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Introduction

Presburger arithmetic \cite{Pre29} is a decidable logic used in a large range of applications. As described in \cite{Lat04}, this logic is central in many areas including integer programming problems \cite{Sch87}, compiler optimization techniques \cite{Ome}, program analysis tools \cite{BGP99,FO97,Fri00} and model-checking \cite{BFL04,Fas,Las}. Different techniques \cite{GBD02} and tools have been developed for manipulating the Presburger-definable sets (the sets of integer vectors satisfying a Presburger formula): by working directly on the Presburger-formulas \cite{Kla04} (implemented in Omega \cite{Ome}), by using semi-linear sets \cite{GS66} (implemented in Brain \cite{RV02}), or automata (integer vectors being encoded as strings of digits) \cite{WB95,BC96} (implemented in Fast \cite{BFLP03}, Lash \cite{Las} and Mona \cite{KMS02}). Presburger-formulas and semi-linear sets lack canonicity. As a direct consequence, a set that possesses a simple representation could unfortunately be represented in an unduly complicated way. Moreover, deciding if a given vector of integers is in a given set, is at least NP-hard \cite{Ber77,GS66}. On the other hand, a minimization procedure for automata provides a canonical representation. That means, the automaton that represents a given set only depends on this set and not on the way we compute it. For these reasons, automata are well adapted for applications that require a lot of boolean manipulations such as model-checking.

Whereas there exist efficient algorithms for computing an automaton that represents the set defined by a given Presburger formula \cite{Kla04,WB00,BC96}, the inverse problem of computing a Presburger-formula from a Presburger-definable set represented by an automaton, called the Presburger synthesis problem, was first studied in \cite{Ler03} and only partially solved in exponential time (resp. doubly exponential time) for convex integer polyhedrons \cite{Lat04} (resp. for semi-linear sets with the same set of periods \cite{Lug04}). Presburger-synthesis has many applications. For example, in software verification, we are interested in computing the set of reachable states of an infinite state system by using automata and in analyzing the structure of these sets with a tool such as Omega which manipulates Presburger-formulas. The Presburger-synthesis problem is also central to a new generation of constraint solvers.
for Presburger arithmetic that manipulate both automata and Presburger-formulas [Lat04, Kla04].

The Presburger-synthesis problem is naturally related to the problem of deciding whether an automaton represents a Presburger-definable set, a well-known hard problem first solved by Muchnik in 1991 [Muc91] with a quadruple exponential time algorithm. To the best of our knowledge no better algorithm for the full class of Presburger-definable sets has been proposed since 1991.

In this paper, given an automaton that represents a set $X$ of integer vectors encoded by the least significant digit first decomposition, we prove that we can decide in \textit{polynomial time} whether $X$ is Presburger-definable. Moreover, in this case, we provide an algorithm that computes in \textit{polynomial time} a Presburger-formula that defines $X$. 
We provide in this chapter notations used in the sequel.

2.1 Sets, Functions, and Relations

We denote by $\mathbb{Q}$, $\mathbb{Q}^+$, $\mathbb{Z}$ and $\mathbb{N}$ respectively the set of rational numbers, non-negative rational numbers, integers, and non-negative integers.

The intersection, union, difference, and symmetric difference of two sets $A$ and $B$ are written $A \cap B$, $A \cup B$, $A \setminus B$, and $A \Delta B = (A \setminus B) \cup (B \setminus A)$.

The class of subsets (resp. the class of finite subsets) of a set $E$ is denoted by $\mathcal{P}(E)$ (resp. $\mathcal{P}_f(E)$). The cardinal of a finite set $X$ is written $|X| \in \mathbb{N}$. A partition $\mathcal{C}$ of a set $E$ is a class of non-empty subsets of $E$ such that $X_1 \cap X_2 = \emptyset$ for any $X_1, X_2 \in \mathcal{C}$ and $E = \bigcup_{X \in \mathcal{C}} X$.

The Cartesian product of two sets $A$ and $B$ is written $A \times B$. The set $X^m$ is called the set of vectors with $m \in \mathbb{N}$ components in a set $X$. Given an integer $i \in \{1, \ldots, m\}$ and a vector $x \in X^m$, the $i$-th component of $x$ is written $x[i] \in X$.

The set of functions $f : X \to Y$, also called sequences of elements in $Y$ indexed by $X$ is written $Y^X$. A function $f \in Y^X$ is said injective if $f(x_1) \neq f(x_2)$ for any $x_1 \neq x_2 \in X$, surjective if for any $y \in Y$ there exists $x \in X$ such that $y = f(x)$, and bijective or one-to-one if it is both injective and surjective. A function $f \in Y^X$ is either denoted by $f : X \to Y$, or it is denoted by $f = (f_x)_{x \in X}$ and in this last case $Y$ is implicitly known. Given a function $f : X \to Y$ and two sets $A$ and $B$, we define $f(A)$ and $f^{-1}(B)$ respectively the image and the inverse image of $A$ and $B$ by $f$, given by $f(A) = \{f(x) ; x \in X \cap A\}$ and $f^{-1}(B) = \{x \in X ; f(x) \in B\}$ (remark that $A$ is not necessary a subset of $X$ and $B$ is not necessary a subset of $Y$).

An enumeration of a set $E$ is an injective function $f : \mathbb{N} \to E$. A countable set $E$ is a set $E$ that has an enumeration. Recall that a finite set is countable and the class of finite subsets of a countable set is countable.
2.2 Linear Algebra

Let $V$ be a countable set of boolean variables. A boolean formula $\phi$ over the boolean variables $V$ is a formula in the grammar $\phi := v | \phi \land \phi | \phi \lor \phi | \phi \Delta \phi$ where $v \in V$. A boolean valuation $\rho$ is a function that maps each boolean variable $v$ to a set $\rho(v)$. Observe that a boolean valuation $\rho$ can be naturally extended to any boolean formula $\phi$. Given a boolean formula $\phi(v_1, \ldots, v_n)$ where $v_1, \ldots, v_n$ are the boolean variables occurring in $\phi$ and some sets $E_1, \ldots, E_n$, we denote by $\phi(E_1, \ldots, E_n)$ the unique set $\rho(\phi)$ where $\rho$ is any valuation such that $\rho(v_i) = E_i$. A set $E$ is called a boolean combination of sets in a class $\mathcal{C}$ of sets if there exists a boolean formula $\phi(v_1, \ldots, v_n)$ and some sets $E_1, \ldots, E_n$ in $\mathcal{C}$ such that $E = \phi(E_1, \ldots, E_n)$.

**Lemma 2.1.** We can decide in polynomial time if a finite set $E$ is a boolean combination of sets in a finite class $\mathcal{C}$ of finite sets. Moreover, in this case we can compute in polynomial time a boolean formula $\phi(v_1, \ldots, v_n)$ and a sequence $E_1, \ldots, E_n$ of sets in $\mathcal{C}$ such that $E = \phi(E_1, \ldots, E_n)$.

**Proof.** Let us consider an enumeration $E_1, \ldots, E_n$ of the sets in $\mathcal{C}$ and let $X = \bigcup_{i=1}^n E_i$. Let us consider the function $f : X \times \{1, \ldots, n\} \to P(E)$ such that $f(x, i)$ is the unique set in $\{E_i, x \Delta E_i\}$ that contains $x$. Let us also consider the set $K_x = \bigcap_{i=1}^n f(x, i)$ and observe that $E$ is a boolean combination of sets in $\mathcal{C}$ if and only $E = \bigcup_{x \in E} K_x$. \qed

A relation $\mathcal{R}$ is a subset of $S_1 \times S_2$ where $S_1$ and $S_2$ are two sets. We denote by $s_1 \mathcal{R} s_2$ if $(s_1, s_2) \in \mathcal{R}$. Such a relation is said one-to-one if there exists a unique $s_2 \in S_2$ such that $s_1 \mathcal{R} s_2$ for any $s_1 \in S_1$, and if for each $s_1 \in S_1$ such that $s_1 \mathcal{R} s_2$ for any $s_2 \in S_2$. The concatenation $\mathcal{R}_1, \mathcal{R}_2$ of two relations $\mathcal{R}_1 \subseteq S_1 \times S_2$ and $\mathcal{R}_2 \subseteq S_2 \times S_3$ is the relation $\mathcal{R}_1, \mathcal{R}_2 \subseteq S_1 \times S_3$ defined by $s_1 \mathcal{R}_1 s_2 \mathcal{R}_2 s_3$ if and only if there exists $s_2 \in S_2$ such that $s_1 \mathcal{R}_1 s_2$ and $s_2 \mathcal{R}_2 s_3$. A binary relation $\mathcal{R}$ over a set $S$ is a relation $\mathcal{R} \subseteq S \times S$ such that $S_1 = S = S_2$. Recall that a binary relation $\mathcal{R}$ over $S$ is an equivalence relation if $\mathcal{R}$ is reflexive ($s \mathcal{R} s$ for any $s$), symmetric ($s_1 \mathcal{R} s_2$ if and only if $s_2 \mathcal{R} s_1$ for any $s_1, s_2 \in S$), and transitive ($s_1 \mathcal{R} s_2$ and $s_2 \mathcal{R} s_3$ implies $s_1 \mathcal{R} s_3$ for any $s_1, s_2, s_3 \in S$). Given an equivalence binary relation $\mathcal{R}$ over $S$, the equivalence classes of an element $s \in S$ is the set of $s' \in S$ such that $s \mathcal{R} s'$. Recall that equivalence classes provide a partition of $S$.

2.2 Linear Algebra

The unit vector $e_{j,m} \in \mathbb{Q}^m$ where $j \in \{1, \ldots, m\}$ is defined by $e_{j,m}[j] = 1$ and $e_{j,m}[i] = 0$ for any $i \in \{1, \ldots, m\} \setminus \{j\}$. The zero vector $e_{0,m} \in \mathbb{Q}^m$ is defined by $e_{0,m} = (0, \ldots, 0)$.

Vectors $x + y$ and $t \cdot x$ are defined by $(x + y)[i] = (x[i]) + (y[i])$ and $(t \cdot x)[i] = t \cdot (x[i])$ for any $i \in \{1, \ldots, m\}$, $x, y \in \mathbb{Q}^n$, $t \in \mathbb{Q}$. We naturally define $A + B = \{a + b; (a, b) \in A \times B \}$ and $T.A = \{t.a; (t, a) \in T \times A\}$ for any $A, B \subseteq \mathbb{Q}^m$. 

2.3 Alphabets, Graphs, and Automata

An alphabet $\Sigma$ is a non-empty finite set. Given an alphabet $\Sigma$, we denote by $\Sigma^+$ the set of non-empty words over $\Sigma$. Given a non-empty word $\sigma = b_1 \ldots b_k$ of $k \in \mathbb{N}\setminus\{0\}$ elements $b_i \in \Sigma$, and an integer $i \in \{1, \ldots, k\}$, we denote by $\sigma[i]$ the element $\sigma[i] = b_i$. We denote by $\epsilon$ the empty word. As usual $\Sigma^*$ denotes the set of words $\Sigma^+ \cup \{\epsilon\}$ and a language $L$ is a subset of $\Sigma^*$. The concatenation of $\sigma_1 \in \Sigma^*$ and $\sigma_2 \in \Sigma^*$ (resp. $L_1 \subseteq \Sigma^*$ and $L_2 \subseteq \Sigma^*$) is denoted by $\sigma_1 \cdot \sigma_2$ (resp. $L_1 \cdot L_2 = \{\sigma_1 \cdot \sigma_2; (\sigma_1, \sigma_2) \in L_1 \times L_2\}$). Given a word $\sigma \in \Sigma^*$, we define as usual $\sigma^i$ where $i \in \mathbb{N}$ and $\sigma^i = \{\sigma^i; i \in \mathbb{N}\}$. The length of a word $\sigma \in \Sigma^*$ is denoted by $|\sigma| \in \mathbb{N}$. The residue $\sigma^{-1}L$ of a language $L \subseteq \Sigma^*$ by a word $\sigma \in \Sigma^*$ is the language $\sigma^{-1}L = \{w \in \Sigma^*; \sigma w \in L\}$.

A graph $G$ labelled by $\Sigma$ is a tuple $G = (Q, \Sigma, \delta)$ such that $Q$ is the non empty set of states, $\Sigma$ is an alphabet and $\delta : Q \times \Sigma \to Q$ is the transition function. Two graphs $G_1 = (Q_1, \Sigma, \delta_1)$ and $G_2 = (Q_2, \Sigma, \delta_2)$ labelled by $\Sigma$ are said isomorphic by a one-to-one relation $R \subseteq Q_1 \times Q_2$, if we have $\delta_1(q_1, b) = R \delta_2(q_2, b)$ for any $q_1 R q_2$ and for any $b \in \Sigma$. As usual, the transition function $\delta$ is uniquely extended into a function $\delta : Q \times \Sigma^* \to Q$ such that $\delta(q, \epsilon) = q$ for any $q \in Q$ and such that $\delta(q, \sigma) = \delta(\delta(q, \sigma_1), \sigma_2)$ for $\sigma \in \Sigma^*$. We denote by $R$ the binary relation over $Q$ defined by $q \rightarrow q'$ if and only if $q' = \delta(q, \sigma)$. In this case, we say that there exists a path from a state $q$ to a state $q'$ labelled by $\sigma$. A path is called a cycle on $q$ if $q = q'$ and $\sigma \neq \epsilon$. Given a language $L \subseteq \Sigma^*$, the binary relation $\subseteq$ is defined by
The binary relation \( \rightarrow \) is defined by \( \rightarrow = \bigcup_{\sigma \in \Sigma} \sigma \). A state \( q' \) is said reachable from a state \( q_0 \) if \( q_0 \rightarrow q' \). The notion of reachability is naturally extended to the subsets of \( Q \): a subset \( Q' \subseteq Q \) is said reachable from a subset \( Q_0 \subseteq Q \) if there exists a state \( q' \in Q' \) reachable from a state \( q_0 \in Q_0 \). In this case the set \( Q' \) is said co-reachable from \( Q \). A strongly connected component \( Q' \) is an equivalence class for the equivalence binary relation \( \rightleftharpoons \) defined over \( Q \) by \( q \rightleftharpoons q' \) if and only if \( q \rightarrow q' \) and \( q' \rightarrow q \). A graph \( G \) is said finite if \( |G| \) denotes the number of states of \( G \), and the integer \( \size(G) \in \mathbb{N} \) is defined by \( \size(G) = |\Sigma|.|Q| \).

An automaton \( A \) labelled by \( \Sigma \) is a tuple \( A = (k_0, K, \delta, K_F) \) such that \( (K, \Sigma, \delta) \) is a graph labelled by \( \Sigma \), \( k_0 \in K \) is the initial state and \( K_F \subseteq K \) is the set of final states. Two automata \( A_1 = (k_{0,1}, K_1, \delta_1, K_{F,1}) \) and \( A_2 = (k_{0,2}, K_2, \Sigma, \delta_2, K_2) \) labelled by \( \Sigma \) are said isomorphic by a one-to-one relation \( \mathcal{R} \subseteq K_1 \times K_2 \) if \( (K_1, \Sigma, \delta_1) \) and \( (K_2, \Sigma, \delta_2) \) are isomorphic by \( \mathcal{R} \), \( (k_{0,1}, k_{0,2}) \in \mathcal{R} \), and we have \( k_1 \in K_{F,1} \) if and only if \( k_2 \in K_{F,2} \) for any \( (k_1, k_2) \in \mathcal{R} \). An automaton with a finite set of states \( K \) is said finite. In this case, we denote by \( |A| \) the number of states \( |K| \) and the integer \( \size(A) \) is defined by \( \size(A) = |\Sigma|.|K| \). The language \( L(A) \subseteq \Sigma^* \) recognized by an automaton \( A \) labelled by \( \Sigma \) is defined by \( L(A) = \{ \sigma \in \Sigma^* ; \delta(q_0, \sigma) \in K_F \} \). A language \( \mathcal{L} \subseteq \Sigma^* \) is said regular if it can be recognized by a finite automaton. Recall that a language \( \mathcal{L} \subseteq \Sigma^* \) is regular if and only if the set of residues \( \{ \sigma^{-1}.\mathcal{L} ; \sigma \in \Sigma^* \} \) is finite. In this case the automaton \( (\mathcal{L}, K, \Sigma, \delta, K_F) \) defined by the set of states \( K = \{ \sigma^{-1}.\mathcal{L} ; \sigma \in \Sigma^* \} \), the transition function \( \delta(k, b) = b^{-1}.k \) which is in \( K \) since \( b^{-1}.\sigma^{-1}.\mathcal{L} = (\sigma.b)^{-1}.\mathcal{L} \) and the final set of states \( K_F = \{ k \in K ; \epsilon \in k \} \) is the unique (up to isomorphism) minimal (for the number of states) automaton labelled by \( \Sigma \) that recognizes \( \mathcal{L} \).
Part I

Logic and Automata
Finite Digit Vector Automata

In this chapter, the **Finite Digit Vector Automata (FDVA)** representation, a state-based representation of set of integer vectors is presented.

### 3.1 Digit Vector Decomposition

In this paper, $r$ denotes an integer in $\mathbb{N}\setminus\{0,1\}$ called **basis of decomposition**. The set $\Sigma_r = \{0, \ldots, r-1\}$ is called the set of **r-digits** and the set $S_r = \{0, r-1\} \subseteq \Sigma_r$ is called the set of **r-signs**. Given an integer $m \in \mathbb{N}\setminus\{0\}$ called **dimension**, we intensively used the alphabets $\Sigma_{r,m} = \Sigma_r^m$ and $S_{r,m} = S_r^m$ whose the elements are respectively called the $(r,m)$-**digit vectors** and the $(r,m)$-**sign vectors**. Naturally, a word over the alphabet $\Sigma_{r,m}$ can also be seen as a word over the alphabet $\Sigma_r$ with a length multiple of $m$. In order to simplify notations, these words are identified. Moreover, given a word $\sigma \in \Sigma_{r,m}^*$, we denote by $|\sigma|_m$ the length of $\sigma$ seen as a word over the alphabet $\Sigma_{r,m}$ and defined by $|\sigma|_m = |\sigma|_m$, and given a word $\sigma = b_1 \ldots b_k$ of $k \in \mathbb{N}\setminus\{0\}$ $(r,m)$-digit vectors $b_i \in \Sigma_{r,m}$ and an integer $i \in \{1, \ldots, k\}$, we denote by $\sigma[i]_m$ the $(r,m)$-digit vector $\sigma[i]_m = b_i$.

A $(r,m)$-**decomposition** $(\sigma, s)$ of an integer vector $x \in \mathbb{Z}^m$ is a couple $(\sigma, s) \in \Sigma_{r,m}^* \times S_{r,m}$ corresponding to a **least significant digit first decomposition** of $x$ in basis $r$. More formally, we have $x = \rho_{r,m}(\sigma, s)$ where $\rho_{r,m} : \Sigma_{r,m}^* \times S_{r,m} \to \mathbb{Z}^m$ is defined by the following equality:

$$\rho_{r,m}(\sigma, s) = r^{|\sigma|_m} \frac{s}{1-r} + \sum_{i=1}^{|\sigma|_m} r^{i-1} \sigma[i]_m$$

**Example 3.1.** $(011, 0)$ is a $(2,1)$-decomposition of $6 = 2^1 + 2^2$.

**Example 3.2.** $(\epsilon, 1), (1,1), (11,1), \ldots, (1\ldots1,1)$ are the $(2,1)$-decompositions of $-1$ and $(\epsilon, 0), (0,0), \ldots, (0\ldots0,0)$ are the $(2,1)$-decompositions of $0$. 
Following notations introduced in [Ler04], function $\rho_{r,m}$ can be defined thanks to the unique sequence $(\gamma_{r,m,\sigma})_{\sigma \in \Sigma}$ of functions $\gamma_{r,m,\sigma} : \mathbb{Z}^m \rightarrow \mathbb{Z}^m$ such that $\gamma_{r,m,\sigma_1,\sigma_2} = \gamma_{r,m,\sigma_2,\sigma_1}$ for any $\sigma_1, \sigma_2 \in \Sigma^*$, $\gamma_{r,m,\sigma}$ is the identity function, and such that $\gamma_{r,m,s}(x)$ is defined for any $(b,x) \in \Sigma_r \times \mathbb{Z}^m$ by the following equality:

$$\gamma_{r,m,b}(x[1], \ldots, x[m]) = (r.x[m] + b, x[1], \ldots, x[m-1])$$

In fact, we deduce that for any $(r,m)$-decomposition $(\sigma, s)$, we have the following equality since $\gamma_{r,m,w}(x) = r.x + w$ for any $(w, x) \in \Sigma_r \times \mathbb{Z}^m$:

$$\rho_{r,m}(\sigma, s) = \gamma_{r,m,\sigma}(\frac{s}{1-r})$$

Function $\rho_{r,m}$ can be used to associate to any language $\mathcal{L} \subseteq \Sigma_{r,m}^* \times S_{r,m}$, the set of integer vectors $X = \rho_{r,m}(\mathcal{L})$. Remark that $\rho_{r,m}$ is a surjective function (we have $\rho_{r,m}(\Sigma_{r,m}^* \times S_{r,m}) = \mathbb{Z}^m$) because any vector $x \in \mathbb{Z}^m$ owns at least one $(r,m)$-decomposition. Hence, for any subset $X \subseteq \mathbb{Z}^m$, there exists at least one language $\mathcal{L}$ such that $X = \rho_{r,m}(\mathcal{L})$. However, intersection of languages does not correspond to intersection of sets of integer vectors: for instance, consider $\mathcal{L}_1 = \{(0,0)\}$ and $\mathcal{L}_2 = \{(0,0,0)\}$ and remark that $\{0\} = \rho_{r,1}(\mathcal{L}_1) \cap \rho_{r,1}(\mathcal{L}_2) \neq \rho_{r,1}(\mathcal{L}_1 \cap \mathcal{L}_2) = \emptyset$. In order to avoid this problem, we introduce the notion of saturated languages.

A language $\mathcal{L} \subseteq \Sigma_{r,m}^* \times S_{r,m}$ is said $(r,m)$-saturated if for any $(r,m)$-decompositions $(\sigma_1, s_1)$ and $(\sigma_2, s_2)$ of the same vector, we have $(\sigma_1, s_1) \in \mathcal{L}$ if and only if $(\sigma_2, s_2) \in \mathcal{L}$. Remark that $\Sigma_{r,m}^* \times S_{r,m}$ is a $(r,m)$-saturated language such that $\rho_{r,m}(\Sigma_{r,m}^* \times S_{r,m}) = \mathbb{Z}^m$, and $\mathcal{L}_1 \cap \mathcal{L}_2$ is a $(r,m)$-saturated language such that $\rho_{r,m}(\mathcal{L}_1 \cap \mathcal{L}_2) = \rho_{r,m}(\mathcal{L}_1) \cap \rho_{r,m}(\mathcal{L}_2)$ for any pair $(\mathcal{L}_1, \mathcal{L}_2)$ of $(r,m)$-saturated languages, and for any $\# \in \{\cup, \cap, \setminus, \Delta\}$.

The $(r,m)$-decompositions of the same integer vector are characterized by the following lemma.

**Lemma 3.3.** Two $(r,m)$-decompositions $(\sigma_1, s_1)$ and $(\sigma_2, s_2)$ represent the same integer vector if and only if $s_1 = s_2$ and $\sigma_1.s_1^k \cap \sigma_2.s_2^k \neq \emptyset$.

**Proof.** Consider two $(r,m)$-decompositions $(\sigma_1, s_1)$ and $(\sigma_2, s_2)$ such that there exists $s \in S_{r,m}$ and $k_1, k_2 \in \mathbb{N}$ satisfying $s_1 = s = s_2$ and $\sigma_1.s_1^{k_1} = \sigma_2.s_2^{k_2}$, and let us prove that $(\sigma_1, s_1)$ and $(\sigma_2, s_2)$ represent the same vector. Just remark that $\gamma_{r,m,s}(\frac{s}{1-r}) = \frac{s}{1-r}$ for any $s \in S_{r,m}$. Hence, an immediate induction (over $k_1$ and $k_2$) shows that $(\sigma_1, s_1)$ and $(\sigma_2, s_2)$ represent the same vector.

For the converse, consider two $(r,m)$-decompositions $(\sigma_1, s_1)$ and $(\sigma_2, s_2)$ that represent the same vector. Remark that for any $(r,m)$-decomposition $(\sigma, s)$ of an integer vector $x \in \mathbb{Z}_m^m$, we have $s[i] = 0$ if $x[i] \in \mathbb{N}$ and $s[i] = r-1$ if $x[i] \in \mathbb{Z} \setminus \mathbb{N}$ for any $i \in \{1, \ldots, m\}$. Therefore, as $(\sigma_1, s_1)$ and $(\sigma_2, s_2)$ represent the same vector, we deduce that there exists $s \in S_{r,m}$ such that $s_1 = s = s_2$. Consider $k_1$ and $k_2$ such that $|\sigma_1| + k_1 = |\sigma_2| + k_2$. From the first paragraph, we deduce that $(w_1, s)$ and $(w_2, s)$ represent the same vector where $w_1 = \sigma_1.s_1^{k_1}$ and $w_2 = \sigma_2.s_2^{k_2}$. By uniqueness of the $(r,m)$-decompositions with a fixed length, we deduce that $w_1 = w_2$. □
3.2 State-based Decomposition

A language of \((r, m)\)-decompositions can be naturally represented by a state-based representation. Our representation is obtain by considering the natural one-to-one function from the set of \((r, m)\)-decompositions to the set of words in \(\Sigma_{r,m}^*\), that associate to a \((r, m)\)-decomposition \((\sigma, s)\) the word \(\sigma \circ s\) where \(\circ\) is an additional letter not in \(\Sigma_r\).

Observe that an automaton \(A\) recognizing a language included in \(\Sigma_{r,m}^*\circ S_{r,m}\) can be decomposed into (1) a graph called Digit Vector Graph corresponding to the part of \(A\) before a \(\circ\) letter, and the part of \(A\) after a \(\circ\) letter called a final function.

**Definition 3.4.** A Digit Vector Graph (DVG) is a tuple \(G = (Q, m, K, \Sigma_r, \delta)\) where \(Q\) is the non empty set of principal states, \(r \in \mathbb{N}\setminus\{0, 1\}\) is the basis of decomposition, \(m \in \mathbb{N}\setminus\{0\}\) is the dimension, and \((K, \Sigma_r, \delta)\) is a graph such that \(Q \subseteq K\) and \(\delta(Q, \Sigma_{r,m}) \subseteq Q\).

A Finite Digit Vector Graph (FDVG) \(G\) is a DVG with a finite set of states \(K\). Given a FDVG \(G\), the integer \(|G| \in \mathbb{N}\) is defined by \(|G| = r\cdot|K|\). The parallelization \([G]\) of a DVG \(G = (Q, m, K, \Sigma_r, \delta)\) is the graph \([G] = (Q, \Sigma_{r,m}, \delta)\). We introduce DVG rather than graph labelled by \(\Sigma_{r,m}\) in order to establish fine polynomial time complexity results that should be useless with an exponential size in \(m\) of the alphabet \(\Sigma_{r,m}\). Naturally any graph labelled by \(\Sigma_{r,m}\) is equal to the parallelization of at least one DVG in basis \(r\) and in dimension \(m\).

**Definition 3.5.** A final function is a tuple \(F = (Q, f, m, K, S_r, \delta, K_F)\) where \(Q\) is the non empty set of principal states, \(r \in \mathbb{N}\setminus\{0, 1\}\) is the basis of decomposition, \(m \in \mathbb{N}\setminus\{0\}\) is the dimension, \((K, S_r, \delta)\) is a finite graph, \(f : Q \rightarrow K\) is a function mapping principal states to states in \(K\), and \(K_F \subseteq K\) is the set of final states such that the language recognized by the automaton \((f(q), K, S_r, \delta, K_F)\) is a subset of \(S_{r,m}\) for any principal state \(q \in Q\).

A final function \(F\) is said finite if the set of principal states \(Q\) is finite (observe that \(K\) is finite by definition). Given a finite final function \(F\), the integer \(|F| \in \mathbb{N}\) is defined by \(|F| = |Q| + |K|\). The parallelization \([F]\) of a final function \(F = (Q, f, m, K, S_r, \delta, K_F)\) is the function \([F] : Q \rightarrow \mathcal{P}(S_{r,m})\) such that \([F](q)\) is the language recognized by the automaton \((f(q), K, S_r, \delta, K_F)\).

A DVG \(G\) and a final function \(F\) are said compatible if they are defined over the same set of principal states with the same basis \(r\) and the same dimension \(m\). Given a tuple \((q, G, F)\) where \(q\) is a principal state, \(G\) is a DVG and \(F\) is a final function compatible, we denote by \(\mathcal{L}((q, G, F))\) the following language of \((r, m)\)-decompositions:

\[
\mathcal{L}((q, G, F)) = \{ (w, s) \in \Sigma_{r,m}^* \times S_{r,m}; \; s \in [F](\delta(q, w)) \}
\]

Recall that we are interested in recognizing \((r, m)\)-saturated languages. A final function \(F\) is said saturated for a DVG \(G\) if it is compatible with \(G\) and if \(\mathcal{L}((q, G, F))\) is \((r, m)\)-saturated for any principal states \(q \in Q\).
Proposition 3.6. A final function $F$ is saturated for a DVG $G$ if and only if $F$ and $G$ are compatible and $[F]\{(q_1)\cap\{s\} = [F]\{(q_2)\cap\{s\}$ for any $q_1 \xrightarrow{s} q_2$ with $(q_1, s, q_2) \in Q \times S_{r,m} \times Q$.

Proof. Assume first that $\mathcal{L}((q_1, G, F))$ is $(r, m)$-saturated for any state $q \in Q$, and let us prove that $s \in [F]\{(q_1) if and only if $s \in [F]\{(q_2)$ for any $q_1 \xrightarrow{s} q_2$ with $(q_1, s, q_2) \in Q \times S_{r,m} \times Q$. Assume first that $s \in [F]\{(q_1). Lemma 3.3 proves that $\rho_{r,m}(\epsilon, s) = \rho_{r,m}(s, s)$. As $\mathcal{L}((q_1, G, F))$ is $(r, m)$-saturated, we deduce that $(s, s) \in \mathcal{L}((q_1, G, F))$. From $q_2 = \delta(q_1, s)$ we get $s \in [F]\{(q_2)$. Next assume that $s \in [F]\{(q_2). We get $(s, s) \in \mathcal{L}((q_1, G, F))$. As this language is $(r, m)$-saturated and $\rho_{r,m}(s, s) = \rho_{r,m}(\epsilon, s)$, we deduce that $(\epsilon, s) \in \mathcal{L}((q_1, G, F))$. Therefore $s \in [F]\{(q_1).

Next, assume that $[F]\{(q_1) \cap \{s\} = [F]\{(q_2) \cap \{s\}$ for any $q_1 \xrightarrow{s} q_2$ with $(q_1, s, q_2) \in Q \times S_{r,m} \times Q$, and let us prove that $\mathcal{L}((q, G, F))$ is $(r, m)$-saturated for any state $q \in Q$. Let us consider two $(r, m)$-decomposition $(\sigma, s)$ and $(\sigma', s')$ of the same integer vector such that $(\sigma, s') \in \mathcal{L}((q, G, F))$ and let us prove that $(\sigma, s) \in \mathcal{L}((q, G, F))$. From lemma 3.3 we deduce that $s = s'$ and there exists $k, k' \in \mathbb{N}$ such that $\sigma.s^k = \sigma'.s'^k$. As $s \in \mathcal{L}((q_1, G, F))$ if and only if $s \in \mathcal{L}((q_2, G, F))$ for any $q_1 \xrightarrow{s} q_2$ with $q_1, q_2 \in Q$, an immediate induction shows that $(\sigma', s') \in \mathcal{L}((q, G, F))$ implies $(\sigma, s) \in \mathcal{L}((q, G, F))$. Therefore $\mathcal{L}((q, G, F))$ is $(r, m)$-saturated for any $q \in Q$. \hfill $\Box$

We can now introduce our definition of digit vector automata.

Definition 3.7. A Digit Vector Automaton (DVA) is a tuple $A = (q_0, G, F_0)$ where $q_0 \in Q$ is the initial state, $G$ is a DVG and $F_0$ is a final function saturated for $G$.

A Finite Digit Vector Automaton (FDVA) $A$ is a DVA with a finite DVG $G$ and a finite final function $F$. Given a FDVA $A$, the integer size($A$) is defined by size($A$) = size($G$) + size($F$). Given a DVA $A = (q_0, G, F_0)$, the $(r, m)$-saturated language $\mathcal{L}(A) = \mathcal{L}((q_0, G, F_0))$ is called the recognized language of $A$. The set $X = \rho_{r,m}(\mathcal{L}(A))$ is called the set of integer vectors represented by $A$.

Let us show that any set $X \subseteq \mathbb{Z}^m$ can be represented by a DVA by introducing the DVG $G_{r,m}(X) = (Q_{r,m}(X), m, K_{r,m}(X), \Sigma_r, \delta_{r,m})$ where $K_{r,m}(X) = \{\gamma^{-1}_{r_m,w}(X); w \in \Sigma_r\}$, $Q_{r,m}(X) = \{\gamma^{-1}_{r_m,w}(X); w \in \Sigma_r\}$, and $\delta_{r,m}$ is defined by $\delta_{r,m}(Y, b) = \gamma^{-1}_{r_m,b}(Y)$ for any $Y \in K_{r,m}(X)$ and $b \in \Sigma_r$. Finally, let us consider the tuple $A_{r,m}(X) = (X, G_{r,m}(X), F_{r,m})$ where $F_{r,m}$ is any final function such that $[F_{r,m}](Y) = S_{r,m}(1-r)Y$ for any $Y \in Q_{r,m}(X)$.

Proposition 3.8. The tuple $A_{r,m}(X)$ is a DVA in basis $r$ and in dimension $m$ that represents $X$.

Proof. Let us first prove that $A_{r,m}(X)$ is a DVA in basis $r$ and in dimension $m$. It is sufficient to show that $[F_{r,m}](q_1) \cap \{s\} = [F_{r,m}](q_2) \cap \{s\}$ for any
3.2 State-based Decomposition

$q_1 \xrightarrow{\delta} q_2$ where $(q_1, s, q_2) \in Q \times S_{r,m} \times Q$. As $q_1 \xrightarrow{\delta} q_2$, we get $q_2 = \gamma_{r,m,s}^{-1}(q_1)$.

Remark that $[F_{r,m}](q_1) = S_{r,m} \cap (1-r).q_1$ and $[F_{r,m}](q_2) = S_{r,m} \cap (1-r).q_2$. As $\gamma_{r,m,s}(\frac{1}{1-r}) = \frac{1}{1-r}$, we deduce that $[F_{r,m}](q_1) \cap \{s\} = [F_{r,m}(q_2)] \cap \{s\}$. We are done.

Now, let $X'$ be the set represented by the DVA $A_{r,m}(X)$, and let us prove that $X' = X$. Let $x \in X'$. There exists a $(r, m)$-decomposition $(\sigma, s)$ of $x$ such that $(\sigma, s) \in L(A_{r,m}(X))$. Let $q = \delta_{r,m}(q_0, \sigma)$. We get $q = \gamma_{r,m,\sigma}^{-1}(X)$. From $s \in [F_{r,m}](q)$, we deduce $s \in S_{r,m} \cap (1-r).q$. Hence $\frac{s}{1-r} \in q = \gamma_{r,m,\sigma}(X)$ and we obtain $\gamma_{r,m,\sigma}(\frac{s}{1-r}) \in X$. As $\rho_{r,m}(\sigma, s) = x$, we get $x \in X$ and we have proved the inclusion $X' \subseteq X$. For the converse inclusion, let $x \in X$.

Let us consider a $(r, m)$-decomposition $(\sigma, s)$ of $x$. As $x = \rho_{r,m}(\sigma, s)$ and $\rho_{r,m}(\sigma, s) = \gamma_{r,m,\sigma}^{-1}(X)$, we get $s \in S_{r,m} \cap (1-r).q$ where $q = \gamma_{r,m,\sigma}^{-1}(X)$. Therefore $q_0 \xrightarrow{\sigma} q$ and $s \in [F_{r,m}](q)$. That means $\rho_{r,m}(\sigma, s) \in X'$ and we have proved the other inclusion $X \subseteq X'$. □
Modifying a DVA

The sets obtained by moving the initial state of a DVA are geometrically characterized in section 4.1 and the set obtained by modifying the final function of a DVA are studied in section 4.2.

4.1 Moving the initial state

The DVA obtained from $A$ by replacing the initial state $q_0$ by another principal state $q \in Q$ is denoted by $A_q$. Given a set $X$ implicitly represented by a DVA $A$ with a set of principal states $Q$, we denote by $X_q$ the set represented by the DVA $A_q$. In this section the set $X_q$ is geometrically characterized in function of $X_{q_1}$ for any path $q_1 \xrightarrow{w} q_2$ where $(q_1, w, q_2) \in Q \times \Sigma^* \times Q$.

**Proposition 4.1.** Let $X$ be a set represented by a DVA in basis $r$ and in dimension $m$ with a set $Q$ of principal states. We have $X_q = \gamma_r^{-1} \gamma_m \gamma_r \gamma_m (X_{q_1})$ for any path $q_1 \xrightarrow{w} q_2$ where $(q_1, w, q_2) \in Q \times \Sigma^* \times Q$.

**Proof.** Consider $x \in X_q$. There exists $(\sigma, s) \in \mathcal{L}(A_{q_1})$ such that $x = \rho_{r,m}(\sigma, s)$. From $(w, \sigma, s) \in \mathcal{L}(A_{q_2})$, we deduce that $\rho_{r,m}(w, \sigma, s) \in X_q$. Just remark that $\rho_{r,m}(w, \sigma, s) = \gamma_{r,m,w}(\rho_{r,m}(\sigma, s)) = \gamma_{r,m,w}(x)$. We have proved that $X_q \subseteq \gamma_{r,m,w}^{-1}(X_{q_1})$. For the converse, consider $x \in \gamma_{r,m,w}(X_{q_1})$. As any vector owns at least one $(r, m)$-decomposition, there exists a $(r, m)$-decomposition $(\sigma, s)$ such that $x = \rho_{r,m}(\sigma, s)$. From $x \in \gamma_{r,m,w}(X_{q_1})$, we get $\gamma_{r,m,w}(x) \in X_{q_1}$.

**Theorem 4.2.** Let $X$ be a Presburger-definable set represented by a DVA $A = (q_0, G, F_0)$. The set $X_q$ is Presburger-definable for any reachable (for $[G]$) principal state $q \in Q$. 

\[ \square \]
Proof. The proof is immediate because if \( X \) is Presburger-definable, there exists a formula \( \phi \) in \( \text{FO} (\mathbb{Z}, \mathbb{N}, +) \) that defines \( X \). Consider a reachable (for \([G]\)) principal state \( q \in Q \). There exists a path \( q_0 \xrightarrow{\sigma} q \) with \( \sigma \in \Sigma_{r,m}^* \). From proposition 4.1, we deduce that \( X_q \) is defined by the Presburger formula 
\[
\phi_{\sigma}(x) := \exists y; (y = \gamma_{r,m,\sigma}(x) \land \phi(y)).
\]
Therefore \( X_q \) is Presburger-definable. \( \square \)

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure4.1.png}
\caption{On the left, \( \Gamma_{2,2}^{-1} \) with its fix-point \( \xi_{2,2}(\sigma) \). On the right \( \Gamma_{2,2,(0,0)}(\mathbb{Z}^2) \)}
\end{figure}

Previous proposition 4.1 provides a characterization of the sets obtained by moving the initial state of a DVA to another principal state. This characterization can be translated into a geometrical one by considering the unique sequence \((\Gamma_{r,m,w})_{w \in \Sigma_r^*}\) of affine functions \( \Gamma_{r,m,w} : \mathbb{Q}^m \to \mathbb{Q}^m \) such that 
\[
\Gamma_{r,m,w_1,w_2} = \Gamma_{r,m,w_1} \circ \Gamma_{r,m,w_2}
\]
for any \((w_1, w_2) \in \Sigma_r^*\), such that \( \Gamma_{r,m,e} \) is the identity function and such that \( \Gamma_{r,m,b}(x) \) is defined for any \((b, x) \in \Sigma_r \times \mathbb{Q}^m\) by the following equality:
\[
\Gamma_{r,m,b}(x[1], \ldots, x[m]) = (r \cdot x[m] + b, x[1], \ldots, x[m-1])
\]
As \( \gamma_{r,m,\sigma}(x) = \Gamma_{r,m,\sigma}(x) \) for any \( x \in \mathbb{Z}^m \), we deduce that \( \gamma_{r,m,\sigma}^{-1}(X) = \Gamma_{r,m,\sigma}^{-1}(X \cap \Gamma_{r,m,\sigma}(\mathbb{Z}^m)) \). Now, just remark that given \( \sigma \in \Sigma_r^* \), \( \Gamma_{r,m,\sigma}(x) = r^{|\sigma|} \cdot x + \gamma_{r,m,\sigma}(e_{0,m}) \) is simply a scaling function (an affine function of the form \( x \to \mu \cdot x + \nu \) where \( \mu \in \mathbb{Q}\setminus\{0\} \) and \( \nu \in \mathbb{Q}^m \)) and \( \Gamma_{r,m,\sigma}(\mathbb{Z}^m) = r^{|\sigma|} \cdot \mathbb{Z}^m + \gamma_{r,m,\sigma}(e_{0,m}) \) is a pattern (see figure 4.1 and section 9.3).

Remark 4.3. Function \( \Gamma_{r,m,w} \) is the unique affine function that extends \( \gamma_{r,m,w} \); there exists a unique affine function \( f : \mathbb{Q}^m \to \mathbb{Q}^m \) such that \( f(x) = \gamma_{r,r,w}(x) \) for any \( x \in \mathbb{Z}^m \).
The following lemma introduces the geometrically characterized vectors $\xi_{r,m}(\sigma)$ that will be useful in the sequel.

**Lemma 4.4.** The function $\xi_{r,m} : \Sigma_{r,m}^+ \to \mathbb{Q}^m$ defined by $\xi_{r,m}(\sigma) = \frac{x_{r,m}\sigma(e_0,m)}{1 - x_{r,m}}$ is the unique function such that $\xi_{r,m}(\sigma)$ is a fix-point of $I_{r,m,\sigma}$ for any $\sigma \in \Sigma_{r,m}^+$.

**Proof.** Remark that $\xi_{r,m}(\sigma)$ is a fix-point of $I_{r,m,\sigma}$, and if $x$ is a fix-point of $I_{r,m,\sigma}$, then $r^{\sigma_i} - x + \gamma_{r,m,\sigma}(e_0,m) = x$ and we deduce that $x = \xi_{r,m}(\sigma)$. □

In the sequel the sets $X \subseteq \mathbb{Z}^m$ such that there exists $\sigma \in \Sigma_{r,m}^+$ satisfying $\gamma_{r,m,\sigma}^{-1}(X) = X$ are useful since intuitively $\xi_{r,m}(\sigma)$ is a fix point of these sets. Such a set is said $(r,m,\sigma)$-cyclic.

### 4.2 Replacing the final function

Given a set $X$ implicitly represented by a DVA $A = (q_0,G,F_0)$ and given a final function $F$ saturated for $G$, we denote by $X^F$ the set represented by the DVA $A^F$ obtained from $A$ by replacing $F_0$ by $F$.

#### 4.2.1 Detectable sets

A set $X' \subseteq \mathbb{Z}^m$ is said $(r,m)$-detectable in a set $X \subseteq \mathbb{Z}^m$ if $\gamma_{r,m,\sigma}^{-1}(X') = \gamma_{r,m,\sigma}(X')$ for any words $\sigma_1,\sigma_2 \in \Sigma_{r,m}$ such that $\gamma_{r,m,\sigma_1}(X') = \gamma_{r,m,\sigma_2}(X')$. The following theorem[15] shows that these sets characterize the sets $X' \subseteq \mathbb{Z}^m$ such that for any DVA $A = (q_0,G,F_0)$ that represents $X$, there exists a final function $F$ saturated for $G$ such that $X' = X^F$.

**Theorem 4.5.** A set $X' \subseteq \mathbb{Z}^m$ is $(r,m)$-detectable in a set $X \subseteq \mathbb{Z}^m$ if and only if for any DVA $A$ that represents $X$, there exists a final function $F$ saturated for $G$ such that $X' = X^F$.

**Proof.** Assume first that for any DVA $A = (q_0,G,F_0)$ that represents $X$, there exists a final function $F$ saturated for $G$ such that $X' = X^F$. Let us consider the DVA $A_{r,m}(X) = (X,G_{r,m}(X),F_{r,m})$ where $G_{r,m}(X) = (Q_{r,m}(X),m,K_{r,m}(X),\Sigma_r,\delta_{r,m})$. There exists $F : Q_{r,m}(X) \to \mathcal{P}(S_{r,m})$ such that $X'$ is represented by the DVA $(X,G_{r,m}(X),F)$. Consider $\sigma_1,\sigma_2 \in \Sigma_{r,m}$ such that $\gamma_{r,m,\sigma_1}(X) = \gamma_{r,m,\sigma_2}(X)$. By definition of $A_{r,m}(X)$, there exists $Y \in Q_{r,m}(X)$ such that $\delta_{r,m}(X,\sigma_1) = Y = \delta_{r,m}(X,\sigma_2)$. Proposition[11] proves that $\gamma_{r,m,\sigma_1}(X') = X^F = \gamma_{r,m,\sigma_2}(X')$. Therefore $X'$ is $(r,m)$-detectable in $X$.

Next, assume that $X'$ is $(r,m)$-detectable in $X$ and let us consider a DVA $A = (q_0,G,F_0)$ that represents $X$ where $G = (Q,m,K,\Sigma_r,\delta)$. Let $F$ be a final function over $Q$ such that $[F](q) = \{ s \in S_{r,m} ; \exists \sigma \in \Sigma_{r,m}^+ ; \delta(q_0,\sigma) \in \delta(q,s^*) \wedge \rho_{r,m}(\sigma,s) \in X' \}$. 


Let us first prove that $F$ is saturated for $G$. Consider a transition $q \xrightarrow{a} q'$ with $s \in S_{r,m}$, and let us prove that $s \in [F](q)$ if and only if $s \in [F](q')$. Assume first that $s \in [F](q)$. We deduce that there exists $\sigma \in \Sigma^*_r$, and integer $k \in \mathbb{N}$ such that $\delta(q_0,\sigma) = \delta(q,s^k)$ and $\rho_{r,m}(\sigma,s) \in X'$. From $\delta(q_0,\sigma,s) = \delta(q',s^k)$ and $\rho_{r,m}(\sigma,s,s) = \rho_{r,m}(\sigma,s) \in X'$, we deduce that $s \in [F](q')$. Let us prove the converse inclusion. Consider now that $s \in [F](q')$. There exists a word $\sigma \in \Sigma^*_r$, an integer $k \in \mathbb{N}$ such that $\delta(q_0,\sigma) = \delta(q',s^k)$ and such that $\rho_{r,m}(\sigma,s) \in X'$. Just remark that $\delta(q_0,\sigma,s) = \delta(q,s^{k+1})$ and $\rho_{r,m}(\sigma,s,s) = \rho_{r,m}(\sigma,s) \in X'$. Hence $s \in [F](q)$. We have proved that $F$ is saturated for $G$.

By construction of $F$, we have $X' \subseteq X^F$. Let us prove the converse inclusion. Consider a vector $x \in X^F$. There exists a $(r,m)$-decomposition $(w,s) \in E_{q_0}$ such that $\rho_{r,m}(w,s) = x$. Let $q = \delta(q_0,w)$. We get $s \in [F](q)$. That means there exists $\sigma \in \Sigma^*_r$ such that $\delta(q_0,\sigma) \in \delta(q,s^*)$ and such that $\rho_{r,m}(\sigma,s) \in X'$. By replacing $w$ by a word in $w.s^*$, we can assume that $\delta(q_0,\sigma) = q$. From $\delta(q_0,\sigma) = \delta(q_0,w)$, proposition 4.4 shows that $\gamma^{-1}_{r,m}(X) = \gamma^{-1}_{r,m,w}(X)$. As $X'$ is detectable in $X$, we get $\gamma^{-1}_{r,m}(X') = \gamma^{-1}_{r,m,w}(X')$. Moreover, as $\rho_{r,m}(\sigma,s) \in X'$, we deduce from the previous equality that $x = \rho_{r,m}(w,s) \in X'$. We have proved the other inclusion $X^F \subseteq X'$.

The following proposition will be useful for deciding if a set $X'$ is $(r,m)$-detectable in a set $X$ represented by a DVA $A$ in basis $r$.

**Proposition 4.6.** Let us consider a FDVA $A$ in dimension $m$ in basis $r$ with $n$ states. We can compute in polynomial time a set $U$ of at most $r.m.n$ pairs $(\sigma_1,\sigma_2)$ of words in $\Sigma^*_r$ satisfying $|\sigma_1| + m,\mathbb{Z} = |\sigma_2| + m,\mathbb{Z}$ for any $(\sigma_1,\sigma_2) \in U$, and such that for any set $X' \subseteq \mathbb{Z}^m$, there exists a final function $F$ such that $X'$ is represented by $A^F$ if and only if $\gamma_{r,m,\sigma_1}(X') = \gamma_{r,m,\sigma_2}(X')$ for any $(\sigma_1,\sigma_2) \in U$.

**Proof.** We first show that for any $z \in \mathbb{N}$ and for any $X \subseteq \mathbb{Z}^m$ we have $\bigcup_{\sigma \in \Sigma^*_r} \gamma_{r,m,\sigma}(\sigma^{-1}_{r,m,\sigma}(X)) \subseteq X$. Naturally $\gamma_{r,m,\sigma}(\sigma^{-1}_{r,m,\sigma}(X)) \subseteq X$ for any word $\sigma \in \Sigma^*_r$ and in particular we get the inclusion $\bigcup_{\sigma \in \Sigma^*_r} \gamma_{r,m,\sigma}(\sigma^{-1}_{r,m,\sigma}(X)) \subseteq X$.

For the converse inclusion, let $x \in X$. There exists a $(r,m)$-decomposition $(w,s)$ of $x$ and by replacing $w$ by a word in $w,s^*$, we can assume that $|w| \geq z$. In particular there exists a decomposition of $w$ into $w = \sigma.w'$ where $\sigma \in \Sigma^*_r$. Since $\rho_{r,m}(\sigma.w',s) = \gamma_{r,m,\sigma}(\rho_{r,m}(w',s))$ and $\rho_{r,m}(\sigma.w',s) = x \in X$, we deduce that $\rho_{r,m}(w',s) \in \gamma^{-1}_{r,m,\sigma}(X)$ and hence $x \in \gamma_{r,m,\sigma}(\gamma^{-1}_{r,m,\sigma}(X))$. We have proved the converse inclusion.

Let $S$ be the set of couples $s = (k,Z) \in K \times \mathbb{Z}/m,\mathbb{Z}$ such that there exists a word $\sigma_s \in \Sigma^*_r$ satisfying $s = (\delta(q_0,\sigma_s),|\sigma_s| + m,\mathbb{Z})$, and let $(\sigma_s)_{s \in S}$ be a sequence of words satisfying the previous condition, $\sigma_{(q_0,m,\mathbb{Z})} = \epsilon$ and $|\sigma_s| < n$ for any $s \in S$. Observe that such a sequence $(\sigma_s)_{s \in S}$ is computable in polynomial time. Let us consider the set $U$ of pairs $(\sigma_1,b,\sigma_2)$ where $s_1 = (k_1,Z_1)$, $s_2 = (k_2,Z_2)$ are in $S$ and $b \in \Sigma_r$ satisfies $s_2 = (\delta(k_1,b),Z_1 + 1)$. 
4.2 Replacing the final function

Note that $U$ is computable in polynomial time and it contains at most $r.m.n$ pairs $(\sigma_1, \sigma_2)$ of words in $\Sigma_r^{\leq n}$ satisfying $|\sigma_1| + m.Z = |\sigma_2| + m.Z$ for any $(\sigma_1, \sigma_2) \in U$.

Assume first that there exists a final function $F$ such that $X'$ is represented by $A^F$ and let us prove that $\gamma_{r,m,\sigma_1}^{-1}(X') = \gamma_{r,m,\sigma_2}^{-1}(X')$ for any $(\sigma_1, \sigma_2) \in U$. Remark that it sufficient to prove that $\gamma_{r,m,\sigma_1}^{-1}(X') = \gamma_{r,m,\sigma_2}^{-1}(X')$ for any pair $(\sigma_1, \sigma_2)$ of words in $\Sigma_r^*$ such that there exists $s = (k, Z) \in U$ satisfying $(\delta(q_0, \sigma_1), |\sigma_1| + m.Z) = s = (\delta(q_0, \sigma_2), |\sigma_2| + m.Z)$. There exists $z \in \{0, \ldots, m-1\}$ such that $Z + z = m.Z$. Since $\delta(q_0, \sigma_1) = \delta(q_0, \sigma_2)$ we deduce that $\delta(q_0, \sigma_1, \sigma) = \delta(q_0, \sigma_2, \sigma)$ for any word $\sigma \in \Sigma_r^2$. As $\sigma_1, \sigma$ and $\sigma_2, \sigma$ are both in $\Sigma_r^{*}$, proposition 4.7 shows that $\gamma_{r,m,\sigma_1,\sigma}(X') = \gamma_{r,m,\sigma_2,\sigma}(X')$. Thus $\gamma_{r,m,\sigma}(X_1') = \gamma_{r,m,\sigma}(X_2')$ for any $\sigma \in \Sigma_r^2$ where $X_1' = \gamma_{r,m,\sigma_1}(X')$ and $X_2' = \gamma_{r,m,\sigma_2}(X')$. We have proved that $\bigcup_{\sigma \in \Sigma_r^2} \gamma_{r,m,\sigma}(\gamma_{r,m,\sigma_1}(X_1')) = \bigcup_{\sigma \in \Sigma_r^2} \gamma_{r,m,\sigma}(\gamma_{r,m,\sigma_2}(X_2'))$. From the first paragraph we get $X_1' = X_2'$.

Next assume that $\gamma_{r,m,\sigma_1}(X') = \gamma_{r,m,\sigma_2}(X')$ for any $(\sigma_1, \sigma_2) \in U$ and let us prove that there exists a final function $F$ such that $X'$ is represented by $A^F$. As previously, it is sufficient to prove that $\gamma_{r,m,\sigma_1}(X') = \gamma_{r,m,\sigma_2}(X')$ for any pair $(\sigma_1, \sigma_2)$ of words in $\Sigma_r^*$ such that there exists $s = (k, Z) \in S$ satisfying $\delta(q_0, \sigma_1), |\sigma_1| + m.Z) = s = (\delta(q_0, \sigma_2), |\sigma_2| + m.Z)$. Let us remark that it is sufficient to prove that $\gamma_{r,m,\sigma}(X') = \gamma_{r,m,\sigma}(X')$ for any $\sigma \in \Sigma_r^*$ where $s = (\delta(q_0, \sigma), |\sigma| + m.Z)$. Let us consider a sequence $b_1, \ldots, b_i$ of $r$-digits $b_j \in \Sigma_r$ such that $\sigma = b_1 \ldots b_i$ and let $s_j = (\delta(q_0, b_1 \ldots b_j), j + m.Z) \in S$ for any $j \in \{0, \ldots, i\}$. By hypothesis, we have $\gamma_{r,m,\sigma_j-1,b_j}(X') = \gamma_{r,m,\sigma_j}(X')$. In particular $\gamma_{r,m,\sigma_j-1,b_j}^{-1}(X') = \gamma_{r,m,\sigma_j-1,b_j}(X')$ for any $j \in \{0, \ldots, i\}$. We deduce that $\gamma_{r,m,\sigma_0,b_i}(X') = \gamma_{r,m,\sigma_i}(X')$. Since $\sigma_0 = \epsilon, \sigma = b_1 \ldots b_j$ and $s_i = s$, we have proved that $\gamma_{r,m,\sigma}(X') = \gamma_{r,m,\sigma}(X')$. \hfill \Box

Let $Z_{r,m,s}$ be the set of vectors $x \in Z^m$ having a $(r, m)$-decomposition of the form $(\sigma, s)$ where $\sigma \in \Sigma_r^*$. This set is defined by the following Presburger-formula:

\[
( \bigwedge_{i: \sigma[i]=0} x[i] \geq 0 ) \land ( \bigwedge_{i: \sigma[i]=r-1} x[i] < 0 )
\]

The sets $Z_{r,m,s}$ naturally appear as $(r, m)$-detectable sets as shown by the following proposition 4.7 that characterize these sets.

**Proposition 4.7.** A set is $(r, m)$-detectable in any set $X \subseteq Z^m$ if and only if it is equal to a union of $Z_{r,m,s}$.

**Proof.** Let us consider a finite set $L \subseteq S_{r,m}$ and a DVA $A$ that represents a set $X$ and just remark that $\bigcup_{s \in L} Z_{r,m,s}$ is represented by the DVA $A^{F}$ where $F$ is a final function such that $[F](q) = L$ for any $q \in Q$. Therefore $\bigcup_{s \in L} Z_{r,m,s}$ is $(r, m)$-detectable in any set $X \subseteq Z^m$. Conversely, let us consider a set $X'$ that is $(r, m)$-detectable in any set $X$. As $\emptyset$ is represented by a DVA with one unique principal state $q_0$, and $X'$ is $(r, m)$-detectable in $\emptyset$, we deduce that
there exists a final function $F$ such that $X'$ is represented by $A^F$. Therefore $X' = \bigcup_{s \in [F](q_0)} Z_{r,m,s}$. □

Example 4.8. The set $X_1 \neq X_2$ is $(r, m)$-detectable in $X$ for any $(r, m)$-detectable sets $X_1, X_2$ in $X$, and for any $\# \in \{\cup, \cap, \setminus, \Delta\}$. Thus, any boolean combination of sets $(r, m)$-detectable in $X$ is $(r, m)$-detectable in $X$.

4.2.2 Eyes and kernel

Consider a FDVG $G = (Q, m, K, \Sigma_r, \delta)$. Given a $(r, m)$-sign vector $s \in S_{r,m}$, let us consider the equivalence relation $\sim_s$ over the principal states $Q$ defined by $q_1 \sim_s q_2$ if and only if $\delta(q_1, s^*) \cap \delta(q_2, s^*) \neq \emptyset$. An equivalence class $Y \subseteq Q$ for $\sim_s$ is called an $s$-eye (or just an eye). Given an $s$-eye $Y$, we denote $F_{s,Y} : Q \rightarrow \mathcal{P}(S_{r,m})$ a final function defined by $[F_{s,Y}](q) = \{s\}$ if $q \in Y$ and defined by $[F_{s,Y}](q) = \emptyset$ otherwise. Notice that a final function $F : Q \rightarrow \mathcal{P}(S_{r,m})$ is saturated for $G$ if and only if $[F]$ is a finite union of final functions $[F_{s,Y}]$.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure42.png}
\caption{On the left an $s$-eye. On the right its $s$-kernel.}
\end{figure}

The $s$-kernel $\ker_s(Y)$ of an $s$-eye $Y \subseteq Q$ is defined by $\ker_s(Y) = \cap_{t \in \mathbb{N}} \delta(Y, s^t)$. Remark that the $s$-kernel of an $s$-eye $Y$ is a non empty set of the form $\ker_s(Y) = \{q_1, \ldots, q_k\}$ such that $q_1 \xrightarrow{s} q_2 \xrightarrow{s} \cdots q_k \xrightarrow{s} q_1$ (see figure 4.2).
The expressiveness of the FDVA representation is studied in this section. We first prove in section 5.1 that a subset of $\mathbb{Z}^m$ can be represented by a FDVA if and only if it is $r$-definable [BHMV94]. Next in section 5.2, we show that the Number Decision Diagram (NDD) [WB00] representation, another state-based symbolic representation for subsets of $\mathbb{Z}^m$ is slightly equivalent (up to polynomial time translation) to the FDVA.

5.1 Sets $r$-definable

Recall [BHMV94] that a set $X \subseteq \mathbb{Z}^m$ is said $r$-definable if it can be defined in the first order theory FO($\mathbb{Z}, \mathbb{N}, +, V_r$) where $V_r : \mathbb{Z} \to \mathbb{Z}$ is the $r$-valuation function defined by $V_r(0) = 0$ and $V_r(x)$ is the greatest power of $r$ that divides $x \in \mathbb{Z} \setminus \{0\}$. Note [BHMV94] that a subset $X \subseteq \mathbb{N}^m$ is definable in FO($\mathbb{N}, +, V_r$) if and only if the language $\{\sigma \in \Sigma^*_{r,m}; \rho_{r,m}(\sigma, e_{0,m})\}$ is regular. We are going to prove that a set $X \subseteq \mathbb{Z}^m$ can be represented by a FDVA in basis $r$ if and only if it is $r$-definable by decomposing such a set into sets of the form $f_{r,m,s}(X_s)$ where $X_s \subseteq \mathbb{N}^m$, $s \in S_{r,m}$ is a ($r,m$)-sign vector, and $f_{r,m,s}$ is the function given in the following definition.

**Definition 5.1.** Given a ($r,m$)-sign vector $s \in S_{r,m}$, we denote by $f_{r,m,s} : \mathbb{Z}^m \to \mathbb{Z}^m$ the function defined for any $x \in \mathbb{Z}^m$ and for any $i \in \{1, \ldots, m\}$ by:

$$f_{r,m,s}(x)[i] = \begin{cases} x[i] & \text{if } s[i] = 0 \\ -1 - x[i] & \text{otherwise} \end{cases}$$

Remark that $X = \bigcup_{s \in S_{r,m}} f_{r,m,s}(X_s)$ where $X_s = \mathbb{N}^m \cap f_{r,m,s}(X)$. The following two propositions 5.2 and 5.3 shows that a FDVA that represents $X_s$ is computable in linear time from a FDVA that represents $X$.

**Proposition 5.2.** For any ($r,m$)-sign vectors $s \in S_{r,m}$, a FDVA that represents $f_{r,m,s}(X)$ in basis $r$ is computable in time $O(m.size(A))$ from a FDVA $A$ that represents a set $X \subseteq \mathbb{Z}^m$ in basis $r$. 

Proof. Let us consider a FDVA $A = (q_0, G, F_0)$ that represents $X$ in basis $r$. Without loss of generality, we can assume that $G$ and $F_0$ share the same set of states $K$ and the same transition function $\delta$. That means $G = (Q, m, K, S_r, \delta)$ and $F = (Q, f, m, K, S_r, \delta)$. 

Let us first assume that there exists a function $l : K \rightarrow \mathbb{Z}/m\mathbb{Z}$ such that $l(k') = l(k) + 1$ for any transition $k \xrightarrow{b} k'$ where $(k, b, k') \in K \times \Sigma_r \times K$, such that $l(q_0) = 1$ and $l(f(q)) = 1$ for any $q \in Q$. Let us consider the two bijective functions $t_{r,0}, t_{r,r-1} : \Sigma_r \rightarrow \Sigma_r$ where $t_{r,0}$ is the identity function and $t_{r,r-1}(b) = r - 1 - b$ for any $b \in \Sigma_r$. By replacing the function $\delta$ in $G$ and $F_0$ by the function $\delta'$ given by $\delta'(k, b) = \delta(k, t_{r,s(l(k))}(b))$ we deduce a DVG $G'$ and a final function $F'$ such that the DVA $A' = (q_0, G', F')$ represents $f_{r,m,s}(X)$ in basis $r$. This result is well known and the proof is left to the reader.

In the general case, if the labeling function $l$ does not exist, by multiplying the size of $A$ by $m$, a DVA $A''$ that represents $X$ in basis $r$ and owns a labelling function $l$ can be easily obtained. Hence, we are done. □

**Proposition 5.3.** A FDVA that represents $\mathbb{N}^m \cap X$ in basis $r$ is computable in linear time from a FDVA that represents a set $X \subseteq \mathbb{Z}^m$ in basis $r$.

Proof. Let us consider a FDVA $A = (q_0, G, F_0)$ that represents $X$. Remark that in linear time we can compute a final function $F$ with the set $Q$ of principal states such that $[F](q) = \{e_{0,m}\}$ if $e_{0,m} \in [F_0](q)$ and $[F](q) = \emptyset$ otherwise. Now, just remark that $\mathbb{N}^m \cap X$ is represented by the FDVA $(q_0, G, F)$. □

We can easily deduce the following theorem 5.4.

**Theorem 5.4.** A set $X \subseteq \mathbb{Z}^m$ can be represented by a FDVA in basis $r$ if and only if it is $r$-definable.

Proof. Assume first that $X$ is $r$-definable and let us prove that $X$ can be represented by a FDVA in basis $r$. As $X$ is $r$-definable, the set $X_s = \mathbb{N}^m \cap f_{r,m,s}(X)$ is $r$-definable for any $s \in S_{r,m}$. As $X_s \subseteq \mathbb{N}^m$, from [BHV94] we deduce that $\{\sigma \in \Sigma_{r,m}^s : \rho_{r,m}(\sigma, e_{0,m}) \in X_s\}$ is regular. Therefore $X_s$ can be represented by a FDVA in basis $r$. From proposition 5.2 we deduce that $f_{r,m,s}(X_s)$ can be represented by a FDVA in basis $r$. Therefore $X = \bigcup_{s \in S_{r,m}} f_{r,m,s}(X_s)$ can be represented by a FDVA in basis $r$. For the converse, assume that $X$ is represented by a FDVA in basis $r$ and let us prove that $X$ is $r$-definable. From propositions 5.2 and 5.3 we deduce that $X_s = \mathbb{N}^m \cap f_{r,m,s}(X)$ can be represented by a FDVA in basis $r$. As $X_s \subseteq \mathbb{N}^m$, from [BHV94] we deduce that $X_s$ is $r$-definable. As $X = \bigcup_{s \in S_{r,m}} f_{r,m,s}(X_s)$, we deduce that $X$ is $r$-definable. □

**Remark 5.5.** We can easily prove that for any set $X \subseteq \mathbb{Z}^m$, the set $X$ is $r$-definable if and only if the DVA $A_{r,m}(X)$ is finite and moreover in this case it is the unique (up to isomorphism) minimal (for the total number of states) FDVA that represents $X$ in basis $r$.  

### 5 Expressiveness
5.2 Number Decision Diagrams (NDD)

Recall [WB00] that a Number Decision Diagram (NDD) $A$ in basis $r$ and in dimension $m$ that represents a $r$-definable set $X \subseteq \mathbb{Z}^m$ is a finite automaton over the alphabet $\Sigma_r$ that recognizes the regular language $\{ \sigma.s; (\sigma,s) \in \rho_{r,m}^{-1}(X) \}$. We do not consider NDD in this paper because (1) the class of regular languages included in $\Sigma_{r,m}^*.S_{r,m}$ is not stable by residue which means the automaton obtained by moving the initial state of a NDD is not a NDD anymore, and (2) rather than replacing the final function $F_0$ of a FDVA $A$ by another final function $F$ is structurally obvious, the corresponding operation over NDD is not immediate since the FDVG $G$ and the finite final function $F_0$ are encoded into a single automaton. Nevertheless, polynomial time algorithms provided in this paper can be applied to NDD thanks to the following translation proposition 5.6.

**Proposition 5.6.** A NDD that represents $X$ in a basis $r$ is computable in quadratic time from a FDVA that represents a set $X$ in basis $r$. Conversely, a FDVA that represents $X$ in basis $r$ is computable in linear time from a NDD that represents a set $X$ in basis $r$.

**Proof.** Let us consider a letter $\text{♦}$ not in $\Sigma_r$ and let us consider the one-to-one function $f : \Sigma_{r,m}^*.\text{♦}.S_{r,m} \rightarrow \Sigma_{r,m}^*.S_{r,m}$. It is sufficient to show that (1) a finite automaton that recognizes $L' = f(L)$ is computable in quadratic time from a finite automaton that recognizes a language $L \subseteq \Sigma_{r,m}^*.\text{♦}.S_{r,m}$, and (2) a finite automaton that recognizes $L = f^{-1}(L')$ is computable in linear time from a finite automaton that recognizes a language $L' \subseteq \Sigma_{r,m}^*.S_{r,m}$. These two computations are immediate. $\square$
Some Examples of FDVA

The FDVA $A_{r,1}(\mathbb{Z})$, $A_{r,1}(\mathbb{N})$, $A_{r,3}(+)$ and $A_{r,2}(V_r)$, are given in figures 6.1, 6.2 and 6.3. Remark that a principal state $q \in Q$ is labelled by the set $X_q$ (in fact a formula in FO ($\mathbb{Z}, \mathbb{N}, +, V_r$) defining $X_q$), and a dot-edge from $q$ to $[F_0](q)$ is drawn for each state $q \in Q$ such that $[F_0](q) \neq \emptyset$.

Fig. 6.1. On the left, FDVA $A_{r,1}(\mathbb{Z})$. On the right, FDVA $A_{r,1}(\mathbb{N})$.
Some Examples of FDV

Fig. 6.2. The FDVA $A_{r,3} (\{x \in \mathbb{Z}^3; x[1] + x[2] = x[3]\})$

Fig. 6.3. FDVA $A_{r,2} (\{x \in \mathbb{Z}^2; V_r(x[1]) = x[2]\})$
In this section, we prove that the problem of deciding if the set $X$ represented by a FDVA $A$ is Presburger-definable and in this case the problem of computing a Presburger formula that defines $X$ can be reduced in polynomial time to:

- the cyclic case: there exists a loop on the initial state $q_0$. In particular the set $X$ represented by $A$ is cyclic from proposition 4.1.
- the positive case: the final function $F_0$ is such that $F_0(q) \in \{\emptyset, \{e_0, m\}\}$. In particular $X \subseteq \mathbb{N}^m$.

### 7.1 Cyclic reduction

Given a word $\sigma \in \Sigma^+_{r,m}$, a set $X \subseteq \mathbb{Z}^m$ is said $(r, m, \sigma)$-cyclic (or just cyclic) if $\gamma_{r,m,\sigma}^{-1}(X) = X$ and a DVA $A$ is said $(r, m, \sigma)$-cyclic (or just cyclic) if $\delta(q_0, \sigma) = q_0$. From proposition 4.1 we deduce that the set represented by a $(r, m, \sigma)$-cyclic DVA $A$ is $(r, m, \sigma)$-cyclic. Conversely, remark that if a set $X$ is $(r, m, \sigma)$-cyclic then the DVA $A_{r,m}(X)$ is $(r, m, \sigma)$-cyclic. The notion of cyclic sets is useful in the sequel for reducing some problems to the special cyclic case since a cyclic Presburger-definable set can be defined by a Presburger formula of a very particular form (see lemma 7.2).

**Remark 7.1.** The first application of the cyclic reduction is the positive reduction given in section 7.2.

**Lemma 7.2.** For any $(r, m, \sigma)$-cyclic Presburger-definable set $X$, there exists an integer $n \in \mathbb{N}\setminus\{0\}$ relatively prime with $r$ such that $X$ can be defined by a formula equal to a boolean combination of formulas of the form $\langle \alpha, x - \xi_{r,m}(\sigma) \rangle < 0$ where $\alpha \in \mathbb{Z}^m$ and formulas of the form $x \in b + n.\mathbb{Z}^m$ where $b \in \mathbb{Z}^m$. 

Proof. A quantification elimination shows that there exists an integer \(n_0 \in \mathbb{N}\{0\}\) and a finite set \(D_0 \subseteq \mathbb{Z}^m \times \mathbb{Z}\) such that \(X\) can be defined by a formula equal to a boolean combination of formulas of the from \((\alpha, x) < c\) where \((\alpha, c) \in D_0\) and \(x \in b + n_0 \mathbb{Z}^m\) where \(b \in \mathbb{Z}^m\). Remark that there exists an integer \(k \in \mathbb{N}\) enough larger such that \(n = \frac{n_0}{\gcd(n_0, r, \sigma^x|m|)}\) is relatively prime with \(r\) and such that the rational number \(\beta_{\alpha, c} = r^{-|\sigma^x|m}((r - 1).c - \langle \alpha, \rho_{r,m}(\sigma, e_{0,m}) \rangle)\) satisfies \(|\beta_{\alpha, c}| < 1\) for any \((\alpha, c) \in D_0\). As \(\gamma^{-1}_{r,m, \sigma^k}(X) = X\), we deduce that \(X\) can be defined by a formula equal to a boolean combination of formulas of the form \(\langle \alpha, \gamma_{r,m, \sigma^k}(x) \rangle < c\) where \((\alpha, c) \in D_0\) and \(\gamma_{r,m, \sigma^k}(x) \in b + n_0 \mathbb{Z}^m\) where \(b \in \mathbb{Z}^m\). Now remark that \(\langle \alpha, \gamma_{r,m, \sigma^k}(x) \rangle < c\) is equivalent to \(\langle \alpha, (r - 1).x + \rho_{r,m}(\sigma, e_{0,m}) \rangle < \beta_{\alpha, c}\). Since \((\alpha, (r - 1).x + \rho_{r,m}(\sigma, e_{0,m}) \in \mathbb{Z}\) and \(\beta_{\alpha, c} < 1\), we have proved that \(\langle \alpha, \gamma_{r,m, \sigma^k}(x) \rangle < c\) is equivalent to \(\langle x - \xi_{r,m}(\sigma) \rangle < 0\) if \(\beta_{\alpha, c} < 0\) and it is equivalent to \(\langle -\alpha, x - \xi_{r,m}(\sigma) \rangle < 0\) if \(\beta_{\alpha, c} \geq 0\). Finally, remark that \(\gamma_{r,m, \sigma^k}(x) \in b + n_0 \mathbb{Z}^m\) is either false if \(b \notin n.\mathbb{Z}^m\) or equivalent to a formula of the form \(x \in b' + n.\mathbb{Z}^m\) where \(b' \in \mathbb{Z}^m\) otherwise. □

Lemma 7.3. From an automaton \(A\) over \(\Sigma_r\) that represents a finite language \(L \subseteq \Sigma_{r,m}^*\), we can compute in polynomial time a Presburger formula \(\phi\) that defines \(\rho_{r,m}(L, e_{0,m})\).

Proof. Let us consider a finite automaton \(A = (q_0, Q, \Sigma_r, \delta, Q_F)\) that recognizes \(L\). We denote by \(A_n\) the automaton obtained from \(A\) by replacing the initial state \(q_0\) by an other state \(q \in Q\). Let us remark that \(L \subseteq \Sigma_{r}^{<|Q|}\) since otherwise \(L\) is infinite thanks to the pumping lemma. For any \(k \in \{0, \ldots, |Q|\}\), we can compute in polynomial time a finite automaton that recognizes \(L \cap \Sigma_{r}^k\).

Hence, without loss of generality, we can assume that there exists \(k \in \mathbb{N}\) such that \(L \subseteq \Sigma_{r}^k\). The cases \(k = 0\) or \(L = \emptyset\) are left to the reader. Since \(L \subseteq \Sigma_{r,m}^*\) and \(L\) is not empty and included in \(\Sigma_{r,m}^k\), we deduce that \(m\) divides \(k\). Let \(n = \frac{k}{m}\) and remark that \(x \in \rho_{r,m}(L, e_{0,m})\) if and only if there exists a sequence \(b_1, \ldots, b_k\) of integers in \(\Sigma_r\) such that \(\bigwedge_{j=1}^m x[j] = \sum_{i=0}^{n-1} b_{j+m.i} \cdot r^i\) and such that \(\delta(q_0, b_1 \ldots b_k) \in Q_F\). Now remark that this last property can be translated into a Presburger formula in polynomial time. □

Proposition 7.4. Let \(X \subseteq \mathbb{Z}^m\) be a set represented by a FDVA \(A\) in basis \(r\) and let \(Q_c\) be the set of principal states reachable for \([G]\) that have a loop. The set \(X\) is Presburger-definable if and only if \(X_{q_c}\) is Presburger-definable for any \(q_c \in Q_c\). Moreover, from a sequence of Presburger formulas \((\phi_{q_c})_{q_c \in Q_c}\) such that \(\phi_{q_c}\) defines \(X_{q_c}\), we can compute in polynomial time a Presburger formula \(\phi\) that defines \(X\).

Proof. Assume first that \(X\) is Presburger-definable. Recall that we have proved that \(X_q\) is Presburger-definable for any principal state \(q\) reachable for \([G]\). In particular \(X_{q_c}\) is Presburger-definable for any \(q_c \in Q_c\). Next, assume that \(X_{q_c}\) is defined by a Presburger formula \(\phi_{q_c}\) for any \(q_c \in Q_c\).
and let us prove that we can compute in polynomial time a Presburger formula \( \phi \) that defines \( X \). For any \( k \in \{0, \ldots, |Q| - 1 \} \) and for any \( q \in Q \), we can compute in polynomial time an automaton \( A_{k,q} \) over \( \Sigma_f \) that recognizes \( L_{k,q} = \{ \sigma \in \Sigma_{r,m}^k : \delta(q_0, \sigma) = q \} \). From lemma 7.3 we can compute in polynomial time a Presburger formula \( \phi_{k,q} \) that defines the set \( X_{k,q} = \rho_{r,m}(L_{k,q}) \). Let us prove that \( X \) is defined by the Presburger formula \( \phi(x) := \bigvee_{q \in Q} \bigvee_{k=0}^{|Q|-1} (\exists y \exists z ((x = r^k.y + z) \land \phi_{q_0}(y) \land \phi_{q_0}(z))). \) Let \( x \in X \). There exists a \((r,m)\)-decomposition \((w,s)\) of \( x \) such that \(|w| \geq m, |Q|\).

In this case, \( w \) can be decomposed in \( w = \sigma.w' \) where \( \sigma \in \Sigma_{r,m}^k \) is such that there exists a loop on \( q_0 = \delta(q_0, \sigma) \) and \( w' \in \Sigma_r^* \). From \( x = \gamma_{r,m,\sigma}(x') \) where \( x' = \rho_{r,m}(w', s) \) and \( x \in X \), we deduce that \( x' \in \gamma_{r,m,\sigma}(X) = X_{q_0} \). Let \( k = |\sigma|_m \). From \( x = r^k.x' + \rho_{r,m}(\sigma, e_{0,m}) \in r^k.X_{q_0} + X_{q_0} \) we deduce that \( \phi(x) \) is true. For the converse, consider \( x \in \mathbb{Z}^m \) such that \( \phi(x) \) is true. There exists \((q_c,k) \in Q_C \times \{0, \ldots, |Q| - 1 \}, x' \in X_{q_c} \) and a word \( \sigma \in L(A_{q_c,q}) \) such that \( x = r^k.x' + \rho_{r,m}(\sigma, e_{0,m}) \). Let us consider a \((r,m)\)-decomposition \((w', s)\) of \( x' \). As \( |\sigma|_m = k \), we deduce that \( x' = \gamma_{r,m,\sigma}(x) \). As \( q_0 \overset{\sigma}{\rightarrow} q_c \), we have \( X_{q_c} = \gamma_{r,m,\sigma}^{-1}(X) \). Hence \( x \in \gamma_{r,m,\sigma}^{-1}(X) \subseteq X \). We have proved that \( x \in X \). \( \square \)

### 7.2 Positive reduction

The following proposition 7.5 and proposition 5.2 provide the positive reduction since a set \( S \) satisfying the following proposition is computable in quadratic time.

**Proposition 7.5.** Let \( A \) be a FDVA that represents a set \( X \subseteq \mathbb{Z}^m \). Let us consider a set \( S \) of \((r,m)\)-sign vectors such that \( S \cap (F_0(q) \Delta F_0(q')) \neq \emptyset \) for any state \( q, q' \in Q \) such that \( F_0(q) \Delta F_0(q') \neq \emptyset \). The set \( X \) is Presburger-definable if and only if the set \( \mathbb{N}^m \cap f_{r,m,s}(X) \) is Presburger-definable for any \( s \in S \). Moreover from a sequence of Presburger formulas \( \{\phi_s\}_{s \in S} \) such that \( \phi_s \) defines \( X_s = \mathbb{N}^m \cap f_{r,m,s}(X) \), we can compute in polynomial time a Presburger formula \( \phi \) that defines \( X \).

**Proof.** Naturally, if \( X \) is Presburger-definable, then \( X_s = \mathbb{N}^m \cap f_{r,m,s}(X) \) is Presburger-definable for any \( s \in S \). Let us prove the converse. Form proposition 7.3 we can assume that there exists a loop on the initial state. Consider a sequence \( \{\phi_s\}_{s \in S} \) of Presburger formulas \( \phi_s \) that defines \( X_s \). Let us consider the function sign : \( \mathbb{Z}^m \rightarrow S_{r,m} \) that associate to any vector \( x \in \mathbb{Z}^m \) the unique \((r,m)\)-sign vector \( s \in S_{r,m} \) such that \( x \in S_{r,m,s} \).

Let us consider the following Presburger formula \( \theta_s(x,k) \) and remark that \( \theta_s(x,k) \) is true if and only if \( x + k.s^{-\text{sign}(x)} \in Z_{r,m,s} \cap X \). We denote by \( K_{s,x} \) the Presburger-definable set \( \{k \in \mathbb{Z} : \theta_s(x,k)\} \). Since \( K_{s,x} \) is a Presburger definable set included in \( \mathbb{Z} \), there exists a unique minimal integer \( n_{s,x} \in \mathbb{N}\setminus\{0\} \) such that there exists a finite set \( B_{s,x} \subseteq \{0, \ldots, n_{s,x} - 1\} \) and
an integer \( k_{s,x} \in \mathbb{Z} \) such that \( K_{s,x} \cap (k_{s,x} + \mathbb{N}) = k_{s,x} + B_{s,x} + n_{s,x}.\mathbb{N} \). Let us prove that \( n_{s,x} = \) \( k_{s,x} \) is relatively prime with \( r \). From lemma 23 we deduce that there exists an integer \( n_s \) relatively prime with \( r \) such that \( \mathbb{Z}_{r,m} \cap X \) can be defined by a formula equal to a boolean combination of formulas of the form \( \langle a, x \mid c \rangle \) and \( x \in b + n_s.\mathbb{Z}^m \). Now, just remark that \( n_{s,x} \) divides \( n_s \). We deduce that \( n_{s,x} \) is relatively prime with \( r \).

\[
\theta_s(x, k) := \exists y \phi_s \circ f_{r,m,s}(y) \land \bigwedge_{i=1}^m \left( (x[i] \geq 0 \implies y[i] = x[i] + k \cdot \frac{s[i]}{1+r}) \lor (x[i] < 0 \implies y[i] = x[i] + k \cdot \frac{s[i]-(r-1)}{1-r}) \right)
\]

Let us consider the Presburger formula \( W_s(x, n) := n \geq 1 \land \exists k_0 \forall k \geq k_0: \theta_s(x, k) \iff \theta_s(x, k + n) \). Remark that \( W_s(x, n) \) is true if and only if \( n \in n_{s,x}.\mathbb{N} \setminus \{0\} \).

Next, let us denote by \( Q_s \) the set of principal states \( q \in Q \) such that \( s \in [F_0](q) \). Observe that we can compute in polynomial time the partition \( \mathcal{E} \) of \( Q \) corresponding to the equivalence relation \( \sim \) defined by \( q_1 \sim q_2 \) if and only if \( F_0[q_1] = F_0[q_2] \). Given \( C \in \mathcal{E} \), remark that \( [F_0](q) \) does not depend on \( q \in C \) and we can denote by \( [F_0](C) \) the unique subset of \( S_{r,m} \) such that \( [F_0](C) = [F_0](q) \) for any \( q \in C \). From lemma 23 we deduce that for any \( C \in \mathcal{E} \) there exists a boolean formula \( R_C \) computable in polynomial time such that \( C \) is defined by \( R_C([F_0](q))_{q \in S} \).

We are going to prove that \( X \) is defined by the following Presburger formula \( \phi(x) \):

\[
\phi(x) := \bigvee_{C \in \mathcal{E}} \left( \text{sign}(x) \in [F_0](C) \land \forall N \exists n \geq N R_C(\theta_s(x, 1 + n) \land W_s(x, n))_{s \in S} \right)
\]

Let us consider \( x \in \mathbb{Z}^m \) such that \( \phi(x) \) is satisfied and let us prove that \( x \in X \). There exists \( C \in \mathcal{E} \) such that \( \text{sign}(x) \in [F_0](C) \) and for any \( N \) there exists \( n \geq N \) such that \( R_C(\theta_s(x, 1 + n))_{s \in S} \) and \( W_s(x, n) \) are true. Since \( W_s(x, n) \) is true, we deduce that \( n \in n_{s,x}.\mathbb{N} \setminus \{0\} \).

Let us consider a \( (r,m) \)-decomposition \( (\sigma_0, s_0) \) of \( x_0 \) such that \( r^{s_0} \geq k_{s,x} \) for any \( s \in S \). Since \( n_{s,x} \) is relatively prime with \( r \), by replacing \( \sigma_0 \) by a word in \( \sigma_0, s_0 \), we can assume that \( r^{s_0} \in 1 + n_{s,x}.\mathbb{Z} \). Since \( 1 + n \) and \( r^{s_0} \) are both greater than \( k_{s,x} \) and the difference of these two integers \( (1+n) - r^{s_0} \) is in \( n_{s,x}.\mathbb{Z} \), we deduce that \( \theta_s(x, 1 + n) \) is equivalent to \( \theta_s(x, r^{s_0}) \). Therefore \( R_C(\theta_s(x, 1 + n))_{s \in S} \) is true. Remark that \( \theta_s(x, r^{s_0}) \) is true if and only if \( x + r^{s_0} \cdot \frac{s_0}{1-r} \in Z_{r,m,s} \cap X \). Remark that \( x + r^{s_0} \cdot \frac{s_0}{1-r} = \rho_{r,m}(\sigma_0, s) \). Therefore \( \theta_s(x, r^{s_0}) \) is equivalent to \( s \in [F_0](q) \) where \( q = \delta(\sigma_0, s_0) \). We deduce that \( R_C(s \in [F_0](q))_{s \in S} \) is true. Hence \( q \in C \) and from \( s_0 \in [F_0](C) \) we get \( s_0 \in [F_0](q) \). We have proved that \( x \in X \).

Now, let us consider \( x \in X \) and let us prove that \( \phi(x) \) is true. Since \( Q \) is finite and \( \prod_{s \in S} n_{s,x} \) is relatively prime with \( r \), there exists a \( (r,m) \)-decomposition \( (\sigma_0, s_0) \) of \( x \) and an integer \( d_0 \in \mathbb{N} \setminus \{0\} \) such that \( q = \delta(q_0, \sigma_0) \).
7.2 Positive reduction

satisfies \( \delta(q, s_0^d) = q \) and such that \( r^{[\sigma_0]} m \) and \( r^d_0 \) are in \( 1 + n_{s,x}Z \). Since \( \mathcal{C} \) is a partition of \( Q \), there exists \( C \in \mathcal{C} \) such that \( q \in C \). Let us consider \( N \in Z \). There exists \( k \in \mathbb{N} \) such that the integer \( n = r^{[\sigma_0]} m + k.d_0 - 1 \) is greater than or equal to \( N \) and 1. Remark that \( n \in n_{s,x}.(\mathbb{N}\setminus\{0\}) \). Therefore \( W_s(x, n) \) is true. Moreover, as \( x \in X \) we deduce that \( s_0 \in [F_0](q) \) and hence \( \text{sign}(x) \in [F_0](C) \). Moreover, as \( q \in C \) we get \( \mathcal{R}_C(s \in [F_0](q))_{s \in S} \) is true. Remark that \( s \in [F_0](q) \) if and only if \( \rho_{r,m}(\sigma_0.s_0^d, s) \in Z_{r,m,s} \cap X \) if and only if \( x + r^{[\sigma_0]} m + k.d_0 \) is true. Therefore \( \phi(x) \) is true. \( \square \)
Part II

Geometry
8

Linear Sets

8.1 Vector spaces

A vector space $V$ of $\mathbb{Q}^m$ is a non empty subset of $\mathbb{Q}^m$ such that $\lambda V \subseteq V$ for any $\lambda \in \mathbb{Q}$ and such that $V + V \subseteq V$. As any finite or infinite intersection of vector spaces of $\mathbb{Q}^m$ remains a vector space and we deduce that any set $X \subseteq \mathbb{Q}^m$ is included into a unique minimal (for $\subseteq$) vector space denoted by $\text{vec}(X)$ and called the vector hull of $X$ or the vector space generated by $X$. A basis of a vector space $V$ is a sequence $v_1, \ldots, v_d$ of vectors in $V$ such that for any $x \in V$ there exists a unique sequence $\lambda_1, \ldots, \lambda_d$ of rational numbers such that $x = \sum_{i=1}^{d} \lambda_i v_i$. Recall that any vector space has a basis and the number of elements of a basis only depends on $V$ and it is called the dimension of $V$, and it is denoted by $\dim(V) \in \{0, \ldots, m\}$.

Fig. 8.1. The vector space $V = \mathbb{Q}(2,1)$
There exists unduly complicated basis of vector spaces. For instance consider the vector space \( V = \mathbb{Q}^2 \) and for each \( n \in \mathbb{N} \) let \( v_1^n, v_2^n \) be the basis of \( V \) given by \( v_1^n = (2n + 1, n) \) and \( v_2^n = (2, 1) \). That means complex basis of simple vector spaces (for instance \( \mathbb{Q}^2 \)) can be computed if vector spaces are symbolically manipulated by basis. In order to overcome this problem, we are going to associate to any vector space a canonical basis.

A set of indices \( I \subseteq \{1, \ldots, m\} \) is said full rank for a vector space \( V \) if for any \( x \in \mathbb{Q}^I \) there exists a unique \( v \in V \) such that \( v[i] = x[i] \) for any \( i \in I \).

**Proposition 8.1.** Any vector space has a full rank set of indices.

**Proof.** Let us consider subset \( I \subseteq \{1, \ldots, m\} \) maximal for the inclusion amongst the subset \( J \subseteq \{1, \ldots, m\} \) satisfying for any \( x \in \mathbb{Q}^J \), there exists a unique \( v \in V \) such that \( v[j] = x[j] \) for any \( j \in J \). Remark that such a set \( I \) exists since \( J = \emptyset \) satisfies the condition. Let us consider two vectors \( v_1, v_2 \in V \) such that \( v_1[i] = v_2[i] \) for any \( i \in I \) and let \( w = v_1 - v_2 \). Assume by contradiction that \( w \neq e_0 \). There exists \( j_0 \in \{1, \ldots, m\} \backslash I \) such that \( w[j_0] \neq 0 \). Let \( J = I \cup \{j_0\} \) and let us prove that for any \( x \in \mathbb{Q}^J \) there exists \( v \in V \) such that \( v[j] = x[j] \) for any \( j \in J \). By definition of \( I \), there exists \( v_0 \in V \) such that \( v_0[i] = x[i] \) for any \( i \in I \). Let \( v = v_0 + \frac{w[j_0]}{w[j_0]}w \) and remark that \( v[i] = x[i] \) for any \( i \in I \) since \( w[i] = 0 \) and \( v[j_0] = 0 \). Therefore \( I \) is not maximal and we get a contradiction. Thus \( w = e_0 \) and we have proved that for any \( x \in \mathbb{Q}^I \), there exists a unique \( v \in V \) such that \( v[i] = x[i] \) for any \( i \in I \). \( \square \)

A vector \( I \)-representation of a vector space \( V \) where \( I \) is a full rank set of indices for \( V \) is a sequence \( (v_i)_{i \in I} \) of vectors in \( V \) satisfying \( v_1[i] = 1 \) and \( v_i[j] = 0 \) for any \( j \in I \backslash \{i\} \). Observe that such a sequence \( (v_i)_{i \in I} \) is a basis of \( V \) and given a full rank set \( I \), there exists a unique vector \( I \)-representation of \( V \). The integer \( \text{size}(V) \in \mathbb{N} \) of a vector space \( V \) is defined by \( \text{size}(V) = \max(I(\sum_{i \in I} \text{size}(v_i))) \) where \( (v_i)_{i \in I} \) is the unique vector \( I \)-representation of \( V \).

The following proposition provides a simple way for computing incrementally a vector \( I \)-representation of a vector space \( V \).

**Proposition 8.2.** Let \( I \) be a full rank set of indices for a vector space \( V \), let \( (v_i)_{i \in I} \) be the vector \( I \)-representation of \( V \) and let \( V' \) be the vector space \( V' = V + \mathbb{Q}x \) where \( x \) is any vector in \( \mathbb{Q}^m \). The vector spaces \( V \) and \( V' \) are equal if and only if the vectors \( y = x - \sum_{i \in I} x[i]v_i \) and \( e_0 \) are equal. Moreover, if \( V' \) is not equal to \( V \) then given \( j_0 \) such that \( y[j_0] \neq 0 \), the set of indices \( J = I \cup \{j_0\} \) is full rank for \( V' \) and the vector \( J \)-representation of \( V' \) is the following sequence \( (v'_j)_{j \in J} \):

\[
v'_j = \begin{cases} v_j - v_j[j_0] \frac{y}{y[j_0]} & \text{if } j \in I \\ \frac{y}{y[j_0]} & \text{if } j = j_0 \end{cases}
\]
Proof. Assume first that $y = e_{0,m}$ and let us prove that $V = V'$. Since $y = e_{0,m}$, we get $x = \sum_{i \in I} x[i]v_i \in V$ and we deduce $V = V'$. Otherwise, if $V = V'$ we deduce that $y \in V$. Since $(v_i)_{i \in I}$ is a basis of $V$, there exists a sequence $(\lambda_i)_{i \in I}$ of rational numbers such that $y = \sum_{i \in I} \lambda_i v_i$. From this last equality, we get $y[i] = \lambda_i$ and from $y = x - \sum_{i \in I} x[i]v_i$, we get $y[i] = x[i] - x[i] = 0$. Thus $\lambda_i$ for any $i$ and we have proved that $y = e_{0,m}$. We have proved that the vector spaces $V$ and $V'$ are equal if and only if the vectors $y = x - \sum_{i \in I} x[i]v_i$ and $e_{0,m}$ are equal.

Now, assume that $V'$ is not equal to $V$ and observe that $J$ is a set of indices full rank for $V'$ and the sequence $(v'_j)_{j \in J}$ is a vector $I$-representation of $V'$. $\square$

Our representation is motivated by the following corollary.

**Corollary 8.3.** The size of a vector space $V$ is at most polynomially larger than the size of any finite subset $V_0 \subseteq \mathbb{Q}^m$ that generates $V$.

**Proof.** Assume fixed a full row set of indices $I$ of $V$. Let us consider a finite set $V_0$ of vectors that generates $V$. It is sufficient to show that we can compute in polynomial time a sequence $(v_i)_{i \in I}$ from $V_0$. By applying the polynomial time algorithm given in proposition 8.2 and adding one by one the vector $v_0$ in $V$ and by selecting $j_0$ in $I$, we deduce that the sequence $(v_i)_{i \in I}$ is computable in polynomial time. $\square$

### 8.2 Affine spaces

![Fig. 8.2. On the left an affine space $A = (0,1) + \mathbb{Q}(2,1)$. On the right its direction.](image-url)
An affine space $A$ of $\mathbb{Q}^m$ is either the empty-set, or a set of the form $A = a_0 + V$ where $a_0 \in \mathbb{Q}^m$ and $V$ is a vector space of $\mathbb{Q}^m$. This vector space $V$ is unique, denoted by $\overrightarrow{A}$ and called the direction of $A$ (see figure 8.2). If $A = \emptyset$, we denote by $\overrightarrow{A} = \emptyset$ the direction of $A$. A non-empty affine space $A$ is called a V-affine space if $\overrightarrow{A}$ is equal to a vector space $V$.

An affine $I$-representation of a V-affine space $A$ where $I$ is a full rank set of indices of $V$ is a couple $(a, (v_i)_{i \in I})$ where $a$ is a vector in $A$ such that $a[i] = 0$ for any $i \in I$ and $(v_i)_{i \in I}$ is the $I$-vector representation of $V$. Observe that such a couple is unique. The integer $\text{size}(A) \in \mathbb{N}$ of a non-empty affine space $A$ is defined by $\text{size}(A) = \max_i (\text{size}(a)) + \text{size}(V)$ where $(a, (v_i)_{i \in I})$ is the unique $I$-affine representation of $A$. The integer $\text{size}(\emptyset)$ is defined by $\text{size}(\emptyset) = 0$. Notice that $\text{size}(A) = \text{size}(V)$ if the affine space $A$ is a vector space $A = V$ since in this case $a = e_{0,m}$.

The direction of affine spaces, has an interesting application intensively used in the sequel and given by the following lemma.

**Lemma 8.4 (Comparable affine lemma).** Two comparable (for $\subseteq$) affine spaces that have the same direction are equal.

**Proof.** Consider two affine spaces $A_1$ and $A_2$ such that $A_1 \subseteq A_2$ and such that $\overrightarrow{A_1} = \overrightarrow{A_2}$. Naturally, if $A_1 = \emptyset$, as $\overrightarrow{A_1} = \overrightarrow{A_2}$ we deduce that $A_2 = \emptyset$ and we are done. Assume that $A_1 \neq \emptyset$. Consider $a_1 \in A_1$. As $a_1 \in A_1 \subseteq A_2$, we deduce that $A_2 = a_1 + \overrightarrow{A_2}$. From $\overrightarrow{A_1} = \overrightarrow{A_2}$, we get $A_2 = a_1 + \overrightarrow{A_1} = A_1$. \[ \square \]

Recall that any finite or infinite intersection of affine spaces of $\mathbb{Q}^m$ remains an affine space, and we deduce that any set $X \subseteq \mathbb{Q}^m$ is included into a unique minimal (for $\subseteq$) affine space denoted by $\text{aff}(X)$ and called the affine hull of $X$ or the affine space generated by $X$. The direction of $\text{aff}(X)$ is denoted by $\overrightarrow{\text{aff}(X)}$.

Finally, recall that the orthogonal $X^\perp$ of a subset $X \subseteq \mathbb{Q}^m$ is the vector space $X^\perp = \{ y \in \mathbb{Q}^m ; \forall x \in X \langle y, x \rangle = 0 \}$. Recall that $(X^\perp)^\perp = \text{vec}(X)$. In particular, $X = V$ is a vector space if and only if $(V^\perp)^\perp = V$. The orthogonal projection over a non-empty affine space $A$ is the unique function $\Pi_A : \mathbb{Q}^m \rightarrow A$ such that $\Pi_A(x) = x \in (A)^\perp$ for any $x \in \mathbb{Q}^m$ (see figure 8.3). Recall that $\Pi_A$ is an affine function that satisfies $\Pi_A(x) = (1 - \sum_{i=1}^m x[i]) \Pi_A(e_{0,m}) + \sum_{i=1}^m x[i] \Pi_A(e_{i,m})$.

### 8.3 Vector lattices

An additive group $M$ of $\mathbb{Q}^m$ is a non-empty finite subset of $\mathbb{Q}^m$ such that $-M \subseteq M$ and $M + M \subseteq M$. As any finite or infinite intersection of additive groups remains an additive group and $\mathbb{Q}^m$ is a group, any set $X \subseteq \mathbb{Q}^m$ is included into a minimal (for $\subseteq$) additive group, denoted by $\text{group}(X)$ and called the group generated by $X$. An additive group $M$ such that there exists
8.3 Vector lattices

![Diagram of orthogonal projection](image)

**Fig. 8.3.** Orthogonal projection $\Pi_A(x) = \frac{(x, A)}{\|A\|}$ of $x = (3, -2)$ over $A = (0, 1) + \mathbb{Q}(2, 1)$.

A finite set $X$ satisfying $M = \text{group}(X)$ is called a vector lattice. Lattices are characterized by introducing discrete sets. A set $Z \subseteq \mathbb{Q}^m$ is said discrete if for any $x \in M$, there exists a rational number $\epsilon > 0$ such that $\|x - y\|_\infty \geq \epsilon$ for any $y \in M \setminus \{x\}$.

**Proposition 8.5 ([Tao92]).** A group is discrete if and only if it is a vector lattice.

**Proof.** Assume first that $M$ is a discrete group and let us prove that $M$ is a vector lattice. Since $e_{0,m} \in M$, there exists $\epsilon > 0$ such that $\|x\|_\infty > \epsilon$ for any $x \in M$. Let $V$ be the vector space generated by $M$ and let $v_1, \ldots, v_d$ be a basis of $V$ formed by vectors in $M$. Let us denote by $B = \{\sum_{i=1}^d \lambda_i v_i; 0 \leq \lambda_i \leq 1\}$. The rational $k = \sum_{i=1}^d ||v_i||_\infty$ satisfies $||b||_\infty \leq k$ for any $b \in B$. Assume by contradiction that $M \cap B$ contains more than $(\frac{2k+1}{\epsilon})^n$ elements. Hence, there exists $x_1, x_2 \in M \cap B$ such that $x_1 \neq x_2$ and such that $||x_1 - x_2||_\infty \leq \epsilon$. By definition of $\epsilon$ we deduce that $x_1 - x_2 = e_{0,m}$ and we get a contradiction. Thus $M \cap B$ is finite. For any $x \in M$, there exists $\lambda \in \mathbb{Q}^d$ such that $x = \sum_{i=1}^d \lambda_i v_i$. Let us consider a vector $z \in \mathbb{Z}^d$ such that $0 \leq \lambda_i - z_i \leq 1$ and remark that $x - \sum_{i=1}^d z_i v_i \in M \cap B$. Thus $M = \text{group}(\{v_1, \ldots, v_d\} \cup (M \cap B))$ and we have proved that there exists a finite set $X$ of vectors such that $M = \text{group}(X)$. For the converse, assume that $M$ is a vector lattice and let us prove that $M$ is discrete. There exists a finite set $X$ of vectors such that $M = \text{group}(X)$. Let us consider an integer $d \in \mathbb{N}\{0\}$ such that $dX \subseteq \mathbb{Z}^m$ and let us remark that for any $x, y \in M$ such that $x \neq y$, we have $||x - y||_\infty \geq \frac{1}{d}$. Thus $M$ is discrete. □

Thanks to this characterization, we deduce that any group included in a vector lattice is a vector lattice since any set included in a discrete set remains
discrete. Given a vector space $V$, a vector lattice $M$ such that $V = \text{vec}(M)$ is called a $V$-vector lattice. The previous proposition also proves that $\mathbb{Z}^m \cap V$ is a $V$-vector lattice since it is a discrete group such that $\text{vec}(\mathbb{Z}^m \cap V) = V$.

### 8.3.1 Hermite representation

We are going to provide a canonical (up to a full rank set of indices $I$ for $V$) representation of any $V$-vector lattice.

An Hermite matrix $B$ of order $d$ is a lower triangular (we have $B[i, j] = 0$ for any $j > i$), non-negative square matrix $B \in \mathbb{M}_{d,d}(\mathbb{Q}_+)$, in which each row has a unique maximal entry which is located on the main diagonal of $B$. Given a full row set of indices $I = \{i_1 < \cdots < i_d\}$ of a vector space $V$, an Hermite $I$-representation $B$ of a $V$-vector lattice $M$ is an Hermite matrix $B$ of order $d$ such that we have the following equality where $(v_i)_{i \in I}$ is the vector $I$-representation of $V$:

$$M = \text{group}\left\{ \sum_{k=1}^{d} B[k, j] v_{i_k}; j \in \{1, \ldots, d\}\right\}$$

The integer size($M$) $\in \mathbb{N}$ of a $V$-vector lattice $M$ is defined by size($M$) = max$_I$(size($B$)) + size($V$).

The following theorem shows that the Hermite $I$-representation provides a canonical representation that is polynomially bounded by the size of any finite set $X$ such that $M = \text{group}(X)$.

**Theorem 8.6 (Theorem 4.1, 4.2 and 5.3 of [Sch87]).** Given a full rank set of indices $I$ of a vector space $V$, any $V$-vector lattice $M$ owns a unique Hermite $I$-representation. Moreover, this representation is computable in polynomial time from any finite set of vectors that generates $M$.

This theorem also proves that for any $V$-vector lattice, there exists a basis $v_1, \ldots, v_d$ of $V$ such that $M = \sum_{j=1}^{d} \mathbb{Z} v_j$ (for instance take $v_j = \sum_{k=1}^{d} B[k, j] v_{i_k}$). Such a sequence $v_1, \ldots, v_d$ is called a $\mathbb{Z}$-basis of $M$.

The following proposition will be useful in the sequel.

**Proposition 8.7 (Corollary 5.3b and 5.3c of [Sch87]).** From an $I$-representation of a vector space $V$, we can compute in polynomial time the Hermite $I$-representation of the $V$-vector lattice $\mathbb{Z}^m \cap V$.

### 8.3.2 Stability by intersection

Naturally, any intersection of vector lattices remains a vector lattice. The following lemma shows that the class of $V$-vector lattice is stable by finite intersection (remark shows that this class is not stable by infinite intersection).
Lemma 8.8. The class of $V$-vector lattices is stable by finite intersection. Moreover, given a finite sequence $M_1, \ldots, M_n$ of $V$-vector lattices, we can compute in polynomial time the $V$-vector lattice $\bigcap_{j=1}^n M_j$.

Proof. Let $I$ be a full rank set of indices. Recall that from an Hermite $I$-representation of $M_j$, we get a $\mathbb{Z}$-basis $v_{1,j}, \ldots, v_{d,j}$ of $M_j$. Now, remark that $x \in M$ where $M = \bigcap_{j=1}^n M_j$ if and only if there exists $z_1, \ldots, z_n$ in $\mathbb{Z}^d$ such that $x = \sum_{j=1}^d z_j v_{i,j}$ for any $j \in \{1, \ldots, n\}$. Let us consider the vector space $W = \{(x,z_1,\ldots,z_n) \in \mathbb{Q}^n \times \mathbb{Q}^d \times \cdots \mathbb{Q}^d, \bigcap_{j=1}^n x = \sum_{j=1}^d z_j v_{i,j}\}$. From proposition 8.3 we deduce in polynomial time a $\mathbb{Z}$-basis of $\mathbb{Z}^n \cap W$ of the form $(x_1,z_{1,1},\ldots,z_{1,n}), \ldots, (x_d,z_{d,1},\ldots,z_{d,n})$. Let us remark that $\bigcap_{j=1}^d M_j$ is the $V$-vector lattice generated by $x_1, \ldots, x_d$. We deduce the $I$-representation of $M$ in polynomial time. □

Remark 8.9. The class of $V$-vector lattices is not stable by infinite intersection. In fact, let $M_n$ be the $V$-vector lattice $M_n = (n+1).\mathbb{Z}^m$ where $V = \mathbb{Q}^m$, and just remark that $\bigcap_{n \in \mathbb{N}} M_n = \{0\}$ is naturally a group as any intersection of groups, but it is not a $V$-vector lattice if $m \geq 1$.

8.3.3 Sub-lattice

The quotient $M'/M$ of two $V$-vector lattices $M \subseteq M'$ is defined by $M/M' = \{m' + M; \ m' \in M\}$. The following theorem 8.10 proves that this set is finite.

Theorem 8.10 (Tau92). Given two vector lattices $M \subseteq M'$, there exists a unique sequence $n_1, \ldots, n_d$ of integers in $\mathbb{N}\backslash\{0\}$ such that $n_i$ divides $n_{i+1}$ for any $i$ and such that there exists a $\mathbb{Z}$-basis $v_1, \ldots, v_d$ of $M'$ satisfying $n_1 v_1, \ldots, n_d v_d$ is a $\mathbb{Z}$-basis of $M$. Moreover such a sequence $(n_1, v_1), \ldots, (n_d, v_d)$ is computable in polynomial time.

The unique sequence $n_1, \ldots, n_d$ is called the characteristic sequence of $M$ in $M'$.

The following lemma will be useful in the sequel.

Lemma 8.11 (Tau92). Given three $V$-vector lattices $M \subseteq M' \subseteq M''$, we have the following equality:

$$|M''/M'|.|M'/M| = |M''/M|$$

8.3.4 Vector lattices included in $\mathbb{Z}^m$

In the sequel we denote by $h_r : \mathbb{N}\backslash\{0\} \rightarrow \mathbb{N}\backslash\{0\}$ the function defined by $h_r(n) = \frac{n}{\gcd(n,r)}$, and we denote by $\theta_m$ is the function $\theta_m \in \{1, \ldots, m\} \rightarrow \{1, \ldots, m\}$ defined by $\theta_m(i) \in (i-1 + m.\mathbb{Z}) \cap \{1, \ldots, m\}$. 

Inverse image by $\gamma_{r,m,0}$

Theorem 8.10 proves that any $V$-vector lattice $M$ included in $\mathbb{Z}^m$ is a set of the form $M = \sum_{i=1}^d n_i \mathbb{Z} v_i$ where $v_1, ..., v_d$ is a $\mathbb{Z}$-basis of $\mathbb{Z}^m \cap V$ and $n_1, ..., n_d$ are integers in $\mathbb{N}\setminus\{0\}$. Thus, the following lemma 8.12 shows that the class of $V$-vector lattices included in $\mathbb{Z}^m$ is stable by inverse image by $\gamma_{r,m,0,m}$.

**Lemma 8.12.** Given a $\mathbb{Z}$-basis $v_1, ..., v_d$ of $\mathbb{Z}^m \cap V$ where $V$ is a vector space and a sequence $n_1, ..., n_d$ of integers in $\mathbb{N}\setminus\{0\}$, we have:

$$\gamma_{r,m,0,m}^{-1} \left( \sum_{i=1}^d n_i \mathbb{Z} v_i \right) = \sum_{i=1}^d h_r(n_i) \mathbb{Z} v_i$$

**Proof.** Let $x \in \gamma_{r,m,0,m}^{-1} \left( \sum_{i=1}^d n_i \mathbb{Z} v_i \right)$. There exists $z_1, ..., z_d$ in $\mathbb{Z}$ such that $r.x = \sum_{i=1}^d n_i z_i v_i$. In particular $x \in \mathbb{Z}^m \cap V$ and there exists $t_1, ..., t_d$ in $\mathbb{Z}$ such that $x = \sum_{i=1}^d t_i v_i$. As $v_1, ..., v_d$ is a $\mathbb{Z}$-basis, we get $r.t_i = n_i z_i$ for any $i$. Therefore $r.t_i = h_r(n_i) z_i$ where $r_i = \frac{r}{\gcd(n_i,r)}$. As $r_i$ and $h_r(n_i)$ are relatively prime, there exists $\mu_i$, $\nu_i$ in $\mathbb{Z}$ such that $\mu_i r_i + \nu_i h_r(n_i) = 1$. From $\mu_i r_i t_i = h_r(n_i) \mu_i z_i$, we get $t_i = h_r(n_i) (\mu_i z_i)$. Therefore, $x \in \sum_{i=1}^d h_r(n_i) \mathbb{Z} v_i$ and we have proved the inclusion $\gamma_{r,m,0,m}^{-1} \left( \sum_{i=1}^d n_i \mathbb{Z} v_i \right) \subseteq \sum_{i=1}^d h_r(n_i) \mathbb{Z} v_i$. Let us prove the other inclusion. Consider $x \in \sum_{i=1}^d h_r(n_i) \mathbb{Z} v_i$. There exists a sequence $z_1, ..., z_d$ in $\mathbb{Z}$ such that $x = \sum_{i=1}^d h_r(n_i) z_i v_i$. Hence $\gamma_{r,m,0,m}(x) = \sum_{i=1}^d r h_r(n_i) z_i v_i$. As $n_i$ divides $r h_r(n_i)$, we deduce that $\gamma_{r,m,0,m}(x) \in \sum_{i=1}^d n_i \mathbb{Z} v_i$. Therefore $x \in \gamma_{r,m,0,m}^{-1} \left( \sum_{i=1}^d n_i \mathbb{Z} v_i \right)$ and we have proved the other inclusion. □

The stability of vector lattices by inverse image by $\gamma_{r,m,0}$ is provided by the following proposition 8.13.

**Proposition 8.13.** The set $M_z = \gamma_{r,m,0,z}(M)$ is a $V_z$-vector lattice included in $\mathbb{Z}^m$ for any $V$-vector lattice $M$ included in $\mathbb{Z}^m$ where $V_z$ is the vector space $V_z = \Gamma_{r,m,0}^z(V)$ and for any $z \in \mathbb{N}$. Moreover, from an Hermite I-representation of $M$, we can compute in polynomial time the Hermite I$_z$-representation of $M_z$ where $I_z = \theta_m^z(1)$.

**Proof.** Recall that form the I-representation of $M$, we immediately deduce a $\mathbb{Z}$-basis $v_1, ..., v_d$ of $M$. Let us remark that $\gamma_{r,m,0}(M)$ is the set of vectors $x \in \mathbb{Z}^m$ such that there exists a vector $k \in \mathbb{Z}^d$ satisfying $\Gamma_{r,m,0}(x) = \sum_{i=1}^d k[i] v_i$. Let us consider the vector space $W = \{(k,x) \in \mathbb{Q}^d \times \mathbb{Q}^m; \Gamma_{r,m,0}^z(x) = \sum_{i=1}^d k[i] v_i\}$. Remark that $W$ is a vector space and $J = \{1, ..., d\}$ is a full rank set of indices of $W$. From proposition 8.7 we deduce that we can compute in polynomial time the $J$-representation of $W$. That means we can compute in polynomial time a $\mathbb{Z}$-basis of $\mathbb{Z}^m \cap W$ denoted by $(k_1, x_1), ..., (k_d, x_d)$ where $k_i \in \mathbb{Z}^d$ and $x_i \in \mathbb{Z}^m$. Now, just remark that $\gamma_{r,m,0}^{-1}(M)$
is a the $V_z$-vector lattice generated by the vectors $x_1, \ldots, x_d$. Therefore, the $I_z$-representation of $\gamma_{r,m}^{z}(M)$ is computable in polynomial time for any $z \in \{0, \ldots, m - 1\}$. Observe that in general, an integer $z \in \mathbb{N}$ can be decomposed into $z = z' + m.k$ where $k \in \mathbb{N}$ and $z' \in \{0, \ldots, m - 1\}$. Observe that $\gamma_{r,m,e_0,m}^{−k}(M)$ can be computed in polynomial time thanks to lemma 8.12.

**Relatively prime properties**

A $V$-vector lattice $M$ included in $\mathbb{Z}^m$ is said *relatively prime with a basis of decomposition* $r$ if the integer $|\mathbb{Z}^m \cap V/M|$ is relatively prime with $r$.

Thanks to lemma 8.11 we deduce that the class of $V$-vector lattices included in $\mathbb{Z}^m$ and relatively prime with $r$ is stable by finite intersection. In fact given two relatively prime $V$-vector lattices $M_1$ and $M_2$ included in $\mathbb{Z}^m$, from $M_1 \cap M_2 \subseteq n.\mathbb{Z}^m \cap V \subseteq \mathbb{Z}^m \cap V$ where $n = |\mathbb{Z}^m \cap V/M_1|.|\mathbb{Z}^m \cap V/M_2|$, we deduce that $|\mathbb{Z}^m \cap V/M_1 \cap M_2|.|M_1 \cap M_2/n.\mathbb{Z}^m \cap V| = |\mathbb{Z}^m \cap V/n.\mathbb{Z}^m \cap V| = n^{\dim(V)}$. In particular $|\mathbb{Z}^m \cap V/M_1 \cap M_2|$ divides an integer relatively prime with $r$. That means it is relatively prime with $r$.

We are going to show that the $V$-vector lattices included in $\mathbb{Z}^m$ and relatively prime with $r$ naturally appear when computing inverse images of a $V$-vector lattice by $\gamma_{r,m,0}$.

As $h_r(n) \leq n$ for any integer $n \in \mathbb{N} \setminus \{0\}$ we deduce that $(h^{k}_r(n))_{k \in \mathbb{N}}$ is a non increasing sequence ultimately stationary: there exists $k_n \in \mathbb{N}$ such that $h^{k}_r(n) = h^{k_n}_r(n)$ for any $k \geq k_n$. We denote by $h^\infty_r(n)$ this limit. Remark that $h^\infty_r(n)$ is relatively prime with $r$ and $h^\infty_r(n) = n$ if and only if $n$ is relatively prime with $r$. The previous lemma 8.12 shows that $(\gamma_{r,m,e_0,m}^{−k}(M))_{k \in \mathbb{N}}$ is a non decreasing sequence of $V$-vector lattices ultimately stationary. The limit is denoted by $\gamma_{r,m,e_0,m}^{−\infty}(M)$ and naturally satisfies the following equality:

$$\gamma_{r,m,e_0,m}^{−\infty}(M) = \bigcup_{k \in \mathbb{N}} \gamma_{r,m,e_0,m}^{−k}(M)$$

From the previous lemma 8.12 we deduce that $\gamma_{r,m,e_0,m}^{−\infty}(M)$ is relatively prime with $r$ and if $M$ is relatively prime with $r$ then $\gamma_{r,m,e_0,m}^{−\infty}(M) = M$. In particular the class of $V$-vector lattices relatively prime with $r$ is stable by inverse image by $\gamma_{r,m,e_0,m}$.

Let us remark that the elements in $\gamma_{r,m,e_0,m}^{−\infty}(M)$ are geometrically characterized by the following lemma 8.14.

**Lemma 8.14.** Given a vector lattice $M$ included in $\mathbb{Z}^m$ and a vector $x \in \mathbb{Z}^m$, we have $x \in \gamma_{r,m,e_0,m}^{−\infty}(M)$ if and only if there exists $k \in \mathbb{N}$ such that $r^k.x \in M$.

**Proof.** Let $V = \text{vec}(M)$. There exists a $\mathbb{Z}$-basis of $M$ of the form $n_1.v_1$, $\ldots$, $n_d.v_d$ where $n_1$, $\ldots$, $n_d$ are integers in $\mathbb{N} \setminus \{0\}$ and $v_1$, $\ldots$, $v_d$ is a $\mathbb{Z}$-basis of $\mathbb{Z}^m \cap V$. From lemma 8.12 we deduce that $h^\infty_r(n_1).v_1$, $\ldots$, $h^\infty_r(n_d).v_d$ is a $\mathbb{Z}$-basis of $\gamma_{r,m,e_0,m}^{−\infty}(M)$. Remark that there exists an integer $k_0 \in \mathbb{N}$ such that $r^{k_0}h^\infty_r(n_i)$ divides $n_i$ for any $i \in \{1, \ldots, d\}$. 


First, let us first prove that there exists \( k \in \mathbb{N} \) satisfying \( r^k.x \in M \) for any \( x \in \gamma_{r,m,\mathbb{e}_0,m}(M) \). There exists \( z \in \mathbb{Z}^d \) such that \( x = \sum_{i=1}^{d} h_{\infty}^{-1}(n_i).z[i],v_i \). In particular \( r^{k_0}.x = \sum_{i=1}^{d} r^{k_0} h_{\infty}^{-1}(n_i).z[i],v_i \in M \) and we have proved that there exists an integer \( k \in \mathbb{N} \) such that \( r^k.x \in M \).

Next, let us show that \( x \in \gamma_{r,m,\mathbb{e}_0,m}(M) \) for any \( x \in \mathbb{Z}^m \) such that there exists \( k \in \mathbb{N} \) satisfying \( r^k.x \in M \). As \( r^k.x \in M \), we deduce that \( x \in \mathbb{Z}^m \cap V \). Hence, there exists \( z \in \mathbb{Z}^d \) such that \( x = \sum_{i=1}^{d} z[i],v_i \). Hence \( r^k.x = \sum_{i=1}^{d} z[i]^r^k z[i],v_i \). Moreover, as \( r^k.x \in M \), there exists \( t \in \mathbb{Z}^d \) such that \( r^k.x = \sum_{i=1}^{d} n_i t[i],v_i \). As \( v_1, ..., v_d \) is a \( \mathbb{Z} \)-base, we get \( r^k.z[i] = n_i t[i] \).

As \( h_{\infty}^{-1}(n_i) \) divides \( n_i \), we deduce that \( n_i' = \frac{n_i}{h_{\infty}^{-1}(n_i)} \) is \( \mathbb{N} \). Hence \( r^k.z[i] = h_{\infty}^{-1}(n_i).n_i',t[i] \). As \( h_{\infty}^{-1}(n_i) \) is relatively prime with \( r \), then \( h_{\infty}^{-1}(n_i) \) is relatively prime with \( r^k \), and we deduce that \( r^k \) divides \( n_i',t[i] \). Hence \( z[i] \in h_{\infty}^{-1}(n_i).\mathbb{Z} \).

We deduce that \( x \in \gamma_{r,m,\mathbb{e}_0,m}(M) \). \( \square \)

### 8.4 Affine lattices

An **affine lattice** \( P \) is a subset of \( \mathbb{Q}^m \) of the form \( P = a + M \) where \( a \in \mathbb{Q}^m \) and \( M \) is a lattice. A **V-affine lattice** \( P \) is an affine lattice \( P \) of the form \( P = a + M \) where \( M \) is a \( V \)-vector lattice.

Given a \( V \)-affine space \( A \), observe that \( \mathbb{Z}^m \cap A \) is either empty or a \( V \)-affine lattice of the form \( a + (\mathbb{Z}^m \cap V) \) where \( a \) is any vector in \( \mathbb{Z}^m \cap A \). The following proposition will be useful for computing a vector in \( \mathbb{Z}^m \cap A \) when such a vector exists.

**Proposition 8.15** (Corollary 5.3b and 5.3c of [Sch87]). Given an affine space \( A \), we can decide in polynomial time if \( \mathbb{Z}^m \cap A \) is non empty and in this case, we can compute in polynomial time a vector \( a \) in this set.

**Corollary 8.16.** Given two affine lattices \( P_1 = b_1 + M_1 \) and \( P_2 = b_2 + M_2 \) where \( b_1, b_2 \) are two vectors in \( \mathbb{Q}^d \) and \( M_1, M_2 \) are two vectors lattices, we can decide in polynomial time if \( (b_1 + M_1) \cap (b_2 + M_2) \neq \emptyset \). Moreover, in this case we can compute in polynomial time a vector \( a \) in this set. Observe that we have \( P_1 \cap P_2 = a + (M_1 \cap M_2) \).

**Proof.** From the vector \( I_1 \)-representation of \( M_1 \), we deduce in linear time a \( \mathbb{Z} \)-basis \( v_1,1, ..., v_{d_1},1 \) of \( M_1 \), and from the vector \( I_2 \)-representation of \( M_2 \), we get in linear time a \( \mathbb{Z} \)-basis \( v_2,1, ..., v_{d_2},2 \) of \( M_2 \). Observe that \( (b_1 + M_1) \cap (b_2 + M_2) \neq \emptyset \) if and only if \( \mathbb{Z}^m \cap A \) is non empty where \( A \) is the affine space \( A = \{ (x_1,x_2) \in \mathbb{Q}^{d_1} \times \mathbb{Q}^{d_2} : b_1 + \sum_{i=1}^{d_1} x_1[i],v_{1,i} = b_2 + \sum_{i=1}^{d_2} x_2[i],v_{2,i} \} \). Note that proposition [8.15] provides a polynomial time algorithm for deciding if \( \mathbb{Z}^m \cap A \) is non-empty and in this case it provides in polynomial time a vector \( (x_1,x_2) \in \mathbb{Z}^m \cap A \). Note that \( a = b_1 + \sum_{i=1}^{d_1} x_1[i],v_{1,i} \) is a vector in \( P_1 \cap P_2 \). \( \square \)
Semi-linear Sets

9.1 Semi-linear Spaces

![Diagram showing semi-affine spaces]

Fig. 9.1. On the left a semi-affine space $S$. On the right its direction.

A semi-affine space (resp. a semi-vector space) $S$ of $\mathbb{Q}^m$ is a finite union of affine spaces (resp. vector spaces) of $\mathbb{Q}^m$ (see figure 9.1). Given a vector space $V$, a finite union of $V$-affine spaces is called a semi-$V$-affine space. In this section we show that a semi-affine space can be canonically decomposed into maximal affine spaces, called affine components. Moreover, by proving that any finite or infinite intersection of semi-affine spaces remains a semi-affine space, we define the notion of semi-affine hull.
9.1.1 Affine components

**Definition 9.1.** An affine component \( C \) of a semi-affine space \( S \) is a maximal (for \( \subseteq \)) affine space included in \( S \). The set of affine components is denoted by \( \text{comp}(S) \).

We are going to prove that \( \text{comp}(S) \) provides a canonical representation of \( S \). We first prove the following lemma, intensively used in the sequel.

**Lemma 9.2 (Inseparable lemma).** Let \( \mathcal{C} \) be a non-empty finite class of affine spaces and \( A_0 \) be an affine space such that \( A_0 \subseteq \bigcup_{A \in \mathcal{C}} A \). There exists \( A \in \mathcal{C} \) such that \( A_0 \subseteq A \).

*Proof.* Let us consider an affine space \( A_0 \) and let us prove by induction over \( n \in \mathbb{N} \setminus \{0\} \) that for any finite class \( \mathcal{C} \) of affine spaces such that \( |\mathcal{C}| = n \) and \( A_0 \subseteq \bigcup_{A \in \mathcal{C}} A \), there exists \( A \in \mathcal{C} \) such that \( A_0 \subseteq A \). Naturally the case \( n = 1 \) is immediate. Assume that the induction hypothesis is true for an integer \( n \in \mathbb{N} \setminus \{0\} \) and let us consider a finite class \( \mathcal{C} \) of affine spaces such that \( |\mathcal{C}| = n + 1 \) and \( A_0 \subseteq \bigcup_{A \in \mathcal{C}} A \). Let us consider \( A' \in \mathcal{C} \). The case \( A_0 \subseteq A' \) is also immediate so we can assume that \( A_0 \not\subseteq A' \). Let us consider \( \mathcal{C}' = \mathcal{C} \setminus \{A'\} \). As \( A_0 \not\subseteq A' \), there exists \( a_0 \in A_0 \setminus A' \). Let \( a_1 \in A_0 \) and remark that \( a_t = a_0 + t(a_1 - a_0) \in A_0 \) for any \( t \in \mathbb{Q} \) because \( A_0 \) is an affine space. From \( A_0 \subseteq \bigcup_{A \in \mathcal{C}} A \), we deduce that for any \( t \in \mathbb{Q} \), there exists \( A \in \mathcal{C} \) such that \( a_t \in A \). As \( \mathbb{Q} \) is infinite whereas \( \mathcal{C} \) is finite, there exists \( A \in \mathcal{C} \) and at least two different \( t \in \mathbb{Q} \) satisfying \( a_t \in A \). As \( A \) is an affine space, we deduce that \( a_t \in A \) for every \( t \in \mathbb{Q} \). From \( a_0 \in A \) and \( a_0 \not\in A' \), we deduce that \( A \in \mathcal{C}' \). We get \( a_1 \in \bigcup_{A \in \mathcal{C}'} A \). We have proved that \( A_0 \subseteq \bigcup_{A \in \mathcal{C}'} A \). From \( |\mathcal{C}'| = n \), we deduce that there exists \( A'' \in \mathcal{C}' \) such that \( A_0 \subseteq A'' \). We have proved the induction hypothesis for \( \mathcal{C} \). □

**Proposition 9.3.** The set \( \text{comp}(S) \) of a semi-affine space \( S \) is finite and \( S \) is equal to the finite union of its affine components \( S = \bigcup_{A \in \text{comp}(S)} A \). Moreover, from any finite class \( \mathcal{C} \) of affine spaces such that \( S = \bigcup_{A \in \mathcal{C}} A \), we can compute in polynomial time \( \text{comp}(S) \).

*Proof.* Let us consider a semi-affine space \( S = \bigcup_{A \in \mathcal{C}} A \) where \( \mathcal{C} \) is a finite class of affine spaces.

Consider the class \( \mathcal{C}' \) of non-empty affine spaces in \( \mathcal{C} \) maximal for \( \subseteq \). Let us first prove that \( S = \bigcup_{A' \in \mathcal{C}'} A' \). Naturally, from \( \mathcal{C}' \subseteq \mathcal{C} \), we deduce that \( \bigcup_{A' \in \mathcal{C}'} A' \subseteq S \). For any \( A \in \mathcal{C} \), either \( A = \emptyset \) and in this case \( A \subseteq \bigcup_{A' \in \mathcal{C}'} A' \), or \( A \neq \emptyset \), and in this case there exists \( A' \in \mathcal{C}' \) such that \( A \subseteq A' \). Hence \( A \subseteq \bigcup_{A' \in \mathcal{C}'} A' \). Therefore, \( S = \bigcup_{A' \in \mathcal{C}'} A' \).

By replacing \( \mathcal{C} \) by \( \mathcal{C}' \), we can assume without loss of generality that \( \mathcal{C} \) is a finite class of non-empty affine spaces such that \( A_1 \subseteq A_2 \) implies \( A_1 = A_2 \) for any \( A_1, A_2 \) in \( \mathcal{C} \).

Let us now prove that \( \text{comp}(S) = \mathcal{C} \). Let \( A_0 \in \mathcal{C} \) and consider an affine space \( A' \) such that \( A_0 \subseteq A' \subseteq S \). Inseparable lemma 9.2 proves that \( A' \subseteq S = \bigcup_{A \in \text{comp}(S)} A \). □
\[ \bigcup_{A \in \mathcal{C}} A \] implies that there exists \( A \in \mathcal{C} \) such that \( A' \subseteq A \). From \( A_0 \subseteq A \) and \( A, A_0 \) in \( \mathcal{C} \), we get \( A_0 = A \). We deduce that \( A_0 = A' \). Hence \( A_0 \) is a maximal (for \( \subseteq \)) non-empty affine space such that \( A_0 \subseteq S \). That means \( A_0 \in \text{comp}(S) \) and we have proved that \( \mathcal{C} \subseteq \text{comp}(S) \). Let us prove the converse inclusion.

Let \( A_0 \subseteq S = \bigcup_{A \in \mathcal{C}} A \), insecure lemma 9.2 shows that there exists \( A \in \mathcal{C} \) such that \( A_0 \subseteq A \). From \( A_0 \subseteq A \subseteq S \), we deduce by maximality of \( A_0 \) that \( A_0 = A \). Hence \( A_0 \in \mathcal{C} \) and we have proved that \( \text{comp}(S) \subseteq \mathcal{C} \).

**9.1.2 Size**

The set of affine components provides a natural way for canonically representing semi-affine spaces as finite set of affine spaces. The integer size(\( S \)) ∈ \( \mathbb{N} \) where \( S \) is a semi-affine space is naturally defined by size(\( S \)) = \( \sum_{A \in \text{comp}(S)} \) size(\( A \)).

**9.1.3 Direction**

**Definition 9.4.** The direction \( \vec{S} \) of a semi-affine space \( S \) is defined by \( \vec{S} = \bigcup_{A \in \text{comp}(S)} \vec{A} \).

Remark that the semi-affine space direction definition extends the affine space direction definition because if \( S = A \) is a non-empty affine space then \( \text{comp}(S) = \{A\} \), and if \( S = \emptyset \) then \( \text{comp}(S) = \emptyset \). Remark also that insecure lemma 9.2 shows that for any class \( \mathcal{C} \) of affine spaces such that \( S = \bigcup_{A \in \mathcal{C}} A \), we have \( \vec{S} = \bigcup_{A \in \mathcal{C}} \vec{A} \) even if \( \mathcal{C} \) is not equal to \( \text{comp}(S) \). That shows in particular that a semi-affine space \( S \) is a semi-vector space if and only if \( \vec{S} = S \).

**Example 9.5.** Let us consider the semi-affine space \( S = A_1 \cup A_2 \cup A_3 \cup A_4 \) where \( A_1 = \mathbb{Q}(2, 1) \), \( A_2 = (0, 1) + \mathbb{Q}(2, 1) \), \( A_3 = (-1, 0) + \mathbb{Q}(3, -4) \) and \( A_4 = \{(-3, -3)\} \) given in figure 9.1. We have \( \vec{S} = V_1 \cup V_3 \) where \( V_1 = \mathbb{Q}(2, 1) \) and \( V_3 = \mathbb{Q}(3, -4) \). Remark that \( S \) owns 4 affine components \( \text{comp}(S) = \{A_1, A_2, A_3, A_4\} \) and \( \vec{S} \) owns only 2 affine components \( \text{comp}(\vec{S}) = \{V_1, V_3\} \).

**9.1.4 Semi-affine hull**

Following proposition 9.6 proves that any finite or infinite intersection of semi-affine spaces remains a semi-affine space. In particular for any subset \( X \subseteq \mathbb{Q}^m \), there exists a minimal (for \( \subseteq \)) semi-affine space written saff(\( X \)) that contains \( X \). This semi-affine space is called the semi-affine hull of \( X \). The semi-vector space saff(\( X \)) is written saff(\( X \)).

**Proposition 9.6.** Any finite or infinite intersection of semi-affine spaces remains a semi-affine space.
Proof. Observe that a semi-affine space is a finite union of affine spaces that can be represented by a finite set of vectors in \( \mathbb{Q}^m \). Hence the class of semi-affine spaces is countable. In order to prove the lemma, it is therefore sufficient to prove that \( \bigcap_{n \in \mathbb{N}} S_n \) is a semi-affine space for any sequence \( (S_n)_{n \in \mathbb{N}} \) of semi-affine spaces. As the class of semi-affine spaces is stable by finite intersection, we can also assume that \( (S_n)_{n \in \mathbb{N}} \) is non-increasing. Let us prove by induction over the dimension \( k \in \mathbb{N} \cup \{ -1 \} \) that any non-increasing sequence of semi-affine spaces \( (S_n)_{n \in \mathbb{N}} \) such that \( \dim(\aff(S_0)) \leq k \), is ultimately stationary. Case \( k = -1 \) is immediate because in this case \( S_n = \emptyset \) for any \( n \in \mathbb{N} \). Now, assume the induction true for \( k \geq -1 \) and let us consider a non-increasing sequence of semi-affine spaces \( (S_n)_{n \in \mathbb{N}} \) such that the dimension of \( \aff(S_0) \) is equal to \( k + 1 \). Remark that if \( S_n \) is an affine space for any \( n \geq 0 \), then \( (S_n)_{n \geq 0} \) is a non-increasing sequence of affine spaces. In particular, this sequence is ultimately constant. So, we can assume that there exists an integer \( n_0 \geq 0 \) such that \( S_{n_0} \) is not an affine space. There exists a finite class \( \mathcal{C} \) of affine spaces such that \( S_{n_0} = \bigcup_{A \in \mathcal{C}} A \). Let \( A \in \mathcal{C} \). From \( A \subseteq S_{n_0} \subseteq S_0 \subseteq \aff(S_0) \), we deduce that the dimension of \( A \) is less than or equal to \( k + 1 \). Moreover, if it is equal to \( k + 1 \), from \( A \subseteq \aff(S_0) \), we deduce \( A = \aff(S_0) \) and we get \( S_{n_0} = A \) is an affine space which is a contradiction. As the sequence \( (S_n \cap A)_{n \geq 0} \) is a non-increasing sequence of semi-affine spaces such that the dimension of \( \aff(S_n \cap A) \subseteq A \) is less than or equal to \( k \), the induction hypothesis proves that there exists \( n_A \geq 0 \) such that \( S_n \cap A = S_n \cap A \) for any \( n \geq n_A \). Let us consider \( N = \max_{A \in \mathcal{C}} (n_0, n_A) \). For any \( n \geq N \), we have \( S_n \subseteq S_{n_0} = \bigcup_{A \in \mathcal{C}} A \) and \( S_n \cap A = S_N \cap A \). Hence \( S_n = S_n \cap \bigcup_{A \in \mathcal{C}} A = \bigcup_{A \in \mathcal{C}} (S_n \cap A) = S_N \cap \bigcup_{A \in \mathcal{C}} A = S_N \) for any \( n \geq N \) and we have proved the induction. \( \square \)

Example 9.7. The semi-affine hull of a finite subset \( X \subseteq \mathbb{Q}^m \) is equal to \( X \) because \( X \) is the finite union over \( x \in X \) of the affine spaces \( \{x\} \). The semi-affine hull of an infinite subset \( X \subseteq \mathbb{Q} \) (remark that \( m = 1 \) is equal to \( \mathbb{Q} \). In fact, the class of affine spaces of \( \mathbb{Q} \) is equal to \( \{ \mathbb{Q}, \emptyset \} \cup \{ \{x\}; x \in \mathbb{Q} \} \).

Remark 9.8. As \( \aff(X) \) is an affine space and in particular a semi-affine space that contains \( X \), we deduce that \( \saff(X) \subseteq \aff(X) \). This last inclusion can be strict as shown by the example \( X = \{e_{0,m}, \ldots, e_{m,m}\} \). In fact, in this case, we have \( \saff(X) = X \) and \( \aff(X) = \mathbb{Q}^m \).

The following lemma will be useful to compute the semi-affine hull of some subsets of \( \mathbb{Q}^m \) (see example 9.10).

Lemma 9.9 (Covering lemma).

- For any affine function \( f : \mathbb{Q}^m \to \mathbb{Q}^m' \) and for any subset \( X \subseteq \mathbb{Q}^m \), we have \( \saff(f(X)) = f(\saff(X)) \).
- For any subsets \( X, X' \subseteq \mathbb{Q}^m \), we have
  - \( \saff(X \times X') = \saff(X) \times \saff(X') \),
saff(\(X \cup X'\)) = saff(X) \cup saff(X'),\ and
saff(X + X') = saff(X) + saff(X').

**Proof.** Let us consider an affine function \(f\). From \(X \subset saff(X)\), we deduce \(f(X) \subset f(saff(X))\). As \(f(saff(X))\) is a semi-affine space that contains \(f(X)\) (observe that \(f(A)\) is an affine space for any affine space \(A\) and for any affine function \(f\)), by minimality of the semi-affine hull, we deduce \(saff(f(X)) \subset f(saff(X))\). Let us prove the converse inclusion. As \(f(X) \subset saff(f(X))\), we have \(X \subset f^{-1}(saff(f(X)))\). As \(f^{-1}(saff(f(X)))\) is a semi-affine space (observe that \(f^{-1}(A)\) is an affine space for any affine space \(A\) and for any affine function \(f\)), by minimality of the semi-affine hull, we get \(saff(X) \subset f^{-1}(saff(f(X)))\). Hence \(f(saff(X)) \subset f(f^{-1}(saff(f(X))))\). Recall that for any function \(g : A \to B\), and for any subset \(Y \subset B\), we have \(g(g^{-1}(Y)) = g(A) \cap Y\). Hence \(f(f^{-1}(saff(f(X)))) = f(Q^m) \cap saff(f(X))\).

From \(f(X) \subset f(Q^m)\), we also deduce \(saff(f(X)) \subset f(Q^m)\) and we get \(f(Q^m) \cap saff(f(X)) = saff(f(X))\). Therefore \(f(saff(X)) \subset saff(f(X))\).

Let us consider \(X, X' \subset Q^m\) and let us prove that \(saff(X \cup X') = saff(X) \cup saff(X')\). From \(X \cup X' \subset saff(X) \cup saff(X')\), we deduce by minimality of the semi-affine hull \(saff(X \cup X') \subset saff(X) \cup saff(X')\). Moreover, from \(X \subset X \cup X' \subset saff(X \cup X')\), we get \(saff(X) \subset saff(X \cup X')\) and symmetrically \(saff(X') \subset saff(X \cup X')\). We have shown \(saff(X) \cup saff(X') \subset saff(X \cup X')\).

Let us consider \(X, X' \subset Q^m\) and let us prove that \(saff(X \times X') = saff(X) \times saff(X')\). From \(X \times X' \subset saff(X) \times saff(X')\), we deduce that \(saff(X) \times saff(X') \subset saff(X \times X')\). By considering the affine function \(f_1, x : Q^m \to Q^{2m}\) defined by \(f_1, x(x') = (x, x')\), we get \(saff\{x\} \times X' = \{x\} \times saff(X')\) for any \(x \in X\).

From \(\{x\} \times X' \subset X \times X'\), we deduce \(saff(\{x\} \times X') \subset saff(X \times X')\). So \(X \times saff(X') \subset saff(X \times X')\). In particular, for any \(x' \in saff(X')\), we have \(X \times \{x'\} \subset saff(X \times X')\). Affine function \(f_{2, x'} : Q^m \to Q^{2m}\) defined by \(f_{2, x'}(x) = (x, x')\) proves that \(saff(X) \times \{x'\} \subset saff(X \times X')\) for any \(x' \in saff(X')\). So, we have proved \(saff(X) \times saff(X') \subset saff(X \times X')\).

Let us consider \(X, X' \subset Q^m\) and let us prove that \(saff(X + X') = saff(X) + saff(X')\). By considering the affine function \(f : Q^{2m} \to Q^m\) defined by \(f(x, x') = x + x'\), we deduce that \(saff(X) \times saff(X') = f(saff(X) \times saff(X')) = f(saff(X \times X')) = saff(f(X \times X')) = saff(X + X')\). \(\square\)

**Example 9.10.** The semi-affine hull of \(N^m\) is equal to \(Q^m\). In fact, from covering lemma 9.9 we deduce \(saff(N^m) = \sum_{i=1}^m saff(N_e \cdot i, m) = \sum_{i=1}^m saff(N) \cdot e_i, m = \sum_{i=1}^m Q \cdot e_i, m = Q^m\).

### 9.1.5 Cyclic sets

Recall that a \((r, m, \sigma)\)-cyclic set \(X\) where \(\sigma \in \Sigma_{r, m}^*\) is a subset of \(\mathbb{Z}^m\) such that \(\gamma_{r, m, \sigma}^{-1}(X) = X\). The following proposition 9.11 shows that the semi-affine hull of a \((r, m, \sigma)\)-cyclic set \(X \subset \mathbb{Z}^m\) is a finite union of affine spaces of the form \(\xi_{r, m}(\sigma) + V\), where \(V\) is a vector space.
Proposition 9.11. We have \( \text{saff}(X) = \xi_{r,m}(\sigma) + \text{saff}(X) \) for any \((r,m,\sigma)\)-cyclic set \(X \subseteq \mathbb{Z}^m\).

Proof. It is sufficient to prove that for any affine component \(A\) of \(\text{saff}(X)\), we have \(\xi_{r,m}(s) \in A\). Consider \(x \in X\). As \(\gamma_{r,m,\sigma}^{-1}(X) = X\) then \(\gamma_{r,m,\sigma}^k(x) = r^{k|\sigma|}(x - \xi(\sigma)) + \xi(\sigma) \in X\) for any \(k \in \mathbb{N}\). Covering lemma \(9.9\) proves that \(\mathbb{Q}.(x - \xi_{r,m}(\sigma)) + \xi_{r,m}(\sigma) \subseteq \text{saff}(X)\). In particular, for any \(\lambda \in \mathbb{Q}\), we have \(\lambda.(X - \xi_{r,m}(\sigma)) + \xi_{r,m}(\sigma) \subseteq \text{saff}(X)\). From covering lemma \(9.9\) we also prove that \(\lambda.(\text{saff}(X) - \xi_{r,m}(\sigma)) + \xi_{r,m}(\sigma) \subseteq \text{saff}(X)\). Let \(A\) be an affine component of \(\text{saff}(X)\). We have proved that \(\mathbb{Q}.(A - \xi_{r,m}(\sigma)) + \xi_{r,m}(\sigma) \subseteq \text{saff}(X)\). From \(A \subseteq \mathbb{Q}.(A - \xi_{r,m}(\sigma)) + \xi_{r,m}(\sigma) \subseteq \text{saff}(X)\), we deduce by maximality of the affine component \(A\), the equality \(A = \mathbb{Q}.(A - \xi(\sigma)) + \xi_{r,m}(\sigma)\). In particular \(\xi_{r,m}(\sigma) \in A\). □

9.2 Semi-affine lattices

![Fig. 9.2](image)

Fig. 9.2. On the left a semi-\(\mathbb{Q}^2\)-affine lattice \(P_1\). On the right a semi-\(\mathbb{Q}.(1,1)\)-affine lattice \(P_2\).

A semi-V-affine lattice \(P\) is a finite union of V-affine lattices. Observe that the class of semi-V-affine lattice is stable by boolean combinations.

Lemma 9.12. For any non-empty semi-V-affine lattice, there exists a non-empty finite set \(B \subseteq \mathbb{Q}^m\) and a V-vector lattice \(M\) such that \(P = B + M\).

Proof. There exists a non-empty finite sequence \((a_j, M_j)\) where \(a_j \in \mathbb{Q}^m\) and \(M_j\) is a V-vector lattice such that \(P = \bigcup_{j \in J}(a_j + M_j)\). From lemma \(8.8\) we deduce that \(M = \bigcap_{j \in J} M_j\) is a V-vector lattice. Since \(M \subseteq M_j\), theorem \(8.10\) shows that there exists a finite set \(B_j \subseteq M_j\) such that \(M_j = B_j + M\). We have proved that \(P = B + M\) where \(B\) is the finite set \(B = \bigcup_{j \in J}(a_j + B_j)\). □
The *group of invariants* \( \text{inv}(X) \) of a subset \( X \subseteq \mathbb{Q}^m \) is the group of vectors \( v \in \mathbb{Q}^m \) that let \( X \) invariant: we have \( X - v = X \).

**Lemma 9.13.** The group of invariants of a non empty semi-V-affine lattice is a V-vector lattice.

*Proof.* Let \( P \) be a non-empty semi-V-affine lattice. Lemma 9.12 proves that there exists a non-empty finite set \( B \subseteq \mathbb{Q}^m \) and a V-vector lattice \( M \) such that \( P = B + M \). Let us show that \( \text{inv}(P) \subseteq (V \cap (B - B)) + M \). Consider a vector \( v \in \text{inv}(P) \). Let \( b \in B \). Since \( P - k.v = P \) for any \( k \in \mathbb{N} \), there exists \( b_k \in B \) and \( m_k \in M \) such that \( b - k.v = b_k + m_k \). Since \( B \) is finite, there exists \( k_1 < k_2 \) such that \( b_{k_1} = b_{k_2} \). We deduce that \( (k_1 - k_2).v = m_{k_2} - m_{k_1} \).

In particular \( v \in V \) since \( M \subseteq V \). Moreover, from \( v = b - b_1 + m_1 \) and \( m_1 \in M \subseteq V \), we get \( b - b_1 \in M \). We have proved that \( v \in (V \cap (B - B)) + M \). Thus \( \text{inv}(P) \) is included in the discrete set \( (V \cap (B - B)) + M \) and we have proved that \( \text{inv}(P) \) is a vector lattice. Let us prove that \( \text{vec}(\text{inv}(P)) = V \). From \( \text{inv}(P) \subseteq (V \cap (B - B)) + M \) we get \( \text{vec}(\text{inv}(P)) \subseteq V \). Moreover, from \( M \subseteq \text{inv}(P) \) we get \( V = \text{vec}(M) \subseteq \text{vec}(\text{inv}(P)) \). Therefore \( \text{inv}(P) \) is a V-vector lattice. □

The V-vector lattice of invariants of a non-empty semi-V-affine lattice is geometrically characterized by the following proposition.

**Proposition 9.14.** Let \( P \) be a non-empty semi-V-affine lattice and let \( M \) be a V-vector lattice. There exists a finite subset \( B \subseteq \mathbb{Z}^m \) such that \( P = B + M \) if and only if \( M \subseteq \text{inv}(P) \).

*Proof.* Observe that if there exists a finite set \( B \subseteq \mathbb{Z}^m \) such that \( P = B + M \), we deduce that \( M \subseteq \text{inv}(P) \). Let us now prove the converse. Assume that \( M \) is a V-vector lattice such that \( M \subseteq \text{inv}(P) \) and let us prove that there exists a finite set \( B \subseteq \mathbb{Z}^m \) such that \( P = B + M \). Lemma 9.12 proves that there exists a non-empty finite set \( B_0 \subseteq \mathbb{Q}^m \) and a V-vector lattice \( M_0 \) such that \( P = B_0 + M_0 \). As \( M \subseteq \text{inv}(P) \), we deduce that \( P = B_0 + M_0 + M \). Since \( M \subseteq M_0 + M \), theorem 8.10 proves that there exists a finite set \( B_1 \subseteq M_0 + M \) such that \( M_0 + M = B_1 + M \). Therefore \( P = B + M \) where \( B = B_0 + B_1 \). □

**Proposition 9.15.** Let \( M \) be a V-vector lattice and let \( B \) be a non-empty finite subset of \( \mathbb{Q}^m \). We can compute in polynomial time the V-vector lattice of invariants of \( P = B + M \).

*Proof.* Let us fix a vector \( b_0 \in B \) and let us prove that the V-vector lattice of invariant \( \text{inv}(P) \) is equal to the V-vector lattice \( M' \) generated by \( M \) and the vectors \( v \in B - b_0 \) such that \( v + B + M = B + M \). Observe that \( M' \subseteq \text{inv}(P) \). Conversely, let \( x \in \text{inv}(P) \). We have \( x + B + M = B + M \). In particular \( x + b_0 \in B + M \) and we deduce that there exists \( v \in B - b_0 \) and \( m \in M \) such that \( x = v + m \). Observe that \( x + B + M = B + M \) implies \( v + B + M = B + M \). Thus \( x \in M' \) and we have proved that \( \text{inv}(P) = M' \). Note that a vector
v ∈ ℚ^n satisfies v + B + M = B + M if and only if for any b ∈ B there exists b′ ∈ B such that v + b − b′ ∈ M. Since we can decide in polynomial time if a vector is in M, we are done. □

Corollary 9.16. Given two semi-affine lattice $P_1 = B_1 + M_1$ and $P_2 = B_2 + M_2$ where $B_1$, $B_2$ are two finite subsets of $ℚ^n$, and $M_1$, $M_2$ are two vector lattices, we can decide in polynomial time if $B_1 + M_1 = B_2 + M_2$.

Proof. Naturally if $B_1$ and $B_2$ are both empty then $P_1 = P_2$ and if only one of them is empty then $P_1 \neq P_2$. Thus, without loss of generality, we can assume that $B_1$ and $B_2$ are nonempty. From proposition 9.15 we deduce that $\text{inv}(P_1)$ and $\text{inv}(P_2)$ are computable in polynomial time. Observe that if $\text{inv}(P_1) \neq \text{inv}(P_2)$ then $P_1 \neq P_2$. Hence we can assume that there exists a vector lattice $M$ such that $\text{inv}(P_1) = M = \text{inv}(P_2)$. We have reduced our problem to decide if $B_1 + M_1 + M = B_2 + M_2$ where $M_1$ and $M_2$ are equal to a $V$-vector lattice $M$. Let $S_1$ and $S_2$ be the semi-$V$-affine spaces $S_i = \bigcup_{b \in B_i} (b + \text{V})$. If $S_1 \neq S_2$ then $P_1 \neq P_2$. So, we can assume that there exists a semi-$V$-vector space $S$ such that $S_1 = S = S_2$. Remark that $P_1 = P_2$ if and only if $(B_1 \cap A) + M = (B_2 \cap A) + M$ for any affine component $A$ of $S$. Thus we can assume that $B_1$ and $B_2$ are included into a $V$-affine space $A$. Let $a_0 \in A$ (for instance take $a_0 \in B_1$) and notice that $P_1 = P_2$ if and only if $(B_1 - a_0) + M = (B_2 - a_0) + M$. Hence, we can assume that $B_1$ and $B_2$ are included in $V$. From an Hermite $I$-representation of $M$, we get in linear time a $ℤ$-basis $v_1$, ..., $v_d$ of $M$. Let us consider the function $\lambda \in V \rightarrow ℚ^d$ defined by $\lambda(v)$ is the unique $x \in ℚ^d$ such that $0 \leq x[i] < 1$ and such that there exists $k \in ℤ^d$ satisfying $v = \sum_{i=1}^{d} (x[i] + k[i])v_i$. Note that $\lambda(v)$ is computable in polynomial time and $B_1 + M = B_2 + M$ if and only if $\lambda(B_1) = \lambda(B_2)$. Thus, we can decide in polynomial time if $B_1 + M = B_2 + M$. □

Example 9.17. Let $P_1$ be the semi-$ℚ^2$-affine lattice $P_1 = \{(0, 0), (1, 0), (0, 1)\} + 2.ℤ^2$ and let $P_2$ be the semi-$ℚ^2(1, 1)$-affine lattice $P_2 = \{(0, 0), (0, 1), (0, 2), (1, 2)\} + ℤ.(2, 2)$ given in figure 9.2. We have $\text{inv}(P_1) = ℤ.(2, 0) + ℤ.(0, 2)$ and $\text{inv}(P_2) = ℤ.(2, 2)$.

9.3 Semi-patterns

A $V$-pattern is a $V$-affine lattice included in $ℤ^n$ and a semi-$V$-pattern is a semi-$V$-affine lattice included in $ℤ^n$.

Observe that the the $V$-lattice $\text{inv}(P)$ of a non-empty semi-$V$-pattern $P$ is included in $ℤ^n \cap V$ and if $P$ is empty then $\text{inv}(P) = V$. We denote by $\text{inv}_V(P)$ the $V$-vector lattice $\text{inv}_V(P) = ℤ^n \cap V \cap \text{inv}(X)$ for any (empty or non-empty) semi-$V$-pattern $P$.  

9.3.1 Inverse image by $\gamma_{r,m,\sigma}$

Proposition 9.18 proves that the class of semi-patterns is stable by inverse image by $\gamma_{r,m,\sigma}$ where $\sigma \in \Sigma^*_r$.

**Proposition 9.18.** Let $B$ be a finite subset of $\mathbb{Z}^m$ and let $M$ be a $V$-vector lattice included in $\mathbb{Z}^m$. For any word $\sigma \in \Sigma^*_r$, we can compute in polynomial time a finite set $B_\sigma \subseteq \mathbb{Z}^m$ such that $|B_\sigma| \leq |B|$ and $\gamma_{r,m,\sigma}(B + M) = B_\sigma + \gamma_{r,m,0}(M)$.

**Proof.** Let us consider for each $b \in B$ such that $\gamma_{r,m,\sigma}(\mathbb{Z}^m) \cap (b + M) \neq \emptyset$, a vector $b' \in \mathbb{Z}^m$ such that $\gamma_{r,m,\sigma}(b') \in b + M$. We denote by $B'$ the set of $b' \in \mathbb{Z}^m$ obtained. Note that corollary 8.16 provides a polynomial time algorithm for computing $B'$. Let us prove that $\gamma_{r,m,\sigma}(B + M) = B' + \gamma_{r,m,0}(M)$.

Let $x \in B' + \gamma_{r,m,0}(M)$. That means, there exists $b' \in B'$ such that $\gamma_{r,m,0}^{[\sigma]}(x - b') \in M$. Moreover, by definition of $b'$, there exists $b \in B$ such that $\gamma_{r,m,\sigma}(b') \in b + M$. From $\gamma_{r,m,0}^{[\sigma]}(x - b') = \gamma_{r,m,\sigma}(x) - \gamma_{r,m,0}^{[\sigma]}(b')$, we get $\gamma_{r,m,\sigma}(x) \in B + M$. Therefore $x \in \gamma_{r,m,\sigma}(B + M)$, and we have proved the inclusion $B' + \gamma_{r,m,0}^{[\sigma]}(M) \subseteq \gamma_{r,m,\sigma}(B + M)$. For the converse inclusion, consider $x \in \gamma_{r,m,\sigma}^{-1}(B + M)$. There exists $b \in B$ such that $\gamma_{r,m,\sigma}(x) \in b + M$. By construction, there exists $b' \in \mathbb{Z}^m$ such that $\gamma_{r,m,\sigma}(b') \in b + M$. Hence $\gamma_{r,m,\sigma}(x) - \gamma_{r,m,\sigma}(b') \in M$. From $\gamma_{r,m,0}^{[\sigma]}(x - b') = \gamma_{r,m,\sigma}(x) - \gamma_{r,m,\sigma}(b')$, we get $\gamma_{r,m,0}^{[\sigma]}(x - b') \in M$. Therefore $x \in b' + \gamma_{r,m,0}^{[\sigma]}(M)$ and we have proved the other inclusion. \( \square \)

9.3.2 Relatively prime properties

A semi-$V$-pattern $P$ is said relatively prime with $r$ if the $V$-lattice $\text{inv}_V(P)$ is relatively prime with $r$. From lemma 8.11, we deduce that the class of relatively prime semi-$V$-patterns is stable by boolean combinations. In fact, consider two semi-$V$-patterns $P_1$ and $P_2$ and $\# \in \{\cup, \cap, \setminus, \Delta\}$. Observe that $\text{inv}_V(P_1) \cap \text{inv}_V(P_2) \subseteq \text{inv}_V(P_1 \# P_2) \subseteq \mathbb{Z}^m \cap V$. From these inclusions, lemma 8.11 proves that $|\mathbb{Z}^m \cap V/\text{inv}_V(P_1 \# P_2)| \cdot |\text{inv}_V(P_1 \# P_2)/\text{inv}_V(P_1) \cap \text{inv}_V(P_2)|$ is equal to the integer $|\mathbb{Z}^m \cap V/\text{inv}_V(P_1) \cap \text{inv}_V(P_2)|$. As $\text{inv}_V(P_1)$ and $\text{inv}_V(P_2)$ are two $V$-lattices relatively prime with $r$, we deduce that $\text{inv}_V(P_1) \cap \text{inv}_V(P_2)$ is relatively prime with $r$. In particular, $|\mathbb{Z}^m \cap V/\text{inv}_V(P_1 \# P_2)|$ divides an integer relatively prime with $r$ and we deduce that this integer is relatively prime with $r$. Hence $P_1 \# P_2$ is relatively prime with $r$.

The following lemma provides a geometrical characterization of these semi-$V$-patterns. This characterization and proposition 9.18 prove that the class of semi-$V$-patterns relatively prime with $r$ is stable by inverse image by $\gamma_{r,m,\sigma}$ for any $\sigma \in \Sigma^*_r$. 
Lemma 9.19. A semi-V-pattern is relatively prime with \( r \) if and only if there exists a \( V \)-lattice \( M \) relatively prime with \( r \) and a finite set \( B \subseteq \mathbb{Z}^m \) such that \( P = B + M \).

**Proof.** Remark that if \( P \) is relatively prime with \( r \) then there exists a finite subset \( B \subseteq \mathbb{Z}^m \) such that \( P = B + \text{inv}_V(X) \). Conversely, assume that there exists a \( V \)-lattice \( M \) relatively prime with \( r \) and a finite set \( B \subseteq \mathbb{Z}^m \) such that \( P = B + M \) and let us prove that \( P \) is relatively prime with \( r \). Since \( M \subseteq \text{inv}_V(X) \subseteq \mathbb{Z}^m \cap V \), lemma 8.11 shows that \(|\mathbb{Z}^m \cap V/\text{inv}_V(X)|/|\text{inv}_V(X)/M| = |\mathbb{Z}^m \cap V/M| \). As \(|\mathbb{Z}^m \cap V/M| \) is relatively prime with \( r \), we deduce that \(|\mathbb{Z}^m \cap V/\text{inv}_V(X)| \) is relatively prime with \( r \). Thus \( P \) is relatively prime with \( r \). \( \square \)

The class of semi-V-patterns relatively prime with \( r \) that are also included into a \( V \)-affine space naturally appear when computing the inverse image of a semi-V-pattern by \( \gamma_{r,m,\sigma} \) when \( \sigma \) is a word enough longer in \( \Sigma^*_{r,m} \) as proved by the following proposition 9.21.

Lemma 9.20. Any \((r, m, w)\)-cyclic semi-V-pattern \( P \) is relatively prime with \( r \) and included in the \( V \)-affine space \( A = \xi_{r,m}(w) + V \).

**Proof.** As \( P \) is \((r, m, w)\)-cyclic, we deduce that \( P = \gamma_{r,m,w}^{-1}(P) \) for any \( k \in \mathbb{N} \). From proposition 9.18, we deduce that \( P \) is relatively prime with \( r \). Moreover, from proposition 9.11 we get \( \text{saff}(P) = \xi_{r,m}(w) + \text{saff}(P) \). As \( P \) is a semi-V-pattern, we deduce that \( \text{saff}(P) \) is either empty or equal to \( V \). Hence \( \text{saff}(P) \subseteq \xi_{r,m}(w) + V \). From \( P \subseteq \text{saff}(P) \), we are done. \( \square \)

Proposition 9.21. The class of semi-V-pattern relatively prime with \( r \) and included into a \( V \)-affine space is stable by inverse image by \( \gamma_{r,m,\sigma} \) for any \( \sigma \in \Sigma^*_{r,m} \). Moreover, given a general semi-V-pattern \( P \), there exists an integer \( k \in \mathbb{N} \) such that \( \gamma_{r,m,\sigma}^{-1}(P) \) is a semi-V-pattern relatively prime with \( r \) and included into a \( V \)-affine space for any word \( \sigma \in \Sigma^*_{r,m} \).

**Proof.** Let us first consider a semi-V-pattern \( P \) relatively prime with \( r \) and included into a \( V \)-affine space \( A \), let \( \sigma \in \Sigma^*_{r,m} \) and let us prove that \( \gamma_{r,m,\sigma}^{-1}(P) \) is a semi-V-pattern relatively prime with \( r \) and included into a \( V \)-affine space. Recall that we have previously proved that \( \gamma_{r,m,\sigma}^{-1}(P) \) is a semi-V-pattern relatively prime with \( r \). Since \( P \subseteq A \), we deduce that \( \gamma_{r,m,\sigma}^{-1}(P) \subseteq A' \) where \( A' \) is the \( V \)-affine space \( A' = \Gamma_{r,m,\sigma}^{-1}(A) \). We are done.

Now, let us consider a general semi-V-pattern there exists an integer \( k \in \mathbb{N} \) such that \( \gamma_{r,m,\sigma}^{-1}(P) \) is a semi-V-pattern relatively prime with \( r \) and included into a \( V \)-affine space for any word \( \sigma \in \Sigma^*_{r,m} \). Since \( P \) is Presburger-definable, there exists an FDVA \( A \) that represents \( P \) in basis \( r \). Let us consider the integer \( k = |A| \) the number of principal states of \( A \). Now consider \( \sigma \in \Sigma^*_{r,m} \). Since \( |\sigma| \geq |A| \), the word \( \sigma \) can be decomposed in \( \sigma = \sigma_1, \sigma_2 \) such that there exists a loop \( q \xrightarrow{w} q \) where \( w \in \Sigma^*_{r,m} \) and \( q = \delta(q_0, \sigma_1) \). As \( P_q = \gamma_{r,m,\sigma_1}^{-1}(P) \) this set is a semi-V-pattern. Moreover, as \( \gamma_{r,m,w}^{-1}(P_q) = P_q \), lemma 9.20 proves that \( P_q \)
is relatively prime $r$ and included in a $V$-affine space. Finally, as $\gamma_{r,m,\sigma}^{-1}(P) = \gamma_{r,m,\sigma_2}^{-1}(P)$, the previous paragraph shows that $\gamma_{r,m,\sigma}^{-1}(P)$ is relatively prime with $r$ and included into a $V$-affine space.

Given a non-empty semi-$V$-pattern $P$ included into a $V$-affine space $A$, we naturally deduce that $\gamma_{r,m,\sigma}^{-1}(A) = \emptyset$ implies $\gamma_{r,m,\sigma}^{-1}(P) = \emptyset$. The class of semi-$V$-pattern relatively prime $r$ that are included into a $V$-affine space plays an important role since the following corollary 9.23 intensively used in the sequel proved that for this class, the converse is true: $\gamma_{r,m,\sigma}^{-1}(P) = \emptyset$ implies $\gamma_{r,m,\sigma}^{-1}(A) = \emptyset$.

**Lemma 9.22.** Let $P$ be a semi-$V$-pattern relatively prime with $r$ and included into a $V$-affine space $A$. We have $\gamma_{r,m,\sigma}^{-1}(P) = \xi_{r,m}(s) + P - \rho_{r,m}(\sigma,s)$ for any semi-$V$-pattern $P$ relatively prime with $r$ and included into a $V$-affine space $A$ and for any $(r,m)$-decomposition $(\sigma,s)$ such that $\rho_{r,m}(\sigma,s) \in A$ and such that $r^{[\sigma]} \in 1 + |Z^m \cap V|/\text{inv}_V(P)|.Z$.

**Proof.** Let us consider $x \in \gamma_{r,m,\sigma}^{-1}(P)$. We have $\gamma_{r,m,\sigma}(x) = r^{[\sigma]} \cdot x + \rho_{r,m}(\sigma,s)$. Hence $r^{[\sigma]} \cdot (x - \xi_{r,m}(s)) \in P - \rho_{r,m}(\sigma,s)$. In particular, from $P \subseteq A$ and $\rho_{r,m}(\sigma,s) \subseteq A$, we deduce that $r^{[\sigma]} \cdot (x - \xi_{r,m}(s)) \subseteq V$. Hence $x - \xi_{r,m}(s) \in Z^m \cap V$. From $r^{[\sigma]} \in 1 + |Z^m \cap V|/\text{inv}_V(P)|$, we deduce that $(r^{[\sigma]} - 1) \cdot (x - \xi_{r,m}(s)) \in \text{inv}_V(P)$. As $x - \xi_{r,m}(s) \in P - (r^{[\sigma]} - 1) \cdot (x - \xi_{r,m}(s)) - \rho_{r,m}(\sigma,s)$, we get $x \in \xi_{r,m}(s) + P - \rho_{r,m}(\sigma,s)$ and we have proved the inclusion $\gamma_{r,m,\sigma}^{-1}(P) \subseteq \xi_{r,m}(s) + P - \rho_{r,m}(\sigma,s)$. For the converse inclusion, let $x \in \xi_{r,m}(s) + P - \rho_{r,m}(\sigma,s)$. From $\gamma_{r,m,\sigma}(x) = r^{[\sigma]} \cdot (x - \xi_{r,m}(s)) + \rho_{r,m}(\sigma,s)$, we deduce that there exists $p \in P$ such that $\gamma_{r,m,\sigma}(x) = r^{[\sigma]} \cdot (p - \rho_{r,m}(\sigma,s)) + \rho_{r,m}(\sigma,s)$. Hence $\gamma_{r,m,\sigma}(x) = p + (r^{[\sigma]} - 1) \cdot (p - \rho_{r,m}(\sigma,s))$. As $\rho_{r,m}(\sigma,s)$ and $p$ are both in $A$, we deduce that $p - \rho_{r,m}(\sigma,s) \in Z^m \cap V$. Moreover, as $r^{[\sigma]} - 1 \in |Z^m \cap V|/\text{inv}_V(X)|.\mathbb{N}$, we deduce that $(r^{[\sigma]} - 1) \cdot (p - \rho_{r,m}(\sigma,s)) \in \text{inv}_V(P)$. From $p \in P$, we get $\gamma_{r,m,\sigma}(x) \in P$ and we have proved the other inclusion $\xi_{r,m}(s) + P - \rho_{r,m}(\sigma,s) \subseteq \gamma_{r,m,\sigma}^{-1}(P)$.

**Corollary 9.23 (Dense pattern corollary).** Let $P$ be a non-empty semi-$V$-pattern relatively prime with $r$ and included into a $V$-affine space $A$. The set $\gamma_{r,m,\sigma}^{-1}(P)$ is a non-empty semi-$\Gamma_{r,m,0}(V)$-pattern relatively prime with $r$ and included into the $\Gamma_{r,m,0}(V)$-affine space $\Gamma_{r,m,0}(A)$ for any word $\sigma \in \Sigma^r$ such that $\gamma_{r,m,\sigma}^{-1}(A) \neq \emptyset$.

**Proof.** As $\gamma_{r,m,\sigma}^{-1}(A)$ is non empty, there exists a couple $(w,s)$ such that $\rho_{r,m}(w,s) \in \gamma_{r,m,\sigma}(A)$ and such that $|\sigma| + |w| \in m.Z$. By replacing $w$ by a word in $w, s^*$, we can assume without loss of generality that $r^{[\sigma,w]} \in 1 + |Z^m \cap V|/\text{inv}_V(P)|.Z$. From lemma 9.22, we deduce that $\gamma_{r,m,\sigma,w}^{-1}(P) = \xi_{r,m}(s) + P - \rho_{r,m}(\sigma,w,s)$. As $\gamma_{r,m,\sigma,w}(P) = \gamma_{r,m,w}(\gamma_{r,m,\sigma}(P))$ and $\gamma_{r,m,\sigma,w}(P) \neq \emptyset$, we deduce that $\gamma_{r,m,\sigma}^{-1}(P) \neq \emptyset$. From proposition 9.11, we deduce that $\gamma_{r,m,\sigma}^{-1}(P)$ is a semi-$\Gamma_{r,m,0}(V)$-pattern. Let us now show that $\gamma_{r,m,\sigma}^{-1}(P)$ is relatively
prime with $r$. Since $P \subseteq A$, we deduce that $\gamma_{r,m,\sigma}^{-1}(P)$ is included in the $\Gamma_{r,m,0}(V)$-affine space $\Gamma_{r,m,\sigma}^{-1}(A)$. Now, let us prove that $\gamma_{r,m,\sigma}^{-1}(P)$ is relatively prime with $r$. From proposition 9.18 we deduce that $\gamma_{r,m,\sigma}^{-1}\left(\text{inv}_V(P)\right) \subseteq \text{inv}_V(\gamma_{r,m,\sigma}^{-1}(P))$. As $\text{inv}_V(P)$ is relatively prime with $r$ we get $\gamma_{r,m,\sigma}^{-1}\left(\text{inv}_V(P)\right) = \text{inv}_V(P)$. Hence $\gamma_{r,m,0}\left(\gamma_{r,m,\sigma}^{-1}\left(\text{inv}_V(P)\right)\right) = \gamma_{r,m,0}\left(\gamma_{r,m,\sigma}^{-1}\left(\text{inv}_V(P)\right)\right) = \gamma_{r,m,\sigma}^{-1}\left(\text{inv}_V(P)\right)$ and we have proved that $\gamma_{r,m,\sigma}^{-1}\left(\text{inv}_V(P)\right)$ is relatively prime with $r$. From the inclusion $\gamma_{r,m,\sigma}^{-1}\left(\text{inv}_V(P)\right) \subseteq \text{inv}_V(\gamma_{r,m,\sigma}^{-1}(P))$ and lemma 8.11 we deduce that $\text{inv}_V(\gamma_{r,m,\sigma}^{-1}(P))$ is relatively prime with $r$. We are done. $\square$
Degenerate Sets

Given a vector space $V$, a subset $X \subseteq Q^m$ is said $V$-degenerate if $V$ is not included in $\text{sa}(Z^m \cap X)$. The following lemma [10.1] shows that the binary relation $\sim^V$ defined over the subsets of $Q^m$ by $X_1 \sim^V X_2$ if and only if $X_1 \Delta X_2$ is $V$-degenerate, is an equivalence relation. The equivalence class for $\sim^V$ of a subset $X \subseteq Q^m$ is denote by $[X]^V$.

**Lemma 10.1.** The binary relation $\sim^V$ is an equivalence.

**Proof.** The binary relation $\sim^V$ is an equivalence relation. Naturally $\sim^V$ is reflexive and symmetric. So, it is sufficient to prove that $\sim^V$ is transitive. Consider $X_1, X_2, X_3 \subseteq Q^m$ such that $X_1 \sim^V X_2$ and $X_2 \sim^V X_3$ and let us prove that $X_1 \sim^V X_3$. We have $Z^m \cap (X_1 \Delta X_3) \subseteq (Z^m \cap (X_1 \Delta X_2)) \cup (Z^m \cap (X_2 \Delta X_3))$ and from inseparable lemma [9.2] we deduce that $V$ is not included in $\text{sa}(Z^m \cap (X_1 \Delta X_3))$. Hence $X_1 \sim^V X_3$. \(\Box\)

Given two equivalence classes $X_1$ and $X_2$ and a boolean operation $\#$ $\in \{\cup, \cap, \backslash, \Delta\}$, the following lemma [10.2] shows that $[X_1 \# X_2]^V$ is independent of $X_1 \in X_1$ and $X_2 \in X_2$. This equivalence class is naturally denoted by $X_1 \#^V X_2$.

**Lemma 10.2.** We have $[X_1 \# X_2]^V = [X_1' \# X_2']^V$ for any $X_1, X_1', X_2, X_2' \subseteq Q^m$ such that $X_1 \sim^V X_1'$ and $X_2 \sim^V X_2'$ and for any $\# \in \{\cup, \cap, \backslash, \Delta\}$.

**Proof.** Let us prove that $(X_1 \# X_2) \Delta (X_1' \# X_2') \subseteq (X_1 \Delta X_1') \# (X_2 \Delta X_2')$ for any $X_1, X_1', X_2, X_2' \subseteq Q^m$ and for any $\# \in \{\cup, \cap, \backslash, \Delta\}$.

Case $\#$ equals to $\cup$: in this case, we have the equality $(X_1 \# X_2) \Delta (X_1' \# X_2') = (X_1 \Delta X_1') \# (X_2 \Delta X_2')$ and we are done.

Case $\#$ equals to $\cap$: we have $(X_1 \# X_2) \Delta (X_1' \# X_2') = ((X_1 \cap X_2) \backslash (X_1' \cap X_2')) \cup ((X_1' \cap X_2) \backslash (X_1 \cap X_2'))$. Remark that $(X_1 \cap X_2) \backslash (X_1' \cap X_2') = ((X_1 \cap X_2) \backslash (X_1 \cap X_2')) \cup ((X_1 \cap X_2) \backslash (X_1 \cap X_2')) \cup ((X_1 \cap X_2) \backslash (X_1 \cap X_2'))$. From $(X_1 \cap X_2) \backslash (X_1 \cap X_2') \subseteq X_1 \cap X_2$ and $(X_1 \cap X_2) \backslash (X_1' \cap X_2') \subseteq X_1 \cap X_2$, we deduce that $(X_1 \cap X_2) \backslash (X_1' \cap X_2') \subseteq (X_1 \cap X_2) \backslash (X_1' \cap X_2') \subseteq (X_1 \cap X_2) \backslash (X_1' \cap X_2') \subseteq (X_1 \Delta X_1') \cup (X_2 \Delta X_2')$. By symmetry, we also get $(X_1' \cap X_2') \backslash (X_1 \cap X_2) \subseteq (X_1 \Delta X_1') \cup (X_2 \Delta X_2')$. We are done.
Case \# equals to \; this case can be reduced to the previous case \cap. In fact, if \# is equal to \; then \((X_1 \# X_2) \Delta (X_1' \# X_2') = (X_1 \cap (Q^m \setminus X_2)) \Delta (X_1' \cap (Q^m \setminus X_2'))\). From the previous case \cap, we deduce that \((X_1 \cap (Q^m \setminus X_2)) \Delta (X_1' \cap (Q^m \setminus X_2')) \subseteq (X_1 \Delta X_1') \cup ((Q^m \setminus X_2) \Delta (Q^m \setminus X_2')).\) As \((Q^m \setminus X_2) \Delta (Q^m \setminus X_2') = X_2 \Delta X_2'\), we are done.

Case \# equals to \cup: we have \((X_1 \# X_2) \Delta (X_1' \# X_2') = ((X_1 \cup X_2) \setminus (X_1' \cup X_2')) \cup ((X_1' \cup X_2') \setminus (X_1 \cup X_2))\). Remark that \((X_1 \cup X_2) \setminus (X_1' \cup X_2') = (X_1 \setminus (X_1' \cup X_2')) \cup (X_2 \setminus (X_1' \cup X_2'))\). From \(X_1 \setminus (X_1' \cup X_2') \subseteq X_1 \setminus X_1'\) and \(X_2 \setminus (X_1' \cup X_2') \subseteq X_2 \setminus X_2'\), we deduce that \((X_1 \cup X_2) \setminus (X_1' \cup X_2') \subseteq (X_1 \setminus X_1') \cup (X_2 \setminus X_2')\). As \((X_1 \setminus X_1') \cup (X_2 \setminus X_2')\), we also get \((X_1' \cup X_2') \setminus (X_1 \cup X_2) \subseteq (X_1 \Delta X_1') \cup (X_2 \Delta X_2')\). By symmetry, we also get \((X_1' \cup X_2') \setminus (X_1 \cup X_2) \subseteq (X_1 \Delta X_1') \cup (X_2 \Delta X_2')\). We are done.

From inseparable lemma \ref{9.2} we deduce that if \(X_1 \sim^V X_1'\) and \(X_2 \sim^V X_2'\) then \(X_1 \# X_2 \sim^V X_1' \# X_2'\) for any \# \in \{\cup, \cap, \setminus, \Delta\}. \quad \Box

For any equivalence class \(X\) and for any word \(\sigma \in \Sigma^*_r\), following lemma \ref{10.3} shows that the equivalence class \([\gamma_{r,m,\sigma}^{-1}(X)]^V\) does not depend on \(X \in X\). This equivalence class is denoted by \(\gamma_{r,m,\sigma}^{-1}(X)\).

**Lemma 10.3.** We have \(\gamma_{r,m,\sigma}(X) \sim^V \gamma_{r,m,\sigma}(X')\) for any \(X, X' \subseteq Q^m\) such that \(X \sim^V X'\), and for any \(\sigma \in \Sigma^*_r\).

**Proof.** Consider \(X, X' \subseteq Q^m\) such that \(X \sim^V X'\). We denote by \(Z = Z^m \cap (X \Delta X')\). As \(X \sim^V X'\), the vector space \(V\) is not included in \(saff(Z)\). We have \(Z^m \cap (\gamma_{r,m,\sigma}^{-1}(X_1) \Delta \gamma_{r,m,\sigma}^{-1}(X_2)) = \gamma_{r,m,\sigma}^{-1}(Z)\). From covering lemma we get \(saff(\gamma_{r,m,\sigma}^{-1}(Z)) \subseteq I_{r,m,\sigma}^{-1}(saff(Z))\). By considering the direction of the previous inclusion, we get \(saff(\gamma_{r,m,\sigma}^{-1}(Z)) \subseteq \gamma_{r,m,\sigma}^{-1}(saff(Z))\). Therefore \(\gamma_{r,m,\sigma}^{-1}(X) \sim^V \gamma_{r,m,\sigma}^{-1}(X')\).

The following lemma \ref{10.4} provides a commutativity result.

**Lemma 10.4.** We have \(\gamma_{r,m,\sigma}(X_1 \# X_2) = \gamma_{r,m,\sigma}(X_1) \# \gamma_{r,m,\sigma}(X_2)\) for any equivalence class \(X_1\) and \(X_2\), for any \# \in \{\cup, \cap, \setminus, \Delta\}, and for any \(\sigma \in \Sigma^*_r\).

**Proof.** Consider \(X_1 \in X_1\) and \(X_2 \in X_2\). We have \(\gamma_{r,m,\sigma}(X_1 \# X_2) = [\gamma_{r,m,\sigma}^{-1}(X_1 \# X_2)]^V = [\gamma_{r,m,\sigma}^{-1}(X_1)]^V \# [\gamma_{r,m,\sigma}^{-1}(X_2)]^V = \gamma_{r,m,\sigma}(X_1) \# \gamma_{r,m,\sigma}(X_2)\). \quad \Box
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Polyhedrons

In this section, we recall the definition of a polyhedron and associate to a polyhedron $C$ included into a vector space $V$, a boundary that only depends on the equivalence class $[C]^V$.

Fig. 11.1. Let $\alpha = (1,1)$. On the left $\{x \in \mathbb{Q}^2; \langle \alpha, x \rangle < 0 \}$. On the right $\{x \in \mathbb{Q}^2; \langle \alpha, x \rangle > 0 \}$.

11.1 Orientation

A $V$-hyperplane $H$, where $V$ is a vector space, is a set of the form $\{x \in V; \langle \alpha, x \rangle = c \}$ where $(\alpha, c) \in (V\setminus\{e_0, m\}) \times \mathbb{Q}$. A $V$-hyperplane $H$ provides a partition of $V\setminus H$ into two open $V$-half spaces $\{x \in V; \langle \alpha, x \rangle < c \}$ and
\[ \{ x \in V; \langle \alpha, x \rangle > c \} \] that only depends on the \( V \)-hyperplane \( H \) (see figures 11.1).

An orientation \( o \) is a function that associate to any couple \((V, H)\) where \( H \) is a \( V \)-hyperplane, one of these two open \( V \)-half spaces. Given an implicit orientation \( o \), we denote by \((V, H)^\geq\) and \((V, H)^\leq\) the open \( V \)-half spaces \((V, H)^\geq = o(V, H)\) and \((V, H)^\leq = (V \setminus H) \setminus o(V, H)\). We denote by \((V, H)^\hyperplane\) the hyperplane \( H \) and the closed \( V \)-half spaces \((V, H)^\geq\) and \((V, H)^\leq\) are naturally defined by \((V, H)^\geq = H \cup (V, H)^\geq\) and \((V, H)^\leq = H \cup (V, H)^\leq\).

Remark that a \( V \)-hyperplane \( H \) is an affine space and in particular \( \overline{H} \) is well defined. Moreover, \( \overline{H} \) is also a \( V \)-hyperplane. Remark that \( H + (V, \overline{H})^\geq\) is an open half space of the form \((V, H)^\#\) where \# \( \in \{<, >\} \) depends on \( H \). A uniform orientation is an orientation that only depends on the direction of the \( V \)-hyperplane \( \overline{H} \): we have \((V, H)^\# = H + (V, \overline{H})^\#\) for any \# \( \in \{\leq, <, =, >, \geq\}\).

In the remaining of this paper, we assume fixed a uniform orientation (see Remark 11.1 for the existence of such an effective and efficient orientation). Moreover when \( V \) is implicit, the set \((V, H)^\#\) is simply written \( H^\#\).

Remark 11.1. Consider the function \( o \) that associate to any \((V, H)\) where \( H \) is a \( V \)-hyperplane, the open \( V \)-half space \( H + (\mathbb{Q}_+ \setminus \{0\}) \cdot \Pi_V(e_i)\) where \( i \in \{1, \ldots, m\} \) is the least (for \( \leq \)) integer such that \( \Pi_V(e_i) \not\in \overline{H} \). Remark that such an integer \( i \) exists because if \( \Pi_V(e_i) \in \overline{H} \) for any \( i \in \{1, \ldots, m\} \), then \( V \subseteq \overline{H} \) which is impossible. Remark that \( o \) is an uniform orientation computable in polynomial time.

11.2 \( V \)-polyhedral equivalence class

Recall that a polyhedron \( C \) of \( \mathbb{Q}^m \) is a boolean combination in \( \mathbb{Q}^m \) of sets \( H^\#\) where \( H \) is a \( \mathbb{Q}^m \)-hyperplane and \# \( \in \{\leq, <, =, >, \geq\} \). A \( V \)-polyhedron \( C \) is a polyhedron included into a vector space \( V \). A polyhedron \( C \) is said \((V, \mathcal{H})\)-definable, where \( \mathcal{H} \) is a finite set of \( V \)-hyperplanes if \( C \) is a boolean combination in \( V \) of sets in \{\( H^\#; (H, \#) \in \mathcal{H} \times \{\leq, <, =, >, \geq\}\}\).

Lemma 11.2. A polyhedron is a \( V \)-polyhedron if and only if it is \((V, \mathcal{H})\)-definable for a finite set \( \mathcal{H} \) of \( V \)-hyperplanes.

Proof. Naturally, if \( C \) is \((V, \mathcal{H})\)-definable then \( C \) is a \( V \)-polyhedron. For the converse, consider a \( V \)-polyhedron \( C \). By definition \( C \subseteq V \) and there exists \( D_0 \in \mathcal{C}(\mathbb{Q}^m \setminus \{e_0, m\}) \) and \( K \in \mathcal{C}(\mathbb{Q}) \) such that \( C \) is a boolean combination in \( \mathbb{Q}^m \) of sets \( \{x \in \mathbb{Q}^m; \langle \alpha_0, x \rangle \neq c\} \) where \( \langle \alpha_0, c \rangle \in D_0 \times K \) and \# \( \in \{\leq, <, =, >, \geq\} \). From \( C \subseteq V \) we deduce that \( C = C \cap V \) and in particular \( C \) is a boolean combination in \( V \) of sets \( \{x \in V; \langle \alpha, x \rangle \neq c\} = \{x \in V; \langle \Pi_V(\alpha_0), x \rangle \neq c\} \). Let \( D = \Pi_V(D_0) \setminus \{e_0, m\} \) and consider the set of \( V \)-hyperplanes \( \mathcal{H} = \{x \in V; \langle \alpha, x \rangle = c\}; \langle \alpha, c \rangle \in D \times K \} \) and let us prove that \( C \) is \((V, \mathcal{H})\)-definable.
Let \((\alpha_0, c) \in D_0 \times K\). Remark that \(\{x \in V : \langle \Pi_V(\alpha_0), x \rangle \neq c\}\) is either empty or equal to \(V\) in the case \(\Pi_V(\alpha_0) = e_{0,m}\), or it is in the class \(\{H^\#; (H, \#) \in \mathcal{H} \times \{\leq, <, =, >, \geq\}\}\) if \(\Pi_V(\alpha_0) \neq e_{0,m}\).

**Definition 11.3.** A \(V\)-polyhedral equivalence class \(C\) is the equivalence class for \(\sim^V\) of a \(V\)-polyhedron.

**Definition 11.4.** Given a finite set \(\mathcal{H}\) of \(V\)-hyperplanes and a sequence \(\# \in \{<, >\}^\mathcal{H}\), we denote by \(C_{V,\#}\) the open convex \(V\)-polyhedron \(C_{V,\#} = \bigcap_{H \in \mathcal{H}} H^\#\) (if \(\mathcal{H} = \emptyset\), then \(C_{V,\#} = V\)).

Given a \((V, \mathcal{H})\)-definable polyhedron \(C\), remark that \(C \setminus (\bigcup_{H \in \mathcal{H}} H)\) is a finite union of open convex polyhedrons \(C_{V,\#}\) where \(\# \in \{<, >\}^\mathcal{H}\). As \(|C|_V = [C \setminus (\bigcup_{H \in \mathcal{H}} H)]_V\), this property will be useful for decomposing \(V\)-polyhedrons.

**11.4 Degenerate polyhedrons**

We geometrically characterize the \(V\)-degenerate \(V\)-polyhedrons (see figure 11.2) thanks to the following proposition 11.7.

We first prove the following two lemmas 11.5 and 11.6.

---

Fig. 11.2. Let \(V = \mathbb{Q}^2\). On the left a \(V\)-degenerate \(V\)-polyhedron \(C_1\). On the right a non \(V\)-degenerate \(V\)-polyhedron \(C_2\).
Lemma 11.5. For any $V$-hyperplanes $H_1, H_2$ such that $H_1^* = H_2^*$, the open convex $V$-polyhedron $H_1^* \cap H_2^*$ is $V$-degenerate.

Proof. Let $\alpha \in \mathbb{Z}^m \cap V \setminus \{e_{0,m}\}$ and $c_1, c_2 \in \mathbb{Q}$ such that $H_1^* = \{x \in V; \langle \alpha, x \rangle > c_1\}$ and such that $H_2^* = \{x \in V; \langle \alpha, x \rangle < c_2\}$. Let us prove that $C = H_1^* \cap H_2^*$ is $V$-degenerate. Let $K = \{k \in \mathbb{Z}; c_1 < k < c_2\}$ and remark that for any $x \in \mathbb{Z}^m \cap C$ we can $1 < \langle \alpha, x \rangle < c_2$ and $\langle \alpha, x \rangle \in \mathbb{Z}$. Hence, there exists $k \in K$ such that $\langle \alpha, x \rangle = k$. We deduce that $\mathbb{Z}^m \cap C \subseteq \bigcup_{k \in K} H_k$ where $H_k$ is the $V$-hyperplane $H_k = \{x \in V; \langle \alpha, x \rangle = k\}$. Hence $\text{saff}(\mathbb{Z}^m \cap C) \subseteq \{x \in V; \langle \alpha, x \rangle = 0\}$. As $\alpha$ is in $V$ but not in this semi-vector space, we deduce that $V$ is not included in $\text{saff}(\mathbb{Z}^m \cap C)$. Hence $C$ is $V$-degenerate. □

Lemma 11.6. We have $[C_{V,#}]^V \neq [\emptyset]^V$ if and only if $\bigcap_{H \in \mathcal{H}} H^# \neq \emptyset$ for any $\mathcal{H}$ is a finite set of $V$-hyperplanes.

Proof. Let us consider a sequence $(\alpha_H, c_H)_{H \in \mathcal{H}}$ of elements in $(V \setminus \{e_{0,m}\}) \times \mathbb{Q}$ such that $H^# = \{x \in V; \langle \alpha_H, x \rangle > c_H\}$, and let $C = \bigcap_{H \in \mathcal{H}} H^#$. Assume first that $\bigcap_{H \in \mathcal{H}} H^# \neq \emptyset$ and let us prove that $C$ is non $V$-degenerate. Consider a vector $v$ in this open convex $V$-polyhedron and remark that $\langle \alpha_H, v \rangle > 0$ for every $H \in \mathcal{H}$. By replacing $v$ by a vector in $(\mathbb{N} \setminus \{0\})v$, we can assume that $v \in \mathbb{Z}^m \cap C$. Let us first show that there exists $x_0 \in \mathbb{Z}^m \cap V$. By replacing $V_0$ by $V_0 + k \cdot v$ where $k$ is enough larger, we can assume that $\langle \alpha_H, v_0 \rangle > 0$ for any $(v_0, H) \in V_0 \times \mathcal{H}$. We know that there exists a finite set $V_0$ of vectors in $\mathbb{Z}^m$ that generates $V$. By replacing $V_0$ by $V_0 + k \cdot v$ where $k$ is enough larger, we can assume that $\langle \alpha_H, v_0 \rangle > 0$ for any $(v_0, H) \in V_0 \times \mathcal{H}$. We have proved that $x_0 + \sum_{v_0 \in V_0} \mathbb{N} \cdot v_0 \subseteq \mathbb{Z}^m \cap C$. From covering lemma [9.9], we get $\text{saff}(x_0 + \sum_{v_0 \in V_0} \mathbb{N} \cdot v_0) = x_0 + V$. Hence $V \subseteq \text{saff}(\mathbb{Z}^m \cap C)$. Therefore $C$ is non $V$-degenerate.

Now, assume that $\bigcap_{H \in \mathcal{H}} H^# = \emptyset$. Hence, for any $v \in V$, there exists $H \in \mathcal{H}$ such that $\langle \alpha_H, v \rangle \leq 0$. In particular for any $v \in C$, there exists $H \in \mathcal{H}$ such that $c_H < \langle \alpha_H, v \rangle \leq 0$. Lemma [11.5] shows that $C$ is $V$-degenerate. □

Proposition 11.7. A $V$-polyhedron is $V$-degenerate if and only if it is included into a finite union of $H_1^* \cap H_2^*$ where $H_1$ and $H_2$ are two $V$-hyperplanes with the same direction.

Proof. As a finite union of $V$-degenerate subsets of $V$ remains $V$-degenerate, we deduce from lemma [11.5] that if a $V$-polyhedron is included into a finite union of $H_1^* \cap H_2^*$ where $H_1$ and $H_2$ are two $V$-hyperplanes with the same direction, then it is $V$-degenerate.

For the converse consider a $V$-polyhedron $C$ such that for any finite set $D \subseteq V \setminus \{e_{0,m}\}$, the $V$-polyhedron $C$ is not included in $\bigcup_{x \in D} \{x \in V; \langle \alpha, x \rangle < -1\}$. If C is not included in $\bigcup_{x \in D} \{x \in V; \langle \alpha, x \rangle < -1\}$, then C is not included in any $\bigcup_{x \in D} \{x \in V; \langle \alpha, x \rangle < -1\}$, which is a contradiction.
Let $\mathcal{K}$ be a finite set of $V$-hyperplanes such that $C$ is $(V,\mathcal{K})$-definable. Recall that $C' = C \setminus \bigcup_{H \in \mathcal{K}} H$ is a finite union of open convex definable polyhedron $C_{V,H}$ where $H \in \{\langle <, > \rangle \}^2$ and it satisfies $[C]^V = [C']^V$. So, we can assume without loss of generality that $C = C_{V,H}$. Consider a sequence $(\alpha_H, c_H)_{H \in \mathcal{K}}$ of elements in $(V \setminus \{e_0, m\}) \times \mathbb{R}$ such that $H^{\#} = \{x \in V; \langle \alpha_H, x \rangle > c_H\}$. Naturally, $C \neq \emptyset$ (otherwise we obtain a contradiction).

Hence, there exists $x_0 \in C$. Let us consider $c \in \mathbb{R}$ such that $c \geq 1, c \geq \langle \alpha_H, x_0 \rangle$ and $c \geq -c_H$ for any $H \in \mathcal{K}$. As $C$ is not included in $\bigcup_{H \in \mathcal{K}} \{x \in V; -1 < \langle \alpha_H, x \rangle < 1\}$, there exists $x_1 \in C$ and such that for any $H \in \mathcal{K}$ either $\langle \alpha_H, x_1 \rangle > c$ or $\langle \alpha_H, x_1 \rangle < -c$. As $x_1 \in C$, recall that $\langle \alpha_H, x_1 \rangle > c$.

Hence $\langle \alpha_H, x_1 \rangle < -c$ implies $c < -c = \langle \alpha_H, x_1 \rangle$ which is impossible. Therefore $\langle \alpha_H, x_1 \rangle > c$ for any $H \in \mathcal{K}$. Consider $v = x_1 - x_0$ and remark that $\langle \alpha_H, v \rangle > 0$ for any $H \in \mathcal{K}$. Hence $v$ is in $\bigcap_{H \in \mathcal{K}} H^{\#}$. From lemma 11.10, we deduce that $C$ is non $V$-degenerate. □

Example 11.8. The $\mathbb{Q}^2$-polyhedrons $C_1 = \{x \in \mathbb{Q}^2; (-1 \leq x[1] + x[2] \leq 1) \lor (-1 \leq x[1] - x[2] \leq 1)\}$ and $C_2 = \{x \in \mathbb{Q}^2; -x[1] + 2.x[2] \geq 0 \land 2.x[1] - x[2] \geq 0\}$ are given in figure 11.2. Remark that $C_1$ is $\mathbb{Q}^2$-degenerate because $\text{sa}f(Z^m \cap C_1) = V_1 \cup V_2$ where $V_1 = \{x \in \mathbb{Q}^2; x[1] = x[2]\}$ and $V_2 = \{x \in \mathbb{Q}^2; x[1] + x[2] = 0\}$, and $C_2$ is non $\mathbb{Q}^2$-degenerate because $\text{sa}f(Z^m \cap C_2) = \mathbb{Q}^2$.

11.5 Boundary

We are interested in associating to a $V$-polyhedral equivalence class $\mathcal{C}$, a set of $V$-hyperplanes that intuitively corresponds to the “constraints of $\mathcal{C}$”.

A possible $V$-boundary $\mathcal{K}$ of a $V$-polyhedral equivalence class $\mathcal{C}$ is a finite set of $V$-hyperplanes such that there exists a $(V,\mathcal{K})$-definable polyhedron in $\mathcal{C}$. Following lemma shows that a possible $V$-boundary can be translated, and in particular the direction of any possible $V$-boundary remains a possible $V$-boundary.

Lemma 11.9. For any possible $V$-boundary $\mathcal{K}$ of a $V$-polyhedral equivalence class $\mathcal{C}$ and for any sequence $(V_H)_{H \in \mathcal{K}}$ of non-empty finite subset of $V$, the set $\{v + H; H \in \mathcal{K}; v \in V_H\}$ is a possible $V$-boundary of $\mathcal{C}$.

Proof. There exists a $(V,\mathcal{K})$-definable polyhedron $C \in \mathcal{C}$. That means $C$ is a boolean combination in $V$ of sets in $\{H^{\leq}, H^{<}, H^>, H^{\geq}; H \in \mathcal{K}\}$. Lemma 11.5 proves that $[\langle v + H \rangle]^V = [H]^V$ for any $(H, \#) \in \mathcal{K} \times \{\leq, <, =, >, \geq\}$ and for any $v \in V_H$. □

Lemma 11.10. Let $C$ be an open convex $V$-polyhedron and $H_1$ be a $V$-hyperplane such that $[C \cap H_1^<]^V \neq [0]^V$ and $[C \cap H_1^>]^V \neq [0]^V$. For any $V$-hyperplane $H_0$ such that $H_0 \neq H_1$, there exist $\#_0 \in \{<, >\}$ such that $[C \cap H_0^\#_0 \cap H_1^<]^V \neq [0]^V$ and $[C \cap H_0^\#_0 \cap H_1^>]^V \neq [0]^V$. 
Proof. As $C$ is an open convex set, there exists a finite set $\mathcal{H}$ of $V$-hyperplanes and $\# \in \langle <, > \rangle ^{\mathcal{H}}$ such that $C = C_{V, \#}$. Let us consider a sequence $(\alpha_H, c_H)_{H \in \mathcal{H}}$ of elements in $(V \setminus \{e_{0,m}\}) \times \mathbb{Q}$ such that $H_{\#} = \{x \in V; \langle \alpha_H, x \rangle \#_H c_H \}$. Let us also consider $(\alpha_0, c_0)$ and $(\alpha_1, c_1)$ in $(V \setminus \{0\}) \times \mathbb{Q}$ such that $H_{\#}^0 = \{x \in V; \langle \alpha_0, x \rangle \#_0 c_0 \}$ and $H_{\#}^1 = \{x \in V; \langle \alpha_1, x \rangle \#_1 c_1 \}$. As $[C \cap H_{\#}^1]^V \neq [0]^V$, lemma 11.6 shows that there exists $v_{\#} \in \mathbb{Q}^m$ such that $\langle \alpha_1, v_{\#} \rangle \#_1 0$ and such that $\langle \alpha_H, v_{\#} \rangle \#_H 0$ for any $H \in \mathcal{H}$.

Let us first prove that there exists a finite set $V_1$ of vectors in $\cap_{H \in \mathcal{H}} \overline{H}_{\#}^H$ that generates $\overline{H}_1$. There exist $\mu_<$ and $\mu_>$ in $\mathbb{Q}_+ \setminus \{0\}$ such that the vector $v = \mu_< v_< + \mu_> v_>$ satisfies $\langle \alpha_1, v \rangle = 0$. Remark that $v \in \overline{H}_1$ and satisfies $\langle \alpha_H, v \rangle \#_H 0$ for any $H \in \mathcal{H}$. Let us consider a finite set of vectors $V_1$ that generate $\overline{H}_1$ and just remark that there exists $\mu \in \mathbb{Q}_+$ such that $\langle \alpha_H, v \rangle \#_H 0$ for any $(H, v) \in \mathcal{H} \times (V_1 + \mu v_)$. Finally, as $V_1$ generates $\overline{H}_1$ and $v \in \overline{H}_1$, the set $V_1 + \mu v_-$ also generates $\overline{H}_1$. By replacing $V_1$ by $V_1 + \mu v_-$, we are done.

Naturally, if $V_1 \subseteq \overline{H}_0$ then $\overline{H}_1 = \overline{H}_0$ which is impossible. Hence, there exists $v_1 \in V_1$ such that $\langle \alpha_0, v_1 \rangle \neq 0$. Let $\#_0 \in \langle <, > \rangle$ such that $\langle \alpha_0, v_1 \rangle \#_0$. Remark that there exists $\mu \in \mathbb{Q}_+$ such that $v_{\#} = \mu \cdot v_1 \in \cap_{H \in \mathcal{H}} \overline{H}_{\#}^H \cap \overline{H}_{\#}^0 \cap \overline{H}_{\#}^1$ for any $\#_1 \in \langle <, > \rangle$. Lemma 11.6 shows that $[C \cap H_{\#}^0 \cap H_{\#}^1]^V \neq [0]^V$ and $[C \cap H_{\#}^1 \cap H_{\#}^0]^V \neq [0]^V$. \hfill \□

**Lemma 11.11.** Let $C$ be an open convex $V$-polyhedron and $H$ be a $V$-hyperplane such that $[C \cap H_{\#}]^V \neq [0]^V$ and $[C \cap H_{\#}]^V \neq [0]^V$. The set $C \cap H$ is non-$H$-degenerate open convex $\overline{H}$-polyhedron.

**Proof.** Without loss of generality, we can assume that $\overline{C} = X$ and $\overline{H} = H$. Since $C \cap H_{\#}$ is an open convex non-$V$-degenerate $V$-polyhedron, there exists a vector $v_{\#}$ in this set. Let us remark that there exists two rational numbers $x_1, x_2$ in $\mathbb{Q}_+ \setminus \{0\}$ such that $x = x_1 v_< + x_2 v_\# \in H$. Since $x_1, x_2$ are both in $C$ and $x_1, x_2$ are strictly positive rational numbers, we deduce that $x \in C$. Hence $x \in H \cap C$ and from lemma 11.6 we deduce that $H \cap C$ is non-$H$-degenerate. \hfill \□

**Proposition 11.12.** Let $\mathcal{E}$ be a $V$-polyhedral equivalence class and $\mathcal{H}_V(\mathcal{E})$ be the set of $V$-hyperplanes $H$ such that there exists an open convex $V$-polyhedron $C_H$ such that $[C_H \cap H_{\#}^V]^V \neq [0]^V$ and $[C_H \cap H_{\#}^V]^V \neq [0]^V$, and such that $[C_H]^V \cap \mathcal{E}$ is equal to one of these two equivalence classes. The set $\mathcal{H}_V(\mathcal{E})$ is a possible $V$-boundary of $\mathcal{E}$ included into the direction of any possible $V$-boundary of $\mathcal{E}$.

**Proof.** Let us first consider a possible $V$-boundary $\mathcal{H}$ of $\mathcal{E}$ and let us prove that for any $H_0 \in \mathcal{H} \setminus \mathcal{H}_V(\mathcal{E})$, the set $\mathcal{H} \setminus \{H_0\}$ is a possible $V$-boundary of $\mathcal{E}$. Let $\mathcal{H}' = \mathcal{H} \setminus \{H_0\}$. As $\mathcal{H}$ is a possible $V$-boundary of $\mathcal{E}$, there exists a $(V, \mathcal{H})$-definable polyhedron $C$ in $\mathcal{E}$. We have the following equality:
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\[ e = \left[ C \setminus \left( \bigcup_{H \in \mathcal{H}} H \right) \right]^{V} \]

\[ = \bigcup_{\# \in \{<,>\}^{V}} \left[ C_{V,\#} \cap H_{0}^\# \cap C \right]^{V} \cup^{V} \left[ C_{V,\#} \cap H_{0}^\# \cap C \right]^{V} \]

As \( C \) is \((V, \mathcal{H})\)-definable, we deduce that \( C_{V,\#} \cap H_{0}^\# \cap C \) is either empty or equal to \( C_{V,\#} \cap H_{0}^\# \). Let us prove that \( [C_{V,\#} \cap C]^{V} \) is either equal to \( [0]^{V} \) or equal to \([C_{V,\#}]^{V}\). Naturally, if \( C_{V,\#} \cap H_{0}^\# \) or \( C_{V,\#} \cap H_{0}^\# \) is \( V \)-degenerate, we are done. Otherwise, \( [C_{V,\#} \cap H_{0}^\#]^{V} \) and \( [C_{V,\#} \cap H_{0}^\#]^{V} \) are equal to \([0]^{V}\).

As \( C_{V,\#} \) is an open \( V \)-polyhedron and \( H_{0} \notin \mathcal{H}_{V}(\mathcal{C}) \), we deduce that \( [C_{V,\#}]^{V} \cap^{V} e \) is neither equal to \([0]^{V}\) nor equal to \([C_{V,\#} \cap H_{0}^\#]^{V}\).

Finally, let us now consider a possible \( V \)-boundary \( \overline{H_{0}} \in \mathcal{H}_{V}(\mathcal{C}) \), and let us prove that \( \overline{H_{0}} \in \mathcal{H} \). Lemma 11.9 shows that we can assume that \( \overline{H_{0}} = \mathcal{H} \). As \( H_{0} \in \mathcal{H}_{V}(\mathcal{C}) \), there exists an open convex \( V \)-polyhedron \( C_{H_{0}} \) such that \( [C_{H_{0}} \cap H_{0}^\#]^{V} \neq [0]^{V} \) and \( [C_{H_{0}} \cap H_{0}^\#]^{V} \neq [0]^{V} \) and such that \( [C_{H_{0}}]^{V} \cap^{V} e \) is either equal to \([0]^{V}\) or equal to \([C_{V,\#}]^{V}\). In particular, \( [C_{H_{0}} \cap C_{V,\#}]^{V} \cap^{V} e \) is either equal to \([0]^{V}\) or equal to \([C_{H_{0}} \cap C_{V,\#}]^{V}\). Moreover, \( [C_{H_{0}}]^{V} \cap^{V} e \) is either equal to \([C_{H_{0}} \cap C_{V,\#}]^{V}\) or \([C_{H_{0}} \cap C_{V,\#}]^{V}\). Hence there exists \( \#_{0} \in \{<,>\}^{V} \) such that \( [C_{H_{0}} \cap C_{V,\#} \cap H_{0}^\#]^{V} \) is either equal to \([0]^{V}\) or equal to \([C_{H_{0}} \cap C_{V,\#}]^{V}\). The first case is impossible and the second case implies \( [C_{H_{0}} \cap C_{V,\#} \cap H_{0}^\#]^{V} = [0]^{V} \) where \( \#_{0} \in \{<,>\} \setminus \{\#_{0}\} \). We obtain a contradiction. Therefore \( \overline{H_{0}} \notin \mathcal{H} \). \( \square \)

The previous proposition 11.12 shows in particular that the set of directions of possible \( V \)-boundaries of a \( V \)-polyhedron \( C \), owns a minimal elements for \( \subseteq \).

**Definition 11.13.** The finite class \( \overline{\mathcal{H}}_{V}(\mathcal{C}) \) is denoted by \( \text{bound}_{V}(\mathcal{C}) \) and called the \( V \)-boundary of \( \mathcal{C} \).
Example 11.14. Let $C_2 = \{ x \in \mathbb{Q}^2; (\alpha_1, x) \geq 0 \land (\alpha_2, x) \geq 0 \}$ be the $\mathbb{Q}^2$-polyhedron given in figure 11.2 where $\alpha_1 = (-1, 2)$ and $\alpha_2 = (2, -1)$. Let $H_1$ and $H_2$ be the $\mathbb{Q}^2$-hyperplanes defined by $H_1 = \{ x \in \mathbb{Q}^2; (\alpha_1, x) = 0 \}$ and $H_2 = \{ x \in \mathbb{Q}^2; (\alpha_2, x) = 0 \}$. Naturally, as $C_2$ is $(\mathbb{Q}^2, \{H_1, H_2\})$-definable, we deduce that $\{H_1, H_2\} \subseteq \text{bound}_{\mathbb{Q}^2}([C_2^\perp])$. Let us show the converse inclusion.

Consider the open convex $\mathbb{Q}^2$-polyhedron $C_{H_1} = \{ x \in \mathbb{Q}^2; (\alpha_2, x) > 0 \land x[2] > 0 \}$. Remark that $[C_{H_1} \cap H_2^\perp]^\mathbb{Q}^2$ and $[C_{H_1} \cap H_2^\perp]^\mathbb{Q}^2$ are not equal to $[\emptyset]^\mathbb{Q}^2$ and $[C_{H_2} \cap C_2^\perp]^\mathbb{Q}^2$ is equal to one of this two classes. We deduce that $H_1 \in \text{bound}_{\mathbb{Q}^2}(C_2)$. Symmetrically, we get $H_2 \in \text{bound}_{\mathbb{Q}^2}([C_2^\perp])$. Therefore $\text{bound}_{\mathbb{Q}^2}([C_2^\perp]) = \{H_1, H_2\}$.

11.6 Polyhedrons of the form $C + V^\perp$

In the sequel, we often consider $\mathbb{Q}^m$-polyhedrons of the form $C + V^\perp$ where $C$ is a $V$-polyhedron. In this section, we provide some properties satisfied by these sets.

Given a $V$-polyhedral equivalence class $\mathcal{C}$, following lemma 11.15 shows that the equivalence class $[C + V^\perp]^V$ does not depend on the $V$-polyhedron $C \in \mathcal{C}$. This equivalence class $[C + V^\perp]^V$ is naturally denoted by $\mathcal{C} + V^\perp$.

**Lemma 11.15.** We have $C + V^\perp \sim^V C' + V^\perp$ for any $V$-polyhedrons $C$ and $C'$ such that $C \sim^V C'$

**Proof.** We have $\mathbb{Z}^m \cap ((C + V^\perp)\Delta(C' + V^\perp)) = \mathbb{Z}^m \cap (C_0 + V^\perp)$ where $C_0 = C \Delta C'$. As $C \sim^V C'$, we deduce that $C_0$ is $V$-degenerate. In order to prove the lemma, we have to show that $V$ is not included in $\text{saff}(\mathbb{Z}^m \cap (C_0 + V^\perp))$. Proposition 11.7 proves that there exists a finite set $D \subseteq \mathbb{Z}^m \cap V \setminus \{e_{0,m}\}$ and an integer $k \in \mathbb{N}$ such that $C_0 \subseteq \bigcup_{\alpha \in D} \{ x \in V; |\langle \alpha, x \rangle | \leq k \}$. Let $K = \{-k, \ldots, k\}$ and remark that we get $\mathbb{Z}^m \cap (C_0 + V^\perp) \subseteq \bigcup_{\alpha \in D \times K} \{ x \in \mathbb{Q}^m; \langle \alpha, x \rangle = k \}$. Hence $\text{saff}(\mathbb{Z}^m \cap (C_0 + V^\perp)) \subseteq \bigcup_{\alpha \in D} \alpha^\perp$. As $\alpha \in V$ for any $\alpha \in D$, we deduce that $V$ is not included in $\alpha^\perp$ for any $\alpha \in D$. From inseparable lemma 9.2 we deduce that $V$ is not included in $\bigcup_{\alpha \in D} \alpha^\perp$. In particular $V$ is not included in $\text{saff}(\mathbb{Z}^m \cap (C_0 + V^\perp))$. Therefore $C + V^\perp \sim^V C' + V^\perp$. □

Remark that even if $[C + V^\perp]^V$ does not depends on a $V$-polyhedron $C \in \mathcal{C}$, there exist subsets $X \subseteq V$ in $\mathcal{C}$ such that $[X + V^\perp]^V \neq [C + V^\perp]^V$ as shown by the following example 11.16. That explains why our definition of $\mathcal{C} + V^\perp$ is limited to $V$-polyhedral equivalence classes $\mathcal{C}$.

**Example 11.16.** Assume that $m = 2$, let $V = \{ x \in \mathbb{Q}^2; x[1] = x[2] \}$. Let us consider the $V$-polyhedron $C = \emptyset$ and the set $X = (\frac{1}{2}, \frac{1}{2}) + (\mathbb{Z}^m \cap V)$. Remark that $[C]^V = [X]^V$. However $[C + V^\perp]^V = [0]^V$ whereas $[X + V^\perp]^V \neq [0]^V$ since $\mathbb{Z}^m \cap (X + V^\perp) = (0, 1) + 2.\mathbb{Z}^2$. 


Let us finally proves that $\gamma_{r,m,\sigma}^{-1}(\mathcal{C} + V^\perp) = \mathcal{C} + V^\perp$ for any $V$-polyhedral equivalence class $\mathcal{C}$ and for any word $\sigma \in \Sigma_{r,m}^*$. In fact, given a $V$-polyhedron $C \in \mathcal{C}$, we have the following equalities:

$$
\gamma_{r,m,\sigma}^{-1}(\mathcal{C} + V^\perp) = \gamma_{r,m,\sigma}^{-1}([C + V^\perp]^V) = [\gamma_{r,m,\sigma}^{-1}(C + V^\perp)]^V = [\Gamma_{r,m,\sigma}^{-1}(C + V^\perp)]^V
$$

We can easily prove that $\Gamma_{r,m,\sigma}^{-1}(C + V^\perp)$ is a $\mathbb{Q}^m$-polyhedron of the form $C' + V^\perp$ by introducing the sequence $(\Gamma_{V,r,m,\sigma})_{\sigma \in \Sigma_{r,m}^*}$ of affine functions $\Gamma_{V,r,m,\sigma} : V \rightarrow V$ defined by the following equality for any $x \in V$:

$$
\Gamma_{V,r,m,\sigma}(x) = r^{|\sigma|}x + \Pi_V(\gamma_{r,m,\sigma}(e_{0,m}))
$$

Remark that $\Gamma_{V,r,m,\sigma_1,\sigma_2} = \Gamma_{V,r,m,\sigma_1} \circ \Gamma_{V,r,m,\sigma_2}$ for any word $\sigma_1, \sigma_2 \in \Sigma_{r,m}^*$, $\Gamma_{V,r,m,\sigma_1}$ is the identity function, and $\Gamma_{r,m,\sigma}^{-1}(C + V^\perp) = \Gamma_{V,r,m,\sigma}(C) + V^\perp$ for any subset $C \subseteq V$.

Thanks to the following proposition \ref{prop:11.17} we deduce the following corollary \ref{cor:11.18}.

**Proposition 11.17.** We have $[\Gamma_{r,m,\sigma}(C)]^V = [C]^V$ for any $V$-polyhedron $C$ and for any $\sigma \in \Sigma_{r,m}^*$.

**Proof.** Let us consider a finite class $\mathcal{H}$ of $V$-polyhedrons such that $C$ is $(V, \mathcal{H})$-definable. As $C$ is a boolean combination in $V$ of sets $H^\#$ where $H \in \mathcal{H}$ and $\# \in \{<, >\}$, we can assume that $C$ is equal to such a set. As $H$ and $\Gamma_{V,r,m,\sigma}(H)$ have the same direction, from lemma \ref{lem:11.5} we are done. \qed

**Corollary 11.18.** We have $\gamma_{r,m,\sigma}^{-1}(\mathcal{C} + V^\perp) = \mathcal{C} + V^\perp$ for any $V$-polyhedral equivalence class and for any $\sigma \in \Sigma_{r,m}^*$. 

A subset \( X \subseteq \mathbb{Q}^m \) can be naturally decomposed into \( X = \bigcup_{V \in \text{comp}(\text{saff}(X))} X_V \) where \( X_V \) is defined by the following equality:

\[
X_V = X \cap \left( \bigcup_{A \in \text{comp}(\text{saff}(X))} A \right)
\]

Observe that \( X_V \) is non empty and as shown by the following dense component lemma \[12.1\] the semi-affine hull direction \( \text{saff}(X_V) \) is equal to \( V \).

**Lemma 12.1 (Dense component lemma).** We have \( \text{saff}(X \cap A) = A \) for any subset \( X \subseteq \mathbb{Q}^m \) and for any affine component \( A \) of \( \text{saff}(X) \).

**Proof.** We have \( \text{saff}(X) = A \cup S \) where \( S \) is the semi-affine space equal to the finite union of affine spaces \( A' \in \text{comp}(\text{saff}(X)) \backslash \{A\} \). From \( X \subseteq \text{saff}(X) \), we deduce that \( X \subseteq (X \cap A) \cup S \subseteq \text{saff}(X \cap A) \cup S \). By minimality of the semi-affine hull, we get \( \text{saff}(X) \subseteq \text{saff}(X \cap A) \cup S \). As \( A \subseteq \text{saff}(X) \), insecure lemma \[9.2\] shows that either \( A \subseteq \text{saff}(X \cap A) \) or \( A \subseteq S \). In this last case, by definition of \( S \), insecure lemma \[9.2\] proves that there exists \( A' \in \text{comp}(\text{saff}(X)) \backslash \{A\} \) such that \( A \subseteq A' \). As \( A \) is an affine component of \( \text{saff}(X) \) and \( A \subseteq A' \subseteq \text{saff}(X) \), we get the equality \( A = A' \) which is impossible. Therefore \( A \subseteq \text{saff}(X \cap A) \).

Moreover, as \( X \cap A \subseteq A \), we get the other inclusion \( \text{saff}(X \cap A) \subseteq A \). \( \square \)

We are going to prove that this decomposition of \( X \) can be refined when \( X \) is Presburger-definable. In fact, in this case, we show that \( X_V \) can be decomposed (up to \( V \)-degenerate sets) into sets of the form \( P \cap (C + V^\perp) \) where \( P \) is a semi-\( V \)-pattern and \( C \) is a \( V \)-polyhedron.

Naturally, a set \( P \cap (C + V^\perp) \) is Presburger-definable. The semi-affine hull direction of such a set is characterized by the following lemma \[12.2\]
Lemma 12.2. Let $P$ be a semi-$V$-pattern and $\mathcal{C}$ a $V$-polyhedral equivalence class. We have $[P]_V \cap (\mathcal{C} + V^\perp) \neq \{0\}_V$ if and only if $P \neq \emptyset$ and $\mathcal{C} \neq \{0\}_V$.

Proof. Naturally if $P = \emptyset$ or $\mathcal{C} = \{0\}_V$ then $[P]_V = \{0\}_V$ or $\mathcal{C} + V^\perp = \{0\}_V$ and in this case $[P]_V \cap (\mathcal{C} + V^\perp) = \{0\}_V$. Assume that $P \neq \emptyset$ and $\mathcal{C}$ is non-$V$-degenerate and let us prove that $[P]_V \cap (\mathcal{C} + V^\perp) \neq \{0\}_V$. As $\mathcal{C}$ is polyhedral, there exists a $V$-polyhedron $C \in \mathcal{C}$. Let us consider a finite class $\mathcal{H}$ of $V$-hyperplanes such that $V$ is $(V, \mathcal{H})$-definable. As $C \setminus \bigcup_{H \in \mathcal{H}} H$ is a finite union of $V$-polyhedrons of the form $C_{V, \#}$ where $\# \in \{<, >\}^\mathcal{H}$ and $[H]_V = \{0\}_V$, we can assume without loss of generality that there exists $\#$ such that $\mathcal{C} = [C_{V, \#}]_V$. Moreover, as a semi-$V$-pattern is a finite union of $V$-patterns, we can also assume without loss of generality that there exists $a \in \mathbb{Z}^m$ and a $V$-group $M$ such that $P = a + M$. We have to prove that $[P]_V \cap (\mathcal{C} + V^\perp) \neq \{0\}_V$.

That means $V$ is included in $\text{saff}((a + M) \cap (V_{V, \#} + V^\perp))$. Let $(\alpha_H, c_H)_{H \in \mathcal{H}}$ be a sequence of elements in $(V \setminus \{0\}) \times \mathbb{Q}$ such that $H^\# = \{x \in V; \langle \alpha_H, x \rangle > c_H\}$ for any $H \in \mathcal{H}$. Lemma 11.10 proves that there exists $v \in V$ such that $\langle \alpha_H, v \rangle > 0$ for any $H \in \mathcal{H}$. By replacing $v$ by a vector in $(\mathbb{N} \setminus \{0\}),v$, we can assume that $v \in M$. Let $a' = \Pi_V(a)$ be the orthogonal projection of $a$ over $V$. Vector $v' = a - a' \in V^\perp$. There exists an integer $k \in \mathbb{N}$ enough larger such that $\langle a', k.v \rangle > c_H$ for any $H \in \mathcal{H}$. In particular $a' + k.v \in C$. As $k.v \in M$, we deduce that $a + k.v \in P$. From $a + k.v = (a' + k.v) + v'$ we get $a + k.v \in C + V^\perp$. Hence $x_0 = a + k.v \in P \cap (C + V^\perp)$. Let us now consider a finite set $V_0$ of $\dim(V)$ vectors in $\mathbb{Q}^m$ that generates $V$. By replacing $V_0$ by $V_0 + k.v$ where $k \in \mathbb{N} \setminus \{0\}$ is enough larger, we can assume that $V_0 \subseteq M$. Moreover, by replacing $V_0$ by $V_0 + k.v$ where $k \in \mathbb{N}$ is enough larger, we can assume that $\langle \alpha_H, v_0 \rangle > 0$ for every $(H, v_0) \in \mathcal{H} \times V_0$. We deduce that $x_0 + \sum_{v_0 \in V_0} \mathbb{N}.v_0 \subseteq P \cap (C + V^\perp)$. Covering lemma 9.39 proves that $\text{saff}(x_0 + \sum_{v_0 \in V_0} \mathbb{N}.v_0) = V$. In particular from $x_0 + \sum_{v_0 \in V_0} \mathbb{N}.v_0 \subseteq P \cap (C + V^\perp)$ we get $V \subseteq \text{saff}(P \cap (C + V^\perp))$. \hfill $\Box$

Definition 12.3. A $V$-polyhedral partition $(\mathcal{C}_i)_{i \in I}$ is a non-empty finite sequence of $V$-polyhedral equivalence classes such that $\mathcal{C}_i \cap V^\perp \mathcal{C}_j = \{0\}_V$ if and only if $i \neq j$ and such that $[V]_V = \bigcup_{i \in I} \mathcal{C}_i$.

Theorem 12.4 (Decomposition theorem). Let $X \subseteq \mathbb{Z}^m$ be a Presburger-definable set and $V$ be an affine component of $\text{saff}(X)$. There exists a unique $V$-polyhedral partition $(\mathcal{C}_{V, P}(X))_{P \in \mathcal{P}_V(X)}$ indexed by a non-empty finite class $\mathcal{P}_V(X)$ of semi-$V$-patterns such that:

$$[X]_V = \bigcup_{P \in \mathcal{P}_V(X)} ([P]_V \cap (\mathcal{C}_{V, P}(X) + V^\perp))$$

Proof. Let us first prove that two $V$-polyhedral partitions $(\mathcal{C}_{V, P})_{P \in \mathcal{P}_V}$ and $(\mathcal{C}_{V', P'})_{P \in \mathcal{P}_V}$ that satisfies $[X]_V = \bigcup_{P \in \mathcal{P}_V} ([P]_V \cap (\mathcal{C}_{V, P} + V^\perp))$ and $[X]_V = \bigcup_{P \in \mathcal{P}_V} ([P]_V \cap (\mathcal{C}_{V', P} + V^\perp))$ are equal. Consider $P \in \mathcal{P}_V$. As
[V]^V = \bigcup_{P'} \mathcal{P}_{V'} \mathbb{C}_{V,P'}$. We deduce that $\mathbb{C}_{V,P} = \bigcup_{P'} \mathcal{P}_{V'} (\mathbb{C}_{V,P} \cap [V] \mathbb{C}_{V',P'})$. In particular, there exists $P' \in \mathcal{P}_{V'}$ such that $\mathbb{C}_{V,P} \cap [V] \mathbb{C}_{V',P'} \neq \emptyset$. Consider such a $P' \in \mathcal{P}_{V'}$. By intersecting the equality $\bigcup_{P'} \mathcal{P}_{V'} ([P]^V \cap V (\mathbb{C}_{V,P}(X) + V^\perp)) = \bigcup_{P'} \mathcal{P}_{V'} ([P']^V \cap V (\mathbb{C}_{V,P'}(X) + V^\perp))$, we get $[P^\Delta P']^V \cap V (\mathbb{C}_{V,P} \cap V \mathbb{C}_{V',P'}) + V^\perp = [0]^V$. Lemma [12.2] proves that $P^\Delta P' = \emptyset$. Hence $P = P'$ and we have proved the inclusion $\mathcal{P}_V \subseteq \mathcal{P}_{V'}$ and by symmetry the equality $\mathcal{P}_V = \mathcal{P}_{V'}$. Remark that we have also proved that for any $P' \in \mathcal{P}_V \setminus \{P\}$ we have $\mathbb{C}_{V,P} \cap [V] \mathbb{C}_{V',P'} = [0]^V$. Therefore $\mathbb{C}_{V,P} \cap [V] \mathcal{P}_{V'} \mathbb{C}_{V',P'} = [0]^V$. As $(\mathbb{C}_{V,P'})_{P' \in \mathcal{P}_V}$ is a $V$-polyhedral partition, we deduce that $\mathbb{C}_{V,P} \subseteq [V] \mathbb{C}_{V,P}$ and by symmetry $\mathbb{C}_{V,P} = [V] \mathbb{C}_{V,P}$. We have proved that $(\mathbb{C}_{V,P})_{P \in \mathcal{P}_V}$ and $(\mathbb{C}_{V,P'})_{P' \in \mathcal{P}_{V'}}$ are equal.

Next, let us prove that there exists a $V$-polyhedral partition $(\mathbb{C}_{V,P})_{P \in \mathcal{P}_V}$ satisfying $[X_V]^V = \bigcup_{P \in \mathcal{P}_V} ([P]^V \cap V (\mathbb{C}_{V,P} + V^\perp))$. Let us denote by $A_V$ the set of $A \in \text{comp(saff}(X_V))$ such that $\overline{A} = V$ and let $X_V' = X_V \cap (\bigcup_{A \in A_V} A)$. As $X_V'$ is Presburger-definable, a quantification elimination shows that $X_V'$ is a semi-$Q^m$-pattern and any boolean combination of sets of the form $\{x \in \mathbb{Z}^m; (\alpha, x) \# c\}$ is a semi-$Q^m$-pattern and any boolean combination in $Q^m$ of $\{x \in \mathbb{Q}^m; (\alpha, x) \# c\}$ is a polyhedron. Hence, there exists a finite sequence $(P_i, C_i)_{i \in I}$ where $P_i$ is a semi-$Q^m$-pattern and $C_i$ is a polyhedron such that $X_V' = \bigcup_{i \in I} (P_i \cap C_i)$. Let us consider a sequence $(v'_{i,A})_{A \in A_V}$ of vectors $v'_{i,A} \in A$. For any $i \in I$ and $A \in A_V$, we have $A \cap C_i = A \cap (C_{i,A} + V^\perp)$ where $C_{i,A}$ is the $V$-polyhedron $C_{i,A} = (A \cap C_i) - v'_{i,A}$. As $I \times A_V$ is finite, there exists a finite set $\mathcal{H}$ of $V$-hyperplanes such that $C_{i,A}$ is $(V, \mathcal{H})$-definable for any $(i, A) \in I \times A_V$. We have:

$$X_V' \setminus \bigcup_{H \in \mathcal{H}} (H + V^\perp) = \bigcup_{\# \in \{<,>\} \mathbb{R}} (X_V' \cap (C_{V,#} + V^\perp))$$

$$= \bigcup_{\# \in \{<,>\} \mathbb{R}} \bigcup_{(i, A) \in I \times A_V} (P_i \cap A \cap (C_{i,A} + V^\perp) \cap (C_{V,#} + V^\perp))$$

$$= \bigcup_{\# \in \{<,>\} \mathbb{R}} \bigcup_{(i, A) \in I \times A_V} (P_i \cap A \cap ((C_{i,A} \cap C_{V,#}) + V^\perp))$$

$$= \bigcup_{\# \in \{<,>\} \mathbb{R}} P_# \cap (C_{V,#} + V^\perp)$$

Where $P_#$ is the semi-$V$-pattern $P_# = \bigcup_{(i, A) \in I \times A_V} C_{i,A} \cap C_{V,#} \cap (P_i \cap A)$ (recall that $C_{i,A} \cap C_{V,#}$ is either empty or equal to $C_{V,#}$). Let us denote by $\mathcal{P}_V = \{P_#; (C_{V,#})_V \neq \emptyset\}$ and consider the sequence $(C_{V,P})_{P \in \mathcal{P}_V}$ of $V$-polyhedrons defined by:

$$C_{V,P} = \bigcup_{\# \in \{<,>\} \mathbb{R}} C_{V,#}$$
Remark that $(C_{V,P})_{P \in P_V}$ where $C_{V,P} = [C_{V,P}]^V$ is a $V$-polyhedral partition. Moreover, the set $Z_V = X_V \Delta (\bigcup_{P \in P_V} (P \cap (C_{V,P} + V^\perp)))$ is included in the union of $\bigcup_{A \in \text{comp(saff}(X_V))) \setminus A_V} A, \bigcup_{\# \in \{<,>\}^\mathbb{N}} \{C_{V,p} = 0\}; \bigcup_{H \in \mathcal{H}} (X_V \cap (H + V^\perp)).$ Remark that for any $A \in \text{comp}(\text{saff}(X_V)) \setminus A_V$, we have $[A]^V = [0]^V$, for any $\# \in \{<,>\}^\mathbb{N}$ such that $[C_{V,p}]^V = [0]^V$, lemma \[12.2\] shows that $[P \cap (C_{V,p} + V^\perp)]^V = [0]^V$, and for any $H \in \mathcal{H}$, we have $[X_V \cap (H + V^\perp)]^V = [x_V]^V \cap [H + V^\perp]^V = [x_V]^V \cap [0]^V = [0]^V.$ We deduce that $[Z_V]^V = [0]^V$. Therefore $[x_V]^V = \bigcup_{P \in P_V} ([P]^V \cap (C_{V,P} + V^\perp))$. \[\square\]

![Fig. 12.1. The Presburger-definable set $X = \{x \in \mathbb{N}^2; (x[2] \geq 4 \cdot x[1]) \lor (x[1] \geq 4 \cdot x[2])\}](image)

**Example 12.5.** Let us consider the Presburger-definable set $X = \{x \in \mathbb{N}^2; (x[2] \geq 4 \cdot x[1]) \lor (x[1] \geq 4 \cdot x[2])\}$ given in figure \[12.1\]. We have $\text{saff}(X) = \mathbb{Q}^2$. Hence $V = \mathbb{Q}^2$ is the only affine component of $\text{saff}(X)$. The $V$-polyhedral partition $([C_{V,P}]^V)_{P \in P_V}$ defined by $P_V = \{\mathbb{Z}^2, \emptyset\}$, $C_{V,\mathbb{Z}^2} = \{x \in \mathbb{Q}^2; 0 \leq x[1] \leq 4 \cdot x[2] \lor 0 \leq x[2] \leq 4 \cdot x[1]\}$ and $C_{V,\emptyset} = V \setminus C_{V,\mathbb{Z}^2}$ satisfies decomposition theorem.

The following proposition shows that the decomposition theorem can be also applied to $[X]^V$ since $[x_V]^V = [x]^V$.

**Proposition 12.6.** We have $[x_V]^V = [x]^V$ for any set $X \subseteq \mathbb{Z}^m$ and for any affine component $V$ of $\text{saff}(X)$.

**Proof.** Let us consider the semi-affine space $S$ equal to the affine component $A$ of $\text{comp}(\text{saff}(X))$ such that $A \subseteq V$. Recall that $X_V = X \cap S$. In order to prove that $[x_V]^V = [x]^V$, it is sufficient to show that $V$ is not included in
\( \overline{\text{saff}(Z^m \cap (X \Delta X_V))} \). Remark that \( Z^m \cap (X_V \Delta X) = X \setminus S \). Moreover as \( X \subseteq \bigcup_{A \in \text{comp}(\text{saff}(X))} A \), we deduce that \( X \setminus S \subseteq \bigcup_{A \in \text{comp}(\text{saff}(X))} (A \setminus S) \). Naturally, if \( \overline{A} \subseteq V \) then \( A \subseteq S \) and in particular \( A \setminus S = \emptyset \). Hence \( X \setminus S \) is included into the finite union of affine component \( A \) of \( \text{saff}(X) \) such that \( \overline{A} \not\subseteq V \). Assume by contradiction that \( V \) is included in \( \text{saff}(X \setminus S) \). From inseparable lemma 9.2, we deduce that there exists such an affine component \( A \) such that \( V \subseteq \overline{A} \). Hence \( V \subseteq \overline{\overline{A}} \subseteq \text{saff}(X) \) and as \( V \) is an affine component of \( \text{saff}(X) \), we deduce that \( V = \overline{A} \) which is in contradiction with \( \overline{A} \not\subseteq V \). Hence \( V \) is not included in \( \text{saff}(X \setminus S) \) and we have proved that \( [X_V]^V = [X]^V \). \( \square \)
Part III

From Automata to Presburger Formulas
A component $T$ of a FDVG $G$ is a strongly connected component of the parallelization $[G]$.

### 13.1 Untransient strongly connected components

A component $T$ is said untransient if there exists a loop $q \xrightarrow{\sigma} q$ where $q \in T$ and $\sigma \in \Sigma_{r,m}^+$. Otherwise, the component $T$ is said transient.

In this section, we prove that for any untransient component $T$ of a FDVG $G$ there exists a unique vector space $V_G(T)$ and a unique sequence $(a_G(q))_{q \in T}$ of vectors in $V_G(T)^\perp$ such that we have the following equality:

$$
saff(\{\xi_{r,m}(w); \ q \xrightarrow{w \in \Sigma_{r,m}} q\}) = a_G(q) + V_G(T)
$$

Moreover, an algorithm for computing $V_G(T)$ and $(a_G(q))_{q \in T}$ in polynomial time is provided.

**Remark 13.1.** The vector space $V_G(T)$ does not depend on $q \in T$.

The polynomial time computation is based on a fix-point system provided by the following proposition.

**Proposition 13.2.** Let $T$ be an untransient component of a FDVG $G$ and let $K_0$ be the set of states $k_0 \in K$ reachable and co-reachable from $T$. There exists a unique minimal (for the point-wise inclusion) sequence of affine spaces $(A_{k_0})_{k_0 \in K_0}$ not equal to $(\emptyset)_{k_0 \in K_0}$ such that for any transition $k_0 \xrightarrow{b} k'_0$ where $(k_0, b, k'_0) \in K_0 \times \Sigma_r \times K_0$, we have the following inclusion:

$$
\Gamma_{r,m,b}^{-1}(A_{k_0}) \subseteq A_{k'_0}
$$

Moreover, this sequence satisfies $saff(\{\xi_{r,m}(w); \ k_0 \xrightarrow{w \in \Sigma_{r,m}} k_0\}) = A_{k_0}$ for any $k_0 \in K_0$. 

Proof. We denote by $Z_{k_0}$ the set of $Z_{k_0} = \{\xi_{r,m}(w); k_0 \xrightarrow{w \in \Sigma_r^+} k_0\}$. By developing the expression $\xi_{r,m}(\sigma_1.w^k,\sigma_2)$ where $\sigma_1, \sigma_2$ are in $\Sigma_r^*$ such that $\sigma_1, \sigma_2 \in \Sigma_r^+$, $w \in \Sigma_r^+$ and $n \in \mathbb{N}$, we obtain the following equality:

$$\xi_{r,m}(\sigma_1.w^n,\sigma_2) = \frac{\Gamma_{r,m,\sigma_1} \circ \xi_{r,m}(w)}{1 - p^{\left|\sigma_1,\sigma_2,\Pi_{n+1}+\right|}} + \Gamma_{r,m,\sigma_2} \circ \xi_{r,m}(w)$$

Let us first prove that $(\text{saff}(Z_{k_0}))_{k_0 \in K_0}$ satisfies the fix-point system. Consider a transition $k_0 \xrightarrow{b} k_0'$ where $(k_0, b, k_0') \in K_0 \times \Sigma_r \times K_0$. As $k_0$ and $k_0'$ and in the same strongly connected component, there exists a path $k_0 \xrightarrow{\sigma_1.w^n} k_0$. By replacing $\sigma_1$ by $\sigma_1.(b,\sigma_1)^{m-1}$, we can assume that $\sigma_1.b \in \Sigma_r^+$. Let us consider $x \in Z_{k_0}$. There exists a loop $k_0 \xrightarrow{w} k_0$ where $w \in \Sigma_r^+$ such that $x = \xi_{r,m}(w)$. Remark that for any $n \in \mathbb{N}$, we have the loop $k_0' \xrightarrow{\sigma_1.w^n,b} k_0'$. Therefore $\xi_{r,m}(\sigma_1.w^n,b) \in Z_{k_0'}$. Thanks the the equality given in the first paragraph and covering lemma 9.9, we deduce that $Q.\Gamma_{r,m,\sigma_1}(x) + \Gamma_{r,m,b}(x) \subseteq \text{saff}(Z_{k_0})$. In particular $\Gamma_{r,m,b}(x) \in \text{saff}(Z_{k_0})$. We have proved the inclusion $\Gamma_{r,m,b}(Z_{k_0}) \subseteq \text{saff}(Z_{k_0'})$ and from covering lemma 9.9, we get $\Gamma_{r,m,b}(\text{saff}(Z_{k_0})) \subseteq \text{saff}(Z_{k_0'})$. We have proved that $(\text{saff}(Z_{k_0}))_{k_0 \in K_0}$ satisfies the fix-point system.

Now, let us prove that $\text{saff}(Z_{k_0})$ is an affine space. Remark that this semifinite affine space is not empty and in particular there exists at least one affine component $A$ of $\text{saff}(Z_{k_0})$. Let $x \in Z_{k_0}$. Assume by contradiction that $Z_{k_0} \setminus A$ is not empty. Let us consider a vector $x \in Z_{k_0} \setminus A$. By definition of $Z_{k_0}$, there exists a loop $k_0 \xrightarrow{w} k_0$ where $w \in \Sigma_r^+$ such that $x = \xi_{r,m}(w)$. From the previous paragraph, we deduce that $\Gamma_{r,m,w^n}(\text{saff}(Z_{k_0})) \subseteq \text{saff}(Z_{k_0})$ for any $n \in \mathbb{N}$. Remark that $\Gamma_{r,m,w^n}(A) = r^{-n}|w|(\xi_{r,m}(A) + x)$ thanks to $x = \xi_{r,m}(w)$. Covering lemma 9.9 shows that $Q.\xi_{r,m}(A) + x \subseteq \text{saff}(Z_{k_0})$. As $A \subseteq Q.\xi_{r,m}(A) + x \subseteq \text{saff}(Z_{k_0})$ and $A$ is an affine component of $\text{saff}(Z_{k_0})$, we deduce the equality $A = Q.\xi_{r,m}(A) + x$. In particular $x \in A$ and we obtain a contradiction. We have proved that $Z_{k_0} \setminus A = \emptyset$. Therefore $Z_{k_0} \subseteq A$. We get $\text{saff}(Z_{k_0}) = A$. Therefore $\text{saff}(Z_{k_0})$ is an affine space (remark that even if these proof is similar to the one provided by proposition 9.9, we cannot apply this proposition since $Z_{k_0}$ is not necessary $(r,m,w)$-cyclic).

Finally, let us consider a sequence of affine spaces $(A_{k_0})_{k_0 \in K_0}$ not equal to $(\emptyset)_{k_0 \in K_0}$ such that $\Gamma_{r,m,b}(A_{k_0}) \subseteq A_{k_0'}$ for any transition $(k_0, b, k_0') \in K_0 \times \Sigma_r \times K_0$ and let us prove that $\text{saff}(Z_{k_0}) \subseteq A_{k_0}$ for any $k_0 \in K_0$. An immediate induction shows that $\Gamma_{r,m,\sigma}(A_{k_0}) \subseteq A_{k_0'}$ for any path $k_0 \xrightarrow{\sigma} k_0'$ where $(k_0, \sigma, k_0') \in K_0 \times \Sigma_r^+ \times K_0$. Since $\text{saff}(Z_{k_0})$ is an affine space, it is sufficient to show that $Z_{k_0} \subseteq A_{k_0}$. Since $(A_{k_0})_{k_0 \in K_0}$ is not equal to the empty sequence $(\emptyset)_{k_0 \in K_0}$, there exists at least a state $k_1 \in K_0$ such that $A_{k_1} \neq \emptyset$. By definition of $k_1$, there exists a path $k_1 \xrightarrow{a} k_0$. From $\Gamma_{r,m,\sigma}(A_{k_1}) \subseteq A_{k_0}$ we deduce that $A_{k_0} \neq \emptyset$. Hence, there exists $a \in A_{k_0}$. Since $x \in Z_{k_0}$, there exists $w \in \Sigma_r^+$ such that $k_0 \xrightarrow{w} k_0$. From the path $k_0 \xrightarrow{w^n} k_0$, we get
Given two paths, it is sufficient to show the inclusion $J \subseteq V$. Let us prove that for any $k_0 \in K_0$, there exists a path $\Gamma_{r,m,w}(A_{k_0}) \subseteq A_{k_0}$ for any $n \in \mathbb{N}$. Since $\Gamma_{r,m,w}^{-1}(a) = r^{-\lceil w \rceil m}(a - \xi_{r,m}(w)) + \xi_{r,m}(w)$, from covering lemma [9.9], we get $Q(a - \xi_{r,m}(w)) + \xi_{r,m}(w) \in A_{k_0}$. In particular $\xi_{r,m}(w) \in A_{k_0}$ and we have proved that $Z_{k_0} \subseteq A_{k_0}$. Thus saff($Z_{k_0}$) $\subseteq A_{k_0}$ for any $k_0 \in K_0$.

Since (saff($Z_{k_0}$))$_{k_0 \in K_0}$ is not equal to ($\emptyset$)$_{k_0 \in K_0}$, we are done. □

We deduce the following proposition [13.3] that shows that a characteristic vector space denoted by $V_G(T)$ is associated to any untransient component $T$ of a finite DVG $G$. This vector space is extremely useful in the sequel for extracting geometrical properties from a FDVA.

**Proposition 13.3.** Let $T$ be an untransient component of a finite graph $G$ labelled by $\Sigma_{r,m}$. There exists a unique vector space $V_G(T)$ and a unique sequence $(a_G(q))_{q \in T}$ of vectors in $V_G(T)^+$ such that for any $q \in Q$:

$$\text{saff}(\{\xi_{r,m}(w); q \xrightarrow{w \in \Sigma_{r,m}^+} q\}) = a_G(q) + V_G(T)$$

**Proof.** Let $A_q = \text{saff}(\{\xi_{r,m}(w); q \xrightarrow{w \in \Sigma_{r,m}^+} q\})$. The previous proposition [13.2] proves that $A_q$ is a non-empty affine space. It is sufficient to show that the vector space $A_q$ does not depend on $q \in T$. By symmetry, it is sufficient to prove that $A_{q_1} \subseteq A_{q_2}$ for any $q_1, q_2 \in T$. Since $T$ is strongly connected, there exists a path $q_1 \xrightarrow{\sigma} q_2$ with $\sigma \in \Sigma_{r,m}^*$. Proposition [13.2] proves by an immediate induction that $\Gamma_{r,m,\sigma}^{-1}(A_{q_1}) \subseteq A_{q_2}$. Since the affine space $\Gamma_{r,m,w}^{-1}(A_{q_1})$ is equal to $r^{-\lceil w \rceil m}.(A_{q_1} - \rho_{r,m}(w,e_{0,m}))$, its direction is equal to $A_{q_1}$. We deduce that $A_{q_1} \subseteq A_{q_2}$. □

### 13.1.1 A polynomial time algorithm

Thanks to the fix-point system provided by proposition [13.2], we are going to show that $V_G(T)$ is computable in polynomial time from $G$.

**Theorem 13.4.** Let $T$ be an untransient component of a FDVG $G$. The vector space $V_G(T)$ is computed in polynomial by the algorithm given in figure [13.1].

**Proof.** Naturally, the algorithm terminates in polynomial time. Let us prove that the vector space $V$ returned by the algorithm is equal to $V_G(T)$. Let $(S_{k_0})_{k_0 \in K_0}$ be the sequence of affine spaces $S_{k_0} = \text{saff}(\{\xi_{r,m}(w); k_0 \xrightarrow{w \in \Sigma_{r,m}^+} k_0\})$. For any state $k_0 \in K_0$, let us consider the set $J_{k_0} = \lambda(k_0) - \lambda(k_0)$ the set of difference of two elements in $\lambda(k_0)$.

Let us show that for any $k_0, k'_0 \in K_0$, we have $J_{k_0} + m.Z = J_{k'_0} + m.Z$. It is sufficient to show the inclusion $J_{k_0} \subseteq J_{k'_0} + m.Z$. Let $i_1, i_2 \in J_{k_0}$. There exists two paths $q_1 \xrightarrow{\sigma_1} k_0$ and $q_2 \xrightarrow{\sigma_2} k_0$ where $|\sigma_1| \in i_1 + m.Z$, $|\sigma_2| \in i_2 + m.Z$ and $q_1, q_2 \in T$. Since $T$ is strongly connected (for $[G]$), there exists
Example 13.5. Let inclusion \( \Gamma \) components \( T \) be untransient. We have proved that for any \( k_0, k'_0 \in K_0 \), we have \( J_{k_0} + m.Z = J_{k'_0} + m.Z \).

Thanks to the previous paragraph, we deduce that \( \Gamma^{-i}_{r,m,0}(V) = \Gamma^{-i}_{r,m,0}(V) \) for any \( i \in \lambda(k_0) \) and for any \( k_0 \in K_0 \) is an invariant of the algorithm. Thus, for any \( k_0 \in K_0 \), there exists a vector space \( V_{k_0} \) such that \( V_{k_0} = \Gamma^{-i}_{r,m,0}(V) \) for any \( i \in \lambda(k_0) \). For any transition \( k_0 \xrightarrow{b} k'_0 \) such that \( (k_0, b, k'_0) \in K_0 \times \Sigma_r \times K_0 \), let \( x_{k_0,b,k'_0} = \Gamma^{-1}_{r,m,b}(\xi_{r,m}(\sigma_{k_0})) - \xi_{r,m}(\sigma_{k'_0}) \), and let \( A_{k_0} = \xi_{r,m}(\sigma_{k_0}) + V_{k_0} \).

Let us show that \( V_G(T) \subseteq V \). Since for any transition \( k_0 \xrightarrow{b} k'_0 \) where \( (k_0, b, k'_0) \in K_0 \times \Sigma_r \times K_0 \) and for any \( i \in \lambda(k_0) \), we have \( \Gamma^i_{r,m,0}(x_{k_0,b,k'_0}) \in V \), we deduce that \( \Gamma^{-1}_{r,m,b}(A_{k_0}) = A_{k'_0} \) and in particular \( (A_{k_0})_{k_0 \in K_0} \) is a sequence of affine spaces satisfying the fix-point system provided by proposition 13.2 and not equal to \( (\emptyset)_{k_0 \in K_0} \). By minimality of the sequence \( (S_{k_0})_{k_0 \in K_0} \), we deduce that \( S_{k_0} \subseteq A_{k_0} \). Taking the direction of the previous inclusion, we get \( V_G(T) \subseteq V \).

Let us prove the converse inclusion \( V \subseteq V_G(T) \). Remark that \( V \) is generated by vectors \( \Gamma^i_{r,m,0}(x_{k_0,b,k'_0}) \) where \( k_0 \xrightarrow{b} k'_0 \) is a transition such that \( (k_0, b, k'_0) \in K_0 \times \Sigma_r \times K_0 \) and \( i \in \lambda(k_0) \). Since \( V_G(T) \) is a vector space, it is sufficient to prove that \( \Gamma^i_{r,m,0}(x_{k_0,b,k'_0}) \in V_G(T) \). Remark that \( \xi_{r,m}(\sigma_{k_0}) \in S_{k_0} \) and since \( \Gamma^{-1}_{r,m,b}(S_{k_0}) \subseteq S_{k'_0} \), we get \( \Gamma^{-1}_{r,m,b}(\xi_{r,m}(\sigma_{k_0})) \in S_{k'_0} \). Moreover, as \( \xi_{r,m}(\sigma_{k'_0}) \in S_{k'_0} \) and \( S_{k'_0} \) is an affine space, we get \( x_{k_0,b,k'_0} \in S_{k'_0} \). By definition of the previous inclusion provides \( \Gamma^{-i}_{r,m,0}(S_{k'_0}) \subseteq V_G(T) \). From \( x_{k_0,b,k'_0} \in S_{k'_0} \) we get \( x_{k_0,b,k'_0} \in \Gamma^{-i}_{r,m,0}(V_G(T)) \). As \( \Gamma^{-i}_{r,m,0}(V_G(T)) = V_G(T) \) (in fact for any vector space \( W \) we have \( \Gamma^{-i}_{r,m,0}(W) = W \)), we deduce that \( Gamma^{-i}_{r,m,0}(V_G(T)) = \Gamma^{-i+1}_{r,m,0}(V_G(T)) \). Thus \( \Gamma^{i+1}_{r,m,0}(x_{k_0,b,k'_0}) \in V_G(T) \) and we have proved the other inclusion \( V \subseteq V_G(T) \). □

Example 13.5. Let \( A_{r,1}(\{1\}) \) be the FDVA given in figure 13.2. Two components \( T_1 = \{\{0\}\} \) and \( T_\perp = \{\emptyset\} \) are untransient, and the component \( T_0 = \{\{1\}\} \) is transient.

Example 13.6. Let \( A_{r,3}(+) \) be the FDVA representing \( \{ x \in \mathbb{Z}^3; x[1] + x[2] = x[3] \} \) and given in figure 6.2. We denote by \( q_0, q_1 \), and \( q_\perp \), the principal states \( q_0 = \{ x \in \mathbb{Z}^3; x[1] + x[2] = x[3] \}, q_1 = \{ x \in \mathbb{Z}^m; x[1] + x[2] + 1 = x[3] \} \) and \( q_\perp = \emptyset \). The two strongly connected components \( T_0 = \{ q_0, q_1 \} \) and \( T_\perp = \{ q_\perp \} \) are untransient. We have \( V_G(T_\perp) = \mathbb{Q}^3 \) and \( V_G(T_0) = \{ x \in \mathbb{Q}^3; x[1] + x[2] = x[3] \} \).
function $V_G(T)$.
input
A FDVG $G = (Q, m, K, \Sigma_r, \delta)$ and an untransient component of $T$ of $G$.
output
$V_G(T)$.
begin
let $K_0$ be the set of states $k_0 \in K$ reachable and co-reachable from $T$.
for each state $k_0 \in K_0$.
   let $\sigma_{k_0} \in \Sigma_{r,m}$ such that $k_0 \xrightarrow{\sigma_{k_0}} k_0$.
   let $\lambda(k_0) \leftarrow \{i \in \{0, \ldots, m - 1\}; T \xrightarrow{\Sigma_{r,m}, x_i} k_0\}$.
end for.
let $V \leftarrow \{e_{0,m}\}$.
for each transition $k_0 \xrightarrow{b} k_0'$.
   let $x \leftarrow \Gamma_{r,m,b}(\xi_{r,m}(\sigma_{k_0})) - \xi_{r,m}(\sigma_{k_0'})$.
   let $V \leftarrow V + \sum_{i \in \lambda(k_0)} Q \cdot \Gamma_{r,m,0}^{i+1}(x)$.
end for.
return $V$.
end

Fig. 13.1. An algorithm computing in polynomial time $V_G(T)$.

Example 13.7. Let $A_{r,2}(V_r)$ be the FDVA representing $\{x \in \mathbb{Z}^2; V_r(x[1]) = x[2]\}$ and given in figure 6.3. We denote by $q_0$, $q_1$ and $q_\perp$ the principal states $q_0 = \{x \in \mathbb{Z}^2; V_r(x[1]) = x[2]\}$, $q_1 = \mathbb{Z} \times \{0\}$ and $q_\perp = \emptyset$. The three strongly connected components $T_0 = \{q_0\}$, $T_1 = \{q_1\}$ and $T_\perp = \{q_\perp\}$ are untransient. Moreover, the vector spaces associated to $T_0$, $T_1$, $T_\perp$ are respectively equal to $\{e_{0,m}\}$, $\mathbb{Q} \times \{0\}$ and $\mathbb{Q}^2$. 
13.2 Detectable semi-$V$-patterns

In this section, we prove that any semi-$V$-pattern $P \in \mathcal{P}_V(X)$ introduced by decomposition theorem $[12.4]$ is $(r,m)$-detectable in $X$ for any affine component $V$ of $\text{saff}(X)$ and for any Presburger-definable set $X$. That means, given a DVA $A$ that represents $X$, there exists a final function $F$ such that $P$ is represented by $A^F$. Independently, being given a semi-$V$-pattern $P$ and a FDVA $A$ that represents a set $X$ not necessary Presburger-definable, a polynomial time algorithm for deciding if there exists a final function $F$ such that $P$ is represented by $A^F$ is provided.

**Lemma 13.8.** Given a Presburger definable set $X$, an affine component $V$ of $\text{saff}(X)$ and a word $\sigma \in \Sigma_{r,m}$, we have:

$$\left[\gamma_{r,m,\sigma}^{-1}(X)\right]^V = \bigcup_{P \in \mathcal{P}_V(X)} \left([\gamma_{r,m,\sigma}^{-1}(P)]^V \cap V (C_{V,P}(X) + V^\perp)\right)$$

**Proof.** Recall that $[X]^V = \bigcup_{P \in \mathcal{P}_V(X)} ([P]^V \cap V (C_{V,P}(X) + V^\perp))$ from decomposition theorem $[12.4]$ and proposition $[12.6]$. We deduce that $[\gamma_{r,m,\sigma}^{-1}(X)]^V = \bigcup_{P \in \mathcal{P}_V(X)} ([\gamma_{r,m,\sigma}^{-1}(P)]^V \cap V (C_{V,P}(X) + V^\perp))$ from lemmas $[10.3]$ and $[10.4]$ and corollary $[11.18]$. □

**Corollary 13.9.** Let $X$ be a Presburger-definable set and $V$ be an affine component of $\text{saff}(X)$. Any set $P \in \mathcal{P}_V(X)$ is detectable in $X$.

**Proof.** Let us consider a pair $(\sigma_1, \sigma_2)$ of words in $\Sigma_{r,m}$ such that $\gamma_{r,m,\sigma_1}^{-1}(X) = \gamma_{r,m,\sigma_2}^{-1}(X)$. From lemma $[13.8]$ we deduce that $\bigcup_{P \in \mathcal{P}_V(X)} ([\gamma_{r,m,\sigma_1}(P)]^V \cap V (C_{V,P}(X) + V^\perp)) = \bigcup_{P \in \mathcal{P}_V(X)} ([\gamma_{r,m,\sigma_2}(P)]^V \cap V (C_{V,P}(X) + V^\perp))$. By intersecting the previous equality by $C_{V,P}(X) + V^\perp$, we get $[\gamma_{r,m,\sigma_1}(P)]^V \cap V (C_{V,P}(X) + V^\perp) = [\gamma_{r,m,\sigma_2}(P)]^V \cap V (C_{V,P}(X) + V^\perp)$. From lemma $[12.2]$ we deduce that $\gamma_{r,m,\sigma_1}(P) = \gamma_{r,m,\sigma_2}(P)$. □

Even if the following two corollaries are not used in this section, they become useful in the sequel.

**Corollary 13.10.** Let $X$ be a $(r,m,w)$-cyclic Presburger-definable set and let $V$ be an affine component of $\text{saff}(X)$. Any semi-$V$-pattern $P \in \mathcal{P}_V(X)$ is relatively prime with $r$ and included in the $V$-affine space $A = \xi_{r,m}(w) + V$.

**Proof.** Since any $P \in \mathcal{P}_V(X)$ is $(r,m)$-detectable in $X$, we deduce that any $P \in \mathcal{P}_V(X)$ is $(r,m,w)$-cyclic. From lemma $[9.20]$ any $P \in \mathcal{P}_V(X)$ is relatively prime with $r$ and included in $A$. □

**Corollary 13.11.** The set $Z^m \cap (\xi_{r,m}(w) + V)$ is $(r,m)$-detectable in $X$ for any Presburger-definable set $X \subseteq Z^m$ and any affine component $V \in \text{comp}(\text{saff}(X))$. 

Proof. Let $A$ be the $V$-affine space $A = \xi_{r,m}(w) + V$. Let us consider $P \in \mathcal{P}_V(X) \setminus \{\emptyset\}$. It is sufficient to prove that $\mathbb{Z}^m \cap A$ is $(r,m)$-detectable in $P$. Consider a pair $(\sigma_1, \sigma_2)$ of words in $\Sigma_{r,m}^*$ such that there exists $P'$ satisfying $\gamma_{r,m,\sigma_1}^{-1}(P) = P' = \gamma_{r,m,\sigma_2}^{-1}(P)$. Remark that if $P' = \emptyset$ then the dense pattern corollary 4.22 shows that $\gamma_{r,m,\sigma_1}^{-1}((\mathbb{Z}^m \cap A)) = \emptyset = \gamma_{r,m,\sigma_2}^{-1}(\mathbb{Z}^m \cap A)$. If $P' \neq \emptyset$, we deduce that $\text{saff}(\gamma_{r,m,\sigma_1}^{-1}(P)) = \gamma_{r,m,\sigma_1}^{-1}(A)$. Therefore $\gamma_{r,m,\sigma_1}^{-1}(A) = \gamma_{r,m,\sigma_1}^{-1}(\mathbb{Z}^m \cap A)$.

In particular, by intersecting the previous equality by $\mathbb{Z}^m$, we get $\gamma_{r,m,\sigma_1}^{-1}(\mathbb{Z}^m \cap A) = \gamma_{r,m,\sigma_1}^{-1}(\mathbb{Z}^m \cap A)$.

\begin{theorem}
Let $A$ be a FDVA, let $M$ be a $V$-vector lattice included in $\mathbb{Z}^m$, and let $B$ be a non empty finite subset of $\mathbb{Z}^m$. We can compute in polynomial time a partition $B_0, B_1, ..., B_n$ of $B$ such that a semi-V-pattern $P$ of the form $P = B' + M$ where $B' \subseteq B$ is represented by a FDVA of the form $\mathcal{A}^P$ if and only if there exists $J \subseteq \{1, \ldots, n\}$ such that $B = \bigcup_{j \in J} B_j$.

Proof. Let us denote by $\mathcal{C}$ the class of subsets of $X' \subseteq \mathbb{Z}^m$ that can be represented by the FDVA $\mathcal{A}^P$ where $F$ is any final function. Since $\mathcal{C}$ is stable by boolean operations in $\{\cup, \cap, \setminus, \Delta\}$, we deduce that exists a unique partition $B_0, B_1, ..., B_n$ of a subset of $B$ satisfying the theorem. From proposition 4.6, we deduce that there exists a finite set $U$ of pairs $(\sigma_1, \sigma_2)$ of words in $\Sigma_{r,m}^*$ computable in polynomial time such that $\sigma_1 + m.Z = [\sigma_2 + m.Z$ for any $(\sigma_1, \sigma_2) \in U$, and such that a subset $X' \subseteq \mathbb{Z}^m$ is in $\mathcal{C}$ if and only if $\gamma_{r,m,\sigma_1}^{-1}(X') = \gamma_{r,m,\sigma_2}^{-1}(X')$ for any $(\sigma_1, \sigma_2) \in U$. Let us consider the binary relation $\mathcal{R}$ over $B$ defined by $b_1 R b_2$ if and only if there exists $(\sigma_1, \sigma_2) \in U$ such that $\gamma_{r,m,\sigma_1}(b_1 + M) \cap \gamma_{r,m,\sigma_2}^{-1}(b_2 + M) \neq \emptyset$. The symmetrical and transitive closure of $\mathcal{R}$ denoted by $\mathcal{R}'$ provides an equivalence relation of $B$. Let us consider the equivalence classes $B'_1, ..., B'_k$ of $\mathcal{R}'$ such that the last classes $B'_{n+1}, ..., B'_k$ are the equivalence classes such that $B'_i + M$ is not in $\mathcal{C}$.

Let us prove that $B_0 = \bigcup_{i=1}^k B'_i$ and $B_1, ..., B_n$ are equal up to a permutation to $B'_1, ..., B'_n$. Observe that $B_i + M$ is in $\mathcal{C}$ for any $i \geq 1$. Thus for any $(\sigma_1, \sigma_2) \in U$, we have $\gamma_{r,m,\sigma_1}^{-1}(B_i + M) = \gamma_{r,m,\sigma_2}^{-1}(B_i + M)$. In particular $b_1 R b_2$ implies that there exists $i \geq 0$ such that $b_1, b_2 \in B_i$. We have proved that for any equivalence class $B'$ of $\mathcal{R}'$, there exists $i$ such that $B' \subseteq B_i$. Note that if $B' \subseteq B_0$ then $B' + M$ is not in $\mathcal{C}$ by definition of $B_0$. Next, assume that $B' \subseteq B_i$ with $i \geq 1$. Let us consider $(\sigma_1, \sigma_2) \in U$ and let $x \in \gamma_{r,m,\sigma_1}^{-1}(B' + M)$. There exists $b_1 \in B'$ such that $\gamma_{r,m,\sigma_1}(x) \in b_1 + M$. Since $B_i + M \in \mathcal{C}$, we get $\gamma_{r,m,\sigma_1}^{-1}(B_i + M) = \gamma_{r,m,\sigma_2}^{-1}(B_i + M)$. As $b_1 \in B' \subseteq B_i$, we deduce that there exists $b_2 \in B_i$ such that $\gamma_{r,m,\sigma_2}(x) \in b_2 + M$. Thus $\gamma_{r,m,\sigma_1}^{-1}(b_1 + M) \cap \gamma_{r,m,\sigma_2}^{-1}(b_2 + M) \neq \emptyset$ and we have proved that $b_1 R b_2$. Since $b_1 \in B'$ we get $b_2 \in B'$ and we have proved that $\gamma_{r,m,\sigma_1}(B' + M) \subseteq \gamma_{r,m,\sigma_2}^{-1}(B' + M)$. By symmetry, we get the equality $\gamma_{r,m,\sigma_1}^{-1}(B' + M) = \gamma_{r,m,\sigma_2}^{-1}(B' + M)$. We have proved that $B' + M \in \mathcal{C}$. Since $B'$ is non empty and included in $B_i$, we deduce that $B' = B_i$. We have proved that $B_0 = \bigcup_{i=1}^k B'_i$ and $B_1, ..., B_n$ are equal up to a permutation to $B'_1, ..., B'_n$.

Therefore, it is sufficient to prove that we can decide in polynomial time if $\gamma_{r,m,\sigma_1}^{-1}(b_1 + M) \cap \gamma_{r,m,\sigma_2}^{-1}(b_2 + M) \neq \emptyset$ for any $b_1, b_2 \in B$, and we can decide
in polynomial time if \( B' + M \in F \) for any \( B' \subseteq B \). Proposition 3.13 proves that for any word \( \sigma \) and for any finite subset \( B' \subseteq \mathbb{Z}^m \), we can compute in polynomial time a finite subset \( B_\sigma \subseteq \mathbb{Z}^m \) and a vector lattice \( \mathbb{Z}^m \) such that \( |B_\sigma| \leq |B'| \) and \( \gamma_{r,\sigma}(B' + M) = B_\sigma + M_\sigma \). Therefore, it is sufficient to prove that given two vector lattices \( M_1 \) and \( M_2 \), two finite subsets \( B_1 \) and \( B_2 \) of \( \mathbb{Z}^m \), and two vectors \( b_1 \) and \( b_2 \) in \( \mathbb{Z}^m \), we can decide in polynomial time if \( b_1 + M_1 \cap b_2 + M_2 \neq \emptyset \) and we can decide in polynomial time if \( (B_1 + M_1) = (B_2 + M_2) \). From corollaries 8.16 and 9.16 we are done. □

### 13.3 Terminal components

A terminal component \( T \) of a FDVA \( A = (q_0, G, F_0) \) is a component of \( G \) satisfying:

- \( T \) is reachable (for \( |G| \)) from the initial state \( q_0 \),
- there exists a state \( q \in T \) such that \( |F_0|(q) \neq \emptyset \), and
- any state \( q' \) reachable (for \( |G| \)) from \( T \) such that \( |F_0|(q') \neq \emptyset \) is in \( T \).

The set of terminal components of a FDVA \( A \) is denoted by \( T_A \).

Observe that \( V_G(T) \) is defined for any terminal component \( T \) since the following proposition 13.14 show that such a \( T \) is untransient.

**Proposition 13.13.** A terminal component is untransient.

**Proof.** Let \( T \) be a terminal component of a FDVA \( A \). Consider a state \( q \in T \) such that \( |F_0|(q) \neq \emptyset \), and let \( s \in |F_0|(q) \). Since \( F_0 \) is saturated for \( G \) and \( s \in |F_0|(q) \) we deduce that \( s \in |F_0|(\delta(q, s^n)) \) for any \( n \in \mathbb{N} \). As \( T \) is terminal, we have \( \delta(q_0, s^n) \in T \). Moreover, as \( Q \) is finite, there exits \( n \in \mathbb{N} \) and \( d \in \mathbb{N} \setminus \{0\} \) such that \( \delta(q_0, s^{n+d}) = \delta(q_0, s^n) \). We have proved that there exists a loop of the state \( q' = \delta(q, s^n) \). From \( q' \in T \) we deduce that \( T \) is untransient. □

The terminal components have a lot of applications in the sequel. In this section we show that \( \text{saff}(X_q) = a_G(q) + V_G(T) \) and we provide a geometrical characterization of the sets \( X_q \).

**Lemma 13.14 (Destruction lemma).** Let \( \sigma \in \Sigma_{r,m}^+ \) be a non-empty word and let \( A \) be an affine space. There exists \( k_0 \in \mathbb{N} \) such that \( \gamma_{r,m,\sigma}^{-1}(\mathbb{Z}^m \cap A) = \emptyset \) if and only if \( \xi_{r,m}(\sigma) \notin A \) or \( \mathbb{Z}^m \cap A = \emptyset \).

**Proof.** We can assume without loss of generality that \( \mathbb{Z}^m \cap A \neq \emptyset \). In particular \( \overline{A} \) is a vector space (because \( A \) is non empty) and there exists a finite set \( D \subseteq \mathbb{Z}^m \setminus \{e_{0,m}\} \) such that \( \overline{A} = \{x \in \mathbb{Q}^m; \bigwedge_{\alpha \in D} \langle \alpha, x \rangle = 0 \} \).

Assume first that \( \xi_{r,m}(\sigma) \in A \). The set \( \mathbb{Z}^m \cap A \) is equal to \( \{x \in \mathbb{Z}^m; \bigwedge_{\alpha \in D} \langle \alpha, x - \xi_{r,m}(\sigma) \rangle = 0 \} \). Remark that \( \gamma_{r,m,\sigma}^{-1}(\mathbb{Z}^m \cap A) = \{x \in \mathbb{Z}^m; \bigwedge_{\alpha \in D} \langle \alpha, \gamma_{r,m,\sigma}(x) - \xi_{r,m}(\sigma) \rangle = 0 \} = \mathbb{Z}^m \cap A \). In particular \( \gamma_{r,m,\sigma}^{-1}(\mathbb{Z}^m \cap A) \neq \emptyset \) for any \( k \in \mathbb{N} \).
Next, assume that \( \gamma_{r,m,s}^{-1}(Z^m \cap A) \neq \emptyset \) for any \( k \in \mathbb{N} \). As \( Z^m \cap A \neq \emptyset \), there exists \( a \in A \). For any \( k \in \mathbb{N} \), we have:

\[
\gamma_{r,m,s}^{-1}(Z^m \cap A) = \left\{ x \in Z^m; \bigwedge_{\alpha \in D} \langle \alpha, \gamma_{r,m,s}(x) - a \rangle = 0 \right\}
\]

\[
= \left\{ x \in Z^m; \bigwedge_{\alpha \in D} \langle \alpha, r^{k \cdot |\sigma|_m} \cdot (x - \xi_{r,m}(\sigma)) + \xi_{r,m}(\sigma) - a \rangle = 0 \right\}
\]

\[
= \left\{ x \in Z^m; \bigwedge_{\alpha \in D} \langle \alpha, (r^{k \cdot |\sigma|_m} - 1) \cdot x + \gamma_{r,m,s}(e_{0,m}) \rangle = (r^{k \cdot |\sigma|_m} - 1) \cdot \langle \alpha, a - \xi_{r,m}(\sigma) \rangle \right\}
\]

Let us consider \( k \in \mathbb{N} \) enough larger such that \( |(r^{k \cdot |\sigma|_m} - 1) \cdot \langle \alpha, a - \xi_{r,m}(\sigma) \rangle| < 1 \) for any \( \alpha \in D \). As \( \gamma_{r,m,s}^{-1}(Z^m \cap A) \neq \emptyset \), there exists \( x \) in this set. From \( \langle \alpha, (r^{k \cdot |\sigma|_m} - 1) \cdot x + \gamma_{r,m,s}(e_{0,m}) \rangle \in \mathbb{Z} \), we deduce that \( (r^{k \cdot |\sigma|_m} - 1) \cdot \langle \alpha, a - \xi_{r,m}(\sigma) \rangle \) is in the set \( \{ c \in \mathbb{Z}; |c| < 1 \} = \{ 0 \} \). Therefore \( \langle \alpha, a - \xi_{r,m}(\sigma) \rangle = 0 \) for any \( \alpha \in D \). That means \( \xi_{r,m}(\sigma) \in A \). \( \square \)

**Proposition 13.15.** Let \( A = (q_0, G, F_0) \) be a FDVA that represents a set \( X \), let \( Y \) be an s-eye of a FDVG \( G \) and let \( T \) be a terminal component that contains \( \operatorname{ker}_s(Y) \). We have \( \operatorname{saff}(X_{q_{F_s,Y}}^F(G)) = a_G(q) + V_G(T) \) for any principal state \( q \in T \).

**Proof.** Let us denote by \( Z_q \) the set \( Z_q = \{ \xi_{r,m}(w); q \xrightarrow{w} q \} \). Recall that \( \operatorname{saff}(Z_q) = a_G(q) + V_G(T) \).

Let us first prove that \( \operatorname{saff}(Z_q) \subseteq \operatorname{saff}(X_{q_{F_s,Y}}^F) \). Consider a vector \( x \in Z_q \). There exists a loop \( q \xrightarrow{w} q \) with \( w \in \Sigma_{r,m}^+ \) such that \( x = \xi_{r,m}(w) \). Let \( q' \in \operatorname{ker}_s(Y) \). As \( q \) and \( q' \) are in the same component, there exists a path \( q \xrightarrow{s} q' \) with \( \sigma \in \Sigma_{r,m} \). Remark that \( \rho_{r,m}(w^{k \cdot \sigma}, s) \in X_{q_{F_s,Y}}^F \) for any \( k \in \mathbb{N} \). By developing \( \rho_{r,m}(w^{k \cdot \sigma}, s) \), we get \( \rho_{r,m}(w^{k \cdot \sigma}, s) = r^{k \cdot |\sigma|_m} \cdot (\rho_{r,m}(\sigma, s) - x) + x \). From covering lemma 13.9, we get \( Q.(\rho_{r,m}(\sigma, s) - x) + x \subseteq \operatorname{saff}(X_{q_{F_s,Y}}^F) \). In particular \( x \in \operatorname{saff}(X_{q_{F_s,Y}}^F) \) and we get \( Z_q \subseteq \operatorname{saff}(X_{q_{F_s,Y}}^F) \). By minimality of the semi-affine hull, we deduce the inclusion \( \operatorname{saff}(Z_q) \subseteq \operatorname{saff}(X_{q_{F_s,Y}}^F) \).

For the converse inclusion, let us consider a vector \( x \in X_{q_{F_s,Y}}^F \). There exists a \( (r, m) \)-decomposition \( (\sigma, s) \) of \( x \) such that \( \delta(q, \sigma) \in Y \). By replacing \( \sigma \) by a word in \( \sigma s^* \), we can assume that \( q' = \delta(q, \sigma) \in \operatorname{ker}_s(Y) \). In particular, there exists \( n_1 \in \mathbb{N} \backslash \{ 0 \} \) such that \( \delta(q', s^{n_1}) = q' \). Proposition 13.2 shows that \( \Gamma_{r,m,w}(\xi_{r,m}(s^{n_1})) \in \operatorname{saff}(\xi_{r,m,q}) \). Remark that \( \xi_{r,m}(s^{n_1}) = \frac{x}{r^{k \cdot |\sigma|_m} - 1} \), and we deduce that \( x = \rho_{r,m}(w, s) \in \operatorname{saff}(Z_q) \). We have proved the inclusion \( X_{q_{F_s,Y}}^F \subseteq \operatorname{saff}(Z_q) \). By minimality of the semi-affine hull, we deduce the other inclusion \( \operatorname{saff}(X_{q_{F_s,Y}}^F) \subseteq \operatorname{saff}(Z_q) \). \( \square \)
The following proposition shows that for any state \( q \) in a terminal component of an FDVA that represents a set \( X \), the semi-affine space \( \text{saff}(X_q) \) can be easily computed thanks to \( a_G(q) \) and \( V_G(T) \).

**Proposition 13.16.** Let \( X \) be a set represented by an FDVA \( A \) and let \( T \) be a terminal component. We have \( \text{saff}(X_q) = a_G(q) + V_G(T) \) for any state \( q \in T \).

**Proof.** Let us consider the class \( \mathcal{C}_T \) of couple \((s,Y)\in S_{r,m}\times P(Q)\) such that \( Y \) is an \( s \)-eye satisfying \( \ker_s(Y) \subseteq T \) and \( F_s,Y \subseteq F_0 \). As \( T \) is terminal, this class is non-empty. Proposition [13.15] shows that \( \text{saff}(X_q^{F_s,Y}) = a_G(q) + V_G(T) \) for any \((s,Y)\in \mathcal{C}_T\). Let \( F = \bigcup_{(s,Y)\in \mathcal{C}_T} F_s,Y \). As \( q \in T \) and \( T \) is terminal, we deduce that \( X_q = X_q^F = \bigcup_{(s,Y)\in \mathcal{C}_T} X_q^{F_s,Y} \). From covering lemma [14.3] we get \( \text{saff}(X_q) = a_G(q) + V_G(T) \). \( \square \)

Remark that by definition of bound\(_V\)(\( X \)), there exists a unique semi-\( V \)-pattern \( P \in \mathcal{P}_V(\mathcal{X}) \) such that \([C_N,\#]\)^{\mathcal{V}} \subseteq V \mathcal{C}_{V,P}(\mathcal{X}) \) for any sequence \( \# \in \{\langle,\rangle\}^{\text{bound}_V(\mathcal{X})} \) such that \([C_N,\#]|_V \neq [\emptyset]|_V \). Let \( X \) be a Presburger-definable set, let \( V \) be an affine component of \( \text{saff}(X) \), and let \( P \in \mathcal{P}_V(\mathcal{X}) \) be a semi-\( V \)-pattern. We denote by \( \mathcal{S}_{V,P}(\mathcal{X}) \) the set of sequences \( \# \in \{\langle,\rangle\}^{\text{bound}_V(\mathcal{X})} \) such that \([C_N,\#]|_V \subseteq V \mathcal{C}_{V,P}(\mathcal{X}) \).

The following theorem provides a geometrical form of the set \( X_q \) when \( q \) is a state in a terminal component of a FDVA that represents a Presburger-definable set \( X \).

**Theorem 13.17.** Let \( X \) be a Presburger-definable set represented by an FDVA \( A \) and let \( V \) be an affine component of \( \text{saff}(X) \). For any state \( q \) in a terminal component \( T \) such that \( V_G(T) \) is equal to \( V \), there exists a vector \( a_q \in \mathbb{Q}^m \) such that we have:

\[
X_q = \bigcup_{P \in \mathcal{P}_V(\mathcal{X})} \bigcup_{\# \in \mathcal{S}_{V,P}(\mathcal{X})} (P_q \cap (a_q + C_N,\# + V^\perp))
\]

such that for any \( j \in \{1, \ldots, m\} \), we have \(-1 < a_q[j] \leq 0 \) if \( V \subseteq e_{j,m}^\perp \) and we have \(-1 < a_q[j] < 0 \) otherwise.

**Proof.** Let us first prove that there exists a loop \( q \xrightarrow{v}\ q \) such that \( v_j \notin (\Sigma_{r,m} \cap e_{j,m})^\perp \) for any \( j \in \{1, \ldots, m\} \) satisfying \( V \not\subseteq e_{j,m}^\perp \). As \( \text{saff}(X_q) = V \), from proposition [13.11] we deduce that there exists \( P \in \mathcal{P}_V(\mathcal{X}) \) such that \( P_q \neq \emptyset \). Let us consider a vector \( x \in P_q \). As \( V \not\subseteq e_{j,m}^\perp \), there exists a vector \( v \in V \) such that \( v[j] \neq 0 \) and by replacing \( v \) by a vector in \((\mathbb{Z} \setminus \{0\}).v\), we have proved that there exists a vector \( v \in \text{inv}_V(P_q) \) such that \( v[j] > 0 \). In particular \( x + \mathbb{Z}.v \subseteq P_q \). As \( v[j] > 0 \), there exists \( k \in \mathbb{N} \) enough larger such that \((x+k.n.v)[j] > 0 \). Let us consider a \((r,m)\)-decomposition \((\sigma,s)\) of \( x+k.n.v \). Naturally, as \((x+k.n.v)[j] > 0 \), we have \( \sigma \notin (\Sigma_{r,m} \cap e_{j,m})^\perp \). Moreover, as \( \rho_{r,m}(\sigma,s) \in P_q \), we get \( P_q \neq \emptyset \) where \( q' = \delta(q,\sigma) \). Proposition [14.11] shows that \( X_{q'} \neq \emptyset \). As \( T \) is terminal, we have proved that \( q' \in T \). Hence, there
exists a path $q' \xrightarrow{w_j} q$. Remark that the loop $q \xrightarrow{w_j} q$ where $w_j = \sigma.a'$ satisfies $w_j \notin (\Sigma_{r,m} \cap e_{j,m}^\perp)^*$.

Let us consider the sequence $(C_{V,P})_{P \in \mathcal{P}_V(X)}$ of $V$-polyhedrons defined by $C_{V,P} = \bigcup_{# \in \mathcal{S}_{V,P}(X)} C_{V,#}$. Remark that $e_{V,P}(X) = [C_{V,P}]^V$ for any $P \in \mathcal{P}_V(X)$. Hence, the set $Z = X \Delta (\bigcup_{P \in \mathcal{P}_V(X)} \bigcup_{# \in \mathcal{S}_{V,P}(X)} (P_q \cap (a_q + C_{V,#} + V^\perp)))$ is such that $[Z]^V = [\emptyset]^V$. Let us consider a path $q_0 \xrightarrow{\sigma} q$ with $q$ in a terminal component $T$ such that $V_G(T) = V$. Thanks to the first paragraph, we can assume without loss of generality that $\sigma \notin (\Sigma_{r,m} \cap e_{j,m}^\perp)^*$ for any $j \in \{1, \ldots, m\}$ satisfying $V \not\subseteq e_{j,m}^\perp$. As $\mathcal{S}_{V}(X) = [\emptyset]^V$, we deduce that $X_q$ is not included in $\text{saff}([\gamma_{r,m}^{-1}(\emptyset)])$. Hence, there exists a $(r,m)$-decomposition $(w_1, s) \in \rho_{r,m}^{-1}(X_q)$ such that $\rho_{r,m}(w_1, s) \notin \text{saff}([\gamma_{r,m}^{-1}(Z)])$. Destruction lemma 13.14 shows that by replacing $w_1$ by a word in $w_1.s^*$, we can assume that $\gamma_{r,m}^{-1}(w_1) = \emptyset$. Let $q' = \delta(q, w_1)$. As $s \in F_0(q')$ and $T$ is terminal, we deduce that $q' \in T$. As $q$ and $q'$ are in the strongly connected component $T$, there exists a path $q' \xrightarrow{w_2} q$. Let $w = w_1.w_2$ and let $a_q = \Gamma_{r,m,s}.w(e_{0,m})$. As $\sigma \notin (\Sigma_{r,m} \cap e_{j,m}^\perp)^*$ for any $j \in \{1, \ldots, m\}$ satisfying $V \not\subseteq e_{j,m}^\perp$, we deduce that for any $j \in \{1, \ldots, m\}$, we have $-1 < a_q[j] \leq 0$ if $V \subseteq e_{j,m}^\perp$ and we have $-1 < a_q[j] < 0$ otherwise. Remark that for any $V$-hyperplane $H$ such that $\overline{H} = H$ and for any $\# \in \{\langle, \leq, =, \geq, \rangle\}$, we have $\Gamma_{r,m,s}.w(H^\# + V^\perp) = a_q + H^\# + V^\perp$. As $\gamma_{r,m,s}.w(Z) = \emptyset$ then $X_q = \bigcup_{P \in \mathcal{P}_V(X)} \bigcup_{# \in \mathcal{S}_{V,P}(X)} (P_q \cap (a_q + C_{V,#} + V^\perp))$. □
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Extracting Geometrical Properties

14.1 Semi-affine hull direction of a Presburger-definable FDVA

In this section we prove that the semi-affine hull direction $\overrightarrow{saff}(X)$ of a Presburger-definable set $X$ represented by a FDVA is computable in polynomial time.

This computation cannot be extended to $\text{saff}(X)$. In fact, as shown by the following lemma 14.1, the size of $\text{saff}(X)$ can be exponentially larger than the size of a FDVA representing $X$.

Lemma 14.1. There exist $\alpha, \beta \in \mathbb{Q}_+ \setminus \{0\}$, a sequence $(A_n)_{n \in \mathbb{N}}$ of FDVA that represents a sequence $(X_n)_{n \in \mathbb{N}}$ of Presburger-definable sets in basis $r$, such that $\lim_{n \to +\infty} \text{size}(A_n) = +\infty$ and $\text{size}(\text{saff}(X_n)) \geq \alpha \cdot 2^{\beta \cdot \text{size}(A_n)}$.

Proof. Consider the finite set $X_n = \{0, \ldots, r^n - 1\}^m$. Remark that $X_n$ is Presburger-definable and the FDVA $A_{r,1}(X_n)$ that represents $X_n$ has $n + 2$ principal states. Moreover, as $\text{comp}(\text{saff}(X_n)) = \{\{x\}; x \in X_n\}$, we deduce that $\text{size}(\text{saff}(X_n)) = r^n$. $\square$

Remark 14.2. The semi-affine hull of a set $X$ represented by a FDVA ($X$ is not necessarily Presburger-definable) can be computed in exponential time thanks to the algorithm provided in [Ler03]. This result is not used in this paper.

Our computation of $\overrightarrow{saff}(X)$ is based on the following lemma 14.3 that shows that an under-approximation of $\overrightarrow{saff}(X)$ can be easily computed from a FDVA that represents a set $X$. In this section, we prove that this under-approximation is exact if $X$ is Presburger-definable.

Lemma 14.3. Let $X$ be a set represented by a FDVA. We have $\bigcup_{T \in \mathcal{T}_A} V_G(T) \subseteq \overrightarrow{saff}(X)$. 

Proof. Let us consider a FDVA \( A \) that represents a set \( X \). Let us consider a terminal component \( T \in \mathcal{T}_A \) and let us prove that \( V_G(T) \subseteq \overline{\text{saff}}(X) \). Let us consider \( q \in T \). As \( T \) is reachable (for \([G]\)) from the initial state, there exists a path \( q_0 \xrightarrow{\sigma \in \Sigma_{r,m}} q \). We have \( X_q = \gamma_{r,m,\sigma}^{-1}(X) \subseteq \Gamma_{r,m,\sigma}^{-1}(X) \). Covering lemma \([9.9]\) shows that \( \overline{\text{saff}}(X_q) \subseteq \overline{\text{saff}}(X) \). Moreover, as \( q \in T \), proposition \([13.16]\) shows that \( \overline{\text{saff}}(X_q) = V_G(T) \). Therefore \( V_G(T) \subseteq \overline{\text{saff}}(X) \) and we have proved the inclusion \( \bigcup_{T \in \mathcal{T}_A} V_G(T) \subseteq \overline{\text{saff}}(X) \). \( \square \)

**Proposition 14.4.** Let \( X \) be a Presburger-definable set represented by a FDVA \( A \) and let \( V \) be an affine component of \( \overline{\text{saff}}(X) \). For any principal state \( q \) reachable for \([G]\), there exists \( P \in \mathcal{P}_V(X) \) such that \( P_q \neq \emptyset \) if and only if there exists a terminal component \( T \in \mathcal{T}_A \) reachable from \( q \) for \([G]\) such that \( V_G(T) = V \).

Proof. Assume first that there exists a terminal component \( T \in \mathcal{T}_A \) reachable from \( q \) for \([G]\) such that \( V_G(T) = V \) and let us prove that there exists \( P \in \mathcal{P}_V(X) \) such that \( P_q \neq \emptyset \). There exists \( q' \in T \) and a path \( q \xrightarrow{\sigma \in \Sigma_{r,m}} q' \). From theorem \([12.14]\) since \( X_{q'} \neq \emptyset \), we deduce that there exists \( P \in \mathcal{P}_V(X) \) such that \( P_{q'} \neq \emptyset \). As \( P_{q'} = \gamma_{r,m,\sigma}(P_q) \) we get \( P_q \neq \emptyset \) and we have proved that there exists \( P \in \mathcal{P}_V(X) \) such that \( P_q \neq \emptyset \). Let us prove the converse. Assume that there exists \( P \in \mathcal{P}_V(X) \) such that \( P_q \neq \emptyset \) and let us prove that there exists a terminal component \( T \in \mathcal{T}_A \) reachable from \( q \) for \([G]\) such that \( V_G(T) = V \). Since \( q \) is reachable for \([G]\) from the initial state, there exists a path \( q_0 \xrightarrow{\sigma_0} q \). Let us consider a sequence \( (C_{V,P})_{P \in \mathcal{P}_V(X)} \) of \( V \)-polyhedrons such that \( C_{V,P} \in \mathcal{G}_{V,P}(X) \). Let us consider \( Z = X \Delta \bigcup_{P \in \mathcal{P}_V(X)} (P \cap (C_{V,P} + V^\bot)) \). We have \([Z]^V = [\emptyset]^V \).

That means \( V \) is not included in \( \overline{\text{saff}}(Z) \). Let \( Z' = \gamma_{r,m,\sigma_0}^{-1}(Z) \). From covering lemma \([9.9]\) we deduce that \( V \) is not included in \( \overline{\text{saff}}(Z') \). Observe that if there exists \( P \in \mathcal{P}_V(X) \) such that \( P_q \neq \emptyset \) then from \( Z' = X_q \Delta \bigcup_{P \in \mathcal{P}_V(X)} (P_q \cap (C_{V,P} + V^\bot)) \), we deduce that \( V \) is included in \( \overline{\text{saff}}(X_q) \). Thus, there exists a \((r,m)\) - decomposition \((\sigma,s)\) such that \( \rho_{r,m}(\sigma,s) \in X_q \) and \( \rho_{r,m}(\sigma,s) \notin \overline{\text{saff}}(Z') \). Destruction lemma \([12.14]\) proves that by replacing \( \sigma \) by a word in \( \sigma,s^s \), we can assume that \( \gamma_{r,m,\sigma}(Z') = \emptyset \). Let \( q' = \delta(q,\sigma) \) and remark that \( X_{q'} = \bigcup_{P \in \mathcal{P}_V(X)} (P_q \cap (I_{V,r,m,\sigma,w}^{-1}(C_{V,P}) + V^\bot)) \). As \( \rho_{r,m}(\sigma,s) \in X_q \) then \( s \in F_0(q') \). So there exists a terminal component \( T \) reachable (for \([G]\)) from \( q' \). Let \( q'' \in T \). There exists a path \( q' \xrightarrow{w \in \Sigma_{r,m}} q'' \) such that \( q'' \in T \). We have \( X_{q''} = \bigcup_{P \in \mathcal{P}_V(X)} (P_{q''} \cap (I_{V,r,m,\sigma,w}^{-1}(C_{V,P}) + V^\bot)) \). As \( X_{q''} \neq \emptyset \), there exists \( P \in \mathcal{P}_V(X) \) such that \( P_{q''} \neq \emptyset \). In particular \( P_{q''} \) is a non-empty semi-\( V \)-pattern. As \( C_{V,P} \) is non-\( V \)-degenerate and \( [C_{V,P}]_V = [I_{V,r,m,\sigma,w}^{-1}(C_{V,P})]_V \), we deduce that \( I_{V,r,m,\sigma,w}^{-1}(C_{V,P}) \) is non-\( V \)-degenerate. Lemma \([12.2]\) proves that \( V \) is included in \( \overline{\text{saff}}(P_{q''} \cap (I_{V,r,m,\sigma,w}^{-1}(C_{V,P}) + V^\bot)) \). Therefore \( V \subseteq \overline{\text{saff}}(X_{q''}) \).
Moreover, as \( \text{saff}(P_{q''}) \subseteq V \) for any \( P \in \mathcal{P}_V(X) \), we deduce that \( \text{saff}(X_{q''}) = V \). As \( q'' \in T \), recall that \( V_G(T) = \text{saff}(X_{q''}) \). Therefore, we have proved that there exists a terminal component \( T \) such that \( V_G(T) = V \). \( \square \)

From the previous proposition \[14.1\] we deduce that \( \text{saff}(X) \) can be easily computed in polynomial time from the sequence of vector spaces associated to the terminal components.

**Proposition 14.5.** For any Presburger-definable set \( X \) represented by a FDVA \( A \), we have:

\[
\text{saff}(X) = \bigcup_{T \in \mathcal{T}_A} V_G(T)
\]

**Proof.** Lemma \[14.3\] shows that \( \bigcup_{T \in \mathcal{T}_A} V_G(T) \subseteq \text{saff}(X) \). Now, let us prove the converse inclusion. Let \( V \) be an affine component of \( \text{saff}(X) \). Proposition \[14.4\] shows that there exists a terminal component \( T \) such that \( V_G(T) = V \). Therefore \( V \subseteq \bigcup_{T \in \mathcal{T}_A} V_G(T) \). We deduce the other inclusion \( \text{saff}(X) \subseteq \bigcup_{T \in \mathcal{T}_A} V_G(T) \). \( \square \)

From theorem \[13.4\] and the previous proposition \[14.5\] we get one of the main powerful theorem of this paper.

**Theorem 14.6.** The semi-affine hull direction of a Presburger-definable set represented by a FDVA is computable in polynomial time.

### 14.1.1 An example

Let us consider the set \( X = X_1 \cup X_2 \) where \( X_1 = \{ x \in \mathbb{N}^2; x[1] = 2.x[2] \} \) and \( X_2 = \{ x \in \mathbb{N}^2; x[2] = 2.x[1] \} \). Naturally, the semi-vector space \( \text{saff}(X_1) \) is equal to the vector space \( V_1 = \{ x \in \mathbb{Q}^2; x[1] = 2.x[2] \} \) and symmetrically the semi-vector space \( \text{saff}(X_2) \) is equal to the vector space \( V_2 = \{ x \in \mathbb{Q}^2; x[2] = 2.x[1] \} \). As \( \text{saff}(X) \) has two affine components \( V_1 \) and \( V_2 \), from proposition \[14.5\] we deduce that whatever the FDVA \( A \) that represents \( X \) we consider, for any terminal terminal components \( T \), we have \( V_G(T) \subseteq V_1 \) or \( V_G(T) \subseteq V_2 \) (remark that we have implicitly used the inseparable lemma \[9.2\]). Moreover, we also deduce that there exists at least one terminal component \( T_1 \) such that \( V_G(T_1) = V_1 \) and at least one terminal component \( T_2 \) such that \( V_G(T_2) = V_2 \).

This property can be verified in practice. Figure \[14.1\] represents the minimal FDVA \( A_{2,2}(X_1 \cup X_2) \) where \( X'_1 = \{ x \in \mathbb{N}; x[1] = 2.x[2] + 1 \} \) and \( X'_2 = \{ x \in \mathbb{N}; x[2] = 2.x[1] + 1 \} \). Remark that this FDVA has 2 terminal components \( T_1 \) and \( T_2 \) defined by \( T_1 = \{ X_1, X'_1 \} \) and \( T_2 = \{ X_2, X'_2 \} \). We have \( V_G(T_1) = \text{aff}(X_1) = \text{aff}(X'_1) = V_1 \) and \( V_G(T_2) = \text{aff}(X_2) = \text{aff}(X'_2) = V_2 \).
14.2 Polynomial time invariant computation

Let $X$ be a Presburger-definable set and $V$ be an affine component of $\mathbf{saff}(X)$. The $V$-vector lattice $\text{inv}_V(X)$ of invariants of $X$ is defined by the following equality:

$$\text{inv}_V(X) = \bigcap_{P \in \mathcal{P}_V(X)} \text{inv}_V(P)$$

In this section we prove that the $V$-vector lattice of invariants $\text{inv}_V(X)$ is computable in polynomial time from a cyclic FDVA $A$ that represents $X$ in basis $r$. We also prove that $|\mathbb{Z}^m \cap V/\text{inv}_V(X)|$ is bounded by the number of principal states of $A$.

Recall that corollary 13.10 proves that any $P \in \mathcal{P}_V(X)$ is relatively prime with $r$ and included in the $V$-affine space $\xi_{r,m}(s) + V$. This $V$-affine space will be useful in the sequel. Our algorithm is based on the following proposition 14.8 and the remaining of this section is devoted to prove that all structures needed for applying this proposition are small and they can be computed efficiently.

**Lemma 14.7.** Let $A$ be a $V$-affine space and $s \in S_{r,m}$ be a $(r,m)$-sign vector such that $[\mathbb{Z}^m \cap A]^V \neq \{0\}^V$. There exists a vector $v \in V$ such that $v[i] < 0$ if $s[i] = r - 1$ and $v[i] > 0$ if $s[i] = 0$ for any $i \in \{1, \ldots, m\}$ such that $e_{i,m} \notin V^\perp$. 

**Fig. 14.1.** The FDVA $A_{2,2}(X_1 \cup X_2)$
Proof. Since $A$ is a $V$-affine space, there exists $a \in A$. We denote by $\#_0$ the binary relation $\geq$ and by $\#_{r-1}$ the binary relation $\triangleleft$, and we denote by $I$ the set of $i \in \{1, \ldots, m\}$ such that $e_{i,m} \notin V^\perp$. Remark that $Z_{r,m,s} \cap A = Z^n \cap (C + H_V(a) + V^\perp)$ where $C$ is the $V$-polyhedron $C = \bigcap_{i=1}^m \{x \in V; x[i] + a[i] \#_0 s[i]0\}$. As $\{x \in V; x[i] + a[i] \#_0 s[i]0\} = \{x \in V; \langle H_V(e_{i,m}) + a[i] \#_0 s[i]0\}$, we deduce that $\{x \in V; x[i] + a[i] \#_0 s[i]0\}$ is either empty or equal to $V$ for any $i \in \{1, \ldots, m\}$ except $I$. Moreover, as $[Z_{r,m,s} \cap A]^V \neq [0]^V$, we get $\{x \in V; x[i] + a[i] \#_0 s[i]0\} = V$ for any $i \in \{1, \ldots, m\}$ except $I$. Hence $C = \bigcap_{i \in I} \{x \in V; \langle H_V(e_{i,m}) + a[i] \#_0 s[i]0\}$. As $[Z^n \cap (C + H_V(a) + V^\perp)]^V \neq [0]^V$, lemma \ref{lem_12.2} shows that $V[i] > 0$ if $s[i] = 0$ and $V[i] < 0$ if $s[i] = r - 1$ for any $i \in I$. \hfill $\square$ 

**Proposition 14.8.** Let $X$ be a $(r,m,w)$-cyclic Presburger-definable set and let $V$ be an affine component of $\text{saff}(X)$. Assume that we have:

- A $(r,m)$-sign vector $s \in S_{r,m}$ such that $[Z_{r,m,s} \cap (\xi_{r,m}(s) + V)]^V \neq [0]^V$,
- A couple $(q_0,G)$ such that $q_0$ is a principal state of a FDVG $G$ such that $\delta(q_0,\sigma_1) = \delta(q_0,\sigma_2)$ if and only if $\langle\gamma^{-1}_{r,m,\sigma_1}(P)\rangle_{P \in \mathcal{P}_V(X)} = \langle\gamma^{-1}_{r,m,\sigma_1}(P)\rangle_{P \in \mathcal{P}_V(X)}$ for any $\sigma_1,\sigma_2 \in \Sigma^*_{r,m}$,
- The set $Q'$ of principal states reachable for $|G|$ from $q_0$ such that $\langle0\rangle_{P \in \mathcal{P}_V(X)} \neq \langle\gamma^{-1}_{r,m,\sigma_1}(P)\rangle_{P \in \mathcal{P}_V(X)}$ if and only if $q' \in Q'$ for any path $q_0 \rightarrow q'$ with $\sigma \in \Sigma^*_{r,m}$,
- An integer $n_0 \in \mathbb{N}\setminus\{0\}$ relatively prime with $r$ such that $[Z^n \cap V/\text{inv}_V(X)]^V$ divides $n_0$,
- An integer $n \in \mathbb{N}\setminus\{0\}$ such that $r^n \in 1 + n_0\mathbb{Z}$.

We denote by $U$ the set of pairs $u = (k,Z) \in \mathbb{K} \times \mathbb{Z}/mn.n\mathbb{Z}$ such that there exists a pair of words $(\sigma_u,\sigma'_u)$ in $\Sigma^*_r$ satisfying $|\sigma_u,\sigma'_u| \in r.n\mathbb{Z}$, $\delta(k,Z) = (\delta(q_0,\sigma_u),|\sigma_u| + m.n\mathbb{Z})$ and there exists an $s$-eye $Y'$ such that $\delta(k,Z) \in \ker_s(Y') \subseteq Q'$. Given a sequence $(\sigma_u,\sigma'_u)_{u \in U}$ satisfying the previous conditions and such that $\sigma'_u(0,m.n\mathbb{Z}) = e$, the vector lattice of invariants $\text{inv}_V(X)$ is equal to the vector lattice generated by $n_0[Z^n \cap V$ and the vectors $\rho_{r,m}(\sigma_u,b,\sigma'_u,s) - \rho_{r,m}(\sigma_u,\sigma'_u,s)$ where $u_1 = (k_1,Z_1) \in U$, $b \in \Sigma_r$ and $u_2 = (k_2,Z_2) \in U$ are such that $(k_2,Z_2) = (\delta(k_1,b),Z_1 + 1)$.

**Proof.** Let us denote by $A$ the $V$-affine space $A = \xi_{r,m}(w) + V$.

Since $\delta(q_0,\sigma_1) = \delta(q_0,\sigma_2)$ if and only if $\langle\gamma^{-1}_{r,m,\sigma_1}(P)\rangle_{P \in \mathcal{P}_V(X)} = \langle\gamma^{-1}_{r,m,\sigma_1}(P)\rangle_{P \in \mathcal{P}_V(X)}$ for any $\sigma_1,\sigma_2 \in \Sigma^*_{r,m}$, for any principal state $q$ reachable for $|G|$ from $q_0$, there exists a unique sequence denoted by $(P_q)_{P \in \mathcal{P}_V(X)}$ such that $P_q = \gamma^{-1}_{r,m,\sigma}(P)$ for any $P \in \mathcal{P}_V(X)$ and for any $\sigma \in \Sigma^*_{r,m}$ such that $q = \delta(q_0,\sigma)$. We first prove that $\rho_{r,m}(\sigma'_s,s) \in A$ for any word $\sigma' \in \Sigma^*_{r,m}$ such that there exists an $s$-eye $Y'$ satisfying $\delta(q_0,\sigma') \in \ker_s(Y') \subseteq Q'$. As the principal state $q'_s = \delta(q_0,\sigma')$ is in $Q'$, there exists $P \in \mathcal{P}_V(X)$ such that $P_{q'} \neq 0$. There exists a path $q' \rightarrow q'$ such that $q' \in \ker_s(Y')$, we get $\text{saff}(P_{q'}) = \xi_{r,m}(s) + V$ from lemma \ref{lem_12.2}. Remark that $P_{q'} = \gamma^{-1}_{r,m,\sigma'}(P)$. Thus, from covering lemma...
we get $\xi_{r,m}(s) + V \subseteq \Gamma_{r,m,\sigma}(\text{aff}(P))$ in particular from $\text{aff}(P) = A$ and $\rho_{r,m}(\sigma, s) = \Gamma_{r,m,\sigma}(\xi_{r,m}(s))$, we deduce that $\rho_{r,m}(\sigma', s) \in A$.

Next, let us show that for any pair of integers $z_1, z_2 \in \mathbb{N}$ such that $z_1 + m.n.Z = z_2 + m.n.Z$ and for any $x \in \mathbb{Z}^m$, we have $x' = \gamma_{r,m,0}(x) - \gamma_{r,m,0}(x) \in n_0.Z^m$. Naturally, by symmetry, we can assume that $z_1 < z_2$ and by replacing $x$ by $\gamma_{r,m,0}(x)$ and $(z_1, z_2)$ by $(0, z_2 - z_1)$ we can assume that $z_1 = 0$. In this case $z = \frac{z_2}{m.n}$ is in $\mathbb{N}$ and $x' = (v^{n.z} - 1)x$. Since $v^n - 1$ divides $v^{n.z} - 1$ and $n_0$ divides $v^n - 1$, we have proved that $x' \in n_0.Z^m$.

Let us denote by $M$ the vector lattice generated by $n_0.Z^m \cap V$ and the vectors $\rho_{r,m}(\sigma_{u_1}, b, \sigma_{u_2}, s) - \rho_{r,m}(\sigma_{u_2}, \sigma_{u_1}, s)$ where $u_1 = (k_1, Z_1) \in U$, $b \in \Sigma_r$ and $u_2 = (k_2, Z_2) \in U$ are such that $(k_j, Z_j) = (\delta(k_1, b), Z_1 + 1)$.

We first prove the inclusion $M \subseteq \text{inv}_V(X)$.

Let us show that $\rho_{r,m}(\sigma_{s'}, s) - \rho_{r,m}(\sigma_{s}, s) \in \text{inv}_V(X)$ for any pair of words $(\sigma_1, \sigma_2)$ in $(\Sigma_{r,m}^*)^s$ such that there exists a principal state $q'$ satisfying $\delta(q_0, \sigma_1) = q' = \delta(q_0, \sigma_2)$ and there exists an $s$-eye $Y'$ satisfying $q' \in \ker_s(Y') \subseteq Q'$. The previous paragraphs shows that $\rho_{r,m}(\sigma_{s}, s)$ and $\rho_{r,m}(\sigma_{s'}, s)$ are both in $A$. Thus, from lemma 0.22 we get $\gamma_{r,m,\sigma}(P) = \xi_{r,m}(s) + P - \rho_{r,m}(\sigma_{s'}, s)$ for any $i \in \{1, 2\}$ and for any $P \in \text{inv}_V(X)$. In particular $\rho_{r,m}(\sigma_{s'}, s) - \rho_{r,m}(\sigma_{s'}, s) \in \text{inv}_V(X)$.

We can now easily prove that $M \subseteq \text{inv}_V(X)$ since $n_0.Z^m \cap V \subseteq \text{inv}_V(X)$ (recall that $|Z^m \cap V/\text{inv}_V(X)|$ divides $n_0$) and from the previous paragraph we deduce that $\rho_{r,m}(\sigma_{u_1}, b, \sigma_{u_2}, s) - \rho_{r,m}(\sigma_{u_2}, \sigma_{u_1}, s) \in \text{inv}_V(X)$ for any $u_1 = (k_1, Z_1) \in U$, $b \in \Sigma_r$ and $u_2 = (k_2, Z_2) \in U$ such that $(k_2, Z_2) = (\delta(k_1, b), Z_1 + 1)$.

Next, let us prove the converse inclusion $\text{inv}_V(X) \subseteq M$.

Let us show that $\rho_{r,m}(\sigma_{s'}, s) - \rho_{r,m}(\sigma_{s}, s) \in M$ for any pair of words $(\sigma_1, \sigma_2)$ in $(\Sigma_{r,m}^*)^s$ such that there exists $u = (k, Z) \in U$ satisfying $\delta(q_0, \sigma_1) = \delta(q_0, \sigma_2) + m.n.Z$ and for any pair of words $(\sigma', \sigma'')$ in $(\Sigma_{r,m}^*)^s$ satisfying $Z + |\sigma'| = m.n.Z = Z + |\sigma''| + m.n.Z$ and there exists two $s$-eyes $Y'$ and $Y''$ satisfying $\delta(k, \sigma') \in \ker_s(Y') \subseteq Q'$ and $\delta(k, \sigma'') \in \ker_s(Y'') \subseteq Q'$. Let $x' = (\rho_{r,m}(\sigma_{s'}, s) - \rho_{r,m}(\sigma_{s'}, s) - \rho_{r,m}(\sigma_{s'}, s) - \rho_{r,m}(\sigma_{s'}, s))$. This vector is in $V$ since the vectors $\rho_{r,m}(\sigma_1, \sigma_2), \rho_{r,m}(\sigma_2, \sigma_1), \rho_{r,m}(\sigma_2, \sigma_2), \rho_{r,m}(\sigma_2, \sigma_2), \rho_{r,m}(\sigma_2, \sigma_2)$ are in the $V$-affine space $A$ from the previous paragraphs. Moreover, let us remark that $x' = \gamma_{r,m,0}(x) - \gamma_{r,m,0}(x)$ where $z_1 = |\sigma_1|, z_2 = |\sigma_2|$ and $x = \rho_{r,m}(\sigma_{s'}, s) - \rho_{r,m}(\sigma_{s'}, s)$. Thus, from the previous paragraphs, we get $x \in n_0.Z^m$ and we have proved that $x' \in n_0.Z^m \cap V \subseteq M$.

Let us show that $\rho_{r,m}(\sigma_{s'}, s) - \rho_{r,m}(\sigma_{s}, s) \in M$ for any pair of words $(\sigma_1, \sigma_2)$ in $(\Sigma_{r,m}^*)^s$ such that there exists a principal state $q'$ satisfying $\delta(q_0, \sigma_1) = q' = \delta(q_0, \sigma_2)$ and there exists an $s$-eye $Y'$ satisfying $q' \in \ker_s(Y') \subseteq Q'$. Since $M$ is a vector lattice, it is sufficient to prove that $\rho_{r,m}(\sigma, s) - \rho_{r,m}(\sigma, s) \in M$ for any word $\sigma \in (\Sigma_{r,m}^*)^s$ such that $u = (\delta(q_0, \sigma), m.n.Z)$ is in $U$. Let us consider a sequence $b_1, \ldots, b_i$ of $r$-digits $b_j \in \Sigma_r$ such that $b = b_1 \ldots b_i$. We denote by $u_1$ the couple $u = (\delta(q_0, b_1 \ldots b_j), j + m.n.Z)$. Since $u_i = u$ is in $U$, we deduce that $u_j \in U$ for any $k \in \{0, \ldots, i\}$. By definition of $M$, we have
\[\rho_{r,m}(\sigma_{u_{i-1}}, b_i, \sigma_{u_i}', s) - \rho_{r,m}(\sigma_{u_{i-1}}, \sigma_{u_i}', s) \in M \text{ for any } j \in \{1, \ldots, i\}.\] From the previous paragraph, we get \[\rho_{r,m}(\sigma_{u_{i-1}}, b_i \ldots b_j, s) = \rho_{r,m}(\sigma_{u_{i-1}}, b_j \ldots b_i, s) \in M \text{ for any } j \in \{1, \ldots, i\}.\] By summing all the vectors, we deduce that \[\rho_{r,m}(\sigma_{u_0} \ldots b_i) - \rho_{r,m}(\sigma_{u_i}) \in M.\] Now, just remark that \[\sigma_{u_0} = e \text{ and } u_i = u.\]

Let us consider \(v \in \text{inv}_V(X)\) and let us prove that \(v \in V\). Lemma \ref{lem:E} shows that there exists a vector \(v_0 \in V\) such that \(v_0[i] < 0 \text{ if } s[i] = r - 1 \text{ and } v_0[i] > 0 \text{ if } s[i] = 0 \text{ for any } i \in \{1, \ldots, m\} \text{ such that } e_{1,m} \notin V^\perp.\] By replacing \(v_0\) by a vector in \((\mathbb{N} \setminus \{0\})v_0\), we can assume that \(v_0 \in \text{inv}_V(X)\), \(v_0[i] + v[i] < 0 \text{ if } s[i] = r - 1 \text{ and } v_0[i] + v[i] > 0 \text{ if } s[i] = 0 \text{ for any } i \in \{1, \ldots, m\} \text{ such that } e_{1,m} \notin V^\perp.\) Since \([Z_{r,m,s} \cap A]^V \neq \{0\}^V\), there exists a vector \(a \in Z_{r,m,s} \cap A\). Let \(a_1 = a + v_0\) and let \(a_2 = a + v_0 + v\). Remark that \(a_1, a_2 \in Z_{r,m,s}\) since for any \(i \in \{1, \ldots, m\}\), if \(e_i \notin V^\perp\) then \(a_1[i] = a[i] + v_0[i], a_2[i] = a[i] + v_0[i] + v[i]\) and if \(e_i \in V^\perp\) then \(a_1[i] = a[i], a_2[i] = a[i]\). As \(a_1, a_2 \in Z_{r,m,s}\), there exist \(s_1, s_2 \in Z_{r,m,s}^*\) such that \(a_1 = \rho_{r,m}(\sigma_1, s_1)\) and \(a_2 = \rho_{r,m}(\sigma_2, s_2)\). By replacing \(s_1\) by a word in \(\sigma_1.s^*\) and \(s_2\) by a word in \(\sigma_2.s^*\) we can also assume that \([s_1]\) and \([s_2]\) are in \(m.n.Z\). Let \(P \in P_V(X)\). Since \(\rho_{r,m}(\sigma_1, s_1) \in A \text{ and } \rho_{r,m}(\sigma_1, s_1) \in 1 + |Z|^m \cap V/\text{inv}_V(P) \cap Z\), lemma \ref{lem:poly} proves that \(\gamma_{r,m,s_1}(P) = \xi_{r,m,s}(s) + P - \rho_{r,m}(\sigma_1, s)\) for any \(i \in \{1, 2\}\). As \(\rho_{r,m}(\sigma_2, s_2) - \rho_{r,m}(\sigma_1, s) = v_0 \in \text{inv}_V(X)\), we deduce that \(\gamma_{r,m,s_1}(P) = \gamma_{r,m,s_2}(P)\). \(P \in P_V(X)\) and there therefore exists a state \(q' \in Q'\) such that \(\delta(q_0, \sigma_1) = q' = \delta(q_0, \sigma_2).\) Let us consider the \(s\)-eye \((q')\) that contains \(q'\). Since \(\gamma_{r,m,s_1}(s')(P) = \xi_{r,m,s}(s') + P - \rho_{r,m}(\sigma_1, s^n, s)\) from lemma \ref{lem:poly}, we deduce that \(\gamma_{r,m,s_1}(s')(P) = \xi_{r,m,s}(s') + P - \rho_{r,m}(\sigma_1, s)\). We have proved that \(\delta(q', s^n) = q'\). In particular \(q' \in \ker_s(Y')\). By considering \(P \in P_V(X)\) we remark that \(\gamma_{r,m,s_1}(P) = \xi_{r,m,s}(s') + P - \rho_{r,m}(\sigma_1, s)\) is not empty. That means \(q' \in Q'\). Moreover, as for any \(q'' \in \ker_s(Y')\) there exists a path \(q'' \xrightarrow{s'} q'\) and \(P_{q''} \neq \emptyset\) we get \(P_{q''} \neq \emptyset\). Thus \(\ker_s(Y') \subseteq Q'\). From the previous paragraph, we get \(\rho_{r,m}(\sigma_2, s) - \rho_{r,m}(\sigma_1, s) \in M\). Now, just remark that \(\rho_{r,m}(\sigma_2, s) - \rho_{r,m}(\sigma_1, s) = v\) and we have proved that \(v \in M\).

The following proposition \ref{prop:polynomial} provides a simple algorithm for computing in polynomial time a \((r, m)\)-sign vector \(s \in S_{r,m}\) such that \([Z_{r,m,s} \cap (\xi_{r,m}(w) + V)]^V \neq \{0\}^V\) from a FDVA that represents a \((r, m, w)\)-cyclic Presburger definable set \(X\) in basis \(r\).

**Proposition 14.9.** Let \(X \subseteq \mathbb{Z}^m\) be a \((r, m, w)\)-cyclic Presburger-definable set represented by a FDVA \(A\) in basis \(r\), and let \(V\) be an affine component of \(\text{sa}(X)\). We have \([Z_{r,m,s} \cap (\xi_{r,m}(w) + V)]^V \neq \{0\}^V\) for any \((r, m)\)-sign vector \(s \in S_{r,m}\) such that \(s \in [F_0](q)\) where \(q\) is a principal state in a terminal component \(T\) such that \(V_T = V\).

**Proof.** Let us consider a terminal component \(T\) of \(A\), a principal state \(q \in T\) and a \((r, m)\)-sign vector \(s \in [F_0](q)\). Let \(Y\) be the \(s\)-eye that contains \(q\). As \(T\) is terminal we deduce that \(\ker_s(Y) \subseteq T\). From proposition \ref{prop:polynomial}, we deduce that \(\text{sa}(X^{F_Y \cdot s'}) = a_q(G) + V_T\). From \(X^{F_Y \cdot s'} \subseteq Z_{r,m,s} \cap X_q\), we deduce that \(V \subseteq \text{sa}(Z_{r,m,s} \cap X_q)\). As \(q\) is reachable, there exists a path
Proposition 14.11. Let $\gamma^{-1}_{r,m,w}(X)$ have the equality $\gamma^{-1}_{r,m,w}(Z_{r,m,s} \cap X) = Z_{r,m,s} \cap X_q$. As we have proved that $V \subseteq \text{saff}(Z_{r,m,s} \cap X)$ thanks to the covering lemma 9.9. Let $A$ be an affine component of $\text{saff}(Z_{r,m,s} \cap X)$ such that $V \subseteq A$. From $V \subset A \subseteq \text{saff}(X)$ and as $V$ is an affine component of $\text{saff}(X)$, we deduce that $V = \overline{A}$. Moreover, as $Z_{r,m,s} \cap X$ is $(r,m,w)$-cyclic we deduce that $\xi_{r,m}(w) \in A$. Hence $A = \xi_{r,m}(w) + V$. From the dense component lemma 12.1 we get $\text{saff}(Z_{r,m,s} \cap X \cap A) = A$. In particular $A \subseteq \text{saff}(Z_{r,m,s} \cap A)$ and we have proved that $[Z_{r,m,s} \cap (\xi_{r,m}(w) + V)]^V \neq [0]^V$. □

A couple $(q_0, G)$ and a set $Q'$ satisfying proposition 14.8 is obtained by a quotient of a FDVA $A$ that represents $X$ in basis $r$ by the equivalence relation $\sim^V$ defined over the principal states of $A$ by $q_1 \sim^V q_2$ if and only if $X_{q_1} \sim^V X_{q_2}$. Remark that $\sim^V$ is a polynomial time equivalence relation since $q_1 \sim^V q_2$ if and only if $V$ is not included in $\overline{\text{saff}}(X_{q_1} \Delta X_{q_2})$, and this last condition can be decided in polynomial because a FDVA that represents the Presburger-definable set $X_q \Delta X_{q_2}$ is computable in quadratic time and the semi-affine hull direction of this set is computable in polynomial time thanks to theorem 14.3. The following propositions 14.10 and 14.11 provide immediately the following corollary 14.12.

Proposition 14.10. Let $X$ be a Presburger-definable set and let $V$ be an affine component of $\text{saff}(X)$. Given a pair $(\sigma_1, \sigma_2)$ of words in $\Sigma^*_r$, we have the equality $(\gamma^{-1}_{r,m,\sigma_1}(P))_{P \in \mathcal{P}_V(X)} = (\gamma^{-1}_{r,m,\sigma_2}(P))_{P \in \mathcal{P}_V(X)}$ if and only if $\gamma^{-1}_{r,m,\sigma_1}(X) \sim^V \gamma^{-1}_{r,m,\sigma_2}(X)$.

Proof. Consider a pair $(\sigma_1, \sigma_2)$ of words in $\Sigma^*_r$. From lemma 13.8 we deduce that $[\gamma^{-1}_{r,m,\sigma_1}(X)]^V = \bigcup_{P \in \mathcal{P}_V(X)} (\gamma^{-1}_{r,m,\sigma_1}(P))^V \cap V (\epsilon_{V,P}(X) + V^\bot)$ for any $i \in \{1, 2\}$. As $(\epsilon_{V,P}(X))_{P \in \mathcal{P}_V(X)}$ is a polyhedral $V$-partition, we get $[\gamma^{-1}_{r,m,\sigma_1}(X) \Delta \gamma^{-1}_{r,m,\sigma_2}(X)]^V = \bigcup_{P \in \mathcal{P}_V(X)} (\gamma^{-1}_{r,m,\sigma_1}(P) \Delta \gamma^{-1}_{r,m,\sigma_2}(P))^V \cap V (\epsilon_{V,P}(X) + V^\bot)$. Remark that if $(\gamma^{-1}_{r,m,\sigma_1}(P))_{P \in \mathcal{P}_V(X)} = (\gamma^{-1}_{r,m,\sigma_2}(P))_{P \in \mathcal{P}_V(X)}$ then we have $[\gamma^{-1}_{r,m,\sigma_1}(X) \Delta \gamma^{-1}_{r,m,\sigma_2}(X)]^V = [0]^V$ and conversely if $[\gamma^{-1}_{r,m,\sigma_1}(X) \Delta \gamma^{-1}_{r,m,\sigma_2}(X)]^V = [0]^V$, by intersecting the following equality by $\epsilon_{V,P}(X) + V^\bot$, we get $[\gamma^{-1}_{r,m,\sigma_1}(P) \Delta \gamma^{-1}_{r,m,\sigma_2}(P)]^V \cap V (\epsilon_{V,P}(X) + V^\bot)$:

$[\gamma^{-1}_{r,m,\sigma_1}(X) \Delta \gamma^{-1}_{r,m,\sigma_2}(X)]^V = \bigcup_{P \in \mathcal{P}_V(X)} (\gamma^{-1}_{r,m,\sigma_1}(P) \Delta \gamma^{-1}_{r,m,\sigma_2}(P))^V \cap V (\epsilon_{V,P}(X) + V^\bot)$

From lemma 12.2 we get $\gamma^{-1}_{r,m,\sigma_1}(P) \Delta \gamma^{-1}_{r,m,\sigma_2}(P) = [0]$. □

Proposition 14.11. Let $X$ be a Presburger-definable set and $V$ be an affine component of $\text{saff}(X)$. Given a word $\sigma \in \Sigma^*_r$, we have $(\gamma^{-1}_{r,m,\sigma}(P))_{P \in \mathcal{P}_V(X)} = ([0]_{P \in \mathcal{P}_V(X)}$ if and only if $\gamma^{-1}_{r,m,\sigma}(X) \sim^V [0]$.
Proof. From lemma \[\text{Lemma 13.8}\] we deduce that \[\gamma_{r,m,\sigma}^{-1}(X)^V = \bigcup_{P \in \mathcal{P}_V(X)} [(\gamma_{r,m,\sigma}^{-1}(P))^V \cap V (\mathcal{C}_{V,P}(X) + V^\perp)].\] Remark that if \((\gamma_{r,m,\sigma}^{-1}(P))_{P \in \mathcal{P}_V(X)} = (\emptyset)_{P \in \mathcal{P}_V(X)}\) then \([\gamma_{r,m,\sigma}^{-1}(X)]^V = [0]^V\) and conversely if \([\gamma_{r,m,\sigma}^{-1}(X)]^V = [0]^V\), by intersecting the equality \([\gamma_{r,m,\sigma}^{-1}(X)]^V = \bigcup_{P \in \mathcal{P}_V(X)} [(\gamma_{r,m,\sigma}^{-1}(P))^V \cap V (\mathcal{C}_{V,P}(X) + V^\perp)]\) by \(\mathcal{C}_{V,P}(X) + V^\perp\), we get \([0]^V = [\gamma_{r,m,\sigma}^{-1}(P)]^V \cap V (\mathcal{C}_{V,P}(X) + V^\perp).\) From lemma \[\text{Lemma 12.2}\] we get \(\gamma_{r,m,\sigma}^{-1}(P) = \emptyset.\)

**Corollary 14.12.** Let \(X\) be a \((r,m,w)\)-cyclic Presburger-definable set represented by a FDVA \(A\) in basis \(r\), and let \(V\) be an affine component of \(\text{saff}(X)\). We can compute in polynomial time a couple \((q_0,G)\) such that \(q_0\) is a principal state of a FDVG \(G\) such that \(\delta(q_0,\sigma_1) = \delta(q_0,\sigma_2)\) if and only if \((\gamma_{r,m,\sigma_1}^{-1}(P))_{P \in \mathcal{P}_V(X)} = (\gamma_{r,m,\sigma_2}^{-1}(P))_{P \in \mathcal{P}_V(X)}\) for any \(\sigma_1,\sigma_2 \in \Sigma^*_{r,m}\), and we can compute in polynomial time the set \(Q'\) of principal states reachable for \([G]\) from \(q_0\) such that \((\gamma_{r,m,\sigma}^{-1}(P))_{P \in \mathcal{P}_V(X)} \neq (\emptyset)_{P \in \mathcal{P}_V(X)}\) if and only if \(q' \in Q'\) for any path \(q_0 \xrightarrow{\sigma} q'\) with \(\sigma \in \Sigma^*_{r,m}\).

Let us consider a \((r,m,w)\)-cyclic Presburger definable set \(X\) represented by a FDVA \(A\) in basis \(r\). The following proposition \[\text{Proposition 14.13}\] provides an algorithm for computing in polynomial time an integer \(n_1 \in \{1, \ldots, |A|\}\) such that there exists \(z_0 \in \mathbb{N} \setminus \{0\}\) satisfying \(n_1 = z_0 [\mathbb{Z}^m \cap V / \text{inv}_V(X)].\) Naturally the integer \(n_1\) is not necessary relatively prime with \(r\). However, let us remark that \(n_0 = h^n(n_1)\) is also computable in polynomial time (by an Euclid’s algorithm) and it is also in \(\{1, \ldots, n_1\} \subseteq \{1, \ldots, |A|\}\). Moreover, as \(\text{inv}_V(X)\) is relatively prime with \(r\) (recall that \(X\) is cyclic), we deduce that \([\mathbb{Z}^m \cap V / \text{inv}_V(X)]\) divides \(n_0\). That means we have provided a polynomial time algorithm for computing an integer \(n_0 \in \{1, \ldots, |A|\}\) that satisfies proposition \[\text{Proposition 14.8}\] Now let us remark that an integer \(n \in \{1, \ldots, n_0\}\) satisfying proposition \[\text{Proposition 14.8}\] can be easily computed in polynomial time. In fact, since \(n_0\) is relatively prime with \(r\), there exists an integer \(n \in \{1, \ldots, n_0\}\) such that \(r^n \in 1 + n_0 \mathbb{Z}\). By enumerating the integers in \(\{1, \ldots, n_0\}\) we compute in polynomial an integer \(n\) satisfying proposition \[\text{Proposition 14.8}\]

**Proposition 14.13.** Let \(X\) be a cyclic Presburger-definable set and let \(V\) be an affine component of \(\text{saff}(X)\). There exists an integer \(z_0 \in \mathbb{N} \setminus \{0\}\) such that for any \((q_0,G)\) and \(Q'\) satisfying the same conditions as the one provided in proposition \[\text{Proposition 14.8}\] and for any \((r,m)\)-sign vector \(s \in \Sigma^*_{r,m}\) satisfying \([\xi_{r,m}(w) + V])^V \neq [0]^V\), we have the following equality:

\[
|\mathbb{Z}^m \cap V / \text{inv}_V(X)| = \frac{1}{z_0} \sum_{Y, s\text{-sign of } [G]} |\ker_s(Y)|\]

Proof. Let us recall that \(A\) is the \(V\)-affine space \(A = \xi_{r,m}(w) + V\). As \(\bigcup_{P \in \mathcal{P}_V(X)} P\) is a non empty set included in \(\mathbb{Z}^m \cap A\), there exists a vector
$a_0$ in $\mathbb{Z}^m \cap A$. As $r$ and $|\mathbb{Z}^m \cap V/\text{inv}_V(X)|$ are relatively prime, there exists an
integer $z_1 \in \mathbb{N} \setminus \{0\}$ such that $r z_1 \in 1 + |\mathbb{Z}^m \cap V/\text{inv}_V(X)| \mathbb{N}$. As $P \setminus a_0$ is a relatively prime semi-$V$-pattern included in $V$ and $ho_{r,m}(e_{0,m}^{z_1}, e_0, m) = e_{0,m} \in V$, lemma \textbf{[7.22]} proves that $\gamma_{r,m,0,m}^{- z_1}(P - a_0) = P - a_0$ for any $P \in \mathcal{P}_V(X)$. In particular, there exists a minimal integer $z_0$ in $\mathbb{N} \setminus \{0\}$ such that there exists a vector $v_0 \in \mathbb{Z}^m \cap V$ satisfying $\gamma_{r,m,0,m}^{- z_0}(P - a_0) = P - a_0 + v_0$ for any $P \in \mathcal{P}_V(X)$. Let us denote by $I$ the set of indexes $i \in \{1, \ldots, m\}$ such that $e_{i,m} \notin V^\perp$. Let us consider $s \in S_{r,m}$ such that $[A \cap (\xi_{r,m}(v) + V)]^V \neq \emptyset$. Let $Q_s$ be the union of the $s$-kernel $\ker_s(Y)$ where $Y$ is an $s$-eye of $G$ such that $\ker_s(Y) \subseteq Q'$.

We are going to prove that there exists a one-to-one function from $Q_s$ to $\{0, \ldots, z_0 - 1\} \times B_0$ by remarking that for any $z, z' \in \{0, \ldots, z_0 - 1\}$ and for any $v, v' \in B_0$ such that $(\xi_{r,m}(s) + \gamma_{r,m,0,m}^{- z_0}(P - a_0 + v))_{P \in \mathcal{P}_V(X)}$ and $(\xi_{r,m}(s) + \gamma_{r,m,0,m}^{- z_0'}(P - a_0 + v'))_{P \in \mathcal{P}_V(X)}$ are equal, we have $v = v'$ and $z = z'$. Thanks to this one-to-one function we will obtain $|Q_s| = z_0 |\mathbb{Z}^m \cap V/\text{inv}_V(X)|$ and concluded the proof of the proposition.

Let us prove that for any state $q \in Q_s$, there exists $z \in \{0, \ldots, z_0 - 1\}$ and $v \in B_0$ such that $P_q = \xi_{r,m}(s) + \gamma_{r,m,0,m}^{- z_0}(P - a_0 + v)$ for any $P \in \mathcal{P}_V(X)$. Let $Y$ be the $s$-eye such that $q \in \ker_s(Y) \subseteq Q'$. As $q$ is reachable, there exists a path of the form $q_0 \overset{s}{\rightarrow} q$. By replacing $n$ by an integer enough larger in $n.(\mathbb{N} \setminus \{0\})$, we can assume that there exists $\alpha, \beta \in \mathbb{N}$ and $z \in \{0, \ldots, z_0 - 1\}$ such that $n = \alpha + z + \beta z_0$ and $|\sigma|_m + \alpha \in \mathbb{Z} \mathbb{N}$. Let $q' = \delta(q, s^\alpha)$. As $\emptyset \neq P \in \mathcal{P}_V(X)$ is not in $\ker_s(Y)$, we deduce that there exists $P \in \mathcal{P}_V(X)$ such that $P_{q'} \neq \emptyset$. Moreover, as $P_{q'}$ is $(r, m, s^\alpha)$-cyclic and non-empty, from destruction lemma \textbf{[13.13]}, we get $\xi_{r,m}(s) \in \text{saff}(P_{q'})$. From $P_{q'} = \gamma_{r,m,\sigma,s^\alpha}(P)$, covering lemma \textbf{[13.9]} proves that $\text{saff}(P_{q'}) \subseteq \Gamma_{r,m,\sigma,s^\alpha}(\text{saff}(P))$ and $P \subseteq A$, we deduce that $\xi_{r,m}(s) \in \Gamma_{r,m,\sigma,s^\alpha}(A)$. Therefore $\rho_{r,m}(\sigma, s^\alpha, s) \in A$. Moreover as $|\sigma|_m \in 1 + z_1 \mathbb{N}$, we deduce from lemma \textbf{[7.22]} that $P_{q'} = \xi_{r,m}(s) + P_0 - \rho_{r,m}(\sigma, s)$. Let $v' = a_0 - \rho_{r,m}(\sigma, s)$. As $a_0$ and $\rho_{r,m}(\sigma, s)$ are both in $A$, we deduce that $v' \in \mathbb{Z}^m \cap V$. Remark that $P_q = \xi_{r,m}(s) + \gamma_{r,m,0,m}^{- (z + \beta z_0)}(P - a_0 + v')$ and we have proved that $P_q = \xi_{r,m}(s) + \gamma_{r,m,0,m}^{- (z + \beta z_0)}(P - a_0 + v')$ for any $P \in \mathcal{P}_V(X)$. Let us consider an integer $u \in \mathbb{N}$ such that $u r \in 1 + |\mathbb{Z}^m \cap V/\text{inv}_V(X)| \mathbb{N}$. An immediate induction over $\beta \in \mathbb{N}$ provides $\gamma_{r,m,0,m}^{- (z + \beta z_0)}(P - a_0 + v') = P - a_0 + v$ where $v$ is the vector in $B_0$ such that $v \in \mathbb{Z}^m \cap V$ and $v \in \mathbb{Z}^m \cap V$ and $v \in \mathbb{Z}^m \cap V$. Hence $P_q = \xi_{r,m}(s) + \gamma_{r,m,0,m}^{- z_0}(P - a_0 + v)$ for any $P \in \mathcal{P}_V(X)$.

Now, let us prove that for any $z \in \{0, \ldots, z_0 - 1\}$ and any $v \in B_0$, there exists a state $q \in Q_s$ such that $P_q = \xi_{r,m}(s) + \gamma_{r,m,0,m}^{- z_0}(P - a_0 + v)$ for any $P \in \mathcal{P}_V(X)$. From lemma \textbf{[14.4]} we deduce that there exists a vector $v_0 \in V$ such that $v_0[i] < 0$ if $s[i] = r - 1$ and $v_0[i] > 0$ if $s[i] = 0$ for any $i \in I$. By replacing $v_0$ by a vector in $(\mathbb{N} \setminus \{0\}) \setminus v_0$, we can assume that $v_0 \in \text{inv}_V(X)$ and $(a - v + v_0)[i] > 0$ if $s[i] = 0$ and $(a - v + v_0)[i] < 0$ if $s[i] = r - 1$ for any $i \in I$. As $\gamma_{r,m,s} \cap A \setminus \emptyset \neq \emptyset$, there exists a vector $a$ in $\gamma_{r,m,s} \cap A$.\vspace{1em}
Remark that for any \( i \in \{1, \ldots, m\} \), if \( i \in I \) the sign of \((a_0 - v + v_0)[i]\) is \( s[i] \) and if \( i \not\in I \), as \( e_{i,m} \in V^⊥ \), we have \((a_0 - v + v_0)[i] = a_0[i] = 0\) and form \( a \in Z_{r,m,s} \), we also deduce that the sign of \((a_0 - v + v_0)[i]\) is \( s[i] \). Hence \( a - v + v_0 \in Z_{r,m,s} \). That implies there exists a word \( \sigma \in \Sigma_{r,m}^* \) such that \( \rho_{r,m}(\sigma) = a - v + v_0 \). By replacing \( \sigma \) by a word in \( \sigma.s^* \), we can assume that \( |\sigma|_m \in z_1.N \). From \( \rho_{r,m}(\sigma,s) \in A \) and \( |\sigma|_m \in z_1.N \), lemma shows that \( \gamma_{r,m}^{-1}(P) = \xi_{r,m}(s) + P - \rho_{r,m}(\sigma,s) = \xi_{r,m}(s) + P - a_0 + v + v_0 \). From \( P + v_0 = P \), we deduce that \( \gamma_{r,m}^{-1}(P) = \xi_{r,m}(s) + P - a_0 + v \). Hence \( \gamma_{r,m,s}^{-1}(P) = \xi_{r,m}(s) + \xi_{r,m}^{-1}(P - a_0 + v) \). Let \( q = \delta(q_0, \sigma.s^*) \) and let \( Y \) be the \( s \)-eye that contains \( q \). As \( \gamma_{r,m,s}^{-1}(P_q) = P_q \) for any \( P \in \mathcal{P}_V(X) \), we deduce that \( q \in \ker_{s}(Y) \). Moreover, as there exists \( P \in \mathcal{P}_V(X) \setminus \{\emptyset\} \) we deduce that \( P_q \neq \emptyset \). Remark that for any \( q' \in \ker_{s}(Y) \) there exists a path \( q' \overset{\xi}{\rightarrow} q \) and \( P_q \neq \emptyset \), we deduce that \( P_{q'} \neq \emptyset \). Hence \( \ker_{s}(Y) \subseteq Q' \). Therefore \( q \in Q_s \). □

**Theorem 14.14.** Given a cyclic Presburger-definable set \( X \subseteq \mathbb{Z}^m \) represented by an FDVA \( A \) in basis \( r \), and given an affine component \( V \) of \( \text{saff}(X) \) and given a full rank set of indices \( I \) of \( V \), the \( I \)-representation of \( \text{inv}_{V}(X) \) is computable in polynomial time. Moreover \( |\mathbb{Z}^m \cap V/\text{inv}_{V}(X)| \) is bounded by the number of principal states of \( A \).

### 14.3 Boundary of a Presburger-definable FDVA

Let \( X \) be a Presburger-definable set and \( V \) be an affine component of \( \text{saff}(X) \). The \emph{\( V \)-boundary} \( \text{bound}_V(X) \) of \( X \) is defined by the following equality:

\[
\text{bound}_V(X) = \bigcup_{P \in \mathcal{P}_V(X)} \text{bound}_V(\xi_{V,P}(X))
\]

In this section, we prove that \( \text{bound}_V(X)\setminus(\bigcup_{j=1}^m \{V \cap e_{j,m}^\perp\}) \) is computable in polynomial time from a FDVA that represents \( X \).

The set \( \text{bound}_V(X) \) plays an important role as proved by the following proposition (see also figure 14.2).

**Proposition 14.15.** Let \( X \) be a Presburger-definable set and let \( V \) be an affine component of \( \text{saff}(X) \). For any \( H \in \text{bound}_V(X) \), there exist two different semi-\( V \)-patterns \( P^< \neq P^> \) in \( \mathcal{P}_V(X) \), an open convex \( V \)-polyhedron \( C_H \) satisfying \( [C_H \cap H^<]^V \neq \emptyset]^V \), \( [C_H \cap H^>]^V \neq \emptyset]^V \) and such that:

\[
[X \cap (C_H + V^⊥)]^V = [P^< \cap ((C_H \cap H^\leq) + V^⊥)]^V \cup [P^> \cap ((C_H \cap H^\geq) + V^⊥)]^V
\]

Moreover, if \( X \) is \((r,m,w)\)-cyclic then one of these two sets is \((r,m)\)-detectable in \( X \):

\[
\begin{align*}
(P^< \cap (\xi_{r,m}(w) + H^< + V^⊥)) & \cup (P^> \cap (\xi_{r,m}(w) + H^\geq + V^⊥)) \\
(P^< \cap (\xi_{r,m}(w) + H^\leq + V^⊥)) & \cup (P^> \cap (\xi_{r,m}(w) + H^> + V^⊥))
\end{align*}
\]
Let $H$.

From lemma 11.10, we deduce that there exists $\emptyset \in V$ and $H$.

Proof. Let $H \in \text{bound}_V(X)$ and let us prove that there exist two different semi-$V$-patterns $P^\prec \neq P^\succ$ in $\mathcal{P}_V(X)$, an open convex $V$-polyhedron $C_H$ satisfying $[C_H \cap H^\prec]^V \neq [0]^V$, $[C_H \cap H^\succ]^V \neq [0]^V$, and such that $[X \cap (C_H + V^\perp)]^V = [P^\prec \cap ((C_H \cap H^\prec) + V^\perp)]^V \cup [P^\succ \cap ((C_H \cap H^\succ) + V^\perp)]^V$. From decomposition theorem [12.4] we have $[X]^V = \bigcup_{P \in \mathcal{P}_V(X)} ([P]^V \cap (C_{V,P}(X) + V^\perp))$.

Let $H \in \text{bound}_V(X)$ and let $\mathcal{H}' = \text{bound}_V(X) \setminus \{H\}$. By definition of bound$_V(X)$, there exists $P_0 \in \mathcal{P}_V(X)$ such that $H \in \text{bound}_V(C_{V,P_0}(X))$.

Hence, there exist an open convex $V$-polyhedron $C$ and $\#_0 \in \{<,>\}$ such that $[C \cap H^\prec]^V \neq [0]^V$, $[C \cap H^\succ]^V \neq [0]^V$, $\mathcal{C} \cap \mathcal{P}_V(\mathcal{X}) \cap V[\#_0]^V$, and $\#_{P_0}(X) \cap V[\#_0]^V = [C \cap H^\#_0]^V$.

From lemma [11.10] we deduce that there exists $\#' \in \{<,>\}^{2\#'}$ such that

\begin{figure}[h]
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\caption{On top left a semi-$Q^2$-pattern $P^\prec$, on top right a semi-$Q^2$-pattern $P^\succ$, on bottom left an open convex $Q^2$-polyhedron $C_H$ and a $Q^2$-hyperplane $H$, on bottom right the set $(P^\prec \cap C_H \cap H^\prec) \cup (P^\succ \cap C_H \cap H^\succ)$.}
\end{figure}
\[ C \cap C_{V,+} \cap H^\perp \setminus V \neq [0]V, \quad [C \cap C_{V,\#} \cap H^>] \setminus V \neq [0]V. \]

Let us denote by \( C_H \) the open convex \( V \)-polyhedron \( C_H = C \cap C_{V,\#} \). Since \( \mathcal{F}_c \cup \{H\} = \text{bound}_V(X) \) we deduce that \( \mathcal{C}_{V,P}(X) \cap [C_{V,\#} \cap H^>] \) is either equal to \([0]V\) or equal to \([C_{V,\#} \cap H^>] \) for any \( P \in \mathcal{P}_V(X) \) and for any \( \# \in \{<,>\} \). By definition of the sequence \( \mathcal{C}_{V,P}(X) \) (a kind of partition of \([V]V\)) and since \([C_H \cap H^>] \neq [0]V\), there exists a unique \( P^\#_0 \in \mathcal{P}_V(X) \) such that \( \mathcal{C}_{V,P^\#_0}(X) \cap V = [C_H \cap H^>] \). Since \( \mathcal{C}_{V,P^\#}(X) \cap V = [C_H \cap H^>] \) we deduce from \( \mathcal{C}_{V,P}(X) \cap V = [C_H \cap H^>] \) that \( \mathcal{C}_{V,P^\#}(X) \cap V = [C_H \cap H^>] \) and \( \mathcal{C}_{V,P^\#}(X) \cap V = [C_H \cap H^>] \) for \( \#_1 \in \{<,>\} \setminus \{\#_0\} \). Hence \( P^\#_0 = P_0 \) and \( P^\#_1 \neq P_0 \). That means \( P^\# \neq P^\# \) and we have proved that \( [X \cap (C_H + V^\perp)] \) with \( P^\# \neq P^\# \) in \( \mathcal{P}_V(X) \).

Now, assume that \( X \) is \((r,m,w)\)-cyclic, let \( A \) be the \( V \)-affine space \( \xi_{r,m}(w) + V \). Let \( H \in \text{bound}_V(X) \), let \( P^< \) and \( P^> \) be two different semi-V-patterns in \( \mathcal{P}_V(X) \), let \( C_H \) be an open convex \( V \)-polyhedron such that \([C_H \cap H^>] \neq [0]V\), \([C_H \cap H^>] \neq [0]V\) and such that \( [X \cap (C_H + V^\perp)] = \{P^< \cap ((C_H + H^+) + V^\perp) \cup (P^> \cap ((C_H + H^+) + V^\perp))\}\) with \( P^\# \neq P^\# \) in \( \mathcal{P}_V(X) \).

Let \( X' = X \cap A \). Corollary \[13.11\] shows that \( Z^m \cap A \) is \((r,m)\)-detectable in \( X \). By replacing \( C_H \) by \( C_H \), we can assume that \( C_H = C_H \). Let \( X' = X \cap A \). Corollary \[13.11\] shows that \( Z^m \cap A \) is \((r,m)\)-detectable in \( X \) and in particular \( X' \) is \((r,m)\)-detectable in \( X \). Since \( X \) is \((r,m,w)\)-cyclic and \( P \) is \((r,m)\)-detectable in \( X \) from corollary \[13.9\] we deduce that any \( P \in \mathcal{P}_V(X) \) is \((r,m,w)\)-cyclic. From lemma \[12.1\] we deduce that any \( P \in \mathcal{P}_V(X) \) is relatively prime with \( r \) and included in \( A \).

Let us prove that by modifying \( C_H \), we can assume that \( X' \setminus (\xi_{r,m}(w)+H) \cap \xi_{r,m}(w)+C_H+V^\perp = (P^< \cap (\xi_{r,m}(w)+C_H+\xi_{r,m}(w)+C_H+ H^+ + V^\perp)) \cup (P^> \cap (\xi_{r,m}(w)+C_H+ H^+ + V^\perp)) \). Let \( Z = (X' \setminus (\xi_{r,m}(w)+V) \cap (\xi_{r,m}(w)+C_H+V^\perp) \Delta (P^< \cap (\xi_{r,m}(w)+C_H+ H^+ + V^\perp)) \cup (P^> \cap (\xi_{r,m}(w)+C_H+ H^+ + V^\perp))) \). From \( [X \cap (C_H + V^\perp)] = \{P^< \cap ((C_H + H^+) + V^\perp) \cup (P^> \cap ((C_H + H^+) + V^\perp))\}\) we deduce that \( [Z'] = [0]V\). Since \( X', P^< \) and \( P^> \) are included in \( A \), we deduce that \( \mathsf{saff}(Z) \subseteq A \). In particular \( \mathsf{saff}(Z) \subseteq V \). Since \( [Z'] = [0]V \), we deduce that \( V \) is not included in \( \mathsf{saff}(Z) \). Assume by contradiction that \( H \subseteq \mathsf{saff}(Z) \). There exists an affine component \( W \) of \( \mathsf{saff}(X) \) such that \( H \subseteq W \). Since \( H \) is a \( V \)-hyperplane, either \( W = H \) or \( W = V \). The last case is not possible since \( V \) is not included in \( \mathsf{saff}(Z) \). Hence \( W = H \) is an affine component of \( \mathsf{saff}(Z) \).

Since \( \mathsf{saff}(Z) = \xi_{r,m}(w) + \mathsf{saff}(Z) \) we deduce that \( \xi_{r,m}(w) + H \) is an affine component of \( \mathsf{saff}(Z) \). From the dense component lemma \[12.2\] we deduce that \( \mathsf{saff}(Z \cap (\xi_{r,m}(w) + H)) = \xi_{r,m}(w) + H \). As \( Z \cap (\xi_{r,m}(w) + H) = \emptyset \), we deduce a contradiction. Hence, there exists a finite set \( \mathcal{F}_0 \) of \( V \)-hyperplane such that
Let $\mathcal{H}_0 = \mathcal{H}_0$, $\mathcal{H} \neq \mathcal{H}_0$ and such that $\text{aff}(Z) \subseteq \bigcup_{H_0 \in \mathcal{H}_0} H_0$. Thanks to lemma 11.10, we deduce that there exists $\# \in \{<, >\}^{\mathcal{H}_0}$ such that $\{C_H \cap C_V, \# \} H^\gamma \neq [\emptyset]_V$ and $[C_H \cap C_V, \# \cap H^\gamma] \neq [\emptyset]_V$. Hence, by replacing $C_H$ by $C_H \cap C_V, \#$, since $Z \cap C_V, \# = \emptyset$, we can assume without loss of generality that $Z = \emptyset$. Thus $X^\gamma (\xi_{r,m}(w) + V) \cap (\xi_{r,m}(w) + C_H + V^\perp) = (P^\gamma \cap (\xi_{r,m}(w) + C_H + H^\gamma + V^\perp)) \cup (P^\gamma \cap (\xi_{r,m}(w) + C_H + H^\gamma + V^\perp))$.

Assume first that $\mathbb{Z}^m \cap (\xi_{r,m}(w) + V)$ is $(r, m)$-detectable in $X$ and let us show that $X'' = (P^\gamma \cap (\xi_{r,m}(w) + H^\gamma + V^\perp)) \cup (P^\gamma \cap (\xi_{r,m}(w) + H^\gamma + V^\perp))$ is $(r, m)$-detectable in $X$. Let us consider a pair $(\sigma_1, \sigma_2)$ of words in $\Sigma^*_{r,m}$ such that $\gamma_{r,m,\sigma_1}^{-1}(X) = \gamma_{r,m,\sigma_1}^{-1}(X)$. Let us consider $x \in \gamma_{r,m,\sigma_1}^{-1}(X'')$. Then $\gamma_{r,m,\sigma_1}(x) \in (P^\gamma \cap (\xi_{r,m}(w) + H^\gamma + V^\perp)) \cup (P^\gamma \cap (\xi_{r,m}(w) + H^\gamma + V^\perp))$. By definition of $v$, there exists an integer $k \in \mathbb{N}$ enough larger such that $\gamma_{r,m,\sigma_1}(x + k.v)$ is in $X'' \cap (\xi_{r,m}(w) + C_H + V^\perp)$ and such that $\gamma_{r,m,\sigma_2}(x + k.v)$ is in $\xi_{r,m}(w) + C_H + V^\perp$. Since $X'' \cap (\xi_{r,m}(w) + C_H + V^\perp) = X'' \cap (\xi_{r,m}(w) + H)$, we deduce that $\gamma_{r,m,\sigma_1}(x + k.v) \in X'' \cap (\xi_{r,m}(w) + H)$. Since $X'$ and $\mathbb{Z}^m \cap (\xi_{r,m}(w) + H)$ are both $(r, m)$-detectable in $X$, we deduce that $\gamma_{r,m,\sigma_2}(x + k.v) \in X'' \cap (\xi_{r,m}(w) + H)$. Moreover, as $\gamma_{r,m,\sigma_2}(x + k.v) \in (\xi_{r,m}(w) + C_H + V^\perp)$, we have proved that $\gamma_{r,m,\sigma_2}(x + k.v) \in X'' \cap (\xi_{r,m}(w) + H) \cap (\xi_{r,m}(w) + C_H + V^\perp)$. Since this last set is equal to $X'' \cap (\xi_{r,m}(w) + C_H + V^\perp)$ we get $\gamma_{r,m,\sigma_2}(x + k.v) \in X''$. By definition of $v$, we get $\gamma_{r,m,\sigma_2}(x) \in X''$. Therefore $X''$ is $(r, m)$-detectable in $X$.

We deduce that if $\mathbb{Z}^m \cap (\xi_{r,m}(w) + H)$ is $(r, m)$-detectable in $X$, since $P^\gamma \cap (\xi_{r,m}(w) + H) \cap \mathbb{Z}^m \cap (\xi_{r,m}(w) + H)$ are both $(r, m)$-detectable in $X$ as the intersection of $(r, m)$-detectable sets, the following two sets are $(r, m)$-detectable in $X$:

$$(P^\gamma \cap (\xi_{r,m}(w) + H^\gamma + V^\perp)) \cup (P^\gamma \cap (\xi_{r,m}(w) + H^\gamma + V^\perp))$$

$$(P^\gamma \cap (\xi_{r,m}(w) + H^\gamma + V^\perp)) \cup (P^\gamma \cap (\xi_{r,m}(w) + H^\gamma + V^\perp))$$

Now, assume that $\mathbb{Z}^m \cap (\xi_{r,m}(w) + H)$ is not $(r, m)$-detectable in $X$.

Let us first show that there exists a pair $(\sigma_1, \sigma_2)$ of words such that $\gamma_{r,m,\sigma_1}^{-1}(X) = \gamma_{r,m,\sigma_2}^{-1}(X)$, $\gamma_{r,m,\sigma_1}(\xi_{r,m}(w) + V)$ and $\gamma_{r,m,\sigma_2}(\xi_{r,m}(w) + V)$ are equal, $\mathbb{Z}^m \cap \gamma_{r,m,\sigma_1}(\xi_{r,m}(w) + H)$ is not empty, and such that $\gamma_{r,m,\sigma_1}(\xi_{r,m}(w) + H + V^\perp)$ and $\gamma_{r,m,\sigma_2}(\xi_{r,m}(w) + H + V^\perp)$ have an empty intersection. Since $\mathbb{Z}^m \cap (\xi_{r,m}(w) + H)$ is not $(r, m)$-detectable in $X$, there exists a pair $(\sigma_1, \sigma_2)$ of words in $\Sigma^*_{r,m}$ such that $\gamma_{r,m,\sigma_1}^{-1}(X) = \gamma_{r,m,\sigma_2}^{-1}(X)$ and such that $\gamma_{r,m,\sigma_1}^{-1}(\mathbb{Z}^m \cap (\xi_{r,m}(w) + H))$ and $\gamma_{r,m,\sigma_2}^{-1}(\mathbb{Z}^m \cap (\xi_{r,m}(w) + H))$ are disjoint. Remark that $\gamma_{r,m,\sigma_1}^{-1}(\mathbb{Z}^m \cap (\xi_{r,m}(w) + H)) = \mathbb{Z}^m \cap \Gamma_{r,m,\sigma_1}^{-1}(\xi_{r,m}(w) + H)$ for any $i \in \{1, 2\}$. By replacing $(\sigma_1, \sigma_2)$ by $(\sigma_2, \sigma_1)$, we can assume that $\mathbb{Z}^m \cap \Gamma_{r,m,\sigma_1}^{-1}(\xi_{r,m}(w) + H)$ is not empty. Since $\mathbb{Z}^m \cap (\xi_{r,m}(w) + H)$ is $(r, m)$-detectable in $X$, we deduce that $\mathbb{Z}^m \cap \Gamma_{r,m,\sigma_1}^{-1}(\xi_{r,m}(w) + V)$ and $\mathbb{Z}^m \cap \Gamma_{r,m,\sigma_2}^{-1}(\xi_{r,m}(w) + V)$ are equal. Moreover, as $\mathbb{Z}^m \cap \Gamma_{r,m,\sigma_1}^{-1}(\xi_{r,m}(w) + H)$ is non empty and $H \subseteq V$, we deduce that the sets $\mathbb{Z}^m \cap \Gamma_{r,m,\sigma_1}^{-1}(\xi_{r,m}(w) + V)$ and $\mathbb{Z}^m \cap \Gamma_{r,m,\sigma_2}^{-1}(\xi_{r,m}(w) + V)$ are non empty. Taking the semi-affine hull of these sets, we get $\Gamma_{r,m,\sigma_1}^{-1}(\xi_{r,m}(w) + H + V^\perp) = \Gamma_{r,m,\sigma_2}^{-1}(\xi_{r,m}(w) + V)$. Assume by contradiction that $\Gamma_{r,m,\sigma_1}^{-1}(\xi_{r,m}(w) + H + V^\perp)$
and $\Gamma_{r,m,\sigma_2}(\xi_{r,m}(w) + H + V^+) \text{ have a non empty intersection and let } x$
be a vector in this intersection. From $x \in \Gamma_{r,m,\sigma_1}^{-1}(\xi_{r,m}(w) + H + V^+)$ we
 deduce that there exists $v_1 \in V^+$ such that $x - v_1 \in \Gamma_{r,m,\sigma_1}^{-1}(\xi_{r,m}(w) + H) \subseteq \Gamma_{r,m,\sigma_1}(\xi_{r,m}(w) + V)$. From
$\Gamma_{r,m,\sigma_1}^{-1}(\xi_{r,m}(w) + V) = \Gamma_{r,m,\sigma_2}(\xi_{r,m}(w) + V)$, we deduce that $x - v \in \Gamma_{r,m,\sigma_2}(\xi_{r,m}(w) + V)$. Moreover, since $x \in \Gamma_{r,m,\sigma_2}(\xi_{r,m}(w) + H + V^+$), we get $x - v \in \Gamma_{r,m,\sigma_2}^{-1}(\xi_{r,m}(w) + H)$. Therefore
$\Gamma_{r,m,\sigma_1}^{-1}(\xi_{r,m}(w) + H)$ and $\Gamma_{r,m,\sigma_2}^{-1}(\xi_{r,m}(w) + H)$ are equal and we get a contradiction.

Since $\Gamma_{r,m,\sigma_1}(\xi_{r,m}(w) + H + V^+)$ and $\Gamma_{r,m,\sigma_2}(\xi_{r,m}(w) + H + V^+)$ have an empty
intersection, there exists $\# \in \{<, >\}$ such that $\Gamma_{r,m,\sigma_1}^{-1}(\xi_{r,m}(w) + H + V^+) \subseteq \Gamma_{r,m,\sigma_1}(\xi_{r,m}(w) + H^# + V^+)$. Let us
consider the $(r, m, w)$-cyclic Presburger definable set $X_H' = X' \cap (\xi_{r,m}(w) + H)$ and the semi-$H$-pattern $P_H^# = P^# \cap (\xi_{r,m}(w) + H)$, and let us prove the following equality:

$$\gamma_{r,m,\sigma_1}(X_H' \cap (\xi_{r,m}(w) + C_H \cap H)) = \gamma_{r,m,\sigma_1}^{-1}(P_H^# \cap (\xi_{r,m}(w) + C_H \cap H))$$

Remark that $\gamma_{r,m,\sigma_2}(X' \setminus (\xi_{r,m}(w) + H)) \cap \Gamma_{r,m,\sigma_1}(\xi_{r,m}(w) + C_H \cap H + V^+)$
is equal to $\gamma_{r,m,\sigma_2}(X' \setminus (\xi_{r,m}(w) + H + V^+) \cap \Gamma_{r,m,\sigma_1}(\xi_{r,m}(w) + C_H \cap H + V^+)$ Since $\Gamma_{r,m,\sigma_1}(\xi_{r,m}(w) + H + V^+)$ and $\Gamma_{r,m,\sigma_2}(\xi_{r,m}(w) + H + V^+)$ have an empty
intersection, and $\gamma_{r,m,\sigma_2}(X' \setminus (\xi_{r,m}(w) + C_H \cap H + V^+)) \cap \Gamma_{r,m,\sigma_1}(\xi_{r,m}(w) + C_H \cap H + V^+)$ is equal to $\gamma_{r,m,\sigma_1}(X_H' \cap (\xi_{r,m}(w) + C_H \cap H + V^+))$. On the other hand, since $X' \setminus (\xi_{r,m}(w) + H + V^+) \cap (\xi_{r,m}(w) + V_H + V^+) = \bigcup_{\#' \in \{<, >\}}(P_{H'}^# \cap (\xi_{r,m}(w) + C_H \cap H^{#'} + V^+))$, we get $\gamma_{r,m,\sigma_2}(X' \setminus (\xi_{r,m}(w) + H + V^+) \cap (\xi_{r,m}(w) + V_H + V^+) \cap \Gamma_{r,m,\sigma_1}(\xi_{r,m}(w) + H + V^+) = \bigcup_{\#' \in \{<, >\}}(\gamma_{r,m,\sigma_2}(P_{H'}^#) \cap \Gamma_{r,m,\sigma_2}(\xi_{r,m}(w) + C_H \cap H^{#'} + V^+) \cap \Gamma_{r,m,\sigma_1}(\xi_{r,m}(w) + H + V^+))$. Remark
that $\Gamma_{r,m,\sigma_1}(\xi_{r,m}(w) + H^# + V^+)$ and $\Gamma_{r,m,\sigma_2}(\xi_{r,m}(w) + H + V^+)$ have an empty
intersection if $\#'$ is not equal to $\#$ and $\Gamma_{r,m,\sigma_2}(\xi_{r,m}(w) + C_H \cap H^# + V^+) \subseteq \Gamma_{r,m,\sigma_2}(\xi_{r,m}(w) + C_H + V^+) \subseteq \Gamma_{r,m,\sigma_2}(\xi_{r,m}(w) + H + V^+)$. As $\Gamma_{r,m,\sigma_1}(\xi_{r,m}(w) + V) = \Gamma_{r,m,\sigma_2}(\xi_{r,m}(w) + V)$ and $\Gamma_{r,m,\sigma_2}(\xi_{r,m}(w) + C_H \cap H + V^+) = \Gamma_{r,m,\sigma_1}(\xi_{r,m}(w) + C_H + V^+)$. Moreover, since $\gamma_{r,m,\sigma_2}(P^#) = \gamma_{r,m,\sigma_1}(P^#)$, we have proved that $\gamma_{r,m,\sigma_2}(X' \setminus (\xi_{r,m}(w) + H + V^+)) \cap \Gamma_{r,m,\sigma_1}(\xi_{r,m}(w) + C_H \cap H + V^+) = \gamma_{r,m,\sigma_1}(P^# \cap (\xi_{r,m}(w) + C_H \cap H + V^+))$. Combining the two equalities proved in this paragraph, we are done.

Let us prove that $C_H \cap H$ is a non $H$-degenerate $H$-polyhedron. The proof
is obtained thanks to lemma 11.6. Since $[C_H \cap H]^V \neq \emptyset$, there exists a vector $v_H \in H^H \cap C_H$. Now just remark that there exists $k_>, k_\geq$ in $\mathbb{Q}_+ \cup \{0\}$ such that $v = k_< v_c + k_> v_> \in H$. In particular $v \in H \cap C_H$. Thus $H \cap C_H$ is non-$H$-degenerate.

Next, let us prove that $[X_H' \cap (\xi_{r,m}(w) + C_H \cap H)]^H = [P_H^# \cap (\xi_{r,m}(w) + C_H \cap H)]^H$. Since $\gamma_{r,m,\sigma_1}(Z^m \cap (\xi_{r,m}(w) + H))$ is non empty, there ex-
ists a \((r,m)\)-decomposition \((w,s)\) such that \(\rho_{r,m}(w,s)\) is in this set. By replacing \(w\) by a word in \(w.s^*\), since \(\text{inv}_{V}(P^#)\) is relatively prime with \(r\), we can assume that \(r^{[\sigma_1.w]_{m}} \in 1 + |Z^m \cap V/\text{inv}_{V}(P^#)|Z\). From lemma \([9.22]\) we get \(\gamma^{-1}_{r,m,\sigma_1,w}(P^#) = \xi_{r,m}(w) + P^# - \rho_{r,m}(\sigma_1,w,s)\). In particular, if \([X_H^r]^H = [0]^H\), then \([\gamma^{-1}_{r,m,\sigma_1,w}(X_H^r)]^H = [0]^H\) and from the equality \(\gamma^{-1}_{r,m,\sigma_1}(X_H^r \cap (\xi_{r,m}(w) + C_H \cap H)) = \gamma^{-1}_{r,m,\sigma_1}(P^# \cap (\xi_{r,m}(w) + C_H \cap H))\) we deduce that \([\gamma^{-1}_{r,m,\sigma_1,w}(P^# \cap (\xi_{r,m}(w) + C_H \cap H))]^H = [0]^H\). Since \(C_H \cap H\) is non \(H\)-degenerate, we get \([P^#_H]^H = [0]^H\) and we have proved that \([X_H^r \cap (\xi_{r,m}(w) + C_H \cap H)]^H = [P^#_H \cap (\xi_{r,m}(w) + C_H \cap H)]^H\). So, we can assume that \([X_H^r]^H \neq [0]^H\). In this case \(H\) is an affine component of the \((r,m)\)-cyclic Presburger definable set \(X_H^r\). In particular \(\text{inv}_H(X_H^r)\) is relatively prime with \(r\) and by replacing \(w\) by a word in \(w.s^*\) we can assume that \(r^{[\sigma_1.w]_{m}} \in 1 + |Z^m \cap V/\text{inv}_H(X_H^r)|Z\). Since \(\rho_{r,m}(\sigma_1,w,s) \in Z^m \cap (\xi_{r,m}(w) + H)\), from lemma \([9.22]\) we deduce that \(\gamma^{-1}_{r,m,\sigma_1,w}(P) = \xi_{r,m}(s) + P - \rho_{r,m}(\sigma_1,w,s)\).

From \([X_H^r]^H = \bigcup_{P \in \mathcal{P}_H(X_H^r)}([P]^H \cap H \cap P(X_H^r) + \perp]^H\), we deduce that \([\gamma^{-1}_{r,m,\sigma_1,w}(X_H^r)]^H = \bigcup_{P \in \mathcal{P}_H(X_H^r)}(\gamma^{-1}_{r,m,\sigma_1,w}(P))^H \cap H \cap P(X_H^r) + \perp)^H\). From the equality \([X_H^r \cap (\xi_{r,m}(w) + C_H \cap H)]^H = [P^#_H \cap (\xi_{r,m}(w) + C_H \cap H)]^H\), decomposition theorem \([12.3]\) shows that there exists \(P \in \mathcal{P}_H(X_H^r)\) such that \([C_H \cap H]^H \subseteq H \cap P(X_H^r)\) and such that \(\gamma^{-1}_{r,m,\sigma_1,w}(P) = \gamma^{-1}_{r,m,\sigma_1,w}(P^#_H)\). Since \(\gamma^{-1}_{r,m,\sigma_1,w}(P) = \xi_{r,m}(s) + P - \rho_{r,m}(\sigma_1,w,s)\) and \(\gamma^{-1}_{r,m,\sigma_1,w}(P^#_H) = \xi_{r,m}(s) + P^# - \rho_{r,m}(\sigma_1,w,s)\) we get \(P = P^#_H\). Thus \([X_H^r \cap (\xi_{r,m}(w) + C_H \cap H)]^H = [P^#_H \cap (\xi_{r,m}(w) + C_H \cap H)]^H\) and we are done.

Let us consider the set \(E = (P^< \cap (\xi_{r,m}(w) + H^< + V^\perp)) \cup (P^# \cap (\xi_{r,m}(w) + H + V^\perp)) \cup (P^> \cap (\xi_{r,m}(w) + H^> + V^\perp))\) and remark that this set is equal to one of the following two sets and it is such that \([Z]^H = [0]^H\) where \(Z = (X^r \Delta E) \cap (\xi_{r,m}(w) + C_H + V^\perp)\).

\[
\begin{align*}
(P^< \cap (\xi_{r,m}(w) + H^< + V^\perp)) & \cup (P^> \cap (\xi_{r,m}(w) + H^> + V^\perp)) \\
(P^< \cap (\xi_{r,m}(w) + H^> + V^\perp)) & \cup (P^> \cap (\xi_{r,m}(w) + H^> + V^\perp))
\end{align*}
\]

Let us prove that \(E = (r,m)\)-detectable in \(X\). Consider a pair \((w_1, w_2)\) of words in \(\Sigma^+, m\) such that \(\gamma^{-1}_{r,m,w_1}(X) = \gamma^{-1}_{r,m,w_2}(X)\). Since \(X'\) is \((r,m)\)-detectable in \(X\), we deduce that \(\gamma^{-1}_{r,m,w_1}(X') = \gamma^{-1}_{r,m,w_2}(X')\). From \(Z = (X' \Delta E) \cap (\xi_{r,m}(w) + C_H + V^\perp)\), we deduce that \(Z' = (\gamma^{-1}_{r,m,w_1}(E) \Delta \gamma^{-1}_{r,m,w_2}(E)) \cap (C' + V^\perp)\), where \(C'\) is the open convex \(V\)-polyhedron such that \(C' + V^\perp = \Gamma_{r,m,w_1} \xi_{r,m}(w) + C_H + V^\perp\), \(\gamma^{-1}_{r,m,w_1}(E) \Delta \gamma^{-1}_{r,m,w_2}(E)\) and \(Z' = (\gamma^{-1}_{r,m,w_1}(E) \Delta \gamma^{-1}_{r,m,w_2}(E)) \cap (C' + V^\perp)\). Since \([Z]^H = [0]^H\), from covering lemma \([9.9]\) we get \([Z']^H = [0]^H\).

Moreover, as \([C']^V = [C]^H\), we deduce that \(C'\) is non \(V\)-degenerate and such that \([C'' \cap H]^V\) and \([C'' \cap H^>]^V\) are both non equal to \([0]^V\). Let us remark that \(\gamma^{-1}_{r,m,w_1}(E) \Delta \gamma^{-1}_{r,m,w_2}(E)\) is a semi-\(H\)-pattern and \(C'' \cap H\) is a non-\(H\)-degenerate \(H\)-polyhedron from lemma \([11.11]\). Since \([Z']^H = [0]^H\), we deduce from lemma \([12.2]\) that \(\gamma^{-1}_{r,m,w_1}(E) = \gamma^{-1}_{r,m,w_1}(E)\). Thus \(E\) is \((r,m)\)-detectable. We are done.

\(\square\)
Recall that a semi-$V$-pattern $P$ detectable in a $(r, m, w)$-cyclic set $X$ are relatively prime with $r$. The following proposition will become useful in the last section in order to check that some sets that must be detectable in $X$ if $X$ is Presburger-definable are effectively detectable in $X$.

**Proposition 14.16.** Let $A$ be a FDVA, let $P_1 = B_1 + M$, $P_2 = B_2 + M$ be two semi-$V$-patterns where $B_1$, $B_2$ are two finite subsets of $Z^m$, and $M$ is a $V$-vector lattices included in $Z^m$ relatively prime with $r$, let $H$ be a $V$-hyperplane, let $a_0 \in Q^m$ and let $(\#, \#_2) \in \{(\leq, \leq), (\leq, \geq)\}$. Assume that there exists a final function $F_i$ such that $P_i$ is represented by $A^{F_i}$. We can decide in polynomial time if there exists a final function $F$ such that the following set is represented by $A^F$:

$$(P_1 \cap (a_0 + H^{\#_1} + V^\perp)) \cup (P_2 \cap (a_0 + H^{\#_2} + V^\perp))$$

**Proof.** From proposition 4.6 we deduce in polynomial time a set $U$ of pairs $(\sigma_a, \sigma_b)$ of words in $\Sigma^*$ such that $|\sigma_a| + mZ = |\sigma_b| + mZ$ for any $(\sigma_a, \sigma_b) \in U$ and such that a set $X' \subseteq Z^m$ is represented by a FDVA of the form $A^F$ if and only if $\gamma_{r,m,\sigma_a}^{-1}(X') = \gamma_{r,m,\sigma_a}^{-1}(X')$ for any $(\sigma_a, \sigma_b) \in U$. Let $X'$ be the set $X' = (P_1 \cap (a_0 + H^{\#_1} + V^\perp)) \cup (P_2 \cap (a_0 + H^{\#_2} + V^\perp))$. Since $\gamma_{r,m,\sigma_a}(P_i) = \gamma_{r,m,\sigma_b}(P_i)$ for any $i \in \{1, 2\}$, being the vector in $z$ such that $m = r,m,\sigma_a(x) = m,r,m,\sigma_b(x)$ for any $x \in Q^m$, and let $V_z$ be the vector space $V_z = \Gamma_{r,m,0}(V)$. Proposition 9.18 proves that we can compute in polynomial time two finite subsets $B'_1$ and $B'_2$ of $Z^m$ such that $\gamma_{r,m,\sigma_a}(P_i) = B'_1 + \gamma_{r,m,0}(M)$. Since $M$ is relatively prime with $r$, we deduce that $\gamma_{r,m,0}(M)$ is equal to $M_z = \gamma_{r,m,0}(M)$. Note that $\gamma_{r,m,\sigma_a}(P_i) = B'_1 + M_z$. Let $c_a = r^{-\#_1}_{r,m,\sigma_a}(\sigma_a, a_0)$ and $c_b = r^{-\#_1}_{r,m,\sigma_b}(\sigma_a, a_0)$. Observe that $x \in \Gamma_{r,m,\sigma_a}(a_0 + H^\# + V^\perp)$ if and only if $\Gamma_{r,m,\sigma_a}(x) \in a_0 + H^\# + V$ if and only if $\langle x, \sigma_a \rangle \#_1 \langle a_0, \sigma_a \rangle$ if and only if $\langle \sigma_a, \sigma_b \rangle \#_2 c_a$. We deduce the following equalities (the equality with $\sigma_b$ is obtained by symmetry):

\[
\begin{align*}
\gamma_{r,m,\sigma_a}(X') &= \{x \in B'_1 + M_z; \langle \sigma_a, \sigma_b \rangle \#_1 c_a \} \cup \{x \in B'_2 + M_z; \langle \sigma_a, \sigma_b \rangle \#_2 c_b \} \\
\gamma_{r,m,\sigma_b}(X') &= \{x \in B'_1 + M_z; \langle \sigma_a, \sigma_b \rangle \#_1 c_a \} \cup \{x \in B'_2 + M_z; \langle \sigma_a, \sigma_b \rangle \#_2 c_b \}
\end{align*}
\]

If $c_a = c_b$ then $\gamma_{r,m,\sigma_a}(X') = \gamma_{r,m,\sigma_b}(X')$. Otherwise, by symmetry, we can assume that $c_a < c_b$. In this case, the set $\gamma_{r,m,\sigma_a}(X') \Delta \gamma_{r,m,\sigma_b}(X')$ is equal to the following set:

$$\{x \in (B'_1 + M_z) \Delta (B'_2 + M_z); c_a(-\#_2) \langle \sigma_a, \sigma_b \rangle \neq \#_1 c_b\}$$
Let us consider the set $B$ equal to the union of the set of vectors $b \in B_1$ such that there does not exist $b_2 \in B_2$ such that $b - b_2 \in M_2$, and the set of vectors $b \in B_2$ such that there does not exist $b_1 \in B_1$ satisfying $b - b_1 \in M_1$. Observe that $B$ is computable in polynomial time and $(B_1' + M_2) \Delta (B_2' + M_2) = B + M_2$.

Thus we have reduced our problem to decide if there exists $b \in B$ such that the following set is non-empty where $c'_1 = c_0 - \langle \alpha_z, b \rangle$, $c'_2 = c_0 - \langle \alpha_z, b \rangle$, and $(\#'_1, \#'_2) = (-\#_2, \#_1)$:

$$\{ x \in M_z; \ c'_1 \#'_1 \langle \alpha_z, x \rangle \#'_2 c'_2 \}$$

From an Hermite representation of $M_z$, we deduce in linear time a $\mathbb{Z}$-basis $v_1, \ldots, v_d$ of $M_z$. Note that the set $\{ \langle \alpha_z, x \rangle; \ x \in M_z \}$ is equal to $\sum_{i=1}^d \mathbb{Z} \langle \alpha_z, v_i \rangle$.

Thus, considering the lattice generated by $\{ \langle \alpha_z, v_i \rangle; \ 1 \leq i \leq d \}$, we compute in polynomial time a rational number $\mu > 0$ such that $\{ \langle \alpha_z, x \rangle; \ x \in M_z \}$ is equal to $\mathbb{Z} \mu$.

We deduce that $\{ x \in M_z; \ c'_1 \#'_1 \langle \alpha_z, x \rangle \#'_2 c'_2 \}$ is non-empty if and only if there exists an integer $z \in \mathbb{Z}$ such that $c'_1 \#'_1 z \#'_2 c'_2 \mu$. This property is decidable in linear time. We are done. $\Box$

### 14.3.1 A polynomial time algorithm

As for any pair of serialized encoded FDV $A = (A_1, A_2)$, we can compute in quadratic time a serialized encoded FDV $A$ that represents $X_1 \Delta X_2$ where $X_i$ is the set represented by $A_i$, the following proposition 14.17 shows that our computation problem can be effectively done in polynomial time thanks to the semi-affine hull direction computation.

**Proposition 14.17.** Let $X$ be a Presburger-definable set represented by a FDVA $A$ and let $V$ be an affine component of $\text{saff}(X)$. Consider $I_A(V)$, the set of pairs of states $(q_1, q_2) \in T \times T$ where $T$ is a terminal component such that $V_G(T) = V$ and such that $q_1 \sim^V q_2$. We have the following equality:

$$\text{bound}_V(X) \backslash \left( \bigcup_{j=1}^m \{ V \cap e_{j,m}^+ \} \right) = \text{comp} \left( \bigcup_{(q_1, q_2) \in I_A(V)} \text{saff}(X_{q_1} \Delta X_{q_2}) \right)$$

**Proof.** Let $J$ be the set of indices in $\{1, \ldots, m\}$ such that $V \cap e_{j,m}^+$ is a $V$-hyperplane. As $\text{bound}_V(X)$ contains only $V$-hyperplanes, we deduce that $\text{bound}_V(X) \backslash \left( \bigcup_{j=1}^m \{ V \cap e_{j,m}^+ \} \right)$ and $\text{bound}_V(X) \backslash \left( \bigcup_{j \in J} \{ V \cap e_{j,m}^+ \} \right)$ are equal.

We denote by $\mathcal{K}_0$ this class. The semi-affine space $S = \bigcup_{H \in \mathcal{K}_0} H$ satisfies $\text{comp}(S) = 9\mathcal{K}_0$. Consider the semi-affine space $S' = \bigcup_{(q_1, q_2) \in I_A(V)} \text{saff}(X_{q_1} \Delta X_{q_2})$.

We have to prove that $S = S'$.

Let us first prove the inclusion $S' \subseteq S$. Let $(q_1, q_2) \in I_A(V)$ and let $W = \text{saff}(X_{q_1} \Delta X_{q_2})$. Naturally, if $W = \emptyset$, we immediately have $W \subseteq S$. So we can assume that $W \neq \emptyset$. Let us consider an affine component $A_0$ of $W$.

From theorem 13.17 there exists $a_1, a_2 \in \mathbb{Q}^m$ satisfying the following equality (where $i \in \{1, 2\}$) and such that $-1 < a_{i,j} < 0$ for any $(i, j) \in \{1, 2\} \times J$:
We denote by \(v_i\) the vector \(v_i = H \cdot (a_i)\) for \(i \in \{1,2\}\). Remark that \(P_{q_1} = P_{q_2}\) for any \(P \in \mathcal{P}_V\) since \(q_1 \sim_V q_2\). We denote by \(P_{q_1,q_2}\) this semi-\(V\)-pattern.

Let us prove that there exists \(H \in \text{bound}_V(X), \# \in \{<,>\}\) and a \(V\)-affine space \(A\) such that \(A_0 \subseteq \text{aff}(\mathbb{Z}^m \cap A \cap (((v_1 + H\#) \Delta (v_2 + H\#)) + V^\perp))\). The set \(X_{q_1} \Delta X_{q_2}\) is included into the finite union of sets \(P_{q_1,q_2} \cap (((v_1 + C_{V,\#}) \Delta (v_2 + C_{V,\#})) + V^\perp)\) over \(P \in \mathcal{P}_V(X)\) and \(# \in \mathcal{S}_V,p(X)\). As \(C_{V,\#} = \bigcap_{H \in \text{bound}_V(X)} H\#\), we deduce that \(X_{q_1} \Delta X_{q_2}\) is included into the finite union of sets \(P_{q_1,q_2} \cap (((v_1 + H\#) \Delta (v_2 + H\#)) + V^\perp)\) over \(P \in \mathcal{P}_V(X), \ H \in \text{bound}_V(X)\) and \(# \in \{<,>\}\). From inscable lemma \[\text{[9.2]}\], we deduce that there exists \(P \in \mathcal{P}_V(X), \ H \in \text{bound}_V(X)\) and \(# \in \{<,>\}\) such that \(A_0 \subseteq \text{aff}(P_{q_1,q_2} \cap (((v_1 + H\#) \Delta (v_2 + H\#)) + V^\perp))\). As \(P_{q_1,q_2}\) is a semi-\(V\)-pattern, it is included into a finite union of sets of the form \(\mathbb{Z}^m \cap A\) where \(A\) is a \(V\)-affine space. From inscable lemma \[\text{[9.2]}\], we deduce that there exists a \(V\)-affine space \(A\) such that \(A_0 \subseteq \text{aff}(\mathbb{Z}^m \cap A \cap (((v_1 + H\#) \Delta (v_2 + H\#)) + V^\perp))\).

Let us show that \(H \not\in \{V \cap e_{j,m}^\perp; \ j \in J\}\). As \(A_0 \not\subseteq \emptyset\), it is sufficient to show that otherwise, the set \(\mathbb{Z}^m \cap A \cap (((v_1 + H\#) \Delta (v_2 + H\#)) + V^\perp)\) is empty. Remark that this set is included in \((\mathbb{Z}^m \cap (a_1 + H\# + V^\perp)) \Delta (\mathbb{Z}^m \cap (a_1 + H\# + V^\perp))\). If \(H = V \cap e_{j,m}^\perp\) where \(j \in J\), there exists \(\epsilon \in \{-1,1\}\) such that \(H^\# = \{x \in V; \epsilon \cdot x[j] \# 0\}\). Remark that \(a_1 + H\# + V^\perp = \{x \in \mathbb{Q}^m; \epsilon \cdot (x[j] - a_1[j]) \# 0\}\). As \(a_1[j]\) and \(a_2[j]\) are two rational numbers in \(\{x \in \mathbb{Q}; -1 < x < 0\}\), we deduce that \(\mathbb{Z}^m \cap (a_1 + H\# + V^\perp)\) and \(\mathbb{Z}^m \cap (a_2 + H\# + V^\perp)\) are equal. Therefore \((\mathbb{Z}^m \cap (a_1 + H\# + V^\perp)) \Delta (\mathbb{Z}^m \cap (a_1 + H\# + V^\perp))\) is empty. We have proved that \(H \not\in \{V \cap e_{j,m}^\perp; \ j \in J\}\).

Let us prove that \(A_0 \subseteq H\). Consider \(\alpha \in \mathbb{Z}^m \cap V \setminus \{e_{0,m}\}\) such that \(H\# = \{x \in V; \langle \alpha, x \rangle \# 0\}\). Let \(K = \{k \in \mathbb{Z}; k \leq \max\{\langle \alpha, v_1 \rangle, \langle \alpha, v_2 \rangle\}\}\) and remark that for any \(x \in \mathbb{Z}^m \cap (((v_1 + H\#) \Delta (v_2 + H\#)) + V^\perp))\), we have \(\langle \alpha, x \rangle \in K\). Hence \(\mathbb{Z}^m \cap A \cap (((v_1 + H\#) \Delta (v_2 + H\#)) + V^\perp)\) is included into \(\bigcup_{k \in K}\{x \in A; \langle \alpha, x \rangle = k\}\). From inscable lemma \[\text{[9.2]}\] we deduce that \(A_0 \subseteq H\).

We have proved that \(A_0 \subseteq S\) for any affine component \(A_0\) of \(W\). Therefore \(W \subseteq S\). We deduce that \(S' \subseteq S\).

Now, let us prove the converse inclusion \(S \subseteq S'\). Consider a \(V\)-hyperplane \(H_0 \in H_0 = \text{bound}_V(X) \setminus \bigcup_{j \in J}(V \cap e_{j,m}^\perp)\). Let \(H = \text{bound}_V(X) \setminus \{H_0\}\). We denote by \(a_0 \in V \setminus \{e_{0,m}\}\) a vector such that \(H_0^{\# a} = \{x \in V; \langle a_0, x \rangle \# 0\}\), for any \(# \in \{<,>\}\). Given \# \in \{<,>\} and \(# \in \{<,>\}, we denote by \((#, \# a)\) the sequence in \(\{<,>,\}^{\text{bound}_V(X)}\) naturally defined. Remark that for any sequence \# \in \{<,>\}, and for any \(# \in \{<,>\}\) such that \([C_{V,\# a}]V \neq [0]_V\), there exists a unique \(P_{\# a,\#} \in \mathcal{P}_V(X)\) such that \((\#, \# a) \in \mathcal{S}_V,p_{\# a}\).

Let us prove that there exists \# \in \{<,>\} such that \([C_{V,\#)}]V\) and \([C_{V,\# (\leq)}]V\) are both not equal to \([0]_V\), and such that \(P_{\#,\#} \neq P_{\#)^{\perp}}\). By
Let us show that there exists a vector \( v' \in r,m,s \) such that \( \sigma q_0 = \delta(q_0,\sigma) \). In particular inv \( ((P_0)_{q_0}') \neq \emptyset \). From proposition \( 14.11 \) we deduce that \( \gamma_{r,m,\sigma}((P_0)_{q_0}') \neq \emptyset \). That means \( (P_{\#,<})_q \neq (P_{\#,>})_q \) for any \( q \in T \).

As there exists a loop on each state \( q \) of \( T \), we deduce that \( P_q \) is relatively prime with \( r \) for any \( P \in P_V(X) \) and for any \( q \in T \). Hence, there exists an integer \( n \) relatively prime with \( r \) such that \( \text{inv}_V(P_q) \subseteq n.(\mathbb{Z}^m \cap V) \) for any \( P \in P_V(X) \) and for any \( q \in T \).

From an immediate induction and lemma \( \text{11.10} \) we deduce that there exists a sharing of \( J \) into \( J = J_\prec \cup J_\succ \) such that \( [C_{V,\#} \cap C \cap H_0^\#]_V \neq [0]_V \) for any \( \# \in \{<,>\} \) where \( C = \bigcap_{j \in J_\prec} \{ x \in V; x[j] < 0 \} \bigcap_{j \in J_\succ} \{ x \in V; x[j] > 0 \} \). In particular there exists a vector \( v_{\#,0} \in C_{V,\#} \cap C \cap H_0^\# \) for each \( \# \in \{<,>\} \). By replacing \( v_{\#,0} \) by a vector in \( (\mathbb{N} \setminus \{0\}).v_{\#,0} \), we can also assume that \( v_{\#,0} \in n.(\mathbb{Z}^m \cap V) \).

Let us show that there exists a \((r,m)\)-sign vector \( s \in S_{r,m} \) and a state \( q \in T \) such that \( \frac{s}{r} \in (P_0)_q \) and such that \( s[j] = r - 1 \) for any \( j \in J_\prec \) and such that \( s[j] = 0 \) for any \( j \in J_\succ \). Consider a state \( q' \in T \). As \( (P_0)_q \) is not empty, there exists a vector \( x \) is this set. As \( v_{\#,0} \in \mathbb{Z}^m \cap V \) and \( (P_0)_q' \) is a semi-V-pattern, we deduce that \( x_k = x + k.n.v_{\#,0} \) is in \( (P_0)_q' \) for any \( k \in \mathbb{Z} \). As \( v_{\#,0} < 0 \) for any \( j \in J_\prec \) and \( v_{\#,0} > 0 \) for any \( j \in J_\succ \), we deduce that there exists \( k \in \mathbb{N} \) enough larger such that \( x_k[j] < 0 \) for any \( j \in J_\prec \) and such that \( x_k[j] > 0 \) for any \( j \in J_\succ \). Let us consider a \((r,m)\)-decomposition \((\sigma,s)\) of \( x_k \) and remark that \( s[j] = r - 1 \) for any \( j \in J_\prec \) and \( s[j] = 0 \) for any \( j \in J_\succ \).
Moreover, $\frac{1}{\gamma w} \in (P_0)_q$ where $q = \delta(q_0', \sigma)$. As $(P_0)_q \neq \emptyset$, proposition 14.11 proves that $X_q \neq \emptyset$. As $T$ is a terminal component and $q$ is reachable from $T$, we deduce that $q \in T$.

Consider a $(r, m)$-decomposition $(\sigma_{#0}, s_{#0})$ of $\frac{1}{\gamma w} + v_{#0}$ for each $#_0 \in \{<, >\}$. By replacing $\sigma_{#0}$ by a word in $\sigma_{#0}^{s_{#0}}$ as $n$ is relatively prime with $r$, we can assume that $r_{v_{#0}} \in 1 + n\mathbb{N}$ for any $#_0 \in \{<, >\}$. We denote by $w_{#0}$ the word $w_{#0} = \sigma_{#0}^{s_{#0}}$.

Let us show that $s_{\leq} = s = s_{\geq}$. For any $j \in \{1, \ldots, m\} \setminus J$, as $V \cap e_{j,m}^\perp$ is not a $V$-hyperplane, we deduce that $e_{j,m}^\perp \in V^\perp$. That means $v[j] = 0$ for any $v \in V$. In particular, $\frac{1}{\gamma w} + v_{#0}[j] = \frac{s}{\gamma w}[j]$ and we deduce that $s_{\leq}[j] = s[j] = s_{\geq}[j]$. For any $j \in J$, as $s[j] = r - 1$ and $v_{#0}[j] < 0$, we get $s_{\leq}[j] = r - 1 = s[j]$. Symmetrically, for any $j \in J$, we get $s_{\geq}[j] = 0 = s[j]$. Therefore $s_{\leq} = s = s_{\geq}$.

Let us prove that $\gamma_{r,m,w_{#0}}^{-1}(P_q) = P_q$ for any $P \in \mathcal{P}_V(X)$ and for any $#_0 \in \{<, >\}$. Let $P \in \mathcal{P}_V(X)$. Remark that $\gamma_{r,m,\sigma_{#0}}(x) = x + \gamma_{r,m,\sigma_{#0}}(e_{0,m}) + n\mathbb{Z}^m$ for any $x \in \mathbb{Z}^m$. Hence $\gamma_{r,m,w_{#0}}(x) = x + n\mathbb{Z}^m$ for any $x \in \mathbb{Z}^m$. As $M_q P$ is a $n$-mask, we deduce that $\gamma_{r,m,w_{#0}}(M_q P) = M_q P$. Moreover, from $\frac{1}{\gamma w} \in (P_0)_q$ we deduce that $\frac{1}{\gamma w} \in P_q$. Hence $A_q = \frac{1}{\gamma w} + V$. So $\Gamma_{r,m,\sigma_{#0}}^{-1}(A_q) = r^{-|\sigma_{#0}|}(\frac{1}{\gamma w} - \gamma_{r,m,\sigma_{#0}}(e_{0,m})) + V$. Recall that $\rho_{r,m}(\sigma_{#0}, s) = \frac{1}{\gamma w} + v_{#0}$ and remark that $\rho_{r,m}(\sigma_{#0}, s) = \gamma_{r,m,\sigma_{#0}}(e_{0,m}) + r^{-|\sigma_{#0}|} \frac{1}{\gamma w}$. We get $\Gamma_{r,m,\sigma_{#0}}^{-1}(A_q) = \frac{1}{\gamma w} - r^{-|\sigma_{#0}|} v_{#0} + V = A_q$. An immediate induction show that $\Gamma_{r,m,w_{#0}}^{-1}(A_q) = A_q$. As $P_q = M_q P \cap A_q$, we get $\gamma_{r,m,w_{#0}}^{-1}(P_q) = \gamma_{r,m,w_{#0}}^{-1}(M_q P) \cap \Gamma_{r,m,w_{#0}}^{-1}(A_q) = M_q P \cap A_q = P_q$. We have proved that $\gamma_{r,m,w_{#0}}^{-1}(P_q) = P_q$ for any $P \in \mathcal{P}_V(X)$ and for any $#_0 \in \{<, >\}$.

Let us prove that $\delta(q, w_{#0}^{s_{#0}}) \subseteq T$ for any $#_0 \in \{<, >\}$. From the previous paragraph, we deduce that for any $k \in \mathbb{N}$, the set $\gamma_{r,m,w_{#0}}^{k-1}((P_0)_q) = (P_0)_q$ is not empty. From proposition 14.11 we deduce that $\gamma_{r,m,w_{#0}}^{k-1}(X_q)$ is also non empty. As $T$ is a terminal component, we deduce that $\delta(q, w_{#0}^{s_{#0}}) \subseteq T$.

As $T$ is a finite set, there exists a state $q_{#0} \in T$ such that there exists a path $q \overset{w_{#0}^{s_{#0}}}{\longrightarrow} q_{#0}$ and a loop $q_{#0} \overset{w_{#0}^{b_{#0}}}{\longrightarrow} q_{#0}$ where $r_{#0} \in \mathbb{N}$ and $k_{#0} \in \mathbb{N} \setminus \{0\}$.

From theorem 13.17 we deduce that there exists a vector $a \in \mathbb{Q}^m$ such that:

$$X_q = \bigcup_{P \in \mathcal{P}_V(X), \#' \in S_{V,P}(X)} (P_q \cap (a + C_{V,#'} + V^\perp))$$

As $\gamma_{l,m,w_{#0}}^{-1}(P_q) = P_q$ for any $P \in \mathcal{P}_V(X)$ and for any $#_0 \in \{<, >\}$ we deduce the following equality for any $#_0 \in \{<, >\}$ and for any $k \in r_{#0} + \mathbb{N}, k_{#0}$:

$$X_{#0} = \bigcup_{P \in \mathcal{P}_V(X), \#' \in S_{V,P}(X)} (P_q \cap (\Gamma_{r,m,w_{#0}}^{-1}(a) + C_{V,#'} + V^\perp))$$
As \( P_{q_\ell} = P_{q_\rho} \) for any \( P \in \mathcal{P}_V(X) \), we deduce that \( q_\ell \sim^V q_\rho \). Hence \( (q_\ell, q_\rho) \in I_A(V) \).

Let us prove that \( X_{q_\ell \rho} \cap \left( \frac{\tau}{1-\tau} + C_{V, \#} \cap C \cap H_0 \right) = P_{\tau_{q_\ell \rho}} \cap \left( \frac{\tau}{1-\tau} + C_{V, \#} \cap C \cap H_0 \right) \). Let us consider a vector \( x \in \left( \frac{\tau}{1-\tau} + C_{V, \#} \cap C \cap H_0 \right) \). By developing the expression \( \Gamma_{r,m,w}^{-1}(a) \), we deduce that \( \lim_{k \to \infty} \Gamma_{r,m,w}^{-1}(a) = \frac{w_{q_\ell \rho}}{r_{q_\ell \rho} w_{q_\ell \rho}} \).

As \( v_{\#0} \in C_{V, \#} \cap C \cap H_0^{\#0} \) and \( \frac{1}{v_{\#0} w_{q_\ell \rho}} \in \mathbb{Q} \setminus \{0\} \), we deduce that there exists \( k \in r_{\#0} + \mathbb{N} \), \( k_{\#0} \), and \( r_{q_\ell \rho} \cdot r_{q_\ell \rho}^{-1} \) such that \( x \in \Gamma_{r,m,w}^{-1}(a) + C_{V, \#} \cap C \cap H_0 \cap \frac{1}{v_{\#0} w_{q_\ell \rho}} \).

Therefore \( f_{q_\ell \rho} \cap \{ x \} = P_{\#0} \cap \{ x \} \) and we have proved that \( X_{q_\ell \rho} \cap \left( \frac{\tau}{1-\tau} + C_{V, \#} \cap C \cap H_0 \right) = P_{\#0} \cap \left( \frac{\tau}{1-\tau} + C_{V, \#} \cap C \cap H_0 \right) \).

We deduce that \( (P_{q_\ell})_q \cap \left( \frac{\tau}{1-\tau} + H_0 \right) \cap \left( \frac{\tau}{1-\tau} + C_{V, \#} \cap C \cap H_0 \right) \subseteq X_{q_\ell} \Delta X_{q_\rho} \).

Since \( [C_{V, \#} \cap C \cap H_0^\#]_V \) and \( [C_{V, \#} \cap C \cap H_0^\#]_V \) are both not equal to \( \{0\}_V \), lemma \([12.2]\) shows that \( C_{V, \#} \cap C \cap H_0 \) is a non-H0-degenerate \( H_0 \)-polyhedron. Moreover, since \( (P_{q_\ell})_q \cap \left( \frac{\tau}{1-\tau} + H_0 \right) \) is a non-empty semi-\( H_0 \)-pattern, from lemma \([12.2]\) we deduce that \( \operatorname{aff}((P_{q_\ell})_q \cap \left( \frac{\tau}{1-\tau} + H_0 \right) \cap \left( \frac{\tau}{1-\tau} + C_{V, \#} \cap C \cap H_0 \right)) = H_0 \). Hence \( H_0 \subseteq \operatorname{aff}(X_{q_\ell} \Delta X_{q_\rho}) \). As \( (q_\ell, q_\rho) \in I_A(V) \), we also get \( \operatorname{aff}(X_{q_\ell} \Delta X_{q_\rho}) \subseteq S^\prime \). We deduce that \( H_0 \subseteq S^\prime \). We have proved that \( S \subseteq S^\prime \).

\( \square \)

From the previous proposition \([14.17]\) theorem \([14.6]\) and theorem \([13.3]\), we deduce the following main theorem of this paper.

**Theorem 14.18.** Let \( X \) be a Presburger-definable set represented by a serialized encoded FDVA, and let \( V \) be an affine component of \( \operatorname{aff}(X) \). The boundary \( \partial_V(X) \setminus \{ \bigcup_{j=1}^m \{ V \cap e_j^\perp \} \} \) is computable in polynomial time.

### 14.3.2 An example

Let us consider the set \( X = \{ x \in \mathbb{N}^2; x[1] \leq 2 \cdot x[2] \} \) given in figure \([14.3]\).

The minimal FDVA \( A_{2,2}(X) \) that represents \( X \) is given in figure \([14.4]\). We denote by \( q_1 = \{ x \in \mathbb{N}^2; x[1] \leq 2 \cdot x[2] \} \), \( q_0 = \{ x \in \mathbb{N}^2; x[1] \leq 2 \cdot x[2] \} \), and \( q_1 = \{ x \in \mathbb{N}^2; x[1] \leq 2 \cdot x[2] + 1 \} \) the states of this FDVA.

Remark that \( T = \{ q_1, q_0, q_1 \} \) is the unique terminal component. Moreover, the algorithm that computes the vector space associated to an untransient component provides \( V_G(T) = \mathbb{Q}^2 \). Remark that from proposition \([14.5]\) we get \( \operatorname{aff}(X) = V_T(T) = \mathbb{Q}^2 \). That means \( V = \mathbb{Q}^2 \) is the only affine component of \( \operatorname{aff}(X) \).

Let us prove that \( \operatorname{aff}(X_{q_i} \Delta X_{q_j}) = H \) for any \( i \neq j \). In figure \([14.5]\), we have represented the FDVA Cartesian products of the FDVA \( A_{q_i} \) and the FDVA \( A_{q_j} \), that recognize the sets \( X_{q_i} \Delta X_{q_j} \) where \( i, j \in \{-1, 0, 1\} \). These FDVA (when \( i \neq j \)) have only one terminal component \( T' = \{ X_{q_0} \Delta X_{q_1}, (X_{q_1} \Delta X_{q_0}) \} \) and we have \( V_{G'}(T') = H \). Therefore \( \operatorname{aff}(X_{q_i} \Delta X_{q_j}) = H \) for any \( i \neq j \).
14.3 Boundary of a Presburger-definable FDVA

Fig. 14.3. On the left the Presburger-definable set $X = \{x \in \mathbb{N}^2; x[1] \leq 2.x[2]\}$. On the right bound$_V(X)$ where $V = \mathbb{Q}^2$ and $H = \{x \in V; x[1] = 2.x[2]\}$.

Fig. 14.4. The minimal FDVA $A_{2,2}(\{x \in \mathbb{N}^2; x[1] \leq 2.x[2]\})$.

Symmetrically, we get $\overline{\text{saff}}(X_q \Delta X_{q_i}) = H$ for any $i \neq j$. We deduce that $I_A(V) = \{(q_i, q_j); i \neq j\}$ and $\bigcup_{(q_i, q_j) \in I_A(V)} \overline{\text{saff}}(X_q \Delta X_{q_i}) = H$. From proposition 14.17 we get bound$_V(X) \{V \cap e_{1,m}^1, V \cap e_{2,m}^2\} = \{H\}$.

Now, just remark that the previous computation can be done in polynomial time from serialized encoded FDVA. Remark also that on this example bound$_V(X) = \{H, V \cap e_{1,m}^1\}$.
Fig. 14.5. The Cartesian product $A'$ of $A_q0$ and $A_q1$ that represents the symmetrical difference $X_q0 \Delta X_q1$ where $X$ is represented by the FDVA $A$ given in figure 14.4.
The polynomial time algorithm

In this section we provide a polynomial time algorithm for deciding if the set represented by a FDVA is Presburger-definable and in this case we provide in polynomial time a Presburger formula that defines the same set.

The algorithm is based on the fact that even if the set $X$ represented by a FDVA $A$ is not Presburger-definable, the algorithms developed in the previous sections can be applied in order to extract from $A$ sets of the form $P \cap H^#$ where $P$ is a semi-$V$-pattern relatively prime with $r$ included in a $V$-affine space and $H$ is a $V$-hyperplane, and if $X$ is Presburger definable then these sets are $(r,m)$-detectable in $X$ and $X$ is equal to a boolean combination of these sets.

In the remaining of this section we assume that $A$ is a positive $(r,m,w)$-cyclic FDVA that represents a set $X_0 \subseteq \mathbb{N}^m$ in basis $r$ and dimension $m$. Naturally these conditions are not restrictive thanks to the cyclic reduction provided by proposition 7.4 and thanks to the positive reduction given by proposition 7.5.

Since a positive final function $F$ is such that $[F](q) \in \{\{e_{0,m}\},\emptyset\}$, without ambiguity such a function can be denoted as the set of principal states $q \in Q$ such that $[F](q) = \{e_{0,m}\}$. In the sequel, a positive final function $F$ is always denoted as a subset of $Q$.

The following proposition shows that given a set $X' \subseteq \mathbb{N}^m$ that can be represented by a FDVA of the form $A^F$ where $F$ is an unknown final function, the computation of a positive final function $F'$ such that $X'$ is represented by $A^{F'}$ can be reduced the membership problem for $X'$.

**Proposition 15.1.** Let $A$ be a FDVA. We denote by $Y$ the set of $e_{0,m}$-eye $Y$ such that $Y$ is reachable for $[G]$ from the initial state. For any eye $Y \in Y$, let us consider a word $\sigma_Y \in \Sigma_{r,m}^*$ such that $\delta(q_0,\sigma_Y) \in \ker e_{0,m}(Y)$. Any set $X' \subseteq \mathbb{N}^m$ such that there exists a final function $F$ satisfying $X'$ is represented by $A^F$ is represented by $A^{F'}$ where $F'$ is the union of eyes $Y \in Y$ such that $\rho_{r,m}(\sigma_Y, e_{0,m}) \in X'$. 

Proof. Let \( X \) be the set represented by \( A^{F} \) and let us prove that \( X = X' \).
Consider \( x \in X \). Let \((\sigma, e_{0,m})\) be a \((r, m)\)-decomposition of \( x \). There exists an eye \( Y \in \mathcal{Y} \) such that \( \delta(q_{0}, \sigma) \in Y \). Since \( \delta(q_{0}, \sigma_{Y}) \in \ker_{e_{0,m}}(Y) \), by replacing \( \sigma \) by a word in \( \sigma \cdot e_{0,m}^{*} \), we can assume without loss of generality that \( \delta(q_{0}, \sigma) = \delta(q_{0}, \sigma_{Y}) \). Since there exists a final function \( F \) such that \( X' \) is represented by \( A^{F} \), we deduce that \( \gamma_{r,m,\sigma}(X') = \gamma_{r,m,\sigma_{Y}}(X') \). From \( \rho_{r,m}(\sigma_{Y}, e_{0,m}) \in X' \) and the previous equality, we get \( \rho_{r,m}(\sigma, e_{0,m}) \in X' \). Therefore \( x \in X' \) and we have proved the inclusion \( X \subseteq X' \). For the converse inclusion, let \( x \in X' \). Consider a \((r, m)\)-decomposition \((\sigma, e_{0,m})\) of \( x \) and let \( Y \in \mathcal{Y} \) such that \( \delta(q_{0}, \sigma_{Y}) \in Y \).

By replacing \( \sigma \) by a word in \( \sigma \cdot e_{0,m}^{*} \) since \( \delta(q_{0}, \sigma_{Y}) \in \ker_{e_{0,m}}(Y) \), we can assume that \( \delta(q_{0}, \sigma) = \delta(q_{0}, \sigma_{Y}) \). As \( \gamma_{r,m,\sigma}(X') = \gamma_{r,m,\sigma_{Y}}(X') \) and \( \rho_{r,m}(\sigma, e_{0,m}) \in X' \), we get \( \rho_{r,m}(\sigma_{Y}, e_{0,m}) \in X' \). We have proved that \( \delta(q_{0}, \sigma_{Y}) \in F' \). Thus \( \delta(q_{0}, \sigma) \in F' \) and we have proved that \( x \in X \). We have proved the other inclusion \( X' \subseteq X \). \( \square \)

Observe that we can decide in linear time if \( X_{0} \) is empty. Thus, we can assume that \( X_{0} \) is non-empty (otherwise we decide that \( X_{0} \) is Presburger-definable and defined by the formula false). Theorem 14.6 proves that a non-empty semi-vector space \( S \) such that \( \text{saff}(X_{0}) = \xi_{r,m}(w) + S \) if \( X_{0} \) is Presburger-definable is computable in polynomial time.

Let us fix an affine component \( V \) of \( S \) and let \( T_{V} \) be the finite union of terminal components \( T \in \mathcal{T}_{A} \) such that \( V_{G}(T) = V \). By construction of the semi-affine space \( S \), for any affine component \( V \) of \( S \), there exists at least one terminal component \( T \) such that \( V_{G}(T) = V \).

Observe that if \( X_{0} \) is Presburger-definable then \( Z^{m} \cap (\xi_{r,m}(w) + V) \) is non-empty from the dense component lemma 12.1. Since this property can be decided in polynomial time by proposition 8.15, we can assume that this set is non-empty (otherwise we decide that \( X_{0} \) is not Presburger-definable) and from this same proposition we compute in polynomial time a vector \( a_{0} \in Z^{m} \cap (\xi_{r,m}(w) + V) \).

Theorem 14.14 proves that we can compute in polynomial time a \( V \)-vector lattice \( M \) included in \( Z^{m} \) such that if \( X_{0} \) is Presburger-definable then \( M = \text{inv}_{V}(X_{0}) \) is relatively prime with \( r \) and \( |Z^{m} \cap V/\text{inv}_{V}(X_{0})| \) is bounded by the number of principal states of \( A \). Theorem 8.10 proves that we can compute in polynomial time the characteristic sequence \( n_{1}, ..., n_{d} \) of \( M \) in \( Z^{m} \cap V \) and a \( Z \)-basis \( v_{1}, ..., v_{d} \) of \( Z^{m} \cap V \) such that \( n_{1} \cdot v_{1}, ..., n_{d} \cdot v_{d} \) is a \( Z \)-basis of \( M \). Observe that \( |Z^{m} \cap V/M| = n_{1} \cdot ... \cdot n_{d} \). We can assume that \( n_{1} \cdot ... \cdot n_{d} \) is relatively prime with \( r \) and it is bounded by the number of principal states of \( A \) (otherwise we decide that \( X_{0} \) is not Presburger-definable). Let \( B \) be the finite set \( B = \{ a_{0} + \sum_{i=1}^{d} k_{i} \cdot v_{i}; 0 \leq k_{1} < n_{1} \land ... \land 0 \leq k_{d} < n_{d} \} \). Observe that the cardinal of \( B \) is equal to \( n_{1} \cdot ... \cdot n_{d} \). Thus \( B \) is computable in polynomial time. Moreover, by definition of \( \text{inv}_{V}(X_{0}) = M \), we deduce that if \( X_{0} \) is Presburger-definable, for any semi-V-pattern \( P \in P_{V}(X_{0}) \), there exists a subset \( B' \subseteq B \) such that \( P = B' + M \).
Theorem 13.12 shows that we can compute in polynomial time a partition \( B_0, B_1, \ldots, B_n \) of \( B \) such that a semi-V-pattern \( P \) of the form \( P = B' + M \) where \( B' \subseteq B \) is represented by a FDVA of the form \( A^F \) if and only if there exists \( J \subseteq \{1, \ldots, n\} \) such that \( B' = \bigcup_{j \in J} B_j \). Let \( i \geq 1 \). Observe that there exists a final function \( F \) such that \( \mathbb{N}^m \cap (B_i + M) \) is represented by \( A^F \). Since we can decide in polynomial time if a vector \( x \) is in \( \mathbb{N}^m \cap (B_i + M) \), proposition 15.1 proves that we can compute in polynomial time a positive final function \( Q_i \) such that \( \mathbb{N}^m \cap (B_i + M) \) is represented by \( A^{Q_i} \).

Note that \( Z_i = X_0 \cap (B_i + M) = X_0 \cap (\mathbb{N}^m \cap (B_i + M)) \) is represented by the FDVA \( A^{F \cap Q_i} \). Theorem 14.6 proves that a semi-vector space \( S_i \) such that \( \text{saff}(Z_0) = \xi_{r,m}(w) + S_i \) if \( X_0 \) is Presburger-definable is computable in polynomial time. Let us consider the set \( I \) of \( i \in \{1, \ldots, n\} \) such that \( V \subseteq S_i \).

Let us show that if \( X_0 \) is Presburger-definable, then any state \( q \in Q_i \) is co-reachable from \( T_V \). Consider a state \( q \in Q_i \), there exists a word \( \sigma \in \Sigma_{r,m}^* \) such that \( \delta(q_0, \sigma) = q \) and \( \rho_{r,m}(\sigma, e_{0,m}) \in B_i + M \). In particular \( \rho_{r,m}(\sigma, e_{0,m}) \in a_0 + V \). Considering a semi-V-pattern \( P \in \mathcal{P}_V(X) \setminus \{\emptyset\} \) and recall that since \( P \) is \((r,m)\)-detectable in \( X \) (from corollary 13.9), the semi-V-pattern \( P \) is relatively prime with \( r \) and included into the \( V \)-affine space \( a_0 + V \) (from lemma 9.20).

The dense pattern corollary 9.23 proves that \( \gamma_{r,m}(P) \neq \emptyset \). Proposition 14.4 proves that if \( X_0 \) is Presburger-definable, then \( T_V \) is co-reachable from \( q \).

Therefore, we have proved that any state \( q \in Q_i \) is co-reachable from \( T_V \) if \( X_0 \) is Presburger-definable. Since this property is decidable in polynomial time, we can assume that it is verified (otherwise we decide that \( X_0 \) is not Presburger-definable).

Now, let us prove that if \( X_0 \) is Presburger-definable then \( F_0 \cap T_V \subseteq \bigcup_{i \in J} Q_i \). Consider \( q \in F_0 \cap T_V \). There exists a path \( q_0 \xrightarrow{\sigma} q \) with \( \sigma \in \Sigma_{r,m}^* \). Since \( q \in F_0 \), we get \( \rho_{r,m}(\sigma, e_{0,m}) \in X_0 \). Theorem 13.17 proves that there exists \( P \in \mathcal{P}_V(X_0) \setminus \{\emptyset\} \) such that \( \rho_{r,m}(\sigma, e_{0,m}) \in P \). Since there exists a \( J \subseteq \{1, \ldots, n\} \) such that \( P = \bigcup_{j \in J} B_j + M \), we deduce that there exists \( j \in \{1, \ldots, n\} \) such that \( \rho_{r,m}(\sigma, e_{0,m}) \in B_j + M \). Theorem 13.17 proves that in this case \( \text{saff}(Z_j) = V \). Thus \( j \in J \) and \( q \in \bigcup_{i \in J} Q_i \) and we have proved that \( F_0 \cap T_V \subseteq \bigcup_{i \in J} Q_i \). Since this property is decidable in polynomial time, we can assume that it is true (otherwise we decide that \( X_0 \) is not Presburger-definable).

If \( X_0 \) is Presburger-definable then \( Z_i \) is Presburger-definable and if \( i \in I \) then \( [Z_i]_V = V \) and in this case \( \mathcal{P}_V(X_0) \setminus \{\emptyset\} = \{B_i + M\} \) since for any semi-V-pattern \( P \in \mathcal{P}_V(X_0) \), there exists \( J \subseteq \{1, \ldots, n\} \) such that \( P = \bigcup_{j \in J} B_j + M \) (recall that corollary 13.9 proves that any semi-V-pattern \( P \in \mathcal{P}_V(X_0) \) is \((r,m)\)-detectable in \( X_0 \)). Theorem 14.18 provides a polynomial time algorithm for computing a finite set \( \mathcal{H}_i \) of vector spaces such that if \( X_0 \) is Presburger-definable then \( \text{bound}_V(Z_i) \setminus \bigcup_{i=1}^n \{V \cap e_{i,m} \} = \mathcal{H}_i \). We can assume that \( \mathcal{H}_i \) is a set of \( V \)-hyperplanes (otherwise we decide that \( X_0 \) is not Presburger-definable). Proposition 14.16 shows that if \( X_0 \) is Presburger-definable then for any \( H \in \mathcal{H}_i \), there exists \( \#_{i,H} \in \{\geq, >\} \) such that \( (B_i + M) \cap (\xi_{r,m}(w) + \)}
Theorem 15.2. Let $H^{#i,H} + V^\perp$ be represented by a FDVA of the form $A^F$. Since we can decide this property in polynomial time thanks to proposition 14.16, we can assume that such a relation $#i,H$ exists. As we can decide in polynomial time if a vector $x$ is in $\mathbb{N}^m \cap (B_i + M) \cap (\xi_{r,m}(w) + H^{#i,H} + V^\perp)$, proposition 15.1 proves that we can compute in polynomial time a positive final function $Q_{i,H}$ such that $\mathbb{N}^m \cap (B_i + M) \cap (\xi_{r,m}(w) + H^{#i,H} + V^\perp)$ is represented by $A^{Q_{i,H}}$.

Moreover, from $\phi \mid_X$ since we have the following equality:

$$\text{and in dimension } m \text{ components of } A \text{ from } T \text{ definable. Moreover, by construction of } F \text{ that such a boolean combination exists (otherwise we decide that } \phi \text{ is not Presburger-definable). This same lemma 2.1 also proves that we can compute in polynomial time a positive final function } Q_{i,H} \text{ such that } \mathbb{N}^m \cap (B_i + M) \cap (\xi_{r,m}(w) + H^{#i,H} + V^\perp) \text{ is represented by } A^{Q_{i,H}}.

Now observe that there exists a boolean combination $Z_i'$ of the set $\mathbb{N}^m \cap (B_i + M)$ and the sets $\mathbb{N}^m \cap (B_i + M) \cap (\xi_{r,m}(w) + H^{#i,H} + V^\perp)$ such that $[X_0 \Delta Z_i']^V = [0]^V$. Since any state in $Q_i$ is co-reachable from $T_V$, if such a boolean combination exists, there exists a boolean combination $Q_i'$ of the set $Q_i$ and the sets $Q_{i,H}$ where $H \in \mathcal{H}_i$ such that $Q_i' \cap T_V = F_0 \cap T_V$. In particular $F_0 \cap T_V$ is a boolean combination of the set $Q_i \cap T_V$ and the sets $Q_{i,H} \cap T_V$. Since this last property is decidable in polynomial time by the lemma 2.1 we can assume that such a boolean combination exists (otherwise we decide that $X_0$ is not Presburger-definable). This same lemma 2.1 also proves that we can compute in polynomial time a boolean formula $\psi_i$ such that $q \in F_0 \cap T_V$ is defined by $\psi_i(q \in Q_i \cap T_V, (q \in Q_{i,H} \cap T_V)_{H \in \mathcal{H}_i})$. Observe that the set $Q_i'$ defined by $q \in Q_i'$ if $\psi_i(q \in Q_i, (q \in Q_{i,H})_{H \in \mathcal{H}_i})$ is computable in polynomial time. Moreover, the set $Z_i'$ represented by $A^{Q_i'}$ is defined by the Presburger-formula $\phi_i$:

$$\phi_i(x) := (x \in \mathbb{N}^m \cap (B_i + M)) \land \psi_i(\text{true}, (x \in a_0 + H^{#i,H} + V^\perp)_{H \in \mathcal{H}_i})$$

Now, let us consider the Presburger formula $\phi' := \bigvee_{i \in I} \phi_i$ and the positive final function $Q' = \bigcup_{i \in I} Q_i'$. Remark that the set $Z' = \bigcup_{i \in I} Z_i'$ is represented by the FDVA $A^{Q'}$ and it is defined by the Presburger formula $\phi'$.

Note that $X_1 = X \Delta Z'$ is the set represented by the FDVA $A^{F_i}$ where $F_1 = F_0 \Delta F'$ and $X_0$ is Presburger-definable if and only if $X_1$ is Presburger-definable. Moreover, by construction of $F'$, any state $q \in F'$ is co-reachable from $T_V$ and $F' \cap T_V = F_0 \cap T_V$. That means the set of strongly-connected components of $A^{F_i}$ reachable from the initial state and co-reachable from a final state is strictly included in the strongly connected components of $A^{F_0}$ satisfying this same property.

Thus, by repeating the previous constructions we obtain a finite sequence $X_0, X_1, \ldots, X_k$ where $k$ is bounded by the number of strongly connected components of $A$, and a sequence $\phi_1, \ldots, \phi_k$ of Presburger-formulas $\phi_i$ defining $X_{i-1} \Delta X_i$ such that $X_k = \emptyset$. Note that $X_0$ is therefore Presburger-definable since we have the following equality:

$$X_0 = (X_0 \Delta X_1) \Delta \cdots \Delta (X_{n-1} \Delta X_k)$$

Moreover, from $\phi_1, \ldots, \phi_k$ we get a Presburger-formula $\phi$ that defines $X$.

We have proved the following theorem.

**Theorem 15.2.** Let $X \subseteq \mathbb{Z}^m$ be the set represented by a FDVA $A$ in basis $r$ and in dimension $m$. We can decide in polynomial time if $X$ is Presburger-
definable. Moreover, in this case, we can compute in polynomial time a
Presburger-formula $\phi$ that defines $X$. 
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