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Abstract—Federated edge learning (FEEL) has emerged as an effective approach to reduce the large communication latency in Cloud-based machine learning solutions, while preserving data privacy. Unfortunately, the learning performance of FEEL may be compromised due to limited training data in a single edge cluster. In this paper, we investigate a novel framework of FEEL, namely semi-decentralized federated edge learning (SD-FEEL). By allowing model aggregation across different edge clusters, SD-FEEL enjoys the benefit of FEEL in reducing the training latency, while improving the learning performance by accessing richer training data from multiple edge clusters. A training algorithm for SD-FEEL with three main procedures in each round is presented, including local model updates, intra-cluster and inter-cluster model aggregations, which is proved to converge on non-independent and identically distributed (non-IID) data. We also characterize the interplay between the network topology of the edge servers and the communication overhead of inter-cluster model aggregation on the training performance. Experiment results corroborate our analysis and demonstrate the effectiveness of SD-FFEL in achieving faster convergence than traditional federated learning architectures. Besides, guidelines on choosing critical hyper-parameters of the training algorithm are also provided.

Index Terms—Federated learning, non-IID data, distributed machine learning, communication efficiency.

I. INTRODUCTION

The recent development of machine learning (ML) technologies has led to major breakthroughs in various domains. Meanwhile, the number of Internet of Things (IoT) devices is growing at a drastic speed, and it is envisaged to reach more than 30 billion IoT devices by 2025 [1]. This results in a huge volume of data generated at the edge of the wireless network, which will facilitate the training of powerful ML models. A traditional approach is to upload these data to a centralized server for model training. However, offloading data raises severe privacy concerns as data collected by IoT devices, e.g., smartphones and healthcare sensors, may contain privacy-sensitive information [2].

To resolve the privacy issues in centralized ML, federated learning (FL) was proposed by Google in 2017 as a privacy-preserving distributed ML paradigm [3]. FL enables IoT devices to collaboratively learn a shared ML model without disclosing their local data. A typical FL system consists of a Cloud-based parameter server (PS) and a number of client nodes which train a deep learning (DL) model via multiple global iterations. In each global iteration, the client nodes first download the global model maintained by the PS, based on which several rounds of local updates are performed using the private local data. The updated local models are then transmitted to the PS for global model aggregation. Nevertheless, as DL models, typically with millions of parameters, need to be uploaded to the Cloud in every global iteration, the communication latency caused by core-network congestion significantly bottlenecks the learning efficiency [4], [5].

Attributed to the emergence of mobile edge computing (MEC) [6], federated edge learning (FEEL), where an edge server located in close proximity to the client nodes (e.g., a base station) is deployed as the PS, was proposed as a promising alternative to Cloud-based FL [7]. Despite its great promise in reducing model uploading latency, one of the major challenges in FEEL systems is the unstable wireless connections between the client nodes and the edge server, and client nodes with unfavorable channel conditions may become stragglers for model aggregation and in turn slow down the training process. As a result, improving the training efficiency of FEEL has drawn great interests in existing literature. Considering the limited resources, a control algorithm to determine the global model aggregation frequency of FEEL was developed in [8] to maximize the learning performance. In order to reduce the training time, a client selection algorithm was proposed for FEEL in [9], which eliminates the straggling client nodes from global model aggregation. Besides, gradient quantization and sparsification techniques were also adopted to achieve communication-efficient FEEL [10], [11]. However, the number of accessible client nodes of a single edge server is generally limited, which hinders the benefits of FL due to the small amount of training data.

To unleash the full potential of FEEL, recent works exploited cooperation among multiple edge servers for model training. In [12], a client-edge-cloud hierarchical FL system along with a training algorithm, namely HierFAVG, was developed, which takes advantages of the Cloud and edge servers to accelerate model training. Similar investigations in [13] extended HierFAVG to a multi-level stochastic gradient descent (SGD) algorithm. Besides, a fog-assisted FL framework was proposed in [14], where the Cloud-based PS selects an optimal fog node to serve as the global model aggregator.
in each communication round. Unfortunately, these works still rely on the connection to the Cloud, which may suffer from excessive communication latency. Besides, such architectures are vulnerable to the single-point failure and not scalable to large-scale deployment.

In this paper, we investigate a novel FL architecture, namely semi-decentralized federated edge learning (SD-FEEL), to improve the training efficiency. This architecture is motivated by the low communication latency between edge servers so that efficient model exchanges can be realized. Specifically, we consider multiple edge servers, and each of them coordinates a cluster of client nodes to perform local model updating and intra-cluster model aggregation. The edge servers periodically share their updated models to the neighboring edge servers for inter-cluster model aggregation. Such a semi-decentralized training protocol can accelerate the learning process since a large number of client nodes can collaborate with low communication cost. It is worthy mentioning that a similar design was investigated in [15], which, however, was limited to an idealized independent and identically distributed (IID) assumption of the local training data. Our work in this paper advances SD-FEEL in the following aspects:

- We extend SD-FEEL to the case with non-IID data. To investigate impacts of the network topology on learning performance, the edge servers are allowed to share and aggregate models multiple times in each round of inter-cluster model aggregation.

- Convergence of a training algorithm supporting SD-FEEL on non-IID data is proved. Our analysis shows when both intra-cluster and inter-cluster model aggregations are performed at each iteration, SD-FEEL reduces to the vanilla SGD [18] given mutually connected edge servers. This is also achievable by multiple times of inter-server model sharings when the edge servers are only partially connected.

- Extensive experiments are conducted to demonstrate the benefits of SD-FEEL in achieving faster convergence compared to existing FL schemes. Our results also provide insightful guidelines on choosing the intra-/inter-cluster model aggregation frequencies and the communication strategy among edge servers to reduce the training latency.

The rest of the paper is organized as follows. Section II introduces the framework of semi-decentralized FEEL. Section III shows the convergence of SD-FEEL on non-IID data and discusses various insights. We present experiment results in Section IV and conclude this paper in Section V.

II. SEMI-DECENTRALIZED FEEL

In this section, we first introduce the semi-decentralized FEEL system, and a training algorithm is then presented.

A. Semi-Decentralized FEEL System

We consider an edge-assisted federated learning system as shown in Fig. 1, which consists of $C$ client nodes (denoted as set $C$) and $D$ edge servers (denoted as set $D$). Each client node is associated with an edge server according to some predefined criteria, e.g., physical proximity and network coverage. We denote the set of client nodes associated with the $d$-th edge server as $C_d$, which form one edge cluster. Some of the edge servers are inter-connected via high-speed cables, which facilitates information exchange in SD-FEEL. We use a connected graph $G$ to model the connectivity among the edge servers, and denote the one-hop neighbors of the $d$-th edge server as $N_d$.

Each client node is assumed to have a set of local training data, denoted as $S_i = \{x_j, y_j\}_{j=1}^{\vert S_i \vert}, i \in C$, where $x_j$ is the data sample and $y_j$ is the corresponding label. The whole training dataset and the collection of local training data across the client nodes associated with the $d$-th server are denoted as $S$ and $S_d$, respectively. The client nodes collaborate to train a shared DL model, denoted as $w \in \mathbb{R}^M$ with $M$ as the number of trainable parameters. Let $f(x_j, y_j; w)$ be the loss function associated with the data sample $(x_j, y_j)$ based on the model $w$. As a result, the objective of FL is to minimize the loss function over all the training data, i.e.,

$$
\min_{w \in \mathbb{R}^M} \left\{ F(w) \triangleq \sum_{i \in C} \frac{|S_i|}{|S|} F_i(w) \right\},
$$

where $F_i(w) \triangleq \frac{1}{|S_i|} \sum_{j \in S_i} f(x_j, y_j; w)$.

It is important to note that we will not pose the assumption of homogeneous (i.e., IID) data across the client nodes, which is more reflective of real scenarios and also a highly non-trivial extension compared to the existing study [15].

B. Training Algorithm

Without loss of generality, we assume there are $K$ iterations in the training process, which contains three main procedures, including 1) local model update, 2) intra-cluster model aggregation, and 3) inter-cluster model aggregation. While local model updates are performed at the client nodes, the edge servers are in charge of the other two procedures. The periods of intra-cluster and inter-cluster model aggregation, denoted as $\tau_1$ and $\tau_2$ respectively, are two critical hyper-parameters in the training algorithm.

1) Local Model Update: In the $k$-th iteration, each client node performs model update with its local data using the mini-batch SGD algorithm according to the following expression:

$$
\omega_k^{(i)} \leftarrow \omega_{k-1}^{(i)} - \eta g(\xi_k^{(i)}, \omega_{k-1}^{(i)}), i \in C,
$$

where $\omega_k^{(i)}$ is the updated model, $\omega_{k-1}^{(i)}$ is the previous model, $\xi_k^{(i)}$ is the loss function gradient, and $\eta$ is the learning rate.
where $w^{(i)}_{k-1}$ is the most updated model available at the $i$-th client node at the start of the $k$-th iteration, $g(\xi^{(i)}_k; w^{(i)}_{k-1})$ is the gradient computed on the batch of randomly-sampled local training data $\xi^{(i)}_k$ and $\eta$ denotes the learning rate.

2) Intra-cluster Model Aggregation: In the $k$-th iteration (when $k$ is a multiple integer of $\tau_1$ but not $\tau_1\tau_2$), each client node uploads its most updated model to the associated edge server, and the edge server aggregates the received local models according to the following expression:

$$\hat{w}^{(d)}_k \leftarrow \sum_{i \in C_d} \frac{|S_i|}{|S_d|} w^{(i)}_k, d \in D,$$

where $\hat{w}^{(d)}_k$ denotes the intra-cluster aggregated model at the $d$-th edge server. After that, $\hat{w}^{(d)}_k$ is broadcasted to the client nodes $C_d$, which can be expressed as follows:

$$w^{(i)}_k \leftarrow \hat{w}^{(d)}_k, i \in C_d.$$

3) Inter-cluster Model Aggregation: In the $k$-th iteration (when $k$ is a multiple integer of $\tau_1\tau_2$), after intra-cluster model aggregation, each edge server also shares its intra-cluster aggregated model to the one-hop neighbouring edge servers for inter-cluster model aggregation, before sending it back to the client nodes. Each round of inter-cluster model aggregation consists $\alpha \in \{1, 2, \ldots \}$ times of model sharing and aggregation, which can be expressed as follows:

$$\hat{w}^{(d)}_{k,l} \leftarrow \sum_{j \in N_d \cap (d)} p_{j,d} w^{(j)}_{k,l-1}, l = 1, 2, \ldots, \alpha,$$

where $\hat{w}^{(d)}_{k,0} = \hat{w}^{(d)}_k$ is the intra-cluster aggregated model at the $d$-th edge server, and $P \triangleq [p_{i,j}] \in \mathbb{R}^{D \times D}$ is termed as the mixing matrix. We choose $P = I - \frac{1}{\lambda_i(L')} \sum_{l=1}^\alpha \Pi_{l=1}^{l-1} L'$ so that fast consensus among edge servers can be achieved [16], where $I$ is the identity matrix, $L'$ is the product of the Laplacian matrix of graph $G$ and $\Omega = \text{diag}(\frac{|S_1|}{|S|}, \ldots, \frac{|S_D|}{|S|})$, and $\lambda_i(L')$ denotes the $i$-th largest eigenvalue of matrix $L'$. Once $\hat{w}^{(d)}_{k,l}$ is computed, it updates $\hat{w}^{(d)}_k$ as $\hat{w}^{(d)}_k$, which is then transmitted to the client nodes in $C_d$. In this section, we prove the convergence of Algorithm 1 and draw various insights from our analysis.

A. Assumptions

We make the following assumptions on the loss functions to facilitate the convergence analysis.

Assumption 1. For all $i \in C$, we assume:

- (Smoothness) The local loss function is $L$-smooth, i.e.,

$$\|\nabla F_i(w_1) - \nabla F_i(w_2)\|_2 \leq L \|w_1 - w_2\|_2, \forall w_1, w_2 \in \mathbb{R}^M.$$

- (Unbiased and bounded gradient variance) The mini-batch gradient $g(\xi; w) = \nabla F_i(w)$, $\forall w \in \mathbb{R}^M$ has the following expression:

$$E_{\xi|w}[g(\xi; w)] = \nabla F_i(w), \forall w \in \mathbb{R}^M.$$

and there exists $\sigma > 0$ such that

$$E_{\xi|w}[\|g(\xi; w) - \nabla F_i(w)\|_2^2] \leq \sigma^2, \forall w \in \mathbb{R}^M.$$

- (Degree of non-IIDness) There exists $\kappa > 0$ such that

$$\|\nabla F_i(w) - \nabla F_j(w)\|_2 \leq \kappa, \forall w \in \mathbb{R}^M.$$

When $\kappa = 0$, $\nabla F_i(w) = \nabla F_j(w), \forall i \in C$, i.e., the assumption in (9) reduces to the case of IID data across the client nodes.

B. Convergence Analysis

Denote $W_k \triangleq \{w^{(i)}_k\} \in \mathbb{R}^{M \times C}$ and $G_k \triangleq \{g(\xi^{(i)}_{k+1}; w^{(i)}_k)\} \in \mathbb{R}^{M \times C}$. To characterize the evolution of $W_k$ as shown in the following lemma, we define $V \triangleq \{v^{j,d}\} \in \mathbb{C}^{C \times D}$ and $B \triangleq \{b^{d,i}\} \in \mathbb{C}^{D \times C}$, where $v^{j,d} = \frac{|S_i|}{|S_j|} \chi \{i \in C_d\}$, $b^{d,i} = \chi \{i \in C_d\}$, and $\chi \{\cdot\}$ is the indicator function.

Lemma 1. The local models evolve according to the following expression:

$$W_{k+1} = (W_k - \eta G_k)T_k, k = 1, 2, \ldots, K,$$

where

$$T_k = \begin{cases}
VB, & \text{if } \text{mod}(k, \tau_1) = 0 \text{ and } \text{mod}(k, \tau_1\tau_2) \neq 0, \\
VP^\alpha B, & \text{if } \text{mod}(k, \tau_1\tau_2) = 0, \\
I, & \text{otherwise},
\end{cases}$$

(10)

(11)
Proof. The proof can be obtained by rewriting (5) as $W_{k,l} = P^T W_{k,l-1}$ and showing $W_{k,0} = P^0 W_{k,0}$. Details are omitted for brevity.

For convenience, we define $u_k \triangleq \frac{1}{|S|} \sum_{i \in C} m_i w_k^{(i)}$ where $m_i \triangleq |S_i|$ and $\|X\|_M \triangleq \sum_{i=1}^M \sum_{j=1}^N m_{i,j} |x_{i,j}|^2$ is the weighted Frobenius norm of an $M \times N$ matrix $X$. Following Lemma 8 in [17] and leveraging the evolution expression of $W_k$ in (10), we bound the expected change of the local loss functions in consecutive iterations as follows:

$$
\mathbb{E}[F(u_{k+1})] - \mathbb{E}[F(u_k)] \leq -\frac{\eta}{2} \mathbb{E} \left[ \| \nabla F(u_k) \|_2^2 \right] + \frac{\eta^2 L}{2} \sum_{i \in C} m_i^2 \sigma^2
- \left( \frac{\eta}{2} - \frac{\eta^2 L}{2} \right) J_k + \frac{\eta L^2}{2} \mathbb{E} \left[ \| W_k (I - M) \|_M^2 \right],
$$

(12)

where $M \triangleq m_1^T$ and $J_k \triangleq \mathbb{E} \left[ \sum_{i \in C} m_i \| \nabla F_i (w_k^{(i)}) \|_2^2 \right]$. It remains to bound the last term in the right-hand side (RHS) of (12) in order to show the convergence of Algorithm 1 which can be interpreted as the deviation of the local models from their mean, as shown in Lemma 2.

Lemma 2. With Assumption 1, we have:

$$
\frac{1}{K} \sum_{k=1}^K \mathbb{E} \left[ \| W_k (I-M) \|_M^2 \right] \leq \frac{8\eta^2 V_2}{K} \sum_{k=1}^K J_k + 2\eta^2 V_1 \sigma^2 + 8\eta^2 V_2 \kappa^2,
$$

(13)

where $\zeta = |\lambda_2(P)| \in [0, 1)$, $\Lambda \triangleq \frac{\zeta^2}{1 - \zeta^2} + \frac{2\sigma^2}{1 - \zeta^2}$, $V_3 \triangleq \tau_1 \tau_2 \frac{\tau_1 \tau_2 \Lambda + \tau_1 \tau_2 \frac{1}{1 - \zeta^2} + \tau_1 \tau_2 \frac{1}{2}}{1 - \tau_1 \tau_2 \frac{1}{2}}$, $V_1 \triangleq \left( \tau_1 \tau_2 \Lambda + \tau_1 \tau_2 \frac{1}{1 - \zeta^2} + \tau_1 \tau_2 \frac{1}{2} \right)$, and $V_2 \triangleq V_3 / (1 - 16\eta^2 L^2 V_3)$.

Proof. By using (10), we expand $W_k (I-M)$ as $W_0 (I-M) \prod_{l=0}^{k-1} T_l - \eta \sum_{s=0}^{k-1} G_s (\prod_{l=s}^{k-1} T_l - M)$. Since $w_0(i) = w_0, \forall i \in C$, (13) can be shown by bounding

$$
\mathbb{E} \left[ \| \eta \sum_{s=0}^{k-1} G_s (\prod_{l=s}^{k-1} T_l - M) \|_M^2 \right].
$$

Please refer to Appendix C for the complete proof.

By substituting (11) in the RHS of (10) and choosing a proper learning rate to eliminate the term $\frac{1}{K} \sum_{k=1}^K J_k$, we are able to bound the expected average-square gradients in the following theorem.

Theorem 1. If the learning rate $\eta$ satisfies:

$$
1 - \eta L - 8\eta^2 V_2 V_3 \geq 0, 1 - 16\eta^2 L^2 V_3 > 0,
$$

(14)

we have:

$$
\frac{1}{K} \sum_{k=1}^K \mathbb{E} \left[ \| \nabla F(u_k) \|_2^2 \right] \leq \frac{2\Delta}{\eta K} + \eta L \sum_{i \in C} m_i^2 \sigma^2 + 2\eta^2 L^2 V_1 \sigma^2 + 8\eta^2 L^2 V_2 \kappa^2,
$$

(15)

where $\Delta \triangleq \mathbb{E} [F(u_1)] - \mathbb{E} [F(u^*)]$ and $u^* \triangleq \arg \min_w F(w)$.

Proof. Please refer to the Appendix D.

With the results in Theorem 1, we are able to draw various insights as elaborated in the following remarks.

Remark 1. It is straightforward that the RHS of (15) increases with both $\tau_1$ and $\tau_2$. Thus, it is preferable to choose $\tau_1 = \tau_2 = 1$ to reduce the number of training iterations without considering the training time. However, as will be seen in Section IV, performing either intra-cluster or inter-cluster model aggregations in the most frequent way turns out to be sub-optimal for the overall training latency.

Remark 2. By taking the first-order derivative, we see that the RHS of (15) also increases with $\zeta^2$, indicating that either increasing $\alpha$ (i.e., increasing the inter-server communication overhead) or decreasing $\zeta$ (i.e., increasing the degree of connectivity among the edge servers) results in faster convergence. For better illustration, three typical network topologies of six edge servers are shown in Fig. 2 including the ring, partially connected and fully connected topologies, and the values of $\zeta$ are given as 0.6, 0.333 and 0, respectively. In other words, the fully-connected network topology achieves the best performance. Besides, in the extreme case with $\alpha \to \infty$, the edge servers can reach consensus after inter-cluster model aggregation (i.e., $w_{k,d} \leftarrow \sum_{j \in D} \frac{|S_j|}{|S|} w_{k,j}^{(d)}$) even with a sparsely connected network.

Remark 3. When $\tau_1 = 1$, $\tau_2 = 1$, and $\zeta^2 = 0$, i.e., the local models of all the client nodes are synchronized at each iteration, the convergence result in Theorem 1 reduces to that of the fully synchronous SGD algorithm [18]. In addition, when $\kappa = 0$, i.e., in the IID case, our result also improves over that obtained in [15].

IV. EXPERIMENTS

A. Settings

We simulate an SD-FEEL system with 50 client nodes and 10 edge servers, and each edge server is associated with five client nodes. In our experiments, we consider a ring topology of the edge servers as shown in Fig. 2(a) unless otherwise specified.

SD-FEEL is evaluated on the CIFAR-10 dataset, which is a benchmark dataset for image classification tasks containing 10 categories of images. To simulate the non-IID data distribution, we follow [19] by allocating a proportion $p_{i,j}$ of the training samples of class $l$ to the $j$-th client node, where $p_{i,j}$ is sampled from a Dirichlet distribution $\text{Dir}_5(0.5)$. We use a convolutional neural network with two $5 \times 5$ convolution layers that consists of 21,840 trainable parameters [12]. The batch size and the learning rate of mini-batch SGD are set as 10 and 0.01, respectively.

To verify the effectiveness of SD-FEEL in reducing training latency, we adopt the following FL scenarios:
FedAvg [3]: This is a Cloud-based FL scheme, where a Cloud-based PS collects and aggregates models from all client nodes after every \( \tau_1 \tau_2 \) local model updates.

FEEL [7]: This is a conventional edge-assisted FL scheme, where an edge server randomly schedules five client nodes at each iteration due to the limited number of wireless channels. Note that this is consistent with the number of accessible client nodes for each edge server in SD-FEEL.

HierFAVG [12]: This FL scheme leverages a Cloud-based PS and multiple edge servers. Specifically, the edge servers perform local model aggregation after every \( \tau_1 \) local updates; whereas the Cloud-based PS aggregates models from the edge servers after every \( \tau_2 \) local model aggregations.

### B. Training Latency Calculation

For SD-FEEL, the latency of the \( K \) training iterations is calculated as \( t_{\text{tot}} = \frac{K}{\tau_1 \tau_2} \left( \tau_2 (t_{\text{ct-cd}} + t_{\text{ct-sr}}) + \alpha t_{\text{cmp}} \right) \), where \( t_{\text{ct-cd}} \) denotes the computation latency for each local update, \( t_{\text{ct-sr}} \) denotes the model uploading latency between a client node and its associated edge server, and \( t_{\text{cmp}} \) is the model transmission latency between neighboring edge servers. We assume \( t_{\text{ct-cd}} = \frac{N_{\text{MAC}}}{C_{\text{CPU}}} \), where \( N_{\text{MAC}} = 138.4 \) MFLops is the number of the floating-point operations (FLOPs) required for each local iteration, and \( C_{\text{CPU}} = 10 \) GFLOPS denotes the computing bandwidth of the local processors. The communication latency is expressed as \( t_{\text{cmp}} = \frac{M_{\text{bit}}}{R} \) with \( M_{\text{bit}} = 32 \) Mbits and \( R \) denoting the transmission rate. Specifically, we assume that the client nodes communicate with the associated edge servers using orthogonal channels and there is no inter-cluster interference [20]. The transmission rate is assumed to be \( R_{\text{ct-sr}} = B \log_2 (1 + \text{SNR}) \approx 5 \) Mbps, where \( B = 1 \) MHz and SNR = 15 dB. The edge server communicates with the neighboring edge servers via high-speed links with the bandwidth of 50 Mbps [21], and the bandwidth from the edge servers to the Cloud is set as 5 Mbps. Accordingly, the transmission rate from the client nodes to the Cloud is given by \( R_{\text{ct-sr}} = 2.5 \) Mbps.

### C. Results

1) Convergence Speed and Learning Performance: We show the training loss and test accuracy over time in Fig. 3(a) and Fig. 3(b), respectively. It can be observed that, the training loss of SD-FEEL drops rapidly at the early stage of the training process, and converges at around 250 minutes. Comparatively, the training progress of FedAvg lags far behind due to slow model uploading from the client nodes to the Cloud-based PS in each iteration. On the other hand, due to infrequent communications to the Cloud, HierFAVG also converges within 250 minutes. However, it suffers higher training loss compared to SD-FEEL since the communication among edge servers in SD-FEEL is more efficient and thus accelerates the learning progress. It is also worthwhile to note that, although FEEL enjoys a low uplink transmission delay, the limited number of accessible client nodes results in an unstable training process and thus leads to much higher training loss. This demonstrates the effectiveness of SD-FEEL in achieving fast convergence by removing the reliance on the Cloud-based infrastructure. From Fig. 3(b), it is seen that SD-FEEL secures test accuracy improvement compared to HierFAVG, while the learned models of FedAvg and FEEL within the given training time are simply unusable.

2) Ablation Study: We investigate the impacts of the intra-cluster model aggregation period \( \tau_1 \) by showing the relationship between training loss and iterations (training latency) in Fig. 4(a) (Fig. 4(b)). For both figures, we fix \( \tau_2 \) to 1 and evaluate the configurations with \( \tau_1 = 1, 3, \) and 20. From Fig. 4(a) we observe that a smaller value of \( \tau_1 \) leads to a lower training loss within a given number of training iterations, as discussed in Remark 1. However, this conclusion becomes invalid in terms of training latency as shown in Fig. 4(b), where \( \tau_1 = 3 \) achieves the minimum training loss. This is owing to the fact that less frequent intra-cluster model aggregations help to save communication time. Similar behaviors can be observed by varying \( \tau_2 \) with a given value of \( \tau_1 \). We omit the results here due to the limited space. These observations jointly necessitate an optimal choice of the intra-/inter-cluster model aggregation frequencies for the minimum training latency.

We also evaluate the test accuracy of SD-FEEL on different network topologies of the edge servers. As shown in Fig. 5(a), we see that within a given number of training iterations, a more connected network topology achieves a higher test accuracy, since more information is collected from neighboring edge clusters in each round of inter-server model aggregation, as
explained in Remark 2. Besides, effects of $\alpha$ on the test accuracy are examined via a ring topology in Fig. 5(b). In line with Remark 2, a larger value of $\alpha$ increases the training speed in terms of iterations. It is also observed that when $\alpha$ is greater than 10, the test accuracy approaches the case with a fully-connected network, and further increasing $\alpha$ brings marginal improvement. Therefore, based on the network topology of edge servers, we can choose a suitable value of $\alpha$ to balance the communication cost and learning performance.

We further evaluate SD-FEEL with probabilistic dropout of the client nodes in Fig. 6 where a client node participates the training process with a certain probability, denoted as $\beta$, in each round. It is observed that SD-FEEL still maintains the convergence behavior with a reasonable amount of dropout client nodes, despite experiences slight degradation of the learned model accuracy. We leave the thorough investigation on SD-FEEL with partial participation to our further works.

V. CONCLUSIONS

In this paper, we investigated a novel FL architecture, namely semi-decentralized federated edge learning (SD-FEEL), to realize low-latency distributed learning on non-IID data. Convergence analysis was conducted for the training algorithm of SD-FEEL, from which, various insights were drawn for system implementation. Simulations demonstrated that SD-FEEL substantially reduces the training latency while improving the learning performance. For future works, it is worth investigating the optimal intra-cluster and inter-cluster model aggregation frequencies and analyzing the convergence of SD-FEEL with partial participation. It would also be interesting to consider more practical scenarios with device heterogeneity.
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APPENDIX

A. Notations

We denote $m_i \triangleq \frac{|S_i|}{|S|}$, $\tilde{m}_i \triangleq \frac{|S_i|}{|S|}$, $\bm{m} \triangleq [m_i] \in \mathbb{R}^C$, $\bm{H} \triangleq \bm{m} \bm{1}^T$, $\bm{H}_1 \triangleq \bm{VB}$, $\bm{H}_2 \triangleq \bm{VP}^\alpha \bm{B}$, and $\nabla \tilde{F}_k \triangleq \left[ \nabla F_1(u_k^{(1)}), \ldots, \nabla F_C(u_k^{(C)}) \right]$. We also define the accumulated stochastic gradient and derivative of the global loss function as follows:

$$ Y_{j,l}^{(1)} \triangleq \sum_{s=j\tau_2+1}^{j\tau_2+\tau_1} \nabla \bar{F}_s, \quad Y_{j,l}^{(2)} \triangleq \sum_{s=j\tau_2+1}^{j\tau_2+\tau_1} \bar{F}_s, \quad Y_r \triangleq \sum_{s=r\tau_2+1}^{(r+1)\tau_2} \nabla \bar{F}_s. $$

B. Lemmas

Lemma 3. The eigenvalues of $\bm{H}_1$ and $\bm{H}_2$ have the following properties:

- $\bm{H}_1$ has a left eigenvector $\bm{1}^T$ with eigenvalue 1, and a right eigenvector $\bm{m}$ with eigenvalue 1.
- $\bm{H}_2$ has a left eigenvector $\bm{1}^T$ with eigenvalue 1, and a right eigenvector $\bm{m}$ with eigenvalue 1.
- The eigenvalues of $\bm{H}_2$ are same as the eigenvalues of $\bm{P}^\alpha$, and the absolute values of all the eigenvalues except the largest one are no greater than 1.

Proof. Since when $\alpha = 0$, $\bm{H}_2$ reduces to $\bm{H}_1$, it suffices to prove the first and second properties for $\bm{H}_2$ for arbitrary $\alpha$. Denote the associated edge server of client node $i$ as $d(i)$. According to the definition of $\bm{H}_2 \triangleq [h_{ij}^d]$, we have:

$$ h_{ij}^d = \sum_{d'} \left( \sum_{d} v^i,d_p^{d'} \right) b^{d',j} = v^i,d_p^{d'} b^{d',j} = \tilde{m}_i p^{d',j}, $$

where $p^{d'}$ denotes the element in $d$-th row and $d'$-th column of $\bm{P}^\alpha$, (a) holds since $v^i,d = \tilde{m}_i \mathbb{1} \{ i \in C_d \}$ and $b^{d,i} = \mathbb{1} \{ i \in C_d \}$. Since $\sum_{i,j} h_{ij}^d m_j = \tilde{m}_i \left( \sum_{d} \sum_{i,j} v^i,d_p^{d'} \right)$, it is easy to verify that $\bm{H}_2$ has a left eigenvector $\bm{1}^T$ with eigenvalue 1. Similarly, since $\sum_{i,j} h_{ij}^d m_j = \tilde{m}_i \left( \sum_{d} \sum_{i,j} v^i,d_p^{d'} \right)$, $\bm{H}_2$ has a right eigenvector $\bm{m}$ with eigenvalue 1.

By invoking Proposition 2 of [15], it can be shown that the non-zero eigenvalues of $\bm{H}_2$ are same as those of $\bm{P}^\alpha$. Since $\bm{P}$ is doubly stochastic, i.e., it satisfies $\bm{P}^T = \bm{P}$ and $\bm{P} \bm{1} = \bm{1}$, the $D$ eigenvalues satisfy $1 = |\lambda_1(\bm{P})| > |\lambda_2(\bm{P})| \geq \cdots \geq |\lambda_D(\bm{P})| \geq 0$. Because $\lambda_i(\bm{P}^\alpha) = \lambda_i^2(\bm{P})$, $i = 1, \cdots, D$, we have $1 = |\lambda_1(\bm{P}^\alpha)| > |\lambda_2(\bm{P}^\alpha)| \geq \cdots \geq |\lambda_D(\bm{P}^\alpha)| \geq 0$. □

Lemma 4. Matrix $\bm{T}_k$ in (11) satisfies $\bm{T}_k \bm{M} = \bm{M} \bm{T}_k = \bm{M}$.

Proof. We show this lemma by analyzing the three cases of (11) respectively. For the first case, we have $\bm{T}_k \bm{M} = \bm{VBM} = \bm{H}_1 \bm{m}^T = \bm{1}^T = \bm{M}$, and $\bm{M} \bm{T}_k = \bm{M} \bm{VBM} = \bm{m}^T = \bm{M}$. For the second case, we have $\bm{T}_k \bm{M} = \bm{VP}^\alpha \bm{B} = \bm{H}_2 \bm{m}^T = \bm{M}$, and $\bm{M} \bm{T}_k = \bm{M} \bm{VP}^\alpha \bm{B} = \bm{m}^T \bm{H}_2 = \bm{1}^T$. Moreover, the third case can be shown by similar arguments, i.e., $\bm{T}_k \bm{M} = \bm{M}$ and $\bm{M} \bm{T}_k = \bm{M}$. □

Lemma 5. The expected change of the global loss functions in consecutive iterations can be bounded as follows:

$$ \mathbb{E}[\Delta F(u_{k+1})] - \mathbb{E}[F(u_k)] \leq -\frac{\eta}{2} (1 - \eta L) J_k + \frac{\eta L^2}{2} \mathbb{E} \left[ \| \nabla \tilde{F}_k (\bm{I} - \bm{M}) \|_2^2 \right] + \frac{\eta^2 L^2}{2} \sum_{i \in \mathcal{C}} m_i^2 \sigma^2. $$

Proof. First, we right multiply both sides of the evolution expression in (10) by $\bm{m}$, yielding the following expression:

$$ u_{k+1} = u_k - \eta \nabla \tilde{F}_k \bm{m}. $$
We apply the global loss function to both sides of (18), and due to the $L$-smoothness, we have:
\[
\mathbb{E}[F(u_{k+1})] \leq \mathbb{E}[F(u_k)] + \mathbb{E} \langle \nabla F(u_k), -\eta \textbf{G}_k \textbf{m} \rangle + \frac{L}{2} \mathbb{E} \|\eta \textbf{G}_k \textbf{m}\|_2^2 \\
= \mathbb{E}[F(u_k)] - \eta \mathbb{E} \langle \nabla F(u_k), \textbf{G}_k \textbf{m} \rangle + \frac{\eta^2 L}{2} \mathbb{E} \left\|\textbf{G}_k \textbf{m} - \nabla \tilde{\textbf{F}}_k \textbf{m} \right\|_2^2 \\
\overset{(a)}{=} \mathbb{E}[F(u_k)] - \mathbb{E} \langle \nabla F(u_k), \nabla \tilde{\textbf{F}}_k \textbf{m} \rangle + \frac{\eta^2 L}{2} \mathbb{E} \left\|\textbf{G}_k \textbf{m} - \nabla \tilde{\textbf{F}}_k \textbf{m} \right\|_2^2 + \frac{\eta^2 L}{2} \mathbb{E} \left\|\nabla \tilde{\textbf{F}}_k \textbf{m} \right\|_2^2 \\
= \mathbb{E}[F(u_k)] - \eta \mathbb{E} \left( \nabla F(u_k), \sum_{i \in C} m_i \nabla F_i(w^{(i)}_k) \right) + \frac{\eta^2 L}{2} \sum_{i \in C} m_i^2 \|g(w^{(i)}_k) - \nabla F_i(w^{(i)}_k)\|^2_2 + \frac{\eta^2 L}{2} \mathbb{E} \left\|\nabla \tilde{\textbf{F}}_k \textbf{m} \right\|_2^2 \\
\overset{(b)}{=} \mathbb{E}[F(u_k)] - \eta \mathbb{E} \left( \nabla F(u_k), \sum_{i \in C} m_i \nabla F_i(w^{(i)}_k) \right) \\
+ \frac{\eta^2 L}{2} \sum_{i \in C} m_i^2 \|g(w^{(i)}_k) - \nabla F_i(w^{(i)}_k)\|^2_2 + \frac{\eta^2 L}{2} \mathbb{E} \left\|\nabla \tilde{\textbf{F}}_k \textbf{m} \right\|_2^2 \\
\overset{(c)}{=} \mathbb{E}[F(u_k)] - \left( \frac{\eta}{2} \|\nabla F(u_k)\|_2^2 + \frac{\eta}{2} \sum_{i \in C} m_i^2 \|\nabla F_i(w^{(i)}_k)\|^2_2 - \frac{\eta}{2} \|\nabla F(u_k) - \sum_{i \in C} m_i \nabla F_i(w^{(i)}_k)\|_2^2 \right) \\
+ \frac{\eta^2 L}{2} \sum_{i \in C} m_i^2 \sigma^2 + \frac{\eta^2 L}{2} \mathbb{E} \left\|\nabla \tilde{\textbf{F}}_k \textbf{m} \right\|_2^2 \\
\overset{(d)}{=} \mathbb{E}[F(u_k)] - \frac{\eta}{2} \|\nabla F_i(w^{(i)}_k)\|_2^2 - \left( \frac{\eta}{2} - \frac{\eta^2 L}{2} \right) J_k + \frac{\eta}{2} \sum_{i \in C} m_i \|\nabla F_i(w^{(i)}_k)\|^2_2 + \frac{\eta^2 L}{2} \sum_{i \in C} m_i^2 \|\nabla F_i(w^{(i)}_k)\|^2_2 \\
\overset{(e)}{=} \mathbb{E}[F(u_k)] - \frac{\eta}{2} \|\nabla F_i(w^{(i)}_k)\|_2^2 - \left( \frac{\eta}{2} - \frac{\eta^2 L}{2} \right) J_k + \frac{\eta L^2}{2} \sum_{i \in C} m_i \|\nabla F_i(w^{(i)}_k)\|^2_2 + \frac{\eta L^2}{2} \sum_{i \in C} m_i^2 \|\nabla F_i(w^{(i)}_k)\|^2_2 \\
= \mathbb{E}[F(u_k)] - \frac{\eta}{2} (1 - \eta L)J_k + \frac{\eta L^2}{2} \mathbb{E} \|\textbf{W}_k (\textbf{I} - \textbf{M})\|_2^2 + \frac{\eta L^2}{2} \sum_{i \in C} m_i^2 \sigma^2,
\]
where (a) follows $\mathbb{E}[\textbf{G}_k \textbf{m}] = \nabla \tilde{\textbf{F}}_k \textbf{m}$. Since $\mathbb{E} \left[ g(w^{(i)}_k) \right] = \nabla F_i(w^{(i)}_k)$, the cross-terms of $\mathbb{E} \left[ m_i g(w^{(i)}_k) - m_i \nabla F_i(w^{(i)}_k) \right]$, $m_j g(w^{(j)}_k) - m_j \nabla F_j(w^{(j)}_k)$ are zero and thus (b) holds. (c) follows the assumption in (8) and $a^T b = \frac{1}{2} \|a\|_2^2 + \frac{1}{2} \|b\|_2^2 - \frac{1}{2} \|a - b\|_2^2$, and (d) is due to Jensen’s inequality. (e) is according to the definition of $J_k$, and (f) holds because of the $L$-smoothness assumption of the local loss function in (6). Finally, the proof is completed by moving $\mathbb{E}[F(u_k)]$ to the LHS of (19).

Lemma 6. $\textbf{H}_1$ and $\textbf{H}_2$ have the following properties:
\[
\|\textbf{H}_1 - \textbf{M}\|_{op} = 1,
\]
\[
\|\textbf{H}_2 - \textbf{M}\|_{op} = \zeta^\alpha,
\]
where $\|\cdot\|_{op} \triangleq \max_{\|\textbf{w}\|=1} \textbf{Xw} = \sqrt{\lambda_{\max} (\textbf{X}^T \textbf{X})}$ denotes the operator norm.

Proof. According to Lemma 3 and the definition of the matrix operation norm, we have:
\[
\|\textbf{H}_2 - \textbf{M}\|_{op} = \sqrt{\lambda_{\max}((\textbf{H}_2 - \textbf{M})^T(\textbf{H}_2 - \textbf{M}))} = \sqrt{\lambda_{\max}(\textbf{H}_2^2 - \textbf{M}^2)} = \sqrt{\lambda_{\max}(\textbf{H}_1 - \textbf{M})^2} = \zeta^\alpha.
\]
In particular, by plugging $\alpha = 0$ in (22), we have $\|H_1 - M\|_{op} = \zeta^{j_0} = 1$.

**Lemma 7.** The gradient of the global loss function can be bounded as follows:

$$E \left\| \nabla \tilde{F}(W_k) \right\|^2_M \leq 8L^2E_k + 4\kappa^2 + 4J_k,$$

where $E_k \triangleq E \left[\|W_k(I - M)\|^2_M\right]$ and $J_k \triangleq E \left[\left\| \sum_{i \in C} m_i \nabla F_i(w^{(i)}_k) \right\|^2_2\right]$.

**Proof.** We can decompose the gradients as follows:

$$E \left\| \nabla \tilde{F}(W_k) \right\|^2_M \overset{(a)}{=} E \left\| \nabla \tilde{F}(W_k) - \nabla \tilde{F}(u_k^T I_C) + \nabla \tilde{F}(u_k^T I_C) - \nabla \tilde{F}(W_k) \right\|^2_M$$

$$\leq 4E \left\| \nabla \tilde{F}(W_k) - \nabla \tilde{F}(u_k^T I_C) \right\|^2_M + 4E \left\| \nabla \tilde{F}(u_k^T I_C) - \nabla \tilde{F}(W_k) \right\|^2_M$$

$$\leq 4L^2E_k + 4E \left\| \nabla \tilde{F}(u_k^T I_C) - \nabla \tilde{F}(W_k^T I_C) \right\|^2_M + 4L^2E_k + 4J_k$$

where we denote $\nabla \tilde{F}(W_k) \triangleq \nabla \tilde{F}(W_k) m^T$ for simplicity in (a), (b) follows the definition of $J_k$ and $E_k$, and (c) is due to the assumption of non-IIDness in (a).

**Lemma 8.** Denote $T_1(j,l,f) \triangleq 2\eta^2 E \left[ \left\| \sum_{r=0}^{l-1} (Y_r - Q_r)(H_2^{j-r} - M) + (Y_{j,l}^{(1)} - Q_{j,l}^{(1)})(H_1 - M) + (Y_{j,l}^{(2)} - Q_{j,l}^{(2)})(I - M) \right\|^2_M \right]$. Summing $T_1(j,l,f)$ over all iterations yields an upper bound as follows:

$$\sum_{j=0}^{K/(\tau_1 \tau_2 - 1)} \sum_{l=0}^{\tau_1} \sum_{f=1}^{\tau_2 - 1} T_1 \leq 2\eta^2 K \left( \tau_1 \tau_2 \frac{\zeta^{2\alpha}}{1 - \zeta^{2\alpha}} + \frac{\tau_1 \tau_2 - 1}{2} \right) \sigma^2.$$

**Proof.** According to the definition of $T_1(j,l,f)$, we have

$$T_1(j,l,f) = 2\eta^2 \left( \sum_{r=0}^{l-1} E \left\| (Y_r - Q_r)(H_2^{j-r} - M) \right\|^2_M + E \left\| (Y_{j,l}^{(1)} - Q_{j,l}^{(1)})(H_1 - M) \right\|^2_M + E \left\| (Y_{j,l}^{(2)} - Q_{j,l}^{(2)})(I - M) \right\|^2_M \right)$$

$$= 2\eta^2 \left( \sum_{r=0}^{l-1} E \left\| Y_r - Q_r \right\|^2_M \zeta^{2\alpha(j-r)} + E \left\| Y_{j,l}^{(1)} - Q_{j,l}^{(1)} \right\|^2_M + E \left\| Y_{j,l}^{(2)} - Q_{j,l}^{(2)} \right\|^2_M \right)$$

$$\overset{(a)}{\leq} 2\eta^2 \left( \tau_1 \tau_2 \frac{\zeta^{2\alpha}}{1 - \zeta^{2\alpha}} + \tau_1 \sigma^2 + (f - 1)\sigma^2 \right)$$

$$\leq 2\eta^2 \left( \tau_1 \tau_2 \frac{\zeta^{2\alpha}}{1 - \zeta^{2\alpha}} + \tau_1 \sigma^2 + (f - 1)\sigma^2 \right),$$

where (a) is due to the following inequalities:

$$E \left\| Y_{j,l}^{(1)} - Q_{j,l}^{(1)} \right\|^2_M \leq \tau_1 \sigma^2, E \left\| Y_{j,l}^{(2)} - Q_{j,l}^{(2)} \right\|^2_M \leq (f - 1)\sigma^2, E \left\| Y_r - Q_r \right\|^2_M \leq \tau_1 \tau_2 \sigma^2.$$

We sum up $T_1(j,l,f)$ over $f = 1, \ldots, \tau_1$ and $l = 0, \ldots, \tau_2 - 1$, yielding the following results:

$$\sum_{l=0}^{\tau_2 - 1} \sum_{f=1}^{\tau_1} T_1 \leq 2\eta^2 \left[ \tau_1 \tau_2 \frac{\zeta^{2\alpha}}{1 - \zeta^{2\alpha}} + \tau_1 \tau_2 (\tau_2 - 1) \frac{1}{2} + \tau_1 \tau_2 (\tau_1 - 1) \frac{1}{2} \right] \sigma^2$$

$$\leq 2\eta^2 \tau_1 \tau_2 \left( \tau_1 \tau_2 \frac{\zeta^{2\alpha}}{1 - \zeta^{2\alpha}} + \tau_1 \tau_2 - 1 \frac{1}{2} \right) \sigma^2.$$
where the four traces in Terms 1-4 can be bounded similarly and thus we only bound the first trace, namely Trace-1, as follows:

\[
\sum_{j=0}^{K/(\tau_1 \tau_2) - 1} \sum_{l=0}^{\tau_1 - 1} \sum_{f=1}^{\tau_2} T_1(j,l,f) \leq 2\eta^2 K \left( \tau_1 \tau_2 \frac{\zeta^{2\alpha}}{1 - \zeta^{2\alpha}} + \frac{\tau_1 \tau_2 - 1}{2} \right) \sigma^2. \tag{28}
\]

Lemma 9. Denote \( T_2(j,l,f) \triangleq 2\eta^2 \mathbb{E} \left[ \left\| \sum_{i=0}^{j-1} Q_{r}(H_{2}^{j-r} - M) + Q_{j,l}^{(1)}(H_{1} - M) + Q_{j,l,f}^{(2)}(I - M) \right\|^2_M \right]. \) Summing \( T_2(j,l,f) \) over \( k = 1, 2, \ldots, K \) yields an upper bound as follows:

\[
\sum_{j=0}^{K/(\tau_1 \tau_2) - 1} \sum_{l=0}^{\tau_1 - 1} \sum_{f=1}^{\tau_2} T_2(j,l,f) \leq 2\tau_1 \tau_2 \Lambda + \frac{8L^2 E_k + 4\kappa^2 + 4J_k}{\zeta^{2\alpha}} \sum_{k=1}^{K} \left( \left\| \sum_{i=0}^{j-1} Q_{r}(H_{2}^{j-r} - M) \right\|^2_M + \left\| Q_{j,l}^{(1)}(H_{1} - M) \right\|^2_M + \left\| Q_{j,l,f}^{(2)}(I - M) \right\|^2_M \right), \tag{29}
\]

where \( \Lambda \triangleq \frac{\zeta^{2\alpha}}{1 - \zeta^{2\alpha}} + \frac{2\zeta^{\alpha}}{(1 - \zeta^{\alpha})^2}. \)

Proof. According to the definition of \( T_2(j,l,f) \), we have:

\[
T_2(j,l,f) = 2\eta^2 \left( \sum_{r=0}^{j-1} \mathbb{E} \left[ \left\| Q_{r}(H_{2}^{j-r} - M) \right\|^2_M + \mathbb{E} \left[ \left\| Q_{j,l}^{(1)}(H_{1} - M) \right\|^2_M + \mathbb{E} \left[ \left\| Q_{j,l,f}^{(2)}(I - M) \right\|^2_M \right] \right] \right) + 2\eta^2 \sum_{r=0}^{j-1} \sum_{r'=0, r' \neq r} \mathbb{E} \left[ \text{Tr} \left( (H_{2}^{j-r} - M)Q_{r}^{T}Q_{r'}(H_{2}^{j-r'} - M) \right) \right] \right)

+ 4\eta^2 \sum_{r=0}^{j-1} \mathbb{E} \left[ \text{Tr} \left( (H_{1} - M)Q_{j,l}^{(1)}Q_{r}(H_{2}^{j-r'} - M) \right) \right]

+ 4\eta^2 \sum_{r=0}^{j-1} \mathbb{E} \left[ \text{Tr} \left( (I - M)Q_{j,l,f}^{(2)}Q_{r}(H_{2}^{j-r'} - M) \right) \right]

+ 4\eta^2 \sum_{r=0}^{j-1} \mathbb{E} \left[ \text{Tr} \left( (H_{1} - M)Q_{j,l}^{(1)}Q_{j,l,f}^{(2)}(I - M) \right) \right], \tag{30}
\]

where the four traces in Terms 1-4 can be bounded similarly and thus we only bound the first trace, namely Trace-1, as follows:

\[
\text{Trace-1} \leq \left\| (H_{2}^{j-r} - M)Q_{r} \right\|^2_M \left\| Q_{r}(H_{2}^{j-r'} - M) \right\|^2_M \leq \left\| H_{2}^{j-r} - M \right\|^2_{\text{op}} \left\| Q_{r} \right\|^2_M \left\| Q_{r'} \right\|^2_M \left\| H_{2}^{j-r'} - M \right\|^2_{\text{op}} \leq \zeta^{(2j-r-r')\alpha} \left\| Q_{r} \right\|^2_M \left\| Q_{r'} \right\|^2_M \leq \frac{1}{2} \zeta^{(2j-r-r')\alpha} \left[ \left\| Q_{r} \right|^2_M + \left\| Q_{r'} \right|^2_M \right]. \tag{31}
\]

As a result, the sum of four terms in the RHS of (30) is bounded as follows:

\[
\text{Term-1} + \text{Term-2} + \text{Term-3} + \text{Term-4} \leq \eta^2 \sum_{r=0}^{j-1} \sum_{r'=0, r' \neq r} \zeta^{(2j-r-r')\alpha} \left[ \mathbb{E} \left[ \left\| Q_{r} \right|^2_M \right] + \mathbb{E} \left[ \left\| Q_{r'} \right|^2_M \right] \right]

+ 2\eta^2 \sum_{r=0}^{j-1} \zeta^{(j-r)\alpha} \left[ \mathbb{E} \left[ \left\| Q_{j,l}^{(1)} \right|^2_M \right] + \mathbb{E} \left[ \left\| Q_{r} \right|^2_M \right] \right] + 2\eta^2 \sum_{r=0}^{j-1} \zeta^{(j-r)\alpha} \left[ \mathbb{E} \left[ \left\| Q_{j,l,f}^{(2)} \right|^2_M \right] + \mathbb{E} \left[ \left\| Q_{r} \right|^2_M \right] \right] \tag{32}
\]
By defining $\beta$

Notice that for any function $\eta j, l, f$

We further observe that:

$$
\leq 2\eta^2 \sum_{r=0}^{j-1} \zeta^{(j-r)\alpha} E \|Q_r\|_M^2 + \sum_{r'=0, r' \neq r}^{j-1} \zeta^{(j-r')\alpha} + 4\eta^2 \sum_{r=0}^{j-1} \zeta^{(j-r)\alpha} E \|Q_r\|_M^2
$$

$$
+ 2\eta^2 E \|Q_{j,l,f}^{(1)}\|_M^2 \sum_{r=0}^{j-1} \zeta^{(j-r)\alpha} + 2\eta^2 E \|Q_{j,l,f}^{(2)}\|_M^2 \sum_{r=0}^{j-1} \zeta^{(j-r)\alpha}.
$$

We further observe that:

$$
E \|Q_r\|_M^2 \leq \tau_1 \tau_2 \sum_{s=1}^{\tau_1 \tau_2} \|\tilde{\nabla} \tilde{F}(W_{r \tau_1 + t + s})\|_M^2,
$$

(33)

$$
E \|Q_{j,l}^{(1)}\|_M^2 \leq \eta_1 \sum_{s=1}^{l \tau_1} \|\tilde{\nabla} \tilde{F}(W_{j \tau_2 + t + s})\|_M^2,
$$

(34)

$$
E \|Q_{j,l,f}^{(2)}\|_M^2 \leq (f - 1) \sum_{s=1}^{f-1} \|\tilde{\nabla} \tilde{F}(W_{j \tau_2 + t + l + s})\|_M^2.
$$

(35)

By defining $\Lambda_{j-r} \triangleq \zeta^{2(j-r)\alpha} + 2\zeta^{(j-r)\alpha} + \frac{\zeta^{(j-r+1)\alpha}}{1 - \zeta^\alpha}$, we have

$$
\sum_{j=0}^{K / \tau_1 \tau_2 - 1} \sum_{r=0}^{j-1} \Lambda_{j-r} \leq \frac{K}{\tau_1 \tau_2} \Lambda,
$$

(36)

where $\Lambda \triangleq \frac{\zeta^\alpha}{1 - \zeta^2} + \frac{2\zeta^\alpha}{1 - \zeta^2} + \frac{\zeta^{2\alpha}}{1 - \zeta^2 \tau}$. Thus, $T_2(j, l, f)$ can be bounded as follows:

$$
T_2(j, l, f) \leq 2\eta^2 \sum_{r=0}^{j-1} \left( \zeta^{2(j-r)\alpha} + 2\zeta^{(j-r)\alpha} + \frac{\zeta^{(j-r+1)\alpha}}{1 - \zeta^\alpha} \right) E \|Q_r\|_M^2
$$

$$
+ 2\eta^2 \left( \frac{2 - \zeta^\alpha}{1 - \zeta^\alpha} \right) E \|Q_{j,l}^{(1)}\|_M^2 + 2\eta^2 \left( \frac{2 - \zeta^\alpha}{1 - \zeta^\alpha} \right) E \|Q_{j,l,f}^{(2)}\|_M^2
$$

$$
= 2\eta^2 \sum_{r=0}^{j-1} \Lambda_{j-r} E \left\| \sum_{s=1}^{\tau_1 \tau_2} \tilde{\nabla} \tilde{F}(W_{r \tau_1 + t + s}) \right\|_M^2
$$

$$
+ 2\eta^2 \left( \frac{2 - \zeta^\alpha}{1 - \zeta^\alpha} \right) E \left\| \sum_{s=1}^{l \tau_1} \tilde{\nabla} \tilde{F}(W_{j \tau_2 + t + s}) \right\|_M^2 + 2\eta^2 (f - 1) \left( \frac{2 - \zeta^\alpha}{1 - \zeta^\alpha} \right) E \left\| \sum_{s=1}^{f-1} \tilde{\nabla} \tilde{F}(W_{j \tau_2 + t + l + s}) \right\|_M^2,
$$

(37)

where (a) is due to (33)-(35) and (b) follows (36). By summing $T_2(j, l, f)$ over $f = 1, \ldots, \tau_1$ and $l = 0, \ldots, \tau_2 - 1$, we obtain:

$$
\sum_{l=0}^{\tau_2 - 1} \sum_{f=1}^{\tau_1} T_2(j, l, f) \leq 2\eta^2 \tau_2 \tau_1 \sum_{r=0}^{j-1} \Lambda_{j-r} \sum_{s=1}^{\tau_1 \tau_2} E \left\| \tilde{\nabla} \tilde{F}(W_{r \tau_1 + t + s}) \right\|_M^2
$$

$$
+ 2\eta^2 \left( \frac{2 - \zeta^\alpha}{1 - \zeta^\alpha} \right) \sum_{l=0}^{\tau_1} \sum_{f=1}^{\tau_2 - 1} \left( \frac{l \tau_1}{l \tau_1} \sum_{s=1}^{(l \tau_1)} E \left\| \tilde{\nabla} \tilde{F}(W_{j \tau_2 + t + s}) \right\|_M^2 + (f - 1) \sum_{s=1}^{f-1} E \left\| \tilde{\nabla} \tilde{F}(W_{j \tau_2 + t + l + s}) \right\|_M^2 \right).
$$

(38)

Notice that for any function $\beta(s)$, we have:

$$
\sum_{j=0}^{K / (\tau_1 \tau_2) - 1} \sum_{l=0}^{\tau_1} \sum_{f=1}^{\tau_2 - 1} \left( \frac{l \tau_1}{l \tau_1} \sum_{s=1}^{(l \tau_1)} \beta(s) + (f - 1) \sum_{s=1}^{f-1} \beta(s) \right) \leq \left( \frac{\tau_2 - 1}{2} \right)^2 + \frac{\tau_1 (\tau_1 - 1)}{2} \tau_2 \sum_{k=1}^{K} \beta(k).
$$

(39)
By further summing both sides of (38) over \( j = 0, 1, \ldots, K/(\tau_1 \tau_2) - 1 \) and applying (39), we have:

\[
\sum_{j=0}^{K/(\tau_1 \tau_2) - 1} \sum_{l=0}^{\tau_1 - 1} T_2(j, l, f) \leq 2\eta^2 \tau_1^2 \tau_2^2 A \sum_{j=1}^{K/\tau_1 \tau_2 - 1} \sum_{s=1}^{\tau_2} \mathbb{E} \left\| \nabla \tilde{F}(W_{r_1 \tau_2 + s}) \right\|_M^2 + 2\eta^2 \left( \frac{\tau_2 (\tau_2 - 1)}{2} \tau_1^2 + \frac{\tau_1 (\tau_1 - 1)}{2} \tau_2 \right) \left( \frac{2 - \zeta^\alpha}{1 - \zeta^\alpha} \right) \sum_{k=1}^{K} \mathbb{E} \left\| \nabla \tilde{F}(W_k) \right\|_M^2
\]

\[
\leq 2\eta^2 \tau_1 \tau_2 \left( \tau_1 \tau_2 + \frac{\tau_1 \tau_2 - 1}{2} \frac{2 - \zeta^\alpha}{1 - \zeta^\alpha} \right) \sum_{k=1}^{K} \mathbb{E} \left\| \nabla \tilde{F}(W_k) \right\|_M^2
\]

(40)

where (c) follows (39) and (d) uses the results derived in Lemma 7.

\[\square\]

C. Proof of Lemma 2

First, we rewrite \( W_k(I - M) \) as follows:

\[
W_k(I - M) \equiv ((W_{k-1} - \eta G_{k-1}) T_{k-1} (I - M))
\]

(41)

\[\text{(a)}\]

\[\text{(b)}\]

\[\text{(c)}\]

\[\text{(d)}\]

where (a) and (c) follow (10), while (b) and (d) follow Lemma 4. By mathematical induction, we obtain:

\[
W_k(I - M) = W_0(I - M) \prod_{l=0}^{k-1} T_l - \eta \sum_{s=0}^{k-1} G_s \left( \prod_{l=s}^{k-1} T_l - M \right) \equiv \eta \sum_{s=0}^{k-1} G_s \left( \prod_{l=s}^{k-1} T_l - M \right),
\]

(42)

where (e) holds since \( W_0 = [w_0, \ldots, w_0] \), i.e., \( W_0(I - M) = 0. \)

Denote \( \Phi_{s,k-1} \equiv \prod_{l=s}^{k-1} T_l \), which can be expressed as:

\[
\Phi_{s,k-1} = \begin{cases} 
I, & \text{if } j \tau_2 \tau_1 + l \tau_1 < s < j \tau_2 \tau_1 + l \tau_1 + f, \\
H_1, & \text{if } j \tau_2 \tau_1 < s \leq j \tau_2 \tau_1 + l \tau_1, \\
H_2, & \text{if } (j-1) \tau_2 \tau_1 + l \tau_1 < s \leq j \tau_2 \tau_1, \\
\cdots & \text{if } 1 \leq s \leq \tau_2 \tau_1.
\end{cases}
\]

(43)

With the results in (42) and (43), we derive an upper bound for \( \mathbb{E} \left[ \left\| W_k(I - M) \right\|_M^2 \right] \) as follows:

\[
\mathbb{E} \left[ \left\| W_k(I - M) \right\|_M^2 \right] = \eta^2 \mathbb{E} \left[ \left\| \sum_{r=0}^{j-1} Y_r (H_2^{j-r} - M) + Y_j^{(1)} (H_1 - M) + Y_j^{(2)} (I - M) \right\|_M^2 \right]
\]

\[
\leq 2\eta^2 \mathbb{E} \left[ \left\| \sum_{r=0}^{j-1} (Y_r - Q_r) (H_2^{j-r} - M) + (Y_j^{(1)} - Q_j^{(1)}) (H_1 - M) + (Y_j^{(2)} - Q_j^{(2)}) (I - M) \right\|_M^2 \right]_{T_1(j,l,f)}
\]
Lemma 8 and Lemma 9 respectively, yielding:

$$2\eta^2\mathbb{E}\left[\sum_{t=0}^{\gamma-1} Q_t(H_2^{j-l} - M) + Q_{j,l}^{(1)}(H_1 - M) + Q_{j,l}^{(2)}(I - M)\right]^2 \|M\|_\infty.$$

(44)

We first sum up both sides of (43) over all iterations and further apply the bounds of $T_1(j, l, f)$ and $T_2(j, l, f)$ derived in Lemma 8 and Lemma 9 respectively, yielding:

$$\frac{1}{K} \sum_{k=1}^{K} E_k = \frac{1}{K} \sum_{k=1}^{K} \mathbb{E} \|W_k(I - M)\|^2_M \leq \frac{1}{K} \left[2\eta^2 K \left(\frac{\tau_1 \tau_2 \zeta^{2\alpha}}{1 - \zeta^{2\alpha}} + \frac{\tau_1 \tau_2 - 1}{2}\right)\sigma^2 + 2\tau_1 \tau_2 \left(\frac{\tau_1 \tau_2 \Lambda + \tau_1 \tau_2 - 1}{2} - \frac{\zeta^{2\alpha}}{1 - \zeta^{2\alpha}}\right)\sum_{k=1}^{K} (8L^2 E_k + 4\kappa^2 + 4J_k)\right] \tag{45}$$

where we denote $V_1 \triangleq \tau_1 \tau_2 \zeta^{2\alpha} + \frac{\tau_1 \tau_2 - 1}{2}$ and $V_3 \triangleq \tau_1 \tau_2 \left(\frac{\tau_1 \tau_2 \Lambda + \tau_1 \tau_2 - 1}{2} - \frac{\zeta^{2\alpha}}{1 - \zeta^{2\alpha}}\right)$ in (f). When $1 - 16\eta^2 L^2 V_3 > 0$, we further obtain the following inequality:

$$(1 - 16\eta^2 L^2 V_3) \frac{1}{K} \sum_{k=1}^{K} E_k \leq 2\eta^2 V_1^2 \sigma^2 + 8\eta^2 V_3 \kappa^2 + 8\eta^2 V_3 \left(\frac{1}{K} \sum_{k=1}^{K} J_k\right). \tag{46}$$

We complete the proof by dividing both sides of (46) by $V_1 = V_1/(1 - 16\eta^2 L^2 V_3)$ and $V_2 = V_2/(1 - 16\eta^2 L^2 V_3)$. □

D. Proof of Theorem 7

First, we sum up (17) in Lemma 5 for $k = 1, \ldots, K$, and divide both sides by $K$ as follows:

$$\frac{1}{K} \left(\mathbb{E}[F(u_{k+1})] - EF(u_1)\right) \leq -\eta L \frac{1}{2K} \sum_{k=1}^{K} \mathbb{E} \|
abla F(u_k)\|_2^2 + \eta^2 L^2 \frac{1}{2} \sum_{i \in C} m_i^2 \sigma^2 + \mathbb{E} \|W_k(I - M)\|^2_M - \eta \left(1 - \frac{\eta L}{K} \sum_{k=1}^{K} J_k\right).$$

(47)

By rearranging terms, multiplying each of them by $\frac{2}{\eta}$, we arrive at the following expression:

$$\frac{1}{K} \sum_{k=1}^{K} \mathbb{E} \|
abla F(u_k)\|_2^2 \leq \frac{2}{\eta K} \mathbb{E}[F(u_{k+1})] - EF(u_1)] + \eta L \sum_{i \in C} m_i^2 \sigma^2 - (1 - \eta L) \frac{1}{K} \sum_{k=1}^{K} J_k + L^2 \left(2\eta^2 V_1 \sigma^2 + 8\eta^2 V_2 \kappa^2 + 8\eta^2 V_3 \frac{1}{K} \sum_{k=1}^{K} J_k\right) \tag{48}$$

where (a) follows Lemma 2 and (b) denotes $\Delta \triangleq \mathbb{E}[F(u_1)] - EF(u_1)] \geq \mathbb{E}[F(u_1)] - EF(u_{K+1})].$ As a result, if $\eta$ satisfies

$$1 - \eta L - 8\eta^2 L^2 V_2 \geq 0, 1 - 16\eta^2 L^2 V_3 > 0,$$

(49)

we have:

$$\frac{1}{K} \sum_{k=1}^{K} \mathbb{E} \|
abla F(u_k)\|_2^2 \leq \frac{2\Delta}{\eta K} + \eta L \sum_{i \in C} m_i^2 \sigma^2 + 2\eta^2 L^2 V_1 \sigma^2 + 8\eta^2 L^2 V_2 \kappa^2,$$

(50)

which completes the proof. □