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Abstract. Deep learning algorithms vary depending on the underlying connection mechanism of nodes of them. They have various hyperparameters that are either set via specific algorithms or randomly chosen. Meanwhile, hyperparameters of deep learning algorithms have the potential to help enhance the performance of the machine learning tasks. In this paper, a tuning guideline is provided for researchers who cope with issues originated from hyperparameters of deep learning models. To that end, four types of deep learning algorithms are investigated in terms of tuning and data mining perspective. Further, common search methods of hyperparameters are evaluated on four deep learning algorithms. Normalization helps increase the performance of classification, according to the results of this study. The number of features has not contributed to the decline in the accuracy of deep learning algorithms. Even though high sparsity results in low accuracy, a uniform distribution is much more crucial to reach reliable results in terms of data mining.

1 Introduction

Deep learning (DL) dates back to 1999 [34] when GPU was first developed. It is a sophisticated type of neural network (NN) that has a limited number of hidden layers compared to DL. It has been reviewed in several studies [22, 66, 18] which show to what extent DL has progressed in recent years. DL
algorithms have various hyperparameters that are mostly configurable. Some of these hyperparameters are learning rate, hidden layers, and the number of iterations. The number of hyperparameters changes depending on the type of DL. However, existing approaches generally refer to a specific hyperparameter in order to delve into how the results take shape depending on the research problem. An extensive study explaining the correlation between hyperparameters and performance evaluation in terms of the type of DL algorithms is needed in this field.

DL algorithms are developed based on shallow neural networks that have a limited number of hidden layers. In this respect, the low computational capacity of shallow neural networks limits their functional potential. To solve that problem, a great number of hidden layers is designed to give DL models impressive computational capacity [53] compared to the traditional neural networks. DL algorithms are mainly executed for specific tasks, including classification [31, 10, 9] and regression [23, 67, 60]. The purpose of those applications is to reduce errors or to increase the accuracy of classification experiments. On the other hand, regression aims at reducing mean squared error on the basis of a regression rule.

Hyperparameter optimization and tuning parameters are used interchangeably in related studies [38, 54, 68]. Attaining an optimal hyperparameter set means that the most suitable configuration yielding the best performance has been found. However, optimal hyperparameters change depending on the structural properties of the data set. For example, a highly balanced data set could lead to overfitting. More importantly, dividing a data set into training, validation, and testing parts makes the optimization results method more reliable.

To date, hyperparameter optimization strategies implemented to DL algorithms have been successful. Notwithstanding the success of these strategies, a comprehensive study that could make a major advance in understanding to what extent hyperparameter optimization is depended on the type of DL is needed in this field. To address this issue, this paper reveals which ways are the best to conduct hyperparameter tuning for DL methods. To that end, four DL algorithms including deep belief network (DBN), recurrent neural network (RNN), feed-forward neural network (FFNN), and stacked autoencoder (SAE) are analyzed. Moreover, some data mining strategies are involved in the experiment to enhance the comprehensiveness of the study.

The remainder of the paper is organized as follows: Section 2 describes DL models and summarizes tuning studies using DL. A data processing perspective with regard to DL is presented in Section 3. The most common hyper-
parameter search methods are given in Section 4. Experimental settings are
detailed in Section 5. The results of the experiment are elaborated in Section
6. Last, overall conclusions are drawn and discussed in Section 7.

2 Deep learning

2.1 Deep belief network

A DBN is constructed via various stacked RBMs or Autoencoders [24]. All
the layers of DBN are directed except for the top two layers. An undirected
connection provides an associative memory. Further, unsupervised learning can
be conducted through a DBN as well as classification. Observed variables are
extracted from the lower layers. Visible units in a DBN take input as binary or
real data. Figure 1 shows a general structure of DBN. \( h_0 \) refers to the lowest
layer which takes input data. The elements in that layer are called visible
units \( VU \). Hidden layers \( h \) and \( VU \) establish the model according to Equation
1. Here conditional distributions of \( VU \) are represented with \( M(h^i|h^{i+1}) \). For
top level of DBN, joint distribution is denoted with \( M(h^{n-1}, h^n) \).

\[
M(VU, h^1, ..., h^n) = \prod_{i=0}^{n} M(h^i|h^{i+1}),M(h^{n-1}, h^n)
\] (1)
2.2 Feed-forward neural network

One of the fundamental types of DL algorithms is FFNN which has a fully-connected structure [20]. Unlike the convolutional neural network (CNN), FFNN does not have a convolutional layer. On the other hand, CNN has a backward propagation in the convolution layer. That property makes CNN a good alternative in image classification in which a great number of images are filtered via convolutional layers.

Fully-connected structure of FFNN creates a significant computational burden for machine learning tasks. Performing a pruning on the DL network may alleviate that burden. The hidden number of layers and hidden units in each layer are of great importance to solve a given problem. Although a wrong configuration of hyperparameters sometimes gives promising results, it may lead to overfitting. Allocating a good representative validation set is a possible solution to avoid overfitting. Getting more training data is another option that requires a large memory.

2.3 Recurrent neural network

RNN provides a powerful alternative for predicting the patterns of sequential data [21]. Text sequence prediction and speech recognition are the main application areas of RNN. It gives each output as input in the hidden layers which generates a memorizing mechanism. RNN is much more useful in time series prediction because each hidden layer remembers its previous input. If a classification is performed with RNN, it assumes that features are somehow correlated. For that reason, training RNN takes far more time than that of other types of DL. If previous state and input state are represented with \( p_s \) and \( i_s \), respectively. Current state \( c_s \) of an RNN can be formulated with the following function:

\[
c_s = f(p_s, i_s)
\]  

(2)

where \( c_s - 1 = p_s \). If \( \text{tanh} \) is chosen to establish activation function, the formula given below describes the activation formula:

\[
c_s = \text{tanh}(w_{nn} \cdot p_s + w_{in} \cdot i_s)
\]  

(3)

where \( w_{nn} \) is the weight of recurrent neuron and \( w_{in} \) is the weight of input neuron. Equation 4 describes the general output of a RNN in which \( w_o \) denotes the weight of output layer.

\[
y = w_o \cdot c_s
\]  

(4)
2.4 Stacked autoencoder

An SAE consists of a lot of autoencoders that each of them has a single layer [49]. An autoencoder has two parts: encoder and decoder. A high dimensional-input is coded in an encoder. On the other hand, a decoder transforms a coded input into a high-dimensional input. More specifically, SAE offers a mechanism for stacking autoencoders, thereby enabling compression for input data. The number of inputs of autoencoders decreases as the level of SAE increases. An SAE thus is very effective for applications in which data compression is needed.

2.5 Hyperparameter tuning of deep learning

This section details DL studies including hyperparameter optimization. The brief gathered from the most recent studies presents the current status of hyperparameter optimization in DL.

Some parameters are considered when optimizing a DL algorithm as follows: learning rate, loss function, mini-batch size, the number of training iterations, and momentum. Table 1 presents hyperparameters which are common in DL tuning studies. The column namely ”Method” includes DL algorithms that are involved in the experiment. Despite the fact that the number of hyperparameters of a DL algorithm can be up to 11, some experimental constraints such as time and memory confine the bound of a tuning experiment.

Ilievski et al. [26] developed a new algorithm namely HORD for optimizing DL models. The evaluation performed with 200 iterations showed that HORD outperformed the other three comparison methods in terms of the validation error. HORD is much more suitable for high-dimensional problems and it runs nearly six times faster than its counterparts.

Yoo [74] asserts that nonlinear search methods find optimal hyperparameters faster and with relatively less complexity compared to random Search. He also detected that the success of derivative-free methods can be improved through nonlinear search methods. If a parallelization is required in hyperparameter optimization, some methods such as Bayesian optimization can not meet ex-
pectations of optimization above a certain level. To address that problem, Loshchilov and Frank Hutter [41] proposed a novel method called CMA-ES that does not include any derivative operation. The method significantly alleviates the computational burden thanks to its design which is fully compatible with parallelization. To increase the speed of DL networks, Domhan et al. [15] developed a technique based on controlling the learning curve. The success achieved by that method is two times greater than that of the state-of-the-art methods. In [13], a derivative-free method was presented for hyperparameter optimization. Despite the fact that it does not always reach global optimum, three benchmarks yielded high accuracy for the experimental data set. Yaseen et al. [73] stressed that setting the learning rate of a DL model to low-value results in successful classification for video data set. In addition to engineering applications, hyperparameter optimization was also evaluated in theoretical studies. For instance, Baldi and Sadowski [4] utilized a Bayes optimization algorithm to detect the decay in the Higgs Boson particle. In the detection of decay, an improvement of up to 25% was able to achieve for both shallow and deep networks. Traditional methods such as Bayesian optimization require a piece of expert knowledge. To solve this problem, Nelder-Mead was tried [45]. According to the obtained results, Nelder-Mead convergences faster than other methods. Young et al.’s work [75] proposes that using historical results along with an evolutionary approach produces more reliable results than those of random search. However, the method developed by them needs to be validated as it was only tested on one type of DL network.

2.5.1 Learning rate

Tuning the learning rate of a DL algorithm requires an automatic control mechanism to alleviate the computational burden. To that end, Duchi et al. [16] devised an adaptive online learning algorithm called ADAGRAD which establishes an inverse relationship between the occurrence of features and learning rate. However, ADAGRAD is very sensitive to the initialization of parameters of gradients that leads to giving low learning rate for some parts of training. ADADELTA [76] addressed that issue, thereby controlling first-order information. Although ADADELTA outperformed stochastic gradient descent (SGD) and momentum in test error, it needs to be re-designed to trivial computations. Zhao et al. [79] utilized an energy neuron model to decide the learning rate of DL by analyzing features. Further, they pointed out that there are tradeoffs in all couple hyperparameters. To set the learning rate, in [55], the laplacian score is employed to increase the success of classification. Laplacian score has
a great potential to give information about the significance of neurons of DL. In [27], cross-validation helped to attain optimistic biases in the learning rate of DL. In addition, a layer-specific adaptive scheme [56] was found beneficial to speed up learning in the initial layers of DL. Smith [59] depicted that using a cyclic learning rate improves the classification accuracy of DL. He also noted that optimal classification result is obtained via a cyclic learning rate in few iterations.

The studies mentioned above mostly recommend comprehensive trials on the learning rate of DL. Further, each adaptive learning scheme for the learning rate is highly dependent on the type of DL model established to conduct a specific machine learning task.

2.5.2 Batch size

The batch size determines the number of instances that are used in training for each update of model parameters. Employing a large batch size requires a high memory capacity. Therefore, batch size should be optimized in compliance with the machine configuration.

Li et al. [37] developed a batch normalization method called AdaBN for DL models. They concluded that setting a small number of instances for batch size may not yield consistent accuracy. For that reason, a threshold should be set for batch size. Above this value, adding more instances to the batch size does not change the accuracy. Besides reaching a stable accuracy, batch size helps accelerate DL models according to the experiment performed by Liu et al. [39]. Santurkar et al. [52] examined the internal covariate shift to observe the advantages of employing batch normalization. They stressed that batch normalization makes gradients of training more predictive that results in faster yet effective optimization. For a robustness analysis of DL, Yao et al. [72] devised a hessian-based experiment on the CIFAR-10 data set. The robustness of a DL model is highly dependent on the batch size according to their experiment. They also depicted that batch size should be kept small. Bjorck et al. [7] argue that activations of DL grow at a fast pace if the learning rate is too large. In their study, batch normalization was found as the sole way to prevent the explosion of DL networks. For complex optimization problems, a mini-batch stochastic gradient descent was proposed in [36]. The most important facility of the method is that it helps keep the convergence rate at a reasonable level even if the batch size increases significantly. Some researchers preferred to analyze a specific DL model in terms of batch size. For instance, Laurent et al. [33] investigated the effects of optimizing batch size.
on recurrent neural networks. They proposed to use batch normalization to achieve fast training in recurrent neural networks. Besides fast training, using an optimal batch size reduces the need for parameter updates [57].

2.5.3 Hidden node and hidden layer

Designing many hidden layers in DL models leads to a high memory requirement. Further, such models spend too much time to complete training. To address this problem, Alvarez and Salzmann [1] proposed an approach to determine the number of neurons in layers of a DL network. The method achieved a great speedup at testing. Some works are designed for determining both the number of neurons and the number of hidden layers. Thomas et al. [62] performed such an experiment for feed-forward neural networks. They were able to achieve high accuracy in classification. Another study was performed by Xu et al. [71]. They revealed that despite the fact that using a great number of hidden layers sharpens the learning model with respect to the training accuracy, they remarkably increase the effort needed for training. Morales [30] investigated multi-layer perceptron for finding the optimal number of hidden neurons. They concluded from a comprehensive experiment that determining the correct number of neurons is highly correlated with the size of the training data.

2.5.4 Dropout

Dropout is a configuration parameter that is used in input and output layers as a rate for ignoring neurons. Dropout helps avoid overfitting to generalize a DL model.

Some researchers argue that dropout should be set according to the underlying mechanism of DL being used. Ba and Frey [3] proposed an adaptive algorithm for dropout. Their method achieved a remarkable reduction in classification error when using shallow networks. Classification performance of using adaptive dropout was also investigated by Kingma et al. [28]. They depicted that choosing an adaptive dropout helps reduce classification error, remarkably. Bayesian approaches were mostly utilized in studies dealing with dropout rates. For instance, in [80], a Bayesian dropout learning method was proposed classification. The experiment showed that employing an adaptive dropout rate reduces the effort allocated to perform tuning. Phum et al. [8] an-
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analyzed the effects of tuning dropout of recurrent neural networks. Performing a tuning on dropout not only reduces classification error but also provides a relatively easy way to perform tuning. Ko et al. [29] pointed out that dropout should be set according to its corresponding network model. Using a dropout range between 0.4 and 0.8 was strongly advised by them to keep test error low. Zhang et al. [77] utilized a distribution function to configure dropout. They found adaptive dropout learning to have a high potential to conduct big data learning in IoT.

3 Data processing

This section is divided into two subsections detailing DL studies in terms of data cleansing and data normalization. Since data preparation is of great importance for shallow neural networks [40], as well as DL [46], two essential data processing methods are summarized to explain their relationships with DL.

3.1 Data cleansing

Chuck et al. [32] proposed a data cleansing algorithm based on low-confidence correction for the planar part extraction task. The method was able to achieve up to 10% decrease in training loss. They also argue that inconsistency in the results obtained via machine learning algorithms is not originated from wrong formatting, but rather due to misinterpretation of data. Noisy data distribution can be detected via modified deep learning models. Sukhbaatar and Fergus [61] proposed a deep learning model for noisy data. Their method was trained on clean data to predict noise distribution. Noisy data was found beneficial to reduce the error rate of training in that study. In [65], a kernel mean matching technique was devised to learn from noisy data. It achieved a good generalization along with an improved classification using FlickR images. Zhang and Sabuncu [78] argued that mean absolute error has some drawbacks to evaluate the performance of a deep neural network. When using complicated data sets, the mean absolute error creates a remarkable difficulty in training as it provides robustness against noisy labels. To address this problem, they proposed two loss functions for classification. They yielded high accuracy on the instances featuring noisy labels. Bekker and Goldberger [5] proposed a new deep learning algorithm which does not need any clean data to perform training on noisy data. Their method showed great resistance against high noise fraction. Massouh et al. [42] described external noise as a wrong label which is
not available in the instances. They depicted that CNN shows higher robustness to external noise than to internal noise. Choi et al. [11] employed CNN to tagging music. They argue that the tag-wise performance of a data set shows the noisiness of it. Wu et al. [70] designed a light CNN for face recognition. It works faster than traditional CNN’s due to its feature map operation that makes CNN relatively small. They also proposed a bootstrapping to cope with noisy labels in images. Li et al. [35] devised a CNN which yields high accuracy on data sets where noise distribution of them is ambiguous. Most of the researches concerning deep learning with noisy data is focused on label noise. Instead, noisy data problems should be addressed regarding other data problems such as sparsity. Further, there is a need to develop learning techniques in the context of the experiments in which both the labels and the features have noisy points.

3.2 Data normalization

In deep learning methods, data normalization can be divided into three categories: batch normalization, input weight normalization, and raw input normalization. Liu et al. [39] proposed a batch normalization technique for character recognition. In their experimental setup, a batch normalized layer was added to a fully connected deep neural network to improve the generalization of their method. They detected that employing ReLU brings the results 12 times faster than sigmoid. In [48], data augmentation was utilized to increase the accuracy of classification. To that end, an augmentation network was established in training. According to the results of the experiment, data augmentation helps increase the success of classification in which there is a lack of training data.

Data augmentation was also applied to predicting gait sequences [48]. Performing training and testing on different data sets by using either real data or synthetic data results in low accuracy. To address that problem, training the model using mixed data is a good way to achieve 95% of accuracy. Zhong et al. proposed a data augmentation method for various recognition tasks of image recognition. Their method randomly selects a rectangle region in an image and then changes the values of pixels of that rectangle by using random values. Even though their method increased the accuracy of CNN up to 3%, some questions remained unanswered. For example, does expanding an image with arbitrary pixels rather than changing the values of the pixels of a specific region in it give promising results? Moreover, the critical question is, to what extent image-quality based value generation is compatible with the CNN
designed by [43]. They argue that cropping is the best way to perform data augmentation for CNN. Further, they detected color-jittering as the second successful method for data augmentation. In [12], Tanh Estimator was found to be the most effective normalization method for recurrent neural networks. However, to generalize the results, other types of deep learning methods such as stacked autoencoders should be involved in a comprehensive experiment. Passalis et al. [47] proposed a new normalization method called DAIN for deep learning models. They evaluated the method on three types of deep learning algorithms. The method yielded the highest accuracy among the comparison methods as it has an adaptive scheme to perform normalization in which data distribution is analyzed to avoid a fixed scheme. Tran et al. [63] developed a data augmentation method on the basis of Bayesian reasoning. The method achieved high accuracy on the classification of image data sets. Sound data has the potential to perform deep learning experiments as well as image data. In [51], data augmentation in sound data sets resulted in a 0.5 increase in mean accuracy.

4 Tuning strategies

4.1 Grid Search

Grid search is one of the most common hyperparameter search methods and it searches all the parameter space [25, 17]. Unlike random search, it performs exhaustive searching in specific distinct places which depend on the number of types of hyperparameters [6]. Let $T_1$ be training set and $T_2$ denotes testing set, each configuration of hyperparameter set is trained on $T_1$ to test with $T_2$. Despite the fact that grid search provides an exhaustive evaluation of hyperparameters, unlike other search methods, it requires a great number of iterations. $d$ denotes the dimension of hyperparameter and $c$ is the possible choice of hyperparameters where $n$ is the number of iterations, the complexity of grid search can be calculated with the following equation:

$$O\left(\frac{V}{n}.c^d.F(Q, \lambda)\right)$$

where $F(Q, \lambda)$ minimizes the criterion which decides when training is suspended. $V$ represents the total number of predictions.
4.2 Derivative-free methods

This subsection describes four derivative-free optimization methods which are also suitable for hyperparameter optimization. However, we did not include any derivative-free method in the experimental study except Random Search because if the problem is very big, it leads to an exponential increase in the number of function evaluations so that an adaptive parallelization [44] is required.

Random search prefers to search parameters in various distinct places depending on the number of parameters [69]. If the time allocated for searching hyperparameters is limited, the random search could be a possible solution to perform hyperparameter optimization. Further, parallelization can be easily established in a random search as it does not require communication between workers. The following equation describes the computational complexity of random search:

\[
O\left(\frac{V}{n}, R, F(Q, \lambda)\right)
\]

(6)

where \( V \) is the targeted parameter volume for \( n \) iterations in \( R \) space.

Genetic algorithm. Three concepts constitute the mechanism of evolution: natural selection [58], mutation [2], and genetic [14]. Analyzing these three concepts resulted in genetic algorithm which is useful for any optimization problem. The main objective of the genetic algorithm is to find global optimum by searching a space including many local optima. For that reason, it requires a large number of computations. The genetic algorithm utilizes mutation that leads to varying outcomes in which the problem is not adaptable to differentiable or continuous objective functions.

Bayesian optimization. Bayes theorem is directly related to Bayesian optimization. It builds a probabilistic model by assuming a past event is a base to evaluate a current event. The approximation of Bayes is called a surrogate function that is used for future sampling. In Bayesian optimization, the acquisition criterion decides which sample will be selected in the next evaluation [50].

Nelder-Mead optimization, which is very effective for stochastic responses, was first introduced in 1965 [19]. Nelder-Mead performs an iterative computation to complete optimization at low-cost. It aims at minimizing the error \( e \) of an objective function \( f(x) \). Here \( x \) is a member of solution space and \( f(x) \) is updated for each response as follows:

\[
f(x)_2 = f(x)_1 + e
\]

(7)
where $f(x)_1$ is the output of the previous iteration that is used to calculate $f(x)_2$ new result of next iteration, thereby adding error value $e$. Even though Nelder-Mead converges at a fast pace, it is not effective for high-dimensional problems.

5 | EXPERIMENTAL SETTINGS

The experiment was performed on a machine having CentOS Linux, 64-bit, Intel(R) Xenon(R) 2.9 GHz, 32 CPU Cores server with 263 GB RAM, and Tesla C1060 graphics processor. The R codes of the study can be downloaded via the link (https://github.com/muhammedozturk/deepLearning).

5.1 | Data Sets

24 data sets were collected from the OpenML platform [64] which enables researchers to share their data sets to perform machine learning tasks. All the data sets are for classification experiments. Six data sets have factor values that were converted to numeric to make them suitable for DL algorithms. The crucial point in their conversion is making sure that there is no mathematical model in factor values. Otherwise, the conversion should be conducted by giving relational values to them. Table 2 gives the summary of experimental data sets having a various number of instances which range from 540 to 45312.

Algorithm 1 was designed to perform preprocessing on the experimental data sets. For $M$ matrix, $n$ is the number of data sets. $\text{FactorAnalysis}$ checks the last column of a matrix $M[i, n]$ to determine whether the label column includes factor values. Thereafter, $\text{CountFactor}$ calculates the number of factor labels to convert factor values to numeric with the help of $\text{Random}$ function. The list called $\text{SList}$ is generated to collect sparsity results of the data sets. $\text{lengthC}$ represents the number of columns and $\text{lengthR}$ is the number of rows. The function called $\text{normalize}$ conducts a minmax normalization on each data cell of matrix $M$. Last, the processed data group and sparsity list $\text{SList}$ are obtained.

5.2 | Configurations for training and testing

A two-sided classification experiment is designed to evaluate the results: one side is a learning rate based comparison of DL algorithms, the other comprises accuracy evaluations of DL algorithms in terms of some data mining tasks.

The value space ranging from 0.005 to 0.823 is set for the learning rate. The step size is 0.05 that resulted in 208 values by adding some new values to space
by ignoring that step size. Each data set is divided into 70% for training and 30% for testing. Since we observe the effect of a specific hyperparameter on the accuracy, a validation set is not considered for the first side of the experiment. Mean accuracy results are then obtained via 10*10 cross-validation.

The second side of the experiment is to evaluate the accuracy of DL algorithms in terms of data mining tasks. To that end, sparsity and normalization analyzes are involved in the experiment. For a matrix $M$, sparsity is calculated via the following formula:

$$S = \frac{M_z}{M_t}$$

(8)

where $M_z$ is the number of zero values, $M_t$ is the number of total elements, and $S$ refers to the sparsity rate. Minmax normalization, which is applied on each feature of the data set, is calculated using (9) as follows:

$$M[i, j] = \frac{M[i, j] - \min(M[i, j])}{\max(M[i, j]) - \min(M[i, j])}$$

(9)

which yields a normalized $M$. Here $j$ denotes the feature and $i$ refers to the instance.
Table 2: Summary of the experimental data sets. NF=>number of features, NI=>number of instances, RF=>T (true), F (false):indicates whether the data set require an operation for converting factor values to numeric.

| Name                    | Description                                             | NF  | NI    | RF |
|-------------------------|---------------------------------------------------------|-----|-------|----|
| bank-marketing#         | includes marketing campaigns of a banking institution   | 16  | 45211 | T  |
| blood-transfusion#      | this data is of explicit use in classification           | 4   | 748   | F  |
| climate-simulation#     | includes failure analysis of simulation crashes in climate models | 20  | 540   | F  |
| credit-g#               | includes credit risks of people for classification       | 20  | 1000  | T  |
| diabetes-37#            | includes some diabet test results                        | 8   | 768   | F  |
| tic-tac-toe#            | includes encoding information of tic-tac-toe game        | 9   | 958   | T  |
| electricity#            | includes summary information about electricity consumption| 8   | 45312 | F  |
| gina-agnostic #         | includes values of handwritten digit recognition         | 970 | 3469  | F  |
| hill-valley#            | every instance in this data set represent a two-dimensional graph | 100 | 1212  | F  |
| ilpd#                   | includes some patient records                           | 10  | 583   | T  |
| kr-vs-kp#               | includes chess game records                             | 36  | 3196  | T  |
| madelon#                | an artificial data set for classification                | 500 | 2600  | F  |
| monks-problems-1#       | contains some values of an algorithm selection problem   | 6   | 556   | F  |
| monks-problems-2#       | second version of monks-problems                         | 6   | 601   | F  |
| monks-problems-3#       | third version of monks-problems                          | 6   | 554   | F  |
| mozilla4#               | includes information about a conditional model           | 5   | 15545 | F  |
| musk#                   | includes values of a molecule classification             | 162 | 6598  | T  |
| nomao#                  | this data set can be used for location classification    | 118 | 34464 | F  |
| ozone-level-8hr#        | includes an analysis for predicting ozone level           | 72  | 2534  | F  |
| phoneme#                | includes information about acoustic observation          | 5   | 5404  | F  |
| qsar-biodeg#            | this data set is prepared for chemical classification    | 41  | 1055  | F  |
| scene#                  | image recognition data set                               | 296 | 2407  | F  |
| steel-plates-fault#     | includes fault types of plates                           | 33  | 1941  | F  |
| wdbc#                   | includes characteristics of the cell nuclei of breast images | 30  | 569   | F  |
The data sets are divided into three parts including training, validation, and testing sets for the second side of the experiment. 70% of each data set is used for training, 15% of remaining parts are employed for validation that shows the degree to which configuration of hyperparameter sets fits training. The last 15% of remaining parts are used for testing which assesses the general performance of the classifier.

We ran random search and grid search algorithms for three hyperparameters as follows: learning rate (0.1,0.2,...,0.9), batch size (10,20,...,100), and number of hidden nodes (1,2,...,10) are for FFNN; learning rate (0.1,0.2,...,0.9), batch size (10,20,...,100), and number of hidden nodes (1,2,...,10) are for DBN; learning rate (0.1,0.2,...,0.9), numepochs (10,20,...,100), and dimension of hidden layers (1,2,...,10) are for RNN; learning rate (0.1,0.2,...,0.9), batch size (10,20,...,100), and number of hidden nodes (1,2,...,10) are for SAE. Drop out rates for visible and hidden layers are set to 0 as default.

5 Results

The change of accuracy values depending on the learning rate is given in Figure 2. FFNN has a cyclic and highest learning rate among the comparison methods. Finding a reasonable learning rate is relatively easy in FFNN due to its form of repetitive accuracy. RNN starts converging at 0.47 of the learning rate so that setting maximum learning rate to 0.51 is reasonable for that algorithm. It is clearly seen from Figure 2c that training peaks at 0.52 of the learning rate for SAE. However, managing the ups and downs of learning rate of SAE is easy compared to the other methods. Even though DBN yields a stagnant performance in changing learning rates, it has the lowest accuracy among those algorithms. In addition to this, DBN is not sensitive to learning rates which are greater than 0.2. In that case, DBN becomes flexible in which a wide range of learning rate is employed to train a neural network.

DBN requires less time and effort compared with FFNN. Further, DBN achieves higher value of accuracy than FFNN has. A fully connected feed forward neural network needs to be pruned in pre-training. In that way, FFNN can be made fast enough. Moreover, a class-imbalance analysis helps decide which part of data set is suitable for training. An oversampling or undersampling operation may be performed to address that issue.
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Figure 2: Accuracy changes of DL algorithms depending on the learning rate. The results were validated with Kruskal Wallis Test which performs a non-parametric analysis between the groups. That test does not perform matching to pursue statistical analysis. The results are significantly different ($p < 0.05$) according to the Kruskal Wallis Test (reject the populations have the same distributions $H_0$).

The validation part is generally utilized to attain a reasonable configuration of hyperparameters. A generalization is thus achieved in the testing phase. However, using a precise ratio to decide the size of training-validation-testing parts may lead to unimproved performance. To solve that problem, in the iterations of cross-validation, division rates of those parts might be changed to achieve a reasonable generalization in the validation phase.

RNN is generally employed for sequential data models such as text and speech prediction. RNN requires much time when there are a lot of features as it is sensitive to the number of features. In the experiment, the data set
Table 3: Sparsity rates of experimental data sets.

| Name                     | S         |
|--------------------------|-----------|
| bank-marketing           | 0.3101071 |
| blood-transfusion         | 0.001336898 |
| credit                   | 0.07585714 |
| diabetes-37              | 0.183877 |
| electricty               | 0.0432832 |
| gina-agnostic            | 0.68635 |
| hilber thai              | 0.00924046 |
| hplc                    | 0.3245826 |
| icv-2clu                 | 7.754974e+07 |
| make-problem-1-d         | 0.0774377 |
| make-problem-2-d         | 0.05504111 |
| make-problem-3-d         | 0.1682028 |
| make-pf                 | 0.1786229 |
| mtcst                   | 0.4971137 |
| mwa                     | 0.0137773 |
| nasacr                   | 0.0128969 |
| phoneme                 | 0.0625028 |
| scene                   | 0.582257 |
| steel-plates-fault       | 0.0357773 |
| wdbc                    | 0.00442201 |

namely gina-agnostic has 970 features. The time passed to complete the grid search of RNN for gina-agnostic is 10 times greater than those of other data sets.

The results of two types of hyperparameter search methods are presented in Figure 3 for four DL algorithms. In total, 16 box plots are obtained by adding the results obtained via normalized data sets. The accuracy of the random search is 5.34 higher than that of the grid search. It can be seen from Figure 3 that normalization does not adversely affect the success of DL algorithms. On the contrary, normalization has a favorable effect on the success of DL in general. Normalization has created the highest increase in the accuracy of RNN. From this point of view, we can conclude that RNN is the most compatible with normalization. Meanwhile, it is worth noting that RNN needs all the features of the testing set to predict sequential data in which an effort-intensive operation is performed. Normalization has decreased the success of stacked autoencoders. It is rather concerned with the dimension of training data instead of the scale. The decline in the success of grid search in SAE may have originated from the direct use of feature space. Normalization has only created an adverse effect on the grid search of SAE given in Figure 3-(m,n). An SAE is inherently able to reduce the number of inputs as the level of autoencoders increase. It is trivial to perform normalization when using an SAE in which the deviation is not remarkably high. As such, it is extremely important to avoid normalization in SAEs to sustain a successful classification. For all the data sets, random search gives relatively better results than the grid search. However, at that point, the search methods used in this study should be validated with different machine learning tasks such as regression.
Figure 3: Box-plots illustrating the effects of normalization on hyperparameter tuning. a: DBN-grid search with original data set, b: DBN-grid search with normalized data set, c: DBN-random search with original data set, d: DBN-random search with normalized data set, e: FFNN-grid search with original data set, f: FFNN-grid search with normalized data set, g: FFNN-random search with original data set, h: FFNN-random search with normalized data set, i: RNN-grid search with original data set, j: RNN-grid search with normalized data set, k: RNN-random search with original data set, l: RNN-random search with normalized data set, m: SAE-grid search with original data set, n: SAE-grid search with normalized data set, o: SAE-random search with original data set, p: SAE-random search with normalized data set.
Detail accuracy results of the data sets are given in Figs. 4-7. Here the data sets are ranked by accuracy success. It is obviously seen from these figures that ozone-level-8hr has the highest value of accuracy. Low sparsity (0.01229849) may have contributed to the success of ozone-level-8hr. But sparsity is not the sole indicator of the success of hyperparameter search methods. Because, although kr-vs-kp has a low sparsity (0.00189426), it yielded a bad accuracy compared to the other data sets. ozone-level-8hr has a uniform distribution in terms of class labels which is a sign to produce high accuracy. On the other hand, kr-vs-kp has not a uniform distribution in class labels. Further, it completely consists of factor values that were converted to numeric. An interesting result is that the bank-marketing data set has yielded reasonable performance regardless of the type of hyperparameter search method. This data set needs factor to numeric conversion before training. Further, although blood-transfusion has not a high number of features (4), it yielded promising results for all DL algorithms. We can conclude from these results that taking training data from a uniform distribution of class labels is crucial for obtaining high performance for classification. Moreover, the number of features has not a remarkable effect on the success of accuracy.

Figure 4: Accuracy results of DBN.
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(a) Grid search results of FFNN.  
(b) Random search results of FFNN.  

Figure 5: Accuracy results of FFNN.

(a) Grid search results of RNN.  
(b) Random search results of RNN.  

Figure 6: Accuracy results of RNN.
Table 4: Comparison of the time cost of DL algorithms. Each cell refers to the mean training time of 24 data sets.

| Method                | Time (second) |
|-----------------------|---------------|
| DBN                   | 177           |
| DBN-grid search       | 789           |
| DBN-random search     | 215           |
| FFNN                  | 122           |
| FFNN-grid search      | 850           |
| FFNN-random search    | 171           |
| RNN                   | 10803         |
| RNN-grid search       | 57967         |
| RNN-random search     | 23441         |
| SAE                   | 200           |
| SAE-grid search       | 1401          |
| SAE-random search     | 310           |

(a) Grid search results of SAE.  
(b) Random search results of SAE.

Figure 7: Accuracy results of SAE.

Mean training times of 24 data sets for DL algorithms are given in Table 4. Inherently, a hyperparameter search method increases the time passed for training a DL algorithm. RNN takes more time (57697sn) than the other
algorithms. Elapsed times of DBN are the lowest values of Table 4. However, if searching hyperparameters is not a must for a DL experiment, FFNN completes the training in minimum time (122sn) compared to the other DL algorithms.

6 Conclusion

This paper presented a comprehensive evaluation of some hyperparameters of DL algorithms. The results showed that each hyperparameter should be set in compliance with the design of its associated DL algorithm. High sparsity has a negative effect on the accuracy of DL algorithms. Although DL algorithms have several hyperparameters, the learning rate is the key regardless of the type of DL algorithms. The optimal value of the learning rate mostly depends on the distribution of class labels for classification.

The experiment performed on 24 classification data sets indicate that normalization has a favorable effect on the increase in accuracy. Further, converting factor values to numeric should be done by considering whether there is a relational pattern among the features having factor values. Hyperparameters of DL algorithms were tuned via a validation set for each data set, thereby changing the optimal hyperparameter set of DL algorithms according to the structure of the data set. We can conclude from the results that disregarding normalization precisely creates a negative impact on the performance of training. Further, evaluating sparsity rates of a data set is strongly related to the class distribution of the data sets that some data sets having zero sparsity produced bad accuracy. On the other hand, having low sparsity can not be considered an obstacle to increase the accuracy where a uniform class distribution is available in the experimental data sets.

There are some ways to extend this work as follows:

1) Derivative-free search methods were not involved in the study. A comparison of derivative-free and blackbox optimization methods may deepen our knowledge about hyperparameter optimization,

2) Using highly-balanced data sets could help improve classification results,

3) Employing an image recognition data set gives a possibility to run an experiment through CNN that may provide new insight into hyperparameter optimization,

4) DL algorithms can be evaluated in a new experimental environment for parallel computation.
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