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Abstract

We present a method to estimate the segregation parameter, $S$, a key input in a continuum transport model of particulate flows. $S$ is determined by minimizing the difference between measured and model-predicted concentration profiles. To validate the approach, we conduct discrete element method simulations of size-bidisperse mixtures in quasi-2D bounded heap flow; the resulting data show that $S$ calculated from concentration profiles is consistent with the directly measured value. The method’s accuracy depends critically on the velocity profile during filling, but only weakly on the diffusion coefficient. When the velocity profile is nominally spanwise invariant, the error between estimated and measured $S$ is 10%. This method is intended for practical application (described in Part II), so we restrict characterization of the velocity profile to that which can be readily determined experimentally, and explore the sensitivity of concentration profiles to variation of the gap between the sidewalls of the heap.
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1. Introduction

Particles in dense flowing mixtures tend to rearrange, or segregate, often resulting in spatial inhomogeneities if the particle species vary in size, density, shape, or other properties \cite{1, 2, 3, 4}. Recent developments \cite{5, 6, 7} in transport equation continuum models \cite{8, 9, 10} for particle size or density segregation make it possible to accurately predict segregation of granular materials in flow geometries that are applicable to industrial processes. In these continuum models, the degree of segregation results from a competition between advection (mean flow), random collisional diffusion, and species-specific segregation within the flow. The flow kinematics can be obtained via discrete element method (DEM) simulations \cite{11, 12, 13} based on theory \cite{13}, or measured experimentally \cite{14, 15, 16, 17, 18}. The segregation and diffusion parameters, however, are more difficult to determine, and, to date for heaps, have only been obtained from DEM simulations \cite{12, 19, 20, 21}. The segregation coefficient scales with the logarithm of the diameter ratio between spherical particles \cite{12}, the length ratio of equal diameter rod-like particles \cite{20}, or the density ratio between equal diameter spherical particles \cite{19}. The diffusion coefficient scales with the product of the local shear rate and the square of the mean particle diameter for both monodisperse particles \cite{22, 23, 24} and bidisperse particle mixtures \cite{11, 12, 25, 26}.

While DEM simulations have provided reasonable estimates of segregation and diffusion parameters for bidisperse mixtures of idealized spherical particles for which simulation parameters are known or can be estimated (such as for mm-sized glass particles), many practical mixtures are comprised of non-spherical particles with a variety of different and unknown physical properties, e.g., stiffness, friction coefficient, and density. Furthermore, the segregation parameters for mixtures of realistic particles varying simultaneously in size, density, and shape are difficult to obtain via DEM simulations. The objective of this work is to bring the power of the continuum segregation model to industrially relevant granular mixtures. Rather than assuming the physical properties of each particle species in the segregating mixture and then using DEM simulation of representative particles to estimate the model parameters, we demonstrate a method to determine the segregation coefficient for real particle mixtures from experiment. The segregation coefficient determined from a single experiment can then be used to model segregation in various industrial flow scenarios.

Although techniques exist for measuring particle velocity optically at the transparent sidewalls or surface of a granular flow \cite{14, 15, 16, 17} (which makes it possible to determine the bulk particle flow), it is generally quite chal-
lenging to characterize individual grain-scale rearrangements within the flowing layer precisely enough to obtain segregation or diffusion data. Thus, we explore an alternative method. In this approach, a small-scale quasi-2D bounded heap experiment is performed with the bidisperse mixture of interest. Then, the segregation and diffusion parameters are found such that the spatial dependence of the species concentrations generated by the continuum model matches that for particles deposited in the bounded heap experiment. The background for this approach is described in Section 2. In Section 3 we explore this approach by conducting DEM simulations of bounded heap formation similar to those studied experimentally in Part II of this work [26]. We then confirm the validity of the approach by comparing parameters estimated from the deposited concentration profiles using the continuum model (as would be done in a heap experiment) with parameters measured locally in the flowing layer, which can only be done using data from DEM simulations.

Lastly, in support of the experimental application of this technique in Part II of this study [26], we explore the influence of system geometry on the efficacy of the technique in Section 4. Specifically, we vary the gap between sidewalls and measure its impact on the spanwise variation of the velocity profile and resulting concentration profiles [27, 28], since it is usually impractical to implement techniques, such as PEPT [29] or x-ray [30], to measure the flow away from the sidewalls in industrially-useful experimental apparatus.

2. Modeling segregation in granular flows

We utilize three established tools for studying segregation in granular flows: the quasi-2D bounded heap, DEM simulations, and a scalar transport equation based continuum model of segregation. The objective is to use DEM simulations of segregation in bounded heap flow to provide the kinematics and the concentration fields to the continuum-based segregation model, so we begin with a brief description of the continuum model.

2.1. Continuum model for segregation

While experiments and DEM simulations can provide useful information about particle segregation, it is difficult to scale these techniques up to model large scale industrial processes. An alternative is to use continuum models to describe the segregation process. Previous research has shown that a continuum model approach can accurately predict segregation in flows of glass-like, frictional particles in multiple geometries, including bounded heaps [3, 4, 12, 19, 20], chutes [31, 32, 33], cylindrical tumblers [32, 34], and planar shear cells [35].

The model is a scalar transport equation with an additional term that accounts for a species-dependent segregation relative to the mean flow [8]. Although many similar variants have been proposed [2, 4], we utilize the following form [5]:

\[
\frac{\partial c_i}{\partial t} + \nabla \cdot (u c_i) + \frac{\partial}{\partial z} (w_{x,i} c_i) = \nabla \cdot (D \nabla c_i),
\]

where \( u \) is the velocity field and \( c_i \) is the concentration of species \( i \). In order to solve the model, one must provide the diffusion coefficient, \( D \), and the inter-species percolation velocity, \( w_{x,i} \), which accounts for the segregation, as well as the mean velocity profiles in the flowing layer, \( u \) (mean flow in streamwise direction) and \( w \) (mean flow normal to the heap surface).

2.2. Quasi-2D bounded heap kinematics

![Figure 1: Sketch of rectangular bounded heap geometry with length \( W \) and spanwise gap width \( T \). Particles are fed into one end of the bin at 2D bulk volumetric feed rate, \( q_0 \), to form a heap with angle of repose \( \alpha \) relative to horizontal. Dashed curve represents the thickness \( \delta \) of the flowing layer of particles at the surface of the growing heap. Below the dashed curve, particles are effectively static.](image)

The technique we propose is based on flow in a quasi-2D bounded heap, which is well-characterized, and allows a wide range of flow conditions and relative particle concentrations. Concurrently, it is a close proxy for industrial flow settings like hopper/bin filling and chute flows. A detailed exposition on the bounded heap geometry and its use in granular materials research can be found in the review of Fan et al. [35]. Briefly, the bounded heap is a rectangular bin into which particles are fed (at one end for a one-sided bounded heap, which is referred to here more generally as a bounded heap). The flow is easily observed through transparent sidewalls, which allows flow measurement during heap formation using standard optical techniques [13, 17, 18] and visual inspection of the segregation patterns in the deposited heap [37, 38].

Figure 1 is a sketch of a typical rectangular bounded heap geometry. Particles are fed into the system at one end at a two-dimensional volumetric feed rate, \( q_0 = Q/T \), where \( Q \) is the bulk volumetric feed rate and \( T \) is the gap width between the sidewalls. In this study, all initial conditions are fully mixed, but the continuum model
techniques have been shown to apply to bounded heap flow with initially segregated \cite{5} or time-periodic \cite{29} inlet conditions. After entering the system, particles flow down the heap away from the feed zone and deposit with angle $\alpha_{\text{static}}$ relative to the horizontal. During heap formation, newly added particles flow in a thin layer of thickness $\delta$ at an angle $\alpha_{\text{dynamic}} > \alpha_{\text{static}}$, on top of a largely static region of particles that rises over time at rise velocity $v_r = q_0/W$, where $W$ is the length of the bounding box. Defining the precise location of the bottom of the flowing layer is somewhat arbitrary, as the streamwise velocity typically decays exponentially with depth \cite{11,15}. Here, as in previous studies \cite{11,12,19}, the flowing layer thickness at streamwise location $x$ is defined as $\delta(x) = z_{\text{surf}}(x) - z(x, u = 0.1u_{\text{surf}})$, that is, the distance below the free surface at which the velocity is 10% of the surface velocity, $u_{\text{surf}}$, at that streamwise location.

In this, Part I of our study, quasi-2D bounded heap flows of granular materials are simulated using a soft-sphere discrete element method (DEM) (see Appendix A). A major benefit of DEM simulations is that the motion of particles can be measured at all locations during heap formation. As a result, the segregation and diffusion parameters can be measured directly throughout the flowing layer of the bounded heap \cite{5,12,4}.

The velocity profiles measured in the DEM quasi-2D bounded heap simulations here and in previous studies \cite{11,5,12,19} are well-approximated by exponential profiles

\begin{equation}
    u(x, z) = \frac{kq}{\delta(1 - e^{-k})}(1 - x/L)e^{kz/\delta},
\end{equation}

and

\begin{equation}
    w(x, z) = \frac{q}{L(1 - e^{-k})}(e^{kz/\delta} - 1),
\end{equation}

where $k = 2.3$ and $L$ is the streamwise length of the flowing layer, $L = W/\cos \alpha$. While the profiles in this particular geometry are well characterized by exponential profiles, there exist scenarios in which other velocity profiles are possible, including linear \cite{11,40,41} and BagNold \cite{33}. The velocity profile used in the continuum model must approximate that in the geometry being studied, and can usually be determined in geometries with transparent sidewalls using high speed imaging and image differencing techniques (e.g., Particle Tracking Velocimetry \cite{16} or Particle Image Velocimetry \cite{14,17}).

The local flowing layer thickness depends on the local flow rate, $q(x)$, as $\delta(x) \sim q(x)^{0.27}$ \cite{27,11} and is, consequently, a function of streamwise location \cite{12}, since $q$ decreases linearly with position along the heap as particles are uniformly deposited out of the flowing layer. The exponent $\beta$ in open heap flow (i.e., no end wall) is about $2/7 \approx 0.286$ for channels between 20 and 600 particle diameters wide \cite{27}, while in a bounded heap flow (i.e., with an end wall) $\beta$ is about 0.22 for channels between 5 and 10 particle diameters wide \cite{11}. Here, $\beta = 0.24$ for spanwise gap width, $T$, greater than or equal to ten particle diameters, but $\beta$ decreases with decreasing $T$ for $T$ smaller than about ten particle diameters. For the simulations in Section 3 where $T$ is about five large particle diameters, $\beta = 0.15$ best matches the data.

Since local flow rate decreases linearly with streamwise displacement in the quasi-2D heap, $\delta(x) = \delta_0(x/L)^\beta$, where $\delta_0$ is the maximum flowing layer thickness in the upstream portion of the heap. While the upstream (maximum) flowing layer thickness defines our reference value $\delta_0$ in the relation, the local flow rate dependence relation works equally well for reference values chosen at other streamwise locations.

We note that in some past work, $\delta$ was assumed to be constant (i.e., $\beta = 0$) \cite{5,12}. While this simplification is technically incorrect \cite{11}, the resulting continuum model predictions of segregation patterns match those observed in quasi-2D bounded heaps \cite{5,12} because $\beta$ in quasi-2D geometries is relatively small. (In 3D heap flows, however, modeling streamwise $\delta$ variation is crucial as $\beta$ is considerably larger there, i.e., $\beta \approx 0.5$ \cite{6,13}. ) Section 4 compares the impact of constant vs. spatially varying diffusion and flowing layer thickness variations on the parameter estimation method proposed here. The predictions using locally-varying flowing layer thickness are slightly more accurate than the predictions using a constant flowing layer thickness, so locally varying models for $\delta$ and $D$ will hereinafter be used. However, a constant flowing layer thickness assumption provides relatively accurate results.

One final note on flowing layer kinematics in the quasi-2D bounded heap, which is important in Part II of this work \cite{26}, concerns the use of either the flowing layer thickness, $\delta$, or the surface velocity, $u_{\text{surf}}$, to characterize the velocity profile (Eqs. 2, 3). Previously work \cite{5,12,19} measured $\delta$ in the flowing layer of DEM simulations to provide the dimensional scale of the flowing layer velocity profile. However, mass conservation implies that once the characteristic form of the depthwise dependence of streamwise velocity is known (in the case of Eqs. 2 and 3 it is exponential), either the flowing layer thickness, $\delta$, or the surface velocity, $u_{\text{surf}}$, can be used to set the dimensional scale of the velocity profile. Practically, this allows characterization of the velocity profile based on measurements of the streamwise velocity at the free surface of a bounded heap, rather than measuring the velocity profile at a transparent sidewall. In Part II of this work \cite{26}, where we experimentally implement the parameter estimation method described here, the surface velocity measurement approach is used to determine the flowing layer thickness. This eliminates problems with measurement at transparent sidewalls in an experimental apparatus, including boundary effects such as near wall deviation of the velocity profile from the profile in the bulk, and the influence of electrostatic-induced particle attraction to the sidewalls that can distort the velocity profile measurement (as is especially prevalent in flows with particle diameters less than 100 \mu m).
2.3. Segregation and diffusion coefficients

The percolation velocity, \( w_{s,i} \), in Eq. (1) is the local mean normal velocity of species \( i \) relative to the local mean velocity, and reflects the segregation of the two species, denoted as \( A \) and \( B \). It depends on the local concentration of species, \( c_i \), and the local shear rate, \( \dot{\gamma} \), in addition to particle mixture properties such as the particle size ratio, \( R_s = d_A/d_B \), for size-bidisperse particles [12], or the particle density ratio, \( R_D = \rho_A/\rho_B \), for density-bidisperse particles [19], where \( d_i \) and \( \rho_i \) are the species diameter and density, respectively. An example of the dependence of the percolation velocity on species concentration and shear rate for a DEM simulation of a bidisperse mixture is shown in Fig. 2. To obtain this data, the thin flowing layer at the top of the bounded heap flow (see Fig. 1) is subdivided into a grid of small rectangular bins in which \( c_i \), \( \dot{\gamma} \), and \( w_{s,i} \) are averaged over a 2 s interval. All three values vary substantially with location (streamwise and depthwise) in the flowing layer, but when \( w_{s,i} \) is plotted vs. \( \dot{\gamma}(1 - c_i) \), the percolation velocity data is reasonably well characterized as a linear function:

\[
w_{s,i} = S \dot{\gamma}(1 - c_i),
\]

where the segregation coefficient, \( S \), relates the percolation velocity of individual species to the local flow conditions. We note that although a percolation velocity model quadratically dependent on local concentration [25, 24] is more accurate in certain situations (e.g., small concentrations of one species), the linear model is sufficiently accurate for this study.

This method of calculating \( S \) from direct measurements of percolation velocity in the flowing layer has been used to develop correlations for \( S \) as a function of the size ratio for mixtures of size-bidisperse spheres [12, 21] and rods [20], and the density ratio of density-bidisperse spheres [19] for mm-sized particles in DEM simulations. It is simple to measure \( S \) in DEM simulations where the conditions at every point in the flow are known. It is quite challenging to measure \( S \) experimentally using this direct approach, which motivates the alternative approach to measure \( S \) proposed in this paper.

In addition to \( w_{s,i} \), the other key parameter in Eq. (1) is the diffusion coefficient, which depends on the local particle size and shear rate as \( D = C_D \dot{\gamma} d^2 \) [22, 24], where \( d \) is the volume-based mean particle diameter [for equal volume mixtures of size-bidisperse particles \( d = (d_L + d_S)/2 \)] and \( C_D \) depends on particle material properties and geometry and typically has a value (determined from local measurements of particle mean squared displacement in dense granular flow) around 0.1 [24, 25]. Section 3.1 shows that diffusion has only a minimal effect on the model solution in the bounded heap geometry, so we use \( C_D = 0.1 \), consistent with previous research [25, 26].

Figure 2: Percolation velocity, \( w_{s,i} \), (i.e., local free-surface-normal velocity of species \( A \) (large) or \( B \) (small) relative to the mean flow) vs. the product of shear rate and local species concentration \( \dot{\gamma}(1 - c_i) \). Data are measured in the flowing layer of a quasi-2D bounded heap DEM simulation of length \( W = 60 \text{ cm} \) and inlet flow rate \( q = 22 \text{ cm}^2/\text{s} \), using an equal volume mixture of size-bidisperse \( d_A/d_B = 2 \) particles with large particle diameter \( d_A = 2 \text{ mm} \). The slope of the fit lines, \( S_{A,B} \approx -S_{B,A} \), is the segregation length scale, which depends on physical properties of particles but not mixture concentrations or flow kinematics. This technique has been used to calculate \( S \) for mixtures of spherical particles bidisperse in either size [12] or density [19] and for cylindrical particle mixtures bidisperse in length [20].

3. Segregation coefficient from concentration profiles

The solution of the continuum model for segregation [Eq. (1)] provides the concentration of both species throughout the entire flowing layer. However, only the concentration at the bottom of the flowing layer is used in our approach because it corresponds to the particles deposited on the heap, which is easily measured in experiment. In the quasi-2D bounded heap flow geometry, solving the continuum model requires the segregation coefficient, \( S \), diffusion coefficient, \( D \), and flowing layer thickness, \( \delta \), as discussed above. The approach described here estimates \( S \) from the concentration profile in the static portion of the heap and obtains \( \delta \) and \( D \) through other means.

3.1. Sensitivity to \( S \), \( D \), and \( \delta \)

To justify our approach, we begin by determining which continuum model parameters (\( S \), \( D \), and \( \delta \)) are most crucial to the parameter estimation method. As a first step, consider the dimensionless quantities \( \Lambda = |S|/L/\delta^2 \) and \( Pe = 2q\delta/(DL) \) characterizing granular segregation [12]. These parameters are, respectively, the ratio of an advection timescale to a segregation timescale and the ratio of a diffusion timescale to an advection timescale.
The product of the two quantities $\Delta P = 2nS(\delta D)$ is then the ratio of a diffusion timescale to a segregation timescale. For typical flows of size-bidisperse granular mixtures in a quasi-2D heap, these values are on the order of $\Lambda \sim 10^{-1}$ and $Pe \sim 10^2$, so we expect the dominant competition to be between segregation and advection, with the importance of diffusion being smaller.

To test the sensitivity of the segregation state to $S$, $D$, and $\delta$ in an example quasi-2D bounded heap geometry, we use the continuum model to quantify the deviation of the deposited large particle streamwise concentration profile, $c_L(x)$, from a reference concentration profile, $c_{L,ref}(x)$, using the root-mean-squared-deviation:

$$\text{RMSD} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (c_{L,ref}(x_i) - c_L(x_i))^2},$$

where $n$ is the number of sampling bins. In other words, we find RMSD as a function of $S$, $C_D$, and $\delta_0$ (the flowing layer thickness measured upstream) for reference values, $S_{ref}$, $C_{D,ref}$, and $\delta_{ref}$. $S$ and $C_D$ control the rates of segregation and diffusion in the problem, respectively. $\delta$ enters the continuum model as a critical parameter in the velocity profile, which controls the advection, as well as the segregation and diffusion, via the shear rate, $\dot{\gamma} \sim u/\delta$, and the characteristic distance that segregating particles travel before reaching the top or bottom of the flowing layer.

Figure 3(a) shows the RMSD of $c_L$ as $S$ and $C_D$ are varied from the reference values $S_{ref} = 0.12$ mm and $C_{D,ref} = 0.1$ mm$^2$/s (central red star) for constant $\delta_0 = \delta_{ref}$. The reference values are for a size ratio $d_L/d_S = 2$ mixture of mean diameter $d = 1$ mm spherical particles in a flowing layer of length $L = 50$ cm and inlet feed rate rate $q_0 = 10$ cm$^2$/s. Varying $C_D$ at constant $S$ results in relatively small deviation from the reference profile, while varying $S$ at constant $C_D$ results in relatively large deviation, implying that the flow in the quasi-2D bounded heap (i.e., dense, and with a thin flowing layer) lies in a regime where segregation dominates diffusion [5] for even modest size ratios (e.g., $d_L/d_S = 2$ tested here). Consequently, the accuracy of the diffusion parameter prediction is relatively unimportant in the parameter estimation method in the quasi-2D heap geometry. This conclusion is consistent with previous research in which sensitivity of model predicted segregation to $D$ is minimal in bounded heap [5] and chute geometries. Consequently, we treat diffusion as a known quantity, $D = 0.15d_S^2$, instead of estimating it using the measured concentration profile and the continuum model [Eq. (1)].

The other model input, flowing layer thickness, $\delta$, is not arbitrarily adjustable since it must accurately reproduce velocity profiles in simulation or experiment. $\delta$ sets the shear rate and determines how far the downward segregating species moves before reaching the bottom of the flowing layer and settling out onto the deposited heap. Figure 3(b) shows the RMSD of $c_L$ vs. $S$ and $\delta_0$ for reference values $S_{ref} = 0.12$ mm and $\delta_{ref} = 9.2$ mm (red star) for constant $D = D_{ref} = 0.15d_S^2$. Small changes in $\delta_0$ at constant $S$, and vice versa, lead to relatively large deviations in the model predictions. Since the solution of the continuum model is sensitive to changes in both $S$ and $\delta$, and since similar solutions [the diagonal “valley” of low error in Fig. 3(b)] exist at various combinations of $S$ and $\delta$, it is necessary to provide one of them as an input, rather than estimating them both simultaneously from the deposited concentration profiles in a bounded heap experiment. Because $\delta$ is an extrinsic parameter that is relatively easy to obtain experimentally, we use the measured value in the parameter estimation method to determine $S$. Furthermore, since $S$ along the “valley” of low deviation in Fig. 3(b) increases super-linearly with $\delta$, precisely determining flowing layer thickness from measured kinematics is a key component of the segregation coefficient estimation process. Generating accurate estimates of $\delta$ in experiment is explored in detail later in Section 4.1 and also in Part II of this work [26].

3.2. Parameter estimation method

Having shown that the parameter estimation method is best implemented with $D$ taken from known correlations [24, 25] and $\delta$ measured from experiments, while estimating $S$ from deposited concentration profiles, we now give a detailed description of the parameter estimation method, which is the key result of this paper, and test its efficacy using quasi-2D bounded heap simulation data.

A schematic of the $S$ estimation approach is shown in Fig. 4. A particle mixture is fed into the left end of a quasi-2D heap (upper panel of Step 1) and concentrations of both species are extracted along the length of the deposited heap (lower panel of Step 1). Bin averaged data is collected for the boxed portion of the heap located below the flowing layer and above the base of the heap where

![Figure 3: Root mean squared deviation, RMSD, for model solutions of Eq. (4) at combinations of (a) segregation coefficient, $S$, and diffusion leading coefficient, $C_D$, and (b) $S$ and upstream flowing layer thickness, $\delta_0$. The reference model parameters ($S_{ref} = 0.12$ mm, $C_{D,ref} = 0.1$ mm$^2$/s, and $\delta_{ref} = 9.2$ mm) are denoted on each plot by a red star (*) and correspond to a quasi-2D bounded heap flow with flowing layer length $L = 50$ cm and an equal volume mixture of size-bidisperse $d_L/d_S = 2$ particles with mean diameter $d = 1$ mm and 2D inlet flow rate $q = 10$ cm$^2$/s. An exponential velocity profile (see Eq. (2)) is assumed in all cases, $\delta$ is assumed to vary along the streamwise direction due to decreasing local flow rate, i.e. $\delta \sim q^{-0.15}$, and the diffusion coefficient is calculated locally as $D = C_D\gamma d_S^2$, where $\gamma$ is the local shear rate and $d$ is the mean particle diameter.](image-url)
Step 1: Extract streamwise concentration profiles from deposited heap

Step 2: Solve continuum model, iterating \( S_{\text{deposit}} \) until concentration profiles match

\[
\frac{\partial c_i}{\partial t} + v \cdot (\nabla c_i) + S_{\text{deposit}} \frac{\partial}{\partial z} \left[ \gamma \left( c_i - c_i' \right) \right] = D \frac{\partial^2 c_i}{\partial z^2}
\]

\( S_{\text{deposit,initial}} \)

\( S_{\text{deposit,final}} \)

Step 3: Optimal solution

The final result (Step 3) is the \( S_{\text{deposit}} \) value that minimizes the difference between the deposited concentration profiles calculated using the continuum model and measured from the DEM simulation. In Part II of this work, concentration profiles from DEM simulations are replaced by concentration profiles from heap flow experiments.

3.3. Method validation

To validate the method, we compare the segregation coefficient, \( S_{\text{deposit}} \), estimated from concentration profiles in the deposited portion of a quasi-2D bounded heap in DEM simulations (as shown in Fig. 1) to the segregation coefficient, \( S_{\text{flow}} \), measured in the flowing layer of the same DEM simulations (as shown in Fig. 2). A streamwise-varying flowing layer thickness, \( \delta(x) = \delta_0(1 - x/L)^{0.15} \), where \( \delta_0 = 2.4 \) mm, and locally varying diffusion coefficient, \( D = 0.15 \bar{d}^2 \), where \( \gamma = \partial \bar{u}/\partial z \) is the shear rate calculated from the velocity profile, and the mean particle diameter is \( \bar{d} = 1.65 \) mm. For comparison, \( S \) measured in the flowing layer at this size ratio is \( S_{\text{flow}} = 0.20 \) mm.

In Step 2, the continuum model [Eq. (1)] is solved numerically with an initial guess for the segregation coefficient, \( S_{\text{deposit,initial}} = 0.1 \) mm, and the known flow parameters, namely the exponential streamwise and normal velocity profiles [Eqs. (2, 3)], the flowing layer thickness measured in the flowing portion of the simulation during heap formation \( \delta(x) = \delta_0(1 - x/L)^{0.15} \), with \( \delta_0 = 2.4 \) mm, and the diffusion coefficient \( D = 0.15 \bar{d}^2 \). The continuum model solution for the concentration at the bottom of the flowing layer (i.e., \( z = -\delta \)), which represents the particles deposited on the heap, is compared to the DEM heap data, as shown in Step 2. Then, \( S \) is iteratively adjusted to minimize the error between the DEM simulation concentration profile and the profile predicted by the continuum model. The continuum model is solved numerically in MATLAB using the built-in differential equation solver pdepe with grid resolution \( n_x = 200 \) by \( n_z = 200 \) and an optimization tolerance \( \text{optimset} = 10^{-6} \). The optimization method to find the best fit solution to the continuum model by modifying \( S \) is performed in MATLAB using the built-in function lsqnonlin, which is an implementation of a non-linear Trust Region Reflective Least Squares algorithm that does not calculate the analytical Jacobian of the objective function. The optimization problems solved in this study generally completed in about 50 function evaluations.

The final result (Step 3) is the \( S_{\text{deposit}} \) value that minimizes the difference between the deposited concentration profiles calculated using the continuum model and measured from the DEM simulation. In Part II of this work, concentration profiles from DEM simulations are replaced by concentration profiles from heap flow experiments.
The segregation coefficient estimated from the deposited streamwise concentration profiles, $S_{\text{deposit}}$, is plotted in Fig. 5 vs. $S_{\text{flow}}$ measured from particle velocity data within the flowing layer. The two approaches are in good agreement over the broad range of conditions tested. Deviations are distributed evenly above and below a unit slope line (i.e., perfect correlation).

In the figure, symbols and colors reflect different size ratios and heap rise velocities, $v_r = q_0/W$. It is evident that $S$ increases with size ratio, as expected. More interesting is that $S_{\text{deposit}}$ is slightly overestimated for low $v_r$ (black) and slightly underestimated for moderate $v_r$ (blue) and some high $v_r$ (red). This is likely a result of two secondary segregation mechanisms that are not included in the continuum model: initial segregation in the feed zone and segregation due to small particles bouncing down the surface of the heap. Feed zone segregation (which increases $S_{\text{deposit}}$ relative to $S_{\text{flow}}$), measured as the mean deviation from $c_x = 0.5$ in the normal direction at the feed zone exit, increases with decreasing inlet flow rate (i.e., lower $v_r$) and increasing size ratio. Bouncing of small particles at the heap surface (which decreases $S_{\text{deposit}}$ relative to $S_{\text{flow}}$) increases with increasing $q_0$ (i.e., higher rise velocity) and increasing size ratio (as previously reported [57]). The sum of these secondary mechanisms, though, has a relatively small effect on the prediction of $S$ for the cases tested. Moreover, the key result of this paper is that the parameter estimation approach outlined in Fig. 4 can determine $S$ from deposited species concentration profile data, whether that data comes from DEM simulations, as in this paper, or from actual experiments, as in Part II of this study [20].

### Table 1: Simulation conditions for Fig. 5 (equal-volume mixtures).

| $d_{L}/d_{S}$ | $d_L$ | $d_S$ | $d[\text{mm}]$ | $q[\text{cm}^2/\text{s}]$ | $W[\text{m}]$ |
|---------------|------|------|-------------|-----------------|------|
| 1.25          | 2.0  | 1.6  | 1.8         | 7.5             | 0.31 |
| 1.25          | 2.0  | 1.6  | 1.8         | 12.6            | 0.31 |
| 1.25          | 2.2  | 1.76 | 1.98        | 46.8            | 0.6  |
| 1.5           | 2.0  | 1.33 | 1.67        | 12.0            | 0.31 |
| 1.5           | 2.2  | 1.47 | 1.83        | 23.4            | 0.6  |
| 1.5           | 2.2  | 1.47 | 1.83        | 45.0            | 0.6  |
| 1.5           | 4.0  | 2.67 | 3.33        | 83.0            | 1    |
| 1.75          | 2.0  | 1.14 | 1.57        | 11.1            | 0.31 |
| 1.75          | 2.0  | 1.14 | 1.57        | 22.5            | 0.31 |
| 1.75          | 2.2  | 1.26 | 1.72        | 44.4            | 0.6  |
| 2             | 2.0  | 1.0  | 1.5         | 8.4             | 0.31 |
| 2             | 2.0  | 1.0  | 1.5         | 13.2            | 0.31 |
| 2             | 2.0  | 1.0  | 1.5         | 17.1            | 0.31 |
| 2             | 2.0  | 1.0  | 1.5         | 21.3            | 0.31 |
| 2             | 2.2  | 1.1  | 1.65        | 22.2            | 0.6  |
| 2             | 2.2  | 1.1  | 1.65        | 43.2            | 0.6  |
| 2             | 4.0  | 2.0  | 3.0         | 79.0            | 1    |
| 2.5           | 2.0  | 0.8  | 1.4         | 10.2            | 0.31 |
| 2.5           | 2.0  | 0.8  | 1.4         | 14.4            | 0.31 |
| 3             | 2.0  | 0.67 | 1.33        | 10.2            | 0.31 |

Figure 5: Comparison of segregation coefficient estimated from deposited species concentrations, $S_{\text{deposit}}$, with segregation coefficient measured from particle velocity within the flowing layer, $S_{\text{flow}}$. Symbols from simulations detailed in Table 1 with varying size ratio ($\bigcirc - d_L/d_S = 1.25$; $\times - d_L/d_S = 1.5$; $\square - d_L/d_S = 1.75$; $\bigtriangleup - d_L/d_S = 2$; $\bigtriangleup - d_L/d_S = 2.5$; $\bigstar - d_L/d_S = 3$), and colors from simulations with varying rise velocity, $v_r = q_0/W$ (black – $v_r < 4 \text{ mm/s}$; blue – 4 mm/s ≤ $v_r$ ≤ 7 mm/s; red – $v_r > 7 \text{ mm/s}$). Gap width $T/d_L = 5.5$ for all simulations, and the inlet mixture ratio is 50% to 50% (by volume). Mean particle diameter varies over the range 1.33 mm ≤ $d$ ≤ 3.33 mm. Flowing layer thickness $\delta = \delta_0(1-x/L)^{0.15}$ and diffusion coefficient, $D = 0.17d^2$, are inputs to the model in each case, with maximum flowing layer thickness $\delta_0$ taken from the upstream portion of the heap.

### 4. Considerations for practical implementation

Since this method of determining $S$ from deposited concentration profiles is ultimately intended for practical application, it must be applicable in cases where flow kinematics can only be measured at the sidewall, the free surface, or both. This makes spanwise variation in the velocity profile problematic, because it is not possible to determine the velocity profile in the bulk away from the wall during flow, except at the free surface. Furthermore, spanwise variations in the velocity can lead to spanwise variations in the concentration of particles deposited in the heap. It is quite challenging to sample the deposited heap effectively in the spanwise direction, and streamwise samples would smear variations in local concentration profiles.
in the spanwise direction. Since streamwise velocity profile variation in the spanwise direction is due to frictional sidewalls [27, 29, 51, 52], we study next the effect of varying the gap between the sidewalls on local segregation in bounded heap flow.

### 4.1. Influence of spanwise gap on flowing layer depth

As shown previously in granular chute experiments [27], as the gap between sidewalls, $T$, increases, flow properties including the surface velocity, $u_{surf}$, and the thickness of the flowing layer, $\delta$, vary substantially across the width of the gap. For example, in Fig. 6(a) the instantaneous streamwise velocity for all particles at streamwise location $x = L/4$ is displayed in a plane perpendicular to the flow direction. At any depth, velocity increases with increasing distance from the nearest wall.

The velocity is plotted vs. depth from the free surface at the center-line and at the wall for a wide heap, $T/d_L = 39.6$, in Fig. 6(b) and for a narrow heap, $T/d_L = 5.5$, in Fig. 6(c). The flowing layer at both the sidewall and center-line is noticeably deeper in the wider heap than the narrow heap. Furthermore, in the wide heap the centerline surface velocity is higher and flowing layer thickness is deeper compared to the surface velocity and the flowing layer thickness at the wall. In comparison, there is almost no difference between the centerline and near wall velocity profiles in the narrow gap case. Since the mean particle size, $d$, particle size ratio, $d_L/d_S$, heap length, $W$, and rise velocity, $v_r = q_0/W$ (and hence, also the 2D feed rate, $q_0$) are held constant between the narrow gap and wide gap cases, the change in flow behavior is a result of changing gap width.

To further illustrate the variation across the wide gap, the flowing layer thickness and surface velocity are plotted vs. spanwise location, $y/T$ in Fig. 6(d,e). The variation of both quantities across the gap is significant (e.g., $\delta_{center}/\delta_{wall} > 1.5$). As shown in the next section, the degree of segregation in the deposited layer depends sensitively on $\delta$, so segregation predictions made using $\delta$ measured at the wall in wide gaps will be inaccurate.

Therefore, it is necessary to establish the gap thickness above which significant spanwise variation occurs in the streamwise velocity and flowing layer depth. Figure 7(a) shows the ratio of the flowing layer thickness averaged over the center 10% of the gap to the flowing layer thickness averaged over the 10% of the gap closest to the sidewall, $\delta_{center}/\delta_{wall}$ vs. $T/d$. All simulations are performed with the same system length and rise velocity, but at varying levels of size dispersity, $1 < d_L/d_S < 2$. A clear trend exists between the spanwise flowing layer depth variation and the spanwise gap width regardless of size ratio. For spanwise gap width less than about 10$d$, variation in $\delta$ is minimal. At a gap width of about 25$d$, $\delta_{center}$ is nearly 25% thicker than $\delta_{wall}$, and at a gap width of 100$d$, $\delta_{center}$ is more than 50% larger than $\delta_{wall}$.

The influence of $\delta$ variation on segregation in quasi-2D bounded heap flow is captured by the dimensionless segregation-advection ratio, $\Lambda = |S|L/\delta^2$, which indicates that increasing spanwise variation in $\delta$ leads to correspondingly larger variation in deposited concentration across the gap. In Fig. 7(b), the span-averaged flowing layer thickness normalized by the mean particle diameter, $\delta/d$, is plotted vs. $T/d$ for the same cases as in Fig. 7(a). When
$T/d$ is small, the flowing layer is relatively thin ($\delta/d < 10$). As $T/d$ increases, the flowing layer thickness increases. Thus, the variation in $\delta$ across the wide gaps [Fig. 7(a)] and the increase in $\delta$ with increasing gap width [Fig. 8(b)] have the potential to reduce the effectiveness of the parameter estimation method described in Section 3.2 because of their effects on the segregation.

As a side note, a reference line of slope $2/7$, which corresponds to a power law scaling proposed in an experimental study of $\delta$ variation with gap width in granular chute flows [27], is overlaid on the data in Fig. 7(b). Even though this relation was developed for gaps wider than 20 chute flows [27], is overlaid on the data in Fig. 7(b). Even though this relation was developed for gaps wider than 20 particle diameters in monodisperse flow, it extends to even narrower gaps ($\delta/d$ does not appear to level off as a function of $T/d$, even for $T/d < 10$) as well as size disperse mixtures (i.e., different values of $d_L/d_S$).

![Figure 7](image)

**Figure 7**: (a) Ratio of mean flowing layer thickness in the middle 10% of the gap to mean flowing layer thickness in the 10% of the gap closest to the sidewalls, $\delta_{\text{center}}/\delta_{\text{wall}}$, and (b) span-averaged flowing layer thickness normalized by mean particle diameter, $\bar{\delta}/d$, vs. spanwise gap width normalized by mean particle diameter, $T/d$ for $d_L/d_S = 1$ (black ◊), $d_L/d_S = 1.5$ (blue ◆), and $d_L/d_S = 2$ (red □). In (b) a slope 2/7 line, as suggested for granular chute flow between bounding sidewalls [27], is provided for comparison. Data are taken at $x = L/2$ for DEM simulations of bounded heap flow with $W = 1$ m, $2.7$ mm $\leq d \leq 4$ mm, and $v_x = 1$ mm/s.

4.2. Influence of spanwise velocity profile variation on deposited concentration profiles

The previous section describes the variation in the velocity profile and flowing layer thickness across wide gaps and their potential to affect segregation in bounded heap flow, and thereby the implementation of the parameter estimation method described in Section 3.2. In this section, we test the impact of spanwise variations in velocity on the deposited concentration profiles. Specifically, we perform DEM simulations of a size-bidisperse $d_L/d_S = 1.5$ mixture in the bounded heap geometry with $W = 1$ mm and $6.8 < T/d < 34.4$. Figure 8(a) shows a top-down view of the large particles concentration, $c_L$, in the deposited heap vs. spanwise, $y/T$, and streamwise, $x/L$, location. The variation in segregation near the walls and at the center of the gap increases with increasing spanwise gap width, as is evident from the increased large particle concentration (dark) along the sidewalls, but not at the centerline.

As shown in Fig. 8(b), the spanwise variation in $\delta$ increases with increasing gap width, consistent with Fig. 7(a). The spanwise variation in the deposited concentration profiles at larger values of $T/d$ in Fig. 8(a) come about because a thicker flowing layer at the centerline means particles travel a greater distance before depositing on the heap, thereby reducing segregation locally. This is reflected in the local dimensionless advection-segregation parameter, $\Lambda = SL/\delta^2$, which decreases with increasing $\delta$ at the center of the gap.

In addition to increasing the spanwise concentration variation, increasing gap width also leads to a deeper mean flowing layer overall, which is evident in Figs. 7(b) and 8(b). This reduces segregation throughout the flow, again due to reduced $\Lambda$ associated with larger $\delta$. This effect is evident in the concentration of large particles averaged across the span, $c_L$, when plotted vs. streamwise position in the deposited heap in Fig. 8 for the different gap widths in Fig. 8(b). $c_L$ is substantially lower downstream (large $x/L$) for the largest gap case. Furthermore, in the upstream portion of the heap ($0.1 \leq x/L \leq 0.6$), $c_L$ is closer to 0.5, indicating less segregation than with smaller spanwise gaps. Since increased segregation along the length of the heap improves the parameter estimation method, the enhanced segregation associated with narrower spanwise gap will improve the accuracy of the method, especially for particle mixtures with small size ratios, for which the segregation coefficient is small.

In summary, there are two reasons to keep the gap between the sidewalls of the bounded heap small. First, a narrow gap decreases the overall flowing layer thickness [Figs. 7(b) and 8(b)], which results in stronger segregation that is easier to quantify (see Fig. 9). Second, a narrow gap results in a spanwise invariant velocity field [Fig. 9(c)] and flowing layer thickness [Figs. 7(a) and 8(b)], both of which simplify implementing the parameter estimation method. Consequently, the spanwise gap should be maintained below $T/d \approx 15$ when applying the parameter estimation method.
4.3. Streamwise variation in diffusion and flowing layer thickness in the model

We now return to the issue of the dependence of the diffusion coefficient and the flowing layer thickness on streamwise position in the flowing layer, first mentioned in Section 2.2. A previous study [5] showed that even though the diffusion coefficient depends on the local shear rate, using a local diffusion coefficient results in only a slightly better match between the continuum model predictions and simulation and experimental results. Likewise, previous studies have assumed a constant flowing layer thickness [5, 12, 19] and achieved a good match between model predictions using Eq. (1) and DEM simulation and experimental results.

To test the impact of local variation in $D$ and $\delta$ on the accuracy of the parameter estimation technique, we compare estimates of $S$ where $\delta$ and $D$ are constant with estimates where they vary locally. Due to mass conservation, surface velocity and shear rate decrease linearly with streamwise location for a constant $\delta$ [5, 12], while they decrease sub-linearly when $\delta$ decreases downstream. For the simulations presented in this paper, the decrease in $\delta$ with local flow rate, $q$, is well described by $\delta(q) \sim q^{\alpha}$, where $\alpha = 0.15$ (see Section 2.2). Based on mass conservation, the surface velocity varies as $u_{surf} \sim q^{1-\alpha}$ and the shear rate varies as $\dot{\gamma} \sim q^{1-2\alpha}$. For constant $\delta$, $\alpha = 0$, which suggests that differences in predicted $S$ for fixed vs. varying $\delta$ should be minimal given the small value of $\alpha = 0.15$ used here.

Best fits of the continuum model to the deposited large particle concentration profile using both constant and spatially varying $\delta$ and $D$ are plotted in Fig. 10 along with the corresponding DEM simulation data. The fit using spatially varying $\delta$ and $D$ better matches the simulation results than the fit for constant $\delta$ and $D$, correctly predicting a higher level of segregation in the downstream region (where $\delta$ and $D$ are smaller) and following the DEM data slightly better for $x/L > 0.7$. However, the difference between the two predictions is not large.

Perhaps more important is the value for the segregation coefficient, $S$, estimated using constant values for the flowing layer thickness and diffusion coefficient. A comparison analogous to that in Fig. 5 for spatially varying parameters is shown in Fig. 11 for constant $D$ and $\delta$, where $\delta$ is measured in the upstream portion of each heap simulation and is $D$ taken from a known correlation [12]. The scatter is only slightly larger in Fig. 11 than Fig. 5 though the use of constant $D$ and $\delta$ appear to cause a slight under-prediction of $S_{\text{deposit}}$ for the conditions tested (i.e., more points in Fig. 11 fall below the line of unit slope than
The practical challenge associated with the parameter estimation method we have described is to design an appropriate experiment that accounts for the issues that have been identified using these DEM simulations that validate the approach. The main concern is the gap between side-walls. Increasing the gap results in an increase in the thickness and spanwise variation of the flowing layer. The scaling is independent of the size dispersity of the particles over the range of ratios examined, 1 < \(d_L/d_S < 2\). A wide gap results in two problems. First, the thicker flowing layer reduces the impact of segregation relative to advection in the flow because small particles have to percolate through a thicker flowing layer to deposit on the heap and the shear rate is lower. If the particles do not segregate by the end of the length of the heap, the degree of segregation is small and estimates of \(S\) are inaccurate. A narrow gap is preferable, since the flowing layer is thinner and the shear rate is higher, which produces stronger segregation. The second problem is just as important. To attain accurate estimates of the model parameters to fit the concentration of particles deposited on the heap, the spanwise variation in velocity and species concentrations must be small. Hence, for both reasons, it is important that the gap between the sidewalls is less than about 15 mm.

Thus, using the local flow kinematics provides a modest improvement in continuum model prediction, both qualitatively, based on the shape of the fits, and quantitatively, based on the agreement between the deposit and flowing layer coefficients. Since implementing a local flow-rate dependent continuum model is straightforward, use of the local flow model is preferred.

5. Discussion

In order to apply a continuum model of mixing and segregation to industrially relevant granular mixtures, we have here, in Part I of this work, explored a method to estimate the segregation coefficient, \(S\), using quasi-2D bounded heap simulations. The approach reverses the usual use of the advection-diffusion-segregation equation [Eq. (1)]. Rather than using a known \(S\) to predict segregated species concentrations, the parameter estimation method uses the measured deposited species concentration in a simple bounded heap flow to estimate \(S\). Good agreement is achieved between the segregation coefficient estimated from the deposited heap and the segregation coefficient measured directly in the flowing layer of DEM simulations.

The practical challenge associated with the parameter estimation method we have described is to design an appropriate experiment that accounts for the issues that have been identified using these DEM simulations that validate the approach. The main concern is the gap between side-walls. Increasing the gap results in an increase in the thickness and spanwise variation of the flowing layer. The scaling is independent of the size dispersity of the particles over the range of ratios examined, 1 < \(d_L/d_S < 2\). A wide gap results in two problems. First, the thicker flowing layer reduces the impact of segregation relative to advection in the flow because small particles have to percolate through a thicker flowing layer to deposit on the heap and the shear rate is lower. If the particles do not segregate by the end of the length of the heap, the degree of segregation is small and estimates of \(S\) are inaccurate. A narrow gap is preferable, since the flowing layer is thinner and the shear rate is higher, which produces stronger segregation. The second problem is just as important. To attain accurate estimates of the model parameters to fit the concentration of particles deposited on the heap, the spanwise variation in velocity and species concentrations must be small. Hence, for both reasons, it is important that the gap between the sidewalls is less than about 15 mean particle diameters.

![Figure 10: Large species concentration, \(c_L\), vs. streamwise position, \(x/L\), for bounded heap simulation (c) compared to best fit solution of continuum model using constant diffusion coefficient, \(D\), and flowing layer thickness, \(d = 27\) mm (red dashed curve) or locally varying \(D(x,z) = \delta(x)\gamma^2\), and \(\delta(x) = 27.5(1-x/L)^{0.15}\) mm (blue solid curve) for \(T/d_L = 5.5\), \(W = 60\) cm, \(d = 1.72\) mm, \(d_L/d_S = 1.75\), and \(v_r = 7.4\) mm/s.](image1)

![Figure 11: Segregation coefficient estimated from deposited species concentrations, \(S_{\text{deposit}}\), using continuum model with constant diffusion coefficient and flowing layer depth compared with segregation coefficient measured from particle velocity data within the flowing layer, \(S_{\text{flow}}\). Symbols represent data from simulations detailed in Table 1 with varying size ratio \((0 - d_L/d_S = 1.25; \times - d_L/d_S = 1.5; \quad \square - d_L/d_S = 1.75; \blacklozenge - d_L/d_S = 2; \quad \blacktriangle - d_L/d_S = 2.5; \quad \blackstar - d_L/d_S = 3)\), and colors represent data from simulations with varying rise velocity (black – \(v_r < 4\) mm/s; blue – 4 mm/s ≤ \(v_r ≤ 7\) mm/s; red – \(v_r > 7\) mm/s). Gap width \(T/d_L = 5.5\), inlet mixture ratio is 50%-50% (by volume) and mean particle diameter varies over the range 1.33 mm ≤ \(d\) ≤ 3.33 mm.](image2)
We have shown here (Part I of our study) that species concentration and velocity data from a simple bounded heap together with a continuum segregation model have the potential to accurately determine the segregation coefficient of bidisperse particle mixtures. Experimental application of this approach will be of substantial value in cases where DEM simulations are impractical, such as for mixtures of non-spherical particles or where particle properties are challenging to quantify. In Part II of this study [26], we perform heap segregation experiments and determine the segregation coefficient using the approach described here. The experimental challenges of accurately measuring the velocity profile based on wall and free surface observations and determining the deposited species concentrations are described there in more detail.
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Appendix A. Discrete Element Method (DEM) simulations

In this study, quasi-2D bounded heap flows of granular materials are simulated using soft-sphere discrete element method (DEM) simulations [53]. The benefit of simulations is that the motion of particles can be measured at all locations during heap formation. Particles move according to Newton’s laws of motion and collide with each other and with the system boundaries according to forces derived from a linear spring-dashpot models (normal forces) and a stick-slip model (tangential forces) that alternates between Coulomb sliding friction or a static contact spring-dashpot model depending on whether the contact reaches the sliding transition.

Formally, the contact equations are

$\mathbf{f}_ij^m = [k_m\zeta - 2\gamma_m m_{eff}(\mathbf{V}_{ij} \times \hat{\mathbf{r}}_{ij})]\hat{\mathbf{r}}_{ij}$

for normal forces and

$\mathbf{f}_ij^n = \min \{ [k_i\beta - 2\gamma_i m_{eff}(\mathbf{V}_{ij} \times \hat{\mathbf{r}}_{ij})], [\mu\mathbf{F}_ij^n] \} \text{sgn} (\beta) \hat{s}$

for tangential forces. To model the tangential static friction force for non-slipping contact, the tangential displacement is given by $\beta(t) = \int_{t_0}^{t} V_{ij}^t dt$ [54], where $V_{ij}^t$ is the instantaneous tangential velocity between contacting particle surfaces, $t$ is the current time, and $t_0$ is the initial contact time. For sliding tangential contact, the friction coefficient is $\mu = 0.4$. The normal collision parameters are calculated as $k_n = \left( \frac{\pi}{t_e} \right)^2 + \gamma_n^2 m_{eff}$ and $\gamma_n = -\ln(\varepsilon)/t_e$, and the tangential parameters are calculated as $k_t = 2/7\kappa_n$ and $\gamma_t = 2/7\gamma_n$, where $\varepsilon = 0.8$ is the restitution coefficient, $m_{eff} = m_1m_2/(m_1 + m_2)$ is the effective mass, and $t_e = 2.5 \times 10^{-4}$ s is the binary collision time. Walls in particle-wall collisions are modeled as flat frictional planes using the same contact equations as particle-particle collisions, with the wall sliding friction coefficient $\mu_w = 0.4$, which was found in previous studies to produce a flowing angle of repose consistent with quasi-2D bounded heap experiments using glass particles [11, 19]. The integration scheme used is the symplectic Euler algorithm. For numerical stability, the integration timestep is $\Delta t = t_e/40$, as in previous publications [13].
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