Constrained realizations of 2MRS density and peculiar velocity fields: growth rate and local flow
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ABSTRACT
We generate constrained realizations (CRs) of the density and peculiar velocity fields within 200 $h^{-1}$ Mpc from the final release of the Two-Micron All-Sky Redshift Survey (2MRS) – the densest all-sky redshift survey to date. The CRs are generated by combining a Wiener filter estimator in spherical Fourier-Bessel space with random realizations of log-normally distributed density fields and Poisson-sampled galaxy positions. The algorithm is tested and calibrated on a set of semi-analytic mock catalogs mimicking the environment of the Local Group (LG), to rigorously account for the statistical and systematic errors of the reconstruction method. By comparing our peculiar velocity CRs with the observed velocities from the Cosmicflows-3 catalog, we constrain the normalized linear growth rate to $f\sigma_8^{\text{lin}} = 0.367 \pm 0.060$, which is consistent at the 1.1$\sigma$ level with the latest Planck results as well as other direct probes. Simultaneously, we estimate a bulk flow contribution from sources beyond the 2MRS reconstruction volume of $B^{\text{ext}} = 199 \pm 68$ km s$^{-1}$ towards $l = 299 \pm 18^\circ$, $b = 8 \pm 19^\circ$. The total reconstructed velocity field at the position of the LG, smoothed with a 1 $h^{-1}$ Mpc Gaussian, is $685 \pm 75$ km s$^{-1}$ towards $l = 270.6 \pm 6.6^\circ$, $b = 35.5 \pm 7.2^\circ$, in good agreement with the observed CMB dipole. The total reconstructed bulk flow within different radii is compatible with other measurements. Within a 50 $h^{-1}$ Mpc Gaussian window we find a bulk flow of $274 \pm 50$ km s$^{-1}$ towards $l = 287 \pm 9^\circ$, $b = 11 \pm 10^\circ$. The code used to generate the CRs and obtain these results, dubbed CORAS, is made publicly available.
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1 INTRODUCTION
The observed minuscule temperature fluctuations in the primordial cosmic microwave background (CMB) firmly support the standard cosmological paradigm of gravitational instability as the driver for the formation of the late clumpy universe. In this paradigm, the cosmological background governs the evolution of the large-scale structure of the underlying mass density field. Galaxies form in virialized objects (halos) of the gravitationally dominant dark matter (DM) and are thus a direct, albeit biased (Kaiser 1984; Bardeen et al. 1986), tracer of the mass density field. Therefore, analysis of the distribution of galaxies and the corresponding large-scale flow pattern of galaxies. Galaxies at low redshift are beyond the peak of their formation and star formation activity. This potentially yields a tighter link between the galaxy and DM distribution than at high redshifts, and simplifies the extraction of cosmological information. Another advantage offered by low-redshift data is the availability of accurate measurements of peculiar velocities in addition to the distribution of galaxies. While the galaxy distribution is a biased tracer of the underlying mass density, the equivalence principle implies that the galaxies share the same velocity field as the underlying mass. Utilizing these distinct data allows us to probe additional aspects of the cosmological models, e.g. deviations from the standard model (Hellwing et al. 2014), and to better control systematic and statistical uncertainties.

One approach to analysing the data is via auto- and cross-correlation functions. Correlation analysis of the galaxy distribution in redshift surveys can be contrasted with predictions from cosmological models to probe cosmological parameters and the (biasing) relation between the DM and the galaxy distribution (e.g. Blake et al. 2011; Percival et al. 2004; Samushia et al. 2012; Beutler et al. 2012; Howlett et al. 2015; Achitouv et al. 2017; Blake et al. 2018). Complementary information can also be obtained from correlations in the observed velocities (e.g. Johnson et al. 2014; Huterer et al. 2017; Dupuy et al. 2019), and by cross-correlating the two (e.g. Nusser 2017; Adams & Blake 2017; Qin et al. 2019; Adams & Blake 2020).

Another approach involves a direct comparison of the measured peculiar velocities with those reconstructed from the galaxy distribution in redshift surveys (e.g. Kaiser et al. 1991; Hudson 1994; Nusser & Davis 1994; Pike & Hudson 2005; Davis et al. 2011; Turnbull et al. 2012; Ma et al. 2012; Carrick et al. 2015; Saïd et al. 2020; Boruah et al. 2020b). The reconstruction relies on a relation implied by gravitational instability theory between the velocity and density. In a nutshell, the velocity is simply proportional to the gravitational force field per unit mass (acceleration) multiplied by the Hubble time with a proportionality constant depending on the matter content of the universe. This approach is almost free of cosmic variance. Theoretically, only the motion of a single object (e.g. the local group of galaxies) is sufficient to infer relevant cosmological parameters.

\textsuperscript{*} E-mail: rlilow@campus.technion.ac.il
\textsuperscript{†} E-mail: adi@physics.technion.ac.il

© 2021 The Authors
A multitude of methods for the reconstruction of the density and peculiar velocity fields have been proposed (e.g. Bertschinger & Dekel 1989; Yahil et al. 1991; Nusser & Davis 1994; Fisher et al. 1995; Bistolas & Hoffman 1998; Zaroubi et al. 1999; Kitaura et al. 2010; Jasche et al. 2010; Courtois et al. 2011; Kitaura 2013; Jasche & Wandelt 2013; Wang et al. 2013; Carrick et al. 2015; Lavaux 2016; Jasche & Lavaux 2019; Graziani et al. 2019; Kitaura et al. 2020; Zhu et al. 2020). However, an accurate and precise recovery of the velocity field from galaxy redshift surveys is impossible. a) The density field is sampled by a finite number of discrete tracers (galaxies). Therefore, “shot noise” prevents an accurate derivation of the density field itself. b) Any dynamical relation adopted for the velocity reconstruction is associated with systematic and random uncertainties and cannot capture all dynamical effects even if the full density field is given, especially in regions with large density contrasts. c) The redshift survey provides redshifts and not distances. Incoherent motions cause an artificial smearing (e.g. fingers-of-god) of structures along the line of sights over a few Mpc scales. This smearing presents another barrier in the ability to recover the velocity on small scale. Finally, d) redshift surveys probe finite volumes, while the velocity field in the survey is affected by the gravitational tug of the large scale structure outside the survey volume.

Therefore, it is necessary to apply a smoothing procedure on the galaxy distribution to suppress the effects of nonlinear evolution, incoherent motions and shot noise. The reconstructed velocity therefore miss small scale modulations that are present in the observed velocities in distance indicator catalogs. This is highly relevant in the comparison of reconstructed versus observed galaxy velocities, where the mismatch in the probed scales can lead to systematic uncertainties in the inferred parameters (Davis et al. 1996; Berlind et al. 2000; Nusser et al. 2020). In this respect, the smoothing procedure by means of orthogonal modes in the space of the data, as done in Davis et al. (2011), has the great advantage that both the reconstructed and observed velocities are matched on the same scales. The procedure yields unbiased estimates of the cosmological parameters but does not fully exploit the data on small scales.

An alternative approach is the Wiener filtering methodology, which under certain assumptions is designed to exploit the full information content of the data. The Wiener filter (WF) is the optimal linear filter in the sense that it minimizes the variance of the underlying signal around the reconstructed one (Zaroubi et al. 1995). It leaves regions (and scales) where the data has a high signal-to-noise-ratio mostly unaltered, but suppresses the estimated signal in noise-dominated regions. Therefore, the WF estimates of the density and velocity fluctuations are biased towards zero. Accordingly, a direct inference of cosmological information (e.g. the power spectrum/correlation) from the WF fields is biased. Also, the comparison of these fields with independent observations must employ proper statistical tools that incorporate this bias. Furthermore, the effective smoothing length of the WF is data-dependent, complicating the interpretation of cosmological information obtained by comparison of different date sets. Both of these complications can be partially alleviated using the technique of constrained realizations (CRs) (Bertschinger 1987; Hoffman & Ribak 1991; Zaroubi et al. 1999). This technique aims at sampling the statistical distribution of all possible underlying fields compatible with the observed data on the full range of scales. Marginalizing over this distribution yields unbiased estimates of the inferred cosmological parameters. It furthermore provides a faithful estimation of the observational errors in both these parameter estimates and the reconstructed fields themselves.

In this paper, we present the CORAS framework for the fast generation of COstrained Realizations from All-sky Surveys. Following the method devised in Fisher et al. (1995), it is based on applying the WF to a spherical Fourier-Bessel (SFB) expansion of the density field, which is suitable for a flux-limited (almost) all-sky redshift survey, as both redshift-space distortions (RSDs) and galaxy selection preserve the statistical isotropy of structure relative to the observer. To derive the peculiar velocity field associated with the galaxy distribution in redshift space, we adopt the linear theory relation between density and velocity. It has been shown in Keselman & Nusser (2017) that for scales $\gtrsim 5 \ h^{-1} \text{Mpc}$ such a linear reconstruction yields generally better results than nonlinear methods when applied to realistic mock redshift catalogues. The authors of Keselman & Nusser (2017) suspect this to be caused by the higher sensitivity of nonlinear reconstructions to the information on small scales, which are more strongly contaminated by nonlinear RSDs (e.g. fingers-of-god) and selection effects. Altogether, this yields a numerically very efficient, conservative reconstruction algorithm.

The SFB-WF reconstruction method has previously been successfully applied in Fisher et al. (1995); Webster et al. (1997) to the IRAS 1.2-Jy survey, in Schmoldt et al. (1999) to the IRAS PSCz survey and in Erdogdu et al. (2006) to an earlier release of the Two-Micron All-Sky Redshift Survey (2MRS) with a lower flux limit of $K_s \leq 11.25$ (Huchra et al. 2005).

In CORAS we further extend this method by implementing an algorithm for the fast generation of CRs, allowing a faithful error assessment accounting for the correlations in the density and velocity fields. For this, we adapt the Hoffman-Ribak method (Hoffman & Ribak 1991) for generating CRs of Gaussian fields to capture the non-Gaussianity of small-scale structures as well as the shot noise. This is achieved by generating random galaxy catalogs Poisson-sampled from log-normal density realizations, closely following the approach of Agrawal et al. (2017).

In this work, we apply CORAS to the final release of 2MRS with a flux limit of $K_s \leq 11.75$, containing nearly 45,000 galaxies, 90% of which within an effective depth of $z \approx 0.05$ (Huchra et al. 2012; Macri et al. 2019). Compared to the earlier 2MRS release, the number of galaxies approximately doubled, making it the densest all-sky redshift survey to date, thus significantly improving the reconstruction accuracy and precision compared to previous applications of the SFB-WF method. We reconstruct the matter density contrast and peculiar velocity fields in a spherical volume of comoving radius $r_{\text{max}} = 200 \ h^{-1} \text{Mpc}$. In linear theory, this depends on the ratio of growth function and galaxy bias, $\beta = f/b$. By multiplying $\beta$ with the galaxy density fluctuation amplitude on a scale of $8 \ h^{-1} \text{Mpc}$, $\sigma_8^g$, we obtain the normalized growth rate $f \sigma_8 = \beta \sigma_8^g$, which only combines cosmological parameters (Pike & Hudson 2005). The galaxy fluctuation amplitude $\sigma_8^g$ is estimated from 2MRS itself. To constrain $f \sigma_8$, we use the publicly available Cosmicflows-3 (CF3) catalog of galaxy distances (Tully et al. 2016) and minimize the scatter between reconstructed and observed peculiar velocities with a maximum-likelihood (ML) estimator. We simultaneously constrain the bulk flow contribution from sources beyond the 2MRS reconstruction volume as well as the velocity of the Local Group (LG) with respect to the Cosmic Microwave Background (CMB).

While the ML estimator and the standard deviation between different CRs provide an excellent estimate of the errors due to observational distance uncertainties and shot noise, there are also errors introduced by the approximations assumed in our modelling itself. Since these intrinsic reconstruction errors and biases are difficult to model theoretically, we obtain the normalized growth rate $f \sigma_8 = \beta \sigma_8^g$, which only combines cosmological parameters (Pike & Hudson 2005). The galaxy fluctuation amplitude $\sigma_8^g$ is estimated from 2MRS itself. To constrain $f \sigma_8$, we use the publicly available Cosmicflows-3 (CF3) catalog of galaxy distances (Tully et al. 2016) and minimize the scatter between reconstructed and observed peculiar velocities with a maximum-likelihood (ML) estimator. We simultaneously constrain the bulk flow contribution from sources beyond the 2MRS reconstruction volume as well as the velocity of the Local Group (LG) with respect to the Cosmic Microwave Background (CMB).
We begin by discussing the different theoretical ingredients that CORAS relies on to generate CRs from all-sky surveys, including all the assumptions and approximations made. We denote by \( r \) and \( v = \dot{r} \) the comoving coordinate and comoving peculiar velocity of a mass tracer (a galaxy), respectively. The mean density of the universe is \( \bar{\rho} \) and the density contrast is \( \delta = \rho / \bar{\rho} - 1 \). The total mass density parameter is \( \Omega_m = \bar{\rho}/\rho_c \), where \( \rho_c \) is the critical density of the universe. The Hubble function is \( H(t) = a/\ddot{a} \) with \( a \) being the scale factor related to the redshift by \( z = 1/a - 1 \). Furthermore, as usual, \( f \) denotes the logarithmic derivative of the linear growth factor \( D_+ \) with respect to \( a \), \( f = \ln D_+/\ln a \) (Peebles 1980), which for a \( \Lambda CDM \) cosmology can approximately be expressed in terms of the dimensionless matter density parameter, \( f \approx \Omega_m^{0.55} \) (Linder 2005).

### 2.1 Linear growth and bias

We assume the matter density contrast \( \delta = \rho / \bar{\rho} - 1 \) and the comoving peculiar velocity \( v \) (relative to the CMB) to be related via linear theory,

\[
\nabla \cdot v = -f H \delta.
\]

Since we do not observe the matter density contrast directly, we need to relate it to the galaxy density contrast \( \delta^g \). Assuming a linear galaxy bias \( b \) such that \( \delta^g = b \delta \), we obtain \( \nabla \cdot v = -f \beta b \delta^g \), with the biased growth rate \( \beta = f/b \). Due to the luminosity dependence of the galaxy bias and the radially increasing minimal observable luminosity in a flux-limited survey, the mean bias of the observed galaxies and thus also \( \beta \) strongly depend on distance. To estimate this dependence, we express the bias as the ratio of the nonlinear galaxy and matter density fluctuation amplitudes, \( b(r) = \sigma^g_8(r)/\sigma_8 \), and estimate \( \sigma^g_8(r) \) directly from the survey, as described in Appendix A.\(^3\) We can then correct for the radial bias dependence by defining the normalized density contrast

\[
\hat{\delta}(r) \equiv \frac{\delta^g(r)}{\sigma^g_8(r)} = \frac{\delta(r)}{\sigma_8} ,
\]

whose relation to \( \delta \) only depends on the cosmological parameter \( \sigma_8 \) and not on any survey characteristics anymore. In terms of \( \hat{\delta} \), Eq. (1) reads

\[
\nabla \cdot v = -f \sigma_8 H \hat{\delta}.
\]

Due to its redshift dependence, the parameter combination \( f \sigma_8 H \) still has an implicit distance dependence that has to be accounted for when solving Eq. (3) for the velocity. The redshift-dependence of \( H \) is absorbed into the comoving coordinates by working in units \( h^{-1} \text{ Mpc} \). For \( f \sigma_8 \) we simply neglect this dependence and use its value at the mean redshift \( z \) of the survey. This is a good approximation for a shallow survey such as 2MRS, where \( z \approx 0.025 \) and deviations of \( f \sigma_8 \) around its mean value are less than 2%. For reconstructions of deeper future all-sky surveys, however, the full redshift dependence needs to be taken into account.

### 2.2 Redshift space distortions and discrete data

Galaxy redshift surveys like 2MRS provide redshifts (rather than real distances) and angular positions of a set of \( N^g \) galaxies. In a flux-limited survey we only observe a fraction \( \phi(r) \) of galaxies at a given distance, where \( \phi(r) \) is the radial selection function of the survey. The latter is obtained directly from the observations using the \( F/T \)-estimator described in Appendix C.

Let \( s \) be the comoving redshift coordinate defined as

\[
\begin{align*}
\hat{s} &= d_{\text{com}}(z_{\text{obs}}) \frac{r}{H} = r + v_r \frac{r}{H} ,
\end{align*}
\]

where \( r = d_{\text{com}}(z) \) and \( v_r \) are, respectively, the true comoving distance and radial peculiar velocity of a galaxy. For the distance-redshift relation we assume a flat \( \Lambda CDM \) cosmology with \( \Omega_m \) taken from the Planck-18 results (Aghanim et al. 2020b).\(^4\) However, for the low-redshift survey 2MRS the dependence of our results on \( \Omega_m \) is only marginal.

A simple estimator of the normalized density contrast field in \( s \)-space is given by a weighted sum of Dirac delta distributions at the \( s \)-space positions \( s_j \) of the \( \bar{N}^g \) observed galaxies,

\[
\hat{\delta}^D(s) = \frac{1}{\sigma^g_8(s)} \frac{1}{N^g} \sum_{j=1}^{N^g} \frac{1}{\phi(s_j)} \delta_{\text{Dirac}}(s - s_j) - 1
\]

\[
\approx \frac{1}{\sigma^g_8(s)} \sum_{j=1}^{N^g} \hat{w}(s_j) \delta_{\text{Dirac}}(s - s_j) - \phi(s) \hat{w}(s) .
\]

The superscript “\( D \)” denotes the observed data, \( \bar{n}^g \) is the mean galaxy number density, and we defined the weighting function

\[
\hat{w}(s) = \frac{1}{\phi(s) \sigma^g_8(s)} .
\]

The inverse selection function accounts for the expected total number

\[
\begin{align*}
\hat{\delta}^D(s) &= \frac{1}{\sigma^g_8(s)} \frac{1}{N^g} \sum_{j=1}^{N^g} \frac{1}{\phi(s_j)} \delta_{\text{Dirac}}(s - s_j) - 1
\end{align*}
\]

\[
\approx \frac{1}{\sigma^g_8(s)} \sum_{j=1}^{N^g} \hat{w}(s_j) \delta_{\text{Dirac}}(s - s_j) - \phi(s) \hat{w}(s) .
\]

The inverse selection function accounts for the expected total number

\[
\begin{align*}
\hat{w}(s) &= \frac{1}{\phi(s) \sigma^g_8(s)} .
\end{align*}
\]

\(^3\) When referring to the linear matter density fluctuation amplitude, we write \( \sigma^m_8 \) instead.

\(^4\) We use the Planck-18 results for the TT,TE,EE+lowE+lensing combination: \( \Omega_m = 0.3153, \Omega_0 = 0.04930, h = 0.6736, n_s = 0.9649, \sigma^m_8 = 0.8111 \).
of galaxies per an observed one. The mean galaxy number density is estimated via
\[
\bar{n} = \frac{1}{V} \sum_{j=1}^{N^s} \frac{1}{\phi(s_j)},
\]
where \(V\) is the spherical reconstruction volume of radius \(r_{\text{max}}\).

Galaxy redshifts are commonly provided in heliocentric reference frame, but they can be transformed to any other frame moving at any arbitrary velocity. In studies of the local large-scale structures, two reference frames are commonly considered: the frame defined by the CMB on the one hand and that comoving with the LG, at \(V^{\text{LG}} = 620 \pm 15 \text{ km s}^{-1}\) towards \(l = 271.9 \pm 2.0^\circ\) and \(b = 29.6 \pm 1.4^\circ\) with respect to the CMB (Aghanim et al. 2020a), on the other hand.

We live in a moderate-density cosmic neighborhood with a highly coherent flow out to a few Mpc (Sandage 1986; Tully et al. 2008). For nearby galaxies, the redshifts in the LG frame (hereafter LG redshifts) are therefore close to the cosmological redshifts and provide a good proxy for the actual distances. Accordingly, the LG frame \(s\)-space distribution of those galaxies is close to their \(r\)-space distribution. If we instead use redshifts in the CMB frame (hereafter CMB redshifts) as a distance proxy, the large coherent motion of nearby galaxies relative to the CMB will introduce a dipole modulation in their \(s\)-space distribution: galaxies in the direction of \(V^{\text{LG}}\) will appear more distant and those in the opposite direction less distant than they actually are. Some of the latter will acquire negative redshifts and need to be excluded. Those typically lie within distances of \(V^{\text{LG}} \cos \theta / H\), where \(\theta\) is the angle between the angular galaxy position and the direction of \(V^{\text{LG}}\).

For distant galaxies, the opposite is true: CMB redshifts are on average closer to the cosmological redshifts, thus providing a better distance proxy. Therefore, the CMB frame \(s\)-space distribution is close to the \(r\)-space distribution of those galaxies, whereas their LG frame \(s\)-space distribution exhibits a dipole modulation: Galaxies in the direction of \(V^{\text{LG}}\) appear too close and those in the opposite direction too distant. Thus, on one side some galaxies beyond \(r_{\text{max}}\) would be included, while on the other side some galaxies within \(r_{\text{max}}\) are excluded.

There is also a drawback to working with LG redshifts which is related to testing and calibrating the results. Generating mock catalogs matching the LG properties can be challenging even in the largest simulations available. In particular, LG candidates which satisfy the local coherence and amplitude of the velocity field are rare, see Section 4.1. In our analysis we will thus consider both choices of redshift reference frames.

### 2.3 Spherical Fourier-Bessel decomposition

The underlying cosmological fluctuations are statistically homogeneous and isotropic, yielding diagonal two-point correlators in Fourier space. In realistic redshift surveys, the homogeneity is broken by two effects: First, the radial peculiar velocities of galaxies introduce \(r\)-space distortions. Second, in flux-limited surveys, the fraction of observable galaxies decreases with distance, causing a coupling between different Fourier modes. However, in the absence of additional angular selection, statistical isotropy is preserved. This isotropy is best exploited by working in spherical Fourier-Bessel (SFB) space, where the different angular modes remain independent and only the radial modes are coupled. In the following, we focus on the main aspects of the SFB space and refer to Appendix B and Fisher et al. (1995) for details.

Given \(\delta(r)\) in terms of the spherical coordinates \(r = (r, \theta, \varphi)\), its SFB expansion within a spherical volume of radius \(r_{\text{max}}\) is defined in terms of spherical Bessel functions \(j_l\) and spherical harmonics \(Y_{lm}\),
\[
\delta(r) \approx \sum_{l=0}^{l_{\text{max}}} \sum_{m=-l}^{l_{\text{max}}} C_{lm} \bar{\delta}_{lm} \, j_l(k_l r) \, Y_{lm}(\theta, \varphi),
\]
where \(\bar{\delta}_{lm}\) are the SFB coefficients, \(k_l\) are the radial Fourier modes, and \(C_{lm}\) are normalization coefficients. Only in the limit of \(l_{\text{max}}\) and \(n_{\text{max}}(l)\) tending to infinity, the SFB base functions form a complete set and Eq. (8) becomes exact. In practice we need to truncate the sum at some finite number of modes, thus limiting the radial and angular resolution of the decomposed function. The choice of \(r_{\text{max}}\), \(l_{\text{max}}\) and \(n_{\text{max}}(l)\) is discussed in Section 3.1.

The discreteness of the radial spectrum is a consequence of considering only a finite survey volume, and different possible choices for the boundary conditions are discussed in Fisher et al. (1995); Erdoğan et al. (2006). They argue that the most natural and conservative boundary conditions correspond to a vanishing density contrast at \(r \geq r_{\text{max}}\). In combination with the continuity of the gravitational force field at \(r = r_{\text{max}}\), this yields the Eqs. (B1) and (B4) for \(k_{ln}\) and \(C_{ln}\), respectively. The SFB base functions then form an orthogonal set, allowing an inversion of Eq. (8) to obtain the coefficients \(\bar{\delta}_{lm}\) via
\[
\bar{\delta}_{lm} = \int_0^{r_{\text{max}}} \frac{dr}{r^2} \int d\Omega \, j_l(k_{ln} r) Y_{lm}(\theta, \varphi) \, \delta(r).
\]

Furthermore, since the linear velocity field can be expressed as a potential gradient and the SFB base functions are eigenfunctions of the Laplace operator, we can invert Eq. (3) to express the components of the velocity field directly in terms of \(\bar{\delta}_{lm}\), see Eqs. (B5) to (B7). We can thus immediately evaluate both \(\delta(r)\) and \(v(r)\) once the coefficients \(\bar{\delta}_{lm}\) are reconstructed from the observed galaxy distribution.

For a galaxy redshift survey, the \(r\)-space coefficients \(\bar{\delta}_{lm}^r\) are obtained in two steps. First, we insert the estimator of \(\delta(s)\), Eq. (5), into the \(s\)-space equivalent of Eq. (9),
\[
\bar{\delta}_{lm}^s = \frac{1}{H^3} \sum_{j=1}^{N_s} \delta(s_j) \, j_l(k_{ln} r_j) \, Y_{lm}(\theta, \varphi_j - \delta_{l0} M^s_{ln})
\]
where \(M^s_{ln}\) is the \(s\)-space monopole contribution defined in Eq. (B8). As shown in detail in Fisher et al. (1995), the SFB coefficients in \(s\)- and \(r\)-space can then be related by inserting the continuity equation \((1 + \delta(r)) \, d^3 r = (1 + \delta(s)) \, d^3 s\) into the \(s\)-space equivalent of Eq. (9), and Taylor-expanding all remaining functions of redshift distance around the respective real distance. To first order in the peculiar velocities, this yields
\[
\bar{\delta}_{lm}^s = \sum_{n'=0}^{n_{\text{max}}(l)} \left( Z_{ln} \right)_{nn'} \left[ \bar{\delta}_{lm}^r + \delta_{l0} M^r_{ln} \right],
\]
where the matrix \(Z_{ln}\), defined in Eq. (B9), describes the coupling between the radial modes of the \(s\)- and \(r\)-space density contrasts. The \(r\)-space monopole contribution \(M^r_{ln}\), defined in Eq. (B10), is introduced to correct for any spurious mean density contrast introduced by the RSD correction.

In overdense regions the mapping from \(s\)- to \(r\)-space can become multi-valued. The linearised RSD correction does not take this into account and is thus inaccurate in those regions. Alongside other
nonlinear small-scale effects, this can be mitigated by smoothing the reconstructed fields on a scale of a few $h^{-1}$ Mpc, as discussed in Section 2.4.

### 2.4 Wiener filtering

If the observed data were in fact only the (linearly) redshift-space distorted true underlying density signal, it would be sufficient to invert the coupling relation in Eq. (11). In reality, however, the data are noisy and a simple inversion of RSDs is generally unstable and greatly amplifies the noise (Zaroubi et al. 1995; Fisher et al. 1995). To mitigate this effect, we will apply the Wiener filter (WF) $W$ to the data,

$$\delta^W \equiv W \delta^D = \langle \hat{\delta}^S \hat{\delta}^D \rangle (\hat{\delta}^D)^{-1} \hat{\delta}^D,$$

(12)

where $\langle \hat{\delta}^S \hat{\delta}^D \rangle$ and $\langle \hat{\delta}^D \hat{\delta}^D \rangle$ denote the normalized density signal-data cross-correlation and data-data auto-correlation, respectively. Essentially, this filter suppresses the noise-dominated parts of the data while leaving signal-dominated data mostly unaffected. The WF minimizes the variance of the residual field $\Delta \delta \equiv \delta^S - \delta^W$, (Zaroubi et al. 1995)

$$\langle \Delta \delta \Delta \delta \rangle = \langle \hat{\delta}^S \hat{\delta}^S \rangle - W \langle \hat{\delta}^D \hat{\delta}^S \rangle. $$

(13)

If the probability distribution function (PDF) of the signal given the data,

$$P(\delta^S | \delta^D) = \frac{P(\hat{\delta}^S \hat{\delta}^D) P(\hat{\delta}^S)}{P(\hat{\delta}^D)},$$

(14)

were Gaussian, the WF estimate would equal both the conditional mean and the most probable realization of the signal given the data. In our situation this is not the case. While the density fluctuations in the early universe were exceptionally close to Gaussian (Aghanim et al. 2020b), the subsequent nonlinear gravitational evolution leads to the development of non-Gaussian features. It is found that the evolved underlying density field approximately follows a log-normal distribution (Coles & Jones 1991; Kofman et al. 1994). The observed data are the positions of galaxies, which we model as a set of point-like tracers sampled from the underlying log-normal density field by a Poisson process. Nevertheless, the WF remains a useful estimator for the reconstructed signal, as it keeps its variance-minimizing and noise-suppressing properties for arbitrary distributions of signal and data.

In real space, the correlation functions entering the WF in Eq. (12) are given by (Bertschinger 1992)

$$\langle \hat{\delta}^S (r_1) \hat{\delta}^D (r_2) \rangle = \xi_\delta (|r_1 - r_2|),$$

(15)

$$\langle \hat{\delta}^D (r_1) \hat{\delta}^D (r_2) \rangle = \hat{\xi}_\delta (|r_1 - r_2|) + \frac{\hat{\nu}(r_1)}{\bar{\nu}} \hat{\delta}_{\text{Dirac}} (r_1 - r_2),$$

(16)

where $\hat{\xi}_\delta = \xi_\delta / \sigma^2_\Delta$ denotes the correlation function of the normalized density contrast, $\hat{\delta}$. The second term in Eq. (16) is the contribution from shot noise, which increases towards larger distances where a smaller fraction of galaxies is observed.

As shown in detail in Fisher et al. (1995), one can perform the SFB transforms of the correlation functions in Eqs. (15) and (16), and combine the results with the definition of the WF, Eq. (12), as well as the linear RSD correction, Eq. (11), to obtain the overall expression for the SFB modes of our normalized density contrast estimator,

$$\delta_{lmm}^W = \sum_{l'n'} \left( S_l (S_l + N_l) \right)^{-1} \delta_{lmm}^D,$$

(17)

where $S_l$ and $N_l$ are given in Eqs. (15) and (16), and $\delta_{lmm}^D$ is the $l$-mode of the reconstructed density field. The components of the signal correlation matrix $S_l$ are given in Eq. (B11), those of the noise correlation matrix $N_l$ in Eq. (B12).

The WF density estimator in Eq. (12) does not guarantee positivity of the density field since it contains no information on the full density PDF beyond the correlation function. It can thus yield negative densities in very underdense regions. This contamination can be reduced by convolving the reconstructed density field obtained after applying the WF with a Gaussian smoothing kernel with a width $r_{\text{rec}}$ of a few $h^{-1}$ Mpc. This is easily achieved by multiplying the SFB coefficients of the normalized density contrast with the SFB-transformed Gaussian kernel,

$$\delta_{lmm}^W \rightarrow \delta_{lmm}^W \exp \left[ -\frac{(k_{\text{in}} r_{\text{rec}})^2}{2} \right],$$

(18)

before evaluating the $r$-space density or velocity fields via Eqs. (8) and (B5) to (B7).

For applications where strict positivity of $1 + \hat{\delta}$ is required an additional simple remapping of density contrasts below some small threshold value $\hat{\delta}_t$ can be performed, e.g.

$$\hat{\delta} \rightarrow (1 + \hat{\delta}) e^{\hat{\delta} - \hat{\delta}_t} - 1 \quad \text{if} \quad \hat{\delta} < \hat{\delta}_t.$$

(19)

As we are mainly interested in the reconstructed velocity field in this work, though, no such post-processing is necessary.

### 2.5 Constrained realizations

When applied to a flux-limited survey, the WF density and velocity fields tend to zero at large distances where the noise dominates the underlying signal. For many applications, it is useful to create realizations of these fields which compensate for the WF-suppressed power in a way that is compatible with the observed data. This can be achieved in the framework of constrained realizations (CRs) (Bertschinger 1987), which deals with the task of generating random fields of a given statistical distribution that satisfy a set of constraints. Hoffman and Ribak developed an optimal algorithm for the case of a zero-mean Gaussian random field with constraints that are linear in the field (Hoffman & Ribak 1991). It relies on the fact that the variance of a Gaussian field around the constrained mean field is independent of the actual values of the constraints. This allows us to generate CRs by simply adding random residual field realizations to the constrained mean of the field.

In our reconstruction problem neither the signal nor the data are Gaussian random fields. However, if we replace the constrained mean by the WF estimate, we nevertheless satisfy the essential property that the variance of the residual density contrast, Eq. (13), does not depend on the actual value of the data $\delta^D$. This suggests that we define the density contrast CR $\delta^C$ in complete analogy to the Hoffman-Ribak method: First, we generate random signal and data...
According to Eq. (3), the normalized growth rate \( M_{NR} \) is expressed relative to the reconstructed LG dipole component presents as a special case. It is a parameter that is added to the WF estimate of the actual data,

\[
\delta^C \equiv \Delta \delta^R + \delta^W .
\]

By construction, \( \delta^C \) obeys

\[
\{ \langle \delta^C \delta^C \rangle \}_{R} = \{ \langle \delta^S \delta^S \rangle \}.
\]

Equation (22) also shows that the CRs capture the full 2-point correlations of the actual signal. The same will not hold for higher-order \( p \)-point correlators, though, since the CRs defined in Eq. (20) do not sample the full conditional PDF \( P[\delta^S|\delta^B] \). This also means that the constrained density field realizations can take negative values in very underdense regions - just like the WF estimate. To alleviate this problem, we can thus apply the same smoothing and, if required, remapping to \( \delta^C \) as described in Eqs. (18) and (19) for \( \delta^W \) in Section 2.4.

Details on the numerical implementation of generating random log-normal signal and Poisson-sampled data realizations as well as their combination into CRs of the density contrast and peculiar velocity fields according to Eq. (20) can be found in Appendix D.

2.6 Velocity-velocity comparison and parameter estimation

According to Eq. (3), the normalized growth rate \( f_{\sigma g} \) can be inferred by matching the radial peculiar velocity reconstructed from the smoothed density with independently observed velocities (hereafter \( v-v \) comparison). In practice, we compare the observed and reconstructed distance moduli since the distance modulus is the actual observable with normally distributed errors in a galaxy distance catalog such as CF3 (Tully et al. 2016). To relate distance modulus \( \mu \) and radial peculiar velocity \( v_r \), we evaluate \( \mu \) at the cosmological redshift \( z = \hat{\mu}_{\text{obs}} - v_r/c \) and expand it to linear order in \( v_r \).

\[
\mu(z) = 25 + 5 \log_{10} \left( \frac{d_{\text{lim}}(z)}{\text{Mpc}} \right) \approx \hat{\mu}(z)_{\text{obs}} - \eta(z)_{\text{obs}} v_r(s) .
\]

Here, \( d_{\text{lim}} \) denotes the luminosity distance and \( \eta \) is defined as

\[
\eta(z) := \frac{\partial \mu}{\partial v_r}(z) \bigg|_{v_r=0} = \frac{5}{\ln(10)} \frac{1}{c} d_{\text{lim}}(z) \frac{\partial d_{\text{lim}}}{\partial z}(z) .
\]

To minimize the spatial Malmquist bias effect (Aaronson et al. 1982), the radial peculiar velocity field \( v_r \) in Eq. (23) is not evaluated at the measured distance inferred from \( \mu \), which is subject to large errors, but rather at the observed redshift distance, \( s = (x, \theta^{\text{obs}}, \varphi^{\text{obs}}) \) with \( s = d_{\text{com}}(z) \).

The reconstruction of the peculiar velocity field requires knowledge of the mass distribution also outside the survey volume. The velocity dipole component presents a special case. Its value on a shell at radius \( r \) is completely independent of the mass distribution beyond \( r \) when the peculiar velocity is expressed relative to the reconstructed LG motion, \( v_{\text{rec}}(r) = v_{\text{rec}}(r) - v_{\text{rec}}(0) \) (Nusser & Davis 1994), where \( v_{\text{rec}} \) is defined relative to the CMB frame. From this point of view, it is advantageous to perform the \( v-v \) comparison using \( v_{\text{rec}} \) rather than \( v_{\text{obs}} \). However, the disadvantage of working with \( v_{\text{rec}} \) is that it approaches \( v_{\text{LG}} \) at large \( r \). Since this reflex dipole is actually significant, it may dominate the statistical comparison of the velocities at large distance.

In order to avoid this situation, we make the comparison for galaxies beyond certain redshift cuts \( z_{\text{min}} \). Instead of working with \( v_{\text{rec}} \), we express all peculiar velocities relative to the CMB and allow for a constant (bulk) velocity offset \( B^{\text{ext}} \) between the reconstructed and observed velocities of the galaxies satisfying the cut.

\[
v_{\text{rec}} \to v_{\text{rec}} + B^{\text{ext}} .
\]

This mitigates the effect of the external field and at the same time yields a comparison at the level of velocity fluctuations on top of a constant flow. We stress that \( B^{\text{ext}} \) only enters at the level of the peculiar velocities. It does not affect the redshifts at which the galaxies are placed. The choice of redshift frame is discussed in Section 2.2.

Furthermore, we allow the dimensionless Hubble parameter \( k_{\text{obs}} \) used in the computation of the observed galaxy distances to vary freely. This allows for a “breathing mode” which reflects uncertainties in the determination of the absolute distance scale in the galaxy distance catalog and in determining the actual mean number density of galaxies within the reconstruction volume. In our analysis, \( k_{\text{obs}} \) is treated as a nuisance parameter. Together with \( f_{\sigma g} \) there are thus five free parameters to be fixed, which we collect into the parameter vector \( \Theta = (f_{\sigma g}, B^{\text{ext}}, k_{\text{obs}}) \).

Let \( \mu^{\text{obs}} \) be the vector of the \( N_{\text{obs}} \) observed distance moduli and \( \mu^{\text{rec}} \) that of the respective distance moduli predicted from our reconstructed velocity, \( \mu^{\text{rec}} = \mu(z)_{\text{obs}} - \eta(z)_{\text{obs}} v^{\text{rec}}(s) \). Then \( f_{\sigma g} \) is estimated by maximizing the log-likelihood \( L_{\mu} \) of the difference vector \( \Delta \mu = \mu^{\text{obs}} - \mu^{\text{rec}} \).

\[
L_{\mu} = -\frac{1}{2} \left[ \Delta \mu^T C_{\Delta \mu}^{-1} \Delta \mu + \ln \det C_{\Delta \mu} \right] .
\]

where \( C_{\Delta \mu} \) is the covariance matrix of \( \Delta \mu \). In principle, we could determine the most probable parameter values \( \Theta^{\text{mp}} \) using the WF estimate of \( v_{\text{rec}} \) and including its 1-point variance in \( C_{\Delta \mu} \). However, this approach would completely ignore the spatial correlations between the peculiar velocities and their scatter. To properly take these into account, we will instead resort to the velocity CRs \( v^{\text{CR}} \). For each CR, we compute \( \Theta^{\text{mp}}(v^{\text{CR}}) \) by maximizing \( L_{\mu} \), assuming that \( v^{\text{CR}} \) describes the true velocity field. \( C_{\Delta \mu} \) is thus just given by the covariance of the observed distances, which is diagonal for CF3,

\[
C_{\Delta \mu} \approx C_{\mu^{\text{obs}}} = \text{diag} \left( \left[ \frac{\sigma_{\mu^{\text{obs}}}}{j} \right] ^2 \chi^{\text{obs}} \right) .
\]

The actual scatter in the reconstructed velocity field is then accounted for by considering the distribution of \( \Theta \) over a sufficiently large set of CRs.

The PDF of the parameters is thus described by

\[
P(\Theta) \approx \int \mathcal{D}v^{\text{CR}} P(\Theta|v^{\text{CR}}) P(v^{\text{CR}}) \approx \frac{1}{N_{\text{CR}}} \sum_{\alpha=1}^{N_{\text{CR}}} P(\Theta|v^{\text{CR}}) ,
\]

where marginalizing over the distribution \( P(v^{\text{CR}}) \) of velocity field CRs is approximated by averaging over a set of \( N_{\text{CR}} \) CRs. \( P(\Theta|v^{\text{CR}}) \) is the conditional PDF of the parameters given a specific velocity CR, which we assume to be a Gaussian around the most probable parameter vector \( \Theta^{\text{mp}} \) obtained by maximizing the log-likelihood \( L_{\mu} \).
in Eq. (26), i.e.

\[-2 \ln P(\Theta | r_C) = \left[ \Theta - \Theta^{\text{mp}}(r_C) \right]^{T} C^{-1}_\Theta (r_C) \left[ \Theta - \Theta^{\text{mp}}(r_C) \right] + \ln \det C_\Theta (r_C). \tag{29}\]

The parameter covariance matrix \(C_\Theta (r_C)\) is estimated as the inverse of the Fisher matrix,

\[C^{-1}_\Theta (r_C)_{ab} = \left( \frac{\partial^2 L_\mu}{\partial \Theta_a \partial \Theta_b} \right)_{\text{obs}} \left| \Theta = \Theta^{\text{mp}}(r_C) \right. \]

\[= \sum_{f=1}^{N_{\text{obs}}} \left( \frac{1}{(\sigma^{\text{obs}})_{f,a}^2} \right) \left. \frac{\partial \mu^{\text{rec}}}{\partial \Theta_a} \frac{\partial \mu^{\text{rec}}}{\partial \Theta_b} \right| \Theta = \Theta^{\text{mp}}(r_C), \tag{30}\]

where \(\langle \ldots \rangle_{\text{obs}}\) denotes the average over all \(N_{\text{obs}}\) observed group distances.\(^6\)

The maximum-likelihood (ML) estimate of \(\Theta\) is given by the mean of the distribution in Eq. (28),

\[\Theta^\text{ML}_a = \int d\Theta \, \Theta_a \, P(\Theta) \approx \frac{1}{N_C} \sum_{a=1}^{N_C} \Theta^{\text{mp}}_a (r_C). \tag{31}\]

The associated 1σ errors are obtained from the variance

\[\sigma^2_{\Theta,a} = \int d\Theta \, \Theta^2_a \, P(\Theta) - (\Theta^\text{ML}_a)^2 \tag{32}\]

\[\approx \frac{1}{N_C} \sum_{a=1}^{N_C} (\Theta^{\text{mp}}_a (r_C))^2 - (\Theta^\text{ML}_a)^2 + \frac{1}{N_C} \sum_{a=1}^{N_C} (\sigma^{\text{obs}}_a (r_C))^2, \]

with \((\sigma^{\text{obs}}_a (r_C))^2 = [C_\Theta (r_C)]_{a,a}\). The first two terms in Eq. (32) describe the variance of the most probable parameter value \(\Theta^{\text{mp}}_a\) due to the scatter between different CRs. Hence, they quantify the uncertainty caused by shot noise in the galaxy redshift catalog. The last term, on the other hand, is the average variance of parameter \(\Theta_a\) per CR, and thus quantifies the uncertainty caused by errors in the observed distance moduli.

3 REDSHIFT SURVEY AND PECCULAR VELOCITY CATALOG

3.1 2MRS

We use CORAS to generate CRs of the galaxy redshift and velocity fields from the latest release of the Two-Micron All-Sky Redshift Survey (2MRS) (Huchra et al. 2012; Macri et al. 2019). 2MRS is a flux-limited catalog that covers 71% of the sky and provides redshifts for 44.572 galaxies with a \(K_s\)-band magnitude of \(K_s \leq 11.75\). We fix the outer reconstruction boundary radius to \(r_{\text{max}} = 200 \ h^{-1} \text{Mpc}\), containing 98% of the 2MRS galaxies.

In order to mitigate the effect of the fingers-of-god in the reconstruction, we use the corresponding galaxy group catalog of Tully (2015), placing galaxies at the mean redshift of their associated group. Other group catalogs are available (e.g. Lim et al. 2017; Lambert et al. 2020), but we prefer Tully (2015) because it is also used in the grouping of CF3 galaxies, thus ensuring an optimal match between redshift positions in both 2MRS and CF3. Galaxies with negative redshifts and those outside of the reconstruction volume, \(s > r_{\text{max}}\), are excised. We further impose a partial volume limit within a distance 30 \(h^{-1} \text{Mpc}\) by keeping only galaxies sufficiently bright to be observable if placed at that distance. This reduces potential biases due to selection effects within this local sub-volume that are not properly captured by the \(F/T\) selection function estimator described in Appendix C.

The statistical isotropy of the observed galaxy distribution is slightly violated by the zone of avoidance (ZOA) near the galactic plane. To reinstate the isotropy, we populate the ZOA with copies of neighbouring galaxies, following the approach of Yahi et al. (1991). For this, we separate the survey volume into bins in radius, latitude and longitude, and draw the number of galaxies to be copied into one of the ZOA bins from a Poisson distribution whose mean is given by the mean number of galaxies in the adjacent latitudinal bins. Those galaxies are then assigned the redshift and longitude of one of the galaxies chosen at random from the adjacent bins as well as a random latitude drawn from a uniform distribution.

The choice of \(l_{\text{max}}\) and \(n_{\text{max}}\) in the SFB decomposition of the density and velocity fields is a trade-off between computational speed and spatial resolution. We take \(l_{\text{max}} = 60\) and \(n_{\text{max}}(l)\) such that \(k_{nl} r_{\text{max}} \leq 120\), corresponding to a transverse resolution \(\pi r/60 \approx 10 \text{r}/r_{\text{max}} h^{-1} \text{Mpc}\) and a radial resolution \(\pi r_{\text{max}}/120 \approx 5 h^{-1} \text{Mpc}\). With this choice, there are on average less than 0.55 observed galaxies per resolved volume element at any radius. The information gain offered by probing smaller scales is negligible. The WF field on these noise dominated scales would simply approach zero.

3.2 Cosmological flows

To constrain the normalized growth rate \(f\sigma_8\) and the bulk flow contribution from sources beyond the 2MRS reconstruction volume, \(B^{\text{ext}}\), we compare the reconstructed radial peculiar velocities to the directly observed velocities in the galaxy distance catalog Cosmological flows-3 (CF3) (Tully et al. 2016). CF3 is a large compilation of galaxy distances derived using various methods, e.g. the Tully-Fisher relation, the Fundamental Plane and type Ia supernovae luminosities. The catalog contains \(\sim 17,700\) entries in total, assigned to over \(\sim 11,500\) groups. Whenever possible, these groups have been matched with those in the 2MRS group catalog (Tully 2015). There are \(\sim 2700\) groups containing at least two members with redshifts and angular positions in 2MRS.

The observed CF3 velocities are obtained from the group-averaged redshifts and distance moduli. This reduces the contribution from incoherent small-scale flows in the \(v-v\) comparison. Additionally, it reduces the random uncertainty in the distance modulus of each group typically by \(1/\sqrt{N}\), where \(N\) is the number of galaxies in the group. We include groups that contain only a single member galaxy. Excising those was found to have an insignificant effect on the estimated parameters, while increasing the errors.

We only consider CF3 groups with redshift velocities \(cz \leq 16,000 \text{km s}^{-1}\), which is the maximal redshift of the major CF3 component from 6dFGS (Springob et al. 2014; Tully et al. 2016). The small number of CF3 groups beyond this redshift where found to only have a negligible effect on the inferred value of \(f\sigma_8\). We further discard any remaining extreme CF3 outliers deviating by more than 5\(\sigma\) from the corresponding 2MRS-reconstructed distance moduli computed using \(r_{\text{rec}} = 5 h^{-1} \text{Mpc}\), Planck-18 cosmology (Aghanim et al. 2020b) and \(h_0 = 0.75\) (Tully et al. 2016). The results are found to be robust against changing \(h_0\) to the Planck-18 value of the Hubble constant.
4 TEST ON SEMI-ANALYTIC MOCKS

The ML error estimate in Eq. (32) includes only the observational uncertainties due to shot noise in 2MRS and distance errors in CF3. It does not, however, account for errors resulting from the inability of our linear reconstruction method to recover the nonlinear galaxy velocities accurately and precisely. To test CORAS and quantify these errors, we generate realistic mock catalogs that reproduce the general survey characteristics of 2MRS and CF3 as closely as possible. For this, we use the $z = 0$ snapshot of the MultiDark simulation run MDPL2 (Klypin et al. 2016; Riebe et al. 2013), which has a box side length of $1 \ h^{-1} \text{Gpc}$, a mass resolution of $2.23 \times 10^9 \ M_\odot$ and provides a RockSTAR (Behroozi et al. 2013) halo catalog as well as different semi-analytic galaxy catalogs. Of those we choose to use the SAGE catalog, as it was found to represent the observed stellar mass function by far the best (Knebe et al. 2018). This is important for us, since we will use the stellar mass as a proxy for absolute $K_s$ magnitude of the mock galaxies.

For all tests on the mocks, we adopt the cosmological parameters of the MDPL2 simulation, which are compatible with the Planck-13 results (Ade et al. 2014). In the WF, we use the Cosmic Emu power spectrum (Heitmann et al. 2016) derived from these parameters. The value of the nonlinear $\sigma_8$ computed from this power spectrum is $\sigma_8 = 0.910$. We point out that this differs by ~4% from the value of 0.95 computed from the MDPL2 particle distribution in Hollinger & Hudson (2021). We do not know the reason for this minor disagreement, but for consistency with the analysis of the actual data we will use the value computed from the Cosmic Emu power spectrum.

4.1 Mock catalog generation

We start by identifying spherical subvolumes of MDPL2 which closely represent the LG environment. We use the following set of criteria:

(i) Centered on an LG-like group of galaxies with minimal individual halo masses of $5 \times 10^{11} \ M_\odot$, a combined group halo mass of $1.5 - 2.5 \times 10^{12} \ M_\odot$ and a maximal group radius of $4 \ Mpc$

(ii) Center-of-mass LG velocity $V_{\text{mock}}^{\text{LG}} = 500 - 700 \ km \ s^{-1}$

(iii) No halos of mass above $10^{14} \ M_\odot$ within $3 Mpc$ distance

(iv) Exactly one Virgo-like halo of mass $0.5 - 1.5 \times 10^{15} \ M_\odot$ within a distance of $13 - 20 \ Mpc$

(v) LG infall velocity towards Virgo of $0 - 400 \ km \ s^{-1}$

(vi) Angle between $V_{\text{mock}}^{\text{LG}}$ and Virgo direction of $35 - 50^\circ$

(vii) Difference between $V_{\text{mock}}^{\text{LG}}$ and the velocity field at the origin, smoothed with a $5 \ h^{-1} \ Mpc$ Gaussian, less than 100 km s$^{-1}$

(viii) Bulk flow of the smoothed velocity field in a $30 \ h^{-1} \ Mpc$ sphere matching the observed value found in Nusser & Davis (2011) within $\pm 100 \ km \ s^{-1}$ ($\approx 3 \sigma$) in each galactic coordinate direction

(ix) A minimum distance between different mock LGs of $200 \ h^{-1} \ Mpc$ to avoid significant overlap between mock reconstruction volumes

There are 17 subvolumes satisfying these criteria. For each of these, the velocity of the LG frame of reference is taken as the smoothed velocity field at the origin, rather than $V_{\text{mock}}^{\text{LG}}$. This helps to remove any large incoherent velocity component of the mock LG.

To construct the mock 2MRS catalogs for each of the identified subvolumes, we assign each galaxy a cosmological redshift as well as observed CMB and LG frame redshifts based on their comoving distance and peculiar velocity. We estimate their absolute $K_s$-band magnitude based on their stellar mass $M_{\star}$,

$$M_{K_s} = M_{K_s,\odot} - 2.5 \log_{10} M_{\star} - 10 \log_{10} \frac{M_{\star}}{L_{K_s}},$$

where the absolute solar magnitude is $M_{K_s,\odot} = 3.27$ (Willmer 2018) and the logarithm of the stellar mass-to-light ratio was drawn from a normal distribution with mean and standard deviation $\log_{10} M_{\star}/L_{K_s} = -0.85 \pm 0.1$. The latter is compatible with the findings in Bell et al. (2003) and approximately reproduces the luminosity distribution of 2MRS. This is illustrated by the number of galaxies above the luminosity threshold for different volume-limiting radii shown in Fig. 1 for both 2MRS and the mocks. The apparent $K_s$ magnitudes are then obtained via Eq. (C3), where we use the same $k$-correction and luminosity evolution correction as for 2MRS. In addition, we rotate each MDPL2 subvolume such that the direction of Virgo and the plane it spans with the LG velocity vector match those in the actual Universe. This then defines a mock galactic plane, allowing us to simulate the ZOA. The mock 2MRS catalogs are finally compiled from all galaxies outside of the ZOA satisfying the 2MRS flux limit $K_s \leq 11.75$.

Mock 2MRS group catalogs are then created by combining all mock 2MRS galaxies sharing the same main RockSTAR halo into a group. In analogy to Tully (2015), group redshifts are defined as unweighted averages over the group members, while the angular group positions are obtained by a luminosity weighted average. Note that this method of grouping is idealized, as it is based on the true $r$-space positions of galaxies, while the actual 2MRS galaxies are grouped based on their $s$-space positions. We expect this effect to be small, though.

Compared to 2MRS, generating realistic mock CF3 catalogs is more difficult since CF3 is a compendium of all available galaxy distances and thus has no simple selection criteria. While one could choose to reproduce the observed redshift or distance distributions of CF3 as closely as possible, this might lead to unwanted selection biases if the respective distributions of mock galaxy populations are too different from those in the actual Universe. For example, such an approach could preferably select mock galaxies with unusually large positive or
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Figure 1. Radial dependence of the number of galaxies contained in volume-limited subsamples of 2MRS (thick lines) and the set of mock catalogs (thin grey lines). The two thick lines for 2MRS correspond to the CMB (blue) and LG (orange) frame redshifts, and are nearly identical. The same holds for the mocks, and only the LG redshift results are plotted for them.
negative peculiar radial velocities at certain distances, to compensate for a difference in simulated and actual distributions of cosmological redshifts.

To avoid such biases, we use a selection criterion based on the richness of galaxy groups instead. We assume that distance measurements will be available for any sufficiently rich galaxy group, i.e. any group containing some minimal number of observable galaxies. Specifically, we include any group of at least 3 mock 2MRS galaxies into our mock CF3 catalog. Additionally, we include all groups within a distance of 10 $h^{-1}$ Mpc to the mock LG. Each of the remaining groups is included with a probability chosen such that on average the total number of groups and the relative distribution of group richness in the actual CF3 catalog is reproduced. Observed distance moduli of groups are given by the unweighted averages over their members, with the distance modulus of each member galaxy being drawn from a normal distribution of width 0.43 around the true value, which is

Figure 2. Average values of $f \sigma_8$ (top), $B_{ext}$ (middle) and $h_{obs}$ (bottom) inferred via v-v comparison from the set of mock catalogs as a function of the smoothing scale $r_{rec}$ (left) and lower redshift cutoff $c_z^{v-v}$ (right). The blue and orange lines show the raw ML estimates obtained by placing galaxies at their CMB and LG frame redshifts, respectively. For $B_{ext}$, the additional black line shows the calibrated value. The shaded areas mark the 1σ scatter between individual mocks. For reference, the dotted lines in the top and bottom panels mark the respective true mock parameter values, $f_8^{true} = 0.4779$ and $h_{obs, true} = 0.6777$. 
the mean uncertainty on single-galaxy distance moduli in CF3. The resulting mock distance-redshift distributions show good qualitative agreement with the distribution in the actual CF3 catalog.

Finally, we apply all data preparation steps described in Sections 3.1 and 3.2 to the 17 mock 2MRS and CF3 catalogs.

4.2 Parameter estimation

We apply the ML estimator described in Section 2.6 to infer the parameters \( \Theta = (f_{\sigma_8}, B^{\text{ext}}, h^{\text{obs}}) \) via the \( v-v \) comparison between the mock 2MRS and CF3 catalogs. We investigate the dependence of the results on the following choices:

- placing the galaxies at their observed CMB or LG frame redshifts
- Gaussian smoothing of \( \nu^{\text{rec}} \) on scales 5 \( h^{-1} \text{Mpc} \leq r^{\text{rec}} \leq 30 h^{-1} \text{Mpc} \)
- imposing lower redshift cutoffs \( 0 \leq c z^{\text{min}} \leq 5000 \text{ km s}^{-1} \) in the comparison

All results will be plotted as a function of \( r^{\text{rec}} \) for fixed \( c z^{\text{min}} = 2000 \text{ km s}^{-1} \) and as a function of \( c z^{\text{min}} \) for fixed \( r^{\text{rec}} = 15 h^{-1} \text{Mpc} \). The fixed value of \( c z^{\text{min}} \) is chosen to exclude the region containing the highly coherent flow of nearby galaxies with the LG in the real Universe (Sandage 1986; Tully et al. 2008), which can create a mismatch between velocities reconstructed using either CMB or LG redshifts. The fixed value of \( r^{\text{rec}} \) is chosen to smooth over small-scale flows violating our assumption of linear theory.

Figure 2 shows the results averaged over the set of mocks, \( \langle f_{\sigma_8}, \langle B^{\text{ext}} \rangle \rangle \) and \( \langle h^{\text{obs}} \rangle \), as well as their 1\( \sigma \) scatter between individual mocks. For all parameters we observe good agreement between the CMB and LG redshift results within the 1\( \sigma \) scatter. There is also only an insignificant dependence on \( c z^{\text{min}} \), in particular for \( c z^{\text{min}} \geq 2000 \text{ km s}^{-1} \), where coherent local flows play no role.

For the normalized growth rate, \( f_{\sigma_8} \), we observe a significant increase with \( r^{\text{rec}} \), though. This can be attributed to comparing smoothed reconstructed with raw observed velocities, which introduces an \( r^{\text{rec}} \)-dependent bias on the inferred value of \( f_{\sigma_8} \) (Davis et al. 1996; Berlind et al. 2000; Nusser et al. 2020). For reference, we marked the true mock value \( f_{\sigma_8}^{\text{mock,true}} = 0.4779 \) with a dotted line. It crosses our estimate at \( r^{\text{rec}} \approx 7.5 \pm 2 \text{ h}^{-1} \text{ Mpc} \). Interestingly, this is larger than the crossing scale of 4 \( – 5 h^{-1} \text{Mpc} \) found in Berlind et al. (2000); Carrick et al. (2015); Hollinger & Hudson (2021) by directly comparing simulated galaxy or halo velocities with the linear velocity prediction obtained from the Gaussian-smoothed density field of those tracers. While we work in s-space to obtain the crossing scale, these authors use r-space density fields, which might change this scale. Comparing with the noisy observed distance moduli rather than the true peculiar velocities directly could also affect the inferred crossing scale. Further investigations would be necessary to pinpoint the reason. In any case, we do not rely on this crossing scale, which indeed can be coincidental since linear theory is not expected to apply on these scales. Since we apply exactly the same analysis to both real and mock data, we directly use the full smoothing-scale dependence of \( f_{\sigma_8} \) found in the mocks to calibrate the estimate of \( f_{\sigma_8} \) inferred from the actual 2MRS and CF3 catalogs.

For the amplitude of the average bulk velocity contribution from sources beyond the reconstruction volume, \( \langle B^{\text{ext}} \rangle \), we also observe an increase with \( r^{\text{rec}} \), albeit less significant. This \( r^{\text{rec}} \)-dependence of \( B^{\text{ext}} \) is a consequence of its implicit \( f_{\sigma_8} \)-dependence. As the \( f_{\sigma_8} \) estimate grows with \( r^{\text{rec}} \), so does the amplitude of the reconstructed survey-internal contribution to the bulk flow, \( B^{\text{int}} \). To obtain a good fit to the observed total bulk flow, the external contribution \( B^{\text{ext}} \) changes accordingly,

\[
B^{\text{ext}}(f_{\sigma_8}) + B^{\text{int}}(f_{\sigma_8}) = B^{\text{ext}}(f_{\sigma_8}') + B^{\text{int}}(f_{\sigma_8}').
\] (34)

Since the mocks were only selected based on the flow close to the (mock) LG, their true \( B^{\text{ext}} \) is expected to be approximately randomly distributed between different mocks. In fact, we see that for \( r^{\text{rec}} = 7.5 h^{-1} \text{ Mpc} \), where the \( f_{\sigma_8} \) estimate happens to be closest to its true value, \( \langle B^{\text{ext}} \rangle \) is compatible with zero at the 1\( \sigma \) level. The increase with larger \( r^{\text{rec}} \) is the imprint of the general alignment of the internal contribution \( B^{\text{int}} \) with the (mock) LG velocity. We can correct for the \( f_{\sigma_8} \)-dependence by translating the raw ML estimates of \( B^{\text{ext}} \) via Eq. (34) to \( B^{\text{ext}}(f_{\sigma_8}) \). We use the reconstructed internal bulk flow contributions \( B^{\text{int}} \) within a sphere of radius 100 \( h^{-1} \text{ Mpc} \) for this, as this volume is large compared to all considered smoothing scales but also excludes the shot noise-dominated outer region of the reconstruction volume. In addition, we take the average of the calibrated results obtained for CMB and LG frame redshifts, treating the small deviation between those as a systematic error contribution. The resulting calibrated \( \langle B^{\text{ext}} \rangle \) is shown in the middle panel of Fig. 2. It is indeed nearly independent of both \( r^{\text{rec}} \) and \( c z^{\text{min}} \) and compatible with zero.

The average result for the dimensionless Hubble parameter, \( h^{\text{obs}} \), shows no notable \( r^{\text{rec}} \)-dependence. It is slightly smaller than the actual value used in the MDPL2 simulation, which we marked with a dotted line, but still agrees within less than \( \sim 1.5\sigma \).

4.3 Reconstructed fields

We now compare the WF estimates of \( \delta^{\text{rec}} \) and \( \nu^{\text{rec}} \) with the true simulated fields, both smoothed with a 5 \( h^{-1} \text{ Mpc} \) Gaussian. The reconstructed fields are obtained using LG redshifts, the true value \( f_{\sigma_8}^{\text{true}} \) of the normalized growth rate employed in MDPL2 and the calibrated external bulk flow contribution \( B^{\text{ext}}(f_{\sigma_8}) \) inferred for each mock at \( r^{\text{rec}} = 15 h^{-1} \text{ Mpc} \) and \( c z^{\text{min}} = 2000 \text{ km s}^{-1} \).

In Fig. 3 we plot both fields in a slice through the mock supergalactic plane for one example of a mock. We find overall very good visual agreement for both the normalized density and the velocity field, with the largest differences being seen towards larger radii, as the uncertainty due to shot noise increases. All other mocks show a similar degree of visual agreement.

To quantify the intrinsic errors of the reconstruction method, we compute the residual variance between reconstructed and true fields over the set of mocks. We then average it over the full solid angle and take the square root. Figure 4 plots the results for both \( \delta \) and \( \nu \). For reference, we also mark the square root of their mock cosmic variances, \( \sigma^\text{cos} = 0.78 \) and \( \sigma^\text{cos} = 466 \text{ km s}^{-1} \). The error in \( \delta \) increases from \( \sim 0.3 \) at the origin to \( \sim 0.55 \) at \( r_{\text{max}} = 200 h^{-1} \text{ Mpc} \) (\( \sim 0.4 \sigma^\text{cos} \) to 0.7 \( \sigma^\text{cos} \)). It furthermore shows a peak around \( r = 14 h^{-1} \text{ Mpc} \) caused by the mock Virgo overdensity being generally underestimated in the reconstruction. The error in \( \nu \) does not display any notable features and increases from \( \sim 100 \text{ km s}^{-1} \) at the origin towards \( \sim 350 \text{ km s}^{-1} \) at the boundary (\( \sim 0.2 \sigma^\text{cos} \) to 0.75 \( \sigma^\text{cos} \)).

5 PARAMETER CONSTRAINTS FROM THE VELOCITY-VELOCITY COMPARISON

In the following, we apply the ML estimator described in Section 2.6 to infer the parameters \( \Theta = (f_{\sigma_8}, B^{\text{ext}}, h^{\text{obs}}) \) via the \( v-v \) comparison between the actual 2MRS and CF3 catalogs. The resulting ML estimates and their associated 1\( \sigma \) ML errors, Eqs. (31) and (32), are
Figure 3. True (left) and reconstructed (right) normalized density contrast (heat map and contours) and peculiar velocity (arrows) in the supergalactic plane for one example of a mock. The contours show the values of $\delta$ as marked in the colour bar. An arrow corresponding to 500 km s$^{-1}$ is given as reference.

Figure 4. Residual standard deviations between reconstructed and true normalized density contrast (left axis, blue line) and peculiar velocity (right axis, orange line) over the set of mocks, shown as a function of radius. The dotted horizontal line marks the square roots of both fields’ mock cosmic variances, $\sigma^\text{SGX}_{\delta}$ = 0.78 and $\sigma^\text{SGY}_{v}$ = 466 km s$^{-1}$.

plotted in Fig. 5 for the same choices of redshift reference frame, $r_s^\text{true}$ and $c_{z_{\text{min}}}^v$, as for the mocks in Section 4.2.

5.1 Normalized growth rate $f \sigma_g$

The results for $f \sigma_g$ are presented in the top panels of Fig. 5. The results for CMB and LG redshifts generally agree within 1$\sigma$, except for $c_{z_{\text{min}}}^v$ < 1000 km s$^{-1}$. This deviation can be attributed to the aforementioned highly coherent flow of nearby galaxies with the LG. While there is no clear dependence on $c_{z_{\text{min}}}^v$, we observe the same increase with $r_s^\text{true}$ as in the mocks.

To reduce the $r_s^\text{true}$-dependent bias, we calibrate these results by multiplying them with the ratio $f \sigma_g^\text{true} / (f \sigma_g)$ found for the mocks. Here, $f \sigma_g^\text{true} = 0.4779$ is the true value of the (nonlinear) normalized growth rate employed in the MDPL2 simulation (Klypin et al. 2016). The results for CMB and LG frame redshifts show the same good level of agreement as the uncalibrated results. Therefore, we use their average as our overall calibrated estimate of $f \sigma_g$ and treat the small deviation between the two reference frames as a systematic error contribution. The result is plotted as the black line in the figure and shows no notable dependence on $r_s^\text{true}$. Only the estimated total 1$\sigma$ error grows with $r_s^\text{true}$. The values for different $c_{z_{\text{min}}}^v$ are also compatible with each other within their $1\sigma$ errors.

For our final calibrated estimate of $f \sigma_g$, we adopt $c_{z_{\text{min}}}^v$ = 2000 km s$^{-1}$, as this excludes the highly coherent flow near the LG (Sandage 1986; Tully et al. 2008), which is not accurately reproduced in the mocks. The excluded fraction of CF3 groups within 2000 km s$^{-1}$ is $\sim$ 7.5%. Increasing $c_{z_{\text{min}}}^v$ any further would dismiss more groups than necessary and increase the overall error on $f \sigma_g$.

Regarding the smoothing scale, the smallest overall error estimates are found from $r_s^\text{true}$ = 5 to 10 h$^{-1}$ Mpc, matching the range of scales found to approximately match the true growth rate in the mocks. At the same time, however, our linear theory assumption does not correctly describe the nonlinear flows appearing on these small scales. In principle, our calibration should approximately capture the systematic errors arising due to the linear reconstruction method. Even though, it is prudent to avoid relying on the calibration on scales where nonlinear evolution and incoherent motions are an important role. For $r_s^\text{true}$ $\geq$ 15 h$^{-1}$ Mpc, linear theory is a better approximation and we expect the reconstruction errors to be captured more reliably. Hence, we choose to adopt the calibrated value for $r_s^\text{true}$ = 15 h$^{-1}$ Mpc as our conservative final estimate of $f \sigma_g$, given in Table 1. For reference, we also list the results for $r_s^\text{true}$ = 5 and 10 h$^{-1}$ Mpc in the same table.

Assuming the Planck-18 cosmology (Aghanim et al. 2020b), we can furthermore translate the calibrated $f \sigma_g$ to its linear value $f \sigma_{g_{\text{lin}}}$.
by multiplying $f\sigma_8$ with the ratio of the linear and nonlinear matter density fluctuation amplitudes, $\sigma_8^{\text{lin}}/\sigma_8 = 0.905$, where $\sigma_8$ has been computed from the adopted Cosmic Emu power spectrum. The result is also given in Table 1.

5.2 External bulk flow contribution

We now turn to the ML estimate of $B^{\text{ext}}$, describing the bulk flow contribution from sources beyond the 2MRS reconstruction volume. Its absolute value $B^{\text{ext}}$ is plotted in the middle panels of Fig. 5. The results obtained for CMB and LG redshifts agree well within the 1$\sigma$ ML errors, and are only weakly dependent on $r_{\text{rec}}^s$ and $c_{\text{vmin}}$. The same is true for the direction of $B^{\text{ext}}$. As described in Section 4.2 for the mocks, we correct for the implicit $f\sigma_8$ dependence of the raw $B^{\text{ext}}$ estimate via Eq. (34), using $B^{\text{int}}$ within a 100 $h^{-1}$ Mpc sphere, and translate $B^{\text{ext}}$ for each $r_{\text{rec}}^s$ and $c_{\text{vmin}}$ to the respective calibrated value of $f\sigma_8$. The result is plotted as the black line and displays only a negligible remaining $r_{\text{rec}}^s$-dependence. As for

---

**Figure 5.** Values of $f\sigma_8$ (top), $B^{\text{ext}}$ (middle) and $h^{\text{obs}}$ (bottom) inferred via $v-v$ comparison between 2MRS and CF3 as a function of the smoothing scale $r_{\text{rec}}^s$ (left) and lower redshift cutoff $c_{\text{vmin}}$ (right). The blue and orange lines show the raw ML estimates obtained by placing galaxies at their CMB and LG frame redshifts, respectively. The black lines show the calibrated values. The shaded areas mark the 1$\sigma$ error.
Table 1. Calibrated parameter values and errors inferred via ν-ν comparison between 2MRS and CF3, for a lower redshift cutoff $\nu_{\text{min}} = 2000 \text{ km s}^{-1}$ and different smoothing scales $\nu_{\text{max}}$. The parameters are the nonlinear and linear calibrated normalized growth rate $f \sigma_8$ and $f \sigma_8^{\text{lin}}$, bulk velocity contribution $B^\text{ext}$ from sources beyond the 2MRS reconstruction volume, and dimensionless Hubble parameter $h^\text{obs}$ used to compute the observed CF3 distances. The velocities are given in galactic coordinates and relative to the CMB frame. The different sources of error are: 2MRS shot noise, CF3 distance errors, and systematic errors due to choice of redshift reference frame and, for $f \sigma_8$, $f \sigma_8^{\text{lin}}$ and $h^\text{obs}$, also due to scatter in the calibration against the mocks. The results for $r^\text{obs} = 15 \text{ h}^{-1} \text{ Mpc}$ are adopted as our conservative final parameter estimates.

| $r^\text{obs} [\text{h}^{-1} \text{ Mpc}]$ | parameter | value | 2MRS error | CF3 error | systematic error | total error |
|--------------------------------|-----------|--------|------------|-----------|----------------|------------|
| 5 | $f \sigma_8$ | 0.385 | ±0.016 | ±0.027 | ±0.046 | ±0.056 |
| 5 | $f \sigma_8^{\text{lin}}$ | 0.348 | ±0.014 | ±0.025 | ±0.041 | ±0.050 |
| 5 | $B^\text{ext}$ [km s$^{-1}$] | | | | | |
| 5 | $B_0^\text{ext}$ [km s$^{-1}$] | 100 | ±36 | ±16 | ±8 | ±40 |
| 5 | $B_1^\text{ext}$ [km s$^{-1}$] | -188 | ±40 | ±16 | ±20 | ±48 |
| 5 | $B_2^\text{ext}$ [km s$^{-1}$] | 59 | ±38 | ±13 | ±3 | ±40 |
| 5 | $B_3^\text{ext}$ [km s$^{-1}$] | 221 | ±39 | ±16 | ±17 | ±46 |
| 5 | $f^\text{ext}$ [ν] | 298 | ±10 | ±4 | ±3 | ±11 |
| 5 | $b^\text{ext}$ [ν] | 15 | ±11 | ±4 | ±1 | ±11 |
| 10 | $f \sigma_8$ | 0.400 | ±0.025 | ±0.028 | ±0.041 | ±0.055 |
| 10 | $f \sigma_8^{\text{lin}}$ | 0.362 | ±0.022 | ±0.025 | ±0.037 | ±0.050 |
| 10 | $B^\text{ext}$ [km s$^{-1}$] | | | | | |
| 10 | $B_0^\text{ext}$ [km s$^{-1}$] | 97 | ±50 | ±16 | ±8 | ±53 |
| 10 | $B_1^\text{ext}$ [km s$^{-1}$] | -180 | ±55 | ±18 | ±17 | ±60 |
| 10 | $B_2^\text{ext}$ [km s$^{-1}$] | 44 | ±53 | ±14 | ±1 | ±54 |
| 10 | $B_3^\text{ext}$ [km s$^{-1}$] | 209 | ±54 | ±17 | ±15 | ±59 |
| 10 | $f^\text{ext}$ [ν] | 298 | ±14 | ±5 | ±3 | ±15 |
| 10 | $b^\text{ext}$ [ν] | 12 | ±15 | ±4 | ±1 | ±16 |
| 15 | $f \sigma_8$ | 0.405 | ±0.034 | ±0.029 | ±0.049 | ±0.067 |
| 15 | $f \sigma_8^{\text{lin}}$ | 0.367 | ±0.031 | ±0.027 | ±0.044 | ±0.060 |
| 15 | $B^\text{ext}$ [km s$^{-1}$] | | | | | |
| 15 | $B_0^\text{ext}$ [km s$^{-1}$] | 95 | ±58 | ±16 | ±6 | ±61 |
| 15 | $B_1^\text{ext}$ [km s$^{-1}$] | -172 | ±64 | ±19 | ±20 | ±70 |
| 15 | $B_2^\text{ext}$ [km s$^{-1}$] | 28 | ±62 | ±14 | ±2 | ±63 |
| 15 | $B_3^\text{ext}$ [km s$^{-1}$] | 199 | ±63 | ±19 | ±18 | ±68 |
| 15 | $f^\text{ext}$ [ν] | 299 | ±17 | ±5 | ±3 | ±18 |
| 15 | $b^\text{ext}$ [ν] | 8 | ±18 | ±4 | ±1 | ±19 |
| 15 | $100h^\text{obs}$ | 74.99 | ±0.11 | ±0.12 | ±0.50 | ±0.52 |

$f \sigma_8$, we adopt the calibrated value of $B^\text{ext}$ for $r^\text{obs} = 15 \text{ h}^{-1} \text{ Mpc}$ as our conservative final estimate. Together with the results for $r^\text{obs} = 5$ and 10 $\text{ h}^{-1} \text{ Mpc}$ it is given in Table 1. The value is consistent with those found in (Carrick et al. 2015; Boruah et al. 2020b; Stahl et al. 2021) for the external bulk flow contribution relative to the redshift compilation 2M++ (Lavaux & Hudson 2011), restricted to approximately the same reconstruction volume we consider.8

5.3 Dimensionless Hubble parameter $h^\text{obs}$ in Cosmicflows-3

The ML estimate of the dimensionless Hubble parameter $h^\text{obs}$ used to compute the CF3 distances is shown in the bottom panels of Fig. 5. It displays no dependence on $r^\text{obs}$ and only a weak dependence on $c_{\text{max}} > 1000 \text{ km s}^{-1}$. Apart from $c_{\text{min}} < 1000 \text{ km s}^{-1}$, the region of highly coherent flow with the LG, the results for CMB and LG frame redshifts agree within 1σ. In Section 4.2 we found for the mocks that the true value of $h^\text{obs}$ is systematically slightly underestimated. As for $f \sigma_8$, we calibrate for this by multiplying the raw estimate of $h^\text{obs}$ with the ratio $h^\text{obs,true}/(h^\text{obs})$ found for the mocks, with $h^\text{obs,true} = 0.6777$ being the dimensionless Hubble parameter employed in the MDPL2 simulation (Klypin et al. 2016). The result, averaged over both considered redshift reference frames, is shown as the black line. The deviation between both frames is treated as an additional systematic error contribution. Again, the calibrated value for $r^\text{obs} = 5$ $\text{ h}^{-1} \text{ Mpc}$ is adopted as our conservative final estimate and listed in Table 1 together with the results for $r^\text{obs} = 5$ and 10 $\text{ h}^{-1} \text{ Mpc}$. It is in excellent agreement with the value $h^\text{obs} = 0.75 \pm 0.02$ found by analysing the global in- and outflow in CF3, and consistent with the result $h^\text{obs} = 0.76 \pm 0.04$ obtained from the CF3 supernovae (Tully et al. 2016). Although $h^\text{obs}$ is only a nuisance parameter in our analysis, this agreement presents a strong consistency check.

8 2M++ combines 2MRS with the 6dF galaxy redshift survey DR3 (Jones et al. 2009) and the Sloan Digital Sky Survey (SDSS) DR7 (Abazajian et al. 2009). In Carrick et al. (2015); Boruah et al. (2020b); Stahl et al. (2021) a maximal reconstruction radius of $r_{\text{max}} = 200 \text{ h}^{-1} \text{ Mpc}$ is used for the regions covered by 6dF and SDSS, and $r_{\text{max}} = 125 \text{ h}^{-1} \text{ Mpc}$ for the rest.

6 QUALITY OF MATCH BETWEEN RECONSTRUCTED AND OBSERVED VELOCITIES

The analysis of the ν-ν comparison has so far only focused on parameter inference. A weakness of this type of analysis is that it
does not reveal any potential discrepancies between the velocities. We investigate here the quality of the agreement by means of a point-by-point comparison of galaxy group velocities and the correlation function of the velocity residual.

6.1 Point-by-point comparison

Since \(v^\text{rec}\) is smoothed by default in the reconstruction procedure and \(v^\text{obs}\) is the actual observed velocity, we first need to bring the two quantities to a common smoothing scale. We thus apply an additional smoothing on a scale sufficiently larger than the one employed in \(v^\text{rec}\). In principle, we could expand \(v^\text{rec}\) and \(v^\text{obs}\) in orthogonal base functions as done in Davis et al. (2011). However, for simplicity of presentation we apply here a Gaussian tensor-smoothing scheme similar to that employed in the POTENT method (Dekel et al. 1990). It is described in Appendix E. The smoothing scale is adapted to ensure a minimal number of CF3 groups to be contained in the smoothing window. In regions that are sufficiently densely sampled by CF3 it is set to a fixed minimal value \(r^\text{min}_s\). For all values of \(r^\text{min}_s\) considered, less than 2.3% of the CF3 group positions have an adaptive smoothing scale larger than the chosen \(r^\text{min}_s\).

Let \(\tilde{v}\) denote the tensor-smoothed velocity field. As input for \(v^\text{rec}\) we use the WF field smoothed with an \(r^\text{min}_s = 5 \, h^{-1}\) Mpc Gaussian – the smallest scale for which we have estimated the parameters \(\Theta\). To match the raw observed velocities as closely as possible, we use the uncalibrated ML estimates of \(f c^\nu r_0\) and \(B^\text{ext}\) found for this smoothing scale in the reconstruction. Accordingly, the input velocities for \(v^\text{obs}\) are computed using the corresponding uncalibrated ML estimate of \(k^\text{obs}\). The observed galaxies and groups are placed at their LG redshifts, which are locally closer to their actual distances. All further mathematical details are described in Appendix E.

In Fig. 6 we plot \(v^\text{rec}\) against \(v^\text{obs}\), both subject to the same tensor-smoothing and evaluated at the positions of 1500 randomly selected CF3 groups in four different redshift distance bins, each 40 \(h^{-1}\) Mpc thick. To account for the increasing sparsity of CF3 groups with distance, we also increase the minimal tensor smoothing scale from \(r^\text{min}_s = 10 \, h^{-1}\) Mpc to \(r^\text{min}_s = 30 \, h^{-1}\) Mpc as indicated in the figure. For a random subset of 200 of the shown points, we also mark the errors on \(v^\text{obs}\). We observe a strong correlation between \(v^\text{obs}\) and \(v^\text{rec}\). Relative to the errors on \(v^\text{obs}\), the RMS of the residual velocity \(v^\text{obs} - v^\text{rec}\) per bin is 1.8\(r_0\), 1.4\(r_0\), 1.1\(r_0\) and 1.0\(r_0\) from the inner- to the outermost bin. A fraction of the observed velocities in the outermost bin show a systematically larger outflow than in the reconstruction. However, given the observational errors, this discrepancy is statistically not significant. Such a slight discrepancy might, for example, be the result of a small mean underdensity in the reconstruction volume, which would not be accounted for in the reconstruction since the SFB boundary conditions impose a vanishing mean density contrast. Reconstructions of larger volumes based on upcoming galaxy surveys will allow us to investigate this further in future work. We also note that nearly all of the groups showing this outflow are from the 6dFGS Fundamental Plane data set (Springob et al. 2014), which is the main CF3 contribution at those large distances. The 6dFGS peculiar velocities have previously been found to show some systematic deviations from model predictions (Springob et al. 2014), and required additional morphology-dependent corrections in the zero-point calibration in CF3 (Tully et al. 2016).

Figure 7 shows a comparison between \(v^\text{obs}\) and \(v^\text{rec}\) at the positions of the CF3 groups within two 20 \(h^{-1}\) Mpc thick spherical shells in the Galactic Aitoff projection. We plot shells around \(s = 40 \, h^{-1}\) Mpc and \(s = 80 \, h^{-1}\) Mpc, using the tensor smoothing scales \(r^\text{min}_s = 10 \, h^{-1}\) Mpc and \(r^\text{min}_s = 20 \, h^{-1}\) Mpc, respectively. We find an overall good agreement between the radial flow patterns. The deviations between the observed and reconstructed velocity amplitudes in some directions are in line with the scatter seen in Fig. 6.

6.2 Correlation function

To further quantify the agreement between observed and reconstructed velocities, we compute the pair correlation function of the radial velocities defined as (Gorski et al. 1989)

\[
\Psi(\Delta s) := \frac{\sum_{i < j}(r^\nu_{ij} v^\nu_r v^\nu_r \cos(\theta_{ij}))}{\sum_{i,j}(r^\nu_{ij}) \cos^2(\theta_{ij})}.
\]

The sum runs over all distinct pairs of observed CF3 groups separated by a distance \(\Delta s\), and \(\theta_{ij}\) denotes the angle between them. No tensor-smoothing is applied, as it does not affect \(\Psi\) notably. We thus compute \(\Psi\) directly from the reconstructed and observed input velocities as defined in Section 6.1. We only consider CF3 groups with \(cz^\text{obs} \leq 10,000 \, \text{km} \, \text{s}^{-1}\) to avoid noise contamination from the large observational velocity errors of more distant groups.

Figure 8 shows the result for \(\Psi\) computed for the observed and reconstructed velocities as well as their residual. We see a good agreement between the correlation functions of observed and reconstructed radial velocities, in particular for separations \(\Delta s \lesssim 30 \, h^{-1}\) Mpc. For larger separations, the reconstructed correlation is slightly larger than the observed one. The better agreement at smaller separations is expected because we are inferring the parameters \(\Theta\) from a point-by-point \(v-v\) comparison, i.e. at zero separation. Furthermore, the correlation in the residual velocity is strongly reduced. The small remaining residual correlation is approximately compatible with a residual bulk flow of \(\sim 60\) to 80 km s\(^{-1}\), which is comparable to the uncertainty on our estimate of \(B^\text{ext}\). Overall, we thus find that our reconstruction is compatible with the observed flows over a wide range of scales.

For comparison, we also plot the observed and residual correlations.
We now take a closer look at the WF estimates of both $\delta^\text{rec}$ and $v^\text{rec}$, using observed LG redshifts and adopting the calibrated values of $f_{\sigma_k}$ and $B^\text{ext}$ for $r^\text{rec}_s = 15$ $h^{-1}$ Mpc listed in Table 1. We compute these fields on a regular spherical grid with a radial resolution of $\Delta r = 2$ $h^{-1}$ Mpc and an angular resolution of $\Delta \theta = \Delta \phi = \pi/50$. Unless stated otherwise, they are smoothed with an $r^\text{rec}_s = 5$ $h^{-1}$ Mpc Gaussian.

7 RECONSTRUCTED FIELDS ON A GRID

We now take a closer look at the WF estimates of both $\delta^\text{rec}$ and $v^\text{rec}$, using observed LG redshifts and adopting the calibrated values of $f_{\sigma_k}$ and $B^\text{ext}$ for $r^\text{rec}_s = 15$ $h^{-1}$ Mpc listed in Table 1. We compute these fields on a regular spherical grid with a radial resolution of $\Delta r = 2$ $h^{-1}$ Mpc and an angular resolution of $\Delta \theta = \Delta \phi = \pi/50$. Unless stated otherwise, they are smoothed with an $r^\text{rec}_s = 5$ $h^{-1}$ Mpc Gaussian.

7.1 Scatter between constrained realizations

To quantify the uncertainty due to shot noise in the reconstructed fields given the adopted values of $f_{\sigma_k}$ and $B^\text{ext}$, we compute the standard deviation between individual CRs around the WF estimate.

Since the selection function of 2MRS is isotropic, the shot noise and thus the uncertainty can only depend on radius. Therefore, we additionally average the computed variance over the full solid angle. In Fig. 9 we plot the resulting standard deviations of $\delta^\text{rec}$ and $v^\text{rec}$.

It is isotropic after repopulating the ZOA as described in Section 3.1.
The radial increase of the noise amplitude towards the boundary of the reconstruction volume, computed by volume-averaging \( \sigma^2 = 0.78 \) and \( \sigma^2 = 392 \text{ km s}^{-1} \).

For reference, we also mark the square root of their cosmic variances, \( \sigma^2 = 0.78 \) and \( \sigma^2 = 392 \text{ km s}^{-1} \). The uncertainties in both fields show a similar radial increase from the origin, where the noise is weakest, towards the boundary \( r_{\text{max}} \) of the reconstruction volume: \( \sim 0.1 - 0.7 \) for \( \sigma^2 \) (\( \sim 0.1 - 0.9 \sigma^2 \)), and \( \sim 80 - 320 \text{ km s}^{-1} \) for \( \sigma^2 \) (\( \sim 0.2 - 0.85 \sigma^2 \)).

Compared to the intrinsic error of our reconstruction method, quantified by the scatter between mocks in Fig. 4, the shot noise in \( \sigma^2 \) is typically by a factor of 2 to 3 smaller at \( r < 100 \text{ h}^{-1} \text{ Mpc} \) (up to a factor of 6 at the (mock) Virgo distance), but grows more rapidly towards larger radii. At \( r_{\text{max}} = 200 \text{ h}^{-1} \text{ Mpc} \), the shot noise error is slightly larger than the intrinsic error. For \( \sigma^2 \) the shot noise and intrinsic errors relative to \( \sigma^2 \) are comparable in size for all radii.

### 8 SUMMARY AND DISCUSSION

#### 8.1 CORAS framework

We have presented the CORAS framework for the reconstruction of density and peculiar velocity fields from all-sky redshift surveys. CORAS aims at maximal exploitation of the data in the Bayesian sense, in order to extract cosmological information on all observationally probed scales. For this purpose, we combine a variance-minimizing Wiener filter (WF) with the technique of constrained realizations (Crs) (Bertschinger 1987; Hoffman & Ribak 1991). The Crs sample the distribution of realizations around the WF estimate compatible with the observed data, allowing for a faithful error estimation in the reconstructed fields and any inferred parameters. We account for the non-Gaussianity of the late small-scale structures by constructing the Crs from random log-normal density and Poisson-sampled galaxy realizations. We furthermore adopt a linear relation between (redshift galaxy) density and peculiar velocity fields. By additionally assuming statistical isotropy of the survey, we can apply the WF in spherical Fourier-Bessel (SFB) space (Fisher et al. 1995) and thus achieve high computational efficiency and scalability.

A key ingredient in the CORAS framework is the test and calibration of the reconstruction pipeline using realistic mock data. This allows us to account for the intrinsic statistical and systematic errors introduced by our approximate modelling. For this purpose, we resorted to the MULTIdark simulation run MDP2 (Riebe et al. 2013; Klypin et al. 2016), identified 17 subvolumes that closely represent the LG environment, and extracted corresponding mock 2MRS and CF3 catalogs from the accompanying semi-analytic SAGE galaxy catalog (Knebe et al. 2018). There are, however, limitations to the accuracy of these mocks. In particular, we still lack a simulation that provides a more detailed match to the coherent flows in the
Figure 10. Top: WF estimate of the reconstructed normalized density contrast (heat map and contours) and peculiar velocity (arrows) in the supergalactic plane. Dominant structures are marked and labelled in orange: Shapley, Coma, Hydra-Centaurus, Virgo, Perseus-Pisces. Bottom: Two examples of residual noise realizations of the same fields. Adding these to the WF estimate in the top panel yields the corresponding full CRs. The contours show the values of $\hat{\delta}$ as marked in the colour bars. The arrow length scale is the same in all panels. An arrow corresponding to 500 km s$^{-1}$ is given as reference.
cosmological neighbourhood within $\sim 20$ Mpc. At present, even detailed constrained simulations of the local Universe, like those from the CLUES (Klypin et al. 2003; Gottloeber et al. 2010; Carlesi et al. 2016; Sorce et al. 2016), ELUCID (Yang et al. 2018) or HESTIA (Libeskind et al. 2020) projects do not seem to reproduce the degree of coherence of the observed local flow. To constrain the simulations to the observed structures, CLUES and HESTIA use the velocity field obtained from Cosmicflows-2 (Tully et al. 2013), while ELUCID uses the density field reconstructed from SDSS (Yang et al. 2012; Abazajian et al. 2009). Ideally, we would like to use both velocity and (redshift) density data simultaneously to generate new, more detailed constrained realizations. At the same time, these need to be large enough to cover the whole 2MRS reconstruction volume, while also providing a sufficiently accurate model of galaxy formation and a sufficiently high mass resolution.

8.2 Comparison to other methods

One of the main differences between CORAS and other reconstruction methods based on the linear theory assumption concerns the treatment of non-Gaussianities in the observed distribution of structures. Reconstructions based on peculiar velocity data often exploit that the linearity assumption for the velocity field is valid down to significantly smaller scales than for the density field. Because of this, WF/CR reconstructions based on Gaussian random field realizations (e.g. Zaroubi et al. 1999; Courtois et al. 2011) or hierarchical Bayesian modelling assuming a Gaussian prior (e.g. Lavaux 2016; Graziani et al. 2019) are viable. Linear reconstructions based on redshift data, on the other hand, typically perform a direct smoothing of the observed galaxy distribution (e.g. Yahil et al. 1991; Carrick et al. 2015; Boruah et al. 2020b) or generate CRs by sampling from a high-dimensional log-normal Poissonian posterior distribution (e.g. Kitaura et al. 2010; Jasche et al. 2010). In CORAS, we combine the advantages of different approaches: we adopt the fast and conservative WF estimator, but account for non-Gaussianities by using the WF to generate CRs based on random log-normal density and Poisson-sampled galaxy realizations.

A different approach that goes beyond the linear theory assumption is “physical forward modelling” (e.g. Wang et al. 2014; Kitaura et al. 2020; Jasche & Lavaux 2019). In this approach, CRs of the initial Gaussian density and velocity fields are generated, which are compatible with observations when evolved forward in time using a model of nonlinear structure growth. Usually, Lagrangian Perturbation Theory (e.g. Moutarde et al. 1991), generalizations thereof (Kitaura & Heß 2013) or a particle-mesh model (e.g. Klypin & Shandarin 1983) are employed. This has the advantage of directly accounting for the dynamical development of non-Gaussianities rather than having to assume some specific functional form of the non-Gaussian probability distribution of the evolved fields. By combining this with a nonlinear galaxy bias model, these methods aim at a more accurate description of the small-scale statistics of the reconstructed signal than linear reconstruction methods.

On scales $\gtrsim 5$ $h^{-1}$ Mpc, however, it was found in Keselman & Nusser (2017) that reconstructions based on nonlinear dynamics are compatible with linear theory when applied to realistic redshift space catalogs. The advantage of nonlinear dynamical descriptions appears to be counteracted by the increased sensitivity to selection effects, shot noise and incoherent motions on small scales leading to fingers-of-god and multi-flow regions in redshift space. Another source of information loss on small scales is related to the fact that galaxies today correspond to a much larger Lagrangian (initial) volume. For example, a galactic halo of mass $10^{12} M_\odot$ corresponds to a Lagrangian sphere of 2.3 Mpc (comoving). Physical forward modelling furthermore comes at the price of high numerical complexity and computational cost, even when using highly efficient algorithms like Hamiltonian Monte Carlo sampling.

8.3 Application to 2MRS and Cosmicflows-3

We have focused on low redshift data and applied CORAS to reconstruct the density and peculiar velocity fields within 200 $h^{-1}$ Mpc from the Two-Micron All-Sky Redshift Survey (2MRS) (Huchra et al. 2012; Macri et al. 2019). The reconstructed velocity field was then compared to the observed velocities obtained from Cosmicflows-3 (CF3) (Tully et al. 2016). Using a maximum-likelihood estimator, we constrained the normalized growth rate $f \sigma_8$, the bulk flow contribution $B^\text{bulk}$ from sources beyond 200 $h^{-1}$ Mpc, and, as a nuisance parameter, the dimensionless Hubble parameter $h^{\text{obs}}$ used in the computation of the observed galaxy distances. The parameters have further been calibrated using the results of applying the same estimator to the set of mocks. Assuming a Planck-18 cosmology (Aghanim et al. 2020b), we also translated $f \sigma_8$ to its linear value $f \sigma_8^{\text{lin}}$.

All inferred parameter values together with their errors are listed in Table 1 for several choices of the smoothing scale $r_s^{\text{rec}}$ used in the reconstruction. The results obtained for $r_s^{\text{rec}} = 15$ $h^{-1}$ Mpc, above which linear theory becomes a viable approximation, are adopted as our conservative final parameter estimates. The result for $h^{\text{obs}}$ agrees well with the value found in the analysis of CF3 in (Tully et al. 2016). The results for the other parameters are discussed in detail in Sections 8.5 and 8.6.

We furthermore confirmed the quality of the agreement between the reconstructed and observed velocities by comparing them on a point-by-point basis after tensor-smoothing both on the same scale. Additionally, we showed that the correlation function of the residual between reconstructed and observed velocities is strongly reduced compared to the individual correlation functions. The reconstructed velocities can, for example, be used to reduce the systematic and statistical errors in the determination of the Hubble constant (e.g. Scolnic et al. 2018; Mukherjee et al. 2021; Howlett & Davis 2020; Nicolaou et al. 2020; Sedgwick et al. 2020; Boruah et al. 2020a).
Constrained realizations from 2MRS

This work: 2MRS-11.75 / CF3
Stahl+21: 2M++ / DSS
Boruah+20: 2M++ / SFI++, 2MTF, A2
Said+20: 2M++ / 6dFGSv, SDSS-DR14
Carrick+15: 2M++ / SFI++, A1
Ma+12: IRAS-PSCz / ENEAR, SFI++, SN, A1
Turnbull+12: IRAS-PSCz / A1
Davis+11: 2MRS-11.25 / SFI++
Blake+18: 6dFGSz
Achitouv+17: 6dFGSz-gg
Achitouv+17: 6dFGSz-vg
Howlett+15: SDSS-DR7(MGS)
Beutler+12: 6dFGSz

Figure 12. Comparison of our result for $f\sigma_8^{\text{lin}}$ (black-edged orange circle) with other low-redshift measurements using various methods: $v$-$v$ comparison (orange) (Stahl et al. 2021; Boruah et al. 2020b; Said et al. 2020; Carrick et al. 2015; Ma et al. 2012; Turnbull et al. 2012; Davis et al. 2011); correlations of the redshift-space density (blue) (Blake et al. 2018; Achitouv et al. 2017; Howlett et al. 2015; Beutler et al. 2012; Samushia et al. 2012; Blake et al. 2011; Percival et al. 2004), peculiar velocities (Dupuy et al. 2019; Huterer et al. 2017; Johnson et al. 2014) or both (green) (Adams & Blake 2020; Qin et al. 2019; Nusser 2017); and galaxy luminosity variations (purple) (Feix et al. 2017, 2015; Nusser et al. 2011). If the effective $z$ of a measurement was not explicitly specified, we estimated it based on the employed data. To improve clarity, points sharing the same $z$ are slightly offset. The shaded areas mark the 1 and 2$\sigma$ confidence limits inferred from the Planck-18 results (Aghanim et al. 2020b).

8.4 $f\sigma_8$ versus $\beta$

Traditionally, the quantity $\beta = f/b$ has been widely adopted as the parameter to be inferred from analysis of redshift space distortions and the comparison between the velocity recovered from the distribution of galaxies and the independently observed peculiar galaxy velocities. Indeed, assuming linear galaxy bias, linear theory directly yields this parameter.

Recently, however, the parameter $\beta$ has been abandoned in favour of $f\sigma_8 = \beta\sigma_8^b$. While $f\sigma_8$ is desirable since it involves only the cosmological parameters independent of galaxy bias and distance, it is also associated with several shortcomings. First, the directly measured quantity is $\beta$, which is sensitive to the scales probed by the data and not necessarily $8\,h^{-1}\text{Mpc}$. Therefore, strictly speaking, the relevant quantity is $\beta\sigma_8^b = f\sigma_8 b_b / b$, where $b$ is the galaxy bias on the scales probed by the data and $b_b = \sigma_8^b / \sigma_8$ is the bias relevant to an $8\,h^{-1}\text{Mpc}$ scale. Thus, there is an assumption that $b$ is independent of scale. Second, $\sigma_8^b$ should be computed from the galaxy distribution in real space, which is not easily obtained from redshift space surveys. Indeed, at $8\,h^{-1}\text{Mpc}$ the clustering is affected by linear as well as nonlinear effects (including incoherent motions).

Thus, inferring $\sigma_8^b$ precisely requires careful calibration or an extrapolation of the measured power spectrum on larger scales. In our test on mock galaxy catalogs we found that the real-space result for $\sigma_8^b$ is smaller by a factor of $\sim 1.1$ than the redshift-space result, with a weak dependence on distance. We assumed that the same constant rescaling holds in the actual 2MRS, and accounted for it in the calibration of $f\sigma_8$. Although $\beta$ is the directly measured parameter, we follow the trend of using $f\sigma_8$, keeping in mind the aforementioned caveats.
8.5 Comparison of \( f_{\Omega} \)

In Fig. 12 we compare our result for the linear normalized growth rate, \( f_{\Omega}^{\text{lin}} = 0.367 \pm 0.060 \), to other values obtained using various methods at low redshifts. In addition, we plot the Planck-18 result (Aghanim et al. 2020b). We find an agreement with all of these within at most 1.1\( \sigma \). It is interesting that most points lie below the ΛCDM curve, but except for the result obtained by Said et al. (2020) none of them individually show a statistically significant deviation. Of course, one could make an attempt at assessing the ΛCDM prediction using the combination of all measured \( f_{\Omega} \) listed in the figure. However, this would have to be done with great care since many of these points are obtained from overlapping data and similar methods.

Our estimated errors are larger than those of some other results inferred via \( v \)-\( v \)-comparison for approximately the same reconstruction volume, e.g. Carrick et al. (2015); Boruah et al. (2020b); Stahl et al. (2021). This is mostly explained by the intrinsic reconstruction errors that we account for when calibrating the value of \( f_{\Omega} \) using realistic mocks. Partially, it is also due to excluding CF3 groups below \( c_{z}^{\min} = 2000 \text{ km s}^{-1} \), which typically have the smallest observed distance errors but would dominate our estimate for the external bulk flow contribution. Our uncalibrated results for \( r_{\Omega}^{\text{rec}} \leq 10^{-1} \text{ Mpc} \) have an error of \( \sim 0.03 \) at \( c_{z}^{\min} = 2000 \text{ km s}^{-1} \) and even only \( \sim 0.02 \) at \( c_{z}^{\min} = 0 \), comparable to those estimated in Carrick et al. (2015); Boruah et al. (2020b); Stahl et al. (2021).

However, these small scales and distances are affected by incoherent small-scale velocities that are not captured by linear theory. We use the scatter between \( f_{\Omega} \) inferred for different mocks to estimate the resulting systematic error. This error contribution happens to be smallest for \( r_{\Omega}^{\text{rec}} \approx 10^{-1} \text{ Mpc} \) and \( c_{z}^{\min} \approx 2000 \text{ km s}^{-1} \), but is of comparable size for the range 5 \( h^{-1} \text{ Mpc} \leq r_{\Omega}^{\text{rec}} \leq 15 \ h^{-1} \text{ Mpc} \) and 1000 km s\(^{-1} \leq c_{z}^{\min} \leq 4000 \text{ km s}^{-1} \) (for \( c_{z}^{\min} \leq 1000 \text{ km s}^{-1} \) it strongly increases). It thus limits the potential gain in constraining power obtained from including more small-scale and -distance information – at least as long as the linear theory assumption is kept. It is furthermore advisable to avoid relying on the accuracy of the calibration on small nonlinear scales. Hence, we prefer the slightly more conservative estimate of \( f_{\Omega} \) (and the other parameters) found for \( r_{\Omega}^{\text{rec}} \approx 15 \ h^{-1} \text{ Mpc} \).

In our analysis of the mocks, the smoothing scale at which the raw \( f_{\Omega} \) estimate approximately matches the true value was found to be \( \sim 7.5 \pm 2 \ h^{-1} \text{ Mpc} \). It is thus notably larger and more uncertain than the scale of 4 – 5 \( h^{-1} \text{ Mpc} \) found in Berlind et al. (2000); Carrick et al. (2015); Hollinger & Hudson (2021) by directly comparing simulated galaxy or halo velocities with linear velocity predictions obtained in \( r \)-space. This further demonstrates that it is crucial to use mocks which resemble the actual data as closely as possible and to perform exactly the same analysis for both, to avoid biasing the results.

We point out that our results for \( f_{\Omega} \) and \( f_{\Omega}^{\text{lin}} \) would increase by \( \sim 4\% \) if in the calibration we had used the mock \( f_{\Omega} \) value 0.95 measured from the MDPL2 particle distribution in Hollinger & Hudson (2021) instead of the value 0.91 computed from the adopted Cosmic Emu power spectrum. Relative to our total error estimate, however, this would only correspond to a change by \( \sim 0.3\sigma \).

8.6 Comparison of bulk flows and LG motion

In Fig. 13 we compare our results for the reconstructed bulk flow amplitude within Gaussian windows of different effective radii \( r_{\text{eff}} \) with those from a number of different measurements in the literature. We find agreement well within 1\( \sigma \) with all literature results except for that by Watkins et al. (2009), which still agrees within 1.4\( \sigma \), however, and is a slight outlier among all data points. For the direction of the bulk flow, we also find agreement at the 1\( \sigma \) level with most literature results. Only the directions found by Turnbull et al. (2012) and Scrimgeour et al. (2016) deviate more significantly, by 1.5 and 2\( \sigma \), respectively. For reference, we quote our result at \( r_{\text{eff}} = 50 \ h^{-1} \text{ Mpc} \), \( B_{\text{rec}} = 274 \pm 50 \text{ km s}^{-1} \) towards \( l = 287 \pm 9^\circ, b = 11 \pm 10^\circ \).

Our result for the external bulk flow contribution \( B_{\text{ext}} \) from sources beyond 200 \( h^{-1} \text{ Mpc} \), as specified in Table 1, is in good agreement with the results found in Carrick et al. (2015); Boruah et al. (2020b); Stahl et al. (2021). Furthermore, the total reconstructed motion of the LG with respect to the CMB, smoothed with \( r_{\text{eff}} = 1 \ h^{-1} \text{ Mpc} \) Gaussian, is \( 685 \pm 75 \text{ km s}^{-1} \) towards \( l = 270.6 \pm 6.6^\circ, b = 35.5 \pm 7.2^\circ \). It agrees within 1\( \sigma \) with the observed CMB dipole (Aghanim et al. 2020a). The 2MRS-internal contribution is \( 541 \pm 71 \text{ km s}^{-1} \) towards \( l = 257 \pm 10^\circ, b = 43 \pm 11^\circ \), and accounts for \( \sim 83\% \) of the observed dipole. This is consistent at the 1\( \sigma \) level with previous studies of the convergence of the clustering dipole (Bilicki et al. 2011).

8.7 Code and data products

The code of CORAS is publicly available.\(^{11} \) It is written in object-oriented C++ and is as such not only fast but also very modular. This allows the user to easily modify or exchange individual parts of the CR generation pipeline, e.g. the selection function estimator, the RSD correction algorithm or the generator of random signal and data realizations. Hence, we strongly encourage anyone to use and adapt CORAS to their desired needs.

The reconstructed density and peculiar velocity fields on a grid are made directly available alongside the code of CORAS. Furthermore, the reconstructed velocities at the positions of the CF3 galaxies and groups are published in the Extragalactic Distance Database (Tully et al. 2009).\(^{12} \)

8.8 Future prospects

In future work, we plan to improve CORAS by directly including observed peculiar velocities as additional constraints into the CR generation, similar to Zhu et al. (2020). This would render the separate step of constraining an external velocity contribution obsolete. Beyond that, we will investigate the use of more refined, galaxy bias and sampling models based on the halo occupation distribution (Peacock & Smith 2000; Berlind & Weinberg 2002) or the related cumulative luminosity function (Yang et al. 2003).

Furthermore, we will prepare CORAS for a future application to the upcoming all-sky spectral survey SPHEREx, which is expected to measure redshifts of several hundred million galaxies up to \( z > 1 \) with an accuracy range of \( \sigma_{z}/(1+z) \sim 0.3 \% 10\% \). For this purpose, we will extend our reconstruction method by explicitly accounting for redshift errors in the generation of CRs. This will also enable us to apply CORAS to photometric redshift surveys. The vastly larger number of observed galaxies compared to 2MRS furthermore requires the optimization of CORAS for highly parallelized computing architectures. The efficient and scalable SFb space method, which specifically exploits the statistical isotropy of all-sky surveys, will prove particularly beneficial in using this future wealth of data to further advance our understanding of cosmology.

\(^{11} \) See footnote 1.

\(^{12} \) They are available at http://edd.ifl.hawaii.edu.
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We then convolve the discrete distribution of those galaxies with an scale top-hat filter, compute its volume-averaged RMS number-weighted result found for $\sigma_g^g$ in Carrick et al. (2015), where $\sigma_g^g = 0.99 \pm 0.04$ is the galaxy density fluctuation amplitude of $L_g$ galaxies. They combine the empirically determined bias-luminosity relation of Westover (2007) with the Schechter luminosity function model (Schechter 1976). The relative factor can partially be explained by the uncertainty in $\sigma_g^g$ and partially by the difference between computing $\sigma_g^g$ in real and redshift space.

The thin grey lines in Fig. A1 show the results obtained for the set of mock catalogs (thin grey lines). The two thick lines for 2MRS correspond to the CMB (blue) and LG (orange) frame redshifts, and are nearly identical. The same holds for the mocks, and only the LG redshift results are plotted for them.

**APPENDIX A: DISTANCE DEPENDENCE OF $\sigma_g^g$**

For a flux limited survey, only galaxies above a threshold luminosity that increases with distance are observable. Since galaxy biasing depends on luminosity, we expect a distance dependence of the galaxy density fluctuation amplitude, $\sigma_g^g(r)$. To estimate this directly from the galaxy survey, we create a volume-limited subsample containing only those galaxies with a redshift distance $z < r$ and an absolute magnitude large enough to be observable if placed at the distance $r$. We then convolve the discrete distribution of those galaxies with an 8 $h^{-1}$ Mpc scale top-hat filter, compute its volume-averaged RMS value and subtract the contribution from shot noise. As described in Section 3.1, we place the 2MRS galaxies at the mean redshift distances of their associated galaxy group (Tully 2015) to collapse fingers-of-god.

The results for $\sigma_g^g(r)$, using either CMB or LG frame redshifts, are shown in Fig. A1. The estimates for both reference frames are nearly identical. Up to a constant factor of $\sim 1.2$, they also agree well with the number-weighted result found for $\sigma_g^g(r)/\sigma_g^B$ in Carrick et al. (2015), where $\sigma_g^g = 0.99 \pm 0.04$ is the galaxy density fluctuation amplitude of $L_g$ galaxies. They combine the empirically determined bias-luminosity relation of Westover (2007) with the Schechter luminosity function model (Schechter 1976). The relative factor can partially be explained by the uncertainty in $\sigma_g^g$ and partially by the difference between computing $\sigma_g^g$ in real and redshift space.

The thin green lines in Fig. A1 show the results obtained for the set of mock 2MRS galaxy catalogs described in Section 4.1. While there is some scatter between the individual mocks, they show consistently lower values than the results obtained from the actual 2MRS catalogs for distances above 50 $h^{-1}$ Mpc. This implies that the galaxy bias of the more luminous galaxies is lower in the mocks than in the actual 2MRS. We suspect this to be a limitation of the semi-analytic galaxy formation model SAGE, as Knebe et al. (2018) showed that there are deviations between the clustering of SAGE galaxies in MDPL2 and those of the SDSS DR7 sample (Strauss et al. 2002). However, since we are explicitly normalizing the observed (mock) galaxy density field to the radially dependent $\sigma_g^g(r)$ estimated from the (mock) data.
APPENDIX B: DETAILS ON SFB DECOMPOSITION

For the SFB decomposition of the density and velocity fields, we employ boundary conditions that impose a vanishing density contrast for distances \( r \geq r_{\text{max}} \). As shown in Fisher et al. (1995), the corresponding radial modes \( k_{\ln} \) are defined via

\[
\int_0^{r_{\text{max}}} j_{\ln}(k_{\ln} r_{\text{max}}) = 0
\]  

(B1)

and the SFB base functions satisfy the orthogonality relations

\[
\int d\Omega Y_{\ell}^m(\theta, \varphi) Y_{\ell'}^{m'}(\theta, \varphi) = \delta_{\ell\ell'} \delta_{\ell m m'}.
\]  

(B2)

\[
\int_0^{r_{\text{max}}} dr r^2 j_{\ln}(k_{\ln} r) j_{\ln'}(k_{\ln'} r) = \delta_{nn'} C_{\ln}^{-1},
\]  

(B3)

where \( d\Omega = \sin(\theta) d\theta d\varphi \) and the normalization coefficients are given by

\[
C_{\ln}^{-1} = \frac{r_{\text{max}}^3}{2} \left[ j_{\ln}(k_{\ln} r_{\text{max}}) \right]^2.
\]  

(B4)

With this orthogonality, the coefficients \( \delta_{\ell m n}^r \) of the SFB expansion of the normalized density contrast in Eq. (8) are obtained via Eq. (9).

Assuming a potential flow, \( v = \nabla \delta \), Eq. (3) yields \( \nabla^2 \delta = -f \sigma_8 H \delta \).

Since the SFB base functions are eigenfunctions of the Laplace operator, this relation can be inverted to obtain the SFB coefficients of the velocity potential, \( \phi_{\ell m n} = f \sigma_8 H \delta_{\ell m n}^r k_{\ln}^2 \).

Taking the gradient of the SFB expansion of \( \psi \) then yields

\[
v_r(r) = f \sigma_8 H \sum_{\ell m n} C_{\ln} \delta_{\ell m n}^r \frac{j_{\ln}(k_{\ln} r)}{k_{\ln}^2} Y_{\ell}^m(\theta, \varphi),
\]  

(B5)

\[
v_\theta(r) = f \sigma_8 H \sum_{\ell m n} C_{\ln} \delta_{\ell m n}^r \frac{j_{\ln}(k_{\ln} r)}{2 k_{\ln}^2} r^2 Y_{\ell}^m(\theta, \varphi) \times \left[ N_{\ell m}^+ Y_{\ell, m+1}^+(\theta, \varphi) e^{-i \varphi} - N_{\ell m}^- Y_{\ell, m-1}^-(\theta, \varphi) e^{i \varphi} \right],
\]  

(B6)

\[
v_\varphi(r) = f \sigma_8 H \sum_{\ell m n} C_{\ln} \delta_{\ell m n}^r \frac{j_{\ln}(k_{\ln} r)}{2 k_{\ln}^2} r^2 Y_{\ell}^m(\theta, \varphi) \times \left[ \cos(\theta) \left( N_{\ell m}^+ Y_{\ell, m+1}^+(\theta, \varphi) e^{-i \varphi} + N_{\ell m}^- Y_{\ell, m-1}^-(\theta, \varphi) e^{i \varphi} \right) - 2 \sin(\theta) Y_{\ell m}^0(\theta, \varphi) \right]
\]  

with the shorthand notation \( \sum_{\ell m n} \) for the triple-sum in Eq. (8) and \( N_{\ell m}^\pm = \sqrt{(l \pm m)(l \pm m + 1)} \). Once we know the coefficients \( \delta_{\ell m n}^r \), we can thus directly evaluate both the density contrast and velocity fields. More details on the derivation of these expressions can be found in Fisher et al. (1995).

Estimating \( \delta_{\ell m n}^r \) from the redshift survey involves several steps. First, we use Eq. (6) to estimate the observed density contrast in \( s \)-space. Inserting this estimator into the \( s \)-space equivalent of Eq. (9) then yields the \( s \)-space SFB coefficients \( \delta_{\ell m n}^{s,s} \) given in Eq. (10), which contains the \( s \)-space monopole contribution

\[
\hat{M}_n^s = \int_0^{r_{\text{max}}} ds \int d\Omega (\frac{\delta_{n n'} - f \sigma_8 C_{\ln}}{\kappa_{n n'}} \int_0^{r_{\text{max}}} dr r^2 \phi(r) \hat{w}(r) j_{\ln}(k_{\ln} r))
\]  

(B9)

\[
\times \left[ j_{\ln}''(k_{\ln} r) + \left( 2 + \frac{\ln(\phi(r))}{\ln r} \right) \frac{\ln(\phi(r))}{\ln r} \right]
\]  

\[
\times \left[ j_{\ln}''(k_{\ln} r) - \delta_{n n'} \frac{1 - j_{\ln}(k_{\ln} r_{\text{max}})}{3 k_{\ln}^2 r_{\text{max}}} \right].
\]  

(B10)

\[
\delta_{\ell m n}^r \text{ found in Fisher et al. (1995).}^{13}
\]

If the observed redshifts are in LG frame, we need to set \( \alpha = 1 \) to subtract the observer’s velocity. If they are in CMB frame, on the other hand, this is not necessary and \( \alpha = 0 \). The RSD correction can introduce a small spurious mean density contrast in the reconstruction volume, \( \langle \delta^t D \rangle \), which is incompatible with the imposed SFB boundary conditions. Therefore, we have to subtract the corresponding \( r \)-space monopole contribution

\[
\hat{M}_n^r = \int_0^{r_{\text{max}}} ds \int d\Omega \hat{w}(r) j_{\ln}(k_{\ln} r) Y_{\ell m}^0(\theta, \varphi)
\]  

\[
= \int_0^{r_{\text{max}}} dr r^2 \int d\Omega j_0(k_{\ln} r) Y_{\ell m}^0(\theta, \varphi)
\]  

\[
= \langle \delta^t D \rangle \sqrt{\pi} r_{\text{max}}^3 \int_0^{r_{\text{max}}} \int d\Omega j_0(k_{\ln} r) Y_{\ell m}^0(\theta, \varphi)
\]  

\[
\text{after multiplying } \delta_{\ell m n}^r \text{ with the inverse coupling matrix.}
\]

Finally, we obtain the estimate of the \( r \)-space SFB coefficients of the normalized density contrast in Eq. (17) by inverting the coupling relation and applying a WF. The latter contains the signal and noise correlation matrices

\[
(S_{\ell n})_{nn'} = 2 \int \frac{dk}{k} \frac{\sigma_8^2}{(\pi/2)} \int_0^{r_{\text{max}}} dr r^2 j_{\ln}(k_{\ln} r) j_{\ln'}(k_{\ln'} r)
\]  

\[
\times \int \frac{dr'}{r'} j_{\ln}(k_{\ln} r') j_{\ln'}(k_{\ln'} r')
\]  

\[
= \delta_{nn'} P_{\delta}(k_{\ln}) C_{\ln}^{-1},
\]  

\[
(N_{\ell n})_{nn'} = 2 \int \frac{dk}{k} \frac{\sigma_8^2}{(\pi/2)} \int_0^{r_{\text{max}}} dr r^2 \hat{w}(r) j_{\ln}(k_{\ln} r) j_{\ln'}(k_{\ln'} r)
\]  

\[
= \delta_{nn'} P_{\delta}(k_{\ln}) C_{\ln}^{-1},
\]  

\[
\text{with the normalized density contrast power spectrum } P_{\delta} = \sigma_8^2 / \sigma_8^2.
\]

To arrive at the second line of Eq. (B11), we approximated the second radial integral over the two Bessel functions by \( \delta_{\text{D,rad}}(k - k_{\ln'}) \pi/(2k^2) \) (Fisher et al. 1995).

APPENDIX C: SELECTION FUNCTION ESTIMATOR

The selection function \( \phi \) gives the fraction of observable galaxies at a certain distance. Assuming a spatially homogeneous distribution of galaxies, it can in principle be inferred directly from the comoving redshift distance histogram of the survey,

\[
\frac{dN(s)}{ds} \propto -\phi(s) s^2.
\]  

(C1)

In practice, though, the mean galaxy number density per spherical shell will experience some fluctuations around the mean over the total

\[
\text{Equation (B9) is true for any choice of boundary conditions. For our specific choice, it further simplifies, as Eq. (B1) implies } j_{\ln}(k_{\ln} r_{\text{max}}) = 0.
\]
We first perform a Gaussian pre-smoothing on a scale large enough to be suitable. This pre-smoothing is to infer \( \phi \) from an externally provided luminosity function. The caveat of this method is that it is susceptible to deviations of the true survey luminosity function from the model.

Here, we adopt the \( F/I \) estimator (Davis & Huchra 1982; Branchini et al. 2012), which yields the radially binned selection function from the survey itself without fitting local density variations. For each bin \( s_j \), the number of galaxies at a distance \( r < s_j \) which would also be visible if placed at a larger distance \( r > s_j \) is denoted by \( T_j \). The subset of those galaxies that would only be visible up to the next bin \( s_j + 1 \) but not further out is \( F_j \). Then,

\[
\frac{F_j}{T_j} \approx \frac{\Delta \phi(s_j)}{\phi(s_j)} \approx \frac{\ln \phi(s)}{s} \bigg|_{s=s_j} \Delta s_j.
\]  

To determine if a galaxy with apparent magnitude \( m \) and redshift \( z \) would be observable at a given distance, we compare its absolute magnitude

\[
M = m(z) - 25 - 5 \log_{10} \left( \frac{d_{\text{lim}}(z)}{\text{Mpc}} \right) - K(z_{\text{obs, hc}}) + Q(z)
\]

(3)

to the absolute magnitude corresponding to the flux limit of the survey \( m_{\text{max}} \) at that distance. Here, \( K \) describes the effect of the so-called \( k \)-correction, related to the fact that we are observing only a certain bandwidth of the full luminosity. It was found in Bell et al. (2003) that for 2MRS it is well-described by

\[
K(z_{\text{obs, hc}}) = -2.1 z_{\text{obs, hc}}.
\]

(4)

Note that \( K \) is a function of the directly observed redshift in heliocentric frame, \( z_{\text{obs, hc}} \). The term \( Q \) describes a correction due to the luminosity evolution, and was determined for 2MRS as (Bell et al. 2003)

\[
Q(z) = 0.8 z.
\]

(5)

### APPENDIX D: GENERATING RANDOM SIGNAL AND DATA REALIZATIONS

To construct CRs of the density contrast, as defined in Eq. (20), we first need to generate random realizations of both the normalized density contrast signal, \( \hat{\delta}^{R,S} \) and data, \( \hat{\delta}^{R,D} \) for which we adapt the approach of Agrawal et al. (2017). The log-normal distributed signal \( \hat{\delta}^{R,S} \) is generated from a realization of the associated zero-mean Gaussian log-density field \( g = \ln(1 + \hat{\delta}^{R,S}) - (\ln(1 + \hat{\delta}^{R,S})) \) and transforming it according to

\[
\hat{\delta}^{R,S}(r) = e^g(r) - \sigma_g^2 / 2 - 1,
\]

(1)

where \( \sigma_g^2 = \langle g^2 \rangle \) is the variance of \( g \). The log-density field itself is most easily generated in Fourier space,

\[
g(k) = \sqrt{\frac{P_g(k) V}{2}} (q_1 + iq_2),
\]

(2)

where \( q_1 \) and \( q_2 \) are two independent Gaussian random numbers with zero mean and unit variance, \( V \) is the volume of the periodic box, and \( P_g \) is the power spectrum of the log-density field. The latter is obtained by first inverse Fourier transforming the normalized density contrast power spectrum \( P_\delta \), which yields the normalized density contrast correlation function \( \xi_\delta \). It is related to the log-density correlation function \( \xi_g \) via (Coles & Jones 1991)

\[
\xi_g(r) = \ln(1 + \xi_\delta(r)),
\]

(3)

from which we then get \( P_g \) by another Fourier transform. To ensure the field \( g(r) \) to be real, we additionally impose the condition \( g(-k) = g^*(k) \) when drawing the random realizations. All Fourier transforms are performed using the FFTW library (Frigo & Johnson 2005).

To obtain the respective data realization \( \hat{\delta}^{R,D} \), we draw the number of associated galaxies in each Cartesian cell of volume \( \Delta V \) from a Poisson distribution with mean

\[
\hat{N}_j = \hat{n}_S \phi(r_j) (1 + \hat{\delta}^{R,S}(r_j)) \Delta V,
\]

(4)

where \( r_j \) denotes the position of the \( j \)th cell, \( \hat{n}_S \) is the mean galaxy number density of the survey, and the selection function \( \phi \) ensures that only the average observable fraction of galaxies is generated. The positions of those galaxies are then uniformly distributed within the cell. Afterwards, we apply the \( r \)-space equivalent of Eq. (10) to compute the desired random data SFB modes \( \delta^{R,D} \). Note that we need to use the weighting function \( \hat{n}_S \phi(r) \approx 1/\phi(r) \) instead of Eq. (6) for that, as the random galaxy positions have already been sampled from an underlying normalized density field, such that no further division by \( \sigma_g^2 \) is needed. Since the SFB modes are directly computed in \( r \)-space, we also skip the linear RSD correction step in the computation of the WF estimate \( \delta^{R,W} \) in Eq. (17). The CR of the normalized density contrast is then given by \( \delta^{R} = \hat{\delta}^{R,S} - \hat{\delta}^{R,W} + \hat{\delta}^{R} \).

The CR of the velocity field \( \nu^{R} \) corresponding to \( \delta^{R} \) is obtained by inverting the linear relation in Eq. (3) for \( \delta^{R,S}, \delta^{R,W} \) and \( \delta^{R} \) separately. For the random signal, this is achieved by evaluating the Cartesian Fourier modes of the velocity given the normalized density contrast,

\[
\nu^{R,S}(k) = f_s \sigma_H k \frac{ik}{k^2} \hat{\delta}^{R,S}(k),
\]

(4)

and transforming those back into real space. The two WF estimates, \( \nu^{R,W} \) and \( \nu^{W} \), on the other hand, are obtained from the SFB decomposition of \( \delta^{R,W} \) and \( \delta^{W} \), respectively, by means of Eqs. (B5) to (B7).

Finally, the three contributions to the constrained linear velocity field realization are combined as \( \nu^C = \nu^{R,S} - \nu^{R,W} + \nu^{W} \).

### APPENDIX E: TENSOR-SMOOTHING

Following Dekel et al. (1990), we define the tensor-smoothed radial velocity field

\[
\hat{v}_r(s) = \sum_{j=1}^{N_{\text{obs}}} W(s, s_j) v_r(s_j),
\]

(1)

where the tensor-smoothing function \( W \) accounts for the correct averaging of radial velocities from different directions \( s_j/s_j \) for a

---

14 We first perform a Gaussian pre-smoothing on a scale large enough to be resolved in our FFT box. We found a pre-smoothing scale of \( 1 \) h\(^{-1}\) Mpc to be suitable.

15 At very high wavenumbers \( k \) the log-density power spectrum \( P_g \) can acquire negative values, since a log-normal field can not perfectly reproduce any desired covariance (Xavier et al. 2016). We regularize \( P_g \) by setting those negative values to zero, which was found to only have a minor impact.
given window function $W$.

$$W(s, s_j) = W(s, s_j) \frac{s^T A^{-1}(s) s_j}{s_j s_j}.$$  \hspace{1cm} (E2)

$$A(s) := \sum_{j=1}^{N_{\text{obs}}} W(s, s_j) \frac{s_j s_j^T}{s_j^2}.$$  \hspace{1cm} (E3)

We choose a weighted Gaussian window function,

$$W(s) = \frac{1}{\sigma_j} \exp \left[ -\frac{(s - s_j)^2}{2 \sigma_j^2} \right].$$  \hspace{1cm} (E4)

To ensure that the matrix $A$ is invertible and well-conditioned, we adopt an adaptive smoothing scale,

$$r_s(s) = \min \left( r_{s, \text{min}}, \frac{s_8(s)}{2} \right),$$  \hspace{1cm} (E5)

where $r_{s, \text{min}}$ denotes the minimal smoothing scale and $s_8(s)$ is the radius of a sphere centered around $s$ containing $8$ observed data points.

We furthermore use the inverse variance of the radial peculiar velocity as a weighting, $\sigma_\nu^2 = (\sigma_{\nu, j}^\text{obs})^2 + (\sigma^\text{cos}_{\nu, j}(r_{s, \text{min}}))^2$, accounting for both the error on the observed velocity as well as the cosmic variance of the underlying peculiar velocity field. The latter is computed from the same power spectrum adopted in the WF, using a Gaussian window of width $r_{s, \text{min}}$. For the considered tensor smoothing scales, $r_{s, \text{min}} = 10$ to $30 \, h^{-1} \, \text{Mpc}$, it ranges from $\sigma^\text{cos}_{\nu, j}(r_{s, \text{min}}) = 197$ to $134 \, \text{km} \, \text{s}^{-1}$.

In practice, this contribution is only relevant for small distances $s \lesssim 10 \, h^{-1} \, \text{Mpc}$, where it avoids an over-weighting of the most nearby points.

The observed radial velocities and their errors are obtained from the observed distance moduli via the linearized relation in Eq. (23),

$$v_{\nu, j} = \frac{\mu_{\nu, j}^\text{obs} - \mu_{\nu, j}^\text{obs}}{\eta(z_{\nu, j}^\text{obs})}, \quad \alpha_{\nu, j} = \frac{\sigma_{\nu, j}^\text{obs}}{\eta(z_{\nu, j}^\text{obs})}.$$  \hspace{1cm} (E6)

To obtain the tensor-smoothed observed velocity $\tilde{v}_r$, we use the unsmoothed observed velocities $v_{\nu, j}(s_j)$ as the input in Eq. (E1). For the tensor-smoothed reconstructed velocity $\tilde{v}_r^{\text{rec}}$, we use the reconstructed velocity smoothed on $5 \, h^{-1} \, \text{Mpc}$ as the input because this is the smallest smoothing scale for which we estimate the parameters $\Theta = (f, \sigma_8, B^\text{ext}, h_{\text{obs}})$.

We calculate the error in $\tilde{v}_r$ using the relation

$$\sigma^2_{\tilde{v}_r}(s) \approx \sum_{j=1}^{N_{\text{obs}}} \left[ \tilde{W}^2(s, s_j) \left[ \sigma^2_{\nu, j} + (v_r(s_j) - \tilde{v}_r(s))^2 \right] \right]$$  \hspace{1cm} (E7)

derived in Dekel et al. (1990). The two contributions account for the error $\sigma_{\nu, j}$ in the unsmoothed velocities and the sample variance, respectively. Corrections from higher orders in $\sigma_{\nu, j}$ as well as the effect of these errors on the smoothing window position are neglected.