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Abstract

Deep neural networks with batch normalization (BN-DNNs) are invariant to weight rescaling due to their normalization operations. However, using weight decay (WD) benefits these weight-scale-invariant networks, which is often attributed to an increase of the effective learning rate when the weight norms are decreased. In this paper, we demonstrate the insufficiency of the previous explanation and investigate the implicit biases of stochastic gradient descent (SGD) on BN-DNNs to provide a theoretical explanation for the efficacy of weight decay. We identify two implicit biases of SGD on BN-DNNs: 1) the weight norms in SGD training remain constant in the continuous-time domain and keep increasing in the discrete-time domain; 2) SGD optimizes weight vectors in fully-connected networks or convolution kernels in convolution neural networks by updating components lying in the input feature span, while leaving those components orthogonal to the input feature span unchanged. Thus, SGD without WD accumulates weight noise orthogonal to the input feature span, and cannot eliminate such noise. Our empirical studies corroborate the hypothesis that weight decay suppresses weight noise that is left untouched by SGD. Furthermore, we propose to use weight rescaling (WRS) instead of weight decay to achieve the same regularization effect, while avoiding performance degradation of WD on some momentum-based optimizers. Our empirical results on image recognition show that regardless of optimization methods and network architectures, training BN-DNNs using WRS achieves similar or better performance compared with using WD. We also show that training with WRS generalizes better compared to WD, on other computer vision tasks.

1. Introduction

Because of its benefits to training and generalization, batch normalization (BatchNorm, BN) [22] has become a standard component in modern neural networks and is employed in numerous computer vision tasks, e.g., image recognition [18], semantic segmentation [7] and object detection [41]. Despite being widely used, BN is still not well-understood in many aspects. One mystery about deep neural networks with BN (BN-DNNs) is why such a neural network, which is invariant to scaling of its weights, is affected by weight decay (WD), an explicit regularization controlling the $l_2$ norms of weights (denoted as weight norms). Previous works [50, 19, 26] hypothesize that weight-scale invariant networks, including networks with BN and WeightNorm [42], need penalties on the weight norms to increase the effective learning rate, resulting in a faster convergence and better generalization ability [27]. In this paper, we demonstrate that the effective learning rate argument cannot fully explain the effect of weight decay in weight-scale invariant networks. We propose to understand the dynamics of weights during training and the effect of $l_2$ regularization by investigating implicit biases of stochastic gradient descent (SGD) on BN-DNNs. Our theoretical analysis is validated by empirical studies on standard neural architectures and datasets. By unveiling the intrinsic properties of their training dynamics, we take a step towards a more principled understanding of BN-DNNs.

Figure 1. Test accuracy of VGG16 on CIFAR10 using various regularization schemes: weight decay (WD), weight rescaling (WRS), learning rate scaling (scale LR). Training with WRS converges faster than WD and LR scaling, with similar test accuracy to WD, even though WRS does not increase effective learning rate.
Specifically, we identity two kinds of implicit biases of SGD on BN-DNNs. First, we prove that the gradient flow of a BN-DNN without WD keeps the weight norms constant during training. In other words, weights in a BN-DNN have the same scales throughout training if we set an infinitesimal learning rate. In contrast, when weight decay is used, the weight norm follows an exponential decay in time (or optimization step). In the discrete-time domain, we show that the weight norm is always increased in a BN-DNN without WD. Second, we prove that SGD on BN-DNNs updates components of the weight vector that are inside the span of input features, while ignoring those components orthogonal to the span (the weight vector has the same dimension as the input). According to [16, 1], the intrinsic dimensionality of feature representations in DNNs is substantially lower than that of the ambient space. Thus if a weight vector has noise lying in the orthogonal subspace of its input feature span, SGD cannot effectively remove that noise without weight regularization. Based on this observation, we provide an explanation for the phenomenon that using a larger learning rate has a similar effect as WD [19]. Furthermore, we propose a weight rescaling (WRS) scheme to shrink those noise lying in the orthogonal input space as an alternative to WD, which avoids the negative effect of WD on some optimizers, e.g., Adam [23, 32].

In summary, the contributions of this paper are 3-fold: 1) we discover the implicit biases of SGD on weights of BN-DNNs; 2) we give a theoretical explanation on the effect of WD on BN-DNNs based on these implicit biases, and provide empirical evidence; 3) we propose to regularize a BN-DNN with WRS instead of WD when using complex optimizers, and demonstrate the advantages of WRS over WD in various computer vision tasks, architectures and datasets.

2. Related Work

We discuss previous work on understanding the dynamics of BN-DNN and explanations on why WD is beneficial to the generalization of BN-DNNs.

2.1. Training Dynamics of BatchNorm Networks

[33] investigates the learning dynamics of BN-DNNs using ordinary differential equations (ODE), and shows that BN-DNNs can use a larger learning rate to optimize an empirical risk function than DNNs without BN. In contrast, in our paper we consider the dynamics of $l_2$-norm in BN-DNNs and give ODEs of $l_2$ norms in the continuous-time domain. Our analysis on the $l_2$ norms together with the low-rank optimization property of SGD motivates the proposal of WRS regularization.

[48] uses the mean-field theory to demonstrate that vanilla BN-DNNs without residual connections cannot be trained as a result of the gradient explosion at initialization. They also study the learning dynamics of BN-DNNs, and empirically show that even if the initial gradients tend to explode, both $l_2$ norms and gradients remain stable after the initial optimization stage. Building on their empirical result, our paper theoretically explains why the equilibrium happens in BN-DNNs by deriving the ODEs of weight norms and further investigates the impact of SGD on weights from the perspective of input features.

[6] empirically shows that BN’s faster convergence and better generalization are due to larger learning rates, while [43] argues that BN’s benefit is not relevant to the internal covariate shift, and shows that BN makes the loss landscape smoother compared to without BN. In our paper, we also consider the optimization dynamics of BN-DNNs, but we focus on weight norms and sparse structures of weights.

2.2. WD on Weight-Scaling-Invariance Networks

[46] is the first work to investigate the relationship between $l_2$ regularization and normalization in DNNs. They show that the weight norm is determined by the hyperparameter in $l_2$ regularization and the learning rate, but the relationship between weight norm and generalization is not considered. They also propose to scale weights to the unit norm during training. The difference is that we derive WRS regularization from the perspective of implicit biases of SGD and show the effect of weight rescaling on the generalization and optimization of BN-DNNs, while [46] proposes this scaling to keep the learning rate stable. In addition, our analysis validates the crucial assumption in [46] that the weight norm remains constant as training converges.

[19, 50] explain the effect of WD on the generalization of BN-DNNs via an effective learning rate. We replicate the experiment in [19] that seemingly validates the effective learning rate explanation and point out the imperfection of this validation. [19] proposes to fix the weight matrix norm during training, but their bounded WeightNorm (BWN) is based on WeightNorm instead of BN and their motivation is still the effective learning rate. In contrast, the proposed WRS renormalizes weight vectors in a BN-DNN and is based on implicit biases of SGD. Our empirical study demonstrates the benefit of WRS over BWN in terms of generalization and training stability. [31] proposes an alternative to WD that avoids the weight-scale-shifting-invariance effect in standard neural networks with ReLU activations, achieving better adversarial robustness than WD. However, the regularization minimizes a product of all weight norms and causes unbalanced weight norms in different layers, which impedes the optimization [36] and hurts generalization. In contrast, our WRS balances weight norms at different layers and improves generalization. [20] proposes the weight rescaling in BN-DNNs to avoid the negative effect of scaling-based symmetry of weight space. Our paper shows that a BN-DNN does not have the unbalanced weights effect during optimization since the weight
norm does not change drastically based on Theorem 3.1. Moreover, [20] does not find WRS can totally replace WD and still use both WRS and WD but our paper provides a new explanation on the effect of WD on BN-DNNs, which inspires us to use WRS as an alternative to WD when training NNs with advanced optimizers. Both Weight Standardization (WS) [38] and WRS makes the weight norms stable during training, but the difference is that our work focuses on explaining the effect of WD from the perspective of weight norm dynamics and proposes to replace WD with WRS to achieve better generalization.

A classic paper [25] investigates the effect of WD on a one-layer NN by projecting weights onto the input space. Our paper extends [25] to a BN-DNN setting, and gives empirical studies on modern NN. [4] investigates the benign overfitting phenomenon in linear regression by studying the data covariance matrix, which is similar to our analysis on the input feature covariance matrix. However, our focus is on more complex DNNs. Finally, our analysis on the input feature span is closely related to kernel methods [5]. In kernel methods, SGD/GD initialized outside the span of kernel features cannot converge to the minimum norm solution since the components orthogonal to the input space are not updated. We show that SGD for a BN-DNN without regularizing on the components orthogonal to the input feature span cannot converge to a solution with succinct weights.

3. Dynamics of Weight Norms in BN-DNNs

In this section we introduce notations of a BN-DNN and analyze the weight norm dynamics during SGD optimization in both continuous-time and discrete-time domains. Here we perform the analysis on a fully-connected network, and a similar analysis on convolution neural networks is presented in the Supplemental A.5.

3.1. BatchNorm Deep Neural Network (BN-DNN)

A BN-DNN is denoted as \( f_\Theta : \mathbb{R}^D \rightarrow \mathbb{R}^K \), where \( D \) is the dimension of an input sample \( x \), and \( K \) is the number of classes in classification or the dimension of output in regression. The input \( X = \{x_i\}_{i=1}^N \) and label \( Y = \{y_i\}_{i=1}^N \) are sampled from an unknown distribution \( D \). We assume that the BN-DNN is composed of a number of BN layers, comprising a sequence of weight multiplication, batch normalization and activation function [22]. The BN layer is

\[
\hat{h}_{i+1}^{(i)} = \phi(BN(W_i^T h_i^{(i)})),
\]

where \( h_{i}^{(i)} \in \mathbb{R}^{H \times 1} \) is the \( i \)th hidden variable of \( i \)th layer, \( W_i \in \mathbb{R}^{H_i \times H_{i+1}} \) is the weight matrix of \( i \)th layer, \( BN \) represents the BatchNorm operation, \( \phi(x) \) is the ReLU activation function, and we define the input as \( h_0^{(i)} = x_i \). The BatchNorm operation is an element-wise operation,

\[
\hat{h}_{i+1, j}^{(i)} = BN(W_i^{T} h_i^{(i)}) = \gamma_{i,j} \frac{W_i^{T} h_i^{(i)} - W_i^{T} \mu_i^{(B)}}{∥W_i∥_{Σ_i^{(B)}}} + \beta_{i,j}
\]

where \( ∥W_i∥_{Σ_i^{(B)}} = (W_i^{T} Σ_i^{(B)} W_i)^{1/2} \) is the standard deviation of this neuron’s output and we use \( t_i^{(i)} \) to denote the normalized output, i.e. \( \gamma_{i,j} t_i^{(i)} + \beta_{i,j} \) and \( Σ_i^{(B)} \) are the mean and covariance matrix of the current batch,

\[
\mu_i^{(B)} = \frac{1}{B} \sum_{b=1}^{B} h_i^{(i)} , \quad Σ_i^{(B)} = \frac{1}{B} \sum_{b=1}^{B} h_i^{(i)} h_i^{(i) T} - \mu_i^{(B)} \mu_i^{(B) T}.
\]

Note that the covariance matrix \( Σ_i^{(B)} \) is a result of variance calculation and does not violate the i.i.d. assumption of BatchNorm. Let there be \( L \) BN layers and one output layer in the network, i.e. \( Θ = \{W_0, \ldots, W_L\} \) where \( W_L \in \mathbb{R}^{H_L \times K} \). The network is trained with mini-batch SGD to minimize the empirical risk \( R \) over dataset \( \{X, Y\} \), where \( R \) can be cross-entropy or mean squared error,

\[
Θ^* = \min_Θ R_Θ(X, Y) = \min_Θ \frac{1}{N} \sum_{i=1}^{N} r(f_Θ(x_i), y_i), \quad (2)
\]

where \( r(f_Θ(x_i), y_i) \) is written as \( r^{(i)} \) for short. The \( l_2 \) norm of a vector is denoted as \( ∥·∥_2 \) and the Frobenius norm of a matrix is denoted as \( ∥·∥_F \).

3.2. Continuous-Time Analysis

The research into gradient flow, i.e., SGD with an infinitesimal learning rate, provides insights on the optimization of DNNs [11, 2]. Inspired by the previous work [10] on the gradient flow of weight norms in a standard ReLU-DNN, we analyze the differential equation of weight norms in a BN-DNN. According to the chain rule, the gradient flow of the \( l_2 \) norm of weight vector \( W_{i,j}(t) \) is

\[
\frac{d∥W_{i,j}(t)∥^2}{dt} = 2(W_{i,j}(t), \frac{dW_{i,j}(t)}{dt}).
\]
Because we use SGD, the gradient flow of $W_{l,j}(t)$ follows the negative direction of the gradient of loss w.r.t. $W_{l,j}(t)$.

$$\frac{dW_{l,j}(t)}{dt} = -\partial R_{\Theta(t)}(X^{(B)}, Y^{(B)}) \partial W_{l,j}(t).$$

By deriving the gradient of the loss w.r.t. $W_{l,j}(t)$, we have the following theorem.

**Theorem 3.1** Given a network as in Sec. 3.1, which is trained using SGD to minimize the loss $R_{\Theta}$, the gradient flow of the weight norms in BN layers is zero,

$$\frac{d\Vert W_{l,j}(t) \Vert_2^2}{dt} = 0. \quad (4)$$

**Proof.** In one step of SGD, we calculate the gradient of $W_{l,j}(t)$ using a mini batch $\{X^{(B)}, Y^{(B)}\} = \{x_i, y_i\}_{i=1}^B$.

$$\frac{\partial R_{\Theta(t)}(X^{(B)}, Y^{(B)})}{\partial W_{l,j}(t)} = \sum_{i=1}^B \delta h_{l,j}^{(i)}(t) \frac{\partial h_{l,j}^{(i)}(t)}{\partial W_{l,j}(t)}.$$  

Then the second gradient term $\partial h_{l,j}^{(i)}(t)/\partial W_{l,j}(t)$ is

$$\gamma_{l,j} \left[ \frac{h_{l}^{(i)} - \mu_{l,j}^{(B)}}{\Vert W_{l,j} \Vert_{\Sigma_{l,j}^{2(B)}}} - \frac{W_{l,j}^T (h_{l}^{(i)} - \mu_{l,j}^{(B)})}{\Vert W_{l,j} \Vert_{\Sigma_{l,j}^{2(B)}}} \Sigma_{l,j}^{(B)} W_{l,j} \right], \quad (5)$$

where $t$ is omitted for clarity. It is easy to show that $\langle W_{l,j}(t), \delta h_{l,j}^{(i)}(t)/\partial W_{l,j}(t) \rangle = 0$, and substituting into (3) gives (4) (see Supp. A.1 for the complete proof).

There are several implications of Theorem 3.1. First, when the learning rate is infinitesimal, the weight norms in BN layers remain the same as their initializations. Second, in the continuous-time domain, the weight in a BN layer only changes its direction and the scaling is controlled by another parameter $\gamma_{l,j}$, which is the same as WeightNorm [42]. Third, as the following corollary shows, using WD in this domain leads to an exponential decay of weight norm. We note that [37] shows that gradients are orthogonal to weights in their DDP-Normalization, which normalizes a weight by the output’s sample variance to control complexity. However, [37] focuses on regularizing data-dependent complexity measure in DNNs, while our paper investigates data-independent WD in BN-DNNs through the dynamics of weight norms, and we propose to replace WD with WRS based on SGD’s implicit biases.

**Corollary 3.2** Given a network as in Sec. 3.1 and the network is trained using gradient descent to minimize the loss $R_{\Theta}$ and $l_2$ regularization $\frac{\lambda}{2} \sum_{l=0}^L \Vert W_{l,j} \Vert_2^2$, then the weight norm in a BN layer follows an exponential decay,

$$\Vert W_{l,j}(t) \Vert_2^2 = \Vert W_{l,j}(0) \Vert_2^2 \exp(-2\lambda t). \quad (6)$$

See the Supp. A.2 for the proof. Fig. 2 shows an example of decaying weight norms due to WD. The exponential decay of WD indicates that the gradient flow of SGD with WD leads to shrinking weight norms, and the optimal solution is weights with zero norm. Thus, the dynamics lead to a degenerate solution, and may cause poor optimization procedures. To address this issue, we propose a better training scheme, WRS, that has the same regularizing effect and does not lead to degenerate solutions.

### 3.3. Discrete-Time Analysis

We next analyze the change of weight norms when a relatively large learning rate is used in SGD. Instead of deriving an ordinary differential equation for the weight norm, we investigate the difference between the weight norms of two consecutive optimization steps, i.e. $\Delta_{l,j}(t) = \Vert W_{l,j}(t+1) \Vert_2^2 - \Vert W_{l,j}(t) \Vert_2^2$. Let the learning rate be $\eta(t)$, then $W_{l,j}(t+1)$ is obtained by one step of gradient descent,

$$W_{l,j}(t+1) = W_{l,j}(t) - \eta(t) \frac{\partial R_{\Theta(t)}(X^{(B)}, Y^{(B)})}{\partial W_{l,j}(t)}.$$  

The proof of Theorem 3.1 shows that the inner product between $W_{l,j}(t)$ and $\partial R_{\Theta(t)}(X^{(B)}, Y^{(B)})/\partial W_{l,j}(t)$ is zero. Thus we have the following corollary.

**Corollary 3.3** Given network as in Sec. 3.1 and the network is trained by SGD to minimize $R_{\Theta}(X, Y)$, we have

$$\Delta_{l,j}(t) = \eta(t)^2 \Vert \frac{\partial R_{\Theta(t)}(X^{(B)}, Y^{(B)})}{\partial W_{l,j}(t)} \Vert_2^2. \quad (7)$$

When the learning rate $\eta(t)$ goes to infinitesimal, the training enters the continuous-time domain and Theorem 3.1 holds, i.e. $\Delta_{l,j}(t) \to 0$. The corollary shows that in practice the weight norm always increases and the amount of increase is determined by the magnitude of its gradient and the learning rate. This corollary validates the intuition that weight norms will go unbounded in a BN-DNN [19, 46], and provides a quantitative increasing rate for weight norms. Fig. 3 shows the change of norms in one convolution layer of VGG16 [44]

---

1 We add BatchNorm to all conv layers in VGG16 throughout this paper.
a conv kernel of one output channel. This empirical result together with our analyses in Section 4 demonstrates that there will be a large amount of accumulated noise in weights because of random initialization and noise in SGD at the initial training stage, if WD is not used.

4. Low-Dimension Optimization Property of SGD in BN-DNNs

In this section, the low-dimension optimization property of SGD in BatchNorm Networks is investigated. First, we demonstrate that the effective learning rate (LR) is not able to explain the good performance of weight decay. Next, our analysis on SGD shows that under some conditions the optimization only updates a subspace of a high-dimensional weights in each step. Based on this observation, we provide an explanation on the effectiveness of WD and propose a WRS regularization to achieve a similar effect as WD.

4.1. The Effective Learning Rate Explanation

In [50, 19], the benefit of WD on BN-DNNs is considered as a result of the increased effective learning rate (LR). We adopt the same experiment setting as in [19]. First, we train a BN-DNN with WD and record each layer’s weight norm during training. Then, we train another BN-DNN with the same neural architecture but without WD, and scale the LR according to the ratio of weight norms in the current network and the previous network, so that the effective LR of a weight is the same in the two networks. We show the test accuracy of the two VGG16 networks in Fig. 1 (as “scale LR”). The result seemingly validates the hypothesis that WD benefits generalization by increasing the effective LR. However, there are several problems in this experiment. First, it is hard to scale the LR exactly since in a certain layer the correspondence between nodes or channels of the two networks is unknown. Second, if increased LR explains the power of WD, then increasing the LR of all weights by a common value should work as well. However, the experiment in Fig. 1 shows that the uniform LR scaling cannot even match the performance of SGD without WD using normal LR. Third, we find that a regularization scheme that rescales weights (WRS) to a unit $l_2$ norm during training achieves the same level of performance as WD. Yet the effective LR in WRS training is believed to be much smaller than that of WD training [46]. The effective LR argument is also questioned in [15], where they find that this argument cannot explain why WD only manifests its benefit when applied at the early training stage instead of later training stages (see Fig. 7). We provide our explanation on the time-dependent effect of WD in Sec. 5.

4.2. SGD Analysis Based on Input Feature Space

As shown in Section 3, the gradient of the empirical risk w.r.t. a weight $W_{i,j}$ is a linear combination of $\{\partial h^{(i)}_{l+1,j}/\partial W_{i,j}\}_{l=1}$. Further examining (5), we have

$$\frac{\partial h^{(i)}_{l+1,j}}{\partial W_{i,j}} = \gamma_{l,j} \frac{\gamma_{l,j}}{\|W_{i,j}\|_{\Sigma_{l}^{(B)}}} \left[ (h^{(i)}_{l,j} - \mu^{(B)}_{l,j}) - \tilde{t}^{(l,j)}_{i,j} \Sigma_{l}^{(B)} W_{i,j} \right].$$

Let $\Sigma_{l}^{(B)} = U_l^{(B)} \Lambda_l^{(B)} U_l^{(B)T}$ be the eigendecomposition, where $U_l^{(B)}$ is the left unitary matrix whose columns are eigenvectors, and $\Lambda_l^{(B)}$ is the diagonal matrix of the eigenvalues. Multiplying both sides of (5) by $(U_l^{(B)})^T$,

$$dV_{i,j} = \gamma_{l,j} \frac{\gamma_{l,j}}{\|W_{i,j}\|_{\Sigma_{l}^{(B)}}} \left[ (U_l^{(B)})^T (h^{(i)}_{l,j} - \mu^{(B)}_{l,j}) - \tilde{t}^{(l,j)}_{i,j} \Lambda_l^{(B)} V_{l,j}^{(B)} \right],$$

where $V_{l,j}^{(B)}$ is the mapping of $W_{i,j}$ onto the subspace spanned by input features and $dV_{i,j}$ denotes the projection of $\partial h^{(i)}_{l+1,j}/\partial W_{i,j}$ onto the input feature span. Note that the rank of $\Sigma_{l}^{(B)} \in \mathbb{R}^{H_l \times H_l}$ is $\min(B-1, H_l)$, where $H_l$ is the dimension of feature vector $h^{(i)}_{l,j}$ and $B$ is the batch size.

Suppose that the number of data samples in this batch is smaller than the dimension of features, i.e. $B - 1 < H_l$, then there will be $(H_l + 1 - B)$ zeros eigenvalues. For example, VGG16 has many layers where the number of image patches $B$ is far smaller than the dimension of those patches. The first term is the mapping of $h^{(i)}_{l,j} - \mu^{(B)}_{l,j}$ onto the subspace spanned by $U_l^{(B)}$. Suppose that the eigenvalues are in descending order, then this mini-batch has no component in the last $(H_l + 1 - B)$-dimension when projected to the space $U_l^{(B)}$. Thus, the first term only has $B - 1$ nonzero elements. The second term is also a vector whose last $(H_l + 1 - B)$ elements are zero, which is straightforward due to the $(H_l + 1 - B)$ zeros eigenvalues in $\Lambda$. Thus, the gradient of $V_{i,j}$ only has $B - 1$ nonzero values,

$$dV_{i,j} = [(\partial V_{i,j})_1, (\partial V_{i,j})_2, \ldots, (\partial V_{i,j})_{B-1}, 0, \ldots, 0].$$

In an optimization step, only $B - 1$ components of weights are updated if we observe from the data subspace. Our analysis is similar to [25], where the optimization of a one-hidden-layer NN is investigated by eigendecomposition of the input space. The difference is that here we generalize the previous result to a BN-DNN and demonstrate that the low-rank update also holds in BN layers.

It could be argued that in some layers of DNNs, the dimensionality of features is smaller than the number of feature patches in a batch. However, even if $H_l < B - 1$, the intrinsic dimension of features $H_l$ is demonstrated to be substantially lower than the dimension of their ambient space $H_l$ [16, 1]. This low intrinsic dimension reduces the nonzero components in $dV_{i,j}$ if $H_l < B - 1$, and further lowers the updated dimension by SGD. The low-rank optimization brings difficulties to the generalization of BN-DNNs since weight components orthogonal to input feature.
spans cannot be updated by SGD, and the complexity of NN is not effectively controlled [3]. Although a BN-DNN is invariant to weight scaling, WD is still needed to penalize redundant weight components and learn a DNN with low complexity. Without WD, SGD is prone to poor generalization as a result of noise in weights [26], emerging from random initialization and stochasticity in SGD. Fig. 4 illustrates the decomposition of a weight vector into its ISP and orthogonal ISP comprising noise. Since SGD only updates weights inside the ISP, the noise will accumulate in the orthogonal space and cannot be removed in later optimization.

To validate our hypothesis, we fit a generalized Gaussian distribution (GGD) [35] to the parameter values in a convolution layer. The shape parameter $\beta_{GG}$ of the GGD controls the tail shape of the distribution: $\beta_{GG} = 2$ corresponds to a Gaussian distribution; $\beta_{GG} < 2$ corresponds to a heavy-tail distribution with lower values giving fatter tails ($\beta_{GG} = 1$ is a Laplacian); $\beta_{GG} > 2$ gives light-tail distributions, and $\beta_{GG} \rightarrow \infty$ yields uniform distribution around 0 (i.e., no tails). In other words, a large $\beta_{GG}$ indicates that more kernel parameters are noise around zero, while a small $\beta_{GG} < 2$ indicates the kernel has a more sparse structure (e.g., see Supp. B.2). Using a well-trained VGG16 on CIFAR10, we fit GGDs for kernel parameters in all 13 conv layers, and plot the $\beta_{GG}$ versus layers in Fig. 5 before and after projecting weights to their input spans. The input spans are obtained by collecting features of all training data in each layer and computing $\mathbf{U}$ by eigendecomposition of $\mathbf{\Sigma}_l$. Fig. 5 has three implications. First, from the first layer to the final layer, conv parameters become less sparse if we observe after the input span projection (ISP). Second, when we consider ISP of weights, SGD with WD leads to more sparse kernels than vanilla SGD (Fig. 5a). However, the sparsity cannot be observed from the parameter space directly (Fig. 5b). Third, weight distributions in initial layers are quite sparse even though $B$ is much larger than their $H_i$’s, indicating that the intrinsic dimension $\tilde{H}_l$ plays a more important role than the batch size.

One natural question for this low-dimension optimization property of SGD is whether the ISP of a layer varies drastically from epoch to epoch. We empirically show that despite the change of input features, SGD leads to more noise in weights compared to SGD with WD when applying ISP to weights. Fig. 6 shows the change of $\beta_{GG}$ of projected weight parameters from 0 to 100 epochs. Combined with Fig. 5, we conclude that the sparse weight structures caused by WD are observed from their ISPs, while they cannot be observed directly from the parameter space. In Supp. B.1, we show weight parameter distributions in different epochs.

**5. Weight Rescaling Regularization**

Using our previous analyses on the noise accumulation of SGD, we propose a regularization strategy that has the same complexity control effect as WD but avoids its disadvantages in some optimization methods. Weight rescaling (WRS) consists of scaling weight vectors or conv kernels to the unit norm every $\tau$ steps during training. Although a BN-DNN function is invariant to weight rescaling, here we demonstrate that WRS regularizes weight noise and improves generalization, while also mitigates negative influences of WD on advances optimizers.

**WRS suppresses noise in weights in the early training stages.** Although a BN-DNN function is invariant to rescaling the weights, the optimization process is affected by the WRS operation. Recall two properties about SGD derived in previous sections: 1) one SGD step increases the $l_2$ norm proportional to the learning rate and gradient norms; 2) one SGD step only updates a small portion of weight components inside the ISP. Thus, we conclude that when a BN-DNN is at the initial training stage, where both the learning rate and gradient norms are large, SGD will lead to several relatively large components in a weight’s ISP.
Improved Optimization. It is observed that WD might hurt the performance of certain optimizers, and AdamW is proposed to overcome the performance deterioration when using WD in Adam [32]. Since we show that WRS has a similar regularization effect to WD, we propose to use WRS to avoid the drawback of WD when using some complex optimizers. In Sec. 6, we show the advantage of WRS over WD in several computer vision tasks, in terms of improved generalization and convergence.

The faster convergence of WRS might come from the balanced weight norms induced by the normalization. It is known that unbalanced weights lead to poor optimization behavior in standard NNs [36]. Although a BN-DNN function is invariant to unbalanced weight norms, gradients of weights are proportional to the inverse of weight norms. If a weight has a significantly large norm compared to others, the gradient of this weight will be relatively small. Therefore, balanced weight norms in a BN-DNN give balanced gradients in SGD, benefitting the convergence rate.

**Why does the LR scaling help the network generalize, but the uniform LR scaling does not?** The multiplier in “scale lr” is approximately one at the initialization, increases dramatically in the first training stage (1-60 epochs) and then remains stable in the second training stage (after 60 epoch). Training using “scale lr” is the same as training without weight decay when the weight norms are small in the first several epochs. Then the weight norms increase according to Corollary 3.3 and LR is scaled up. The progressively increased scales make gradients in the ISP greater and effectively suppress noise resulting from previous SGD steps. This approach is opposite to WRS: WRS diminishes noise by scaling down the noise, while the LR scaling increases important components. The uniform LR scaling hurts the generalization because the scales of gradients are equivalently large throughout training so there is no regularization for redundant noise in weights. See Supp. B.1 for the visualization of scale values in the “scale lr” experiment.
6. Experiment

In this section, we demonstrate the effectiveness of BN+WRS compared to BN+WD through experiments on four computer vision tasks.

6.1. Image Recognition

We apply WRS to different neural architectures and image recognition datasets and compare the performance of WRS and WD. Three classical BN-DNNs, VGG16, ResNet18 [18] and WideResNet-28-10 [49], are used as our test models and CIFAR10, CIFAR100 [24] and Tiny ImageNet [9] are used as the datasets. Note that the original ResNet and WideResNet architectures have some conv layers without BN, and here we add BN for all convolution layers in this experiment to make a thorough comparison. Since SGD often has worse performance than SGD with momentum (SGDM) or Adam, we only use SGDM and Adam in our experiment. To avoid the performance drop when using Adam and WD, we use AdamW as an alternative to Adam. For WD, we apply weight decay on all conv kernels and $\gamma$’s in the BN layers. For WRS, we rescale conv kernels to the unit norm every $\tau$ optimization steps, and apply weight decay on $\gamma$’s in the BN layers. Note that the weight decay for $\gamma$ does not interfere with our analyses for weights in previous sections, since we do not make any assumptions on the dynamics of $\gamma$. In both WRS and WD, the hyperparameter for decay is set as 5e-4 and batch size is 100. $\tau$ is chosen from {10, 20, 40} based on their performance on the validation set. See Supp. B.2 for more details.

Table 1 shows a comparison of test accuracies between WRS and WD with various NNs, datasets, and optimization methods, where each accuracy is an average over running 3 trials. In most settings, especially for AdamW optimization, WRS performs better than WD in terms of test accuracy. Averaging over all datasets, architectures, and optimizers, WRS has overall higher accuracy (mean 76.9) versus WD (75.7), which is statistically significant via paired t-test, t(17)=3.4498, p=0.003. This result demonstrates that, in general, WRS improves generalization over WD when using advanced optimizers. Fig. 9a shows the test accuracy of training WideResNet on Tiny ImageNet with WRS and WD. WRS has a clear advantage over WD in this large-scale model and dataset scenario, in terms of stable training, and better generalization. In Supp. B.2, we provide an empirical study on the hyperparameters of WRS.

WeightNorm+WD is not included as a baseline in Tab. 1 since the performance of WN is shown to be generally worse than BN+WD in image classification [14]. Fig. 8 compares WRS with bounded WN (BWN) with mean-only BN [19] and WD. Although the convergence of BWN is faster than WRS and WD at the first training stage, BWN hurts the final accuracy in general. In addition to the performance benefit, WRS is easier to implement and robust to different NN architectures compared to BWN. For example, training with BWN on VGG16 is always broken in our experiment.

6.2. Other Computer Vision Tasks

We next compare WRS and WD on BN-DNNs from other computer vision tasks.

Object detection. YOLOv3 [41] is a popular detection model with efficient training and inference. The darknet backbone [40] and YOLO head make heavy use of BN layers to stabilize the training. Thus, we empirically study the effectiveness of WRS in the object detection task by comparing the performance of training YOLOv3 with WRS and WD on the COCO dataset [29]. In WRS, we rescale a conv kernel if there is a BN layer after the convolution, and use weight decay on all other parameters. Fig. 9b shows the mAP of YOLOv3 on the validation set during training with SGDM. WRS is consistently better than WD after the first several epochs and converges faster than WD. The final mAP of WRS improves over WD by 2.2.

Semantic segmentation. DeepLabv3 [7] finds that BN is important to train the backbone and atrous convolution lay-
Table 1. Test accuracy of WRS and WD in the image recognition task. C10, C100, and Tiny denote CIFAR10, CIFAR100, and Tiny ImageNet. A paired t-test over all datasets, architectures, and optimizers indicates that WRS has overall higher accuracy (mean 76.9) versus WD (75.7), $t(17)=3.4498$, $p=0.003$.

| Network+Opt.         | Reg. | C10  | C100 | Tiny |
|----------------------|------|------|------|------|
| VGG16+SGDM           | WD   | 92.24| 79.79| 57.90|
|                      | WRS  | 92.37| 69.69| 58.24|
| VGG16+AdamW          | WD   | 92.40| 68.02| 49.14|
|                      | WRS  | 93.32| 68.15| 52.15|
| ResNet18+SGDM        | WD   | 94.37| 76.13| 63.44|
|                      | WRS  | 94.41| 76.77| 64.02|
| ResNet18+AdamW       | WD   | 93.44| 72.83| 62.47|
|                      | WRS  | 94.26| 75.95| 61.27|
| WideResNet+SGDM      | WD   | 94.14| 80.25| 66.82|
|                      | WRS  | 95.22| 79.95| 69.22|
| WideResNet+AdamW     | WD   | 94.17| 74.97| 60.57|
|                      | WRS  | 94.59| 78.89| 64.03|

As all convolution layers in DeepLabv3 are equipped with BN, we train DeepLabv3 using WRS for all conv kernels and compare that with WD. ResNet101 is chosen as the backbone of DeepLabv3 in our experiment. The network is trained on the augmented PASCAL VOC 2012 semantic segmentation dataset [12, 17] using AdamW, and the output stride is 16. Fig. 9c shows the mIOU of DeepLabv3 on the validation set during training. Our WRS achieves better performance (mIOU increase of 2.52) and faster convergence, compared to WD.

Crowd counting. We test WRS on crowd counting, a regression CV task. CSRNet [28] with VGG16 as the backbone is used as the model and Bayesian loss [34] is the empirical risk. The model is trained and evaluated on UCF-QNRF [21]. VGG16 is initialized by ImageNet pre-trained weights. Adam is the optimizer and batch size is 32. We train the model for 300 epochs and choose one model with the lowest mean absolute error (MAE) on the validation set. On the test set, training with WD gives an MAE of 103.84 and mean squared error (MSE) of 176.28, while WRS improves the two metrics by 7.33 and 2.48, achieving 96.51 MAE and 173.80 MSE.

7. Conclusion

In this paper, we theoretically analyze SGD optimization of BN-DNNs from the perspective of the training dynamics of weight norms and weight updating in a low-dimensional subspace. Based on our analyses, we explain the effect of WD as removing weight noise in the space orthogonal to the input feature span. WRS is proposed to replace WD in training with SGD or Adam to avoid drawbacks of WD. Our empirical studies corroborate our explanation and demonstrate the effectiveness of WRS across various CV tasks, different neural architectures, and datasets. Our work can be further improved in several directions. First, it will be significant if we could find the relationship between weight sparsity in the input feature span and generalization of DNNs. Second, we empirically show the effectiveness of WRS on ResNet but do not analyze how residual connections affect the optimization and generalization in a BN-DNN. Third, we can investigate the effect of WRS in different learning paradigms where BN is crucial to training stability and generalization, like adversarial learning [39], contrastive learning [8] and meta-learning [45].
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A. Proof of Theorems, Corollaries and Claims

Here we provide proofs of the Theorems and Corollaries in our paper.

A.1. Proof of Theorem 3.1

Theorem 3.1 Suppose that we have a network as in Section 3.1, which is trained using SGD to minimize the loss $R_\Theta$, then the gradient flow of $l_2$ norms of the weights in BatchNorm layers is zero,

$$\frac{d\|W_{l,j}(t)\|_2^2}{dt} = 0. \quad (8)$$

Proof. Using a minibatch of data $(X^{(B)}, Y^{(B)}) = \{x_i, y_i\}_{i=1}^B$, we derive the gradient of the empirical loss with respect to $W_{l,j}(t)$,

$$\frac{\partial R_\Theta(t)(X^{(B)}, Y^{(B)})}{\partial W_{l,j}(t)} = \sum_{i=1}^B \frac{\partial r^{(i)}(t)}{\partial \hat{h}^{(i)}_{l+1,j}(t)} \frac{\partial \hat{h}^{(i)}_{l+1,j}(t)}{\partial W_{l,j}(t)},$$

where $\hat{h}^{(i)}_{l+1,j}(t)$ is the $i$th output of BatchNorm layer. The second gradient is

$$\frac{\partial \hat{h}^{(i)}_{l+1,j}}{\partial W_{l,j}} = \gamma_{l,j} \left[ \frac{h^{(i)}_l - \mu^{(B)}_l}{\|W_{l,j}\|_{\Sigma_l^{(B)}}} - \frac{W_{l,j}^T (h^{(i)}_l - \mu^{(B)}_l) \Sigma^{(B)}_l W_{l,j}}{\|W_{l,j}\|_{\Sigma_l^{(B)}}^3} \right], \quad (9)$$

where we omit $t$ for clarity. This gradient is equal to

$$\frac{\partial \hat{h}^{(i)}_{l+1,j}}{\partial W_{l,j}} = \gamma_{l,j} \left[ \frac{h^{(i)}_l - \mu^{(B)}_l}{(W_{l,j}^T \Sigma_l^{(B)} W_{l,j})^{1/2}} - \frac{W_{l,j}^T (h^{(i)}_l - \mu^{(B)}_l) \Sigma^{(B)}_l W_{l,j}}{(W_{l,j}^T \Sigma_l^{(B)} W_{l,j})^{3/2}} \right]. \quad (10)$$

Consider the inner product of this gradient and $W_{l,j}$,

$$W_{l,j}^T \frac{\partial \hat{h}^{(i)}_{l+1,j}}{\partial W_{l,j}} = \gamma_{l,j} W_{l,j} \left[ \frac{h^{(i)}_l - \mu^{(B)}_l}{(W_{l,j}^T \Sigma_l^{(B)} W_{l,j})^{1/2}} - \frac{W_{l,j}^T (h^{(i)}_l - \mu^{(B)}_l) \Sigma^{(B)}_l W_{l,j}}{(W_{l,j}^T \Sigma_l^{(B)} W_{l,j})^{3/2}} \right], \quad (11)$$

$$= \gamma_{l,j} \left[ \frac{W_{l,j}^T (h^{(i)}_l - \mu^{(B)}_l)}{(W_{l,j}^T \Sigma_l^{(B)} W_{l,j})^{1/2}} - \frac{W_{l,j}^T (h^{(i)}_l - \mu^{(B)}_l) \Sigma^{(B)}_l W_{l,j}}{(W_{l,j}^T \Sigma_l^{(B)} W_{l,j})^{3/2}} \right] \quad (12)$$

$$= \gamma_{l,j} \left[ \frac{W_{l,j}^T (h^{(i)}_l - \mu^{(B)}_l)}{(W_{l,j}^T \Sigma_l^{(B)} W_{l,j})^{1/2}} - \frac{W_{l,j}^T (h^{(i)}_l - \mu^{(B)}_l) \Sigma^{(B)}_l W_{l,j}}{(W_{l,j}^T \Sigma_l^{(B)} W_{l,j})^{1/2}} \right] = 0. \quad (13)$$

Similarly, if we consider the inner product of the gradient $\frac{\partial R_\Theta(t)(X^{(B)}, Y^{(B)})}{\partial W_{l,j}(t)}$ and $W_{l,j}(t)$, we also have

$$\left\langle \frac{\partial R_\Theta(t)(X^{(B)}, Y^{(B)})}{\partial W_{l,j}(t)}, W_{l,j}(t) \right\rangle = 0. \quad (14)$$

Thus, the differential equation of $W_{l,j}(t)$ is

$$\frac{d\|W_{l,j}(t)\|_2^2}{dt} = -2 \left\langle \frac{\partial R_\Theta(t)(X^{(B)}, Y^{(B)})}{\partial W_{l,j}(t)}, W_{l,j}(t) \right\rangle = 0. \quad (15)$$

This complete the proof. Notice that we do not make any assumptions on the value of $\gamma_{l,j}$, so using weight decay for $\gamma_{l,j}$ does not invalidate this theorem.
A.2. Proof of Corollary 3.2

Corollary 3.2 Suppose that we have a network as in Section 3.1 and the network is trained using gradient descent to minimize the loss $R_{\Theta}$ and $l_2$ regularizations $\frac{\lambda}{2} \sum_{l=0}^{L} \|W_l\|_2^2$, then the weight $l_2$ norm in a BatchNorm layer follows an exponential decay,

$$\|W_{l,j}(t)\|_2^2 = \|W_{l,j}(0)\|_2^2 \exp(-2\lambda t).$$

Proof. The ODE in SGD with weight decay is

$$\frac{d\|W_{l,j}(t)\|_2^2}{dt} = -2\langle \frac{\partial R_{\Theta(t)}(X^{(B)}, Y^{(B)})}{\partial W_{l,j}(t)} + \lambda W_{l,j}(t), W_{l,j}(t) \rangle$$

Using the result from Theorem 3.1 (8), we know that the first term is 0. So if there is weight decay in the training, the dynamics of weight $l_2$ norm is

$$\frac{d\|W_{l,j}(t)\|_2^2}{dt} = -2\langle \lambda W_{l,j}(t), W_{l,j}(t) \rangle = -2\lambda \|W_{l,j}(t)\|_2^2.$$

This ordinary differential equation has the form

$$\dot{x}(t) = -2\lambda x(t), \ x(0) = x_0,$$

whose solution is $x(t) = x_0 \exp(-2\lambda t)$. Similarly, the solution to the ODE in (19) is

$$\|W_{l,j}(t)\|_2^2 = \|W_{l,j}(0)\|_2^2 \exp(-2\lambda t).$$

This completes the proof.

A.3. Proof of Corollary 3.3

Corollary 3.3 Suppose that we have a network as in Section 3.1 and the network is trained by SGD to minimize $R_{\Theta}(X, Y)$, then we have

$$\Delta_{l,j}(t) = \eta(t)^2 \|\frac{\partial R_{\Theta(t)}(X^{(B)}, Y^{(B)})}{\partial W_{l,j}(t)}\|_2^2.$$

Proof. We derive the corollary as follows

$$\Delta_{l,j}(t) = \|W_{l,j}(t+1)\|_2^2 - \|W_{l,j}(t)\|_2^2$$

$$= \|W_{l,j}(t) - \eta(t) \frac{\partial R_{\Theta(t)}(X^{(B)}, Y^{(B)})}{\partial W_{l,j}(t)}\|_2^2 - \|W_{l,j}(t)\|_2^2$$

$$= \|W_{l,j}(t)\|_2^2 - 2\eta(t) \langle W_{l,j}(t), \frac{\partial R_{\Theta(t)}(X^{(B)}, Y^{(B)})}{\partial W_{l,j}(t)} \rangle + \eta(t)^2 \|\frac{\partial R_{\Theta(t)}(X^{(B)}, Y^{(B)})}{\partial W_{l,j}(t)}\|_2^2 - \|W_{l,j}(t)\|_2^2.$$

Note that in Theorem 3.1, we do not use the continuous-time property when deriving (14), and thus (14) still holds in the discrete-time domain. Thus, we have $\langle W_{l,j}(t), \frac{\partial R_{\Theta(t)}(X^{(B)}, Y^{(B)})}{\partial W_{l,j}(t)} \rangle = 0$, and substituting yields (21).

A.4. Weight Rescaling in Parameter Space and Input Feature Space

Assume that we have a weight vector $W_{l,j}$ and its projection into the input feature span $V_{l,j} = U^T_l W_{l,j}$. Our analysis shows that $V_{l,j}$ has many small noisy components because of the random initialization and stochasticity in SGD, and some
large components as a result of increased $l_2$ norms. So if we rescale $V_{l,j}$ to unit norm, then the small components in $V_{l,j}$ are suppressed. Suppose that we rescale $V_{l,j},$

$$\tilde{V}_{l,j} = \frac{V_{l,j}}{\|V_{l,j}\|}.$$  \hspace{1cm} (27)

Then project $V_{l,j}$ back to the parameter space,

$$\tilde{W}_{l,j} = U_l \tilde{V}_{l,j} = U_l \frac{V_{l,j}}{\|V_{l,j}\|} = \frac{U_l U_l^T W_{l,j}}{\|V_{l,j}\|} = \frac{W_{l,j}}{\|V_{l,j}\|},$$  \hspace{1cm} (28)

where $\|W_{l,j}\| = \|V_{l,j}\|$ since $U_l$ is the left squared matrix in the eigendecomposition of a squared matrix $\Sigma_l$ and the orthonormal projection $U_l$ does not change the vector norm. Thus, rescaling a weight to unit norm is equivalent to rescaling its projection onto the input span to unit norm.

Figure S1. Learning rate scale values of 6th conv layer in VGG16 using the scale lr training scheme. To better visualize the trend, we normalize the scales to $[0, 1]$. Each line represents a conv kernel of one channel. It shows that the learning rate is scaled larger and larger at early training epochs while remain stable at later epochs.

A.5. Convolution Neural Networks

As we explain in the main paper, convolution neural networks are special cases of fully-connected neural networks. Now we show that the theorem and corollaries still hold in CNNs with BatchNorm. A weight in a MLP $W_l \in \mathbb{R}^{H_l \times H_{l+1}}$ corresponds to a convolution kernel $W_{l,j}^{(K)} \in \mathbb{R}^{K_l \times C_{l,i} \times C_{l,o}}$ in a CNN, where $K_l$ is the size of conv kernel, $C_{l,i}$ and $C_{l,o}$ are the number of input and output channels. The BatchNorm for one neuron in a MLP corresponds to the BatchNorm for one conv channel in a CNN. If we use $W_{l,j}^{(K)} \in \mathbb{R}^{K_l \times 1 \times 1 \times C_{l,o}}$, $j = 1, \cdots, C_{l,o}$ to denote the conv kernel for $j$th output channel and replace $W_{l,j}$ with $W_{l,j}^{(K)}$ in previous sections, our derivations also holds. The only difference is that a conv kernel is applied multiple times while a weight is multiplied once for one input point. So some summation terms need to be rewritten as a sum over input image patches. For example, the gradient of empirical risk with respect to the conv kernel $W_{l,j}^{(K)}$ is

$$\frac{\partial R_{\Theta(t)}(X^{(B)}, Y^{(B)})}{\partial W_{l,j}^{(K)}(t)} = \sum_{i=1}^{B} \sum_{m=1}^{S_{l+1}} \frac{\partial r_i(t)}{\partial h_{l+1,m,j}^{(i)}(t)} \frac{\partial h_{l+1,m,j}^{(i)}(t)}{\partial W_{l,j}^{(K)}(t)},$$  \hspace{1cm} (29)
Figure S2. Change of parameter distributions during training after input span projection of the 6th conv parameters, when training with a) WD off, b) WRS and c) WD. The number in each plot denotes the shape parameter $\beta_{GG}$ of the fit generalized Gaussian.

where $S_{l+1}$ is the number features in one channel of $(l+1)$th layer. The second gradient is

$$\frac{\partial \hat{h}_{l+1,m,j}^{(i)}}{\partial W_{l,j}^{(K)}} = \gamma_{l,j} \left[ \frac{h_i^{(i)} - \mu_i^{(B)}}{((W_{l,j}^{(K)})^T \Sigma_i^{(B)} W_{l,j}^{(K)})^{1/2}} - \frac{W_{l,j}^{(K)} (h_i^{(i)} - \mu_i^{(B)})}{((W_{l,j}^{(K)})^T \Sigma_i^{(B)} W_{l,j}^{(K)})^{3/2}} \Sigma_i^{(B)} W_{l,j}^{(K)} \right],$$

(30)

where $h_i^{(i)}$ is the image/feature patch for its output $\hat{h}_{l+1,m,j}^{(i)}$, $\mu_i^{(B)}$ and $\Sigma_i^{(B)}$ are the mean and covariance computed on image/feature patches for the convolution. We can multiply $W_{l,j}^{(K)}$ with the gradient and get the same result as Theorem 3.1 for CNNs. Corollary 3.2 and 3.3 can also be easily derived for CNNs.

B. More on Empirical Studies

We describe details in our experiment and provide more experimental results.

B.1. The Effective Learning Rate Explanation

In Fig. S1, we show the learning rate scale ratios in one convolution layer of VGG16 during training without WD and scaling the learning rate to keep the effective learning rate the same as a VGG16 with WD. It demonstrates that the scale ratios change dramatically at the first 60 epochs while keep stable after this period. As we explain in the main paper, the drastically increased learning rate at early training epochs has the effect of suppressing weight noise. So this training scheme achieves the same performance as training with WD. Fig. S2 shows the change of histograms of projected weight parameters from 0 to 100 epochs, together with their GGD shape parameters. Both WRS and WD lead to sparse structures in conv kernels.

B.2. Image Recognition

We use 3 neural architectures (VGG16, ResNet18 and WideResNet-28-10) and 3 datasets (CIFAR10, CIFAR100 and Tiny ImageNet). In all experiments of image recognition, we use a batch size of 100. When training with WRS, we rescale all weight vectors including the output layer. Although the output is not invariant to weight rescaling, the prediction is not affected by the weight scale in the classification problem. We describe the details of each scenario here.
Figure S3. Empirical study of hyperparameter sensitivity. The change of test accuracy with respect to: a) Batch Size; b) Weight Decay parameter; and c) Stepsize in WRS. The blue dashed line in c) denotes the WD baseline. WRS stepsize \( \tau \) means the weight vectors are renormalized to the unit norm every \( \tau \) optimization steps. Weight decay with WRS refers to WD on the gamma parameters in BN layers.

For CIFAR10 and CIFAR100, we use the same data preprocessing procedure: 1) normalize pixel values to \([0, 1]\), 2) apply random horizontal flipping, random brightness, random contrast, random hue, random saturation and crop images after zero-padding 32\( \times \)32 images to 38\( \times \)38 ones. For Tiny ImageNet, we use the similar data preprocessing procedure but zero-pad 64\( \times \)64 images to 72\( \times \)72 before random cropping.

In VGG16, as we explain in the main paper, every convolution layers are followed by a BatchNorm layer. In SGDM+WD and SGDM+WRS, we train VGG16 for 200 epochs and set the initial learning rate as 0.1, which is multiplied by 0.1 at 60, 120 and 160 epoch. Dropout is not used during training. In AdamW+WD and all 3 datasets, we also train it for 200 epochs and decay the learning rate at 60, 120 and 160 epoch, but use an initial learning rate 0.001. In AdamW+WRS and all 3 datasets, we train the network for 100 epochs and decay the learning rate at 30, 60 and 80 epoch, with the same initial learning rate 0.001. We find that AdamW+WRS only needs 100 epochs to achieve the same performance of AdamW+WD training for 200 epochs, indicating a faster convergence of WRS regularization.

We use a variant of ResNet18 to do the experiment in the main paper, where each convolution layer is followed by a BatchNorm layer. In SGDM+WD, SGDM+WRS and AdamW+WD, we use the training parameters of VGG16 for ResNet18. In AdamW+WRS on CIFAR10 and CIFAR100, we train the network for 100 epochs and decay the learning rate at 30, 60 and 80 epoch, with the same initial learning rate 0.001. In AdamW+WRS and all 3 datasets, we train the network for 100 epochs and decay the learning rate at 30, 60 and 80 epoch, with the same initial learning rate 0.001. We find that the best performance of AdamW+WRS is achieved when using 100 epochs, indicating a faster convergence of WRS regularization.

B.3. Object Detection

We use YOLOv3 [41] as the model in the object detection task because of its heavy use of BatchNorm layers and faster training and inference. The original DarkNet53 [40] trained by ImageNet was chosen to initialize the backbone. We trained the network by 100 epochs with 0.01 initial learning rate and 8 batch size. The learning rate would fall by cosine schedule. The optimizer was SGDM with 0.0005 weight decay. The input size was setting to \((320, \ 640)\) and we use mAP@0.5 as the evaluation metrics. We use COCO 2014 dataset [29], which includes 82,783 training images, 40,504 validation images and 80 classes. The training is on 117,263 images from training and validation set, and the evaluation is on 5,000 validation images. WRS has a stepsize of 10. Fig. S4 shows mAP, precision, recall and F score of WRS and WD.
Figure S4. Comparison of a) mAP-50, b) F score, c) Precision, and d) Recall when training YOLOv3 with WRS and WD.

| Network+Opt. | Reg. | C10   | C100  | Tiny   |
|--------------|------|-------|-------|--------|
| VGG16+SGDM   | WRS  | 40    | 40    | 40     |
| VGG16+AdamW  | WRS  | 40    | 40    | 40     |
| ResNet18+SGDM| WRS  | 20    | 10    | 40     |
| ResNet18+AdamW| WRS | 40    | 10    | 40     |
| WideResNet+SGDM | WRS | 40    | 40    | 40     |
| WideResNet+AdamW | WRS | 40    | 40    | 40     |

Table S1. Stepsize of WRS in the main paper Table 1.

| Network+Opt. | Reg. | C10   | C100  | Tiny   |
|--------------|------|-------|-------|--------|
| ResNet18+SGDM| WD   | 94.14 | 74.92 | 63.03  |
|              | WRS  | 94.33 | 75.75 | 63.16  |
| ResNet18+AdamW| WD  | 93.46 | 71.31 | 61.22  |
|              | WRS  | 93.77 | 76.32 | 61.70  |
| WideResNet+SGDM | WD  | 95.43 | 79.85 | 66.63  |
|              | WRS  | 94.99 | 79.72 | 68.05  |
| WideResNet+AdamW | WD  | 94.10 | 75.46 | 60.76  |
|              | WRS  | 94.57 | 79.30 | 63.89  |

Table S2. Test accuracy of original ResNet architectures. All experiments in this table use a stepsize 40 in WRS and $\lambda = 5e-4$ in weight decay.

### B.4. Semantic Segmentation

DeepLabv3 is used in the semantic segmentation task since it has a BatchNorm layer after every convolution layer and these BatchNorm layers turn out to be essential to the training and generalization of DeepLabv3 [7]. We use ResNet101 as the backbone and initialize it with weights pretrained on ImageNet and train DeepLabv3 using AdamW optimizer. Batch size is 10, initial learning rate is 1e-4, weight decay is 2e-4 and learning rate is scheduled as polynomial function where the end learning rate is 1e-6. The output stride is set as 16. The model is trained for 52 epochs. WRS uses a stepsize of 10. We use the augmented PASCAL VOC 2012 semantic segmentation dataset [12, 17]. There are 10,582 training images and 1,449 validation images. We use the mean Intersection Over Union (mIOU) metric for semantic segmentation in this experiment.

### B.5. Crowd Counting

We test the performance of WRS in this regression CV task. CSRNet [28] is used as the model, where all convolution layers except for the output one are equipped with BN. So WRS is used for all conv layers before the output. VGG16 is chosen as the backbone, which is initialized by an ImageNet pretrained model. We minimize the Bayesian loss [34] in this experiment. UCF-QNRF [21] is the dataset, containing 1201 training images and 334 test images. WD and WRS use the same weight decay parameter (1e-4) and learning rate (1e-4). The batch size is 32 and cropping size is 512. WRS uses a stepsize of 1. The model is trained for 300 epochs. No learning rate decay is used throughout the training. We split the training set into training and validation images and choose the model with the best MAE on validation images as our final model.