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I. INTRODUCTION

A fundamental problem in machine learning theory and practice revolves around developing data compression techniques to find compact summaries that allow for training machine learning models comparable to those trained on the original data set [1]. Data summarization is noticeably helpful when confronting data sets that are too large to fit in primary memory [2] or distributed across multiple machines [3]. Another motive is to alleviate the high computational burden required by optimization problems for inference and learning. Therefore, data compression techniques have the potential to substantially reduce computational costs and memory requirements, allowing practitioners to employ off-the-shelf machine learning algorithms in resource-constrained applications with no significant loss in performance.

Data compression techniques take a wide variety of forms to select a subset of informative and representative samples for performing learning tasks on the reduced data. Among existing data subset selection techniques, coreset construction has emerged as an effective tool that involves devising sampling schemes to perform the task at hand on the selected subset, known as coreset [4], [5]. A natural choice is based on choosing samples using uniform probabilities, which we refer to as “random sampling” in this paper. However, this simple and easy-to-implement approach is more likely to ignore critical information regarding the structure of the original training data set as the coreset size becomes smaller, thus negating the potential benefits of data compression. For example, the applicability of random sampling is limited when facing imbalanced classification problems, where at least one of the target classes contains a much smaller number of samples than the other classes [6], [7].

As a result, prior works introduced various coreset construction techniques that aim to provide enhanced trade-offs between performance and efficiency compared to random sampling. These methods cover several supervised and unsupervised learning problems, such as logistic regression [8], support vector machines [9], k-means clustering [10], and Gaussian mixture modeling [11], to name a few. An essential component of these methods is to design “importance sampling” strategies, i.e., nonuniform probabilities that reveal the sensitivity score of each sample with respect to the loss function.
function that we wish to minimize [12]. More recently, a few studies have looked at the design of importance sampling schemes to accelerate the training process of neural network models via data compression (e.g., using the per sample gradient norm [13] and approximating the gradient of the whole training data set [14]).

Despite the availability of various data compression techniques, a significant limitation is that the size of the reduced data set should be provided in advance, causing a practical difficulty for users to identify the optimal exploitation of computational resources based on the unique structure of the original training data set and the learning task. This problem is exacerbated for data sets that exhibit highly skewed class distributions, nonlinear, and multiclass classification problems, requiring an exhaustive search through a set of manually-specified hyperparameter values. Although coreset construction methods are typically equipped with theoretical guarantees regarding the subset size, i.e., the number of samples in the coreset, these results involve constants dependent on unknown and difficult-to-compute parameters, such as the complexity measure defined in [8]. Hence, there is a need for developing rigorous and practical techniques to determine suitable compression ratios with minimal manual efforts (compression ratio is defined as the ratio of the reduced data size to the original training data size, thus smaller is better).

Another limitation of the prior work is that coreset construction methods are typically built around specific learning algorithms [15]. This is mainly because defining sensitivity scores relies on the choice of the loss function and optimizer. For example, practitioners cannot instantly use importance sampling schemes for logistic regression [8] when employing support vector machines or neural network models [16]. A possible workaround is to deploy clustering algorithms, such as k-medoids clustering [17]–[19], where the goal is to minimize the sum of dissimilarities between data samples belonging to a cluster and the closest cluster representative. Therefore, this approach uses all cluster representatives to summarize the input data. However, these types of methods that target the representativeness of the selected subset are model-agnostic, and their main focus is restricted to selecting samples distributed across the entire input space. Consequently, they are impractical in the presence of high-dimensional data with large sample sizes due to excessive computational overhead and the difficulty associated with finding appropriate distance metrics [20].

The discussed shortcomings of existing data compression techniques can be attributed to the absence of rigorous approaches to adapt to the unique structure of the problem at hand. To fill this gap, we propose an adaptive data compression paradigm for classification problems that build on recent advances in interactive teaching [21]. The proposed approach can be viewed as an “iterative importance sampling” scheme, where the goal is to adjust the sampling mechanism and the subset size based on the intrinsic structure of the original data set and the performance of the machine learning model trained on the reduced data. Therefore, the introduced data compression approach provides feedback to decide whether the selected data subset offers an informative summary of the data with no prior knowledge of the optimal compression ratio. Furthermore, under stringent constraints on the size of the selected subset, we introduce new strategies for coupling the proposed approach and an efficient technique to promote the diversity of the selected subset. Another significant advantage of the proposed approach compared to the prior work is its applicability to a broad range of machine learning problems, including ensemble learning, multiclass classification, class-imbalanced learning, and neural networks models.

To be precise, we introduce an interactive protocol for dynamically summarizing a given labeled data set by choosing a few samples at a time and assessing the resulting classifier’s performance. This procedure can be viewed as teaching and giving the learner a quiz to determine whether additional training examples are required. Hence, we identify influential data points for learning a classifier consistent with the entire training data set and we name the selected data subset as the “teaching set” in this paper. We also introduce post-processing techniques to further investigate the quality of the candidate samples in each round of interaction and incorporate a diversity measure before adding them to the existing teaching set. In sharp contrast to previous research, the introduced adaptive data compression approach does not require users to explicitly specify the teaching set size. Instead, the number of selected samples in each round of interaction is determined based on the learner’s feedback and two hyperparameters that are straightforward to tune, as will be shown through comprehensive experimental investigations. The proposed approach is also computationally efficient because probing the learner’s predictions in each round of interaction requires training machine learning models using only a fraction of the entire training data set.

Interactive teaching has been extensively explored in the literature in the context of active learning, specifically designed for reducing labeling efforts and costs [22]–[24]. Active learning aims to iteratively construct a small subset of labeled samples from a large pool of unlabeled data points. In each round, the teacher/user supplies labels of a predefined number of chosen examples based on an acquisition function that measures, for instance, how uncertain the trained classifier is about its predictions. Although any active learning algorithm is applicable for summarizing labeled data sets in our framework, several disadvantages exist. Active learning methods disregard the information regarding ground-truth labels of samples that are not in the teaching set. Instead, they focus on other metrics, such as the model’s uncertainty, that are more challenging to compute in various settings, e.g., high-dimensional data problems and neural network models [25]. Another complexity of active learning arises from the need to provide the precise number of selected samples in advance [26]. In contrast, our proposed adaptive approach lifts this restriction by automatically inferring the number of examples chosen across rounds of interaction (hence, we enable choosing varying numbers of samples instead
of batches of identical sizes required by active learning methods). Therefore, our proposed approach in this paper is optimized for data subset selection problems in supervised data settings, where practical interactive teaching techniques have been much less studied.

A graphical representation of the proposed adaptive data compression approach for a binary classification problem using support vector machines with the radial basis function or Gaussian kernel is shown in Figure 1 (each class forms a half-circle). The first round starts with an initial teaching set comprising five samples selected uniformly at random from each class (red triangles represent teaching examples). The learner uses the initial teaching set to train a classifier (decission boundaries are plotted using solid lines). As expected, the initial teaching set does not represent the intrinsic structure of the input data, leading to a noticeable number of misclassified samples (shown in orange). The teacher uses feedback from the learner to design a randomized sampling method integrated with a diversity measure to augment the existing teaching set. That is, the teacher identifies regions where the classifier misbehaves and thus selects informative and representative samples from these regions. Hence, the teacher provides additional samples represented by purple squares, leading to an improved but still imperfect classifier in the second round. The teacher thus offers more labeled samples without needing to set the exact number of samples in advance, which yields a classifier consistent with the entire data set as displayed on the right panel.

The rest of the paper is outlined as follows. We present the problem formulation and a review of the related work in Section II. The proposed adaptive data compression approach and post-processing techniques are introduced in Section III. In Section IV, we conduct a comprehensive set of numerical experiments using traditional classifiers and neural network models to demonstrate the effectiveness of our proposed approach on several real data sets, including imbalanced and multiclass data. Section V presents our concluding remarks.

II. BACKGROUND

In this section, we discuss the notation and preliminaries regarding data subset selection techniques for classification problems, which is the main focus of this paper. We then review previous works in the literature that are the most relevant to this paper.

A. PROBLEM FORMULATION

Consider a data set that consists of \( n \) labeled samples \( \{(x_i, y_i)\}_{i=1}^n \), where \( x_i \in \mathbb{R}^d \), \( y_i \in \{1, \ldots, r\} \), and \( r \) denotes the number of classes. Therefore, \( \mathcal{X} = \{x_1, \ldots, x_n\} \subset \mathbb{R}^d \) represents the finite instance space and \( \mathcal{Y} = \{y_1, \ldots, y_n\} \) contains the corresponding set of labels. In this paper, bold lower case letters denote vectors and calligraphic upper case letters represent sets. We also consider a set of concepts or hypothesis space \( \mathcal{H} \) so that each concept \( h \in \mathcal{H} \) takes the form \( h : \mathcal{X} \to \{1, \ldots, r\} \). For example, let us consider the linear support vector machine classifier for binary classification problems with \( r = 2 \) [27]. In this case, the hypothesis space is all hyperplanes in the form of \( w^T x + b \) that aim to separate the two classes, where the optimal values of \( w \in \mathbb{R}^d \) and \( b \in \mathbb{R} \) can be obtained by solving a constrained quadratic optimization problem [28]. The computation time and memory usage scale as a quadratic function of the data size [29], hence inferring the optimal values of \( \mathcal{W} = \{w, b\} \), or the target concept, is computationally prohibitive for data sets containing tens of thousands of samples under limited resources. We face similar computational challenges when training classifiers on large-scale data sets, motivating efforts to improve scalability.

The data subset selection problem can be viewed as searching for a subset \( \mathcal{S} \subset \mathcal{X} \), containing \( m := |\mathcal{S}| < n \) samples,
to build a classifier that is comparable to the one trained on the entire data set. Let us define the compression ratio
\[ \gamma := \frac{m}{n}, \]
where smaller values lead to higher savings in terms of computational and memory costs. Most existing data compression techniques need the subset size \( m \), or equivalently the compression ratio \( \gamma \), in advance, causing a practical difficulty for users to tune this critical hyperparameter, which is an obstacle to determining the optimal usage of computational resources. This provision is problematic because recent results in statistical learning theory reveal that the sample complexity, i.e., the minimal number of samples for finding the target concept, depends on several important factors, e.g., the data distribution and the complexity of the hypothesis space [30], which are difficult to estimate in practice. Take the linear support vector machine classifier as an example, the optimal teaching set consists of the two samples nearest to the decision boundary on either side of it when the original training data set is linearly separable. However, when encountering high-dimensional data sets in new applications, confirming the linear separability assumption and finding the optimal decision boundary are nontrivial tasks. In the following, we explain several existing data compression techniques in the literature to put our work into context.

### B. RANDOM SAMPLING

The simplest way to reduce the size of the original data set is to choose \( m \) samples uniformly at random, which we refer to as random sampling in this work. That is, we assign uniform probabilities, i.e., \( p(x) = 1/n \), to all \( n \) samples in the data set \( \mathcal{X} \) [31]. However, this general-purpose approach is oblivious to the data distribution, the availability of ground-truth labels, and the performance of the learning task at hand. Hence, for small values of the compression ratio \( \gamma \), data subset selection using random sampling leads to the unsatisfactory performance of machine learning models. This problem is exacerbated when facing complex data sets, such as class-imbalanced data, because random sampling overlooks underrepresented classes. On the other hand, increasing the subset size will adversely affect savings in computational and memory resources. As a result, random sampling typically fails to provide reasonable trade-offs between accuracy and efficiency.

### C. CORESET CONSTRUCTION

A popular coreset construction technique for improving accuracy-efficiency trade-offs centers around designing importance sampling schemes, i.e., nonuniform probabilities that reveal the sensitivity of each sample with respect to the learning task at hand. Machine learning problems often involve minimizing a loss or cost function in the form of
\[ \text{cost}(\mathcal{X}) := \sum_{x \in \mathcal{X}} f(x), \]
which is aggregating the per-sample costs and \( \mathcal{W} \) denotes the parameter set to be optimized. The reduced data set \( \mathcal{S} \) is an \( \varepsilon \)-coreset, for \( \varepsilon \in (0, 1/3) \), if for any feasible parameter values satisfies the coreset property with high probability [3]:
\[ (1 - \varepsilon)\text{cost}(\mathcal{X}) \leq \text{cost}(\mathcal{S}) \leq (1 + \varepsilon)\text{cost}(\mathcal{X}). \]  
(1)

As the above definition depends on the cost function, coreset construction algorithms are tailored for specific machine learning models. For example, two recent works studied coreset construction for logistic regression [8] and support vector machine [9] classifiers. Each importance sampling scheme is only applicable to a particular machine learning model, posing a significant challenge when we don’t have prior knowledge of what machine learning model will perform well on the given training data set. Another disadvantage of this line of work is that coreset construction methods have targeted only a small number of machine learning models. For example, we are not aware of any coreset construction algorithm for ensemble learning methods, such as random forests. The main difficulty arises from establishing the lower and upper bounds in Eq. (2) that should hold for any set of plausible parameter values.

Furthermore, the applicability of existing methods is limited because of unspecified constants and difficult-to-compute parameters in their theoretical analyses regarding the optimal coreset size. For example, the coreset construction method for logistic regression requires finding a complexity measure for the original data set known to be computationally prohibitive [8]. The authors thus designed a polynomial-time approximation method, which will make it challenging for users to identify an appropriate coreset size. Hence, theoretical results regarding the optimal coreset size do not immediately translate into practice. Moreover, worst-case bounds are typically pessimistic [32], thus inevitably ignoring the unique structure of a classification problem.

In [10], the authors presented a coreset construction algorithm for various clustering problems, such as k-means clustering [33]–[35]. Hence, the introduced importance sampling scheme can be viewed as selecting a subset of representative or diverse samples without being restricted to a specific machine learning model. Given the mean of the data set, i.e., \( c := 1/n \sum_{i=1}^{n} x_i \), the provided importance sampling score for each \( x_i \in \mathcal{X} \) consists of two parts:
\[ p(x_i) = \frac{1}{2n} + \frac{1}{2} \frac{\text{dist}(x_i, c)^2}{\sum_{x \in \mathcal{X}} \text{dist}(x, c)^2}, \]  
(2)

where \( \text{dist}(\cdot, \cdot) \) is a user-specified distance metric (Euclidean distance in the ambient space \( \mathbb{R}^d \) is a popular choice for simplicity). The first term in the above equation represents the uniform distribution for selecting all samples with a nonzero probability while the second terms places higher weights on samples that are farther from the mean. Like other coreset construction techniques, the presented theoretical bound for the coreset size \( m \) involves unspecified constants, thus tuning this critical hyperparameter remains challenging.

More recently, research efforts have been devoted to the study of data subset selection for training neural network models using stochastic gradient descent. For example, a coreset construction method was proposed to select a
weighted subset of the original data set $\mathcal{X}$ for approximating the full gradient [14]. Specifically, the main optimization problem for finding the smallest subset $\mathcal{S}$ is expressed in the following form:

$$\arg \min_{\mathcal{S} \subseteq \mathcal{X}, \alpha_j \geq 0} |\mathcal{S}|$$

s.t. $\max \left\{ \sum_{x_i \in \mathcal{X}} \nabla f_W(x_i) - \sum_{x_j \in \mathcal{S}} \alpha_j \nabla f_W(x_j) \right\} \leq \epsilon$, \hspace{1cm} (3)

where $\alpha_j$ represents the per-sample step size when using stochastic gradient descent. The constraint in this optimization problem ensures that the full gradient is approximated by an error at most $\epsilon > 0$ for all feasible values of the optimization parameters. However, this problem is computationally intractable because of computing the full gradient. To address this problem, the authors presented a greedy algorithm for applications with limited resources, which requires fixing the coreset size in advance to solve a submodular maximization problem [36] (i.e., using the constraint $|\mathcal{S}| \leq m$). Hence, like other coreset construction methods, a practical difficulty is to identify suitable values of $m$ ahead of time with no option to adapt to the unique structure of the problem at hand.

### D. ACTIVE LEARNING

Active learning methods aim to alleviate labeling costs and efforts by iteratively selecting a subset of labeled samples from a large pool of unlabeled data [22]. Hence, active learning methods do not directly fit into the list of data compression techniques in fully supervised data settings, which is this paper’s primary focus. However, we decided to compare our method against active learning strategies because of their adaptive approach to finding informative and representative samples for labeling. To be precise, given an initial labeled data set $\mathcal{L}$ and access to a large set of unlabeled data $\mathcal{U}$, active learning methods design an iterative process to choose the best sample from $\mathcal{U}$ to be labeled and added to $\mathcal{L}$. Hence, active learning techniques typically rely on the predictive uncertainty information for the elements of $\mathcal{U}$ since their corresponding ground-truth labels are assumed to be unknown. Given a trained classifier and an acquisition function $\text{acq}(x)$, active learning methods decide the next label for labeling by solving the following problem (see [25] for a comprehensive list of acquisition functions; here we use the predictive entropy [37]):

$$\arg \max_{x \in \mathcal{U}} \text{acq}(x),$$

$$\text{acq}(x) := -\sum_{l=1}^{r} p(y = l|x, \mathcal{L}) \log p(y = l|x, \mathcal{L}).$$ \hspace{1cm} (4)

A challenging aspect of applying active learning is that most existing methods select one sample in each iteration, which can be rather expensive due to the need to retrain the model (e.g., neural network models often need thousands of labeled samples). Batch-mode active learning, i.e., selecting multiple samples in each iteration, is proposed to alleviate this problem [26], [38]. However, significant challenges remain because users should still specify the acquisition function and the number of samples in advance. In contrast, our proposed work discussed in the next section allows for adjusting the size of the chosen samples in each iteration, thus removing the restriction on having batches of identical sizes.

### III. THE PROPOSED APPROACH

This section outlines an adaptive approach for finding concise summaries of labeled data sets, building on the notion of interactive teaching. The underlying idea is that the teacher or user supplies labeled samples in each round of interaction and probes the learner’s performance. We initially assign uniform probabilities to individual data points $x \in \mathcal{X}$, and we then increase them based on the difficulty level of being correctly classified in the hypothesis space $\mathcal{H}$. Therefore, our data compression approach does not require tuning vital hyperparameters such as the teaching set size (recall that we refer to the reduced data set as the teaching set in this work). Instead, our data compression approach relies on a parameter that determines how often a sample should be misclassified for being included in the teaching set. We also introduce a modified version that incorporates a diversity criterion to remove redundant instances, thus providing a principled way to guide the data summarization procedure based on the learning task at hand and the intrinsic structure of the original data. Furthermore, the proposed approach is more flexible than the prior work because the user can choose various machine learning models (e.g., support vector machines and neural networks) to perform model selection instead of being restricted to a particular model.

#### A. INTERACTIVE TEACHING FOR DATA COMPRESSION

We initialize the teaching set $\mathcal{S}$ with $n_0 \ll n$ samples chosen uniformly at random from each class for training a classifier in the form of $h : \mathcal{X} \rightarrow \{1, \ldots, r\}$. However, any arbitrary teaching set can be used for initialization as long as we have at least one sample per class. The main ingredient is to dynamically augment the teaching set by comparing predictions produced by the learner $h(x_1), \ldots, h(x_n)$ with the corresponding ground-truth labels $y_1, \ldots, y_n$. That is, given $h \in \mathcal{H}$ at each iteration, we examine whether $h(x_i)$ is consistent with the actual label $y_i$. When we have a correct prediction, we notice that adding $x_i$ to the teaching set $\mathcal{S}$ is less likely to improve the predictive power of the classifier that will be trained on the new teaching set in the subsequent round of interaction. We thus focus on instances that are more difficult concerning the current concept $h$. This procedure will be repeated until we obtain a classifier that performs well on the entire training data set or a stopping criterion is met. This paper uses a fixed number of iterations to compare our approach with the existing methods discussed in the previous section.

The detailed adaptive data compression approach is presented in Algorithm 1, which we refer to as “$\lambda$-sampling.” The importance scores $p(x_1), \ldots, p(x_n)$ are initialized using uniform probabilities and we draw $t(x_1), \ldots, t(x_n)$ from the
Algorithm 1 λ-sampling

Input: \( \mathcal{X} = \{x_1, \ldots, x_n\}, \mathcal{Y} = \{y_1, \ldots, y_n\} \), number of initial teaching samples per class \( n_0 \), threshold parameter \( \lambda > 0 \)

1: Initialize the teaching set \( S \) by selecting \( n_0 \) samples from each class
2: Set \( p(x) = 1/n \) for each \( x \in \mathcal{X} \) and sample \( t(x) \) from the exponential distribution with the scale parameter \( \lambda/n \)
3: loop
4: Learner provides \( h: \mathcal{X} \to \{1, \ldots, r\} \) using the most recent teaching set \( S \)
5: Teacher examines the learner’s performance \( \Delta(h) = \{x \in \mathcal{X}: h(x) \neq y\} \)
6: If \( \Delta(h) = \emptyset \), accept the teaching set \( S \) and the classifier \( h \) (exit the loop)
7: Double each \( p(x) \) for \( x \in \Delta(h) \)
8: If this doubling causes \( p(x) \) to exceed \( t(x) \) for the first time, add the sample \( x \) and its label \( y \) to the teaching set \( S \)
9: end loop

exponential distribution with the scale parameter \( \beta := \lambda/n \), where \( \lambda > 0 \) is a tuning parameter. Next, the teacher finds data samples that are not consistent with the learned model, i.e., \( \Delta(h) := \{x \in \mathcal{X}: h(x) \neq y\} \). Afterward, the importance scores of those samples that belong to this set will be multiplied by two and compared with \( t(x) \). If this doubling causes \( p(x) \) to exceed \( t(x) \) for the first time, we add \( x \in \Delta(h) \) to the teaching set. As a result, this step can be viewed as a quiz to identify all data samples in the disagreement region to increase their assigned importance scores. This analogy also exhibits the influence of the threshold parameter \( \lambda \) on the data summarization procedure. Since the scale parameter gives the mean of an exponentially distributed random variable, an interactive protocol with a small value of \( \lambda \) selects misclassified points more frequently than those found by setting a higher value.

To explain the impact of \( \lambda \) on the teaching set size in more detail, recall that the formula for the cumulative distribution function of an exponentially distributed random variable \( T \) is \( F(\alpha) := \text{Prob}(T \leq \alpha) = 1 - \exp(-\alpha/\beta) \) for \( \alpha \geq 0 \), where \( \beta > 0 \) is the scale parameter. Hence, in our framework, the probability of including \( x \in \mathcal{X} \) in the teaching set \( S \) can be computed as follows:

\[
\text{Prob}\left(\text{value of } p(x) \text{ exceeds } t(x)\right) = F(p(x)) = 1 - \exp\left(-\frac{1}{\beta}p(x)\right) \leq \frac{1}{\beta}p(x). \tag{5}\]

The upper bound in this equation follows from the inequality \( 1 - \exp(-\alpha) \leq \alpha \). To simply understand why this inequality holds, let us define \( g(\alpha) := \exp(-\alpha) - (1 - \alpha) \). The first derivative of \( g(\alpha) \) takes the form \( g'(\alpha) = -\exp(-\alpha) + 1 \), hence we have one critical point \( \alpha = 0 \) for which the derivative equals zero. We also have the second derivative \( g''(0) > 0 \), thus we have shown that \( g(\alpha) \geq g(0) = 0 \) and this completes the proof of the inequality. Since we defined the scale parameter \( \beta := \lambda/n \) in our framework, the upper bound in Eq. (5) can be expressed as \( (n/\lambda)p(x) \). Specifically, if the initial importance scores remain unchanged, i.e., the final value of \( p(x) = 1/n \) for each \( x \in \mathcal{X} \), the upper bound reduces to \( 1/\lambda \). Therefore, the probability of including \( x \) in the teaching set is inversely proportional to the value of the tuning parameter \( \lambda \). Therefore, the probability of including \( x \) in the teaching set is inversely proportional to the value of the tuning parameter \( \lambda \). On the other hand, given a fixed threshold parameter, the introduced algorithm progressively updates importance scores to increase the probability of storing samples that are difficult to classify.

It is worth pointing out that another recent work in interactive machine learning presented theoretical results to show that the size of the teaching set using a slightly different version of \( \lambda \)-sampling is upper bounded in expectation [39]. To be precise, the main distinction is that the prior work uses a stopping criterion based on the sum of the importance scores of samples that belong to the disagreement set \( \Delta(h) \). However, in this work, we bring the focus on practical aspects of interactive teaching for data summarization to better understand the evolution of the teaching set as a function of the number of interaction rounds. Most importantly, we notice that the \( \lambda \)-sampling algorithm does not impose any diversity measure since its primary purpose is to identify a subset of informative samples based on assessing the classifier’s performance, thus increasing the chance of having redundant samples in the teaching set. Therefore, when the objective is to summarize a data set using an informative teaching set containing as few samples as possible, the performance of \( \lambda \)-sampling is sensitive to the choice of the hyperparameter \( \lambda \). With this rationale in place, we introduce a modified version of \( \lambda \)-sampling in the next section, where we consider the original data set’s structure while monitoring the classifier’s performance as we iteratively update the teaching set \( S \).

B. INTEGRATION OF INFORMATIVENESS AND DIVERSITY MEASURES

In this section, we couple Algorithm 1 and a novel post-processing technique for two main reasons: (a) imposing a diversity criterion to eliminate redundant samples from the teaching set and (b) monitoring the interactive teaching method to determine whether adding new teaching examples is beneficial in terms of reducing the total number of erroneously classified samples. We refer to this version as “\( \lambda \)-sampling + post-processing,” which is summarized in Algorithm 2. The key idea is to find a diverse cover for ensuring that the minimum pairwise distance between the selected samples exceeds a threshold value \( \delta > 0 \).

To further explain this step, let \( T \) denote the set of candidate teaching samples in each round of interaction. We apply the \( \delta \)-pruning function to this set. That is, we randomly pick one sample and remove all other data points that fall in its \( \delta \)-radius. We continue this process until all remaining...
Algorithm 2 \(\lambda\)-sampling + post-processing

**Input:** \(\mathcal{X} = \{x_1, \ldots, x_n\}, \mathcal{Y} = \{y_1, \ldots, y_n\}\), number of initial teaching samples per class \(n_0\), threshold parameter \(\lambda > 0\), radius parameter \(\delta > 0\)

1. Initialize the teaching set \(S\) by selecting \(n_0\) samples from each class
2. Set \(p(x) = 1/n\) for each \(x \in \mathcal{X}\) and sample \(t(x)\) from the exponential distribution with the scale parameter \(\lambda/n\)
3. **loop**
   4. Learner provides \(h : \mathcal{X} \rightarrow \{1, \ldots, r\}\) using the most recent teaching set \(S\)
   5. Teacher examines the learner’s performance \(\Delta(h) = \{x \in \mathcal{X} : h(x) \neq y\}\)
   6. If \(\Delta(h) = \emptyset\), accept the teaching set \(S\) and the classifier \(h\) (exit the loop)
   7. Double each \(p(x)\) for \(x \in \Delta(h)\) and set \(T = \emptyset\)
   8. If this doubling causes \(p(x)\) to exceed \(t(x)\) for the first time, add the data sample \(x\) and its label to the set \(T\)
   9. \(T' \leftarrow \delta\)-pruning(\(T\))
10. Remove elements of \(T'\) in the \(\delta\)-radius around the members of \(S\)
11. Learner provides \(h' : \mathcal{X} \rightarrow \{1, \ldots, r\}\) based on the training data \(S \cup T'\)
12. Teacher examines the learner’s performance \(\Delta(h') = \{x \in \mathcal{X} : h'(x) \neq y\}\)
13. If \(|\Delta(h')| < |\Delta(h)|\), accept the temporary teaching set, i.e., \(S \leftarrow S \cup T'\)
14. Otherwise, select \(n_0\) samples uniformly at random from each class to update \(S\) and reduce the radius parameter by multiplying \(\delta\) by 0.9
15. **end loop**

samples are at least \(\delta\) away from each other. We call this iterative procedure to cover the candidate teaching set “\(\delta\)-pruning.” Hence, we set \(T' \leftarrow \delta\)-pruning(\(T\)). We emphasize that the introduced post-processing technique differs from prior clustering-based data compression techniques, finding representatives of the disagreement set instead of the entire input data set. As shown in our experimental results, the combination of \(\lambda\)-sampling and \(\delta\)-pruning steps lessen the need for extensive tuning of \(\lambda\). Also, from a computational perspective, our approach requires finding a cover just for a small fraction of the original data set in each round of interaction.

Furthermore, our proposed post-processing technique monitors the quality of the candidate teaching set after the pruning step by retraining the classifier using \(S \cup T'\) (note that we also ensure that the elements of \(T'\) are distant from the members of the most current teaching set \(S\)). When the size of the disagreement set decreases, we update the teaching set for the subsequent iteration. However, if the candidate teaching set gives rise to higher misclassification rates, we reject this set to select a small number of samples uniformly at random from each class. For simplicity and reducing the number of hyperparameters, we propose to select \(n_0\) samples per class in our post-processing technique. We also reduce the parameter \(\delta\) by multiplication by a scaling factor less than one (here, we choose 0.9). The rationale is that the user may select the value of the hyperparameter \(\delta\) to be too large, hence applying the \(\delta\)-pruning step reduces the effectiveness of the base \(\lambda\)-sampling algorithm. To this end, we propose to adaptively reduce the value of \(\delta\) based on the classifier’s overall performance. However, this step is optional when precise knowledge of pairwise distances is available.

### C. EXTENSION TO NEURAL NETWORK MODELS

From an algorithmic perspective, the \(\lambda\)-sampling algorithm solely requires predicting class labels for each \(x \in \mathcal{X}\) to find the disagreement set in each round of interaction. Hence, it can be seamlessly integrated with any classifier, including ensemble learning algorithms [40] and neural network models [41], [42]. However, applying the modified version presented in Algorithm 2 when using neural networks requires some attention. Note that a large class of neural networks, including feedforward and convolutional neural networks, are composed of a series of feature extraction layers followed by a fully connected layer that acts as a classifier (known as the softmax layer). Hence, the main difficulty associated with Algorithm 2 arises from the fact that obtaining a meaningful distance metric \(\text{dist}(\cdot, \cdot)\) in the original ambient space \(\mathbb{R}^d\) is not straightforward. To address this problem, we propose to use the Euclidean distance between the features extracted from the layer immediately preceding the softmax layer to impose the diversity measure [43]. That is, we use a data-driven approach for identifying an appropriate distance metric to apply the \(\delta\)-pruning step instead of relying on users to adjust this important hyperparameter. We illustrate this point in Figure 2 using a convolutional neural network consisting of a convolutional layer, pooling layer, and fully connected layer for feature extraction. In this case, softmax is used as the activation for the last layer of the classifier to produce a probability distribution for making predictions.

Depending on the choice of hyperparameters, such as small values of the initial teaching samples \(n_0\) and large values of the threshold parameter \(\lambda\), it is difficult to extract valuable features when training neural networks using minimal amounts of labeled data. In these situations, enforcing the diversity measure using \(\delta\)-pruning too early compromises the quality of the teaching set, thus adversely affecting the subsequent iterations of adaptive data compression. To tackle this challenge, we propose using the base algorithm, i.e., \(\lambda\)-sampling, for a few iterations when utilizing neural network models to enhance the embedding quality of the input data provided by the layer preceding the softmax layer. We then switch to the modified version presented in Algorithm 2 to impose the diversity criterion. Hence, the hybrid approach provides more control over the evolution of the teaching set, making possible the delicate balance between the model performance and computational savings.
IV. EXPERIMENTAL RESULTS

This section presents a comprehensive empirical evaluation of the two adaptive data compression algorithms (Algorithm 1 and 2) using a wide range of classifiers and several real data sets. We report crucial metrics, including the teaching set size, model performance, and elapsed time as a function of the number of interaction rounds. We choose 7 rounds of interaction across all experiments to demonstrate the effectiveness of our adaptive approach compared to the related work. We also consider two different values of the threshold parameter \( \lambda \in \{10, 20\} \) for calculating importance scores and fix \( n_0 = 10 \) for initializing the teaching set. Thus, we analyze the performance of our adaptive data compression approach when the size of the initial teaching set is relatively small, especially when compared to the number of samples in the original training data set.

To adjust the radius parameter \( \delta \) in Algorithm 2, we randomly select 2,000 samples from the original training data set and compute the averaged pairwise distances between them. The reasons for this selection are twofold. First, reducing the computational cost associated with finding all pairwise distances (thus, the cost will be independent of the input data size for improving scalability). Second, our goal is to show that the proposed approach is not overly sensitive to this hyperparameter, hence corroborating the practicality and flexibility of our approach in resource-constrained applications.

We divide each studied data set into training (70%) and testing/validation data (30%), where the goal is to summarize the training data set while the test data set is used for performance evaluation in each round of interaction. Note that our adaptive data compression approach does not utilize any feedback regarding the classifier’s performance on the test data set during the data summarization procedure. Since we consider challenging scenarios, such as subset selection for class-imbalanced data, we report the balanced accuracy score for all experiments, defined as the arithmetic mean of sensitivity or recall (true positive rate) and specificity (true negative rate) for binary classification problems, i.e., \( r = 2 \):

\[
\text{balanced accuracy} = \frac{1}{2} \left( \frac{\text{TP}}{\text{TP} + \text{FN}} + \frac{\text{TN}}{\text{TN} + \text{FP}} \right). \tag{6}
\]

Balanced accuracy is always between 0 and 1, and higher values of this metric indicate better prediction models. For multiclass classification problems with \( r > 2 \), balanced accuracy is the average of recall obtained on each class.

In Section IV-A, we use two traditional classifiers that directly work with the input features or attributes in \( \mathbb{R}^d \): support vector machine and random forest classifiers. We use scikit-learn implementations of these two classifiers in Python [44]. To be more specific, we use support vector machines with the radial basis function or Gaussian kernel and the regularization parameter is set to 10. This classifier aims to find (nonlinear) decision boundaries for separating the \( r \) given classes in the training data set. An interesting property of support vector machines is their ability to find a subset of training points, called support vectors, to produce the decision function. However, the computational cost and memory requirements of support vector machines scale at least quadratically with the size of the training data set. For this reason, an important task is to summarize the input data set before training the support vector machine classifier to overcome the difficulties of computational cost and memory burden. On the other hand, random forest classifiers belong to ensemble learning techniques, fitting a number of decision tree classifiers on various subsets of the training data set. We set the number of trees to 100, which is the default value in scikit-learn and used in the original work [45]. Since the studied machine learning algorithms take different approaches to classify input data sets, our experiments reveal trade-offs between accuracy and resource consumption in various settings.

In Section IV-B, we consider a convolutional neural network similar to the one depicted in Figure 2 for classifying image data consisting of convolutional and pooling layers as well as the softmax activation function in the output layer. To be precise, this network starts with a single convolutional layer with a filter size \((3, 3)\) and the number of filters is set to 32. We also use a \((2, 2)\) max pooling layer followed by a flatten layer. We then use a fully connected or dense layer comprising 100 neurons to provide features to the classifier part of the neural network model. The output layer consists of \( r \) neurons with the softmax activation function representing a probability distribution over \( r \) class labels. Thus, in this example, we adjust the parameter \( \delta \) based...
on the 100-dimensional features extracted from the dense layer before the output layer. The neural network model is implemented using the Keras library for Python. Therefore, this experiment allows us to reveal accuracy-efficiency trade-offs and illustrate the ease and applicability of the proposed adaptive compression approach for classification problems using neural networks.

A. TRADITIONAL CLASSIFIERS

In this section, we consider three real data sets: webpage, protein, and svhn. The first two data sets are used for imbalanced binary classification problems, imported from the imbalanced-learn which is an open-source Python toolbox [46]. The webpage data set contains 34,780 samples in \( \mathbb{R}^{300} \), hence the whole training data set consists of 24,346 samples with an imbalance ratio of 34.03. The imported protein data set has a total of 145,751 samples in \( \mathbb{R}^{74} \), thus the training data set contains 102,025 samples with an imbalance ratio of 111.61. Hence, these two data sets represent challenging data subset selection problems in the presence of high levels of imbalance.

The Street View House Numbers or svhn data set is a digit classification benchmark data set with \( r = 10 \) classes that contains 73,257 images of \( 32 \times 32 \) pixels, thus the training data set consists of 51,279 samples and the ambient space is \( \mathbb{R}^{1,024} \). As the primary focus of this section is to demonstrate the performance of our approach for imbalanced and multiclass classification problems, we train a convolutional neural network on the entire data set to find a low-dimensional embedding of the image data. As mentioned earlier, we evaluate the performance of our approach without this extra dimension reduction step in Section IV-B. For the svhn data set, we use two convolutional layers with a filter size \((3, 3)\) and the number of filters is 64. We also use two \((2, 2)\) max pooling layers after each convolutional layer. After flattening the filtered data, we use two dense layers with 128 and 64 neurons, respectively. Therefore, we reduce the dimension of the input data from 1,024 to 64 before starting the data summarization procedure to demonstrate the performance of our approach when facing multiclass classification problems given a reasonable feature space representation.

1) Teaching set size vs. accuracy

Figure 3 and 4 show the mean and standard deviation of the teaching set size and balanced accuracy on the webpage data set using support vector machine and random forest classifiers, respectively. In addition to the \( \lambda \)-sampling algorithm and its modification, we also consider another form of adaptive data compression, where we directly apply the \( \delta \)-pruning step to the disagreement set \( \Delta(h) \) without using the randomized importance sampling step, i.e., we remove lines 7 and 8 of of Algorithm 2, and we set \( T \leftarrow \Delta(h) \) in each round of interaction. As a result, this variant, which we call \( \delta \)-pruning in these figures, does not depend on the choice of \( \lambda \).

As expected from the discussion in Section III, we empirically observe that increasing the value of \( \lambda \) results in the reduction of the teaching set size for each algorithm (except for \( \delta \)-pruning because the randomized importance sampling part is removed). We also notice that the post-processing technique further reduces the teaching set size in all cases. To be more specific, the teaching set produced by Algorithm 2 is typically an order of magnitude smaller than its counterpart attained by Algorithm 1. Comparing balanced accuracy scores in Figure 3, we notice that the classifier’s performance trained on the resulting teaching set is on par with the baseline accuracy of using the whole training data set, which we show by a horizontal dashed line. Therefore, the two proposed adaptive compression algorithms provide interesting trade-offs between the accuracy and the size of the teaching set. When the main objective is to summarize
a data set using as few samples as possible, Algorithm 2 outperforms Algorithm 1 with a modest decrease in performance. However, Algorithm 1 is a better option when the classification accuracy is prioritized over the teaching set size. Moreover, Figure 3 reveals that just covering the disagreement region in each round of interaction, i.e., δ-pruning, provides less control over the teaching set size than Algorithm 2, highlighting the significance of integrating informativeness and diversity measures to build the teaching set.

Next, we compare the balanced accuracy scores when employing random forest classifiers in Figure 4. In this case, Algorithm 1 reaches the baseline performance of training a classifier on the entire training data set after about 4 rounds of interaction. However, the accuracy loss for Algorithm 2 is more pronounced when using random forest classifiers compared to support vector machines. This is mainly because support vector machines are more appropriate models for data compression since the underlying optimization problem automatically looks for support vectors or exemplars. However, even using the post-processing technique, the balanced accuracy score gets close to 0.80 on imbalanced data while substantially reducing the size of the teaching set, which is favored when we seek smaller teaching sets under limited resources. Another interesting observation is that the performance of Algorithm 2 with respect to the size of the teaching set is less sensitive to the choice of λ in Figure 3 and 4, which means that the user saves computation time and resources by avoiding extensive optimization of the hyperparameter λ.

We observe similar trends for training support vector machine and random forest classifiers on the protein data set in Figure 5 and 6. Although the size of the original training data set is about 4 times the number of samples in the webpage data set, we notice that the teaching set size obtained by Algorithm 2 remains almost unchanged. Specifically, for both classifiers, we see that the resulting teaching sets contain about 200 samples on average, i.e., the compression ratio γ is close to 0.002, without incurring any significant loss in performance (note that the performance of Algorithm 2 is on par with the baseline accuracy when using random forest classifiers in this case). Hence, this experiment further highlights the practicality of the proposed post-processing technique for reducing the size of the teaching set when facing large-scale classification problems.

Moreover, we analyze the effectiveness of our adaptive data compression approach for balancing class-imbalanced data sets. Although data subset selection is different from the line of work on resampling methods for tackling the class imbalance problem, such as oversampling the minority class and undersampling the majority class [47], we report the averaged imbalance ratio in each round of interaction in Figure 7 for λ = 10. Interestingly, we discern that Algorithm 2 substantially reduces the imbalance ratio in the resulting teaching sets even after one round of interaction. For example, the imbalance ratio across the two data sets and classifiers is less than 4 after 4 iterations, whereas the original imbalance ratios for webpage and protein are 34.03 and 111.61, respectively. Hence, the interactive teaching method effectively balances highly imbalanced data sets, underscoring its practicality for finding informative and representative samples when facing complex data sets.

In the next experiment, we evaluate the performance of adaptive data compression for a multiclass classification problem on the svhn data set with r = 10 categories. Based on Figure 8 and 9, we observe that the proposed post-processing technique reduces the teaching set size by almost an order of magnitude. Particularly, the size of the final teaching set is less than 1,000 across both classifiers and the two values of λ (hence, the compression ratio γ is consistently below 0.02). In terms of classification accuracy on the test data set, we see that the balanced accuracy score of Algorithm 2 exceeds 0.92 in all four experiments. On the
other hand, when the primary focus is the performance of the classifier trained on the teaching set, Algorithm 1 is a better alternative while attaining the compression ratio of about 0.2. Thus, similar to the previous experiments for binary classification problems, the proposed adaptive data compression algorithms have been found to succeed in consistently finding desirable teaching sets without specifying the precise size of the teaching set ahead of time.

2) Time complexity results
So far, we have investigated the trade-offs between the classifier’s performance and the size of the teaching set. In this section, we focus on the computational complexity of the proposed adaptive compression algorithms. To this end, we present the elapsed time as the function of the number of interaction rounds for webpage, protein, and svhn data sets in Figure 10, 11, and 12, respectively. In the following, we discuss the main findings.

- Support vector machines are computationally more expensive than random forest classifiers given a fixed training data set. The running time for training each classifier on the original data set (without any data subset selection) is shown by a horizontal dashed line.
- In Figure 10, we see that applying the \( \delta \)-pruning step to the disagreement region, i.e., removing the randomized sampling component, results in excessive computational complexity, reflecting the significance of \( \lambda \)-sampling for cost reduction. For example, the \( \delta \)-pruning variant is about an order of magnitude slower than other counterparts, even on the webpage data set with the smallest sample size among the three data sets that we study in this section. This observation also explains why we omitted this variant for larger data sets. Although extensive tuning of \( \delta \) may alleviate the computational burden of covering the disagreement region via \( \delta \)-pruning, the computational cost of hyperparameter optimization should be included for a fair comparison.
- When employing support vector machines, Algorithm 2, i.e., \( \lambda \)-sampling with the proposed post-processing technique, exhibits a reduced computational cost compared to \( \lambda \)-sampling. Specifically, on the protein data set containing more than 100,000 samples, we see that
Algorithm 1, i.e., λ-sampling, is typically more computationally efficient than the modified version with the post-processing technique. The main reason for the distinction is that training a random forest classifier is faster than support vector machines on two data sets of identical sizes. Thus, the extra cost of δ-covering leads to a moderate increase in the overall computation time. However, as we can see on the two larger data set, i.e., Figure 11 and 12, employing both algorithms for constructing teaching sets takes less time than training a single random forest classifier on the whole training set.

Finally, increasing the value of λ leads to a reduction of the overall computational cost across all experiments. As explained in Section III, the upper bound for the probability of including each sample in the teaching set is inversely proportional to λ. Hence, increasing λ accelerates the computation of the disagreement region and the δ-pruning step in each round of interaction.

3) Comparison with related work
In this section, we compare the performance of adaptive data compression with the prior work on data subset selection that we discussed in Section II. Between the two proposed algorithms, we primarily focus on Algorithm 2 with the choice of λ = 20 because of being more suitable for resource-constrained applications. We compute the mean of the teaching set size in each round of interaction to search for data subsets of identical sizes using random sampling, coreset construction, and active learning methods. Therefore, a significant advantage of our approach is removing the necessity to provide the teaching set size in each round of interaction. Since we work with two different classification algorithms, we consider the general-purpose coreset construction algorithm in [10]. As discussed in Eq. (2), this coreset construction technique does not take into account any
information regarding the cost function, so it is applicable for the data subset selection problem when using any classifier, including ensemble learning methods for which, to the best of our knowledge, no coreset construction technique exists. The active learning algorithm that we use for comparison centers on selecting one sample at a time and we use the provided implementation in [48].

Figure 13 compares efficiency and accuracy of the proposed adaptive approach with the related work on the webpage data set. As expected, the performance of random sampling is inadequate despite its high computational efficiency. In this figure, we note that the coreset construction algorithm leads to higher quality teaching sets with a modest increase in computation time. However, the performance of coreset construction is noticeably inferior to the baseline accuracy of training a classifier on the whole training data set. We also observe that active learning leads to high accuracy levels close to our proposed method while being an order of magnitude slower. Using batch-mode active learning may be an appealing alternative but the user should determine the desired number of samples in each batch. Our approach, however, infers the teaching set size in each interaction without relying on any external information.

![Figure 13](image)

FIGURE 13. Comparing the proposed adaptive data compression method with related works on the webpage data set.

Our findings in Figure 14 regarding the second imbalanced data, i.e., the protein data set, are consistent with our prior discussion. The performance of random sampling is unsatisfactory while coreset construction improving trade-offs between accuracy and efficiency. On the other hand, the accuracy of active learning is on par with our adaptive approach. Still, it is less efficient because of selecting a fixed number of samples and the need to measure predictive uncertainties. Furthermore, based on our results in Figure 5 and 6, we emphasize that when the main objective is the classifier’s performance on the teaching set, Algorithm 1 outperforms all other methods under comparison along while removing the need to adjust the teaching set size in advance.

![Figure 14](image)

FIGURE 14. Comparing the proposed adaptive data compression method with related works on the protein data set.

In the last experiment of this section, we compare the performance of data subset selection techniques on the svhn data set in Figure 15. Since the number of samples per class is balanced, random sampling performs better than before and its accuracy score is in the range of 0.88 to 0.92 for both classifiers. However, we see that the coreset construction algorithm does not provide any noticeable performance enhancement compared to random sampling. This is consistent with prior findings indicating that the advantages of nonuniform sampling techniques are minimal when facing well-balanced data sets [31], [49].

![Figure 15](image)

FIGURE 15. Comparing the proposed adaptive data compression method with related works on the svhn data set.

On the other hand, it is shown that our adaptive data com-
pression approach outperforms both random sampling and coreset construction and the overall computation time is comparable to running each classifier on the entire training data set. We also see similar trends regarding the relation between Algorithm 2 and active learning. The main disadvantage of active learning is the need to specify the number of samples in each round as opposed to inferring this quantity based on the unique structure of the problem at hand. Moreover, in Figure 8 and 9, we saw that the performance of our $\lambda$-sampling algorithm reaches 0.94 for both classifiers, thus the proposed adaptive data compression approach provides more flexibility when working with supervised data regimes, including imbalanced and multiclass classification problems.

**B. NEURAL NETWORK MODELS**

In this section, we present accuracy-efficiency trade-offs regarding the two proposed adaptive data compression algorithms when employing neural networks for classifying the input data. We consider the mnist data set, imported from Keras, containing 60,000 training samples of size $28 \times 28$ pixels with $r = 10$. As mentioned earlier, we use a neural network model that consists of a single convolutional layer with a filter size $(3, 3)$ and the number of filters is set to 32. We also use a $(2, 2)$ max pooling layer followed by a flatten layer. The layer preceding the softmax layer contains 100 neurons. A schematic representation of the convolutional neural network is provided in Figure 2. We set the number of epochs to 20 and the batch size is equal to 128.

Similar to the previous experiments, we consider two different values of $\lambda$, i.e., $\lambda \in \{10, 20\}$. Utilizing the $\lambda$-sampling algorithm is straightforward here because we only need to compare the predictions made by the neural network with the ground-truth labels. However, as we discussed in Section III-C, a significant challenge for Algorithm 2 is that the initial teaching set contains $r \times n_0 = 100$ samples, thus enforcing the diversity measure using the learned features with such a small number of samples is unrealistic. Hence, we propsoed using a hybrid approach: in the first two rounds of interaction, we skip the post-processing technique and impose the diversity measure starting the third round of interaction to extract meaningful features. Since the dense layer preceding the softmax layer contains 100 neurons, we will use the averaged pairwise Euclidean distance in $\mathbb{R}^{100}$ among 2,000 randomly selected samples to set the parameter $\delta$. Recall that we are working with a small subset of the original data to tune this parameter because of reducing computational costs and demonstrating that the performance of our adaptive approach is not sensitive to the value of this parameter.

Figure 16 reports the teaching set size as a function of the number of interaction rounds, classification accuracy, and time complexity results using the convolutional neural network on the mnist data set. We observe that increasing the value of $\lambda$ leads to smaller teaching sets for both algorithms. On the other hand, $\lambda$-sampling with post-processing is highly effective for reducing the size of the resulting teaching set in resource-constrained applications with limited memory/storage space. Specifically, employing the post-processing technique slows down the rate at which new samples are added to the teaching set. Furthermore, the classifier’s performance trained using the teaching set reaches 0.96 in the second round of interaction for both values of $\lambda$. Although Algorithm 1 performs slightly better than Algorithm 2 in terms of classification accuracy, they both get very close to the baseline accuracy of training the convolutional neural network on the entire teaching set consisting of 60,000 samples (shown by dashed lines).

In terms of the elapsed time, our adaptive data compression algorithm $\lambda$-sampling after 7 rounds of interaction takes about the same time as training the convolutional neural network on the original training data set. It is worth pointing out that in this paper, we fixed the total number of interaction rounds. However, as we can see in Figure 16, running both algorithms for 3 rounds of interaction is enough to achieve high accuracy levels. In this case, Algorithm 1 and 2 both require less time than the baseline approach to form the teaching set for training the classifier. Hence, we conclude that the $\lambda$-sampling with post-processing is a more appealing option for summarizing data sets under stringent constraints regarding the time and space requirements.

Next, we compare the performance of adaptive data compression with existing works: random sampling, coreset con-
struction, and active learning. Here, we use the coreset construction algorithm specifically designed for neural networks [14]. Based on Equation 3, this coreset construction algorithm aims to approximate the gradient of the entire training data set. Like other methods under comparison, the user should specify the teaching set size ahead of time, which is a limiting factor in real-world applications. Based on Figure 17, we see that random sampling outperforms the recent coreset construction algorithm for neural networks while being orders of magnitude faster. Furthermore, Algorithm 2 with $\lambda = 20$ provides the best trade-offs between accuracy and efficiency while inferring the teaching set size using both informativeness and diversity measures.

![FIGURE 17](image)

**FIGURE 17.** Comparing the proposed adaptive data compression approach with related works on the mnist data set.

## V. CONCLUSION

This paper introduced a practical data compression approach for classification problems to identify a subset of influential samples without a priori knowledge of the optimal subset size required by the prior work. The key ingredients of our approach are designing an iterative importance sampling scheme based on the classifier’s performance and incorporating diversity measures in a computationally efficient fashion. As shown through comprehensive experiments, the total time complexity of our approach is less than or comparable to the time required to train the classification algorithm only once on the original data set. On the other hand, the reduced data set or teaching set allows for training accurate classifiers with no significant loss in performance. Hence, our approach provides more control over accuracy-efficiency trade-offs than the prior work, and its performance is not overly sensitive to the choice of hyperparameters. In addition, our approach’s flexibility was demonstrated by using various classifiers from traditional to more recent neural networks in challenging data regimes, such as imbalanced and multiclass data. Future research directions include further evaluation of the proposed approach when employing more complex neural network models and classification problems with imperfect training labels.
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