Abstract

Many search systems work with large amounts of natural language data, e.g., search queries, user profiles and documents, where deep learning based natural language processing techniques (deep NLP) can be of great help. In this paper, we introduce a comprehensive study of applying deep NLP techniques to five representative tasks in search engines. Through the model design and experiments of the five tasks, readers can find answers to three important questions: (1) When is deep NLP helpful/not helpful in search systems? (2) How to address latency challenges? (3) How to ensure model robustness? This work builds on existing efforts of LinkedIn search, and is tested at scale on a commercial search engine. We believe our experiences can provide useful insights for the industry and research communities.

1 Introduction

Search engines are typically complicated ecosystems that contain many components (Figure 1), e.g., named entity recognition, query-document matching, etc. A common part of these search components is that they all deal with large amounts of text data, such as queries, user profiles and documents.

Deep learning has shown great success in NLP tasks (LeCun et al., 2015), indicating its potential in search systems. However, developing and deploying deep NLP models for industry search engines requires considering three challenges (Croft et al., 2010; Mitra et al., 2018). Firstly, serving latency constraints preclude complex models from being deployed in production. In addition, directly trained deep learning models can have robustness issues, which hurts user experience when a model fails on simple queries. The last challenge is effectiveness: often production models are strong baselines that are trained on millions of data examples with many handcrafted features, and have been tweaked for years.

In this paper, we focus on developing practical solutions to tackle the three challenges, and share real world experiences. As shown in Figure 2, we have picked five representative search tasks that cover the classic NLP problems. For each task, we investigate the unique challenges, provide practical deep NLP solutions, and share insights from the offline/online experiments. By providing a comprehensive study, we hope the readers can not only learn how to handle the different challenges in search systems, but also generalize and apply deep NLP to new tasks in other industry productions such as recommender systems.

The contribution of the paper is:

• To our best knowledge, this is the first comprehensive study for applying deep learning in five representative NLP tasks in search engine productions. For each task, we highlight the difference between classic NLP task and search task, provide practical solutions and deploy the models in LinkedIn’s commercial search engines.

• While previous works focus on offline relevance improvement, we strive to reach a balance between latency, robustness and effectiveness. We summarize the observations and best practice across five tasks into lessons, which would be a valuable resource for search engines and other industry applications.

2 Search Systems at LinkedIn

LinkedIn provides multiple vertical searches, each corresponding to a document type, e.g., people, job, company, etc. In this paper, the experiments are conducted on 3 vertical searches (people search, job search, help center search), and federated search. Federated search retrieves the documents from all vertical searches and blends them into the same search result page.

A typical search system is shown in Figure 1. There are three main components: (1) Language
understanding to construct important features for the other two components; (2) Language generation to suggest news queries that are more likely to lead to desirable search results. (3) Document retrieval & ranking to produce the final results of search systems. Usually the whole process should be finished within several hundreds of milliseconds. In this paper, we selected representative search tasks (Figure 2) that reflect five common NLP tasks: classification, ranking, sequence labeling, sequence completion and generation.

It is worth noting that search datasets are different from classic NLP task datasets, mainly in two aspects: (1) Data genre. The data unit of classic NLP datasets (Pang and Lee, 2005; Hu and Liu, 2004) is complete sentences with dozens of words, while queries only have several keywords without grammar. (2) Training data size. Classic NLP datasets are human annotated, therefore the size is usually around tens of thousands of sentences, while search tasks have millions of training examples derived from click-through search log.

3 Search Tasks

In this section, we introduce each specific task, outline the challenges, show how to overcome the challenges, and analyze the offline/online experiment results. The experiments are conducted on the LinkedIn English market. Offline results are reported on the test set. All reported online metrics are statistically significant with p<0.05.

3.1 Query Intent Prediction

Introduction: Query intent prediction (Kang and Kim, 2003; Hu et al., 2009) is an important product in modern search engines. At LinkedIn, query intent is used in federated search, and it predicts the probability of a user’s intent towards seven vertical searches: people, job, feed, company, group, school, event. The predicted intent is an important feature leveraged by downstream tasks such as search result blending (Li et al., 2008) to rank higher the documents from relevant vertical searches.

Approach: CNN has achieved significant performance gains in text classification problems (Kim, 2014). Therefore, we also use CNN for the query intent task. In our approach, we combine the extracted text embedding with handcrafted features, and use a hidden layer to enable feature non-linearity.

Experiments: The label is inferred from click-through behaviors in the search log: if a user clicked on a document from one of the seven verticals, then the query is assigned the corresponding vertical label. We use 24M queries for training, and 50K for dev and test each. We also compare with bidirectional LSTM (Graves et al., 2013). For the CNN and LSTM model, the vocabulary size is 100k with word embedding dimension as 64; hidden layer dimension is 200; CNN has 128 filters of window size 3 (tri-grams); LSTM has hidden state size of 128.

Results: The baseline model is the production model, logistic regression on bag-of-words features and other handcrafted features. The offline relevance and latency performance are shown in Table 1. Both CNN and LSTM models outperform the production model, meaning that the features automatically extracted by CNN/LSTM can capture the query intents. For online experiments (Table 2), we choose CNN instead of LSTM, since CNN is faster than LSTM and has similar relevance performance. The online results show CNN increases the job documents click metrics.

3.2 Query Tagging

Introduction: The goal of query tagging is to identify the named entities in queries. At LinkedIn,
we are interested in 7 types of entities: first name, last name, company name, school name, geolocation, title, and skill. After entities are identified, many useful features can be constructed for downstream tasks such as query intent prediction or search ranking.

**Approach:** Query tagging is a named entity recognition task on query data. The production model uses three categories of features: character based, word based and lexicon based. It is worth noting that we are able to extract powerful lexicon features leveraging large amount of user generated data, i.e., collecting the lexicon items from the corresponding fields of 600 million member profiles. Because of this, we choose semi-markov conditional random field (SCRF) (Sarawagi and Cohen, 2005) to train the production model, which can better exploit lexicon features than CRF (Lafferty et al., 2001).

The bidirectional LSTM-CRF architecture (Lample et al., 2016) proves to be a successful model on classic NLP datasets (Sang and De Meulder, 2003). We further extend it to bidirectional LSTM-SCRF. Essentially, the deep part, Bidirectional LSTM, is used to replace the word-based features.

**Experiments:** Queries from LinkedIn federated search are collected and manually annotated: 100K training queries, 5K for dev and test each. For LSTM based models, word embedding size is 50; hidden size is 50.

**Results:** The traditional method SCRF achieves the best results in Table 3. LSTM-SCRF has all the handcrafted features except word based features, however, it cannot outperform the SCRF baseline, and neither can LSTM-SCRF-all with all handcrafted features. Due to no significant offline experiment gain, these models are not deployed online.

We believe the major reason is the strength of lexicon features, therefore LSTM does not help much. The SCRF-nolex (without lexicon based features) performance also indicates lexicon features are the most important. Meanwhile, looking at the data, we found most entities are already covered by the lexicons that are built on large scales of data. Other reasons could be due to the data genre: Queries are much shorter than natural language sentences. Therefore, LSTM’s ability to extract long distance dependencies is not helpful in this task.

### 3.3 Query auto completion

**Introduction:** Query auto completion (Bar-Yossef and Kraus, 2011) is a language generation task. The input is a prefix typed by a user, and the goal is to return a list of completed queries that match the user’s intent. Query auto completion has a strict latency requirement, as the model needs to return results for each keystroke.

**Approach:** The traditional auto completion system has two separate steps: candidate generation and candidate ranking (Cai and De Rijke, 2016). In our production model, candidate generation use heuristics to extend a query prefix to a set of completed query candidates (Mitra and Craswell, 2015). Candidate ranking uses xgboost (Chen and Guestrin, 2016) to rank the candidates with handcrafted features, with the most effective feature being the query frequency.

Since query auto completion is a language generation task, an ideal model is neural language modeling (Mikolov et al., 2010) to score the probability of a completed query (Park and Chiba, 2017a). While this approach achieves impressive relevance results, the computation time is too long for production deployment (Wang et al., 2018).

To solve the latency challenge, we apply unnormalized language model (Sethy et al., 2015) to candidate ranking phase. This is motivated by the observation that majority of time is spent on the probability normalization over all vocabulary. The normalization factor is approximated by:

\[
\log P(w| h_i) = \log \frac{\exp(v_i h_i)}{\sum_j \exp(v_j h_i)} = v_i^\top h_i - \log \sum_j \exp(v_j h_i) = v_i^\top h_i - b
\]

where \(b\) is another parameter to estimate.

**Experiments:** The model is applied on job search query auto completion. We follow the experiment...
Table 4: Offline experiments of query auto completion task. MRR@10 is the mean reciprocal rank of the correct answer in top 10 list. P99 latency is the 99 percentile latency.

| Model               | MRR@10 | P99 Latency |
|---------------------|--------|-------------|
| xgboost             | -      | -           |
| Language model      | +3.2%  | +3ms        |
| Unnormalized LM     | +3.1%  | +3ms        |

Table 5: Online experiments of query auto completion on job search. "Job Views"/"Job Applies" is the number of job posts clicked/applied from search, respectively.

| Metric     | Lift     |
|------------|----------|
| Job Views  | +0.43%   |
| Job Applies| +1.45%   |

Table 6: Offline experiments for query suggestion task.

| Model       | MRR@10 | Coverage |
|-------------|--------|----------|
| Frequency baseline | +11.1% | 67.3%    |
| Seq2Seq    | 100%   |

Table 7: Online performance of query suggestion task.

| Metric     | Lift     |
|------------|----------|
| Job Views  | +0.6%    |
| Job Applies| +1.0%    |

The seq2seq model has a large latency, which can be an issue in production. In this case, we serve our model in parallel with search result ranking, which gives us plenty of time (more than 100ms) to run the seq2seq model.

Experiments: The seq2seq model is tested in federated search. Our baseline is a frequency based method. Training/dev/test data size is 300M/50K/50K query pairs. For the seq2seq model, we use a small model to reduce latency (100 hidden size and 2 layers in LSTM).

Our offline experiments in Table 6 demonstrate that the seq2seq can find better candidates, measured by MRR@10. The coverage of the deep learning method is trivially 100%. The online experiments (Table 7) display evidence of an enhanced user experience, particularly on finding jobs where seq2seq can generate in-domain terminology for novice users.

3.5 Document Ranking

Introduction: Given a query, a searcher profile and a set of retrieved documents, the goal of document ranking is to assign a relevance score to each document and generate the ranking. Latency is the biggest challenge for this task, since the data unit of document ranking task is thousands of documents. The other challenge comes from effectiveness. The production model is optimized in many iterations, with many strong handcrafted features.

We conduct experiments on people search and help center. People search has 600M member profiles, and help center has 2700 FAQ documents.

Approach: The production model uses xgboost (Chen and Guestrin, 2016) for training. In people search, many non-text based features are used, e.g., personalized features based on social network structures, past user behaviors, document popularity, etc.

One benefit of the neural networks approaches is that we can easily combine the deep NLP based semantic matching with other techniques that prove...
to be effective. The architecture is shown in Figure 3. To improve the relevance performance, we extend the previous work (Huang et al., 2013) by (1) better representing the document by multiple fields; (2) combining hand crafted features with deep features to outperform the production baseline; (3) adding a hidden layer to extract non-linear features.

**Online Production Deployment:** As mentioned before, latency is a major issue for document ranking tasks. We design practical online deployment strategies to reduce computation time. For the help center task, since there are only 2,700 documents, we pre-compute the document embeddings. For people search with 600M member profiles, document pre-computing requires nontrivial infrastructure changes, i.e., a lot of space to store the embeddings and complicated designs to keep them fresh. Our solution is a two-pass ranking strategy: firstly apply a lightweight model without deep learning modules, and choose the top hundreds of documents to send to deep models for reranking. The latency impact over xgboost is shown in Table 8.

**Experiments:** Training data size is 5M/340K queries for people search/help center, respectively, with 50K for dev and test for both tasks. On average each query has around 10 documents. For all models that apply, batch size is 256; word embedding size is 64.

| Search | Deployment Strategy       | P99 latency |
|--------|---------------------------|-------------|
| People search | Two pass ranking          | +21ms       |
|         | All-decoding              | +55ms       |
| Help center | Document pre-computing    | +25ms       |

Table 8: P99 latency over xgboost in document ranking.

We report offline and online results in Table 9 and 10, respectively. In summary, the offline and online performance are consistent. Our model CNN-ranking significantly outperforms the baseline by a large margin. By comparing CNN-ranking vs baseline across the two searches, it is interesting to see that the improvement of deep NLP models is significantly larger in the help center setting. This is caused by the data genre. In help center, the queries and documents are mostly natural language sentences, such as a query "how to hide my profile updates" to document "Sharing Profile Changes with Your Network", where CNN can capture the semantic meaning. In people search, it is more important to perform exact matching, for example, query "facebook" should not return member profiles who work at "linkedin".

4 Lessons Learned

In this section, we go beyond the task boundary and generalize the learnings into lessons. We believe these lessons are not limited to search systems, but also useful for other industry applications such as recommender systems.

4.1 When is Deep NLP Helpful?

In general, the deep NLP models achieve better relevance performance than traditional methods in search tasks, and are particularly powerful in the following scenarios:

(1) **Language generation tasks.** Based on the offline experiments, query suggestion (Table 6) benefits most from deep NLP modeling. This is determined by the nature of language generation tasks. In the seq2seq framework, the hidden state summarizes the context well, and the decoder can produce related queries for any input query.

(2) **Data with rich paraphrasing.** In document ranking, the improvement brought by using CNN is larger in help center than in people search (Table 9 and 10), since help center has a lot of natural language queries while people search queries are combination of keywords.
4.2 When is Deep NLP not Helpful?

No gain is observed when applying LSTM-SCRF for query tagging task. It reveals an important difference between industry and academic data – huge amount of user generated data. Hence, the SCRF approach can do well with a lexicon built on 600M member profiles. Another factor is data genre. Compared to classic NER datasets (Sang and De Meulder, 2003) with sentence level data points, search queries do not have much long distance dependency for LSTM to extract entities.

4.3 Latency is the Biggest Challenge

We believe latency to be the biggest challenge of applying deep NLP models to search productions. In this paper, we summarize as below the practical solutions to reduce latency:

1. **Algorithm redesign.** In query auto completion, we apply the unnormalized language model, which significantly reduces computation time and maintains the same level of relevance.

2. **Parallel computing.** In query suggestion, the seq2seq model runs in parallel with search ranking, which leaves more than 100ms buffer for seq2seq decoding.

3. **Embedding pre-computing.** In help center search ranking, the document embeddings are precomputed, leaving only query processing to be computed at run-time.

4. **Two pass ranking.** In people search ranking, a lightweight model is applied to handle all documents, then a deep model reranks the top ones. Compared to embedding pre-computing, two pass ranking has less of an infrastructure requirement.

4.4 How to Ensure Robustness?

Robustness is an essential requirement for industry productions, as it directly affects user experience. Compared to traditional methods, deep NLP models are more likely to overfit the training data and over generalize word semantics. Our solutions are:

1. **Training data manipulation.** In query suggestion, we observe that with generalization pairs ("senior research scientist" -> "research scientist"), the trained seq2seq will mostly generate queries by deleting original words. We address it by removing the generalization pairs in the training data.

2. **Reuse handcrafted features.** In document ranking, the deep NLP model may rank the topically related documents higher than the keywords matched documents. For example, in people search, matching professor profiles to query "student". This can be alleviated by incorporating the existing handcrafted features (e.g., keywords matching features such as cosine similarity) into neural networks.

5 Related Work

Shallow models are popular in today’s search engines. The models are easy to deploy because of small latency and robustness, and they also achieve desirable relevance performance due to the large scale of user generated training data. Recently, deep NLP models have been designed for many of the search tasks (Hashemi et al., 2016; He et al., 2016; Huang et al., 2013; Park and Chiba, 2017b). These works concentrate on improving offline relevance performance by incorporating additional information such as personalization (Jaech and Ostendorf, 2018; Fiorini and Lu, 2018), session (Dehghani et al., 2017; Ren et al., 2018), etc. There are some existing efforts that are deployed to online productions, however, most models are for the document ranking task with embedding pre-computing approach (Ramanath et al., 2018; Yin et al., 2016; Grbovic and Cheng, 2018; Li et al., 2019). In contrast, we target at productionizing deep NLP models for a set of much broader tasks by reaching a balance among latency, robustness, effectiveness.

6 Conclusions

Industry provides its own set of challenges for deep NLP, different in key ways from classic studied NLP tasks: (1) the amount and type of data, (2) constraints on latency or infrastructure, and (3) the highly optimized production baselines. This paper focuses on how to apply deep NLP models to five representative search productions, illuminating the challenges along the way. All resulting models except query tagging are deployed in LinkedIn’s search engines. More importantly, we also summarize the lessons learned across the tasks. We listed the factors to consider when estimating the potential improvement brought by deep NLP models for a new task. We show robustness and overfitting can be typically handled with careful data analysis. Latency, which is almost always a concern, can be addressed creatively in many ways, such as algorithm simplification, two-pass systems, embedding pre-computing or parallel computation.
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