Exciton-phonon interactions and superconductivity bordering charge order in TiSe$_2$
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The strong coupling between lattice modes and charges which leads to the formation of charge density waves in materials such as the transition-metal dichalcogenides may also give rise to superconductivity in the same materials, mediated by the same exciton or phonon modes that dominate the charge ordered state. Such a superconducting phase has recently been observed for example in TiSe$_2$, both upon intercalation with Copper and in the pristine material under pressure. Here we investigate the interplay of exciton formation and electron-phonon coupling within a simplified model description. We find that the combined exciton-phonon modes previously suggested to drive the charge density wave instability in TiSe$_2$ are also responsible for the pairing of electrons in its superconducting regions. Based on these results, it is suggested that both of the observed domes form part of a single superconducting phase. We also study the effect of the quantum critical fluctuations emerging from the suppressed charge order on the transport properties directly above the superconducting region, and compare our finding with reported experimental results.
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I. INTRODUCTION

Strongly correlated electron systems have proven to be fertile ground for the realisation of unconventional superconducting states, which often arise upon tuning the electronic order to a quantum phase transition. The critical fluctuations associated with the disappearance of the order parameter at zero temperature influence the physics in a wide range of temperature and tuning parameter values around the quantum critical point, and may be used to directly mediate novel pairing interactions. Non-BCS superconductivity of this type has been found on the borders of antiferromagnetism in heavy fermion materials\cite{1,2} and of charge order in materials such as the nearly ferroelectric SrTiO$_3$ and the charge-density-wave (CDW) ordered transition metal dichalcogenides\cite{3,4}.

The CDW phase in some of the latter materials involves exciton formation as well as electron-phonon coupling, thus adding extra interest to the superconducting phase emerging upon its suppression. As was suggested already four decades ago\cite{2,3}, excitons can directly mediate a pairing interaction between electrons, replacing the phonons in the usual BCS construction. It was soon realised that the excitonic ‘glue’ avoids all temperature limits normally imposed by phonons, thus paving the way for room temperature superconductivity\cite{4,5}. In practise such an exciton-mediated superconducting phase has turned out to be elusive, because in any real material the renormalisation of the phonon spectrum which typically results from coupling to the excitons tends to cause a structural instability to occur before superconductivity has a chance to arise\cite{6}. The strong, and seemingly unavoidable, coupling between excitons and phonons makes it impossible for a truly exciton-driven superconducting phase to form. The combined influence of excitons and phonons however may still significantly affect the electronic pairing interactions, and lead to other types of unconventional charge ordered and superconducting phases.

A specific example of a material in which the excitonic and phononic degrees of freedom both contribute significantly to the formation of charge order is given by the CDW phase of TiSe$_2$. The lattice plays an important role in the formation of the CDW in undoped TiSe$_2$ at ambient pressure\cite{7,8}, as can be seen for example by the observation in quasi-elastic x-ray scattering experiments of a softening of the $L_1$ phonon mode associated with the CDW distortion\cite{9,10}. At the same time it is clear that excitons also are an indispensable ingredient in the description of this system\cite{11,12,13,14}, as witnessed for example by the large transfer of spectral weight to backfolded bands in ARPES measurements of the CDW phase\cite{15,16,17}. In this context, the recent discoveries of superconductivity in the intercalated compound Cu$_x$TiSe$_2$ by Morosan et al\cite{18,19}, and in pure TiSe$_2$ under pressure by Kusmartseva et al\cite{20,21}, are of great interest.

The superconducting phase which emerges upon suppression of the CDW order is likely to be mediated by a combination of excitons and phonons similar to the one that has been suggested to be responsible for stabilising the charge order\cite{22}. It is not $a$ priori clear however what the effect will be of the involvement of excitons in the electronic pairing mechanism. For example, the superconducting transition temperature could be either suppressed or enhanced. In TiSe$_2$, the CDW can be suppressed either by intercalation with Copper or by applying pressure, and in both cases a superconducting dome emerges which covers the potential quantum critical point. The details of the approach towards criticality however, are very different\cite{23,24}. In the doped compound the Hall coefficient changes sign as Copper is added, suggesting that the TiSe$_2$ layers become doped by electrons. In the pure compound under pressure on the other hand, no such sign change occurs, and the electron density is assumed to remain constant, while the two-band character increases\cite{25,26}. These differences in material properties have previously been suggested to hint at a difference in the nature of the superconducting phases emerging from the suppressed CDW order\cite{27,28,29}. One cause for such
The Hamiltonian governing the interplay between excitons, phonons and conduction electrons takes the general form:

$$\hat{H} = \hat{H}_0 + \hat{H}_{\text{exc}} + \hat{H}_{\text{e-p}}. \quad (1)$$

This includes the bands of non-interacting electrons $\hat{H}_0$, the effective Coulomb interaction between electrons and holes responsible for creating excitons $\hat{H}_{\text{exc}}$, and the electron-phonon interaction $\hat{H}_{\text{e-p}}$. A CDW instability may arise either directly from the electron-phonon coupling (such as in a Jahn-Teller driven scenario), directly from the exciton binding energy (forming an excitonic insulator), or from a combination of the two effects (for example via the renormalisation of the phonon spectrum by excitons). Likewise, the standard BCS type of superconductivity arises solely out of the last term in equation (1), while a purely exciton-driven superconducting instability is generated by the second term (see figures 1a and b). The combined effect of both of these excitations, which is thought to underlie the CDW formation in f.e. TiSe$_2$, may also lead to superconductivity (figures 1c and d).

In the following, we will study the possible roles played by excitons and phonons in the emergence of a superconducting phase within a specific realisation of the generic structure of equation (1) which has previously been suggested to describe the CDW formation in TiSe$_2$. The model will be general enough to give a qualitative understanding of the influence of excitons and phonons on the superconductivity observed in materials such as TiSe$_2$, but it will not yield any quantitative results.

To be specific, we only consider the two bands closest to the Fermi energy which are known to be the Se-4p valence band located at the centre of the first Brillouin zone, and the Ti-3$d$ conduction band forming electron pockets at the zone boundaries, as in figure 2. The Hamiltonian will be defined on the double chain lattice schematically shown in figure 3. The $c$ sites represent the Se-4p orbitals, while the $d^\dagger$ operators create electrons in the Ti-3$d$ orbitals.

This greatly simplified quasi one-dimensional model has previously been argued to qualitatively capture the physics of the CDW transition in TiSe$_2$. The two-dimensional layers making up the hexagonal TiSe$_2$ structure are separated from each other by a Van der Waal’s gap, which allows us to neglect the effects of inter-layer coupling. Moreover, from a tight-binding fit to the band structure it becomes clear that the electronic structure
is dominated by a small set of orbital overlap integrals, which indicate that to a first approximation, the system can be thought of as a network of weakly coupled quasi one-dimensional Ti chains and their surrounding Se environment. Multiple copies of the double chain model of figure may be put together to form a larger, three-dimensional structure, but because the coupling between different double chains is weak it can be taken to be a higher order effect, and we will neglect it here.

The non-interacting part of the model can be constructed from the tight binding fit to the band structure and experimentally accessible parameters. Together they form the bare potential and kinetic energy terms:

\[
\hat{H}_0 = \hbar \omega \sum_i \left( a_i^{\dagger} a_i + \frac{\Delta}{2} \sum_i (d_i^{\dagger} d_i - c_i^{\dagger} c_i) \right) + \frac{t}{2} \sum_i \left( d_i^{\dagger} d_{i+1} + c_i^{\dagger} c_{i+1} + H.c. \right) + t' \sum_i \left( d_i^{\dagger} c_i + d_{i+1}^{\dagger} c_i + H.c. \right).
\]

(2)

The exciton binding energy is approximated as a purely local term which favours electrons and holes to be a higher order effect, and we will neglect it here.

The exciton binding energy is approximated as a purely local term which favours electrons and holes to be a higher order effect, and we will neglect it here.

To also include the superconducting pairing interactions between electrons, we follow the usual BCS prescription by expanding \( \hat{H}_{e-p} \) to second order in the electron-phonon coupling. The expansion terms can be decoupled by introducing superconducting Cooper pair densities of s-wave symmetry both within the unit cell (\( \sigma_{\text{in}} = \langle \hat{c}_i \hat{c}_{i+1} \rangle \)) and between unit cells (\( \sigma_{\text{out}} = \langle \hat{c}_i \hat{c}_{i+1} \rangle \)). Notice that in principle also interband pairing terms of the form \( \langle \hat{c}_i \hat{d}_j \rangle \) could arise both from the electron phonon coupling, and directly from the excitonic binding energy. In the present model these pairing channels turn out to be repulsive, and we will neglect them from here on. The remaining pairing terms are then:

\[
\hat{H}_{MF}^{'} = -\frac{\alpha^2}{m \omega a^2} \sum_k \left\{ d_k^{\dagger} d_{-k}^\dagger \left[ (2 - \cos(ka)) \sigma_{\text{in}} - \sigma_{\text{out}}^e \right] + \hat{c}_k^{\dagger} \hat{c}_{-k} \left[ (2 - \cos(ka)) \sigma_{\text{in}}^e - \sigma_{\text{out}}^d \right] + H.c. \right\}.
\]

(6)

Within this mean field formulation we can investigate the effect of electron doping by adjusting the value of the chemical potential to yield a higher total electron density. In doing so, we assume that the shape of the band structure around the Fermi energy will not be significantly affected by the presence of interlayer dopants. The effect of pressure can be included in the model by scaling the orbital overlap integrals, in order to replicate the experimentally observed behaviour of an increased two-band character at constant total electron density.

### III. TOWARDS QUANTUM CRITICALITY

Solving the mean field equations self consistently for varying values of the exciton binding energy \( V \) and the strength of the electron-hole coupling \( \alpha \), we find three distinct phases at zero temperature. At low \( V \) and \( \alpha \), the system is in its semiconducting ground state (see figure). Upon increasing the exciton binding energy a first order transition is encountered at which charges from the occupied valence band transfer to the unoccupied conduction band and form excitonic bound states with the positively charged holes left behind. This state is an (excitonic) insulator, but because we did not include any direct exciton-phonon coupling in the Hamiltonian of equation 5, it does not break the translational symmetry of the lattice.

Keeping a low exciton binding energy and increasing the electron-phonon coupling instead leads to a second order transition into a CDW ordered phase. Increasing the exciton formation at any given value of the electron-phonon coupling enhances the tendency towards charge order, and indeed there is a region in phase space where a finite exciton binding energy is required in order for a CDW to form. As \( V \) is increased even further, an excitonic insulator will once again be formed and translational invariance restored. The CDW observed in pristine...
TiSe₂ is believed to be of a hybrid exciton-phonon character, as in the CDW phase of figure 4. Thus excitons as well as phonons play an important role in establishing charge order, and both are expected to play an important role in the superconducting phase that appears as the CDW is suppressed.

If we also include the Cooper pair densities of equation 4 in the mean field analysis, we find that a superconducting phase may be realised for high enough values of the electron-phonon coupling. The pairing interaction in this phase is mediated by phonons, which in turn are renormalised due to the presence of excitons. If the excitonic binding energy is increased, the renormalisation increases, and the superconducting order parameter, as well as the superconducting $T_\text{C}$, may be slightly enhanced, as seen in figure 5. At even higher values of $V$ there is again an instability towards the formation of an excitonic insulator, and both superconductivity and charge order are lost. Notice that in the present mean field treatment it is not possible to determine whether the CDW and superconducting phases truly coexist in the region of overlap in figure 4. In a more detailed theory the superconducting order may well be suppressed by the presence of the CDW phase. Coexistence cannot be directly ruled out however; Kiss et al. show that in conventional charge ordered materials, including the layered transition metal dichalcogenides, CDW and superconducting order can coexist, and that the superconductivity is in fact boosted at points in k-space connected by the CDW ordering vectors.

A. Electron Doping

The CDW observed in pristine TiSe₂ under ambient pressure can be suppressed by intercalating with Copper. As the CDW transition temperature is tuned to zero, a superconducting phase has been observed to emerge. To describe this behaviour in the present model of equations 5 and 6, we assume that the main consequence of intercalation will be the donation of electrons from the Cu intercalants to the Ti conduction band. The addition of Copper is known to also slightly alter the lattice parameters of the TiSe₂ layers, acting as an effectively negative pressure. We will assume this to be the smaller effect, and focus instead on the electron doping, which can be modelled as an effective increase in the average total electron density, stabilised by an enhancement of the electronic chemical potential $\mu$.

Upon introducing more electrons into the system described by equation 7, the CDW transition is pushed towards higher values of the electron-phonon coupling, as seen in figure 5. This initial suppression of the charge order can be easily understood in terms of the local physics, by realising that the extra electrons on the c sites block the transfer of charge along the c-d bond preferred by the lattice distortions. The transition into the excitonic insulator phase at low values of $\alpha$ is not affected in the same way, because in the absence of a direct exciton-phonon coupling term the formation of excitons happens independently of the lattice deformation. The order of the transition between normal state and excitonic insulator changes, transforming from a true first order transition at $\rho_c + \rho_d = 1$ to a smooth crossover at high dopant levels.

Including also the Cooper pair formation of equation 7 in the mean field analysis, we find in figure 5 the emergence of a dome shaped superconducting phase surrounding the point where the CDW transition reaches...
Superconductivity has also been observed in pure TiSe$_2$ under pressure. Based on differences in the behaviour of the Hall coefficient and the sensitivity to magnetic fields it has been argued that the nature of the superconducting phase in this case differs from that of the Copper doped compound. In the model of equations (4) and (5) we can simulate the effects of pressure by assuming that its main influence on the electronic structure arises from a change in the orbital overlap integrals. We thus introduce the rescaled hopping parameters $t = t_0(1 + P_{\text{eff}})$ and $t' = t'_0(1 + cP_{\text{eff}})$ with $c$ a constant of order 1. Due to the simplified nature of the model we cannot make a quantitative comparison with the experimentally observed behaviour under pressure, but we can use the effective pressure $P_{\text{eff}}$ to qualitatively study its effect on the interplay between exciton formation and electron-phonon coupling.

Figure 7 shows the evolution of the CDW phase as a function of effective pressure. It is clear that the excitonic insulating phase and the charge ordered phase are pushed to higher values of the excitonic binding energy and the electron-phonon coupling respectively. At the same time, Cooper pair formation in the regions directly adjacent to the charge ordered phase allow superconductivity to arise as the CDW is suppressed. For any particular set of values for the parameters $\alpha$ and $V$, this implies that the typical behaviour upon tuning both temperature and effective pressure is as shown in figure 6. Starting from the CDW phase, a superconducting dome again arises around the point at which the CDW transition reaches zero temperature. As before, the superconducting phase seems to extend to high values of both temperature and effective pressure because of the mean field nature of the present treatment, but is expected to be considerably reduced upon taking into account fluctuation effects.

The pair formation in the superconductor under pressure is again mediated by the same cooperating exciton-phonons that also stabilise the parent CDW phase. The excitonic presence and the associated phonon renormalisation enhances both the charge order at ambient pressure, and the superconducting order at higher pressures, as can be seen in figure 6. Even though the mean field treatment given here is expected to largely overestimate the transition temperature, the qualitative trend of increasing $T_C$ as $V$ is increased and the quantum critical temperatures as a function of the exciton binding energy (see figure 7), it becomes clear that the excitons play an essential part in this mechanism, strengthening the role of the phonons via the renormalisation of their spectral properties, and enhancing both the CDW order and the superconducting $T_C$. In the present model the charge order is once again cut off at very high values of $V$ due to the formation of the spatially homogeneous excitonic insulator.
hole-like) carriers, pressure retains the overall electron-hole balance, which may explain the observed differences in the behaviours of the Hall coefficient. Within the present model this does not affect the pairing mechanism in the two regimes though, and the nature of the critical fluctuations is the same throughout. The superconducting dome in the doped compound can then be continuously connected to the dome in the pure system under pressure, creating a ‘tunnel’ of superconductivity in the doping-pressure-temperature phase diagram, as suggested by Kusmartseva et al. for the case of TiSe$_2$.

IV. CRITICAL FLUCTUATIONS

The exponent of the resistivity in the normal (non-superconducting) state of TiSe$_2$ has been observed to undergo a dip in the pressure range surrounding the critical point at which the CDW order fully disappears. Both at higher and lower pressures the low temperature resistivity scales as $\rho \propto T^3$, while at the critical pressure the exponent is seen to be reduced towards $\rho \propto T^{2.5}$. In fact, the exponent may well be reduced even further, as it is not clear from the data presented in reference that whether the reduced exponent has fully converged to its minimal value close to the critical point. Further detailed experiments at low temperatures close to the critical pressure will be required to settle the precise value of the resistivity exponent in this regime. Regardless of its exact depth however, the presence of a dip in the exponent is suggestive of the influence of quantum critical fluctuations, like the ones observed in nearly magnetic materials, heavy fermion compounds and nearly ferroelectric systems. Studying these and related critical exponents is an important experimental tool in understanding both the nature of the critical modes and the properties of the quantum critical point.

To calculate the influence of the phononic and excitonic critical modes on the resistivity in our model system, we assume that a description in terms of a Boltzmann transport equation will be applicable. Notice that this implies neglecting any fully quantum mechanical effects, like f.e. weak localisation. Close to the quantum critical point, the collision term in the Boltzmann equation is assumed to be dominated by the scattering of conduction electrons off the bosonic critical modes associated with the (hidden) zero temperature CDW transition. These modes are expected to be the hybrid exciton-phonon excitations discussed in the previous sections. In fact, the main mechanism for scattering conduction electrons, both in the case of excitons and of phonons, consists of the formation of local distortions in the crystal polarisation field. Scattering from such polarisation clouds is well understood in terms of the Fröhlich Hamiltonian. Although the value of the coupling strength may depend on the extent of the contribution from each mode, the $k$-dependence of the resulting matrix elements does not distinguish between excitonic or phononic scatterers. We can thus treat the excitons and phonons on an equal footing, and in the
following we will refer to both, as well as to their combination, simply as the bosonic scattering modes.

Following the standard arguments given for example by Ziman, we write the stationary electron distribution as $f_k = f_k^0 - \Phi_k \cdot \partial f_k^0 / \partial \epsilon_k$, where $f_k^0$ is the Fermi-Dirac distribution and $\Phi_k$ is a function to be determined. The resistivity arising from the linearised collision term in the Boltzmann equation is then given by:

$$\rho \propto \frac{1}{T} \int dk d\epsilon_k (\Phi_k - \Phi_k')^2 P_{k,k'}.$$  

(7)

Here $P_{k,k'}$ is the scattering rate of electrons with momentum $k$ into a state with momentum $k'$. Notice that this expression assumes the bosonic scatterers to be in their equilibrium distribution. The function $\Phi_k$ is a variational function whose shape is normally well approximated by the ansatz $\Phi_k \propto k \cdot E$, with $E$ the applied electric field. Although the lack of isotropy in our model system should in principle be reflected in the variational function, it has been pointed out before that at very low temperatures impurity scattering will typically be strong enough to completely determine the electron distribution, while the resistivity is set by the sum of the terms due to impurity and the critical mode scattering.

In this regime the standard ansatz for $\Phi_k$ thus remains applicable.

The scattering rate in equation (7) can be related to the dynamic susceptibility using Fermi’s golden rule and the fluctuation-dissipation theorem:

$$P_{k,k'} \propto M_{k,k'}^2 f_k^0 (1 - f_{k'}^0) n (\epsilon_{k'} - \epsilon_k) \Im \chi (k', \epsilon_{k'} - \epsilon_k).$$  

(8)

Here $n(\omega)$ is the distribution function for the bosonic scattering mode, while $M_{k,k'}$ are the scattering matrix elements. Because both excitons and phonons scatter conduction electrons through a distortion in the local polarisation field, these matrix elements are expected to be well approximated by $M_{k,k'} \propto |k' - k|^2 / \omega |k' - k|$, with $\omega$ the dispersion of the bosonic scattering modes.

Away from the quantum critical region, where the susceptibility has no particular features, the expressions of equations (7) and (8) are of the same generic form as the corresponding equations in for example the elemental transition metals with their partially occupied $s$ and $d$ bands. In fact, it was pointed out by Wilson that interband transitions in these materials, which necessarily involve finite momentum bosonic modes, will typically give rise to a $\rho \propto T^3$ temperature dependence of the resistivity. The normal state resistivity observed in TiSe$_2$ far from the transition can thus be straightforwardly interpreted as a consequence of the scattering of conduction electrons between the hole pocket at the centre of the first Brillouin zone and the electron pockets at its boundary.

As the transition is approached, $\chi(q, \omega)$ starts to develop a singularity and the bosonic modes begin to soften, developing a local minimum in their dispersion at the ordering wavevector. Rewriting $k' - k = Q + q$, with $q$ small compared to the ordering wavevector $Q$, we find $\omega \sim a + bq^2$, so that the scattering matrix elements become nearly constant in $q$ in this regime. Further simplification can be achieved by rewriting the momentum integrals as $\int dk \propto \int dq^2 \int d\epsilon_k$. After also introducing $\epsilon_{k'} = \omega + \epsilon_k$, the integral over $\epsilon_k$ can be performed explicitly, and the integrations over constant energy surfaces are simplified to yield:

$$\rho \propto \frac{1}{T} \int dq d\omega \, q^2 n(\omega) (n(\omega) + 1) \Im \chi (q + Q, \omega).$$  

(9)

Close to the quantum critical region, the bosonic modes become dissipative, and the susceptibility can be approximated in analogy to the overdamped harmonic oscillator:

$$\chi(q + Q, \omega)^{-1} = \chi^{-1}_{q+Q} \left(1 - \frac{\omega}{\gamma (\chi^{-1} + cq^2)}\right).$$  

(10)

Here we introduced both the static susceptibility $\chi_{q+Q}$ and the uniform susceptibility $\chi$. Notice that the relaxation rates $\gamma$ are nearly momentum independent for scattering processes at the finite wavevector $q + Q$, regardless of the microscopic damping mechanism involved. Inserting this form into equation (9), the energy integral can now be evaluated. Its low temperature expansion is well known, and to first order in $T$ the resistivity can be shown to be:

$$\rho \propto \int dq \, q^2 \frac{\gamma (\chi^{-1} + cq^2) / T}{1 + 3/\pi [\gamma (\chi^{-1} + cq^2) / T]}.$$  

(11)

Depending on how closely the quantum critical point is approached, this expression can in principle give rise to two different temperature dependencies of the resistivity. In the regime near enough to the transition to render the bosonic modes overdamped, but far enough to ensure that $\chi^{-1}$ is finite and the integrand of equation (11) non-singular, dimensional analysis suffices to show that the resistivity will scale as $\rho \propto T^2$. At the critical pressure on the other hand, the uniform susceptibility becomes identically zero, and the integral is dominated by its low-$q$, singular part. Introducing $x = 3\gamma cq^2 / (\pi T)$, and cutting off the integration at a temperature independent point $x_c$, we then find:

$$\rho \propto (T)^{3/2} \int \frac{dx}{\sqrt{x}}.$$  

(12)

Whether both of these regimes are in fact realised in TiSe$_2$, and whether they occupy any appreciable portion of phase space, depends largely on the detailed properties of the involved bosonic modes and their couplings to the conduction electrons. As the transition is approached however, the softening of the boson spectrum, the increased damping and the rising singularity in the
susceptibility will lead to a renormalised temperature dependence of the resistivity. In the regime precisely above the quantum critical point, the expression of equation \( \rho \propto T^{1.5} \) should thus be applicable at very low temperatures. The fact that the experimentally observed temperature dependence does not match the \( \rho \propto T^{1.5} \) resistivity found here may be due to the superconducting dome preventing measurements to be made at sufficiently low temperatures. The reported dip in resistivity may then be interpreted as the onset of a crossover from the normal state conductivity towards the full quantum critical behaviour at even lower temperatures.

\[
\rho(T) = \rho_0 + \rho_{\text{c}} T^2
\]

V. CONCLUSIONS

The superconducting phase which has been observed in TiSe\(_2\) to arise either upon electron-doping the material or by applying hydrostatic pressure is likely to be mediated by the same bosonic modes that are responsible for the charge density wave order in the pristine parent compound at ambient pressure. Because the charge order instability in pure TiSe\(_2\) is known to involve both exciton formation and a strong electron-phonon coupling, it may be expected that the superconducting phase will likewise involve a combination of both excitonic and phononic contributions. Within the simplified model discussed in this paper, it has been shown that the presence of excitons in a system already prone to lattice deformation due to a strong electron-phonon coupling may lead to an enhancement of the CDW order. Upon suppression of that order, either by raising the effective chemical potential to inject more electrons or by altering the model parameters to simulate an effective pressure, a superconducting dome appears around the point where the CDW transition reaches zero temperature. In both cases the superconducting order may be enhanced by enhancing the excitonic binding energy, thus revealing the supporting role the excitons play also in this phase. In fact, the cooperation between exciton formation and electron-phonon coupling seems to be ubiquitous throughout the emerging phase diagram. The extent of hybridisation between excitonic and phononic modes may be sensitive to the experimental route taken, but the superconducting Cooper pairs are always held together by some combination of the two modes.

To assess precisely which portion of the superconducting ‘glue’ in TiSe\(_2\) consists of excitons, more detailed theoretical modelling (evaluating the full frequency dependent Eliashberg equations for a more realistic model system) as well as new experimental work (focusing specifically on the differences between excitons and phonons) will be required. Possible experimental signatures of the influence of excitons may be sought for example by altering the ratio of exciton binding energy to phonon energy \( V/\omega \) through the use of isotope effects, or more directly by imposing an altered ratio of exciton binding energy to electron-phonon coupling \( V/\alpha \) in stretched thin films on a mismatched substrate.

The critical fluctuations associated with the quantum critical point below the superconducting dome are experimentally accessible through their influence on the temperature dependence of various thermodynamic quantities. The observed dip in the exponent of the resistivity of TiSe\(_2\) under pressure may thus be interpreted as a consequence of the presence of such fluctuations. We have shown in this paper that regardless of the precise origin of the critical fluctuations (whether they are excitons, phonons or a combination thereof), it can be expected on very general grounds that the \( \rho \propto T^3 \) law which is a consequence of the indirect coupling between two bands in the normal state, will be reduced to a \( \rho \propto T^{1.5} \) dependence at very low temperatures close to the critical point because of the critical fluctuations. Depending on the effective damping rates of the modes as the critical region is approached, there may also be an additional region of \( \rho \propto T^2 \) behaviour between these two extremes. Based on these findings, we suggest that the reported dip in the resistivity exponent may not have reached its absolute minimum yet, and should be interpreted as an indication that critical fluctuations play an important part in the physics of TiSe\(_2\) in the investigated pressure range, but that the full quantum critical behaviour will emerge only at lower temperatures. Measurement of related critical exponents, such as those of the specific heat or susceptibility may help to shed further light on this issue.

If the main difference between the two superconducting domes previously observed in TiSe\(_2\) is the detailed balance between the effects of exciton formation and electron-phonon coupling, as suggested in this paper, they should be connected by a continuous ‘tunnel’ of superconducting order in the pressure-doping phase diagram.\(^{26}\) Completion of the experimental phase diagram by mapping out the pressure dependence of variously doped compounds, as well as considering other (electron or hole) dopants may thus provide further support for the hybrid exciton-phonon picture presented here. The maximum critical temperature of this superconducting phase will be enhanced in areas where the exciton binding energy effectively cooperates with the phonons, and where a large electronic density of states is available to utilise these cooperating bosonic modes. The amount of enhancement however, will be sensitive to the detailed material properties, and a substantial increase of \( T_C \) through this mechanism will likely only be achievable with intricate fine tuning of all involved parameters.
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