Short-term prediction model of photovoltaic power generation based on rough set-BP neural network
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Abstract. It is very important to predict the photovoltaic power generation because of the great challenges to the safe and stable operation of the power grid. Based on the analysis of traditional forecasting models, a power generation forecasting model based on rough set and neural network is proposed. Firstly, the Hampel filtering algorithm and rough set theory are used to process outliers and redundant data for the collected information. The above algorithms solve the problem of big data processing before forecasting. Finally, the fuzzy C-means clustering was used to divide the data set and combined with the neural network to predict. The key weather feature variables combined with the forecast time were taken as the input and the power was taken as the output variable. The results show that the prediction method proposed in this paper is more accurate and fast in predicting the power generation at each time.

1. Introduction
In recent years, more and more researchers use the method of preprocessing sample data before forecasting. In terms of the treatment of outliers, the current methods include the combination of quant method [1], the optimal in-group variance cleaning algorithm [2], and Isolation Forest[3]. Literature [4] can effectively detection and carry data anomaly out by using Hampel filtering algorithm, and has achieved good outliers removal effect for different data sets. In terms of feature extraction, this paper uses rough set theory to calculate the influence degree of each influencing factor, and finds out the key features that have influence on the actual prediction, which has higher objectivity and credibility.

Among the prediction models, there are mainly the generalized weather type method [5], that is, the classification of weather types. At present, most of the researches mainly rely on the collection of weather characteristic information of photovoltaic power stations [6-8], and almost all ignore the time factor. When the prediction result is used as a reference for grid dispatching, we are more inclined to grasp the photovoltaic power generation at each moment. Therefore, this paper uses fuzzy C-means clustering algorithm to classify data according to time period. Finally, BP neural network is combined to build models respectively according different time period, and then the prediction results of each time period are fitted into the prediction results of one day. In the experimental part, the data of the No. 5 photovoltaic power station of the Solar Energy Intellectual Property Center in Alice Spring, Australia is used to perform an experiment, the results are compared with the weather type prediction method shows that the prediction model proposed in this paper is more accurate and faster, thus verifying the effectiveness of the model method.
2. Data processing and dimensionality reduction

2.1. Hample filter based outlier processing
The Hampel filter like a median filter\cite{9}, but it only replaces values equivalent to a few standard deviations away from the local median. This filter helps remove outliers from the data without over-smoothing the data.

2.2. Attribute reduction based on rough set theory
Rough set theory defines the whole composed of sample set, attribute set and attribute range as knowledge representation system. In system S, if \( C \) is a conditional attribute set and \( D \) is a decision attribute set, the system is called a decision table\cite{10-11}. Rough set knowledge reduction method can be used to determine which attributes are necessary, and then select several attributes of greater importance.

3. Model based on rough set - fuzzy C-means clustering- BP neural network algorithm
The detailed steps of rough set-fuzzy C-means clustering BP neural network prediction model are as follows:

1. Hample algorithm is used to process the outliers of the collected data.
2. Use rough set theory to extract key attributes from sample data.
3. Perform fuzzy C-means clustering on the data set according to the key attributes.
4. Data normalization, each type of weather data and time data are adjusted to \((0~1)\), this step can ensure the smooth operation of BP neural network.
5. BP neural network prediction. The normalized data, the corresponding time, and the power generation at the time to be predicted are used as input. Set the minimum error of the training target, the number of training times, the actual frequency and the learning rate. After outputting the result, the number of neurons can be adjusted to achieve the optimal result.
6. Reverse normalization of prediction results and output.
7. Compare the predicted output value with the real value, and find out the data with large error for analysis.

4. Experimental simulation and result analysis

4.1. Data collection and outlier processing
The data selects the data from 2019 to 2020 of the No. 5 photovoltaic power station of the Alice Springs Solar Intellectual Property Center in Australia. The data resolution is 5 minutes, that is, every 5 minutes, it records the power generation and the weather characteristics of the corresponding time. There are 57,953 pieces of data, and some outliers are removed using the hample algorithm, leaving 57,938 pieces of data.

4.2. Analysis of influencing factors of photovoltaic power generation based on rough set
As an effective data analysis method, rough set can process uncertain evaluation data and dig out potentially valuable evaluation information from a large amount of uncertain information. In this paper, rough set attribute reduction and importance evaluation methods are mainly used to explore and analyze the relationship between photovoltaic power generation and influencing factors, and at the same time remove some redundant data.

4.2.1. Rough set analysis process
The process of extracting key features from collected data using rough set method can be divided into the following three steps:

Step1: Unify data types. Weather characteristic variables and power generation variables are continuous data of different dimensions, and time information is text-type, so firstly, the text-type time variables must be converted into data-type variables, and then the weather characteristic variables and
time variables must be discretized. And monotonic processing, and finally transform the collected data into the form of a rough centralized single decision information table. Before using rough set to reduce the attributes of samples, the repeated samples can be merged by equal frequency discretization to remove redundant sample information.

Step 2: Construct the information decision table. The processed sample data is transformed into the form of rough set decision table, that is, time variable and weather characteristic variable correspond to conditional attribute set \(C\), and power generation variable correspond to decision attribute \(D\). Let the time, relative humidity, temperature, global radiation level, diffuse radiation level, wind direction, precipitation, global radiation tilt and radiation diffusion tilt correspond in turn in the condition attribute \(C = \{C_1, C_2, C_3, C_4, C_5, C_6, C_7, C_8, C_9, C_{10}\}\); The power generation decision attribute is \(D\). The conditional attributes are divided into 10 levels \([1, 2, 3, 4, 5, 6, 7, 8, 9, 10]\), and the decision attributes are divided into six levels \([1, 2, 3, 4, 5, 6]\). Table 1 is a small part of the decision table.

| sample | conditional attribute set C | decision attribute D |
|--------|----------------------------|---------------------|
| 17     | 2  6  7  4  3  5  10  3  3  1 |
| 18     | 3  6  7  4  3  5  10  3  3  2 |
| 20     | 3  6  7  4  4  5  10  3  3  1 |
| 21     | 3  6  7  4  3  4  10  3  3  1 |
| 22     | 3  6  7  4  4  4  10  4  4  2 |
| 24     | 3  7  7  4  4  4  10  4  4  2 |
| 25     | 3  7  7  5  4  3  10  4  4  1 |
| 26     | 3  7  6  5  4  3  10  4  4  2 |
| 28     | 3  7  6  5  5  3  10  4  4  1 |
| 29     | 4  7  6  5  5  3  10  5  5  3 |
| 31     | 3  7  6  5  5  3  10  5  5  1 |
| 33     | 4  7  6  6  5  3  10  5  5  3 |
| 36     | 4  8  6  6  5  3  10  5  5  3 |
| 37     | 4  7  6  6  6  2  10  6  6  1 |
| 38     | 4  8  6  6  6  2  10  6  6  1 |
| 39     | 4  8  5  7  6  2  10  6  6  3 |
| 42     | 5  8  5  7  6  2  10  6  6  3 |
| 45     | 5  8  5  8  6  2  10  6  6  1 |
| 46     | 5  8  5  8  7  2  10  7  7  2 |
| 48     | 6  8  5  8  7  2  10  7  7  3 |
| 51     | 6  9  5  8  7  2  10  7  7  3 |
| 53     | 6  9  4  8  7  2  10  7  7  6 |
| 56     | 6  9  5  9  7  2  10  8  8  2 |
| 57     | 6  9  4  9  7  2  10  8  8  6 |
| 58     | 6  9  4  9  8  2  10  8  8  2 |

Step 3: Use rough set to analyze the importance of attributes. Firstly, the positive domain of each conditional attribute \(C_i\) relative to the decision attribute \(D\) and the positive domain when the conditional attribute is missing are calculated. If \(\text{POS}_{(C_i | C_i)} (D) = \text{POS}_{C} (D)\), it indicates that the conditional attribute \(C_i\) is not necessary in the conditional attribute set \(C\) relative to the decision
attribute, and the unnecessary attribute can be deleted. The relative importance of each attribute is then calculated to find the key features for classification.

4.2.2. Rough set analysis results
The calculation results are shown in Table 2. From the final calculation results, it can be seen that among the factors affecting the power generation, temperature, time and relative humidity have the greatest influence on the power generation.

| Table 2. Table of influence degree of various factors on power generation |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| C1   | C2   | C3   | C4   | C5   | C6   | C7   | C8   | C9   |
| 0.212 | 0.124 | 0.62  | 0.015 | 0.0119 | 0.0134 | 0  | 0.0015 | 0.003 |

4.3. Time-segment prediction model based on fuzzy C-means clustering and BP neural network
According to the temperature and time related data extracted from the rough set, the clustering feature vector scale was constructed, and the fuzzy C-means clustering was used to divide it into three categories. The first category is in the noon period, the peak period of power generation. The second category is in the morning and afternoon, when the power generation increases or decreases monotonously. The third category is in the evening, when the power generation is low and the fluctuation is small. Model the classified data and set the parameters separately. For each type of sample, 90% of the data is selected as the training data, and 10% of the data is used as the test data.

4.4. Results analysis
The model was trained in different time periods, and the fitted prediction results were compared with those of the generalized weather model. The comparison results are shown in Table 3 and Table 4:

| Table 3. Comparison of forecast results in different periods of fine weather |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| period | MSE/kW | MAE/kW | MAPE/% | MSE/kW | MAE/kW | MAPE/% |
| 6: 00-7:00 | 0.0033 | 0.0120 | 26.89 | 0.016 | 0.0504 | 20.15 |
| 7: 01-11:00 | 0.0055 | 0.0278 | 1.16 | 0.0122 | 0.0695 | 3.53 |
| 11:01-13:00 | 0.0206 | 0.0800 | 1.80 | 0.0269 | 0.1165 | 2.65 |
| 13:01-17:00 | 0.0130 | 0.0569 | 2.09 | 0.0155 | 0.0788 | 2.72 |
| 17:01-19:00 | 0.0070 | 0.0190 | 0.49 | 0.0107 | 0.0462 | 66.94 |

| Table 4. Comparison of forecast results in different periods of precipitation weather |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| period | MSE/kW | MAE/kW | MAPE/% | MSE/kW | MAE/kW | MAPE/% |
| 6: 00-7:00 | 0.0036 | 0.0235 | 39.87 | 0.0067 | 0.0213 | 41.72 |
| 7: 01-11:00 | 0.0052 | 0.0127 | 2.11 | 0.0077 | 0.0421 | 4.48 |
| 11:01-13:00 | 0.0769 | 0.2999 | 7.74 | 0.0539 | 0.1866 | 4.59 |
| 13:01-17:00 | 0.0193 | 0.1401 | 7.59 | 0.0713 | 0.3449 | 18.77 |
| 17:01-19:00 | 0.0491 | 0.1689 | 16.38 | 0.0776 | 0.1322 | 34.9 |

According to the analysis of the figure, there are obvious differences in the law of power generation in different time periods. The model was trained in different time periods, and then compared with the predicted results without classification. The results are shown in Table 3 and Table 4.

Table 3 and Table 4 are the power prediction results on September 8 and 17 respectively. Model A is the Rough Set-FCM-BP prediction model proposed in this paper, which is classified by time period; Model B represents the prediction model of FCM-BP, which is traditionally classified by weather. In fine weather, the average mape of Model A was 6.486%, and that of Model B was 19.20%. The mean mse of Model A is 0.010kW, and that of Model B is 0.020kW. The average mae of Model A is 0.04kW, and that of Model B is 0.072kW. There are large errors between 6:00 and 7:00, which may be due to the
greater influence of more moisture in the air the day before the forecast date. Compared with traditional methods, the prediction results of Model A presented in this paper are more accurate.

In the case of rainfall weather, the average mape of Model A was 14.74%, and that of Model B was 18.87%. The mean mse of Model A is 0.031kW, and that of Model B is 0.035kW. The average mae of Model A is 0.13kW, and that of Model B is 0.11kW. In rainy days, there are large errors in the two periods of 6:00-7:00 and 17:01-19:00, which may be because the instrument is affected by water vapor in the air, leading to large error in data. However, the model proposed in this paper eliminated outliers from the data before the prediction, making the overall data more accurate, and the overall prediction result is more accurate than the traditional weather classification prediction.

5. conclusion
In this paper, a Rough set-FCM-BP short-term photovoltaic power prediction model is proposed based on the traditional weather classification prediction and considering the variation of photovoltaic power generation with time, which firstly sorts out the shutting characteristics of the samples and then predicts them with Rough Set theory. The following conclusions are drawn from the analysis of the simulation results:

The modified model has good applicability. The prediction model looks for the key features again, which makes the classification more accurate, reduces the classification difficulty caused by the absence of weather-related data, and effectively improves the accuracy of power generation prediction.

The model still has limitations for the prediction of morning and evening periods or the time with high relative humidity, but the prediction accuracy of sunny days is significantly improved, and generally the prediction accuracy is still higher than that of the traditional weather classification. Next, the research is aimed at improving the prediction method of rainy day or relatively high humidity.
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