ON RATIONAL FUNCTIONS ORTHOGONAL TO ALL POWERS OF A GIVEN RATIONAL FUNCTION ON A CURVE
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Abstract. In this paper we study the generating function \( f(t) \) for the sequence of the moments \( \int_{\gamma} P^i(z)q(z)dz, \ i \geq 0 \), where \( P(z), q(z) \) are rational functions of one complex variable and \( \gamma \) is a curve in \( \mathbb{C} \). We calculate an analytical expression for \( f(t) \) and provide conditions implying that \( f(t) \) is rational or vanishes identically. In particular, for \( P(z) \) in generic position we give an explicit criterion for a function \( q(z) \) to be orthogonal to all powers of \( P(z) \) on \( \gamma \). As an application, we prove a stronger form of the Wermer theorem, describing analytic functions satisfying the system of equations \( \int_{\gamma} h^i(z)g^j(z)dz = 0, \ i \geq 0, \ j \geq 0, \) in the case where the functions \( h(z), g(z) \) are rational. We also generalize the theorem of Duistermaat and van der Kallen about Laurent polynomials \( L(z) \) whose integer positive powers have no constant term, and prove other results about Laurent polynomials \( L(z), m(z) \) satisfying \( \int_{\gamma} L^i(z)m(z)dz = 0, \ i \geq i_0. \)

2010 Math. Subj. Class. Primary: 30E99; Secondary: 34C99.

Key words and phrases. Moment problem, center problem, Abel equation, periodic orbits, Cauchy type integrals, compositions.

1. Introduction

In this paper we study the generating function \( f(t) = \sum_{i=0}^{\infty} m_it^i \) for the sequence of the moments

\[
m_i = \int_{\gamma} P^i(z)q(z)dz, \ \ i \geq 0,
\]

where \( P(z), q(z) \) are rational functions of one complex variable and \( \gamma \) is a curve in \( \mathbb{C} \). In particular, we study conditions under which \( f(t) \) is a rational function, a polynomial, or an identical zero.

Our main motivation for such a study is related to differential equations and may be described as follows. Let \( F(x, y), G(x, y) \) be real-valued analytical functions vanishing at the origin together with their first derivatives. Then the classical
Poincaré problem is to find conditions under which all solutions of the system
\[
\begin{align*}
\dot{x} &= -y + F(x, y), \\
\dot{y} &= x + G(x, y),
\end{align*}
\]
around zero are closed (see e.g. the recent survey [11] and the bibliography therein). This problem remains wide open even in the case where \( F(x, y) \) and \( G(x, y) \) are polynomials of degree 3, and any advances in its understanding are of a great interest.

It is known [9] that if \( F(x, y) \) and \( G(x, y) \) are homogeneous polynomials of the same degree, then one can construct trigonometric polynomials \( f(\cos \varphi, \sin \varphi) \), \( g(\cos \varphi, \sin \varphi) \) such that (2) has a center if and only if all solutions of the trigonometric Abel equation
\[
\frac{d^r}{d\varphi} = f(\cos \varphi, \sin \varphi) r^2 + g(\cos \varphi, \sin \varphi) r^3
\]
with \( r(0) \) small enough are periodic on \([0, 2\pi]\). In its turn, the trigonometric Abel equation can be transformed by an exponential substitution into the equation
\[
\frac{dy}{dz} = l(z)y^2 + m(z)y^3,
\]
where \( l(z) \) and \( m(z) \) are Laurent polynomials. Furthermore, all solutions of (3) with \( r(0) \) small enough are periodic on \([0, 2\pi]\) if and only if all solutions of (4) with \( y(1) \) small enough are non-ramified along \( S^1 \).

In the series of papers [3]–[6] the following modification of the center problem for equation (4) was proposed: find conditions under which for any solution \( y(z) \) of the Abel differential equation
\[
\frac{dy}{dz} = p(z)y^2 + q(z)y^3
\]
with polynomial coefficients \( p(z) \), \( q(z) \) the equality \( y(1) = y(0) \) holds whenever \( y(0) \) is small enough. This modification seems to be easier than the initial problem at the same time keeping its main features, and in this context can be considered as a simplified form of the classical center-focus problem of Poincaré.

The center problem for Abel equation (5) naturally leads to the following “polynomial moment problem”, which is a prototype of problems considered in this paper: find conditions under which polynomials \( P = \int p(z)dz \) and \( Q = \int q(z)dz \) satisfy the system of equations
\[
\int_0^1 P^i(z)dQ(z) = 0, \quad i \geq 0,
\]
or, in other words, find conditions implying that the corresponding generating function of moments vanishes identically (for a detailed description of relations between the center problem for Abel equation (5) and the polynomial moment problem see [8] and the bibliography therein).

The polynomial moment problem has been studied in the papers [3]–[7], [10], [23]–[27], [35] and was completely solved in the recent papers [31], [29]. The solution
involves the following “composition condition” imposed on $P(z)$ and $Q(z)$: there exist polynomials $\tilde{P}, \tilde{Q}, W$ such that

$$P = \tilde{P}(W(z)), \quad Q = \tilde{Q}(W(z)), \quad W(0) = W(1).$$  \hfill (7)

It is easy to see using the change $z \to W(z)$ that (7) implies (6) and it was shown in [31] that if polynomials $P(z), Q(z)$ satisfy (6), then there exist polynomials $Q_j(z)$ such that $Q(z) = \sum_j Q_j(z)$ and

$$P(z) = \tilde{P}_j(W_j(z)), \quad Q_j(z) = \tilde{Q}_j(W_j(z)), \quad W_j(0) = W_j(1)$$  \hfill (8)

for some polynomials $\tilde{P}_j(z), \tilde{Q}_j(z), W_j(z)$. Moreover, in [29] polynomial solutions of (8) were described in a very explicit form suitable for applications.

In the same way as the center problem for Abel equation (3) leads to the polynomial moment problem, the original center problem for equations (3), (4) leads to the moment problem for trigonometric polynomials or, more generally, to the following “Laurent polynomial moment problem”, which is the main motivation for investigations of this paper: describe Laurent polynomials $L(z), m(z)$ such that

$$\int_{S^1} L^i(z)m(z)dz = 0, \quad i \geq 0.$$  \hfill (9)

An analogue of condition (7) in this setting is that there exist a Laurent polynomial $W(z)$ and polynomials $\tilde{L}(z), \tilde{m}(z)$ such that the equalities

$$L(z) = \tilde{L}(W(z)), \quad m(z) = \tilde{m}(W(z))W'(z)$$  \hfill (10)

hold. Clearly, (10) implies (9). Furthermore, if for given $L(z)$ there exist several such $m(z)$, then (9) is satisfied for their sum. However, in distinction with the polynomial moment problem other mechanisms for (9) to be satisfied also exist. For example, if $L(z) = \tilde{L}(z^d)$ for some $d > 1$, then the residue calculation shows that condition (9) is satisfied for any Laurent polynomial $m(z)$ containing no terms $cz^n$ with $n \equiv -1 \pmod{d}$.

Notice that questions concerning the function $f(t)$ appear also in domains not related to differential equations, providing additional motivations for investigations of this paper. Let us mention for example the following particular case of the Mathieu conjecture concerning compact Lie groups [21] proved by Duistermaat and van der Kallen [14]: if all integer positive powers of a Laurent polynomial $L(z)$ have no constant term, then $L(z)$ is either a polynomial in $z$, or a polynomial in $1/z$. Clearly, the assumption of this theorem is equivalent to the condition that the function $f(t)$ for $P(z) = L(z), m(z) = 1/z$, and $\gamma = S^1$ is a constant. Another related question is the problem of description of polynomials $P(z), q(z)$ for which the function $f(t)$ is equal to a constant, and not just to zero as in the polynomial moment problem, which was recently raised by Zhao [41] in connection with his conjecture about images of commuting differential operators. Finally, notice that the classical Wermer theorem [36], [37] describing analytic functions on $S^1$ satisfying

$$\int_{S^1} h^i(z)g^j(z)g'(z)dz = 0, \quad i, j \geq 0,$$  \hfill (11)
in the case where the functions $h(z)$, $g(z)$ are rational, obviously is also related to the subject of this paper.

Since the paper is rather long and involves many different problems, in the next section we give a detailed description of the results obtained in each section.

2. Main Results

2.1. In Section 3 we fix the notation and introduce basic sufficient conditions implying the rationality and the vanishing of $f(t)$. We also calculate an explicit analytical expression for $f(t)$.

We start from introducing an auxiliary function $I_\infty(t)$ which is defined near infinity by the Cauchy type integral

$$I_\infty(t) = I_\infty(q, P, \gamma, t) = \frac{1}{2\pi \sqrt{-1}} \int_\gamma \frac{q(z)dz}{P(z) - t}.$$ (12)

The calculation of the Taylor series of $I_\infty(t)$ at infinity shows that

$$I_\infty(t) = -\frac{1}{2\pi \sqrt{-1}} \frac{1}{t} f\left(\frac{1}{t}\right)$$

implying that we may study $I_\infty(t)$ instead of $f(t)$.

Then we introduce the so-called “composition condition” relating the functions $P(z)$ and $q(z)$. In its most general form the composition condition is defined as follows: there exist rational functions $\tilde{q}(z)$, $\tilde{P}(z)$, $W(z)$ such that $\deg W(z) > 1$ and

$$P(z) = \tilde{P}(W(z)), \quad q(z) = \tilde{q}(W(z))W'(z).$$ (13)

In case if the composition condition is satisfied, the change of variable $z \to W(z)$ reduces questions about the function $I_\infty(q, P, \gamma, t)$ to similar questions for the function $I_\infty(\tilde{q}, \tilde{P}, W(\gamma), t)$, which is defined by rational functions of lesser degrees. Furthermore, in certain cases the new integration path $W(\gamma)$ turns out more convenient for investigation than the initial one. Notice that if the indefinite integral $\int q(z)dz$ is a rational function, then the composition condition is equivalent to the condition that

$$P(z) = \tilde{P}(W(z)), \quad Q(z) = \tilde{Q}(W(z))$$ (14)

for some rational functions $\tilde{Q}(z)$, $\tilde{P}(z)$, $W(z)$ with $\deg W(z) > 1$.

Finally, we introduce basic sufficient topological conditions for rationality and vanishing of $f(t)$. Let $P$ be a rational function and $\gamma$ be a curve. Say that poles of $P(z)$ lie “on one side” (resp. “outside”) of $\gamma$, if $\gamma$ is closed and homologous to zero in $\mathbb{C}P^1$ (resp. in $\mathbb{C}$) with poles of $P(z)$ removed. It is not hard to prove that if poles of $P(z)$ lie on one side of $\gamma$, then the function $f(t)$ is rational for any $q(z)$ (Corollary 3.2). More generally, $I_\infty(t)$ is rational whenever $P(z)$ and $q(z)$ satisfy composition condition (13) and poles of the function $\tilde{P}(z)$ lie on one side of $W(\gamma)$. On the other hand, if $P(z)$ and $q(z)$ satisfy composition condition (13) and poles of both $\tilde{P}(z)$ and $\tilde{q}(z)$ lie outside of $W(\gamma)$, then $I_\infty(t)$ vanishes identically by the Cauchy theorem.
The main results of Section 3 (Theorem 2.1 and Theorem 2.4) are explicit analytical expressions for \( f(t) \). In particular, these expressions imply that if \( \gamma \) is closed, then \( f(t) \) is an algebraic function from the field \( K_P \) generated over \( \mathbb{C}(t) \) by the branches \( P_i^{-1}(t) \), \( 1 \leq i \leq n \), of the algebraic function \( P^{-1}(t) \) inverse to \( P(z) \). On the other hand, if \( \gamma \) is non-closed, then the function \( f(t) \) is a linear combination of branches of the logarithm with coefficients from \( K_P \). As an application we obtain an important necessary condition for rationality of \( f(t) \) for non-closed \( \gamma \) (Proposition 3.5) which generalizes the conditions for vanishing of \( f(t) \) obtained earlier in [24], [33], [27].

2.2. In Section 4 we give a criterion (Theorem 4.1) for rationality of \( f(t) \) which is more convenient for the use than explicit formulas obtained in Section 3. Namely, we show that \( f(t) \) is rational if and only if superpositions of the rational function \( (q/P') (z) \) with branches of \( P^{-1}(t) \) satisfy a system of equations

\[
\sum_{i=1}^{n} f_{s,i} \left( \frac{q}{P'} \right)(P_i^{-1}(t)) = 0, \quad f_{s,i} \in \mathbb{Z}, \quad 1 \leq s \leq k, \tag{15}
\]

where \( f_{s,i} \) and \( k \) are calculated in an effective way and depend on \( P(z) \) and \( \gamma \) only. This result generalizes the corresponding criterion for polynomials given in [27] and relies on similar ideas. In particular, we use combinatorial objects called “constellations” (similar to what is called “Dessins d’enfants”) which represent the monodromy group \( G_P \) of the algebraic function \( P^{-1}(z) \) in a combinatorial way. Notice that expressions (15) can be interpreted as “Abelian integrals along zero-dimensional cycles” [16].

We also show (Theorem 4.1) that if \( P(z) \) and \( q(z) \) satisfy the conditions

\[
q^{-1}\{\infty\} \subseteq P^{-1}\{\infty\}, \quad P(\infty) = \infty, \tag{16}
\]

then the rationality of \( f(t) \) yields that \( f(t) \equiv 0 \). Notice that this result implies immediately the theorem of Duistermaat and van der Kallen cited above. Indeed, if \( L(z) \) is not a polynomial in \( z \) or in \( 1/z \), then for \( P(z) = L(z) \), \( q(z) = 1/z \) conditions (16) are satisfied and therefore the equality \( f(t) = c \) would imply that \( c = 0 \) in contradiction with the fact that for \( i = 0 \) the integral in (9) is equal to \( 2\pi i \). Another corollary is the following statement, which gives the answer to the question of Zhao: if the polynomial moments in (6) vanish for all \( i \geq i_0 \), then they vanish for all \( i \geq 0 \).

2.3. In Section 5 we solve the problems of rationality and vanishing of \( f(t) \) in the case where the function \( P(z) \) is in “generic position”. Clearly, we can assume that such \( P(z) \) is indecomposable, that is cannot be represented as a composition \( P(z) = \tilde{P}(W(z)) \) of rational functions of lesser degrees. In particular, for such \( P(z) \) the composition condition (13) is equivalent to the condition that

\[
q(z) = \tilde{q}(P(z))P'(z). \tag{17}
\]

Further, we may assume that \( P(z) \) has only simple branch points. Under these conditions we show (Corollary 5.4) that, unless poles of \( P(z) \) lie on one side of \( \gamma \), the function \( f(t) \) is rational if and only if the curve \( P(\gamma) \) is closed and the function
Theorem 6.1) states that all the functions $I_j(t)$ are rational if and only if poles of the function $\tilde{q}(z)$ lie outside of the curve $P(\gamma)$.

2.4. In Section 6 we prove two results which can be considered as more precise versions of the Wermer theorem [36], [37], describing analytic functions on $S^1$ satisfying (11), in the case where the functions $h(z)$, $g(z)$ are rational.

Let $P(z)$, $Q(z)$ be rational functions and $\gamma$ be an arbitrary curve in $\mathbb{C}$. For fixed $j \geq 0$ denote by $I_j(t)$ the generating function for the sequence of the moments

$$m_i = \int_{\gamma} P^j(z)Q(z)Q'(z)dz, \quad i \geq 0. \quad (18)$$

Our first result (Theorem 6.1) states that all the functions $I_j(t)$, $j \geq 0$, are rational if and only if composition condition (14) holds and poles of $P(z)$ lie on one side of the curve $W(\gamma)$. In fact, we show that it is enough to assume that $I_j(t)$ are rational for all $j$ in the finite interval $j_0 \leq j \leq j_0 + n - 1$, where $j_0$ is any non-negative integer and $n = \deg P(z)$.

Our second result (Theorem 6.2) states that all the moments (18) vanish if and only if composition condition (14) holds and poles of $P(z)$ and $\tilde{Q}(z)$ lie on one side of the curve $W(\gamma)$. Moreover, we show that it is enough to assume that moments (18) vanish for all $i \geq i_0$, $j \geq j_0$, where $i_0$, $j_0$ are some non-negative integers.

2.5. In Section 7 we study the Laurent polynomial moment problem (9). In particular, we prove the following generalization of the theorem of Duistermaat and van der Kallen (Theorem 7.1): if $L(z)$ and $m(z)$ are Laurent polynomials such that the coefficient of the term $1/z$ in $m(z)$ is distinct from zero and (9) holds for all $i \geq i_0$, where $i_0 \geq 0$, then $L(z)$ is either a polynomial in $z$, or a polynomial in $1/z$. Notice that this result implies that if $L(z)$ is a proper Laurent polynomial (that is, not a polynomial in $z$ or in $1/z$) and $m(z)$ is a Laurent polynomial such that (9) holds, then $M(z) = \int m(z)dz$ is a Laurent polynomial. In particular, equalities (9) may be written in the form

$$\int_{S^1} L'(z)dM(z) = 0, \quad i \geq 0. \quad (19)$$

Another result proved in Section 4 is a convenient necessary and sufficient condition for equalities (19) to be satisfied. Namely, denoting by $M_0(z)$ the principal part of $M(z)$ at zero and by $M_\infty(z)$ the difference $M(z) - M_0(z)$ we prove (Theorem 7.5) that $M(z)$ satisfies (19) if and only if

$$\sum_{i \in J_0} M_\infty(L_i^{-1}(t)) + \sum_{i \in J_\infty} M_0(L_i^{-1}(t)),$$

where $J_0$ (resp. $J_\infty$) is a subset of $\{1, 2, \ldots, r\}$, $r = \deg L(z)$, consisting of all $i \in \{1, 2, \ldots, r\}$ such that for $t$ close to infinity, $L_i^{-1}(t)$ is close to $0$ (resp. to $\infty$). We also show that for $L(z)$ in generic position any solution $M(z)$ of (19) has the form $M(z) = \tilde{M}(L(z))$, where $\tilde{M}(z)$ is a polynomial, and prove some partial results about solutions of (9) in the case where $M(z)$ is a polynomial (Theorem 7.6 and Theorem 7.7).
2.6. In Section 8 we study the following problem: how many first integrals in (19) should vanish in order to conclude that all of them vanish. Using the fact that the corresponding function \( f(t) \) is contained in the field \( K_L \), we give a bound (Theorem 8.1) which depends on degrees of Laurent polynomial \( L(z) \) and \( M(z) \) only.

2.7. By the results of Section 5, for \( P(z) \) in generic position and \( \gamma \) such that poles of \( P(z) \) do not lie on one side of \( \gamma \), the rationality of \( f(t) \) always implies condition (13). In Section 9, using a general algebraic result of Girstmair [18], we establish a relationship between rationality of \( f(t) \) and condition (13) in the general case (Theorem 9.3), and discuss an explanatory example.

3. Analytic Expression for \( I_\infty(t) \)

3.1. Notation. The main object studied in this paper is the generating function

\[
f(t) = \sum_{i=0}^{\infty} m_i t^i
\]

for the sequence of the moments

\[
m_i = \int_{\gamma} P^i(z) q(z) dz, \tag{20}
\]

where \( P(z) \), \( q(z) \) are rational functions considered as mappings from \( \mathbb{C}\mathbb{P}^1 \) to \( \mathbb{C}\mathbb{P}^1 \) and \( \gamma \) is an oriented piecewise-smooth curve in \( \mathbb{C} \) containing no poles of \( P(z) \) or \( q(z) \). We set \( n = \deg P(z) \) and always will assume that \( n > 0 \), \( q(z) \not\equiv 0 \) and that \( \gamma \) has only transversal self-intersections. We study conditions under which \( f(t) \) is an identical zero, a polynomial, or a rational function. Clearly, the first two conditions are equivalent to the conditions that \( m_i = 0 \) for \( i \geq 0 \) or \( m_i = 0 \) for all \( i \geq i_0 \), while the third one is equivalent to the condition that \( m_i \) satisfy a linear recurrence relation with constant coefficients.

Actually, instead of studying the function \( f(t) \) directly, we will study an auxiliary function \( I_\infty(t) \) defined near infinity by the integral

\[
I_\infty(t) = \frac{1}{2\pi i} \int_{\gamma} \frac{q(z) dz}{P(z) - t}. \tag{21}
\]

More precisely, integral (21) defines a holomorphic function in each domain of the complement of \( P(\gamma) \) in \( \mathbb{C}\mathbb{P}^1 \) and, by definition, \( I_\infty(t) \) is a function defined in the domain \( U_\infty \) containing infinity. Calculating the Taylor series of \( I_\infty(t) \) at infinity we see that

\[
I_\infty(t) = -\frac{1}{2\pi i} \frac{1}{t} f\left(\frac{1}{t}\right). \tag{22}
\]

Therefore, the study of \( f(t) \) near zero is equivalent to the study of \( I_\infty(t) \) near infinity and vice versa.

Under certain conditions the function \( I_\infty(t) = I_\infty(q, P, \gamma, t) \) coincides with a similar function \( I_\infty(\tilde{q}, \tilde{P}, \tilde{\gamma}, t) \), where \( \tilde{P}(z) \), \( \tilde{q}(z) \) are rational functions of lesser
Notice that in the case where a rational function
\[ I_\infty(q, P, \gamma, t) = I_\infty(\tilde{q}, \tilde{P}, W(\gamma), t), \]
or equivalently
\[ \int P^i(z)q(z)dz = \int_{W(\gamma)} \tilde{P}^i(z)\tilde{q}(z)dz, \quad i \geq 0. \]

Notice that in the case where a rational function \( Q(z) \) such that \( q(z) = Q'(z) \) exists, the condition \((23)\) is equivalent to the condition that
\[ P(z) = \tilde{P}(W(z)), \quad Q(z) = \tilde{Q}(W(z)) \]
for some rational functions \( \tilde{Q}(z), \tilde{P}(z), W(z) \), \( \deg W(z) > 1 \). If condition \((26)\) is satisfied, we will say that rational functions \( P(z), Q(z) \) have a non-trivial common compositional right factor.

Let \( C_P \subset \mathbb{C}P^1 \) be the set of branch points of the algebraic function \( P^{-1}(t) \) inverse to \( P(z) \). Throughout this paper, \( U \) will always denote a fixed simply connected subdomain of \( \mathbb{C} \) whose boundary contains the points \( C_P \) and \( \infty \). We also will assume that \( U \) does not contain the point \( P(\infty) \). Notice that the condition \( \infty \in \partial U \) implies that \( U \cap U_\infty \) is not empty. Furthermore, since \( U \) is simply connected, it follows from \( C_P \cap U = \emptyset \) that in \( U \) there exist \( n \) single valued analytical branches of \( P^{-1}(t) \). We will denote these branches by \( P_i^{-1}(t), 1 \leq i \leq n \).

Under the analytic continuation along a closed curve the set \( P_i^{-1}(t), 1 \leq i \leq n \), transforms to itself and this induces a homomorphism
\[ \pi_1(\mathbb{C}P^1 \setminus C_P, c) \to S_n, \quad c \in U. \]

The image of the group \( \pi_1(\mathbb{C}P^1 \setminus C_P, c) \) under homomorphism \((27)\) is called the monodromy group of \( P(z) \). We will denote this group by \( G_P \) and use the notation \( \sigma(i) = j \) for \( \sigma \in G_P \) if \( P_i^{-1}(t) \) transforms to \( P_j^{-1}(t) \) by a preimage of \( \sigma \) under \((27)\). Recall that the group \( G_P \) is permutation equivalent to the Galois group of the algebraic equation \( P(t) - z = 0 \) over the ground field \( \mathbb{C}(z) \).

### 3.2. Calculation of \( I_\infty(t) \) for closed \( \gamma \)

In this subsection we will assume that \( \gamma \) is a closed curve. In this case for any point \( z \in \mathbb{C}P^1 \setminus \gamma \) the winding number of \( \gamma \) around \( z \) is well defined. We will denote this number by \( \mu(\gamma, z) \). Let \( z_1^\gamma, \ldots, z_l^\gamma \) be finite poles of \( q(z) \). For \( s, 1 \leq s \leq l \), denote by \( q_s(z) \) the principal part of the Laurent series of \( q(z) \) at \( z_s^\gamma \), and set
\[ \psi_s(t) = \sum_{i=1}^{n} \left( \frac{q_s}{P_i} \right)(P_i^{-1}(t)), \quad t \in U. \]

Clearly, \( \psi_s(t) \) is invariant with respect to the action of the group \( G_P \). Therefore, by the main theorem of the Galois theory this is a rational function.

Furthermore, denote by \( z_1^e, \ldots, z_r^e \) finite poles of \( P(z) \) and define \( J_e, 1 \leq e \leq r \), as a subset of \( \{1, 2, \ldots, \, n\} \) consisting of all \( i \in \{1, 2, \ldots, \, n\} \) such that for \( t \) close
to infinity $P_i^{-1}(t)$ is close to $z_e^P$. Clearly, the cardinality of $J_e$, $1 \leq e \leq r$, coincides with the multiplicity of $P(z)$ at $z_e^P$.

**Theorem 3.1.** Let $\gamma$ be a closed curve. Then for $t \in U \cap U_\infty$ the equality

$$I_\infty(t) = \sum_{e=1}^r \mu(\gamma, z_e^P) \sum_{i \in J_e} \left( \frac{q}{P_i} \right) (P_i^{-1}(t)) + \frac{1}{2} \frac{1}{\sqrt{-1}} \int_\gamma \frac{q(z)}{P(z) - t} dz$$

holds.

**Proof.** It is enough to prove equality (28) for $t \in U \cap U_\infty$ close enough to infinity. For such $t$, poles of the function

$$\frac{q(z)}{P(z) - t}$$

split into two disjointed groups one of which contains poles of $q(z)$ while the other one contains the points $P_i^{-1}(t)$, $1 \leq i \leq n$. Moreover, restrictions imposed on $U$ imply that the poles from the second group are simple and finite. In particular, this implies that

$$\frac{1}{P(z) - t} = \frac{1}{P(\infty) - t} + \sum_{i=1}^n \frac{1}{P'(P_i^{-1}(t))} \left( \frac{1}{z - P_i^{-1}(t)} \right).$$

Setting

$$W(z, t) = \sum_{i=1}^n \frac{1}{P'(P_i^{-1}(t))} \left( \frac{1}{z - P_i^{-1}(t)} \right),$$

we have:

$$I_\infty(t) = \frac{1}{2\sqrt{-1}} \frac{1}{(P(\infty) - t)} \int_\gamma q(z)dz + \frac{1}{2\sqrt{-1}} \int_\gamma q(z)W(z, t)dz =$$

$$= \frac{1}{2\sqrt{-1}} \frac{1}{(P(\infty) - t)} \int_\gamma q(z)dz + \sum_{i=1}^n \mu(\gamma, P_i^{-1}(t)) \text{Res}_{P_i^{-1}(t)} \{q(z)W(z, t)\} +$$

$$\quad + \sum_{i=1}^l \mu(\gamma, z_i^P) \text{Res}_{z_i^P} \{q(z)W(z, t)\}. \quad (30)$$

Clearly,

$$\text{Res}_{P_i^{-1}(t)} \{q(z)W(z, t)\} = \left( \frac{q}{P} \right) (P_i^{-1}(t)), \quad 1 \leq i \leq n. \quad (31)$$

On the other hand,

$$\text{Res}_{z_{i}^{P}} \{q(z)W(z, t)\} = \text{Res}_{z_{i}^{P}} \{q_{s}(z)W(z, t)\} =$$

$$= - \sum_{i=1}^n \text{Res}_{P_i^{-1}(t)} \{q_{s}(z)W(z, t)\} - \text{Res}_\infty \{q_{s}(z)W(z, t)\} =$$

$$= -\psi_{s}(t) - \text{Res}_\infty \{q_{s}(z)W(z, t)\}, \quad 1 \leq s \leq l. \quad (32)$$
Furthermore, since for any \( s, 1 \leq s \leq l \), both functions \( q_s(z) \) and \( W(z, t) \) have zeros at infinity the residue of \( q_s(z)W(z, t) \) at infinity equals zero. Therefore, since for \( t \) close enough to infinity and \( i \in J_\epsilon \) the equality \( \mu(\gamma, P_i^{-1}(t)) = \mu(\gamma, z') \) holds, formula (28) follows from formulas (30), (31), and (32).

Following [33], we will say that points \( x_1, x_2, \ldots, x_k \in \mathbb{CP}^1 \) lie on one side of a curve \( \gamma \), if \( \gamma \) is closed and homologous to zero in \( \mathbb{CP}^1 \setminus \{x_1, x_2, \ldots, x_k\} \). An equivalent condition is that \( \gamma \) is closed and

\[
\mu(\gamma, x_1) = \mu(\gamma, x_2) = \cdots = \mu(\gamma, x_k).
\]

(33)

Further, if \( x_1, x_2, \ldots, x_k \in \mathbb{CP}^1 \) lie on one side of \( \gamma \) and all numbers in (33) equal zero, then we will say that \( x_1, x_2, \ldots, x_k \) lie outside \( \gamma \).

**Corollary 3.2.** If poles of \( P(z) \) lie on one side of \( \gamma \), then for any rational function \( q(z) \) the function \( I_\infty(t) \) is rational. If poles of \( P(z) \) and \( q(z) \) lie outside \( \gamma \), then \( I_\infty(t) \equiv 0 \).

**Proof.** If poles of \( P(z) \) and \( q(z) \) lie outside \( \gamma \), then it follows directly from the Cauchy theorem applied to coefficients (20) of \( I_\infty(t) \) that \( I_\infty(t) \equiv 0 \). On the other hand, if poles of \( P(z) \) lie on one side of \( \gamma \), then (33) implies that the expression

\[
\sum_{i=1}^P \mu(\gamma, z_i) \sum_{i \in J_\epsilon} \left( \frac{q}{p_i^r} \right) \left( P_i^{-1}(t) \right)
\]

in formula (28) is invariant with respect to the action of the group \( G_P \) and therefore is a rational function. Since other terms of (28) also are rational, this implies the rationality of \( I_\infty(t) \). \( \square \)

**3.3. Calculation of \( I_\infty(t) \) for non-closed \( \gamma \).** In this subsection we will assume that \( \gamma \) is a non-closed curve with the starting point \( a \) and the ending point \( b \).

**Lemma 3.3.** Let \( q(z) \) be a rational function and \( \gamma \) be a curve. Then the function

\[
\tilde{q}(t) = \int_{\gamma} \frac{q(z) - q(t)}{z - t} \, dz
\]

is rational.

**Proof.** Since \( q(z) \) may be represented as a linear combination of rational functions \( q(z) = (z - \beta)^{-l}, l \geq 0 \), and monomials, it is enough to prove the lemma for such functions. If \( q(z) \) is a monomial, then

\[
\frac{q(z) - q(t)}{z - t}
\]

is a polynomial in \( z, t \) implying that function (34) is a polynomial in \( t \). On the other hand,

\[
\frac{(z - \beta)^{-l} - (t - \beta)^{-l}}{z - t} = \frac{(t - \beta)^l - (z - \beta)^l}{(z - t)(t - \beta)^l(z - \beta)^l} = \frac{R(z, t)}{(t - \beta)^l(z - \beta)^l},
\]

where \( R(z, t) \) is a polynomial. Therefore, if \( q(z) = (z - \beta)^{-l}, l \geq 0 \), then function (34) is rational. \( \square \)
For fixed $t \in U$ denote by $\text{Log}_{1,i}(z-P_i^{-1}(t))$, $1 \leq i \leq n$, a branch of the logarithm defined in a neighborhood of the point $z = a$ and by $\text{Log}_{2,i}(z-P_i^{-1}(t))$, $1 \leq i \leq n$, its analytical continuation along $\gamma$ to a neighborhood of $b$.

**Theorem 3.4.** Let $\gamma$ be a non-closed curve with the starting point $a$ and the ending point $b$. Then in a neighborhood of $t \in U \cap U_{\infty}$ the equality

$$I_\infty(t) = \frac{1}{2\pi \sqrt{-1}} \int_{\mathbb{R}} \frac{1}{P(\infty) - t} \int_{\gamma} q(z)dz + \frac{1}{2\pi \sqrt{-1}} \sum_{i=1}^{n} \left( \frac{q}{P_i} \right)(P_i^{-1}(t)) +$$

$$+ \frac{1}{2\pi \sqrt{-1}} \sum_{i=1}^{n} \left( \frac{q}{P_i} \right)(P_i^{-1}(t)) \left[ \text{Log}_{2,i} \left( (b - P_i^{-1}(t)) - \text{Log}_{1,i} \left( (a - P_i^{-1}(t)) \right) \right) \right]$$

holds.

**Proof.** Since in $U$ equality (29) holds, we have:

$$I_\infty(t) = \frac{1}{2\pi \sqrt{-1}} \int_{\mathbb{R}} \frac{1}{P(\infty) - t} \int_{\gamma} q(z)dz + \frac{1}{2\pi \sqrt{-1}} \sum_{i=1}^{n} \frac{1}{P_i'(P_i^{-1}(t))} \int_{\gamma} \frac{q(z)dz}{z - P_i^{-1}(t)}.$$

Writing now $q(z)$ as

$$q(z) = q(z) - q(P_i^{-1}(t)) + q(P_i^{-1}(t)), \quad 1 \leq i \leq n,$$

we obtain (35). □

Define $J_{a}$ (resp. $J_{b}$) as a subset of $\{1, 2, \ldots, n\}$ consisting of all $i$, $1 \leq i \leq n$, such that for $z$ close to $P(a)$ (resp. to $P(b)$), $P_i^{-1}(z)$ is close to $a$ (resp. $b$). The following statement is a more general version of previous results proved in [24], [33], [27].

**Proposition 3.5.** If $\gamma$ is non-closed and $P(a) \neq P(b)$, then the rationality of $I_\infty(t)$ implies the equalities

$$\sum_{i \in J_{a}} \left( \frac{q}{P_i} \right)(P_i^{-1}(t)) = 0, \quad \sum_{i \in J_{b}} \left( \frac{q}{P_i} \right)(P_i^{-1}(t)) = 0.$$  \hspace{1cm} (36)

On the other hand, if $\gamma$ is non-closed and $P(a) = P(b)$, then the rationality of $I_\infty(t)$ implies the equality

$$\frac{1}{d_a} \sum_{i \in J_{a}} \left( \frac{q}{P_i} \right)(P_i^{-1}(t)) = \frac{1}{d_b} \sum_{i \in J_{b}} \left( \frac{q}{P_i} \right)(P_i^{-1}(t)).$$  \hspace{1cm} (37)

**Proof.** Denote a multivalued analytical function obtained by the complete analytical continuation of $I_\infty(t)$ by $I(t)$. Clearly, $I_\infty(t)$ is rational if and only if $I(t)$ is rational. Suppose first that $P(a) \neq P(b)$. Then Theorem 3.4 implies that near $P(a)$ any branch of $I(t)$ has the form

$$I(t) = -\frac{1}{2\pi \sqrt{-1}} \sum_{i \in J_{a}} \left( \frac{q}{P_i} \right)(P_i^{-1}(t)) \text{Log}(a - P_i^{-1}(t)) + \chi(t),$$
where $\log(z)$ is a branch of the logarithm and $\chi(t)$ is a branch of a function which has only a finite ramification at $P(a)$. Furthermore, if $i_0 \in J_a$ is a fixed index, then it is easy to see using Puiseux series that for any $i \in J_a$ the limit

$$\lim_{t \to P(a)} \frac{a - P_i^{-1}(t)}{a - P_{i_0}^{-1}(t)}$$

is a finite number distinct from zero and hence

$$\log(a - P_i^{-1}(t)) = \log(a - P_{i_0}^{-1}(t)) + \psi_i(t),$$

where

$$\psi_i(t) = \log\left(\frac{a - P_i^{-1}(t)}{a - P_{i_0}^{-1}(t)}\right)$$

is a function analytical at $P(a)$. This implies that

$$I(t) = -\frac{1}{2\pi \sqrt{-1}} \log(a - P_{i_0}^{-1}(t)) \sum_{i \in J_a} \left(\frac{q}{P_i}\right)(P_i^{-1}(t)) + \chi_1(t), \quad (38)$$

where $\chi_1(t)$ is a branch of a function which has only a finite ramification at $P(a)$.

Since $\log(z)$ has an infinite ramification at 0 it follows from (38) that if $I(t)$ is rational (or just has a finite ramification at $P(a)$), then the first equality in (36) holds.

Similarly, near $P(b)$ any branch of $I(t)$ has the form

$$I(t) = \frac{1}{2\pi \sqrt{-1}} \log(b - P_{j_0}^{-1}(t)) \sum_{j \in J_b} \left(\frac{q}{P_j}\right)(P_j^{-1}(t)) + \chi_2(t),$$

where $j_0 \in J_b$ and $\chi_2(t)$ is a branch of a function which has only a finite ramification at $P(b)$. Therefore, if $I(t)$ is rational, then the second equality in (36) holds.

Finally, if $P(a) = P(b)$, then setting $x = P(a) = P(b)$, we obtain that near $x$ any branch of $I(t)$ has the form

$$I(t) = \frac{1}{2\pi \sqrt{-1}} \log(b - P_{j_0}^{-1}(t)) \sum_{j \in J_b} \left(\frac{q}{P_j}\right)(P_j^{-1}(t)) - \frac{1}{2\pi \sqrt{-1}} \log(a - P_{i_0}^{-1}(t)) \sum_{i \in J_a} \left(\frac{q}{P_i}\right)(P_i^{-1}(t)) + \chi_3(t),$$

where $\chi_3(t)$ is a branch of a function which has only a finite ramification at $x$. Furthermore, if $d_a$ (resp. $d_b$) is the multiplicity of $P(z)$ at $a$ (resp. at $b$), then for the functions

$$f(t) = (a - P_{i_0}^{-1}(t))^{d_a}, \quad g(t) = (b - P_{j_0}^{-1}(t))^{d_b}$$

the inequalities

$$\lim_{t \to x} \frac{f(t)}{g(t)} \neq 0, \quad \lim_{t \to x} \frac{f(t)}{g(t)} \neq \infty$$

hold.
Therefore, near $x$

$$\log(b - P_{b_0}^{-1}(t)) = \frac{1}{d_b} \log(g(t)) = \frac{1}{d_b} \log\left(f(t) \frac{g(t)}{f(t)}\right) = \frac{d_a}{d_b} \log(a - P_{i_0}^{-1}(t)) + \psi(t),$$

where

$$\psi(t) = \frac{1}{d_b} \log\left(\frac{g(t)}{f(t)}\right)$$

is a function analytical at $x$, and hence

$$I(t) = \frac{1}{2\pi i} \log(a - P_{i_0}^{-1}(t)) \left[ \frac{d_a}{d_b} \sum_{i \in J_b} \left( \frac{g}{f} \right)(P_i^{-1}(t)) - \sum_{i \in J_a} \left( \frac{g}{f} \right)(P_i^{-1}(t)) \right] + \chi(t),$$

where $\chi(t)$ is a branch of a function which has only a finite ramification at the point $x$. This implies that if $I(t)$ has a finite ramification at $x$, then (37) holds. □

**Corollary 3.6.** If $\gamma$ is non-closed, then the rationality of $I_{\infty}(t)$ implies that either $P(a) = P(b)$ or both points $a, b$ are ramification points of $P$.

**Proof.** Indeed, if $P(a) \neq P(b)$ and say $a$ is not a ramification point of $P$, then the first equality (36) has the form $(q/P)(P_i^{-1}(t)) \equiv 0$ for some $i \in \{1, 2, \ldots, n\}$, which is impossible unless $q \equiv 0$. □

4. Conditions for $I_{\infty}(t)$ to Be Rational and to Vanish

Let $P(z)$ be a rational function and $\gamma$ be a curve in $\mathbb{C}$. In this section we construct a finite system of equations

$$\sum_{i=1}^{n} f_{s,i} \left( \frac{g}{f} \right)(P_i^{-1}(z)) = 0, \quad f_{s,i} \in \mathbb{Z}, \quad 1 \leq s \leq k, \quad (39)$$

where $f_{s,i}$ and $k$ depend on $P(z)$ and $\gamma$ only, such that for a given rational function $q(z)$ the function $I_{\infty}(t) = I_{\infty}(q, P, \gamma, t)$ is rational if and only if (39) holds. We also show that if functions $P(z)$, $q(z)$ satisfy the conditions $q^{-1}(\infty) \subseteq P^{-1}(\infty)$ and $P(\infty) = \infty$, then (39) holds if and only if $I_{\infty}(t)$ vanishes identically.

Let $P(z)$ be a rational function of degree $n$. Define an embedded into the Riemann sphere graph $\lambda_P$, associated with $P(z)$, setting $\lambda_P = P^{-1}(S)$, where $S$ is a “star” joining a non-branch point $c$ of $P^{-1}(z)$ with all its finite branch points $c_1, c_2, \ldots, c_k$ by non-intersecting oriented arcs $\gamma_1, \gamma_2, \ldots, \gamma_k$. More precisely, define vertices of $\lambda_P$ as preimages of the points $c$ and $c_s$, $1 \leq s \leq k$, under the mapping $P(z): \mathbb{C}P^1 \to \mathbb{C}P^1$, and edges of $\lambda_P$ as preimages of the arcs $\gamma_s$, $1 \leq s \leq k$. Furthermore, for each $s$, $1 \leq s \leq k$, mark vertices of $\lambda_P$ which are preimages of the point $c_s$ by the number $s$ (see Fig. 1).

By construction, the restriction of $P(z)$ on $\mathbb{C}P^1 \setminus \lambda_P$ is a covering of the topological punctured disk $\mathbb{C}P^1 \setminus \{S \cup \infty\}$ and therefore $\mathbb{C}P^1 \setminus \lambda_P$ is a disjointed union of punctured disks (see e.g. [15]). This implies that the graph $\lambda_P$ is connected and the faces $f_e$, $1 \leq e \leq r$, of $\lambda_P$ are in a one-to-one correspondence with poles $z_e$, $1 \leq e \leq r$, of $P(z)$. Define a star of $\lambda_P$ as a subset of edges of $\lambda_P$ consisting of
edges adjacent to some non-marked vertex. We will assume that the interior of $S$ is contained in the domain $U$ defined above. Then the set of stars of $\lambda_P$ may be naturally identified with the set of single-valued branches of $P^{-1}(z)$ in $U$ as follows: to the branch $P^{-1}_i(z)$, $1 \leq i \leq n$, corresponds the star $S_i$ such that $P^{-1}_i(z)$ maps bijectively the interior of $S$ to the interior of $S_i$. Notice that the Riemann existence theorem implies that a rational function $P(z)$ is defined by $c_1, c_2, \ldots, c_k$ and $\lambda_P$ up to a composition $P(z) \to P(\mu(z))$, where $\mu(z)$ is a Möbius transformation. The graph $\lambda_P$ constructed above is known under the name “constellation” and is closely related to what is called “Dessins d’enfants” (see [20] for further details and other versions of the construction).

Below we will use the graph $\lambda_P$ for the study of the function $I_\infty(q, P, \gamma, t)$ which depends on the curve $\gamma$. By this reason it is more convenient to define the graph $\lambda_P$ in such a way that the end points $a, b$ of non-closed $\gamma$ would be marked vertices of $\lambda_P$ even in the case if $P(a)$ or $P(b)$ is not a branch point of $P^{-1}(z)$. So, in the case where $\gamma$ is non-closed redefine the collection $c_1, c_2, \ldots, c_k$ in the definition of $\lambda_P$ as the set of finite branch points of $P(z)$ supplemented if necessary by $P(a)$ or $P(b)$ (or by both of them) if the corresponding point is not a critical value of $P(z)$. Clearly, $\lambda_P$ is still connected and the points $a, b$ are vertices of $\lambda_P$.

Denote by $I_\infty(t)$ an auxiliary function obtained from $I_\infty(t)$ by the change of $\gamma$ to a new integration path $\tilde{\gamma}$ such that $\tilde{\gamma}$ is completely contained in the graph $\lambda_P$ and poles of $P(z)$ lie on one side of $\tilde{\gamma} - \gamma$ (see Fig. 2). More precisely, if $\gamma$ is closed, set

$$\tilde{\gamma} = \sum_{e=1}^r \mu(\gamma, z_e)\delta_e,$$

where the curve $\delta_e \subset \lambda_P$ is the boundary of the face $f_e$ of $\lambda_P$ which contains the pole $z_e$, while if $\gamma$ is non-closed, set

$$\tilde{\gamma} = \delta + \sum_{e=1}^r \mu(\gamma - \delta, z_e)\delta_e,$$

where $\delta \subset \lambda_P$ is a path such that $\gamma - \delta$ is closed.
Figure 2.

Since

$$\tilde{I}_\infty(t) = \int_\gamma \frac{q(z)dz}{P(z) - t} = \int_\gamma \frac{q(z)dz}{P'(z)(P(z) - t)}.$$  \hspace{1cm} (41)

making the change of variable $z \to P(z)$ we can represent $\tilde{I}_\infty(t)$ in the form

$$\tilde{I}_\infty(t) = \sum_{s=1}^{k} \int_{\gamma_s} \frac{\varphi_s(z)}{z - t} dz,$$  \hspace{1cm} (42)

where $\varphi_s(z)$, $1 \leq s \leq k$, are linear combinations of the functions $(q/P')(P_i^{-1}(z))$, $1 \leq i \leq n$, in $U$. In more details, let $c_{s,i}$, $1 \leq i \leq n$, $1 \leq s \leq k$, be the unique vertex of the star $S_i$ marked by the number $s$. Then

$$\varphi_s(z) = \sum_{i=1}^{n} f_{s,i} \left( \frac{q}{P'} \right) (P_i^{-1}(z)), \quad 1 \leq s \leq k,$$  \hspace{1cm} (43)

where $f_{s,i}$ is a sum of “signed” appearances of $c_{s,i}$ on the path $\tilde{\gamma}$. By definition, this means that an appearance is taken with the sign plus if the center of $S_i$ is followed by $c_{s,i}$ and minus if $c_{s,i}$ is followed by the center of $S_i$. For example, for the graph $\lambda_P$ shown on Fig. 1 and the path $\tilde{\gamma} \subset \lambda_P$ pictured by the fat line we have:

$$\varphi_1(z) = - \left( \frac{q}{P'} \right) (P_2^{-1}(z)) + \left( \frac{q}{P'} \right) (P_3^{-1}(z)),$$

$$\varphi_2(z) = \left( \frac{q}{P'} \right) (P_2^{-1}(z)) - \left( \frac{q}{P'} \right) (P_1^{-1}(z)) + \left( \frac{q}{P'} \right) (P_6^{-1}(z)) - \left( \frac{q}{P'} \right) (P_4^{-1}(z)),$$

$$\varphi_3(z) = \left( \frac{q}{P'} \right) (P_1^{-1}(z)) - \left( \frac{q}{P'} \right) (P_6^{-1}(z)) + \left( \frac{q}{P'} \right) (P_4^{-1}(z)) - \left( \frac{q}{P'} \right) (P_3^{-1}(z)).$$

**Theorem 4.1.** Let $P(z)$, $q(z)$ be rational functions and $\gamma$ be a curve. Then the function $I_\infty(t)$ is rational if and only if

$$\varphi_s(z) \equiv 0, \quad 1 \leq s \leq k.$$  \hspace{1cm} (44)

Furthermore, if $q^{-1}\{\infty\} \subseteq P^{-1}\{\infty\}$ and $P(\infty) = \infty$, then $I_\infty(t)$ is rational if and only if it vanishes identically.
Proof. First of all observe that without loss of generality we may assume that \( q^{-1}\{\infty\} \subseteq P^{-1}\{\infty\} \). Indeed, we always may find a polynomial \( R(z) \) such that for the function \( r(z) = q(z)R(P(z)) \) the inclusion \( r^{-1}\{\infty\} \subseteq P^{-1}\{\infty\} \) becomes true.

On the other hand, since
\[ I_\infty(qP, P, \gamma, t) = I_\infty(q, P, \gamma, t) - \int_\gamma q(z)dz, \]
it is easy to see inductively that the function \( I_\infty(r, P, \gamma, t) \) is rational if and only if the function \( I_\infty(q, P, \gamma, t) \) is rational.

Assume now that \( q^{-1}\{\infty\} \subseteq P^{-1}\{\infty\} \). Deforming if necessary the star \( S \) in the definition of \( \lambda_P \), without loss of generality we may assume that either infinity is an interior point of some face \( f_{e_0} \) of \( \lambda_P \) or \( P(\infty) = c_{e_0} \) for some \( s_0 \). In the first case, expressions (41), (42) for the auxiliary function \( \tilde{I}_\infty(t) \) are well-defined. Further, by construction
\[ \mu(\tilde{\gamma}, z_e) = \mu(\gamma, z_e) - \mu(\gamma, z_{e_0}), \quad 1 \leq e \leq r. \]

Therefore, poles of \( P(z) \) lie on one side of \( \tilde{\gamma} - \gamma \) implying by Corollary 3.2 that \( \tilde{I}_\infty(t) - I_\infty(t) \) is a rational function. Moreover, if \( P(\infty) = \infty \), then \( \mu(\gamma, z_{e_0}) = 0 \) implying that \( \tilde{I}_\infty(t) \equiv I_\infty(t) \). Finally, it is easy to see that \( \tilde{I}_\infty(t) \) is rational if and only if equalities (44) hold. Indeed, by the well-known boundary property of Cauchy type integrals (see e.g. [22]), for any \( s, 1 \leq s \leq k \), and any interior point \( z_0 \) of \( \gamma_s \) we have:
\[ \lim_{t \to z_0^+} \tilde{I}_\infty(t) - \lim_{t \to z_0^-} \tilde{I}_\infty(t) = \varphi_s(z_0), \]
where the limits are taken when \( t \) approaches \( z_0 \) from the “right” and “left” side of \( \gamma_s \) correspondingly. Therefore, if the function \( \tilde{I}_\infty(t) \) is rational, then the limits above are equal and hence (44) holds. On the other hand, if (44) holds, then it follows directly from formula (42) that \( \tilde{I}_\infty(t) \equiv 0 \). In particular, we see that \( \tilde{I}_\infty(t) \) is rational if and only if it vanishes identically.
In the case where \( P(\infty) = c_0 \) for some \( s_0 \), in order to avoid the situation where \( \tilde{\gamma} \) passes through infinity, consider a small loop \( \delta \) around \( c_{s_0} \) and deform the star \( S \) and the graph \( \lambda_P \) as it is shown on Fig. 3. Making obvious changes in the definition of \( \tilde{\gamma} \) we obtain that, up to addition of a rational function, the equality

\[
I_\infty(t) = \sum_{s=1}^{k} \int_{\gamma_s} \frac{\varphi_s(z)}{z-t} \, dz + \int_{\delta} \frac{\psi(z)}{z-t} \, dz
\]

holds, where \( \psi(z) \) is a function obtained by the analytical continuation along \( \delta \) of some linear combinations of the functions \( \left( q/P(\gamma_i) \right)(P_i^{-1}(z)) \), \( 1 \leq i \leq n \).

Clearly, the rationality of \( I_\infty(t) \) still implies (44) by (46). On the other hand, it follows from Theorem 3.1 and Theorem 3.4 that \( I_\infty(t) \) may branch only at the points \( c_s \), \( 1 \leq s \leq k \), and that if \( I_\infty(t) \) does not branch at these points, then \( I_\infty(t) \) is rational. Since (44) implies that \( I_\infty(t) \) does not branch at \( c_s \), \( 1 \leq s \leq k \), by (46), we conclude that (44) implies the rationality of \( I_\infty(t) \).

**Corollary 4.2.** Suppose that poles of \( P(z) \) do not lie on one side of \( \gamma \). Then there exist integer numbers \( f_i \), \( 1 \leq i \leq n \), not all equal between themselves such that the equality

\[
\sum_{i=1}^{n} f_i \left( \frac{q}{P'} \right)(P_i^{-1}(z)) \equiv 0
\]

holds whenever the function \( I_\infty(t) = I_\infty(q, P, \gamma, t) \) is rational.

**Proof.** Indeed, by construction, for any \( s \), \( 1 \leq s \leq k \), the numbers \( f_{s,i} \), \( 1 \leq i \leq n \), in (43) satisfy either the equality \( \sum_{i=1}^{n} f_{s,i} = 0 \) or the equality \( \sum_{i=1}^{n} f_{s,i} = \pm 1 \), where the last case has the place if and only if \( \gamma \) is non-closed and exactly one of the end points \( a, b \) of \( \gamma \) is an \( s \)-vertex of \( \lambda_P \). This implies that for any \( s \) coefficients of \( \varphi_s(z) \) are not all equal, unless they all equal to zero. Further, if \( \gamma \) is non-closed and \( x \) is the starting point or the ending point of \( \gamma \), then it follows from the construction that for \( s \), \( 1 \leq s \leq k \), such that \( P(x) = c_s \) and \( i \), \( 1 \leq i \leq n \), such that \( x \in S_i \), the coefficient \( f_{s,i} \) of the equation \( \varphi_s(z) \) is distinct from zero. Therefore, it is enough to show that if \( \gamma \) is a closed curve such that all the equations \( \varphi_s(z) = 0 \), \( 1 \leq s \leq k \), have zero coefficients, then poles of \( P(z) \) lie on one side of \( \gamma \).

Assume that \( \gamma \) is a such a curve. It follows from (40) that for any \( s \), \( 1 \leq s \leq k \), the equation \( \varphi_s(z) \) is obtained as a sum

\[
\varphi_s(z) = \sum_{j=1}^{r} \mu(\gamma, z_e) \varphi_{s,e}(z),
\]

where \( \varphi_{s,e}(z) \) is an equation similar to \( \varphi_s(z) \) but written for \( \delta_e \), \( 1 \leq e \leq r \). Since by condition all \( f_{s,i} \) equal zero, this implies that if \( \mu(\gamma, z_{j_0}) \) is distinct from zero, then for any face \( f_{j_0} \) of \( \lambda_P \) adjacent to \( f_{j_0} \), the equality \( \mu(\gamma, z_{j_0}) = \mu(\gamma, z_{j_0}) \) holds.

Since we can join any two faces of \( \lambda_P \) by a connected chain of faces, we conclude that all \( \mu(\gamma, z_e) \), \( 1 \leq e \leq r \), are equal.

\( \square \)
Corollary 4.3. Let $P(z), q(z)$ be rational functions and $\gamma$ be a curve such that $q^{-1}\{\infty\} \subseteq P^{-1}\{\infty\}, P(\infty) = \infty$, and

$$\int_{\gamma} P(z)q(z)dz = 0$$

(48)

for all $i \geq i_0$, where $i_0 \geq 0$. Then (48) holds for all $i \geq 0$.

Proof. Since (48) implies that $I_{\infty}(t)$ is a rational function, the statement follows from Theorem 4.1. □

Notice that conditions of Corollary 4.3 are satisfied in particular if $P(z), q(z)$ are polynomials or if $P(z), q(z)$ are Laurent polynomials such that $P(z)$ is not a polynomial in $z$ or in $1/z$.

In conclusion of this section observe that if there exists a rational function $Q(z)$ such that $Q'(z) = q(z)$, then conditions (44) implying the rationality of $I_{\infty}(t)$ can be written in a slightly different form, which is used in [27], [31].

Proposition 4.4. Suppose that $\gamma$ is closed and $q(z) = Q'(z)$ for some rational function $Q(z)$. Then $I_{\infty}(t)$ is rational if and only if the equalities

$$\sum_{i=1}^{n} f_{s,i} Q(P_{i}^{-1}(z)) = 0, \quad 1 \leq s \leq k,$$

(49)

hold for any choice of $Q(z) = \int q(z)dz$.

Proof. Since equations (44) are obtained from (49) by differentiation, condition (49) is clearly sufficient. Furthermore, Theorem 4.1 implies that if $I_{\infty}(t)$ is rational, then for any $s, 1 \leq s \leq k$, we have:

$$\sum_{i=1}^{n} f_{s,i} Q(P_{i}^{-1}(z)) = d_s, \quad d_s \in \mathbb{C}.\quad (50)$$

On the other hand, since $\gamma$ is closed the construction of system (44) yields that the limit of the left side of (50) as $z$ tends to $c_s$ is zero. Therefore, $d_s = 0$. □

Proposition 4.5. The conclusion of Proposition 4.4 remains true for non-closed $\gamma$ if $q^{-1}\{\infty\} \subseteq P^{-1}\{\infty\}, P(\infty) = \infty$, and $Q(z) = \int q(z)dz$ is chosen in such a way that $Q(a) = 0$.

Proof. Indeed, if $\gamma$ is non-closed, then calculating the limit of the left side of (50) as $z$ tends to $c_s$, we obtain one of the following equalities: $d_s = 0$ if $c_s \neq P(a), P(b)$, $d_s = -Q(a)$ if $c_s = P(a)$ and $c_s \neq P(b)$, $d_s = Q(b)$ if $c_s = P(b)$ and $c_s \neq P(a)$, or $d_s = Q(b) - Q(a)$ if $c_s = P(b) = P(a)$. Furthermore, if $I_{\infty}(t)$ is rational, then Theorem 4.1 implies that $Q(a) = Q(b)$ by (48) taken for $i = 0$. Therefore, the equality $d_s = 0$ holds in all cases whenever $Q(a) = 0$. □

5. Case of Generic Position

In this section we give criteria for $I_{\infty}(t)$ to be rational or to vanish identically under certain conditions which are satisfied in particular if the function $P(z)$ is indecomposable and has only simple branch points. Since the last two conditions
are obviously satisfied for $P(z)$ in generic position, this solves the problem in this case.

We start from recalling the following simple fact (see e.g. [31, Lemma 2.3]) explaining the theoretic-functional meaning of the equality

$$Q(P_{i_1}^{-1}(z)) = Q(P_{i_2}^{-1}(z)), \quad 1 \leq i_1, i_2 \leq n,$$

where $P(z), Q(z)$ are rational functions, $\deg P(z) = n$.

**Lemma 5.1.** Let $P(z), Q(z)$ be non-constant rational functions. Then $P(z)$ and $Q(z)$ have a non-trivial compositional right factor if and only if equality (51) holds for some $i_1 \neq i_2$. In particular, $Q(z) = \tilde{Q}(P(z))$ for some rational function $\tilde{Q}(z)$ if and only if all the functions $Q(P_{i}^{-1}(z)), 1 \leq i \leq n$, are equal.

Let $G \subset S_n$ be a transitive permutation group and $K$ be a field which is supposed to be either $\mathbb{Q}$ or $\mathbb{C}$. Recall that the permutation matrix representation of $G$ over $K$ is the homomorphism $\rho_G : G \to GL(K^n)$, where $\rho_G(g), g \in G$, is defined as a linear map which sends a vector $\vec{a} = (a_1, a_2, \ldots, a_n)$ to the vector $\vec{a}_g = (a_{g(1)}, a_{g(2)}, \ldots, a_{g(n)})$. Notice that $K^n$ always has at least two $\rho_G$-invariant subspaces: the subspace $E_K \subset K^n$ generated by the vector $(1, 1, \ldots, 1)$, and its orthogonal complement $E_K^\perp$ with respect to the inner product

$$(\vec{u}, \vec{v}) = u_1v_1 + u_2v_2 + \cdots + u_nv_n, \quad \vec{v} = (v_1, v_2, \ldots, v_n), \quad \vec{u} = (u_1, u_2, \ldots, u_n).$$

**Theorem 5.2.** Let $P(z), q(z)$ be rational functions and $\gamma \subset \mathbb{C}$ be a curve. Assume that $E_Q$ and $E_Q^\perp$ are the only invariant subspaces with respect to the permutation matrix representation of the monodromy group $G_P$ of $P(z)$ over $\mathbb{Q}$. Then the function $I_{\infty}(t)$ is rational if and only if either $\gamma$ is closed and poles of $P(z)$ lie on one side of $\gamma$, or $P(\gamma)$ is closed and $q(z) = \tilde{q}(P(z))P'(z)$ for some rational function $\tilde{q}(z)$.

**Proof.** The sufficiency follows from Corollary 3.2 taking into account that if $q(z) = \tilde{q}(P(z))P'(z)$, then

$$I_{\infty}(q, P, \gamma, t) = I_{\infty}(\tilde{q}, z, P(\gamma), t).$$

Assume now that $I_{\infty}(t)$ is rational and poles of $P(z)$ do not lie on one side of $\gamma$. In this case by Corollary 4.2 there exist integers $f_i, 1 \leq i \leq s$, not all equal between themselves, such that equality (47) holds. Furthermore, acting on equality (47) by an element $\sigma^{-1}, \sigma \in G_P$, we see that the equality

$$\sum_{i=1}^{n} f_{\sigma(i)} \left( \frac{q}{P'} \right)(P^{-1}(z)) = 0$$

holds for any $\sigma \in G_P$.

Let $V$ be a subspace of $\mathbb{Q}^n$ generated by the vectors $\vec{v}_\sigma, \sigma \in G_P$, where

$$\vec{v}_\sigma = (f_{\sigma(1)}, f_{\sigma(2)}, \ldots, f_{\sigma(n)}).$$

Clearly, $V$ is $\rho_{G_P}$-invariant and for any $\vec{v} = (v_1, v_2, \ldots, v_n)$ from $V$ the equality

$$\sum_{i=1}^{n} v_i \left( \frac{q}{P'} \right)(P^{-1}(z)) = 0$$

(53)
holds. Since $f_i, 1 \leq i \leq s$, are not all equal between themselves, $V \neq E_Q$. Furthermore, we may assume that $V \neq Q^n$ since otherwise the elements $\vec{e}_i, 1 \leq i \leq n$, of the Euclidean basis of $Q^n$ are contained in $V$, and (53) yields that
\[
\left( \frac{q}{P} \right) (P_1^{-1}(z)) \equiv \left( \frac{q}{P} \right) (P_2^{-1}(z)) \equiv \cdots \equiv \left( \frac{q}{P} \right) (P_n^{-1}(z)) \equiv 0
\]
implying that $q(z) \equiv 0$. Thus, $V = E_Q^1$. Since this implies that $V$ contains the vectors $\vec{e}_i - \vec{e}_j, 1 \leq i, j \leq n$, it follows from (53) that
\[
\left( \frac{q}{P} \right) (P_1^{-1}(z)) \equiv \left( \frac{q}{P} \right) (P_2^{-1}(z)) \equiv \cdots \equiv \left( \frac{q}{P} \right) (P_n^{-1}(z)).
\]
Therefore, $(q/P')(z) = \tilde{q}(P(z))$ for some rational function $\tilde{q}(z)$ by Lemma 5.1. Finally, it follows from equality (52) and Corollary 3.6 that $P(\gamma)$ is closed. \hfill \Box

Recall that a permutation group $G$ acting on a set $C$ is called doubly transitive if it acts transitively on the set of pairs of elements of $C$. Notice that the full symmetric group is obviously doubly transitive.

**Corollary 5.3.** Let $P(z), q(z)$ be rational functions and $\gamma \subset \mathbb{C}$ be a curve. Assume that the monodromy group $G_P$ of $P(z)$ is doubly transitive. Then the function $I_\infty(t)$ is rational if and only if either $\gamma$ is closed and poles of $P(z)$ lie on one side of $\gamma$, or $P(\gamma)$ is closed and $q(z) = \tilde{q}(P(z))P'(z)$ for some rational function $\tilde{q}(z)$.

**Proof.** Indeed, it is known (see e.g. [38, Th. 29.9]) that a permutation group $G$ is doubly transitive if and only if the subspaces $E_C$ and $E_\gamma$ are the only $\rho_G$-invariant subspaces with respect to the permutation matrix representation of $G_P$ over $\mathbb{C}$. Since $Q \subset \mathbb{C}$, this implies that if $G_P$ is doubly transitive, then $E_Q$ and $E_\gamma$ are the only invariant subspaces with respect to the permutation matrix representation of $G_P$ over $Q$ and hence the corollary follows from Theorem 5.2. \hfill \Box

Recall that a branch point $x$ of a rational function $f(z)$ of degree $n$ is called simple if $f^{-1}(x)$ contains $n - 1$ points.

**Corollary 5.4.** Assume that $P(z)$ is indecomposable and has only simple branch points. Then the function $I_\infty(t)$ is rational if and only if either $\gamma$ is closed and poles of $P(z)$ lie on one side of $\gamma$, or $P(\gamma)$ is closed and $q(z) = \tilde{q}(P(z))P'(z)$ for some rational function $\tilde{q}(z)$.

**Proof.** Restrictions imposed on the function $P(z)$ imply that its monodromy group is primitive and contains a transposition. Since a primitive permutation group containing a transposition is the full symmetric group (see e.g. Theorem 13.3 of [38]) the corollary follows now from Corollary 5.3. \hfill \Box

Notice that the conditions for $P(z)$ to be indecomposable and to have only simple branch points are satisfied if $P(z)$ is in generic position in the sense of algebraic geometry.

**Theorem 5.5.** Let $P(z), q(z)$ be rational functions and $\gamma \subset \mathbb{C}$ be a curve such that poles of $P(z)$ do not lie on one side of $\gamma$, and subspaces $E_Q$ and $E_\gamma$ are the
only invariant subspaces with respect to the permutation matrix representation of the monodromy group \( G_P \) of \( P(z) \) over \( \mathbb{Q} \). Then equalities
\[
\int_\gamma P^i(z)q(z)dz = 0, \quad i \geq 0,
\]
hold if and only if \( P(\gamma) \) is closed and \( q(z) = \tilde{q}(P(z))P'(z) \) for some rational function \( \tilde{q}(z) \) whose poles lie outside the curve \( P(\gamma) \).

**Proof.** The “if” part follows from Corollary 3.2. In other direction, if (55) holds, then by Theorem 5.2 the curve \( P(\gamma) \) is closed and \( q(z) = \tilde{q}(P(z))P'(z) \) for some rational function \( \tilde{q}(z) \). Furthermore, it follows from (52) and Theorem 3.1 that
\[
I_{\infty}(t) = -\sum_{s=1}^{\tilde{l}} \mu(P(\gamma), z^\gamma_s)\tilde{q}_s,
\]
where \( z^\gamma_1, z^\gamma_2, \ldots, z^\gamma_{\tilde{l}} \) are finite poles of \( \tilde{q}(z) \) and \( \tilde{q}_s(z) \) is the principal part of \( \tilde{q}(z) \) at \( \tilde{z}_s \). Therefore, the equality \( I_{\infty}(t) = 0 \) implies that
\[
\mu(P(\gamma), z^\gamma_s) = 0, \quad 1 \leq s \leq \tilde{l}.
\]
\( \square \)

The Corollaries 5.6 and 5.7 below are obtained from Theorem 5.5 in the same way as Corollaries 5.3 and 5.4 are obtained from Theorem 5.2.

**Corollary 5.6.** Let \( P(z) \), \( q(z) \) be rational functions and \( \gamma \subset \mathbb{C} \) be a curve such that poles of \( P(z) \) do not lie on one side of \( \gamma \) and the monodromy group \( G_P \) of \( P(z) \) is doubly transitive. Then equalities (55) hold if and only if \( P(\gamma) \) is closed and \( q(z) = \tilde{q}(P(z))P'(z) \) for some rational function \( \tilde{q}(z) \) whose poles lie outside the curve \( P(\gamma) \).

**Corollary 5.7.** Let \( P(z) \) be a rational function whose poles do not lie on one side of \( \gamma \). Assume that \( P(z) \) is indecomposable and has only simple branch points. Then the equalities (55) hold if and only if \( P(\gamma) \) is closed and \( q(z) = \tilde{q}(P(z))P'(z) \) for some rational function \( \tilde{q}(z) \) whose poles lie outside of the curve \( P(\gamma) \).

**Remark.** Notice that if \( P(z) \) is a polynomial, then the requirement of Theorem 5.2 imposed on \( G_P \)-invariant subspaces of \( \mathbb{Q}^n \) may be weakened to the requirement of indecomposability of \( P(z) \) via the Schur theorem (see [24]). However, there exist indecomposable rational functions \( P(z) \) for which the conclusion of Theorem 5.2 fails to be true (see Section 9).

### 6. Double Moments of Rational Functions

In this section we prove two results which can be considered as versions of the Wermer theorem [36], [37], describing analytic functions on \( S^1 \) satisfying
\[
\int_{S^1} h^i(z)g^j(z)dz = 0, \quad i, j \geq 0,
\]
in the case where the functions \( h(z) \), \( g(z) \) are rational while the integration path is allowed to be an arbitrary curve in \( \mathbb{C} \). Notice that for rational functions the Wermer
applied to the functions \( P(z) \) and \( Q(z) \) satisfy equalities
\[
\int_{S^1} P^i(z) Q^j(z) Q'(z) dz = 0, \quad i \geq 0, \ j \geq 0,
\]
if and only there exist rational functions \( \tilde{P}(z), \tilde{Q}(z), W(z) \) such that (7) holds and poles of \( \tilde{P}(z) \) and \( \tilde{Q}(z) \) lie on one side of \( W(S^1) \).

For given \( P(z), Q(z) \) and \( j \geq 0 \) denote by \( I_j(t) \) the generating functions for the sequence of the moments
\[
m_i = \int_\gamma P^i(z) Q^j(z) Q'(z) dz, \quad i \geq 0. \tag{56}
\]

**Theorem 6.1.** Let \( P(z), Q(z) \) be rational functions and \( \gamma \) be a curve such that the functions \( I_j(t) \) are rational for any \( j \) in the interval \( j_0 \leq j \leq j_0 + n - 1 \), where \( j_0 \geq 0 \) and \( n = \deg P(z) \). Then there exist rational functions \( \tilde{P}(z), \tilde{Q}(z), W(z) \) such that:
\[
P(z) = \tilde{P}(W(z)), \quad Q(z) = \tilde{Q}(W(z)), \tag{57}
\]
the curve \( W(\gamma) \) is closed, and poles of \( \tilde{P}(z) \) lie on one side of \( W(\gamma) \).

**Proof.** First, observe that if \( \mathbb{C}(P(z), Q(z)) = \mathbb{C}(W(z)) \), where \( \deg W(z) > 1 \), then the corresponding functions \( \tilde{P}(z), \tilde{Q}(z) \) in (57) have no common compositional right factor and
\[
\int_\gamma P^i(z) Q^j(z) Q'(z) dz = \int_{W(\gamma)} \tilde{P}^i(z) \tilde{Q}^j(z) \tilde{Q}'(z) dz, \quad i \geq 0, \ j \geq 0.
\]
Therefore, it is enough to show that if \( P(z) \) and \( Q(z) \) have no common compositional right factor, then \( \gamma \) is closed and poles of \( P(z) \) lie on one side of \( \gamma \). Assume the inverse. Then it follows from Corollary 4.2 applied to the functions \( P(z) \) and \( Q^j(z) Q'(z), j_0 \leq j \leq j_0 + n - 1 \), that the system
\[
\sum_{i=1}^{n} f_i Q^j(P_{i-1}^{-1}(z)) \left( \frac{Q'}{P'} \right)(P_{i-1}^{-1}(z)) = 0, \quad j_0 \leq j \leq j_0 + n - 1, \tag{58}
\]
considered as a system of linear equations over the field \( K_P \), generated over \( \mathbb{C}(z) \) by \( P_{i-1}^{-1}(z), 1 \leq i \leq n \), has a non-trivial solution \( f_1, f_2, \ldots, f_n \). Since the determinant of system (58) is a product of the Vandermonde determinant \( D = \|Q^j(P_{i-1}^{-1}(z))\| \) and a non-zero function
\[
\prod_{i=1}^{n} Q^j(P_{i-1}^{-1}(z)) \left( \frac{Q'}{P'} \right)(P_{i-1}^{-1}(z)),
\]
this implies that
\[
Q(P_{i_1}^{-1}(z)) \equiv Q(P_{i_2}^{-1}(z)) \tag{59}
\]
for some \( i_1 \neq i_2, 1 \leq i_1, i_2 \leq n \), and hence \( P(z), Q(z) \) have a common compositional right factor by Lemma 5.1. The obtained contradiction proves the theorem. \( \square \)
Theorem 6.2. Let $P(z), Q(z)$ be rational functions and $\gamma$ be a curve. Then equalities
\[ \int_{\gamma} P^i(z)Q^j(z)Q'(z)dz = 0 \] (60)
hold for all $i \geq i_0, j \geq j_0$, where $i_0 \geq 0, j_0 \geq 0$, if and only if there exist rational functions $\tilde{P}(z), \tilde{Q}(z), W(z)$ such that:
\[ P(z) = \tilde{P}(W(z)), \quad Q(z) = \tilde{Q}(W(z)), \] (61)
the curve $W(\gamma)$ is closed, and poles of $\tilde{P}(z)$ and $\tilde{Q}(z)$ lie on one side of the curve $W(\gamma)$. In particular, if equalities (60) hold for all $i \geq i_0, j \geq j_0$, then they hold for all $i \geq 0, j \geq 0$.

Proof. Using the same reduction as in the proof of Theorem 6.1, it is enough to show that if $P(z)$ and $Q(z)$ have no common compositional right factor, then (60) holds if and only if the curve $\gamma$ is closed and poles of $P(z)$ and $Q(z)$ lie on one side of $\gamma$.

Assume first that poles of $P(z)$ and $Q(z)$ lie on one side of $\gamma$ and show that this implies that $I_j(t) = 0$ for any $j \geq 0$. Applying Theorem 3.1 to $q(z) = Q^j(z)Q'(z)$ and taking into account that the equality
\[ q(z) = \left( \frac{Q^{j+1}(z)}{j+1} \right)' \] (62)
implies the equality \( \int_{\gamma} q(z)dz = 0 \), we see that
\[ I_j(t) = \mu \sum_{i=1}^{n} \left( \frac{q_{\infty}}{P^i} \right) (P^{-1}_i(t)), \] (63)
where
\[ q_{\infty}(z) = q(z) - \sum_{s} q_s(z) \]
and $\mu$ equals to the common winding number of poles of $P(z)$ and $Q(z)$. If $\infty$ is a pole of $Q(z)$, then $\mu = 0$ implying that $I_j(t) = 0$. On the other hand, if $\infty$ is not a pole of $Q(z)$, then $q_{\infty}(z)$ is a constant which is actually zero in view of (62).

In another direction, assume that (60) holds and show that then points from the set $P^{-1}\{\infty\} \cup Q^{-1}\{\infty\}$ lie on one side of $\gamma$. Clearly, for any $s \geq i_0$ the function
\[ R(z) = P^s(z) + Q(z) \]
satisfies the equalities
\[ \int_{\gamma} R^i(z)Q^j(z)Q'(z)dz = 0, \quad i \geq 0, j \geq j_0. \]
Furthermore,
\[ R^{-1}\{\infty\} \subseteq P^{-1}\{\infty\} \cup Q^{-1}\{\infty\} \]
and, if $s$ is big enough, then
\[ R^{-1}\{\infty\} = P^{-1}\{\infty\} \cup Q^{-1}\{\infty\}. \]
Therefore, since we may apply Theorem 6.1 to the functions $R(z)$, $Q(z)$, it is enough to prove that for any $k \geq 1$ there exists $s \geq k$ such that $P^s(z)$ and $Q(z)$, or equivalently $R(z)$ and $Q(z)$, have no common compositional right factor.

In order to prove the last statement observe that since the monodromy group of a rational function has only finite number of imprimitivity systems, there exist a finite number of right factors $Q_j(z)$, deg $Q_j(z) > 1$, of $Q(z)$ such that any other right factor of $Q(z)$ of degree greater than one has the form $\mu(Q_j(z))$ for some $Q_j(z)$ and a Möbius transformation $\mu$. Further, it is easy to see that if $P^s(z)$ and $Q(z)$ have a common compositional right factor $\mu(Q_j(z))$, then $s$ is a multiple of a minimal number $s_j$ such that $Q_j(z)$ is a common compositional right factor of $P^{s_j}(z)$ and $Q(z)$. Since by assumption $P(z)$ and $Q(z)$ have no common compositional right factor, the inequalities $s_j > 1$ hold and hence $R(z)$ and $P(z)$ have no common compositional right factor whenever $s$ is not a multiple of any $s_j$. □

Notice that the above results also generalize Theorem 6.1 and Corollary 6.2 of the paper [33].

7. Laurent Polynomial Moment Problem

In this subsection we study the following problem: for a given Laurent polynomial $L(z)$ describe Laurent polynomials $m(z)$ such that

$$\int_{\mathbb{S}^1} L'(z)m(z)dz = 0,$$

(64)

for all $i \geq i_0$, where $i_0 \geq 0$. It is easy to see that if $L(z)$ is a polynomial in $z$ or in $1/z$, then for any $m(z)$ there exists $i_0 \geq 0$ such that (64) holds. So, the interesting case is the one where $L(z)$ is not a polynomial in $z$ or in $1/z$. We will call such Laurent polynomials proper.

We start from a generalizations of the following result proved by Duistermaat and van der Kallen [14]: if all integer positive powers of a Laurent polynomial $L(z)$ have no constant term, then $L(z)$ is either a polynomial in $z$, or a polynomial in $1/z$. Clearly, the condition that all powers of $L(z)$ have no constant term is equivalent to the condition that integrals in (64) vanish for $m(z) = 1/z$ and $i \geq 1$.

**Theorem 7.1.** Let $L(z)$ and $m(z)$ be Laurent polynomials such that the coefficient of the term $1/z$ in $m(z)$ is distinct from zero and (64) holds for all $i \geq i_0$, where $i_0 \geq 0$. Then $L(z)$ is either a polynomial in $z$, or a polynomial in $1/z$.

**Proof.** Assume the inverse. Then by Corollary 4.3 equalities (64) hold for all $i \geq 0$. On the other hand, for $i = 0$ the integral in (64) does not vanish since it coincides with the coefficient of the term $1/z$ in $m(z)$ multiplied by $2\pi \sqrt{-1}$. □

**Corollary 7.2.** Let $L(z)$ be a proper Laurent polynomial and $m(z)$ be a Laurent polynomial such that (64) holds for all $i \geq i_0$, where $i_0 \geq 0$. Then there exists a Laurent polynomial $M(z)$ such that $m(z) = M'(z)$.

□

Let

$$L(z) = a_{n_1}z^{n_1} + a_{n_1+1}z^{n_1+1} + \cdots + a_{n_2}z^{n_2}, \quad a_{n_1} \neq 0, \quad a_{n_2} \neq 0,$$
be a Laurent polynomial. Define the bi-degree of \( L(z) \) as the ordered pair \((n_1, n_2)\) of integers \(n_1, n_2\). Notice that if \( M(z) \) is another Laurent polynomial whose bi-degree is \((m_1, m_2)\), then the bi-degree of the product \( L(z)M(z) \) is \((n_1 + m_1, n_2 + m_2)\).

The next result provides yet another generalization of the theorem of Duistermaat and van der Kallen.

**Theorem 7.3.** Let \( L(z) \) be a Laurent polynomial of bi-degree \((n_1, n_2)\) and \( m(z) \) be a Laurent polynomial of bi-degree \((m_1, m_2)\) such that (64) holds for all \( i \geq i_0 \), where \( i_0 \geq 0 \). Assume additionally that \( m(z) \) is either a polynomial in \( z \) such that \( m_1 \equiv -1 \pmod{n_1} \), or a polynomial in \( 1/z \) such that \( m_2 \equiv -1 \pmod{n_2} \). Then \( L(z) \) is either a polynomial in \( z \), or a polynomial in \( 1/z \).

**Proof.** Assume the converse. Observe that then in particular \( n_1 < 0 \) and \( n_2 > 0 \). Furthermore, Corollary 4.3 implies that (64) hold for all \( i \geq 0 \). Therefore, in order to prove the theorem it is enough to show that if \( m(z) \) has the form as above, then there exists \( k \geq 0 \) such that for \( i = k \) integral in (64) is distinct from zero.

If \( m(z) \) is a polynomial in \( z \) and \( l_1 \geq 0 \) is a number such that \( m_1 + n_1l_1 = -1 \), then the integral in (64) is distinct from zero for \( i = l_1 \) since the bi-degree of \( L^{l_1}(z)m(z) = (-1, m_2 + n_2l_1) \) implying that the residue of \( L^{l_1}(z)m(z) \) at zero does not vanish. Similarly, if \( m(z) \) is a polynomial in \( 1/z \) and \( l_2 \geq 0 \) is a number such \( m_2 + n_2l_2 = -1 \), then the integral in (64) is distinct from zero for \( i = l_2 \), since the bi-degree of \( L^{l_2}(z)m(z) \) is \((m_1 + n_1l_2, -1)\). \( \square \)

**Corollary 7.4.** Let \( L(z) \) be a Laurent polynomial of bi-degree \((n_1, n_2)\) and \( d \) be either a non-negative integer such that \( d \equiv 0 \pmod{n_2} \), or a non-positive integer such that \( d \equiv 0 \pmod{n_1} \). Suppose that for all \( i \geq i_0 \), where \( i_0 \geq 0 \), the coefficient of \( z^d \) in \( L^i(z) \) vanishes. Then \( L(z) \) is either a polynomial in \( z \), or a polynomial in \( 1/z \). \( \square \)

For a Laurent polynomial \( M(z) \) denote by \( M_0(z) \) the principal part of \( M(z) \) at zero and by \( M_\infty(z) \) the difference \( M(z) - M_0(z) \). Taking into account Corollary 7.2 in the following we usually will write system (64) in the form

\[
\int_{S^1} L^i(z)dM(z) = 0, \quad i \geq i_0, \text{ where it is always assumed that } M_\infty(0) = 0.
\]

Define \( J_0 \) (resp. \( J_\infty \)) as a subset of \( \{1, 2, \ldots, r\} \), \( r = \deg L(z) \), consisting of all \( i \in \{1, 2, \ldots, r\} \) such that for \( t \) close to infinity, \( L^{-1}_i(t) \) is close to 0 (resp. to \( \infty \)). Notice that \( \{1, 2, \ldots, r\} = J_0 \cup J_\infty \). The theorem below summarizes general results about \( I_\infty(t) \) obtained above in the particular case where \( I_\infty(t) \) corresponds to moments in (65).

**Theorem 7.5.** Let \( L(z) \) be a proper Laurent polynomial and \( M(z) \) be a Laurent polynomial such that (65) holds for all \( i \geq i_0 \), where \( i_0 \geq 0 \). Then (65) holds for all \( i \geq 0 \). Furthermore, condition (65) is equivalent to the condition

\[
\sum_{i \in J_0} M_\infty(L_i^{-1}(t)) = 0 \quad \sum_{i \in J_\infty} M_0(L_i^{-1}(t)).
\]
Finally, if the monodromy group of \( L(z) \) is doubly transitive, or more generally, if \( E_0 \) and \( E_\infty^\circ \) are the only invariant subspaces with respect to the permutation matrix representation of the monodromy group \( G_L \) of \( L(z) \) over \( \mathbb{Q} \), then (65) holds if and only if \( M(z) = \tilde{M}(L(z)) \), where \( \tilde{M}(z) \) is a polynomial.

Proof. The first statement follows from Corollary 4.3. Furthermore, it follows from Theorem 3.1, taking into account the equality \( \int_{S^1} dM(z) = 0 \), that

\[
I_\infty(t) = \sum_{i \in J_0} \left( \frac{M'}{L'} \right) (L_i^{-1}(t)) - \sum_{i = 1}^{\deg L} \left( \frac{M_0'}{L'} \right) (L_i^{-1}(t)) = \\
\sum_{i \in J_0} \left( \frac{M'}{L'} \right) (L_i^{-1}(t)) - \sum_{i \in J_\infty} \left( \frac{M_0'}{L'} \right) (L_i^{-1}(t)).
\]

Taking the primitive of both sides of this equality we see that condition (65) is equivalent to the condition

\[
\sum_{i \in J_0} M_\infty(L_i^{-1}(t)) - \sum_{i \in J_\infty} M_0(L_i^{-1}(t)) = c,
\]

where \( c \in \mathbb{C} \). Furthermore, since the limit of the left part of (68) as \( t \) tends to infinity is \( M_\infty(0)|J_0| = 0 \), we conclude that (65) is equivalent to (66).

Finally, Theorem 5.5 implies that if \( E_0 \) and \( E_\infty^\circ \) are the only invariant subspaces with respect to the permutation matrix representation of \( G_L \) of \( L(z) \) over \( \mathbb{Q} \), then there exists a rational function \( N(z) \) such that

\[
M'(z) = N(L(z))L'(z).
\]

Since \( M'(z) \) is a Laurent polynomial it follows from (69) that \( N(L(z)) \) also is a Laurent polynomial, implying that \( N(z) \) is a polynomial for otherwise \( N(L(z)) \) would have a pole distinct from 0, \( \infty \). Therefore, \( M(z) = \tilde{M}(L(z)) \), where \( \tilde{M}(z) = \int N(z)dz \) is a polynomial. \( \square \)

Notice that if \( L(z) \) is decomposable, then Laurent polynomials \( M(z) \) which satisfy (65) but are not polynomials in \( L(z) \) always exist. Indeed, it is easy to see that if \( L(z) = A(B(z)) \) is a decomposition of a Laurent polynomial \( L(z) \) into a composition of rational functions \( A(z) \) and \( B(z) \), with \( \deg A(z) > 1 \), \( \deg B(z) > 1 \), then the condition \( B^{-1}\{A^{-1}\{\infty}\} = \{0, \infty\} \) implies that there exists a Möbius transformation \( \mu(z) \) such that either \( A(\mu(z)) \) is a polynomial and \( \mu^{-1}(B(z)) \) is a Laurent polynomial, or \( A(\mu(z)) \) is a Laurent polynomial and \( \mu^{-1}(B(z)) = z^d \), for some \( d > 1 \). Therefore, if \( L(z) \) is decomposable, then either there exist a polynomial \( \tilde{L}(z) \) and a Laurent polynomial \( L_1(z) \) such that \( L(z) = \tilde{L}(L_1(z)) \), or there exists a Laurent polynomial \( L_1(z) \) such that \( L(z) = L_1(z^d) \) for some \( d > 1 \). In the first case it is easy to see that any Laurent polynomial \( M(z) = \tilde{M}(L_1(z)) \), where \( \tilde{M}(z) \) is a polynomial, satisfies (65) for all \( i \geq 0 \). On the other hand, in the second case the residue calculation shows that any Laurent polynomial \( M(z) \) containing no terms of degrees which are multiples of \( d \) satisfies (65). Furthermore, if \( L(z) \)

\footnote{For a comprehensive decomposition theory of Laurent polynomials generalizing the decompositions theory of polynomials developed by Ritt [34] we refer the reader to [28].}
admits several decompositions, then the sum of corresponding $M(z)$ also satisfies (65).

It seems natural to start the investigation of the Laurent polynomial moment problem from a description of its polynomial solutions, and two theorems below are initial results in this direction. Another interesting subproblem is to describe solutions of the Laurent polynomial moment problem in the case where $L(z)$ is indecomposable. In the last case “expected” solutions have the form $M(z) = \bar{M}(L(z))$, where $\bar{M}(z)$ is a polynomial. However, one can show (see Section 9 and the paper [32]) that other solutions also may exist.

**Theorem 7.6.** Let $L(z)$ be a proper Laurent polynomial of bi-degree $(n_1, n_2)$ such that either $n_1 = -1$ or $n_2 = 1$. Then a Laurent polynomial $M(z)$ which is a polynomial in $z$ may not satisfy (65) for $i \geq i_0$, where $i_0 \geq 0$, unless $M(z) \equiv 0$.

**Proof.** Indeed, if $M(z)$ is a polynomial, then (66) is equivalent to

$$\sum_{i \in J_0} M(L_i^{-1}(t)) \equiv 0. \quad (70)$$

If $n_1 = -1$, then (70) immediately implies that $M(z) \equiv 0$ since in this case $J_0$ contains a single element. Suppose now that $n_2 = 1$ and denote by $L^{-1}_\infty(z)$ a unique branch of $L^{-1}(z)$ for which $\lim_{z \to \infty} L^{-1}_\infty(z) = \infty$. It follows from the transitivity of the monodromy group $G_L$ of $L(z)$ that there exists $\sigma \in G_L$ such that acting on equality (70) by $\sigma$ we obtain the equality

$$M(L^{-1}_\infty(t)) + \sum_{i \in J_0 \setminus j} M(L_i^{-1}(t)) = 0, \quad (71)$$

where $j \in J_0$. Since for any $M(z) \not\equiv 0$ we have:

$$\lim_{t \to \infty} M(L_i^{-1}(t)) = \infty$$

while

$$\lim_{t \to \infty} M(L_i^{-1}(t)) = 0, \quad i \in J_0,$$

equality (71) implies that $M(z) \equiv 0$. \hfill \Box

**Theorem 7.7.** Let $L(z)$ be a proper Laurent polynomial of bi-degree $(n, p)$, where $p$ is a prime, and $M(z) \not\equiv 0$ be a polynomial in $z$ such that (65) holds for $i \geq i_0$, where $i_0 \geq 0$. Then $L(z) = L_1(z^p)$ for some Laurent polynomial $L_1(z)$ while $M(z)$ is a linear combination of the monomials $z^j$, where $j \not\equiv 0 \pmod{p}$.

**Proof.** Show first that $J_\infty$ is a block of an imprimitivity system for the monodromy group $G_L$ of $L(z)$. Indeed, if $J_\infty$ is not a block then there exists $\sigma \in G_L$ such that $\sigma\{J_\infty\} \cap J_\infty \neq \emptyset$ and $\sigma\{J_\infty\} \cap J_0 \neq \emptyset$. This implies that acting on equality (70) by $\sigma$ we obtain the equality

$$\sum_{i \in A} M(L_i^{-1}(t)) + \sum_{i \in B} M(L_i^{-1}(t)) = 0, \quad (72)$$

where $A$ is a subset of $J_0$ and $B$ is a proper subset of $J_\infty$. 

ON FUNCTIONS ORTHOGONAL TO ALL POWERS OF A GIVEN FUNCTION
Without loss of generality we may assume that $L_i^{-1}(t), 1 \leq i \leq p + n$, are numbered in such a way that $J_\infty = \{1, 2, \ldots, p\}$ and that to the loop around infinity corresponds the element

$$(12 \ldots p)(p + 1 \ p + 2 \ldots p + n)$$

of $G_L$. Then Puiseux series of $L_i^{-1}(t), 1 \leq i \leq p$, at infinity have the form

$$L_i^{-1}(z) = \sum_{k=-1}^{\infty} u_k \varepsilon_p^{(i-1)k} \left(\frac{1}{z}\right)^{\frac{k}{p}},$$

where $\varepsilon_p = \exp\left(\frac{2\pi i}{p}\right)$ and $u_{-1} \neq 0$. Therefore,

$$M(L_i^{-1}(z)) = \beta \varepsilon_p^{(i-1)m} z^\frac{m}{p} + o(z^\frac{m}{p}), \quad 1 \leq i \leq p,$$

where $m = \deg M(z), \beta = u_{-1}^m \neq 0$. On the other hand, for any $i, p + 1 \leq i \leq n + p$, near infinity we have:

$$M(L_i^{-1}(z)) = o(1).$$

Therefore, for the coefficient $\gamma$ of $z^\frac{m}{p}$ in the Puiseux series of the function in the left side of (72) the equality

$$\gamma = \beta \sum_{j \in B} \varepsilon_p^{(j-1)m}$$

holds. Thus, if we will show that $\gamma \neq 0$, the contradiction obtained will imply that $J_\infty$ is a block.

Set

$$r(z) = \sum_{j \in B} z^{j-1}.$$ 

Clearly, $\gamma = \beta r(\varepsilon_p^m)$. Since $p$ is a prime, the number $\varepsilon_p^m$ is either 1 or a primitive $p$-th root of unity. In the first case obviously $\gamma \neq 0$. On the other hand, in the second case the equality $r(\varepsilon_p^m) = 0$ implies that the $p$-th cyclotomic polynomial $\Phi_p(z)$ divides $r(z)$ in the ring $\mathbb{Z}[z]$. However, since

$$\Phi_p(z) = 1 + z + z^2 + \cdots + z^{p-1},$$

the bi-degree $(t_1, t_2)$ of the product $\Phi_p(z)f(z)$ for any non-constant polynomial $f(z)$ satisfies the inequality $t_2 - t_1 \geq p$. Since by assumption $B$ is a proper subset of $J_\infty = \{1, 2, \ldots, p\}$ this implies that the equality $r(\varepsilon_p^m) = 0$ is impossible. Therefore, $\gamma \neq 0$, and hence $J_\infty$ is a block.

Since the group $G_L$ contains a block, the Laurent polynomial $L(z)$ may be decomposed into a composition $L(z) = A(B(z))$ of rational functions $A(z)$ and $B(z)$ of degree greater than one. Furthermore, since element (73) transforms the block $J_\infty$ of the corresponding imprimitivity $B$ system to itself, the function $A(z)$ is not a polynomial for otherwise (73) would permute blocks of $B$ cyclically. Therefore, taking into account that $p$ is a prime, we conclude that there exists a Laurent polynomial $L_1(z)$ such that $L(z) = L_1(z^p)$, where the bi-degree of $L_1(z)$ is $(n/p, 1)$. Clearly, $M(z)$ can be written as

$$M(z) = M_1(z^p) + M_2(z),$$
where $M_1(z)$ is a polynomial in $z$ and $M_2(z)$ is a combination of the monomials $z^j$, where $j \not\equiv 0 \pmod{p}$. Furthermore, clearly $M_2(z)$ satisfies (65). Therefore, $M_1(z^p)$ also should satisfy (65) since after the change of variable this implies that $M_1(z)$ satisfies (65) for $L(z) = L_1(z)$ it follows from Theorem 7.6 that $M_1(z) \equiv 0$. □

8. Bautin Index for the Laurent Polynomial Moment Problem

In this section we study the following problem: for Laurent polynomials $L(z)$, $M(z)$ to find a number $i_0$ such that the vanishing of the integrals

$$\int_{S^1} L^i(z)dM(z) = 0,$$

for $i$ satisfying $0 \leq i \leq i_0$ implies that they vanish for all $i \geq 0$.

A progress in the study of a similar problem for polynomials was achieved in the recent paper [19]. The approach of [19] is based on the fact that the function $I_\infty(t) = I_\infty(q, P, \gamma, t)$ satisfies a Fuchsian linear differential equation (see e.g. [33, p. 250]). Since Theorems 3.1, 3.4 give an explicit expression for the function $I_\infty(t)$, they provide an approach to the problem in the general case. We demonstrate this approach below in the case where $L(z)$, $M(z)$ are Laurent polynomials.

For a Laurent polynomial $L(z)$ of degree $n$ define numbers $\tau_1, 1 \leq i \leq n$, as follows: $\tau_i, 1 \leq i \leq n$, equals 1 if $i \in J_0$ and 0 otherwise. Further, define a number $N(L)$ as the number of different vectors in the collection

$$(\tau_{\sigma(1)}, \tau_{\sigma(2)}, \ldots \tau_{\sigma(n)}), \quad \sigma \in G_L. \quad (76)$$

Notice that obviously $N(L) \leq |G_L| \leq n!$. Finally, for a function $\psi(t)$ whose Puiseux series at infinity is

$$\psi(t) = \sum_{k=j}^\infty w_k \left( \frac{1}{t} \right)^k,$$

where $l \geq 1$ and $w_j \neq 0$, set $\text{ord}_\infty \psi(t) = j/l$.

**Theorem 8.1.** Let $L(z)$, $M(z)$, $\deg L(z) = n$, $\deg M(z) = m$, be Laurent polynomials such that the equality

$$\int_{S^1} L^i(z)dM(z) = 0,$$

holds for all $i$ satisfying $0 \leq i \leq m(N(L) - 1) + 1$. Then (78) holds for all $i \geq 0$. In particular, equalities (78) hold for all $i \geq 0$ whenever they hold for all $i$ satisfying $0 \leq i \leq m(n! - 1) + 1$.

**Proof.** Set

$$\psi(t) = \int I_\infty(t)dt = \frac{1}{2\pi i} \sum_{k=1}^\infty m_k \left( \frac{1}{t} \right)^k.$$

Clearly, we only must show that if

$$\text{ord}_\infty \psi(t) > m(N(L) - 1), \quad (79)$$

then $\psi(t) \equiv 0$. 


Equality (67) implies that

$$\psi(t) = \sum_{i \in J_0} M(L^{-1}_i(t)) - \sum_{i=1}^{n} M_0(L^{-1}_i(t))$$  \hspace{1cm} (80)$$

is an algebraic function. Therefore, \(\psi(t)\) satisfies an irreducible algebraic equation

$$y^N(t) + a_1(t)y^{N-1}(t) + \cdots + a_N(t) = 0, \quad a_j(t) \in \mathbb{C}(t),$$  \hspace{1cm} (81)$$

whose roots \(\psi_j(t), 1 \leq j \leq N\), are all possible analytic continuations of \(\psi(t)\) and whose coefficients are elementary symmetric functions of \(\psi_j(t), 1 \leq j \leq N\). Furthermore, since \(M(t)\), \(L(t)\) are Laurent polynomials, it follows from (80) that the functions \(\psi_j(t), 1 \leq j \leq N\), have no poles in \(\mathbb{C}\) implying that the functions \(a_j(t), 1 \leq j \leq N\), are polynomials. Finally, since the second sum in (80) is a rational function, the inequality

$$N \leq N(L)$$  \hspace{1cm} (82)$$

holds.

Let \((n_1, n_2)\) be the bi-degree of \(L(t)\). Then Puiseux series at infinity of branches \(L_i^{-1}(t), i \in J_0\), have the form

$$\sum_{k=1}^{\infty} \psi_{k,i} \left( \frac{1}{t} \right)^{\frac{1}{n_1}},$$  \hspace{1cm} (83)$$

where \(\psi_{1,i}\) is distinct from zero, while Puiseux series of branches \(L_i^{-1}(t), i \in J_{\infty}\), have the form

$$\sum_{k=-1}^{\infty} \bar{\psi}_{k,i} \left( \frac{1}{t} \right)^{\frac{1}{n_2}},$$  \hspace{1cm} (84)$$

where \(\bar{\psi}_{-1,i}\) is distinct from zero. Since Puiseux series at infinity of the functions \(M(L_i^{-1}(t)), 1 \leq j \leq N, \text{ and } M_0(L_i^{-1}(t)), 1 \leq j \leq N\), are obtained by the substitution of series (83), (84) into \(M(t)\) and \(M_0(t)\), this implies that for any \(j, 1 \leq j \leq N\), the inequality

$$\text{ord}_{\infty} \psi_j(t) \geq -m$$  \hspace{1cm} (85)$$

holds. Therefore, since \(a_j(t), 1 \leq j \leq N\), are elementary symmetric functions of \(\psi_j(t), 1 \leq j \leq N\), the inequalities

$$\text{ord}_{\infty} a_j(t) \geq -mj, \quad 1 \leq j \leq N,$$

hold and hence

$$\deg a_j(t) = -\text{ord}_{\infty} a_j(t) \leq mj, \quad 1 \leq j \leq N.$$  \hspace{1cm} (86)$$

Now we are ready to show that if (79) holds, then \(\psi(t) \equiv 0\). Indeed, assume the inverse. Then the coefficient \(a_N(t)\) in (81) does not vanish and the inequality \(\text{ord}_{\infty} a_N(t) \leq 0\) holds. On the other hand, (79) and (82) imply the inequality \(\text{ord}_{\infty} \psi(t) > m(N - 1)\) and hence for any \(i, 1 \leq i \leq N\), taking into account inequalities (86), we have:

$$\text{ord}_{\infty} \{a_{N-i}(t) \psi^i(t)\} \geq \text{ord}_{\infty} \{a_{N-i}(t)\psi(t)\} =$$

$$= \text{ord}_{\infty} \psi(t) - \deg a_{N-i}(t) \geq \text{ord}_{\infty} \psi(t) - m(N - 1) > 0$$
(here we set $a_0(t) \equiv 1$). Therefore,
\[ \text{ord}_\infty \{ \psi^N(t) + a_1(t)\psi^{N-1}(t) + \cdots + a_{N-1}(t)\psi(t) \} > 0 \]
in contradiction with
\[ \psi^N(t) + a_1(t)\psi^{N-1}(t) + \cdots + a_N(t) = 0. \quad \Box \]

**Remark.** The proof of Theorem 8.1 uses the same approach as Section 2.4 of [27]. Notice that corresponding formulas in [27] on the page 758 contain misprints. Namely, all printed powers of the expression $m/n$ are actually its factors.

9. *Interrelations between the Rationality of $I_\infty(q, P, \gamma, t)$ and the Composition Condition*

9.1. **Definition of the subspace $M_{P, \gamma}$.** Let $\gamma$ be a curve and $P(z)$ be a rational function such that poles of $P(z)$ do not lie on one side of $\gamma$. By Corollary 5.4, if $P(z)$ is in generic position, then the rationality of $I_\infty(q, P, \gamma, t)$ for a rational function $q(z)$ implies that $q(z) = \tilde{q}(P(z))$ for some rational function $\tilde{q}(z)$. For arbitrary $P(z)$ such a statement fails to be true. However, in many cases the rationality of $I_\infty(q, P, \gamma, t)$ still implies that composition condition (23) holds. For brevity, if (23) holds, we will say that the function $I_\infty(q, P, \gamma, t)$ is reducible.

For example, if $\gamma$ is a non-closed curve such that its end points $a, b$ are not ramification points of $P(z)$, then the rationality of $I_\infty(q, P, \gamma, t)$ implies its reducibility. Indeed, it follows from Corollary 3.6 that $P(a) = P(b)$. Furthermore, equality (37) from Proposition 3.5 reduces to the equality
\[ \left( \frac{q}{P} \right) (P_{i_1}^{-1}(z)) = \left( \frac{q}{P} \right) (P_{i_2}^{-1}(z)) \] (87)
for some $i_1 \neq i_2$, $1 \leq i_1, i_2 \leq n$. Therefore, by Lemma 5.1 there exist rational functions $R(z)$, $\tilde{P}(z)$, and $W(z)$ with $\deg W(z) > 1$ such that
\[ \left( \frac{q}{P} \right) (z) = R(W(z)), \quad P(z) = \tilde{P}(W(z)) \] (88)
and hence (23) holds for $\tilde{q}(z) = R(z)\tilde{P}(z)$ since (88) yields that
\[ q(z) = R(W(z))P'(z) = R(W(z))\tilde{P}'(W(z))W'(z) = \tilde{q}(W(z))W'(z). \]

In this section we in a sense describe the class of pairs $P(z)$, $\gamma$ for which the rationality of $I_\infty(q, P, \gamma, t)$ implies its reducibility. For given $P(z)$ and $\gamma$ such that poles of $P(z)$ do not lie on one side of $\gamma$, a natural necessary condition for the existence of $q(z)$ such that $I_\infty(q, P, \gamma, t)$ is rational but is not reducible may be formulated as follows. Let
\[ \sum_{i=1}^{n} f_{s,i} \left( \frac{q}{P'} \right) (P_{i}^{-1}(z)) = 0, \quad 1 \leq s \leq k, \]
be the system of equations from Theorem 4.1 and let $M_{P, \gamma}$ be a linear subspace of $\mathbb{Q}^n$ generated by the vectors
\[ (f_{s,\sigma(1)}, f_{s,\sigma(2)}, \ldots, f_{s,\sigma(n)}), \quad \sigma \in G_P, \quad 1 \leq s \leq k, \]
where $G_P$ is the monodromy group of $P(z)$ and $n = \deg P(z)$. By Corollary 4.2 the subspace $M_{P,\gamma}$ is not zero-dimensional. Furthermore, by construction $M_{P,\gamma}$ is invariant with respect to the permutation representation of $G_P$ over $\mathbb{Q}$ and it follows from Theorem 4.1 by the analytic continuation that for any vector $\vec{v} \in M_{P,\gamma}$, \( \vec{v} = (v_1, v_2, \ldots, v_n) \), the equality
\[
\sum_{i=1}^{n} v_i \left( \frac{q}{P_i} \right)(P_i^{-1}(z)) = 0
\] holds.

Observe now that if $M_{P,\gamma}$ contains a vector of the form $\vec{c}_i - \vec{c}_j$, $i \neq j$, where $\vec{c}_i$, $1 \leq i \leq n$, denote vectors of the Euclidean basis of $\mathbb{Q}^n$, then the rationality of $I_\infty(q, P, \gamma, t)$ implies its reducibility since for such a vector equality (89) implies (87) and (88). Therefore, a necessary condition for the existence of $q(z)$ such that $I_\infty(q, P, \gamma, t)$ is rational but is not reducible is that $M_{P,\gamma}$ contains no vectors of the form $\vec{c}_i - \vec{c}_j$, $i \neq j$, and in this section, using a general result of [18], we prove (Theorem 9.3 below) that this condition is also sufficient. As an application we show that the requirement of Theorem 5.2 can not be weakened to the requirement of indecomposability of $P(z)$ already for Laurent polynomials (see the remark before Section 6).

9.2. Girstmair’s theorem. Let $f(t) \in K[t]$ be an irreducible polynomial over a field of characteristic zero $K$. Denote by $x_1, x_2, \ldots, x_n$ roots of $f(t)$, by $L$ the field $K(x_1, x_2, \ldots, x_n)$, and by $G$ the Galois group $\text{Gal}(L/K)$. We will identify $G$ with a permutation group acting on the set $\{1, 2, \ldots, n\}$ setting $\sigma(i) = j$ if $x_j = \sigma(x_i)$, $1 \leq i, j \leq n$. In this subsection, following [18], we sketch a solution of the following problem: under what conditions on a collection $W$ of vectors from $K^n$ there exists a rational function $R(t) \in K(t)$ such that for all $\vec{w} \in W$, $\vec{w} = (w_1, w_2, \ldots, w_n)$, the equality
\[
w_1 R(x_1) + w_2 R(x_2) + \cdots + w_n R(x_n) = 0
\] holds, and $R(x_i) \neq R(x_j)$ for any $i \neq j$, $1 \leq i, j \leq n$. If such a function $R(t)$ exists we will say that $W$ is admissible.

Notice that if (90) holds for vectors $\vec{w}_1, \vec{w}_2$, then it holds for any vector of the form $\alpha \vec{w}_1 + \beta \vec{w}_2$, $\alpha, \beta \in K$. Furthermore, for any element $\sigma \in G$, acting on equality (90) by $\sigma^{-1}$, we obtain the equality
\[
w_{\sigma(1)} R(x_1) + w_{\sigma(2)} R(x_2) + \cdots + w_{\sigma(n)} R(x_n) = 0.
\] Therefore, equality (90) holds for all $\vec{w} \in W$ if and only if it holds for all vectors from the linear subspace of $K^n$ generated by the vectors $\vec{w}^\sigma = (w_{\sigma(1)}, w_{\sigma(2)}, \ldots, w_{\sigma(n)})$, $w \in W$, $\sigma \in G$.

Thus, without loss of generality we may assume that the collection $W$ is a linear subspace of $K^n$ invariant with respect to the permutation representation of $G$.

We start from reformulating the problem above in the form it was considered in [18]. Fix a root $x$ of $f(t)$. Denote by $H$ the stabilizer $G_x$ of $x$ in $G$ and by $G/H = \{ \bar{s} : s \in G \}$ the set of left cosets $\bar{s} = sH$ of the subgroup $H$ in $G$. Further,
ON FUNCTIONS ORTHOGONAL TO ALL POWERS OF A GIVEN FUNCTION

Denote by $K[G]$ the group ring of $G$ over $K$ and by $K[G/H]$ a $K$-module with the basis $(\bar{s}: \bar{s} \in G/H)$. Thus, elements of $K[G]$ have the form

$$\lambda = \sum_{s \in G} l_s \bar{s}, \quad l_s \in K,$$

while elements of $K[G/H]$ have the form

$$\alpha = \sum_{\bar{s} \in G/H} a_{\bar{s}} \bar{s}, \quad a_{\bar{s}} \in K.$$  \hspace{2cm} (92)

Notice that $K[G/H]$ is a $K[G]$-module with respect to the scalar multiplication defined by the formula

$$g \bar{s} = \bar{g}s, \quad g \in G, \bar{s} \in G/H.$$

If $y \in L$ satisfies $G_y = H$, then for any $\alpha \in K[G/H]$ defined by (92) the expression

$$\alpha y = \sum_{\bar{s} \in G/H} a_{\bar{s}} s(y)$$

is a well defined element of $L$. We say that a subset $M$ of $K[G/H]$ is admissible if there exists $y \in L$ such that $G_y = H$ and for any $\alpha \in M$ the equality $\alpha y = 0$ holds. Clearly, $M$ is admissible if and only if the $K[G]$-submodule of $K[G/H]$ generated by $M$ is admissible so without loss of generality we may assume that $M$ is a $K[G]$-submodule of $K[G/H]$.

Recall that linear subspaces of $K^n$ invariant with respect to the permutation representation of $G$ on $K^n$ are in one-to-one correspondence with $K[G]$-submodules of $K[G/H]$. Namely, to a subspace $W$ corresponds a submodule $\tilde{W}$ consisting of elements

$$\alpha = \sum_{i=1}^{n} a_i \bar{s}_i,$$

where $s_i, 1 \leq i \leq n$, is an element of $G$ which transforms 1 to $i$ and $\bar{a} = (a_1, a_2, \ldots, a_n)$ runs elements of $W$.

Proposition 9.1. A linear subspace $W$ of $K^n$, invariant with respect to the permutation representation of $G$ on $K^n$, is admissible if and only if the corresponding $K[G]$-submodule $\tilde{W}$ of $K[G/H]$ is admissible.

Proof. Show first that if $W$ is admissible, then we can set $y = R(x_1)$. Indeed, since $y \in K(x_1)$ we have $H \subseteq G_y$. Furthermore, $H$ may not be a proper subgroup of $G_y$ since otherwise the length of the orbit of $y$ under the action of $G$ would be strictly less than $n$ in contradiction with the conditions that all $R(x_i), 1 \leq i \leq n$, are different between themselves. Finally, $\alpha y = 0$ for any $\alpha \in \tilde{W}$.

In other direction, if $\tilde{W}$ is admissible and $y$ is an element of $L$ such that $\alpha y = 0$ for all $\alpha \in \tilde{W}$, then $G_y = H$ implies that $y \in K(x_1)$. Therefore, there exists $R(t) \in K(t)$ such that $y = R(x_1)$ and for such $R(z)$ equality (90) holds for all $\bar{a} \in W$. Furthermore, since the length of the orbit of $y$ under the action of $G$ equals $n$, all $R(x_i), 1 \leq i \leq n$, are different between themselves. \hfill \Box
Theorem 9.2 [18]. A $K[G]$-submodule $\hat{W}$ of $K[G/H]$ is admissible if and only if $\hat{W}$ contains no elements $\hat{s}_1 - \hat{s}_2$, $s_1, s_2 \in G$, unless $\hat{s}_1 = \hat{s}_2$. Equivalently, a linear subspace $W$ of $K^n$, invariant with respect to the permutation representation of $G$ on $K^n$, is admissible if and only if $W$ contains no vectors $\vec{e}_i - \vec{e}_j$, $1 \leq i, j \leq n$, unless $i = j$.

Proof. If $W$ contains a vector $\vec{w} = \vec{e}_i - \vec{e}_j$, $i \neq j$, $1 \leq i, j \leq n$, then equality (90) implies that $R(x_i) = R(x_j)$.

In another direction, assume that $\hat{W}$ contains no elements $\hat{s}_1 - \hat{s}_2$, $s_1, s_2 \in G$, such that $\hat{s}_1 \neq \hat{s}_2$. Consider the canonical $K[G]$-linear map

$$\rho: K[G] \to K[G/H]$$

which maps $s$ to $\hat{s}$, and let $\gamma = \rho^{-1}(\hat{W})$ be the inverse image of $\hat{W}$. Since $K[G]$ is semisimple, the ideal $\gamma$ is generated by an idempotent $\varepsilon$. Notice that for any $\lambda \in \gamma$ the equalities $\lambda = a\varepsilon$, $a \in K[G]$, and $\varepsilon^2 = \varepsilon$ imply that $\lambda\varepsilon = \lambda$. Set $\mu = 1 - \varepsilon$.

For any $s \in H$ the element $s - 1$ is in the kernel of $\rho$ and therefore in $\gamma$. Hence $s - 1 = (s - 1)\varepsilon$ and $(s - 1)\mu = 0$ implying that $H \subseteq G_\mu$. On the other hand, for any $s \in G_\mu$ we have $(s - 1)\mu = 0$. Therefore, $s - 1 = (s - 1)\varepsilon$ and $s - 1 \in \gamma$. This implies that $\hat{s} - 1$ is in $\hat{W}$ and therefore $s \in H$ by the assumption. This proves that $G_\mu = H$.

Since $G_\mu = H$, for any $\alpha \in \hat{W}$ the expression

$$\alpha\mu = \sum_{s \in G/H} a_s s\mu$$

is a well defined element of $K[G]$. Furthermore, in fact for any $\alpha \in \hat{W}$ the equality $\alpha\mu = 0$ holds. Indeed, if $\lambda$ is an element of $\gamma$ such that $\rho(\lambda) = \alpha$, then we have:

$$\alpha\mu = \lambda\mu = \lambda - \lambda\varepsilon = 0.$$

Finally, let us show that from the existence of $\mu \in K[G]$ such that $H = G_\mu$ and $\alpha\mu = 0$ for any $\alpha \in \hat{W}$, it follows that $\hat{W}$ is admissible. For this purpose observe that by the normal basis theorem there exists an element $x \in L$ such that $gx, g \in G$, is a basis of $L$ over $K$. Set now $y = mx$. Then obviously for any $\alpha \in \hat{W}$ the equality $\alpha y = 0$ holds and $H \subseteq G_y$. Furthermore, $H = G_y$. Indeed, if there exists $g_0 \in G$ such that $g_0y = y$ but $g_0\mu \neq \mu$, then the equalities $g_0yx = y, \mu x = g$ imply that $gx, g \in G$, are linearly dependent over $K$. \hfill $\square$

9.3. Existence of $q(z)$ with rational but not reducible $I_\infty(q, P, \gamma, t)$.

Theorem 9.2 permits to solve the problem posed in Subsection 9.1 as follows.

Theorem 9.3. Let $\gamma$ be a curve and $P(z)$ be a rational function of degree $n$ such that poles of $P(z)$ do not lie on one side of $\gamma$. Then a rational function $q(z)$ such that $I_\infty(q, P, \gamma, t)$ is rational but is not reducible exists if and only if the subspace $M_P, \gamma$ contains no vectors $\vec{e}_i - \vec{e}_j$, $1 \leq i, j \leq n$, unless $i = j$.

Proof. As it was already observed in Subsection 9.1 the requirement of the theorem is necessary. On the other hand, since vectors with rational coefficients which are
linear independent over $\mathbb{Q}$ remain linearly independent over $\mathbb{C}(z)$, if this requirement is satisfied, then the subspace $\tilde{M}_{P,\gamma}$ of $(\mathbb{C}(z))^n$, generated over $\mathbb{C}(z)$ by the same vectors

$$(f_{s,\sigma(1)}, f_{s,\sigma(2)}, \ldots, f_{s,\sigma(n)}), \quad \sigma \in G_P, \; 1 \leq s \leq k,$$

which generate $M_{P,\gamma}$ over $\mathbb{Q}$, still contains no vectors $\vec{e}_i - \vec{e}_j$, $1 \leq i, j \leq n$, unless $i = j$. Therefore, applying Theorem 9.2 to the roots $x_1 = P^{-1}_{1}(z), \ x_2 = P^{-1}_{2}(z), \ldots, \ x_n = P^{-1}_{n}(z)$ of the polynomial $P(x) - z = 0$ over the field $\mathbb{C}(z)$, we conclude that there exists a rational function $\tilde{R}(t)$ over the field $\mathbb{C}(z)$ such that for any vector $\vec{v} \in \tilde{M}_{P,\gamma}$, $\vec{v} = (v_1, v_2, \ldots, v_n)$, the equality

$$\sum_{i=1}^{n} v_i \tilde{R}(P^{-1}_{i}(z)) = 0 \quad (93)$$

holds and all $\tilde{R}(P^{-1}_{i}(z)), 1 \leq i \leq n$, are different between themselves. Furthermore, since $z = P(P^{-1}_{i}(z)), 1 \leq i \leq n$, we can write any rational function in $z$ as a rational function in $P^{-1}_{i}(z), 1 \leq i \leq n$, and hence there exists a rational function $R(t)$ over $\mathbb{C}$ such that

$$R(P^{-1}_{i}(z)) = \tilde{R}(P^{-1}_{i}(z)), \quad 1 \leq i \leq n.$$ 

Setting now $q(z) = R(z)P'(z)$ we see that for any vector $\vec{v} \in M_{P,\gamma}$ the equality (89) holds, implying that $I_{\infty}(q, P, \gamma, t)$ is a rational function. Furthermore, equality (23) is impossible since otherwise the functions $P(z)$ and $(q/P')(z)$ have a non-trivial common right factor and Lemma 5.1 implies that

$$R(P^{-1}_{i}(z)) = R(P^{-1}_{j}(z))$$

for some $i \neq j, 1 \leq i, j \leq n$. \hfill $\square$

Using Theorem 9.3 one can prove the existence of an indecomposable Laurent polynomial $L(z)$ for which there exists a rational function $q(z)$ such that $I_{\infty}(q, P, \gamma, t)$ is rational but is not reducible, without an actual calculation $L(z)$ and $q(z)$. Indeed, let $L(z)$ be a Laurent polynomial whose constellation is shown on Fig. 4 (since $L(z)$ has only two finite critical values, in correspondence with the no-

![Figure 4.](image)

notation of “dessins d’enfants” theory, we picture here 1-vertices as “black”, 2-vertices as “white”, and do not mark non-numerated vertices at all). Such a choice of $L(z)$
is motivated by the fact that the action of the monodromy group $G$ of $L(z)$ on branches of $L^{-1}(z)$, generated by the permutations $\alpha = (2, 5, 7, 6, 10, 9)(3, 8, 4)$ and $\beta = (1, 5)(2, 8)(4, 7)$, is permutation equivalent to the action of the group $S_5$ on two element subsets of $\{1, 2, 3, 4, 5\}$. Since the last action is primitive while the corresponding matrix representation of dimension 10 over $\mathbb{Q}$ is not a sum of $V_\mathbb{Q}$ and $V_\mathbb{Q}^\perp$, one can expect that $L(z)$ provides a desired example.

By Theorem 4.1 the function $I_\infty(q, P, \gamma, t)$ is rational if and only if the equality

$$Q(L_2^{-1}(z)) - Q(L_7^{-1}(z)) + Q(L_4^{-1}(z)) - Q(L_8^{-1}(z)) \equiv 0,$$  

holds. Therefore, the subspace $M_{L,S^1}$ is generated by the single vector

$$\vec{v} = (0, 1, 0, 1, 0, 0, -1, -1, 0, 0).$$

Show now that $M_{L,S^1}$ may not contain a vector $w$ of the form

$$w = \vec{e}_i - \vec{e}_j, \quad i \neq j, \ 1 \leq i, j \leq n.$$  

Consider the vector subspace $V$ of $\mathbb{Q}^{10}$ generated by the vectors

$$\vec{v}_1 = (1, 0, 0, 0, 1, 1, 0, 0, 1, 0),$$

$$\vec{v}_2 = (1, 1, 0, 0, 0, 0, 1, 0, 0, 1),$$

$$\vec{v}_3 = (0, 1, 1, 0, 0, 1, 0, 1, 0, 0),$$

$$\vec{v}_4 = (0, 0, 1, 1, 0, 0, 1, 0, 1, 0),$$

$$\vec{v}_5 = (0, 0, 0, 1, 1, 0, 0, 1, 0, 1).$$

Since $\alpha$ and $\beta$ permute the vectors $\vec{v}_i, 1 \leq i \leq 5$, between themselves, $V$ is $\rho_G$-invariant. Furthermore, since $\vec{v}$ is orthogonal to $\vec{v}_i, 1 \leq i \leq 5$, the inclusion

$$M_{L,S^1} \subseteq V^\perp$$

holds. On the other hand, it is easy to see that for any vector (95) there exists $\vec{v}_i, 1 \leq i \leq 5$, such that $(w, v_i) \neq 0$. Indeed, since $G$ is transitive and permutes $\vec{v}_i, 1 \leq i \leq 5$, it is enough to verify this property only for $w$ whose first coordinate equals 1 and for such $w$ we may take one of the vectors $v_1, v_2$. Therefore, $M_{L,S^1}$ may not contain vectors (95) and hence by Theorem 9.3 there exists a rational function $q(z)$ such that $I_\infty(q, P, \gamma, t)$ is rational but is not reducible.
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**Addendum**

This paper essentially coincides with the preprint [30] published in 2009. Below we briefly mention some related publications that appeared afterwards.

In the paper [17] — among other things — the moment problem for meromorphic functions on compact Riemann surfaces was investigated. In particular, some of results of Sections 4 and 5 were generalized to this case.

In the papers [32], [1] were constructed explicit examples of indecomposable Laurent polynomials $L(z)$, the existence of which was shown in the Section 9, such
that $I_{\infty}(q, P, \gamma, t)$ is rational for some rational function $q(z)$ but is not reducible. The paper [1] also contains some further results concerning Laurent polynomial moment problem. Notice that both these papers make use of the bound on the Bautin index for Laurent polynomial moment problem obtained in Section 8.

In the paper [40] the results of Section 4 were applied to the study of Mathieu subspaces of associative algebras.

Finally, in the recent preprints [13], [12] the problem of vanishing of double moments for real trigonometric polynomials on a segment was investigated in the context of the center problem for the Abel equation. In particular, it was shown in [13] that if $f$, $g$ are real trigonometric polynomials such that all the moments $\int_0^{2\pi} f^i g^j dg$ $(i, j \geq 0)$ vanish, then there exist polynomials $\tilde{f}$, $\tilde{g}$ and a trigonometric polynomial $h$ such that $f = \tilde{f}(h)$, $g = \tilde{g}(h)$. Notice that this result follows from results of Section 6 by an exponential substitution. However, the proof obtained in [13] for the real case is much easier.

References

[1] A. Alvarez, J. L. Bravo, and C. Christopher, On the trigonometric moment problem, To appear in Ergodic Theory and Dynamical Systems.

[2] M. Blinov, N. Roytvarf, and Y. Yomdin, Center and moment conditions for Abel equation with rational coefficients, Funct. Differ. Equ. 10 (2003), no. 1-2, 95–106. MR 2017404.

[3] M. Briskin, J.-P. Françoise, and Y. Yomdin, Une approche au problème du centre-foyer de Poincaré, C. R. Acad. Sci. Paris Sér. I Math. 326 (1998), no. 11, 1295–1298. MR 1649140.

[4] M. Briskin, J.-P. Françoise, and Y. Yomdin, Center conditions, compositions of polynomials and moments on algebraic curves, Ergodic Theory Dynam. Systems 19 (1999), no. 5, 1201–1220. MR 1721616.

[5] M. Briskin, J.-P. Françoise, and Y. Yomdin, Center conditions. II. Parametric and model center problems, Israel J. Math. 118 (2000), 61–82. MR 1776076.

[6] M. Briskin, J.-P. Françoise, and Y. Yomdin, Center conditions. III. Parametric and model center problems, Israel J. Math. 118 (2000), 83–108. MR 1776077.

[7] M. Briskin, J.-P. Françoise, and Y. Yomdin, Generalized moments, center-focus conditions, and compositions of polynomials, Operator theory, system theory and related topics (Beer-Sheva/Rehovot, 1997), Oper. Theory Adv. Appl., vol. 123, Birkhäuser, Basel, 2001, pp. 161–185. MR 1821911.

[8] M. Briskin, N. Roytvarf, and Y. Yomdin, Center conditions at infinity for Abel differential equations, Ann. of Math. (2) 172 (2010), no. 1, 437–483. MR 2680423.

[9] L. A. Cherkas, The number of limit cycles of a certain second order autonomous system, Differentialnye Uравнения 12 (1976), no. 5, 944–946, 960 (Russian). English translation: Differential Equations 12 (1976), no. 5, 666–668 (1977).

[10] C. Christopher, Abel equations: composition conjectures and the model problem, Bull. London Math. Soc. 32 (2000), no. 3, 332–338. MR 1750484.

[11] C. Christopher, Limit cycles of differential equations, Advanced Courses in Mathematics. CRM Barcelona, ch. Around the center-focus problem, Birkhäuser Verlag, Basel, 2007, The first part in a book by Colin Christopher and Chengzhí Li. MR 2325099.

[12] A. Cima, A. Gasull, and F. Mañosas, An explicit bound of the number of vanishing double moments forcing composition, Preprint, 2012.

[13] A. Cima, A. Gasull, and F. Mañosas, The solution of the composition conjecture for Abel equations, Preprint, 2011.

[14] J. J. Duistermaat and W. van der Kallen, Constant terms in powers of a Laurent polynomial, Indag. Math. (N.S.) 9 (1998), no. 2, 221–231. MR 1691479.
[15] O. Forster, Lectures on Riemann surfaces, Graduate Texts in Mathematics, vol. 81, Springer-Verlag, New York, 1991. MR 1185074. Translated from the 1977 German original by Bruce Gilligan, Reprint of the 1981 English translation.

[16] L. Gavrilov and H. Movasati, The infinitesimal 16th Hilbert problem in dimension zero, Bull. Sci. Math. 131 (2007), no. 3, 242–257. MR 2309864

[17] L. Gavrilov and F. Pakovich, Moments on Riemann surfaces and hyperelliptic Abelian integrals, accepted by Comm. Math. Helv.

[18] K. Girstmair, Linear relations between roots of polynomials, Acta Arith. 89 (1999), no. 1, 53–96. MR 1692195

[19] V. A. Kisunko, Cauchy type integrals and a D-moment problem, C. R. Math. Acad. Sci. Soc. R. Can. 29 (2007), no. 4, 115–122. MR 2126610

[20] S. K. Lando and A. K. Zvonkin, Graphs on surfaces and their applications, Encyclopaedia of Mathematical Sciences, vol. 141, Springer-Verlag, Berlin, 2004. MR 2067212 With an appendix by Don B. Zagier, Low-Dimensional Topology, II.

[21] O. Mathieu, Some conjectures about invariant theory and their applications, Algèbre non commutative, groupes quantiques et invariants (Reims, 1995), Sémin. Congr., vol. 2, Soc. Math. France, Paris, 1997, pp. 263–279. MR 1601155

[22] N. I. Muskhelishvili, Singular integral equations. Boundary problems of function theory and their application to mathematical physics, P. Noordhoff N. V., Groningen, 1953. MR 0058845. Translation by J. R. M. Radok.

[23] F. Pakovich, A counterexample to the “composition conjecture”, Proc. Amer. Math. Soc. 130 (2002), no. 12, 3747–3749 (electronic). MR 1920083

[24] F. Pakovich, On the polynomial moment problem, Math. Res. Lett. 10 (2003), no. 2-3, 401–410. MR 1983032

[25] F. Pakovich, Polynomial moment problem, Addendum to the paper [39].

[26] F. Pakovich, On polynomials orthogonal to all powers of a Chebyshev polynomial on a segment, Israel J. Math. 142 (2004), 273–283. MR 2085720

[27] F. Pakovich, On polynomials orthogonal to all powers of a given polynomial on a segment, Bull. Sci. Math. 129 (2005), no. 9, 749–774. MR 2172140

[28] F. Pakovich, Prime and composite Laurent polynomials, Bull. Sci. Math. 133 (2009), no. 7, 693–732. MR 2557404

[29] F. Pakovich, Generalized “second Ritt theorem” and explicit solution of the polynomial moment problem, accepted by Compositio Math.

[30] F. Pakovich, On rational functions orthogonal to all powers of a given rational function on a curve, Preprint arXiv:0910.2105 [math.CV].

[31] F. Pakovich and M. Muzychuk, Solution of the polynomial moment problem, Proc. Lond. Math. Soc. (3) 99 (2009), no. 3, 633–657. MR 2531466

[32] F. Pakovich, C. Pech, and A. K. Zvonkin, Laurent polynomial moment problem: a case study, Dynamical numbers—interplay between dynamical systems and number theory, Contemp. Math., vol. 532, Amer. Math. Soc., Providence, RI, 2010, pp. 177–194. MR 2762140

[33] F. Pakovich, N. Roytvarf, and Y. Yomdin, Cauchy-type integrals of algebraic functions, Israel J. Math. 144 (2004), 221–291. MR 2121542

[34] J. F. Ritt, Prime and composite polynomials, Trans. Amer. Math. Soc. 23 (1922), no. 1, 51–66. MR 1501189

[35] N. Roytvarf, Generalized moments, composition of polynomials and Bernstein classes, Entire functions in modern analysis (Tel-Aviv, 1997), Israel Math. Conf. Proc., vol. 15, Bar-Ilan Univ., Ramat Gan, 2001, pp. 329–355. MR 1890547

[36] J. Wermer, Function rings and Riemann surfaces, Ann. of Math. (2) 67 (1958), 45–71. MR 0093585

[37] J. Wermer, The hull of a curve in $C^n$, Ann. of Math. (2) 68 (1958), 550–561. MR 0101002

[38] H. Wielandt, Finite permutation groups, Translated from the German by R. Bercov, Academic Press, New York, 1964. MR 0185775

[39] Y. Yomdin, The center problem for the Abel equation, compositions of functions, and moment conditions, Mosc. Math. J. 3 (2003), no. 3, 1167–1195. MR 2078578
[40] W. Zhao, *A generalization of Mathieu subspaces to modules of associative algebras*, Cent. Eur. J. Math. **8** (2010), no. 6, 1132–1155. MR 2736912

[41] W. Zhao, *Generalizations of the image conjecture and the Mathieu conjecture*, J. Pure Appl. Algebra **214** (2010), no. 7, 1200–1216. MR 2586998

Department of Mathematics, Ben-Gurion University of the Negev, P.O.B. 653, Beer-Sheva, Israel
E-mail address: pakovich@math.bgu.ac.il