Multidimensional self-trapping in linear and nonlinear potentials
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Solitons are typically stable objects in diverse one-dimensional (1D) models, but their straightforward extensions to 2D and 3D settings tend to be unstable. In particular, the ubiquitous nonlinear Schrödinger (NLS) equation with the cubic self-focusing, which is also widely known as the Gross-Pitaevskii (GP) equation in the theory of Bose-Einstein condensates (BECs), creates only unstable 2D and 3D solitons, because the same equation gives rise to destructive effects in the form of the critical and supercritical wave collapse in the 2D and 3D cases, respectively. This chapter offers, first, a review of physically relevant settings which, nevertheless, make it possible to create stable 2D and 3D solitons, including ones with embedded vorticity. The main stabilization schemes considered here are: (i) competing (e.g., cubic-quintic) and saturable nonlinearities; (2) linear and nonlinear trapping potentials; (3) the Lee-Huang-Yang correction to the mean-field BEC dynamics, leading to the formation of robust quantum droplets; (4) spin-orbit-coupling (SOC) effects in binary BEC; (5) emulation of SOC in nonlinear optical waveguides, including $\mathcal{PT}$-symmetric ones. Further, the chapter presents a detailed summary of results which demonstrate the creation of stable 2D and 3D solitons by the schemes based on the usual linear trapping potentials or effective nonlinear ones, which may be induced by means of spatial modulation of the local nonlinearity strength. The latter setting is especially promising, making it possible to use self-defocusing media, with the local nonlinearity strength growing fast enough from the center to periphery, for the creation of a great variety of stable multidimensional modes. In addition to fundamental states and vortex rings, the respective 3D modes may be hopfions, i.e., twisted vortex rings which carry two independent topological charges. Many results for the multidimensional solitons have been obtained, in such settings, not only in a numerical form, but also by means of analytical methods, such as the variational and Thomas-Fermi approximation.

Acronyms

1D – one-dimensional
2D – two-dimensional
3D – three-dimensional
a.r. – aspect ratio
b.c. – boundary condition(s)
BdG – Bogoliubov – de Gennes (linearized equations for perturbations around stationary solutions of GP/NLS equations)
BEC – Bose-Einstein condensate
CQ – cubic-quintic (nonlinearity))
CW – continuous wave
FR – Feshbach resonance
GP – Gross-Pitaevskii (equation)
GVD – group-velocity dispersion
HO – harmonic-oscillator (potential)
HV – hidden vorticity
IST inverse-scattering transform (the method for solving integrable nonlinear partial differential equations)
LHY – Lee-Huang-Yang (correction to the MF theory)
MF – mean-field (approximation)
NLS – nonlinear Schrödinger (equation))
OL – optical lattice
PDE – partial differential equation
PhR – photorefractive (optical material)
$\mathcal{PT}$ – parity-time (symmetry)
QD – quantum droplet
TF – Thomas-Fermi (approximation)
TS – Townes soliton
VA – variational approximation
VK – Vakhitov-Kolokolov (stability criterion)
I. INTRODUCTION: THE OBJECTIVE OF THIS CHAPTER

Solitons, alias solitary waves, are self-trapped (localized) objects existing in a great variety of physical media, due to the interplay of basic linear properties, such as dispersion and/or diffraction, and nonlinearity which represents self-attraction of matter or fields that fill the media (Kivshar and Agrawal, 2003; Dauxois and Peyrard, 2006). Parallel to the development of experimental research of solitons in a large number of physical realizations, a great deal of work has been performed on theoretical models producing solitons (as it usually happens, the progress in the theoretical work was much faster). The theory has been developing in two related but distinct directions: on the one hand, elaboration of mathematical models of diverse physical setups, in which the concept of solitons is relevant, and, on the other hand, mathematical investigation of these and many other models (Zakharov et al., 1980; Ablowitz and Segur, 1981; Calogero and Degasperis, 1982; Newell, 1985; Takhtadjian and Faddeev, 1986; Yang, 2010). Actually, some models were introduced on the basis of their mathematical interest, rather than being directly suggested by physical realizations.

The concept of solitons and self-trapping had appeared in one-dimensional (1D) settings. Up to this day, an absolute majority of experimental and theoretical/mathematical studies of solitons have been performed in effectively 1D setups, and in the framework of 1D nonlinear partial differential equations (PDEs). The development of the studies for two- and three-dimensional (2D and 3D) systems, aimed at prediction and experimental creation of multidimensional solitons, is a fascinating possibility. However, a fundamental obstacle which strongly impedes the progress in this direction is the problem of stability of 2D and 3D solitons (Malomed et al., 2005 and 2016; Malomed, 2016; Mihalache, 2017; Kartashov et al., 2019; Malomed, 2019). In most cases, 1D solitons appear as fully stable solutions of the underlying PDEs, and they are readily observed as stable objects in the experiment. On the other hand, the ubiquitous NLS equation with the cubic self-focusing nonlinearity creates only unstable solitons in 2D and 3D spaces, because precisely the same equations gives rise to the phenomena of the wave collapse (alias blowup), i.e., spontaneous formation of singularities in finite times, starting from regular localized (soliton-like) inputs. The collapse governed by the cubic NLS equation is critical in the 2D geometry, i.e., it sets in if the integral norm of the input exceeds a certain critical value; otherwise, the input spreads out. In 3D, the same equation gives rise to the supercritical collapse, for which the threshold value of the norm is zero, i.e., the formation of the singularity may be initiated by the input with an arbitrarily small norm. In either case, the possibility of the collapse makes the formally existing 2D and 3D soliton solutions of the NLS equation completely unstable.

For this reason, the cardinal direction in the work on the vast area of self-trapping in the multidimensional geometry has been elaboration of physically relevant setups in which 3D and 3D solitons may be stabilized (Malomed et al., 2005 and 2016; Malomed, 2016; Mihalache, 2017; Kartashov et al., 2019; Malomed, 2019). One of promising directions is the use of trapping potentials. First of all, this may be a straightforward linear potential, such as the parabolic (alias harmonic-oscillator (OH) one). A more sophisticated option is the use of self-repulsive nonlinearity with a spatially modulate strength of the local interaction. While, in the uniform space, the self-repulsion obviously cannot give rise to self-trapping, it can readily support a remarkable variety of stable 1D, 2D, and 3D localized states (quasi-solitons), provided that the local strength of the self-repulsion in the space of dimension $D$ grows fast enough from the center to periphery (faster than $r^D$, where $r$ is the radial coordinate), as was first proposed by Borovkova et al. (2011a,2011b) and later developed in many other works, see below. The latter setup may be considered as one with an effective nonlinear potential.

The objective of this chapter is to provide a summary of theoretical results obtained on this topic, including a review of diverse methods elaborated for the stabilization of multidimensional solitons in systems of the NLS type, and a detailed account of theoretical results predicting stable 2D and 3D solitons in the framework of the NLS equation including linear or nonlinear potentials. The presentation is arranged as follows. To provide the necessary introduction to the general topic, Section II recapitulates basic results which were firmly established in studies of integrable and non-integrable versions of the one-dimensional NLS equations. Section III leads the reader from 1D to the multidimensional world. In particular, it introduces a concept of the Townes solitons (TSs), which are unstable, by themselves, are closely related to various stabilization schemes, and outlines the fundamental problem of the instability of NLS solitons in the multidimensional space. Section IV provides a summary of basic stabilization schemes, elaborated for the 2D and 3D solitons in systems of the NLS types. Sections V and VI summarize essential predictions for the existence of stable fundamental solitons, as well as topologically structured ones, such as 2D and 3D vortex rings and 3D hopfions (twisted vortex rings), in models including, respectively, linear or nonlinear potentials as the stabilizing factor. Section VII concludes the chapter.
II. THE ONE-DIMENSIONAL NLS (NONLINEAR SCHröDINGER) EQUATION – A UNIVERSAL MODEL OF CLASSICAL AND SEMI-CLASSICAL PHYSICS

A. The general setting

The great amount of work performed on PDEs modeling the wave propagation in 1D dispersive nonlinear media had led, roughly 50 years ago, to the discovery of several celebrated equations, which are fundamentally important as universal models of the theory of nonlinear waves. These equations share the unique property of integrability, which was revealed with the help of the mathematical technique known as the inverse-scattering transform (IST). Three most important items in the list of classical integrable PDEs are the Korteweg - de Vries (KdV), sine-Gordon (SG), and nonlinear Schrödinger (NLS) equations. Methods for solving these equations and results produced by those methods are summarized, in full detail, in several well-known books (Zakharov et al., 1980; Ablowitz and Segur, 1981; Calogero and Degasperis, 1982; Newell, 1985; Takhtadjian and Faddeev, 1986; Rogers and Schief, 2002; Yang, 2010).

The NLS equation plays the central role in the present chapter. In 1D, its scaled form is commonly known:

\[ i\psi_z + \frac{1}{2}\psi_{xx} \pm |\psi|^2 \psi - U(x)\psi = 0. \]  

(2.1)

This equation is commonly used as the model for the propagation of light, with local amplitude \( \psi(x, z) \) of the electromagnetic field, in planar optical waveguides with transverse coordinate \( x \) and propagation distance \( z \) (Kivshar and Agrawal, 2003). In this case, term \( \psi_{xx} \) represents the paraxial diffraction, the cubic term with the top or bottom signs corresponds, respectively, to the self-focusing or defocusing Kerr nonlinearity in the waveguiding material, and \( -U(x) \) is proportional to the local variation of the underlying refractive index, \( \delta n(x) \). On the other hand, Eq. (2.1) with \( z \) replaced by scaled time \( t \) is well known as the semi-classical Gross-Pitaevskii (GP) equation for the mean-field wave function, \( \psi(x, t) \), of a Bose-Einstein condensate (BEC) of ultracold bosonic atoms loaded into a tightly built cigar-shaped trapping potential, which effectively eliminates the transverse coordinates (% and \( z \)), allowing BEC to evolve in time along the axial direction, \( x \) (Pitaevskii and Stringari, 2003). In this case, the top and bottom signs in front of the cubic term in Eq. (2.1) imply, respectively, attractive and repulsive interactions between atoms in the ultracold gas, and a real axial potential, \( U(x) \), is an essential ingredient of experimental setups. The potential which is often used in the experiment represents the harmonic oscillator (HO),

\[ U_{OH}(x) = \left( \frac{\Omega^2}{2} \right) x^2. \]  

(2.2)

Equation (2.1) for the complex wave function \( \psi(x) \) corresponds to the Hamiltonian, which is considered as a functional of \( \psi(x) \) and \( \psi^*(x) \), where * stands for the complex conjugate function:

\[ H = \int_{-\infty}^{+\infty} \left[ \frac{1}{2} |\psi_x|^2 + U(x)|\psi|^2 \mp \frac{1}{2} |\psi|^4 \right] dx. \]  

(2.3)

The NLS equation can be written in terms of the Hamiltonian in the standard form (Takhtadjian and Faddeev, 1986),

\[ \frac{\partial\psi}{\partial z} = -i \frac{\delta H}{\delta \psi^*}, \]  

(2.4)

where \( \delta / \delta \psi^* \) stands for variational (Frechê) derivative, and the application of the derivative makes use of the identities \( |\psi(x)|^2 \equiv \psi(x)\psi^*(x) \) and \( |\psi_x|^2 \equiv \psi_x\psi^*_x \). In the presence of real potential \( U(x) \), the non-integrable equation (2.1) conserves two dynamical invariants: the total norm (alias the integral power, in terms of the optical realization),

\[ N = \int_{-\infty}^{+\infty} |\psi(x)|^2 dx, \]  

(2.5)

and the Hamiltonian.

B. The integrable NLS equation

NLS equation (2.1) is integrable in the free space, with \( U(x) = 0 \) (it is also integrable in the case of a linear potential, \( U(x) = Cx \), as this potential may be eliminated from Eq. (2.1) by means of a gauge transformation (Chen and Liu, 1976)). In the case of the top sign in front of the cubic term (the self-focusing), the family of bright-soliton
solutions to this equation, with arbitrary amplitude $\eta$ and velocity $c$, is commonly known since it was obtained in the same classical work of Zakharov and Shabat (1971), in which the integrability of Eq. (2.1) with $U(x) = 0$ was discovered:

$$
\psi_{\text{sol}}^{(1D)}(x,t) = \eta \text{sech}(\eta(x - cz)) \exp(icitx + ik_{\text{sol}}z).
$$

(2.6)

Here, the soliton’s propagation constant is

$$
k_{\text{sol}} = \frac{1}{2}(\eta^2 - c^2).
$$

(2.7)

In terms of the above-mentioned optics realization, this solution produces a spatial (stripe) soliton, $c$ actually being not the velocity, but the slope of soliton’s stripe in the $(x, z)$ plane. The profile of soliton (2.6) with $\eta = 1$ and $c = 0$ is displayed in Fig. 1(a).

The free-space NLS equation (not necessarily Eq. (2.1), but also ones with a more general nonlinearity, which are not integrable) conserves the total momentum,

$$
P = i \int_{-\infty}^{+\infty} \psi \psi^* dx.
$$

(2.8)

Integrable systems, such as Eq. (2.1) with $U(x) = 0$, conserve an infinite set of higher-order dynamical invariants, in addition to the three lowest ones, $N$, $P$, and $H$, but they do not have a straightforward physical meaning. For the fundamental bright-soliton solution (2.6), values of the basic conserved quantities are

$$
N_{\text{sol}} = 2\eta, P_{\text{sol}} = 2c\eta, H_{\text{sol}} = -\frac{1}{3}\eta^3 + \eta c^2.
$$

(2.9)

The integrability of the NLS equation makes it possible to construct exact solutions for collisions of solitons moving with different velocities (or different spatial slopes, in terms of the spatial-domain light propagation in the planar waveguide), $c_1$ and $c_2$. A well-known result is that the collisions are fully elastic, i.e., the solitons reappear from the collisions with precisely the same shapes, amplitudes, and velocities which they had originally. The only effect produced by the collision is the shift of both solitons along coordinate $x$, and a shift of their intrinsic phases. In particular, solitons with equal amplitudes $\eta$, colliding with velocities $\pm c$, shift in the direction of their motion by

$$
\Delta x = \pm \eta^{-1} \ln \left(1 + 4\eta^2/c^2\right).
$$
FIG. 2. The profile of the local intensity of the wave field, $|\psi|^2$, in the coordinate domain (a), and the intensity of its Fourier transform (b), for the three-soliton (third-order breather), generated by input (2.10) with $N = 3$. Note that the central peak of the breather periodically splits in two secondary peaks, which then recombine back into the single one. The evolution variable is denoted $z$, corresponding to the propagation distance in fiber optics (source: the book by Agrawal (2013)).

Another important manifestation of the integrability of the NLS equation (2.1) in the free space ($U(x) = 0$) with the top sign was discovered by Satsuma and Yajima (1974): the IST technique gives rise to highly nontrivial exact solutions in the form of $N$-solitons, produced by the initial condition

$$
\psi(x, z = 0) = N \text{ sech } x
$$

with integer $N$. These states may be considered as nonlinear superpositions of $N$ solitons with amplitudes $\eta = \{1, 3, ..., 2N - 1\}$. Although the binding energy of such $N$-soliton complexes is exactly equal to zero, the solitons stay together, forming an oscillatory state, which is often called a breather. This solution can be written in a relatively simple form for $N = 2$:

$$
\psi_{\text{two-sol}}(x, t) = 4e^{iz/2} \frac{\cosh (3x) + 3e^{4iz} \cosh x}{\cosh (4x) + 4 \cosh (2x) + 3 \cos (4z)}.
$$

(2.11)

As shown in Fig. 1(b), the two-soliton breather, given by Eq. (2.11), periodically oscillates between broad and narrow shapes, the latter one featuring a single central peak and two small side peaks. For $N = 3$ in Eq. (2.10), the analytical form of the resulting three-soliton solution is cumbersome, while its spatiotemporal evolution, displayed in Fig. 2(a), along with the respective Fourier transform in Fig. 2(b), exhibit a new feature, in comparison with the two-soliton breather: the central peak periodically splits in two, which then recombine back. Only very recently such a third-order soliton (breather) was observed experimentally in BEC (Luo et al., 2020).

The input in the form given by Eq. (2.10) is relevant in the general case too, when $N$ is not an integer. In this case, an explicit solution for $\psi(x, t)$ is not available, but the respective set of scattering data, in terms of the IST method, was also found in an exact form by Satsuma and Yajima (1974). The set contains a higher-order soliton (breather) of order $N_{\text{sol}} = [N + 1/2]$ (with $[\ldots]$ standing for the integer part), “contaminated” by a dispersive radiation component. In particular, input (2.10) with $1/2 < N < 3/2$ creates the output containing exactly one soliton (2.6) mixed with the radiation field.

The NLS equation (2.1) with $U(x) = 0$ and the bottom sign in front of the cubic term, which represents the self-defocusing nonlinearity, gives rise to dark solitons, supported by the continuous-wave (CW) background with nonzero intensity $|\psi|^2 \equiv n_0$ at $|x| \to \infty$. In terms of optics, dark solitons represent a dark spot on top of the uniformly lit backdrop:

$$
\psi_{\text{dark}}(x, z) = \exp (i n_0 z) \left\{ \sqrt{n_0 - c^2} \tanh \left( \sqrt{n_0 - c^2} (x - cz) \right) + ic \right\}.
$$

(2.6')

In the case of $c = 0$, the dark-soliton’s field (2.6') vanishes at $x = 0$. The solution with positive or negative speed $c$, subject to constraint $|c| < \sqrt{n_0}$, represents the dark soliton moving across the background with this speed (moving dark solitons are usually called gray solitons).
Both the bright and dark solitons are completely stable solutions of the respective NLS equation (2.1). In particular, their stability agrees with the necessary (but, generally speaking, not sufficient) condition for the stability of solitons supported by the self-attractive nonlinearity, known as the Vakhitov-Kolokolov (VK) stability criterion (Vakhitov and Kolokolov, 1973; this fundamentally significant criterion is considered in detail in reviews of Bergé (1998) and Zakharov and Kuznetsov (2012), and in the book of Fibich (2015)). The VK criterion is written for the norm of the soliton family, considered as a function of the chemical potential:

\[ dN/dk > 0. \] (2.12)

Indeed, it is obvious that the NLS-soliton’s norm, given by Eq. (2.9), if considered as a function of the chemical potential as per Eq. (2.7), i.e., \( N_{\text{sol}} = 2\sqrt{2k_{\text{sol}}} \), satisfies condition (2.12). Here, this point is considered for the zero soliton’s velocity, \( c = 0 \), because the velocity does not affect the stability of solutions of Galilean-invariant equations, Eq. (2.1) with \( U(x) = 0 \) being one of them. Indeed, any quiescent solution of Eq. (2.1) generates a family of moving ones, with velocity \( c \), by means of the Galilean boost:

\[
\psi(x, z)_{c \neq 0} = \psi(x, z)_{c = 0} (x - cz, z) \exp \left( icx + \frac{i}{2} c^2 z \right). \tag{2.13}
\]

Moreover, the bright soliton realizes the ground state of the NLS-based setup, i.e., it is the state with the lowest value of Hamiltonian (2.3) for fixed norm (2.5) (Zakharov and Kuznetsov, 2012). The simplest way to arrive at this conclusion is to consider an ansatz for the stationary wave function,

\[ |\psi(x)| = A^2 \text{sech} \left( x/W \right), \tag{1} \]

with amplitude \( A \) and width \( W \). The norm (2.5) of the ansatz is

\[ N = 2A^2W. \tag{2.15} \]

Then, following the principle of the variational approximation (VA) (Anderson and Bonnedal, 1979; Anderson, 1983; Malomed, 2002), one calculates the value of Hamiltonian (2.3) for the ansatz (2.14), with \( A^2 \) expressed in terms of \( N \) as per Eq. (2.15):

\[
H_{\text{ans}} = \frac{1}{6} \left( \frac{N}{W^2} - \frac{N^2}{W} \right). \tag{2} \]

Finally, the minimization of this expression identifies the width of the ground state, \( W = 2/N \), which exactly corresponds to the exact bright-soliton solution (2.6).

C. An example of exact solitons in a non-integrable NLS equation with the delta-functional trapping potential

To gain insight into families of NLS solitons in a non-integrable version of the NLS equation, one can Eq. (2.1), with trapping potential \( U(x) = -\varepsilon \delta(x) \), in which rescaling makes it possible to fix \( \varepsilon = 1 \), both signs in front of the nonlinear term, and, moreover, with a more general power of the nonlinearity, viz., \( 2\sigma + 1 \):

\[ i\psi_x + \frac{1}{2} \psi_{xx} \pm |\psi|^{2\sigma+1} \psi + \delta(x) \psi = 0. \tag{2.16} \]

It is easy to find exact solutions for solitons pinned to the trapping center (Wang, Malomed, and Yan, 2019):

\[
\psi(x) = e^{ikz} \left[ \sqrt{k(\sigma + 1)} \text{sech} \left( \sigma \sqrt{2k} (|x| + \xi) \right) \right]^{1/\sigma}, \tag{2.17}
\]

with a real positive constant

\[
\xi = \left( 2\sigma \sqrt{2k} \right)^{-1} \ln \left( \frac{\sqrt{2k} + 1}{\sqrt{2k} - 1} \right) \tag{2.18}
\]

The squared amplitude of the pinned soliton is

\[ A^2(\sigma, k) \equiv |\psi(x = 0)|^2 = [(1 + \sigma) (k - 1/2)]^{1/\sigma}. \tag{2.19} \]
It follows from Eqs. (2.18) and (2.19) that the solutions exist with the propagation constant exceeding a cutoff value,

\[ k > k_{\text{cutoff}} \equiv 1/2, \tag{2.20} \]

the amplitude vanishing at \( k \to 1/2 \).

The norm of solution (2.19) can be explicitly calculated for the cubic nonlinearity, with \( \sigma = 1 \),

\[ N_{\sigma=1}(k) = 2 \left( \sqrt{2k} - 1 \right), \tag{2.21} \]

and for the quintic nonlinearity, with \( \sigma = 2 \):

\[ N_{\sigma=2}(k) = \sqrt{3/2} \left[ \pi - 2 \tan^{-1} \left( \sqrt{2k} \right) \right]. \tag{2.22} \]

Note that the norm given by Eq. (2.21) for \( \sigma = 1 \) diverges at \( k \to \infty \), while in the case of \( \sigma = 2 \), which is the critical one in the 1D setting, the value given by Eq. (2.22) at \( k \to \infty \) is finite:

\[ N_{\sigma=2}(k \to \infty) = \sqrt{3\pi} \left( 2\sqrt{2} \right)^{-1} \approx 1.92. \tag{2.23} \]

Accordingly, there is a discontinuity in the dependence of \( N_{\sigma}(k \to \infty) \) on \( \sigma \). First, it diverges in the subcritical case, \( \sigma < 2 \) – in particular, as

\[ N_{\sigma<2}(k) \approx \sqrt{3\pi} \left( 2\sqrt{2} \right)^{-1} k^{(2-\sigma)/4} \tag{2.24} \]

for \( 0 < 2 - \sigma \ll 2 \). Next, it takes the final value (2.23) in the critical case, \( \sigma = 2 \). Finally, \( N(k \to \infty) \) decays \( \sim k^{-(\sigma-2)/4} \) in the supercritical case, \( \sigma > 2 \).

Dependences \( N(k) \) for \( \sigma \leq 2 \), including the explicitly found ones, given by Eqs. (2.21) and (2.22), satisfy the VK criterion (2.12) at all values of \( k > 1/2 \), at which the solitons exist. In full agreement with the prediction of the criterion, all soliton families (2.17) are fully stable at \( \sigma \leq 2 \) (Wang, Malomed, and Yan, 2019). In the supercritical case, \( \sigma > 2 \), the family (2.17) satisfies theVK criterion in a finite interval of the propagation constant, which can be explicitly found for \( 0 < \sigma - 2 \ll 1 \):

\[ \frac{1}{2} < k < k_{\text{cr}}(\sigma) \approx 8 \frac{(\pi(\sigma-2))^2}{(1 + \sigma)(1/2 - k)} \tag{2.25} \]

A narrow stability interval exists even in the limit of \( \sigma \gg 2 \), with \( k_{\text{cr}}(\sigma) - 1/2 \approx 1/\sigma \). In terms of the norm, the stability interval has a finite size too,

\[ 0 < N < N_{\text{max}}(\sigma) \equiv N_\sigma \left( k = k_{\text{cr}}(\sigma) \right). \tag{2.26} \]

In particular, \( N_{\text{max}}(\sigma = 2) \) is given by Eq. (2.23), and with the growth of \( \sigma \), \( N_{\text{max}}(\sigma) \) monotonously decreases towards \( N_{\text{max}}(\sigma \to \infty) = 1 \).

At \( \sigma > 2 \) and \( k > k_{\text{cr}}(\sigma) \), the pinned solitons are unstable. These results, produced by means of the numerical solution of the stationary version of Eq. (2.16) with the upper sign, are summarized in Fig. 3).

In addition to that, it is possible to produce a family of exact solutions for solitons pinned to the attractive delta-functional potential in the case of the self-repulsive nonlinearity, corresponding to the top sign in Eq. (2.16) (Wang, Malomed, and Yan, 2019):

\[ \psi_{\text{defoc}}(x) = e^{-kz} \left\{ \frac{1}{\sigma\sqrt{2k}} \frac{\sinh \left[ \sigma \sqrt{2k} \left( |x| + \xi \right) \right]}{1 + \sqrt{2k}} \right\}^{1/\sigma}, \tag{2.27} \]

with

\[ \xi = \frac{1}{2\sigma \sqrt{2k}} \ln \left( \frac{1 + \sqrt{2k}}{1 - \sqrt{2k}} \right), \tag{2.28} \]

and the squared amplitude

\[ A^2(\sigma, k) \equiv |\psi_{\text{defoc}}(x)|^2 = [(1 + \sigma)(1/2 - k)]^{1/\sigma}, \tag{2.29} \]
FIG. 3. (a) The dependence of norm $N_\sigma(k)$ on propagation constant $k$, numerically computed from Eq. (2.16) with the top sign in front of the nonlinear term, for $\sigma = 2$, and supercritical values, $\sigma = 2.25, 2.5, 2.75, 3$. According to the VK criterion, the stability interval is one with $dN/dk > 0$. (b) The maximum norm of the pinned solitons, defined as per Eq. (2.26), versus $\sigma$ in the supercritical interval, $2 < \sigma \leq 3$. The figure is borrowed from the paper by Wang, Malomed, and Yan (2019).

cf. the solution given by Eqs. (2.17) - (2.19). As it follows from Eqs. (2.28), the existence region for the localized modes pinned by the attractive delta-functional potential embedded in the defocusing medium is $k < k_{\text{cutoff}} \equiv 1/2$, which is exactly opposite to that in the case of the self-focusing, cf. Eq. (2.20). As for the $N(k)$ dependence for these solutions, it takes a simple form in the case of the cubic self-repulsion, $\sigma = 1$:

$$N_{\text{defoc}}(\sigma = 1, k) = 2 \left(1 - \sqrt{2k}\right),$$

(2.30)

cf. dependence (2.21) for $\sigma = 1$ in the case of the cubic self-attraction.

For localized states supported by self-repulsive nonlinearity, the VK criterion, as the necessary stability condition, is replaced by the anti-VK criterion, with the opposite sign (Sakaguchi and Malomed, 2010):

$$dN/dk < 0,$$

(2.30)

cf. Eq. (2.12). The consideration demonstrates that the solutions given by Eqs. (2.27) and (2.28) satisfy the anti-VK criterion at all values of $\sigma$ and $k$ (see, e.g., Eq. (2.30)). Accordingly, the full stability analysis has demonstrated that all these solutions are indeed stable (Wang, Malomed, and Yan, 2019).

III. THE EXIT TO THE MULTIDIMENSIONAL WORLD

A. Two-dimensional Townes solitons (TSs)

While there are important setups which make it possible to introduce physically relevant 1D systems, as briefly mentioned above, the real world is three-dimensional, and, in some cases, quasi-two-dimensional. This obvious fact strongly suggests to consider 3D and 2D solitons in nonlinear optics, BEC, plasmas, and other nonlinear physical media.

The simplest relevant model which admits direct extension from 1D to 3D and 2D is the cubic NLS/GP equation (in fact, as mentioned above, its 1D version (2.1) was derived by the inverse reduction, $3D \rightarrow 1D$):

$$i\psi_t + \frac{1}{2}\nabla^2 \psi \pm |\psi|^2 \psi - U(r)\psi = 0,$$

(3.1)

where $\nabla^2$ is the 3D or 2D Laplacian, the top and bottom signs in front of the cubic term again correspond to the attractive and repulsive nonlinearity, respectively, and the trapping potential, if any, is assumed to be isotropic, depending on the radial coordinate,

$$r = \sqrt{x^2 + y^2 + z^2}$$

(3.2)

(or $r = \sqrt{x^2 + y^2}$ in 2D). The Hamiltonian corresponding to Eq. (3.1) is

$$H = \frac{1}{2} \int (|\nabla \psi|^2 - |\psi|^4) d^D x,$$

(3.3)
where $\int d^Dx$ stands for the integration in the 3D or 2D space.

Equation (3.1) is written as the GP equation for the three-dimensional BEC. In the realization of the NLS equation as the spatiotemporal propagation equation in optics, the evolutional variable $t$ in Eq. (3.1) is replaced (as in Eq. (2.1)) by the propagation distance, $z$, while one of transverse coordinates is replaced by the local time, $\tau \equiv t - x/V_{gr}$ (Kivshar and Agrawal, 2003), while two other spatial variables, $(x, y)$, keep the meaning of the transverse coordinates in the bulk optical waveguide.

In the multidimensional form, the GP/NLS equation (3.1) is always non-integrable. Powerful numerical methods have been developed for the solution of equations of this type, see reviews by Bao, Jaksch, and Markowich, 2003; Muruganandam and Adhikari, 2009; Vudragović et al., 2012; Bao and Cai, 2013. In particular, the ground state of many settings modeled by the GP equation can be looked for by means of the imaginary-time-integration (alias gradient-flow) method (Bao and Du, 2004). In spite of the complexity of the multidimensional nonlinear GP/NLS equations, in many cases analytical methods, such as the variational and Thomas-Fermi (TF) approximations, can be applied efficiently to these models, as shown, in particular, in sections V and VI of this chapter. In exceptional cases, exact analytical solutions can be found too (see, e.g., Eq. (6.15) below).

Fundamental (isotropic) localized solutions of Eq. (3.1) are looked for in the usual form,

$$\psi(r,t) = e^{-i\mu t}\phi(r),$$

(3.4)

where $\mu < 0$ is a real chemical potential in the case of BEC ($-\mu$ is the propagation constant in the optics model), $r$ is the radial coordinate, and real function $\phi(r)$ obeys the equation

$$\mu \phi + \frac{1}{2} \left( \frac{d^2 \phi}{dr^2} + \frac{D-1}{r} \frac{d\phi}{dr} \right) + \phi^3 = 0,$$

(3.5)

where $D = 2$ or 3 is the spatial dimension. Obviously, localized solutions of Eq. (3.5) have the asymptotic form

$$\phi(r) \sim r^{-(D-1)/2} \exp \left( -\sqrt{-2\mu}r \right).$$

(3.6)

Furthermore, in the 2D case the ansatz

$$\psi(r,\theta,t) = e^{-i\mu t + iS\theta}\phi_S(r),$$

(3.7)

where $\theta$ is the azimuthal coordinate, gives rise to 2D solitons with embedded integer vorticity (alias the winding number) $S = \pm 1, \pm 2, \ldots$ (Kruglov and Vlasov, 1985; Kruglov et al., 1988). In this case, Eq. (3.5) for real function $\phi_S(r)$ is replaced by

$$\mu \phi_S + \frac{1}{2} \left( \frac{d^2 \phi_S}{dr^2} + \frac{1}{r} \frac{d\phi_S}{dr} - \frac{S^2}{r^2} \phi_S \right) + \phi_S^3 = 0.$$  

(3.8)

The asymptotic form of relevant solutions to Eq. (3.8) at $r \to 0$ is obvious too:

$$\phi_S(r) \sim r^{\left| S \right|}.$$  

(3.9)

The presence of the inner hole in the middle of the soliton, represented by Eq. (3.9), lends the vortex solitons an annular (ring-like) shape (see Fig. 13 below, which shows the hole in a 3D soliton with embedded vorticity).

The stationary equations (3.5) and (3.8) are invariant with respect to the conformal transformation,

$$\tilde{\mu} = l^{-2}\mu, \tilde{r} = lr, \tilde{\phi} = l^{-1}\phi,$$

(3.10)

which entails rescaling of the integral norm,

$$\tilde{N} = l^{D-2}N \equiv l^{D-2} \int |\psi|^2 d^Dx,$$

(3.11)

where $l$ is an arbitrary scaling factor. Thus, the norm of the 2D solitons with any vorticity $S$ is invariant with respect to the conformal transformation – in other words, for the soliton family with given $|S|$, the norm takes a single value, which does not depend on $\mu$.

In particular, for the 2D fundamental ($S = 0$) NLS solitons, which are often called Townes solitons (TSs), which were first theoretically considered by Chiao, Garmire, and Townes (1964), this universal value is

$$N_{TS} \approx 5.85.$$  

(3.12)
FIG. 4. (a) A numerically found spatial profile of the two-dimensional TS (Townes soliton). (b) Development of the TS’s collapse shown in a radial cross-section (source: https://www2.mathematik.uni-halle.de/dohnal/SOLIT WAVES/NLS_blowup.pdf).

An analytical approximation for the same value was elaborated by Desaix, Anderson, and Lisak (1991), who used the VA based on the Gaussian ansatz:

\[(N_{TS})_{VA} = 2\pi,\]  

(3.13)

thus the relative inaccuracy of the VA is \(\approx 7\%\). A numerically found plot of the TS is shown (in the Cartesian coordinates) in Fig. 4(a).

As a matter of fact, the TSs were introduced by Chiao, Garmire, and Townes (1964) as the first example of solitons ever considered in optics (under the name of the “self-trapped optical beam”, as this happened before the term “soliton” was coined by Zabusky and Kruskal (1965)). However, the TSs are problematic objects, because they are subject to intrinsic instability, as shown below (nevertheless, weakly unstable TSs were recently created and observed in BEC, see Fig. 5 below).

The same argument which leads to Eqs. (3.11) and (3.12), i.e., the conclusion that the norm of the fundamental TSs does not depend on their size (or chemical potential), applies to the TSs with embedded vorticity, which were introduced, as mentioned above by Kruglov and Vlasov (1985), and Kruglov et al. (1988). At \(S \geq 1\), the constant value of the norm grows nearly linearly with \(S\), see an approximate analytical result for that, given below by Eq. (5.11).

B. Similarities: one- and three-dimensional Townes solitons (TSs)

It is relevant to mention that TSs can be defined in 1D as well as (Abdullaev and Salerno, 2005), as solutions to the 1D NLS equation with the self-attractive quintic term:

\[i\psi_t + \frac{1}{2}\psi_{xx} + |\psi|^4\psi = 0,\]  

(3.14)

with Hamiltonian

\[H = \int_{-\infty}^{+\infty} \left( \frac{1}{2} |\psi_x|^2 - \frac{1}{3} |\psi|^6 \right) dx,\]  

(3.15)

cf. Eqs. (2.3) and (3.3). It admits a family of exact solutions in the form of

\[\psi_{TS}^{(1D)} = e^{-i\mu t} \frac{(-3/2\mu)^{1/4}}{\sqrt{\cosh(2\sqrt{-\mu}x)},}\]  

(3.16)
which exist for all \( \mu < 0 \). Actually, this solution coincides with the one given by Eq. (2.17) with \( \xi = 0 \) (i.e., in the absence of the \( \delta(x) \) term in Eq. (2.16)), in the case of \( \sigma = 2 \), which was determined as the critical one in the above consideration. As well as their 2D counterparts, the entire family of these TSs has the single value of the norm, which is identical to the one given above by Eq. (2.23). Recall that the solitons produced by the same equation including the \( \delta \)-functional potential term, i.e., solutions of Eq. (2.16) with the top sign in front of the nonlinear term with \( \sigma = 2 \), which are given by expressions (2.16) and (2.17), are completely stable. On the contrary to that, all solitons (3.16) are unstable. It is relevant to mention that the substitution of solution (3.16) in expression (3.15) shows that the value of the potential term, i.e., solutions of Eq. (2.16) with the top sign in front of the cubic term and \( \sigma = 2 \), which are given by expressions (2.16) and (2.17), are completely stable.

The asymptotic stage of the supercritical collapse, governed by the 3D version of Eq. (3.1) with the top sign in front of the cubic term and \( U = 0 \), is somewhat different, featuring \( \langle r^2 \rangle \sim (t_{cr} - t)^{-4/5} \) and \( |\psi|_{\text{max}} \sim (t_{cr} - t)^{-3/5} \). These conclusion can be obtained in an analytical form by means of the VA \( (Zakharov and Kuznetsov, 2012) \).
was also mention above), i.e., the collapse may be initiated by an input with an arbitrarily small norm, for which reason it is called the supercritical collapse. Another aspect of this issue is that the collapse in the 2D equation (3.1) always includes a finite norm, \( N > N_{TS} \), therefore it is also called strong collapse (Zakharov and Kuznetsov, 2012). On the other hand, the supercritical collapse governed by the 3D equation (3.1) is called weak collapse because, having no finite threshold in terms of the norm, it may involve a small share of the total norm, while the rest will be thrown away in the course of the blowup.

The analysis similar to that based on Eqs. (3.18) and (3.20), which aims to predict the possibility of the collapse, can be developed in a less rigorous but more general form, which applies to the NLS equation in the space of dimension \( D \) with the self-attraction term of an arbitrary power (not necessarily cubic):

\[
i\psi_t + \frac{1}{2} \nabla^2 \psi + |\psi|^{2\sigma+1} \psi = 0,
\]

the cubic term in Eq. (3.1) corresponding to \( \sigma = 1 \), cf. Eq. (2.16). This equation conserves the norm,

\[
N = \int |\psi| d^D x,
\]

and the Hamiltonian,

\[
H_\sigma = \int \left( \frac{1}{2} |\nabla \psi|^2 - \frac{1}{\sigma+1} |\psi|^{2\sigma+2} \right) d^D x \equiv H_{\text{grad}} + H_{\text{self-focusing}},
\]

cf. Eq. (2.101). Then, following Zakharov and Kuznetsov (2012), one considers a localized isotropic configuration of field \( \psi \), with amplitude \( A \) and size (radius) \( R \). An obvious estimate for the norm is

\[
N \sim A^2 R^D.
\]

Similarly, the gradient and self-focusing terms in Hamiltonian (3.23) are estimated as follows, eliminating \( A^2 \) in favor of \( N \) by means of Eq. (2.116):

\[
H_{\text{grad}} \sim N R^{-2}, \quad H_{\text{self-focusing}} \sim -N^{(\sigma+1)/2} R^{-(\sigma-1)D/2}.
\]

The collapse, i.e., catastrophic shrinkage of the state towards \( R \to 0 \), takes place if the consideration of \( R \to 0 \) for fixed \( N \) reveals that \( H(R \to 0) \to -\infty \) (in other words, the system’s ground state formally corresponds to \( H = -\infty \)). The comparison of the two terms in Eq. (3.24) readily demonstrates that the unconditional (i.e., supercritical) collapse occurs if \( |H_{\text{self-focusing}}| \) diverges at \( R \to 0 \) faster than \( H_{\text{grad}} \), which means

\[
\sigma D > 2.
\]

In the critical case, which corresponds to

\[
\sigma D = 2
\]

(in particular, Eq. (3.26) holds for the 2D cubic (\( \sigma = 2 \)) NLS equation), both terms in Eq. (3.24) feature the same scaling at \( R \to 0 \), the critical collapse taking place if \( N \) exceeds a certain threshold value, as shown above for the cases of \( \sigma = 1 \) and \( D = 2 \), as well as \( \sigma = 2 \) and \( D = 1 \).

The same scaling arguments make it possible to establish a relation between the norm and chemical potential of multidimensional solitons generated by Eq. (3.21):

\[
N \sim (-\mu)^{(2-\sigma D)/(2\sigma)}.
\]

This dependence makes it possible to apply the above-mentioned VK criterion. In the present notation, it takes the form of

\[
dN/d\mu < 0,
\]

cf. Eq. (2.12). Obviously, the VK criterion, if applied to relation (3.27), predicts instability precisely in the case when condition (3.25) holds.

Still more vulnerable to the instability are ring-shaped vortex solitons, such as 2D ones constructed as per Eqs. (3.7) and (3.8). For them, in the presence of the critical collapse, the “most dangerous” (fastest growing) instability mode is not the self-shrinkage driven by the collapse, but spontaneous fission of the ring into a set of fragments.
The general approach to the study of stability is based on the consideration of small perturbations added to the underlying stationary solution. As an appropriate example, one can take 2D vortex solitons of Eq. (3.1), in the form of expression (3.7). The perturbed solution is looked for, in the polar coordinates, as

$$
\psi(r, \theta, t) = e^{-i\mu t + iS\theta} \left\{ \phi_S(r) + \varepsilon \left[ e^{iL_0 + i\Gamma} u(r) + e^{-iL_0 + i\Gamma} v^*(r) \right] \right\},
$$

(3.29)

where $\varepsilon$ is an infinitesimal amplitude of the perturbation, integer $L$ is its azimuthal index, complex functions $u(r)$ and $v(r)$ represent the perturbation eigenmode, and $\Gamma$, which may be complex too, is the eigenvalue. The substitution of ansatz (3.29) in Eq. (3.1) (with $U = 0$ and the top sign in front of the cubic term) and linearization with respect to $\varepsilon$ leads to a system of the Bogoliubov - de Gennes (BdG) equations,

$$
(i\Gamma + \mu) u + \frac{1}{2} \left( \frac{d^2u}{dr^2} + \frac{1}{r} \frac{du}{dr} - \frac{(S + L)^2}{r^2} u \right) + \phi_S^2(r) (2u + v) = 0,
$$

(3.30)

$$
(-i\Gamma + \mu) v + \frac{1}{2} \left( \frac{d^2v}{dr^2} + \frac{1}{r} \frac{dv}{dr} - \frac{(S - L)^2}{r^2} v \right) + \phi_S^2(r) (2v + u) = 0,
$$

(3.31)

which should be solved numerically, with boundary conditions (b.c.) \{ $u(r), v(r)$ \} $\rightarrow$ 0 at $r \rightarrow \infty$ and \{ $u \sim r^{|S+L|}, v \sim r^{|S-L|}$ \} at $r \rightarrow 0$.

The underlying solution is stable if all eigenvalues $\Gamma$ have zero real parts. In the particular example corresponding to Eqs. (3.30)-(3.32), all the vortex solitons are unstable, but the derivation of the BdG equation outlined here sets a pattern for the derivation in other models, which may produce stable solutions, as shown below.

As concerns the 2D TSs with $S = 0$, produced by the cubic NLS equation (3.1), the system of BdG equations (3.30) and (3.31) does not give rise to unstable eigenvalues for them. In fact, the collapse-driven instability of the TS is subexponential, being accounted for by a pair of zero eigenvalues (this fact explains the initially very slow growth of the instability observed in Fig. 4(b)), while the splitting instability of vortex-ring solitons carrying $S \neq 0$ is accounted for by a finite exponential instability growth rate, with Re ($\Gamma$) $\neq 0$.

The VK criterion, given by Eq. (3.28), is related to the stability eigenvalues: if the criterion holds, the spectrum does not contain purely real eigenvalues $\Gamma > 0$; however, the criterion ignores the possibility of the existence of complex eigenvalues with Re ($\Gamma$) $> 0$ and Im ($\Gamma$) $\neq 0$. In particular, the instability of the solitons in region (3.25), driven by the supercritical collapse, is accounted for by a real positive $\Gamma$, therefore it is detected by the VK criterion. On the other hand, as it is shown below, the splitting instability of vortex rings is dominated by complex eigenvalues, hence it is ignored by the criterion.

D. The experimental situation: observation of weakly unstable Townes solitons (TSs) in Bose-Einstein condensates (BECs)

The fact that the instability of the TSs is weak, as outlined above, makes it possible to create them in experiments. Very recently, such results were reported in BEC. First, TSs composed of $\simeq 15 \times 10^3$ atoms of cesium were successfully made and observed by Chen and Hung (2020) in an effectively two-dimensional setup, under the action of strong confinement applied in the third direction. This result was achieved by means of the quenching method, i.e., switch of the nonlinearity sign from repulsion to attraction by means of the Feshbach resonance (FR), i.e., the possibility to alter the strength and sign of the effective interaction between atoms in BEC, with the help of uniform dc magnetic field (Pollack et al., 2009; Bauer and Lettner, 2009; Chin et al., 2010; Tojo et al., 2010). The FR allows one to switch the sign of the interaction from repulsion to attraction, thus initiating the creation of solitons. The observed profile of the TS was close to the one produced by the numerical solution of Eq. (3.8) (see Fig. 4(a)). In fact, the experiment reported in that work produced not a single TS, but a set of them with different sizes, produced by the modulational instability of a self-attractive condensate with a smooth distribution of the density.

In a subsequent experiment, Chen and Hung (2021) have demonstrated that the profiles and sizes of individual TSs indeed obey the above-mentioned scaling invariance, see Eqs. (3.10) and (3.11). Furthermore, it was observed that non-negligible long-range dipole-dipole interactions between atoms in the same BEC of cesium does not break the scaling invariance. The latter finding may be explained by the analysis performed by Sakaguchi and Malomed (2011), who had demonstrated that, in the “additional” mean-field (MF) approximation, which considers the interaction of the magnetic dipole momentum of an individual atom with magnetostatic field created by the distribution of the
momentum density of all other atoms in the condensates, amounts to a renormalization of the effective strength of the contact interaction, represented by the cubic term in Eq. (3.1). Namely, the scattering length of the contact interactions, $a_s$, to which the cubic coefficient is proportional in the unscaled form of the GP equation (Pitaevskii and Stringari, 2003), is replaced by

$$a_s \to (a_s)_\text{eff} = a_s + m d^2 / \hbar^2,$$

(3.33)

where $d$ is the dipole momentum, and $m$ is the atomic mass (in fact, this relation was derived for a gas of particles (small molecules) carrying an electric dipole moment, but the result for the magnetic moments is essentially the same).

Other recent experimental results demonstrating the creation of observable TSs were reported by Bakkali-Hassani et al. (2021). They used a mixture of two atomic states in $^{87}$Rb. It is known that, in this species, the FR cannot switch the interaction sign from repulsion to attraction. Instead, the effectively two-dimensional experimental setup used a relatively small number of atoms in one state, $\sim 1000$, embedded into a gas composed of a much larger number of atoms in the second state. The respective system of scaled 2D GP equations for wave functions of the two components, $\psi_{1,2}$, is (cf. Eq. (3.1))

$$i (\psi_1)_t + \frac{1}{2} \nabla^2 \psi_1 + (g_{11} |\psi_1|^2 + g_{12} |\psi_2|^2) \psi_1 = 0,$$

(3.34)

$$i (\psi_2)_t + \frac{1}{2} \nabla^2 \psi_2 + (g_{22} |\psi_2|^2 + g_{21} |\psi_1|^2) \psi_2 = 0,$$

(3.35)

where $g_{11,22}$ and $g_{12} \equiv g_{21}$ are, respectively, positive coefficients accounting for the self-repulsion of each component and cross-repulsion between them (the equality of $g_{12}$ and $g_{21}$ is an obvious symmetry property of the system). While no direct attractive interactions are possible in this case, the well-known condition,

$$g_{11} g_{22} < g_{12}^2$$

(3.36)

makes the binary BEC immiscible (Mineev, 1967; Timmermans, 1998). This condition can be imposed in binary condensates of $^{87}$Rb atoms, as demonstrated experimentally by Tojo et al. (2010). Effectively, this implies that the minority component features immiscibility-induced self-attraction, which makes it possible to create a TS, on top of the majority background with a nonzero density. The experimentally observed 2D density plot demonstrating the creation of the TS, and its radial profile, compared to the numerical solution of Eq. (2.103), are displayed in Fig. 5.

The existence of the well-established TS was observed on the time scale $\sim 50$ ms. Other experimental runs reported by Bakkali-Hassani et al. (2021) demonstrate, as well, slow decay of the TSs and the start of their collapsing.

IV. THE CENTRAL ISSUE: STABILIZATION SCHEMES FOR MULTIDIMENSIONAL SOLITONS

A. Scalar (single-component) models in free space (no external potential)

The simplest possibility to arrest the onset of the collapse, and thus stabilize multidimensional fundamental solitons, is to introduce 2D and 3D versions of the NLS equation with the cubic-quintic (CQ) nonlinearity, i.e.,

$$i \psi_t + \frac{1}{2} \nabla^2 \psi + |\psi|^2 \psi - |\psi|^4 \psi = 0,$$

(4.1)

where all coefficients may be set equal to $\pm 1$ by means of obvious rescaling. The 2D version of Eq. (4.1) can be implemented in optics, considering the light propagation in a bulk waveguide filled by a dielectric material whose intrinsic optical nonlinearity may be accurately approximated by the combination of the cubic self-focusing and quintic defocusing, such as liquid carbon disulfide (Tominaga and Yoshihara, 1995; Kong et al., 2009; Edilson et al., 2013).

The same CQ nonlinearity in optics can be also realized in colloidal suspensions of metallic nanoparticles (Reyna and de Araújo, 2017). In the latter case, the size and concentration of the particles may be used as parameters controlling actual values of coefficients in front of the cubic and quintic terms in the counterpart of Eq. (4.1), written in the original physical units (before the rescaling is applied to cast the NLS equation in the form Eq. (4.1)). Furthermore, in a particular region of values of the control parameters, the colloid may feature the effective optical nonlinearity including a septimal (seventh-order) term too. In the appropriately scaled form, the cubic-quintic-septimal generalization of Eq. (4.1) takes the form of

$$i \psi_t + \frac{1}{2} \nabla^2 \psi + \sigma_3 |\psi|^2 \psi - \sigma_5 |\psi|^4 \psi - |\psi|^6 \psi = 0,$$

(4.2)
FIG. 5. Left: the experimentally observed density distribution in a quasi-stable TS (Townes soliton) created in a minority component of a binary condensate of $^{87}$Rb atoms, embedded in a majority background. The effective self-attraction in the minority component, which is necessary to build the TS, is induced by the immiscibility of the binary system. Right: the experimentally observed radial profile of the same TS (the chain of dots), fitted to the respective numerical solution of Eq. (3.5). The inset shows the same data on the semilog scale, highlighting the exponentially decaying structure of the TS’s tails (source: Bakkali-Hassani et al., 2021).

where it is assumed that the highest septimal term is self-defocusing (to prevent the onset of the collapse), while the coefficients in front of the cubic and quintic ones, $\sigma_3$ and $\sigma_5$, may have any sign. In fact, the rescaling makes it possible to set $\sigma_5 = \pm 1$ (unless $\sigma_5 = 0$), keeping $\sigma_3$ as an irreducible parameter which is allowed to take any positive or negative real value. Furthermore, Reyna and de Araujo (2014) had experimentally demonstrated a regime in which the competing nonlinearities are represented by the quintic and septimal terms, while the cubic one nearly vanishes ($\sigma_3 \approx 0$).

Similar nonlinearities of the CQ type occur in other optical media too, including chalcogenide glasses, with a chemical composition different from usual optical silica (Boudebs et al., 2003), organic materials (stilbazolium derivatives, as shown experimentally by Zhan et al., 2002), and cold atomic gases (Greenberg and Gauthier, 2012). Furthermore, it was demonstrated by Reshef et al. (2017) that the CQ nonlinearity is a generic feature of optical systems with a low linear refractive index (they play an important role in modern photonics, known as “epsilon-near-zero” media, see reviews by Liberal and Engheta (2017), and Niu et al. (2018)). It is also relevant to mention that artificial CQ nonlinearity can be constructed by means of the cascading mechanism, which induces a higher-order effective nonlinearity as a chain of lower-order ones (Dolgaleva, Shin, and Boyd, 2009).

The addition of the defocusing cubic term represents an effect of saturation of the underlying cubic self-focusing. In other cases, the saturation is adequately modeled by the NLS equation with rational, rather than polynomial, nonlinearity:

$$i\psi_t + \frac{1}{2} \nabla^2 \psi + \frac{|\psi|^2}{1 + |\psi|^2} \psi = 0.$$  \hspace{1cm} (4.3)

This equation was introduced by Anderson and Bonnedal (1979) for the propagation of laser beams in plasmas. Essentially the same type of the saturation finds important realizations in optics as a model for the propagation of light beams in semiconductor-doped glasses (Rossignol et al, 1987; Coutaz and Kull, 1991), as well as for beams with extraordinary polarization in photorefractive (PhR) crystals (Segev et al., 1992; Efremidis et al. 2002). Note that, by means of transformation $\psi = \exp (it) \tilde{\psi}$, Eq. (4.3) can be written in another form, which is often used too:

$$i\tilde{\psi}_t + \frac{1}{2} \nabla^2 \tilde{\psi} - \frac{1}{1 + |\tilde{\psi}|^2} \tilde{\psi} = 0.$$  \hspace{1cm} (4.4)

A very essential difference of the saturable nonlinearity, as it is written in Eqs. (4.3) or (4.4), from the CQ term in Eq. (4.1) is the fact that the saturable nonlinearity may stabilize only fundamental 2D solitons, while their counterparts with embedded vorticity remain completely unstable against spontaneous splitting (Firth and Skryabin, 1997). On the contrary, the combination of the cubic self-focusing and quintic defocusing can stabilize 2D solitons with any integer value of embedded vorticity (winding number) $S$ (Quiroga-Teixeiro and Michinel, 1997; Malomed,
Crasovan, and Mihalache, 2002; Davydova and Yakimenko, 2004), although for \( S \geq 3 \) the stability region becomes very narrow, see Eq. (4.14) below (Pego and Warchall, 2002). Solutions for vortex solitons are looked for by means of the same substitution as written above in Eq. (3.7), which leads to the following radial equation for the stationary wave amplitude:

\[
\mu \phi_S + \frac{1}{2} \left( \frac{d^2 \phi_S}{dr^2} + \frac{1}{r} \frac{d \phi_S}{dr} - \frac{S^2}{r^2} \phi_S \right) + \phi_S^3 - \phi_S^5 = 0,
\]

(4.5)

cf. Eq. (3.8). The stability of these states is investigated by taking perturbed solutions in the same form (3.29) as introduced above. Then, the linearization leads to the system of equations for small perturbations, of the BdG type, which is a straightforward extension of Eqs. (3.30) and (3.31):

\[
(i \Gamma + \mu) u + \frac{1}{2} \left( \frac{d^2 u}{dr^2} + \frac{1}{r} \frac{du}{dr} - \frac{(S + L)^2}{r^2} u \right) + \phi_S^2(r) (2u + v) - \phi_S^4 (3u + 2v) = 0,
\]

(4.6)

\[
(-i \Gamma + \mu) v + \frac{1}{2} \left( \frac{d^2 v}{dr^2} + \frac{1}{r} \frac{dv}{dr} - \frac{(S - L)^2}{r^2} v \right) + \phi_S^2(r) (2v + u) - \phi_S^4 (2u + 3v) = 0.
\]

(4.7)

Equations (4.6) and (4.7) should be supplemented, as above, by b.c. (3.32). The NLS equation with the saturable quintic self-focusing (without cubic terms),

\[
i \psi_t + \frac{1}{2} \nabla^2 \psi + \frac{|\psi|^4}{1 + |\psi|^4} \psi = 0,
\]

(4.8)

cf. Eq. (4.3), may be a relevant model as well, applying, in a certain parameter region, to the light propagation in a waveguide filled with liquid carbon disulfide (Reyna et al., 2016).

In all these realizations of the NLS equation with the polynomial (in particular, CQ) or saturable nonlinearity in optics, \( t \) is actually the propagation distance (usually denoted \( z \), in that context), and the relevant realization is two-dimensional, with transverse coordinates \((x, y)\) in the bulk waveguides modeled by these equations. The full 3D realization would make it necessary to consider the spatiotemporal propagation in the same waveguides, which is far from implementation in experiments.

**B. The wave field in the trapping potential**

Another generic possibility to stabilize 2D and 3D solitons against the collapse driven by the cubic self-focusing, and to partly stabilize vortex solitons against the splitting instability, is to add a trapping potential to the multidimensional NLS/GP equation. The usually considered potential is a straightforward multidimensional extension of the one-dimensional HO potential (2.2). Thus, in the 3D case, Eq. (3.1) is replaced by

\[
i \psi_t + \frac{1}{2} \nabla^2 \psi + \frac{|\psi|^4}{1 + |\psi|^4} \psi = 0.
\]

(4.9)

This form of the HO potential implies a possibility of its anisotropy, with \(\Omega_{x,z}^2 \neq \Omega_{y}^2\), which keeps the axial symmetry in the \((x, y)\) plane (this is the usual situation which takes place in experiments (Pitaevskii and Stringari, 2003)), but breaks the spherical symmetry. In principle, one may also consider a fully anisotropic potential, with \(\Omega_{x}^2 \neq \Omega_{y}^2\). In optics, the NLS equation may be three-dimensional, modeling the spatiotemporal propagation of light in the bulk waveguide, but the trapping potential may only be two-dimensional, which corresponds to \(\Omega_{z} = 0\) in Eq. (4.10), as the potential cannot be a quadratic function of time.

Stationary solutions of Eq. (4.10), with vorticity \( S \), are naturally looked for, in cylindrical coordinates,

\[
\left\{ \rho \equiv \sqrt{x^2 + y^2}, \theta, z \right\}
\]

(4.10)

as a 3D version of ansatz (3.7):

\[
\psi = e^{-i \mu t + i S \theta} \phi_S (\rho, z),
\]

(4.11)
with real function \( \phi_S \) satisfying equation

\[
\mu \phi_S + \frac{1}{2} \left( \frac{d^2 \phi_S}{d \rho^2} + \frac{1}{\rho} \frac{d \phi_S}{d \rho} - \frac{S^2}{\rho^2} \phi_S + \frac{d^2 \phi_S}{d z^2} \right) + \phi_S^3 - \frac{1}{2} (\Omega_{x,y}^2 \rho^2 + \Omega_z^2 z^2) \phi_S = 0.
\]

(4.12)

The NLS/GP equation (4.9) with the axially symmetric but spherically asymmetric trapping potential conserves three dynamical invariants, viz., the norm (see also Eq. (3.22))

\[
N = \int \int \int dx dy dz |\psi(x, y, z, t)|^2,
\]

(4.13)

z-component of the angular momentum,

\[
M_z = -i \int \int \int dx dy dz \psi^*(\frac{\partial \psi}{\partial y} - y \frac{\partial \psi}{\partial x}) \equiv -i \int_0^\infty \rho d\rho \int_0^{2\pi} d\theta \int_{-\infty}^{+\infty} d z \psi^* \frac{\partial \psi}{\partial \theta}
\]

(4.14)

(it is written here in terms of both the Cartesian coordinates and cylindrical ones, defined as per Eq. (4.10)), and the Hamiltonian (cf. Eq. (3.3)):

\[
H = \frac{1}{2} \int \int \int dx dy dz \left\{ |\nabla \psi|^2 - |\psi|^4 + \left[ \Omega_{x,y}^2 (x^2 + y^2) + \Omega_z^2 z^2 \right] |\psi|^2 \right\}.
\]

(4.15)

In the case when the HO potential is isotropic, with \( \Omega_{x,y}^2 = \Omega_z^2 \), Eq. (4.9) conserves not only the z-component (4.14), but the full vectorial angular momentum,

\[
M = -i \int \int \int dx dy dz \psi^* (r \times \nabla) \psi.
\]

(4.16)

In the general form, the stability of the stationary states is addressed by looking for a perturbed solution of Eq. (4.10), in the cylindrical coordinates, as

\[
\psi(r, \theta, z, t) = e^{-i \mu t + i S \theta} \left\{ \phi_S(\rho, z) + \varepsilon \left[ e^{i L \theta + \Gamma t} u(\rho, z) + e^{-i L \theta + \Gamma^* t} v^*(\rho, z) \right] \right\},
\]

(4.17)

which is a straightforward extension of the 2D ansatz (3.29). The substitution of this in Eq. (4.9) and linearization with respect to the small amplitude \( \varepsilon \) of the perturbation leads to the corresponding system of the BdG equations,

\[
(i \Gamma + \mu) u + \frac{1}{2} \left[ \frac{d^2 u}{d \rho^2} + \frac{1}{\rho} \frac{d u}{d \rho} - \frac{(S + L)^2}{\rho^2} u + \frac{d^2 u}{d z^2} \right] + \phi_S^2(\rho, z) (2 u + v) - \frac{1}{2} (\Omega_{x,y}^2 \rho^2 + \Omega_z^2 z^2) u = 0,
\]

(4.18)

\[
(-i \Gamma + \mu) v + \frac{1}{2} \left[ \frac{d^2 v}{d r^2} + \frac{1}{r} \frac{d v}{d r} - \frac{(S - L)^2}{r^2} v + \frac{d^2 v}{d z^2} \right] + \phi_S^2(\rho, z) (2 v + u) - \frac{1}{2} (\Omega_{x,y}^2 \rho^2 + \Omega_z^2 z^2) v = 0,
\]

(4.19)

cf. Eqs. (3.30), (3.31) and (4.6), (4.7). Equations (4.18) and (4.19) should be solved numerically, subject to b.c.

\[
u \sim \rho^{S+L}, \; v \sim \rho^{S-L} \text{ at } \rho \to 0,
\]

(4.20)

cf. Eq. (3.32).
C. Spatially periodic potentials

Optical-lattice (OL) potentials, which may be induced, as interference patterns, by pairs of counter-propagating laser beams illuminating the BEC, provide a versatile toolbox for experimental and theoretical studies of atomic condensates (Brazhnyi and Konotop, 2004; Morsch and Oberthaler, 2006; Lewenstein, Sanpera, and Ahufinger, 2012; Dutta et al., 2015). The general 3D form of the OL potential is

\[ U(x, y, z) = - \left( V_0 \cos \left( \frac{2\pi}{L_x} x \right) + V_0 \cos \left( \frac{2\pi}{L_y} y \right) + V_0 \cos \left( \frac{2\pi}{L_z} z \right) \right), \]

(4.21)

where different amplitudes \((V_0)_{x,y,z}\) and periods \(L_{x,y,z}\) imply a possibility to consider anisotropic lattice potentials, and the respective NLS/GP equation is written as

\[ i\psi_t + \frac{1}{2} \nabla^2 \psi + |\psi|^2 \psi + U(x, y, z) \psi = 0. \]

(4.22)

The 3D lattice potential is sufficient to stabilize both fundamental and vortex solitons. In particular, although the periodic potential breaks the spatial isotropy, the soliton’s vorticity (alias the winding number) may be unambiguously defined in this case too (Baizakov, Malomed, and Salerno, 2003; Yang and Musslimani, 2003).

The 2D reduction of the three-dimensional OL potential (4.21) is obvious. An essential finding is that the quasi-2D lattice potential in the 3D space, i.e., potential (4.21) with \((V_0)_z = 0\), is sufficient for the stabilization of fully three-dimensional solitons; similarly, the quasi-1D potential, with only \((V_0)_x \neq 0\), is sufficient for the stabilization of 2D solitons, although the quasi-1D lattice cannot stabilize full 3D solitons (Baizakov, Malomed, and Salerno, 2004; Mihalache et al., 2004a; Leblond, Malomed, and Mihalache, 2007).

Another relevant form of the OL potential in the 2D space (as well as a quasi-2D potential in 3D) is a radial lattice. The corresponding 2D NLS/GP equation takes the form of

\[ i\psi_t + \frac{1}{2} \nabla^2 \psi + |\psi|^2 \psi - V \left( \rho \equiv \sqrt{x^2+y^2} \right) \psi = 0, \]

(4.23)

where the radial potential was considered in various forms – in particular, as

\[ V_{\text{Bessel}}(\rho) = -V_0 J_0(\rho/a), \]

(4.24)

with Bessel function \(J_0(\rho/a)\), by Kartashov, Vysloukh, and Torner (2004), and as the radially periodic potential,

\[ V_{\cos}(\rho) = -V_0 \cos(2k\rho), \]

(4.25)

(cf. Eq. (2.62)) by Baizakov, Malomed, and Salerno (2006).

In optics, the underlying NLS equation may be three- or two-dimensional, for the spatiotemporal or spatial-domain propagation, respectively. The effective periodic potential, representing the photonic-crystal structure in this equation (including its 3D version) may be solely two-dimensional, corresponding to the spatially-periodic modulation of the local refractive index in the transverse plane (see books by Joannopoulos et al. (2008), Skorobogaty and Yang (2009), and Yang (2010)).

A powerful method, which has made it possible to create many species of 2D optical solitons in PhR materials (see the review by Lederer et al. 2002), was proposed and implemented by Efremidis et al. (2002, 2003). It makes use of the fact that the light with ordinary polarization propagates linearly in PhR crystals, hence interference of laser beams with such polarization can be used to induce an effective (virtual) lattice pattern in the bulk material, while light with the extraordinary polarization, illuminating the same material, is subject to the action of strong saturable nonlinearity (Segev et al., 1992). The result includes self-focusing of the extraordinarily-polarized probe beam (as in Eq. (4.4)) and the XPM-mediated action of the virtual lattice potential, which is optically induced by the interference pattern in the ordinary polarization. The effective 2D equation for the spatial-domain propagation of the probe field \(u\) is (Efremidis et al. 2002, 2003)

\[ iu_z + \frac{1}{2} \left( u_{xx} + u_{zz} \right) - \frac{E_0 u}{1 + |u|^2 + U_0 \left[ \cos(2\pi x/L_x) + \cos(2\pi y/L_y) \right]} = 0, \]

(4.26)

where \(z\) is the propagation constant, \((x, y)\) are the transverse coordinates, \(U_0\) is the strength of the virtual lattice potential, and \(E_0\) is the dc electric field which induces the saturable nonlinearity (self-focusing and defocusing for \(E_0 > 0\) and \(E_0 < 0\), respectively). Thus, Eq. (4.26) introduces a 2D model similar to one based on Eqs. (4.22) and
FIG. 6. Typical examples of stable 2D gap solitons with embedded vorticity $S = 2$, produced by the two-dimensional NLS/GP equation with a lattice potential (the 2D version of potential (4.21)) and self-repulsive cubic nonlinearity. Panels (a) and (b) display density distributions in loosely- and tightly bound vortex gap solitons, respectively (source: Sakaguchi and Malomed, 2004b).

(4.21), but with a more complex structure. Note that the lowest-order expansion of Eq. (4.26) for small $|u|^2$ and $U_0$ reduces to the 2D version of Eq. (4.22).

The above models with lattice potentials, based on Eqs. (4.22) and (4.23), are written with the self-focusing (self-attractive) sign in front of the cubic term. In realization provided by optical media, this is virtually always the case. In BEC, the opposite, self-repulsive nonlinearity, is more typical, corresponding to natural repulsive interactions between atoms in the BEC, although the sign may be switched to the attraction by means of FR. In the case of the self-repulsive nonlinearity, 2D and 3D self-trapped states can be created, with the help of the OL potential, as gap solitons. Further, stable 2D gap solitons with intrinsic vorticity were constructed by Sakaguchi and Malomed (2004), see examples in Fig. 6.

D. Nonlinear trapping potentials

a. Potentials based on attractive nonlinearities

Quite interesting predictions for the creation of stable multidimensional soliton-like (self-trapped) states were reported using the NLS/GP equation with effective nonlinear potentials induced by local modulation of the coefficient in front of the cubic term in the equation. The general form of the equation is

$$i\psi_t + \frac{1}{2}\nabla^2\psi + g(x, y, z)|\psi|^2\psi = 0.$$  (4.27)

Following the terminology used since long ago in solid-state physics (Harrison, 1966), such settings are sometimes referred to as pseudopotentials. In optics, 1D and 2D versions of this model can be realized in media with spatially inhomogeneous distributions of density of resonant dopants, which affect the local strength of the self-focusing (Hukride, Runde, and Kip, 2003). In BEC, Eq. (4.27) can be implemented in the space of any dimension by means of FR with the local strength controlled by a spatially inhomogeneous dc magnetic field (Ghanbari et al., 2006; Bauer et al., 2009) or by an appropriately patterned optical field, which also can also control the FR (Yamazaki et al., 2010; Clark et al., 2015).

Many theoretical and experimental results obtained for solitons supported by spatially periodic nonlinear potentials, as well as by combinations of nonlinear and linear lattices, were summarized in a review by Kartashov, Malomed, and Torner (2011). A majority of these results pertain to 1D setups. 2D nonlinear lattices can support stability of solitons against the collapse under special conditions, such as a necessity to use nonlinear potentials with sharp edges. Examples of 2D settings of the latter type were elaborated, in particular, for the 2D version of Eq. (4.27) with radial modulation profiles in the form of an annulus (Sakaguchi and Malomed, 2006) or step-wise structure (Sakaguchi and...
Malomed, 2012), i.e.,

\[ i\psi_t + \frac{1}{2} \nabla^2 \psi + g(r) |\psi|^2 \psi = 0, \tag{4.28} \]

with, respectively,

\[ g_{\text{annulus}}(r) = \begin{cases} 
1, & \text{at } r_{\text{min}} < r < r_{\text{max}}, \\
0, & \text{at } r < r_{\text{min}} \text{ and } r > r_{\text{max}},
\end{cases} \tag{4.29} \]

or

\[ g_{\text{step}}(r) = \begin{cases} 
1, & \text{at } r < r_{\text{max}}, \\
1 - \Delta g, & \text{at } r > r_{\text{max}},
\end{cases} \tag{4.30} \]

where constraint \( 0 < \Delta g < 1 \) is imposed. The modulation profile (4.29) maintains stable 2D solitons, provided that the annulus is not too narrow, viz., for \( r_{\text{min}}/r_{\text{max}} < 0.47 \), while profile (4.30) provides stability of 2D solitons in an interval \( \Delta N \) of the norm around its TS value (3.12) which scales \( \sim \Delta g \) for \( \Delta g \ll 1 \).

b. Potentials based on the repulsive nonlinearity

A different option for the creation of highly stable self-trapped states was proposed by Borovkova et al. (2011a,b). It is based on Eq. (4.28) with the self-defocusing (repulsive) nonlinearity, \( g(r) < 0 \), whose local strength, \( |g(r)| \), diverges at \( r \to \infty \) as

\[ g(r \to \infty) \approx -g_0 r^\alpha, \tag{4.31} \]

with positive constant \( g_0 \) (Borovkova et al. 2011a), or faster – in particular, as an anti-Gaussian, i.e.,

\[ g(r \to \infty) \approx -g_0 \exp \left( \frac{r^2}{r_0^2} \right), \tag{4.32} \]

(Borovkova et al. 2011b). The corresponding stationary 3D and 2D solutions with chemical potential \( \mu > 0 \) are looked for as

\[ \psi_{3D} = e^{-i\mu t} \phi(r), \psi_{2D} = e^{-i\mu t + iS^0} \phi(r), \tag{4.33} \]

where \( S = 0, 1, 2, \ldots \) is vorticity, \( S = 0 \) corresponding to the ground state (fundamental stationary solution). The substitution of ansatz (4.33), with dimension \( D = 3 \) or 2, in Eq. (4.28) leads to the respective stationary equation,

\[ \mu \phi + \frac{1}{2} \left( \frac{d^2 \phi}{dr^2} + \frac{D - 1}{r} \frac{d \phi}{dr} - \frac{S^2}{r^2} \phi \right) + g(r) \phi^3 \tag{4.34} \]

(term \( S^2/r^2 \) appears here only in the 2D case).

Although the nonlinearity in Eq. (4.28) is self-repulsive at all values of \( r \), the fact that the repulsion is stronger at large \( r \) suggest a possibility to produce self-trapped states. This possibility is clearly confirmed by the TF approximation, which neglects derivatives in Eq. (4.34) and thus yields the following approximate solution of this equation:

\[ \phi_{\text{TF}}^2(r) = \begin{cases} 
(\mu - S^2 r^{-2}) / |g(r)|, & \text{at } r > S/\sqrt{\mu}, \\
0, & \text{at } r < S/\sqrt{\mu},
\end{cases} \tag{4.35} \]

(Obviously, this approximation makes sense only for \( \mu > 0 \)). The “inner hole” in the 2D version of this expression at \( r < S/\sqrt{\mu} \) (with \( S \geq 1 \) is a known artifact of the TF approximation (see a review by Fetter (2009)), while the actual solution has the usual asymptotic form at \( r \to 0 \), namely, \( \phi(r) \approx \text{const} \cdot r^{|S|} \). The applicability condition for the TF approximation is

\[ (dg/dr)^2 \ll \mu g^2, \tag{4.36} \]

which, in particular, always holds at large \( r \) for \( g(r) \) given by Eq. (4.31).

A necessary condition for the self-trapping is the convergence of the total norm corresponding to the TF approximation,

\[ N_{\text{TF}} = 2\pi (D - 1) \int_0^\infty \phi_{\text{TF}}^2(r) r^{D-1} dr. \tag{4.37} \]
Thus, for \( g(r) \) with the power-law asymptotic form (4.31), the integral in Eq. (4.37) converges for \( \alpha > D \), as well as for \( g(r) \) with the anti-Gaussian asymptotic form (4.32).

For \( g(r) \) with \( \alpha < D \) in Eq. (4.31), it was demonstrated by Zeng and Malomed (2017) that 2D solutions of Eq. (4.34), as well as their 1D counterparts (they are produced by Eq. (4.34) with \( D = 1 \), \( S = 0 \), and \( r \) replaced by \( |x| \) in Eq. (4.31)), are meaningful too. They include localized continuous waves (CWs), globally approximated by the TF expression (4.35) with \( S = 0 \), as well as localized dark vortices in 2D, and localized dark solitons in 1D (including bound states of dark solitons). These are modes of such types created on top of the weakly localized CWs. They feature nontrivial stability boundaries in the respective parameter spaces (in particular, bound states of localized dark solitons are weakly unstable, while localized dark vortices with \( S = 2 \) may be stable).

E. The Gross-Pitaevskii (GP) equation with Lee-Huang-Yang (LHY) corrections for quantum droplets (QDs)

a. The 3D model

The recent progress in both theoretical and experimental work with multidimensional soliton-like (self-trapped) objects has been greatly advanced by the advent of the concept of QDs, proposed by Petrov (2015). It offers a practically feasible possibility to suppress the collapse in 3D and 2D binary (two-component) BEC with attractive interactions, thus making it possible to create stable self-trapped “droplets”, which are usually not called solitons, but are quite similar states. Actually, the term “droplet” is adopted because the condensate density in them cannot exceed a certain maximum value, making this quantum state of matter effectively incompressible, similar to fluids.

In terms of the theory, the analysis of Petrov (2015) led to the 3D GP equation with an extra quartic term suppressing the onset of the collapse driven by the usual cubic self-attraction. The extra term is induced by the Lee-Hung-Yang effect (Lee, Huang, and Yang, 1957), which represents an effective correction induced by quantum fluctuations around the MF (mean-filed) states described by the GP equation.

To derive the LHY correction, one starts with the energy density of the binary BEC in the MF approximation:

\[
\mathcal{E}_{\text{MF}} = \frac{1}{2}g_{11}n_1^2 + \frac{1}{2}g_{22}n_2^2 + g_{12}n_1n_2,
\]

(4.38)

where \( g_{11,22} > 0 \), and \( g_{12} < 0 \) are coupling constants which determine, respectively, the strengths of the self-repulsive interaction between atoms in the same species (component), and cross-attraction between atoms belonging to different species, while \( n_{1,2} \) are atomic densities of the two species. The combination of the intra-component repulsion and cross-component attraction makes the binary condensate obviously miscible. In the MF approximation, the collapse occurs if the cross-attraction is effectively stronger than the self-repulsion, which means

\[
-g_{12} > \sqrt{g_{11}g_{22}}.
\]

(4.39)

In the experiments of Cabrera et al. (2018), Cheiney et al. (2018), and Semeghini et al. (2018), the two species were realized as atomic states of \(^{39}\text{K}, \text{viz}, [F,m_F] = [1,-1] \) and [1, 0], where \( F \) and \( m_F \) stand, respectively, for the total angular momentum of the potassium atom and its \( z \)-component. In this case, scattering lengths \( a_s \) of repulsive collisions are the same for both species, suggesting to define

\[
g_{11} = g_{22} \equiv g = 4\pi\hbar^2m/a_s,
\]

(4.40)

while the inter-species attraction is controlled by means of FR.

The LHY correction to the energy density (4.38) was derived by Petrov (2015) as a contribution from the zero-point energy of the Bogoliubov excitations around the MF state with equal densities of the mixed components, \( n_1 = n_2 \equiv n \):

\[
\mathcal{E}_{\text{LHY}} = \frac{128}{30\sqrt{\pi}}g^2n^3\sqrt{n a_s^3},
\]

(4.41)

where \( m \) is the atomic mass. In a dilute condensate, the LHY term (4.41), \( \sim n^{5/2} \) is, generally, much smaller than the MF ones, \( \sim n^2 \), in Eq. (4.38), hence the LHY correction is negligible, as one might expect. However, when FR is used to tune \( g_{12} \) so that it is close to the equilibrium point, \( g_{12} = -g \) (see Eq. (4.39)), at which the MF self-repulsion is nearly balanced by a slightly stronger cross-attraction between the components, the LHY term becomes essential. Thus, one can define the parameter of the weak residual MF attraction,

\[
0 < -\delta g \equiv -(g_{12} + g) \ll g.
\]

(4.42)
The final result is the LHY-corrected GP equation in 3D for equal wave functions $\psi$ of both components, derived by Petrov (2015) in the following scaled form:

$$i\partial_t \psi + \frac{1}{2} \nabla^2 \psi + 3|\psi|^2 \psi - \frac{5}{2} |\psi|^3 \psi,$$

(4.43)

cf. the usual GP equation (4.27). Here, the quartic self-repulsive term, $(5/2) |\psi|^3 \psi$, represents the LHY correction which prevents the onset of the collapse.

The derivation of the LHY-amended GP was revised by Hu and Liu (2020), who have taken into regard the pairing field. Finite-temperature effects, which can essentially change the structure and stability of QDs were considered in detail by Wang, Liu, and Hu (2021).

It is relevant to mention that, in addition to theoretically predicted (Petrov, 2015) and experimentally demonstrated (Cabrera et al., 2018, Cheiney et al., 2018, and Semeghini et al., 2018) fundamental QD states, their stable counterparts with embedded vorticity $S = 1$ and $2$ were predicted too (Kartashov et al., 2018).

b. Lower dimensions: 2D and 1D Under the action of extremely tight confinement applied in direction ($z$), reduction of the 3D equation (4.43) to a 2D model was carried out by Petrov and Astrakharchik (2016). In this case, the energy density of the binary BEC with equal densities $n$ of the two components becomes

$$E_{2D} = \frac{8\pi n^2}{\ln^2(|a_{12}|/a_s)} \left[ \ln \left( \frac{n}{(n_0)_{2D}} \right) - 1 \right],$$

(4.44)

where $a_s > 0$ is the same as in Eq. (4.40), $a_{12} < 0$ is the scattering length corresponding of the attractive inter-species interaction, and the reference density is

$$(n_0)_{2D} = (2\pi)^{-1} \exp (-2\gamma - 3/2) (a_s |a_{12}|)^{-1} \ln(|a_{12}|/a_s)$$

($\gamma \approx 0.5772$ is the Euler’s constant), cf. Eqs. (4.38) and (4.41) in the 3D situation. The corresponding 2D LHY-amended GPE for equal wave functions of both components is

$$i\partial_t \psi = -\frac{1}{2} \nabla^2 \psi + \frac{8\pi}{\ln^2(|a_{12}|/a_s)} \ln \left( \frac{|\psi|^2}{\sqrt[2D]{e(n_0)_{2D}}} \right) |\psi|^2 \psi.$$

For the theoretical analysis, it is convenient to cast this equation in the following scaled form:

$$i\partial_t \psi = -\frac{1}{2} \nabla^2 \psi + \ln \left( |\psi|^2 \right) |\psi|^2 \psi.$$

(4.45)

The increase of density from $|\psi|^2 < 1$ to $|\psi|^2 > 1$ leads to the change of the sign of the logarithmic factor in Eq. (4.45). As a result, the cubic term in this equation is self-focusing at $|\psi|^2 < 1$, maintaining the formation of QDs, and defocusing at $|\psi|^2 > 1$, thus arresting the transition to the collapse, and securing the stability of 2D QDs. Furthermore, Eq. (4.45) gives rise to stable QDs with embedded vorticity $S$ – at least, up to $S = 5$ (Li et al., 2018).

For the 1D setting with extremely tight confinement in the two transverse directions, the analysis performed by Petrov and Astrakharchik (2016) yields the following effective energy density:

$$E_{1D} = \delta g \cdot n^2 - \frac{4\sqrt{\gamma}}{3\pi} (g n)^{3/2},$$

(4.46)

cf. Eqs. (4.38), (4.41), and (4.44), where $\delta g$ and $g$ are the same coefficients as in Eqs. (4.40) and (4.42) The respective LHY-amended GP equation features a combination of the usual MF cubic nonlinearity and a quadratic term, representing the LHY correction in the 1D setting:

$$i\partial_t \psi = -(1/2)\partial_{xx} \psi + \delta g \cdot |\psi|^2 \psi - (\sqrt{2}/\pi) g^{3/2} |\psi|^2 \psi.$$

(4.47)

Note that the LHY-induced quadratic term is self-focusing in Eq. (4.47), on the contrary to the defocusing sign of the quartic term in the 3D equation (4.43). Because the most interesting results for QDs are obtained in the case of the competition between the residual MF term and the LHY-induced correction, in the 1D case the relevant situation is one with $\delta g > 0$, when the residual MF self-interaction is repulsive, in contrast with the residual self-attraction adopted in the 3D setting, as mentioned above.
The substitution of ansatz (4.51) in the linearized version of Eqs. (4.48) and (4.49) yields two branches of the wave vector \( k \) with 2D wave vector equations with cubic self-attraction can never create stable solitons in 2D settings. (Sakaguchi, Li, and Malomed, 2014). Prior to the publication of the latter result, it was commonly believed that NLS presents), and the signs in front of the cubic terms, including the cross-nonlinear ones, with \( \gamma > 0 \), correspond to attractive interactions between atoms in the condensate. In this case, the system of Eqs. (4.48) and (4.49) gives rise to 2D solitons which may be stable states realizing the system’s ground state in the 2D setting with cubic attraction at the ionic lattice (Dresselhaus, 1955; Bychkov and Rashba, 1984). Although the true spin of bosonic atoms, used for this purpose, is zero, the spinor wave function of electrons may be mapped into the two-component wave function of the condensate, thus realizing pseudospin 1/2 (Lin, Jiménez-García, and Spielman, 2011; Galitski and Spielman, 2013). While most experimental work on this topic addressed effectively 1D settings, the realization of the SOC in the 2D binary BEC was reported too, by Wu et al. (2016). The 2D and 3D realizations are obviously necessary for the creation of multidimensional solitons.

In the MF approximation, the system of effectively two-dimensional GP equations for the two-component wave function, \((\psi_+,\psi_-)\), can be written as follows (Zhang, Mao, and Zhang, 2012; Sakaguchi et al., 2018):

\[
\begin{align*}
\partial_t \psi_+ & = -\frac{1}{2} \nabla^2 \psi_+ + \left( \lambda_R \tilde{D}^{[-]} \psi_- - i \lambda_D \tilde{D}^{[+]} \psi_- \right) - (|\psi_+|^2 + \gamma|\psi_-|^2)\psi_+ - \Omega \psi_+, \\
\partial_t \psi_- & = -\frac{1}{2} \nabla^2 \psi_- - \left( \lambda_R \tilde{D}^{[+]} \psi_+ + i \lambda_D \tilde{D}^{[-]} \psi_+ \right) - (|\psi_-|^2 + \gamma|\psi_+|^2)\psi_- + \Omega \psi_-,
\end{align*}
\]

(4.48)

(4.49)

where linear operators

\[
\tilde{D}^{[\pm]} \equiv \partial/\partial x \pm i \partial/\partial y
\]

(4.50)

represent SOC of the Rashba and Dresselhaus types, with real strengths \( \lambda_R \) and \( \lambda_D \), respectively. Thus, the SOC terms linearly couple two components of the pseudospinor wave function, in Eqs. (4.48) and (4.49), by means of the first spatial derivatives.

The last terms in these equations, with real \( \Omega \), represent the Zeeman splitting between the components (if it is present), and the signs in front of the cubic terms, including the cross-nonlinear ones, with \( \gamma > 0 \), correspond to attractive interactions between atoms in the condensate. In this case, the system of Eqs. (4.48) and (4.49) gives rise to 2D solitons which may be stable states realizing the system’s ground state in the 2D setting with cubic attraction (Sakaguchi, Li, and Malomed, 2014). Prior to the publication of the latter result, it was commonly believed that NLS equations with cubic self-attraction can never create stable solitons in 2D settings.

A relevant characteristic of the SOC system (4.48)-(4.50) is the linear dispersion relation for its plane-wave solutions with 2D wave vector \( \mathbf{k} = (k_x, k_y) \),

\[
\psi_\pm \sim \exp \left(i \mathbf{k} \cdot \mathbf{r} - i \omega t\right).
\]

(4.51)

The substitution of ansatz (4.51) in the linearized version of Eqs. (4.48) and (4.49) yields two branches of the dispersion relation:

\[
\omega = \frac{1}{2} k^2 \pm \sqrt{(\lambda_R^2 + \lambda_D^2)k^2 + 4\lambda_R \lambda_D k_x k_y + \Omega^2},
\]

(4.52)

which is anisotropic in the plane of \((k_x, k_y)\). In the special case of

\[
\lambda_D = \pm \lambda_R \equiv \lambda,
\]

(4.53)
which was actually realized by Lin, Jiménez-Garcia and Spielman (2011) in the first experimental demonstration of the SOC in binary BEC, the pseudospin-dependent (second) term in right-hand side of Eq. (4.52) becomes effectively one-dimensional, as it contains a single wave-vector component, either \((k_x + k_y)\) or \((k_x - k_y)\):

\[
\omega = \frac{1}{2} k^2 \pm \sqrt{2\lambda^2 (k_x \pm k_y)^2 + \Omega^2},
\]

(4.54)

The 2D model with a quasi-1D form of SOC, which is actually tantamount to the system of Eqs. (4.48) and (4.49), was recently considered by Kartashov et al. (2020). The respective system is written as

\[
[i \partial_t + \frac{1}{2} \nabla^2 + i \lambda \sigma_x \partial_x + \left(\begin{array}{cc}
|\psi_+|^2 + \gamma |\psi_-|^2 & 0 \\
0 & |\psi_-|^2 + \gamma |\psi_+|^2
\end{array}\right) + \Omega \sigma_z] \Psi,
\]

(4.55)

where the pseudospinor weave functions is define as \(\Phi = \{\psi_+, \psi_-\}, \sigma_x\) and \(\sigma_z\) being the usual Pauli matrices.

The branch of dispersion weave functions is defined as \(\Phi = \{\psi_+, \psi_-\}\), \(\sigma_x\) and \(\sigma_z\) being the usual Pauli matrices.

The branch of dispersion relation (4.52) with the bottom sign in front of the pseudospin-dependent term splits the axis of \(\omega\) into a semi-infinite band, \(\omega > \omega_{\text{min}}\), where the branch takes it values, and a semi-infinite spectral gap, \(\omega < \omega_{\text{min}}\), where the plane-wave solutions (4.51) of the linearized system of Eqs. (4.48) and (4.49) do not exist. In particular, in the case of \(\lambda_D = 0\) and \(\lambda_R = \lambda\), or vice versa, the boundary of the semi-infinite gap is

\[
\omega_{\text{min}} = \begin{cases} 
-1/2 \left(\lambda^2 + \Omega^2 / \lambda^2\right), & \text{if } |\Omega| < \lambda^2, \\
-|\Omega|, & \text{if } |\Omega| > \lambda^2.
\end{cases}
\]

(4.56)

The full nonlinear system of Eqs. (4.48) and (4.49) conserves the total norm,

\[
N = \iint (|\psi_+|^2 + |\psi_-|^2) dxdy = N_+ + N_-,
\]

(4.57)

which is proportional to the number of atoms in the condensate, the vectorial momentum (which is conserved in spite of the absence of the Galilean invariance),

\[
P = i \iint (\psi_+^* \nabla \psi_+ + \psi_-^* \nabla \psi_-) dxdy,
\]

(4.58)

cf. Eq. (2.18), and the energy,

\[
E = E_{\text{kin}} + E_{\text{int}} + E_{\text{pseudospin}} + E_{\text{Zeeman}},
\]

(4.59)

which includes kinetic, interaction, pseudospin, and Zeeman terms:

\[
E_{\text{kin}} = \frac{1}{2} \iint (|\nabla \psi_+|^2 + |\nabla \psi_-|^2) dxdy,
\]

(4.60)

\[
E_{\text{int}} = -\frac{1}{2} \iint \left[(|\psi_+|^4 + |\psi_-|^4) + 2\gamma |\psi_+|^2 |\psi_-|^2\right] dxdy,
\]

(4.61)

\[
E_{\text{pseudospin}} = \iint \left[\psi_+^* \left(\lambda_R \hat{D}^\dagger - i \lambda_D \hat{D}^{\dagger +}\right) \psi_- - \psi_-^* \left(\lambda_R \hat{D}^{\dagger +} + i \lambda_D \hat{D}^\dagger\right) \psi_+\right] dxdy.
\]

(4.62)

\[
E_{\text{Zeeman}} = -\Omega \iint \left(|\psi_+|^2 - |\psi_-|^2\right) dxdy.
\]

(4.63)

The comparison of Eqs. (4.48) and (4.49) with the underlying system of the GP equations, written in physical units, shows that the unit length in Eqs. (4.48) and (4.49) typically corresponds to the spatial scale \(\sim 1\ \mu m\). Further, assuming typical values of the transverse confinement length (in the third direction) \(\sim 3\ \mu m\) and the scattering length of the interatomic attraction \(\sim -0.1\ \text{nm}\), one concludes that \(N = 1\) in the scaled notation is tantamount to \(\sim 3 \times 10^3\) atoms in the condensate. In addition to that, a characteristic strength \(\Omega = 1\) of the Zeeman splitting in Eqs. (4.48) and (4.49) translates, in physical units, to strengths between \(2\pi \times 100\ \text{Hz}\) and \(2\pi \times 1\ \text{KHz}\) (Sakaguchi et al., 2018).

A system of three (rather than two) coupled GP equations in 2D, with the interaction between the three components mediated by linear SOC terms, was addressed by Adhikari (2021). These components form a spinor wave function with spin 1. A similar system of GP equations for the three-component spinor wave function in 3D was studied by Gautam and Adhikari (2018).
FIG. 7. The spectrum (4.66), produced by the linearization of the simplified SOC equations (4.63) and (4.64), plotted for $\Omega = 10$. The spectrum clearly displays the presence of the finite bandgap (4.67) (source: Li et al. (2017)).

a. The reduced two-dimensional system with strong spin-orbit coupling and a finite spectral bandgap The system of Eqs. (4.48) and (4.49) can be essentially simplified, still keeping the ability to produce stable 2D solitons, in the limit case when the presence of strong SOC makes it possible to neglect the kinetic energy in comparison to it, see Eqs. (4.59) and (4.61). In other words, in this case one may drop terms $\sim \nabla^2$ in Eqs. (4.48) and (4.49) (Li et al. 2017; Sakaguchi and Malomed, 2018). Following the latter works, the respective 2D system is considered with $\lambda_D = 0$ and, eventually, setting $\lambda_R = 1$ by means of rescaling:

\begin{align}
\frac{i}{\partial_t} \psi_+ &= \left( \frac{\partial \psi_-}{\partial x} - i \frac{\partial \psi_-}{\partial y} \right) - (|\psi_+|^2 + \gamma |\psi_-|^2) \psi_+ - \Omega \psi_+, \\
\frac{i}{\partial_t} \psi_- &= - \left( \frac{\partial \psi_+}{\partial x} + i \frac{\partial \psi_+}{\partial y} \right) - (\gamma |\psi_+|^2 + |\psi_-|^2) \psi_- + \Omega \psi_-.
\end{align}

(4.64) \hspace{1cm} (4.65)

Then, looking for plane-wave solutions to the linearized version of Eqs. (4.64) and (4.65) as

\[ \psi_\pm \sim \exp(ipx + iqy - i\omega t) \]

(4.66)

(cf. Eq. (4.51)) one obtains two branches of the dispersion relation,

\[ \omega = \pm \sqrt{\Omega^2 + p^2 + q^2}, \]

(4.67)

as shown in Fig. 7. Unlike its counterpart (4.52) produced by the full system of Eqs. (4.48) and (4.49), this spectrum features not a semi-infinite bandgap, but, instead, an obvious finite bandgap,

\[ |\omega| < |\Omega|, \]

(4.68)

in which stable 2D gap solitons can be found as solutions to the full system of nonlinear equations (4.52) and (4.53) (Sakaguchi and Malomed, 2018).

Actually, branches of the full spectrum (4.52) cover (eliminate) the finite bandgap (4.67), but this happens at very large values of $k$. This fact implies that, in the framework of the full system, the gap solitons will start decay through emission of radiation, but the emission rate will be exponentially small.
G. Nonlinear optical couplers emulating the spin-orbit coupling (SOC)

1. A spatiotemporal coupler emulating SOC in two dimensions

In the spirit of possibilities to emulate matter-wave phenomenology by means of optics and vice versa, a realization of the stabilization mechanism for 2D optical solitons, operating similar to that in Eqs. (4.48), (4.49) and (4.55), was proposed by Kartashov et al. (2015). The model is based on the consideration of the spatiotemporal propagation of light in a dual-core planar waveguide (coupler) with the Kerr nonlinearity acting in each core. In this case, amplitudes of the electromagnetic waves in the two cores of the coupler, $q_1$ and $q_2$, form a pseudospinor wave function which obeys the following system of equations.

\begin{align*}
\frac{i}{\hbar} \frac{\partial q_1}{\partial \xi} &= -\frac{1}{2} \left( \frac{\partial^2}{\partial \eta^2} + \frac{\partial^2}{\partial \tau^2} \right) q_1 - |q_1|^2 q_1 - \left( C + i \delta \frac{\partial}{\partial \tau} \right) q_2 - \beta q_1, \\
\frac{i}{\hbar} \frac{\partial q_2}{\partial \xi} &= -\frac{1}{2} \left( \frac{\partial^2}{\partial \eta^2} + \frac{\partial^2}{\partial \tau^2} \right) q_2 - |q_2|^2 q_2 - \left( C + i \delta \frac{\partial}{\partial \tau} \right) q_1 + \beta q_2,
\end{align*}

Here $\xi$ is the scaled propagation distance, $\eta$ are $\tau$ are, respectively, the transverse and temporal coordinates, the group-velocity-dispersion (GVD) coefficient (assuming the anomalous sign of the GVD), effective diffraction coefficient, and Kerr coefficients are scaled to be 1, $C$ is the real coupling coefficient, $\delta$ accounts for the temporal dispersion of the coupling, and $\beta$ determines the phase-velocity mismatch between the cores. This system is similar to Eq. (4.55), with the SOC terms represented by the first derivatives acting on the single coordinate, $\tau$, which is sufficient for the stabilization of spatiotemporal solitons in this system (solitons which feature self-trapping in both temporal and spatial directions in optical media are often called “light bullets”, as was first proposed by Silberberg (1990)). As concerns the dispersion relation for the linearized system of Eqs. (4.69) and (4.70), the respective plane-wave solutions are sought for as

\begin{equation}
q_{1,2} \sim \exp \left( ik \eta - i \omega \tau + ib \xi \right),
\end{equation}

cf. Eqs. (4.51) and (4.66). The result is the relation between the real propagation constant $b$, transverse wavenumber $k$ and frequency $\omega$:

\begin{equation}
b = -\frac{1}{2} \left( k^2 + \omega^2 \right) \pm \sqrt{(C + \delta \omega)^2 + \beta^2},
\end{equation}

which is similar to Eq. (4.54).

2. The parity-time ($PT$) symmetric SOC-emulating optical-coupler model

Another possibility for the emulation of 2D SOC by means of spatiotemporal propagation of optical waves in planar dual-core couplers with the Kerr nonlinearity was elaborated by Sakaguchi and Malomed (2016). That setting makes it possible to combine SOC, nonlinearity, and the effect known as parity-time ($PT$) symmetry.

Settings featuring the $PT$ symmetry may be considered as ones designed at the border between conservative and dissipative systems. This concept had appeared in quantum mechanics as a possibility to realize non-Hermitian Hamiltonians which, nevertheless, produce purely real spectra of energy eigenvalues (see a review of the topic by Bender (2007), and a book by Moiseyev (2011)). The basic idea is to construct a Hamiltonian which includes a complex potential $U(r)$, whose real and imaginary parts are, respectively, even and odd functions of coordinates, $r = \{x, y, z\}$:

\begin{equation}
U(r) = U_{\text{even}}(r) + iU_{\text{odd}}(r),
\end{equation}

hence the potential satisfies the symmetry condition

\begin{equation}
U(-r) = U^*(r)
\end{equation}

(recall $*$ stands for the complex conjugate). A well-known examples is the 1D potential,

\begin{equation}
U(x) = U_0 x^2 (ix)^z,
\end{equation}
which, with $U_0 > 0$ and real $\varepsilon$, obviously satisfies condition (4.74). It is known that each eigenvalue of the HO potential, to which potential (4.75) reduces at $\varepsilon = 0$, continues, at all values $\varepsilon > 0$, as a real positive eigenvalue, monotonously increasing with the growth of $\varepsilon$. On the other hand, at $\varepsilon < 0$ the $\mathcal{PT}$ symmetry suffers breaking through a chain of bifurcations at which pairs of adjacent eigenvalues collide and become complex (unphysical) with the increase of $|\varepsilon|$. The last surviving eigenvalue is one originating at $\varepsilon = 0$ from the HO’s ground state. The complex potential (4.75) gives rise to no real eigenvalues at $\varepsilon < -1$.

While experimental realization of the $\mathcal{PT}$ symmetry in quantum mechanics is a challenge, it can be readily emulated in optics, as reviewed by Makris et al. (2011). Indeed, the paraxial light propagation in the spatial domain obeys the equation of the Schrödinger type for local amplitude $u(z, x)$ of the electromagnetic field. In the planar waveguide, its scaled form is

$$
i \frac{\partial u}{\partial z} + \frac{1}{2} \frac{\partial^2 u}{\partial x^2} - U_{\text{even}}(x)u = iU_{\text{odd}}(x)u,$$  

(4.76)

where an even real function $-U_{\text{even}}(x)$ represents a spatially even modulation of the local refractive index, while an odd real function $U_{\text{odd}}(x)$ represents a globally balanced distribution of local gain ($U_{\text{odd}}(x) > 0$) and loss ($U_{\text{odd}}(x) < 0$).

This setup was used by Rüter et al. (2010) in the experimental realization of the $\mathcal{PT}$ symmetry in optics. Although the model represented by Eq. (4.76) is a dissipative one, it shares basic properties, such as the possibility of generating a purely real spectrum of eigenvalues, with conservative systems.

While the concept of the $\mathcal{PT}$ symmetry is a linear one, its realization in optics suggests to combine it with the Kerr nonlinearity of optical media. This possibility opens the way to creation of a large variety of $\mathcal{PT}$-symmetric solitons (see reviews by Konotop, Yang, and Zezyulin, 2016, and Suchkov et al. 2016).

The blend of SOC and $\mathcal{PT}$ symmetry, proposed Sakaguchi and Malomed (2016), is based on the use of a dual-core waveguide (coupler). This setup is natural, as couplers provide optical platforms for the emulation of both the SOC (see Eqs. (4.69), (4.70)) and $\mathcal{PT}$ symmetry, provided that the two cores of the coupler carry mutually balanced gain and loss (Driben and Malomed, 2011; Alexeeva et al., 2012). The $\mathcal{PT}$-symmetric coupler may be designed in the 2D form as well (Burlak and Malomed, 2013).

The “blended” model is based on the following system of NLS equations for amplitudes $u_1$ and $u_2$ of the electromagnetic waves in the coupled cores:

$$i (u_1)_z + \frac{1}{2} ((u_1)_{tt} + (u_1)_{xx}) - \delta \cdot (u_2)_x + u_2 + |u_1|^2 u_1 = i \Gamma u_1,$$

(4.77)

$$i (u_2)_z + \frac{1}{2} ((u_2)_{tt} + (u_2)_{xx}) + \delta \cdot (u_1)_x + u_1 + |u_2|^2 u_2 = -i \Gamma u_2.$$

(4.78)

Here, $z$ is the propagation distance, $x$ and $t$ are the transverse and temporal coordinates, assuming the anomalous GVD, real $\Gamma > 0$ represents real gain and loss coefficients in the two cores, while the coefficients of the Kerr nonlinearity, paraxial diffraction, and inter-core coupling are scaled to be 1. Unlike Eqs. (4.69) and (4.70), this system does not include dispersion of the coupling, while the pseudo-SOC terms $\mp \dot{\delta} \cdot (U_{2,1})_{xx}$ account for “skewness” of the coupling in the transverse direction, assuming that the layer separating the guiding cores has an oblique structure, as schematically shown in Fig. 8. Roughly speaking, light couples point $x$ in the top core to point $x + \delta$ in the bottom one.

The dispersion relation for the plane-wave solutions of the linearized version of Eqs. (4.77) and (4.78), looked for as

$$u_{1,2} \sim \exp (i k x - i \omega t + i b z)$$

(4.79)

(cf. Eq. (4.71)), is

$$\left( b + \frac{1}{2} \omega^2 + \frac{1}{2} k^2 \right)^2 = 1 - \Gamma^2 + (\delta \cdot k)^2,$$

(4.80)

cf. Eq. (4.72). This dispersion relation demonstrates that the $\mathcal{PT}$ symmetry holds at $\Gamma \leq 1$, i.e., under the condition that the gain-loss coefficient is smaller than the inter-core coupling constant, which is scaled to be 1. Further consideration of Eq. (4.80) demonstrates that it gives rise to solutions for propagation constant $b$ taking values in the semi-infinite band:

$$b < b_{\text{max}} \equiv \left\{ \begin{array}{ll}
(1/2) \left[ \delta^2 + (1 - \Gamma^2) \delta^{-2} \right], & \text{at } \delta^2 > \sqrt{1 - \Gamma^2}, \\
\sqrt{1 - \Gamma^2}, & \text{at } \delta^2 < \sqrt{1 - \Gamma^2}.
\end{array} \right.$$  

(4.81)

Accordingly, solitons may exist in the remaining semi-infinite bandgap, i.e., at $b > b_{\text{max}}$ (Sakaguchi and Malomed, 2016).
FIG. 8. A scheme of the planar coupler with an oblique layer between the guiding cores, which realizes the model based on Eqs. (4.77) and (4.78). Amplitudes of the electromagnetic waves in the top and bottom cores are $u_2$ and $u_1$, respectively. Slanted lines designate the skew of the intermediate layer, measured by transverse shift $\delta$ (source: Sakaguchi and Malomed, 2016).

3. Stabilization of 1D solitons in the SOC-emulating skewed coupler with the quintic self-focusing

A similar, although effectively one-dimensional, scheme, based on the dual-core system with the skewed coupling between the cores and the quintic self-focusing carried by the cores, was elaborated by Shamriz, Chen, and Malomed (2020b). As mentioned above, the quintic self-focusing plays the special role in 1D equations of the NLS type, leading to the critical collapse in that case. Accordingly, the one-dimensional pseudo-SOC makes it possible to suppress the critical collapse driven by the quintic self-attraction, and thus stabilize solitons in the system.

The corresponding system of coupled one-dimensional NLS equations is

\[
\begin{align*}
    iu_z + \frac{1}{2} u_{xx} + |u|^4 u + v - \delta \cdot v_x &= 0, \\
    iv_z + \frac{1}{2} v_{xx} + |v|^4 v + u + \delta \cdot u_x &= 0,
\end{align*}
\]

where $\delta$ has the same meaning as in Eqs. (4.77) and (4.78). Looking for solutions to the linearized system of Eqs. (4.83) and (4.84) as

\[
\begin{align*}
    \{u,v\} \sim \exp (ikz + iqx),
\end{align*}
\]

one derives the dispersion relation between the propagation constant ($k$) and transverse wavenumber, $q$:

\[
k = -(1/2)q^2 \pm \sqrt{1 + \delta^2 q^2}.
\]

The spectrum determined by Eq. (4.85) includes bandgaps, i.e., intervals of $k$ in which the linear plane waves do not exist, hence they may be populated by solitons, in the framework of the full nonlinear system. In the case of $\delta^2 > 1$ (when the pseudo-SOC is strong enough), it is the semi-infinite main bandgap,

\[
k > k_{\text{max}} = \frac{\delta^4 + 1}{2\delta^2}.
\]

Formal values of $q$ in the main bandgap are complex, hence solitons populating it have oscillatory tails.

In the case of $\delta^2 < 1$, there is an additional finite annex bandgap, adjacent to the main one:

\[
1 < k < \frac{\delta^4 + 1}{2\delta^2}.
\]

In the annex bandgap, formal values of $q$ are purely imaginary, hence the respective solitons have tails monotonously decaying at $|x| \to \infty$. Further details can be found in the paper by Shamriz, Chen, and Malomed (2020b).
H. Three-dimensional SOC systems

The most ambitious objective of the work with systems of GP equations incorporating SOC terms is to use such
terms to predict a possibility of the stabilization of 3D solitons. This problem was addressed by Zhang et al. (2015)
in the work which made use of the scaled GP system, including SOC of the Weyl type and the attractive cubic
nonlinearity, written for the two-component pseudospinor wave function $\Psi = \{\psi_+, \psi_-\}$:

$$i\frac{\partial}{\partial t} + \frac{1}{2} \nabla^2 + i\lambda \nabla \cdot \sigma + \left(\begin{array}{cc} |\psi_+|^2 + \eta|\psi_-|^2 & 0 \\ 0 & |\psi_-|^2 + \eta|\psi_+|^2 \end{array}\right) \Psi = 0.$$  \hspace{1cm} (4.88)

Here $\lambda$ is the SOC coefficient, $\sigma = \{\sigma_x, \sigma_y, \sigma_z\}$ is the vector of the Pauli matrices, and the coefficient of the cubic self-attraction is scaled to be 1, while $\eta$ is the relative strength of the cross-attraction between the components of the wave function. The energy corresponding Eq. (4.88) is written as

$$E = E_{\text{kin}} + E_{\text{int}} + E_{\text{pseudospin}},$$  \hspace{1cm} (4.89)

$$E_{\text{kin}} = \frac{1}{2} \int \int \int |\nabla \Psi|^2 \, dxdydz,$$  \hspace{1cm} (4.90)

$$E_{\text{int}} = -\frac{1}{2} \int \int \int (|\psi_+|^4 + |\psi_-|^4 + 2\eta|\psi_+\psi_-|^2) \, dxdydz,$$  \hspace{1cm} (4.91)

$$E_{\text{pseudospin}} = -i\lambda \int \int \int \Psi^\dagger (\nabla \cdot \sigma) \Psi \, dxdydz,$$  \hspace{1cm} (4.92)

cf. Eqs. (4.59) – (4.63).

While the system represented by Eqs. (4.88) - (4.92) is a fully three-dimensional one, it was demonstrated by Sherman et al. (2020) that 3D solitons may be stabilized by SOC terms which, by themselves, are two-dimensional, including only derivatives $\partial_x$ and $\partial_y$. The respective system of 3D GP equations for the two-component wave function with the quasi-2D SOC terms is

$$i\frac{\partial}{\partial t} + \frac{1}{2} \nabla^2 + \sum_{j=x,y} \lambda_j \sigma_j \partial_j + \left(\begin{array}{cc} |\psi_+|^2 + \gamma|\psi_-|^2 & 0 \\ 0 & |\psi_-|^2 + \gamma|\psi_+|^2 \end{array}\right) + \Omega \sigma_z \Psi,$$  \hspace{1cm} (4.93)

where real coefficients $\lambda_x$ and $\lambda_y$ represent the SOC strengths. The 3D GP system (4.93) is a straightforward
generalization of its 2D counterpart written above in the form of Eq. (4.55), which provides for the stabilization of
2D solitons by means of the quasi-1D SOC terms.

In the 2D setting, the addition of the SOC terms to the system of GP equations with the cubic attraction makes it
possible to create absolutely stable solitons, which play the role of the otherwise missing ground state of the system
(Sakaguchi, Li, and Malomed, 2014). The difference of the 3D systems with SOC terms, such as (4.88) and (4.93), is
that they can maintain metastable solitons, while the true ground state remains missing in the system, as the cubic
attraction is too strong (supercritical, as mentioned above) in the 3D case.

V. STABILIZATION OF 3D AND 2D FUNDAMENTAL SOLITONS AND VORTICES BY LINEAR TRAPPING POTENTIALS

A. The formulation of the problem

In the appropriately normalized form, the three-dimensional GP equation for the mean-field wave function $\psi$ of the
self-attracting BEC trapped in the axisymmetric (but not necessarily fully isotropic) HO potential, with the scaled planar and axial strengths 1 and $\Omega^2$, is obtained from Eq. (4.9):

$$i\psi_t + \frac{1}{2} \nabla^2 \psi + |\psi|^2 \psi - \frac{1}{2} \left[(x^2 + y^2) + \Omega^2 z^2\right] \psi = 0.$$  \hspace{1cm} (5.1)
Coefficient $\Omega$ determines the aspect ratio between the trapping lengths imposed by the HO potential in the $(x, y)$ plane and long the $z$ axis:

$$\text{a.r.} \equiv \sqrt{\Omega}$$  \hspace{1cm} (5.2)

The 2D version of Eq. (5.1) corresponds to dropping coordinate $z$ in Eq. (5.1). Actually, the 2D limit corresponds to very strong confinement of the BEC along $z$, with a.r. $\to \infty$, imposed by $\Omega^2 \to \infty$. The opposite limit, with a.r. $\to 0$, corresponds to $\Omega^2 \to 0$. Up to rescaling, it represents “tubular” quasi-one-dimensional solitons with embedded vorticity, maintained by a cigar-shaped (strongly prolate) trap, which are stable states (Salasnich, Malomed and Toigo, 2007).

It is relevant to mention that, while the trapping magnetic, optical, or combined potentials indeed had the HO (parabolic) form in a majority of experimental works with ultracold gases, the creation of a 3D confining optical potential $U(r)$ in the form approximated by the infinitely deep spherical box, with

$$U_{\text{box}}(r) \equiv \sqrt{x^2 + y^2 + z^2}^2 = \left\{ \begin{array}{ll} 0, & r < r_0, \\ +\infty, & r > r_0, \end{array} \right.$$  \hspace{1cm} (5.3)

was reported by Gaunt et al. (2013) and Navon et al. (2013). A 2D version of the box potential (5.3) was created and used by Hueck et al. (2018).

Equation (5.1) conserves the energy,

$$E = \frac{1}{2} \int \int \left[ \left( |\psi_x|^2 + |\psi_y|^2 + |\psi_z|^2 \right) + \left( x^2 + y^2 + \Omega^2 z^2 \right) |\psi|^2 - |\psi|^4 \right] dx dy dz,$$

along with the norm and $z$-component of the angular momentum, which are defined, respectively, as per Eqs. (4.13) and (4.14). In cylindrical coordinates $(r, \theta, z)$, defined as per Eq. (4.10), stationary states of Eq. (5.1), with chemical potential $\mu$ and integer vorticity $S$, are looked for as

$$\psi = R(r, z) \exp(i S \theta - i \mu t),$$  \hspace{1cm} (5.5)

(cf. Eq. (4.11)), with real function $R(r, z)$ satisfying the stationary equation,

$$\frac{\partial^2 R}{\partial r^2} + \frac{1}{r} \frac{\partial R}{\partial r} + \frac{\partial^2 R}{\partial z^2} + \left( 2\mu - \frac{S^2}{r^2} - r^2 - \Omega^2 z^2 \right) R - 2R^3 = 0,$$

(5.6)

cf. Eq. (4.12). The 2D version of Eq. (5.6) is obtained by dropping terms $\partial^2 R/\partial z^2$ and $-\Omega^2 z^2 R$.

Stability of the numerically found stationary solutions is inspected through computation of eigenvalues $\lambda$ of small perturbations, introduced by looking for solutions to Eq. (5.1) in the form of

$$\psi(x, y, z, t) = [R(r, z) + u(r, z) \exp(i \lambda t + i L \theta) + v^*(r, z) \exp(i \lambda^* t - i L \theta)] \exp(i S \theta - i \mu t),$$  \hspace{1cm} (5.7)

where $(u, v)$ are eigenmodes of infinitesimal perturbations with integer values of azimuthal index $L$, and $^*$ stands, as above, for the complex conjugate. The substitution of ansatz (5.7) in Eq. (5.1) and linearization with respect to the perturbations leads to the system of BdG equations,

$$\begin{align*}
(i \lambda + \mu) u + \frac{1}{2} \left[ \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{\partial^2}{\partial z^2} - \left( \frac{(S + L)^2}{r^2} - u - r^2 - \Omega^2 z^2 \right) \right] u + R^2(u + 2v) &= 0, \\
(-i \lambda + \mu) v + \frac{1}{2} \left[ \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{\partial^2}{\partial z^2} - \left( \frac{(S - L)^2}{r^2} - v - r^2 - \Omega^2 z^2 \right) \right] v + R^2(u + 2v) &= 0,
\end{align*}$$

(5.8a, 5.8b)

which have to be solved with b.c. demanding that $u(r)$ and $v(r)$ decay exponentially at $r \to \infty$ and $|z| \to \infty$, and decay as $r^{S+L}$ at $r \to 0$.

In physical units, assuming a weak isotropic trap with frequency $2\pi \times 10$ Hz, into which a gas of $^7$Li atoms is loaded (for this atomic species, the application of FR makes it possible to induce the attractive interactions, with scattering length $a_s \simeq -0.1$ nm (Bradley et al. 1995)), a typical radius of the vortex is $\sim 10 \mu$m, a characteristic time scale is $\sim 0.1$ s, and a typical number of atoms in a stable vortex, $\sim 10^9$, corresponds to values $\sim 10$ of the dimensionless norm.
FIG. 9. The left panel: dependence $\mu(N)$ of the chemical potential of 2D solitons trapped in the HO potential (see Eqs. (5.1) and (5.6)), with embedded vorticity $S = 0, 1, 2$, on their norm, defined as per Eq. (5.9) ($S = 0$ pertains to the fundamental solitons). Continuous and dashed lines represent stable and unstable (sub)families. The solitons with $S = 0$ and $S = 2$ are, severally, completely stable and unstable. For the family with $S = 1$, the tilted arrow indicates the boundary between stable ($N < 7.79$) and unstable ($7.79 < N < N_{TS}^{(S=1)} \approx 24.1$) subfamilies. The right panel displays dependences of the instability growth rates, $\text{Re}\lambda$, on $\mu$ for the same families, as obtained from numerical solution of the 2D version of Eqs. (5.8). The curves are labeled by integer azimuthal index $L$ of the perturbation eigenmode, defined as per Eq. (5.7) (source: Mihalache et al., 2006).

B. Stability of 2D fundamental solitons and vortices

Systematic results for the existence and stability of 2D solitons (fundamental and vortical ones), produced by numerical solutions of the 2D versions of Eqs. (5.1), (5.6), and (5.8), were reported by Mihalache et al. (2006) and Carr and Clark (2006), following an earlier work by Alexander and Bergé (2002). Families of solutions, with $S = 0$ (the fundamental solitons) and $S = 1$ and 2 (the solitons with embedded vorticity), in the form of dependences of their chemical potentials on the 2D norm,

$$ N_{2D} = \int \int |\psi(x,y)|^2 dxdy \equiv 2\pi \int_0^{\infty} R^2(r)rdr $$

(see Eq. (5.5)), are displayed in the left panel of Fig. 9, which also indicates their stability. In the limit of $\mu \to -\infty$, the norm of the fundamental solitons is approaching the TS value, $N_{TS} \approx 5.85$ (see Eq. (3.12)). For $S = 1$ and $S = 2$, the respective limit values correspond to the TSs with embedded vorticity, which were introduced (actually, as unstable states) by Kruglov and Vlasov (1985), and Kruglov et al. (1988). In particular, for the TS with $S = 1$, this value is

$$ N_{TS}^{(S=1)} \approx 24.1. $$

(5.10)

It was demonstrated by Qin, Dong, and Malomed (2016) that, for all $S \geq 1$, the TS norm is accurately predicted by formula

$$ N_{TS}^{(S)} \approx 4\sqrt{3}\pi S $$

(5.11)

(in particular, for $S = 1$ Eq. (5.11) yields $N_{TS}^{(S=1)} \approx 21.8$, with a relative difference $\approx 9.5\%$ from numerical value (5.10)). The fact that the norm of all solitons approaches the TS value in the limit of $\mu \to -\infty$ is explained by the circumstance that the width of these solitons shrinks $\sim 1/\sqrt{-\mu}$, and for very narrow solitons the effect of the trapping potential becomes negligible, i.e., they may be indeed considered as TSs in the free space.

Further, Fig. 9 demonstrates that the family of the fundamental solitons is entirely stable, in agreement with the prediction of the VK criterion, $d\mu/dN < 0$, which obviously holds for all branches shown in the left panel of Fig. 9.
Thus, even an arbitrarily weak trapping potential makes the family of the fundamental TSs, which is fully unstable in the free space, a completely stable one. This finding is explained by the fact that, a seen in Fig. 9 the trap lifts the above-mentioned norm degeneracy of the TSs in the free space. As a results, all the solitons drop their norms to values below the collapse threshold, \( N < N_{\text{TS}}^\text{crit} \), making the onset of the collapse impossible.

For the family of the trapped solitons with \( S = 1 \), the VK criterion is not sufficient for securing their stability. The point is that this criterion indeed protects the vortex states against collapsing, but not against spontaneous splitting into fragments. The instability spectrum, i.e., dependences of the instability growth rate on the chemical potential \( \mu \), of the vortex solitons with \( S = 1 \) and \( 2 \), is displayed in the right panel of Fig. 9. The plot is produced by numerical solution of the two-dimensional variant of BdG equations (5.8). As a result, it is found that the solitons with \( S = 1 \) are stable in the interval of norms
\[
0 < N < N_{\text{crit}}^{(S=1)} \approx 7.79 \approx 0.32 N_{\text{TS}}^{(S=1)}
\]
(cf. Eq. (5.10)). In the remaining part of their existence region, viz., at
\[
7.79 < N < 24.1,
\]
the solitons with \( S = 1 \) are unstable against splitting, in accordance with the fact that the dominant instability mode in Fig. 9 corresponds to \( L = 2 \) in Eq. (5.7). Instability growth rates which account for the splitting instability are complex ones. Accordingly, they form a quartet of the form
\[
\lambda_{1,2,3,4} = \pm \text{Re}(\lambda) \pm i \text{Im}(\lambda),
\]
with two independent signs \( \pm \), which represent the so-called Hamiltonian-Hopf bifurcation (van der Meer, 1990). In terms of the chemical potential, the stability region (5.12) corresponds to
\[
\mu_{\text{crit}} \approx 1.276 < \mu < \mu_{\text{max}} \equiv 2.
\]
Here, \( \mu_{\text{max}} = 1 + S \) is commonly known quantum-mechanical energy eigenvalue of the 2D isotropic HO potential, which correspond to the limit of \( N \to 0 \), i.e., to Eq. (5.1) replaced by its linearized version.

The numerical analysis demonstrates that irreversible splitting of the unstable vortex solitons into fragments actually takes place in a part of region (5.12), namely,
\[
10.30 < N < N_{\text{TS}}^{(S=1)} \approx 24.1.
\]
Because the norm of the fragments produced by the splitting of the vortex in interval (5.16) exceeds the above-mentioned TS norm for the fundamental soliton, \( N_{\text{TS}}^{(S=0)} \approx 5.85 \) (see Eq. (3.12)), each fragment eventually develops the intrinsic collapse. On the other hand, in the narrower interval,
\[
7.79 < N < 10.30,
\]
which occupies \( \approx 10\% \) of the existence region, \( 0 < N < N_{\text{TS}}^{(S=1)} \approx 24.1 \), the norm of the fragments falls below the collapse threshold. For this reason, unstable vortex solitons with the norm falling in interval (5.17) periodically splits in two fragments and recombines back, as shown in Fig. 10. The corresponding dynamical pattern keeps its vorticity, while the relative loss of its norm in the course of the evolution from \( t = 0 \) to \( t = 240 \) is \( \approx 1.9 \times 10^{-3} \), which corroborates the robustness of the pattern.

All the vortex solitons with \( S \geq 2 \) are completely unstable solutions, in the framework of Eq. (5.1) with the self-attractive cubic nonlinearity. Indeed, the entire existence region for these states, \( \mu \leq 3 \), is covered, in the right panel of Fig. 46, by the splitting-instability branch corresponding to \( L = 2 \).

C. Variational and numerical results for 3D fundamental and vortical solitons trapped in the HO potential

Results for 3D fundamental (zero-vorticity) solitons, produced by numerical solution of Eqs. (5.6) and (5.8), are quite simple. They are presented in Fig. 11 by means of \( \mu(N) \) curves (similar to the 2D situation, shown in Fig. 4) for three values of the anisotropy parameter, \( \Omega = 10, 1, \) and \( 0.1 \), which correspond, respectively, to the oblate, spherically isotropic, and prolate trapping potential in Eq. (5.1). As well as in the 2D case, the stability of the fundamental solitons exactly obeys the VK criterion (the negative slope), \( d\mu/dN < 0 \); however, unlike the 2D situation, the \( \mu(N) \) curves in Fig. 11 contain segments with negative and positive slopes, only the former ones being stable. The norm of the soliton family attains it maximum at the point where the two segments connect.
FIG. 10. Density profiles of the 2D solitons with vorticity $S = 1$ trapped in the HO potential, with initial norm $N = 8.476$, which belongs to interval (5.16). In this case, simulations of Eq. (5.1), starting from a numerically exact solution of stationary equation (5.6) with $\mu = 1.2$, give rise to a periodic sequence of splittings and recombinations. Shown here are the density profiles as $t = 0$ (a), $t = 100$ (b), $t = 140$ (c), and $t = 180$ (d) (source: Mihalache et al., 2006).

FIG. 11. Dependences of the chemical potential on the norm for families of 3D fundamental (zero-vorticity) solitons, produced by the numerical solution of Eq. (5.6) for three different values of the HO-trap parameter $\Omega$. Solid and dashed segments of the curves represent, respectively, stable and unstable soliton subfamilies, in exact agreement with the VK stability criterion, $d\mu/dN < 0$ (source: Malomed et al., 2007).

Families of 3D vortex solutions to Eq. (5.6) were found in a numerical form by Adhikari (2001), and stability eigenvalues for some vortices with $S = 1$ were computed by Saito and Ueda (2002). A rather accurate analytical approximation for these families is provided by the variational method, which was developed by Malomed et al. (2007). To apply the VA to Eq. (5.6), note that this equation can be derived from the Lagrangian,

$$L = \int_0^\infty rdr \int_0^\infty dz \left[ R_x^2 + R_z^2 + \left( \frac{S}{r} \right)^2 R^2 - 2\mu R^2 + (r^2 + \Omega^2 z^2) R^2 - R^4 \right].$$

(5.18)

A natural 3D ansatz for vortex states with integer winding number $S \geq 0$ is (cf. Eq. (4.32))

$$R(r,z) = Ar^S \exp \left[ -r^2/(2\rho^2) - z^2/(2h^2) \right],$$

(5.19)

where $A, \rho,$ and $h$ are free parameters. The 3D norm (4.13) of this ansatz is

$$N = \left( \frac{\pi^{3/2} S!}{M} \right) M, \quad M \equiv A^2 \rho^4 h,$$

(5.20)
FIG. 12. The left panel: dependences $\mu(N)$ for 3D solitons with embedded vorticity $S = 1$, as predicted by the VA based on ansatz (5.19) and Euler-Lagrange equations (5.21)-(5.23) (dashed lines), and as obtained from the numerical solution of Eq. (5.6) (solid lines). The dependences are presented for three values of the anisotropy parameter $\Omega$. The right panel: the same numerically produced $\mu(N)$ curves, separated into stable (solid) and unstable (dashed) segments, as predicted by the numerical solution of the BdG equations (5.8) (source: Malomed et al., 2007).

and the substitution of the ansatz in Lagrangian (5.18) yields the corresponding effective Lagrangian (written here for $S = 1$, as all the states with $S \geq 2$ are completely unstable):

$$L_{\text{eff}} = \frac{\sqrt{\pi}}{8} M \left( -4\mu + \frac{1}{h^2} + \frac{4}{\rho^2} + 4\rho^2 + \Omega^2 h^2 - \frac{M}{2\sqrt{2}\rho^2 h} \right).$$  (5.21)

Then, values of variational parameters $A$, $h$, and $\rho$ in ansatz (5.19) are predicted by the Euler-Lagrange equations,

$$\partial L_{\text{eff}} / \partial (A, h, \rho) = 0.$$  (5.22)

In particular, the last equation in system (5.22) takes a simple form,

$$M = 8\sqrt{2}h \left( 1 - \rho^4 \right),$$  (5.23)

which predicts that the vortex state may only exist if it is narrow enough in the radial direction, with $\rho < 1$, which is a natural consequence of the presence of the trapping potential.

The results for the vortex solitons with $S = 1$ are displayed by means of $\mu(N)$ curves, along with their counterparts produced by the numerical solution of Eq. (5.6), in the left panel of Fig. 49. It is seen that the VA, based on ansatz (5.19), provides sufficiently accurate predictions, in comparison to the numerical findings, at all values of the anisotropy parameter $\Omega$.

The stability of the vortex-soliton families with $S = 1$ was identified from the numerical solution of the BdG equations (5.8). The results show in the right panel of Fig. 12 that, similar to the 2D case (cf. Fig. 46), the VK criterion is only necessary but not sufficient for the stability of the vortex modes, as it determines the stability only against the collapse, which is represented by real eigenvalues $\lambda$, but not against the splitting, which is accounted for by a quartet of complex eigenvalues, in the general form given by Eq. (5.14). It is worthy to note that the stability interval of the norm is much wider for the prolate trap (with $\Omega = 0.1$), $0 < N < N_{\text{max}} \approx 20.347$, and for the isotropic one (with $\Omega = 1$), $0 < N < N_{\text{max}} \approx 15.023$, than for the oblate trap with $\Omega = 10$, for which the stability interval is $0 < N < N_{\text{max}} \approx 5.947$.

The predictions for the stability of the 3D solitons produced by the solution of the BdG equations (5.8) were completely confirmed by direct simulations of Eq. (5.1) for perturbed evolution (Malomed et al., 2007). In particular, the robustness of stable vortices with $S = 1$ is illustrated by Fig. 13, which demonstrates that the stable donut-shaped vortex soliton is able to absorb strong disturbance and restore its unperturbed shape.
FIG. 13. Self-cleaning of a stable 3D vortex soliton (“donut”) with \( S = 1 \) in the isotropic model (\( \Omega = 1 \) in Eq. (5.1)) after the application of a random initial perturbation at the amplitude level of 10\%. The left and right panels display, respectively, the shape of the perturbed vortex at the initial moment, \( t = 0 \), and at \( t = 120 \). The unperturbed vortex soliton has chemical potential \( \mu = 2 \) and norm \( N = 12.55 \) (source: Malomed et al., 2007).

D. Stable 2D two-component solitons with hidden vorticity

Proceeding to the consideration of two-component systems under the action of the self-attractive nonlinearity and trapping potential, it is straightforward to investigate stability of vortex solitons with equal wave functions of both components (Yakimenko, Zaliznyak, and Lashkin, 2009). A more intriguing possibility is to seek for stable two-component solitons with HV (hidden vorticity), which are built of components carrying opposite winding numbers, \( S_1, S_2 = \pm S \) (Brťka, Gammal, and Malomed, 2010).

In this case, the system of nonlinearly coupled GP equations for wave functions \( \psi_{1,2} \) of the two components is

\[
\begin{align*}
\frac{i}{\partial t} \psi_1 &= \left[ -\frac{1}{2} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) - \left( |\psi_1|^2 + \beta |\psi_2|^2 \right) + \frac{1}{2} (x^2 + y^2) \right] \psi_1, \\
\frac{i}{\partial t} \psi_2 &= \left[ -\frac{1}{2} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) - \left( |\psi_2|^2 + \beta |\psi_1|^2 \right) + \frac{1}{2} (x^2 + y^2) \right] \psi_2,
\end{align*}
\]

The system is assumed to be fully symmetric, with strengths of the self-attraction in each component and HO potential scaled to be 1, like in the single-component GP equation (5.1), while \( \beta \), that may be both positive and negative, is the relative strength of the interaction between the components (attraction for \( \beta > 0 \) and repulsion for \( \beta < 0 \)). In this notation, the collapse threshold for the norm of each component of the symmetric (\( \psi_1 = \psi_2 \)) soliton with \( S_{1,2} = \pm 1 \) follows from Eq. (5.10):

\[
N_{TS}^{(S=\pm 1)} \approx 24.1 (1 + \beta)^{-1}. \tag{5.25}
\]

HV states are stationary solutions of Eqs. (5.24), written in the polar coordinates as

\[
\psi_1 = \exp (-i\mu t + iS\theta) \phi(r), \quad \psi_2 = \exp (-i\mu t - iS\theta) \phi(r),
\]

with \( S \geq 1 \) and real function \( \phi(r) \) determined by the same radial equation as in the case of the state with the explicit vorticity (i.e., with identical phase terms \( S\theta \) in both components, rather than \( \pm S\theta \) in Eq. (5.26)):

\[
\mu \phi = -\frac{1}{2} \left( \frac{d^2 \phi}{dr^2} + \frac{1}{r} \frac{d \phi}{dr} - S^2 \frac{1}{r^2} - r^2 \right) - (1 + \beta) \phi^3. \tag{5.27}
\]

While the density profile of the HV modes is the same as of the usual 2D vortex solitons, up to obvious rescaling \( \phi \to (1 + \beta)^{-1/2} \phi \) (provided that \( \beta > -1 \)), the stability is different. To address this point, a perturbed HV solution is looked for as

\[
\psi_{1,2}(r,t) = [R(r) + u_{1,2}(r) \exp (\lambda t + iL\theta) + v_{1,2}^*(r) \exp (\lambda^* t - iL\theta)] \exp (-i\mu t \pm iS\theta),
\]

where \( +S \) and \( -S \) correspond to \( \psi_1 \) and \( \psi_2 \), respectively, and \( L \) is an integer azimuthal index, cf. Eq. (5.7). The substitution of this expression in Eqs. (5.24) and the linearization with respect to small perturbations \( (u_{1,2}, v_{1,2}) \) leads
FIG. 14. The stability chart for the HV (hidden-vorticity) 2D solitons with $S_{1,2} = \pm 1$ (see Eq. (5.26)) in the plane of $(N, \beta)$, produced by the numerical solution of Eqs. (5.24) and the respective BdG equations for small perturbations. Here $N$ is the norm of one component of the unperturbed state (the total norm is $2N$). In domains labeled by different values of $L$ the HV states are unstable against perturbation modes with the respective value of azimuthal index $L$, see Eq. (5.28). In the “forbidden” area, bounded by curve $N \approx 24.1/(1 + \beta)$ (see Eq. (5.25)), vortex solitons with $S = 1$ do not exist (source: Brtka, Gammal, and Malomed 2010).

to the respective BdG equations. Then, the numerical solution of the BdG equations produces the stability chart for $S = 1$, displayed in Fig. [4] in which the stability area for the HV states is shown in the plane of $(N, \beta)$ ($N$ is defined as the norm of one component). For $S \geq 2$, all the HV states are completely unstable.

In other parts of the plane displayed in Fig. [14] instability domains dominated by perturbation eigenmodes with different values of azimuthal index $L$ are identified, as per the results of Brtka, Gammal, and Malomed (2010). It is worthy to note an essential difference from the instability for the usual vortex solitons which, as shown above in Fig. [9] is always dominated by the perturbation eigenmode with $L = 2$, hence the unstable vortex spontaneously splits in two fragments (Fig. [10]). Figure [14] demonstrates that the eigenmode with $L = 2$ remains dominant for the HV solitons at, roughly speaking, $|\beta| < 0.5$; on the other hand, $L = 1, 3$ and 4 may be the azimuthal indices of the leading perturbation eigenmode at $|\beta| > 0.5$. When, in particular, the leading unstable perturbation has $L = 1$, it does not split the HV soliton. Instead, the weak instability slowly deforms it into a rotating crescent-shaped mode, as shown in Fig. 52 (eventually, this mode implodes under the action of the intrinsic collapse).

On the other hand, the instability corresponding to the dominant eigenmodes with $L = 3$ or 4 splits the HV soliton into three or four fragments, respectively (later, the fragments are destroyed by the intrinsic collapse). In particular, the instability dominated by $L = 4$ is very strong, leading to fast splitting of the HV soliton, as shown in Fig. 16.

VI. NONLINEAR TRAPPING POTENTIALS

The trapping potentials considered in the previous chapter provide the traditional method for maintaining and stabilizing localized states, which, by itself, applies independently of the presence of nonlinearity in the system. Nonlinear potentials, induced by spatial modulation of the local strength of the cubic or other nonlinearity, offer a completely different method for the creation of self-trapped states (quasi-solitons). An efficient implementation of the latter method was proposed by Borovkova et al. (2011a,b), in the form of the self-repulsive cubic term with the coefficient growing fast enough from the center to periphery, as per Eqs. (4.28) and (4.31) or (4.32). This scheme offers options for the creation of various localized states that would not exist or would be unstable without the use of nonlinear potentials. Although experimental realization of the scheme has not yet been reported, many possibilities of its use have been explored theoretically. In particular, an essential asset of the theoretical work in this direction is that, although it is naturally based on numerical methods, many important results may be obtained in an analytical form, approximately or exactly.
The basic model providing self-trapping of various 2D and 3D modes in the effective nonlinear trapping potential is (Borovkova et al. (2011a,b)),

$$i\psi_t + \frac{1}{2} \nabla^2 \psi - \sigma(r)|\psi|^2 \psi = 0,$$

(6.1)

where $r$ is the radial coordinate in the 2D or 3D space in which Eq. (6.1) is written, and the local self-defocusing coefficient, $\sigma(r) > 0$, grows from the center ($r = 0$) to periphery ($r \to \infty$). This equation conserves the total norm defined as per Eq. (4.13),

$$N_{3D} = \int \int \int dxdydz |\psi|^2, \quad N_{2D} = \int \int dxdy |\psi|^2,$$

(6.2)
the Hamiltonian (cf. Eq. (4.15)),
\[
H_{3D} = \frac{1}{2} \int \int \int dx dy dz \left[ |\nabla \psi|^2 + \sigma(r)|\psi|^4 \right]
\] (6.3)
(or its counterpart in the 2D case), and the vectorial angular momentum, given above by Eq. (4.16). In the 2D case, the norm, Hamiltonian, and $z$-component of the angular momentum are produced by obvious reduction of the 3D expressions.

Stationary states with real chemical potential $\mu$ are sought for as solutions to Eq. (6.1) in the form of
\[
\psi(r,t) = \exp(-i\mu t) w(r),
\] (6.4)
where $r$ is the set of coordinates in the respective 2D or 3D space, and function $w$ (generally, a complex one) satisfies the stationary equation,
\[
\mu w + \frac{1}{2} \nabla^2 w - \sigma(r)|w|^2 w = 0.
\] (6.5)

The fundamental condition necessary for the existence of physically relevant self-trapped states produced by Eq. (6.5) is the convergence at $r \to \infty$ of the integral expression (6.2) which defines the norm of the state. In particular, if $\sigma(r)$ grows asymptotically at $r \to \infty$ as
\[
\sigma_{\text{asympt}}(r) = \sigma_0 r^\alpha
\] (6.6)
with $\sigma_0 > 0$ and $\alpha > 0$, it is easy to identify the convergence condition by means of the TF approximation, which neglects term $(1/2)\nabla^2 w$ in Eq. (6.4) (a rigorous justification of the application of the TF to models of the present type was developed by Malomed and Pelinovsky (2015)). In this approximation, the solution is obvious,
\[
(|w|^2)_{\text{TF}} = \mu/\sigma(r)
\] (6.7)
(it exists for $\mu > 0$), and the substitution of this in Eq. (6.2) immediately shows that the integral converges under the condition
\[
\alpha > D.
\] (6.8)

In fact, condition (6.8) secures the self-trapping for localized modes of all types, i.e., not only fundamental ones, but also states with an intrinsic structure, such as embedded vorticity (Borovkova et al. (2011a)). It is relevant to mention that the same condition also secures the convergence of the integral which defines Hamiltonian (6.3).

In the model with the asymptotic form (6.6) of the spatially modulated local nonlinearity, the asymptotic solution including the term given by Eq. (6.7) and the first post-TF correction, produced by term $(1/2)\nabla^2 w$ at $r \to \infty$, is
\[
w_{\text{TF-corrected}}(r) \approx \sqrt{\frac{\mu}{\sigma_0}} r^{-\alpha/2} + \frac{1}{4\sqrt{\mu\sigma_0}} \left[ \frac{\alpha}{2} \left( \frac{\alpha}{2} - (D - 2) \right) - m^2 \right] r^{-\alpha/2-2}
\] (6.9)
(the term $\sim m^2$ appears in the 2D case, representing the effect of the vorticity with integer winding number $m$, see Eq. (6.11) below).

Expression (6.9) shows that the TF approximation yields the asymptotically exact expression for the soliton’s tail at $r \to \infty$, as the first correction to it is negligibly small, hence the convergence condition, given by Eq. (6.8), is always correct. Further, it is relevant to stress that stationary equation (6.5) with the nonlinearity-modulation profile (6.6) is nonlinearizable: while the solution’s tail decays at $r \to \infty$, its asymptotic form, determined by the TF approximation (6.7) and (6.9), cannot be found from the linearization of Eq. (6.5), unlike the usual situation for nonlinear equations in the free space.

B. Typical examples of the self-trapped modes

Basic results illustrating the realization of the concept of the effective nonlinear trapping potential were reported by Borovkova et al. (2011a), who considered 2D version of Eq. (6.1) with
\[
\sigma(r) = 1 + r^\alpha,
\] (6.10)
FIG. 17. (a) Radial profiles of self-trapped solutions produced by the numerical solution of Eq. (6.12) with $\alpha = 5$ and a fixed chemical potential, $\mu = 10$, for vorticities $m = 0$, $m = 1$, and $m = 2$. (b) Vortex states for $\alpha = 5$, $m = 1$ and $\mu = 5, 10, \text{and } 20$ (curves 1, 2, and 3, respectively). The red curve shows the respective nonlinearity-modulation profile, defined as per Eq. (6.10) (source: Borovkova et al., 2011a).

whose asymptotic form complies with expression (6.6) (the 1D version of the model was also considered in that work). Along with the fundamental 2D solitons, their counterparts with embedded vorticity $m$ were considered too, with Eqs. (6.4) and (6.5) replaced by

$$\psi(r, t) = \exp(-i\mu t + im\theta) w(r),$$

(6.11)

$$\mu w + \frac{1}{2} \left( \frac{d^2 w}{dr^2} + \frac{1}{r} \frac{dw}{dr} - \frac{m^2}{r^2} w \right) - \frac{1}{1 + r^{\alpha}} w^3 = 0,$$

(6.12)

where $\theta$ is the angular coordinate. In this case, the substitution of the TF approximation (6.6), with $\sigma(r)$ taken as per Eq. (6.10), yields the prediction for the total norm of the fundamental ($m = 0$) solitons, which is relevant for all dimensions, $D = 1, 2, \text{and } 3$:

$$N_{\text{TF}} = \frac{2\pi^D \mu}{\alpha \sin(\pi D/\alpha)}.$$

(6.13)

In particular, this expression provides the convergent norm precisely under condition (6.8).

Typical examples of radial profiles of stationary states, produced by the numerical solution of Eq. (6.12) with $m = 0, 1, \text{and } 2$, are displayed in Fig. 17, and families of the respective solution families, characterized by dependences $N(\mu)$ and $N(\alpha)$, are shown in Fig. 55. The latter plot includes the TF prediction (6.13) for $m = 0$, showing that the TF approximation is quite accurate at all values of $\alpha$. Note also that the linear dependence of $N_{\text{TF}}$ on $\mu$, predicted by Eq. (6.13), is in perfect agreement with the linear line for $m = 0$ in Fig. 18(a).

C. Stability of the self-trapped states

Stability of the 2D self-trapped states produced by Eq. (6.12) against small perturbations was investigated by Borovkova et al. (2011(a)) by means of the numerical solution of the respective BdG equations, cf. Eqs. (5.8). As a result, it was concluded that the entire family of fundamental solitons, with $m = 0$, is stable, in accordance with the fact that the respective $N(\mu)$ dependence in Fig. 18(a) obeys the anti-VK criterion, $dN/d\mu > 0$, which is a necessary stability condition for families of localized states supported by the self-repulsive nonlinearity (on the contrary to the opposite VK criterion per se, in the case of self-attraction), as shown by Sakaguchi and Malomed (2010). In the notation adopted Fig. 6.2(a), the anti-VK criterion means $dU/db < 0$.

Unlike the fundamental self-trapped states, ones with embedded vorticity tend to be vulnerable to instability, their stabilization being possible for sufficiently steep nonlinearity-modulation profiles in Eq. (6.10); in particular, the entire family of the vortices with $m = 1$ was found by Borovkova et al. (2011a) to be completely stable at $\alpha \geq 8$, being only partly stable at smaller $\alpha$ (e.g., for $-\mu > 30$ at $\alpha = 5$).
FIG. 18. (a) The norm of 2D self-trapped states (denoted $U$, instead of $N$) produced by the numerical solution of Eq. (6.12), vs. the chemical potential (denoted $-\mu$, instead of $\mu$), for $\alpha = 5$ and two values of the vorticity, $m = 0$ and 2. (b) Dependences of the 2D norm on power $\alpha$ from Eq. (6.10) for a fixed chemical potential, $\mu = 10$, and three values of the vorticity: $m = 0$, 1, and 2. Value $\alpha_{cr} = 2$ is determined by Eq. (6.7), with the norm diverging at $\alpha \geq \alpha_{cr}$. The red curve shows the analytical prediction for $m = 0$ produced by the TF approximation in the form of Eq. (6.13) (source: Borovkova et al., 2011a).

FIG. 19. (a) The development of the drift instability of the vortex state with $m = 1$ and $\mu = 3$, produced by simulations of Eq. (6.1) with the nonlinearity-modulation profile (6.10), where $\alpha = 3.5$. Colors denote values of the local density, $|\psi(x, y, t)|^2$, with variable $t$ replaced by $\xi$. (b) The same for the splitting-drift instability of the double vortex, with $m = 2$, $\mu = 20$, and $\alpha = 4$ (source: Borovkova et al., 2011a).

Direct simulations demonstrate that instability of the vortex mode with $m = 1$ expels the vortex’ pivot from the central position, and drives its drift towards periphery. As shown in Fig. 19(a), the pivot eventually vanishes in the peripheral area. The angular momentum of the original vortex state is also ousted to the periphery where, in actual numerical simulations, it is eliminated by a numerical absorber providing stability of the numerical scheme. In the case when a double vortex with $m = 2$ is unstable, small perturbations may split it in two unitary vortices, one staying as a stable one with $m = 1$ at the center, while the other one spontaneously drifting to the periphery, where it vanishes eventually. The latter scenario of the instability development is shown in Fig. 19(b).
D. Exact, approximate, and numerical results for the anti-Gaussian spatial-modulation profile

1. The formulation and analytical findings

Stronger results for self-trapped states supported by the spatial modulation of the cubic repulsive term were reported by Borovkova et al. (2011b) in the framework of Eq. (6.1) with a very steep (anti-Gaussian) modulation profile (cf. the algebraic one in Eq. (6.10)):

$$\sigma(r) = \exp \left( \alpha r^2 \right).$$ (6.14)

Note that the scaling invariance of Eq. (6.1) with \(\sigma(r)\) taken as per Eq. (6.14) implies that the solutions actually depend not separately on \(\alpha\) and \(\mu\), but solely on the ratio, \(\mu/\alpha\).

A remarkable finding is that the 2D version of Eqs. (6.1) and (6.5) with \(\sigma(r)\) taken as per Eq. (6.14) admits a particular exact solution for the self-trapped mode with embedded vorticity \(m = 1\):

$$\psi = \frac{\alpha}{\sqrt{2}} r \exp \left( -i \mu t + i \theta - \frac{\alpha}{2} r^2 \right), \mu = 2\alpha$$ (6.15)

(the exact solution is available for the single value of \(\mu\), as written in Eq. (6.15)). As concerns the asymptotic form of the solution’s tail at \(r \to \infty\), it is determined by the balance of the cubic and gradient terms in Eq. (6.5):

$$w(r) = \left[ \frac{\alpha}{\sqrt{2}} r + 2\mu - \alpha (D + 2) \right] + O \left( \frac{1}{r^3} \right) \exp \left( -\alpha r^2/2 \right).$$ (6.16)

This asymptotic solution is a universal one, as, apart from the correction \(O \left( 1/r^3 \right)\), it does not depend on \(\mu\), nor on the presence of embedded vorticity \(m\), and only the correction \(\sim 1/r\) depends on the spatial dimension, \(D\). Vanishing of the latter term in the case of \(D = 2\), \(\mu = 2\alpha\) agrees with the existence of the exact solution given by Eq. (6.15).

Similar to the case of modulation profile (6.10), the one represented by Eq. (6.14) makes equation (6.5) nonlinearizable, as the tail solution (6.16), although it vanishes at \(r \to \infty\), cannot be found in the correct form, unless the nonlinear term is kept in the analysis. On the other hand, the approximation leading to Eq. (6.16) is different from the TF approximation, which was used above to derive expression (6.9), as the gradient term is negligible in the latter case.

In any spatial dimension \(D\), fundamental solitons (with \(m = 0\)) produced by Eqs. (6.5) and (6.14) can be very accurately approximated by the variational method. To this end, one notes that the 2D \((D = 2)\) or 3D \((D = 3)\) Lagrangian of Eq. (6.5) with real field \(w(r)\) is

$$L_w = \frac{1}{2} \int_0^\infty \left[ \mu w^2 - \frac{1}{2} \left( \frac{dw}{dr} \right)^2 - \frac{1}{2} \sigma(r) w^4 \right] r^{D-1} dr.$$ (6.17)

A natural ansatz approximating the fundamental soliton is

$$w(r) = A \exp \left( -\frac{\alpha}{2} r^2 \right),$$ (6.18)

with the norm

$$N = \left( \frac{\pi}{\alpha} \right)^{D/2} A^2,$$ (6.19)

where amplitude \(A\) is a free variational parameter.

The substitution of ansatz (6.18) in Lagrangian (6.29) yields the following effective Lagrangian, in which \(A^2\) is expressed in terms of \(N\), by means of relation (6.19):

$$L_{2D} = \frac{1}{4\pi} \left( \mu - \frac{\alpha}{2} \right) N - \frac{\alpha}{8\pi^2} N^2,$$ (6.20)

$$L_{3D} = \frac{1}{8\pi} \left( \mu - \frac{3\alpha}{4} \right) N - \frac{\alpha^{3/2}}{16\pi^{3/2}} N^2.$$ (6.20)

Finally, the Euler-Lagrange equation, \(\partial L/\partial N = 0\), predicts the following relation between the norm and chemical potential:

$$N = \left( \frac{\pi}{\alpha} \right)^{D/2} (\mu - D\alpha/4).$$ (6.21)
FIG. 20. Self-trapped vortex modes with \( m = 2 \), generated by Eqs. (6.1) and (6.14), are stable and unstable in white and shaded sectors of the parametric plane \((\alpha, b) \equiv (b \equiv -\mu)\). Note that the scaling invariance of the underlying equation implies that all boundaries of the stability sectors are strict straight lines, \( \mu/\alpha = \text{const} \), as seen in the figure (source: Borovkova et al., 2011b).

Numerically found dependences \( N(\alpha) \) for the fundamental solitons are indistinguishable from the VA prediction (6.21), in both cases \( D = 2 \) and 3 (Borovkova et al. 2011b).

A two-component extension of Eqs. (6.1), in the form of

\[
i(\psi_{1,2})_t + \frac{1}{2} \nabla^2 \psi_{1,2} - \sigma(r) \left(|\psi_{1,2}|^2 + C |\psi_{1,2}|^2\right) \psi = 0, \tag{6.22}
\]

with an XPM coefficient \( C > 0 \), was elaborated by Kartashov et al. (2011).

2. Vortices and rotary structures

Shapes of fundamental and vortical self-trapped modes created by the anti-Gaussian modulation profile (6.14) are quite similar to those shown above in Fig. 17 for profile (6.10). However, results for the stability of vortices are different: unlike the above model, where vortices even with the lowest winding number, \( m = 1 \), tend to be unstable, see Fig. 56(a), all the 2D vortex states supported by the anti-Gaussian profile (6.14) are completely stable, as well as all the fundamental modes in all dimensions (Borovkova et al., 2011b). Alternation of stability and instability commences from \( m = 2 \), as shown in Fig. 20. In case the vortex modes with \( m = 3 \) and 3 are unstable, they do not start drift to \( r \to \infty \), unlike what is shown above in Fig. 19(a); instead, they spontaneously split in robust rotating sets of two or three unitary vortices, as seen in Fig. 21.

The same 2D model, based on Eq. (6.1) with the modulation profile given by Eq. (6.14), also supports stable rotational motion of a single vortex with the pivot shifted off the center, as well of clusters composed of several vortices (Kartashov et al., 2017). The respective GP equation, written in the reference frame rotating with angular velocity \( \omega \), is written as

\[
i\psi_t + \frac{1}{2} \nabla^2 \psi + i\omega \left(x \frac{\partial}{\partial y} - y \frac{\partial}{\partial x}\right) \psi - \sigma(r)|\psi|^2 \psi = 0. \tag{6.23}
\]

(\( \omega > 0 \) corresponds to the counter-clockwise rotation).

A snapshot of the density distribution in a stable vortex moving along a circular trajectory is displayed in Fig. 22(a). Further, separated vortex and antivortex, with winding numbers \( \pm 1 \), may form a non-rotating dipole, as shown in Fig. 22(b), and a non-rotating quadrupole built of alternating vortices and antivortices is shown in Fig. 22(d) (generally speaking, vortex dipoles and quadrupoles are subject to weak instability in the absence of rotation (Möttönen et al., 2005)). In the usual confined BEC, vortex-antivortex dipoles were experimentally created by Freilich et al. (2010).
When the vortex dipole is unstable, its evolution may expel one vortex to periphery, where it eventually disappears, while the remaining antivortex falls onto the center, thus converting the unstable dipole into a stable stationary vortex with the unitary topological charge. This instability-development scenario resembles the one displayed above in Fig. 19(b). The application of the rotation ($\omega \neq 0$ in Eq. (6.23)) helps to stabilize vortex-antivortex clusters. Simultaneously, Figs. 22(c), (e), and (f) demonstrate that dipoles, quadrupoles, and sextupoles (a set of three vortices alternating with three antivortices), which are symmetric complexes in the absence of the rotation, are deformed by the rotation. The deformation is caused by an effective Coriolis force acting with opposite signs on individual vortices and antivortices. In particular, Fig. 22(c) shows that this force pushes the vortex and antivortex, belonging to the dipole, towards $r = 0$ and $r \to \infty$, respectively, and Fig. 22(f) shows that the sextupole, which has a symmetric hexagonal shape at $\omega = 0$, is deformed into a triangular structure. Finally, if $\omega$ is too large, the fast rotation destroys the clusters.

Additional results for 2D and 3D fundamental and vortex solitons were produced by means of numerical methods, in similar models with more sophisticated (specially devised) profiles of the spatial modulation of the strength of the self-repulsive cubic nonlinearity (Tian et al. 2012; Wu et al. 2013). Another direction of the work was the analysis of a similar model with the local quintic self-repulsive nonlinearity (Zeng and Malomed, 2012).

3. A discrete 2D model with the exponential nonlinearity-modulation profile

It is relevant to mention that a discrete version of the models considered here was elaborated by Kevrekidis et al. (2015). The corresponding lattice (discrete) NLS equation, with the 2D discrete coordinates $(m,n)$ is

$$\imath \frac{d\psi_{mn}}{dt} = -\varepsilon (\psi_{m+1,n} + \psi_{m-1,n} + \psi_{m,n+1} + \psi_{m,n-1} - 4\psi_{m,n}) + \sigma (m,n) |\psi_{m,n}|^2 \psi_{m,n},$$

(6.24)
FIG. 22. (a): A snapshot of the density distribution in a 2D vortex with \(m = 1\) and norm \(N = 58.4\), which performs orbiting motion in the framework of Eqs. (6.23) and (6.14) with \(\alpha = 0.5\) and \(\omega = 1.04\). Panels (b) and (d): the density distribution in stationary spatially symmetric dipole and quadrupole vortex-antivortex clusters, produced by Eqs. Eqs. (6.23) and (6.14) with \(\alpha = 0.5\), \(\omega = 1.04\), \(\mu = 10\). (c) and (e): The same clusters stabilized and simultaneously deformed by the rotation. (f) The density distribution in a stable rotating sextupole with \(\alpha = 0.5\), \(\mu = 20\), built as a cluster of three vortices alternating with three antivortices. Each panel shows an area in the \((x,y)\) plane of size \((-5, +5)\) in each direction (source: Kartashov et al., 2017).

cf. Eqs. (2.163) and (6.1), with the exponential profile of the spatial modulation of local nonlinearity,

\[
\sigma (m, n) = \exp (2 (|m| + |n|)),
\]

(6.25)
cf. Eq. (6.14). Various species of 2D discrete solitons supported by Eqs. (6.24) and (6.25) have been constructed, and their stability has been investigated. Among them were two types of discrete vortex solitons, viz., OS-centered vortex crosses, whose shape is similar to that displayed above in Fig. 24, and IS-centered vortex squares).

E. Gyroscope solitons (vortex tori) in 3D

Full consideration of the structure and dynamics of fundamental and vortical solitons in the 3D version of Eq. (6.1) with the modulation profile defined by Eq. (6.14), where \(\alpha = 1/2\) is fixed by means of rescaling, was presented by Driben et al. (2014a). The respective stationary equation (6.5) for modes with embedded vorticity \(S\), introduced as per Eq. (6.11) with real function \(w(r, z)\), takes the following form, in cylindrical coordinates \((r, z)\):

\[
\mu w = -\frac{1}{2} \left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - \frac{S^2}{r^2} \right) w + \exp \left( \frac{1}{2} (r^2 + z^2) \right) w^3.
\]

(6.26)

As shown above, the VA based on Eqs. (6.18), (6.19), and (6.21) with \(D = 3\) produces a very accurate prediction for the family of fundamental solitons, with \(S = 0\). For 3D solitons with embedded vorticity \(m \geq 1\), the VA is less accurate. However, in this case quite relevant is the TF approximation. Indeed, neglecting the derivative terms in Eq. (6.26), one obtains

\[
w_{TF}^2 = \begin{cases} \frac{\mu - S^2}{(2r^2)} \exp \left( -\frac{1}{2} (r^2 + z^2) \right), & \text{at } r^2 > \frac{S^2}{(2\mu)} \end{cases}.
\]

(6.27)

The TF approximation (6.27) produces the norm of the vortex state in the form of

\[
N_{TF}(\mu) = 4 (2\pi)^{3/2} \mu \exp \left( -\frac{S^2}{4\mu} \right) \int_0^{\infty} e^{-R} RdR
\]

(6.28)

(here, the integral factor should be computed numerically).

Numerically found shapes of typical stable 3D solitons with vorticities \(S = 0, 1, 2\) are displayed in Fig. 23 (because of their shape, the solitons with \(S \neq 0\) are often called vortex tori, alias 3D vortex rings). It was found that all the states with \(S = 0\) and \(S = 1\) are stable, while ones with \(S = 2\) and 3 feature alternating stability and instability zones. Generic examples of the dynamics of stable and unstable solitons are presented in Fig. 24. It is seen that a stable soliton cleans itself of a strong initial perturbation, while unstable ones with \(S = 2\) and 3 spontaneously split in rotating clusters of two and three unitary vortices, respectively.

Families of the completely stable solitons with \(S = 0\) and 1 are characterized by dependences \(N(\mu)\) shown in Fig. 25. It is clearly seen that the VA for the fundamental solitons with \(S = 0\) and the TF approximation for ones with \(S = 1\) produce the \(N(\mu)\) lines which are indistinguishable from their numerically generated counterparts.
FIG. 23. Typical examples of stable 3D self-trapped modes produced by the numerical solution of Eq. (6.26) with \( \mu = 16 \) and \( S = 0 \), norm \( N = 246.1 \) (left), \( S = 1 \), \( N = 225.2 \) (central), and \( S = 2 \), \( N = 191.7 \). The modes are displayed by means of isosurfaces, \(|w(x,y,z)|^2 = 3\) (source: Driben et al., 2014a).

The stable 3D solitons with embedded vorticity demonstrate macroscopic dynamics resembling that of mechanical gyroscopes. An example is displayed in Fig. 63. To generate it, Eqs. (6.1) and (6.14) with \( \alpha = 1/2 \) was simulated, with the input taken as the stable soliton with \( S = 1 \), shown in Figs. 60 and 61, to which a torque is applied at \( t = 0 \), multiplying the soliton’s wave function by the phase factor

\[
T = \exp \left( i \beta z \tanh \left( x/x_0 \right) \right),
\]

with real \( \beta \). This factor adds a nonzero component \( M_y \) of the angular momentum (see Eq. (4.16)). In particular, if the unperturbed vortex is taken in the form defined by the TF approximation, as per Eqs. (6.11), (6.27), and (6.28), the momentum produced by torque (6.29) is

\[
M_y = \frac{\beta}{2x_0} \left[ N - \frac{(2\pi)^{3/2}}{4} \left( \mu - \frac{S^2}{4} \right) \right],
\]

while the momentum of the unperturbed vortex soliton is

\[
M_z = SN.
\]

Then, as it may be expected, the application of the torque to the gyroscope sets it in the state of precession, as shown in Fig. 63. This dynamical regime corresponds to the total angular momentum with components (6.31) and (6.30).

F. Hopfions: 3D solitons with two independent topological charges

As shown above in Fig. 23, the density distribution in 3D solitons with embedded vorticity \( m \) is shaped as a torus (“donut”). An additional possibility is to impose intrinsic twist, characterized by integer number \( s \), onto the torus, in an attempts to create self-trapped modes carrying two independent topological charges. States of such a type were originally predicted in the Faddeev-Skyrme model (Faddeev, 1976; Faddeev and Niemi, 1997), based on a set of three real scalar fields. Soliton-like states in that system realize the Hopf map, \( \mathbb{R}^3 \to S^2 \), therefore they are called hopfions.

In usual settings, the creation of hopfions requires, at the minimum level, two complex components (Sutcliffe and Manton, 2004; Sutcliffe, 2007). A unique possibility offered by the 3D equation (6.1) with the modulation profile (6.14) is to predict single-component stable hopfions (Kartashov et al., 2014). The respective stationary solutions were looked for, in the cylindrical coordinates \((r, \theta, z)\), as

\[
\psi = \exp \left( -i\mu t + im\theta \right) w(r, z),
\]

with complex field \( w \) satisfying equation

\[
\mu w = -\frac{1}{2} \left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - \frac{m^2}{r^2} \right) w + \exp \left( \frac{1}{2} (r^2 + z^2) \right) |w|^2 w.
\]
FIG. 24. Generic examples of the perturbed dynamics of 3D solitons with embedded vorticity \( S = 1 \) in the top row (a stable vortex torus with \( \mu = 16 \); the plots are shown at \( t = 0, \ t = 230, \ t = 310 \)); \( S = 2 \) in the middle row (an unstable vortex torus with \( \mu = 13 \), shown at \( t = 0, \ t = 230, \ t = 310 \)); and \( S = 3 \) (an unstable vortex torus with \( \mu = 25 \), shown at \( t = 0, \ t = 165, \ t = 180 \)). \( N = 191.7 \). The top and middle rows display density isosurfaces \( |\psi(x, y, z)| = 2.5 \), and bottom one displays \( |\psi(x, y, z)| = 3 \) (source: Driben et al., 2014a).

Examples of hopfions with sets of topological numbers \((s = 1, m = 0),(s = 1, m = 1),(s = 1, m = 2)\), found as numerical stationary solutions of Eq. (6.1), are shown, from the top to bottom, in the left images of Fig. 27. Solutions with \( s > 1 \) do not exist (note that the solution with \( S = 0 \) and \( s = 1 \), i.e., zero overall vorticity, exists, as shown in the top row of Fig. 27). Further, the evolution of the hopfions, displayed in Fig. 27, demonstrates that all the hopfions with \((s = 1, m = 0)\) are stable, ones with \((s = m = 1)\) may be stable or unstable, depending on their chemical potential (or norm), and all the states with \((s = 1, m \geq 2)\) are completely unstable against spontaneous breakup (the results for the hopfions with \( s = -1 \) are the same).

Shapes of the hopfions displayed in Fig. 27 suggest that the respective solution to Eq. (6.26) may be approximated by the following ansatz, proposed by Kartashov et al. (2014) (assuming \( s \geq 0 \) and \( m \geq 0 \)):

\[
w = A [(r - R) + iz]^s r^m \exp \left[ -\frac{1}{2} (r^2 + z^2) \right].
\] (6.34)

Here variational parameter \( R \) is the radius of the coiled core of the hopfion, at which the field must vanish, in the midplane drawn through \( z = 0 \), due to the presence of the vorticity with winding number \( s \) in the cross section of the torus. The norm of this ansatz is

\[
N = (2\pi)^{3/2} A^2 \left( R^2 - \sqrt{2\pi R} + 3 \right).
\] (6.35)

The Lagrangian of Eq. (6.33) is (cf. Lagrangian (6.17) for the spherically symmetric real field):

\[
L_w = \int_0^\infty r dr \int_{-\infty}^{+\infty} dz \left[ \left( \mu - \frac{m^2}{2r^2} \right) |w|^2 - \frac{1}{2} \left( |\frac{\partial w}{\partial r}|^2 + |\frac{\partial w}{\partial z}|^2 \right) - \frac{1}{2} \exp \left( \frac{1}{2} (r^2 + z^2) \right) |w|^4 \right].
\] (6.36)
FIG. 25. Black lines show the norm of the fundamental solitons (a) and ones with $S = 1$ (b) vs. their chemical potential. Chains of green dots represent the VA prediction for the fundamental solitons, given by Eq. (6.21) with $D = 3$, and the TF prediction for $S = 1$, given by Eq. (6.28). The empty circle in (a) and bold red dot in (b) correspond, respectively, to the left plot in Fig. 60, and the top row in Fig. 24 (source: Driben et al., 2014a).

The substitution of ansatz (6.33) in expression (6.36) yields the respective effective Lagrangian, in which $A^2$ is replaced by $N$ according to Eq. (6.35). The ensuing Euler-Lagrange equation, $\partial (L_w)_{\text{eff}} / \partial R = 0$, leads to a cumbersome but usable equation which determines $R$ as a function of $N$. It takes a rather simple form for “heavy” hopfions, in the limit of $N \to \infty$ (which may be considered as the TF limit):

$$2 \left(4 - \pi\right) R_{\infty}^3 - 3\sqrt{2}\pi R_{\infty}^2 + 4(2\pi - 3)R_{\infty} = 3\sqrt{2}\pi.$$  \hspace{2cm} (6.37)

A relevant root of Eq. (6.37) is

$$R_{\infty} \approx 1.06.$$ \hspace{2cm} (6.38)

Numerical and analytical findings for hopfion families are presented in Fig. 28 by means of $R(N)$ dependences, which represent the most relevant property of the states. The figure includes results for the stability, produced by means of both numerical solution of the respective BgG equations and direct simulations of the perturbed evolution in the framework of Eq. (6.1) (in particular, some results of the simulations are displayed in Fig. 28). It is seen that the VA prediction for $R(N)$ becomes very close to its numerical counterpart at $N \gtrsim 100$. Actually, Eq. (6.38) yields an asymptotically exact value of the radius of the coiled core of the hopfion in the limit of $N \to \infty$. An additional prediction of the VA, which is also very close to the numerical findings, is that the radius of the cross section of the hopfion’s toroidal core shrinks with the increase of $N$ (unlike the asymptotically constant overall radius of the core, given by Eq. (6.38)):

$$\rho_{\text{core}} \approx \left(2\pi^3\right)^{1/4}/\sqrt{N}.$$ \hspace{2cm} (6.39)
FIG. 26. The gyroscopic precession of the 3D vortex soliton (torus) with $S = 1$ and $\mu = 16$, initiated by the application of torque (6.29) with $\beta = 4$ and $x_0 = 5$. The plots are produced by simulations of Eqs. (61.) and (6.14) with $\alpha = 1/2$. Three images in the top row correspond to times $t = 90, 90.8,$ and $91.5$. Time $\Delta t = 1.5$ between the first and third images is equal to the precession period. Green arrows indicate the corresponding orientations of the axle of the precessing gyroscope. The bottom plot shows a set of instantaneous orientations of the axle, the green ones corresponding to those displayed in the top row (source: Driben et al., 2014a).

As concerns the stability, Fig. 28 demonstrates, as mentioned above, that the hopfions with $s = 1, m = 0$ are completely stable, the ones with $s = m = 1$ are stable at $\mu \geq \mu_{\text{min}} \approx 11.2$, (6.40) and the modes with $s = 1, m \geq 2$ are completely unstable.

Finally, the application of torque (6.30), with the axis belonging to the plane of the coiled axis of the hopfion, may readily set the stable hopfion in mechanical rotation around the torque’s axis. An example is displayed in Fig. 29 for the hopfion with $s = 1, m = 0$.

G. Vortex-antivortex hybrids in the peanut-shaped modulation profile

1. Composite modes with opposite vorticities

Another species of unusual 3D self-trapped states is supported by Eq. (6.1) in which the anti-Gaussian isotropic modulation profile (6.14) is replaced by a “peanut”-shaped one, which is stretched along axis $z$ by distance $d$. It was introduced by Driben et al. (1914b) in terms of the cylindrical coordinates:

$$\sigma(r, z) = \exp \left[ \frac{1}{2} \left( r^2 + \left( |z| - \frac{d}{2} \right)^2 \right) \right].$$

(6.41)

If $d$ is large enough, this modulation profile makes it possible to create “hybrid states”, alias composite ones, in the form of vortex tori with opposite winding numbers, $S = \pm 1$, trapped in the top and bottom lobes of the “peanut”. Examples of both the usual vortex mode, with winding numbers $S = 1$ in both lobes, i.e., with

$$\psi = e^{iS\theta} w(r, z),$$

(6.42)
FIG. 27. Four rows display, from left to right, the distribution of the density in hopfion stationary solutions of Eq. (6.33), and their evolution, governed by the underlying equations (6.1) and (6.14) (with $\alpha = 1/2$). Parameters (twist number $s$ of the intrinsic torus, overall vorticity $m$, and chemical potential $\mu$) are, from the top to bottom: $(s = 1, m = 0, \mu = 15)$, $(s = 1, m = 1, \mu = 16)$, $(s = 1, m = 1, \mu = 22)$, and $(s = 1, m = 2, \mu = 22)$. Snapshots of the evolving hopfions are taken at moments of time indicated in the figure. In the second row, the density isosurface is drawn as $|\psi(x,y,z)|^2 = 0.2$, and in all others is it $|\psi(x,y,z)|^2 = 1$ (source: Kartashov et al., 2014).

and hybrids, with vorticities $\pm 1$ and $\pm 2$, are presented in Fig. 30.

The hybrid states may be represented by an approximate stationary solution in the following form:

$$\psi = e^{-i\mu t} \left[ w_+ (r,z) e^{iS\theta} + w_- (r,z) e^{-iS\theta} \right].$$

(6.42)

The substitution of this ansatz in Eq. (6.1) leads, in the approximation which neglects angular harmonics $\exp (\pm 3iS\theta)$, to a system of two coupled stationary equations for real functions $w_{\pm}$:

$$\left[ \mu + \frac{1}{2} \left( \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} - \frac{S^2}{r^2} + \frac{\partial^2}{\partial z^2} \right) \right] \phi_{\pm} = \sigma (r,z) \left[ 2 (\phi_{\pm})^2 + (\phi_{\pm})^2 \right] \phi_{\pm},$$

(6.44)

where $\sigma (r,z)$ is taken as per Eq. (6.41). Numerical solution of Eqs. (6.44) predicts shapes of the hybrids which are quite close to those produced, as stationary solutions, by full equation (6.1) with the modulation profile (6.41).

The hybrid modes, combining opposite azimuthal harmonics, break the axial symmetry of the resulting states. This can be easily seen looking at ansatz (6.42) in the midplane, $z = 0$, where $\phi_{\pm} (r, z = 0)$ amount to the single real
FIG. 28. Continuous black and red lines represent dependences of radius $R$ of the coiled axis of the hopfion, along which the wave function vanishes, on its norm, as obtained from the numerical solution of Eq. (6.33). Black and red segments correspond, respectively, to stable and unstable hopfions (the stability boundary splits the solution branch with $s = m = 1$ as per Eq. (6.40)). The chain of green dots represents the VA prediction based on ansatz (6.34). The lower blue curve shows the $R(N)$ dependence for a stable hopfion family with $s = 1$ and $m = 0$, produced by Eq. (6.1) with a smoother spherically isotropic modulation profile, $\sigma(r) = 1 + r^6$, instead of one defined by Eq. (6.14) (source: Kartashov et al., 2014).

FIG. 29. Stable rotation of the hopfion with $s = 1, m = 0$, initiated by multiplying the stationary wave function by torque factor (6.30) with $\beta = x_0 = 5$. Densities isosurfaces, $|\psi(x, y, z)|^2 = 0.2$, are plotted at times $t = 141, 156, \text{and } 177$, the rotation period being $T \approx 48$ (source: Kartashov et al., 2014).

function, $\phi_0(r)$:

$$|\psi(r, \theta, z = 0)|^2 = 4\phi_0^2(r) \cos^2(S\theta).$$  \hspace{1cm} (6.45)

The strong azimuthal pattern exhibited by Eq. (6.45) (it resembles the so-called azimuthon states known in 2D systems (Desyatnikov, Sukhorukov, and Kivshar, 2005)) models the actual structure seen in the middle panel of Fig. 67.

The study of stability of the hybrids was performed by Driben et al. (2014b) by solving the respective BdG equations for small perturbations, and also by means of direct simulations of the perturbed evolution. As a result, it was found
FIG. 30. Density profiles of 3D vortex modes supported by Eq. (6.1) with the “peanut”-shaped modulation profile of the local nonlinearity strength, defined as per Eq. (6.41). The profiles are shown by means of isosurfaces $|\psi(x, y, z)|^2 = 0.2$. The left panel displays a usual stable vortex state, taken in the form of Eq. (6.42), with equal winding numbers $S = 1$ in both lobes of the peanut. The central and right panels represent “hybrids” (composite modes), with opposite vorticities, $S/−S$, in the top and bottom lobes (note the strong breaking of the axial symmetry exhibited by the hybrids). The left and right panels correspond to $d = 3$ in Eq. (6.41) and chemical potential $\mu = 10$. The central panel corresponds to $d = 5$ and $\mu = 7$. The usual and hybrid vortex modes with vorticities 1 and ±1, shown in the left and central panels, are stable. The hybrid with vorticities ±2, shown in the right panel, is unstable (source: Driben et al., 2014b).

that the hybrids with vorticities ±1 may be stable provided that the stretching parameter $d$ in Eq. (6.41) exceeds a minimum value,

$$d > (d_{\text{min}})_{S=+1,-1} \approx 4.$$  \hspace{1cm} (6.46)

In particular, the hybrids are stable at $\mu < 15.8$ (alias $N < 394.9$) at $d = 4.5$, and at $\mu < 13.5$ ($N < 329.3$) at $d = 5$. The instability of the hybrids at larger values of $\mu$ is explained by the fact that (as shown, in particular, by the TF approximation – see Eq. (6.37)) the increase of $\mu$ makes the localized modes broader, hence the stretching parameter $d$ becomes relatively smaller, failing to produce the stabilization. In direct simulations, those hybrids with $S = ±1$ which are unstable develop the instability in the form of corrugation of the mode’s central axis. All hybrids with vorticities ±$S$ are unstable for $S \geq 2$.

2. Fundamental-vortex complexes

The same model, based on Eqs. (6.1) and (6.41), admits dynamical composite modes, in the form of fundamental and vortex states juxtaposed in the bottom and top lobes of the peanut-shaped trapping profile. As shown in Fig. 31 this complex may readily form a state in which the vortex component with $S_1 = 1$ performs completely stable periodic precession on top of the fundamental “base”, with $S_2 = 0$. A broad stability area for the precessing composite states was found provided that $d$ exceeds a minimum value,

$$d > (d_{\text{min}})_{S_1,2=1,0} \approx 4.8;$$  \hspace{1cm} (6.47)

cf. Eq. (6.46).

H. Weakly localized dark vortices

As mentioned above, the fundamental condition which secures the convergence of the norm of localized modes produced by Eqs. (6.1) and (6.6) is given by Eq. (6.8). If this condition does not hold, Eq. (6) gives rise to weakly
localized states with the divergent norm, which may be considered as *localized dark solitons* (Zeng and Malomed, 2017), as they share the property of the divergence of the norm with dark solitons in usual (free-space) models.

Localized dark solitons were considered by Zeng and Malomed (2017) in the 2D version of Eq. (6.1) with the modulation profile

\[ \sigma(r) = r^\alpha, \quad \alpha \leq 2, \]  

(6.48)
cf. Eq. (6.10). The weakly localized solutions to Eq. (6.1) with vorticity \( S \) were looked for, in the polar coordinates, as

\[ \psi = \exp(-i\mu t + iS\theta) w(r), \]  

(6.49)
(essentially the same as Eq. (6.11)), where real function \( w(r) \) satisfies the equation

\[ \mu w + \frac{1}{2} \left( \frac{d^2 w}{dr^2} + \frac{1}{r} \frac{dw}{dr} - \frac{S^2}{r^2} w \right) - r^\alpha w^3 = 0, \]  

(6.50)
FIG. 32. Blue lines show examples of localized dark vortices, produced by the numerical solution of Eq. (6.50) with values of $\alpha$ indicated in the figure, and vorticities $S = 1$ (a) and $S = 2$ (b). The chemical potential is $\mu = 4$ for $\alpha = 0.6$ in (b), and $\mu = 1.5$ for other solutions. Red dashed lines show the analytical approximation given by Eq. (6.53), with fitting factors $\lambda = 1.1$ in (a), and $\lambda = 1.5$ in (b). The vortices with $S = 1$ shown in (a) are stable, while the double vortices in (b) are weakly unstable (source: Zeng and Malomed, 2017).

cf. Eq. (6.12). The asymptotic form of the solution at $r \to \infty$ is

$$w = \sqrt{\mu} r^{-\alpha/2} + \frac{1}{4\sqrt{\mu}} \left( \frac{\alpha^2}{4} - S^2 \right) r^{-\alpha/2-2} + O\left(r^{-\alpha/2-4}\right),$$  

where the first term is tantamount to the TF approximation, cf. Eq. (6.9). Solutions (6.49) with $S = 0$ and $S \neq 0$ may be called, respectively, localized CW states and localized dark vortices.

First, in the case of $\alpha = 2$, which corresponds to the boundary between localized dark and bright states, Eq. (6.50) with $S = 1$ gives rise to simple exact solutions, for all values $\mu > 0$ (although these dark-vortex solutions are unstable, see Fig. below):

$$w(r; \alpha = 2; S = 1) = \sqrt{\mu} r^{-1}.$$  

Obviously, the divergence of the integral norm of solutions to Eq. (6.50) is logarithmic at $r \to \infty$.

The dark CW states may be quite accurately approximated by the TF approximation (which corresponds to the first term on the right-hand side of Eq. (6.51)) multiplied by a factor which accounts for vorticity $S \geq 1$:

$$w(r) = \sqrt{\mu} r^{-\alpha/2} [\tanh(\lambda r)]^S,$$  

where $\lambda$ is a fitting parameter. Typical radial profiles of the localized dark vortices, along with approximation (6.53), are displayed, for $S = 1$ and 2, in Fig. 32.

Stability of the localized CW states and dark vortices was identified by means of systematic simulations of their perturbed evolution in the framework of the Eq. (6.1). The conclusion is that the CW states are completely stable (actually, they realize the system’s ground state), while all the localized dark vortices with $S \geq 2$ are unstable. The analysis for vortices with $S = 1$ produces a nontrivial stability boundary, which is shown in Fig. 33. It shows that the increase of both $\mu$ and $\alpha$ leads to destabilization of the dark vortex. Actually, they may be stable only at

$$\alpha < \alpha_{\text{max}} \approx 0.55,$$  

i.e., if the the dark vortex is sufficiently stretched in the radial direction (as seen from the approximate expression (6.53)).

VII. CONCLUSION

This chapter produces a systematic summary of theoretical results, both numerical and analytical ones, obtained in numerous works aimed at the search for physically relevant settings which allow one to create stable 2D and 3D
FIG. 33. The stability chart for the localized dark vortices with $S = 1$, produced by Eq. (6.50). In this plot, notation $k \equiv -\mu$ is used. The vortices are completely unstable at $\alpha > 0.55$, see Eq. (6.54). All the localized dark states with $S = 0$ (CW) are completely stable, while all vortices with $S \geq 2$ are unstable (source: Zeng and Malomed, 2017).

solitons, including topological modes with embedded vorticity, as well as complex 3D modes in the form of hopfions, which carry two independent topological charges. Stability is the main challenge in the studies of multidimensional solitons because, on the contrary to diverse 1D settings, in which solitons typically emerge as stable objects, they tend to be strongly unstable in basic 2D and 3D situations. In particular, the ubiquitous NLS (nonlinear Schrödinger) equation with the cubic self-focusing term (essentially the same PDE is known as the GP (Gross-Pitaevskii) equation in the BEC theory) creates only unstable solitons in 2D and 3D spaces alike, because exactly the same equation gives rise to the destructive effects in the form of the critical and supercritical wave collapse in 2D and 3D cases, respectively.

The present chapter is focused on physically relevant multidimensional models of the NLS/GP type. The chapter offers a relatively detailed review of two basic topics. First, it is a general survey of various schemes which have been elaborated to secure stability of 2D and 3D solitons, including those with embedded vorticity. The main stabilization schemes outlined here are: (i) competing (e.g., cubic-quintic) and saturable nonlinearities; (2) linear and nonlinear trapping potentials; (3) the stabilizing effect provided by the LHY (Lee-Huang-Yang) corrections to the mean-field BEC dynamics, leading to the formation of stable QDs (quantum droplets), including ones with embedded vorticity; (4) SOC (spin-orbit-coupling) effects in two- and three-dimensional binary BEC; and (5) emulation of SOC in nonlinear optical waveguides, including $PT$-symmetric ones.

The second topic addressed in the chapter is a detailed summary of results which demonstrate the creation of stable 2D and 3D solitons by means of schemes based on the usual linear trapping potentials or effective nonlinear ones. Nonlinear potentials may be induced by means of spatial modulation of the local strength of the nonlinear term. The latter option is especially promising, making it possible to use self-defocusing media, with the local nonlinearity strength growing fast enough from the center to periphery, for the creation of a great variety of multidimensional self-trapped modes. In addition to fundamental quasi-solitons and vortex rings, the 3D modes may be hopfions, i.e., twisted vortex rings. A remarkable fact is that many essential results for the multidimensional solitons can be obtained, in such settings, not only in a numerical form, but also by means of efficient analytical methods, exact and approximate ones. In particular, basic properties of such complex objects as hopfions are accurately predicted by the analytical variational approximation.

The work on the vast topic surveyed in this chapter is far from being completed. Among challenging open problems is, for instance, a possibility to create stable complex 3D structures in the form of two linked rings, each one being a vortex torus or, possibly, a hopfion. The greatest challenge is to implement many theoretical predictions, outlined in the present review, in real physical experiments – especially in BEC and nonlinear optics.
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