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Abstract

We consider the rational flow \( \xi_R(z) = R(z)(d/dz) \) where \( R \) is given by the quotient of two polynomials without common factors on the Riemann sphere. The separatrix graph \( \Gamma_R \) is the boundary between trajectories with different properties. We characterize the properties of a planar directed graph to be the separatrix graph of a rational vector field on the Riemann sphere.
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1 Introduction

Complex differential equations have been playing an important role both in theoretical and in applied mathematics. Therefore, the study of these continuous dynamical systems could be interesting for wide areas of knowledge, from complex geometry to fluid dynamics. In this work we investigate some properties of a rational vector field defined in the Riemann sphere \( \mathbb{C} \). More precisely, we consider

\[
\frac{dz}{dt} = R(z), \quad t \in \mathbb{R}
\]

(1)

defined by a rational map \( R : \mathbb{C} \rightarrow \mathbb{C} \) given by \( R(z) = P(z)/Q(z) \) where \( P \) and \( Q \) are two polynomials that we assume without common factors. We also denote by \( n \) and \( m \) the
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degree of the polynomials $P$ and $Q$, respectively. We assume that the degree of $R$, denoted by $\deg(R) = \max\{n, m\}$, is bigger or equal than 2. Equivalently, $\xi_R(z) = R(z)(d/dz)$ denotes the rational vector field associated to $R$. We concentrate in rational vector fields on the Riemann sphere. For a deep investigation on other Riemann surfaces we refer to [APMnRSCYR20] and in the presence of an essential singularity to [APMnR17].

These type of vector fields has been widely investigated from the local and global point of view (see for instance [Háj66a, Háj66b, BT77, Sve79, NK94, Ben91, MnR02, GGJ07]) and we quote briefly some well known results of these systems. The fact that the vector field $\xi_R$ comes from a meromorphic map $R$ provides specific properties to these kind of continuous dynamical systems. Among others $\xi_R$ does not present limit cycles or there are not center-focus problem since the linear part of a critical point determines its behavior. More precisely, any simple zero $\alpha$ of $P$ gives a sink/source or a center of $\xi_R$ according to $\Re(P'(\alpha))$ is different or equal to zero, respectively. A multiple zero of $P$ gives a critical point of $\xi_R$ with elliptic sectors. Finally, any root of $Q$ gives a generalized saddle of the rational flow with hyperbolic sectors. A phase curve is called a separatrix if it tends to a saddle point. The separatrix graph, denoted by $\Gamma_R$, of the rational flow $\xi_R$ is formed by the union of the closure of all the separatrices of the system. The main goal of this work is to find a characterization of the separatrix graph of a rational vector field.

We mention two particular cases of rational vector fields. The first one is when the rational map is a polynomial $P$. The critical points of the polynomial flow $\dot{z} = P(z)$ are the zeros of $P$, and $\infty$ is a generalized saddle point. For more details of the classification of polynomial flows via a complete set of realizable topological and analytic invariants, we refer the reader to [BD10, Dia13]. Our approach will be based on the polynomial case, taking into account that in the rational case has a richer structure in the phase space. One example of this difference is that the separatrix graph of polynomial flow is always connected, which is not always the case for rational flows.

The second particular case of rational flows we highlight is the Newton’s flow when

$$R(z) = -P(z)/P'(z)$$

where $P$ is a polynomial. In this case, the critical points of Newton’s flow are sinks (zeros of $P$) and simple saddles (zeros of $P'$) and $\infty$ is a source. Among other properties the separatrix graph of a Newton’s flow is connected. In 1985 S. Smale proposed a question related to the characterization of the separatrix graph of a Newton’s flow ([Sma85]). In 1988 M. Shub, D. Tischler and R. Williams solved completely this question ([STW88]) characterizing the properties of a planar graph to be the separatrix graph of a Newton’s flow.

Based on the same question, our goal is to find a characterization of the separatrix graph of any rational vector field. An admissible graph is a planar graph with the main properties of the separatrix graph of a rational vector field (see §3 for a precise definition). The main objective of this paper is to prove the following result.

**Theorem A.** A planar directed graph $\Gamma$ homeomorphic to the separatrix graph of a rational vector field if and only if $\Gamma$ is an admissible graph.

Significant progress has been made towards solving this problem in the work of J. Muciño (see [MnR02]). That paper completely characterized the rational flows on compact Riemann surfaces of genus $g \geq 1$. The paper also gave a partial characterization of rational flows on $\hat{\mathbb{C}}$: those where the poles and equilibrium points are simple. It remains to show the complete case of rational flows on $\hat{\mathbb{C}}$, which is what we do in this paper.
In §2 we present the main properties of a rational flow, we define the separatrix graph of a rational vector field and deduce some of its properties. In §3 we introduce the abstract definition of an admissible graph, based on the properties of the separatrix graph of a rational flow. Finally, in §4 we prove the characterization of a separatrix graph of a rational flow stated in Theorem A.

2 Preliminaries

In this section we recall the main aspects of the phase portrait of a rational flow (see Hájek66a, Hájek66b, BT77, Sve79, NK94, Ben91, MnR02, GGJ07, BD10, Dia13). We start studying the local dynamics of equation (1) in some punctured neighborhood of a critical point. The local behavior of a rational flow around a critical point $z_0$ (see Proposition 1) comes from its local normal form. For a simple zero of $R$ the dynamics near $z_0$ is conformally conjugate to $\dot{z} = R'(z_0)z$ near the origin; for a multiple zero of $R$ of order $k \geq 2$ one normal form is given by $\dot{z} = z^k/(c + cz^{k-1})$ near the origin where $c = \text{Res}(1/R, z_0)$. Finally, the rational flow near a pole of $R$ of order $k \geq 1$ is conformally conjugate to $\dot{z} = 1/z^k$ near the origin.

In the next proposition we describe the local phase portrait, and we show the different types of behaviors in Figure 1.

Proposition 1. Let $R(z)$ be a holomorphic function in a punctured neighborhood of $z_0$.

(a) If $z_0$ is a zero of $R$ and $R'(z_0) \neq 0$, according to $\text{Re}(R'(z_0)) < 0$, $\text{Re}(R'(z_0)) > 0$ or $\text{Re}(R'(z_0)) = 0$, then the phase portrait of (1) in a neighborhood of $z_0$ is a sink, a source or an isochronous center, respectively. In all the cases the index of $\dot{z} = R(z)$ at $z_0$ is 1.

(b) If $z_0$ is a zero of $R$ of order $k \geq 2$, then the phase portrait of (1) in a neighborhood of $z_0$ contains the union of $2(k-1)$ elliptic sectors, so the index of $\dot{z} = R(z)$ at $z_0$ is $k$.

(c) If $z_0$ is a pole of $R$ of order $k \geq 1$, the phase portrait of (1) in a neighborhood of $z_0$ is a union of $2(k+1)$ hyperbolic sectors, and so the index of $\dot{z} = R(z)$ at $z_0$ is $-k$.

In Figure 1 we sketch the phase portrait of a rational flow in a neighborhood of critical point. In the first row we show the local phase portrait of the simple zeros of $R$ which could be sinks, sources, or isochronous centers. In the second row we show the phase portrait of a multiple zero of $R$ with multiplicities $k = 2, 3$. Finally, in the third row we show the local phase portrait of a pole of $R$ with multiplicities $k = 1, 2$.

From Proposition 1 a multiple root of $R$ is also called an elliptic critical point while a pole of $R$ is called a saddle or a hyperbolic critical point.

Given any non-critical point $z_0$ in the Riemann sphere, we denote by $\gamma(t, z_0)$ the solution of the Cauchy problem associated to (1) with initial condition $\gamma(0, z_0) = z_0$. Furthermore we can assume that $\gamma$ is defined in its maximal interval of definition, thus $\gamma(\cdot, z_0) : (t_{\text{min}}, t_{\text{max}}) \to \hat{\mathbb{C}}$ is called a trajectory through $z_0$. There are only two possibilities for the limit set of a trajectory: a critical point or a periodic orbit. In the first case critical points are sinks, sources or elliptic points (corresponding to $t_{\text{min}} = -\infty$ and/or $t_{\text{max}} = +\infty$) or saddles (corresponding to $t_{\text{min}} > -\infty$ and/or $t_{\text{max}} < +\infty$); and the second case corresponds to a periodic trajectory $\gamma(t + \tau, z_0) = \gamma(t, z_0)$ of minimal period $\tau > 0$. The Poincaré-Bendixon Theorem of a rational flow says that the $\omega$-limit set of an orbit is either a critical point or a periodic orbit, and in the second case the nearby orbit must be periodic. The missing cases (limit cycles and a union of singular points and phase curves) are not allowed due to the holomorphic structure of the flow.
Figure 1: Different local phase portraits near a critical point in a rational flow. In the first row a sink, a source and a center; in the second row two examples of a critical point of elliptic type; and finally in the third row two saddles.

We say that a trajectory $\gamma$ is a separatrix if it lands in a (generalized) saddle point, or in other words, a separatrix is a trajectory for which the maximal interval of definition is different from $\mathbb{R}$. There are also different types of separatrices: an outgoing separatrix when $t_{\min} > -\infty$ and $t_{\max} = \infty$, an ingoing separatrix when $t_{\min} = -\infty$ and $t_{\max} < \infty$, an heteroclinic separatrix when $t_{\min} > -\infty$, $t_{\max} < \infty$ and

$$\lim_{t \rightarrow t_{\min}} \gamma(t, z_0) \neq \lim_{t \rightarrow t_{\max}} \gamma(t, z_0),$$

and finally an homoclinic separatrix when $t_{\min} > -\infty$, $t_{\max} < \infty$ and

$$\lim_{t \rightarrow t_{\min}} \gamma(t, z_0) = \lim_{t \rightarrow t_{\max}} \gamma(t, z_0).$$

Equivalently, we could define the separatrices as the union of all the stable and unstable manifolds of all the hyperbolic points.

There are several equivalent definitions of the separatrix graph of the vector field $\xi_R$ defined on the Riemann sphere $\hat{\mathbb{C}}$. We define the separatrix graph as the union of the closure of all the separatrices, thus

$$\Gamma_R = \bigcup_{\gamma \text{ separatrix}} \overline{\gamma}.$$  

We notice that every separatrix $\gamma(\cdot, z_0) : (t_{\min}, t_{\max}) \rightarrow \hat{\mathbb{C}}$ is defined on an open interval, thus we denote by $\overline{\gamma}$ the separatrix $\gamma$ and the two extremities $\lim_{t \rightarrow t_{\min}} \gamma(t, z_0)$ and $\lim_{t \rightarrow t_{\max}} \gamma(t, z_0)$. 
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If $\gamma$ is an outgoing/ingoing separatrix one the two extremities is a zero of $R$ and the other is a pole of $R$, moreover when the separatrix is homoclinic/heteroclinic then both extremities are poles of $R$.

**Remark 1.** If $R$ is a polynomial of degree 2 using our definition of the separatrix graph (2) we obtain that $\Gamma_R = \emptyset$ since there are not any separatrix trajectory. Moreover, the phase portrait of $R$ is well understood depending on the roots of $R$. Thus, $\dot{z} = R(z)$ is conformally conjugate to $\dot{z} = i(z-1)(z-1)$ where $\hat{C} \setminus \{\pm 1\}$ is foliated by isochronous periodic orbits, or to $\dot{z} = (z+1)(z-1)$ where $\hat{C} \setminus \{\pm 1\}$ is foliated by orbits going from -1 to +1, or to $\dot{z} = z^2$ where $\hat{C} \setminus \{0\}$ is foliated by orbits going from 0 to 0.

From the above remark and hereafter we will assume that the degree of $R$ is bigger or equal than three and thus $\Gamma_R \neq \emptyset$. The separatrix graph $\Gamma_R$ is the boundary between trajectories with different properties. According the Markus Theorem ([Per01], Thm. 2, Sec. 3.11) the separatrix graph $\Gamma_R$ is closed, so their complement $\hat{C} \setminus \Gamma_R$ is open. Following [BD10, DES13] the connected components of $\hat{C} \setminus \Gamma_R$ are called zones or canonical regions. Moreover, in every zone all the trajectories are equivalent and could be classified into four types. See Figure 2.

- **A center zone** $C$ contains an equilibrium point $z_0$ which is a center. From the topological point of view $C \setminus \{z_0\}$ is a doubly connected region conformally isomorphic to $\mathbb{D} \setminus \{0\}$. Thus $C \setminus \{z_0\}$ has infinite modulus $\text{mod}(C \setminus \{z_0\}) = \infty$. Moreover, every center zone $C$ is foliated by periodic orbits of the same period except the equilibrium point $z_0$. See Figure 2 first row.

- **An annular zone** $A$ is a doubly connected region with finite conformal modulus $0 < \text{mod}(A) < +\infty$ also foliated by periodic orbits of the same period. Each boundary component of $A$ is formed by one or several homoclinic/heteroclinic connections. The value $\text{mod}(A)$ is a conformal invariant of the double connected region $A$. However, deforming continuously the separatrix graph we can modify the value of $\text{mod}(A)$ to any other value in $(0, +\infty)$. See Figure 2 second row.

- **A parallel zone** $P$ is a simply connected region containing two different equilibrium points on the boundary of $P$, denoted by $z_0$ and $z_1$, corresponding to the $\alpha$–limit point and $\omega$–limit point for all trajectories in $P$, respectively. The boundary of $P$ contains one or two incoming landing separatrices and one or two outgoing landing separatrices, and zero or more homoclinic/heteroclinic connections. See Figure 2 third row.

- **An elliptic zone** $E$ is a simply connected region containing exactly one equilibrium point $z_0$ on the boundary, which is both the $\alpha$–limit and $\omega$–limit for all trajectories. The boundary of $E$ consists of one incoming landing separatrix, one outgoing landing separatrix, and zero or more homoclinic/heteroclinic connections. See Figure 2 fourth row.

In the case of a polynomial vector field only center, elliptic, and parallel zones exist ([BD10]) since annular zones needs at least two poles of $R$ and polynomial vector fields only have a unique pole.

In each zone we can define the rectifying coordinates that globally conjugate the vector field $\xi_R$ to the unit vector field $1(d/dz)$. In any simply connected domain avoiding zeros of $R$, the differential $\frac{d\phi}{R(z)}$ has an antiderivative unique up to addition by a constant

$$
\phi(z) = \int_{z_0}^{z} \frac{dw}{R(w)}.
$$
Figure 2: The different types of zones: center, annular, parallel, and elliptic; and their corresponding image under the rectifying coordinates $\phi$: half infinite cylinder, finite cylinder, strip, and half plane. The points labeled $w_0, \ldots, w_3$ are poles of $R$ (saddles) and $z_0$ and $z_1$ are zeroes of $R$ (sinks, sources, centers or elliptic points).

Note that

$$\phi_*(\xi_R) = \phi'(z)R(z) \frac{d}{dz} = \frac{d}{dz}.$$

The coordinates $w = \phi(z)$ are, for this reason, called *rectifying coordinates*. We will call the images of zones under rectifying coordinates *rectified zones*. The rectified zones are of the following types. See Figure 2.

- The image of a center zone (minus a curve contained in the zone which joins the center $z_0$ and a saddle equilibrium point in the boundary) under $\phi$ is a *half infinite cylinder* $C$. It could be either an upper half infinite cylinder or a lower half infinite cylinder depending on the orientation of the closed trajectories in the center zone. In Figure 2
we show a center with the trajectories oriented counterclockwise and their corresponding upper half infinite cylinder.

- The image of an annulus zone (minus a curve contained in the zone which joint two saddles equilibrium points each one in the two different boundaries) under $\phi$ is a finite cylinder $A$. It could be either an upper finite cylinder or lower finite cylinder depending on the orientation of the trajectories in the annulus. In Figure 2 (second row) we show an annulus with the trajectories oriented counterclockwise and their corresponding upper finite cylinder.

- The image of a parallel zone under $\phi$ is a horizontal strip $S$. See Figure 2 (third row).

- The image of an elliptic zone under $\phi$ is either an upper half plane $+H$ or a lower half plane $-H$. In Figure 2 (fourth row) we show an elliptic zone with the trajectories oriented counterclockwise and their corresponding upper half plane.

We turn our attention to $\infty$; this point can be interpreted as the north pole of the Riemann sphere $\hat{\mathbb{C}}$. The usual approach to investigate the local phase portrait of (1) near $\infty$ is to consider the change of variables $w = 1/z$. Thus $z = \infty$ for (1) becomes $w = 0$ in the new variable. The local behavior of $\infty$ mainly depends on the degrees of the polynomials $P$ and $Q$. Using this approach the point of $\infty$ could be a critical or a regular point. We recall that $z_0$ is a regular point if the rational flow (1) near $z_0$ is conformally conjugated to $\dot{z} = 1$ near the origin.

We normalize (1) so that the point at infinity is always a regular point. We claim that $\infty$ is a regular point if and only if $\deg(P) = \deg(Q) + 2$. To see the claim we assume that $\infty$ is a regular point or equivalently we assume that the index at $\infty$ is equal to 0. From the Poincaré Index Theorem ([Per01], Thm. 8, Sec. 3.12) we have that

$$\sum_c I(c) = \chi(\hat{\mathbb{C}}) = 2$$

where the sum is taken over the critical points of the rational function $R(z) = P(z)/Q(z)$. Assuming the $\infty$ is not a critical point and using Proposition 1 we have that $\sum_c I(c) = n - m$, since every zero of $R$ has index equal to their multiplicity as a root of $P$ and every pole of $R$ has index equal to minus their multiplicity as a root of $Q$. Concluding thus that when $\infty$ is not a critical point then $n = m + 2$. In the next proposition we prove that we can always assume that $\infty$ is a regular point.

**Proposition 2.** Any rational flow $R \frac{d}{dz}$ can be conformally conjugated by a Mobius transformation to one with $\deg(P) = \deg(Q) + 2$.

**Proof.** Pick any regular point $\alpha$ for $R$ not on a separatrix and such that $P(\alpha)Q(\alpha) \neq 0$, we also select $a \neq 0$ and let $M(z) = \frac{\alpha z}{z-a}$ be the Mobius transformation which sends $\alpha \mapsto \infty$ and $\infty \mapsto a$. Then $(M)_* (R(z) \frac{d}{dz}) = \tilde{R}(w) \frac{d}{dw}$, where

$$\tilde{R}(w) = M'(M^{-1}(w)) \cdot R(M^{-1}(w))$$

$$= \frac{-a\alpha}{(\frac{\alpha w}{w-a} - \alpha)^2} \cdot \frac{a_n (\frac{\alpha w}{w-a})^n + \cdots + a_0}{b_m (\frac{\alpha w}{w-a})^m + \cdots + b_0}$$
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and multiplying numerator and denominator by \((w - a)^m(w - a)^n\) gives

\[
\tilde{R}(w) = -\frac{(w - a)^2}{a\alpha} \cdot \frac{(w - a)^m}{(w - a)^n} \cdot \frac{a_n(\alpha w)^i + a_{n-1}(w - a)^1(\alpha w)^{n-1} + \cdots + a_0(w - a)^n}{b_m(\alpha w)^m + b_{m-1}(w - a)^1(\alpha w)^{m-1} + \cdots + b_0(w - a)^m}
\]

\[
= -\frac{(w - a)^{m+2}}{a\alpha (w - a)^n} \cdot \frac{P(\alpha)w^m + O(w^{n-1})}{Q(\alpha)w^m + O(w^{m-1})},
\]

where you can see that the degree of the numerator is \(n + m + 2\) and the degree of the denominator is \(n + m\).

Hereafter and without loss of generality we can assume that our rational flow given by \(\tilde{z}\) is such that \(\deg(P) = \deg(Q) + 2\).

**Remark 2.** Given \(P\) a polynomial we have that \(\dot{z} = P(z)\) is conformally conjugate, via a Möbius transformation, to \(\dot{z} = \tilde{P}(\tilde{z})/(\tilde{z} - a)^{-2}\) where \(\deg(P) = \deg(\tilde{P})\). So, polynomial flows write as \(R = P/Q\) with \(\deg(P) = \deg(Q) + 2\) and such that \(Q\) has a unique root. In a similar way, every Newton’s flow \(\dot{z} = -P(z)/P'(z)\) is conformally conjugate to \(\dot{z} = (z - a)\tilde{P}(\tilde{z})/\tilde{Q}(\tilde{z})\) where \(\deg(\tilde{P}) = \deg(P)\) and \(\deg(\tilde{Q}) = \deg(P) - 1\). In both cases the finite parameter \(a \in \mathbb{C}\) plays the role of \(\infty\).

As mentioned before, the Markus Theorem asserts that the separatrix graph and one orbit in each canonical region is enough to characterize the flow modulo topological equivalences. The separatrix graph alone is not enough; the next lemma exemplifies that different rational flows can share the same separatrix graph.

**Lemma 1.** The rational vector fields \(\dot{z} = z^3/(z - 1)\) and \(\dot{z} = i(z^2 - 1)(z^2 - 4)/(z^2 + 9)\) have an equivalent separatrix graph.

**Proof.** We observe that in both cases \(\infty\) is a regular point since \(\deg(P) = \deg(Q) + 2\). We first consider the rational flow given by \(\dot{z} = \frac{z^3}{z - 1}\) and we denote by \(\Gamma_1\) its separatrix graph. The phase portrait of \(\dot{z} = \frac{z^3}{z - 1}\) exhibits an elliptic point located at the origin of multiplicity 3 and a saddle point at \(z = 1\) of multiplicity 1. Moreover, in both cases the local phase portrait around each equilibrium point is given by four separatrices, two incoming and two outcoming. We have that \(\mathbb{C} \setminus \Gamma_1\) is formed by four elliptic zones since all the other possibilities are excluded. So, every separatrix trajectory connects the saddle point with the multiple point and the complement is formed by four simply connected regions.

We secondly consider the rational flow given by \(\dot{z} = i\frac{(z^2 - 1)(z^2 - 4)}{z^2 + 9}\) and we denote by \(\Gamma_2\) its separatrix graph. Simple computations show that this rational vector field has four centers located at \(z = \pm 1\) and \(z = \pm 2\) and two simple saddle points at \(z = \pm 3i\). Moreover, every simple saddle point has four separatrix trajectories, two incoming and two outcoming. Thus, the phase portrait has four center zones and the boundary of every center zone is formed by two heteroclinic connections. So, every separatrix trajectory connects the two simple saddles.

In order to avoid this difficulty where different flows share the same separatrix graph, we color the vertices of the separatrix graph rather than including an orbit in each region. More precisely, we distinguish between saddle points (white vertices) and the rest of the critical points (black vertices).
Figure 3: Sketch of the separatrix graph of the rational vector fields $\dot{z} = z^3/(z - 1)$ (left) and $\dot{z} = i(z^2 - 1)(z^2 - 4)/(z^2 + 9)$ (right). In the first case the complement of separatrix graph is formed by four elliptic zones (left) and in the second case by four center zones (right). This demonstrates that the separatrix graph alone is not enough to determine topologically distinct phase portraits.

3 Definition of an admissible graph

In this section we will describe the conditions of an embedded planar directed graph to be the separatrix graph of a rational vector field. Roughly speaking an *admissible* graph is a planar and directed graph that looks like a separatrix graph of [1].

We first introduce some notion of graphs. We denote the planar and directed graph by $\Gamma = \{V, E\}$, where $V$ is the set of vertices and $E$ the edges. In the set $V$ we distinguish between two kind of vertices: white and black vertices. We will see later that white vertices will correspond to saddle points of the vector fields while black vertices will correspond to sink, sources and elliptic points of the vector field.

Given $p \geq 0$, $q \geq 1$ and $k \geq 2$ we define the set of vertices and edges of $\Gamma$ by,

$$
V = \{b_1, \cdots, b_p, w_1, \cdots, w_q\} \\
E = \{e_1, \cdots, e_k\}
$$

where every oriented edge $e_i = (x_i, y_i)$ starts at the vertex $x_i \in V$ and finish at the vertex $y_i \in V$, for $1 \leq i \leq k$; an edge $e = (x, y)$ is called a *loop* in the case that $x = y$. For every vertex $x$ we define the valence $v(x)$ as the number of edges at the vertex $x$. In the case that the graph $\Gamma$ exhibits a loop $e = (x, x)$, then this loop contributes 2 to the valence of the vertex $x$. In a similar way for every vertex $x$ we define the cyclic reversals $r(x)$ as the number of reversals, from edges starting at $x$ to edges finishing at $x$, when you made a turn around $x$. We notice that the valence counts the number of edges at the vertex, while the cyclic reversal only counts the number of incoming and outgoing edges at the vertex. See Figure 4.

Figure 4: Four examples counting the valence and reversals of a concrete vertex.
Given a rational vector field (1) we easily have the following properties at the critical points. Firstly, center points do not belong to the separatrix graph. Furthermore, if \( z_0 \) is a saddle point of order \( k \geq 1 \) then \( v(z_0) = r(z_0) = 2(k+1) \), if \( z_0 \) is a multiple root of \( R \) of order \( k \geq 2 \) then \( r(z_0) = 2(k-1) \) and finally if \( z_0 \) is a source or a sink of \( R \) then \( r(z_0) = 0 \). We notice that a priori we do not know what is the valence of a concrete root (simple or multiple) of \( R \) from its local behavior.

We also introduce the following quantities associated to the graph \( \Gamma \). We denote by \( V = \sum_{i=1}^{q} v(w_i) \) the total valence at the white vertices and \( R = \sum_{i=1}^{p} r(b_i) \) the total cyclic reversals at the black vertices.

We can define an admissible graph \( \Gamma \) as a planar and directed graph with the main properties of the separatrix graph of a rational vector field. We notice that the separatrix graph of a rational vector fields involves three main ingredients. The first one is the local behavior at the vertices, the second one is the Poincaré index formula and finally what kind of domains are allowed at the complement of \( \Gamma \).

**Definition 1.** Let \( p \geq 0, q \geq 1 \) and \( k \geq 2 \) three natural numbers. We consider \( \Gamma \) a planar and directed graph \( \Gamma = \{V, E\} \) where \( V = \{b_1, \ldots, b_p, w_1, \ldots, w_q\} \) are the vertices and \( E = \{e_1, \ldots, e_k\} \) are the edges. We say that \( \Gamma \) is an admissible graph if and only if the following conditions are satisfied

(a) There are not isolated vertices.

(b) Every edge is incoming or outgoing from a white vertex.

(c) Every white vertex \( w \) verifies that \( v(w) = r(w) \) is an even number greater than or equal to 4.

(d) Every black vertex \( b \) verifies that \( r(b) \) is an even number greater than or equal to 0.

(e) \( p + \frac{R}{2} \leq 2 - q + \frac{V}{2} \) (Poincaré index formula)

(f) The complement of \( \Gamma \) is formed by simply connected and doubly connected regions. If \( N + 1 \) is the number of connected components of \( \Gamma \), then \( \mathbb{C} \setminus \Gamma \) has \( N \) annular regions. Every annular region is doubly connected whose boundary is formed by white vertices, and both boundary components have the same orientation. See figure 6.

(g) There are \( c := \frac{V}{2} - q + 2 - \left( p + \frac{R}{2} \right) \geq 0 \) center regions. Every center region is simply connected and has boundary which is an oriented cycle formed by white vertices. See figure 5.

(h) There are \( R \) elliptic regions. Every elliptic region is simply connected and whose boundary is a cycle of exactly one black vertex and one or several white vertices, oriented from the unique black vertex to itself. See figure 7.

(i) The rest of components of \( \mathbb{C} \setminus \Gamma \) are formed by parallel regions. Every parallel region is simply connected whose boundary contains two black vertices and two oriented paths (not necessarily disjoint) both going from one black vertex to the other black vertex. See figure 8.

**Lemma 2.** Let \( \Gamma \) be the separatrix graph of a rational vector field (1), then \( \Gamma \) is an admissible graph.
Proof. We denote by $\Gamma$ the separatrix graph of $\dot{z} = R(z)$. We color the saddle points white and sinks, sources, and multiple points black. We assume that the rational flow given by $R$ writes as $P(z)/Q(z)$, with $\text{deg}(P) = n$ and $\text{deg}(Q) = n - 2$ (see Proposition 2) and $n \geq 3$ (see Remark 1). Since $\text{deg}(Q) \geq 1$, then we have at least one white vertex, $q \geq 1$, and at least two edges, $k \geq 2$. The first four properties of the definition of an admissible graph are trivially satisfied from the local behavior at critical points (see Proposition 1).

We derive property (e) from Poincaré index formula. Firstly, we deal with saddle points (white vertices). By assumption every saddle point corresponds to a root of the polynomial $Q$. Writing

$$Q(z) = \prod_{i=1}^{q}(z - w_i)^{d_i},$$

we have that

$$V = \sum_{i=1}^{q} v(w_i) = \sum_{i=1}^{q} 2(d_i + 1) = 2(n - 2 + q),$$

since a root $w_i$ of multiplicity $d_i$ has a valence equal to $2(d_i + 1)$ (see Proposition 1) and $\text{deg}(Q) = n - 2$.

Secondly, we deal with sinks, sources and elliptic points (black vertices) which are roots of $P$. However, in that case we need to take into account center points (if there are any) since they are roots of $P$ but not vertices of $\Gamma$. The number of sinks, sources and elliptic points verify

$$\sum_{i=1}^{p} \left( \frac{r(b_i)}{2} + 1 \right) = \frac{R}{2} + p \leq n,$$

since they are roots of $P$ and $\text{deg}(P) = n$. Furthermore, we have that the number of center zones is exactly $n - \frac{R}{2} - p$.

Finally, combining Equations (4) and (5) we obtain the desired inequality

$$p + \frac{R}{2} \leq 2 - q + \frac{V}{2}.$$

The rest of the properties follow from the four types of zones discussed in §2. We only check the number of center regions (g). From Equation (5) the number of center is equal to $n - \left( p + \frac{R}{2} \right)$. Replacing $n$ from Equation (4) we obtain that the number of center zones is exactly

$$c := \frac{V}{2} - q + 2 - \left( p + \frac{R}{2} \right).$$

\[ \square \]

4 Characterization of an admissible graph as a separatrix graph

The goal of this section is to prove Theorem A which states which planar graphs correspond to the separatrix graph of a rational flow. More precisely, Theorem A states that a planar and directed graph $\Gamma$ corresponds to the separatrix graph of a rational vector field if and only if it is an admissible graph. The precise definition of an admissible graph is given in §3. Almost trivially, any rational vector field must have separatrix graph satisfying these conditions, since the conditions were designed with the rational separatrix graph in mind (See Lemma 2).
Now we will show that the admissibility conditions are enough. The steps of the proof are listed here, and proving each step will follow.

1. Build rectified zones from $\Gamma$, and glue these together to create a rectified surface $M^*$ with punctures. See §4.1.

2. Construct an atlas for $M^*$ to show that it is a Riemann surface, and use the charts around the punctures to define the closure $M$. See §4.2.

3. Use the Euler characteristic to show that $M$ is homeomorphic to $\hat{\mathbb{C}}$, and the Uniformization Theorem then gives that it is, in fact, isomorphic to $\hat{\mathbb{C}}$. See §4.3.

4. Endow $M^* \setminus \{w_1, \ldots, w_q\}$ with the vector field $\frac{d}{dz}$ in the natural charts, and extend this holomorphically to the vector field $\xi_M$, holomorphic on $M \setminus \{w_1, \ldots, w_q\}$ and meromorphic on $M$. See §4.4.

5. With all these in our hands we can prove Theorem A. We show that the induced vector field must be a rational vector field of the form (1) with $\deg(P) = \deg(Q) + 2$. See §4.5.

4.1 The rectified surface $M^*$ with punctures

4.1.1 Building zones from the metric graph

Let $\Gamma = \{V, E\}$ be an admissible graph with $q$ white vertices $w_1, \ldots, w_q$, $p$ black vertices $b_1, \ldots, b_p$, and $k$ edges denoted by $e_1, \ldots, e_k$ (see §3 for details).

We will construct the four different types of rectified zones as a building blocks of the rectified surface $M^*$: half-infinite cylinders $C$, finite cylinders $A$, half-planes $\pm \mathbb{H}$, and strips $S$. We will first explain their topology, and afterwards explain their geometry, since it turns out that choosing the lengths of the edges joining white vertices on the boundaries is not as straightforward as one would initially imagine.

For each simply connected component of $\hat{\mathbb{C}} \setminus \Gamma$ which is bounded by a counterclockwise (resp. clockwise) oriented cycle with $N$ edges connecting $M$ white vertices, construct an upper (resp. lower) half-infinite cylinder $C = \mathbb{H}_\pm / L\mathbb{Z}$, where the oriented cycle is on $\mathbb{R} / L\mathbb{Z}$ and $L$ is the sum of the $N$ segment lengths between the white vertices to be determined (see §4.1.2). Thus given any $L > 0$ the above construction of the half-infinite cylinder $C$ depends on $L$. See Figure 5.

![Figure 5: Example of a simply connected region bounded by a clockwise oriented cycle formed by four white vertices and five edges (left), and the rectified zone $C$ a half-infinite cylinder (right).]
For each doubly-connected region, construct a finite cylinder $A$ as follows (see Figure 6). Take the oriented boundary component which is an oriented cycle containing $N_1$ edges connecting $M_1$ white vertices where the annulus is to the left of the boundary component and send it to $\mathbb{R}/L\mathbb{Z}$, where $L$ is the sum of the $N_1$ segment lengths between the white vertices to be determined (see §4.1.2). Take the oriented boundary component where the annulus is to the right and send it to $\mathbb{R}/L\mathbb{Z} + i$, where $L$ is the same as for the other boundary component. This is a finite cylinder with height 1 and circumference $L$. As before this construction could be done for every $L > 0$. As we mention before, we can deform continuously the separatrix graph such that $\text{mod } (A) = L$. Note that there is a choice of shear, the relative positions of the white vertices on the upper and lower boundaries.

For each simply connected component with boundary oriented from the unique black vertex to itself, map this boundary to the real line such that the orientation of the boundary is from $-\infty$ to $+\infty$ and such that $\pm\infty$ correspond to the black vertex. Take the upper half-plane $\mathbb{H}_+$ (resp. lower half-plane $\mathbb{H}_-$) if the component is to the left (resp. right) of its boundary.

For each simply connected component with exactly two black vertices on the boundary, the boundary consists of two sets of edges (not necessarily disjoint) which connect one black vertex to the other, respecting the orientation of the edges (see Figure 8). Construct a horizontal
Figure 8: Example of simply connected component with exactly two black vertices and four white vertices on the boundary, the boundary consists of two sets of edges which connect one black vertex to the other. More precisely, $b_1 \to w_1 \to w_2 \to w_3 \to w_4 \to b_2$ and $b_1 \to w_2 \to w_4 \to b_2$ (left); and the corresponding rectified zone $S$ a strip (right).

infinite strip with height 1 such that the upper and lower boundaries are horizontal lines, each corresponding to the two boundary sets of edges. There is again a choice of relative positions of the white vertices on the upper and lower boundaries.

4.1.2 Assigning Lengths

We now discuss how to set the lengths of the heteroclinic and homoclinic segments on the boundaries of these regions. It would be simplest to set all of these lengths equal to 1, but this cannot (usually) be done, as will now be explained. Each annular region (if they are any) has two boundary components, say one which has $N_1$ edges and the other has $N_2$ edges. The lengths of these boundary components need to be equal, since the trajectories in annular regions are isochronous. Since in general $N_1 \neq N_2$, setting each edge length equal to 1 would give one boundary component length $N_1$ and the other boundary component length $N_2$. Even though the lengths cannot usually all be set to equal 1, the following result shows that there does exist some consistent assignment of lengths for every admissible graph.

Proposition 3. For every admissible graph, let $x_1, \ldots, x_n$ be the lengths of the edges that connect white vertices to white vertices. There exists assignment of positive numbers to $x_1, \ldots, x_n$ such that for each of the $N$ annuli, the lengths of each of the two boundary components are equal.

The proof, relegated to the Appendix, will apply a result by Dines [Din27] regarding the existence of solutions to systems of linear equations which have all positive components.

4.1.3 Definition of $M^*$

Utilizing admissible $\Gamma$ and Proposition 3, we construct half-infinite cylinders $C_i$, finite cylinders $A_i$, half-planes $\pm \mathbb{H}$, and strips $S_i$ as subsets in $\mathbb{C}$. We define

$$M^* = (C_i \sqcup A_i \sqcup \pm \mathbb{H} \sqcup S_i) / \sim,$$

where $\sim$ is the equivalence relation such that all points corresponding to the same white vertex are identified, and each pair of points on the two occurrences of any separatrix (edge of $\Gamma$) are identified by isometry.
We will make charts of the neighborhoods of the boundary components of \( \mathcal{M}^* \) to show that each corresponds to one point. The natural \((p + c)\)-point closure of \( \mathcal{M}^* \) is denoted \( \mathcal{M} \) and is called the transverse surface. We notice that these \( p + c \) points correspond to the \( p \) black points and the \( c \) centers (see Definition 1 (g)) that are omitted in the construction of \( \mathcal{M}^* \). The construction of the Riemann surface structure on \( \mathcal{M} \) is contained in the construction below of an atlas.

### 4.2 The Riemann surface \( \mathcal{M} \)

#### 4.2.1 An atlas for \( \mathcal{M} \)

We show that \( \mathcal{M} \) is a Riemann surface by constructing an atlas \( (U_i, \eta_i) \) for \( \mathcal{M} \) with holomorphic transition maps. There are obvious charts over the interior of each half-infinite cylinders \( C_i \), finite cylinders \( A_i \), half-planes \( \pm \mathbb{H} \), and strips \( S_i \), and the transition maps are, at worst, translations in \( \mathbb{C} \). It remains to show charts over:

- points on edges of \( \Gamma \) (separatrices),
- the white vertices \( \{w_i \mid i = 1, \ldots, q\} \), and
- the punctures of \( \mathcal{M}^* \).

We treat each case in turn. Firstly, for points on edges we note the following. Since each edge is on the upper boundary of exactly one rectified zone and on the lower boundary of exactly one rectified zone, we define a neighborhood of a point on an edge in the natural way: construct sufficiently small half-disks of the same radius in the upper and lower zone, and identify by isometry (see Figure 9).

![Figure 9: Sketch of the construction of a neighborhood of a point \( z \) in an edge of the admissible graph.](image)

Secondly, let \( w := w_i \) be one of the \( q \) white vertices of \( \Gamma \). We know that the valence at \( w \) is equal to \( 2(m + 1) \) with \( m \geq 1 \), since \( \Gamma \) is an admissible graph (see Definition 1 (c)). Thus, \( w \) is on the boundary of \( 2(m + 1) \) rectified zones: \( m + 1 \) on lower boundaries of half-planes, strips, or (finite or half-infinite) cylinders, and \( m + 1 \) copies on upper boundaries. We define a chart around each \( w \) as follows. Let \( D_k^\pm \), \( k = 1, \ldots, m + 1 \) be the upper or lower semi-disk with center \( w \) in either a strip, half-plane, half-infinite cylinder, or finite cylinder, + if an upper semi-disk and − if a lower semi-disk, and with radius \( r \) sufficiently small. The neighborhood of \( w \) is then the half-disks taken with proper identification, \( \{D_k^\pm\}/ \sim \), since this maps univalently to a sufficiently small open disk in \( \mathbb{C} \) by an \((m + 1)\)-st root. In Figure 10
we sketch the situation where \( m = 1 \) which maps to a small disk in \( \mathbb{C} \) under a suitable square root.

Thirdly, we now construct charts in neighborhoods \( U \subset \mathcal{M} \) covering each boundary component of \( \mathcal{M}^* \). The boundary components of \( \mathcal{M}^* \) come from the black vertices of \( \Gamma \) or the ends of half-infinite cylinders. The latter case is simpler, so we begin there.

Each half-infinite cylinder \( C \) is conformally isomorphic to \( \mathbb{D} \setminus \{0\} \subset \mathbb{C} \). This chart extends homeomorphically to the closure, by mapping the puncture \( \infty \in C \) to \( 0 \in \mathbb{C} \). We remember that there are \( c \) cylinders and hence \( c \) such punctures (see Definition 1 (g)).

Next, consider the boundary components of \( \mathcal{M}^* \) which correspond to black vertices in \( \Gamma \) \( \{b_i \mid i = 1, \ldots, p\} \) which only have edges directed toward (resp. away from) the black vertex. Let \( b := b_i \) be one of the \( p \) black vertices of \( \Gamma \) with this property. Each simply connected component with those edges on their boundaries must be a strip zone. Gluing those strips by the corresponding separatrices and truncating such that \( \Re(z) > R \) (resp. \( \Re(z) < R \)) shows that a neighborhood \( U_{[b]} \) of \( b \) is a half-infinite cylinder to the right (resp. left). The conformal isomorphism \( z \mapsto \exp \left( \pm \frac{2\pi i}{\rho} z \right) \) maps this cylinder to a punctured neighborhood of \( 0 \in \mathbb{C} \), where \( \rho \in \mathbb{H} \) is the number that gives the height and shear of the identification. This local chart extends homeomorphically to its closure (see Figure 11).

The only case remaining is for a black vertex \( b := b_i \) which has adjacent edges directed both towards and away from it. There is a neighborhood \( U_{[b]} \) of the boundary at infinity in rectifying coordinates that we will show is doubly connected and has infinite modulus. Thus, showing the boundary is a single point.

**Lemma 3.** All simple, closed curves in \( U_{[b]} \) are either homotopic to the bounded boundary component \( \gamma_0 \) or homotopic to a point.

**Proof.** If \( \gamma_1 \) is not homotopic to the boundary component \( \gamma_0 \), then there exists a simple curve \( \gamma_2 \) which joins \( \gamma_0 \) to infinity, where \( \gamma_1 \) and \( \gamma_2 \) do not intersect (see Figure 12). The set \( U_{[b]} \setminus \gamma_2 \) is simply connected. Therefore, \( \gamma_1 \) is homotopic to a point since it is contained entirely in a simply connected set.

By Lemma 3, \( U_{[b]} \) is doubly connected since every non-trivial, simple closed curve in \( U_{[b]} \) is homotopic to \( \gamma_0 \). We now use Grötzsch’s inequality to show that this doubly connected region has infinite modulus. Indeed, it is easy to see in rectifying coordinates that one
can construct infinitely many disjoint annuli contained in $U_{[b]}$ and homotopic to $\gamma_0$ which have modulus bounded away from zero since the $H$ and strips are unbounded. Therefore, \( \text{mod} \left( U_{[b]} \right) = \infty \) since Grötzsch’s inequality gives \( \text{mod} \left( U_{[b]} \right) \geq \sum_{i=1}^{\infty} \text{mod} \left( A_i \right) \), where the latter must be infinite since each modulus \( \text{mod} \left( A_i \right) \) is bounded away from zero. Therefore, $U_{[b]}$ is conformally isomorphic to $\mathbb{D} \setminus \{0\} \subset \mathbb{C}$, and the chart extends homeomorphically to the puncture.

Once we have defined a neighborhood $U$ for every point in $\mathcal{M}$, we notice that all transition maps are translations or compositions of translations with conformal isomorphisms. Therefore, we have made an atlas with holomorphic transition maps on the Hausdorff space $\mathcal{M}$, and we can conclude that $\mathcal{M}$ is a Riemann surface.

### 4.3 $\mathcal{M}$ isomorphic to $\hat{\mathbb{C}}$

In this section we prove the following result.

**Proposition 4.** $\mathcal{M}$ is homeomorphic to $\hat{\mathbb{C}}$.

We first need a lemma regarding the Euler characteristic.

**Lemma 4.** An embedded planar graph with $N + 1$ connected components separated by $N$ annular regions satisfies $v - e + f = 2$, where $f$ is the number of simply connected faces (including the face containing $\infty$).

**Proof.** It is well known that $v - e + f = 2$ holds for connected graphs embedded in the plane with $v$ vertices, $e$ edges, and $f$ faces which are simply connected. If there are additionally $N$ annular regions, one may introduce one edge per annulus that connects a vertex on one boundary component of the annulus to the other boundary component. This yields a connected embedded planar graph which has $v$ vertices, $e + N$ edges, and $f + N$ faces. Substituting in the equation gives the same result. \( \square \)
If $\gamma_1$ is not homotopic to the boundary component $\gamma_0$, then there exists a simple curve $\gamma_2$ which joins $\gamma_0$ to infinity, where $\gamma_1$ and the $\gamma_2$ do not intersect. The curve $\gamma_1$ must be homotopic to a point since it is entirely contained in the simply connected set $U_{[b]} \setminus \gamma_2$.

**Proof of Proposition 4.** We utilize the Euler characteristic. Note that $\mathcal{M}$ has a topology induced by the topology of $\mathbb{C}$. The identifications in constructing $\mathcal{M}$ give a graph on $\mathcal{M}$ with the same topology as $\Gamma \subset \mathbb{C}$. By Lemma 4, $\Gamma$ satisfies $v - e + f = 2$, where $f$ counts the exterior face but not the annular regions. Hence, $\mathcal{M}$ is homeomorphic to $\hat{\mathbb{C}}$.

**Corollary 1.** $\mathcal{M}$ is isomorphic to $\hat{\mathbb{C}}$.

**Proof.** Since $\mathcal{M}$ is a simply connected Riemann surface that is compact, it must be conformally equivalent to the Riemann sphere $\hat{\mathbb{C}}$ by The Uniformization Theorem.

### 4.4 The Vector Field $\xi_\mathcal{M}$

We will show in this section that the singularities of $\xi_\mathcal{M}$ are equilibrium points and poles. The vector field $\xi_\mathcal{M}$ is defined on the half-infinite cylinders $\mathcal{C}$, finite cylinders $\mathcal{A}$, half-planes $\pm \mathbb{H}$, strips $\mathcal{S}$, and neighborhoods of separatrix points as $(\eta)_\ast (\xi_\mathcal{M}) = \frac{d}{dz}$. It remains to show what the extension of the vector field is at the punctures and at the white vertices.

Recall from [4.2.1] that a neighborhood $U_{[b]}$ of a puncture $\infty_{[b]}$ of $\xi_\mathcal{M}$ that corresponds to a black vertex $b$ of $\Gamma$ with incoming only or outgoing only edges corresponds to a truncated union of strips identified on the boundary to form a cylinder (recall also Figure 11). There is a chart $\eta : U_{[b]} \to V$, where $V$ is a neighborhood of 0, such that

$$
(\eta)_\ast (\xi_\mathcal{M}) = (\varphi)_\ast \left( \frac{d}{dz} \right) = \frac{\mp 2\pi i}{\rho} z \cdot \frac{d}{dz}, \tag{7}
$$

where $\varphi(z) = \exp \left( \mp \frac{2\pi i}{\rho} z \right)$. The extension of the chart at the puncture $\infty_{[b]}$ leads to a holomorphic extension of $\xi_\mathcal{M}$ at the puncture by $\xi_\mathcal{M} = 0$. 
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A neighborhood $U_{[c]}$ of a puncture $\infty_{[c]}$ stemming from a cylinder zone is nearly identical to the above. The total length $L$ of homoclinics on the boundary gives the map $\varphi(z) = \exp\left(\frac{\mp 2\pi i}{L} z\right)$ giving a vector field which extends to $\xi_M = 0$ at the puncture.

A neighborhood $U_{[w]} \subset \xi_M^*$ of a white vertex $w := w_i$ with valence $v := v_i$ corresponds to a $\nu/2$ cover of a sufficiently small neighborhood of $0$. The induced vector field can be calculated:

$$ (\eta)_* (\xi_M) = \left( z^{2/v} \right)_* \left( \frac{d}{dz} \right) = \frac{2}{v} z^{-(\nu/2-1)} \frac{d}{dz} $$

in another sufficiently small neighborhood of $0$ since the $\nu/2$ covering has constant vector field $\frac{d}{dz}$. Therefore, the vector field $\xi_M$ has a pole of order $\nu/2 - 1$ at $w$.

A neighborhood $U_{[b]} \subset \xi_M^*$ of a puncture $\infty_{[b]}$ of $\xi_M^*$ that corresponds to a black vertex $b$ of $\Gamma$ with both incoming and outgoing edges corresponds to a restricted union of half-planes and strips. We wish to show that the holomorphic extension of $\eta$ for the chart $\eta_{[b]} : U_{[b]} \rightarrow V^*$ to $0 \in V$ gives that the extended vector field to the puncture $\infty_{[b]}$ is a zero of order $m = r/2 + 1$, where $r := r(b)$ is the number of cyclic reversals (see §3) of the edge orientation when traversing around $b$. We do this by an index argument. More specifically we will show that the index of a sufficiently small curve around $0$ is $m$. Consider the (piecewise smooth) Jordan curve about $\infty_{[b]}$ in $U_{[b]}$ that corresponds to the curve $\gamma_{[b]}$ in rectifying coordinates with half-circles in each upper and lower half-plane and appropriate line segments in the half-strips with clockwise orientation so that $\infty_{[b]}$ is to the left of the curve (see Figure 13). The curve $\gamma_{[b]}$ maps to another Jordan curve $\gamma$ in $V^*$ under $\eta$ since $\eta$ is univalent. Moreover, $(\eta)_* (\xi_M)$ is never $0$ along $\gamma$. The angles between $(\eta)_* (\xi_M)$ on $\gamma$ and the tangent vectors of $\gamma$ are the same as the angles between the vector field $\frac{d}{dz}$ and the tangent vectors of $\gamma$ since $\eta$ is conformal (see Figure 13).

This implies that on $\gamma$, $(\eta)_* (\xi_M)$ will be tangent to $\gamma$ exactly $r$ times, and alternating with pointing along the orientation of $\gamma$ and against the orientation of $\gamma$ when we travel along $\gamma$. Along the orientation of $\gamma$, on the arcs between the tangents going along to the

![Figure 13](image)
tangents going against, the vector field must be pointing inward, since this corresponds to what happens in rectifying coordinates. This implies that the vector field must be rotating in the same orientation as $\gamma$, otherwise there would be a place in this arc where there is another tangent. So with respect to the tangents of $\gamma$, $(\eta)_*(\xi_M)$ has rotated $r/2$ times. We must add one more time around, accounting for the index of $\gamma$. This gives that $(\eta)_*(\xi_M)$ has index $r/2 + 1$ at 0.

4.5 Proof of Theorem A

We now show that there is a conformal isomorphism $\Phi : \mathcal{M} \to \hat{\mathbb{C}}$ that induces a vector field $\xi_R = R(z) \frac{d}{dz} = \frac{P(z)}{Q(z)} \frac{d}{dz}$ with $\deg(P) = \deg(Q) + 2$ having separatrix graph homeomorphic to $\Gamma$.

Proof. By the Uniformization Theorem, there exists an isomorphism $\Psi : \mathcal{M} \to \hat{\mathbb{C}}$, which is unique up to post composition by a Möbius transformation and induces a vector field $\Psi_*(\xi_M)$ defined on $\hat{\mathbb{C}}$. Choose $\Psi$ such that $\Psi(a) = \infty$, where $a$ is a regular point that is not on a separatrix. Then $\Psi_*(\xi_M)$ is a meromorphic vector field on $\hat{\mathbb{C}}$, expressed in canonical coordinates as $g \frac{d}{dz}$. Since $g$ is meromorphic on $\hat{\mathbb{C}}$, it is rational; and we will show that it is of the form $\frac{P(z)}{Q(z)} \frac{d}{dz}$ with $\deg(P) = \deg(Q) + 2$. We know by §4.4 that $g$ has $q$ poles of order $m_i$ at $\Psi(w_i)$, so the degree of $Q$ is $\sum_{i=1}^q 2(m_i + 1) = n$. We will show that the degree of the numerator $P$ is $n + 2$.

Recall $r(b_i)$ is the number of edge orientation cyclic reversals at $b_i$, and let $\tilde{d}(b_i) := v(b_i) - r(b_i)$ be the number of non-reversals in edge orientation at $b_i$. The degree of the numerator of $R$ is the sum of equilibrium points, counting multiplicity

$$\deg(P) = c + \sum_{i=1}^p \frac{r(b_i)}{2} + 1 = c + p + \frac{1}{2} \sum_{i=1}^p r(b_i).$$

From Lemma [4], the embedded $\Gamma$ satisfies $v - e + f = 2$. The number of black and white vertices gives $v = q + p$. The number of edges is $e = \sum_{i=1}^q 2(m_i + 1) - h$, the number of separatrix directions, minus the number of homoclinic or heteroclinic. This further simplifies to $e = 2n + 2q - h$ by using $n := \sum_{i=1}^q 2(m_i + 1)$. The number of faces is $f = c + \frac{q}{2}$ half-planes + $\frac{r}{2}$ strips. The number of half-planes is $\sum_{i=1}^p r(b_i)$, and the number of strips is $\frac{1}{2} \sum_{i=1}^p d(b_i)$. This gives

$$v - e + f = 2$$

$$q + p - (2n + 2q - h) + c + \sum_{i=1}^p r(b_i) + \frac{r}{2} \sum_{i=1}^p d(b_i) = 2.$$ (10)

Combining this with Equation (9) gives

$$\deg(P) = 2 - q + 2n + 2q - h - \frac{1}{2} \sum_{i=1}^p r(b_i) - \frac{1}{2} \sum_{i=1}^p d(b_i)$$

$$= 2 + 2n + q - h - \frac{1}{2} \sum_{i=1}^p (r(b_i) + d(b_i)).$$ (11)

Now $\sum_{i=1}^p (r(b_i) + d(b_i))$ is the number of landing separatrices, which equals $\sum_{i=1}^q 2(m_i + 1) - 2h$. 
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Combining with Equation (11) gives

\[
\deg(P) = 2 + 2n + q - h - \left( \sum_{i=1}^{q} (m_i + 1) - h \right)
\]
\[
= 2 + 2n + q - h - (n + q - h)
\]
\[
= n + 2.
\]

(12)

Appendix

Here we prove Proposition 3.

Proof of Proposition 3. Without loss of generality, we may assume that \(x_1, \ldots, x_n\) are the lengths of the edges that are on the boundary of at least one of the \(N\) annular regions, since all other edges have lengths which may be chosen freely. Each annular region has two boundary components: one on the left of the annulus, respecting graph orientation, and one on the right. The \(N\) annular regions give \(N\) homogeneous linear equations in \(n\) variables. Each equation in the system can be written as

\[
\sum_{i \in I_\ell} x_i = \sum_{i \in I_r} x_i,
\]

where \(I_\ell\) is the subset of indices corresponding to the left-hand boundary component of that annulus, and \(I_r\) is the subset of indices corresponding to the right-hand boundary component of the same annulus. This system of equations written in the form (13) has the following properties:

(a) There is at least one \(x_i\) on each side of each equation.

(b) Each \(x_i\) can appear at most twice in the system. If it does appear twice, it appears once on the left and once on the right of two different equations.

(c) If two equations have the same \(x_i\) on one side, then their other sides must not have any \(x_j\) in common.

We explain the above properties. Property (a) is necessary since each annulus has at least one edge on each boundary component. Property (b) is due to the fact that each edge can be on the boundary of at most two annuli; and if it is on the boundary of two annuli, it is on the left-hand boundary of one annulus and the right-hand boundary of the other. Property (c) reflects that if two annuli share an edge on one boundary component, then their other boundary components share no edges. Indeed, the core curves in the annuli separate these second boundary components.

In Figure 14 we show the two different configurations of two annuli sharing some edges, where we can see the above three properties into a concrete example. On the left hand side of this figure we show the not nested case where both annuli share the edge \(x_6\). Using the notation introduced before, we have the following two equations

\[
\begin{aligned}
\quad x_1 + x_2 &= x_3 + x_4 + x_5 + x_6 \\
\quad x_6 + x_7 + x_8 &= x_9 + x_{10}
\end{aligned}
\]
Figure 14: Examples of two annuli sharing some edges. On the left hand side the two annuli are not nested and they share the edge $x_6$, on the right hand side the two annuli are nested and they share the edges $x_3$, $x_5$ and $x_7$.

On the right hand side of the figure we show the nested configuration where both annuli share the edges $x_3$, $x_5$ and $x_7$. In this concrete example the two linear equations writes as

$$\left\{ \begin{array}{lcl} x_1 + x_2 & = & x_3 + x_5 + x_7 \\ x_4 + x_4 + x_5 + x_6 + x_7 + x_8 & = & x_9 + x_{10} \end{array} \right.$$  

Applying a result by Dines [Din27] will show that there exists a solution to this system having all positive components, henceforth called positive solutions.

The method of Dines is an inductive method to reduce the system of equations to a system having one equation less, where the initial system admits a positive solution if and only if the new system does. A requirement to use this result is that in no step of the induction do any of the equations have all positive or all negative coefficients when written in standard form. Clearly, such an equation cannot have a positive solution. We will show that at each inductive step in our systems (13) that the equations will never have all positive or all negative coefficients; equivalently, at least one term on the left and on the right have positive coefficients. We will first review the procedure of Dines and then apply it to our case. Consider a system of $N$ homogeneous linear equations of the form

$$\sum_{i=1}^{n} a_{ri}x_i = 0, \quad r = 1, \ldots, N. \tag{14}$$

The procedure of Dines first partitions the indices of the first equation according to the signs of the coefficients: let $I$ be the set of $i$ such that $a_{1i} \geq 0$ and let $J$ be the set of $j$ such that $a_{1j} < 0$. Then the first equation is rewritten as

$$\sum_{i \in I} a_{1i}x_i = -\sum_{j \in J} a_{1j}x_j, \tag{15}$$

and the remaining $N - 1$ equations are each written in the form

$$\sum_{j \in J} a_{rj}x_j = -\sum_{i \in I} a_{ri}x_i, \quad r = 2, \ldots, N. \tag{16}$$
where it is understood that the \( i \) and \( j \) are from the same partition of indices as determined by the first equation. Next, the first equation is multiplied by each of the other \( N - 1 \) equations to create a new system of \( N - 1 \) linear equations in the new variables \( x_{ij} := x_i x_j \):

\[
\sum_i a_{1i} x_i \cdot \sum_j a_{rj} x_j = \sum_j a_{1j} x_j \cdot \sum_i a_{ri} x_i. \tag{17}
\]

The procedure is repeated until there is only one remaining equation in \( y_i := x_{i1} x_{i2} \cdots x_{iN}, \) \( i_j = 1, \ldots, n \) for all \( j \)

\[
\sum_{i=1}^{n-N} b_i y_i = 0, \tag{18}
\]

which has a positive solution

\[
y_i = -\sum_j b_j \tag{19}
\]

\[
y_j = \sum_i b_i, \tag{20}
\]

where again the indices \( i \) and \( j \) are partitioned such that \( b_i \geq 0 \) and \( b_j < 0 \). Dines proves that the existence of this positive solution guarantees the existence of a positive solution for the original system, as long as at each step of the iteration, no equation has only positive or only negative coefficients (in standard form).

Let us apply this procedure to our case. We will need to show that at each step of the procedure, all equations in the system have both positive and negative coefficients (equivalently, at least one term on each side with positive coefficient). It will be enough to show that each intermediate step satisfies the three properties above. Applying to the annulus problem, the equations (15) and (16) take the form

\[
\sum_{\{i\} \subseteq I} x_i = \sum_{j \in J} x_j, \quad r = 1 \tag{21}
\]

and

\[
\sum_{\{j\} \subseteq J} x_j = \sum_{\{i\} \subseteq I} \pm x_i, \quad r = 2, \ldots, N, \tag{22}
\]

since all coefficients are 0, 1 or \(-1\). Note that both sides of the first equation have only positive coefficients as written. The \( r_{th} \) equation as presented has left hand side which has only non-negative coefficient terms because of property (b). If the left is non-zero, the right hand side has at least one positive coefficient term by property (a) if the left equals zero, the right hand side has at least one positive and one negative term also by property (a). Since both sides of (21) have positive coefficients, the signs of the product coefficients of (21) and (22) is determined by the signs of the coefficients of (22). Hence, multiplying the left sides of (21) and (22) gives only positive coefficient terms or zero on the left, and as before, at least one positive coefficient term on right in the first case and at least one positive and one negative in the second case.

\[
\text{first equation } (+) = (+) \tag{23}
\]

\[
\text{rth equation } (+) = (+) + (+ \text{ or } -) \quad \text{or} \quad 0 = (+) + (-) + (+ \text{ or } -) \tag{24}
\]

Therefore the equations in the resulting system have not all positive or all negative coefficients in standard form (Property (a)). There is, however, a detail that needs to be considered: it
is a priori possible that some of the terms on the left may be equal to some on the right in the product, and simplifying could hypothetically cause the equation to only have positive or negative coefficient terms in standard form. Let us see that this cannot happen with our system. You will get cancelling terms if the product of (21) and (22) has some $x_{i_0j_0}$ both on the right and on the left. The $i_0$ will come from the left side of (21) and the $j_0$ would have to be from the left side of (22). Now the indices $j$ on the left of (22) are some subset of the $j$ on right of (21). The right of (22) gets multiplied by all of these $j$, so you would only get the same pair $i_0j_0$ if the right side of equation (22) contains some $i$ that is on left of (21). This cannot happen by property (c) on (21) and (22).

Now we need to show that the new system of equations in $x_{ij}$ satisfies the same three properties so that we can iterate this argument. First note that the coefficients of the product system are 0, 1, and $-1$. The new system inherits property (a) by the paragraph above. We now show that it also inherits property (b). That is, every $x_{ij}$ can appear at most twice in the $N - 1$ equations, and if it appears twice they are in different equations with opposite sign in standard form (or each positive on opposite sides). By the argument in the preceding paragraph, no $x_{i_0j_0}$ can be both on the left and right of the same equation. The variable $x_{i_0j_0}$ can not appear anywhere else on the left in the product system (17), since the $j_0$ comes from the left of (22), and this cannot appear anywhere else on the left by property (b) since it is on the right of (21). The same $x_{i_0j_0}$ can appear at most once on the right since $i_0$ already appears on left in (21) so can appear at most once on right of the system (and both have positive coefficients.)

It now remains to show that if two equations in the product have an $x_{i_0j_0}$ once on each a respective side, that the opposite sides of the same equations share no other $x_{i_1j_1}$. If the product gives a common $x_{i_0j_0}$, it must stem from three equations

\[(r_1) \quad \cdots + x_{i_0} + \cdots = \cdots + x_{j_0} + \cdots \quad (25)\]
\[(r_{m_1}) \quad \cdots + x_{i_0} + \cdots = (\ast) \quad (26)\]
\[(r_{m_2}) \quad \cdots + x_{j_0} + \cdots = (**) \quad (27)\]

Note that both sides of $(r_1)$ are disjoint, $(\ast)$ is disjoint from the right of $(r_1)$: $\cdots + x_{j_0} + \ldots$, and $(**)$ is disjoint from the left of $(r_1)$: $\cdots + x_{i_0} + \ldots$. The product of $(r_1)$ with the other two gives

\[\cdots + x_{i_0j_0} + \ldots = (\cdots + x_{j_0} + \ldots)(**) \quad (28)\]
\[(\ast)(\cdots + x_{i_0} + \ldots) = \cdots + x_{i_0j_0} + \ldots, \quad (29)\]

and $(\cdots + x_{j_0} + \ldots)(**) \text{ and } (\ast)(\cdots + x_{i_0} + \ldots)$ are disjoint since, even if $(**)$ and $(\ast)$ are not disjoint (have some same index), the other index in the product will be different. □
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