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Abstract Social networks have become an increasingly common abstraction to capture the interactions of individual users in a number of everyday activities and applications. As a result, the analysis of such networks has attracted lots of attention in the literature. Among the topics of interest, a key problem relates to identifying so-called influential users for a number of applications, which need to spread messages. Several approaches have been proposed to estimate users’ influence and identify sets of influential users in social networks. A common basis of these approaches is to consider links between users, that is, structural or topological properties of the network. To a lesser extent, some approaches take into account users’ behaviours or attitudes. Although a number of surveys have reviewed approaches based on structural properties of social networks, there has been no comprehensive review of approaches that take into account users’ behaviour. This paper attempts to cover this gap by reviewing and proposing a taxonomy of such behaviour-aware methods to identify influential users in social networks.
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1 Introduction

The proliferation of network technologies, including social media, has changed people’s daily activities and patterns of interaction. Various forms of social networking applications are used for different purposes: exchanging messages, broadcasting news, sharing opinions on topics of common interest, publicity,
and so on. User interactions form social networks that may play an effective role in shaping an opinion, fast and widespread propagation of specific messages or news and may help establish opinions quickly. It has long been accepted that not all users play the same role or carry the same gravitas in social networks. Some users may be more active or influential or vital due to their behaviour or friends in the network. So-called influential users play an important role in social networks and can be crucial in helping spread messages quickly and widely. The Influence Maximization (IM) problem is defined as the problem of identifying a set of users in a social network, who can influence broadly and effectively other users. This is known to be a complex problem, particularly as it requires some criterion to measure influence.

The IM problem was originally studied as an algorithmic problem by Domingos and Richardson [33,92] while Kempe, Kleinberg and Tardos [61] were the first to formulate the problem as a discrete optimization problem. Although different studies have been dedicated to solving the IM problem, investigating the aspects of the problem that help identify influential users [70, 124] and/or predict the influence of users [42,32] is still an important research challenge due to the impact that messages propagated through social networks often have on today’s society.

The most commonly used model to solve the problem is to represent a social network as a graph whose nodes represent users and edges indicate the relationships between users. Then, different criteria may be specified to measure the influence of users. In some research, user’s influence is determined by the network structure, which means that influential users are identified on the basis of topological properties of the graph. In other research, apart from network structure, users’ characteristics of behaviour, such as preferences or trustworthiness are taken into account. We term the former behaviour-agnostic as opposed to behaviour-aware for the latter. In behaviour-agnostic approaches, the problem is that there is essentially a structural graph-based approach to identify influential users; differences in their individual behaviour are disregarded. Taking users’ behaviour into account can match everyday realities; this is the strength (and the additional complexity) of behaviour-aware approaches.

Several surveys have reviewed various methods to address the IM problem and discussed different challenges in identifying a set of influential users. A set of surveys [45,96,24,58] focuses on specific elements of the problem, such as diffusion models or the simulating spreading process, but without providing a comprehensive review of various methods for IM. Another set of surveys [81, 91,31] focuses on measures applied to rank each node in terms of its influence. These measures, often derived from the network’s structure, are known as centrality measures. The ranking, obtained by centrality measures, can then inform the choice of most influential users. Other surveys focus on the methods aiming to select a set of influential users considering the network as a whole; for example, influential nodes may be chosen so that all parts of a network are covered. In [74], the solutions of the IM problem are reviewed from an algorithmic perspective, which relies on diffusion models that simulate the spreading
process. Along the same line but using a somewhat different classification is the work in [104]. Various classifications of methods have been proposed in other surveys [4,13,116,8]. In [4], different structural methods are systematically evaluated and compared using a benchmark platform. In [2], structural users’ influence detection methods are categorized and their advantages and disadvantages are discussed. Another review and classification is given in [13], where some behaviour-aware methods related to reputation and trust between users are also discussed. The methods proposed to identify influential users in evolving networks are classified and reviewed in [116,47]. In [8], some variants of the IM Problem are reviewed and the hardness of the problem under both traditional and parameterized complexity is described.

The main characteristic of all these surveys is that they focus on behaviour-agnostic methods. Some behaviour-aware methods are briefly discussed in [81,74,91,104,13] but without any in-depth classification or specific focus on behaviour. It is generally true that behaviour-agnostic methods have a longer history in tackling the IM problem; this may explain why they dominate in current work. However, the starting point of behaviour-aware methods is a more realistic formulation of the IM problem. As such, behaviour-aware methods have the potential to deliver solutions of higher relevance to real-world situations. Yet, behaviour-aware methods have not been considered in any previous survey as a class on their own, that is, as a separate family of solutions deserving its own fine-grained classification. This paper addresses this gap.

In view of the above, the contributions of this paper can be described as follows:

- A proposal to categorize existing methods to solve the IM problem into behaviour-agnostic and behaviour-aware, which is motivated by the realization that behavioural characteristics of users play a key role in IM.
- A taxonomy and a detailed review of behaviour-aware methods for the IM problem, which discusses the behavioural characteristics that have been taken into account to solve the IM problem, how these characteristics are modelled and how the properties of the problem are affected by taking into account these characteristics.
- A discussion of challenges for the IM problem from a behaviour-aware perspective.

The rest of the paper is organized as follows. Some basic concepts of social networks and the influence maximization problem are introduced in Section 2. An overview of our taxonomy is also given in this section. Section 3 covers a comprehensive overview of behaviour-aware methods for IM. Challenges and future research directions are finally presented in Section 4.
2 Preliminaries

2.1 Problem Description

Figure 1 gives an overview of the IM problem. Somebody (say an organisation) intends to run a campaign to spread a message, advertisement, news or idea through a social network. They formulate a query to identify a set of influential users that can help spread a specific message with specific features, preferences or constraints. For example, a company may consider advertising a new model of car for sale in a special exhibition; they may target users with an age greater than 18, who are located in the vicinity of the exhibition and they may have a limited budget. This can be formulated in the query as targets, geographical preference and budget constraint. Social network sites typically provide data in relation to users and the relationships between them. Relevant user information may include shopping history, rate history, opinion, interests, geographical location and so on. Relationship may indicate some connection, such as friendship or common interests, between a pair of users. According to the information provided by social network sites and in line with the query formulated, influence maximization aims to identify a set of influential users as initial spreaders, known as a seed set, to spread the message and maximize the total number of users who are influenced. The users who are influenced are called influenced users or active users. A formal model of the IM problem is given next.

Fig. 1 Overview of the Influence Maximization problem.

First, an organisation formulates a query to define a message, its features and related information. The query is generally modelled as $Q = (M, AM, B)$. $M$ denotes the content of the message which may relate to news, an advertising slogan, an opinion, an event, and so on. $AM$ shows the different features of the
message, such as topics of a product, location of an event and so on. $B$ may be the budget for propagation that can be the number of seeds, some discount for seeds to give an incentive to propagate a message, or remuneration to a network owner (or third-party service provider) to identify influential users and initiate a spreading process.

Second, given the features of the query, information provided by social network sites is used to model the social network; this step may be done by the owners of the network or by some third-party service providers. A social network is modeled as a graph $G = (V, E, BV, BE)$, with users and the relationships between them represented by nodes $V$ and edges $E$, respectively. If there is a relationship between two nodes $v_i$ and $v_j$, it is shown by the edge $e_{ij}$; two nodes that are connected by an edge are considered as neighbours. $BV$ denotes the different behaviours of users such as location, interests, opinions and so on. $BE$ denotes the different features of the relationship between a pair of nodes indicated by the edges, such as trust, spread probability (also called as influence or activation probability), or common interests. Depending on the nature of relationships in the network, in some cases (for example, to represent the follow relationship in Twitter), the edges are considered as directed relationships, i.e. $e_{ij} \neq e_{ji}$, while in some other cases (for example, to represent friendship in Facebook) the relationship between nodes is regarded as bi-directional, and the graph is considered as undirected, i.e. $e_{ij} = e_{ji}$. In general, a social network graph contains no cycles, i.e. $e_{ii} \notin E$.

Third, according to the query $Q$ and graph $G$, the influence of each node is assessed and a strategy is applied to select a set of influential nodes as seeds taking into account the budget associated with the query and with an overall goal that the selected seeds maximize the influence of the spreading process. How to determine this set of influential nodes is the core of the influence maximization problem. Finally, the spreading process is initialized using the set of seeds to propagate the message.

In what follows, an overview of the approaches applied in the literature to detect the influence of a user/a set of users is presented and the general framework of the influence maximization problem is formally defined.

### 2.2 Influence Detection

Different approaches have been described in the literature to detect the influence of a user or a set of users. This paper groups these approaches into the following four families.

- **Centrality measures** determine the influence of each node in the social network graph based on topological properties. Different centrality measures have been proposed and extended to determine the influence of nodes. [37, 58, 39, 20, 52, 19, 62].

- **Simulation of the spreading process** can be used to determine the influence of each node and select a set of influential nodes. Different diffusion models have been proposed to simulate the spreading process. The Independent
Cascade (IC) model [20,41,61] and the Linear Threshold (LT) model [16,43,61] are the models that have been widely applied. In the IC model, the spreading process is simple, which means the propagation on the edges is mutually independent and interaction with one active node may be enough for a node to be activated (influenced). In the LT model, the spreading process is complex, which means a node may need to interact with multiple active nodes to be activated (influenced) [24].

- Reverse Influence Sampling (RIS) [15,103,14] relies on a random sampling technique to determine the influence of each node and identify a seed set.
- Maximum Influence Arborescence (MIA) [26] relies on the spreading probability on paths between pairs of nodes in the social network graph; the spreading probability on a path is calculated by multiplying the spreading probability on the edges of the path.

Depending on the approach applied to detect the influence, we can approximately determine the time complexity of each method. Generally speaking, in terms of time complexity, these approaches can be ranked from high to low in the order: simulation-based, MIA-based, RIS-based and centrality-based.

2.3 Influence Maximization

The Influence Maximization (IM) problem aims to spread a message as widely as possible through a social network, taking into account that it is highly time consuming and practically impossible to send the message to all users of the network. As a result some constraints are taken into account to select a small set of influential users, who have more influence than other users and can widely propagate the message. The IM problem is generally defined as in Eq. (1), where the function $\varphi(S)$ defines the influence of a set of seeds $S$.

$$S^* = \arg \max_{S \subset V} \varphi(S)$$

subject to some constraints. (1)

Given the model discussed in Section 2.1 there are three different types of features related to the behavioural information which may be taken into account to select a set of influential nodes: (i) features of the users ($BV$) to determine the relevance of each user to the query; (ii) features of the relationships ($BE$) to model the spreading (influence) probability between the users based on the relevance to the query; and (iii) features of the message ($AM$) to target a set of relevant users in spreading process. These three types of information encapsulate the differences between behaviour-agnostic and behaviour-aware methods.

Behaviour-agnostic methods only consider the graph structure to determine the influence of nodes and identify a set of influential nodes. That is to say, behaviour-agnostic methods do not take into account anything specific for the sets $BV$ (capturing users’ behaviour) and $BE$ (capturing edges’ behaviour,
that is, different features of the relationship between a pair of users). In addition, they do not consider different features of the message, as captured by the set $AM$ in the query message. In brief, behaviour-agnostic methods assume that: (i) all users have the same behaviour; (ii) relationships between any pairs of users are the same; and (iii) the features of the message have no impact on the propagation process. In behaviour-aware methods, some or all of these aspects may differ. It means that, in addition to graph structure, behaviour-aware methods take into account some aspects of behavioural information to propose practical approaches for real-world applications.

In this paper, we focus on behaviour-aware methods; as mentioned in Section 1, there are several surveys discussing behaviour-agnostic methods comprehensively.

3 Behaviour-Aware Methods

In behaviour-aware methods, besides graph structure, additional information, such as users’ behaviour, relationships’ features, and query content, is taken into account to improve the spreading process. For example, when a query aims to advertise a specific product, all users may not be equally interested in this product. Considering how interested each user is can improve the process of identifying a seed set and result in a successful message propagation. Based on the type of the information taken into account, behaviour-aware methods can be divided into four main categories.

User preferences and query relevance to these preferences are taken into account by interest-aware methods. To determine user preferences, these methods rely on preprocessing of historical records of users’ activities in the networks, such as, the content of their posts, the content of the posts they liked or replied to, their rating records for different products or their shopping experience and so on. In opinion-aware methods, the opinion of users towards a message is taken into account to find influential users that can change the attitude or opinion of other users. To determine the stance and opinion of users towards a message, these methods rely on the analysis of the sentiment and subjectivity of users in their posts or their feedback on messages posted by other users. Cost and benefit of spreading an advertising query are considered by money-aware methods. These methods assume that users may estimate their influence in the network and use it to negotiate a price to participate in the spreading process. Therefore, selecting different users as seeds may incur a different cost. Furthermore, the analysis of historical records of users’ activities is leveraged in these methods to estimate users’ valuation of a product advertised in a spreading process. This can help target users with a higher valuation and result in a higher benefit in the process. In physical world-aware methods, the geographical location of users is taken into account and a query aims to spread a message towards users in specific locations, for example a query may invite users to a festival taking place in a specific geographical location. These methods assume the location of users can be modelled using historical
records of users’ check-in locations, GPS-enabled technologies, location-based social networks, or similar techniques. These four categories are illustrated in Figure 2 and will be further elaborated and discussed in detail in the sections that follow.

![Fig. 2 A classification of behaviour-aware methods for IM](image)

3.1 Interest-Aware Methods

Users’ preferences and interests are taken into account in these methods. Spreading aims to influence the users who are potentially interested in a message. Past activities of users, such as posts, likes, ratings or shopping history may be preprocessed to determine their interests. In these methods, the size of the seed set is fixed, that is $|S| = k$, and it is also considered as a constraint of the IM problem as defined in Eq. (1). We categorize these methods into three classes based on the process considered to identify the users interested in the message of the query formulated.

3.1.1 Target-Aware Methods

In target-aware methods, whether a user is interested in the message of the query or not is indicated by a simple binary value. In other words, the behaviour of users, corresponding to $BV$, is modelled with binary values to indicate whether a user is interested in a message or not. Users interested in a message are considered as target nodes. Edges and the query have no further information, i.e., the sets $BE$, and $AM$ are not relevant in these methods. IM aims to select a seed set to spread the message to as many target nodes as possible.
In [85][115], several centrality measures are extended to determine the influence of each node relative to the target nodes. In these measures, the centrality is calculated just based on the target nodes; other nodes have no impact in centrality calculation. Then, the top-k central nodes are chosen as seeds. In [99][114], the influence of each node is determined based on the paths between the node and other nodes. In [114], two sets, *influencers* and *followers*, are defined for each node to determine the region of influence of the node. Then, the nodes are clustered based on their region; the influential nodes are greedily selected to maximize the activation probability of the target nodes in different regions. The authors in [99] suggest a method based on the maximum influence arborescence method [26], which guarantees a solution within a factor of the optimal solution.

Propagation of the message to target nodes is also the objective in [19][18]. However, besides influence on target nodes, the diversity of the target nodes which are influenced is also taken into account. In [19], each target node is assumed to have a set of attributes; the problem is modelled as the identification of a seed set to spread the message to target nodes with diverse attributes. Then, a degree-based method is proposed to tackle the problem. The authors in [18] assert that some silent nodes may be interested in a message but may not have been considered as target nodes due to lack of past activity. Spreading the message to different parts of the network can motivate such nodes. Therefore, the authors apply the reverse influence sampling method [15] to propose a method that selects a seed set to influence target nodes that have structural diversity.

In [90][80], the authors suggest that activating non-target nodes may bring undesired costs and results. Therefore, they discuss how to select a set of influential nodes to maximize the number of activated target nodes while simultaneously minimizing the number of non-target nodes activated. The authors in [90] propose a simulation-based greedy method to identify a set of influential nodes such that the number of activated target nodes is maximized while the number of non-target activated nodes is kept below a given threshold; they propose heuristics for a time-efficient greedy method. In [80], maximizing the difference between the number of activated target nodes and activated non-target nodes is defined as the objective function of the problem. The authors propose a centrality measure to determine the influence of each node; influential nodes are selected in an iterative manner.

In summary, considering a set of nodes as target nodes prevents waste of resources (in terms of time or money) and avoids propagation of a message towards nodes who may not be interested in the topic of a message. Additional information about the diversity of nodes, as for example in [19][18], may boost the success of the spreading process. Taking into account non-target nodes, as in [90][80], helps avoid the activation of nodes that may spread an adverse message and negatively impact the IM process. However, relying on the diversity of nodes or non-target nodes needs information about users’ behaviour which may not be always available. This suggests that the methods proposed in [19][18][90][80] are less viable than the methods in [115][85][114][99].
3.1.2 Label-Aware Methods

Label-aware IM, also known as labelled IM, was first defined in [66]. In label-aware IM, the features of a message, corresponding to AM in the query formulated, are modelled using a set of labels relevant to the message. The labels are taken into account to model the spread of the message in the network. In [66,105,75], a set of labels, such as health or news, is assigned to each node. Thus, the behaviour of each user, corresponding to BV, is modelled using a set of labels in which the user is interested. Target and influential nodes are selected, according to the overlap between label sets related to the query and behaviour of users. Two simulation-based methods are proposed in [66] to identify influential nodes for label-aware IM; for time-efficiency, they also extend a degree-based method [27]. The authors in [105] differentiate the state of the users between aware and adopted (in addition to inactive) and propose an extension of the linear threshold (LT) model in which every node influenced by the propagation process moves to the aware state and forwards the message, but only interested nodes can switch to adopted state and accept the message. Then, a degree-based method [27] is developed to identify a seed set which maximizes the number of users in the adopted state. The impact of friend conformity in the propagation process is taken into account in [75]. In order to take into account friend conformity, users are divided into groups based on the similarity of labels relevant to their behaviour; a centrality measure is then developed to determine the influence of each node and group. A set of seeds is selected based on the influence of nodes and groups.

In some studies [79,60], instead of modelling the behaviour of each user, the features of the relationship between a pair of users are modelled using a set of labels; this set indicates the common interests between the pair based on their past communications. In [60], the spreading (influence) probability between each pair of nodes is determined based on the similarity of the label sets relevant to the query and the relationship between the pair. Then, a reverse sampling approach is proposed to identify the most influential seeds. In [79], the role of trust between users is also taken into account; the network is divided into domains based on the common labels and trust between users. Then, a degree-based method [27] is suggested to identify the influential users in each domain.

In summary, in [66,105,75], the past activity of each user is used to determine a set of labels in which the user is interested. Taking into account this set may help identify influential seeds effectively and target nodes that are potentially interested. However, to determine the set of labels relevant to the messages exchanged between the pairs, considering past interactions between pairs of users, as in [60,79], may help model the propagation of a message realistically. This is because two users may share some common interests but may not influence each other in all common interests; if past interactions were not considered, the spreading probability between them for some common interests may be zero.
3.1.3 Topic-Aware Methods

In these methods, a set of network topics is first defined. The behaviour of each user, corresponding to $BV$, can be modelled using a topic vector; the $j$-th entry of this vector is a number in $[0, 1]$ and indicates how interested in the $j$-th topic the user is. Also, the behaviour of each relationship, corresponding to $BE$, can be modelled using a topic vector; the $j$-th entry of this vector is a number in $[0, 1]$ and indicates the spreading (influence) probability on the edge for the $j$-th topic. The features of the message, corresponding to $AM$ in the query, are modelled using a relevance topic vector whose $j$-th entry, a number in $[0, 1]$, denotes the relevance of the query to the $j$-th topic. In topic-aware methods, influential nodes are selected according to these vectors. Based on the methodology applied to identify the seeds, we divide topic-aware methods into two categories.

**Partly Offline Topic-Aware methods:** In these methods, the main idea is that there are lots of different messages related to different sets of topics and the identification of influential users for each message is accordingly time-consuming. Therefore, different seed sets for different sets of topics are selected and saved in advance using an offline approach. When a query comes up, the overlap between the topic vector of the query and the topic sets for which seeds have been saved is used to determine the most relevant saved seed sets and select the most influential seeds.

The behaviour of each user is modelled using a topic vector in [76,5,25]. In [76], reverse influence sampling [15] is applied to determine and save offline the influence region of each node for different topics. When a query comes up, according to the influence region of nodes and the topic vector of the query, most influential nodes are identified as seeds. Some techniques are also proposed in this paper to enhance the time efficiency of the method. In [5,25], the authors try to enhance the time efficiency of seed selection by dividing the topics into a set of groups based on the similarity of the topics. In [5], the authors argue that users with similar interests are attracted by messages with similar features. Thus, topics are divided into groups based on the similarity. A set of most influential nodes for each group is identified and saved offline. When a query comes up, a set of seeds is identified based on the similarity of the topic vector of the query and predefined influential nodes for topic groups. In [25], the authors observe that queries related to different topics may have a significant overlap; identifying an influential node set for each topic in advance and mixing the influential sets based on the query topics in online steps can speed up the seed selection. The authors adopt this hypothesis to propose a time-efficient method.

Instead of modelling the behaviour of users, in [21] the features of the relationship between each pair of users is modelled using a topic vector, corresponding to $BE$, where the $j$-th value in the vector indicates the spreading (influence) probability of a message relevant to the $j$-th topic between the pair. Then, the maximum influence arborescence method [20] is applied to
develop a method to identify a set of seeds. Given the time complexity of this method, the authors apply an offline function to determine an upper bound for the influence of each node and reduce the computational complexity of seed selection.

**Online Topic-Aware Methods:** In online topic-aware methods, all steps to identify influential seeds are done online, when a query comes up; no preprocessing takes place.

In [11,95], the features of the relationship between each pair of nodes is modelled using a topic vector, corresponding to $BE$. In [11], according to the topic vector of the query, corresponding to $AM$, and the topic vector assigned to each edge, corresponding to $BE$, the spreading probability on each edge for the message is calculated. Then the IC and LT diffusion models are extended to identify a set of influential seeds. In [95], the authors take into account the role of communities in the network to select a set of influential seeds covering different parts of the network. They divide the network into a set of communities and select a number of influential seeds from each community according to the size of the community.

In [125,121,106,69], the behaviour of each user is modelled using a topic vector, corresponding to $BV$. In [125], the authors first discuss how to determine the interest of each user in different topics based on their activities in the network. Then, they propose a simulation-based method to identify a set of influential seeds based on the topic vectors of the query and users. In [121], the similarity between the topic vector of users and the topic vector of the query is calculated using entropy divergence notation to determine a weight for each node that indicates how interested the node is in the query’s message. According to the nodes’ weight, a weight is then assigned to each edge, and the influential nodes are selected based on the weight of the edges connected to each node. In [106], a network embedding approach is proposed to capture the interests of users; then, this approach is applied to determine the influence of each node. A set of influential nodes is identified using a reinforcement learning-based algorithm. In [69], the authors argue that greater similarity between the interests of a user and features of the query is an indication that the user may be influenced in the spreading process. Thus, they calculate the similarity between the topic vector of users and the topic vector of the query to determine the probability that each node is influenced in the spreading process. Then, an independent cascade model is extended to capture this property; a degree-based heuristic is proposed to determine the influence of each node and select the seeds in an iterative manner.

In summary, in some methods (partly offline methods [76,5,25] and online methods [125,121,106,69]), the behaviour of users is taken into account to determine how interested each user is in the query’s message. On the other hand, in other methods (partly offline methods [21] and online methods [11,95]), the log of the interactions between each pair of users is used to model the features of the relationship between the pair. As discussed before, taking into account the features of relationships may help model the propagation process...
in the network effectively. To compare partly offline and online methods, when a query comes up, partly offline methods may identify influential nodes to trigger the spreading process more efficiently, which is an advantage especially for breaking news spreading in a social network. However, partly offline methods need to deal with the running time for offline execution and also storage issues in relation to saving the influential seeds for queries with different topic vectors. Another challenge of partly offline methods is how to determine the potential queries in advance to identify the influential seeds for different topic vectors.

3.1.4 Summary

The properties of the discussed interest-aware methods are summarized in Table 1. As mentioned, in target-aware methods, a binary value is used for each user to determine whether the user is interested in the query’s message or not, something that may not properly capture the views of a user towards a message. Label-aware methods try to address this by taking into account a set of labels in which the user is interested, these methods also use a binary state to represent whether a user is interested in a special topic or not. Conversely, topic-aware methods capture user preferences more realistically by applying a continuous value to represent the interest of each user towards a topic. However, determining the topic vector for each user demands a good record of historical data of users’ past activities which may not be always available.

3.2 Opinion-Aware Methods

In these methods, each user has an opinion or attitude about the query’s message, i.e., the behaviour of each user towards the query’s message is modelled using a discrete or a continuous value. Using a discrete value, opinion has a limited set of choices and can often be indicated by a binary choice between positive/negative or a choice between opinions A/B; in this case the goal of IM is to maximize the number of users subscribing to a specific opinion. Using a continuous value, the opinion of each user is denoted by a real value to express the leaning of users towards the query’s message; in this case IM is about selecting a set of influential users that can potentially maximize this value for the network users.

It has been often mentioned that opinion change depends on the trust between the users. Thus, it has been proposed to model social networks as a signed graph whose edges have a positive or negative sign indicating trust or distrust between users. Yet, trust between the users is not taken into account by all methods. Thus, it is useful to divide opinion-aware methods into two categories: trust-agnostic and trust-aware. Same as with interest-aware methods, in opinion-aware methods, $|S| = k$ is also considered as a constraint of the IM problem as defined in Eq. (1), which means the size of the seed set is fixed.
Table 1 Properties of interest-aware methods, including applied behavioural features, applied method for influence detection – Centrality Measure (CM), Spreading Simulation (SS), Reverse Influence Sampling (RIS), and Maximum Influence Arborescence (MIA) – and the type of spreading process

| Category         | Paper (year) | Behavioural features | Influence detection | Spreading process |
|------------------|--------------|----------------------|---------------------|-------------------|
|                  |              | AM       | BV       | BE               | CM | SS | RIS | MIA | Simple | Complex |
| Target-Aware     | [114](2003) | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [85](2014)  | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [114](2015) | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [85](2014)  | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [114](2018) | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [19](2021)  | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [26](2018)  | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [20](2020)  | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [60](2018)  | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [115](2011) | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [79](2015)  | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [85](2015)  | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [114](2018) | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [114](2017) | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [19](2018)  | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [50](2015)  | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [60](2013)  | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [105](2017) | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [114](2018) | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [105](2015) | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [60](2018)  | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [85](2014)  | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [25](2016)  | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [11](2013)  | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [95](2019)  | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [121](2019) | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [125](2014) | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [106](2020) | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                  | [69](2020)  | ✓        | ✓        | ✓                | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |

3.2.1 Trust-Agnostic Methods

In [38], [122], [107], the opinion of each user is modelled using a continuous value; a higher value corresponds to a more favorable opinion towards the query’s message. In [122], the authors develop an opinion cascade model to simulate the spreading process and how users’ attitude may change over this process. Then, this model is applied to suggest a greedy method to find a seed set, which, when triggered, maximizes the total opinion of influenced users. In [38], the behaviour of each user is modelled using two opinions: internal opinion, which persists over time, and expressed opinion, which is influenced by other users over time. Taking into account both internal and external opinions, the changing of expressed opinion of users is modelled; a greedy method is suggested which greedily selects the seeds in an iterative manner. The authors in [107], in addition to the opinion of users, model the features of relationship between the users by taking into account both spreading probability and interaction probability on the edges. Inspired from fluid dynamics, a diffusion model is proposed to simulate the change of users’ opinion over spreading process. This model is then used to describe a greedy method to find a seed set which, when triggered, maximizes the number of active users whose opinion is greater than a given threshold.

In [54], [51], the authors model the behaviour of each user using a continuous value; this value is considered as a threshold to determine whether the user is
influenced during the spreading process. The authors assert that traditional diffusion models (independent cascade and linear threshold models) cannot properly define the dynamics of users’ opinion. In [54], the independent cascade model is used to simulate the spreading process, while the dynamics of the users’ opinion is captured using a voter model; combining these two models a multi-stage diffusion model is proposed. The influence of each node is determined using a centrality measure; a greedy method along with a heuristic algorithm is suggested to identify a set of seeds. In [51], the authors argue that, because users’ opinion changes dynamically over time, seeds should be selected in an adaptive manner to guarantee the quality of the spreading process. They apply reinforcement learning theory to propose a multi-stage heuristic to identify influential seeds. In this method, the spreading process is initialized with a batch of seeds; additional seeds are selected during the spreading process.

In [23,57], the opinion of each user is modelled using a discrete value (negative, neutral, or positive) that models attitude towards the query’s message; IM aims to maximize the number of users with positive opinion. In [23], a cascade model is proposed to simulate the spreading process with negative opinions. The authors first apply this model to propose a simulation-based method; then, maximum influence arborescence [20] is applied to propose a time-efficient method. In [57], the authors argue that when spreading a product advertisement users’ complaining behaviour should be taken into account; a user may be satisfied with a product but may still have something to complain about. Thus, in addition to users’ opinion, they also model the complaining behaviour of users during the spreading process, which is considered by a simulation-based method to identify an influential seed set.

In summary, in [23,22], the opinion of each user is modelled using a discrete value while, in [38,122,107,54,51], a continuous value is used to model the opinion of each user. Compared to the methods in [38,122,107], the proposed methods in [54,51], try to model more accurately how the opinion of users changes under the influence of friends. However, the dynamics of users’ opinion under the influence of their friends may not be straightforward and cannot be modelled for all users in the same way.

3.2.2 Trust-Aware Methods

Users may consider other users as either friends or foes [23]; thus, considering both positive and negative relationships can improve opinion-aware methods. In trust-aware methods, each user has their own opinion towards the query’s message; the opinion of users may change under the influence of friend or foe relationships with other users. The friend or foe relationship is typically represented by a sign; edges with a positive sign indicate friendship between users, while a negative sign indicates a foe relationship. Therefore, in trust-aware methods, the feature of the relationship between a pair of nodes is modelled using a sign describing the friend or foe relationship.

In some methods [109,63,108,77], the behaviour of each user is modelled as a continuous value, falling in \([-1,1]\], to indicate the opinion of the user
about the query’s message; the behaviour of each relationship is modelled as a
sign indicating friend or foe relationship. In [109], the authors present an ex-
tension of the linear threshold (LT) model to simulate propagation in a signed
network and update users’ attitude over propagation. Applying this model, a
simulation-based method is proposed to select a set of seeds that maximize the
number of nodes with a positive opinion. In order to propose a time-efficient
method for this problem, in [63], a centrality measure is defined to determine
the influence of each node based on the friend and foe relationships of the node
in a three-hop neighbourhood; nodes with the greatest centrality are selected
as seeds. In [108], the authors extend the linear threshold model to take into
account different states for each user during the spreading process; how the
state of each user changes is determined using some given thresholds. The
authors suggest a simulation-based greedy algorithm to identify an influential
seed set. In [77], the behaviour of each user is modelled using two continuous
values: internal opinion, which does not change during the spreading process,
and expressed opinion, which may be influenced and change during the prop-
gagation as a result of the influence of the other users. The authors develop a
linear threshold model to simulate the propagation in this setting and propose
a greedy method along with some heuristics to select a set of influential nodes.

In some other methods, the opinion of each user towards the query’s mes-
sage is modelled as a discrete value, such as negative/neutral/positive, A/B,
or red/blue. Without loss of generality, we can refer to all these as negative,
negative or positive opinion. Here, the aim of IM is to maximize the number of
users with positive opinion after propagation.

In [65, 64, 55, 59, 100, 86], the independent cascade model is adopted as the
diffusion model to simulate the spreading process in the network. In [65] a
diffusion model, named polarity-related independent cascade, is developed to
simulate propagation in a signed network and change of users’ opinion. Ap-
plying this model, a polarity-related method is proposed to find a set of nodes
with positive opinion which, when triggered, maximize the number of nodes
with positive opinion. Due to the low time-efficiency of this method, some
research has tried to improve the time complexity of seed selection under the
polarity-related independent cascade model; the authors in [64, 55] apply meta-
heuristic algorithms, while the authors in [59] propose a path-based centrality
measure to identify influential nodes. In [100], the authors extend the problem
by assuming that nodes with negative opinion can also be selected as seeds
to initiate competitive propagation in the network; a centrality measure is
suggested to address the problem. In [86], it is assumed that when a node is
influenced by one of its neighbours, it takes some time until the node attempts
to influence other neighbours; therefore, in addition to the trust, time latency
is defined to model the behaviour of each relationship. The authors develop an
extension of the independent cascade model to take into account both trust
and time latency in the spreading process; then, a greedy algorithm, with some
heuristics for efficiency improvement, is proposed to identify an influential seed
set under the extended model.
In [1,50,78], the linear threshold model is adopted as the diffusion model. In [1], the authors propose an extension of the linear threshold model to simulate the propagation process and dynamics of users’ opinion under the influence of neighbours with opposing opinions. A method is then proposed which greedily selects seeds using a simulation-based approach. In line with the diffusion model presented in [1] but using a different model for how the opinion of users changes during the spreading process, an extension of the linear threshold model is proposed in [50,78]; these papers apply some heuristics to efficiently identify a set of influential nodes. In [50], a centrality measure under the extended linear threshold model is defined to detect the influence of each node; a set of influential nodes is selected using a heuristic method. The authors in [78] identify a set of influential nodes using a simulation-based method incorporated with two acceleration techniques: (i) remove a set of nodes with small spreading ability, and (ii) prune the number of paths to reduce the time to simulate the spreading process.

Some studies [73,22,14,53,52] avoid conventional diffusion models when simulating the spreading process in order to take into account the formation of users’ opinion under the influence of neighbours. A voter model is proposed in [73] to analyse the influence diffusion dynamics mathematically. The authors apply this model to determine the influence of nodes in long- and short-term propagation. This voter model is employed in [22] to develop an extension of pagerank centrality [17], which determines the influence of nodes. The impact of community structure on the influence of a set in signed networks is investigated in [53]. For this purpose, the spreading process is simulated using a game-theoretic approach to assess the correlation between the influence of different seed sets and inter- and intra-community edges. The authors conclude that there is a significant correlation between the influence ability of a seed set and community structure. In [53], the authors argue that the linear diffusion model may not appropriately determine the dynamics of users’ opinion in the spreading process; the authors propose an extended linear threshold model that incorporates an opinion formation model. They also propose a centrality measure to determine the influence of each node in this model; a greedy method along with a heuristic algorithm is suggested to identify a set of seeds. In [52], reinforcement learning is used to model how the users’ opinion changes during the spreading process and propose an adaptive seed selection method where some seeds are selected during the spreading process.

In summary, modelling the opinion of users using continuous values [109,63,103,77] may capture their opinion more accurately compared to discrete values [65,64,59,100,86,1,50,78,73,22,14,53,52]. The methods proposed in [73,22,14,53,52] try to model the dynamics of users’ opinions differently from the spreading process. In fact, opinion dynamics is a topic that may need further attention in future research.
Table 2  Properties of opinion-aware methods, including applied behavioural features, applied method for influence detection – Centrality Measure (CM), Spreading Simulation (SS), Reverse Influence Sampling (RIS), and Maximum Influence Arborescence (MIA) – and the type of spreading process

| Category       | Paper (year) | Behavioural features | Influence detection | Spreading process |
|----------------|--------------|----------------------|---------------------|-------------------|
|                |              | AM       | BV      | BE      | CM | SS | RIS | MIA | Simple | Complex |
| Trust-agnostic | [38](2013)   | ✓        | ✓       | ✓       | ✓  |    | ✓   | ✓   | ✓      | ✓       |
|                | [122](2013)  | ✓        | ✓       | ✓       | ✓  |    | ✓   | ✓   | ✓      | ✓       |
|                | [107](2018)  | ✓        | ✓       | ✓       | ✓  |    | ✓   | ✓   | ✓      | ✓       |
|                | [54](2021)   | ✓        | ✓       | ✓       | ✓  |    | ✓   | ✓   | ✓      | ✓       |
|                | [51](2021)   | ✓        | ✓       | ✓       | ✓  |    | ✓   | ✓   | ✓      | ✓       |
|                | [23](2011)   | ✓        | ✓       | ✓       | ✓  |    | ✓   | ✓   | ✓      | ✓       |
|                | [57](2012)   | ✓        | ✓       | ✓       | ✓  |    | ✓   | ✓   | ✓      | ✓       |
| Trust-Aware    | [65](2014)   | ✓        | ✓       | ✓       | ✓  |    | ✓   | ✓   | ✓      | ✓       |
|                | [73](2015)   | ✓        | ✓       | ✓       | ✓  |    | ✓   | ✓   | ✓      | ✓       |
|                | [109](2015)  | ✓        | ✓       | ✓       | ✓  |    | ✓   | ✓   | ✓      | ✓       |
|                | [74](2016)   | ✓        | ✓       | ✓       | ✓  |    | ✓   | ✓   | ✓      | ✓       |
|                | [53](2017)   | ✓        | ✓       | ✓       | ✓  |    | ✓   | ✓   | ✓      | ✓       |
|                | [52](2018)   | ✓        | ✓       | ✓       | ✓  |    | ✓   | ✓   | ✓      | ✓       |
|                | [66](2019)   | ✓        | ✓       | ✓       | ✓  |    | ✓   | ✓   | ✓      | ✓       |
|                | [67](2019)   | ✓        | ✓       | ✓       | ✓  |    | ✓   | ✓   | ✓      | ✓       |
|                | [55](2020)   | ✓        | ✓       | ✓       | ✓  |    | ✓   | ✓   | ✓      | ✓       |
|                | [108](2020)  | ✓        | ✓       | ✓       | ✓  |    | ✓   | ✓   | ✓      | ✓       |
|                | [50](2021)   | ✓        | ✓       | ✓       | ✓  |    | ✓   | ✓   | ✓      | ✓       |
|                | [78](2021)   | ✓        | ✓       | ✓       | ✓  |    | ✓   | ✓   | ✓      | ✓       |

3.2.3 Summary

The properties of the discussed opinion-aware methods are summarized in Table 2. Trust-agnostic methods consider that all network relationships are positive (friend), whereas in reality networks may also include negative relationships (foe); user reaction to suggestions may differ depending on whether it comes from a friend or a foe. Overall, there is scope to model positive and negative relationships more elaborately than what has been attempted in the research literature up to now.

3.3 Money-Aware Methods

In these methods monetary aspects of the spreading process are taken into account. Some money (or equivalent, such as discount on a product) is paid to users to persuade them to take part in the spreading process as a seed. Alternatively, the activation of different users may have different monetary benefits in the spreading process. Overall, money-aware methods can be divided into two categories: cost-aware methods, where a budget constraint is considered in seed set selection, and profit-aware methods where, in addition to budget, specific decisions during the spreading process may lead to monetary benefits.
3.3.1 Cost-Aware Methods

In these methods, selection of each user as a seed is accompanied with a cost; the behaviour of each user, corresponding to $BV$, is modelled as a value indicating the cost that the user may ask in order to agree to take part in the spreading process as a seed. In this case, the constraint in the query, corresponding to $B$, is the total budget; the sum of the costs of the seeds must not exceed this budget. This implies that, in these methods, instead of specifying a fixed number of seeds, as it was the case with the methods discussed earlier, the query is driven by a budget to identify a seed set.

Influence maximization using a budget constraint, also known as budgeted-IM, was first introduced in [88]. The authors defined the problem under the independent cascade model; this model was applied to propose a greedy method to find seeds in several iterations. In each iteration, the node with the greatest influence to cost ratio is added to the seed set. They also applied the maximum influence arborescence method [26] to propose a time-efficient greedy algorithm to solve the problem. In [29], the authors evaluate the impact of considering the cost of nodes and the budget constraint under the independent cascade model. They assess four well-known centrality measures to select top nodes as seeds and show that these measures cannot effectively identify a highly influential seed set in cost-aware IM.

In [113, 49, 46], the authors propose time-efficient methods to identify influential nodes under the independent cascade model. Two iterative functions are proposed in [113] to determine the influence, susceptibility of being influenced and the persuasion cost of each node based on the properties of the node. Then, a method is proposed to select seeds iteratively; in each iteration, based on the cost and influence of nodes, a seed is selected and the susceptibility of being influenced of the other nodes is updated. In [49], using a centrality measure, a set of nodes is selected as candidate seeds; the set contains the nodes with greatest influence and/or least cost. The authors apply a meta-heuristic algorithm to develop a combination strategy to identify the best seeds as a composition of the nodes with great influence and low cost. In [46], the problem is modelled using binary integer programming. The author first applies the independent cascade model to propose a simulation-based method to identify influential seeds; then, a sampling approach is developed to propose a time-efficient method which guarantees an approximation to the optimal solution.

In [98], the problem is defined under the linear threshold model. This model is used to determine a surrounding set for each node which contains the nodes with the least cost to activate the node. This set is used to determine the influence to cost ratio of the node; then, a set of influential nodes is identified based on this ratio. In [118, 34], the problem is solved using knapsack constraints. In [118], the authors apply the history of the relationship of each user with its direct and indirect neighbours to determine the influence of the user. Seed set selection is described as an iterative process; in each iteration, the node with the greatest influence is added to the seed set if it satisfies a particular cost based criterion. The problem is extended in [34] to propagate multiple
messages about multiple items. Some constraints on items are first considered
and the problem is modelled using knapsack constraints. Then, based on the
cost-efficiency of assigning a specific item to each user, an adaptive method is
proposed to identify influential seeds for each item.

The role of community structure in propagation has been taken into ac-
count in [6,10]. For this purpose, in [6], the network is first divided into com-
munities and a portion of the budget is assigned to each community, based
on the number of nodes in the community. In each community, a set of nodes
is iteratively selected as seeds; in each iteration the node with the maximum
degree whose cost is not greater than the remaining budget of the community
is selected as a seed. In [10], the authors take into account the interests of
users in each community to determine each user’s influence. They assume the
network contains a set of topics; users in each community are interested in a
subset of these topics. Then, applying maximum influence arborescence [26], a
method is proposed to identify influential users and influential topics in each
community.

In [48], the authors address the problem from a different point of view. They
consider a set of advertisers, each of whom has a limited budget and aims to
spread a message to advertise a product. Given each advertiser’s budget, the
owner of the network selects a seed set for each advertiser to initialize the
spreading process. According to the costs of seeds and also the number of
influenced users for the message corresponding to each advertiser, the benefit
of the owner is determined. The question is how to select a set of influential
users for each advertiser so that the total benefit of the owner of the network
is maximized. To tackle the problem, the authors propose sampling methods
to identify the influential users that meet this goal.

3.3.2 Profit-Aware Methods

Apart from monetary incentives to persuade users to act as seeds in the spread-
ing process, the activation of each user may bring some benefit for the organi-
sation running the campaign. In profit-aware methods, in addition to the cost,
a monetary benefit is defined to model the behaviour of each user; the benefit
is a value which is gained if the user is activated during the spreading process.
The goal is to maximize the overall profit based on the cost and benefit of the
spreading process.

In [89,102,83], the behaviour of each user is modelled using two values
indicating its cost if selected as a seed, and its benefit if activated in the
propagation process. In [89], the IM problem is defined as identification of a
seed set whose cost is not greater than a given budget and maximizes the total
benefit from all activated nodes during the spreading process. The reverse
influence sampling method [15] is then used to find influential users; nodes
that have greater influence on nodes returning high benefits are considered as
influential nodes. In [102,83], the problem is defined as the identification of a
set of nodes to maximize profit, i.e., benefit minus cost, without any budget
limitations. In [102], the authors first propose a greedy method to solve the
problem; they further propose a double greedy method to propose a method which guarantees an approximation of the optimal solution of the problem. The problem is further extended in [83] by defining two features (price of a product offered to each user and valuation of the user) to model the decision-making behaviour of each user. Then, in order to simulate the spreading process, the linear threshold model is extended to incorporate these features. This model is applied to propose a greedy method to identify the seeds that maximize the profit.

In [9,7], the authors assume that influencing the users who are not interested in the query’s message brings no gain; therefore, a set of interested users is considered as the target of the spreading process. According to the distance (hops) between a pair of nodes, a heuristic method is proposed in [9] to identify a set of influential nodes maximizing the total benefit. In order to improve this process, the role of communities is taken into account in [7]. In this method, based on the number of target nodes in each community, a proportion of the budget is assigned to the community; a centrality measure is then proposed to identify influential users in each community.

Profit-aware IM is further extended in [127,123]. Instead of activating nodes, in [127], the aim is activating communities. It is assumed that the activation of each community brings a benefit; a community is activated if at least a given percentage of the nodes in the community is activated. Then, the IM problem is defined as identifying a seed set for which the profit, i.e., the total benefit of the activated community minus the total cost of the seeds, is maximized. The authors apply the reverse influence sampling method [15,103] to propose a method which guarantees an approximation of the optimal solution. Profit-aware IM is extended in [123] by considering the query formulated to advertise a set of different products; the behaviour of each user towards the adoption of each product is modelled by an adoption threshold; the adoption of each product by the user brings different benefits. The linear threshold model is extended to incorporate these features. The authors first apply this model to propose an iterative greedy method to identify the seeds that maximize profit; in each iteration, the node with the greatest influence to cost ratio is added to the seed set as a new seed. Then, some heuristics are developed to suggest a time-efficient method. The authors also model the problem as a multi-choice knapsack problem to distribute the budget across the products optimally; then, they apply binary integer programming to solve the problem.

3.3.3 Summary

The properties of the discussed money-aware methods are summarized in Table 3. Cost-aware methods try to model IM in social networks by taking into account the costs of the spreading process. However, these methods assume that all influenced users bring the same benefit. On the other hand, profit-aware methods try to model the problem by taking into account monetary concerns of users in real-world scenarios. For example, in online advertise-
Table 3 Properties of money-aware methods, including applied behavioural features, applied method for influence detection – Centrality Measure (CM), Spreading Simulation (SS), Reverse Influence Sampling (RIS), and Maximum Influence Arborescence (MIA) – and the type of spreading process

| Category       | Paper (year) | Behavioural features | Influence detection | Spreading process |
|----------------|--------------|----------------------|---------------------|-------------------|
|                |              | AM    | BV    | BE    | CM    | SS    | RIS   | MIA   | Simple | Complex |
| Cost-Aware     | [89] (2013)  | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓      | ✓       |
|                | [49] (2014)  | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓      | ✓       |
|                | [6] (2019)   | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓      | ✓       |
|                | [10] (2020)  | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓      | ✓       |
|                | [118] (2018) | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓      | ✓       |
|                | [34] (2021)  | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓      | ✓       |
|                | [46] (2019)  | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓      | ✓       |
|                | [113] (2015) | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓      | ✓       |
|                | [48] (2020)  | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓      | ✓       |
| Profit-Aware   | [89] (2016)  | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓      | ✓       |
|                | [122] (2016) | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓      | ✓       |
|                | [49] (2017)  | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓      | ✓       |
|                | [102] (2017) | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓      | ✓       |
|                | [9] (2020)   | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓      | ✓       |
|                | [127] (2019) | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓     | ✓      | ✓       |

ments, people have their own valuations for buying the product advertised by a campaign. Therefore, influencing different users may bring different benefits to the campaign; considering this aspect of the problem helps profit-aware methods boost the success of the spreading process compared to cost-aware methods. It is noted that data about users’ monetary concerns and valuations may not be always readily available, which means that cost-aware methods may be more relevant than profit-aware methods in practice.

3.4 Physical World-Aware Methods

All methods discussed so far considered online relationships between users. However, users may have relationships or other things in common through their activities in the physical world. For example, they may live in the same neighbourhood, they may be regulars of the same pub, or may attend events held at the same location. In such cases, users’ behaviour may also take into account aspects of their physical world presence. We term such methods as physical world-aware methods and we divide them into two categories: (i) physical relationship-aware methods, where, alongside an online relationship, the physical world relationship between the users is considered to determine the influence of users while messages may propagate through both online and physical world relationships; (ii) location-aware methods, where, the query includes location and the probability that users visit this location is taken into account. In the latter case, the aim is to identify a set of seeds to spread a message so that the number of users visiting the location is maximized.
3.4.1 Physical Relationship-Aware Methods

As mentioned, the main assumption of these methods is that users, in addition to the online world, have some relationships in the physical world too; messages can be propagated in the physical world as well. In order to capture this, the network is modelled as a double-layered graph to show the relationship between users in both the online and physical world. Whenever two online users appear to come from the same physical location at the same time, a relationship between these two users in the physical world is implied, hence, an edge in the physical world layer (often termed as offline layer) between these two users is added. Edges in the online layer are processed in the same way as discussed previously. The physical location of users may be determined through online logging information at check-in.

In [117], if the Euclidean distance between two users over a period of time is less than a defined threshold, these users are considered as neighbours in the physical world layer; clearly the notion of neighbour (and edges) in the physical world layer is dynamic and changes over the time. In [117], to select a seed set, the network is compressed into a single layer and the problem is solved using a simulation-based strategy. The authors also propose a centrality-based method to identify a set of influential seeds covering different parts of the network. In [71], the physical world edges are weighted; according to the ratio of attendance of two users in a common place over a period of time, a weight is assigned to each physical world edge. The two layers are then compressed into a single layer, and the reverse influence sampling method [15] is used to find influential seeds who can spread a message widely in both the online and physical world layers. In [28], the authors take into account the effect of community structure. In their paper, the similarity between a pair of nodes is determined based on the mobility of users in physical world; then, this similarity is used to decompose the network into a set of communities. A simulation-based method and a centrality-based method are proposed to identify the influential nodes in each community.

In [68], the geographical distance between a pair of users is taken into account to model the behaviour of users. In [68], the authors model the network as a single layered graph; the geographical distance between two users in the physical world along with users' interests are taken into account to model the behaviour of users; the spreading (influence) probability between the users is determined based on their behaviour. Influential nodes are then identified with the help of the reverse influence sampling method [15]; some heuristics are also proposed to improve the efficiency of the proposed method. In [56], the problem is modelled as the identification of a set of influential nodes to maximize the geographical coverage of the locations around the vicinity of the location of the query formulated. The authors propose hierarchical graph modelling alongside some indices to take into account the structural information of the network and location of users. A centrality measure is proposed to identify the geographical coverage of each node and select a set of influential nodes.
In summary, the model defined in [117,71] makes use of a binary value to define whether there is a physical relationship between a pair of nodes. As discussed before, a binary value may not properly capture the behaviour of users, especially the location of users in the physical world which changes dynamically. Thus, in the model defined in [68,56], a real value is used to determine the physical distance between a pair of users and the spreading probability between them. Yet, neglecting the dynamics of the users’ physical location may negatively affect the success of these methods [68,56] in real-world scenarios.

3.4.2 Location-Aware Methods

The main assumption in this family of methods is that an event, such as exhibition, commemoration, sale, and so on, is held in a special location. The goal is to spread a publicity message through the network aiming to maximize the number of users visiting the event.

In [67], according to the location of the event, a target region is included in the query formulated. The goal is to maximize the number of activated users located in the region. In order to find a set of influential nodes, the maximum influence arborescence method [26] is applied to determine the influence of each node on the nodes in the target region; a set of influential nodes is identified in an iterative manner. Users who are not in the target region but have a short distance to the region are neglected in [67]. Thus, instead of determining a region, some studies [112,111,97,110], consider the distance of the users to the location of the event. The goal is to maximize the number of activated users that have a short distance to the location. In [112,111], for the sake of time-efficiency, a partly offline strategy is adopted. In this strategy a set of sample locations is first determined; the influential set for each sample location is identified and saved offline. When a query comes up, the distance between the sample locations and the event location is considered to determine influential seeds close to the event location. The problem is further extended in [97,110] by taking additional behavioural information into account. In [97], besides event location, time constraints are also taken into account; the authors apply the reverse influence sampling method [15] to determine a set of influential seeds. In [110], event location, users’ interests and spreading cost are considered; the problem is expressed as a multi-objective optimization problem, which is solved using particle swarm optimization [35].

In [128,126,72,101], the mobility of users is taken into account to determine the probability of attendance of each user in the target region. The goal is to spread the message to the users with high probability of attendance in the region. Users’ check-in records are applied in these approaches; the number of times a user checked-in in the region is the measure to estimate the probability of attendance of the user in the region. In [128], the authors discuss how users’ check-in behaviour may be applied to model user mobility; they define three Gaussian models to capture mobility. In [126], an extension of the independent cascade model [61] is presented to simulate the spreading process based on the
event location and the probability of attendance of users in the location. A centrality measure is then defined to determine the influence of each node in this model; the nodes with maximum centrality are chosen as seeds. The role of communities in propagation is taken into account in [72]. For this purpose, the maximum influence arborescence method [26] is applied to determine the influence of each community based on the event location; then, the influential nodes in each community are determined. The influence of communities and nodes are both taken into account to identify a set of influential seeds. In order to speed up the method, the authors also propose an offline tree-based model to determine and ignore the users that have no region intersections with the location defined in the query. In [101], in addition to the users' mobility, users' interests are also taken into account to determine influential nodes; the goal is to activate interested users with a high probability of attendance of the event. A tree-based model is defined to determine the users that have no region intersections with the location defined in the query or the users who are not interested in the event. Then, the maximum influence arborescence method [26] is extended to determine a set of influential seeds based on users' interests and probability of attendance of the event.

In [44], the authors consider a situation where a query aims to spread a marketing message about a sale taking place in specific geographical locations; each user has a budget to buy some product. Given the budget and geographical distance of each user, the maximum influence arborescence method [26] is applied to define some rules to select a set of candidate seeds and a centrality measure is proposed to select the influential seeds among them.

Compared to the methods in [112,111,97,110], which determine influential seeds based on the physical distance of users to the location defined in the query, the methods in [128,126,72,101] may capture the behaviour of users more accurately, because they take into account user mobility and the likelihood that users will be in a target location. Nevertheless, the physical location of users may be highly dynamic; tracking and storing all locations for the users over a period of time may bring some processing and storage challenges.

3.4.3 Summary

The properties of the physical world-aware methods are summarized in Table 4. The spread of a message and its influence may be affected not only by online interactions but also by physical interactions between users. Therefore, physical relationship-aware methods attempt to model the spreading process and track the influence of users not only on the basis of online interaction but by also incorporating the possible physical interactions between them. Location-aware methods aim to model the IM problem under different scenarios in which users within a specific geographical region are considered to be the target of the spreading process. Overall, although physical world-aware methods attempt to solve the IM problem in a realistic way, taking into account the physical interactions between users and their location imposes an additional complexity to the problem in terms of data modelling and data availability.
Table 4 Properties of physical world-aware methods, including applied behavioural features, applied method for influence detection – Centrality Measure (CM), Spreading Simulation (SS), Reverse Influence Sampling (RIS), and Maximum Influence Arborescence (MIA) – and the type of spreading process

| Category                  | Paper (year) | Behavioural features | Influence detection | Spreading process | AM | BV | BE | CM | SS | RIS | MIA | Simple | Complex |
|---------------------------|--------------|----------------------|---------------------|-------------------|----|----|----|----|----|-----|-----|--------|---------|
| Physical relationship-aware | [117](2018)  | ✓                    | ✓                   | ✓                 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                           | [28](2018)   | ✓                    | ✓                   | ✓                 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                           | [68](2018)   | ✓                    | ✓                   | ✓                 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                           | [56](2019)   | ✓                    | ✓                   | ✓                 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
| Location-aware            | [67](2014)   | ✓                    | ✓                   | ✓                 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                           | [112](2016)  | ✓                    | ✓                   | ✓                 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                           | [113](2016)  | ✓                    | ✓                   | ✓                 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                           | [110](2019)  | ✓                    | ✓                   | ✓                 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                           | [120](2015)  | ✓                    | ✓                   | ✓                 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |
|                           | [44](2021)   | ✓                    | ✓                   | ✓                 | ✓  | ✓  | ✓  | ✓  | ✓  | ✓   | ✓   | ✓      | ✓       |

4 Challenges and Future Directions

In this paper, we presented a new taxonomy of the methods proposed to solve the IM problem in social networks with a focus on methods that take into account elements of query’s features, users’ behaviour and relationships’ features. Research in relation to the IM problem is ongoing and attracts a significant interest as there are various challenges to address. In our view, behaviour-agnostic methods are not always accurate enough to detect influential nodes as they adopt a mechanical approach to link users through a network. Although it has been argued that users’ personality may be inferred from online networks [39,40], real-world behaviour of individuals is clearly far more complex than what networks may indicate or capture. Behaviour-agnostic methods essentially assume that all users behave the same and their relationships follow a common pattern, an assumption that may not be realistic in real-world scenarios. On the other hand, behaviour-aware methods try to take into account behavioural characteristics to differentiate users and their relationships based on the history of their activities in the network; these characteristics help identify influential users and initiate a successful spreading process more accurately. However, getting hold of and using users’ behaviour data may pose complexity and other challenges that will be highlighted next.

Data availability challenges: Users’ behaviour data may not exist for many real-world applications [57]. Lots of users may be silent or may have no significant activities in a network. Also, they may not be prepared to share important details (e.g., age, gender, location) in their profile, something which may make it difficult to determine the behavioural characteristics of these users and their relationships. As a result, one may deal with a network with incomplete behavioural information in which a considerable number of users and relationships cannot be properly modelled. In addition, users’ information may be
governed by privacy regulations; making use of such information may not be possible without user consent and full consideration of any privacy issues that may arise.

Data processing challenges: Obtaining users’ behaviour from historical data of users’ activities has a number of big data challenges and various preprocessing steps may be necessary before such data is usable. In general, such data may be noisy, redundant, unstructured or inconsistent. Storing, analysing and processing such data may impose costs and challenges that may be exacerbated in the context of social networks as a result of the increasing and diverse number of user interactions.

Data modelling challenges: In many behaviour-aware methods, the behaviour of users is modelled using numeric (quantitative) values. However, personality traits may not be simply interpreted using numeric values. For example, determining the opinion of users as a value in $[0, 1]$, largely determined by user posts or activities, does not fully capture user attitude. As another example, defining the relationship between a pair of users as a friend or foe relationship is not a straightforward process.

Data dynamicity challenges: Users and their relationships may have dynamic behavioural characteristics in a network. The structure of the network and the features of the network components may dynamically change over the time. As a result, any data obtained are incidental and may be accompanied by uncertainty. As behavioural features of network components become important, data dynamicity may significantly affect the performance of behaviour-aware methods.

User reaction modelling challenges: User reaction to suggestions and influence from others is a complicated process which needs to take into account different aspects of personality traits. How to model this influence in order to simulate message spreading in a network is a challenging issue. For instance, modelling user reaction to influence from friends or foes may be more complicated than simple binary states currently used by most trust-aware methods.

These challenges point to different directions, which deserve future research.

The first direction that future research will need to consider is the size of the networks. Day by day, the number of users and the volume of data exchanged between the users is increasing. The time complexity of all methods to address the IM problem, particularly when they take into account users’ behaviour, needs to be considered. There may be some questions requiring further research in this case: how to propose efficient methods to identify solutions within a factor of the optimal solution, what techniques may be used to compose, effectively and efficiently, offline and online strategies for the IM problem, how to propose and implement highly parallelizable methods that can take advantage of parallel execution.
The second direction is to consider the diversity and dynamicity of the social networks themselves. Different types of networks such as temporal networks, multi-layer networks or dynamic networks are getting popular; there is a need for methods that consider such networks. Some questions to address are: how to take into account the dynamicity of the network structure and user behaviour to find solutions for IM, how to deal with incomplete data and uncertainty in the structural and behavioural information of the networks, how to deal with the diversity of multi-layer networks which are a composition of different social networks.

The third direction relates to data preparation and how somebody can make use of the data to model the networks efficiently and effectively. This aspect of the problem is not properly addressed in the literature; how to analyse and interpret behavioural data to model a network is a challenge. There are additional questions that may transcend traditional Computer Science boundaries: how to determine the behaviour of users based on their past activities in the network, how to map behavioural data into numeric values to capture the behaviour of users and relationships.

Finally, information spreading in almost all methods is modelled using a conventional diffusion model. These models may not be the best way to emulate information spreading in reality. Changing the diffusion model may impact the accuracy of the methods significantly. Further research may be needed to assess the impact of users’ behaviour in the spreading process and provide suitable diffusion models. A key question is how to take into account the impact that the spreading process may have in users’ behaviour, as any such impact may affect subsequent stages of the spreading process. In fact, changes in user behaviour, as they happen, may need to be fed back to the diffusion model itself, something that motivates the need for adaptive and dynamic diffusion models.
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