Applicability of meteorological ensemble forecasting to predict summer cold damage in rice growth
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Abstract

Abrupt temperature drops pose serious concerns for rice production in northern Japan. Previous early warning systems have been based on projected temperature tendencies, and alerts have announced for the occurrence of low temperatures. The rice crop has low-temperature-sensitive stages; however, previous systems have not considered them because of the difficulty of simulating rice growth at the local scale. The forecast system would be more valuable by considering both the rice growth stage and current meteorological forecast techniques. In this study, we synthesized ensemble numerical weather prediction and a cultivar-based rice growth model to forecast 14-day cold damage risk. The ensemble mean forecast with nine members predicted surface air temperatures more skillfully for seven days with lower root-mean-square errors (RMSEs) (1.3–1.9°C) than those of the climatological forecast (2.1–2.4°C) that is derived from historical observations over 30 years. The single deterministic forecast predicted the temperatures better for five days with 1.3–2.0°C of RMSEs, showing the extension of the predictable period by two days with ensemble forecasting. For the cooling degree-days, both the single and ensemble mean forecasts showed lower RMSEs than the climatological forecast throughout the forecast period of 14 days (4.1, 3.8, and 5.2°C at the forecast time = 14 day for single deterministic, ensemble mean, and climatological forecasts, respectively). Although the climatological forecast estimated the rice growth stages reasonably, the performance for cooling degree-days was inferior to the ensemble mean and single deterministic forecasts. The meteorological mean state is sufficient to estimate the rice growth stage, but an accurate temporal pattern of the surface air temperature provided by numerical weather forecast is essential for reliable cold damage forecasting. Moreover, ensemble forecasting is more effective than the single deterministic forecast to reduce prediction errors for both the surface air temperature and cold damage.
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1. Introduction

In Japan, one of the top 10 rice producers worldwide (Ray \textit{et al.}, 2012), rice production is facing extreme high/low temperature risks. High temperatures have recently caused yield decreases and quality deterioration in the southern part of Japan (Hasegawa \textit{et al.}, 2011; Okada \textit{et al.}, 2011), and low temperatures brought by the Yamase flow (cool summer northeasterly flow from the Okhotsk High) have caused yield decreases in the northern part of Japan (Shimono, 2011). It is expected that the cold damage in the present climate would weaken with global warming, and rice production in the current cold area would be more important for an increasing rice yield (Nakagawa \textit{et al.}, 2003; Easterling \textit{et al.}, 2007; Shimono, 2011). However, previous studies reported that the Yamase flow occurs even in the future climate (Kanno \textit{et al.}, 2013; Kanda \textit{et al.}, 2014), and cold sterility under global warming still prevails over heat sterility (Yoshida \textit{et al.}, 2015). Therefore, the numerical forecast of cold damage continues to be an essential factor for stable rice production (Wassmann \textit{et al.}, 2009).

The risks of cold damage depend not only on the meteorological conditions but also on the growth stage of rice plants. Rice at the booting stage is the most sensitive to low temperatures, which cause sterility and yield decreases (Shimono, 2011). However, previous studies have only focused on temperature tendencies to warn of abrupt temperature changes (NARO, 2019; Japan Meteorological Agency [JMA], 2019a). Kobayashi \textit{et al.} (2010) considered local cropped cultivar, but the calculated growth stage was used for the estimation of crop disease risk, not for that of cold damage risk. Moreover, these warning systems in previous studies have provided risks in a qualitative manner.

Difficulty in cultivar-based regional/global simulations hinders us in the information of a detailed rice growth forecast that reflects local rice growth stages; elaborate and laborious field experiments are required for the estimation of rice phenology parameters. To overcome this difficulty of cultivar-based simulation, Fukui \textit{et al.} (2015) calculated the rice phenology parameters for major Japanese cultivars. The sensitivity of daily rice growth to air temperature and daylength
were parameterized for each cultivar. Using these parameters, Yoshida et al. (2015) showed the applicability of a cultivar-based rice growth simulation to assess the impact of climate change.

Modern meteorological forecasts are based on numerical weather prediction, which includes inevitable uncertainties from the initial conditions and forecast model. Ensemble forecasting, which includes multiple integrations from slightly perturbed initial conditions (with different model configurations as well) to represent the uncertainties (e.g., Matsueda and Nakazawa, 2015), is often applied to the currently operational numerical weather forecasts. The mean ensemble forecasts can suppress random errors in the single deterministic forecast. Moreover, the deviation of the ensemble members can predict uncertainties in the forecasts.

Current meteorological forecasts and the cultivar-based simulation enable a rice growth ensemble prediction that reflects the local meteorological conditions and the cropped cultivar. This study aims to evaluate the advantage of applying ensemble numerical weather prediction to a cultivar-based simulation for the estimation of cold damage risk.

2. Materials and Methods

2.1 Meteorological features

We analyzed Tohoku region in northeastern Japan, shown in Fig. 1a. The Ōu mountain range, located in the central part of the region, creates regional meteorological characteristics. In summer, the yamase flow, associated with the Okhotsk high, brings northeasterly winds and cloudy, cool weather to the Pacific coast of northern Japan (Kojima et al., 2006). Because the westward propagation of low-level clouds is blocked by the Ōu mountain range, there are west-east contrasts in climate (Shimada and Kawamura, 2011). The daily maximum temperature in the Pacific Ocean side was, on average, ~2°C lower than that of the Sea of Japan side, according to climatological measurements from 1981 to 2010 (JMA, 2019b). Moreover, the sunshine hours on the Pacific Ocean side are approximately 20–30 h less than on the Sea of Japan side. This west-east contrast due to the cool northeasterly flow is one of the meteorological characteristics in the analysis region.

2.2 Forecast system for summer cold damage

The proposed forecast system in this study was based on numerical weather prediction and a cultivar-based rice growth model. The cooling degree-day on a forecast day was provided from a rice growth simulation with meteorological forecast data. As rice growth stages reflected the previous meteorological history at one local site, the estimated cold damage risk was different among the sites even when the same air temperature was forecasted. Moreover, we processed the forecasts with meteorological ensemble data. Each meteorological member provided different surface air temperature and cooling degree-days. By taking mean value over the members, the performance was expected to improve to that of single member forecast.

2.2.1 Numerical weather prediction

We applied the ensemble numerical weather prediction data with a 5-km grid spacing developed by Fukui et al. (2014). The data are generated by dynamically downscaling each member of the JMA’s global one-month ensemble hindcast data composed of nine members at a 1.25° × 1.25° horizontal resolution with the JMA’s non-hydrostatic model (NHM; Saito et al., 2007) applying the one-way double nesting approach. The outer domain covered by the NHM with a 25-km grid spacing is Japan and its...
surrounding area; the inner domain covered by the NHM with a 5-km grid spacing is Tohoku district, as shown in Fig. 1a. Note that the domains are slightly different from those used by Fukui et al. (2014). The dynamical downscaling forecasts initialized at July 10, July 20, July 31, August 10, and August 20 in 2000–2009 and run for 14 days. See Fukui et al. (2014) for more details.

The simulated meteorological data generally include some biases because of the imperfections in numerical models (e.g., Yoshida et al., 2012). Thus, biases of the ensemble downscaled forecast data should be removed before the analysis. We calculated the bias (b) of the forecasts in each year (yr), initial date (init), forecast time (FT), and site (site) as follows:

\[
b_{yr,init,FT,site} = \frac{1}{N_r - 1} \sum_{r=1}^{N_r} (X_{yr,init,FT,site} - \bar{X}_{yr,init,FT,site}),
\]

where \(N_r\) is the number of analysis years (i.e., 10), \(X\) is the ensemble mean of nine members, \(Y\) is the Mesh-AmeDAS (Automated Meteorological Data Acquisition System) observed value (Seino, 1993), and \(t\) is the training year. Because the independence between corrected and trained data was maintained, we calculated the biases from the data for nine years, excluding the data in the target correction year. This process leads to different biases in the same month and day among the analyzed years. Substituting the difference between the ensemble mean and observations from each ensemble member, we corrected the biases of the ensemble forecast.

### 2.2.2 Rice growth model

We then simulated rice growth with the meteorological ensemble data. The Hasegawa/Horie (H/H) model (Yoshida et al., 2015), which takes into account the difference in rice growth among cultivars, was applied in the simulation. The H/H model first calculates the daily growth rate (development rate; DVR) and then calculates the development index (DVI) by integrating the DVR from the emergence to the j-th day (DVI; 0 for seeding emergence, 1 for panicle initiation, 2 for heading, and 3 for maturity) as follows:

\[
DVR = \sum_{k=0}^{j-1} DVR_k,
\]

where \(k\) is the number of days after emergence, \(T_o\) is the daily mean temperature (°C) and \(L\) is the photoperiod (h). The response functions are as follows:

\[
f_1(T_o) = \begin{cases} \left( \frac{T_o-T_1}{T_2-T_1} \right)^{\alpha}, & (T_o < T_1) \\ 0, & (T_o < T_a \text{ or } T_o > T_a) \end{cases},
\]

\[
g(L) = \begin{cases} \left( \frac{L}{L_o} \right)^{\beta}, & (L_o < L < L_n) \\ 1, & (L < L_o \text{ or } L > L_n) \end{cases},
\]

\[
f_2(T_o) = \begin{cases} \frac{1}{T_o} \left[ 1.0 - \exp \{ -A \times (T_o - T_c) \} \right], & (T_o < T_c) \\ 0, & (T_a \leq T_o) \end{cases},
\]

where \(T_o\) and \(T_a\) are the daily maximum and minimum temperatures for growth thresholds (42°C and 8°C), respectively, and \(L_o\) and \(L_n\) are the same as \(T_o\) and \(T_a\) but for the photoperiods of 24 h and 10 h, respectively. The remaining factors, \(\alpha, \beta, A, G_o, G_a, T_o, T_a, T_c, T_c\), and \(T_a\) are cultivar-dependent parameters: sensitiveness to temperature and photoperiod before heading for \(\alpha\) and \(\beta\); respectively; multiplicative factor of temperature impact on growth after heading for \(A\); minimum number of days required from emergence to heading under optimum conditions for \(G_o\); insensitiveness to temperature after heading for \(G_a\); optimum temperature before heading for \(T_o\); and minimum temperature required for growth for \(T_a\). At each grid, we set the cropped cultivar that had the maximum cropping area in the local prefecture (Fig. 1b) and used the cultivar parameters shown in Table 1.

Although abrupt temperature decreases would be an index of cold damage, both the intensity and period at the booting stage \((1.5 \leq \text{DVI} \leq 2.2)\) are critical for the rice growth (Shimono and Kanno, 2012). Therefore, instead of temperature decrease itself, the cooling degree-days were introduced to consider the cold intensity (Horie et al., 1995). The cooling degree-days \((Q_o)\) at the j-th day is expressed by accumulating cold stress from the threshold \((22^\circ\text{C})\) as follows:

\[
\Delta T_a = \max \left( 22 - T_a, 0 \right), \quad \left( 1.5 \leq \text{DVI} \leq 2.2 \right),
\]

\[
\left( \text{DVI} < 1.5, 2.2 < \text{DVI} \right),
\]

\[
Q_o = \sum_{k=0}^{j-1} \Delta T_a, \quad \left( 0 \leq \text{DVI} \leq 2 \right),
\]

\[
\left( 2 < \text{DVI} \leq 3 \right).
\]

### Table 1. List of cultivars and parameters used in the Hasegawa/Horie (H/H) model. All parameters are the same as those in Yoshida et al. (2015), whereas those of ‘Masshigura’ (MSG) were re-calculated using the method of Fukui et al. (2015).

| Name (Abbreviation) | \(G_1\) (days) | \(G_2\) (days) | \(\alpha\) | \(\beta\) | \(A\) (×10³) | \(T_o\) (°C) | \(T_a\) (°C) |
|---------------------|----------------|----------------|-----------|---------|-------------|------------|------------|
| ‘Masshigura’ (MSG)  | 59.8           | 37.5           | 0.55      | 0.46    | 1.1         | 34.6       | 5.3        |
| ‘Hitomebore’ (HTM)  | 56.7           | 23.3           | 0.93      | 0.95    | 3.5         | 32.9       | 0.4        |
| ‘Akitakomachi’ (AKT) | 54.6       | 24.7           | 1.24      | 0.13    | 5.8         | 34.3       | 7.4        |
| ‘Haenuki’ (HEN)     | 55.1           | 24.0           | 1.68      | 1.12    | 3.7         | 30.0       | 1.5        |
| ‘Koshihikari’ (KSH) | 36.6           | 29.1           | 1.11      | 3.42    | 5.3         | 34.6       | 0.2        |
| ‘Asashinoyume’ (ASH) | 30.9       | 35.8           | 1.07      | 6.70    | 9.9         | 31.3       | 4.3        |

Note: \(G_1\) is the minimum number of days required from emergence to heading under optimum conditions; \(G_2\) is the insensitiveness to temperature after heading; \(\alpha\) and \(\beta\) are the sensitiveness to temperature and photoperiod before heading, respectively; \(A\) is the multiplicative factor of temperature impact on growth after heading; \(T_o\) is the optimum temperature before heading; and \(T_a\) is the minimum temperature required for growth.
The threshold, 22°C, is derived by fitting the calculated cooling degree-days on the observed cold sterility rate (Horie, 1988). The rice growth simulation was processed for a grid with paddy area > 1% in the 10-km grid in 2000 (MLITT, 2012).

2.3 Experimental design

By synthesizing cultivar-based rice simulation and numerical weather ensemble forecast for the estimation of cold damage, we designed an experiment system for summer rice growth (Fig. 2). Taking 14 days, starting at July 11, July 21, August 1, August 11, and August 21 of 2000–2009 (total 140 days) for analysis period, we estimated the daily cold damage. The proposed experiment included the following processes. (1) To set the same initial DVI value among the experiments, the H/H model first input the Mesh-AMeDAS observation data by the day before the forecast experiments. This provided common growth stage among the analyzed forecast experiments. (2) We regarded the simulation that Mesh-AMeDAS observation data continuously inputted the H/H model for 14 days as an observation (OBS) experiment. Although observed cold damage or sterility rate is favorable for validation processes, we used the OBS experiment as a reference because such a database is not currently available on a daily basis. Then, we conducted three types of forecasts; SIN, ENS, and CLM forecasts. The SIN and ENS forecast both applied numerical weather forecast data provided by Fukui et al., (2014). The SIN forecast was based on one ensemble member without any meteorological perturbations, and the CLM forecast was processed from all nine members. The ENS forecast, ensemble forecasts independently performed for each member and outputs were summarized by taking ensemble means. To understand the advantage of numerical weather forecasts on cold stress estimations, it is necessary to compare to the method that does not use numerical weather forecasting. By using historical long-term observation data, the climatological value was derived as a reference. The SIN and ENS forecasts expected to outperform than this climatology-based method. We defined the method as the CLM forecast. Considering a climatological value is generally based on the 30 year average (Arguez and Vose, 2011), we inputted observation data from 1980–2009 to the H/H model and calculated the climatological value by averaging over the 30 years.

2.4 Indices for evaluation of forecast system

To assess the performance of the SIN, ENS, and CLM forecasts, we calculated the root-mean-square error (RMSE) between simulated and observed values, which has been widely used for the evaluation of numerical simulations (e.g., Klein and Lewis, 1970; Simmons and Hollingsworth, 2002; Weisheimer et al., 2011), as follows:

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - y_i)^2},$$

Fig. 2. Experimental design. Using Mesh-AMeDAS observation to the Hasegawa/Horie (H/H) rice growth model, the development index (DVI) before the forecast date is prepared to the same value among the four forecast experiments (observation [OBS], single [SIN], ensemble [ENS], and climatology [CLM]). For the periods of forecast experiment, the OBS experiment utilized Mesh-AMeDAS observation continuously. Meteorological forecasts of one member without any perturbation in ensemble members was applied in the SIN forecast. The ENS forecast utilized all nine members, and air temperature and cooling degree-days forecasted by each member was aggregated for the ensemble mean. The CLM forecast used 30 years of historical meteorological conditions (1980–2009). As is the case of the ENS forecast, meteorological data at each year were inputted to the H/H model independently. Temperature and cooling degree-days averaged over the simulated 30 years provided climatological value that could be used as a reference.
where \( x_i \) is the simulated value on the \( i \)-th day given by the one forecast of SIN, ENS, and CLM (note: ensemble mean for the ENS forecast, and 30-year average for the CLM forecast), \( y_i \) is the value simulated by the OBS experiment, and \( N \) is the number of samples. The RMSE takes a smaller value for better simulations, and vice versa. The evaluation based on the RMSE was processed on each forecast day, the whole 14 days of forecast period, and three parts that divided the 14 days; short (FT: 1–5 days), medium (6–10 days), and long ranges (11–14 days). Therefore, the parameter \( N \) depends on analysis; 668 (number of analyzed grid cells) for regional analysis, 14 for evaluation of the whole 14 day forecast at each grid cell, and five or four for the three forecast ranges at each grid cell (five days for short- and middle-range forecasts and four days for a long-range forecast). The RMSEs were calculated for each year and initialized the forecast and then averaged over the 10 analyzed years.

For the ENS forecast, we also calculated the ensemble spread \( (s) \) at a given grid cell as follows:

\[
s = \frac{1}{9} \sum_{m=1}^{9} (v_m - a)^2,
\]

where \( v_m \) is the surface air temperature or cooling degree-days of \( m \)-th ensemble member and \( a \) is the ensemble mean over the nine members. The spread is used to understand that the ensemble system has enough variations by comparing the RMSEs (Fortin et al., 2014). As is the case of RMSEs, the spread was calculated for each grid cells and then they were averaged over the analyzed periods.

To quantify the performance of the SIN or ENS forecasts relative to the CLM forecast, we introduced an improvement ratio, \( r_{\text{predict}} \) as follows:

\[
r_{\text{predict}} = \frac{r_{\text{CLM}} - r_{\text{SIM}}}{r_{\text{CLM}}},
\]

where \( r_{\text{CLM}} \) is the RMSE of the CLM forecast and \( r_{\text{SIM}} \) is the RMSE of either the SIN forecast \( (r_{\text{SIN}}) \) or the ENS forecast \( (r_{\text{ENS}}) \). The value of \( r_{\text{predict}} \) takes a positive value when the SIN or CLM forecast performs better than the CLM forecast, and vice versa. The difference between \( r_{\text{CLM}} \) and \( r_{\text{SIM}} \) was normalized by \( r_{\text{CLM}} \) to represent the effectivity of numerical whether prediction relative to the observation-based forecast.

Each simulation is a 14-day integration, and the initial date is shifted every 10 days (except for 11 days between July 20 and July 31). Therefore, there are four overlapping days (i.e., July 21–24, August 1–3, August 11–14, and August 21–24), which are the 11–14th forecast days for one initial condition and the 1–4th forecast days for the next initial condition (Note that they were 12–14th and 1–3rd forecast days between the July 20 and July 31 initialized forecasts). We introduced another index, \( r_{\text{update}} \) to estimate the impact of updating the ensemble forecast to the latest forecast:

\[
r_{\text{update}} = \frac{r_{11-14} - r_{1-4}}{r_{11-14}},
\]

where \( r_{1-4} \) and \( r_{11-14} \) are the RMSE of the ENS forecast for the 1–4th and the 11–14th forecast days, respectively. The \( r_{\text{update}} \) values are positive/negative when the forecast update is effective/ineffective.

### 3. Results

#### 3.1 Geographical distribution of surface air temperature and cooling degree-days

For the forecast period of 1–14 days, the RMSEs of raw surface air temperature averaged over all case were 2–3°C for the most of the analyzed area and 4–5°C for the northeastern or high elevation area (Fig. 3a). These RMSEs were suppressed by applying bias correction (Fig. 3b), decreasing from the regional average of 2.6°C for the raw data to 2.3°C for the bias-corrected data. An improvement in the RMSEs were also found on the cooling degree-days, showing the regional average of 3.2°C to that of 2.4°C (Fig. 3c–d). In the Sea of Japan side, some areas showed the RMSEs as close to zero even for the raw data, although non-zero RMSEs of the surface air temperature were derived in the same area. This was because that the surface air temperature was higher than the threshold to count the cooling degree-days, and the both simulated and observed cooling degree-days were negligibly small in their values.

![Fig. 3](image.png)

Fig. 3. Geographical distribution of root-mean-square errors (RMSEs) for (a) raw and (b) bias-corrected surface air temperature during the forecast time (FT) of 1–14 days. (c–d) Same as (a–b) but for the cooling degree-days. Gray areas indicate non-paddy areas with ≤ 1% paddy fields in 10-km grid cells.
Using the bias-corrected dataset, we then divided whole period of 14 forecast days into the three time ranges. The ensemble mean forecasts of surface air temperature deteriorated with FT. The RMSEs for the short-range forecast (FT of 1–5 days) were from 1–2°C; they were also 2–3°C for the medium-range (FT of 6–10 days), and 2–4°C for the long-range forecasts (FT of 11–14 days) (Fig. 4a–c). The RMSEs increased by approximately 1°C during the forecast period of 14 days. The surface air temperature on the Sea of Japan side was relatively better simulated than that on the Pacific Ocean side. The ensemble spreads showed similar spatiotemporal variation to that of the RMSEs, increasing with the FT and showing a west–east contrast (Fig. 4d–f). The spread to RMSE ratio, which approaches 1 for the ideal system (Takano 2002), was 0.4–0.6 for the short-range forecast, and 0.6–1.0 over the region for the medium- and long-range forecasts (Fig. 4g–i).

For the cooling degree-days, the RMSEs of the ENS forecasts over the short-range forecast were less than 2°C for most parts of the analyzed region (Fig. 5a). While the RMSEs over the medium- and long-range forecasts increased in the northern part of the domain and in the high elevation areas (see Fig. 1 for topography), there were some low-RMSE areas on the Sea of Japan side throughout the forecast period (Fig. 5b–c). As described in analysis of the FT of 1–14 days, daily mean temperatures in the small RMSE areas were generally higher than 22°C, which caused the areas to be free from low-temperature stresses. The increase in RMSEs found in the Pacific Ocean side...

Fig. 4. Geographical distribution of root-mean-square errors (RMSEs) of surface air temperature simulated by the ensemble (ENS) forecast for the forecast time (FT) of (a) 1–5 days, (b) 6–10 days, and (c) 11–14 days. (d–f) Same as (a–c) but for the ensemble spread (sprd) and (g–i) the ratio of sprd relative to RMSEs. Gray areas indicate non-paddy areas with ≤ 1% paddy fields in 10-km grid cells.

Fig. 5. Geographical distribution of root-mean-square errors (RMSEs) of the cooling degree-days simulated by the ensemble (ENS) forecast for the forecast time (FT) of (a) 1–5 days, (b) 6–10 days, and (c) 11–14 days. (d–f) Same as (a–c) but for the ensemble spread (sprd) and (g–i) the ratio of sprd relative to RMSEs. Gray areas indicate non-paddy areas with ≤ 1% paddy fields in 10-km grid cells.
was caused by cold daily mean temperature that was sufficient to count the cooling degree-days. The areas in which the spread increased corresponded well to the RMSE-increased areas, having 1–4°C for the long-range forecast at high elevations and on the Pacific Ocean side (Fig. 5d–f). The spread to RMSE ratio was 0.2–4.0 for the short-range forecast, which increased to 0.4–0.6 over the medium- and long-range forecasts (Fig. 5g–i).

Performances of the surface air temperature and the cooling degree-days were summarized over the grids where the same cultivar was cropped (Table 2; see Fig. 1b for the geographical distribution of cropped cultivars). As a reference, we also showed the temperature difference from the threshold (ΔTc). For each period, surface air temperature showed similar RMSEs among cultivars, while the RMSEs increased with FT, ranging from 1.6–1.8°C in the short-range forecast to 2.6–2.9°C for the long-range forecast. The ΔTc also showed similar temperature in the RMSEs and had larger values for ‘Massigura’ (MSG) and ‘Hitomebore’ (HTM) compared to those for other three cultivars (‘Akitakomachi’ (AKT), ‘Haenuki’ (HEN), and ‘Koshihikari’ (KSH)). These tendencies in increasing RMSEs with the forecast period were also found for Qc. In the long-range forecast, MSG and HTM showed larger RMSEs (~1°C) than did the other cultivars.

### 3.2 Performance of the forecasts for the case of the most intense cold damage

In 2003, the largest cooling degree-days were estimated over the 10 analyzed years (Table 3). Serious cold damage occurred, and the smallest rice yields of the analyzed period were also found for ‘Hitomebore’ in the RMSEs and had larger values for ‘Massigura’ (MSG) and ‘Hitomebore’ (HTM) compared to those for other three cultivars (‘Akitakomachi’ (AKT), ‘Haenuki’ (HEN), and ‘Koshihikari’ (KSH)). These tendencies in increasing RMSEs with the forecast period were also found for Qc. In the long-range forecast, MSG and HTM showed larger RMSEs (~1°C) than did the other cultivars.

### 3.3 Predictability of surface air temperature and cooling degree-days

We then summarized the performance of each forecast starting from the same initial date (Fig. 7). The SIN and ENS forecasts for surface air temperature generally performed better than the CLM forecast for one week and turned during the second week. On average, the effective day that the SIN and ENS forecasts provided better performance than the CLM forecast was five days for the SIN forecast (RMSEs: 1.3–2.0°C) and seven days for the ENS forecast (1.3–1.9°C), while the CLM forecast performed with 2.1–2.4°C of RMSEs during the seven

---

**Table 2.** Summary of root-mean-square errors (RMSEs) of the ensemble (ENS) forecast in simulating surface air temperature (Tc), temperature difference from the threshold of 22°C when the rice is in the booting stage (ΔTc) and cooling degree-days (Qc) aggregated with cultivars (°C).

| FT=1–5 days | MSG | HTM | AKT | HEN | KSH |
|-------------|-----|-----|-----|-----|-----|
| Tc          | 3.6 | 2.1 | 2.1 | 2.1 | 2.1 |
| ΔTc         | 1.8 | 1.0 | 1.0 | 1.0 | 1.0 |
| Qc          | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |

| FT=6–10 days | MSG | HTM | AKT | HEN | KSH |
|--------------|-----|-----|-----|-----|-----|
| Tc           | 2.3 | 1.4 | 1.4 | 1.4 | 1.4 |
| ΔTc          | 1.5 | 1.0 | 1.0 | 1.0 | 1.0 |
| Qc           | 2.3 | 1.0 | 1.0 | 1.0 | 1.0 |

| FT=11–14 days | MSG | HTM | AKT | HEN | KSH |
|---------------|-----|-----|-----|-----|-----|
| Tc            | 2.8 | 2.8 | 2.8 | 2.8 | 2.8 |
| ΔTc           | 1.8 | 1.8 | 1.8 | 1.8 | 1.8 |
| Qc            | 2.6 | 2.6 | 2.6 | 2.6 | 2.6 |

Note: FT, forecast time; MSG, ‘Massigura’; HTM, ‘Hitomebore’; AKT, ‘Akitakomachi’; HEN, ‘Haenuki’; and KSH, ‘Koshihikari’. See Fig. 1b for geographical location of the cropped area for each cultivar (ASH is excluded because of its small geographical share).

**Table 3.** Cooling degree-days (CDD) on August 31 simulated with the Mesh-AMeDAS observations.

| Year | 2000 | 2001 | 2002 | 2003 | 2004 | 2005 | 2006 | 2007 | 2008 | 2009 |
|------|------|------|------|------|------|------|------|------|------|------|
| CDD  | 4.0  | 26.4 | 21.6 | 27.1 | 16.7 | 3.6  | 3.7  | 8.8  | 25.2 | 14.3 |
The ensemble spread showed a similar trend among the forecasts initialized at different dates (Fig. 8b). The spread to RMSE ratio increased with the forecast period for all experiment (Fig. 8c), with ratios of 0.75, 0.81, 1.00, 0.91, and 0.78 at the FT of 14 days initialized on the dates of July 10, July 20, July 31, August 10, and August 20, respectively.

Simulated cooling degree-days gradually increased RMSEs with FT and showed higher RMSEs in August than in July (Fig. 8d). The RMSEs were negligibly small throughout the forecast period initialized on July 10 because of the aforementioned insufficient DVI condition (i.e., DVI < 1.5). While the time evolution of RMSEs in the ENS and CLM forecasts were similar, an advantage of the ENS forecast was apparent, with smaller RMSEs throughout the forecast period. As is the case with surface air temperature, the ensemble spreads for the cooling degree-days had a similar tendency to RMSEs, gradually increasing with FT (Fig. 8e). The spread to RMSE ratio for cooling degree-days also increased with the forecast period, showing 0.35, 0.48, 0.71, 0.46, and 0.36 for the initial dates of July 10, July 20, July 31, August 10, and August 20 at the FT of 14 days (Fig. 8f).

3.4 Impact of forecast updating for cold damage

The simulated cooling degree-days in the overlapping days of July 21–24 showed similar RMSEs between the 1–4 days forecast (initial: July 20) and the 11–14 days forecast (initial: July 10) (Fig. 9), showing 0.07°C and 0.11°C, respectively. The difference was apparent in other cases. The RMSEs of the 1–4 days forecasts were approximately 1°C for August 1–3, 11–14, and 21–24, and those of the 11–14 days forecasts ranged from 2.5°C in August 1–3 to 6.6°C in August 21–24. The 1–4 days forecast provided smaller RMSEs than the 11–14 days forecast in all cases. An improvement ratio of the 1–4 days forecast relative to the 11–14 days forecast, \( r_{\text{update}} \) (Eq. 12) had higher value in the forecasts for August (65.3–82.8%) than that for July (36.4%).

4. Discussion

4.1 Advantages of numerical weather forecast to the CLM forecast

The forecast based on numerical weather predictions performed reasonably in simulating cooling degree-days with lower RMSEs than the CLM forecast that utilized historical Mesh-AmEeDAS observations. To understand differences in the performances, we focused on variations in surface air temperature. The amplitude of daily variation of surface air temperature provided by the SIN and ENS forecasts showed better performance than the CLM forecast in simulating the cooling degree-days. Moreover, as seen in the cultivar-aggregated statistics (Table 2), cultivars MSG and
Fig. 7. Time evolution of root-mean-square errors (RMSEs) for the climatology (CLM) (thick line), single (SIN) (dashed line), and ensemble (ENS) (thin line) forecasts of surface air temperature (left) and cooling degree-days (right) aggregated over the same initial dates. The dates shown in the top left of each panel are the initial dates of each forecast.

Fig. 8. Time evolution of (a) root-mean-square errors (RMSEs) of the ensemble (ENS) (solid line) and climatology (CLM) (dashed line) forecasts, (b) ensemble spread among nine members of the ENS forecast, and (c) spread to RMSEs ratio for the simulation of surface air temperature. The color corresponds to the initial dates of the forecasts: purple for July 10, blue for July 20, green for July 31, orange for August 10, and red for August 20. Panels of (d–f) are the same as those of (a–c) but for the cooling degree-days.
HTM showed larger RMSEs for the cooling degree-days than other cultivars, while they had similar RMSEs for the surface air temperature. Averaging over the same cropped area, the observed temperatures during the analysis period were 21.4°C for MSG, 22.0°C for HTM, 22.8°C for AKT, 22.7°C for HEN, and 23.6°C for KSH. The performance deteriorated in the relatively cold region. Considering that the cooling degree-days increases when surface air temperature is below the threshold (Eq. 7 and 8), these issues imply that both the precise amplitude of daily variation and accurate temporal patterns were particularly essential for cold damage forecasts.

Taking August 21–24 as an example of the overlapping period, the 1–4 days forecast for the cooling degree-days reduced 82.8% of RMSEs in the 11–14 days forecast (Fig. 9). The ratio generally increases along with the season; however, there was an exception found on August 11–14. This drop was caused by better performance in simulating surface air temperature throughout the period that initialized July 31 (Fig. 8a). The RMSEs of the cooling degree-days in the 11–14 days forecast was less increased from August 1–3; therefore, an improvement was suppressed on August 11–14. For the most cases, the increased effectiveness by forecast updating is attributed to both the surface air temperature and the DVI. Former analysis periods, such as the July 10 and July 20 initial date forecasts, are sufficient to count cooling degree-days, but the DVI did not reach 1.5 at this time; therefore, cold damage was uncounted (Fig. 6). In the July 31 initial forecasts, the condition of the DVI was satisfied, but the daily temperature was generally higher than the threshold, 22°C, in the analysis area. The forecasts initialized on August 10 and 20 satisfied both the conditions of temperature and DVI. Therefore, more cooling degree-days and a large improvement ratio were estimated compared to the forecasts starting from the other initial dates. This shows the importance of forecast updating increases in the cooling degree-days estimation with the season.

The spread to RMSE ratios indicate how well the spreads represent the uncertainties of forecasts (Takano, 2002). The ensemble spreads grew as the RMSEs increased throughout the forecast period. However, the spread to RMSEs ratios were smaller than 1, suggesting that the growth of ensemble spreads was insufficient for the ensemble system to represent uncertainties. The ratios for the cooling degree-days were smaller than those for the surface air temperature throughout the forecast period (Figs. 4, 5, and 8). Only the temperatures less than 22°C were considered to obtain the cooling degree-days. The smaller ratios for the cooling degree-days implied that the system had difficulty in representing the uncertainties of the forecasts under these conditions. The underdispersion of ensemble members in this system is an issue for future studies.

### 4.2 Synthesizing ensemble meteorological forest and crop growth simulations

The growth-based information would contribute to mitigating yield loss caused by abrupt temperature changes. When a daily temperature below 22°C is forecasted for one area, the occurrence of low-temperature sterility varies grid by grid because of different local growth stages. Our experiments show that the forecasts based on numerical weather predictions have seven days of predictability for surface air temperatures and at least two weeks for cooling degree-days. When we compare the performances to previous forecast systems, derived biases are similar or at a better level at the operational weather forecast system by the JMA for surface air temperature (JMA, 2019c). The RMSEs of daily maximum and minimum temperature for 2–7 days forecast were 2–3°C for the Tohoku region, and our RMSEs in the daily mean temperature was 1–2°C for the same forecast period (Fig. 7). This indicates a better performance in
simulating cooling degree-days than previous alert systems, however, it is difficult to evaluate its effectiveness because previous studies (NARO, 2019; JMA, 2019a) provided alerts in a qualitative manner and the performances of these systems are not currently opened. There are other previous studies that applied short or medium-range forecasts to agricultural sectors and showed the advantage of approximately one-week forecasts compared to seasonal forecasts; however, they focused on different factors to our simulation, such as farmers’ income (Roudier et al., 2016), economic value (Asseng et al., 2016), and evapotranspiration (Perera et al., 2014). Therefore, the RMSEs calculated in this study would be a reference value for relatively short-term forecasts in further studies.

4.3 Limitations of proposed ensemble forecast system for cold stress

The comparison of SIN and CLM forecasts suggests the feasibility of applying surface air temperature data produced by the numerical weather prediction system to forecasting the cooling degree-days. However, the surface air temperature forecasts include large errors, both biases and random errors, particularly in the northern part of the study area. The temperature fields over the area are largely influenced by the cool northeasterly wind and low-level clouds, implying that models have some difficulties in representing these conditions. To reduce the errors and improve cooling degree-days forecasts, it is essential to improve the numerical weather model, including the schemes for physical processes.

The spread to RMSE ratio indicated insufficient variances in the ensemble members in this system. Model biases can prevent the ensemble system from forecasting particular weather conditions. Improving the model should contribute to a better representation of uncertainties in the forecasts. Insufficient ensemble size also leads to ensemble members missing the possible states. The ensemble size of the system in this study was much smaller than that of the current operational ensemble prediction systems. Enhancing the ensemble size should help ensemble perturbations to capture the growing modes. Moreover, the system used in this study was based on a single set of atmospheric and rice growth models, so that the model uncertainties are not considered. Representing model uncertainties with multi-model ensemble method is also a possible approach to improving the relation between the ensemble spreads and the errors.

To apply the ensemble forecasting system to different regions, the phenology parameters should be turned to the cultivars cropped there, because this study focused on the specified cultivars cropped in northeastern Japan. As serious meteorological phenomena for rice growth vary by region, the predictability is not necessarily same as presented in this study. For applications of the forecasting system, users might consider regional differences in its performance and effectiveness.

5. Conclusion

We applied ensemble numerical weather prediction to rice growth simulations, focusing on the cold damage estimation in currently cold areas. The ensemble mean forecast prolonged the predictable period for two days, while the single deterministic forecast was superior to the climatological forecast for a FT of five days for surface air temperature. For cooling degree-days, while the climatological forecast simulated the rice growth stages reasonably, the forecasts based on numerical weather predictions performed better in all periods because of the better representation of daily variations in surface air temperature. Therefore, numerical weather prediction is becoming more important in the estimation of cooling degree-days.

Our simulation uses a very limited ensemble size of nine; therefore, further studies on the appropriate number of ensemble members would contribute to cold damage estimations. Increasing the ensemble size would propose more possible scenarios of cold damage risk, and could reduce the number of cases in which all ensemble members fail to predict cold damage. Moreover, more information on the reliability of the forecast would be provided, which helps farmers to avoid missing taking action. Both the intensity and reliability provided by the ensemble forecasting is valuable to take precautions against cold damage.

The application of numerical weather prediction data to estimate the yield of rice affected by temperature stress and external factors such as rice blast needs to be assessed in further studies. Taking appropriate action for daily variations is effective for both current daily precautions and future climate adaptations because of their similar order of variation.
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