Power-law intensity distribution in $\gamma$-decay cascades

Keisuke Fujii$^{1,2}$ and J. C. Berengut$^{3,2}$

$^1$Department of Mechanical Engineering and Science, Graduate School of Engineering, Kyoto University Kyoto 615-8510, Japan
$^2$Max-Planck-Institut für Kernphysik, Saupfercheckweg 1, 69117 Heidelberg, Germany
$^3$School of Physics, University of New South Wales, New South Wales 2052, Australia

(Dated: May 26, 2020)

We show that the distribution of $\gamma$-decay intensities from heavy nuclei follows a power law. This is similar to the long-reported result that the distribution of electromagnetic emission line intensity from many-electron atoms follows a power law, however we find that in heavy nuclei the distribution always has a specific index 1, i.e., Zipf’s law. This phenomenon is observed all 27 data sets having sufficient $\gamma$-ray intensity entries in the National Nuclear Data Center database, regardless of the reaction type or nuclei involved. This agreement can be understood from combining two statistical models: exponentially increasing level density, and independently distributed line strengths among all the excited states. We also present a joint probability distribution of the $\gamma$-ray energy and intensity, which may be used to estimate the gamma strength function for highly excited nuclei.

The line intensity distribution for many-electron atoms (one of the most well-studied fermionic many-body systems) in plasmas has been reported to exhibit a power law dependence [1–4],

$$\rho_I(I) \propto I^{-c-1}, \quad (1)$$

where $\rho_I(I)$ is the number of emission lines having intensity $I$ and $c$ is the index of the power law. In our earlier work [3], we have shown that the index can be written as $c = kT_e/\epsilon_0$, where $k$ is the Boltzmann’s constant, $T_e$ is the electron temperature in the plasma, and $\epsilon_0$ is an atom-dependent constant related to the level density of the atom (as we see later). This relation is derived based on statistical properties commonly seen also in other fermionic many-body systems, namely the exponentially increasing level density and independently distributed transition rates among excited states. A similar law is expected for other systems, e.g., heavy nuclei, although to our knowledge no studies have been reported.

In this Letter, we show that the intensity distribution of the electromagnetic emission lines from excited nuclei, i.e., $\gamma$-decay spectra, also follows a power law. However, in the nuclear case the exponent has the specific index 1 (Zipf’s law), i.e., $\rho_I(I) \propto I^{-2}$. We show that this result can be derived based on those same statistical properties of many-body fermionic systems that lead to the power law in atomic systems. The key difference, leading to the different exponents, is that the nuclear excitations are a result of nuclear reactions that populate only a few highly-excited states, while the atomic excitations result from processes that excite a thermal distribution states. Experimentally observed $\gamma$-decay spectra for many types of nuclear reactions are found to follow Zipf’s law, regardless of the nuclei and the type of reactions. This observation suggests that the power-law distribution of the electromagnetic emission intensity is a generic property of fermionic many-body systems.

To derive the intensity distribution, we model the joint probability distribution of the intensity and energy of $\gamma$-rays, which is found to depend on the gamma strength function between highly excited states through its $\gamma$-ray energy dependence. Although the Oslo-method has been used to estimate this function [6–8], and to validate the Brink-Axel hypothesis [8–10], cross validation with another method is still important. Our joint distribution may be also be used for this purpose.

Let us start from the level density of a nucleus $\rho_E(E)$, i.e., the number of levels with a given excited energy $E$. In general, $\rho(E)$ shows a nearly exponential dependence on $E$. One simple yet well-accepted approximation is the constant temperature model [12],

$$\rho_E(E) \propto \exp \left( \frac{E}{\epsilon_0} \right), \quad (2)$$

where $\epsilon_0$ parameterizes the level-density growth rate with excited energy (called temperature in Refs. [12–13]).

After typical nuclear reactions, such as thermal neutron capture, a few of the highly excited states (with energy $E_{\text{max}}$) become populated. These excited nuclei spontaneously decay to the lower levels by emitting $\gamma$-rays ($\gamma$-decay). This decay process continues until the nuclei reach the ground state. Figure 1(a) shows an illustration of the cascading process for a typical example: the neutron capture on $^{89}$Y.

Consider an ensemble of nuclei undergoing the nuclear reaction. The population $n_i$ of a state $i$ with excitation energy $E_i < E_{\text{max}}$ is determined by this cascading process. Let $A_{ij}$ be the spontaneous transition rate from state $i$ to state $j$. The rate equation of the population $n_i$ is

$$\frac{dn_i}{dt} = \sum_{j>i} A_{ji} n_j - \sum_{j<i} A_{ij} n_i, \quad (3)$$

where $\sum_{j>i}$ ($\sum_{j<i}$) denotes a summation for all the states $j$ that have higher (lower) energy than $E_i$. The
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where we use the average of integrals, taking Eq. (2) into account. The continuous rate \( \gamma \) distribution of \( S \) is determined by the balance between the population influxes from higher levels and outfluxes to the lower ones. (b) Joint influx is at the \( \Gamma(\omega) \) function, p
(a) electric-dipole transitions is the Porter–Thomas distribution. Due to the high density of many-body excited states, we now utilize another stochastic property of many-body quantum chaotic systems [14] — that line strengths are independent and randomly distributed. For \( \omega_{ij} \) and \( \Gamma(\omega_{ij}) \) the gamma strength function, which has been often assumed as transition-energy dependent but state independent [8,10,15,17].

Due to the high density of many-body excited states, we may approximate the summations in Eq. (3) by integrals, taking Eq. (2) into account. The continuous rate equation may be written as

\[
\frac{dn(E)}{dt} \propto \int_{0}^{E_{\text{max}}-E} \omega^3 S(\omega) \rho(E+\omega)n(E+\omega)d\omega - \int_{0}^{E} \omega^3 S(\omega) \rho(E-\omega)n(\omega)d\omega,
\]

where we use the average of \( S \) under the assumption that \( S \) is independently distributed and the existence of many cascading channels ensures that fluctuations in \( S \) are cancelled out. \( n(E_i) \) is the population of the state \( i \), and so \( n(E+\omega) \rho(E+\omega)d\omega \) is the population in the states within the energy range of \( E+\omega \). As the \( \gamma \)-decay rate is much faster than the experimental time scale, we consider the steady state for \( n(E_t > 0) \):

\[
\exp \left( \frac{E}{\epsilon_0} \right) \int_{0}^{E_{\text{max}}-E} \omega^3 S(\omega) \exp \left( \frac{\omega}{\epsilon_0} \right) n(E+\omega)d\omega = \exp \left( \frac{E}{\epsilon_0} \right) \int_{0}^{E} \omega^3 S(\omega) \exp \left( \frac{-\omega}{\epsilon_0} \right) n(E)d\omega.
\]

Although Eq. (5) is not analytically solvable, we may adopt a further simplification. As seen in Fig. 1(b), most of the \( \gamma \)-lines fall into the \( \omega \approx E_{\text{max}} \) region. This suggests that the value of the integrands on both sides of Eq. (5) are small for large \( \omega \). Therefore, neglecting edge effects, we can expand the limits of integration to

\[
\int_{0}^{E_{\text{max}}-E} \omega^3 S(\omega) d\omega \approx \int_{0}^{\infty} \omega^3 S(\omega) d\omega, \quad \int_{0}^{E} \omega^3 S(\omega) d\omega \approx \int_{0}^{\infty} \omega^3 S(\omega) d\omega.
\]

With this approximation, Eq. (5) becomes translation invariant, i.e. \( n(E) \propto n(E+\Delta) \) for all \( E \). Thus, the solution has the form \( n(E) \propto \exp (-\alpha E) \) with a constant \( \alpha \). By substituting this into Eq. (5) with the infinite-integration-range approximation, the population \( n(E) \) is

![FIG. 1. \( \gamma \)-decay cascade of \( ^{90}Y \) after neutron capture by \( ^{89}Y \). (a) Schematic illustration of the cascade. The direct population influx is at the \( E_{\text{max}} = 6.9 \) MeV level, and the excited \( ^{90}Y \) nucleus decays to lower levels. The population in each level is determined by the balance between the population influxes from higher levels and outfluxes to the lower ones. (b) Joint distribution of \( \gamma \)-ray intensity and energy. The contours are computed using RAINIER while markers show the entries in the ENSDF database [11]. (c) Population distribution \( \rho_n \) and (d) intensity distribution \( \rho_I \) simulated using the RAINIER program. Each blue line shows a computed result by the program, with different random number realizations. Solid straight lines show the maximum-likelihood estimates for these results with bands indicating 2\( \sigma \)-uncertainty. Dotted lines show our model predictions (Eqs. (10) and (12), respectively). Note that the vertical axes are multiplied by \( n \) and \( I \), respectively, to aid visualization. (e) Intensity histogram of observed \( \gamma \)-rays from the ENSDF database [11]. The maximum-likelihood estimate and its 2\( \sigma \) range are shown by a straight line and bands, respectively. Our prediction (Eq. (12)) is shown by a dotted line.](image-url)
deduced as

\[ n(E) \propto \exp \left( -\frac{E}{\epsilon_0/2} \right) . \quad (7) \]

Alternatively, this may be considered as the distribution of probability that a level takes part in the cascade.

Let us count the number of states having population \( n \sim n + dn \). This can be deduced by substituting Eq. (7) into Eq. (2).

\[ \rho_n(n)dn = \rho_E(E)dE \]

\[ \propto \rho_E(E) \frac{1}{n}dn \]

\[ \propto n^{-3/2}dn. \quad (8) \]

A power law thus emerges for the state population distribution. This power law originates from the combination of one exponentially increasing variable and another exponentially decreasing variable. This is a typical mathematical structure responsible for the emergence of the power law [18].

Neglecting the stochastic nature of \( S \), the intensity of \( \gamma \)-rays having photon energy \( \omega \) and upper state energy \( E \) can be written as

\[ I(E, \omega) \propto \omega^3S(\omega)n(E), \quad (9) \]

where \( E \) is the upper level energy. See the supplemental material of Ref. [3] for a more detailed and precise discussion of this approximation.

Now consider the number of emission lines having \( \gamma \)-ray energy \( \omega \sim \omega + d\omega \) from the excited states existing within \( E \sim E + dE \). The number of lines may be approximated by the number of levels in the corresponding energy range,

\[ L(E, \omega)dEd\omega = \rho_E(E - \omega)d\omega\rho_E(E)dE \]

\[ \propto \exp \left( \frac{2E}{\epsilon_0} \right) \exp \left( -\frac{\omega}{\epsilon_0} \right) d\omega dE. \quad (10) \]

By substituting Eq. (9) into Eq. (10), the number of lines whose intensities and photon energies are in the range \( I \sim I + dI \) and \( \omega \sim \omega + d\omega \), respectively, i.e., a joint distribution of \( \gamma \)-rays, is given by

\[ \rho_I(I, \omega)dId\omega = L(E, \omega)dEd\omega \]

\[ \propto L(E, \omega)I^{-1}dId\omega \]

\[ \propto \omega^3S(\omega) \exp \left( -\frac{\omega}{\epsilon_0} \right) I^{-2}dId\omega. \quad (11) \]

Integrating Eq. (11) in the measured energy range \( \Omega \) over \( \omega \), we arrive at Zipf’s law for the \( \gamma \)-ray intensity:

\[ \rho_I(I) = \int_\Omega \rho_I(I, \omega)d\omega \propto I^{-2}. \quad (12) \]

We have repeated a similar analysis for other nuclei and reactions using the \( \gamma \)-ray intensity data from ENSDF database [11]. We analyzed the 27 reactions that have more than 100 \( \gamma \)-ray entries with intensities larger than the minimum detection limit of the continuum. The analysis was performed in the vertical axis of Fig. 2. Figure 2 (a) shows the values of \( \epsilon_0 \) by Egidy et al. [13], while the estimated values for these data are shown in Fig. 2 (b). Although \( \epsilon_0 \) has a negative dependence on nuclei mass \( A \approx A^{-2/3} \) [13] and varies by a factor 5 in this range, \( c \) is distributed in the range 1.03 ± 0.15. This
FIG. 2. (a) Values of $\epsilon_0$ for several cascading nuclei [13]. ‘n’, ‘b’, and ‘e’ in the vertical axis represent the reaction type, thermal neutron capture, $\beta$-decay, and electron capture, respectively. For example, ‘$^{90}$Y n’ indicates $\gamma$-rays from $^{90}$Y generated by thermal neutron capture. The dashed line shows $A^{-2/3}$ where $A$ indicates the nuclear mass number. (b) Values of the exponent $c$ from the intensity distribution power-law estimated by the maximum-likelihood method for several nuclear reactions. $\epsilon_0$ varies by a factor of 5 but the exponent is distributed around 1, independent of the cascading nucleus and reaction type.

FIG. 3. Intensity distribution power-law exponent $c$ and the level density parameter $\epsilon_0$ scaled by $A^{-2/3}$.

indicates the generality of our model Eq. (12).

A small correlation can be seen between the scatter of $\epsilon_0$ and $c$ in Fig. 2. For example, $^{60}$Ni has higher $\epsilon_0$ value than the $A^{-2/3}$ trend, while its exponent has smaller value than 1. In Fig. 3, we show a scatter plot between the exponent $c$ and the level density parameter $\epsilon_0$ scaled by $A^{-2/3}$. They show a negative correlation. This suggests some information about the nuclear structure is contained in the intensity histogram. However, in the current stage of the analysis, this correlation is still an open question and left for a future study.

In this Letter, we showed from a coarse approximation of the population dynamics in nuclei that $\gamma$-ray intensities from nuclear reactions follow Zipf’s law with index 1. As can be found in Eq. (11), we derived the joint distribution of the $\gamma$-ray frequency and intensity. Although we only discussed the marginal distribution Eq. (12) in this work, the joint distribution Eq. (11) has information about the gamma strength function. This distribution may be used to estimate and validate the gamma strength function between highly excited states, which is an indispensable quantity to estimate stellar reaction rates relevant for nucleosynthesis [21–23]. Note that, however, due to the approximation Eq. (6), the population model Eq. (7) is not valid at reaction energy limit ($E \approx E_{\text{max}}$). The discrepancy in the low $n$ side of Fig. 1(c) may reflect this accuracy limitation. Therefore, a more precise treatment of Eq. (4) may be necessary to quantitatively estimate the gamma strength function from experimental spectra.
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