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An adaptive minimum mean-square error (MMSE) array receiver based on the fuzzy-logic recursive least-squares (RLS) algorithm is developed for asynchronous DS-CDMA interference suppression in the presence of frequency-selective multipath fading. This receiver employs a fuzzy-logic control mechanism to perform the nonlinear mapping of the squared error and squared error variation, denoted by \((e^2, \Delta e^2)\), into a forgetting factor \(\lambda\). For the real-time applicability, a computationally efficient version of the proposed receiver is derived based on the least-mean-square (LMS) algorithm using the fuzzy-inference-controlled step-size \(\mu\). This receiver is capable of providing both fast convergence/tracking capability as well as small steady-state misadjustment as compared with conventional LMS- and RLS-based MMSE DS-CDMA receivers. Simulations show that the fuzzy-logic LMS and RLS algorithms outperform, respectively, other variable step-size LMS (VSS-LMS) and variable forgetting factor RLS (VFF-RLS) algorithms at least 3 dB and 1.5 dB in bit-error-rate (BER) for multipath fading channels.
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1. INTRODUCTION

Direct-sequence code-division multiple access (DS-CDMA), a specific form of spread-spectrum transmission, has been adopted as the multiaccess technology for nonorthogonal transmission in the third-generation (3G) mobile cellular systems, such as wideband CDMA (W-CDMA) or multi-carrier CDMA (MC-CDMA). This sort of the code-division multiaccess techniques requires no time or frequency coordination among the mobile stations. However, the so-called near-far problem and the multipath fading are the major impediments to maintain reliable communication links in CDMA systems.

It is well known that an adaptive minimum mean-square error (MMSE) linear receiver [1] has immunity to the near-far problem and the interference floor in performance exhibited by the conventional matched filter reception. In addition, a linear MMSE receiver can be implemented as an adaptive tapped delay line (TDL), analogous to a linear equalizer, with a relatively low complexity. However, the computation of the MMSE solution involves the calculation of the inverse of the input autocorrelation matrix, which costs a complexity of \(O((MN)^3)\). Here \(M\) denotes the size of the MMSE receiving array and \(N\) is the processing gain of the CDMA system so that \(MN\) indicates the number of tap weights of the linear MMSE filter. This cost is even more expensive when the linear MMSE receiver operates in a nonstationary multipath environment. In practice, the filter-coefficient vector of the MMSE-type receiver can be obtained from the training sequence and the received signal by means of conventional adaptive filtering techniques, such as the least-mean-square (LMS) [2] and the recursive least-squares (RLS) [3] approaches. The LMS provides simple implementation but suffers from slow convergence, while, on the other hand, the RLS converges much faster as compared with the LMS, but it possesses more computational complexity. The drawback of slow convergence of an LMS-based algorithm, due to its dependence on the eigenvalue spread, is overcome in an RLS algorithm [3] by replacing the gradient step-size \(\mu\) with a gain matrix, denoted by \(R^{-1}\), at the \(n\)th iteration. In [4],
Honig et al. proposed an adaptive blind LMS implementation of the MMSE-type receiver based on the concept of the constrained minimum output energy (CMOE) for multiuser detection. An adaptive blind RLS version of the MMSE receiver was presented in [5] by Poor and Wang in [5], the proposed rotation-based QR-RLS algorithms for both the blind adaptation mode and the decision-directed adaptation mode were developed and implemented efficiently.

In recent years, the concept of fuzzy logic is used in many different senses. Fuzzy logic can be treated as a tool for embedding structured human knowledge into workable algorithms. In a wider sense, fuzzy logic is a fuzzy set theory of classes with unsharp or fuzzy boundaries. Systems designed and developed utilizing fuzzy-logic methods have been shown to be more efficient than those based on conventional approaches [6]. Notably, a fuzzy-logic controller (FLC) has been applied successfully to the fuzzy-neural scheme for on-line system identification [7] and the strength-based power control strategy in wireless multimedia cellular systems [8, 9]. In principle, FLC provides an adaptation mechanism that converts the linguistic control strategy based on the characteristics of mobile radio channels into an adaptive parameter-control strategy. By using the defuzzification, the fuzzy control decisions are converted to a crisp control command which is used to adjust properly the level of the parameter of interest. To improve the FLC performance, the use of a fuzzy proportional-plus-integral (PI) control is addressed in [10].

In the present paper, an adaptive robust MMSE array receiver is proposed based on a fuzzy-logic controlled LMS or RLS algorithm for space-time joint asynchronous DS-CDMA signals. The FLC system is employed to perform the nonlinear mapping of the input variables into a scalar adaptation step-size $\mu$ of the LMS algorithm or a forgetting factor $\lambda$ of the RLS algorithm in response to the channel variation. Note that the input variables of the FLC system may include the error signal, duration of training, squared error, input power, and any other useful variables. Owing to the flexibility and richness of the fuzzy-inference control system, it may produce many different mappings that are especially suitable for applications in nonlinear and time-varying cellular systems. In [11], the behavior of different adaptive LMS algorithms with the fuzzy step size is analyzed. Experimental results show that the fuzzy step-size LMS (FSS-LMS) algorithms proposed by the author in [11] possess superior convergence characteristics than other existing variable-size LMS (VSS-LMS) approaches [12, 13]. In particular, the performance of the FSS-LMS system with two inputs of $e^2$ and $N_T$ is noticeable, where $e^2$ is the squared error and $N_T$ denotes the duration of training. Unfortunately, the quantity of $N_T$ may not be attainable to the category of adaptive blind-based receivers. In [14], the authors proposed the variable forgetting factor linear least-squares (VFF-LLS) algorithm to improve the tracking capability of channel estimation. These works motivate the development of the linear MMSE CDMA receiver with a fuzzy-logic controlled two-parameter system of $(e^2, \Delta e^2)$ instead of $(e^2, N_T)$, where $\Delta e^2[n] \equiv e^2[n] - e^2[n-1]$ indicates the squared error variation at time $n$. In other words, the pair values of $(e^2, \Delta e^2)$ are calculated and fed to the FLC system to assign an exact value of $\mu$ or $\lambda$ for the corresponding adaptive receiver on an iterative basis in order to improve the convergence characteristic and steady-state MSE simultaneously. Most of the fuzzy inference rules are derived by a human expert or extracted from numerical data. In this paper, we focus attention on the fuzzy rules which accumulate past experience operating in the practical applications. Therefore, it seems natural and reasonable to expect that wireless communication systems with the use of a two-parameter $(e^2, \Delta e^2)$-FLC produce better convergence characteristics than those with only single-parameter $(e^2)$-FLC. Furthermore, the pair of $(e^2, \Delta e^2)$ provides the FLC system with more precise channel dynamic-tracking and adaptation capability than the pair of $(e^2, N_T)$. This is because the “auxiliary” parameter $\Delta e^2$ offers an effective and robust means to monitor instantaneous fluctuations of a fast-fading multipath channel and assists the FLC system in selecting an appropriate value for $\mu$ or $\lambda$. It is remarkable that the proposed FLC-based approaches produce a faster speed of convergence without trading off the steady-state performance.

Computational requirements of the proposed fuzzy-logic-controlled LMS and RLS algorithms of the MMSE receiver, abbreviated as FLC-LMS and FLC-RLS hereafter, are evaluated in this paper. Slightly additional computational load is incurred in the fuzzification (table lookup), inference (MIN, MAX, and PROD operators), and defuzzification processes. There is also additional cost which comes from the preparation of the two input variables, $(e^2, \Delta e^2)$, prior to the fuzzification process. Fortunately, these operations can be done very efficiently in the latest range of DSPs which provide single-cycle multiply and add, table lookup, and comparison instructions. The computational load is compared to other known MMSE CDMA algorithms as well.

The material included in this paper is organized as follows. In Section 2, an asynchronous DS-CDMA signal model is outlined. For demodulation, an adaptive linear MMSE array receiver is employed and implemented by the fuzzy-logic controlled LMS and RLS algorithms. The proposed MMSE CDMA receiver is developed in Section 3. Section 3.1 describes briefly the ideal MMSE solution for DS-CDMA interference suppression. In Section 3.2, the FLC-LMS and FLC-RLS algorithms of the MMSE CDMA receiver are derived in detail. Section 3.3 presents the analysis to compare the computational load of the proposed algorithms with other equivalent DS-CDMA schemes. In Section 4, a brief review of existing VSS-LMS and VFF-RLS algorithms is provided. The convergence/tracking capability and the steady-state performance of the proposed MMSE receiver under the frequency-selective multipath fading channel is analyzed in Section 5. Finally, concluding remarks are given in Section 6.

## 2. SIGNAL MODEL

An asynchronous DS-CDMA system operating over a dynamic fading multipath channel is considered. The transmitted baseband signal $r_i(t)$ for user $i$ is obtained by spreading a set of BPSK data symbols $\{d_l[i]\}$, that is, a set of independent
where $\mathbf{b}_j$ is an additive white Gaussian noise (AWGN) vector. The $M \times 1$ linear array response vector $\mathbf{b}_j$ for the $j$th path of the $l$th user’s signal is defined by $\mathbf{b}_j = e^{j2\pi(m-1)(d/\lambda)\sin\theta_j}$, $m = 1, 2, \ldots, M$, where $\lambda$ is the carrier wavelength, $d$ denotes the element spacing of the antenna, and $\theta_j$ identifies the angle of arrival (AOA). In addition, it is assumed that all channels are constant during each symbol period and the receiver’s clock is synchronized with the reception of the first path of the desired user, say of user 1, that is, $\tau_{11} = 0$ [17]. Note that the term asynchronous means that the timings of signals and multipaths from different users received by the base station in either intracell or intercell are not the same. In other words, the propagation delays associated with the propagation paths of different users are considered in this paper.

### 3. RECEIVER ARCHITECTURE

For convenience, the proposed receiver is described by means of a baseband-equivalent structure. The received signal of each individual antenna element is passed through a filter that is matched to the square-wave chip waveform. If $r_m(t)$ is the $m$th component of $\mathbf{r}(t)$ in (4), the output of the $m$th antenna element is

$$z_m(t) = \int_{-\infty}^{t} \psi(t - t')r_m(t')dt' = \int_{0}^{T_b} r_m(t - n)du,$$

for $m = 1, 2, \ldots, M$. Subsequently, the output of this chip matched filter (MF) is sampled at the chip rate $1/T_b$ over the multipath extended $(N + K_l - 1)$-chip period for one-shot data detection. These discrete-time outputs are used as the inputs of $M$ adaptive, $(N + K_l - 1)$-element TDLs with a tap spacing of $T_b$ to form $M$ such $(N + K_l - 1)$-element data vectors. Assume that the output signals of the chip MFs are sampled at the times $nT_b$. The TDLs for the $M$-element antenna array are expressed as an $M \times (N + K_l - 1)$ data array, given by

$$\mathbf{Z}[n] = \begin{bmatrix} z_1(nT_b) & z_1((n-1)T_b) & \cdots & z_1((n-N-K_l+2)T_b) \\ z_2(nT_b) & z_2((n-1)T_b) & \cdots & z_2((n-N-K_l+2)T_b) \\ \vdots & \vdots & \ddots & \vdots \\ z_M(nT_b) & z_M((n-1)T_b) & \cdots & z_M((n-N-K_l+2)T_b) \end{bmatrix},$$

(6)

The data matrix $\mathbf{Z}[n]$ is then “vectorized” by sequentially assigning all matrix rows to form the $M(N + K_l - 1)$ vector as follows:

$$\mathbf{x}[n] = \text{Vec} \{ \mathbf{Z}[n] \} = \begin{bmatrix} x_1[n] & x_2[n] & \cdots & x_M(N + K_l - 1)[n] \end{bmatrix}^T.$$  

(7)

The symbol $(\cdot)^T$ denotes matrix transpose. The vector $\mathbf{x}[n]$ in (7) denotes the joint space-time data of the $\mathcal{C}^{M \times (N+K_l-1)}$ complex vector domain, and the $x_i[n]$ for $i = 1, 2, \ldots, M(N + K_l - 1)$ are the data components of the vector $\mathbf{x}[n]$, lexicographically ordered. Similarly, the adaptive
weight vector of a filter for vector \( x[n] \) is expressed as the column vector,

\[
\mathbf{w}[n] = \left[ w_1[n], w_2[n], \ldots, w_{M(N+K_t-1)}[n] \right]^T.
\]  

The components of the weight vector \( \mathbf{w}[n] \in \mathbb{C}^{M(N+K_t-1) \times 1} \) are adapted to minimize the MSE at the output of the TDLs (i.e., an MMSE-type filter coefficients) and determined explicitly later in (16) and (21). The output of the tapped delay-line adaptive filter for \( x[n] \) is the inner product of the vectors in (7) and (8) as follows:

\[
y[n] = \mathbf{w}^H[n]x[n] = \sum_{i=1}^{M(N+K_t-1)} w^*_i[n]x_i[n],
\]  

where the superscripts \((\cdot)^H\) and \((\cdot)^*\) denote the conjugate transpose (Hermitian) of a matrix and the conjugate of a complex number, respectively.

### 3.1. MMSE demodulator

In [1], the minimum mean-square error (MMSE) linear equalizer for asynchronous CDMA systems was first proposed by Xie et al. as a nonadaptive receiver. This was followed by various adaptive recursive implementations which operated in a decision-directed (DD) mode [18–20]. Later it was shown in [4] that the linear MMSE receiver can be operated in a blind adaptation manner which obviates the necessity of training. The MMSE receiver often is employed to detect the desired information symbol, owing to its simple implementation and excellent performance. Let \( x[n] \) denote the observation vector obtained at time clock \( n \). The linear MMSE receiver has the form

\[
\hat{d}_1[n] = \text{sgn} \left( \text{Re} \left[ \mathbf{w}^H[n]x[n] \right] \right),
\]  

where \( \text{sgn} \) denotes the sign operator, \( \text{Re} \{ \cdot \} \) takes the real part, and \( x[n] \) is given by (7). The weight vector \( \mathbf{w}[n] \in \mathbb{C}^{M(N+K_t-1) \times 1} \) is chosen to minimize the MSE,

\[
\text{MSE}[n] = \mathbb{E} \left[ \left| e[n] \right|^2 \right],
\]  

where the output error \( e[n] \) between the decision statistic and the transmitted symbol is expressed by

\[
e[n] = d_1[n] - y[n] = d_1[n] - \mathbf{w}^H[n]x[n].
\]  

It is easy to show that the ideal MMSE solution of the weight vector \( \mathbf{w}[n] \) is given by the vector

\[
\mathbf{w}_{\text{MMSE}[n]} = E \left[ x[n]x^H[n] \right]^{-1} E \left[ d_1^*[n]x[n] \right] = \mathbf{R}_x^{-1}[n]\mathbf{p}_1[n],
\]  

where \( \mathbf{R}_x[n] = E \left[ x[n]x^H[n] \right] \) and \( \mathbf{p}_1[n] = E \left[ d_1^*[n]x[n] \right] \) are the input autocorrelation matrix and the steering vector, that is, the result of correlating the desired bit with the observation vectors, respectively. The notation \( E \{ \cdot \} \) denotes the expected-value operator. The MSE achieved by the MMSE solution in (13) is given by

\[
\text{MSE}[n] = \min_{\mathbf{w}[n]} \text{MSE}[n] = 1 - p_1^H[n]\mathbf{R}_x^{-1}[n]\mathbf{p}_1[n]
\]  

\[
= 1 - \mathbf{w}_{\text{MMSE}[n]}^H[n]\mathbf{p}_1[n].
\]  

Then the estimate of the information symbol \( \hat{d}_1[n] \) is obtained from the expression

\[
\hat{d}_1[n] = \text{sgn} \left( \text{Re} \left[ \mathbf{p}_1^H[n]\mathbf{R}_x^{-1}[n]x[n] \right] \right).
\]  

In practice, an adaptive linear MMSE demodulator is usually achieved by means of training with respect to a known training or pilot sequence \( \{d_1[k]\}_{k=1}^{N_T} \) of length \( N_T \), followed by a DD adaptation utilizing the estimate symbol \( \hat{d}_1 \) as the feedback information for better adaptation. The adaptive implementation can be realized using a variety of well-known algorithms, for example, stochastic gradient (SG), least squares (LS), and recursive least-squares (RLS). In this paper, the adaptive implementations of the LMS and the RLS for the proposed MMSE demodulator are described in detail as follows:

#### LMS adaptation

An adaptive LMS-type filter calculates the estimates of the receiver tap-weight vector by minimizing the MSE in (11), that is, \( E[|d_1[n] - \mathbf{w}^H[n]x[n]|^2] \). The tap-weight estimate at the \((n+1)\)th iteration using information available up to the iteration \( n \) is

\[
\mathbf{w}[n+1] = \mathbf{w}[n] + \mu(d_1^*[n] - x^*\mathbf{w}[n])x[n],
\]  

where the positive scalar \( \mu \) denotes the step size of the LMS algorithm, which depends on the statistics of the observation vector \( x[n] \). For stability, \( \mu \) needs to be implicitly bounded in magnitude by the values of its minimum \((\mu_{\text{min}} = 0 \) or the smallest possible value) and maximum \((\mu_{\text{max}} = \min_k(2/|a_k|))\), where \( a_k \) stands for the \( k \)th eigenvalue of \( \mathbf{R}_x[n] \) values.

#### RLS adaptation

The convergence rate of the LMS algorithm depends principally upon the eigenvalue spread of \( \mathbf{R}_x[n] \). In an environment yielding \( \mathbf{R}_x[n] \) with a large eigenvalue spread, the LMS algorithm converges with a slow speed. This problem is solved in an RLS algorithm by replacing the gradient step-size \( \mu \) with a gain matrix \( \mathbf{R}_x^{-1}[n] \) at iteration \( n \), producing the weight update equation

\[
\mathbf{w}[n] = \mathbf{w}[n-1] + \mathbf{R}_x^{-1}[n](d_1^*[n] - x^*\mathbf{w}[n-1])x[n],
\]  

(17)

with \( \mathbf{R}_x[n] \) given by

\[
\mathbf{R}_x[n] = \lambda \mathbf{R}_x[n-1] + x[n]x^H[n]
\]  

(18)

\[
= \sum_{k=0}^{n} \lambda^{n-k}x[k]x^H[k],
\]
where the quantity of \( \lambda \in (0, 1] \) is normally referred to as the exponential weighting factor, or forgetting factor, of the RLS algorithm. The reciprocal of \( 1 - \lambda \) is a measure of the memory of the algorithm. The special case, as \( \lambda \) approaches one, corresponds to infinite memory. The inverse of \( R_x[n] \) required in (17) is computed by the Woodbury’s identity \(^1\) [21]

\[
R_x^{-1}[n] = \lambda^{-1} R_x^{-1}[n-1] - \frac{\lambda^{-2} R_x^{-1}[n-1] x[n] x^\dagger[n] R_x^{-1}[n-1]}{1 + \lambda^{-1} x^\dagger[n] R_x^{-1}[n-1] x[n]}.
\]

(19)

The matrix is usually initialized as \( R_x^{-1}[0] = \delta^{-1} I \) with \( \delta > 0 \), where \( I \) is the \( M(N + K_l - 1) \times M(N + K_l - 1) \) identity matrix.

An adaptive RLS-type filter calculates the estimates of the tap-weight vector by minimizing the cumulative exponentially-weighted squared error, that is,

\[
\sum_{k=0}^{n} \lambda^{n-k} | e[k] |^2 = \sum_{k=0}^{n} \lambda^{n-k} | d_i[k] - w^\dagger[k] x[k] |^2.
\]

(20)

By using (19), the recursive equation of the RLS algorithm in (17) for updating the tap-weight vector at iteration \( n \) is reexpressed as

\[
w[n] = w[n-1] + \xi[n] k[n]
\]

\[
= w[n-1] + (d_i^n[n] - x^\dagger[n] w[n-1]) k[n],
\]

(21)

where the scalar \( \xi[n] = d_i[n] - w^\dagger[n-1] x[n] \) defines a priori estimation error, which is generally different from the a posteriori estimation error \( e[n] \) defined in (20), and the \( M(N + K_l - 1) \)-vector \( k[n] \) denotes the time-varying gain vector given by

\[
k[n] = \frac{P[n-1] x[n]}{\lambda^\dagger x^\dagger[n] P[n-1] x[n]}
\]

(22)

with the \( M(N + K_l - 1) \times M(N + K_l - 1) \) matrix \( P[n] \), which is defined by the inverse autocorrelation matrix \( R_x^{-1}[n] \), computed by the Riccati equation as follows:

\[
P[n] = \lambda^{-1} P[n-1] - \lambda^{-1} k[n] x^\dagger[n] P[n-1].
\]

(23)

By rearranging (22), the fact that \( P[n] x[n] \) equals the gain vector \( k[n] \) is easily verified.

### 3.2. Fuzzy-inference-based LMS and RLS adaptation

The conventional LMS-based adaptive filter uses a constant step size to update its weight coefficients in response to the changing environment. A large step size usually leads to a faster initial convergence, but results in larger fluctuation in the steady-state MSE. The opposite phenomena occur when a small step size is utilized. To overcome this problem, the decision of the step size is generally made by a tradeoff between convergence time and steady-state error.

\(^1\) Woodbury’s identity (or the matrix inversion lemma) \( A^{-1} = (B^{-1} + CD^{-1} C^\dagger)^{-1} = B - B C (D + C^\dagger B)^{-1} C^\dagger B \) is applied to (19) with \( A = R_x[n], B^{-1} = \lambda R_x[n-1], C = x[n], \) and \( D^{-1} = 1 \).
where $e[n]$, $d[n]$, and $y[n]$ represent the error signal, the transmitted information bit, and the output of the adaptive filter, respectively, at the time instant $n$. The function of each component in the FIS is introduced briefly as follows.

**Fuzzification interface**

The fuzzification interface converts the values of each input parameter into suitable linguistic values that can be viewed as terms of fuzzy sets. These fuzzy sets are used for partitioning the continuous domains of the FIS input/output variables into a small number of $P$-overlapping regions labeled with linguistic terms, such as small (S), medium (M), large (L), and very large (VL) in the case of $P = 4$, as shown in Figures 2 and 3. In other words, the input variables to the FIS are transformed to the respective degrees to which they belong to each of the appropriate fuzzy sets by using membership functions (MBFs, possibility distributions, degrees of belonging). In this paper, the triangular-shaped MBF is employed and defined as follows:

$$m_B(x) = \begin{cases} 
0, & \text{if } x < a, \\
\frac{x-a}{c-a}, & \text{if } x \in [a,c], \\
\frac{b-x}{b-c}, & \text{if } x \in [c,b], \\
0, & \text{if } x > b,
\end{cases} \quad (25)$$

where $a$, $b$, and $c$ denote the lower bound, upper bound, and centroid of a triangle, respectively. Figures 2 and 3 illustrate three MBFs of (a) the squared error ($e^2$), (b) the squared error variation ($\Delta e^2$), and (c) the variable $y$ for the FLC-LMS and FLC-RLS algorithms, respectively. In the case of $P = 4$, four triangular MBFs with centroids of the very large (VL), large (L), medium (M), and small (S) MBFs, respectively, are selected to cover the entire universe of discourse (domain, universe), as illustrated in Figures 2 and 3. Thus, the FIS utilizes two fuzzy inputs, ($e^2[n], \Delta e^2[n]$), and determines the respective degree to which they belong to each of the appropriate fuzzy sets via triangular MBFs. The crisp numerical inputs need to be limited to their respective domain of the input variables. The output of the fuzzification process demonstrates a fuzzy degree of membership between 0 and 1.

**Fuzzy rule base**

The fuzzy rule base consists of the knowledge of the application domain and the attendant control goals. It consists of a fuzzy database and a linguistic (fuzzy) control rule base. The fuzzy database is used to define linguistic control rules and fuzzy data manipulation in the FLC. The control rule base characterizes the control goals and control policy by means of a set of linguistic control rules.

More generally, the operation of this component is to construct a set of fuzzy IF-THEN rules of the following form: for example, IF the squared error is “L” OR the squared error variation is “M,” THEN the value of $y$ is “M.” The “OR” operator, which combines the degrees of two input variables into a single value, selects the maximum value of the two. An important fact to note is that there exists no real causality between the antecedent (IF-part) and the consequent (THEN-part) in Boolean logic. This fact shows a big difference in human reasoning. Hence, the set of fuzzy IF-THEN rules expresses cause-effect relations, and fuzzy logic is used as a tool for transferring such structured human knowledge into feasible algorithms. Specifically, these IF-THEN fuzzy rules have been derived from the usual rule of thumb for the purpose of adjusting the value of $y$. The relations between the MBFs and the fuzzy rules in the FIS of the LMS and RLS algorithms are illustrated in Figures 4 and 5.
In this paper, we claim that the convergence is just at the beginning in case of a "VL" $e^2$ and a "VL" $\Delta e^2$ and a very large step size is used to increase its convergence rate. On the other hand, the adaptive filter is assumed to operate in the steady-state status when both $e^2$ and $\Delta e^2$ show "S" and a small step size is adopted to lower its steady-state MSE. In particular, we may declare that a huge estimation error has occurred when $e^2$ is "S" and $\Delta e^2$ indicates "VL" and a small step size is assigned to system in order to stabilize system performance. This particular rule prevents algorithms from overreacting to some abnormal conditions which cause an unexpectedly abrupt jump in the error, therefore, making them robust algorithms while compared to the other numerical-based algorithms. The key concepts of the fuzzy rules are shared and used to establish a common foundation for both the LMS and RLS algorithms in order to make the best choice for the $\gamma$. All the fuzzy inference rules used for the proposed LMS and RLS algorithms are summarized in Figures 4 and 5, respectively.

Inference engine

The inference engine in Figure 1 is a decision-making logic mechanism of the FIS. The fuzzified input variables, which contain the degrees of the antecedents (IF-part) of a fuzzy rule, need to be combined using a fuzzy operator to obtain a single value. Two built-in fuzzy operators of the "OR" and "AND," which select, respectively, the "maximum" and "minimum" of the two values, are chosen mostly to implement combinations in the FIS. We have examined these two commonly used fuzzy operators, “AND” and “OR,” as
shown in Figure 6. In general, the use of the “OR” operator is able to produce better performance than the “AND” operator in multipath Rayleigh-fading channels. Subsequently, this is followed by the implication process, which defines the reshaping task of the consequent (THEN-part) of the fuzzy rule based on the antecedent. The input for the implication process is a single number given by the antecedent, and the output is a fuzzy set. Implication process is implemented for each rule. A min (minimum) operation is generally employed to truncate the output fuzzy set for each rule. Since decisions are based on the testing of all of the rules in an FIS, the rules need to be combined in some manner in order to make a decision. Aggregation is the process by which the fuzzy sets that represent the outputs of each rule are combined into a single fuzzy set. Aggregation only occurs once for each output variable, just prior to the process of defuzzification. The input of the aggregation process is the list of truncated output functions returned by the implication process for each rule. The output of the aggregation process is one fuzzy set for each output variable.

**Defuzzification interface**

Before feeding the signal to the adaptive filter, we need a defuzzification process to get a crisp decision. The procedure for obtaining a crisp output value from the resulting fuzzy set is called defuzzification. Note the subtle difference between fuzzification and defuzzification: fuzzification represents the transformation of a crisp input into a vector of membership degrees, and defuzzification transforms a fuzzy set into a crisp value. In other words, the defuzzification interface converts fuzzy control decision into crisp, nonfuzzy (physical) control signals. These control signals are applied to adjust the value of the variable $y$ in order to improve convergence/tracking capability of the proposed CDMA receiver. The crisp nonfuzzy control command is computed by the centroid-defuzzification method. The reason for using the center-of-gravity or fuzzy centroid-defuzzification method instead of other defuzzification methods such as first-, middle-, and largest-of-maximum and center-of-area for singletons is because the fuzzy centroid-defuzzification method yields an excellent performance, for example, the smallest MSE, and grants itself well to be implemented on the DSP. The other approaches require comparison operations to be carried out which complicate the implementation of defuzzification in DSP. The centroid-defuzzification output $y[n]$ is calculated by [23]

$$y[n] = \frac{\sum_{i=1}^{q} y_i[n] m_B(y_i[n])}{\sum_{i=1}^{q} m_B(y_i[n])}, \quad (26)$$

where $q$ is the number of discrete samples of the output MBF, $y_i[n]$ is the value at the location used in approximating the area under the aggregated MBF, and $m_B(y_i[n]) \in [0, 1]$ indicates the MBF value at location $y_i[n]$. To alleviate the computational load in the centroid-defuzzification calculation, fewer points $q$ must be used. The calculation of $y[n]$ in (26) returns the center of the area under the aggregated MBFs. The adaptive parameter $y[n]$ which is determined from (26) is used to update the adaptive filter coefficients in (16) and (21) of Section 3.1.

### 3.3. Computational complexity analysis

We first evaluate the extra complexity requirements by introducing the (2-to-1)-FIS in the adjustment of value $y$. In general, the increase in complexity comes in the form of special instructions, to perform table lookups and comparisons in the IF-THEN rules and additional multiplications and additions in the defuzzification process. Table 1 lists the required multiplications, additions, and special instructions to perform the FIS, which come primarily from the preparation and fuzzification of two input variables, fuzzy OR operations, fuzzy minimum implication, aggregation of the output, and the centroid-defuzzification output process [24, 25].

For simplicity of notation, let $Y$ stand for the number of $(N + K_i - 1)$ in what follows. The computational complexity of the conventional adaptive LMS algorithm, in terms of multiplications and additions, can be easily shown to be equal to $2MY + 1$ and $2MY + 1$ per tap-weight update, respectively. In [12], Harris et al. proposed the VSS-LMS approach which requires $6MY$ multiplications, $2MY$ additions, $Y$ sign operations, and $2Y$ compares per iteration. The VSS-LMS algorithm proposed in [13] by Kwong and Johnston needs $2MY + 4$ multiplications, $2MY + 2$ additions, and $2$ compares. The complexity cost of the proposed FLC-LMS is $2MY + q + 3$ multiplications, $2MY + 2q + 2$ additions, and extra special instructions (i.e., a total of $24$ lookups + $16$ compares + $16q$ max. operations.) per iteration. Thus, the load of...
the FLC-LMS is slightly heavier than that of the conventional LMS (C-LMS), but it is still a tolerable level.

The conventional RLS (C-RLS) algorithm requires \(2(MY)^2 + 4MY + 2\) multiplications and \(2(MY)^2 + 3MY + 2\) additions, which involve the derivations of the filtered information vector \(\mathbf{v}[n] = \mathbf{P}[n-1] \hat{x}[n]\), gain vector \(\mathbf{k}[n]\), a priori estimation error \(\hat{e}[n]\), weight vector \(\mathbf{w}[n]\), and autocorrelation inverse \(\mathbf{P}[n]\). It is evident that the C-RLS approach based on the matrix inversion lemma for recursively updating \(\mathbf{R}^{-1} \mathbf{v}[n]\) requires \(\Theta((MY)^2)\) complexity. It should be emphasized that the proposed FLC-RLS is able to achieve the same order of complexity as the conventional one, but produces a better performance in convergence and data demodulation. Finally, the computational complexity, in terms of multiplications, additions, and special instructions, of the compared algorithms is summarized in Table 2.

### 4. REVIEW OF EXISTING LMS AND RLS ALGORITHMS

In this section, three variable step-size LMS (VSS-LMS) approaches (Algorithms I ~ III) and three variable forgetting factor (VFF-RLS) RLS approaches (Algorithms IV ~ VI), which we use to analyze and compare the behavior of the proposed FLC-LMS and FLC-RLS algorithms in the simulations, are explained briefly.

**Algorithm I (Harris’s VSS-LMS)**

In order to improve the performance of the LMS algorithm, the class of VSS-LMS algorithms was introduced. The

**Algorithm II (Kwong’s VSS-LMS)**

Kwong and Johnston [13] proposed an alternative scheme that adjusts the step size based on the fluctuation of the prediction squared error. The algorithm in [13] uses a time-variable step size, which is adjusted as follows:

\[
\mu'[n+1] = f(\mu[n], e[n]) = \kappa_1 \mu[n] + \kappa_2 e^2[n],
\]

where \(\kappa_1\) and \(\kappa_2\) are two positive scalars, \(e[n]\) is the filter output error at time instant \(n\), \(f(\cdot)\) denotes the function of the arguments, and

\[
\mu[n+1] = \begin{cases} 
\mu_{\text{max}}, & \text{if } \mu'[n+1] > \mu_{\text{max}}, \\
\mu_{\text{min}}, & \text{if } \mu'[n+1] < \mu_{\text{min}}, \\
\mu'[n+1], & \text{otherwise}. 
\end{cases}
\]
The constant $\mu_{\text{max}}$ is chosen to ensure that the MSE of the algorithm remains bounded. The value of $\kappa_1$ needs to be selected in the range of $(0, 1)$ to provide exponential forgetting.

**Algorithm III (Aboulnasr's VSS-LMS)**

In [13], the transient and steady-state analysis of the VSS-LMS is given and the theoretical misadjustment is derived for both stationary and nonstationary cases. However, from the analysis presented in [13] the value of the misadjustment and the convergence speed depend on both coefficients $\kappa_1$ and $\kappa_2$. Therefore, we can conclude that the VSS-LMS increases the convergence speed but still has the drawback between a fast convergence and a small steady-state error. Another adaptive LMS algorithm with a time-varying step size was introduced by Aboulnasr and Mayyas in [26] to improve the steady-state performance of the VSS-LMS algorithm in [13]. The step-size update of the VSS-LMS algorithm of [26] is described by the following equations:

$$
\mu'[n+1] = f(\mu[n], p[n]) = \kappa_1\mu[n] + \kappa_2p^2[n],
$$

$$
\mu[n+1] = \begin{cases} 
\mu_{\text{max}}, & \text{if } \mu'[n+1] > \mu_{\text{max}}, \\
\mu_{\text{min}}, & \text{if } \mu'[n+1] < \mu_{\text{min}}, \\
\mu'[n+1], & \text{otherwise},
\end{cases}
$$

(29)

where

$$
p[n] = \kappa_3p[n-1] + (1 - \kappa_3)e[n]e[n-1].
$$

(30)

Constants $\kappa_1$ and $\kappa_2$ are the same as those of Kwong's VSS-LMS algorithm. The positive constant $\kappa_3$ is an exponential weighting parameter. Using an approximation of the error autocorrelation $p[n]$ in the step-size update, the influence of the measurement noise is reduced and the algorithm performs better at the steady state. However, also in this case the algorithm the steady-state misadjustment depends on all three parameters ($\kappa_1$, $\kappa_2$, and $\kappa_3$), so the dependence between the convergence speed and the steady-state error still exists.

**Algorithm IV (the EW-RLS with an optimal fixed forgetting factor)**

In [27], an explicit expression of the optimal forgetting factor for the EW-RLS algorithms (OFF-RLS) is derived based on a prior Doppler power spectrum of the Jakes' fading channel model [28] as follows:

$$
\lambda_{\text{opt}} = 1 - \left(\frac{8\pi^2f_D^2E_x}{K_0\sigma_n^2}\right)^{1/3},
$$

(31)

where $E_x$ is the average energy of $x[n]$. It is reflected in (31) that $\lambda_{\text{opt}}$ needs to be updated by $f_D$ and SNR.

**Algorithm V (the gradient-based variable forgetting factor RLS)**

The control of the forgetting factor is to adjust $\lambda$ to minimize the error criterion, given as

$$
J[n] = \frac{1}{2}E\left\{ |\xi[n]|^2 \right\}.
$$

(32)

The essence of the gradient-based variable forgetting factor RLS (GVFF-RLS) algorithm [29] is to use the dynamic equation of the MSE to calculate the gradient recursively rather than using the noisy instantaneous estimate. By using the steepest descent (SD) method, the forgetting factor is updated recursively as

$$
\lambda[n] = [\lambda[n - 1] - \alpha \cdot \nabla_{\lambda}(J[n])]^{\lambda_{\text{opt}}},
$$

(33)

where $\nabla_{\lambda}(\cdot) = \partial(\cdot)/\partial \lambda$ and $\alpha$ is a positive small learning-rate parameter. The bracket in (33) is a clipper function with the ceiling $\lambda_{\text{opt}}$ and the floor $\lambda$. Thus, taking the derivative of $J[n]$ in (32) with respect to $\lambda$, the minimization problem of (32) yields a set of iterative equations as follows:

$$
k[n] = \frac{P[n-1]x[n]}{x[n]^H[n]k[n]P[n-1]x[n]},
$$

(34)

$$
\xi[n] = d[n] - w^H[n-1]x[n],
$$

(35)

$$
w[n] = w[n-1] + \xi^*[n]k[n],
$$

(36)

$$
P[n] = \lambda^{-1}[n - 1](I - k[n]x^H[n])P[n-1],
$$

(37)

$$
\lambda[n] = [\lambda[n - 1] + \alpha \cdot \text{Re} \{\Phi^H[n-1]x[n]\xi^*[n]\}]^{\lambda_{\text{opt}}},
$$

(38)

$$
S[n] = \nabla_{\lambda}(P[n])
$$

$$
= \lambda^{-1}[n] \{(I - k[n]x^H[n])S[n-1]
$$

$$
\times (I - x[n]k^H[n] - x[n]k^H[n] - P[n-1]),
$$

(39)

$$
\Phi[n] = \nabla_{\lambda}(w[n]) = (I - k[n]x^H[n])\Phi[n-1] + S[n]x[n]\xi^*[n].
$$

(40)

**Algorithm VI (VFF-LLS algorithm)**

In [30], the cost function with the use of noise variance weighting is adopted for better performance, which is defined as

$$
J'[n] = \frac{1}{2}E\left\{ \frac{|\xi[n]|^2}{\sigma_n^2} \right\}.
$$

(41)

The optimal vector of $w[n]$ at time $n$ is therefore calculated by the minimization of the $J'[n]$ in (41). In other words, differentiating $J'[n]$ with respect to $\lambda$, the minimization
problem of (41) leads to the following:

\[
k[n] = \frac{P[n|x[n]}{\sigma^2},
\]

\[
\lambda[n] = \left[\lambda[n-1] + \frac{\alpha}{\sigma^2} \cdot \text{Re}\{\Phi^H[n-1|x[n]\xi^*[n}\}}\right]^{\lambda},
\]

\[
S[n] = \lambda^{-1}[n]\left\{ (I - k[n|x^H[n])S[n-1] + (I - x[n]k^H[n]) + \frac{x[n]k^H[n]}{\sigma^2} - P[n] \right\},
\]

\[
\Phi[n] = (I - k[n|x^H[n])\Phi[n-1] + S[n|x[n]\frac{\xi^*[n]}{\sigma^2}. \tag{42}
\]

The equations for \(\xi[n], w[n]\), and \(P[n]\) remain unchanged (i.e., the same expressions as (35)–(37)).

5. NUMERICAL RESULTS

In computer simulations, an asynchronous BPSK DS-CDMA system with the number of users \(K = K_{\text{intra}} + K_{\text{inter}}\) is considered in the presence of frequency-selective multipath fading. Users 1 ~ \(K_{\text{intra}}\) are assumed to be users in the active cell and users 1 ~ \(K_{\text{inter}}\) are the intercell interferers. The spreading sequence of each user in the active cell is a Gold sequence of length \(N = 31\) while the spreading codes for intercell interferers are random codes. For a frequency-selective multipath fading channel, each user signal is assumed to experience \(K_l = 3\) independent Rayleigh-fading paths due to multipath reflections and independent angle of arrival (AOA) distributed uniformly in \((\pi/2, \pi/2)\). The relative delays of different users and paths are multiples of \(T_c\). The user of interest, say of user 1, is the user to be acquired in the presence of intersymbol interference (ISI) and multiple-access interference (MAI). The information about the in-cell and inter-cell interferers is assumed to be unavailable at the base station receiver. The antenna array receiver employs uniformly spaced linear-array antenna with \(M\) elements of half-wavelength spacing. In addition, the linear MMSE receiver is assumed to employ a known training sequence \(\{d_k|k\}_{k=1}^{N_T}\) of length \(N_T = 100\), followed by a DD adaptation for rapid adaptive convergence. The settings of the MBFs parameters required for the FIS of the FLC-LMS and FLC-RLS are shown in Figures 2 and 3, respectively. It must be emphasized that these are not the only settings for the input and output fuzzy variables. In simulations, the performance of the proposed FLC-based algorithms is evaluated and compared with three VSS-LMS (i.e., Harris’s VSS-LMS [12] with \(m_0 = m_1 = 4\), Kwong’s VSS-LMS [13] with \(k_1 = 0.97\) and \(k_2 = 4.8 \times 10^{-4}\), and Aboulnasr’s VSS-LMS [26] with \(k_1 = 0.97, k_2 = 4.8 \times 10^{-4}\), and \(\zeta_3 = 0.1\) and three VFF-RLS (i.e., the OFFF-RLS [27], GVFF-RLS [29], and VFF-LLS [30]) algorithms. The LMS step size \(\mu\) is chosen to be conservatively limited by \(2/\text{trace}(R_0[n])\), where \(\text{trace}(R_0[n])\) indicates the total tap-input power of the filter. With this step size, the LMS filter, given the limitations of the independence assumption [21], guarantees the convergence to the optimal Wiener solution in the mean and in the mean square. The RLS forgetting factor \(\lambda\) is assumed to be bounded by the values of 0.94 (\(\lambda_+\)) and 1.0 (\(\lambda_-\)) in simulations. The learning-rate parameter \(\alpha\) is set to 0.005. All experimental curves are obtained using \(2 \times 10^4\) independent trials.

First of all, the convergence behavior and the steady-state performance of the proposed FLC-LMS and FLC-RLS algorithms is presented in Figure 7 in terms of the number of iterations \(L\) in the presence of the Rayleigh-fading channel with a medium-fading rate \(= 1/500\) fade cycle/symbol. Figures 7(a) and 7(b) presents the results with the parameters \(K = 10\) (\(K_{\text{intra}} = 8, K_{\text{inter}} = 2\)), \(K_l = 3, M = 1\), and \(\text{SNR} = 10\) dB. In general, a large step size causes a faster convergence speed and a larger MSE fluctuation. The characteristic exhibits entirely reverse when a small step size is utilized. Experimental results in Figure 7(a) show that the proposed FLC-LMS approach possesses a faster rate of convergence without trading off the steady-state performance. Thus, it is evident that the behavior of the FLC-LMS in convergence and steady state takes the advantage of both the large and small step sizes. Moreover, the FLC-LMS algorithm produces a comparable convergence and steady-state performance to the C-RLS algorithm. Furthermore, it is demonstrated in Figure 7(b) that the FLC-RLS algorithm provides the fastest speed of convergence and the smallest steady-state misadjustment among all the other algorithms. The proposed FLC-RLS algorithm possesses a superior capability of transient response and dynamic tracking to a sudden environment change that makes it possible to operate in a dynamic fading channel. The comparison between the FLC-LMS and FLC-RLS algorithms is provided as well and shown in Figure 7. The FLC-RLS algorithm produces a better convergence characteristic and a lower steady-state MSE as compared to the FLC-LMS algorithm, but incurs a heavier computation and implementation load.

Figure 8 demonstrates the bit-error-rate (BER) performance of the LMS-based, RLS-based, FLC-LMS, and FLC-RLS approaches as a function of \(\text{SNR}\) under the MAI and Rayleigh-fading environment. Evidently, the FLC-RLS achieves a much better BER performance than other schemes, because of the use of a fuzzy variable forgetting factor \(\lambda\) in response to the time-varying channels. Simulation results in Figure 8 show that a significant improvement in BER performance is achieved by the FLC-based algorithms. More specifically, the FLC-LMS approach in Figure 8(a) achieves, respectively, 3 dB and 6 dB over the Kwong’s and Aboulnasr’s VSS-LMS algorithms at a specific BER requirement of 0.25 (marked by a dashed line in Figure 8(a)) for multipath Rayleigh-fading channels. The BER improvement is enhanced further when the FLC-LMS algorithm is compared with the C-RLS and Harris’s VSS-LMS algorithms. Moreover, it is clearly seen from Figure 8(b) that the FLC-RLS approach accomplishes 8 dB, 4 dB, 2.1 dB, and 1.5 dB over the C-RLS, OFFF-RLS, GVFF-RLS, and VFF-RLS, respectively, at a fixed BER of \(4 \times 10^{-2}\) (marked by a dashed line in Figure 8(b)). Also, results show that the FLC-LMS does not perform as good as the RLS-based approaches in data demodulation, due to its slow convergence speed, but the FLC-LMS provides a much simpler implementation.
In Figure 9, the BER performance for various LMS and RLS algorithms is presented in terms of the number of users $K$ for $K_i = 3$, $M = 2$, SNR = 10 dB, and a multipath fading rate = 1/500 fade cycle/symbol. Each interfering user in the simulations is assumed to have a received power equal to the desired user. It should be pointed out that an increase in system capacity is achieved under a fixed performance requirement when either the FLC-LMS or the FLC-RLS algorithm is employed.

Figure 10(a) depicts the BER performance of the proposed FLC-LMS and FLC-RLS algorithms as a function of SNR parameterized by the size of the FIS and Figure 10(b)
illustrates the BER performance of the FLC-RLS algorithm versus SNR parameterized by the P-partitioned MBFs for $K = 17$ ($K_{\text{intra}} = 15, K_{\text{inter}} = 2$), $K_l = 3, M = 2$, and a multipath fading rate = 1/500 fade cycle/symbol. Experimental results in Figure 10(a) show that the DS-CDMA systems with a two-input ($e^2, \Delta e^2$)-FIS outperform the systems with one-input ($e^2$)-FIS. It is noticed that the FLC-LMS with a ($e^2, \Delta e^2$)-FIS demonstrates a comparable performance in demodulation to the FLC-RLS with a ($e^2$)-FIS. In Figure 10(b), results show that the more regions of the MBFs are partitioned, the better BER performance is achieved. In addition, the improvement in BER performance is enhanced substantially when the larger P-partitioned regions to the universe of $\Delta e^2$ are employed. These facts imply that the

FIGURE 9: BER performance versus the number of users $K$ for (a) C-LMS, VSS-LMS, and FLC-LMS, and (b) C-RLS, VFF-RLS, and FLC-RLS, both cases with the parameters $K_l = 3, M = 2$, SNR = 10 dB, and a multipath fading rate = 1/500 fade cycle/symbol.

FIGURE 10: (a) BER performance of the proposed FLC-LMS and FLC-RLS algorithms versus SNR parameterized by the size of the FISs and (b) BER performance of the proposed FLC-RLS algorithm versus SNR parameterized by the size of the P-partitioned MBFs, for $K = 17$ ($K_{\text{intra}} = 15, K_{\text{inter}} = 2$), $K_l = 3, M = 2$, and a multipath fading rate = 1/500 fade cycle/symbol.
parameter $\Delta e^2$ provides the proposed MMSE receiver with the precise knowledge of the fast-fading channels and enables rapid adaptive convergence.

In Figure 11, the BER performance of the FLC-RLS algorithm is presented in terms of SNR parameterized by the size of the $M$-element receiving antenna array for $K = 17$ ($K_{\text{intra}} = 15, K_{\text{inter}} = 2$), $K_t = 3$, and a multipath fading rate $= 1/500$ fade cycle/symbol. The proposed FLC-RLS provides superior performance as an increasing function of the size of the $M$-element antenna array. This is made possible because the MAI and ISI between users are suppressed successfully by the proposed algorithm in that they adaptively place nulls in the directions of the stronger interference. An $M$-element beamforming array antenna is known to be able to perform beamforming with $M - 1$ degrees of freedom to control the directions of $M - 1$ nulls of the antenna. Furthermore, the FLC-RLS array receiver yields a superior performance in demodulation over the conventional receiver that uses a standard matched filter.

Simulation results in Figures 12 and 13(a) demonstrate the BER performance of the FLC-RLS algorithm as a function of SNR parameterized by a variety of FISs for $K = 17$ ($K_{\text{intra}} = 15, K_{\text{inter}} = 2$), $K_t = 3, M = 2$, and $N_T = 2000$ in the presence of the stationary and nonstationary environments, respectively. In a stationary environment, the FLC-RLS systems with two-input FIS (i.e., $(e^2, N_T)$ or $(e^2, \Delta e^2)$) provide a better BER performance than the FLC-RLS systems with a single input $(e^2)$-FIS, as shown in Figure 12. Notably, it is difficult to evaluate the difference in demodulation achieved by parameters $N_T$ and $\Delta e^2$. However, the improvement in demodulation is substantial when the proposed FLC-RLS algorithm operates in a nonstationary (i.e., a multipath fading rate $= 1/500$ fade cycle/symbol) environment, as illustrated in Figure 13(a). This is because the FLC-RLS algorithm with the $(e^2, N_T)$-FIS fails to track effectively the statistical variations of the dynamic fading channels, due to the use of the fixed-length duration of training. Similar results are shown in Figure 13(b) for the convergence/tracking performance when the proposed FLC-RLS algorithm operates in a nonstationary environment with a multipath fading rate $= 1/200$ fade cycle/symbol. Again, the use of a $(e^2, \Delta e^2)$-FIS demonstrates a much better convergence and steady-state characteristic in multipath dynamic fading channels.

6. CONCLUSIONS

An adaptive linear MMSE receiver is an effective mean of interference suppression in DS-CDMA systems, but is inapplicable due to the excessively computational complexity. The computation load required to realize the MMSE receiver is formidable when the number of the filter tap-weights for DS-CDMA systems is large. Moreover, the slow convergence of an adaptive MMSE receiver is undesirable for the dynamic multipath fading channels. In this paper, a robust adaptive MMSE array receiver based on the fuzzy-inference-based RLS algorithm is developed for space-time joint DS-CDMA interference mitigation in the presence of frequency-selective multipath fading. An alternative lower complexity version of the proposed MMSE linear receiver is developed based on the LMS algorithm with a fuzzy-logic controlled adaptation step size. The incorporation of an FIS into the LMS and RLS approaches produces convergence and steady-state benefits, at the expense of a very slight increase in computational or receiver hardware complexity. Simulations show
that the proposed FLC-RLS adaptive receiver for interference suppression provides an extremely fast convergence rate, superior dynamic-tracking capability, and excellent steady-state performance in time-varying channel conditions. Also, results illustrate that an improvement in BER performance is achieved by the fuzzy-inference-based algorithms. Remarkably, the FLC-RLS approach accomplishes 8 dB, 4 dB, 2.1 dB, and 1.5 dB over the C-RLS, OFFF-RLS, GVFF-RLS, and VFF-RLS, respectively, at a fixed BER of $4 \times 10^{-2}$ for multipath fading channels. The FLC-LMS approach outperforms Kwong’s and Aboulnasr’s VSS-LMS algorithms by about 3 dB and 6 dB, respectively, at $BER = 0.25$. The BER improvement is enhanced substantially when the comparison is performed with the C-LMS and Harris’s VSS-LMS algorithms. In addition, the proposed DS-CDMA systems with the use of a $(e^2, \Delta e^2)$-FIS demonstrate a much better performance for data demodulation over DS-CDMA systems with either $(e^2)$-FIS or $(e^2, N_T)$-FIS. It has to be stressed that the improvement in demodulation is significantly enhanced when the proposed $(e^2, \Delta e^2)$-FIS system is employed instead of the $(e^2)$-FIS or $(e^2, N_T)$-FIS system in a time-varying multipath fading environment. Furthermore, the fuzzy-based LMS and RLS receivers obtain a better performance than the C-LMS and C-RLS receivers and achieve a substantial improvement in performance as an increasing function of the size of an antenna array or a fuzzy set. As a consequence, a combination of the $(e^2, \Delta e^2)$-FIS and LMS/RLS adaptive filtering techniques provides an effective method for applications in real wireless communication systems.
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Preliminary call for papers

The 2011 European Signal Processing Conference (EUSIPCO-2011) is the nineteenth in a series of conferences promoted by the European Association for Signal Processing (EURASIP, www.eurasip.org). This year edition will take place in Barcelona, capital city of Catalonia (Spain), and will be jointly organized by the Centre Tecnològic de Telecomunicacions de Catalunya (CTTC) and the Universitat Politècnica de Catalunya (UPC).

EUSIPCO-2011 will focus on key aspects of signal processing theory and applications as listed below. Acceptance of submissions will be based on quality, relevance and originality. Accepted papers will be published in the EUSIPCO proceedings and presented during the conference. Paper submissions, proposals for tutorials and proposals for special sessions are invited in, but not limited to, the following areas of interest.

Areas of Interest

- Audio and electro-acoustics.
- Design, implementation, and applications of signal processing systems.
- Multimedia signal processing and coding.
- Image and multidimensional signal processing.
- Signal detection and estimation.
- Sensor array and multi-channel signal processing.
- Sensor fusion in networked systems.
- Signal processing for communications.
- Medical imaging and image analysis.
- Non-stationary, non-linear and non-Gaussian signal processing.

Submissions

Procedures to submit a paper and proposals for special sessions and tutorials will be detailed at www.eusipco2011.org. Submitted papers must be camera-ready, no more than 5 pages long, and conforming to the standard specified on the EUSIPCO 2011 web site. First authors who are registered students can participate in the best student paper competition.

Important Deadlines:

| Event                                         | Date            |
|-----------------------------------------------|-----------------|
| Proposals for special sessions                | 15 Dec 2010     |
| Proposals for tutorials                       | 18 Feb 2011     |
| Electronic submission of full papers         | 21 Feb 2011     |
| Notification of acceptance                    | 23 May 2011     |
| Submission of camera-ready papers             | 6 Jun 2011      |

Webpage: www.eusipco2011.org