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Abstract

In $\mathbb{R}^n$ with a density $e^\psi$, we study the mean curvature flow associated to the density ($\psi$-mean curvature flow or $\psi$MCF) of a hypersurface. The main results concern with the description of the evolution under $\psi$MCF of a closed embedded curve in the plane with a radial density, and with a statement of subconvergence to a $\psi$-minimal closed curve in a surface under some general circumstances.

1 Introduction

The mean curvature flow (MCF for short) of an immersion $F: M \rightarrow \overline{M}$ of a hypersurface $M$ in a $n+1$ dimensional Riemannian manifold $(\overline{M}, \overline{g})$ is the 1-parametric family of immersions $F: M \times [0, T] \rightarrow \overline{M}$ solution of the equation

$$\frac{\partial F}{\partial t} = -\overrightarrow{H} = H \cdot N,$$

where $H$ is the mean curvature of the immersion, $N$ is a unit vector field orthogonal to the immersed hypersurface, and we have used the following convention signs for the mean curvature $H$, the Weingarten map $A$ and the second fundamental form $h$:

$$AX = -\nabla_X N, \quad h(X, Y) = \langle \nabla_X Y, N \rangle = \langle AX, Y \rangle,$$

where $\nabla$ denotes the Levi-Civita connection on $\overline{M}$.

A Riemannian manifold with a density is a Riemannian manifold $(\overline{M}, \overline{g})$ where (without changing the metric) volumes are measured with a weighted (smooth) function $e^\psi : \overline{M} \rightarrow \mathbb{R}$, in the following way: if $\Omega$ is a domain in $\overline{M}$ and $M$ is a hypersurface with the induced metric $g$, the $(n+1)$-$\psi$-volume $V_{\psi}^{n+1}(\Omega)$ of $\Omega$ and $n$-$\psi$-volume $V_{\psi}^n(M)$ of $M$ are

$$V_{\psi}^{n+1}(\Omega) = \int_{\Omega} e^\psi \, dv_{\overline{g}}, \quad V_{\psi}^n(M) = \int_M e^\psi \, dv_g,$$

where $dv_{\overline{g}}$ and $dv_g$ are the $(n+1)$ and the $n$-volume elements induced by $\overline{g}$ and $g$ in the usual way on $\overline{M}$ and $M$ respectively. Obviously we have the corresponding volume elements induced by the density

$$dv_{\psi}^{n+1} = e^\psi \, dv_{\overline{g}}, \quad |dv_{\psi}^n| = e^\psi |dv_g| = e^\psi |\iota_N dv_{\overline{g}}| = |\iota_N dv_{\psi}^{n+1}|.$$ (1)

Gromov ([23]) studied manifolds with densities as “mm-spaces”, and mentioned the natural generalization of mean curvature in such spaces obtained as the gradient of the functional $n$-$\psi$-volume. According to [23], [28] and [31] it is denoted by $H_\psi$ and given (when $\nabla \psi$ has sense) by

$$H_\psi = H - \langle \nabla \psi, N \rangle.$$ (2)

---
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We remark that this \( H_\psi \) differs from the mean curvature \( H' \) associated to the conformal metric \( e^{2\psi/n} \langle \cdot, \cdot \rangle \) by a conformal factor, \( H' = e^{-\psi} H_\psi \).

The geometry of manifolds with densities has received an increasing attention in the last years. In particular, in the context of extrinsic geometry, one can see the works [13, 14, 15, 17, 25, 26, 28, 29, 31] and references therein.

Hypersurfaces of \( \mathbb{R}^{n+1} \) with \( H_\psi = 0 \), called \( \psi \)-minimal hypersurfaces (or \( \psi \)-minimal curves when \( n = 1 \)), appear as self-similar solutions of the MCF when \( e^\psi \) is a Gaussian, that is \( \psi(x) = \frac{C}{2}|x|^2 \) (shrinkers if \( C < 0 \) and expanders if \( C > 0 \)) or \( \psi \) is linear (translating solitons).

Other densities can appear in the study of MCF; for instance, other \( \psi \)-minimal curves in \( \mathbb{R}^2 \) appear when we look for shrinkers which are revolution hypersurfaces in \( \mathbb{R}^3 \) (see [5]).

MCF is related with minimal surfaces and isoperimetric problems. These are mainly the kind of problems studied in the citations about manifolds with density quoted before. Then, it is natural to consider, in the setting of a manifold with density, a mean curvature flow governed by \( H_\psi \) instead of \( H \). We shall call this flow
\[
\frac{\partial F}{\partial t} = \overrightarrow{H_\psi} = \overrightarrow{H_\psi} \cdot N = (H - \langle \nabla \psi, N \rangle) \cdot N,
\]
the mean curvature flow with density \( \psi \) (\( \psi \)MCF for short).

In [34], Smoczyk observed the equivalence between \( \psi \)MCF of a hypersurface \( M \) in \( \overline{M} \) and the MCF of \( M \times \mathbb{R} \) in a warped product of \( \overline{M} \) and \( \mathbb{R} \). As a consequence, the \( \psi \)MCF of a curve appears in a natural way in the study of the evolution of rotationally symmetric surfaces under MCF, like in [33] and [2]. Variants of it (with some forcing term) appear in the study of the motion of hypersurfaces of revolution under volume preserving mean curvature flow ([6, 7, 8, 11, 12]).

By a radial density on \( \mathbb{R}^{n+1} \) we understand a density \( e^\psi \) which is the composition of a function (that we will still denote by the same letter) \( \psi : [0, \infty] \rightarrow \mathbb{R} \) and the distance to the origin \( r(x) = |x| \). For radial densities \( \psi \) that satisfy a special property, the flow of strongly starshaped hypersurfaces under (3) was studied (with no explicit mention of the word “density”) by Schnürer and Smoczyk in [32]. Angenent (cf. [3] and [4]) and Oaks (cf. [30]) studied the evolution of curves in a surface under a more general flow. The special case of the flow of convex surfaces in \( \mathbb{R}^n \) with Gaussian and anti-Gaussian densities was studied by A. Borisenko and the first author in [9].

Our aim is to start with a systematic study of the \( \psi \)MCF. In this paper, after general considerations, we study in some detail the \( \psi \)MCF in a surface, specially, in the plane with a radial density.

A source of motivation has been the paper [32]. There, the authors study the evolution of a strongly radial hypersurface in \( \mathbb{R}^{n+1} - \{0\} \) with a radial density \( \psi \) that satisfies some conditions. Our observation is that the most important properties of these conditions are i) the graph of \( \psi'(r) \) cuts the graph of \( -n/r \) only once and ii) before the crossing point, the graph of \( \psi' \) is below that of \( -n/r \). This seems to mean that the density with \( \psi = -\ln r^n \) plays a special role among all the radial densities. This is confirmed by the results in [9]. Our first small contribution in this paper (section 2.3) is the remark that the crossings between the graphs of \( \psi' \) and \( -n/r \) determine the spheres centered at 0 which are \( \psi \)-minimal, and these are repulsors or attractors for the \( \psi \)MCF depending on the relative position of the graphs in the neighborhood of the crossing points. This remark allows to determine the closed \( \psi \)-minimal hypersurfaces in some situations (Proposition 5).

It is in the plane \( \mathbb{R}^2 \) with a radial density where the above remarks (together with the results of Angenent and Oaks [3, 4, 30]) allow us to give a fairly complete description of the motion under \( \psi \)MCF. In fact, in this context, we shall prove
Theorem 1. Let $\mathbb{R}^2$ be the euclidean plane with a radial density $\psi$ such that the graphs of $\psi'$ and $-\frac{1}{r}$ intersect transversally in a discrete number of points $r_1 < r_2 < \ldots$, let $\gamma_0$ be a simple closed curve which bounds a domain $\Omega_0$. Let $r_{\text{max}}$ and $r_{\text{min}}$ be, respectively, the maximal and minimal distance from $\gamma_0$ to the origin. Let us suppose that either the sequence of zeros $r_n$ goes to $\infty$, or the curve $\gamma_0$ is contained in the disk centered at the origin whose radius is the biggest zero of $\psi' + \frac{1}{r}$, or $\psi' + \frac{1}{r} > 0$ after the biggest zero of $\psi' + \frac{1}{r}$.

(a) If $\psi$ is smooth on $\mathbb{R}^2$, then:

a.i If $r_{\text{max}} \leq r_1$, under $\psi\text{MCF}$, $\gamma_0$ collapses to a point in finite time. In particular, if $\psi' + \frac{1}{r}$ has no zero, every simple closed curve collapses to a point in finite time.

a.ii If $r_{2k-1} \leq r \leq r_{2k+1}$, $k \geq 1$, and $0 \notin \Omega_0$, under $\psi\text{MCF}$, it collapses to a point in finite time.

a.iii If $r_1 \leq r_{\text{min}}$ and $0 \in \Omega_0$, the solution of the $\psi\text{MCF}$ with the initial condition $\gamma_0$ exists for $t \in [0, \infty]$ and, for every $m$, there is a sequence of times $t_n$, $t_n \to \infty$, such that the curves $\gamma(\cdot, t_n)$ converge, in the $C^m$ topology, to a $\psi$-minimal curve. Moreover:

a.iii.1 If $r_{2k-1} \leq r \leq r_{2k+1}$, $k \geq 1$, the limit $\psi$-minimal curve is the circle of radius $r_{2k}$. This includes also the case $r_{2k+1} = \infty$, which occurs when $r_{2k}$ is the last zero of $\psi' + \frac{1}{r}$.

(b) If $\psi$ is smooth only on $\mathbb{R}^2 - \{0\}$, $\lim_{t \to 0} \psi'(t) = -\infty$ and $\gamma_0$ is contained in $\mathbb{R}^2 - \{0\}$:

b.i If $\psi'(r) > -1/r$ for $r < r_1$, the situation is the same as in cases a.ii and a.iii.

b.ii If $\psi'(t) < -1/r$ for $r < r_1$, then:

b.ii.1 If $\gamma_0$ is contained inside the disk $r \leq r_2$ and $0 \notin \Omega_0$, under $\psi\text{MCF}$, it collapses to a point in finite time.

b.ii.2 If $\gamma_0$ is contained inside the disk $r \leq r_2$ and $0 \in \Omega_0$, the solution of the $\psi\text{MCF}$ with the initial condition $\gamma_0$ exists for $t \in [0, \infty]$, and, for every $m$, there is a sequence of times $t_n$, $t_n \to \infty$ such that the curves $\gamma(\cdot, t_n)$ converge, in the $C^m$ topology, to the circle of radius $r_1$.

b.ii.3 The situations a.iii of the regular case are repeated but subtracting 1 to the subindices of $r$.

The following figure describes some of the possibilities given in this theorem. All the circles in the picture represent $\psi$-minimal circles.
The condition ‘the graphs of \( \psi' \) and \(-\frac{1}{r}\) intersect transversally” is not essential to give a description of the motions as we did, it only makes easier to describe the motion. After looking at the proof of the theorem, any reader can state easily other theorems where the condition is only that the number of intersections in any finite interval \([0, r_0]\) is finite, although the crossing could be only tangential and not transversal.

Let us observe that for the anti-Gaussian density, all the possibilities are included in case (ai), because \( \psi' + \frac{1}{r} \) has no zeros. The Gaussian density does not satisfy the condition ”\( \psi' + \frac{1}{r} > 0 \)” after the biggest zero of \( \psi' + \frac{1}{r} \), but we can still apply case (ai). We did not try to go further in the study of this \( \psi \)MCF with the methods of the proof of Theorem 1 because Gaussian and anti-Gaussian densities are very special, and more complete results can be obtained by application of the method used in [9]. We shall do it in the appendix.

The situation studied by Schnürer and Smoczyk in [32] is the one given by cases (b.ii) in the above theorem, with \( r_2 = \infty \). Here, cases (b.ii.1) and (b.ii.2) give all the possibilities of motion for a curve, then our results extend the result in [32] for curves, where we do not need the extra hypothesis for the curve of being strongly starshaped.

Theorem 1 confirms the special role played by the density \( \psi = -\ln r^a \). The combinations of this density with Gaussian and anti-Gaussian, \( \psi(x) = \lambda \frac{|x|^2}{4} - a \ln(|x|) \), with \( \lambda \neq 0 \), are also included in the situations described by Theorem 1. Among these combinations, there is one for which we can precise the time of existence of the flow. This case, and the critical case \( \psi(x) = -\ln(|x|) \), which does not fit in any of the situations described in Theorem 1, is the content of our second theorem.

**Theorem 2.** In the euclidean plane \( \mathbb{R}^2 \) with the density \( \psi \), given any closed simple curve \( \gamma_0 \) contained in \( \mathbb{R}^2 - \{0\} \) that bounds a domain \( \Omega_0 \) of area \( A \):

1. If \( \psi(x) = -\ln(|x|) \) and \( 0 \notin \Omega_0 \), under \( \psi \text{MCF} \gamma_0 \) evolves to a point in time \( T = A/2\pi \).

2. If \( \psi(x) = -\ln(|x|) \) and \( 0 \in \Omega_0 \), the \( \psi \text{MCF} \) with \( \gamma_0 \) as initial condition has solution for \( t \in [0, \infty] \) and, for every \( m \), there is a sequence of times \( t_n, t_n \to \infty \), such that the curves \( \gamma(\cdot,t_n) \) converge, in the \( C^m \) topology, to a circle of radius \( r = \sqrt{A/\pi} \).
3. If $\psi(x) = \lambda |x|^2 - a \ln(|x|)$, with $\lambda > 0$ and $a > 1$, and $0 \notin \Omega_0$, under $\psi$MCF, $\gamma_0$ evolves to a point in time $T = \frac{1}{\lambda} \ln \left( 1 + \frac{\lambda A^0(0)}{2\pi} \right)$.

For proving the above theorems we need some general facts remembered or studied in section 2. Among these facts is important the variation of the area under $\psi$MCF in dimension 2. It is an unexpected fact for us that, although we are working with a flow driven by the gradient of the $\psi$-length, what matters for the study of it is the variation of the riemannian area, not the $\psi$-area.

Other basic tools are the results of Angenent and Oaks, and a study of the convergence to a $\psi$-minimal curve when the flow exists for all time in surfaces with general densities, which is the content of the following theorem, which has independent interest. It deals with curves evolving under $\psi$MCF in a smooth Riemannian 2-manifold with density $(\mathcal{M}^2, g, e^\psi)$ and Gauss curvature $K$ which, along the subset where the curve evolves, satisfies

\begin{align}
\text{i) } |\nabla_j K| &\leq C_j, |\nabla_j \psi| \leq P_j, \quad 0 < E \leq e^K \leq D \\
&\text{for some constants } C_j, P_j, E, D: j = 0, 1, 2, \ldots \\
\text{ii) The isoperimetric profile } I \text{ is a well defined continuous function which satisfies } \\
\lim_{a \to a_0} I(a) = 0 \text{ implies } a_0 = 0.
\end{align}

We remark that condition ii) is satisfied by every compact surface $\mathcal{M}$ and many noncompact surfaces, among that are those which cover a compact. In particular, $\mathbb{R}^2$ satisfies (5).

**Theorem 3.** Let $(\mathcal{M}^2, g, e^\psi)$ be a 2-Riemannian manifold with density satisfying (5). Let $\gamma(\cdot, t)$ be a solution of the $\psi$MCF (3) with initial condition an embedded curve $\gamma_0 : S^1 \rightarrow \mathcal{M}^2$. If this solution exists for every $t \in [0, \infty]$, and $\gamma(S^1, t)$ is contained in a fixed compact domain $U$ where the conditions (4) are satisfied, then there is a reparametrization $\tilde{\gamma}(\cdot, t)$ of $\gamma(\cdot, t)$ such that for every $m \in \mathbb{N}$, there is a sequence $\{\tilde{\gamma}(\cdot, t_k)\}_{k \in \mathbb{N}}$, $t_k \rightarrow \infty$, which $C^m$-converges to a closed $\psi$-minimal curve of $\mathcal{M}^2$.

Let us remark that the hypothesis “and $\gamma(S^1, t)$ is contained in a fixed compact domain $U$” is satisfied each time that we have a barrier for the $\psi$MCF bounding a domain that contains $\gamma_0$, which happens in the situations described in theorems 1 and 2.

The proof of Theorem 3 is the main technical part of the paper. The techniques used to prove this theorem are similar to those used for the MCF in [18, 19, 20, 22] (see also [16]).

The plan of the paper is as follows: In section 2 we shall state the preliminaries about densities, with special emphasis on some variation formulae and the reasons why the “critical” density $\psi(x) = -\ln |x|$ is important in the study of radial densities. The last include the classification of compact $\psi$-minimal hypersurfaces in some special circumstances. This section finishes with the statement of the results of Angenent-Oaks on geometric flows that we shall need and under the form that we shall need. In section 3 we shall give the proof of Theorem 3, whereas theorems 1 and 2 will be proved in section 4. Finally, in the appendix, we shall do an independent and more complete study of the curve shortening flow for curves in the plane with the Gaussian and anti-Gaussian densities.

## 2 Preliminaries

As a first important general property of $\psi$MCF, we remark that the same arguments used in MCF prove the following “avoidance principle” for $\psi$MCF:
If \( M \) and \( \mathcal{M} \) are two smooth hypersurfaces, one of them compact, which do not intersect, the hypersurfaces obtained from them by \( \psi \text{MCF} \) do not intersect. Moreover, embeddedness is preserved until the first singularity appears.

2.1 The \( \psi \)-divergence

In a Riemannian manifold \( M \) with density \( e^\psi \) we have, not only a special definition of the mean curvature, but also of the divergence and the laplacian. They are defined as the divergence and laplacian associated to the volume form \( dv_\psi = e^\psi dv_g \). The definitions are:

\[
(\text{div}_\psi X) \, dv_\psi = \mathcal{L}_X dv_\psi \quad \text{and} \quad \Delta_\psi f = \text{div}_\psi \text{grad} f.
\]

They produce the following computational formulae:

\[
\text{div}_\psi X = \text{div} X + d\psi(X), \quad \Delta_\psi f = \Delta f + d\psi(\text{grad} f).
\]

We shall use the following consequence of the Stokes’ Theorem for this divergence:

Given an oriented compact domain \( \overline{\Omega} \) of a Riemannian manifold \( M \) with smooth boundary \( \partial \overline{\Omega} \) and a vector field \( X \) on \( \overline{\Omega} \), let \( N \) be the unit vector normal to \( \partial \overline{\Omega} \) pointing outward, one has

\[
\int_{\overline{\Omega}} f \Delta_{\psi} f \, dv_{\psi} + 1 = - \int_{\overline{\Omega}} |\nabla f|^2 \, dv_{\psi} + 1 + \int_{\partial \overline{\Omega}} f \langle \nabla f, N \rangle \, dv_{\psi}.
\]

In this paper we shall consider hypersurfaces \( M \) in riemannian manifolds \( \overline{M} \) with a density \( e^\psi \). We shall distinguish the laplacian, \( \psi \)-laplacian, gradient and covariant derivative in \( \overline{M} \) from those in \( M \) by using an overline on the corresponding symbols when we are on \( \overline{M} \).

2.2 Variation formulae

Let us consider a general motion driven by the vector field \( f \, N \), where \( f : M \times [0, \varepsilon[ \rightarrow \mathbb{R} \),

\[
\frac{\partial F}{\partial t}(x, t) = f(x, t) \, N(x, t).
\]

The corresponding evolution formulae for some geometric invariants associated to the immersions \( F(\cdot, t) \) that we shall use in this paper are:

For the riemannian \( n \)-volume and \( \psi \)-\( n \)-volume elements \( dv_g \) and \( dv_\psi \), and the corresponding global volumes \( V_g^n(M_t) \) and \( \psi \)-\( n \)-volume \( V_\psi^n(M_t) \),

\[
\frac{\partial}{\partial t} dv_g = - f \, H dv_g, \quad \frac{\partial}{\partial t} dv_\psi^n = - f \, H_\psi dv_\psi^n.
\]

Moreover

\[
\frac{\partial}{\partial t} \langle \nabla \psi, N \rangle = \langle \nabla \frac{\partial F}{\partial t} \nabla \psi, N \rangle + \langle \nabla \psi, \nabla \frac{\partial F}{\partial t} N \rangle = f \langle \nabla_N \nabla \psi, N \rangle - \langle \nabla \psi, \nabla f \rangle.
\]

\[
\frac{\partial H}{\partial t} = \Delta f + f \left( |A|^2 + \text{Ric}(N, N) \right).
\]
Joining (12) with (13), we obtain

$$\frac{\partial H_\psi}{\partial t} = \Delta f + \langle \nabla \psi, \nabla f \rangle + f \left( |A|^2 + i \mathcal{R}ic(N, N) - \langle \nabla N \nabla \psi, N \rangle \right) = \Delta \psi f + f \left( |A|^2 + \mathcal{R}ic_\psi(N, N) \right).$$

(14)

where \( \mathcal{R}ic_\psi(N, N) := \mathcal{R}ic(N, N) - \langle \nabla N \nabla \psi, N \rangle \).

When every \( M_t = F_t(M) \) is embedded and the boundary of a compact domain \( \Omega_t \) in \( \mathbb{M} \), we shall denote by \( V_n^{\psi+1}(\Omega_t) \) the \((n + 1)\)-volume of \( \Omega_t \). Its variation is given by

$$\frac{d}{dt} V_n^{\psi+1}(\Omega_t) = \int_M f \partial t_{\nu} d\nu_n = - \int_M f |d\nu_n|,$nless \( N \) points inward. (15)

In fact, we identify \( M \) with \( M_0 = F_0(M) \) and consider a smooth \((x a n t)\) extension of \( F_t \) to \( \tilde{F}_t: \Omega \equiv \Omega_0 \rightarrow \mathbb{M} \)

$$\frac{d}{dt} V_n^{\psi}(\Omega_t) = \int_\Omega \mathcal{L} \frac{\partial \tilde{F}_t}{\partial t} d\nu_\gamma = \int_\Omega \left( \tilde{F}_t^* d\nu_\gamma \right) = \int_M \left( \frac{\partial \tilde{F}_t}{\partial t} \right) \tilde{F}_t^* d\nu_\gamma,$nwhich is the claimed formula. For the evolution of the distance to the origin, we have

$$\frac{\partial r_t}{\partial t} = \langle \nabla r, \frac{\partial F_t}{\partial t} \rangle = f \langle \nabla r, N \rangle.$n(16)

When \( \mathbb{M} = \mathbb{R}^{n+1} \), it is well known that

$$\Delta r = \frac{n}{r} - \frac{|\nabla r|^2}{r} + H \langle \nabla r, N \rangle = \frac{n}{r} - \frac{|\nabla r|^2}{r} + H_\psi \langle \nabla r, N \rangle + \langle \nabla \psi, N \rangle \langle \nabla r, N \rangle.$n(17)

2.3 Second variation of the area with density and stability

From (10), (11) and (14) we can obtain the second variation for \( V_n^{\psi}(M) \)

$$\frac{d^2}{dt^2} V_n^{\psi}(M_t) = - \int_M \frac{dH_\psi}{dt} f d\nu_\psi \int_M H_\psi \frac{d(f d\nu_\psi)}{dt} = \int_M \left( \Delta \psi f + f \left( |A|^2 + i \mathcal{R}ic_\psi(N, N) \right) \right) f d\nu_\psi - \int_M H_\psi \frac{d(f d\nu_\psi)}{dt}. \quad (18)$$

If \( M_0 \) is \( \psi \)-minimal, we obtain for its second variation (using (8)):

$$\frac{d^2}{dt^2} V_n^{\psi}(M_0) = \int_M \left( |\nabla f|^2 - f^2 \left( |A|^2 + i \mathcal{R}ic_\psi(N, N) \right) \right) d\nu_\psi. \quad (19)$$
In particular, when $\mathcal{M}$ is the euclidean space $\mathbb{R}^{n+1}$, $\mathcal{R}ic_\psi = -\nabla^2 \psi$, and the formula of the second variation is

$$\frac{d^2}{dt^2}V_n^\psi(M_0) = \int_M \left( |\nabla f|^2 - f^2 \left( |A|^2 - \nabla^2 \psi(N,N) \right) \right) dv^\psi_n.$$

Then, a $\psi$-minimal surface is strictly stable (attractor) iff $\left( |A|^2 - \nabla^2 \psi(N,N) \right) < 0$ and strictly unstable (repulsor) iff $\int_M f^2 \left( |A|^2 - \nabla^2 \psi(N,N) \right) dv^\psi_n > \int_M |\nabla f|^2 dv^\psi_n$ for every variation $f$.

We can consider the case of $\psi$-minimal hypersurfaces of the form $\psi(x) =$constant. For these hypersurfaces, the second fundamental form (when the chosen orientation is $N = \nabla \psi/|\nabla \psi|$) has the expression (for instance, see [35] page 58):

$$h = -\frac{1}{|\nabla \psi|} \nabla^2 \psi \text{ restricted to } TM.$$ (20)

Therefore, the hypersurface $\psi =$constant is $\psi$-minimal if and only if

$$\frac{1}{|\nabla \psi|} \text{tr}\nabla^2 \psi + \langle \nabla \psi, N \rangle = \frac{1}{|\nabla \psi|} \nabla^2 \psi(N,N),$$

that is (do not forget that $N = \nabla \psi/|\nabla \psi|$ on these hypersurfaces),

$$\text{tr}\nabla^2 \psi + |\nabla \psi|^2 = \nabla^2 \psi(N,N),$$ (21)

moreover, in general, for these hypersurfaces we have

$$|A|^2 = \frac{|\nabla^2 \psi|^2}{|\nabla \psi|^2} - \frac{\nabla^2 \psi(N,N)^2}{|\nabla \psi|^2} - 2 \sum_{i=1}^n (e_i|\nabla \psi|)^2,$$ (22)

because $\nabla^2 \psi(e_i, N) = e_i|\nabla \psi|$.

So that, a $\psi$-minimal $\psi =$constant hypersurface is strictly stable iff:

$$\frac{|\nabla^2 \psi|^2 - \nabla^2 \psi(N,N)^2 - 2 \sum_{i=1}^n (e_i|\nabla \psi|)^2}{|\nabla \psi|^2} - \nabla^2 \psi(N,N) < 0.$$ (23)

When $\psi$ is radial,

$$\nabla \psi = \psi' \nabla r, \quad \nabla^2 \psi = \nabla(\psi' \nabla r) = \psi'' \nabla r \otimes \nabla r + \psi' \nabla^2 r, \quad N = \frac{\psi'}{|\psi'|} \nabla r.$$ 

In this case the condition of stability (23) becomes

$$\psi'' + \frac{\psi' \sum_{i,j=1}^n |\nabla^2 r(e_i, e_j)|^2 - \psi'^2}{\psi'^2} - \psi'' < 0 \quad \text{i.e.} \quad \psi'' > \sum_{i,j=1}^n |\nabla^2 r(e_i, e_j)|^2.$$ (24)

And the condition of $\psi$-minimality becomes:

$$\frac{\psi'' + \psi' \sum_{i=1}^n |\nabla^2 r(e_i)|^2}{|\psi'|} + |\psi'| = \psi''', \quad \text{that is,} \quad \psi' \sum_{i=1}^n |\nabla^2 r(e_i)| + |\psi'|^2 = 0.$$ (25)
When we consider the less restrictive concept of stability under the $\psi$MCF, with $\psi$ radial, it is easier to study the behavior of $\psi$-minimal spheres as attractors and repulsors, as the following observations show.

Let us consider the evolution for the $\psi$MCF of a sphere $S^n$ in $\mathbb{R}^{n+1}$ centered at the origin. If we choose $N = \nabla\psi/|\nabla\psi|$, we have $\langle \nabla r, N \rangle = \text{sgn}(\psi')$ and $H_\psi = -\text{sgn}(\psi')(\frac{n}{r} + \psi')$, and formula (16) becomes

$$\frac{\partial r}{\partial t} = -\text{sgn}(\psi')(\frac{n}{r} + \psi')\text{sgn}(\psi') = -\left(\frac{n}{r} + \psi'\right).$$

(26)

Then,

**Proposition 4.** In $\mathbb{R}^{n+1}$ with a radial density, a sphere $S^n$ of radius $r$ and centered at the origin is $\psi$-minimal if and only if $\psi' = -\frac{n}{r}$.

Under the $\psi$MCF, the radius $r$ of a sphere $S^n$ centered at the origin
- increases when $-\left(\frac{n}{r} + \psi'\right) > 0$, that is, when $\psi' < -\frac{n}{r}$,
- decreases when $-\left(\frac{n}{r} + \psi'\right) < 0$, that is, when $\psi' > -\frac{n}{r}$.

In the following pictures, the curve $(r, -n/r)$ in marked with black ink. They show two examples for the function $\psi'(r)$ (in red), one for a density with singularities and the other for a regular density. For each one of these examples, the spheres of radius in the verticals marked with A are attractors (other neighbor spheres are attracted by them) and those with radius in the verticals marked with R are repulsors. Those marked with A or R are $\psi$-minimal and, therefore, stationary. The arrows indicate the direction in which a sphere of radius equal to the coordinate “$r$” of the basis of the arrow moves.

As a consequence of this behavior and the avoidance principle for $\psi$MCF, we obtain:
Proposition 5. Let $\mathbb{R}^{n+1}$ be the euclidean space with a radial density $\psi$. Let us denote by $r_{\text{max}}$ (respectively $r_{\text{min}}$) the maximal (respectively minimal) distance from any point of a closed hypersurface $\Sigma$ to the origin. Let us suppose that

(a) $\psi$ is smooth, and
(b) the graphs of $\psi'$ and $-\frac{n}{r}$ intersect transversally in a discrete family of points $r_1 < r_2 < \ldots$.

Then

i A hypersurface $\Sigma$ satisfying $r_{2k} \leq r_{\text{max}} \leq r_{2k+1}$, is $\psi$-minimal if and only if it is one of the spheres $r = r_{2k}$ or $r = r_{2k+1}$. In particular, there is no closed $\psi$-minimal hypersurface inside the sphere $r = r_1$.

ii The unique closed $\psi$-minimal hypersurfaces $\Sigma$ with $r_{2k+1} \leq r_{\text{min}} \leq r_{2k+2}$ are the spheres $r = r_{2k+1}$ and $r = r_{2k+2}$.

iii If the number of zeros of $\psi' + \frac{n}{r}$ is even and $r_k$ is the last one, the unique closed $\psi$-minimal hypersurface $\Sigma$ with $r_{\text{max}} \geq r_k$ is the sphere $r = r_k$.

iv If the number of zeros of $\psi' + \frac{n}{r}$ is odd and $r_k$ is the last one, the unique closed $\psi$-minimal hypersurface $\Sigma$ with $r_{\text{min}} \geq r_k$ is the sphere $r = r_k$.

v When $n = 1$, a $\psi$-minimal simple closed curve needs to be starshaped respect to the origin.

If we change the hypothesis (a) by (a') $\psi$ is smooth only on $\mathbb{R}^2 - \{0\}$, $\lim_{t \to 0} \psi'(t) = -\infty$ and $\Sigma$ is contained in $\mathbb{R}^{n+1} - \{0\}$.

i' If $\psi'(r) > -\frac{n}{r}$ for $r < r_1$, the same situations than under the hypothesis (a) are repeated.

ii' If $\psi'(r) < -\frac{n}{r}$ for $r < r_1$, we have again the same situations than in case $\psi$ smooth, but interchanging the roles of $r_{\text{max}}$ and $r_{\text{min}}$.

iii' Case v in the smooth situation holds with no change.

Proof In each one of cases (i) to (iv), (i') and (ii'), if $\Sigma$ is $\psi$-minimal and is not one of the declared spheres, there is a sphere disjoint with $\Sigma$ which evolves under $\psi$MCF until it touches $\Sigma$, which is in contradiction with the avoidance principle.

Let us consider the case (v). In a radial density, the lines through the origin are $\psi$-minimal. On the other hand, $\Sigma$ starshaped respect to the origin means that $\langle F, N \rangle \neq 0$ at every point $F$ of $\Sigma$. Then, if $\Sigma$ is not starshaped, there is a line through the origin tangent to $\Sigma$ but, by the maximum principle, this is impossible. □

For the critical case $\psi(x) = a - n \ln(|x|)$, it is possible to give a complete classification of the closed $\psi$-minimal hypersurfaces:

Proposition 6. In $\mathbb{R}^{n+1}$ with the critical density $\psi(x) = a - n \ln(|x|)$, the unique closed $\psi$-minimal hypersurfaces are the spheres centered at the origin.

Proof We know that all the spheres centered at the origin are $\psi$-minimal. If $\Sigma$ is another closed $\psi$-minimal surface, it must be tangent to some of these spheres at some point but, because they are two tangent $\psi$-minimal surfaces, by the maximum principle, they must coincide. □
For the Gaussian case \( \psi(x) = -1/2 \mu^2 r^2(x) \) in the plane, it is known (cf. [1]) that the unique \( \psi \)-minimal closed simple curve is the circle of radius \( r = 1/\mu \). For higher dimensions, it is an active research field to find all the Gaussian minimal surfaces, which coincide with the shrinkers of the MCF (see, for instance, [10, 27]).

### 2.4 Angenent-Oaks’ results

Given a riemannian surface \( \overline{M} \), let \( S^1 \overline{M} \) denote the unit tangent bundle of \( \overline{M} \). Angenet ([3, 4]) studied the solution \( F(\cdot, t) : S^1 \rightarrow \overline{M} \) of the flow

\[
\left\langle \frac{\partial F}{\partial t}, N \right\rangle = V(t, H),
\]

for \( V : S^1 \overline{M} \times \mathbb{R} \rightarrow \mathbb{R} \) satisfying some conditions called V1), V2), V3), V4) and V5*). The case of \( \psi \)-MCF on \( \overline{M} \) corresponds to the special choice of \( V(t, \ell) = \ell - \langle \nabla \psi(x), t_x \rangle \). For this \( V \), condition V2) is automatically satisfied, and the others can be written in the following form:

There are positive numbers \( \mu, \hat{\mu}, \nu \) such that

V1) \( \nabla \psi \) is a locally Lipschitz continuous function,

V3) \( |\nabla \psi| \leq \mu \) for almost all \( x \in \overline{M} \),

V4) \( |\nabla^2 \psi(t, \cdot)|^2 + \langle \nabla \psi, J_t \rangle^2 \leq \mu^2 \) for every \( t \in S^1 \overline{M} \),

V5*) \( |\nabla^2 \psi(t, \cdot)| + |\ell| |\langle \nabla \psi, J_t \rangle| \leq \nu(1 + |\ell|^2) \) for almost all \( (t, \ell) \in S^1 \overline{M} \times \mathbb{R} \),

where \( J_t \in S^1 \overline{M} \) is orthogonal to \( t \). Moreover this function \( V(t, \ell) = \ell - \langle \nabla \psi(x), t_x \rangle \) also satisfies the following property used in [30]

V6) \( V(-t, -H) = -H - \langle \nabla \psi, t \rangle = -V(t, H) \).

Let us remark that all these properties V1) to V6) are satisfied if \( \psi, \nabla \psi \) and \( \nabla^2 \psi \) are smooth and bounded on \( \overline{M} \).

The main result of Angenet and Oaks that we shall need, particularized to the \( \psi \)-MCF on \( \overline{M} \) with a density \( e^\psi \) satisfying that \( \psi, \nabla \psi \) and \( \nabla^2 \psi \) are smooth and bounded is

**Theorem 7.** ([3, 4, 30]) Let \( F_0 : S^1 \rightarrow \overline{M} \) be a simple \( C^2 \) curve. Then the solution \( F(u, t) \) to (3) such that \( F(u, 0) = F_0(u) \) either shrinks to a point on \( \overline{M} \) in finite time or exists for infinite time.

This was stated as a corollary in [30].

### 3 Convergence to a \( \psi \)-minimal curve in \( \overline{M}^2 \).

In this section we shall prove Theorem 3. Since we are dealing with curves, we shall use the letter \( \gamma : S^1 \rightarrow \overline{M} \) instead of \( F \) to denote the immersions from \( S^1 \) into \( \overline{M} \), \( k \) and \( k_\psi \) to denote the corresponding curvatures \( H \) and \( H_\psi \). Moreover, we shall use \( ds \), \( L \) and \( A \) instead of \( dv^1 \), \( V^1 \) and \( V^2 \). Because \( n = 2 \), the Ricci curvature \( \overline{Ric} = K \overline{g} \), and \( \overline{Ric}_\psi = K \overline{g} - \nabla^2 \psi \).

For the proof of Theorem 3 we shall require some preparatory lemmas.

**Lemma 8.** Under the hypothesis of Theorem 3, the conditions

i) there is a constant \( c > 0 \) such that \( L(t) \geq c \) for every \( t \in [0, \infty[ \),

ii) the riemannian area enclosed by the evolving curves is bounded from above,

are satisfied.
Proof To prove claim i) we shall prove that there is a constant \( c' \) such that \( \liminf_{t \to \infty} L(t) \geq c' \). This is a consequence of the following fact that we shall prove. “Let \( [0, T_{\text{max}}) \) be the maximal interval of \( t \) for which the solution \( \gamma(\cdot, t) \) of (3) on \( \overline{M} \) is well defined. If \( \liminf_{t \to T_{\text{max}}} L(t) = 0 \), then \( T_{\text{max}} < \infty \).” To prove it, first we observe that the evolution equation (11) implies that \( L \) decreases with time. This property, together with the hypothesis \( 0 \leq E \leq e^t \), gives the following chain of implications

\[
\liminf_{t \to T_{\text{max}}} L(t) = 0 \Rightarrow \liminf_{t \to T_{\text{max}}} L(t) = 0 \Rightarrow \lim_{t \to T_{\text{max}}} L(t) = 0.
\]

From the hypothesis (5) it follows that \( \lim_{t \to T_{\text{max}}} L(t) = 0 \) implies \( \lim_{t \to T_{\text{max}}} A(t) = 0 \). Then, there is a \( t_0 \in [0, T_{\text{max}}] \) such that

\[
\max_{|K| + |\nabla \psi|} A(\Omega_t) \leq \pi \text{ for every } t \geq t_0.
\]

From (15) it follows that

\[
\frac{d}{dt} A = -\int_{S^1} k \psi ds_t = -\int_{S^1} k ds_t + \int_{S^1} \nabla \psi, N \, ds_t = -2\pi + \int_{\Omega} K da - \int_{\Omega} \nabla \psi da = -2\pi + \int_{\Omega} (K - \nabla \psi) da \leq -2\pi + \max_{|K| + |\nabla \psi|} A(\Omega),
\]

From (31) and (32) we conclude that \( \frac{d}{dt} A \leq -\pi \) for every \( t \geq t_0 \), which implies that \( T_{\text{max}} \) is finite.

On the other hand, the condition (29) is a direct consequence of the hypotheses that \( \gamma(S^1, t) \subset U \) compact for every \( t \in [0, T_{\text{max}}] \).

Lemma 9. Let \( (\overline{M}, g, e^\psi) \) be a surface with density satisfying (4), and let \( \gamma \) be an embedded curve evolving under \( \psi MCF \). If \( \gamma(\cdot, 0) \) satisfies \( k_\psi \geq C = P_1 + \sqrt{C_0 + P_2} \), then \( k_\psi(\cdot, t) \geq C \) for every \( t \in [0, T_{\text{max}}] \).

Proof. From (14), the variation formula of \( k_\psi \) is:

\[
\frac{d}{dt} k_\psi = \Delta k_\psi + (\nabla \psi, \nabla k_\psi) + k_\psi (k^2 + K - \nabla^2 \psi (N, N)),
\]

but, because of the hypotheses (4), if \( k_\psi \geq P_1 + \sqrt{C_0 + P_2} \), then \( k^2 + K - \nabla^2 \psi (N, N) \geq (k_\psi + (\nabla \psi, N))^2 - C_0 - P_2 \geq (k_\psi - P_1)^2 - C_0 - P_2 = 0 \); and the lemma follows from the maximum principle.

Lemma 10. If \( s_t \) denotes the arc-length parameter of \( \gamma(\cdot, t) \), one has

\[
[\partial_t, \partial_{s_t}] = k_\psi k \partial_{s_t}.
\]

Proof. If we parametrize the curve \( \gamma(\cdot, t) : S^1 \to \overline{M} \) by the angle \( \alpha \) of \( S^1 \), one has \( ds_t = ds_t(\partial_\alpha) \partial_\alpha \), then \( \partial_{s_t} = \frac{1}{ds_t(\partial_\alpha) \partial_\alpha} \partial_\alpha \) and, using formula (10)

\[
[\partial_t, \partial_{s_t}] = \partial_t \left( \frac{1}{ds_t(\partial_\alpha)} \partial_\alpha \right) \partial_\alpha = k_\psi k \left( \frac{k_\psi k}{ds_t(\partial_\alpha)^2} \right) ds_t(\partial_\alpha) \partial_\alpha = k_\psi k \partial_{s_t}.
\]

\( \square \)
Proof of Theorem 3. We shall do it in some steps:

Step 1. Let $\gamma : \mathbb{S}^1 \times [0, \infty) \to \overline{M}^2$ be a solution of the $\psi$MCF satisfying (28) and (29) moving in a surface with density $(\overline{M}^2, g, e^\psi)$ satisfying (4). Then, there is a constant $C > 0$ such that for every $t \in [0, \infty)$ \( \inf_{\mathbb{S}^1} |k_\psi(\cdot, t)| \leq C. \)

**Proof** Let us suppose that, on the contrary, for every $C > 0$, there is a $t_0 = t_0(C)$ such that \( \inf_{\mathbb{S}^1} |k_\psi(\cdot, t_0)| > C. \)

Let us choose an arbitrary $C > 0$. There are two possibilities

\[ k_\psi(s, t_0) = |k_\psi(s, t_0)| > C > 0, \quad \forall s \in \mathbb{S}^1, \]

or

\[ k_\psi(s, t_0) = -|k_\psi(s, t_0)| < -C < 0, \quad \forall s \in \mathbb{S}^1. \]

In case (34), let us select $C = P_1 + \sqrt{C_0 + P_2} + 1$. By Lemma 9, $k_\psi(s, t) \geq C$, for every $(s, t) \in \mathbb{S}^1 \times [t_0, \infty)$. Therefore,

\[
\frac{d}{dt} L_\psi = -\int_{\mathbb{S}^1} k_\psi^2 e^\psi ds \leq -C^2 L_\psi \leq -C^2 E L \leq -C^2 E c < 0,
\]

where we have applied (4) in the second inequality and (28) in the third one. This implies $T_{\text{max}} < \infty$ in contradiction with the hypothesis that the solution $\gamma(\cdot, t)$ is well defined for every $t \in [0, \infty)$.

In case (35), this inequality implies $k \leq P_1 - C$ for every $s \in \mathbb{S}^1$. Now we choose $C = P_1 + n, n$ big enough, then $k \leq -n$. If we take into account also (28) and Gauss-Bonnet Theorem, we obtain

\[
-n c \geq -n L(t_0) \geq \int_{\mathbb{S}^1} k ds_{t_0} = 2\pi - \int_{\Omega_{t_0}} K da \geq 2\pi - C_0 A(\Omega_{t_0}),
\]

which is a contradiction with (29) if we take $n$ big enough.

This finishes the proof of step 1. \hfill $\square$

Step 2 Let $\gamma : \mathbb{S}^1 \times [0, \infty) \to \overline{M}^2$ be a solution of the $\psi$MCF satisfying (28) and (29) moving in a surface with density $(\overline{M}^2, g, e^\psi)$ satisfying (4). If this solution exists for every $t \in [0, \infty[$, then

\[
\lim_{t \to \infty} \int_{\gamma(\cdot, t)} k_\psi^2(s, t) ds_\psi = 0. \tag{36}
\]

**Proof** For it, we need to compute the variation of the $L^2_\psi$-norm of $k_\psi$. We shall use (4), (8), (14), $\overline{\text{Ric}}_\psi = K\overline{g} - \nabla^2 \psi$ and $k^2 = (k_\psi + (\overline{\nabla} \psi, N))^2 \leq k^2 + 2|k_\psi| P_1 + P^2 \leq (1 + 2P_1) k^2 + P_1^2 + 2P_1$

to obtain

\[
\frac{d}{dt} \int_{\gamma(\cdot, t)} k_\psi^2 ds_\psi = \int_{\gamma(\cdot, t)} \left[ 2k_\psi \partial_t (k_\psi) - k_\psi^4 \right] ds_\psi
\]

\[
= \int_{\gamma(\cdot, t)} \left[ 2k_\psi (\Delta_\psi k_\psi + k_\psi (k^2 + \overline{\text{Ric}}_\psi (N, N))) - k_\psi^4 \right] ds_\psi
\]

\[
= \int_{\gamma(\cdot, t)} \left[ 2k_\psi^2 k^2 - k_\psi^4 - 2(\partial_s k_\psi)^2 + 2k^2 \overline{\text{Ric}}_\psi (N, N) \right] ds_\psi
\]

\[
\leq a \int_{\gamma(\cdot, t)} k_\psi^4 ds_\psi + b \int_{\gamma(\cdot, t)} k^2 ds_\psi - 2 \int_{\gamma(\cdot, t)} (\partial_s k_\psi)^2 ds_\psi, \tag{37}
\]
for some positive constants \(a\) and \(b\) independent of \(t\).

In order to bound the first addend of the last inequality, let us observe that there are constants \(a_1, b_1 > 0\) independent of \(t\) such that

\[
\max_{\gamma(\cdot,t)} k_{\psi}^2 \leq a_1 + b_1 \int_{\gamma(\cdot,t)} (\partial_s k_{\psi})^2 ds_{\psi}, \quad \forall t \in [0, \infty). \tag{38}
\]

In fact, from Step 1, there is a \(C > 0\) such that

\[
\inf_{s \in [0,1]} |k_{\psi}(\cdot,t)| \leq C, \quad \text{for every } t \in [0, \infty).
\]

Given any fixed \(t \in [0, \infty)\), let \(s_0 \in S^1\), \(s_0 = s_0(t)\), satisfying \(|k_{\psi}(s_0,t)| \leq C\). By integration,

\[
|k_{\psi}(s_1)| \leq |k_{\psi}(s_0)| + \left| \int_{s_0}^{s_1} \partial_s k_{\psi} ds_{\psi} \right| \leq C + \left| \int_{s_0}^{s_1} \partial_s k_{\psi} ds_{\psi} \right|
\]

\[
\leq \sqrt{2} \left( C + \left( \int_{s_0}^{s_1} (\partial_s k_{\psi})^2 ds_{\psi} \right) \left( \int_{s_0}^{s_1} ds_{\psi} \right) \right) \leq \sqrt{2} \left( C^2 + \frac{1}{E^2} L_{\psi}(t) \int_{\gamma(\cdot,t)} (\partial_s k_{\psi})^2 e_{\psi} ds_{\psi}, \right)
\]

where we have used Hölder in the third inequality and (4) in the fourth one. Since \(L_{\psi}(t)\) is decreasing, we obtain from the above expression that

\[
\max_{\gamma(\cdot,t)} k_{\psi}^2 \leq 2C^2 + \frac{2L_{\psi}(0)}{E^2} \int_{\gamma(\cdot,t)} (\partial_s k_{\psi})^2 ds_{\psi},
\]

which proves (38).

Plugging (38) into (37) we obtain that there are positive constants \(a_2, b_2\) independent of \(t\) satisfying

\[
\frac{d}{dt} \int_{\gamma(\cdot,t)} k_{\psi}^2 ds_{\psi} \leq -2 \int_{\gamma(\cdot,t)} (\partial_s k_{\psi})^2 ds_{\psi} + a_2 \int_{\gamma(\cdot,t)} k_{\psi}^2 ds_{\psi} + b_2 \int_{\gamma(\cdot,t)} k_{\psi}^2 ds_{\psi} \int_{\gamma(\cdot,t)} (\partial_s k_{\psi})^2 ds_{\psi}, \tag{39}
\]

for every \(t \in [0, \infty)\).

On the other hand, given an arbitrary \(\varepsilon\), with \(0 < \varepsilon < \frac{1}{b_2}\), there is \(t_1 = t_1(\varepsilon)\) such that

\[
\int_{\gamma(\cdot,t_1)} k_{\psi}^2 ds_{\psi} < \frac{\varepsilon}{2} \quad \text{and} \quad \int_t^{\infty} \int_{\gamma(\cdot,t)} k_{\psi}^2 ds_{\psi} dt < \varepsilon^2 \quad \text{for } t \in [t_1(\varepsilon), \infty]. \tag{40}
\]

In fact, from the variation formula (11) we know that \(L_{\psi}\) is decreasing with time, then

\[
L_{\psi}(0) \geq - \lim_{t \to \infty} \int_0^t \frac{dL_{\psi}}{dt} dt = \lim_{t \to \infty} \int_0^t \int_{\gamma(\cdot,t)} k_{\psi}^2 ds_{\psi} dt,
\]

and this implies (40).

From inequality (39) we obtain that, for any \(t'\) in which the inequality

\[
\int_{\gamma(\cdot,t')} k_{\psi}^2 ds_{\psi} \leq 1/b_2 \tag{41}
\]

is satisfied, one has

\[
\frac{d}{dt} \int_{\gamma(\cdot,t')} k_{\psi}^2 ds_{\psi} \leq - \int_{\gamma(\cdot,t')} (\partial_s k_{\psi})^2 ds_{\psi} + a_2 \int_{\gamma(\cdot,t')} k_{\psi}^2 ds_{\psi}, \tag{42}
\]
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Let us take \( t_1 = t_1(\varepsilon) \) of inequality (40). We claim that \( \int_{\gamma(t_1)} k^2_{\psi} ds_\psi < \varepsilon \), for every \( t \geq t_1 \).

In fact. If not, let \( t_2 > t_1 \) be the first \( t \) for which \( \int_{\gamma(t_2)} k^2_{\psi} ds_\psi = \varepsilon \). So (41) is satisfied for every \( t' \in [t_1, t_2) \), and we can also use (42) on the interval \([t_1, t_2)\) to obtain

\[
\frac{\varepsilon}{2} < \int_{\gamma(t_1)} k^2_{\psi} ds_\psi - \int_{\gamma(t_2)} k^2_{\psi} ds_\psi = \int_{t_1}^{t_2} \left( \frac{d}{dt} \int_{\gamma(t)} k^2_{\psi} ds_\psi \right) dt
\]

This implies \( \frac{1}{2a_2} < \varepsilon \), but \( \varepsilon < \frac{1}{b_2} \) was arbitrary, which gives a contradiction, then our claim is true and we conclude (36), which finishes the proof of Step 2. □

**Step 3.** Let \( \gamma : S^1 \times [0, \infty) \to \mathcal{M}^2 \) be a solution of the \( \psi \)MCF satisfying (28) and (29) moving in a surface with density \( M \), then

\[
\lim_{t \to \infty} \int_{\gamma(t)} (\partial^n_s k_{\psi})^2 ds_\psi = 0 \quad \text{for every natural number } n. \tag{43}
\]

We shall prove it by induction. When \( n = 0 \), (43) is just (36). Let us suppose that (43) is true for the derivatives of \( k_{\psi} \) until order \( n - 1 \). We shall see that it is also true for the derivative of order \( n \). As in the previous step, we start by computing the derivative respect to \( t \).

\[
\frac{d}{dt} \int_{\gamma(t)} (\partial^n_s k_{\psi})^2 ds_\psi = \int_{\gamma(t)} \left[ 2(\partial^n_s k_{\psi}) \partial_t \partial^n_s (k_{\psi}) - (\partial^n_s k_{\psi})^2 \right] ds_\psi. \tag{44}
\]

Using the commutation rule (33), we obtain

\[
\partial_t \partial^n_s (k_{\psi}) = \partial^n_s \partial_t k_{\psi} + \sum_{i=0}^{n-1} \partial^i_s (k_{\psi}) \partial^{n-i}_s k_{\psi}
\]

and, plugging here the variation formula (14) of \( k_{\psi} \)

\[
\partial_t (\partial^n_s k_{\psi}) = \partial^n_s \left( \Delta_{\psi} k_{\psi} + k_{\psi} (k^2 - K + \nabla^2 \psi(N, N)) \right) + \sum_{i=0}^{n-1} \partial^i_s (k_{\psi}) \partial^{n-i}_s k_{\psi}. \tag{45}
\]

Let us compute each one of the terms in (45)

\[
\partial^n_s (\Delta_{\psi} k_{\psi}) = \partial^{n+2}_s k_{\psi} + \partial^n_s \langle \nabla_{\psi}, \nabla k_{\psi} \rangle
\]

\[
= \Delta (\partial^n_s k_{\psi}) + \partial^n_s \psi \partial^{n+1}_s k_{\psi} + \sum_{i=1}^{n} \binom{n}{i} \partial^{1+i}_s \psi \partial^{n+1-i}_s k_{\psi}
\]

\[
= \Delta_{\psi} (\partial^n_s k_{\psi}) + n \partial^2_s \psi \partial^n_s k_{\psi} + \sum_{i=2}^{n} \binom{n}{i} \partial^{1+i}_s \psi \partial^{n+1-i}_s k_{\psi}, \tag{46}
\]

\[
\partial^n_s (k_{\psi} (k^2 - \text{Ric}_{\psi}(N, N))) = (\partial^n_s k_{\psi})(k^2 - K + \nabla^2 \psi(N, N)) + \sum_{i=1}^{n} \binom{n}{i} \partial^{i}_s (k^2 - K + \nabla^2 \psi(N, N)) \partial^{n-i}_s k_{\psi}, \tag{47}
\]
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\[
\sum_{i=0}^{n-1} \partial^i_s (k_\psi k \partial_s^{n-i} k_\psi) = k_\psi k \partial_s^n k_\psi + \sum_{i=1}^{n-1} \partial^i_s (k_\psi k \partial_s^{n-i} k_\psi).
\]

(48)

Since, from now on, the notation with indices is becoming complicated, we shall use the following multi-index notation. Capitals will denote multi-indices. For us, all the entries \(j_k\) of a multi-index \(J = (j_1, \ldots, j_q)\) will be ordered \(j_1 \geq j_2 \geq \cdots \geq j_q > 0\). For such a multi-index, we shall denote \(|J| := j_1 + \ldots + j_q\), \(d(J) := q\), \(\partial^J x := \partial^{j_1} x \cdots \partial^{j_q} x\), \(\nabla^J x := \nabla^{j_1} x \cdots \nabla^{j_q} x\).

Computation by induction, taking into account that

\[
\begin{align*}
\partial^m \partial^2 \psi(N, N) &= \nabla^{m+2} \psi(\partial_s, \ldots, \partial_s, N, N) + \sum_{m,2} c_{iJK} k_i^\psi \partial_s^j k_\psi C(\nabla^K \psi), \\
\partial^m k &= \partial^m (k_\psi + \langle \nabla \psi, N \rangle) = \partial_s^m k_\psi + \nabla^{m+1} \psi(\partial_s, \ldots, \partial_s, N) + \sum_{m,1} c_{iJK} k_i^\psi \partial_s^j k_\psi C(\nabla^K \psi), \\
\partial^m K &= \nabla^K (\partial_s, \ldots, \partial_s) + \sum_{m,0} c_{iJK} k_i^\psi \partial_s^j k_\psi C(\nabla^K \psi \otimes \nabla^f K),
\end{align*}
\]

where \(C(\nabla^K \psi)\) means \(\nabla^K \psi\) acting on \(|K|\) copies of \(\partial_s\) and/or \(N\) and \(\sum_{m,r}\) means the sum over the indices satisfying \(i + |J| + d(J) + |K| + \ell = m + r, 0 \leq d(J) \leq [(m + r - s)/2], |K| + \ell \geq s, o(J) \leq t\). Moreover, in these sums we consider that \(\partial_s^j k_\psi\) do not appear if \(|J| = 0\).

For \(d(K)\) one has \(1 \leq d(K) \leq m\), in (49) and \(1 \leq d(K) \leq m + 1\) in (50) and (51), and \(0 \leq d(K) \leq m - 1\) in (52).

This gives, for the derivatives of \(k^2\), including the binomial coefficients in the constants, and renaming the constants \(c_{iJK}\) in the last equality

\[
\begin{align*}
\partial^m k^2 &= \sum_{\ell=0}^{m} \binom{m}{\ell} \partial_s^\ell k_\psi \partial_s^{m-\ell} k_\psi \\
&= \sum_{\ell=0}^{m} \binom{m}{\ell} \left( \partial_s^\ell k_\psi + C(\nabla^{\ell+1} \psi) + \sum_{\ell,1} c_{iJK} k_i^\psi \partial_s^j k_\psi C(\nabla^K \psi) \right) \\
&= 2 \left( C(\nabla \psi) + k_\psi \right) \partial_s^m k_\psi + \sum_{\ell=1}^{m-1} c_{iJK} k_i^\psi \partial_s^j k_\psi C(\nabla^K \psi),
\end{align*}
\]

(53)
where the last sum is along all the coefficients \(i, J, K\) with \(i \leq m, |J| \leq m - 1, o(J) \leq m - 1\), and some of the \(c_{iJK}\) are zero.

And, plugging all this into (46), (47) and (48), we obtain

\[
\partial_s^m(\Delta \psi k_\psi) = \Delta \psi (\partial_s^m k_\psi) + n \left( \nabla^2 \psi (\partial_s, \partial_s) + k_\psi C(\nabla \psi) + C(\nabla \psi \otimes \nabla \psi) \right) \partial_s^m k_\psi + \sum_{\ell=2}^{n} \binom{n}{\ell} \left( \nabla^{1+\ell} \psi (\partial_s, ..., \partial_s) + \sum_{r=1,\ell,0}^{1+\ell-1} c_{iJK} k^{1}_\psi \partial_s^r k_\psi C(\nabla^K \psi) \right) \partial_s^{n+1-\ell} k_\psi,
\]

(54)

\[
\partial_s^n (k_\psi (k^2 - \overline{Ric}_\psi(N, N))) = \left( k^2_\psi + 2 \langle \nabla \psi, N \rangle k_\psi + \langle \nabla \psi, N \rangle^2 - K + \nabla^2 \psi(N, N) \right) (\partial_s^n k_\psi) + 2 \left( C(\nabla \psi) + k_\psi \right) \partial_s^n k_\psi + 2 \sum_{r=1,\ell,0}^{n-1} \binom{n}{\ell} \left( C(\nabla \psi) + k_\psi \right) \partial_s^r k_\psi \partial_s^{n-\ell} k_\psi + \sum_{\ell=1}^{n} \left( \sum_{r=1,\ell,0}^{1+\ell-2} c_{iJK} k^{1}_\psi \partial_s^r k_\psi C(\nabla^K \psi) \right) + \left( \nabla^\ell K (\partial_s, ..., \partial_s) + \sum_{r=1,\ell,0}^{1+\ell-2} c_{iJK} k^{1}_\psi \partial_s^r k_\psi C(\nabla^K \psi \otimes \nabla^r K) \right) + \left( \nabla^{\ell+2} \psi (\partial_s, ..., \partial_s, N, N) + \sum_{r=1,\ell,2}^{2+\ell-1} c_{iJK} k^{1}_\psi \partial_s^r k_\psi C(\nabla^K \psi) \right) \partial_s^{n-\ell} k_\psi,
\]

(55)

\[
\sum_{r=0}^{n-1} \partial_s^r (k_\psi k \partial_s^{n-r} k_\psi) = k_\psi k \partial_s^n k_\psi + \sum_{r=1,\ell,0}^{n-1} \binom{n}{\ell} \partial_s^r (k_\psi k \partial_s^{n-r} k_\psi) \partial_s^{r-\ell} k_\psi
\]

\[
= n(k^2_\psi + k_\psi \langle \nabla \psi, N \rangle) \partial_s^n k_\psi + (k_\psi + \langle \nabla \psi, N \rangle) \sum_{r=1,\ell,0}^{n-1} \binom{n}{\ell} \partial_s^r k_\psi \partial_s^{n-\ell} k_\psi + \sum_{r=1,\ell,0}^{n-1} \binom{n}{\ell} \partial_s^r (k_\psi k \partial_s^{n-r} k_\psi) \left( \partial_s^{r-\ell} k_\psi + C(\nabla^{r-\ell+1} \psi) + \sum_{r=1,\ell,0}^{r-\ell,1} c_{iJK} k^{1}_\psi \partial_s^r k_\psi C(\nabla^K \psi) \right).
\]

(56)

We observe that, with the exception of the term \(\Delta \psi (\partial_s^n k_\psi)\), all these expressions (54), (55) and (56) have the form

\[
(a_n + a_{n1} k_\psi + a_{n2} k^2_\psi) \partial_s^n k_\psi + \sum_{i=1,\ell,0}^{n} a_{n,\ell} k_\psi \partial_s^i k_\psi,
\]

(57)

where \(i + |J| \geq 1, i \leq n + 1, o(J) \leq n - 1, |J| \leq n, \) and the coefficients “\(a_\cdot\)” are polynomials in the variables \(\nabla^m K, \nabla^m \psi, m = 1, ..., n + 1\) acting on \(\partial_s\) and/or \(N\), and some of them can be
zero. Then, using also (8), we can write (again renaming the coefficients)

\[
\frac{d}{dt} \int_{\gamma(t)} (\partial_s^n k_\psi)^2 ds = \int_{\gamma(t)} \left[ 2\partial_s^n k_\psi \left( \Delta_\psi (\partial_s^n k_\psi) + (a_n + a_{n1} k_\psi + a_{n2} k_\psi^2) \partial_s^n k_\psi \right) + \sum a_{iJ} \partial_s^i k_\psi \partial_s^J k_\psi \right] ds \\
= -2 \int_{\gamma(t)} (\partial_s^{n+1} k_\psi)^2 ds + 2 \int_{\gamma(t)} (a_n + a_{n1} k_\psi + a_{n2} k_\psi^2)(\partial_s^n k_\psi)^2 ds \\
+ \sum a_{iJ} \int_{\gamma(t)} (k_\psi^J \partial_s^i k_\psi) (\partial_s^n k_\psi) ds,
\]

with \( i + |J| \geq 1 \) in the last addend. Now, we shall estimate each one of the addends in (58).

First we observe that, if \( s_0 \in S^1 \) is a critical point of \( \partial_s^{j-1} k_\psi(\cdot) \). For any other point \( s_1 \in S^1, j \geq 1 \), we have:

\[
|\partial_s^j (k_\psi)(s_1)| = |\partial_s^j (k_\psi)(s_1) - \partial_s^j (k_\psi)(s_0)| \leq \int_{s_0}^{s_1} \left| \partial_s^{j+1} k_\psi ds \right| \leq \frac{1}{E} \int_{s_0}^{s_1} |\partial_s^{j+1} k_\psi|^2 e^\psi ds \\
\leq \frac{1}{E} L_\psi(\gamma|_{[s_0, s_1]})^{1/2} \left( \int_{s_0}^{s_1} |\partial_s^{j+1} k_\psi|^2 e^\psi ds \right)^{1/2} \leq \frac{1}{E} L_\psi(\gamma)^{1/2} \left( \int_{\gamma} |\partial_s^{j+1} k_\psi|^2 e^\psi ds \right)^{1/2},
\]

where we have used the hypothesis \( 0 < E \leq e^\psi \) and Hölder’s inequality. From this we conclude that

\[
\max_{S^1} (\partial_s^j (k_\psi))^2 \leq \frac{1}{E^2} L_\psi(\gamma) \int_{\gamma} (\partial_s^{j+1} k_\psi)^2 ds \psi \quad \text{for } j \geq 1,
\]

and, using this bound, we obtain

\[
\int_{\gamma} (\partial_s^j k_\psi)^2 ds \leq \frac{1}{E^2} L_\psi(\gamma)^2 \int_{\gamma} (\partial_s^{j+1} k_\psi)^2 ds \quad \text{for } j \geq 1,
\]

\[
\int_{\gamma} (k_\psi)^2 (\partial_s^n k_\psi)^2 ds \leq \frac{1}{E^2} L_\psi(\gamma) \int_{\gamma} k_\psi^2 ds \int_{\gamma} (\partial_s^{n+1} k_\psi)^2 ds.
\]

We shall need also the following bound, alternative to (60), that we shall obtain using the bounds \( 0 < E \leq e^\psi \leq D \) in (4), Hölder’s inequality and integration by parts,

\[
\int_{\gamma} (\partial_s^n k_\psi)^2 ds \leq D \int_{\gamma} (\partial_s^n k_\psi)^2 ds \leq D \left( \int_{\gamma} (\partial_s^{n-1} k_\psi)^2 ds \right)^{1/2} \left( \int_{\gamma} (\partial_s^{n+1} k_\psi)^2 ds \right)^{1/2} \\
\leq \frac{D}{E} \left( \int_{\gamma} (\partial_s^{n-1} k_\psi)^2 ds \right)^{1/2} \left( \int_{\gamma} (\partial_s^{n+1} k_\psi)^2 ds \right)^{1/2} \\
\leq \frac{D}{E} \left( \int_{\gamma} (\partial_s^{n-1} k_\psi)^2 ds \right)^{1/2} \left( 1 + \int_{\gamma} (\partial_s^{n+1} k_\psi)^2 ds \right),
\]

These inequalities will allow us to bound the second addend in (58). Now, to study the third addend, we use the inequalities (38), (59), (60) plus Hölder’s and Young’s inequalities to obtain
\[
\sum a_{i,j} \int_{\gamma(t)} k_i^* \partial^j_{s_k} k^p \partial_{s_k}^a ds_\psi \leq \sum a_{i,j} \left\{ \int_{\gamma(t)} (\partial^a_{s_k} k^p)^2 ds_\psi + \int_{\gamma(t)} k_i^* (\partial^j_{s_k} k^p)^2 ds_\psi \right\} \\
= \left( \sum \frac{a_{i,j}}{2} \right) \int_{\gamma(t)} (\partial^a_{s_k} k^p)^2 ds_\psi + \sum_{i \neq 0} \frac{a_{0j}}{2} \int_{\gamma(t)} k_i^* ds_\psi + \sum_{d(J) \geq 1} \frac{a_{i,j}}{2} \int_{\gamma(t)} k_i^* (\partial^j_{s_k} k^p)^2 ds_\psi \\
\leq \left( \sum \frac{a_{i,j}}{2} \right) \int_{\gamma(t)} (\partial^a_{s_k} k^p)^2 ds_\psi + \sum_{i \neq 0} \frac{a_{0j}}{2} \left( c_1 + c_2 \int_{\gamma(t)} (\partial_k^a k^p)^2 ds_\psi \right)^{i-1} \int_{\gamma(t)} k_i^* ds_\psi \\
+ \sum_{d(J) \geq 1} \frac{a_{i,j}}{2} \frac{L_{\psi}(\gamma)^{q-1}}{E^{2(q-1)}} (c_1 + c_2 \int_{\gamma(t)} (\partial_k^a k^p)^2 ds_\psi)^i \\
\times \int_{\gamma(t)} (\partial^a_{s_k} k^p)^2 ds_\psi \int_{\gamma(t)} (\partial^{i+1}_{s_k} k^p)^2 ds_\psi \cdots \int_{\gamma(t)} (\partial^{j+1}_{s_k} k^p)^2 ds_\psi, \\
\tag{63}
\]

where we want to recall that \( d(J) \geq 1 \) implies \( n > 1 \) because \( o(J) \leq n - 1 \).

By substitution of the inequalities (60) to (63) in (58) and taking into account that \( k_\psi \leq 1 + k_\psi^2 \), we obtain

\[
\frac{d}{dt} \int_{\gamma(t)} (\partial^a_{s_k} k^p)^2 ds_\psi \leq -2 \int_{\gamma(t)} (\partial^{i+1}_{s_k} k^p)^2 ds_\psi + 2(a_{n1} + a_{n2}) \frac{E_{\psi}(\gamma)}{E^2} \int_{\gamma(t)} k_i^* ds_\psi \int_{\gamma(t)} (\partial^{i+1}_{s_k} k^p)^2 ds_\psi \\
+ (2a_n + 2a_{n1} + \sum a_{i,j}) \frac{D}{E} \left( \int_{\gamma(t)} (\partial^{n-1}_{s_k} k^p)^2 ds_\psi \right)^{1/2} \left( 1 + \int_{\gamma(t)} (\partial^{n+1}_{s_k} k^p)^2 ds_\psi \right) \\
+ \sum_{i \neq 0} \frac{a_{0j}}{2} \left( c_1 + c_2 \int_{\gamma(t)} (\partial_k^a k^p)^2 ds_\psi \right)^{i-1} \int_{\gamma(t)} k_i^* ds_\psi \\
+ \sum_{d(J) \geq 1} \frac{a_{i,j}}{2} \frac{L_{\psi}(\gamma)^{q-1}}{E^{2(q-1)}} \left( c_1 + c_2 \int_{\gamma(t)} (\partial_k^a k^p)^2 ds_\psi \right)^i \\
\times \int_{\gamma(t)} (\partial^a_{s_k} k^p)^2 ds_\psi \int_{\gamma(t)} (\partial^{i+1}_{s_k} k^p)^2 ds_\psi \cdots \int_{\gamma(t)} (\partial^{j+1}_{s_k} k^p)^2 ds_\psi. \\
\tag{64}
\]

When \( n = 2 \), it appears a term with \( j_2 = 1 \) which gives rise to a \( \int_{\gamma(t)} (\partial^a_{s_k} k^p)^2 ds_\psi \) in the last line of the above expression. In this case we shall apply again (62) to this term. From the induction hypothesis, given any \( \varepsilon_n > 0 \), there is \( t^* > 0 \) such that, for every \( t \geq t^* \) the sum of the coefficients of \( \int_{\gamma(t)} (\partial^{n+1}_{s_k} k^p)^2 ds_\psi \) which are not in the first addend of (64) is lower than 1, and the sum of the terms which do not contain \( \int_{\gamma(t)} (\partial^{n+1}_{s_k} k^p)^2 ds_\psi \) nor \( \left( \int_{\gamma(t)} (\partial^{n-1}_{s_k} k^p)^2 ds_\psi \right)^{1/2} \), is also lower than \( \varepsilon_n \). Using that, we can write (64) as

\[
\frac{d}{dt} \int_{\gamma(t)} (\partial^a_{s_k} k^p)^2 ds_\psi \leq \varepsilon_n + C_n \left( \int_{\gamma(t)} (\partial^{n-1}_{s_k} k^p)^2 ds_\psi \right)^{1/2}, \\
\tag{65}
\]

with \( C_n > 0 \). On the other hand, if we repeat the above process to obtain (64), but without using (62) and without forgetting the negative term containing the derivative of highest order, we obtain

\[
\frac{d}{dt} \int_{\gamma(t)} (\partial^{n-1}_{s_k} k^p)^2 ds_\psi \leq - \int_{\gamma(t)} (\partial^a_{s_k} k^p)^2 ds_\psi + \varepsilon_{n-1} + D_n \int_{\gamma(t)} (\partial^{n-1}_{s_k} k^p)^2 ds_\psi. \\
\tag{66}
\]
If we denote \( g_j(t) := \int_{\gamma(t)} (\partial^j_k k_\psi)^2 ds_\psi \), \( j = 0, 1, ..., n, ... \), the inequalities (65) and (66) become
\[
\begin{align*}
g'_{n-1}(t) &\leq -g_n(t) + D_n g_{n-1}(t) + \varepsilon_{n-1}, \\
g'_n(t) &\leq \varepsilon_n + C_n g_{n-1}(t)^{1/2}.
\end{align*}
\]
(67)
Using again that \( \lim_{t \to \infty} g_{n-1}(t) = 0 \), for every \( \varepsilon > 0 \) there is a \( t_0 = t_0(\varepsilon) \) such that \( 0 \leq g_{n-1}(t) \leq \varepsilon^2 \), for every \( t \geq t_0 \). By (68), \( g'_n(t) \leq C_n \varepsilon + \varepsilon_n \) for every \( t \geq t_0 \). By integration we obtain
\[
g_n(t_2) - g_n(t_1) \leq (C_n \varepsilon + \varepsilon_n)(t_2 - t_1), \quad \text{for every } t_2 \geq t_1 \geq t_0
\]
(69)
and, from (67):
\[
g'_{n-1}(t) \leq -g_n(t) + D_n \varepsilon^2 + \varepsilon_{n-1}, \quad \text{for every } t \geq t_0.
\]
(70)
Now we claim that \( \lim_{t \to \infty} g_n(t) = 0 \). We shall prove it by contradiction. Let us suppose that there are \( C > 0 \) and \( \{t_k\}_{k=1}^n \), \( t_{k+1} \geq t_k, t_1 \geq t_0 \) such that \( \lim_{k \to \infty} t_k = \infty \) and \( g_n(t_k) \geq C \), for every \( k \in \mathbb{N} \). From (69) we have
\[
g_n(t) \geq \frac{C}{2}, \quad \text{for every } t \in [\max\{t_0, t_j - \frac{C}{2(C_n \varepsilon + \varepsilon_n)\}, t_j\} \neq \emptyset, \quad \text{for every } j \in \mathbb{N}
\]
Then, from (70),
\[
g'_{n-1}(t) \leq -\frac{C}{2} + D_n \varepsilon^2 + \varepsilon_{n-1},
\]
(71)
for every \( t \in [\max\{t_0, t_j - \frac{C}{2(C_n \varepsilon + \varepsilon_n)}, t_j\} \neq \emptyset, \quad \text{and } j \in \mathbb{N}.
\]
Let us choose \( \varepsilon, \varepsilon_{n-1} \) and \( j(\varepsilon) \) such that \( A(\varepsilon) := \frac{C}{2} - (D_n \varepsilon^2 + \varepsilon_{n-1}) > 0 \) and \( s_j := t_j - \frac{C}{2(C_n \varepsilon + \varepsilon_n)} > t_0 \) for every \( j \geq j(\varepsilon) \). Then \( g'_{n-1}(t) \leq -A(\varepsilon) \) and \( g_{n-1}(t) \leq \varepsilon^2 \) for every \( t \in [s_j(\varepsilon), t_j], j \geq j(\varepsilon) \). By integration of the inequality (71)
\[
0 \leq g_{n-1}(t) \leq g_{n-1}(s_j(\varepsilon)) - A(\varepsilon)(t - s_j(\varepsilon)), \quad \text{for every } t \in [s_j(\varepsilon), t_j].
\]
(72)
For \( \varepsilon \) small enough, the last term of (72) vanishes when \( t = s_j(\varepsilon) + \frac{g_{n-1}(s_j(\varepsilon))}{A(\varepsilon)} \leq s_j(\varepsilon) + \frac{\varepsilon^2}{A(\varepsilon)} < t_j \). For these values of \( \varepsilon \) and \( j(\varepsilon) \), it follows again from (72) that, for \( j \geq j(\varepsilon) \)
\[
0 \leq g_{n-1}(t) \leq g_{n-1}(s_j(\varepsilon)) - A(\varepsilon)(t - s_j(\varepsilon)) < 0, \quad \text{for every } t \in [s_j(\varepsilon) + \frac{\varepsilon^2}{A(\varepsilon)}, t_j]\]
which is a contradiction. Therefore \( \lim_{t \to \infty} g_n(t) = 0 \), which finishes the proof of Step (3) by induction.

\textbf{Step 4.} Let \( \gamma : \mathbb{S}^1 \times [0, \infty) \to \overline{M^2} \) be a solution of the \( \psi \)MCF satisfying (28) and (29) moving in a surface with density \( (\overline{M^2}, g_\psi ) \) satisfying (4). If this solution exists for every \( t \in [0, \infty] \), then, for every \( m = 0, 1, 2, ... \), \( \partial^m k_\psi \) converges uniformly to zero when \( t \to \infty \).

In fact, this is a consequence of (36) and (43), the decreasing property of \( L_\psi \), the condition (28) and the following inequality whose proof follows the ideas used to prove (38). For every \( t \),
let $s_0$ be the point where $|\partial_{s}^m k_\psi(s_0, t)| = \min_{s \in S} |\partial_{s}^m k_\psi(s, t)|$, one has

$$|\partial_{s}^m k_\psi(s_1)| = |\partial_{s}^m k_\psi(s_0) + \int_{s_0}^{s_1} \partial_{s}^{m+1} k_\psi ds_t| \leq \frac{1}{L_\psi} \int_{\gamma(s, t)} |\partial_{s}^m k_\psi| ds_\psi + \frac{1}{E} \int_{\gamma(s, t)} |\partial_{s}^{m+1} k_\psi| ds_\psi$$

$$\leq \left( \frac{1}{L_\psi} \int_{\gamma(s, t)} (\partial_{s}^m k_\psi)^2 ds_\psi \right)^{1/2} + \frac{1}{E} \left( L_\psi \int_{\gamma(s, t)} (\partial_{s}^{m+1} k_\psi)^2 ds_\psi \right)^{1/2}$$

for every point $\gamma(s_1, t)$ in $\gamma(s, t)$. By Step 3, this goes to zero when $t \to \infty$, and step 4 is proved.

\[ \square \]

**Step 5: End of proof of Theorem 3.** From the hypothesis that the evolution of $\gamma$ is contained in a compact subset of $\overline{M}$ it follows that $\gamma(\cdot, t)$ is uniformly bounded. To show that $|\partial_{\theta} \gamma(\theta, t)|$ is also bounded, we observe that $ds_\psi = |\partial_{\theta} \gamma(\theta, t)| e^\psi d\theta$ and the variation formula (10) gives $\partial_t (|\partial_{\theta} \gamma(\theta, t)| e^\psi) = -k^2 |\partial_{\theta} \gamma(\theta, t)| e^\psi$, then $\partial_t \ln(|\partial_{\theta} \gamma(\theta, t)| e^\psi) = -k^2$. Therefore $|\partial_{\theta} \gamma(\theta, t)| e^\psi$ is decreasing with $t$ and, since $e^\psi$ is bounded by hypothesis,

$$|\partial_{\theta} \gamma(\theta, t)| \text{ is also bounded by a constant independent of } t. \quad (73)$$

We now reparametrize $\gamma$ by $u = \frac{s_t}{2\pi L_t}$. That is, we consider $\tilde{\gamma}(u, t) = \gamma(\varphi_t(u), t)$, where, for every $t \geq 0$, $\varphi_t$ is the inverse of the function $\theta \mapsto \int_0^\theta |\partial_{\theta} \gamma(\theta, t)| d\theta = \frac{s_t(\theta)}{2\pi L_t}$. Since $\tilde{\gamma}(\cdot, t)$ and $\gamma(\cdot, t)$ are geometrically the same curve, all the estimates we have for $k, k_\psi, \partial_{s}^m k$ and $\partial_{s}^m k_\psi$ are the same for both curves. Moreover,

$$\frac{\partial s_t}{\partial u} = 2\pi L_t, \quad \frac{\partial^m s_t}{\partial u} = 0 \text{ for } m \geq 2, \quad (74)$$

$$\partial_{s}^3 \gamma = k N, \quad (75)$$

$$\partial_{s}^4 \gamma = \partial_{s} k N - k T, \quad (76)$$

$$\partial_{s}^5 \gamma = \partial_{s}^2 k N - \partial_{s} k k T - \partial_{s} k T - k^2 N, \quad (77)$$

$$\partial_{s}^6 \gamma = \partial_{s}^3 k N - 2 \partial_{s}^2 k k T - (\partial_{s} k)^2 T - \partial_{s} k N - 2 \partial_{s} k T - 3k \partial_{s} k N + k^3 T, \quad (78)$$

$$\cdots$$

$$\partial_{s}^m \gamma = \xi_m (k, \partial_{s} k, \ldots, \partial_{s}^{m-2} k) T + \zeta_m (k, \partial_{s} k, \ldots, \partial_{s}^{m-2} k) N, \quad (79)$$

$$\cdots$$

where $\xi_m$ and $\zeta_m$ are polynomials in $k, \partial_{s} k, \ldots, \partial_{s}^{m-2} k$ of degree lower than $m - 2$, where the degree of each monomial is obtained counting the degree of $\partial_{s}^j k$ as $j + 1$. Using these formulæ for the computation of $\partial_{u} \tilde{\gamma}$, we obtain

$$|\partial_{u} \tilde{\gamma}| = |\frac{\partial s_t}{\partial u} \partial_{s} \gamma| = |2\pi L_t \partial_{s} \gamma| = 2\pi L_t, \quad (80)$$

$$|\partial_{u}^2 \tilde{\gamma}| = |(2\pi L_t)^2 \partial_{s}^2 \gamma| = (2\pi L_t)^2 |k|, \quad \cdots$$

$$|\partial_{u}^m \tilde{\gamma}| = (2\pi L_t)^m \sqrt{\xi_m^2 + \zeta_m^2}. \quad (81)$$

From Step 4 and (51) follow that $\sqrt{\xi_m^2 + \zeta_m^2}$ is bounded by a bound independent of $t$. From (4) we have $L_t = \int_{\gamma(\cdot, t)} e^{-\psi} ds_\psi \leq \frac{1}{E} L_\psi(\gamma(\cdot, 0))$. Then, for every $m$, by Ascoli-Arzela, there is a sequence $\tilde{\gamma}(\cdot, t_n)$ which converges to a $C^m$ curve that, by Step 4, has $k_\psi = 0$. Moreover, by (80) and (28), the limit curve is regular. This finishes the proof of Theorem 3.
4 Proof of theorems 2 and 1

An important tool in the proof of theorem 1 is the variation of the area enclosed by a curve which evolves under $\psi$-MCF. In this case, formula (15) becomes

$$
\frac{dA_\gamma}{dt} = - \int_\gamma k_\gamma \, ds - \int_\gamma \langle \nabla \psi, N \rangle \, ds = -2\pi - \int_{\Omega_t} \nabla \psi \, da_{\Omega_t},
$$

(82)

where we have used the divergence theorem and the differentiability of $\psi$ on $\Omega_t$ in the last equality (with the sign "-" because $N$ points inward). If $\psi$ is radial, $\nabla \psi = \text{tr}(\nabla^2 \psi) = \text{tr}(\nabla(\psi' \nabla r)) = \text{tr}(\psi'' \nabla r \otimes \nabla r + \psi' \nabla r^2) = \psi'' + \psi'/r$, then substitution in (82) gives

$$
\frac{dA_\gamma}{dt} = -2\pi - \lim_{\rho \to 0} \int_{\Omega_t - B^2(\rho)} (\psi'' + \frac{1}{r} \psi') \, da_{\Omega_t} - \lim_{\rho \to 0} \int_{S^1(\rho)} \langle \nabla \psi, \xi \rangle \, ds,
$$

(85)

Looking for densities with a nice variation of $A_\gamma(\Omega_t)$, we can consider the solutions of $\psi'' + \frac{1}{r} \psi' = \lambda$ (where $\lambda$ is a constant), which give

$$
\frac{dA_\gamma}{dt} = -2\pi - \lambda A_\gamma(\Omega_t) \quad \text{and}
$$

(83)

But this solution has a singularity at $r = 0$ if $a \neq 0$, so that formula (82) cannot be applied, because it has been obtained using the differentiability of $\psi$ on all $\Omega_t$. For the case where we have a singularity at the origin, we need to distinguish the following situations:

S1) The origin is in the interior of $\Omega_t$, (82) has to be written in the following way:

$$
\frac{dA_\gamma}{dt} = - \int_\gamma k_\gamma \, ds + \int_\gamma \langle \nabla \psi, N \rangle \, ds = -2\pi - \lim_{\rho \to 0} \int_{\Omega_t - B^2(\rho)} \nabla \psi \, da_{\Omega_t} - \lim_{\rho \to 0} \int_{S^1(\rho)} \langle \nabla \psi, \xi \rangle \, ds,
$$

(85)

where $\xi = \nabla r$ is the unit vector field normal to the circle $S^1(\rho)$ of radius $\rho$ pointing into the interior of $\Omega_t - B^2(\rho)$. If $\psi$ is radial, this gives:

$$
\frac{dA_\gamma}{dt} = -2\pi - \lim_{\rho \to 0} \int_{\Omega_t - B^2(\rho)} \left( \psi'' + \frac{1}{r} \psi' \right) \, da_{\Omega_t} - \lim_{\rho \to 0} \int_{S^1(\rho)} \psi' \, ds
$$

$$
= -2\pi - \lim_{\rho \to 0} \int_{\Omega_t - B^2(\rho)} \left( \psi'' + \frac{1}{r} \psi' \right) \, da_{\Omega_t} - \lim_{\rho \to 0} 2\pi \rho \psi' \, (\rho),
$$

(86)

and, when $\psi$ has the form (84),

$$
\frac{dA_\gamma}{dt} = -2\pi - \lambda A_\gamma(\Omega) - 2\pi a.
$$

(87)

S2) The origin is outside $\Omega_t$, then the right formula is (82) and, when $\psi$ has the form (84),

$$
\frac{dA_\gamma}{dt} = -2\pi - \lambda A_\gamma(\Omega).
$$

(88)

Now, let us consider the cases of Theorem 2:

Case (1) $\lambda = 0$, $a = -1$.

In this case $\psi$ has a singularity at the origin. But given any curve contained in $\mathbb{R}^2 - \{0\}$, by Proposition 6 there is a $\psi$-minimal curve (bounding a disk $D$) between the origin and the curve which acts as a barrier, and the boundary of a disc containing the curve acts as another
barrier. Then the evolution of the curve will be in the domain bounded by these two ψ-minimal curves, and the hypotheses of theorems 7 and 3 are satisfied.

If the domain bounded by γ₀ contains the origin, the formula (87) says that the area of the domain Ωₜ is constant, then the flow is defined for all time. By Theorem 3, it must subconverge to a ψ-minimal curve enclosing the same area which, by Proposition 6, is the circle of radius √A/π.

If the domain bounded by γ₀ does not contain the origin, then formula (88) says that the area of the domain Ωₜ decreases at constant velocity 2π, so, by Theorem 7, the flow shrinks to a point in time T = A/(2π).

Case (2) λ > 0, a < −1.

Again ψ has a singularity at the origin. By Proposition 4, the circle of radius r = √−2(a + 1)/λ is the unique circle ψ-minimal curve, and it is an attractor. Therefore, given any curve contained in \( \mathbb{R}^2 - \{0\} \), there is a circle of radius lower than \( r_{min} \) and another of radius bigger than the maximum between \( r_{max} \) and \( \sqrt{-2(a + 1)/\lambda} \), which act as barriers. Then the hypotheses of theorems 7 and 3 are satisfied.

If the domain bounded by γ₀ contains the origin, the barriers indicated in the previous paragraph push γ to the unique circle ψ-minimal curve, then, it cannot go to a point and, by Theorem 3, it must subconverge to a closed ψ-minimal curve, that must be the mentioned circle.

If the domain bounded by γ₀ does not contain the origin, the formula (88) gives a negative upper bound for the speed of the area. Then the flow exists only for finite time and Theorem 7 implies that the limit is a point. By (88) \( T_{max} = \frac{1}{\lambda} \ln \left( 1 + \frac{\lambda \min(A(0), 0)}{2\pi} \right) \). This finishes the proof of Theorem 2.

Let us start with the proof of Theorem 1.

From the general hypothesis of the Theorem and Proposition 4, when ψ is smooth, given any simple closed curve γ₀, there is always a circle bounding a disk that contains γ₀ such that, or it is a ψ-minimal curve, or it shrinks under ψMCF. Then γ moves in a bounded domain, and we can apply theorems 7 and 3. When ψ is not smooth and ψ′(t) < −1/t for \( t \in [0, r_1] \), we have two circles bounding an annulus that contains γ₀, which are ψ-minimal curves, or move up to a ψ-minimal curve and the situation is similar to the smooth case.

Now we study in detail the cases where ψ is smooth.

If \( r_{max} < r_1 \), the maximal time of existence of the flow of γ is bounded by the corresponding time for a circle of radius \( r_{max} + \delta < r_1 \), which moves with speed given by (26). Since ψ′ is continuous on \([0, r_{max} + \delta]\), and \( ψ′(r) + 1/r > 0 \), there is an \( \varepsilon > 0 \) satisfying \( ψ′ + 1/r > \varepsilon \), so that the radius of the circle evolves according to \( \frac{dr}{dt} = -(\frac{1}{r} + ψ) < −\varepsilon \). Then the circle collapses to a point in finite time and, by the avoidance principle, the same happens with γ.

If \( r_{max} \leq r_1 \) and equal to \( r_1 \) at some points of γ, we can use (17) restricted to our situation with \( n = 1 \) and ψ radial to write

\[
\frac{∂r}{∂t} = \Delta r + \frac{\|\nabla r\|^2}{r} - \langle \nabla r, N \rangle^2 ψ' - \frac{1}{r},
\]

(89)

To apply the maximum principle, we take into account that, in a point with maximal r, \( \Delta r \leq 0 \), \( \nabla r = 0 \) and \( N = −\nabla r \), which gives

\[
\frac{∂r}{∂t} \leq −\left( ψ' + \frac{1}{r} \right) \leq 0 \text{ as far as } r \leq r_1.
\]

Since at time \( t = 0 \), \( r \leq r_1 \), by the maximum principle \( r(t) \leq r_1 \) and there are points with \( r < r_1 \). By the strong maximum principle, \( r(t) < r_1 \) for \( t > 0 \), so we can apply the argument of the previous case staring with \( γ(\cdot, t) \).
If \( r_{2k-1} < r < r_{2k+1} \) and \( 0 \notin \Omega_0 \), the curve is inside by the ring bounded by two circles of radius \( r_{2k-1} + \delta \) and \( r_{2k+1} - \delta \) that move to the circle of radius \( r_{2k} \). There is a time such that the area of this ring is as small as we want. By (82), the area enclosed by the curve decreases with finite speed, then the flow of \( \gamma \) exists only for finite time and, by Theorem 7, it collapses to a point.

If \( r_{2k-1} \leq r \leq r_{2k+1} \) where at least one equality is satisfied at some point, we can use (89) and the strong maximum principle as above to conclude that, for \( t > 0 \), \( r_{2k-1} < r < r_{2k+1} \), and we apply the argument of the previous paragraph.

If \( r_1 < r_{\min} \) and \( 0 \in \Omega \), the circle \( r = r_1 \) and a circle of radius \( r > r_{\max} \) act as barriers. So \( \gamma \) cannot collapse to a point and, by Theorem 3, it subconverges to a \( \psi \)-minimal curve.

If \( r_{2k-1} < r < r_{2k+1} \) and \( 0 \in \Omega_0 \), the unique closed simple \( \psi \)-minimal curve contained in this ring is the circle of radius \( r_{2k} \), which gives case iii.1.

If in the last two cases we have “\( \leq \)” instead of “\( < \)” we argue as before using (89) and the strong maximum principle to reduce the situation to the previous one.

If \( \lim_{t \to 0} \psi'(t) = -\infty \) and \( \psi' > -\frac{1}{r} \) for \( r < r_1 \), we cannot assure that a circle of radius \( r > r_1 \) goes to 0 in finite time. Also we cannot assure that \( \gamma \) will move in a region with \( \psi' \) bounded in order to apply theorems 7 and 3. For this reason, we do not consider the situation \( r_{\max} \leq r_1 \) when \( \psi \) has a singularity at the origin and \( \psi' > -\frac{1}{r} \) for \( r \in [0, r_1] \). For the other cases the discussion is exactly the same that for the smooth case.

If \( \lim_{t \to 0} \psi'(t) = -\infty \) and \( \psi' < -\frac{1}{r} \) for \( r < r_1 \), the situation is the same that in the smooth case for curves with \( r_{\min} \geq r_1 \) and this gives case b.ii.3). Cases b.ii.1) and b.ii.2), respectively, by the same arguments that cases ii) and iii.1) in the smooth setting. \( \square \)

5 Appendix: another view to (anti-)Gaussian density

In \( \mathbb{R}^{n+1} \) the (anti)-Gaussian density corresponds to \( \psi(x) = \varepsilon \frac{1}{2} n \mu^2 |x|^2 \), \( \varepsilon = 1 \) anti-Gaussian and \( \varepsilon = -1 \) Gaussian. These flows have two very particular properties which allowed to A. Borisenko and the first author to describe the evolution of a compact convex hypersurface of \( \mathbb{R}^{n+1} \) under these flows. The first particular property is

**Lemma 11.** ([34, 9]) \( F(\cdot, t) \) is a solution of (3) (with \( \psi \) an (anti)-Gaussian density) iff \( \hat{F}(\cdot, \hat{t}) = e^{\varepsilon n \mu^2 \hat{t}} F(\cdot, t(\hat{t})) \) is a solution of

\[
\left\langle \frac{\partial \hat{F}}{\partial \hat{t}}, \hat{N} \right\rangle = \hat{H},
\]

(90)

where \( t(\hat{t}) = \frac{1}{\varepsilon 2 n \mu^2} \ln(1 + \varepsilon 2 n \mu^2 \hat{t}) \). (When \( \varepsilon = -1 \), \( \hat{t} < \frac{1}{2 n \mu^2} \).)

The statement of Lemma 11 given here is that of [9], but it is based on a more general result on the equivalence of flows given by K. Smoczyk in [34]. The other special property is

**Lemma 12.** ([9]) Let \( p_0 \) be a point in \( \mathbb{R}^{n+1} \). Then the motion \( F_t(M) \) of \( F_0(M) \) is the composition of the motion \( F_1(M) \) of \( F_0(M) - p_0 \) by the flow (3) with the translation of vector \( p(t) = e^{-\varepsilon n \mu^2 t} p_0 \), that is \( F_1(x) = e^{-\varepsilon n \mu^2 t} p_0 + F_t(x) \).

Here, we shall use again these properties to study the evolution of a closed embedded curve in the plane \( \mathbb{R}^2 \) under \( \psi \)MCF, with \( \psi \) an (anti)-Gaussian density. We shall prove:

**Theorem 13.** In the plane \( \mathbb{R}^2 \) with (anti)-Gaussian density \( \psi = \varepsilon \frac{1}{2} \mu^2 |x|^2 \), let \( \gamma(\cdot, t) \) be a solution of (3) such that \( \gamma(\cdot, 0) \) is an embedded curve. Let us denote by \( A \) the area of the region bounded by \( \gamma(\cdot, 0) \).
1. If $\varepsilon = 1$, the maximal solution $\gamma(\cdot, t)$ is defined on $S^1 \times [0,T]$, $T = \frac{1}{2\mu^2} \ln(1 + \mu^2 A/\pi)$ and $\lim_{t \to T} \gamma(S^1, t)$ is a round point.

2. If $\varepsilon = -1$:
   (a) If $A < \pi/\mu^2$, the maximal solution $\gamma(\cdot, t)$ is defined on $S^1 \times [0,T]$, $T = -\frac{1}{2\mu^2} \ln(1 - \mu^2 A/\pi)$ and $\lim_{t \to T} \gamma(S^1, t)$ is a round point.
   (b) If $A = \pi/\mu^2$, the maximal solution $\gamma(\cdot, t)$ is defined on $S^1 \times [0,\infty[$, and $\lim_{t \to \infty} \gamma(S^1, t)$ is a circle of radius $1/\mu$ centered at the origin $(0,0) \in \mathbb{R}^2$ or centered at the infinite.
   (c) If $A > \pi/\mu^2$, the maximal solution $\gamma(\cdot, t)$ is defined on $S^1 \times [0,\infty[$, and $\lim_{t \to \infty} \gamma(S^1, t)$ can be a straight line through $(0,0) \in \mathbb{R}^2$ or a curve in the infinite bounding a region in the infinite, or a curve in the infinite bounding the whole space.

**Proof**

Let $A(t)$ (resp. $\tilde{A}(t)$) the area of the domain bounded by the curve $\gamma_t(S^1)$ (resp. $\tilde{\gamma}_t(S^1)$). From the works [20, 21, 22], it is known that the flow $\tilde{\gamma}_t$ of $\gamma_0$ under (90) evolves to a round point when $\hat{t} \to \frac{\hat{A}(0)}{2\pi}$. From the definition of $\tilde{\gamma}$ and $t(\hat{t})$ one has $\hat{\gamma}(\cdot, 0) = \gamma(\cdot, 0)$, then $\tilde{A}(0) = A(0)$.

Using Lemma 11, the evolution of $\gamma$ follows from the evolution of $\tilde{\gamma}$ according to the following cases:

When $\varepsilon = 1$, this gives that $\gamma_t$ is well defined for $t \in [0, 1 \frac{\pi}{2\mu^2} \ln(1 + \mu^2 A(0)/\pi)]$, and the limit of $\gamma_t$ when $t \to 1 \frac{\pi}{2\mu^2} \ln(1 + \mu^2 A(0)/\pi)$ is a round point.

When $\varepsilon = -1$, the bound $\hat{t} < 1 \frac{\pi}{2\mu^2}$ forces us to distinguish three cases:

1) $A(0) < -\pi/\mu^2$. The evolution is like in case $\varepsilon = 1$.

2) $A(0) = -\pi/\mu^2$. The solution $\gamma(\cdot, t)$ is well defined for $t \in [0, \infty[$. When the $\lim_{t \to 1/2\mu^2} \tilde{\gamma}(S^1, \hat{t}) = (0,0)$, we are just in the case $\gamma$ is the normalized motion associated to the mean curvature motion $\tilde{\gamma}$, as described in [24] (see the last section of [9]), then $\lim_{t \to \infty} \gamma(S^1, t)$ is a circle of radius $1/\mu$ centred at $(0,0)$. When $\lim_{t \to 1/2\mu^2} \tilde{\gamma}(S^1, \hat{t}) \neq (0,0)$, the above result combined with Lemma 12 gives that $\lim_{t \to \infty} \gamma(S^1, t)$ is a circle of radius $1/\mu$ and center a point in the infinite.

3) $A(0) = -\pi/\mu^2$. Then $\lim_{t \to 1/2\mu^2} \tilde{\gamma}(S^1, \hat{t}) = : C_{1/2\mu^2}$ is a closed embedded curve (because the flow of $\gamma$ stops before the flow of $\tilde{\gamma}$ finishes). Let $\tilde{\Omega}_{1/2\mu^2}$ be the domain bounded by $\tilde{C}_{1/2\mu^2}$, and $\Omega_t$ the domain bounded by $\gamma(S^1, t)$. There are three possibilities:

3.1 $(0,0) \in C_{1/2\mu^2}$, then $\lim_{t \to \infty} \gamma(S^1, t)$ is a line and $\lim_{t \to \infty} \Omega_t$ is a half space.

3.2 $(0,0) \in \Omega_{1/2\mu^2} - C_{1/2\mu^2}$, then $\lim_{t \to \infty} \gamma(S^1, t)$ is a curve in the infinite and $\lim_{t \to \infty} \Omega_t$ is the whole space $\mathbb{R}^2$.

3.3 $(0,0) \notin \Omega_{1/2\mu^2}$, then $\lim_{t \to \infty} \gamma(S^1, t)$ is a curve in the infinite and $\lim_{t \to \infty} \Omega_t$ is also in the infinite.  

$\square$
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