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ABSTRACT

Distributed storage employs replication to mask failures and improve availability. However, these systems typically exhibit a hard tradeoff between consistency and performance. Ensuring consistency introduces coordination overhead, and as a result the system throughput does not scale with the number of replicas. We present Harmonia, a replicated storage architecture that exploits the capability of new-generation programmable switches to obviate this tradeoff by providing near-linear scalability without sacrificing consistency. To achieve this goal, Harmonia detects read-write conflicts in the network, which enables any replica to serve reads for objects with no pending writes. Harmonia implements this functionality at line rate, thus imposing no performance overhead. We have implemented a prototype of Harmonia on a cluster of commodity servers connected by a Barefoot Tofino switch, and have integrated it with Redis. We demonstrate the generality of our approach by supporting a variety of replication protocols, including primary-backup, chain replication, Viewstamped Replication, and NO Paxos. Experimental results show that Harmonia improves the throughput of these protocols by up to 10× for a replication factor of 10, providing near-linear scalability up to the limit of our testbed.
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1. Introduction

Replication is one of the fundamental tools in the modern distributed storage developer's arsenal. Failures are a regular appearance in large-scale distributed systems, and strongly consistent replication can transparently mask these faults to achieve high system availability. However, it comes with a high performance cost.

One might hope that adding more servers to a replicated system would increase not just its reliability but also its system performance—ideally, providing linear scalability with the number of replicas. The reality is quite the opposite; performance decreases with more replicas, as an expensive replication protocol needs to be run to ensure that all replicas are consistent. Despite much effort to reduce the cost of these protocols, the best case is a system that approaches the performance of a single node [70, 42].

Can we build a strongly consistent replicated system that approaches linear scalability? Write operations inherently need to be applied to all replicas, so more replicas cannot increase the write throughput. However, many real-world workloads are highly skewed towards reads [30, 53]—with read:write ratios as high as 30:1 [9]. A scalable but naive approach is to allow any individual replica to serve a read, permitting the system to achieve near-linear scalability for such workloads. Yet this runs afoul of a fundamental limitation. Individual replicas may lag behind, or run ahead of, the consensus state of the group. Thus, serving reads from any storage replica has the potential to return stale or even uncommitted data, compromising the consistency guarantee of the replicated system. Addressing this at the protocol level requires protocol-specific modifications that invariably involve extra coordination—e.g., an extra phase for each write in CRAQ [69]—leading to substantial performance overhead.

We show that it is possible to circumvent this limitation and simultaneously achieve near-linear scalability and consistency for replicated storage. We do so with Harmonia, a new replicated storage architecture that exploits the capability of new-generation programmable switches. Our key observation is that while individual replicas may constantly diverge from the consensus state, the set of inconsistent data at any given time is small. A storage system may store millions or billions of objects or files. Of these, only the ones that have writes in progress—i.e., the set of objects actively being updated—may be inconsistent. For the others, any replica can safely serve a read. Two features of many storage systems make this an especially powerful observation: (i) read-intensive workloads in real-world deployments [53, 9] mean that fewer objects are written over time, and (ii) emerging in-memory storage systems [56, 5, 4, 71] complete writes faster, reducing the interval of inconsistency.

The challenge in leveraging this insight lies in efficiently detecting which objects are dirty, i.e., have pending updates. Implement-
ing this functionality in a server would make the system be bottlenecked by the server, instead of scaling out with the number of storage replicas. Harmonia demonstrates that this idea can be realized on-path in the network with programmable switches at line rate, with no performance penalties. The core component of Harmonia is a read-write conflict detection module in the switch data plane that monitors all requests to the system and tracks the dirty set. The switch detects whether a read conflicts with pending writes, and if not, the switch sends it directly to one of the replicas. Other requests are executed according to the normal protocol. This design exploits two principal benefits of in-network processing: (i) the central location of the switch on the data path that allows it to monitor traffic to the cluster, and (ii) its capability for line-rate, near-zero overhead processing.

Harmonia is a general approach. It augments existing replication protocols with the ability to serve reads from any replica, and does not sacrifice fault tolerance or strong consistency (i.e., linearizability). As a result, it can be applied to both major classes of replication protocols—primary-backup and quorum-based. We have applied Harmonia to a range of representative protocols, including primary-backup [17], chain replication [70], Viewstamped Replication [54, 45], and NO Paxos [42].

In summary, this paper demonstrates that:• The Harmonia architecture can achieve near-linear scalability with near-zero overhead by moving conflict detection to an in-network component. (§5, §6)
• The Harmonia conflict detection mechanism can be implemented in the data plane of new-generation programmable switches and run at line rate. (§7)
• Many replication protocols can be integrated with Harmonia while maintaining linearizability. (§8)

We implement a Harmonia prototype using a cluster of servers connected by a Barefoot Tofino switch and integrate it with Redis. Our experiments show that Harmonia improves the throughput of the replication protocols by up to 10× for a replication factor of 10, providing near-linear scalability up to the limit of our testbed. We provide a proof of correctness and a model-checked TLA+ specification in a technical report [74]. Of course, the highest possible write throughput is that of one replica, since writes have to be processed by all replicas. This can be achieved by chain replication [70] and NO Paxos [42]. Harmonia fills in the missing piece for reads: it demonstrates how to make reads scalable without sacrificing either write performance or consistency.

2. The Case for Programmable Switches in Database Clusters

Cluster database systems are built using clusters of commodity servers connected via an Ethernet network. They rely on distributed protocols to locate data and ensure its availability—notably, replication protocols like chain replication [70] or Paxos [37] to tolerate failures. As the performance of single-node database systems increases—a result of faster storage technologies and domain-specific accelerators—the relative cost of coordination becomes an increasingly substantial part of the workload.

Traditionally, these systems treat the network merely as a “dumb” transport that conveys packets without regard for their meaning. A recent hardware trend allows rethinking this assumption. Programmable switches expose the high-speed processing power of switch ASICs to new, application-specific protocols. These devices, now commercially available from vendors like Barefoot, Cavium, Mellanox, and Broadcom, can achieve similar performance and cost to their non-programmable counterparts. These offer the capability to (1) parse user-defined headers; (2) reconfigure the packet processing pipeline with custom logic; and (3) maintain state between packets; while still maintaining full line-rate (e.g., 64×100Gbit) throughput.

Harmonia uses a programmable switch to track the state of a replicated database and route requests differently based on whether conflicting operations are present. It can be viewed as a new take on network anycast [57], a network primitive that routes packets to the closest suitable host; Harmonia extends this to operate based on application semantics, namely read/write conflicts, rather than simple proximity. As we demonstrate, the resource requirements imposed on the network device are modest. In this respect, it differs from recent proposals to move storage [36, 35, 26, 25] or query operators [40, 50, 65] themselves to programmable switches. These applications require repurposing nearly all the computational and storage resources on a switch (potentially interfering with existing networking functionality [62]), and yet still face major restrictions caused by resource limits (e.g., limiting storage to 128-byte objects [36, 35]). Harmonia’s lighter-weight approach allows it either to complement such systems or to be deployed in more general cluster scenarios.

3. The Quest for Scalable Replication

Harmonia improves the scalability of replication protocols that provide linearizability [32]. These make it appear as though operations are being executed, one at a time, on a single replica. As we will see, existing protocols impose a performance cost for providing this guarantee.

3.1 Replication Protocols

Many replication protocols can be used to ensure this property. They fall primarily into two classes—primary-backup protocols and quorum-based protocols.

Primary-backup protocols. The primary-backup protocol [17] organizes a system into a primary replica, which is responsible for determining the order and results of operations, and a set of backup replicas that execute operations as directed by the primary. This is typically achieved by having the primary transfer state updates to the replicas after operation execution. At any time, only one primary is in operation. Should it fail, one of the backup replicas is promoted to be the new primary—a task often mediated by an external configuration service [34, 18] or manual intervention. The primary-backup protocol is able to tolerate f node failures with f+1 nodes.

The primary-backup protocol has many variants. Chain replication [70] is a high-throughput variant used in many storage systems [6, 59, 29]. It organizes the replicas into a chain. Writes are sent to the head and propagated to the tail; reads are directly processed by the tail. The system throughput is bounded by a single server—the tail.

Quorum-based protocols. Quorum-based protocols such as Paxos [37, 38] operate by ensuring that each operation is executed at a quorum—typically a majority—of replicas before it is considered successful. While they seem quite different from primary-backup protocols, the conceptual gap is not as wide as it appears in practice. Many Paxos deployments use the Multi-Paxos optimization [38] (or, equivalently, Viewstamped Replication [54] and Raft [55]). One of the replicas runs the first phase of the protocol to elect itself as a stable leader until it fails. It can then run the second phase repeatedly to execute multiple operations and commit to other replicas. System throughput is largely determined by the number of messages that need to be processed by the bottleneck
node, i.e., the leader. A common optimization allows the leader to execute reads without coordinating with the others, by giving the leader a lease. Ultimately, however, the system throughput is limited to that of one server.

3.2 Towards Linear Scalability

The replication protocols above can achieve, at best, the throughput of a single server. They allow reads to be processed by one designated replica—the tail in chain replication or the leader in Multi-Paxos. That single replica then becomes the bottleneck. Read scalability, i.e., making system throughput scale with the number of replicas, requires going further.

Could we achieve read scalability by allowing reads to be processed by any replica, not just a single designated one, without coordination? Unfortunately, naively doing so could violate consistency. Updates cannot be applied instantly across all the replicas, so at any given moment some of the replicas may not be consistent. We categorize the resulting anomalies into two kinds.

Read-ahead anomalies. A read-ahead anomaly occurs when a replica returns a result that has not yet been committed. This might reflect a future state of the system, or show updates that will never complete. Neither is correct. Reading uncommitted data is possible if reads are sent to any replica and a replica answers a read with its latest known state, which may contain data that is not committed. We use chain replication as an example. Specifically, suppose there are three nodes, and the latest update to an object has been propagated to nodes 1 and 2. A read on this object sent to node 3 would still return the old value—which could cause a client to see an update appearing and disappearing depending on which replica it contacts. Simultaneously ensuring read scalability and linearizability thus requires ensuring that clients only read committed data, regardless of which replica they contact.

Read-behind anomalies. One might hope that these anomalies could be avoided by requiring replicas to return the latest known committed value. Unfortunately, this introduces a second class of anomalies, where some replicas may return a stale result that does not reflect the latest updates. This too is a violation of linearizability. Consider a Multi-Paxos deployment, in which replicas only execute an operation once they have been notified by the leader that consensus has been reached for that operation. Suppose that a client submits a write to an object, and consider the instant just after the leader receives the last response in a quorum. It can then execute the operation and respond to the client. However, the other replicas do not know that the operation is successful. If the client then executes a read to one of the other replicas, and it responds—unilaterally—with its latest committed value, the client will not see the effect of its latest write.

Protocols. We classify replication protocols based on the anomalies. We refer to protocols that have each type of anomalies as read-ahead protocols and read-behind protocols, respectively. In this paper, primary-backup and chain replication are read-ahead protocols, and Viewstamped Replication/Multi-Paxos and NOPaxos are read-behind protocols. Note that although the primary-backup system has read-ahead and the quorum systems are read-behind, this is not necessarily true in general; read-ahead quorum protocols are also possible, for example.

4. Harmonia Approach

How, then, can we safely and efficiently achieve read scalability, without sacrificing linearizability? The key is to view the system at the individual object level. At any given time, the majority of objects are quiescent, i.e., have no modifications in progress. These objects will be consistent across all the replicas. In that case, any replica can unilaterally answer a read for the object. While modifications to an object are in progress, reads on the object must follow the full protocol.

Conceptually, Harmonia achieves read scalability by introducing a new component to the system, a request scheduler. The request scheduler monitors requests to the system to detect conflicts between read and write operations. Abstractly, it maintains a table of objects in the system and tracks whether they are contended or uncontended, i.e., the dirty set. When there is no conflict, it directs reads to any replica. The request is flagged so that the replica can respond directly. When conflicts are detected, i.e., a concurrent write is in progress, reads follow the normal protocol.

To allow the request scheduler to detect conflicts, it needs to be able to interpose on all read and write traffic to the system. This means that the request scheduler must be able to achieve very high throughput—implementing the conflict detection in a server would still make the entire system be bottlenecked by the server. Instead, we implement the request scheduler in the network itself, leveraging the capability of programmable switches to run at line rate, imposing no performance penalties.

Conflict detection has been used before to achieve read scalability for certain replicated systems. Specifically, CRAQ provides read scalability for chain replication by tracking contended and uncontended objects at the protocol level. This requires introducing an extra phase to notify replicas when an object is clean vs. dirty. Harmonia’s in-switch conflict detection provides two main benefits. First, it generalizes the approach to support different protocols—as examples, we have used Harmonia with primary-backup, chain replication, Viewstamped Replication, and NOPaxos. Supporting the diverse range of protocols in use today is important because they occupy different points in the design space: latency-optimized vs. throughput-optimized, read-optimized vs. write-optimized, storage overhead vs. performance under failure, etc. CRAQ is specific to chain replication, and it is not clear that it is possible to extend its protocol-level approach to other protocols. Second, Harmonia’s in-switch implementation avoids additional overhead of tracking the dirty set. As we show in Section 10.5, CRAQ is able to achieve read scalability only at the expense of a decrease in write throughput. Harmonia has no such cost.

4.1 Challenges

Translating the basic model of the request scheduler above to a working system implementation presents several technical challenges as follows.

1. How can we expose system state to the request scheduler so that it can implement conflict detection?
2. How do we ensure the switch’s view of which objects are contended matches the system’s reality, even as messages are dropped or reordered by the network? Errors here may cause clients to see invalid results.
3. How do we implement this functionality fully within a switch data plane with limited computational and storage capacity?
4. What modifications are needed to replication protocols to ensure they provide linearizability when integrated with Harmonia?

5. Harmonia Architecture

Harmonia is a new replicated storage architecture that achieves near-linear scalability without sacrificing consistency using in-network conflict detection. This is implemented using an in-switch request scheduler, which is located on the path between the clients
and server nodes. In many enterprise and cloud scenarios where storage servers are located in a dedicated storage rack, this can be conveniently achieved by using the top-of-rack (ToR) switch, as shown in Figure 1. We discuss other options in §7.3.

**Switch.** The switch implements the Harmonia request scheduler. It is responsible for detecting read-write conflicts. It behaves as a standard L2/L3 switch, but provides additional conflict detection functionality for packets with a reserved L4 port. This makes Harmonia fully compatible with normal network functionality.

The read-write conflict detection module identifies whether a read has a conflict with a pending write. It does this by maintaining a sequence number, a dirty set and the last-committed point (§6). We show how to handle requests with this module while guaranteeing consistency (§6), and how to use the register arrays to design a hash table supporting the necessary operations at line rate (§7). Given the switch on-chip memory is limited, the key insight is that the dirty set of writes is small and only the object IDs, instead of the object content, need to be stored.

While the Harmonia switch can be rebooted or replaced and is not a single point of failure of the storage system, there is only a single active Harmonia switch for conflict detection at any time. The replication protocol enforces this invariant by periodically agreeing on which switch to use for each time slice (§6.3).

**Storage servers.** The storage servers store objects and serve requests, using a replication protocol for consistency and fault tolerance. Harmonia requires minimal modifications to the replication protocol (§8). It incorporates a shim layer in each server to translate Harmonia request packets to API calls to the storage system.

**Clients.** Harmonia provides a client library for applications to access the storage system, which provides a similar interface as existing storage systems, e.g., `GET` and `SET` for Redis [5]. The library translates between API calls and Harmonia packets. It exposes two important fields in the packet header to Harmonia switch: the operation type (read or write), and the affected object ID.

### 6. In-Network Conflict Detection

**Key idea.** Harmonia employs a switch as a conflict detector, which tracks the dirty set, i.e., the set of contended objects. While the available switch memory is limited, the set of objects with outstanding writes is small compared to the overall storage size of the system, making this set readily implementable on the switch.

To implement conflict detection, a Harmonia switch tracks three pieces of state: (i) a monotonically-increasing sequence number,\(^2\) which is incremented and inserted into each write, (ii) a dirty set, which additionally tracks the largest sequence number of the outstanding writes to each object, and (iii) the last-committed point, which tracks the sequence number of the latest write committed by the system known to the switch.

The dirty set allows the switch to detect when a read contends with ongoing writes. When they do not, Harmonia can send the read to a single random replica for better performance. Otherwise, these reads are passed unmodified to the underlying replication protocol. The sequence number disambiguates concurrent writes to the same object, permitting the switch to store only one entry per contended object in the dirty set. The last-committed sequence number is used to ensure linearizability in the face of reordered messages, as will be described in §6.2.

We now describe in detail the interface and how it is used. Implementing it in the switch data plane is described in §7. We use the primary-backup protocol as an example in this section, and describe adapting other protocols in §8.

#### 6.1 Basic Request Processing

The Harmonia in-switch request scheduler processes three types of operations: `READ`, `WRITE`, and `WRITE-COMPLETION`. For each replicated system, the switch is initialized with the addresses of the replicas and tracks the three pieces of state described above: the dirty set, the monotonically-increasing sequence number, and the sequence number of the latest committed write. The handling of a single request is outlined in pseudo code in Algorithm 1.

**W.R.** All writes are assigned a sequence number by Harmonia. The objects being written and the assigned sequence numbers are added to the dirty set in the switch (lines 1–4).

**Write completions.** Write completions are sent by the replication protocol once a write is fully committed. If a write is the last outstanding write to the object, the object is removed from the dirty set in the switch. The last-committed sequence number maintained by the switch is then updated (lines 5–8).

---

\(^2\)We use the term sequence number here for simplicity. Sequentiality is not necessary; a strictly increasing timestamp would suffice.
Reads. Reads are routed by the switch, either through the normal replication protocol or to a randomly selected replica, based on whether the object being read is contended or not. The switch checks whether the object ID is in the dirty set. If so, the switch sends the request unmodified, causing it to be processed according to the normal replication protocol; otherwise, the read is sent to a random replica for better performance (lines 9–12). The request is also stamped with the last-committed sequence number on the switch for linearizability, as will be discussed in §6.2.

Example. Figure 2 shows an example workflow. Figure 2(a) and 2(b) show a write operation. The switch adds \( \text{obj}_\text{id}=A \) to the dirty set when it observes the write. It removes the object ID upon the write completion, which can be piggybacked in the write reply, and updates the last-committed sequence number. What is in the dirty set determines how reads are handled. In Figure 2(c), the read is for object \( E \), which has pending writes, so the request is sent to the primary for guaranteeing consistency. On the other hand, in Figure 2(d), object \( C \) is not in the dirty set, so it is sent to the second backup for better performance.

6.2 Handling Network Asynchrony

In an ideal network, where messages are processed in order, only using the dirty set would be sufficient to guarantee consistency. In a real, asynchronous network, just because a read to an object was uncontended when the request passed through the switch does not mean it will still be so when the request arrives at a replica: the message might have been delayed so long that a new write to the same object has been partially processed. Harmonia avoids this using the sequence number and last-committed point.

Write order requirement. The key invariant of the dirty set requires that an object not be removed until all concurrent writes to that object have been completed. Since the Harmonia switch only keeps track of the largest sequence number for each object, Harmonia requires that the replication protocol processes writes only in sequence number order. This is straightforward to implement in a replication protocol, e.g., via tracking the last received sequence number and discarding any out-of-order writes.

Dropped messages. If a WRITE-COMPLETION or forwarded WRITE message is dropped, an object may remain in the dirty set indefinitely. While in principle harmless—it is always safe to consider an uncontented object dirty—it may cause a performance degradation. However, because writes are processed in order, any stray entries in the dirty set can be removed as soon as a WRITE-COMPLETION message with a higher sequence number arrives. These stray objects can be removed by the switch as it processes reads (i.e., by removing the object ID if its sequence number in the dirty set is less than or equal to the last committed sequence number). This removal can also be done periodically.

Last-committed point for linearizability. Harmonia can maintain linearizability, even when the network arbitrarily delays or reordered packets. The switch uses its dirty set to ensure that a single-replica read does not contend with ongoing writes at the time it is processed by the switch. This is not sufficient to entirely eliminate inconsistent reads. However, the last-committed sequence number stamped into the read will provide enough information for the recipient to compute whether or not processing the read locally is safe. In the primary-backup, a write after a read on the same object would have a higher sequence number than the last-committed point carried in the read. As such, a backup can detect the conflict even if the write happens to be executed at the backup before the read arrives, and then send the read to the primary for linearizability. Detailed discussion on adapting protocols is presented in §8.

6.3 Failure Handling

Failure handling is critical to replicated systems. Harmonia would be of limited utility if the switch were a single point of failure. However, because the switch only keeps soft state (i.e., the dirty set, the sequence number and the last-committed point), it can be rebooted or replaced. The Harmonia failure handling protocol restores the ability for the new switch to send requests through the normal case first, and then restores the single-replica read capability, limiting the system downtime to a minimum. As such, the switch is not a single point of failure, and can be safely replaced without sacrificing consistency.

Handling switch failures. When the switch fails, the operator either reboots or replaces it with a backup switch. While the switch only maintains soft state, care must be taken to preserve consistency during the transition. As in prior systems [42, 41], the sequence numbers in Harmonia are augmented with the switch’s unique ID, which is monotonically increasing when assigned to switches, and ordered lexicographically considering the switch’s ID first. This ensures that no two writes have the same sequence number.
before a newly initialized switch can process writes, Harmonia must
guarantee that single-replica reads issued by the previous switch
will not be processed. Otherwise, in read-behind protocols, the
previous switch and a lagging replica could bilaterally process a
read without seeing the results of the latest writes, resulting in
read-behind anomalies. To prevent these anomalies, the replication
protocol periodically agrees to allow single-replica reads from the
current switch for a time period. Before allowing the new switch
to send writes, the replication must agree to refuse single-replica
reads with smaller switch IDs, and either the previous switch’s time
should expire or all replicas should agree to cut it short. This tech-
nique is similar in spirit to the leases used as an optimization to
allows leader-only reads in many protocols. Finally, once the switch
receives its first WRITE-COMPLETION with the new switch ID, both
its last-committed point and dirty set will be up to date, and it can
safely send single-replica reads.

In a multi-rack deployment (§7.3) when the switch is not a ToR
switch, traffic can be directly rerouted to another switch without
waiting for rebooting or replacing the failed switch. In this scenario,
the switch that handles the rerouted traffic becomes the Harmonia
switch for the corresponding replica group. It uses a bigger switch
ID and the aforementioned process to ensure consistency.

Handling server failures. The storage system handles a server fail-
ure based on the replication protocol, and notifies the switch con-
rol plane at the beginning and end of the process. The switch first
removes the failed replica from the replica addresses in the data
plane, so that following requests would not be scheduled to it. Af-
after the failed replica is recovered or a replacement server is added,
the switch adds the corresponding address to the replica addresses,
covering the process to store the objects.

7. Data Plane Design and Implementation

Can the Harmonia approach be supported by a real switch? We
answer this in the affirmative by showing how to implement it for
a programmable switch [15, 14] (e.g., Barefoot’s Tofino [11]), and
evaluate its resource usage.

7.1 Data Plane Design

The in-network conflict detection module is implemented in the
data plane of a modern programmable switch. The sequence num-
ber and last-committed point can be stored in two registers, and the
dirty set can be stored in a hash table implemented with register
arrays. While previous work has shown how to use the register
arrays to store key-value data in a switch [36, 35], our work has two
major differences: (i) the hash table only needs to store object IDs,
instead of both IDs and values; (ii) the hash table needs to support
insertion, search and deletion operations at line rate, instead of only
search. We provide some background on programmable switches,
and then describe the hash table design.

Switch data plane structure. Figure 3 illustrates the basic data
plane structure of a modern programmable switching ASIC. The
packet processing pipeline contains multiple stages, as shown in
Figure 3(a). Packets are processed by the stages one after one.
Match-action tables are the basic element used to process packets.
If two tables have no dependencies, they can be placed in the same
stage, e.g., IPv4 and IPv6 tables in Figure 3(a).

A match-action table contains a list of rules that specifies how
packets are processed, as shown in Figure 3(b). A match in a rule
specifies a header pattern, and the action specifies how the matched
packets should be processed. For example, the first rule in Fig-
ure 3(b) forwards packets to egress port 1 for packets with desti-
nation IP 10.0.0.1. Each stage also contains register arrays that can
be accessed at line rate. Programmable switches allow developers
to define custom packet formats and match-action tables to realize
their own protocols. The example in Figure 3(b) assumes two cus-
tom fields in the packet header, which are op for operation and ID
for object ID. The second and third rules perform read and write
on the register array based on op type, and the index of the register
array is computed by the hash of ID.

Developers use a domain-specific language such as P4 [14] to
write a program for a custom data plane, and then use a compiler to
compile the program to a binary that can be loaded to the switch.
Each stage has resource constraints on the size of match-action ta-
bles (depending on the complexity of matches and actions) and reg-
ister arrays (depending on the length and width).

Multi-stage hash table with register arrays. The switch data
plane provides basic constructs for the conflict detection module.
A register array can be naturally used to store the object IDs. We
can use the hash of an object ID as the index of the register array,
and store the object ID as the value in the register slot. One chal-
gen is to handle hash collisions, as the switch can only perform
a limited, fixed number of operations per stage. Collision resolu-
tion for hash tables is a well-studied problem, and the multi-stage
structure of the switch data plane makes it natural to implement
open addressing techniques to handle collisions. Specifically, we
allocate a register array in each stage and use different hash func-
tions for different stages. In this way, if several objects collide in
one stage, they are less likely to collide in another stage. Figure 4
shows the design.

- Insertion. For a write, the object ID is inserted to the first stage
  with an empty slot for the object (Figure 4(a)). The write is
  dropped if no slot is available.
- Search. For a read, the switch iterates over all stages to see if
  any slot contains the same object ID (Figure 4(b)).
- Deletion. For a write completion, the switch iterates over all
  stages and removes the object ID (Figure 4(c)).

Variable-length object IDs. Many systems use variable-length
IDs, e.g., variable-length keys in key-value stores and file paths in
file systems. Due to switch limitations, Harmonia must use fixed-
length object IDs for conflict detection. However, variable-length
IDs can be accommodated by having the clients store fixed-length hashes of the original ID in the Harmonia packet header; the original ID is sent in the packet payload. Harmonia then uses the fixed-length hashes for conflict detection. Hash collisions may degrade performance but cannot introduce consistency issues; they can only cause Harmonia to believe a key is contended, not vice versa.

**Protocol support.** Harmonia is at application level, and thus is compatible with existing L2-L4 network protocols. The network forwards Harmonia packets as other packets using L2/L3 protocols. Harmonia embeds a Harmonia header inside the L4 (UDP/TCP) payload. The header only carries two fields (i.e., the operation type and the object ID) from clients, and is additionally inserted the sequence number field for writes by the Harmonia switch. Only the Harmonia switch needs to implement conflict detection and request scheduling, which is invoked by a reserved L4 port for Harmonia packets; other switches do not need to understand or implement Harmonia, and simply treat Harmonia packets as normal packets.

UDP is widely used by many key-value stores for low latency [56, 5, 4, 71]. Harmonia supports UDP by embedding the Harmonia header inside the UDP payload. A read request only requires one packet, and a write request may span several packets in order to carry large values for update. To support multi-packet writes, we use two operation types, namely, WFirst and WRest, to distinguish between the first and rest packets of a write. Packets with WFirst are processed as single-packet writes, i.e., causing the object IDs to be added to the dirty set of the switch; those with WRest are directly forwarded. This avoids the object ID to be added to the dirty set by multiple times for the same write.

Some key-value stores use TCP for reliable writes [56, 5, 4, 71]. This can be supported by Harmonia in a similar way as multi-packet UDP writes. The switch forwards the TCP packets (including SYN, FIN, and actual request) based on the normal replication protocol, e.g., to the primary for primary-backup. In the actual request packet, the client embeds the Harmonia header in the TCP payload, so that the Harmonia switch can add the object ID to the dirty set. Similar to multi-packet UDP writes, WFirst and WRest are used for large values that require multiple packets to transmit. Supporting TCP reads is not straightforward because an uncontented read can be forwarded to any replica, which needs to be consistent for all packets of the same read, and whether the read is contended or not cannot be decided when the switch sees the TCP SYN packet. This can be addressed by requiring the TCP SYN packet to also include the Harmonia header in the TCP payload, and using a deterministic hash function based on the packet header to pick replicas for uncontented reads.

### 7.2 Resource Usage

Switch on-chip memory is a limited resource. Will there be enough memory to store the entire dirty set of pending writes? Our key insight is that since the switch only performs conflict detection, it does not need to store actual data, but only the object IDs. This is in contrast to previous designs like NetCache [36] and NetChain [35] that use switch memory for object storage directly. Moreover, while the storage system can store a massive number of objects, the number of writes at any given time is small, implying that the dirty set is far smaller than the storage size.

Suppose we use \( n \) stages and each stage has a register array with \( m \) slots. Let the hash table utilization be \( u \) to account for hash collisions. The switch can support up to \( umn \) writes at a given time. Suppose the duration of each write is \( t \), and the write ratio is \( w \). Then the switch can support \( umn/wt \) writes per second—or a total throughput of \( umn/wt \)—before exhausting memory. As a concrete example, let \( n=3, m=64000, w=50 \%, t=1 \text{ ms} \) and \( w=5 \% \). The switch can support a write throughput of 96 million requests per second (MRPS), and a total throughput of 1.92 billion requests per second (BRPS). Let both the object ID and sequence number be 32 bits. It only consumes 1.5MB memory. Given that a commodity switch has 10–20 stages and a few tens of MB memory [67, 36, 35], this example only conservatively uses a small fraction of switch memory.

In worst cases (e.g., many in-flight writes), the limited switch memory can be full. The switch drops writes when there are no empty slots, and the clients can queue and retry the dropped requests after a timeout. It is critical for the switch to detect these writes to guarantee linearizability. Otherwise, these writes would be sent to servers without being tracked, and reads on the corresponding objects would be sent to any replica, violating linearizability. While dropping writes could limit the throughput, the above back-of-the-envelope calculation shows the switch only needs 1.5MB memory to support 1.92 BRPS, and the evaluation (Figure 13(a)) empirically shows that the switch has sufficient memory to track in-flight writes and the memory is not the system bottleneck.

### 7.3 Deployment Issues

We imagine two possible deployment scenarios for Harmonia. First, it can be easily integrated with clustered storage systems, as shown in Figure 1. All servers are deployed in the same rack, allowing the ToR switch to be the central location that sees all the storage traffic. This is practical to many real-world use cases, including on-premise storage clusters for enterprises and specialized storage clusters in the cloud. It is easy to deploy as it only needs to add Harmonia’s functionality to the ToR switch of the storage rack, and does not need to change other switches.

For cloud-scale storage, replicas may be distributed among many different racks for fault tolerance. Placing the Harmonia scheduler on a ToR switch, which only sees storage traffic to its own rack, does not suffice. Instead, we leverage a network serialization approach [42, 61], where all traffic destined for a replica group is redirected through a designated switch. This solution incurs minimal drawbacks on performance. First, as shown in prior work [42], with careful selection of the switch (e.g., a spine switch in a two-layer leaf-spine network), this need not increase latency. Second,

**Figure 4:** Multi-stage hash table design that supports insertion, search and deletion in the switch data plane.
because different replica groups can use different switches as their request schedulers and the capacity of a switch far exceeds that of a single replica group, this does not reduce throughput. Importantly, the designated switch is not a single point of failure, as a switch failure only affects the replica groups it is responsible for, and the traffic can be directly rerouted to another switch while guaranteeing consistency as described in §6.3.

8. Adapting Replication Protocols

Safely using a replication protocol with Harmonia imposes three responsibilities on the protocol. It must:
1. process writes only in sequence number order;
2. allow single-replica reads only from one active switch at a time;
3. ensure that single-replica reads for uncontended objects still return linearizable results.

Responsibility (1) can be handled trivially by dropping messages that arrive out of order, and responsibility (2) can be implemented in the same manner as leader leases in traditional replication protocols. We therefore focus on responsibility (3) here. How this is handled is different for the two categories of read-ahead and read-behind protocols.

To demonstrate its generality, we apply Harmonia to representative protocols from both classes. We explain the necessary protocol modifications and give a brief argument for correctness. A full proof of correctness and a model-checked TLA+ specification are in a technical report [74].

8.1 Requirements for Linearizability

Let us first specify the requirements that must be satisfied for a Harmonia-adapted protocol to be correct. All write operations are processed by the replication protocol based on the sequence number order. We need only, then, consider the read operations. The following two properties are sufficient for linearizability.
• P1. Visibility. A read operation sees the effects of all write operations that finished before it started.
• P2. Integrity. A read operation will not see the effects of any uncommitted write operation at the time the read finished.

In the context of Harmonia, read operations follow the normal-case replication protocol if they refer to an object in the dirty set, and hence we need only consider the fast-path read operations. For these, P1 can equivalently be stated as follows.
• P1. Visibility. The replication protocol must only send a completion notification for a write to the scheduler if any subsequent single-replica read sent to any replica will reflect the effect of the write operation.

8.2 Read-Ahead Protocols

Both primary-backup and chain replication are read-ahead protocols that cannot have read-behind anomalies, because they only reply to the client once an operation has been executed on all replicas. As a result, they inherently satisfy P1. We adapt them to send a WRITE-COMPLETION notification to the switch at the same time as responding to the client.

However, read-ahead anomalies are possible: reads naively executed at a single replica can reflect uncommitted results. We use the last-committed sequence number provided by the Harmonia switch to prevent this. When a replica receives a fast-path read for object o, it checks that the last-committed sequence number attached to the request is at least as large as the latest write applied to o. If not, it forwards the request to the primary or tail, to be executed using the normal protocol. Otherwise, this implies that all writes to o processed by the replica were committed at the time the read was handled by the switch, satisfying P2.

8.3 Read-Behind Protocols

We have applied Harmonia to two quorum protocols: Viewstamped Replication [54, 45], a leader-based consensus protocol equivalent to Multi-Paxos [38] or Raft [55], and NOPaxos [42], a network-aware, single-phase consensus protocol. Both are read-behind protocols. Because replicas in these protocols only execute operations once they have been committed, P2 is trivially satisfied.

Furthermore, because the last committed point in the Harmonia switch is greater than or equal to the sequence numbers of all writes removed from its dirty set, replicas can ensure visibility (P1) by rejecting (and sending to the leader for processing through the normal protocol) all fast-path reads whose last committed points are larger than that of the last locally committed and executed write. In read-behind protocols, WRITE-COMPLETIONS can be sent along with the response to the client. However, in order to reduce the number of rejected fast-path reads, we delay WRITE-COMPLETIONS until the write has likely been executed on all replicas.

Viewstamped replication. For Viewstamped Replication, we add an additional phase to operation processing that ensures a quorum of replicas have committed and executed the operation. Concurrently with responding to the client, the VR leader sends a COMMIT message to the other replicas. Our additional phase calls for the replicas to respond with a COMMIT-ACK message. Only once the leader receives a quorum of COMMIT-ACK messages for an operation with sequence number n does it send a (WRITE-COMPLETION, object_id, n) notification.

NOPaxos. NOPaxos [42] uses an in-network sequencer to enable a single-round, coordination-free consensus protocol. It is a natural fit for Harmonia, as both the sequencer and Harmonia’s request scheduler can be deployed in the same switch. Although the replicas do not coordinate while handling operations, they already run a periodic synchronization protocol to ensure that they have executed a common, consistent prefix of the log [43] that serves the same purpose as the additional phase in VR. The only Harmonia modification needed is for the leader, upon completion of a synchronization, to send (WRITE-COMPLETION, object_id, commit) messages for all affected objects.

9. Implementation

We have implemented a Harmonia prototype and integrated it with Redis [5]. The switch data plane is implemented in P4 [14] and is compiled to Barefoot Tofino ASIC [11] with Barefoot P4 Studio [10]. There are multiple programmable switching chips, such as Barefoot Tofino [11], Broadcom Trident 3 & 4 [1], Cavium XPlant [20] and NetFPGA SUME [75]. We choose Barefoot Tofino for the prototype because it is publicly available and compatible with P4, provides comparable performance as Broadcom Trident 3 & 4, and is faster than NPU-based Cavium XPlant and FPGA-based NetFPGA SUME. We use 32-bit object IDs, and use 3 stages for the hash table. Each stage provides 64K slots to store the object IDs, resulting in a total of 192K slots for the hash table.

The shim layer in the storage servers is implemented in C++. It communicates with clients using Harmonia packets, and uses hredis [2], which is the official C library of Redis [5], to read from and write to Redis. In addition to translate between Harmonia packets and Redis operations, the shim layers in the servers also communicate with each other to implement replication protocols. We have integrated Harmonia with multiple representative replication protocols (§10.5). We use the pipeline feature of Redis to batch

3These messages can be piggybacked on the next PREPARE and PREPARE-OK messages, eliminating overhead.
requests to Redis. Because Redis is single-threaded, we run eight Redis processes on each server to maximize per-server throughput. Our prototype achieves about 0.92 MQPS for reads and 0.8 MQPS for writes on a single server. The client library is implemented in C with Intel DPDK [3]. It generates requests to the storage system, and measures the system throughput and latency.

10. Evaluation

We show experimentally that Harmonia provides significant throughput improvements for read-mostly workloads, in combination with a variety of replication protocols, storage backends, workload parameters, and deployment scenarios.

Testbed. Our experiments are conducted on a testbed consisting of twelve server machines connected by a 6.5 Tbps Barefoot Tofino switch. Each server is equipped with an 8-core CPU (Intel Xeon E5-2620 @ 2.1GHz), 64 GB total memory, and one 40G NIC (Intel XL710). The server OS is Ubuntu 16.04.3 LTS. Ten storage servers run Redis v4.0.6 [5] as the storage backend; two generate client load using a DPDK-based workload generator.

Comparison. Redis is a widely-used open-source in-memory storage system. However, Redis does not provide native support for replication, only a cluster mode with weak consistency. We use a shim layer to implement several representative replication protocols, including primary-backup (PB) [17], chain replication (CR) [70], CRAQ [69] (a version of chain replication that makes reads more scalable at the cost of more expensive writes), View-stamped Replication (VR) [54] and NO Paxos [42]. As described in §9, we run eight Redis processes on each server to maximize per-server throughput. The shim layer batches requests to Redis; the baseline (unreplicated) performance for one server is 0.92 MQPS for reads and 0.8 MQPS for writes.

We compare system performance with and without Harmonia for each protocol. Due to space constraints, we show the results of CR, a high-throughput variant of PB, in most figures; §10.5 compares performance across all protocols, demonstrating generality.

Workload. By default, we use three replicas and a workload of 5% write ratio based on YCSB [23] with uniform distribution on one million objects with 32-bit IDs and 128-bit values. The 5% write ratio is similar to that in real-world storage systems [53, 9], previous studies [47], and standard benchmarks like YCSB [23]. Harmonia supports atomic read-modify-write operations. The switch adds the object IDs to the dirty set when it receives the requests and removes the IDs when it receives the replies to ensure linearizability. In the experiments, we vary the parameters (write ratio, value size, dataset size, number of in-flight writes, storage system latency, number of replicas, and switch memory size), the storage architecture (Redis [5], MongoDB [48] and MySQL [51]), and the benchmark (YCSB [23], Epinions [28] and Voter [68]).

10.1 Latency vs. Throughput

We first conduct a basic throughput and latency experiment. The client generates requests to three replicas, and measures the average latency at different throughput levels.

Figure 5(a) shows the relationship between throughput and latency under a read-only workload. Since CR only uses the tail node to handle read requests, the throughput is bounded by that of one server. In comparison, since Harmonia uses the switch to detect read-write conflicts, it is able to fully utilize the capacity of all the three replicas when there are no conflicts. The read latency is a few hundred microseconds at low load, and increases as throughput goes up. For write-only workloads (Figure 5(b)), CR and Harmonia have identical performance, as Harmonia simply passes writes to the normal protocol.

To evaluate mixed workloads, the client fixes its rate of generating write requests, and measures the maximum read throughput that can be handled by the replicas. Figure 6(a) shows the read throughput as a function of write rate. Since CR can only leverage the capacity of the tail node, its read throughput is no more than that of one storage server, even when the write throughput is small. On the other hand, Harmonia can utilize all three replicas to handle reads when the write throughput is small. At low write rate, Harmonia improves the throughput by 3× over CR. At high write rate, both systems have similar throughput as Harmonia and CR process write requests in the same way. Figure 6(b) evaluates the performance for mixed workloads from another angle. The client fixes the ratio of writes and measures the saturated throughput. The figure shows the total throughput as a function of write ratio. Again, the throughput of CR is bounded by the tail node, while Harmonia can leverage all replicas to process reads. Similar to Figure 6(a), when the write ratio is high, Harmonia has little benefit as they process writes in the same way.

Figure 7 evaluates the impact of value size and dataset size. The throughput of both Harmonia and CR decreases with larger value
size, as the servers spend more time on processing larger values. Because Harmonia only stores object IDs, instead of object values, in the switch, the value size does not affect Harmonia's ability to detect conflicts, and Harmonia outperforms CR regardless of the value size. Harmonia also outperforms CR under different dataset sizes, and the throughput of both systems is not affected by the dataset size in the evaluated range from 1 million to 100 million objects, because the servers in the testbed have sufficient memory to store all objects.

Besides Redis, our prototype also supports MongoDB [48] and MySQL [51] as storage engines. Figure 8(a) shows their throughput. The throughput of Harmonia is normalized to that of CR in each storage architecture to depict the improvement. The result demonstrates that Harmonia is a general approach that can be applied to different storage architectures. Figure 8(b) shows the normalized throughput under different benchmarks. Harmonia's performance depends on the read/write ratio of the workload: it provides a substantial performance improvement on the read-mostly (95% read) YCSB workload [23] and a modest one on the mixed (50%) Epinions [28] benchmark. Voter [68], a 100% write benchmark, is an example of a workload that Harmonia will not benefit, though neither does it impose a performance penalty.

10.2 Scalability

Harmonia offers near-linear read scalability for read-intensive workloads. We demonstrate this by varying the number of replicas and measuring system throughput in several representative cases. The scale is limited by the size of our twelve-server testbed: we can use up to ten servers as replicas, and two servers as clients to generate requests. Our high-performance client implementation written in C and DPDK is able to saturate ten replicas with two clients.

Harmonia offers dramatic improvements on read-only workloads (Figure 9(a)). For CR, increasing the number of replicas does not change the overall throughput, because it only uses the tail to handle reads. In contrast, Harmonia is able to utilize the other replicas to serve reads, causing throughput to increase linearly with the number of replicas. Harmonia improves the throughput by 10× with a replication factor of 10, limited by the testbed size. It can scale out until the switch is saturated. Multiple switches can be used for multiple replica groups to further scale out (§7.3). On write-only workloads (Figure 9(b)), Harmonia has no benefit regardless of the number of replicas because Harmonia uses the underlying replication protocol for writes. For CR, the throughput stays the same as more replicas are added since CR uses a chain to propagate writes.

Figure 9(c) considers throughput scalability under a mixed read-write workload with a write ratio of 5%. Again, CR does not scale with the number of replicas. In comparison, the throughput of Harmonia increases nearly linearly with the number of replicas. Under a read-intensive workload, Harmonia can efficiently utilize the remaining capacity on the other nodes. The total throughput here is smaller than that for read-only requests (Figure 9(a)), because handling writes is more expensive than handling reads and the tail node becomes the bottleneck as the number of replicas goes up to 10. Figure 9(d), Figure 9(e) and Figure 9(f) show the throughput scalability under 10%, 15% and 20% writes, respectively. Similarly, the throughput of Harmonia keeps increasing with more replicas, while that of CR does not scale. The throughput improvement is smaller with higher write ratio, because Harmonia uses in-network conflict detection to achieve read scalability, and does not change how the system handles writes.

In addition to single-rack deployments, we also consider the multi-rack deployment shown in Figure 10. This uses a different testbed consisting of four racks, each containing four servers (Xeon Silver 4114 at 2.2 GHz); up to three racks are used for Redis servers and the fourth for clients. Each rack has a single top-of-rack switch, and the racks are interconnected via 100 GBE links to two aggregation switches. We use one of the aggregation switches as the Harmonia switch, using a Tofino-based Arista 7170-64C; the other switches are Arista 7060CX-32 models, based on the (non-programmable) Broadcom Tomahawk chipset.

Figure 11(a) shows that Harmonia continues to provide scalability benefits as the number of racks increase. The tradeoff is that all traffic from clients to replicas must pass through the single Har-
10.3 Comparison with In-Switch Storage

Two recent systems, NetCache [36] and NetChain [35], also use programmable switches, but in a different way: they store application data directly in the switch. These systems are able to achieve dramatically higher performance – as high as 4 billion operations per second (Figure 12(a)) – but subject to severe workload restrictions. As a result, they are designed for specific scenarios rather than the generic replicated storage that Harmonia targets: NetCache caches a small number of objects to alleviate hotspots and improve load balancing of a larger storage system, and NetChain provides replicated storage for a limited set of small objects, targeting configuration services and similar workloads.

Specifically, Figure 12(b) summarizes the supported workloads for these systems as compared to Harmonia. Both NetCache and NetChain are limited to values less than 128 bytes; most database workloads do not meet this constraint. On our workload, NetChain is forced to fall back to the much slower switch control processor, as it is limited to 64K objects (though for smaller workloads, it can achieve up to 2 billion QPS). NetCache integrates with a storage system that can handle larger datasets, but the cache itself can only hold a similar amount of data. These limitations are fundamental: on-die memory capacity and parse depth are major limiting factors in switch ASIC performance [15]. Harmonia avoids these limitations by storing only metadata in the switch.

10.4 Switch Resource Usage and Overhead

Harmonia uses switch memory sparingly, as it only tracks metadata (object IDs and sequence numbers). In addition to the analytical evaluation (§7.2), we provide an empirical one by varying the size of the Harmonia switch’s hash table, and measuring the total throughput of three replicas. Here, we use a write ratio of 5% and both uniform and skewed (zipf-0.9) request distributions across one million keys. As shown in Figure 13(a), Harmonia only requires about 2000 hash table slots to track all outstanding writes. Below this point, skewed workloads are more heavily affected by memory constraints: a hot object would always occupy a slot in the hash table, making the switch drop writes to other objects that collide on this slot, thus limiting throughput.

With 32-bit object IDs and 32-bit sequence numbers, 2000 slots only consume 16 KB memory. Given that commodity switches have tens of MB on-chip memory [67, 36, 35], the memory used by Harmonia only accounts for a tiny fraction of the total memory, e.g., only 1.6% (0.8%) for 10 MB (20 MB) memory. This result roughly matches the back-of-envelope calculations in §7.2, with differences coming from table utilization, write duration and total throughput. Thus, Harmonia can be added to the switch and co-exist with other modules without significant resource consumption. It also allows Harmonia to scale out to multiple replica groups with one switch, as one group only consumes little memory. This is especially important if Harmonia is deployed in a spine switch to support many replica groups across different racks.

Figure 13(b) shows the impact of in-flight writes. Here, we manually insert object IDs into the switch dirty set, representing in-flight writes and measure read throughput using a uniform access distribution. The throughput decreases with more in-flight writes, as contended reads can only be sent to the tail. This effect is smaller with larger dataset size, as the contended objects become a smaller subset of the total objects. One way this scenario might arise is if the backing store is slower (e.g., disk-based), causing writes to remain in flight longer. Figure 13(c) evaluates this effect more directly by adding extra latency to query processing to Redis. While the throughput decreases with longer storage latency, Harmonia still provides significant throughput improvements.

Figure 13(d) evaluates the switch packet processing overhead. It compares the latency and throughput of a Redis client and server, connected by either a direct link, a conventional switch, and a Harmonia switch. There is no significant difference, as the switch only incurs microsecond-level delay.

10.5 Generality

We show that Harmonia is a general approach by applying it to a variety of replication protocols. For each protocol, we examine throughput for a three-replica storage system with and without Harmonia. Figure 14 shows the read throughput as a function of write rate for different protocols. Figure 14(a) shows the results for two primary-backup protocols, PB and CR. Both PB and CR are limited by the performance of one server. Harmonia makes use of all three
replicas to handle reads, and provides significantly higher throughput than PB and CR. CR is able to achieve higher write throughput than PB, as it uses a chain structure to propagate writes.

CRAQ, a modified version of CR, obtains higher read throughput than CR, as shown in Figure 14(a). This is because CRAQ allows reads to be sent to any replica (reads to dirty objects are forwarded to the tail). However, CRAQ adds an additional phase to write operations (first marking objects as dirty then committing the write). As a result, CRAQ’s write throughput is much lower—hence the steeper curve. Harmonia (CR), which applies in-network conflict detection to CR, performs much better than CRAQ, achieving the same level of read scalability without degrading the performance of writes. Figure 14(b) shows the results for quorum-based protocols VR and NOPaxos. For faithful comparison, we use the original implementation of NOPaxos, including the middlebox-based sequencer prototype, which runs on a Cavium Octeon II network processor. We integrate Harmonia with these, rather than the Tofino switch and Redis-based backend. As a result, the absolute numbers in Figures 14(a) and 14(b) are incomparable. The trends, however, are the same. Harmonia significantly improves throughput for VR and NOPaxos.

10.6 Performance Under Failures

Finally, we show how Harmonia handles failures. To simulate a failure, we first manually stop and then reactivate the switch. Harmonia uses the mechanism described in §6.3 to correctly recover from the failure. Figure 15 shows the throughput during this period of failure and recovery. At time 20 s, we let the switch stop forwarding any packets, and the throughput drops to zero. We wait for a few seconds and then reactivate the switch to forward packets. Upon reactivation, the switch retains none of its former state and uses a new switch ID. The servers are notified with the new switch ID and agree to drop single-replica reads from the old switch. In the beginning, the switch forwards reads to the tail node and writes to the head node. During this time, the system throughput is the same as without Harmonia. After the first WRITE-COMPLETION with the new switch ID passes the switch, the switch has the up-to-date dirty set and last-committed point. At this time, the switch starts scheduling single-replica reads to the servers, and the system throughput is fully restored. Because the servers complete requests quickly, the transition time is minimal, and we can see that the system throughput returns to pre-failure levels within a few seconds.

11. Related Work

Replication protocols. Replication protocols are widely used by storage systems to achieve strong consistency and fault tolerance [33, 52, 66, 46, 58, 31, 7, 30, 22, 27, 8, 72, 12, 49, 19]. The primary-backup protocol [17] and its variations like chain replication [70] and CRAQ [69] assign replicas with different roles, and require operations to be executed by the replicas in a certain order. Quorum-based protocols [37, 63, 55, 54, 13] only require an operation to be executed at a quorum, instead of all replicas. While they do not distinguish the roles of replicas, they often employ an optimization that first elects a leader and then uses the leader to commit operations to other nodes. Vertical Paxos [39] proposes to incorporate these two classes of protocols into a single framework, by dividing a replication protocol into a steady state protocol and a reconfiguration protocol. CRAQ [69] is most similar in spirit to our work. It adapts chain replication to allow any replica to answer reads for uncontended objects by adding a second phase to the write protocol: objects are first marked dirty, then updated. Harmonia achieves the same goal without the write overhead by in-network conflict detection, and supports more general replication protocols.

Query scheduling. A related approach is taken in a line of database replication systems that achieve consistent transaction processing atop multiple databases, such as C-JDBC [21], FAS [64], and Ganymed [60]. These systems use a query scheduler to orchestrate queries among replicas with different states. The necessary logic is more complex for database transactions (and sometimes necessitates weaker isolation levels). Other systems, e.g., Breitbart et al. [16], use specific tree topologies to propagate updates lazily while maintaining serializability, a conceptually similar approach to chain replication. Harmonia provides a near-zero-overhead scheduler implementation for replication using the network. Query processing also needs to be scheduled, and prior work has extended query planners to take into account network-level state. Xiong et al. [73] adapt a query planner to take into account available bandwidth and use traffic prioritization and bandwidth reservation to differentiate users. NetStore [24] selects the least congested path for transactions and caches data away from congested links.

In-network computing. The emerging programmable switches introduce new opportunities to move computation into the network. NetCache [36] and IncBricks [47] use in-network caching to improve the load balancing of key-value stores. NetChain [35] builds an in-network key-value store for coordination services. In each of these cases, because data is stored in switches themselves, both object size and dataset size are limited by the switch memory (Figure 12). SwitchKV [44] leverages programmable switches to realize content-based routing for load balancing in key-value stores. Eris [41] exploits programmable switches to realize concurrency control for distributed transactions. NetPaxos [26, 25] implements Paxos on switches. SpecPaxos [61] and NOPaxos [42] use switches to order messages to improve replication protocols. With NetPaxos, SpecPaxos and NOPaxos, reads still need to be executed by a quorum, or by a leader if the leader-based optimization is used. Harmonia improves these solutions by allowing reads not in the dirty set to be executed by any replica.

12. Conclusion

Harmonia is a new replicated storage architecture that achieves near-linear scalability and guarantees linearizability with in-network conflict detection. Harmonia leverages new-generation programmable switches to efficiently track the dirty set and detect read-write conflicts in the network data plane. Such a powerful capability enables Harmonia to safely schedule reads to the replicas without sacrificing consistency. Harmonia demonstrates that rethinking the division of labor between the network and end hosts makes it possible to achieve performance properties beyond the grasp of distributed systems alone.
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