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Abstract
In this paper, a biquaternion beamspace, constructed by projecting the original data of an electromagnetic vector-sensor array into a subspace of a lower dimension via a quaternion transformation matrix, is first proposed. To estimate the direction and polarization angles of sources, biquaternion beamspace multiple signal classification (BB-MUSIC) estimators are then formulated. The analytical results show that the biquaternion beamspaces offer us some additional degrees of freedom to simultaneously achieve three goals. One is to save the memory spaces for storing the data covariance matrix and reduce the computation efforts of the eigen-decomposition. Another is to decouple the estimations of the sources’ polarization parameters from those of their direction angles. The other is to blindly whiten the coherent noise of the six constituent antennas in each vector-sensor. It is also shown that the existing biquaternion multiple signal classification (BQ-MUSIC) estimator is a specific case of our BB-MUSIC ones. The simulation results verify the correctness and effectiveness of the analytical ones.
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1 Introduction
An electromagnetic (EM) vector-sensor, which consists of six spatially collocated antennas, measures the complete electric and magnetic fields induced by EM signals [1]. Except for spatially and temporally sampling the incident EM source signals as done by a scalar-sensor array [2, 3], an EM vector-sensor array can also record the source direction information by the signal responses of the six constituent antennas in each vector-sensor (see the V(θk, φk) item in (2)). Moreover, an EM vector-sensor array-manifold is also sensitive to incident wavefields’ polarization states [4–6], which is useful in applications, for example remote sensing [7]. It has been understood that an EM vector-sensor array can record more source information than the scalar-sensor one. However, its signal processing techniques are also more complex than the scalar-sensor ones for at least two reasons. One is that the number of antennas in a vector-sensor array is six times more than that in a scalar-sensor array with the same array aperture. It means that more computation efforts and memory spaces are required for vector-sensor array signal processing. Another is that a computation prohibitive four-dimensional (4D) search over the direction and polarization parameters is required [5], when the traditional multiple signal classification (MUSIC) algorithm for scalar-sensor array processing [2, 3] is directly extended to the vector one. Thus, it is strongly desirable to find some fast and computation effective techniques for vector-sensor array signal processing.

To achieve a significant reduction in computation time, many efforts have been made. For example, the beamspace approaches have been proposed in [8–10] for a scalar-sensor array processing case, in which the original sensor data are projected into a subspace of a lower dimension (i.e., the beamspace) to reduce the data size. In the vector-sensor case, Wong and Zoltowski in [5] projected the array data into a spatio-polarizational beamspace to decouple the polarization estimation from the direction finding. With their techniques, only a 2D search is needed.
for estimating the sources’ direction angles before their polarization parameters are estimated.

However, their beamspace for each source has to be designed separately to decouple the polarization estimation from direction finding.

Then a promising alternative for reducing the computation costs of the vector-sensor array processing is the use of the quaternion and biquaternion algebra. Miron et al. in [11] proposed a quaternion MUSIC (Q-MUSIC) estimator for two-component vector-sensor array processing. Zhang et al. in [12] improved the performance of the Q-MUSIC estimator for colored noise, but only for a two-component vector-sensor array. Miron’s research was later extended to a three-component vector-sensor array via the biquaternion algebra [13, 14], where a biquaternion version MUSIC (BQ-MUSIC) estimator was introduced. Gong et al. in [15] improved its robustness to colored noise by diagonalizing the biquaternion covariance matrix. Using the calculation rules of the quaternion and biquaternion algebras, the computation efforts and memory spaces of their covariance matrix are significantly reduced. To handle a six-component EM vector-sensor array, Gong et al. in [16] proposed a quad-quaternion MUSIC (QQ-MUSIC) estimator. Although it was shown in [13] by Monte Carlo simulations that the BQ-MUSIC estimator was robust to the coherent corrupting noise and polarization errors, it was kept unknown what kind of reasons were for the robustness. Furthermore, the BQ-MUSIC was suitable for the direction finding of sources with known polarization parameters. Unfortunately, both the sources’ directions and polarization angles are normally unknown in applications. The QQ-MUSIC estimator in [16] cannot also be used to estimate the polarization angles of the sources. The geometric algebra model (G-MODEL) of an EM vector-sensor array is given in [17]. It is, however, kept unknown how to use it for array processing applications. On the other hand, The biquaternion Capon beamformer was proposed in [18] and [19], but they cannot estimate the polarization angles of a source.

In this paper, the techniques of projecting the output data of an electromagnetic vector-sensor array into a biquaternion beamspace via a quaternion beamformer (or a quaternion transformation matrix) are first proposed. The general form of the biquaternion beamspace multiple signal classification (BB-MUSIC) estimator is formulated by using the eigen-decomposition (EVD) of the biquaternion matrix [13, 20]. In our biquaternion beamspace, it is found that the quaternion transformation matrix offers us some additional degrees of freedom to handle the direction finding and polarization estimation. Using these degrees of freedom, we achieve the foregoing three goals as follows. First of all, we report two notable properties of a set of quaternion transformation matrices. One is to save the memory spaces for storing the data covariance matrix to 4/9 of the traditional cases, and reduce the multiplications of the eigen-decomposition of the data covariance matrix from $O((6M)^3)$ to $O((4M)^3)$ for an array of $M$ vector-sensors.

Another is to blindly whiten the noise coherence of the selective or magnetic components of each vector-sensor in an array which cannot be done by the methods in the literature.

After that, two types of the quaternion transformation matrices are analytically chosen to conduct two enhanced versions of the BB-MUSIC estimator. Such two estimators are capable of decoupling the estimations of polarization parameters from those of the direction angles. One of the proposed BB-MUSIC estimators, termed as DOA-BB-MUSIC, is able to estimate the direction angles of the sources without any polarization information of them. However, theoretical analyses also indicate that the DOA-BB-MUSIC estimator cannot estimate the polarization parameters either. Then another version of the enhanced BB-MUSIC estimator, nominated as DOA-PPBB-MUSIC estimator, is presented to fulfill both the direction and polarization angle. The DOA-P-BB-MUSIC estimator requires a 2D search to find the direction angles first. After that the polarization parameters are obtained by another 2D search or finding the optimal solutions of the formulated linear equations. However, the above-mentioned estimators can only naturally whiten the noise coherence of the electric or magnetic components of each vector-sensor in an array. To construct a biquaternion beamspace, which can be used to blindly whiten all of the noise coherence of the electric and magnetic components of each vector-sensor in an array, an optimal problem with a solution is given. Based on such a constructed biquaternion beamspace, an enhanced DOA-PBB-MUSIC estimator, nominated as DOA-PB-BB-MUSIC estimator, is then proposed for the direction findings and polarization estimations. The performances of the proposed estimators are tested by simulations, which confirm the correctness and effectiveness of our theoretical analyses.

Besides, the analytical results of the quaternion transformation matrix also show that the BQ-MUSIC in [13] can be considered as a special case of our BB-MUSIC estimator. Using the biquaternion beamspace theory presented herein, the reasons why the BQ-MUSIC estimator in [13] is robust to coherent noise and polarization errors are analytically presented by comparing the covariance of the complex and biquaternion algorithms.

The rest of the paper is organized as follows. In Section 2, the biquaternion beamspace and its measurement model are given by applying a quaternion transformation matrix to the traditional long vector model. Then in Section 3, the general form of our BB-MUSIC estimator is derived, the techniques to de-correlate the
noise coherence are presented. In Section 4, two extended versions of BB-MUSIC estimator focusing on decoupling the polarization estimation from the direction finding are presented. The construction method of the biquaternion transformation matrix is introduced in Section 5. Simulation and comparison results with other estimators are reported in Section 6. Section 7 concludes this work.

2 Biquaternion beamspace and its measurement model

Similar to [13], we will use \( \mathbb{R} \), \( \mathbb{C} \), \( \mathbb{H} \), and \( \mathbb{H}_C \) to denote the sets of real numbers, complex numbers, quaternions, and biquaternions, respectively.

2.1 The long vector model

Suppose that the completely polarized plane waves from \( K \) narrow-band sources, traveling through a nonconductive homogenous isotropic medium, are impinging on an array of \( M (M \geq K) \) identically oriented electromagnetic vector-sensors locating irregularly in a 3D region. Let the azimuth and elevation angles of the \( k \)th source be \( \phi_k \) and \( \theta_k \), respectively. Thus, \( \phi_k \in [0, 2\pi) \) and \( \theta_k \in [\frac{-\pi}{2}, \frac{\pi}{2}] \). The spatial phase factor for the \( k \)th source to the \( l \)th vector-sensor centered at location \((x_l, y_l, z_l)\) can be written as

\[
q_l(\theta_k, \phi_k) = e^{j\frac{2\pi}{\lambda}}(x_l \sin \theta_k \cos \phi_k + y_l \sin \theta_k \sin \phi_k + z_l \sin \phi_k) \tag{1}
\]

where \( \lambda \) is the length of the electromagnetic wave and \( j \) is the imaginary unit of a complex number\(^1\).

The spatial response, in matrix notation, of the signal from the \( k \)th source to the \( l \)th vector-sensor can be expressed by [4–6]

\[
g_l(\theta_k, \phi_k, \gamma_k, \eta_k) = \begin{bmatrix}
-\sin \phi_k & \cos \phi_k & \cos \theta_k \\
\cos \phi_k & \sin \phi_k & \sin \theta_k \\
0 & -\sin \theta_k & \sin \phi_k \\
-\sin \phi_k & \cos \phi_k & \cos \theta_k \\
\sin \phi_k & 0 & \sin \phi_k \\
V(\theta_k, \phi_k) & 0 & \sin \phi_k e^{j\eta_k} & \end{bmatrix} \begin{bmatrix}
\cos \gamma_k \\
\sin \gamma_k e^{j\eta_k} \\
P(\gamma_k, \eta_k)
\end{bmatrix} \tag{2}
\]

and \( \eta \in [-\pi, \pi] \) are, respectively, the auxiliary polarization and phase difference angles of the \( k \)th source.

For the general case of \( K \) narrow-band sources impinging on the array, the six-component vector measurements of the \( l \)th vector-sensor is given by [4]

\[
Y_l(t) = \begin{bmatrix} e_l(t) \\ h_l(t) \end{bmatrix} = \sum_{k=1}^{K} g_l(\theta_k, \phi_k, \gamma_k, \eta_k)S_k(t) + N_l(t) \tag{3}
\]

where \( e_l(t) = [e_{lx}(t) \ e_{ly}(t) \ e_{lz}(t)]^T \) and \( h_l(t) = [h_{lx}(t) \ h_{ly}(t) \ h_{lz}(t)]^T (\cdot)^T \) denoting the vector transpose are, respectively, the three-component electric-field and magnetic-field measurement vectors of the \( l \)th vector-sensor, \( N_l(t) \) is the additive complex noise, and \( S_k(t) \) is the complex envelope (including amplitude and phase [4]) of the \( k \)th source, i.e.,

\[
S_k(t) = |S_k(t)| e^{j\psi_k} \tag{4}
\]

where \( | \cdot | \) is the amplitude of a complex number and \( \psi_k \) is the \( k \)th source’s random carrier phase.

Let \( Y(t), S(t), \) and \( N(t) \) be the column vectors describing the entire array’s received signals, source incident signals, and noise, respectively, i.e.,

\[
Y(t) = \begin{bmatrix} Y_1^T(t) \\ Y_2^T(t) \\ \vdots \\ Y_M^T(t) \end{bmatrix}^T
\]

\[
S(t) = \begin{bmatrix} S_1^T(t) \\ S_2^T(t) \\ \vdots \\ S_M^T(t) \end{bmatrix}^T
\]

\[
N(t) = \begin{bmatrix} N_1^T(t) \\ N_2^T(t) \\ \vdots \\ N_M^T(t) \end{bmatrix}^T
\]

The measurements of an electromagnetic vector-sensor array can thus be expressed as [4]

\[
Y(t) = \sum_{k=1}^{K} q(\theta_k, \phi_k) \otimes V(\theta_k, \phi_k)P(\gamma_k, \eta_k)S_k(t) + N(t)
= AS(t) + N(t) \tag{5}
\]

where \( \otimes \) is the Kronecker product and \( A \) is the \( 6M \times K \) matrix,

\[
A = [a_1, a_2, \cdots, a_K] \tag{6}
\]

with \( a_k = q(\theta_k, \phi_k) \otimes V(\theta_k, \phi_k)P(\gamma_k, \eta_k) \),

\[
q(\theta_k, \phi_k) = \begin{bmatrix} q_1(\theta_k, \phi_k), q_2(\theta_k, \phi_k), \cdots, q_M(\theta_k, \phi_k) \end{bmatrix}^T
\]

The matrix \( A \) is generally assumed to be of full rank. It defines a \( K \)-dimensional signal subspace in a \( 6M \)-dimensional space [6].

From (5), it can be seen that \( q(\theta_k, \phi_k) \) depends on both the direction angles of the \( k \)th source and the locations of the vector-sensors. It has an effect of spatial and temporal sampling of the \( k \)th source’s signals [3]. \( V(\theta_k, \phi_k) \) depends only on the direction angles. It contains the source’s direction information resulting from the spatial collocation of the vector-sensor’s six constituent antennas. \( P(\theta_k, \phi_k) \) only relies on the polarization angles. It records the polarization information of the \( k \)th source. Thus, it is explicit that an electromagnetic vector-sensor array records more source information than the scalar-sensor one [2], because a scalar-sensor array only samples the source signals spatially and temporally [3].

When the source signals \( S(t) \) and noise \( N(t) \) are two independent stochastic processes, the spectral matrix
$R_y(t)$ of (5) is given by [2, 5, 6]

$$R_y(t) = \mathbb{E} \left\{ Y(t)Y^H(t) \right\}$$

$$= A \mathbb{E} \left\{ S(t)S^H(t) \right\} A^H + \mathbb{E} \left\{ N(t)N^H(t) \right\}$$

(7)

where $\mathbb{E}\{\cdot\}$ is the mathematical expectation operator and $(\cdot)^H$ is the conjugate transpose of a complex matrix/vector.

Since the six measurements of each vector-sensor are concatenated into a $6M \times 1$ long vector, (5) is also called as the long vector model (LV-MODEL) of an electromagnetic vector-sensor array in [11, 13]. As (5) shares the same form as the measurement model of a scalar-sensor array [2, 3], the traditional MUSIC estimator for scalar-sensor array processing can directly applied to the vector-sensor case except for the fact that a $4D$ search over the parameters $(\theta_k, \phi_k, \gamma_k, \eta_k)$ is needed. This vector-sensor version of the MUSIC estimator is often called as the long vector MUSIC (LV-MUSIC) estimator [11, 13].

### 2.2 Biquaternion beamspace and its measurement model

For large arrays (i.e., a large $M$), the implementation of the signal subspace based algorithms require an $O((6M)^3)$ eigendecomposition [10]. To achieve a significant reduction in computation time, an efficacious way is to project the original data into a lower dimension beamspace via a transformation matrix [8–10]. The parameter estimations are then carried out on the lower dimension beamspace data. The known transformation matrices, such as the spatio-polarizational [5] and standard Fourier [10] ones, are the complex ones. Unlike the traditional beamspace techniques, a quaternion transformation matrix is here used to project the original array data into our biquaternion beamspace. The measurement model in our biquaternion beamspace is defined as

$$Z(t) = TY(t) = TAS(t) + TN(t)$$

(8)

where $T \in \mathbb{H}^{J \times 6M}$ $(J < M < 6M)$ is a quaternion matrix with orthogonal rows. That is $TT^* = I_J$, where $^*$ denotes the transpose-conjugate of a quaternion matrix as defined in [11] and $I_J$ the $J \times J$ identity matrix. Meanwhile, the transformation matrix $T$ in (8) plays the role as a beamformer to project the original array data $Y(t)$ to our biquaternion beamspace. As $Y(t)$ is a complex vector in the LV-MODEL, $Z(t) \in \mathbb{H}^{J \times 1}$ is a biquaternion vector [13]. Correspondingly, the spectral matrix of the biquaternion beamspace output is given by

$$R_z(t) = \mathbb{E} \left\{ Z(t)Z^*(t) \right\}$$

$$= TA \mathbb{E} \left\{ S(t)S^H(t) \right\} A^H + T \mathbb{E} \left\{ N(t)N^H(t) \right\}$$

(9)

where $^*$ is the transpose-conjugate of a biquaternion matrix/vector [13, 21].

Compare (7) with (9), one can see that the transformation matrix $T$ in (9) offers us additional degrees of freedom to handle the spectral matrix $R_y(t)$. In the next two sections, we aim at utilizing the additional freedom to achieve the three goals simultaneously, i.e., reducing the memory spaces and computation efforts, separating the sources’ direction and polarization parameter searches, and improving the robustness of the MUSIC-like estimator to coherent corrupting noise.

### 3 The biquaternion beamspace MUSIC estimator

Before addressing how to determine the transformation matrix $T$ in (9) for our three goals, let us first give the biquaternion beamspace MUSIC (BB-MUSIC) estimator.

#### 3.1 BB-MUSIC estimator

Suppose that $T \mathbb{E} \left\{ N(t)N^H(t) \right\} T^* = \sigma^2 I_J$, $\sigma^2$ is the observation noise power of the $l$th vector-sensor.

In this way, (9) can be rewritten as

$$R_z(t) = TA \mathbb{E} \left\{ S(t)S^H(t) \right\} A^H + \sigma^2 I_J$$

(10)

Similar to the scalar-sensor case, we need to constrain that $\mathbb{E} \left\{ S(t)S^H(t) \right\}$ is a nonsingular matrix and $TA$ is full rank in order to develop the MUSIC-like estimator. Using the biquaternion matrix eigen-decomposition (EVD) techniques as given in [13] or [20], the EVD of the Hermitian biquaternion matrix $R_z(t)$ can be obtained as

$$R_z(t) = E_s D_s E_s^H + E_n D_n E_n^H$$

(11)

where $E_s \in \mathbb{H}^{2M \times 2K}$ and $E_n \in \mathbb{H}^{2M \times (4M-2K)}$ are, respectively, eigenvectors corresponding to the signal and noise subspaces, $D_s \in \mathbb{R}^{2K \times 2K}$ and $D_n \in \mathbb{R}^{(4M-2K) \times (4M-2K)}$ are two diagonal matrices whose diagonal elements are, respectively, the eigenvalues associated with $E_s$ and $E_n$.

Projecting $Ta_k$ on the noise subspace, we have

$$\langle Ta_k \rangle E_n = 0_{4M-2K}, \ (k = 1, 2, \cdots K)$$

(12)

where $0_{4M-2K}$ is a $4M-2K$ dimensional row vector with all zero elements. The BB-MUSIC estimator consists of finding the set of parameters $\Omega_k = (\theta_k, \phi_k, \gamma_k, \eta_k)$ so that the following function is maximized:

$$F_{BB} (\Omega_k) = \frac{1}{\| (Ta_k)^\dagger E_n \|^2} = \frac{1}{\mathbb{E} \left\{ (Ta_k)^\dagger E_n E_n^\dagger (Ta_k) \right\}}$$

(13)

where $\| \cdot \|$ denotes the norm of a biquaternion vector as given in [13] and $\mathbb{E}\{\cdot\}$ denotes the operator taking the scalar part of a biquaternion matrix. Let $\mathbf{S}(\theta_k, \phi_k) = Tq(\theta_k, \phi_k) \otimes V(\theta_k, \phi_k)$, (13) can be rewritten as

$$F_{BB} (\Omega_k) = \frac{1}{P^H(\gamma_k, \eta_k) \mathbb{E} \left\{ (Ta_k)^\dagger P \right\} (\gamma_k, \eta_k)}$$

(14)
where

$$\mathbb{E}(\theta, \phi_k) = \mathbb{S}\left\{ [\Theta(\theta, \phi_k)]^T E_n [\Theta(\theta, \phi_k)] \right\}$$  \hspace{1cm} (15)$$

\(P(\gamma_k, \eta_k)\) can refer to (2). It can be seen that (15) depends only on the direction angular parameters of the sources.

It is understood that the prerequisite of the traditional subspace estimation algorithms, such as MUSIC [2, 3], and ESPRIT [6, 23], is that the additive noise \(N(t) \in \mathbb{C}^{6M \times 1}\) in (7) is a complex Gaussian distributed random vector with a covariance matrix

$$\mathbb{E}\left\{ N(t)N^H(t) \right\} = \sigma^2 I_{6M} \hspace{1cm} (16)$$

It means that their noise components are required to be noncoherent with one another. For the BB-MUSIC estimator, such a prerequisite becomes as follows:

$$TE\left\{ N(t)N^H(t) \right\} T^* = \sigma^2 I_{2M}$$  \hspace{1cm} (17)$$

which is the basic assumption of our BB-MUSIC estimator as given at the very beginning of this subsection. Moreover, if (17) has to be satisfied while (16) holds, one should, obviously, let \(TT^* = I_{2M}\). Namely, the rows of \(T\) are orthogonal to each other. This is also the reason why our biquaternion beamspace (8) requires \(TT^* = I_{2M}\). In the next subsection, we will show that, if the transformation matrix \(T\) is chosen or constructed properly, (17) may still hold even if \(\mathbb{E}\left\{ N(t)N^H(t) \right\}\) in (16) is not a diagonal matrix. It implies that the developed BB-MUSIC may be applied to some coherent corrupting noise cases.

### 3.2 Robustness to coherent noise components

Before rendering our analyses, let us first introduce a mapping. Define \(t = [i \ j \ k]\), where \(i, j\) and \(k\) denote three quaternion imaginary units respectively. Thus \(t\) is a quaternion vector. Let a 3 \(\times\) 3 real/complex matrix \(R\) given by

$$R = \begin{bmatrix}
  r(1, 1) & r(1, 2) & r(1, 3) \\
  r(2, 1) & r(2, 2) & r(2, 3) \\
  r(3, 1) & r(3, 2) & r(3, 3)
\end{bmatrix}$$  \hspace{1cm} (18)$$

By the operation rules of the biquaternion algebra, we can define the mapping as follows:

$$R_b = tRt^* = (r(1, 1) + r(2, 2) + r(3, 3)) + (r(2, 3) - r(3, 2)) i + (r(3, 1) - r(1, 3)) j + (r(1, 2) - r(2, 1)) k$$  \hspace{1cm} (19)$$

The mapping of (19) transforms a 3 \(\times\) 3 real or complex matrix \(R\) into a quaternion or biquaternion number \(R_b\). When \(R\) is a symmetric matrix, i.e., \(R = R^T\), \(R_b\) is a real number equaling to \(r(1, 1) + r(2, 2) + r(3, 3)\). When \(R\) is a general complex or real matrix, \(R_b\) is a biquaternion or quaternion number. Moreover, if \(R\) is the covariance matrix of a three dimensional random noise vector, \(R\) will be mapped into a real number equaling to the sum of the three variance items of \(R\), while the covariance items are canceled out by (19). From this point, the mapping in (19) can naturally whiten the coherence among a three-component random noise vector.

Rewrite the noise covariance matrix \(R_n = \mathbb{E}\left\{ N(t)N^H(t) \right\} \in \mathbb{R}^{6M \times 6M}\) in (7) as the following blockwise partition form

$$R_n = \begin{bmatrix}
  R_n(1, 1) & \cdots & R_n(1, 2M) \\
  \vdots & \ddots & \vdots \\
  R_n(2M, 1) & \cdots & R_n(2M, 2M)
\end{bmatrix}$$  \hspace{1cm} (20)$$

where each block entry is a 3 \(\times\) 3 matrix. \(R_n(2l - 1, 2l - 1)\) and \(R_n(2l, 2l)(l = 1, \cdots, M)\) are, respectively, the noise covariance matrices (symmetrical matrices) of the electric-field antennas (short dipoles [1, 6]) and the magnetic-field antennas (small loops [1, 6]) of the \(l\)th vector-sensor. \(R_n(m, n)(m \neq n)\) is the noise covariance matrix of the short dipoles and small loops of a vector-sensor or different vector-sensors.

Let \(T\) be a 2\(M\) \(\times\) 6\(M\) quaternion matrix with the following form

$$T = \frac{1}{\sqrt{3}} I_M \otimes \begin{bmatrix}
  t & 0 \\
  0 & t
\end{bmatrix}$$  \hspace{1cm} (21)$$

From (9), it is known that the noise covariance matrix \(R_n\) of the biquaternion beamspace can be rewritten as

$$R_{bn} = TR_nT$$

$$= \begin{bmatrix}
  R_{bn}(1, 1) & \cdots & R_{bn}(1, 2M) \\
  \vdots & \ddots & \vdots \\
  R_{bn}(2M, 1) & \cdots & R_{bn}(2M, 2M)
\end{bmatrix} \in \mathbb{H}^{2M \times 2M}$$  \hspace{1cm} (22)$$

where

$$R_{bn}(m, n) = \frac{1}{3} tR_n(m, n)t^* \in \mathbb{H}$$  \hspace{1cm} (23)$$

is a quaternion number. Based on (19), one can conclude that

1. The noise variance sums of three short dipoles or small loops are represented by \(R_{bn}(m, n) = \frac{1}{3} tR_n(m, n)t^* \in \mathbb{R}\), in which their covariance items are canceled out.
2. \(R_{bn}(m, n) = \frac{1}{3} tR_n(m, n)t^* \in \mathbb{H}(m \neq n)\) describes the noise coherence among the short dipoles and small loops of the same vector-sensor or that among the different vector-sensors. The three quaternion imaginary parts of (19) carry out three subtraction operations for the covariance items (positive real numbers) of \(R_n(m, n)\). These operations can weaken the noise coherence because the difference of two positive numbers is smaller than either of them.


Thus, when the transformation matrix is chosen as (21), the noise coherence among the electric-field or magnetic-field components of a vector-sensor can be totally whitened, while the noise coherence among other components is weaken (or partially decorrelated). As a result, our BB-MUSIC estimator can be extended to the coherent noise cases satisfying the following assumptions:

A1. the noise components of the different vector-sensors in an array are noncoherent one another.
A2. a vector-sensor’s electric-field noise is noncoherent with its magnetic-field noise.
A3. the electric-field noise of a vector-sensor is allowed be coherent or noncoherent, and so is the magnetic-field noise.

With the above analytical results, it can be seen that the BB-MUSIC estimator will outperform the traditional long vector type estimators under the condition of coherent corrupting noise.

It should be mentioned that there are many different transformation matrices yielding the equivalent results as (19). In order to explain such a point, let us change the transformation matrix in (21) into the following forms as

\[ T = \frac{1}{\sqrt{3}} I_M \otimes \begin{bmatrix} t_a & 0 \\ 0 & t_b \end{bmatrix} \] (24)

in which \( t_a \) and \( t_b \) are \( 1 \times 3 \) quaternion vectors, whose three entries are unit quaternions orthogonal to each other, such as \( t_a = 1/\sqrt{3}[i \ j \ k] \) and \( t_b = 1/\sqrt{3}[j \ k \ i] \) or \( t_a = 1/\sqrt{3}[i \ j \ k] \) and \( t_b = \sqrt{2}/6[\sqrt{3}(i + j) \ \sqrt{3}(i - j + k) \ \sqrt{2}(i - j + k)] \). If one takes \( t_a = 1/\sqrt{3}[i \ j \ k] \) and \( t_b = 1/\sqrt{3}[0 \ 0 \ 0] \), it can be seen that the BQ-MUSIC is a special case of our biquaternion bearmaspe model by taking the transformation matrix as (24). In a general way, let \( t_a = [e_1 \ e_2 \ e_3] \), \( t_b = [e_4 \ e_5 \ e_6] \), where \( e_1, e_2, e_3, e_4, e_5, e_6 \) are any two unit quaternion orthogonal vectors, respectively. Thus, \( t_a \) and \( t_b \) can be changed into more general forms as \( t_a = [e_1 \ e_2 \ e_3] = U_a[i \ j \ k]^T \) and \( t_b = [e_4 \ e_5 \ e_6] = U_b[i \ j \ k]^T \), where \( U_a \) and \( U_b \) are any \( 3 \times 3 \) real orthogonal matrix. By directly calculation, one can easily verify that (19) is still hold for these chosen \( t_a \) and \( t_b \). The differences are that the last three terms in (19) will be changed with the different \( T \) in (24). Even so, our BB-MUSIC estimator still can work correctly under the assumptions A1, A2 and A3.

As a side note, it should be pointed out the fact that the mapping of (19) can also reduce the memory spaces of \( R \) in (18). Obviously, \( R \) needs 9 or 18 memory units to store a \( 3 \times 3 \) real or complex matrix, whereas 4 or 8 memory units are enough for storing \( R_y \) as a result, when taking the entire array into consideration, (9) indicates that \( 32M^2 \) memory units are required to restore, while \( 72M^2 \) memory units are required to restore \( R_y(t) \).

The point is not new because Miron et al. in [13] have given such results by the calculation rules of biquaternions. Furthermore, it should be noticed that our biquaternion beamspace also helps to reduce the computation complexity of the EVD for the MUSIC like estimators. It has been understood that the EVD of a \( M \times M \) complex matrix requires \( O(M^3) \) multiplications [10]. It implies that the multiplications for the EVD of \( R_y(t) \) are \( O((6M)^3) \). By contrast, the multiplications for the EVD of \( R_y(t) \) are \( O((4M)^3) \). This is because the EVD of the \( 2M \times 2M \) biquaternion matrix are obtained via the EVD of its complex representation matrix with a size \( 4M \times 4M \) [20].

4 Direction finding and polarization estimation in biquaternion beamspace

In this Section, two distinct versions of the BB-MUSIC estimator based on the different transformation matrix in (24) are reported. One is developed to estimate the source direction angles without any prior polarization information. Another is built to use a 2D search to find the source direction angles first and then polarization ones.

4.1 Decoupling polarization angles from direction finding

Unlike the self-initiating MUSIC estimator in [5] decoupling the polarization estimation from direction finding via the spatio-polarizational beamforming, we approach to that by the transformation matrix as given in (24).

If the transformation matrix in (24) satisfies \( t_a = t_b = [e_1 \ e_2 \ e_3] \), we have

\[ T = \frac{1}{\sqrt{3}} I_M \otimes \begin{bmatrix} e_1 \ e_2 \ e_3 \\ 0 \ 0 \ 0 \ e_1 \ e_2 \ e_3 \end{bmatrix} \] (25)

Thus, we have the following theorem for decoupling the polarization estimation from the direction finding:

**Theorem 1** When \( \gamma \neq \pi/4 \) and \( \eta \neq \pm \pi/2 \), \( (T a_k)^T E_n = 0_{4M-2K} \) is equivalent to

\[ \left( q(\theta_k, \phi_k) \otimes \begin{bmatrix} 1 \\ u_k \end{bmatrix} \right)^T E_n = 0_{4M-2K}, \ (k = 1, 2, \cdots K) \]

(26)

where \( u_k = \cos \phi_k \cos \theta_k i + \sin \phi_k \cos \theta_k j + \sin \phi_k \cos \theta_k k, \ (k = 1, 2, \cdots K) \)

**Proof** See Appendix 1.

From Theorem 1, it can be seen that (26) is nothing to do with the polarization parameters \( (\gamma_k, \eta_k) \) because both \( q(\theta_k, \phi_k) \) and \( u_k \) only depend on the direction angular
parameters \((\theta_k, \phi_k)\) of the sources. Thus, the expression,

\[
\mathcal{F}_{\text{DOA-BB}}(\theta_k, \phi_k) = \frac{1}{\left\| \begin{pmatrix} q(\theta_k, \phi_k) \otimes \begin{bmatrix} 1 \\ u_k \end{bmatrix} \right\|^2}
\]

(27)
can first be used to find the directions angles of the sources with polarization parameters \(\gamma_k \neq \pi/4\) and \(\eta_k \neq \pm \pi/2\). After that, one substitutes \(\gamma_k = \pi/4\) and \(\eta_k = \pm \pi/2\) into (14) and then use it to search the directions angles of the sources with the two polarization states. In this way, the traditional 4D search in the MUSIC methods is reduced to three 2D searches for our estimators (27) and (14). As (27) can only find the direction of arrival (DOA) of the sources, we call it as the DOA-BB-MUSIC estimator for the latter discussion convenience.

Although the transformation matrix of (25) enables us to decouple the polarization parameters from the source direction finding, the following Theorem 2 tells us that the estimates of the polarization parameters cannot be handled via the transform matrix as (25).

**Theorem 2** If the transformation matrix of the biquaternion beamspace is taken as (25), \(\Xi(\theta_k, \phi_k)\) in (15) will be changed into

\[
\Xi(\theta_k, \phi_k) = \begin{bmatrix} a & -bf \\ bl & a \end{bmatrix}
\]

(28)

where \(a\) and \(b\) are two real numbers depending only on \((\theta_k, \phi_k)\). Moreover, the larger \(4M - 2K\), the smaller \(|b/a|\).

Inserting (28) into (14), the BB-MUSIC spectrum can be rewritten as

\[
\mathcal{F}(\Omega_k) = \frac{1}{a \left(1 + \frac{b}{a} \sin 2\gamma_k \sin \eta_k\right)}
\]

(29)

**Proof** See Appendix 2.

It can be seen that, although the shape of the spectrum defined by \(\mathcal{F}_{\text{BB}}(\Omega_k)\) changes with \(a\), \(b\), and \(\sin 2\gamma_k \sin \eta_k\), the extrema of (29) for polarization parameters are only taken at fixed locations with \(|\sin 2\gamma_k \sin \eta_k| = 1\), i.e., \((\gamma = \pi/4, \eta = \pm \pi/2)\). It indicates that (29) cannot be used to find the polarization parameters when the transformation matrix is taken as (25).

As a matter of fact, the key point why (25) is incapable of estimating the polarization parameters is the form of \(\Xi(\theta_k, \phi_k)\) in (28) making the extrema of (29) fall away them. To develop an estimator capable of doing the direction finding and polarization estimation both, the transformation matrix different from (25) should be chosen to break the form of \(\Xi(\theta_k, \phi_k)\) in (28). We will investigate this topic in the next subsection.

### 4.2 Direction finding and polarization estimation

To maintain the polarization information in the BB-MUSIC spectrum, let us consider the transformation matrices in (24) satisfying \(t_\alpha \neq t_\phi\) and introduce a new quaternion beamspace matrix \(T_p\):

\[
T_p = \frac{1}{\sqrt{3}} I M \otimes \begin{bmatrix} e_1 & e_2 & e_3 & 0 & 0 & 0 \\ 0 & 0 & 0 & e_4 & e_5 & e_6 \end{bmatrix}
\]

(30)

One can very easily verify that \(T_p\) is a quaternion matrix with orthogonal rows and can make (19) hold. Using (30), the BB-MUSIC spectrum in (14) is changed into

\[
\mathcal{F}(\Omega_k) = \frac{1}{(a_{\lambda_1} \cos \gamma_k^2 + a_{\lambda_2} \sin \gamma_k^2 + a_{\lambda_{12}} \sin 2\gamma_k \cos \eta_k - b_{\lambda_{12}} \sin 2\gamma_k \sin \eta_k)}
\]

(31)

**Proof** Reduction details:

See Appendix 3.

One can easy find from (31) that the polarization parameters cannot be decoupled. However, a 4D search can help for the direction finding and polarization angle estimations. In other words, the polarization parameters estimation is achievable via introducing the new quaternion beamspace matrix \(T_p\). As the 4D search is time consuming and computation prohibitive, we next discuss how to decouple the polarization estimations of (31) from its direction finding.

Equation (12) can be rewritten as

\[
(T_p a_k) \hat{E}_n = 0_{4M-2K}, (k = 1, 2, \cdots K)
\]

(32)

and then (32) can be changed into

\[
\mathcal{F}(\Omega_k) = \frac{1}{P^H(\gamma_k, \eta_k) \Xi_p(\theta_k, \phi_k) P(\gamma_k, \eta_k)}
\]

(33)

where \(\Xi_p(\theta_k, \phi_k) = \Xi[(\Theta(\theta_k, \phi_k))^1 E_n E_n^\dagger (\Theta(\theta_k, \phi_k))].\)

To maximize (33) over \(\Omega_k\), we can first fix the direction \((\theta_k, \phi_k)\) and maximize (33) over polarization angles \((\gamma_k, \eta_k)\). In this way, the 4D search over \(\Omega_k\) is reduced to a 2D search over \((\theta_k, \phi_k)\). This idea was first used by Ferrara and Parks in [24] for direction finding via diversely polarized antennas. Thus, the polarization decoupled spectrum of (33) is

\[
\mathcal{F}(\theta_k, \phi_k) = \max_{\gamma_k, \eta_k} \frac{1}{P^H(\gamma_k, \eta_k) \Xi_p(\theta_k, \phi_k) P(\gamma_k, \eta_k)}
\]

(34)

Since \(P^H(\gamma_k, \eta_k) P(\gamma_k, \eta_k) = 1\) and \(\Xi(\theta_k, \phi_k)\) is a complex Hermitian matrix, according to the Rayleigh’s principle [25], we obtain

\[
\max_{\gamma_k, \eta_k} \frac{1}{P^H(\gamma_k, \eta_k) \Xi_p(\theta_k, \phi_k) P(\gamma_k, \eta_k)} = \frac{1}{\lambda_{\min}\{\Xi_p(\theta_k, \phi_k)\}}
\]

(35)
where $\lambda_{\text{min}} \left[ \Xi_p (\theta_k, \phi_k) \right]$ denotes the operator taking the smallest eigenvalue of the matrix $\Xi_p (\theta_k, \phi_k)$. From (35), it can be seen that our the BB-MUSIC spectrum for DOA estimation is

$$ F_{\text{DOA}} (\theta_k, \phi_k) = \frac{1}{\lambda_{\text{min}} \left[ \Xi_p (\theta_k, \phi_k) \right]} \quad (36) $$

Once the direction angular ($\theta_k, \phi_k$) is found by the 2D search of (36), one can further substitute ($\theta_k, \phi_k$) into (33), perform a 2D search to find the polarization parameters belonging to the sources with direction parameters ($\theta_k, \phi_k$).

Of course, when the DOA has been obtained, one can do polarization estimation with the LV-MUSIC. However, while $72M^2$ memory units are required to restore $R_k(t)$ in (7), it also increase the computation efforts of the eigen-decomposition of the data covariance matrix.

In summary, when choosing the transformation matrix in (24) with $t_a \neq t_b$, we can first perform a 2D search of (36) to estimate the direction angles of the sources, then estimate the corresponding polarization parameters. To avoid confusion, we nominate this method as DOA and polarization estimation BB-MUSIC (DOA-P-BB-MUSIC) estimator. Correspondingly, the techniques used in (36) can also be applied to the traditional LV-MUSIC estimator. We will terms this new version LV-MUSIC estimator as DOA-LV-MUSIC because it can be used to estimate the DOA of the sources without any polarization information.

5 Construction of biquaternion beamspace matrix

In Section 3, we have known that there are an infinite number of biquaternion beamspace matrices making (19) satisfied. When choosing the transformation matrix $T$ as (25), the noise coherence among the electric field components or magnetic field ones can be eliminated. However, the noise coherence between the electric-field and magnetic-field components of each vector-sensor cannot be whitened. Thus, it is desirable to find an appropriate transformation matrix $T_p$ as (30) which can whiten all of the coherent noise in each vector-sensor.

Assuming that the eigenvalues of the signal and noise in (11) are, respectively, $\lambda_1, \lambda_2, \cdots \lambda_{2K}$ and $\lambda_{2K+1}, \lambda_{2K+2}, \cdots \lambda_{4M}$ with $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{4M}$, it is well known that, if the noise in a vector array is a additive white noise, the eigenvalues of the noise subspace of an ideal data covariance matrix are equal, i.e. $\lambda_{2K+1} = \lambda_{2K+2} = \cdots = \lambda_{4M}$. However, an ideal data covariance matrix with the infinite data for an application is unpractical. If the additional degrees of freedom offered to us by the quaternion transformation matrix can be employed to make the eigenvalues of the noise subspace as equal as possible, all of the coherent noise of vector-sensor reduced may be expected. Mathematically, it can be formulated as the following optimization problem

$$ \begin{align*}
\text{min} \quad \var(\lambda_{2K+1}, \lambda_{2K+2}, \cdots \lambda_{4M}) \\
\text{s.t.} \\
T_p T_p^T = I_{2M}
\end{align*} \quad (37) $$

where $\var(\cdot)$ means to get the variance of the $\lambda_{2K+1}, \lambda_{2K+2}, \cdots \lambda_{4M}$. The idea of (37) is that we try to find a biquaternion transformation matrix $T_p$ which can make the noise eigenvalue changes of the transformed covariance matrix be as small as possible. It must be emphasized that the derivation of matrix $T_p$ does not use any prior knowledge of noise. Nevertheless, extra computation cost must be paid.

Using the fmincon function, taking the active-set algorithm, in Matlab optimization toolbox, (37) can be solved. Once the biquaternion beamspace matrix $T_p$ is got, the DOA parameters and polarization estimations can be obtained by using the same method as DOA-P-BB-MUSIC algorithm. These procedures are named as DOA-PB-BB-MUSIC algorithm. Refer to (3.4) in [4], the Cramer-Rao bound (CRB) of the DOA-PB-BB-MUSIC algorithm in the presence of the coherent corrupting noise is given as

$$ \text{CRB}(\Omega) = \frac{\sigma^2}{2L} \left[ \text{Re} \left[ \text{btr} \left( (1 \otimes U_{bq}) \otimes (D_{bq} \Pi_{cbq} D_{bq}^T) \right) \right] \right]^{-1} \quad (38) $$

Proof See Appendix 4.

6 Simulation results

The performances of the three newly proposed estimators are evaluated in this section. Since both DOA-BB-MUSIC and DOA-PB-BB-MUSIC estimators are capable of decoupling the polarization estimation from the direction finding, their direction finding performances will be compared with two other polarization decoupled estimators, namely the DOA-LV-MUSIC and ESPRIT [23]. Besides, the polarization estimation performances of DOA-PB-BB-MUSIC will also be compared with the ESPRIT estimator in [23].

In all the following simulations, a linear uniform array with all vector-sensors along the x-axis with 0.5-wavelength inter-element spacing is chosen.

To evaluate the performances of direction findings and polarization estimations, we define the composite root-mean-square (RMS) errors of the direction and polarization angles for the $K$ sources as

$$ \left\{ \left( \sum_{k=1}^{K} (\Delta \theta_k^2 + \Delta \phi_k^2) / (2K) \right) \right\}^{1/2} \quad \text{and} \quad \left\{ \left( \sum_{k=1}^{K} (\Delta \eta_k^2 + \Delta \phi_k^2) / (2K) \right) \right\}^{1/2} $$
respectively, where \( \Delta \theta_k, \Delta \phi_k, \Delta \gamma_k \) and \( \Delta \eta_k \) are, respectively, the estimation errors of \( \theta_k, \phi_k, \gamma_k \) and \( \eta_k \).

First, we test the direction finding performances of the proposed estimators. We consider an array of 15 vector-sensors and 4 uncorrelated narrow-band incident sources\(^4\) with the following simulation parameters:

\[
\begin{align*}
\phi_1 &= 4.5 \text{rad, } \theta_1 = -0.8 \text{rad, } \gamma_1 = 0.7 \text{rad, } \\
\phi_2 &= 3 \text{rad, } \theta_2 = -0.1 \text{rad, } \gamma_2 = 0.1 \text{rad, } \\
\phi_3 &= 3.8 \text{rad, } \theta_3 = 0.4 \text{rad, } \gamma_3 = \pi/4 \text{rad, } \\
\phi_4 &= 1.5 \text{rad, } \theta_4 = 0.7 \text{rad, } \gamma_4 = \pi/4 \text{rad, }
\end{align*}
\]

Noncoherent noise is injected with an SNR = 10 dB, and 1000 snapshots are used. Among the four sources, the polarization angles of the first and second ones satisfy the requirements of Theorem 1, while those of the third and fourth sources do not satisfy the ones. Since the LV-MUSIC estimator requires to perform a 4D search, we just fix its polarization parameters to \( \gamma_4 \) and \( \eta_4 \) to perform a 2D search, while the other estimators perform 2D searches directly because they are capable of decoupling the polarization estimations from the direction finding. From Fig. 1a, it can be seen that the LV-MUSIC estimator can only correctly find the fourth sources, because we fix the polarization parameters to the fourth sources and perform a 2D search. In Fig. 1b and c, one can find that both the DOA-LV-MUSIC and DOA-P-BB-MUSIC successfully find the fourth sources via 2D searches over the direction angles. For the DOA-BB-MUSIC estimator, we first employ a 2D search with (27) to find the direction angles of the first and second source because their polarization angles satisfy the requirements of Theorem 1. Its estimate results are shown in Fig. 1d. Then, as depicted in Fig. 1e and f, respectively, we use another two 2D searches to estimate the direction angles of the third and fourth sources by inserting \( \gamma = \pi/4 \) and \( \eta = \pm \pi/2 \) into (14). As it can be seen in Fig. 1e, except for the highest peak generated by the third source, two lower peaks of the first and second sources also emerge. Similar phenomenon also accompanies with the fourth source as given in Fig. 1f. This is due to the fact that (29) depends slightly on \( (\gamma_k, \eta_k) \) when \( |b/a| \) is small. Moreover, the smaller \( |b/a| \), the higher possibility as we can see the first and second sources in Fig. 1e and f. If all sources’ directions and polarization angles are different from each other\(^5\), this phenomenon will not induce any ambiguities by simply adding the spectrums of Fig. 1d–f together, as shown in Fig. 1g. Using the QQ-MUSIC estimator, the peak of the fourth source is lower than the others, as shown in Fig. 1h. The above results confirm the analytical correctness of our DOA-BB-MUSIC and DOA-P-BB-MUSIC estimators.

Fig. 1 Direction finding with four sources in the presence of noncoherent noise: a direction finding using the LV-MUSIC estimator when \( \gamma = \pi/4, \eta = -\pi/2 \), b direction finding using the DOA-LV-MUSIC estimator, c direction finding using the DOA-P-BB-MUSIC estimator, d direction finding using the DOA-BB-MUSIC estimator when \( \gamma \neq \pi/4, \eta \neq -\pi/2 \), e direction finding using the DOA-BB-MUSIC estimator when \( \gamma = \pi/4, \eta = -\pi/2 \), f direction finding using the DOA-BB-MUSIC estimator when \( \gamma = \pi/4, \eta = -\pi/2 \), g the sum of the spectrums in d–f, and h direction finding using the QQ-MUSIC estimator.
The second part of the simulation will verify the validity of the DOA-PB-BB-MUSIC algorithm, and then compares the results with the DOA-LV-MUSIC and DOA-BB-MUSIC respectively. We consider an array of seven vector-sensors and two uncorrelated narrow-band incident sources with the following simulation parameters:

\[
\begin{align*}
\phi_1 &= 2.8\text{rad}, \theta_1 = 0.1\text{rad}, \gamma_1 = 0.7\text{rad}, \eta_1 = 0.3\text{rad} \\
\phi_2 &= 2.4\text{rad}, \theta_2 = 0.6\text{rad}, \gamma_2 = 0.1\text{rad}, \eta_2 = -1.5\text{rad}
\end{align*}
\]

Assume that the noises of the vector-sensors are uncorrelated, while the noises among the three electric and magnetic antennas in a vector sensor are correlated. With an SNR = −15 dB and 2000 snapshots is used, the simulation results are shown in Fig. 2.

It can easy find from Fig. 2 that the correlated noise in each vector sensor has relatively greater effect on the performances of DOA-LV-MUSIC and DOA-BB-MUSIC algorithms when the SNR is lower. The performance of the DOA-PB-BB-MUSIC algorithm is greatly improved since the constructed beamspace has whitened the coherent noise.

The third simulation tests robustness of the direction finding performances of the estimators to corrupting noise. Two sources with \(\{\phi_1 = 2.8\text{rad}, \theta_1 = 0.1\text{rad}, \gamma_1 = 0.7\text{rad}, \eta_1 = 0.3\text{rad}\}\) and \(\{\phi_2 = 2.4\text{rad}, \theta_2 = 0.6\text{rad}, \gamma_2 = 0.1\text{rad}, \eta_2 = -1.5\text{rad}\}\) are taken. The number of vector-sensors in the array is 7. For each point on Fig. 3, the simulations with 300 independent Monte Carlo experiments are run. Figure 3a plots the composite RMS errors of the direction finding versus the different SNRs in the presence of noncoherent noise. Figure 3b illustrates the behaviors of the different estimators in the presence of coherent noise. Figure 3c illustrates the performances of the ESPRIT and standard MUSIC estimators after whitening the coherent noise and the DOA-PB-BB-MUSIC estimator in the presence of coherent noise. Even so, it can be seen that the performances of the DOA-PB-BB-MUSIC estimator is still better than the ESPRIT and standard MUSIC estimators. It also verifies that our estimators are more robust to coherent corrupting noise than the known ones.

Using the DOA-PB-BB-MUSIC estimator, we will next test its robustness to the polarization parameters. The same array and source configuration as the second simulation is taken into consideration.

Since the DOA-BB-MUSIC and QQ-MUSIC estimators cannot estimate the polarization angles, we only calculate the composite RMS errors of the polarization estimations of the DOA-PB-BB-MUSIC and ESPRIT estimators with different SNRs under both the noncoherent and coherent noise conditions.

Based on the direction finding results in the second simulation in each Monte Carlo run, the algorithm via (36) is used to estimate the polarization parameters. From Fig. 4a
and b, we find that the performances of the ESPRIT estimators in the coherent case are obviously degraded. It can also be seen that its composite RMS errors in Fig. 4b, are almost 4 times larger than those in Fig. 4a. Contrastively, the composite RMS errors of our DOA-PB-BB-MUSIC estimator are almost the same for both cases, illustrating the robustness of our estimator to corrupting coherent noise again.

7 Conclusions

In this paper, we have illustrated the methods of electromagnetic vector-sensor array signal processing in our biquaternion beamspace. In our biquaternion beamspace, the memory spaces for storing the data covariance matrix and the computation efforts for performing its EVD are reduced. Techniques for choosing the transformation matrix matrices to blindly whiten the coherence of the electric and magnetic noise in a vector-sensor have been given. These techniques ensure that our BB-MUSIC estimator can be extended to a certain coherent noise case and is more robust to general coherent noise cases. Three enhanced versions of BB-MUSIC estimator are also presented. The three estimators are capable of decoupling polarization estimation from direction finding. In addition, we did not solve the optimization problem (37) in theory, instead we use the numerical solution. The optimal solution will be considered in our future work.

As an alternative way for vector-sensor array processing, by choosing proper transformation matrix, the biquaternion beamspace theory presented here may be applied to other cases, such as enhancing the signals from favored directions and block interferences from other directions. These topics will also be the focus of our future work.

Endnotes

1 In order not to confuse the imaginary unit of a complex number with the three imaginary units of a quaternion, we use the notations in [13] that $I$ is the imaginary unit
of a complex number while $i$, $j$ and $k$ denote the three imaginary units of a quaternion.

In [13], the EVD of a biquaternion matrix is obtained from the EVD of its quaternion adjoint matrix. Alternatively, the EVD of a biquaternion matrix can also be achieved by the EVD of its complex representation matrix [20].

This can be get directly from the EVD of the quaternion adjoint matrix of $R_z(t)$ [22] and the Q-MUSIC estimator in [11], or the EVD of the complex representation matrix of $R_z(t)$ and the traditional MUSIC estimator [2, 3].

The third and fourth sources are well known as the left-circularly polarization and right-circularly polarization sources respectively.

If there are some sources happen to have same direction angles but different polarization angles, the polarization decoupled MUSIC like estimators may fail to discriminate these sources because only a 2D search over $(\theta_k, \phi_k)$ is performed.

**Appendix 1: Proof of Theorem 1**

Since

$$v_{k1} = t_a v_1 = -\sin \phi_k e_1 + \cos \phi_k e_2$$
$$v_{k2} = t_a v_2 = -\cos \phi_k \sin \theta_k e_1 - \sin \phi_k \sin \theta_k e_2 + \cos \theta_k e_3,$$

we have

$$u_k = v_{k1} v_{k2} = \sin \theta_k e_1 e_2 - \sin \phi_k \cos \theta_k e_1 e_3 + \cos \phi_k \cos \theta_k e_2 e_3$$

and

$$v_{k3} v_{k4} = \sin \phi_k^2 e_1 e_1 + \cos \phi_k^2 e_2 e_2 - \sin \phi_k \cos \phi_k (e_1 e_2 + e_2 e_1),$$

where $e_1, e_2, e_3$ are unit quaternions orthogonal to one another. Since $e_1 e_2 + e_2 e_1 = 0$ and $e_1 e_3 = e_2 e_3 = -\frac{1}{3}, v_{k1} v_{k1} = -1/3$. Similarly we can also get $v_{k2} v_{k2} = -1/3$.

In the same manner, we have

$$v_{k2} v_{k1} = -v_{k1} v_{k2}.$$

As a result, the following equations can be deduced:

$$u_k u_k = v_{k1} v_{k2} v_{k1} v_{k2} = v_{k1} (v_{k1} v_{k2}) v_{k2} = -1/9$$
$$u_k v_{k1} = v_{k1} v_{k2} v_{k1} = (-v_{k2} v_{k1}) v_{k1} = 1/3 v_{k2}$$
$$u_k v_{k2} = v_{k1} v_{k2} v_{k2} = -1/3 v_{k1}$$

From (12) we know

$$(T_k a_k)^\dagger E_n = 0_{4M-2K}, (k = 1, 2, \cdots K)$$

where

$$T_k a_k = I_M \otimes \begin{bmatrix} t_a & 0 \\ 0 & t_b \end{bmatrix} (q(\theta_k, \phi_k) \otimes V(\theta_k, \phi_k))$$

$$= q(\theta_k, \phi_k) \otimes \begin{bmatrix} v_{k1} - v_{k2} \\ v_{k2} v_{k1} \end{bmatrix} P(\gamma_k, \eta_k)$$

$$= q(\theta_k, \phi_k) \otimes \begin{bmatrix} 1 \\ 3 \mu_k \end{bmatrix} (v_{k1} \cos \gamma_k - v_{k2} \sin \gamma_k e^{i\eta_k})$$

Let $W = q(\theta_k, \phi_k) \otimes \begin{bmatrix} 1 \\ 3 \mu_k \end{bmatrix}$, $\Delta_k = W^\dagger E_n, \rho_k = (v_{k1} \cos \gamma_k - v_{k2} \sin \gamma_k e^{i\eta_k})^\dagger$, and then insert them into (12), we have $\rho_k \Delta_k = 0_{4M-2K}$.

Since

$$\rho_k^\dagger \rho_k = (v_{k1} \cos \gamma_k - v_{k2} \sin \gamma_k e^{i\eta_k}) (v_{k1} \cos \gamma_k - v_{k2} \sin \gamma_k e^{i\eta_k})^\dagger$$

we have

$$(1/3 + I u_k \sin 2 \gamma_k \sin \eta_k) \rho_k^\dagger \rho_k = 1/9 (1 - (\sin 2 \gamma_k \sin \eta_k)^2).$$

so

$$(1/3 + I u_k \sin 2 \gamma_k \sin \eta_k) \rho_k^\dagger \rho_k \Delta_k = 1/9$$

$$(1 - (\sin 2 \gamma_k \sin \eta_k)^2) \Delta_k = 0_{4M-2K}.$$

When $\gamma_k \neq \pi/4, \eta_k \neq \pm \pi/2$, we get $\Delta = 0_{4M-2K}$.

That is:

$$q(\theta_k, \phi_k) \otimes \begin{bmatrix} 1 \\ 3 \mu_k \end{bmatrix} \dagger E_n = 0_{4M-2K}, (k = 1, 2, \cdots K)$$

**Appendix 2: Proof of Theorem 2**

Let

$$\Theta(\theta_k, \phi_k) = I_M \otimes \begin{bmatrix} t_a & 0 \\ 0 & t_b \end{bmatrix} (q(\theta_k, \phi_k) \otimes V(\theta_k, \phi_k)).$$

We have

$$\Theta(\theta_k, \phi_k) = I_M \otimes \begin{bmatrix} t_a & 0 \\ 0 & t_b \end{bmatrix} (q(\theta_k, \phi_k) \otimes V(\theta_k, \phi_k))$$

$$= I_M q(\theta_k, \phi_k) \otimes \left( \begin{bmatrix} t_a & 0 \\ 0 & t_b \end{bmatrix} V(\theta_k, \phi_k) \right)$$

$$= (q(\theta_k, \phi_k) \otimes I_2) \begin{bmatrix} v_{k1} - v_{k2} \\ v_{k2} v_{k1} \end{bmatrix}.$$

If $Q(\theta_k, \phi_k) = q(\theta_k, \phi_k) \otimes I_2$, then $\Theta(\theta_k, \phi_k)$ can be rewritten as

$$\Theta(\theta_k, \phi_k) = Q(\theta_k, \phi_k) \begin{bmatrix} v_{k1} - v_{k2} \\ v_{k2} v_{k1} \end{bmatrix}.$$

From (15), it has known that, if $\Lambda_k = [\Theta(\theta_k, \phi_k)]^\dagger E_n E_n^\dagger [\Theta(\theta_k, \phi_k)]$, one has $\Xi(\theta_k, \phi_k) = [\Theta(\theta_k, \phi_k)]^\dagger E_n$.
Let $\Lambda_k = [\Theta(\theta_k, \phi_k)]^T E_n E_n^T [\Theta(\theta_k, \phi_k)]$

$$\Lambda_k = \begin{bmatrix} v_{k1} & v_{k2} \\ v_{k2} & v_{k1} \end{bmatrix} = \begin{bmatrix} Q(\theta_k, \phi_k)^T E_n E_n^T Q(\theta_k, \phi_k) \\ v_{k2} & v_{k1} \end{bmatrix}.$$  \hfill (39)

Let $X = Q^H(\theta_k, \phi_k) E_n E_n^T Q(\theta_k, \phi_k).$ Based on $X \in \mathbb{H}_{2 \times 2}^C$ and $X = X^T$, $X$ can be expressed as follows:

$$X = \begin{bmatrix} x_{10} + I x_{1q} & x_{10}^H + x_{3q}^T \\ x_{30} + x_{3q} & x_{20} + I x_{2q} \end{bmatrix}$$  \hfill (40)

where $x_{10}$ and $x_{20}$ are real numbers, $x_{30}$ is a complex number, $x_{1q}$ and $x_{2q}$ are pure quaternions, $x_{3q}$ is a pure biquaternion. Insert (40) into (39), we have

$$\Lambda_k = \begin{bmatrix} v_{k1} & v_{k2} \\ v_{k2} & v_{k1} \end{bmatrix} = \begin{bmatrix} 13 \mu_k \\ x_{10} + I x_{1q} x_{20} + I x_{2q} \end{bmatrix} \begin{bmatrix} 13 \mu_k \\ v_{k1} - v_{k2} \end{bmatrix}.$$  \hfill (41)

Since $v_{k1}, v_{k2}$ and $u_k$ are pure quaternions, we get

$$v_{k1}^\dagger = -v_{k1}, v_{k2}^\dagger = -v_{k2}, u_k^\dagger = -u_k.$$  \hfill (42)

Let $\Lambda_k = \begin{bmatrix} \Lambda_{k11} & \Lambda_{k12} \\ \Lambda_{k21} & \Lambda_{k22} \end{bmatrix}$, then $\Sigma(\theta_k, \phi_k) = \Sigma(\Lambda_k) = \begin{bmatrix} \Sigma(\Lambda_{k11}) & \Sigma(\Lambda_{k12}) \\ \Sigma(\Lambda_{k21}) & \Sigma(\Lambda_{k22}) \end{bmatrix}$. Notice that as far as any two arbitrary pure quaternions $q_1$ and $q_2$ are concerned, we know $\Sigma(q_1 q_2 q_1) = \Sigma(q_2 q_1 q_2) = 0$, where $\Sigma(\cdot)$ stands for taking the scalar part of the biquaternion. In other words, $q_1 q_2 q_1$ and $q_2 q_1 q_2$ are pure quaternions. Since all of $v_{k1}, v_{k2}, u_k, x_{1q}$ and $x_{2q}$ are pure quaternions, $u_k x_{2q} u_k$ is also a pure quaternion. When $q_{b1} = v_{k2} x_{3q} v_{k1}$ and $q_{b2} = v_{k1} x_{3q} v_{k2}$, we can get

$$\Sigma(\Lambda_{k11}) = 1/3 x_{10} + 1/3 x_{20} - \Sigma(q_{b1}) - \Sigma(q_{b2}).$$

It can be seen that $q_{b1}^\dagger = v_{k1}^\dagger x_{3q}^T v_{k2}^\dagger = v_{k1} x_{3q}^T v_{k2} = q_{b2}$. As a result, one has $\Sigma(q_{b1}) = \Sigma(q_{b2})$. That is $\Sigma(q_{b1}) + \Sigma(q_{b2}) \in \mathbb{R}$. Since both $x_{10}$ and $x_{20}$ are real numbers, we have $\Sigma(\Lambda_{k11}) = 1/3 x_{10} + 1/3 x_{20} - (\Sigma(q_{b1}) + \Sigma(q_{b2})) \in \mathbb{R}$ and then let $\Sigma(\Lambda_{k11}) = a$.

Similarly, since $\Sigma(q_{b3}) + \Sigma(q_{b4}) = -2 \Sigma(v_{k2} x_{3q} v_{k1})$, it can be deduced that

$$\Sigma(q_{b3}) + \Sigma(q_{b4}) = -2 \Sigma(v_{k2} x_{3q} v_{k1}).$$

Therefore $\Sigma(\Lambda_{k22}) = \Sigma(\Lambda_{k11}) = a$.

From (42), we have

$$\Lambda_{k12} = x_{10} v_{k1} v_{k2} + I v_{k1} x_{1q} v_{k2} - 1/3 x_{30} + 1/3 x_{30}^H + v_{k2} x_{3q} v_{k2} - v_{k1} x_{3q} v_{k1} + x_{20} v_{k1} v_{k2} - I v_{k2} x_{2q} v_{k1}.$$

Thus, we can know $\Sigma(\Lambda_{k12}) = 1/3 (x_{30} - x_{30}^H) + \Sigma(I v_{k1} x_{1q} v_{k2}) + \Sigma(I v_{k2} x_{2q} v_{k1})$. Apparently $\Lambda_{k12}$ is a pure imaginary number. In this way, we can make $\Lambda_{k12} = -bI$, where $b$ is a real number.

Similarly let $\Sigma(\Lambda_{k12}) = 1/3 x_{30} - 1/3 x_{30}^H + \Sigma(I v_{k2} x_{1q} v_{k1}) + \Sigma(I v_{k1} x_{2q} v_{k2}) = bI$, so we can get

$$\Sigma(\theta_k, \phi_k) = \Sigma(\Lambda_k) = \begin{bmatrix} \Sigma(\Lambda_{k11}) & \Sigma(\Lambda_{k12}) \\ \Sigma(\Lambda_{k21}) & \Sigma(\Lambda_{k22}) \end{bmatrix} = \begin{bmatrix} a & -bI \\ bI & a \end{bmatrix}.$$

**Appendix 3**

According to (40), $\Lambda_k$ can be changed into

$$\Lambda_k = \begin{bmatrix} t_{a} v_{1} - t_{b} v_{2} \\ t_{a} v_{1} - t_{b} v_{2} \end{bmatrix} = \begin{bmatrix} t_{a} v_{1} - t_{b} v_{2} \\ t_{b} v_{2} - t_{a} v_{1} \end{bmatrix} + \begin{bmatrix} t_{a} v_{1} - t_{b} v_{2} \\ t_{b} v_{2} - t_{a} v_{1} \end{bmatrix} = \begin{bmatrix} t_{a} v_{1} - t_{b} v_{2} + t_{a} v_{1} - t_{b} v_{2} \\ t_{b} v_{2} - t_{a} v_{1} + t_{b} v_{2} - t_{a} v_{1} \end{bmatrix}.$$  \hfill (43)

Suppose that $v_{k1} = t_{a} v_{1}, v_{k2} = -t_{b} v_{2}, v_{k3} = t_{a} v_{1}, v_{k4} = t_{b} v_{2}$, all of $v_{k1}, v_{k2}, v_{k3}, v_{k4}$ are pure biquaternions. One can get

$$\Lambda_{k11} = - (v_{k1} x_{10} v_{k1} + I v_{k1} x_{1q} v_{k1} + v_{k3} x_{30} v_{k1} + v_{k1} x_{3q} v_{k3} + v_{k1} x_{3q} v_{k3} + v_{k3} x_{30} v_{k3} + I v_{k3} x_{2q} v_{k3}).$$

and

$$\Sigma(\Lambda_{k11}) = 1/3 x_{10} + 1/3 x_{20} - (x_{30} + x_{30}^H).$$

Since $\Sigma(v_{k3} x_{3q} v_{k1}) + \Sigma(v_{k1} x_{3q} v_{k3})$ is real, $\Sigma(\Lambda_{k11}) \in \mathbb{R}$. Thus, we can let $\Sigma(\Lambda_{k11}) = a_{\Lambda_{k11}} \in \mathbb{R}$. Similarly,

$$\Sigma(\Lambda_{k22}) = 1/3 x_{10} + 1/3 x_{20} - (x_{30} + x_{30}^H) \Sigma(v_{k2} v_{k4}).$$

Additionally, $\Sigma(\Lambda_{k12})$ can be written as

$$\Sigma(\Lambda_{k12}) = -I \Sigma(v_{k1} x_{1q} v_{k2}) - I \Sigma(v_{k3} x_{2q} v_{k4}).$$

x_{30} \Sigma(v_{k3} v_{k2}) - x_{30} \Sigma(v_{k1} v_{k4}) - \Sigma(v_{k3} x_{3q} v_{k2}) - \Sigma(v_{k1} x_{3q} v_{k4}).$$
Since $S(A_{k12})$ is a complex number, one can let $S(A_{k12}) = a_{A12} + ib_{A12}$. It is easy to find out that

$$S(A_{k21}) = -S(v_kx_k x_3 x_k^H) - S(v_k x_2 x_4 x_3 x_k^H)$$

Due to $(S(A_{k12}))^* = S(A_{k21})$ and taking $S(A_{k21}) = a_{A12} - ib_{A12}$, we have

$$
\Xi(\theta_k, \phi_k) = S(A_k) = \begin{bmatrix}
a_{A1} & a_{A12} + ib_{A12} \\
a_{A12} - ib_{A12} & a_{A2}
\end{bmatrix}
$$

(44)

it can be seen that the $a_{A1}, a_{A2}, a_{A12}$ and $b_{A12}$ in (44) are only related to DOA parameters. Insert (44) into (14), and we have

$$F(\Omega_k) = 1/(a_{A1} \cos \gamma_k^2 + a_{A2} \sin \gamma_k^2 + a_{A12} \sin 2\gamma_k \cos \eta_k - b_{A12} \sin 2\gamma_k \sin \eta_k)$$

Appendix 4

Refer to (3.4) in [4], the CRB on the covariance matrix of any (locally) unbiased estimator of the vector sensor array in the presence of the noncoherent corrupting noise is

$$\text{CRB}(\Omega)_{bv} = \frac{\sigma^2}{2L} \left\{ \text{Re} \left[ \text{brtr}\left( (1 \otimes U) \otimes (D^H \Pi_c D)^{BT} \right) \right] \right\}^{-1}$$

(45)

where

$$U = P_s (A^H A P_s + \sigma^2 I)^{-1} A^H A P_s$$

(46)

$$\Pi_c = E_{nlv}^H E_{nlv}$$

(47)

$$D = \left[ D_1^{(1)} \ldots D_1^{(n)} \ldots D_1^{(1)} \ldots D_1^{(n)} \ldots D_1^{(n)} \right]$$

(48)

$$D_1^{(k)} = \frac{\partial a_k}{\partial \Omega_k}$$

(49)

where $P_s$ is a matrix of the signal power, $L$ denotes snapshots, $E_{nlv}$ are the eigenvectors corresponding to the noise subspaces in the LV-MODEL. We use an orthogonal quaternion transformation matrix $T$ to project the original array data into the biquaternion beamspace, So one has

$$A_{bq} = TA$$

(50)

$$E_n = TE_{nlv}$$

(51)

Since the coherent noise of the six constituent antennas in each vector-sensor has been whitened by the matrix $T$, the CRB of the DOA-PB-BB-MUSIC algorithm in the presence of the coherent corrupting noise can be given by

$$\text{CRB}(\Omega) = \frac{\sigma^2}{27} \left\{ \text{Re} \left[ \text{brtr}\left( (1 \otimes U_{bq}) \otimes (D_{bq}^H \Pi_{cbq} D_{bq})^{BT} \right) \right] \right\}^{-1}$$

(52)

where

$$U_{bq} = P_s (A_{bq}^H A_{bq} P_s + \sigma^2 I)^{-1} A_{bq}^H A_{bq} P_s$$

(53)

$$\Pi_{cbq} = E_n E_n^H$$

(54)

$$D_{bq} = TD$$

(55)

Inserting (50), and (51) into (53), (54), and (55) respectively, one has

$$U_{bq} = P_s (A^H T^o T A P_s + \sigma^2 I)^{-1} A^H T^o T A P_s$$

(56)

$$D_{bq}^H \Pi_{cbq} D_{bq} = D^H T^o T E_{nlv} E_{nlv}^H T^o T D$$

(57)

If the matrix $T$ satisfies $T^o T = I$, CRB$(\Omega) = \text{CRB}(\Omega)_{bv}$. Funding
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