NEHARI METHOD FOR LOCALLY LIPSCHITZ FUNCTIONALS WITH EXAMPLES IN PROBLEMS IN THE SPACE OF BOUNDED VARIATION FUNCTIONS
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ABSTRACT. In this work we prove some abstract results about the existence of a minimizer for locally Lipschitz functionals, without any assumption of homogeneity, over a set which has its definition inspired in the Nehari manifold. As applications we present a result of existence of ground state bounded variation solutions of problems involving the 1-Laplacian and the mean-curvature operator, where the nonlinearity satisfies mild assumptions.
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1. INTRODUCTION AND SOME ABSTRACT RESULTS

Since its appearance, the Nehari method has been used in a number of situations in order to get ground state solutions to elliptic problems. In [17] Szulkin and Weth have elegantly described in a systematic way the real essence of the Nehari method. Their main theorem, describing in an abstract framework sufficient conditions to get ground state solutions, has been applied to study problems like

\[
\begin{cases}
-\Delta_p u - \lambda |u|^{p-2}u = f(x, u) & \text{in } \Omega, \\
u = 0 & \text{on } \partial\Omega,
\end{cases}
\]

where $\lambda < \lambda_1$, $\lambda_1$ the first eigenvalue of $-\Delta_p$ and $f$ a subcritical power-type nonlinearity.

Also, they considered elliptic problems in $\mathbb{R}^N$ like

\[
\begin{cases}
-\Delta u + V(x)u = f(x, u) & \text{in } \mathbb{R}^N, \\
u(x) \to 0, |x| \to \infty,
\end{cases}
\]

under some conditions on $V$ and $f$.

These two problems (and other two also considered in [17]) have a common feature which allows the use of the standard Nehari method described by Szulkin and Weth. In fact, the energy functionals associated to them has the "principal part" $p$–homogenous. This condition, by its side, has been dropped out in the paper of Figueiredo and Ramos [11].
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in which they conclude the same as Szulkin and Weth, but with weaker assumptions. The applications of Figueiredo and Ramos results treat with non homogenous elliptic problems. They consider, for instance, quasilinear elliptic problems which includes the $p-q$ Laplacian operator, Kirchhoff-type problems and an anisotropic equation (see [11] for details).

Leaving aside the questions about the homogeneity, a common feature which seems to never be dropped out in results like these, is the differentiability of $\Phi$. In fact this is a natural assumption that researchers have always considered when dealing with sets which resemble a Nehari manifold, since some directional derivatives of the functional is involved in its definition.

In this work we present some abstract results whose assumptions are enough to give a reasonable sense to a Nehari set, which contains all the critical points of functionals which are neither $C^1$, nor even differentiable and where all minimizers are critical points. More specifically, we deal with functionals defined in Banach spaces, which are written like a combination of a locally Lipschitz and a $C^1$ functional and satisfy some natural assumptions. In fact, despite the lack of smoothness in our functional, we ask it to have at least directional derivatives in some directions which are enough to get the result. Although this can sound a little bit artificial, in a lot of examples this assumption is satisfied. For example, as we will show later in Section 3, in problems involving the $1-$Laplacian (the formal limit of $\Delta_p$ as $p \to 1$), the mean curvature operator and some other operators derived from these ones, the associated energy functionals are not differentiable in all directions.

Our main results are the following.

**Theorem 1.** Let $E, F$ be Banach spaces, $E$ not necessarily reflexive, $E$ compactly embedded into $F$ and such that for all bounded sequence $(u_n) \subset E$ such that $u_n \to u$ in $F$, it holds that $u \in E$. Let $\Phi, I_0 : E \to \mathbb{R}$, $I : F \to \mathbb{R}$ be functionals such that $\Phi = I_0 - I|_E$, where $I_0$ is locally Lipschitz continuous, $I \in C^1(E) \cap C^0(F)$, $I(0) = 0$ and for all $u \in E$, there exists the following limit

$$I_0'(su)u := \lim_{t \to 0} \frac{I_0(su + tu) - I_0(su)}{t}, \quad \forall s \in \mathbb{R}. $$

Suppose also the following conditions are satisfied:

i) $I_0$ is lower semicontinuous in the topology of $F$ in the following sense, if $(u_n)$ is a bounded sequence in $E$, and $u \in E$ are such that, up to a subsequence, $u_n \to u$ in $F$, then $I_0(u) \leq \liminf_{n \to \infty} I_0(u_n)$;

ii) There exist $\rho, \alpha_0 > 0$, such that $\Phi(u) \geq \alpha_0 > \Phi(0)$, for every $u \in E$ with $\|u\| = \rho$;

iii) $\forall u \in E$, $\Phi(u) \geq \|u\| - I(u)$;

iv) $t \mapsto I_0'(tu)u$ is non-decreasing in $(0, +\infty)$ and $t \mapsto I'(tu)u$ is increasing in $(0, +\infty)$;

v) For each bounded sequence $(v_n) \subset E$ such that $v_n \to v \neq 0$ in $F$, it follows that

$$\lim_{t \to \infty} \frac{\Phi(tv_n)}{t} = -\infty, \quad \text{uniformly for } n \in \mathbb{N}. $$

Then, the infimum of $\Phi$ on the following set

$$\mathcal{N} := \{u \in E \setminus \{0\}; \ I_0'(u)u = I'(u)u\}$$

is achieved.

It is important to say that, since Theorem 1 is going to be applied in non-reflexive Banach spaces, it is not possible to work with weak convergence in $E$, this way, being necessary to introduce the space $F$.

Since we are dealing with locally Lipschitz functionals, before saying something about the existence of critical points, we have to give the precise definition of it. We say that $u_0 \in E$ is a critical point of $\Phi$, if $0 \in \partial \Phi(u_0)$, where $\partial \Phi(u_0)$ denotes the generalized gradient of $\Phi$ in $u_0$, as defined in [5] for instance.

Finally, our last theorem ensures that all minimizers of $\Phi$ on the Nehari set, $\mathcal{N}$, are in fact critical points.
Theorem 2. Suppose all conditions of Theorem 1 hold, then if $u_0 \in N$ is such that $\Phi(u_0) = \min_N \Phi$, then $u_0$ is a critical point of $\Phi$ in $E$.

As applications of these results we address the question of finding critical points of functionals involving the absolute value of the total variation of a function in the space of functions of bounded variation, $BV(\Omega)$, in a setting in which coerciveness and smoothness are lost. In fact, a lot of attention has been paid recently to the space $BV(\Omega)$, since it is the natural environment in which minimizers of many problems can be found, especially in problems involving interesting physical situations, like existence of minimal surfaces and in capillarity theory. In fact, this space turns to be the natural domain of relaxed versions of some functionals defined in usual Sobolev spaces.

In [9], Degiovanni and Magrone study the version of Brézis-Nirenberg problem to the $1$-Laplacian operator, corresponding to

1.1 \begin{align*} -\Delta_1 u &= \lambda \frac{u}{|u|} + |u|^{1^*-2} u \quad \text{in } \Omega, \\ u &= 0 \quad \text{on } \partial \Omega, \end{align*}

where $1^* = N/(N - 1)$ and $\Delta_1 u = \text{div} \left( \frac{\nabla u}{|\nabla u|} \right)$. In this work, the authors extend $\Phi$ in a suitable $L^p(\Omega)$ space, which have better compactness properties, even tough the continuity of it is lost.

This kind of argument, which consists in extend the functional defined in $BV(\Omega)$, to some $L^p(\Omega)$ in order to recover the Palais-Smale condition, is generally used in dealing with $\Delta_1$ operator. For example, in [6], Chang uses this approach to study the spectrum of the $1$-Laplacian operator, proving the existence of a sequence of eigenvalues.

In the first application we study the energy functional whose Euler-Lagrange equation is a relaxed form of (1.2)

1.2 \begin{align*} -\Delta_1 u &= f(u) \quad \text{in } \Omega, \\ u &= 0 \quad \text{on } \partial \Omega, \end{align*}

where $\Omega \subset \mathbb{R}^N$ is a smooth bounded domain, $N \geq 2$ and $f$ satisfies the following set of assumptions.

\begin{enumerate}
  \item [(f1)] $f \in C^0(\mathbb{R})$;
  \item [(f2)] $f(s) = o(1)$, as $|s| \to 0$;
  \item [(f3)] there exist constants $c_1, c_2 > 0$ and $p \in (1, 1^*)$ such that $|f(s)| \leq c_1 + c_2 |s|^{p-1}$, $s \in \mathbb{R}$;
  \item [(f4)] $\lim_{t \to \pm \infty} \frac{F(t)}{t} = \pm \infty$;
  \item [(f5)] $f$ is increasing for $s \in \mathbb{R}$.
\end{enumerate}

Let us consider $I_0, I : BV(\Omega) \to \mathbb{R}$ defined by

$$I_0(u) = \int_\Omega |Du| + \int_{\partial \Omega} |u|d\mathcal{H}_{N-1}$$

and

$$I(u) = \int_\Omega F(u)dx.$$
variation solution of (1.2), if $I'(u) \in \partial I_0(u)$, where $\partial I_0(u)$ denotes the subdifferential of the convex function $I_0$. This is equivalent to

\begin{equation}
I_0(v) - I_0(u) \geq I'(u)(v - u), \quad \forall v \in BV(\Omega).
\end{equation}

In the second application of our main results, we study a prescribed mean-curvature problem given by

\begin{equation}
\begin{cases}
-\text{div} \left( \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}} \right) = \lambda f(u) & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
\end{equation}

where $\lambda > 0$, $\Omega \subset \mathbb{R}^N$ is a smooth bounded domain, $N \geq 2$ and $f$ satisfies the same set of assumptions $(f_1) - (f_5)$. By working in $BV(\Omega)$ itself, we get ground state solutions of (1.4) by proving that the energy functional $\Phi$ satisfies all the assumptions of Theorems 1 and 2, where $\Phi$ is given by

$$
\Phi(u) = \tilde{I}_0(u) - \lambda I(u),
$$

where $\tilde{I}_0, I : BV(\Omega) \to \mathbb{R}$ are given by

$$
\tilde{I}_0(u) = \int_{\Omega} \sqrt{1 + |Du|^2} + \int_{\partial\Omega} |u|dH_{N-1}
$$

and

$$
I(u) = \int_{\Omega} F(u)dx.
$$

In [16], Obersnel and Omari performed a deep study of (1.4) with a nonlinearity involving a parameter $\lambda > 0$, considering several different situations, like nonlinear terms subquadratic at 0, sublinear at $+\infty$, subquadratic at 0 and sublinear at $+\infty$, among others. The authors have applied different methods in each situation, like a truncation in the operator by a function $a$, which allows them to work in $H^1_0(\Omega)$.

In [15], Marzocchi has considered (1.4) with slightly stronger hypothesis and proved, by using an extension of the functional of $BV(\Omega)$ to some space $L^p(\Omega)$ and proving an abstract result of Ambrosetti-Rabinowitz type (see the celebrated paper [2]), the existence of a sequence of solution whose energy diverges to $+\infty$. Note that any information about a ground state solution has been given in [15], in such a way that our result can be seen in this sense as an improvement of both [16] and [15].

In [18], the authors study all the usual minimax theorems like Mountain Pass Theorem, Saddle Point Theorem, etc., for functionals written like $\Phi = I_0 - I$, where $I_0$ is locally Lipschitz, lower semicontinuous and $I$ is $C^1$. However, any mention of arguments which resemble a Nehari set has been made. Moreover, these results in general have among their assumptions, the Palais-Smale condition, which is known to be very hard to be proved for functionals defined in $BV(\Omega)$.

To finish, the wide range of situations in which Nehari method has been applied in problems involving operators like $-\Delta$ and $-\Delta_p$, together with the lack of study of different geometric situations when dealing with the 1-Laplacian and mean-curvature operators, lead us to think that this paper can give the tools to shed some light in several questions which could be raised to problems in $BV(\Omega)$, in analogy to situations involving $-\Delta$ and $-\Delta_p$ operators.

In Section 2 we prove the abstract results stated in this introduction. In Section 3, we start with a short subsection, in order to furnish the basic notation and results about functionals defined in $BV(\Omega)$. Later, we present two applications of our abstract results. To finish, in an Appendix we present an alternative proof of Theorem 2 which uses a version of the Lagrange Multiplier rule to locally Lipschitz functionals (see [7]), in the concrete case where the function $f$ is $C^1$, rather than just $C^0$. 
2. Proof of the abstract results

**Proof of Theorem 1.** Let us start proving that \( \mathcal{N} \neq \emptyset \). In order to do this let us prove that for all \( w \in E \setminus \{0\} \), there exists a unique \( t_w > 0 \) such that \( t_w w \in \mathcal{N} \).

For \( w \in E \setminus \{0\} \) consider \( \gamma_w : \mathbb{R}_+ \rightarrow \mathbb{R} \) defined by
\[
\gamma_w(t) = \Phi(tw).
\]
Note that \( \gamma_w \) is a smooth function such that, \( \gamma_w(0) = \Phi(0) \) and \( \gamma_w'(t) = I_0'(tw)w - I'(tw)w \). By ii), for \( t_0 = \rho/\|w\| \), it follows that \( \gamma_w(t_0) \geq \alpha_0 > \Phi(0) \). Moreover, by v), it follows that
\[
\lim_{t \to \infty} \gamma_w(t) = -\infty.
\]
Then there exists a \( t_w > 0 \) such that \( \gamma_w'(t_w) = 0 \) and consequently, \( t_w w \in \mathcal{N} \).

In order to verify the uniqueness of such a \( t_w \), note that, supposing that \( \gamma_w'(t) = \gamma_w'(s) = 0 \), for \( t, s > 0 \), then it follows that
\[
I_0'(tw)w - I'(tw)w = 0
\]
and
\[
I_0'(sw)w - I'(sw)w = 0.
\]
Then
\[
I_0'(tw)w - I_0'(sw)w = I'(sw)w - I'(tw)w
\]
and by iv) it follows that \( t = s \).

Note that for all \( u \in \mathcal{N} \), it follows by ii)
\[
\Phi(u) = \max_{t \geq 0} \Phi(tu) \geq \Phi \left( \frac{\rho}{\|u\|} u \right) \geq \alpha_0 > \Phi(0).
\]
Then there exists \( (u_n) \subset \mathcal{N} \) such that
\[
\lim_{n \to \infty} \Phi(u_n) = \inf_{\mathcal{N}} \Phi =: c.
\]
Note that there exists \( \delta > 0 \) such that
\[
\|u\| \geq \delta \quad \text{for all } u \in \mathcal{N}.
\]
In fact, otherwise it would exists \( (w_n) \subset \mathcal{N} \) such that \( w_n \to 0 \) in \( E \), which would contradict (2.2).

Let us prove that the minimizing sequence \( (u_n) \) is bounded in \( E \). Assume by contradiction that \( \|u_n\| \to \infty \), as \( n \to \infty \) and let \( v_n = \frac{u_n}{\|u_n\|} \). Since \( (v_n) \subset E \) is bounded, the compactness of the embedding \( E \hookrightarrow F \), implies that there exists \( v \in F \) such that \( v_n \to v \) in \( F \), up to a subsequence. Then it follows that \( I(v_n) \to I(v) \).

If \( v = 0 \), then by iii), for all \( t \geq 0 \)
\[
c + o_n(1) = \Phi(u_n) = \Phi(v_n \|u_n\|)
= \max_{s \geq 0} \Phi(sv_n)
\geq \Phi(tv_n)
\geq t - I(tv_n)
= t + o_n(1),
\]
which is a clear contradiction with the fact that \( c \in \mathbb{R} \).

If \( v \neq 0 \), then by v)
\[
o_n(1) = \lim_{n \to \infty} \frac{c}{\|u_n\|} = \lim_{n \to \infty} \frac{\Phi(u_n)}{\|u_n\|} = \lim_{n \to \infty} \frac{\Phi(v_n \|u_n\|)}{\|u_n\|} = -\infty.
\]
Then we get a contradiction.

Hence \( (u_n) \) is bounded in \( E \) and then there exists \( u \in F \) such that \( u_n \to u \) in \( F \), up to a subsequence. Then, by hypothesis, it follows that \( u \in E \).
If \( u = 0 \), then by (2.2), for all \( t \geq 0 \),
\[
c + o_n(1) = \Phi(u_n) = \max_{s \geq 0} \Phi(su_n) \\
\geq \Phi(tu_n) \\
\geq t\|u_n\| - I(tu_n) \\
\geq t\delta - I(tu_n) \\
= t\delta + o_n(1),
\]
which give us a contradiction.

Hence \( u \neq 0 \) and let us consider \( tu \in \mathcal{N} \). Then, by
\[
c \leq \Phi(tu) = I_0(tu) - I(tu) \\
\leq \liminf_{n \to \infty} I_0(tu_n) - \lim_{n \to \infty} I(tu_n) \\
= \liminf_{n \to \infty} \Phi(tu_n) \\
\leq \liminf_{n \to \infty} \Phi(u_n) = c
\]
and then \( \Phi(tu) = c \) and \( tu \in \mathcal{N} \), which proves the theorem. \( \square \)

Now let us present the proof of our second result.

Proof of Theorem 2. Suppose by contradiction that \( 0 \notin \partial \Phi(u_0) \), then
\[
\beta(u_0) > 0,
\]
where
\[
\beta(u_0) = \inf \{ \|z\|_* ; z \in \partial \Phi(u_0) \}.
\]
Since \( u \mapsto \beta(u) \) is lower semicontinuous (see \cite{5} for instance), it follows that there exists \( \kappa > 0 \) such that
\[
\beta(u) > \frac{\beta(u_0)}{2} > 0, \quad \forall u \in B_\kappa(u_0).
\]

Let us denote \( J = \left[ 1 - \frac{\kappa}{4}, 1 + \frac{\kappa}{4} \right] \subset \mathbb{R} \) and define \( g : J \to E \) by
\[
g(t) = tu_0
\]
Denoting \( c := \Phi(u_0) = \inf_{\mathcal{N}} \Phi \), note that
\[
\Phi(g(t)) < c, \quad \forall t \neq 1.
\]
Moreover, note that
\[
\max \left\{ \Phi \left( g \left( 1 - \frac{\kappa}{4} \right) \right), \Phi \left( g \left( 1 + \frac{\kappa}{4} \right) \right) \right\} = c_0 < c.
\]
By using the version of the Deformation Lemma to locally Lipschitz functionals, without the Palais-Smale condition (see \cite{3}), there exists \( \epsilon > 0 \) such that
\[
\epsilon < \min \left\{ \frac{c - c_0}{2}, \frac{\kappa \beta(u_0)}{16} \right\},
\]
and an homeomorphism \( \eta : E \to E \) such that
\[
i) \ \eta(x) = x \text{ for all } x \not\in \Phi^{-1}(c - \epsilon_0, c + \epsilon_0) \cap B_\kappa(u_0); \\
ii) \ \eta(\Phi_{c+\epsilon} \cap B_\kappa(u_0)) \subset \Phi_{c-\epsilon}; \\
iii) \ \Phi(\eta(x)) \leq \Phi(x), \text{ for all } x \in E.
\]
Let us define now \( h : J \to E \) by \( h(t) = \eta(g(t)) \) and two functions, \( \Psi_0, \Psi_1 : J \to \mathbb{R} \) by
\[
\Psi_0(t) = \Phi'(tu_0)u_0
\]
and
\[
\Psi_1(t) = \frac{1}{t} \Phi'(h(t))h(t).
\]
Since for \( t \in \left\{ \left( 1 - \frac{\kappa}{4} \right), \left( 1 + \frac{\kappa}{4} \right) \right\}, \Phi(g(t)) \leq c_0 < c - \epsilon_0 \), then \( h(t) = \eta(g(t)) = g(t) = t u_0 \) for \( t \in \left\{ \left( 1 - \frac{\kappa}{4} \right), \left( 1 + \frac{\kappa}{4} \right) \right\} \). Hence

\[
(2.4) \quad \Psi_0(t) = \Psi_1(t), \quad \forall t \in \left\{ \left( 1 - \frac{\kappa}{4} \right), \left( 1 + \frac{\kappa}{4} \right) \right\}.
\]

By degree theory, \( d(\Psi_0, J, 0) = 1 \) and, taking into account (2.4), we have that \( d(\Psi_1, J, 0) = 1 \). Then we have that there exists \( t \in J \) such that \( h(t) \in N \). This implies that

\[
c \leq \Phi(h(t)) = \Phi(\eta(g(t))).
\]

But note that \( \Phi(g(t)) < c + \epsilon \) and also \( g(J) \subset B_{\kappa/2}(u_0) \). Then, by \( ii) \)

\[
\Phi(\eta(g(t))) < c - \epsilon
\]

which contradicts the last inequality. Then the result follows. \( \Box \)

3. Applications

3.1. Preliminaries. First of all let us introduce the space of functions of bounded variation, \( BV(\Omega) \). We say that \( u \in BV(\Omega) \), or is a function of bounded variation, if \( u \in L^1(\Omega) \), and its distributional derivative \( Du \) is a vectorial Radon measure, i.e.,

\[
BV(\Omega) = \left\{ u \in L^1(\Omega); Du \in \mathcal{M}(\Omega, \mathbb{R}^N) \right\}.
\]

It can be proved that \( u \) belongs to \( BV(\Omega) \) is equivalent to

\[
\int_\Omega |Du| := \sup \left\{ \int_\Omega u \text{div}\phi dx; \phi \in C^1_c(\Omega, \mathbb{R}^N), \text{s.t.} \|\phi\|_\infty \leq 1 \right\} < +\infty.
\]

The space \( BV(\Omega) \) is a Banach space when endowed with the norm

\[
\|u\|_{BV(\Omega)} := \int_\Omega |Du| + \|u\|_1,
\]

which is continuously embedded into \( L^r(\Omega) \) for all \( r \in [1, N/(N - 1)] \) and is compactly embedded for \( r \in [1, N/(N - 1)] \) (see [4][Theorems 10.1.3, 10.1.4]).

Because of Trace Theorem [4][Theorem 10.2.1] and the continuous embedding of \( BV(\Omega) \) into \( L^1(\Omega) \), it follows that

\[
\|u\| := \int_\Omega |Du| + \int_{\partial\Omega} |u|d\mathcal{H}_{N-1},
\]

where \( \mathcal{H}_{N-1} \) denotes the usual \((N - 1)\)-dimensional Hausdorff measure, defines in \( BV(\Omega) \) an equivalent norm, which we use as the standard norm in \( BV(\Omega) \) from now on.

It can be proved that \( I_0, \tilde{I}_0 : BV(\Omega) \to \mathbb{R} \) given by

\[
(3.1) \quad I_0(u) = \int_\Omega |Du| + \int_{\partial\Omega} |u|d\mathcal{H}_{N-1}
\]

and

\[
(3.2) \quad \tilde{I}_0(u) = \int_\Omega \sqrt{1 + |Du|^2} + \int_{\partial\Omega} |u|d\mathcal{H}_{N-1}
\]

are convex functionals and Lipschitz continuous in \( BV(\Omega) \), where

\[
\int_\Omega \sqrt{1 + |Du|^2} := \sup \left\{ \int_\Omega \left( g_{N+1} + \sum_{i=1}^N \frac{\partial g_i}{\partial x_i} \right) dx; g_i \in C^1_c(\Omega), \|\langle g_1, ..., g_{N+1} \rangle\|_\infty \leq 1 \right\}.
\]

Although it follows from a classical argument, for the sake of completeness, let us prove in the following result that \( \tilde{I}_0 \) is lower semicontinuous with respect to the \( L^r(\Omega) \) topology, for \( r \in [1, N/(N - 1)] \).
Lemma 3. \( \hat{I}_0 \) is lower semicontinuous with respect to the \( L^r(\Omega) \) topology, for \( r \in [1, N/(N-1)] \), i.e., if \((u_n) \subseteq BV(\Omega)\), \( u \in BV(\Omega) \) are such that \( u_n \rightarrow u \) in \( L^r(\Omega) \), for \( r \in [1, N/(N-1)] \), then
\[
\hat{I}_0(u) \leq \liminf_{n \rightarrow \infty} \hat{I}_0(u_n).
\]

Proof. In fact, the difficulty here is the presence of the integral on \( \partial \Omega \) in \( \hat{I}_0 \), since in the absence of this term, this is classical result which can be found in [12][Theorem 14.2] for example.

Let \( B \subset \mathbb{R}^N \) be a ball such that \( \overline{\Omega} \subset B \). Given \( u \in BV(\Omega) \), define
\[
\overline{u}(x) = \begin{cases} 
    u(x), & x \in \Omega \\
    0, & x \in B \setminus \Omega,
\end{cases}
\]
and note that \( \overline{u} \in BV(B) \) and \( D\overline{u} = Du|_\Omega + u\nu\mathcal{H}_{N-1}|_{\partial \Omega} \) (see [4][Example 10.2.2]), where \( \nu \) denotes the inner normal vector to \( \partial \Omega \).

Then it follows that
\[
(3.3) \quad \int_B \sqrt{1 + |D\overline{u}|^2} = \int_{\Omega} \sqrt{1 + |Du|^2} + \int_{\partial \Omega} |u|d\mathcal{H}_{N-1} + |B \setminus \Omega|.
\]

Now let \((u_n)\) and \( u \) be like in the statement. Then the corresponding extensions \((\overline{u}_n) \subseteq BV(B), \overline{u} \in BV(B)\) and \( \overline{u}_n \rightarrow \overline{u} \) in \( L^r(B) \). Moreover, for each \( g \in C_c^1(B, \mathbb{R}^{N+1}) \), we have that
\[
\int_B \left( g_{N+1} + \sum_{i=1}^N \overline{u}_n \frac{\partial g_i}{\partial x_i} \right) dx = \lim_{n \rightarrow \infty} \int_B \left( g_{N+1} + \sum_{i=1}^N \overline{u}_n \frac{\partial g_i}{\partial x_i} \right) dx \leq \liminf_{n \rightarrow \infty} \int_B \sqrt{1 + |D\overline{u}_n|^2}.
\]

Then
\[
\int_B \sqrt{1 + |D\overline{u}|^2} - |B \setminus \Omega| \leq \liminf_{n \rightarrow \infty} \int_B \sqrt{1 + |D\overline{u}_n|^2} - |B \setminus \Omega|
\]
and by (3.3) it follows that
\[
\hat{I}_0(u) \leq \liminf_{n \rightarrow \infty} \hat{I}_0(u_n).
\]

\( \square \)

Remark 4. Using the same arguments it is possible to prove the same statement for \( I_0 \).

It follows also that \( BV(\Omega) \) is a lattice, i.e., if \( u, v \in BV(\Omega) \), then \( \max\{u, v\}, \min\{u, v\} \in BV(\Omega) \) and also
\[
(3.4) \quad I_0(\max\{u, v\}) + I_0(\min\{u, v\}) \leq I_0(u) + I_0(v), \quad \forall u, v \in BV(\Omega)
\]
and
\[
(3.5) \quad \hat{I}_0(\max\{u, v\}) + \hat{I}_0(\min\{u, v\}) \leq \hat{I}_0(u) + \hat{I}_0(v), \quad \forall u, v \in BV(\Omega).
\]

For a vectorial Radon measure \( \mu \in \mathcal{M}(\Omega, \mathbb{R}^N) \), we denote by \( \mu = \mu^a + \mu^s \) the usual decomposition stated in the Radon Nikodym Theorem, where \( \mu^a \) and \( \mu^s \) are, respectively, the absolute continuous and the singular parts with respect to the \( N \)-dimensional Lebesgue measure \( \mathcal{L}^N \). We denote by \( |\mu| \), the absolute value of \( \mu \), the scalar Radon measure defined like in [1][pg. 125]. By \( \frac{\mu}{|\mu|}(x) \) we denote the usual Lebesgue derivative of \( \mu \) with respect to \( |\mu| \), given by
\[
\frac{\mu}{|\mu|}(x) = \lim_{r \rightarrow 0} \frac{\mu(B_r(x))}{|\mu|(B_r(x))}.
\]
In order to remark the proprieties of differentiability (or the lack of it) that $I_0$ and $\tilde{I}_0$ have, let us recall the result of Anzellotti in [3]. For $g : \Omega \times \mathbb{R}^N \to \mathbb{R}$, let us define
\[
g^0(x, p) = \lim_{t \to 0^+} g \left( x, \frac{p}{t} \right) t.
\]
Suppose that $g$ is differentiable in $p$ for all $x \in \Omega$, $p \in \mathbb{R}^N$ and $g^0(x, p)$ is differentiable for all $x \in \Omega$, $p \in \mathbb{R}^N \setminus \{0\}$ and also that there exists $M > 0$ such that
\[
|g_p(x, p)| \leq M, \quad |g^0_p(x, p)| \leq M.
\]
Then $J_g : BV(\Omega) \to \mathbb{R}$ defined by
\[
J_g(u) = \int_{\Omega} g(x, Du) := \int_{\Omega} g(x, (Du)^a(x)) dx + \int_{\Omega} g^0 \left( x, \frac{Du}{|Du|}(x) \right) |Du|^s
\]
is differentiable at the point $u \in BV(\Omega)$ in the direction $v \in BV(\Omega)$ if and only if $|Dv|^s$ is absolutely continuous with respect to $|Du|^s$, and in such a case one has
\[
J'_g(u)v = \int_{\Omega} g_p(x, (Du)^a(x))(Dv)^a(x) dx + \int_{\Omega} g^0_p \left( x, \frac{Du}{|Du|}(x) \right) \frac{Dv}{|Dv|}(x)|Dv|^s.
\]
Since
\[
I_0(u) = J_g(u) + \int_{\partial \Omega} |u|d\mathcal{H}_{N-1}
\]
with $g(x, p) = g^0(x, p) = |p|$ and
\[
\tilde{I}_0(u) = J_g(u) + \int_{\partial \Omega} |u|d\mathcal{H}_{N-1}
\]
with $g(x, p) = \sqrt{1 + |p|^2}$ and $g^0(x, p) = |p|$, we have that, given $u \in BV(\Omega)$, $I'_0(u)v$ is well defined for every $v \in BV(\Omega)$ such that $|Dv|^s$ is absolutely continuous with respect to $|Du|^s$ and $v(x) = 0$, $\mathcal{H}_{N-1}$-a.e. on the set $\{ x \in \partial \Omega : u(x) = 0 \}$ and we have that
\[
I'_0(u)v = \int_{\Omega} \frac{(Du)^a(Dv)^a}{|(Du)^a|} dx + \int_{\Omega} \frac{Du}{|Du|}(x) \frac{Dv}{|Dv|}(x)|(Dv)|^s + \int_{\partial \Omega} \text{sgn}(u)v d\mathcal{H}_{N-1}.
\]
Analogously, we have that, given $u \in BV(\Omega)$, $\tilde{I}'_0(u)v$ is well defined for every $v \in BV(\Omega)$ such that $|Dv|^s$ is absolutely continuous with respect to $|Du|^s$ and $v(x) = 0$, $\mathcal{H}_{N-1}$-a.e. on the set $\{ x \in \partial \Omega : u(x) = 0 \}$ and we have that
\[
\tilde{I}'_0(u)v = \int_{\Omega} \frac{(Du)^a(Dv)^a}{\sqrt{1 + |(Du)^a|^2}} dx + \int_{\Omega} \frac{Du}{|Du|}(x) \frac{Dv}{|Dv|}(x)|(Dv)|^s + \int_{\partial \Omega} \text{sgn}(u)v d\mathcal{H}_{N-1}.
\]
Now let us just make precise the sense of solutions that we consider in this work. Regarding (1.4), the energy functional associated to it is $\Phi : BV(\Omega) \to \mathbb{R}$ given by
\[
\Phi(u) = \tilde{I}_0(u) - \lambda I(u),
\]
where
\[
I(u) = \int_{\Omega} F(u) dx.
\]
Since $I \in C^1(BV(\Omega))$ and $\tilde{I}_0$ is Lipschitz continuous, we say that $u_0 \in BV(\Omega)$ is a solution of (1.4) if $0 \in \partial \Phi(u_0)$, where $\partial \Phi(u_0)$ denotes the generalized gradient of $\Phi$ in $u_0$, as defined in [5]. It follows that this is equivalent to $\lambda I'(u_0) \in \partial I_0(u_0)$ and, since $\tilde{I}_0$ is convex, this is written as
\[
\tilde{I}_0(v) - \tilde{I}_0(u_0) \geq \lambda I'(u_0)(v - u_0), \quad \forall v \in BV(\Omega).
\]
Hence all $u_0 \in BV(\Omega)$ such that (3.9) holds is going to be called a bounded variation solution of (1.4). In this work we are not going to obtain weak solutions in $W^{1,1}_0(\Omega)$ of (1.4), since no regularity result is going to be proved here, but if we could do so, it would
be possible to prove that all bounded variation solutions which belong to \( W^{1,1}_0(\Omega) \), in fact satisfies the weak form of (3.1), namely
\[
\int_{\Omega} \frac{\nabla u_0 \nabla v}{\sqrt{1 + |\nabla u_0|^2}} \, dx = \lambda \int_{\Omega} f(u_0) v \, dx, \quad \forall v \in W^{1,1}_0(\Omega).
\]

Analogously, we say that \( u_0 \in BV(\Omega) \) is a bounded variation solution of (3.2), if
\[
I_0(v) - I_0(u_0) \geq I'(u_0)(v - u_0), \quad \forall v \in BV(\Omega).
\]

3.2. A problem involving \( \Delta_1 \). Let us consider the problem of finding critical points of the functional \( \Phi : BV(\Omega) \to \mathbb{R} \) given by
\[
\Phi(u) = \int_{\Omega} |Du| + \int_{\partial \Omega} |u| d\mathcal{H}_{N-1} - \int_{\Omega} F(u) \, dx,
\]
where \( \Omega \subset \mathbb{R}^N \) is a smooth bounded domain, \( N \geq 2 \), \( F(t) := \int_0^t f(s) \, ds \), and \( f \) satisfy the following assumptions
\begin{enumerate}
\item[(f_1)] \( f \in C^0(\mathbb{R}) \);
\item[(f_2)] \( f(s) = o(1) \), as \( |s| \to 0 \);
\item[(f_3)] there exist constants \( c_1, c_2 > 0 \) and \( p \in (1, 1^*) \) such that
\[
|f(s)| \leq c_1 + c_2 |s|^{p-1}, \quad s \in \mathbb{R};
\]
\item[(f_4)] \( \lim_{t \to \pm \infty} \frac{F(t)}{t} = \pm \infty \);
\item[(f_5)] \( f \) is increasing for \( s \in \mathbb{R} \).
\end{enumerate}

In fact the critical points of \( \Phi \) are weak solutions of a relaxed form of
\[
-\Delta_1 u = f(u) \quad \text{in } \Omega,
\]
\[
u = 0 \quad \text{on } \partial \Omega,
\]

where \( \Delta_1 u = \text{div} \left( \frac{\nabla u}{|\nabla u|} \right) \).

Let us consider \( I_0, I : BV(\Omega) \to \mathbb{R} \) functionals given by (3.1) and (3.5), respectively and define \( \Phi : BV(\Omega) \to \mathbb{R} \) by
\[
\Phi(u) = I_0(u) - I(u).
\]

Clearly the operator \( \Delta_1 \) is highly singular and some words about this imprecise way to define it have to be stated. The first step is to extend the functionals \( I_0, I \) and \( \Phi \) to \( L^{1^*}(\Omega) \), defining \( \overline{I_0}, \overline{I}, \Phi : L^{1^*}(\Omega) \to \mathbb{R} \), where
\[
\overline{I_0}(u) = \begin{cases}
I_0(u), & \text{if } u \in BV(\Omega), \\
+\infty, & \text{if } u \in L^{1^*}(\Omega) \setminus BV(\Omega),
\end{cases}
\]
\[
\overline{I}(u) = \int_{\Omega} F(u) \, dx
\]

and \( \overline{\Phi} = \overline{I_0} - \overline{I} \). It is easy to see that \( \overline{I} \) belongs to \( C^1(L^{1^*}(\Omega)) \) and that \( \overline{I_0} \) is convex and lower semicontinuous in \( L^{1^*}(\Omega) \). Hence the subdifferential of \( \overline{I_0} \) is well defined. The following is a crucial result in obtaining an Euler-Lagrange equation satisfied by the critical points of \( \Phi \).

Lemma 5. If \( u \in BV(\Omega) \) is such that \( 0 \in \partial \Phi(u) \), then \( 0 \in \partial \overline{\Phi}(u) \).

Proof. Suppose that \( u \in BV(\Omega) \) is such that \( 0 \in \partial \Phi(u) \). Then \( u \) satisfies (3.3). Let us verify that
\[
\overline{I_0}(v) - \overline{I_0}(u) \geq \overline{I}(u)(v - u), \quad \forall v \in L^{1^*}(\Omega).
\]

For \( v \in L^{1^*}(\Omega) \), note that:
• if \( v \in BV(\Omega) \cap L^{1^*}(\Omega) \), then
\[
\mathcal{T}_0(v) - \mathcal{T}_0(u) = I'_0(v - u) \geq \int_\Omega f(u)(v - u)dx
\]
\[
= \mathcal{T}(u)(v - u);
\]
• if \( u \in L^{1^*}(\Omega) \setminus BV(\Omega) \), since \( \mathcal{T}_0(v) = +\infty \) and \( \mathcal{T}_0(u) < +\infty \), it follows that
\[
\mathcal{T}_0(v) - \mathcal{T}_0(u) = +\infty
\]
\[
\geq \mathcal{T}(u)(v - u).
\]

Therefore the result follows. \( \square \)

Let us assume that \( u \in BV(\Omega) \) is a bounded variation solution of (3.10). Since \( 0 \in \partial \Phi(u) \), by the last result it follows that \( 0 \in \partial \mathcal{T}(u) \). Since \( \mathcal{T}_0 \) is convex and \( \mathcal{T} \) is smooth, it follows that \( \mathcal{T}(u) \in \partial \mathcal{T}_0(u) \). By the very definition of the subdifferential, there exist \( z^* \in L^N(\Omega) \) such that \( z^* \in \partial \mathcal{T}_0(u) \) and
\[
\mathcal{T}(u) = z^* \text{ in } L^N(\Omega).
\]
By [13] [Proposition 4.23, pg. 529], it follows that there exist \( z \in L^\infty(\Omega, \mathbb{R}^N) \) such that \( \|z\|_\infty \leq 1 \),

\[
\begin{align*}
-\text{div} z &= z^* \text{ in } L^N(\Omega) \\
\int_\Omega u \text{div } z dx &= \int_\Omega |Du|,
\end{align*}
\]

where the divergence in (3.11) has to be understood in the distributional sense. Therefore, it follows from (3.11) and (3.12) that \( u \) satisfies

\[
\begin{cases}
\exists z \in L^\infty(\Omega, \mathbb{R}^N), \|z\|_\infty \leq 1, \text{ div } z \in L^N(\Omega), \\
\int_\Omega u \text{div } z dx = \int_\Omega |Du|, \\
-\text{div } z = f(u), \text{ a.e. in } \Omega.
\end{cases}
\]

Hence, (3.13) is the precise version of (3.10).

Note that \( I_0 \) is Lipschitz continuous in \( BV(\Omega) \) and \( I \in C^1(BV(\Omega)) \). Moreover, \( BV(\Omega) \) is compactly embedded into \( L^p(\Omega), p \text{ as in (f3)}, I(0) = 0 \) and, for all \( u \in BV(\Omega) \) and \( s \in \mathbb{R} \), by (3.6) we have that

\[
I'_0(su)u = \lim_{t \to 0} \frac{I_0(su + tu) - I_0(su)}{t} = \int_\Omega \frac{(D(su))^a(Du)^a}{|(D(su))^a|} dx + \int_\Omega \frac{D(su)(Du)(x)}{|Du|^s} |Du|^s dx + \int_{\partial \Omega} \text{sgn}(su)ud\mathcal{H}_{N-1}
\]

and then \( I'_0(u)u = I_0(u), \) for all \( u \in BV(\Omega) \).

Let us define the Nehari set by
\[
\mathcal{N} = \{ u \in BV(\Omega) \setminus \{0\}; I'_0(u)u = I'(u)u \}
\]
\[
= \left\{ u \in BV(\Omega) \setminus \{0\}; \int_\Omega |Du| + \int_{\partial \Omega} |u|d\mathcal{H}_{N-1} = \int_\Omega f(u)udx \right\}.
\]

In the following result we prove that all nontrivial critical points of \( \Phi \) belong to \( \mathcal{N} \).

**Lemma 6.** If \( u_0 \in BV(\Omega), u_0 \neq 0 \text{ and } 0 \in \partial \Phi(u_0) \), then \( u \in \mathcal{N} \).
Proof. If $0 \in \partial \Phi(u_0)$, then
\[
I_0(v) - I_0(u_0) \geq \int_{\Omega} f(u_0)(v - u_0) dx, \quad \forall v \in BV(\Omega).
\]
For $t > 0$, by taking $v = u_0 + tu_0$ in the last expression and calculating the limit as $t \to 0^+$ we get
\[
I_0(u_0) = \lim_{t \to 0^+} \frac{I_0(u_0 + tu_0) - I_0(u_0)}{t} \geq \int_{\Omega} f(u_0)u_0 dx.
\]
Doing the same for $t < 0$ we get
\[
I_0(u_0) = \lim_{t \to 0^-} \frac{I_0(u_0 + tu_0) - I_0(u_0)}{t} \leq \int_{\Omega} f(u_0)u_0 dx
\]
from where it follows the equality in both expressions above. Hence $u_0 \in \mathcal{N}$. \hfill $\Box$

Note that by the last result, if we manage to prove that the infimum of $\Phi$ in $\mathcal{N}$ is achieved and it is a critical point, then we would get a nontrivial critical point of $\Phi$ with lowest energy among all nontrivial ones, then, it would be a ground state bounded variation solution of (3.10). In order to do so, let us verify that $\Phi$ satisfies all the conditions of Theorem 1.

Note that in Remark 4 we have proved that $I_0$ satisfies $i)$ of Theorem 1.

For $ii)$, first of all note that (f2) and (f3) imply that for all $\epsilon > 0$, there exists $C_\epsilon$ such that
\[
|F(s)| \leq \epsilon |s| + C_\epsilon |s|^p, \quad \forall s \in \mathbb{R}.
\]
Then, the embeddings of $BV(\Omega)$ and (3.14) imply that
\[
\Phi(u) \geq (1 - C\epsilon)\|u\| - CC_\epsilon \|u\|^p
\]
\[
= \|u\|(1 - C\epsilon - CC_\epsilon \|u\|^{p-1})
\]
\[
= \rho(1 - C\epsilon - CC_\epsilon \rho^{p-1}) = : \alpha_0 > 0 = \Phi(0),
\]
where $\|u\| = \rho$ and $\epsilon, \rho$ are positive and small enough.

By definition of $\Phi$ it follows that $iii)$ holds, since in this case we have the equality being satisfied.

In order to verify $iv)$, just note that
\[
t \mapsto I'(tu)u = \int_{\Omega} f(tu)u dx
\]
is increasing in $(0, +\infty)$ by $(f_3)$. Also, by (3.6),
\[
t \mapsto I'_0(tu)u = I_0(u)
\]
is constant, then a non-decreasing function in $(0, +\infty)$.

Finally, to verify $v)$, let $(v_n) \subset BV(\Omega)$ and $v \in L^p(\Omega) \setminus \{0\}$ such that $v_n \to v$ in $L^p(\Omega)$. Since $\Phi(u) = \|u\| - \int_{\Omega} F(u) dx$, it is enough to prove that
\[
\lim_{t \to \infty} \int_{\Omega} \frac{F(tv_n)}{t} dx = +\infty \quad \text{uniformly in } n \in \mathbb{N}.
\]
Let $\Gamma = \{x \in \Omega; v(x) \neq 0\}$ and note that $|\Gamma| > 0$. Then by Fatou Lemma, it follows that, for all $t > 0$,
\[
\int_{\Gamma} \frac{F(tv)}{t} dx \leq \liminf_{n \to \infty} \int_{\Omega} \frac{F(tv_n)}{t} dx.
\]
Then, by $(f_4)$ we have that
\[
\liminf_{t \to \infty} \liminf_{n \to \infty} \int_{\Omega} \frac{F(tv_n)}{t} dx \geq \liminf_{t \to \infty} \int_{\Gamma} \frac{F(tv)}{t} dx = +\infty.
\]
But this means that for every $M > 0$, there exist $t_0 > 0$ and $n_0 \in \mathbb{N}$ such that
\[
\int_{\Omega} \frac{F(tv_n)}{t} dx \geq M, \quad \forall t > t_0 \quad \text{and} \quad n \geq n_0,
\]
which proves \( v \).

Now, since all conditions of Theorem 1 are satisfied, it follows the existence of \( u_0 \in \mathcal{N} \) such that

\[
\Phi(u_0) = \inf_{v \in \mathcal{N}} \Phi(v).
\]

Moreover, by Theorem 2, it follows that \( u_0 \) is a critical point to \( \Phi \) and then, a ground state bounded variation solution of (3.10).

### 3.3. A problem involving the mean curvature operator.

In this section we deal with the following prescribed mean-curvature problem

\[
\begin{aligned}
 \left\{ \begin{array}{ll}
 -\text{div} \left( \frac{\nabla u}{\sqrt{1 + |\nabla u|^2}} \right) &= \lambda f(u) & \text{in } \Omega, \\
 u &= 0 & \text{on } \partial \Omega,
\end{array} \right.
\end{aligned}
\tag{3.15}
\]

where \( \Omega \subset \mathbb{R}^N \) is a smooth bounded domain, \( N \geq 2 \) and \( f : \mathbb{R} \to \mathbb{R} \) is assumed to satisfy the following set of assumptions

\((f_1)\) \( f \in C^0(\mathbb{R}) \);

\((f_2)\) \( f(s) = o(1) \), as \( |s| \to 0 \);

\((f_3)\) there exists constants \( c_1, c_2 > 0 \) and \( p \in (1, 1^*) \) such that

\[ |f(s)| \leq c_1 + c_2 |s|^{p-1}, \quad s \in \mathbb{R}; \]

\((f_4)\) \( \lim_{t \to \pm \infty} \frac{F(t)}{t} = \pm \infty; \)

\((f_5)\) \( f \) is increasing for \( s \in \mathbb{R} \).

Let us consider \( \tilde{I}_0, I : BV(\Omega) \to \mathbb{R} \) given by (3.2) and (3.8), respectively and let us define \( \Phi : BV(\Omega) \to \mathbb{R} \) by

\[
\Phi(u) = \tilde{I}_0(u) - \lambda I(u).
\]

Note that \( \tilde{I}_0 \) is Lipschitz continuous in \( BV(\Omega) \) and \( I \in C^1(BV(\Omega)) \). Moreover, \( BV(\Omega) \) is compactly embedded into \( L^p(\Omega) \) and \( I(0) = 0 \). Note also that

\[
\|u\| \leq \int_{\Omega} \sqrt{1 + |Du|^2} + \int_{\partial \Omega} |u|d\mathcal{H}_{N-1} \leq \|u\| + |\Omega|.
\tag{3.16}
\]

Moreover, for all \( u \in BV(\Omega) \) and \( s \in \mathbb{R} \), by (3.17) we have that

\[
\tilde{I}_0'(su)u = \lim_{t \to 0} \frac{\tilde{I}_0(su + tu) - \tilde{I}_0(su)}{t} = \int_{\Omega} \frac{(D(su)\alpha)(Du)^2}{\sqrt{1 + ((D(su))\alpha)^2}} dx + \int_{\Omega} \frac{D(su)}{|Du|^2} (\frac{Du}{|Du|}(x)|Du|^s) + \int_{\partial \Omega} \frac{\text{sgn}(su)}{2} u d\mathcal{H}_{N-1}.
\]

Let us define the Nehari set by

\[
\mathcal{N} = \left\{ \begin{array}{l}
 u \in BV(\Omega) \setminus \{0\} : \tilde{I}_0'(u)u = \lambda I'(u)u \\
 u \in BV(\Omega) \setminus \{0\} : \int_{\Omega} \frac{(Du)^2}{\sqrt{1 + ((Du)^2)^2}} dx + \int_{\Omega} |Du|^s + \int_{\partial \Omega} |u|d\mathcal{H}_{N-1} = \lambda \int_{\Omega} f(u)udx
\end{array} \right\}
\]

In the following result we state that all nontrivial critical points of \( \Phi \) belong to \( \mathcal{N} \). Its proof is totally analogous of Lemma 6.

**Lemma 7.** If \( u_0 \in BV(\Omega), u_0 \neq 0 \) and \( 0 \in \partial \Phi(u_0) \), then \( u \in \mathcal{N} \).
As in the case of Section 3.2 if we manage to prove that the infimum of $\Phi$ in $\mathcal{N}$ is achieved and it is a critical point, then we would get a nontrivial critical point of $\Phi$ with lowest energy, then, it would be a ground state bounded variation solution of the prescribed mean-curvature problem \((3.15)\).

Note that in Lemma 3 we have proved that $I_0$ satisfies i) in Theorem 1.

For ii), by Jensen’s inequality, \((3.14)\), the embeddings of $BV(\Omega)$ and the Trace Theorem in $BV(\Omega)$, it follows that for all $u \in BV(\Omega)$ with $\|u\| = 1$,

$$
\Phi(u) \geq \int_\Omega \sqrt{1 + (Du^a)^2} dx + \int_\Omega |Du|^s - \lambda C\epsilon \|u\| - \lambda CC\epsilon \|u\|^p
$$

$$
\geq |\Omega|^2 + \left( \int_\Omega |Du|^a dx \right)^2 + \int_\Omega |Du|^s - \lambda C\epsilon \|u\| - \lambda CC\epsilon \|u\|^p
$$

$$
\geq |\Omega|^2 + \frac{1}{4} \left( \int_\Omega |Du|^a dx + \int_\Omega |Du|^s \right)^2 - \lambda C\epsilon \|u\| - \lambda CC\epsilon \|u\|^p
$$

$$
= |\Omega|^2 + C - \lambda (C\epsilon + CC\epsilon)
$$

$$
\geq \alpha_0 > |\Omega| = \Phi(0),
$$

if $\lambda > 0$ is small enough. This proves ii).

Note that \((3.16)\) and the definition of $\Phi$, $I_0$ and $I$ imply that

$$
\Phi(u) \geq \|u\| - \lambda I(u), \quad \forall u \in BV(\Omega),
$$

proving that iii) is satisfied.

For iv), note that again, since $f$ in this section satisfies the same assumptions which those of Section 3.2 it follows that $t \mapsto I'(tu)u$ is increasing in $(0, +\infty)$. For $I_0$, since

$$
I_0'(tu)u = \int_\Omega \frac{(Du^a)^2}{\sqrt{1 + |(Du)^a|^2}} dx + \int_\Omega |Du|^s + \int_{\partial \Omega} |u| d\mathcal{H}_{N-1},
$$

a simple analysis shows that $t \mapsto I_0'(tu)u$ is increasing and hence, a non-decreasing function in $(0, +\infty)$. Then iv) in fact holds.

Finally, to verify v), we just apply the same arguments employed in Section 3.2 together with \((3.16)\).

Now, since all conditions of Theorem 1 are satisfied, it follows the existence of $u_0 \in \mathcal{N}$ such that

$$
\Phi(u_0) = \inf_{v \in \mathcal{N}} \Phi(v).
$$

Moreover, by Theorem 2 it follows that $u_0$ is a critical point to $\Phi$ and then, a ground state bounded variation solution of \((3.15)\).

4. **Appendix**

In the next result, we suppose that the nonlinearity satisfy $(f_1) - (f_3)$ and the additional hypothesis that $f \in C^1(\mathbb{R})$. In this situation, we can use a tool which has proven to be very effective in a number of situations when dealing with $-\Delta$ or $-\Delta_p$ operators and we think it has been underutilized in problems involving operators defined in the space of functions with bounded variation. In fact we are talking about the Lagrange multipliers rule for locally Lipschitz functionals like stated in [7].

In fact the following proof just can be applied to the $1-$Laplacian operator, since in this case we have that $I_0'(u)u = I_0(u)$. 

Proposition 8. Suppose that $f$ satisfy (f1) – (f5) and moreover, that $f \in C^1(\mathbb{R})$. Let
$I_0, I, \Phi : BV(\Omega) \to \mathbb{R}$, $I(u) = \int_\Omega F(u)dx$, $I_0$ like in Section 3.2 and $\Phi = I_0 - I$. Defining
\[ N = \{ u \in BV(\Omega) \setminus \{0\} ; \; I'_0(u)u = I'(u)u \}, \]
if $u_0 \in N$ is such that
\[ \Phi(u_0) = \inf_{v \in N} \Phi(v), \]
then $0 \in \partial \Phi(u_0)$, i.e., $u_0$ is a critical point of $\Phi$ in $BV(\Omega)$.

Proof. First of all note that since $f \in C^1(\mathbb{R})$, then $I \in C^2(BV(\Omega))$. From [7][Corollary 1], it follows that there exist $\Lambda, \mu \in \mathbb{R}$, not both equal to zero, such that
\[ 0 \in \mu \partial \Phi(u_0) + \Lambda \partial G(u_0), \]
where $G : BV(\Omega) \to \mathbb{R}$ is a locally Lipschitz functional defined by
\[ G(u) = I'_0(u)u - I'(u)u = I_0(u) - I'(u)u. \]

We claim that $\mu \neq 0$. In fact, on the contrary, if $\mu = 0$, then $\Lambda \neq 0$ and $0 \in \Lambda \partial G(u_0)$. Then $0 \in \partial G(u_0)$ and we have that

\[ I_0(v) - I_0(u_0) \geq \int_\Omega \left( f'(u_0)u_0 + f(u_0) \right) (v - u_0)dx. \tag{4.1} \]

For $t > 0$, by taking $v = u_0 + tu_0$ in (4.1) and calculating the limit as $t \to 0^+$, we have
\[ I'_0(u_0)u_0 = \lim_{t \to 0^+} \frac{I_0(u_0 + tu_0) - I_0(u_0)}{t} \geq \int_\Omega \left( f'(u_0)u_0^2 + f(u_0)u_0 \right) dx. \]

Doing the same for $t < 0$ and $v = u_0 - tu_0$ in (4.1), it follows that
\[ I'_0(u_0)u_0 = \lim_{t \to 0^-} \frac{I_0(u_0 + tu_0) - I_0(u_0)}{t} \leq \int_\Omega \left( f'(u_0)u_0^2 + f(u_0)u_0 \right) dx. \]

Then it follows that
\[ I'_0(u_0)u_0 = \int_\Omega (f'(u_0)u_0^2 + f(u_0)u_0) \, dx. \]

Since $I'(u_0)u_0 = \int_\Omega f(u_0)u_0 \, dx$, it follows that
\[ \int_\Omega f'(u_0)u_0^2 \, dx = 0, \]
which contradicts (f5). Hence in fact $\mu \neq 0$.

Since $\mu \neq 0$, we can suppose without lack of generality that $\mu = 1$ and then $0 \in \partial \Phi(u_0) + \Lambda \partial G(u_0)$.

Now let us prove that $\Lambda = 0$. Note that $0 \in \partial \Phi(u_0) + \Lambda \partial G(u_0)$ is equivalent to the existence of $z_1^*, z_2^* \in (BV(\Omega))'$ such that $z_1^* \in \partial \Phi(u_0)$ and $z_2^* \in \Lambda \partial G(u_0)$, such that $z_1^* + z_2^* = 0$ in $(BV(\Omega))'$. Then it follows that

\[ I_0(v) - I_0(u_0) - \int_\Omega f(u_0)(v - u_0)dx \geq \langle z_1^*, v - u_0 \rangle, \; \forall v \in BV(\Omega) \tag{4.2} \]

and

\[ \Lambda(I_0(v) - I_0(u_0)) - \int_\Omega (f'(u_0)u_0 + f(u_0))(v - u_0)dx \geq \langle z_2^*, v - u_0 \rangle, \; \forall v \in BV(\Omega). \tag{4.3} \]

Now adding up (4.2) and (4.3) we get
\[ (1 + \Lambda)(I_0(v) - I_0(u_0)) \geq \int_\Omega ((1 + \Lambda)f(u_0) + \Lambda f'(u_0)u_0)(v - u_0)dx, \; \forall v \in BV(\Omega). \tag{4.4} \]

For $t > 0$, by taking $v = u_0 + tu_0$ in (4.4), dividing both sides by $t$ and calculating the limit as $t \to 0^+$, we have
\[ (1 + \Lambda)I_0(u_0) \geq \int_\Omega ((1 + \Lambda)f(u_0) + \Lambda f'(u_0)u_0)u_0 \, dx. \]
Doing the same for \( t < 0 \) we get
\[
(1 + \Lambda) I_0(u_0) \leq \int_{\Omega} \left( (1 + \Lambda) f(u_0) + \Lambda f'(u_0) u_0 \right) u_0 dx,
\]
which implies that
\[
(1 + \Lambda) I_0(u_0) = \int_{\Omega} \left( (1 + \Lambda) f(u_0) + \Lambda f'(u_0) u_0 \right) u_0 dx.
\]
Since \( u_0 \in N \), we have that
\[
\Lambda \int_{\Omega} f'(u_0) u_0^2 dx = 0,
\]
which is possible, because of \((f_5)\), just if \( \Lambda = 0 \). Then \( 0 \in \partial \Phi(u_0) \) and the results follows. \( \square \)
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