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ABSTRACT
Ethereum has become a widely used platform to enable secure, blockchain-based financial and business transactions. However, many identified bugs and vulnerabilities in smart contracts have led to serious financial losses, which raises serious concerns about smart contract security. Thus, there is a significant need to better maintain smart contract code and ensure its high reliability.

In this research: (1) Firstly, we propose an automated deep learning based approach to learn structural code embeddings of smart contracts in Solidity, which is useful for clone detection, bug detection, and contract validation on smart contracts. We apply our approach to more than 22K solidity contracts collected from the Ethereum blockchain, results show that the clone ratio of solidity code is at around 90%, much higher than traditional software. We collect a list of 52 known buggy smart contracts belonging to 10 kinds of common vulnerabilities as our bug database. Our approach can identify more than 1000 clone related bugs based on our bug databases efficiently and accurately. (2) Secondly, according to developers’ feedback, we have implemented the approach in a web-based tool, named SmartEmbed, to facilitate Solidity developers for using our approach. Our tool can assist Solidity developers to efficiently identify repetitive smart contracts in the existing Ethereum blockchain, as well as checking their contract against a known set of bugs, which can help to improve the users’ confidence in the reliability of the contract. We optimize the implementations of SmartEmbed which is sufficient in supporting developers in real-time for practical uses. The Ethereum ecosystem as well as the individual Solidity developer can both benefit from our research.

SmartEmbed website: http://www.smartembed.tools
Demo video: https://youtu.be/o9ylyOpYFq8
Replication package: https://github.com/beyondacm/SmartEmbed

1 INTRODUCTION
In recent years, along with the adoption and development of cryptocurrencies on distributed ledgers (a.k.a., blockchains), smart contracts [20] has attracted more and more attention with Ethereum blockchain platform. A Smart contract is a computer program that can be triggered to execute any task when specifically predefined conditions are satisfied. A major concern in the Ethereum platform is the security of smart contracts. A smart contract in the blockchain platform is immutable after its deployment. They cannot be changed but may be killed when any security issue is identified within the smart contracts. This introduces challenges to blockchain maintenance and gives much incentive to hackers for discovering and exploiting potential problems in smart contracts, and there is a very significant need to check and ensure the robustness of smart contracts before deployment.

Many prior works have investigated characteristics of bugs in smart contracts and underlying blockchain systems (e.g., [1, 2, 6, 14, 24]) and detection of smart contract bugs (e.g., [3, 5, 7, 16, 19, 21, 22]). A major disadvantage is that all these existing tools require certain bug patterns or specification rules defined by human experts. Considering the high stakes in smart contracts and race between attackers and defenders, it can be far too slow and costly to write new rules and construct new checkers in response to new bugs and exploits created by attackers. Recently, there are also studies on clones and clone detection for Ethereum smart contracts (e.g., [10, 15]). However, they use expensive symbolic transaction sketches or pairwise comparisons which affect their efficiency and they are limited to clone detection.

In this research, we aim to address these problems by exploring deep learning techniques to learn vector representation for smart contracts. Our main idea is two folds: (1) Structural Code Embeddings: code and bug patterns, including their lexical, syntactical, and even some semantic information, can be automatically encoded into numerical vectors via techniques adapted from deep learning and word embeddings (e.g., [4, 17, 18, 23, 27]). (2) Similarity Checking: code checking can be essentially done through similarity checking among the numerical vectors representing various kinds of code elements of various levels of granularity in smart contracts.

In our previous work [9], we proposed an deep learning based approach that can efficiently and effectively check smart contracts with structural code embeddings. With the help of suitable concrete code embedding and similarity checking techniques, our approach can be general enough to be applied for various code debugging and maintenance tasks. These include repetitive (a.k.a. duplicate or cloned) contract detection, detection of specific kinds of bugs in a large contract corpus, or validation of a contract against a set of known bugs. Moreover, our approach can easily add new bug checking rules by generating code embeddings for the changing bug patterns, without extra manual efforts in defining the bug specifications. According to the feedback of Solidity developers in Github, we further implemented our approach as a web-based tool, named SmartEmbed, which can help Solidity developers check code clones and bugs for their own smart contracts [8]. Furthermore, to meet the efficiency requirements as an online web tool, we improve the efficiency of SmartEmbed in three ways: (i) replace multiple loop structure calculation with matrix computation. (ii) put the code embeddings into cache to reduce redundant data loading. (iii) create indexes for smart contracts in our database to speed up information retrieval process. Considering the rapid increase in the number of smart contracts, we automatically updated our online model with newly added blocks from Ethereum blockchain, so developers can keep up to date with new changes by using our tool.
Both clone detection and bug detection have been extensively studied in the literature for both traditional software programs and Ethereum smart contracts. Clone detection techniques utilize expressive transactional sketch [15] or pair-wise signature comparison [10]. They can be applied to compiled contract bytecode, but efficiency is limited for checking contract-level similarities, instead of more fine-grained levels of granularity. More bug detection techniques have been developed for smart contracts (e.g., [3, 5, 7, 16, 19, 21, 22]), while they often require manual efforts in defining specifications and/or bug patterns needed for validation and/or bug checking.

Machine learning and deep learning techniques have been used for clone detection (e.g., [13, 25, 28]) and bug detection problems (e.g., [12, 26]) in traditional software programs too, but little has been applied for smart contracts. Our approach is unique in that it utilizes deep learning and similarity checking techniques to unify clone detection and bug detection together efficiently and accurately for Ethereum smart contracts.

### 3 APPROACH

Fig. 1 illustrates the overall framework of Our approach. Based on code embeddings and similarity checking, our approach targets two tasks in a unified approach: clone detection and bug detection. For clone detection, our approach can identify similar smart contracts. For bug detection, based on our bug database, our approach can detect bugs in the existing contracts in the Ethereum blockchain and/or in any smart contract given by solidity developers that are similar to any known bug in the bug database. Our approach contains two phases: a model training phase and a prediction phase.

There are mainly 4 steps during the model training phase. We built a custom Solidity parser for smart contract source code. The parser generates an abstract syntax tree (ASTs) for each smart contract in our collected dataset, and serializes the parse tree into a stream of tokens depending on the types of the tree nodes (step 1). After that, the normalizer reassembles the token streams to eliminate nonessential differences (e.g., the stop word, values of constants or literals) between smart contracts (step 2). The output token streams are then fed into our code embedding learning module, and each code fragment is embedded into a fixed-dimension numerical vector (step 3). After the code embedding learning step, all the source code is encoded into the source code embedding matrix; in the meanwhile, all the bug statements we collected are encoded into the bug embedding matrix (step 4).

In the prediction phase, any given new smart contract is turned into embedding vectors by going through the steps 1, 2, 3 and utilizing the learned embedding matrices. Similarity comparison is performed between the embeddings for the given contract and those in our collected database (step 5), and similarity thresholds are used to govern whether a code fragment in the given contract will be considered as code clones or clone-related bugs (step 5-6).

### 4 EVALUATION RESULTS

**Clone Detection.** Our approach can effectively identify many repetitive Solidity codes in Ethereum blockchain. Our experimental results against more than 22K smart contracts show the clone ratio of solidity code is at around 90%, much higher than traditional software, which reveals homogeneous of the Ethereum ecosystem. Our approach can detect more semantic clones accurately than the commonly used clone detection tool Deckard [11]. The relatively high ratio of code clones in smart contracts may cause severe threats, such as security attacks, resource wastage, etc. Finding such clones can enable significant applications such as vulnerability discovery and deployment optimization (reduce contract size and duplication), hence contributing to the overall health of the Ethereum ecosystem.

Our work in identifying clones can also help Solidity developers to check for plagiarism in smart contracts, which may cause a huge financial loss to the original contract creator.

**Bug Detection.** For bug detection, we first collect a list of 52 known buggy smart contracts belonging to 10 kinds of common vulnerabilities. The bug detection results show that our approach can efficiently and accurately identify more than 1,000 clone-related bugs based on our bug database in Ethereum blockchain, which can enable efficient checking of smart contracts with changing code and bug patterns. For contract validation, our approach can capture bugs similar to known ones with low false positive rates, the query for a clone or a bug is quite efficient which can be sufficient for practical uses. Our web-based tool can be easily updated with the newly added contracts and bug patterns in Ethereum blockchain and further support developers for using our approach.

### 5 SUMMARY AND CONTRIBUTIONS

This paper presented a deep learning based approach, SmartEmbed, for detecting code clones and bugs in smart contracts accurately and efficiently. It develops a code embedding technique for tokens and syntactical structures in Solidity code and utilizes similarity checking to search for “similar” code satisfying certain thresholds. Our approach can be easily updated to recognize new contract clones and new kinds of bugs when the contract code and bugs evolve. The approach is automated on the contract and bug data collected from the Ethereum blockchain. It helps developers to find repetitive contract code and clone-related bugs in existing contracts, which helps to improve developers’ confidence in the reliability of their contracts. It also helps to efficiently validate given smart contracts against known set of bugs without the need of manually defined bug patterns. The clone detection and bug detection results can benefit the smart contract community as well as individual Solidity developers.
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