Pathwise asymptotics for Volterra type stochastic volatility models
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Abstract. We study stochastic volatility models in which the volatility process is a positive continuous function of a continuous Volterra stochastic process. We state some pathwise large deviation principles for the scaled log-price.
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1 Introduction

The last few years have seen renewed interest in stochastic volatility models driven by fractional Brownian motion or other self-similar Gaussian processes (see [14], [19], [20]), i.e. fractional stochastic volatility models. Here we study stochastic volatility models in which the volatility process is a positive continuous function $\sigma$ of a continuous stochastic process $\hat{B}$, that we assume to be a Volterra type Gaussian process. The main result obtained in the present paper is a generalization, to the infinite-dimensional case, of a large deviation principle for the log-price process, due (in the real case) to Forde and Zhang [13] and Gulisashvili [17]. Our result is similar to that obtained in Section 2 in a recent paper of Gulisashvili [18] where also moderate deviations are considered.

An important aspect of this paper is that the techniques used here are different from those generally used in this framework (Freidlin-Wentzell theory). The principal result we use is Chaganty Theorem (see Theorem 2.3 in [6]), where a large deviation principle for joint and marginal distributions is stated. In this way the same results contained in [13], [17] and [18] can be obtained in a more general context, see Section 7.

In the stochastic volatility models of interest, the dynamic of the asset price process $(S_t)_{t \in [0,T]}$ is modeled by the following equation

$$
\begin{cases}
    dS_t = S_t \mu(\hat{B}_t)dt + S_t \sigma(\hat{B}_t) d(\tilde{\rho}W_t + \rho B_t), \\
    S_0 = s_0 > 0,
\end{cases}
$$

where $s_0$ is the initial price, $T > 0$ is the time horizon and $\hat{B}$ is a non-degenerate continuous Volterra type Gaussian process of the form

$$
\hat{B}_t = \int_0^t K(t,s) dB_s, \quad 0 \leq t \leq T,
$$

for some kernel $K$, the processes $W$ and $B$ are two independent standard Brownian motions, $\rho \in (-1,1)$ is the correlation coefficient and $\tilde{\rho} = \sqrt{1-\rho^2}$. Remark that $\tilde{\rho}W + \rho B$ is another standard Brownian motion which has correlation coefficient $\rho$ with $B$. If $\rho \neq 0$ the model is called a correlated stochastic volatility
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model, otherwise it is called an uncorrelated model. It is assumed that $\mu: \mathbb{R} \to \mathbb{R}$ and $\sigma: \mathbb{R} \to (0, +\infty)$ are continuous functions satisfying suitable hypotheses. The process $\tilde{\sigma}(B) = (\tilde{\sigma}(B_t))_{0 \leq t \leq T}$ describes the stochastic evolution of the volatility in the model and $\mu(B) = (\mu(B_t))_{0 \leq t \leq T}$ is an adapted return process. Note that the model here considered contains a drift term which is not present in [18].

The unique solution to the previous equation is the Doléans-Dade expression

$$S_t = s_0 \exp \left\{ \int_0^t \mu(\hat{B}_s) ds - \frac{1}{2} \int_0^t (\hat{\sigma}(\hat{B}_s))^2 ds + \tilde{\rho} \int_0^t \sigma(\hat{B}_s) dW_s + \rho \int_0^t \hat{\sigma}(\hat{B}_s) dB_s \right\}$$

for $0 \leq t \leq T$. Therefore, the log-price process $Z_t = \log S_t$, $0 \leq t \leq T$, with $Z_0 = x_0 = \log s_0$ is defined by

$$Z_t = x_0 + \int_0^t \mu(\hat{B}_s) ds - \frac{1}{2} \int_0^t (\hat{\sigma}(\hat{B}_s))^2 ds + \tilde{\rho} \int_0^t \sigma(\hat{B}_s) dW_s + \rho \int_0^t \hat{\sigma}(\hat{B}_s) dB_s.$$

Now let $\varepsilon: \mathbb{N} \to \mathbb{R}_+$ be an infinitesimal function, i.e. $\varepsilon_n \to 0$, as $n \to +\infty$. For every $n \in \mathbb{N}$, we consider the following scaled version of the stochastic differential equation

$$\begin{cases} dS^n_t = S^n_t \mu(\hat{B}^n_t) dt + \varepsilon_n S^n_t \sigma(\hat{B}^n_t) dB^n_t + \varepsilon_n \rho \int_0^t \hat{\sigma}(\hat{B}_s) dB_s, & 0 \leq t \leq T, \allowbreak \\
S^n_0 = s_0. \end{cases}$$

Here the Brownian motion $\check{\sigma} W + \rho B$ is multiplied by a small-noise parameter $\varepsilon_n$ and also the Volterra process $\check{\sigma}$ is multiplied by a small-noise parameter, i.e.

$$\check{\sigma}^n_t = \varepsilon_n \check{\sigma}_t, \quad t \in [0, T].$$

The log-price process $Z^n_t = \log S^n_t$, $0 \leq t \leq T$, in the scaled model is

$$Z^n_t = x_0 + \int_0^t \mu(\hat{B}^n_s) ds - \frac{1}{2} \varepsilon_n^2 \int_0^t (\hat{\sigma}(\hat{B}^n_s))^2 ds + \varepsilon_n \rho \int_0^t \hat{\sigma}(\hat{B}^n_s) dB^n_s + \varepsilon_n \rho \int_0^t \hat{\sigma}(\hat{B}^n_s) dB_s.$$

We will obtain a sample path large deviation principle (which is called a small-noise large deviation principle) for the family of processes $(\langle Z^n_t - x_0 \rangle_{t \in [0, T]} \rangle )_{n \in \mathbb{N}}$. A large deviation principle for $(\langle Z^n_T - x_0 \rangle_{n \in \mathbb{N}}$ can be obtained with the same techniques. But it can be also obtained by contraction and this is the approach we follow here. The paper is organized as follows.

In Section 2 we recall some basic facts about large deviations for continuous Gaussian processes (also for Gaussian diffusions) and we give some examples of Volterra type stochastic volatility models to which the large deviation principles obtained here could be applied. In particular we discuss fractional models. In Section 6, we first prove a large deviation principle for the log-price process in the uncorrelated model under mild hypotheses on the coefficients $\mu$ and $\sigma$. We assume only $\mu$ continuous, $\sigma$ continuous and positive. In [18] the uncorrelated model is a particular case of the correlated one and it is obtained under the further hypothesis that $\sigma$ is locally $\omega$-continuous (see Section 6 for the exact fact). In Section 6, we first prove a large deviation principle for a certain family $(\langle Z^{m,n}_t - x_0 \rangle_{t \in [0, T]} )_{n \in \mathbb{N}}$ with a certain good rate function $I^m$ (Section 6.1). Then, showing that the family $(I^{m,n})_{n \in \mathbb{N}}$ is an exponentially good approximation of $(I^n)_{n \in \mathbb{N}}$, we prove a large deviation principle for $(\langle Z^{m,n}_t - x_0 \rangle_{t \in [0, T]}$ with the good rate function obtained in terms of the $I^m$‘s (Section 6.2). To prove this large deviation principle we have the same hypotheses on $\sigma$ as in [18]. Finally, in Section 6.3 we give an explicit expression for the rate function (not in terms of the $I^m$’s). In Section 6.4, for the identification of the rate function, we have a more restrictive hypothesis on $\sigma$. Here we need a power growth not required in [18]. In Section 6.5, we give an application to the asymptotic estimate of the crossing probability. In Section 7, we extend the results of Sections 5 and 6 to a more general context. We get the same results for more general families of Volterra processes $(\langle \check{\sigma}^n_t \rangle_{t \in [0, T]} )_{n \in \mathbb{N}}$ (not only $(\langle \varepsilon_n \check{\sigma}_t \rangle_{t \in [0, T]} )_{n \in \mathbb{N}}$) that obey a large
deviation principle (some examples of such processes can be found in [5], [15] and [24]). For example we can consider \((\{B^n_{t}\}_{t \in [0,T]}\}_{n \in \mathbb{N}} = (\{B_{t}\}_{t \in [0,T]}\}_{n \in \mathbb{N}}\) (Example 7.6). In this case we have a small-time large deviation principle for the Volterra processes. If the Volterra process is self-similar we can pass from small-noise to small-time regime (see the discussion at the end of Section 3 in [18]), while, if the process is not self-similar, it is not generally true.

2 Large deviations for continuous Gaussian processes

We briefly recall some main facts on large deviation principles and Volterra processes we are going to use. We refer, for example, to the following classical references: Chapitre II in Azencott [1], Section 3.4 in Deuschel and Strook [12], Chapter 4 (in particular Sections 4.1, 4.2 and 4.5) in Dembo and Zeitouni [11], for large deviation principles; [10] and [22] for Volterra processes.

2.1 Large deviations

Definition 2.1. Let \(E\) be a topological space, \(\mathcal{B}(E)\) the Borel \(\sigma\)-algebra and \((\mu_n)_{n \in \mathbb{N}}\) a family of probability measures on \(\mathcal{B}(E)\); let \(\gamma : \mathbb{N} \to \mathbb{R}^+\) be a speed function, i.e. \(\gamma_n \to +\infty\) as \(n \to +\infty\). We say that the family of probability measures \((\mu_n)_{n \in \mathbb{N}}\) satisfies a large deviation principle (LDP) on \(E\) with the rate function \(I\) and the speed \(\gamma_n\) if, for any open set \(\Theta\),

\[- \inf_{x \in \Theta} I(x) \leq \liminf_{n \to +\infty} \frac{1}{\gamma_n} \log \mu_n(\Theta)\]

and for any closed set \(\Gamma\)

\[\limsup_{n \to +\infty} \frac{1}{\gamma_n} \log \mu_n(\Gamma) \leq - \inf_{x \in \Gamma} I(x).\]  

A rate function is a lower semicontinuous mapping \(I : E \to [0, +\infty]\). A rate function \(I\) is said good if \(\{I \leq a\}\) is a compact set for every \(a \geq 0\).

Definition 2.2. Let \(E\) be a topological space, \(\mathcal{B}(E)\) the Borel \(\sigma\)-algebra and \((\mu_n)_{n \in \mathbb{N}}\) a family of probability measures on \(\mathcal{B}(E)\); let \(\gamma : \mathbb{N} \to \mathbb{R}^+\) be a speed function. We say that the family of probability measures \((\mu_n)_{n \in \mathbb{N}}\) satisfies a weak large deviation principle (WLDP) on \(E\) with the rate function \(I\) and the speed \(\gamma_n\) if the upper bound (1) holds for compact sets.

Let \(U = (U_t)_{t \in [0,T]}\) be a continuous, centered, Gaussian process on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\). From now on, we will denote by \(C[0,T]\) (respectively \(C_0[0,T]\)) the set of continuous functions on \([0,T]\) (respectively the set of continuous functions on \([0,T]\) starting from 0) endowed with the topology induced by the sup-norm. Moreover, we will denote by \(\mathcal{M}[0,T]\) its dual, that is, the set of signed Borel measures on \([0,T]\). The action of \(\mathcal{M}[0,T]\) on \(C[0,T]\) is given by

\[\langle \lambda, h \rangle = \int_0^T h(t) d\lambda(t), \quad \lambda \in \mathcal{M}[0,T], h \in C[0,T].\]

Remark 2.3. We say that a family of continuous processes \((\{U^n_t\}_{t \in [0,T]}\) is a LDP if the family of their laws satisfies a LDP on \(C_0[0,T]\).

The following remarkable theorem (Proposition 1.5 in [1]) gives an explicit expression of the Cramér transform \(\Lambda^*\) of a continuous centered Gaussian process \((U_t)_{t \in [0,T]}\) with covariance function \(k\). Let us recall that

\[\Lambda(\lambda) = \log \mathbb{E}[\exp(\langle U, \lambda \rangle)] = \frac{1}{2} \int_0^T \int_0^T k(t, s) d\lambda(t) d\lambda(s)\]

for \(\lambda \in \mathcal{M}[0,T]\).
Theorem 2.4. Let \((U_t)_{t \in [0,T]}\) be a continuous, centered Gaussian process, with covariance function \(k\). Let \(\Lambda^*\) denote the Cramér transform of \(\Lambda\), that is

\[
\Lambda^*(x) = \sup_{\lambda \in \mathcal{M}[0,T]} (\langle \lambda, x \rangle - \Lambda(\lambda)) = \sup_{\lambda \in \mathcal{M}[0,T]} \left( \langle \lambda, x \rangle - \frac{1}{2} \int_0^T \int_0^T k(t, s) d\lambda(t) d\lambda(s) \right).
\]

Then,

\[
\Lambda^*(x) = \begin{cases} 
\frac{1}{2} \| x \|_{\mathcal{H}}^2 & x \in \mathcal{H} \\
+\infty & x \notin \mathcal{H},
\end{cases}
\]

where \(\mathcal{H}\) and \(\| . \|_{\mathcal{H}}\) denote, respectively, the reproducing kernel Hilbert space and the related norm associated to the covariance function \(k\).

Reproducing kernel Hilbert spaces (RKHS) are an important tool to handle Gaussian processes. For a detailed development of this wide theory we can refer, for example, to Chapter 4 in [21] (in particular Section 4.3) and to Chapter 2 (in particular Sections 2.2 and 2.3) in [3]. In order to state a large deviation principle for a family of Gaussian processes, we need the following definition.

Definition 2.5. A family of continuous processes \((X^n_t)_{t \in [0,T]}\) is exponentially tight at the speed \(\gamma_n\) if, for every \(R > 0\) there exists a compact set \(K_R\) such that

\[
\limsup_{n \to +\infty} \gamma_n^{-1} \log P(X^n \notin K_R) \leq -R.
\]

If the means and the covariance functions of an exponentially tight family of Gaussian processes have a good limit behavior, then the family satisfies a large deviation principle, as stated in the following theorem which is a consequence of the classic abstract Gärtner-Ellis Theorem (Baldi Theorem 4.5.20 and Corollary 4.6.14 in [11]) and Theorem 2.4.

Theorem 2.6. Let \((X^n_t)_{t \in [0,T]}\) be an exponentially tight family of continuous Gaussian processes with respect to the speed function \(\gamma_n\). Suppose that, for any \(\lambda \in \mathcal{M}[0,T]\),

\[
\lim_{n \to +\infty} E[(\langle \lambda, X^n \rangle)] = 0
\]

and the limit

\[
\Lambda(\lambda) = \lim_{n \to +\infty} \gamma_n \text{Var}(\langle \lambda, X^n \rangle) = \int_0^T \int_0^T k(t, s) d\lambda(t) d\lambda(s)
\]

exists, for some continuous, symmetric, positive definite function \(k\), that is the covariance function of a continuous Gaussian process, then \((X^n_t)_{t \in [0,T]}\) satisfies a large deviation principle on \(C[0,T]\), with the speed \(\gamma_n\) and the good rate function

\[
I(h) = \begin{cases} 
\frac{1}{2} \| h \|_{\mathcal{H}}^2 & h \in \mathcal{H} \\
+\infty & h \notin \mathcal{H},
\end{cases}
\]

where \(\mathcal{H}\) and \(\| . \|_{\mathcal{H}}\) denote, respectively, the reproducing kernel Hilbert space and the related norm associated to the covariance function \(k\).

Remark 2.7. Suppose \((Y^n_t)_{t \in [0,T]}\) is a family of centered Gaussian processes that satisfies a large deviation principle on \(C[0,T]\) with the speed \(\gamma_n\) and the good rate function \(I\). Let \((m^n)_{n \in \mathbb{N}} \subseteq C[0,T]\), \(m \in C[0,T]\) be functions such that \(m^n \xrightarrow{C[0,T]} m\), as \(n \to +\infty\). Then, the family of processes \((X^n_t)_{t \in [0,T]}\), where \(X^n = m^n + U^n\), satisfies a large deviation principle on \(C[0,T]\) with the same speed \(\gamma_n\) and the good rate function

\[
I_X(h) = I(h - m) = \begin{cases} 
\frac{1}{2} \| h - m \|_{\mathcal{H}}^2 & h - m \in \mathcal{H} \\
+\infty & h - m \notin \mathcal{H},
\end{cases}
\]
A useful result which can help in investigating the exponential tightness of a family of continuous Gaussian processes is Proposition 2.1 in [23] where the required property follows from Hölder continuity of the mean and the covariance function.

### 2.2 Volterra type Gaussian processes

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space and $B = (B_t)_{t \in [0,T]}$ a standard Brownian motion. Suppose $\hat{B} = (\hat{B}_t)_{t \in [0,T]}$ is a centered Gaussian process having the following Fredholm representation,

$$
\hat{B}_t = \int_0^T K(t, s) dB_s, \quad 0 \leq t \leq T,
$$

where $T > 0$ and $K$ is a measurable square integrable kernel on $[0,T]^2$ such that

$$
\sup_{t \in [0,T]} \int_0^T K(t, s)^2 ds < \infty.
$$

For such a kernel, the linear operator $\mathcal{K} : L^2[0,T] \rightarrow L^2[0,T]$ defined by

$$
\mathcal{K}h(t) = \int_0^T K(t, s)h(s) ds,
$$

is compact. The operator $\mathcal{K}$ is called a Hilbert-Schmidt integral operator. The modulus of continuity of the kernel $K$ is defined as follows

$$
M(\delta) = \sup_{\{t_1, t_2 \in [0,T] : |t_1 - t_2| \leq \delta\}} \int_0^T |K(t_1, s) - K(t_2, s)|^2 ds, \quad 0 \leq \delta \leq T.
$$

The covariance function of the process $\hat{B}$ is given by

$$
k(t, s) = \int_0^T K(t, u)K(s, u) du, \quad t, s \in [0,T].
$$

Let us define a Volterra process.

**Definition 2.8.** The process in (3) is called a Volterra type Gaussian process if the following conditions hold for the kernel $K$:

1. $K(0, s) = 0$ for all $0 \leq s \leq T$, and $K(t, s) = 0$ for all $0 \leq t < s \leq T$;
2. There exist constants $c > 0$ and $\alpha > 0$ such that $M(\delta) \leq c\delta^\alpha$ for all $\delta \in [0,T]$.

**Remark 2.9.** Condition (a) is a typical Volterra type condition for the kernel $K$ and the integral representation in (3) becomes $\hat{B}_t = \int_0^t K(t, s) dB_s$, for $0 \leq t \leq T$. So $\hat{B}$ is adapted to the natural filtration generated by $B$. Condition (b) guarantees the existence of a Hölder continuous modification of the process $\hat{B}$. Note that other definitions for Volterra processes are allowed. For example, Definition 5 in [22] also contains the following condition

3. $K$ is injective as a transformation of functions in $L^2[0,T]$.

Thanks to Condition (c) an explicit expression for the RKHS holds, see the next Remark. We will not use condition (c) in this paper.
Remark 2.10. If \((B_t)_{t \in [0,T]}\) is a Volterra type Gaussian process with kernel \(K\), satisfying condition (c), the reproducing kernel Hilbert space \(\mathcal{H}_B\) can be represented as the image of \(L^2[0,T]\) under the integral transform \(\mathcal{K}\), i.e. \(\mathcal{H}_B = \mathcal{K}(L^2[0,T])\), equipped with the inner product
\[
\langle \varphi, \psi \rangle_{\mathcal{H}_B} = \langle K^{-1} \varphi, K^{-1} \psi \rangle_{L^2[0,T]}, \quad \varphi, \psi \in \mathcal{H}_B,
\]
(for further details, see e.g. Subsection 2.2 in [22] and [27]). Any \(\varphi \in \mathcal{H}_B\) can be represented as
\[
\varphi(t) = Kf(t) = \int_0^t K(t,s)f(s) \, ds, \quad t \in [0,T]
\]
where \(f\) belongs to \(L^2[0,T]\). If condition (c) is verified we have an identification between \(\varphi \in \mathcal{H}_B\) and \(f \in L^2[0,T]\) \((\mathcal{K}\) is a bijection from \(L^2[0,T]\) into \(\mathcal{H}_B\)).

We now discuss some Volterra processes which satisfy conditions (a) and (b) in Definition 2.8.

**Fractional Brownian motion.** The fractional Brownian motion \(Z\) with Hurst parameter \(H \in (0,1)\) is the centered Gaussian process with covariance function
\[
k_H(t,s) = \frac{1}{2} \left( t^{2H} + s^{2H} - |t-s|^{2H} \right).
\]
It is well-known that fractional Brownian motion can be represented as a Volterra process with kernel
\[
K_H(t,s) = c_H \left( \frac{1}{2} \right)^{H-1/2} (t-s)^{H-1/2} - (H-\frac{1}{2}) s^{1/2-H} \int_s^t u^{H-3/2} (u-s)^{H-1/2} du,
\]
where
\[
c_H = \left( \frac{2H \Gamma(3/2-H)}{\Gamma(2-H)} \right)^{1/2}.
\]
Notice that when \(H = 1/2\) the fractional Brownian motion reduces to the Wiener process. Condition (b) for this process, with \(\alpha = \min\{2H,1\}\), was established in [28] and Lemma 8 in [17].

**Fractional Ornstein-Uhlenbeck process.** For \(H \in (0,1)\) and \(a > 0\), the fractional Ornstein-Uhlenbeck process is given by
\[
U^H_t = \int_0^t e^{-a(t-u)} dB^H_u, \quad t \geq 0
\]
where \(B^H\) is a fractional Brownian motion and the stochastic integral appearing above can be defined using the integration by parts formula and the stochastic Fubini theorem. This gives the following equality,
\[
U^H_t = B^H_t - a \int_0^t e^{-a(t-u)} B^H_u du,
\]
and therefore the Volterra representation,
\[
U^H_t = \int_0^t K_H(t,s) dB_s,
\]
where, for \(0 \leq s \leq t \leq T\),
\[
K_H(t,s) = K_H(t,s) - a \int_s^t e^{-a(t-u)} K_H(t,u) du,
\]
(see, e.g., Proposition A.1 in [8]). Condition (b) for this process, with \(\alpha = \min\{2H,1\}\), was established in Lemma 10 in [17]. Note that this is not a self similar process, therefore large deviations for small-time cannot be deduced from large deviations for small-noise. See Example 7.6.
**Riemann-Liouville fractional Brownian motion.** For $H \in (0,1)$, the Riemann-Liouville fractional Brownian motion is defined by

$$R^H_t = \frac{1}{\Gamma(H + 1/2)} \int_0^t (t-u)^{H-1/2} dB_u, \quad t \geq 0.$$  

This process is simpler than fractional Brownian motion. However, the increments of the Riemann-Liouville fractional Brownian motion lack the stationarity property. Condition (b) for this process, with $\alpha = 2H$, was established in Lemma 7 in \[17\].

**a-th fold integrated Brownian motion.** For $a \in \mathbb{N}$, consider the Volterra process

$$Z_t = \int_0^t \frac{(t-s)^a}{a!} dB_s, \quad t \geq 0.$$  

The covariance function is

$$k(s,t) = \int_0^{s \wedge t} \frac{(t-u)^a(s-u)^a}{(a!)^2} du.$$  

This is the covariance function of the a-th fold integrated Brownian motion. For details, see \[7\]. Notice that for this process the kernel is very similar to the kernel of the Riemann-Liouville fractional Brownian motion. Condition (b) for this process, with $\alpha = 2a + 1$, trivially holds.

**Conditioned Volterra processes.** For $T > 0$ consider the centered Volterra process $\hat{Z}^T$ defined by

$$\hat{Z}^T_t = \int_0^T K(T+t,T+u) dB_u, \quad t \geq 0.$$  

The covariance function is

$$\hat{K}^T(t,s) = \int_0^{s \wedge t} K(T+t,T+u)K(T+s,T+u) du.$$  

This process can be obtained by conditioning a Volterra process with kernel $K$ to the past up to time $T$. The new kernel is $\hat{K}^T(t,s) = K(T+t,T+s)$. For major details see \[15\]. If the original kernel satisfies condition (b) in $[0,2T]$ then the new one satisfies condition (b) in $[0,T]$ and therefore the large deviation principles obtained in this paper can be applied.

Now we recall a small noise large deviation principle for the couple $(\varepsilon_n B, \varepsilon_n \hat{B})_{n \in \mathbb{N}}$ (see, for example, \[17\]). First observe that $(B, \hat{B})$ is a Gaussian process (for details see, for example, \[13\]) and therefore the following theorem is an application of Theorem 3.4.5 in \[12\]. From now on we denote by $H^1_{\alpha}[0,T]$ the Cameron-Martin space, i.e. the set of absolutely continuous functions $f$ such that $f(0) = 0$ and $f \in L^2[0,T]$.

**Remark 2.11.** It is known that reproducing kernel Hilbert space of the couple $(B, \hat{B})$ is the Hilbert space

$$\mathcal{H}_{(B,\hat{B})} = \{(f,g) \in C_0[0,T]^2 : f \in H^1_{\alpha}[0,T], g(t) = \int_0^t K(t,u)f(u) du, \quad 0 \leq t \leq T\}. \quad (5)$$

equipped with the norm

$$\| (f,g) \|_{\mathcal{H}_{(B,\hat{B})}} = \frac{1}{2} \int_0^T \dot{f}(s)^2 ds,$$

see, for example, the discussion in Section 6 in \[17\].

**Theorem 2.12.** $(\varepsilon_n B, \varepsilon_n \hat{B})_{n \in \mathbb{N}}$ satisfies a large deviation principle on $C_0[0,T]^2$ with the speed $\varepsilon_n^{-2}$ and the good rate function

$$I_{(B,\hat{B})}(f,g) = \begin{cases} \frac{1}{2} \int_0^T \dot{f}(s)^2 ds & (f,g) \in \mathcal{H}_{(B,\hat{B})} \\ +\infty & (f,g) \in C_0[0,T]^2 \setminus \mathcal{H}_{(B,\hat{B})} \end{cases} \quad (6)$$

where $H_{(B,\hat{B})}$ is defined in \[9\].
Remark 2.13. For \( f \in H^1_0[0,T] \), define
\[
\hat{f}(t) = \int_0^t K(t,u) \hat{f}(u) \, du \quad t \in [0,T].
\] (7)

Then, from Theorem 2.12 and the contraction principle, the family \((\varepsilon_n \hat{B})_{n \in \mathbb{N}}\) satisfies a large deviation principle on \( C_0[0,T] \) with the speed \( \varepsilon_n^{-2} \) and the good rate function
\[
I_B(g) = \inf \left\{ \frac{1}{2} \int_0^T \hat{f}(s)^2 \, ds : \hat{f} = g, \ f \in H^1_0[0,T] \right\},
\] (8)

with the understanding \( I_B(g) = +\infty \) if the set is empty.

2.3 Gaussian diffusion processes

Let \( X^n \) be the solution of the following stochastic differential equation
\[
\begin{aligned}
\begin{cases}
\, dX^n_t = b_n(t) \, dt + \varepsilon_n c_n(t) \, dW_t & 0 \leq t \leq T \\
\, X^n_0 = x \in \mathbb{R}.
\end{cases}
\end{aligned}
\] (9)

This is a Gaussian diffusion process. As a simple application of Theorem 3.1 in \[9\] we have the following result for Gaussian diffusion processes.

Theorem 2.14. Suppose that \( b_n \to b \) and \( c_n \to c \) in \( C[0,T] \) then the family \((X^n)_{n \in \mathbb{N}}\) of solutions to the SDE (4) satisfies a LDP with the speed \( \varepsilon_n^{-2} \) and the good rate function
\[
I(f) = \inf \left\{ \frac{1}{2} \int_0^T \hat{g}(t)^2 \, dt : x + \int_0^t b(s) \, ds + \int_0^t c(s) \hat{g}(s) \, ds = f(t), \ g \in H^1_0[0,T] \right\}
\] (10)

with the understanding \( I(f) = +\infty \) if the set is empty.

Remark 2.15. In the non-degenerate case, that is, if \( c \geq \underline{c} > 0 \) then the rate function (10) simplifies to
\[
I(f) = \begin{cases}
\frac{1}{2} \int_0^T \left( \frac{f(s) - b(s)}{c(s)} \right)^2 \, ds & f \in H^1_0[0,T] \\
+\infty & f \notin H^1_0[0,T].
\end{cases}
\]

3 Large deviations for joint and marginal distributions

In this section we introduce the Chaganty Theorem in which a large deviation principle for a sequence of probability measures on a product space \( E_1 \times E_2 \) (and then for both marginals) is obtained starting from the large deviation principle of the sequences of marginal and conditional distributions. The main reference for this topic is \[3\]. We recall, for the sake of completeness, some results about conditional distributions in Polish spaces. Let \( Y \) and \( Z \) be two random variables defined on the same probability space \((\Omega, \mathcal{F}, \mathbb{P})\), with values, respectively, in the measurable spaces \((E_1, \mathcal{E}_1)\) and \((E_2, \mathcal{E}_2)\). Let us denote by \( \mu_1 \) the (marginal) laws of \( Y \), by \( \mu_2 \) the marginal of \( Z \) and by \( \mu \) the joint distribution of \((Y,Z)\) on \((E, \mathcal{E}) = (E_1 \times E_2, \mathcal{E}_1 \times \mathcal{E}_2)\). A family of probabilities \((\mu_2(\cdot|y))_{y \in E_1}\) on \((E_2, \mathcal{E}_2)\) is a regular version of the conditional law of \( Z \) given \( Y \) if

1. For every \( B \in \mathcal{E}_2 \), the map \((E_1, \mathcal{E}_1) \to (\mathbb{R}, \mathcal{B}(\mathbb{R})), y \mapsto \mu_2(B|y)\) is \( \mathcal{E}_1 \)-measurable.
2. For every \( B \in \mathcal{E}_2 \) and \( A \in \mathcal{E}_1 \), \( \mathbb{P}(Y \in A, Z \in B) = \int_A \mu_2(B|y)\mu_1(dy) \).
In this case we have
\[ \mu(dy,dz) = \mu_2(dz|y)\mu_1(dy). \]

In this section we will use the notation \((E, \mathcal{B})\) to indicate a Polish space (i.e. a separable, completely metrizable space) with the Borel \(\sigma\)-field, and we say that a sequence \((x_n)_{n\in\mathbb{N}} \subset E\) converges to \(x \in E\), \(x_n \to x\), if \(d_E(x_n,x) \to 0\), as \(n \to \infty\), where \(d_E\) denotes the metric on \(E\). Regular conditional probabilities do not always exist, but they exist in many cases. The following result, that immediately follows from Corollary 3.1.2 in [4], shows that in Polish spaces the regular version of the conditional probability is well defined.

**Proposition 3.1.** Let \((E_1, \mathcal{B}_1)\) and \((E_2, \mathcal{B}_2)\) be two Polish spaces endowed with their Borel \(\sigma\)-fields, \(\mu\) be a probability measure on \((E, \mathcal{B}) = (E_1 \times E_2, \mathcal{B}_1 \times \mathcal{B}_2)\). Let \(\mu_i, i = 1,2\), be the marginal probability measures on \((E_i, \mathcal{B}_i)\). Then there exists \(\mu_1\)-almost sure a unique regular version of the conditional law of \(\mu_2\) given \(\mu_1\), i.e.
\[ \mu(dy,dz) = \mu_2(dz|y)\mu_1(dy). \]

In what follows we always suppose random variables taking values in a Polish space.

Let \((E_1, \mathcal{B}_1)\) and \((E_2, \mathcal{B}_2)\) be two Polish spaces. We denote by \((\mu_n)_{n\in\mathbb{N}}\) a sequence of probability measures on the product space \((E_1 \times E_2, \mathcal{B}_1 \times \mathcal{B}_2)\) (the sequence of the joint distributions), by \((\mu_n)_{n\in\mathbb{N}}\), for \(i = 1,2\), the sequence of the marginal distributions on \((E_i, \mathcal{B}_i)\) and by \((\mu_{2n}(\cdot|x_1))_{n\in\mathbb{N}}\) the sequence of the conditional distributions on \((E_2, \mathcal{B}_2)\). Let \(\mu_1 = \mu(\cdot|x_1)\) given by Proposition 3.1, i.e.
\[ \mu_n(B_1 \times B_2) = \int_{B_1} \mu_{2n}(B_2|x_1)\mu_1(dx_1) \tag{11} \]
for every \(B_1 \times B_2\), with \(B_1 \in \mathcal{B}_1\) and \(B_2 \in \mathcal{B}_2\).

**Definition 3.2.** Let \((E_1, \mathcal{B}_1)\), \((E_2, \mathcal{B}_2)\) be two Polish spaces and \(x_1 \in E_1\). We say that the sequence of conditional laws \((\mu_{2n}(\cdot|x_1))_{n\in\mathbb{N}}\) on \((E_2, \mathcal{B}_2)\) satisfies the **LDP continuously** in \(x_1\) with the rate function \(J(\cdot|x_1)\) and the speed \(\gamma_n\), or simply, the **LDP continuity condition** holds, if
\[ (a) \text{ For each } x_1 \in E_1, J(\cdot|x_1) \text{ is a good rate function on } E_2. \]
\[ (b) \text{ For any sequence } (x_{1n})_{n\in\mathbb{N}} \text{ in } E_1 \text{ such that } x_{1n} \to x_1, \text{ the sequence of measures } (\mu_{2n}(\cdot|x_{1n}))_{n\in\mathbb{N}} \text{ satisfies a LDP on } E_2 \text{ with the rate function } J(\cdot|x_1) \text{ and the speed } \gamma_n. \]
\[ (c) J(\cdot|x) \text{ is lower semicontinuous as a function of } (x_1, x_2) \text{ in } E_1 \times E_2. \]

**Theorem 3.3.** [Theorem 2.3 in [6]] Let \((E_1, \mathcal{B}_1)\), \((E_2, \mathcal{B}_2)\) be two Polish spaces. Let \((\mu_{1n})_{n\in\mathbb{N}}\) be a sequence of probability measures on \((E_1, \mathcal{B}_1)\). For \(x_1 \in E_1\) let \((\mu_{2n}(\cdot|x_1))_{n\in\mathbb{N}}\) be the sequence of the conditional laws on \((E_2, \mathcal{B}_2)\). Suppose that the following two conditions are satisfied:
\[ (i) (\mu_{1n})_{n\in\mathbb{N}} \text{ satisfies a LDP on } E_1 \text{ with the good rate function } I_1(\cdot) \text{ and the speed } \gamma_n. \]
\[ (ii) \text{ for every } x_1 \in E_1, \text{ the sequence } (\mu_{2n}(\cdot|x_1))_{n\in\mathbb{N}} \text{ obeys the LDP continuity condition with the rate function } J(\cdot|x_1) \text{ and the speed } \gamma_n. \]

Then the sequence of joint distributions \((\mu_n)_{n\in\mathbb{N}}\), given by (11), satisfies a **WLDL** on \(E = E_1 \times E_2\) with the speed \(\gamma_n\) and the rate function
\[ I(x_1,x_2) = I_1(x_1) + J(x_2|x_1), \]
for \(x_1 \in E_1\) and \(x_2 \in E_2\). Furthermore the sequence of the marginal distributions \((\mu_{2n})_{n\in\mathbb{N}}\) defined on \((E_2, \mathcal{B}_2)\), satisfies a LDP with the speed \(\gamma_n\), and the rate function
\[ I_2(x_2) = \inf_{x_1 \in E_1} I(x_1,x_2). \]

Moreover, \((\mu_n)_{n\in\mathbb{N}}\) satisfies a LDP if \(I(\cdot,\cdot)\) is a good rate function, and in this case, also \(I_2(\cdot)\) is a good rate function.
We shall give a sufficient condition on the rate functions \( I_1(\cdot) \) and \( J(\cdot|\cdot) \) which guarantees that \( I(\cdot, \cdot) \) is a good rate function. See Lemma 2.6 in [3].

**Lemma 3.4.** In the same hypotheses of Theorem 3.3 if the set

\[
\bigcup_{x_1 \in K_1} \{ x_2 : J(x_2|x_1) \leq L \}
\]

is a compact subset of \( E_2 \) for any \( L \geq 0 \) and for any compact set \( K_1 \subset E_1 \), then \( I(\cdot, \cdot) \) is a good rate function (and therefore also \( I_2(\cdot) \) is a good rate function).

## 4 Volterra type stochastic volatility models

In the stochastic volatility models of interest the dynamic of the asset price process \((S_t)_{t \in [0,T]}\) is modeled by the following equation

\[
\begin{align*}
    dS_t &= S_t \mu(\hat{B}_t) dt + S_t \sigma(\hat{B}_t) d(\rho W_t + \rho B_t) \quad 0 \leq t \leq T, \\
    S_0 &= s_0 > 0,
\end{align*}
\]

where \( s_0 \) is the initial price, \( T > 0 \) is the time horizon, \( \hat{B} \) is a non-degenerate continuous Volterra type process as in [3] for some kernel \( K \) which satisfies the conditions in Definition 2.2 the processes \( W \) and \( B \) are two independent standard Brownian motions, \( \rho \in (-1, 1) \) is the correlation coefficient and \( \tilde{\rho} = \sqrt{1 - \rho^2} \). Remark that \( \rho W + \rho B \) is another standard Brownian motion which has correlation coefficient \( \rho \) with \( B \). If \( \rho \neq 0 \) the model is called a correlated stochastic volatility model, otherwise it is called an uncorrelated model. The equation in (12) is considered on a filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{0 \leq t \leq T}, \mathbb{P})\); \((\mathcal{F}_t)_{0 \leq t \leq T}\) is the filtration generated by \( W \) and \( B \), completed by the null sets, and made right-continuous. The filtration \((\mathcal{F}_t)_{0 \leq t \leq T}\) represents the information given by the two Brownian motions. It is assumed in (12) that \( \mu : \mathbb{R} \to \mathbb{R} \) and \( \sigma : \mathbb{R} \to (0, +\infty) \) are continuous functions. It follows from (12) that the process \( \sigma(\hat{B}) = (\sigma(\hat{B}_t))_{0 \leq t \leq T} \) describes the stochastic evolution of volatility in the model and the process \( \mu(\hat{B}) = (\mu(\hat{B}_t))_{0 \leq t \leq T} \) is an adapted return process.

Equation (12) has a unique solution that can be represented as an exponential functional. The unique solution to the equation in (12) is the Dörzs-Dade exponential

\[
S_t = s_0 \exp \left\{ \int_0^t \mu(\hat{B}_s) ds - \frac{1}{2} \int_0^t \sigma(\hat{B}_s)^2 ds + \tilde{\rho} \int_0^t \sigma(\hat{B}_s) dW_s + \rho \int_0^t \sigma(\hat{B}_s) dB_s \right\}
\]

for \( 0 \leq t \leq T \) (for further details, see Section IX-2 in [25]). Therefore, the log-price process \( Z_t = \log S_t \), \( 0 \leq t \leq T \), with \( Z_0 = x_0 = \log s_0 \) is

\[
Z_t = x_0 + \int_0^t \mu(\hat{B}_s) ds - \frac{1}{2} \int_0^t \sigma(\hat{B}_s)^2 ds + \tilde{\rho} \int_0^t \sigma(\hat{B}_s) dW_s + \rho \int_0^t \sigma(\hat{B}_s) dB_s.
\]

Let \( \varepsilon_n : \mathbb{N} \to \mathbb{R}_+ \) be an infinitesimal function. For every \( n \in \mathbb{N} \), we will consider the following scaled version of the stochastic differential equation in (12)

\[
\begin{align*}
    dS^n_t &= S^n_t \mu(\hat{B}^n_t) dt + \varepsilon_n S^n_t \sigma(\hat{B}^n_t) d(\rho W_t + \rho B_t) \\
    S^n_0 &= s_0,
\end{align*}
\]

where, for every \( n \in \mathbb{N} \),

\[
\hat{B}^n_t = \varepsilon_n \hat{B}_t, \quad t \in [0, T].
\]

In the next sections we will obtain a sample path large deviation principle for the family of log-price processes \((Z^n_t - x_0)_{t \in [0,T]}\)\( n \in \mathbb{N} \). By contraction we will deduce a large deviation principle for the family \((Z^n_T - x_0)_{n \in \mathbb{N}}\) obtaining the same result contained in [17].

We will start by proving a large deviation principle for the log-price in the uncorrelated stochastic volatility model and then we extend the results to the class of correlated models.
5 LDP for the uncorrelated stochastic volatility model

We first consider, for $\rho \neq 0$, the model described by

\[
\begin{cases}
    dS_t = S_t\mu(\hat{B}_t)dt + \rho S_t\sigma(\hat{B}_t)dW_t, & 0 \leq t \leq T, \\
    S_0 = s_0 > 0,
\end{cases}
\]

(15)

where the processes $W$ and $B$ driving, respectively, the stock price and the volatility equations are two independent standard Brownian motions, so the model in (15) is an uncorrelated stochastic volatility model. The corresponding scaled model is given by

\[
\begin{cases}
    dS^n_t = S^n_t\mu(\hat{B}^n_t)dt + \epsilon_n S^n_t\hat{\rho}\sigma(\hat{B}^n_t)dW_t, & 0 \leq t \leq T, \\
    S^n_0 = s_0 > 0,
\end{cases}
\]

where, for every $n \in \mathbb{N}$, $\hat{B}^n_t$ is the Volterra process defined in equation (14). Moreover, the process $X^n_t = \log S^n_t$, $0 \leq t \leq T$, with $X^n_0 = x_0 = \log s_0$ is

\[
X^n_t = x_0 + \int_0^t \left( \mu(\hat{B}^n_s) - \frac{1}{2}\epsilon_n^2\sigma(\hat{B}^n_s)^2 \right) ds + \epsilon_n\hat{\rho}\int_0^t \sigma(\hat{B}^n_s)dW_s.
\]

(16)

We will prove that hypotheses of Chaganty's Theorem [33] hold for the family of processes

\[
(\hat{B}^n, X^n - x_0)_{n \in \mathbb{N}}.
\]

In order to guarantee the hypotheses of Chaganty’s Theorem, we will need to impose some conditions on the coefficients. First, let us recall, for future references, some well known facts on continuous functions.

**Remark 5.1.** (i) Suppose $f : \mathbb{R} \rightarrow \mathbb{R}$ is a continuous function and let $\varphi_n, \varphi \in C[0,T]$ be functions such that $\varphi_n \overset{C[0,T]}{\rightarrow} \varphi$, as $n \rightarrow +\infty$, then $f \circ \varphi_n \overset{C[0,T]}{\rightarrow} f \circ \varphi$, as $n \rightarrow +\infty$.

(ii) Suppose $f : \mathbb{R} \rightarrow (0, +\infty)$ is a continuous function and let $(\varphi_n)_n \subset C[0,T]$ be a sequence of equi-bounded functions, i.e., there exist $M > 0$ such that for every $n \in \mathbb{N}$, $\sup_{t \in [0,T]} |\varphi_n(t)| \leq M$, then there exist constants $\underline{f}_M, \overline{f}_M > 0$ such that, for every $n \in \mathbb{N}$ and for every $t \in [0,T],

\[
0 < \underline{f}_M \leq f(\varphi_n(t)) \leq \overline{f}_M.
\]

**Assumption 5.2.** $\sigma : \mathbb{R} \rightarrow (0, +\infty)$ and $\mu : \mathbb{R} \rightarrow \mathbb{R}$ are continuous functions.

**Remark 5.3.** For $L > 0$, denote by $D_L$ the level sets in the Cameron Martin space, i.e.

\[
D_L = \{ f \in H^1_0[0,T] : \| f \|_{H^1_0[0,T]} \leq L \}.
\]

(17)

Then for $f \in D_L$, from the Cauchy-Schwarz inequality,

\[
|\hat{f}(t)| = \left| \int_0^t K(t,s)\hat{f}(s)ds \right| \leq \| f \|_{H^1_0[0,T]} \left( \int_0^T K^2(t,s)ds \right)^{1/2}.
\]

Therefore (thanks to conditions (a) and (b) in Definition 2.8), there exists a constant $\hat{L} > 0$ such that

\[
\sup_{f \in D_L} \sup_{t \in [0,T]} |\hat{f}(t)| \leq \hat{L}.
\]
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Let $\mu_{1n}$ denote the law induced by $\tilde{B}^n$ on the Polish space $(E_1, B_1) = (C_0[0,T], B(C_0[0,T]))$ and for $n \in \mathbb{N}$, let $\mu_{2n}$ be the law induced by $X^n - x_0$ on $(E_2, B_2) = (C_0[0,T], B(C_0[0,T]))$. Moreover, for (almost) every $\varphi \in C_0[0,T]$, $n \in \mathbb{N}$, let $\mu_{2n}(\cdot|\varphi)$ be the conditional law of the process,

$$X^{n,\varphi} = X^n(\tilde{B}^n = \varphi(t) \quad 0 \leq t \leq T),$$

i.e. for $\varphi \in C_0[0,T]$, $\mu_{2n}(\cdot|\varphi)$ is the law of the process

$$X^{n,\varphi}_t = x_0 + \int_0^t \left( \mu(\varphi(s)) - \frac{1}{2} \varepsilon_n^2 \sigma(\varphi(s))^2 \right) ds + \varepsilon_n \bar{\rho} \int_0^t \sigma(\varphi(s)) dw_s, \quad 0 \leq t \leq T. \quad (18)$$

Let’s now check that the hypotheses of Theorem 2.14 are fulfilled. The sequence $(\mu_{1n})_{n \in \mathbb{N}}$ satisfies a LDP on $C_0[0,T]$ with the speed $\varepsilon_n^{-2}$ and the good rate function $I_{\bar{\rho}}(\cdot)$ given by (3) (condition (i) of Theorem 2.14), therefore it is enough to show that the conditions (a), (b) and (c) of LDP continuity condition are satisfied (condition (ii) of Theorem 2.14).

**Proposition 5.4.** The sequence of the conditional laws $(\mu_{2n}(\cdot|\varphi))_{n \in \mathbb{N}}$ satisfies, on $C_0[0,T]$, the LDP continuity condition with the rate function $J(\cdot|\varphi)$ and the inverse speed $\varepsilon_n^2$.

**Remark 5.5.** Notice that, for every $\varphi \in C_0[0,T]$ and $n \in \mathbb{N}$, $X^{n,\varphi}$ is a Gaussian diffusion process. We will prove that the sequence of conditional distributions obeys the conditions (a) and (b) of the LDP continuity condition by using the generalized Freidlin-Wentzell’s Theorem 2.14. The same result can be obtained by using theory of Gaussian processes. For major details see, for example, Section 5 in [24].

**Proof of Proposition 5.4.**

(a) For $\varphi \in C_0[0,T]$ we check that $(\mu_{2n}(\cdot|\varphi))_{n \in \mathbb{N}}$ obeys a LDP on $C_0[0,T]$ with the good rate function $J(\cdot|\varphi)$. With the same notation of Theorem 2.14 we have

- $b_n(t) = \mu(\varphi(t)) - \frac{1}{2} \varepsilon_n^2 \sigma(\varphi(t))^2$, then $b_n(t) \to \mu(\varphi(t))$, as $n \to +\infty$, uniformly for $t \in [0,T]$;
- $c_n(t) = \sigma(\varphi(t))$, not depending on $n$.

Then the family $(\mu_{2n}(\cdot|\varphi))_{n \in \mathbb{N}}$ satisfies a LDP on $C_0[0,T]$ with the inverse speed $\varepsilon_n^2$ and the good rate function

$$J(x|\varphi) = \inf \left\{ \frac{1}{2} \int_0^T \dot{y}(t)^2 dt : \int_0^T \mu(\varphi(s)) ds + \bar{\rho} \int_0^T \sigma(\varphi(s)) \dot{y}(s) ds = x(t), y \in H^1_0[0,T] \right\}$$

with the usual understanding $J(x|\varphi) = +\infty$ if the set is empty. If $y \in H^1_0[0,T]$ then

$$\dot{x}(t) = \mu(\varphi(t)) + \bar{\rho} \sigma(\varphi(t)) \dot{y}(t) \quad \text{a.e., with } x(0) = 0.$$

Thanks to Remark 5.1 (ii), $\sigma \circ \varphi > 0$ and the rate above simplifies to

$$J(x|\varphi) = \begin{cases} \frac{1}{2} \int_0^T \left( \frac{\dot{x}(t) - \mu(\varphi(t))}{\sigma(\varphi(t))} \right)^2 dt & x \in H^1_0[0,T] \\ +\infty & \text{otherwise} \end{cases} \quad (19)$$

(b) Let $(\varphi_n)_{n \in \mathbb{N}} \subset C_0[0,T]$ and $\varphi \in C_0[0,T]$ be functions such that $\varphi_n \xrightarrow{C_0[0,T]} \varphi$, as $n \to +\infty$. We check that the sequence $(\mu_{2n}(\cdot|\varphi_n))_{n \in \mathbb{N}}$ obeys a LDP on $C_0[0,T]$, with the (same) rate function $J(\cdot|\varphi)$. For every $n \in \mathbb{N}$, denote by $X^{n,\varphi_n}$ the process

$$X^{n,\varphi_n}_t = x_0 + \int_0^t \mu(\varphi_n(s)) ds - \frac{1}{2} \varepsilon_n^2 \int_0^t \sigma(\varphi_n(s))^2 ds + \varepsilon_n \bar{\rho} \int_0^t \sigma(\varphi_n(s)) dw_s, \quad 0 \leq t \leq T. \quad (12)$$

With the same notation of Theorem 2.14 thanks to Remark 5.1 (i), we have
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Now we show that 

\[ b_n(t) = \mu(\varphi_n(t)) - \frac{1}{2} \varepsilon_n^2 \sigma(\varphi_n(t))^2, \] 
then \( b_n(t) \to \mu(\varphi(t)) \), as \( n \to +\infty \), uniformly for \( t \in [0, T] \);

\[ c_n(t) = \bar{\rho} \sigma(\varphi_n(t)), \] 
then \( c_n(t) \to \bar{\rho} \sigma(\varphi(t)) \), as \( n \to +\infty \), uniformly for \( t \in [0, T] \).

Therefore \((\mu_n, |\varphi_n|)_{n \in \mathbb{N}}\) obeys a LDP with the inverse speed \( \varepsilon_n^2 \) and the good rate function \( J(\cdot | \varphi) \).

(c) We check that \( J(\cdot | \varphi) \) is lower semicontinuous as a function of the couple \((\varphi, x) \in C_0[0, T]^2\).
Suppose that 

\[ (\varphi_n, x_n) \xrightarrow[n \to +\infty]{} (\varphi, x). \]

If \( \lim_{n \to +\infty} J(x_n | \varphi_n) = \lim_{n \to +\infty} J(x_n | \varphi_n) = +\infty \), there is nothing to prove. Therefore we can suppose that \((x_n)_{n \in \mathbb{N}} \subset H^1_0[0, T] \) and then

\[
J(x_n | \varphi_n) = \frac{1}{2} \int_0^T \left( \frac{\dot{x}_n(t) - \mu(\varphi_n(t))}{\bar{\rho} \sigma(\varphi_n(t))} \right)^2 dt = \\
= \frac{1}{2} \int_0^T \left( \frac{\dot{x}_n(t) - \mu(\varphi_n(t))}{\bar{\rho} \sigma(\varphi(t))} \right)^2 \left( \frac{\sigma(\varphi(t))}{\sigma(\varphi_n(t))} \right)^2 dt \\
\geq \inf_{\varepsilon \in [0, T]} \left( \frac{\sigma(\varphi(t))}{\sigma(\varphi_n(t))} \right)^2 \int_0^T \left( \frac{\dot{x}_n(t) - \mu(\varphi_n(t))}{\bar{\rho} \sigma(\varphi(t))} \right)^2 dt \\
= \inf_{\varepsilon \in [0, T]} \left( \frac{\sigma(\varphi(t))}{\sigma(\varphi_n(t))} \right)^2 J(x_n + \int_0^T (\mu(\varphi(s)) - \mu(\varphi_n(s)))ds | \varphi)
\]

Now \( x_n + \int_0^T (\mu(\varphi(s)) - \mu(\varphi_n(s)))ds \to x \) in \( C_0[0, T] \), as \( n \to +\infty \). Therefore from the semicontinuity of \( J(\cdot | \varphi) \) (it is a rate function) and Remark 5.1, the claim follows.

The hypotheses of Theorem 5.3 are fulfilled, so we have the following result.

**Proposition 5.6.** The family 

\( (\hat{B}^n, X^n - x_0)_{n \in \mathbb{N}} \)

satisfies a WLDL with the speed \( \varepsilon_n^{-2} \) and the rate function

\[ I(\varphi, x) = I_{\hat{B}}(\varphi) + J(x | \varphi). \]

Furthermore \((X^n - x_0)_{n \in \mathbb{N}}\) satisfies a LDP with the speed function \( \varepsilon_n^{-2} \) and the rate function

\[ I_X(x) = \begin{cases} 
\inf_{f \in H^1_0[0, T]} \left[ \frac{1}{2} \|f\|_{H^2_0[0, T]}^2 + \frac{1}{2} \int_0^T \left( \frac{\dot{x}(t) - \mu(\bar{f}(t))}{\sigma(\bar{f}(t))} \right)^2 dt \right] & x \in H^1_0[0, T] \\
+\infty & x \notin H^1_0[0, T],
\end{cases} \]

where \( \bar{f} \) is defined in (7).

**Proof.** Thanks to Remark 2.13 and Proposition 5.4, the family \((\hat{B}^n, X^n - x_0)_{n \in \mathbb{N}}\) satisfies the hypotheses of Chaganty’s Theorem 3.3 and therefore satisfies a WLDL with the speed \( \varepsilon_n^{-2} \) and the rate function

\[ I(\varphi, x) = I_{\hat{B}}(\varphi) + J(x | \varphi), \]

for \( x \in C_0[0, T] \) and \( \varphi \in C_0[0, T] \). Furthermore \((X^n - x_0)_{n \in \mathbb{N}}\) satisfies a LDP on \( C_0[0, T] \) with the speed function \( \varepsilon_n^{-2} \) and the rate function

\[ I_X(x) = \inf_{\varphi \in C_0[0, T]} I(\varphi, x). \]

From the expressions of the rate functions \( I_{\hat{B}}(\cdot) \) in (5) and \( J(\cdot | \cdot) \) in (19), the claim follows.

Now we show that \( I_X(\cdot) \) is a good rate function and this follows from Lemma 3.4.
Lemma 5.7. Let $J : C_0[0,T] \times C_0[0,T] \rightarrow [0, +\infty]$ be defined in (19), Then, for any $L \geq 0$ and for any compact set $K_1 \subset C_0[0,T]$,

$$\bigcup_{\varphi \in K_1} \{ x \in C_0[0,T] : J(x|\varphi) \leq L \}$$

is a compact subset of $C_0[0,T]$, therefore $I_X(\cdot)$ is a good rate function.

Proof.
Let $K_1$ be a compact set of $C_0[0,T]$. For $L > 0$ let us define

$$A^L_{\varphi} = \{ x \in C_0[0,T] : J(x|\varphi) \leq L \} = \{ x \in H^1_0[0,T] : J(x|\varphi) \leq L \}.$$

For every $\varphi \in K_1$, $A^L_{\varphi}$ is a compact subset of $C_0[0,T]$ (since $J(\cdot|\varphi)$ is a good rate function). If $(\varphi_n)_{n \in \mathbb{N}} \subset \bigcup_{\varphi \in K_1} A^L_{\varphi}$, then, for every $n \in \mathbb{N}$, there exists $\varphi_n \in K_1$ such that $x_n \in A^L_{\varphi_n}$ (i.e. $J(x_n|\varphi_n) \leq L$). The sequence $(\varphi_n)_{n \in \mathbb{N}}$ is contained in $K_1$, therefore we can suppose that $\varphi_n \xrightarrow{C_0[0,T]} \tilde{\varphi} \in K_1$, as $n \to +\infty$. Straightforward computations show that exists $M > 0$ such that, for every $n \in \mathbb{N}$,

$$J(x_n|\tilde{\varphi}) \leq M.$$

Therefore for every $n \in \mathbb{N}$, $x_n \in A^M_{\tilde{\varphi}}$, which is a compact set. Then, up to a subsequence, we can suppose that $x_n \rightarrow x \in A^M_{\tilde{\varphi}}$, as $n \to +\infty$. Since $J(\cdot)|\cdot)$ is semicontinuous, then

$$J(x|\tilde{\varphi}) \leq \liminf_{n \to +\infty} J(x_n|\varphi_n) \leq L,$$

i.e. $x \in A^L_{\tilde{\varphi}} \subset \bigcup_{\varphi \in K_1} A^L_{\varphi}$ and therefore $\bigcup_{\varphi \in K_1} A^L_{\varphi}$ is compact. We are in the hypotheses of Lemma 3.4, then $I(\cdot,\cdot)$ is a good rate function, and also $I_X(\cdot)$ is a good rate function. $\square$

We summarize the sample path large deviation principle for the process $(X^n - x_0)_{n \in \mathbb{N}}$ in the following theorem.

Theorem 5.8. Under Assumptions 3.2 a large deviation principle with the speed $\varepsilon_n^{-2}$ and the good rate function

$$I_X(x) = \begin{cases} \inf_{f \in H^1_0[0,T]} & \left( \frac{1}{2} \| f \|_{H^1_0[0,T]}^2 + \frac{1}{2} \int_0^T \left( \frac{\dot{x}(t) - \mu(\overline{f}(t))}{\sigma(\overline{f}(t))} \right)^2 dt \right) & x \in H^1_0[0,T] \\ +\infty & x \notin H^1_0[0,T] \end{cases}$$

holds for the family $(X^n - x_0)_{n \in \mathbb{N}}$, where for every $n \in \mathbb{N}$, $(X^n_t)_{t \in [0,T]}$ is defined by (17).

6 LDP for the correlated Stochastic Volatility Model

We now consider a correlated Volterra type stochastic volatility model. The asset price process $(S_t)_{t \in [0,T]}$ is modeled by the following stochastic differential equation

$$\begin{cases} dS_t = S_t \mu(\tilde{B}_t) dt + S_t \sigma(\tilde{B}_t) d\rho W_t + \rho B_t, & 0 \leq t \leq T, \\ S_0 = s_0 > 0, \end{cases}$$

where $\rho \in (-1,1)$ (for $\rho = 0$ we have the uncorrelated model). Like before, let $Z_t = \log S_t$, $0 \leq t \leq T$, be the log-price process defined by (13). We are going to consider the following process

$$Z^n_t = x_0 + \int_0^t \left( \mu(\tilde{B}^n_s) - \frac{1}{2} \varepsilon_n^2 \sigma(\tilde{B}^n_s)^2 \right) ds + \varepsilon_n \rho \int_0^t \sigma(\tilde{B}^n_s) dW_s + \varepsilon_n \rho \int_0^t \sigma(\tilde{B}^n_s) dB_s, \quad (20)$$
where $Z^n_t = x_0 = \log s_0$. In this section we want to prove a sample path large deviation principle for the family $((Z^n_t - x_0)_{t \in [0,T]})_{n \in \mathbb{N}}$. Notice that

$$Z^n_t = X^n_t + \varepsilon_n \rho \int_0^t \sigma(\varepsilon_n \hat{B}_s) dB_s,$$

where $(X^n_t)_{t \in [0,T]}$ is defined in (19). The study of the correlated model is more complicated than the previous one. In fact, in this case, we should also study the behavior of the process $(V^n_t)_{t \in [0,T]}$ where

$$V^n_t = \varepsilon_n \rho \int_0^t \sigma(\varepsilon_n \hat{B}_s) dB_s, \quad 0 \leq t \leq T.$$  \hspace{1cm} (21)

Notice that this process depends on the couple $(\varepsilon_n B, \varepsilon_n \hat{B})$, but we can’t directly apply Chaganty’s Theorem to the family

$$((\varepsilon_n B, \varepsilon_n \hat{B}), Z^n - x_0)_{n \in \mathbb{N}}$$

since $V^n$ cannot be written as a continuous function of $(\varepsilon_n B, \varepsilon_n \hat{B})$ and so the LDP continuity condition is not fulfilled. To overcome this problem, we introduce a new family of processes $(Z^{n,m})_{n \in \mathbb{N}}$, where for every $m \geq 1$, $V^n$ is replaced by a suitable continuous function of $(\varepsilon_n B, \varepsilon_n \hat{B})$. Thanks to the results obtained in the previous section, we prove that the hypotheses of Chaganty’s Theorem are fulfilled for the family $((\varepsilon_n B, \varepsilon_n \hat{B}), Z^{n,m} - x_0)_{n \in \mathbb{N}}$. Then, for every $m \geq 1$, $(Z^{n,m} - x_0)_{n \in \mathbb{N}}$ satisfies a LDP with a certain good rate function $I^m$ (Section 6.1). Then, proving that the family $(Z^{n,m})_{n \in \mathbb{N}}$ is an exponentially good approximation of $(Z^n)_{n \in \mathbb{N}}$, we obtain a large deviation principle for the family $(Z^n - x_0)_{n \in \mathbb{N}}$ with the good rate function obtained in terms of the $I^m$’s (Section 6.2). Finally (in Section 6.3) we give an explicit expression for the rate function (not in terms of the $I^m$’s). In Section 6.4 we give an application of the previous results.

In this section we need some more hypotheses on coefficients $\mu$ and $\sigma$.

**Definition 6.1.** A modulus of continuity is an increasing function $\omega : [0, +\infty) \to [0, +\infty)$ such that $\omega(0) = 0$ and $\lim_{x \to 0} \omega(x) = 0$. A function $f$ defined on $\mathbb{R}$ is called locally $\omega$-continuous, if for every $\delta > 0$ there exists a constant $L(\delta) > 0$ such that for all $x, y \in [-\delta, \delta]$, the following inequality holds: $|f(x) - f(y)| \leq L(\delta)\omega(|x-y|)$.

**Remark 6.2.** For instance, if $\omega(x) = x^\alpha$, $\alpha \in (0, 1)$, the function $f$ is locally $\alpha$-Hölder continuous. If $\omega(x) = x$, the function $f$ is locally Lipschitz continuous.

Consider the following assumptions.

**Assumption 6.3.** $\sigma : \mathbb{R} \to (0, +\infty)$ is a locally $\omega$-continuous function.

**Assumption 6.4.** There exist constants $\alpha, M_1, M_2 > 0$, such that

$$\sigma(x) + |\mu(x)| \leq M_1 + M_2 |x|^\alpha, \quad x \in \mathbb{R}.$$  \hspace{1cm} (22)

### 6.1 LDP for the approximating families

In this section we suppose that Assumptions 6.2 are fulfilled.

For every $m \geq 1$, let us define the functions $\Psi_m : C_0[0,T]^2 \to C_0[0,T]$,

$$\Psi_m(f,g)(t) = \sum_{k=0}^{[\frac{mt}{T}]} \sigma(g\left(\frac{k+1}{m}T\right)) \left[f\left(\frac{k+1}{m}T\right) - f\left(\frac{k}{m}T\right)\right] + \sigma\left(g\left(\frac{mt}{T}\right)\right) \left[f(t) - f\left(\frac{mt}{T}\right)\right], \quad t \in [0,T].$$  \hspace{1cm} (22)

$t \in [0,T]$. We note that, for every $m \geq 1$, $\Psi_m$ is a continuous function on $C_0[0,T]^2$ (where we are using the sup-norm topology for both arguments of $\Psi_m$).
Combining Proposition 5.4 and the contraction principle the proof is complete. Note that
Proof. If $f$ is finite when $t \in [0, T]$, then for every $m \geq 1$, we introduce a new family of processes
\[
(Z^n_{t} - x_0)_{t \in [0, T]} \text{ for } m \geq 1, \text{ defined by}
\]
\[
Z^n_{t} = x_0 + \int_0^t \left( \mu(\varepsilon_n B_s) ds - \frac{1}{2} \varepsilon_n^2 \sigma(\varepsilon_n B_s)^2 \right) ds + \varepsilon_n \hat{\rho} \int_0^t \sigma(\varepsilon_n B_s) dW_s + \rho \Psi_m(\varepsilon_n B, \varepsilon_n \hat{B})(t).
\]
We prove a large deviation principle for the family $((Z^n_{t} - x_0)_{t \in [0, T]})_{n \in \mathbb{N}}$ (for $m \geq 1$), as $n \to +\infty$. For this purpose we check that hypotheses of Theorem 3.3 hold for the family of processes
\[
((\varepsilon_n B, \varepsilon_n \hat{B}), Z^n_{t} - x_0)_{n \in \mathbb{N}}.
\]
From Theorem 2.12 we already know that the couple $((\varepsilon_n B, \varepsilon_n \hat{B}))_{n \in \mathbb{N}}$ satisfies a large deviation principle on $C_0[0, T]^2$ with the inverse speed $\varepsilon_n^2$ and the good rate function $I_{(B, \hat{B})}(\cdot, \cdot)$ given by (18). For fixed $m \geq 1$ and $(f, g) \in C_0[0, T]^2$ our next goal is to prove that the family of conditional processes
\[
Z^{n,m,f,g} = Z^{n,m}_{t} | (\varepsilon_n B_t = f(t), \varepsilon_n \hat{B}_t = g(t)) \quad 0 \leq t \leq T
\]
satisfies a large deviation principle. For every $(f, g) \in C_0[0, T]^2$ and $t \in [0, T]$ we have
\[
Z^{n,m,f,g}_{t} = x_0 + \int_0^t \left( \mu(g(s)) ds - \frac{1}{2} \varepsilon_n^2 \sigma(g(s))^2 \right) ds + \varepsilon_n \hat{\rho} \int_0^t \sigma(g(s)) dW_s + \rho \Psi_m(f, g)(t),
\]
i.e.
\[
Z^{n,m,f,g}_{t} = X^{n,g}_{t} + \rho \Psi_m(f, g)(t),
\]
where $(X^{n,g}_{t})_{t \in [0, T]}$ is defined in (18) and the equalities are to be intended in law.

**Proposition 6.6.** If $(f, g) \in C_0[0, T]^2$, then for every $m \geq 1$, $((Z^{n,m,f,g}_{t} - x_0)_{t \in [0, T]})_{n \in \mathbb{N}}$ satisfies a large deviation principle on $C_0[0, T]$ with the speed $\varepsilon_n^2$ and the good rate function
\[
\mathcal{J}^{m}(x | (f, g)) = J(x - \rho \Psi_m(f, g)|g),
\]
where $J(\cdot | g)$ is given by (17).

**Proof.** Combining Proposition 5.4 and the contraction principle the proof is complete. Note that $\mathcal{J}^{m}(x | (f, g))$ is finite when $x - \rho \Psi_m(f, g) \in H^1_0[0, T]$. \qed

**Remark 6.5.** If $(f, g) \in \mathcal{H}_{(B, \hat{B})}$, then, we have already seen in Remark 6.5 that the function $\Psi_m(f, g)$ can be written as
\[
\Psi_m(f, g)(t) = \int_0^t \sigma \left( \hat{f} \left( \left[ \frac{m s}{T} \right] \frac{T}{m} \right) \right) f(s) ds
\]
for $t \in [0, T]$. Clearly $\Psi_m(f, g)$ is differentiable with a square integrable derivative, i.e. $\Psi_m(f, g) \in H^1_0[0, T]$. Therefore, the rate function $\mathcal{J}^{m}(\cdot | (f, g))$ is
\[
\mathcal{J}^{m}(x | (f, g)) = \begin{cases} \frac{1}{2} \int_0^T \left( \frac{\dot{x}(t) - \mu(\hat{f}(t)) - \rho \Psi_m(f, \hat{f})(t)}{\rho \sigma(\hat{f}(t))} \right)^2 dt & x \in H^1_0[0, T] \\ + \infty & x \notin H^1_0[0, T]. \end{cases}
\]
Proposition 6.8. Let \((f_n, g_n)_{n \in \mathbb{N}} \subset C_0[0, T]^2\), \((f, g) \in C_0[0, T]^2\) be functions such that \((f_n, g_n) \xrightarrow{C_0[0, T]^2} (f, g)\). Then, for every \(m \geq 1\), the family of processes \((Z_t^{n,m}(f_n, g_n) - x_0)_{t \in [0, T]}\)\(_{n \in \mathbb{N}}\), where

\[
Z_t^{n,m}(f_n, g_n) = \int_0^t \left(\mu(g_n(s))ds - \frac{1}{2} \epsilon_n^2 \sigma(g_n(s))^2\right)ds + \epsilon_n \dot{\rho} \int_0^t \sigma(g_n(s))dW_s + \rho \Psi_m(f_n, g_n)(t)
\]

satisfies a large deviation principle on \(C_0[0, T]\) with the speed \(\epsilon_n^{-2}\) and the good rate function \(\mathcal{J}^m(\cdot|\cdot(f, g))\) defined in \((22)\).

**Proof.** Since \(g_n \xrightarrow{C_0[0, T]} g\), as \(n \to +\infty\), from Proposition \ref{prop_cont_rate}(condition (b) of LDP continuity condition), we already know that the family \(((X_t^{n,g_n})_{t \in [0, T]}\)\(_{n \in \mathbb{N}}\) satisfies a LDP with the speed \(\epsilon_n^{-2}\) and the good rate function

\[
J(x|g) = \left\{ \begin{array} {cc} \frac{1}{2} \int_0^T \left(\frac{2(t) - \mu(g(t))}{\rho \sigma(g(t))}\right)^2 dt & x \in H_0^1[0, T] \\ +\infty & x \notin H_0^1[0, T] \end{array} \right.
\]

Combining this with the contraction principle, we have that the family

\(((X_t^{n,g_n} + \rho \Psi_m(f, g)(t))_{t \in [0, T]}\)\(_{n \in \mathbb{N}}\)

satisfies a large deviation principle with the speed \(\epsilon_n^{-2}\) and the good rate function \(\mathcal{J}^m(\cdot|\cdot(f, g))\) for \(x \in C_0[0, T]\). Furthermore, for every \(m \geq 1\)

\[
\Psi_m(f_n, g_n) \xrightarrow{n \to +\infty} \Psi_m(f, g)
\]

in \(C_0[0, T]\), since \(\Psi_m\) is a continuous function. Therefore the families \(((X_t^{n,g_n} + \rho \Psi_m(f_n, g_n)(t))_{t \in [0, T]}\)\(_{n \in \mathbb{N}}\) and \(((X_t^{n,g_n} + \rho \Psi_m(f, g)(t))_{t \in [0, T]}\)\(_{n \in \mathbb{N}}\) are exponentially equivalent (see Remark \ref{rem_exp_equiv}) and the proof is complete. \(\Box\)

We now want to prove the lower semicontinuity of \(\mathcal{J}^m(\cdot|\cdot, \cdot)\).

Proposition 6.9. If \(((f_n, g_n), x_n) \xrightarrow{n \to +\infty} ((f, g), x)\) in \(C_0[0, T]^2 \times C_0[0, T]\), then for every \(m \geq 1\)

\[
\liminf_{n \to +\infty} \mathcal{J}^m(x_n|(f_n, g_n)) \geq \mathcal{J}^m(x|(f, g)).
\]

**Proof.** From Proposition \ref{prop_lsc}, we have

\[
\mathcal{J}^m(x_n|(f_n, g_n)) = J(x_n - \rho \Psi_m(f_n, g_n)|g_n).
\]

Recall that for every \(m \geq 1\), \(\Psi_m\) is continuous on \(C_0[0, T]^2\). Therefore, if \(((f_n, g_n), x_n) \to ((f, g), x)\), as \(n \to +\infty\), in \(C_0[0, T]^2 \times C_0[0, T]\), then

\[
x_n - \rho \Psi_m(f_n, g_n) \xrightarrow{n \to +\infty} x - \rho \Psi_m(f, g)
\]

in \(C_0[0, T]\). Then, from the lower semicontinuity of \(J(\cdot|\cdot)\) (see Proposition \ref{prop_cont_rate}(condition (c) of LDP continuity condition))

\[
\liminf_{n \to +\infty} \mathcal{J}^m(x_n|(f_n, g_n)) = \liminf_{n \to +\infty} J(x_n - \rho \Psi_m(f_n, g_n)|g_n) \geq J(x - \rho \Psi_m(f, g)|g) = \mathcal{J}^m(x|(f, g)),
\]

which concludes the proof. \(\Box\)
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Proposition 6.10. For $m \geq 1$, the family $((\varepsilon_n B, \varepsilon_n B), Z^{n,m} - x_0)_{n \in \mathbb{N}}$, where for every $n \in \mathbb{N}$, $Z^{n,m}$ is the process defined by $(23)$ satisfies a WLD with the speed $\varepsilon_n^{-2}$ and the rate function

$$
\mathcal{H}^m((f,g), x) = I_{(B,B)}(f,g) + \mathcal{J}^m(x|(f,g))
$$

(27)

for $x \in C_0[0,T]$ and $(f,g) \in C_0[0,T]^2$, and $(Z^{n,m} - x_0)_{n \in \mathbb{N}}$ satisfies a LDP with the speed $\varepsilon_n^{-2}$ and the rate function

$$
I^m_Z(x) = \left\{ \inf_{f \in H^0_1[0,T]} \left\{ \frac{1}{2} \mathcal{J}^m(x|(f,g)) + \frac{1}{2} \int_0^T \left( \frac{\hat{x}(t) - \mu(\hat{f}(t)) - \rho \hat{\psi}_m(f,\hat{f})(t)}{\rho \sigma(f(t))} \right)^2 dt \right\} \right\} x \in H^0_1[0,T],
$$

(28)

Therefore $(Z^{n,m} - x_0)_{n \in \mathbb{N}}$ satisfies a LDP with the speed $\varepsilon_n^{-2}$ and the rate function

$$
I^m_Z(x) = \inf_{(f,g) \in C_0[0,T]^2} \left\{ I_{(B,B)}(f,g) + \mathcal{J}^m(x|(f,g)) \right\}
$$

(29)

for $x \in C_0[0,T]$. From (6) and Remark 6.7 the claim follows. □

We conclude this section showing that, for every $m \geq 1$, $I^m$ is a good rate function.

Proposition 6.11. For every $m \geq 1$, the rate function $I^m_Z(x)$ defined in (28) is a good rate function.

For the proof of this proposition, we need the following lemma.

Lemma 6.12. Let $\mathcal{J}^m : C_0[0,T]^2 \times C_0[0,T] \rightarrow [0, +\infty]$ be the rate function defined in (20). Then, the set

$$
\bigcup_{(f,g) \in K_1} \{ x \in C_0[0,T] : \mathcal{J}^m(x|(f,g)) \leq L \}
$$

is a compact subset of $C_0[0,T]$ for any $L \geq 0$ and for any (compact) level set $K_1$ of the (good) rate function $I_{(B,B)}(\cdot, \cdot)$ defined in (6).

**Proof.** Let $K_1$ be a level set of $I_{(B,B)}(\cdot, \cdot)$. For $L \geq 0$ and $(f,g) \in K_1$ define

$$
A_{L(f,g)} = \{ x \in C_0[0,T] : \mathcal{J}^m(x|(f,g)) \leq L \}.
$$

(30)

For every $(f,g) \in K_1$, $A_{L(f,g)}$ is a compact subset of $C_0[0,T]$, since $\mathcal{J}^m(\cdot|(f,g))$ is a good rate function. From the expression of the rate function $I_{(B,B)}(\cdot, \cdot)$, we can deduce that $K_1 \subset \mathcal{H}_{(B,B)}$, where $\mathcal{H}_{(B,B)}$ is defined in (5). Therefore, for every $(f,g) \in K_1$, we have that $g = \hat{f}$ where $\hat{f}$ is defined in (7) and $\mathcal{J}^m(\cdot|(f,\hat{f}))$ is given by (28). Consider a sequence $(x_n)_{n \in \mathbb{N}} \subset \bigcup_{(f,g) \in K_1} A_{L(f,g)}$. Then, for every $n \in \mathbb{N}$, there exists $(f_n, g_n) \in K_1$ such that $x_n \in A_{L(f_n,g_n)}$ (i.e. $\mathcal{J}^m(x_n|(f_n,g_n)) \leq L$). Then, $((f_n, g_n))_{n \in \mathbb{N}} \subset K_1$ and therefore, up to a subsequence, we can suppose that $(f_n, g_n) \xrightarrow{C_0[0,T]^2} (f,g) \in K_1$, as $n \rightarrow +\infty$. Straightforward computations show that there exists a constant $M > 0$ such that

$$
\mathcal{J}^m(x_n|(f,g)) \leq M \quad \text{for every } n \in \mathbb{N}.
$$

Therefore $(x_n)_{n \in \mathbb{N}} \subset A_{L(f,g)}$, where $A_{L(f,g)}$ is the compact set defined in (30). Then, up to a subsequence, we can suppose that $x_n \xrightarrow{C_0[0,T]^2} x \in A_{L(f,g)}$, as $n \rightarrow +\infty$. Furthermore $x \in A_{L(f,g)}$ since, from Proposition 6.8

$$
\mathcal{J}^m(x|(f,g)) \leq \liminf_{n \rightarrow +\infty} \mathcal{J}^m(x_n|(f_n, g_n)) \leq L.
$$
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Therefore \( \bigcup_{(f,g) \in K_i} A_{(f,g)}^L \) is a compact subset of \( C_0[0,T] \), for any \( L \geq 0 \) and for any level set \( K_i \) of \( I_{(B,B)}(\cdot, \cdot) \).

\[ \square \]

**Proof of Proposition 6.11** From the contraction principle, Proposition 6.11 will be stated if we show that the rate function \( \mathcal{H}^m((\cdot, \cdot), \cdot) \), defined in (27), is a good rate function. For \( L \geq 0 \) we prove that

\[
M_L = \{ ((f,g), x) \in C_0[0,T]^2 \times C_0[0,T] : \mathcal{H}^m((f,g), x) \leq L \}
\]

\[
= \{ ((f,g), x) \in \mathcal{H}(B,B) \times H^0_0[0,T] : I_{(B,B)}(f,g) + J^m(x)(f,g) \leq L \}
\]

is a compact subset of \( C_0[0,T]^2 \times C_0[0,T] \). Note that \( M_L \) is a closed subset of \( C_0[0,T] \times C_0[0,T] \) since \( \mathcal{H}^m((\cdot, \cdot), \cdot) \) is lower semicontinuous. Set \( K_i = \{ (f,g) \in \mathcal{H}(B,B) : I_{(B,B)}(f,g) \leq L \} \). It is easy to verify that

\[
M_L \subset K_i \times \bigcup_{(f,g) \in K_i} \{ x \in C_0[0,T] : J^m(x)(f,g) \leq L \}.
\]

\( K_i \) is compact since it is a level set of \( I_{(B,B)}(\cdot, \cdot) \). Then the set on the right hand side is compact from Lemma 6.12. Thus \( M_L \) is a compact set being a closed subset of a compact set. This completes the proof.

\[ \square \]

We summarize the results we have proved for the family \( ((Z_t^{n,m} - x_0)_{t \in [0,T]} \) \( )_{n \in \mathbb{N}} \) (for \( m \geq 1 \)) in the following theorem.

**Theorem 6.13.** Suppose \( \sigma \) and \( \mu \) satisfy Assumption 6.2. For every \( m \geq 1 \), a large deviation principle with the speed \( \varepsilon_n^{-2} \) and the good rate function \( I_n^m(\cdot) \) given by (28) holds for the family \( ((Z_t^{n,m} - x_0)_{t \in [0,T]} \) \( )_{n \in \mathbb{N}} \).

### 6.2 LDP for the log-price processes

In this section, we suppose that Assumptions 5.2 and 6.3 are fulfilled.

Theorem 6.13 provides a LDP for the families \( (Z^{n,m} - x_0)_{n \in \mathbb{N}} \) for every \( m \geq 1 \), but our goal is to get a LDP for the family \( (Z^n - x_0)_{n \in \mathbb{N}} \). Then, we prove that the sequence of processes \( (Z^{n,m} - x_0)_{n \in \mathbb{N}} \) is an exponentially good approximation of \( (Z^n - x_0)_{n \in \mathbb{N}} \). Let us give the definition of exponentially good approximations. The main reference for this section is [2].

**Definition 6.14.** Let \( (E, d_E) \) be a metric space and for \( \delta > 0 \), define \( \Gamma_\delta = \{ (\hat{x}, x) : d_E(\hat{x}, x) > \delta \} \subset E \times E \). For each \( n \in \mathbb{N} \) and \( m \in \mathbb{N} \), let \( (\Omega, \mathcal{F}_n, \mathbb{P}^n,m) \) be a probability space, and let \( E \)-valued random variables \( Z^n \) and \( Z^{n,m} \) be distributed according to the joint law \( \mathbb{P}^n,m \), with marginals \( \mu^n \) and \( \mu^{n,m} \) respectively. The families \( (Z^{n,m})_{n \in \mathbb{N}} \) for \( m \geq 1 \) are called **exponentially good approximations** of \( (Z^n)_{n \in \mathbb{N}} \) at the speed \( \gamma_n \) if, for every \( \delta > 0 \), the set \( \{ \omega : (Z^n, Z^{n,m}) \in \Gamma_\delta \} \) is \( \mathcal{F}_n \)-measurable and

\[
\lim_{m \to +\infty} \limsup_{n \to +\infty} \gamma_n^{-1} \log \mathbb{P}^n,m(\Gamma_\delta) = -\infty.
\]

Similarly, the measures \( (\mu^{n,m})_{n \in \mathbb{N}} \) for \( m \geq 1 \) are exponentially good approximations of \( (\mu^n)_{n \in \mathbb{N}} \) if one can construct probability spaces \( (\Omega, \mathcal{F}_n, \mathbb{P}^n,m) \) as above.

Next theorem, Theorem 3.11 in [2], states that under a suitable condition if for each \( m \geq 1 \) the sequence \( (\mu^{n,m})_{n \in \mathbb{N}} \) satisfies a large deviation principle with the rate function \( I^n \), then also \( (\mu^n)_{n \in \mathbb{N}} \) satisfies a large deviation principle with the rate function \( I^m \), obtained in terms of the \( I^m \)s.

**Theorem 6.15.** [Theorem 3.11 in 2] Assume that \( (E, \mathcal{B}(E)) \) is a Polish space and that for each \( m \geq 1 \), \( (\mu^{n,m})_{n \in \mathbb{N}} \) satisfies a LDP with the speed \( \gamma_n \) and the good rate function \( I^n \). Let \( (\mu^n)_{n \in \mathbb{N}} \) be a family of probability measures. For every \( \delta > 0 \) define

\[
\rho_n(\mu^{n,m}, \mu^n) = \inf_{\varepsilon > 0} \left\{ \mu^{n,m}(A) \leq \mu^n(A^\delta) + \varepsilon, \quad A \in \mathcal{B}(E) \right\},
\]
where
\[ A^\delta = \bigcup_{x \in A} B_\delta(x), \quad \text{and} \quad B_\delta(x) = \{ y \in E : d_E(x, y) < \delta \}, \] (31)
with \( d_E \) the metric on \( E \). If for every \( \delta > 0 \)
\[ \lim_{m \to +\infty} \limsup_{n \to +\infty} \gamma_n^{-1} \log \rho_\delta(\mu^{n,m}, \mu^n) = -\infty, \] (32)
then \( (\mu^n)_{n \in \mathbb{N}} \) satisfies a LDP with the speed \( \gamma_n \) and the good rate function \( I \) given by
\[ I(x) = \mathcal{I}(x) = \overline{I}(x), \]
where
\[ \mathcal{I}(x) = \lim_{\delta \to 0} \inf_{m \to +\infty} \inf_{y \in B_\delta(x)} I^m(y), \quad \overline{I}(x) = \lim_{\delta \to 0} \sup_{m \to +\infty} \inf_{y \in B_\delta(x)} I^m(y). \]

Proposition 6.16. [Proposition 3.16 in \[2\]] In the same hypotheses of Theorem 6.15, if

- \( I^m(x) \xrightarrow{m \to +\infty} J(x) \), for \( x \in E \);
- \( x_m \xrightarrow{m \to +\infty} x \) implies \( \liminf_{m \to +\infty} I^m(x_m) \geq J(x) \),

for some functional \( J(\cdot) \), then \( I(\cdot) = J(\cdot) \).

Remark 6.17. Let \((E, \mathcal{B}(E))\) be a Polish space and \( d_E \) the metric on \( E \). If the random variables \((Z^{n,m})_{n \in \mathbb{N}}\) for \( m \geq 1 \) are exponentially good approximations of \((Z^n)_{n \in \mathbb{N}}\) at the speed \( \gamma_n \), then (32) holds. Consider \( A \in \mathcal{B}(E) \), then
\[ \mu^{n,m}(A) = \mathbb{P}(Z^{n,m} \in A) = \mathbb{P}(Z^{n,m} \in A, d_E(Z^{n,m}, Z^n) \leq \delta) + \mathbb{P}(Z^{n,m} \in A, d_E(Z^{n,m}, Z^n) > \delta) \leq \mathbb{P}(Z^n \in A^\delta) + \mathbb{P}(d_E(Z^{n,m}, Z^n) > \delta) = \mu^n(A^\delta) + \mathbb{P}(d_E(Z^{n,m}, Z^n) > \delta), \]
where \( A^\delta \) is defined in (31). It follows that
\[ \rho_\delta(\mu^{n,m}, \mu^n) \leq \mathbb{P}(d_E(Z^{n,m}, Z^n) > \delta) = \mathbb{P}((Z^{n,m}, Z^n) \in \Gamma_\delta). \]
Therefore, for every \( \delta > 0 \)
\[ \lim_{m \to +\infty} \limsup_{n \to 0} \gamma_n^{-1} \log \rho_\delta(\mu^{n,m}, \mu^n) = -\infty \]

Proposition 6.18. The families \((Z^{n,m})_{n \in \mathbb{N}}, m \geq 1\), defined in (28) are exponentially good approximations, at the speed \( \varepsilon_n^{-2} \), of \((Z^n)_{n \in \mathbb{N}}\) defined in (27).

Proof. For every \( \delta > 0 \) we have to prove that
\[ \lim_{m \to +\infty} \limsup_{n \to +\infty} \varepsilon_n^2 \log \mathbb{P}(\|Z^{n,m} - Z^n\|_\infty > \delta) = -\infty, \] (33)
that is
\[ \lim_{m \to +\infty} \limsup_{n \to +\infty} \varepsilon_n^2 \log \mathbb{P}(\|V^n - \rho \Psi_m(\varepsilon_n B, \varepsilon_n \hat{B})\|_\infty > \delta) = -\infty, \]
where \( V^n \) and \( \Psi_m \) are defined, respectively in (21) and (22). One can easily verify that in order to prove equality (33), it is enough to show that
\[ \lim_{m \to +\infty} \limsup_{n \to +\infty} \varepsilon_n^2 \log \mathbb{P}\left(\varepsilon_n \rho \sup_{t \in [0, T]} \left| \int_0^T \sigma(\varepsilon_n B_s) - \sigma(\varepsilon_n \hat{B}_s) \right| dB_s \right) > \delta = -\infty \] (34)
Formula (34) was established, under Assumptions 5.2 and 6.3 in Lemmas 23 and 24 in [17]. This completes the proof. \( \square \)
Then, we are ready to establish a large deviation principle for the family \((Z^n - x_0)_{n \in \mathbb{N}}\).

**Theorem 6.19.** Suppose \(\sigma\) and \(\mu\) satisfy Assumptions 5.2 and 6.3. Then \((Z^n - x_0)_{n \in \mathbb{N}}\), satisfies a LDP on \(C_0[0, T]\), with the speed \(\varepsilon_n^{-2}\) and the good rate function \(I_Z\) given by

\[
I_Z(x) = I_Z^1(x) = T_Z(x),
\]

where

\[
I_Z(x) = \lim_{\delta \to 0} \inf_{m \to +\infty} \inf_{y \in B_\delta(x)} I^m_Z(y), \quad \text{and} \quad T_Z(x) = \lim_{\delta \to 0} \sup_{m \to +\infty} \inf_{y \in B_\delta(x)} I^m_Z(y)
\]

with \(B_\delta(x) = \{ y \in C_0[0, T] : \|x - y\|_\infty < \delta \}\) and \(I^m_Z\)'s are defined in (28).

**Proof.** For every \(m \geq 1\), \((Z^n,m - x_0)_{n \in \mathbb{N}}\), where \(Z^n,m\) is defined by (23), satisfies a large deviation principle with the speed \(\varepsilon_n^{-2}\) and the good rate function \(I^m_Z\). From Proposition 6.18, \(((Z^n,m - x_0)_{n \in \mathbb{N}})_{m \geq 1}\) is an exponentially good approximation (at the same speed) of \((Z^n - x_0)_{n \in \mathbb{N}}\). This completes the proof. \(\square\)

### 6.3 Identification of the rate function

In this section we suppose Assumptions 5.2, 6.3 and 6.4 are fulfilled. Theorem 6.19 provides a LDP for the family \((Z^n - x_0)_{n \in \mathbb{N}}\) with a rate function \(I_Z(\cdot)\) which is obtained in terms of the \(I^m_Z(\cdot)'s\), but our goal is to write explicitly the rate function. Let us define a measurable function \(\Psi : C_0[0, T]^2 \to C_0[0, T]\) by

\[
\Psi(f, g)(\cdot) = \left\{ \begin{array}{ll}
\int_0^1 \sigma(\hat{f}(s))\hat{f}(s) \, ds & \text{if } (f, g) \in H^1_0[0, T]/\mathcal{H}(B, B) \\
0 & \text{if } (f, g) \in C_0[0, T]^2 / \mathcal{H}(B, B)\end{array}\right. \quad (35)
\]

The function \(\Psi\) is finite on \(C_0[0, T]^2\) and, for \(f \in H^1_0[0, T]\), \(\Psi(f, \hat{f})\) is differentiable with a square integrable derivative, i.e. \(\Psi(f, \hat{f}) \in H^1_0[0, T]\).

**Remark 6.20.** Let \(D_L\) be defined as in (17). Then thanks to Remarks 5.1 and 5.3 for \(f \in D_L\) there exist constants \(\overline{\sigma}_L\), \(\underline{\sigma}_L\) and \(\overline{\mu}_L\) (depending on \(L\)) such that, for \(f \in D_L\) and \(t \in [0, T]\), we have

\[
|\mu(\hat{f}(t))| \leq \overline{\mu}_L, \quad 0 < \underline{\sigma}_L \leq \sigma(\hat{f}(t)) \leq \overline{\sigma}_L.
\]

**Remark 6.21.** Thanks to Assumptions 5.2 and 6.4 and Remark 5.3 there exist a constant \(M > 0\) such that, for \(f \in H^1_0[0, T]\) and \(t \in [0, T]\), we have

\[
\|\mu(\hat{f}(t))\| + \sigma(\hat{f}(t)) \leq M\|f\|_{H^1_0[0, T]}.
\]

Next lemma is a particular case of Lemma 2.13 in [13]. We give some details of the proof for the sake of completeness.

**Lemma 6.22.** For every \(L > 0\), if \(D_L\) is the set defined in (17), then one has,

\[
\lim_{m \to +\infty} \sup_{f \in D_L} \|\Psi(f, \hat{f}) - \Psi_m(f, \hat{f})\|_\infty = 0.
\]

**Proof.** From Lemma 22 in [17], we have

\[
\lim_{m \to +\infty} \sup_{f \in D_L} \sup_{t \in [0, T]} \left| \sigma(\hat{f}(t)) - \sigma\left(\hat{f}\left(\frac{mt}{T}\right)\right) \right| = 0.
\]
In Remark 6.23 we showed that, if \( f \in H_0^1[0, T] \), for \( t \in [0, T] \)

\[
\Psi_m(f, \dot{f})(t) = \int_0^t \sigma \left( \dot{f} \left( \frac{ms}{T} \right) \right) \dot{f}(s) ds
\]

Then, it is enough to show that for every \( L > 0 \),

\[
\lim_{m \to +\infty} \sup_{f \in D_L} \sup_{t \in [0, T]} \left| \int_0^t \left[ \sigma(\dot{f}(s)) - \sigma \left( \dot{f} \left( \frac{ms}{T} \right) \right) \right] \dot{f}(s) ds \right| = 0.
\]

For \( f \in H_0^1[0, T] \) and \( m \geq 1 \) we have

\[
\sup_{f \in D_L} \sup_{t \in [0, T]} \left| \int_0^t \left[ \sigma(\dot{f}(s)) - \sigma \left( \dot{f} \left( \frac{ms}{T} \right) \right) \right] \dot{f}(s) ds \right| \leq \sup_{f \in D_L} \int_0^T \left| \sigma(\dot{f}(s)) - \sigma \left( \dot{f} \left( \frac{ms}{T} \right) \right) \right| \dot{f}(s) ds
\]

\[
\leq \sqrt{LT} \sup_{f \in D_L} \sup_{t \in [0, T]} \left| \sigma(\dot{f}(s)) - \sigma \left( \dot{f} \left( \frac{ms}{T} \right) \right) \right|.
\]

Therefore the claim follows from (36). \( \square \)

Now let us introduce the following functional

\[
I_Z(x) = \begin{cases} 
\inf_{f \in H_0^1[0, T]} \mathcal{H}((f, \dot{f}), x) & x \in H_0^1[0, T] \\
+ \infty & x \notin H_0^1[0, T],
\end{cases}
\]

where for every \( f \in H_0^1[0, T] \),

\[
\mathcal{H}((f, \dot{f}), x) = \frac{1}{2} \|f\|_{H_0^1[0, T]}^2 + \frac{1}{2} \int_0^T \left( \dot{x}(t) - \mu(\dot{f}(t)) - \rho \dot{\Psi}(f, \dot{f})(t) \right)^2 dt
\]

and \( \Psi \) is defined in (35). We shall prove that \( I_Z(\cdot) = I_Z(\cdot) \).

**Remark 6.23.** For \( x \in H_0^1[0, T] \) we have,

\[
I_Z(x) = \inf_{f \in H_0^1[0, T]} \mathcal{H}((f, \dot{f}), x) \leq \mathcal{H}((0, 0), x) = \frac{1}{2\rho^2 \sigma^2(0)} \int_0^T (\dot{x}(t) - \mu(0))^2 dt,
\]

therefore

\[
I_Z(x) = \inf_{f \in D_{C_x}} \mathcal{H}((f, \dot{f}), x)
\]

where \( C_x = \frac{1}{2\rho^2} \int_0^T (\dot{x}(t) - \mu(0))^2 dt \) and \( D_{C_x} = \{ f \in H_0^1[0, T] : \|f\|_{H_0^1[0, T]}^2 \leq C_x \} \). Similarly, for \( x \in H_0^1[0, T] \), for every \( m \geq 1 \), we have

\[
I_{Z_m}^m(x) = \inf_{f \in D_{C_x}} \mathcal{H}_m((f, \dot{f}), x)
\]

where, we recall, \( I_{Z_m}^m(\cdot) \) is the rate function defined in (29) and

\[
\mathcal{H}_m((f, \dot{f}), x) = \frac{1}{2} \|f\|_{H_0^1[0, T]}^2 + \frac{1}{2} \int_0^T \left( \dot{x}(t) - \mu(\dot{f}(t)) - \rho \dot{\Psi}_m(f, \dot{f})(t) \right)^2 dt.
\]

In order to prove that \( I_Z(\cdot) = I_Z(\cdot) \), we have to verify that the hypotheses of Proposition 6.16 are fulfilled. We start by proving the convergence to \( I_Z(\cdot) \) of the rate functions \( I_{Z_m}^m(\cdot) \)’s.
Lemma 6.24. For every $x \in C_0[0, T]$ one has
\[
\lim_{m \to +\infty} I^n_Z(x) = \mathcal{I}_Z(x),
\]
where $I^n_Z(\cdot)$ and $\mathcal{I}_Z(\cdot)$ are defined in (28) and (37), respectively.

Proof. If $x \notin H^1_0[0, T]$, one has $I^n_Z(x) = \mathcal{I}_Z(x) = +\infty$. If $x \in H^1_0[0, T]$ we have,
\[
|I^n_Z(x) - \mathcal{I}_Z(x)| = \left| \inf_{f \in D_{C_x}} \mathcal{H}_m((f, \dot{f}), x) - \inf_{f \in D_{C_x}} \mathcal{H}((f, \dot{f}), x) \right| \leq \sup_{f \in D_{C_x}} \left| \mathcal{H}_m((f, \dot{f}), x) - \mathcal{H}((f, \dot{f}), x) \right|.
\]
Taking into account Remark 6.20 we have
\[
\sup_{f \in D_{C_x}} \left| \mathcal{H}_m((f, \dot{f}), x) - \mathcal{H}((f, \dot{f}), x) \right| \leq \frac{\rho^2}{2 \rho^2 \bar{C}_x} \sup_{f \in D_{C_x}} \left[ \int_0^T \|\hat{\psi}_m^2(f, \dot{f})(t) - \hat{\psi}^2(f, \dot{f})(t)\| dt + \frac{2}{\rho} \int_0^T |\dot{x}(t)| \|\hat{\psi}(f, \dot{f})(t) - \hat{\psi}_m(f, \dot{f})(t)\| dt \right]
\]
\[
+ \frac{2}{\rho} \int_0^T |\mu(\dot{f})(t)| \|\hat{\psi}_m(f, \dot{f})(t) - \hat{\psi}(f, \dot{f})(t)\| dt
\]

Now we study the three addends. For the first one we have,
\[
\sup_{f \in D_{C_x}} \int_0^T \|\hat{\psi}_m^2(f, \dot{f})(t) - \hat{\psi}^2(f, \dot{f})(t)\| dt \leq 2 \sigma C_x \sup_{f \in D_{C_x}, t \in [0, T]} \left| \hat{f} \left( \left[ \frac{mT}{m} \right] \right) - \sigma(\hat{f}(t)) \right|
\]
From the Cauchy-Schwarz inequality and Remark 6.20 we have,
\[
\sup_{f \in D_{C_x}} \int_0^T |\dot{x}(t)| \|\hat{\psi}(f, \dot{f})(t) - \hat{\psi}_m(f, \dot{f})(t)\| dt \leq \sqrt{C_x} \|x\|_{H^1_0[0, T]} \sup_{f \in D_{C_x}, t \in [0, T]} \left| \hat{f} \left( \left[ \frac{mT}{m} \right] \right) - \sigma(\hat{f}(t)) \right|
\]
Finally,
\[
\sup_{f \in D_{C_x}} \int_0^T |\mu(\dot{f})(t)| \|\hat{\psi}_m(f, \dot{f})(t) - \hat{\psi}(f, \dot{f})(t)\| dt \leq \sqrt{T C_x} \mu C_x \sup_{f \in D_{C_x}, t \in [0, T]} \left| \hat{f} \left( \left[ \frac{mT}{m} \right] \right) - \sigma(\hat{f}(t)) \right|
\]
The claim then follows from equation (38). \qed

It remains to show that $x_m \xrightarrow{m \to +\infty} x$ implies $\lim \inf_{m \to +\infty} I^n_Z(x_m) \geq \mathcal{I}_Z(x)$. For this purpose we need to prove that $\mathcal{I}_Z(\cdot)$ is lower semicontinuous.

Remark 6.25. For every $f \in H^1_0[0, T]$, we consider the functional
\[
\mathcal{F}(x(f, \dot{f})) = \begin{cases} \frac{1}{2} \int_0^T \left( \frac{\dot{x}(t) - \mu(\dot{f}(t)) - \rho \hat{\psi}(f, \dot{f})(t)}{\rho \sigma(\dot{f}(t))} \right)^2 dt & x \in H^1_0[0, T] \\ \|x\|_{H^1_0[0, T]} & x \notin H^1_0[0, T]. \end{cases}
\] (38)

It is easy to verify that it is the good rate function of the family $((Z^n_t(f, g))_{t \in [0, T]})_{n \in \mathbb{N}}$, where
\[
Z^n_t(f, g) = X^n_t + \rho \hat{\psi}(f, g)(t) \quad 0 \leq t \leq T,
\] (39)

therefore it is lower semicontinuous.
Remark 6.26. For $L > 0$, denote by $B_L$ the level sets in the space $H(B, \hat{B})$, i.e.

$$B_L = \{(f, g) \in H(B, \hat{B}) : \|f\|^2_{H^1_{\text{Lip}}[0, T]} \leq L\}. \tag{40}$$

$B_L$ is a compact set in $C_0[0, T]^2$ since $I_{(B, \hat{B})}(\cdot, \cdot)$ defined in (33) is a good rate function.

Lemma 6.27. The function $\Psi : C_0[0, T]^2 \to C_0[0, T]$ defined in (55) is continuous on the set $B_L$ defined in (40), for every $L > 0$.

Proof. Easily follows from Lemma 6.22 and the continuity of $\Psi_m$ (for every $m \geq 1$). □

In the next lemma we will prove that $J(\cdot|\cdot, \cdot)$ is lower semicontinuous as a function of $((f, g, x) \in B_L \times C_0[0, T]$.

Lemma 6.28. Let $((f_n, \hat{f}_n), x_n) \in B_L \times C_0[0, T]$ be a sequence of functions such that $((f_n, \hat{f}_n), x_n) \to ((f, g), x)$ in $C_0[0, T]^2 \times C_0[0, T]$. Then one has,

$$\liminf_{n \to +\infty} J(x_n|f_n, \hat{f}_n) \geq J(x|f, g)$$

where $J(\cdot|\cdot, \cdot)$ is defined in (35).

Proof. If $\liminf_{n \to +\infty} J(x_n|(f_n, \hat{f}_n)) = +\infty$, there is nothing to prove. Therefore we can suppose that $(x_n)_{n \in \mathbb{N}} \subset H^1_0[0, T]$. Since $(f_n, \hat{f}_n) \to (f, \hat{f})$ in $C_0[0, T]^2$ we have that $(f, \hat{f}) \in B_L$, i.e. $g = f$. Furthermore it is easy to show that

$$J(x_n|f_n, \hat{f}_n) \geq \inf_{t \in [0, T]} \left( \frac{\sigma(f(t))}{\sigma(f_n(t))} \right)^2 J(x_n + \rho(\Psi(f, \hat{f})(\cdot) - \Psi(f_n, \hat{f}_n)(\cdot)) + \int_0^T \mu(f(s)) - \mu(f_n(s)))ds \right) \bigg|_{f_n = f, \hat{f}_n = \hat{f}}.$$

Now

$$x_n + \rho(\Psi(f, \hat{f})(\cdot) - \Psi(f_n, \hat{f}_n)(\cdot)) + \int_0^T \mu(f(s)) - \mu(f_n(s)))ds \stackrel{C_0[0, T]}{\to} x,$$

since $x_n \to x$, $f_n \to f$ in $C_0[0, T]^2$ from Lemma 6.27 and $\mu \circ \hat{f} \to \mu \circ \hat{f}$ from Remark 5.1 (which implies $\int_0^T \mu(f_n(s))ds \to \int_0^T \mu(f(s))ds$). The claim follows from semicontinuity of $J(\cdot|f, \hat{f})$ (see Remark 5.21) and from the uniform convergence of $\sigma \circ f_n \to \sigma \circ f$. □

Lemma 6.29. The function $I_Z(\cdot)$, defined in (37) is lower semicontinuous.

Proof. It is enough to show that, for $L > 0$, the set

$$M = \{x \in C_0[0, T] : I_Z(x) \leq L\}$$

is closed. Let $(x_n)_{n \in \mathbb{N}} \subset M$ be a converging sequence of functions, $x_n \to x$ in $C_0[0, T]$. Thanks to the definition of $I_Z$ we can choose a sequence $(f_n)_{n \in \mathbb{N}} \subset H^1_0[0, T]$ such that, for every $n \in \mathbb{N}$,

$$\frac{1}{2}\|f_n\|^2_{H^1_{\text{Lip}}[0, T]} + J(x_n|f_n, \hat{f}_n) \leq I_Z(x_n) + \frac{1}{n} \leq L + \frac{1}{n} \leq (L + 1). \tag{41}$$

Therefore $(f_n, \hat{f}_n)_{n \in \mathbb{N}} \subset B_{2(L+1)}$, where $B_{2(L+1)}$ is the compact set of $C_0[0, T]^2$ defined in (40) and, up to a subsequence, we can suppose that

$$(f_n, \hat{f}_n) \to (f, \hat{f}) \in B_{2(L+1)}.$$
Now, $\mathcal{J}((\cdot, \cdot))$ is lower semicontinuous on $B_{2(L+1)} \times C_0[0, T]$ from Lemma 6.28. Then from inequality (31) and the lower semicontinuity of the norm, we have

\[ \mathcal{I}_Z(x) \leq \frac{1}{2} \|f\|_{H^2_0[0,T]}^2 + \mathcal{J}(x((f, \hat{f})) \leq \liminf_{n \to +\infty} \left( \frac{1}{2} \|f_n\|_{H^2_0[0,T]}^2 + \mathcal{J}(x_n((f_n, \hat{f}_n))) \right) \leq L. \]

Thus $x \in M$, and $M$ is a closed subset of $C_0[0,T]$. \hfill \Box

Now, we are ready prove the final lemma of this section.

**Lemma 6.30.** If $x_m \to x$ in $C_0[0,T]$, then

\[ \liminf_{n \to +\infty} I^m_Z(x_m) \geq \mathcal{I}_Z(x) \]

where $I^m_Z(\cdot)$ and $\mathcal{I}_Z(\cdot)$ are defined, respectively, in (29) and (37).

**Proof.** Suppose $x_m \to x$ in $C_0[0,T]$. If there exist $m_0 > 0$ such that $(x_m)_{m \geq m_0} \subset C_0[0,T] \setminus H^1_0[0,T]$, then $\lim_{m \to +\infty} I^m_Z(x_m) = +\infty$ and there is nothing to prove.

Otherwise, we can suppose that $(x_m)_{m \in \mathbb{N}} \subset H^1_0[0,T]$. Now, there are two possibilities:

(i) $\sup_{m \geq 1} \|x_m\|_{H^1_0[0,T]}^2 < +\infty$;

(ii) $\sup_{m \geq 1} \|x_m\|_{H^1_0[0,T]}^2 = +\infty$.

(i) The sequence $(x_m)_{m \in \mathbb{N}}$ is bounded in $H^1_0[0,T]$, therefore there exist a constant $C > 0$ (depending on $\sup_{m \geq 1} \|x_m\|_{H^1_0[0,T]}$), such that

\[ I^m_Z(x_m) = \inf_{f \in D_C} H_m((f, \hat{f}), x_m), \quad \mathcal{I}_Z(x_m) = \inf_{f \in D_C} H((f, \hat{f}), x_m). \]

Then we have,

\[ |I^m_Z(x_m) - \mathcal{I}_Z(x_m)| = \begin{cases} \inf_{f \in D_C} H_m((f, \hat{f}), x_m) - \inf_{f \in D_C} H((f, \hat{f}), x_m) \\ \sup_{f \in D_C} |H_m((f, \hat{f}), x_m) - H((f, \hat{f}), x_m)| \end{cases} \leq \lim_{m \to +\infty} [I^m_Z(x_m) - \mathcal{I}_Z(x_m)] = 0. \]

Using similar computations as in Lemma 6.29, it follows that

\[ \lim_{m \to +\infty} [I^m_Z(x_m) - \mathcal{I}_Z(x_m)] = 0. \]

Moreover, since $\mathcal{I}_Z(\cdot)$ is lower semicontinuous from Lemma 6.29, we have

\[ \liminf_{m \to +\infty} I^m_Z(x_m) = \liminf_{m \to +\infty} [I^m_Z(x_m) - \mathcal{I}_Z(x_m)] + \mathcal{I}_Z(x_m) \geq \liminf_{m \to +\infty} \mathcal{I}_Z(x_m) \geq \mathcal{I}_Z(x). \]

(ii) The sequence $(x_m)_{m \in \mathbb{N}}$ is not bounded in $H^1_0[0,T]$, therefore we can suppose that $\lim_{m \to +\infty} \|x_m\|_{H^1_0[0,T]} = +\infty$. We will prove, in this case, that

\[ \lim_{m \to +\infty} I^m_Z(x_m) = +\infty. \] (42)

For every $u > 0$ we have,

\[ I^m_Z(x_m) = \min \left\{ \inf_{\|f\|_{H^1_0[0,T]}^2 \leq u} H_m((f, \hat{f}), x_m), \inf_{\|f\|_{H^1_0[0,T]}^2 > u} H_m((f, \hat{f}), x_m) \right\} \geq \min \left\{ \inf_{\|f\|_{H^1_0[0,T]}^2 \leq u} \mathcal{J}^m((f, \hat{f})), \inf_{\|f\|_{H^1_0[0,T]}^2 > u} I((B, B)(f, \hat{f})) \right\} \]

(43)
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where \( I(B, \hat{\theta}) \) and \( J^m(\cdot|(f, \hat{f})) \) are defined, respectively, in (6) and (26). Now we consider the two infima in (43). For the second one we have,

\[
I(B, \hat{\theta})(f, \hat{f}) = \inf_{\|f\|^2_{H^2_0[0,T]} > \|x_m\|^2_{H^2_0[0,T]}} \inf_{\|f\|^2_{H^2_0[0,T]} > \|x_m\|^2_{H^2_0[0,T]}} \frac{1}{2} \|f\|^2_{H^2_0[0,T]} \geq \frac{1}{2} \|x_m\|^2_{H^2_0[0,T]}. \tag{44}
\]

From Assumption 6.3 and the Cauchy-Schwarz inequality, we have

\[
J^m(x_m|(f, \hat{f})) \geq \frac{1}{2 \rho^2 M^2 \|f\|_{H^2_0[0,T]}^2} \left( \|x_m\|^2_{H^2_0[0,T]} - 2 \int_0^T \dot{x}(t) + \rho \hat{\Psi}_{m}(f, \hat{f})(t) \right) dt
\]

\[
\geq \frac{1}{2 \rho^2 M^2 \|f\|_{H^2_0[0,T]}^2} \left( \|x_m\|^2_{H^2_0[0,T]} - 2 M \sqrt{T} \|f\|_{H^2_0[0,T]} \|x_m\|_{H^2_0[0,T]} - 2 \rho M \|f\|_{H^2_0[0,T]} \|x_m\|_{H^2_0[0,T]} \right)
\]

Now we can choose \( u > 0 \) such that \((\alpha + 1)u < 1\), therefore, since \( \|f\|_{H^2_0[0,T]} \leq \|x_m\|_{H^2_0[0,T]} \), for large \( m \) and a suitable \( c > 0 \), one has

\[
J^m(x_m|(f, \hat{f})) \geq \frac{1}{2 \rho^2 M^2 \|f\|_{H^2_0[0,T]}^2} \left( \|x_m\|^2_{H^2_0[0,T]} - 2 M \sqrt{T} \|x_m\|_{H^2_0[0,T]}^{\alpha + 1} - 2 \rho M \|x_m\|_{H^2_0[0,T]}^{\alpha + 1} \right)
\]

\[
\geq c \|x_m\|_{H^2_0[0,T]}^{2(1-\alpha u)}.
\tag{45}
\]

So (42) follows from (43), (44), (45) and then the proof is complete. \( \square \)

We are ready to identify the rate function \( I_Z(\cdot) \) with \( I_Z(\cdot) \).

**Theorem 6.31.** Let \( I_Z(\cdot) \) be the good rate function given by Theorem 6.13. Then,

\[
I_Z(x) = I_Z(x)
\]

for every \( x \in C_0[0,T] \), where \( I_Z(\cdot) \) is given by (37).

**Proof.** From Lemma 6.24 and Lemma 6.30 the hypotheses of Proposition 6.16 are fulfilled. This proves the theorem. \( \square \)

**Remark 6.32.** [One dimensional case] Consider the function \( F : C_0[0,T] \to \mathbb{R} \) defined by \( F(x) = x_T \). \( F \) is a continuous function. By the contraction principle follows that the family of random variables \( (Z^n_T - x_0)_{n \in \mathbb{N}} \) (defined in (20)) satisfies a LDP on \( (\mathbb{R}, \mathcal{B}(\mathbb{R})) \), with the speed \( \varepsilon_n^{-2} \) and the good rate function \( I_{Z_T}(\cdot) \) given by

\[
I_{Z_T}(y) = \inf_{x \in H^0_0[0,T]; F(x) = y} \inf_{f \in H^2_0[0,T]} \left( \frac{1}{2} \|f\|^2_{H^2_0[0,T]} + \frac{1}{2} \int_0^T \left( \frac{\dot{f}(t) - \mu(\hat{f}(t))}{\rho \sigma(\hat{f}(t))} \right)^2 dt \right)
\]

\[
= \inf_{f \in H^2_0[0,T]} \inf_{x \in H^0_0[0,T]; F(x) = y} \left( \frac{1}{2} \|f\|^2_{H^2_0[0,T]} + \frac{1}{2} \int_0^T \left( \frac{\dot{f}(t) - \mu(\hat{f}(t))}{\rho \sigma(\hat{f}(t))} \right)^2 dt \right)
\]

\[
= \inf_{f \in H^2_0[0,T]} \inf_{x \in H^0_0[0,T]; F(x) = y} \left( \frac{1}{2} \|f\|^2_{H^2_0[0,T]} + J(x)|(f, \hat{f}) \right).
\]

So we have to calculate,

\[
\inf_{x \in H^0_0[0,T]; F(x) = y} \mathcal{J}(x)|(f, \hat{f}) = \inf_{x \in H^0_0[0,T]; F(x) = y} \frac{1}{2} \int_0^T \left( \frac{\dot{f}(t) - \mu(\hat{f}(t))}{\rho \sigma(\hat{f}(t))} \right)^2 dt. \tag{46}
\]
Recall that $\mathcal{J}(\cdot | (f, \hat{f}))$ is the rate function of the family $((Z_{t}^{n,(f,\hat{f})})_{t \in [0,T]})_{n \in \mathbb{N}}$ ($f \in H_{\beta}^{1}[0, T]$) defined in \cite{[33]}. This is a family of Gaussian diffusion processes, then we can apply the known results for Gaussian processes shown in Section 2. For every $n \in \mathbb{N}$, $((Z_{t}^{n,(f,\hat{f})})_{t \in [0,T]})_{n \in \mathbb{N}}$, is a Gaussian process with mean function,

$$m_{n,f}(t) = \int_{0}^{t} \left( \mu(\hat{f}(s)) - \rho(\hat{f}, \hat{f})(s) \right) ds, \quad t \in [0,T]$$

and covariance function,

$$k_{n,f}(t, s) = \text{Cov}(Z_{t}^{n,(f,\hat{f})}, Z_{s}^{n,(f,\hat{f})}) = \beta^{2} \beta_{n} \int_{0}^{\infty} \sigma(\hat{f}(u))^{2} du = \beta^{2} \beta_{n} k_{f}(t, s), \quad s, t \in [0,T].$$

It is not hard to prove that $((Z_{t}^{n,(f,\hat{f})})_{t \in [0,T]})_{n \in \mathbb{N}}$ satisfies (also) hypotheses of Theorem 2.10 and then the family $((Z_{t}^{n,(f,\hat{f})})_{t \in [0,T]})_{n \in \mathbb{N}}$ satisfies a LDP on $C_{0}[0, T]$ with the inverse speed $\beta_{n}^{2}$ and the good rate function $\mathcal{J}(\cdot | (f, \hat{f}))$ given by,

$$\mathcal{J}(x | (f, \hat{f})) = \begin{cases} \frac{1}{2} \| x - \int_{0}^{\infty} \left( \mu(\hat{f}(t)) + \rho(\hat{f}, \hat{f})(t) \right) dt \|_{\mathcal{H}^{f}}^{2} & \text{if } x \in \mathcal{H}^{f} \subset \mathcal{M}[0,T] \\ +\infty & \text{otherwise} \end{cases}$$

where $\mathcal{H}^{f}$ and $\| \cdot \|_{\mathcal{H}^{f}}$ denote, respectively, the reproducing kernel Hilbert space and the related norm associated to the covariance function $k_{f}$. The set of paths

$$y(u) = \int_{0}^{T} k_{f}(u, v) d\lambda(v), \quad u \in [0,T], \lambda \in \mathcal{M}[0,T],$$

is dense in $\mathcal{H}^{f}$. Therefore in the infimum \cite{[40]} we can consider the functions

$$x(u) - \int_{0}^{u} \left( \mu(\hat{f}(t)) + \rho(\hat{f}, \hat{f})(t) \right) dt = \int_{0}^{T} k_{f}(u, v) d\lambda(v), \quad u \in [0,T],$$

for some $\lambda \in \mathcal{M}[0,T]$, with the additional constraint that $x(T) = y$. Therefore we have to minimize the functional

$$\frac{1}{2} \int_{0}^{T} \int_{0}^{T} k_{f}(u, v) d\lambda(u) d\lambda(v),$$

(with respect to the measure $\lambda$) with the additional constraint

$$\int_{0}^{T} k_{f}(T, v) d\lambda(v) + \int_{0}^{T} \left( \mu(\hat{f}(t)) + \rho(\hat{f}, \hat{f})(t) \right) dt - y = 0.$$

By using the method of Lagrange multipliers the measure $\lambda$ must satisfy

$$\int_{0}^{T} \int_{0}^{T} k_{f}(u, v) d\lambda(u) d\eta(v) = \beta \int_{0}^{T} k_{f}(T, v) d\eta(v),$$

i.e.

$$\int_{0}^{T} \left( \int_{0}^{T} k_{f}(u, v) d\lambda(u) - \beta k_{f}(T, v) \right) d\eta(v) = 0$$

for every $\eta \in \mathcal{M}[0,T]$, for some $\beta \in \mathbb{R}$. Since \( \left( v \mapsto \int_{0}^{T} k_{f}(u, v) d\lambda(u) - \beta k_{f}(T, v) \right) \) is a continuous function, it must be

$$\int_{0}^{T} k_{f}(u, v) d\lambda(u) - \beta k_{f}(T, v) = 0, \quad (47)$$
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for all \( v \in [0, T] \). Therefore the solution is
\[
\bar{\lambda} = \beta \delta_{\{T\}},
\]
\( \delta_{\{T\}} \) standing for the Dirac mass in \( T \). From equality (17) with \( v = T \), we find
\[
\beta = \frac{\int_0^T k^j(u, T)d\lambda(u)}{k^j(T, T)} = \frac{\int_0^T (\mu(\hat{f}(t)) + \rho \hat{\Psi}(f, \hat{f})(t)) dt}{k^j(T, T)}.
\]
Then
\[
\bar{\lambda} = \frac{y - \int_0^T (\mu(\hat{f}(t)) + \rho \hat{\Psi}(f, \hat{f})(t)) dt}{k^j(T, T)} \delta_{\{T\}},
\]
satisfies the Lagrange multipliers problem, and it is therefore a critique point for the functional we want to minimize. Since it is a strictly convex functional restricted on a linear subspace of \( \mathcal{M}[0, T] \), it is still strictly convex, and thus the critique point \( \bar{\lambda} \) is actually its unique point of minimum. Hence, we have
\[
I_{Z_T}(y) = \inf_{f \in H^1_0[0, T]} \left\{ \frac{1}{2} \|f\|^2_{H^1_0[0, T]} + \frac{1}{2} \left( x - \int_0^T (\mu(\hat{f}(t)) + \rho \hat{\Psi}(f, \hat{f})(t)) dt \right)^2 \right\}.
\]
The same result as in (17).

### 6.4 Asymptotic estimate for the crossing probability

Here we assume the following dynamics for the asset price process
\[
\begin{cases}
    dS_t = S_t \sigma(B_t) d(\rho W_t + \rho B_t), & 0 \leq t \leq T \\
    S_0 = 1
\end{cases}
\]
where the model has been normalized to have \( S_0 = 1 \) and \( \mu = 0 \). Then, the unique solution to the previous equation is given by
\[
S_t = \exp \left\{ -\frac{1}{2} \int_0^t \sigma(B_s)^2 ds + \tilde{\rho} \int_0^t \sigma(B_s) dW_s + \rho \int_0^t \sigma(B_s) dB_s \right\}
\]
for \( 0 \leq t \leq T \). We observe that the process \((S_t)_{t \in [0, T]} \) is a strictly positive local martingale, and hence a supermartingale. If we suppose that \( \sigma \) has sub-linear growth, then \((S_t)_{t \in [0, T]} \) is a martingale (for further details, see Lemma 9 in (17)). Then, in such a case, \( P \) is a risk-neutral measure.

Let us consider the case of an up-in bond, i.e. an option that pays one unit of numéraire if the underlying asset reached a given up-barrier \( U \) after \( T \). This is a path-dependent option whose pay-off is
\[
h^u_{\text{up}} = 1_{\{\sup_{t \in [0, T]} S_t \geq U \}} = 1_{\{\tau^U \leq T \}}, \quad \tau^U = \inf\{t \in [0, T] : S_t \geq U \}.
\]

Then, the up-in bond pricing functions in \( t = 0 \) is defined by
\[
E[1_{\{\sup_{t \in [0, T]} S_t \geq U \}}] = P(\sup_{t \in [0, T]} S_t \geq U) = P(\tau^U \leq T).
\]
As an application of the results of the previous section we obtain the asymptotic behavior of the small-noise up-in bond pricing function, that is

\[ P_n = \mathbb{E}\left[ \mathbf{1}_{\left\{ \sup_{t\in[0,T]} S^n_t \geq U \right\}} \right] = \mathbb{P}(\tau_n^U \leq T) \]

where \((S^n_t)_{t\in[0,T]}\) is the asset price process in the scaled model

\[
\begin{align*}
    dS^n_t &= \varepsilon_n S^n_t \sigma(\varepsilon_n \dot{B}_t) d(\bar{p}W_t + \rho B_t) \\
    S_0 &= 1
\end{align*}
\]

and

\[ \tau_n^U = \inf\{ t \in [0,T] : S^n_t \geq U \}. \]

This problem is nothing but the asymptotic estimate of level crossing for the family \((S^n_t)_{t\in[0,T]}\) for some quantity \(U > 0\). We have that

\[ \lim_{n\to+\infty} \frac{\varepsilon_n^2}{n} \log(P_n) = -I_U \tag{48} \]

for some quantity \(I_U > 0\). We have that

\[ \{ \tau_n^U \leq T \} = \left\{ \sup_{t\in[0,T]} S^n_t \geq U \right\} = \left\{ \sup_{t\in[0,T]} Z^n_t - \log U \geq 0 \right\} \]

where \((Z^n_t)_{t\in[0,T]}\) is the family of the log-price processes defined by

\[ Z^n_t = \left\{ -\frac{1}{2} \varepsilon_n^2 \int_0^t \sigma(\varepsilon_n \dot{B}_s)^2 ds + \varepsilon_n \rho \int_0^t \sigma(\varepsilon_n \dot{B}_s) dW_s + \varepsilon_n \rho \int_0^t \sigma(\varepsilon_n \dot{B}_s) dB_s \right\}. \]

We have already shown in Theorems 6.19 and 6.31 that \((Z^n_t)_{t\in[0,T]}\) satisfies a LDP with the speed \(\varepsilon_n^{-2}\) and the good rate function

\[ I_Z(x) = \left\{ \begin{array}{ll}
    \inf_{f \in H^0_1([0,T])} \mathcal{H}((f, \dot{f}), x) & x \in H^0_1([0,T]) \\
    +\infty & x \notin H^0_1([0,T])
\end{array} \right. \]

Then, we have

\[ -\inf_{x \in A} I_Z(x) \leq \liminf_{n \to +\infty} \frac{\varepsilon_n^2}{n} \log(P_n) \leq \limsup_{n \to +\infty} \frac{\varepsilon_n^2}{n} \log(P_n) \leq -\inf_{x \in \tilde{A}} I_Z(x) \]

where

\[ A = \tilde{A} = \left\{ x \in C_0([0,T]) : \sup_{t\in[0,T]} x(t) - \log U \geq 0 \right\}, \quad \tilde{A} = \left\{ x \in C_0([0,T]) : \sup_{t\in[0,T]} x(t) - \log U > 0 \right\}. \]

It is a simple calculation to show that

\[ \inf_{x \in A} I_Z(x) = \inf_{x \in \tilde{A}} I_Z(x), \]

therefore

\[ \lim_{n \to +\infty} \frac{\varepsilon_n^2}{n} \log(P_n) = -\inf_{x \in A} I_Z(x) = -I_U. \]

In what follows we will compute the quantity \(I_U\). We have to minimize the rate function (as in Remark 6.32). Define

\[ A_t = \{ x \in C_0[0,T] : x(t) - \log U = 0 \}, \]
then,
\[ A = \bigcup_{0 \leq t \leq T} A_t. \]
Therefore, with the same notations as in Remark 6.32,
\[
\inf_{x \in A} I_Z(x) = \inf_{t \in [0,T]} \inf_{x \in A_t} I_Z(x)
\]
\[
= \inf_{t \in [0,T]} \inf_{x \in A_t} \left\{ I(\hat{B}, \hat{\delta}) (f, \hat{f}) + J(x(f, \hat{f})) \right\}
\]
\[
= \inf_{f \in H^1_{\text{loc}}(0,T)} \inf_{t \in [0,T]} \inf_{x \in A_t} \left\{ \frac{1}{2} \| f \|^2_{H^1_{\text{loc}}(0,T)} + \frac{1}{2} \| x - \rho \Psi(f, \hat{f}) \|^2_{L^2} \right\}.
\]
The set set of paths
\[ y(u) = \int_0^T k^f(u,v) d\lambda(v) \quad u \in [0,T], \lambda \in \mathcal{M}[0,T] \]
is dense in \( \mathcal{H}^f \). Therefore in the infimum
\[
\inf_{x \in A_t} \left\{ \frac{1}{2} \| f \|^2_{H^1_{\text{loc}}(0,T)} + \frac{1}{2} \| x - \rho \Psi(f, \hat{f}) \|^2_{L^2} \right\}
\]
we can consider the functions
\[ x(u) = \rho \Psi(f, \hat{f})(u) + \int_0^T k^f(u,v) d\lambda(v), \quad u \in [0,T], \]
for some \( \lambda \in \mathcal{M}[0,T] \), with the additional constraint that \( x(t) = \log U \). The solution (calculations are the same as in Remark 6.32) is
\[ \hat{\lambda} = \frac{\log U - \rho \Psi(f, \hat{f})(t)}{k^f(t,t)} \delta(t), \]
and then
\[ I_U = \inf_{x \in A_t} I_Z(x) = \inf_{f \in H^1_{\text{loc}}(0,T)} \inf_{t \in [0,T]} \left\{ \frac{1}{2} \| f \|^2_{H^1_{\text{loc}}(0,T)} + \frac{1}{2} \left( \frac{\log U - \rho \Psi(f, \hat{f})(t)}{k^f(t,t)} \right)^2 \right\}
\]
\[
= \inf_{f \in H^1_{\text{loc}}(0,T)} \inf_{t \in [0,T]} \left( \frac{1}{2} \| f \|^2_{H^1_{\text{loc}}(0,T)} + \frac{1}{2} \left( \frac{\log U - \int_0^T \rho \Psi(f, \hat{f})(u) du}{\int_0^T \rho^2 \sigma^2(f(u)) du} \right)^2 \right)
\]

Remark 6.33. In this way we have established a large deviation estimation of the probability that the asset price process \( (S_t)_{t \in [0,T]} \) crosses the upper barrier \( U \). The same arguments can be applied if we consider a lower or a double barrier.

7 More general Volterra processes

In this section we extend the results obtained for the log-price process \( Z^n \) when \( \hat{B}^n = \varepsilon_n \hat{B} \) to a more general context in which \( (\hat{B}^n)_{n \in \mathbb{N}} \) is a family of Volterra processes which satisfies a LDP.

7.1 Uncorrelated case

Notice that we never used the fact that \( \hat{B}^n = \varepsilon_n \hat{B} \), therefore the same results can be easily deduced for more general families of Volterra processes. We consider a family of continuous Volterra type Gaussian processes (see Definition 2.8) of the form
\[ \hat{B}^n_t = \int_0^t K^n(t,s) dB_s, \quad 0 \leq t \leq T, \tag{49} \]
where $K^n$ is a suitable kernel. The covariance function of the process $\hat{B}^n$, for every $n \in \mathbb{N}$, is given by

$$
k^n(t, s) = \int_0^{t \wedge s} K^n(t, u)K^n(s, u) \, du \quad \text{for } t, s \in [0, T].
$$

Under suitable conditions on the covariance functions or on the kernels, the hypotheses of Theorem 2.6 are satisfied and a LDP holds.

**Assumption 7.1.** [Assumptions on the covariance]

(a) There exist an infinitesimal function $\varepsilon_n$ and an asymptotic covariance function $k$ (regular enough to be the covariance function of a continuous centered Gaussian process) such that

$$
k(t, s) = \lim_{n \to +\infty} \frac{k^n(t, s)}{\varepsilon_n^2}
$$

uniformly for $t, s \in [0, T]$.

(b) There exist constants $\beta, M > 0$, such that, for every $n \in \mathbb{N}$

$$
\sup_{s, t \in [0, T], s \neq t} \frac{|k^n(t, t) + k^n(s, s) - 2k^n(t, s)|}{\varepsilon_n^2|t - s|^{2\beta}} \leq M.
$$

**Assumption 7.2.** [Assumptions on the kernel]

(a) There exist an infinitesimal function $\varepsilon_n$ and a kernel $K$ (regular enough to be the kernel of a continuous Volterra process) such that

$$
\lim_{n \to +\infty} \frac{K^n(t, s)}{\varepsilon_n} = K(t, s)
$$

uniformly for $t, s \in [0, T]$.

(b) There exist constants $C, \beta > 0$ such that one has

$$
\frac{1}{\varepsilon_n^2} \int_0^T (K^n(t, u) - K^n(s, u))^2 \, du \leq C|t - s|^{2\beta}.
$$

Assumptions (a) guarantees that (2) holds (see, for example, [15]). Assumptions (b) guarantees exponential tightness of the family (see, for example, [23]). The following theorem holds.

**Theorem 7.3.** Let $n \in \mathbb{N}$, and $\hat{B}^n$ be a Volterra process as in (49). Suppose the family $(K^n)_{n \in \mathbb{N}}$ (respectively $(k^n)_{n \in \mathbb{N}}$) satisfies Assumption 7.2 (respectively Assumption 7.1). Then, the family of Volterra processes $((\hat{B}^n)_{t \in [0, T]})_{n \in \mathbb{N}}$ satisfies a large deviation principle on $C_0[0, T]$, with the inverse speed $\varepsilon_n^2$ and the good rate function

$$
I_{\hat{B}}(f) = \begin{cases} 
\frac{1}{2} ||f||^2_{\mathcal{H}_{\hat{B}}} & f \in \mathcal{H}_{\hat{B}} \\
+\infty & f \notin \mathcal{H}_{\hat{B}}
\end{cases}
$$

where $\mathcal{H}_{\hat{B}}$ and $||.||_{\mathcal{H}_{\hat{B}}}$ denote, respectively, the reproducing kernel Hilbert space and the related norm associated to the covariance function

$$
k(t, s) = \int_0^{t \wedge s} K(t, u)K(s, u) \, du \quad \text{for } t, s \in [0, T].
$$

In this case under hypotheses of Theorem 5.8 we have (from Theorem 3.3) that a large deviation principle with the speed $\varepsilon_n^{-2}$ and the good rate function

$$
I_X(x) = \begin{cases} 
\inf_{\varphi \in \mathcal{H}_{\hat{B}}} \left[ \frac{1}{2} ||\varphi||^2_{\mathcal{H}_{\hat{B}}} + \frac{1}{2} \int_0^T \left( \frac{\dot{\varphi}(t) - \mu(\varphi(t))}{\sigma(\varphi(t))} \right)^2 dt \right] & x \in \mathcal{H}_{\hat{B}} \\
+\infty & x \notin \mathcal{H}_{\hat{B}}
\end{cases}
$$

31
holds for the family \((X^n - x_0)_{n \in \mathbb{N}}\), where for every \(n \in \mathbb{N}\), \((X^n_t)_{t \in [0,T]}\) is defined from (10).

From Remark 2.13 if \(\hat{f}(t) = \int_0^t K(t,s) f(s) ds\), we have

\[
I_X(x) = \begin{cases}
\inf_{f \in H^1_0[0,T]} \left[ \frac{1}{2}\|f\|_{H^1_0[0,T]}^2 + \frac{1}{2} \int_0^T \left( \frac{\dot{x}(t) - \mu(f(t))}{\sigma(f(t))} \right)^2 dt \right] & x \in H^1_0[0,T] \\
+\infty & x \notin H^1_0[0,T]
\end{cases}
\]

7.2 Correlated case

Now we state a large deviation principle for the couple \((\varepsilon_n B, \hat{B}^n)_{n \in \mathbb{N}}\). First observe that \((\varepsilon_n B, \hat{B}^n)\) is a Gaussian process (for details see for example [13]) and therefore the following theorem is an application of Theorem 3.4.5 in [12].

**Theorem 7.4.** Let \(\varepsilon : \mathbb{N} \to \mathbb{R}_+\) be an infinitesimal function. Suppose Assumption (7.2) is fulfilled. Then \((\varepsilon_n B, \hat{B}^n)_{n \in \mathbb{N}}\) satisfies a large deviation principle on \(C_0[0,T]^2\) with the speed \(\varepsilon_n^{-2}\) and the good rate function

\[
I_{(B,\hat{B})}(f,g) = \begin{cases}
\frac{1}{2} \int_0^T \dot{f}(s)^2 ds & (f,g) \in \mathcal{H}_{(B,\hat{B})} \\
+\infty & (f,g) \notin C_0[0,T]^2 \setminus \mathcal{H}_{(B,\hat{B})}
\end{cases}
\]

where

\[
\mathcal{H}_{(B,\hat{B})} = \{(f,g) \in C_0[0,T]^2 : f \in H^1_0[0,T], g(t) = \int_0^t K(t,u) \dot{f}(u) du, 0 \leq t \leq T\}
\]

and \(K\) is defined from equation (17).

Notice that we used the fact that \(\hat{B}^n = \varepsilon_n \hat{B}\) only in the proof of the Proposition 6.18; in particular in proving (34) it has been used that

\[
\lim_{m \to +\infty} \lim_{n \to +\infty} \varepsilon_n^2 \log \mathbb{P} \left( \sup_{0 \leq t \leq T} \left| \hat{B}^n_t - \hat{B}_t \right| > \delta \right) = -\infty.
\]

This result is contained in Lemma 24 in [17]. The same results can be deduced for exponential tight families of Volterra processes.

**Lemma 7.5.** If \((\hat{B}^n)_{n \in \mathbb{N}}\) is an exponentially tight family at the inverse speed \(\varepsilon_n^2\), then for every \(\delta > 0\)

\[
\lim_{m \to +\infty} \lim_{n \to +\infty} \varepsilon_n^2 \log \mathbb{P} \left( \sup_{0 \leq t \leq T} \left| \hat{B}^n_t - \hat{B}_t \right| > \delta \right) = -\infty.
\]

**Proof.** From exponential tightness, for every \(R > 0\), there exists a compact set \(K_R\) (of equi-continuous functions) such that \(\sup_{n \to +\infty} \varepsilon_n^2 \log \mathbb{P} \left( \hat{B}^n \in K_R \right) \leq -R\). Therefore, for every \(\delta > 0\), there exists \(m_0 > 0\), such that for every \(m > m_0\) \lim_{n \to +\infty} \varepsilon_n^2 \log \mathbb{P} \left( \sup_{|s-t| \leq T/m} \left| \hat{B}^n_s - \hat{B}^n_t \right| > \delta \right) \leq -R\).

Since

\[
\lim_{m \to +\infty} \lim_{n \to +\infty} \varepsilon_n^2 \log \mathbb{P} \left( \sup_{0 \leq t \leq T} \left| \hat{B}^n_t - \hat{B}_t \right| > \delta \right) \leq \lim_{m \to +\infty} \lim_{n \to +\infty} \varepsilon_n^2 \log \mathbb{P} \left( \sup_{|s-t| \leq T/m} \left| \hat{B}^n_s - \hat{B}^n_t \right| > \delta \right),
\]

the claim follows. \(\square\)

Therefore Proposition 6.18 holds also in this more general case. In the hypotheses of Theorem 6.19 we have (from Theorem 5.8) that a large deviation principle with the speed \(\varepsilon_n^{-2}\) and the good rate function

\[
I_Z(x) = \begin{cases}
\inf_{(\psi,\varphi) \in \mathcal{H}(\alpha,\beta)} \left[ \frac{1}{2} \left\| (\psi,\varphi) \right\|_{\mathcal{H}(\alpha,\beta)}^2 + \frac{1}{2} \int_0^T \left( \frac{\dot{x}(t) - \mu(\varphi(t))}{\rho(\varphi(t))} - \hat{\rho}(\psi(t),\varphi(t)) \right)^2 dt \right] & x \in H^1_0[0,T] \\
+\infty & x \notin H^1_0[0,T]
\end{cases}
\]
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holds for the family \((Z^n - x_0)_{n \in \mathbb{N}}\) \((Z^n_t)_{t \in [0,T]}\) is defined from \((\ref{eq:inf})\). If \(\hat{f}(t) = \int_0^t K(t,s) \tilde{f}(s)ds\), from Remark 2.13, we have
\[
I_Z(x) = \begin{cases}
\inf_{f \in H^1_0[0,T]} \left[ \frac{1}{2} \|f\|_{H^2_0[0,T]}^2 + \frac{1}{2} \int_0^T \left( \frac{\dot{x}(t) - \mu(\hat{f}(t)) - \rho \hat{\Psi}(f, \hat{f})(t)}{\bar{\rho} \sigma(\hat{f}(t))} \right)^2 dt \right] & x \in H^1_0[0,T] \\
\infty & x \notin H^1_0[0,T]
\end{cases}
\]

**Example 7.6.** Consider the sequence of processes \((U^n_{t, \epsilon})_{t \in [0,T], \epsilon \in \mathbb{N}} = (U^n_{t, \epsilon})_{t \in [0,T], \epsilon \in \mathbb{N}}\) where \((U^n_{t, \epsilon})_{t \in [0,T], \epsilon \in \mathbb{N}}\) is a fractional Ornstein-Uhlenbeck process. It is not a self similar process, therefore \((U^n_{t, \epsilon})_{t \in [0,T], \epsilon \in \mathbb{N}}\) is not equivalent to a scaled process \((\epsilon^n U^n_{t, \epsilon})_{t \in [0,T], \epsilon \in \mathbb{N}}\). Thanks to representation \((\ref{eq:representation})\), simple calculations show that, if \(k_H\) is the covariance function of a fractional Brownian motion, we have
\[
k_U(s,t) = \text{Cov}(U^n_{t, \epsilon}, U^n_{s, \epsilon}) = k_H(t-s) - a e^{-at} \int_0^t e^{au} k_H(u, s) du - a e^{-as} \int_0^s e^{av} k_H(t, v) dv + a^2 e^{-a(t+s)} \int_0^s \int_0^v e^{au} e^{av} k_H(u, v) dv du.
\]
Therefore the covariance function of the process \(U^n_{t, \epsilon}\) is \(k^n_{U^n_{t, \epsilon}}(t,s) = k_U(\epsilon n, s, \epsilon n, t)\). It is straightforward to prove that Assumption 7.1 is verified for the infinitesimal function \(\epsilon^n_H\) and limit covariance \(k_H\).

We will obtain a sample path large deviation principle for the family of processes \(((Z^n_t - x_0)_{t \in [0,T]})_{n \in \mathbb{N}}\) with the speed function \(\epsilon^{-2H}_n\) and the good rate function given by
\[
I_Z(x) = \begin{cases}
\inf_{f \in H^1_0[0,T]} \left[ \frac{1}{2} \|f\|_{H^2_0[0,T]}^2 + \frac{1}{2} \int_0^T \left( \frac{\dot{x}(t) - \mu(\hat{f}(t)) - \rho \hat{\Psi}(f, \hat{f})(t)}{\bar{\rho} \sigma(\hat{f}(t))} \right)^2 dt \right] & x \in H^1_0[0,T] \\
\infty & x \notin H^1_0[0,T]
\end{cases}
\]
where \(\hat{f}(t) = \int_0^t K_H(t,s) \tilde{f}(t)dt\) \((K_H\) is the kernel of the fractional Brownian motion defined in \((\ref{eq:kernel})\)).
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