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Abstract
In this manuscript, some fixed point results for generalized contractive type mappings under mild conditions in the setting of double controlled metric spaces (in short, $\eta_2$-metric spaces) are obtained. Moreover, some related consequences dealing with a common fixed point concept and nontrivial examples to support our results are presented. Ultimately, we use the theoretical results to discuss the existence and uniqueness of solutions of 2D Volterra integral equations, Riemann–Liouville integrals and Atangana–Baleanu integral operators are given.
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1 Introduction
Fixed point theorems have numerous applications in mathematics and are applied in diverse fields as biology [1], chemistry [2], economics [3, 4], engineering [5], game theory [6], and physics [7, 8]. In the last years, boundary value problems of nonlinear fractional differential equations with a variety of boundary conditions have been studied by various researchers, see [9–20]. Fractional differential equations appear naturally in diverse fields of science and engineering. They constitute an important field of research. It should be noted that most papers dealing with the existence of solutions of nonlinear initial value problems of fractional differential equations mainly use the techniques of nonlinear analysis such as fixed point techniques, stability, the Leray–Schauder result, etc. Relatively, fractional calculus and fractional differential/integral equations are very fresh topics for the researchers. For instance, in [21] the authors resolved some fractional differential equations with multiple delays in relation to chaos neuron models by using fixed point results of Lou [22] and E. de Pascale and L. de Pascale [23]. Amann [24] used a fixed point technique when studying some nonlinear eigenvalue problems in ordered Banach spaces. Liu et al. [25] gave applications of mixed monotone operators with superlinear nonlinearity.
via fixed point theory. On the other hand, by using fixed point theorems, the existence and uniqueness of solutions to differential/integral equations involving fractional operators were studied by a huge number of researchers. For further related results, see for example [26–30].

**Definition 1.1** ([31]) The usual form of the RL-fractional integral operator of order $\tau$ is

$$I^\tau \varnothing(\alpha) = \frac{1}{\Gamma(\tau)} \int_0^\alpha (\alpha - h)^{\tau-1} \varnothing(h) \, dh,$$

where $\tau > 0$, and the function $\varnothing$ is defined on $L^1(\mathbb{R}^+)$. 

**Definition 1.2** ([31]) Let $\varnothing : (0, \infty) \to \mathbb{R}$ be a continuous function, the RL-fractional derivative of order $\tau$ is defined as

$$D^\tau \varnothing(\alpha) = \frac{1}{\Gamma(n-\tau)} \left( \frac{d}{d\alpha} \right)^n \int_0^\alpha (\alpha - h)^{n-\tau-1} \varnothing(h) \, dh,$$

where $n = [\tau] + 1$.

In this manuscript, we investigate some fixed point results via a class of contractive type mappings involving mild conditions in the setting of $\eta^2_\nu$-metric spaces. Also, some non-trivial examples are introduced. Finally, as applications, theoretical results are involved to discuss the existence and uniqueness of a solution of 2D Volterra integral equations, Riemann–Liouville integrals, and Atangana–Baleanu integral operators.

### 2 Main results

We begin this section with the following definition.

**Definition 2.1** Suppose that $\varnothing$ is a nonempty set and $\mathfrak{J}, v : \varnothing \times \varnothing \to [1, \infty)$ are given functions. Let $\eta^2_\nu : \varnothing \times \varnothing \to [0, \infty)$ be a distance function on $\varnothing$. We list the following hypotheses for all $\xi, \nu, \tau \in \varnothing$:

1. $\eta^2_\nu(\xi, \nu) = 0$ iff $\xi = \nu$;
2. $\eta^2_\nu(\xi, \nu) = \eta^2_\nu(\nu, \xi)$;
3. $\eta^2_\nu(\xi, \nu) \leq \mathfrak{J}(\xi, \nu)[\eta^2_\nu(\xi, \tau) + \eta^2_\nu(\tau, \nu)]$ (an extended triangle inequality);
4. $\eta^2_\nu(\xi, \nu) \leq \mathfrak{J}(\xi, \tau)\eta^2_\nu(\xi, \tau) + \mathfrak{J}(\tau, \nu)\eta^2_\nu(\tau, \nu)$ (a controlled triangle inequality);
5. $\eta^2_\nu(\xi, \nu) \leq \mathfrak{J}(\xi, \tau)\eta^2_\nu(\xi, \tau) + v(\tau, \nu)\eta^2_\nu(\tau, \nu)$ (a double controlled triangle inequality).

$\eta^2_\nu$ is called:

- extended $b$- [32] if $\eta^2_\nu$ satisfies (J1) – (J3);
- controlled metric type [33] if $\eta^2_\nu$ satisfies (J1), (J2), and (J4);
- double controlled metric type [34] if $\eta^2_\nu$ satisfies (J1), (J2), and (J5).

The pair $(\varnothing, \eta^2_\nu)$ is called an extended $b$-metric/ a controlled metric type/ a double controlled metric type space if $\eta^2_\nu$ is extended $b$-metric/ a controlled metric type/ a double controlled metric type on $\varnothing$, respectively.

**Example 2.2** Let $\varnothing = \{1, 2, 3\}$. Define $\mathfrak{J}, v : \varnothing \times \varnothing \to [1, \infty)$ by

$$\mathfrak{J}(1, 2) = \mathfrak{J}(2, 1) = 1, \quad \mathfrak{J}(2, 3) = \mathfrak{J}(3, 2) = \frac{8}{7}, \quad \text{and} \quad \mathfrak{J}(1, 3) = \mathfrak{J}(3, 1) = \frac{3}{2},$$

and $v(1, 2) = v(2, 1) = v(2, 3) = v(3, 2) = v(3, 1) = 0$.
\[ \forall (1,2) = \forall (2,1) = \frac{7}{6}, \quad \forall (2,3) = \forall (3,2) = \frac{9}{2}, \quad \text{and} \quad \forall (1,3) = \forall (3,1) = 2. \]

Let \( \eta^{2}_\mathcal{G} : \mathcal{G} \times \mathcal{G} \rightarrow [0, \infty) \) be given as
\[
\eta^{2}_\mathcal{G}(1,3) = \eta^{2}_\mathcal{G}(3,1) = 1, \quad \eta^{2}_\mathcal{G}(1,2) = \eta^{2}_\mathcal{G}(2,1) = 2, \\
\eta^{2}_\mathcal{G}(2,3) = \eta^{2}_\mathcal{G}(3,2) = 3.6, \quad \eta^{2}_\mathcal{G}(1,1) = \eta^{2}_\mathcal{G}(2,2) = \eta^{2}_\mathcal{G}(3,3) = 0.
\]

Note that
\[
\eta^{2}_\mathcal{G}(2,3) \geq \eta^{2}_\mathcal{G}(2,1) \eta^{2}_\mathcal{G}(1,3), \\
\eta^{2}_\mathcal{G}(2,3) \geq \eta^{2}_\mathcal{G}(2,1) \eta^{2}_\mathcal{G}(2,1) + \eta^{2}_\mathcal{G}(1,3) \eta^{2}_\mathcal{G}(1,3),
\]

and
\[
\eta^{2}_\mathcal{G}(2,3) \leq \eta^{2}(2,1) \eta^{2}(2,1) + \eta^{2}(1,3) \eta^{2}(1,3), \\
\eta^{2}_\mathcal{G}(1,2) \leq \eta^{2}(1,3) \eta^{2}(1,3) + \eta^{2}(3,2) \eta^{2}(3,2), \\
\eta^{2}_\mathcal{G}(1,3) \leq \eta^{2}(1,2) \eta^{2}(1,2) + \eta^{2}(2,3) \eta^{2}(2,3).
\]

Thus, \( \eta^{2}_\mathcal{G} \) is neither extended \( b \)-metric nor controlled metric type for the function \( \mathcal{G} \), but it is double controlled metric type.

**Definition 2.3** Let \((\mathcal{G}, \eta^{2}_\mathcal{G})\) be a double controlled metric type space (for short, \( \eta^{2}_\mathcal{G} \)-metric space). A sequence \( \{\varsigma_n\} \in \mathcal{G} \) is called:
- convergent if there is \( \varsigma \in \mathcal{G} \) such that \( \lim_{n \to \infty} \eta^{2}_\mathcal{G}(\varsigma_n, \varsigma) = 0 \), and this notation leads to \( \lim_{n \to \infty} \varsigma_n = \varsigma \);
- Cauchy if \( \eta^{2}_\mathcal{G}(\varsigma_n, \varsigma_m) \to 0 \) as \( n, m \to \infty \).

An \( \eta^{2}_\mathcal{G} \)-metric space is complete if every Cauchy sequence in \( \mathcal{G} \) is convergent.

**Remark 2.4** If \( \mathcal{G}(\varsigma, \tau) = \nu(\tau, \upsilon) = b \geq 1 \) for all \( \varsigma, \upsilon, \tau \in \mathcal{G} \), then an \( \eta^{2}_\mathcal{G} \)-metric space reduces to a \( b \)-metric space \([35, 36]\).

**Theorem 2.5** Let \((\mathcal{G}, \eta^{2}_\mathcal{G})\) be a complete \( \eta^{2}_\mathcal{G} \)-metric space and the mappings \( \mathcal{O}, \mathcal{U} : \mathcal{G} \to \mathcal{G} \) satisfy
\[
a^b \eta^{2}_\mathcal{G}(\mathcal{O} \varsigma, \mathcal{O} \upsilon) \leq \sigma \eta^{2}_\mathcal{G}(\varsigma, \upsilon) + \rho \frac{\eta^{2}_\mathcal{G}(\upsilon, \mathcal{O} \upsilon)[1 + \eta^{2}_\mathcal{G}(\varsigma, \mathcal{O} \upsilon)]}{1 + \eta^{2}_\mathcal{G}(\varsigma, \mathcal{O} \upsilon)} + \mu \eta^{2}_\mathcal{G}(\varsigma, \mathcal{O} \upsilon)[1 + \eta^{2}_\mathcal{G}(\varsigma, \mathcal{O} \upsilon)] \\
\quad \times \frac{1 + \eta^{2}_\mathcal{G}(\varsigma, \upsilon)}{1 + \eta^{2}_\mathcal{G}(\varsigma, \upsilon)} \quad (2.1)
\]

for all \( \varsigma, \upsilon \in \mathcal{G} \), where \( \sigma, \rho, \) and \( \mu \) are nonnegative real numbers with \( \sigma + \rho + \mu < 1 \) and \( a, b \geq 1 \). Consider \( \varsigma_n = \mathcal{U}^n \varsigma_0 \) for \( \varsigma_0 \in \mathcal{G} \). Then \( \mathcal{O} \) and \( \mathcal{U} \) have a unique common fixed point (c.f.p), provided that the following hypotheses hold:

1. \( \sup_{n \geq 1} \lim_{l \to \infty} \mathcal{G}(\varsigma_{l+1}, \varsigma_{l+2}) \mathcal{G}(\varsigma_{l+1}, \varsigma_l) < \frac{1}{\Theta} \), where \( \Theta = \frac{\sigma}{a^b - \rho - \mu} \); \quad (2.2)
From inequality (2.1), one writes

\[
\frac{\eta_2^n(\xi_{2n}, \xi_{2n+1})}{\eta_2^n(\xi_{2n+1}, \xi_{2n})} = \frac{\eta_2^n(\xi_{2n+1}, \xi_{2n+2})[1 + \eta_2^n(\xi_{2n+1}, \xi_{2n})]}{1 + \eta_2^n(\xi_{2n+2}, \xi_{2n+1})} \\
+ \mu \frac{\eta_2^n(\xi_{2n+1}, \xi_{2n+2})[1 + \eta_2^n(\xi_{2n+2}, \xi_{2n})]}{1 + \eta_2^n(\xi_{2n+2}, \xi_{2n+1})}
\]

Iteratively,

\[
\eta_2^n(\xi_{2n+2}, \xi_{2n+3}) \leq \left( \frac{\sigma}{ab - \rho - \mu} \right) \eta_2^n(\xi_{2n+1}, \xi_{2n+2}).
\]

By taking \( \Theta = \frac{\sigma}{ab - \rho - \mu} < 1 \), one gets

\[
\eta_2^n(\xi_m, \xi_n) \leq \Theta^n \eta_2^n(\xi_m, \xi_n) \leq \Theta^n \eta_2^n(\xi_n, \xi_{n}) \leq \ldots \leq \Theta^n \eta_2^n(\xi_0, \xi_1).
\]

For all \( m, n \in \mathbb{N} \) with \( m > n \), we get

\[
\eta_2^n(\xi_m, \xi_n) \leq \mathcal{J}(\xi_n, \xi_{n+1}) \eta_2^n(\xi_n, \xi_{n+1}) + \nu(\xi_{n+1}, \xi_m) \eta_2^n(\xi_{n+1}, \xi_m) \\
\leq \mathcal{J}(\xi_n, \xi_{n+1}) \eta_2^n(\xi_n, \xi_{n+1}) + \nu(\xi_{n+1}, \xi_m) \left[ \mathcal{J}(\xi_{n+1}, \xi_{n+2}) \eta_2^n(\xi_{n+1}, \xi_{n+2}) + \nu(\xi_{n+2}, \xi_m) \eta_2^n(\xi_{n+2}, \xi_m) \right] \\
= \mathcal{J}(\xi_n, \xi_{n+1}) \eta_2^n(\xi_n, \xi_{n+1}) + \nu(\xi_{n+1}, \xi_m) \mathcal{J}(\xi_{n+1}, \xi_{n+2}) \eta_2^n(\xi_{n+2}, \xi_m) \\
+ \nu(\xi_{n+1}, \xi_m) \nu(\xi_{n+2}, \xi_m) \eta_2^n(\xi_{n+2}, \xi_m).
\]
Relation (2.6) implies that the sequence \( \lambda_1 \ell \)

Set \( \Lambda_\ell = \sum_{j=0}^{i} (\prod_{j=0}^{i} v(\xi_j, \xi_m)) \mathcal{I}(\xi_i, \xi_{i+1}) \Theta^j \). Hence, inequality (2.4) implies that

\[
\eta_2^j(\zeta_n, \zeta_m) \leq \eta_2^j(\zeta_0, \zeta_1) [\Theta^m \mathcal{I}(\zeta_n, \zeta_{n+1}) + (\Lambda_{m-1} - \Lambda_n)]. \tag{2.5}
\]

It follows by (2.2) and the ratio test that the real number sequence \( \{\Lambda_n\} \) exists, and so \( \{\Lambda_n\} \) is Cauchy. Note that the ratio test is applied to the term \( \zeta_i = (\prod_{j=0}^{i} v(\xi_j, \xi_m)) \mathcal{I}(\xi_i, \xi_{i+1}) \).

Taking \( n, m \to \infty \) in (2.5), we can write

\[
\lim_{n,m \to \infty} \eta_2^j(\zeta_n, \zeta_m) = 0. \tag{2.6}
\]

Relation (2.6) implies that the sequence \( \{\zeta_n\} \) is Cauchy. The completeness of \( (\phi, \eta_2^j) \) yields that there exists some \( \varphi \in \phi \) such that

\[
\lim_{n \to \infty} \eta_2^j(\zeta_n, \varphi) = 0. \tag{2.7}
\]

Applying the triangle inequality, we have

\[
\eta_2^j(\varphi, \zeta_{n+1}) \leq \mathcal{I}(\varphi, \zeta_n) \eta_2^j(\varphi, \zeta_n) + v(\zeta_n, \zeta_{n+1}) \eta_2^j(\zeta_n, \zeta_{n+1}). \tag{2.8}
\]

By (2.6) and (2.7) in (2.8), we get at the limit

\[
\lim_{n \to \infty} \eta_2^j(\varphi, \zeta_{n+1}) = 0. \tag{2.9}
\]
Now, we shall show that \( \varrho = \eth \varrho \). Using the method of contradiction, i.e., let \( \eta^c_2(\varrho, \eth \varrho) > 0 \). Then

\[
\eta^c_2(\varrho, \eth \varrho) \leq 2(\varrho, \varsigma_{n+2})\eta^c_2(\varrho, \varsigma_{n+2}) + v(\varsigma_{n+2}, \eth \varrho)\eta^c_2(\varsigma_{n+2}, \eth \varrho)
\]

\[
= 2(\varrho, \varsigma_{n+2})\eta^c_2(\varrho, \varsigma_{n+2}) + v(\varsigma_{n+2}, \eth \varrho)\eta^c_2(\eth \varsigma_{n+1}, \eth \varrho)
\]

\[
\leq 2(\varrho, \varsigma_{n+2})\eta^c_2(\varrho, \varsigma_{n+2}) + v(\varsigma_{n+2}, \eth \varrho)\eta^c_2(\eth \varsigma_{n+1})
\]

\[
\leq 2(\varrho, \varsigma_{n+2})\eta^c_2(\varrho, \varsigma_{n+2}) + v(\varsigma_{n+2}, \eth \varrho)\eta^c_2(\eth \varsigma_{n+1}) + \frac{\sigma \eta^c_2(\varrho, \varsigma_{n+1}) + \rho \eta^c_2(\varsigma_{n+1}, \eth \varrho) + \mu \frac{\eta^c_2(\varsigma_{n+1}, \eth \varrho)}{1+\eta^c_2(\eth \varrho, \eth \varrho)}}{1+\eta^c_2(\eth \varrho, \eth \varrho)}
\]

\[
= 2(\varrho, \varsigma_{n+2})\eta^c_2(\varrho, \varsigma_{n+2}) + v(\varsigma_{n+2}, \eth \varrho)\eta^c_2(\eth \varsigma_{n+1})
\]

\[
\leq 2(\varrho, \varsigma_{n+2})\eta^c_2(\varrho, \varsigma_{n+2}) + v(\varsigma_{n+2}, \eth \varrho)\eta^c_2(\eth \varsigma_{n+1}) + \frac{\sigma \eta^c_2(\varrho, \varsigma_{n+1}) + \rho \eta^c_2(\varsigma_{n+1}, \eth \varrho) + \mu \frac{\eta^c_2(\varsigma_{n+1}, \eth \varrho)}{1+\eta^c_2(\eth \varrho, \eth \varrho)}}{1+\eta^c_2(\eth \varrho, \eth \varrho)}
\]

Letting \( n \to \infty \) in the above inequality and with the help of (2.6), (2.7), and (2.9), we conclude that \( \eta^c_2(\varrho, \eth \varrho) = 0 \). It is a contradiction, that is, \( \varrho = \eth \varrho \). Likewise, we can show that \( \varrho = \eth \varrho \). This means that \( \varrho \) is a cfp of \( \eth \) and \( \eth \). For uniqueness, suppose that \( \alpha \) is another cfp of \( \eth \) and \( \eth \) such that \( \varrho \neq \alpha \), then by condition (2.1) we obtain that

\[
a^b \eta^c_2(\varrho, \alpha) = a^b \eta^c_2(\eth \varrho, \eth \alpha)
\]

\[
\leq \sigma \eta^c_2(\varrho, \alpha) + \rho \frac{\eta^c_2(\varrho, \eth \alpha) + \eta^c_2(\alpha, \eth \alpha)}{1+\eta^c_2(\eth \varrho, \eth \alpha)} + \mu \frac{\eta^c_2(\varrho, \eth \alpha) + \eta^c_2(\alpha, \eth \alpha)}{1+\eta^c_2(\eth \varrho, \eth \alpha)}
\]

\[
= \sigma \eta^c_2(\varrho, \alpha).
\]

This implies that \( (a^b - \sigma) \eta^c_2(\varrho, \alpha) \leq 0 \), a contradiction. So it should be \( \eta^c_2(\mu, \alpha) = 0 \), i.e., \( \mu = \alpha \). Hence \( \mu \) is the unique cfp of \( \eth \) and \( \eth \). This ends the proof.

Theorem 2.5 reduces to the following corollary if we consider that the two mappings \( \eth \) and \( \eth \) are equal.

**Corollary 2.6** Let \( (\varphi, \eta^c_2) \) be a complete \( \eta^c_2 \)-metric space and \( \eth : \varphi \to \varphi \) be a mapping satisfying

\[
a^b \eta^c_2(\eth \zeta, \eth \upsilon) \leq \sigma \eta^c_2(\zeta, \upsilon) + \rho \frac{\eta^c_2(\upsilon, \eth \zeta) + \eta^c_2(\zeta, \eth \zeta)}{1+\eta^c_2(\eth \zeta, \eth \zeta)} + \mu \frac{\eta^c_2(\upsilon, \eth \zeta) + \eta^c_2(\zeta, \eth \zeta)}{1+\eta^c_2(\eth \zeta, \eth \zeta)}
\]

for all \( \zeta, \upsilon \in \varphi \), where \( \sigma, \rho, \) and \( \mu \) are nonnegative real numbers with \( \sigma + \rho + \mu < 1 \) and \( a, b \geq 1 \). Consider \( \varsigma_n = \eth^m \varsigma_0 \) for \( \varsigma_0 \in \varphi \). If assumptions (i) and (ii) of Theorem 2.5 are fulfilled, then \( \eth \) has a unique fixed point.

If we take \( a = b = 1, \mu = \rho = 0 \), and \( \eth = \eth \) in Theorem 2.5, we get the following main result.
Corollary 2.7 Let \((\varphi, \eta^\varphi_2)\) be a complete \(\eta^\varphi_2\)-metric space, and let the mapping \(\circ : \varphi \to \varphi\) satisfy
\[
\eta^\varphi_2(\varphi, \varphi, \varphi) \leq \sigma \eta^\varphi_2(\varphi, \varphi)
\]
for all \(\varphi, \varphi \in \varphi\), where \(\sigma\) is a nonnegative real number with \(\sigma < 1\). Choose \(\xi_n = \eta^\varphi_2 \xi_n\) for \(\xi_n \in \varphi\), then \(\circ\) has a unique fixed point, provided that the following assumptions are satisfied:

- \(\sup_{1 \leq i} \lim_{n \to \infty} (\eta^{1+\varphi_2}_2(\xi_{i+1}, \xi_i)) < \frac{1}{\sigma}\);
- \(\lim_{n \to \infty} \int(\xi_n)\) and \(\lim_{n \to \infty} v(\xi_n, \xi_n)\) exist and are finite for all \(\xi \in \varphi\).

Another direction to obtain a cfp of \(\circ\) and \(\beta\) is by considering a strong contractive condition in the following theorem.

Theorem 2.8 Let \((\varphi, \eta^\varphi_2)\) be a complete \(\eta^\varphi_2\)-metric space, and let the mappings \(\circ, \beta : \varphi \to \varphi\) satisfy
\[
\eta^\varphi_2(\circ, \beta, \varphi) \leq (\Pi(\varphi) - \Pi(\varphi)) \beta(\varphi, \varphi),
\]
where

\[
\beta(\varphi, \varphi) = \max \left\{ \eta^\varphi_2(\varphi, \varphi), \eta^\varphi_2(\varphi, \circ, \varphi), \eta^\varphi_2(\varphi, \beta, \varphi), \eta^\varphi_2(\varphi, \beta, \varphi) \right\},
\]
and \(\Pi : \varphi \to \mathbb{R}\) is bounded from below (\(\inf(\Pi(\varphi)) > -\infty\)). Assume that \(\xi_n = \beta^n \xi_n\) for \(\xi_n \in \varphi\), and
\[
\sup_{1 \leq i} \lim_{n \to \infty} \eta^{1+\varphi_2}_2(\xi_{i+1}, \xi_i) < \frac{1}{N}, \quad 0 < N < 1.
\]
In addition, suppose that \(\lim_{n \to \infty} \int(\xi_n)\) and \(\lim_{n \to \infty} v(\xi_n, \xi_n)\) exist and are finite for all \(\xi \in \varphi\). Then \(\circ\) and \(\beta\) have a unique cfp.

Proof As at the beginning of the proof of Theorem 2.5, we consider the same sequences defined by (2.3). Consider
\[
\eta^\varphi_2(\xi_{2n+1}, \xi_{2n+2}) = \eta^\varphi_2(\circ \xi_{2n}, \beta \xi_{2n+1}) \leq (\Pi(\xi_{2n}) - \Pi(\xi_{2n})) \beta(\xi_{2n}, \xi_{2n+1}),
\]
where
\[
\beta(\xi_{2n+1}, \xi_{2n+2}) = \max \left\{ \eta^\varphi_2(\xi_{2n+1}, \xi_{2n+2}), \eta^\varphi_2(\xi_{2n+1}, \beta \xi_{2n+1}), \eta^\varphi_2(\xi_{2n}, \beta \xi_{2n+1}), \eta^\varphi_2(\xi_{2n}, \circ \xi_{2n+1}) \right\}.
\]
Now, if \( \eta^2(\xi_{2n+1}, \xi_{2n+2}) \geq \eta^2(\xi_{2n+1}, \xi_{2n+2}) \), then by (2.10) we get
\[
\eta^2(\xi_{2n+1}, \xi_{2n+2}) = \eta^2(\xi_{2n}, \xi_{2n+1}) \\
\quad \leq (\Pi(\xi_{2n}) - \Pi(\xi_{2n+1})) \eta^2(\xi_{2n+1}, \xi_{2n+2}) \\
\quad = (\Pi(\xi_{2n}) - \Pi(\xi_{2n+1})) \eta^2(\xi_{2n+1}, \xi_{2n+2}),
\]
a contradiction. So, \( \mathfrak{D}(\xi_{2n}, \xi_{2n+1}) = \eta^2(\xi_{2n}, \xi_{2n+1}) \). Again, by (2.10), one can write
\[
\eta^2(\xi_{2n+1}, \xi_{2n+2}) = \eta^2(\xi_{2n+1}, \xi_{2n+2}) \leq (\Pi(\xi_{2n}) - \Pi(\xi_{2n+1})) \mathfrak{D}(\xi_{2n+1}, \xi_{2n+2}).
\]
Similarly,
\[
\eta^2(\xi_{2n+3}, \xi_{2n+4}) = \eta^2(\xi_{2n+2}, \xi_{2n+3}) \leq (\Pi(\xi_{2n+2}) - \Pi(\xi_{2n+3})) \mathfrak{D}(\xi_{2n+3}, \xi_{2n+4}),
\]
where
\[
\mathfrak{D}(\xi_{2n+1}, \xi_{2n+2}) = \max \left\{ \eta^2(\xi_{2n+1}, \xi_{2n+2}), \eta^2(\xi_{2n+1}, \xi_{2n+2}), \eta^2(\xi_{2n}, \xi_{2n+1}), \eta^2(\xi_{2n+2}, \xi_{2n+3}), \eta^2(\xi_{2n+2}, \xi_{2n+3}), \eta^2(\xi_{2n+2}, \xi_{2n+3}) \right\}
\]
From (2.11), we have
\[
\eta^2(\xi_{2n+2}, \xi_{2n+3}) = \eta^2(\xi_{2n+2}, \xi_{2n+3}) \leq (\Pi(\xi_{2n+2}) - \Pi(\xi_{2n+3})) \eta^2(\xi_{2n+2}, \xi_{2n+3}),
\]
a contradiction. Hence, \( \mathfrak{D}(\xi_{2n+1}, \xi_{2n+2}) = \eta^2(\xi_{2n+1}, \xi_{2n+2}) \), then by (2.11) we get
\[
\eta^2(\xi_{2n+2}, \xi_{2n+3}) = \eta^2(\xi_{2n+2}, \xi_{2n+3}) \leq (\Pi(\xi_{2n+2}) - \Pi(\xi_{2n+3})) \eta^2(\xi_{2n+2}, \xi_{2n+3}).
\]
Continuing this approach, for each \( n \in \mathbb{N} \), we conclude that
\[
\eta^2(\xi_n, \xi_{n+1}) \leq (\Pi(\xi_n) - \Pi(\xi_n)) \eta^2(\xi_{n+1}, \xi_n).
\]
That is,
\[
\frac{\eta^2(\xi_n, \xi_{n+1})}{\eta^2(\xi_{n+1}, \xi_n)} \leq (\Pi(\xi_{n+1}) - \Pi(\xi_n)).
\]
Thus, the sequence \( \{\xi_n\} \) is necessarily decreasing and positive. So, it converges to an element \( \Delta \geq 0 \). Mathematically, we get, for each \( n \in \mathbb{N} \),
\[
\sum_{n=1}^{N} \eta^2(\xi_n, \xi_{n+1}) \leq \sum_{n=1}^{N} (\Pi(\xi_{n+1}) - \Pi(\xi_n))
\]
\[
= (\Pi(\xi) - \Pi(\xi_1)) + (\Pi(\xi_1) - \Pi(\xi_2)) + \cdots + (\Pi(\xi_{n-1}) - \Pi(\xi_n))
\]
\[
= \Pi(\xi) - \Pi(\xi_n) \to \Pi(\xi) - \Delta \quad \text{as} \ n \to \infty,
\]
which yields that $\sum_{\pi=1}^{n} \eta_{2}^{\pi}(\varsigma_{\pi}, \varsigma_{\pi+1}) < \infty$. Accordingly, we conclude that

$$
\lim \limits_{n \to \infty} \frac{\eta_{2}^{\pi}(\varsigma_{\pi}, \varsigma_{\pi+1})}{\eta_{2}^{\pi}(\varsigma_{\pi-1}, \varsigma_{\pi})} = 0. \tag{2.12}
$$

It follows by (2.12) that there is $0 < \pi < 1$ so that

$$
\frac{\eta_{2}^{\pi}(\varsigma_{\pi}, \varsigma_{\pi+1})}{\eta_{2}^{\pi}(\varsigma_{\pi-1}, \varsigma_{\pi})} \leq \pi \quad \text{for all } \pi \geq \pi_{0}.
$$

Equivalently,

$$
\eta_{2}^{\pi}(\varsigma_{\pi}, \varsigma_{\pi+1}) \leq \pi \eta_{2}^{\pi}(\varsigma_{\pi-1}, \varsigma_{\pi}) \quad \text{for all } \pi \geq \pi_{0}.
$$

By continuing with the same scenario used in proving Theorem 2.5, we conclude that the sequence $\{\xi_{n}\}$ converges to some $\vartheta \in \wp$, i.e.,

$$
\lim \limits_{n \to \infty} \eta_{2}^{\pi}(\xi_{n}, \vartheta) = 0. \tag{2.13}
$$

It is clear that

$$
\eta_{2}^{\pi}(\xi_{2n+1}, \xi_{2n+2}) \leq \mathcal{I}(\xi_{2n+1}, \vartheta) \eta_{2}^{\pi}(\xi_{2n+1}, \vartheta) + \nu(\xi_{2n+1}, \xi_{2n+2}) \eta_{2}^{\pi}(\vartheta, \xi_{2n+2}) \tag{2.14}
$$

$$
\to 0 \quad \text{as } n \to \infty.
$$

Now, we show that $\vartheta = \mathcal{C} \vartheta$. Suppose to the contrary, i.e., $\eta_{2}^{\pi}(\mathcal{C} \vartheta, \vartheta) > 0$. Consider

$$
\eta_{2}^{\pi}(\vartheta, \mathcal{C} \vartheta) \leq \mathcal{I}(\vartheta, \xi_{2n+2}) \eta_{2}^{\pi}(\vartheta, \xi_{2n+2}) + \nu(\xi_{2n+2}, \mathcal{C} \vartheta) \eta_{2}^{\pi}(\mathcal{C} \vartheta, \xi_{2n+2})
$$

$$
= \mathcal{I}(\vartheta, \xi_{2n+2}) \eta_{2}^{\pi}(\vartheta, \xi_{2n+2}) + \nu(\xi_{2n+2}, \mathcal{C} \vartheta) \eta_{2}^{\pi}(\mathcal{C} \vartheta, \xi_{2n+2})
$$

$$
\leq \mathcal{I}(\vartheta, \xi_{2n+2}) \eta_{2}^{\pi}(\vartheta, \xi_{2n+2}) + \nu(\xi_{2n+2}, \mathcal{C} \vartheta) (\Pi(\vartheta) - \Pi(\mathcal{C} \vartheta)) \eta_{2}^{\pi}(\vartheta, \xi_{2n+2}). \tag{2.15}
$$

where

$$
\mathcal{I}(\vartheta, \xi_{2n+1}) = \max \left\{ \eta_{2}^{\pi}(\vartheta, \xi_{2n+1}), \eta_{2}^{\pi}(\mathcal{C} \vartheta, \vartheta), \eta_{2}^{\pi}(\xi_{2n+1}, \mathcal{C} \vartheta), \eta_{2}^{\pi}(\xi_{2n+1}, \vartheta) \right\}
$$

$$
= \max \left\{ \eta_{2}^{\pi}(\vartheta, \xi_{2n+1}), \eta_{2}^{\pi}(\mathcal{C} \vartheta, \vartheta), \eta_{2}^{\pi}(\xi_{2n+1}, \vartheta) \right\}.
$$

Letting $n \to \infty$ in (2.16) and applying (2.13) and (2.14), we have

$$
\lim \limits_{n \to \infty} \mathcal{I}(\vartheta, \xi_{2n+1}) = \eta_{2}^{\pi}(\vartheta, \mathcal{C} \vartheta). \tag{2.17}
$$

Taking $n \to \infty$ in (2.15) and by (2.17), we get

$$
\eta_{2}^{\pi}(\vartheta, \mathcal{C} \vartheta) \leq \nu(\vartheta, \mathcal{C} \vartheta) (\Pi(\vartheta) - \Pi(\mathcal{C} \vartheta)) \eta_{2}^{\pi}(\vartheta, \mathcal{C} \vartheta),
$$
a contradiction. Hence, \( \eta^2_2(\theta, \omega) = 0 \), i.e., \( \theta = \omega \). Similarly, we can show that \( \theta = \omega \).

To prove the uniqueness of the cfp of \( \wp \) and \( \omega \), let \( \omega \neq \theta \) be another cfp of \( \wp \) and \( \omega \), i.e., \( \eta^2_2(\theta, \omega) > 0 \). Consider

\[
\eta^2_2(\theta, \omega) = \eta^2_2(\wp, \omega)
\]

\[
\leq (\Pi(\theta) - \Pi(\wp)) \eta^2_2(\theta, \omega)
\]

\[
= (\Pi(\theta) - \Pi(\wp)) \max \left\{ \eta^2_2(\theta, \omega), \eta^2_2(\theta, \wp), \eta^2_2(\wp, \omega), \eta^2_2(\wp, \wp) \right\}
\]

\[
= (\Pi(\theta) - \Pi(\wp)) \max \left\{ \eta^2_2(\theta, \omega), \eta^2_2(\theta, \theta), \eta^2_2(\omega, \omega), \eta^2_2(\omega, \omega) \right\}
\]

\[
= (\Pi(\theta) - \Pi(\wp)) \max \left\{ \eta^2_2(\theta, \omega), 0, 0, \eta^2_2(\theta, \omega) \right\}
\]

\[
= (\Pi(\theta) - \Pi(\wp)) \eta^2_2(\theta, \omega).
\]

There exists a contradiction in the relation \( \eta^2_2(\theta, \omega) \leq (\Pi(\theta) - \Pi(\wp)) \eta^2_2(\theta, \omega) \), thus \( \eta^2_2(\theta, \omega) = 0 \), i.e., \( \theta = \omega \). Therefore, \( \theta \) is the unique cfp of the mappings \( \wp \) and \( \omega \).

**Example 2.9** Assume that all requirements of Example 2.2 hold, then \( (\varphi, \eta^2_2) \) is a complete \( \eta^2_2 \)-metric space. Let the mappings \( \wp, \wp : \varphi \rightarrow \varphi \) be defined by \( \wp_1 = \wp_3 = 1, \wp_2 = 3 \) and \( \wp_1 = \wp_2 = 1, \wp_3 = 2 \), respectively. Now, we shall verify the contractive condition (2.1) of Theorem 2.5. For \( a = 1, b = 2, \sigma = \frac{1}{2}, \rho = \frac{1}{4}, \) and \( \mu = \frac{1}{5}(\text{it is obvious that } \sigma + \rho + \mu = \frac{19}{20} < 1) \), for simplicity, we put

\[
\Omega(\xi, \eta) = \sigma \eta^2_2(\xi, \eta) + \rho \eta^2_2(\xi, \eta) [1 + \eta^2_2(\xi, \eta)] + \mu \eta^2_2(\xi, \eta) [1 + \eta^2_2(\xi, \eta)].
\]

We consider the following cases:

- If \( \xi = \eta = 1 \) or \( \xi = 1, \eta = 2 \), or \( \xi = 3, \eta = 2 \), or \( \xi = 3, \eta = 1 \). This case is achieved directly because of

  \[
  \eta^2_2(1, 1) = \eta^2_2(1, 2) = \eta^2_2(2, 1) = \eta^2_2(3, 3) = \eta^2_2(1, 1).
  \]

- If \( \xi = \eta = 2 \), then

  \[
  d^\theta \eta^2_2(\wp, \wp) = \eta^2_2(2, 2) = \eta^2_2(3, 1) = 1
  \]

  and

  \[
  \Omega(\xi, \eta) = \Omega(2, 2) = 0\sigma + 3\rho + 10\mu = 3 \left( \frac{1}{4} \right) + 10 \left( \frac{1}{5} \right) = 2.75.
  \]

It is easily seen that \( d^\theta \eta^2_2(\wp, \wp) \leq \Omega(\xi, \eta) \).

- If \( \xi = \eta = 3 \), then

  \[
  d^\theta \eta^2_2(\wp, \wp) = \eta^2_2(3, 3) = \eta^2_2(1, 2) = 2
  \]
\[ \Omega(\varsigma, \upsilon) = \Omega(3, 3) = 0\sigma + 5.25\rho + 7.2\mu = 5.25\left(\frac{1}{4}\right) + 7.2\left(\frac{1}{5}\right) = 2.7525. \]

So, we have \( a^b \eta^c(\odot \varsigma, \bar{\upsilon} \upsilon) \leq \Omega(\varsigma, \upsilon) \).

- If \( \varsigma = 1, \upsilon = 3 \), then
  \[ a^b \eta^c(\odot \varsigma, \bar{\upsilon} \upsilon) = \eta^c(\odot 1, \bar{\upsilon} 3) = \eta^c(1, 2) = 2 \]

and

\[ \Omega(\varsigma, \upsilon) = \Omega(1, 3) = \sigma + \frac{20}{3}\rho + 2\mu = \frac{1}{2} + \frac{20}{3}\left(\frac{1}{4}\right) + 2\left(\frac{1}{5}\right) = 2.566666667, \]

hence, we observe that \( a^b \eta^c(\odot \varsigma, \bar{\upsilon} \upsilon) \leq \Omega(\varsigma, \upsilon) \).

- If \( \varsigma = 2, \upsilon = 1 \), then
  \[ a^b \eta^c(\odot \varsigma, \bar{\upsilon} \upsilon) = \eta^c(\odot 2, \bar{\upsilon} 1) = \eta^c(3, 1) = 1 \]

and

\[ \Omega(\varsigma, \upsilon) = \Omega(2, 1) = 2\sigma + 0\rho + 0\mu = 2\left(\frac{1}{2}\right) = 1. \]

Thus, \( a^b \eta^c(\odot \varsigma, \bar{\upsilon} \upsilon) \leq \Omega(\varsigma, \upsilon) \).

- If \( \varsigma = 2 \) and \( \upsilon = 3 \), then
  \[ a^b \eta^c(\odot \varsigma, \bar{\upsilon} \upsilon) = \eta^c(\odot 2, \bar{\upsilon} 3) = \eta^c(3, 2) = 3.6 \]

and

\[ \Omega(\varsigma, \upsilon) = \Omega(2, 3) = 4(\sigma + \rho + \mu) = 3.8. \]

It is clear that \( a^b \eta^c(\odot \varsigma, \bar{\upsilon} \upsilon) \leq \Omega(\varsigma, \upsilon) \).

From the above cases, the hypotheses managed by Theorem 2.5 are fulfilled, and 1 is the unique cf of \( \odot \) and \( \bar{\upsilon} \).

**Example 2.10** Suppose that the data of Example 2.2 are verified, then \( (\varphi, \eta^c) \) is a complete \( \eta^c \)-metric space. Suppose that the mappings \( \odot, \bar{\upsilon} : \varphi \to \varphi \) are defined by \( \odot 1 = \odot 2 = 2, \odot 3 = \bar{\upsilon} 1 = 1 \) and \( \bar{\upsilon} 2 = \bar{\upsilon} 3 = 2 \). Define \( \Pi : \varphi \to [0, \infty) \) as \( \Pi(1) = 4, \Pi(2) = 3, \) and \( \Pi(3) = 5 \).

Thus, for all \( \varsigma, \upsilon \in \varphi \) such that \( \varsigma \neq 2 \), we discuss the following cases:

- If \( (\varsigma = 1, \upsilon = 3) \) or \( (\varsigma = 1, \upsilon = 2) \), or \( (\varsigma = 3, \upsilon = 1) \), we have \( \eta^c(\odot 1, \bar{\upsilon} 3) = \eta^c(\odot 1, \bar{\upsilon} 2) = \eta^c(2, 2) = 0 \) and \( \eta^c(\odot 3, \bar{\upsilon} 1) = \eta^c(3, 2) = 0 \), respectively. So this case is trivial.

- If \( \varsigma = \upsilon = 1 \), we have \( \eta^c(\odot 1, \bar{\upsilon} 1) = \eta^c(2, 1) = 2. \)
Consider
\[
(\Pi(1) - \Pi(1)) \subseteq (1,1) = (4 - 3) \subseteq (1,1)
\]
\[
= \max \left\{ \frac{n_2^1(1,1), n_2^3(1,1)}{n_2^1(1,1) + n_2^1(1,1)}, \sqrt{\frac{n_2^1(1,1)}{n_2^1(1,1) + n_2^1(1,1)}} \right\}
\]
\[
= \max \left\{ \frac{n_2^1(1,1), n_2^3(1,1)}{n_2^1(1,1) + n_2^1(1,1)}, \sqrt{\frac{n_2^1(1,1)}{n_2^1(1,1) + n_2^1(1,1)}} \right\}
\]
\[
= \max \{0, 0, 0, 0, 0\} = 2.
\]
This leads to \( n_2^1(1,1) \leq (\Pi(1) - \Pi(1)) \subseteq (1,1) \).
\( \triangleright \) If \( \xi = \eta = 3 \), we have \( n_2^3(3,3) = n_2^1(1,1) = 2 \).

Consider
\[
(\Pi(3) - \Pi(3)) \subseteq (3,3) = (5 - 4) \subseteq (3,3)
\]
\[
= \max \left\{ \frac{n_2^3(3,3), n_2^3(3,3)}{n_2^3(3,3) + n_2^3(3,3)}, \sqrt{\frac{n_2^3(3,3)}{n_2^3(3,3) + n_2^3(3,3)}} \right\}
\]
\[
= \max \left\{ \frac{n_2^3(3,3), n_2^3(3,3)}{n_2^3(3,3) + n_2^3(3,3)}, \sqrt{\frac{n_2^3(3,3)}{n_2^3(3,3) + n_2^3(3,3)}} \right\}
\]
\[
= \max \{0, 1, 3.6, 2.3, \frac{3\sqrt{10}}{10}\} = 3.6.
\]
It yields that \( n_2^3(3,3) \leq (\Pi(3) - \Pi(3)) \subseteq (3,3) \).
\( \triangleright \) If \( \xi = 3, \eta = 2 \), we have \( n_2^3(3,2) = n_2^3(1,2) = 2 \).

Consider
\[
(\Pi(3) - \Pi(3)) \subseteq (3,2) = (5 - 4) \subseteq (3,2)
\]
\[
= \max \left\{ \frac{n_2^3(3,2), n_2^3(3,2)}{n_2^3(3,2) + n_2^3(3,2)}, \sqrt{\frac{n_2^3(3,2)}{n_2^3(3,2) + n_2^3(3,2)}} \right\}
\]
\[
= \max \left\{ \frac{n_2^3(3,2), n_2^3(3,2)}{n_2^3(3,2) + n_2^3(3,2)}, \sqrt{\frac{n_2^3(3,2)}{n_2^3(3,2) + n_2^3(3,2)}} \right\}
\]
\[
= \max \{3.6, 1, 0, 0, 0, 0.5, 0.5\} = 3.6.
\]
This implies that \( n_2^3(3,2) \leq (\Pi(3) - \Pi(3)) \subseteq (3,2) \).

According to the above cases, we observe that all assumptions of Theorem 2.8 are fulfilled and 2 is the unique cfp of \( \odot \) and \( \bar{\odot} \).

3 Solving the 2D Volterra integral equations
There are many advantages to studying equations of the form (3.1). The authors [37] showed that problem (3.1) arises from the transformation of certain Volterra integral
equations of the first kind, with applications, for example, in analysis of Cauchy problems for certain partial differential equations (e.g., the telegraph equation) and in radiation transfer problems. Moreover, the Darboux problem can also be reduced to equation (3.1), as shown in [38].

In this section, we highlight the role of this technique in finding a solution of the two-dimensional (2D) Volterra integral equations, which takes the form

$$
\Lambda(\lambda, h) = \xi(\lambda, h) + \int_0^h \int_0^h E_1(\zeta, \nu, \Lambda(\zeta, \nu)) \, d\zeta \, d\nu + \int_0^h E_2(h, \nu, \Lambda(h, \nu)) \, d\nu + \int_0^h E_3(\lambda, \zeta, \Lambda(h, \zeta)) \, d\zeta,
$$

(3.1)

for all \( \lambda, \zeta, \nu, v \in [0, 1] \), where \( \Lambda \in \mathcal{F} = C([0, 1] \times [0, 1]) \) and \( \xi : [0, 1] \times [0, 1] \rightarrow \mathbb{R}^2 \); \( E_i(i = 1, 2, 3) : [0, 1] \times [0, 1] \times \mathbb{R} \rightarrow \mathbb{R}^2 \). Define the distance \( \eta_2^2 : \mathcal{F} \times \mathcal{F} \rightarrow [0, \infty) \) on the set of all continuous functions \( \mathcal{F} = C([0, 1]^2, \mathbb{R}^+) \) from \( [0, 1]^2 \) onto \( \mathbb{R}^+ \) as follows:

$$
\eta_2^2(\Lambda(\lambda, h), \sigma(\lambda, h)) = |\kappa(\lambda, h) - \sigma(\lambda, h)|^2
$$

for all \( \kappa, \sigma \in \mathcal{F} \). Let the functions \( \mathcal{J}, \nu : \mathcal{F} \times \mathcal{F} \rightarrow [1, \infty) \) be defined by

$$
\mathcal{J}(\Lambda(\lambda, h), \sigma(\lambda, h)) = \frac{|\Lambda(\lambda, h)| + |\sigma(\lambda, h)|}{2} + 2,
$$

$$
\nu(\Lambda(\lambda, h), \sigma(\lambda, h)) = \frac{|\Lambda(\lambda, h)| + |\sigma(\lambda, h)|}{1 + |\Lambda(\lambda, h)| + |\sigma(\lambda, h)|} + 2.
$$

Then \( (\mathcal{F}, \eta_2^2) \) is clearly an \( \eta_2^2 \)-metric space.

We shall consider problem (3.1) via the following assumptions:

(i) \( E_i(i = 1, 2, 3) : [0, 1] \times [0, 1] \times \mathbb{R} \rightarrow \mathbb{R}^2 \) are continuous functions satisfying

$$
|E_1(\zeta, h_1(\zeta, \nu), h_2(\zeta, \nu)) - E_1(\zeta, \nu, h_2(\zeta, \nu))| \leq \gamma_1 \sqrt{|h_1(\zeta, \nu) - h_2(\zeta, \nu)|},
$$

$$
|E_2(\zeta, h_1(\zeta, \nu), h_2(\zeta, \nu)) - E_2(\zeta, \nu, h_2(\zeta, \nu))| \leq \gamma_2 \sqrt{|h_1(\zeta, \nu) - h_2(\zeta, \nu)|},
$$

$$
|E_3(\nu, h_1(\zeta, \nu), h_2(\zeta, \nu)) - E_3(\zeta, \nu, h_2(\zeta, \nu))| \leq \gamma_3 \sqrt{|h_1(\zeta, \nu) - h_2(\zeta, \nu)|},
$$

for constants \( \gamma_1, \gamma_2, \gamma_3 \geq 0 \) and \( h_1, h_2 \in \mathbb{R}^2 \);

(ii) \( \gamma_1 + |\gamma_2| + |\gamma_3| \leq \sigma, \) where \( 0 < \sigma < 1 \).

The important theorem of this part is shown below.

**Theorem 3.1** Assume that the above conditions (i)–(ii) hold, then problem (3.1) has a unique solution.

**Proof** Define the integral operator \( \mathcal{D} : \mathcal{F} \rightarrow \mathcal{F} \) by

$$
\mathcal{D}(\lambda, h) = \xi(\lambda, h) + \int_0^h \int_0^h E_1(\zeta, \nu, \Lambda(\zeta, \nu)) \, d\zeta \, d\nu + \int_0^h E_2(h, \nu, \Lambda(h, \nu)) \, d\nu + \int_0^h E_3(\lambda, \zeta, \Lambda(h, \zeta)) \, d\zeta.
$$

(3.2)
It is obvious that from (3.2) a unique fixed point of the mapping \( \mathcal{D} \) is the unique solution of problem (3.1). By (3.2), we have

\[
\eta^2_\nu (\mathcal{D}(\Lambda, h, \overline{\Lambda}(\lambda, h))), \mathcal{D}(\sigma(\lambda, h))) \\
= |\mathcal{D}(\Lambda, h, \overline{\Lambda}(\lambda, h)) - \mathcal{D}(\sigma(\lambda, h))|^2 \\
= \left| \int_0^h \int_0^\lambda (\xi_1(x, \lambda, \Lambda(\lambda, \nu)) - \xi_2(\nu, \Lambda(\lambda, \nu)) ) \, du \, dv \\
+ v \int_0^h \int_0^\lambda (\xi_3(\lambda, \xi, \Lambda(\lambda, \xi)) - \xi_4(\nu, \Lambda(\lambda, \nu)) ) \, du \, dv \\
- \mathcal{D}(\lambda, \xi, \Lambda(\lambda, \xi)) \right|^2 \\
= \left( \int_0^h \int_0^\lambda \left| \xi_1(x, \lambda, \Lambda(\lambda, \nu)) - \xi_2(\nu, \Lambda(\lambda, \nu)) \right| \, du \, dv \\
+ |\mathcal{D}| \int_0^h \int_0^\lambda \left| \xi_3(\lambda, \xi, \Lambda(\lambda, \xi)) - \xi_4(\nu, \Lambda(\lambda, \nu)) \right| \, du \, dv \\
+ |v| \int_0^h \int_0^\lambda \left| \xi_2(\nu, \Lambda(\lambda, \nu)) - \xi_3(\nu, \Lambda(\lambda, \nu)) \right| \, du \, dv \right)^2.
\]

Applying the double conditions of our theorem, we get

\[
\eta^2_\nu (\mathcal{D}(\Lambda, h, \overline{\Lambda}(\lambda, h))), \mathcal{D}(\sigma(\lambda, h))) \\
\leq \left( \int_0^h \int_0^\lambda \sqrt{\left| \Lambda(\lambda, \nu) - \sigma(\lambda, \nu) \right|} \, du \, dv \\
+ |\mathcal{D}| \int_0^h \sqrt{\left| \Lambda(\lambda, \nu) - \sigma(\lambda, \nu) \right|} \, du \, dv \\
+ |v| \int_0^h \sqrt{\left| \Lambda(\lambda, \nu) - \sigma(\lambda, \nu) \right|} \, du \, dv \right)^2 \\
\leq \left( \sqrt{\left| \Lambda(\lambda, \nu) - \sigma(\lambda, \nu) \right|} + |\mathcal{D}| \sqrt{\left| \Lambda(\lambda, \nu) - \sigma(\lambda, \nu) \right|} \right)^2 \\
\leq \left( \sqrt{\left| \Lambda(\lambda, \nu) - \sigma(\lambda, \nu) \right|} + |\mathcal{D}| \sqrt{\left| \Lambda(\lambda, \nu) - \sigma(\lambda, \nu) \right|} \right)^2 \\
\leq \left( \sqrt{\left| \Lambda(\lambda, \nu) - \sigma(\lambda, \nu) \right|} + |\mathcal{D}| \sqrt{\left| \Lambda(\lambda, \nu) - \sigma(\lambda, \nu) \right|} \right)^2 \\
= \left( \sqrt{\left| \Lambda(\lambda, \nu) - \sigma(\lambda, \nu) \right|} + |\mathcal{D}| \sqrt{\left| \Lambda(\lambda, \nu) - \sigma(\lambda, \nu) \right|} \right)^2 \\
\leq \sigma^2 \eta^2_\nu (\Lambda(\lambda, \nu), \sigma(\lambda, \nu)) \\
\leq \sigma \eta^2_\nu (\Lambda(\lambda, \nu), \sigma(\lambda, \nu)).
\]
Hence the requirements of Corollary 2.7 are fulfilled, therefore we observe that \( \mathcal{D} \) has a unique fixed point, and so problem (3.1) has a unique solution. \( \square \)

4 A unique solution of Riemann–Liouville fractional integrals

A bunch of scientists have tackled Riemann–Liouville integral equations and recently identified a new technique, so-called 'fixed point approach.' This novel approach has promised the existence of a solution of Riemann–Liouville integral equations. For more details, see [39, 40].

Along the same lines, here we study the existence and uniqueness of a solution of Riemann–Liouville (RL) fractional integral in the form of

\[
\begin{align*}
\frac{\text{RL}}{h} I^\kappa \varsigma (\kappa) &= \frac{1}{\Gamma(\tau)} \int_{h}^{\kappa} (\kappa - \ell)^{\tau - 1} \varsigma (\ell) \, d\ell; \quad \Gamma(\tau) > 0,
\end{align*}
\]

where \( \tau \in \mathbb{R} \), \( \varsigma (\kappa) \in \varphi = C([0, 1], \mathbb{R}) \) (\( C([0, 1], \mathbb{R}) \) is the set of all continuous functions from \([0, 1]\) onto \( \mathbb{R} \)) and \( \kappa, \ell \in [0, 1] \) which is the fractional integral. Define the distance \( \eta^2 : \varphi \times \varphi \rightarrow [0, \infty) \) by

\[
\eta^2 (\varsigma, \psi) = |\varsigma (\kappa) - \psi (\kappa)|^2
\]

for all \( \varsigma, \psi \in \varphi \) and \( \kappa \in [0, 1] \). Also define \( \varpi : \varphi \times [1, \infty) \rightarrow [0, \infty) \) by

\[
\varpi (\varsigma, \psi) = \frac{|\varsigma (\kappa)| + |\psi (\kappa)|}{2} + 2,
\]

\[
\nu (\varsigma, \psi) = \frac{|\varsigma (\kappa)| + |\psi (\kappa)|}{1 + |\varsigma (\kappa)| + |\psi (\kappa)|} + 2.
\]

Then \((\varphi, \eta^2)\) is an \( \eta^2 \)-metric space.

Now, we shall show that integral (4.1) has a unique solution under the following condition:

\[
\frac{1}{\Gamma^2(\tau + 1)} \frac{(\kappa - \ell)^{\tau - 1}(\kappa - h)^{2\tau}}{|(\kappa - \ell)^{\tau - 1}|} < \sigma, \quad \text{where } \sigma \in (0, 1) \text{ and } \kappa \neq \ell.
\]

Define also the operator \( \mathcal{D} : \varphi \rightarrow \varphi \) by

\[
\mathcal{D} \varsigma (\kappa) = \frac{1}{\Gamma(\tau)} \int_{h}^{\kappa} (\kappa - \ell)^{\tau - 1} \varsigma (\ell) \, d\ell.
\]

Thus, the existence of a unique solution of problem (4.1) is equivalent to finding a unique fixed point of the integral operator (4.2).

Assume that

\[
\eta^2 (\mathcal{D} \varsigma, \mathcal{D} \psi) = |\mathcal{D} \varsigma (\kappa) - \mathcal{D} \psi (\kappa)|^2
\]

\[
\leq \left( \frac{1}{\Gamma(\tau)} \int_{h}^{\kappa} (\kappa - \ell)^{\tau - 1} d\ell \right)^2 \left| \varsigma (\ell) - \psi (\ell) \right|^2
\]

\[
\leq \left( \frac{1}{\Gamma(\tau)} \int_{h}^{\kappa} (\kappa - \ell)^{\tau - 1} d\ell \right)^2 \left| \varsigma (\ell) - \psi (\ell) \right|^2
\]
Thus, all the assumptions of Corollary 2.7 are verified, so \( \odot \) has a unique fixed point, i.e., the Riemann–Liouville fractional integral equation has a unique solution.

5 Existence of a unique solution of Atangana–Baleanu fractional operator

In 2016, Atangana and Baleanu \([41]\) developed more general definitions of a fractional derivative and an integral operator targeting nonlocal and nonsingular kernel. This operator takes the form (5.1). This study examines the connections between nanofluids, the dynamics of ions over the membrane, material mechanics, and predictor-corrector algorithms \([42–46]\). This new impression offers the opportunity to elaborate on the new findings/new insights and creative approaches for contextualizing the new topics in various aspects.

Let \( \varphi = C([0,1], \mathbb{R}) \) be a set of all continuous functions from \([0,1]\) onto \( \mathbb{R} \). Define the distance \( \eta_\mathcal{X}^2 : \varphi \times \varphi \to [0, \infty) \) by

\[
\eta_\mathcal{X}^2(\varsigma, \nu) = |\varsigma(\kappa) - \nu(\kappa)|^2
\]

for all \( \varsigma(\kappa), \nu(\kappa) \in \varphi \) and \( \kappa \in [0,1] \). Also, define \( \mathcal{J}, \nu : \varphi \times \varphi \to [1, \infty) \) by

\[
\mathcal{J}(\varsigma(\kappa), \nu(\kappa)) = \frac{|\varsigma(\kappa)| + |\nu(\kappa)|}{2} + 2,
\]

\[
\nu(\varsigma(\kappa), \nu(\kappa)) = \frac{|\varsigma(\kappa)| + |\nu(\kappa)|}{1 + |\varsigma(\kappa)| + |\nu(\kappa)|} + 2.
\]

Then \((\varphi, \eta_\mathcal{X}^2)\) is an \( \eta_\mathcal{X}^2 \)-metric space.

Atangana–Baleanu fractional integral type (AB) of order \( \mathcal{R} \) of a function \( \varsigma(\kappa) \) is exemplified as follows:

\[
\text{AB}_h^\mathcal{R} \varsigma(\kappa) = \frac{1 - \mathcal{R}}{\beta(\mathcal{R})} \varsigma(\kappa) + \frac{\mathcal{R}}{\beta(\mathcal{R}) \Gamma(\mathcal{R})} \int_0^\kappa \varsigma(\ell)(\kappa - \ell)^{\mathcal{R}-1} d\ell,
\]

(5.1)

where \( \mathcal{R} \in (0,1], \varsigma(\kappa) \in \varphi \) and \( \kappa, \ell \in [0,1] \), which is the fractional integral. Note that the normalization functions \( \beta(0) \) and \( \beta(1) \) both are equal to 1.
Define an operator \( \mathcal{D}_{AB} \) by
\[
\mathcal{D}_{AB}\varsigma(\kappa) = 1 - \frac{n}{\beta(\eta)} \varsigma(\kappa) + \frac{n}{\beta(\eta)\Gamma(\eta)} \int_{h}^{\kappa} \varsigma(\ell) (\kappa - \ell)^{\eta - 1} \, d\ell.
\] (5.2)

Thus, the solution of integral (5.1) is equivalent to finding a unique fixed point of the integral operator (5.2). Consider
\[
\eta_{\beta}^{\eta}(\varsigma, \mathcal{D}) = \left| \varsigma(\kappa) - \mathcal{D}\varsigma(\kappa) \right|^2
\]
\[
= \left| 1 - \frac{n}{\beta(\eta)} \varsigma(\kappa) + \frac{n}{\beta(\eta)\Gamma(\eta)} \int_{h}^{\kappa} \varsigma(\ell) (\kappa - \ell)^{\eta - 1} \, d\ell \right|^2
\]
\[
= \left| 1 - \frac{n}{\beta(\eta)} \left[ \varsigma(\kappa) - \nu(\kappa) \right] + \frac{n}{\beta(\eta)\Gamma(\eta)} \int_{h}^{\kappa} (\kappa - \ell)^{\eta - 1} \, d\ell \left[ \varsigma(\ell) - \nu(\ell) \right] \right|^2
\]
\[
\leq \left| 1 - \frac{n}{\beta(\eta)} \left[ \varsigma(\kappa) - \nu(\kappa) \right] + \frac{n}{\beta(\eta)\Gamma(\eta)} \int_{h}^{\kappa} (\kappa - \ell)^{\eta - 1} \, d\ell \left[ \varsigma(\ell) - \nu(\ell) \right] \right|^2
\]
\[
= \left| 1 - \frac{n}{\beta(\eta)} \left[ \varsigma(\kappa) - \nu(\kappa) \right] + \frac{n}{\beta(\eta)\Gamma(\eta)} \left[ \frac{(\kappa - h)^{\eta}}{\eta} \right] \, d\ell \left[ \varsigma(\ell) - \nu(\ell) \right] \right|^2
\]
\[
\leq \left| 1 - \frac{n}{\beta(\eta)} + \frac{n}{\beta(\eta)\Gamma(\eta)} \left[ \frac{(\kappa - h)^{\eta}}{\eta} \right] \right| \left| \varsigma(\kappa) - \nu(\kappa) \right|^2
\]
\[
\leq \sigma \eta_{\beta}^{\eta}(\varsigma, \nu)
\]

Thus, the assertions managed by Corollary 2.7 are gratified, which implies that the fractional integral of Atangana–Baleanu type of order \( n \) has a unique solution.

6 Conclusion and discussions

In this manuscript, we considered a double controlled metric space (in short, \( \eta_{\beta}^{\eta} \)-metric space). Via this space, some novel theoretical results involving fixed point techniques under various suitable assumptions have been established. To confirm our consequences, nontrivial examples have been presented. Finally, short and simple proofs have been obtained to find the existence and uniqueness of solutions of 2D Volterra integral equations, Riemann–Liouville integrals, and Atangana–Baleanu integral operators. In addition, the applications in this manuscript are listed as follows:
A fixed point technique to solve the 2D Volterra integral equation (3.1). This problem is considered without kernels because it is caused by a time-fractional telegraph equation. It is exciting to clarify a few points in this direction: In telegraph’s equation characterizing the variation of voltage $\Lambda$ along with an electrical cable as a function of time and position

$$\Lambda_{,\kappa} + (\Phi + \Psi)\Lambda_{,\kappa} + \Phi \Psi \Lambda = \zeta^2 \Lambda_{,\zeta},$$

(6.1)

which consists of a resistor of resistance $R$, a coil of inductance $L$, a resistor of conductance $\kappa$, or a capacitor of capacitance $\zeta$, where $\zeta^2 = \frac{L}{R}$, $\Phi = \zeta$, $\Psi = \frac{R}{L}$.

If $\frac{\kappa}{\zeta} = \frac{R}{L}$ (or $R\zeta = L\kappa$) a constant velocity of propagation would result and the attenuation would be minimized, this result was discussed by the physicist Oliver Heaviside in 1893.

This equation is a special case of the nonlinear Cauchy problem

$$\frac{\partial^2 \Lambda}{\partial \kappa^2} + \frac{\partial}{\partial \kappa} \left( q(\zeta, \kappa, \Lambda) \right) = \frac{\partial^2 \Lambda}{\partial \zeta^2} + \frac{\partial}{\partial \zeta} \left( q(\zeta, \kappa, \Lambda) \right) + \Omega(\zeta, \kappa, \Lambda),$$

where $(\zeta, \kappa) \in \mathbb{R} = \{(\zeta, \kappa) : \zeta + \kappa \geq 0, \zeta - \kappa \leq 0\}$. Thus, by the above notes, equation (6.1) can be written as the 2D Volterra integral equation (3.1).

- A fixed point technique to discuss the existence of a solution of Riemann–Liouville integral equations via Guo–Gupta–Suzuki–Čirić type results in the setting of an $\eta\nu$-metric space.
- The existence and uniqueness of solutions for an Atangana–Baleanu fractional operator in the class of $\eta\nu$-metric spaces have been discussed by a fixed point approach.
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