Abstract—The manipulator workspace mapping is an important problem in robotics and has attracted significant attention in the community. However, most of the pre-existing algorithms have expensive time complexity due to the reliance on sophisticated kinematic equations. To solve this problem, this paper introduces subspace learning (SL), a variant of subspace embedding, where a set of robot and scope parameters is mapped to the corresponding workspace by a deep neural network (DNN). Trained on a large dataset of around $6 \times 10^8$ samples obtained from a MATLAB® implementation of a classical method and sampling of designed uniform distributions, the experiments demonstrate that the embedding significantly reduces run-time from $5.23 \times 10^3$ s of traditional discretization method to 0.224 s, with high accuracies (average F-measure is 0.9665 with batch gradient descent and resilient backpropagation).[1]

I. INTRODUCTION

As an essential feature of robotic manipulators, manipulator workspace is the set of poses they can attain by their end effectors. Since the last few decades, the its study has gained much attention by the field because the workspace of a manipulator foreshadows its functionality and understanding it aids in the process of trajectory planning. Thus, extensive research has been done on developing an algorithm to calculate the workspace [1]–[15]. Most of the current methods are focused on three-dimensional (3D) subspace which is projected from the original higher-dimensional manifold, because 3D is the maximum dimension that can be visualized.[4]

The focus of this paper is on improving the discretization method, one of the three major types of workspace algorithms. Discretization method involves dividing the desired spaces into partitions of equal volume, and further applying either forward or inverse kinematics. More specifically, the binary representation method, a variant of the family of discretization methods, involves the approximation of the workspace through the form of a binary map. The three-dimensional space is divided into multiple cuboid partitions with equal shape and volume, and an array is created to represent them. If a particular node is contained in the actual workspace, the value of the corresponding element will be set to 1, otherwise 0. A sequential initialization on all elements in the array generates the output.

However, this method time-consuming when the number of partitions is substantially large. Take [3]’s method for constant orientation workspace of all-revolute serial-link manipulators for example. Seeing the workspace algorithm as a mapping from a vector $x$ that defines the robot and the scope to a bit vector $y \in \mathbb{B}^n$ describing the workspace, the input vector is defined as the concatenation of the Denavit-Hartenberg parameters, coordinate values of all nodes on the partitions as well as the chosen orientation.

$$y = f([r_d \ r_a \ r_{sa} \ n_x \ n_y \ n_z \ n_i]^T)$$ (1)

The first part of the vector $r_d, r_a, r_{sa} \in \mathbb{R}^d$ defines a manipulator regarding link offset, link length and link twist [16], where $d$ is the degree-of-freedom (DOF). $n_x \in \mathbb{R}^{e_x+1}, n_y \in \mathbb{R}^{e_y+1}, n_z \in \mathbb{R}^{e_z+1}, n_i \in \mathbb{S}^3$ describes the scope of the algorithm, where $c_x, c_y$ and $c_z$ are the number of elements in $n_x, n_y$ and $n_z$ respectively. To promote memory efficiency, the technique of coordinate mapping is proposed: $n_x, n_y, n_z$ respectively describe the Cartesian coordinate values an arbitrary node can take in the first, second and third dimension. To extract the specific coordinate values, one simply has to find all possible permutations of elements in $n_x, n_y, n_z$, thus the name. $n_i$ describes the chosen orientation in terms of displacement around $x, y$ and $z$ axis, and the transformation from which to $SO(3)$ is also straightforward [17]:

$$R = R_x(n_i_1) R_y(n_i_2) R_z(n_i_3)$$ (2)

In the implementation, the programmer could either choose to implement the forward kinematic equation or the inverse according to the specific situation. Due to the difficulty of the calculation of $K^{-1}(\xi)$ and $K(q)$, the algorithm has an expensive time complexity as $x$ increases in length. For the inverse kinematics method, there are two factors that contributes to the time complexity. Either the robot itself becomes more complex (resulting in a longer vector describing it), or the number of points in the bit tensor is increasing (increasing scope or precision). Thus, the classical algorithm has a time complexity of

$$O((c(n))^3) + O(n^3)$$ (3)

, where $O(c(n))$ denotes the time complexity of the inverse kinematics algorithm as when the length of the vector describing the robot increases. The $O(n^3)$ term is resulted from the coordinate mapping method. Due to the abundance

---

1MATLAB® Scripts are available at https://github.com/liaopeiyuan/Subspace-Learning
of matrix inversions, differential motion calculations and Jacobian computations in the inverse kinematic equation, the overall complexity is obviously worse than $O(n^3)$. Appendix VIII-B shows a possible complexity of the algorithm when the method is implemented in MATLAB® with dependent library created by [17], and the time complexity for a general case is $O(n^{36})$. For the forward kinematics case, it is even harder to discuss the time complexity, since the process of sampling a joint configuration from probability distributions is unstable and time-consuming per se.

Thus, it would be useful if an algorithm can compute the workspace without using either coordinates mapping or manipulator kinematic equations. Artificial neural networks, as universal approximators for high-dimensional non-convex functions [18], [19], are found to be extremely helpful in this situation. In the following sections, the possibilities of developing an algorithm for manipulator workspace generation using techniques from deep learning are being explored. First, the problem of manipulator workspace will be formally defined. Then, a new technique termed subspace learning is introduced, exhibiting desirable characteristics from both classical methods and general deep learning algorithms. Finally, case studies on a class of 6-DOF manipulators is presented to demonstrate the feasibility of SL.

![DNN-generated constant orientation workspace of 6-DOF manipulators with spherical wrist](image)

**II. RELATED WORKS**

In the literature, the development of a neural network for workspace generation has been already tested on both serial-link and parallel mechanisms, utilizing several model architectures and optimization methods [20], [21]. The feasibility of using an artificial neural network for workspace analysis is first proposed and investigated by [9], where a two-layer perceptron learns to generate the orientation workspace of a 6-3 SPM parallel mechanism based on a 3-tuple input. In a similar approach, [8] constructs a three-layer deep network that takes the input joint angles of a 2-DOF parallel manipulator and gives the workspace of the mechanism in a particular Cartesian plane. Levenberg-Marquardt method is used for optimization, and the lowest mean squared error obtained by the algorithm is 0.026.

### III. PROBLEM STATEMENT

#### A. Inverse Kinematics

Since the purpose of this study is not to discuss different ways of obtaining the relationship between joint angle and end-effector velocities, and how it relates to existence of solutions (or lack thereof), only a general numerical solution is presented in Appendix VIII-C [22]. For more information on this topic, one can refer to works of [23] and [17], where a wider spectrum of methods are discussed more in depth.

#### B. Orientation and constant orientation workspace

First, let $q$ denote the joint configuration of a serial-link manipulator (for all-revolute manipulator $q \in \mathbb{S}^n$) with a degree-of-freedom of $n$. $a \in \mathbb{R}^3$ denotes the Cartesian coordinate of a point in 3-D space and $R \in SO(3)$ denotes its orientation. The pose of a manipulator (or any rigid body in general) encodes two different sets of information: position and orientation. Thus, the special Euclidean group $SE(3)$ is helpful in this context. It is clear in the form below that $SE(3)$ can store both types of information [4]:

$$SE(3) = \{ (a, R) \} = \mathbb{R}^3 \times SO(3)$$

And the complete six-dimensional manipulator workspace:

$$W \subset SE(3) = \{ (a, R) | \exists q(\kappa^{-1}(\xi(a, R)) = q) \}$$

However, to store the workspace in a presentable manner, different variants of the complete workspace exist that put constraints either on position or orientation. The orientation and constant orientation workspace of the manipulator, $W_{ow}$ and $W_{cow}$ respectively, can be defined as below:

$$W_{ow} = \{ R \in SO(3) | \exists q(\kappa^{-1}(\xi(a_{const.}, R)) = q) \}$$

$$W_{cow} = \{ a \in \mathbb{R}^3 | \exists q(\kappa^{-1}(\xi(a, R_{const.})) = q) \}$$

It is also possible to convert the workspace sets to tensors ($W, W_{ow}$, or $W_{cow}$), for the sake of portability.
C. Supervised Learning

The problem of generating a workspace given manipulator and the scope of parameter distribution can be classified as a type of supervised learning, where input predicts the "label". In machine learning, instead of using an analytic form of mapping from $x$ to $y$ for every value in a specific set (like $\mathbb{R}^n$), the rationale is probabilistic in essence. This means that knowledge about the input is presented as a probability distribution $p(x)$, and the mapping is now the probability distribution of the targets $y$ given $x$ ($p(y \mid x)$).

Thus, viewing the workspace as a vectorized random variable, we can arrive at a probabilistic model version of the workspace mapping:

Find $p_{\text{ideal}}(y \mid x; \theta)$, where $p(x)$ describes the probability distribution of manipulator construction parameters and pose information of the scope. A state of $p_{\text{ideal}}(y \mid x; \theta)$ has elements describing whether a pose is within the true workspace and can be converted first to a bit tensor $\mathbf{P}$ and then to $\mathcal{W}$ defined above.

IV. METHODOLOGY

A. Redefining the problem

The problem with the machine learning problem formulated above is that both $y$ and $x$ are infinite-dimensional. The probability distribution is designed to be capable of describing any manipulator with infinite precision, so the number of elements in the vectors will also be infinite. This is clearly unfeasible and unnecessary for real-world applications, so the first layer of simplification is to find instead a different distribution $p_s(y' \mid x')$, that has random variables of finite dimensions. The new conditional distribution only presents the approximated workspace with finite precision given vectorized parameters of a fixed type of manipulators. To further make the problem suitable for deep learning, an altruistic method implemented in this paper is to treat the "scope" as concatenation of parameters regarding nodes on the finite partitions of either $\mathbb{R}^3$ or $\text{SO}(3)$. By taking advantage of Equation (1), $x'$ can be defined in the same way, except in terms of a random variable. $p_s(y' \mid x')$ would then be a multivariate Bernoulli distribution describing whether what nodes are inside the real workspace. Thus, the discretization method mentioned in the introduction can now be seen as obtaining the state of $y'$ given a state of $x'$. Direct assembly from a state of $x'$ to the bit tensor $\mathbf{P}$ is impossible however, yet still feasible with informations from $y'$ and specific code instructions. This new distribution is in per se a different distribution compared to $p_{\text{ideal}}$, yet it is learnable by an artificial neural network, and it offers useful insights that enable us to extract information from the obtainable distribution.

B. Experience Generation

It is possible to obtain observations of the new objective distribution $p_s(y' \mid x')$ by conventional workspace algorithm. The only modification is to disassemble the bit tensor $\mathbf{P}$ to a vector, so that the training of the dataset in the context of deep learning is possible. To design $x'$, Equation (11) is used where altruistic precision, scope, and manipulator kinematic structure are chosen. In implementation, the process is online where values of specific elements are sampled from designed distributions. In this subspace learning scenario, which will be explained below, values are observations from different uniform distributions. The details of this can be found in Appendix VIII-D.

C. Subspace Learning

Another problem about the application of deep learning in industrial scenarios is that artificial neural networks are merely approximators [13], [19]. In other words, it is impossible for deep learning algorithms to thoroughly learn the mapping [24], and often challenging for them to reach high precision with a hard task and a limited computing capability.

A solution to the problem is subspace learning (SL), a deep learning algorithm based on subspace embedding that reduces the dimensionality of the distribution before the process of learning. The rationale behind SL is that sometimes not only are input-output pairs available to us, but also $p(x)$ or even the true data generation process. Hence, learning the entire conditional distribution is often not necessary, and only some specific cases (or "subspaces," since sometimes they are in fact lower-dimensional subspaces of the original higher-dimensional space) of it are considered as the objective. So, instead of struggling to find the complete $p_s(y' \mid x')$, it is simplified to

\[
\{ \hat{p}_1(y'_1 \mid x'_1), \hat{p}_2(y'_2 \mid x'_2), \ldots, \hat{p}_i(y'_i \mid x'_i) \} \tag{8}
\]

, where $\hat{p}_1(y'_1 \mid x'_1), \hat{p}_2(y'_2 \mid x'_2), \ldots$ are unnormalized modifications of the original $p_s(y' \mid x')$ generated by altruistically altering $p(x'_1), p(x'_2), \ldots, p(x'_i, y'_1), p(x'_i, y'_2) \ldots$ or themselves. These modifications include but are not limited to: removing elements,

$$x'_i \subset x'$$

$$y'_i \subset y'$$

fixing elements,

\[
x'_i = \{ x_{a, \ldots, i} \sim \delta(\mu_{a, \ldots, i}) \mid p_s(x'_a = \mu_a) \neq 0, \ldots \} \cup \{ x \in x' \mid x \neq x_a, \ldots \} \tag{10}
\]

and changing parameters of a distribution, like the lower bound and the upper bound of a uniform distribution.

\[
x'_i = \{ x_{a, \ldots, i} \sim \mathcal{U}(a_{min}, a_{max}) \mid a_{min}, a_{max} \in \mathbb{R}, \ldots \} \cup \{ x \in x' \mid x \neq x_a, \ldots \} \tag{11}
\]

The last two modifications introduced here are not applicable to $y'$ since $p(y')$ is mostly unobtainable, while $p(x'y')$ is the goal of learning. Thus, it is not logical to fix elements or change distribution type of some unknown distributions.

This reduces the dimensionality of the learning task even though the altered distributions are not used a priori. Although
the changes are mostly done on $\mathbf{x}'$, in some cases the structure of $Y'$ might also be modified heuristically. For Equation (10), the new $\hat{p}_i'(Y'_i|\mathbf{x}'_i)$ is literally a geometrical subspace of the original high dimension distribution. While for examples like Equation (9) and Equation (11), the new distributions only share elusive characteristics with its origin, and does not satisfy the literal meaning of "subspace."

Traditionally, only one approximator function $f_{original}(\mathbf{x}; \theta)$ is created to learn and approximate the distribution, and sometimes the required capacity of $f_{original}$ is too large to be constructed and trained on existing platforms. Subspace learning, on the other hand, does not require the optimization of such function. A set of functions related to the subspaces are constructed instead that not only as a whole are analogous to the original function, but also have lower capacities.

$$f_{original}(\mathbf{x}; \theta) = \{f_1(\mathbf{x}_1; \theta_1), f_2(\mathbf{x}_2; \theta_2), ... f_i(\mathbf{x}_i; \theta_i)\}$$

(12)

This is where the trade-off comes in. Intuitively, the total time of optimizing $f_{original}$ is much less than optimizing all possible subspace functions $f_1, f_2, ..., f_n$, if the means to create a subspace is properly defined. However, for certain tasks the majority of values in $\mathbf{x}$ is never used to calculate $f_{original}(\mathbf{x}; \theta)$, but whatever are being used does belong to the same distribution. Thus, the subspace learning alternative can be used to fix the values of those elements. Moreover, if a specific machine learning task only requires a small number of subspaces, the sequential training of subspaces is more feasible and require less time than training the original function.

![Network Architecture](image)

**Fig. 2. Network Architecture**

Figure 2 presents the DNN model of subspace learning. There are two remarks on the architecture. First, the original samples are never used for the actual training of the algorithm. Instead, the optimization process is done on various extracted subspaces. The second remark is that all subspace models use the same hidden layer architecture. Apparently, the values of parameters are different if the same model is optimized to suit specific subspaces. To address the problem, all neurons will store multiple sets of parameters. During the learning process, different subspaces are optimized by different altruistic methods and then stored in the same model. During run-time, the system will go through a linear-search to make the neurons take the specific set of parameters tuned especially for the input.

1) Distinctions between Subspace Learning and Generic Feedforward Networks: There are a few nuances between the DNN model for subspace learning and a typical deep feedforward network. First, there are multiple goals for optimization in subspace learning, although optimizing the parameters of a specific subspace is the same as that of a feedforward network. The cost function is now the average loss over the subspace instead of the original training set, which can be written as (for the $i$-th subspace)

$$J(\theta_i) = E_{(x,y) \sim p_i} L(f_i(\mathbf{x}_i; \theta_i), y_i)$$

(13)

And, applying the concept of empirical risk minimization with $m$ examples [25],

$$E_{(x,y) \sim p} L(f_{original}(\mathbf{x}; \theta), y) = \frac{1}{m} \sum_{i=1}^{m} [L(f_i(\mathbf{x}^{(i)}; \theta_i), y^{(i)})]$$

(14)

$$E_{(x,y) \sim p} [E_{m \sim p_{subspace}} L(f_i(\mathbf{x}_i; \theta_n), y_n)]$$

(15)

Equation (15) presents a loosely defined expectation of loss expectations of all possible subspaces taken over first the random variable parameters defining the subspace $m$ then the model distribution (and thus the empirical distribution). It is believed that if the ways to create subspace is limited to a few well-defined procedures, the expectation is equal to the original expectation of the loss of the would-be created function. This is, however, not proven mathematically, and hence more theoretical works beyond the example given in Appendix VIII-A are required. The only certainty is that all subspaces provide useful characteristics that are analogous to that of the original one. Notice that the expectation is taken from the subspace empirical distribution instead of the entire data generating empirical distribution $\hat{p}_x$.

For regularized models of a subspace,

$$J'_i(\theta_i; X_i, Y_i) = J_i(\theta_i; X_i, Y_i) + \beta \Omega_i(\theta_i)$$

(16)

The regularization function $\Omega(\theta)$ and the hyperparameter $\beta \in [0, +\infty)$ can be the same for every subspace, or it can be altered altruistically to adapt to specific situations.

Intuitively, all existing optimization and regularization methods are applicable to train the subspace, and in the case studies section results between some of the most popular optimization methods are compared to show some of the nuances in subspace optimization.

The second major distinction is that training a SL algorithm includes the integration of different models. Once traditional
optimization methods are done for every subspace and optimal parameters are obtained, it is possible to construct a single model to store all the information. Traditionally, two graphs will be created for a feed-forward neural network, one graph $\mathcal{G}$ for forward propagation and a subgraph of the former $\mathcal{B}$ for back-propagation [25]. In subspace learning, two computational graphs are also created for a subspace, except for the following differences. First, instead of storing weight matrices for the hidden layer, tensors are created where $\mathbf{W}_{i,j}^{(l)}$, $j \in \{1, 2, \ldots, l\}$ denotes the $i$-th subspace weight matrices of a model with a depth of $l$. The same is true for biases, where

$$
B_{i,j}^{(l)}, j \in \{1, 2, \ldots, l\}
$$

(17)

denotes the bias parameters of the $i$-th subspace in the same model. The information of input/output parameters are stored in other altruistic data structure. The second difference has to do with the connections between the hidden layer and the input/output layers. When a specific subspace is used or being trained, a new graph $\mathcal{G}_{\text{new}}$ will be created at runtime that incorporates the input/output layer and the hidden layer. Since different subspaces may have different input and output vector length, $P_{\mathcal{G}_{\text{new}}}(\mathbf{u}^{(2)})$ differs from subspaces to subspaces. The same is also true for the last layer $\mathbf{u}^{(3)}$. Except for the first and last layers, the new graph’s layers contain exactly one edge for an edge connecting two arbitrary nodes in $\mathcal{G}$. Rest of the connections are made exactly like a generic fully-connected feed-forward network.

2) Context in Manipulator Workspace problem: The motivation of creating a subspace learning network is mainly to addresses needs in the field of robotics, so it is especially useful in manipulator workspace calculation for the following. First, although Denavit-Hartenberg parameters are capable of describing a broad spectrum of kinematic structures, only a few have real-world applications. For example, spherical wrists significantly enhance the manipulability of robots because it allows rotation of the end-effector around a single point in three-dimensional space. Now consider an element in the input vector $x_i$ that represents a link between two links of a manipulator. Instead of learning the complete distribution $x \sim U_{\mathcal{S}}$, which is unnecessary because the algorithm has to adjust for peculiar angles like $\frac{2\pi}{3}$, three subspaces are created to the algorithm where for a subspace the algorithm observes a fixed state of $x$ (like $x=\frac{2\pi}{3}$, $0$ or $-\frac{2\pi}{3}$). Graphically, the algorithm is learning a hyperplane in the original higher-dimensional space. This subspace will fail miserably if the $x_i$ in the input does not equal to any of the recorded values since optimization and regularization measures only tailored the algorithm given chosen inputs. However, because most of the input in real-world applications will be one of the recorded values, this induced-overfit method makes the algorithm easier to train with higher precision. Figure 3 presents the structure of subspace learning algorithm when applied to workspace calculation.

3) Time Complexity: The time complexity of subspace learning is defined as the asymptotic behavior of the runtime
denotes the forward prorogation graph as the length of the vector describing a subspace increases. It does not concern with the training time. Since the connections within the hidden layer are constant, assuming all operations between two nodes take the same time, a linear increase in the length of input vector only causes a linear increase in the connections between the first two and a cubic increase for the last two layers. More specifically, if $k$ connections already exist in $\mathcal{G}_{\text{new}}$ and $a_1$ new elements are added to the input vector that leads to $a_2$ new elements added to the output layer. If there are $m_1$ nodes in the first layer and $m_2$ nodes in the last layer of the graph, the number of connections after the increase can be expressed as:

$$
k_{\text{new}} = k + a_1 m_1 + a_2 m_2
$$

(18)

Assuming constant time of the computations between nodes in the graph, the run-time of the algorithm can be also expressed as a function of the input vector length $n$:

$$
f(n) = c_{\text{core}} + c_1 n + c_2 g(n)
$$

(19)

Where $g(n)$ is a polynomial in $n$ with a degree of 3. This exists because subspace learning still has characteristic analogous to coordinate mapping used in classical methods. Over the long run, this has a time complexity of $O(n^3)$. Although on the first sight it’s still expensive, locally subspace learning drastically decreases the run time by substituting complex operations by the simplest ones like addition, multiplication and exponentiation.

V. Experimental Setup: 6-DOF Serial-Link Manipulator with Spherical Wrist

The 6-DOF serial-link manipulator with a spherical wrist is arguably the most prevalent type of serial-link manipulators in the industry due to its high flexibility and the existence of an analytic solution to the inverse kinematics. The kinematic structure of this type of robot is included below:

![Fig. 3. Structure of subspace learning in manipulator workspace problem](image-url)
In the table, \(d_1, d_2\) and \(a_1\) describes the length of three major parts of the manipulator, and \(a_2\) describes the shoulder offset that may not apply to some of the variants. To transfer the manipulator workspace problem to a machine learning problem, the design of the input distribution \(p(x)\), and its corresponding subspaces are important. The remark here is that there are two separate steps in this process: defining a solvable machine learning problem from the inoperable infinite workspace mapping, and creating its subspaces. The former includes setting the general scope (coordinate information of the nodes on the cuboid partitions and precision) and the degree-of-freedom of the manipulator (the length of \([r_d \ r_a \ r_\alpha]\)), while the latter specifies the exact kinematic structure and sometimes crop part of the original output for the sake of dimensionality reduction in training.

For the specification of the kinematic model:

\[
x = [r_d \ r_a \ r_\alpha \ n_x \ n_y \ n_z \ n_\alpha]^T
\]

\[
\begin{align*}
\theta_i &\sim \mathcal{U}(0, \beta) \quad i \in \{3, 4\} \\
r_d &\sim \mathcal{U}(0, \beta) \quad i \in \{1, 2, 5, 6\} \\
r_a &\sim \mathcal{U}(0, \beta) \quad i \in \{2, 3\} \\
r_\alpha &\sim \mathcal{U}(0, \beta) \quad i \in \{1, 4, 5, 6\} \\
\end{align*}
\]

For constant orientation workspace,

\[
\begin{align*}
n_{xh} &\sim \delta(n_{xh}) \\
n_{yh} &\sim \delta(n_{yh}) \\
n_{zh} &\sim \delta(n_{zh}) \\
n_{ih} &\sim \delta(n_{ih}) \\
n_x &\in \mathbb{R}^3 \quad 2 \beta \leq n_{xi} \leq 2 \beta, n_{xi+1} - n_{xi} = \Delta x \\
n_y &\in \mathbb{R}^3 \quad 2 \beta \leq n_{yi} \leq 2 \beta, n_{yi+1} - n_{yi} = \Delta y \\
n_z &\in \mathbb{R}^3 \quad 2 \beta \leq n_{zi} \leq 2 \beta, n_{zi+1} - n_{zi} = \Delta z \\
n_\alpha &\in \mathbb{S}^3
\end{align*}
\]

For orientation workspace, the input vector is defined in a similar way except for a few differences shown below:

\[
\begin{align*}
n_x &\in \mathbb{S}^3 \quad 2 \beta \leq n_{xi} \leq 2 \beta, n_{xi+1} - n_{xi} = \Delta x \\
n_y &\in \mathbb{S}^3 \quad 2 \beta \leq n_{yi} \leq 2 \beta, n_{yi+1} - n_{yi} = \Delta y \\
n_z &\in \mathbb{S}^3 \quad 2 \beta \leq n_{zi} \leq 2 \beta, n_{zi+1} - n_{zi} = \Delta z \\
n_\alpha &\in \mathbb{R}^3
\end{align*}
\]

The design of the input vector in the spherical wrist case can be seen as a subspace of the machine learning problem defined in a generic 6-DOF manipulator, where states of \(r_d, r_a\) are in \(\mathbb{R}\) and states of \(r_\alpha\) are in \(\mathbb{S}\).

Deep neural networks are constructed in MATLAB® R2017b with functions of feedforward networks in the Neural Network Toolbox. Experience are generated in the same environment as well with the implementation of algorithm in Appendix C. Results are compared between different subspaces of the two types of workspaces, different depth and width, different levels of stochasticity, and different methods of optimization and regularization. Since the outputs of the network are in \(\mathbb{R}^n\) while the ideal states are in \(\mathbb{B}^n\), a simple fine-tuning function is created to cluster the outputs into 0s and 1s. A part of the discussion is focused on the choice of the threshold value in this function. Also, a typical subspace learning algorithm is compared to the classical method in terms of run-time.

### VI. Discussion

#### A. Analysis of a particular Subspace

The first subspace is constructed to approximate the constant orientation workspace mapping of a class of 6-DOF serial-link spherical wrist manipulators. The \(x, y, z\)-range are all on the interval \([-1, 1]\), with \(\Delta x = \Delta y = \Delta z = 0.1\). The orientation for the constant orientation workspace is \([0, 0, 0]\), which translates to \(I_3\) in terms of \(SO(3)\). The embedding takes place both in the feature space and the output space, where for the latter only 5293-th to 6615-th elements are selected to be learnt by the deep neural network. This represents the middle section of the original cuboid partitions. A four-layer fully connected feedforward network is constructed in MATLAB®, with hyperbolic tangent function as activation function and an additional affine layer before output. Figure (4) shows the architecture of the neural network. Training of the parameters is done by a batch descent of \(1 \times 10^5\) samples, and the implementation of [26]’s resilient backpropogation. The batch is then divided randomly into training set, validation set and testing set, with the ratio of 0.7 : 0.15 : 0.15. Figure (5) presents the change in gradient during the first 200 epochs.
The subspace embedding reaches high accuracy during the first 200 gradient updates and continues to converge. The result is repeated for 10 training sessions, each with $10^3$ epochs done on the training set. Figure 6 presents the prediction error of an independent test set of $10^3$ samples evaluated on the best performing session after training. With a filter function of threshold value 0.5, the network is able to predict over 99% of the samples correctly. On average, the network has a F-measure of 0.9665 with a standard deviation of 0.0045.

B. Different subspaces with the same dimension

To verify the presumption that subspaces with the same size are similarly easy to train, seven subspace models are created with equal dimensionality according to section 6.1, except that each subspace specialize in the mapping of a particular portion in $\mathbb{R}^3$. The network still has a depth of 4, except that the number of neurons in the first and last hidden layer is reduced to 125. Figure 8 shows that some subspaces suit better to the optimization method than others when trained on a batch of $6 \times 10^4$ samples, which highlights the need of embedding to apply subspace-specific methods. Furthermore, Figure 9 suggests that with the same gradient updates, the middle subspaces has a higher precision, possibly due to the sparse nature of positives in nodes far away from the origin of the manipulator. Figure 10 then confirms that the computer run time of trained network does not deviate significantly between subspaces.
Subspace learning enables models with small hypothesis space to mimic higher-dimensional distributions with several sets of parameters. In this case, it is possible to generate the full cuboid constant orientation workspace of the manipulator from the collaboration of the 7 subspaces that were trained separately. Figure (11) presents the deep-neural-network-generated result of PUMA560 workspace.

C. Other Workspaces

![Workspace of PUMA560 robot generated by 7 subspace models](image)

**Fig. 11.** Workspace of PUMA560 robot generated by 7 subspace models

### TABLE I

| Workspace | $\Delta$ | Size of $y \in \mathbb{R}^n$ | F-measure ($\pm \sigma_f$) | Batch Size |
|-----------|----------|----------------------------|---------------------------|------------|
| $\mathbb{R}^3$ | 1 | 27 | 1.000 ± 0.00 | $6 \times 10^4$ |
| $\mathbb{R}^3$ | 0.5 | 125 | 0.9967 ± 0.03 | $6 \times 10^4$ |
| $\mathbb{R}^3$ | 0.1 | 1323 | 0.9221 ± 0.14 | $6 \times 10^4$ |
| $\mathbb{R}^3$ | 0.1 | 3086 | 0.8493 ± 0.19 | $3 \times 10^4$ |
| $\mathbb{R}^3$ | 0.1 | 9261 | 0.9038 ± 0.15 | $1.5 \times 10^4$ |
| $SO(3)$ | 343 | 0.9981 ± 0.01 | $6 \times 10^4$ |
| $SO(3)$ | 4913 | 0.9779 ± 0.13 | $1.5 \times 10^4$ |
| $SO(3)$ | 9261 | 0.9920 ± 0.03 | $1.5 \times 10^4$ |

According to Table 1, for both constant orientation workspace and orientation workspace, the model reaches relatively high precision in predicting the outputs. Though beyond the scope of this paper, it is believed that a deep neural network is also capable of predicting the constant orientation workspace of an underactuated serial-link manipulator.

D. Computer Run-time

When compared to traditional discretization methods, subspace learning algorithms show exceptionally low running time. The results from Figure (12) is recorded by the tic/toc functions in MATLAB® R2017b, for implementations of both algorithms. The platform is Windows 10, and the calculations are done by a MEX worker on Intel® Xeon® CPU E3-1505M v5 @ 2.80GHz.

![Run time (\(\pm \sigma\)) of SL model (6-DOF, \(\mathbb{R}^3\)) compared to the classical algorithm](image)

**Fig. 12.** Run time (\(\pm \sigma\)) of SL model (6-DOF, \(\mathbb{R}^3\)) compared to the classical algorithm

E. Optimization Methods and Performance Measure

The network in section 6.1 with layer size of [125, 100, 100, 125] is retrained with varied optimization techniques and loss measure, and their F-measures are taken from the precision and recall of the final test set (10$^3$ samples). Table (2) presents the comparison when the network is trained on a batch of $6 \times 10^4$ samples. In general, resilient backpropagation ensures better convergence given the same number of gradient updates.

### TABLE II

| Optimization Method | Performance | F-measure (\(\pm \sigma\)) |
|---------------------|-------------|---------------------------|
| Conj. Gradient w. P/B Restarts | Cross entropy | 0.3661 ± 0.2031 |
| Variable Learning Rate G.D. | Cross entropy | 0.3547 ± 0.2323 |
| One Step Secant | Cross entropy | 0.3574 ± 0.2377 |
| Resilient Backpropagation | Cross entropy | 0.3573 ± 0.2377 |
| Scalded Conj. Gradient | Cross entropy | 0.3186 ± 0.1802 |
| Conj. Gradient w. P/B Restarts | MSE | 0.6686 ± 0.3068 |
| Variable Learning Rate G.D. | MSE | 0.2398 ± 0.1081 |
| One Step Secant | MSE | 0.6226 ± 0.2624 |
| Resilient Backpropagation | MSE | **0.9298 ± 0.1258** |
| Scalded Conj. Gradient | MSE | 0.5938 ± 0.3131 |
| Conj. Gradient w. P/B Restarts | MAE | 0.3658 ± 0.1629 |
| Variable Learning Rate G.D. | MAE | 0.2256 ± 0.1011 |
| One Step Secant | MAE | 0.2778 ± 0.1178 |
| Resilient Backpropagation | MAE | 0.6573 ± 0.2388 |
| Scalded Conj. Gradient | MAE | 0.8548 ± 0.1366 |
F. Subspace Learning

Finally, separate models are trained with the same architecture but various subspace size/no subspace to determine the effect of subspace embedding on convergence speed and accuracy. With a three-layer fully connected feedforward network of 80 neurons at each layer, three models were created where the first model predicts the mapping in section 6.1, the second predicts the constant orientation workspace of manipulator at an arbitrary orientation in $SO(3)$, and the third predicts an arbitrary 6-DOF manipulator’s constant orientation workspace at $[0.312, 5.6719, 5.936]$. The last model is equivalent to no subspace embedding. All three models are tested on all test sets for subspace embedding, workspace embedding and no subspace. The results can be found in Table (III).

Interestingly, the subspace embedding algorithm also generalizes to arbitrary orientations in $SO(3)$. And when the task is focused on the specific subspace, subspace embedding outperforms the larger workspace embedding as well as the no subspace method.

G. Future Works

The threshold function presented above is a naive binary classification based on one scalar value, which could potentially limit the ability of the network to generalize. Future works can thus focus on turning the classification problem into a machine learning problem, or see the workspace mapping itself as a classification rather than the regression case introduced in this work. The creation of subspace learning is mostly motivated by pragmatic concerns in the robot kinematics field, and more theoretical proofs are needed to back up the claims of improved precision and faster convergence. The mapping can also be extended to other types of workspaces, other types of robots (parallel/nonholonomic) or even be improved to include manipulability measure.

VII. Conclusion

In this work, a modified version of subspace embedding algorithm is presented where it learns the workspace mapping of manipulators from D-H and scope parameters to a binary map. While the usage of subspace facilitates convergence, the general deep learning approach greatly reduces the computational cost by turning complex operations into basic arithmetic that took places between adjacent neurons. Subspace learning explores the feasibility of approximating inverse kinematics of robots at a three-dimensional level, comparing to the conventional attempts of converging towards a single solution; and, in a broader picture, this work opens up possibilities of reducing industrial task computational cost through methods in artificial intelligence.
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NOMENCLATURE

A A tensor
$A^T$ Transpose of matrix A
$\det(A)$ Determinant of A
$p(x)$ A probability distribution over a continuous variable
$x \sim p$ Random variable x has distribution p
$E_{x \sim p}[f(x)]$ Expectation of $f(x)$ with respect to $P(x)$
$N(x; \mu, \sigma)$ Gaussian distribution over $x$ with mean $\mu$ and covariance $\sigma$
$\{a, b, c\}$ or F A set
$\mathbb{B}$ Boolean domain
$SO(n)$ Special orthogonal group, the set of all orientations in n dimensions
$R$ Orthogonal rotation matrix, $R \in SO(3)$
$G$ A Graph
$\mathcal{P}_G(x_i)$ The parents of $x_i$ in $G$
$f(x; \theta)$ A function of x parametrized by $\theta$
$H(f)(x)$ The Hessian matrix of $f$ at input point x
$\xi$ Abstract representation of 3-dimensional Cartesian pose
$\xi(a, R)$ Pose construction function that takes in a position vector and an orientation matrix and returns a pose in $SE(3)$
$K(q)$ Forward kinematic function of a serial-link robot
$K^{-1}(\xi)$ Inverse kinematics
$x^{(i)}$ The i-th example from a dataset
$y^{(i)}$ The target associated with $x^{(i)}$ for supervised learning
$\delta(x; \mu)$ or $\delta(\mu)$ Dirac delta distribution of a scalar random variable centered at $\mu$
c Constant with significance indicated by context
$U(a_{\min}, a_{\max})$ Uniform distribution of a random variable on the interval $[a_{\min}, a_{\max}]$
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| Embedding | Test | Precision | Recall | F-measure |
|-----------|------|-----------|--------|-----------|
| No subspace n.s. | NaN | NaN | NaN |
| No subspace w.e. | 0.22 ± 0.18 | 0.35 ± 0.13 | 0.24 ± 0.14 |
| No subspace s.e. | 0.01 ± 0.23 | 0.00 ± 0.00 | 0.01 ± 0.01 |
| Workspace n.s. | NaN | NaN | NaN |
| Workspace w.e. | 0.18 ± 0.17 | 0.58 ± 0.42 | 0.31 ± 0.21 |
| Workspace s.e. | 0.93 ± 0.13 | 0.76 ± 0.37 | 0.91 ± 0.17 |
| Subspace s.e. | 0.93 ± 0.13 | 0.76 ± 0.37 | 0.91 ± 0.17 |
| Subspace n.s. | 0.81 ± 0.17 | 0.72 ± 0.35 | 0.82 ± 0.18 |

TABLE III

PRECISION AND RECALL OF MODELS ($\pm \sigma$)
A. Hint of Analogy of Loss Expectation between Subspace Average and Original Space for a Specific Case

Consider first a deep neural network with any squashing activation function and an affine layer parameterized by corresponding weights and biases. The network can then be written in terms of composition of functions

\[ y = f \circ \cdots \circ (f(x; W^{(l)}, b^{(l)}), \ldots, W^{(n)}, b^{(n)}) \]

\[ = a(x; \theta) \]

This model can then be used to approximate a mapping of \( \mathbb{R}^n \to \mathbb{R}^m \). Referring to the maximum log likelihood estimation with \( m \) training samples \( L(a(x^{(n)}; \theta), y^{(n)}) \) denotes the loss of a single example, \( \mathbb{E}_{(x,y)} \rightarrow p_{\text{model}} [L(a(x; \theta), y)] \)

\[ = \frac{1}{m} \sum_{n=1}^{m} L(a(x^{(n)}; \theta), y^{(n)}) \]

\[ = \frac{1}{m} \sum_{n=1}^{m} - \log p_{\text{model}}(y|x; \theta) \]

Assuming a multivariate Gaussian distribution for \( p_{\text{model}}(y|x; \theta) \) with identity covariance matrix,

\[ - \log p_{\text{model}}(y|x; \theta) \]

\[ = - \log \left( \sqrt{\frac{1}{(2\pi)^m}} e^{-\frac{1}{2}||y-a(x; \theta)||^2} \right) \]

\[ = - \log \left( \sqrt{\frac{1}{(2\pi)^m}} + \frac{1}{2} ||y - a(x; \theta)||^2 \right) \]

Now, given \( p(x) = \mathcal{N}(x; 0_{n \times 1}, I_n) \), one can define a subspace as maintaining the normal nature of other elements while changing the first element to a Dirac delta distribution:

\[ p(x_1) = \delta(\beta) \]

where \( \beta \) is sampled from a Gaussian distribution \( p(\beta) = \mathcal{N}(\beta; 0, 1) \). Let \( L(a(x'; \theta), y) \) denote the loss of an arbitrary
subspace created by making an observation of the distribution $p(\beta)$, the analogy can be drawn where

$$
\mathbb{E}_{\beta \sim p(\beta)}[L(a(x', \theta'), y)]
= -\log\left(\frac{1}{(2\pi)^m} + \frac{1}{2}\mathbb{E}_{x_1 \sim p(x_1)}[\|y - a(x'; \theta')\|^2]\right)
= -\log\left(\frac{1}{(2\pi)^m} + \frac{1}{2}\mathbb{E}_{x_1 \sim p(x_1)}[\|y - a(x'; \theta')\|^2]\right)
$$

(27)

This suggests a possible connection between the expectation of the loss with respect to the model/empirical distribution and the expectation of all subspace model/empirical distribution expectations.

### B. Time Complexity of a Classical Workspace Algorithm

According to Algorithm 2, the time complexity of $c(n)$ implemented in MATLAB® R2017b by [17] can be approximated as below:

$$
O(c(n))
= O(I(n)) + O(i(m(n)) \times m^2(n)) + O(d(m(n) \times n)) + O(no(n^3))
+ O(m(n) \times n) + O(i(n^3) \times n^6)
= O(d(n^4)) + O(n^3) + O(n^4) + O(n^6 \times n^6)
= O(n^{12})
$$

(28)

In the approximation, $O(m(n))$ indicates the time complexity of matrix multiplication, $O(i(n))$ indicates the time complexity of matrix inversion, $O(no(n))$ indicates the time complexity of computing the Euclidean norm of a vector, $O(f(n))$ indicates the time complexity of forward kinematic equation, $O(d(x))$ indicates the time complexity of the differential motion function.

The term $O(i(m(n)) \times m^2(n))$ refers to the $(J^T J + \lambda^2 I)^{-1} J^T e$ term in Algorithm 2.

Assuming elementary methods are used for matrix multiplication and $L_2$ norm calculation, while Gauss – Jordan elimination method is used for matrix inversion,

$$
m(n) = O(n^3), no(n) = O(n), i(n) = O(n^2)
$$

(29)

Thus, referring to Equation (28), the complexity of the algorithm is

$$
O((c(n)^3) + O(n^3) = O(n^{36})
$$

(30)

### C. Numerical Inverse Kinematics

**Require:** A manipulator object, starting joint configuration $q_0$, toleration $t$, starting lambda $\lambda$, maximum rejection steps $r_{max}$, and maximum iteration steps $i_{max}$

1. **function** $\mathcal{K}^{-1}(\xi)$
2. $\lambda \leftarrow 0.1$
3. $e \leftarrow$ differential motion corresponding to $\xi$ and $\mathcal{K}(q_0)$
4. $q \leftarrow q_i$
5. $i \leftarrow 0$
6. $r \leftarrow 0$
7. **while** $i \leq i_{max}$ **do**
8. $i \leftarrow i + 1$
9. **if** $\|e\| \leq t$ **then**
10. **return** $q$
11. **end if**
12. $J \leftarrow$ manipulator Jacobian with joint angles of $q$
13. $dq \leftarrow (J^T J + \lambda^2 I)^{-1} J^T e$
14. $q_n \leftarrow q + dq$
15. $e_n \leftarrow$ differential motion from $\mathcal{K}(q)$ to $\xi$
16. **if** $\|e_n\| < \|e\|$ **then**
17. $q \leftarrow q_n$
18. $e \leftarrow e_n$
19. $\lambda \leftarrow \frac{\lambda}{2}$ or other methods to decrease $\lambda$
20. $r \leftarrow 0$
21. **else**
22. $\lambda \leftarrow 2\lambda$ or other methods to increase $\lambda$
23. $r \leftarrow r + 1$
24. **if** $r > r_{max}$ **then** return $\emptyset$
25. **end if**
26. **end if**
27. **end while**
28. **return** $\emptyset$
29. **end function**

### D. Algorithm for Experience Generation

**Require:** Number of training samples intended $i_f$, $p(R)$, $p(N)$, where $R = \begin{bmatrix} r_d & n_x \\ r_a & n_y \\ r\alpha & n_z \end{bmatrix}$ and $N = \begin{bmatrix} n_x \\ n_y \\ n_z \end{bmatrix}$

**Ensure:** $\{X, Y\}$ = the training samples generated from the designed distributions

1. $i \leftarrow 1$
2. $X \leftarrow \emptyset$
3. **for** $i = 1, 2, \ldots, i_f$ **do**
4. (Re) initialize a manipulator object constructed from a random state of $X$
5. (Re) initialize $x_{max}$, $y_{max}$, $z_{max}$, $\mathcal{K}^{-1}(\xi)$ and $\mathcal{K}(q)$ according to Algorithm 1 (Re) initialize and populate $P$ with steps from Algorithm 1
6. $x \leftarrow \begin{bmatrix} r_d \\ r_a \\ r\alpha \end{bmatrix}$
7. $y \leftarrow$ all-zero vector with size of $x_{max} \times y_{max} \times z_{max}$
8. $c \leftarrow 0$
9. **for** $i = 1, 2, \ldots, x_{max}$ **do**
for $j = 1, 2, \ldots, y_{\text{max}}$ do
  for $k = 1, 2, \ldots, z_{\text{max}}$ do
    $y_c \leftarrow P_{i,j,k}$
    $c \leftarrow c + 1$
  end for
end for

$X \leftarrow X \cup x^{(i)}$
$Y \leftarrow Y \cup y^{(i)}$
end for