THE NEWTON METHOD FOR AFFINE PHASE RETRIEVAL

BING GAO

Abstract. We consider the problem of recovering a signal from the magnitudes of affine measurements, which is also known as affine phase retrieval. In this paper, we formulate affine phase retrieval as an optimization problem and develop a second-order algorithm based on Newton method to solve it. Besides being able to convert into a phase retrieval problem, affine phase retrieval has its unique advantages in its solution. For example, the linear information in the observation makes it possible to solve this problem with second-order algorithms under complex measurements. Another advantage is that our algorithm doesn’t have any special requirements for the initial point, while an appropriate initial value is essential for most non-convex phase retrieval algorithms. Starting from zero, our algorithm generates iteration point by Newton method, and we prove that the algorithm can quadratically converge to the true signal without any ambiguity for both Gaussian measurements and CDP measurements. In addition, we also use some numerical simulations to verify the conclusions and to show the effectiveness of the algorithm.

1. Introduction

Phase retrieval problems arise in a wide range of applications in science and engineering, where one seeks to recover an image (a signal) or determine the structure of an object from various phaseless measurements, such as crystallography [18][19], diffraction imaging [4], optics [21] and astronomy [9]. Symbolically, phase retrieval problem can be viewed as recovering a signal \( x \in \mathbb{H}^n \) (\( \mathbb{H} = \mathbb{C} \) or \( \mathbb{R} \)) from a quadratic system:

\[
\{ y_j = |\langle a_j, x \rangle|^2, j = 1, \ldots, m \},
\]

where \( \{a_1, \ldots, a_m\} \subset \mathbb{H}^n \) are the measurements and \( y_j, j = 1, \ldots, m \) are the observations. For problem (1.1), since the signal multiplied by a unit constant does not change the observed value, it’s easy to find that any \( e^{i\theta}x, \theta \in [0, 2\pi) \) is also a solution to the system, so the best we can do is to recover the signal under a global phase factor. For classical phase retrieval, in which the measurements are Fourier transforms, it is more challenging to obtain the solution as there are extra trivial and non-trivial ambiguities [3]. To recover the signal, prior information such as positivity, sparsity [15][16] and structured measurements [5][14] are usually imposed in solving the phase retrieval problem.

Affine phase retrieval [10] is a related problem in which we aim to recover a signal from the magnitudes of linear measurements, i.e., to investigate how to recover a signal \( x \in \mathbb{H}^n \) from their affine quadratic measurements:

\[
\{ y_j = |\langle a_j, x \rangle + b_j|^2, j = 1, \ldots, m \},
\]

where \( \{a_1, \ldots, a_m\} \subset \mathbb{H}^n \) are the measurements and \( b = (b_1, b_2, \ldots, b_m)^\top \in \mathbb{H}^n \) is a known vector. When the vector \( b = 0 \) (zero vector), the problem is directly a phase retrieval problem. So affine phase retrieval can also be viewed as phase retrieval with side information. Affine phase retrieval arises in holography [2][17]/phase retrieval with reference signal [11][12][13], phase retrieval with background information [8][23]. In holographic phase retrieval, a known reference signal at a certain distance from the unknown signal of interest makes the recovery measurements linear. In phase retrieval with background information, the known part of the signal helps us to obtain the amplitudes of linear measurements.

In this paper, we propose to give a mathematical framework and develop a recovery algorithm for affine phase retrieval problem. Obviously, if we set \( \tilde{a}_j = (a_j, b_j) \in \mathbb{H}^{n+1} \) and \( \tilde{x} = (x \ 1)^\top \in \mathbb{H}^{n+1} \), then \( |\langle \tilde{a}_j, \tilde{x} \rangle + b_j|^2 = |\langle \tilde{a}_j, \tilde{x} \rangle|^2 \), i.e., the affine quadratic measurements in \( x \) is the same as the quadratic measurements in \( \tilde{x} \). Thus, by this way, affine phase retrieval problem can be reformulated as a phase retrieval problem. On the other hand, if we know some elements of the signal in advance, e.g., for \( x = (x_1, x_2)^\top \in \mathbb{H}^n \) assuming that \( x_2 \in \mathbb{H}^{n-n_1} \) is known, then the measurements \( |a_j^*x|^2 = |a_j^*(1:n_1)x_1 + a_j^*(n_1+1:n)x_2|^2 \), which indicates
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that the phase retrieval problem can be rewritten as an affine phase retrieval problem. Although the two problems are interconvertible, there are fundamental differences. For example, the affine phase retrieval problem can recover the signal precisely while the phase retrieval cannot.

In recent years, many generative models with spectral initialization have been proposed for various phase retrieval problems \cite{6,7,11,20,22}. These non-convex algorithms can be divided into two steps: the first step is to generate a good initial point, and then the second step is to refine the initial point gradually through first-order optimization methods. The commonly used models are as follows:

\[
\min_{z \in \mathbb{C}^n} \frac{1}{2m} \sum_{j=1}^{m} |\langle a_j, z \rangle|^2 - y_j^2, \quad \min_{z \in \mathbb{C}^n} \frac{1}{2m} \sum_{j=1}^{m} |\langle a_j, z \rangle| - \sqrt{y_j}^2,
\]

or

\[
\min_{z \in \mathbb{C}^n} \frac{1}{2m} \sum_{j=1}^{m} |\langle a_j, z \rangle|^2 - y_j \log (|\langle a_j, z \rangle|^2).
\]

For the analysis of the theoretical convergence of these non-convex algorithms, an appropriate initialization is crucial. Regarding affine phase retrieval, there are some algorithms given for Fourier measurements. In paper \cite{2}, the authors propose a referenced deconvolution algorithm, which transforms the problem into a linear deconvolution. In papers \cite{1,13}, the authors use side information or reference signals to regularize the classical Fourier phase retrieval algorithms and demonstrate that the algorithm provides significant improvement over the original algorithm.

1.1. Targets and Motivations. In this paper, we aim at providing a non-convex formulation and developing a second-order algorithm to solve affine phase retrieval problem. When obtaining the measurements \{\(y_j = |\langle a_j, z \rangle + b_j|^2, j = 1, \ldots, m\}\}, we reformulate the problem as:

\[
\min_{z \in \mathbb{C}^n} f(z) = \min_{z \in \mathbb{C}^n} \frac{1}{2m} \sum_{j=1}^{m} |\langle a_j, z \rangle + b_j|^2 - y_j^2.
\]

Then we build up our algorithm based on solving (1.2).

Next we provide some insight as to why we expect to use second-order algorithms to solve affine phase retrieval problem. In paper \cite{11}, we use Gauss-Newton method to solve phase retrieval problem when the measurements are in the real number field. The same approach can’t be generally extended to the complex case because the Jacobi matrix is not invertible for complex measurements. In contrast, the corresponding Jacobi matrix for affine phase retrieval problem is invertible as long as the complex measurements are affine phase retrievable (Lemma 6.1). This makes it possible for the second-order algorithms to be used in solving affine phase retrieval problem in complex domains.

1.2. Contributions. Since the affine phase retrieval problem can be rewritten as a phase retrieval problem, all the algorithms used in phase retrieval can be used for affine phase retrieval. In particular, when \(b\) is a Gaussian random vector, the conclusions of most phase retrieval algorithms are also applicable to affine phase retrieval. By exploiting the linear observations, we give a second-order algorithm under complex measurements for affine phase retrieval problem. This is the first time a second-order algorithm has been proposed for affine phase retrieval. Our contributions are summarized as follows: This iterative algorithm can allow exact recovery of the signal under noiseless measurements. The sequence of iterates can quadratically converge to the exact solution, and there are no special requirements for initial value. Our contributions are summarized as follows:

- Based on solving (1.2), we develop an iterative algorithm to solve the affine phase retrieval problem.
- We prove that the algorithm can quadratically converge to the exact signal without any ambiguity.
- The algorithm converges for both real and complex observations and has no special requirements on initial point.
- The proof is given under the measurements following both the Gaussian model and the admissible CDPs model.

Remark 1.1. In our algorithm, we use Newton method to solve (1.2). The same proof technique can also be used to prove the convergence of other second-order algorithms, such as the Gauss-Newton method.
1.3. Notations. Throughout the whole paper, we reserve $C$, $c$ and $\gamma$, and their indexed versions to denote positive constants, whose values may change at each occurrence. All the signals and measurements are given in the complex domain. We use $\mathbf{x} \in \mathbb{C}^n$ to represent the precise signal we want to recover and use $\mathbf{z}_k \in \mathbb{C}^n$ to represent the $k$-th iteration point. Without losing generality and to simplify the explanation, we shall assume $\|\mathbf{x}\| = 1$. When no subscription is used, $\| \cdot \|$ denotes the Euclidian norm, i.e., $\| \cdot \| = \| \cdot \|_2$. Here we suppose the sampling vectors $\mathbf{a}_j \in \mathbb{C}^n$, $j = 1, \ldots, m$ are distributed according to Gaussian model (Definition (1.1)) or admissible CDPs model (Definition (1.2)). And $\mathbf{b} \in \mathbb{C}^n$ is a vector where each element is $b \in \mathbb{C}$ or each element is independently and identically distributed under a random distribution which is bounded by $|b|$, i.e., $|b_j| \leq |b|$. For a vector $\mathbf{s}$, we use $\mathbf{s}^\top$ to represent the transpose of $\mathbf{s}$ and use $\mathbf{s}^*$ to represent the conjugate of $\mathbf{s}$. Denote $\mathbf{z}_k$ as the $k$-th iteration point and $S_k$ as the line segment between $\mathbf{z}_k$ and $\mathbf{x}$, i.e.,

$$S_k := \{ t\mathbf{x} + (1-t)\mathbf{z}_k : 0 \leq t \leq 1 \}.$$ 

**Definition 1.1** (Gaussian model). We say that the sampling vectors follow the Gaussian model if each $\mathbf{a}_j \in \mathbb{C}^n \overset{i.i.d.}{\sim} \mathcal{N}(0, I/2) + i\mathcal{N}(0, I/2)$.

**Definition 1.2** (Admissible coded diffraction patterns (CDPs) model). We say that the sampling vectors follow the admissible CDPs model if $\mathbf{a}_j = \mathbf{a}_{(j,z)} = \mathbf{a}_{(j/n) \cdot (j \mod n - 1)} = \mathbf{D}_l \mathbf{f}_k$ ($1 \leq l \leq L$, $0 \leq k \leq n - 1$), with $\mathbf{D}_l$ be the diagonal matrix with the modulation pattern $d_l[t]$ ($t = 1, \ldots, n$) on the diagonal and $\mathbf{f}_k$ be the rows of the Discrete Fourier Transform (DFT) matrix. Here the patterns $d_l[t]$ are i.i.d. with each entries sampled from a symmetric distribution $d$. The distribution obeys $|d| \leq M$, $\mathbb{E}(d) = 0$, $\mathbb{E}(d^2) = 0$, $\mathbb{E}(|d|^4) = 2\mathbb{E}(|d|^2)^2$. Throughout this paper, we assume $\mathbb{E}(|d|^2) = 1$ and $|d| < \sqrt{6}$. For a fixed $l$, this model collects the DFT of the signal modulated by $d_l[t]$ ($t = 1, \ldots, n$). So the total number of measurements is $nL$. More details can be found in [5, 6].

1.4. Organization. The rest of the paper is organized as follows: In section 2, we develop the iterative algorithm for (1.2), which is based on Newton method. In section 3, we give the convergence analysis of the algorithm and prove that the algorithm has second-order convergence rate. In section 4, we provide some numerical tests to verify the conclusions we have obtained. In the end, some useful lemmas and proofs are given in the appendix.

2. The Algorithm-Newton Method

Suppose we have already obtained an initial guess $\mathbf{z}_0$ which satisfying $\| \mathbf{x} - \mathbf{z}_0 \| \leq \sqrt{\delta}$ for a constant $\delta > 0$, next we develop the Newton iterative step to solve the optimization problem (1.2).

Here function

$$f(\mathbf{z}) = \frac{1}{2m} \sum_{j=1}^{m} (\| \langle \mathbf{a}_j, \mathbf{z} \rangle + b_j \|^2 - y_j)^2$$

is a real-valued function over complex variables and can be written in the form

$$f(\mathbf{z}, \mathbf{z}) = \frac{1}{2m} \sum_{j=1}^{m} (\mathbf{z}^\top \mathbf{a}_j \mathbf{a}_j^\top \mathbf{z} + 2b_j \mathbf{z}^\top \mathbf{z} + |b_j|^2 - y_j)^2.$$ 

Throughout the paper, we make use of the Wirtinger calculus and Wirtinger Derivatives, which use coordinates

$$\begin{bmatrix} \mathbf{z} \\ \overline{\mathbf{z}} \end{bmatrix} \in \mathbb{C}^{2n}, \quad \mathbf{z} = \mathbf{z}_R + i\mathbf{z}_I \quad \text{and} \quad \overline{\mathbf{z}} = \mathbf{z}_R - i\mathbf{z}_I$$

for complex variables instead of $(\mathbf{z}_R, \mathbf{z}_I) \in \mathbb{R}^{2n}$ for brevity of expression.

2.1. Newton iteration. For the function $f(\mathbf{z})$, given a vector $\mathbf{z}_k \in \mathbb{C}^n$ and incremental $\Delta \mathbf{z}_k = \mathbf{z} - \mathbf{z}_k \in \mathbb{C}^n$ and we define the gradient and Hessian in a way based on Wirtinger Derivatives (more details can be found in paper [6]), such that the Taylor’s approximation takes the form

$$f(\mathbf{z}) = f(\mathbf{z}_k + \Delta \mathbf{z}_k) \approx f(\mathbf{z}_k) + (\nabla f(\mathbf{z}_k, \overline{\mathbf{z}}_k))^* (\Delta \mathbf{z}_k) + \frac{1}{2} (\Delta \mathbf{z}_k)^* \nabla^2 f(\mathbf{z}_k, \overline{\mathbf{z}}_k) (\Delta \mathbf{z}_k).$$
Then based on the current iteration $z_k$, $z_{k+1}$ can be obtained by solving

$$
\min_{z \in \mathbb{C}^n} f(z_k) + \langle \nabla f(z_k, \bar{z}_k) \rangle^*(z - z_k) + \frac{1}{2} \left( \frac{z - z_k}{z - \bar{z}_k} \right)^* \nabla^2 f(z_k, \bar{z}_k) \left( \frac{z - z_k}{z - \bar{z}_k} \right).
$$

Thus we get the Newton iteration

$$(2.3) \quad \left( \frac{z_{k+1}}{\bar{z}_{k+1}} \right) = \left( \frac{z_k}{\bar{z}_k} \right) - \left( \nabla^2 f(z_k, \bar{z}_k) \right)^{-1} \nabla f(z_k, \bar{z}_k).$$

In detail,

$$
\nabla f(z_k, \bar{z}_k) = \left( \left( \frac{\partial f}{\partial z} \right)_{z=z_k} \left( \frac{\partial f}{\partial \bar{z}} \right)_{\bar{z}=\bar{z}_k} \right)^* = \frac{1}{m} \sum_{j=1}^m \left( |a_j^* z_k + b_j|^2 - y_j \right) (a_j^* z_k + b_j) a_j
$$

and

$$
\nabla^2 f(z_k, \bar{z}_k) = \left. \left( \left( \frac{\partial^2 f}{\partial z \partial \bar{z}} \right) \right)_{z=z_k, \bar{z}=\bar{z}_k} \right|^* = \frac{1}{m} \sum_{j=1}^m \left( 2 |a_j^* z_k + b_j|^2 - y_j \right) a_j a_j^* + (a_j^* z_k + b_j)^2 a_j a_j^T + (a_j^* z_k + b_j)^2 a_j a_j^T + (2 |a_j^* z_k + b_j|^2 - y_j) a_j a_j^T.
$$

In the next section, we will prove that under certain conditions the matrix $\nabla^2 f(z_k, \bar{z}_k)$ is invertible.

2.2. *The Newton Method with Re-sampling*. The algorithm proposed in this paper is simply using iteration (2.3) to generate the solution. In theoretical analysis, we need the current measurements to be independent of the last iteration point, so we resample the measurement matrix $A$ at each iteration step, as in paper [11]. We can achieve this by dividing the measurements $a_j, b_j$ and observations $y_j$ into disconnected blocks of equal size and choosing one of them for each iteration.

**Algorithm 1** The Newton Method with Re-sampling for Affine Phase Retrieval

**Input:** Measurement matrix: $A \in \mathbb{C}^{m \times n}$ and a fixed vector $b = (b, \ldots, b) \in \mathbb{C}^n$, observations: $y \in \mathbb{R}^m$ and the required accuracy $\epsilon > 0$.

1: Set $T = c \log \frac{1}{T}$, where $c$ is a sufficiently large constant.
2: Partition $y$ and the corresponding rows of $A$ and the vector $b$ into $T$ equal disjoint sets: $(y^{(0)}, A^{(0)}, b^{(0)}), (y^{(1)}, A^{(1)}, b^{(1)}), \ldots, (y^{(T)}, A^{(T)}, b^{(T)})$. The number of rows in $A^{(j)}$ is $m' = m/T$.
3: Choose $z_0 = 0$ as the initial guess.
4: For $k = 0, 1, \ldots, T - 1$ do

$$
\left( \frac{z_{k+1}}{\bar{z}_{k+1}} \right) = \left( \frac{z_k}{\bar{z}_k} \right) - \left( \nabla^2 f^{(k+1)}(z_k, \bar{z}_k) \right)^{-1} \nabla f^{(k+1)}(z_k, \bar{z}_k),
$$

in which $f^{(k+1)}$ are defined by measurements in $(y^{(k+1)}, A^{(k+1)}, b^{(k+1)})$.
5: End for

**Output:** $z_T$.

In Algorithm [11] we set $b$ to be a fixed vector whose entries are equal to $b$ ($b$ is a constant). We can alternatively assume that $b$ is a random vector with independent elements that follow a same bounded distribution. In Step 3, the initial point can also be determined by a randomly chosen vector, for the sake of simplicity, we start from 0.
3. Convergence Property of the Newton Method with Re-sampling

To study the convergence of the algorithm, we observe two consecutive iterations when the current estimated value is independent of the measurements. Without loss of generality, we assume that \( \|x\| = 1 \). Before giving the main theorem, we first prove some useful lemmas. First, to ensure that the Newton iteration is well-defined, we prove that the matrix \( \nabla^2 f(z, \overline{z}) \) is invertible under mild conditions.

### 3.1. Two crucial Lemmas.

**Lemma 3.1.** Suppose that \( \|z_k - x\| \leq \sqrt{\delta} \), where \( z_k, x \in \mathbb{C}^n \) with \( \|x\| = 1 \) and \( \delta \geq 0 \) is a constant. Suppose that the measurement vectors \( a_j \in \mathbb{C}^n \), \( j = 1, \ldots, m \) are distributed according to Gaussian model or admissible CDPs model, which are independent with \( z_k \) and \( x \). Set \( b = (b, b, \ldots, b) \in \mathbb{C}^n \) with \( |b|^2 \geq 4(\|x\|^2 + \|z_k\|^2) \geq 4(2 + 2\sqrt{\delta}) \). For any \( \epsilon = 1/12 > 0 \) and \( \gamma > 0 \), when the number of measurements \( m \geq Cn \log n \) in the Gaussian model and \( L \geq C\log^3 n \) in the admissible CDPs model for a sufficiently large constant \( C \), matrix \( \nabla^2 f(z_k, \overline{z}_k) \) is invertible and

\[
\lambda_{\min}(\nabla^2 f(z_k, \overline{z}_k)) \geq \frac{|b|^2}{4}
\]

holds with probability at least \( 1 - c_1 \exp(-\gamma n) - c_2/n^2 \) and \( 1 - c_3(2L + 1)/n^3 \) for Gaussian and admissible CDPs, respectively. Here \( c_1, c_2 \) and \( c_3 \) are positive constants.

**Proof.** Set \( S = \nabla^2 f(z_k, \overline{z}_k) \) to simplify the symbol. Recall that

\[
S = \nabla^2 f(z_k, \overline{z}_k) = \frac{1}{m} \sum_{j=1}^{m} \left( (2|z_k|^2 - \|x\|^2 + |b|^2)I_n + 2z_kz_k^\ast - xx^\ast \right) (2|z_k|^2 - \|x\|^2 + |b|^2)I_n + 2z_kz_k^\ast - xx^\ast
\]

As vectors \( x, z_k \) and scalars \( b_j = b, j = 1, \ldots, m \) are all independent of \( a_j, j = 1, \ldots, m \). So according to Lemma 6.4, we know the expectation

\[
\mathbb{E}(S) = \begin{pmatrix}
(2|z_k|^2 - \|x\|^2 + |b|^2)I_n + 2z_kz_k^\ast - xx^\ast & \frac{2z_kz_k^\ast}{2z_kz_k^\ast} \\
\frac{2z_kz_k^\ast}{2z_kz_k^\ast} & (2|z_k|^2 - \|x\|^2 + |b|^2)I_n + 2z_kz_k^\ast - xx^\ast
\end{pmatrix}
\]

Based on Lemma 6.5, when \( \epsilon = 1/12 > 0 \), \( m \geq Cn \log n \) in Gaussian model and \( L \geq C\log^3 n \) in the admissible CDPs model for a sufficiently large constant \( C \),

\[
\|S - \mathbb{E}(S)\| \leq \frac{1}{12}\|\mathbb{E}(S)\| = \frac{1}{12}\lambda_{\max}(\mathbb{E}(S))
\]

holds with probability at least \( 1 - c_1 \exp(-\gamma n) - c_2/n^2 \) and \( 1 - c_3(2L + 1)/n^3 \) for the Gaussian and admissible CDPs, respectively. Here \( c_1, c_2 \) and \( c_3 \) are positive constants. Then using the Wely theorem, we have

\[
|\lambda_{\min}(S) - \lambda_{\min}(\mathbb{E}(S))| \leq \|S - \mathbb{E}(S)\| \leq \frac{1}{12}\lambda_{\max}(\mathbb{E}(S)),
\]

which implies that

\[
\lambda_{\min}(S) \geq \lambda_{\min}(\mathbb{E}(S)) - \frac{1}{12}\lambda_{\max}(\mathbb{E}(S)).
\]

To obtain the lower bound of \( \lambda_{\min}(S) \), we only need to study the eigenvalues of \( \mathbb{E}(S) \). For this Hermitian matrix \( \mathbb{E}(S) \), set \( 2|z_k|^2 - \|x\|^2 + |b|^2 = \beta, x = u \) and \( z_k = v \), then

\[
\mathbb{E}(S) = \begin{pmatrix}
\beta I_n - uu^\ast & 0 \\
0 & \beta I_n - uu^\ast
\end{pmatrix} + 2 \begin{pmatrix} v \\ v^\ast \end{pmatrix} \begin{pmatrix} v^\ast & v^\ast \end{pmatrix}.
\]

When \( |b|^2 \geq 4(\|x\|^2 + \|z_k\|^2) \),

\[
\beta = 2\|z_k\|^2 - \|x\|^2 + |b|^2 > \|x\|^2,
\]
according to Lemma 6.4, we know that the matrix $E(S)$ is invertible. Besides, we have

\begin{equation}
\lambda_{\min}(E(S)) = \beta - \|x\|^2 = |b|^2 + 2(\|z_k\|^2 - \|x\|^2) \geq \frac{|b|^2}{2},
\end{equation}

\begin{equation}
\lambda_{\max}(E(S)) \leq \beta + 4\|z_k\|^2 = |b|^2 + 6\|z_k\|^2 \leq 3|b|^2.
\end{equation}

Putting (3.5) and (3.6) into (3.4), we obtain

$$\lambda_{\min}(S) \geq \lambda_{\min}(E(S)) - \frac{1}{12}\lambda_{\max}(E(S)) \geq \frac{|b|^2}{4}. \quad \Box$$

Under conditions in Lemma 3.1, we showed that for each iteration $z_k$, the Hessian matrix $\nabla^2 f(z_k, z_k)$ is positive definite with minimum eigenvalue no less than $|b|/4$. In the following Lemma, we will commit to proving the Lipschitz property of $\nabla^2 f(s, s)$.

**Lemma 3.2.** Suppose that $\|z_k - x\| \leq \sqrt{\delta}$, where $z_k, x \in \mathbb{C}^n$ with $\|x\| = 1$ and $\delta \geq 0$ is a constant. Suppose that the measurement vectors $a_j \in \mathbb{C}^n$, $j = 1, \ldots, m$ are distributed according to Gaussian model or admissible CDPs model, which are independent with $z_k$ and $x$. Then for any $\varepsilon = 1/12 > 0$ and $\gamma_{\varepsilon} > 0$, when $m \geq Cn \log n$ in the Gaussian model and $L \geq C \log^3 n$ in the admissible CDPs model for a sufficiently large constant $C$,

$$\|\nabla^2 f(s_1, s_1) - \nabla^2 f(s_2, s_2)\| \leq L_f \left(\frac{\|s_1 - s_2\|}{\|s_1 - s_2\|}\right),$$

holds with probability at least $1 - c_1 \exp(-\gamma_{\varepsilon} n) - c_2 n^2$ and $1 - c_3 (2L + 1)/n^3$ for the Gaussian and admissible CDPs, respectively. Here $c_1, c_2, c_3, \gamma_{\varepsilon}$ are positive constants, $s_1, s_2 \in S_k = \{tx + (1 - t)z_k : 0 \leq t \leq 1\}$ and $L_f = 12(1 + \varepsilon)(1 + \sqrt{\delta}) = 13(1 + \sqrt{\delta})$.

**Proof.** As before, we set $S = \nabla^2 f(s_1, s_1) - \nabla^2 f(s_2, s_2)$ for simplicity, then based on Lemma 6.4 we have

\begin{equation}
E(S) = 2 \left(\|s_1\|^2 - \|s_2\|^2\right) I_n + s_1 s_1^* - s_2 s_2^*
\end{equation}

\begin{align*}
&\quad \frac{s_1 s_1^T - s_2 s_2^T}{s_1 s_1 - s_2 s_2} \\
&\quad \left(\|s_1\|^2 - \|s_2\|^2\right) I_n + \frac{s_1 s_1^T - s_2 s_2^T}{s_1 s_1 - s_2 s_2} \left(\|s_1\|^2 - \|s_2\|^2\right) I_n + \frac{s_1 s_1^T - s_2 s_2^T}{s_1 s_1 - s_2 s_2}
\end{align*}

$$= 2 \left(\|s_1\|^2 - \|s_2\|^2\right) I_{2n} + \left(\frac{s_1}{s_1^T}\right)\left(\frac{s_1^*}{s_1^T}\right) - \left(\frac{s_2}{s_2^T}\right)\left(\frac{s_2^*}{s_2^T}\right).$$

By Cauchy-Schwarz inequality,

\begin{equation}
\|s_1\|^2 - \|s_2\|^2 = \frac{1}{2}(s_1 + s_2)^*(s_1 - s_2) + (s_1 - s_2)^*(s_1 + s_2)
\end{equation}

\begin{equation}
\leq \|s_1 + s_2\| \|s_1 - s_2\|.
\end{equation}

And using the fact that $\|s\| = \|s\|$, we have

\begin{equation}
\|\left(\frac{s_1}{s_1^T}\right)\left(\frac{s_1^*}{s_1^T}\right) - \left(\frac{s_2}{s_2^T}\right)\left(\frac{s_2^*}{s_2^T}\right)\|
\end{equation}

\begin{align*}
&= \frac{1}{2} \left\|\left(\frac{s_1 + s_2}{s_1 + s_2}\right)^* \left(\frac{s_1 - s_2}{s_1 - s_2}\right) + \left(\frac{s_1 + s_2}{s_1 - s_2}\right)^* \left(\frac{s_1 - s_2}{s_1 + s_2}\right)\right\|
\end{align*}

$$\leq 2 \|s_1 + s_2\| \left(\frac{\|s_1 - s_2\|}{\|s_1 - s_2\|}\right).$$

Inserting (3.8) and (3.9) into (3.7), we obtain

$$\|E(S)\| \leq 6\|s_1 + s_2\| \left(\frac{\|s_1 - s_2\|}{\|s_1 - s_2\|}\right).$$

Besides, as $s_1, s_2 \in S_k := \{tx + (1 - t)z_k, t \in [0, 1]\}$, $\|z_k - x\| \leq \sqrt{\delta}$, so we have

$$1 - \sqrt{\delta} \leq \|z_k\| \leq 1 + \sqrt{\delta}$$

and

$$\|s_1 + s_2\| = \|(t_1 + t_2)x + (2 - t_1 - t_2)z_k\| \leq 2(1 + \sqrt{\delta}).$$
Combining (3.11) and (3.10), we have

\[(3.12) \quad \|E(S)\| \leq 12(1 + \sqrt{\delta}) \left( \frac{\|s_1 - s_2\|}{\|S_1 - S_2\|} \right).\]

According to Lemma 3.5 for \(\epsilon = 1/12 > 0\), \(m \geq Cn \log n\) in Gaussian model and \(L \geq C \log^3 n\) in admissible CDPs with a sufficiently large constant \(C\),

\[\|S - E(S)\| \leq \epsilon \|E(S)\|\]

i.e.,

\[\|S\| \leq (1 + \epsilon)\|E(S)\| \leq 12(1 + \epsilon)(1 + \sqrt{\delta}) \left( \frac{\|s_1 - s_2\|}{\|S_1 - S_2\|} \right) = 13(1 + \sqrt{\delta}) \left( \frac{\|s_1 - s_2\|}{\|S_1 - S_2\|} \right)\]

holds with probability at least \(1 - c_1 \exp(-\gamma n) - c_2/n^2\) and \(1 - c_3(2L + 1)/n^3\) for the Gaussian and admissible CDPs, respectively. Here \(c_1, c_2, c_3, \gamma_\epsilon\) are positive constants. \(\square\)

3.2. The main Theorem. Based on Lemma 3.1 and Lemma 3.2, we are ready to obtain the main theorem, i.e., the algorithm converges quadratically to the optimal solution.

**Theorem 3.1.** Let \(x \in \mathbb{C}^n\) with \(\|x\| = 1\) be an arbitrary vector and suppose \(\|z_k - x\| \leq \sqrt{\delta}\). Let \(y_j = |a_j^*x + b_j|^2\), where \(a_j \in \mathbb{C}^n\), \(j = 1, \ldots, m\) are distributed according to Gaussian model or admissible CDPs model, which are independent with \(x\) and \(z_k\). Suppose \(b = (b, \ldots, b)^\top \in \mathbb{C}^m\) be fixed with \(|b|^2 \geq \max\{26\sqrt{\delta}(1 + \sqrt{\delta}), 4(2 + \delta - 2\sqrt{\delta})\}\). The \(z_{k+1}\) is defined by the update rule (3.7). Then when \(m \geq Cn \log n\) in Gaussian model or \(L \geq C \log^3 n\) in admissible CDPs, with probability at least \(1 - c/n^2\) or \(1 - cL/n^3\), we have

\[(3.13) \quad \|z_k - x\| \leq \beta \cdot \|z_k - x\|^2 \leq \|z_k - x\|,\]

where

\[(3.14) \quad \beta = (1 + \sqrt{\delta})\frac{26}{|b|^2} \leq \frac{1}{\sqrt{\delta}}.\]

**Proof.** As \(x\) is the solution to (1.2), so we have \(\nabla f(x, \overline{x}) = 0\). From the iteration step

\[(z_{k+1} - x) = (z_k - x) - (\nabla^2 f(z_k, \overline{z_k}))^{-1} \nabla f(z_k, \overline{z_k}),\]

we have

\[
\begin{align*}
(z_{k+1} - x) &= (z_k - x) - (\nabla^2 f(z_k, \overline{z_k}))^{-1} \left( \nabla f(z_k, \overline{z_k}) - \nabla f(x, \overline{x}) \right) \\
&= (\nabla^2 f(z_k, \overline{z_k}))^{-1} \left[ \nabla^2 f(z_k, \overline{z_k}) (z_k - x) - \left( \nabla f(z_k, \overline{z_k}) - \nabla f(x, \overline{x}) \right) \right] \\
&= (\nabla^2 f(z_k, \overline{z_k}))^{-1} \left[ \int_0^1 \nabla^2 f(z_k, \overline{z_k}) \left( z_k - x \right) t \, dt \right] \\
&= (\nabla^2 f(z_k, \overline{z_k}))^{-1} \left[ \int_0^1 \nabla^2 f(z_k, \overline{z_k}) - \nabla^2 f(g_k, \overline{g_k}) \left( z_k - x \right) t \, dt \right].
\end{align*}
\]

Here \(g_k = z_k + t(x - z_k), t \in [0, 1]\). Taking Euclidian norm on both sizes,

\[(3.15) \quad \left( \frac{\|z_{k+1} - x\|}{\|z_{k+1} - x\|} \right) \leq \left( \int_0^1 \|\nabla^2 f(z_k, \overline{z_k}) - \nabla^2 f(g_k, \overline{g_k})\| \left( \frac{\|z_k - x\|}{\|z_k - x\|} \right) \, dt \right)\]

According to Lemma 3.3 with high probability we have

\[(3.16) \quad \int_0^1 \|\nabla^2 f(z_k, \overline{z_k}) - \nabla^2 f(g_k, \overline{g_k})\| \, dt \leq L_f \int_0^1 \left( \frac{\|z_k - g_k\|}{\|z_k - g_k\|} \right) \, dt \]

\[= L_f \left( \frac{\|z_k - x\|}{\|z_k - x\|} \right) \int_0^1 t \, dt = \frac{L_f}{2} \left( \frac{\|z_k - x\|}{\|z_k - x\|} \right),\]

with \(L_f = 13(1 + \sqrt{\delta})\).
As $|b|^2 \geq 4(2 + \delta - 2\sqrt{\delta})$, then based on Lemma 3.1 we have
\begin{equation}
(3.17) \quad \|(\nabla^2 f(z_k, \overline{z_k}))^{-1}\| \leq \frac{4}{|b|^2}
\end{equation}
with high probability. Taking use of the fact that $\|z_{k+1} - x\| = \|z_{k+1} - \overline{x}\|$, we only need to trace the first half elements. Then inserting (3.17), (3.16) into (3.15), we obtain
\[
\|z_{k+1} - x\| \leq \frac{4}{|b|^2} \frac{L_f}{2} \|z_k - x\|^2 \leq (1 + \sqrt{\delta}) \frac{26}{|b|^2} \|z_k - x\|^2.
\]
Based on requirement $|b|^2 \geq 26\sqrt{\delta}(1 + \sqrt{\delta})$, we also know
\[
(1 + \sqrt{\delta}) \frac{26}{|b|^2} \leq \frac{1}{\sqrt{\delta}}.
\]
Then $\|z_{k+1} - x\| \leq \frac{1}{\sqrt{\delta}} \|z_k - x\|^2 \leq \|z_k - x\| \leq \sqrt{\delta}$, so that the results can be maintained as the iteration processes.

For Algorithm 1, we further prove that if there are enough measurements and the value of $|b|^2$ is large enough, it can converge to the true signal quadratically.

**Theorem 3.2.** Suppose that $x \in \mathbb{C}^n$ with $\|x\| = 1$ is an arbitrary vector, and $a_j$, $j = 1, \ldots, m$ are distributed according to Gaussian model or admissible CDPs model and $b = (b, b, \ldots, b)^\top$ is fixed with $|b|^2 \geq 52$. Suppose $\epsilon > 0$ is the target accuracy. When $m \geq C \log \log \frac{1}{\epsilon} \cdot n \log n$ in Gaussian model or $L \geq C \log \log \frac{1}{\epsilon} \cdot \log^3 n$ in admissible CDPs model for a sufficiently large constant $C$, with probability at least $1 - \frac{\epsilon}{n^2}$ for Gaussian or $1 - \frac{\epsilon}{L/n^3}$ for admissible CDPs ($\epsilon > 0$), Algorithm 1 generates $z_T$ satisfying
\[
\|z_T - x\| \leq \epsilon.
\]

**Proof.** In Algorithm 1, we choose $T = c \log \log \frac{1}{\epsilon}$ and $m' \geq C_1 n \log n$ in Gaussian model and $L' \geq C_1 \log^3 n$ in admissible CDPs model, where $C_1$ is a constant depending on $C, c$. Starting from $z_0 = 0$, we have $\|z_0 - x\| \leq 1 = \sqrt{\delta}$ and we have $|b|^2 \geq 52 = \max\{26\sqrt{\delta}(1 + \sqrt{\delta}), 4(2 + \delta - 2\sqrt{\delta})\}$. Under these conditions, using the conclusion derived in Theorem 3.1 $T$ times, we conclude that
\[
\|z_T - x\| \leq \beta^T \|z_{T-1} - x\|^2 \leq \beta^T \cdot \epsilon \leq \epsilon
\]
holds with probability at least $1 - \frac{\epsilon}{n^2}$ for Gaussian model or $1 - \frac{\epsilon}{L/n^3}$ for admissible CDPs model.

4. Numerical Simulations

We perform numerical tests on two types of measurements to illustrate the effectiveness of our method. All tests are performed in the complex domain. We take the dimension $n = 128$ and the exact signal $x \in \mathbb{C}^{128}$.

4.1. Convergence Rate. We first verify the quadratic convergence rate of our algorithm. In the first test, we take $m = 4n$ for Gaussian model and $L = 6$ in admissible CDPs. Set $b = 52\|x\|$ and initial point $z_0 = 0$. We use the relative error $\|x - z_k\|/\|x\|$ to measure the recovery performance of the algorithm. Figure 1 illustrates the quadratic convergence of our algorithm.

4.2. Success Rate. Theoretically, to obtain accurate recovery, the number of measurements we need is $O(n \log n)$ in Gaussian model or $O(n \log^3 n)$ in admissible CDPs model. In this test, we vary the number of measurements and record the success rate for each $m/n$ or $L$. Here for each $m/n$ or $L$, we perform 100 replicates to calculate the success rate. In our experiments, we set the maximum number of iterations to 15 and claim that a trial is successful when the relative error is less than $10^{-5}$. For Gaussian model, $m/n$ was varied in the range $[1, 5]$ with a step size 0.1. For admissible CDPs model, $L$ was varied in the range $[3, 10]$ with a step size 1. The results are shown in Figure 2, indicating that we do not need so many observations in practice.
Figure 1. Convergence experiments: record the relative error of each iteration step. Here $n = 128$ and $m = 4n$ in (a) Gaussian model and $L = 6$ in (b) admissible CDPs model.

Figure 2. Success rate: record the success rate under 100 trials of different measurement numbers. Here $n = 128$ and $m/n \in [1, 6]$ in (a) Gaussian model and $L \in [3, 10]$ in (b) admissible CDPs model.

5. Conclusions

In this paper, we reformulate the affine phase retrieval as an optimization problem and develop a second-order algorithm, the Newton method with resampling, to solve it. Starting from zero, the algorithm iteratively refines the estimate value by Newton method. When the measurements follow the Gaussian model or the admissible CDPs model, we proved that the algorithm converges quadratically to the exact solution. Using these analytical techniques, we can also develop other second-order algorithms for affine phase retrieval.

6. Appendix

Lemma 6.1. [Theorem 3.1 in [10]] Let $A = (a_1, \ldots, a_m)^\top \in \mathbb{C}^{m \times n}$ and $b = (b_1, \ldots, b_m)^\top \in \mathbb{C}^m$. Viewing $\mathbf{M}_{2A,b}^2 := (|a_1^* x + b_1|^2, \ldots, |a_m^* x + b_m|^2)$ as a map $\mathbb{C}^d \to \mathbb{R}^m$. Then $(A, b)$ is affine phase retrievable for $\mathbb{C}^d$ is equivalent with the real Jacobian of map $\mathbf{M}_{2A,b}^2$ has rank $2n$ for all $x \in \mathbb{C}^n$.

Lemma 6.2. [Lemma 7.4 in [6]] Suppose a signal $x \in \mathbb{C}^n$ with $\|x\| = 1$ is independent from the measurement samples $a_j \in \mathbb{C}^n$, $j = 1, 2, \ldots, m$. Assume that the vectors $a_j$ are distributed according to either the Gaussian
model or admissible CDPs model. Set matrix
\[ S := \frac{1}{m} \sum_{j=1}^{m} \begin{pmatrix} |a_j^*x|^2a_ja_j^* & (a_j^*x)^2a_ja_j^* \\ (x^*a_j)^2\overline{a_j}a_j^* & a_j^*x^2\overline{a_j}a_j^* \end{pmatrix}. \]

When the number of samples obeys \( m \geq C_3n \log n \) in the Gaussian model and the number of patterns obeys \( L \geq C_3 \log^3 n \) in the admissible CDPs model for a sufficiently large constant \( C_3 \),
\[ \|S - \mathbb{E}(S)\| \leq \delta |\mathbb{E}(S)| \]
holds with probability at least \( 1 - 10 \exp(-\gamma_3n) - 8/n^2 \) and \( 1 - (2L + 1)/n^3 \) for the Gaussian and admissible CDPs, respectively.

**Lemma 6.3.** [Lemma 7.8 in [6]] In the setup of Lemma 6.2
\[ \|I_n - \frac{1}{m} \sum_{j=1}^{m} a_ja_j^*\| \leq \epsilon \]
holds with probability at least \( 1 - 2 \exp(-\gamma_4n) \) for the Gaussian model and \( 1 - 1/n^2 \) for the admissible CDPs model.

**Lemma 6.4.** Suppose that the signal \( x \in \mathbb{C}^n \) with \( \|x\| = 1 \) is independent from the measurement samples \( a_j, j = 1, \ldots, m \). Assume that the vectors \( a_j, j = 1, \ldots, m \) are distributed according to either the Gaussian model or admissible CDPs model. Set \( b = (b_1, b_2, \ldots, b_m) \in \mathbb{C}^m \) be a fixed vector with each entries equal \( b \in \mathbb{C} \). Define matrix
\[ S := \frac{1}{m} \sum_{j=1}^{m} \begin{pmatrix} |a_j^*x + b_j|^2a_ja_j^* & (a_j^*x + b_j)^2a_ja_j^* \\ (x^*a_j + \overline{b_j})^2\overline{a_j}a_j^* & a_j^*x + b_j^2\overline{a_j}a_j^* \end{pmatrix}. \]
Then we have
\[ \mathbb{E}(S) = \begin{pmatrix} (\|x\|^2 + |b|^2)I_n + xx^* & 2xx^* \\ 2xx^* & (\|x\|^2 + |b|^2)I_n + xx^* \end{pmatrix}. \]

**Proof.** 1. The Gaussian Model:
As vector \( x \) and scalars \( b_j = b, j = 1, \ldots, m \) are all independent of \( a_j, j = 1, \ldots, m \). So the expectation of \( |a_j^*x + b_1|^2a_1a_1^* \) is equal to \( |a^*x + b|^2aa^* \), in which \( a = (a_1, \ldots, a_n)^\top \in \mathbb{C}^n \) is a Gaussian random vector. By definition
\[ |a^*x + b|^2 = \left( \sum_{i=1}^{n} a_i^2x_i + b \right) \left( \sum_{j=1}^{n} a_j^2x_j + b \right) = \sum_{i} \sum_{j} a_i^2a_jx_ix_j + b \sum_{i} a_i^2x_i + b \sum_{j} a_j^2x_j + |b|^2, \]
then
\[ |a^*x + b|^2aa^* = \left( \sum_{i} \sum_{j} a_i^2a_jx_ix_j + b \sum_{i} a_i^2x_i + b \sum_{j} a_j^2x_j + |b|^2 \right) \begin{pmatrix} |a_1|^2 & a_1\overline{a_2} & \cdots & a_1\overline{a_n} \\ a_2\overline{a_1} & |a_2|^2 & \cdots & a_2\overline{a_n} \\ \vdots & \vdots & \ddots & \vdots \\ a_n\overline{a_1} & a_n\overline{a_2} & \cdots & |a_n|^2 \end{pmatrix}. \]
For matrix \( |a^*x + b|^2aa^* \), first consider the expectation of diagonal elements \( s_{k,k} \) with \( k = 1, 2, \ldots, n, \)
\[ \mathbb{E}(s_{k,k}) = \mathbb{E} \left( \left( \sum_{i} \sum_{j} a_i^2a_jx_ix_j + b \sum_{i} a_i^2x_i + b \sum_{j} a_j^2x_j + |b|^2 \right) |a_k|^2 \right) \]
\[ = \mathbb{E} \left( \sum_{i=j=k} |a_k|^4|x_k|^2 + \sum_{i=j=k} |a_i|^2|a_k|^2|x_i|^2 + |b|^2|a_k|^2 \right) \]
\[ = 2|x_k|^2 + \sum_{i \neq k} |x_i|^2 + |b|^2 \]
\[ = \|x\|^2 + |b|^2 + |x_k|^2. \]
While for the off-diagonal elements $s_{k,g}$ for $k = 1, 2, \ldots, n$, $g = 1, 2, \ldots, n, k \neq g$,
\[
E(s_{k,g}) = E\left( \left( \sum_{i=1}^{n} a_i x_i x_j + \sum_{i} |a_i|^2 x_i a_k x_j + b \sum_{i} a_i x_j + |b|^2 a_k a_j \right) \right)
\]
\[
= E\left( \sum_{i=k,j=g} |a_k|^2 |a_j|^2 x_k x_j \right)
\]
\[
= x_k x_j.
\]
Therefore, we obtain the expectation
\[
E(|a_j^* x + b_j|^2 a_j a_j^*) = E(|a_j^* x + b|^2 a a^*) = (||x||^2 + |b|^2) I_n + xx^*.
\]
Using the same strategy, we have
\[
E((a_j^* x + b_j)^2 a_j a_j^*) = 2xx^T.
\]
Thus we get the conclusion
\[
E(S) = \left( \begin{array}{c} (||x||^2 + |b|^2) I_n + xx^* \\ 2xx^* \end{array} \right).
\]

2. The Admissible CDPs Model:

Based on the Definition 1.2, we rewrite the measurement vectors as $a_j = a_{(j/n), (j \mod n) - 1} = D_l f_k$ and $b_j = b_{(j,n)} = b_{(j/n), (j \mod n) - 1} = b (1 \leq l \leq 0, 0 \leq k \leq n - 1)$. Then for this model, $m = nL, j = 1, 2, \ldots, m$ and $l = [j/n], k = (j \mod n) - 1$ and $S$ can be formulated as
\[
S = \frac{1}{L} \sum_{l=1}^{L} \left( \frac{1}{n} \sum_{k=1}^{n} |f_k^* D_k^* x + b_{(k,l)}|^2 D_l f_k^* D_k^* + \frac{1}{n} \sum_{k=1}^{n} |f_k^* D_k^* x + b_{(k,l)}|^2 D_l f_k f_k^* D_k^* \right).
\]
Suppose $D := \text{diag}(d_1, d_2, \ldots, d_n)$ is a diagonal matrix with i.i.d. entries sampled from the distribution $d$ with $E(|d|^2) = 1$. Then to obtain the expectation of $\frac{1}{n} \sum_{k=1}^{n} |f_k^* D_k^* x + b_{(k,l)}|^2 D_l f_k D_k^* f_k^*$, it sufficient to calculate the the expectation of $\frac{1}{n} \sum_{k=1}^{n} |f_k^* D_k^* x + b_{(k,l)}|^2 D_l f_k f_k^* D_k^*$. Set $\omega = \exp(2\pi i/n)$ to be the $n$-th root of unity. By definition,
\[
f_k^* = (\omega^{-0(k-1)}, \omega^{-1(k-1)}, \ldots, \omega^{-(n-1)(k-1)})
\]
and
\[
\frac{1}{n} \sum_{k=1}^{n} f_k^* D_k^* x + b^2 D_l f_k f_k^* D_k^* = \frac{1}{n} \sum_{k=1}^{n} \left( \sum_{k=1}^{n} d_k d_m \omega^{-(i+j)(k-1)i} x_i x_j + \sum_{i} |d_i|^2 \omega^{-(i-1)(k-1)} x_i + b \sum_{i} d_j \omega^{(j-1)(k-1)} x_j + |b|^2 \right).
\]

The expectation of $g$-th diagonal terms:
\[
\frac{1}{n} \sum_{k=1}^{n} E\left( \left( \sum_{i,j} d_i d_j \omega^{-(i+j)(k-1)i} x_i x_j + \sum_{i} d_i \omega^{-(i-1)(k-1)} x_i + b \sum_{j} d_j \omega^{(j-1)(k-1)} x_j + |b|^2 |d_g|^2 \right) |d_g|^2 \right)
\]
\[
= E\left( \sum_{i,j=g} |d_g|^4 |x_g|^2 + \sum_{i,j=g} |d_i|^2 |d_g|^2 |x_i|^2 + |b|^2 |d_g|^2 \right)
\]
\[
= \frac{2 |x_g|^2 + \sum_{i \neq g} |x_i|^2 + |b|^2}{n}.
\]
For the off-diagonal terms \( (g \neq h) \):
\[
\frac{1}{n} \sum_{k=1}^{n} \mathbb{E}\left( \left( \sum_{i} \sum_{j} d_{ij} \omega^{-(i+j)(k-1)} x_{i} x_{j} + b \sum_{i} d_{ij} \omega^{-(i-1)(k-1)} x_{i} + b \sum_{j} d_{ij} \omega^{(j-1)(k-1)} x_{j} + |b|^2 d_{g} d_{h} \right) \right)
\]
\[
= \frac{1}{n} \sum_{k=1}^{n} \mathbb{E}\left( \sum_{i=g,j=h} |d_{g}|^2 |d_{h}|^2 \omega^{(-g+h)(k-1)} x_{g} x_{h} \right)
\]
\[
= x_{g} x_{h}.
\]

Similarly, we can compute the expectation of \( \frac{1}{n} \sum_{k=1}^{n} (f_{k}^{*} D_{k}^{T} x + b_{(k,t)})^2 D_{t} f_{k}^{T} D_{k}^{T} \) by the same method. Then the conclusion follows.

\[\square\]

**Lemma 6.5.** Under the setup of Lemma 6.4, define matrix

\[
S := \frac{1}{m} \sum_{j=1}^{m} \left( a_{j}^{*} x + b_{j} \right) a_{j} a_{j}^{*} \left( a_{j}^{*} x + b_{j} \right) a_{j} a_{j}^{T}.
\]

When the number of samples obeys \( m \geq C_{3} n \log n \) in the Gaussian model and the number of patterns obeys \( L \geq C_{3} \log^{3} n \) in the admissible CDPs model for a sufficiently large constant \( C_{3} \),

\[||S - \mathbb{E}(S)|| \leq \delta ||\mathbb{E}(S)||\]

holds with probability at least \( 1 - c_{1} \exp(-\gamma_{3} n) - c_{2}/n^2 \) and \( 1 - c_{3}(2L+1)/n^3 \) for the Gaussian and admissible CDPs, respectively. Here \( c_{1}, c_{2}, c_{3} \) and \( \gamma_{3} \) are positive constants.

**Proof.** The Gaussian Model:

Recall that
\[
\mathbb{E}(S) = \left( \begin{array}{ccc} ||x||^2 + |b|^2 I_n & xx^{*} & 2xx^{T} \\
xx^{*} & ||x||^2 + |b|^2 I_n + xx^{T} & 2xx^{*} \\
2xx^{T} & 2xx^{*} & ||x||^2 + |b|^2 I_n 
\end{array} \right).
\]

Then to prove the conclusion, it suffices to prove the following two inequalities hold for any fixed \( x \),

\[
\left\| \frac{1}{m} \sum_{j=1}^{m} \left( a_{j}^{*} x + b_{j} \right) a_{j} a_{j}^{*} \left( a_{j}^{*} x + b_{j} \right) a_{j} a_{j}^{T} - \left( ||x||^2 + |b|^2 I_n \right) xx^{T} \right\| \leq \delta/4 \tag{6.18}
\]

and

\[
\left\| \frac{1}{m} \sum_{j=1}^{m} \left( a_{j}^{*} x + b_{j} \right) a_{j} a_{j}^{T} - 2xx^{T} \right\| \leq \delta/4 \tag{6.19}
\]

We first prove the inequality (6.18). Based on the conclusions of Lemma 6.2, taking \( x = e_{1} \) by unitary invariance, we only need to prove

\[
\left\| \frac{1}{m} \sum_{j=1}^{m} \left( 2Re(b \cdot \overline{a_{j}(1)}) + |b|^2 \right) a_{j} a_{j}^{*} - |b|^2 I_{n} \right\| \leq \delta/8 \tag{6.20}
\]

Firstly, based on Lemma 6.3 we have

\[
\left\| \frac{1}{m} \sum_{j=1}^{m} |b|^2 a_{j} a_{j}^{*} - |b|^2 I_{n} \right\| \leq 16/\delta
\]

with probability greater than \( 1 - 2 \exp(-\gamma_{3} m) \). Then to prove (6.20) we only need to show that

\[
T(v) := \left\| \frac{1}{m} \sum_{j=1}^{m} \left( Re(b \cdot \overline{a_{j}(1)}) \right) \left| a_{j} v \right|^2 \right\| \leq \delta/32 \tag{6.21}
\]

holds with high probability for any \( v \in \mathbb{C}^{m} \) with \( ||v|| = 1 \). Using the same method as given in paper [6], we first define event \( E_{\epsilon} \) as the following inequalities hold: for any \( \epsilon > 0 \)

\[
\frac{1}{m} \sum_{j=1}^{m} \left( |a_{j}(1)|^2 - 1 \right) \leq \epsilon, \quad \frac{1}{m} \sum_{j=1}^{m} \left( |a_{j}(1)|^4 - 2 \right) \leq \epsilon, \quad \max_{1 \leq j \leq m} |a_{j}(1)| \leq \sqrt{10 \log m}.
\]
Based on Chebyshev’s inequality, we know the event \( E_0 \) holds with probability at least \( 1 - 4n^{-2} \) as long as \( m \geq Cn \) for a sufficient large constant \( C \).

Next we commit to prove \((6.21)\). For a fixed \( v \), set \( v = (v(1), \tilde{v}) \) and partition \( a_j \) in the same form. Then

\[
T(v) = \left| \frac{1}{m} \sum_{j=1}^{m} \text{Re}(b \cdot \tilde{a}(j)) \cdot \left( |\tilde{a}(j)(1)|^2 |v(1)|^2 + |\tilde{a}(j)(1)\tilde{v}|^2 + 2\text{Re}(\tilde{a}(j)(1)\tilde{v} v(1)) \right) \right|
\]

\[
\leq \left| \frac{1}{m} \sum_{j=1}^{m} \text{Re}(b \cdot \tilde{a}(j)(1)) \left( |\tilde{a}(j)(1)|^2 |v(1)|^2 + 2\text{Re}(\tilde{a}(j)(1)\tilde{v} v(1)) \right) \right| + \left| \frac{1}{m} \sum_{j=1}^{m} \text{Re}(b \cdot \tilde{a}(j(1))) |\tilde{a}(j)(1)|^2 \right|
\]

\[
:= T_1 + T_2.
\]

For term \( T_1 \), based on the Hoeffding’s inequality, for any \( \delta > 0 \) and \( \gamma > 0 \), there exists a sufficient large constant \( C(\delta, \gamma) \), such that when \( m \geq C(\delta, \gamma) |b| \sqrt{n \sum_{j=1}^{m} |a_j(1)|^4} \),

\[
T_1 \leq \frac{\delta}{128}
\]

holds with probability at least \( 1 - 2 \exp(-2\gamma n) \). Next we use Bernstein-type inequality to control \( T_2 \). For \( \delta > 0 \) and \( \gamma > 0 \), when \( m \geq C(\delta, \gamma) |b| \sqrt{n \sum_{j=1}^{m} |a_j(1)|^2 + n \max_{j=1}^{m} |a_j(1)|} \),

\[
T_2 \leq \frac{\delta}{128}
\]

holds with probability at least \( 1 - 2 \exp(-2\gamma n) \). Therefore for a fixed \( v \), \( T(v) \leq \delta/64 \) holds with probability at least \( 1 - 4 \exp(-2\gamma n) \). Then via an \( \epsilon \)-net argument, let \( N \) be a \( 1/4 \)-net of the unit sphere \( \mathbb{C}^n \), we have

\[
\max_{v \in \mathbb{C}^n} T(v) \leq 2 \max_{v \in N} T(v) \leq \frac{\delta}{32}
\]

holds with probability at least \( 1 - 4 \exp(-\gamma n) \) provided \( m \geq C \left( \sqrt{n \sum_{j=1}^{m} |a_j(1)|^4} + \sqrt{n \sum_{j=1}^{m} |a_j(1)|^2} + n \max_{j=1}^{m} |a_j(1)| \right) \). Under the event \( E_0 \), when \( m \geq Cn \log n \), the inequality \((6.21)\) holds with high probability provided \( C \) sufficiently large. Thus \((6.20)\) holds with probability at least \( 1 - 6 \exp(-\gamma n) - 3n^{-2} \).

Similarly, we can prove the inequality \((6.19)\). Combining this conclusion with Lemma \((6.2)\) for positive constants \( c_1, c_2 \) and \( \gamma_\delta \) we obtain

\[
\|S - \mathbb{E}(S)\| \leq \delta \|\mathbb{E}(S)\|
\]

holds with probability greater than \( 1 - c_1 \exp(-\gamma_\beta n) - c_2/n^2 \).

For admissible CDPs model, we can take the same strategy to prove the conclusion. \( \square \)

**Lemma 6.6.** For given vectors \( u \in \mathbb{C}^n \), \( v \in \mathbb{C}^n \) and scalar \( \beta > \|u\|^2 \), set the Hermitian matrix

\[
E = \begin{pmatrix}
\beta I_n - uu^* + 2vv^* & 2vv^* \\
2vv^* & \beta I_n - uu^* + 2vv^*
\end{pmatrix}.
\]

Then the matrix \( E \) is invertible with \( \lambda_{\max} \leq \beta + 4\|v\|^2 \), \( \lambda_{\min} = \beta - \|u\|^2 \).

**Proof.** We first rewrite the matrix \( E \) as

\[
E = \begin{pmatrix}
\beta I_n - uu^* & 0 \\
0 & \beta I_n - uu^* + 2vv^*
\end{pmatrix} + 2 \begin{pmatrix} v \\ v^\top \end{pmatrix} \begin{pmatrix} v^* & v^\top \end{pmatrix}
\]

\[
:= E_1 + 2ss^*
\]

with

\[
E_1 := \begin{pmatrix}
\beta I_n - uu^* & 0 \\
0 & \beta I_n - uu^*
\end{pmatrix}
\]

and \( s^* = (v^* \ v^\top) \). We claim that under condition \( \beta > \|u\|^2 \), \( E \) is invertible. According to Sherman-Morrison formula, \( E \) is invertible is equivalent to

- \( E_1 \) is invertible,
- \( 1 + 2s^*E_1^{-1}s \neq 0 \).
Focus on the first requirement, \( E_1 \) invertible equals to \( \beta I_n - uu^\ast \) invertible. Using Sherman-Marrison formula, we know \( \beta I_n - uu^\ast \) invertible if and only if \( \beta \neq 0 \) and \( \beta \neq \|u\|^2 \). Moreover, under this condition,

\[
(\beta I_n - uu^\ast)^{-1} = \frac{I_n}{\beta} + \frac{uu^\ast}{\beta(\beta - \|u\|^2)}.
\]

So we conclude that when

\[
(6.22) \quad \beta \neq 0 \quad \text{and} \quad \beta \neq \|u\|^2,
\]

\( E_1 \) is invertible with

\[
(6.23) \quad E_1^{-1} = \left( \begin{array}{cc}
\frac{I_n}{\beta} + \frac{uu^\ast}{\beta(\beta - \|u\|^2)} & 0 \\
0 & \frac{I_n}{\beta} + \frac{mu^\top}{\beta(\beta - \|u\|^2)}
\end{array} \right).
\]

The second requirement, based on the definition of \( s \) and \( (6.23) \), equals to

\[
\frac{\|v\|^2}{\beta} + \frac{|v^*u|^2}{\beta(\beta - \|u\|^2)} 
\neq -\frac{1}{4}.
\]

Further simplify this condition, we have

\[
(6.24) \quad \beta \neq \frac{1}{2}\|u\|^2 - 2\|v\|^2 + \frac{1}{2}\sqrt{(4\|v\|^2 + \|u\|^2)^2 - 16|u^*v|^2}.
\]

Further more, we know

\[
\frac{1}{2}\|u\|^2 - 2\|v\|^2 + \frac{1}{2}\sqrt{(4\|v\|^2 + \|u\|^2)^2 - 16|u^*v|^2} \leq \|u\|^2,
\]

\[
\frac{1}{2}\|u\|^2 - 2\|v\|^2 + \frac{1}{2}\sqrt{(4\|v\|^2 + \|u\|^2)^2 - 16|u^*v|^2} \geq -4\|v\|^2.
\]

So when \( \beta > \|u\|^2 \), conditions \( (6.22) \) and \( (6.24) \) are satisfied simultaneously. Then we conclude that \( E \) is invertible.

Besides, we analyze the eigenvalues of \( E \) by computing the equation \( \det(E - \lambda I_{2n}) = 0 \). Recall that

\[
E - \lambda I_{2n} = \begin{pmatrix}
(\beta - \lambda)I_n - uu^\ast & 0 \\
0 & (\beta - \lambda)I_n - uu^\ast
\end{pmatrix} + 2 \begin{pmatrix}
v \\
v^\top
\end{pmatrix}
\begin{pmatrix}
v^* & v^\top
\end{pmatrix}
\]

\[
:= E_2 + 2ss^*.
\]

Then we only need to find \( \lambda \), under which \( E_2 + 2ss^* \) is invertible. Similar to the process we had already calculated, the solutions to \( \det(E - \lambda I_{2n}) = 0 \) are

\[
\begin{cases}
\lambda = \beta, \\
\lambda = \beta - \|u\|^2, \\
\lambda = \beta - \left( \frac{1}{2}\|u\|^2 - 2\|v\|^2 + \frac{1}{2}\sqrt{(4\|v\|^2 + \|u\|^2)^2 - 16|u^*v|^2} \right) \geq \beta - \|u\|^2, \\
\lambda = \beta - \left( \frac{1}{2}\|u\|^2 - 2\|v\|^2 - \frac{1}{2}\sqrt{(4\|v\|^2 + \|u\|^2)^2 - 16|u^*v|^2} \right) \leq \beta + 4\|v\|^2.
\end{cases}
\]

Therefore we conclude that

\[
\lambda_{\min} = \beta - \|u\|^2, \\
\lambda_{\max} \leq \beta + 4\|v\|^2.
\]

\[
\Box
\]
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