CNN-based synthesis of realistic high-resolution LiDAR data
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Abstract—This paper presents a novel CNN-based approach for synthesizing high-resolution LiDAR point cloud data. Our approach generates semantically and perceptually realistic results with guidance from specialized loss-functions. First, we utilize a modified per-point loss that addresses missing LiDAR point measurements. Second, we align the quality of our generated output with real-world sensor data by applying a perceptual loss.

In large-scale experiments on real-world datasets, we evaluate both the geometric accuracy and semantic segmentation performance using our generated data vs. ground truth. In a mean opinion score testing we further assess the perceptual quality of our generated point clouds. Our results demonstrate a significant quantitative and qualitative improvement in both geometry and semantics over traditional non CNN-based up-sampling methods.

1. INTRODUCTION

LiDAR scanners are a key enabler for autonomous driving. They are required to have a very high resolution to provide detailed information on the environment and ensure a high detection performance. Due to the unique properties of the LiDAR data structure, irregularity, and sparsity, it is not trivial to increase the point density of LiDAR scans. Typical approaches start by accumulating scans over time or by the guidance of high resolution RGB camera images. This does not account for the movement of passing objects, which remains a restriction of this approach. For the second case, it is necessary to have a RGB camera in the sensor setup, which is not always guaranteed. Furthermore, if the distance between the two sensors is quite large, it becomes more difficult to translate useful data from one sensor to the other. To overcome these issues, we focus on single frame up-sampling with only one modality, the LiDAR sensor.

LiDAR scans are generated by periodically emitting laser pulses while rotating around a vertical axis. Detailed three dimensional geometric information about the vehicles surrounding is obtained, see fig. 1 (top). The resulting point clouds are typically irregular and sparse in three dimensional space. Processing high-resolution data directly with three-dimensional convolutions is challenging without compromising accuracy [1]. Given that our three-dimensional point clouds exhibit a regular structure, we can use cylindrical two-dimensional projections to represent the data in a 2D (image-like) fashion, see fig. 1 (bottom). This allows to design two-dimensional convolutional neural networks (CNNs) which are more efficient than three-dimensional CNNs.

One observes that LiDAR sensors provide data with a high horizontal resolution, e.g. 1800 px. However, the vertical resolution is only a small fraction of that, depending on the number of lasers within the LiDAR sensor, for example 16, 32, or 64 for commonly used Velodyne LiDARs [2]. Therefore, the objective of this work is to up-sample the vertical resolution of LiDAR scans, thereby synthesizing LiDAR data as if recorded by a scanner with more layers. Operating in 2D preserves the regular structure in our data, see fig. 1 (bottom), which is beneficial for downstream perception algorithms. Further, since the industry is constantly moving towards higher resolution sensors, our approach enables the re-use of recorded (and possibly annotated) data when moving towards a higher resolution LiDAR in the future.
II. RELATED WORK

The aim of up-sampling is to estimate the high-resolution visual output of a corresponding low-resolution input. In this work we consider cylindrical two dimensional projections of structured LiDAR point clouds, therefore it is vital to also take into account analogous approaches on RGB images to solve this task. A sizable amount of literature exists on RGB image up-sampling. We focus on what we consider most relevant to this paper. Yang et al. present a comprehensive evaluation of prevailing RGB up-sampling techniques prior to the adoption of convolutional neural networks [3]. More advanced techniques, such as SRCNN [4], outperform these traditional methods. However, they cannot cope with data that features missing measurements, since dense input representations are required. The traditional methods, on the other hand, can easily be applied to cylindrical LiDAR projections. Due to their low computational complexity they can be used for real-time applications. However, the traditional re-sampling techniques are not able to restore the high-frequency information, i.e. fine details in the resized input, due to the low-pass behavior of the interpolation filters [5].

The literature on up-sampling three-dimensional data falls far behind the one on RGB image up-sampling. A number of methods considers point cloud up-sampling as a depth completion task by projecting the laser scans into sparse depth maps. They either directly operate on the depth input [6] or require guidance, e.g. from a high-resolution camera image [7], [8], [9], [10]. Here, the original structure of the input point cloud is lost and transformed into a high-resolution depth map at camera image resolution.

Yu et al. recently proposed PU-Net which directly operates on three dimensional point clouds [11]. The up-sampling network learns multilevel features per point and expands the point set via multi-branch convolution units. The expanded feature is then split into a multitude of features, which are then reconstructed to an up-sampled point set. The point set is unordered and forms a generic point cloud. However, for our application, it is important to maintain the ordered point cloud structure provided by LiDAR sensors. First, we are able to apply downstream perceptual algorithms which have been designed for the structured low-resolution data. Second, it is possible to re-use valuable data recordings by up-sampling it to higher resolutions especially when new LiDAR sensors with more layers are introduced to the market. Or in the case when algorithms, like semantic segmentation [12] or stixels [13], have to be adapted to the higher resolution.

The aforementioned methods all focus on optimizing a pixel level error of the prediction towards the target. Especially in RGB images, the literature agrees that high-resolution image predictions typically do not appear visually realistic to humans [14]. Resulting high-resolution images often lack high-frequency details and are perceptually unsatisfying in terms of failing to match the fidelity expected at the higher resolution. Therefore, a variety of perceptual optimization methods evolved since. Johnson et al. proposed a style transfer and up-sampling network using a perceptual loss based on VGG-16 [15], [16]. In contrast to previous methods, it uses an
in-network re-sizing layer, making it independent from bicubic interpolation pre-processing. In 2017, Ledig et al. proposed SRGAN which uses a perceptual loss function consisting of an adversarial loss and a content loss [17]. The adversarial loss pushes the output to the natural image manifold using a discriminator network. This network is trained to differentiate between super-resolved images and the origin photo-realistic images. Additionally, a content loss was used which enforces perceptual similarity instead of similarity in the pixel space. To the best of our knowledge, no literature on perceptual losses applied to LiDAR data exists.

Our main contributions are three-fold:

- we present a CNN-based up-sampling approach that synthesizes semantically and perceptually realistic point clouds with three specialized loss functions
- to the best of our knowledge, our approach is first to employ perceptual losses for LiDAR based applications
- besides quantitative performance evaluation on large-scale real-world data, we also analyze qualitative performance through a mean opinion score study involving 30 human subjects

### III. METHOD

Fig. 2 depicts our overall system architecture in three different variants indicated by the yellow rectangles on the bottom of the figure. The up-sampling network transforms a low resolution LiDAR scan into a corresponding high-resolution output. This prediction is compared with the ground truth high-resolution scan in either the point-wise, perceptual or semantic consistency loss function (yellow rectangles). An error is calculated which is then minimized by an Adam optimizer [18].

#### A. Up-Sampling Network

The up-sampling network is a deep residual convolutional neural network [19]. It up-samples the resolution of a LiDAR distance image to produce a high-resolution output. The output data can be understood as the equivalent of a recording from a LiDAR sensor with twice as many layers.

The design of the up-sampling network is inspired by the image transformation network by Johnson et al. [15] and uses a fractionally strided convolution for the actual up-sampling (cf. trans block in fig. 2). Performing the resolution change in-network is advantageous over alternative approaches where the re-scaling is implemented in a bicubic interpolation step prior to the actual network [4], as it enables the re-scaling parameters to be learned. In contrast to the architecture by Johnson et al., our network consists of 16 residual blocks [19] and does not need a normalizing tanh-activation at the output layer. Furthermore, the kernel of the fractionally strided convolution has a size of (4, 1). Following [15], the convolutional layers within the residual blocks are followed by spatial batch normalization and a ReLU nonlinearity. The first and last layers use $9 \times 9$ kernels while all remaining convolutions have kernel sizes of $3 \times 3$.

The input to the network is a LiDAR scan with $L/2$ layers, represented by a two-dimensional projection of shape $L/2 \times W$. With up-sampling factors $(f_x, f_y) = (2, 1)$, the output is a high-resolution distance image of shape $L \times W$. Since the network is fully-convolutional, it can be applied to inputs of any resolution.

#### B. Cylindrical LiDAR Projection

A LiDAR scanner determines the distance to surrounding objects by measuring the time of flight of emitted laser pulses. The kind of scanner used in this work consists of $L$ vertically stacked send-and-receive modules which revolve around a common vertical axis. While rotating, each module periodically measures the distance $d_{ij}$ at its current orientation which can be described by an elevation angle $\theta_i$ and an azimuth angle $\varphi_j$. The indices $i = 1 \ldots L$ and $j = 1 \ldots W$ represent the possible discrete orientations. Point of a full $360^\circ$ rotation are referred to as frame or scan.

There are multiple ways in which a LiDAR sensor can fail to provide a point distance measurement. First, the maximum distance is limited due to beam divergence and atmospheric absorption. Second, outgoing lasers pulses might hit specular reflective surfaces and never return to the sensor. Third, the laser might not be pointed towards an object at all (but towards the sky). To account for these missing measurements, we first define the set of all valid measurements as

$$\mathcal{V} = \{(i, j) | \text{reflection at } \theta_i, \varphi_j \text{ received}\}. \quad (1)$$

A two-dimensional LiDAR distance image $d_{ij}$ can then be constructed by setting

$$d_{ij} = \begin{cases} r_{ij} / m & (i, j) \in \mathcal{V} \\ d^* & \text{otherwise} \end{cases} \quad (2)$$

where we represent all measured ranges in units of meters [m] and define a proxy value $d^*$ for the missing measurements. The latter is necessary to provide a dense image structure for the convolutional network. Experiments show no significant difference in choosing this value, so we set $d^* = 0$ for simplicity, and handle it appropriately within our loss function design. The missing measurements are one of the essential differences between RGB images and LiDAR distance images. This prevents us from using the same methods designed for RGB image up-sampling to up-sample LiDAR distance images directly.

Note that the distance image representation is a cylindrical projection without any loss of information, as there are no mutual point occlusions. Since all orientation angles are known, the image can always be transformed back to a 3D point cloud $\{(x_{ij}, y_{ij}, z_{ij}) | (i, j) \in \mathcal{V}\}$ with a spherical-to-Cartesian mapping.

#### C. Modified Point-wise Loss

In a supervised setting, up-sampling is a classic regression problem where a loss function $\mathcal{L}(d^\text{pred}, d^\text{gt})$ compares the generated high-resolution distance image $d^\text{pred} = \{d_{ij}^\text{pred}\}$ with its corresponding ground truth counterpart $d^\text{gt} = \{d_{ij}^\text{gt}\}$. The
most commonly used error functions for this application are the $L^1$ and $L^2$ loss functions. In the case of LiDAR distance images, we modify these loss functions to mask the missing measurements which have been replaced by $d^*$. We therefore define the modified point-wise loss functions

$$
\mathcal{L}_{\text{dist}}^\alpha = \frac{1}{\alpha |\mathcal{V}|} \sum_{(i,j) \in \mathcal{V}} |d_{ij}^{\text{gt}} - d_{ij}^{\text{pred}}|^\alpha \quad \alpha = 1, 2
$$

(3)

where $\alpha = 1$ describes the mean average error and $\alpha = 2$ describes the mean squared error. Refer to the leftmost loss block in fig. 2.

D. Perceptual Loss

The previously introduced point-wise loss encourages the network to predict high-resolution LiDAR scans where each point is close to the ground truth counterpart in a purely spatial sense. A perfect match would be ideal in theory, but this approach can fail to output realistic point clouds in practice. To see this, note that a perfectly realistic point cloud constructed from a slightly rotated ground truth point cloud would lead to high loss values. Similarly, while an actual scan of a treetop looks like a seemingly random collection of points, a $L^2$-guided optimization will tend to produce smooth surfaces to decrease the overall distance error. We make use of a perceptual loss function to circumvent this problem.

In order to address the shortcomings of the per-pixel losses and to allow the loss function to measure semantical and perceptual differences between LiDAR scans, the perceptual loss function utilizes a deep convolutional network itself. This network is pre-trained for point-wise semantic segmentation in LiDAR scans [12], and can therefore be used as a feature extractor which encodes semantic information. This feature extractor $\phi$ is used to compare the scans on a more abstract level (see middle loss block in fig. 2). To achieve semantical and perceptual similarity with the ground truth scan, the perceptual loss function propagates both scans through the feature extractor $\phi$ and computes a $L^2$ error on the resulting high-dimensional feature maps:

$$
\mathcal{L}_{\text{feat}} = \sum_{c, i, j} |\phi(d^{\text{gt}})_{cij} - \phi(d^{\text{pred}})_{cij}|
$$

(4)

Here, $c$ iterates over the different channels of the feature map. Note that the weights in the feature extractor $\phi$ stay fixed during the training. The feature maps can be extracted at various levels within the network. In contrast to our definition of the point-wise loss function it is not necessary to exclude missing measurements from the loss calculation as the semantic feature extractor uses context information to correctly label missing input points.

E. Semantic consistency loss

In addition to the point-wise and the perceptual losses, we propose a semantic consistency loss function that is designed to maintain the semantic content of the LiDAR scan during the up-sampling process. It uses a pre-trained semantic segmentation network (same as in III-D) to compare the two scans in a cross-entropy fashion (see rightmost loss block in fig. 2). To that end, it propagates the high-resolution prediction $d^{\text{pred}}$ through the weight-fixed network to compute logits for the 13 semantic classes (road, person, car, building, ...). In $L^{\text{cross-entropy}}$, the result is compared with the one-hot encoded ground truth annotations from the Semantics dataset.

Working with the cross-entropy loss in isolation is not enough, since the spatial structure of the predicted point cloud is now completely unconstrained. To account for this, we compute a point-wise $L^1$ loss in addition (see eq. 3) and combine the two loss functions in the following multi-task semantic consistency (SC) loss function:

$$
\mathcal{L}_{\text{SC}} = \frac{1}{2\sigma_r} \mathcal{L}_{\text{dist}} + \log \sigma_t + \frac{1}{\sigma_c} \mathcal{L}_{\text{cross-entropy}} + \log \sigma_c.
$$

(5)

Here, $\sigma_r$ and $\sigma_c$ are trainable variables that balance the relative weights of the two tasks, cf. Kendall et al. [20].

IV. EXPERIMENTS

In the following, we introduce the experimental setup of our performance evaluation (section IV-A) as well as a discussion of quantitative (section IV-B) and qualitative (section IV-C) results.

A. Experimental Setup

1) Training Data: To train our networks we use two large-scale LiDAR datasets. The first one is the dataset introduced by Piewak et al. [12], which we refer to as “Semantics” dataset. Second, the raw dataset of the public KITTI benchmark is used (“KITTI Raw”). Details are given in Table I. The dataset split into training (0.62), validation (0.13), and test (0.25) has been performed on a sequence basis in order to prevent correlations between subsets.

Both datasets contain a variety of different scenes captured in urban, rural, and highway traffic. However, there are important differences between the two. Most significantly, the Semantics dataset was recorded with a Velodyne VLP32, whereas KITTI used a Velodyne HDL64 sensor. The number in the names corresponds to the layer count (number of rows) in the LiDAR scan. For HDL64, these layers have an equidistant spacing whereas the VLP32 has a higher layer density in the middle. The VLP32 has a higher range, whereas the HDL64 is limited to distances lower than 80 meters. The normalized distance distributions of both datasets are shown as shaded areas in fig. 5.

For the application of point cloud up-sampling it is straightforward to generate the training input and the corresponding ground truth. The presented datasets serve as our high-resolution target data with a shape of 32 $\times$ 1800 for Semantics

| Dataset | Training Points | Validation Points | Test Points |
|---------|-----------------|------------------|------------|
| Semantics [12] | 344,027 | 73,487 | 137,682 |
| KITTI Raw [21] | 28,548 | 5,982 | 11,499 |

TABLE I: Overview on the dataset split
and $64 \times 1565$ for KITTI. In order to obtain the low resolution frames of size $L/2 \times W$, every other layer is simply removed from the input scans. This procedure is different from most image up-sampling applications, where a bicubic down-sampling is used to generate the low-resolution data. For LiDAR point clouds, this method generates unrealistic results due to the large vertical spacing between the layers.

2) Evaluation Metrics: We employ four different evaluation metrics for the performance assessment. The first three contribute to our quantitative results, whereas the fourth metric is based on human opinion and is used for the qualitative assessment in section IV-C.

Since the point-wise losses $\mathcal{L}_{\text{dist}}^1$ and $\mathcal{L}_{\text{dist}}^2$ minimize the mean absolute error (MAE) and the mean squared error (MSE), respectively, we also use these two error functions as evaluation metrics by computing the corresponding average distance error on the whole test set. Note that the numbers obtained for the $\mathcal{L}_{\text{dist}}^1$ error can readily be interpreted as the average point deviation in meters. Upon convergence we select the training state with the lowest errors on the validation set and report the performance metrics on the test set of our dataset in table II.

The third quantitative metric is constituted by a semantic segmentation network. The pre-trained network is applied to the generated point clouds, allowing us to compute the mean intersection over union (mIoU) with respect to the ground truth annotations. This mIoU score can then be compared to the score which is obtained when using the original ground-truth high-resolution input (56.8%, see table II). This gives valuable information about the semantic information contained in the generated scans. We assume that semantics are important high-level features of real-world LiDAR data and thus an indicator for realistic LiDAR scans. The network used for this purpose has the same configuration as the feature extractor in the perceptual loss function, but uses filter counts of $n_b = \{32, 64, 96, 96, 64\}$, respectively.

Furthermore, we conducted a mean opinion score survey with humans who evaluated the visual quality of the generated point clouds. The results of the study, which was conducted on the Semantics dataset, are visualized in fig. 5.

3) Baseline and Methods: As a baseline, we evaluated three traditional interpolation techniques: bilinear, bicubic, and nearest neighbor, see table II. The overall architecture combined with the rightmost loss block of fig. 2 illustrates the setup of our training with point-wise losses. The results of the two experiments are shown as $\mathcal{L}_{\text{dist}}^1$ and $\mathcal{L}_{\text{dist}}^2$ in table II.

The perceptual loss network has been investigated in four different variants which differ in the exact location where the feature map has been extracted. They are illustrated by the $\mathcal{L}_{\text{feat},b}$ blocks ($b = 0 \ldots 3$) in the middle loss block of fig. 2. The same identifier is used in table II. We encountered major up-sampling performance degradation when using large amounts of filters in the feature extractor. This can be attributed to the storage of irrelevant information in the superfluous channels of the feature map. We have therefore drastically reduced the amount of filters in the feature extractor to $n_b = \{32, 64, 96, 96, 64\}$, as compared to the original architecture by Piewak et. al. [12]. This change slightly reduces the performance of the semantic segmentation by 1.5 percentage points in mIoU. The remaining difference between the original mIoU score of 60.2% and the network used in this work (56.8%) is due to the fact that our network is trained on distance images alone and does not use the additional reflectivity channel. For all perceptual loss up-sampling network trainings, we use the $\mathcal{L}_{\text{dist}}^1$ network weights for initialization, which speeds up the training significantly.

Finally, table II shows the results of the network trained with the semantic consistency loss $\mathcal{L}_{\text{SC}}$, which uses the same network architecture as the feature extractor of the perceptual trainings, in order to predict the logits for 13 semantic classes, a subset of the Cityscapes label set [22]. Neither the perceptual loss networks, nor the semantic-consistency guided model can be evaluated on the KITTI dataset, due to the absence of
ground truth semantic annotations for the LiDAR scans.

B. Quantitative Results

In all experiments, we encountered a significantly better performance on the KITTI dataset compared to the Semantics dataset. We attribute this to the following reasons. First, the KITTI dataset was recorded with a LiDAR sensor that has twice as many layers as the one used for the Semantics dataset. This makes the interpolation easier, as neighboring points have a higher probability to lie on the same object. Second, the HDL64 sensor used in KITTI has a smaller range. As the error generally increases with distance (see fig. 3), the KITTI dataset is less challenging in this respect. Last, the VLP32 sensor does not have an equidistant layer spacing, rendering the interpolation task on the Semantics dataset more challenging.

Considering the traditional methods first, we notice that the bilinear interpolation performs better than the bicubic interpolation. This is in contrast to results on RGB images, where up-sampling with bicubic interpolation typically achieves better results. The fact that this does not seem to hold for LiDAR distance images can be attributed to the low vertical resolution of the input scan, which makes next-to-nearest neighbors unlikely to contribute any useful information. As the bilinear interpolation achieves the lowest errors, it is considered as our baseline in the following. Unsurprisingly, it works very well for smooth surfaces but fails to properly reconstruct sharp edges.

The $\mathcal{L}^1_{\text{dist}}$ and $\mathcal{L}^2_{\text{dist}}$- guided convolution networks are designed to address these shortcomings. Both outperform the baseline and achieve far lower prediction errors. Each network obtained the lowest overall error on the metric which it is designed to minimize. Considering the mIoU, we can clearly observe a very low performance on the $\mathcal{L}^2_{\text{dist}}$ generated point clouds. Taking a look at the respective label predictions reveals that a majority of the points have been labeled as vegetation or terrain. As we will later see in the qualitative results, the $\mathcal{L}^2_{\text{dist}}$ generated point clouds exhibit high frequency perturbations, just like actual samples from the vegetation and terrain classes. The reason why this effect is so prominent for the $\mathcal{L}^2_{\text{dist}}$ trained network lies in the mathematical definition of the mean-squared error function. The $\mathcal{L}^2_{\text{dist}}$ error penalizes larger errors more than the $\mathcal{L}^1_{\text{dist}}$ loss. As the interpolation error generally increases with distance (see fig. 3), the optimizer tries to minimize those errors at the expense of accuracy in the near field.

In addition to those two different point-wise loss networks, we also investigated how performance changes when additionally feeding the reflectivity channel to the network. In contrast to a semantic segmentation network, the up-sampling model did not show any performance gain.

Further, we evaluated sparse convolutions by Uhrig et al. [6] (with varying pooling sizes), but did not achieve competitive results on the given metrics, which can probably be explained by the fact that our input data is rather dense and only has a small fraction of missing points.

Since the perceptual networks are not specialized on minimizing the point error between prediction and target, their errors are higher than the ones for the point-wise loss networks. However, we see a significant gain in mIoU. The mIoU score can be improved by extracting the feature map at later stages in the network, with the highest mIoU of 49.4% being obtained for $\mathcal{L}_{\text{feat},2}$. The increased semantic segmentation performance leads us to the assumption that the perceptually trained networks produce perceptually more realistic point
(b) Up-sampled scan with 128 layers

Fig. 6: Example scene KITTI: The left image shows an original sensor recording of HDL64 from the KITTI Raw dataset. The right is the same scene, up-sampled to 128 layers with the $L_{dist}^1$ network. Since the network is fully convolutional, it is able to up-sample from 64 to 128 layers, though it was trained on 32 layers.

C. Qualitative Results

To gain further insight, we conducted a survey among human experts to evaluate the visual quality of the generated point clouds. In contrast to similar surveys on RGB images (showing everyday scenes) where random people have been selected [17], the people participating in our survey were required to be familiar with LiDAR data. This restriction was necessary because we found that laypersons could not reliably judge the point cloud quality due to a lack of domain knowledge.

The provided MOS results are illustrated in fig. 5 an example scene of a selection of methods is shown in fig. 4. Specifically, we asked 30 subjects to assign a score from one (bad quality) to five (excellent quality) to the generated high-resolution LiDAR scans. To this end, we rendered a view of the 3D point cloud, similar to the images in fig. 4. The experts rated nine versions of each image: bilinear interpolation, networks trained with the point-wise losses $L_{dist}^1$, four versions of the perceptual loss $L_{feat,b}$ ($b = 0, 1, 2, 3$), the semantic consistency loss network, and the original high-resolution LiDAR scan (ground truth). Each subject thus rated 90 instances (nine versions of ten scenes) that were presented in a randomized fashion. Prior to the testing, subjects were given examples for category five (ground truth) and category one (nearest neighbor interpolation, random interpolation).

Fig. 5 shows that the perceptually trained networks achieve higher mean opinion scores than all other networks. The semantic-consistency network did not perform well in contrast to what the quantitative results showed. Taking a look at the example scene in fig. 4h shows that the generated point cloud is rather noisy. Only the samples generated by the $L_{dist}^2$ network, fig. 4e, exhibit even stronger high frequency perturbations, which is expressed in low MOS and mIoU scores. The $L_{dist}^1$ trained network achieved far better results than the bilinear interpolation or the semantic-consistency network, but still lacks the ability to fool someone to be a real sensor recording.

On average, our subjects assigned the highest ratings to the ground truth. The rather small difference between ground truth and our $L_{feat,1}$ approach indicates that it was sometimes difficult to distinguish between ground truth and synthesized data. This is exactly what we wanted to achieve with the proposed approach: Synthesizing data that is almost indistinguishable from ground truth without minimizing the error on a point level but rather on a perceptual level. We assume that our synthesis performance scales with the initial resolution of our input data. Synthesizing 128-layer LiDAR data from 64-layer (KITTI) data as input, for example, would generate even more convincing results, see fig. 6. Given the lack of ground truth data, this cannot be quantitatively evaluated today and is left for future work.

V. CONCLUSIONS

This paper presented a novel approach for synthesizing high-resolution LiDAR scans with a high semantical and perceptual realism involving different variants of CNNs. In extensive experiments we demonstrated that all of our system variants outperform several baseline approaches. From a quantitative perspective, the choice of best performing model variant is highly application-specific as different models excel in different evaluation metrics with respect to geometric and semantical accuracy. In our qualitative performance assessment, human subjects have favored model variants involving perceptual loss based on visual realism as a performance criterion. Designing a single method that optimizes all our performance metrics at the same time is left for future work.
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