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Abstract

Single-point zeroth-order optimization (SZO) is suitable for solving online black-box optimization and simulation-based learning-to-control problems. However, the vanilla SZO method suffers from larger variance and slow convergence, which seriously limits its practical application. On the other hand, extremum seeking (ES) control is regarded as the continuous-time version of SZO, while they have been mostly studied separately in the control and optimization communities despite the close relation. In this work, we borrow the idea of high-pass and low-pass filters from ES control to improve the performance of SZO. Specifically, we develop a novel SZO method called HLF-SZO, by integrating a high-pass filter and a low-pass filter into the vanilla SZO method. Interestingly, it turns out that the integration of a high-pass filter coincides with the residual-feedback SZO method, and the integration of a low-pass filter can be interpreted as the momentum method. We prove that HLF-SZO achieves a $O(d/T^3)$ convergence rate for Lipschitz and smooth objective functions (in both convex and nonconvex cases). Extensive numerical experiments show that the high-pass filter can significantly reduce the variance and the low-pass filter can accelerate the convergence. As a result, the proposed HLF-SZO has a much smaller variance and much faster convergence compared with the vanilla SZO method, and empirically outperforms the state-of-the-art residual-feedback SZO method.

1 Introduction

In this paper, we consider solving the generic unconstrained optimization problem:

$$\min_{x \in \mathbb{R}^d} f(x),$$

(1)

where $x \in \mathbb{R}^d$ is the decision variable and $f : \mathbb{R}^d \to \mathbb{R}$ is the objective function. A straightforward solution is to apply the gradient descent methods, e.g., $x_{k+1} = x_k - \eta \cdot \nabla f(x_k)$ with the step size $\eta$. However, in many practical applications, the first-order information of function $f$, i.e., the gradient $\nabla f(x)$, may be unavailable or too expensive to procure, and one can only access the zeroth-order information, i.e., function evaluations. To this end, zeroth-order (or derivative-free) methods are developed for black-box optimization, which essentially estimate the gradients using perturbed
function evaluations. Zeroth-order optimization (ZO) has attracted a great deal of recent attention and has been used for a broad spectrum of applications, such as reinforcement learning [3, 4], adversarial training [5], power system control [6, 7], online sensor management [8], etc.

According to the number of queried function evaluations at each iteration, ZO methods can be categorized into two types: single-point and multi-point [8]. As suggested by the name, single-point ZO (SZO) [9] only needs to query the function value once at each iteration, making it particularly suitable for online optimization problems. In contrast, multi-point ZO, such as two-point ZO [10], requires two or more function evaluations at each iteration, which may not be applicable to online optimization and decision-making problems in dynamic environments [11]. Nevertheless, it is known that the vanilla SZO method [9] suffers from slow convergence and a large estimation variance [9, 11], which seriously jeopardizes its practical application. Improving the performance of SZO has become an active research topic [11, 12, 13], and the residual-feedback SZO scheme proposed in the recent work [11] achieves the state-of-the-art performance to date.

In the control field, there is a continuous-time version of SZO called extremum seeking (ES) control [14, 15]. ES control is a classic adaptive control technique that uses only output feedback to steer a dynamical system to a state where the output attains an extremum. It can also be adopted as a derivative-free algorithm to solve static-map optimization problems [15, 16, 17]. In addition, although not essential for system operation, a high-pass filter and a low-pass filter are generally integrated into the ES control systems, because these filters can significantly improve transient behavior and mitigate oscillations. See Section 2 for detailed explanations. Despite the close connection between ES control and ZO, these two approaches have been mostly studied separately in the control and optimization communities. Then a natural question to ask is

“Can we borrow some useful tools developed in extremum seeking control, such as the high-pass and low-pass filters, to improve the performance of single-point zeroth-order optimization?”

Motivated by this question, we explore a new path to enhance SZO through leveraging high-pass and low-pass filters from ES control.

**Contributions.** In this paper, we develop a novel SZO scheme called HLF-SZO (High/Low-pass Filter Single-point ZO) by integrating a high-pass filter and a low-pass filter into the vanilla SZO method. We reveal that the integration of a high-pass filter coincides with the residual-feedback SZO scheme proposed in [11], which can significantly reduce the variance; and the integration of a low-pass filter can be interpreted as the momentum (heavy-ball) method [18], which can further accelerate the convergence. Moreover, we prove that HLF-SZO achieves a $O(d/T^2)$ convergence rate for Lipschitz and smooth objective functions (in both convex and nonconvex cases), which is better than the rate $O(d^2/T^2)$ of residual-feedback SZO given in [11] and inferior to the two-point ZO with a $O(d/T)$ rate [2]. In addition, extensive numerical experiments demonstrate that the proposed HLF-SZO method exhibits a much smaller variance and much faster convergence compared with the vanilla SZO method, and empirically outperforms the residual-feedback SZO method.

Connecting ES control and ZO to benefit each other is an interesting direction that deserves more research, and our work is a preliminary attempt to throw light on this direction. For example, this work only considers the simplest high-pass and low-pass filters, while higher-order filters or compensators with more complex designs have been used in ES control to enhance stability and transient performance [19], which may be also applicable to ZO methods for further improvement.

**Notations.** We let $\mathbb{B}_d := \{x \in \mathbb{R}^d : \|x\| \leq 1\}$ denote the closed unit ball of dimension $d$, and let $S_{d-1} := \{x \in \mathbb{R}^d : \|x\| = 1\}$ denote the unit sphere.

## 2 Preliminaries on ZO and ES Control

### 2.1 Zeroth-Order Optimization Methods

A popular ZO approach is to estimate the gradient $\nabla f(x)$ with only one function value query. Specifically, upon defining

$$G_f^{(1)}(x; r, u) := \frac{d}{r}f(x + ru)u,$$

(2)
where two function evaluations are needed in each iteration. One can check that both of the two-point ZO methods (3)-(5), the ES system adopts a sinusoidal probing signal $a \sin(\omega t)$ for function value perturbation, where $a > 0$ is the amplitude parameter and $\omega > 0$ is the frequency parameter. To analyze the ES system, we can first ignore the high-pass filter and the low-pass filter, since they are not essential to the system operation. As shown in Figure 1 a sinusoidal probing signal $a \sin(\omega t)$ is added to the state $x$, and the perturbed input $x + a \sin(\omega t)$ is fed into the static map $y = f(x)$. The output $y = f(x + a \sin(\omega t))$ is then multiplied with the signal $\frac{2}{a} \sin(\omega t)$ for correlation, and the loop is closed after passing through the integrator $- \frac{1}{s}$. Thus the ES system dynamics can be formulated as

\[ \dot{x} = - \frac{2}{a} f(x(t) + a \sin(\omega t)) \sin(\omega t), \]

Figure 1: Block diagram of the extremum seeking system with a high-pass filter $\frac{s}{s + \omega_H}$ and a low-pass filter $\frac{\omega_L}{s + \omega_L}$ that solves $\min_x f(x)$.

for $x, u \in \mathbb{R}^d$ and $r > 0$, one can show that if $u$ is uniformly sampled from the unit sphere $S_{d-1}$, then $G_f^{(1)}(x; r, u)$ becomes an unbiased estimator of the gradient of a smoothed version of $f$ [9] [10]:

\[ E_{u \sim \text{Unif}(S_{d-1})} [G_f^{(1)}(x; r, u)] = \nabla f_r(x), \quad \text{where } f_r(x) := E_{\bar{u} \sim \text{Unif}(S_{d-1})} \left[ f(x + r \bar{u}) \right]. \]

By plugging the single-point gradient estimator $G_f^{(1)}(x; r, u)$ into the gradient descent iterations for solving (1), we obtain the vanilla ZO method [9]:

\[ (\text{Vanilla ZO}) : \quad x_{k+1} = x_k - \eta \cdot \frac{d}{r} f(x_k + ru_k)u_k, \]

where $\{u_k| k = 0, 1, 2, \ldots \}$ are i.i.d. sampled from the uniform distribution $\text{Unif}(S_{d-1})$. Here, $\eta > 0$ is the step size parameter. $r$ is called the smoothing radius. One can show the convergence of (3) by appropriately choosing the step size $\eta$ and the smoothing radius $r$ under regular conditions.

The single-point gradient estimator (3) generally suffers from a high variance, which leads to slow convergence of the vanilla ZO method (3). To overcome this issue and achieve faster convergence, researchers have studied the two-point ZO methods [2], given by

\[ (\text{Two-point ZO}) : \quad x_{k+1} = x_k - \eta \cdot \frac{d}{r} f(x_k + ru_k) - f(x_k - ru_k)u_k, \]

or

\[ x_{k+1} = x_k - \eta \cdot \frac{d}{r} (f(x_k + ru_k) - f(x_k))u_k, \]

where two function evaluations are needed in each iteration. One can check that both of the two-point gradient estimators $\frac{d}{r} (f(x + ru) - f(x - ru))u$ and $\frac{d}{r} (f(x + ru) - f(x))u$ have the same expectation with the single-point gradient estimator $G_f^{(1)}(x; r, u)$, but in general they have smaller variances and thus lead to faster convergence of two-point ZO methods.

2.2 Extremum Seeking Control

ES control for solving (the scalar version of) problem (1) is the continuous-time feedback closed-loop system illustrated in Figure 1. Instead of using random direction samples $ru_k$ as in the ZO methods (3)-(5), the ES system adopts a sinusoidal probing signal $a \sin(\omega t)$ for function value perturbation, where $a > 0$ is the amplitude parameter and $\omega > 0$ is the frequency parameter. To analyze the ES system, we can first ignore the high-pass filter and the low-pass filter, since they are not essential to the system operation. As shown in Figure 1 a sinusoidal probing signal $a \sin(\omega t)$ is added to the state $x$, and the perturbed input $x + a \sin(\omega t)$ is fed into the static map $y = f(x)$. The output $y = f(x + a \sin(\omega t))$ is then multiplied with the signal $\frac{2}{a} \sin(\omega t)$ for correlation, and the loop is closed after passing through the integrator $- \frac{1}{s}$. Thus the ES system dynamics can be formulated as

1 Another choice of the distribution for the random direction $u$ is the Gaussian distribution $N(0, I/d)$. We employ $\text{Unif}(S_{d-1})$ in this paper for simplicity of exposition and theoretical analysis, while the results can be also extended to the Gaussian distribution case.
which is similar to the SZO method (3) in the formulation.

**Rationale of ES Control.** The rationale behind (6) is that when parameter $a$ is small and $\omega$ is large, the ES dynamics (6) using only output feedback behaves approximately like the gradient descent flow $\dot{x} = -\nabla f(x)$, which can steer $x$ to a (local) minimum $x^* \in \arg \min_x f(x)$ under appropriate conditions. Specifically, with a large value of $\omega$, the ES dynamics (6) exhibits a timescale separation property, where the fast time variation is caused by the high-frequency sinusoidal signal $\sin(\omega t)$, while the slow variation induced by the integrator dominates the evolution of $x$. With a small value of $a$, we consider the Taylor expansion of the output $f(x + a \sin(\omega t))$ around $x$:

$$f(x + a \sin(\omega t)) = f(x) + a \sin(\omega t) \nabla f(x) + O(a).$$

Then one can compute the average dynamics of (6), which is given by $\dot{x} = -h_{\text{ave}}(x)$ and

$$h_{\text{ave}}(x) := \frac{1}{T} \int_0^T \frac{2}{a} f(x + a \sin(\omega t)) \sin(\omega t) \, dt$$

with $T = \frac{2\pi}{\omega}$. Hence, the average dynamics of the ES system (6) with small $a$ and large $\omega$ can be regarded as the gradient descent flow plus a small perturbation term $O(a)$. Besides, the ES control method can be easily extended to the multivariate case (6) [15] by using a probing signal vector $\sin(\omega t) = [\sin(\omega t_1), \cdots, \sin(\omega t_d)]'$ with $\omega_i \neq \omega_j$ for all $i \neq j$.

**Rationale of High-Pass/Low-Pass Filters.** As shown in Figure 1, a high-pass filter $\frac{a}{\omega + \omega_H}$ and a lower-pass filter $\frac{a}{\omega + \omega_L}$ are added to the ES system to improve the transient performance and mitigate oscillations, where $\omega_H$ and $\omega_L$ denote the cut-off frequencies. Intuitively, the high-pass filter works to wash out the constant and low-frequency components from the output $f(x + a \sin(\omega t))$. As indicated in the integral (7), the first term with slowly varying $f(x)$ is not useful and can be removed, while the second part with high-frequency $a \sin(\omega t) \nabla f(x)$ is critical to form the gradient estimation. In addition, before passing through the integrator, a clean and constant gradient estimate is desirable. Thus the low-pass filter is used to wash out high-frequency oscillations (induced by the sinusoidal probing signal) in the gradient estimation. See [20, 21] for more explanations.

## 3 Algorithm Design

In this section, we first present the proposed SZO algorithms with high-pass and low-pass filters, and then elaborate the derivation processes.

### 3.1 SZO Methods with High-Pass and Low-Pass Filters

We mimic the way that ES control applies the high-pass and low-pass filters and integrate them to the vanilla SZO method (3), which leads to the following new SZO algorithms.

1) By integrating a high-pass filter to (3), the new SZO method is formulated as (8) for $k = 1, 2, \cdots$:

$$\text{(HF-SZO)}: \begin{cases} z_k = (1 - \beta) z_{k-1} + f(x_k + ru_k) - f(x_k - ru_{k-1}) \\ x_{k+1} = x_k - \eta \cdot \frac{d}{r} z_k u_k \end{cases},$$

where $\beta \geq 0$ is a parameter and $z_k \in \mathbb{R}$ is an intermediate variable with $z_0 := f(x_0 + ru_0)$. Interestingly, when setting parameter $\beta = 1$, the HF-SZO (8) becomes the residual-feedback SZO method proposed in [11]; and it reduces to the vanilla SZO method (3) when $\beta = 0$.

2) By integrating a low-pass filter to (3), the new SZO method is formulated as (9):

$$\text{(LF-SZO)}: \begin{cases} x_{k+1} = x_k - \eta \cdot \frac{d}{r} f(x_k + ru_k) u_k + \alpha (x_k - x_{k-1}) \end{cases},$$

where $\alpha \in [0, 1]$ is a parameter. Compared with (3), a “momentum” term $\alpha (x_k - x_{k-1})$ is added to (9). When setting $\alpha = 0$, the LF-SZO (9) reduces to the vanilla SZO method (3).

3) By integrating both a high-pass filter and a low-pass filter to (3), the proposed HLF-SZO algorithm is formulated as (10):

$$\text{(HLF-SZO)}: \begin{cases} z_k = (1 - \beta) z_{k-1} + f(x_k + ru_k) - f(x_k - ru_{k-1}) \\ x_{k+1} = x_k - \eta \cdot \frac{d}{r} z_k u_k + \alpha (x_k - x_{k-1}) \end{cases},$$

with $\beta \geq 0$ and $\alpha \in [0, 1]$. This formulation is similar to the SZO method (3) in the formulation.
which is basically the combination of (8) and (9). Note that in the HLF-SZO (10), only one function evaluation, i.e., \( f(x_k + ru_k) \), is queried at each iteration, when the values \( f(x_{k-1} + ru_{k-1}) \) and \( x_{k-1} \) are directly inherited from the last iteration.

It is surprising to find that the integration of a high-pass filter coincides with the residual feedback method proposed in [11], and the integration of a low-pass filter can be interpreted as the momentum (heavy-ball) method [18]. As for the choice of parameter \( \beta \), the theoretical analysis in Section 4 shows that \( \beta = 1 \) is optimal for convergence, which is also validated by the numerical experiments conducted in Section 5. Besides, a momentum parameter \( \alpha = 0.9 \) or a similar value is usually suggested [11], and there have been extensive studies [18, 22, 23] on the role and selection of the momentum parameter. See Section 4 for more discussions.

### 3.2 Derivation Process

1) \((Adding a High-Pass Filter)\). For the ES system illustrated in Figure 1 we denote \( f \) as the output of the static map and \( z \) as the signal after passing \( f \) through the high-pass filter \( \frac{s}{s+\omega_H} \). Thus we have

\[
\mathcal{L}(z) = \frac{s}{s+\omega_H} \mathcal{L}(f) \iff ̀z + \omega_H z = f, \tag{11}
\]

where \( \mathcal{L} \{ \cdot \} \) denotes the Laplacian transform. We discretize the dynamics (11) and obtain

\[
\frac{z_k - z_{k-1}}{\delta} + \omega_H z_{k-1} = \frac{f_k - f_{k-1}}{\delta} \implies z_k = (1 - \delta\omega_H) z_{k-1} + f_k - f_{k-1}, \tag{12}
\]

where \( f_k := f(x_k + ru_k) \) and \( \delta > 0 \) is the discretization resolution. In this way, \( z_k \) can be interpreted as the refined value of \( f_k \) after passing through the high-pass filter. Denote \( \beta := \delta\omega_H \geq 0 \). Then substituting \( f_k \) by \( z_k \) in the vanilla SZO (3) leads to (8).

2) \((Adding a Low-Pass Filter)\). As shown in Figure 1 a low-pass filter \( \frac{\omega_L}{s+\omega_L} \) is added before passing the gradient estimation to the integrator. We denote \( g \in \mathbb{R}^d \) as the gradient estimation signal and \( y \in \mathbb{R}^d \) as the refined signal after passing \( g \) through the low-pass filter. Thus we have the relation:

\[
\mathcal{L}(y) = \frac{\omega_L}{s+\omega_L} \mathcal{L}(g) \iff ̀y = \omega_L(-y + g). \tag{13}
\]

We discretize the resultant dynamics (13) and the integrator dynamics \( \dot{x} = -y \), which leads to

\[
\frac{y_{k+1} - y_k}{\delta} = \omega_L(-y_k + g_k) \implies y_{k+1} = (1 - \delta\omega_L) y_k + \delta\omega_L g_k, \tag{14a}
\]

\[
\frac{x_{k+1} - x_k}{\delta} = -y_{k+1} \implies x_{k+1} = x_k - \delta y_{k+1}. \tag{14b}
\]

Denote \( \eta := \delta\omega_L\) and \( \alpha := 1 - \delta\omega_L \). With \( g_k = \frac{d}{r} f(x_k + ru_k)u_k \) in the vanilla SZO (3), we obtain (9) after eliminating the variable \( y \) from (14).

3) \((Adding Both High-Pass and Low-Pass Filters)\). When both high-pass and low-pass filters are applied, the resultant method is the combination of (12) and (14), which leads to (10).

### 4 Theoretic Analysis

We make the following assumption throughout our analysis.

**Assumption 1.** The function \( f \) is G-Lipschitz and L-smooth, i.e., for all \( x, y \in \mathbb{R}^d \), we have

\[
|f(x) - f(y)| \leq G|x - y|, \quad \|\nabla f(x) - \nabla f(y)\| \leq L\|x - y\|.
\]

We first analyze the convergence of HLF-SZO (10) for the convex case.

**Theorem 1.** (Convex Case). Let \( \alpha \in [0, 1) \) and \( \beta \in (0, 2) \). Suppose that \( f \) is convex and has a minimizer \( x^* \in \mathbb{R}^d \), and let the total number of iterations \( T \) be given. Then by choosing

\[
\eta \leq \frac{(1 - \alpha)(1 - |1 - \beta|)^2}{25LdT^{1/3}}, \quad \frac{4\eta dG}{(1 - |1 - \beta|)(1 - \alpha)} \leq r \leq \frac{G}{LT^{1/3}}. \tag{15}
\]
we can achieve
\[ E[f(\bar{\mathbf{x}}_T)] - f(\mathbf{x}^*) \leq \frac{3(1-\alpha)\|\mathbf{x}_1 - \mathbf{x}^*\|^2}{4\eta T} + \frac{3G^2}{4LT^{2/3}} + O(d/T), \]
where \( \bar{\mathbf{x}}_T := \frac{1}{T} \sum_{k=1}^T \mathbf{x}_k \). Furthermore, by letting \( \eta \) achieves the equality in (15), we have
\[ E[f(\bar{\mathbf{x}}_T)] - f(\mathbf{x}^*) \leq \frac{d}{T^{2/3}} \left( \frac{75L\|\mathbf{x}_1 - \mathbf{x}^*\|^2}{4(1-\beta)|1-\beta|^{2/3}} + \frac{3G^2}{4Ld} \right) + O(d/T). \] (16)

The proof of Theorem 1 is given in Appendix C. Some implications and discussions of Theorem 1 are presented as follows:

1. **Convergence rate**: It is seen that the leading term on the right-hand side of (16) is \( O(d/T^{2/3}) \). This convergence rate has the same dependence on \( T \) as the residual-feedback SZO method given in [11] for the convex and smooth case, but achieves better dependence on the problem dimension \( d \), which is due to refined analysis on the second moment of the zeroth-order gradient estimator. On the other hand, this convergence rate is inferior to the ZO method with a two-point gradient estimator [2], which achieves a \( O(d/T) \) convergence rate.

2. **Choice of \( \beta \)**: It is seen that the optimal \( \beta \) that minimizes the leading term in (16) is given by \( \beta = 1 \). We shall see that this choice implied by our theoretical analysis is in accordance with our empirical results in Section 5. As mentioned above, the HF-SZO (8) with \( \beta = 1 \) is equivalent to the residual-feedback SZO method [11].

3. **Choice of \( \alpha \)**: It is seen that the parameter \( \alpha \) does not appear in the leading term on the right-hand side of (16). This indicates that theoretically, the convergence of HLF-SZO (10) is at least as fast as HF-SZO (8). On the other hand, we shall see in Section 5 that HLF-SZO (10) with \( \alpha > 0 \) can achieve faster convergence than HF-SZO (8). One possible reason for the better empirical convergence behavior is that the upper bound on the step size \( \eta \) given by (15) is proportional to \( 1 - \alpha \), which is conservative, and in practice, a larger step size can be employed to facilitate convergence.

Next, we establish the convergence of HLF-SZO (10) for the **nonconvex case**.

**Theorem 2.** (Nonconvex Case). Let \( \alpha \in [0, 1) \) and \( \beta \in (0, 2) \). Suppose \( f^* := \inf_{x \in \mathbb{R}} f(x) > -\infty \), and let the total number of iterations \( T \) be sufficiently large. Then by choosing
\[ \eta \leq \frac{(1-\alpha)(1-|1-\beta|)^2}{25LdT^{1/3}}, \quad \frac{4\eta dG}{(1-|1-\beta|)(1-\alpha)} \leq r \leq \frac{G}{LT^{1/3}}, \] (15)
we can achieve
\[ \frac{1}{T} \sum_{k=1}^T E[\|\nabla f(\mathbf{x}_k)\|^2] \leq \frac{4(1-\alpha)(f(\mathbf{x}_1) - f^*)}{\eta T} + \frac{8G^2}{T^{2/3}} + O(d/T). \]

Furthermore, by letting \( \eta \) achieves the equality in (15), we have
\[ \frac{1}{T} \sum_{k=1}^T E[\|\nabla f(\mathbf{x}_k)\|^2] \leq \frac{d}{T^{2/3}} \left( \frac{100L(f(\mathbf{x}_1) - f^*)}{1-|1-\beta|^2} + \frac{8G^2}{d} \right) + O(d/T). \] (17)

The proof of Theorem 2 is provided in Appendix C. Note that we use the ergodic rate of the squared norm of the gradient \( \|\nabla f(\mathbf{x}_k)\|^2 \) to characterize the convergence behavior, which is common for local methods of unconstrained smooth nonconvex problems where we do not aim for global optimal solutions [24,2]. On the other hand, we can see that the bound (17) is very similar to (16), indicating that much of the discussions on Theorem 1 will also apply to the smooth nonconvex case with minor modifications.

5 **Numerical Experiments**

In this section, we first conduct numerical experiments to study the properties of the SZO methods with high-pass and low-pass filters. Then the performance of the proposed HLF-SZO algorithm is demonstrated on logistic regression, ridge regression, and two artificial test functions, compared with the residual-feedback SZO and two-point ZO method.
5.1 Properties of SZO Methods with High-Pass/Low-Pass Filters

This subsection demonstrates the performance comparison among vanilla SZO (3), HF-SZO (8), LF-SZO (9), and HLF-SZO (10) methods, and studies the impact of the parameter $\beta$ on HLF-SZO (10), through the numerical tests on logistic regression and ridge regression.

We consider the following four cases. For each case, we run each ZO method 200 times and calculate its mean and $3\sigma$-confidence interval (CI) of the distance to optimality, i.e., $f(x_k) - f(x^*)$.

1) Logistic Regression. Consider solving the logistic regression problem (18) [25]:

$$
\min_{x \in \mathbb{R}^d} f(x) = \frac{1}{N} \sum_{i=1}^{N} \log \left( 1 + \exp(-y_i \cdot A_i^T x) \right),
$$

(18)

where $A_i \in \mathbb{R}^d$ is one of the data samples, $y_i \in \{-1, 1\}$ is the corresponding class label, and $N$ is the total sample size. In our experiments, each element of a data sample $A_i$ is randomly and independently generated from the uniform distribution $\text{Unif}([-1, 1])$, and the label is computed as $y_i = \text{sign}(A_i^T x^* + \epsilon_i)$ with $x^* = 0.5 \mathbf{1}_d$ and $\epsilon_i \sim \text{Unif}([-0.5, 0.5])$.

Case 1.1a) Comparison among SZO methods on logistic regression: Consider a small case with $d = 2$ and $N = 20$. For the SZO methods (3) (8), (9), and (10), we set $r = 0.1$, $\beta = 1$, $\alpha = 0.9$ and initial condition $x_0 = 0_d$. We manually optimize the stepsize $\eta$ of each method to achieve the fastest convergence. The selected stepsizes are $5 \times 10^{-4}$, $0.3$, $3 \times 10^{-5}$, and $0.05$ for the vanilla SZO (3), HF-SZO (8), LF-SZO (9), and HLF-SZO (10), respectively. Figure 2 illustrates the experimental results of solving the logistic regression (18) with these SZO methods.

Case 1.1b) Impact of Coefficient $\beta$ on logistic regression: Then we tune the coefficient $\beta$ from 0.6 to 1.4 and run experiments for each case to study the impact of $\beta$. Other settings are the same as the above case 1.1a). The convergence results of HLF-SZO (10) with different $\beta$ are shown in Figure 3.

2) Ridge Regression. Consider solving the ridge regression problem [25]:

$$
\min_{x \in \mathbb{R}^d} f(x) = \frac{1}{2} ||b - Hx||_2^2 + \frac{1}{2} c ||x||_2^2.
$$

(19)

In our experiments, each entry of matrix $H \in \mathbb{R}^{N \times d}$ is generated randomly and independently from Gaussian distribution $\mathcal{N}(0, 1)$. The vector $b \in \mathbb{R}^N$ is constructed by letting $b = Hx^* + \epsilon$ for a certain predefined $x^* \in \mathbb{R}^d$ and $\epsilon \sim \mathcal{N}(0, 0.1I)$. The regularization constant is set to be $c = 0.1$.

We gradually increase the stepsize for each method and select the one with the fastest convergence without divergence.
Case 1.2a) Comparison among SZO methods on ridge regression: Consider a small case with $d = 5$, $N = 100$ and $x_\star = 0.51d$. For the SZO methods (3), (8), (9), and (10), we set $r = 0.1$, $\beta = 1$, $\alpha = 0.9$ and initial condition $x_0 = 0_d$. We manually optimize the stepsize $\eta$ of each method to achieve the fastest convergence. The selected stepsizes are $6 \times 10^{-6}$, $2.5 \times 10^{-4}$, $6 \times 10^{-7}$, and $6 \times 10^{-5}$ for the vanilla SZO (3), HF-SZO (8), LF-SZO (9), and HLF-SZO (10), respectively. Figure 4 illustrates the experimental results of solving the ridge regression (19) with these SZO methods.

Case 1.2b) Impact of Coefficient $\beta$ on ridge regression: Consider a larger-scale problem with $d = 50$, $N = 1000$ and $x_\star = 1d$. For the HLF-SZO method (10), we set $r = 0.1$, $\alpha = 0.9$, $\eta = 1 \times 10^{-7}$, and initial condition $x_0 = 0_d$. Then we tune the coefficient $\beta$ from 0.6 to 1.4 and run experiments for each case to study the impact of $\beta$. The convergence results of HLF-SZO (10) with different $\beta$ are illustrated as Figure 5.

The key observations are summarized as follows:

1) From Figures 2 and 4, it is seen that the variances of HF-SZO and HLF-SZO are much smaller than the vanilla SZO and LF-SZO due to the application of the high-pass filter, and thus HF-SZO
and HLF-SZO can achieve much faster convergence. It indicates that the high-pass filter can significantly reduce the variance of SZO.

2) In addition, from Figures 2 and 4, it is seen that HLF-SZO can achieve faster convergence than HF-SZO due to the application of the low-pass filter. This will be further studied in the next subsection with more experiments.

3) From Figures 3 and 5, it is observed that the case with $\beta = 1$ achieves the least variance and fastest convergence, which is consistent with the theoretical analysis in Section 4 that $\beta = 1$ is the optimal choice.

5.2 Comparison with State-of-The-Art ZO Algorithms

This subsection compares the performance of the proposed HLF-SZO method (10) with the state-of-the-art residual-feedback SZO method (11) and the two-point ZO method (4). Note that the residual-feedback SZO method is equivalent to the HF-SZO method (8) with $\beta = 1$. Besides, the vanilla SZO method (3) is not considered for comparison, as it has much slower convergence and a much larger variance. In particular, we test these ZO algorithms on logistic regression, ridge regression, and two artificial test functions.

1) Regression Problems:

Case 2.1a) Solving the logistic regression problem (18) with $d = 50$ and $N = 1000$. We manually optimize the stepsizes $\eta$ to achieve the fastest convergence, and the selected stepsizes are $1.5 \times 10^{-2}$, $4.5 \times 10^{-2}$, and $0.7$ for the HLF-SZO (10), the residual-feedback SZO, and the two-point ZO (4), respectively. Other settings are the same as Section 5.1. The convergence comparison is illustrated in Figure 6.

Case 2.1b) Solving the ridge regression problem (19) with $d = 50$, $N = 1000$ and $x^* = 1_d$. For the ZO algorithms, we set $r = 0.1$, $\alpha = 0.9$, $\beta = 1$, and manually optimize the stepsizes $\eta$ to achieve the fastest convergence. The selected stepsizes are $1 \times 10^{-6}$, $2.4 \times 10^{-6}$, and $2 \times 10^{-5}$ for the HLF-SZO (10), the residual-feedback SZO, and two-point ZO (4), respectively. Other settings are the same as Section 5.1. Figure 6 shows the convergence comparison for solving the ridge regression problem (19).

2) Test Functions:

Case 2.2a) Minimizing the nonconvex Beale function\(^3\) given by (20), which is an artificial test function and has a global minimum at $x^* = [3; 0.5]$ with $f(x^*) = 0$.

$$f(x) = (1.5 - x_1 + x_1 x_2)^2 + (2.25 - x_1 + x_1 x_2^2)^2 + (2.625 - x_1 + x_1 x_3^2)^2.$$  \hspace{1cm} (20)

\(^3\)Beale function: [https://www.sfu.ca/~ssurjano/beale.html](https://www.sfu.ca/~ssurjano/beale.html)
Figure 6: The convergence comparison of applying the residual-feedback SZO, HLF-SZO (10), and two-point ZO (4) to solve the regression problems. (The upper two plots are for the logistic regression (18) in Case 2.1a, and the lower two plots are for the ridge regression (19) in case 2.1b.)

For the ZO algorithms, we set $r = 0.01$, $\beta = 1$, $\alpha = 0.9$, $x_0 = [0; 0]$, and manually optimize the stepsize $\eta$ to achieve the fastest convergence. The selected stepsizes are $2 \times 10^{-4}$, $5 \times 10^{-4}$, and $6 \times 10^{-3}$ for the HLF-SZO (10), the residual-feedback SZO, and the two-point ZO (4), respectively. Figure 7 illustrates the convergence comparison for minimizing the Beale function (20).

**Case 2.2b** Minimizing the nonconvex Matyas function given by (21), which has a global minimum at $x^* = [0; 0]$ with $f(x^*) = 0$.

$$f(x) = 0.26(x_1^2 + x_2^2) - 0.48x_1x_2. \quad (21)$$

The initial condition is $x_0 = [-5; -5]$, and other settings are the same as Case 2.2a. After manual optimization, the selected stepsizes are $7 \times 10^{-3}$, $2 \times 10^{-2}$, and 0.5 for the HLF-SZO (10), the residual-feedback SZO, and the two-point ZO (4), respectively. Figure 7 illustrates the convergence comparison for minimizing the Matyas function (21).

From Figures 6 and 7, it is observed that the HLF-SZO can achieve faster convergence than the residual-feedback SZO method in all cases, although not as fast as the two-point method. It implies that the integration of a low-pass filter can effectively accelerate the convergence of SZO via the momentum term.

### 6 Conclusion

This work leverages the high-pass and low-pass filters from ES control to improve the performance of SZO. By integrating a high-pass filter and a low-pass filter to the vanilla SZO method, we develop a novel SZO algorithm named HLF-SZO. It is surprising to find that the integration of a high-pass filter coincides with the residual-feedback SZO method in (11), and the integration of a low-pass filter can be interpreted as the momentum method. We prove that the proposed HLF-SZO algorithm achieves a convergence rate of $O(d/T^{3/2})$ for Lipschitz and smooth problems (in both convex and nonconvex cases), which is better than the convergence rate $O(d^2/T^{3/2})$ of residual-feedback SZO provided in...
and inferior to the two-point ZO with a convergence rate of $O(d/T)$. Numerical experiments demonstrate that the high-pass filter can significantly reduce the variance and the low-pass filter can accelerate the convergence. As a result, the proposed HLF-SZO algorithm has a much smaller variance and much faster convergence than the vanilla SZO method, and empirically outperforms the residual-feedback SZO method. This enables the application of HLF-SZO to practical black-box optimization and simulation-based learning and control problems.

This work bridges ZO in the optimization community and ES control in the control community, and shows that useful tools from ES control can be borrowed to benefit ZO. Our work is a preliminary attempt in this direction and there is much more to study. For example, 1) this work only adopts the simplest high-pass/low-pass filters and time discretization method, and better designs of the filters and discretization schemes may lead to further improvement; 2) this work focuses on the deterministic case, and we are working on the extension of the HLF-SZO algorithm to stochastic optimization with stochastic gradient descent (SGD) methods.
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A Notations and Preliminary Results

We let $F_k$ denote the filtration generated by $x_1, \ldots, x_k$ and $u_1, \ldots, u_{k-1}$. It can be checked that the iterations can be equivalently written as

$$g_k = \frac{d}{r}z_k u_k, \quad z_k = \begin{cases} 
\frac{1}{2}(f(x_k + ru_k) - f(x_k - ru_k)), & k = 1, \\
(1 - \beta)z_{k-1} + f(x_k + ru_k) - f(x_{k-1} + ru_{k-1}), & k > 1,
\end{cases}$$

$$p_k = \alpha p_{k-1} + \eta g_k,$$

$$x_{k+1} = x_k - p_k,$$

for $k \geq 1$, and we set $p_0 = 0$ and $x_0 = x_1$. We denote $\tilde{\beta} := 1 - |1 - \beta|$ for notational simplicity.

The following lemma deals with the expectation of $g_k$.

**Lemma 1.** Denote $\mathcal{B}_d := \{ x \in \mathbb{R}^d : \| x \| \leq 1 \}$. For all $k \geq 1$, we have

$$\mathbb{E}[g_k | \mathcal{F}_k] = \nabla f_r(x_k),$$

where $f_r : \mathbb{R}^d \rightarrow \mathbb{R}$ is defined by $f_r(x) := \mathbb{E}_{y \sim \text{Unif}(\mathcal{B}_d)}[f(x + ry)]$. Moreover, for all $x \in \mathbb{R}^d$,

$$|f_r(x) - f(x)| \leq \frac{1}{2} L r^2, \quad \| \nabla f_r(x) - \nabla f(x) \| \leq L r,$$

and if $f$ is convex, then $f_r(x) \geq f(x)$.

**Proof.** The result $\mathbb{E}[g_k | \mathcal{F}_k] = \nabla f_r(x_k)$ is standard in zeroth-order optimization [9]. By the $L$-smoothness of $f$, we have

$$r \langle y, \nabla f(x) \rangle - \frac{L}{2} r^2 \| y \|^2 \leq f(x + ry) - f(x) \leq r \langle y, \nabla f(x) \rangle + \frac{L}{2} r^2 \| y \|^2,$$

and by taking the expectation with $y \sim \text{Unif}(\mathcal{B}_d)$, we get

$$-\frac{L}{2} r^2 \leq f_r(x) - f(x) \leq \frac{L}{2} r^2$$

for any $x \in \mathbb{R}^d$. If $f$ is convex, then $f(x + ry) - f(x) \geq r \langle y, \nabla f(x) \rangle$, and by taking the expectation with $y \sim \text{Unif}(\mathcal{B}_d)$, we get $f_r(x) \geq f(x)$.

Finally, regarding the gradient $\nabla f_r(x)$, we have

$$\| \nabla f_r(x) - \nabla f(x) \| = \| \mathbb{E}_{y \sim \text{Unif}(\mathcal{B}_d)}[f(x + ry) - f(x)] \|
= \mathbb{E}_{y \sim \text{Unif}(\mathcal{B}_d)}[\| \nabla f(x + ry) - \nabla f(x) \|]
\leq \mathbb{E}_{y \sim \text{Unif}(\mathcal{B}_d)}[Lr \| y \|] \leq L r,$$

where we interchange integration and differentiation in the second step, which can be justified by the dominated convergence theorem.

The following lemma deals with the accumulated second moment of $z_k$.

**Lemma 2.** We have

$$\sum_{k=1}^{T} \mathbb{E}[|z_k|^2] \leq \frac{25 r^2}{4 \beta^2 d} \sum_{k=1}^{T-1} \mathbb{E}[\| \nabla f(x_{k-1}) \|^2] + \frac{2 G^2}{\beta^2} \sum_{k=1}^{T-1} \mathbb{E}[\| p_{k-1} \|^2] + \frac{10 r^4 L^2}{\beta^2}.$$

**Proof.** For $k = 1$, we have

$$\mathbb{E}[|z_1|^2] = \mathbb{E}\left[ \left. \frac{1}{2} (f(x_1 + ru_1) - f(x_1 - ru_1)) \right| \mathcal{F}_1 \right]^2$$

$$= \mathbb{E}\left[ \left. \frac{1}{2} \left( r \nabla f(x_1), u_1 \right) + \frac{1}{2} \int_{-r}^{r} \left( \nabla f(x_1 + su_1) - \nabla f(x_1), u_1 \right) ds \right| \mathcal{F}_1 \right]^2.$$
\[
\leq \frac{5}{4} \mathbb{E}[r^2 \nabla f(x_k) \nabla f(x_k)] \\
+ 5 \mathbb{E} \left[ \frac{1}{4} \int_{-r}^{r} \|\nabla f(x_k + su_k) - \nabla f(x_k)\| \|u_k\| \, ds \right] \\
\leq \frac{5r^2}{4d} \mathbb{E}[\|\nabla f(x_k)\|^2] + \frac{5}{4} \mathbb{E} \left[ \int_{-r}^{r} L_s \|u_k\|^2 \, ds \right] \leq \frac{5r^2}{4d} \mathbb{E}[\|\nabla f(x_k)\|^2] + \frac{5}{4} L^2 r^4.
\]

Then for \( k > 1 \), we get
\[
\mathbb{E}[|z_k|^2] \leq \frac{1}{(1-\beta)^2} \mathbb{E}[|z_{k-1}|^2] + \frac{1}{1-|1-\beta|} \mathbb{E}\left[|f(x_k + ru_k) - f(x_{k-1} + ru_{k-1})|^2\right] \\
= (1-\beta) \mathbb{E}[|z_{k-1}|^2] + \beta^{-1} \mathbb{E}\left[|f(x_k + ru_k) - f(x_{k-1} + ru_{k-1})|^2\right]
\]
when \( \beta \neq 1 \), and obviously this inequality also extends to the \( \beta = 1 \) case. Furthermore,
\[
\mathbb{E}\left[|f(x_k + ru_k) - f(x_{k-1} - ru_{k-1})|^2\right] \leq 2 \left(\mathbb{E}\left[|f(x_{k-1} + ru_k) - f(x_{k-1} + ru_{k-1})|^2\right] + \mathbb{E}\left[|f(x_{k} + ru_k) - f(x_{k-1} + ru_{k})|^2\right]\right).
\]

For the first term, we have
\[
\mathbb{E}\left[|f(x_{k-1} + ru_k) - f(x_{k-1} - ru_{k-1})|^2\right] \\
= \mathbb{E}\left[ r(\nabla f(x_{k-1}), u_k - u_{k-1}) + \int_{0}^{r} (\nabla f(x_{k-1} + su_k) - \nabla f(x_{k-1}), u_k) \, ds \right. \\
\left. - \int_{0}^{r} (\nabla f(x_{k-1} + su_{k-1}) - \nabla f(x_{k-1}), u_{k-1}) \, ds \right] \\
\leq 5 \mathbb{E} \left[ \left( \int_{0}^{r} (\nabla f(x_{k-1} + su_k) - \nabla f(x_{k-1})), u_k \right) \, ds \right]^2 \\
+ \frac{5}{4} r^2 \mathbb{E}[\|u_k - u_{k-1}\|^2] \\
\leq 5 \mathbb{E} \left[ \left( \int_{0}^{r} L_s \|u_k\| \, ds \right)^2 \right] \\
+ \frac{5}{4} r^2 \mathbb{E}[\|u_k - u_{k-1}\|^2] \\
= 5r^4 L^2 + \frac{5r^2}{2d} \mathbb{E}[\|\nabla f(x_{k-1})\|^2]
\]
where we used \( \|u_k\| = \|u_{k-1}\| = 1 \) and
\[
\mathbb{E}\left[(u_k - u_{k-1})(u_k - u_{k-1})^\top | F_{k-1}\right] = \frac{2}{d} I_d,
\]
and for the second term, we have
\[
\mathbb{E}\left[|f(x_k + ru_k) - f(x_{k-1} + ru_{k})|^2\right] \leq G^2 \mathbb{E}[\|x_k - x_{k-1}\|^2] = G^2 \mathbb{E}[\|p_{k-1}\|^2].
\]
Therefore for \( k > 1 \),
\[
\mathbb{E}[|z_k|^2] \leq (1-\beta) \mathbb{E}[|z_{k-1}|^2] + \frac{5r^2}{\beta d} \mathbb{E}[\|\nabla f(x_{k-1})\|^2] + \frac{10r^4L^2}{\beta} + \frac{2G^2}{\beta} \mathbb{E}[\|p_{k-1}\|^2].
\]

By summing over \( k = 1, \ldots, T \), we get
\[
\sum_{k=1}^{T} \mathbb{E}[|z_k|^2] \leq (1-\beta) \sum_{k=1}^{T-1} \mathbb{E}[|z_{k-1}|^2] + \frac{5r^2}{\beta d} \sum_{k=1}^{T-1} \mathbb{E}[\|\nabla f(x_{k-1})\|^2] + \frac{10(T-1)r^4L^2}{\beta}
\]

which gives (22).

After plugging in the bound (23), we can show that

which then implies (23).

The following lemma then provides bounds for the accumulated second moment of $g_k$ and $p_k$.

**Lemma 3.** Suppose the quantity

$$
\theta := 1 - \frac{4\eta^2 d^2 G^2 (1 + \alpha^2)}{\beta^2 \gamma^2 (1 - \alpha^2)^2}
$$

is positive. Then we have

$$
\sum_{k=1}^{T} \mathbb{E}[\|g_k\|^2] \leq \frac{25d}{4\theta \beta^2} \sum_{k=1}^{T} \mathbb{E}[\|\nabla f(x_k)\|^2] + \frac{10T \gamma^2 L^2 d^2}{\theta \beta^2}, \tag{22}
$$

and

$$
\sum_{k=1}^{T} \mathbb{E}[\|p_k\|^2] \leq \frac{2\gamma^2 (1 + \alpha^2)^2}{(1 - \alpha^2)^2} \sum_{k=1}^{T} \mathbb{E}[\|g_k\|^2]. \tag{23}
$$

**Proof.** By the definition of $p_k$, we have

$$
\mathbb{E}[\|p_k\|^2] \leq \left(1 + \frac{1-\alpha^2}{2\alpha^2}\right) \alpha^2 \mathbb{E}[\|p_{k-1}\|^2] + \left(1 + \frac{2\alpha^2}{1-\alpha^2}\right) \eta^2 \mathbb{E}[\|g_k\|^2]
$$

$$
= \frac{1+\alpha^2}{2} \mathbb{E}[\|p_{k-1}\|^2] + \frac{1+\alpha^2}{1-\alpha^2} \eta^2 \mathbb{E}[\|g_k\|^2].
$$

By summing over $k = 1, \ldots, T$, we get

$$
\sum_{k=1}^{T} \mathbb{E}[\|p_k\|^2] \leq \frac{1+\alpha^2}{2} \sum_{k=1}^{T-1} \mathbb{E}[\|p_{k-1}\|^2] + \frac{1+\alpha^2}{1-\alpha^2} \eta^2 \sum_{k=1}^{T} \mathbb{E}[\|g_k\|^2],
$$

which then implies (23).

Now, since $g_k = \frac{d}{\epsilon} z_k u_k$ and $\|u_k\| = 1$, we see that $\mathbb{E}[\|g_k\|^2] = \frac{d^2}{\epsilon^2} \mathbb{E}[\|z_k\|^2]$. By using the bound in Lemma 2, we get

$$
\sum_{k=1}^{T} \mathbb{E}[\|g_k\|^2] \leq \frac{T-1}{\beta^2 \gamma^2} \mathbb{E}[\|g_k\|^2] + \frac{25d}{4\beta^2} \sum_{k=1}^{T-1} \mathbb{E}[\|\nabla f(x_k)\|^2] + \frac{10T \gamma^2 L^2 d^2}{\beta^2},
$$

After plugging in the bound (23), we can show that

$$
\left(1 - \frac{4\eta^2 d^2 G^2 (1 + \alpha^2)}{\beta^2 \gamma^2 (1 - \alpha^2)^2}\right) \sum_{k=1}^{T} \mathbb{E}[\|g_k\|^2] \leq \frac{25d}{4\beta^2} \sum_{k=1}^{T} \mathbb{E}[\|\nabla f(x_k)\|^2] + \frac{10T \gamma^2 L^2 d^2}{\beta^2},
$$

which gives (22).

**B Proof of Theorem 1**

Denote $w_k := x_k - \alpha p_{k-1}/(1 - \alpha)$. We have

$$
w_{k+1} = x_{k+1} - \frac{\alpha}{1-\alpha} p_k = x_k - \frac{1}{1-\alpha} p_k = x_k - \frac{\alpha}{1-\alpha} p_{k-1} - \frac{\eta}{1-\alpha} g_k = w_k - \frac{\eta}{1-\alpha} g_k,
$$
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and so
\[ \|w_{k+1} - x^*\|^2 = \|w_k - x^*\|^2 - \frac{2\eta}{1-\alpha} \langle w_k - x^*, g_k \rangle + \frac{\eta^2}{(1-\alpha)^2} \|g_k\|^2. \]
By taking the expectation conditioned on \(F_k\), we get
\[
E[\|w_{k+1} - x^*\|^2 \mid F_k] = \|w_k - x^*\|^2 - \frac{2\eta}{1-\alpha} \langle w_k - x^*, \nabla f_r(x_k) \rangle + \frac{\eta^2}{(1-\alpha)^2} E[\|g_k\|^2 \mid F_k]
\]
\[ = \|w_k - x^*\|^2 - \frac{2\eta}{1-\alpha} \langle x_k - x^*, \nabla f_r(x_k) \rangle - \frac{2\eta\alpha}{(1-\alpha)^2} \langle x_k - x_{k-1}, \nabla f_r(x_k) \rangle + \frac{\eta^2}{(1-\alpha)^2} E[\|g_k\|^2 \mid F_k]. \]
Noticing that the convexity of \(f\) implies
\[ -\langle x_k - x_{k-1}, \nabla f_r(x_k) \rangle \leq -(f_r(x_k) - f_r(x_{k-1})), \]
\[ -\langle x_k - x^*, \nabla f_r(x_k) \rangle \leq -(f_r(x_k) - f_r(x^*)), \]
we get
\[
E[\|w_{k+1} - x^*\|^2] \leq E[\|w_k - x^*\|^2] - \frac{2\eta}{1-\alpha} (f_r(x_k) - f_r(x^*)) - \frac{2\eta\alpha}{(1-\alpha)^2} (f_r(x_k) - f_r(x_{k-1})) + \frac{\eta^2}{(1-\alpha)^2} E[\|g_k\|^2].
\]
Now let us assume \(\theta := 1 - 4\eta^2d^2G^2(1+\alpha^2)/(\bar{\beta}^2r^2(1-\alpha)^2) > 0\). By taking the telescoping sum over \(k = 1, \ldots, T\) and plugging in the bound on \(\sum_{k=1}^{T} E[\|g_k\|^2]\) in Lemma 3 we get
\[
E[\|w_{T+1} - x^*\|^2] \leq \|w_1 - x^*\|^2 - \frac{2\eta}{1-\alpha} \sum_{k=1}^{T} E[f_r(x_k) - f_r(x^*)] - \frac{2\eta\alpha}{(1-\alpha)^2} \sum_{k=1}^{T} E[f_r(x_T) - f_r(x_1)]
\]
\[ + \frac{25\eta^2 L_d}{2(1-\alpha)^2 \bar{\beta}^2} \sum_{k=1}^{T} E[f(x_k) - f(x^*)] + \frac{10T\eta^2 r^2 L_d^2 d^2}{(1-\alpha)^2 \bar{\beta}^2}, \]
where we also used the inequality \(\|\nabla f(x_k)\|^2 \leq 2L(f(x_k) - f(x^*))\) (see [26, Eq. (2.1.7)]). By Lemma 1, we get
\[
E[\|w_{T+1} - x^*\|^2] \leq \|w_1 - x^*\|^2 - \frac{2\eta}{1-\alpha} \sum_{k=1}^{T} E[f(x_k) - f(x^*)] - \frac{2\eta\alpha}{(1-\alpha)^2} \sum_{k=1}^{T} E[f(x_T) - f(x_1)]
\]
\[ + \frac{25\eta^2 L_d}{2(1-\alpha)^2 \bar{\beta}^2} \sum_{k=1}^{T} E[f(x_k) - f(x^*)] + \frac{10T\eta^2 r^2 L_d^2 d^2}{(1-\alpha)^2 \bar{\beta}^2} + \frac{\eta T^2 L + \eta \alpha^2 L}{1-\alpha}, \]
which further leads to
\[
\left(1 - \frac{25\eta L_d}{4(1-\alpha)\bar{\beta}^2}\right) \frac{1}{T} \sum_{k=1}^{T} E[f(x_k) - f(x^*)] + \frac{\alpha}{1-\alpha} \frac{E[f(x_T) - f(x_1)]}{T}
\]
\[ \leq \frac{(1-\alpha)\|x_1 - x^*\|^2}{2\eta T} + \frac{5\eta^2 L_d^2 d^2}{(1-\alpha) \bar{\beta}^2} + \frac{r^2 L}{2(1-\alpha)T} + \frac{\alpha r^2 L}{2(1-\alpha)T} + \frac{\alpha}{1-\alpha} \frac{f(x_1) - f(x^*)}{T}. \]
Now, by letting
\[ \eta \leq \frac{(1-\alpha)\bar{\beta}^2}{25LdT^{1/3}}, \quad \frac{4\eta dG}{(1-\alpha)\bar{\beta}} \leq r \leq \frac{G}{LT^{1/3}}, \]
we see that
\[ \theta \geq 1 - \frac{1}{4} \cdot \frac{(1+\alpha^2)}{(1-\alpha)^2} \geq \frac{3}{4}, \quad 1 - \frac{25\eta L_d}{4(1-\alpha)\bar{\beta}^2} \geq 1 - \frac{1}{4} \cdot \frac{(1+\alpha^2)}{(1-\alpha)^2} \geq \frac{2}{3}, \]
and then we obtain
\[ \frac{1}{T} \sum_{k=1}^{T} E[f(x_k) - f(x^*)] \leq \frac{3(1-\alpha)\|x_1 - x^*\|^2}{4\eta T} + \frac{3G^2}{4LT^{2/3}} + O(d/T), \]
which implies the desired bound as \(f\) is convex.
C Proof of the Nonconvex Case

We let $w_k := x_k - \alpha p_{k-1} / (1 - \alpha)$, and it can be checked that $w_{k+1} = w_k - \eta g_k / (1 - \alpha)$. By the $L$-smoothness of $f$, we have

$$f(w_{k+1}) \leq f(w_k) - \frac{\eta}{1 - \alpha} \langle g_k, \nabla f(x_k) \rangle + \frac{\eta^2 L}{2(1 - \alpha)^2} \|g_k\|^2$$

$$= f(w_k) - \frac{\eta}{1 - \alpha} \langle g_k, \nabla f(w_k) - \nabla f(x_k) \rangle - \frac{\eta}{1 - \alpha} \langle g_k, \nabla f(x_k) \rangle + \frac{\eta^2 L}{2(1 - \alpha)^2} \|g_k\|^2.$$

By taking the expectation conditioned on $\mathcal{F}_k$, we get

$$\mathbb{E}[f(w_{k+1}) | \mathcal{F}_k] \leq f(w_k) - \frac{\eta}{1 - \alpha} \langle \nabla f_r(x_k), \nabla f(w_k) - \nabla f(x_k) \rangle - \frac{\eta}{1 - \alpha} \langle \nabla f_r(x_k), \nabla f(x_k) \rangle + \frac{\eta^2 L}{2(1 - \alpha)^2} \mathbb{E}[\|g_k\|^2 | \mathcal{F}_k].$$

Note that

$$-\langle \nabla f_r(x_k), \nabla f(w_k) - \nabla f(x_k) \rangle = -\langle \nabla f(x_k), \nabla f(w_k) - \nabla f(x_k) \rangle - \langle \nabla f_r(x_k) - \nabla f(x_k), \nabla f(w_k) - \nabla f(x_k) \rangle$$

$$\leq \frac{1}{4} \|\nabla f(x_k)\|^2 + \|\nabla f_r(x_k) - \nabla f(x_k)\|^2 + \frac{5}{4} \|\nabla f(w_k) - \nabla f(x_k)\|^2$$

$$\leq \frac{1}{4} \|\nabla f(x_k)\|^2 + L^2 \eta^2 + \frac{5}{4} L^2 \|w_k - x_k\|^2$$

$$= \frac{1}{4} \|\nabla f(x_k)\|^2 + L^2 \eta^2 + \frac{5 L^2 \eta^2}{4(1 - \alpha)^2} \|p_{k-1}\|^2,$$

and

$$-\langle \nabla f_r(x_k), \nabla f(x_k) \rangle = -\|\nabla f(x_k)\|^2 - \langle \nabla f_r(x_k) - \nabla f(x_k), \nabla f(x_k) \rangle$$

$$\leq -\frac{3}{4} \|\nabla f(x_k)\|^2 + \|\nabla f_r(x_k) - \nabla f(x_k)\|^2$$

$$\leq -\frac{3}{4} \|\nabla f(x_k)\|^2 + L^2 \eta^2.$$

Therefore

$$\mathbb{E}[f(w_{k+1}) | \mathcal{F}_k] \leq f(w_k) - \frac{\eta}{2(1 - \alpha)} \|\nabla f(x_k)\|^2 + \frac{2 \eta^2 L^2}{1 - \alpha}$$

$$+ \frac{5 \eta L^2 \alpha^2}{4(1 - \alpha)^2} \|p_{k-1}\|^2 + \frac{\eta^2 L}{2(1 - \alpha)^2} \mathbb{E}[\|g_k\|^2 | \mathcal{F}_k].$$

Now, by taking the total expectation and summing over $k = 1, \ldots, T$, we get

$$\mathbb{E}[f(w_{T+1})] \leq f(w_1) - \frac{\eta}{2(1 - \alpha)} \sum_{k=1}^{T} \mathbb{E}[\|\nabla f(x_k)\|^2] + \frac{2 \eta^2 L^2 T}{1 - \alpha}$$

$$+ \frac{5 \eta L^2 \alpha^2}{4(1 - \alpha)^2} \sum_{k=1}^{T-1} \mathbb{E}[\|p_k\|^2] + \frac{\eta^2 L}{2(1 - \alpha)^2} \sum_{k=1}^{T} \mathbb{E}[\|g_k\|^2].$$

Assuming $\theta := 1 - 4 \eta d^2 G^2 (1 + \alpha^2) / [2 \beta^2 r^2 (1 - \alpha)^2] > 0$ and plugging in the bounds in Lemma 3, we get

$$\mathbb{E}[f(w_{T+1})] \leq f(w_1) - \frac{\eta}{2(1 - \alpha)} \sum_{k=1}^{T} \mathbb{E}[\|\nabla f(x_k)\|^2] + \frac{2 \eta^2 L^2 T}{1 - \alpha}$$

$$+ \frac{\eta^2 L}{2(1 - \alpha)^2} \left(1 + \frac{5 \eta L \alpha^2 (1 + \alpha^2)}{(1 - \alpha)^3 (1 + \alpha)^2} \right) \left( \frac{25 d}{4 \theta \beta^2} \sum_{k=1}^{T} \mathbb{E}[\|\nabla f(x_k)\|^2] + \frac{10 T \eta^2 L^2 d^2}{\theta \beta^2} \right).$$
Now let $T$ be sufficiently large such that
\[ T^{1/3} \geq \frac{10\alpha^2 \beta^2}{25d(1 - \alpha)^2}, \]
and let
\[ \eta \leq \frac{(1 - \alpha) \beta^2}{25LDT^{1/3}}, \quad \frac{4\eta dG}{\beta(1 - \alpha)} \leq r \leq \frac{G}{LT^{1/3}}. \]
We then have $\eta \leq (1 - \alpha)^3/(10\alpha^2 L)$, and so
\[ \theta \geq 1 - \frac{1}{4} \cdot \frac{(1 + \alpha^2)}{(1 + \alpha)^2} \geq \frac{3}{4}, \quad \frac{5\eta L \alpha^2 (1 + \alpha^2)}{(1 - \alpha)^3 (1 + \alpha)^2} \leq \frac{1 + \alpha^2}{2(1 + \alpha)^2} \leq \frac{1}{2}. \]
Therefore
\[
\mathbb{E}[f(w_{T+1})] \leq f(w_1) - \frac{\eta}{2(1 - \alpha)} \left( 1 - \frac{25\eta L d}{2(1 - \alpha) \beta^2} \right) \sum_{k=1}^{T} \mathbb{E}[\|\nabla f(x_k)\|^2]
+ \frac{2\eta r^2 L^2 T}{1 - \alpha} + \frac{\eta^2 L}{(1 - \alpha)^2 \beta^2} \cdot 10 T r^2 L^2 d^2
\leq f(x_1) - \frac{\eta}{4(1 - \alpha)} \sum_{k=1}^{T} \mathbb{E}[\|\nabla f(x_k)\|^2] + \frac{\eta}{1 - \alpha} \cdot 2 G^2 T^{1/3} + \frac{\eta}{1 - \alpha} \cdot \frac{2 G^2 d}{5},
\]
which leads to
\[
\frac{1}{T} \sum_{k=1}^{T} \mathbb{E}[\|\nabla f(x_k)\|^2] \leq \frac{4(1 - \alpha)(f(x_1) - f^*)}{\eta T} + \frac{8 G^2}{T^{2/3}} + \frac{8 G^2 d}{5T}.\]