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Machine learning techniques enhanced by noisy intermediate-scale quantum (NISQ) devices [1] have drawn a lot of attention in the last years and one of the most promising applications of NISQ devices is variational quantum circuits (VQC). These quantum circuits (QC) are constructed with parametrized gates to minimize a given observable (or measurement) and can be trained with gradient based methods [2]. There are now two main avenues for the use of VQCs. The first one is the use of VQCs as a state ansatz with the purpose of finding the variational parameters that minimize a given observable, such as the energy of a physical system for the Variational Quantum Eigensolvers (VQE) [3, 4] or Quantum approximate optimization algorithms (QAOA) [5]. Such circuits allow one to study for example chemistry problems [6] as well as classical optimization problems, where the optimization task can be mapped to a spin problem [5]. The second main application for VQCs is data driven quantum machine learning (QML) tasks where the VQCs are treated mainly as a black box and its purpose is to map classical input data onto a measurement that serves as a label [7–9]. The emphasis in this application is to predict the right label for different classical inputs and the quantum states generated by VQCs are a high dimensional representation of the classical data. These architectures of VQCs have shown to be universal approximators [8] and are therefore well suited to do machine learning. We will refer to this second application as Quantum Neural Network (QNN). Both of these applications have a classical Neural Network (NN) analogue. Classical NN architectures have been used as variational ansatz to represent quantum states [10, 11] and, like classical NNs, QNNs can be trained on data and do classification or even work as generative models [12].

Recent works in VQCs were mainly devoted to the exploration of new applications. Nevertheless, the benchmark of the performance and advantage of such circuits compared to classical NNs has not yet received the deserved attention. In this work we focus on the loss landscape of VQCs and characterize it with the help of the Hessian of the loss function. The loss landscapes of classical NNs trained on data have been extensively studied and we here compare the loss landscape of a data driven classical NN and QNN. For data driven classical NN tasks the study of the loss is almost as old as NNs themselves and started with the investigation of spin glass models for a better understanding of Hopfield networks [13]. Until this day, this is an active research area. For example, numerical studies of over-parametrized classical NN suggest that high error local minima traps do not appear [14, 15] in these high dimensional optimization landscapes. Empirical evidence even suggests that low loss basins in NNs are connected and there are no barriers separating them from each other [16]. Furthermore, different training algorithms find comparable solutions with similar training accuracies [17]. These findings are all in contradiction with the original idea of a spin-glass-like loss landscape, where many low energy solutions exist and one can get trapped in spurious minimas. Supervised NN setups show good performance at generalizing tasks, once trained on data, they are able to predict labels of unknown test data. It is, until today, still the subject of debates what kind of topology the loss minimum of a well trained NNs should have. In Ref. [18] the authors showed that even though the training is independent of the gradient descent method, the generalization of the NNs depends on many hyper parameters, such as the batch size during the training. Smaller batch sizes tend to generalize better leading to wider minima basins of the loss function with many eigenvalues of the Hessian $\lambda_i = 0$ and almost non of them $\lambda_i < 0$. These findings support the idea that wider minima generalize better, whereas this question is not yet finally answered and is still subject to today’s research in classical ML. The nature of the non-convexity of classical NNs is still in the focus of ongoing research [19].

A new phenomenon and a major short coming of VQCs compared to classical NNs is the occurrence of Barren plateaus [20–22], which are characterized by flat plateaus of the loss function and exponentially vanishing gradients already for NISQ-device-size quantum circuits. In particular, the authors of Ref. [21] showed that the appearance of Bar-
A variational quantum circuit (VQC) is a hybrid model combining classical and quantum computing. In general, Barren plateaus seem to occur when the number of parameters is large compared to the number of data points. The authors also claimed that the loss landscape of certain problems resembles a narrow gorge, which somehow contrasts with the idea of wide basins for good generalization in classical NNs. In ref. [22] the authors showed that one can avoid to initialize the variational parameters of the circuit in a Barren Plateau. In so-called hybrid-quantum-classical training settings standard gradient methods like Stochastic gradient descent (SGD), Adam or also the quantum natural gradient (QNG) have been used to train VQCs. QNG showed good convergence [2] and also helped to avoid local minima [23], which is in contrast to the aforementioned independence of the training method for classical NNs. In ref. [8] the authors use a Hessian based optimization method and obtain faster convergence for certain data driven problems. Later in this work, we will provide a possible explanation for this phenomenon.

Generally the loss landscape of VQCs is not yet well understood and, as for classical NNs, a better understanding might lead to improving optimization algorithms and highlight the limits of certain circuit designs. In this work we show how the loss landscape of different VQCs can be studied via the eigenvalues of the Hessian.

The paper is structured as follows: In SubSecs. II A and II B, we start with a brief introduction of the Hessian of NN losses, the loss landscape of classical NNs and the distribution of the eigenvalues of the Hessian. In SubSec. II C, we study the Hessian and its eigenvalues on an analytical example of a VQC. We show how to calculate the Hessian on an actual quantum hardware in Sec. IV, apply it to a general example in Sec. V and study it numerically. In Sec. VI, we study a VQC trained on classical data acting as a classifier. Finally in Sec. VII, we show how the Hessian can help to escape from very flat barren-plateau-like regions in the landscape.

II. CHARACTERIZATION OF THE LOSS LANDSCAPE WITH THE HESSIAN

A. Hessian and curvature

The Hessian of a function is a well suited mathematical object to study the local curvature of a function. Given a function $f(\theta) : \mathbb{R}^N \rightarrow \mathbb{R}$, the Hessian is defined as the square matrix of the second derivatives of this function $H_{i,j} = \partial^2 f(\theta)$, with $\theta = (\theta_1, \theta_2, \ldots, \theta_N)$. For functions satisfying the Schwartz theorem, the Hessian is a symmetric matrix and its eigenvalues $\lambda_i$ are real and can be ordered $\lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_N$. We denote by $v_i$ the eigenvector associated with the eigenvalue $\lambda_i$ and refer to the pair $(\lambda_i, v_i)$ as the $i$-th eigenpair.

The Hessian $H_{\theta}$ evaluated at a certain point $\theta$ gives a second order approximation of the function $f(\theta)$ within Taylor’s expansion and from its spectrum allows one to extract information about the local curvature of $f(\theta)$: A positive eigenvalue $\lambda_i > 0$ of an eigenpair indicates a locally positive curvature in the direction of $v_i$ and, therefore, an increase of $f(x)$ if one moves along the direction $\theta + \epsilon v_i$, for a small perturbation $\epsilon$. Analogously, negative eigenvalues indicate a locally negative curvature and $\lambda_i = 0$ indicate flat directions of the function $f(\theta)$ and, consequently, zero curvature. Accordingly, if the function is at an extremum $\nabla f(\theta) = 0$ and all eigenvalues are positive (resp. negative), the point is a local minimum (maximum). If some eigenvalues are positive and some are negative the extremum is a saddle point.

B. Loss landscape of neural networks: a brief review

The training of a NN in a supervised machine learning setting consists in minimizing over a dataset $D = \{(x_i, y_i)\}_{i=1}^N$ the empirical risk $L = \sum_{i}^N l(f(x_i), y_i)$, where $x_i$ is a training point with its corresponding label $y_i$. $f(x_i, \theta)$ is the NN prediction for the training point $x_i$ parameterized by the weights $\theta$. The loss function $l(\cdot)$ measures the difference between the NN prediction and the label. Commonly used loss functions are the mean square error or the cross entropy [24]. The Hessian is defined as $H_{i,j} = \partial^2_{\theta_i \theta_j} L$ and has a wide range of applications in ML: It can be used to adapt gradient update to the current loss landscape in the so called “Newton” method [25], for pruning [26, 27] or for interpretability purposes with the influence function [28]. Furthermore, it can also be used to study the local curvature of the loss for a better understanding of the loss landscape and the convergence of Neural Networks. In an extensive empirical study, the authors of Ref. [17] characterized the behaviour of the Hessian for over-parameterized Neural Networks, where the number of weights $\theta$ of the NN is much bigger than the number of training points $N$. They showed that, after the training, the eigenvalues of the Hessian are distributed such that most eigenvalues are in a bulk close to zero and that there are some outliers away from zero. For a randomly initialized NNs, the outliers are both positive and negative and they are symmetrically distributed around zero. With the training progress the amount of positive eigenvalues increases and it converges to a negligible amount of negative eigenvalues. For a trained NNs most eigenvalues are zero and a few are positive, which indicates a flat minimum of the loss landscape. These findings suggest that classical notions of basins of attraction may be misleading and the minima of over parameterized NNs are extremely flat pools with just a few steep directions. The authors also showed that the number of eigenvalues that are significantly larger than zero can be even smaller than the number of training points $N$ given that the training data instances of each class do not deviate significantly. They can be of the order of $k$, which is the number of classes that have to be learned by the NN.

C. Loss landscape of VQCs

For the study of loss landscapes of VQCs the literature, so far, is rather sparse and there are still many open questions. For pure quantum optimization tasks, such as QAOA, VQE or also state preparation, in general, Barren plateaus seem to
be a major problem and \( \nabla f(\theta) = 0 \) might not indicate an extremum in the loss landscape but an absolutely flat region, where all eigenvalues of the Hessian are zero. In Ref. [21] the authors defined a Barren Plateau as a point in the parameter space, where the mean gradient \( \langle \nabla f(\theta) \rangle = 0 \) and the variance \( \mathrm{Var}[\nabla f(\theta)] \) is exponentially vanishing with the number of qubits \( N \) for global cost functions and any circuit depth \( d \). They also showed that Barren plateaus can be avoided for local cost functions if the circuit depth is \( d \in \mathcal{O}(\log(N)) \).

For data driven tasks, where VQCs are trained on classical data, which we will refer to as a Quantum Neural Network (QNN), the occurrence of Barren plateaus has, to our knowledge, not been observed so far. In section VI where we investigate a QNN example, the optimization does not suffer from vanishing gradients. The loss landscape for VQCs has so far been studied in the context of the Quantum Natural Gradient (QNG) [2, 23] where it has been shown that including the local curvature of the quantum state can improve training convergence and also help to avoid local minima. Furthermore, in VQC settings where the aim is to find a target state \( \ket{\psi_T} \) the question of how expressive a certain circuit ansatz is and whether the ansatz contains a solution to the problem becomes relevant [29]. Unfortunately, if one wants to find a target state with gradient based optimization methods, it will not be enough to know that the ansatz contains a solution. It might be impossible to reach it from a certain initialization of the parameterized circuit, because one gets stuck in local minima. This problem has been studied for classical NN and empirical evidence suggests that for overparameterized NN the local minima basins are connected [30] and therefore overparametrization is as crucial as the bare existence of the solution itself. It is still unclear if these notions of overparameterization also apply to VQCs. Hence, there is a need for a better understanding of the loss landscapes of general VQCs and we believe that the use of the Hessian is one possible tool to achieve this.

III. LOSS LANDSCAPE OF VQCS: AN ANALYTICAL EXAMPLE

In this section we analytically characterize the curvature of the loss landscape with the Hessian. We start with a simple circuit that can be solved analytically to get familiar with the concept of the Hessian of loss functions of VQCs. We choose a toy model circuit introduced in Ref. [21] that presents Barren plateaus.

The toy model is a \( N \) qubit VQC \( V(\theta) = \bigotimes_i R(\theta_i) = \bigotimes_i R(\phi_1, \phi_2, \phi_3) \) followed by CZ entangling gates. We denote by \( L_i \) is a combination of rotations and entangling gates. FIG. 1. Variational Circuits. a) Toy model circuit with 1 qubit rotations around the x axis for \( N \) qubits without entangling gates. b) A general 4 qubit circuit with 1 qubit rotations \( R(\omega_i) = R(\phi_1, \phi_2, \phi_3) \) followed by CZ entangling gates. We denote by \( L_i \) is a combination of rotations and entangling gates.

For data driven tasks, where VQCs are trained on classical data, which we will refer to as a Quantum Neural Network (QNN), the occurrence of Barren plateaus has, to our knowledge, not been observed so far. In section VI where we investigate a QNN example, the optimization does not suffer from vanishing gradients. The loss landscape for VQCs has so far been studied in the context of the Quantum Natural Gradient (QNG) [2, 23] where it has been shown that including the local curvature of the quantum state can improve training convergence and also help to avoid local minima. Furthermore, in VQC settings where the aim is to find a target state \( \ket{\psi_T} \) the question of how expressive a certain circuit ansatz is and whether the ansatz contains a solution to the problem becomes relevant [29]. Unfortunately, if one wants to find a target state with gradient based optimization methods, it will not be enough to know that the ansatz contains a solution. It might be impossible to reach it from a certain initialization of the parameterized circuit, because one gets stuck in local minima. This problem has been studied for classical NN and empirical evidence suggests that for overparameterized NN the local minima basins are connected [30] and therefore overparametrization is as crucial as the bare existence of the solution itself. It is still unclear if these notions of overparameterization also apply to VQCs. Hence, there is a need for a better understanding of the loss landscapes of general VQCs and we believe that the use of the Hessian is one possible tool to achieve this.

In this section we analytically characterize the curvature of the loss landscape with the Hessian. We start with a simple circuit that can be solved analytically to get familiar with the concept of the Hessian of loss functions of VQCs. We choose a toy model circuit introduced in Ref. [21] that presents Barren plateaus.

The toy model is a \( N \) qubit VQC \( V(\theta) = \bigotimes_i R(\theta_i) = \bigotimes_i R(\phi_1, \phi_2, \phi_3) \), shown in FIG. 1 (a), with randomly initialized parameters \( \theta \) that creates the state

\[
V(\theta) |0\rangle = \sum_{k=0}^{n} (i)^k P \left( \prod_{i} \cos(\frac{\theta_i}{2}) \prod_{j} \sin(\frac{\theta_j}{2}) |0\rangle^{n-k} |1\rangle^k \right),
\]

where \( |0\rangle \equiv \bigotimes_i |0\rangle \) and \( P(\cdot) \) stands for the sum of all possible permutations of the argument. For example

\[
P(\cos(\theta_1) \sin(\theta_2) |01\rangle) = \cos(\theta_1) \sin(\theta_2) |01\rangle + \cos(\theta_2) \sin(\theta_1) |10\rangle.
\]

The aim of the variational algorithm is to rotate the initial state \( V(\theta) |0\rangle \) into a given target state \( |\psi_T\rangle \) and to maximize the fidelity \( F \) with respect to \( |\psi_T\rangle \). For the particular target state \( |\psi_T\rangle = |0\rangle \), all the \( \sin(\cdot) \) terms in the variational state of Eq. (1) can be used to get the fidelity reads [21]

\[
F = |\langle \psi_T | V(\theta) |0\rangle|^2 = \prod_i \cos^2 \left( \frac{\theta_i}{2} \right). \tag{3}
\]

Therefore, we can translate this optimization problem into the minimization of the loss function \( l = 1 - F \), shown in FIG. 2, as a function of \( \theta_1 \) and \( \theta_2 \) and for \( \theta_{2>2} = 0 \). We now discuss how the Hessian can help to understand the loss landscape. First we initialize the parameters \( \theta \) randomly and we want to find the parameters to generate the target state. Figure 2 depicts the eigenvalues of the Hessian for different
values of \( \theta_1 \) and \( \theta_2 \). The points a) - d) in the optimization landscape show a possible trajectory of an optimizer, where the point a) shows an initialization in a Barren Plateau, where all the eigenvalues of the Hessian are 0. The points b) and c) are saddle points in this high dimensional optimization space where some of the eigenvalues are negative, some are positive and the bulk of them is zero. The point d) shows a well converged loss with no negative eigenvalues of the Hessian and zero gradient ensuring that it is indeed a local minimum. Since the loss \( \lambda = 0 \) we even know that it is a global minimum.

We also observe many degenerate zero eigenvalues which implies that the minimum is not isolated. As it was the case for classical neural networks, this is a consequence of the overparametrization of the VQC: many different linear combinations of angles lead to the same loss function.

We also study the phenomenon of narrow gorge described in Ref. [21], where the authors suggested that the valley in Fig. 2 becomes narrower with an increasing number of qubits \( N \). We find that the amplitudes of the eigenvalues of the Hessian do not depend on the system size, which means that the gorge does not get steeper with increasing number of qubits. Nevertheless, it is still true that the VQC is more likely to be initialized in a flat region, not because of a steeper gorge, but because the parameter space becomes bigger and the product of sinusoidal functions of Eq. (1) becomes smaller for a larger number of randomly drawn parameters.

Figure 3 shows the loss landscape for a local loss function \( \lambda = 1 - \sum_i |\langle \Psi | 0 \rangle_i|^2 \), where \( |\Psi \rangle = V(\theta) |0 \rangle \) is the variational state and \( |0 \rangle \) is the qubit state of qubit \( i \). In contrast to the global loss of Eq. (3) we measure each qubit separately. For the local loss we find that there is no point in the loss landscape where the eigenvalues of the Hessian vanish.

Note that this behaviour also applies to circuit ansätze that do not contain the exact target state and converge at high losses. If we choose the equal superposition as a target state \( |\psi_T \rangle = \sum_{\sigma} |\sigma \rangle \) the circuit \( V(\theta) \) that only consists of Pauli X rotations will not be able to rotate the initial state \( |0 \rangle \) such that it matches the target state with perfect fidelity. However, with an eigenvalue pattern like in Fig. 4 we know that point d) is a local minimum, given that all the eigenvalues are either positive or zero. It becomes also clear that zero eigenvalues of the Hessian correspond to directions where changes in parameters do not affect the loss landscape. This phenomenon is illustrated in Figure 4 the direction \( (\theta_1, -\theta_2) \) moves along a valley with constant loss. Therefore, the eigenvectors of the Hessian reveal additional information which help to find directions in the loss landscape of maximum or minimum stability. The latter might be used for pruning the network [26].

IV. COMPUTATION OF THE HESSIAN OF A QUANTUM CIRCUIT

Like in classical machine learning, we can treat a variational quantum circuit as a black-box function that takes classical data \( \vec{x} \), depends on some learnable parameters \( \theta \) and returns some classical value \( f(\theta, \vec{x}) \) from a measurement or some expectation value. The gradient of any quantum circuit can be calculated by estimating the central finite difference of the circuit output

\[
\partial_\theta f(\theta, \vec{x}) = \lim_{\varepsilon_\theta \rightarrow 0} \frac{f(\theta_{\varepsilon_\theta}, \vec{x}) - f(\theta_{-\varepsilon_\theta}, \vec{x})}{2\varepsilon_\theta},
\]

(4)

To approximate the limit of \( \varepsilon_\theta \rightarrow 0 \) on real hardware one should choose \( \varepsilon \ll 1 \). This kind of gradient estimation has been shown to not perform well and depends strongly on the stochasticity of the measurement outcomes, the number of measurements and the choice of \( \varepsilon \) [31]. Because of the factor \( \frac{1}{2} \) the measurement noise can be amplified and the estimation of the gradient requires more measurement shots for smaller \( \varepsilon \). In Refs. [32, 33] the authors showed how the gradient can be calculated analytically to avoid the dependency on the hyperparameter \( \varepsilon \). This work focused on quantum circuits that can be implemented on NISQ devices, where the parametrized gates are any qubit rotations generated by Pauli operators. Taking advantage of these gates, the analytic gra-
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FIG. 5. Eigenvalue evolution during the training. We separate the curves for different epochs to increase the visibility as the difference between the smallest and biggest eigenvalues is varying during the training.

\[ \frac{\partial f(\theta, \vec{x})}{\partial \theta} = \frac{1}{2} \langle \theta_{-i}, \theta_i + s, \vec{x} \rangle - \langle \theta_{-i}, \theta_i - s, \vec{x} \rangle \]

where \( \theta_{-i} \) are all the parameters except \( \theta_i \) and \( s = \pi/2 \). This is called the parameter shift rule and \( s = \pi/2 \) for all qubit gates that are generated by matrices with eigenvalues equal to \( \pm 1/2 \), for example Pauli matrices. To obtain the gradient of a loss function \( \ell(f(\theta, \vec{x})) \), we apply the chain rule \( \partial f(\theta, \vec{x}) = \partial \theta f(\theta, \vec{x}) l(\theta, \vec{x}) \), where \( l \) is the first derivative of the loss function with respect to the argument \( f(\theta, \vec{x}) \).

We here propose to compute the Hessian of a quantum circuit by applying the parameter shift rule twice

\[ \frac{\partial^2 f(\theta, \vec{x})}{\partial \theta \partial \theta} = \frac{1}{2} \langle \theta_{-i}, \theta_i + s, \theta_j + s, \vec{x} \rangle + \langle f(\theta_{-i}, \theta_i, \theta_j, \vec{x}) \rangle \]

\[ \frac{\partial^2 f(\theta, \vec{x})}{\partial \theta \partial \theta} = \langle f(\theta_{-i}, \theta_i, \theta_j, \vec{x}) \rangle \]

\[ \frac{\partial^2 f(\theta, \vec{x})}{\partial \theta \partial \theta} = \langle f(\theta_{-i}, \theta_i, \theta_j, \vec{x}) \rangle \]

With this tool we are able to study the curvature of a loss function \( l(f(\theta, \vec{x}), y) \) via the second derivative of the loss. We emphasize here that one has to apply the chain rule twice to obtain the correct Hessian of \( l \)

\[ \frac{\partial^2 f(\theta, \vec{x})}{\partial \theta \partial \theta} = \partial \theta f(\theta, \vec{x}) \partial \theta f(\theta, \vec{x}) l''(f(\theta, \vec{x}), \vec{y}) \]

\[ \partial \theta f(\theta, \vec{x}) \partial \theta f(\theta, \vec{x}) l''(f(\theta, \vec{x}), \vec{y}) \]

where \( l'' \) is the first (second) derivative of the loss function with respect to the argument \( f(\theta, \vec{x}) \). In this work we mostly use the loss function \( l(f(\theta, \vec{x})) = 1 - f(\theta, \vec{x}) \), because \( f(\theta, \vec{x}) \) will be a figure of merit to be maximized, such as the overlap with some target state or a local observable.

In particular, Figure 5 d) depicts the eigenvalues of the Hessian for the completely converged variational circuit (Epoch 15) and, similarly to the previous toy model, the eigenvalues are all non-negative. Furthermore, most of the eigenvalues are zero, which means that the minimum that we found is a flat region.

V. BEHAVIOUR OF A GENERAL VQC WITHOUT DATA

We now focus on the behaviour of the eigenvalues of the Hessian during the training of a more general circuit with entangling gates. The aim of the training is, again, to optimize a randomized initialized circuit \( V(\theta) |0 \rangle \) such that we obtain the target state \( |\psi_T \rangle = \sum_i |\sigma_i \rangle \) at the output. To have a better circuit ansatz than in the previous section, we use general qubit rotations \( R(\phi_1, \phi_2, \phi_3) = e^{i\phi_1 \sigma_x} e^{i\phi_2 \sigma_y} e^{i\phi_3 \sigma_z} \), which we apply to each qubit, followed by a layer of controlled-Z (CZ) operations. We entangle the gates following the architecture proposed in Ref. [8], where after each layer of rotations we entangle each qubit with its neighbouring qubit, starting either with the even or the odd qubits. We will refer to a sequence of rotating operations followed by CZ operations as a perturbation of CZ operations. Depending on the even/odd label \( i \) of the layer, we start the pairwise entanglement with the even/odd qubits [See Fig. 1 b)]

Figure 5 shows the typical behaviour of the eigenvalues of the Hessian of such a parameterized circuit during the training. The eigenvalues' distribution for the randomly initialized circuit (at epoch 0) shows the occurrence of a Barren-Plateau-like behaviour with all eigenvalues close to zero. Already for a circuit with 4 qubits and 4 layers, which has 48 parameters (3 for each rotation), the circuit is likely to be initialized in a flat region.

3D visualizations in these high dimensional loss landscapes are not feasible anymore provided that it is not clear how to fix the remaining parameters. However, the Hessian contains information about the local curvature of the landscape.
Considering an eigenvector $v_0$ of the Hessian after convergence with the corresponding eigenvalue $\lambda_0 = 0$, we know that if we perturb these optimal parameters $\theta$ in the direction of $v_0$, $\theta_{\text{pert}} = \theta + \epsilon v_0$, the loss will not change for a normalized $v_0$ and a small perturbation $\epsilon \in \mathbb{R}$. The same idea applies to eigenvectors $v_1$ that correspond to an eigenvalue $\lambda \gg 0$. Perturbing $\theta$ in the direction of $v_1$ the loss increases fast, because the loss landscape in this direction is steep. Figure 6 shows the perturbation in the direction of several eigenvectors. The corresponding eigenvalues are the labels of the curves. For the eigenvalue $\lambda = 0$ we see that the loss only increases for perturbations $\epsilon \gg 0$, which shows that the loss landscape is indeed flat around the minimum. We also would like to emphasize that most eigenvalues are $\lambda = 0$, but we are only able to show the perturbation curve for one eigenpair $(\lambda_1 = 0, v_1)$ in Figure 6 because they behave very similarly around $\epsilon \ll 0$. The vast number of zero eigenvalues indicate that the loss landscape around the minimum is mostly flat with only a few steep directions.

We therefore see that the positive semi-definite nature of the Hessian is an indicator for a very stable solution. The optimization landscape cannot be perturbed and it is unlikely that during the optimization one jumps to another local minimum. The fact that in all directions the loss either stays the same or increases means that, with gradient descent methods the minimum loss can always be recovered, because we are in a locally convex point of the landscape. On the other hand, as we discuss in the next section, in quantum and classical ML tasks involving training with data not all eigenvalues are positive. There are still some small negative eigenvalues remaining and the Hessian is not positive semi-definite [34]. The optimization still converges, but the exact nature of the loss minima is controversial. There are claims that these flat regions are essential for the generalization capabilities of a neural network [30] and that through these wide flat pools two solutions can be connected, which contradicts the idea of isolated basins at the bottom of the loss landscape [35].

![Training data for variational circuit](image)

**FIG. 7. Training data for variational circuit.** Data inside the disk are labelled 1 and data outside the disk are labelled −1.

VI. TRAINING WITH DATA

We now characterize the Hessian of VQCs trained on data $X$ with labels $y$, often called quantum neural networks (QNNs). We compare the results to a classical fully connected feed forward NN and we observe qualitative differences between classical NNs and QNNs. To this end, we use a simple dataset $D = \{(\vec{x}^0, y^0)\}_{i=1}^N$ which only contains two classes, depicted in Fig. 7: a 2 dimensional set of points $\vec{x} = (x_1, x_2)$ labeled $−1$ inside the circle of radius $r$ and 1 otherwise. In order to have a balanced dataset between the labels for $x_1 \in [−1, 1]$, we choose $r = \sqrt{2/\pi}$.

The first step is to encode the data instances $\vec{x} \in X$ onto the variational circuit and then the second step is to associate a certain measurement direction with a classical label $y$. There are many possible ways to encode the classical data in the quantum state $|\psi(\theta, \vec{x})\rangle$. We follow here the architecture proposed in Ref. [8] and depicted in Fig. 8, which adds to each layer a parametrized rotation $R(\omega)$ followed by a parametrized rotation $R(\alpha)$ applied on each qubit (we here choose $\alpha = 0$ as the data are two-dimensional), followed by the entangling operators. Regarding the label, the general idea is to define a measurement on one or more of the qubits that determines the QNN prediction. For two classes, the measurement of one qubit is already sufficient to have orthogonal measurements for each class, minimizing the overlap between complementary predictions. Therefore we choose to measure the first qubit in the pauli $Z$ direction and associate the measurement expectation value $\langle Z \rangle = 1$ ($\langle Z \rangle = −1$) with the labels $y = 1$ ($y=−1$). The loss $l(\langle Z \rangle, y)$ compares the label with the prediction $\langle Z \rangle$ and we here use the mean square loss

$$l(x, y) = (\langle \psi(\theta, x) | Z | \psi(\theta, x) \rangle - y)^2.$$  \hspace{1cm} (12)

After training, one finds the set of parameters $\tilde{\theta}$ that minimizes the empirical risk $E = \sum_{(x, y)} l(x, y)^2$.

To get an intuition, we first consider the Hessian of the loss of an arbitrary single training point $\langle \vec{x}, y \rangle$. It has an eigen-
value distribution dependent on the prediction of the NN on $x$. A correctly predicted label $\hat{y}$ with a loss $l(y, \hat{y}) \approx 0$ will lead to an eigenvalue distribution with most eigenvalues equal 0 and a few bigger than zero. This is the typical distribution if the loss of the QNN is in a minimum [17]. For wrongly predicted labels, the eigenvalues of $H$ are mostly zero with a few negative values. This is typical if the loss of the QNN is in a maximum. If the prediction $\hat{y}$ is somewhere between the labels $-1$ and $1$ and there is a big uncertainty in the QNN’s prediction, the eigenvalues of the Hessian will be again mostly zero but with an equal amount of positive and negative eigenvalues. This distribution is likely to be obtained in randomly initialized NNs. In the following part, we show that for VQCs the eigenvalue distribution of the Hessian and the loss landscape itself shows some qualitative differences with respect to classical neural networks. We also emphasize that we do not look at the Hessian spectrum of single training points, but rather at the spectrum of the whole training set. Empirical studies show that the eigenvalues of the sum of all the losses of the single training points (the empirical risk) behave approximately like the average of the spectrum of the single losses. If most training points are correctly classified, the Hessian of the empirical risk has negligible negative eigenvalues. In contrast, if all points are incorrectly classified the positive eigenvalues are negligible, if most training points show uncertainty in their prediction then there will be a positive and a negative tail in the eigenvalue spectrum.

Figure 9 shows the prediction map of the QNN and the eigenvalues of the Hessian calculated over the whole training set (inset) for random initialization and after the training. We compare the results of the QNN with a classical fully connected feed forward NN (FFNN) in Figure 10. To make the results comparable, we choose a NN with a comparable amount of parameters, the same labels $y = \pm 1$ and the same loss function. The classical NN has 2 hidden layers with 12 and 10 neurons which results in 200 parameters, which is comparable to the 192 parameters of the QNN (8 qubits, with each 8 layers and 3 parameters per layer $8 \times 8 \times 3 = 192$).

![FIG. 9. QNN label prediction map with Z-measurement for a randomly initialized variational circuit a) and after the training b). The intend shows the Hessian’s eigenvalue distribution, which is similar to a classical NN if we use the loss function. The Hessian is calculated over the whole training set.](image)

The distribution of the eigenvalues is similar for the FFNN and the QNN. For a random initialization the eigenvalues are equally likely positive and negative and the bulk is zero. After convergence, the negative eigenvalues disappear. There is a qualitative difference between the classical and the quantum version concerning the amplitude of the eigenvalues, which is almost an order of magnitude smaller for the FFNN for random initialization. For these relatively small FFNNs with 200 parameters, the distribution of the eigenvalues for a random initialization can vary strongly, but this is an effect that disappears for higher overparameterization of the FFNN. This is in contrast to the QNN that does not show strong fluctuations in the amplitude of the negative and positive eigenvalues. Furthermore the loss landscape of the QNN already shows steep slopes for random initialization compared to the flat random initialization of the FFNN. This stands in contrast to the training of variational circuits without data, where it is likely to initialize the circuit in absolutely flat regions. We did not observe any plateaus in the case of QNN trained on data. As the authors in Ref. [23] pointed out, classical NNs tend to transform local minima into deep and narrow steep valleys [36], which means that, for FFNN the amplitude of the negative eigenvalues tends to decrease if the training progresses. This is also in agreement with Ref. [19]. In addition, for FFNNs, we observe that there are just a few positive eigenvalues, of the order of the number of classes as introduced in section II B, in agreement with [17]. On the other side, QNN do not seem to converge to these extremes, where just a few eigenvalues are positive and their positive “tail” in the eigenvalue spectrum is less steep (at least for the order of $< 200$ parameters). This observation seems to be connected with the fact that the loss landscape of the QNN after convergence still has some uncertainty at the decision boundary, unlike the FFNN which barely has any. The eigenvalues of the Hessian of the loss landscape inside a pool with high certainty are all close to zero, even if the NN prediction is wrong. This is generally true for wide flat regions of the loss landscape and it means that the main contribution of the eigenvalues of the Hessian comes from transition regions in the loss landscape where the label prediction changes from one to another.

![FIG. 10. FFNN label prediction map for a randomly initialized NN a) and after the training b). The intend shows the Hessian’s eigenvalue distribution. The Hessian is calculated over the whole training set.](image)
VII. ESCAPING FROM BARREN PLATEAUS WITH THE HELP OF THE HESSIAN

In this section we show how the Hessian can be used to escape from Barren Plateaus during the training of variational circuits. As shown in Ref. [21] the likelihood of initializing a variational circuit in a Barren Plateau increases with the numbers of qubits and layers of the circuit. Here, we propose to use the inverse of the largest eigenvalue of the Hessian $1/\lambda_{\text{max}}$ as the learning rate of the gradient descent optimizer in order to avoid being trapped in the loss landscape by vanishing gradients. In Fig. 11 we compare a normal Gradient descent optimizer (GD), with the quantum natural gradient optimizer (QNG) from Ref. [2] and with our method of a learning rate of $1/\lambda_{\text{max}}$. The comparison has been done for random initializations of a circuit with $N = 8$ qubits and 4 layers of parameterized rotations $R(\phi, \theta, \omega)$. The initial state is $|0\rangle^\otimes N$ and the target state is $|\psi_T\rangle = 1/\sqrt{2^N} \sum_\sigma |\sigma\rangle$. To compare the optimization methods we start in the same random initialization. We observe that the GD method is already struggling to train for such small circuits, because the gradients are too small, especially at the beginning of the training. With large learning rates, we might be able to escape the region of vanishing gradients, but it is impossible to converge. Both methods QNG and our Hessian method escape the flat region. The QNG method basically transforms the parameter update such that the update direction is not only in the steepest direction of the Euclidean space of the parameters, but in the steepest direction of the distribution space of all possible loss functions. Nevertheless, QNG can still get stuck in a flat region of the loss function. Hence, QNG provides poor performance whenever the circuit is initialized in a barren plateau. Our analysis also explains, why LBFGS optimization methods work better in ref. [8], provided that they are Hessian based.

Furthermore Ref. [23] shows that natural gradient optimizers help to prevent falling into local minima whereas Hessian based methods struggle with local minima. The full Hessian is also costlier to calculate than the quantum metric tensor from Ref. [2]. Hence, we propose to use our method if the training is stuck in a flat region of the loss landscape to escape a Plateau, but to use the QNG for regions where the gradients are bigger. The two methods can, therefore, be combined: The QNG adapts the local shape of the gradient and fits it exactly to the loss landscape, providing faster convergence than vanilla GD [2] and the Hessian helps to kick the loss out of very flat regions.

VIII. METHODS

For most of the implementations we use the pennylane package from Ref. [37]. We also wrote our own code in pytorch to speed up experiments with a big number of parameters. For the implementation we used the complex pytorch library from Ref [38]. All code can be found on GitHub [39].

FIG. 11. Training loss for training with Gradient descent (GD), Quantum Natural Gradient (QNG) and the learning rate adaption via the Hessian’s maximum eigenvalue (H-LR) for two different random initializations a) and b). The first initialization a) shows a very slow convergence for GD and QNG in the beginning. This is caused by a Barren Plateau.

IX. CONCLUSION

In this work we introduced the Hessian as a tool to study VQCs and discussed how the interpretation the eigenvalues and eigenvectors of the Hessian can lead to a better understanding of the loss landscape of a VQC. The combination of NISQ devices and gradient descent methods is still a young field and needs a thorough study for a better understanding of its potential. Especially for data driven tasks, the use of QML is at least controversial and one needs to find in which problems the application of QML has a potential advantage over classical NNs. We identified some qualitative differences between QNN and FFNN loss landscapes, which becomes evident after their initialization where the QNN loss shows a rougher surface than the FFNN which initializes very flat. We hope we can add another piece to the already controversial discussion of what kind of basins an ideal minima should live in for classical NNs by adding another interesting candidate: QNNs. Future research directions in the context of the Hessian based analysis of loss landscapes in quantum machine learning and the importance of understanding the loss landscape in general. The main bottleneck for the use of the Hessian in NN optimizations is its computational cost. For future research there is a need of finding good approximation schemes for quantum circuits. Furthermore, there are recent developments in classical ML showing that the learning rate early in SGD determines the quality of the minima found after the training [40] and big initial learning rates, like in our method with the inverse of the Hessian’s biggest eigenvalue goes in this direction. Furthermore, there are Hessian based interpretability methods like the influence function [28, 41] which one could also apply to QNNs. Finally, we would like to point out that there are striking similarities between the minimization of VQCs and Quantum Monte Carlo. In particular, in both scenarios, it seems advantageous to take into account the local curvature through the (quantum) metric tensor or the Hessian [42]. Thus, it would be interesting to explore
the connections between these two fields.
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