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Abstract—In this paper, we present a single-pixel compressive direction of arrival (DoA) estimation technique leveraging a graph attention network (GAT)-based deep-learning framework. The physical layer compression is achieved using a coded-aperture technique, probing the spectrum of far-field sources that are incident on the aperture using a set of spatio-temporally incoherent modes. This information is then encoded and compressed into the channel of the coded-aperture. The coded-aperture is based on a metasurface antenna design and it works as a receiver, exhibiting a single-channel and replacing the conventional multi-channel raster scan-based solutions for DoA estimation. The GAT network enables the compressive DoA estimation framework to learn the DoA information directly from the measurements acquired using the coded-aperture. This step eliminates the need for an additional reconstruction step and significantly simplifies the processing layer to achieve DoA estimation. We show that the presented GAT integrated single-pixel radar framework can retrieve high fidelity DoA information even under relatively low signal-to-noise ratio (SNR) levels.

Index Terms—Metasurface, compressive sensing, coded-aperture, graph attention networks, direction-of-arrival estimation.

I. INTRODUCTION

Direction of arrival (DoA) estimation has been the subject of much recent research, particularly in the context of channel characterization for wireless communications [1, 2]. Conventional receiver architectures for DoA estimation leverage antenna array-based solutions with a dedicated signal processing layer, such as MUSIC [3], ESPRIT [4], and SAGE [5]. Antenna arrays typically have elements separated by $\lambda/2$ where $\lambda$ is free-space wavelength. As a result, array-based topologies require that the received signal is collected through each antenna element within the array. Such an approach can significantly increase the hardware complexity due to an excessive number of data acquisition channels, particularly when the electrical size of the aperture is large and the operating frequency is increased. Recently, the concept of compressive sensing has received significant attraction as an enabling technology for DoA estimation [6, 7]. In [6, 7], the compressive DoA estimation study was facilitated using a phased array aperture. The phased array aperture requires that each array element has a dedicated phase shifting circuit. As an alternative approach, single-pixel, wave-chaotic metasurface antennas have recently been shown to offer significant potential for compressive sensing, particularly in millimeter-wave (mmW) imaging [8]. A significant advantage of the single-pixel coded-aperture concept is that these apertures do not require a dedicated feeding network to control the excitation phase of each array antenna element. These metasurface apertures are called wave-chaotic since they can radiate spatially-varying, quasi-random radiation patterns over time. These radiation patterns are called spatio-temporally incoherent because of the low level of correlation that exists between the radiation patterns synthesized by the metasurface aperture. The underlying principle behind this concept is that, the scene information can be encoded onto spatio-temporally incoherent wave-chaotic modes radiated by single-pixel compressive coded-aperture antennas. It has been proven that such an approach can substantially simplify the physical layer architecture [8].

Leveraging the fundamentals of the compressive sensing concept, the authors previously developed a compressive DoA estimation technique using a single-pixel coded-aperture [9] and a sparse array-based receiver topology [10]. The single-pixel technique can successfully retrieve the DoA information of sources arbitrarily defined in the far-field of the aperture using only a single channel to acquire the data. Despite the success of these proof-of-concept studies and encouraging results obtained in these works, compressive DoA estimation concept currently suffers from two limitations: First, a priori knowledge of the fields radiated by the compressive antenna must be known. This suggests that a characterization step is needed to obtain the transfer function of the antenna. Second, the compressed signal received at the antenna channel needs to be interacted with the transfer function of the antenna to recover the DoA pattern. This suggests that a reconstruction step is needed. Both these steps are computationally expensive and pose a significant challenge for practical applications. The main motivation of this work is to develop a single-pixel DoA estimation technique leveraging a deep-learning layer to directly estimate the DoA information from the compressed channel measurements, eliminating the need for the reconstruction step altogether. To this end, we develop a Graph Attention Network (GAT) approach embedded within a coded-aperture-based, single-pixel radar framework for DoA estimation. The contributions of the presented study are summarized as follows:
C1 We propose a compressive, single-pixel framework that can significantly simplify the receiver physical layer architecture for DoA estimation.

C2 We present the first deep learning-based approach as applied to coded-aperture-based compressed channel measurements for DoA estimation. The proposed method is applied directly to the raw data measured at the compressed channel of the single-pixel receiver.

C3 We analyze the performance of the GAT integrated single-pixel compressive DoA estimation technique under various signal-to-noise ratio (SNR) level conditions to present the potential of this technique, as a proof-of-concept, for channel characterization.

The outline of this paper is as follows: In Section II, we explain GAT and the concept of compressive sensing as applied to DoA estimation. In Section III, we present the deep learning-based single-pixel DoA estimation scheme integrated with GATs as an enabling learning approach. Finally, in Section V, we provide the concluding remarks.

II. PRELIMINARIES

A. Graph Attention Networks

Conventional deep learning methods such as CNN can provide accurate results on challenging tasks. However, they suffer from data without grid-like structure [11]. As a state-of-the-art method, graph neural networks (GNNs) have been recently proposed to deal with data without grid-like structure [12]. By using graph structure and node features, GNNs can learn the representations of nodes and the graph. Furthermore, the composition of GNN with attention mechanism creates a more robust method, namely graph attention networks (GATs), with inductive learning capability [11]. Therefore, it is expected that GATs can be utilized for DoA problems due to the random position of the source and random propagation environment.

The fundamental part of a GAT is graph attention layer (GAL) with $K$ input nodes. The input nodes are defined as follows:

$$\gamma = \{\gamma_1, \gamma_2, \ldots, \gamma_K\}, \gamma_i \in \mathbb{R}^F,$$

where $F$ denotes the number of features in each node. At the output of GAL, the cardinality of the output set might differ from the input set. Therefore, let us denote the number of features of nodes as $F'$ without loss of generality. In each GAL, a linear operation that is defined by a weight matrix, $W \in \mathbb{R}^{F' \times F}$, transforms the input attributes of nodes to higher-level attributes. Following the linear transformation, self-attention on nodes is performed by the self-attention mechanism, $a : \mathbb{R}^{F'} \times \mathbb{R}^{F'} \rightarrow \mathbb{R}$. The attention mechanism computes attention coefficients according to:

$$c_{ij} = a(W\gamma_i, W\gamma_j),$$

where the neighborhood between the $i$-th and $j$-th nodes is shown by $c_{ij}$. In other words, the attention coefficient shows how much of an effect the attributes of the $j$-th node have on the $i$-th node. By using the softmax function, we normalize the coefficients as follows:

$$\alpha_{ij} = \text{softmax}(c_{ij}) = \frac{\exp(c_{ij})}{\sum_{k \in \mathcal{N}_i} \exp(c_{ik})},$$

where $\mathcal{N}_i$ denotes the neighborhood of $i$-th node, which is defined by a binary adjacency matrix $A \in \{0,1\}^{K \times K}$. Then, the convolution operation is performed over the graph, and modeled as:

$$Z = \alpha X W + b,$$

where $X \in \mathbb{R}^{K \times F'}$ and $b$ are the node attributes matrix and the trainable bias vector, respectively. Finally, the graph is reduced to a single vector by global pooling layer [13]. It enables generalization of the network and decreases the number of representations. Thus, global pooling layer can avoid the network from overfitting. For more information on GAT and its previous application on channel estimation, we refer the readers to [14].

B. Compressive Sensing and DoA Estimation

Compressive sensing is a computational technique that can be used to solve a sparse problem from a reduced number of measurements [15]. In Fig. 1, we demonstrate the compressive aperture concept facilitated for the DoA estimation problem. In the presented concept, the coded-aperture works as a receiver whereas the far-field source works as a transmitter. It should be noted that, if implemented in a wireless communications scenario, such as channel characterization, the proposed technique can be considered suitable for implementation at the network side to identify the DoA information of far-field sources that are incident on the coded-aperture.

The size of the synthesized aperture is $D = 25$ cm and the operating frequency is chosen to be 28 GHz. The compressive aperture depicted in Fig. 1 is a coded-aperture, suggesting that it radiates spatio-temporally incoherent radiation patterns by means of reconfiguring the aperture [8]. In this concept, each aperture reconfiguration state can be considered a mask with each mask radiating a different radiation pattern. A careful investigation of the wave-chaotic radiation patterns depicted in Fig. 1 reveals that the radiation pattern for each mask can...
be considered as a collection of sidelobes, rather than a well-defined main-lobe with a fixed 3dB beamwidth.

For the compressive DoA system depicted in Fig. 1, we use a total number of 2000 masks. It should be noted that the dynamic modulation of the coded-aperture can be realized using transistors [8, 16]. These elements exhibit an extremely fast switching response, typically on the order of a few nanoseconds. As a result, sweeping through 2000 masks can be achieved over a microsecond time-frame. This is smaller than the typical coherence time for 5G channels. The selection of the masks is done on a random basis.

As shown in Fig. 1, the aperture has a single channel for data acquisition. A significant advantage of the physical layer compression depicted in Fig. 1 can be appreciated when considering the same size aperture synthesized using an array topology. At the conventional λ/2 limit, 0.54 cm, the aperture in Fig. 1 would require 2209 elements within the array. Considering the compressive DoA estimation scenario presented in Fig. 1, the measured signal at the compressed channel can be represented as follows:

\[
s_{M \times 1} = E_{M \times N} P_{N \times 1} + n_{M \times 1}. \tag{5}
\]

Eq. (5) is known as the forward-model. In Eq. (5), \(s\) represents the acquired data at the compressed channel, \(E\) is the radiated field (or the transfer function) of the coded-aperture, \(P\) is the projection of the far-field source (or sources) on the aperture of the antenna and \(n\) is the noise, which controls the SNR level in the acquired data. It should be mentioned that the bold font here denotes the vector-matrix notation. In Eq. (5), \(M\) and \(N\) denote the number of masks and number of pixels in the projection of the far-field source on the antenna aperture, respectively. In this context, a further insight into the \(E\) and \(P\) is needed to appreciate the physical layer compression concept. The transfer function of the antenna across a plane in front of its aperture can be calculated as follows [17]:

\[
E(r) = i \frac{\omega \mu_0}{4 \pi} \sum_n (m_n \times r) \left( \frac{ik}{R_n} - \frac{1}{R_n^2} \right) e^{jkR_n}, \tag{6}
\]

where \(r\) denotes the coordinates across the plane defined in front of the coded-aperture, \(R_n = |r - \rho_n|\), and \(\rho_n\) and \(m_n\) denote the coordinates and the magnetic dipole of the \(n^{th}\) metamaterial element in the metasurface layer. Similarly, the projection of the far-field source across the same plane in front of the coded-aperture is calculated as follows [9]:

\[
P(r) = e^{-jk_0(y \sin \theta \cos \varphi)(z \sin \theta \sin \varphi)}, \tag{7}
\]

In Eq. (7), \(\theta\) and \(\varphi\) are the incident angles of the far-field source while \(k_0\) is the wavenumber. In order to visualize the relationship between \(s\), \(E\) and \(P\), in Fig. 3, we provide a depiction of the mathematical model for the compressive DoA estimation concept. As depicted in Fig. 3, the mapping of \(P\) onto \(s\) is achieved through the transfer function of the coded-aperture, \(E\).

From Eq. (5), by performing a phase compensation on the transfer function and applying the compensated transfer function to the compressed channel data, an estimate of the field projection pattern, \(P_{est}\), can be retrieved. To achieve this, several computational techniques, such as the least-squares method minimizing the objective function \(||E\cdot s - P||_2^2\), where \(^{\dagger}\) denotes the phase conjugation operator and \(|| \cdot ||_2\) denotes the Euclidean operator, can be used.

Analyzing Eq. (5), it can be seen that there are two fundamental challenges with the compressive DoA estimation technique. First, it is evident that the signal captured at the coded-aperture antenna channel is correlated to the far-field source through the transfer function of the antenna. As a result, achieving the DoA estimation using the compressive coded-aperture technique requires a priori knowledge of the antenna transfer function. This step makes it necessary to measure the radiated fields from the coded-aperture as part of a calibration step, requiring a hardware-intense, highly complex characterization process [18]. Moreover, in characterizing the transfer function of the antenna, an excellent phase accuracy is needed. This is because any errors introduced to the transfer function of the antenna during the characterization process can significantly distort the forward-model in Eq. (5) [19]. Second, the DoA estimation requires that Eq. (5) is solved to
recover $P_{est}$. This reconstruction step can take a considerable amount of time, which is of particular concern for applications where the DoA estimation needs to be done in real-time. Alternatively, retrieving the DoA information directly from the compressed channel measurements can eliminate the need to know the antenna transfer function and the necessity for the reconstruction step.

III. SINGLE PIXEL 2-D DOA WITH GATS

To address the challenges of the compressive DoA estimation concept, it is desirable that an alternative technique is developed that can work with the channel data without the need to process the forward model of Eq. (5). Such a technique can eliminate the need to consider the DoA estimation problem as a reconstruction problem. Therefore, the ultimate goal of this work is to develop a GAT-based deep learning solution that can directly learn from the compressed channel data.

GAT has been recently proposed for learning over graph-structural data by exploiting the self-attention mechanism. In this study, GATs are utilized to deduce the relation between compressed channel data and DoA of the received signal.

First, we converted the received compressive signal into graph structural data given with $X$ by mapping the imaginary and real parts of the signal into the attributes of graph nodes as follows:

$$X = [\text{Re}\{s^\top\}; \text{Im}\{s^\top\}],$$

where, $(\cdot)^\top$ denotes matrix transpose. Also, we defined adjacency relation between both nodes with an adjacency matrix, $A$, which is a $2 \times 2$ minor diagonal matrix (i.e., $K = 2$). $A$ defines a graph without any self-linked edge. In other words, only a simple graph is defined. This simple graph allows a relationship to be held in terms of phase information over the relation between real and imaginary attributes of the nodes. Moreover, it allows to weigh this information with an attention mechanism. The label input is also defined as: $y = [\theta; \varphi]$.

In this study, 4 consecutive GALs are employed to learn features over the graph. In the sequel, we used a graph attention pooling to generalize the network and avoid it from overfitting. The proposed model also utilizes 4 dense layers for the regression of the compressed signals over the angle pairs. The proposed GAT architecture for 2-D DoA is illustrated in Fig. 2. For nonlinearity, ReLU is chosen as an activation function in each layer. Mean absolute error (MAE) is used as a loss function in this network since it provides a suitable metric for use in DoA estimation problems by its nature. As RMSprop has been proposed for fast and robust optimization [20], it was preferred for the optimization method of the model in this study. The learning rate of the optimizer has been set to $5 \times 10^{-6}$. It is worth noting that performance evaluation of other optimization methods for the problem addressed by this study is an open issue for future studies.

Applying the procedure mentioned below, we created the training and test datasets for varying numbers of antenna masks. Hence, it should be noted that the number of features of each node, $F'$, becomes $M$. For the training dataset, compressed signals with both 50 dB SNR and 2-D DoA values (i.e., azimuth and elevation angles), which are uniformly distributed between $-30^\circ$ and $30^\circ$ with $1^\circ$ steps, were prepared using varying numbers of antenna masks. To ensure that the number of received signal samples for each azimuth and elevation angle pair is sufficient for learning, we chose the number of sample compressed signals as 50000. In other words, for training, the number of signal samples for each angle pair is above 10. The dataset is publicly available in [21].

The network is trained with the data detailed above through 500 epochs unless early stopping is activated. Non-decreasing loss for 20 epochs evokes early stopping in this configuration. Thus, early stopping, besides $L_2$-regularization, prevents the network from overfitting.

IV. NUMERICAL RESULTS

The performance evaluation of the trained model is investigated for a various number of antenna masks. For performance evaluation, a test dataset was created at varying SNR levels and number of antenna masks. The test dataset consists of 5000 single-pixel compressed signals received by metasurface aperture at each SNR level that is between $-20$ and 30 dB. It should be noted that despite using signals at a high SNR level (i.e. 50 dB) during training, the test process has been carried out under more challenging conditions (i.e. lower SNR).

As detailed in Section III, test data was also transformed to graph representation by defining the nodes and adjacency relation. 5000 signals almost guarantee that one of each pair of angles is in the set. Thus, the results show an average performance for whole spatial scope.

The initial results regarding the proposed proof-of-concept method demonstrate robust and high performance without any knowledge of the antenna transfer function and reconstruction step. The results given in Fig. 4(a) show that even when the number of antenna masks is limited to 100, GAT can estimate the elevation and azimuth DoAs of the source with a mean absolute error (MAE) of 2.5° and 1.4°, respectively. Increasing the number of antenna masks improves the estimation accuracy whereas the computational complexity also increases. For example, GAT using more than 500 masks achieves less than 2° MAE at 10 dB SNR for both elevation and azimuth. It is observed that the estimation performance cannot improve while SNR value is increasing beyond 10 dB. The reason for this phenomena is that the spatial scope is sampled with
1° step. Spatial sampling being a limiting factor can be clearly seen in Fig. 4(a). It is known that the smallest MAE value for 1° interval is 0.5°. Fig. 4(a) shows that the results converge to the optimum value when more than 10 dB SNR is used and more than 100 masks are used. Oversampling might improve the estimation accuracy of GAT, however, the training process would require more time and higher computational capacity due to increased data size.

As seen in the results, the elevation estimation is slightly less accurate than the azimuth. The phenomena behind this situation can be explained by the mask’s antenna pattern diversity in azimuth and elevation. It can be said that the radiation patterns of the designed metasurface aperture are more diverse in azimuth. In other words, as random measurement matrices improve sensing performance [22], it can be considered that antenna masks for compressive sensing include more randomness in azimuth. Although the aperture size and shape are the same in the azimuth and elevation direction, the metamaterial elements in the metasurface aperture can have an asymmetric radiation pattern [16].

Furthermore, the comparative results for azimuth and elevation estimations with 1000 masks are provided in Fig. 4(b). It is demonstrated that the GAT technique shows a higher performance than conventional DL methods at low SNR regimes because of its attention mechanism. Moreover, the proposed method has lower training time-complexity. For example, while the duration per epoch for GAT is $\tau$, AMPBML [23], DeepBeam [24], and CNN [25] require $1.8\tau$, $19.6\tau$, and $3.25\tau$, respectively. Here, $\tau$ is the duration per epoch and depends on the computational capacity.

V. CONCLUDING REMARKS

We presented a single-pixel DoA estimation technique leveraging GATs to learn directly from the compressed channel measurements to retrieve the DoA information. It was shown that the developed technique can achieve DoA estimation from the compressed measurements without the necessity for a reconstruction step. As a particular example, we showed that, using $M = 2000$ aperture mask configurations, at an SNR level of 10 dB, the estimation error in the azimuth and elevation angles were below 2°, confirming the potential of the presented technique for high-fidelity DoA estimation using a single-pixel receiver architecture and without the need for an additional reconstruction step. It was presented that the proposed method improves the estimation performance in 2-D at low SNR regimes compared to conventional DL methods. As stated, the attention mechanism can leverage the node attributes. Therefore, it can be argued that GAT networks can perform satisfactorily under a scattering environment. This aspect will form the basis of our future studies.
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