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ABSTRACT: We study the theory of Jackiw-Teitelboim gravity with generalized dilaton potential on Euclidean two-dimensional negatively curved backgrounds. The effect of the generalized dilaton potential is to induce a conical defect on the two-dimensional manifold. We show that this theory can be written as the ordinary quantum mechanics of a charged particle on a hyperbolic disk in the presence of a constant background magnetic field plus a pure gauge Aharonov-Bohm field. This picture allows us to exactly calculate the wavefunctions and propagators of the corresponding gravitational dynamics. With this method we are able to reproduce the gravitational density of states as well as compute the Réyni and entanglement entropies for the Hartle-Hawking state. While we reproduce the classical entropy at high temperature, we also find an extra topological contribution that becomes dominant at low temperatures. We then show how the presence of defects modify correlation functions, including the out-of-time-ordered correlation, and decrease the Lyapunov exponent. This is achieved two ways: by directly quantizing the boundary Schwarzian theory and by dimensionally reducing $SL(2, \mathbb{Z})$ black holes.
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1 Introduction

Jackiw-Teitelboim (JT) gravity is a two-dimensional theory of quantum gravity coupled to a real scalar field [1, 2]. The theory is remarkable for many reasons, especially when it is defined on a Euclidean negatively curved backgrounds. Among these, two stand out. The first is that since there is no propagating degrees of freedom, all gravitational dynamics is reduced to a theory of boundary coordinate reparametrizations which is described by a one-dimensional Schwarzian action [3–6]. This action also describes the low energy dynamics of the Sachdev-Ye-Kitaev (SYK) model [7–11]. Both these theories have relevance to the study of quantum chaos and random matrices. Furthermore, there is strong evidence that JT gravity is a special kind of holographic theory whose dual is not a specific quantum mechanical system living on the boundary of some AdS spacetime but one whose dual is a random ensemble of quantum mechanical systems [12–15]. But perhaps the most surprising feature of the Schwarzian sector of JT gravity and of the SYK model is that it is one-loop exact. In other words, it is an exactly solvable theory of quantum gravity [16–18]. Furthermore, this theory is universal in the sense that it arises in the near-horizon and near-extremal limit of many higher dimensional black holes discussed for instance in [19–22]. Closely related to this, a universal Schwarzian sector also appears in higher dimensional quantum systems including two-dimensional conformal field theories [23]. The fact that one can exactly solve a system of quantum gravity has recently allowed for a major breakthrough in the black hole information problem [24, 25].

Given the absence of propagating degrees of freedom, two-dimensional gravity is purely topological and has constant (local) curvature [1]. When the geometry is Euclidean with an asymptotically AdS boundary, the theory is equivalent to the study of Riemann surfaces with boundaries. A major goal of recent work on the subject is to understand the theory of JT gravity on arbitrary genus Riemann surfaces both in the Schwarzian limit and beyond. These surfaces can be constructed via cut-and-sew procedures detailed in [12–15] whereby one assembles the Riemann surface via smaller building blocks: an asymptotically AdS trumpet with a geodesic boundary and a three-holed sphere with geodesic boundaries. If one allows for conical deficits, then one must also include the same building blocks where one or more of the geodesic boundaries is replaced by a conical singularity. A first step to understand the theory on general Riemann surfaces is then to understand the theory on the hyperbolic trumpet with one geodesic boundary and on the related surface where this geodesic boundary is replaced by a conical singularity, which we will occasionally call the punctured disk. In [14, 15], it was shown that Riemann surfaces with conical singularities naturally arise when we generalize the dilaton potential of the JT gravity to have exponential form.

The theory of JT gravity on the disk, which arises as the leading term in the genus expansion, has been understood via many different routes. A very formal approach is to study the intersection theory on the moduli space of Riemann surfaces [26] (also see references in [15]). Another formal method exploits the topological nature of two-dimensional gravity via a reframing of the first-order formalism as a topological gauge theory [27–29], often called the BF theory, some details of which we review in appendix F. Another yet related route is to reframe the theory in terms of a Liouville CFT [18]. A different route
is through the dimensional reduction of the near-extremal BTZ black hole and its CFT\textsubscript{2} dual \cite{Maloney:2020xdr, Maloney:2020xdr}. In the Schwarzian limit, the boundary time reparametrizations can be directly quantized and the theory can be solved via a path integral whose measure is derived from the Weil-Petersson symplectic form \cite{Maloney:2020xdr, Maloney:2020xdr}. Finally, the theory can be rephrased as the ordinary quantum mechanics of a charged particle propagating on a hyperbolic disk in the presence of a constant background magnetic field \cite{Maloney:2020xdr, Maloney:2020xdr}.

Each of these methods brings different perspectives to the problem and all but the last, the quantum mechanics of a charged particle, have been directly applied to the problem of deformed JT gravity. This is unfortunate because we feel that the charged particle picture with dimensional reduction of asymptotically AdS\textsubscript{3} black holes give perhaps the most direct and intuitive understanding of quantum gravity in two-dimensional AdS space. Therefore, in the present paper, we study the charged particle picture for the punctured disk and trumpet. In particular, the wavefunctions and propagators for the theory are exactly solved. This allows us, for instance, to construct the bulk-boundary propagator of a specific boundary reparametrization, to calculate correlation functions, to derive the density of states at a particular energy, and the calculate the entanglement entropy beyond the semi-classical area term.

The rest of the paper is organized as follows. First in section 2, we summarize how the generalized dilaton potential of the JT gravity leads to a conical singularity \cite{Maloney:2020xdr, Maloney:2020xdr}. In section 3, we start our study of the charged particle picture for the punctured disk and trumpet. In particular, we show that these two geometries require the inclusion of a purely topological component of the magnetic field, an Aharonov-Bohm (AB) field, whose flux is directly related to the conical deficit angle and geodesic length, respectively. The trumpet and punctured disk results are related by a simple analytic continuation and our derivation focuses predominantly on the punctured disk. After solving this problem, we calculate the Rényi and von Neumann entropies. We find that, in contrast to the theory on the hyperbolic disk, the von Neumann entropy of the punctured disk, and hence the trumpet as well, contains a purely topological piece. At low temperatures, this piece will dominate the entropy.

In section 4, we then reproduce many of our results by considering the dimensional reduction of SL(2, Z) black holes. We also discuss some consequences of the conical deficit on correlation functions. In particular, we calculate the out-of-time-ordered correlation function (OTOC) of the boundary operators in the SL(2, Z) black hole backgrounds and show that the Lyupanov exponent is decreased $\lambda_L = (2\pi - \alpha)/\beta$ for a conical deficit $\alpha$. In section 5, we also reproduce this result by directly computing the OTOC of external conformal operators in the Schwarzian theory. Finally our conclusion and discussion are given in section 6. A series of appendices give further insights and computational details to some of the problems discussed in the main text.
2 Deformed JT gravity

We study the generalized JT gravity in Euclidean signature described by the action

\[
I = -\frac{\phi_0}{2} \left( \int_M dx^2 \sqrt{g} R + 2 \int_{\partial M} \sqrt{h} K \right) - \frac{1}{2} \left( \int_M dx^2 \sqrt{g} \left( \phi R + 2 \phi \right) + 2 \int_{\partial M} \sqrt{h} \phi_b K \right).
\]

\[\text{Einstein-Hilbert Action} \quad \text{Modified JT Action}\]

where \( h \) and \( K \) are the induced metric and extrinsic curvature on the boundary \( \partial M \). For the dilaton field \( \phi \), we have separated out a background contribution \( \phi_0 \) and we assume \( \phi_0 \gg \phi \).

For the second term, we included a general potential for the dilation field and \( \phi_b \) represents the boundary value of \( \phi \). As in [14, 15], we consider the following form of the potential

\[
W(\phi) = 2\phi + 2\epsilon e^{-\alpha \phi}.
\]

Expanding in \( \epsilon \) for the partition function, we have

\[
\exp\left( -I_{(0)} \right) \left( 1 + \epsilon \int d^2 x_1 \sqrt{g(x_1)} e^{-\alpha \phi(x_1)} + O(\epsilon^2) \right).
\]

The \( O(\epsilon^0) \) corresponds to the original JT gravity, and we consider the zero-th and first order contributions. We first consider the \( O(\epsilon^0) \) contribution. Since the variation of \( \phi \) leads to \( R = -2 \), the Einstein-Hilbert Action is reduced to the Euler characteristic \( \chi \):

\[
I_{(0)} = -2\pi \phi_0 \chi(M) - \phi_b \int_{\partial M} K.
\]

The two simplest geometries which solve the equations of motion are the disk \( D \) and the trumpet \( T(b) \) with inner boundary geodesic length \( b \) [12]. For these geometries, the Euler characteristic is given by \( \chi(D) = 1 \) and \( \chi(T) = 0 \), respectively. They can be labeled by metrics

\[
\begin{align*}
ds_D^2 &= d\rho^2 + \sinh^2 \rho \, d\varphi^2, \quad (0 \leq \varphi < 2\pi), \\
ds_T^2 &= d\rho^2 + \cosh^2 \rho \, d\varphi^2, \quad (0 \leq \varphi < b).
\end{align*}
\]

The solution of the dilaton field for each geometry is given by

\[
\phi_D = \gamma_D \cosh \rho, \quad \phi_T = \gamma_T \sinh \rho,
\]

with some constants \( \gamma \).

For the order \( O(\epsilon) \) contribution, we pull the integral over \( x_1 \) outside of the path integral, and write the corresponding action as [14, 15]

\[
I_{(1)} = -\frac{\phi_0}{2} \left( \int_M R + 2 \int_{\partial M} K \right) - \left( \frac{1}{2} \int_M \phi(R + 2) - \alpha \phi(x_1) + \int_{\partial M} \phi_b K \right).
\]

Now the variation of \( \phi \) leads to \( R(x) + 2 = 2\alpha \delta^2(x - x_1) \). Besides the point \( x = x_1 \), this is still described by (Euclidean) AdS\(_2\), but it has a conical singularity at \( x = x_1 \). We are free to put the conical singularity at the origin, in which case the metric is still given by

\[
ds_{D_0}^2 = d\rho^2 + \sinh^2 \rho \, d\varphi^2, \quad (0 \leq \varphi < 2\pi - \alpha),
\]

\[\text{Deformed Disk} \quad \text{Deformed Trumpet}\]

\[\text{(2.8)}\]
but the periodicity of $\varphi$ is changed by the conical singularity. The dilaton solution is same as $\phi_D$ in (2.7).

For these geometries, by computing the Schwarzian path integrals, the gravitation partition functions are computed exactly as [12, 17, 33]

$$Z_D(\beta) = \frac{\exp \left(\frac{2\pi^2}{\beta} \right)}{\sqrt{2\pi \beta} \beta^{3/2}}, \quad Z_T(\beta) = \frac{\exp \left(-\frac{\beta^2}{2} \right)}{\sqrt{2\pi \beta} \beta^{1/2}}, \quad Z_D\alpha(\beta) = \frac{\exp \left(\frac{(2\pi - \alpha)^2}{2\beta} \right)}{\sqrt{2\pi \beta} \beta^{1/2}},$$  \hspace{1cm} (2.10)

where $\beta$ is the inverse temperature defined in (3.6). Defining the density of states by

$$Z(\beta) = \int_0^\infty ds e^{-\beta \frac{s^2}{2}} \rho(s), \quad E = \frac{s^2}{2},$$ \hspace{1cm} (2.11)

they are given by

$$\rho_D(s) = \frac{s}{2\pi^2} \sinh(2\pi s), \quad \rho_T(s) = \frac{1}{\pi} \cos(bs), \quad \rho_D\alpha(s) = \frac{1}{\pi} \cosh(2\pi \zeta s),$$ \hspace{1cm} (2.12)

where we defined $2\pi \zeta \equiv 2\pi - \alpha$. The disk partition function $Z_D(\beta)$ was also reproduced by the charged particle picture in [31, 32].\footnote{This is also related to the Liouville quantum mechanics description of the Schwarzian theory discussed in [16, 18].}

In terms of the Schwarzian theory, the different powers of $\beta$ in $Z_D$ and $Z_D\alpha$ are explained by the different stabilizer group $H$ [17]. For $D\alpha$, we have $H = U(1)$, but the symmetry is enhanced for $D$ as $H = SL(2, \mathbb{R})$. Therefore, $\lim_{\alpha \to 0} Z_D\alpha$ does not agree with $Z_D$ [33]. We would like to understand this discontinuity from the charged particle picture as well as reproducing $Z_T$.

### 3 Charged particle picture

For all three types of the geometries, the on-shell action is reduced to the form of (2.4), where $\chi(D) = \chi(D\alpha) = 1$ and $\chi(T) = 0$. We introduce the boundary cutoff at $\rho = \rho_0$ and at the boundary we fix the metric along the boundary and the value of the dilaton field \[4\]:

$$\varphi \big|_{\rho_0} = \phi_b u, \quad \text{with} \quad \phi_b = \gamma_D \cosh \rho_0 \quad \text{or} \quad \phi_b = \gamma_T \sinh \rho_0,$$ \hspace{1cm} (3.1)

and we think of $u$ as the time of the boundary theory, which has the periodicity $u \approx u + \beta$.

Introducing a counterterm for the extrinsic curvature as in [31], besides the topological term proportional to $\chi$, we have

$$I = -\phi_b \int_{\partial M} d\varphi \sqrt{g} (K - 1).$$ \hspace{1cm} (3.2)

If we regard the bulk angular coordinate as a function of the boundary time $\varphi = \varphi(u)$, evaluating the extrinsic curvature in the $\rho_0 \to \infty$ limit, one gets the Schwarzian action [4]

$$S[f] = -C \int_0^\beta du \left\{ \tan \left(\frac{\varphi(u)}{2}\right), u \right\},$$ \hspace{1cm} (3.3)
where $C$ is the regularized coupling defined in (3.6). For the $M = \{D, D(\alpha)\}$ cases, if we redefine $\varphi(u) = \{2\pi f(u)/\beta, 2\pi \zeta f(u)/\beta\}$, the periodicity of $f(u)$ becomes $\beta$.

On the other hand, one can also rewrite the effective action (3.2) in the following form. The counterterm is the circumference at $\rho = \rho_0$:

$$L_M \equiv \int_{\partial M} d\varphi \sqrt{g},$$  

$$L_D = 2\pi \sinh \rho_0, \quad L_T = b \cosh \rho_0, \quad L_{D\alpha} = (2\pi - \alpha) \sinh \rho_0.$$  (3.5)

The inverse temperature is defined by

$$\beta = C \lim_{\rho_0 \to \infty} \frac{L_M}{\phi_b},$$  (3.6)

where $C$ is a proportionality constant. Therefore

$$\beta = \left\{ \frac{2\pi C}{\gamma_D}, \frac{bC}{\gamma_T}, \frac{(2\pi - \alpha)C}{\gamma_{D\alpha}} \right\}.$$  (3.7)

For the extrinsic curvature, we used the Gauss-Bonnet theorem as in [31]:

$$\int_{\partial D} du \sqrt{g} K = 2\pi \chi(D) + A_D,$$  (3.8)

$$\int_{\partial T} du \sqrt{g} K = 2\pi \chi(T) + A_T,$$  (3.9)

$$\int_{\partial D\alpha} du \sqrt{g} K = (2\pi - \alpha) \chi(D\alpha) + A_{D\alpha},$$  (3.10)

where the area of the manifolds are given by

$$A_M \equiv \int_M d^2x \sqrt{g},$$  (3.11)

$$A_D = 2\pi(\cosh \rho_0 - 1), \quad A_T = b \sinh \rho_0, \quad A_{D\alpha} = (2\pi - \alpha)(\cosh \rho_0 - 1).$$  (3.12)

Combining all of them, we find the on-shell actions

$$I_D = -2\pi q \chi(D) - qA_D + qL_D,$$  (3.13)

$$I_T = -2\pi q \chi(T) - qA_T + qL_T,$$  (3.14)

$$I_{D\alpha} = -(2\pi - \alpha) q \chi(D\alpha) - qA_{D\alpha} + qL_{D\alpha},$$  (3.15)

where

$$q \equiv \phi_b.$$  (3.16)

Even though we used the same notation $q$ for all three cases above, we must be careful to note that the actual value of $q$ is different for all three cases in their respective canonical ensembles. We have $q_D = \gamma_D \cosh \rho_0$ and $q_{D\alpha} = \gamma_{D\alpha} \cosh \rho_0$. In the canonical ensemble, from (3.7) we have the relation $\gamma_{D\alpha} = \zeta \gamma_D$, implying that the charges are related by

---

2In this paper, we follow the convention of the temperature used in [31, 32] instead of [12, 15]. They differ by $\beta_{Yang} = \beta_{KS} = 2\beta_{Witten} = 2\beta_{SSS}$. 
\(q_{D_\alpha} = \zeta q_D\). In the following, we denote \(q = q_D\) and \(q_\alpha = q_{D_\alpha}\). Neglecting the Euler characteristic term for now, the fact that we may write all three actions as a constrained length piece plus an area piece implies that the boundary dynamics of the JT gravity can be understood as a charged particle in the corresponding two-dimensional manifold, though their explicit Lagrangian is different. Charged particles on the Poincare disk \((D)\) was previously studied in [34–36]. The area term can be regarded as a constant magnetic field contribution. For example, for \(A_D\) we can define the corresponding gauge field

\[
A_D = \begin{pmatrix} a_\rho \\ a_\varphi \end{pmatrix} = (\cosh \rho - 1) \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\]

Because \(dB = (\partial_\rho a_\varphi - \partial_\varphi a_\rho) d\rho \wedge d\varphi = \sinh \rho d\rho \wedge d\varphi\), \(dB\) has the constant \(\times\) volume form and thus interpreted indeed as a constant magnetic field. For \(A_{D_\alpha}\), the gauge field is more subtle. One reason that the area term can be thought of as arising from a constant magnetic field is that it can be related to the Ricci scalar which can be written in terms of the exterior derivative of the spin connection of an orthonormal frame [32],

\[
A_M = -\int_M d^2 x \sqrt{g} \frac{R}{2} = -\int_M d\omega,
\]

where

\[
g_{\mu\nu} = e^a_{\mu} e^b_{\nu} \delta_{ab}, \quad de^a = -\omega^a_{\ b} \wedge e^b, \quad \omega \equiv \omega^a_{\ a}.
\]

This provides a mapping between the geometric variables and the gauge field in the charged particle picture. The puncture shows up as a delta function from the Ricci scalar by the equation of motion and hence should appear as a purely topological component in the corresponding field strength [33].

In other words, we must include an Aharonov-Bohm (AB) field, \(A_{D_\alpha} = A_D + A^{(\alpha)}\) where

\[
A^{(\alpha)} = -\frac{\alpha\zeta}{2\pi} (\cosh \rho_0 - 1 - \sinh \rho_0) d\varphi.
\]

The last term in the AB field comes from matching the \(L_{D_\alpha}\) contribution to the on-shell action, as we now explain. In writing the on-shell action in this manner, we have chosen a different gauge than (2.9) in which the metric on the cone is now written

\[
ds^2 = d\rho^2 + \zeta^2 \sinh^2 \rho d\varphi^2, \quad 0 \leq \varphi < 2\pi.
\]

This metric can be obtained by rescaling \(\varphi \to \zeta \varphi\) from the coordinates in (2.9). Importantly, this rescaling brings the periodicity of \(\varphi\) from \(2\pi - \alpha\) to \(2\pi\). Rewriting the on-shell action of the unpunctured disk given in the gauge (2.9) in terms of the new coordinates (3.21), we now have

\[
I_{D_\alpha} + (2\pi - \alpha)q_\alpha = -q_\alpha A_{D_\alpha} + q_\alpha L_{D_\alpha} = -q A_{D_\alpha} + q L_{D_\alpha} - q \int A^{(\alpha)}.
\]

Here \(L_{D_\alpha}\) and \(A_{D_\alpha}\) are the area and lengths of the surface \(\rho = \rho_0\) in the gauge (2.9) and \(\hat{A}_{D_\alpha} = 2\pi \zeta (\cosh \rho_0 - 1)\) and \(\hat{L}_{D_\alpha} = 2\pi \zeta \sinh \rho_0\) are the area and lengths of the surface \(\rho = \rho_0\) in the gauge (3.21).
Solving the charged particle on the trumpet can be obtained from the problem on the cone by the analytic continuation

\[ \rho_{D\alpha} = \rho_T + \frac{i\pi}{2}, \hspace{1em} \varphi_{D\alpha} = i\varphi_T. \]

(3.23)

and by relating the trumpet parameter \( b \) to the conical deficit parameter \( \alpha \) via \( b = -i(2\pi - \alpha) \) [15]. In particular we have \( A_T = -\frac{(2\pi - ib)}{2\pi}(\cosh \rho_0 - i - \sinh \rho_0)d\varphi_T \), so that we can write as

\[ I_T = -(2\pi - ib)q_T \chi(D) - iq_TA_D + iqTL_D - iqT \int A_T. \]

(3.24)

As before, we drop the Euler characteristic term in the charged particle picture until the end, where it is used to give a finite result. Recognizing \( q_\alpha = iq_T \), solving the quantum mechanical problem on the trumpet geometry is equivalent to solving the problem on the punctured disk up to a slightly modified AB field. In particular, as \( \rho_0 \to \infty \), \( A_T \to \frac{i(2\pi - ib)}{2\pi}/2\pi \) whereas \( A_{D\alpha} \to -\alpha\zeta/2\pi \). We will focus on solving the problem on the cone. It is a simple matter to make the appropriate analytic continuations to give the solution to the quantum mechanical problem on the trumpet.

In finding the wavefunctions and partition function on the cone, it will be useful to further rescale \( \rho \to \rho/\zeta \),

\[ ds^2 = \zeta^{-2}d\rho^2 + \zeta^2\sinh^2(\rho/\zeta)d\varphi^2, \]

(3.25)

The rationale for doing so is that near the origin, \( ds^2 \approx \zeta^{-2}d\rho^2 + \rho^2d\varphi^2 \) which is the metric on the cone \( x_1 = \sqrt{(\zeta^{-2} - 1)(x_2^2 + x_3^2)} \) in flat three-space. In terms of the partition function, both gauges (2.9) and (3.25) give the same answer. A similar gauge choice for quantum mechanics on a flat cone was made in [37] which can be compared to the result of [38–40], detailed further in appendix A. The partition functions are identical.

Throughout this discussion, the Euler characteristic piece of the on-shell action has been left untouched as in [31] since it only contributes an overall constant to the partition function. Nevertheless, it will be important in finding a finite result for the \( q \to \infty \) limit. The Aharonov-Bohm effect on the Poincare disk was previously studied in [41, 42]. It is simple to extend those results to the theory on a hyperbolic cone.

### 3.1 Quantum mechanical system

Following the same discussion as in [31, 32], the charged particle is described by the Lagrangian (density)

\[ L_D = \frac{1}{2}\left(\dot{\rho}^2 + \sinh^2\rho\dot{\varphi}^2\right) + q\cosh\rho\dot{\varphi}, \]

(3.26)

\[ L_T = \frac{1}{2}\left(\dot{\rho}^2 + \cosh^2\rho\dot{\varphi}^2\right) + q\sinh\rho\dot{\varphi}, \]

(3.27)

where the dot represents a derivative with respect to the boundary time \( u \). The first term comes from rewriting the length \( L_M \) as an integral constrained to have fixed length.\(^3\)

\(^3\)The boundary curve with the length \( L_M \) must be a self-avoiding loop and this is discussed in [43]. In this paper, we neglect this issue and follow the naive discussion as in [31, 32].
while the second comes from the coupling of the gauge field to the charged particle. This Lagrangian can be regarded as describing a non-relativistic spinless particle with unit mass and electric charge $q$ under a unit magnetic field strength \[44\]. The canonical momenta for $\mathcal{L}_D$ are given by

$$p_\rho = \dot{\rho}, \quad p_\varphi = \sinh^2 \rho \dot{\varphi} + iq \cosh \rho,$$

and for $\mathcal{L}_T$

$$p_\rho = \dot{\rho}, \quad p_\varphi = \cosh^2 \rho \dot{\varphi} + iq \sinh \rho.$$  

Therefore, the (classical) Hamiltonians are written as

$$H_D = \frac{1}{2} \left[ p_\rho^2 + \frac{1}{\sinh^2 \rho} (p_\varphi - b \cosh \rho)^2 \right], \quad (b = iq)$$  \(3.30\)

$$H_T = \frac{1}{2} \left[ p_\rho^2 + \frac{1}{\cosh^2 \rho} (p_\varphi - b \sinh \rho)^2 \right].$$  \(3.31\)

In order to obtain quantum version of the Hamiltonians, it is useful to consider $SL(2, \mathbb{R})$ generators, which is studied for example in \[44\] extensively. The $SL(2, \mathbb{R})$ generators are given by

$$L_0 = p_\varphi, \quad L_\pm = e^{\mp i\varphi} \left( \pm ip_\rho + \coth \rho p_\varphi - \frac{b}{\sinh \rho} \right),$$  \(3.32\)

for the disk ($D$) and

$$L_0 = -ip_\varphi, \quad L_\pm = ie^{\pm i\varphi} \left( \pm ip_\rho - \tanh \rho p_\varphi - \frac{b}{\cosh \rho} \right),$$  \(3.33\)

for the trumpet ($T$). They satisfy the $SL(2, \mathbb{R})$ commutations

$$[L_\pm, L_0] = \pm L_\pm, \quad [L_+, L_-] = 2L_0,$$  \(3.34\)

and the quantum version of the Hamiltonian is expressed as

$$\hat{H} = \frac{1}{2} \left( -L_0^2 + \frac{1}{2}L_+L_- + \frac{1}{2}L_-L_+ + b^2 \right).$$  \(3.35\)

Explicitly these are given by

$$\hat{H}_D = \frac{1}{2} \left[ p_\rho^2 - i \coth \rho p_\rho + \frac{1}{\sinh^2 \rho} (p_\varphi - b \cosh \rho)^2 \right],$$  \(3.36\)

$$\hat{H}_T = \frac{1}{2} \left[ p_\rho^2 - i \tanh \rho p_\rho + \frac{1}{\cosh^2 \rho} (p_\varphi - b \sinh \rho)^2 \right].$$  \(3.37\)

We label the states by quantum numbers $j$ and $k$, so that $p_\varphi |j,k\rangle = k |j,k\rangle$ and $2\hat{H}_j |j,k\rangle = (j(1-j) + b^2) |j,k\rangle$. Then the Schrödinger equations are explicitly written as

$$\left[ -\partial_\rho^2 - \coth \rho \partial_\rho + \frac{1}{\sinh^2 \rho} (k-b \cosh \rho)^2 \right] f^D_{j,k}(\rho, \varphi) = \left( j(1-j) + b^2 \right) f^D_{j,k}(\rho, \varphi),$$  \(3.38\)

$$\left[ -\partial_\rho^2 - \tanh \rho \partial_\rho + \frac{1}{\cosh^2 \rho} (k-b \sinh \rho)^2 \right] f^T_{j,k}(\rho, \varphi) = \left( j(1-j) + b^2 \right) f^T_{j,k}(\rho, \varphi).$$  \(3.39\)

\footnote{The imaginary factor of $i$ for the gauge field contribution is due to the fact that we are using Euclidean time \[32\].}
Before we proceed, we can verify that all quantities shown above are related by the analytic continuation of the coordinates:

\[
\rho_D = \rho_T + \frac{i\pi}{2}, \quad \varphi_D = i\varphi_T.
\]  

(3.40)

### 3.2 Charged particle on the Poincaré disk

The wavefunctions on \(D\) which obey (3.38) are discussed in [44]. We summarize this here. The total wavefunction is decomposed as \(f_{j,k}^D(\rho, \varphi) = e^{i(k-b)\varphi} f_{j,k}^D(x)\), where \(k = b + \mathbb{Z}\) [44]. After the change of variables

\[
x = \tanh^2\left(\frac{\rho}{2}\right),
\]

(3.41)

the Schrödinger equation (3.38) is written as

\[
\left[-(1-x)^2(x\partial_x^2 + \partial_x) + \frac{1-x}{4x}(k-b)^2 - (k+b)^2x\right] f_{j,k}^D(x) = j(1-j)f_{j,k}^D(x).
\]

(3.42)

The general solution is given by a linear combination

\[
f_{j,k}^D(x) = a_{j,k}^b A_{j,k}^b(x) + a_{j,-k}^b A_{j,-k}^b(x),
\]

(3.43)

with

\[
A_{j,k}^b(x) = x^{\frac{(b-k)}{2}}(1-x)^j F(j-k, j+b; 1+b-k; x),
\]

(3.44)

where \(F(a, b; c; x) = \Gamma(c)^{-1} {}_2F_1(a, b; c; x)\) is the regularized hypergeometric function. The asymptotic to the center of the disk \((x \to 0)\) behavior of the solution is given by

\[
A_{j,\pm k}^\pm b(x) = x^{\pm \left(\frac{b-k}{2}\right)} \left[\frac{1}{\Gamma(1 \pm b \mp k)} + O(x)\right].
\]

(3.45)

Therefore, for \(b > k\), \(A_{j,k}^b\) is the regular solution while for \(b < k\), \(A_{j,-k}^{-b}\) is the regular solution. The coefficients \(a_{j,k}^\pm b\) are fixed by the orthonormality condition in appendix B, which are given by

\[
a_{j,k}^b = \frac{i}{2\sqrt{\pi}} \frac{\Gamma(1-j-k)\Gamma(1-j+b)}{\Gamma(1-2j)}. \tag{3.46}
\]

In particular, we find

\[
|a_{j,\pm k}^b|^2 = \frac{s \sinh(2\pi s)}{\cos(2\pi b) + \cosh(2\pi s)}. \tag{3.47}
\]

Now we study the propagator [31, 32] which is defined by the diffusion equation

\[
(\partial_u + \hat{\mathcal{H}}) G(x, \varphi; x', \varphi'; u) = 0. \tag{3.48}
\]

By defining the resolvent in the form of Laplace transform as

\[
G(x, \varphi; x', \varphi'; u) = \int_{\frac{1}{2}(b^2 + \frac{1}{4})}^\infty dE e^{-Eu} \Pi(x, \varphi; x', \varphi'; E), \tag{3.49}
\]

the diffusion equation is reduce to the eigenvalue equation we studied above as

\[
(\hat{\mathcal{H}} - E) \Pi(x, \varphi; x', \varphi'; E) = 0. \tag{3.50}
\]
Therefore, the resolvent is given by the summation over $k$:

$$
\Pi(x, \varphi; x', \varphi'; E) = \sum_{k=b+Z} f_{j,k}^{D*}(\rho, \varphi) f_{j,k}(\rho', \varphi'),
$$

(3.51)

where $E = \frac{1}{2}(s^2 + b^2 + \frac{1}{4})$. If we set $\rho' = 0$ ($x' = 0$), then only the $k = b$ contribution is non-zero by (3.44). Therefore, we find

$$
\Pi(x, \varphi; 0, \varphi'; E) = |a_{b}^{j,b}|^2 e^{-ib(\varphi-\varphi')}(1-x)^j F(j-b, j+b; 1; x).
$$

(3.52)

The expression for general $\rho'$ can be found by the symmetry. The partition function is now defined by

$$
Z_D = A_D^{-1} \int_D dx^2 \sqrt{g(x)} G(x, \varphi; x, \varphi; \beta) = \int_0^\infty ds e^{-\beta^2} \rho(s).
$$

(3.53)

Using this expression, we find

$$
\rho(s) = |a_{\frac{1}{2}+is,b}^{j,b}|^2 = \frac{s \sinh(2\pi s)}{\cos(2\pi b) + \cosh(2\pi s)}.
$$

(3.54)

The Schwarzian limit is defined by setting $b = iq$ and taking $q \to \infty$ with $s$ fixed. In this limit the spectral density becomes

$$
\rho(s) \approx 2s \sinh(2\pi s).
$$

(3.55)

The Schwarzian limit can also be phrased a the fixed temperature limit of the l.h.s. of (3.6) as $\rho_0 \to \infty$. Therefore, in the Schwarzian limit we have a relation

$$
\sinh \rho_0 \approx e^{\rho_0} \approx q.
$$

(3.56)

### 3.3 Charged particle on a hyperbolic cone

#### 3.3.1 Wavefunctions

As discussed in [42], the effect of the magnetic Aharonov-Bohm field on the charged particle is to shift the angular momentum quantum numbers by $\xi$ where $\xi = -i\Phi/2\pi$ and $\Phi = \int A^{(a)}$ is the Aharonov-Bohm magnetic flux. In other words, starting with the SL(2, $\mathbb{R}$) invariant Hamiltonian (3.42), we take $k \to k + \xi$. Following our earlier discussion, for the punctured disk, $\xi = \frac{iq\alpha}{2\pi} (\cosh \rho_0 - 1 - \sinh \rho_0)$. In the limit $q \to \infty$, we find $\xi = -i\alpha \zeta/2\pi$.

This can also be seen from the BF description of the JT gravity. (We summarize relevant aspects of the BF theory in appendix F). In the gauge (2.9), the variation of $\phi$ leads to $R(x) + 2 = 2\alpha \delta^2(x-x_1)$ and the defect gives a conical deficit $\varphi \approx \varphi + 2\pi - \alpha$. But of course the left hand side of the former equation is just $F$ from the BF theory [28, 29, 33]. This means that there is a delta-function source for the gauge field in the BF theory which can be written,

$$
F = \kappa p \lambda p^{-1} \delta^2(x-x_1).
$$

(3.57)

Here, $\lambda = \vec{\lambda} \cdot \vec{H}$ where $\vec{H}$ are elements of the Cartan subalgebra in the highest weight of the representation and $p$ is some constant element in the algebra. The constant $\kappa$ will be
related to the conical deficit. The delta-function source means that the gauge field is not everywhere flat. Then we write
\[ A_\rho = g^{-1}\partial_\rho g, \quad A_\varphi = g^{-1}\partial_\varphi g + \frac{\kappa}{\pi} p\lambda p^{-1}, \] (3.58)
for \( g \in \mathfrak{sl}(2, \mathbb{R}) \). In this expression, \( g(\varphi + 2\pi) = g(\varphi) \). By performing a global gauge transformation, \( g \to gp^{-1} \), the BF action becomes
\[ I_{\text{BF}} = -\int d\varphi \operatorname{Tr}(A_\varphi)^2 \to -\int d\varphi \operatorname{Tr}(g^{-1}dg + \Lambda)^2, \] (3.59)
where \( \Lambda = \frac{\kappa \lambda}{2\pi} \). Finally, we can redefine \( \tilde{g} = gU(\varphi) \) for \( U(\varphi) = \exp(\frac{\kappa}{2\pi} p\lambda p^{-1}\varphi) \) which makes \( A_\varphi = \tilde{g}^{-1}\partial_\varphi \tilde{g} \) flat. With this definition, we have a monodromy \( \tilde{g}(\varphi + 2\pi) = \tilde{g}(\varphi)U(2\pi) \). Hence, we should characterize conical deficits by monodromies. This also explains why the solution (3.58) is correct for \( A \). The presence of the deficit implies that
\[ \int_M F = \oint_{\partial M} A_\varphi = \kappa p\lambda p^{-1}. \] (3.60)
which is seen to be solved by the solution (3.58). In particular for the AB gauge field (3.20), using this relation we find that \( \kappa p\lambda p^{-1} = -\alpha \zeta (\cosh \rho_0 - 1 - \sinh \rho_0) \) and \( U(\varphi) = \exp(i\xi \varphi) \) where
\[ \xi = -\frac{iq}{2\pi} \kappa p\lambda p^{-1} = \frac{iq\alpha \zeta}{2\pi} (\cosh \rho_0 - 1 - \sinh \rho_0), \] (3.61)
where we also included the charge \( q \) from (3.22) in \( \xi \). This implies that for the gauge (3.25), where the element is obtained by the action of \( U(\varphi) \), the effect of the AB field is implemented by simply shifting the quantum number of the angular coordinate \( \varphi \) by \( \xi \).

In fact, this shift is expected from the monodromy condition on the hyperbolic disk [33], which can be thought of as the group manifold \( \text{PSL}(2, \mathbb{R}) \). Starting from the universal cover \( \tilde{\mathfrak{G}} = \tilde{\text{SL}}(2, \mathbb{R}) \) discussed in [44], a choice of cross-section of the principle bundle \( \tilde{\mathfrak{G}} \to H^2 \) is equivalent to a local frame on the Poincaré disk. Representing an element \( g \in \tilde{\mathfrak{G}} \) as \( g = e^{\varphi\Lambda_0}e^{\rho\Lambda_1}e^{-\alpha\Lambda_0} \) with representation\(^5\)
\[ \Lambda_0 = \frac{1}{2} \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix}, \quad \Lambda_1 = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \Lambda_2 = \frac{1}{2} \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}, \] (3.62)
a choice of cross-section is equivalent to a choice of \( \vartheta \) for the orthogonal basis vectors \( v_1 \) and \( v_2 \) on \( H^2 \):
\[ \begin{pmatrix} v_1' \\ v_2' \end{pmatrix} = \begin{pmatrix} \cos \vartheta \\ -\sin \vartheta \end{pmatrix}, \quad \begin{pmatrix} v_1'' \\ v_2'' \end{pmatrix} = \begin{pmatrix} \sin \vartheta \\ \cos \vartheta \end{pmatrix}. \] (3.63)
Two particular choices for \( z = e^{i\varphi} \tanh(\rho/2) \) are the tilde gauge \( \tilde{g}(\rho, \varphi) = e^{\varphi\Lambda_0}e^{\rho\Lambda_1} \) with \( \vartheta = 0 \) and the disk gauge \( g(\rho, \varphi) = e^{\varphi\Lambda_0}e^{\rho\Lambda_1}e^{-\varphi\Lambda_0} \) with \( \vartheta = \varphi \). It is easily verified that \( \tilde{g}(\rho, \varphi + 2\pi) = -\tilde{g}(\rho, \varphi) \) and \( g(\rho, \varphi + 2\pi) = g(\rho, \varphi) \). Choosing \( \vartheta = (\kappa - 1)\varphi \) we find the monodromy \( g(\rho, \varphi + 2\pi) = g(\rho, \varphi)e^{-2\pi\kappa\Lambda_0} \). The different monodromies between the disk and tilde gauges have \( \kappa = 1 \). This is a reflection of the fact that the true symmetry group of the Poincaré disk is \( \text{PSL}(2, \mathbb{R}) = \text{SL}(2, \mathbb{R})/\mathbb{Z}_2 \), discussed further in appendix F.

\(^5\)Here, \( \Lambda_0 = iL_0, \Lambda_1 = (L_- - L_+)/2, \Lambda_2 = i(L_- + L_+)/2. \)
The group perspective is useful since it allows for construction of spinors. In particular, eigenfunctions of the Hamiltonian in section 3.2 can be thought of as $\nu$-spinors with the identification $\nu = -iq$. From [32], $\nu$-spinors are functions on $H^2$ which are characterized by the property that the generator $\Lambda_0$ has the right group action of multiplication by $-i\nu$. In other words, two $\nu$-spinors are related by $\Psi(g_2) = e^{-i\nu\theta}\Psi(g_1)$ for two different cross-sections related by $\theta = \vartheta_1 - \vartheta_2$. Given the wavefunctions on the disk in section 3.2 by $f^{D}_{j,k} (\rho, \varphi) = e^{ik\varphi}f^{D}_{j,k} (u)$ with $\nu = -iq$, the wavefunction corresponding to the orthonormal frame with $\vartheta = (\kappa - 1)\varphi$ is $f^{D}_{j,k,\kappa} = e^{i(kq+\kappa-1)\varphi}f^{D}_{j,k} (u)$. In section 3.3.1 and appendix F, we show that for the conical deficit parameter $\alpha$, we should identify $\kappa = 1 - \alpha/2\pi = \zeta$, see also [15]. If we take $q \to q_0$, we see that the angular momentum quantum numbers get shifted $k \to k - iq\zeta\alpha/2\pi$. In the limit $q \to \infty$, we see exactly the shift of [42], as expected.

The monodromy condition motivates the change in angular momentum quantum numbers, but it is not the whole story for the punctured disk, since it only captures the AB flux. Following [44], the representation $g = e^{q\Lambda_0}e^{\rho\Lambda_1}e^{-\vartheta_0}$ leads to the metric on the Poincaré disk when extremized over $d\vartheta$. Since our monodromy cross-section uses the same parametrization before fixing $\vartheta$, we would find the same metric up to potential angular identifications, $\varphi \simeq \varphi + (2\pi - \alpha)$, as pointed out in (2.9). We have stated that it is more convenient to use (3.25) which has $\varphi \simeq \varphi + 2\pi$, where we rescaled $\rho \to \rho/\zeta$ and $\varphi \to \zeta\varphi$. Then we can proceed as [42].

Starting from the eigenvalue equation (3.42), we rescale $\rho \to \rho/\zeta$, $\varphi \to \zeta\varphi$, $q \to q/\zeta$ and include the AB field via $k \to k + \xi$. Defining $x = \tanh^2 (\rho/2\zeta)$, we have

$$\begin{align*}
- (1 - x)^2 (x\partial_x^2 + \partial_x) + \frac{1 - x}{4\zeta^2 x} \left( (k + \xi - b)^2 - (k + \xi + b)^2 x \right) f^{D}_{j,k} (x) &= j (1 - j) f^{D}_{j,k} (x),
\end{align*}$$

where $k = b + z$ as before. We now note that if $k \to \zeta k$, $\xi \to \zeta \xi$ and $q \to \zeta q$, we have the exact same equation as (3.42), up to the shift of $k \to k + \xi$. This is not surprising since this transformation takes (3.25) to (2.9), though of course we have a different definition for $x$.

Now, we ask what the consequences of the conical deficit are for the continuous spectrum. We first consider the algebra of $\text{SL}(2, \mathbb{R})$ on disk eigenvectors. Starting with an eigenvector on the disk, $|l, j\rangle$ characterized by $L_0|l, j\rangle = \frac{1}{2}|L_+, L_-|l, j\rangle = -l|l, j\rangle$ and $2\hat{H}_D|l, j\rangle = j(1 - j) + b^2$, we can write

$$\begin{align*}
\langle l, j | L_- L_+ | l, j \rangle &= (l + j)(l + 1 - j), \\
\langle l, j | L_+ L_- | l, j \rangle &= (l - j)(l - 1 + j).
\end{align*}$$

Since $L_- = L_+$, these matrix elements must be positive. The continuous principle series that we discussed in section 3.2 have $j = \frac{1}{2} + is$ which leads to positive matrix elements for all $l \in \mathbb{Z}$.

\footnote{To match notation, we must take $k \to l + b$ with $l \in \mathbb{Z}$.}
For the cone, Under $\varphi \rightarrow \zeta \varphi$ and $q \rightarrow \frac{q}{\zeta}$, the same eigenvectors have $L_0|l,j\rangle = -\frac{l}{\zeta}|l,j\rangle$ and we can write
\[
\langle l,j|L_-L_+|l,j\rangle = \frac{l}{\zeta} \left( \frac{l}{\zeta} + 1 \right) + j(1-j) = \frac{(l+j\zeta)(l+j\zeta - j\zeta)}{\zeta^2},
\]
\[
\langle l,j|L_+L_-|l,j\rangle = \frac{l}{\zeta} \left( \frac{l}{\zeta} - 1 \right) + j(1-j) = \frac{(l-j\zeta)(l-j\zeta + j\zeta)}{\zeta^2}. \tag{3.66}
\]
Positivity is ensured if $j\zeta = \zeta(\frac{1}{2} + is)$, but this means that $j = \frac{1}{2} + is$ does not change. This long-winded explanation shows that the effects of the conical geometry can be undone via a simple rescaling of the quantum numbers. Hence we may use the results already derived in section 3.2 for contributions from the background field plus results from the literature [42] for the Aharonov-Bohm filed contribution. The algebra also implies that the energy of the continuous spectrum on the cone is nearly unchanged, $E = \frac{1}{2}(s^2 + \frac{1}{4} - \frac{q^2}{\zeta^2})$.

Following [31, 32], the energy in the Schwarzian limit is $E_{\text{Sch}} = E + \frac{q^2}{\zeta^2} - \frac{1}{8} = s^2/2$.

Working on the punctured disk with $\varphi \cong \varphi + 2\pi$, i.e. in the gauge (3.25), the angular momentum component of the wavefunctions do not change. However, the radial wavefunctions do. Comparing the two Schrödinger equations (3.42) and (3.64), it is easily seen that the wavefunctions are given by
\[
f_{j\zeta,k}(x,\varphi,\xi) = e^{i\frac{kx}{\zeta}+\varphi} \left[ a_{j\zeta,k+\xi}^b A_{j\zeta,k+\xi}^{b/j\zeta} + a_{j\zeta,k+\xi}^{-b} A_{j\zeta,k+\xi}^{-b/j\zeta} \right], \tag{3.67}
\]
where $b = iq\zeta$, $k \in b + \zeta\mathbb{Z}$,
\[
\xi = -\frac{qa\zeta}{2\pi} \left[ \cosh \left( \frac{\rho_0}{\zeta} \right) - 1 - \sinh \left( \frac{\rho_0}{\zeta} \right) \right], \quad j\zeta = \zeta \left( \frac{1}{2} + is \right), \quad x = \tanh^2 \left( \frac{\rho}{2\zeta} \right), \tag{3.68}
\]
and
\[
A_{j\zeta,k+\xi}^{b/j\zeta} = x^{\frac{b-k-\xi}{2\zeta}} \left( 1 - x \right)^{\frac{j\zeta}{\zeta}} F \left( \frac{j\zeta - k - \xi}{\zeta}, \frac{j\zeta + b}{\zeta}; 1 + \frac{b - k - \xi}{\zeta}; x \right). \tag{3.69}
\]
As an aside, we note that, under the rescaling $k \rightarrow j\zeta k$, $\xi \rightarrow j\zeta \xi$ and $b \rightarrow j\zeta b$, we can relate
\[
f_{j,k}(x,\varphi) \cong e^{-jq\zeta} f_{j,k+\xi}(x,\varphi). \tag{3.70}
\]
In other words, the regular solution on the punctured disk is related to a solution on the unpunctured disk with monodromy $f_{j,k+\xi}(x,\varphi + 2\pi) = e^{2\pi i\xi} f_{j,k+\xi}(x,\varphi)$. This is a modification of periodic boundary conditions which is not regular at the origin, but is nevertheless allowed by quantum mechanics through the theory of self-adjoint extensions [45]. If $\xi = 1/2$, these would be Neveu-Schwarz boundary conditions, though here $\xi$ is imaginary and can be irrational. This monodromy justifies the matching we made in section 3.3.3.

### 3.3.2 Propagator

The propagator can be found by exactly following the prescription in [42] with the appropriate identifications of parameters (3.68). This is because we are using a gauge in which $\varphi \cong \varphi + 2\pi$ and the radial coordinate $x$ hides the conical geometry. One of our interests...
in this work is to calculate Rényi and entanglement entropies and for this, we must introduce a new conical deficit, which we label by $\theta$, that implements the replica trick [46–50]. In what follows, it will be important to distinguish the conical manifold arising from the deformation of JT gravity, which has $\theta = 1$, from the conical manifold arising from the replicas, which has general $\theta$.

We start by describing the propagator for $D$ and then modify it to accommodate the AB field and conical deficit from the replicas. The propagator for $D$ can be written in a number of ways, including as a contour integral [42], a sum over the wavefunctions in a particular representation $s$ [32, 44], and in closed form in terms of a hypergeometric function [35].

In analogy with the flat cone analysis in appendix A, we choose to represent this as a contour integral. A similar discussion of contour integrals is given by the map relating $\nu$-spinor representations to “$\mu$-twisted $\lambda$-form” representations of the $\hat{\text{Diff}}_+(S^1)$ subgroup of $\hat{\text{SL}}(2, \mathbb{R})$ that is discussed in [44], see eq. (109). This map is equally well interpreted as a boundary-bulk propagator mapping a specific choice of boundary $\varphi(u)$ to a bulk point.

For $\theta = 1$ case, the resolvent can be written in terms of a contour integral [42] (see also [44] and appendix C) as

$$\Pi^{(1)}(z; z') = \frac{1}{2i} \int_{C_0} dw_1 \int_{C_+ \cup C_-} dw_2 \Psi_-(x, \varphi, w_1) \Psi_+^b(x', \varphi', w_2) \frac{e^{w_1}}{e^{w_1} - e^{w_2}},$$

where $\Psi_{\pm}$ are so-called horocyclic waves

$$\Psi_{\pm}^b(x, \varphi, w) = \frac{1}{2\pi} \frac{(1 - |z|^2)^{j_{\pm}}}{(1 + ze^{-w})^{j_{\pm} - b} (1 + \bar{z}e^w)^{j_{\pm} + b}},$$

with $j_{\pm} = \frac{1}{2} \pm (j - \frac{1}{2})$ and $z = \sqrt{\tau} e^{i\varphi}$. The contour $C_0$ is running from $w = i(\varphi + \pi) + \ln x$ to $w = i(\varphi + \pi) - \ln x$ along the real axis and the contours $C_{\pm}$ are shown in figure 1. Defining $K(z; z')$ to be the part of the resolvent that arises from the background field, rather than the AB field, we can write this as

$$\Pi^{(1)}_{\xi=0} \equiv K^{(1)}(z; z') = \pi \int_{C_0} dw \Psi_-(x, \varphi, w) \Psi_+^b(x', \varphi', w),$$

Finally the full heat kernel, or propagator, is then given by the Laplace transform (3.49).

The wavefunctions in eq. (3.67) can also be written in terms of a contour integral over the horocyclic waves [42], discussed further in appendix C. From this perspective, following [44], the wavefunction with parameter $k$ is related to a specific Fourier component of the boundary time reparametrization, $e^{-kw_i}$.

The contour integral is then the bulk-boundary map of this component and the horocyclic wave is the bulk-boundary propagator. The propagator we derive here can be understood as a boundary two-point function written as the convolution of two bulk-boundary propagators. This same perspective was discussed in [31, 32].

\footnote{There is no $i$ because we are in Euclidean time. This Fourier component when quantized becomes a boundary graviton.}
Figure 1. Contours on the complex $w$-plane used to calculate the propagator. The contours are defined for $z = \sqrt{x}e^{i\varphi}$ and $0 < x < 1$.

Following the flat space procedure, one way to implement the effect of the conical deficit is to take the $\theta = 1$ expression (3.71) and rescale the weight function,

$$\Pi^{(\theta)}(z; z') = \frac{1}{2i} \int_{C_0} dw_1 \int_{C_+ \cup C_-} dw_2 \varPsi_-^b(x, \varphi, w_1) \varPsi_+^b(x', \varphi', w_2) \frac{e^{w_1/\theta}}{e^{w_1/\theta} - e^{w_2/\theta}}. \quad (3.74)$$

Here, the contours remain the same as in the disk geometry. Next, define $w_2 = w'_2 + i\varphi'$. This removes the explicit $\varphi'$ dependence in $\varPsi_-^b$. Furthermore, it becomes evident that the integral is periodic in $\varphi' \rightarrow \varphi' + 2\pi \theta$. We could similarly remove the $\varphi$ dependence in $\varPsi_-^b$ by redefining $w_1 = w'_1 + i\varphi$. Now, we run the argument in reverse, converting the integral into a sum. The important point is that as $w'_2 \rightarrow +\infty$, i.e. for $C_+'$, we write

$$\frac{e^{w_1/\theta}}{e^{w_1/\theta} - e^{w_2/\theta}} = -\sum_{\ell=1}^{\infty} e^{\ell w_1/\theta} e^{-\ell w_2/\theta}, \quad (3.75)$$

whereas for $w'_2 \rightarrow -\infty$, i.e. for $C_-'$, we write

$$\frac{e^{w_1/\theta}}{e^{w_1/\theta} - e^{w_2/\theta}} = \sum_{\ell=0}^{\infty} e^{-\ell w_1/\theta} e^{\ell w_2/\theta}. \quad (3.76)$$

Not surprisingly, the effect of the cone is to take $\ell \rightarrow \ell/\theta$. This is the exact rescaling of the Schrödinger equation (3.64) and hence confirms the wavefunctions in (3.67) with $\xi = 0$. Returning to the double contour representation (3.74), we can deform the contour $C_+ \cup C_-'$ into two lines parallel to the real axis separated by $2\pi i$ plus contours that circle any poles that fall in between these two lines, like we did for the disk. The difference here is that, in addition to the pole at $e^{w_2} = e^{w_1}$ we can have a pole at $e^{w_2+2\pi i \theta} = e^{w_1}$. Furthermore, the two parallel lines no longer provide equal and opposite contributions. These are non-perturbative contributions to the propagator. As discussed in appendix A, these arise from paths which intersect the puncture of the disk and we can discard them if we don’t allow such paths in our path integral.
Finally, to include an AB field in the above discussion, we shift $\ell$ by the AB flux $\xi$ and sum over $\ell \in \mathbb{Z}$ in eqs. (3.75) and (3.76). The result is a simple multiplication of the integrand
\[
\frac{e^{w_1/\theta}}{e^{w_1/\theta} - e^{w_2/\theta}} \rightarrow e^{\xi(w_1-w_2)} \frac{e^{w_1/\theta}}{e^{w_1/\theta} - e^{w_2/\theta}}.
\]
(3.77)

Starting with $\theta = 1$, the result from [42] is
\[
\Pi_\xi^{(1)}(x, \varphi; x', \varphi') = \Delta^{(1)}(x, \varphi; x', \varphi') + e^{-i\xi(\varphi-\varphi'+2\pi\sigma)} K^{(1)}(x, \varphi; x', \varphi'),
\]
(3.78)
where $\sigma = 1$ for $-2\pi < \varphi - \varphi' < -\pi$, $\sigma = 0$ for $-\pi < \varphi - \varphi' < \pi$, and $\sigma = 1$ for $\pi < \varphi - \varphi' < 2\pi$. The function $\Delta^{(1)}$ is the contribution to the kernel arising from the AB field. It is given by
\[
\Delta^{(1)}(z, z') = \frac{1 - e^{-2\pi i} e^{-i\xi(\varphi-\varphi')}}{2i} \int_{C_0} dw_1 \int_{C_1} dw_2 \Psi^b(z, w_1) \Psi^b(z', w_2) e^{\xi(w_1-w_2)} e^{w_1/\theta} e^{-w_2/\theta} - 1.
\]
(3.79)

Interestingly, the separation of $\Pi^{(1)}$ into $\Delta^{(1)}$ and $K^{(1)}$ arises from the contribution to the kernel from the AB field and background field, respectively. In the contour integral, the latter arises from the pole contribution at $e^{w_1} = e^{w_2}$ when deforming $C_+ \cup C_-$. The extra contribution from this deformation are two lines parallel to the real axis that can be deformed into a single line Im$w_2 = \varphi'$ at the cost of a phase. If $\xi \in \mathbb{Z}$, then these two contributions cancel, as can be seen from the factor in front of eq. (3.79). This reflects an enhanced symmetry so that the stabilizer group is not $U(1)$ but $SU^w(2, \mathbb{R})$ discussed for instance in [33].

Next, to include the conical deficit from the replica, we rescale the weight function in the contour integral as before. We can no longer write the deformed contour $C_+ \cup C_-'$ as a single line. The kernel is
\[
\Delta^{(\theta)}(z, z') = \frac{1}{2i} e^{-i\xi(\varphi-\varphi')} \int_{C_0} dw_1 \int_{C_1} dw_2 \Psi^b(z, w_1) \Psi^b(z', w_2) e^{\xi(w_1-w_2)} e^{w_1/\theta} e^{-w_2/\theta} - 1.
\]
(3.80)

Here $C_1$ is the contour (Im$w_2 = \varphi')_\rightarrow \cup (\text{Im}w_2 = \varphi' + 2\pi)_\leftarrow$. Aside from the weight function, no changes occur to the kernel. In particular, $\Psi^{\pm b}_+$ have definite transformation properties under $\text{SL}(2, \mathbb{R})$. Then, we can follow the steps in appendix A of [42]: interchanging the order of integration, defining $\tilde{w}_2 = w_2 - w_1$, then $\tilde{w}_1 = w_1 + \tilde{w}_2$, we may rewrite the kernel as
\[
\Delta^{(\theta)}(z, z') = \frac{1}{2i} e^{-i\xi(\varphi-\varphi')} \int_{C_1} d\tilde{w}_2 \frac{e^{-(1+\xi)\tilde{w}_2^2}}{e^{\tilde{w}_2^2} - 1} \int_{C_0} d\tilde{w}_1 \Psi^b(z, \tilde{w}_1 - \tilde{w}_2) \Psi^b(z', \tilde{w}_1).
\]
(3.81)

Since $C_0$ was the contour defined at $w_1 = i\varphi + i\pi$, $\tilde{C}_1$ is the contour $C_1$ shifted down by this amount. The contour $\tilde{C}_0$ is defined by shifting the contour $C_0$ by $\tilde{w}_2$. The important point is that since the contours and the functions $\Psi^{\pm b}_+$ do not get altered by the conical deficit, the integral is the same as performed in [42]. Hence we may write
\[
\Delta^{(\theta)}(z, z') = \frac{1}{2\pi i} e^{-i\xi(\varphi-\varphi')} \int_{-\infty}^{\infty} du \left[ \frac{e^{\xi(u - i(\varphi' - \varphi + \pi))}}{e^{(u - i(\varphi' - \varphi + \pi))}/\theta - 1} - \frac{e^{\xi(u - i(\varphi' - \varphi - \pi))}}{e^{(u - i(\varphi' - \varphi - \pi))}/\theta - 1} \right] \mathcal{F},
\]
(3.82)
where
\[
\mathcal{F} = \left( \frac{1 + \sqrt{xx'}e^{-u}}{1 + \sqrt{xx'}e^u} \right)^\theta \lambda \left( \frac{x + x' + 2\sqrt{xx'}\cosh u}{1 + xx' + 2\sqrt{xx'}\cosh u} \right),
\] (3.83)
and
\[
\lambda(y) = \frac{1}{4\pi} \Gamma(j + b) \Gamma(j - b)(1 - y)^2 \mathcal{F}(j + b, j - b, 2j, 1 - y).\] (3.84)

To find the density of states, we first set \( z = z' \), giving
\[
\Delta^{(\theta)}(x) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} du \left[ \frac{e^{\frac{1}{2}(u - i\xi)\theta}}{e^{(u - i\xi)\theta - 1}} - \frac{e^{\frac{1}{2}(u + i\xi)\theta}}{e^{(u + i\xi)\theta - 1}} \right]
\times \left( \frac{1 + xe^{-u}}{1 + xe^u} \right)^b \lambda \left( \frac{2x(1 + \cosh u)}{1 + x^2 + 2x\cosh u} \right).
\] (3.85)

Again, outside of the term in square brackets, there are no changes compared to [42]. Finally, we can integrate this over the punctured disk giving,
\[
\left( \frac{2\pi i}{\theta} \right) \text{Tr} \Delta^{(\theta)} = \left( \frac{2\pi i}{\theta} \right) \int_{D_\alpha} dxd\varphi \sqrt{-g} \Delta^{(\alpha)}(x)
\] (3.86)
\[
= \frac{1}{2j - 1} \int_0^1 dv \int_{-\infty}^{\infty} du \left[ \frac{e^{\frac{1}{2}(u - i\xi)\theta}}{e^{(u - i\xi)\theta - 1}} - \frac{e^{\frac{1}{2}(u + i\xi)\theta}}{e^{(u + i\xi)\theta - 1}} \right] v^{j-1-b} \frac{1}{(1+ve^{-u})(1+ve^u)}
\]
\[
- \frac{1}{2j - 1} \int_0^1 dv \int_{-\infty}^{\infty} du \left[ \frac{e^{-(u - i\xi)\theta}}{e^{(u - i\xi)\theta - 1}} - \frac{e^{-(u + i\xi)\theta}}{e^{(u + i\xi)\theta - 1}} \right] v^{j-1+b} \frac{1}{(1+ve^{-u})(1+ve^u)}.
\]

Inspecting the last two lines of this expression, we note that the pole structure is the same and that the two lines are related by \( \xi \to -1 - \xi \). The \( u \) integrals are done by residue theorem, which we evaluate in appendix D, and the result is given by
\[
\text{Tr} \Delta^{(\theta)} = \frac{\theta}{2j - 1} \int_0^1 dv \left( v^{j-1-b} I_+(v) - v^{j-1+b} I_-(v) \right),
\] (3.87)
where
\[
I_\pm(v) = \frac{2\theta - (1 - v)(\theta \pm 1 \pm 2\xi)}{2(1 - v)^2} \pm \frac{v^{\pm\theta}}{(1 - v^{\pm\theta})(1 - v)}.
\] (3.88)

Note that under \( b \to -b, \xi \to -1 - \xi \) this expression changes by a sign. Hence, it vanishes for \( \xi = -1/2 \) and \( b = 0 \). To demonstrate that these integrals converge, we note that
\[
\lim_{v \to 1} I_+ = \lim_{v \to 1} I_- = \frac{\theta^2 - 6\xi(1 + \xi) - 1}{12\theta}.
\] (3.89)

Eq. (3.87) is an exact expression for the trace of the propagator for any \( \theta \). However, for \( \theta = 1/p \) for \( p \in \mathbb{Z} \), eq. (3.87) can be computed in closed form, for instance the \( \theta = 1 \) result
of [42]. The result is a sum over digamma functions. As an example, for $p = 2$,

$$(2j - 1)\text{Tr}\Delta^{(1/2)} = \left\{ \frac{1}{2} \left[ \psi \left( \frac{j + b}{2} - \xi \right) + \psi \left( \frac{j - b}{2} + \xi \right) - \psi \left( \frac{1 + j + b}{2} - \xi \right) - \psi \left( \frac{1 + j - b}{2} + \xi \right) \right] \right.$$

$$+ \psi(j + b - 2\xi) - \psi(j + b) + \psi(j - b) - \psi(j - b + 2\xi)$$

$$+ 2(2\xi - b + j) [\psi(j - b) - \psi(j - b + 2\xi)]$$

$$+ 2(2\xi - b + 1 - j) [\psi(j + b - 2\xi) - \psi(j + b)] \right\}.$$  (3.90)

In this expression, the last two lines are identical to [42] with the substitution $\xi \to \xi/\theta$ and an overall factor of $1/\theta$. For any $\theta$ there will be such terms and they will dominate in the Schwarzian limit. To obtain the density of states, we use

$$\rho^{(\theta)} = \frac{1}{\pi} \text{Im} \text{Tr}\Delta^{(\theta)}.$$  (3.91)

In particular, for the continuous principle series, since $j = is + 1/2$, we look at the real part of the right hand side of (3.87). Using the identity

$$\text{Im} \left[ \psi \left( \frac{1}{2} + it \right) \right] = \frac{\pi}{2} \tanh(\pi t),$$  (3.92)

and identifying parameters in eq. (3.68), we find that for $\theta = 1$

$$\lim_{q \to \infty} \rho^{(1)} = 2qe^{-(2\pi - \alpha)q} \cosh(2\pi s),$$  (3.93)

reproducing the earlier result.

### 3.3.3 Partition function for $D(\alpha)$

The spectral density for the continuous mode in the Poincaré disk with Aharonov-Bohm flux $\Phi = 2\pi\xi$ and magnetic field $b$ has been calculated by [42] as

$$\rho^{(\xi)}_s(E, b) \propto \frac{1}{s} \left[ \frac{s \sinh 2\pi s + \left( \frac{1}{2} - b + \xi \right) \sin 2\pi (b - \xi)}{\cosh 2\pi s + \cos 2\pi (b - \xi)} \right.$$  

$$- \left. \frac{s \sinh 2\pi s + \left( \frac{1}{2} - b + \xi \right) \sin 2\pi b}{\cosh 2\pi s + \cos 2\pi b} \right],$$  (3.94)

where $E = \frac{1}{2}(s^2 + \frac{1}{4} + b^2)$. Then, the exact partition function is given by

$$Z(\beta) = e^{\pi \alpha}e^{(2\pi - \alpha)q_0} \int_{\frac{1}{2}(1 + b^2)}^{\infty} dE e^{-\frac{\beta E}{c^2}} \rho^{(\xi)}_s(E, iq_0),$$  (3.95)

where we included the background contributions from the Euler characteristic and ground state entropy as in [31]. The extra factor $\zeta^{-2}$ in the Boltzmann factor is explained as follows. If we want the punctured disk partition function to arise as the leading correction to the JT partition function as in eq. (2.3), we must match $\beta$ between the disk and the
punctured disk using eq. (3.7). In the coordinates we have been using, this means we must rescale \( \beta_{D_{\alpha}} = \beta_{D}/\zeta^{2} \).

The Schwarzian limit is taken by setting \( b = iq_{\alpha} \), \( \xi = \frac{iq_{\alpha}}{2\pi} \) and sending \( q_{\alpha} \to \infty \) with \( s \) fixed. We find for the punctured disk,

\[
\lim_{q_{\alpha} \to \infty} \rho_{s,\alpha}^{(E, iq)} = \frac{2q_{\alpha}\zeta}{s} e^{-(2\pi-\alpha)q_{\alpha}} \cosh 2\pi s .
\]  

Including the background contributions from the Euler characteristic and ground state entropy, this leads to the gravitational density of states

\[
\rho_{\alpha}(s) = e^{S_{0}} e^{(2\pi-\alpha)q_{\alpha}} \rho_{\lambda,\alpha}^{(E)}(\lambda) = 2q_{\alpha}\zeta e^{S_{0}} \frac{\cosh 2\pi s}{s} .
\]

As a final step, to bring the Boltzmann factor to the standard form, taking \( s \to \zeta s \), we find the partition function in the Schwarzian limit is given by

\[
Z(\beta) = 4q_{\alpha}\zeta^{2} \int_{0}^{\infty} ds \ e^{-\frac{s^{2}}{2}} \cosh[(2\pi-\alpha)s] .
\]

matching the results obtained via the other methods up to an overall constant.

We note that for the trumpet, the analytic continuation gives

\[
Z(\beta) \propto \int_{0}^{\infty} ds \ e^{-\frac{s^{2}}{2}} \cos[(2\pi-\alpha)s] ,
\]

in agreement with \([12, 15, 33]\).

Before completing the discussion of the partition function, there are three important points that we must address. The first point is that the partition function of a charged particle on the punctured disk contains in addition to the contribution arising from the AB field, a contribution arising from the background magnetic field. This has the same spectrum as (3.54), subject to the appropriate rescaling of the representation parameter \( s \). However, in the large \( q \) limit, this spectrum is subleading by \( O(q^{-1}) \) compared to the spectrum arising from the effect of the AB field. Hence, it may be safely ignored in the large \( q \) limit. Taking this a step further, the fact that the \( \alpha \to 0 \) limit does not smoothly connect the density of states of \( D_{\alpha} \) to \( D \) is a consequence of the fact that the AB field contribution is parametrically larger than the background field contribution which does connect smoothly. Had the AB field been an independent parameter, we could take \( \xi \to 0 \) in (3.94) and see that \( \rho^{(E)}_{s} \to 0 \) and the two would smoothly connect.

The second point is that while allowing for the AB contribution to dominate, the overall factor of \( q \) in (3.96) seems at first a little troublesome. However, it can be absorbed into the definition of \( \epsilon \) in (2.3) which must be sufficiently small to view the contribution of the punctured disk as a correction to the leading order gravity answer arising from the disk. Finally, the third point is that the Schwarzian result neglects non-perturbative contributions that could arise from paths that intersect the puncture on the disk. As we discuss in appendix A, it is reasonable to disregard these contributions if we remove this point from our manifold or similarly throw out any paths that intersect this point. Among other rationales for removing such paths, any geodesic intersecting this point is incomplete and new physics must be put in by hand to continue paths further.
3.4 Rényi and von Neumann entropies in the Schwarzian limit

Finally in this section, we study Rényi and von Neumann entropies for the JT gravity on the punctured disk ($D_\alpha$). The $n$-th Rényi entropy $S_n$ is computed from the $n$-th Rényi partition function via

$$S_n \equiv \frac{1}{1-n} \log Z_n,$$

(3.100)

where $Z_n$ is defined as the propagator on an $n$-sheeted replicated geometry with $\theta = n$. These entropies are determined for positive $n \in \mathbb{Z}$, but they can be analytically continued to real $n$ and in the limit $n \to 1$, they give the von Neumann or entanglement entropy:

$$S \equiv -\partial_n \left( \left. \frac{Z_n}{Z_1^n} \right|_{n=1} \right).$$

(3.101)

The entanglement entropy has been computed in pure JT gravity in [51, 52] and captures the contribution from the constant background field. There, the trivial topology of the disk allowed for $Z_n(\beta) = Z_1(n\beta)$. This is related to the fact that $\Pi^{(\theta)} = K^{(1)}$ in (3.74) since it arises from the pole contribution $w_1 = w_2$ and doesn’t see the branch cuts.

With the AB field, $Z_n$ is not as simple because of the non-trivial topology. We write

$$Z_n = C_n e^{(2\pi - \alpha)q_\alpha } \pi \int_0^\infty ds \ e^{-n\beta_\alpha s^2} \Im \left[ \Tr \Pi^{(n)} \right].$$

(3.102)

We can obtain the topological contributions to $Z_n$ from the trace of the resolvent (3.87) via

$$Z_n^{(AB)} = C_n e^{(2\pi - \alpha)q_\alpha } \pi \int_0^\infty ds \ e^{-n\beta_\alpha s^2} \Im \left[ \Tr \Delta^{(n)} \right].$$

(3.103)

To simplify notation, we will write

$$\rho_n^{(\alpha)} = \frac{e^{(2\pi - \alpha)q_\alpha }}{\pi} \Im \left[ \Tr \Delta^{(n)} \right].$$

(3.104)

As discussed earlier $\beta_\alpha = \beta / \zeta^2$. $C_n$ is a numerical constant that comes from appropriately matching the $\epsilon$ expansion in (2.3). From now on we will set $C_n = 1$. The background field contribution is given by the part of eq. (3.102) coming from $K^{(n)} = \Pi^{(1)}$. However, with an AB field, in the Schwarzian limit $q \to \infty$, this is subleading to the topological contribution. Now we evaluate eq. (3.101). It will be useful to look at two separate contributions: $Z_n^{(AB)} = Z_n^{(AB1)} + Z_n^{(AB2)}$. The first is similar to the Rényi partition function of the disk JT gravity

$$Z_n^{(AB1)} = \int_0^\infty ds \ e^{-n\beta_\alpha s^2} \frac{\rho_1^{(\alpha)}}{\rho_1^{(\alpha)}}$$

$$= Z_1^n \int_0^\infty ds \ (\rho_1^{(\alpha)})^{1-n} \left( Z_1^{-1} \rho_1^{(\alpha)} e^{-\beta_\alpha s^2} \right)^n,$$

(3.105)

leading to a contribution to the entanglement entropy

$$S_1 = \frac{1}{Z_1} \int_0^\infty ds \ e^{-\beta_\alpha s^2} \rho_1^{(\alpha)} \left( \log Z_1 + \beta_\alpha s^2 \right).$$

(3.106)
As in [51], this can be written as

$$S_1 = \int_0^\infty ds \, p_s \left[ - \log p_s + \log(\text{dim} R) \right],$$

(3.107)

where

$$p_s = \frac{\text{dim} R}{Z_1} e^{-\beta_s s^2}, \quad \text{dim} R = \rho_1^{(a)}.$$

(3.108)

The other accounts for the non-trivial contribution from the conical defect as

$$Z_n^{(AB2)} = \int_0^\infty ds \, e^{-n\beta s^2} \left( \rho_n^{(a)} - \rho_1^{(a)} \right).$$

(3.109)

The entanglement entropy from this contribution is

$$S_2 = \frac{1}{Z_1} \int_0^\infty ds \, e^{-\beta s^2} \left( - \partial_n \rho_n^{(a)} \right)_{n=1}. $$

(3.110)

Using the trace of the resolvent (3.87), we start with

$$\partial_n (I_1 - I_2) \bigg|_{n=1} = \frac{1 - v^2 + 2v^{1+\xi} [1 + (1 - v)\xi] \log v}{2(1 - v)^3},$$

$$\partial_n (I_3 - I_4) \bigg|_{n=1} = \frac{1 - v^2 - 2v^{-\xi} [-v + (1 - v)\xi] \log v}{2(1 - v)^3}. $$

(3.111)

The integrals in the resolvent (3.87) can be found in closed form and can again be written in terms of digamma functions. Here we just write the Schwarzian limit, $q \to \infty$,

$$\left[ - \partial_n \rho_n^{(a)} \right]_{n=1} = q_n \frac{1 + \xi}{s} \cosh(2\pi s) = \frac{1 + \xi}{2} \rho_1^{(a)}.$$

(3.112)

The extra contribution is hence proportional to $\text{dim} R.$

Combining both results, we find

$$S = S_1 + S_2 = \frac{1 + \xi}{2} + \int_0^\infty ds \, p_s \left[ - \log p_s + \log(\text{dim} R) \right].$$

(3.113)

Recall that we cannot take $\zeta \to 1$ to obtain the disk result since we must also rescale $q_a$. Nevertheless, the result looks very similar to that of [51]. In particular, the $\log(\text{dim} R)$ term gives rise to the semi-classical entanglement entropy of the Hartle-Hawking state. Evaluating $S_1$ contribution in the semi-classical limit,

$$S_{HH} = \log \cosh \left[ (2\pi - \alpha)s \right]_{s=2\pi-\alpha} = \frac{(2\pi - \alpha)^2}{\beta} = (1 - \beta \partial_\beta) \log Z_{D,a}(\beta).$$

(3.114)

Finally, the constant contribution from $S_2$ does not depend on $s$ and is therefore a global IR contribution. It can therefore be interpreted as a topological entanglement entropy [53]. A surprising feature of this topological entropy is that at low temperatures, it dominates the classical contribution to the entropy. It would be interesting to understand this deeper.

---

8Here, we must perform the same rescaling of $s$ as in eq. (3.98).
4 \( \text{SL}(2, \mathbb{Z}) \) black holes

In [14], it was shown that the \( \text{SL}(2, \mathbb{Z}) \) black holes of pure AdS\(_3\) gravity are reduced to the JT gravity with a defect in the S-wave dimensional reduction in the near-extremal limit. Therefore in this section, we will further investigate the near-extremal limit of the \( \text{SL}(2, \mathbb{Z}) \) black holes.

Because of the absence of bulk propagating degrees of freedom in three-dimensional pure gravity with negative cosmological constant, all classical geometries are locally isometric to empty AdS\(_3\). In particular with torus boundary, this allows us to completely classify all classical solutions [54]. These solutions are characterized by the \( \text{SL}(2, \mathbb{Z}) \) mapping group of the boundary torus; hence, called the ‘\( \text{SL}(2, \mathbb{Z}) \) black holes’. To be explicit, we take complex coordinates \((z, \bar{z})\) to label the boundary torus

\[
z = \frac{\varphi + i t_E}{2\pi}, \quad \bar{z} = \frac{\varphi + 1 + \tau}{2\pi}, \quad \tau = \frac{\theta + i \beta}{2\pi},
\]

where \(\beta\) is the inverse temperature and \(\theta\) is the chemical potential for the angular momentum. Then, the modular group of the boundary torus acts on the modular parameter \(\tau\) as

\[
\tau \mapsto \tau' = \frac{a\tau + b}{c\tau + d}, \quad \gamma \equiv \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{PSL}(2, \mathbb{Z})/\mathbb{Z},
\]

where we required \(ad - bc = 1\).

The \( \text{SL}(2, \mathbb{Z}) \) black hole solutions [54] are given by

\[
\ell^2_3 ds^2_3 = -f(r)dt^2 + \frac{dr^2}{f(r)} + r^2 \left( d\varphi - \frac{r_+ r_-}{r^2} dt \right)^2,
\]

where \(\ell_3\) is the AdS\(_3\) radius, \(r_\pm\) are the outer and inner horizon locations, with

\[
f(r) = \frac{(r^2 - r_+^2)(r^2 - r_-^2)}{r^2}.
\]

The Euclidean time is obtained by Wick rotation: \(t \rightarrow it_E\) which leads to

\[
\ell^2_3 ds^2_3 = f(r)d\tau^2_E + \frac{dr^2}{f(r)} + r^2 \left( d\varphi - \frac{i r_+ r_-}{r^2} dt_E \right)^2,
\]

where

\[
(t_E, \varphi) \simeq (t_E, \varphi + 2\pi) \simeq (t_E + \beta, \varphi + \theta),
\]

with

\[
\beta = \frac{2\pi}{c} \frac{r_+}{r_+^2 - r_-^2}, \quad \theta = -2\pi \frac{d}{c} + \frac{2\pi i}{c} \frac{r_-}{r_+^2 - r_-^2}.
\]

We note that by defining a near-horizon coordinate as \(r - r_+ = \frac{\rho^2 - r^2}{2r_+} \rho^2\), the near-horizon geometry is given by

\[
\ell^2_3 ds^2_2 = d\rho^2 + \rho^2 \left( \frac{2\pi}{\beta} dt_E \right)^2,
\]

where we omitted the third direction. Since the period of \(t_E\) is \(\beta\), for \(c > 1\) the geometry close to \(\rho = 0\) has a conical defect with opening angle \(2\pi/c\) [14].


4.1 Lyapunov exponent

Before we move on to the dimensional reduction of the $SL(2,\mathbb{Z})$ black holes, we consider out-of-time-order correlators (OTOC) for this background. The OTOC characterizes quantum chaos [55] and its growing rate in time is represented by the Lyapunov exponent $\lambda_L$. This exponent has a sharp upper bound [56]

$$\lambda_L \leq \frac{2\pi}{\beta}. \tag{4.9}$$

In this section, we show that the Lyapunov exponent of the $SL(2,\mathbb{Z})$ black hole is lower than the upper bound (4.9), being instead given by

$$\lambda_L = \frac{2\pi}{\beta c}. \tag{4.10}$$

First, since we will be interested in the near-horizon geometry, it is more convenient to work with co-rotating coordinates defined by

$$\phi \equiv \varphi - \Omega t, \quad \Omega = \frac{r_-}{r_+}. \tag{4.10}$$

where $\Omega$ is the angular velocity of the outer horizon. For these coordinates, the metric is written as

$$\ell^{-2} ds^2_3 = -f(r) dt^2 + \frac{dr^2}{f(r)} + r^2 \left(N^\phi(r) dt + d\phi\right)^2, \tag{4.11}$$

where

$$N^\phi(r) = \frac{r_- - r_+^2}{r_+^2}. \tag{4.12}$$

Next for the right exterior region, we introduce Kruskal coordinates by

$$U = -e^{-\kappa(t-r_*)}, \quad V = e^{\kappa(t+r_*)}, \quad \kappa = \frac{r_+^2 - r_-^2}{r_+}, \tag{4.13}$$

and the tortoise coordinate $r_*$ is given by [57]

$$r_* = \frac{1}{2\kappa} \log \left(\frac{\sqrt{r_+^2 - r_-^2} - \sqrt{r_+^2 - r_-^2}}{\sqrt{r_+^2 - r_-^2} + \sqrt{r_+^2 - r_-^2}}\right). \tag{4.14}$$

In the Kruskal coordinates, the metric takes the form

$$\ell^{-2} ds^2_3 = -4dUdV - 4r_-(UdV - VdU)d\phi + [(1 - UV)^2 r_+^2 + 4UV r_-^2]d\phi^2 \tag{1 + UV}^2. \tag{4.15}$$

To study the butterfly effect, we consider releasing a particle from the boundary of AdS at a time $t$ in the past. Then for late times (i.e. $t \gg \kappa$) the energy density of this particle in Kruskal coordinates is exponentially boosted and the boost factor is given by

$$E \sim E_0 e^{\kappa t}, \tag{4.16}$$

where $E_0$ is the initial asymptotic energy of the particle. This exponential boost gives the Lyapunov exponent as

$$\lambda_L = \kappa = \frac{2\pi}{c\beta}. \tag{4.17}$$
We can also explicitly compute the out-of-time-order correlators and identify the Lyapunov exponent. The OTOC of the BTZ black hole background was explicitly computed by using eikonal approximation in [58] and later, the eikonal approximation method was also applied for the rotating BTZ black holes in [57]. Our derivation of the OTOC for the \( \text{SL}(2, \mathbb{Z}) \) black holes is almost identical to that of [57], so we will just summarize main points. In order to study the out-of-time-order correlators (OTOC)

\[
F(t, \vec{x}) = \langle V(0)W(t, \vec{x})V(0)W(t, \vec{x}) \rangle ,
\]

where the expectation value is evaluated on the thermofield double states, we consider all the operators acting on the right side of the geometry. Two-sided configurations can be obtained by analytical continuation of times from this correlator [58]. The operators \( V \) and \( W \) introduce particles in the bulk, which are called the \( V \)-particle and the \( W \)-particle, respectively. We focus on the \( W \)-particle traveling along the \( \mathcal{U} = 0 \) at the angle \( \phi_W \). For large momentum along the \( V \) direction, \( p_V \), the energy-momentum tensor of the particle takes the form

\[
T_{UU} = \frac{A_0}{r_+} p^V \delta(U) \delta(\phi - \phi_W) .
\]

Then, the resulting metric can be written in the form

\[
\ell_3^{-2} ds_3^2 = -2A(UV)dUdV + r^2(UV)d\phi^2 + h_{UU}dU^2 .
\]

where \( A_0 \equiv A(0) \) and

\[
h_{UU} = 16\pi G_N r_+ A_0 p^V \delta(U) h(\phi - \phi_W) .
\]

The angular profile \( h(\phi) \) can be fixed by the linearized Einstein’s equation:

\[
h''(\phi) - 2r_- h'(\phi) - (r_+^2 - r_-^2) h(\phi) = \delta(\phi) ,
\]

and the general solution of the above equation has the form

\[
h(\phi) = c_1 e^{(r_+ + r_-)\phi} + c_2 e^{-(r_+ + r_-)\phi} ,
\]

where \( c_1 \) and \( c_2 \) are constants.

In the limit \( \Delta_W \gg \Delta_V \gg 1 \), where \( \Delta_W, V \) are the dimensions of the \( W, V \) operators, the elastic eikonal gravity approximation leads to the OTOC [57]

\[
\langle V(\imath \epsilon_1)W(t + \imath \epsilon_2)V(\imath \epsilon_3)W(t + \imath \epsilon_4) \rangle / \langle V(\imath \epsilon_1)V(\imath \epsilon_3)\rangle \langle W(\imath \epsilon_2)W(\imath \epsilon_4) \rangle = \left( 1 + \frac{16\pi i G_N \Delta_W}{\epsilon_{13}\epsilon_{24}} e^{\imath t} h(\phi_2) \right)^{\Delta_V} \approx 1 + \frac{16\pi i G_N \Delta_V \Delta_W}{\epsilon_{13}\epsilon_{24}} e^{\imath t} h(\phi_2) .
\]

We can now identify the Lyapunov exponent: \( \lambda_L = 2\pi/(\beta c) \) as in (4.17) We note that the Lyapunov exponent is lower than the upper bound (4.9) by the factor \( c^{-1} \).
4.2 Partition functions

In this section, we study the partition function of the \( SL(2, \mathbb{Z}) \) black hole and its behavior in the near-extremal limit. The partition function of the \( SL(2, \mathbb{Z}) \) black hole is given by

\[
Z_{c,d}(\tau) = \chi_1(\tau') \chi_1(-\bar{\tau}'),
\]

(4.25)

where

\[
\tau' \equiv \gamma \tau = \frac{a \tau + b}{c \tau + d}, \quad \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}
\]

(4.26)

and

\[
\chi_1(\tau) = \frac{(1 - q)q^{-k + \frac{1}{24}}}{\eta(\tau)}, \quad \eta(\tau) = q^{\frac{1}{24}} \prod_{n=1}^{\infty} (1 - q^n), \quad q = e^{2\pi i \tau}.
\]

(4.27)

Since \( (\text{Im}\tau)^{1/4} \eta(\tau) \) is modular invariant, it is sometimes convenient to express [54]

\[
\chi_1(\tau') = \frac{1}{(\text{Im}\tau')^{\frac{1}{4}} \eta(\tau')} \left[ (\text{Im}\tau')^{\frac{1}{4}} (1 - q')q'^{-k + \frac{1}{24}} \right],
\]

(4.28)

where \( q' = e^{2\pi i \tau'} \).

4.2.1 BTZ black hole \( (c = 1, d = 0) \)

We first summarize the BTZ case, which was discussed in [23]. The BTZ black hole is given by

\[
\gamma = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad \tau' = -\frac{1}{\tau}.
\]

(4.29)

The near-extremal limit is obtained by setting

\[
\tau = \frac{i \beta_L}{2\pi}, \quad \bar{\tau} = -\frac{i \beta_R}{2\pi},
\]

(4.30)

and then taking the limit

\[
\beta_L, k \gg 1 \gg \beta_R.
\]

(4.31)

For the holomorphic part, it is more convenient to use (4.28) to get

\[
\chi_1(\tau') \approx 2\pi \left( \frac{2\pi}{\beta_L} \right)^{\frac{3}{2}} \exp \left[ \frac{\beta_L}{24} + \frac{4\pi^2 k}{\beta_L} \right],
\]

(4.32)

while for the anti-holomorphic part, it is more convenient to use the original expression (4.27) to find

\[
\chi_1(-\bar{\tau}') = e^{\frac{4\pi^2 k}{\beta_R}} \prod_{n=2}^{\infty} \left( 1 - e^{-\frac{4\pi^2 k}{\beta_R}} \right)^{-1}
\]

\[
\approx e^{\frac{4\pi^2 k}{\beta_R}}.
\]

(4.33)
Therefore, we obtain the near-extremal limit of the BTZ black hole partition function

\[ Z_{1,0}(\beta_L, \beta_R) \simeq 2\pi \left( \frac{2\pi}{\beta_L} \right)^{\frac{1}{2}} \exp \left[ \frac{\beta_L}{24} + \frac{4\pi^2 k}{\beta_L} + \frac{4\pi^2 k}{\beta_R} \right]. \]  

(4.34)

As explained in [23], the left-moving sector of the above partition function agrees with the disk JT gravity partition function \( Z_D \) (2.10) by identification of the temperature \( 1/\beta = 2k/\beta_L \) together with extracting the extremal contribution \( e^{\beta L/24} \).

### 4.2.2 SL(2,\mathbb{Z}) black holes (c > 1)

Next we consider generic \( SL(2,\mathbb{Z}) \) black holes (\( c > 1 \)), which are parametrized by

\[ \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \quad \tau' = \frac{a\tau + b}{c\tau + d}. \]  

(4.35)

We again use (4.30) and take the near-extremal limit (4.31). In this case, in the near-extremal limit we have

\[ \tau' = \frac{a}{c} + \frac{2\pi i}{c^2 \beta_L} + \mathcal{O}(\beta_L^{-2}), \]  

(4.36)

\[ -\bar{\tau}' = -\frac{b}{d} + \frac{i\beta_R}{2\pi d^2} + \mathcal{O}(\beta_R^2). \]  

(4.37)

Using these expansions, we find

\[ \chi_1(\tau') \simeq \left( \frac{2\pi}{c\beta_L} \right)^{\frac{1}{2}} \exp \left[ \frac{\beta_L}{24} + \frac{4\pi^2 k}{c^2 \beta_L} \right] \left( 1 - e^{-\frac{2\pi i}{c}} \right) e^{-\frac{2\pi i a}{c}}, \]  

(4.38)

and \( \chi_1(-\bar{\tau}') \simeq \chi_1(-b/d) \). Now for this case (\( c > 1 \)) the left-moving sector agrees with the punctured disk JT gravity partition function \( Z_{D,\alpha} \) (2.10) with the same identification of the temperature and the extremal contribution as in the BTZ case above. For this case, the deficit angle is identified by \( 2\pi/c = 2\pi - \alpha \).

### 4.3 Spectral densities

Next, we study the spectral density of the \( SL(2,\mathbb{Z}) \) black hole and its behavior in the near-extremal limit. In [59], a Virasoro character

\[ \chi_h(\tau) = q^{h-k+\frac{1}{24}} \frac{\eta(\tau)}{\eta(\tau')} , \]  

(4.39)

was expressed in terms of the modular crossing kernel \( K(\gamma) \) as

\[ \chi_h(\tau') = \int_{k-\frac{1}{24}}^{\infty} dh' K_{h',h}(\gamma) \chi_{h'}(\tau), \]  

(4.40)

for \( c > 1 \) where

\[ K_{h',h}(\gamma) = \epsilon(\gamma) \sqrt{\frac{2}{c}} e^{-\frac{2\pi i}{c} \left( a(h-k+\frac{1}{24}) + d(h'-k+\frac{1}{24}) \right)} \cos \left( \frac{4\pi}{c} \sqrt{(h-k+\frac{1}{24})(h'-k+\frac{1}{24})} \right) \frac{\cos \left( \frac{4\pi}{c} \sqrt{(h-k+\frac{1}{24})(h'-k+\frac{1}{24})} \right)}{\sqrt{(h-k+\frac{1}{24})(h'-k+\frac{1}{24})}}, \]  

(4.41)

with some \( h, h' \)-independent phase factor \( \epsilon(\gamma) \).
In the previous section, we have seen that the partition function of the Schwarzian theory is obtained by the near-extremal limit of the holomorphic sector. Therefore, we focus on the holomorphic sector. First we note that the untransformed Virasoro character leads to the Boltzmann factor:

$$\chi_h(\tau) = \chi_h \left( \frac{i\beta_L}{2\pi} \right) \simeq e^{-\beta_L(h-k)}.$$  \hfill (4.42)

Since the vacuum character is obtained by subtracting the null state: $\chi_1(\tau') = \chi_0(\tau') - \chi_1(\tau')$, now we find

$$\chi_1(\tau') = \int_0^\infty ds e^{-\beta_Ls^2/2} \rho(\gamma)(s),$$  \hfill (4.43)

where we used $E = h - k = s^2/2$ and the spectral density is given by

$$\rho(\gamma)(s) = s \left( K_{\gamma}^{(\gamma)} - K_{\gamma}^{(\gamma)+k,1} \right).$$  \hfill (4.44)

4.3.1 BTZ black hole ($c = 1, d = 0$)

First we consider the near-extremal limit of the BTZ black hole, which has already been discussed in [23]. In order to take the near-extremal limit, it is convenient to introduce a new set of parameters following from the Liouville CFT description,

$$P^2 = h - k + \frac{1}{24}, \quad k = \frac{1}{24} + \frac{Q^2}{4}, \quad Q = u^{-1} + u.$$  \hfill (4.45)

By writing $K_{\gamma}^{(\gamma)} = K_{h,h}$, we find

$$\rho^{(c=1,d=0)}(P') = \frac{\sqrt{2} \epsilon(\gamma)}{P'} \cos \left( 4\pi PP' \right).$$  \hfill (4.46)

Since $h = 0 (h = 1)$ corresponds to $P = \frac{i}{2}(u^{-1} + u)$ ($P = \frac{i}{2}(u^{-1} - u)$), the spectral density is

$$\rho^{(c=1,d=0)}(P') = 4 \epsilon(\gamma) \sinh(2\pi P'u) \sinh(2\pi P'/u).$$  \hfill (4.47)

The near-extremal limit is given by taking

$$u \to 0, \quad P' \to 0, \quad \text{with } P'/u = s : \text{fixed}.$$  \hfill (4.48)

In this limit, the spectral density becomes

$$\rho^{(c=1,d=0)}(s) \propto s \sinh(2\pi s).$$  \hfill (4.49)

This agrees with the spectral density of the disk JT gravity $\rho_D$ (2.12).
4.3.2 SL(2, Z) black holes (c > 1)

Next we consider the general SL(2, Z) black holes. For this case, we have

\[ K^{(\gamma)}_{P', P} = \epsilon(\gamma) \sqrt{\frac{2}{c P'}} \frac{1}{P'} e^{2\pi i (a P^2 + d P^2)} \cos \left(4\pi P' / c \right). \]  

(4.50)

Subtraction of the null state is given by

\[ K^{(\gamma)}_{P', P} = \frac{1}{2} (u^{-1} + u) - K^{(\gamma)}_{P', P} = \frac{1}{2} (u^{-1} - u), \]  

(4.51)

\[ = \epsilon(\gamma) \sqrt{\frac{2}{c P'}} e^{\frac{2\pi i d P^2}{c}} \left[ 2 \left( e^{-\frac{\pi a}{c} (u^{-2} + u^2)} + \cos \left( \frac{\pi a}{c} \right) \right) \sinh \left( \frac{2\pi P' u}{c} \right) \sinh \left( \frac{2\pi P'}{cu} \right) \right. \]

\[- \left. 2i \sin \left( \frac{\pi a}{c} \right) \cosh \left( \frac{2\pi P' u}{c} \right) \cosh \left( \frac{2\pi P'}{cu} \right) \right]. \]

In the near-extremal limit (4.48), the factor \( e^{-\frac{\pi a}{c} u^{-2}} \) rotates rapidly; therefore we set it to zero, while \( e^{\frac{2\pi i d P^2}{c}} \to 1 \) and \( e^{-\frac{\pi a}{c} u^2} \to 1 \). Since \( \sinh(2\pi P' u) \to \mathcal{O}(P' u) \) and \( \cosh(2\pi P' u) \to 1 \), the leading contribution is given by the \( \cosh(2\pi P' u) \) term. This leads to the near-extremal limit of the spectral density

\[ \rho^{(\gamma)}(s) \propto \cosh \left( \frac{2\pi s}{c} \right). \]  

(4.52)

This agrees with the Schwarzian theory with defect (2.12), where \( \zeta = 1/c \). We note that for the BTZ black hole (for which \( a = 0 \)), this leading \( \cosh(2\pi P' u) \) does not exist. As an aside, returning to eq. (4.37), we see that the temperatures of the \( c \neq 1 \) black holes are related to the \( c = 1 \) black holes via \( \beta_L^c = c^2 \beta_L^{-1} \). This is the same matching we used in eq. (3.98). Furthermore, there is an overall factor of \( 1/P' \) which is analogous to the overall factor of \( q \) in eq. (3.98).

4.3.3 Topological entanglement entropy

In [60], the Bekenstein-Hawking entropy of a BTZ black hole was related to a topological entanglement entropy via the relation

\[ S_{BH} = \lim_{P_+ \to \infty, P_- \to \infty} \log \left( S^P_0 S^{P_+}_0 S^{P_-}_0 \right) = 2\pi r_+ = S_{BH,0} + \frac{2\pi^2}{\beta}, \]  

(4.53)

where \( S_{BH,0} \) is the extremal entropy and

\[ S^{P_0}_0 = K_{P, P=\frac{1}{2} (u^{-1} + u)} - K_{P, P=\frac{1}{2} (u^{-1} - u)}. \]  

(4.54)

Our results are relevant to the near-extremal BTZ case, in which case eq. (4.53) comes from appropriately taking the classical limit of our Schwarzian result: first, take the Schwarzian limit

\[ S^{P_0}_0 = s_+ \sinh(2\pi s_+), \]  

(4.55)

then look at states with \( s_+ \gg 1 \) with \( s_+ + s_- = r_+ \). Following the same derivation, for the SL(2, Z) black holes, we find

\[ S_{BH} = \frac{2\pi (s_+ + s_-)}{c} = 2\pi r_+ = S_{BH,0} + \frac{2\pi^2}{c^2 \beta_L}, \]  

(4.56)
Here, we used that \( r_+ = (s_+ + s_-)/c \) which follows from eq. (4.7) and \( \beta c^2 = e^{\beta c^2-1} \). The result is that at the semi-classical order, the SL(2, \( Z \)) black holes have the same Bekenstein-Hawking entropy as the BTZ black hole. They will differ at subleading order. The difference from the extremal entropy, \( S_{B,0} \), matches the results we found from the charged particle picture, see also [6, 51]. It would be interesting if we could also see the topological entropy contribution of eq. (3.113) from this perspective.

5 Schwarzian correlation functions

In section 3, we used the charged particle picture to study the dynamics of JT gravity. As the boundary cutoff \( \rho_0 \to \infty \), the gravitational degree of freedom of the JT gravity is reduced to the Schwarzian theory (3.3) which has a residual gauge symmetry that depends on the spacetime manifold. This theory can be studied directly in the Schwarzian limit. For the Poincare disk (\( D \)) the dynamics is reduced to the Schwarzian theory on the Diff(\( S^1 \))/SL(2, \( \mathbb{R} \)) Virasoro coadjoint orbit [17], while the dynamics of the punctured disk (\( D_\alpha \)) is reduced to the Schwarzian theory on the Diff(\( S^1 \))/U(1) orbit [33]. In this section, we study the latter theory perturbatively in the Schwarzian coupling. The discussion of this section is mostly parallel to the study of the Diff(\( S^1 \))/SL(2, \( \mathbb{R} \)) orbit case [4], but for completeness we exhibit all discussions explicitly here.

From (3.3) making the identification \( \varphi(u) = 2\pi \xi f(u)/\beta \), where \( f(u) \) is a monotonically increasing function of \( u \) with \( f(u + \beta) = f(u) + \beta \), the Schwarzian theory on the Diff(\( S^1 \))/U(1) orbit is described by the action

\[
S_\xi[f] = -C \int_{0}^{\beta} du \left\{ \tan \left( \frac{\pi \xi f(u)}{\beta} \right), u \right\},
\]

(5.1)

where \( C \) is the Schwarzian coupling constant with dimension of length and the Schwarzian derivative is defined by

\[
\{ F(u), u \} = \frac{F'''(u)}{F'(u)} - \frac{3}{2} \left( \frac{F''(u)}{F'(u)} \right)^2.
\]

(5.2)

For large \( C \) the saddle-point solution is given by \( f(u) = u \). Therefore, taking an infinitesimal fluctuation around this saddle by \( f(u) = u + \varepsilon(u) \), we obtain the quadratic action of \( \varepsilon(u) \) as

\[
S_\xi[\varepsilon] = \frac{C}{2} \int_{0}^{\beta} du \left[ \varepsilon'(u)^2 - \left( \frac{2\pi \xi}{\beta} \right)^2 \varepsilon'(u)^2 \right]
= \pi C \left( \frac{2\pi}{\beta} \right)^3 \sum_{n \in \mathbb{Z}} n^2(n^2 - \zeta^2) \varepsilon_n \varepsilon_{-n},
\]

(5.3)

where we used the Fourier mode expansion \( \varepsilon(\tau) = \sum_{n \in \mathbb{Z}} e^{i \pi n u} \varepsilon_n \). Therefore, the bare two-point function of the Schwarzian mode is given by

\[
\langle \varepsilon_n \varepsilon_{-n} \rangle_\xi = \frac{1}{2\pi C} \frac{1}{n^2(n^2 - \zeta^2)}.
\]

(5.4)
Here and henceforth, we set $\beta = 2\pi$ to simplify the expressions. We note that the $n = 0$ mode is the zero mode, while for $\zeta \neq 1, n = \pm 1$ are no longer zero modes, unlike the $\text{Diff}(S^1)/\text{SL}(2,R)$ orbit case [17]. Fourier transforming back with excluding the zero mode, we obtain
\begin{equation}
\langle \varepsilon(u)\varepsilon(0) \rangle_\zeta = \frac{1}{2\pi\zeta^2 C} \left[ -\frac{1}{2} (|u| - \pi)^2 + \frac{\pi^2}{6} + \zeta^2 - \frac{\pi}{\zeta} \cot(\pi\zeta) \cos(\zeta u) - \frac{\pi}{\zeta} \sin |\zeta u| \right].
\end{equation}

We show a derivation of this expression in appendix E.

### 5.1 Schwarzian contribution to the four-point functions

Now we suppose to couple the Schwarzian theory to a conformal operator $O$ with conformal dimension $\Delta$. We would like to study the Schwarzian mode contribution in the leading order of the Schwarzian coupling $C$ for the four-point functions of $O$ [4]. To this end, we start from the disconnected contribution of the four-point function in the $s$-channel $\langle O(u_1)O(u_2)O(u_3)O(u_4) \rangle = |u_{12}|^{-2\Delta} |u_{34}|^{-2\Delta}$. The two-point function $\langle O(u_1)O(u_2) \rangle = |u_{12}|^{-2\Delta}$ transforms under the reparametrization $u \rightarrow \tan(\zeta f(u)/2)$ as
\begin{equation}
\langle O(u_1)O(u_2) \rangle = \frac{|f'(u_1)f'(u_2)|^\Delta}{\frac{2}{\zeta} \sin \left( \frac{\pi f(u_1) - f(u_2)}{2} \right)^{2\Delta}}.
\end{equation}

Furthermore considering a small fluctuation $f(u) = u + \varepsilon(u)$, up to the first order of $\varepsilon(u)$, this can be written as
\begin{equation}
\langle O(u_1)O(u_2) \rangle = \frac{\Delta B_\zeta(u_1, u_2)}{|\frac{2}{\zeta} \sin \left( \frac{\pi u_{12}}{2} \right)|^{2\Delta}},
\end{equation}

where
\begin{equation}
B_\zeta(u_1, u_2) = \varepsilon'(u_1) + \varepsilon'(u_2) - \zeta \left( \frac{\varepsilon(u_1) - \varepsilon(u_2)}{\tan \left( \frac{\pi u_{12}}{2} \right)} \right).
\end{equation}

We note that when $\zeta = 1$, $B_\zeta$ is invariant under the $\text{SL}(2,\mathbb{R})$ generated by $\delta \varepsilon(u) = \{e^{-iu}, 1, e^{iu}\}$. On the other hand, when $\zeta < 1$, $B_\zeta$ is only $U(1)$ invariant corresponding to a constant translation of $\varepsilon(u)$.

Now we consider the four-point function. At leading order in the Schwarzian coupling, the Schwarzian contribution is given by the exchange diagram of the Schwarzian mode as
\begin{equation}
\frac{\langle O(u_1)O(u_2)O(u_3)O(u_4) \rangle}{\langle O(u_1)O(u_2) \rangle \langle O(u_3)O(u_4) \rangle} = \Delta^2 \langle B_\zeta(u_1, u_2)B_\zeta(u_3, u_4) \rangle,
\end{equation}

where the expectation value is evaluated by the Schwarzian mode propagator (5.5). For the time-ordered case ($u_1 > u_2 > u_3 > u_4$), the four-point function is factorized as
\begin{equation}
\frac{\langle O(u_1)O(u_2)O(u_3)O(u_4) \rangle}{\langle O(u_1)O(u_2) \rangle \langle O(u_3)O(u_4) \rangle} = \frac{\Delta^2}{2\pi C} \left[ \left( -\frac{2}{\zeta} + \frac{u_{12}}{\tan \left( \frac{\pi u_{12}}{2} \right)} \right) \left( -\frac{2}{\zeta} + \frac{u_{34}}{\tan \left( \frac{\pi u_{34}}{2} \right)} \right) \right].
\end{equation}
On the other hand, for the out-of-time-ordered case \((u_1 > u_3 > u_2 > u_4)\), the four-point function is given by

\[
\frac{\langle \mathcal{O}(u_1)\mathcal{O}(u_2)\mathcal{O}(u_3)\mathcal{O}(u_4) \rangle}{\langle \mathcal{O}(u_1)\mathcal{O}(u_2) \rangle \langle \mathcal{O}(u_3)\mathcal{O}(u_4) \rangle} = \frac{\Delta^2}{2\pi C} \left[ \left( -\frac{2}{\zeta} + \frac{u_{12}}{\tan \frac{\zeta u_{12}}{2}} \right) \left( -\frac{2}{\zeta} + \frac{u_{34}}{\tan \frac{\zeta u_{34}}{2}} \right) + \frac{2\pi}{\zeta} \left( \sin \frac{\zeta(u_1-u_2-u_3+u_4)}{2} \right) - \sin \left( \frac{\zeta(u_1+u_2-u_3-u_4)}{2} \right) \right] + \frac{2\pi u_{23}}{\tan \frac{\zeta u_{12}}{2} \tan \frac{\zeta u_{34}}{2}}.
\]

We note that now the four-point function also depends on the separation between the two pairs of the s-channel from the second sin term as well as the last term. In order to see the exponential growth, we continue to Lorentzian time \(u \rightarrow -it\) and into the chaos region, the OTOC has the form

\[
\frac{\langle \mathcal{O}(\epsilon_1)\mathcal{O}(\epsilon_2-it)\mathcal{O}(\epsilon_3)\mathcal{O}(\epsilon_4-it) \rangle}{\langle \mathcal{O}(\epsilon_1)\mathcal{O}(\epsilon_3) \rangle \langle \mathcal{O}(\epsilon_2)\mathcal{O}(\epsilon_4) \rangle} \sim \frac{\Delta^2 \beta}{C\zeta} e^{\frac{\pi c_1}{\beta}}, \quad \frac{\beta}{2\pi \zeta} \ll t \ll \frac{\beta}{2\pi \zeta} \log \frac{C\zeta}{\beta},
\]

where we retrieved the explicit \(\beta\) dependence. From this we identify the Lyapunov exponent as \(\lambda_L = 2\pi \zeta/\beta\), which agrees with the result we found for the \(SL(2,\mathbb{Z})\) black holes \((4.17)\) by identifying \(\zeta = c^{-1}\).

### 5.2 One-loop correction to the two-point function

Next we consider one-loop correction for the two-point function. Expanding the reparametrized two-point function

\[
\frac{1}{|u_{12}|^2 \Delta} \rightarrow \frac{(1 + \epsilon_1')(1 + \epsilon_2')\Delta}{|\frac{2}{\zeta} \sin \frac{\zeta(u_{12}+\epsilon_1-\epsilon_2)}{2}|^{2\Delta}},
\]

up to the quadratic order in \(\epsilon\), we obtain

\[
\frac{\langle \mathcal{O}(u_1)\mathcal{O}(u_2) \rangle_{\text{one-loop}}}{\langle \mathcal{O}(u_1)\mathcal{O}(u_2) \rangle_{\text{tree}}} = \Delta \left( \frac{\zeta^2(\epsilon_1 - \epsilon_2)^2}{4\sin^2 \frac{\zeta u}{2}} - \frac{1}{2} (\epsilon_1' + \epsilon_2')^2 \right) + \frac{\Delta^2}{2} \left( \epsilon_1' + \epsilon_2' - \frac{\zeta(\epsilon_1 - \epsilon_2)}{\tan \frac{\zeta u}{2}} \right)^2
\]

\[
= \frac{1}{2\pi \zeta^2 C} \left[ \Delta \left( \frac{u^2 - 2\pi u + 2b(1 - \cos \zeta u) + \frac{2\pi}{\zeta} \sin \zeta u}{4\sin^2 \frac{\zeta u}{2}} \right) - \frac{b^2}{\zeta} \right] + \Delta \left( \frac{2}{\zeta} + \frac{u}{\tan \frac{\zeta u}{2}} \right) \left( -\frac{2}{\zeta} + \frac{(u - 2\pi \zeta^2)}{\tan \frac{\zeta u}{2}} \right),
\]

where \(u = u_1 - u_2\) and \(b = -(\pi/\zeta) \cot(\pi \zeta)\). For the second equality we used the propagator \((5.5)\).

### 6 Conclusion

A major motivation of this work was to understand the theory of Jackiw-Teitelboim gravity on arbitrary genus Riemann surfaces both in the Schwarzian limit and beyond. As a
starting point, one must understand this theory on the punctured hyperbolic disk and the hyperbolic trumpet. In this paper, we have provided a complimentary approach to other studies of this problem by solving the related problem of the quantum mechanics of a charged particle on a hyperbolic cone with a constant background magnetic field plus an Aharonov-Bohm field. This allowed us to find the exact density of states of the theory with confirming previously derived results in the Schwarzian limit. Solving this problem allows us to go further, for instance the computation of the bulk-boundary propagator and the entanglement entropy of the Hartle-Hawking state. We then confirmed our results in a complimentary picture of dimensionally reduced \( SL(2, \mathbb{Z}) \) black holes of the 3D pure gravity. In this context, we derived the Lyapunov exponent characterizing quantum chaos and showed that it is decreased in comparison to the theory on a hyperbolic disk by a factor proportional to the conical deficit. We then reproduced this result directly in the 1D boundary Schwarzian theory.

Our work raises several interesting questions. The first is the nature of the Lorentzian continuation of Hartle-Hawking state. In particular, the Lorentzian continuation of the Hartle-Hawking state on the disk is a smooth geometry, the maximally extended AdS\(_2\) black hole [4, 32, 61]. The Lorentzian continuation of the conical singularity at the origin of the punctured disk likely causes the horizons to become singular, see for instance [62]. It is well-known that smooth horizons require special correlations in the Hartle-Hawking state which can be seen from the entanglement entropy [63]. We may be able to gain some insight into this question as the \( \eta \to \infty \) limit of the scalar potential in [62] is also exponential in the scalar field, \( U(\phi) \sim \eta e^{\eta \phi} \). By appropriately taking the limit \( T \to 0 \) and \( \eta \to \infty \), the entropy has a residual contribution \( S \sim \eta^{-1} \). This is in addition to any potential extremal entropy contribution arising from dimensional reduction of an extremal black hole. Another open question is the role of these states in the factorization problem of the Lorentzian setup with two boundaries, where the thermofield double state constructed by a tensor-product of the two boundary CFT states appears to be contradiction with the existence of gauge constraints in the bulk [64]. Computation of the entanglement entropies between the two boundaries in this setup requires a particular `defect operator’ [32, 52] which factories the Hilbert space. It is interesting to understand this defect operator from our charged particle picture.

Given the role of JT gravity in recent work on the black hole information problem [24, 25, 65–67], it would be interesting to understand the impact of the topological entropy contribution. In particular, finite entropy zero temperature states are reminiscent of remnants [68]. Nevertheless, from a three-dimensional perspective, these states seem to resolve some problems of unitarity in pure three-dimensional gravity [14]. Clearly, a better understanding is necessary. Furthermore, our method of calculating the entanglement entropy does not depend on assumptions about saddle points and it would be interesting to compare our results to a purely gravitational calculation [69].

One would also like to understand matter fields coupled to the JT gravity with defects. As a first step, we computed two and four-point correlation functions of boundary conformal operators coupled to the gravitational dynamics of JT gravity. This was done by two methods: dimensionally reducing \( SL(2, \mathbb{Z}) \) black holes of the pure 3D gravity and computing
the exchanged diagram of the boundary Schwarzian modes. In particular, the out-of-time-ordered correlation function (OTOC) showed that the Lyupanov exponent is decreased as \( \lambda_L = (2\pi - \alpha)/\beta \) for conical deficit \( \alpha \). Exactly solvable quantum systems, with the Lyupanov exponent interpolating between the maximal chaos bound and away from it, are highly rare. Apart from the JT gravity with defects we studied here, the only known example which has this feature is the large \( q \) limit of the SYK model \([70, 71]\), where the Lyupanov exponent is given by \( \lambda_L = 2\pi v/\beta \) with an RG parameter \( 0 \leq v \leq 1 \) \([9]\). It is interesting to investigate a relation between these two models, but we also believe that our computation itself will be valuable for the study of non-maximal chaotic systems.

A final question is how to extend our results to higher genus Riemann surfaces. In particular, in the charged particle picture, the solutions for the wavefunctions and propagator are regular for \( \rho \to \infty \), but we do not need to take this limit.\(^9\) This means that the non-geodesic boundary of the hyperbolic trumpet need not be at the boundary of AdS. One can ask whether the three-holed sphere can be constructed from stitching together such trumpet solutions along their non-geodesic boundaries. In addition to providing a complementary route to the density of states, understanding higher genus solutions would allow for a deeper understanding of quantum gravity through quantum informatic perspectives including probes beyond the horizon and entanglement inequalities \([72–74]\).
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A Three routes to the heat kernel on a flat cone

There is a very long history for solving the Schrodinger equation on a cone embedded in flat spacetime because the Euclidean problem is equivalent to solving for the kernel of the heat diffusion equation, a classic problem of the late nineteenth century. Solving the problem on the cone is related to many other problems that interested nineteenth century physicists including diffraction of waves by wedges and it is within this context that Sommerfeld and Carslaw provided the first solutions for these problems \([38–40]\). In the spirit of a self-contained discussion and to motivate the approach to hyperbolic cones, we reproduce their arguments here, following the reference \([39]\).

We start with the well-known representation of the non-relativistic propagator, Wick-rotated to Euclidean time as \( t \to -i\tau \), \([75]\)

\[
G(r, \varphi; r', \varphi'; t) = \frac{1}{4\pi \kappa t} e^{-\frac{|r-r'|^2}{4\kappa t}}, \tag{A.1}
\]

which is a solution to the diffusion equation

\[
\left( -\frac{\partial}{\partial \tau} + \kappa \nabla^2 \right) G(r, \varphi; r', \varphi'; \tau) = \delta(\tau)\delta(\varphi - \varphi') \sqrt{\frac{\tau}{rr'}}. \tag{A.2}
\]

\(^9\)There are some issues with including self-intersecting paths which we ignore for now, see \([43]\).
Without loss of generality, we may consider $|\varphi - \varphi'| < \pi$. Consider the contour integral
\begin{align}
\frac{1}{8\pi^2 \kappa \tau} e^{\frac{-r^2 + r'^2}{4\kappa \tau}} \oint_C dz e^{\frac{r' \cos(z - \varphi)}{2\kappa \tau}} \frac{e^{iz}}{e^{iz} - e^{i\varphi'}},
\end{align}
along the contour $C$ depicted on the left of figure 2 circling only the pole at $e^{iz} = e^{i\varphi'}$. Clearly this integral reproduces $G$. The contour can be deformed into the contour on the right which is made up of two curves. Some salient features of this contour integral are that it is explicitly periodic as $\varphi \to \varphi + 2\pi$ and that as $\tau \to 0$, the integrand vanishes unless $r = r'$ and $\varphi = \varphi'$ and it vanishes for $r \to \infty$. Now consider the expression
\begin{align}
\frac{1}{8\pi^2 \kappa \zeta \tau} e^{\frac{-r^2 + r'^2}{4\kappa \tau}} \oint_C dz e^{\frac{r' \cos(z - \varphi)}{2\kappa \tau}} \frac{e^{iz}}{e^{iz} - e^{i\varphi' \zeta}},
\end{align}
over the same contour $C$ as in (A.3). For $\zeta = 1$, this is clearly the same integral as (A.3). Consider letting $z - \varphi = z'$. The integral becomes
\begin{align}
\frac{1}{8\pi^2 \kappa \zeta \tau} e^{\frac{-r^2 + r'^2}{4\kappa \tau}} \oint_C dz' e^{\frac{r' \cos(z' - \varphi')}{2\kappa \tau}} \frac{e^{iz' \zeta}}{e^{iz' \zeta} - e^{i\varphi' \zeta}}.
\end{align}
From this expression, it is clear that the solution is periodic as $\varphi \to \varphi + 2\pi \zeta$ and $\varphi' \to \varphi' + 2\pi \zeta$. For $\zeta = (2\pi - \alpha)/2\pi$, this describes the flat space limit of the cone discussed in the main text. Furthermore, it can be checked that this solves the same diffusion equation as before (A.2), with the appropriate $t \to 0$ limit to reproduce the delta function on the right hand side. Hence, this represents the solution on a cone with metric
\begin{align}
ds^2 = dr^2 + r^2 \varphi^2, \quad \varphi \equiv \varphi + 2\pi - \alpha.
\end{align}
We can represent the function inside the integrand as an infinite sum
\[
2 \frac{e^{i\phi' + \varphi}}{e^{i\phi + \varphi} - e^{i\phi'}} = -\sum_{n=1}^{\infty} e^{i\pi n (\phi - \phi')/\zeta} e^{inz'/\zeta} + \sum_{n=0}^{\infty} e^{-i\pi n (\phi - \phi')/\zeta} e^{-inz'/\zeta},
\] (A.7)
where the first term comes from the upper part of the contour and the second comes from the lower, chosen by convergence of \(e^{\pm inz'/\zeta}\) as \(z' \to \pm i\infty\). Taking these considerations into account, this contour integral can be written
\[
G_\zeta(r, \phi; r', \phi', \tau) = e^{-(r^2 + r'^2)/4\kappa \tau} \frac{4\pi \kappa \zeta}{\tau} \sum_{n=-\infty}^{\infty} e^{-i|n|\pi/2\kappa \zeta} e^{i(n + \delta)(\phi - \phi')/\zeta} J_{|n|}(\frac{irr'}{2\tau}).
\] (A.8)

We can arrive at this expression from other routes. First, we can take the \(\zeta \to \infty\) limit which represents the multi-sheeted Riemann surface originally used by Sommerfeld to solve the diffusion equation [76]. The solution without a conical deficit can be obtained by summing over images with the correct periodicity [77]. For instance, to reproduce the result of Carslaw, we simply take
\[
G_\zeta(r, \phi; r', \phi', \tau) = \sum_{n=-\infty}^{\infty} G_\infty(r, \phi + 2\pi n \zeta; r', \phi'; \tau)
\] (A.9)

Poisson resummation of this expression gives (A.8). As emphasized in [77], the inclusion of an AB field can be incorporated by multiplying each term in the sum by \(e^{2\pi i \delta \phi}\) where \(\delta\) is the electromagnetic flux through the origin. After Poisson resummation, this phase just shifts the angular momentum quantum numbers by \(\delta\):
\[
G_\zeta(r, \phi; r', \phi', \tau) = \sum_{n=-\infty}^{\infty} e^{-i|n+\delta|\pi/2\kappa \zeta} e^{i(n+\delta)(\phi - \phi')/\zeta} J_{|n+\delta|}(\frac{irr'}{2\tau}).
\] (A.10)

The inclusion of such phases has an interesting connection to the theory of self-adjoint extensions [45] which arise due to the fact that the Hamiltonian on the cone is not self-adjoint, which is also the case in hyperbolic space as emphasized in [31, 42]. The inclusion of phases is the unique self-adjoint extension with regular wavefunctions at the origin of the cone.

A third route [37] to the heat kernel is to consider rescaling \(r \to r/\zeta, \phi \to \zeta \phi\) giving a metric
\[
ds^2 = \frac{dr^2}{\zeta^2} + r^2 d\phi^2, \quad \phi \cong \varphi + 2\pi
\] (A.11)
describing a cone embedded in flat three-dimensional space with \(x_3 = \sqrt{\zeta^{-2} - 1}(x_1^2 + x_2^2)\). This change of coordinates allows for a direct mapping onto the solutions in flat space since in this gauge, the angular momentum quantum numbers remain integers. The mapping is surprisingly simple: an eigenvector, \(f(r, \varphi) = f(r)e^{-il\varphi}\), of the conical Laplacian with eigenvalue \(-\lambda^2\) and with angular momentum quantum number \(l\) solves the equation
\[
\left(r \partial_r r \partial_r - \frac{l^2}{\zeta^2} + \lambda^2 r^2\right) f(r, \varphi) = 0
\] (A.12)
Letting $\rho = r/\zeta$, this is exactly the eigenvalue equation in flat space with the substitutions $l \to l/\zeta$ and $\lambda \to \lambda/\zeta$. Hence, we must also shift $\kappa \to \kappa/\zeta^2$ in eq. (A.2). This is exactly what we find in eq. (A.8) reminding ourselves that the coordinate $\varphi$ is rescaled with respect to the gauge in eq. (A.11).

We therefore find three complimentary routes to the same expression (A.8). By far, the simplest was via the mapping using the gauge in eq. (3.25), though this of course required expressing the flat space heat kernel, eq. (A.1), as a sum over Bessel functions which is essentially the route taken by the other two approaches. Nevertheless, given an expression for the flat space heat kernel in terms of a sum over angular momentum, we can use gauge transformations of the metric to find an expression on the cone that is equivalent to rescaling the quantum numbers. This is the same procedure that we perform in hyperbolic space in the main text.

In fact, our derivation was too fast. In deforming the contour in figure 2, we performed two steps [77]. Starting with the contour on the left of this figure, we added two vertical lines at $\zeta = 1/p$ for integer $p$ these contours cancel each other, a fact easily seen in eq. (A.5). Then we deformed the contour circling the pole at $z = \varphi'$ into two curves which meet the vertical lines at infinity. However, for generic $\zeta$, these two contributions do not cancel. In addition, for $\zeta \neq 1$, there can be extra contributions from poles at $z = \varphi' \pm k(2\pi\zeta)$, for integer $k$, which satisfy $\varphi - \pi < z < \varphi + \pi$, which will appear when $\pi > |\varphi - \varphi'| > \pi\zeta$. For $\zeta > 1$ no such pole contributes. Hence, the contributions of these poles and the vertical contours are non-perturbative contributions to the heat kernel arising from the apex of the cone in addition to eq. (A.8). If we remove the apex of the cone, then the sum in eq. (A.8) represents a sum of classical paths on the multiply connected space $\mathcal{M}_\infty/Z_\infty(\zeta)$ where $\mathcal{M}_\infty$ is a simply connected space (Sommerfeld’s Riemann surface where $G_\infty$ is defined) and $Z_\infty(\zeta)$ is the infinite cyclic group with period $2\pi\zeta$. In the hyperbolic case, we will similarly remove the singular point at $\rho = 0$, discarding the non-perturbative terms.

**B Orthonormality condition**

In this appendix, we consider the orthonormality condition for the wavefunctions on the disk (3.43)

$$\int_0^1 \frac{2dx}{(1-x)^2} f^D_{j,k}(x)f^D_{j',k}(x) = \delta(s-s'), \quad (B.1)$$

for the principal series ($j = 1/2 + is$, $s \in \mathbb{R}$, $s > 0$). Since the wavefunction is regular at the center of the disk ($x = 0$), the singular contribution must come from the $x \to 1$ limit.

Let us now suppose $b > k$ so that $f^D_{j,k}(u) = a^b_{j,k} A^b_{j,k}(u)$. The $x \to 1$ asymptotic behavior of this solution is

$$f^D_{j,k}(x) = a^b_{j,k} \left[ \frac{\Gamma(1-2j)}{\Gamma(1-j-k)\Gamma(1-j+b)} (1-x)^j + (j \to 1-j) \right]. \quad (B.2)$$

Then, we decompose the orthonormality integral (B.1) into two intervals: $0 \leq x \leq 1-e^{-1/\epsilon}$ and $1-e^{-1/\epsilon} \leq x \leq 1$. The delta function in (B.1) comes from the $\epsilon \to 0$ limit of the
unchanged. One can check explicitly that, for along the imaginary axis. So long as changing the direction of this contour to give a counterclockwise orientation, we get could have considered two other rays which are a reflection of two sections of the contour cancel each other and the integral is unchanged. In fact, we can parallel to the real axis from one running along the real axis from this gives exactly eq. (109) of [44] for along some contour contours shown in figure 1. Consider the following integral

\[ I_C = \int_{-\pi}^{\pi} dw \, e^{i w} \Psi(z, w), \]  

We will relate the wavefunctions and propagator to a series of contour integrals over the branch points at \( j, k \in \mathbb{Z} \), where

\[ \Psi^b_{\pm}(z, w) = \frac{1}{2\pi} \frac{(1 - |z|^2)^{j_{\pm}}}{(1 + z e^{-w})^{j_{\pm} - b} (1 + \bar{z} e^{w})^{j_{\pm} + b}}, \]  

Requiring the normalization (B.1) fixes the coefficients as

\[ a^b_{j, k} = \frac{i}{2\sqrt{\pi}} \frac{\Gamma(1 - j - k)\Gamma(1 - j + b)}{\Gamma(1 - 2j)}. \]  

C Contour integral representation of the \( \theta = 1 \) propagator

In this appendix we summarize the contour integral representation of the \( \theta = 1 \) propagator without the effect of the AB field (i.e. \( \xi = 0 \)) [42]. Start with so-called horocyclic waves for the representation \( j = \frac{1}{2} + is \) [78],

\[ \Psi^b_{\pm}(z, w) = \frac{1}{2\pi} \frac{(1 - |z|^2)^{j_{\pm}}}{(1 + z e^{-w})^{j_{\pm} - b} (1 + \bar{z} e^{w})^{j_{\pm} + b}}, \]  

where \( j_{\pm} = \frac{1}{2} \pm (j - \frac{1}{2}), z = \sqrt{2} e^{i \varphi}, \) and \( w \) is an arbitrary complex parameter. It can be verified that the horocyclic waves are eigenfunctions of eq. (3.42) with an infinite number of branch points at \( w = \pm \frac{1}{2} \ln x + i(\varphi + 2\pi Z + \pi) \). Furthermore, \( L_0 \) acts on \( \Psi \) as \( L_0 \Psi = -\partial_w \Psi \). We will relate the wavefunctions and propagator to a series of contour integrals over the contours shown in figure 1. Consider the following integral

\[ I_C = \int_{C_+} \, dw \, e^{i w} \Psi^b_{\pm}(z, w), \]  

along some contour \( C_+ \). For \( C_+ \) described by \( w = i(\lambda + \pi) \) with \( \lambda \in [0, 2\pi) \) and \( l \in \mathbb{Z} \), this gives exactly eq. (109) of [44] for \( m = \nu + l \). We can add two rays to the contour, one running along the real axis from \( w = -\infty \) to the origin, \( w = 0 \), and the other running parallel to the real axis from \( w = 2\pi i \) to \( w = -\infty + 2\pi i \). Because \( l \) is an integer, these two sections of the contour cancel each other and the integral is unchanged. In fact, we could have considered two other rays which are a reflection of \( C_+ \) about the imaginary axis. Changing the direction of this contour to give a counterclockwise orientation, we get the same result up to a minus sign. This contour is labelled \( C_- \) in figure 1. In fact, we can equally shift \( C_+ \) by some amount \( -\lambda_r \) along the real axis and some amount \( \lambda_i \) along the imaginary axis while shifting \( C_- \) some amount \( \lambda_r \) along the real axis and some amount \( \lambda_i \) along the imaginary axis. So long as \( |\varphi - \lambda_i| < \pi \) and \( 0 \leq \lambda_r < -\ln x \), the integrals are unchanged. One can check explicitly that, for \( l = m + b \),

\[ I^{m+b}_+(x, \varphi) = e^{i \pi (m+b+\frac{1}{2})} \frac{\Gamma(j + m)}{\Gamma(j - b)} e^{i (m+b) \varphi} A^b_{j, -m}(x), \]  

\[ \delta(y) = \lim_{\epsilon \to 0} \frac{\sin(y/\epsilon)}{\pi y}, \]  

indeed we find

\[ \lim_{\epsilon \to 0} \int_{1-e^{-1/\epsilon}}^{1} \frac{2dx}{(1-x)^2} f_{j,k}^a(x) f_{j,k}^b(x) = -4\pi |a^b_{j,k}|^2 \left| \frac{\Gamma(1-2j)}{\Gamma(1-j-k)\Gamma(1-j+b)} \right|^2 \delta(s-s'). \]  

(B.4)
which exactly matches the \( \nu \)-spinor representation of the eigenfunctions up to an overall phase (eqs. (105) and (107) of [44]).

Now, consider the integral

\[
I_0^l = \int_{C_0} dw \, e^{iw} \Psi_-(z, w), \tag{C.4}
\]

for the contour \( C_0 \) in figure 1 running from \( w = i(\varphi + \pi) + \ln x \) to \( w = i(\varphi + \pi) - \ln x \). One can check by explicit calculation that, for \( l = m + b \),

\[
I_0^{m+b} = e^{i(m+b)\varphi} x^{(m+b)/2} (1-x)^b \mathbf{F}(j+m, j+b, 2j; 1-x). \tag{C.5}
\]

The radial, \( x \)-dependent, part of this function can be expressed as a linear combination of the radial functions \( A_{j,m}^b \) and \( A_{j,-m}^b \) in eq. (3.44) (see eq. (59) of [44]).

The heat kernel of \( \theta = 1 \) for \( x > x' \) can be written in terms of a summation over the angular momentum \( l \) as in (3.51)

\[
2i\Pi^{(1)}(x, \varphi; x', \varphi') = \sum_{l \leq 0} \int_{C_0} dw_1 \int_{C_+^l} dw_2 \Psi_-^b(x, \varphi, w_1) \Psi_+^b(x', \varphi', w_2) e^{i(lw_1-w_2)}
\]

\[
- \sum_{l > 0} \int_{C_0} dw_1 \int_{C_-^l} dw_2 \Psi_-^b(x, \varphi, w_1) \Psi_+^b(x', \varphi', w_2) e^{i(lw_1-w_2)}. \tag{C.6}
\]

Here, the contour \( C_0 \) is defined with respect to the un-primed coordinates while \( C_+^l \) and \( C_-^l \) are defined with respect to the primed coordinates. We bring the summation into the integrand and perform the sum over \( l \) depending on whether \( \text{Re}(w_1-w_2) < 0 \) as for \( \theta_2 \in C_-^l \) or \( \text{Re}(w_1-w_2) > 0 \) as for \( \theta_2 \in C_+^l \). The result is a contour integral over \( C_+^l \cup C_-^l \),

\[
\Pi^{(1)}(x, \varphi; x', \varphi') = \frac{1}{2i} \int_{C_0} dw_1 \int_{C_+^l \cup C_-^l} dw_2 \Psi_-^b(x, \varphi, w_1) \Psi_+^b(x', \varphi', w_2) \frac{e^{iw_1}}{e^{w_1} - e^{w_2}}. \tag{C.7}
\]

Here, we see the role of periodicity in \( \varphi \) and \( \varphi' \). Consider \( \varphi \to \varphi + 2\pi \). The function \( \Psi_- \) is unchanged. Furthermore, the only contour that depends on un-primed variables is \( C_0 \) which shifts by \( 2\pi \) vertically with the only effect of having \( e^{w_1} \to e^{w_1+2\pi i} = e^{w_1} \). Hence this function is \( 2\pi \)-periodic in \( \varphi \). For \( \varphi' \to \varphi' + 2\pi \), the function \( \Psi_+ \) is unchanged. The branch cuts all shift vertically by \( 2\pi \). This is equivalent to shifting the contour \( \int_{C_+^l \cup C_-^l} \) downward vertically by \( 2\pi \). For each component parallel to the real axis, this means \( e^{w_2} \to e^{w_2-2\pi i} = e^{w_2} \). The components parallel to the imaginary axis change their starting and end points, but otherwise the integral is unchanged. Hence, it is \( 2\pi \)-periodic in \( \varphi \) and \( \varphi' \).

Finally, the contour \( C_+^l \cup C_-^l \) can be deformed so that the parts parallel to the imaginary axis cancel each other, picking up the pole at \( e^{w_2} = e^{w_1} \). The parts parallel to the real axis also cancel each other and we have

\[
\Pi^{(1)}(x, \varphi; x', \varphi') = \pi \int_{C_0} dw \Psi_-^b(x, \varphi, w) \Psi_+^b(x', \varphi', w). \tag{C.8}
\]

Essentially, we have performed Carslaw’s integral transform in reverse. This integral can be computed in closed form in which case it gives the result in [31, 32, 44].
\[ D \quad u \text{ contour integral} \]

Here we perform the \( u \) contour integral for the resolvent (3.86) using the residue theorem. The first integral,

\[
I_1(v) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} du \, e^{\frac{1}{u} + \frac{2\xi}{2inu}} \left( \frac{1}{e^{u+\xi} - 1} - \frac{1}{1 + ve^{-u}}(1 + e^u) \right),
\]

has poles at \( u = i\pi + k(2\theta i), \) \( u = i\pi + k(2\pi i), \) and \( u = ln v + i\pi + k(2\pi i) \). In the first and second set of poles \( k = 0 \) is the same pole and is hence second order. If \( \theta = n/p \) for co-prime \( n, p \in \mathbb{Z} \), then poles with \( k = mp \) from the first set overlap with the \( k = mn \) pole from the second set and we would need to include an infinite number of second order pole contributions. We will ignore this for now. The result of integration is

\[
2I_1(v) = \frac{2\theta - (1 - v)(1 + \theta + 2\xi)}{2(1 - v)^2} - \frac{v^{\frac{1+\xi}{\pi}}}{(v^\frac{1}{\pi} - 1)(1 - v)} + \sum_{k \neq 0} \text{sgn}(k) \left( e^{\frac{1+\xi}{\pi}(2\pi k)} \frac{v^{\frac{1+\xi}{\pi}}}{(v^\frac{1}{\pi} e^{\frac{1+\xi}{\pi}(2\pi k)} - 1)(1 - v)} + \frac{e^{2\pi k \xi}}{(1 - ve^{-2\pi k \theta})(1 - e^{2\pi k \theta})} \right). \tag{D.2}
\]

The second integral

\[
I_2(v) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} du \, e^{\frac{1}{u} + \frac{2\xi}{2inu}} \left( \frac{1}{e^{u+\xi} - 1} - \frac{1}{1 + ve^{-u}}(1 + e^u) \right),
\]

has poles at \( u = -i\pi + k(2\theta i), \) \( u = ln v - i\pi + k(2\pi i), \) and \( u = -i\pi + k(2\pi i) \). Again, the \( k = 0 \) pole is a second-order pole. Again, if we had \( \theta = n/p \) for co-prime \( n, p \) then there would be extra contributions from second-order poles. The result is

\[
2I_2(v) = -\frac{2\theta - (1 - v)(1 + \theta + 2\xi)}{2(1 - v)^2} - \frac{v^{\frac{1+\xi}{\pi}}}{(v^\frac{1}{\pi} - 1)(1 - v)} + \sum_{k \neq 0} \text{sgn}(k) \left( e^{\frac{1+\xi}{\pi}(2\pi k)} \frac{v^{\frac{1+\xi}{\pi}}}{(v^\frac{1}{\pi} e^{\frac{1+\xi}{\pi}(2\pi k)} - 1)(1 - v)} + \frac{e^{2\pi k \xi}}{(1 - ve^{-2\pi k \theta})(1 - e^{2\pi k \theta})} \right). \tag{D.4}
\]

These two integrals combine to give

\[
I_1(v) - I_2(v) = \frac{2\theta - (1 - v)(\theta + 1 + 2\xi)}{2(1 - v)^2} + \frac{v^{\frac{1+\xi}{\pi}}}{(v^\frac{1}{\pi} - 1)(1 - v)} \tag{D.5}
\]

The remaining integrals can be evaluated from eq. (D.5) under \( \xi \rightarrow -1 - \xi \). Defining

\[
I_3(v) - I_4(v) = \frac{2\theta - (1 - v)(\theta - 1 - 2\xi)}{2(1 - v)^2} + \frac{v^{-\xi}}{(v^\frac{1}{\pi} - 1)(1 - v)} \tag{D.6}
\]

we have

\[
\text{Tr} \Delta^{(\theta)} = \frac{\theta}{2j - 1} \int_0^1 dv \left( v^{j-1+\nu} [I_1(v) - I_2(v)] - v^{j-1-\nu} [I_3(v) - I_4(v)] \right). \tag{D.7}
\]

For \( \theta = 1 \), we can solve this in closed form giving eq. (3.94).
In the Schwarzian limit, \( \nu = -iq\alpha, \xi = iq\alpha/2\pi \), we can also write this in closed form. To do so, move the integral slightly off the real axis, \( v \to v + i\epsilon \). As per usual, the sign of \( \epsilon \) depends on convergence which can be determined from \( v^{\pm i\epsilon} \sim e^{\mp \epsilon} \). Now, compute the integral via a contour integral. Because \( q \to \infty \), the ray \( v \in [0, 1) \) can be extended to \( v \to \pm \infty \) at no cost. We can also add a semi-circular contour at infinity. The important point is that the first terms in eq. (D.5) and eq. (D.6) do not contribute at leading order in \( q \). The second terms have poles at \( v = e^{2\pi ik} \) and \( e^{2\pi ik\theta} \). By moving the integral slightly off the axis, the \( k = 0 \) poles do not contribute. It is a simple matter to calculate the result via residues. The result will be a sum over poles. Importantly, as \( q \to \infty \) only one pole will dominate. The result is, for the cases relevant to this work with \( \theta \geq 1 \):

\[
\lim_{q \to \infty} \text{Tr} \Delta^{(\theta=1)} = \frac{2\pi i q \alpha \zeta}{s} e^{-2\pi s} \cosh(2\pi s), \tag{D.8}
\]

and

\[
\lim_{q \to \infty} \text{Tr} \Delta^{(\theta>1)} = -\frac{2\pi \theta}{s} e^{-(2\pi - \frac{\theta}{2})q} \left[ \frac{e^{-\frac{2\pi s}{\theta}} e^{2\pi s}}{e^{-\frac{2\pi s}{\theta}} - 1} - \frac{e^{-2\pi s}}{e^{\frac{2\pi}{\theta}} - 1} \right] \nonumber
\]

\[
= \frac{2\pi \theta}{s} e^{-(2\pi - \frac{\theta}{2})q} e^{-\frac{\pi}{\theta}} \left[ \frac{\cosh(2\pi s)}{\sin(\pi/\theta)} \right] \tag{D.9}
\]

The limit \( \theta \to 1 \) of this expression must be taken very carefully since naively this diverges. Note also that \( \alpha \to 0 \) naively converges, but in fact this limit does not commute with \( q \to \infty \). Finally, for integer \( \theta \), we can use this expression to derive the Réyni entropies.

### E Schwarzian two-point function

In this appendix, we compute the Fourier transform of the Schwarzian two-point function

\[
\langle \epsilon(u)\epsilon(0) \rangle_{\zeta} = \sum_{n \neq 0} e^{i\nu u} \langle \epsilon_n \epsilon_{-n} \rangle_{\zeta} = \frac{1}{2\pi C} \sum_{n \neq 0} e^{i\nu u} \frac{1}{n^2(n^2 - \zeta^2)}, \tag{E.1}
\]

where we excluded the zero mode \((n = 0)\) from the summation. First, it is convenient to decompose it into the \( \zeta \)-independent and dependent parts as

\[
\langle \epsilon(u)\epsilon(0) \rangle_{\zeta} = \frac{1}{2\pi \zeta^2 C} \sum_{n \neq 0} e^{i\nu u} \left[ \frac{1}{n^2 - \zeta^2} - \frac{1}{n^2} \right]. \tag{E.2}
\]

The \( \zeta \)-independent part can be summed directly by using \( \sum_{n=1}^{\infty} z^n/n^2 = \text{Li}_2(z) \) as

\[
\sum_{n \neq 0} e^{i\nu u} \frac{1}{n^2} = \frac{1}{2} \left( |u| - \pi \right)^2 - \frac{\pi^2}{6}. \tag{E.3}
\]

For the \( \zeta \)-dependent part, it is more convenient to express the summation in terms of a contour integral as

\[
\sum_{n \neq 0} e^{i\nu u} \frac{1}{n^2 - \zeta^2} = \frac{1}{2\pi} \oint_C \frac{dz}{\sin(\pi z)} e^{i(u - \pi)z} \left( \frac{1}{z^2} - \frac{1}{\zeta^2} \right), \tag{E.4}
\]

[40]
where the contour $C$ is a collection of small circles centered at $z = n$ ($n \in \mathbb{Z}$ excluding $n = 0$). Deforming the contour, we can write the integral in terms of residues at $z = 0$ and $z = \pm \zeta$. Evaluating these residues, we find

$$
\sum_{n \neq 0} e^{i n u} \frac{1}{n^2 - \zeta^2} = \zeta^{-2} - \frac{\pi}{\zeta} \left[ \cot(\pi \zeta) \cos(\zeta u) + \sin|\zeta u| \right].
$$

(E.5)

Therefore, the Fourier transform is given by

$$
\langle \varepsilon(u)\varepsilon(0) \rangle_\zeta = \frac{1}{2\pi \zeta^2 C} \left[ -\frac{1}{2} (|u| - \pi)^2 + \frac{\pi^2}{6} + \zeta^{-2} - \frac{\pi}{\zeta} \cot(\pi \zeta) \cos(\zeta u) - \frac{\pi}{\zeta} \sin|\zeta u| \right].
$$

(E.6)

\textbf{F Monodromies in the BF description of deformed JT gravity}

Here, we will be very explicit about the relation of 2 dimensional quantum gravity to the BF gauge theory. This is discussed in many places, including in [12, 27]. It is important to distinguish between Lorentzian and Euclidean theories. Here, we will discuss the Euclidean theory. Following Kitaev [44], we write the fundamental representation of $\mathfrak{sl}(2, \mathbb{R})$ as

$$
\Lambda_0 = \frac{1}{2} \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix}, \quad \Lambda_1 = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \Lambda_2 = \frac{1}{2} \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}
$$

with commutators

$$
[\Lambda_1, \Lambda_0] = -\Lambda_2, \quad [\Lambda_2, \Lambda_0] = \Lambda_1, \quad [\Lambda_1, \Lambda_2] = -\Lambda_0.
$$

(F.1)

If we worked in Lorentzian signature, to match with the notation of [27], we would identify $P_1 = \Lambda_2, P_2 = \Lambda_1, J = \Lambda_0$, forming the set $J_A = \{ J, P_1, P_2 \}$ so that

$$
[P_1, P_2] = J, \quad [P_1, J] = P_2, \quad [P_2, J] = -P_1.
$$

(F.2)

In our case in Euclidean signature, we match [12] and set $J = i\Lambda_2, P_1 = i\Lambda_0, P_2 = \Lambda_1$ and $J_A = \{ J, P_1, P_2 \}$, i.e.

$$
J = \frac{1}{2} \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad P_1 = \frac{1}{2} \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}, \quad P_2 = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
$$

(F.3)

This choice makes the generators all real. The fundamental commutation relations are

$$
[P_1, P_2] = J, \quad [P_1, J] = P_2, \quad [P_2, J] = -P_1.
$$

(F.4)

Then we have a Killing-Cartan metric

$$
\text{tr}(J_A J_B) = \frac{1}{2} \eta_{AB}, \quad \eta_{AB} = \begin{pmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}.
$$

(F.5)

so that $\mathfrak{sl}(2, \mathbb{R}) \simeq \mathfrak{so}(1, 2)$. Now, define a gauge field

$$
A = \left( J \omega_\mu + P_1 e^1_\mu + P_2 e^2_\mu \right) dx^\mu = \frac{1}{2} \begin{pmatrix} -e^1 & e^2 - \omega \\ e^2 + \omega & e^3 \end{pmatrix}
$$

(F.6)
where \( e^a_\mu \) is the zweibein defined via \( g_{\mu \nu} = e^a_\mu e^b_\nu \delta_{ab} \) and \( \omega_\mu \) is the trace of the spin-connection of the two-dimensional AdS metric. Notably \( e^a_\mu \) is a 2 \times 2 matrix. In component form,

\[
\omega^a_{\mu b} = e^a_\nu e^\lambda_{\mu \nu} - e^b_\mu \partial_\nu e^a_\lambda
\]  

which is defined to satisfy the tetrad postulate, \( \nabla_\mu e^a_\nu = 0 \). We note that this can be rewritten as

\[
de^a = -\omega^a_b \wedge e^b.
\]

Here, \( a, b \) denote the orthonormal basis, whereas \( \mu, \nu \) refer to the AdS basis. In particular, \( e^a_\lambda = (e^{-1})^a_\lambda \). Up and down position of indices are irrelevant since we are in Euclidean signature. Furthermore, \( \omega_{ab} = -\omega_{ba} \), which since we are in two dimensions implies that \( \omega_{12} = -\omega_{21} = \omega_\mu \) and hence defining \( \omega = \omega_\mu dx^\mu \).

The gauge field has an associated field strength

\[
F = dA + A \wedge A
\]

can be written in component form as

\[
F = (De)^a P_a + \left( d\omega + \frac{1}{2} \epsilon_{ab} e^a_\mu e^b_\nu \right) J = \frac{1}{2} \left( (De)^1 - (De)^1 \right) \frac{1}{2} \left( (De)^2 - (d\omega + e^1 \wedge e^2) \right)
\]

where \((De)^a = de^a + \omega^a_b \wedge e^b \). Notably, \((De)^a \) is identical to the torsion density which vanishes by definition of \( \omega \). In deriving this, we used that \( \omega \wedge \omega = 0 \). Next, the curvature two-form is defined as

\[
R^a_{\mu b} = d\omega^a_b + \omega^a_c \wedge \omega^c_b = \frac{1}{2} e^a_\mu e^b_\nu R^\rho_{\mu \nu \rho \lambda} dx^\rho \wedge dx^\lambda
\]

and hence has 2 greek and 2 latin indices. In two dimensions, \( R_{\mu \nu \rho \lambda} = \frac{1}{2} R (g_{\mu \rho} g_{\nu \lambda} - g_{\nu \rho} g_{\mu \lambda}) \) so that we have

\[
R^a_{\mu b} = d\omega^a_b = \frac{1}{2} Re^a \wedge e_b.
\]

As before, since \( \omega_{ab} \) is antisymmetric, so is \( R_{ab} \), and we also have the \( d\omega^a_b = e^a_\mu d\omega_\mu \) serving as a definition of \( d\omega \). Then we consider

\[
e^1 \wedge e^2 = e^a_\mu e^b_\nu dx^\mu \wedge dx^\nu = \sqrt{g} d^2 x.
\]

where the last equality is the definition of the volume form. Combining these, we have

\[
dw = \frac{R}{2} \sqrt{g} d^2 x.
\]

Up to now, we haven’t specified the theory we care about. Now, we specifically look at JT gravity,

\[
I_1 = \int d^2 x \sqrt{g} \phi (R + 2)
\]

where, for now, we have dropped the boundary terms. The equations of motion are

\[
R = -2 \left( \nabla_\mu \nabla_\nu - g_{\mu \nu} \nabla^2 + g_{\mu \nu} \right) \phi = 0
\]
By taking traces, we can rewrite these equations as

\[
\left(\nabla_\mu \nabla_\nu - \frac{1}{2} g_{\mu\nu} \nabla^2\right) \phi = 0
\]
\[
\left(\nabla^2 - 2\right) \phi = 0.
\]  
(F.17)

For reasons that will become clear later, if we identify \(\phi^0 = \phi\), then

\[
\int d^2x \sqrt{g} \phi (R + 2) = 2 \int \phi^0 \left( d\omega + \epsilon^1 e^a e^b \right).  
\]  
(F.18)

We must in addition enforce that the solution is torsion-free, which can be implemented via two Lagrange multipliers, \(\phi^1\) and \(\phi^2\), and we have an action

\[
I'_1 = \int \sqrt{g} \phi (R + 2) = 2 \int \phi^0 \left( d\omega + \frac{1}{2} \epsilon_{ab} e^a e^b \right) + \phi_a (D e)^a.  
\]  
(F.19)

It is easily seen that this reproduces \(R = -2\) upon variation of \(\phi^A\).

If instead, we vary \(e^a\) and \(\omega\), we find

\[
d\phi_a + \omega \epsilon^a_{ab} \phi_b + \phi_0 \epsilon_{ab} \phi^a = 0
\]
\[
d\phi_0 + \epsilon^a_b \phi_a e^b = 0.  
\]  
(F.20)

If we take a spacetime covariant derivative of the second and use the first equation, we recover \((\nabla_\mu \nabla_\nu - g_{\mu\nu} \nabla^2 - g_{\mu\nu}) \phi = 0\).

Finally, to rewrite this as the “BF” gauge theory, we identify certain components of the theory. First, we write

\[
F = f\rho A_a + f J
\]  
(F.21)

so that there are \(\text{three}\) field strengths, combined as \(F^A = (f, f^a)\). Importantly, we see that \(F \in \mathfrak{sl}(2, \mathbb{R})\) since the field strengths just multiply the generators. Furthermore, our equations of motion actually imply that

\[
F = 0  
\]  
(F.22)

which makes sense given the introduction of Lagrange multipliers. Hence, we are working with pure gauge \(A\), i.e. flat connections. In other words, we may write

\[
A = g^{-1} dg
\]  
(F.23)

for \(g \in \mathfrak{sl}(2, \mathbb{R})\). In component form, recall (it had been a while since I did any non-abelian gauge theory, so forgive me for writing this)

\[
g^{-1} dg = g^{-1} \partial_\mu g dx^\mu \Rightarrow d(g^{-1} dg) = -(g^{-1} \partial_\mu g)(g^{-1} \partial_\nu g) dx^\mu \wedge dx^\nu = -A \wedge A  
\]  
(F.24)

demonstrating that \(F = 0\) for this \(A\).

Now, the Lagrangian can be written

\[
\mathcal{L}'_1 = 2 \phi A F^A.  
\]  
(F.25)
Defining a $2 \times 2$ matrix $B$ as

$$B = -i \begin{pmatrix} -\phi^1 & \phi^2 + \phi \\ \phi^2 - \phi & \phi^1 \end{pmatrix} \quad (F.26)$$

we may also write the Lagrangian as

$$L'_1 = i \text{Tr}(BF) \quad (F.27)$$

where we have rescaled the Lagrangian and pulled out an overall factor of $i$ since we are in Euclidean signature. This is just a convention. In other words, we are describing the so-called “BF” theory. Importantly, we note that we can write $B$ as

$$\frac{i}{2}B = -\phi^0 J + \phi^1 P_1 + \phi^2 P_2. \quad (F.28)$$

Purely imaginary $\phi$ lead to $B \in \mathfrak{sl}(2, \mathbb{R})$. Finally, if we vary $A$ in the Lagrangian, we derive a new equation of motion for $B$,

$$\partial_\mu B + [A_\mu, B] = 0 \quad (F.29)$$

which implies that

$$B = g^{-1} \Phi g \quad (F.30)$$

for some constant (i.e. $d\Phi = 0$) element $\Phi \in \mathfrak{sl}(2, \mathbb{R})$. Here $g$ is the same group element used to define $A$. Now, note that under a group transformation,

$$A \rightarrow A' = g^{-1}A g + g^{-1} dg \quad (F.31)$$

which of course, since $A$ is pure gauge, can be written as $A' = g_2^{-1}dg_2$ where $g_2 = gg_1$. Hence,

$$B' = g_2^{-1} \Phi g_2 \quad (F.32)$$

In order for this to agree with the group transformation for $B$, we must also have $g_1$ be a constant element. Hence, there is a residual global $\mathfrak{sl}(2, \mathbb{R})$ symmetry.

**F.1 BF theory on the disk**

Now, let’s consider the theory on the disk with solution for the metric and dilaton is

$$ds^2 = d\rho^2 + \sinh(\rho)^2 d\varphi^2, \quad \phi = C \cosh \rho \quad (F.33)$$

The zweibeins are

$$e^1 = d\rho, \quad e^2 = \sinh(\rho)d\varphi \quad (F.34)$$

We use

$$de^1 = 0, \quad de^2 = \cosh(\rho)d\rho \wedge d\varphi = -\omega_{21} \wedge e^1 \Rightarrow \omega_{12} = -\cosh(\rho)d\varphi \quad (F.35)$$

Since $\omega_{12} = \omega$, we can write

$$A = \frac{1}{2} \begin{pmatrix} -d\rho & \exp(\rho)d\varphi \\ -\exp(-\rho)d\varphi & d\rho \end{pmatrix}. \quad (F.36)$$
Now, we must solve the equations of motion for $B$. We start by writing

$$B = -i \begin{pmatrix} -\phi^1 & -\phi^2 + C \cosh(\rho) \\ \phi^2 - C \cosh(\rho) & \phi^1 \end{pmatrix}$$ (F.37)

The equation of motion

$$\partial_\mu B = -[A_\mu, B]$$ (F.38)

with solution

$$B = -i \begin{pmatrix} 0 & C \exp(\rho) \\ -C \exp(-\rho) & 0 \end{pmatrix} = -iCA_\varphi.$$ (F.39)

Now, we would like to recover the Schwarzian theory from the BF theory. As in the second order formalism, we must introduce a boundary term. Notably, since $B \propto A_\varphi$, we would like a boundary term that respects this. In other words, we would like on the boundary to have

$$A_\varphi \delta B - B \delta A_\varphi|_{\partial M} = 0$$ (F.40)

which would imply $B \propto A_\varphi$. A convenient choice of boundary is then

$$I = -i \int_M \text{Tr}(BF) + \frac{i}{2} \int_{\partial M} \text{Tr}(BA).$$ (F.41)

where it is understood that $A \to A_\varphi$ on the boundary. Now, we may integrate out the bulk degrees of freedom and arrive at

$$I = \frac{1}{2\pi} \int_{\partial M} \text{Tr}(A^2_\varphi) d\varphi$$ (F.42)

More generally, if we parametrize the boundary as some curve \{\varphi(w), \rho(w)\} and $\phi = \phi_b/\epsilon$ on this boundary, we have

$$I = -\phi_b \int dw \text{Sch}(w)$$ (F.43)

where

$$\text{Sch}(w) \equiv \text{Sch}\left(\tan\left(\frac{\varphi(w)}{2} \right), w\right)$$ (F.44)

and the right hand side means to take the Schwarzian derivative of $\tan(\varphi(w)/2)$ with respect to $w$. To arrive at this, we write that asymptotically (see [30]),

$$A = \frac{dr}{2} \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} + \frac{dw}{2} \begin{pmatrix} 0 & e^\rho \\ -2\text{Sch}(w)e^{-\rho} & 0 \end{pmatrix}. \quad (F.45)$$

We note that the boundary has

$$\phi_b = C \frac{\epsilon \rho_0}{2}$$ (F.46)

and we require $e^{\rho_0} = \beta/\pi \epsilon$. Here, we have defined

$$\beta = \lim_{\rho_0 \to \infty} \frac{L}{\phi_b}$$ (F.47)

for the boundary circumference $L$, hence $C = 2\pi/\beta$. Notably, we can represent

$$A_w = \begin{pmatrix} 0 & -\text{Sch}(w)/2 \\ 1 & 0 \end{pmatrix}$$ (F.48)

which can be arrived at from a global $sl(2, \mathbb{R})$ transformation. This matrix will be important for characterizing the monodromies/holonomies.
F.2 Monodromies in the BF theory

Following the discussion in section 3.3.1, now we care about flat connections which reproduce the representation of \( A_\varphi \) above on the boundary. In other words, we want

\[
A_w = \tilde{g}^{-1} \partial_w \tilde{g} = \begin{pmatrix} 0 & -T(w)/2 \\ 1 & 0 \end{pmatrix}
\]

(F.49)

where \( T(w) = \text{Sch}(w) \). As pointed out in [33], these are easily classified by representing

\[
\tilde{g} = \begin{pmatrix} A(w) & B(w) \\ C(w) & D(w) \end{pmatrix}
\]

(F.50)

with solutions to

\[
A'' + \frac{A}{2} T = 0, \quad B = A'
\]

(F.51)

\[
C'' + \frac{C}{2} T = 0, \quad D = C'
\]

(F.52)

and \( AC' - CA' = 1 \). Here, primes represent derivatives with respect to \( w \). Then \( \text{Sch}(\tilde{A}, w) = T(w) \). Recalling that \( \tilde{g}(w + 2\pi) = \tilde{g}(w) U(2\pi) \) defines a monodromy matrix \( U \), we may relate \( U \) to solutions \( F \equiv A/C \) via

\[
F(w + 2\pi) \rightarrow \frac{aF(w) + b}{cF(w) + d}, \quad U = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \mathfrak{sl}(2, \mathbb{R})
\]

(F.53)

which should be considered conjugate to \( F \). Since \( \text{SL}(2, \mathbb{R}) \) is a gauge symmetry of the Schwarzian action, the boundary has its own conjugacy relation

\[
g \sim g \cdot S, \quad S \in \text{SL}(2, \mathbb{R})
\]

(F.54)

which requires that

\[
U \sim S \cdot U \cdot S^{-1}.
\]

(F.55)

This important fact leads to the modification of the density of states when we consider the path integral measure since the only gauge equivalent \( S \) of the boundary which must be accounted for are those \( S \) which commute with \( U \).

Now, we will demonstrate that the monodromy matrix

\[
U = \begin{pmatrix} \cos(\pi \zeta) & \sin(\pi \zeta) \\ -\sin(\pi \zeta) & \cos(\pi \zeta) \end{pmatrix} \in U(1)_{\zeta}
\]

(F.56)

leads to a conical deficit. First, note that this monodromy matrix means that

\[
F(w + 2\pi) = \frac{F(w) + \tan \pi \zeta}{1 - \tan(\pi \zeta)F(w)}
\]

(F.57)

For \( \gamma = 1 \), we have that \( F(w + 2\pi) = F(w) \) which is the case for the Poincaré disk. Hence, in this case,

\[
F(w) = \tan \left( \frac{\varphi(w)}{2} \right)
\]

(F.58)
which is the natural parametrization for the Schwarzian of Euclidean AdS. This requires that the boundary time reparametrization respect $\varphi(w + 2\pi) = \varphi + 2\pi$. A simple modification

$$F(w) = \tan \left( \frac{\zeta}{2} \varphi(w) \right)$$  \hfill (F.59)

can easily be seen to satisfy eq. (F.57) for generic $\zeta$ as long as we maintain $\varphi(w + 2\pi) = \varphi + 2\pi$. Next, we can choose a specific gauge to connect the bulk coordinates to boundary coordinates. A simple choice is to use conformal gauge

$$ds^2 = \partial_+ X^+ \partial_- X^- (X^+ - X^-)^2 dx^+ dx^-$$  \hfill (F.60)

and let $X^\pm = F(x^\pm)$. Near the horizon ($r \to 0$), we find

$$ds^2 \approx r^2 \zeta^2 d\varphi^2 + dr^2$$  \hfill (F.61)

so that there is a conical deficit $2\pi \zeta$. Another way to see this is by choosing a gauge with the same conical deficit,

$$ds^2 = d\rho^2 + \zeta^2 \sinh^2 \rho d\varphi^2$$  \hfill (F.62)

and perform the same first order formalism matching we saw earlier. Here, $\varphi \in [0, 2\pi)$. In particular

$$A_\varphi = \frac{1}{2} \begin{pmatrix} 0 & \zeta \exp(\rho) \\ -\zeta \exp(-\rho) & 0 \end{pmatrix}$$  \hfill (F.63)

so that there is a holonomy around the origin equal to the monodromy

$$\mathcal{P} \exp \left( \int_0^{2\pi} A_\varphi d\varphi \right) = \begin{pmatrix} \cos(\zeta \pi) & \sin(\zeta \pi) \\ -\sin(\zeta \pi) & \cos(\zeta \pi) \end{pmatrix}$$  \hfill (F.64)

Now, let’s understand how this appears in the path integral. In parametrizing our boundary, we are free to choose any $\varphi(w)$ that obeys $\varphi(w + 2\pi) = \varphi(w) + 2\pi$. In other words, the boundary is a gauge theory with gauge group $\text{diff}(S_1)$. At the same time, the bulk and boundary are invariant under global $\text{PSL}(2, \mathbb{R})$ transformations, at least when we work with no deficits. In other words, transformations

$$\tan \left( \frac{f(w)}{2} \right) \to \frac{a \tan \left( \frac{f(w)}{2} \right) + b}{c \tan \left( \frac{f(w)}{2} \right) + d}$$  \hfill (F.65)

with $ad - bc = 1$ and $\{a, b, c, d\} \sim -\{a, b, c, d\}$ leave the boundary metric invariant. Notably, the Schwarzian action is also invariant under this transformation. Hence, it is a gauge theory with gauge group $\text{diff}(S_1)/\text{PSL}(2, \mathbb{R})$.

On the other hand, when we have a conical deficit, while generic fractional linear transforms are still a symmetry of the Schwarzian, it is only the diagonal $\text{U}(1)_\gamma$ which preserves the boundary. The best way to think about this is actually in terms of the connection $A = g^{-1} dg$. Starting with the disk, we can choose a connection parametrized in
terms of the $SL(2, \mathbb{R})$ generators (this follows [30] and is different than the parametrization we use in the main text),

$$g = \exp(-\varphi J) \exp(\alpha_1 P_1) \exp(\Psi[P_2 - J]) = \begin{pmatrix} \cos(\frac{\varphi}{2}) & \sin(\frac{\varphi}{2}) \\ -\sin(\frac{\varphi}{2}) & \cos(\frac{\varphi}{2}) \end{pmatrix} \begin{pmatrix} \Lambda & 0 \\ 0 & \Lambda^{-1} \end{pmatrix} \begin{pmatrix} 1 & \Psi \\ 0 & 1 \end{pmatrix}$$

(F.66)

where $\Lambda = -\log(\alpha_1) > 0$ and $\Psi \in \mathbb{R}$. It is easily checked that matching $A$ to its boundary values for $\Lambda, \Psi$ returns the Schwarzian action. Furthermore, $g$ and $hg$ for $h \in PSL(2, \mathbb{R})$ give the same flat connection. Notably, choosing

$$h = \begin{pmatrix} d & -c \\ -b & a \end{pmatrix} : \tan(\frac{\varphi}{2}) \rightarrow \frac{a \tan(\frac{\varphi}{2}) + b}{c \tan(\frac{\varphi}{2}) + d}$$

(F.67)

In other words, this gives a left coset construction. To introduce a conical deficit, we must introduce a monodromy, which is equivalent to letting

$$\tilde{g} = \exp(w \lambda) g$$

(F.68)

for the same $g$ above. Here, $\lambda$ is some matrix parametrizing the monodromy. Given our earlier monodromy matrix, a good choice is $\lambda = -2\zeta J$. Then we have

$$\tilde{g} = \begin{pmatrix} \cos(\frac{\zeta w + \varphi}{2}) & \sin(\frac{\zeta w + \varphi}{2}) \\ -\sin(\frac{\zeta w + \varphi}{2}) & \cos(\frac{\zeta w + \varphi}{2}) \end{pmatrix} \begin{pmatrix} \Lambda & 0 \\ 0 & \Lambda^{-1} \end{pmatrix} \begin{pmatrix} 1 & \Psi \\ 0 & 1 \end{pmatrix}$$

(F.69)

Finally, redefining $\zeta w + \varphi = \zeta \tilde{\varphi}$, if $\varphi(w + 2\pi) = \varphi(w)$, now we have $\tilde{\varphi}(w + 2\pi) = \tilde{\varphi} + 2\pi \zeta$ describing a space with conical deficit. The important point is that the coset construction now only includes $h = \exp(\sigma J) \in U(1)$ with $\lambda \rightarrow h \lambda h^{-1}$ and $g \rightarrow hg$. Hence we must have a different measure in the path integral. We note that this discussion is identical to the BF discussion in 3.59. This just gives an explicit parametrization. We are free to choose either a right or left coset construction.

Finally, we are ready to look at the path integral. The classical solutions are always of the form

$$\tilde{\varphi}(w) = w$$

(F.70)

which is easily seen to satisfy $\partial_w \{\tan(\zeta w/2), w\} = 0$. For $PSL(2, \mathbb{R})$, $\tilde{\varphi} = \varphi$, though this is not the case with conical deficits. The challenge is understanding the fluctuations. A generic element of $PSL(2, \mathbb{R})$ is specified by three numbers

$$\lambda = \lambda^0 J + \lambda^1 P_1 + \lambda^2 P_2.$$  

(F.71)

Hence, the quotient construction allows for the fixing of three modes of the fluctuation. On the other hand $U(1)$ is specified by only one number and we can fix only one mode. In terms of $\tilde{\varphi}$, we write the mode expansion as

$$\varphi(w) = w + \sum_{n/H} \epsilon_n e^{i m w}$$

(F.72)

where $\epsilon_{-n} = \epsilon_n^*$ so that $\tilde{\varphi}$ is real. For $PSL(2, \mathbb{R})$, we fix $\epsilon_{-1,0,1} = 0$ whereas for $U(1)$ we can only fix $\epsilon_0 = 0$. This quotient suffices to eliminate the $vol(\mathcal{H})$ in the measure. On the other
hand, we must include a measure for the modes $\epsilon_n$. The natural measure derived from the group is the Haar measure which is equivalent to the Pfaffian of a symplectic form

$$\omega = C \int_0^{2\pi} \left( \frac{d\varphi' \wedge d\varphi''}{(\varphi')^2} - d\varphi \wedge d\varphi' \right) dw$$

(F.73)

in terms of the naturally conjugate variable $de_n$ and $de^*_n$. In JT gravity, $C = 1/8\pi G$. Under a natural rescaling $w = 2\pi \tau/\beta$, we find that

$$Z_{D_\alpha}(\beta) = \int \left[ d\varphi(\tau) \right] Pf(\omega) \exp \left( - \int_0^\beta d\tau H \right) = \frac{\exp(\frac{2\pi^2 \zeta^2}{\beta})}{\sqrt{2\pi\beta}}$$

(F.74)

Compare this the partition function for the disk

$$Z_D(\beta) = \int \left[ d\varphi(\tau) \right] Pf(\omega) \exp \left( - \int_0^\beta d\tau H \right) = \frac{\exp(\frac{2\pi^2 \zeta^2}{\beta})}{\beta \sqrt{2\pi\beta}}$$

(F.75)

The exponential piece differs only by the conical deficit. The overall factor differs by $\beta^{-1}$ which arises from the two extra zero modes in the conical deficit construction.
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