Research on Coverless Text Steganography Based on Single Bit Rules
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Abstract. Text steganography has become a hotspot in the field of information security in recent years. As an important steganographic carrier, text does not have the advantage that other multimedia could easily use more redundancy to hide information. Traditional methods were realized by changing the appearance attributes of text or by equivalent replacement based on grammar and semantics, but there were some shortcomings more or less. Based on Markov chain model, this paper proposed a coverless text steganography method. In order to enhance the effect of steganography, the method focused on the most important concepts in Markov model, the transition probability, and guided the generation of steganographic text based on it. The relevant experiments were designed to evaluate the model. The experimental results showed that the model had higher concealment and hiding capacity.

1. Introduction
Information hiding refers to the technical means of hiding meaningful information into non-secret carriers and transmitting it through open channels. As an important media, text is widely used. But not like other medias, text is less redundant space, so it is difficult to hide information. Accordingly, the research results of text-based information hiding technology are much less than others media's and its research significance is more prominent[1].

In recent years, the text information hiding method based on coverless text steganography has gradually attracted the attention of researchers. It could hide secret information by generating new text which accords with the statistical characteristics of natural language. It could better avoid steganalysis based on statistical features[2]. This paper proposed a coverless text steganography method based on single bit rules based on Markov chain model. In the method, the secret information was passed through the model, and then the corresponding steganographic texts were generated. In the process of text generation, the importance of transition probability was emphasized, and the transition probability was utilized to the greatest extent, aimed at generating steganographic text which was closer to the training text.
2. Related works

2.1. Markov chain
Markov chain, named Andre Markov, is a discrete stochastic process. It describes a sequence of states that, given current knowledge or information, the previous historical state of the process is invalid for predicting the future state. At each step of Markov chain, according to the probability distribution, the system can change from one state to another state or keep the current state.

2.2. Steganography based the model
The information hiding method based on coverless does not need true carriers, but generates encrypted text according to the statistical characteristics of natural language. Therefore, encrypted text can hardly be found by steganalysis based on statistical features of natural language, nor can it be found by comparing the differences between carrier text and encrypted text, which is securer[3].

[4] described a state transition diagram and the process of hiding and extracting information. Given a start state, the subsequent state transition process completed information hiding and extraction by matching with binary coding, as shown in Fig.1.
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Fig.1 State transition diagram and steganography

In the figure above, assuming that the information embedded in each state transition is 2 bits, when the hidden information needs to be embedded is 01 11, the encrypted text is S_0 S_2 S_7 according to the state transition diagram. The information extraction process is an inverse process of embedding process.

An important concept in state transition diagram is transition probability, which represents the probability of transition to the next specific state. In [5-6], some methods assumed that all transition probabilities from a given state to any other state were equal in order to simplify the generation process of natural text and related analysis. Other methods emphasized the importance of transition probability, but through analysis, the effect of text generation had not been greatly improved, and there was also the possibility of attack through statistical detection. In order to actively deal with steganalysis based on statistical features of natural language and to generate high quality natural sentences to the greatest extent, the steganography method was designed on the basis of Markov chain model, focusing on transition probability.

3. Coverless text steganography based on single bit rules

3.1. Establishment of state transition diagram
According to the selected sample library, all sentences with the same word as the beginning of the sentence are selected to prepare for the formation of the state transition diagram. Suppose that in a sample library, according to the selected statements, the established Markov chain state transition diagram is shown in Fig.2. In the diagram, the transition probability indicates the connection degree between the texts in the sample library.
3.2. Adjustment of state transition diagram, coding matching and steganography

For large sample texts, the state transition diagram formed has many branches, complex structure and high complexity of information matching and steganography, so the quality of texts generated will be affected. Therefore, at most two branches with the highest probability are reserved for each subsequent branch of the node in the state transition diagram, as shown in Fig.3.

In order to restore the steganography text to the correct original information, it is necessary to give a definite binary meaning to each branch of state transition based on the state transition diagram. Since there are at most two branches per node in the state transition diagram, the matching relationship of branches can be defined by only one binary number. For the state transition diagram shown in Fig.3, the matching results are shown in Fig.4.
When the secret information is input, the steganography texts can be generated according to the state transition diagram. Steganography algorithm can be expressed as follows:

1. Select the sample library and select all sentences with the same word as the beginning of the sentence.
2. According to the results of the first step, a Markov state transition diagram with the same word as the beginning of the sentence is established.
3. Adjust the state transition diagram to preserve at most two branches with the highest state transition probability for each node.
4. Binary code matches with the adjusted state transition diagram.
5. Text generation and steganography are accomplished according to the state transition diagram and input sequence.

3.3. Original information extraction

In order to restore original information correctly, the same state transition diagram should be used. Before the communication between the two sides, a unified sample library has been selected. A unified state transition diagram has been established, and it has been adjusted and matched with binary coding under the same rules. Therefore, when the receiver obtains the steganographic texts, the correct original information is extracted by comparing with the state transition diagram. The extraction algorithm of steganographic information can be expressed as follows:

1. Generate the state transition diagram according to the pre-agreed sample library.
2. Adjust the state transition diagram under the same rules.
3. Matching the binary information of the state transition diagram under the same rules.
4. Receive steganographic text from the sender.
5. According to the state transition diagram matching binary information, the steganographic text is compared with it, and the original information is obtained.

4. Experiments and results

In this section, the performance of the algorithm was tested through experiments. First, experiments datasets should be collected. Here, a collection of reviews about movies[7] and a collection about news[8] were chosen. The characteristics of the two datasets are as follows:

| Table 1 Test datasets |
|-----------------------|
| Dataset | Film review | News |
| Average Length | 19.94 | 22.24 |
| Sentence Number | 1,283,813 | 1,962,040 |
| Words Number | 25,601,794 | 43,626,829 |

In order to measure the performance of the algorithm, it would be tested from two different perspectives. First, as coverless text steganography algorithm, the primary purpose was to change the input information into new different text. Therefore, from the perspective of natural language processing and generation, the relevant indicators in this field could be used to measure the effect of steganography. Here, perplexity was chosen as an indicator. In natural language processing, the degree of perplexity could be used to measure the quality of language generation model. The smaller the perplexity was, the closer the statistical distribution of the generated text and the training text was. The perplexity is expressed by the following formula:

$$\text{Perplexity} = 2^{-\frac{\sum_{i=1}^{m} \log p(s_i)}}$$

where \(s_i = \{w_1, w_2, w_3, \ldots, w_m\}\) is the generated sentence, \(p(s_i)\) indicates the probability distribution over words in sentence \(s_i\), and the probability is calculated from the language model of the training texts. \(m\) is the total number of generated sentences. The Table 2 shows that our model's perplexity is smaller compared with the other models. This showed that the steganographic effect of our model was better.
Table 2: The perplexity of the algorithms

| Dataset | Baseline [7] | Baseline [8] | Ours   |
|---------|--------------|--------------|--------|
| IMDB    | 418.70±105.32| 161.92±143.31| 15.38±6.77 |
| News    | 470.54±122.73| 175.42±126.28| 17.05±15.21 |

Secondly, as a steganography algorithm, under the same conditions, more information, that was, the number of bits, was expected to be embedded into the text. Embedding Rate could reflect the performance of the algorithm. Its mathematical expression is as follows:

\[
ER = \frac{1}{N} \sum_{i=1}^{N} \frac{(L_i - 1)}{B(s_i)}
\]

where \(N\) is the number of generated sentences and \(L_i\) is the length of the \(i\)-th sentence. \(B(s_i)\) indicates the number of bits occupied by the \(i\)-th sentence in the computer. Two text steganography methods were compared with the method proposed. The test results are shown in Table 3.

Table 3: Embedding Rate comparison

| Methods                                 | Embedding Rate(%) |
|-----------------------------------------|-------------------|
| Method proposed in [9]                  | 0.33              |
| Method proposed in [10]                 | 1.0               |
| Ours                                    | 2.73              |

From the above table, the algorithm proposed in the paper could embed more information, that was, the steganography capacity of the algorithm was better.

5. Conclusion

This paper realized the steganography to protect information based on Markov model which was often used in natural language processing. For various reasons, previous related algorithms had not fully utilized or neglected the important concepts, transition probability, in Markov chains. In this paper, according to the model structure obtained from the samples, for each node, at most two branches with the highest transition probability were reserved. On this basis, information embedding and steganography were carried out in order to achieve better text steganography effect as far as possible. Through experiments, the performance of the method was proved from different aspects, and the effectiveness of the algorithm was verified.
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