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Abstract
In large-scale multi-agent systems, the large number of agents and complex game relationship cause great difficulty for policy learning. Therefore, simplifying the learning process is an important research issue. In many multi-agent systems, the interactions between agents often happen locally, which means that agents neither need to coordinate with all other agents nor need to coordinate with others all the time. Traditional methods attempt to use pre-defined rules to capture the interaction relationship between agents. However, the methods cannot be directly used in a large-scale environment due to the difficulty of transforming the complex interactions between agents into rules. In this paper, we model the relationship between agents by a complete graph and propose a novel game abstraction mechanism based on two-stage attention network (G2ANet), which can indicate whether there is an interaction between two agents and the importance of the interaction. We integrate this detection mechanism into graph neural network-based multi-agent reinforcement learning for conducting game abstraction and propose two novel learning algorithms GA-Comm and GA-AC. We conduct experiments in Traffic Junction and Predator-Frey. The results indicate that the proposed methods can simplify the learning process and meanwhile get better asymptotic performance compared with state-of-the-art algorithms.

1 Introduction
Multi-agent reinforcement learning (MARL) has shown a great success for solving sequential decision-making problems with multiple agents. Recently, with the advance of deep reinforcement learning (DRL) (Mnih et al. 2016; Schulman et al. 2017), the combination of deep learning and multi-agent reinforcement learning has also been widely studied (Foerster et al. 2018; Sunehag et al. 2018; Rashid et al. 2018).

Recent work has focused on multi-agent reinforcement learning in large-scale multi-agent systems (Yang et al. 2018; Chen et al. 2018), in which the large number of agents and the complexity of interactions pose a significant challenge to the policy learning process. Therefore, simplifying the learning process is a crucial research area. Earlier work focuses on loosely coupled multi-agent systems, and adopt techniques such as game abstraction and knowledge transfer to help with speeding up multi-agent reinforcement learning (Guestrin, Lagoudakis, and Parr 2002; Kok and Vlassis 2004; De Hauwere, Vranckx, and Nowé 2010; Melo and Veloso 2011; Hu, Gao, and An 2015; Yu et al. 2015; Liu et al. 2019). However, in a large multi-agent environment, agents are often related to some other agents rather than independent, which makes the previously learnt single-agent knowledge has limited use. Recent work focuses on achieving game abstraction through pre-defined rules (e.g., the distance between agents) (Yang et al. 2018; Jiang, Dun, and Lu 2018). However, it is difficult to define the interaction relationship between agents through pre-defined rules in large-scale multi-agent systems. In this paper, we propose to automatically learn the interaction relationship between agents through end-to-end model design, based on which game abstraction can be achieved.

The key to game abstraction is learning the relationship between agents. Recent work uses soft-attention mechanism to learn the importance distribution of the other agents for each agent (Jiang and Lu 2018; Jibbal and Sha 2019). However, the final output softmax function indicates that the importance weight of each agent still depends on the weight of...
the other agents. That is to say, these methods cannot really learn the relationship between agents and ignore irrelevant agents to simplify policy learning.

As shown in Figure 1, we represent all agents as a complete graph and propose a novel multi-agent game abstraction algorithm based on two-stage attention network (G2ANet), where hard-attention is used to cut the unrelated edges and soft-attention is used to learn the importance weight of the edges. In addition, we use GNN to obtain the contribution from other agents, which includes the information of the other agents to achieve coordination, and apply the mechanism into several algorithms. We list the main contributions as follows:

- We propose a novel two-stage attention mechanism G2ANet for game abstraction, which can be combined with graph neural network (GNN).
- By combining G2ANet with a policy network and Q-value network respectively, we propose a communication-based MARL algorithm GA-Comm and an actor-critic (AC) based algorithm GA-AC.
- Experiments are conducted in Traffic Junction and Predator-Prey. The results show that our methods can simplify the learning process and meanwhile get better asymptotic performance compared with state-of-the-art algorithms.

2 Background  

We review some key concepts in multi-agent reinforcement learning and related work in this section.

Markov Game and Game Abstraction  

Markov game, which is also known as stochastic game, is widely adopted as the model of multi-agent reinforcement learning (MARL). It can be treated as the extension of Markov decision process (MDP) to multi-agent setting.

Definition 1 An n-agents (n ≥ 2) Markov game is a tuple \(< N, S, \{A_i\}_{i=1}^n, \{R_i\}_{i=1}^n, T > \), where \(N\) is the set of agents, \(S\) is the state space, \(A_i\) is the action space of agent \(i (i=1,\ldots,n)\). Let \(A = A_1 \times A_2 \times \cdots \times A_n\) be the joint action space. \(R_i : S \times A \rightarrow \mathbb{R}\) is the reward function of agent \(i\) and \(T : S \times A \times S \rightarrow [0, 1]\) is the transition function.

In a Markov game, each agent attempts to maximize its expected sum of discounted rewards, \(E\{\sum_{k=0}^{\infty} \gamma^k r_{i,t+k}\}\), where \(r_{i,t+k}\) is the reward received \(k\) steps into the future by agent \(i\) and \(\gamma\) is the discount factor.

Denote the policy of agent \(i\) by \(\pi_i : S \times A_i \rightarrow [0, 1]\) and the joint policy of all agents by \(\pi = (\pi_1, \ldots, \pi_n)\). The state-action value function of an agent \(i\) under a joint policy \(\pi\) can be defined as:

\[
Q^\pi_i(s, a) = E_{\pi} \left\{ \sum_{k=0}^{\infty} \gamma^k r_{i,t+k} | s_t = s, a_t = a \right\},
\]

where \(a \in A\) represents a joint action and \(r_{i,t+k}\) is the reward received by agent \(i\) at time step \((t+k)\). However, since \(Q^\pi_i\) depends on the actions of all agents, the concept of optimal policy should be replaced with joint policy.

Game Abstraction  

The main idea of game abstraction is to simplify the problem model of multi-agent reinforcement learning (Markov game) to a smaller game, so as to reduce the complexity of solving (or learning) the game equilibrium policy.

Attention Mechanism  

Attention is widely used in many AI fields, including natural language processing (Bahdanau, Cho, and Bengio 2014), computer vision (Wang et al. 2018), and so on. Soft and hard attention are the two major types of attention mechanisms.

Soft-Attention  

Soft attention calculates an importance distribution of elements. Specially, soft attention mechanism is fully differentiable and thus can be easily trained by end-to-end back-propagation. Softmax function is a common activation function. However, the function usually assigns nonzero probabilities to unrelated elements, which weakens the attention given to the truly important elements.

Hard-Attention  

Hard attention selects a subset from input elements, which force a model to focus solely on the important elements, entirely discarding the others. However, hard attention mechanism is to select elements based on sampling and thus is non-differentiable. Therefore, it cannot learn the attention weight directly through end-to-end back-propagation.

Deep Multi-Agent Reinforcement Learning  

With the development of deep reinforcement learning, recent work in MARL has started moving from tabular methods to deep learning methods. In this paper, we select communication-based algorithms CommNet (Sukhbaatar, Fergus, and others 2016). IC3Net (Singh, Jain, and Sukhbaatar 2019), Actor-Critic-based algorithms MADDPG (Lowe et al. 2017) and MAAC (Iqbal and Sha 2019) as baselines.

CommNet  

CommNet allows communication between agents over a channel where an agent is provided with the average of hidden state representations of the other agents as a communication signal.

IC3Net  

IC3Net can learn when to communicate based on a gating mechanism. The gating mechanism allows agents to block their communication and can be treated as a simple hard-attention.

MADDPG  

MADDPG adopts the framework of centralized training with decentralized execution, which allows the policies to use extra information at training time. It is a simple extension of actor-critic policy gradient methods where the critic is augmented with extra information for other agents, while the actor only has access to local information.

MAAC  

MAAC learns a centralized critic with an soft-attention mechanism. The mechanism is able to dynamically select which agents to attend to at each time step.
3 Our Method

In this section, we propose a novel game abstraction approach based on two-stage attention mechanism (G2ANet). Based on the mechanism, we propose two novel MARL algorithms (GA-Comm and GA-AC).

G2ANet: Game Abstraction Based on Two-Stage Attention

We construct the relationship between agents as a graph, where each node represents a single agent, and all nodes are connected in pairs by default. We define the graph as Agent-Coordination Graph.

Definition 2 (Agent-Coordination Graph) The relationship between agents is defined as an undirected graph as \( G = (N, E) \), consisting of the set \( N \) of nodes and the set \( E \) of edges, which are unordered pairs of elements of \( N \). Each node represents the agent entry, and the edge represents the relationship between the two adjacent agents.

In large scale multi-agent systems, the number of agents is large, and not all agents need to interact with each other. In this paper, we try to identify unrelated agents by learning the relationship between agents, and perform game abstraction according to the learnt relationship. The simplest way of game abstraction is to design some artificial rules. [Yang et al.] proposed mean-field based multi-agent learning algorithm, where each agent has its own vision and just needs to interact with the agents in its vision (Yang et al. 2018). However, such mean-field MARL algorithm requires strong prior knowledge of the environment and may not be suitable for application in complex environments. In a large-scale MAS, the interaction between agents is more complicated, the pre-defined rules are difficult to obtain and it cannot dynamically adjust based on the state transition. Inspired by attention mechanism (Bahdanau, Cho, and Bengio 2014; Ba, Mnih, and Kavukcuoglu 2014; Mnih et al. 2014; Xu et al. 2015; Vaswani et al. 2017), we firstly propose the two-stage attention game abstraction algorithm called G2ANet, which learns the interaction relationship between agents through hard-attention and soft-attention mechanisms.

Recent work has tried to combine MARL with the attention mechanism (Jiang and Lu 2018; Iqbal and Sha 2019). However, the main idea is to use the soft-attention mechanism to learn the importance distribution of all other agents to the current agent through softmax function:

\[
w_k = \frac{\exp(f(T, e_k))}{\sum_{i=1}^{K} \exp(f(T, e_i))},
\]

where \( e_k \) is the feature vector of agent \( k \), \( T \) is the current agent feature vector, and \( w_k \) is the importance weight for agent \( k \).

However, the output value of the softmax function is a relative value and cannot really model the relationship between agents. In addition, this method cannot directly reduce the number of agents that need to interact since the unrelated agents will also obtain an importance weight. In addition, the softmax function usually assigns small but nonzero probabilities to trivial agents, which weakens the attention given to the few truly significant agents. In this paper, we propose a novel attention mechanism based on two-stage attention (G2ANet) to solve the above problems.

We consider a partially observable environment, where at each time-step \( t \), each agent \( i \) receives a local observation \( o^i_t \), which is the property of agent \( i \) in the agent-coordination graph \( G \). The local observation \( o^i_t \) is encoded into a feature vector \( h^i_t \) by MLP. Then, we use the feature vector \( h^i_t \) to learn the relationship between agents by attention mechanism. We know that the hard attention model can output a one-hot vector. That is, we can get whether the edge between node \( i \) and \( j \) exist in the graph \( G \) and which agents each agent needs to interact with. In this way, the policy learning is simplified to several smaller problems and preliminary game abstraction can be achieved. In addition, we find that each agent plays a different role for a specific agent. That is, the weight of each edge in the graph \( G \) is different. Inspired by (Vaswani et al. 2017), we train a soft-attention model to learn the weight of each edge. In this way, we can get a sub-graph \( G_i \) for agent \( i \), where agent \( i \) is only connected with the agents that need to interact with, and the weight on edge describes the importance of the relationship. For sub-graph \( G_i \), we can use Graph Neural Network (GNN) to obtain a vector representation, which represents the contribution from other agents to agent \( i \). Moreover, G2ANet has a good generality which can combine with communication-based algorithms (Sukhbaatar, Fergus, and others 2016; Singh, Jain, and Sukhbaatar 2019) and AC-based algorithms (Lowe et al. 2017; Iqbal and Sha 2019). We will discuss it in the next subsection.

The two-stage attention mechanism is shown in Figure 2. First, we use the hard-attention mechanism to learn the hard weight \( W^h_{i,j} \), which determines whether there is interaction relationship between agent \( i \) and \( j \). In this paper, we use a LSTM network to achieve it, where each time-step output a weight (0 or 1) for agent \( i,j \), where \( j \in \{1, ..., n\} \) and \( i \neq j \). For agent \( i \), we merge the embedding vector of agent \( i,j \) into a feature \( (h_i, h_j) \) and input the feature into LSTM model:

\[
h_{i,j} = f(LSTM(h_i, h_j)),
\]

where \( f(\cdot) \) is a fully connected layer for embedding. However, the output of traditional LSTM network only depends on the inputs of the current time and the previous time but ignores the input information of the later time. That is to say, the order of the inputs (agents) plays an important role in the
process and the output weight value cannot take advantage of all agents’ information. We think that is short-sighted and not reasonable. In this paper, we select a Bi-LSTM model to solve it. For example, the relationship weight between agent \( i \) and agent \( j \) also depends on the information of agent \( k \) in the environment, where agent \( k \in \{1,\ldots,n\} \) and agent \( k \) is not in \( \{i,j\} \).

In addition, the hard-attention is often unable to achieve back-propagation of gradients due to the sampling process. We try to use gumbel-softmax \( \text{gum} \) function to solve it:

\[
W_{h}^{i,j} = \text{gum}(f(LSTM(h_{i}, h_{j}))),
\]

where \( \text{gum}() \) represents gumbel-softmax function. By hard-attention mechanism, we can get a sub-graph \( G_{i} \) for agent \( i \), where agent \( i \) just connected with the agents that need to coordinate. Then we use soft-attention to learn the weight of each edge in \( G_{i} \). As shown in Figure 2, the soft-attention weight \( W_{k}^{i,j} \) compares the embedding \( e_{j} \) with \( e_{i} \), using the query-key system (key-value pair) and passes the matching value between these two embeddings into a softmax function:

\[
W_{s}^{i,j} \propto \exp(e_{j}^{T} W_{k}^{T} W_{q} e_{i} W_{r}^{i,j}),
\]

where \( W_{k} \) transforms \( e_{j} \) into a key, \( W_{q} \) transforms \( e_{i} \) into a query and \( W_{r}^{i,j} \) is the hard-attention value. Finally, the soft-attention weight value \( W_{s}^{i,j} \) is the final weight of the edge, which is defined as \( W_{h}^{i,j} \).

**Learning Algorithm Based on Game Abstraction**

Through the two-stage attention model, we can get a reduced graph in which each agent (node) is connected only to the agent (node) that needs to interact with. For example, in Figure 1, we can get a sub-graph \( G_{i} \) for agent \( i \), where the center node is agent \( i \) (node \( i \)). As we all know, GNN has powerful encoding ability. If each node represents the agent’s encoding in the sub-graph \( G_{i} \), we can use GNN to get a joint encoding for agent \( i \), which defines the contribution of all other agents for the current agent \( i \). By the joint vector encoding, our method can make better decisions. As mentioned earlier, our two-stage attention-based game abstraction method is a general mechanism. In this paper, we combine G2ANet with policy network and propose two learning algorithms: (1) Policy network in communication model (GA-Comm): Each agent considers the communication vectors of all other agents when making decisions; (2) Critic network in actor-critic model (GA-AC): Critic network of each agent considers the state and action information of all other agents when calculating its Q-value in AC-based methods.

**Policy Network Based on Game Abstraction**

As we all know, much related work focus on learning multi-agent communication [Sukhbaatar, Fergus, and others 2016, Singh, Jain, and Sukhbaatar 2019], most of which achieve communication through aggregation function, which can access all other agents’ communication vector (e.g., average function, maximum function) into one vector and pass it to each agent. In this way, each agent can receive all agent’s information and achieve communication. However, there is no need for each agent to communicate with all other agents in most environments. That means the frequent communication will cause high computing cost and increase the difficulty of policy learning. In this paper, we combine the novel game abstraction mechanism G2ANet with policy network and propose a novel communication-based MARL learning algorithm GA-Comm.

As shown in Figure 3, \( o_{i} \) represents the observation of agent \( i \), its policy takes the form of:

\[
a_{i} = \pi(h_{i}, x_{i}),
\]

where \( \pi \) is the action policy of an agent, \( h_{i} \) is the observation feature for agent \( i \), and \( x_{i} \) is the contribution from other agents for agent \( i \). In this paper, we use a LSTM layer to extract the feature:

\[
h_{i}, s_{i} = LSTM(e(o_{i}), h_{i}', s_{i}'),
\]

where \( o_{i} \) is the observation of agent \( i \) at time-step \( t \), \( e() \) is an encoder function parameterized by a fully-connected neural network. Also, \( h_{i} \) and \( s_{i} \) are the hidden and cell states of the LSTM. As for the contribution for agent \( i \) from other agents, we firstly use two-stage attention mechanism to select which agents the agent \( i \) need to communicate and obtain its importance:

\[
W_{h}^{i,j} = M_{\text{hard}}(h_{i}, h_{j}), W_{s}^{i,j} = M_{\text{soft}}(W_{h}, h_{i}, h_{j}),
\]

where \( W_{h}^{i,j} \) is the hard-attention value and \( W_{s}^{i,j} \) is the soft-attention value calculated by hidden state \( h_{i}, h_{j}, M_{\text{hard}} \).
is the hard-attention model and $M_{soft}$ is the soft-attention model. In this way, we can get the contribution $x_i$ from other agents by GNN. We use a simple method to calculate, which is a weighted sum of other agents’ contribution by two-stage attention mechanism:

$$x_i = \sum_{j \neq i} w_j h_j = \sum_{j \neq i} W_h^{i,j} W_s^{i,j} h_j. \quad (9)$$

Finally, we can get the action $a_i$ for agent $i$. During the training process, we train the policy $\pi$ with REINFORCE (Williams 1992).

**Actor-Critic Network Based on Game Abstraction** Inspired by MAAC (Iqbal and Sha 2019), we propose a novel learning algorithm based on G2ANet. To calculate the $Q$-value $Q_i(a_i, a_j)$ for agent $i$, the critic network receives the observations $o = (o_1, ..., o_N)$ and actions, $a = (a_1, ..., a_N)$ for all agents. $Q_i(a_i, a_j)$ is the value function for agent $i$:

$$Q_i(o_i, a_i) = f_i(g_i(o_i, a_i), x_i), \quad (10)$$

where $f_i$ and $g_i$ is a multi-layer perception (MLP), $x_i$ is the contribution from other agents, which is computed by GNN. In this paper, we use a simple method, which is a weighted sum of each agents value based on our two-stage attention mechanism:

$$Q_i = \frac{\sum_{j \neq i} w_j v_j}{\sum_{j \neq i} w_j}, \quad (11)$$

where the value, $v_j$ is an embedding of agent $j$, encoded with an embedding function and then transformed by a shared matrix $V$ and $h(\cdot)$ is an elementwise nonlinearity.

The attention weight $w_j$ is computed by the two-stage attention mechanism, which compares the embedding $e_j$ with $e_i = g_i(o_i, a_i)$ and passes the relation value between these two embeddings into a softmax function:

$$w_j = W_h^{i,j} W_s^{i,j} \exp(h(BiLSTM_j(e_i, e_j)) e_j^T W_k^T W_q e_j), \quad (12)$$

where $W_q$ transforms $e_i$ into a query and $W_k$ transforms $e_j$ into a key. In this way, we can obtain the attention weight $w_j$ and calculate the $Q$ value for each agent.

**4 Experiments**

In this section, we evaluate the performance of our game abstraction algorithms in two scenarios. The first one is conducted in Traffic Junction (Singh, Jain, and Sukhbaatar 2019), where we use policy based game abstraction algorithm GA-Comm and baselines are CommNet and IC3Net. The second is the Predator-Prey in Multi-Agent Particle environment (Lowe et al. 2017), where we use $Q$-value based game abstraction algorithm GA-AC and the baselines are MADDPG and MAAC.

**Traffic Junction**

The simulated traffic junction environments from (Singh, Jain, and Sukhbaatar 2019) consists of cars moving along pre-assigned potentially interesting routes on one or more road junctions. Success indicates that no collisions occur at a time-step. We can calculate the success rate according to the number of time steps and collisions (failures) in each episode. The total number of cars is fixed at $N_{max}$ and new cars get added to the environment with probability $p_{arrive}$ at every time-step. The task has three difficulty levels which vary in the number of possible routes, entry points and junctions. Following the same setting in IC3Net (Singh, Jain, and Sukhbaatar 2019), the number of agents in the easy, medium, and hard environments is 5, 10, and 20, respectively. We make this task harder by always setting vision to zero in all the three difficulty levels, which means that each agent’s local observation only has its position information and each agent need to obtain other agents information to achieve coordination via communication mechanism. The action space for each car is gas and break, and the reward consists of a linear time penalty $-0.01\tau$, where $\tau$ is the number of time-steps since the car has been active, and a collision penalty $r_{collision} = -10$.

Figure 7 illustrates the success rate per episode attained by various methods on TJ, where GA-Comm is our communication model based on G2ANet and IC3Net is a communication method based on one-stage hard attention. Table 1 shows the success rates on different levels (easy, medium, and hard), which is the average success rate of 10 runs and the variance of the 10 repeated experiments can be obtained from the shaded area in Figure 4. Our proposed approach based on game abstraction is competitive when compared to other methods.

As the setting in IC3Net (Singh, Jain, and Sukhbaatar 2019), we use the method of curriculum learning to train the model, gradually increase the number of agents in the environment, and further simplify the learning of the model. As shown in Figure 7, GA-Comm performs better than all
Figure 5: Traffic Junction Environment. Agents have zero vision and can only observe their own location. The cars have to cross the the whole road minimizing collisions.

Figure 6: Agents with the same color represent a group, and each agent just need to interact with the agents in the group.

Table 1: Success Rate in the Traffic Junction

| Algorithm     | Easy   | Medium | Hard  |
|---------------|--------|--------|-------|
| CommNet       | 93.5%  | 78.8%  | 6.5%  |
| IC3Net        | 93.2%  | 90.8%  | 70.9% |
| GA-Comm       | 99.7%  | 97.6%  | 82.3% |

baseline methods in all modes. Our approach is not only high in success rate but also more stable. In addition, as the difficulty of the environment gradually increases (the number of junctions increases) and the number of agents gradually increases, the effect is more obvious. We can find that the success rate of our method is about 6%, 7% and 11% higher than IC3Net in the three levels (easy, medium and hard), which verifies that our method is more effective (6-7-11) as the difficulty of environment gradually increases. This further illustrates the applicability of our game abstraction mechanism in large-scale multi-agent systems.

At different time steps in an episode, the relationship between agents is constantly changing. In our method, we can learn the adaptive and dynamic attention value. In order to analyze the influence of the game abstraction mechanism on the learning results, the game relationship between agents is showed in Figure 6(a), which only describes the attention values of one certain time-step. Each agent has its color (e.g., green, blue, yellow, red, and purple), and the same color agents represent a group. It is observed that each agent can select their partners and form a group (purple is the independent agent), and ignores the unrelated agents. For example, all agents are mainly divided into four groups, each group mainly gathers near the junction. For agent $a$, the green agents are its teammates, which concentrate on one junction, and it can ignore other agents when making a decision. In addition, for each agent, the importance is different for the agents in the group. Figure 6(b-c) shows the final attention value distribution for agent $a$ (left) and agent $k$. Agent $a, c, d, e$ in the same group and the importance of agent $c$ and agent $d$ is larger than agent $e$ for agent $a$. Similarly, the importance of agent $l, m$ is larger than agent $n, o$ for agent $k$.

We can conclude that the game abstraction that first ignores unrelated agents, and then learns an important distribution in a smaller number of environments. In this way, we can avoid learning the importance distribution of all agents directly in a larger-scale MAS, and the final value is more accurate.

Multi-Agent Particle Environment

The second scenario in this paper is the Multi-Agent Particle Environment. As shown in Figure 8(a), we choose predator − prey as the test environment, where the adversary agent (red) is slower and needs to capture the good agent (green), and the good agent is faster and needs to escape. In this paper, we fix the policy (DQN) of the good agents. As the setting in MADDPG, adversary agents receive a reward of +10 when they capture good agents.

We trained the model in the setting of $N_a = 5$ and $N_g = 2$ for 1500 episodes, where $N_a$ is the number of adversary and $N_g$ is the number of good agents. Similarly, adversary
agents need to achieve multiple groups to capture all the good agents. Figure 8 shows the learning curves of each agent’s average reward, where MADDPG is an algorithm proposed by Lowe et al. and MAAC is a soft-attention based algorithm proposed by Iqbal and Sha. GA-AC outperforms all the baselines in terms of mean reward. It is observed that our method is slower to learn (Compared with the soft-attention method MAAC) in the early stage. We think that is because the architecture of our two-stage attention network is more complex. The final better performance verifies the effectiveness of our game abstraction mechanism.

As shown in Figure 8, it’s observed that five adversary agents are divided into two groups to chase two good agents. Each agent just needs to interact with the agents in the same group, which can effectively avoid the interference of the unrelated agents. The final result also shows that our game abstraction mechanism based algorithm GA-AC has learned a reasonable combination form. In Figure 9, we can obtain the attention value distribution for agent 1 (Figure 9(a)) and agent 4 (Figure 9(b)). Agents 1, 2, 3 are in the same group, and the importance of agent 2 and agent 3 is larger than that of agents 4 and 5 for agent 1. Similarly, the importance of agent 5 is larger than that of agents 1, 2, and 3 for agent 4. We can conclude that the game abstraction method proposed in this paper can well model the game relationship between agents, avoid the interference of unrelated agents and accelerate the process of policy learning.

5 Conclusions

In this paper, we focus on the simplification of policy learning in large-scale multi-agent systems. We learn the relationship between agents and achieve game abstraction by defining a novel attention mechanism. At different time steps in an episode, the relationship between agents is constantly changing. In this paper, we can learn the adaptive and dynamic attention value. Our major contributions include the novel two-stage attention mechanism G2ANet, and the two game abstraction based learning algorithms GA-Comm and GA-AC. Experimental results in Traffic Junction and Predator-Prey show that with the novel game abstraction mechanism, the GA-Comm and GA-AC algorithms can get better performance compared with state-of-the-art algorithms.
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