An Intelligent and Cost-Efficient Resource Consolidation Algorithm in Nanoscale Computing Environments
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Featured Application: Resource management in cloud computing environments.

Abstract: Because the Internet of things (IoT) and fog computing are prevalent, an efficient resource consolidation scheme in nanoscale computing environments is urgently needed. In nanoscale environments, a great many small devices collaborate to achieve a predefined goal. The representative case would be the edge cloud, where small computing servers are deployed close to the cloud users to enhance the responsiveness and reduce turnaround time. In this paper, we propose an intelligent and cost-efficient resource consolidation algorithm in nanoscale computing environments. The proposed algorithm is designed to predict nanoscale devices’ scheduling decisions and perform the resource consolidation that reconfigures cloud resources dynamically when needed without interrupting and disconnecting the cloud user. Because of the large number of nanoscale devices in the system, we developed an efficient resource consolidation algorithm in terms of complexity and employed the hidden Markov model to predict the devices’ scheduling decision. The performance evaluation shows that our resource consolidation algorithm is effective for predicting the devices’ scheduling decisions and efficiency in terms of overhead cost and complexity.
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1. Introduction

The usage of the Internet and its applications has changed the world to the Internet of Everything (IoE). An extension of the Internet of things (IoT), the Internet of Nanothings (IoNT) has emerged as a new paradigm to incorporate the Internet into various domains, such as businesses, social networks, healthcare, teaching and learning techniques, and our daily activities [1–3]. RnR Market Research expects the IoT market to be worth about $1423.09 billion by 2020, and the IoNT will play a vital role in the future IoT market holdings by about $9.69 billion market value by 2020 [4].

Nanoscale devices (also called nanomachines or nanothings) can be connected with a nano-network to communicate and share appropriate data with each other, and these nanodevices in IoNT environments are able to monitor and detect tiny environmental changes and activities [5,6]. Body area networks, wireless sensor networks, and edge cloud networks can benefit from IoNT technology [7,8].
For example, regarding the edge cloud, mobile services using this can reduce latency and turnaround time [9,10].

Figure 1 shows an example of mobile services using IoNT with and without the edge cloud layer. Without this layer, when a user submits a task for the service, the sensing data from the nanodevices are forwarded to the central cloud server. Then, the central cloud server responds to the mobile device or application. However, in this scenario, the latency between the nanodevices and the central cloud server and the central cloud server and the mobile device is relatively long.

Figure 1. An example of mobile services using Internet of Nanothings (IoNT) with and without the edge cloud layer.

When the edge cloud is enabled in the architecture, the sensing data from the nanodevices are delivered to the nearby edge cloud server. This edge cloud server interacts with the central cloud server if needed and sends results back to the mobile device. Compared to the flow without the edge cloud layer, the latency is relatively short here. Although the latency is relatively short in this case, it is still necessary to determine whether to use the layer or not. To efficiently use the layer, we consider the cost of using the edge cloud server. That is, the central cloud server must send the appropriate data and offload the task to the edge cloud server for the service.

In this paper, we develop an intelligent and cost-efficient resource consolidation algorithm in nanoscale computing environments. The core concept of the proposed algorithm is to determine whether we should use the edge cloud layer by employing one of the artificial intelligence techniques (the hidden Markov model). The proposed resource consolidation algorithm considers the cost of using the edge cloud layer and effectively predicts the future application usage pattern, which is a difficult problem in cloud computing environments [11]. Then, it performs the task migration between the central cloud server and the edge cloud server for the service when necessary, which achieves the load balancing, one of the important features in cloud computing environments [12].

2. Background and Related Work

In this study, we employ the hidden Markov model [13], which determines whether we use the edge cloud layer or not. Given the hidden Markov model $\lambda = (A, B, \pi)$ and a sequence of observations $O = (O_0, O_1, \ldots, O_T)$, our resource consolidation algorithm determines $P(O \mid \lambda)$, where $A$ is the state transition probabilities, $B$ is an observation probability matrix, and $\pi$ is the initial state distribution. Next, we uncover the hidden part of the hidden Markov model by finding an optimal state sequence for
the underlying Markov process. Then, we determine a model of the form \( \lambda = (A, B, \pi) \) that maximizes the probability of \( O \). For the details of the hidden Markov model, refer to [14,15].

Figure 2 depicts the hidden Markov model composed of hidden states and observed processes. We consider the observed process as monitoring information of the system and then calculate probabilities for the hidden states. Table 1 shows notations in the hidden Markov model.

![Figure 2. The hidden Markov model.](image)

**Table 1.** Notations in the hidden Markov model (HMM).

| Notation | Meaning |
|----------|---------|
| \( T \)  | The length of the observation sequence. |\n| \( N \)  | The number of states in the model. |\n| \( M \)  | The number of observation symbols. |\n| \( Q \)  | The distinct states of the Markov process, that is, \([q_0, q_1, \ldots, q_{N-1}]\). |\n| \( V \)  | The set of possible observations, that is, \([0, 1, \ldots, M-1]\). |\n| \( A \)  | The state transition probabilities. |\n| \( B \)  | The observation probability matrix. |\n| \( \pi \) | The initial state distribution. |\n| \( O \)  | The observation sequence, that is, \([O_0, O_1, \ldots, O_{T-1}]\). |\n| \( X \)  | The hidden state sequence, that is, \([X_0, X_1, \ldots, X_{T-1}]\). |

To calculate \( P(O|\lambda) \), we can determine the \( P(O|X, \lambda) \) by the definition of \( B \) as follows:

\[
P(O|X, \lambda) = b_{x_0}(O_0)b_{x_1}(O_1) \cdots b_{x_{T-1}}(O_{T-1}),
\]

where \( X \) is state sequences, that is, \((x_0, x_1, \ldots, x_{T-1})\).

Then, it calculates \( P(X|\lambda) \) by the definitions of \( \pi \) and \( A \) as follows:

\[
P(X|\lambda) = \pi_{x_0}a_{x_0x_1}a_{x_1x_2} \cdots a_{x_{T-2}x_{T-1}}.
\]

Since \( P(O|X, \lambda) = P(O|X, \lambda)P(X|\lambda) \), we can determine \( P(O|\lambda) \) with state sequences as follow:

\[
P(O|\lambda) = \sum_X P(O, X|\lambda) = \sum_X P(O|X, \lambda)P(X|\lambda).
\]

Next, to calculate the optimal state sequence, we define \( \beta_t(i) \) as follows:

\[
\beta_t(i) = P(O_{t+1}, O_{t+2}, \ldots, O_{T-1} | x_t = q_i, \lambda).
\]
In addition, we define $\gamma_t(i)$ for $t = (0, 1, \ldots, T-1)$ and $i = (0, 1, \ldots, N-1)$ as follows:

$$\gamma_t(i) = P(x_t = q_i | O, \lambda). \quad (5)$$

Since $a_t(i)$ is for until $t$ and $b_t(i)$ is after $t$, $\gamma_t(i)$ can be calculated as follows:

$$\gamma_t(i) = a_t(i) b_t(i) / P(O | \lambda). \quad (6)$$

Thus, the optimal state at $t$ is $x_t = \max \gamma_t(i)$. To illustrate the hidden Markov model, we use the parameters in Table 2. The parameter $A = \begin{bmatrix} 0.6 & 0.4 \\ 0.4 & 0.6 \end{bmatrix}$ means that when the current state is stable (S), the probabilities that the next states will be stable (S) and unstable (U) are 60% and 40%, respectively, and when the current state is unstable (U), the probabilities that the next states will be stable (S) and unstable (U) are 40% and 60%, respectively. The parameter $B = \begin{bmatrix} 0.1 & 0.3 & 0.6 \\ 0.6 & 0.3 & 0.1 \end{bmatrix}$ means that when the current state is stable (S), the probabilities of the device’s state will be low (L), medium (M), and high (H) are 10%, 30%, and 60%, respectively, and when the current state is unstable (U), the probabilities that the device’s state will be low (L), medium (M), and high (H) are 60%, 30%, and 10%, respectively.

**Table 2. Parameters for the illustrative example.**

| Parameter | Value |
|-----------|-------|
| A         | $\begin{bmatrix} 0.6 & 0.4 \\ 0.4 & 0.6 \end{bmatrix}$ |
| B         | $\begin{bmatrix} 0.1 & 0.3 & 0.6 \\ 0.6 & 0.3 & 0.1 \end{bmatrix}$ |
| $\pi$     | [0.4, 0.6] |
| $O$       | (2, 1, 0, 1, 2, 1, 0) |

The parameter $\pi$ can be used when devices’ log information is unavailable, that is, the probabilities that the device is stable (S) and unstable (U) in the initial state are 40% and 60%, respectively. For the parameter $O$, we consider 0 as low (L), 1 as medium (M), and 2 as high (H). In this illustrative example, we do not consider the state transition from low (L) to high (H) or high (H) to low (L). Table 3 shows the calculated hidden Markov model probabilities for the sequence of SSUUSSUU. As the state sequence proceeds, the hidden Markov model probabilities change, which can be used to predict the device’s state for resource consolidation.

**Table 3. HMM probabilities (the sequence is SSUUSSUU).**

| Sequence Number | Probability of S | Probability of U |
|----------------|------------------|------------------|
| 0              | 0.8947576066     | 0.1052423934     |
| 1              | 0.5090529425     | 0.4909470575     |
| 2              | 0.1523176942     | 0.8476823058     |
| 3              | 0.4439562979     | 0.5560437021     |
| 4              | 0.5562550549     | 0.4437449451     |
| 5              | 0.8485699873     | 0.1514300127     |
| 6              | 0.4997196505     | 0.5002803946     |
| 7              | 0.1499719605     | 0.8500280395     |

Performance-aware resource management in cloud computing environments is challenging since it is hard to predict the system’s behavior [16], and it is also vital to reduce energy consumption for green cloud computing [17]. In [18], the authors proposed a cloud task mapping strategy for
heterogeneity and hybrid architectures by considering various system metrics including response time, performance, and energy cost based on evolutionary games on a network equation for the task mapping. In [19], the authors proposed a two-phase queuing mechanism for scheduling cloud tasks by prioritizing the tasks based on constraints and service level agreements. It divides the cloud scheduling strategy into task assignment (by the central cloud server) and task scheduling (by each server in the cloud) phases.

To enable the Internet of things for the sensor-based big data analytics environment, the authors of [20] proposed a framework incorporating multiple core techniques (data collection, repository, data processing, analytics algorithms, wireless network, and data visualization) for smart and sustainable cities. To expand resource optimization techniques in the mobile edge cloud system, the authors of [21] proposed a partition technique for the mobile edge cloud clusters based on a graph-based algorithm to consolidate the network traffic in the mobile edge servers.

There are a few studies that incorporate an artificial intelligence technique for managing the mobile edge cloud resources. In [22], a deep reinforcement learning mechanism is used to overcome the high deployment and maintenance costs. With the learning technique, it adaptively allocates resources (computing and network) and reduces service time in mobile edge cloud environments. In [23], the authors used the hidden Markov model to detect multi-stage network attacks [24,25]. Although it used the same technique as ours, the scope and main objectives are different. The authors of [23] used the hidden Markov model to detect the network attack, but we use it to consolidate cloud resources in the mobile edge cloud environments. In addition, the above-mentioned studies did not incorporate predicting mobile devices’ stability information to resource management or scheduling algorithms.

3. The Proposed Resource Consolidation Algorithm

In this section, we detail the proposed resource consolidation algorithm for nanoscale computing environments. The proposed algorithm is based on the hidden Markov model to predict devices’ stability. In other words, when the edge server and the user’s device is stable, it determines to use the edge server, while when the edge server or the user’s device is unstable, it determines to use the cloud server without edge servers in the system.

Algorithm 1 shows the proposed resource consolidation algorithm. The input of the algorithm is the edge server list, the types of services for users’ requests, and users’ requests. After performing the resource consolidation algorithm, users’ requests are allocated to the edge servers or the central cloud server according to the specification of the algorithm. For the initialization, two Boolean variables (isAllocated and allocateEdge) are set to false.

Then, all the edge servers are also initialized by having no users’ requests. Of the two functions (checkRequests() and allocateRequests()), the checkRequests() function is performed first. Inside the function, all the users’ requests are checked and counted for the service types and frequency (lines 9–12). This procedure is necessary for the allocateRequests() function to allocate requests. Then, the requests are forwarded to the hidden Markov model process (line 11).

In the allocateRequests() function, the algorithm traverses each element of the users’ requests, then performs the treatment of less frequent requests, i.e., the frequency of the service type is counted as one (lines 15–17). For the less frequent services, the proposed resource consolidation algorithm allocates to the central cloud server. This is because, when it is allocated to the edge server, the algorithm introduces additional overheads by downloading appropriate data from the central cloud server. For the frequent services, it first checks the edge servers that are holding the same type of services (lines 19–25). In other words, when an edge server (ES_A) is running a healthcare service and the upcoming request’s service type is also the healthcare service, our resource consolidation algorithm allocates the upcoming request to ES_A so that no additional overheads are introduced.

Next, the countrequest variable for the edge servers is incremented by 1, and the isAllocated variable is set to true; these two variables are used when the algorithm cannot find the edge server holding
the same type of service. If the \textit{isAllocated} variable is false after performing the procedure of lines 19–25 (it cannot find the edge server holding the same type of service), the \textit{checkHMM()} function is called (lines 26–27). The \textit{checkHMM()} function returns true if its hidden Markov model's maximum probability of \( O \) is to allocate the edge servers. Otherwise, the function returns false (the maximum probability of \( O \) is to allocate the central cloud server).

When the \textit{allocateEdge} variable is true, then it allocates the request to the edge server whose \textit{count} \textit{request} is lowest (lines 28–29). Note that this statement is useful since our resource consolidation algorithm can achieve the load balancing by allocating the request to the low-loaded edge server. Then, its \textit{count} \textit{request} is incremented by one. Otherwise, (\textit{allocateEdge} is false); it allocates the request to the central cloud server.

Algorithm 1 The proposed resource consolidation algorithm

\begin{verbatim}
    Algorithm 1 The proposed resource consolidation algorithm

    \textbf{Input:} edgeServers \([i], \forall i \in \{1 \ldots \text{max}_\text{edge}\};\) 
    Services \([j], \forall j \in \{1 \ldots \text{max}_\text{service}\};\) 
    Requests \([k], \forall k \in \{1 \ldots \text{max}_\text{request}\};\)

    1: \textbf{Output:} Allocation of requests to edge servers or the central cloud server
    2: \textbf{Initialization:} isAllocated \( \leftarrow \) false, allocateEdge \( \leftarrow \) false;
    3: for all \textit{edgeServers}[i] do
        4: \textit{edgeServer}[i] \( \leftarrow \) null;
    5: end for
    6: call \textit{checkRequests}();
    7: call \textit{allocateRequests}();
    8: function \textit{checkRequest}()
        9: for all \textit{requests}[k] do
            10: \textit{requests}[k].services[j].freq \( += \) 1;
            11: put \textit{requests}[k] to HMM process;
        12: end for
    13: end function
    14: function \textit{allocateRequests}()
        15: for all \textit{requests}[k] do
            16: if \textit{requests}[k].services[j].freq \( == \) 1 then
                17: allocate \textit{requests}[k] to the central cloud server;
            18: else
                19: for all \textit{edgeServers}[i] do
                    20: if \textit{requests}[k].services[j] \( \in \) \textit{edgeServers}[i] then
                        21: allocate \textit{requests}[k] to \textit{edgeServers}[i];
                        22: \textit{edgeServers}[i].count_request \( += \) 1;
                        23: isAllocated \( \leftarrow \) true
                    24: end if
                25: end for
            26: end if
            27: if isAllocated \( == \) false then
                28: allocateEdge \( \leftarrow \) checkHMM(\textit{requests}[k]);
                29: if allocateEdge \( == \) true then
                    30: allocate \textit{requests}[k] to \textit{edgeServers}[i] whose \textit{count} \textit{request} is lowest;
                    31: \textit{edgeServers}[i].count_request \( += \) 1;
                32: else
                    33: allocate \textit{requests}[k] to the central cloud server;
                34: end if
            35: end if
        36: end for
    37: end function
\end{verbatim}
4. Performance Evaluation

In this section, we present the performance evaluation that shows how our resource consolidation algorithm allocates well in terms of deployment costs for both homogeneous (all cloud services require the same amount of computing resources and have the same network bandwidth) and heterogeneous (there are distinguishing cloud services that require different computing resources and have different network bandwidths) configurations.

For the experiments, we consider the central cloud server and 10 edge servers in the system. When a user’s request \( \text{request}_A \) is performed in one of the edge servers for the first time, the related data should be downloaded to the edge server (case A). If the next request’s service type is the same for \( \text{request}_A \), then the cost is minimized because the related data already have been downloaded to the edge server (case B). On the other hand, when a user’s request is performed in the central cloud server (case C), the responsiveness of the service is longer than when it is performed in the edge server for the second time onwards (i.e., \( \text{cost}_{\text{central server}} > \text{cost}_{\text{edge server}} \)).

For comparisons with existing approaches, we conduct experiments based on Google’s cluster data set, which contains more than three million requests, and implement Belady \[26\], retrospective download with least recently used \[27\], and random methods (baseline). The Belady method uses the time-to-live approach to minimize the number of replacements provided that the future requests are known, while the retrospective download with least recently used method uses history information of the system with no assumption of request patterns.

More specifically, when a new cloud task is requested and the edge servers have no empty task slots, the Belady method chooses the target task that will be used in the farthest future; the retrospective download with least recently used method applies two policies sequentially (retrospective download policy for the first part and a least recently used policy for the second part). The random method randomly chooses either the central cloud server or an edge server in the system when a user’s request arrives. We show the results of the deployment cost of the four techniques for homogeneous and heterogeneous configurations in terms of edge servers’ storage capacity and data download cost of service.

Figure 3 shows the results of deployment costs for the homogeneous configuration. When the number of requests is 5 (Figure 3a), the deployment cost for the proposed method outperforms the Belady, retrospective download with least recently used, and random approaches. The average cost of the proposed resource consolidation algorithm is about 3.90, while those of the Belady, retrospective download with least recently used, and random approaches are about 4.20, 5.00, and 5.65, respectively. This result signifies that our resource consolidation algorithm effectively chooses the scheduling policy based on the hidden Markov model.

When the number of requests is 10 (Figure 3b), the result of the proposed method is comparable to Belady, but our method is better than Belady’s approach. The worst performance can be found in the retrospective download with the least recently used. The reason is that the retrospective download with the least recently used method requires some aging time since it utilizes the history information for previous requests. When the numbers of requests are 15 and 20 (Figure 3c,d), the performance ranking is the same as the previous experiment. The total costs for the homogeneous configuration are about 252, 382, 367, and 232, when the Belady, retrospective download with least recently used, random, and the proposed method are used, respectively. The cost of the proposed resource consolidation algorithm for the homogeneous configuration is about 61% over the retrospective download with least recently used, which indicates that our proposed technique effectively reduces the deployment cost.

Figure 4 shows the results of deployment costs for the heterogeneous configuration. When the number of requests is 5 (Figure 4a), the deployment cost for the proposed method outperforms the other three approaches. The total cost of the proposed resource consolidation algorithm is 40, while those of the Belady, retrospective download with least recently used, and random approaches are about 42, 50, and 59.6, respectively. When the number of requests is 10 (Figure 4b), the result of the proposed method also outperforms the Belady, retrospective download with least recently used, and random approaches.
When the numbers of requests are 15 and 20 (Figure 4c,d), the top performance can be found in the proposed method, followed by the Belady, random, and retrospective download with least recently used approaches. The total costs for the heterogeneous configuration are about 260, 436, 382, and 246, when the Belady, retrospective download with least recently used approaches.

The coauthors declare no conflict of interest.

Figure 3. The results of deployment costs for the homogeneous configuration. (a) Number of request: 5; (b) Number of request: 10; (c) Number of request: 15; (d) Number of request: 20.

Figure 4. The results of deployment costs for the heterogeneous configuration. (a) Number of request: 5; (b) Number of request: 10; (c) Number of request: 15; (d) Number of request: 20.
are used, respectively. The cost of the proposed resource consolidation algorithm for the heterogeneous configuration is about 56% over the retrospective download, with the least recently used.

In terms of load balance, we measure the standard deviation for the four approaches. More specifically, we sum up the standard deviations for the homogeneous configurations when the numbers of requests are 5, 10, 15, and 20. The results of the values are 5.50, 4.74, 6.77, and 5.00 for the Belady, retrospective download with least recently used, random, and proposed approaches, respectively. The lowest value can be found in the retrospective download with least recently used method, where the performance for the deployment cost is the worst.

The proposed method is second to none in terms of the standard deviation. The reason our resource consolidation algorithm is based on the hidden Markov model is because our method is able to accurately determine whether it uses the edge servers or not by considering the status of mobile devices in nanoscale computing environments. To sum up, our resource consolidation algorithm offers cost efficiency while providing the load balance in nanoscale computing environments.

5. Conclusions

In this paper, we proposed an intelligent and cost-efficient resource consolidation algorithm in nanoscale computing environments, aimed at intelligently choosing the scheduling policy for request and service allocations (either edge servers or the central cloud server) to reduce the responsiveness and the turnaround time while supporting real-time mobile applications. The proposed resource consolidation algorithm is based on the hidden Markov model, one of the artificial intelligence techniques that execute a parameter learning task given the probability model. The proposed algorithm showed that it is capable of reducing the deployment cost for real-time mobile applications or services and achieving the load balance in the cloud system. The costs of the proposed resource consolidation algorithm for the homogeneous and homogeneous configurations are about 61% and 56%, respectively, in comparison with the existing method.
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