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Abstract. We give an intrinsic meaning to the Hamilton–Jacobi equation arising from mean-field spin glass models in the viscosity sense, and establish the corresponding well-posedness. Originally defined on the set of monotone probability measures, these equations can be interpreted, via an isometry, to be defined on an infinite-dimensional closed convex cone with an empty interior in a Hilbert space. We prove the comparison principle, and the convergence of finite-dimensional approximations furnishing the existence of solutions. Under additional convexity conditions, we show that the solution can be represented by a version of the Hopf–Lax formula, or the Hopf formula on cones. Previously, two notions of solutions were considered, one defined directly as the Hopf–Lax formula, and another as limits of finite-dimensional approximations. They have been proven to describe the limit free energy in a wide class of mean-field spin glass models. This work shows that these two kinds of solutions are viscosity solutions.

1. INTRODUCTION

Recently, Mourrat [42, 44, 41, 43] initiated a novel Hamilton–Jacobi equation approach to studying the limit free energy of mean-field spin glass models. After interpreting the inverse temperature as the temporal variable, and enriching the model by adding a random magnetic field with a parameter viewed as the spacial variable, one can compare the enriched free energy with solutions to a certain Cauchy problem of a Hamilton–Jacobi equation.

Let us give an overview of these equations. The spatial variable, denoted by \( \varrho \), lives in \( \mathcal{P}^1 \) the set of monotone probability measures on \( \mathbb{S}^D \), the cone of \( D \times D \) positive semi-definite matrices (see Section 4.2 for definitions and properties of monotone probability measures) for some fixed \( D \in \mathbb{N} \). Formally, the equation is of the following form:

\[
\frac{\partial_t f}{\partial t} - \int \xi(\varrho f) \, d\varrho = 0, \quad \text{on } \mathbb{R}_+ \times \mathcal{P}^1,
\]

where \( \xi \) is a real-valued function on \( \mathbb{R}^{D \times D} \) and we set \( \mathbb{R}_+ = [0, \infty) \) throughout.

Two notions of solutions have been considered. In [42, 44] where \( \xi \) is convex, the solution is defined by a version of the Hopf–Lax formula, which has been proven there to be equivalent to the celebrated Parisi’s formula first proposed in [51] and rigorously verified in [35, 55]. In [41, 43], the solution, defined as limits of finite-dimensional approximations, was shown to be an upper bound for the limiting free energy in a wide class of models.

The \textit{ad hoc} and \textit{extrinsic} nature of these two notions motivate us to seek an \textit{intrinsic} definition of solutions. We want to define solutions in the viscosity sense and establish the well-posedness of the equation, by which we mean the validity of a comparison principle and the existence of solutions. Moreover, we verify that the solution is the limit of finite-dimensional approximations, and, under certain convexity conditions, the solution admits a representation by a variational formula. In particular, we want to ensure that solutions understood in the aforementioned two notions are in fact viscosity solutions. Therefore, the framework of viscosity solutions is compatible with the existing theory.

The key difficulty is to find a natural definition of solutions in the viscosity sense so that all goals announced above are achievable. The surprising observation is that it is sufficient to simply require the solution to satisfy the equation in the viscosity sense everywhere, including the boundary without prescribing any additional condition (e.g. Neumann or Dirichlet) on the boundary. Let us expand the discussion below.
We start with some basics. To make sense of the differential \( \partial_\varrho f \), we restrict \( \mathcal{P}^1 \) to \( \mathcal{P}^2 \), the set of monotone measures with finite second moments, and equip \( \mathcal{P}^2 \) with the 2-Wasserstein metric. Heuristically, the derivative \( \partial_\varrho f(t, \varrho) \) describes the asymptotic behavior of \( f(t, \varrho) - f(t, \vartheta) \) as \( \vartheta \) tends to \( \varrho \) in the transport sense, namely, in the Wasserstein metric. Fortunately, \( \mathcal{P}^2 \) can be isometrically embedded onto a closed convex cone in an \( L^2 \) space. This cone has an empty interior but generates the \( L^2 \) space. So, we cannot restrict to a subspace to ensure that the cone has a nonempty interior. Via this isometry, \( \partial_\varrho f \) can be understood in the sense of the Fréchet derivative.

Therefore, we can interpret (1.1) as a special case of the Hamilton–Jacobi equation

\[
\partial_t f - H(\nabla f) = 0, \quad \text{on } \mathbb{R}_+ \times \mathcal{C},
\]

where \( \mathcal{C} \) is a closed convex cone in a separable Hilbert space \( \mathcal{H} \), and \( H \) is a general nonlinearity. Aside from the lack of local compactness in infinite dimensions, one important issue is to figure out a suitable boundary condition. The spin glass setting does not provide a direct hint, except for invalidating the Neumann boundary condition. Moreover, as aforementioned, the solution to (1.1) is expected to satisfy the Hopf–Lax formula under some convexity condition and to be the limit of finite-dimensional approximations. These can be hard to verify if the boundary condition is not easy to work with. The fact that the cone in the spin glass setting has an empty interior adds more difficulty.

To bypass these obstacles, we exploit the assumption that \( H \) is increasing along the direction given by the dual cone of \( \mathcal{C} \), which holds in the spin glass setting. Under this assumption, as aforementioned, we do not need to impose any additional condition on the boundary and only need the equation to be satisfied in the viscosity sense (see Definition 1.4). This greatly simplifies our analysis and allows us to pass to the limit. Surprisingly, well-posedness holds under this simple definition because usually some boundary condition is needed.

In Section 2, we study (1.2) on general finite-dimensional cones. Under the monotonicity assumption on \( H \), we recall from [17] the comparison principle (implying the uniqueness of solutions), the existence of solutions, and, under extra convexity conditions, the representation of the solution as either the Hopf–Lax formula, or the Hopf formula. We also prove a quantified version of the comparison principle, which is needed for passing to the limit.

In Section 3, we consider (1.2) on the infinite-dimensional cone relevant to the spin glass models. After establishing the comparison principle, we show that the limit of solutions to finite-dimensional approximations of (1.2) is a viscosity solution of (1.2). Here, the construction of finite-dimensional approximations has the flavor of projective limits. We also verify that the Hopf–Lax formula and the Hopf formula are stable when passed to the limit. In the last subsection, we present a way to make sense of the boundary of the cone despite the fact that it has an empty interior.

In Section 4, we start with a brief description of mean-field spin glass models. We present more definitions, basic results, and constructions, leading to an interpretation of viscosity solutions of (1.1) in Definition 4.2. Then, we derive the basic properties of the nonlinear term in the equation, which allow us to combine results from other sections to prove the main result, Theorem 4.6. Below is a formal restatement of our main result.

**Theorem 1.1.** Under certain assumptions on \( \xi \) and on the initial condition \( \psi \), which are admissible in mean-field spin glass models, there is a unique viscosity solution \( f \) of the Cauchy problem of (1.1). Moreover,

1. \( f \) is the limit of viscosity solutions of finite-dimensional approximations of (1.1);
2. \( f \) is given by the Hopf–Lax formula (4.15) if \( \xi \) is convex on \( S^D \);
3. \( f \) is given by the Hopf formula (4.16) if \( \psi \) is convex.

Accompanying this, a version of the comparison principle holds. In Section 4.7, we verify that solutions considered in [42, 44, 41, 43] are viscosity solutions.

Lastly, in Section B, we prove that on the cones underlying the finite-dimensional equations that approximate (1.1), a version of the Fenchel–Moreau biconjugation identity holds, which is needed for the variational representation of a solution. We believe that this is also new.
We close this section with a discussion of related works and a description of the general setting for the equation (1.2).

1.1. Related works. First, we briefly review existing works on Hamilton–Jacobi equations in Hilbert spaces and Wasserstein spaces.

Equations on Banach spaces satisfying the Radon–Nikodym property (in particular, separable Hilbert spaces) were initially studied in [20, 21], where the differential is understood in the Fréchet sense and the definition of viscosity solutions is a straightforward extension of definitions in finite dimensions. Comparison principles and existence results were established. Our interpretation of solutions is close in spirit to theirs. We use Stegall’s variational principle (restated as Theorem 3.7) as used in [20] to compensate for the lack of local compactness, in order to prove the comparison principle (Proposition 3.8). Different from [21], we directly use finite-dimensional approximations to furnish the existence result. As demonstrated in [21, Section 5], there are examples where finite-dimensional approximations converge to a solution of a different equation. Hence, the class of equations in this work provides an interesting example where finite-dimensional approximations work properly. Moreover, since the domain for (1.2) is a closed convex cone with an empty interior, simple modifications of methods for existence results in [21] may not be viable. Works with modified definitions of viscosity solutions for equations in Hilbert spaces also include [22, 23, 24, 25, 56, 28, 29].

Investigations of Hamilton–Jacobi equations on the Wasserstein space of probability measures include [9, 8, 10, 30, 1, 31, 32]. There are mainly three notions of differentiability considered in these works. Let \( \mathcal{P}_2(\mathbb{R}^d) \) be the 2-Wasserstein space of probability measures on \( \mathbb{R}^d \) for some \( d \in \mathbb{N} \). The first way to make sense of differentiability is through defining the tangent space at each \( g \in \mathcal{P}_2(\mathbb{R}^d) \) by analogy to differential manifolds. The tangent space at \( g \) is the closure of \( \{ \nabla \phi : \phi \in C^\infty_c(\mathbb{R}^d) \} \) in \( L^2(\mathbb{R}^d, g) \). We refer to [2] for more details. The second one, more extrinsic, starts by extending any function \( g : \mathcal{P}_2(\mathbb{R}^d) \to \mathbb{R} \) through defining \( G : L^2(\Omega, \mathbb{P}) \to \mathbb{R} \) by \( G(X) = g(\text{Law}(X)) \) for every \( \mathbb{R}^d \)-valued random variable \( X \in L^2(\Omega, \mathbb{P}) \) on some nice probability space \( (\Omega, \mathbb{P}) \). Then, one can make sense of the differentiability of \( g \) via the Fréchet differentiability of \( G \). One issue is that two different random variables may have the same law, which leads to the situation where \( \rho, \vartheta \) can be “lifted” to \( X, Y \), respectively, while \( X \) and \( Y \) are not optimally coupled. Namely, the \( L^2 \) norm of \( X - Y \) is not equal to the metric distance between \( \rho \) and \( \vartheta \). Another issue is the lack of a canonical choice of \( \Omega \). For details, we refer to [8, 32]. The third notion is based on viewing \( \mathcal{P}_2(\mathbb{R}^d) \) as a geodesic metric space. Denoting by \( d_2 \) the 2-Wasserstein metric, for any \( g : \mathcal{P}_2(\mathbb{R}^d) \to \mathbb{R} \), one can define the slope of \( g \) at \( \rho \) by \( |g(\rho) - g(\vartheta)| \leq \lim sup_{\rho \to \vartheta} \frac{|g(\rho) - g(\vartheta)|}{d_2(\rho, \vartheta)} \).

Then, one can study equations involving slopes. This notion was considered in [1].

The notion of differentiability adopted in this work is close in spirit to the second one discussed above. But, ours is more intrinsic in the sense that there is an isometry (see (4.5)) between \( \mathcal{P}_2^1 \) and a closed convex cone in an \( L^2 \) space. As a result of the monotonicity (see (4.4)) of measures in \( \mathcal{P}_2^1 \), the isometry is given by the right-continuous inverse of some analogue of the probability distribution function, which was observed in [43, Section 2]. Hence, in our case, we can identify \([0, 1]\) equipped with the Borel sigma-algebra and the Lebesgue measure as the canonical probability space \( \Omega \), appearing in the discussion of the second notion. It is natural and convenient to use the Hilbert space structure of \( L^2([0, 1]) \) to define differentiability.

To the best of our knowledge, there are no prior works on the well-posedness of Hamilton–Jacobi equations on a domain with boundary in infinite dimensions, or on a Wasserstein space over a set with boundary.

Considerations of using Hamilton–Jacobi equations to study the free energy of mean-field disordered models first appeared in physics literature [33, 34, 5, 4]. The approach was mathematically initiated in [40], and used subsequently in [39, 11, 15, 13, 16] to treat statistical inference models. There, the equations also take the form (1.1) but are defined on finite-dimensional cones. Similar to the equation in spin glass models, the nonlinearity is monotone along the direction of the dual cone (which is the same cone as the cones in these models are self-dual). In these works, some additional Neumann-type conditions were imposed on the boundary. We remark that these
conditions can be dropped and the results in [40, 15, 13], where solutions were defined in the viscosity sense, still hold with our simplified definition of viscosity solutions (Definition 1.4). Facts about viscosity solutions proven and used there can be replaced by those in Section 2.

In [40, 15, 13], the viscosity solution can always admit an expression as the Hopf formula. To prove this, a version of the Fenchel–Moreau biconjugation identity on cones is needed, which has been proven for a large class of cones in [14]. However, the cones pertinent to spin glass models do not fall in that class. As aforementioned, we prove the identity on these cones in Section B, following similar arguments as in [14].

Using the monotonicity of the nonlinearity, [26, 52] showed that the viscosity solution to a Hamilton–Jacobi equation on an open set \( \Omega \) in finite dimensions can be extended to a viscosity solution on \( \Omega \cup \{z\} \) for any regular point \( z \in \partial \Omega \). Results in [17] to be recalled in Section 2 extend these to the cones.

The solution of (1.1) is believed to describe the limit free energy for all reasonable \( \xi \). The most interesting case is when \( \xi \) is not convex, which is not well understood to this day. When \( \xi \) is convex, the free energy has been identified with the Parisi-type formula in various settings [45, 47, 46, 48, 50, 49, 44, 54, 18, 6].

### 1.2. General setting and definitions

Let \( \mathcal{H} \) be a separable Hilbert space with inner product \( \langle \cdot, \cdot \rangle_\mathcal{H} \) and associated norm \( |\cdot|_\mathcal{H} \). Let \( \mathcal{C} \subset \mathcal{H} \) be a closed convex cone. In addition, we assume that \( \mathcal{C} \) generates \( \mathcal{H} \), namely,

\[
\text{cl}(\mathcal{C}^\perp) = \mathcal{H},
\]

where \( \text{cl} \) is the closure operator. The dual cone of \( \mathcal{C} \) is defined to be

\[
\mathcal{C}^* = \{x \in \mathcal{H} : \langle x, y \rangle_\mathcal{H} \geq 0, \forall y \in \mathcal{C}\}.
\]

It is clear that \( \mathcal{C}^* \) is a closed and convex cone. We recall the following classical result (c.f. [7, Corollary 6.33]).

**Definition 1.2** (Differentiability and smoothness). Let \( \mathcal{D} \) be a subset of \( \mathcal{H} \).

1. A function \( \phi : (0, \infty) \times \mathcal{D} \to \mathbb{R} \) is said to be differentiable at \((t, x) \in (0, \infty) \times \mathcal{D}\), if there is a unique element in \( \mathbb{R} \times \mathcal{H} \), denoted by \((\partial_t \phi(t, x), \nabla \phi(t, x))\) and called the differential of \( \phi \) at \((t, x)\), such that

\[
\phi(s, y) - \phi(t, x) = \partial_t \phi(t, x)(s-t) + \langle \nabla \phi(t, x), y-x \rangle_\mathcal{H} + o(|s-t| + |y-x|_\mathcal{H}),
\]

as \((s, y) \in (0, \infty) \times \mathcal{D}\) tends to \((t, x)\) in \( \mathbb{R} \times \mathcal{H} \).

2. A function \( \phi : (0, \infty) \times \mathcal{D} \to \mathbb{R} \) is said to be smooth if
   (a) \( \phi \) is differentiable everywhere with differentials satisfying that, for every \((t, x) \in (0, \infty) \times \mathcal{D}\),

\[
\phi(s, y) - \phi(t, x) = \partial_t \phi(t, x)(s-t) + \langle \nabla \phi(t, x), y-x \rangle_\mathcal{H} + O\left(|s-t|^2 + |y-x|^2_\mathcal{H}\right),
\]

as \((s, y) \in (0, \infty) \times \mathcal{D}\) tends to \((t, x)\) in \( \mathbb{R} \times \mathcal{H} \);
   (b) the function \((t, x) \mapsto (\partial_t \phi(t, x), \nabla \phi(t, x))\) is continuous from \((0, \infty) \times \mathcal{D}\) to \( \mathbb{R} \times \mathcal{H} \).

3. A function \( g : \mathcal{D} \to \mathbb{R} \) is said to be differentiable at \( x \in \mathcal{D} \), if there is a unique element in \( \mathcal{H} \), denoted by \( \nabla g(x) \) and called the differential of \( g \) at \( x \), such that

\[
g(y) - g(x) = \langle \nabla g(x), y-x \rangle_\mathcal{H} + o(|y-x|_\mathcal{H}),
\]

as \( y \in \mathcal{D} \) tends to \( x \) in \( \mathcal{H} \).

**Remark 1.3.** We are mostly interested in the case \( \mathcal{D} = \mathcal{C} \). Note that the differential is defined at every point of the closed cone \( \mathcal{C} \), which is needed to make sense of differentials at boundary points. Also, in infinite dimensions, \( \mathcal{C} \) can have an empty interior. Let us show that the differential is unique whenever it exists. Hence, the above is well-defined.

To see this, it suffices to show that, for any fixed \((t, x) \in (0, \infty) \times \mathcal{C}\), if \((r, h) \in \mathbb{R} \times \mathcal{H} \) satisfies

\[
r(s-t) + \langle h, y-x \rangle_\mathcal{H} = o(|s-t| + |y-x|_\mathcal{H}),
\]

for all \((s, y) \in (0, \infty) \times \mathcal{C} \), then we must have \( r = 0 \) and \( h = 0 \). It is easy to see that \( r = 0 \). Replacing \( y \) by \( x + \epsilon z \) for \( \epsilon > 0 \) and any fixed \( z \in \mathcal{C} \), and sending \( \epsilon \to 0 \), we can deduce that \( \langle h, z \rangle_\mathcal{H} = 0 \) for all \( z \in \mathcal{C} \), which along with (1.3) implies that \( h = 0 \).
For a closed cone $K \subset H$, a function $g : D \to (-\infty, \infty]$ defined on a subset $D \subset H$ is said to be $K$-increasing (over $D$) if $g$ satisfies that
\begin{equation}
(1.5) \quad g(x) \geq g(x'), \quad \text{for all } x, x' \in D \text{ satisfying } x - x' \in K.
\end{equation}

Let $H : H \to \mathbb{R}$ be a continuous function. Since we work with equations defined on different sets, in different ambient Hilbert spaces, and with different nonlinearities, for convenience, we denote by $HJ(H, D, H)$ the equation $\partial_t f - H(\nabla f) = 0$ on $\mathbb{R} \times D$ for some $D \subset H$. The corresponding Cauchy problem with initial condition $\psi : D \to \mathbb{R}$ is denoted by $HJ(H, D, H; \psi)$.

**Definition 1.4** (Viscosity solutions). Let $D$ be a subset of $H$.

1. A continuous function $f : \mathbb{R}_+ \times D \to \mathbb{R}$ is a viscosity subsolution of $HJ(H, D, H)$ if for every $(t, x) \in (0, \infty) \times D$ and every smooth $\phi : (0, \infty) \times D \to \mathbb{R}$ such that $f - \phi$ has a local maximum at $(t, x)$, we have
   \[(\partial_t \phi - H(\nabla \phi))(t, x) \leq 0.\]

2. A continuous function $f : \mathbb{R}_+ \times D \to \mathbb{R}$ is a viscosity supersolution of $HJ(H, D, H)$ if for every $(t, x) \in (0, \infty) \times D$ and every smooth $\phi : (0, \infty) \times D \to \mathbb{R}$ such that $f - \phi$ has a local minimum at $(t, x)$, we have
   \[(\partial_t \phi - H(\nabla \phi))(t, x) \geq 0.\]

3. A continuous function $f : \mathbb{R}_+ \times D \to \mathbb{R}$ is a viscosity solution of $HJ(H, D, H)$ if $f$ is both a viscosity subsolution and supersolution.

Here, a local extremum at $(t, x)$ is understood to be an extremum over a metric ball of some positive radius centered at $(t, x)$ intersected with $(0, \infty) \times D$.

For $\psi : D \to \mathbb{R}$, we call $f : \mathbb{R}_+ \times D \to \mathbb{R}$ a viscosity solution of $HJ(H, D, H; \psi)$ if $f$ is a viscosity solution of $HJ(H, D, H)$ and satisfies $f(0, \cdot) = \psi$.

Throughout, Lipschitzness of any real-valued function on a subset of $H$ or $\mathbb{R} \times H$ is defined with respect to $|\cdot|_H$ or $|\cdot|_{\mathbb{R} \times H}$, respectively. A Lipschitz viscosity solution is a viscosity solution that is Lipschitz.

For every $a, b \in \mathbb{R}$, we write $a \vee b = \max\{a, b\}$ and $a_+ = a \vee 0$.
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### 2. Equations on finite-dimensional cones

In this section, we assume that $H$ is finite-dimensional. We consider the setting given in Section 1.2 and study the equation $HJ(H, C, H)$. Notice that, in finite dimensions, the assumption (1.3) implies that $C$ has a nonempty interior. We denote by $C$ the interior of $C$ in $H$ and we also consider the equation $HJ(H, C, H)$.

**2.1. Basic results.** Hamilton–Jacobi equations with monotone nonlinearities on convex cones have been studied in [17]. We consider viscosity solutions in the class of functions $f : \mathbb{R}_+ \times C \to \mathbb{R}$ satisfying
\begin{equation}
(2.1) \quad \sup_{t \in \mathbb{R}_+} \|f(t, \cdot)\|_{\text{Lip}} < \infty; \quad \sup_{t > 0, x \in C} \frac{|f(t, x) - f(0, x)|}{t} < \infty; \quad f(t, \cdot) \text{ is } C^*\text{-increasing, } \forall t \in \mathbb{R}_+.
\end{equation}

To find variational representations of the solution, we need an additional condition on $C$. For $C \supseteq \mathcal{C}$ and $g : \mathcal{E} \to (-\infty, \infty]$, we define the monotone conjugate (over $C$) of $g$ by
\begin{equation}
(2.2) \quad g^*(y) = \sup_{x \in \mathcal{C}} \{\langle x, y \rangle_H - g(x)\}, \quad \forall y \in H.
\end{equation}

Let $g^{**} = (g^*)^*$ be the monotone biconjugate of $g$ with expression
\begin{equation}
(2.3) \quad g^{**}(x) = \sup_{y \in \mathcal{C}} \{\langle y, x \rangle_H - g^*(y)\}, \quad \forall x \in H.
\end{equation}
Definition 2.1. A nonempty closed convex cone \( C \) is said to have the Fenchel–Moreau property if the following holds: for every \( g: \mathbb{C} \to (-\infty, \infty] \) not identically equal to \( \infty \), we have that \( g^{**} = g \) on \( C \) if and only if \( g \) is convex, lower semicontinuous, and \( C^* \)-increasing.

In Section B, we show that the cones relevant to the spin glass models have the Fenchel–Moreau property.

For \( r > 0 \), we denote by \( B(r) \) the centered closed ball in \( \mathcal{H} \) with radius \( r \). Below is [17, Theorem 1.2] slightly simplified.

Theorem 2.2 ([17]). Let \( \mathcal{H}: \mathcal{H} \to \mathbb{R} \) satisfy that \( \mathcal{H}|_C \) is locally Lipschitz and \( C^* \)-increasing. Then, the following holds:

1. (Comparison principle)
   
   If \( u, v: \mathbb{R}_+ \times C \to \mathbb{R} \) are respectively a subsolution and a supersolution of \( HJ(\mathcal{H}, \hat{\mathcal{C}}, \mathcal{H}) \) in the class \( (2.1) \), then \( \sup_{t \in \mathbb{R}_+} (u - v) = \sup_{(0) \in C} (u - v) \).

2. (Existence of solutions)
   
   For every Lipschitz and \( C^* \)-increasing \( \psi: C \to \mathbb{R} \), there is a viscosity solution \( f: \mathbb{R}_+ \times C \to \mathbb{R} \) of \( HJ(\mathcal{H}, \hat{\mathcal{C}}, \mathcal{H}; \psi) \) unique in the class \( (2.1) \). In addition, \( f \) satisfies the following:
   
   a. (Lipschitzness)
      
      The solution \( f \) is Lipschitz and satisfies
      
      \[
      \sup_{t \in \mathbb{R}_+} \| f(t, \cdot) \|_{\text{Lip}} = \| \psi \|_{\text{Lip}},
      \]
      
      \[
      \sup_{x \in C} \| f(\cdot, x) \|_{\text{Lip}} \leq \sup_{C \cap B(\| \psi \|_{\text{Lip}})} \| \mathcal{H} \|.
      \]

   b. (Monotonicity in time)
      
      If \( \mathcal{H}|_C \geq 0 \), then \( f(t, x) \leq f(t', x) \) for all \( t' \geq t \geq 0 \) and \( x \in C \).

   c. (Solving modified equations)
      
      For every locally Lipschitz and \( C^* \)-increasing \( F: H \to \mathbb{R} \) satisfying \( F|_{C \cap B(\| \psi \|_{\text{Lip}})} = \mathcal{H}|_{C \cap B(\| \psi \|_{\text{Lip}})} \), \( f \) is the solution of \( HJ(\mathcal{H}, C, F; \psi) \) unique in the class \( (2.1) \).

   d. (Variational representations)
      
      Under an additional assumption that \( C \) has the Fenchel–Moreau property, if \( \mathcal{H}|_C \) is convex and bounded below, then
      
      \[
      f(t, x) = \inf_{y \in C} \sup_{z \in C} \{ \psi(x + y) - \langle y, z \rangle_{\mathcal{H}} + t \mathcal{H}(z) \}, \quad \forall (t, x) \in \mathbb{R}_+ \times C,
      \]
      
      or if \( \psi \) is convex, then
      
      \[
      f(t, x) = \inf_{z \in C} \sup_{y \in C} \{ \psi(y) + \langle x - y, z \rangle_{\mathcal{H}} + t \mathcal{H}(z) \}, \quad \forall (t, x) \in \mathbb{R}_+ \times C.
      \]

In the statement, by that \( f : \mathbb{R}_+ \times C \to \mathbb{R} \) is a solution of \( HJ(\mathcal{H}, \hat{\mathcal{C}}, \mathcal{H}) \), we mean that \( f|_{\mathbb{R}_+ \times \hat{\mathcal{C}}} \) is a solution. Also, by that \( f \) is a solution of \( HJ(\mathcal{H}, \hat{\mathcal{C}}, \mathcal{H}; \psi) \), we mean that, additionally, \( f(0, \cdot)|_{\hat{\mathcal{C}}} = \psi|_{\hat{\mathcal{C}}} \) which actually implies \( f(0, \cdot) = \psi \) on \( \mathcal{C} \) since both are Lipschitz.

In \( (2d), (2.3) \) is the Hopf–Lax formula on convex cones. For the standard version, we refer to [27, 19]. The second one \( (2.4) \) is the Hopf formula on convex cones. Hopf originally proposed the standard version in [36], which was later confirmed rigorously in [3, 37].

As a consequence of \( (2c) \), the unique solution \( f \) of \( HJ(\mathcal{H}, \hat{\mathcal{C}}, \mathcal{F}) \) is also the unique solution of \( HJ(\mathcal{H}, \mathcal{C}, \mathcal{F}) \). Notice that the uniqueness of the solution of \( HJ(\mathcal{H}, \mathcal{C}, \mathcal{F}) \) usually requires imposing a boundary condition on \( \partial \mathcal{C} \). Here, due to the monotonicity of \( \mathcal{F} \) on \( \mathcal{H} \), such a condition is not needed. More precisely, \( \mathcal{F} \) is increasing along \( C^* \) and outer normal vectors of \( C \) lie in \( -C^* \). This coincidence allows us to use ideas in [26, 52] to deduce the irrelevance of the boundary condition.
Let us briefly explain this. We argue that if $f$ is a subsolution of $\text{HJ}(\mathcal{H}, \tilde{C}, F)$, then $f$ should be a subsolution of $\text{HJ}(\mathcal{H}, C, F)$. Let $d = \text{dist}(\cdot, \mathcal{X})$ and consider $f_\epsilon$ given by $f_\epsilon(t, x) = f(t, x) - \frac{d(x)}{\epsilon}$. Heuristically, since the “gradient” of $d$ lies in $C^*$ ($d$ may not be differentiable), we have $\nabla f_\epsilon - \nabla f \in C^*$. Since $F$ is $C^*$-increasing, we have $\partial_{\phi} f_\epsilon - F(\nabla \phi) \leq 0$ and thus $f_\epsilon$ should also be a subsolution of $\text{HJ}(\mathcal{H}, C, F)$. Now, if $f \neq \phi$ achieves a local maximum at some $(t, x)$ for $x \in \mathcal{C}$, we can choose $\epsilon$ sufficiently small so that $f_\epsilon \neq \phi$ has a local maximum at some $(t_\epsilon, x_\epsilon)$ near $(t, x)$. The advantage now is that $x_\epsilon$ must be an interior point. Since $f_\epsilon$ is a subsolution, we have $\partial_{\phi} f_\epsilon - F(\nabla \phi) \leq 0$ at $(t_\epsilon, x_\epsilon)$. Sending $\epsilon \to 0$, the relation holds at $(t, x)$. Hence, we can conclude that $f$ is a subsolution of $\text{HJ}(\mathcal{H}, C, F)$. For the supersolution, we use $f'$ given by $f'(t, x) = f(t, x) + \frac{d(x)}{\epsilon}$. We restate [17, Proposition 2.1] below and refer to its proof for the rigorous argument.

**Proposition 2.3 ([17]).** Let $F : \mathcal{H} \to \mathbb{R}$ be $C^*$-increasing and continuous. If $f : \mathbb{R} \times \mathcal{C} \to \mathbb{R}$ is a viscosity solution of $\text{HJ}(\mathcal{H}, C, F)$, then $f$ is a viscosity solution of $\text{HJ}(\mathcal{H}, C, F)$.

### 2.2. Lipschitzness in $\ell^p$-norms.

We consider the setting where $\mathcal{H}$ is a product space with $\ell^p$ norms:

1. **(P)** Let $\mathcal{H} = \prod_{i=1}^k \mathcal{H}_i$ where each $\mathcal{H}_i$ is a Hilbert space with inner product $\langle \cdot, \cdot \rangle_{\mathcal{H}_i}$ and the induced norm $\| \cdot \|_{\mathcal{H}_i}$. Let $a_1, a_2, \ldots, a_k > 0$ satisfy $\sum_{i=1}^k a_i = 1$. We set $\langle x, x' \rangle_{\mathcal{H}} = \sum_{i=1}^k a_i \langle x_i, x'_i \rangle_{\mathcal{H}_i}$ for $x, x' \in \mathcal{H}$. For every $x \in \mathcal{H}$, we define

$$\| x \|_p = \left( \sum_{i=1}^k a_i |x_i|^p_{\mathcal{H}_i} \right)^{\frac{1}{p}},$$

for $p \in [1, \infty)$ and $\| x \|_\infty = \max_{1 \leq i \leq k} |x_i|_{\mathcal{H}_i}$. As usual, we set $p^* = \frac{p}{p-1}$.

Note that in this setting, the induced norm $\| \cdot \|_{\mathcal{H}}$ by the inner product on $\mathcal{H}$ is equal to $\| \cdot \|_2$. For any $g : \mathcal{C} \to \mathbb{R}$, define

$$\| g \|_{\text{Lip}} = \sup_{y \neq y'} \frac{|g(y) - g(y')|}{\| y - y' \|}. $$

The following is [17, Corollary 5.4], which is used later in Section 4.

**Proposition 2.4 ([17]).** Under (P), if $f$ is a viscosity solution of $\text{HJ}(\mathcal{H}, C, F; \psi)$ given by Theorem 2.2 (2c), then, for all $p \in [1, \infty]$,

$$\sup_{t \in \mathbb{R}_+} \| f(t, \cdot) \|_{L^p} = \| \psi \|_{L^p}, \quad \text{and} \quad \sup_{x \in \mathcal{C}} \| f(\cdot, x) \|_{L^p} \leq \sup_{v \in \mathcal{C}, \| v \|_p \leq \psi} \| F(v) \|_p.$$

### 2.3. Quantified comparison principle.

Later, to show the convergence of solutions of finite dimensional equations to the solution in infinite dimensions, we need a more quantified version of the comparison principle than that in Theorem 2.2.

**Proposition 2.5** (Quantified comparison principle). Suppose that $H : \mathcal{H} \to \mathbb{R}$ is locally Lipschitz. Let $u$ be a viscosity subsolution of $\text{HJ}(\mathcal{H}, C, H)$ and $v$ be a viscosity supersolution of $\text{HJ}(\mathcal{H}, C', H)$, with either $C \subset C'$ or $C' \subset C$. Suppose that

$$L = \sup_{t \in \mathbb{R}_+} \| u(t, \cdot) \|_{\text{Lip}} \vee \| v(t, \cdot) \|_{\text{Lip}}$$

is finite. Then, for every $R > 0$ and every $M > 2L$, the function

$$\mathbb{R}_+ \times (C \cap C') \ni (t, x) \mapsto u(t, x) - v(t, x) - M (\| x \|_{\mathcal{H}} + V t - R),$$

achieves its global supremum on $\{0\} \times (C \cap C')$, where

$$V = \sup \left\{ \frac{|H(y) - H(y')|}{\| y - y' \|_{\mathcal{H}}}; \| y \|_{\mathcal{H}}, \| y' \|_{\mathcal{H}} \leq 2L + 3M \right\}.$$

The proof below is a modification of the proof of [41, Proposition 3.2].
We argue by contradiction and assume that the function in (2.5) does not achieve its supremum on
\( \{0\} \times (C \cap C') \). Then, we can fix \( \delta \in (0,1) \) sufficiently small and \( T > 0 \) sufficiently large so that
\[
\sup_{(0,T) \times (C \cap C')} |u - v - \Phi| > \sup_{(0,T) \times (C \cap C')} |u - v - \Phi|.
\]
For \( \epsilon > 0 \) to be determined, we define
\[
\chi(t, x) = \Phi(t, x) + ct + \frac{\epsilon}{T-t}, \quad \forall (t, x) \in [0, T) \times C.
\]
In view of the previous display, we can choose \( \epsilon > 0 \) small and further enlarge \( T \) so that
\[
\sup_{(0,T) \times (C \cap C')} |u - v - \chi| > \sup_{(0,T) \times (C \cap C')} |u - v - \chi|.
\]
For each \( \alpha > 1 \), we introduce
\[
\Psi_\alpha(t, x, t', x') = u(t, x) - v(t', x') - \frac{\alpha}{2} \left( |t-t'|^2 + |x-x'|^2 H \right) - \chi(t, x),
\]
\[
\forall (t, x, t', x') \in [0, T) \times C \times [0, T) \times C'.
\]
By the definition of \( L \) and (2.8), setting \( C_1 = \sup_{t \in [0, T]} (|u(t, 0)| \vee |v(t, 0)|) \), we can see that
\[
\Psi_\alpha(t, x, t', x') \leq C_1 + L(2|x|_H + |x-x'|_H) - \frac{1}{2} |x-x'|^2 - M(|x|_H - R - 1)_+.
\]
Hence, due to the requirement \( M > 2L \), \( \Psi_\alpha \) is bounded from above uniformly in \( \alpha > 1 \) and decays as \( |x|_H, |x'|_H \to \infty \). Since \( H \) is finite-dimensional, we can see that \( \Psi_\alpha \) achieves its supremum at some \( (t_\alpha, x_\alpha, t'_\alpha, x'_\alpha) \). The above display also implies that there is \( C \) such that
\[
|x_\alpha|_H, \ |x'_\alpha|_H \leq C, \quad \forall \alpha > 1.
\]
Setting \( C_0 = \Psi_\alpha(0, 0, 0, 0) \) which is independent of \( \alpha \), we have
\[
C_0 \leq \Psi_\alpha(t_\alpha, x_\alpha, t'_\alpha, x'_\alpha) \leq C_1 + 2LC - \frac{\alpha}{2} (|t_\alpha - t'_\alpha|^2 + |x_\alpha - x'_\alpha|_H^2).
\]
From this, we can see that \( \alpha(|t_\alpha - t'_\alpha|^2 + |x_\alpha - x'_\alpha|_H^2) \) is bounded as \( \alpha \to \infty \). Hence, passing to a subsequence if necessary, we may assume \( t_\alpha, t'_\alpha \to t_0 \) and \( x_\alpha, x'_\alpha \to x_0 \) for some \( (t_0, x_0) \in [0, T] \times (C \cap C') \).

Then, we show \( t_0 \in (0, T) \). Since
\[
C_0 \leq \Psi_\alpha(t_\alpha, x_\alpha, t'_\alpha, x'_\alpha) \leq C_1 + 2LC - \frac{\epsilon}{T-t_\alpha},
\]
we must have that \( t_\alpha \) is bounded away from \( T \) uniformly in \( \alpha \), which implies \( t_0 < T \). Since
\[
\sup_{[0, T) \times (C \cap C')} (u - v - \chi) \geq (u - v - \chi)(t_0, x_0),
\]
sending \( \alpha \to \infty \), we deduce that
\[
(u - v - \chi)(t_0, x_0) = \sup_{[0, T) \times (C \cap C')} (u - v - \chi).
\]
This along with (2.9) implies that $t_0 > 0$. In conclusion, we have $t_0 \in (0, T)$, and thus $t_\alpha, t_\alpha' \in (0, T)$ for sufficiently large $\alpha$. Henceforth, we fix any such $\alpha$.

Before proceeding, we want to bound $|x_\alpha - x'_\alpha|_\mathcal{H}$. First, we consider the case $\mathcal{C} \subset \mathcal{C}'$. Using $\Psi_\alpha(t_\alpha, x_\alpha, t_\alpha', x_\alpha') - \Psi_\alpha(t_\alpha, x_\alpha, t_\alpha', x_\alpha') = \psi(t_\alpha', x_\alpha') - \psi(t_\alpha, x_\alpha) + \alpha^2 |x_\alpha - x'_\alpha|^2_\mathcal{H}$, and the definition of $L$, we can get $\alpha |x_\alpha - x'_\alpha|_\mathcal{H} \leq 2L$. If $\mathcal{C}' \subset \mathcal{C}$, we use $\Psi_\alpha(t_\alpha, x_\alpha', t_\alpha', x_\alpha') - \Psi_\alpha(t_\alpha, x_\alpha, t_\alpha', x_\alpha') \leq 0$, and

$$
\Psi_\alpha(t_\alpha, x_\alpha', t_\alpha', x_\alpha') - \Psi_\alpha(t_\alpha, x_\alpha, t_\alpha', x_\alpha') = u(t_\alpha, x_\alpha') - u(t_\alpha, x_\alpha) + \alpha^2 |x_\alpha - x'_\alpha|^2_\mathcal{H} - \Phi(t_\alpha, x_\alpha') + \Phi(t_\alpha, x_\alpha).
$$

By the definition of $L$ and (2.6), we can conclude that, in both cases,

$$
\alpha |x_\alpha - x'_\alpha|_\mathcal{H} \leq 2(L + M).
$$

With this, we return to the proof. Since the function

$$(t, x) \mapsto \Psi_\alpha(t, x, t_\alpha', x_\alpha')$$

achieves its maximum at $(t_\alpha, x_\alpha) \in (0, T) \times \mathcal{C}$, by the assumption that $u$ is subsolution, we have

$$
\alpha(t_\alpha - t'_\alpha) + \epsilon + \epsilon(T - t_\alpha)^2 + \partial_t \Phi(t_\alpha, x_\alpha) - \mathcal{H}(\alpha(x_\alpha - x'_\alpha) + \nabla \Phi(t_\alpha, x_\alpha)) \leq 0
$$

On the other hand, since the function

$$(t'_\alpha, x'_\alpha) \mapsto \Psi_\alpha(t_\alpha, x_\alpha, t'_\alpha, x'_\alpha)$$

achieves its minimum at $(t'_\alpha, x'_\alpha) \in (0, \infty) \times \mathcal{C}'$, by the assumption that $v$ is subsolution, we have

$$
\alpha(t_\alpha - t'_\alpha) - \mathcal{H}(\alpha(x_\alpha - x'_\alpha)) \geq 0.
$$

By (2.6) and (2.10), the arguments inside $\mathcal{H}$ in both (2.11) and (2.12) have norms bounded by $2L + 3M$. Taking the difference of (2.11) and (2.12), and using the definition of $V$ and (2.7), we obtain that

$$
\epsilon \leq V |\nabla \Phi(t_\alpha, x_\alpha)| - \partial_t \Phi(t_\alpha, x_\alpha) \leq 0,
$$

contradicting the fact that $\epsilon > 0$. Therefore, the desired result must hold. \hfill \Box

### 3. Equations on an Infinite-Dimensional Cone

For a fixed positive integer $D$, let $\mathbb{S}^D$ be the space of $D \times D$-symmetric matrices, and $\mathbb{S}^D_+$ be the cone of $D \times D$-symmetric positive semidefinite matrices. We equip $\mathbb{S}^D$ with the inner product $a \cdot b = \text{tr}(ab)$, for all $a, b \in \mathbb{S}^D$. We can view $\mathbb{S}^D$ as a closed convex cone in the Hilbert space $\mathbb{S}^D$. Naturally, $\mathbb{S}^D$ is endowed with the Borel sigma-algebra generated by the norm topology. For $a, b \in \mathbb{S}^D$, we write

$$
\text{a} \succeq \text{b}, \quad \text{if} \ a - b \in \mathbb{S}^D_+,
$$

which defines a partial order on $\mathbb{S}^D$.

We work with the infinite-dimensional Hilbert space

$$
\mathcal{H} = L^2([0, 1); \mathbb{S}^D)
$$

namely, $\mathbb{S}^D$-valued squared integrable functions on $[0, 1)$ endowed with the Borel sigma-algebra $\mathcal{B}_{[0, 1)}$ and the Lebesgue measure. In addition to the Hilbert space $\mathcal{H}$, we also need

$$
L^p = L^p([0, 1); \mathbb{S}^D_+),
$$

for $p \in [1, \infty]$, whose norm is denoted by $|\cdot|_{L^p}$ with expression

$$
|\kappa|_{L^p} = \left( \int_0^1 |\kappa(s)|^p ds \right)^{\frac{1}{p}} \quad \text{for} \ p \in [1, \infty), \quad \text{and} \quad |\kappa|_{L^{\infty}} = \text{ess sup}_{s \in [0, 1]} |\kappa(s)|.
$$
We consider the following cone

\begin{equation}
\mathcal{C} = \left\{ \mu : [0, 1) \rightarrow S_+^D \mid \mu \text{ is square-integrable, right-continuous, with left limits, and increasing} \right\}.
\end{equation}

Here, \( \mu \) is said to be increasing if \( \mu(t) - \mu(s) \in S_+^D \) whenever \( t \geq s \). We view \( \mathcal{C} \subset \mathcal{H} \) by identifying every element in \( \mathcal{C} \) with its equivalence class in \( \mathcal{H} \). Since \( \{1_{[t,1]}\}_{t \in (0,1)} \subset \mathcal{C} \), it is immediate that \( \mathcal{C} \) spans \( \mathcal{H} \). More precisely, (1.3) holds.

In this section, we study \( \text{HJ}(\mathcal{H}, \mathcal{C}, \mathcal{H}) \) for \( \mathcal{H} \) and \( \mathcal{C} \) given above. We start by introducing more notations and basic results in Section 3.1. The main results of this section are scattered in subsections afterwards. The comparison principle is given in Proposition 3.8. In Section 3.3, we show that any limit of finite-dimensional approximations is a viscosity solution (Proposition 3.9), and provide sufficient conditions for such a convergence (Proposition 3.10). In Section 3.4, we show that the Hopf–Lax formula and the Hopf formula are stable, when passed to the limit (Propositions 3.12 and 3.14). Lastly, in Section 3.5, we briefly discuss a way to make sense of the boundary of \( \mathcal{C} \) in a weaker notion.

Throughout, we denote elements in \( \mathcal{C} \) by \( \mu, \nu, \rho \); generic elements in \( \mathcal{H} \) by \( \iota, \kappa; \) and elements in finite-dimensional spaces by \( x, y, z \).

### 3.1. Preliminaries

We introduce definitions and notations related to partitions of \([0,1)\), by which the finite approximations of \( \text{HJ}(\mathcal{H}, \mathcal{C}, \mathcal{H}) \) are indexed. Projection maps and lifting maps between finite-dimensional approximations and their infinite-dimensional counterparts are used extensively. We record their basic properties in Lemma 3.3. We also need the projections of \( \mathcal{C} \) and their dual cones, the properties of which are collected in Lemmas 3.4 and 3.5. Lastly, in Lemma 3.6, we clarify the relation between the differentiability in finite-dimensional approximations and the one in infinite dimensions.

#### 3.1.1. Partitions

We denote the collection of ordered tuples as partitions of \([0,1)\) by

\[ \mathfrak{J} = \cup_{n \in \mathbb{N}} \left\{ (t_1, t_2, \ldots, t_n) \in (0,1]^n : 0 < t_1 < t_2 < \cdots < t_{n-1} < t_n = 1 \right\}. \]

For every such tuple \( j \in \mathfrak{J} \), we set \( t_0 = 0 \), and denote by \( |j| \) the cardinality of \( j \).

A natural partial order on \( \mathfrak{J} \) is given by the set inclusion. Under this partial order, a subcollection \( \mathfrak{J} \subset \mathfrak{J} \) is said to be directed if for every pair \( j, j' \in \mathfrak{J} \), there is \( j'' \in \mathfrak{J} \) such that \( j, j' \subset j'' \).

For each \( j \in \mathfrak{J} \), we associate a sigma-algebra \( \mathcal{F}_j \) on \([0,1)\) generated by \( \{(t_k,t_{k+1})\}_{t_k \in j} \). A subcollection \( \mathfrak{J} \subset \mathfrak{J} \) is said to be generating if \( \mathfrak{J} \) is directed, and the collection of sigma-algebras \( \{\mathcal{F}_j\}_{j \in \mathfrak{J}} \) generates the Borel sigma-algebra on \([0,1)\).

Let \( \mathfrak{J}_{\text{unif}} \) be the collection of uniform partitions. A subcollection \( \mathfrak{J} \subset \mathfrak{J} \) is said to be good if \( \mathfrak{J} \subset \mathfrak{J}_{\text{unif}} \) and \( \mathfrak{J} \) is generating. Examples of good collections of partitions include \( \mathfrak{J}_{\text{unif}} \) itself, and the collection of dyadic partitions.

In the following, we denote by \( \mathfrak{J}_{\text{gen}} \) a generic generating collection of partitions, and by \( \mathfrak{J}_{\text{good}} \) a generic good collection.

Then, we introduce the notions of nets and the convergence of a net. For any directed subcollection \( \mathfrak{J} \subset \mathfrak{J} \), a collection of elements \( (x_j)_{j \in \mathfrak{J}} \), indexed by \( \mathfrak{J} \), from some set \( \mathcal{X} \) is called a net in \( \mathcal{X} \). If \( \mathcal{X} \) is a topological space, a net \( (x_j)_{j \in \mathfrak{J}} \) is said to converge in \( \mathcal{X} \) to \( x \) if for every neighborhood \( \mathcal{N} \) of \( x \), there is \( j_N \in \mathfrak{J} \) such that \( x_j \in \mathcal{N} \) for every \( j \in \mathfrak{J} \) satisfying \( j \supset j_N \). In this case, we write \( \lim_{j \in \mathfrak{J}} x_j = x \) in \( \mathcal{X} \).

For each \( j \in \mathfrak{J} \) and every \( \iota \in L^1 \), we define

\begin{equation}
\iota^{(j)}(t) = \sum_{k=1}^{|j|} 1_{[t_{k-1},t_k)}(t) \frac{1}{t_k - t_{k-1}} \int_{t_{k-1}}^{t_k} \iota(s) \, ds, \quad \forall t \in [0,1).
\end{equation}

It is easy to see that \( \iota^{(j)} \) is the conditional expectation of \( \iota \) on \( \mathcal{F}_j \), namely,

\begin{equation}
\iota^{(j)}(U) = \mathbb{E}[\iota(U)|\mathcal{F}_j].
\end{equation}
In addition, the following results on convergence hold:

Let us clarify our use of indices. Objects with superscript $\iota \in \mathcal{C}$ if $\iota \in \mathcal{C}$.

3.1.2. Projections and lifts. We introduce finite-dimensional Hilbert spaces indexed by $\mathcal{J}$. For each $j \in \mathcal{J}$, we define

$$\mathcal{H}^j = (\mathbb{S}^D)^{|j|}$$

equipped with the inner product

$$\langle x, y \rangle_{\mathcal{H}^j} = \sum_{k=1}^{|j|} (t_k - t_{k-1}) x_k \cdot y_k, \quad \forall x, y \in \mathcal{H}^j.$$

For each $j \in \mathcal{J}$, we define the projection map $p_j : \mathcal{H} \to \mathcal{H}^j$ by

$$p_j \iota = \left( \frac{1}{t_k - t_{k-1}} \int_{t_{k-1}}^{t_k} \iota(s) \, ds \right)_{k \in \{1, \ldots, |j|\}}, \quad \forall \iota \in \mathcal{H}.$$  

Correspondingly, we define the associated lift map $l_j : \mathcal{H}^j \to \mathcal{H}$:

$$l_j x = \sum_{k=1}^{|j|} x_k \mathbb{1}_{[t_{k-1}, t_k)}(x), \quad \forall x \in \mathcal{H}^j.$$  

We define projections and lifts acting on functions.

**Definition 3.1** (Lifts and projections of functions). Let $j \in \mathcal{J}$.

- For any $\mathcal{E} \subset \mathcal{H}$ and any $g : \mathcal{E} \to \mathbb{R}$, its $j$-projection $g^j : p_j \mathcal{E} \to \mathbb{R}$ is given by $g^j = g \circ l_j$.
- For any $\mathcal{T} \times \mathcal{E} \subset \mathbb{R}_+ \times \mathcal{H}$ and any $f : \mathcal{T} \times \mathcal{E} \to \mathbb{R}$, its $j$-projection $f^j : \mathcal{T} \times p_j \mathcal{E} \to \mathbb{R}$ is given by $f^j(t, \cdot) = f(t, l_j(\cdot))$ for each $t \in \mathcal{T}$.
- For any $\mathcal{E} \subset \mathcal{H}$ and any function $g : \mathcal{E} \to \mathbb{R}$, its lift $g^j : l_j \mathcal{E} \to \mathbb{R}$ is given by $g^j = g \circ p_j$.
- For any $\mathcal{T} \times \mathcal{E} \subset \mathbb{R}_+ \times \mathcal{H}$ and any $f : \mathcal{T} \times \mathcal{E} \to \mathbb{R}$, its lift $f^j : \mathcal{T} \times l_j \mathcal{E} \to \mathbb{R}$ is defined by $f^j(t, \cdot) = f(t, p_j(\cdot))$ for each $t \in \mathcal{T}$.

**Remark 3.2.** Let us clarify our use of indices. Objects with superscript $j$, for instance, $\mathcal{H}^j$, $C^j$ (introduced later in (3.10)), $P^j$, are always projections of infinite-dimensional objects either mapped directly by $p_j$ or induced by $p_j$. Superscript $(j)$ is reserved for (3.4). Other objects directly associated with $j$ or whose existence depends on $j$ are labeled with subscript $j$.

We record the basic properties of projections and lifts in the following lemma.

**Lemma 3.3.** For every $j \in \mathcal{J}$, the following hold:

1. $p_j$ and $l_j$ are adjoint to each other: $\langle p_j \iota, x \rangle_{\mathcal{H}^j} = \langle \iota, l_j x \rangle_{\mathcal{H}}$ for every $\iota \in \mathcal{H}$ and $x \in \mathcal{H}^j$;
2. $l_j$ is isometric: $\langle l_j x, l_j y \rangle_{\mathcal{H}^j} = \langle x, y \rangle_{\mathcal{H}}$ for every $x, y \in \mathcal{H}^j$;
3. $p_j l_j$ is the identity map on $\mathcal{H}^j$: $p_j l_j x = x$ for every $x \in \mathcal{H}^j$;
4. $l_j p_j = l^{(j)}$ and $p_j l_j = p_j l^{(j)}$ for every $\iota \in \mathcal{H}$;
5. $p_j$ is a contraction: $|p_j(\iota)|_{\mathcal{H}^j} \leq |\iota|_{\mathcal{H}}$, or equivalently $|l_j(\iota)|_{\mathcal{H}} \leq |\iota|_{\mathcal{H}}$, for every $\iota \in \mathcal{H}$;
6. if $j' \in \mathcal{J}$ satisfies $j \subset j'$, then $p_j l_j' = p_{j'}$ for every $\iota \in \mathcal{H}$.

In addition, the following results on convergence hold:

1. for every $\iota \in \mathcal{H}$, $\lim_{j \in \mathcal{J}_{gen}} l^{(j)} = \iota$ in $\mathcal{H}$;
2. for any net $(\iota_j)_{j \in \mathcal{J}_{gen}}$ in $\mathcal{H}$, if $\lim_{j \in \mathcal{J}_{gen}} \iota_j = \iota$ in $\mathcal{H}$, then $\lim_{j \in \mathcal{J}_{gen}} l^{(j)}_{\iota_j} = \iota$ in $\mathcal{H}$. 
where we used the notation in (3.1). It is clear that (8) follows from (7).

Part (3). We argue by contradiction. We assume that there exists $\epsilon > 0$ such that for every $j \in \mathcal{J}_{\text{gen}}$, there is some $j' \supset j$ satisfying $|\iota(j') - \iota_j|_{\mathcal{H}} < \epsilon$. Let us construct a sequence recursively. We start by choosing $j_1 \in \mathcal{J}_{\text{gen}}$ to satisfy $|\iota(j_1) - \iota(j_1)|_{\mathcal{H}} = \epsilon$. For $m > 1$, we choose $j_m+1 \supset (j_m \cup j_m')$ such that $|\iota(j_m+1) - \iota(j_m)|_{\mathcal{H}} < \epsilon$. We let $j_m' \in \mathcal{J}_{\text{gen}}$ be any partition satisfying $\max_{1 \leq i \leq j_m'}\{t_i - t_{i-1}\} < \frac{1}{m}$. Denote this sequence by $\mathcal{J}'_{\text{gen}}$, which is directed and generating.

By (3.5), for $j_m, j_n \in \mathcal{J}'_{\text{gen}}$ such that $n \geq m$, we have

$$
|\iota(j_n) - \iota(j_m)|_{\mathcal{H}} = E[|\iota(U)|_{\mathcal{F}_{j_m}}] = E[|E[\iota(U)|_{\mathcal{F}_{j_m}}]|_{\mathcal{F}_{j_m}}] = E[E[\iota(U)|_{\mathcal{F}_{j_m}}]|_{\mathcal{F}_{j_m}}],
$$

which implies that $(\iota(j_n))_{n \in \mathbb{N}}$ is a martingale with respect to $(\mathcal{F}_{j_m})_{n \in \mathbb{N}}$. By the martingale convergence theorem, this sequence converges to $\iota$ in $\mathcal{H}$ as $n \to \infty$, which is a contradiction to our construction of the sequence.

Part (8). By the triangle inequality and (5), we have

$$
|\iota(j) - \iota_j|_{\mathcal{H}} \leq |\iota(j) - \iota_j|_{\mathcal{H}} + |\iota_j - \iota_j|_{\mathcal{H}} \leq |\iota_j - \iota_j|_{\mathcal{H}} + |\iota(j) - \iota(j)|_{\mathcal{H}}.
$$

Then, (8) follows from (7). \qed

3.1.3. Cones and dual cones. For each $j \in \mathcal{J}$, we introduce

$$
\mathcal{C}^j = \{x \in \mathcal{H}^j : 0 \leq x_1 \leq x_2 \leq \cdots \leq x_{|j|}\},
$$

where we used the notation in (3.1). It is clear that $\mathcal{C}^j$ and $\mathcal{H}^j$ satisfy (1.3).

Recall the definition of dual cones in (1.4).

Lemma 3.4 (Characterizations of dual cones).

1. For each $j \in \mathcal{J}$, the dual cone of $\mathcal{C}^j$ in $\mathcal{H}^j$ is

$$
(\mathcal{C}^j)^* = \left\{ x \in \mathcal{H}^j : \sum_{i=k}^{|j|} (t_i - t_{i-1}) x_i \in S^D_+, \quad \forall k \in \{1, 2, \ldots, |j|\} \right\}.
$$

2. The dual cone of $\mathcal{C}$ in $\mathcal{H}$ is

$$
(\mathcal{C})^* = \left\{ \iota \in \mathcal{H} : \int_0^1 \iota(s) ds \in S^D_+, \quad \forall \iota \in [0, 1] \right\}.
$$
Proof. Part (1). We denote the set on the right-hand side by \( \text{RHS} \). We first show that \((C^j)^* \subset \text{RHS}\). Let \( x \in (C^j)^* \). For every \( k \) and every \( a \in S^D_k \), we can choose \( y \in C^j \) such that \( 0 = y_1 = \cdots = y_{k-1} \) and \( y_k = \cdots = y_{|j|} = a \). Then, we have

\[
\sum_{i=k}^{|j|} (t_i - t_{i-1})x_i \cdot a = \sum_{i=k}^{|j|} (t_i - t_{i-1})x_i \cdot y_i \geq 0,
\]

which implies that \( x \in \text{RHS} \). In the other direction, we assume \( x \in \text{RHS} \). For every \( y \in C^j \), by setting \( y_0 = 0 \), since \( y_k - y_{k-1} \in S^D_k \) for all \( k \), we have

\[
\sum_{i=1}^{|j|} (t_i - t_{i-1})x_i \cdot y_i = \sum_{k=1}^{|j|} \sum_{i=k}^{|j|} (t_i - t_{i-1})x_i \cdot (y_k - y_{k-1}) \geq 0,
\]

which gives that \( x \in (C^j)^* \). Now we can conclude that \((C^j)^* = \text{RHS}\) as desired.

Part (2). We denote the set on the right-hand side by \( \text{RHS} \). Let \( \iota \in C^* \). For any \( a \in S^D \) and \( t \in [0, 1] \), we set \( \mu = aI_{[t, 1]} \). It is clear that \( \mu \in C \). Due to \( (\iota, \mu) \|_H \geq 0 \) by duality, we deduce that \( \iota \in \text{RHS} \).

Now, let \( \iota \in \text{RHS} \). We argue by contradiction and assume \( \iota \notin C^* \). Then, by definition, there is \( \mu \in C \) such that \( (\iota, \mu) \|_H < 0 \). By Lemma 3.3 (7), there is a partition \( j \) such that \( (\iota^j, \mu^j) \|_H < 0 \). Due to Lemma 3.3 (2) and (4), this can be rewritten as \( (p_{j^1}, p_{j^2}) \|_{H^j} < 0 \).

On the other hand, by the definition of \( p_{j} \) in (3.8), we can compute that, for every \( k \),

\[
\sum_{i=k}^{|j|} (t_i - t_{i-1})(p_{j}\iota)_i = \int_{t_{k-1}}^{1} \iota(s)ds \in S^D_k
\]

by the assumption that \( \iota \in \text{RHS} \). Hence, by (1), we have \( \iota \in (C^j)^* \). Since \( \mu \) is increasing as \( \mu \in C \), it is easy to see that \( p_{j^1} \mu \in C^j \). The detailed computation can be seen in (3.12). Therefore, we must have \( (p_{j^1}, p_{j^2}) \|_{H^j} \geq 0 \), reaching a contradiction. \( \square \)

Lemma 3.5. For every \( j \in J \), the following hold:

1. \( l_j(C^j) \subset C \);
2. \( l_j((C^j)^*) \subset C^* \);
3. \( p_j(C) = C^j \);
4. \( p_j(C^*) = (C^j)^* \);
5. \( \mu \in \mu^{(j)} + C^* \), for every \( \mu \in C \).

Proof. We first show that

\[
(3.11) \quad p_j(C) \subset C^j
\]

and then verify each claim. For every \( \mu \in C \), it follows from the definition that \( p_{j^1} \mu \in H^j \). Since \( \mu \) is increasing, setting \( (p_{j^1} \mu)_0 = 0 \) by our convention, we get,

\[
(3.12) \quad (p_{j^1} \mu)_k - (p_{j^1} \mu)_{k-1} = \frac{1}{t_k - t_{k-1}} \int_{t_{k-1}}^{t_k} \mu(s)ds - \frac{1}{t_{k-1} - t_{k-2}} \int_{t_{k-2}}^{t_{k-1}} \mu(s)ds
\]

\[
\geq \mu(t_{k-1}) - \mu(t_{k-1}) = 0,
\]

for \( k \in \{2, \cdots, |j|\} \). Clearly when \( k = 1 \), \( (p_{j^1} \mu)_1 = \frac{1}{t_1} \int_0^{t_1} \mu(s)ds \in S^D \). Hence, we have \( p_{j^1} \mu \in C^j \) and thus (3.11).

Part (1). For any \( x \in C^j \), recall the definition of \( l_j x \) in (3.9). Since \( x_k \geq x_{k-1} \) for each \( k \), it is clear that \( l_j x \) is increasing and thus belongs to \( C \).

Part (2). Let \( x \in (C^j)^* \). For every \( \mu \in C \), recalling the definition of \( p_{j^1} \mu \) in (3.8), we have

\[
\int_{0}^{1} \sum_{k=1}^{|j|} I_{[t_{k-1}, t_k)}(s)x_k \cdot \mu(s)ds = \sum_{k=1}^{|j|} \int_{t_{k-1}}^{t_k} x_k \cdot \mu(s)ds = \sum_{k=1}^{|j|} (t_k - t_{k-1})x_k \cdot (p_{j^1} \mu)_k \geq 0,
\]

for every \( k \in \{2, \cdots, |j|\} \). Clearly when \( k = 1 \), \( x_k \in S^D \). Hence, for every \( \mu \in C \), we conclude that \( x \in (C^j)^* \).
where the last inequality holds due to \( x \in (C^j)^* \) and \( p_j \mu \in C^j \) by (3.11). This implies that \( l_j x \in C^* \), and thus \( l_j (C^j)^* \subset C^* \).

Part (3). For every \( x \in C^j \), by (1), we have \( l_j x \in C \). Lemma 3.3 (3) implies that \( x = p_j l_j x \). Hence, we get \( C^j \subset p_j(C) \). Then, (3) follows from this and (3.11).

Part (4). Let \( \iota \in C^* \). For every \( x \in C^j \), we have by Lemma 3.3 (1) that \( \langle p_j \iota, x \rangle_{\mathcal{H}} = \langle \iota, l_j x \rangle_{\mathcal{H}} \geq 0 \) due to \( l_j x \in C \) ensured by (1). Hence, we have \( p_j(C^*) \subset (C^j)^* \). For the other direction, let \( x \in (C^j)^* \). Lemma 3.3 (3) gives \( x = p_j l_j x \). Invoking (2), we can deduce that \( (C^j)^* \subset p_j(C^*) \), completing the proof of (4).

Part (5). We show that \( \mu - \mu^{(j)} \in C^* \). Let \( \tau \in [0, 1] \) and \( \alpha \in \mathbb{S}^j \). We choose \( t_{k_0} \in j \) such that \( \tau \in [t_{k_0-1}, t_{k_0}) \). Using the definition of \( \mu^{(j)} \) in (3.4), we can compute that

\[
\int_{\tau}^{t_{k_0}} (\mu - \mu^{(j)}) (s) ds = \left( \int_{\tau}^{t_{k_0}} \mu(s) ds + \int_{t_{k_0}}^{1} \mu(s) ds \right) - \left( \frac{t_{k_0} - \tau}{t_{k_0} - t_{k_0-1}} \int_{t_{k_0}}^{t_{k_0-1}} \mu(s) ds \right),
\]

\[
= \int_{\tau}^{t_{k_0}} \mu(s) ds - \frac{t_{k_0} - \tau}{t_{k_0} - t_{k_0-1}} \int_{t_{k_0}}^{t_{k_0-1}} \mu(s) ds,
\]

\[
= \left( t_{k_0} - \tau \right) \left( \frac{1}{t_{k_0} - \tau} \int_{\tau}^{t_{k_0}} \mu(s) ds - \frac{1}{t_{k_0} - t_{k_0-1}} \int_{t_{k_0}}^{t_{k_0-1}} \mu(s) ds \right) \geq 0,
\]

where the last inequality follows from the fact that \( \mu \) is increasing. By Lemma 3.4 (2), we conclude that \( \mu - \mu^{(j)} \in C^* \) as desired. \( \square \)

3.1.4. Derivatives. Recall Definition 1.2 (3) for the differentiability of functions defined on \( C \). We denote by \( \nabla_j \) the differential operator on functions defined on \( C^j \).

Lemma 3.6. For every \( j \in J \), the following hold.

1. If \( g : C \to \mathbb{R} \) is differentiable at \( l_j x \) for some \( x \in C^j \), then \( g^j : C^j \to \mathbb{R} \) is differentiable at \( x \) and its differential is given by \( \nabla_j g^j(x) = p_j(\nabla g(l_j x)) \).

2. If \( g : C^j \to \mathbb{R} \) is differentiable at \( x \) for some \( x \in C^j \), then \( g^j : C \to \mathbb{R} \) is differentiable at every \( \mu \in C \) satisfying \( p_j \mu = x \) and its differential is given by \( \nabla g^j(\mu) = l_j(\nabla_j g(x)) \).

Proof. Part (1) Recall that by definition, \( g^j = g \circ l_j \). For every \( y \in C^j \), we can see that

\[
g^j(y) - g^j(x) = g \circ l_j(y - l_j(x)) = (\nabla g(1_j(x), l_j y - l_j x)_{\mathcal{H}} + o(|l_j y - l_j x|_{\mathcal{H}}),
\]

where the last equality follows from Lemma 3.3 (1) and (2).

Part (2). Recall that by definition, \( g^j = g \circ p_j \). Let \( \mu \in C \) satisfy \( p_j \mu = x \). Then for any \( \nu \in C \), we get

\[
g^j(\nu) - g^j(\mu) = g \circ p_j(\nu) - g \circ p_j(\mu),
\]

where we used Lemma 3.3 (1) and (5). \( \square \)

3.2. Comparison principle. To compensate for the lack of compactness in infinite dimensions, we need Stegall’s variational principle [53, Theorem on page 174] (see also [8, Theorem 8.8]).

Theorem 3.7 (Stegall’s variational principle). Let \( \mathcal{E} \) be a convex and weakly compact set in a separable Hilbert space \( \mathcal{X} \) and \( g : \mathcal{E} \to \mathbb{R} \) be an upper semi-continuous function bounded from above. Then, for every \( \delta > 0 \), there is \( \iota \in \mathcal{X} \) satisfying \( ||\iota||_{\mathcal{X}} \leq \delta \) such that \( g + \langle \cdot, \iota \rangle_{\mathcal{X}} \) achieves maximum on \( \mathcal{E} \).
Originally, $\mathcal{E}$ is only required to satisfy the Radon-Nikodym property which is weaker than being convex and weakly compact (see discussion on [53, page 173]).

The goal of this subsection is to prove the following.

**Proposition 3.8** (Comparison principle). Suppose that $H : \mathcal{H} \to \mathbb{R}$ is locally Lipschitz. Let $u$ be a Lipschitz viscosity subsolution and $v$ be a Lipschitz viscosity supersolution of $HJ(\mathcal{H}, C, H)$. If $u(0,.) \leq v(0,.)$, then $u \leq v$.

**Proof of Proposition 3.8.** It suffices to show $u(t, \cdot) - v(t, \cdot) \leq 0$ for all $t \in [0, T]$ for any $T > 0$. Henceforth, we fix any $T > 0$. We set $L = \|u\|_{\text{Lip}} \vee \|v\|_{\text{Lip}}$, $M = 2L + 3$ and $V$ to be the Lipschitz coefficient of $H$ restricted to the centered ball with radius $2L + M + 3$. We proceed in steps.

Step 1. Let $\theta : \mathbb{R} \to \mathbb{R}_+$ be an increasing smooth function satisfying
$$\theta'(r) \leq 1 \quad \text{and} \quad (r - 1)_+ \leq \theta(r) \leq r_+, \quad \forall r \in \mathbb{R},$$
where $\theta'$ is the derivative of $\theta$. For $R > 1$ to be determined, we define
$$\Phi(t, \mu) = M\theta\left((1 + |\mu|_{\mathcal{H}}^2)^\frac{1}{2} + Vt - R\right), \quad \forall (t, \mu) \in \mathbb{R}_+ \times \mathcal{C}.$$ It is immediate that

$$\sup_{(t, \mu) \in \mathbb{R}_+ \times \mathcal{C}} |\nabla \Phi(t, \mu)|_{\mathcal{H}} \leq M,$$

$$\partial_t \Phi \geq V|\nabla \Phi|_{\mathcal{H}},$$

$$\Phi(t, \mu) \geq M(|\mu|_{\mathcal{H}} - R - 1)_+, \quad \forall (t, \mu) \in \mathbb{R}_+ \times \mathcal{C}.$$ For $\epsilon, \sigma \in (0, 1)$ to be determined, we consider
$$\Psi(t, \mu, t', \mu') = u(t, \mu) - v(t', \mu') - \frac{1}{2\epsilon}(|t - t'|^2 + |\mu - \mu'|_{\mathcal{H}}^2) - \Phi(t, \mu) - \sigma t - \frac{\sigma}{T - t},$$
$$\forall (t, \mu, t', \mu') \in [0, T] \times \mathcal{C} \times \mathbb{R}_+ \times \mathcal{C}.$$ Setting $C_0 = u(0,0) - v(0,0)$, and using (3.15) and the definition of $L$, we have

$$\Psi(t, \mu, t', \mu') \leq C_0 + L(2|t| + 2|\mu|_{\mathcal{H}} + |t - t'| + |\mu - \mu'|_{\mathcal{H}}) - \frac{1}{2\epsilon}(|t - t'|^2 + |\mu - \mu'|_{\mathcal{H}}^2)$$
$$- M(|\mu|_{\mathcal{H}} - R - 1)_+ - \frac{\sigma}{T - t}.$$

Hence, by the definition of $M$, $\Psi$ is bounded from above and its supremum is achieved over a bounded set. Invoking Theorem 3.7, for $\delta \in (0, 1)$ to be chosen, there is $(\bar{\pi}, \bar{\tau}, \bar{\pi}', \bar{\tau}') \in \mathbb{R} \times \mathcal{H} \times \mathbb{R} \times \mathcal{H}$ satisfying

$$|\bar{\pi}|_{\mathcal{H}}, |\bar{\tau}|_{\mathcal{H}}, |\bar{\pi}'|_{\mathcal{H}}, |\bar{\tau}'|_{\mathcal{H}} \leq \delta,$$

such that the function
$$\Psi(t, \mu, t', \mu') = \Psi(t, \mu, t', \mu') - \bar{\pi}t - \bar{\tau} - \bar{\pi}'t' - \bar{\tau}' - \bar{\pi}'_{\mathcal{H}} - \bar{\tau}_{\mathcal{H}}, \quad \forall (t, \mu, t', \mu') \in [0, T] \times \mathcal{C} \times \mathbb{R}_+ \times \mathcal{C}$$ achieves its maximum at $(\bar{\pi}, \bar{\tau}, \bar{\pi}', \bar{\tau}')$.

Step 2. We derive bounds on $|\bar{\pi}|_{\mathcal{H}}, |\bar{\pi}'|_{\mathcal{H}}$ and $|\bar{\tau} - \bar{\tau}'|_{\mathcal{H}}$. Using $\Psi(0,0,0,0) \leq \Psi(\bar{\pi}, \bar{\tau}, \bar{\pi}', \bar{\tau}')$, (3.16) and $T \leq T'$, we have

$$C_0 \leq \frac{\epsilon}{T} + \Psi(\bar{\pi}, \bar{\tau}, \bar{\pi}', \bar{\tau}') + 2\delta|\bar{\pi}|_{\mathcal{H}} + 2T\delta + \delta|\bar{\tau} - \bar{\tau}'|_{\mathcal{H}} + \delta|\bar{\pi}' - \bar{\pi}'|_{\mathcal{H}}$$
$$\leq \frac{\epsilon}{T} + C_0 + 2LT + (2L|\bar{\pi}|_{\mathcal{H}} - M(|\bar{\pi}|_{\mathcal{H}} - R - 1)_+) + \left(L|\bar{\tau} - \bar{\tau}'|_{\mathcal{H}} - \frac{1}{2\epsilon}|\bar{\pi}' - \bar{\pi}'|_{\mathcal{H}}^2\right)$$
$$+ \left(L|\bar{\pi} - \bar{\pi}'|_{\mathcal{H}} - \frac{1}{2\epsilon}|\bar{\pi} - \bar{\pi}'|_{\mathcal{H}}^2\right) + 2\delta|\bar{\pi}|_{\mathcal{H}} + 2T\delta + \delta|\bar{\tau} - \bar{\tau}'|_{\mathcal{H}} + \delta|\bar{\pi}' - \bar{\pi}'|_{\mathcal{H}}$$
$$\leq (2L + \delta)|\bar{\pi}|_{\mathcal{H}} - M(|\bar{\pi}|_{\mathcal{H}} - R - 1)_+ + \left(\frac{\epsilon}{T} + C_0 + 2LT + \epsilon(L + \delta)^2 + 2T\delta\right).$$
By this and the definition of $M$, there is $C_1 > 0$ such that, for all $\epsilon, \delta \in (0, 1)$ and all $R > 1$,

$$|\bar{\pi}|_{\mathcal{H}} \leq C_1 R.$$


Since
\[
0 \geq \overline{\Psi}(\overline{t}, \overline{\mu}, \overline{t}', \overline{\mu}') - \overline{\Psi}(\overline{t}, \overline{\mu}, \overline{t}, \overline{\mu}) = v(\overline{t}', \overline{\mu}') - v(\overline{t}, \overline{\mu}) + \frac{1}{2\epsilon}|\overline{\mu} - \overline{\mu}'|^2_H + (\overline{t}, \overline{\mu}' - \overline{\mu})_H,
\]
by the definition of $L$ and (3.17), we can get
\[
(3.19) \quad |\overline{\mu} - \overline{\mu}'|_H \leq 2(L + \delta)\epsilon.
\]

Similarly, by
\[
0 \geq \overline{\Psi}(\overline{t}, \overline{\mu}, \overline{t}', \overline{\mu}') - \overline{\Psi}(\overline{t}, \overline{\mu}, \overline{t}, \overline{\mu}) = v(\overline{t}', \overline{\mu}') - v(\overline{t}, \overline{\mu}) + \frac{1}{2\epsilon}|\overline{t} - \overline{t}'|^2 + \overline{\mu}'(\overline{t}' - \overline{t}),
\]
we have
\[
(3.20) \quad |\overline{t} - \overline{t}'| \leq 2(L + \delta)\epsilon.
\]

Step 3. We show that for every $\sigma, \epsilon \in (0, 1)$, every $R > 1$, and sufficiently small $\delta$, we have either $\overline{t} = 0$ or $\overline{t}' = 0$. We argue by contradiction and assume that $\overline{t} > 0$ and $\overline{t}' > 0$. Since the function
\[
(t, \mu) \mapsto \overline{\Psi}(t, \mu, \overline{t}, \overline{\mu})
\]
achieves its maximum at $(\overline{t}, \overline{\mu}) \in (0, T) \times C$, by the assumption that $u$ is a subsolution, we have
\[
(3.21) \quad \frac{1}{\epsilon}(\overline{t} - \overline{t}') + \partial_t \Phi(\overline{t}, \overline{\mu}) + \sigma + \sigma(T - \overline{t})^{-2} + \overline{\mu} - H\left(\frac{1}{\epsilon}(\overline{\mu} - \overline{\mu}') + \nabla \Phi(\overline{t}, \overline{\mu})\right) \leq 0.
\]

Since the function
\[
(t', \mu') \mapsto \overline{\Psi}(\overline{t}, \overline{\mu}, t', \mu')
\]
achieves its maximum at $(\overline{t}', \overline{\mu}') \in (0, \infty) \times C$, by the assumption that $v$ is a supersolution, we have
\[
(3.22) \quad \frac{1}{\epsilon}(\overline{t}' - \overline{t}) - \overline{\mu}' - H\left(\frac{1}{\epsilon}(\overline{\mu}' - \overline{\mu}) + \nabla \Phi(\overline{t}, \overline{\mu})\right) \geq 0.
\]

By (3.13), (3.17) and (3.19), for $\epsilon, \delta \in (0, 1)$, we have
\[
\left|\frac{1}{\epsilon}(\overline{\mu} - \overline{\mu}') + \nabla \Phi(\overline{t}, \overline{\mu})\right|_H \leq 2(L + M + 3).
\]

Taking the difference of terms in (3.21) and (3.22), by the definition of $L$, (3.14) and (3.17), we obtain
\[
\sigma \leq -\overline{\mu} - \overline{\mu}' + V|\nabla \Phi(\overline{t}, \overline{\mu})|_H + V(\overline{\mu}|_H + |\overline{t}'|_H) - \partial_t \Phi(\overline{t}, \overline{\mu}) \leq 2(1 + V)\delta.
\]

By making $\delta$ sufficiently small, we reach a contradiction, and thus we must have either $\overline{t} = 0$ or $\overline{t}' = 0$.

Step 4. We conclude our proof. Let us consider the case $\overline{t} = 0$. Fixing any $(t, \mu) \in [0, T) \times C$, by $\overline{\Psi}(t, \mu, t, \mu) \leq \overline{\Psi}(\overline{t}, \overline{\mu}, \overline{t}', \overline{\mu}')$, we have
\[
\Psi(t, \mu, t, \mu) \leq \Psi(0, \overline{\mu}, \overline{t}, \overline{\mu}') + \delta|4T + 2|\mu|_H + 2C_1R + 2(L + \delta)\epsilon
\]
where we used $t, \overline{t} < T$, (3.17), (3.18) and (3.19). Due to $u(0, \cdot) \leq v(0, \cdot)$ and $\overline{t} = 0$, using (3.19) and (3.20), we can see
\[
\Psi(t, \mu, t, \mu') \leq u(0, \overline{\mu}) - v(\overline{t}, \overline{\mu}') \leq u(0, \overline{\mu}) - v(\overline{t}', \overline{\mu}') \leq L\overline{t} - \overline{t}' + L|\overline{t} - \overline{t}'|_{\mu'} \leq 4L(L + \delta)\epsilon.
\]

Combining the above two displays and recalling the definition of $\Psi$, we get
\[
u(t, \mu) - v(t, \mu) \leq \Phi(t, \mu) + \sigma t + \frac{\sigma}{T - t} + 4L(L + \delta)\epsilon + \delta(4T + 2|\mu|_H + 2C_1R + 2(L + \delta)\epsilon).
\]

First sending $\delta \to 0$, then $\epsilon, \sigma \to 0$, and finally $R \to \infty$, by the above and the definition of $\Phi$, we obtain $u(t, \mu) - v(t, \mu) \leq 0$ as desired. The case $\overline{t} = 0$ is similar. \(\square\)
3.3. Convergence of approximations. Recall our notation, for Hamilton–Jacobi equations on different cones with different nonlinearities, given above Definition 1.4. Throughout, for a directed subcollection \( \mathcal{J} \subset \mathcal{J} \), and a metric space \( \mathcal{X} \), we say that a net \( (g_j)_{j \in \mathcal{J}} \), consisting of \( g_j : \mathcal{X} \to \mathbb{R} \), converges in the local uniform topology to some \( g : \mathcal{X} \to \mathbb{R} \), if \( (g_j)_{j \in \mathcal{J}} \) converges uniformly to \( g \) on any closed metric ball with a finite radius.

**Proposition 3.9** (Limit of approximations is a solution). Suppose that \( H \) is continuous. For each \( j \in \mathcal{J}_{\text{gen}} \), let \( f_j \) be a viscosity subsolution (respectively, supersolution) of \( HJ(\mathcal{H}, \mathcal{C}, H) \). If \( f = \lim_{j \in \mathcal{J}_{\text{gen}}} f_j^1 \) in the local uniform topology, then \( f \) is a viscosity subsolution (respectively, supersolution) of \( HJ(\mathcal{H}, \mathcal{C}, H) \).

**Proof.** Suppose that \( \{f_j\}_{j \in \mathcal{J}_{\text{gen}}} \) is a collection of viscosity subsolutions. Let us assume that \( f - \phi \) achieves a local maximum at \((t, \mu) \in (0, \infty) \times \mathcal{C} \) for some smooth function \( \phi \). We define

\[
\tilde{\phi}(s, \nu) = \phi(s, \nu) + |s - t|^2 + |\nu - \mu|^2_H, \quad \forall (s, \nu) \in \mathbb{R}_+ \times \mathcal{C}.
\]

Then, there is some \( R > 0 \) such that

\[
f(s, \nu) - \tilde{\phi}(s, \nu) = f(t, \mu) - \tilde{\phi}(t, \mu) - |(s, \nu) - (t, \mu)|^2_{\mathbb{R}_+ \times \mathcal{H}}, \quad \forall (s, \nu) \in B
\]

where

\[
B = \{(s, \nu) \in (0, \infty) \times \mathcal{C} : |(s, \nu) - (t, \mu)|_{\mathbb{R}_+ \times \mathcal{H}} \leq 2R\}.
\]

Note that \( f - \tilde{\phi} \) achieves a local maximum at \((t, \mu) \) and that the derivatives of \( \tilde{\phi} \) coincide with those of \( \phi \) at \((t, \mu) \). For lighter notation, we redefine \( \phi \) to be \( \tilde{\phi} \) henceforth. It is also clear from Definition 1.2 (2) that \( \phi \) is locally Lipschitz. Hence, there is \( L > 0 \) such that

\[
|\phi(s, \nu) - \phi(s', \nu')| \leq L|(s, \nu) - (s', \nu')|_{\mathbb{R}_+ \times \mathcal{H}}, \quad \forall (s, \nu), (s', \nu') \in B.
\]

For each \( j \in \mathcal{J}_{\text{gen}} \), we set

\[
B_j = \{(s, y) \in (0, \infty) \times \mathcal{C}^j : |(s, y) - (t, p_j \mu)|_{\mathbb{R}_+ \times \mathcal{H}} \leq R\}.
\]

By making \( 2R < |t| \) sufficiently small, we can ensure that both \( B \) and \( B_j \) are closed. Let \( (t_j, x_j) \in B_j \) be the point at which \( f_j - \phi^j \) achieves the maximum over \( B_j \). Here, \( \phi^j \) is the \( j \)-projection of \( \phi \) given in Definition 3.1.

For any \( \delta \in (0, 1) \), we choose \( j' \in \mathcal{J}_{\text{gen}} \) such that, for all \( j \in \mathcal{J}_{\text{gen}} \) satisfying \( j \succ j' \),

\[
\sup_B |f_j - f| < \frac{\delta^2}{4},
\]

\[
|\mu - \mu^{(j')}|_\mathcal{H} < \min \left\{ R, \frac{\delta^2}{4L} \right\}.
\]

We claim that, for all \( j \in \mathcal{J}_{\text{gen}} \) satisfying \( j \succ j' \),

\[
|(t_j, 1_j x_j) - (t, \mu)|_{\mathbb{R}_+ \times \mathcal{H}} < \delta.
\]

We argue by contradiction and suppose that there is \( j \succ j' \) such that

\[
|(t_j, 1_j x_j) - (t, \mu)|_{\mathbb{R}_+ \times \mathcal{H}} \geq \delta.
\]

Before proceeding, we note that

\[
|(t_j, 1_j x_j) - (t, \mu)|_{\mathbb{R}_+ \times \mathcal{H}} \leq |(t_j, 1_j x_j) - (t, \mu^{(j)})|_{\mathbb{R}_+ \times \mathcal{H}} + |\mu - \mu^{(j)}|_\mathcal{H} \leq 2R
\]
where in the last inequality we used (3.26), and the fact that \((t_j, x_j) \in B_j\) together with Lemma 3.3 (2) and (4). Then, we have
\[
\begin{align*}
  f_j(t_j, x_j) - \phi^j(t_j, x_j) &= f_j^j(t_j, 1_jx_j) - \phi(t_j, 1_jx_j) \\
  &\leq f(t_j, 1_jx_j) - \phi(t_j, 1_jx_j) + \frac{\delta^2}{4} \\
  &\leq f(t, \mu) - \phi(t, \mu) - \frac{3\delta^2}{4} \\
  &\leq f_j^j(t, \mu) - \phi(t, \mu) - \frac{\delta^2}{2} \\
  &\leq f_j^j(t, \mu^{(j)}) - \phi(t, \mu^{(j)}) - \frac{\delta^2}{4} \\
  &= f_j(t, p_j\mu) - \phi^j(t, p_j\mu) - \frac{\delta^2}{4}
\end{align*}
\]

where the first and the last equalities follow from the definitions of lifts and projections of functions in Definition 3.1 together with Lemma 3.3 (3) and (4); the first and third inequalities follow from (3.25) and \((t_j, 1_jx_j) \in B_j\) due to (3.29); the second inequality follows from (3.28) and (3.23); the fourth inequality follows from the observation that \(f_j^j(t, \mu) = f_j^j(t, \mu^{(j)})\) due to the definition of lifts of functions and Lemma 3.3 (4), and (3.24) along with (3.26). The relation in the above display contradicts the fact the maximality of \(f_j - \phi^j\) over \(B_j\) at \((t_j, x_j)\). Hence, we must have (3.30) and thus
\[
\lim_{j \in \mathcal{J}_{\text{gen}}} (t_j, 1_jx_j) = (t, \mu) \quad \text{in} \quad (0, \infty) \times \mathcal{C}.
\]

Using (3.30) and Lemma 3.3 (3) and (5), we also have that \(\lim_{j \in \mathcal{J}_{\text{gen}}} \|(t_j, x_j) - (t, p_j\mu)\|_{\mathcal{H} \times \mathcal{C}} = 0\).

Hence, we deduce that, for sufficiently fine \(j \in \mathcal{J}_{\text{gen}}\), \((t_j, x_j)\) lies in the interior of \(B_j\) relative to \((0, \infty) \times \mathcal{C}^j\). Since \(f_j\) is a viscosity subsolution, we get that
\[
\left(\partial_t \phi^j - H^j(\nabla_j \phi^j)\right)(t_j, x_j) \leq 0.
\]

Using the definition of projections of functions, Lemma 3.6 (1), and Lemma 3.3 (4), we have that
\[
\partial_t \phi^j(t, x_j) = \partial_t \phi(t, 1_jx_j), \quad \nabla_j \phi^j(t, x_j) = p_j(\nabla \phi(t, 1_jx_j)), \\
H^j(\nabla_j \phi^j(t_j, x_j)) = H(\nabla \phi(t_j, 1_jx_j))^{(j)}.
\]

Then, using (3.30), the continuity of differentials (see Definition 1.2 (2)), and Lemma 3.3 (8), we can pass (3.31) to the limit to obtain that
\[
(\partial_t \phi - H(\nabla \phi))(t, \mu) \leq 0.
\]

Hence, we have verified that \(f\) is a viscosity subsolution. The same argument also works for viscosity supersolutions. \(\square\)

Recall that \(\mathcal{J}_{\text{unit}}\) is the collection of uniform partitions of \([0, 1]\), which is generating in the sense given in Section 3.1.1.

**Proposition 3.10** (Convergence of approximations). Suppose that \(H : \mathcal{H} \to \mathbb{R}\) is locally Lipschitz and \(\mathcal{C}^*\)-increasing and that \(\psi : \mathcal{C} \to \mathbb{R}\) is \(\mathcal{C}^*\)-increasing and satisfies, for some \(C > 0\) and \(p \in [1, 2)\),
\[
|\psi(\mu) - \psi(\nu)| \leq C|\mu - \nu|_{L^p}.
\]

For every \(j \in \mathcal{J}_{\text{good}}\), let \(f_j\) be the viscosity solution of \(HJ(\mathcal{H}^j, \mathcal{C}^j, \mathcal{H}^j; \psi^j)\) given by Theorem 2.2 (2c). Then, \((f_j^j)_{j \in \mathcal{J}_{\text{good}}}\) converges in the local uniform topology to a Lipschitz function \(f : \mathcal{H}_+ \times \mathcal{C} \to \mathbb{R}\) satisfying \(f(0, \cdot) = \psi\),
\[
\sup_{t \in \mathcal{H}_+} |f(t, \cdot)|_{\text{Lip}} \leq \|\psi\|_{\text{Lip}},
\]
\[
\sup_{\mu \in \mathcal{C}} |f(\cdot, \mu)|_{\text{Lip}} \leq \sup_{\nu \in \mathcal{H}} |H(\nu)|.
\]
To prove this result, we follow the proof of [41, Proposition 3.7]. First, we show that the lift of a solution is still a solution.

**Lemma 3.11.** Suppose that \( H : \mathcal{H} \to \mathbb{R} \) is \( C^* \)-increasing. Let \( j, j' \in \mathbb{J} \) satisfy \( j \leq j' \). If \( f_j \) is a viscosity subsolution (respectively, supersolution) of \( \text{HJ}(\mathcal{H}^j, C^j, \mathbb{H}^j) \), then the function defined by

\[
f_{j \to j'}(t, x) = f_j(t, p_j,l_j; x), \quad \forall (t, x) \in \mathbb{R}_+ \times (p_j,l_j)^{-1}(C^j)
\]

is a viscosity subsolution (respectively, supersolution) of \( \text{HJ}(\mathcal{H}^{j'}, (p_j,l_j)^{-1}(C^j), \mathbb{H}^{j'}) \).

Let us mention and fix a small inaccuracy in [41]. In the proof [41, Proposition 3.7] (see Step 1 therein), it was claimed that, rephrased in the notation here, the lift of a solution of \( \text{HJ}(\mathcal{H}^j, C^j, \mathbb{H}^j) \) solves \( \text{HJ}(\mathcal{H}^{j'}, C^j, \mathbb{H}^{j'}) \) for \( j' > j \). There, a Dirichlet-type boundary condition was imposed in the definition of viscosity solutions. But, on the boundary of \( C^j \), the lift does not satisfy the condition. This can be fixed using Theorem 2.2 (2c) to see that the boundary is not relevant.

**Proof of Lemma 3.11.** Setting \( \tilde{C} = (p_j,l_j)^{-1}(C^j) \) for convenience, we suppose that \( f_{j \to j'} - \phi \) has a local maximum at \( (t, x) \in (0, \infty) \times \tilde{C} \) for some smooth function \( \phi \). We define

\[
\phi_j(s, y) = \phi(s, x + p_j,l_j y - p_j,l_j p_j,l_j x), \quad \forall (s, y) \in \mathbb{R}_+ \times C^j.
\]

Using Lemma 3.3 (6) and (3), we can show that

\[
p_j,l_j'(x + p_j,l_j y - p_j,l_j p_j,l_j x) = p_j,l_j y = y \in C^j,
\]

for every \( y \in C^j \), which implies that \( x + p_j,l_j y - p_j,l_j p_j,l_j x \in \tilde{C} \) for every \( y \in C^j \). Hence, \( \phi_j \) is well-defined.

Setting \( \bar{y} = p_j,l_j x \), we want to show that \( f_j - \phi_j \) achieves a local maximum at \( (t, \bar{y}) \). Let us fix some \( r > 0 \) sufficiently small such that

\[
\sup_{B_j}(f_{j \to j'} - \phi) = f_{j \to j'}(t, x) - \phi(t, x)
\]

where

\[
B_j = \{(s, z) \in (0, \infty) \times \tilde{C} : |s - t| + |z - x|_{\mathcal{H}^{j'}} \leq r\}.
\]

Then, we set \( B_j = \{(s, y) \in (0, \infty) \times C^j : |s - t| + |y - \bar{y}|_{\mathcal{H}^{j'}} \leq r\} \). Using Lemma 3.3 (2) and (5), we have that

\[
|p_j,l_j y - p_j,l_j \bar{y}|_{\mathcal{H}^{j'}} \leq |y - \bar{y}|_{\mathcal{H}^{j'}}, \quad \forall y \in C^j,
\]

which along with (3.36) implies that

\[
(s, x + p_j,l_j y - p_j,l_j \bar{y}) \in B_j, \quad \forall (s, y) \in B_j.
\]

Using (3.36), the definition of \( f_{j \to j'} \) in (3.35), and the definition of \( \phi_j \), we also have that

\[
f_j(s, y) - \phi_j(s, y) = f_{j \to j'}(s, x + p_j,l_j y - p_j,l_j \bar{y}) - \phi(s, x + p_j,l_j y - p_j,l_j \bar{y}), \quad \forall (s, y) \in \mathbb{R}_+ \times C^j.
\]

Using this, the previous display, and (3.37), we obtain that

\[
\sup_{B_j}(f_j - \phi_j) \leq \sup_{B_j}(f_{j \to j'} - \phi) = f_{j \to j'}(t, x) - \phi(t, x) = f_j(t, \bar{y}) - \phi_j(t, \bar{y}),
\]

which implies that \( f_j - \phi_j \) achieves a local maximum at \( (t, \bar{y}) \).

Since \( f_j \) is a viscosity subsolution, we have

\[
0 = \left( \partial_t \phi_j - \mathbb{H}^j(\nabla_j \phi_j) \right)(t, \bar{y}) \leq 0.
\]

Using the definition of \( \phi_j \), we can compute that, for any \( h \in \mathcal{H}^j \) sufficiently small,

\[
\langle h, \nabla_j \phi_j(s, y) \rangle_{\mathcal{H}^j} + o(|h|_{\mathcal{H}^j}) = \phi_j(s, y + h) - \phi_j(s, y)
\]

\[
= \langle p_j,l_j h, \nabla_j \phi(s, \cdot) \rangle_{\mathcal{H}^j} + o(|p_j,l_j h|_{\mathcal{H}^{j'}})
\]

\[
= \langle h, p_j,l_j \nabla \phi(s, \cdot) \rangle_{\mathcal{H}^j} + o(|h|_{\mathcal{H}^j}), \quad \forall (s, y) \in C^j,
\]

where in \( \langle \cdot \rangle \) we omitted \( (s, x + p_j,l_j y - p_j,l_j p_j,l_j x) \), and, in the last equality, we used Lemma 3.3 (1) and (6) to get the term in the bracket and Lemma 3.3 (2) and (5) for the error term. The above
display implies that $\nabla_j \phi_j(t, \bar{y}) = p_j l_j \nabla_j \phi(t, x)$. It is easy to see $\partial_t \phi_j(t, \bar{y}) = \partial_t \phi(t, x)$. These along with the previous display and the definition of $H^j$ yield
\[
(\partial_t \phi - H(l_j p_j l_j \nabla_j \phi)) (t, x) \leq 0.
\] We claim that
\[
(3.38) \quad l_j' \nabla_j \phi(t, x) - l_j p_j l_j' \nabla_j \phi(t, x) \in C^\star.
\] Since $H$ is $C^\star$-increasing, recalling that $H^j = H(l_j \cdot)$, we deduce from (3.38) and the previous display that
\[
\left( \partial_t \phi - H^j \left( \nabla_j \phi \right) \right) (t, x) \leq 0,
\] verifying that $f_{j \to j'}$ is a viscosity subsolution of $HJ(H^j, \tilde{C}, H^j)$.

To prove (3.38), by the duality of cones, it suffices to show that
\[
\langle l, l_j' \nabla_j \phi(t, x) - l_j p_j l_j' \nabla_j \phi(t, x) \rangle_{H^j} \geq 0, \quad \forall l \in C.
\] By Lemma 3.3 (1), the above is equivalent to
\[
(3.39) \quad \langle p_j' \cdot - p_j l_j p_j', \nabla_j \phi(t, x) \rangle_{H^j} \geq 0, \quad \forall l \in C.
\] Fix any $l \in C$. Lemma 3.3 (6) yields
\[
(3.40) \quad p_j l_j (p_j' \cdot - p_j l_j p_j') = p_j' \cdot - p_j l_j p_j' = 0.
\] Hence, setting $z = p_j' \cdot - p_j l_j p_j'$, we have $z \in \tilde{C}$, and thus $\epsilon z + x \in \tilde{C}$ for any $\epsilon > 0$. Since $f_{j \to j'} - \phi$ has a local maximum at $(t, x)$, we can see that, for $\epsilon > 0$ sufficiently small,
\[
\langle \epsilon z, \nabla_j \phi(t, x) \rangle_{j'} + o(\epsilon) = \phi(t, x + \epsilon z) - \phi(t, x) \geq f_{j \to j'}(t, x + \epsilon z) - f_{j \to j'}(t, x)
\] where the last equality follows from (3.40) and the definition of $z$. Sending $\epsilon \to 0$, we can verify (3.39) and complete the proof for subsolutions. The argument for supersolutions is the same with inequalities reversed.

\textbf{Proof of Proposition 3.10.} It can be readily checked that $H^j$ is locally Lipschitz and $(C^j)^\star$-increasing on $C$ (see Lemma 3.5 (2)) and that $\psi^j$ is Lipschitz and $(C^j)^\star$-increasing. Hence, Theorem 2.2 is applicable, which along with its part (2c) gives the unique solution $f_j$ of $HJ(H^j, C^\star, H^j; \psi^j)$ for each $j$.

Let $j, j' \in J_{\text{good}}$ satisfy $j \subset j'$, and $f_j, f_{j'}$ be the viscosity solutions. We define $f_{j \to j'}$ by (3.35). By Lemma 3.11, $f_{j \to j'}$ is a viscosity solution of $HJ(H^j, (p_j l_j')^{-1}(C^j), H^j; \psi^j(p_j l_j') \cdot \cdot \cdot )$. By Lemma 3.5 (3) and (1), we have
\[
(3.41) \quad C^j' \subset (p_j l_j')^{-1}(C^j).
\] Throughout this proof, we denote by $C$ an absolute constant, which may vary from instance to instance. We claim that there is $C > 0$ such that
\[
(3.42) \quad |f_{j \to j'}(t, x) - f_j(t, x)| \leq C|j|^{-\frac{2\beta}{\beta + 2}} (t + |x|)_{H^j}, \quad \forall (t, x) \in \mathbb{R}_+ \times C^j'.
\] Let us use this to derive the desired results. For $\mu \in C$, we set $x = p_j \mu$. Lemma 3.3 (6) implies that $p_j l_j' x = p_j \mu$. Hence, by definitions, we have
\[
(f_{j'}(t, \mu) - f_j(t, p_j \mu) = f_{j \to j'}(t, x),
\] and $f_j(t, \mu) = f_j(t, x)$. Now using (3.42) and Lemma 3.3 (5), we have
\[
|f_j(t, \mu) - f_{j'}(t, \mu)| \leq C|j|^{-\frac{2\beta}{\beta + 2}} (t + |\mu|\).
\] We could now conclude the existence of a limit $f(t, \mu)$ by arguing that the above together with the triangle inequality yields that $(f_j(t, \mu))_{j \in J_{\text{good}}}$ is a Cauchy net in $\mathbb{R}$ (see [38, Definition 2.1.41] and [38, Proposition 2.1.49]). Denoting the pointwise limit by $f$, and passing $j'$ to limit in the above display to see that $f_j$ converges in the local uniform topology to some $f : \mathbb{R}_+ \times C \to \mathbb{R}$. By Lemma 3.3 (7), it is straightforward to see $f(0, \cdot) = \psi$. 


Then, we show (3.33) and (3.34). By (3.32) and Hölder’s inequality, we have \( \| \psi \|_{\text{Lip}} < C \). Theorem 2.2 (2a) implies that, for every \( j \),

\[
\sup_{t \in \mathbb{R}_+} \| f_j(t, \cdot) \|_{\text{Lip}} = \| \psi^j \|_{\text{Lip}}, \quad \sup_{x \in \mathcal{C}^j} \| f_j(\cdot, x) \|_{\text{Lip}} \leq \sup_{p \in \mathcal{H}^j} |H^j(p)|.
\]

By the definition of \( \psi^j \) and Lemma 3.3 (2), we can see that, for every \( x, y \in \mathcal{C}^j \),

\[
|\psi^j(x) - \psi^j(y)| = |\psi(1_j x) - \psi(1_j y)| \leq \| \psi \|_{\text{Lip}} |x - y|_{\mathcal{H}^j} = \| \psi \|_{\text{Lip}} |x - y|_{\mathcal{H}^j},
\]

which implies that

\[
(3.44) \quad \| \psi^j \|_{\text{Lip}} \leq \| \psi \|_{\text{Lip}}, \quad \forall j \in J.
\]

Using this, the first result in (3.43) and Lemma 3.3 (5), we have, for every \( t \in \mathbb{R}_+ \) and every \( \mu, \nu \in \mathcal{C} \),

\[
|f_j'(t, \mu) - f_j'(t, \nu)| = |f_j(t, p_1 \mu) - f_j(t, p_1 \nu)| \leq \| \psi^j \|_{\text{Lip}} |p_1 \mu - p_1 \nu|_{\mathcal{H}^j} \leq \| \psi \|_{\text{Lip}} |\mu - \nu|_{\mathcal{H}^j},
\]

yielding (3.33) after passing \( j \) to the limit. To see (3.34), for every \( p \) satisfying the condition under supremum in the second result in (3.43), we have, by Lemma 3.3 (2), that

\[
|l_j p|_{\mathcal{H}} = |p|_{\mathcal{H}^j} \leq \| \psi^j \|_{\text{Lip}} \leq \| \psi \|_{\text{Lip}}.
\]

Since \( \mathcal{H}^j(p) = \mathcal{H}(1_j p) \) by definition, the right-hand side of the second result in (3.43) is thus bounded by the right-hand side of (3.34). Passing \( j \) to the limit, we can verify (3.34). Hence, the proof is complete modulo (3.42).

Proof of (3.42). Due to (3.43) and (3.44), we have

\[
(3.45) \quad \sup_{t \in \mathbb{R}_+} \| f_j(t, \cdot) \|_{\text{Lip}}, \quad \sup_{t \in \mathbb{R}_+} \| f_j(t, \cdot) \|_{\text{Lip}} \leq \| \psi \|_{\text{Lip}}.
\]

The definition of \( f_{j \to j'} \) in (3.35) implies

\[
|f_{j \to j'}(t, x) - f_{j \to j'}(t, y)| = |f_j(t, p_j 1_j x) - f_j(t, p_j 1_j y)|
\leq \| \psi \|_{\text{Lip}} |p_j 1_j x - p_j 1_j y|_{\mathcal{H}^j} \leq \| \psi \|_{\text{Lip}} |x - y|_{\mathcal{H}^j}, \quad \forall t \geq 0, \forall x, y \in (p_j 1_j)^{-1}(\mathcal{C}^j),
\]

where we used Lemma 3.3 (2) and (5) to derive the last inequality. Hence, we have

\[
(3.46) \quad \sup_{t \in \mathbb{R}_+} \| f_{j \to j'}(t, \cdot) \|_{\text{Lip}} \leq \| \psi \|_{\text{Lip}}.
\]

Using (3.41) and Proposition 2.5 with \( M \) replaced by \( 2 \| \psi \|_{\text{Lip}} + 1 \) and \( R > 1 \) to be determined, we have that

\[
(3.47) \quad \sup_{(t, x) \in \mathbb{R}_+ \times \mathcal{C}^j} f_{j \to j'}(t, x) - f_{j \to j'}(t, x) - M(|x|_{\mathcal{H}^j} + V t - R) +
\]

The term inside the supremum on the right-hand side of (3.47) can be rewritten as

\[
\psi((1_j x)^{(j)}) - \psi(1_j x) - M(|x|_{\mathcal{H}^j} - R),
\]

where we used the definition of \( f_{j \to j'} \) in (3.35) and Lemma 3.3 (4). By (3.32) and Hölder’s inequality, we have

\[
|\psi((1_j x)^{(j)}) - \psi(1_j x)| \leq C |(1_j x)^{(j)} - 1_j x|_{L^1}^{2-p} |(1_j x)^{(j)} - 1_j x|_{L^1}^{2-p} \leq C |(1_j x)^{(j)} - 1_j x|_{L^1}^{2-p} |1_j x|_{L^1}^{2-p} \]

where we used Lemma 3.3 (2) and (5) in the last inequality. Setting \( J = |j| \) and \( J' = |j'| \), due to \( j' \geq j \) and \( j, j' \in \mathcal{J}_{\text{good}} \subset \mathcal{J}_{\text{mfj}} \), we know that there is \( N \in \mathbb{N} \) such that \( J' = J N \). Before estimating the \( L^1 \) norm, we remark that it suffices to assume \( D = 1 \), namely, \( 1_j x(s) \in \mathbb{R}_+ \) for each \( s \in [0, 1] \). Indeed, if \( D > 1 \), we can reduce the problem to the real-valued case by considering

\[
s \mapsto I_D \cdot 1_j x(s)
\]
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where $I_D$ is the $D \times D$ identity matrix. This reduction is valid due to $C^{-1}_K I_D \cdot a \leq |a| \leq C_D I_D \cdot a$ for every $a \in S^D_1$ and some constant $C_D > 0$. With this simplification clarified, we assume $D = 1$. Writing $j' = (t_1, t_2, \ldots, t_J)$ with $t_k = \frac{J}{k}$ and $j = (s_1, \ldots, s_J)$ with $s_m = \frac{J}{m}$, we can compute that

$$
|j' x - (1_j x) (j')|_{L_1} = \sum_{m=1}^{J} \sum_{k'=s_m-1}^{s_m} \left( t_k - t_{k-1} \right) \left| x_k - \frac{1}{s_m - s_{m-1}} \sum_{k'=s_m-1}^{s_m} (t_{k'} - t_{k'-1})x_{k'} \right|
$$

$$
= \sum_{m=1}^{J} \sum_{k'=s_m-1}^{s_m} \frac{1}{N} \left| x_k - \frac{1}{N} \sum_{k'=s_m-1}^{s_m} x_{k'} \right| \leq \frac{1}{N^{1/2}} \sum_{m=1}^{J} \sum_{k'=s_m-1}^{s_m} \left| x_k - x_{k'} \right|
$$

(3.49)

Let $B > 0$ be chosen later. Since $x_k \geq x_{k'} \geq 0$ for $k > k'$ due to $x \in C^J$, we have

$$
\frac{2}{N^{1/2}} \sum_{m=1}^{J} \sum_{k'=s_m-1}^{s_m} \left| x_k - x_{k'} \right| \left| x_{k'} \right| \leq \frac{2}{B} \sum_{m=1}^{J} \sum_{k'=s_m-1}^{s_m} \left| x_k \right| \left| x_{k'} \right|
$$

(3.50)

On the other hand, switching summations, we have

$$
\frac{2}{N^{1/2}} \sum_{m=1}^{J} \sum_{k'=s_m-1}^{s_m} \left| x_k - x_{k'} \right| \left| x_{k'} \right| \leq \frac{2}{B} \sum_{m=1}^{J} \sum_{k'=s_m-1}^{s_m} \left| x_k \right| \left| x_{k'} \right|
$$

Again using $x_k \geq x_{k'} \geq 0$ for $k > k'$ and setting $m^* = \max\{m \in \{1, \ldots, J\} : x_{(m-1)+r} \leq B\}$, we can see that

$$
\sum_{m=1}^{J} \left| x_{(m-1)+r} - x_{(m-1)+r} \right| \left| x_{(m-1)+r} \right| \leq \sum_{m=1}^{m^*} \left| x_{(m-1)+r} - x_{(m-1)+r} \right| \left| x_{(m-1)+r} \right|
$$

Here in the penultimate inequality, we also used the fact that $-x_{(m-1)+r} + x_{(m-2)+r} \leq 0$ because $N(m-1) + r' > N(m-2) + r$ due to $|r| < N$. Therefore,

$$
\sum_{m=1}^{J} \sum_{k'=s_m-1}^{s_m} \left| x_k - x_{k'} \right| \left| x_{k'} \right| \leq \frac{B}{J}.
$$

Inserting into (3.49) the above estimate combined with (3.50), and choosing $B = \sqrt{J} |x|_{H^J}$, we conclude that

$$
|(1_j x) (j') - 1_j x|_{L_1} \leq 3J^{-1/2} |x|_{H^J}.
$$

Plugging this into (3.48) yields

$$
f_{j' \rightarrow j'}(0, x) - f_{j' \rightarrow j'}(0, x) - M(|x|_{H^J} - R), \forall x \in C^J.
$$

Due to $f_{j' \rightarrow j'}(0, 0) = f_{j' \rightarrow j'}(0, 0)$, (3.45), and (3.46), the choice of $M = \psi_{0} + 1$ ensures that

$$
f_{j' \rightarrow j'}(0, x) - f_{j' \rightarrow j'}(0, x) - M(|x|_{H^J} - R), \leq 2 \psi_{0} + M|x|_{H^J} + MR = MR + |x|_{H^J}, \forall x \in C^J.
$$

These two estimates imply that the left-hand side of them is bounded by $CJ^{-1/2} MR$. Absorbing $M$ into $C$ and using (3.47), we arrive at

$$
\sup_{(t, x) \in \mathbb{R} \times C^J} f_{j' \rightarrow j'}(t, x) - f_{j' \rightarrow j'}(t, x) - M(|x|_{H^J} + Vt - R) \leq CJ^{-1/2} R.
$$

Replacing $R$ by $|x|_{H^J} + Vt$ for each $(t, x) \in \mathbb{R} \times C^J$, we obtain one bound for (3.42).
For the opposite bound, we again use (3.41) and Proposition 2.5 to get a result as in (3.47) with $f_j \to j'$ and $f_{j'}$ swapped. Then, the same arguments as above give the other bound to complete the proof of (3.42).

### 3.4. Limits of variational formulae.

Below, $f_j$ and $f$ are not assumed to be solutions. The following two propositions are only about the limits of variational formulae.

**Proposition 3.12** (Hopf-Lax formula in the limit). Suppose

- $\psi : \mathbb{C} \to \mathbb{R}$ is $\mathbb{C}^*$-increasing and continuous;
- $H : \mathcal{H} \to \mathbb{R}$ satisfies $H(\nu^{(j)}) \leq H(\nu)$ for every $\nu \in \mathbb{C}$ and every $j \in J_{\text{gen}}$;
- for each $j \in J_{\text{gen}}$, $f_j : \mathbb{R}_+ \times \mathbb{C} \to (-\infty, \infty]$ is given by
  \[ f_j(t, x) = \sup_{y \in \mathbb{C}} \inf_{z \in \mathbb{C}} \left\{ \psi^j(x + y) - \langle y, z \rangle_{\mathcal{H}_j} + tH_j(z) \right\}, \quad \forall (t, x) \in \mathbb{R}_+ \times \mathbb{C}_j. \]

If $\lim_{j \to J_{\text{gen}}} f_j^j(t, \mu)$ exists in $\mathbb{R}$ at some $(t, \mu) \in \mathbb{R}_+ \times \mathbb{C}$, then the limit is given by

\[ f(t, \mu) = \sup_{\nu \in \mathbb{C}} \inf_{\rho \in \mathbb{C}} \left\{ \psi(\mu + \nu) - \langle \nu, \rho \rangle_{\mathcal{H}} + tH(\rho) \right\}. \]

**Proof.** Using Lemma 3.3 (4) and Lemma 3.5 (3), we can rewrite

\[ f_j^j(t, \mu) = \sup_{y \in \mathbb{C}} \inf_{z \in \mathbb{C}} \left\{ \psi^j(y) - \langle y, z \rangle_{\mathcal{H}_j} + tH_j(z) \right\} \]

\[ = \sup_{\nu \in \mathbb{C}} \inf_{\rho \in \mathbb{C}} \left\{ \psi(\nu^{(j)}) - \langle \nu^{(j)}, \rho \rangle_{\mathcal{H}_j} + tH_j(\rho^{(j)}) \right\}. \]

By the assumption on $H$, we have $H(\rho^{(j)}) \leq H(\rho)$. Also, $\psi$ is $\mathbb{C}^*$-increasing and Lemma 3.5 (5) yields $\mu - \nu^{(j)} \in \mathbb{C}^*$. Using these, we obtain

\[ f_j^j(t, \mu) \leq \sup_{\nu \in \mathbb{C}} \inf_{\rho \in \mathbb{C}} \left\{ \psi(\mu + \nu) - \langle \nu, \rho \rangle_{\mathcal{H}} + tH(\rho) \right\} \leq f(t, \mu), \]

where the last inequality follows from $\{\nu^{(j)} : \nu \in \mathbb{C}\} \subset \mathbb{C}$. Passing $j$ to the limit, we get $\lim_{j \to J_{\text{gen}}} f_j^j(t, \mu) \leq f(t, \mu)$.

For the other direction, fixing any $\epsilon > 0$, we can find $\nu$ to satisfy

\[ f(t, \mu) \leq \epsilon + \psi(\mu + \nu) + \inf_{\rho \in \mathbb{C}} \left\{ -\langle \nu, \rho \rangle_{\mathcal{H}} + tH(\rho) \right\}. \]

Since $\psi$ is continuous, by Lemma 3.3 (7), we can find $j' \in J_{\text{gen}}$ such that, for all $j > j'$,

\[ f(t, \mu) \leq 2\epsilon + \psi(\mu^{(j)} + \nu^{(j)}) + \inf_{\rho \in \mathbb{C}} \left\{ -\langle \nu^{(j)}, \rho^{(j)} \rangle_{\mathcal{H}_j} + tH_j(\rho^{(j)}) \right\} \]

where we also used $\{\rho^{(j)} : \rho \in \mathbb{C}\} \subset \mathbb{C}$ to bound the infimum. Due to $\{\nu, \rho^{(j)}\}_{\mathcal{H}} = \{\nu^{(j)}, \rho\}_{\mathcal{H}}$ and (3.51), we get $f(t, \mu) \leq 2\epsilon + f_j^j(t, \mu)$ for all $j > j'$. Passing $j$ to the limit and then sending $\epsilon \to 0$, we obtain the matching bound, which completes the proof.

**Remark 3.13.** In Proposition 3.12, if we only change the condition on $H$ to

- $H : \mathcal{H} \cap L^\infty \to \mathbb{R}$ satisfies $H(\nu^{(j)}) \leq H(\nu)$ for every $\nu \in \mathbb{C} \cap L^\infty$ and every $j \in J_{\text{gen}}$,

then we can show

\[ f(t, \mu) = \sup_{\nu \in \mathbb{C} \cap L^\infty} \inf_{\rho \in \mathbb{C} \cap L^\infty} \left\{ \psi(\mu + \nu) - \langle \nu, \rho \rangle_{\mathcal{H}} + tH(\rho) \right\}. \]

The proof is almost verbatim, after one observes $C^j = p_j(\mathbb{C} \cap L^\infty)$ and $\{\mu^{(j)} : \mu \in \mathbb{C} \cap L^\infty\} \subset \mathbb{C} \cap L^\infty$.

**Proposition 3.14** (Hopf formula in the limit). Suppose

- $\psi : \mathbb{C} \to \mathbb{R}$ is $\mathbb{C}^*$-increasing;
- $H : \mathcal{H} \to \mathbb{R}$ is continuous;
- for each $j \in J_{\text{gen}}$, $f_j : \mathbb{R}_+ \times \mathbb{C}_j \to (-\infty, \infty]$ is given by
  \[ f_j(t, x) = \sup_{y \in \mathbb{C}} \inf_{z \in \mathbb{C}} \left\{ \psi^j(y) + \langle x - y, z \rangle_{\mathcal{H}_j} + tH_j(z) \right\}, \quad \forall (t, x) \in \mathbb{R}_+ \times \mathbb{C}_j. \]
If \( \lim_{j \in \mathcal{J}_{\text{gen}}} f_j^I(t, \mu) \) exists in \( \mathbb{R} \) at some \((t, \mu) \in \mathbb{R}_+ \times \mathcal{C}\), then the limit is given by
\[
f(t, \mu) = \sup_{\rho \in \mathcal{C}} \inf_{\nu \in \mathcal{C}} \left\{ \psi(\nu) + \langle \mu - \nu, \rho \rangle_{\mathcal{H}} + t\mathcal{H}(\rho) \right\}.
\]

**Proof.** We can express
\[
f_j^I(t, \mu) = \sup_{\rho \in \mathcal{C}} \inf_{\nu \in \mathcal{C}} \left\{ \psi(\nu(j)) + \langle \mu(j) - \nu(j), \rho(j) \rangle_{\mathcal{H}} + t\mathcal{H}(\rho(j)) \right\}.
\]
Fix any \((t, \mu)\). For \( \varepsilon > 0 \), we choose \( \rho \) such that
\[
f(t, \mu) \leq \varepsilon + \inf_{\nu \in \mathcal{C}} \left\{ \psi(\nu) + \langle \mu - \nu, \rho \rangle_{\mathcal{H}} + t\mathcal{H}(\rho) \right\}
\leq \varepsilon + \inf_{\nu \in \mathcal{C}} \left\{ \psi(\nu(j)) + \langle \mu(j) - \nu(j), \rho(j) \rangle_{\mathcal{H}} + t\mathcal{H}(\rho(j)) \right\}
\]
for all \( j \in \mathcal{J} \), where the last inequality follows from the fact that \( \{\nu(j) : \nu \in \mathcal{C}\} \subset \mathcal{C} \). Allowed by the continuity of \( \mathcal{H} \) and Lemma 3.3 (7), we can find \( j' \in \mathcal{J} \) such that for all \( j \geq j' \),
\[
\langle \mu, \rho \rangle_{\mathcal{H}} + t\mathcal{H}(\rho) \leq \varepsilon + \langle \mu(j'), \rho \rangle_{\mathcal{H}} + t\mathcal{H}(\rho(j')).
\]
Using this and the fact that \( \{\nu, \kappa(j)\}_{\mathcal{H}} = \{\nu(j), \kappa(j)\}_{\mathcal{H}} \) for all \( \nu, \kappa \in \mathcal{H} \), we get
\[
f(t, \mu) \leq 2\varepsilon + \inf_{\nu \in \mathcal{C}} \left\{ \psi(\nu(j)) + \langle \mu(j) - \nu(j), \rho(j) \rangle_{\mathcal{H}} + t\mathcal{H}(\rho(j)) \right\} \leq 2\varepsilon + f_j^I(t, \mu), \quad \forall j \geq j'.
\]
Passing \( j \) to the limit and sending \( \varepsilon \to 0 \), we obtain \( f(t, \mu) \leq \lim_{j \in \mathcal{J}_{\text{gen}}} f_j^I(t, \mu) \).

To see the converse inequality, fixing any \( \varepsilon > 0 \), we choose \( \rho_j \) for each \( j \in \mathcal{J} \), to satisfy
\[
f_j^I(t, \mu) \leq \varepsilon + \inf_{\nu \in \mathcal{C}} \left\{ \psi(\nu(j)) + \langle \mu(j) - \nu(j), \rho_j(j) \rangle_{\mathcal{H}} + t\mathcal{H}(\rho_j(j)) \right\}.
\]
On the other hand, it is clear from the definition of \( f(t, \mu) \) that
\[
f(t, \mu) \geq \inf_{\nu \in \mathcal{C}} \left\{ \psi(\nu) + \langle \mu - \nu, \rho(j) \rangle_{\mathcal{H}} + t\mathcal{H}(\rho(j)) \right\}
\geq \inf_{\nu \in \mathcal{C}} \left\{ \psi(\nu(j)) + \langle \mu(j) - \nu(j), \rho(j) \rangle_{\mathcal{H}} + t\mathcal{H}(\rho(j)) \right\}, \quad \forall j \in \mathcal{J},
\]
where in the last inequality we used \( \nu - \nu(j) \in \mathcal{C}^* \) (Lemma 3.5 (5)) and that \( \psi \) is \( \mathcal{C}^* \)-increasing. Hence, we get \( f(t, \mu) \geq f_j^I(t, \mu) - \varepsilon \). Passing \( j \) to the limit along \( \mathcal{J}_{\text{gen}} \) and sending \( \varepsilon \to 0 \), we get \( f(t, \mu) \geq \lim_{j \in \mathcal{J}_{\text{gen}}} f_j^I(t, \mu) \), completing the proof. \( \square \)

**Remark 3.15.** In Proposition 3.14, if we only change the condition on \( \mathcal{H} \) to
- \( \mathcal{H} : \mathcal{H} \cap L^\infty \to \mathbb{R} \) is continuous (in the topology of \( \mathcal{H} \)),
then, by using \( \mathcal{C}^j = \mathcal{P}_j(\mathcal{C} \cap L^\infty) \), we modify the above proof to show
\[
f(t, \mu) = \sup_{\rho \in \mathcal{C} \cap L^\infty} \inf_{\nu \in \mathcal{C} \cap L^\infty} \left\{ \psi(\nu) + \langle \mu - \nu, \rho \rangle_{\mathcal{H}} + t\mathcal{H}(\rho) \right\}.
\]

### 3.5. Weak boundary
It can be checked that \( \mathcal{C} \) has an empty interior in \( \mathcal{H} \). Therefore, the boundary of \( \mathcal{C} \) is equal to \( \mathcal{C} \). On the other hand, for each \( j \in \mathcal{J} \), the interior of \( \mathcal{C}^j \) is not empty. We denote its boundary by \( \partial \mathcal{C}^j \).

**Lemma 3.16 (Characterizations of \( \partial \mathcal{C}^j \)).** Let \( j \in \mathcal{J} \) and \( x \in \mathcal{C}^j \). Then, the following are equivalent:

1. \( x \in \partial \mathcal{C}^j \);
2. there is \( y \in (\mathcal{C}^j)^* \setminus \{0\} \) such that \( \langle x, y \rangle_{\mathcal{H}} = 0 \);
3. there is \( k \in \{1, 2, \ldots, j\} \) such that \( x_k = x_{k-1} \).

For (3), recall our convention that \( x_0 = 0 \).

**Proof.** First, we show that (3) implies (2). Let \( I_D \) be the \( D \times D \) identity and matrix. If \( k > 1 \), we set \( y_k = \frac{1}{t_k - t_{k-1}} I_D \), \( y_{k-1} = -\frac{1}{t_k - t_{k-1}} I_D \), and \( y_i = 0 \) for all \( i \in \{1, 2, \ldots, j\} \setminus \{k-1, k\} \). If \( k = 1 \), we set \( y_1 = I_D \) and \( y_i = 0 \) otherwise. By Lemma 3.4 (1), we have \( y \in (\mathcal{C}^j)^* \). It is also clear that \( y \neq 0 \) and \( \langle x, y \rangle_{\mathcal{H}} = 0 \), verifying (2).
Next, we show that (2) implies (1). Assuming (2), we suppose that \( x \) is in the interior. Then, there is \( \epsilon > 0 \) sufficiently small such that \( x - \epsilon y \in C^j \), which implies that \( (x - \epsilon y, y)_{\mathcal{H}} \geq 0 \). However, by assumption (2), we must have \( -\epsilon y^2_{\mathcal{H}} \geq 0 \) and thus \( y = 0 \), reaching a contradiction.

Finally, we show that (1) implies (3). Assuming (1), we suppose that (3) is not true. Since the coordinates of \( x \) are increasing, we can find \( \delta > 0 \) such that \( x_k \geq \delta I_D + x_{k-1} \) for all \( k \). By the finite dimensionality, there is a constant \( C > 0 \) such that

\[
y_k - C \epsilon I_D \leq x_k \leq y_k + C \epsilon I_D
\]

for every \( y \in \mathcal{H} \) satisfying \( |y - x|_{\mathcal{H}} \leq \epsilon \), for every \( \epsilon > 0 \) and every \( k \in \{1, 2, \ldots, |j|\} \). Choosing \( \epsilon \) sufficiently small, we can see that, for such \( y \), we have \( y_k \geq y_{k-1} \) for all \( k \), namely \( y \in C^j \), which contradicts (1).

The equivalence between (1) and (2) holds for more general cones in finite dimensions. It is thus natural to define a weak notion of boundary for \( C \).

**Definition 3.17.** The weak boundary of \( C \) denoted by \( \partial_w C \) is defined by

\[ \partial_w C = \{ \mu \in C : \exists \epsilon > 0, \, \{ \mu \epsilon_{\mathcal{H}} = 0 \} \}. \]

When \( D = 1 \), for every \( \mu \in C \), since \( \mu \) is increasing, we have that \( \mu \) is differentiable a.e. and we denote its derivative by \( \dot{\mu} \). If \( D > 1 \), we can choose a basis for \( S^D \) consisting of elements in \( S^0 \). For each \( a \) from the basis, the derivative of \( s = a \cdot \mu(s) \) exists a.e. We can use these to define \( \dot{\mu} \). We define the essential support of an \( S^D \)-valued function on \( [0, 1] \) as the smallest closed set relative to \( [0, 1] \), outside which the function is zero a.e.

**Lemma 3.18** (Characterization of \( \partial_w C \)). For \( \mu \in C \), it holds that \( \mu \in \partial_w C \) if and only if the essential support of \( \dot{\mu} \) is not \([0, 1]\).

**Proof.** Let \( \mu \in C \). By adding a constant, we may assume \( \mu(0) = 0 \). For any fixed \( \iota \in C^* \), we set \( \kappa : [0, 1] \rightarrow \mathbb{R} \) by \( \kappa(t) = \int_0^t \iota(s) ds \). Then, \( \kappa \) is continuous, nonnegative (by Lemma 3.4 (2)), and differentiable with its derivative is given by \(-\iota \). Since \( \mu(0) = 0 \) and \( \lim_{t \to 1} \kappa(t) = 0 \), by integration by parts, we have that

\[ \langle \mu, \iota \rangle_{\mathcal{H}} = \int_0^1 \kappa(s) \dot{\mu}(s) ds. \]

First, suppose that the essential support of \( \dot{\mu} \) is \([0, 1]\). Let \( \iota \) be nonzero and thus also is \( \kappa \). Then, the integral above is positive, and thus \( \mu \notin \partial_w C \). For the other direction, suppose that the essential support of \( \dot{\mu} \) is a strict subset of \([0, 1]\). This implies the existence of a nonempty open set \( O \subset [0, 1] \) on which \( \dot{\mu} \) vanishes. We then choose a nonnegative and smooth \( \kappa \) such that \( \kappa > 0 \) only on a subset of \( O \). Setting \( \iota = -\kappa \), we clearly have \( \iota \in C^* \setminus \{0\} \). In this case, the integral in the above display is zero, implying \( \mu \notin \partial_w C \).

It is thus tempting to use \( \partial_w C \) as a more suitable notion of boundary. However, it is still not optimal, due to the following immediate consequence of Lemma 3.18.

**Lemma 3.19.** For \( j \in \mathfrak{J} \), then \( 1_j x \in \partial_w C \) for every \( x \in C^j \); and \( \mu^{(j)} \in \partial_w C \) for every \( \mu \in C \).

In other words, any point from \( C^j \) is lifted to the boundary of \( C \), no matter whether it is in the interior of \( C^j \) or not. The following lemma could potentially be a remedy.

**Lemma 3.20.** If \( x \in C^j \setminus \partial C^j \), then there is \( \mu \in C \setminus \partial_w C \) such that \( p_j \mu = x \).

**Proof.** By the equivalence between (1) and (3) in Lemma 3.16, we can find \( \delta > 0 \) such that \( x_k - x_{k-1} \geq \delta I_D \) for all \( k \), where \( I_D \) is the \( D \times D \) identity matrix. Then, we define \( \mu : [0, 1] \rightarrow S^D \) by

\[
\mu(s) = \epsilon I_D \left( s - \frac{t_k + t_{k-1}}{2} \right) + x_k, \quad \text{if } s \in [t_{k-1}, t_k),
\]

for \( \epsilon > 0 \). It is straightforward to check that \( p_j \mu = x \). By choosing \( \epsilon > 0 \) sufficiently small, we can ensure that \( \mu \) is strictly increasing on \([0, 1]\). Hence, Lemma 3.18 implies that \( \mu \in C \setminus \partial_w C \). \( \Box \)
The applications of these results are still unclear to us. So, we leave them for future investigations.

4. APPLICATION TO THE SPIN GLASS SETTING

We start by presenting a general vector spin glass model. We describe the external field indexed by a monotone probability measure. Then, we review the geometry of the space of monotone probability measures, which leads to an isometry between it and $\mathcal{C}$ in (3.3). These parts are not needed in the study of the equation (1.1) but serve as motivation for our ensuing definition of viscosity solutions of (1.1). Then, we move towards establishing the precise version of Theorem 1.1. After that, we show that different notions of solutions of (1.1) considered in [42, 44, 41, 43] are in fact viscosity solutions.

4.1. Mean-field spin glass models. We follow the setting in [43] which encompasses a wide class of mean-field vector spin models. Recall that $D$ is a positive integer. For each $N \in \mathbb{N}$, let $\mathcal{H}_N$ be a finite-dimensional Hilbert space. Let $P_N$ be a probability measure on $\mathcal{H}_N$ supported on the closed centered ball in $\mathcal{H}_N$ with radius $\sqrt{N}$. We interpret $\mathcal{H}_N$ as the state space of spin configurations $\sigma = (\sigma_d)_{d \in \mathbb{R}^D}$, where each $\sigma_d$ lies in $\mathcal{H}_N$, and $P_N$ as the reference measure to distribute $\sigma$.

Let $\xi : \mathbb{R}^D \to \mathbb{R}$ be locally Lipschitz. For each $N \in \mathbb{N}$, we assume the existence of a centered Gaussian field $(H_N(\sigma))_{\sigma \in \mathcal{H}_N}$ with covariance

$$E[H_N(\sigma)H_N(\tau)] = N \xi \left( \frac{\sigma^T \tau}{N} \right), \quad \forall \sigma, \tau \in \mathcal{H}_N,$$

where the $D \times D$ real-valued matrix $\sigma \tau^T$ is given by

$$\sigma \tau^T = \left( (\sigma_d, \tau_d)_{\mathcal{H}_N} \right)_{d \in \mathbb{R}^D, d' \in \mathbb{R}^D}.$$

We interpret $H_N(\sigma)$ as the random Hamiltonian of the $\mathcal{H}_N$-valued spin configuration $\sigma$. Examples of $\xi$ and $H_N(\sigma)$ are given in [43, Section 6].

Example. The Sherrington–Kirkpatrick Model corresponds to $D = 1$, $\mathcal{H}_N = \mathbb{R}^N$, $\xi(r) = \beta r^2$ for some $\beta \geq 0$, and $P_N$ uniform on $\{-1, 1\}^N$. The Hamiltonian can be expressed as

$$H_{SK}^N(\sigma) = \frac{1}{\sqrt{N}} \sum_{i,j=1}^{N} g_{ij} \sigma_i \sigma_j, \quad \forall \sigma \in \mathbb{R}^N,$$

where $\{g_{ij}\}_{1 \leq i, j \leq N}$ is a collection of independent standard Gaussian random variables.

Back to the general setting, in addition to the Hamiltonian $H_N(\sigma)$, we want to add an external field parameterized by $\mathcal{P}_1$, the set of monotone probability measures on $\mathcal{H}_N$ with finite first moments. This set will be defined in the next subsection. Here, we present the construction of the external field associated with a discrete $\varrho \in \mathcal{P}_1$ in [43]. Using the isometry to be introduced in (4.5), one can check that $\varrho$ has the form

$$\varrho = \sum_{k=0}^{K} (\zeta_{k+1} - \zeta_k) \delta_{q_k},$$

for some $K \in \mathbb{N}$, where $\zeta_0, \ldots, \zeta_{K+1} \in \mathbb{R}$ satisfy $0 = \zeta_0 < \zeta_1 < \cdots < \zeta_{K+1} = 1$ and $q_0, \ldots, q_K \in \mathcal{H}_N$ satisfy $0 \leq q_0 < q_1 < \cdots < q_K < 1$. For convenience, we also set $q_{-1} = 0$.

Then, let $\mathcal{A} = \mathbb{N}^0 \cup \mathbb{N}^1 \cup \cdots \cup \mathbb{N}^K$ be a rooted tree with countably infinite degrees and depth $K$, where $\mathbb{N}^0 = \{\emptyset\}$ contains the root. For each leaf $\alpha \in \mathbb{N}^K$, writing $\alpha = (n_1, n_2, \ldots, n_K)$, we denote the path from the root to $\alpha$ by $p(\alpha) = (\emptyset, (n_1), (n_1, n_2), \ldots, (n_1, n_2, \ldots, n_K))$. For each node $\beta \in \mathcal{A}$, we set $|\beta|$ to be its depth satisfying $\beta \in \mathbb{N}^{|\beta|}$.

Associated with the sequence $(\zeta_k)_{k=0}^{K+1}$, there exists a family of random nonnegative weights $(\nu_\alpha)_{\alpha \in \mathbb{N}^K}$ (see [46, (2.46)]), called the Poisson–Dirichlet cascade, indexed by the leaves of $\mathcal{A}$. The construction and properties can be seen in [46, Chapter 2]. Since $\sum_{\alpha \in \mathbb{N}^K} \nu_\alpha = 1$ almost surely, we can view $(\nu_\alpha)_{\alpha \in \mathbb{N}^K}$ as a random probability measure on the leaves of $\mathcal{A}$. One can embed $\mathcal{A}$ into the unit sphere of a Hilbert space and interpret $(\nu_\alpha)_{\alpha \in \mathbb{N}^K}$ as a random probability measure supported...
on an ultrametric set. Again, we refer to [46, Chapter 2] for the detail. We take \((\nu_n)_{n \in \mathbb{N}}\) to be independent of \((H_N(\sigma))_{\sigma \in \mathbb{R}^D}\).

Let \((z_\beta)_{\beta \in A}\) be a family of independent standard \(\mathcal{N}^D\)-valued Gaussian vectors, which can be defined through an isometry between \(\mathcal{N}^D\) and a Euclidean space. Then, we define the centered \(\mathcal{N}^D\)-valued Gaussian process \(\{w^\beta(\alpha)\}_{\alpha \in \mathbb{N}}\) by

\[
\sum_{\beta \in \mathbb{N}} \sqrt{\eta_{|\beta|}} z_\beta.
\]

Here, the square root is taken on matrices in \(\mathbb{R}^D\). For \(a \in \mathbb{R}^{D \times D}\) and \(h = (h_d)_{d=1}^D \in \mathcal{N}^D\), we understand \(ah = \left(\sum_{d=1}^D a_d \cdot h_d\right)_{d=1}^D \in \mathcal{N}^D\). For \(h, h' \in \mathcal{N}^D\), we denote the inner product between them by \(h \cdot h'\).

For \(t \geq 0\) and \(\varrho\) of form (4.2), we define

\[
F_N(t, \varrho) = -\frac{1}{N} \sum_{\alpha \in \mathbb{N}} \nu_\alpha \int \exp \left( \sqrt{2t} H_N(\sigma) - N t \xi \left( \frac{\sigma^\top}{N} \right) \right) dP_N(\sigma).
\]

We also set \(\mathcal{F}_N(t, \varrho) = \mathbb{E} F_N(t, \varrho)\) where \(\mathbb{E}\) integrates all randomness. Notice that \(N \xi(\sigma \sigma^\top / N)\) is the variance of \(H_N(\sigma)\) and \(\sigma \cdot q \sigma\) is the variance of \(w(\alpha) \cdot \sigma\). These terms are added to ensure that the exponential term has an expectation equal to one. It is proved in [43, Proposition 3.1] that, for each fixed \(t\), \(\mathcal{F}_N(t, \cdot)\) is Lipschitz in \(\mathcal{P}_1\) (with metric defined below). Hence, we can extend \(\mathcal{F}_N\) by continuity to \(\mathbb{R}_+ \times \mathcal{P}_1\).

### 4.2. Monotone probability measures and isometry.

A probability measure \(\varrho\) on \(\mathcal{N}^D\) is said to be monotone, if

\[
\mathbb{P} \{ a \cdot X < a \cdot X' \text{ and } b \cdot X > b \cdot X' \} = 0, \quad \forall a, b \in \mathcal{N}^D,
\]

where \(X\) and \(X'\) are two independent \(\mathcal{N}^D\)-valued random variables with the same law \(\varrho\). We denote the collection of such probability measures by \(\mathcal{P}_1\).

For \(p \in [1, \infty)\), denote by \(\mathcal{P}_1^p\) the restriction of \(\mathcal{P}_1\) to those probability measures with finite \(p\)-th moments. We equip \(\mathcal{P}_1^p\) with the \(p\)-Wasserstein metric \(d_p\) given by

\[
d_p(\varrho, \vartheta) = \inf_{\pi \in \Pi(\varrho, \vartheta)} \left( \int |x - y|^p \pi(dx, dy) \right)^{\frac{1}{p}}, \quad \forall \varrho, \vartheta \in \mathcal{P}_1^p,
\]

where \(\Pi(\varrho, \vartheta)\) is collection of all couplings of \(\varrho, \vartheta\). Here, a probability measure \(\pi\) on \(\mathcal{N}^D \times \mathcal{N}^D\) is said to be a coupling of \(\varrho, \vartheta\) if the first marginal of \(\pi\) is \(\varrho\) and its second marginal is \(\vartheta\).

We want to embed \(\mathcal{P}_1^p\) isometrically onto the cone \(\mathcal{C}\) given in (3.3) with the ambient Hilbert space \(\mathcal{H}\) in (3.2). Throughout this section, let \(U\) be the random variable distributed uniformly over \([0, 1]\). By [43, Propositions 2.4 and 2.5], the map \(\mu \mapsto \tilde{\mu}\) given by

\[
\begin{align*}
\mathcal{C} & \rightarrow \mathcal{P}_1^p \\
\mu & \mapsto \tilde{\mu} = \text{Law}(\mu(U))
\end{align*}
\]

is an isometric bijection. Moreover, we have

\[
d_p(\varrho, \vartheta) = |\varrho - \vartheta|_{L^p} = \left( \mathbb{E} \left[ ||\varrho(U) - \vartheta(U)||^p \right] \right)^{\frac{1}{p}}, \quad \forall \varrho, \vartheta \in \mathcal{P}_1^p, \quad \forall p \in [2, \infty),
\]

where \(\varrho\) is the inverse of \(\varrho\) under (4.5) and the same for \(\vartheta\). For \(g : \mathcal{P}_1^2 \rightarrow \mathbb{R}\) and \(f : \mathbb{R}_+ \times \mathcal{P}_1^2 \rightarrow \mathbb{R}\), the actions of the isometry on them are given by

\[
\begin{align*}
g : \mathcal{C} & \rightarrow \mathbb{R} \\
\mu & \mapsto g(\tilde{\mu}) \\
f : \mathbb{R}_+ \times \mathcal{C} & \rightarrow \mathbb{R} \\
(t, \mu) & \mapsto f(t, \tilde{\mu}).
\end{align*}
\]
4.3. Interpretation of the equation. We give an informal discussion on how to interpret the equation (1.1) using the isometry. We start by clarifying the meaning of \( \partial_\vartheta \). For \( g : \mathcal{P}_2^1 \to \mathbb{R} \) and any fixed \( \varrho \), in a fashion as in [2, Chapter 10], we view \( \partial_\varrho g \) as the element in \( L^2(\langle S^D_+, \varrho \rangle; S^D) \) satisfying

\[
g(\varrho) - g(\varrho) = \int_{S^D} \partial_\varrho g \cdot (t^{\varrho - \vartheta} - i) d\varrho + o(d_2(\varrho, \vartheta))
\]
as \( \vartheta \to \varrho \) in \( \mathcal{P}_2^1 \), where \( i \) is the identity map on \( S^D \) and \( t^{\varrho - \vartheta} : S^D_+ \to S^D_+ \) is the optimal transport map. More precisely, the pushforward of \( \varrho \) by \( (i, t^{\varrho - \vartheta}) \) is the optimal coupling of \( (\varrho, \vartheta) \), namely, the law of \( (\tilde{\varrho}(U), \tilde{\varphi}(U)) \). Hence, expressing \( \partial_\varrho g \) as a map from \( S^D_+ \) to \( S^D_+ \), we can rewrite

\[
\int_{S^D} \partial_\varrho g \cdot (t^{\varrho - \vartheta} - i) d\varrho = E \left[ (\partial_\varrho g \circ \tilde{\varrho}(U)) \cdot (\tilde{\varphi}(U) - \tilde{\varrho}(U)) \right] = \{ \partial_\varrho g \circ \tilde{\varrho}, \tilde{\varphi} - \tilde{\varrho} \}_{\mathcal{H}}.
\]

On the other hand, in view of Definition 1.2 (3) and the isometry (4.5), the differential \( \nabla \tilde{g} \) of \( \tilde{g} \) at \( \tilde{\varrho} \) satisfies

\[
\nabla \tilde{g}(\tilde{\varrho}) - \nabla \tilde{g}(\varrho) = \{ \nabla \tilde{g}(\varrho), \tilde{\varphi} - \tilde{\varrho} \}_{\mathcal{H}} + o(d_2(\varrho, \vartheta)),
\]
as \( \vartheta \to \varrho \). Comparing this with the previous two displays, we get

\[
\partial_\varrho g \circ \tilde{\varrho} = \nabla \tilde{g}(\varrho)
\]
in \( \mathcal{H} \). Therefore, the first-order calculus on \( \mathcal{P}_2^1 \) is the same as that on \( \mathcal{C} \).

Then, we can rewrite the nonlinearity in (1.1) as

\[
\int \xi(\partial_\varrho g) d\varrho = E \left[ \xi(\partial_\varrho g \circ \tilde{\varrho}(U)) \right] = \int \xi(\nabla \tilde{g}(\varrho))
\]
where \( \int_0^1 \xi(\nabla \tilde{g}(\varrho)) = \int_0^1 \xi(\kappa) d\kappa \) by viewing \( \nabla \tilde{g}(\varrho) \) as a function \( \kappa \) in \( \mathcal{H} \). Hence, the equation (1.1) can be viewed as

\[
(4.6) \quad \partial_t \tilde{f} - \int_0^1 \xi(\nabla \tilde{f}) = 0, \quad \text{on } \mathbb{R}^+ \times \mathcal{C}.
\]

We do not attempt to make the above informal discussion rigorous and only hope to motivate our choice of interpreting (1.1) as (4.6) by an application of the isometry.

4.4. Definition of solutions. Since it is cumbersome to write out the isometry (4.5), henceforth, we identify every element in \( \mathcal{P}_2^1 \) with its preimage in \( \mathcal{C} \) and we work directly with elements in \( \mathcal{C} \). Hence, we view the enriched free energy \( \tilde{F}_N \) as a function \( (t, \mu) \to \tilde{F}_N(t, \mu) \) on \( \mathbb{R}^+ \times \mathcal{C} \). Also, we can drop the hat in (4.6) and view it as in (1.2).

For technical reasons, we need a regularized version of \( \xi \). Recall the definition of being increasing along a cone in (1.5). A function \( g : S^D_+ \to \mathbb{R} \) is said to be proper if \( g \) is \( S^D_+ \)-increasing and, for every \( b \in S^D_+ \), the function \( S^D_+ \ni a \mapsto g(a + b) - g(a) \) is \( S^D_+ \)-increasing.

**Definition 4.1.** A function \( \tilde{\xi} : S^D_+ \to \mathbb{R} \) is said to be a regularization of \( \xi : \mathbb{R}^{D \times D} \to \mathbb{R} \) in (4.1) if

1. \( \tilde{\xi} \) coincides with \( \xi \) on the intersection between \( S^D_+ \) and the closed unit ball in \( S^D_+ \);
2. \( \tilde{\xi} \) is Lipschitz and proper;
3. \( \tilde{\xi} \) is convex, if, in addition, \( \xi \) is convex on \( S^D_+ \).

For any regularization \( \xi \), we define the function \( H : \mathcal{H} \to \mathbb{R} \) by

\[
H(\kappa) = \inf \left\{ \int_0^1 \tilde{\xi}(\mu(s)) ds : \mu \in \mathcal{C} \cap (\kappa + \mathcal{C}^\ast) \right\}, \quad \forall \kappa \in \mathcal{H}.
\]

We study the properties of \( H \) in the next subsection. Recall the definition of viscosity solutions in Definition 1.4.

**Definition 4.2 (Viscosity solutions of (1.1)).** Assume that \( \xi : \mathbb{R}^{D \times D} \to \mathbb{R} \) is locally Lipschitz and \( \xi|_{S^D_+} \) is proper. A function \( f : \mathbb{R}^+ \times \mathcal{C} \to \mathbb{R} \) is said to be a viscosity subsolution (respectively,
supersolution) of (1.1), if there is a regularization \( \bar{\xi} \) such that \( f \) is a viscosity subsolution (respectively, supersolution) of \( \text{HJ}(\mathcal{H}, \mathcal{C}, \mathcal{H}) \), namely,
\[
\partial_t f - H(\nabla f) = 0, \quad \text{on } \mathbb{R}_+ \times \mathcal{C}
\]
for \( \mathcal{H}, \mathcal{C}, \mathcal{H} \) given in (3.2), (3.3), (4.7), respectively. The function \( f \) is said to be a \textit{viscosity solution} of (1.1) if \( f \) is both a subsolution and a supersolution.

In Lemma 4.3 below, we show that the assumption on \( \xi \) guarantees the existence of \( \bar{\xi} \). As a corollary of the main theorem to be stated, we will see that \( f \) does not depend on the choice of \( \bar{\xi} \).

In other words, we can define \( f \) to be the function that solves \( \text{HJ}(\mathcal{H}, \mathcal{C}, \mathcal{H}) \) for every choice of \( \bar{\xi} \).

4.5. Properties of regularization and nonlinearity.

4.5.1. Comments on the regularization. Let us justify the condition (1) in Definition 4.1 in the spin glass setting. It is expected that \( (t, \varrho) \mapsto \mathcal{F}_N(t, \varrho) \) converges as \( N \to \infty \) to a solution of (1.1), at least when \( \xi \) is convex on \( S^D \). Due to our assumption on the support of \( P_N \), it has been shown in [43, Proposition 3.1] that
\[
(\mathcal{F}_N(t, \mu) - \mathcal{F}_N(t, \nu)) \leq E[\mu(U) - \nu(U)] = |\mu - \nu|_{L^1}, \quad \forall t \geq 0, \quad \forall \mu, \nu \in \mathcal{C}, \quad \forall N \in \mathbb{N}.
\]
Hence, \( |\nabla \mathcal{F}_N(t, \mu)|_{L^\infty} \leq 1 \) for every \( N, t, \mu \). Passing to the limit, the same bound is expected to hold for \( f \). In view of (1.2), this means that only values of \( \xi \) on the closed unit ball of \( S^D \) matter. In addition, by [43, Proposition 3.8], for every \( N \) and \( t \),
\[
(\mathcal{F}_N(t, \cdot)) \in C^*\text{-increasing}
\]
which by the duality of cones implies \( \nabla \mathcal{F}_N(t, \mu) \in \mathcal{C} \) for every \( \mu \in \mathcal{C} \). Passing to the limit, we expect \( \nabla f \in \mathcal{C} \) everywhere. Hence, only values of \( \xi \) on \( S^D \) matter. Therefore, condition (1) can be justified.

4.5.2. Existence of regularization. Since \( \xi \) is the covariance function of a Gaussian field, there are many structures to exploit. Under the assumption that \( \xi \) admits a convergent power series expansion, [43, Propositions 6.4 and 6.6] yield that \( \xi \) is proper when restricted to \( S^D \). The following lemma guarantees the existence of \( \bar{\xi} \).

**Lemma 4.3.** If \( \xi : \mathbb{R}^{D \times D} \to \mathbb{R} \) is locally Lipschitz and \( \xi|_{S^D} \) is proper, then there exists a regularization \( \bar{\xi} \) of \( \xi \).

**Proof.** We follow the construction in [43, Proposition 6.8]. There, the definition of regularizations only requires (1) and (2). Here, we verify that \( \bar{\xi} \) constructed is convex if \( \xi \) is so. For \( r > 0 \), we set \( B_r(a) = \{ a \in S^D : \text{tr}(a) \leq r \} \). Then, all \( a \in S^D \) with entries in \([-1, 1]\) belong to \( B_r(D) \). In particular, \( B_r(D) \) contains the closed unit ball intersected with \( S^D \). For every \( a \in S^D \), we denote by \( |a|_\infty \) the largest eigenvalue of \( a \). Setting \( L = \|\nabla \xi|_{\infty} \|_{L^\infty(B_r(2D))} \), we define, for every \( a \in S^D \),
\[
\bar{\xi}(a) = \begin{cases} 
\xi(a) \vee (\xi(0) + 2L(\text{tr}(a) - D)), & \text{if } a \in B_r(2D), \\
\xi(0) + 2L(\text{tr}(a) - D), & \text{if } a \notin B_r(2D).
\end{cases}
\]
Since \( \xi \) is proper, we have \( \xi(0) \geq \xi(0) + 2L(\text{tr}(a) - D) \) for all \( a \in B_r(D) \). Hence, \( \bar{\xi} \) coincides with \( \xi \) on matrices with entries in \([-1, 1]\), verifying (1). Note that \( \bar{\xi} \) is continuous on \( \{ a \in S^D : \text{tr}(a) = 2D \} \). Then, it is easy to check that \( \bar{\xi} \) is Lipschitz. Due to the choice of \( L \), we can also see that the gradient of \( \bar{\xi} \) is increasing and thus \( \bar{\xi} \) is proper, verifying (2).

Now, assuming that \( \xi \) is convex on \( S^D \), we show that \( \bar{\xi} \) is also convex. If \( a, b \in B_r(2D) \) or \( a, b \notin B_r(2D) \), it is easy to check that
\[
\bar{\xi}(la + (1 - \lambda)b \leq \lambda \bar{\xi}(a) + (1 - \lambda)\bar{\xi}(b), \quad \forall \lambda \in [0, 1].
\]
Then, we consider \( a \in B_r(2D) \) and \( b \notin B_r(2D) \). If \( \lambda \) satisfies \( \lambda a + (1 - \lambda)b \notin B_r(2D) \), then (4.10) holds. Now, let \( \lambda \) be such that \( \lambda a + (1 - \lambda)b \in B_r(2D) \). There is \( \gamma \in [0, \lambda] \) such that \( c = \gamma a + (1 - \gamma)b \) satisfies \( \text{tr}(c) = 2D \). Then, for \( \alpha = \frac{1 - \gamma}{1 - \lambda} \), we have \( \alpha a + (1 - \alpha)c = \lambda a + (1 - \lambda)b \). Since \( \bar{\xi} \) is convex on
let the left-hand side of (4.10) is bounded from above by \( \alpha \tilde{\xi}(a) + (1 - \alpha) \tilde{\xi}(c) \).

On the other hand, using \( \tilde{\xi}(c) = \xi(0) + 2L(\text{tr}(c) - D) \) and the definition of \( \tilde{\xi} \), we have \( \tilde{\xi}(c) \leq \gamma \tilde{\xi}(a) + (1 - \gamma) \tilde{\xi}(b) \). Combining these and using the choice of \( \alpha \), we recover (4.10), verifying (3). \( \square \)

**Remark 4.4.** By a straightforward modification of the above proof, for any \( r \geq 1 \), we can construct a regularization \( \tilde{\xi} \) of \( \xi \) that coincides with \( \xi \) on a centered closed ball with radius \( r \) intersected with \( S^0_D \).

### 4.5.3. Properties of \( H \)

**Lemma 4.5.** Let \( H \) be given in (4.7). Then, the following hold:

1. \( H(\mu) = \int_0^1 \tilde{\xi}(\mu(s)) \, ds \) for every \( \mu \in C \);
2. \( H \) is \( C^* \)-increasing;
3. \( H \) is Lipschitz;
4. \( H \) is bounded below;
5. if \( \xi \) is convex on \( S^0_D \), then \( H \) is convex and satisfies \( H(\xi^{(j)}) \leq H(i) \) for every \( j \in \mathfrak{J} \) and every \( i \in R \).

**Proof.** We set \( H(\xi)(\mu) = \int_0^1 \tilde{\xi}(\mu(s)) \, ds \) for every \( \mu \in C \).

Part (1). We first show that \( H(\xi) \) is \( C^* \)-increasing on \( C \). We argue that it suffices to show \( H(\xi)_j \) is \((C^j)^*\)-increasing on \( C^j \), where \( H(\xi)_j \) is the \( j \)-projection of \( H(\xi) \). Indeed, for \( \mu, \nu \in C \) satisfying \( \mu - \nu \in C^* \), we have \( H(\xi)(\mu^{(j)}) - H(\xi)(\nu^{(j)}) = H(\xi)(\mu) - H(\xi)(\nu) \). Due to Lemma 3.5 (4), we have \( p_j \mu - p_j \nu \in (C^j)^* \). Hence, \( H(\xi)(\mu^{(j)}) - H(\xi)(\nu^{(j)}) \geq 0 \) for every \( j \in \mathfrak{J} \). Passing to the limit along some \( \mathfrak{J}_{\text{gen}} \), and using Lemma 3.3 (7) and the continuity of \( H(\xi) \) to conclude that \( H(\xi)(\mu) - H(\xi)(\nu) \geq 0 \).

With this explained, we show that \( H(\xi)_j \) is \((C^j)^*\)-increasing. First, let us assume that \( \tilde{\xi} \) is differentiable everywhere. Since for every \( x \in C^j \), \( H(\xi)(x) = \sum_{k=1}^{\lfloor j \rfloor} (t_k - t_{k-1}) \tilde{\xi}(x_k) \), we have (recall the inner product on \( H^j \) given in (3.7))

\[
\nabla_j H(\xi)(x) = (\nabla \tilde{\xi}(x_k))_{k=1,2,...,\lfloor j \rfloor}, \quad \forall x \in C^j.
\]

Here, \( \nabla_j \) denotes the gradient of functions defined on subsets of \( H^j \) and \( \nabla \) on \( S^0_D \). Since \( \tilde{\xi} \) is proper, the above display implies \( \nabla_j H(\xi)(x) \in C^j \). For any \( x, y \) satisfying \( x - y \in (C^j)^* \), we have

\[
H(\xi)(x) - H(\xi)(y) = \int_0^1 \left( \nabla_j H(\xi)(sx + (1 - s)y), x - y \right)_{H^j} \, ds \geq 0,
\]

where we used the definition of dual cones to deduce that the integrand is nonnegative. Hence, \( H(\xi)_j \) is \((C^j)^*\)-increasing. The same can be deduced in general via a mollification argument.

Having shown that \( H(\xi)_j \) is \((C^j)^*\)-increasing, we return to the proof. Let \( \mu \in C \). By the definition of \( H \), we clearly have \( H(\mu) \leq H(\xi)(\mu) \). On the other hand, for every \( \nu \in C \cap (\mu + C^*) \), the monotonicity of \( H(\xi)_j \) implies that \( H(\xi)(\mu) \leq H(\xi)(\nu) \). Taking infimum in \( \nu \), we obtain \( H(\xi)(\mu) \leq H(\xi)(\nu) \), verifying (1).

Part (2). Let \( i, \kappa \in H \) satisfy \( i - \kappa \in C^* \). For every \( \mu \in C \cap (i + C^*) \), it is immediate that \( \mu \in C \cap (\kappa + C^*) \), implying \( H(\xi)(\mu) \geq H(\kappa) \). Taking infimum over \( \mu \in C \cap (\kappa + C^*) \), we obtain (2).

Part (3). Fix any \( i, i' \in H \). Let \( \nu \) be the projection of \( i - i' \) to \( C \). Since \( C \) is closed and convex, we have

\[
\langle i - i' - \nu, \rho - \nu \rangle_H \leq 0, \quad \forall \rho \in C.
\]

Since \( s \nu \in C \) for all \( s \geq 0 \), (4.11) yields

\[
\langle i - i' - \nu, \nu \rangle_H = 0.
\]

Inserting this back to (4.11), we have \( \langle i - i' - \nu, \rho - \nu \rangle_H \leq 0 \) for all \( \rho \in C \), which implies

\[
i' - i + \nu \in C^*.
\]
For all $\mu \in \mathcal{C} \cap (\iota' + \mathcal{C}^*)$, the above display implies that $\mu + \nu \in \mathcal{C} \cap (\iota' + \mathcal{C}^*)$. Since $H$ is $\mathcal{C}^*$-increasing by (2), we have
\[
H_\xi(\mu + \nu) \geq H(\iota), \quad \forall \mu \in \mathcal{C} \cap (\iota' + \mathcal{C}^*).
\]
By (1), we get
\[
|H_\xi(\mu + \nu) - H_\xi(\mu)| \leq \mathbb{E}[\xi(U) + \nu(U)] - \xi(\mu(U)) \leq \|\xi\|_{\text{Lip}} |\nu|_{\mathcal{H}}.
\]
The above two displays imply
\[
H(\iota) - H_\xi(\mu) \leq \|\xi\|_{\text{Lip}} |\nu|_{\mathcal{H}}, \quad \forall \mu \in \mathcal{C} \cap (\iota' + \mathcal{C}^*).
\]
Due to (4.12), we can see that
\[
|\iota - \iota'|_{\mathcal{H}}^2 = |\iota - \iota' - \mu|^2_{\mathcal{H}} + |\nu|_{\mathcal{H}}^2 \geq |\nu|_{\mathcal{H}}^2.
\]
Using this and taking supremum over $\mu \in \mathcal{C} \cap (\iota' + \mathcal{C}^*)$, we obtain
\[
H(\iota) - H(\iota') \leq \|\xi\|_{\text{Lip}} |\iota - \iota'|_{\mathcal{H}}.
\]
By symmetry, we conclude that $H$ is Lipschitz.

Part (4). Since $\hat{\xi}$ is proper, we have $\hat{\xi}(a) \geq \hat{\xi}(0)$ for every $a \in \mathbb{S}_D^\circ$. It is clear from (4.7) that $H$ is bounded below.

Part (5). By Definition 4.1 (3), we have that $\xi$ is convex. From (1), we can see that $H$ is convex on $\mathcal{C}$. For every $\iota, \kappa \in \mathcal{H}$ and every $s \in [0, 1]$, we have $s\mu + (1 - s)\nu \in \mathcal{C} \cap (s\iota' + (1 - s)\kappa + \mathcal{C}^*)$ if $\mu \in \mathcal{C} \cap (\iota + \mathcal{C}^*)$ and $\nu \in \mathcal{C} \cap (\kappa + \mathcal{C}^*)$. In view of this, the convexity of $H$ on $\mathcal{H}$ follows from its convexity on $\mathcal{C}$ and (4.7). To see the second claim, using Jensen’s inequality, we have that, for every $\mu \in \mathcal{C}$ and every $j \in \mathfrak{J}$,
\[
H(\mu^{(j)}) = \sum_{k=1}^{[j]} (t_{k+1} - t_k) \xi \left( \frac{1}{t_k - t_{k-1}} \int_{t_{k-1}}^{t_k} \mu(s) ds \right) \leq \int_0^1 \xi(\mu(s)) ds = H(\mu).
\]
Fix any $\iota \in \mathcal{H}$. By Lemma 3.3 (4) and Lemma 3.5, we have $\mu^{(j)} \in \mathcal{C} \cap (\iota^{(j)} + \mathcal{C}^*)$ for every $j \in \mathfrak{J}$, and every $\mu \in \mathcal{C} \cap (\iota + \mathcal{C}^*)$. Therefore, the above display along with the definition of $H$ implies that
\[
H(\iota^{(j)}) \leq H(\mu), \quad \forall \mu \in \mathcal{C} \cap (\iota + \mathcal{C}^*).
\]
Taking infimum over $\mu \in \mathcal{C} \cap (\iota + \mathcal{C}^*)$, we conclude that $H(\iota^{(j)}) \leq H(\iota)$.

4.6. Proof of the main result. We state the rigorous version of Theorem 1.1. Recall that we have identified $\mathcal{P}_Q$ with $\mathcal{C}$ via the isometry (4.5) and recall the notion of viscosity solutions of (1.1) given in Definition 4.2. Also recall the Hilbert spaces $\mathcal{H}$ and $\mathcal{H}^j$, $j \in \mathfrak{J}$, in (3.2) and (3.6), respectively; the cones $\mathcal{C}$ and $\mathcal{C}^j$, $j \in \mathfrak{J}$, in (3.3) and (3.10), respectively; the definition of $\mathcal{C}^*$-increasingness in (1.5); the definition of good collections of partitions at the beginning of Section 3.1.1; lifts and projections of functions in Definition 3.1. We write
\[
\xi(\kappa) = \int_0^1 \xi(\kappa(s)) ds, \quad \forall \kappa \in L^\infty.
\]
For $j \in \mathfrak{J}$, we can define the $j$-projection $\xi^j : \mathcal{H}^j \to \mathbb{R}$ as in Definition 3.1. So, for $x \in \mathcal{H}^j$, we have
\[
\xi^j(x) = \sum_{k=1}^{[j]} (t_{k+1} - t_k) \xi(x_k).
\]
Now, we are ready to state the result.

Theorem 4.6. Suppose
\begin{itemize}
  \item $\xi : \mathbb{R}^{D_x \times D} \to \mathbb{R}$ is locally Lipschitz and $\xi|_{\mathbb{R}^D}$ is proper;
  \item $\psi : \mathcal{C} \to \mathbb{R}$ is $\mathcal{C}^*$-increasing and satisfies,
\end{itemize}
\[
|\psi(\mu) - \psi(\nu)| \leq |\mu - \nu|_{\mathcal{H}^1}, \quad \forall \mu, \nu \in \mathcal{C}.
\]
Then, there is a unique Lipschitz viscosity solution $f$ of (1.1) with $f(0, \cdot) = \psi$. Moreover,
\begin{enumerate}
  \item $f = \lim_{j \to \mathfrak{J}_{\text{good}}} f_j$ in the local uniform topology, for any good collection of partitions $\mathfrak{J}_{\text{good}}$,
  \item each $f_j : \mathbb{R}_+ \times \mathcal{C}^j \to \mathbb{R}$ is the unique Lipschitz viscosity solution of $HJ(\mathcal{H}^j, \mathcal{C}^j, \xi^j; \psi^j)$;
\end{enumerate}
(2) if $\xi$ is convex on $S_0^+$, then $f$ is given by the Hopf–Lax formula

$$f(t, \mu) = \sup_{\nu \in C^1_{\text{loc}}} \inf_{\rho \in \mathcal{C}^1_{\text{loc}}} \left\{ \psi(\mu + \nu) - \langle \nu, \rho \rangle_H + t \int_0^1 \xi(\rho(s)) \, ds \right\}, \quad \forall (t, \mu) \in \mathbb{R}_+ \times \mathcal{C};$$

(3) if $\psi$ is convex, then $f$ is given by the Hopf formula

$$f(t, \mu) = \sup_{\rho \in C^1_{\text{loc}}} \inf_{\nu \in C^1_{\text{loc}}} \left\{ \psi(\nu) + \langle \mu - \nu, \rho \rangle_H + t \int_0^1 \xi(\rho(s)) \, ds \right\}, \quad \forall (t, \mu) \in \mathbb{R}_+ \times \mathcal{C}.$$

**Proof.** Lemma 4.3 guarantees the existence of regularizations (see Definition 4.1). We fix any regularization $\tilde{\xi}$ and let $H$ be given in (4.7). The properties of $H$ are listed in Lemma 4.5. The existence of a Lipschitz viscosity solution $f$ of $\text{HJ}(\mathcal{H}, \mathcal{C}, \psi)$ follows from Propositions 3.9 and Proposition 3.10. In view of Definition 4.2, $f$ is a viscosity solution of (1.1) with $f(0, \cdot) = \psi$. Notice that the uniqueness of $f$ will follow from (1).

Let us prove (1). Let $f_j$ be given in Proposition 3.10, which is the unique Lipschitz viscosity solution of $\text{HJ}(\mathcal{H}^j, \mathcal{C}^j, \mathcal{H}^j, \psi^j)$ given by Theorem 2.2 (2c). The convergence $f = \lim_{j \to \text{good}} f_j^1$ is already given by Proposition 3.10.

We verify that $f_j$ is the unique Lipschitz solution of $\text{HJ}(\mathcal{H}^j, \mathcal{C}^j, \xi^j, \psi^j)$. On $\mathcal{H}^j$, we consider norms $|x|^i = \sum_{k=1}^{i} |t_k - t_{k-1}| |x_k|$ and $|x|_{\infty} = \sup_{1 \leq k \leq |j|} |x_k|$. Due to (4.14), we can verify $|\psi^j(x) - \psi^j(x')| \leq |x - x'|_{\infty}$ for all $x, x' \in \mathcal{H}^j$. Invoking Proposition 2.4, we have $|f_j(t, x) - f_j(t, x')| \leq |x - x'|_{\infty}$ for all $t \geq 0$ and $x, x' \in \mathcal{H}^j$. Theorem 2.2 (2c) ensures that $f_j$ belongs to the class (2.1) and thus $f_j(t, \cdot)$ is $(\mathcal{C}^j)^*$-increasing for every $t \geq 0$. These properties of $f_j$ imply that, if $f_j - \phi$ achieves a local extremum at some $(t, x) \in (0, \infty) \times \mathcal{C}^j$ for some smooth $\phi$, then

$$\nabla \phi(t, x) \notin \{ a \in \mathcal{C}^j : |a|_{\infty} \leq 1 \}.$$  

By Lemma 4.5 (1) and Definition 4.1 (1), we can see

$$H^j(a) = \sum_{k=1}^{\lfloor j \rfloor} (t_k - t_{k-1}) \xi(a_k) = \xi^j(a), \quad \forall a \in \mathcal{C}^j : |a|_{\infty} \leq 1.$$  

From (4.17), (4.18), and Definition 1.4 of viscosity solutions, we can verify that $f_j$ is a viscosity solution of $\text{HJ}(\mathcal{H}^j, \mathcal{C}^j, \xi^j, \psi^j)$. Since $\xi^j|_{S_0^+}$ is proper, we can use the same argument in the proof of Lemma 4.5 (1) (substituting $\xi$ for $\xi$ therein) to see that $\xi^j$ is $(\mathcal{C}^j)^*$-increasing. Since $\xi^j$ is also locally Lipschitz and $\psi^j : \mathcal{C}^j \to \mathbb{R}$ is clearly Lipschitz and $(\mathcal{C}^j)^*$-increasing, the uniqueness follows from Theorem 2.2. This completes (1).

To prove (2) and (3), we want to use Theorem 2.2 (2d). For this, Proposition B.1, stated and proved later, ensures that $\mathcal{C}^j$ has the Fenchel–Moreau property defined in Definition 2.1.

Given that $\xi|_{S_0^+}$ is convex and proper, it is easy to see that $\xi^j|_{\mathcal{C}^j}$ is convex bounded below for every $j$. Since $f_j$ solves $\text{HJ}(\mathcal{H}^j, \mathcal{C}^j, \xi^j, \psi^j)$, Theorem 2.2 (2d) gives

$$f_j(t, x) = \sup_{y \in \mathcal{C}^j} \inf_{z \in \mathcal{C}^j} \left\{ \psi^j(x + y) - \langle y, z \rangle_H + t \xi^j(z) \right\}, \quad \forall (t, x) \in \mathbb{R}_+ \times \mathcal{C}^j.$$  

The convexity of $\xi$ on $S_0^+$ together with Jensen’s inequality also implies $\xi(\nu^{(j)}) \leq \xi(\nu)$ for every $\nu \in \mathcal{C} \cap L^\infty$. Hence, Proposition 3.12 along with Remark 3.13 yields (2).

Under the assumption that $\psi$ is convex, it is straightforward to see that $\psi^j : \mathcal{C}^j \to \mathbb{R}$ is also convex. Invoking Theorem 2.2 (2d), we get

$$f_j(t, x) = \sup_{z \in \mathcal{C}^j} \inf_{x \in \mathcal{C}^j} \left\{ \psi^j(y) + \langle x - y, z \rangle_H + t \xi^j(z) \right\}, \quad \forall (t, x) \in \mathbb{R}_+ \times \mathcal{C}^j.$$  

Then, (3) follows from Proposition 3.14 along with Remark 3.15.  

**Remark 4.7** (Comparison principle). In view of Definition 4.2 and Lemma 4.5, Proposition 3.8 supplies a comparison principle for (1.1).
Remark 4.8 (Assumptions on $\xi$ and $\psi$). In most of the interesting models, $\xi$ in (4.1) is a convergent power series and proper on $S^D$ (see [43, Propositions 6.4 and 6.6]). In practice, $\psi$ will be the limit of $F_N(0, \cdot)$ as $N \to \infty$. Due to (4.8) and (4.9), the assumption on $\psi$ is natural. In general, $\psi$ is neither concave nor convex, which renders the Hopf formula less useful. A discussion on the existence of variational formulae for the limit free energy is in [41, Section 6].

Remark 4.9 (Independence of regularizations). In Definition 4.2, $f$ is only required to solve $\text{HJ}(\mathcal{H}, \mathcal{C}, H)$ for $H$ in (4.7) associated with some regularization $\bar{\xi}$ of $\xi$. In the proof of Theorem 4.6, the choice of $\bar{\xi}$ is arbitrary. Hence, in fact, we can define $f$ to solve $\text{HJ}(\mathcal{H}, \mathcal{C}, H)$ for any regularization of $\xi$.

Remark 4.10 (Solving regularized finite-dimensional equations). For any regularization $\bar{\xi}$, let us define $\bar{\xi} : C \to \mathbb{R}$ by

$$
\bar{\xi}(\kappa) = \int_0^1 \bar{\xi}(\kappa(s)) ds, \quad \forall \kappa \in \mathcal{H}
$$

which is well-defined because $\bar{\xi}$ is Lipschitz. In the proof of the theorem, we initially take $f_j$ to be the unique viscosity solution of $\text{HJ}(\mathcal{H}^j, \mathcal{C}^j, H^j; \bar{\psi}^j)$. From (4.18), we also have $H^j(a) = \bar{\xi}^j(a)$ for all $a \in \mathcal{C}^j$ satisfying $|a|_{\ell^\infty} \leq 1$. Combining this with (4.17), we can similarly deduce that $f_j$ in Theorem 4.6 (1) is the unique Lipschitz viscosity solution of $\text{HJ}(\mathcal{H}^j, \mathcal{C}^j, \bar{\xi}^j; \bar{\psi}^j)$ for any regularization $\bar{\xi}$.

Remark 4.11 (Regularized variational formulae). We continue from the results in the previous remark. If $\xi$ is convex on $S^D$, Definition 4.1 (3) ensures that $\bar{\xi}$ is convex. Moreover, $\bar{\xi}$ is proper by definition. By the same argument in the proof of Theorem 4.6 (2) (without using Remark 3.13), we can get

$$
f(t, \mu) = \sup_{\nu \in \mathcal{C}} \inf_{\rho \in \mathcal{C}} \left\{ \psi(\nu + \nu_t) - \langle \nu, \rho \rangle _\mathcal{H} + t \int_0^1 \bar{\xi}(\rho(s)) ds \right\}, \quad \forall (t, \mu) \in \mathbb{R}_+ \times \mathcal{C}.
$$

If $\psi$ is convex, by the same reasoning in the proof of Theorem 4.6 (3) (without using Remark 3.15), we have

$$
f(t, \mu) = \sup_{\rho \in \mathcal{C}} \inf_{\nu \in \mathcal{C}} \left\{ \psi(\nu) + \langle \mu - \nu, \rho \rangle _\mathcal{H} + t \int_0^1 \bar{\xi}(\rho(s)) ds \right\}, \quad \forall (t, \mu) \in \mathbb{R}_+ \times \mathcal{C}.
$$

We stress that these formulae hold for any regularization $\bar{\xi}$. Also, by Remarks 3.13 and 3.15, we can replace $\nu \in \mathcal{C}$ and $\rho \in \mathcal{C}$ by $\nu \in \mathcal{C} \cap L^\infty$ and $\rho \in \mathcal{C} \cap L^\infty$ in the above formulae.

4.7. Other notions of solution. We show that solutions of (1.1) in [42, 44, 41, 43] are viscosity solutions.

4.7.1. Solutions in [41, 43]. The spin glass setting in [43] is the same as in Section 4.1. The definition of solutions of (1.1) is in [43, Proposition 4.5]. We briefly present it here in our notation. Fix any regularization $\bar{\xi}$ and let $\bar{\xi}$ be given in (4.19). Recall that we have identified $\mathcal{P}_2^j$ with $\mathcal{C}$ via the isometry (4.5). Let $\psi : \mathcal{C} \to \mathbb{R}$ be $\mathcal{C}^*$-increasing and satisfy (4.14). In [43], the uniform partitions of $[0, 1)$ are considered. For each $j \in \mathcal{J}_{\text{unif}}$, we set $F_j(b) = \inf_{a \in \mathcal{C}^j \cap \{ b + (C^j)^\ast \}} \bar{\xi}^j(a)$ for $b \in \mathcal{H}^j$ (see [43, (4.18) and (4.19)]). Then, let $f_j$ (see [43, (4.21)]) be the viscosity solution of

$$
\begin{align*}
\partial_t f_j - F_j(\nabla f_j) &= 0, \quad \text{in } (0, \infty) \times \mathcal{C}^j, \\
\mathbf{n} \cdot \nabla f_j &= 0, \quad \text{on } \partial \mathcal{C}^j.
\end{align*}
$$

with initial condition $f_j(0, \cdot) = \psi^j$. The precise notion of solutions of the displayed equation is given in [43, Definition 4.1]. We omit the exact definition of the Neumann boundary condition and only mention that, by restricting to the interior, $f_j$ solves $\text{HJ}(\mathcal{H}^j, \mathcal{C}^j, F_j; \psi^j)$ in the sense of Definition 1.4. Then, in [43, Proposition 4.5], the solution of (1.1) is defined to be the pointwise limit of $f_j^j$. 
Proposition 4.12. Suppose that $\xi$ and $\psi$ satisfy the conditions in Theorem 4.6. The solution of (1.1) with initial condition $\psi$ defined in [43, Proposition 4.5] is the unique Lipschitz viscosity solution of (1.1) with $f(0, \cdot) = \psi$ given by Theorem 4.6.

Proof. It is verified in [43, Proposition 4.3] that $f_j$ is Lipschitz. By a similar argument in Lemma 4.5, we can show that $F_j$ coincides with $\xi$ on $C^j$ and $F_j$ is $(C^j)^*$-increasing and Lipschitz. Since $f_j$ solves $\text{HJ}(H^j, C^j, F_j; \psi^j)$, Proposition 2.3 implies that $f_j$ is a Lipschitz viscosity solution of $\text{HJ}(H^j, C^j, F_j; \psi^j)$. Theorem 2.2 (2c) implies that $f_j$ is the unique Lipschitz viscosity solution of $\text{HJ}(H^j, C^j, F_j; \psi^j)$. Now, by Remark 4.10, $f_j$ is exactly the one in Theorem 4.6 (1), which implies the desired result. \qed

Therefore, in view of this proposition and Remark 4.8, the main result [43, Theorem 3.4] can be restated as follows.

Theorem 4.13 ([43]). Under the setting in Section 4.1, suppose

- $\xi: \mathbb{R}^{D \times D} \rightarrow \mathbb{R}$ is locally Lipschitz and $\xi|_{\mathbb{R}^D_+}$ is proper;
- $F_N(0, \cdot)$ converges pointwise to some $\psi: \mathcal{C} \rightarrow \mathbb{R}$ as $N \rightarrow \infty$.

Then, for every $(t, \mu) \in \mathbb{R}_+ \times \mathcal{C}$,

$$\lim_{N \rightarrow \infty} F_N(t, \mu) \geq f(t, \mu)$$

where $f$ is the unique Lipschitz viscosity solution of (1.1) with $f(0, \cdot) = \psi$ given by Theorem 4.6.

It is mentioned in [43, Remark 3.5] that $f$ is expected to be independent of the choice of $\xi$ and the missing ingredient therein is an $\ell^\infty$-control of the gradient of the solution by the initial condition. Here, such control is supplied by Proposition 2.4 and we have verified the independence from $\xi$.

We state a corollary of this theorem and Theorem 4.6 (2).

Corollary 4.14. Under the same setup of Theorem 4.13, if $\xi$ is convex on $S^D$, then, for every $(t, \mu) \in \mathbb{R}_+ \times \mathcal{C}$,

$$\lim_{N \rightarrow \infty} F_N(t, \mu) \geq \sup_{\nu \in \mathcal{C} \cap L^\infty} \inf_{\rho \in \mathcal{L} \cap L^\infty} \left\{ \psi(\mu + \nu - (\nu, \rho)_H) + t \int_0^1 \xi(\rho(s)) \, ds \right\}.$$

Notice the minus sign in the definition of $F_N$ in (4.3), which is not included in most of the literature. Hence, the lower bound here corresponds to the usual upper bound. Classically, the upper bound is obtained via the Guerra interpolation [35], which requires $\xi$ to be convex on $\mathbb{R}^{D \times D}$. If $D = 1$, one can use Talagrand’s positivity principle (see [46, Theorem 3.4]) to allow $\xi$ to be convex only on $\mathbb{R}_+$. For $D > 1$, there is no general method to weaken the convexity condition. The above corollary provides a solution to this issue. It will be shown in [12, Theorem 1.1] via cavity computation that the Hopf–Lax formula in the corollary is in fact the limit.

4.7.2. Solutions in [42, 44]. The solutions in both works are defined directly as the Hopf–Lax formula. We present the setting in [44] in the notation here. Let $D = 1$ in which case $S^D = \mathbb{R}$ and $S^D_+ = \mathbb{R}_+$. Set $\mathbb{H}_N = \mathbb{R}^N$. Hence, for each $N \in \mathbb{N}$, spins are real-valued and the spin configuration $\sigma$ is a vector in $\mathbb{R}^N$. We also set $P_1 = P^\otimes N$, which means that the spins are i.i.d. We also assume that $P_1$ is supported on $[-1, 1]$. Suppose $\xi(r) = \sum_{p \geq 2} \beta_p r^p$ for $r \in \mathbb{R}$ where the sequence $(\beta_p)_p$ of real numbers is assumed to decay sufficiently fast. We set $\psi = F_1(0, \cdot)$ and

$$\xi^*(r) = \sup_{s \geq 0} \{ rs - \xi(s) \}, \quad \forall r \in \mathbb{R}. \tag{4.20}$$

Using the isometry in (4.5), we can rewrite the main result [44, Theorem 1.1] as follows.

Theorem 4.15 ([44]). Let $\xi$ and $\psi$ be given above. For every $t \geq 0$ and $\mu \in \mathcal{C} \cap L^\infty$,

$$\lim_{N \rightarrow \infty} F_N(t, \mu) = \sup_{\nu \in \mathcal{C} \cap L^\infty} \left\{ \psi(\nu) - t \int_0^1 \xi^* \left( \frac{\nu(s) - \mu(s)}{t} \right) \, ds \right\}.$$
In [42, 44], the right-hand side is defined to be the solution of (1.1). We show that it is the viscosity solution.

**Proposition 4.16.** The limit in Theorem 4.15 coincides at every \((t, \mu) \in \mathbb{R}_+ \times (\mathcal{C} \cap L^{\infty})\) with the unique Lipschitz viscosity solution \(f\) of (1.1) with \(f(0, \cdot) = \psi\) given by Theorem 4.6.

**Proof.** It is easy to verify that \(\xi\) satisfies the condition in Theorem 4.6. By Remark 4.8, \(\psi\) also satisfies the required condition. Note that \(\xi\) is convex on \(S^1_t = \mathbb{R}_+\). So, the viscosity solution \(f\) is given by the Hopf–Lax formula (4.15) in Theorem 4.6 (2). By some elementary analysis methods, we verify in Proposition A.3 that (4.15) coincides with the formula in Theorem 4.15 on \((t, \mu) \in \mathbb{R}_+ \times (\mathcal{C} \cap L^{\infty})\).

**Appendix A. Hopf–Lax formula in one dimension**

Throughout this section, we set \(D = 1\), in which case \(S^D = \mathbb{R}\) and \(S^D_+ = \mathbb{R}_+\). Hence, for \(a, b \in S^D\), \(a \cdot b = ab\). The goal is to prove Proposition A.3.

We introduce the notation for the nondecreasing rearrangement. For every uniform partition \(j \in \mathfrak{J}_{\text{unif}}\) (see Section 3.1.1) and \(x \in \mathcal{H}^j\), we set \(x_j = (x_{\sigma(k)})_{k=1,2,\ldots,|j|}\) where \(\sigma\) is a permutation of \(\{1,2,\ldots,|j|\}\) satisfying \(x_{\sigma(k)} - x_{\sigma(k-1)} \in \mathbb{R}_+\) for every \(k \geq 2\). Using this notation, for every \(j \in \mathfrak{J}_{\text{unif}}\) and every \(\iota \in \mathcal{H}\), we set \((\iota)_j = (\iota_j)_{(\iota)}\). We also take \(\mathcal{H}_+ = \{\iota \in \mathcal{H} : \iota(s) \in \mathbb{R}_+\text{, a.e. } s \in [0,1]\}\).

**Lemma A.1.** For every \(j \in \mathfrak{J}_{\text{unif}}\),

1. \((\iota_j)_j \in \mathcal{C}^*\) for every \(\iota \in \mathcal{H}^j\);
2. \((\iota_j)_j \in \mathcal{C}\) for every \(\iota \in \mathcal{H}_+^j\);
3. \(\int_0^1 h((\iota_j)_j(s))d\mu = \int_0^1 h((\iota_j)_j(s))d\iota\) for every measurable function \(h : \mathbb{R} \to \mathbb{R}\) and every \(\iota \in \mathcal{H}\).

**Proof.** Part (1). For every \(x \in \mathcal{H}^j\), by the rearrangement inequality, we have

\[
(x_j, y)_\mathcal{H}^j = \frac{1}{|j|} \sum_{k=1}^{|j|} x_{\sigma(k)}y_k \geq \frac{1}{|j|} \sum_{k=1}^{|j|} x_ky_k = (x, y)_{\mathcal{H}^j}, \quad \forall y \in \mathcal{C}^j,
\]

where \(\sigma\) is the permutation in the definition of \(x_j\). This implies \(x_j \in \mathcal{C}^j\). By the definition of \((\iota)_j\) and Lemma 3.3 (3), we have \((\iota_j)_j = (\iota_j)_j \iota_j\). Hence, we get \((\iota_j)_j \in (\mathcal{C}^j)^*\), which along with Lemma 3.5 (2) implies that \((\iota_j)_j - \iota_j \in \mathcal{C}^\ast\). By Lemma 3.3 (3) and (4), we have

\[
(\iota_j)_j = \iota_j \iota_j((\iota_j)_j) = \iota_j((\iota_j)_j) = (\iota_j)_j.
\]

Then, (1) follows.

Part (2). Let \(\iota \in \mathcal{H}_+^j\). It is clear from the definition that \((\iota_j)_j \in \mathcal{C}^j\). Then, by Lemma 3.5 (1), we get \((\iota_j)_j \in \mathcal{C}\).

Part (3). We can compute

\[
\int_0^1 h((\iota_j)_j(s))d\mu = \frac{1}{|j|} \sum_{k=1}^{|j|} h\left(\int_{\frac{k-1}{|j|}}^{\frac{k}{|j|}} \iota(s)d\iota\right) = \frac{1}{|j|} \sum_{k=1}^{|j|} h\left(\int_{\frac{k-1}{|j|}}^{\frac{k}{|j|}} \iota(s)d\iota\right) = \int_0^1 h((\iota_j)_j(s))d\iota.
\]

This completes the proof. \(\square\)

Recall \(\xi^\ast\) in (4.20) and \(\xi\) in (4.13). We define

\[
\xi^\ast(\iota) = \sup_{\nu \in C_0^{\infty} L^\infty} \{\langle \iota, \nu \rangle_{\mathcal{H}} - \xi(\nu)\}, \quad \forall \iota \in \mathcal{H}.
\]

**Lemma A.2.** For every \(\mu \in \mathcal{C}\), it holds that \(\xi^\ast(\mu) = \int_0^1 \xi^\ast(\mu(s))d\mu\).
Proof. Step 1. We show

(A.1) \[ \xi^*(\mu) = \xi^\oplus(\mu), \quad \forall \mu \in \mathcal{C}, \]

where \( \xi^\oplus \) is defined by

\[ \xi^\oplus(\mu) = \sup_{\kappa \in \mathcal{H}, \kappa \in L^\infty} \{ (\iota, \kappa)_{\mathcal{H}} - \xi(\kappa) \}, \quad \forall \iota \in \mathcal{H}. \]

Due to \( \mathcal{C} \subseteq \mathcal{H}_+ \), we have \( \xi^*(\mu) \leq \xi^\oplus(\mu) \) for \( \mu \in \mathcal{C} \). For any \( \epsilon > 0 \), there is \( \kappa \in \mathcal{H}_+ \cap L^\infty \) such that

\[ \xi^\oplus(\mu) \leq (\mu, \kappa)_{\mathcal{H}} - \xi(\kappa) + \epsilon. \]

Using Lemma 3.3 (7) and the local Lipschitzness of \( \xi \), we can find \( \iota \in \mathcal{J}_{\text{unif}} \) such that

\[ \xi^\oplus(\mu) \leq \langle \mu, \kappa(\iota) \rangle_{\mathcal{H}} - \xi(\kappa(\iota)) + 2\epsilon. \]

Lemma A.1 implies that \( \langle \mu, \kappa(\iota) \rangle_{\mathcal{H}} \leq \langle \mu, \kappa_1(\iota) \rangle_{\mathcal{H}}, \kappa_1(\iota) \in \mathcal{C} \), and \( \xi(\kappa(\iota)) = \xi(\kappa_1(\iota)) \). These together with the above display yield \( \xi^\oplus(\mu) \leq \xi^*(\mu) + 2\epsilon \). Since \( \epsilon \) is arbitrary, we obtain (A.1).

Step 2. We show

(A.2) \[ \xi^\oplus(\iota) = \int_0^1 \xi^*(\iota(s))ds, \quad \forall \iota \in \mathcal{H}. \]

For every \( \iota \in \mathcal{H}, \kappa \in \mathcal{H}_+ \cap L^\infty \), by the definition of \( \xi^* \), we have

\[ \xi^*(\iota(s)) \geq \iota(s)\kappa - \xi(\kappa(s)), \quad \forall s \in [0,1). \]

Integrating in \( s \), we get

\[ \int_0^1 \xi^*(\iota(s))ds \geq \iota(\kappa)_{\mathcal{H}} - \xi(\kappa). \]

Taking supremum over \( \kappa \in \mathcal{H}_+ \cap L^\infty \), we obtain \( \int_0^1 \xi^*(\iota(s))ds \geq \xi^\oplus(\iota) \) for every \( \iota \in \mathcal{H} \).

For the other direction, fix any \( \iota \in \mathcal{H} \). Note that \( \xi^* \) is lower-semicontinuous and \( \xi^*(\iota) \geq -\xi(0) \). Using Lemma 3.3 (7), we can extract from \( \mathcal{J}_{\text{unif}} \) a sequence \( \{\iota_n\}_{n=1}^\infty \) satisfying \( \lim_{n \to \infty} \iota(\iota_n) = \iota \) a.e. on \([0,1)\). Using the lower semi-continuity of \( \xi^* \) and Fatou’s lemma, we get

\[ \int_0^1 \xi^*(\iota(s))ds \leq \int_0^1 \liminf_{n \to \infty} \xi^*(\iota(s))ds \leq \liminf_{n \to \infty} \int_0^1 \xi^*(\iota(s))ds. \]

Recall the definitions of \( \iota(\iota_n) \) in (3.4) and \( p_{jL} \) in (3.8). For every \( j \in \mathcal{J}_{\text{unif}} \), we can compute

\[ \int_0^1 \xi^*(\iota(\iota_n)(s))ds = \sum_{k=1}^{[j]} \frac{1}{[j]} \xi^*((p_{jL})_k) = \sum_{k=1}^{[j]} \frac{1}{[j]} \sup_{x \in \mathbb{R}_+} \{ (x_k, \langle p_{jL} \rangle_k, -\xi(x_k) \}
\]

\[ = \sup_{x \in \mathcal{H}_+} \{ (x, p_{jL})_{\mathcal{H}} - \int_0^1 \xi(\iota(x))ds \} = \sup_{x \in \mathcal{H}_+} \{ (x, \iota(\iota)(s))_{\mathcal{H}} - \xi(\iota(s)) \} \leq \xi^\oplus(\iota), \]

where \( \mathcal{H}_+ \) stands for \( \{ x \in \mathcal{H}_+ : x_k \in \mathbb{R}_+, \forall k \} \). The above two displays together yield \( \int_0^1 \xi^*(\iota(s))ds \leq \xi^\oplus(\iota) \) for every \( \iota \in \mathcal{H} \), verifying (A.2).

The desired result follows from (A.1) and (A.2). \( \square \)

Now, we are ready to prove the following.

Proposition A.3 (Hopf-Lax formula in one dimension). Let \( D = 1 \). Suppose that \( \psi : \mathcal{C} \to \mathbb{R} \) is \( C^* \)-nondecreasing and continuous and that \( \xi : \mathbb{R} \to \mathbb{R} \) is increasing on \( \mathbb{R}_+ \). Then, for every \( t \geq 0 \) and \( \mu \in \mathcal{C} \cap L^\infty \),

\[ \sup_{\nu \in \mathcal{C} \cap L^\infty} \inf_{\rho \in \mathcal{C} \cap L^\infty} \left\{ \psi(\mu + \nu) - \langle \nu, \rho \rangle_{\mathcal{H}} + t \int_0^1 \xi(\rho(s))ds \right\} \]

\[ = \sup_{\nu \in \mathcal{C} \cap L^\infty} \left\{ \psi(\nu) - t \int_0^1 \xi^* \left( \frac{\nu(s) - \mu(s)}{t} \right) ds \right\}. \]
Adapting the definition of monotone conjugate in (2.2) to (B.1), we show Lemma B.7 which treats the case where the effective domain of $g$ has a nonempty interior. Finally, in the last subsection, we extend the result to the general case.

Proof. Let us denote the left-hand side in (A.3) by LHS and the right-hand side by RHS. By Lemma A.2 (together with changing $\nu$ to $t\nu$ and then $\mu + t\nu$ to $\nu$),

$$LHS = \sup_{\nu \in \mathcal{C} \cap L^\infty} \left\{ \psi(\mu + t\nu) - t \int_0^1 \xi^*(\nu(s))ds \right\} = \sup_{\nu \in \mu + \mathcal{C} \cap L^\infty} \left\{ \psi(\nu) - t \int_0^1 \xi^* \left( \frac{\nu(s) - \mu(s)}{t} \right) ds \right\}.$$  

It is clear that $LHS \leq RHS$. We only need to show $RHS \leq LHS$. Since $\xi$ is nondecreasing on $\mathbb{R}_+$, the definition of $\xi^*$ implies $\xi^*(r) = \xi^*(0)$ for all $r < 0$. For every $\kappa \in \mathcal{H}$, we define $\kappa_*$ by $\kappa_*(s) = (\kappa(s))_0 \vee 0$ for all $s \in (0, 1)$. Then, we have

$$RHS = \sup_{\nu \in \mathcal{C} \cap L^\infty} \left\{ \psi(\nu) - t \int_0^1 \xi^* \left( \frac{\nu - \mu(s)}{t} \right) ds \right\}.$$  

For every $\epsilon > 0$, we can find $\nu \in \mathcal{C} \cap L^\infty$ such that

$$RHS \leq \psi(\nu) - t \int_0^1 \xi^* \left( \nu(s) \right) ds + \epsilon,$$

where we set $\iota = \frac{1}{t}(\nu - \mu)_+ \in \mathcal{H}_+$. We choose a sufficiently fine $j \in \mathcal{J}_{\text{unif}}$ satisfying $\psi(\nu) \leq \psi(\nu^{(j)}) + \epsilon$. Since $\xi^*$ is convex, we have $\int_0^1 \xi^* \left( \iota^{(j)}(s) \right) ds \leq \int_0^1 \xi^* \left( \nu(s) \right) ds$ by Jensen’s inequality. Hence, the above display becomes

$$RHS \leq \psi(\nu^{(j)}) - t \int_0^1 \xi^* \left( \nu^{(j)}(s) \right) ds + 2\epsilon.$$  

Setting $\rho = \mu + t\iota^{(j)}$, we have

$$\rho - \nu^{(j)} = (\mu - \nu^{(j)}) + t \left( \iota^{(j)} - \iota \right) + (t\iota^{(j)} - (\nu - \mu)^{(j)}) \in C^*$$

where $\mu - \nu^{(j)} \in C^*$ due to Lemma 3.5 (5), $\iota^{(j)} - \iota \in C^*$ due to Lemma A.1 (1), and $t\iota^{(j)} - (\nu - \mu)^{(j)}$ due to $\mathcal{H}_+ \subset C^*$. As $\iota \in \mathcal{H}_+$, Lemma A.1 (2) implies $\rho \in C$ and $\rho - \mu \in C$, which are also in $L^\infty$. Since $\psi$ is $C^*$-nondecreasing, the above display gives $\psi(\nu^{(j)}) \leq \psi(\rho)$. Lemma A.1 (3) also gives

$$\int_0^1 \xi^* \left( \frac{\rho - \mu}{t} \right) = \int_0^1 \xi^* \left( \iota^{(j)} \right) = \int_0^1 \xi^* \left( \nu^{(j)} \right).$$

Combining these, we obtain

$$RHS \leq \psi(\rho) - t \int_0^1 \xi^* \left( \frac{\rho(s) - \mu(s)}{t} \right) ds + 2\epsilon \leq LHS + 2\epsilon.$$  

Sending $\epsilon \to 0$, we obtain the desired result.  

Appendix B. Fenchel–Moreau identity on cones

Recall Definition 2.1 of the Fenchel–Moreau property. To apply Theorem 2.2 (2d) to equations on $\mathbb{R}_+ \times C^j$, $j \in \mathcal{J}$, we need to show that $C^j$ given in (3.10) has the Fenchel–Moreau property. Adapting the definition of monotone conjugate in (2.2) to $C^j$ with ambient Hilbert space $\mathcal{H}^j$ given in (3.6), in this section, for any $g : C^j \to (-\infty, \infty]$, we set

$$g^*(y) = \sup_{x \in C^j} \{(x, y)_\mathcal{H}^j - g(x)\}, \quad \forall y \in \mathcal{H}^j,$$

and $g^{**} = (g^*)^*$, where $g^*$ is understood to be its restriction to $C^j$.

Proposition B.1. For every $j \in \mathcal{J}$, the closed convex cone $C^j$ possesses the Fenchel–Moreau property: for $g : C^j \to (-\infty, \infty]$ not identically equal to $\infty$, we have $g^{**} = g$ if and only if $g$ is convex, lower semicontinuous and $(C^j)^*$-increasing.

The proof largely follows the steps in [14]. We first recall the basic results of convex analysis. Then, we show Lemma B.7 which treats the case where the effective domain of $g$ has a nonempty interior. Finally, in the last subsection, we extend the result to the general case.
B.1. Basic results of convex analysis. For \( a \in \mathcal{H} \) and \( \nu \in \mathbb{R} \), we define the affine function \( L_{a,\nu} \) with slope \( a \) and translation \( \nu \) by
\[
L_{a,\nu}(x) = \langle a, x \rangle_{\mathcal{H}} + \nu, \quad \forall x \in \mathcal{H}.
\]
For a function \( g : \mathcal{E} \to (-\infty, \infty] \) defined on a subset \( \mathcal{E} \subset \mathcal{H} \), we can extend it in the standard way to \( g : \mathcal{H} \to (-\infty, \infty] \) by setting \( g(x) = \infty \) for \( x \notin \mathcal{E} \). For \( g : \mathcal{H} \to (-\infty, \infty] \), we define its effect domain by
\[
\text{dom} g = \{ x \in \mathcal{H} : g(x) < \infty \}.
\]
Henceforth, we shall not distinguish functions defined on \( \mathcal{C} \) from their standard extensions to \( \mathcal{H} \). We denote by \( \Gamma_0(\mathcal{E}) \) the collection of convex and lower semicontinuous functions from \( \mathcal{E} \subset \mathcal{H} \) to \( (-\infty, \infty] \) with nonempty effect domain.

For \( g : \mathcal{H} \to (-\infty, \infty] \) and each \( x \in \mathcal{H} \), recall that the subdifferential of \( g \) at \( x \) is given by
\[
\partial g(x) = \{ z \in \mathcal{H} : g(y) \geq g(x) + \langle z, y - x \rangle_{\mathcal{H}}, \forall y \in \mathcal{H} \}.
\]
The effective domain of \( \partial g \) is defined to be
\[
\text{dom} \partial g = \{ x \in \mathcal{H} : \partial g(x) \neq \emptyset \}.
\]

We now list some lemmas needed in our proofs.

**Lemma B.2.** For a convex set \( \mathcal{E} \subset \mathcal{H} \), if \( y \in \text{cl} \mathcal{E} \) and \( y' \in \text{int} \mathcal{E} \), then \( \lambda y + (1 - \lambda)y' \in \text{int} \mathcal{E} \) for all \( \lambda \in [0, 1) \).

**Lemma B.3.** For \( g \in \Gamma_0(\mathcal{H}) \), it holds that \( \text{int dom} g \subset \text{dom} \partial g \subset \text{dom} g \).

**Lemma B.4.** Let \( g \in \Gamma_0(\mathcal{H}) \), \( x \in \mathcal{H} \) and \( y \in \text{dom} g \). For every \( \alpha \in (0, 1) \), set \( x_\alpha = (1 - \alpha)x + \alpha y \). Then \( \lim_{\alpha \to 0} g(x_\alpha) = g(x) \).

**Lemma B.5.** Let \( g \in \Gamma_0(\mathcal{C}) \), \( x \in \mathcal{C} \) and \( y \in \mathcal{C} \). If \( y \in \partial g(x) \), then \( g^*(y) = \langle x, y \rangle_{\mathcal{H}} - g(x) \).

**Lemma B.6.** For \( g \in \Gamma_0(\mathcal{C}) \) and \( x \in \mathcal{C} \), we have
\[
g^**(x) = \sup_{(a, \nu) \in \mathcal{C} \times \mathbb{R}} L_{a,\nu}(x)
\]
where the supremum is taken over
\begin{equation}
(\text{B.2}) \quad \{(a, \nu) \in \mathcal{C} \times \mathbb{R} : L_{a,\nu} \leq g \text{ on } \mathcal{C}\}.
\end{equation}

For, Lemmas B.2, B.3, and B.4, we refer to [7, Propositions 3.35, 16.21, and 9.14]. Here, let us prove Lemma B.5 and Lemma B.6.

**Proof of Lemma B.5.** By the standard extension, we have \( g \in \Gamma_0(\mathcal{H}) \). Since \( y \in \partial g(x) \), it is classically known (c.f. [7, Theorem 16.23]) that
\[
\sup_{z \in \mathcal{H}} \{ \langle z, y \rangle_{\mathcal{H}} - g(z) \} = \langle x, y \rangle_{\mathcal{H}} - g(x).
\]
By assumption, we know \( x \in \text{dom} \partial g \). Hence, Lemma B.3 implies \( x \in \text{dom} g \) and thus both sides above are finite. On the other hand, by the extension, we have \( g(z) = \infty \) if \( z \notin \mathcal{C} \), which yields
\[
\sup_{z \in \mathcal{H}} \{ \langle z, y \rangle_{\mathcal{H}} - g(z) \} = \sup_{z \in \mathcal{C}} \{ \langle z, y \rangle_{\mathcal{H}} - g(z) \} = g^*(y).
\]
The desired result follows from the above two displays. \( \square \)

**Proof of Lemma B.6.** For each \( y \in \mathcal{C} \),
\[
L_{y, -g^*(y)}(x) = \langle y, x \rangle_{\mathcal{H}} - g^*(y), \quad \forall x \in \mathcal{C}.
\]
is an affine function with slope \( y \in \mathcal{C} \). By (B.1), we can see that \( L_{y, -g^*(y)} \leq g \) on \( \mathcal{C} \). In view of the definition of \( g^** \), we have \( g^**(x) \leq \sup L_{a,\nu}(x) \) for all \( x \in \mathcal{C} \) where the sup is taken over the collection in (B.2).

For the other direction, if \( (a, \nu) \) belongs to the set in (B.2), we have
\[
\langle a, x \rangle_{\mathcal{H}} + \nu \leq g(x), \quad \forall x \in \mathcal{C}.
\]
Rearranging and taking supremum in \( x \in C^j \), we get \( g^*(a) \leq -\nu \). This yields
\[
L_{a,\nu}(x) = \langle a, x \rangle_{H^j} - g^*(a) \leq g^{**}(x),
\]
which implies \( \sup L_{a,\nu}(x) \leq g^{**}(x) \).

The proof of Proposition B.1 consists of two parts. The first part, summarized in the lemma below, concerns the case where \( \text{dom}\ g \) has a non-empty interior.

**Lemma B.7.** If \( \text{int}\ \text{dom}\ g \neq \emptyset \), then \( g^{**} = g \) if and only if \( g \) is convex, lower semicontinuous and \((C^j)^{**}\)-increasing.

The next subsection is devoted to its proof. The second part deals with the case where \( \text{dom}\ g \) has an empty interior. For this, we need a more carefully analysis of the structure of the boundary of \( C^j \). This is done in the second subsection.

**B.2. Proof of Lemma B.7.** Let \( \lambda \) satisfy \( \text{int}\ \text{dom}\ g \neq \emptyset \). It is clear that \( g^{**} \) is convex, lower semicontinuous, and \((C^j)^{**}\)-increasing.

Henceforth, assuming that \( g \) is convex, lower semicontinuous, and \((C^j)^{**}\)-increasing, we want to prove the converse. For convenience, we write \( \Omega = \text{dom}\ g \). The plan is to prove the identity \( g = g^{**} \) first on \( \text{int}\ \Omega \), then on \( \text{cl}\ \Omega \), and finally on the entire \( C \).

**B.2.1. Analysis on \( \text{int}\ \Omega \).** Let \( x \in \text{int}\ \Omega \). By Lemma B.3, we know \( \partial g(x) \) is not empty. For each \( \nu \in (C^j)^{**} \), there is \( \epsilon > 0 \) small so that \( x - \epsilon \nu \in \Omega \). For each \( y \in \partial g(x) \), by the definition of subdifferentials and the monotonicity of \( g \), we have
\[
\langle \nu, y \rangle_{H^j} \geq \frac{1}{\epsilon} (g(x) - g(x - \epsilon \nu)) \geq 0,
\]
which implies \( \emptyset \neq \partial g(x) \subset C^j \). Invoking Lemma B.5, we can deduce
\[
g(x) \leq \sup_{y \in C^j} \{ \langle y, x \rangle_{H^j} - g^*(y) \} = g^{**}(x).
\]
On the other hand, from the definition of \( g^{**} \), it is easy to see that
\[
g(x) \geq g^{**}(x), \quad \forall x \in C^j.
\]
Hence, we obtain
\[
g(x) = g^{**}(x), \quad \forall x \in \text{int}\ \Omega.
\]

**B.2.2. Analysis on \( \text{cl}\ \Omega \).** Let \( x \in \text{cl}\ \Omega \) and choose \( y \in \text{int}\ \Omega \). Setting \( x_\alpha = (1-\alpha)x + \alpha y \), by Lemma B.2, we have \( x_\alpha \in \text{int}\ \Omega \) for every \( \alpha \in (0,1] \). By the result on \( \text{int}\ \Omega \), we have
\[
g(x_\alpha) = g^{**}(x_\alpha).
\]
Then, \( x_\alpha \) belongs to \( \text{dom}\ g \) and \( \text{dom}\ g^{**} \). Applying Lemma B.4 and sending \( \alpha \to 0 \), we get
\[
g(x) = g^{**}(x), \quad \forall x \in \text{cl}\ \Omega.
\]

**B.2.3. Analysis on \( C^j \).** Due to (B.4), we only need to consider points outside \( \text{cl}\ \Omega \). Fixing any \( x \in C^j \setminus \text{cl}\ \Omega \), we have \( g(x) = \infty \). Since \( f \) is not identically equal to \( \infty \) and \((C^j)^{**}\)-increasing, we must have \( 0 \in \Omega \). By this, \( x \notin \text{cl}\ \Omega \) and the convexity of \( \text{cl}\ \Omega \), we must have
\[
\lambda \in \sup \{ \lambda \in \mathbb{R}_+ : \lambda x \in \text{cl}\ \Omega \} < 1.
\]
We set
\[
\overline{\lambda} = \lambda x.
\]
Then, we have that \( \overline{\lambda} \notin \text{bd}\ \Omega \) and \( \lambda \overline{\lambda} \notin \text{cl}\ \Omega \) for all \( \lambda > 1 \).

We need to discuss two cases: \( \overline{\lambda} \in \Omega \) or not.
In the second case where \( \overline{\varpi} \in \Omega \), we have \( g(\overline{\varpi}) = \infty \). Due to \( \overline{\varpi} \in \text{cl} \Omega \) and (B.4), we have \( \gamma_{**}(\overline{\varpi}) = \infty \). On the other hand, by (B.4) and the fact that \( 0 \in \Omega \), we have \( g(0) = \infty \) and thus \( 0 \in \text{dom} g_{**} \). The convexity of \( g_{**} \) implies that
\[
\infty = \gamma_{**}(\overline{\varpi}) \leq \lambda g_{**}(x) + (1 - \lambda)g_{**}(0).
\]
Hence, we must have \( g_{**}(x) = \infty \) and thus \( g(x) = \gamma_{**}(x) \) for such \( x \).

We now consider the case where \( \overline{\varpi} \in \Omega \). For every \( y \in \mathcal{H}_j \), the outer normal cone to \( \Omega \) at \( y \) is defined by
\[
\mathbf{n}_\Omega(y) = \{ z \in \mathcal{H}_j : \langle z, y - y \rangle_{\mathcal{H}_j} \leq 0, \forall y' \in \Omega \}.
\]
We need the following result.

**Lemma B.8.** Assume \( \text{int} \Omega \neq \emptyset \). For every \( y \in \Omega \setminus \text{int} \Omega \) satisfying \( \lambda y \notin \text{cl} \Omega \) for all \( \lambda > 1 \), there is \( z \in \mathbf{n}_\Omega(y) \cap \mathcal{C}_j \) such that \( \langle z, y \rangle_{\mathcal{H}_j} > 0 \).

By Lemma B.8 applied to \( \overline{\varpi} \in \Omega \), there is \( z \in \mathcal{C}_j \) such that
\[
\langle z, w - \overline{\varpi} \rangle_{\mathcal{H}_j} \leq 0, \quad \forall w \in \Omega,
\]
\[
\langle z, \overline{\varpi} \rangle_{\mathcal{H}_j} > 0.
\]

The monotonicity of \( g \) ensures that \( g(x) \geq g(0) \) for all \( x \in \mathcal{C}_j \). For each \( \rho \geq 0 \), define
\[
\mathcal{L}_\rho = \mathcal{L}_{\rho z}, (0) - \rho (z, \overline{\varpi})_{\mathcal{H}_j}.
\]
Due to (B.8), we can see that
\[
\mathcal{L}_\rho(w) = \rho \langle z, w - \overline{\varpi} \rangle_{\mathcal{H}_j} + g(0) \leq g(w), \quad \forall w \in \Omega.
\]
Since we know \( f|_{\mathcal{C}_j \setminus \Omega} = \infty \), the inequality above gives
\[
\mathcal{L}_\rho \leq g, \quad \forall \rho \geq 0.
\]
Evaluating \( \mathcal{L}_\rho \) at \( x \) and using (B.6), we have
\[
\mathcal{L}_\rho(x) = \rho \langle z, x - \overline{\varpi} \rangle_{\mathcal{H}_j} + g(0) = \rho \left( \lambda^{-1} - 1 \right) \langle z, \overline{\varpi} \rangle_{\mathcal{H}_j} + g(0).
\]
By (B.5) and (B.9), we obtain
\[
\lim_{\rho \to \infty} \mathcal{L}_\rho(x) = \infty.
\]
This along with (B.10), Lemma B.6 and (B.3) implies
\[
g(x) = \gamma_{**}(x) \quad \forall x \in \mathcal{C}_j \setminus \text{cl} \Omega.
\]
In view of this and (B.4), we have completed the proof of Lemma B.7. It remains to prove Lemma B.8.

**Proof of Lemma B.8.** Fix \( y \) satisfying the condition. Since it is possible that \( y \notin \text{int} \mathcal{C}_j \), we want to approximate \( y \) by points in \( \text{bd} \Omega \cap \text{int} \mathcal{C}_j \). For every open ball \( B \subset \mathcal{H}_j \) centered at \( y \), there is some \( \lambda > 1 \) such that \( \gamma_\lambda = \lambda y \in \mathcal{C}_j \cap (B \setminus \text{cl} \Omega) \). Due to \( \text{int} \Omega \neq \emptyset \) and \( y \in \Omega \), by Lemma B.2, there is some \( \gamma'' \in B \cap \text{int} \Omega \cap \text{int} \mathcal{C}_j \). For \( \rho \in [0, 1] \), we set
\[
y_\rho = \rho y' + (1 - \rho) y'' \in B.
\]
Then, we take
\[
\rho_0 = \sup \{ \rho \in [0, 1] : y_\rho \in \text{int} \Omega \}.
\]
Since \( y' \notin \text{cl} \Omega \), we must have \( \rho_0 < 1 \). It can be seen that \( y_{\rho_0} \in \text{cl} \Omega \setminus \text{int} \Omega \) and thus \( y_{\rho_0} \notin B \cap \text{bd} \Omega \). Due to \( y' \in \mathcal{C}_j \), \( y'' \in \text{int} \mathcal{C}_j \) and Lemma B.2, we have \( y_{\rho_0} \in \text{int} \mathcal{C}_j \). In summary, we obtain \( y_{\rho_0} \in B \cap \text{bd} \Omega \cap \text{int} \mathcal{C}_j \).
By this construction and varying the size of the open balls centered at \( y \), we can find a sequence \((y_n)_{n=1}^{\infty}\) such that
\[
\begin{align*}
\text{(B.11)} & \quad y_n \in \text{int} C^j, \\
\text{(B.12)} & \quad y_n \in \text{bd} \Omega, \\
\text{(B.13)} & \quad \lim_{n \to \infty} y_n = y.
\end{align*}
\]

Fix any \( n \). By (B.11), there is \( \delta > 0 \) such that
\[
\text{(B.14)} \quad y_n + B(0, 2\delta) \subset C^j.
\]
Here, for \( a \in \mathcal{H}^j, r > 0 \), we write \( B(a, r) = \{ z \in \mathcal{H}^j : |z - a| < r \} \). For each \( \epsilon \in (0, \delta) \), due to (B.12), we can also find \( y_{n, \epsilon} \) such that
\[
\begin{align*}
\text{(B.15)} & \quad y_{n, \epsilon} \in \Omega, \\
\text{(B.16)} & \quad |y_{n, \epsilon} - y_n| < \epsilon.
\end{align*}
\]
This and (B.14) imply that
\[
y_{n, \epsilon} - a \in C^j, \quad \forall \epsilon \in (0, \delta), \quad a \in B(0, \delta).
\]
Since \( g \) is \((C^j)^*\)-increasing, this along with (B.15) implies that
\[
y_{n, \epsilon} - a \in \Omega, \quad \forall \epsilon \in (0, \delta), \quad a \in (C^j)^* \cap B(0, \delta).
\]
Due to (B.12) and \( \text{int} \Omega \supset \emptyset \), we have that \( \mathbf{n}_\Omega(y_n) \) contains some nonzero vector \( z_n \) (see [7, Proposition 6.45 together with [7, Proposition 6.23 (iii)]). The definition of the outer normal cone in (B.7) yields
\[
\{ z_n, y_{n, \epsilon} - a - y_n \}_\mathcal{H}^j \leq 0,
\]
which along with (B.16) implies
\[
\{ z_n, a \}_\mathcal{H}^j \geq -|z_n|\epsilon.
\]
Sending \( \epsilon \to 0 \) and varying \( a \in (C^j)^* \cap B(0, \delta) \), we conclude that
\[
\text{(B.17)} \quad z_n \in \mathbf{n}_\Omega(y_n) \cap C^j, \quad \forall n.
\]
Now for each \( n \), we rescale \( z_n \) to get \( |z_n| = 1 \). By passing to a subsequence, we can assume that there is \( z \in C^j \) such that \( z_n \) converges to \( z \). By \( z_n \in \mathbf{n}_\Omega(y_n) \), we get
\[
\{ z_n, w - y_n \}_\mathcal{H}^j \leq 0, \quad \forall w \in \Omega.
\]
The convergence of \((z_n)_{n=1}^{\infty}\) along with (B.13) implies
\[
\lim_{n \to \infty} \{ z_n, w - y_n \}_\mathcal{H}^j = \{ z, w - y \}_\mathcal{H}^j, \quad \forall w \in \Omega.
\]
The above two displays yield \( z \in \mathbf{n}_\Omega(y) \cap C^j \).

Then, we show \( \{ z, y \}_\mathcal{H}^j > 0 \). Fix some \( x_0 \in \text{int} \Omega \) and some \( \epsilon > 0 \) such that \( B(x_0, 2\epsilon) \subset \Omega \). Let \( y_n \) and \( z_n \) be given as in the above. Due to \( |z_n| = 1 \), we have
\[
x_0 - \epsilon z_n \in \Omega \subset C^j.
\]
Since it is easy to see that \( C^j \subset (C^j)^* \), by (B.17), we have \( z_n \in (C^j)^* \), which along with the above display implies that
\[
\{ x_0 - \epsilon z_n, z_n \}_\mathcal{H}^j \geq 0
\]
and thus \( \{ x_0, z_n \}_\mathcal{H}^j \geq \epsilon \). Using \( z_n \in \mathbf{n}_\Omega(y_n) \), we obtain
\[
\{ y_n, z_n \}_\mathcal{H}^j \geq \{ x_0, z_n \}_\mathcal{H}^j \geq \epsilon.
\]
Passing to the limit, we conclude that \( \{ z, y \}_\mathcal{H}^j > 0 \), completing the proof. \( \square \)
B.3. Proof of Proposition B.1. Similar to the arguments at the beginning of the proof of Lemma B.7, we only need to show the direction that $g^{**} = g$ if $g$ is convex, lower semicontinuous and $(C^1)^*$-increasing. By Lemma B.7, we only need to consider the case where $Ω$ has an empty interior. Recall that we have set $Ω = \text{dom } g$. Throughout this subsection, we assume that $Ω$ has an empty interior. We proceed in steps.

Step 1. Setting
\begin{equation}
N = \max \{ \text{rank} (x_{[j]}): x \in Ω \},
\end{equation}
we want to show $N < D$. We need the following lemma.

Lemma B.9. If there is $x \in C^j$ such that $x_{[j]}$ is of full rank, then $\text{int}(C^j \cap (x - (C^j)^*)) \neq \emptyset$.

Proof. Recall the partial order induced by $S^D_+$ in (3.1). Let $x$ satisfy the assumption. Then, there is some constant $a > 0$ such that $x_{[j]} \geq a I_D$ where $I_D$ is the $D \times D$ identity matrix. Let us define $y_k = k \delta I_D$, $k = 1, 2, \ldots, |j|$, for some $\delta > 0$ to be chosen later. Then, it is clear that $y \in C^j$. We consider $B = \{ z \in H^j: |z_k - y_k| \leq r, \forall k \}$ for some $r > 0$ to be chosen later. Then, due to finite dimensionality, there is some $c > 0$ such that, for every $z \in B$,
\begin{equation}
-cr I_D \leq z_k - y_k \leq cr I_D, \quad \forall k = 1, 2, \ldots, |j|.
\end{equation}
Using this, we can show that, for every $z \in B$,
\begin{equation}
z_k - z_k - 1 \geq y_k - y_k - 1 - 2cr I_D = (\delta - 2cr) I_D, \quad \forall k = 1, 2, \ldots, |j|,
\end{equation}
where we set $z_0 = y_0 = 0$. By choosing $r$ sufficiently small, the above is in $S^D_+$, and we have $B \subset C^j$. On the other hand, we also have, for $i = 1, 2, \ldots, |j|$,
\begin{equation}
\sum_{k=i}^{|j|} (x_k - y_k) \geq \sum_{k=i}^{|j|} (x_k - y_k + y_k - z_k) \geq \left( x_{[j]} - \sum_{k=1}^{|j|} y_k \right) + \sum_{k=i}^{|j|} (y_k - z_k)
\end{equation}
\begin{equation}
\geq \left( a I_D - \sum_{k=1}^{|j|} y_k \right) - |j| cr I_D = \left( a - \frac{1}{2} (1 + |j|) |j| \delta - |j| c r \right) I_D,
\end{equation}
which is in $S^D_+$ if $\delta$ and $r$ are chosen sufficiently small. Hence, we have $x - z \in (C^j)^*$ for all $z \in B$, which is equivalent to $B \subset x - (C^j)^*$. Since $B$ has a nonempty interior, the proof is complete. \hfill \Box

Since $g$ is $(C^j)^*$-increasing, we have \begin{equation} C^j \cap (x - (C^j)^*) \subset Ω, \quad \forall x \in Ω. \end{equation}
Hence, Lemma B.9 implies that if there is $x \in Ω$ with $\text{rank}(x_{[j]}) = D$, then $\text{int} Ω \neq \emptyset$. Therefore, under our assumption $\text{int} Ω = \emptyset$, we must have that $x_{[j]}$ is of rank less than $D$ for every $x \in Ω$. So, for $N$ defined in (B.18), we must have $N < D$.

Step 2. We fix $\overline{z} \in Ω$ with rank $N$. By changing basis, we may assume $\overline{z} = \text{diag}(a, 0_{D-N})$ where $a$ is a $N \times N$ diagonal matrix with positive entries and $0_{D-N}$ is $(D - N) \times (D - N)$ zero matrix. We set
\begin{equation}
\mathcal{S}^N_+ = \{ \text{diag}(a, 0_{D-N}): a \in S^N_+ \} \subset S^D_+,
\end{equation}
\begin{align*}
\overline{C}^j &= \{ x \in C^j: x_k \in \mathcal{S}^N_+, \forall k \}.
\end{align*}
We want to show that
\begin{equation}
Ω \subset \overline{C}^j.
\end{equation}
We argue by contradiction and assume that there is $y \in Ω$ such that $y_{k'} \notin \mathcal{S}^N_+$ for some $k'$. Let us define $\overline{y}$ by $\overline{y}_k = y_k$ for all $k \leq k'$ and $\overline{y}_k = y_{k'}$ for all $k > k'$. We clearly have $\overline{y} \in C^j \cap (y - (C^j)^*)$ which implies that $\overline{y} \in Ω$ (because $g$ is $(C^j)^*$-increasing). By convexity of $Ω$, we must have $z = \frac{1}{2} \overline{z} + \frac{1}{2} \overline{y} \in Ω$.

We argue that $z_{[j]}$ has rank at least $N + 1$. Since $y_{k'}$ is positive semi-definite, we must have
\begin{equation}
(y_{k'})_{ii} > 0
\end{equation}
for some \( i > N \). By reordering coordinates, we may assume \( i = N + 1 \) in (B.20) and thus \((y_k^N)^{N+1, N+1} > 0\). Setting \( z_{ij} = ((z_{ij})_{m,n})_{1 \leq m, n \leq |i|} \), it suffices to verify \( v^\top z_{ij}v > 0 \) for all \( v \in \mathbb{R}^{N+1} \setminus \{0\} \). We define \( \bar{z}_{ij} \) and \( \bar{y}_{ij} \) analogously. If \( v_n \neq 0 \) for all \( n = 1, 2, \ldots, N \), we have
\[
v^\top \bar{z}_{ij}v \geq \frac{1}{2} v^\top \bar{y}_{ij}v > 0
\]
due to the fact that \( \bar{z}_{ij} = a \) is a diagonal matrix with positive entries. If \( v_n = 0 \) for all \( n = 1, 2, \ldots, N \), then we must have \( v_{N+1} \neq 0 \) and thus
\[
v^\top \bar{z}_{ij}v \geq \frac{1}{2} v^\top \bar{y}_{ij}v = \frac{1}{2} v_{N+1}^2 (y_{ij})_{N+1, N+1} > 0.
\]
We conclude that \( z_{ij} \) has rank at least \( N + 1 \) contradicting the definition of \( N \). Therefore, we must have (B.19).

Step 3. We conclude by applying Lemma B.7 to \( g \) restricted to \( \tilde{C} \), and treating \( g \) on \( C \setminus \tilde{C} \) using Lemma B.6.

In view of (B.18) and (B.19), applying Lemma B.9 to \( \tilde{C} \), we have that \( \Omega \) has nonempty interior relative to \( \tilde{C} \). Let \( \bar{g} \) be the restriction of \( g \) to \( \tilde{C} \). Define
\[
\bar{g}(y) = \sup_{x \in \tilde{C}^j} \{ (x, y)_{H^j} - \bar{g}(x) \}, \quad \forall y \in \tilde{H}^j
\]
where \( \tilde{H}^j = \{ x \in H^j : x_k \in \tilde{S}, \forall k \} \) with \( \tilde{S} = \{ \text{diag}(a, 0_{K-N}) : a \in S^N \} \). Since \( g(x) = \infty \) for \( x \notin \tilde{C} \) and \( g = \bar{g} \) on \( \tilde{C} \), we can see from the definition of \( g^* \) in (B.1) that
\[
g^*(y) = \sup_{x \in \tilde{C}^j} \{ (x, y)_{H^j} - g(x) \} = \bar{g}^*(y), \quad \forall y \in \tilde{H}^j,
\]
which implies \( g^{**}(x) \geq \bar{g}^{**}(x) \) for all \( x \in \tilde{C} \). Since Lemma B.7 implies that \( \bar{g}(x) = \bar{g}^{**}(x) \) for \( x \in \tilde{C} \), we can thus conclude that \( g^{**}(x) \geq g(x) = g(x) \) for all \( x \in \tilde{C} \). This along with (B.3) yields (B.21)
\[
g^{**}(x) = g(x), \quad \forall x \in \tilde{C}.
\]

For \( x \in C \setminus \tilde{C} \), arguing as above (the paragraph studying the rank of \( z_{ij} \)), we can see that there is some \( k \) and some \( i > N \) such that \( (x_k)_{ii} > 0 \). Now, setting \( y_k = \text{diag}(0_N, I_{K-N}) \) for every \( k \), we have \( y \in C, (y, x)_{H^j} > 0 \) and \( (y, z)_{H^j} = 0 \) for all \( z \in \tilde{C} \). We define \( \mathcal{L}_\rho = \rho (y, \cdot)_{H^j} + g(0) \) for each \( \rho > 0 \). Since \( g(z) \geq g(0) \) for all \( z \in C \) due to the monotonicity of \( g \), and since \( \mathcal{L}_\rho(z) = g(0) \) for all \( z \in \tilde{C} \), we have \( g(z) \geq \mathcal{L}_\rho(z) \) for all \( z \in \tilde{C} \). Due to \( g = \infty \) on \( C \setminus \tilde{C} \), we thus get
\[
g(z) \geq \mathcal{L}_\rho(z), \quad \forall z \in C.
\]
Due to \( (y, x)_{H^j} > 0 \), we also have \( \lim_{\rho \to 0} \mathcal{L}_\rho(x) = \infty = g(x) \). In view of Lemma B.6, this along with the above display implies that \( g^{**}(x) = g(x) \) for all \( x \in C \setminus \tilde{C} \), which together with (B.21) completes the proof of Proposition B.1.
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