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Abstract

Background: There has been increasing interest in assessing the impacts of extreme temperatures on mortality due to diseases of the circulatory system. This is further relevant for future climate scenarios where marked changes in climate are expected. This paper presents a solid method to identify the relationship between extreme temperatures and mortality risk by using as predictors simulated temperature data for cold and hot conditions in two urban areas in Portugal.

Methods: Based on the mortality and meteorological data from Porto Metropolitan Area (PMA) and Lisbon Metropolitan Area (LMA), a distributed lag nonlinear model (DLNM) was implemented to estimate the temperature effects on mortality due to diseases of the circulatory system. The performance of the models was validated via bootstrapping approaches by creating resamples with replacement from the validating data. Bootstrapping was also used to identify the best candidate model and to evaluate the sensitivity of the spline functions to the exposure-lag-response relationship.

Results: It is found that the model is able to reproduce the temperature-related mortality risk for two metropolitan areas. Temperature previously simulated by climate models is useful and even better than observed temperature. Although, the biases in predictions in both metropolitan areas are low, mortality risk predictions in PMA are more accurate than in LMA. Using parametric bootstrapping, we found that the overall cumulative association estimated under different bi-dimensional exposure-lag-response relationship are relatively stable, especially for the model selected by Quasi-Akaike Information Criteria (QAIC). Exposure to summer temperature conditions is best related to mortality risk. The association between winter temperature and mortality risk is somewhat less strong.

Conclusions: The use of QAIC to choose from several candidate models provides valid predictions and reduced the uncertainty in the estimated relative risk for circulatory disease mortality. Our findings can be applied to better understand the characteristics and facilitate the prevention of circulatory disease mortality in Porto and Lisbon Metropolitan Areas, namely if we consider the actual context of climate change.
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Background
There is an extensive literature describing temperature-mortality associations and the extreme temperatures are one of leading causes of death in many countries [1–6]. Portugal has been identified as one of the countries in Europe with excess mortality during the winter [7, 8]. The Eurowinter Group [7] evaluated the impact of air temperature on mortality across some European countries and found smaller increases in cold mortality in northern European countries than in Greece (southern European countries). During the summer months, mortality is lower; however, sharp mortality peaks have been registered in years with heatwaves. This fact is reported by several studies, thus proving the association between extreme temperatures and cardiovascular and respiratory mortality [9, 10].

In Portugal, developing and publishing Cold Weather [11, 12] and Heatwave Plans [13], as formulated by the national government, have an important role in devising preventive measures so as to face health risks associated with extreme weather [14]. Nevertheless, in case of frequent extreme temperatures that may occur in the short- and long-term, this system does not suffice on its own. In extreme weather events, the event itself must be predicted, as well as its possible impacts on population health. Many climate models do not simulate urban climates, meaning that future heat-related mortality within cities is likely to be underestimated [14]. A study [15] reported that, during a severe heat wave in the UK, future mortality, estimated by adding temperature changes from a regional climate model to the modeled present-day temperatures, was notably higher when urban temperatures were used, in comparison with rural values.

Including projections from Global Climate Models (GCM) and Regional Climate Models (RCM) in national alert systems would be not only an asset in terms of short- and long-term prediction of these extreme events, but also a valuable tool for mitigating the effects that climate change has had on the regions under study, as well as on Portugal as a whole. In both GCM and RCM climate projections, a historical period is defined [16, 17]. Studies suggest [17, 18] that correction factors are derived by comparing the RCM output with observed weather variables in the control period and then applied to RCM output for future climate. The methodology validation based on a bootstrapping approach is found in different studies. A study developed for the Northern Eurasian Earth Science Partnership Initiative uses a bootstrapping approach that samples the full historical record to test the fidelity of the downscaling [18]. This method was used to evaluate several characteristics of the temperature–mortality relationships. For example, to quantify uncertainty, an approximate bootstrap method was proposed to derive the empirical distribution of the minimum mortality temperature for 135 cities in the USA [19]. The same study suggested that the proposed method performs better even with a minimal level of prior knowledge, reducing the Bias and RMSE in point estimation and achieving near 95% coverage while shortening the length in interval estimation. Another study [20], developed for the 52 provincial capital cities in Spain, proposed an approximate parametric bootstrap estimator of confidence interval from a temperature–mortality shape, estimated by splines, and showed that uncertainty can be small or large, depending on the estimated association pattern that varies among cities.

The aim of this study is to develop metropolitan-specific distributed-lag models and a method of validation using climate simulations of daily temperatures performed with the regional Weather and Research Forecast (WRF) model forced with the global climate model MPI-ESM-LR. This study uses simulated temperature data and serves as a reference for subsequent studies to be performed with the same climate model to study the impact of future climate change scenarios on mortality risk in the region.

We consider for the study, metropolitan areas of greatest importance in Portugal namely, Lisboa and Porto. The selection was based on the fact that these two metropolitan areas gather the population, the principal service activities and many of them are ill-equipped for climate change adaptation when focusing health population.

Methods
The geographical areas under study comprises the Portuguese Metropolitan Areas (PMA, Porto Metropolitan Area; and LMA, Lisbon Metropolitan Area) for which the daily mortality and meteorological series were collected for the period 1986–2005.

Data sources
Mortality data
The daily deaths counts were provided by the Statistics Portugal. Mortality data were classified into the following categories using the International Statistical Classification of Diseases: Diseases of the Circulatory System (ICD – 9: 390-459; ICD-10: I00-199).

Meteorological data
Observed daily-average, maximum and minimum temperatures data were obtained from the NOAA’s National Climatic Data Center (NCDC), for meteorological stations in each metropolitan area: 85790 Gago Coutinho (LMA) and 085450 Pedras Rubras (PMA). Temperature measurements in Kelvin were converted to degrees Celsius. The selection of meteorological stations was based in their
high quality data and their climatic representativeness location.

We obtained daily temperatures (daily-average, maximum and minimum) for each metropolitan area from simulations previously performed with the WRF model v3.5 [21] for the time period 1986–2005. The simulated temperature data was obtained for model grid-point nearest to both urban areas. This model was used to dynamically downscale climate data from the Max Planck Institute for Meteorology Earth System Model (MPI-ESM-LR) to a high-resolution (9-km) climatic grid. The global climate model participated in the IPCC 5th Assessment Report [22]. The detailed explanation of these simulations and their validation for the Iberian Peninsula are presented in [23]. Various studies have used these simulations for other purposes [24–27].

Simulated climate may have systematic errors when compared to observations. With the purpose to minimize the differences between simulated and observational data, numerous studies [28–32] have applied bias correction to the simulations.

In this study, we used a method developed by [33], which enables the minimization of the systematic errors verified in the daily maximum and minimum temperature simulations, through a quantile-quantile calibration. The advantage of this approach is the correction of the complete distribution including the tails, which, in this case, comprises the correction of extreme temperatures. Bias correction of temperature for the 1986–2005 period was performed by projecting the distribution of the observed temperature onto the simulated temperature for the period [33].

Statistical analysis

Modeling the temperature-mortality association

We fitted a Metropolitan Area-specific time-series quasi-Poisson regression models adjusting for season, long-term trend (Year), days of the week (DOW), holiday (HOY), population (POP) and meteorological variables. In this situation, the outcome, \( Y_t \) at a given time \( t \) may be explained in terms of past exposures \( x_{t-\ell} \), with \( \ell \) as the lag. The general model definition is

\[
g(\mu_t) = \alpha + \sum_{j=1}^{J} s_j(x_{tj}) + \sum_{k=1}^{K} \gamma_k u_{tk} \tag{1}
\]

where \( \mu_t \equiv E(Y_t) \), and \( Y_t \) daily deaths by CS with \( t = 1, \ldots, n \), assumed arise from an over-dispersed Poisson distribution. The function \( s_j \) specify the relationship between variables \( x_j \) and the nonlinear exposure-response curve, defined by the parameter vectors \( \beta_j \). That is a non-linear and delayed effects of a predictor will be modeled through the functions \( s_j \) which define the relationship along the two dimensions of predictor and lags. The variables \( u_{tk} \) include other predictors with linear effects specified by the related coefficients \( \gamma_k \). To eliminate the potential confounding effects, we included the following covariates in our time-series regression models.

The Metropolitan Area-specific model is given as:

\[
\log[\text{E}(Y_{it})] = \alpha + \delta_1 DOW_t + \delta_2 HOY_t + \delta_3 POP_t + ns(Date_t) + cb_{\text{temp}}(\text{temp}_t, \ldots, \text{temp}_{t-30}) \tag{2}
\]

where \( \text{E}(Y_{it}) \) denotes the daily number of deaths on day \( t \); \( t \) refers to the day of the observation; \( \alpha \) is the intercept; \( ns() \) denotes the cubic smoothing spline; \( DATE_t \) is the day of calendar time on day \( t \), with 7–9 degrees of freedom per year [1]; \( DOW_t \) is the day of the week on day \( t \), \( HOY_t \) is holiday or not on day \( t \), \( POP_t \) is the population [11].

The cb (Temperature, lag) is a cross-basis matrix obtained by applying to temperature lag-response exposure; here lag refers to the maximum 30-lag days. That is, we modeled the non-linear and delayed exposure-lag-response relationship between temperature and mortality with a distributed lag non-linear model applying a bi-dimensional cross-basis spline function describing the dependency along the temperature range and its 30 days of lag dimension [34, 35].

Briefly, the cross-basis function \( s(x,t) \) is defined by:

\[
s(x,t) = \sum_{l=0}^{L} f. \omega(x_{t-l}, l) \tag{3}
\]

with bi-dimensional function, \( f. \omega(x_{t-l}, l) \) composed of two marginal functions \( f(x) \) and \( \omega(l) \) representing the smooth function for exposure-response and lag-response function, respectively.

Therefore, for a given time \( t \), the cross-basis parameterization can be re-expressed as:

\[
w^T_{s} \theta = \sum_{l=0}^{L} \theta_{\text{temp}_t-l} \tag{4}
\]

This overall cumulative association is composed of the sum of contributions \( \beta_{\text{temp}_t-l} \) from exposures \( \text{temp}_{t-\ell} \), \( \text{temp}_t-L \) experienced within the 30-lag period.

Prediction for cumulative exposure-response association

For each Metropolitan Area, predictions for overall cumulative exposure-response risk associations were derived from the parameter estimates from the training data for varying temperature values. The analysis was carried out for both observed and predicted data as follows:

1. The observed data for the period of 1986–2000 was used as training data and validated using the observed test data for the period 2001–2005.
2. The simulated data for the period of 1986–2000 was used as training data and validated using the simulated test data for period 2001–2005.

Each model was built considering the minimum and mean temperatures for winter (December, January, February and March), while maximum and mean temperatures were used for summer (June, July, August and September). The predictions for the cumulative exposure–lag–response association were derived from the parameter estimates from the DLNM regression models of Eq. 2 for specific covariates values, eg. varying temperature values, lags and other predictors.

The values plotted in Figs. 1, 2, 3, 4, 5, 6, 7 and 8 are derived based on different settings of the regression variables. For example, in a panel of the figures we keep the temperature values at 1st percentile for temperatures in the winter and 99th percentile for the summer data to estimate the relative risk. The specific values are presented in Tables 2 & 3. For the 3D prediction for cumulative exposure–lag–response association were derived from the parameter estimates from the DLNM to investigating the variation in the over-dispersed data Quasi-AIC [35]. See the appendix Additional file 1: Table S1 for the different for- mulation of the 48 candidate models.

Sensitivity analysis for model parameters
We carried out a sensitivity analysis to investigate our model choices. The model selection for the number of knots and position, number of dfs and smooth function for exposure-response and lag-response function are based on modified Akaike information criteria for models with overdispersed data Quasi-AIC [35]. See the appendix Additional file 1: Table S1 for the different formulation of the 48 candidate models.

Model validation and evaluation of performance
Firstly, we validate the estimates of the risk contributions corresponding to a specific temperature exposure intensity at different lag, \( \beta_{\text{temp}, l} \) without resampling. We computed different estimated exposure–lag–response risk association \( \beta_{\text{temp}, l} \) at the varying exposure and lags by DLNM model (eq. 2) with a cross-basis defined in (eq. 3).

We derive root mean square error (RMSE) and mean absolute deviation (MAD) as follow:

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum (Y_{\text{obs}, i} - Y_{\text{pred}, i})^2}
\]

(6)

where the observed deaths in simulation “i” and predicted deaths in simulation “i” are designated by \( Y_{\text{obs}, i} \) and \( Y_{\text{pred}, i} \), respectively.

The average error is estimated from the differences between the RMSE for the simulated data and that of the original data.

Lastly, adopting the strategy of Gasparrini et al. [35], we carried out a simulation study to assess the performance of DLNM to investigating the variation in the overall cumulative effect, \( \beta_{l} \) due to the specification of cross-basis spline function for exposure-lag-response specification and degrees of freedom for day of calendar to capture trend and seasonality in the data. The bootstrap samples were developed as follows:

1. Generate \( m = 500 \) bootstrap samples of size \( n_s \) subjects (\( n_s = 2000 \)) each.
2. For each simulated sample, the overall cumulative exposure-lag-response association is estimated by DLNM (2) under each of scenarios:
   - Define the scenarios for cross-basis spline functions \( f(x) \) and \( \omega(l) \). The exposure-response function, \( f(x) \) was specified as a simple linear term or quadratic B-splines with 0, 1 or 2 knots placed at equal distance in the dimension of the predictor while the lag-response function \( \omega(l) \) was specified as a simple constant term with 1 df or quadratic B-splines with intercept and 0, 1 or 2 knots equally placed.
   - The dfs for spline for “Date” to account for trends and seasonality were set at 7–9.
In total, s = 48 models were evaluated with total df ranges 1 to 20 (Additional file 1: Table S1).

We estimate the bootstrap percent bias, the coverage probability and relative root mean square error (RMSE) of the overall cumulative effect, $\beta$. These indices are given by the equations below:

$$\text{Bias} = \frac{\sum (\hat{\beta}_{c,i} - \beta_{c,i})}{\sum \beta_{c,i}/m} \times 100$$  \hspace{1cm} (7)

$$\text{Coverage probability} = \sum I(\hat{\beta}_{c,i} - \beta_{c,i}) \leq 1.96\sqrt{V(\hat{\beta}_{c,i})}/m$$  \hspace{1cm} (8)

$$\text{RMSE} = \sqrt{\frac{\sum (\hat{\beta}_{c,i} - \beta_{c,i})^2}{\sum \beta_{c,i}/m}} \times 100$$  \hspace{1cm} (9)

Where I is an indicator function, $\hat{\beta}_{c,i}$ is the estimated overall cumulative effect from the best fitting model selected by QAIC and $\beta_{c,i}$ is the summary effect at each $i^{th}$ iteration.

All the data analyses were conducted in R software (version 3.4.0, R Project for statistical Computing, http://www.r-project.org), using the package “dlnm” [36].

**Results**

**Data description**

This study is based on observed/simulated number of deaths and exposure to temperature in PMA (Porto Metropolitan Area) and LMA (Lisbon Metropolitan Area), from 1986 to 2005. Summary statistics of mortality are shown in Table 1. The overall average number of deaths were 14.2 and 29.1 for PMA and LMA, respectively from 1986 to 2000. The average number of deaths for PMA and LMA in winter of the same period were 17.4 and 36.0 respectively.

Table 2 presents some descriptive statistics for observed temperature. For winters of 1986–2000 and 2001–2005 in LMA, the average and 1st percentile of daily mean and minimum temperatures are shown. The average daily mean temperatures in LMA were 12.8°C and 11.3°C in 1986–2000 and 2001–2005, respectively compared to 11.2°C and 11.3°C in the same period in PMA. Similarly, the average daily minimum temperature and 1st percentile daily minimum temperature in LMA 1986–2000 were 9.5°C and 3.9°C, respectively and 9.1°C and 2.1°C, respectively in 2001–2005. In the PMA the average daily minimum temperature was 7.2°C and 7.2°C in 1986–2000 and 2001–2005, respectively. Similar patterns can be observed in the summer period for both Metropolitan Areas in 1986–2000 and 2001–2005.

**Model selection**

We present the assessment of model parameter choices in Additional file 1: Table S1 for 48 candidate models. The best fitted model for temperature-mortality association according to QAIC is Model 11. This model described the mean daily temperature delayed effects (lag 0–30) by quadratic B-spline function for both exposure-response and lag-response with a total df of 12 and knot placed at 13.5 for temperature and 15 for lags. The model also include the term “Date” described by a natural cubic spline function to control for long term temporal trend and seasonality with 8 dfs generated per year of study.

**Temperature-mortality association**

Results for DLNM (Model 11), assuming a nonlinear (quadratic B-spline) temperature exposure–death relationship are presented in Table 2. These results rely on a bidimensional representation of the exposure–lag–response association as depicted in Figs. 1, 2, 3, 4, 5, 6, 7 and 8 over the range of the exposure and the lag days, show the predicted relative risk (RR) surfaces from the model in eq. 1, for various temperature ranges and 0–30 lags.

For the winter season in PMA (1986–2000) and considering exposure to average daily observed temperature (Fig. 1, left), the exposure–lag–response show an initial increase in RR along lags, peaking at approximately 3 days after the exposure, and then decreasing and apparently disappearing after about 15 days, independent of the exposure levels. The right panel of Fig. 1 shows the associated risk composing the lag-response curve at 1st percentile of the daily mean temperature (5.1°C). The estimated RR peaks at lag 3 and the risk disappears 6–10 days. This indicates that risk of deaths is highest after a 3 days (1–3 lag days) cumulative exposure to temperature at 5.1°C. The relationship between temperature exposure (Tmean) and risk of deaths indicate a nonlinear temperature-mortality dependency (middle panel of Fig. 1). This part of the figure shows the predicted risk for different exposure intensities on the same day. The RR was highest at extreme cold temperature (1–5 °C) and decreases steadily. The estimated risk at an exposure of 5.1°C (1st percentile Tmean) was RR of 1.63 (95% CI: 1.35–1.97) indicating a high risk of death at that temperature (Table 2).

The results for PMA in the summer period presented in Table 2 and displayed in Fig. 2 is almost flat indicating that the effect of daily mean temperatures in the summer were not significantly associated with risk of death.
Figures 3 and 4 presented the exposure-lag response association for LMA in winter and summer respectively. Figure 3 indicates that generally exposure to daily mean temperature has no significant effect on the risk of death at average temperature of 12.39 °C with lower RR of 0.99, (95% CI: 0.97–0.99) for the period 1986–2000. Similarly, in 2001–2005 there was a lower associated risk at daily mean temperature exposure of 11.39 °C with RR = 0.93 (95% CI: 0.89–0.96). There was an associated risk of 1.10 (95% CI: 1.00–1.02) in the summer period 2001–2005 for average daily mean temperatures of 22.27 °C and 19.51 °C respectively. For this and other observed temperature values see Table 2 and Additional file 2: Figure S1, Additional file 3: Figure S2, Additional file 4: Figure S3, and Additional file 5: Figure S4.

Figures 5, 6, 7 and 8 present the exposure-lag-response for the simulated data for winter and summer during period 1986–2000 and 2001–2005. The descriptive summaries for temperature and the associated risk of deaths are displayed in Table 3. Summary statistics for temperatures in LMA are generally higher than PMA. Relative risks are higher and significant for 1st percentile minimum temperatures, for instance, in PMA the associated risk at a 1st percentile minimum temperature exposure of 0 °C for 1986–2000 was RR = 2.24, (95% CI: 1.69–2.97) while at −2.2 in 2001–2005 was RR = 4.71 (95% CI: 2.51–8.82).

Fig. 1 Exposure-lag-response, overall cumulative exposure-response, and lag-response for observed data in WINTER for Porto Metropolitan Area (PMA), during 1986–2000, using mean temperature (Tmean)

Fig. 2 Exposure-lag-response, overall cumulative exposure-response, and lag-response for observed data in SUMMER for Porto Metropolitan Area (PMA), during 1986–2000, using mean temperature (Tmean)
Figure 5 presents the exposure-lag-response curve for summer in 1986–2000 and 2001–2005. The middle panel revealed a flat line implying no association between temperature and death in the summer while in Fig. 6 for winter period in Lisbon, the associated risk for 1st percentile average daily mean temperature of 9.2 °C with RR = 1.06 (95% CI: 1.03–1.09). See Table 3 and Additional file 6: Figure S5, Additional file 7: Figure S6, Additional file 8: Figure S7 and Additional file 9: Figure S8 for the relative risks associated with other temperatures in winter and summer for the period 1986–2000 and 2001–2005.

Overall, one can say that, from the analysis of Tables 2 and 3, the temperature and the associated RR are similar when using observed and simulated temperature. The errors presented in Table 4 confirms this statement with small MAD and RMSE in all cases with the exceptions for LMA using observed Tmean, simulated Tmean and Tmin. Higher RR are obtained for extreme low and high temperatures. We can, therefore, be confident in using simulated temperature to estimate RR for the present climate and for future climate scenarios.

Variability in temperature-mortality association and prediction
We present here the results from the assessment of temperature-mortality associations and predictions.
A panel of Additional file 10: Figure S9, Additional file 11: Figure S10, Additional file 12: Figure S11, Additional file 13: Figure S12, Additional file 14: Figure S13, Additional file 15: Figure S14, Additional file 16: Figure S15 and Additional file 17: Figure S16 and Additional file 18: Figure S17 show the pattern of the estimated associated risks for models fitted with the training data (1986–2000) validated with data sets from 2001 to 2005. The performance of the models was assessed via eq. 4 for the overall cumulative effect, and then visually assessed via of Additional file 10: Figure S9, Additional file 11: Figure S10, Additional file 12: Figure S11, Additional file 13: Figure S12, Additional file 14: Figure S13, Additional file 15: Figure S14, Additional file 16: Figure S15 and Additional file 17: Figure S16. The figures show the associated risks for the validated data resembles the associated risks from the training data (1986–2000). Visual assessment of the Additional file 10: Figure S9, Additional file 11: Figure S10, Additional file 12: Figure S11, Additional file 13: Figure S12, Additional file 14: Figure S13, Additional file 15: Figure S14, Additional file 16: Figure S15 and Additional file 17: Figure S16.
show no distinctive differences between associated risks in 1986–2000 and 2001–2005 for the winter and summer periods. For example, the risk of death based on observed 1st percentile daily mean winter temperature of 5.1 °C in PMA (1986–2000, see Additional file 10: Figure S9) was RR = 1.63, (95% CI: 1.35–1.97) similar to RR = 1.98, (95% CI: 1.19–3.29) in 2001–2005 based on daily mean winter temperature of 5.4 °C. In the same vein, we observed similarity in associated risks of deaths between 99th percentile daily mean summer temperature of 27.5 °C in 1986–2000 (RR = 1.00, 95% CI: 0.72–1.39) and 99th percentile daily mean summer temperature of 28.7 °C (RR = 1.09, 95% CI: 0.82–1.46) in 2001–2005.

The visual assessments of the Additional file 10: Figure S9, Additional file 11: Figure S10, Additional file 12: Figure S11, Additional file 13: Figure S12, Additional file 14: Figure S13, Additional file 15: Figure S14, Additional file 16: Figure S15 and Additional file 17: Figure S16 confirm to the values of RMSE and MAD reported in Table 4 indicating a good prediction of the effect of temperature on deaths. As shown in these figures, the curves are very close to each other indicting the models provide a good prediction. In particular, the graphs for the summer periods are almost exactly overlaying each other. Also, Table 4 confirms results shown in Tables 2 and 3 that small MAD and RMSE are observed in all cases with
the exceptions for LMA using observed Tmean and using simulated Tmean and Tmin. Higher RR are obtained for extreme low and high temperatures.

Furthermore, we explore the biases produced by the validating datasets via bootstrapping approach. These biases are depicted by histograms in Fig. 9 and the mean presented in Table 5. Generally, the models used in prediction in PMA offer a better performance than Lisbon, with lower relative biases (See Table 5). The biases in winter for PMA is the lowest. All models biases exhibit less variability and also tend to cluster more tightly around zero, though there is much smaller variability in winter than summer and in LMA than in PMA. The results in Table 5 show in PMA, the negative bias in the number of deaths and positive bias for LMA prediction implying that validated models accuracies are less than the original data in Porto while the reverse is the case for Lisbon. However, as mentioned before, these differences are very small and centered around zero.

We carried out a parametric bootstrap simulation to study the influence of different choices of exposure-lag-response spline function on overall cumulative risk (Additional file 18: Table S2). Generally, all models have lower relative bias. The higher relative RMSE observed in Model 1–4 can be attributed to lack of fit, due to insufficient flexibility in the lag-response spline function. The model 11 specification has quadratic B-spline in both exposure-response and lag-response spline functions with 8 dfs for date to capture trend and seasonality. The coverage of the 95% CI from 500 simulations was 94.6%, bias of 1.9 and RMSE of 0.07 (Additional file 18: Table S2).

Discussion
In the current study, we have developed different statistical models to assess the relationship between the circulatory disease mortality (CD) and temperatures (simulated and observed). Simulated temperature is previously subjected to bias correction. The analysis was based on models fitted by a DLNM model to assess the effects of temperature on mortality [35, 37]. The DLNM was determined using only the first half of the data (1986–2000) and validated for the independent period of 2001–2005. The method was applied by using observed and simulated temperatures. We evaluated the error (RMSE and

| Table 1 | Region-specific summary deaths statistics, for Summer and Winter months during 1986–2005, for Porto Metropolitan Area (PMA) and Lisbon Metropolitan Area (LMA), Portugal |
|---------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Metropolitan Area/Study Period | Summer Mean (SD) | Winter Mean (SD) | Overall Mean (SD) |
| PMA 1986–2000 | 11.9 (3.6) | 17.4 (5.1) | 14.2 (4.9) |
| LMA 1986–2000 | 24.1 (6.0) | 36.0 (8.2) | 29.1 (8.4) |
| PMA 2001–2005 | 14.3 (11.4) | 9.2 (6.4) | 11.7 (9.8) |
| LMA 2001–2005 | 23.3 (6.2) | 34.8 (8.2) | 27.8 (8.4) |

| Table 2 | Descriptive statistics for observed temperature values in Porto Metropolitan Areas (PMA) and Lisbon Metropolitan Areas (LMA), used in the models for the period 1986–2000 and validating period 2001–2005 together with the estimated relative risks (RRs) values at averages, 1st and 99th percentiles temperature values |
|---------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Metropolitan Area/Study Period | Ave. Tmean | RR (95% CI) | 1st Tmean | RR (95% CI) | Ave. Tmin | RR (95% CI) | 1st Tmin | RR (95% CI) |
| **WINTER** | | | | | | | | |
| PMA 1986–2000 | 11.2 | 1.10 (1.06–1.13) | 5.1 | 1.63 (1.35–1.97) | 7.2 | 0.81 (0.75–0.86) | –0.3 | 1.34 (1.07–1.67) |
| LMA 1986–2000 | 12.8 | 0.99 (0.97–0.99) | 7.1 | 1.11 (0.89–1.38) | 9.5 | 1.02 (1.01–1.02) | 3.9 | 1.75 (1.54–1.99) |
| PMA 2001–2005 | 11.3 | 1.09 (1.05–1.13) | 5.4 | 1.98 (1.19–3.29) | 7.2 | 1.02 (1.01–1.03) | –0.3 | 1.52 (0.98–2.38) |
| LMA 2001–2005 | 11.3 | 0.93 (0.89–0.96) | 4.6 | 0.95 (0.66–1.36) | 9.1 | 1.03 (1.00–1.05) | 2.1 | 3.03 (2.16–4.25) |
| **SUMMER** | | | | | | | | |
| PMA 1986–2000 | 19.1 | 1.02 (0.99–1.05) | 27.5 | 1.00 (0.72–1.39) | 23.5 | 1.03 (0.89–1.18) | 35.0 | 0.91 (0.58–1.42) |
| LMA 1986–2000 | 22.2 | 1.01 (1.00–1.02) | 29.7 | 1.10 (0.87–1.38) | 22.6 | 0.89 (0.79–1.01) | 33.1 | 1.03 (0.79–1.33) |
| PMA 2001–2005 | 19.4 | 1.07 (0.91–1.27) | 28.7 | 1.09 (0.51–2.34) | 23.7 | 1.02 (0.89–1.17) | 35.5 | 0.91 (0.56–1.44) |
| LMA 2001–2005 | 19.5 | 1.12 (1.03–1.22) | 27.9 | 1.10 (0.82–1.46) | 27.7 | 0.97 (0.92–1.02) | 38.4 | 1.01 (0.69–1.45) |
The main objective here is to validate the method using an independent period and also to validate the use of simulated temperatures which can be used for future climate scenarios. Uncertainty is estimated by performing bootstrapping runs, over a 20-year period for Portuguese Metropolitan Areas (PMA, Porto Metropolitan Area; and LMA, Lisbon Metropolitan Area). Bootstrapping runs were performed to identify the best model candidate and to evaluate the influence of different choices of exposure-lag-response spline function on overall cumulative risk. To our best knowledge these have never been examined before in our country, using recent and consistent methods.

Results indicate that the associated risks for validated data are similar to the associated risks for training data. The estimated values of the RSME and MAD presented in our results are relatively small, implying a good prediction. The lower RSME provides evidence of accurate smoothing and thus good predictions based on the models. RSME and MAD show that the models provide

| Table 3 | Descriptive statistics for simulated temperature values in Porto Metropolitan Area (PMA) and Lisbon Metropolitan Area (LMA), Portugal, used in the models for the period 1986–2000 and validating period 2001–2005 together with the estimated relative risks (RRs) values at averages, 1st and 99th percentiles temperature values |
| Metropolitan Area/Study Period | WINTER | SUMMER |
| Ave. Tmean | RR (95% CI) | Ave. Tmin | RR (95% CI) | Ave. Tmean | RR (95% CI) | Ave. Tmax | RR (95% CI) |
| PMA 1986–2000 | 11.3 | 0.97 (0.91–1.05) | 5.6 | 2.39 (1.75–3.28) | 7.7 | 1.00 (0.91–1.11) | 0.0 | 2.24 (1.69–2.97) |
| LMA 1986–2000 | 12.4 | 0.74 (0.67–0.81) | 5.7 | 1.09 (0.87–1.35) | 9.8 | 1.00 (0.99–1.01) | 3.4 | 1.55 (1.34–1.79) |
| PMA 2001–2005 | 10.4 | 0.99 (0.97–1.01) | 4.6 | 1.97 (1.68–2.29) | 6.7 | 0.97 (0.91–1.03) | −2.2 | 4.71 (2.51–8.82) |
| LMA 2001–2005 | 11.5 | 0.80 (0.77–0.84) | 5.5 | 0.93 (0.67–1.28) | 9.2 | 1.06 (1.03–1.09) | 2.9 | 1.14 (0.77–1.69) |

| Table 4 | Summary of statistics for model prediction relative to original model for Porto Metropolitan Area (PMA) and Lisbon Metropolitan Area (LMA), Portugal. Values in bold represent lower errors using simulated rather than observed temperature |
| Metropolitan Area/Study Period | Ave. Tmean | RR (95% CI) | Ave. Tmin | RR (95% CI) |
| PMA 1986–2000 | 11.3 | 0.97 (0.91–1.05) | 5.6 | 2.39 (1.75–3.28) |
| LMA 1986–2000 | 12.4 | 0.74 (0.67–0.81) | 5.7 | 1.09 (0.87–1.35) |

| Table 5 | Synthetic indices of relative bias (mean) of exposure–lag–response associations, for Lisbon Metropolitan Area (LMA) and Porto Metropolitan Area (PMA). Results from 50 simulations |
| Season | Temperature (°C) | Bias |
| Winter | Tmean | 0.0103 (0.0071) | −0.0033 (0.0196) |
| | Tmin | 0.0167 (0.0067) | −0.0057 (0.0167) |
| Summer | Tmean | 0.0052 (0.0116) | −0.0127 (0.0224) |
| | Tmax | 0.0076 (0.0104) | −0.0064 (0.0235) |
a good prediction of the temperature effect on deaths from circulatory diseases, both in PML and in LMA. For Bias, considering the two seasons analyzed, the winter season is the one with the most underestimates, while summer is the season with highest overestimates. According the results, in LMA the Bias has a positive value for both Tmean and Tmin, which indicates that the forecast tend to overestimate the observed values. In PMA, for the two seasons, it is verified that in all the meteorological variables the Bias is negative. Our findings reported that after adjustment, forecasts tend to underestimate the observed values.

The risk of exposure was considered for lags between 0 and 30 days. Previous studies have suggested that short time lags cannot completely capture the effects of temperature on cardiovascular mortality [34]. Results indicate a non-linear association between exposure to temperature and mortality in both metropolitan areas
being studied (PMA and LMA). The lagged association between mortality and temperature varies in the summer and winter in the study region. In both LMA and PMA, our findings indicated that there is an increase risk for 1–2 days lag (peak at lag 3) temperature-effect for CD due to extreme low daily mean temperatures (around 5 °C) in the winter months. However, strongest association in the summer months occur at 0-lag for extreme hot temperatures.

Results using both observed and simulated temperatures show an increased risk with extremely low mean temperatures in PMA during the cold season, gradually diminishing. Exposure to extreme daily minimum temperatures indicates lower risk, without being statistically significant. The highest risk is in the 1st percentile of minimum temperature. These results are in agreement with similar studies that found significant increased risk of death associated with cold temperatures [2, 11, 34]. During the warmer months, daily maximum/mean temperature effects in the summer are not significantly associated with mortality risks. Similar to Porto, in LMA, exposure-lag-response associations during the summer period indicate a lower associated risk of death, being non-significant with exposures to maximum temperatures in both periods. The risk is associated with average temperatures. During the cold months, exposure to daily minimum temperatures shows a higher associated risk of death compared to daily mean temperatures.

The risk was highest for extreme minimum temperatures (1st percentile). Similar results were obtained in other studies carried out in countries such as the Portugal [11] and USA [38, 39], reporting stronger associations between extremely low temperatures and circulatory disease mortality. Overall, results obtained using simulated temperature are similar or even better than those using observed temperature.

Moreover, we applied in this study a bootstrap approach to estimate the uncertainty of the DLNM model to the validating datasets. These indicate that the predictions for PMA have a better performance than those for LMA. During the cold season, they are lower in Porto. In all the models, biases have a lower variability in LMA compared to Porto and are close to zero. Our results show that, despite the aforesaid differences between both metropolitan areas, these are minimal and close to zero. This gives an indication of the robustness of the methods [18] and both methods are able to reduce biases in the models fields significantly.

A key issue in multi-parameter study and DLNM is the selection of appropriate spline functions to capture the exposure-lag-response relationship. In this study, we used QAIC to select the best fitting model under different scenarios. We were able to properly compare the overall cumulative effect estimated under different bi-dimensional exposure-lag-response relationship and described the uncertainty in the estimate. Our parametric bootstrap simulation study suggested that the estimated overall cumulative effects are relatively stable especially for model selected by QAIC. Previous studies have reported that the overfitting characterized by AIC-selected models in different simple exposure-lag-response dependencies does not seriously affect its performance [23, 40].

As previously mentioned, we observed regional differences regarding the estimated risk for each of the metropolitan areas under analysis. Applying alert systems implemented by the Portuguese Directorate-General of Health [12, 13] has played an important role in preventing deaths and diseases, but the early warning system is not efficient on its own, since it cannot offer an effective prediction in case of short-, medium-, and long-term extreme events. Early warning systems [41, 42], months or years ahead of the actual occurrence of extreme events, may give health authorities and urban planners enough time to update climate adaptation plans [43], effective adaptation and mitigation plans at local level, in the short-, medium-, and long-term. This may be of great importance to public health prevention, because cities and metropolitan areas are vulnerable to climate change due to their population and infrastructure density [44]. Climate models clearly show that the Mediterranean region is one of the areas most influenced by current and future climate change [45]. The climate change is increasing the frequency, intensity, duration of heat waves in general [46–48] and increased population life expectancies imply that the health protection of elderly people will become a major challenge for all Mediterranean countries. [45, 49]. In this context, in Lisbon and Porto metropolitan areas monitoring and predicted climate change health impacts and adaptation measures should be a priority for health care planning. Similar to Portugal, several countries, regions, and cities still do not have such action plans in place [44, 50].

Conclusions

The aim of this study is to develop a method to identify the relationship between extreme temperatures and mortality risk by using as predictors simulated temperature data for cold and hot conditions in two urban areas in Portugal. For that, simulated temperature for cold and hot conditions in PMA and LMA, for 1986–2000 and 2001–2005 were used. Results of RR using observed and simulated temperatures are similar and even better for the latter. The developed DLNM model was determined for the 1986–2000 period and was validated in the independent period of 2001–2005.
Bootstrap runs were performed to evaluate the uncertainty of the model. The use of QAIC to choose from several candidate models has shown to be a reasonable approach in reducing uncertainty in the estimated RR for circulatory diseases mortality. A good agreement is found for PMA. The statistical evaluation parameters presented confirm that the simulation for summer is the one with better results, due to the lower RMSE, MAD and Bias values in temperature. The lower RSME provides evidence of accurate smoothing and thus prediction based on the models. Prediction error is lower for these DLNM models, indicated by the closeness between the fitted training set (1986–2000) and prediction test set (2001–2005). Considering these results, the first fact that becomes clear is that the model is somewhat sensitive to whether it is simulating cold periods.

In our country, not much is known about developing predictive models with the aim of creating early warning systems, health prevention plans and local climate action plans. We believe adequate communication strategies and timely response capabilities would be more effective if climate models were implemented and included (on a global or regional scale) in the prevention programs established in Portugal by health authorities. Climate prediction would allow a better resource management in the short-, medium-, and long-term in warning systems nationally, and with primary healthcare providers a local level.

Additional files

**Additional file 1:** Table S1. Model parameter selection for different exposure-response and lag-response functions and degrees of freedom (df) to capture trend and seasonality. (DOCX 16 kb)

**Additional file 2:** Figure S1. Exposure-lag-response, overall cumulative exposure-response, and lag-response for observed data in WINTER for Porto Metropolitan Area (PMA), during 1986–2000 using minimum temperature (Tmin). (TIF 333 kb)

**Additional file 3:** Figure S2. Exposure-lag-response, overall cumulative exposure - response, and lag-response for observed data in SUMMER for Porto Metropolitan Area (PMA), during 1986–2000 using maximum temperature (Tmax). (TIF 344 kb)

**Additional file 4:** Figure S3. Exposure - lag-response, overall cumulative exposure - response, and lag-response for observed data in WINTER for Lisbon Metropolitan Area (LMA), during 1986–2000 using minimum temperature (Tmin). (TIF 344 kb)

**Additional file 5:** Figure S4. Exposure - lag-response, overall cumulative exposure - response, and lag-response for observed data in SUMMER for Lisbon Metropolitan Area (LMA), during 1986–2000 using maximum temperature (Tmax). (TIF 325 kb)

**Additional file 6:** Figure S5. Exposure - lag-response, overall cumulative exposure - response, and lag-response for simulated data in WINTER for Lisbon Metropolitan Area (LMA), during 1986–2000 using maximum temperature (Tmax). (TIF 329 kb)

**Additional file 7:** Figure S6. Exposure-lag-response, overall cumulative exposure-response, and lag-response for simulated data in WINTER for Lisbon Metropolitan Area (LMA), during 1986–2000 using minimum temperature (Tmin). (TIF 307 kb)

**Additional file 8:** Figure S7. Exposure-lag-response, overall cumulative exposure-response, and lag-response for simulated data in SUMMER for Porto Metropolitan Area (PMA), during 1986–2000 using maximum temperature (Tmax). (TIF 303 kb)

**Additional file 9:** Figure S8. Exposure-lag-response, overall cumulative exposure-response, and lag-response for simulated data in WINTER for Porto Metropolitan Area (PMA), during 1986–2000 using minimum temperature (Tmin). (TIF 339 kb)

**Additional file 10:** Figure S9. Predictive assessment of mortality in PMA, 1986–2000 (Winter) using 2001–2005 data. DLNM with (a) mean temperature (Tmean), (b) minimum temperature (Tmin). The left panel is the histogram of residuals comparing the risk association prediction for 1986–2000 and 2001–2005, using: (a) mean temperature (Tmean) and (b) minimum temperature (Tmin). The right panel presents the overall cumulative exposure-response association with the red solid line representing the estimates from 1986 to 2000, while the blue dashed line represents the estimates from the 2001–2005. (TIF 290 kb)

**Additional file 11:** Figure S10. Predictive assessment of mortality in PMA, 1986–2000 (Summer) using 2001–2005 data. DLNM with (a) mean temperature (Tmean), (b) minimum temperature (Tmin). The left panel is the histogram of residuals comparing the risk association prediction for 1986–2000 and 2001–2005, using: (a) mean temperature (Tmean) and (b) minimum temperature (Tmin). The right panel presents the overall cumulative exposure-response association with the red solid line representing the estimates from 1986 to 2000, while the blue dashed line represents the estimates from the 2001–2005. (TIF 278 kb)

**Additional file 12:** Figure S11. Predictive assessment of mortality in LMA, 1986–2000 (Winter) using 2001–2005 data. DLNM with (a) mean temperature (Tmean), (b) minimum temperature (Tmin). The left panel is the histogram of residuals comparing the risk association prediction for 1986–2000 and 2001–2005, using: (a) mean temperature (Tmean) and (b) minimum temperature (Tmin). The right panel presents the overall cumulative exposure-response association with the red solid line representing the estimates from 1986 to 2000, while the blue dashed line represents the estimates from the 2001–2005. (TIF 244 kb)

**Additional file 13:** Figure S12 Predictive assessment of mortality in LMA, 1986–2000 (Summer) using 2001–2005 data. DLNM with (a) mean temperature (Tmean), (b) maximum temperature (Tmax). The left panel is the histogram of residuals comparing the risk association prediction for 1986–2000 and 2001–2005, using: (a) mean temperature (Tmean) and (b) maximum temperature (Tmax). The right panel presents the overall cumulative exposure-response association with the red solid line representing the estimates from 1986 to 2000, while the blue dashed line represents the estimates from the 2001–2005. (TIF 287 kb)

**Additional file 14:** Figure S13. Predictive mortality assessment for simulated data for LMA, 1986–2000 (summer) using 2001–2005 data. DLNM with (a) mean temperature (Tmean), (b) maximum temperature (Tmax). The left panel is the histogram of residuals comparing the risk association prediction for 1986–2000 and 2001–2005, using: (a) mean temperature (Tmean) and (b) maximum temperature (Tmax). The right panel presents the overall cumulative exposure-response association with the red solid line representing the estimates from 1986 to 2000, while the blue dashed line represents the estimates from the 2001–2005. (TIF 266 kb)

**Additional file 15:** Figure S14. Predictive mortality assessment for simulated data for LMA, 1986–2000 (winter) using 2001–2005 data. DLNM with (a) mean temperature (Tmean), (b) minimum temperature (Tmin). The left panel is the histogram of residuals comparing the risk association prediction for 1986–2000 and 2001–2005, using: (a) mean temperature (Tmean) and (b) minimum temperature (Tmin). The right panel presents the overall cumulative exposure-response association with the red solid line representing the estimates from 1986 to 2000, while the blue dashed line represents the estimates from the 2001–2005. (TIF 287 kb)
Additional file 16: Figure S15. Predictive mortality assessment for simulated data for PMA, 1986–2000 (summer) using 2001–2005 data. DLNM with (a) mean temperature (Tmean), (b) maximum temperature (Tmax). The left panel is the histogram of residuals comparing the risk association prediction for 1986–2000 and 2001–2005, using: (a) mean temperature (Tmean) and (b) maximum temperature (Tmax). The right panel presents the overall cumulative exposure-response association with the red solid line representing the estimates from 1986 to 2000, while the blue dashed line represents the estimates from the 2001–2005. (TIF 271 kb)

Additional file 17: Figure S16. Predictive mortality assessment for simulated data for PMA, 1986–2000 (summer) using 2001–2005 data. DLNM with (a) mean temperature (Tmean), (b) minimum temperature (Tmin). The left panel is the histogram of residuals comparing the risk association prediction for 1986–2000 and 2001–2005, using: (a) mean temperature (Tmean) and (b) minimum temperature (Tmin). The right panel presents the overall cumulative exposure-response association with the red solid line representing the estimates from 1986 to 2000, while the blue dashed line represents the estimates from the 2001–2005. (TIF 297 kb)

Additional file 18: Table S2. Summaries of synthetic indices of relative bias, coverage and relative root mean square error (RMSE) for different parameterization of exposure-lag-response spline function with Bdf for OMA to capture trend and seasonality. (DOCX 14 kb)

Acknowledgments
The authors would like to thank the Portuguese National Statistics Institute – Statistics Portugal for its support with obtaining the health data from this database.

Funding
This study was partially supported by the European Regional Development Funds, through the COMPETE 2020 – Operational Programme ‘Competitiveness and Internationalization’, under Grant POCI-01-0145-FEDER-006891; and by National Funds through the Portuguese Foundation for Science and Technology (FCT) under Grant UID/GEOL/GEO/04084/2013. The funders had no role in study design, data collection, data analysis, data interpretation, or writing of the report. The corresponding author had full access to all the data in the study.

Availability of data and materials
Not applicable.

Authors’ contributions
MR conceived and designed the study, collected, developed the statistical methods, did statistical analysis, interpreted the data, and writing the manuscript. PS helped interpreting the data and writing the manuscript. AR helped performing statistical analysis, interpreting the data, and writing the manuscript. All authors read and approved the final manuscript.

Ethics approval and consent to participate
Not applicable.

Consent for publication
All the authors reviewed and approved the final version.

Competing interests
The authors declare that they have no competing interests.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Author details
1 Centre of Studies on Geography and Spatial Planning, Department of Geography and Tourism, University of Coimbra, Coimbra, Portugal. 2 Centre for Environmental and Marine Studies, Department of Physics, University of Aveiro, Aveiro, Portugal.

Received: 12 October 2018 Accepted: 4 March 2019

Published online: 29 March 2019

References
1. Gasparinni A, Guo Y, Hashizume M, Lavigne E, Zanobetti A, Schwartz J, et al. Mortality risk attributable to high and low ambient temperature: a multicountry observational study. Lancet. 2015;386:369–75.
2. Rodrigues M, Santana P, Rocha A. Effects of Extreme temperatures on cerebrovascular mortality in Lisbon: a distributed lag non-linear model. Int J Biometeorol. 2019;63:549. https://doi.org/10.1007/s00484-019-01685-2.
3. Vasconcelos J, Freire E, Almendra R, Silva GL, SantAnna P. The impact of winter cold weather on acute myocardial infarctions in Portugal. Environ Pollut. 2013;14:1–8.
4. Baccini M, Bigneri A, Accetta G, Kosatsky T, Katsouyanni K, Analitis A, et al. Heat effects on mortality in 15 European cities. Epidemiology. 2008;19:711–9.
5. D’ippolito D, Michelozzi P, Marino C, deDonato F, Menne B, Katsouyanni K, Kirchmayer U, Analitis A, Medina-Ramón M, Paldy A, Atkinson R, Kovats S, Bisanti L, Schneider A, Lefranc A, Iglesiez C, Perucci CA. The impact of heat waves on mortality in 9 European countries: results from the EuroHEAT project. Environ Health. 2010;9:37.
6. Hajat S, Armstrong BG, Gouveia N, Wilkinson P. Mortality displacement of heat-related deaths; a comparison of Delhi, Sao Paulo and London. Epidemiology, 2005;16:613–20.
7. The Eurowinter Group. Cold exposure and winter mortality from ischaemic heart disease, cerebrovascular disease, respiratory disease, and all causes in warm and cold regions of Europe. Lancet. 1997;349:1341–6.
8. Almendra R, Santana P, Freire E, Vasconcelos J. Seasonal mortality patterns and regional contrasts in Portugal. Bull Geogr Socio-econ Ser. 2016;32:7–18.
9. Nogueira P, Paixão E. Models for mortality associated with heatwaves: update of the Portuguese heat health warning system. Int J Climatol. 2008; 28:545–62.
10. Gasparinni A, Guo Y, Hashizume M, Kinney PL, Petkova EP, Lavigne E, Zanobetti A, Schwartz JD, Tobias A, Leonne M, Tong S, Honda Y, Kim H, Armstrong BG. Temporal variation in heat-mortality associations: a multicountry study. Environ Health Perspect. 2015;123:1200–7.
11. Antunes L, Silva SP, Marques J, Nunes B, Antunes S. The effect of extreme cold temperatures on the risk of death in the two major Portuguese cities. Int J Biometeorol. 2016;61:127–35.
12. DGS – Direção Geral da Saúde. Plano de contingência para temperaturas extremas adversas - Módulo inverno. 2016. https://www.dgs.pt/documents-e-publicacoes/saude-sazonal-inverno-saude.aspx. Accessed 16 Oct 2017.
13. DGS – Direção Geral da Saúde. Plano de contingência para temperaturas extremas adversas – Módulo de calor. 2014. https://www.dgs.pt/documents-e-publicacoes/plano-de-contingencia-para-temperaturas-extremas-adversas-modulo-calor-2014.asp. Accessed 16 Oct 2017.
14. Sanderson M, Arbuthnott K, Kovats S, Hajat S, Falcon P. The use of climate information to estimate future mortality from high ambient temperature: a systematic literature review. PLoS One. 2017;12:1–34.
15. Heaviside C, Vardoulakis S, Cai X-M. Attribution of mortality to the urban heat island during heatwaves in the west midlands, UK. Environ Health. 2016;15(Suppl 1):27.
16. Yang W, Andreaeison J, Graham LP, Olsson J, Rosberg J, Wetterhall F. Distribution-based scaling to improve usability of regional climate model projections for hydrological climate change impacts studies. Hydrol Res. 2010:41:211–28.
17. Brekke L, Thrasher BL, Maurer EP, Pruitt T. Downscaled CMIP3 and CMIP5 Climate and Hydrology Projections: Release of Downscaled CMIP5 Climate Projections, Comparison with Preceding Information, and Summary of User
18. Li H, Sheffield J, Wood EF. Bias correction of monthly precipitation and temperature fields from intergovernmental panel on climate change AR4 models using equidistant quantile matching. J Geophysical Res. 2010;115. https://doi.org/10.1029/2009JD012883.

19. Lee H, Kim H, Hwang S, Zanobetti A, Schwartz JD, Chung Y. Monte Carlo simulation-based estimation for the minimum mortality temperature in temperature-mortality association study. BMC Med Res Methodol. 2017;17:137. https://doi.org/10.1186/s12874-017-0412-7.

20. Tobias A, Armstrong B, Gasparrini A. Brief report: investigating uncertainty in the minimum mortality temperature methods and application to 52 Spanish cities. Epidemiology (Cambridge, Mass). 2017;28:72–6.

21. Skamarock WC, Klemp JB, Dudhia J, Gill DO, Barker D, Wang W, et al. A description of the Advanced Research WRF Version 3. http://opensky.ucar.edu/islandora/object/technotes:500. Accessed 20 May 2016.

22. IPCC, 2013. Climate Change 2013: The Physical Science Basis. Contribution of Working Group I to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change. Cambridge University Press, Cambridge and New York, p. 1535.

23. Marta-Almeida M, Teixeira JC, Carvalho MJ, Melo-Gonçalves P, Rocha A. High resolution WRF climatic simulations for the Iberian Peninsula: model validation. Phys Chem Earth. 2016;94:90–105.

24. Pereira SC, Marta-Almeida M, Carvalho AC, Rocha A. Heat wave and cold spell changes in Iberia for a future climate scenario. Int J Climatol. 2017;37:5192–205.

25. Viceto C, Marta-Almeida M, Rocha A. Future climate change of stability indices for the Iberian Peninsula. Int J Climatol. 2017;37:4390–408.

26. Fonseca D, Carvalho MJ, Marta-Almeida M, Melo-Gonçalves P, Rocha A. Recent trends of extreme temperature indices for the Iberian Peninsula. Phys Chem Earth. 2016;94:66–76.

27. Bartolomeu S, Carvalho MJ, Marta-Almeida M, Melo-Gonçalves P, Rocha A. Recent trends of extreme precipitation indices in the Iberian Peninsula using observations and WRF model results. Phys Chem Earth. 2016;94:10–21.

28. Dosio A, Paruolo P, Rojas R. Bias correction of the ENSEMBLES high resolution climate change projections for use by impact models: analysis of the climate change signal. J Geophys Res. 2012;117:D17110 https://doi.org/10.1029/2012JD017968.

29. Dosio A. Projections of climate change indices of temperature and precipitation from an ensemble of bias-adjusted high-resolution EURO-CORDEX regional climate models. J Geophys Res. 2016;121:5488–511.

30. Hnilica J, Hanel M, Puš M. Multi site bias correction of precipitation data from regional climate models. Int J Climatol. 2017;37:2934–46.

31. Piani C, Haerter JO, Coppola E. Statistical bias correction for daily precipitation in regional climate models over Europe. Theor Appl Climatol. 2010a;99:187–92.

32. Piani C, Weerden GP, Best M, Gomes SM, Viterbo P, Hagemann S, Haerter JO. Statistical bias correction of global simulated daily precipitation and temperature for the application of hydrological models. J Hydro. 2010b;395:199–215.

33. Amegah A, Homar V, Romero R, Alonso S, Ramis C. A statistical adjustment of regional climate model outputs to local scales: application to Platja de Palma, Spain. J Clim. 2012;25:5939–57.

34. Yu W, Hu W, Mengersen K, Guo Y, Pan X, Connell D, et al. Time course of temperature effects on cardiovascular mortality in Brisbane, Australia. Heart. 2011;97:1089–93.

35. Gasparrini A. Modeling exposure-lag-response associations with distributed lag non-linear models. Stat Med. 2014;33:881–99.

36. Gasparrini A. Distributed lag linear and non-linear models in R: the package dlmR. J Stat Softw. 2011;43:1–20.

37. Martens WJ. Health impacts of climate change and ozone depletion: an ecopeidemiologic modeling approach. Environ Health Perspect. 1998;106(Suppl 1):241–51.

38. Guo Y, Gasparrini A, Armstrong B, Li S, Tawatsupa B, Tobias A, et al. Global variation in the effects of ambient temperature on mortality: a systematic evaluation. Epidemiology. 2014;25:781–9.

39. Medina-Ramón M, Zanobetti A, Cavanagh DP, Schwartz J. Extreme temperatures and mortality: assessing effect modification by personal characteristics and specific cause of death in a multi-city case-only analysis. Environ Health Perspect. 2006;114:1331–6.