Generate Identity-Preserving Faces by Generative Adversarial Networks
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Abstract

Generating identity-preserving faces aims to generate various face images keeping the same identity given a target face image. Although considerable generative models have been developed in recent years, it is still challenging to simultaneously acquire high quality of facial images and preserve the identity. Here we propose a compelling method using generative adversarial networks (GAN). Concretely, we leverage the generator of trained GAN to generate plausible faces and FaceNet as an identity-similarity discriminator to ensure the identity. Experimental results show that our method is qualified to generate both plausible and identity-preserving faces with high quality. In addition, our method provides a universal framework which can be realized in various ways by combining different face generators and identity-similarity discriminators.

Generating identity-preserving faces has a wide range of applications. Considering a common scenario that the police need to search a suspect with only one picture of the front view, generating more pictures of the target person with different poses or expressions will support the task a lot. This paper focuses on generating identity-preserving faces: Given a target face image, the task is to generate various face images of the same identity with different attributes. Figure 1 is the illustration.

Figure 1: The illustration of generating identity-preserving faces (these pictures come from LFW dataset).

The performance of generative models has been improved a lot in recent years. For instance, recent applications of GAN [1] and Variational Auto-Encoder (VAE) [2] have shown excellent capacities in generating plausible images. However, when it comes to generate identity-preserving faces, problems appear. The VAE can generate identity-preserving faces, but the generative faces tend to be blurry relative to GAN. The previous work using GAN is able to generate plausible faces, but the identity is lost. This paper is exactly to deal with such a dilemma.

The point is how to acquire high quality of facial images and simultaneously preserve the iden-
ality. To acquire high quality of face images, we use the generator of a trained GAN model to generate faces. Then the main task is to preserve identity. We introduce a discriminator to measure the identity-similarity, thus assuring the faces we generate have the same identity with the target person. Here, we use the FaceNet [3] as the discriminator.

The idea of our method comes from daily life: most people have experienced that they mistake a stranger as an acquaintance for their similar looks. Considering that the number of people a person meets in daily life is limited, these facts indicate facial attributes are finite. Then, a face training set exists covering all types of facial attributes, which enables us to generate almost all kinds of faces. We have to state that our task is to generate identity-preserving face images that are hard to distinguish for common people but not for those who are familiar with the target person of the image.

The main contributions of our work lie in three folds: 1) We propose a pipeline to generate identity-preserving faces. 2) Experimental results show that our method is qualified to generate both plausible and identity-preserving faces with high quality. 3) The method we propose is general and can be realized in different ways.

1. Related Work

Many recent works have made progress in generating realistic images, where GAN and VAE stands out. GAN is good at generating plausible faces, say faces generated by GAN can scarcely be distinguished even by human [1]. The Conditional GAN [4] can generate random faces with different features by controlling the extra conditional information. Similarly, the Information Maximizing GAN (InfoGAN) [5] can control some properties of the output images by introducing the mutual information to the network. All these methods are able to generate faces with certain features, such as long hair, smile, with glasses et al. but they are hard to generate face images of the same identity with the target person. Additionally, Grigory Antipov et al. propose Age-cGAN [6] which is able to achieve identity-preserving face aging. However, Age-cGAN focuses on the age attribute while we focus on generating face images with various attributes. When it is comes to VAE models, the VAE [2] can generate faces of the same identity; the Conditional VAE [7] can control the attributes of the output faces by introducing extra vector to the input. However, the generative faces tend to be blurry relative to GAN. The Adversarial Autoencoders [8] combines GAN and VAE. It can generate clearer face images than VAE. However, with the enhancement of the image quality, the ability of preserving identity decreases.

Identity-preserving faces is somewhat similar with the style transfer. Style transfer is to output a recomposed image by transferring the reference style to the input image while faithfully preserving its content [9]. However, they are different for that generating identity-preserving faces focuses on a local region of the image, such as the open or closed mouth. By contrast, the style transfer focuses on the content of the whole picture. Changing style does not equal to changing face attributes, and vice versa. Face synthesis [10] is another similar work. Face synthesis is to convert an informal face image to a formal one, such as synthesizing frontal view faces from profiles. Differently, our task is to generate faces of various attributes with the same identity.

2. Basics

2.1. Generative adversarial networks

GAN was first proposed by Goodfellow et al. in 2014. GAN is based on the minimax game theory, implemented by a system consisting of a generator and a discriminator that compete with each other [1]. The generator generates data as real as possible to fool the discriminator while the discriminator tries its best to distinguish the generative data from those in training set. Finally, the generator can output data that are indistinguishable from those in training set for the discriminator. The process can be described as follows:

$$\min_G \max_D V(D,G) = \mathbb{E}_{x \sim p_{data}(x)} [\log D(x)] + \mathbb{E}_{z \sim p_{z}(z)} [\log (1 - D(G(z)))]$$

Although the performance of the GAN is well, some disadvantages, such as the well-known un-
stable training process and mode collapse problem, restrict the widespread use of the GAN. In 2015, Radford et al. [11] proposed DCGAN which was easy to train. Also, the DCGAN has the property of "vector arithmetic" that can be used to change specific attributes of images. We use DCGAN to generate face images, and take advantage of "vector arithmetic" to modify any interested attribute of them.

2.2. vector arithmetic

The "vector arithmetic" is a phenomenon of GAN (see Figure2). We represent the process by using it to modify an opened mouth face image to a closed mouth one. Input the original vector to the generator of a trained GAN model, then get the original face which is an image of a woman with mouth opened. For the same generator, the vector1 corresponds to an image of someone with mouth closed and vector2 corresponds to one with mouth opened. Then we perform arithmetic operation of "Final vector = Original vector+vector1-vector2". Finally, input the "Final vector" to the generator, we get an image of a woman with mouth closed. Additionally, other attributes of the two women keep the same, which means this arithmetic mainly change one attribute (here is the attribute of mouth opened) and almost keep all the other attributes.

Note: To make the performance of "vector arithmetic" stable, we use the average of several images for vector1 and vector2 (see Figure3).

| Face pairs | Output of FaceNet |
|------------|-------------------|
| (1,2)      | 0.28174594        |
| (1,3)      | 0.60358595        |
| (1,4)      | 2.22597405        |
| (2,3)      | 0.74043938        |
| (2,4)      | 2.18869435        |
| (3,4)      | 2.15149067        |

Table 1: The output of FaceNet(The lower the score is, the more similar the images are)

2.3. FaceNet

FaceNet [3] is a deep convolutional network which is trained using triplet loss. A well-trained FaceNet model can map face images to an embedding space where the squared L2 distances directly correspond to the similarities of these images. Figure4 shows the result of the FaceNet when inputting image pairs.

3. Methods

We generate identity-preserving faces by the following process: First, train a face generator. We use the generator of a well-trained GAN model to produce various face images; Second, select an identity-similarity metric. We choose the output of FaceNet as the metric to measure the identity-similarity between each generative face image and the target face image. Third, search the input vector whose generative face image is the most similar with the target. Finally, using "vector arithmetic" to generate various identity-preserving faces based on the face image we get at the third step. The whole process of our system is shown in Figure5.

3.1. Train a face generator

The image quality of face images we generate depends on the performance of generator. By using the generator of GAN as the face generator, we can generate plausible faces with high quality.

3.2. Select an identity-similarity metric

We need an identity-similarity metric to find a generative image which has the most similar identity
3.3. Search a satisfactory input vector

Although we can use FaceNet to measure the identity-similarity of each generative face with the target, it is difficult to find the input vector whose generative face image is the most similar one with the target for the large input space. In our generator, the length of the input vector is 200 where every element ranges from -1 to 1. Then the input space ranges from -I to I, where I = [1, 1, · · · , 1]. It can be regarded as a sphere with radius one in 200-dimension space, which is too large to traverse. To solve this problem, we propose a greedy search strategy (see Algorithm 1) to find the satisfactory input vector based on three properties of the generator of GAN.

Our sufficient experiments show the generator of GAN owns three properties:

1) Adding small noise to the input vector does not change the identity (see Figure6.A). Note that
Property 1 demonstrates that the face identity keeps the same with its surroundings, so we first randomly search a temporal optimal input vector $I_{opt}$ from the global input space. Then we implement coarse search and fine tuning on $I_{opt}$ to find the satisfactory input vector. In coarse search, we change the value of alpha to control the input vectors to approach $I_{opt}$. According to the property 2, the generative face images of these input vectors will be similar with that of $I_{opt}$ for the outputs of the sign function on them will be similar. In the fine tuning on $I_{opt}$, we change the value of beta to add different noise to the input vectors. Note that manipulations of both coarse search and fine tuning will make the range of input vector over the initial input space $[-I, I]$, but according to property 3, the effect is negligible.

3.4. Generate identity-preserving faces with various attributes

Once getting the satisfactory input vector which can generate an identity-similarity face with the tar-
Algorithm 1: Search a satisfactory input vector

\begin{algorithm}
\KwIn{The generator of the trained GAN model; Trained FaceNet; Target face image $I_{target}$ (Note: we use FaceNet(im1, im2) to indicate the output of FaceNet when the input image pair is im1 and im2)}
\KwOut{A satisfactory input vector $I_{opt}$}
\begin{algorithmic}
\State Initialization
\State Set $N = 1000$, $I = [1, 1, \cdots, 1]_{200}$, input space $S = [-I, I]$, Similarity threshold $T = 0.4$
\State Get an initial $I_{opt}$
\State Sample $N$ input vectors from the $S$ randomly, denoted as $V$.
\State $I_{opt} = \text{Select\_Optimal}\left(V, I_{target}\right)$
\Repeat{Stage one: coarse search}
\State Sample input vectors from the $[-I+\alpha \cdot I_{opt}, I+\alpha \cdot I_{opt}]$ randomly.
\State $I_{opt} = \text{Select\_Optimal}\left(V, I_{target}\right)$
\State \If{$\alpha < 1$}{\State $\alpha = \alpha + 0.1$}
\EndIf
\Until{$\text{FaceNet}(I_{opt}, I_{target}) > T$}
\Repeat{Stage two: fine tuning}
\State Sample input vectors from the $[-I_{opt}+\beta \cdot I, I_{opt}+\beta \cdot I]$ randomly.
\State $I_{opt} = \text{Select\_Optimal}\left(V, I_{target}\right)$
\State \If{$\alpha < 1$}{\State $\alpha = \alpha + 0.1$}
\EndIf
\EndRepeat
\EndRepeat
\State return $I_{opt}$
\Endalgorithmic
\end{algorithm}

The methods include: changing the amplitude of the input vector, adding noise to the input, using the "vector arithmetic", etc. Here, we use "vector arithmetic".

3.5. Generalization

Our method can be generalized as a universal one. The face generator can be any one only if it can generate various faces, and the discriminator can be also any one only if it can measure the degree of the identity-similarity. Then, we generalize our method: First, train a face generator to generate various face images; Second, choose an identity-similarity metric to test the generative faces with the target; Third, search the input vector whose generative face image is the most similar with the target; Finally, generate

Figure 6: The illustration of the three properties of the generator of GAN. A shows the effect of adding small amplitude noise to the input (amplitude of noise is less than 0.5 while input is 1), consequently the identity attribute dose not change. B shows the relation between the sign of input with the identity attribute. The identity attribute changes a little even using the sign of input to generate face. C shows the relation between the amplitude of input with the identity attribute. Change the amplitude of the input, the identity attribute dose not change.
Figure 7: Visualization of identity-preserving face image generated by our model. The left are target images. The middle image is generated and found by the greedy search strategy. The right are generative identity-preserving faces using "vector arithmetic" with various attributes: with or without glasses, closed or open mouth, face right or left, dark or bright.
more various identity-preserving faces based on the input vector we find at the third step. By choosing different face generator and identity-similarity metrics, we can get different framework to generate identity-preserving face images.

4. Experiment

To ensure that the training set consists of most facial features, we choose CelebA database [12] as the training set to meet the demand of diversity. The target face images are come from LFW database [13]. Table 2 shows the details of these databases.

| Database | #Subjects | #Images  |
|----------|-----------|----------|
| LFW      | 5749      | 13233    |
| CelebA   | 10177     | 202599   |

Table 2: LFW and CelebA Databases

We choose five face images of the target person from the LWF database and google search engine (see Figure 7, left), which means these images are not in the training set. When measuring the similarity between each generative face image and the target, we actually compute five identity-similarity distance scores by FaceNet and use the average as the final score. The identity-preserving face images generated and found by the greedy search strategy are shown in the Figure 7, middle. Using "vector arithmetic", we generate more identity-preserving face images with different attributes (see Figure 7, right).

We still use the FaceNet to evaluate the performance of our method. Results show that the distance score of the two experiments between the generative face image and the target are separately 0.64 and 0.60 (see Table 3). Note that the distance score between two real images of the same person reaches 0.74 (see Table 1), therefore, our method is effective.

5. Conclusion

We fusion the generator of GAN and the FaceNet to generate high quality identity-preserving face images. The experiments show our method is effective to generate images without blurry problem. Additionally, our method provides a universal framework, which can be realized in different ways by choosing different generative models and discriminators. To the best of our knowledge, this is the first time to use GAN to generate identity-preserving faces.
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