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Abstract—This paper proposes an online learning method of Gaussian process state-space model (GP-SSM). GP-SSM is a probabilistic representation learning scheme that represents unknown state transition and/or measurement models as Gaussian processes (GPs). While the majority of prior literature on learning of GP-SSM are focused on processing a given set of time series data, data may arrive and accumulate sequentially over time in most dynamical systems. Storing all such sequential data and updating the model over entire data incur a large amount of computational resources in space and time. To overcome this difficulty, we propose a practical method, termed onlineGPSSM, that incorporates stochastic variational inference (VI) and online VI with novel formulation. The proposed method mitigates the computational complexity without catastrophic forgetting and also support adaptation to changes in a system and/or a real environments. Furthermore, we present application of onlineGPSSM into the reinforcement learning (RL) of partially observable dynamical systems by integrating onlineGPSSM with Bayesian filtering and trajectory optimization algorithms. Numerical examples are presented to demonstrate applicability of the proposed method.

I. INTRODUCTION

System identification is learning dynamical systems from measured data by representing unknown transition and/or measurement mappings as parameterized models [1]. The models obtained through system identification have enabled regenerating or predicting the measurements as well as controlling the system [2]–[12]. State-Space Model (SSM) is the most general representation of dynamical systems with a transition model and a measurement model. It has been successfully applied in a variety of applications such as robotics, ecology, finance, and neuroscience [13], [14].

For non-linear probabilistic SSM, Gaussian processes (GP) have been popularly employed as they can robustly learn dynamics models with a small number of data. Many GP-based algorithms assume that the states are fully observable and learn a regression model between the state and its measurements over time. However, in real systems, the state cannot be measured directly but is inferred from a series of noisy measurements. This partially observable and noisy dynamical system can be represented by Gaussian process state-space model (GP-SSM) by modeling unknown transition and/or measurement models as GPs [4], [10]–[12], [15]–[17]. GP-SSM is non-parametric, so it is effective in learning from a small number of time series data that may be partially observable. By using GPs for latent transitions and/or measurements, we can get away with an approximate model and learn a distribution over functions. This formulation allows us to account for model uncertainty. Consequently, the system model will not become overconfident in regions of the space where data are scarce.

Learning an unknown dynamical system accompanies several essential difficulties in practice. First, the data for the system identification is obtained sequentially and accumulates over time in most dynamical systems, because the data is often collected through interacting with real environments. Secondly, the system may subject to resource constraints in memory and computation time. Storing all the data for learning the system requires a large memory, and using it all for model learning can be computationally infeasible. Lastly, system models may change gradually along time due to unknown factors such as abrasion, temperature, and humidity, and the systems can also be locally affected by disturbances such as wind. Such unknown factors and disturbances cause a difference between the expected system output and the actual output. These can degrade the ability of the system and, in the worst cases, lead to failure of the desired goals. Mitigating this effect requires an algorithm that can adapt to changes in the system or environment without catastrophic forgetting.

This paper presents the online inference method, onlineGPSSM, to learn the GP-SSM with tackling the challenges above. Its online learning approach effectively deals with the sequentially arriving data without both stacking it in the memory and consuming a large amount of time to use entire data in learning. The method enables the online learning by applying online VI [18]–[20] upon a tractable variational approximation of true posterior based on stochastic VI [10], [21]. This method constrains the drastic change of the hyperparameters and, thus, prevents catastrophic forgetting without revisiting the previous measurements. To the best of our knowledge, it is the first time to apply online VI to the online learning of recurrent state-space models while it has been successfully utilized in static settings such as regression, classification, and deep generative models [22], [23]. We apply our method to the reinforcement learning of partially observable dynamic systems. The onlineGPSSM is integrated with trajectory optimization and Bayesian filtering algorithms, which can generate a robust control policy for control/planning. The validity of the proposed method is demonstrated with numerical examples on a synthetic toy and on a fixed-wing unmanned aerial vehicle in a wind field.
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II. RELATED WORK

Online learning is a common approach when it is infeasible or inappropriate to learn over the entire data. Nonetheless, a simple solution to newly learn over only recent data causes catastrophic forgetting [11]. Streaming Variational Bayes (streaming-VB) [20] is known as the most general method to online learning, and its application to GP-SSM is conceptually presented in [12]. However, such a vanilla application of streaming-VB prevents online updating of hyperparameters in model learning and, consequently, causes catastrophic forgetting. Berntorp [24] developed a recursive method for online learning of GP-SSM by extending the reduced-rank formulation of GP-SSM to the online setting and employing particle Markov chain Monte-Carlo (PMCMC) [15], [17] for learning. Although such PMCMC- or Expectation Maximization (EM) [16]-based learning methods find relatively accurate solutions, they are practically limited due to their extreme computational burden. Thus, the practicality calls for approximations and uses of inducing points through variational inference framework [4], [10], [12], [21], as in our method.

Recently, stochastic optimization based on the reparameterization trick [25] has been successfully applied to model inference and learning methods. Towards this approach, Eleftheriadis et al. [4] suggest an inference method to approximate the posterior of the latent state with a Markov-structured Gaussian distribution parameterized by a recognition model (i.e., bi-RNN). Doerr et al. [10] propose an inference scheme by utilizing the stochastic variational inference for deep GPs presented in [21]. They follow a sparse variational approximation and incorporate the true dynamics into the approximate posterior by combining sampling/gradient-based learning. Specifically, they obtain the approximate posterior distribution (i.e., variational distribution) of latent states by sampling in the true dynamics. Our framework also adopts the stochastic variational inference scheme. However, rather than employing a recognition model to find an informative model initialization as in [21], the proposed framework obtains an informative prior distribution of the initial state using Bayesian filtering and the results of online learning.

Gaussian process (GP) has been widely used for model-based reinforcement learning and control problems [14], [26]. For instance, the work by Deisenroth et al. [8] introduces the GP-based policy search framework called PILCO. Also, various methods have been proposed to avoid policy parameterization and reduce computation time [6], [7], [27], [28], where GP is combined with the trajectory optimization method called Differential Dynamic Programming (DDP). However, such GP-based algorithms assume that the states are fully observable, which may not hold under significant noise [9]. To deal with noisy measurements, GP-SSM is combined with policy search [9] or trajectory optimization method [29]. However, they are focused on handling given time series data rather than sequentially arriving data. Our RL framework shares some similarities with Probabilistic Differential Dynamic Programming (PDDP) [7]. However, while PDDP learns a fully observable system model and controls the learned model through iterative Linear Quadratic Gaussian Regulator (iLQR), our framework learn a system model from partially observable and/or noisy measurements and controls the model via iterative Linear Quadratic Gaussian in belief space (belief space iLQG) [30].

III. PROBLEM FORMULATION

This paper solves a problem of learning a discrete-time partially observable dynamical system described as a state-space model (SSM):

\[
\begin{align*}
  x_{t+1} &= f(x_t, u_t) + w_f, \\
  y_t &= g(x_t) + w_y,
\end{align*}
\]

where \( x_t \in \mathbb{R}^D, u_t \in \mathbb{R}^P, \) and \( y_t \in \mathbb{R}^O \) are latent states, control inputs, and measurements at time \( t \), respectively. \( w_f \sim N(0, \Sigma_f) \) are Gaussian system/noise noises. The goal of the problem is learning the unknown transition model \( f : \mathbb{R}^{D+P} \rightarrow \mathbb{R}^D \) from sequentially arriving measurements along with the control inputs, while the measurement model \( g : \mathbb{R}^D \rightarrow \mathbb{R}^O \) is known [10]. Through GP-SSM, we represent the transition model \( f \) as a GP, which is a probability distribution over functions [12], [31].

The GP \( f \) can be specified completely through its mean function \( m : \mathbb{R}^{D+P} \rightarrow \mathbb{R}^D \) and covariance/kernel function \( k : \mathbb{R}^{D+P} \times \mathbb{R}^{D+P} \rightarrow \mathbb{R} \) with a covariance matrix \( V \) [32], [33]. This work particularly employs matrix-variate GP to further consider the covariance among the multiple dimensions of the output. Let \( \tilde{x}_t = [x_t^T, u_t^T]^T \) denote the input of the transition model at time \( t \). Then, for a series of input data \( X = \tilde{x}_{1:T} \), any finite subset of their function evaluations \( f_{1:T} = [f(\tilde{x}_t)]_{t=1}^T \) are jointly Gaussian:

\[
p(f_{1:T} | X) = MN(f_{1:T}; m_X, K_{XX}, V) = N(\text{vec}(f_{1:T}); \text{vec}(m_X), V \otimes K_{XX}),
\]

where \( m_X = [m(\tilde{x}_t)]_{t=1}^T \) is the mean matrix, and \( K_{XX} \) and \( V \) are the covariance matrices such that \((K_{XX})_{i,j} = k(\tilde{x}_i, \tilde{x}_j), \text{vec}(\cdot) \) and \( \otimes \) denote the vectorization and the Kronecker product, respectively. This work represents the output covariance matrix as the free form, which is more expressive than kernelized forms [33].
The main goal of learning \( f \) is to be able to predict the function value \( f^* \), i.e., to assess the probability distribution of \( f^* \) at an arbitrary input \( \tilde{x}^* \). Given the input data \( X \) and their function evaluations \( f_{1:T} \), the GP predictive distribution at the new input \( \tilde{x}^* \) can be easily computed as:

\[
p(f^* \mid \tilde{x}^*, f_{1:T}, X) = N(f^*; \mu^*, \Sigma^*),
\]

with

\[
\mu^* = m(\tilde{x}^*) + k_{\tilde{x}^*}XK_{XX}^{-1}(f_{1:T} - m_X), \\
\Sigma^* = k(\tilde{x}^*, \tilde{x}^*) - k_{\tilde{x}^*}XK_{XX}^{-1}k_{x\tilde{x}^*}V,
\]

where \( k_{A,B} \) denotes the \(|A| \times |B|\) matrix of the covariances evaluated at all pairs of the sets \( A \) and \( B \). \((|\tilde{x}^*| = 1)\) However, unlike general supervised learning problems, the training data \( X \) and \( f_{1:T} \) are latent in our problem. Thus, it is required to infer both the latent data and the GP \( f \) (its mean and kernel functions) to evaluate the predictive distribution.

Due to the high computational complexity of the problem, the zero mean function and the squared exponential kernel function are generally adopted to specify a GP. When a rough model of the dynamics is available, it can be incorporated, instead, for the mean function to obtain meaningful distributions over the state trajectories from the first learning iteration. Also, note that any other differentiable kernel function can be employed for the gradient-based inference scheme (cf. Section [IV]).

With this conventional setting, we also adopt a sparse approximation scheme to alleviate the computational cost [34]. We approximate the GP predictive distribution with \( M \) pseudo inducing points \( \eta = [\eta^m]_{m=1}^M \) and corresponding inducing outputs \( z = [f(\eta^m)]_{m=1}^M \):

\[
p(f^* \mid \tilde{x}^*, f_{1:T}, X) \approx p(f^* \mid \tilde{x}^*, z, \eta).
\]

With respect to the inducing points, the full joint distribution of the GP-SSM can be represented by:

\[
p(y_{0:T-1}, x_{0:T}, f_{1:T}, z) = p(x_{0:T}, f_{1:T}, z)p(y_{0:T-1} \mid x_{0:T-1}) = p(x_{1:T}, f_{1:T} \mid z, x_0)p(z)p(x_0)p(y_{0:T-1} \mid x_{0:T-1}),
\]

where

\[
p(x_{1:T}, f_{1:T} \mid z, x_0) = \prod_{t=1}^{T} p(x_t \mid f_t)p(f_t \mid z, \tilde{x}_{t-1}), \\
p(z) = MN(z; m_n, K_{\eta\eta}, V), \\
p(y_{0:T-1} \mid x_{0:T-1}) = \prod_{t=0}^{T-1} p(y_t \mid x_t).
\]

Based on these formulations, our goal is to estimate the pseudo inducing points, corresponding inducing outputs (or their statistics) and noise covariances as well as the parameters for the GP (its kernel function).

IV. STOCHASTIC VARIATIONAL INFERENCE IN GP-SSM

This section presents a conventional non-online inference method for learning the GP-SSM on which our algorithm is based. Learning the GP-SSM is generally intractable due to the nonlinearity and non-Gaussianity of the dynamics model in a latent state. However, instead of directly optimizing the log marginal likelihood \( \log p(y) \), its tractable Evidence Lower BOund (ELBO) can be incorporated. In the following, we form an approximation of true posterior of GP-SSM based on the stochastic variational inference scheme [10], [21] and derive ELBO via Jensen’s inequality.

Following [10], [21], we form a variational approximation to the true posterior distribution \( p(x_0:T, f_{1:T}, z \mid y_{0:T-1}) \) with reflecting the true transition model through the sparse GP approximation from (9). We approximate the posterior for \( z \) as \( q(z) = MN(z; \mu_z, \Sigma_z, V) \) with parameters \( \{\mu_z, \Sigma_z, V\} \). Then, the variational distribution is:

\[
q(x_0:T, f_{1:T}, z) = p(x_1:T, f_{1:T} \mid z, x_0)q(z)q(x_0),
\]

with \( q(x_0) = N(x_0; \mu_{x_0}, \Sigma_{x_0}) \). Note that the variational distribution does not impose independence between output dimension, unlike the mean-field variational approximation [33] in existing approaches. We learn these hyper-parameters \( \theta = \{\mu_{x_0}, \Sigma_{x_0}, \Sigma_y, \Sigma_f, \mu_z, \Sigma_z, \} \) through maximizing ELBO where \( \theta \) denotes the hyperparameters for GP consisting of the parameters for the kernel model, the covariance matrix \( V \), and the pseudo inducing points \( \eta \).

1) Evidence Lower Bound (ELBO) and Stochastic ELBO evaluation: With the standard variational inference methodology, the evidence lower bound (ELBO) is given by:

\[
\log p(y_{0:T-1} \mid \theta) \geq \mathbb{E}_q(x_0:T, f_{1:T}, z \mid \theta) \left[ \log \frac{p(y_{0:T-1}, x_0:T, f_{1:T}, z \mid \theta)}{q(x_0:T, f_{1:T}, z \mid \theta)} \right] = \log p(y_{0:T-1} \mid \theta) - \mathcal{D}_{KL}(q(x_0:T, f_{1:T}, z \mid \theta) || p(x_0:T, f_{1:T}, z \mid y_{0:T-1}, \theta)).
\]

Then, we maximize the ELBO by finding the closest \( q \) to the true posterior in terms of KL divergence. From equations (6) and (8), the ELBO can be transformed into:

\[
\mathcal{L}(\theta) = \sum_{t=0}^{T-1} \mathbb{E}_{q(x_t)} \left[ \log p(y_t \mid x_t) \right] - \mathcal{D}_{KL}(q(x_0) || p(x_0)) - \mathcal{D}_{KL}(q(z) || p(z \mid \theta)),
\]

where \( q(x_t) \) denotes the marginalized distribution of (8). The first term encourages the state trajectory to achieve high likelihood for the measured data. The second term prompts the state trajectory to start from a region of the state space with high prior. Here, we assume a given prior distribution of the initial latent state \( x_0 \). As many system control/planning problems are specified with uncertain prior knowledge of the system’s initial state given by the probability distribution \( p(x_0) \), it can be effectively utilized to learn the system model. The last part of the ELBO regularizes the approximate posterior for \( z \) to remain close to the GP prior. A full derivation is provided in Appendix A. For a more detailed

\footnote{For notational simplicity, we denote \( p(y_t \mid x_t, \theta) = p(y_t \mid x_t) \).}
in the ELBO is represented by:

\[ q(x_t) = m_{x_t} + k_{x_t} \eta_{x_t} K_{\eta_{x_t}}^{-1} (z_{x_t} - m_{\eta_{x_t}}), \]

where \( k_{x_t} \) is the mean and covariance given by:

\[
\begin{align*}
\mu_p &= m_{x_{t-1}} + k_{x_{t-1}, \eta} K_{\eta_{x_{t-1}}}^{-1} [\mu_z - m_{\eta}], \\
\Sigma_p &= \left[ k_{x_{t-1}, x_{t} - \alpha(x_{t-1})} [K_{\eta_{x_{t-1}}} - \Sigma_{x_{t-1}}] \alpha(x_{t-1}) \right] V,
\end{align*}
\]

where \( \alpha(x_{t-1}) = k_{x_{t-1}, \eta} K_{\eta_{x_{t-1}}}^{-1} \). Note that the distribution of the current latent state \( q(x_t) \) is independent of past time steps, given \( q(x_{t-1}) \) and the explicit representation of GP inducing points.

By using the reparametrization trick [25], the operation of drawing samples can be differentiable for the hyper-parameters \( \theta \). We draw \( \varepsilon \sim \mathcal{N}(0, I) \) and then compute the following equation:

\[
\hat{x}_{t+1} = \mu_p(x_t) + \varepsilon L,
\]

where \( LL^T = \Sigma_p(x_t, x_t) + \Sigma_f \) and \( \hat{x}_t = (\hat{x}_t, u_t) \) and \( \hat{x}_0 \sim q(x_0) \). With this trick, the gradient can be back-propagated along time. From [12], an unbiased estimator of the first term in the ELBO is represented by:

\[
\mathbb{E}_{q(x_t)} \log p(y_t | x_t) \approx \frac{1}{N} \sum_{i=1}^{N} \log p(y_t | \hat{x}_{t}^{(i)}).
\]

V. MAIN RESULT: ONLINE LEARNING OF GP-SSM

We then present our online inference method, onlineG-PSSM, to efficiently handle sequentially arriving data in GP-SSM. The method follows a Bayesian approach but employs online VI to approximate the intractable posterior distribution. In most dynamical systems, measurement arrives in a sequential manner. Storing and utilizing all data is impractical in terms of memory and computation time. Specifically, for the time \( T \) and \( M \) inducing points, the storage demand is \( O(TD) \), and the computational complexity is \( O(TM^2) \) for each sample trajectory. They increase in proportion to the amount of data. Thus, an essential goal of the online learning is to learn a system model that can be used for anytime prediction and control.

With the limited resources and sequentially arriving data, we assume that only the new measurements \( y_{T:T-1} \) and control inputs \( u_{T:T-1} \) are directly accessible after the learning is done with the data until \( T-1 \). Instead, our method indirectly reflects the old measurements \( y_{0:T-3} \) and control inputs \( u_{0:T-1} \) in the new learning process by assessing the current posterior using the previous approximate posterior. For later use, let \( T_0 \) denote the previous checkpoint right before time \( T \) as \( T_1 \) before \( T' \) (\( T_0 < T < T' \)). Note that our general notion allows unfixed time intervals with arbitrary sizes including a single-step size.

In our sequential learning scheme, the pseudo inducing points evolve along the learning process as new regions of input space are gradually revealed. Let \( x_0, z, \) and \( z' \) denote the inducing outputs corresponding to the inducing points \( \eta_0, \eta, \) and \( \eta' \) at the learning process at \( T_0, T, \) and \( T' \), respectively. For the initial case, we set \( T_0 = 0 \) with empty \( \eta_0 \) and \( z_0 \). Unlike [8], our trick for the sequential learning is considering the joint posterior including the previous inducing outputs:

\[
p(x_0:T', f_1:T', z, z' | y_{0:T'-1}, \theta') = \frac{p(x_0:T', f_1:T', z, z' | \theta')}{p(y_{0:T'-1} | x_0:T-1)}
\]

\[
\quad \times \frac{p(x_0:T-1, f_1:T, z, z', \theta')}{p(y_{0:T'-1} | x_0:T-1)} \times \frac{p(y_{T:T'-1} | x_0:T-1)}{p(y_{T:T'-1} | x_{T:T'-1})}.
\]

Now, we can incorporate the previous approximate posterior in [14]. As in [9], the variational distribution \( q(x_0:T, f_1:T, z_0, z | \theta) \) approximates the true posterior at the previous step:

\[
q(x_0:T, f_1:T, z_0, z | \theta) \approx \frac{p(x_0:T, f_1:T, z_0, z | y_{0:T-1}, \theta)}{p(y_{0:T-1} | x_0:T-1)}.
\]

Then, we can approximate the term \( p(y_{0:T-1} | x_0:T-1) \) in [14] by inverting [15]. In addition, we approximate \( p(x_T | x_{T-1}, f_1:T, z, z', \theta') \) with the state estimation \( \hat{p}(x_T) \) obtained by applying Bayesian filtering on the previously learned system model (see Section VI). Then, [14] is transformed into:

\[
\hat{p}(x_{T'}, f_1:T', z, z' | y_{0:T'-1}, \theta') = \frac{p(y_{0:T'-1} | \theta)}{p(y_{0:T'-1} | \theta')} p(x_0:T-1, f_1:T, z, z' | \theta') \hat{p}(x_T)
\]

\[
\quad \times p(x_{T+1:T}, f_{T+1:T} | x_T, f_1:T, z, z', \theta') \times p(y_{T:T'-1} | x_{T:T'-1}) \frac{q(x_{T:T'}, f_{1:T'}, z_0, z | \theta)}{p(x_{T:T'}, f_{1:T'}, z, z' | \theta)}.
\]

Since directly optimizing the posterior requires intractable computation, we consider variational updates that employ the projection through KL minimization as in Section VI. This approach considers [16] in a tractable form using new hyperparameters in a similar way to the online variational update in GP [23]. We choose our variational distribution
form such that the previous approximate posterior is given by:

\[ q(x_{0:T'}, f_{1:T'}, z_{0:T}, z | \theta) = p(x_{0:T-1}, f_{1:T'}, z_0 | z, \theta) \times p(x_{T+1:T}, f_{T+1:T} | x_{0:T}, f_{1:T'}, z, z', \theta')q(x_{T'}), \]

(17)

where \( q(z) = MN(z; \mu_z, \Sigma_z, V) \) and \( q(x_{T'}) = N(x_{T'}; \mu_{x_{T'}}, \Sigma_{x_{T'}}) \). Note that (17) is reduced to (8) for the initial case with the empty \( z_0 \) and \( T_0 = 0 \). Accordingly, the new posterior approximation is represented with new hyperparameters as:

\[ q(x_{0:T'}, f_{1:T'}, z, z' | \theta') = p(x_{0:T-1}, f_{0:T}, z | z', \theta') \times p(x_{T+1:T'}, f_{T+1:T'} | x_{0:T}, f_{1:T'}, z, z', \theta')q(z')(x_{T'}), \]

(18)

where \( q(z') = MN(z'; \mu_{z'}, \Sigma_{z'}, V') \) and \( q(x_T) = N(x_T; \mu_{x_T}, \Sigma_{x_T}) \). Then, optimizing (10) can be transformed into minimizing a KL divergence through the variational inference:

\[
D_{KL}(q(\cdot | \theta') \| p(\cdot | \theta)) = \log \frac{p(y_{0:T-1} | \theta')}{p(y_{0:T-1} | \theta)} + E_q(\theta) \left[ \log \frac{p(x_{T'}, f_{0:T'}, z' \mid y_{0:T-1}, \theta')}{q(x_{T'}, f_{0:T'}, z' \mid \theta')} \right]
\]

(19)

where \( q(\cdot | \theta') \) represents \( q(x_{0:T'}, f_{1:T'}, z, z' | \theta') \).

Since the KL divergence is non-negative, the expectation terms in (19) form a negative approximate lower bound of the log marginal likelihood represented as \( \log p(y_{0:T-1} \mid \theta') \). The lower bound is derived similarly as the equations (9) and (10) with considering our new variational distribution form. The term related to \( x_{T0} \) can be neglected if \( p(x_{T0}) \approx q(x_{T0}) \) is achieved in the previous learning step. Assuming this, the negative evidence lower bound (negative ELBO) of the approximate online log marginal likelihood is represented by:

\[
\mathcal{NL}(\theta') = -\sum_{t=0}^{T-1} E_q(x_t) \left[ \log p(y_t \mid x_t) \right] + D_{KL}(q(x_T) \parallel p(x_T)) + D_{KL}(q(z') \parallel p(z' \mid \theta')) + D_{KL}(q'(z) \parallel q(z \mid \theta)),
\]

(20)

where

\[
q'(z) = \int \int q(x_{0:T'}, f_{1:T'}, z, z' | \theta') dx_{0:T'} df_{1:T'} dz'
\]

\[
= MN(z; m_{z|z'}, S_{z|z'}, V'),
\]

\[
m_{z|z'} = \mu_z + \Sigma_{z|z'} \Sigma_{z'}^{-1} [\mu_{z'} - m_{z'}],
\]

\[
S_{z|z'} = \Sigma_z - \Sigma_z \Sigma_{z'}^{-1} (I + \Sigma_{z'} \Sigma_{z'}^{-1}) \Sigma_{z'}.
\]

The first three terms form the variational bound considering only the new measurements data as in (10). The last two terms lead the approximate posterior to take into account the old likelihood through the approximate posterior and the prior. See Appendix B for details about the derivation of (19) and (20).

Note that the onlineGPSSM generalizes the vanilla application of streaming variational Bayes (streaming-VB) [12], [20]. For the GP-SSM setting with fixed hyperparameters (i.e., the positions of inducing inputs and kernel parameters), the previous posterior plays the role of the new prior for new measurements [12]. Then, the onlineGPSSM becomes equivalent to the vanilla application of streaming-VB.

VI. APPLICATION: GP-SSM-BASED REINFORCEMENT LEARNING FRAMEWORK

In this section, we introduce our online learning and planning, i.e., reinforcement learning (RL), framework that employs a combination of probabilistic inference, Bayesian filtering, and trajectory optimization as shown in Fig. 2.

As in general optimal control problem, our goal of RL is to find the optimal control policy \( \pi(x_t, t) \) that minimizes the expected cost:

\[
J^\pi (x_T) = E_x \left[ \phi(x_{T+T'}) + \sum_{t=T}^{T+T'-1} \ell(x_t, \pi(x_t, t)) \right], \quad (21)
\]

where \( \phi(x_{T+T'}) \) and \( \ell(x_t, \pi(x_t, t)) \) are the final and instantaneous costs, respectively, and \( u_t = \pi(x_t, t) \) maps states and time to control inputs. The cost \( J^\pi (x_T) \) is defined as the expected total cost accumulated from \( T \) to \( T + T' \). To compute (21), it is essential to predict future states given the distribution of the current state \( x_T \).

A. State Prediction and Estimation via Bayesian Filtering

The multi-step prediction can be done through Bayesian filtering. Let \( p(x_t, u_t) = p(\tilde{x}_t) \sim \mathcal{N}(\mu_t, \tilde{P}_t) \) be the joint distribution over the state-control pair at \( t \). While the update of state distributions is formulated as \( p(\tilde{x}_{t+1}) = \int p(f(\tilde{x}_t) \mid \tilde{x}_t)p(\tilde{x}_t)dx_t \) with \( u_t = \pi(x_t, t) \), its computation is intractable due to the non-linearity of \( p(f(\tilde{x}_t) \mid \tilde{x}_t) \). Thus, we approximate the update through linearization based on the Extended Kalman filter (EKF) as in [5]. Then, given \( p(x_t) \sim \mathcal{N}(x_t; \mu_t, P_t) \), the state distribution at \( t + 1 \) is represented as a Gaussian with mean and covariance:

\[
\mu_{t+1} = \mu_t + K_{\mu} \Sigma_{\mu}^{-1} [\mu_t - m_{\mu}],
\]

(22)

\[
P_{t+1} = (I - K_{\mu} H_t) P_t + 1,
\]

where

\[
K_t = P_{t+1} H_t^\top (H_t P_{t+1} H_t^\top + \Sigma_{\mu})^{-1},
\]

(23)

\[
H_t = \partial g(\tilde{x}_t) / \partial \tilde{x}_t | \mu_{\mu}, A_t = \partial p(\tilde{x}_t) / \partial \tilde{x}_t | \mu_{\mu},
\]

\[
\mu_t = [\mu_t, \pi(\mu_t, t)].
\]

\( \Sigma_{\mu} \) is the latent dynamics uncertainty as in (11) evaluated at \( \mu_t \). \( K_t \) is often called Kalman gain [35]. While (22) recursively predicts future state distributions without any measurements, it is also required to estimate the new current state distribution after applying the optimized
control inputs for solving (21) in the next time frame. This estimation is also developed through EKF with a slight change from (22). Given the measurement $y_t$, the estimation for the distribution of the state $x_t$ is obtained with new mean

$$
\mu_t = m_{t-1} + k_{t-1, \eta} K_{\eta}^{-1} [\mu_x - m_{\eta}] + K_t [y_t - g(\tilde{x}_t)]
$$

(24)

and the same covariance as (22). The estimated distribution is also utilized as $\tilde{p}(x_T)$ in our online learning method (Section V). Note that any other nonlinear filters, such as particle filter and unscented Kalman filter, can be incorporated instead for the state estimation [35]. For the optimization technique in Section VI-B, the future state prediction further requires differentiable belief dynamics.

B. Probabilistic Trajectory Optimization

Based on the multi-step prediction, we now consider the control/planning problem (21) for the system model learned through onlineGPSSM. In order to incorporate model uncertainty explicitly, we adopt belief space iterative Linear Quadratic Gaussian (belief space iLQG [30]) and perform trajectory optimization in the belief space. The belief space iLQG finds a locally optimal trajectory for known belief dynamics and cost function using an iterative procedure. It proceeds by, first, linearizing belief dynamics forward in time around the nominal trajectory and, then, computing a locally optimal control law backward in time. These steps are repeated until convergence to the locally optimal trajectory.

1) Approximate Belief Dynamics and Cost Function: The belief space iLQG assumes a given dynamics model and the stochasticity from the process and sensor noises, but we use the learned dynamics model and nominal trajectory distribution that is a state distribution-control pair $(\tilde{p}(x_t), \bar{u}_t)$. To incorporate uncertainty explicitly into the local model, we define the belief state as $b_t = [\mu_t, \text{vec}(P_t)]^\top \in \mathbb{R}^{D + D(D+1)/2}$ ($P_t$ is symmetric). Based on (11) and (22), the belief dynamics with the augmented state $b_t$ is given by:

$$
b_{t+1} = F(b_t, u_t).
$$

(25)

Then, the original cost function (21) is reformulated as:

$$
J^*(b_T) = \phi(b_{T+T_p}) + \sum_{t=T}^{T+T_p-1} \ell(b_t, u_t),
$$

(26)

where

$$
\phi(b_{T+T_p}) = \mathbb{E}[\phi(x_{T+T_p})] = \text{tr}(Q_{T+T_p} P_{T+T_p}) + (\mu_{T+T_p} - x^+)^\top Q_{T+T_p} (\mu_{T+T_p} - x^+),
$$

$$
\ell(b_t, u_t) = \mathbb{E}[\ell(x_t, \pi(x_t))] = \text{tr}(Q P_t) + u_t^\top R u_t + \alpha(\mu_t),
$$

(27)

for given $Q_t \succeq 0$ and $R_t > 0$. The term $\phi(b_{T+T_p})$ encodes the final cost of arriving at the goal $x^+$, $u_t^\top R u_t$ penalizes the control effort along the trajectory, $\text{tr}(Q P_t)$ penalizes the uncertainty, and $\alpha(\mu_t)$ encodes the state constraints (e.g., motion and collision).

2) Control Policy: By linearizing the belief dynamics around the nominal trajectory distribution, the approximate dynamics are expressed as:

$$
b_{t+1} - \bar{b}_{t+1} \approx F_{b,t}(b_t - \bar{b}_t) + F_{u,t}(u_t - \bar{u}_t),
$$

$$
W(i)_{(b_t, u_t)} \approx e_i^t + F_{b,t}^{(i)}(b_t - \bar{b}_t) + F_{u,t}^{(i)}(u_t - \bar{u}_t),
$$

(28)

where

$$
F_{b,t} = \frac{\partial F}{\partial b_t}(b_t, \bar{u}_t), \quad F_{u,t} = \frac{\partial F}{\partial u_t}(b_t, \bar{u}_t),
$$

$$
e_i^t = W(i)_{(\bar{b}_t, \bar{u}_t)},
$$

$$
F_{b,t}^{(i)} = \frac{\partial W(t)}{\partial b_t}(\bar{b}_t, \bar{u}_t), \quad F_{u,t}^{(i)} = \frac{\partial W(t)}{\partial u_t}(\bar{b}_t, \bar{u}_t).
$$

(29)

$W(i)_{(b_t, u_t)}$ is the $i$-th column of matrix $W(b_t, u_t)$. Note that $W(i)_{(b_t, u_t)}$ has $n$ columns, where $n$ is the dimension of the state. For a general nonquadratic cost function, we approximate it as a quadratic function along the nominal belief and control trajectory ($\bar{b}, \bar{u}$).

$$
\ell(b_t, u_t) \approx \frac{1}{2} \begin{bmatrix} \ell_{b,t} & \ell_{u,t} \end{bmatrix}^\top \begin{bmatrix} \ell_{bb,t} & \ell_{bu,t} \\ \ell_{ub,t} & \ell_{uu,t} \end{bmatrix} \begin{bmatrix} \ell_{b,t} \\ \ell_{u,t} \end{bmatrix} + \ell_{0,t},
$$

(29)

where $\ell_{b,t} = \ell(\bar{b}_t, \bar{u}_t)$. $\ell_{0,t}$, $\delta b_t = b_t - \bar{b}_t$, $\delta u_t = u_t - \bar{u}_t$ are deviations from the nominal trajectory and the terms with subscripts denote Jacobian and Hessian matrices of their respective functions.
Given the linear dynamics (28) and quadratic cost (29), we can obtain a quadratic approximation of the value function along the nominal trajectory \( \hat{b}_t \):

\[
V_t(b_t) \approx \frac{1}{2} \delta b_t^T V_{bb,t} \delta b_t + \frac{1}{2} \delta b_t^T V_{bt,t} + V_{0,t}.
\]

(30)

Following the dynamic programming principle [36], the Bellman equation for the value function \( V_t(b_t) \) and control policy \( \pi_t(b_t) \) in discrete-time are specified as:

\[
V_t(b_t) = \min_{u_t} \left( \ell(b_t, u_t) + E[V_{t+1}(F(b_t, u_t) + w_t)] \right)
\]

\[
= \min_{u_t} \left( \ell(b_t, u_t) + \frac{1}{2} \delta b_t^T V_{bb,t+1} \delta b_t + V_{bt,t+1} + V_{0,t+1} \right)
\]

\[
= \min_{u_t} \left[ W(b_t, u_t)^T V_{bb,t+1} W(b_t, u_t) + \frac{1}{2} tr[W(b_t, u_t)^T V_{bb,t+1} W(b_t, u_t)] \right]
\]

\[
= \min_{u_t} Q(b_t, u_t),
\]

\[
\pi_t(b_t) = \argmin_{u_t} \left( \ell(b_t, u_t) + E[V_{t+1}(F(b_t, u_t) + w_t)] \right),
\]

(31)

where

\[
tr[W(b_t, u_t)^T V_{bb,t+1} W(b_t, u_t)] = \sum_{i=1}^{m} W_{(i)}(b_t, u_t).
\]

By substituting equations (28) and (29) into (31), the Q-function is given by:

\[
Q_t(\hat{b}_t + \delta b_t, \hat{u}_t + \delta u_t) = \frac{1}{2} \delta b_t^T \begin{bmatrix} Q_{bb,t} & Q_{bu,t} \\ Q_{ub,t} & Q_{uu,t} \end{bmatrix} \delta b_t + \frac{1}{2} \delta u_t^T \begin{bmatrix} \delta b_t \\ \delta u_t \end{bmatrix} + Q_{0,t},
\]

(32)

where

\[
Q_{bb,t} = \ell_{bb,t} + F_{bb,t}^T V_{bb,t+1} F_{bb,t} + \sum_{i=1}^{m} F_{bb,t}^T V_{bb,t+1} F_{bb,t},
\]

\[
Q_{b,t} = \ell_{b,t} + F_{b,t}^T V_{b,t+1} + \sum_{i=1}^{m} F_{b,t}^T V_{b,t+1} e_t^i,
\]

\[
Q_{u,b,t} = \ell_{u,b,t} + F_{u,b,t}^T V_{u,b,t+1} + \sum_{i=1}^{m} F_{u,b,t}^T V_{u,b,t+1} e_t^i,
\]

\[
Q_{0,t} = \ell_{0,t} + V_{0,t+1} + \sum_{i=1}^{m} e_t^T V_{b,t+1} e_t^i.
\]

(33)

In order to find the optimal control policy, we compute the local variations in control \( \delta u_t \) that minimize the quadratic approximation of the Q-function in (31):

\[
\delta u_t^* = \argmax_{\delta u_t} \left[ Q_t(\hat{b}_t + \delta b_t, \hat{u}_t + \delta u_t) \right]
\]

\[
= -Q_{u,u,t}^{-1} Q_{u,t} - Q_{u,b,t}^{-1} Q_{b,t} \delta b_t.
\]

(34)

The optimal control can be found as \( u_t^* = \hat{u}_t + \delta u_t^* \).

Substituting (34) into (31) gives the value function \( V_t(b_t) \) as a function of only \( b_t \) in the form of (30):

\[
V_{bb,t} = Q_{bb,t} - Q_{u,b,t}^{-1} Q_{u,t} \delta b_t,
\]

\[
V_{b,t} = Q_{b,t} - Q_{u,b,t}^{-1} Q_{u,t} \delta b_t,
\]

\[
V_{0,t} = Q_{0,t} - Q_{u,t}^{-1} Q_{u,t} \delta b_t.
\]

(35)

This recursion continues by computing a control policy for time step \( T + T_P - 1 \).

C. Summary of Algorithm

Algorithm [1] describes the proposed online learning and planning framework summarized in Fig. [2]. Here, the receding horizon control (RHC), also known as model predictive control (MPC), scheme is adopted for real-time operation [37], [38]. After planning the future \( T_P \) steps, the system executes only the first \( T_c \) steps (\( T_c \leq T_P \)). Then, it plans the next \( T_P \)-step controls succeeding the current \( T_P \)-step plan while performing the current plan. This scheme enables the agent to move continuously without stopping to wait for the learning and planning process. \( T_c \) is determined by the available computational resources required for model learning and trajectory optimization.

In the initialization part, the system first follows the arbitrarily generated \( 2T_c \)-step controls to fit in with the RHC scheme. When executing the last \( T_c \) steps, it learns GP-SSM hyperparameters from the measurements obtained in the first \( T_c \) steps and the given prior \( \hat{p}(x_0) \) of the system (Section [V]). If an approximate model of the system is known, employing it as a mean prior of the GP-SSM and planning the control inputs from the beginning can accelerate the learning process. We then perform trajectory optimization with the learned model to obtain the next optimal control inputs.

In the main loop, the system repeats the process of executing the current plan and obtaining new measurements while learning the model and planning the next plan. While executing the current plan, the system learns the GP-SSM from the recent measurements \( y_{T:T_T-1} \) and previous estimation \( \hat{p}(x_{T-T_T}) \) (Section [VI]). Then, it utilizes \( y_{T:T_T-1} \) to estimate the current state distribution \( \hat{p}(x_T) \) recursively from \( \hat{p}(x_{T-T_T}) \) as (24). From \( \hat{p}(x_T) \), the nominal belief \( \hat{b}_{T+T_T} \) for \( \hat{p}(x_{T+T_T}) \) is then predicted recursively without any measurements as (22) (Section [VI-A]). This belief is utilized as an initial condition of the trajectory optimization to plan the next \( T_P \)-step controls (Section [VI-B]). Note that the previous solution is utilized for warm start so that the \( T_P \)-step initial guess is \( [u_{T+T_P-1}, \ldots, u_{T+T_P-1}, 0, \ldots, 0] \). This warm start enables much faster convergences than the zero-initial case in the initialization part unless the task too differs from the previous one.

In addition to the current method, we can further consider the mini-batch training under the limited memory as in the literature on online/continual learning [22], [23], [39], [40]. This technique further helps to prevent the catastrophic forgetting in addition to our online learning formulation. When the limited
Algorithm 1 Online Learning and Planning

Input: control horizon \(T_c\), planning horizon \(T_p\).

\(\triangleright\) Initialization (line 1-11)
1: Initialize \(p(x_0), \vartheta, \gamma\).
2: \(T \leftarrow 0, \tilde{p}(x_T) \leftarrow p(x_0)\).
3: Generate arbitrary control inputs \(u^*_{T:T+2T_c-1}\).
4: Execute \(u^*_{T:T+T_c-1}\) & obtain \(y_{T:T+T_c-1}\).
5: \(T \leftarrow T + T_c\).
6: Execute \(u^*_{T:T+T_c-1}\) & obtain \(y_{T:T+T_c-1}\) (in parallel)
7: \(\vartheta \leftarrow \text{LEARN1}(\vartheta, \tilde{p}(x_T:T_c), y_{T:T+T_c-1}, u^*_{T:T+T_c-1}, \gamma)\).
8: \(\tilde{p}(x_T) \leftarrow \text{ESTIMATE}(\vartheta, \tilde{p}(x_T:T_c), y_{T:T+T_c-1})\).
9: \(\bar{b}_{T+T_c} \leftarrow \text{PREDICT}(\vartheta, \tilde{p}(x_T))\).
10: \(u^*_{T+T_c,T+T_c+T_p-1} \leftarrow \text{PLAN}(\vartheta, \bar{b}_{T+T_c}, 0)\).
11: \(T \leftarrow T + T_c\).

\(\triangleright\) Main Loop (line 12-19)

12: repeat
13: \(\vartheta \leftarrow \text{LEARN2}(\vartheta, \tilde{p}(x_T:T_c), y_{T+T_c:T+T_c-1}, u^*_{T:T+T_c-1}, \gamma)\).
14: \(\tilde{p}(x_T) \leftarrow \text{ESTIMATE}(\vartheta, \tilde{p}(x_T:T_c), y_{T+T_c:T+T_c-1})\).
15: \(\bar{b}_{T+T_c} \leftarrow \text{PREDICT}(\vartheta, \tilde{p}(x_T))\).
16: \(u^*_{T+T_c,T+T_c+T_p-1} \leftarrow \text{PLAN}(\vartheta, \bar{b}_{T+T_c}, [u^*_{T+T_c,T+T_p-1}])\).
17: \(T \leftarrow T + T_c\).
18: until Operation ends

\(\triangleright\) Model Learning in Section IV

function \(\text{LEARN1}(\vartheta, \tilde{p}(x_T), y_{T:T+T_c-1}, u_{T:T+T_c-1}, \gamma)\)

21: repeat
22: \(\vartheta \leftarrow \vartheta + \gamma \nabla \mathcal{L}(\vartheta)\) & obtain \(\tilde{p}(x_T), y_{T:T+T_c-1}, u_{T:T+T_c-1}\)
23: until \(\mathcal{L}(\vartheta)\) converges
24: return \(\vartheta\).

end function

\(\triangleright\) Model Learning in Section V

function \(\text{LEARN2}(\vartheta, \tilde{p}(x_T), y_{T:T+T_c-1}, u_{T:T+T_c-1}, \gamma)\)

27: \(\vartheta' \leftarrow \vartheta\).
28: repeat
29: \(\vartheta' \leftarrow \vartheta' - \gamma \nabla \mathcal{N}(\vartheta')\) & obtain \(\vartheta', \tilde{p}(x_T), y_{T:T+T_c-1}, u_{T:T+T_c-1}\)
30: until \(\mathcal{N}(\vartheta')\) converges
31: return \(\vartheta'\).

end function

\(\triangleright\) Trajectory Optimization in Section VI-B

function \(\text{PLAN}(\vartheta, \bar{b}_T, u^*_{T:T+T_p-1})\)

33: repeat
34: for \(t \leftarrow T\) to \((T + T_p - 1)\) do
35: \(\bar{u}_{t+1} = F(\bar{u}_t, u_t)\).
36: end for
37: for \(t \leftarrow (T + T_p - 1)\) to \(T\) do
38: \(\delta u^*_t = \underset{\delta u_t}{\text{argmax}} \{Q_t(\bar{b}_t + \delta b_t, \bar{u}_t + \delta u_t)\}\).
39: \(\bar{u}_t \leftarrow \bar{u}_t + \delta u^*_t\).
40: end for
41: until \(u_{T+T_p-1}\) converges
42: return \(u_{T+T_p-1}\).
43: end function

end function

memory allows storing \((M = mT_c)\)-step data, the training can be done with the partitioned mini-batches \(\langle \tilde{p}(x_{T+nT_c}) \rangle, y_{T+T_c} \rightarrow y_{T+T_c}(n=1, \ldots, m\text{ of } n=1)\). Note that, if the number of mini-batches \(m\) is set to 1, the learning method is reduced to the recursive formulation as in Section [V] and [24].

VII. NUMERICAL SIMULATIONS

In the following, we evaluate the onlineGPSSM and the GP-SSM-based RL framework using two examples: a toy and the loitering task of a fixed-wing Unmanned Aerial Vehicle (UAV) in a wind field. In both experiments, the squared exponential kernel with ARD length-scales is used for GP, while any other differentiable kernel can be incorporated instead. For the sparse approximation of GP for the latent transition model, we use 20 pseudo inducing points. The onlineGPSSM, however, allows the varying number of pseudo inducing points at each online learning step.

A. A simple linear system

We start by analyzing the online learning approach with a simple linear system:

\[ x_{t+1} = 0.8x_t + u_t + w_f \]

\[ y_t = x_t + w_g \]

with parameters \(\Sigma_f = 0.1, \Sigma_g = 1\), and known control inputs \(u_t\), which was set to -2 for the first 30 seconds, 3 for the next 30 seconds, and then to -1 for the last 40 seconds. The online learning was performed five times with successive 20-second intervals. The state at \(t = 0\) is given.

We verify the performance of onlineGPSSM by comparing it to other online learning methods: a GP-based learning without considering noise [23], a vanilla application of streaming-VB [31], and learning through stochastic VI with finite and infinite memories [10]. After each learning step, the state trajectory from the initial state \(x_0\) is reconstructed through mean propagation using the learned system model and the known control inputs. Table. [I] shows the RMSE for old, new, and total data at each step, and the final reconstruction results are shown in Fig. [3]. The result indicates that the proposed method outperforms most methods and shows similar performance with learning the entire data with unlimited memory.

For further analysis, we check the efficiency of both algorithms by comparing the training time as shown in Figs. [4] and [5]. The comparison is performed on a 3.4 GHz Quad-Core Intel(TM) i7 PC. The results show that the onlineGPSSM achieves a solution with the same level of RMSE and mean log-likelihood much faster.

Figure [6] shows the prediction results of mean and covariance after each online learning step. As the overall shapes evolve based on the previously learned shapes, the results show that the hyperparameters of the GP-SSM are optimized to generate new measurements while maintaining the learned system knowledge (i.e., the shape of mean and covariance). This gradual change is enforced by the previous learning from the past measurements as expressed in the last two terms of (20).
for initialization in this experiment, the mean value takes zero for unexperienced areas. However, this prediction is not overconfident in the regions with scarce data as shown through the large covariance values.

B. Loitering of fixed-wing UAV in a wind field

In this example, we consider a circular loitering task of a fixed-wing UAV. Such a task is required for precise communication relay [41] as well as persistent monitoring of specific areas [42]. The true dynamics is given by [43], [44]:

\[
\begin{align*}
    x_{1,t+1} &= x_{1,t} + (V \cos x_{3,t} + W_1(x_{1,t}, x_{2,t})) dt + w_{f,1}, \\
    x_{2,t+1} &= x_{2,t} + (V \sin x_{3,t} + W_2(x_{1,t}, x_{2,t})) dt + w_{f,2}, \\
    x_{3,t+1} &= x_{3,t} + \frac{g_a \tan x_{4,t}}{V} dt + w_{f,3}, \\
    x_{4,t+1} &= x_{4,t} + u_{d,t} dt + w_{f,4}, \\
    y_{1,t} &= x_{1,t} + w_{g,1}, \\
    y_{2,t} &= x_{2,t} + w_{g,2},
\end{align*}
\]

Fig. 3: Reconstruction results after 5-step online learning.

**TABLE I: Comparison of the RMSE.**

| Online learning step | 1    | 2    | 3    | 4    | 5    |
|----------------------|------|------|------|------|------|
| SSGP [23] (M = 20)   | old  | 0.5657 | 1.8235 | 1.5026 | 1.8905 |
|                      | new  | 0.6829 | 1.5884 | 0.6164 | 0.6380 | 0.1183 |
|                      | total | 0.6829 | 1.1923 | 1.5308 | 1.3398 | 1.6918 |
| streaming-VB [31]    | old  | 0.5552 | 1.0874 | 1.0842 | 1.1856 |
|                      | new  | 0.2584 | 0.4187 | 0.5501 | 0.2032 | 0.2195 |
|                      | total | 0.2584 | 0.4917 | 0.9429 | 0.9445 | 1.0650 |
| PRSSM [10] (M = 20)  | old  | 2.3956 | 7.0378 | 9.0272 | 10.1632 |
|                      | new  | 0.2584 | 0.3532 | 0.3431 | 0.3179 | 0.2958 |
|                      | total | 0.2584 | 1.7122 | 5.7498 | 7.8194 | 9.0912 |
| PRSSM [10] (M = ∞)   | old  | 0.4049 | 0.5458 | 0.4484 | 0.7023 |
|                      | new  | 0.2584 | 0.3121 | 0.3720 | 0.1507 | 0.3682 |
|                      | total | 0.2584 | 0.3765 | 0.4546 | 0.3860 | 0.6421 |
| onlineGPSSM (M = 20) | old  | 0.3868 | 0.5398 | 0.4367 | 0.6915 |
|                      | new  | 0.2584 | 0.3316 | 0.3826 | 0.1538 | 0.3505 |
|                      | total | 0.2584 | 0.3557 | 0.4703 | 0.3859 | 0.6381 |

Fig. 4: Comparison of RMSE w.r.t. training time.

Fig. 5: Comparison of mean log-likelihood w.r.t. training time.

where \(x_1, x_2, x_3, x_4\), and \(V\) are the position, the heading angle, and the bank angle of the UAV and the airspeed (5m/s), respectively. The gravity acceleration is denoted as \(g_a\). The time interval between two successive states is set as \(dt = 0.1s\). \(W_1\) and \(W_2\) are the wind magnitude for the \(x\) and \(y\) directions, respectively. The wind cannot be directly observed, and its effect on the dynamics is assumed unknown. A UAV can only measure its position information from GPS signals, which inherently contains noise [45] (\(\Sigma_{g,1} = \Sigma_{g,2} = 1\)). Furthermore, we set \(\Sigma_{f,1} = \Sigma_{f,2} = 0.1\) and \(\Sigma_{f,3} = \Sigma_{f,4} = 0.01 \times 180/\pi\).

The cost function and weights are given by:

\[
Q_T = Q = 2I, \quad \tilde{Q}_T = 0, \quad R = 100, \quad \alpha(\mu_t) = \sqrt{\mu_{t,k}^2 + \mu_{t,d}^2 - R_{d,e,s}},
\]

where \(R_{d,e,s}\) is the radius of rotation of the circle centered on the origin that the UAV should track continuously. We
used the dynamics without wind field as the mean prior of the GP-SSM. For the storage, we save the state estimation results every 3 seconds and the measurements of the latest 12 seconds in memory ($M = 120$). Online learning is performed for four mini-batch training sets consisting of 30 data points. We set $T_p$ and $T_c$ to 10s and 3s, respectively. Model learning and trajectory optimization are performed concurrently.

We verify the effectiveness of the proposed online learning and planning algorithm by comparing it with the belief space iLQG [30] in the same environment. The belief space iLQG computes and executes the control inputs in the same RHC scheme as the proposed framework without knowing the influence of the wind. Fig. 7 shows some snapshots of the resulting trajectories from both algorithms. The belief space iLQG combined with the RHC scheme continually...
reflects changes in the position of the UAV to generate the control inputs. However, an inaccurate system model causes a difference between the planned trajectory and the actual trajectory, which eventually hinders the performance of the given task (see Fig. 7 (a)-(c)). On the other hand, as shown in Fig. 7 (d)-(f), the proposed framework shows improved performance as the task is repeated by learning the system model in an online manner while interacting with an unknown environment.

VIII. Conclusion

In this paper, we proposed an online inference method for learning GP-SSM (onlineGPSSM) that handles sequentially arriving data without catastrophic forgetting and supports adaptation to changes in a system and/or environment. The onlineGPSSM was shown to mitigate the memory and computation time issues. By integrating the onlineGPSSM with trajectory optimization and Bayesian filtering algorithms, the GP-SSM-based reinforcement learning (RL) framework has been developed, which can generate a robust control policy for control/planning. Numerical experiments were presented to demonstrate the applicability and validity of the onlineGPSSM and GP-SSM-based RL framework.
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APPENDIX A. DERIVATION OF THE EVIDENCE LOWER BOUND (ELBO) IN SECTION IV

The full joint distribution of the GP-SSM is given by:

$$p(y_{0:T-1}, x_{0:T}, f_{1:T}, z \mid \vartheta) = p(x_{1:T}, f_{1:T} \mid z, x_0, \vartheta)p(z \mid \vartheta)p(x_0) \prod_{t=0}^{T-1} p(y_t \mid x_t).$$  \hspace{1cm} (39)

With the approximate distribution for the variational posterior defined in (8), the variational distribution is defined by:

$$q(x_{0:T}, f_{1:T}, z \mid \vartheta) = p(x_{1:T}, f_{1:T} \mid z, x_0, \vartheta)q(z)q(x_0).$$  \hspace{1cm} (40)

Based on equations (39) and (40), the ELBO is derived by:

$$\log p(y_{0:T-1} \mid \vartheta) \geq E_{q(x_{0:T}, f_{1:T}, z \mid \vartheta)} \left[ \log \frac{p(y_{0:T-1}, x_{0:T}, f_{1:T}, z \mid \vartheta)}{q(x_{0:T}, f_{1:T}, z \mid \vartheta)} \right] = \mathbb{E}_{q(x_{0:T}, f_{1:T}, z \mid \vartheta)} \left[ \log p(x_0)p(z \mid \vartheta)p(x_{1:T}, f_{1:T} \mid z, x_0, \vartheta) \prod_{t=0}^{T-1} p(y_t \mid x_t) \right] \frac{q(x_0)q(z)p(x_{1:T}, f_{1:T} \mid z, x_0, \vartheta)}{q(x_0)q(z)} \right]$$

$$\mathbb{E}_{q(x_{0:T})} \left[ \log \prod_{t=0}^{T-1} p(y_t \mid x_t) \right] - \mathbb{E}_{q(x_0)} \left[ \log \frac{q(x_0)}{p(x_0)} \right] - \mathbb{E}_{q(z)} \left[ \log \frac{q(z)}{p(z \mid \vartheta)} \right]$$

$$\sum_{t=0}^{T-1} \mathbb{E}_{q(x_t)} \left[ \log p(y_t \mid x_t) \right] - \mathbb{D}_{KL}(q(x_0) \| p(x_0)) - \mathbb{D}_{KL}(q(z) \| p(z \mid \vartheta)).$$

For a more detailed explanation, refer to [10], [21] and the references therein.

APPENDIX B. DERIVATION OF THE NEGATIVE ELBO IN SECTION V

The new approximate posterior $q(x_{0:T'}, f_{1:T'}, z, z' \mid \vartheta') = p(x_{0:T-1}, f_{1:T}, z \mid z', \vartheta')p(x_{T+1:T'}, f_{T+1:T'} \mid x_{0:T}, f_{1:T}, z, z', \vartheta')q(z')q(x_T)$ is optimized by minimizing the KL divergence:

$$\mathbb{D}_{KL}(q(x_{0:T'}, f_{1:T'}, z, z' \mid \vartheta') \| \hat{p}(x_{0:T'}, f_{1:T'}, z, z' \mid y_{0:T'}, \vartheta'))$$

$$= \log \frac{p(y_{0:T-1} \mid \vartheta')}{\hat{p}(y_{0:T-1} \mid \vartheta')} + \mathbb{E}_{q(x_{0:T}, f_{1:T}, z, z' \mid \vartheta')} \left[ \log \frac{p(x_{0:T}, f_{1:T}, z_0, z \mid \vartheta)}{q(x_{0:T}, f_{1:T}, z_0, z \mid \vartheta)} \right]$$

$$+ \mathbb{E}_{q(x_{0:T'}, f_{1:T'}, z, z' \mid \vartheta')} \left[ \log \frac{q(x_{0:T'}, f_{1:T'}, z, z' \mid \vartheta')}{\hat{p}(x_{0:T'}, f_{1:T'}, z, z' \mid \vartheta')} \right] \log \frac{p(x_{T+1:T'}, f_{T+1:T'} \mid x_{0:T}, f_{1:T}, z, z', \vartheta')p(y_{T:T-1} \mid x_{T:T-1})}{p(x_{T+1:T'}, f_{T+1:T'} \mid x_{0:T}, f_{1:T}, z, z', \vartheta')}.$$  \hspace{1cm} (42)

Since the KL divergence is non-negative, the expectation terms in (42) are the negative approximate lower bound of the log marginal likelihood. Thus, the negative evidence lower bound (negative ELBO) of the approximate online log marginal likelihood is represented by:

$$N\mathcal{L}(\vartheta') = \mathbb{E}_{q(x_{0:T}, f_{1:T}, z, z' \mid \vartheta')} \left[ \log \frac{p(x_{0:T}, f_{1:T}, z_0, z \mid \vartheta)}{q(x_{0:T}, f_{1:T}, z_0, z \mid \vartheta)} \right]$$

$$+ \mathbb{E}_{q(x_{0:T'}, f_{1:T'}, z, z' \mid \vartheta')} \left[ \log \frac{q(x_{0:T'}, f_{1:T'}, z, z' \mid \vartheta')}{\hat{p}(x_{0:T'}, f_{1:T'}, z, z' \mid \vartheta')} \right] \log \frac{p(x_{T+1:T'}, f_{T+1:T'} \mid x_{0:T}, f_{1:T}, z, z', \vartheta')p(y_{T:T-1} \mid x_{T:T-1})}{p(x_{T+1:T'}, f_{T+1:T'} \mid x_{0:T}, f_{1:T}, z, z', \vartheta')}.$$  \hspace{1cm} (43)
The second term of (43) is obtained in the same way as in (41):

\[
\mathbb{E}_{q(x_{0:T}, f_{1:T}, z, z'| \vartheta')} \left[ \log \frac{p(x_{0:T-1}, f_{1:T}, z, z'| \vartheta') p(x_{T:T-1} | x_{0:T}, f_{1:T}, z, z', \vartheta')}{p(x_{T:T-1} | x_{0:T-1})} \right] = \mathbb{E}_{q(\cdot | \vartheta')} \left[ \log \frac{q(x_T | \vartheta) q(z_T | \vartheta) p(x_{T-1:T} | x_{0:T-1}, f_{1:T-1}, z, z', \vartheta')}{p(x_{T} | x_{T-1})} \right] \]

\[
= - \sum_{t=T}^{T-1} \mathbb{E}_{q(x_t)} \left[ \log p(y_t | x_t) \right] + \mathcal{D}_{KL}(q(x_T) \| \tilde{p}(x_T)) + \mathcal{D}_{KL}(q(z_T) \| p(z_T | \vartheta')).
\]

From equations (46) and (40), \( p(x_{0:T}, f_{1:T}, z_0, z | \vartheta) / q(x_{0:T}, f_{1:T}, z_0, z | \vartheta) \) in the first term of (43) is given by:

\[
p(x_{0:T}, f_{1:T}, z_0, z | \vartheta) \quad \frac{p(x_{0:T}, f_{1:T}, z_0, z | \vartheta)}{q(x_{0:T}, f_{1:T}, z_0, z | \vartheta)} = \frac{\tilde{p}(x_{T_0}) p(z_0 | \vartheta) p(x_{0:T-1}, f_{1:T}, z_0, z | \vartheta)}{q(x_{T_0}) q(z_0 | \vartheta) p(x_{0:T-1}, f_{1:T}, z_0, z | \vartheta)} \]

\[
= \frac{\tilde{p}(x_{T_0}) p(z_0 | \vartheta)}{q(x_{T_0}) q(z_0 | \vartheta)}.
\]

Substituting this, the first term of (43) is given by:

\[
\mathbb{E}_{q(x_{0:T'}, f_{1:T'}, z, z'| \vartheta')} \left[ \log \frac{p(x_{0:T'}, f_{1:T'}, z, z'| \vartheta)}{q(x_{0:T'}, f_{1:T'}, z, z'| \vartheta')} \right] = \mathbb{E}_{q(x_{0:T'}, f_{1:T'}, z, z'| \vartheta')} \left[ \log \frac{\tilde{p}(x_{T_0}) p(z | \vartheta)}{q(x_{T_0}) q(z | \vartheta)} \right] \]

\[
= \mathbb{E}_{q(x_{0:T'}, f_{1:T'}, z, z'| \vartheta')} \left[ \log \frac{\tilde{p}(x_{T_0}) q'(z) p(z | \vartheta)}{q(x_{T_0}) q(z | \vartheta)} \right] \]

\[
= \mathbb{E}_{\tilde{p}(x_{T_0})} \left[ \log \frac{\tilde{p}(x_{T_0})}{q(x_{T_0})} \right] + \mathbb{E}_{q'(z)} \left[ \log \frac{q'(z)}{q(z)} \right] - \mathbb{E}_{q'(z)} \left[ \log \frac{q'(z)}{p(z | \vartheta)} \right] \]

\[
= \mathcal{D}_{KL}(\tilde{p}(x_{T_0}) \| q(x_{T_0})) + \mathcal{D}_{KL}(q'(z) \| q(z)) - \mathcal{D}_{KL}(q'(z) \| p(z | \vartheta)).
\]

where

\[
q'(z) = \int \int \int q(x_{0:T'}, f_{1:T'}, z, z' | \vartheta') dx_{0:T'} df_{1:T'} dz' \]

\[
= \int \int \int q(x_T) q(z_T) p(x_{0:T-1}, f_{1:T}, z | z', \vartheta') p(x_{T-1:T'} | x_{0:T}, f_{1:T}, z, z', \vartheta') dx_{0:T-1} df_{1:T-1} dz' \]

\[
= \int p(z | z', \vartheta') q(z') dz' \]

\[
= MN(z; m_z, S_z, V') MN(z'; \mu_z, \Sigma_z, V') dz' \]

\[
p(z | z', \vartheta') = MN(z; m_z + K_{\eta'\eta'} K_{\eta'\eta}^{-1} [m_{z'} - m_{z}], S_z + K_{\eta'\eta'} K_{\eta'\eta}^{-1} K_{\eta'\eta}, V') \]

\[
q(z') = MN(z'; \mu_z, \Sigma_z, V').
\]

The first term in (46) can be neglected if \( \tilde{p}(x_{T_0}) \approx q(x_{T_0}) \). Thus, Finally, the negative evidence lower bound (negative ELBO) of the approximate online log marginal likelihood is represented by:

\[
\mathcal{N}(\vartheta') = - \sum_{t=T}^{T-1} \mathbb{E}_{q(x_t)} \left[ \log p(y_t | x_t) \right] + \mathcal{D}_{KL}(q(x_T) \| \tilde{p}(x_T)) + \mathcal{D}_{KL}(q(z_T) \| p(z_T | \vartheta')) \]

\[
+ \mathcal{D}_{KL}(q'(z) \| q(z)) - \mathcal{D}_{KL}(q'(z) \| p(z | \vartheta)).
\]
APPENDIX C. ADDITIONAL SIMULATION RESULTS IN SECTION VII-A

Fig. 8: Reconstruction results after each online learning.

Fig. 9: Prediction results of (a)(d) VB ($M=20$), (b)(e) PRSSM ($M=20$), (c)(f) PRSSM ($M=\infty$) after 5-step online learning.