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Abstract

IEEE 802.11s-based infrastructure Wireless Mesh Networks (iWMNs) are envisaged as a promising solution to provide ubiquitous wireless Internet access. The limited network capacity is a problem mainly caused by the medium contention between mesh users and the mesh access points (MAPs), which gets worst when the mesh clients employ the Transmission Control Protocol (TCP). To mitigate this problem, we use wireless network coding (WNC) in the MAPs. The aim of this proposal is to take advantage of the network topology around the MAPs, to alleviate the contention and maximize the use of the network capacity. We evaluate WNC when is used in MAPs. We model the formation of coding opportunities and, using computer simulations, we evaluate the formation of such coding opportunities. The results show that as the users density grows, the coding opportunities increase up to 70%; however, at the same time, the coding delay increments significantly. In order to reduce such delay, we propose to adaptively adjust the time that a packet can wait to catch a coding opportunity in an MAP. We assess the performance of moving-average estimation methods to forecast this adaptive sojourn time. We show that using moving-average estimation methods can significantly decrease the coding delay since they consider the traffic density conditions.
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1. Introduction

The IEEE 802.11s standard [1] incorporate a set of MAC functions designed to deploy and manage wireless mesh networks. These networks can handle transmissions among different networks through a wireless infrastructure; this infrastructure is commonly known as an *IEEE 802.11s-based infrastructure wireless mesh network* (iWMN). An iWMN employs static wireless nodes to form a scalable wireless backbone. The nodes from this infrastructure forward data packets employing a routing protocol; thus, an iWMN can interchange data packets among different network technologies, e.g., between an IEEE 802.11 basic service set and an Ethernet network. Due to this characteristic, iWMNs have been envisaged as an efficient solution to provide wireless Internet access over large geographical areas [2-4]. Fig. 1 shows an example of this application scenario, i.e., an iWMN providing broadband Internet access in a community area.

One of the performance challenges faced by iWMNs is the efficient use of the limited network capacity, which gets worse when the TCP protocol is used over wireless links. TCP will play an important role for iWMNs as this protocol is employed nowadays by most of the Internet applications. Therefore, TCP will carry almost all the data traffic crossing an iWMN. Nevertheless, TCP has several problems when operating in wireless networks [5,6]. The major issue is that TCP always sees packet drops as a notification of congestion, though the losses could be propitiated by other characteristics of the wireless environment. As a consequence, TCP may decrease unnecessarily the transmission rate.

Additional parameters may impact the operation of TCP in wireless environments, for example: the frequent route breakages or the loss rate in the wireless medium; a detailed study of these problems and their effects over the TCP performance may be found in [7]. All these issues warn that the use of TCP in iWMNs could be inefficient to satisfy the performance requirements of the users’ applications.
There has been intensive work to enhance the operation of TCP in wireless networks [8-10]. By modifying the network functions, one can also indirectly improve the operation of TCP in this type of networks. The wireless network coding (WNC) technique is an outstanding example of this approach, a survey of the network coding theory can be found in [11]. According to [12], WNC has gained special attention as a technique to enhance the operation of TCP in wireless networks. The popularity of WNC is because it does not modify the core functions of TCP; instead, WNC is a paradigm that modifies the routing mechanisms into the network. When used on wireless networks, WNC may increase the network capacity and reduce the medium contention. Under the traditional store-and-forward mechanism, each data packet is treated one by one at each forwarding node, with WNC, each forwarding node can mix data packets in order to form an encoded packet. This encoded packet virtually carries more information using only one wireless transmission. Thus, WNC can exploit the broadcast property of the wireless medium to improve the network capacity [13].

WNC contributes considerably to improve the operation of TCP in wireless environments. For example, in [14], Huang et al. demonstrate that WNC decreases the loss rate and improves the network capacity. In [15], the results show that WNC may increase the TCP throughput up to 33%. According to [16], the encoding of DATA and ACK packets from a single TCP flow may increase the TCP throughput up to 17%. In [17], the authors employ WNC along with an adaptive redundancy scheme that considers the packet loss rate of the wireless medium. The results demonstrate that WNC increases the network capacity in unreliable wireless networks. Finally, in [18] the authors propose to leverage WNC to improve the TCP fairness between long-hop and short-hop flows in mesh networks. In such proposal, WNC is used to reduce the overall congestion for long-hop TCP flows to increase its throughput. Additional work studying the performance of TCP on generic wireless mesh architectures may be found in [19-21]. These examples illustrate the potential benefits of WNC for the operation of TCP performance in wireless networks.

We inspect in this work the advantages of WNC in iWMNs. We model the conformation of coding opportunities in a Mesh Access Point as a discrete-time Markov process and, through computer simulation we assess the formation of such opportunities. Our results show that as the number of TCP flows grows, the number of coding opportunities increases as well; however, at the same time the coding delay increases considerably. To reduce this coding delay, we adaptively adjust the time that a packet can wait to catch a coding opportunity. Finally, we assess the performance of moving-average forecast mechanisms to adjust this sojourn time. In contrast with other forecasting algorithms, we use moving-average estimation methods considering their low complexity, fast computation, and accuracy.

Thus, we focus on measuring the number of coding opportunities as well as the coding delay. Therefore, we compare the total number of transmissions with Store and Forward and Network Coding (NC) and show the savings obtained with NC. Even if these metrics are not a direct assessment of throughput, there will clearly be a great impact on such a parameter. Nevertheless, we can find in the literature work that analyzes the benefits that network coding has on TCP throughput. By considering four key parameters, the authors of [22] optimize the greatest possible number of transmission links during one scheduling period in WMNs; nonetheless, the major algorithm’s drawback is its computational complexity. Moreover, in [23] a study of the effects of network coding on the aggregated throughput in WMNs is provided; it is observed that the throughput can be considerably increased with the use of NC techniques. Besides, in [24] the authors propose FairCoding, which is a cross-layer protocol optimizing the coordination among the network coding and the MAC layer protocols; they observe that FairCoding increases the number of coding opportunities as well as the average
transmission rate of WMNs, reaching an improvement of 20%. Finally, in [25] the authors jointly optimize NC and opportunistic routing in WMNs; they also provide a taxonomy of protocols considering both mechanisms.

We focus primarily on the coding opportunities for the iWMN architecture described above when using WNC. Previous work on WNC frequently considers generic mesh architectures or two-way relay topologies. One common issue that has been studied is the formation of coding opportunities to improve network performance. In [26], the authors analyze scheduling protocols in a two-way relay topology; thus, they design a delay-aware mechanism that trades-off the transmission of native packets and coding opportunities. Moreover, in [27] the authors propose a scheduling mechanism for real-time traffic that decides whether to delay a packet hoping for a network coding opportunity; the proposed scheme operates on a cross coding structure. The work in [28] provides an analytical method to study the performance of COPE, which is a forwarding architecture for wireless mesh networks that detects coding opportunities; the authors analyze particularly the coding probabilities at network nodes. Thus, there is a general agreement that WNC can improve the operation of IEEE 802.11. In [29], the distributed coordination function is studied when network coding is employed. Also, MPOF (Multiple Packets in One Flow) is presented in [30], which is a scheme to encode packets from different flows to improve throughput. Additional work studying network coding on IEEE 802.11 networks can be found in [31-39].

This paper is organized as follows. Section 2 outlines the most remarkable characteristics of the IEEE 802.11s standard. Section 3 presents the fundamentals of wireless network coding. Section 4 depicts our proposal to use WNC in the MAPs as well as our model for the formation of coding opportunities characterized by a Discrete-Time Markov process. Section 5 presents our simulation scenario and the simulations results. Section 6 explains the coding delay problem and the moving-average estimation methods used to alleviate it. Finally, Section 7 presents some concluding remarks.

2. IEEE 802.11s infrastructure WMNs architecture

The IEEE 802.11s standard [1] adds MAC functionalities to the IEEE 802.11 standard. These new functions are designed to support the operation of wireless mesh networks (WMN). The amendment allows to combine multihop routing functions and the centralized access scheme from an IEEE 802.11 infrastructure BSS to form a wireless multihop backhaul. This wireless infrastructure can communicate heterogeneous networks via static wireless devices and multihop forwarding. According to [40], this operation mode is known as an IEEE 802.11s-based infrastructure wireless mesh network (iWMN).

The mesh amendment defines a network element named a mesh station (mesh STA). This network device is the fundamental node in an iWMN. A mesh STA supports the mesh functions defined by IEEE 802.11s, including the mesh peering management functions, the mesh coordination function, and the mesh path formation function. Each mesh STA can establish logical links with other mesh STAs to locally interchange messages. In addition, a mesh STA can forward data packets on behalf of other mesh STAs. Due to this feature, messages can be interchanged among mesh STAs located far away from each other.

Thanks to the routing functions provided by mesh STAs, the iWMN operates as a wireless distribution system (WDS). Such a WDS provides the ability to transmit between heterogeneous networks using special nodes. As mesh STAs do not communicate with non-mesh STAs; then, the WDS needs a special node in order to communicate with non-802.11s distribution systems (DSs), for example Ethernet or WiFi DSs. For example, a
mesh STA and an IEEE 802.11 AP can coexist in a special node capable to integrate a WiFi network (Infrastructure Basic Service Set -BSS) with the WDS. This new device is commonly known as a mesh access point (MAP).

In order to connect mesh STAs with non-802.11 LANs, the WDS uses a device named mesh portal point (MPP). Hence, the WDS can interchange traffic from wireless STAs in a WLAN to a wired Internet access network.

**Fig. 2** illustrates an instance of an iWMNs architecture. In this example, three MPPs connect the WDS with different networks: MPP A connects the WDS to an LTE network, while MPP B and MPP C integrate the WDS with wired IEEE 802.3 networks. The MAPs provide wireless access for 802.11 STAs. In the depicted example, there are three MAPs to provide connectivity services to the mobile STAs. To get access to these services, each STA should be registered with an MAP. In the example, STA C from the infrastructure BSS B sends data packets to the Internet; hence, the MAP B receives and puts the data packets into the WDS. With the help of other mesh STAs, the WDS forwards the packets from MAP B to MPP C. Eventually, MPP C receives and injects the packets into a wired network to reach the Internet access.

![IEEE 802.11s Infrastructure Wireless Mesh Network](image)

**Fig. 2.** IEEE 802.11s Infrastructure Wireless Mesh Network. The Wireless Distribution System employs multihop routing functions to communicate heterogeneous networks.
3. Wireless network coding

The fundamental idea of this novel forwarding technique is that instead of simply receiving and forwarding packets, the nodes in the network now compute and transmit an algebraic combination of the packets that they receive [41]. The wireless network coding (WNC) approach exports this novel idea to wireless networks. The principle of WNC is to exploit the broadcast nature of the wireless medium to decrease network contention and, consequently, improve the network capacity. One of the most outstanding contributions on the topic of WNC is the one presented in [13]. In this paper, Katti et al. present COPE; this coding scheme introduces a novel set of functions designed to use NC in multihop wireless networks. All the functions proposed in COPE are aimed to satisfy the fundamental WNC lemma, which states the following.

Lemma 1. Assume that a node $N$ receives $m$ packets, and each of these packets was transmitted by a neighbor node. Each packet could be defined as $P_{i,j}$, where $i$ identifies the neighbor node that sent the packet and $j$ identifies the next hop for the packet. Assume that $P$ is the set that contains the received $m$ packets at node $N$. Node $N$ can encode a set $K$ of $n$ packets, where $K \subseteq P$ and $n \leq m$, only if node $N$ can verify the following conditions.
1. The $n$ packets contained in $K$ come from different senders and diverge at the next-hop, i.e., the indexes $i$ from all the packets contained in $K$ are different and the same happens to all the indexes $j$.
2. The next hop node for each of the $n$ packets contained in $K$ has enough information to decode the possible encoded packet, i.e., node $N$ must be sure that next hop nodes defined by the indexes $j$ have overheard the packets contained in $K$ except the one that is expected to receive.

If these conditions are accomplished, then node $N$ can encode and transmit an encoded packet $P_x$, which represents a function of the $n$ packets contained in $K$. Thus, $N$ can save up to $n - 1$ transmissions.

Fig. 3 illustrates the operation of WNC. In this example, node $N$ receives $m$ packets from neighbor nodes 1, 2, 3, … , $M$, and in some way, it knows which packets have been overheard by its neighbor nodes. Based on this information, node $N$ may select the best coding scheme. In this case, assume that node $N$ knows that node 1 has overheard the transmission of the packets $P_{2,4}$ and $P_{4,2}$, node 2 has overheard the transmission of the packets $P_{1,3}$ and $P_{3,1}$, node 3 has overheard the transmission of packets $P_{2,4}$ and $P_{4,2}$, and node 4 has overheard the transmission of packets $P_{1,3}$ and $P_{3,1}$. This scenario satisfies the coding condition, i.e., these four nodes have overheard enough packets and they are able to decode and encode the packet. Therefore, node $N$ combines packets $P_{1,3}, P_{2,4}, P_{3,1}$, and $P_{4,2}$ using the XOR logical operation to create the encoded packet $P_x = P_{1,3} \oplus P_{2,4} \oplus P_{3,1} \oplus P_{4,2}$. This packet is transmitted using only one wireless transmission. Finally, the neighbor nodes 1, 2, 3 and 4 use the XOR operation on the overheard packets to discover the packet destined to each of them. Considering that $A \oplus A = 0$, $0 \oplus B = B$, and $A \oplus (B \oplus C) = (A \oplus B) \oplus C$, then at node 1 the decoded packet will be $P = P_{1,3} \oplus P_{2,4} \oplus P_{4,2} \oplus P_x$. Then, $P = P_{1,3} \oplus P_{2,4} \oplus P_{4,2} \oplus P_{1,3} \oplus P_{2,4} \oplus P_{3,1} \oplus P_{4,2}$, to give $P = P_{1,3} \oplus P_{1,3} \oplus P_{2,4} \oplus P_{2,4} \oplus P_{4,2} \oplus P_{4,2} \oplus P_{3,1}$. Finally, $P = 0 \oplus 0 \oplus 0 \oplus P_{3,1} = P_{3,1}$. 

Fig. 3
Node $N$ receives $m$ packets and computes the best coding combination. The encoded packet $P_x$ is transmitted using only one wireless transmission, and in this example, it virtually carries the information from four data packets. Finally, the receivers use the previously overheard packets to decode $P_x$.

### 3.1 WNC in a chain topology

There is a topology where Lemma 1 can be easily satisfied, i.e., the 3-nodes chain topology. Fig. 4 illustrates this special case. Assume that nodes A and B have to interchange the packets $P_1$ and $P_2$. To accomplish this interchange node $R$ should act as a forwarding node. WNC operates as follows: A saves a copy of $P_1$ and transmits it to $R$. The node $R$ gets $P_1$ at instant $t_1$; then, the packet is stored, and $R$ now waits for a coding opportunity. Similarly, B saves a copy of $P_2$ and transmits it to $R$. Now, node $R$ receives $P_2$ at instant $t_2$. After receiving $P_1$ and $P_2$ a coding opportunity emerges. It is clear that $R$ waited a coding delay, i.e., $\psi_{1,1} = |t_2 - t_1|$. When node $R$ detects this opportunity, it performs the logical operation $P_1 \oplus P_2$ to compute the encoded packet $P_\alpha$, which is transmitted at time $t_3$. In this case, the requirements to use WNC at node $R$ are always accomplished, i.e., nodes A and B always have enough information to decode $P_\alpha$, and the packets always diverge in the next hop. Thus, $R$ can construct $P_\alpha$ without additional information. Ultimately, nodes A and B receive $P_\alpha$ and perform the operation $P_1 \oplus P_\alpha$ and $P_2 \oplus P_\alpha$, respectively to decode the packets.

Fig. 4. The store and forward routing scheme (left) requires four wireless transmissions to exchange two data packets. In contrast, WNC (right) uses only three transmissions to accomplish the same.
To leverage all the potential benefits of WNC in the 3-nodes chain topology, the channel access algorithm should always allocate the transmission sequence $A, B, R, \cdots$ (or $B, A, R, \cdots$). In this way, $R$ can send an encoded packet during every transmission, incurring in the lowest coding delay. Following such a hypothetical case, if both $A$ and $B$ require transmitting $n$ packets, the overall number of transmissions required to interchange the $n$ packets using WNC would be only $3n$. In contrast, the store-and-forward technique would use $4n$ transmissions. In this way, WNC could provide $n/3$ extra transmissions to each node, $A$ and $B$. However, this is an unlikely event due to the randomness of the current medium access mechanisms used in wireless mesh networks.

Notice that the MAC algorithm has great impact on the operation of WNC. The channel access mechanism proposed by IEEE 802.11s is the mesh coordination function (MCF). MCF provides two access methods: the enhanced distributed channel access (EDCA) as an imperative contention-based mechanism, and the mesh-controlled channel access (MCCA) as an alternative reservation-based mechanism. In this paper, we focus on the EDCA mechanism. EDCA is an extension of the distributed coordination function (DCF), which is a random-access mechanism that is non-coding oriented.

4. Wireless network coding in iWMNs

We employ WNC in iWMNs based on the next arguments:

1. The traffic patterns in iWMNs are concentrated in some nodes, which can be beneficial for WNC.
2. A TCP connection uses acknowledgments that travel from the destination node to the source node and DATA packets that travel from source to destination. Therefore, WNC can take advantage of this property to increase the use of the network capacity [15, 17].
3. The users’ traffic is concentrated at the MAPs; hence, according to [42], WNC might decrease the medium contention and improve fairness and the network performance.
4. The network topology around the MAPs simplifies the use of WNC as occurs in the 3-nodes chain topology.

In this section, we analyze the benefits for the network performance when WNC is applied at the MAPs. We assess the benefits of WNC at the MAPs given that such nodes concentrate the traffic from mobile users; consequently, multiple coding opportunities may arise. Hence, we present the required modifications for an MAP to perform the WNC technique. Then, we use a Discrete-Time Markov Chain to characterize how coding opportunities are formed.

4.1 Wireless network coding in the mesh access points

It is very likely that each data flow in an iWMN would traverse a chain of nodes starting at one STA and finishing at one MPP. This feature can be leveraged to use the WNC technique along the whole communication path; however, in this paper we focus on the network topology around the MAPs, as this is the first bottleneck that could affect the overall network performance.

As it was previously discussed, a 3-nodes chain topology is formed by one instance of an MAP, an STA, and a mesh STA, this topology is optimal or WNC. In this topology, the MAP must forward data packets in two possible ways: from an STA to a mesh STA (STA→MS), and from the mesh STA to an STA (MS→STA). We exploit this characteristic to use WNC; and in this way, we expect to reduce the medium contention around the MAPs.
The architecture of an MAP needs a few modifications to use WNC. First, each MAP requires two coding queues. The queues are employed to save non-coded packets (native packets). Second, a packet classifier is used to inspect the packets headers to store each native packet in the appropriate queue. One coding queue must store data packets flowing in the STA→MS direction, and the other queue will store the packets flowing in the MS→STA direction. Fig. 5 illustrates the proposed architecture for an MAP.

Assume that the MAP is a single-radio wireless device. Therefore, when an MAP receives a native packet is re ceived in the MAP, it should be first analyzed by the packet classifier to determine its corresponding coding queue. If there is a coding opportunity, i.e., at least one native packet in each coding queue, the MAP computes an XOR operation with \(i\)-th native packet from \(S_1\) and the \(i\)-th native packet from \(S_2\). The coding process will generate a coded packet \(P_{\alpha}(i, i)\). Then, this packet is transferred to the EDCA queues in order to be sent to both, the mesh STA and the STAs; with just one wireless transmission. The MAC queue for the NC access category is an alternative queue to the access categories defined by EDCA, i.e., voice (VO), video (VI), background (BK), and best-effort (BE). Therefore, the NC access category might have its own MAC parameters to tune the CSMA/CA algorithm. Finally, the destination STA and the mesh STA decode \(P_{\alpha}(i, i)\), i.e., they compute an XOR operation between the native packet and the encoded packet. If a packet does not catch a coding opportunity or if the coding queues are full at the time that the packet arrives, and then it can be passed to its corresponding MAC access category queue.

### 4.2 Coding delay

WNC adds up a coding delay to the end-to-end delay of each packet sent. We define the coding delay as the time that a packet must wait in the coding queues to catch a coding opportunity. To illustrate this problem, assume that at instant \(t_m\), packet \(P_m\) is queued in \(S_1\). To begin the coding procedure, it is required that at least a packet \(P_n\) arrives early to \(S_2\), i.e., the arrival time of \(P_n\) should be \(t_n\) and satisfy \(t_n < t_m\). In this case, the logical operation \(P_m \oplus P_n\) is performed at instant \(t_m\), so the delay is given by \(|t_m - t_n|\), i.e., the time that packet \(P_n\) spends in the coding queues. If the coding queue \(S_2\) is empty at the arrival of \(P_m\), then it will be three potential scenarios: i) packet \(P_m\) waits for \(P_n\) to arrive during an unlimited time; ii) \(P_m\) waits for \(P_n\) to arrive during a limited time, and iii) \(P_m\) is transferred to the MAC layer in its native form. Thereby, the coding queues size and occupancy are important factors to determine the possible number of coding opportunities in an MAP.
4.3 System model

The occupancy of the coding queues \((S_1, S_2)\) may be modeled as a stochastic process. In accordance with [43], such a stochastic process may be characterized as a Discrete-Time Markov Chain (DTMC). We define \(M_k\) as the maximum number of native packets that can be queued up in \(S_k\). \(N(t)\) is defined as the process representing the number of packets, \(i\) and \(j\), queued in \(S_1\) and \(S_2\) at instant \(t\). The probability of transmitting the network element \(\gamma\) is given by \(P_{\gamma}\). Based on the DCF’s fairness property, we can assume that the transmission probabilities at each transmission attempt will be the same, i.e., \(P_{STA} = P_{MP} = P_{MAP}\). If we take an observation window, \(\Delta\), large enough to capture always one and only one transmission in the medium, then the behavior of \(N(k \cdot \Delta)\) may be represented with the state diagram depicted in Fig. 6.

![State Diagram](image)

**Fig. 6.** A coding opportunity arises when both coding queues have at least one native packet. The shaded states represent a coding opportunity in the MAP.

It is clear that if the mesh STA sends a packet to the MAP, then the queue \(S_2\), increases one unit, i.e., the DTMC goes from state \((i, j)\) to state \((i, j + 1)\) with probability \(P_{MP}\). If one STA sends a packet to the MAP, then the queue \(S_1\), increases one unit, i.e., the DTMC goes from state \((i, j)\) to state \((i + 1, j)\) with probability \(P_{STA}\). The transitions from the initial state \((0, 0)\) have higher transition probabilities, as the MAP does not have any packet to transmit; therefore, the transition probabilities increase by a factor \(P_{MAP}/2\).

Notice that the transition from state \((0, j)\) to state \((0, j - 1)\) for \(j > 0\) and the transition from state \((i, 0)\) to state \((i - 1, 0)\) for \(i > 0\) occur when the MAP sends a non-coded packet with probability \(P_{MAP}\); these events occur each time that a native packet arrives to the coding queues.
and cannot catch a coding opportunity. The most important transitions occur when the MAP sends an encoded packet, i.e., the transitions from state \((i, j)\) to state \((i - 1, j - 1)\).

When both queues are full and the mesh STA or the STA sends a packet to the MAP, those packets are transferred to the MAC layer for transmission. Therefore, in the states \((i > 0, j > 0)\) the MAP can encode a packet. These states are represented in Fig. 6 with shaded circles.

Suppose that the distance among STAs, MAP, and mesh STA is enough to avoid the exposed terminal problem. If the transmission probability at each state is distributed among the network devices, then the behavior of \(N(k \cdot \Delta_t)\) is affected by the value of \(M_k\). To evaluate the impact of \(M_k\) on \(N(k \cdot \Delta_t)\), we perform numerical simulations with the computer software Wolfram Mathematica.

We simulate 500,000 transitions of the process \(N(k \cdot \Delta_t)\) with \(P_{MAP} = 1/3, P_{MP} = P_{STA} = (1 - P_{MAP})/2\). In [44], we show that as \(M_k\) grows from 2 to 9, the amount of transitions representing a coding opportunity also grows from 18% to 28%. On the other hand, the amount of packets that cannot be stored in the coding queues decreases from 24% to 7% and the number of non-coded transmissions decreases from 5% to 2%. These results show that the maximum size of the coding queues affect the formation of coding opportunities. In all the studied cases, the probability that the process stays in state \((M_k, M_k)\) is greater than the probability of being in another state of the system. This condition is caused by the fairness provided by DCF, i.e., the MAP has less opportunities to transmit than the sum of the opportunities of the STAs and the mesh STA. Thereby, the growth rate of the coding queues is greater than the MAP transmission rate. This characteristic ensures that the MAP may have several opportunities to encode packets.

5. Coding opportunities in a mesh access point

According to the model presented in Subsection 4.3, the transmission probabilities affect the average occupancy of the coding queues; and consequently, they might reduce the benefits of network coding due to the coding delay. If the MAP does not have any priority to transmit, the coding delay could rise up and seriously impact the network performance. To examine such an issue, we evaluate the formation of coding opportunities in an MAP using NS-2; then, we measure the coding delay caused by the distributed coordination function (DCF). By now, we exclude the analysis of the encoding process, since we focus solely on analyzing the formation of the coding opportunities. In the rest of this section, we show the scenario and the simulation results.

5.1 Simulation scenario

We add two coding queues \((Q_1 \text{ and } Q_2)\) in our MAP model for NS-2. These queues are employed to store packets and to simulate the formation of coding opportunities. Please refer to Fig. 7 for more details. \(Q_1\) stores packets coming from the STAs, and \(Q_2\) stores packets coming from the mesh STA. DCF controls the channel access in this scenario. The MAP records the changes in both coding queues. The TCP connections are defined using a symmetric Bernoulli random variable. Accordingly, two types of connections may arise with equal probability: i) STA → Internet or ii) Internet → STA. The amount of STAs grows gradually to analyze the consequences of the traffic density on the formation of coding opportunities and the associated coding delay. Table 1 summarizes the simulation parameters.
5.2 Simulation results

We evaluate the formation of coding opportunities and their respective coding delay. Fig. 8 depicts the growth rate of the coding queues as the number of STAs increases. The arrival rates for both coding queues show a linear trend whose slopes differ significantly with low traffic density. As the traffic density rises up, the difference among the arrival rates at $Q_1$ and $Q_2$ diminishes; therefore, the encoding process is improved due to the increasing number of coding opportunities. These results confirm that the traffic density is a key factor to increase the coding opportunities in an MAP. Notice that when the number of TCP flows is greater than 16, the growth rate of the queues is almost the same. Thereby, we can conclude that DCF sets up a boundary to this growing rate. When the amount of STAs increases from 16 to 128, both coding queues grow at the same rate, and this behavior may limit the maximum number of coding opportunities.

Table 1. Simulation parameters.

| Parameter                      | Value                                      |
|-------------------------------|--------------------------------------------|
| Number of STAs                | 1, 2, 4, 8, 16, 32, 64, 128                |
| Distance between the mesh nodes | 200 meters                             |
| Applications                  | FTP                                        |
| Protocol                      | Transmission Control Protocol              |
| Packet size                   | 1460 bytes                                 |
| MAC and PHY layer             | Distributed Coordination Function (DCF)    |
|                              | Transmission Rate Adaptation disabled      |
| Mobility model                | Random Way Point                           |
| Average speed for the mobile STAs | 1 m/s                                     |
| Simulation time               | 2000 seconds                               |
Coding opportunities. Let $\chi_t(Q_k)$ be the number of packets in the coding queue, $Q_k$, during the time interval $\tau$. The simulation time is divided in intervals of one second. Fig. 9(a) shows box plots for the 2000 samples of $\chi_t(Q_k)$ as a function of the number of STAs. The median and the interquartile range (IQR) are similar for both queues if the number of STAs is greater than 16. This behavior shows that the amount of coding opportunities might increase if the number of users increases as well. However, the number of coding opportunities is limited by DCF. The number of possible coding opportunities is limited by the minimum amount of packets in both coding queues during the same time interval. Therefore, the maximum number of possible coding opportunities in the time interval $\tau$, can be computed as:

$$\min\{\max\{\chi_t(Q_1)\}, \max\{\chi_t(Q_2)\}\}.$$  (1)

Fig. 9(b) shows the evolution of the maximum amount of possible coding opportunities per second as a function of the number of STAs. The coding opportunities per second might increase from 80 to 130 when the number of STAs increases from 1 to 32. When the amount of STAs increases over 32, the number of coding opportunities does not grow significantly; this behavior is caused by the performance limits imposed by DCF.

We can analyze the potential benefits of WNC on the simulation scenario during a time interval $\tau$. If the MAP could encode all the opportunities, then the total number of transmissions between the MAP, STAs, and the mesh STA can be estimated as:

$$L_{S1}(\tau) + L_{S2}(\tau) + \min\{L_{S1}(\tau), L_{S2}(\tau)\} + |L_{S1}(\tau) - L_{S2}(\tau)|.$$  (2)
If \( L_{Sj}(\tau) \) is the maximum length of the coding queue \( j \) in the time interval \( \tau \), then the expression \( \min\{L_{S1}(\tau), L_{S2}(\tau)\} \) is the number of encoded transmissions. Consequently \( |L_{S1}(\tau) - L_{S2}(\tau)| \) is the number of packets that are transmitted in their native form.

Notice that the number of transmissions performed by the MAP using the store-and-forward routing mechanism is \( 2[L_{S1}(\tau) + L_{S2}(\tau)] \). To analyze all the potential benefits of WNC, Fig. 10(a) compares the total number of transmissions among the STAs, the MAP, and the mesh STA, using the store-and-forward scheme and WNC at the end of the simulation time. WNC saves approximately 20% of the transmissions employed by store-and-forward. Furthermore, Fig. 10(b) shows the total number of coding opportunities during the simulation time as a function of the number of STAs. The traffic density improves the coding opportunities; i.e., when the number of users increases from 2 to 32 the total number of coding opportunities grows from \( 0.8 \times 10^5 \) to \( 1.35 \times 10^5 \).

Coding delay. WNC employs the \( i \)-th packet from the coding queues to perform the encoding process. Thereby, the coding delay, \( \psi_{ci} \), can be seen as the time that packet \( i \) in \( Q_1 \) waits for packet \( i \) in \( Q_2 \), or vice versa. Fig. 11 depicts two examples showing the arrival times to both coding queues. Based on this information, we may analyze the evolution of the coding delay \( \psi_{ci} \).

(a) Comparison between the number of transmissions. (b) Total number of coding opportunities used with Store-and-Forward and WNC.

Fig. 10. Potential benefits of WNC in the simulation scenario.
When there is one STA in the network, Fig. 11(a), the coding delay can be considered as the time that packets from $Q_1$ wait for packets in $Q_2$, i.e., the packets from the more saturated queue wait for the packets from the less saturated queue. From the figure, we can conclude that the coding delay increases at a linear rate. Besides, when the number of TCP flows is 32, as in Fig. 11(b), the coding delay increases at a lower rate. However, it is clear that $\psi_{i,j}$ increases in both examples.

According to simulation results, DCF guarantees fair access to the medium for STAs, mesh STA and the MPP. Furthermore, the growth of the number of STAs and the use of a symmetric Bernoulli random variable to define the connections in the network, both provoke a symmetric traffic; i.e., it is very likely the establishment of the same number of connections sending and receiving traffic from Internet. Both factors, the MAC algorithm and the traffic patterns, provoke a regular access to the medium, and consequently, the sequence of transmissions is useful for the conformation of coding opportunities. However, the associated coding delay is variable and increases continuously if it is considered that the coding process is performed between the $i$-th packet from both coding queues. Hence, it is required to restrict the coding delay to avoid its negative effects on the operation of TCP. We propose to adjust dynamically the sojourn time using moving-average estimation methods in order to adapt the coding delay to the traffic density conditions. In the next section, we present the details of this approach.

6. Moving-average mechanisms to decrease the coding delay

Previously, we demonstrated that the coding delay $\psi_{i,j}$ increases and, as a consequence, it might affect the operation of TCP. Different choices are proposed in the literature to alleviate this problem. Next, we enumerate the most important ones.

1. The MAC mechanism might be redesigned to schedule a transmission sequence that increases the benefits of the wireless network coding technique. However, this solution would be incompatible with the current random access mechanism defined by the IEEE 802.11 standard.
2. The network coding scheme could be designed around the principle of never delaying packets, just as it is proposed in COPE [13], i.e., if the wireless channel is available, the coding node takes the \( i \)-th packet from the coding queue, checks if there are packets that can be encoded, if there is no coding opportunity, then the \( i \)-th packet is transmitted in its native form.

3. A constant maximum waiting time for all the packets is used to avoid the increment of the coding delay. This approach is presented and analyzed in [14,15]. In these contributions, a fixed buffer timeout is associated to each packet to limit its sojourn time in the coding buffers. However, the fixed value assigned to this buffer timeout implies a performance trade-off, i.e., if the timeout is well selected, then it may increase the TCP throughput by creating more coding opportunities, but if the timeout is wrongly selected, then it may decrease the TCP transmission rate by increasing unnecessarily the round-trip-time. Therefore, an important question arises: What is the optimal maximum waiting time for each packet, if the network conditions are constantly changing?

We propose to compute dynamically the maximum waiting time for each packet to adapt the WNC technique to the traffic density conditions in the network. In this way, we expect to increase the network capacity and reduce the coding delay. Fig. 12(a) exemplifies this proposal when is applied to an MAP. If WNC uses the \( i \)-th packet from both coding queues, the coding delay \( \psi_{\text{opt}} \) grows, as it has been shown in the previous section. In the example, the number of transmissions that the MAP could perform under this scheme is three, i.e., the encoded packets \((P_1 \oplus P_1)\), \((P_2 \oplus P_2)\), and \((P_3 \oplus P_3)\). We propose that if a packet arrives to the MAP, it will be tagged with the maximum time that it should wait in the coding queues for a coding opportunity. We define this variable timeout as \( \text{MAX}_{\text{codingtime}} < \varepsilon \), where \( \varepsilon \) is a threshold used to avoid the peaks of the \( \text{MAX}_{\text{codingtime}} \) estimation. This threshold may be defined according to the QoS performance limits associated to the access categories of each packet. By now, we assume that our approach is not constrained by this requirement.

When \( \text{MAX}_{\text{codingtime}} \) expires, the packet should be transferred in its native form to the MAC layer for transmission. Notice from Fig. 12(a) that considering our approach, packet \( P_2 \) coming from the STAs would wait for \( \text{MAX}_{\text{codingtime}} \) and, since no other packet arrives for encoding, then \( P_2 \) is sent in its native form. If a coding opportunity arises before \( \text{MAX}_{\text{codingtime}} \) expires, the packets from both coding queues will be used to build a coded packet. With our scheme, the MAP sends one native packet, \( P_2 \), and three coded packets, \((P_1 \oplus P_1)\), \((P_3 \oplus P_2)\), and \((P_4 \oplus P_3)\).

6.1 Optimal coding delay

Assume that \( \psi_{\text{opt}} \) is the optimal coding delay for a packet; i.e., the minimum temporal distance between a pair of packets from the coding queues. In Fig. 12(a), the arrival rate of packets coming from the MP is lower than the arrival rate of packets from the STAs; hence, \( \psi_{\text{opt}} \) may be calculated using the arrival times of packets coming from the MP and their minimum distance with the arrival times of packets coming from the STAs. We calculate the optimal coding delay using the traces from the previous experiments and Fig. 12(b) depicts the evolution of \( \psi_{\text{opt}} \) as a function of the number of STAs. As \( \psi_{\text{opt}} \) varies over the simulation time, we expect that \( \text{MAX}_{\text{codingtime}} \) in the optimal case, must approximate the trend of \( \psi_{\text{opt}} \). We evaluate the use of moving-average estimation methods to adjust the value of \( \text{MAX}_{\text{codingtime}} \). We build this approach in an analog way to the successful estimation method used by TCP to forecast the RTT values in a TCP connection. In contrast with other forecasting methods (e.g., machine learning, neural networks, and data mining), we use moving-average estimation
methods based on their low complexity, fast computation, and accuracy.

![Diagram of STAs' packets, MP's packets, Coding delay, Optimal coding delay](image.png)

**Fig. 12.** Adapting the sojourn time to maximize the throughput and reduce the coding delay. **(a)** (top) Example of the adaptive scheme to decrease the coding delay $\psi_{i,i}$. **(b)** (bottom) Adapted coding delay, $\psi_{optimal}$ for different numbers of STAs.

### 6.2 Moving-Average estimation methods

A popular technique used to identify the trend of a time series is the calculation of moving averages. A moving-average method employs a subset of $n$ elements from a time series $\mathbf{x}$, as useful data to estimate the future value for the series, i.e., the element $x_{t+1}$ [46]. Let us define $n$ as the number of elements taken from the series $\mathbf{x} = x_0, x_1, ..., x_t$. The moving-average method assumes that the future element $x_{t+1}$ can be calculated as a linear combination of $n$ past elements from $\mathbf{x}$. Each of the $n$ samples taken from $\mathbf{x}$ must be weighted by $\alpha$. Therefore, the estimation $\hat{x}_{t+1}$, is computed as the sum of the weighted $n$ samples from $\mathbf{x}$.

$$\hat{x}_{t+1} = \alpha_t x_t + \alpha_{t-1} x_{t-1} + ... + \alpha_{t-n} x_{t-n}. \quad (3)$$

The value $\hat{x}_{t+1}$ is a forecast of $x_{t+1}$; hence, the estimation error will be $e_{t+1} = \hat{x}_{t+1} - x_{t+1}$. The main difference among several moving-average estimation methods is especially the weight vector, $\alpha$. 


6.3 Using moving-average mechanisms to estimate the optimal coding delay

The main tasks of an MAP consist on receiving packets and forward them to their next hop. In this case, the next hop of a packet could be an STA or a mesh STA. To estimate the optimal waiting time for a packet in a coding queue, i.e., the optimal coding delay, initially the MAP should read the next hop of a received packet and save the arrival time of the packet in an array. In the array $S_1$ the MAP stores the arrival times of the packets destined to STAs, and in the array $S_2$ the MAP stores the arrival times of the packets destined to a mesh STA, refer to Fig. 7 to review the network topology. The MAP will save the arrival times in these arrays until obtaining at least $n$ samples in the arrays; we defined this stage as the *initial sampling*. Fig. 7 shows the algorithm for this initial stage and an example. In the figure, the $j$-th arrival time stored in $S_i$ is represented by $t_{ij}$. Since the network traffic is variable and unpredictable, it is very likely that the number of arrivals in both coding queues will be different, i.e., one coding queue could receive more than $n$ packets before the other coding queue receives the required number of packets. Therefore, the index $i$ could be different from index $j$. Furthermore, the packets flowing from the mesh STA $\rightarrow$ STAs will use different optimal coding delays than packets flowing from STAs $\rightarrow$ mesh STA, i.e., the estimation of the optimal coding delay should be performed for both cases.

**Algorithm: Formation of the initial sampling vector**

*Description:* Each time that a packet arrives to the MAP, the arrival time of the packet is stored in array $S_1$ or $S_2$ based on the next hop of the packet; finally, the packet is forwarded in its native form.

```
1: procedure Sampling (packet)
2: begin
3:     while i < n or j < n do
4:         if packet next = STA then
5:             $S_1[i] \leftarrow $ packet time
6:             i $\leftarrow$ i + 1
7:         else if packet next = mesh STA then
8:             $S_2[j] \leftarrow $ packet time
9:             j $\leftarrow$ j + 1
10:     end if
11:     forward (packet)
12: end while
13: end procedure
```

Once both arrays, $S_1$ and $S_2$, have at least $n$ samples, the MAP calculates the first samples of the optimal coding delay, $\psi_{opt}$, computing the minimal temporal distance among the samples; this stage is defined as the *initial estimation*. The computation of the optimal coding delay assumes that the packets flowing in opposite directions need different waiting times to catch a coding opportunity. Fig. 14 depicts the initial estimation algorithm for the packets flowing from mesh STAs to STAs; a similar approach should be used for packets flowing in the opposite direction. This estimation is performed taking a value from the array $S_1$ and calculating the temporal distances with all the values from $S_2$. If the result of the operation $S_1[k_1] - S_2[k_2]$ is a negative value, it means that the sample $S_1[k_1]$ should wait for the sample from $S_2[k_2]$, then the result is saved in an array named *distance*. If $S_1[k_1] - S_2[k_2]$ is positive, it means that the arrival time taken from $S_1$ is higher than the arrival time taken from $S_2$, then the computed distance is discarded. All the computed values are saved in the *distance* array. Finally, the optimal coding delay for the sample $S_1[k_1]$ is computed as the minimum value from the array *distance*. This process is performed with all the samples from $S_i$. The results are saved in an array called the *Initial estimation vector*, $\psi$. 
Algorithm: Computation of the initial samples of the optimal coding delay

Description: The MAP uses the arrays $S_i$ and $S_j$ and their lengths, $i$ and $j$, to estimate the minimal temporal distance between the the arrival times. Clearly, this estimation procedure should be performed (once, for packets flowing from the mesh STA to the STAs and for packets flowing from STAs to mesh STA).

```plaintext
1: procedure EstimationMesatoSTA (S1, S2, i, j)
2: begin
3:     $k_1, k_2, k_3 \leftarrow 0$
4:     while $k_1 < i+1$ do
5:         while $k_2 < j+1$ do
6:             diff $\leftarrow S[k_2] - S[k_1]$
7:             if diff $< 0$ then
8:                 distance[$k_1$] $\leftarrow$ |diff |
9:             end if
10:         end if
11:         $k_2 \leftarrow k_2 + 1$
12:     end while
13:     $\psi \leftarrow \min$ (distance)
14:     $k_1 \leftarrow k_1 + 1$
15: end while
16: end procedure
```

Fig. 14. Algorithm to compute the initial samples of the estimation vector.

With the Initial estimation vector, $\psi = [\psi_0, \psi_1, ..., \psi_n]$, the MAP can employ a weighted moving average mechanism to forecast $\psi_{n+1} = \text{forecasting}(\psi)$. This value is used to define the maximum waiting time ($\text{MAX}_{\text{codingtime}}$) of a packet to catch a coding opportunity. We propose to set $\text{MAX}_{\text{codingtime}}$ as twice the coding delay estimation, i.e., $\text{MAX}_{\text{codingtime}} = 2 \psi_{n+1}$. This threshold is used to guarantee that $\text{MAX}_{\text{codingtime}}$ will oscillate over the mean of the optimal coding delay process. The MAP should continuously monitor the ensuing arrivals of packets flowing in both directions to calculate a fresh sample of the optimal coding delay $\psi_{n+1}$. This new sample is employed to readjust the $\text{MAX}_{\text{codingtime}}$ using again the weighted moving average method; this stage is defined as the iterative estimation. Fig. 15 depicts this forecast and sampling iterative algorithm. We evaluate a few moving-average estimation algorithms for our proposal. The selected methods are: SWMA, EWMA, MWMA, GWMA, and TWMA [46].

Algorithm: Forecast and sampling

Description: The MAP uses the array $\psi$ to forecast the optimal coding delay for the next packets. Furthermore, the MAP always monitors the arrival times of packets flowing in both directions, $\text{SIA} \rightarrow$ mesh STA and mesh STA $\rightarrow$ SIA, to compute a new sample to the estimation vector and the estimation error.

```plaintext
1: procedure Forecast($\psi = [\psi_0, \psi_1, \psi_2, ..., \psi_n] )$
2: begin
3:     $\psi_{n+1} \leftarrow \text{WMA} [\psi_1, \psi_2, \psi_3, ..., \psi_n]$)
4:     $\text{MAX}_{\text{codingtime}} \leftarrow 2 \psi_{n+1}$
5: end procedure
```

Fig. 15. Forecast and sampling algorithm.
6.4 Performance evaluation

For this evaluation, we consider the optimal coding delay traces derived from Section 6.1. These traces are used to accomplish the performance comparison. In Fig. 16, we show the evolution of the first 150 estimations of $MAX_{\text{coding time}}$ along with the optimal coding delay traces. With any of the selected estimation methods, $MAX_{\text{coding time}}$ follows the trend of the optimal coding delay. Furthermore, the proposed threshold, i.e., $MAX_{\text{coding time}} = 2\psi n + 1$, results useful to avoid the under-estimation of the optimal coding delay. We ensure that a packet will wait enough time to catch, with high probability, a coding opportunity. As the number of STAs goes from 1 to 132, the variance of the $MAX_{\text{coding time}}$ estimation increases, and consequently, the estimation error also increases.

![Fig. 16. Estimation of $MAX_{\text{coding time}}$ via different moving average methods.](image)

The analyzed estimation methods behave in a very similar way and have, on average, a similar number of estimation errors as well as a similar number of over estimations. The use of any of the studied methods may reduce the coding delay and increase the probability to catch a coding opportunity. However, there is always a trade-off between coding delay and the number of encodings that can be performed; i.e., a high coding delay increases the number of encodings. However, the higher the coding delay, the higher is the negative effect on TCP.

7. Conclusions

Wireless network coding (WNC) is a technique that can be used to increase the capacity of wireless networks. This technique allows combining several packets to build an encoded packet that, when transmitted, carries the information from all the original packets. In this way,
the network increases its capacity, as it transports more information using a lesser amount of wireless transmissions than the number of transmissions required by the traditional store-and-forward technique. However, it is very difficult to catch coding opportunities when the network conditions change dynamically and abruptly. A common approach used in the literature to catch coding opportunities is to define a fixed time that packets should wait in a coding queue for a coding opportunity. However, this approach may lead to miss coding opportunities when the network conditions change and, consequently, the benefits of WNC decrease. In this paper, we analyzed the operation of the WNC technique in infrastructure mesh networks (iWMNs). We proposed to leverage WNC in mesh access points (MAPs) to diminish the contention and improve the network capacity. We modeled the coding queues occupancy in an MAP with a Discrete Time Markov Chain. From this analysis, we concluded that the size of the coding queues, along with the transmission probabilities in the network, may increase the overall coding delay. Then, we evaluated the formation of coding opportunities in MAPs using simulations.

According with the results, we conclude that the traffic density is a key factor to increase the coding opportunities in an MAP. Furthermore, as the number of flows traversing a mesh access point increases, the coding opportunities also grow; nevertheless, simultaneously the time that packets wait in the coding queues to catch a coding opportunity increases linearly over the simulation time. To mitigate such an issue, we use an adaptive technique to adjust dynamically this waiting time. To employ this technique, we proposed to take an initial set of samples of the optimal waiting time. Then, with these samples, we employed and tested some moving-average estimation methods, including SWMA, EWMA, MWMA, GWMA, and TWMA, to dynamically adjust the maximum time that the packets can wait in the coding queues to catch a coding opportunity. This procedure adds continuously a sample of the optimal waiting time to the vector of optimal coding delays; in this way, the WNC is adapted dynamically to the traffic density in the network. Our results showed that our approach adapts the WNC technique to the network conditions. Nevertheless, even if we observed significant gains by using WNC on infrastructure wireless mesh networks by noticing reductions on the number of transmissions and analyzing the coding delay, our future work will focus on studying how different TCP flavors can be indirectly benefited by the use of WNC regarding very important parameters like the average throughput and end-to-end delay. Finally, we conclude that the moving-average methods can be very useful to reduce the coding delay and to increase the probability to catch a coding opportunity in iWMNs.
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