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Abstract—Status update systems consist of sensors that take measurements of a physical parameter and transmit them to a remote receiver. Age of Information (AoI) has been studied extensively as a metric for the freshness of information in such systems with and without an enforced hard or soft deadline. In this paper, we propose three metrics for status update systems to measure the ability of different queuing systems to meet a threshold requirement for the AoI. The average probability is defined as the probability that the age of the most recent update packet held by the receiver is larger than the threshold. The stale update probability is the probability that an update is stale, i.e., its age has exceeded the deadline, when it is delivered to the receiver. Finally, the average overage is defined as the time average of the overage (i.e., age beyond the threshold), and is a measure of the average “staleness” of the update packets held by the receiver. We investigate these metrics in three typical status update queuing systems – M/G/1/1, M/G/1/2, and M/M/1. Numerical results show the performances for these metrics under different parameter settings and different service distributions. The differences between the average overage and average AoI are also shown. Our results demonstrate that a lower bound exists for the stale update probability when the buffer size is limited. Further, we observe that the overage probability decreases and the stale update probability increases as the update arrival rate increases.

I. INTRODUCTION

The need for real-time communication of status update packets involves maintaining information freshness in many mission-critical applications. Age of Information (AoI) is a metric measuring the freshness of information at the receiver of a status update system. Since its introduction in [1] for queuing models motivated from vehicular status update systems, the AoI metric has been found useful in numerous applications that require timely availability of information at the receiving end of a communication or remote-controlled system, such as tele-surgery or skill transfer in tactile Internet.

While AoI provides a measure of the freshness of information, it does not account for soft or hard deadlines that applications impose on the age. Motivated by the need to consider deadlines, practitioners have recently considered a threshold for the age and investigated when the threshold is exceeded. In [2], the authors propose a freshness-aware refreshing scheme in which the cached content items will be refreshed to the up-to-date version upon user request if the AoI exceeds a certain threshold. In [3], the authors consider scheduling problems at the network edge when each source node has an AoI requirement which is called Maximum AoI Threshold (MAT). A threshold-based ALOHA scheme, in which each terminal attempts transmission with constant probability in each slot when the age exceeds the threshold is studied in [4]. In [5], the authors propose a simple threshold policy that achieves the optimum asymptotically for AoI in a wireless multi-access network with the thresholds explicitly derived. We considered a variant of threshold-based age in our previous paper [6] wherein an update packet has a value associated with it and the value decays with time and becomes zero beyond a threshold.

In this paper, we expand upon the initial work on threshold-based age and present three metrics of relevance in various status update systems. Given a threshold for the instantaneous age, the metrics are defined as follows. The overage probability is the probability that the age of the most recent packet currently held by the receiver is larger than the threshold. The stale update probability is the probability that a delivered update is stale, i.e., its age has exceeded the threshold, when it is delivered to the receiver. This metric is relevant when the receiving system takes action immediately upon the receipt of the packet. Finally, the average overage is defined as the time average of the overage (i.e., age beyond the threshold), and is a measure of the average “staleness” of the update packet held by the receiver. We investigate these three metrics in three typical status update queuing systems, namely, M/G/1/1, M/G/1/2, and M/M/1, and obtain closed-form expressions for these metrics. We present numerical results for these metrics under different parameter settings and service time distributions. We also show a comparison between the average overage and the average AoI.

The overage probability has been studied in a few scenarios previously. In [7], the authors use bounded AoI to denote the probability that the AoI is under a given threshold, which is the opposite of our overage probability metric. The authors of [8] obtain the distribution of AoI under different queuing schemes, which can in turn be used to derive the overage probability. In [9]–[15], the probability that the age at the receiver is larger than the given threshold is denoted as violation probability or outage probability. While much research has been done for the threshold model in AoI optimization problems, little attention has been paid to the definition and derivation of threshold-based metrics. In this paper, we call this probability the overage probability, and analyze it for the three queuing systems; we note that the overage probability has not been analyzed...
Fig. 1. Status update packets arriving to a single server transmission queue, for the M/G/1/1 and M/G/1/2* systems before. Further, to the best of our knowledge, the other two metrics we propose here have not been considered before. Thus, our contributions in this paper include: (a) the proposal of two new metrics, (b) the derivation of expressions for all metrics for three commonly studied queuing systems, and (c) numerical results exploring various trade-offs.

II. SYSTEM MODEL

We consider a point-to-point communication system with a transmitter sending status updates from a single source to a receiver as shown in Fig. 1. The update packets arrive at the transmitter following a Poisson process with an arrival rate \( \lambda \). A packet may be discarded in the queuing phase based on buffer size and the packet dropping policy; those that are not discarded enter the server and are received by the receiver after a random service time. Here, we only index those packets that are received by the receiver and use \( S_i \) to denote the service time for the \( i \)th packet. \( S_i \) is assumed to be iid with pdf \( f_S(s) \). In this paper, we consider M/GI/1/1, M/GI/1/2*, and M/M/1 queuing schemes. In M/GI/1/1, there is no buffer and packets arriving in busy state are discarded. In M/GI/1/2*, there is a single data buffer and an arriving packet replaces the packet in the buffer (if any). In M/M/1, there is infinite buffer space for the packets with first come first serve discipline. The first two systems with no and limited buffer have been extensively studied recently [19–23] because it is known that limited buffering helps decrease AoI. We also study the M/M/1 system here because it was originally studied in [1] and our analysis enables a comparison of these new metrics with the AoI.

Inspired by [3] and [7], we introduce a deadline/threshold \( H \) for the age of the update packets. Unlike the hard threshold assumption that instantaneous age is not allowed to exceed the threshold in [3], our threshold is assumed as a soft threshold as in [7]. Based on a given threshold, we introduce three metrics – average overage, average overage, and stale update probability – and formally define them below.

Our metrics are closely related to the peak age. As discussed in [19] for peak age, the AoI reaches a local maximum value every time before a packet is delivered. Based on the queue states and system time of the packets, peak age is different for different received packets. Therefore, if a fixed threshold for instantaneous AoI is given, some received packets’ peak age will exceed the threshold while some peak ages will stay under the threshold. At the same time, the AoI is supposed to decrease at the instant when the packet is delivered to the receiver. At this instant, the instantaneous AoI is equal to the system time of this packet.

A. Overage Probability

The overage probability is the probability that the age of the packet currently held by the receiver is larger than the threshold. Let \( \varepsilon_i \) denote the time period during which the instantaneous age is larger than the threshold \( H \) during the interval between the delivery of packet \( i - 1 \) and packet \( i \) (also called the inter-departure period between packet \( i - 1 \) and packet \( i \)). Let \( Y_i \) denote the inter-departure period between packet \( i - 1 \) and packet \( i \), and \( T_i \) denote the system time (i.e., waiting time plus service time) of packet \( i \). Then, the peak age caused by packet \( i \) is \( \Delta_{\text{peak}}^i = T_{i-1} + Y_i \), and we have \( \varepsilon_i \) as:

\[
\varepsilon_i = \begin{cases} 
0 & \Delta_{\text{peak}}^i < H \\
Y_i & \Delta_{\text{peak}}^i > H, T_{i-1} < H \\
T_{i-1} & H > T_{i-1} > H.
\end{cases}
\]  

(1)

Then the overage probability is:

\[
P_o = \lim_{T \to \infty} \frac{1}{T} \sum_{i=1}^{n(T)} \varepsilon_i,
\]  

(2)

where \( T \) is the observation period and \( n(T) \) is the number of packets delivered to the receiver in observation period \( T \).

B. Average Overage

The average overage is defined as the time average of the update age beyond the threshold, and is a measure of the average “staleness” of the update packet held by the receiver. The instantaneous AoI is the difference between the current time and the generation time of the packet held by the receiver:

\[
\Delta(t) = t - u(t),
\]

where \( u(t) \) is the generation time of the latest packet at the receiver at time \( t \). The instantaneous overage is then given by:

\[
\Delta^o(t) = \max(\Delta(t) - H, 0),
\]  

(3)

and the average overage is:

\[
\mathbb{E}[\Delta^o] = \lim_{T \to \infty} \frac{1}{T} \int_0^T \Delta^o(t)dt.
\]  

(4)

C. Stale Update Probability

Finally we introduce the stale update probability. This is the probability that an update is stale, i.e., its age has exceeded the deadline, when it is delivered to the receiver. It is clear that packets with system time larger than the threshold are stale since those packets cannot make the age decrease below the threshold. Furthermore, packets that are discarded in the queuing system are also considered to be stale, they are never delivered and can be thought of as having infinite system time. We define \( p_d \) as the probability that a packet is delivered to the receiver, i.e., not dropped. Then the stale update probability, \( P_s \) is given by:

\[
P_s = 1 - p_d + \Pr^*\{T_i > H\}
\]  

(5)

where \( \Pr^*\{T_i > H\} \) is the probability that a packet is a delivered packet with system time large than threshold.

The three metrics are illustrated in Fig. 2 for an M/GI/1/1 system. At time \( t_1 \), packet 1 arrives to the system and starts its service. During the service time of packet 1, a packet arrives
to the system and is dropped since there is no buffer to store this packet. This time is denoted by a cross in the figure. The service of packet 1 is finished at \( t_1' \); packet 2 arrives to the system at \( t_2 \) and finishes its service at \( t_2' \). We can see that packet 1 is a stale update packet whereas packet 2 is not since the system time of packet 2 is smaller than the threshold.

The average overage is the time average area of the age beyond the threshold, and we use \( Q_i \) to denote those areas during the inter-departure period between packet \( i - 1 \) and packet \( i \). These areas are shown shaded in Fig. 2. From the figure, we can see that \( \varepsilon_2 \) and \( Q_2 \) are obtained using the expression for the second case (i.e., \( \Delta_i^{peak} > H, T_{i-1} < H \)) and \( \varepsilon_3 \) and \( Q_3 \) are obtained using the expression for the third case (i.e., \( T_{i-1} > H \)). \( Q_i \) and \( \varepsilon_i \) are related as follows:

\[
Q_i = \begin{cases} 
0 & \Delta_i^{peak} < H \\
\frac{1}{2} \varepsilon_i^2 + \varepsilon_i (T_{i-1} - H) & \Delta_i^{peak} > H, T_{i-1} < H \\
\varepsilon_i & T_{i-1} > H,
\end{cases}
\]

and we can rewrite equation (4) as:

\[
\mathbb{E}[^\Delta_\varepsilon] = \lim_{T \to \infty} \frac{1}{T} \sum_{i=1}^{N(T)} Q_i. 
\]

If we denote the number of generated packets by the source in observation period \( T \) by \( N(T) \), we will have \( \lambda = \lim_{T \to \infty} \frac{N(T)}{T} \). Therefore, we have:

\[
P_o = \lambda \lim_{T \to \infty} \frac{\sum_{i=1}^{N(T)} \varepsilon_i}{N(T)} = \lambda \mathbb{E}[\varepsilon], \tag{8}
\]

\[
\mathbb{E}[\Delta_\varepsilon] = \lambda \lim_{T \to \infty} \frac{\sum_{i=1}^{N(T)} Q_i}{N(T)} = \lambda \mathbb{E}[Q], \tag{9}
\]

where \( \mathbb{E}[\varepsilon] \) and \( \mathbb{E}[Q] \) are expectations taken over all generated packets by assuming a value of zero for \( \varepsilon \) and \( Q \) for dropped packets.

In the next three sections, we derive expressions for the three metrics for the three queuing systems.

### III. M/GI/1/1 Queue

In the \( M/GI/1/1 \) queuing system, there is a single server and no buffer. Packets that arrive when the server is idle are taken to service immediately and those arriving in busy period are dropped. In view of the renewal structure, we have the following stationary probabilities for each state:

\[
p_d = \frac{1}{\lambda T_{cycle}}, \quad p_B = \frac{\mathbb{E}[S]}{T_{cycle}}, \tag{10}
\]

where \( T_{cycle} = \frac{1}{\lambda} + \mathbb{E}[S] \) is the expected length of one renewal cycle; \( I \) and \( B \) indicate the idle and busy states. Clearly, we have \( p_d = p_I \) which indicates that only the packets arrive in idle state can be delivered to the receiver. Since there is no waiting period for packets (as there is no buffer), we have \( T_i = S_i, Y_i = X_i + S_i' \) where \( X_i \) denotes the idle period before packet \( i \) arrives to the system and is an exponentially distributed random variable with coefficient \( \lambda \). We now obtain expressions for the metrics. Closed-form expressions may be obtained for specific service time distributions. We show closed-form expressions for the \( M/M/1/1 \) system in Appendix A.

#### A. Overage probability

First, we evaluate \( \mathbb{E}[\varepsilon] \) which is equal to \( \mathbb{E}[\varepsilon|Id] p_I \), since the packets arriving in busy state will be dropped in this system. For \( \mathbb{E}[\varepsilon|Id] \), based on equation (1), we have:

\[
\mathbb{E}[\varepsilon|Id] = \int_{0}^{H} \int_{0}^{\infty} \int_{0}^{\infty} (x + s_i + s_{i-1} - H) f_X(x) f_S(s_i) f_S(s_{i-1}) ds_i ds_{i-1} dx ds_i ds_{i-1}.
\]

Finally, we have overage probability as \( P_o = \lambda \mathbb{E}[\varepsilon|Id] p_I \) from equation (8). The more general case of a GI/GI/1/1 system was considered in [18].

#### B. Average Overage

Similarly, we evaluate \( \mathbb{E}[Q|Id] \) based on (6):

\[
\mathbb{E}[Q|Id] = \int_{0}^{H} \int_{0}^{\infty} \int_{0}^{\infty} \frac{1}{2} (x + s_i + s_{i-1} - H)^2 f_X(x) f_S(s_i) f_S(s_{i-1}) ds_i ds_{i-1} dx ds_i ds_{i-1}
\]

\[
+ \int_{H}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} \frac{1}{2} (x + s_i)^2 + s_{i-1}(x + s_i) f_X(x) f_S(s_i) f_S(s_{i-1}) ds_i ds_{i-1} dx ds_i ds_{i-1},
\]

Then we have \( \mathbb{E}[\Delta_\varepsilon] = \lambda \mathbb{E}[Q|Id] p_I \) from equation (9).
C. Stale Update Probability

Since \( p_d = p_I \), based on equation (5), we evaluate \( \Pr^*(T_i > H) \) as:

\[
\Pr^*[T_i > H] = p_I \Pr^*[T_i > H|I_d]
\]

\[
= p_I \int_H^\infty f_S(s_i)ds_i = p_I (1 - F_S(H)), \quad (13)
\]

where \( F_S(s) \) is the cumulative distribution function (cdf) of random variable \( S \).

Therefore, we have \( P_s = 1 - p_I F_S(H) \) from equation (5).

IV. M/GI/1/2* Queue

In this system, there is a single packet buffer. The server is in either idle or busy state. Packets that arrive in the idle period are served immediately and those that arrive in the busy period are stored in the buffer and take the place of the old packet in the buffer. In view of the renewal structure, we have the following stationary probabilities for each state of the server:

\[
p_I = \frac{1}{\lambda T_{cycle}}, \quad p_B = \frac{\mathbb{E}[S]}{\lambda T_{cycle} MGF_S(\lambda)}, \quad (14)
\]

where we use \( MGF_S(\lambda) \) to denote the moment generating function of the service distribution evaluated at \( -\lambda \):

\[
MGF_S(\lambda) = \mathbb{E}[e^{-\lambda S}], \quad (15)
\]

where \( T_{cycle} = \frac{1}{\lambda} + \frac{\mathbb{E}[S]}{MGF_S(\lambda)} \) is the expected length of one renewal cycle.

Since only one packet that arrives during the busy period is served and the others are discarded in the buffer, we define the states \( B_1 \) and \( B_2 \) as the busy states of the server with zero and one packet waiting in the queue, respectively. The renewal cycle is as follows: after idle period, an arrival happens, and the system enters \( B_1 \) state. Now a time duration of service \( S \) starts and if during the service period another arrival occurs, the system turns to \( B_2 \) state. This back-and-forth between \( B_1 \) and \( B_2 \) states continues until no packets arrive in one service time. Based on the analysis in our previous work [6], we have:

\[
p_{B_2} = p_B \left( 1 + \frac{MGF_S(\lambda) - 1}{\lambda \mathbb{E}[S]} \right),
\]

and the probability of \( B_1 \) state is \( p_{B_1} = p_B - p_{B_2} \). Clearly we have \( p_d = p_I + p_{B_1} \), for M/GI/1/2* system. We are now ready to derive the three metrics for this queuing system. Closed-form expressions the M/M/1/2* system are shown in Appendix [B].

A. Overage probability

Note that a packet can be delivered to the receiver even if it arrives to the system during busy period. Therefore, we evaluate \( \mathbb{E}[\varepsilon|I_d] \) and \( \mathbb{E}[\varepsilon|B] \) separately to get the expression for \( \mathbb{E}[\varepsilon] \).

1) \( \mathbb{E}[\varepsilon|I_d] \): First, we assume that packet \( i - 1 \) finds the system in idle state and starts service. Therefore, we have \( T_{i-1} = S_{i-1} \) and we assume the inter-arrival time between \( i - 1 \) and next packet is \( X \) (the next packet may be dropped and may not be indexed). If \( X < S_{i-1} \), we have \( Y_i = S_i \). Otherwise if \( X > S_{i-1} \), we have \( Y_i = X - S_{i-1} + S_i \). Now, we have:

\[
\mathbb{E}[\varepsilon|I_d] = \int_0^H \int_0^{s_{i-1}} \int_{H-x}^{\infty} \left( x + s_i - H \right)
\]

\[
f_S(s_i)f_X(x)f_S(s_{i-1})ds_i dx ds_{i-1} + \int_H^\infty \int_{s_{i-1}}^{\infty} \int_0^{\infty} \left( x + s_i - s_i - 1 \right)
\]

\[
f_S(s_i)f_X(x)f_S(s_{i-1})ds_i dx ds_{i-1} + \int_0^H \int_0^{s_{i-1}} \int_{H-x}^{\infty} \left( s_{i-1} + s_i - H \right)
\]

\[
f_S(s_i)f_X(x)f_S(s_{i-1})ds_i dx ds_{i-1} + \int_H^\infty \int_{s_{i-1}}^{\infty} \int_0^{\infty} \left( x - w - s_{i-1} + s_i \right)
\]

\[
f_S(s_i)f_X(x)f_W(w)f_S(s_{i-1})ds_i dw ds_{i-1} + \int_0^H \int_0^{s_{i-1}} \int_{s_i}^{\infty} \int_{H-x}^{\infty} \left( x - s_i - H \right)
\]

\[
f_S(s_i)f_X(x)f_W(w)f_S(s_{i-1})ds_i dw ds_{i-1} + \int_0^H \int_H^{s_{i-1}} \int_{w+1}^{\infty} \int_0^{\infty} \left( x - w - s_{i-1} + s_i \right)
\]

\[
f_S(s_i)f_X(x)f_W(w)f_S(s_{i-1})ds_i dw ds_{i-1}. \quad (16)
\]

2) \( \mathbb{E}[\varepsilon|B] \): Next, we assume that packet \( i - 1 \) finds the system in busy state. We use \( W \) to denote the waiting time for this packet in the buffer and we have the pdf for \( W \) as:

\[
f_W(w) = \frac{Pr(S \geq w)}{\mathbb{E}[S]}.
\]

Note that only when \( X > W \), this packet will be indexed as the \( i - 1 \)th packet and \( T_{i-1} = W + S_{i-1} \). If \( W < X < W + S_{i-1} \), we have \( Y_i = S_i \). Otherwise if \( X > W + S_{i-1} \), we have \( Y_i = X - W - S_{i-1} + S_i \). Now, we have:

\[
\mathbb{E}[\varepsilon|B] = \int_0^H \int_0^{s_{i-1}} \int_{H-s_{i-1}-w}^{\infty} \left( w + s_{i-1} - s_i - H \right)
\]

\[
f_X(x)f_S(s_i)f_W(w)f_S(s_{i-1})dx ds_{i-1} dw + \int_0^\infty \int_0^{s_{i-1}} \int_0^w \int_{s_{i-1}}^{\infty} \left( s_{i-1} + s_i - H \right)
\]

\[
f_S(s_i)f_X(x)f_W(w)f_S(s_{i-1})ds_i dw ds_{i-1} + \int_0^H \int_0^{s_{i-1}} \int_{w+s_{i-1}}^{\infty} \int_{H-x}^{\infty} \left( x - s_i - H \right)
\]

\[
f_S(s_i)f_X(x)f_W(w)f_S(s_{i-1})ds_i dw ds_{i-1} + \int_0^\infty \int_0^{\infty} \int_{w+s_{i-1}}^{\infty} \int_0^{\infty} \left( x - w - s_{i-1} + s_i \right)
\]

\[
f_S(s_i)f_X(x)f_W(w)f_S(s_{i-1})ds_i dw ds_{i-1}. \quad (17)
\]

Finally, we have overage probability as \( P_o = \lambda(\mathbb{E}[\varepsilon|I_d]p_I + \mathbb{E}[\varepsilon|B]p_B) \) from equation (8).

B. Average Overage

Similarly, we evaluate \( \mathbb{E}[Q|I_d] \) and \( \mathbb{E}[Q|B] \) based on (6):

\[
\mathbb{E}[Q|I_d] = \int_0^H \int_0^{s_{i-1}} \int_{H-x}^{\infty} \frac{1}{2} (x + s_i - H)^2
\]

\[
f_S(s_i)f_X(x)f_S(s_{i-1})ds_i dx ds_{i-1}
\]
\[ + \int_{H}^{\infty} \int_{H-s_{i-1}}^{\infty} \int_{0}^{\infty} \frac{1}{2} \left( x+s_{i}-s_{i-1} \right)^{2} \]
\[ + (x+s_{i}-s_{i-1})(s_{i}-H) f_{S}(s_{i}) f_{X}(x) f_{S}(s_{i-1}) ds_{i} dx ds_{i-1} \]
\[ + \int_{0}^{H} \int_{H-s_{i-1}}^{\infty} \int_{0}^{\infty} \frac{1}{2} \left( s_{i-1}+s_{i}-H \right)^{2} \]
\[ f_{S}(s_{i}) f_{X}(x) f_{S}(s_{i-1}) ds_{i} dx ds_{i-1} \]
\[ + \int_{H}^{\infty} \int_{s_{i-1}}^{\infty} \int_{0}^{\infty} \frac{1}{2} s_{i}^{2} + s_{i}(s_{i-1}-H) \]
\[ f_{S}(s_{i}) f_{X}(x) f_{S}(s_{i-1}) ds_{i} dx ds_{i-1} \].

(18)

Then we have \[ \mathbb{E}[Q] = \frac{1}{\mu} + \mu \mathbb{E}[\Delta] \] from equation (9).

C. Stale Update Probability

Now, we evaluate \( \Pr^{*}\{ T_{i} > H \} \) as \( \Pr^{*}\{ T_{i} > H | Id \} \mu_{t} + \Pr^{*}\{ T_{i} > H | B \} \mu_{B} \). Since the packet that arrives in idle state will be a delivered packet and its system time \( T_{i} = S_{i} \), we have:

\[ \Pr^{*}\{ T_{i} > H | Id \} = \int_{H}^{\infty} f_{S}(s_{i}) ds_{i} = 1 - F_{S}(H). \]  

(20)

For the packets that arrive in busy state, only the packets with \( X > W \) can be delivered packets, and their corresponding system time is \( T_{i} = W + S_{i} \). So we have:

\[ \Pr^{*}\{ T_{i} > H | B \} = \int_{0}^{H} \int_{H-s_{i}}^{\infty} \int_{s_{i}-1}^{\infty} f_{X}(x) f_{W}(w) f_{S}(s_{i}) \]
\[ dx dw ds_{i}. \]  

(21)

Therefore, we have \( P_{s} = 1 - (p_{I} + p_{B}) + \Pr^{*}\{ T_{i} > H \} \) from equation (5).

V. M/M/1 Queue

The analysis for overage probability has been done in [15] as violation probability. Therefore, we present only the analysis for average overage and stale update probability in the M/M/1 system. Note that in this system, all the packets are delivered packets since the buffer size is unlimited. The packets are served following the first come first serve discipline. The service time for each packet follows an iid exponential distribution with mean \( \frac{1}{\mu} \).

A. Average Overage

Based on equation (6) in [15], we have the joint probability density function of \( T_{i} \) and \( Y_{i} \) as:

\[ f_{T,Y}(y,t) = \left( \mu^{2} - \lambda \mu \right) e^{\lambda y - \mu y - \mu t} - \mu^{2} e^{-\mu y - \mu t} + \lambda \mu e^{-\lambda y - \mu t}. \]

Therefore we have:

\[ \mathbb{E}[Q] = \int_{0}^{H} \int_{H-t}^{\infty} \frac{1}{2} (y + t - H)^{2} f_{T,Y}(y,t) dy dt \]
\[ + \int_{H}^{\infty} \int_{0}^{\infty} \left( \frac{1}{2} y^{2} + y(t - H) \right) f_{T,Y}(y,t) dy dt, \]  

(22)

and we have \( \mathbb{E}[\Delta^{o}] = \lambda \mathbb{E}[Q] \) from equation (9). Closed-form expressions are shown in Appendix C.

B. Stale Update Probability

Based on equation (4) in [15], we have the pdf of system time \( T_{i} \) as:

\[ f_{T}(t) = \mu(1 - \frac{\lambda}{\mu}) e^{\mu(1 - \frac{\lambda}{\mu}) t}. \]

Since all the packets are delivered packets in this system, we have \( p_{d} = 1 \) and \( \Pr^{*}\{ T_{i} > H \} \) as:

\[ \Pr^{*}\{ T_{i} > H \} = \int_{H}^{\infty} f_{T}(t) dt = e^{-\mu(1 - \frac{\lambda}{\mu}) H}. \]  

(23)

Therefore, we have \( P_{s} = \Pr^{*}\{ T_{i} > H \} = e^{-\mu(1 - \frac{\lambda}{\mu}) H} \) from equation (5).

VI. Numerical Results

In this section, we present numerical results for the three metrics. We also performed packet-based queue simulations offline for 10^6 packets in order to verify the analytical results. We consider exponential distributed service times with \( f_{S}(s) = \frac{\mu}{\mu - \alpha} e^{-\frac{\mu}{\mu - \alpha} s} \) and gamma distributed service times with \( f_{S}(s) = \frac{\beta^{\alpha}}{\Gamma(\alpha)} s^{\alpha-1} e^{-\beta s} \) where \( \alpha \) is the shape parameter.

Fig. 3 shows the overage probability and stale update probability for the three queueing systems with respect to \( H \) for \( \lambda = 1 \) and exponential service time with \( \mu = 2 \). We observe that when the threshold \( H \) is small, \( P_{s} \) is smaller than \( P_{d} \) for all the three systems, but as \( H \) increases, \( P_{s} \) for M/M/1 and M/M/1/2* plateau, while the other probabilities keep decreasing. This is because the threshold has no effect on the queue behaviour, and with a large enough threshold, stale updates are mainly due to dropped packets in the system.
In Fig. 3, we show Overage Probability and Stale Update Probability with respect to $H$ for $\lambda = 1$ and exponential service time with $\mu = 2$. Circles are simulation results.

Fig. 4. Average AoI and Average Overage with respect to $\rho$ for exponential service time with fixed $\mu = 2$. (a) All three queuing systems with $H = 1$. (b) $M/M/1$ queue with respect to $\rho$ and $H$. Circles are simulation results.

Note that since the $M/M/1$ system serves all the packets, $P_s$ for $M/M/1$ keeps decreasing as the threshold increases.

Fig. 5. Overage Probability and Stale Update Probability for $M/GI/1/1$ queue with respect to $\lambda$ for $H = 1$ and gamma distributed service time with $E[S] = \frac{1}{2}$. We can observe that with increasing $\lambda$, $P_o$ decreases while $P_s$ increases. This indicates that a trade-off exists for this system between overage probability and stale update probability. This is owing to the fact that as $\lambda$ increases, more packets are dropped in the queue, while the peak age decreases since the idle period decreases. We can also observe that as $\alpha$ increases, $P_o$ increases while $P_s$ decreases.

Finally, in Fig. 6 we show Overage Probability and Stale Update Probability for $M/GI/1/2^*$ queue with respect to $E[S]$ for gamma distribution service time and $H = 1$, $\lambda = 1$. We can observe that as $E[S]$ increases, both $P_o$ and $P_s$ increase. With smaller $E[S]$, both $P_o$ and $P_s$ have good performance with larger $\alpha$ (i.e., smaller variance for service time); however, as $E[S]$ increases, $P_o$ and $P_s$ are lower with smaller $\alpha$ (i.e., larger variance for service time). This is because when the expected value of service time is small, a large variance implies that a large service time has a reasonably high probability of
and finally we have: \( F_0(H) = 1 - e^{-\mu H} \)

we can get \( P_s = 1 - p_1 F_0(H) = 1 - \frac{\mu}{\lambda + \mu} + \mu e^{-\mu H} \).

B. Closed form expressions for M/M/1/2*

In M/M/1/2* system, we have \( p_1 = \frac{\lambda_1}{\lambda_1 + \mu}, p_{B1} = \frac{\lambda_{1} \mu}{\lambda_1 + \mu \lambda + \mu^2} \).

1) Overage Probability: Based on (16) and (17), we have:

\[
\mathbb{E}[\varepsilon | I_d] = H e^{-H \mu} + \frac{e^{-H \mu}}{\lambda} + \frac{e^{-H \lambda} - e^{-H \mu}}{\mu} - \frac{e^{-H \mu} (e^{-H \lambda} - 1)}{\lambda - \mu} + \frac{\mu e^{-H \lambda (\lambda + \mu)}}{\lambda^2 + \mu \lambda} + \frac{\mu e^{-H \lambda} (e^{-H \mu} - 1)}{\mu (\lambda - \mu)}
\]

2) Average Overage: Based on (18) and (19), we have:

\[
\mathbb{E}[\varepsilon | I_d] = \frac{H e^{-H \mu}}{\mu^2} + \frac{H e^{-H \lambda} - e^{-H (\lambda + \mu)}}{\mu} + \frac{e^{-H \mu} (H \mu + 1)}{\mu^2} + \frac{\mu^2 e^{-H (\lambda + \mu)}}{\lambda (\lambda + \mu)} - \frac{\mu e^{-H \lambda} (e^{-H \mu} - 1)}{\mu (\lambda - \mu)} + \frac{e^{-H \lambda} (\lambda - \mu) \mu}{\lambda^2 + \mu \lambda} + \frac{H e^{-H \lambda} (\lambda - \mu)}{\lambda (\lambda + \mu)} + \frac{H e^{-H \lambda} (\lambda - \mu)}{\lambda (\lambda + \mu)} + \frac{H e^{-H \lambda} (\lambda - \mu)}{\lambda (\lambda + \mu)} + \frac{H e^{-H \lambda} (\lambda - \mu)}{\lambda (\lambda + \mu)}
\]

and finally we have: \( E[\Delta^o] = \frac{\lambda e^{-\lambda H}}{\lambda + \mu} \mathbb{E}[Q|Id] \)

3) Stale Update Probability: Since we have:

\[
F_s(H) = 1 - e^{-\mu H}
\]

occurring, whereas when the expected value of service time is large, large variance means that small service times have a reasonably high probability of occurring.

VII. CONCLUSION

For a status update system with a soft deadline, this paper introduced three threshold-based age metrics – overage probability, average overage, and stale update probability – and evaluated them for three typical queuing systems. Expressions for the metrics are derived for three queuing systems, and several numerical results are obtained. Our numerical results show the behavior of these metrics under different parameter settings and different service time distributions. We compare the average overage with general average AoI to show their differences under different values of \( \rho \). The results indicate a trade-off between these two for an M/M/1 queue. In the future, we intend to investigate these metrics for other queuing systems, and consider scheduling disciplines that minimize them.

APPENDIX

A. Closed form expressions for M/M/1/1

In M/M/1/1 system, we have \( f_S(s) = \mu e^{-\mu s} \) and \( p_1 = \frac{\mu}{\lambda + \mu} \).

1) Overage Probability: Based on (11), we have:

\[
\mathbb{E}[\varepsilon | I_d] = \frac{1}{\lambda} + \frac{1}{\mu} e^{-\mu H} + \frac{H e^{-\mu H}}{\lambda - \mu} + \frac{\mu^2 (e^{-\lambda H} - e^{-\mu H})}{\lambda (\lambda - \mu)^2}
\]

and finally we have: \( P_0 = \frac{\mu}{\lambda + \mu} \mathbb{E}[\varepsilon | I_d] \).

2) Average Overage: Based on (12), we have:

\[
\mathbb{E}[Q|I_d] = -\frac{(e^{-\lambda H} - e^{-\mu H}) (2\lambda - 2\mu) H}{\mu^2 H^2 (e^{-\lambda H} - e^{-\mu H}) (\lambda - \mu)^2} + \frac{\mu^2 (e^{-\lambda H} - e^{-\mu H})}{\lambda^2 (\lambda - \mu)^2}
\]

\[
- 2\mu^2 H (e^{-\lambda H} - e^{-\mu H}) (\mu H - \lambda H + 1) + \frac{\lambda H e^{-\mu H}}{\mu (\lambda - \mu)}
\]

and finally we have: \( \mathbb{E}[\Delta^o] = \frac{\lambda e^{-\lambda H}}{\lambda + \mu} \mathbb{E}[Q|Id] \)

\[
\mathbb{E}[\varepsilon | I_d] = \frac{1}{\lambda} + \frac{1}{\mu} e^{-\mu H} + \frac{H e^{-\mu H}}{\lambda - \mu} + \frac{\mu^2 (e^{-\lambda H} - e^{-\mu H})}{\lambda (\lambda - \mu)^2}
\]

\[
+ (e^{-\lambda H} - e^{-\mu H}) (2\lambda - 2\mu) H^2
\]

\[
- \frac{\mu^2 H^2 (e^{-\lambda H} - e^{-\mu H}) (\lambda - \mu)^2}{\lambda^2 (\lambda - \mu)^2}
\]

\[
- 2\mu^2 H (e^{-\lambda H} - e^{-\mu H}) (\mu H - \lambda H + 1) + \frac{\lambda H e^{-\mu H}}{\mu (\lambda - \mu)}
\]

Fig. 6. Overage Probability and Stale Update Probability for M/GI/1/2* with respect to \( E[S] \) for gamma distribution service time and \( H = 1, \lambda = 1 \).
and we have

\[ E[Q | B] = \frac{2e^{-H(\lambda + \mu)}}{\mu (\lambda + \mu)} - \frac{2e^{-H(\lambda + \mu) - 2e^{-H\mu}}}{\lambda \mu} - \frac{e^{-H(\lambda + \mu)}}{\lambda (\lambda + \mu)^2} \]

\[ + \frac{\mu e^{-H(\lambda + \mu)}}{(\lambda + \mu)^2} \left( H (\lambda + \mu) + 1 \right) - \frac{2He^{-H(\lambda + \mu) - 2He^{-H\mu}}}{\lambda + \mu} - \frac{\mu e^{-H(\lambda + \mu)}}{\lambda (\lambda + \mu)^3} \]

\[ + e^{-H(\lambda + \mu)} \left( \lambda^3 + 3\lambda H \mu + \lambda^2 + 3H \lambda^2 \mu + 3\lambda \mu + H \lambda^3 + \mu^2 \right) \]

\[ + \frac{2e^{-H\mu}}{\lambda} \left( e^{-H \lambda} - 1 \right) \frac{\lambda^2 \mu}{\lambda} \frac{H e^{-H\lambda} - \lambda \mu}{H e^{-H\lambda} - \lambda} \]

\[ + \frac{e^{-H(\lambda + \mu)}}{\lambda} \left( \lambda - \mu - e^{-H\lambda} + \mu e^{-H\lambda} + H \lambda^2 - H \mu^2 \right) \]

\[ \frac{\lambda^2 (\lambda - \mu)}{\lambda} \]

and finally we have:

\[ \mathbb{E}[\Delta^o] = \lambda \mathbb{E}[Q|I|d|p_I + \mathbb{E}[Q|B|p_B]]. \]

3) State Update Probability: Based on (21), we have:

\[ \text{Pr}^*\{T_i > H|B\} = \frac{\mu e^{-H(\lambda + \mu)}}{\lambda + \mu} \frac{\mu e^{-H(\mu - 1)}}{\lambda} \]

we can get \( P_s = 1 - (p_I + p_B) + \text{Pr}^*\{T_i > H\} \) where \( \text{Pr}^*\{T_i > H\} = \text{Pr}^*\{T_i > H|I|d|p_I + \text{Pr}^*\{T_i > H|B\}p_B \} \).

C. Closed form expressions for M/M/1

In M/M/1 system, the \( \mathbb{E}[e] \) is derived in [15] as equation (29) and we have \( P_s = \lambda \mathbb{E}[e] \). Next we show the closed-form expression for average overage in M/M/1.

1) Average Overage: Based on (22), we have:

\[ \mathbb{E}[Q] = \frac{e^{-H\mu}}{\lambda^2} - \frac{e^{-\mu H}}{\mu (\lambda - \mu)} + \frac{\lambda^2 H - \mu^2}{\mu (\lambda - \mu)} \]

\[ - \frac{e^{-\mu H}(\mu H + 1)}{\mu^2} - \frac{e^{-\mu H}(e^{-H \lambda} - 1)}{\mu^2} + \frac{H e^{-H\mu}}{\lambda - \mu} \]

\[ - \frac{(e^{-H\mu} - \mu H - 1)}{\mu (\lambda - \mu)} + \frac{H e^{-H\mu}}{\lambda - \mu} \]

\[ + \frac{\mu (e^{-H\mu} - e^{-\mu H})}{\mu^2 (\lambda - \mu)} + \frac{\mu (e^{-H\mu} - e^{-\mu H})}{\mu^2 (\lambda - \mu)} \]

\[ + \lambda H e^{-H(\lambda - \mu)} \frac{\lambda^2 (\lambda - \mu)}{\mu (\lambda - \mu)} \]

and finally we have: \( \mathbb{E}[\Delta^o] = \lambda \mathbb{E}[Q] \).
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