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Abstract

Many state estimation and control algorithms require knowledge of how probability distributions propagate through dynamical systems. However, despite hybrid dynamical systems becoming increasingly important in many fields, there has been little work on how to map probability distributions through hybrid transitions. Here, we derive a propagation law that employs the saltation matrix (a first-order update to the sensitivity equation) to formally compute how a distribution's second moment is mapped through an isolated transition in a hybrid dynamical system. This saltation matrix update for the second moment of a distribution is compared to both the true distribution and a naive method which utilizes the differential of the reset map. Using this covariance propagation law, we propose the Salted Kalman Filter (SKF), a natural extension of the Kalman Filter and Extended Kalman Filter to hybrid dynamical systems. Away from hybrid events, the SKF is a standard Kalman filter. When a hybrid event occurs, the saltation matrix plays an analogous role as that of the system dynamics, subsequently inducing a discrete modification to both the prediction and update steps. Simulation results from the SKF show a reduced mean squared error in state estimation compared to using the differential of the reset map, especially immediately after a hybrid transition event.
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1 Introduction

From legged robots to manipulator systems, many important contemporary control problems revolve around systems that make and break contact with their environments. These contact events are often represented as a discrete change to the system dynamics which introduces complexity for state estimation and control, as classic methods assume smoothness [6, 7, 16, 31]. These “hybrid systems” [2, 15, 26] are systems with both continuous states (such as the position and velocity of a robot’s center of mass and joints) and discrete states (such as whether or not a limb is in contact with the ground). Lacking out-of-the-box solutions, state estimation for these systems is a frontier with novel difficulties [8, 29], including how to deal with nonlinear dynamics on the continuous phases [5], discrete jumps in the continuous state [3], and real time computation [33].

In this work we take a step towards creating a Kalman-like filter compatible with hybrid systems while also avoiding the apparently-combinatorial effects of considering multiple modes simultaneously. To do this, we apply the saltation matrix (a standard tool from nonsmooth analysis [25]) to propagate state uncertainty distributions through hybrid state transitions. The saltation matrix provides a first order approximation of the effects of a hybrid domain change based on the dynamics in the individual modes, the reset functions, and the location of the reset. It might be assumed that the propagation of uncertainty through hybrid transitions could be approximated by simply examining the first order approximation of the reset map itself, i.e. the Jacobian of the reset map. However, this naive ap-
approximation does not take into account the differing dynamics in the distinct modes. The inaccuracy of the naive approach can be seen in Fig. 1, where each system has an identity reset and thus the Jacobian would be an identity matrix, but this does not accurately capture the effects of the hybrid transition on the distributions. For example, [7, 16] assumed that the hybrid transition does not affect the second moment of the distribution; i.e the reset map is identity and therefore the second moment is propagated with the identity matrix, with additional book keeping steps. As such, attempting to use the Jacobian of the reset map, while a “natural” idea, is ultimately incorrect in general.

The remainder of this paper is organized in the following manner. Section 2 provides a brief review of the hybrid system estimation literature. Section 3 defines the problem that we seek to solve in this work. Section 4 proves that using the saltation matrix is the correct first-order approach for propagating covariance matrices through state driven hybrid transitions. Section 5 introduces the “Salted Kalman Filter,” which is a Kalman Filter augmented with the capability to propagate the estimated first and second moments through hybrid transitions. Section 6 explains the experiments used to validate the performance of the saltation matrix on covariance propagation and in a Kalman filter. Section 7 compares results from using the saltation matrix to results from the more naive approach of using the Jacobian of the reset map. Finally, Section 8 provides a discussion of the work presented and potential future work.

2 Related Work

There has been a variety of work on the topic of state estimation for systems with differing dynamics and discrete modes, however current approaches either do not consider systems with state-driven mode transitions (e.g. the “switched system” case has received considerable attention) [4, 8, 9, 13, 19, 29], such as contact systems, or are computationally expensive and difficult to run in an online filtering setting [23, 33].

Our work seeks to understand how distributions are propagated through hybrid systems by applying knowledge from non-smooth systems literature [1, 18, 20] in order to make simplifying assumptions which retain sufficient information for the purposes of online state estimation.

2.1 Hybrid System Estimators

One approach to filtering on hybrid systems with linear dynamics is to use a filter bank where a filter is assigned to each discrete mode and the output of the filter with the lowest residual is used as the current state estimate [4]. Another style of filter bank method mixes the outputs of individual filters by utilizing a probability weight calculated based on measurement residuals and a posteriori estimate likelihoods such as the interacting multiple model (IMM) [8]. These filtering methods have been extended to hybrid systems with nonlinear dynamics [5] and hybrid systems with non-identity reset maps during hybrid transitions [3]. However, these filtering
bank strategies consider hybrid systems with transitions that do not depend on continuous state and therefore do not account for the effect that the continuous state dependent transitions have on the distribution. This is an issue because the first 2 moments of the distribution are not guaranteed to be captured after a transition. Particle filtering approaches such as the manifold particle filter (MPF) seek to represent uncertainty distributions directly with a variety of sample points rather than by representing belief as a parametric (e.g. Gaussian) distribution [23]. The MPF in particular is deliberate in the way it samples points when on a constrained surface in order to ensure proper coverage of possible states. One of the major drawbacks of the MPF and related methods is that they are computationally expensive due to combinatorial complexity, so it is difficult to utilize them for high degree of freedom systems in a real-time setting.

Some optimization based methods which seek to circumvent this issue of combinatorial complexity simultaneously select the continuous and discrete states over all timesteps to minimize the error associated with the measurements and the dynamics [14, 33]. The resulting optimization problem requires a much higher computational load compared to filtering methods and as such may be limited to offline estimation settings.

Online state estimation methods have been created for complex systems with continuous states and discrete modes, such as the case for legged robots making and breaking contact with the ground [7, 16]. In these settings, an extended Kalman filter is used to estimate the continuous states and the discrete mode is directly measured through contact sensors. The primary focus of these works is on the continuous phases rather than the discrete mode transitions due to the presence of direct mode sensing. Therefore, these estimators do not directly work for general hybrid systems, because there might not be a sensor to determine the hybrid event and there might be discontinuous jumps in the state that would need to be accounted for.

2.2 Non-smooth systems and the saltation matrix

This work makes extensive use of the saltation matrix [1, 10, 18, 25], which is a discontinuous update to the variational equation solution [22] and is a key part of linearizing hybrid dynamics around a chosen trajectory. They have previously been used to analyze stability of periodic solutions [1], trajectory sensitivity [18], and infinitesimal contraction [10]. In this work we utilize the saltation matrix to update the covariance of an uncertainty distribution.

3 Problem Formulation

The specific problem we seek to address in this work is the estimation of continuous states of a hybrid dynamical system given:

1. A model of the dynamics in each mode.
2. A model of how the state resets between modes.
3. The location of the hybrid guards.
4. Measurements of the system’s continuous state.

We are specifically not considering:

1. The probability of the discrete state
2. While our formal derivation of the second moment of a distribution holds for domains of differing dimension, estimation is restricted to domains of the same dimension
3. Hybrid systems with intersecting guards [28, § 3-4] e.g. for a walking system, intersecting guards occur when multiple feet impact simultaneously.

As many of these terms have multiple possible mathematical meanings, in this section we provide the essential definitions used in this work.

While there are many similar definitions for a hybrid dynamical system, e.g. [2, 15, 26], in this work we define a $C^r$ hybrid dynamical system, closely following [20, Def. 2]:

**Definition 1.** A $C^r$ hybrid dynamical system, for continuity class $r \in \mathbb{N}_{>0} \cup \{\infty, \omega\}$, is a tuple $\mathcal{H} := (\mathcal{J}, \Gamma, \mathcal{D}, \mathcal{F}, \mathcal{G}, \mathcal{R})$ where the constituent parts are defined as:

1. $\mathcal{J} := \{I, J, ..., K\} \subset \mathbb{N}$ is the finite set of discrete modes.
2. $\Gamma \subset \mathcal{J} \times \mathcal{J}$ is the set of discrete transitions forming a directed graph structure over $\mathcal{J}$.
3. $\mathcal{D} := \bigsqcup_{I,J} D_I$ is the collection of domains where $D_I$ is a $C^r$ manifold with corners [21, 24].
4. $\mathcal{F} := \bigsqcup_{I,J} F_I$ is a collection of $C^r$ time-varying vector fields, $F_I: \mathbb{R} \times D_I \rightarrow T D_I$.
5. $\mathcal{G} := \bigsqcup_{(I,J) \in \Gamma} G_{(I,J)}(t)$ is the collection of guards, where $G_{(I,J)}(t) \subset D_I$ for each $(I, J) \in \Gamma$ is defined as a sublevel set of a $C^r$ function, i.e. $G_{(I,J)}(t) = \{x \in D_I | g_{(I,J)}(t, x) \leq 0\}$.
6. $\mathcal{R} : \mathbb{R} \times \mathcal{G} \rightarrow \mathcal{D}$ is a $C^r$ map called the reset that restricts as $R_{(I,J)} := \mathcal{R}_{|G_{(I,J)}} : G_{(I,J)}(t) \rightarrow D_J$ for each $(I, J) \in \Gamma$.

An execution of a hybrid system [20, Def. 4] starts with initializing a state in some hybrid domain $D_I$, where $I$ is a discrete mode in $\mathcal{J}$. The dynamics on $I, F_I$, are followed until the trajectory reaches a guard $G_{(I,J)}$, where $(I, J)$ is a discrete transition in $\Gamma$. This triggers the hybrid transition from mode $I$ to mode $J$ and the reset map $R_{(I,J)}$ is applied to the state to initialize the new state in hybrid domain $D_J$. The execution is defined over a hybrid time domain [20, Def. 3],

**Definition 2.** A hybrid time domain is a disjoint union of intervals $\bigcup_{i=1}^{N} T_i$, such that:
The saltation matrix must be updated discontinuously with the saltation matrix surface of discontinuity, the variational equation must be the first order approximation of variations at hybrid time intervals, and to avoid degenerate cases, such as Zeno behavior, we accept the assumptions (Assumption 1) from [10] to limit the class of hybrid dynamic systems under consideration.

**Assumption 1.** Consider a hybrid dynamical system, \( \mathcal{H} = (\mathcal{J}, \mathcal{I}, \mathcal{D}, \mathcal{F}, \mathcal{G}, \mathcal{R}) \), with the following local properties:

1. Each vector field \( F_I \) is Lipschitz continuous and continuously differentiable for all \( I \in \mathcal{J} \).
2. Discrete transitions are isolated, \( \mathcal{R}(t, \mathcal{G}(t)) \cap \mathcal{G}(t) = \emptyset \) for all \( t \in [0, \infty) \).
3. Guards and resets are differentiable.

(4) The vector field is transverse to the guards,
\[
\frac{dt}{dt} g_{(I,J)}(t, x(t)) = D_I g_{(I,J)}(t, x) + D_x g_{(I,J)}(t, x) \cdot F_I(t, x) < 0,
\]
for all \( I,J \in \mathcal{J}, t \geq 0 \) and \( x \in G_{(I,J)}(t) \).

(5) No trajectory undergoes an infinite number of resets in finite time (there are no Zeno events).

(6) Hybrid system flows are continuous.

For full technical detail refer to [10]. Note that Assumption 1.4 restricts the definition of the guard from Definition 1 to be both a sublevel set and only exist when the vector field is transverse to it at the boundary. Equivalently, we can write each guard set \( G_{(I,J)} \) as the following, where \( g := g_{(I,J)} \), and \( x(t) \) is a trajectory in \( D_I \)
\[
G_{(I,J)} := \{ x \in D_I \mid g(t, x) \leq 0, \frac{dt}{dt} g(t, x(t)) < 0 \} \tag{4}
\]
This assumption also ensures the denominator in (2) does not approach zero.

In this paper, we start by considering linear systems before extending to the full nonlinear case. As such, through a slight abuse of notation,

**Definition 4.** A \( C^r \) linear hybrid dynamical system is a \( C^r \) linear hybrid dynamical system (Definition 1) with the following restrictions:

- The flow follows linear dynamics, \( \dot{x} = F_I(x) = A_I(t)x + B_I(t)u(t) \), for some input function \( u(t) \in \mathbb{R}^m \), where \( A_I \in \mathbb{R}^{n \times n_I}, B_I \in \mathbb{R}^{n_I \times m_I}, n_I = \text{dim } D_I, \text{ and } m_I = \text{dim } u \).
- Each guard set is given by a sublevel set of a linear function \( g_{(I,J)}(x, t) = g_{ij}(t) \cdot x \), where \( g_{ij}(t) \in \mathbb{R}^{n_I} \), so that \( G_{(I,J)}(t) = \{ x \in D_I | g(t, x) \leq 0 \} \).
- The reset is a linear function, mapping, \( x_I = R_{(I,J)}(t) \cdot x_I \) for \( x_I \in G_{(I,J)}, x_I \in D_I, \text{ and } R_{(I,J)} \in \mathbb{R}^{n_I \times n_I} \).
- All functions of \( t \) are \( C^r \)-smooth in \( t \).

Note that where \( D_x R_{(I,J)}(t) \) is used in the text, it refers to the Jacobian of the map \( R_{(I,J)}(\cdot) \), which in the linear case is simply the matrix \( R_{(I,J)}(\cdot) \).

The goal of this work is to understand how distributions are mapped through hybrid transitions and to ultimately apply this knowledge to estimation algorithms that operate in discrete time.

**Definition 5.** The discrete time \( \mathcal{K} := \{ t_k \}_{k \in \mathbb{N}} \) is a (possibly infinite) set of times with discrete index \( k \in \mathbb{N} \) defined for a fixed time step \( \Delta \) such that the corresponding time \( t_k \) is the product \( k\Delta \).

## 4 Mapping Covariance through Hybrid Transitions

In this section, we show how the saltation matrix can be used to approximately map the second moment of a dis-
tribution through hybrid transitions on hybrid dynamical systems (Def. 1) and prove that this idea is exact for linear hybrid systems (Def. 4). Note that the proposed method does not predict the final distribution but rather just the first two moments. We introduce this method in Sec. 4.1 and compare it to a naive approach using the Jacobian of the reset map in Sec. 4.2.

4.1 Proposed approach to mapping covariances through hybrid transitions

Without loss of generality, consider the unforced case where \( \forall t \ u(t) = 0 \). The linearization about \( \bar{x} \) of the dynamics \( F_I(t, \bar{x}, 0) \) are captured by the dynamic matrix:

\[
\dot{\bar{A}}_I(t, \bar{x}) := D_x F_I(t, \bar{x}, 0) \quad (5)
\]

Assume a discrete update law of the nonlinear dynamics \( F_I(t, x(t), 0) \) with timestep \( \Delta \) is given to be \( f_I, \Delta(x(t)) \) and the discretization of \( \dot{\bar{A}}_I(t, \bar{x}) \) to be \( \dot{\bar{A}}_I, \Delta \). \(^1\) Note that time \( t \) and input \( u(t) \) are dropped for brevity.

Define a random variable \( X(t_k) \) which is drawn from a distribution at time \( t_k \) with mean \( \mu(t_k) := x(t_k) \)

\[
X(t_k) := \mu(t_k) + \delta x(t_k) \quad (6)
\]

where perturbations, \( \delta x(t_k) \), are in the tangent space of \( D_I \) and are sampled from a distribution with zero mean and covariance \( \Sigma(t_k) \),

\[
\Sigma(t_k) = \mathbb{E}[\delta x(t_k)\delta x(t_k)^T] \quad (7)
\]

The dynamic update \([32, \text{Eqns. 2.14–2.15}]\) for the first two moments in the case where the hybrid system does not switch modes is given by,

\[
\begin{align*}
\mu(t_{k+1}) &= f_I, \Delta(\mu(t_k)) \quad (8) \\
\Sigma(t_{k+1}) &= \dot{\bar{A}}_I, \Delta \Sigma(t_k) \dot{\bar{A}}_I, \Delta^T + \text{h.o.t.} \quad (9)
\end{align*}
\]

where again h.o.t. represents higher order terms, i.e. \( o(t_k) \). In the linear hybrid systems case (Def. 4), there are no higher order terms and the dynamic update is exactly,

\[
\begin{align*}
\mu(t_{k+1}) &= A_I, \Delta \mu(t_k) \quad (10) \\
\Sigma(t_{k+1}) &= A_I, \Delta \Sigma(t_k) A_I, \Delta^T + \text{h.o.t.} \quad (11)
\end{align*}
\]

Next, consider the update when the hybrid system does transition modes. Assume for simplicity that only a single transition occurs during a timestep, i.e. \( t_k \in T_i \) and \( t_{k+1} \in T_{i+1} \) are in consecutive intervals of the hybrid time domain (though the derivation may be easily extended to the multiple isolated transition case). The time periods from \( [t_k, t_i] \) and \( [t_{i+1}, t_{k+1}] \) each follow the smooth case and the update to the mean and covariance are the same as (8)–(9) with the appropriate hybrid modes and time steps. To derive the updates to the mean and covariance during the transition \( [t_i, t_{i+1}] \), the post-impact mean state \( \mu(t_{i+1}) \) is mapped from the pre-impact mean state \( \mu(t_i) \) through the reset map

\[
\mu(t_{i+1}) = R_{I,J}(t_i, \mu(t_i)) \quad (12)
\]

and the perturbations are mapped using the saltation matrix as in (3),

\[
\begin{align*}
\mu(t_{i+1}) + \delta x(t_{i+1}) &= R_{I,J}(t_i, \mu(t_i)) + \Xi_{I,J}(\bar{t}_i, \mu(t_i)) \delta x(t_i) + \text{h.o.t.} \quad (13)
\end{align*}
\]

The state just after the transition, \( X(t_{i+1}) := \mu(t_{i+1}) + \delta x(t_{i+1}) \), is a multivariate distribution with mean \( \mu(t_{i+1}) \) and covariance \( \Sigma(t_{i+1}) \) with an update analogous to (10)–(11), which we summarize in Proposition 1.

**Proposition 1.** When the higher order terms are zero, the dynamic update to the mean and covariance of a hybrid system at the time of a reset is, defining \( \mu^* := \mu(t_i) \),

\[
\begin{align*}
\mu(t_{i+1}) &= R_{I,J}(\bar{t}_i, \mu^*) \quad (14) \\
\Sigma(t_{i+1}) &= \Xi_{I,J}(\bar{t}_i, \mu^*) \Sigma(\bar{t}_i, \mu^*) \Xi_{I,J}(\bar{t}_i, \mu^*)^T \quad (15)
\end{align*}
\]

See Appendix A for the proof. Note that this update holds as an approximation when higher order terms are small.

Now that the dynamic update for the first and second moments at the time of transition are known, the full update for a timestep \( \Delta \) during a hybrid transition can be constructed. At a high level, the smooth update starting at \( t_k \), (10)–(11), is applied up until transition at time \( t_i \), then the transition update using the saltation matrix, (14)–(15), is applied, and then the smooth update resumes in the new domain at time \( t_i \) until \( t_{k+1} \). Specifically, we divide the interval \( \Delta \) into two regions, \( \Delta_1 = \bar{t}_i - t_k \), and \( \Delta_2 = t_{k+1} - \bar{t}_i \). The update to the mean and the covariance during the transition case is then,

\[
\begin{align*}
\mu(t_{k+1}) &= f_{I,J, \Delta}(R_{I,J}(t_i, f_{I,J, \Delta}(\mu(t_k)))) \quad (16) \\
\Sigma(t_{k+1}) &= \dot{\bar{A}}_{I,J, \Delta} \Sigma(\bar{t}_i, \mu^*) \dot{\bar{A}}_{I,J, \Delta}^T + \text{h.o.t.} \quad (17)
\end{align*}
\]

and is exactly in the linear hybrid systems case (Def. 4),

\[
\begin{align*}
\mu(t_{k+1}) &= A_{I,J, \Delta} R_{I,J}(I, \mu^*) \quad (18) \\
\Sigma(t_{k+1}) &= A_{I,J, \Delta} \Xi_{I,J} A_{I,J, \Delta}^T \Sigma(\bar{t}_i, \mu^*) \Xi_{I,J} A_{I,J, \Delta}^T + \text{h.o.t.} \quad (19)
\end{align*}
\]

\(^1\) Since there are many ways of discretizing a system, we are merely assuming that one has been chosen.
The saltation matrix is evaluated at $\Xi_{(I,J)}(\tilde{t}_i, A_{I,\Delta}, \mu(t_k))$. In the case of multiple hybrid transitions within a time period, the update equations can similarly be built by successively composing (10)–(11) and (14)–(15).

4.2 Naive approach to mapping covariances through hybrid transitions

One naive approach to updating mean and covariance through a hybrid transition is to simply use the Jacobian of the reset function. This idea is particularly interesting because the update to the mean is just to apply to reset map, so intuitively the Jacobian of the reset map might properly map deviations from the mean. This is because if we consider only the effect of the reset map and apply a first order approximation (Taylor expansion) we get,

$$X(\xi_{t+1}) = R_{(I,J)}(\tilde{t}_i, X(\xi_i)) = R_{(I,J)}(\tilde{t}_i, \mu(\xi_i) + \delta x(\xi_i))$$

$$= R_{(I,J)}(\tilde{t}_i, \mu(\xi_i)) + D_x R_{(I,J)}(\tilde{t}_i, \mu(\xi_i)) \delta x(\xi_i) + \text{h.o.t.}$$  \hspace{1cm} (20)

We would then expect the propagation of covariances to follow as,

$$\Sigma(\xi_{t+1}) = D_x R_{(I,J)} \Sigma(\xi_i) (D_x R_{(I,J)})^T + \text{h.o.t.}$$  \hspace{1cm} (21)

However, this approach is not correct because it only considers variations about the reset map and not in the state of both domains and in the guard surface whereas the saltation matrix encompasses all variations, i.e. an expansion needs to account for the flow away from the guards, as well as the reset map. The basic reason for this requirement is that even though in a hybrid dynamical system we may have $\mu(\xi_i) \in G_{(I,J)}$, we do not automatically have that $\mu(\xi_i) + \delta x(\xi_i) \in G_{(I,J)}$. For example, if $\delta x$ is in the opposite direction of the flow then the state needs to continue flowing along the prior dynamics for some time before applying the reset function. The saltation matrix captures this phenomenon, and the approximation becomes

$$X(\xi_{t+1}) = R_{(I,J)}(\tilde{t}_i, \mu(\xi_i)) + \Xi_{(I,J)}(\tilde{t}_i, \mu(\xi_i)) \delta x(\xi_i)$$

$$+ \text{h.o.t.}$$  \hspace{1cm} (22)

Note that the difference between the Jacobian of the reset map and the saltation matrix is a rank one update as shown in (2) – the right hand side consists of $D_x R$ plus an outer product. Therefore, using the Jacobian of the reset map captures a portion of the distribution mapping but not all of it.

To illustrate the difference between this naive approach and the proposed, we compare using the Jacobian of the reset map instead of the saltation matrix in all experiments.

5 Kalman filtering for hybrid systems

In this section, we present the Salted Kalman Filter (SKF) by applying the prior result on the mapping of second moments to Kalman filters which enables their use on hybrid dynamical systems. To simplify expressions, we abuse notation and use $\alpha(k) := \alpha(t_k)$ for any relevant function $\alpha$. Again, without loss of generality, we assume the autonomous case $\mu(k) = 0 \forall k$. To start, the stochastic dynamics considered for the standard Kalman filter [32, Eqn. 1.1] on domain $I$ of a linear hybrid dynamical system are given by

$$x(k+1) := A_{I,\Delta} x(k) + \omega_{I,\Delta}(k)$$  \hspace{1cm} (23)

where $\omega_{I,\Delta}$ is the process noise that is sampled from a zero mean Gaussian distribution with covariance $W_{I,\Delta}$. The stochastic measurement equation [32, Eqn. 1.2] is defined to be

$$y(k) := C_I x(k) + v_I(k)$$  \hspace{1cm} (24)

where $C_I$ is the measurement matrix, and $v_I$ is the measurement noise that is sampled from a zero mean Gaussian distribution with covariance $V_I$. The a priori update equations are,

$$\hat{x}(k+1 | k) = A_{I,\Delta} \hat{x}(k)$$  \hspace{1cm} (25)

$$\hat{\Sigma}(k+1 | k) = A_{I,\Delta} \hat{\Sigma}(k) A_{I,\Delta}^T + W_{I,\Delta}$$  \hspace{1cm} (26)

and the a posteriori update is:

$$K_{k+1} = \hat{\Sigma}(k+1 | k) C_I^T \left[ C_I \hat{\Sigma}(k+1 | k) C_I^T + V_I \right]^{-1}$$  \hspace{1cm} (27)

$$\hat{x}(k+1 | k+1) = \hat{x}(k+1 | k)$$

$$+ K_{k+1} [y(k+1) - C_I \hat{x}(k+1 | k)]$$

$$\hat{\Sigma}(k+1 | k+1) = \hat{\Sigma}(k+1 | k) - K_{k+1} C_I \hat{\Sigma}(k+1 | k)$$  \hspace{1cm} (29)

where $K_{k+1}$ is the Kalman gain [32, Eqs. 1.9–1.13]. These merely amount to the conventional Kalman filter equations in discrete time.

While the standard Kalman filter is adequate when a trajectory is confined to a single domain, we must also account for hybrid events. In this setting, we assume that the true time of impact to the guard $t_i$ is unknown to the filter and is estimated by determining when a hybrid transition occurs for the mean. In this filter, we allow both the a priori and a posteriori update to trigger a hybrid transition. Therefore, both updates are modified such that the mean and covariance are properly transformed during the hybrid transition. Recall, the conditions for hybrid transition are that the state needs to be within the guard set and the vector field evaluated at that state needs to be transverse to the guard (4). Since
these conditions define the guard locations, we can use them as testable statements in discrete time to assess if a hybrid event has occurred.

In this section we first show these changes for a Kalman filter on a linear hybrid dynamical systems (Sec. 5.1–5.2), then the same changes are similarly applied for the Extended Kalman filter on general hybrid dynamical systems (Sec. 5.3).

5.1 Hybrid transition during a priori update

For the a priori update, the state is propagated from the previous estimate for a single timestep $\Delta$. If the guard and transversality conditions (4) are not met during the propagation, no hybrid transition is considered and the standard Kalman filter a priori update is used (25)–(26). If the conditions are met, then the forward simulation is stopped, a hybrid transition is assumed, and the time of impact $t_i^* = t_k + \Delta_1$ is estimated to be the stopping time. Because we assume that a finite number of isolated transitions occur, this process can be repeated until the entire timestep is simulated. Without loss of generality, in this section we only consider the case where a single transition occurs, but appending additional transitions can be computed in a similar fashion.

If a transition occurs, the stochastic dynamics (23) are defined to be,

$$x(k+1) := A_{I,\Delta_2} (R_{I,J} [A_{I,\Delta_1} x(k) + \omega_{I,\Delta_1}(k)] + \omega_{R_{I,J}}(k)) + \omega_{J,\Delta_2}(k)$$

(30)

where $\omega_{R_{I,J}}$ is the reset process noise, sampled from a zero mean Gaussian distribution with covariance $W_{R_{I,J}}$, $\omega_{I,\Delta_1}$ is the process noise in domain $I$ with timestep $\Delta_1$, and $\omega_{J,\Delta_2}$ is the process noise in domain $J$ with timestep $\Delta_2$. The dynamic update at transition (14)–(15) augmented with the reset process noise is,

$$x(t_{i+1}) = R_{I,J} x(t_i)$$

(31)

$$\Sigma(t_{i+1}) = \Sigma_{x}(t_i) \Sigma_{x}^T + W_{R_{I,J}}$$

(32)

where the saltation matrix is evaluated at $\Xi_{(I,J)} = \Xi_{(I,J)}(t_i, x(t_i))$. Combined with the continuous a priori updates before and after transition, (25)–(26), the a priori update over a full timestep is,

$$\hat{x}(k+1) = A_{I,\Delta_2} R_{I,J} A_{I,\Delta_1} \hat{x}(k)$$

(33)

$$\hat{\Sigma}(k+1) = A_{I,\Delta_2} \Xi_{(I,J)}(A_{I,\Delta_1} \Sigma(k) A_{I,\Delta_1}^T + W_{I,\Delta_1}) \Xi_{(I,J)}^T + W_{R_{I,J}} A_{I,\Delta_1}^T A_{I,\Delta_1} + W_{J,\Delta_2}$$

(34)

where the saltation matrix is evaluated at $\Xi_{(I,J)} = \Xi_{(I,J)}(t_i, A_{I,\Delta_1} \hat{x}(k))$.

5.2 Hybrid transition during a posteriori update

Next, we consider the case where the measurement update pulls the mean estimate into a guard set (4), i.e. if $\exists J$ s.t. $\bar{x}(k+1|k+1) \in G_{(I,J)}$. In that case, the a posteriori update is modified by applying the reset to the mean and the saltation update to the covariance,

$$\hat{x}(k+1|k) = R_{I,J} \hat{x}(k+1|k)$$

(35)

$$\hat{\Sigma}(k+1|k) = \Xi_{(I,J)} \Xi_{(I,J)}^T + W_{R_{I,J}}$$

(36)

where the saltation matrix is evaluated at $\Xi_{(I,J)} = \Xi_{(I,J)}(\bar{x}(k+1|k))$. These $\hat{x}(k+1|k)$ and $\hat{\Sigma}(k+1|k)$ are the updated a posteriori mean and covariance in the new hybrid domain, $J$. Note that this update is identical to (31)–(32).

5.3 Extended Kalman Filter

Similar to the Kalman filter, the standard Extended Kalman Filter (EKF) [32, Eqn. 2.1] can be directly applied for nonlinear hybrid systems when no transition occurs. The nonlinear stochastic dynamics are given by

$$x(k+1) = f_I(x(k), u(k), \omega(k))$$

(37)

$$\hat{A}_{I,\Delta} = D_x f_I(x(k), u(k), \omega(k))$$

(38)

$$\hat{W}_{I,\Delta} = D_w f_I(x(k), u(k), \omega(k))$$

(39)

$$y(k) = h_I(x(k)) + v_I(k)$$

(40)

$$\hat{C}_I = D_y h_I(x(k))$$

(41)

where $f_I$ is the discrete nonlinear update for the continuous dynamics $F_I$, $\hat{A}_{I,\Delta}$ is the linear approximation of the dynamic matrix, $\hat{B}_{I,\Delta}$ is the linear approximation of the process noise input matrix, $h_I$ is the measurement function and $\hat{C}_I$ is the linear approximation of the measurement matrix.

When there is a hybrid transition during the a priori update, the dynamic updates for the nonlinear transition case (16)–(17) are substituted in the same manner as the linear case into (33)–(32). When there is a hybrid transition during the a posteriori update, the mean update equation (35) is applied with the full nonlinear reset map, while the covariance update (36) is the same for both the linear and nonlinear hybrid systems because the saltation matrix is already a linearization. With these updates, the nonlinear extension to the Salted Kalman Filter follows naturally.

5.4 Summary and psuedocode

The Salted Kalman Filter (SKF) as presented above is summarized in Algorithm 1. Note that the only difference from the standard Kalman Filter algorithm is
We present two sets of experiments: the mapping of the second moments of uncertainty distributions (Sec. 6.1) and Kalman filtering of sensor feedback (Sec. 6.2). In each experiment, the proper mapping of second moments of distributions through hybrid transitions using the saltation matrix (Sec. 4.1) is compared against a naive mapping using the Jacobian of the reset map (Sec. 4.2). Experiments are performed in simulation to ensure consistency and accurate model knowledge. The first set of experiments compares the resulting distributions to the ground truth distribution using divergence metrics. The second set of experiments compares the utility of the saltation matrix as a dynamic update in a Kalman filtering setting by comparing the mean squared error of the two propagation methods in a series of Monte Carlo tests.

### 6.1 Covariance Propagation Experiments

This experiment seeks to validate the claim that the saltation matrix correctly maps the second moment of distributions that experience hybrid transitions by analyzing the distributions of particles simulated through hybrid transitions. Distributions are created by randomly sampling 1000 particles from a known mean and covariance. The particles are then simulated forwards through the hybrid dynamical system using Matlab's ODE45. The starting mean and covariance of the population are calculated then propagated for each timestep using the update rules shown in Section 4 both with our proposed solution (using the saltation matrix Ξ) and with the naive solution (using the Jacobian of the reset map D_sR). The final covariance of the population and the estimated covariances are compared using Kullback-Leibler (KL) divergence [30] – where the output is a natural unit of information (nat) therefore, the smaller the KL divergence, the more closely the distributions match.

\[
KL(\Sigma_0\|\Sigma_1) = \frac{1}{2} \left( \Sigma_1^{-1} \Sigma_0 - \text{dim}(\Sigma_0) + \ln \left( \frac{\Sigma_1}{\Sigma_0} \right) \right)
\]

Each hybrid system example is tested with two different initial covariances – a higher and lower value – to capture any nonlinearities.

### 6.2 Kalman Filter Experiments

To test the Salted Kalman Filter (SKF) as defined in Sec. 5, we ran a Monte Carlo simulation showing improvement compared to a Kalman filter that uses the Jacobian of the reset to propagate uncertainty. We call this comparison algorithm the Jacobian of the Reset Kalman Filter (JRFK), and it follows the same code as Algorithm 1 but with the saltation matrix Ξ replaced by the Jacobian of the reset map D_sR. Tests were run with a range of measurement noise, process noise, and differing time steps. The starting covariance, starting mean, reset covariance, chosen measurements, and simulation time were held constant between trials.
The effectiveness of the filter for each trial is evaluated by calculating the mean squared error (MSE) along a simulated trajectory,

$$\text{MSE} = \frac{1}{K} \sum_{k=1}^{K} ((x(t_k) - \hat{x}(t_k))^T(x(t_k) - \hat{x}(t_k)))$$  

(43)

where $K$ is the number of time steps, $\hat{x}(t_k)$ is the state estimate at time $t_k$, and $x(t_k)$ is the true state at time $t_k$. For each measurement noise, process noise, and time step combination, the filter is run on 1000 randomly sampled starting conditions with randomly sampled process noise and randomly sampled measurements. The same random trials are then passed to each filter for comparison. Each set of trials with the SKF and JRKF are compared using the sign test [12]. The null hypothesis is that the median difference between the pairs is zero,

$$H_0 : M_1 - M_2 = 0$$  

(44)

The sign test is chosen because the data are not normally distributed, which rules out the paired t-test, and are not necessarily symmetric, which rules out the Wilcoxon Signed Rank test.

7 Results

In this section we present the results of the experiments detailed in the previous section on a series of hybrid systems.

7.1 Hybrid System Definitions and Covariance Propagation Results

7.1.1 Constant Flow

The simplest hybrid system we examine is the case where there are two hybrid modes that are linearly separated and which have constant, but distinct, dynamics in each mode. The dynamics in the hybrid modes are defined:

$$F_1 = [1, -1]^T, \quad F_2 = [1, 1]^T$$  

(45)

The guard sets are defined at $x_1 = 0$, such that the domain of $F_1$ is the left half plane and the domain of $F_2$ is the right half plane (Fig. 1). The reset is an identity map.

For the propagation experiment, the starting mean was $x = [3, -2]^T$, the total simulation time was 5 seconds, and the time steps were 0.01 seconds as shown in Fig. 1. The high covariance level was 0.1 and the low covariance level was 0.005. All samples from the system began in hybrid mode 1 and ended in hybrid mode 2.

This scenario is interesting because the covariance does not change in either hybrid mode as the flow is simply translation in those regions – the only covariance changes are a result of the hybrid transition. The results, listed in Table 1 and apparent in Fig. 1, show that this change in covariance is captured well using the saltation matrix (as the KL-divergence is almost zero) but not well using the Jacobian of the reset map. Note that, as expected for a linear system, the KL-divergence does not significantly depend on the initial covariance and in this case the difference is practically zero.

7.1.2 Bouncing Ball

The bouncing ball is a hybrid dynamical system [15] which consists of 2 hybrid domains in the $[y, \dot{y}]^T$ plane, where the first domain is defined when the ball has negative velocity $\dot{y} < 0$ and the second domain is defined when the ball has non-negative velocity $\dot{y} \geq 0$. The guard sets are defined to be when the ball hits the ground $g_{1,2}(t, y, \dot{y}) := y$ and when the velocity changes $\text{sign} g_{2,1}(t, y, \dot{y}) := \dot{y}$. Note that this could equivalently be defined as a single domain with a self-reset, however to match our definition of a hybrid dynamical system (Definition 1) we treat it as a system with separate domains. The dynamics are standard ballistic dynamics in both domains

$$F_1 = F_2 = [y, -a_y]^T$$  

(46)

where $a_y$ is the acceleration from gravity. The reset from 1 to 2 is defined by elastic impact

$$R_{1,2} = [y, -\alpha \dot{y}]^T$$  

(47)

where $\alpha$ is the coefficient of restitution. The reset from 2 to 1 is an identity transformation. For the experiments, the gravitational acceleration is $a_g = 9.8$ and the coefficient of restitution is $\alpha = 0.75$. This system is an example of a system with linear dynamics, guards, and linear but non-identity resets.

For the propagation experiment, the starting mean was $x = [3, -2]^T$, the total simulation time was 1 second, and the time steps were 0.001 seconds as shown in Fig. 2. The high covariance level was 0.05$I$ and the low covariance level was 0.001$I$. Most of the samples from the system began in hybrid mode 1 and ended in hybrid mode 2, while some samples ended back in hybrid mode 1 (after a (2,1) transition). There is no effect on the mean or covariance through the (2,1) transition as $R_{(2,1)}$ is identity and $F_1 = F_2$ which means that $\Xi_{(2,1)} = D_x R + 0$ is also identity.

The results are listed in Table 1 and an example trial is shown in Fig. 2. Interestingly, even though the final distribution is no longer Gaussian, the second moment (covariance) is still tracked accurately through the impact using the saltation matrix (as the KL-divergence is small) but poorly with the Jacobian of the reset map.
The asymmetric spring loaded inverted pendulum (ASLIP) system consists of a spring leg, torsional spring hip, and a body with inertia in the sagittal plane as shown in Fig. 4. This system is similar to the one in [27] and a full derivation for the system dynamics can be found in Appendix B. In this system, the body configuration space is defined to be the position and orientation of the body \( q_b := [x_b, y_b, \theta_b] \in \mathbb{R} \times \mathbb{R} \times S^1 \). The leg configuration space is defined to be the angle between the toe and the ground, the angle of the hip, and the length of the leg \( q_l := [\theta_l, \theta_h, l] \in S^1 \times S^1 \times \mathbb{R} \), where impact location of the toe defines a pin joint for the body to pivot around. Once the location of the toe, \( q_t := [x_t, y_t] \in \mathbb{R} \times \mathbb{R} \), is fixed to a ground location, either configuration can be used to define the full configuration space of the system. When the toe position is known, the transformation from the leg configuration to the body configuration \( T_{lb} : (q_b, q_l) \rightarrow q_b \). The inverse mapping can also be calculated which maps the body configuration to the leg configuration \( T_{bl} : q_b \rightarrow (q_b, q_l) \).

Hybrid mode 1 is defined to be when the toe is not in contact with the ground. The resulting domain \( D_1 \) is chosen to be parameterized by the body’s configuration,
The guard for mode 1 is defined to be when the toe touches the ground, $g_{(1,2)}(t,q,\dot{q}) = y_t$, and the guard for mode 2 is defined to be when the normal force of the toe reaches zero, i.e., when the leg spring reaches the resting length, $g_{(2,1)}(t,q,\dot{q}) = l_t - l_{00}$. The reset maps are defined to be the coordinate changes from the body states to the leg states.

$$R_{1,2} = \begin{bmatrix} T_{b1}(q_b) \\ q_t \\ D_x T_{b1}(q_b,q_t)\dot{q}_b \end{bmatrix}$$ \hspace{1cm} (52)$$

$$R_{2,1} = \begin{bmatrix} T_{b2}(q_t) \\ q_t \\ D_x T_{b2}(q_t,q_t)\dot{q}_t \end{bmatrix}$$ \hspace{1cm} (53)$$

This hybrid system is especially useful to analyze because it includes both nonlinear dynamics and non-identity resets, wherein the switch from Cartesian to polar coordinates must be accounted for.

For the propagation experiment, the starting mean was $x = [0, 1.8, 5\pi, 0.0011, 0.3256, 0 - 10^T]$, the total simulation time was 0.55 seconds, and the time steps were 0.0001 seconds. The high covariance level was 0.001 and the low covariance level was 0.00005 for the non-toe states. There was no additional noise injected into the toe states, because they are constrained to the body states. The system started in hybrid mode 1 and ended in hybrid mode 2. This scenario is the most complex out of all the considered hybrid systems because it includes both nonlinear dynamics and nonidentity resets. Nevertheless, the change in covariance is still captured well using the salutation matrix and is not captured well when using the Jacobian of the reset, Table 1. Similar to the pendulum example, as the initial covariance increases, the salutation update approximation gets worse due to the inaccuracies in the linearization.

### 7.1.5 Propagation experiment discussion

Overall, using the salutation update estimates the covariance very well for the linear cases as shown by the KL-divergence. For the non-linear cases, the salutation update is a good linear approximation. This is especially apparent in the linear cases where increasing the initial covariance did not have much effect on the KL-divergence while in the nonlinear cases the increase in initial covariance increased the resulting KL-divergence: this is unsurprising, as the linearization is local and will generally increasingly fail to predict the correct dynamics as the domain is enlarged. These results motivate the use of the salutation update in a Kalman filtering framework.

### 7.2 Kalman Filter Results

#### 7.2.1 Constant Flow

The first Kalman filtering experiment uses the same constant flow system defined in Sec. 7.1.1 and shown in Fig. 1. The system was simulated for 5 seconds with 4
different time steps: $\Delta = 5$, 1, 0.1, and 0.05 seconds. The process covariance levels ranged from $\|W_{I,\Delta}\| = 0.1\Delta^2$ to 0.0001$\Delta^2$ and the measurement covariance was swept from $\|V_I\| = 1$ to 0.0001 in powers of 10, for a total of 4 process covariance levels and 5 measurement covariance levels. There was no noise added to reset because the reset map is an identity transformation. The initial covariance was set to $\Sigma(0) = 0.1I$. Lastly, the measurements for this system were chosen to be both states, i.e.

$$h_I(x) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} x = C x$$

(54)

In total, 80 Monte Carlo simulations were tested with 1000 trials each.

Both filters perform well for the given noise levels and timesteps because they both have relatively low mean squared error for each Monte Carlo simulation. An example Monte Carlo simulation trial is shown in Fig. 5 where both filters seem to perform similarly, but the difference is seen when comparing the absolute mean error, and upper and lower quartiles – where the Kalman filter using the saltation update has a lower mean error. When comparing the mean squared error for each batch of Monte Carlo simulations, the saltation updated Kalman filter performed better than or as well as the Jacobian of the reset map. The saltation updated filter improved performance with statistical significance ($p < 0.05$) for 68 of the 80 combinations. In the 12 remaining cases they failed to reject the null hypothesis (44) and are statistically indistinguishable. For these cases, the time steps are high, the measurement noises are low, and the process noises are high. In these cases the filter depends mostly on the sensors and therefore the dynamic update becomes less important.

### 7.2.2 ASLIP

The Kalman filtering experiments were also run on the ASLIP system, defined in Sec. 7.1.4. For these tests, we simulated the dynamics for 2.5 seconds which resulted in 4 jumps (8 hybrid transitions). Timesteps were chosen to be $\Delta = 0.03$, 0.01, 0.005, 0.001 seconds. The process noise covariance levels were $\|W_{I,\Delta}\| = 0.01\Delta^2$, 0.001$\Delta^2$, and 0.0001$\Delta^2$ (which were applied as wrenches), and the measurement noise covariance levels were $\|V_I\| = 0.005$, 0.001, and 0.0001. The initial covariance was set to be 0.1$I$, where the covariance in the toe position was set to match the constraint between the body configuration and the toe – this is necessary because the noise in the toe position is correlated to the noise in the body states. Again, reset noise is not applied because there isn’t uncertainty in the coordinate transformation. For this system, only measurements of the body states are given. This is more realistic, because it is assumed that the hybrid mode is unknown. Therefore, in the aerial phase, hybrid mode 1, the measurement function is simply.

$$h_1(x) = \begin{bmatrix} \dot{q}_b \\ \dot{q}_b \end{bmatrix}$$

(55)

However, in the stance phase, hybrid mode 2, the states are the leg states and the toes positions and cannot be directly compared against the body measurements. Therefore, the measurement function in hybrid mode 2 is the transformation from leg states to body states

$$h_2(x) = \begin{bmatrix} T_{lb}(q_l) \\ T_{lb}(q_l, q_t, \dot{q}_t) \end{bmatrix}$$

(56)

Both estimators have relatively low mean squared error for each Monte Carlo Simulation indicating that each filter performs well for these noise levels and timesteps. When comparing the two filters, the saltation updated Kalman filter outperformed the Jacobian of the reset
Fig. 5. Kalman filter results on the constant flow system comparing the SKF to the JRKF where the two methods differ only at the moment of transition. Note that the main differences are just after the transition because Kalman Filters are stable, these differences disappear as time goes on. Testing conditions for this example are timestep $\Delta = 0.05s$, process noise $\parallel W_I \parallel, \Delta \parallel = 0.1\Delta^2$, and measurement noise $\parallel V_I \parallel = 1$.

Top: For a single trial, the SKF estimated trajectory (blue dashed), the JRKF estimated trajectory (red dashed), and the ground truth trajectory (black solid) are shown with the measurements (green dots) and highlighting (gray shaded) when the system is in $D_2$. Bottom: Absolute mean error is plotted for the SKF (blue) and JRKF (red) with 0.25 and 0.75 quantiles over 1000 trials, highlighting (gray shaded) the mean transition time to $D_2$.

map update for all 36 combination of $(\Delta, W_I, \Delta, V_I)$, with statistical significance ($p < 0.001$). We again expect the SKF to perform better than or equal to the JRKF because as the quality of measurements increase, the less we use the knowledge of the dynamics. An example run of one of the Monte Carlo simulations is shown in Fig. 6, where both filters again perform similarly for each state except for the vertical body position $y_b$. The deviation from the ground truth vertical body position $y_b$ are more pronounced for the naive solution than our proposed solution.

This effect is magnified when comparing the absolute error mean and quartiles for the 1000 trials as shown in Fig. 6. It is clear that most of the improvement is in the body vertical position $y_b$. The difference between the saltation matrix and the Jacobian of the reset map on impact is in the column associated with the vertical height $y_b$. Therefore, the improvements in $y_b$ are expected because the dynamics along this axis are accounted for. Similarly on lift off, the difference was in the column associated with the leg length. As the leg was close to vertical, most of the error was shifted into the vertical height of the body $y_b$.

7.2.3 Kalman Filter Experiment Discussion

The Kalman Filter experiments span from simple linear (even constant) dynamics to more complex nonlinear and nonidentity dynamics. The constant flow case is beneficial to analyze because the linearization is exact for the hybrid transition as well as the dynamics. Therefore, the initial conditions as well as noise parameters should not affect the fundamental quality of the estimator. The ASLIP example validates the extended Kalman filter variant through analyzing a nominal trajectory with several hybrid transitions with non-identity resets and highly nonlinear dynamics.

Both the naive solution, using the Jacobian of the reset map, and our proposed solution, using the saltation matrix, have low mean squared error for both examples. Since the naive solution and our proposed method have the same mean update and algorithm structure, the fact that they both perform well highlights the importance of having an accurate update for the mean as well as handling each transition case in the algorithm. However, for both examples using the saltation covariance update improves the mean squared error and is directly visible in the absolute error distribution plots, Figs. 5 and 6.

8 Conclusion

In this paper, we introduced the concept of utilizing saltation matrices for mapping the second moment of probability distributions through hybrid transitions. The mapping was validated through a variety of hybrid dynamical system cases and compared against a naive method of using the Jacobian of the reset map. We also apply this approach to create a new Kalman filtering algorithm which allows estimation on hybrid dynamical systems with state based transitions, including an extended Kalman filter variant which can handle nonlinear dynamics with non-identity reset maps. This Salted Kalman Filter was validated on both a linear and nonlinear system and then compared against the Jacobian of the reset map counterpart. The results show that using our proposed method is statistically better than or equivalent to the naive method in all tested cases.

The proposed method, similar to the Extended Kalman Filter, suffers when model uncertainty is added to the hybrid dynamical system, when the local approximation is violated, or when the noise is non-Gaussian as stated in Sec. 3. Furthermore, as noted in the bouncing ball example (Sec. 7.1.2), even in the case of a linear hybrid dynamical system an uncertainty distribution that
is initially Gaussian may not remain so (unlike a conventional linear system), which is assumed in the classical Kalman filter. The reset map and the saltation matrix still map the first two moments of the distribution correctly, but those two alone do not describe the entire distribution. In cases where the non-linearity, non-localness, or non-Gaussianity are significant, a particle filtering approach may be more appropriate.

Note that while using the saltation matrix captures the update for the covariance to first order, the saltation matrix is model-dependent, and may require significant effort to obtain in practice in order to use (2) directly. However, as the saltation matrix is a linear map relating pre- and post-transition states, regression techniques may be able to approximate it with measured data without the need for complete (and differentiable) models of the hybrid system.

While this is a good start to developing an online hybrid state estimation system, there is still further work needed to improve the estimation. Our method does not
explicitly reason about the probability of a state or measurement being in a particular hybrid mode or guard, and an extension that reasons about this probability will be covered in future work. Additionally, we are also looking into the behaviors of distributions which pass through multiple intersections, in which case an extension based on the Bouligand derivative [11, 28] might be used to capture the propagation of uncertainty.

A Proof for Proposition 1

Proof: To find the mean of \( X(t_{i+1}) \), we take the expectation of \( X(t_{i+1}) \)

\[
\mu(t_{i+1}) = \mathbb{E}[X(t_{i+1})] = \mathbb{E}[x(t_{i+1}) + \delta x(t_{i+1})] = \mathbb{E}[x(t_{i+1})] + \mathbb{E}[\delta x(t_{i+1})]
\]

(A.1)

where the two terms are separable because the expectation is a linear operator, and the expectation post impact state is just its value, \( \mathbb{E}[x(t_{i+1})] = x(t_{i+1}) \). Substituting in \( \delta x(t_{i+1}) = \Delta(t_{i+1}) = \Xi(t_{i+1})(\bar{t}_i, x(t_i))\delta x(t_i) \)

(A.2)

Again, because of the linear properties of the expectation we can pull out \( \Xi(t_{i+1})(\bar{t}_i, x(t_i))\) and because \( \delta x(t_i) \) is centered about zero, \( \mathbb{E}[\delta x(t_i)] = 0 \)

\[
\mu(t_{i+1}) = x(t_{i+1}) + \Xi(t_{i+1})(\bar{t}_i, x(t_i))\cdot 0 = x(t_{i+1})
\]

(A.3)

By applying the reset map from (12), the mean is thus,

\[
\mu(t_{i+1}) = x(t_{i+1}) = R(t_{i+1})x(t_i)
\]

(A.4)

Using the definition of covariance,

\[
\text{COV}[X] = \mathbb{E}[(X - \mathbb{E}[X])(X - \mathbb{E}[X])]
\]

(A.5)

the post-impact covariance \( \Sigma(t_{i+1}) \) is

\[
\Sigma(t_{i+1}) = \text{COV}[X(t_{i+1})] = \mathbb{E}[(x(t_{i+1}) + \delta x(t_{i+1})) - \mathbb{E}[x(t_{i+1}) + \delta x(t_{i+1})] - \mathbb{E}[x(t_{i+1}) + \delta x(t_{i+1})][\mathbb{E}[x(t_{i+1}) + \delta x(t_{i+1})]]^T]
\]

(A.6)

Since \( \mu(t_{i+1}) = x(t_{i+1}) \), this simplifies to

\[
\Sigma(t_{i+1}) = \mathbb{E}[\delta x(t_{i+1})\delta x(t_{i+1})]^T
\]

(A.7)

Using (3), \( \delta x(t_{i+1}) \) can be substituted with \( \Xi(t_{i+1})(\bar{t}_i, x(t_i)) \) which results in

\[
\Sigma(t_{i+1}) = \mathbb{E}[(\Xi(t_{i+1})(\bar{t}_i, x(t_i)))\Xi(t_{i+1})\delta x(t_i)]^T
\]

(A.8)

Using (10), \( \delta x(t_{i+1}) \) can be substituted with \( \Xi(t_{i+1})(\bar{t}_i, x(t_i)) \) which results in

\[
\Sigma(t_{i+1}) = \Xi(t_{i+1})\Sigma(t_i)(\Xi(t_{i+1}))^T
\]

(A.9)

\[
\Sigma(t_{i+1}) = \Xi(t_{i+1})\Sigma(t_i)(\Xi(t_{i+1}))^T
\]

(A.10)

B Derivation of the ASLIP system

The change of coordinate functions are,

\[
T_{1b}(q_b, q_t) = \begin{bmatrix}
l_l \cos \theta_t + l_b \cos \theta_t + \theta_h + x_t \\
l_l \sin \theta_t + l_b \sin \theta_t + \theta_h + y_t \\
\theta_t + \theta_h
\end{bmatrix}
\]

(B.1)

\[
T_{lb}(q_b, q_t) = \begin{bmatrix}
\text{atan} \left( \frac{y_l - (l_b \sin \theta_l + y_t)}{x_l - (l_b \cos \theta_l + x_t)} \right) \\
\theta_l - \text{atan} \left( \frac{y_l - (l_b \sin \theta_l + y_t)}{x_l - (l_b \cos \theta_l + x_t)} \right)
\end{bmatrix}
\]

(B.2)

\[
\sqrt{(y_l - l_b \sin \theta_l - y_t)^2 + (x_l - l_b \cos \theta_l - x_t)^2}
\]

The differential mappings are defined via chain rule

\[
\begin{bmatrix}
\dot{q}_b \\
\dot{q}_t
\end{bmatrix} = D_{q_b, q_t} T_{1b}(q_b, q_t) \begin{bmatrix}
\dot{q}_b \\
\dot{q}_t
\end{bmatrix}
\]

(B.3)

\[
\begin{bmatrix}
\dot{q}_b \\
\dot{q}_t
\end{bmatrix} = D_{q_l, q_t} T_{lb}(q_b, q_t) \begin{bmatrix}
\dot{q}_b \\
\dot{q}_t
\end{bmatrix}
\]

(B.4)

Since the toe is massless, the velocity of the toe is assumed to be zero when mapping velocities and is therefore removed from the differential mapping.

\[
\dot{q}_t = D_{q_b, T_{1b}(q_b, q_t)} \dot{q}_b, \quad \dot{q}_b = D_{q_l, T_{lb}(q_b, q_t)} \dot{q}_t
\]

(B.5)

The dynamics for mode 1 are ballistic dynamics for the center of mass and because the toe is massless, both the hip and leg springs are kept at their resting locations \( \theta_{h0} \) and \( l_{00} \) respectively. Therefore, while in mode 1, the toe is kinematically constrained by the body configuration. Define \( T_{lb} : q_b \rightarrow q_t \) to be the transformation from the body configuration to the toe configuration

\[
T_{lb}(q_b) = \begin{bmatrix}
x_b - l_b \cos \theta + l_{00} \cos(\theta_{h0} - \theta_b) \\
y_b - l_b \sin \theta + l_{00} \sin(\theta_{h0} - \theta_b)
\end{bmatrix}
\]

(B.6)

The velocity constraint is enforced through the differential mapping of \( T_{lb} \)

\[
\dot{q}_t = DT_{lb}(q_b) \dot{q}_b = \begin{bmatrix}
x_b + \theta_b (l_b \sin \theta - l_{00} \sin(\theta_{h0} - \theta_b)) \\
y_b - \theta_b (l_b \cos \theta + l_{00} \cos(\theta_{h0} - \theta_b))
\end{bmatrix}
\]

(B.7)
Therefore, the dynamics for mode 1 are

\[
F_1 = \begin{bmatrix}
\dot{x}_b \\
\dot{y}_b \\
\dot{\theta}_b
\end{bmatrix}
\]

(B.8)

The dynamics for mode 2 are derived using Lagrangian dynamics where the Lagrangian is defined to be the difference between the kinetic and potential energy.

\[
\mathcal{L} = \frac{1}{2} (m_b\dot{x}_b^2 + m_l\dot{y}_b^2 + I_b\dot{\theta}_b^2) - m_b\dot{y}_b(l_1\sin(\theta) - l_0\sin(\theta_h - \theta_0)) - \frac{1}{2}k(l_0 - l_1)^2 + k_h(\theta_h - \theta_0)^2
\]

(B.9)

The body states are transformed to the leg states using \( T_{bd} \) and \( DT_{bd} \). Also, in this example, the toe cannot penetrate the ground and a no slip condition is added. Therefore, the dynamics for the toe are calculated separately.
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