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Abstract: Crimes are common social problems that can even affect the quality of life, even the economic growth of a country. Big Data Analytics (BDA) is used for analyzing and identifying different crime patterns, their relations, and the trends within a large amount of crime data. Here, BDA is applied to criminal data in which, data analysis is conducted for the purpose of visualization. Big data analytics and visualization techniques were utilized to analyze crime big data within the different parts of India. Here, we have taken all the states of Indian for analysis, visualization and prediction. The series of operations performed are data collection, data pre-processing, visualization and trends prediction, in which LSTM model is used. The data includes different cases of crimes with in different years and the crimes such as crime against women and children in which, kidnap, murder, rape. The predictive results show that the LSTM perform better than neural network models. Hence, the generated outcomes will benefit for police and law enforcement organizations to clearly understand crime issues and that will help them to track activities, predict the similar incidents, and optimize the decision making process.
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1. Introduction

There are several crimes that are happening in our country. But many of the people might not be aware of such crimes that are occurring in the different parts of the world. The crime related activities can severely affect socio-economic activities of a society too. Thus, definitely there is a need for a system that can provide all the necessary information's to the people. The primary aim of crime data analysis is to assist the operations of a police departments as well as enforcement departments. This may include criminal investigation, crime prevention, reduction strategies and problem solving. The different operations that are performed for the purpose of crime data analysis are data collection, data pre-processing, visualization and trends prediction.

After data collection and pre-processing, including data filtering and normalization, Google maps based geo-mapping of the features are implemented for visualization of the statistical results and time series modeling are utilized for future trends analysis. For the entire process we took the crime data that has been occurred in the different parts of our country. This data also includes the year wise information about the different crimes. The different crimes that are happening around us can be alerted always as well as the paper can also represent different crimes such as crime against women and children, murder, kidnap. Thus through this we can easily identify the crime prone areas.

Big Data analytics is that the method of collecting, organizing and analyzing massive sets of data to discover patterns and other useful information [1]. Big Data analytics can better help the organizations to understand the information in the crime data. There are several ways to analysis such a huge amount of data. The detailed visualization of the crime data has also pictorially represented with in this paper.

The issues regarding the crime pattern deals with predicting the hidden crimes with in the country. The crime rate is increasing day by day and the crime patterns are
always changing. Thus, the behaviors in crime are difficult to be predicted. As a result, crime prediction with in an area was not an easy task. But now a days it has become more popular to use different methodologies for such a purpose [21, 22].

The predictive model which is based on a neural network Long Short-Term Memory (LSTM), where a small group of attributes are trained, which further enables the prediction of the class label in the validation stage [26, 27]. This shows a high percentage of prediction accuracy also. The LSTM model is being widely used and it is preferred more than the other neural network models since it is easier to handle.

2. Related Work

2.1. Crime Data Analysis

During crime analysis, the input data is important to be used in training and testing process. The training of the process is used to conduct the crime model and the testing of the process is used to validate the algorithm [19, 21, 22]. Input data can be obtained from the criminal records with the help of the government, agencies, etc. As a consequence, the collected data is large volumes of data and it is also in the unstructured data formats. The collected data is stored into different databases [9, 10, 17].

The many researches are concerning to solve the problem of handling such a huge data. Hence to overcome such a difficulty, of accessing the knowledge from large volumes of data, several other methods may be useful to integrate data [20].

2.2. Crime Pattern Discovery and Prediction

The concept of combination of FP growth and Pearson correlation of two stages is being used efficiently. A Crime tree will be constructed according to an FP tree with the input value as Crime Binary Data (CBD) where it forms crime paths with respect to the state and year accordingly [2]. To generate the maximum frequent crime sets FP MAX algorithm is followed where crime tree (CT) is given as an input which in turn returns Maximum Frequent Crime Type (MFCT). Through FP max maximum frequent crime sets are generated for total country and also for each state individually. The maximum frequent crime sets developed for each state is undergone knowledge discovery process. This gives a proper analysis in type of crimes in each state and it is easy to take preventive steps according to that. Correlation plays a key role in data analysis [3-5].

In dataset Correlation for the crime sets of total Indian states is done to get the weightage of a certain type of crime, in determining its crime Intensity point. The frequent crime sets of our country which are generated from above FP Max is taken as input for the correlation analysis. It undergoes two stages in determining weightage of a crime type [6]. The use of Pearson correlation coefficient analysis to find the linear correlation between frequent crime types [7, 8].

3. Proposed Work

The data refers to State wise persons arrested under crime against children and women by crime head which cover all states in India. The crime data contains crime incidents from 2001 to 2015. The various crimes including murder, infanticides, against women and children occurring in different states of India are visualized with in the maps, which even includes year of crimes. Data Analysis, visualization and prediction operations are used to show them analytical relationships among different attributes in the huge amount of dataset. LSTM Recurrent neural network algorithm is employed to forecast trends with the largest accuracy. Detailed analysis of the dataset is performed as follows.

3.1. Data Collection

First we collect the crime data’s and verify the features of attributes. For each arrival of crime incidents in the datasets, the upcoming featured attributes are included:

1) Category- Type of the crime.
2) Descript - A short note describing details of the crime;
3) Dates - Date and time of the crime incident;
4) X - Longitude of the location of a crime;
5) Y - Latitude of the location of a crime;
6) States - Crime happened States in India;
7) Year - which year the case happened;
8) Coordinate - Pairs of Longitude and Latitude.

3.2. Data Preprocessing

It is the cleaning process of tangled data sets for doing operations and analysis. Before initiating any algorithms and operations on our datasets, a series of preprocessing steps are performed for data conditioning as presented below:

1. For some missing coordinate attributes in Indian datasets, assigned uncertain values representative from the non-missing values, computed their mean, and then replaced the missing ones.
2. We also avoid few features that needless.

3.3. Narrative Visualization

After the Data collection and Featured Attributes we perform data preprocessing and negotiating. It is the process of cleaning tangled data sets for doing operations and analysis. Take brief summary of the data frame; It helps obtain a quick overview of the data set. The summary includes a list of all columns with their data types and the number of non-null values in each column. And since our values are not null we don’t have to fill the missing values.

Considering the geographic nature of the crime incidents, an interactive map based on Google map was used for data visualization, where crime incidents are grouped according to their latitude/longitude information. For geographic nature visualization, we create a custom map, then we add the data sets and crime details to the
map (Figure 1). From figure 2 it each point show the different crimes happened in India. Each points show the complete details of the particular crime.
Visualization of data helps to understanding the trends, outliers, and patterns in the data summarized crime incidents in each year for the Indian states and know which crime was most prevalent in India.

From Figure 3, we can see that the ‘other crimes’ category has the highest number followed by “Kidnapping” and “Rape” of children. So, we’ll focus on these types as they are more ubiquitous. We’ll analyze specific crimes one by one to get better insights. First on the list is kidnapping.

By seeing the graph Figure 4 we can point out that Uttar Pradesh has the highest number of kidnapping with a total of 30,625 cases which is 38 percentage of total states. This is a horrible number for a state, there has been problems. Because of such high rates, people are spreading fake rumors of child abduction and kidnapping. And due to this situation, the state has announced: “Charges under the National Security Act (NSA) will be pressed against the accused if such cases are reported in the future. “Now, we’ll visualize the second-highest crime i.e. Rape of children.

The graph in figure 5 shows that Madhya Pradesh records for most rape cases. To fight this, the state has adopted law to award death sentences to those found guilty of raping minors, a landmark decision in a state that recorded the highest number of child rapes. Our outcome for the objective that is Uttar Pradesh with kidnapping being the most occurring crime [11, 12]. A picture visualization (Figure 6) of states and the total number of crimes. It shows that Uttar Pradesh has the highest number of crimes.

Among the categories of reported crime incidents available in the datasets, the distribution of these categories is heavily skewed. As such, we focus mainly on the frequently occurred crimes and plot their distributions as percentages in figure 7. It gives an frequently occurred crimes in India.
Figure 6. States and Total number of crimes.

Figure 7. Frequently Occurred Crimes.
Figure 8 Plot the data for crimes against women on a choropleth map of India with respect to each state. Read the Indian map shape file with district boundaries in a Geo data frame and open the datasets. Join both data frames by state names. Plot the chloropeth map.

4. Methodology

LSTM - Long short-term memory (LSTM) is an artificial recurrent neural network (RNN) which is used in the field of deep learning. It is different from other feed forward neural networks, LSTM has feedback connections [26, 27]. The working of LSTM can be explained based on single data points as well as entire sequences of data and its processing. The different units within LSTM model includes a cell, an output gate, an input gate and a forget gate. The cell memorize values during each time intervals and the information can flow in and out based on the gates. The model can generate the future values of a time series and it can be trained using the datasets. As usual, the data gets split into training data and test data so we can later assess how well the final model performs. We take 80% of the dataset as a training data and 20% as a test data.

For time series involves auto correlation, i.e. the presence of correlation between the time series and lagged versions of itself, LSTMs are particular utilize in prediction due to their capability of maintaining the state whilst recognizing patterns over the time series. The recurrent architecture enables the states to be persisted, or communicate between updated weights as each epoch progresses. Moreover, the LSTM cell architecture can enhance the RNN by enabling long term persistence in addition to short term.
Figure 10. Comparison true vs predicted test set.

From figure 9 Y axis takes Total crimes and X axis takes years. The trends of crimes in Kerala shown in the figure. In LSTM the actual data and the predicted data always keep similarity. There is a chance of little bit error. By exploring LSTM model, found that LSTM perform better than CNN. We also found the optimal time period for the training data sample [23-25].

LSTM can be used for classifying, processing and making predictions based on time series data. The dependencies between the elements in the input sequence is being tracked by the cells. The functionality of input gate is to control the extent to which a new value flows into the cell [28, 29]. The forget gates can control the extent to which a value remains in the cell. Similarly, output gate controls the extent to which the value in the cell is used to compute the outcome activation of the LSTM unit. The activation function is represented using the logistic sigmoid function [13, 18].

5. Performance Evaluation

The performance measures for proposed system are evaluated relevant to the performance parameter Root Mean Square Error (RMSE). In the existing Neural Network Model containing higher errors than LSTM. Time series forecast these models to predict crime trends. For performance evaluation, the Root Mean Square Error (RMSE) used in terms of parameter in different sizes of training samples [14-16].

From Figure 10 we can identify that the true value and predicted value is almost same and here we got the RMSE value for predicted test set is 0.002597. It is a very low error value. The optimal time period for crime trends forecasting is 10 years where the RMSE is the minimum. The results also showed that LSTM model performed better than traditional neural network models. The neural network seems has lower RMSE but the correlation between predicted values and the real ones is low. The visualization of the trends in Figure 9 and Figure 10 also conforms this conclusion.

6. Conclusion

This paper investigated that the LSTM neural networks based approach is for predicting the future class labels of a crime incidents. To evaluate the performance of our method, we use a data set that collects all the necessary information of crime indices in the different states of India. These data are generated, which will be beneficial for the police and the enforcement department. Before applying the LSTM model, we used a pre-processing and analysis of the entire crime data. Finally we represented the different states with different crimes such as crime against women, children, murder, and kidnap.

Big Data Analytics and visualization techniques were utilized to analyze crime big data from different Indian states, which allowed us to identify patterns and obtain trends. By exploring the deep learning algorithm LSTM, we found that LSTM performs better than other conventional neural network model. Also found the optimal time period for the training will take many more years, in order to achieve the best prediction of trends in terms of Real Mean Square Error, RMSE correlation. Optimal parameters for the LSTM models are also determined. Other results explained above will provide new insights to crime trends and will assist both police departments and law enforcement agencies in their decision making.

Google map visualization helps a person; who entering in the new place to get a whole idea of the state’s crime details. So he can take precautions. Finally, the performance analysis of the proposed system by considering the RMSE is done.
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