Maximally Stable Extremal Regions and Naïve Bayes to Detect Scene Text
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Abstract. This study examines the performance of Maximally Stable Extremal Regions (MSER) and Naïve Bayes in detecting scene text. The variance of types and sizes of fonts, uneven lighting conditions, the text orientation, a complex background, occlusion, and the presence of objects that resemble text, make the scene text detection is quite challenging. The initial stage of the detection process is to use MSER to get the candidate characters in the image. The validation process of the candidate character uses the Naïve Bayes classifier, which we trained using char74k and CIFAR10 data sets. The classification process used HOG as the extracted features. The system validates the candidates by comparing the Naïve Bayes probability value with the specified threshold value. By using 100 images from ICDAR 2015, the research obtains a 50% reduction of the candidate with an accuracy increase of 8% for Naïve Bayes using threshold values. The result shows that Naïve Bayes with the thresholding value is better than the usual Naïve Bayes classification in selecting candidates.

1. Introduction

Research on scenes text detection and recognition is developing rapidly along with the development of computer vision. The flexibility of using a mobile phone to take pictures, makes it possible to use input in the form of images to obtain information. Machine translation, image retrieval, information extraction are some implementations of scene text recognition. There are two approaches to generating text candidates, namely using Region-Based and Connected Component-Based [1]. MSER is one of the popular methods that use the Connected Components-Based approach. This method applies the watershed principle to segment candidate objects that will be recognized [2]. The advantages of this method are resistant to scaling and rotation. That advantages are suitable for following the text scene that is varying in size and multi-orientation. MSER performs segmentation by determining areas that have a stable connected component of some gray-level sets of the image [3].

Neumann [3] was the first to use the MSER method to detect text. There were some stages. It started with character classification using SVM and continued with forming text-lines to get bounding boxes, and the geometric normalization to detect the non-horizontal text. Turkey [4] combined MSER with CNN to extract features while Huang [5] approached MSER with the sliding window. He [6] focused on improving MSER by adding a contrast enhancement process. Both Huang and He used CNN to detect the text. Another researcher, Soni [7], exploited the edge smoothing process before doing MSER and did not use the deep learning method to get character candidates. Candidates for the obtained characters are then selected using rules or learning classifier. The rules used to select text include aspects of ratio, stroke width, color consistency, compactness, and other possible features [8]. Support Vector Machine [3,9,10], Naïve Bayes [11], Ada Boost [1], and Random Forest [12] methods are some methods to classify the candidate regions, as characters or not characters. This research used Naïve Bayes to
determine the areas of a font. We use a threshold of the probabilistic value to select text candidates as a font. Usually, Naïve Bayes Classifier compares the probabilistic value between the two classes. We examine some probabilistic values, for example, 0.75 or 0.9, to get a higher precision value. Therefore, in this study, MSER and Naïve Bayes will be used to select candidate characters in the scene text detection. This research would examine the performance of Naïve Bayes to detect text using determined threshold value. We used precision, recall and f-measure to measure the performance of Naïve Bayes.

2. Method
There were two stages for detecting characters with MSER and Naïve Bayes classification, namely training classifiers and the detection process. The top part of Figure 1 is the Naïve Bayes classifier training process, while the bottom part is the text detection process. In Figure 1, the first process was resizing and grayscale from the Char74K [13], CIFAR10 [14] data set. Data was set to detect candidate characters is Char74K, consisting of 12,500 images of numbers, lowercase letters, and capital letters with various letter sizes and image sizes. We used a CIFAR10 data set, consist of 60,000 images from 10 types of objects with an image size of 32x32, to detect non-text. The process continued with down sampling for non-texted data so that the numbers were as large as 12500. From this data set, we split into training data and validation data with a ratio of 2:1. Modeling began with resizing and grayscale. We continued the process with feature extraction, using the Histogram of Gradient (HoG). Finally, we used the extraction results to train and validate the Naïve Bayes model.

The second stage was the process of detecting text scenes. We used a sample of 100 images from the ICDAR 2015 data set [15]. At the bottom of Figure 1, the initial process was grayscale and used MSER to get character candidates. The next process was extracting the HOG feature and validating candidate characters using a trained classifier. To reduce positive false, we filtered the candidate characters based on their probabilities. We selected the classification results using the area of text box and aspect ratio to reduce false positives. The final stage was the merging of intersecting boxes using Non-Maximum Suppression (NMS). The output of this process was the character bounding box. We compared the precision of the output using the original Naïve Bayes and the Naïve Bayes using thresholds.

3. Results and Discussion
3.1. Model of Classifier
We measured the performance of the Naïve Bayes classifier model using validation data for non-text and text data, respectively 4117 and 4113. The average of precision, recall, and F-measure reached 0.88. Table 1 presents details of the results. We used the parameter values from the Naïve Bayes validation result to select text candidates from the MSER extraction. Based on [16], it explains that Naïve Bayes still worked effectively, even though we have not checked the assumptions independent of the features. The high-performance value, in this case, reinforces the notion that the data set of text and non-text were also linear, as appropriate as stated by Rish [16]. Table 1 shows the high precision values in recognizing
objects like a letter, in which the value achieved 0.90. Based on this result, we conclude that this Naïve Bayes classifier has a potential model in text scene detection.

|               | Precision | Recall | F-Measure | Number of Data |
|---------------|-----------|--------|-----------|----------------|
| Non-Text      | 0.86      | 0.91   | 0.88      | 4117           |
| Text          | 0.90      | 0.85   | 0.88      | 4133           |
| Average       | 0.88      | 0.88   | 0.88      |                 |

3.2. MSER and The Classification of Candidate Character
The scene text detection process used the ICDAR 2015 data set. It used MSER to generate candidate scene texts from grayscale images. Figure 2 is one example of detecting text candidates' process. We continued the process with resizing, grayscale, and HOG feature extraction. The process examined the candidate text using a threshold value that was determined by the researcher. In this study, it chose 0.1 as a threshold value. In Figure 2, the blue boxes are the result of detection from MSER. Some of the detected boxes are not text. The result is consistent with that presented by Soni [11]. MSER produces a great candidate but need to do a filter to obtain the candidate character. Figure 3 shows the classification results. In Figure 4, it filters the letters based on the aspect ratio rules and candidate area. In Figure 5, there are still errors in detecting scene text. The process removes the non-text boxes.

![Figure 2. Candidate Text Box of MSER.](image)

![Figure 3. Naïve Bayes Selection with Threshold 0.1](image)
3.3. False Positive Reduction and NMS

Text candidates from the Naïve Bayes selection still contained images that are not text. For this reason, the selection results of Naïve Bayes were re-selected using rule-based, namely aspect ratio [3] and area [17]. The final stage was to supervise intersecting text boxes using the NMS process, which suppressed the text box with an intersection > 0.8. Figure 5 shows the final result of scene text detection. The use of rule-based is to eliminate false-positives. The process deleted the dense text that recognized as a character at a previous stage. Based on Figure 2, we concluded that it is difficult using a character-level approach in detecting dense text. This process removes several text boxes. Figure 6 explains the details of the algorithm for detecting box selection. Line 13 from Figure 6 shows the algorithm delete box in which the candidate area is too small (less than 30) or too large (more than 4500). From line 17 of Figure 6, we rejected the aspect ratio that more than two or less than 2.5. All values are obtained from the results of the experiment.

```
1: function selection_box (result_boxes, gray_images, loaded_model):
2:    b_box = prepare list of selection result
3:    for i = 1 to length(result_boxes) do
4:        x1, y1, x2, y2 = result[i]
5:        crop_image = gray_images[y1:y2, x1:x2]
6:        crop_resize = resizing (crop_image)
7:        img_hog = extract_feature (crop_size)
```
8: probability_value = predict_probability(img_hog, loaded_model)
9: if probability_value(nontext) > 0.1 then
10: continue
11: end if
12: w=x2-x1, h=y2-y1, area = w*h
13: if (area < 30) or (area > 4500):
14: continue
15: end if
16: aspect_ratio = w/h
17: if (aspect_ratio > 2) or (aspect_ratio <0.25):
18: continue
19: end if
20: b_box[i]=x1,y1,x2,y2
21: end for
22: return b_box
23: end function

**Figure 6.** The Algorithm of candidate character selection

### 3.4 Detection Result

Table 2 shows a comparison of the precision of using threshold values with classifications. The number of correctly detected candidate characters does not change. The difference lies in fewer false-positive characters. Nevertheless, the accuracy value has not produced a high value. We used 100 images from the 2015 ICDAR data set. The Naïve Bayes with a threshold able to reduce the number of detecting texts, half of the Naïve Bayes Classification. Although the number of correct text boxes is 877 and it is less than Naïve Bayes Classification. The precision is more than Naïve Bayes classification, which is 0.2385. The use of the threshold is similar to Iqbal [18], which uses threshold in the Bayesian Network to select candidates.

|                   | Naïve Bayes With Threshold | Naïve Bayes Classification |
|-------------------|-----------------------------|-----------------------------|
| Number of True Text Box | 877                         | 1117                        |
| Number of Detection | 3677                        | 7100                        |
| Precision         | 0.2385                      | 0.1573                      |

During the detection process, there are several conditions causing false-positive. Those examples of scene text that were successfully detected. The dark condition in Figure 7, the complexity of the background from Figure 8, the presence of similar objects in Figure 10, such as windows, fences, lights are some of the results of the proposed scene text detection. Figure 9 is the example of using MSER we able to detect text with multi-orientation.

**Figure 7.** The Dark Condition
Figure 8. The Complexity of the Background

Figure 9. The Example of Using MSER

Figure 10. The Results of the Proposed Scene Text Detection
4. Conclusion
Based on the test results, it has been shown that the use of threshold value on Naïve Bayes can reduce the false positive value in the scene text detection. Even so, the resulting accuracy is still low. Detection using character levels has constraints when detecting dense text. For the next research, the researcher considers using a word level approach. Selection of extraction features that not only use low-level features, optimizing threshold values and using the different datasets to create a classifier are several ways to produce more accurate text scene detection.
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