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Abstract: This paper describes a polynomial time algorithm for solving graph isomorphism and automorphism. We introduce a new tree data structure called Walk Length Tree. We show that such tree can be both constructed and compared with another in polynomial time. We prove that graph isomorphism and automorphism can be solved in polynomial time using Walk Length Trees.
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1. Introduction

The graph isomorphism (GI) problem is one of the most famous open problems in theoretical computer science. Two graphs are isomorphic if there exists a bijective function between their vertex sets that preserves adjacency relationship. Two Graphs, with \( n \) vertices each, have \( n! \) possible one to one correspondences between the vertex sets. So, checking all such correspondences for large \( n \) is impractical. Graph automorphism is a similar problem like GI, where the input is a single graph and we have to find out all possible mappings to itself. In other words, automorphism means graph isomorphism with itself.

GI is an important tool for a number of areas including computer vision, pattern recognition, bioinformatics, mathematical chemistry and electronic design automation. As an example, chemists use graphs to model chemical compounds, where vertices and edges represent atoms and chemical bonds respectively. A new synthesized chemical compound is required to be checked with other potential molecular graphs from a database to see whether the molecular graph of the new compound is the same as one already known.

It can be shown that these problems are in NP and it is unknown whether it has polynomial time algorithm or they are in NP-complete [13]. In this paper, we propose a new polynomial time algorithm for solving graph isomorphism problem. In other words, in this paper, we prove that they are in \( P \).

Two isomorphic graphs must have same number of vertices and edges. The degrees of the corresponding vertices in isomorphic graphs must be the same. They must also have simple circuits of same length. It is possible that these invariants are same for two graphs that are not isomorphic. There are no useful sets of invariants currently known that can be computed in polynomial time to determine whether two graphs are isomorphic [21].

The list of published algorithms that attempt to solve GI is long [13]. We are listing a few of these. The best currently accepted theoretical algorithm, which has \( e^{O(\sqrt{n \log n})} \) time complexity, is due to [2]. Later, the author claimed that GI is in quasi-polynomial time, which has not been fully peer-reviewed yet [12]. There exists a number of polynomial time algorithms for some restricted graphs. For example, a polynomial time algorithm is described in [1] for graphs of bounded degree. In [22], the authors gave a linear time algorithm for tree isomorphism. Moreover, polynomial time algorithms exist for planer graphs [3], interval graphs [4], permutation graphs [5], circulant graphs.
[7], graphs with bounded tree width [8], graphs with bounded genus [10], and graphs with bounded eigenvalue multiplicity [11].

Apart from these theoretical achievements, a number of software packages to solve GI are available. Some of the well-known packages are namely nauty [6,15], saucy [16], bliss [18]. A study on their performances can be found in [13]. A study on the performance of some exact graph isomorphism algorithms for different types of graphs is reported in [19].

The main contribution of this paper is that, we propose an algorithm to detect graph isomorphism and automorphism that runs in polynomial time. We also propose a new rooted tree data structure called Walk Length Tree. We provide a polynomial time algorithm to construct this tree. We also prove that two of such trees can be compared for equivalency by showing one to one correspondences between them in polynomial time. Our algorithm first create Walk Length Trees for underlying graphs, then those are used to solve graph isomorphism and automorphism problem in polynomial time.

Remark 1 (Both our proposed algorithms and Walk Length Tree are new concepts). To the best of our knowledge, Walk Length Tree is a new data structure. The author would also like to declare that the proposed algorithms that use Walk Length Trees and run in polynomial time, to detect graph isomorphism and automorphism, are entirely new concepts.

The rest of the paper is organized in the following way. In section 2, some notations, definitions, symbol used in this paper are discussed. The construction, properties and computational aspects of Walk Length Trees are discussed in section 3. In section 4, we provide theorems that connects Walk Length Trees with graph automorphism and isomorphism problems. Finally, our proposed algorithms are described in the same section.

2. Preliminary

This section contains some graph related definitions and theorems that are taken from [21].

A graph $G = (V, E)$ consists of $V$, a nonempty set of $n$ vertices and $E$, a set of $m$ edges. Each edge has either one or two vertices associated with it, called its endpoints.

An edge is said to connect its endpoints.

Figure 1 and Figure 2 are examples of two undirected graphs. For both cases, $n = 8$ and $m = 12$. In addition, these two graphs are isomorphic.

A graph in which each edge connects two different vertices and where no two edges connect the same pair of vertices is called a simple graph. Graphs that have multiple edges connecting the same vertices are called multigraphs.

An edge can connect a vertex to itself. Such edges are called loops.

A directed graph consists of a nonempty set of vertices and a set of directed edges. Each directed edge is associated with an ordered pair of vertices. The directed edge associated with the ordered pair $(u, v)$ is said to start at $u$ and end at $v$. $u$ is said to be adjacent to $v$ and $v$ is said to be adjacent from $u$. We call $u$ and $v$ as the initial and terminal vertex of this edge.

The degree of a vertex $v$ in an undirected graph denoted by $\deg(v)$ is the number of edges incident with it. The in-degree of vertex $v$ in a directed graph denoted by $\deg^{-}(v)$ is the number of edges with $v$ as their terminal vertex. The out-degree of vertex $v$ in a directed graph denoted by $\deg^{+}(v)$ is the number of edges with $v$ as their initial vertex.

Graphs that have a number assigned to each edge are called weighted graphs.

A walk consists of an alternating sequence of vertices and edges consecutive elements of which are incident, that begins and ends with a vertex. The length of a walk is its number of edges. A path is a walk with no repeated vertex.

An undirected graph is called connected if there is a path between every pair of distinct vertices of the graph. An undirected graph that is not connected is called
A disconnected. A connected component of an undirected graph $G$ is a connected subgraph of $G$ that is not a proper subgraph of another connected subgraph of $G$.

A directed graph is strongly connected if there is a path from $v_a$ to $v_b$ and from $v_b$ to $v_a$, whenever $v_a$ and $v_b$ are vertices in the graph. The subgraphs of a directed graph $G$ that are strongly connected but not contained in larger strongly connected subgraphs, that is the maximal strongly connected subgraphs, are called strong components of $G$. A directed graph is weakly connected if there is a path between every two vertices in the underlying undirected graph.

The diameter $d$ of a graph is the greatest distance between any pair of vertices. For a disconnected graph, the distance between two unreachable vertices is $\infty$.

Suppose that the vertices of a graph $G$ are listed arbitrarily as $v_0, \ldots, v_{n-1}$. So, the $i$-th vertex in the list is $v_i$. The adjacency matrix of $G$, denoted by $A_G$, with respect to this listing of the vertices, is the $n \times n$ integer valued matrix, such that:

- if $G$ is undirected, $A_G[i][j]$ is the number of edges between $v_i$ and $v_j$.
- if $G$ is directed, $A_G[i][j]$ is the number of edges from $v_i$ to $v_j$.

The adjacency matrix of graphs in Figure 1 for the vertex listing $[a, b, c, d, e, f, g, h]$ is given in Equation 1.

$$A_G = \begin{bmatrix}
0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 0 & 0 & 1 & 1 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 \\
1 & 0 & 1 & 1 & 0 & 0 & 0 & 0
\end{bmatrix} \quad (1)$$

For an adjacency matrix $A_G$ and a positive integer $r > 0$, we define the power of a matrix by repeating matrix multiplication; that is $A_G^r = A_G \times \cdots \times A_G$. We define $M(n)$, as the time complexity of matrix multiplication routine for two dense square matrices of order $n$. From literature, we know $M(n)$ is polynomial, with respect to $n$ [9].

**Theorem 1** (Counting walks among vertices as stated in [21]). Let $G$ be a graph with adjacency matrix $A_G$ with respect to the ordering $v_1, \ldots, v_n$ of the vertices of the graph (with directed or undirected edges, with multiple edges and loops allowed). The number of different walks of length $r$ from $v_i$ to $v_j$, where $r$ is a positive integer, equals the $(i, j)$th entry of $A_G^r$.

**Proof.** The proof can be found in [21].

3. Walk Length Tree

We describe Walk Length Tree and its properties in this section. In subsection 3.1, we classify the edges $E$ of a graph $G(V, E)$ from the perspective of any arbitrary...
Figure 2. A graph that is isomorphic with the graph in 1.

vertex \( v \in V \). This classification is important in Walk Length Tree construction. We then describe a suitable data structure to store edge weights and parallel edges. This data structure is useful for our proposed algorithms. Moreover, we simplify problem statement by using this data structure. We provide two other simplifications in subsection 3.2. In subsection 3.3, we describe both definition, and construction complexity of Walk Length Tree in details. We provide some very important properties of Walk Length Tree in subsection 3.4. In brief, the purpose of one Walk Length Tree is to classify vertices and edges from one reference point. In multigraphs or weighted graphs, we need more variants to distinguish those. That is why, we describe some techniques by which we classify them with each other in subsection 3.5. In subsection 3.6, we define a subgraph called star subgraph, by which, we describe how two Walk Length Trees can be equivalent and how two vertices can be equivalent in those Walk Length Trees in subsection 3.7 (for undirected graph) and subsection 3.8 (for directed graph). Finally, in subsection 3.9, we summarize the useful information from a Walk Length Tree those are important for graph isomorphism and automorphism problem.

3.1. Some Related Definitions, Data Structures and Algorithms

**Definition 1** (Edge distance from \( v_i \) of an undirected graph \( G(V, E) \)). Let, \( s_a \) and \( s_b \) be the lengths of the shortest paths from \( v_i \in V \) to the two endpoints of an edge \( e \in E \) respectively, where \( s_a \leq s_b \). We will call \( e \) is an edge of \((s_a + 1)\)-radius from \( v_i \). If any vertex is not reachable from \( v_i \), then any edge connected with it is called an edge of \( \infty \)-radius from \( v_i \). In Figure 1, the length of the shortest paths from \( a \) to \( b \) and \( c \) are 3 and 2 respectively. So, the edge \((b, c)\) is an edge of 3-radius from vertex \( a \).

**Definition 2** (Edge distance from \( v_i \) of a directed graph \( G(V, E) \)). Let \( e \in E \) be an edge that is connecting from vertex \( v_a \in V \) to vertex \( v_b \in V \). The length of the shortest path from \( v_1 \in V \) to \( v_b \) is \( s_a \). We will call \( e \) is an edge of \((s_a + 1)\)-radius from \( v_i \). If any vertex is not reachable from \( v_i \), then any edge connected with it is called an edge of \( \infty \)-radius from \( v_i \). In Figure 10, the length of the shortest paths from \( u_1 \) to \( u_4 \) is 2. So, the edge \((u_4, u_3)\) is an edge of 3 radius from vertex \( u_1 \).

**Lemma 1** (Time complexity of distance based edge classification algorithm). Given a graph \( G(V, E) \), we can classify all edges in \( E \) following Definition 1 (if \( G \) is undirected) or Definition 2 (if \( G \) is directed), for all vertices in \( V \), in polynomial time with respect to \( n \) and \( m \), where \(|V| = n\), and \(|E| = m\).

**Proof.** For the purpose of edge classification, we consider \( G \) as a simple graph by (i) ignoring all loops, (ii) keeping a single edge as a representative edge of all parallel edges that have same endpoints, and (iii) keeping the other edges unchanged. We then consider the weight of every edge as 1 for both weighted and unweighted graphs. Thus, the length and cost of the shortest paths between any two vertices becomes numerically same. We know polynomial time algorithm, with respect to the number of vertices,
to find all pair shortest paths [9]. We first compute the shortest path between all pair of vertices. We then classify any edge from the perspective of any vertex following Definition 1 and Definition 2. It takes $O(mn)$ time. Furthermore, let the length of the shortest path from vertex $u$ to $v$ be $s$. The loop edges of $v$ are edges of $(s + 1)$-radius from $u$. All parallel edges having same endpoints, have same radius value from a vertex $v \in V$. □

**Definition 3** (Data structure for storing edge weights and parallel edges). Let $v_a$ and $v_b$ be two vertices of a graph $G(V,E)$. Let there exist $q \geq 0$ number of edges with or without weights
(i) from $v_a$ to $v_b$ (for directed graph), or
(ii) between $v_a$ and $v_b$ (for undirected graph).
We store $q$ and the edge weights (for weighted graphs) in ascending order.

**Lemma 2** (Time complexity of storing edge weights). We store $q$ and the edge weights (for weighted graphs) in ascending order as described in Definition 3 for each pair of vertices, that have edges between them, such that, given a pair of vertices, $(v_a,v_b)$, we can get $q$ and the weights of the edges between them in sorted order (for weighted graphs) in linear time with respect to $q$.

**Proof.** The time complexity to create the data structure for storing edge weights as described in Definition 3 depends on the type of graph.

1. For unweighted graphs, we store $q$ values for each pair of vertices in a matrix of $n \times n$. It costs $O(n^2)$ time to construct such matrix.
2. For weighted simple graphs, we store the weights of edges in a matrix of $n \times n$. It costs $O(n^2)$ time to construct such matrix.
3. For weighted multigraphs, we apply multi-criterion sorting described below to sort the edge weights.
   - We consider the ordering of the vertices as given in the adjacency matrix that represents the graph in the following way.
   - For directed graph, the weight of edge $(v_x, v_y)$ appears before the weight of edge $(v_c, v_d)$ if $v_x$ appears before $v_c$ or $v_x = v_c$ and $v_y$ appears before $v_d$ in the above ordering. Similarly, for undirected graph, the weight of edge $(v_x, v_y)$ appears before the weight of edge $(v_c, v_d)$ if $v_x$ or $v_y$ appears before both $v_c$ and $v_d$ or $v_x = v_c$ and $v_y$ appears before $v_d$ in the above ordering.
   - For directed graph, weights of parallel edges from $v_x$ to $v_y$ are kept together and the weights of all such parallel edges are sorted in ascending order.
   - For undirected graph, weights of parallel edges between $v_x$ and $v_y$ are kept together and the weights of all such parallel edges are sorted in ascending order.

The above sorting procedure takes polynomial time with respect to $m$, where $|E| = m$, by any comparison based sorting algorithm. We apply quicksort that takes polynomial time with respect to $m$. Once all edge weights are sorted, we store both $q$ as well as the sorted weights in a hash table, such that for any edge these information can be retrieved directly from it. So, we need polynomial time to implement such hash based data structure. □

### 3.2. Simplification

To keep the description of this paper simple, we describe all definitions, theorems, corollaries, lemmas keeping a single unweighted edge as a representative edge of all parallel edges that have same endpoints. However, we can retrieve all parallel edges including their weights from the data structure described in Definition 3, if necessary.
We describe all properties, theorems, and our proposed algorithms (in section 4) for connected undirected graphs and weakly connected directed graphs only.

Let \( G(V, E) \) be a disconnected undirected graph that has \( N \) connected components, where \( N \) is a finite positive number and \( |V| \geq N > 1 \). Any disconnected undirected graph \( G'(V', E') \), which is isomorphic with \( G(V, E) \), must have \( N \) connected components. Suppose we know two polynomial time algorithms to detect graph automorphism and isomorphism for connected components. We need to call those algorithms \( N \) and \( N(N + 1)/2 \) times to detect graph automorphism and graph isomorphism respectively. Thus, the time complexity of graph automorphism and isomorphism checking for undirected graph remains polynomial.

We define weakly connected components of a directed graph as the subgraphs of a directed graph \( G \) that are weakly connected but not contained in larger weakly connected subgraphs, that is, the maximal weakly connected subgraphs, are called the weakly connected components of \( G \). Let \( G(V, E) \) be a directed graph that has \( N \) weakly connected components, where \( N \) is a finite positive number and \( |V| \geq N > 1 \). Any directed graph \( G'(V', E') \), which is isomorphic with \( G(V, E) \), must have \( N \) weakly connected components. Suppose we know two polynomial time algorithms to detect graph automorphism and isomorphism for weakly connected components. We need to call those algorithms \( N \) and \( N(N + 1)/2 \) times to detect graph automorphism and graph isomorphism respectively. Thus, the time complexity of graph automorphism and isomorphism checking for directed graph remains polynomial.

3.3. Walk Length Tree construction

**Definition 4** (Walk Length Tree). Let \( A_G \) be the adjacency matrix representation of \( G(V, E) \), constructed following the vertex listing: \([v_0, . . . , v_{n−1}]\), where \( |V| = n \). \( T_{v_i}(G) \) is the Walk Length Tree or WLT from \( v_i \) of \( G(V, E) \), where \( v_i \in V \). We define this tree by the way it is constructed.

- \( T_{v_i}(G) \) is a rooted tree of height \( n \). We call \( v_i \) as the reference vertex of \( T_{v_i}(G) \).
- A node at the \( l \)-th level of the tree denoted as \( N(i, j) \), where \( j \) is the position of the node from left, contains a tuple \((W, p, Z)\), where \( W \subseteq V \), \( p \) is positive integer, and \( Z \subseteq E \).
- For root node \( N(0, 0) \), it contains tuple \((V, 0, \{∅}\)\).
- Each node \( N(i, j) \), except leaf nodes, has one or more child nodes \( N(i + 1, j'), . . . , N(i + 1, j' + k') \), where \( j', k' \geq 0 \). Each of the vertex \( v_k \in W \) of \( N(i, j) \), is assigned to exactly one of its child node’s \( W \) set.
- According to Theorem 1, the number of \( l \)-length walks from reference vertex \( (v_i) \) to a vertex \( v_j \) is \( A_G^{i,j}(l) \). For a node \( N(i, j) \), the number of \( l \)-length walks from reference vertex \( (v_i) \) to any vertex \( v_k \in W \) is same. This value is denoted as \( p \). We explain below how we distribute the vertices in \( W \) set among its child nodes’ \( W \) sets and maintain their \( p \) values.
  1. The \( p \) value of the root node is \( 0 \) by definition.
  2. The vertices in \( W \) of a node \( N(i, j) \) (except leaf nodes), is partitioned based on the number of \( (l + 1) \)-length walks from \( v_i \) such that all vertices in the same part have same number of \( (l + 1) \)-length walks from \( v_i \). Any two vertices taken from any two different parts have different number of \( (l + 1) \)-length walks from \( v_i \).
  3. Each of these parts is assigned to one of its child node’s \( W \) set.
  4. The order of the child nodes from left to right is in ascending order of their \( p \) values.
  5. These rules above apply repeatedly for each node \( N(i, j), i < n \), in the WLT.
- The last item in this tuple is \( Z \subseteq E \), which is described below.
  1. for multigraph, a single edge as a representative edge from all parallel edges that have same endpoints, will be considered in the \( Z \) set.
  2. an edge is assigned in the \( Z \) set of exactly one node of the WLT.
  3. if \( e \) is an edge of \( ∞ \)-radius from \( v_i \), then it will not be an element of any \( Z \) sets of that WLT.
Figure 3. The Walk Length Tree of the graph in Figure 1 from vertex $a$.

4. if $(v_a, v_b)$ is an edge of $l$-radius edge from $v_a$, it is assigned to the $Z$ set of a node $N(l, j)$, where $r = l$ and $j$ is chosen in the following way.

5. for a directed graph, this edge is an element of the $Z$ set of the same node $N(l, j)$, whose $W$ set contains $v_b$.

6. for an undirected graph,
   (case 1) Let both $v_a$ and $v_b$ be in the $W$ set of a node $N(l, j)$, it is assigned to the $Z$ set of $N(l, j)$.
   (case 2) If $v_a$ and $v_b$ be in the $W$ set of $N(l, j)$ and $N(l, j_1)$ respectively, where $j_1 > j$, it is assigned to the $Z$ set of $N(l, j)$.

The WLT of the graph in Figure 1 from vertex $a$ is given in Figure 3. It can be verified by raising the adjacency matrix (in equation 1) to power of 2, . . . , 8. We insert the node information $N(l, j)$ with each node of this WLT.

The WLT of the graph in Figure 2 from vertex $b$ is given in Figure 4.

A graph have $n$ WLTs. In Theorem 2, we describe the time complexity of creating all $n$ WLTs of a given graph.

**Theorem 2** (Time complexity of constructing all Walk Length Trees of $G$). Given the adjacency matrix representation $A_G$ of a graph $G(V, E)$, we can construct $n$ WLTs with reference to all vertices $v_0, . . . , v_{n-1} \in V$ of $G$, as given in Definition 4, in polynomial time with respect to $n$ and $m$, where $n = |V|$ and $m = |E|$.
Figure 4. The Walk Length Tree of the graph in Figure 2 from vertex B.
Proof. We need to compute $A_{G'}^r$, where $r = 2, \ldots, n$, which requires polynomial time with respect to $n$ [9], to know $p$ values for all nodes of each WLT.

For a WLT, we construct the W sets of all nodes of a level together. Suppose, all nodes of level $l$ of a WLT are created. Now, we are going to create the nodes of level $l + 1$. To do this, we need to partition all vertices in such a way that the vertices of each part have same number of $l + 1$ length walks from the reference vertex and are from the same node at level $l$. Now, we assign each part to the W set of the appropriate node at level $l + 1$. We implement a multi-criterion based comparator function and use it in a computation based sorting algorithm to do this partition. This sorting is done in polynomial time with respect to $n$.

For a WLT, we have $n$ levels. So in total, we have $n^2$ levels over $n$ such trees. Thus the complexity of constructing trees, without $Z$ sets, from $A_{G'}$, for $r = 2, \ldots, n$ is polynomial with respect to $n$.

We store all W sets in a hash table, such that we can get a particular W set by calling a hash function with $N(l,j)$. We also need to know the list of nodes at each level, where a vertex is assigned to their W set. We store it by a list of $n$ integers. So a $n \times n$ integer matrix can store this information.

We apply edge classification method discussed in Lemma 1 to know the edge distance from the reference vertex of that WLT. It requires polynomial time with respect to $n$ and $m$. Let $(v_a,v_b)$ be an edge of $l$-radius from the reference vertex. From the definition of WLT, we know how this edge will be added to the $Z$ set of a single node of a WLT at level $l$. This is done in constant time provided that given the two endpoints $v_a$ and $v_b$, we know the nodes in level $l$ whose W sets contain these two vertices.

For one WLT, we need $O(m)$ time to assign all edges to corresponding $Z$ sets of all nodes. Thus, in total, we need $O(mn)$ time to assign all edges to corresponding $Z$ sets to all nodes of all Walk Length Trees.

So, the time complexity of constructing all Walk Length Trees of $G$ is polynomial. □

Definition 5 (Shallow equivalent between two nodes of Walk Length Trees). Suppose, we have two nodes $N(l_1,j_1)$ and $N(l_2,j_2)$ from two different WLTs. We say $N(l_1,j_1)$ and $N(l_2,j_2)$ are shallow equivalent if and only if all of the following assertions are true:

- $l_1 = l_2$.
- $j_1 = j_2$.
- the $p$ value of both nodes are equal.
- the cardinality of W sets of both nodes are equal.
- the cardinality of $Z$ sets of both nodes are equal.
- both nodes have equal number of child nodes.
- if the $Z$ set of $N(l_1,j_1)$ contains the reference vertex of its WLT, the $Z$ set of $N(l_2,j_2)$ must contain the reference vertex of its WLT and vice versa.

Definition 6 (Shallow equivalent between two Walk Length Trees). Two WLTs, $T_{v_i}(G)$ and $T_{v_i}({G'})$ are called shallow equivalent, denoted as $T_{v_i}(G) \equiv T_{v_i}({G'})$, if and only if for each node in $T_{v_i}(G)$ there must be a shallow equivalent node in $T_{v_i}({G'})$ and vice versa. Here, $G$ and $G'$ may or may not be the same graph.

For each node in the WLT of Figure 1 has a shallow equivalent node in the WLT of Figure 2. Thus, these are shallow equivalent WLTs.

From Definition 5 and Definition 6, we can conclude that the number of nodes at any level of two shallow equivalent WLTs are same.

Theorem 3 (Time complexity to check Walk Length Tree shallow equivalency). We can check the shallow equivalency between two WLTs, as described in Definition 5, and Definition 6, in $O(n^2)$ time.
1. check if \( i = i' \) and \( j = j' \): this is done in \( \mathcal{O}(1) \) time.
2. check the equality of their \( p \) values: this is done in \( \mathcal{O}(1) \) time.
3. check the equality of the cardinalities of their \( W \) sets: this is done in \( \mathcal{O}(1) \) time.
4. check the equality of the cardinalities of their \( Z \) sets: this is done in \( \mathcal{O}(1) \) time.
5. check if they have same number of child nodes: this is done in \( \mathcal{O}(1) \) time.
6. both nodes must either contain the reference vertex or not contain the reference vertex. This constraint can be checked in \( \mathcal{O}(n) \) time as the list of nodes at each level that contain a particular vertex is stored in a matrix as described in Theorem 2. This check is done one time for a pair of WLTS.

Given two nodes, each from each of the WLTS, we need \( \mathcal{O}(1) \) time to check their shallow equivalency. The number of nodes in a Walk Length Tree is bounded by \( \mathcal{O}(n^2) \). So, the complexity to check the shallow equivalency of two such WLTS can be done in \( \mathcal{O}(n^2) \) time. \( \square \)

3.4. Properties of Walk Length Trees

**Lemma 3** (Walk length tree is unique). For a graph \( G(V, E) \) and a vertex \( v \in V \), we get the same WLT \( T_v(G) \), irrespective of its construction.

Thus, we can create \( n \) different WLTS from a graph that has \( n \) vertices.

**Lemma 4** (Reconstructing of a graph from a Walk Length Tree). Given a WLT \( T_v(G) \) and the data structure as described in Definition 3 that stores parallel edges with weights, we can reconstruct \( G \).

All \( l \)-radius edges, where \( n \geq l > 0 \), from \( v \) can be found in the \( Z \) sets of all nodes in level \( l \) of the WLT \( T_v(G) \). In this paper, we show that how WLTS are used to distinguish each vertices and edges.

**Definition 7** (Leveled graph of Walk Length Tree). A leveled graph \( G_l(V, E_l) \) of \( T_v(G) \) is defined as a subgraph of \( G(V, E) \), whose edge set \( E_l \subseteq E \) contains edges of \( k \)-radius from \( v_i \), where \( k = 1, \ldots, l \).

For example, Figure 5, Figure 6 are leveled graphs \( G_1(V, E_1) \) and \( G_2(V, E_2) \) respectively of graph in Figure 1 considering WLT in Figure 3. It should be noted that \( G_3(V, E_3) \) of the graph in Figure 1 considering WLT in Figure 3 has all edges of the graph.

**Lemma 5** (Walk Length Tree and leveled graphs). For a given graph \( G(V, E) \), all leveled graphs \( G_l(V, E_l) \), for \( l = 1, \ldots, n \), of any particular WLT are fixed. Consequently, \( G_n(V, E_n) \) of any particular WLT, is \( G(V, E) \), if \( G \) is a connected undirected graph or a strongly connected graph.
any vertex in \( G \). Because two vertices having same rank might be shallow equivalent. If their ranks are same.

\[ V \subset E \subset E_n \subset E \]

3.5. Ordering Of Vertices and Edges

In this section, we order both vertices and edges of a graph. This ordering becomes important when we check the equivalency between two WLTs.

**Definition 8 (Walk Length Tree and rank of a vertex).** Given a WLT \( T_v(G) \), let a vertex \( v \) be in the \( W \) set of a leaf node \( N(n, j) \). We call \( j \) as the rank of \( v \). Every vertex has a rank in a WLT.

The rank of vertex \( b \) and \( c \) are 0 and 1 respectively in the WLT of Figure 3.

**Definition 9 (Shallow equivalent Walk Length Trees and vertex shallow equivalent).** Let \( G(V, E) \) and \( G'(V', E') \) be two graphs and \( T_v(G) \equiv T_{v'}(G') \), where \( v \in V \) and \( v' \in V' \), a vertex \( v \in V \) is called shallow equivalent to a vertex \( v' \in V' \) if their ranks are same.

The reference vertices of these two WLTs are called shallow equivalent as they are in the \( W \) set of two shallow equivalent leaf nodes.

From Definition 9, the following shallow vertex equivalences between the Walk Length Trees in Figure 3 and Figure 4 can be found.

- vertex \( a \) and \( b \) are shallow equivalent to vertex \( B \) and \( C \) respectively.
- any vertex in \( \{c, d, e\} \) is shallow equivalent to any vertex in \( \{D, E, G\} \) and vice versa.
- any vertex in \( \{f, g, h\} \) is shallow equivalent to any vertex in \( \{A, H, F\} \) and vice versa.

**Lemma 6 (Shallow equivalent vertices and their nodes).** Let \( G(V, E) \) and \( G'(V', E') \) be two graphs and \( T_v(G) \equiv T_{v'}(G') \). Let \( v \) and \( v' \) be two shallow equivalent vertices from \( G(V, E) \) and \( G'(V', E') \) respectively with respect to these WLTs. If \( v \) and \( v' \) are in the \( W \) sets of node \( N(I, j) \) and \( N(I, j') \) respectively, for \( I \geq 0 \) then \( j = j' \).

**Proof.** We prove it by contradiction. Suppose, \( j < j' \). If we visit the vertices in the \( W \) sets of the leaves of any of the WLTs from left to right we will see vertices in the \( W \) set of \( N(I, j) \) before those of \( N(I, j') \). So the rank of any vertices in the \( W \) set of \( N(I, j) \) is smaller than the rank of all vertices in the \( W \) set of \( N(I, j') \). So the rank of \( v \) is smaller than the rank of \( v' \). This is a contradiction as they are shallow equivalent. So \( j = j' \) and these two nodes are shallow equivalent.

The ordering of vertices based on the rank is not enough when we check the equivalency between two WLTs. Because two vertices having same rank might be different considering their edges. Given a graph \( G(V, E) \) and a WLT \( T_v(G) \), we sort the

![Figure 6. Leveled graph \( G_2(V, E_2) \) of graph in Figure 1 considering WLT in 3.](image-url)
Algorithm 1 Comparator function to sort the vertices

Input: vertices $u$ and $v$ along with their ranks with respect to a WLT

1: if $u$ has greater rank than that of $v$ w.r.t the WLT respectively then
2:   return TRUE
3: else if $v$ has greater rank than that of $u$ w.r.t the WLT respectively then
4:   return FALSE
5: else if $u$ has more loop edges than that of $v$ then
6:   return TRUE
7: else if $v$ has more loop edges than that of $v$ then
8:   return FALSE
9: else if $\deg(u) > \deg(v)$, [for undirected graph] then
10:   return TRUE
11: else if $\deg(u) < \deg(v)$, [for undirected graph] then
12:   return FALSE
13: else if $\deg^+(u) > \deg^+(v)$,[for directed graph] then
14:   return TRUE
15: else if $\deg^+(u) < \deg^+(v)$,[for directed graph] then
16:   return FALSE
17: else if $\deg^-(u) > \deg^-(v)$,[for directed graph] then
18:   return TRUE
19: else if $\deg^-(u) < \deg^-(v)$,[ for directed graph] then
20:   return FALSE
21: else
22:   We need to sort all edges that have $u$ or $v$ as endpoints separately in the following way. (for unweighted undirected graph) sort all non-loop edges according to the rank of the other endpoints. (for unweighted directed graph) (i) first, keep all incoming non-loop edges in ascending order of the ranks of the other endpoints, (ii) then keep all outgoing non-loop edges in ascending order of the ranks of the other endpoints. (for weighted undirected graph) (i) first, keep all loop edges in ascending order of the edge weights, (ii) then keep all non-loop edges in ascending order of the edge weights. If two or more edge weights are equal then determine their ordering based on the rank of the other endpoints. (for weighted directed graph) (i) first, keep all loop edges in ascending order of the edge weights, (ii) then keep all non-loop and incoming edges in ascending order of the edge weights. And finally, (iii) keep all non-loop and outgoing edges in ascending order of the edge weights. If two or more edge weights are equal then determine their ordering based on the rank of the other endpoints.
23:   for $i = 0, 1, \ldots,$ do
24:     if the weight of the $i$-th edge of $u$ is greater than that of $v$ then
25:       return TRUE
26:     else if the weight of the $i$-th edge of $v$ is greater than that of $u$ then
27:       return FALSE
28:     else if the rank of the other endpoint of $i$-th edge of $u$ is greater than that of $v$ then
29:       return TRUE
30:     else if the rank of the other endpoint of $i$-th edge of $v$ is greater than that of $u$ then
31:       return FALSE
32:   end if
33: end for
34: end if
35: return EQUAL
vertices of the graph using Algorithm 1, as a comparator function. In this sorting, we consider their edges. The time complexity to sort the vertices is described in Lemma 7.

**Lemma 7 (Time complexity to sort the vertices).** We can sort the vertices of a graph with respect to a WLT using Algorithm 1 in polynomial time.

**Proof.** In worst case, Algorithm 1 needs to sort the edges that are connected with the input vertices. Let $m'$ be a positive number denoting the maximum number of edges that are connected with any vertices of the graph. So, the worst case running time of this algorithm is $O(m'\log(m'))$, provided we use a comparison based sorting algorithm inside of this algorithm to sort edges. As $m \geq m'$, Algorithm 1 runs in polynomial time with respect to $m$.

So the time complexity to sort $n$ vertices, using Algorithm 1 as a comparator function, is polynomial with respect to $n$ and $m$. \qed

**Algorithm 2 Computing comprehensive ranks for vertices**

Input: (i) a graph $G(V, E)$, (ii) a WLT $T_{V_i}(G)$, and (iii) list of vertices $(v_0, \ldots, v_{|V|-1})$ in sorted order based on the comparator function given in 1

```
1: C(v_0) = 0
2: for i = 1, \ldots, |V| - 1 do
3:   if Algorithm 1 returns EQUAL for $v_i$, $v_{i-1}$, and $T_{V_i}(G)$ then
4:     C(v_i) = C(v_{i-1})
5:   else
6:     C(v_i) = C(v_{i-1}) + 1
7: end if
8: end for
```

**Definition 10 (Comprehensive rank of vertices).** Given a graph $G(V, E)$ and a WLT $T_{V_i}(G)$, we sort the vertices as described above. We call Algorithm 2 with the sorted list of vertices and $T_{V_i}(G)$ to assign a positive integer $C(v)$ for each vertex $v \in V$ in the graph. We call $C(v)$ as the comprehensive rank of vertex $v$ with respect to $T_{V_i}(G)$.

The comprehensive ranks of vertices in the graph given in Figure 1 with respect to the Walk Length Tree in Figure 3 are the same as their rank.

**Definition 11 (Shallow equivalent edge).** Let $(W, p, Z)$ and $(W', p', Z')$ be the tuples of two shallow equivalent nodes of two WLTs. We call edge $(v_x, v_y) \in Z$, and $(v'_x, v'_y) \in Z'$ are shallow equivalent if (for directed graph) $v_x$ and $v_y$ are shallow equivalent to $v'_x$, and $v'_y$ respectively, (for undirected graph) $v_x$ and $v_y$ are shallow equivalent to either $v'_x$, and $v'_y$ respectively or $v'_x$, and $v'_y$ respectively.

From Definition 11, the following shallow equivalent edges between the WLTs in Figure 3 and Figure 4 can be found.

- any edge in $Z$ of $N(1, 0)$ in Figure 3, that is $\{(a, f), (a, g), (a, h)\}$, is shallow equivalent to any edge in $Z$ of $N(1, 0)$ in Figure 4, that is $\{(B, A), (B, H), (B, F)\}$.
- any edge in $Z$ of $N(2, 1)$ in Figure 3, that is $\{(f, c), (f, e), (g, e), (g, d), (h, c), (h, d)\}$, is shallow equivalent to any edge in $Z$ of $N(2, 1)$ in Figure 4, that is $\{(A, E), (A, G), (H, D), (H, G), (F, D), (F, E)\}$. 
- any edge in $Z$ of $N(3, 0)$ in Figure 3, that is $\{(b, c), (b, d), (b, e)\}$, is shallow equivalent to any edge in $Z$ of $N(3, 0)$ in Figure 4, that is $\{(C, E), (C, G), (C, D)\}$. 

Algorithm 3 Comparator function to order edges

**Input:** edges \((u, v)\) and \((u', v')\) and a WLT

1: \((u, v)\) is a \(l\)-radius edge with respect to the reference vertex of its WLT
2: \((u', v')\) is a \(l'\)-radius edge with respect to the reference vertex of its WLT
3: if the WLT is created based on a undirected graph, we assume that \(C(u) \leq C(v)\) and \(C(u') \leq C(v')\)
4: if \(l > l'\) then
5: return \(TRUE\)
6: else if \(l < l'\) then
7: return \(FALSE\)
8: else if \(C(u) > C(u')\) with respect to their respective WLTs then
9: return \(TRUE\)
10: else if \(C(u') > C(u)\) with respect to their respective WLTs then
11: return \(FALSE\)
12: else if \(C(v) > C(v')\) with respect to their respective WLTs then
13: return \(TRUE\)
14: else if \(C(v') > C(v)\) with respect to their respective WLTs then
15: return \(FALSE\)
16: else if the \(q\) value of \((u, v)\) is greater than that of \((u', v')\) [as described in Definition 3] then
17: return \(TRUE\)
18: else if the \(q\) value of \((u', v')\) is greater than that of \((u, v)\) [as described in Definition 3] then
19: return \(FALSE\)
20: end if
21: for weighted multigraphs, the sorted edges weights are extracted from hash table as described in Definition 3 as two separate lists
22: for \(i = 0, 1, \ldots, q - 1\) do
23: if the weight of the \(i\)-th edge of \((u, v)\) pair is greater than that of \((u', v')\) pair then
24: return \(TRUE\)
25: else if the weight of the \(i\)-th edge of \((u', v')\) pair is greater than that of \((u, v)\) pair then
26: return \(FALSE\)
27: end if
28: end for
29: return \(EQUAL\)
Like vertices, we also need to sort the edges of a graph. Given a graph $G(V, E)$ and a WLT $T_{v_i}(G)$, we sort the edges of the graph using Algorithm 3, as a comparator function. This sorting is required to distinguish edges that are shallow equivalent with each other in a WLT, but they have differences considering parallel edges and edge weights. The time complexity to sort the edges is described in Lemma 8.

**Lemma 8 (Time complexity to order the edges).** We can sort the edges of a graph $G(V, E)$ with respect to a WLT $T_{v_i}(G)$ using Algorithm 3 as a comparator function in polynomial time.

**Proof.** Algorithm 3 runs in constant time for all kinds of graphs except weighted multigraphs. It runs in linear time with respect to the number of parallel edges in case of weighted multigraphs. So, any comparator based sorting algorithm can sort $m = |E|$ edges using this comparator function in polynomial time with respect to $m$ and the maximum number of parallel edges having same endpoints in the graph. 

**Algorithm 4 Computing comprehensive ranks for edges**

**Input:** (i) a graph $G(V, E)$, (ii) a WLT $T_{v_i}(G)$, and (iii) list of edges $(e_0, \ldots, e_{|E|−1})$ in sorted order based on the comparator function given in Algorithm 3

1. $B(e_0) = 0$
2. for $i = 1, \ldots, |E| − 1$
3. if Algorithm 3 returns $EQUAL$ for $e_i, e_{i−1}$, and $T_{v_i}(G)$ then
4. $B(e_i) = B(e_{i−1})$
5. else
6. $B(e_i) = B(e_{i−1}) + 1$
7. end if
8. end for

**Definition 12 (Comprehensive rank of edges).** Given a graph $G(V, E)$ and a WLT $T_{v_i}(G)$, we sort the edges as described above. We call Algorithm 4 with the sorted list of edges and $T_{v_i}(G)$ to assign a positive integer $B(e)$ for each vertex $e \in E$ in the graph. We call $B(e)$ as the comprehensive rank of edge $e$ with respect to $T_{v_i}(G)$.

3.6. Star Subgraph

In this subsection, we define a subgraph called star subgraph. This subgraph is important in understanding how two vertices from two different WLTs can be equivalent.

**Definition 13 (Star subgraph with a center vertex with respect to a given edge set).** Let $G(V, E)$ be a given graph and let $v \in V$ and $E_c \subseteq E$. We create a subgraph $G_s(V_s, E_s)$ in the following way.

- $E_s$ contains all edges of $E_c$, whose at least one endpoint is $v$.
- for each edge $e_s \in E_s$, we add both of its endpoints in $V_s$. 

**Figure 9.** The star subgraph of the undirected graph in Figure 7 centered at $c$ for an arbitrary edge set $\{(a, c), (a, b), (b, c), (c, d), (e, f)\}$. 


We call $G_s(V_s, E_s)$ the star subgraph of $G(V, E)$ centered at $v \in V$ for the edge set $E_s \subseteq E$.
We denote $v \in V$ as the center vertex of this star subgraph.

The star subgraph of the undirected graph in Figure 7 centered at $c$ for an arbitrary edge set $\{(a, c), (a, b), (b, c), (c, d), (e, f)\}$ is given in Figure 9.

**Lemma 9** (Time complexity in constructing a star graph). The time complexity of constructing a star subgraph of a given graph $G(V, E)$ centered at any vertex for any edge sets $E_s \subseteq E$ is polynomial with respect to $|E_s|$.

**Definition 14** (Vertex equivalent for given edge sets). Let $G(V, E)$ and $G'(V', E')$ be two graphs such that $T_{v_s}(G) \cong T_{v'_s}(G')$. Let $T_{v_s}(G)$ and $T_{v'_s}(G')$ contain $u$ and $u'$ vertices respectively. Given two edge sets $E_g \subseteq E$ and $E'_g \subseteq E'$, we create two star subgraphs $G_s(V_s, E_s)$ and $G'_s(V'_s, E'_s)$ centered at $u \in V$ and $u' \in V'$ for $E_g \subseteq E$ and $E'_g \subseteq E'$ respectively.

We call $u \in V$ and $u' \in V'$ are equivalent for the given edge sets $E_g$ and $E'_g$ with respect to the given shallow equivalent WLTs, if $G_s(V_s, E_s)$ and $G'_s(V'_s, E'_s)$ are isomorphic and the bijective function that shows their isomorphism must satisfy the following constraints.

- $u$ must map to $u'$ and $C(u) = C(u')$.
- if any vertex $v \in V_s$ maps to vertex $v' \in V'_s$, then $C(v) = C(v')$.
- if any edge $e \in E_s$ maps to edge $e' \in E'_s$, then $B(e) = B(e')$.

Furthermore, we call $u \in V$ and $u' \in V'$ are equivalent with respect to the given shallow equivalent WLTs $T_{v}(G)$ and $T_{v'}(G')$, if they are equivalent for edge sets (i) $E$ and $E'$, (ii) $Z$ and $Z'$, where they are the edge sets from any two shallow equivalent node pairs of $T_{v}(G)$ and $T_{v'}(G')$ respectively, and (iii) $E_l$ and $E'_l$, where $E_l$ and $E'_l$ be the set of all $l$-radius edges from $v$ and $v'$ respectively and $n \geq l > 0$.

In the above definitions, $G(V, E)$ and $G'(V', E')$ can be a single graph, and $T_{v}(G)$ and $T_{v'}(G')$ can be also a single WLT.

Algorithm 5 checks the isomorphism between two star graphs as described in Definition 14. For simplicity, this algorithm is written in a general way for all kinds of graphs.

**Lemma 10.** Algorithm 5 runs in polynomial time with respect to the number of vertices and edges in the input star graphs.

The vertex $a$ of Figure 1 is equivalent with the vertex $B$ of Figure 2 with respect to WLTs in Figure 3 and Figure 4 respectively.

### 3.7. Walk Length Tree Equivalences for Undirected Graphs

**Definition 15** (Two equivalent Walk Length Trees of undirected graphs). Two shallow equivalent WLTs from the same or two different undirected graphs are called equivalent if and only if we can create $n$ pairs of vertices $(v, v')$ such that (i) $v$ is from one WLT and $v'$ are from the other WLT, (ii) each vertex will participate only one of those pairs, (iii) if $v$ is the reference vertex of one WLT, $v'$ must be the reference vertex of the other WLT, (iv) $v$ and $v'$ are equivalent with respect to their respective WLTs, so, they are equivalent for the $Z$ edge sets of any two shallow equivalent nodes. We put one more requirement to the bijective function between their edge sets, which is used to prove the isomorphism between the star graphs centered at $v$ and $v'$, that is if one edge maps to another edge, their other endpoints must be equivalent with respect to the given WLTs.

The Walk Length Trees in Figure 3 and Figure 4 are equivalent. We can create the following pairs $(a, B), (b, C), (c, D), (d, E), (e, G), (f, A), (g, H), (h, F)$.
Algorithm 5 Checking if two given star graphs are isomorphic

**Input:** (i) star subgraph $G_s(V_s, E_s)$ and $G'_s(V'_s, E'_s)$ as discussed in Definition 14, (ii) the comprehensive ranks of all vertices and all edges of the subgraphs with respective to some WLTs, and (iii) the center vertices $u \in V$ and $u' \in V'$ of $G_s(V_s, E_s)$ and $G'_s(V'_s, E'_s)$ respectively.

1: if $C(u) \neq C(u')$ OR $|V_s| \neq |V'_s|$ OR $|E_s| \neq |E'_s|$ then
2: return FALSE
3: end if
4: mark all vertices in $V_s$ and $V'_s$ as unchecked except $u$ and $u'$. mark $u$ and $u'$ as checked
5: for each vertex $v \in V_s$ that are unchecked do
6: if there exists an unchecked vertex $v' \in V'_s$ such that (i) $C(v) = C(v')$, (ii) $B(u, v) = B(u', v')$, these two edges are equivalent considering the parallel edges and weights as described in Definition 3 and (iii) $B(v, u) = B(v', u')$ these two edges are also equivalent considering the parallel edges and weights as described in Definition 3. then
7: mark $v$ and $v'$ as checked
8: else
9: return FALSE
10: end if
11: end for
12: if all vertices in both $V_s$ and $V'_s$ are checked then
13: return TRUE
14: end if
15: return FALSE

Lemma 11 (Time complexity to check WLT equivalency in undirected graph). We can check the equivalency between two shallow equivalent WLTs for undirected graphs as described in Definition 15 in polynomial time with respect to $n$ and $m$.

**Proof.** We need to partition all vertices, such that in each part, all vertices satisfy the conditions described in Definition 15. And two vertices from two different parts does not satisfy all those conditions. It takes polynomial time with respect to $n$ and $m$ to do so. If the reference vertices are in the same part and all parts contains even number of vertices, out of which exactly half of them are from one WLT then we can say that the given WLTs are equivalent. □

3.8. Walk Length Tree Equivalences for Directed Graphs

**Definition 16** (Neighbor edge, neighbor vertex and host vertex sets of a Walk Length Tree of a directed graph). Let $G(V, E)$ be the leveled graph of a WLT $T_v(G)$ for a directed graph $G(V, E)$. The neighbor edge set $E_8$ of $T_v(G)$ is a set of edges such that (i) $E_8 \subseteq E$, (ii) $E_8 \cap E_n = \emptyset$, and (iii) for an edge $e \in E_8$, it is an-$r$-radius from $v_1$ and exactly one endpoint of $e$ is not reachable from $v_i$.

The neighbor vertex set $V_8$ of $T_v(G)$ is a set of vertices such that (i) $V_8 \subseteq V$, (ii) any vertex $v \in V_8$ is not reachable from $v_i$, and (iii) there exists at least one neighbor edge of $T_v(G)$, where $v$ is the initial vertex.

The host vertex set $V_h$ of $T_v(G)$ is a set of vertices such that (i) $V_h \subseteq V$, (ii) each vertex $v \in V_h$ is reachable from $v_i$, and (iii) there exists at least one neighbor edge of $T_v(G)$, where $v$ is the terminal vertex.

For a neighbor edge $(u, v) \in E_8$ of $T_v(G)$, where $u$ and $v$ are a neighbor and a host vertex of $T_v(G)$ respectively. We call this pair of vertices as neighbor-host pair vertices of $(u, v)$. We call $v$ as a host vertex of $u$ and we call $u$ as a neighbor vertex of $v$. 
For example, the directed graph in Figure 10, the only neighbor edge of $T_{x_1}(G)$ is $\{(u_5, u_6)\}$. For this edge, $u_5$ and $u_6$ are the neighbor and host vertices respectively.

**Definition 17 (Equivalence of first degree between two Walk Length Trees of directed graphs).** Two shallow equivalent WLTS from the same or two different directed graphs are called equivalent of first degree if and only if we can create $n$ pairs of vertices $(v, v')$ such that (i) $v$ is from one WLT and $v'$ are from the other WLT, (ii) each vertex will participate only one of those pairs, (iii) if $v$ is the reference vertex of one WLT, $v'$ must be the reference vertex of the other WLT, (iv) $v$ and $v'$ are equivalent with respect to their respective WLTS, so, they are equivalent for the $Z$ edge sets of any two shallow equivalent nodes. We put one more requirements to the bijective function between their edge sets, which is used to prove the isomorphism between the star graphs centered at $v$ and $v'$, that is if one edge maps to another edge, their other endpoints must be equivalent with respect to the given WLTS.

If we compute all WLTS of the directed graphs in Figure 10 and Figure 11, we can see the following equivalent WLTS of first degree.

- WLTS $T_{i_1}(G)$, $T_{i_5}(G)$, $T_{i_7}(G')$, and $T_{i_5}(G')$ are equivalent of first degree.
- WLTS $T_{i_5}(G)$, and $T_{i_9}(G')$ are equivalent of first degree.
- WLTS $T_{i_5}(G)$, $T_{i_6}(G)$, $T_{i_8}(G)$, $T_{i_2}(G')$, $T_{i_8}(G')$, and $T_{i_10}(G')$ are equivalent of first degree.
- WLTS $T_{i_3}(G)$, $T_{i_7}(G)$, $T_{i_3}(G)$, $T_{i_5}(G')$, $T_{i_7}(G')$, and $T_{i_11}(G')$ are equivalent of first degree.
- WLTS $T_{i_4}(G)$, $T_{i_6}(G)$, $T_{i_12}(G)$, $T_{i_4}(G')$, $T_{i_6}(G')$, and $T_{i_12}(G')$ are equivalent of first degree.

**Lemma 12 (Time complexity to check WLT equivalency in directed graph of first degree).** We can check the equivalency between two shallow equivalent WLTS for directed graphs of first degree in polynomial time considering $n$ and $m$.

**Proof.** See proof for Lemma 11. □

**Definition 18 (Equivalence of second degree between two Walk Length Trees of directed graphs).** Two equivalent of first degree Walk Length Trees $T_u(G)$ and $T_{u'}(G')$ are called equivalent of second degree if and only if there exists a bijective function between their neighbor vertex sets such that if two vertices $u$ and $u'$ from the two neighbor vertex sets are mapped then (i) $T_u(G)$ and $T_{u'}(G')$ are equivalent of first degree, and (ii) there exists another bijective function between neighbor edges of the form $(u, u_x)$ and the neighbor edges of form $(u', u'_x)$ such that $C(u_x) = C(u'_x)$ considering $T_v(G)$ and $T_{v'}(G')$ WLTS.

Given the equivalent WLTS of first degree of the directed graphs in Figure 10 and Figure 11, we can see the following equivalent WLTS of second degree.

- WLTS $T_{i_3}(G)$, and $T_{i_5}(G')$ are equivalent of second degree.
- WLTS $T_{i_5}(G)$, and $T_{i_9}(G')$ are equivalent of second degree.
- WLTS $T_{i_9}(G)$, and $T_{i_9}(G')$ are equivalent of second degree.
- WLTS $T_{i_10}(G)$, and $T_{i_10}(G')$ are equivalent of second degree.
- WLTS $T_{i_2}(G)$, and $T_{i_2}(G')$ are equivalent of second degree.
- WLTS $T_{i_6}(G)$, and $T_{i_6}(G')$ are equivalent of second degree.
- WLTS $T_{i_3}(G)$, $T_{i_7}(G)$, $T_{i_11}(G)$, $T_{i_3}(G')$, $T_{i_7}(G')$, and $T_{i_11}(G')$ are equivalent of second degree.
- WLTS $T_{i_4}(G)$, $T_{i_6}(G)$, $T_{i_12}(G)$, $T_{i_4}(G')$, $T_{i_6}(G')$, and $T_{i_12}(G')$ are equivalent of second degree.

**Definition 19 (Equivalence of third degree between two Walk Length Trees of directed graphs).** Two equivalent of second degree Walk Length Trees $T_v(G)$ and $T_{v'}(G')$ are called
equivalent of third degree if and only if there exists a bijective function between their neighbor vertex sets such that if two vertices \( u \) and \( u' \) from the two neighbor vertex sets are mapped then (i) \( T_u(G) \) and \( T'_{u'}(G') \) are equivalent of second degree, and
(ii) there exists another bijective function between neighbor edges of the form \( (u, u_x) \) and the neighbor edges of form \( (u', u'_x) \) such that \( C(u_x) = C(u'_x) \) considering \( T_v(G) \) and \( T'_{v'}(G') \) WLTs.

Given the equivalent WLTs of second degree of the directed graphs in Figure 10 and Figure 11, we can see the following equivalent WLTs of third degree.

- WLTs \( T_{u1}(G) \), and \( T'_{u'}(G') \) are equivalent of third degree.
- WLTs \( T_{u5}(G) \), and \( T'_{u'}(G') \) are equivalent of third degree.
- WLTs \( T_{u9}(G) \), and \( T'_{u'}(G') \) are equivalent of third degree.
- WLTs \( T_{u11}(G) \), and \( T'_{u'}(G') \) are equivalent of third degree.
- WLTs \( T_{u3}(G) \), and \( T'_{u'}(G') \) are equivalent of third degree.
- WLTs \( T_{u7}(G) \), and \( T'_{u'}(G') \) are equivalent of third degree.
- WLTs \( T_{u11}(G) \), and \( T'_{u'}(G') \) are equivalent of third degree.
- WLTs \( T_{u3}(G) \), and \( T'_{u'}(G') \) are equivalent of third degree.
- WLTs \( T_{u7}(G) \), and \( T'_{u'}(G') \) are equivalent of third degree.
- WLTs \( T_{u11}(G) \), and \( T'_{u'}(G') \) are equivalent of third degree.
- WLTs \( T_{u9}(G) \), and \( T'_{u'}(G') \) are equivalent of third degree.
- WLTs \( T_{u12}(G) \), and \( T'_{u'}(G') \) are equivalent of third degree.
- WLTs \( T_{u12}(G) \), and \( T'_{u'}(G') \) are equivalent of third degree.

Following Definition 18 and Figure Definition 19, we can generalize the following definition of WLTs equivalency for directed graphs.

**Definition 20 (Equivalence of \((i + 1)\)-th degree between two Walk Length Trees of directed graphs).** Two equivalent of \(i\)-th degree Walk Length Trees \( T_u(G) \) and \( T'_{u'}(G') \) are called equivalent of \((i + 1)\)-th degree, where \( i > 0 \), if and only if there exists a bijective function between their neighbor vertex sets such that if two vertices \( u \) and \( u' \) from the two neighbor vertex sets are mapped then (i) \( T_u(G) \) and \( T'_{u'}(G') \) are equivalent of \(i\) degree, and (ii) there exists another bijective function between neighbor edges of the form \((u, u_x)\) and the neighbor edges of form \((u', u'_x)\) such that \( C(u_x) = C(u'_x) \) considering \( T_v(G) \) and \( T'_{v'}(G') \) WLTs.

**Definition 21 (Equivalence between two Walk Length Trees of directed graphs).** Two equivalent WLTs of degree \(n\)-th from the same or two different directed graphs are called equivalent, where \( n \) be the number of vertices in the graph.
**Lemma 13** (Time complexity of Algorithm 6). Algorithm 6 runs in polynomial time with respect to m and n.

**Lemma 14** (Time complexity of obtaining all WLTs of $(i+1)$-th degree). Suppose, we partition all WLTs of two directed graph such that all equivalent WLTs of $i$-th degree are in the same part, and any two WLTs from two different parts are not equivalent of degree $i$. We can further partition each part by applying Algorithm 6 for all pairs, such that all WLTs are equivalent of $(i+1)$-th degree in each new part and any two WLTs from two different new parts are not equivalent of degree $(i+1)$-th in polynomial time with respect to m and n.

**Lemma 15** (On the upper bound of WLTs of $i$-th degree for directed graphs). Suppose, we partition all WLTs of two directed graph such that all equivalent WLTs of $i$-th degree are in the same part, and any two WLTs from two different parts are not equivalent of degree $i$. Suppose, we further partition each part to obtain equivalent of degree $(i+1)$ by applying Algorithm 6 for all pairs, if after this further partitioning, we observe that any two equivalent WLTs that are equivalent of degree $i$ are still equivalent of degree $(i+1)$, then we can say that any two equivalent WLTs that are equivalent of degree $i$ are equivalent of degree $n$.

**Proof.** For any two equivalent WLTs of $i$-th degree, the neighbor vertex sets and the corresponding $V_A$ and $V_B$ are fixed in Algorithm 6. So for all pair of equivalent vertices of $i$-th degree, if Algorithm 6 returns TRUE, then any of such pair of WLTs must also return true when we check them for equivalency of any $j$-th degree, where $j > i$. □

**Lemma 16** (Time complexity to check Walk Length Tree equivalency of directed graph). Suppose, we partition all WLTs of two directed graph such that all equivalent WLTs of $i$-th degree are in the same part, for $n > i > 0$. It requires polynomial time with respect to m and n.

3.9. **WLT and its equivalent vertices**

We need the following information about a WLT $T_v(G)$ to describe our algorithms.

- the graph $G$,
- reference vertex $v$,
- a partition of equivalent vertices with respect to $T_v(G)$, such that all vertices from a single part are equivalent and the WLTs where these vertices are reference vertices are equivalent too.
- Moreover two vertices from two different parts are not equivalent with respect to $T_v(G)$ or the WLTs, where these vertices are reference vertices are not equivalent.

For example, for the Walk Length Tree given in Figure 3, we need the following information.

- the graph which is given in in Figure 1.
- reference vertex $a$,
- the partition of equivalent vertices is: $\{\{b\}, \{c, d, e\}, \{a\}, \{f, g, h\}\}$

And, for the Walk Length Tree given in Figure 4, we need the following information.

- the graph which is given in in Figure 2.
- reference vertex $B$,
- the partition of equivalent vertices is: $\{\{C\}, \{D, E, G\}, \{B\}, \{A, H, F\}\}$

4. **Theorems and proposed algorithms**

In this section, we describe some properties and theorems for graphs with automorphism. Based on those theorems, we developed polynomial time algorithms for detecting graph automorphism. Those are also served as the basis for detecting isomorphic graphs. Finally, we propose polynomial time algorithms for graph isomorphism problem too.
Algorithm 6 Checking WLTs equivalency of \((i+1)\)-th degree

**Input:** \(T_v(G), T_v'(G')\) two equivalent WLTs of \(i\)-th degree

1. if the number of neighbor edges or neighbor vertices or host vertices of \(T_v(G)\) is not equal to those of \(T_v'(G')\) then
2. \hspace{1em} return FALSE
3. end if
4. mark all neighbor vertices of \(T_v'(G')\) as unchecked
5. for each neighbor vertex \(u\) of \(T_v(G)\) do
6. \hspace{1em} let \(V_A\) be the list of host vertices of \(u\) that are sorted considering their comprehensive ranks with respect to \(T_v(G)\)
7. \hspace{1em} for each unchecked neighbor vertex \(u'\) of \(T_v'(G')\) such that \(T_u(G)\) and \(T_u'(G')\) are two equivalent WLTs of \(i\)-th degree do
8. \hspace{2em} let \(V'_A\) be the list of host vertices of \(u'\) that are sorted considering their comprehensive ranks with respect to \(T_v'(G')\)
9. \hspace{2em} SUCCESS = FALSE
10. \hspace{2em} if \(|V_A| = |V'_A|\) then
11. \hspace{3em} SUCCESS = TRUE
12. \hspace{3em} for \(j = 0, \ldots, |V_A|\) do
13. \hspace{4em} let \(v^j_A \in V'_A\) and \(v'^j_A \in V'_A\)
14. \hspace{4em} if \(C(v^j_A) \neq C(v'^j_A)\) considering \(T_v(G)\) and \(T_v'(G')\) or the comprehensive rank of the corresponding neighbor edges are not equal considering \(T_u(G)\) and \(T_u'(G')\) then
15. \hspace{5em} SUCCESS = FALSE
16. \hspace{4em} break
17. \hspace{3em} end if
18. \hspace{3em} end for
19. \hspace{2em} end if
20. \hspace{2em} if SUCCESS = TRUE then
21. \hspace{3em} mark \(u'\) as checked
22. \hspace{3em} break
23. \hspace{2em} end if
24. \hspace{2em} end for
25. \hspace{2em} end for
26. if all neighbor vertices of \(T_v'(G')\) are checked then
27. \hspace{1em} return TRUE
28. end if
29. return FALSE
Theorem 4 (Isomorphic undirected graphs and one to one correspondence between vertices). Let \(G(V, E)\) and \(G'(V', E')\) be two isomorphic undirected graphs that are connected. That means there exists a bijective function between \(V\) and \(V'\) that preserves adjacency relationship. If that bijective function maps between \(v \in V\) and \(v' \in V'\) then \(T_v(G)\) and \(T_{v'}(G')\) are equivalent.

**Proof.** Suppose, the bijective function maps between \(u \in V\) and \(u' \in V'\). Both \(u\) and \(u'\) have equal number of \(l\) length paths from \(v\) and \(v'\) respectively, for \(l \geq 1\). Suppose node \(N(I, j)\) in \(T_v(G)\) contains \(u\) in its \(W\) set. If \(u\) has \(a_1, \ldots, a_l\) number of \(1, \ldots, l\) length paths from \(v\) respectively then \(u'\) also has \(a_1, \ldots, a_l\) number of \(1, \ldots, l\) length paths from \(v'\) respectively. So, \(N(I, j)\) node in \(T_{v'}(G')\) must contain \(u'\) in its \(W\) set.

First, we claim that these two nodes are shallow equivalent.

- Any vertices in \(V\) or \(V'\) that has same number of \(1, \ldots, l\) length paths from \(v\) or \(v'\) respectively, like \(u\) or \(u'\), are the elements of their respective \(W\) sets. In both graphs, the number of such vertices are same. So, their \(W\) set contains same number of vertices. Their \(p\) values are also same, which are \(a_1, \ldots, a_l\).
- Their \(Z\) contains \(l\) radius edges that are incident with one or two vertices from their respective \(W\) sets or their other endpoint is in the \(W\) set of \(N(I, j)\), where \(j1 > j\). In both graphs, the number of such edges are same.

So, these two nodes are shallow equivalent. Thus, it makes these two WLTs shallow equivalent. For every vertex in \(G(V, E)\) there must be a vertex in \(G'(V', E')\) that satisfy all conditions described in Definition 15 and vice versa. Thus, it makes these two WLTs equivalent. \(\square\)

Theorem 5 (Isomorphic directed graphs and one to one correspondence between vertices). Let \(G(V, E)\) and \(G'(V', E')\) be two isomorphic directed graphs that are weakly connected. That means there exists a bijective function between \(V\) and \(V'\) that preserves adjacency relationship. If that bijective function maps between \(v \in V\) and \(v' \in V'\) then \(T_v(G)\) and \(T_{v'}(G')\) are equivalent.

**Proof.** Suppose, the bijective function maps between \(u \in V\) and \(u' \in V'\). Both \(u\) and \(u'\) have equal number of \(l\) length paths from \(v\) and \(v'\) respectively, for \(l \geq 1\). Suppose node \(N(I, j)\) in \(T_v(G)\) contains \(u\) in its \(W\) set. If \(u\) has \(a_1, \ldots, a_l\) number of \(1, \ldots, l\) length paths from \(v\) respectively then \(u'\) also has \(a_1, \ldots, a_l\) number of \(1, \ldots, l\) length paths from \(v'\) respectively. So, \(N(I, j)\) node in \(T_{v'}(G')\) must contain \(u'\) in its \(W\) set. First, we claim that these two nodes are shallow equivalent.

- Any vertices in \(V\) or \(V'\) that has same number of \(1, \ldots, l\) length paths from \(v\) or \(v'\) respectively, like \(u\) or \(u'\), are the elements of their respective \(W\) sets. In both graphs, the number of such vertices are same. So, their \(W\) set contains same number of vertices. Their \(p\) values are also same, which are \(a_1, \ldots, a_l\).
- Their \(Z\) contains \(l\) radius edges whose terminal vertices are in their respective \(W\) sets. In both graphs, the number of such edges are same.

So, these two nodes are shallow equivalent. Thus, it makes these two WLTs shallow equivalent. For every vertex in \(G(V, E)\) there must be a vertex in \(G'(V', E')\) that satisfy all conditions described in Definition 17 and vice versa. Thus, it makes these two WLTs equivalent of first degree. Both neighbor vertices and edges of \(T_v(G)\) have one to one correspondences with those of \(T_{v'}(G')\) respectively. So, these two WLTs are equivalent of second degree. We can apply this argument repeatedly, to conclude that \(T_v(G)\) and \(T_{v'}(G')\) are equivalent of degree \(n\). \(\square\)

Lemma 17 (Isomorphic graphs and Walk Length Tree equivalency). Given two isomorphic graphs \(G\) and \(G'\), for each WLT of \(G\) there exists at least one equivalent WLT of \(G'\) and vice versa.
**Lemma 18** (Isomorphic graphs and sets of equivalent Walk Length Trees). Given two isomorphic graphs $G$ and $G'$, suppose we partition all equivalent WLTs such that all WLTs in one part are equivalent with each other and any two WLTs from two different parts are not equivalent. In each part, we have even number of WLTs and exactly half of the WLTs are from one graph.

**Proof.** First, we partition all WLTs from $G$, such that all WLTs in a part are equivalent and any two WLTs from two different parts are not equivalent. Second, we partition all WLTs from $G'$ in the same way. As $G$ and $G'$ are isomorphic, for each WLT $T_v(G)$ of $G$ there exist at least one equivalent WLT $T_{v'}(G')$ from $G'$. So, in the partition, for any part, if there exist $k$ WLTs, then in the second partition we must have a part with $k$ WLTs such that these $2k$ WLTs are equivalent with each other. □

Now, we will investigate the mapping among the vertices of a graph that has automorphism.

### 4.1. Graph Automorphism

**Lemma 19** (Automorphism and WLT). Given a graph $G(V, E)$ with automorphism. Suppose, we can map between $u$ and $v$. Then, $T_u(G)$ and $T_v(G)$ must be equivalent.

**Proof.** Let $G'$ be a copy of the graph $G$. $G$ and $G'$ must be isomorphic. Then there must be a mapping between $u$ and $v'$, where $v'$ be the copied vertex of $v$. According to Theorem 4 and Theorem 5, $T_u(G)$ and $T_{v'}(G')$ are equivalent. So, $T_u(G)$ and $T_v(G)$ must be equivalent too. □

**Algorithm 7** Graph Automorphism of undirected graph $G$

```plaintext
Input: $G(V, E), A_G$
Output: TRUE or FALSE
1: compute $A'_G$, where $r = 2, \ldots, n$
2: compute all WLTs of $G$
3: partition all WLTs, s.t all equivalent WLTs are in one part
4: if every part has only one WLT then
5: return FALSE
6: end if
7: pick any part that has more than one WLTs
8: possibleMapping := number of WLTs in the chosen part
9: pick any two WLTs $T_u(G)$ and $T_v(G)$ from the chosen part
10: mark all vertices as both unmappedL and unmappedR
11: MAP_undir_automorphism$(T_u(G), T_v(G))$
12: while there is unmappedL vertices do
13: choose a set of equivalent unmappedL vertices $A$ and unmappedR vertices $B$ with respect to $T_u(G)$ and $T_v(G)$ respectively, s.t all WLTs are equivalent where these vertices are reference vertices.
14: for each unmappedL vertex $u_a \in A$ do
15: choose an unmappedR vertex $v_a \in B$
16: MAP_undir_automorphism$(T_{u_a}(G), T_{v_a}(G))$
17: end for
18: possibleMapping := possibleMapping + $|A|$
19: end while
20: return TRUE
```

**Lemma 20** (No automorphism). Given a graph $G(V, E)$, we partition all WLTs, so that each part contains equivalent WLTs and two WLTs from two different parts, are not equivalent. If each part contains exactly one WLT, we can conclude that $G$ does not have any automorphism.
Proof. We prove it by contradiction. Suppose $G$ has automorphism and $u \in V$ maps to $v \in V$. So, $T_u(G)$ and $T_v(G)$ are equivalent and they are kept in the same part, which creates the contradiction. □

Algorithm 8 ROUTINE $MAP_{\text{undir automorphism}}(T_u(G), T_v(G))$

1: declare: $u$ maps to $v$
2: mark $u$ and $v$ as $mappedL$ and $mappedR$ respectively. They are no more marked as $unmappedL$ or $unmappedR$
3: while in $T_u(G)$, there is an $unmappedL$ vertex $u_a$, for which there is no equivalent $unmappedL$ vertex (w.r.t $T_u(G)$) s.t their WLTs are equivalent do
4: let $v_b$ be the equivalent $unmappedR$ vertex in $T_v(G)$ s.t $T_{u_a}(G)$ and $T_{v_b}(G)$ are equivalent
5: $MAP_{\text{automorphism}}(T_u(G), T_v(G))$
6: end while

Lemma 21 (Automorphism). Given a graph $G(V, E)$, we partition all WLTs, so that each part contains equivalent WLTs and two WLTs from two different parts, are not equivalent. Suppose, one part contains more than one WLTs. We take two of such equivalent WLTs: $T_u(G)$ and $T_v(G)$, we claim that $G$ has automorphism and we can map between $u$ and $v$.

Proof. We can reconstruct the same graph from $T_u(G)$ and $T_v(G)$ separately. Suppose, we create leveled graphs from these two WLTs. Consider, the leveled graphs are isomorphic for all levels $1, \ldots, l-1$ and they are not isomorphic at level $l$, where $l < n$. In level $l$, we have at least one edge in one leveled graph which is different from other. We claim that it is not possible. According to the definition of leveled graph, it gets all edges of $j$-radius from the reference vertex at level $j = 1, \ldots, n$. So, if the leveled graphs are not isomorphic at level $l$, it is not possible to have them isomorphic at level $l + 1, \ldots, n$. This is not possible, as it is the same graph. The level graphs at $n$-th level must be isomorphic. So, both leveled graphs from these two WLTs are isomorphic at any level. Thus, the graph has automorphism. It also proves that there exists a valid map between $u$ and $v$. □

Lemma 22 (Mapping in automorphism). Given a graph $G(V, E)$ with automorphism, we partition all WLTs, so that each part contains equivalent WLTs and two WLTs from two different parts, are not equivalent. Suppose, one part contains more than one WLTs. We take two of such equivalent WLTs: $T_u(G)$ and $T_v(G)$. Let there exist two vertices $u_a, u_b \in V$ such that they are equivalent with respect to $T_u(G)$ and $T_v(G)$. Let $u_a$ and $u_b$ be from $T_u(G)$ and $T_v(G)$ respectively. Let $T_{u_a}(G)$ and $T_{u_b}(G)$ be equivalent and there exists no such vertex pair. If we map between $u$ and $v$, we must map between $u_a$ and $u_b$.

Proof. Like the proof of Lemma 21, we reconstruct $G$ from $T_u(G)$ and $T_v(G)$ separately. Both leveled graphs from these two WLTs are isomorphic at any level. As $u_a$ and $u_b$ are equivalent with respect to $T_u(G)$ and $T_v(G)$, the edges, that are incident to them, are adding with the leveled graph exactly the same way. So, $u_a$ must map to $u_b$ if $u$ maps to $v$. □

Lemma 23 (A vertex with no equivalent vertex). Given a graph $G(V, E)$ with automorphism, we partition all WLTs, so that each part contains equivalent WLTs and two WLTs from two different parts, are not equivalent. Suppose, one part contains more than one WLTs. We take two of such equivalent WLTs: $T_u(G)$ and $T_v(G)$. In both WLTs, there exists a vertex $u_a \in V$ such that it is equivalent with respect to $T_u(G)$ and $T_v(G)$. And there is no other vertices that is
Algorithm 9 Graph Automorphism of directed graph $G$

**Input:** $G(V, E), A_G$

**Output:** $\text{TRUE or FALSE}$

1: compute $A'_G$, where $r = 2, \ldots, n$
2: compute all WLTs of $G$
3: partition all WLTs, s.t all equivalent WLTs are in one part
4: if every part has only one WLT then
5: \hspace{1em} return $\text{FALSE}$
6: end if
7: \hspace{1em} $\text{possibleMapping} := 1$
8: \hspace{1em} mark all vertices as both $\text{unmappedL}$ and $\text{unmappedR}$
9: \hspace{1em} mark all WLTs as $\text{incomplete}$
10: create a stack, where each item is an ordered pair of vertices
11: choose any part that has more than one WLTs. choose any two WLTs $T_u(G)$ and $T_v(G)$ from the part. push $(u, v)$ in the stack
12: \hspace{1em} $\text{possibleMapping} := \text{possibleMapping} \times (\text{the number of WLTs in the chosen part} - 1)$
13: while the stack is not empty do
14: \hspace{1em} $\text{SUCCESS} = \text{FALSE}$
15: \hspace{1em} while $\text{SUCCESS} == \text{FALSE}$ and the stack is not empty do
16: \hspace{2em} pop from stack. let $(u, v)$ be the pair from the stack.
17: \hspace{2em} if both $T_u(G)$ and $T_v(G)$ are marked as $\text{incomplete}$ then
18: \hspace{3em} $\text{SUCCESS} = \text{TRUE}$
19: \hspace{2em} end if
20: \hspace{1em} end while
21: \hspace{1em} if $\text{SUCCESS} == \text{FALSE}$ then
22: \hspace{2em}$\text{BREAK}$
23: \hspace{1em} end if
24: \hspace{1em} $\text{MAPdir}\text{\textsubscript{automorphism}}(T_u(G), T_v(G))$
25: \hspace{1em} while there is $\text{unmappedL}$ vertices in $T_u(G)$ do
26: \hspace{2em} choose a set of equivalent $\text{unmappedL}$ vertices $A$ and $\text{unmappedR}$ vertices $B$ with respect to $T_u(G)$ and $T_v(G)$ respectively, s.t all WLTs are equivalent where these vertices are reference vertices.
27: \hspace{2em} for each $\text{unmappedL}$ vertex $u_a \in A$ do
28: \hspace{3em} choose an $\text{unmappedR}$ vertex $v_a \in B$
29: \hspace{3em} $\text{MAPdir}\text{\textsubscript{automorphism}}(T_{ua}(G), T_{va}(G))$
30: \hspace{2em} end for
31: \hspace{1em} $\text{possibleMapping} := \text{possibleMapping} \times |A|$
32: \hspace{1em} end while
33: \hspace{1em} mark $T_u(G)$ and $T_v(G)$ as complete
34: end while
35: for each $\text{unmappedL}$ vertex $u$ do
36: \hspace{1em} declare: $u$ maps to $u$
37: end for
38: return $\text{TRUE}$
Algorithm 10 ROUTINE MAPdir

\[
\text{ROUTINE MAPdir}_{\text{automorphism}}(T_u(G), T_v(G))
\]
\begin{enumerate}
\item if \( u \) is already mapped to \( v \) then
\item \hspace{1em} RETURN
\item end if
\item declare: \( u \) maps to \( v \)
\item mark \( u \) and \( v \) as mappedL and mappedR respectively. they are no more marked as unmappedL or unmappedR
\item partition all incomplete WLTs, whose reference vertices are not in the stack and are neighbor vertices of \( u \) and \( v \), s.t each part contain equivalent WLTs and two WLTs from two different parts are not equivalent.
\item for each part that contains more than one WLTs do
\item possibleMapping := possibleMapping + 0.5 * the number of WLTs in the part
\item create ordered pairs of vertices with the reference vertices of the WLTs in the part s.t each ordered pair \((u_c, u_d)\), \( u_c \) and \( u_d \) are equivalent vertex pair with respect to \( G \). Suppose, \( u \) is already mapped to \( v \) then \( \text{MAPdir}_{\text{automorphism}}(T_u(G), T_v(G)) \)
\item end while
\item end for
\item while in \( T_u(G) \), there is an unmappedL vertex \( u_a \), for which there is no equivalent unmappedL vertex (w.r.t \( T_v(G) \)) s.t their WLTs are equivalent do
\item let \( v_b \) be the equivalent unmappedR vertex in \( T_v(G) \) s.t \( T_{u_a}(G) \) and \( T_{v_b}(G) \) are equivalent
\item end while
\end{enumerate}

Proof. It follows from Lemma 22.

Lemma 24 (Further mappings in Automorphism). Given a graph \( G(V, E) \) with automorphism, we partition all WLTs, so that each part contains equivalent WLTs and two WLTs from two different parts, are not equivalent. Suppose, one part contains more than one WLTs. We take two of such equivalent WLTs: \( T_u(G) \) and \( T_v(G) \). Let there exist two vertices \( u_a, u_b \in V \) such that (i) they are equivalent with respect to \( T_u(G) \) and \( T_v(G) \) and (ii) \( T_{u_a}(G) \) and \( T_{u_b}(G) \) are equivalent. Let \( u_a \) and \( u_b \) be from \( T_u(G) \) and \( T_v(G) \) respectively. If we map between \( u \) and \( v \), there exists a valid mapping between \( u_a \) and \( u_b \).

Proof. Like the proof of Lemma 21, we reconstruct \( G \) from \( T_u(G) \) and \( T_v(G) \) separately. Both leveled graphs from these two WLTs are isomorphic at any level. The edges from any equivalent vertex pair with respect to \( T_u(G) \) and \( T_v(G) \) like \( u_a \) and \( u_b \), that are incident to them, are adding with the leveled graph exactly the same way. As \( T_{u_a}(G) \) and \( T_{u_b}(G) \) are equivalent, \( u_a \) has a valid mapping with \( v_b \). So, if we map \( u \) with \( v \), we can map \( u_a \) with \( u_b \).
Algorithm 11 Graph Isomorphism (GI) between undirected graph $G$, and $G'$

**Input:** two graphs and their adjacency matrix: $G(V, E)$, $G'(V', E')$, $A_G$, and $A'_{G'}$

**Output:** TRUE or FALSE

1. compute $A'_G$ and $A'_{G'}$, where $r = 2, \ldots, n$
2. compute all WLTs of both $G$ and $G'$
3. partition all WLTs s.t all equivalent WLTs are in one part
4. for each part do
5. if the number of WLTs in the part is odd then
6. return FALSE
7. else if more than half of the WLTs are from one of the graph then
8. return FALSE
9. end if
10. end for
11. for each part that has only two WLTs: $T_{v_z}(G)$ and $T_{v_z'}(G')$, s.t $v_z$ is not mapped to $v_{z'}$ do
12. if MAP\textsubscript{undir}($T_{v_z}(G)$, $T_{v_z'}(G')$) returns FALSE then
13. return FALSE
14. end if
15. end for
16. pick any two equivalent WLTs, s.t their reference vertices are mapped to each other
17. if no such pair of WLTs are found in the previous statement then
18. pick any pair of equivalent WLTs
19. if no such pair found then
20. return FALSE
21. end if
22. end if
23. Let $T_{v_i}(G)$ and $T_{v_i'}(G')$ be the picked WLTs.
24. if $v_i$ is not already mapped to $v_{i'}$ then
25. if MAP\textsubscript{undir}($T_{v_i}(G)$, $T_{v_{i'}}(G')$) returns FALSE then
26. return FALSE
27. end if
28. end if
29. while there is unmapped vertices in $G$ do
30. choose a set of equivalent unmapped vertices $A$ and unmapped vertices $B$ with respect to $T_{v_z}(G)$ and $T_{v_z'}(G')$ respectively, s.t all WLTs are equivalent where these vertices are reference vertices.
31. if $|A| \neq |B|$ then
32. return FALSE
33. end if
34. for each unmapped vertex $u_a \in A$ do
35. choose an unmapped vertex $u'_{a'} \in B$
36. if no such vertex found in $B$ then
37. return FALSE
38. end if
39. MAP\textsubscript{undir}($T_{u_a}(G)$, $T_{u_{a'}}(G')$)
40. end for
41. end while
42. permute both $A_G$ and $A'_{G'}$ based on vertex mappings declared in MAP\textsubscript{undir}() routine
43. if $A_G$ and $A'_{G'}$ are same then
44. return TRUE
45. end if
46. return FALSE
We will assign one by one and apply the mappings that becomes obvious. Let \( WLT \), where they are reference vertices, are equivalent. In each part, there are even number of writing each \( WLT \) with its reference vertices and their vertex partition as described in subsection 3.9.

- \( WLT \) with \( a \) as the reference vertex. The vertex partition is: \{\{b\}, \{c,d,e\}, \{a\}, \{f,g,h\}\}.
- \( WLT \) with \( b \) as the reference vertex. The vertex partition is: \{\{a\}, \{f,g,h\}, \{b\}, \{c,d,e\}\}.
- \( WLT \) with \( c \) as the reference vertex. The vertex partition is: \{\{g\}, \{a,d,e\}, \{c\}, \{b,f,h\}\}.
- \( WLT \) with \( d \) as the reference vertex. The vertex partition is: \{\{f\}, \{a,c,e\}, \{d\}, \{b,g,h\}\}.
- \( WLT \) with \( e \) as the reference vertex. The vertex partition is: \{\{h\}, \{a,c,d\}, \{e\}, \{b,f,g\}\}.
- \( WLT \) with \( f \) as the reference vertex. The vertex partition is: \{\{d\}, \{b,g,h\}, \{f\}, \{a,c,e\}\}.
- \( WLT \) with \( g \) as the reference vertex. The vertex partition is: \{\{c\}, \{b,f,h\}, \{g\}, \{a,d,e\}\}.
- \( WLT \) with \( h \) as the reference vertex. The vertex partition is: \{\{e\}, \{b,g,f\}, \{h\}, \{a,c,d\}\}.

Let we map \( a \) with \( g \). Now consider the vertex partitions from both \( WLTs \):
\[
\{\{b\}, \{c,d,e\}, \{a\}, \{f,g,h\}\} \quad \text{and} \quad \{\{c\}, \{b,f,h\}, \{g\}, \{a,d,e\}\}.
\]
The following pair of parts contain equivalent vertices considering their respective \( WLTs \):
- \{\{b\}\} and \{\{c\}\}.
- \{\{c,d,e\}\} and \{\{b,f,h\}\}.
- \{\{a\}\} and \{\{g\}\}.
- \{\{f,g,h\}\} and \{\{a,d,e\}\}.

So, \( b \) must map to \( c \). Any vertex in part \{\{c,d,e\}\} can be mapped to any vertex in \{\{b,f,h\}\}. We will assign one by one and apply the mappings that becomes obvious. Let \( c \) maps
Algorithm 13 Graph Isomorphism (GI) between directed graph $G$, and $G'$

**Input:** two graphs and their adjacency matrix: $G(V, E)$, $G'(V', E')$, $A_G$, and $A_{G'}$

**Output:** TRUE or FALSE

1: compute $A'_G$ and $A'_{G'}$, where $r = 2, \ldots, n$. compute all WLTs of both $G$ and $G'$ and all WLTs as incomplete. partition all WLTs, s.t all equivalent WLTs are in one partition and no two WLTs from two different parts are not equivalent
2: if any part has odd number of WLTs or more than half of its WLTs are from one of the graph then
3: return FALSE
4: end if
5: mark all vertices as unmapped and mark all WLTs as incomplete. create a stack, where each item is an ordered pair of vertices. choose any part that has more than one WLTs. choose any two WLTs $T_u(G)$ and $T_{u'}(G')$ from the part. push $(u, u')$ in the stack
6: if $MAP_{dir}(T_u(G), T_{u'}(G'))$ returns FALSE then
7: return FALSE
8: end if
9: while the stack is not empty do
10: SUCCESS = FALSE
11: while SUCCESS == FALSE and the stack is not empty do
12: pop from stack. let $(v, v')$ be the pair from the stack.
13: if both $T_v(G)$ and $T_{v'}(G')$ are marked as incomplete then
14: SUCCESS = TRUE
15: end if
16: end while
17: if SUCCESS == FALSE then
18: BREAK
19: end if
20: while there is unmapped vertices in $T_v(G)$ do
21: create two equivalent and unmapped vertex sets $A$ and $B$ w.r.t $T_v(G)$ and $T_{v'}(G')$ respectively, s.t all WLTs are equivalent where these vertices are reference vertices.
22: if $|A| \neq |B|$ then
23: return FALSE
24: end if
25: for each unmapped vertex $u_a \in A$ do
26: choose an unmapped vertex $u_{a'} \in B$
27: if no such vertex found in $B$ then
28: return FALSE
29: end if
30: if $MAP_{dir}(T_{u_a}(G), T_{u'_{a'}}(G'))$ returns FALSE then
31: return FALSE
32: end if
33: end for
34: end while
35: mark $T_{u_a}(G)$ and $T_v(G)$ as complete
36: end while
37: permute both $A_G$ and $A_{G'}$ based on vertex mappings declared in $MAP_{dir}()$ routine
38: if $A_G$ and $A_{G'}$ are same then
39: return TRUE
40: end if
41: return FALSE
to \( h \). Consequently, \( g \) maps to \( e \). Then, we can map \( d \) to \( b \). Thus, \( f \) maps to \( a \). Finally, \( e \) and \( h \) map to \( f \) and \( d \) respectively. So, one mapping among the vertices in this graph can be shown by the following two lists: \([a, b, c, g, d, f, e, h] \) maps to \([g, c, h, e, b, a, f, d] \). The \( i \)-th vertex in the first list maps to the \( i \)-th vertex in the second list, where \( 0 \leq i < 8 \).

Consider, any pair of vertices, where we have a mapping from these lists. Let, \( b \) and \( c \). We can verify this mapping from the two WLTs, where they are the reference vertices. In the first WLT (where reference vertex is \( b \)) the \( i \)-th vertex from the first list is equivalent with the \( i \)-th vertex of the second list in the second WLT (where reference vertex is \( c \)) considering their respective WLTs. This is true for any pair of vertices that has mapping. Now, we need to count how many ways the vertices of a graph that has automorphism can be mapped.

**Algorithm 14** ROUTINE MAP\(_{\text{dir}}(T_v(G), T_{v'}(G'))

```
1: if \( T_v(G) \) and \( T_{v'}(G') \) are not equivalent then
2:     return \( \text{FALSE} \)
3: end if
4: declare: \( v_j \) maps to \( v_{j'} \)
5: mark both \( v_j \) and \( v_{j'} \) as mapped
6: partition all incomplete WLTs, whose reference vertices are neighbor vertices of \( v_j \) and \( v_{j'} \) and their reference vertices are not in the stack, s.t each part contains equivalent WLTs and two WLTs from two different parts are not equivalent.
7: for each part do
8:     if the part contains odd number of WLTs or more than half of WLTs are from one graph then
9:         return \( \text{FALSE} \)
10: end if
11: create ordered pairs of vertices with the reference vertices of the WLTs in the part s.t in each ordered pair \((u, u')\), \( u \) and \( u' \) are neighbor vertices of \( v_j \) and \( v_{j'} \) respectively and each vertex participates in one of such pair only. push all such pairs in the stack.
12: end for
13: while in \( T_v(G) \), there is an unmapped vertex \( u_{ar} \) for which there is no equivalent unmapped vertex (w.r.t \( T_v(G) \)) s.t their WLTs are equivalent do
14:     let \( u_{ar} \) be the equivalent unmapped vertex in \( T_{v'}(G') \) s.t \( T_{u_{ar}}(G) \) and \( T_{u_{ar}}(G') \) are equivalent
15:     if no such vertex found then
16:         return \( \text{FALSE} \)
17:     end if
18:     if MAP\(_{\text{dir}}(T_{u_{ar}}(G), T_{u_{ar}}(G')) \) returns \( \text{FALSE} \) then
19:         return \( \text{FALSE} \)
20:     end if
21: end while
22: return \( \text{TRUE} \)
```

**Theorem 6** (Time complexity for detecting graph automorphism). Graph Automorphism is in \( P \).

**Proof.** Both Algorithm 7 and Algorithm 9 run in polynomial time with respect to \( n \) and \( m \). Both algorithms are written according to the lemmas that we described in this subsection. Both algorithms can detect graphs with automorphism. It also can show a valid mapping among the vertex set. It also find the number of valid mappings (denoted as \( \text{possibleMapping} \) in the algorithms) automorphism. It is easy to show all possible mapping among the vertices by modifying the algorithm. In case of directed graph, we need to keep track of the neighbor vertices once the host vertices are mapped. We use a
stack in Algorithm 9 for this purpose. Thus, we prove that graph automorphism is in $P$. □

4.2. Graph Isomorphism

Let $G(V, E)$ and $G'(V', E')$ be two isomorphic graphs. We can make the following remarks on the WLTs of $G(V, E)$ and $G'(V', E')$.

**Remark 3.** All WLTs of both graph can be partitioned in such a way that in all equivalent WLTs are in the same part. Any two WLTs from two different parts are not equivalent. Each part contains even number of WLTs and exactly half of WLTs are from one graph. We take two equivalent WLTs: $T_u(G)$ and $T_u'(G')$ from such a part. Every vertex in $T_u(G)$ must be mapped to a vertex in $T_u'(G')$ and $u$ can be mapped to $u'$. Suppose, we map $u$ with $u'$. We have the following mappings: (i) for each vertex in $T_u(G)$, there must exist an equivalent vertex with respect to $T_u(G)$ and $T_u'(G')$ such that the WLTs, where they are the reference vertices, must be equivalent, (ii) if any two vertices are mapped they must be equivalent with respect to $T_u(G)$ and $T_u'(G')$ and the WLTs where they are the reference vertices must be equivalent, (iii) if two vertices are equivalent with respect to $T_u(G)$ and $T_u'(G')$ and the WLTs where they are the reference vertices are equivalent then those vertices can be mapped, (iv) if we partition all vertices in $T_u(G)$ and $T_u'(G')$ such that all vertices in a part are equivalent with respect to $T_u(G)$ and $T_u'(G')$ and the WLTs, where they are reference vertices, are equivalent. In each part, there are even number of vertices and exactly half of the vertices are from $T_u(G)$, (v) If we

We can validate all statements in Remark 3 in the following way. $G'(V', E')$ can be a graph that is created by changing the vertex labels of $G(V, E)$. So, Remark 3 is extended from Remark 2.

**Lemma 25** (Correctness of algorithms for graph isomorphism). Algorithm 11 and Algorithm 13 can detect isomorphic and non-isomorphic graphs correctly.

**Proof.** Algorithm 11 and Algorithm 13 are written based on the similar principle like in Algorithm 7 and Algorithm 9 respectively. So these algorithms can detect isomorphic graphs correctly. So, the permutation of adjacency matrices yields the same matrix. On the other hand, if non-isomorphic graphs are given as input to these algorithms. It can detect it correctly too. Because, no permutation of their adjacency matrices can make them equal. □

**Lemma 26** (Time complexity for detecting graph isomorphism). Algorithm 13 and Algorithm 11 runs in polynomial time with respect to $m$ and $n$.

**Theorem 7** (Time complexity for detecting graph isomorphism). Graph isomorphism is in $P$.

**Proof.** It follows from Lemma 25 and Lemma 26. □

5. Conclusion

Thus, we prove that both graph isomorphism and automorphism problems can be solved in polynomial time.
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