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Abstract In the context of microfirms, this paper analyzes whether the link between the three aspects involving innovative activities—R&D, innovative output, and productivity—hold for knowledge-intensive services. With especially high start-up rates and the majority of employees in microfirms, knowledge-intensive services (KIS) have a starkly different profile from manufacturing. Results from our structural models indicate that KIS firms benefit from innovation activities through increased labor productivity with highly skilled employees being similarly important compared to R&D for creating innovation output in microfirms. Moreover, the firm size advantage of large firms found for manufacturing almost disappears in KIS, with start-ups and young firms having a higher probability of initiating innovation activities and of successfully turning knowledge into innovation output than mature firms.
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1 Introduction

A robust literature confirms that firm size is positively associated with the decision to invest in R&D (see, inter alia, Hall et al. 2009, Baumann and Kritikos 2016). Yet, the literature primarily studies manufacturing firms, with knowledge-intensive services (KIS) that have a large innovation potential within the service sector, being analyzed to a lower extent. However, firms in KIS industries are playing an increasingly important role, as reflected by their start-up rates (Fritsch et al. 2015; Konon et al. 2018) and job growth when compared to manufacturing. Moreover, while the majority of employees in the manufacturing sector works in large firms, the opposite is true for KIS industries. As such, it is important to better understand how microfirms—in comparison with larger and mature firms—in the KIS

---

1 This is not to say that other parts of the service sector have no innovation potential. See, for instance, Ordanini and Parasuraman (2011) who analyze innovation outcomes in other areas of the service sector.
industries engage in and benefit from innovation activities.

Empirical research on whether firms in KIS industries innovate and are able to turn innovative products and services into higher productivity typically concentrates on firms with at least 10, if not 20, employees (see, e.g., Lööf and Heshmati 2006). The nascent research on the innovative activities of microfirms in the KIS industries, covering 90% of all firms in this sector, is yet to yield significant results. Obviously, questions arise. Given that a positive relationship between firm size and the probability of engaging in innovation activities is consistently found in previous research, does this conversely mean that microfirms in KIS industries abstain from innovation?

A second research question relates to causality issues between innovation outcomes and firm productivity. The established empirical approaches applying structural models (see Crepon et al. 1998) assume, without being able to establish a causal effect, that the introduction of an innovative product or service to the market is expected to increase firm productivity (Hall 2011). However, recent research points to issues of reverse causality, according to which more productive firms are associated with stronger innovation activities (Aspara et al. 2018). Thus, it remains unclear how innovation activities and firm productivity interact in service firms.

Therefore, in this study, we take issues of causality into account and analyze to what extent do microfirms in KIS industries conduct activities to become innovative and, ultimately, more productive. By comparing microfirms with large firms, we also analyze to what extent do firm size and firm age matter in the KIS industries with respect to the decision to invest in new knowledge. For our analysis, we use the IAB-establishment panel, which is a representative annual German firm survey that offers information on all industries in all firm size and firm age classes. Subjecting these data to systematic analysis enables us to contribute to the existing literature in three important ways: First, we provide empirical evidence on the triad relationship between innovation input (like R&D activities), innovation output (like a new product or service), and productivity in the KIS part of the service sector, also in comparison with manufacturing. In contrast to previous research, we separately analyze firms with less than 10 employees and differentiate them by their firm age. Thus, secondly, by comparing microfirms with larger firms, we investigate whether small scale imposes a burden in terms of potential threshold levels for success of R&D investments. Thirdly, as we extend the structural model of Crepon et al. (1998) by incorporating the structural model developed by Ackerberg et al. (2015) at the third stage of the innovation process, our analysis adds in general to the discussion of a causal relationship between innovation and firm productivity.

We find that KIS firms of all age and size classes are able to turn innovative input into innovation output, with R&D investment but also highly skilled employees being responsible for innovation output in microfirms. We further show that this newly produced knowledge causally increases productivity. However, the role of firm age and size is disparate across industry sectors. With respect to firm age, we observe that, in contrast to the manufacturing sector, start-ups and young firms in KIS industries are more likely to engage in innovation activities and, even more importantly, are more likely to successfully turn innovation input into a product or service innovation than mature firms are. And while larger firm size bestows advantages for innovation and productivity in manufacturing, our findings suggest that micro- and small firms in knowledge-intensive services are less burdened by an inherent firm size disadvantage. This outcome is important for economies suffering from low shares of large firms such as in Southern Europe. Innovation activities enhance firm productivity and ultimately economic growth through knowledge-intensive services, even if firms tend to be mostly micro or small.

The rest of the paper is organized as follows. In Section 2, we document the relevance of KIS industries in the economy, consider size-related differences in R&D decisions between manufacturing and KIS industries, and review the empirical findings. Data and summary statistics are reported in Section 3. Section 4 outlines the estimation strategy. The empirical results, robustness checks, and the discussion of limitations are presented in Section 5. A summary and conclusions are provided in Section 6.

2 Knowledge-intensive services and the relationships between R&D, innovation, and productivity

2.1 The positioning of KIS firms in the German economy

Starting with the venturing of new businesses, we observe in Germany that an average of 5.6 start-ups per
10,000 employees are established annually in KIS industries, consisting of firms in the industries of “ICT” and “scientific and technical services.” By contrast, around two start-ups per 10,000 employees in the manufacturing sector, of which every fourth (i.e., 0.5 per 10,000 employees) has the potential to innovate, showing that the number of new businesses with an innovation potential is significantly higher in KIS industries (Konon et al. 2018).

Secondly, when putting all firms together, the knowledge-intensive service firms comprise an important part of the German economy. In 2014, this part of the service sector covers 23% of all establishments in Germany, contributing 17% to the German gross value added and accounting for 13% of all employees. For comparison, 26% of all jobs were in the manufacturing sector contributing 34% to the nation’s gross value added. The importance of microfirms in terms of their pure number is well documented. While in manufacturing, 64% of all firms have fewer than 10 employees, the dominance of microfirms is striking in the KIS services: in these industries, 90% of all firms are microfirms with fewer than 10 employees (Federal Statistical Office Germany 2018).

How relevant microfirms in this sector are becomes clear when focusing on employment in KIS services, as depicted in Fig. 1. While the majority of employees work for firms with at least 250 employees in manufacturing, the opposite is true for the knowledge-intensive services (KIS). In KIS, the highest share of individuals—over 30%—work for a firm with 10 or fewer employees. Thus, figures on microfirms suggest that a considerable and important part of the economy remained unexplored in previous research with respect to potential innovation activities.

Firms engage in R&D activities in order to introduce new products and services or to improve the quality of their products or services, increase sales, or reduce production costs, ultimately fueling productivity increases. In this context, in innovation economics, the most prevalent approach to analyzing innovation at the firm level traces back to Griliches (1979), who introduces an augmented Cobb-Douglas production function that explicitly includes knowledge as an input, along with capital and labor, linking it to output and productivity. The framework describes the process from investment in research by using past and present R&D expenditures to approximate the state of technical knowledge and to estimate its effect. A vast empirical literature confirms the validity of the knowledge production function and shows that R&D investment is positively related to firm productivity (see surveys by Griliches 1998; Griffith et al. 2004; Hall et al. 2010), and there is good reason to assume that the general innovation pattern is the same in knowledge-intensive services as in manufacturing (Tether 2005).

Beyond the well-established research that analyzes the triad relationship between R&D, innovation, and productivity, we concentrate in this section, from a conceptual point of view, on the question why firm size and firm age play a key role (Acs and Audretsch 1987; Acs et al. 1994; Cohen and Klepper 1996a) and how innovation processes may differ in this context between the two sectors when comparing firms in KIS industries and manufacturing. There are compelling reasons for a positive relationship between the decision to invest in R&D and firm size. Theory revolves around the two conditions driving the investment decision: opportunity and appropriability.

In terms of opportunity, there are two reasons why access to investment funds for R&D is limited for smaller firms. The first is the lower level of profitability associated with smaller firms and the limited amount of internal capital available for investing in R&D (Mairesse and Mohnen 2002). The second is that smaller firms are more informationally opaque for financial institutions than larger ones, making it more difficult for providers of external finance to assess the quality of the projects proposed for funding (Berger and Udell 2002). Thus, smaller firms are more likely to face financial constraints when seeking external finance to invest in
innovation activities (Stiglitz and Weiss 1981; Czarnitzki and Hottenrott 2011).

In terms of the second dimension, smaller firms are limited in their ability to appropriate the returns accruing from R&D investments since the scale of their production and sales is inherently limited (Cohen and Klepper 1996a). This holds for start-ups and firms that engage in R&D for the first time, due to sunk start-up costs (Peters et al. 2017) or missing management experience, explaining why R&D investments might be more limited in these firms relative to their larger counterparts.

From these two conditions, it would seemingly follow that smaller firms are burdened by an inherent innovation disadvantage. However, while theory and most of the empirical findings apply to manufacturing, both the production and innovation processes are, to an extent, different among KIS firms than among manufacturing firms in that they may affect innovation processes in firms. Firms in KIS industries have different capital requirements for starting a business as well as different labor qualification requirements, and differ with respect to the physical production locations and to output tangibility. These may also influence the process of innovation activities.

More specifically, focusing on the production process, per se, KIS firms generate more customized knowledge products and services than manufacturing firms (Gallouj and Weinstein 1997). Therefore, the role of scale economies in producing such intangible goods is less relevant in much of the knowledge-intensive services (except for network-based services). Further, higher real capital requirements (e.g., in terms of machinery) may facilitate a larger scale of output that, in turn, is more conducive to innovative activity and enhances productivity in manufacturing, where scale and efficiency are positively related. This may not necessarily hold for knowledge-intensive services in the same way, as there are lower capital requirements in terms of physical capital. Hence, in most parts of knowledge-intensive services, firm size and firm age play a different role in influencing R&D investment decisions than they do in manufacturing.\(^3\)

To some extent, there are also differences between firms in KIS industries and manufacturing that are directly related to innovation processes (see also Forsman 2011). First, the process of creating innovative products and services is different in KIS industries. Because physical capital requirements are generally lower among KIS firms than in manufacturing, producing innovative products and services, or developing new processes that improve the delivery of products and services, also tend to be less capital intensive and, therefore, requires relatively smaller investments. It is also less resource intensive in terms of the R&D work force, and there might be no need for a physical production site to produce a new service product or to implement a new process.

A further issue relates to the question of the extent to which formal R&D investments in the service sector produce new knowledge in the same way it does in manufacturing. First, we observe that, in knowledge-

\(^3\) This is not to say that there are no firm size advantages in terms of economies of scale. However, these advantages are much smaller among KIS firms when compared with manufacturing.
intensive services, the majority of R&D expenditures (75\%) are used to finance R&D workers (Stifterverband 2017), clarifying that R&D spending is invested in highly educated “brains” and less in machines or equipment. Moreover, there is a discussion concerning the extent to which innovation output is produced without formal investment into R&D. Empirical research shows that, even in manufacturing, a certain share of firms produce innovative output without a formal R&D budget. This issue of formality might be more important in the context of professional KIS firms. Individuals producing knowledge on a daily basis may observe opportunities for innovation and, thus, are more frequently able to contribute to the generation of new knowledge during their routine work or in exchange with their customers, which needs then to be effectively managed through appropriate knowledge management strategies (Storey and Kahn 2010).

Overall, these considerations make clear that both opportunity and appropriability may influence R&D decisions in KIS firms differently from manufacturing. There might be lower threshold levels and reduced financial constraints, allowing us to posit the hypothesis that differences in firm age and firm size should be less important in the decision to engage in innovative activities.

2.3 Previous research and research questions

Crepon et al. (1998) introduce a structural model (the “CDM model”) that connects the approach of Griliches (1979) with a knowledge production function similar to Pakes and Griliches (1984).\(^4\) The model, which relates R&D effort to its determinants, includes an innovation equation linking R&D effort to innovation output and a production function linking innovation output to labor productivity. Their framework is now the workhorse model for empirical analyses and is used to examine the elasticity of labor productivity to R&D investment through innovation at the firm level, by harnessing data collected as part of the Community Innovation Surveys (CIS).\(^5\) The majority of research on the relationship between R&D, innovation, and labor productivity is confined to manufacturing firms (see Hall 2011, Mohnen and Hall 2013, and Lööf et al. 2017 for surveys).

Recently, Peters et al. (2017) analyze the relationships between research, innovation, and productivity using a dynamic structural model of a firm’s decision to engage in R&D that is contingent on R&D expenditure and prospective payoff. As for the effect of firm size on innovation, Cohen and Klepper (1996b), Hall et al. (2009), and Baumann and Kritikos (2016) examine the relationships between R&D, innovation, and labor productivity in SMEs in the manufacturing sector. All studies find that SMEs produce substantial innovation output, but show that firm size is positively associated with a firm’s ability to produce innovation output. By contrast, only few studies point to rather inconclusive results with respect to the relationship between firm age and innovation activities, again in the manufacturing sector (Huergo and Jaumandreu 2004).

There are first studies analyzing the service sector separately from manufacturing in developed economies by making use of structural models and by following Griliches (1979). Lööf and Heshmati (2006) use data from Sweden for the 1996 to 1998 period and find homogeneity for the two sectors in the key elasticities between innovation input, innovation output, and labor productivity. Mairesse and Robin (2010) and Musolesi and Huiban (2010),\(^6\) relying on various French data from 1998 to 2000 and 2002 to 2004, show that KIS firms are able to produce innovation outcomes and that product innovation is positively correlated with labor productivity (while process as well as non-technological innovation is not). Also, using CIS data, Segarra-Blasco (2010) estimates a CDM model that considers product, process, and organizational innovation as dichotomous variables. The study points to heterogeneity between manufacturing and service firms. It is the only study that reveals an age effect in the sense that young firms in the KIS sector with more than 10 employees are more often carrying out R&D. Yet, given their data, the study is limited to a cross-sectional setting. Peters et al. (2018) estimate a CDM model using CIS data on the service sector in Germany, Ireland, and the UK, covering the

\(^4\) Pakes and Griliches (1984) introduce a knowledge production function and show that firm’s R&D efforts increase the level of technological knowledge.

\(^5\) The CIS collect firm-level data on the innovativeness of European enterprises, using standardized approaches to data collection as specified in the Oslo Manual (OECD/Eurostat 2005).

\(^6\) Musolesi and Huiban (2010) also show that firms from the knowledge-intensive services producing intangible goods use the same inputs for producing innovation output as manufacturing firms. This is why, when it comes to the analysis of innovative goods, the same conceptual framework (i.e., the knowledge production function of Griliches 1979) can be applied for these firms as for manufacturing.
2006 to 2008 period and including firms with at least 10 employees. Measuring innovation input in terms of innovation investment, they find that innovation in the service sector is associated with higher productivity.

These studies face data limitations and do not identify a causal relationship between innovation output and productivity. As for the first limitation, previous studies lack information on a number of aspects, such as firms with fewer than 10 employees or even fewer than 20 employees, as in the case of Lööf and Heshmati (2006) and Mairesse and Robin (2010), as well as Musolesi and Huihan (2010). The huge number of microfirms in this sector including most start-ups is not analyzed. The studies also lack information on materials, on high-skilled employees (with the exception of Lööf and Heshmati (2006) and Segarra-Blasco (2010)), and in the case of Peters et al. (2018), on capital. As for the second issue, all studies of the service sector (except Lööf and Heshmati 2006), similar to nearly all CDM studies on manufacturing, are due to cross-sectional data availability and make only statements about correlation, but not causation between innovation and productivity. The main issue with CIS data is that R&D expenditures are observed in \( t_0 \) while innovation output is observed in \( t_{-1} \) to \( t_{-3} \); thus, innovation input (R&D) is observed subsequent to innovation output. Therefore, studies based on CIS data rest on the strong assumption that firms continuously invest in R&D and that the R&D observed in \( t_0 \) is not different from the innovation input between \( t_{-1} \) and \( t_{-3} \).

Our study deviates from previous analyses in three ways: firstly, by including microfirms, where the majority of employees work in knowledge-intensive services and by analyzing how microfirms do in terms of innovation activities in comparison with larger firms; secondly, by forgoing the assumption that the observed innovation input in \( t_0 \) explains the innovation output prior to \( t_0 \); and thirdly, by estimating a causal relationship between innovation output and labor productivity in the service sector. More specifically, we are able to analyze the following research questions: Are firms in KIS industries that engage in innovative input, more likely to create an innovation output such as a new product or service than firms that do not engage in such innovative activities? When conducting this analysis, we have a special focus on microfirms. Moreover, to what extent do these firms generate innovation output without formal R&D? We furthermore investigate the extent to which firm size is a burden in the service sector, namely, (a) when the decision is made to engage in innovation and (b) when firms are aimed at translating innovation input into innovation output. Finally yet importantly, we causally examine whether the link between innovation and productivity works in this part of the service sector, i.e., whether the ability to innovate causally increases firm productivity.

### 3 Data

This study uses the IAB Establishment Panel (IAB-EP), an annual survey of approximately 16,000 establishments with at least one employee liable to social security. The survey is conducted by the Federal Employment Agency. The establishments are drawn from the BA establishment file, which comprises roughly two million establishments that have notified the social security agencies of their employees, as stipulated by law. It is representative within size and age classes, as well as at the industry-group and federal state levels. In addition to questions directly concerned with employment, the survey also inquires about business performance, investment, and R&D engagement. Using dichotomous variables, as defined in the Oslo Manual (OECD/Eurostat 2005), the survey takes account of the introduction of new products and services, as well as the implementation of new processes that helped to improve the production process or the provision of services within the firm. However, it does not ask whether innovations are successful in terms of increased sales or reduced costs.

The IAB-EP covers start-ups and microfirms with one employee across all industries, a distinct advantage over other German panel surveys on innovation (Maaß and Führmann 2012). One disadvantage of the IAB-EP is that it considers establishments instead of firms. Yet, the overwhelming majority of micro, small, and medium-sized enterprise (MSME) and virtually all start-ups are single-establishment firms, which is why this disadvantage is a minor issue. Therefore, we also speak of firms throughout the rest of the paper.

---

7 See Fischer et al. (2009) and Ellguth et al. (2014) for further information on the representativeness of data and for a detailed documentation of the data.
In line with the MSME definition of the European Commission (European Commission 2003), we restrict the sample to establishments with no more than 249 employees. We distinguish them by the number of employees, i.e., between micro-(1–9 employees), small (10–49), and medium-sized establishments (50–249), and do not introduce further restrictions based on revenue.\(^8\) We further differentiate them by the firm age and build three categories. We define start-ups as firms in an age class between 0 and 5 years (Robehmed 2013), middle-aged firms in an age class between 6 and 19 years, and mature firms (20 years and older). We retain sole proprietorship, partnerships, and private limited liability companies.\(^9\) Moreover, only observations with complete information for all variables are included and used in the analysis. We concentrate on observations for firms active in the manufacturing industry or knowledge-intensive services (Gehrke et al. 2013). The latter contains firms in the areas of information and communication, as well as in professional, scientific, and technical activities. Establishments in the financial services and insurance sector are excluded.

The dataset covers the waves from 2009 to 2014. The questionnaire of each wave addresses two different points in time. Questions regarding inputs and the economic output, such as sales or innovation, refer to the previous year \((t-1)\). Labor-related questions such as education of workers, but also the question regarding R&D, refer to the current year \((t)\). Therefore, the data are rearranged so that all variables refer to the same year, avoiding disadvantages of CIS data where innovation input is aligned with innovation output from the previous 3 years. Thus, unlike CIS data, we do not need to assume that firms continuously invest in R&D. The disadvantage, however, is that we always need two consecutive observations, which reduces the total number of available observations. After this initial data preparation, the final sample comprises 12,297 observations, of which 9317 belong to manufacturing industries and 2980 are in the knowledge-intensive services.\(^10\)

Table 1 shows the descriptive statistics for those variables used in the analysis for both manufacturing and service firms, also separated by firm size and age classes (see also Table 7). It reveals that KIS firms are considerably different from manufacturing firms. They have more start-ups and are, on average, younger on the one hand. On the other hand, they have lower sales, make smaller investments, use less material and intermediate inputs, and also employ less labor per firm. Table 7 shows that this holds when we compare the two industries within size classes.

While 28% of all manufacturing units in the dataset report R&D engagement, only 19% of KIS firms do. In these services, the share of large SMEs (50–249 employees) engaging in R&D is almost 4 times higher than that of microenterprises (1–4 employees). Moreover, in both the manufacturing and services sectors, another 30% of all firms report an innovation without stating a formal R&D engagement, such that the overall innovator share is a little less than 60% among manufacturing, while among all KIS firms, nearly every second firm innovates. This differs across firm size classes, where 36% of the very microfirms and 73% of medium-sized firms in the KIS sector report a successful innovation (Table 1).

Nearly all service firms innovating report a product or service innovation. Process innovation relating to the implementation of new processes that improved the service provision within the firm is reported less frequently, ranging between 10% for the very microfirms and 40% for the largest ones. In this context, we should also emphasize that, in KIS industries, a product often denotes a customized service process. Therefore, incremental product or service innovation and process innovation tend to be to a certain extent “synonymous” (Gallouj and Weinstein 1997, p. 542), which is why it is difficult to differentiate between these kinds of innovations in the KIS industry.

\(^8\) The dataset contains a small number of firms with more than 250 employees. In order to avoid having the results for firms with 50 employees being driven by these large firms, we restrict the sample to firms with 0 to 249 employees. Unfortunately, the number of firms with 250 or more employees is not large enough to obtain meaningful results.

\(^9\) Public corporations and other legal forms such as associations are not considered.

\(^10\) The total number of observations before any cleaning is 33,164. Dropping the large firms reduces this number to 26,728. We further drop observation with missing data on sales, labor, material, etc. This reduces the dataset to 19,513 observations. After the final rearrangement to create a time consistent dataset, the number of observation is down to 12,297.
Firms from the knowledge-intensive services also differ with respect to the share of high-skilled employees: at 22%, this share is significantly higher than in manufacturing. Compared to manufacturing firms, KIS firms face less competitive pressure, which matches with the observations that they are less active in international markets. The reduced competitive pressure also seems to lead to more companies in KIS assessing their earning situation as good (the variable “profitable”) than in manufacturing industries. The reduced competitive pressure also seems to lead to more companies in KIS assessing their earning situation as good (the variable “profitable”) than in manufacturing industries. The share of KIS firms investing in the training of their employees is 65%, compared with 58% in manufacturing. In addition, almost 80% of firms in KIS report modern technical equipment, in contrast to less than 60% in manufacturing. This is in accord with the fact that investment cycles and necessary equipment are quite different between, for instance, a mechanical engineering firm and a consulting firm. Overall, Table 1 reveals that firms in manufacturing and in the knowledge-intensive services differ in several ways from each other.

### 4 Model

#### 4.1 The CDM model

We start by briefly describing the CDM model (Crepon et al. 1998) in a variant proposed by Mairesse et al. (2005). This variant uses occurrence rather than the intensity of R&D engagement. Thus, the strict selectivity issue concerning R&D and innovation intensity does not arise, for which Crepon et al. (1998) had to correct for in their specification. The model breaks down the innovative process between a firm’s decision to invest in R&D and its productivity into three recursive steps. The first step uses a probit model to estimate the probability...
of engaging in R&D. The R&D decision \( r_{jt}^* \) of firm \( j \) at time \( t \) is modeled as follows:

\[
r_{jt} = \begin{cases} 
1, & \text{if } r_{jt}^* = X_{jt}'\alpha + e_{jt} > \bar{c} \\
0, & \text{if } r_{jt}^* = X_{jt}'\alpha + e_{jt} \leq \bar{c},
\end{cases}
\]

where \( r_{jt} \) is the observed binary variable for R&D activities, \( r_{jt}^* \) is an unobserved latent variable\(^{11}\) that defines the probability of engaging in R&D, \( X_{jt}' \) is a vector of determinants affecting firms’ decision to undertake R&D investment, and \( e_{jt} \) is the error term. If the unobserved latent variable \( r_{jt}^* \) is larger than a certain threshold level \( \bar{c} \), the observed \( r_{jt} \) will equal one and zero otherwise.

The second step models the “knowledge production” (Pakes and Griliches 1984), which is the transformation from innovation input to innovation output, as follows:

\[
i_{jt} = \begin{cases} 
1, & \text{if } i_{jt}^* = r_{jt}^* \beta + Z_{jt}'\delta + u_{jt} > \bar{c} \\
0, & \text{if } i_{jt}^* = r_{jt}^* \beta + Z_{jt}'\delta + u_{jt} \leq \bar{c},
\end{cases}
\]

where \( i_{jt} \) is the observed binary variable for innovation (as mentioned in Section 3 regardless whether it is a product, service, or a process innovation), \( i_{jt}^* \) is the latent R&D decision that will be proxied by the predicted value from the first step,\(^{12}\) \( Z_{jt}' \) contains further determinants influencing the knowledge production, and \( u_{jt} \) is the error term. The first two steps of the model are each estimated by means of a probit.

Using the predicted R&D decision from the first step takes into account that firms may engage in innovative effort without reporting R&D engagement, like the majority of microfirms.\(^{13}\) It also helps to overcome the selectivity and endogeneity issue. Such an issue would arise if the innovative effort \( r \) and produced knowledge \( i \) were determined by the same unobservable firm characteristics. In such a case, \( r_j \) and \( u_t \) are (potentially positively) correlated and parameter \( \beta \) would be (upward) biased. Using the predicted probability as instrument instead of the observed R&D engagement variable avoids the potential endogeneity bias, assuming that \( X_{jt}' \) and \( u_{jt} \) are uncorrelated.

In its third step, the CDM model uses a productivity function that includes the predicted probability for innovation as a proxy of knowledge input. Using the predicted value seeks to alleviate the potential endogeneity issue with respect to innovation. The function to be estimated in the third stage is the Griliches-type production function, which is a plain Cobb-Douglas production function augmented by the knowledge stock. In the CDM case, this stock is replaced with the results from the second stage of the CDM approach, hence, the predicted probability for innovating. As we make use of a sales production function, we also have to include intermediates and material as explanatory variables. Thus, the respective estimation equation in logs is

\[
y_{jt} - I_{jt} = \alpha_0 + (\alpha_1 - 1)I_{jt} + \alpha_k k_{jt} + \alpha_m m_{jt} + \alpha_i i_{jt}^* \\
+ \omega_{jt} + \epsilon_{jt},
\]

where \( y_{jt} \) is sales; \( l_{jt} \) is the labor input; hence, \( y_{jt} - I_{jt} \) is labor productivity; \( k_{jt} \) is the capital input variable\(^{14}\); \( m_{jt} \) is the intermediate and material input; \( i_{jt}^* \) is the predicted probability for having innovation output; and \( \epsilon_{jt} \) is the observed error term. Additional control variables are also included in Eq. (3), such as time and sector dummies. The model outlined is extensively used in the literature (see Lööf et al. 2017).\(^{15}\)

\(^{11}\) An asterisk denotes latent variables, while all other variables apart from the error terms are observed.

\(^{12}\) This is in line with Griffith et al. (2006), Hall et al. (2009), and Baumann and Kritikos (2016), who similarly include the predicted R&D intensity as an explanatory variable in the knowledge production function. Griffith et al. (2006) argue that firms may report R&D effort only if it exceeds a certain threshold so that innovative effort, such as workers investing a small amount of their working time to improve the process they are performing, would not be reported. This is based on the assumption that the relationship between innovation input and output is the same for firms that report R&D activities and those that do not.

\(^{13}\) This also allows for imputing values for observations with missing values on the R&D decision (see Section 3).

\(^{14}\) Due to the lack of information on capital stocks in the data, investments are used as a capital variable. Non investment is controlled for by a dummy variable.

\(^{15}\) We deviate from previous studies by not imposing the constant returns to scale (CRS) assumption on the combination of labor and capital \((\alpha_l + \alpha_k = 1)\), as it is a very restrictive assumption. If CRS is assumed, labor and capital are replaced by capital intensity \((K/L)\). Under such assumption, Eq. (3) would change to \( y_{jt} - I_{jt} = \alpha_0 + \alpha_k k_{jt} + \alpha_m m_{jt} + \alpha_i i_{jt}^* + \epsilon_{jt}, \) with \( \alpha_k \epsilon_{jt} \) being the log of \((\frac{K}{L})^{\alpha_k}\).

Note that a negative labor coefficient must show up when Eq. (3) is estimated, as long as labor productivity is the dependent variable and labor is kept as explanatory variable. This is because of \((\alpha_l - 1)\) and because \(\alpha_l\) is usually smaller than 1—especially in sales production functions.
In previous studies, Eq. (3) is estimated by means of OLS. However, consistently estimating the production function is not trivial, due to the unobserved total factor productivity. Researchers can directly estimate an intercept, which is the average total factor productivity of all firms under the production function. However, even in such estimations, the observed error $\nu_{jt}$ still contains not only the true error term that captures the measurement errors ($\epsilon_{jt}$) but also the firm-specific total factor productivity ($\omega_{jt}$).

Because TFP is unobserved and, therefore, part of the error term $\nu_{jt}$, estimations are subject to the simultaneity problem first emphasized by Marschak and Andrews (1944). Simply put, while TFP is unobserved by research, firms know, or at least have a vague idea, about their productivity; thus, they will choose all inputs accordingly. Consequently, the inputs are correlated with the error term $\nu_{jt}$ as it contains the firm-specific part of TFP and, in turn, estimated coefficients are potentially biased. Hence, even the use of cross-sectional data does not avoid the simultaneity problem.

The productivity literature has been dealing with this issue.\(^{16}\) One approach is the structural model of Ackerberg et al. (2015), which builds upon the studies of Olley and Pakes (1996) and Levinsohn and Petrin (2003). We extend the CDM model by incorporating the ACF approach into the CDM model. The ACF method is used to properly estimate the production function and to allow for a causal interpretation of the estimated coefficients. For details on how we apply the ACF model, see Appendix.

4.2 Estimation strategy

Our estimation strategy reaps the benefits of both models. We analyze the relationship between R&D and innovation using the first two stages of the CDM model. While most studies ignore the simultaneity issue of the production function estimation in the third stage, we make use of the ACF model instead. We solve the endogeneity issue in the ACF approach with respect to R&D by using the predicted probabilities to innovate from the second stage of the CDM model. By using CDM results in the ACF model, we solve the selectivity problem regarding innovating firms that we would face if only ACF is employed. Note that we conduct the full multi-stage procedure separately for each group of firms. Thus, we allow for different production functions per size class and industry group. We consistently use bootstrapped standard errors after the first step of the estimation procedure.\(^{17}\)

Given the indication (see Section 3) according to which it is difficult to differentiate between product, service, and process innovation in KIS industries, our output variable of interest in the main estimation approach at the second stage of the CDM model is the likelihood of being an innovator. Consequently, we also use the predicted probability of being an innovator as an explanatory variable in the final stage of our estimation approach. Thus, we do not separate between the effects for product, service, and process innovation in the main specification. However, these separate effects are then estimated in the robustness checks. As for the control variables at the three stages, we follow the existing literature on the CDM model and control for variables that may also influence the knowledge production (for an extensive discussion, see, inter alia, Hall et al. 2009).

5 Econometric results

We run separate regressions for the sample of manufacturing and knowledge-intensive service (KIS) firms, subsequently dividing KIS firms into microfirms (less than 10 employees) and larger firms (with 10 to 249 employees), while we control for the three age classes (start-ups, middle aged, and mature firms). This allows us to investigate differences between sectors and between size and age classes within the KIS sector.\(^{18}\) In each of the three sections, we first present findings with respect to the full samples of manufacturing and KIS firms before analyzing differences within the KIS sector.

5.1 First stage—innovative effort

Table 2 presents the estimation results of Eq. (1). The dependent variable takes on the value of one if the firm engages in R&D and zero otherwise. Columns 1 and 2 present the results for the full sample of manufacturing firms, subsequently dividing KIS firms into microfirms (less than 10 employees) and larger firms (with 10 to 249 employees), while we control for the three age classes (start-ups, middle aged, and mature firms). This allows us to investigate differences between sectors and between size and age classes within the KIS sector.\(^{18}\) In each of the three sections, we first present findings with respect to the full samples of manufacturing and KIS firms before analyzing differences within the KIS sector.

\(^{16}\) We refer to Ackerberg et al. (2007) and Aguirregabiria (2009) for a comprehensive overview.

\(^{17}\) We use the non-standard bootstrapping as described in Cameron and Trivedi (2010, 417f). The unique firm identifier (id) is used as cluster or block variable, such that the sample drawn during each replication is a bootstrap sample over these ids as it is required for panel data.

\(^{18}\) Here, we do not discuss the outcomes for manufacturing differentiated for firm size classes any further, as this is beyond the scope of the present paper. A more detailed discussion is found in Baumann and Kritikos (2016).
(column 1) and KIS industries (column 2), where we employ dummies for firm size and firm age with large-sized firms and mature firms being the reference group. There is a notable difference for the size and age class dummies in the estimations of the two samples. The negative effect of the size class dummies is always significant in the manufacturing sample, indicating that firm size is positively related with the decision to start an R&D engagement (as is consistently found in the literature), while it is almost never significant for KIS firms, with the exception of the very small firms with 1–4 employees. Given that marginal effects are considerably smaller among KIS firms, we are confident that the insignificance does not result from a smaller sample size in this sector. This points to an important effect: there is a significant difference in R&D decisions between the two industries in that firm size is less relevant in services. Moreover, there is an important age class effect with respect to KIS firms as well. While in manufacturing, start-ups and middle-aged firms start R&D activities with similar probabilities (and middle-aged firms with higher probability), in KIS industries, start-ups and middle-aged firms have a higher likelihood of engaging in R&D than firms that have been established for 20 or more years.

We observe several similarities between the two industries. First, the positive and statistically significant coefficient of internationalization suggests that having an international orientation is associated with a higher propensity to engage in R&D. This holds across all firm sizes.

|                | Manufacturing | Knowledge-intensive services |                |
|----------------|---------------|-----------------------------|---------------|
|                | 1–249     | 1–249                       | 10–249        | 1–9         |
| α/s.e.         | Mfx         | α/s.e.                      | Mfx           | α/s.e.      | Mfx       |
| 1–4 employees  | −1.333**   | −0.344                      | −0.403**      | −0.092      | −0.315    | −0.060    |
|               | (0.13)     |                             | (0.18)        |             | (0.13)    |           |
| 5–9 employees  | −1.265**   | −0.326                      | −0.110        | −0.025      |           |           |
|               | (0.10)     |                             |               |             |           |           |
| 10–49 employees| −0.547**   | −0.141                      | −0.105        | −0.024      | −0.100    | −0.029    |
|               | (0.06)     |                             |               |             |           |           |
| Start-ups (0–5 years) | −0.010 | 0.003                      | 0.304*        | 0.070       | 0.355     | 0.102     |
|               | (0.10)     |                             |               |             |           |           |
| Middle aged (6–19 years) | 0.130* | 0.033                       | 0.348**       | 0.080       | 0.303*    | 0.087     |
|               | (0.06)     |                             |               |             |           |           |
| Group         | 0.051      | 0.013                       | 0.217         | 0.050       | 0.212     | 0.061     |
|               | (0.07)     |                             |               |             |           |           |
| Main market export | 0.819** | 0.211                       | 0.844***      | 0.193       | 0.847**   | 0.243     |
|               | (0.09)     |                             |               |             |           |           |
| Competitive pressure | 0.015 | 0.004                       | −0.047        | −0.011      | 0.008     | 0.002     |
|               | (0.05)     |                             |               |             |           |           |
| Limited       | 0.570**   | 0.147                       | 0.744***      | 0.171       | 0.912**   | 0.262     |
|               | (0.09)     |                             |               |             |           |           |
| Profitable    | 0.024      | 0.006                       | −0.014        | −0.003      | −0.088    | −0.025    |
|               | (0.05)     |                             |               |             |           |           |
| Industry, region, year | Yes | Yes                        | Yes           | Yes        |           |           |
| γ              | Yes | Yes                        | Yes           | Yes        |           |           |
| N              | 5394       | 1735                        | 681           | 1054       |           |           |
| Log likelihood | −2464.46   | −716.15                     | −346.89       | −366.36    |           |           |
| Pseudo $R^2$  | 0.224      | 0.149                       | 0.120         | 0.140      |           |           |

Clustered s.e. at the firm level in parentheses. Reference groups: medium-sized firms, mature firms in the age class 20 years, *significant at $p < 0.05$ level, **significant at $p < 0.01$ level.
sizes in the sample, with the positive effect of exporting being more pronounced in the SME subsample of KIS firms compared to their smaller counterparts. Second, a positive and statistically significant relationship is also found to exist between firms with a limited liability structure and the likelihood of R&D engagement. This variable may capture aspects such as a firm’s creditworthiness.

Beyond these, no other observed variables unfold significant effects on the probability of engaging in R&D, be it the variable indicating group affiliation, strong competition, or a good profit situation (the variable “profitable”). The lack of a significant effect of a positive profit situation is worth highlighting: it may be interpreted in the sense that firms engage in R&D for strategic reasons. Overall, while the rest of variables are found to be quite similar between the two industries, the age class effect in favor of start-ups and the near absence of a firm size effect in influencing R&D engagement of firms in knowledge-intensive services are striking.

5.2 Second stage—knowledge production

Table 3 provides results for the second stage of the model, which estimates the likelihood of a firm being an innovator (the knowledge production function, Eq. (2)), i.e., having introduced a product, service, or process innovation. Here, the predicted values of R&D engagement from the first step are used to correct for endogeneity. In order to take into account that we use the predicted probabilities of the R&D variables, we compute bootstrapped standard errors with 100 replications.19 To do so, the two probit models for R&D engagement and innovation output are estimated sequentially on 100 random samples drawn from the data with replacement.

The first two columns include the entire sample of firms separated for the two sectors. As the positive and statistically significant coefficient of R&D engagement shows, the central tenet of the knowledge production model holds. Firms engaging in R&D exhibit a higher likelihood of being innovative in both manufacturing and knowledge-intensive services. As the next two columns show, this holds for larger firms and also for microfirms in the KIS industries, even if the marginal effect for microfirms is half that of SMEs. Importantly, among microfirms, the skill variable seems to “compensate” for the lower marginal effect of R&D on the probability of innovation: highly skilled employees unfold nearly the same marginal effect on the probability of introducing an innovation, as does R&D engagement. For SMEs, highly skilled employees are a much less powerful predictor of innovation.

The second striking result is observed with respect to start-ups: the positive, and for KIS firm statistically significant, coefficient of the age class dummy variables for start-ups implies that firm age and the likelihood of innovating are negatively related. Start-ups in particular among the microfirms are more likely to innovate successfully than mature firms in the KIS sector are. This suggests that, after controlling for R&D engagement and other investments in knowledge, such as skilled employees, training, technical equipment, and investment, young firms enjoy an innovation advantage vis-à-vis their mature counterparts among microfirms in these industries.

A third remarkable result when comparing manufacturing with KIS industries again concerns firm size. The coefficients of all firm-size class dummies are negative and statistically significant for manufacturing, suggesting that, in this sector, after controlling for R&D engagement, firm size tends to be positively related with the likelihood of innovating. When the likelihood of innovating is estimated for knowledge-intensive service firms, the coefficients of the dummy variables for the different firm size classes are almost never statistically significant. For knowledge-intensive service firms, it seems that firm size does not adversely influence the likelihood of innovative activities, again, except for the very small firms with less than five employees.

There are also similarities between the two sectors. The positive and statistically significant coefficients of skilled labor, technical state of equipment, and training in both sectors are consistent with the knowledge production model in that they suggest that a higher amount of inputs generating knowledge results in a greater likelihood of innovative activity. This also holds for the KIS sector, even if these variables are not significant for the SME size class, probably because variation for firms with employees between 10 and 249 employees is low, with nearly all KIS firms in the SME size class appearing to be equipped with the newest apparatuses and offering training (Table 1).

---

19 We implement the bootstrap, as potential bias introduced by using a predicted value should converge toward zero in very large samples.
5.3 Third stage—productivity

The production function estimation is conducted using the ACF model as described in Section 4.2. Given the data, we employ a sales production function with the log of revenue per employee used as the dependent variable. We do not impose the assumption of constant returns to scale, thereby keeping labor in the estimation. Note that cyclical effects on sales, sector differences, and regional differences, as well as differences due to age, are accounted for in the first stage of the ACF procedure. The predicted probability of being an innovating firm from the second stage of the CDM model serves as the innovation variable. The actual estimation is conducted by means of GMM (general methods of moments). Given the discussion in Section 4.2, the following set of instruments is employed: \( Z = \{l_{it-1}, m_{it-1}, k_{it}, \xi_{it}\} \), with \( E[\xi_{it} | Z] = 0 \).

Age, region, year, and industry are controlled for in the first stage of ACF procedure.

The results of the production function estimations are presented in Table 4. Columns 1 and 2 display the results for manufacturing and knowledge-intensive service, and columns 3 and 4 show the effects for micro- and small firms in the KIS sector, respectively. As one would expect, labor has a much stronger effect in service firms than in manufacturing firms. At the same time, investment in physical capital is insignificant for microfirms in knowledge-intensive services.

With respect to innovation, our main variable of interest, we find that innovating firms (in comparison to non-innovating firms) are causally able to increase their labor productivity. If the probability to innovate decreases by 1%, labor productivity increases by 1.1% for all firms in KIS (column 2). This result is in line with earlier research by, for instance, Hall et al. (2009) for Italian manufacturing firms.

5.4 Robustness checks and limitations

Two robustness checks have been conducted. The first concerns the number of replications of the bootstrap. The main estimation is constructed using 100 replications (\(B\)), mainly to have a more practicable calculation time. In order to test the sensitivity of the significance of the results to the chosen level of \(B\), the main estimation has also been estimated with a \(B = 1000\). While minor changes in the standard errors can be observed, they are not large enough to change the significance of the results. Using 1000 repetitions, the robustness check with a \(B = 1000\) largely confirms our main results.

Secondly, the main estimation examines the effect of being an innovator instead of differentiating between product, service, and process innovation. As additional robustness checks, the effects between the two is disentangled. In line with Hall et al. (2009), we estimate process and product or service innovation output in a bivariate probit model, taking into account the assumption that both are determined by the same firm characteristics. Table 5 presents the results for the second stage, the knowledge production function. It shows that R&D engagement increases the probability of being innovative for both types of innovation. Similar to manufacturing, the marginal effects for product/service innovation are higher in the KIS industries than for process innovation. It also becomes clear that the age class dummy is only significant for product/service innovation: startups are more likely to create a new product or service than are mature firms. One effect should be emphasized: larger microfirms, with 5 to 9 employees, are able to transform innovation inputs into outputs with a similar likelihood (see column 3 in Table 3), but this does not hold when we
estimate for product or service and process innovations separately.

By contrast, small firms (10–49 employees) are not adversely influenced by their size in comparison with medium-sized firms when it comes to the likelihood of turning R&D investments into new products or services. Table 6 presents the results of the third stage of the innovation process, the production function, again estimated (as for Table 4) with the ACF approach. Disentangling the influence of product or service and process innovation on labor productivity confirms a well-established effect found in many empirical papers on manufacturing. While the positive influence of the predicted probability of a product or service innovation on labor productivity is highly significant, the effect of process innovation is insignificant. This also holds for knowledge-intensive services. Overall, this robustness check confirms our main results and provides a clear answer to our main research question: KIS firms benefit from investments into R&D in the sense that their innovation outcomes causally increase their labor productivity.

Our analysis still faces a number of data-driven limitations that we address here. First, we are able to use only a dichotomous variable to measure R&D effort. As shown by Mairesse et al. (2005),

Table 3 Knowledge production function

|                | Manufacturing | Knowledge-intensive services |
|----------------|---------------|-----------------------------|
|                | 1–249         | 1–249                      |
|                | α/s.e. Mfx    | α/s.e. Mfx                  |
| 1–4 employees  | −0.500**      | −0.364*                    |
|                | (0.10)        | (0.19)                     |
| 5–9 employees  | −0.425**      | −0.321                      |
|                | (0.09)        | (0.17)                     |
| 10–49 employees| −0.168*       | −0.176                      |
|                | (0.07)        | (0.16)                     |
| Start-ups (0–5 years) | 0.082   | 0.341**                    |
|                | (0.07)        | (0.11)                     |
| Middle aged (6–19 years) | −0.010    | 0.081                      |
|                | (0.04)        | (0.08)                     |
| Share high-qual. empl. | 1.556** | 0.558**                    |
|                | (0.22)        | (0.14)                     |
| Training       | 0.322**       | 0.174*                     |
|                | (0.04)        | (0.07)                     |
| Technical state of equipm. | 0.195** | 0.177*                     |
|                | (0.04)        | (0.08)                     |
| Pred. Prob. R&D | 0.714** | 1.368**                    |
|                | (0.20)        | (0.36)                     |
| Industry, region, year | Yes    | Yes                        |
| N              | 9317          | 2980                       |
| Bootstrap reps.| 100           | 100                        |
| Log likelihood | −5643.51      | −1812.194                  |
| Pseudo $R^2$   | 0.111         | 0.122                      |

Clustered s.e. at the firm level in parentheses. Reference groups: medium-sized firms, mature firms in the age class ≥ 20 years, *significant at $p < 0.05$ level, **significant at $p < 0.01$ level

24 See Hall (2011) for a more general discussion on why product more often than process innovation increases the labor productivity among firms.
such a dichotomous variable has less explanatory power than a continuous one. However, using qualitative information on R&D has an advantage against censored quantitative information, namely, as Mairesse et al. (2005) clarify, that we do not have to account for the selectivity issue concerning R&D and innovation intensity that Crepon et al. (1998) must correct for in their specification.

Secondly, the measurement of innovation output remains rudimentary in two ways. Innovation output is still restricted to product, service, and process innovation, although other types of innovation are receiving attention, including organizational, marketing, and social innovation. Future research, therefore, needs to differentiate with better data between technological and non-technological innovation outputs. Another measurement issue concerns the fact that innovation output is measured as a dichotomous variable. As larger firms tend to have more R&D activities than smaller ones, they are more likely to realize a higher number of innovative outcomes. Therefore, the knowledge production function estimates for the measures of firm size might be biased. A last data limitation of this study concerns the lack of information on firm capital stock. This, however, is a common shortcoming in the literature (see, inter alia, Griffith et al. 2006; Hall et al. 2009). Most research faces this issue and, thus, uses investment to proxy for the capital stock. We follow the literature by also making use of information on investment.25

6 Discussion and conclusions

This paper analyzes the triad relationship between innovation input, principally R&D engagement, innovation output, and its impact on productivity in a non-manufacturing context, and focusses on microfirms in knowledge-intensive services (KIS). By using a comprehensive database including both knowledge-intensive service firms and manufacturing firms, the paper also probes whether services are different from manufacturing in terms of what influences firm innovation.

The first finding of this study is that knowledge-intensive services are able to generate innovative output not only by investing in R&D

---

25 We follow Crass and Peters (2014) by replacing the log values of investment for non-investing firms with a constant (here, zero) and by adding a dummy variable for no-investment observations. By doing so, the estimated output elasticity of investment is unaffected by the value of the constant and the estimation is not only restricted to investing firms.
| Table 5 Knowledge production function—process and product/service innovation |
|-----------------------------|-----------------------------|-----------------------------|-----------------------------|
|                            | Manufacturing               | Knowledge-intensive services | Manufacturing               |
|                            | 1–249                       | 1–249                       | 1–9                        |
| 1–4 employees              | 1–249                       | 1–249                       | 1–9                        |
| \(a/s.e\.) Mfx             | \(a/s.e\.) Mfx              | \(a/s.e\.) Mfx              | \(a/s.e\.) Mfx             |
| 0.566**                    | 0.149                       | 0.551**                     | 0.129                      |
| 0.12                       | 0.20                       | 0.13                        |
| 5–9 employees              | 0.365**                     | 0.096                       | 0.505**                    |
| \(a/s.e\.) Mfx             | \(a/s.e\.) Mfx              | \(a/s.e\.) Mfx              | \(a/s.e\.) Mfx             |
| 0.09                       | 0.17                       | 0.11                        | 0.16                       |
| 10–49 employees            | 0.147*                      | 0.039                       | 0.274                      |
| \(a/s.e\.) Mfx             | \(a/s.e\.) Mfx              | \(a/s.e\.) Mfx              | \(a/s.e\.) Mfx             |
| 0.07                       | 0.15                       | 0.15                        | 0.15                       |
| Start-ups (0–5 years)      | 0.156**                     | 0.041                       | 0.209                      |
| \(a/s.e\.) Mfx             | \(a/s.e\.) Mfx              | \(a/s.e\.) Mfx              | \(a/s.e\.) Mfx             |
| 0.06                       | 0.13                       | 0.12                        | 0.14                       |
| Middle aged (6–19 years)   | 0.042                       | 0.011                       | 0.039                      |
| \(a/s.e\.) Mfx             | \(a/s.e\.) Mfx              | \(a/s.e\.) Mfx              | \(a/s.e\.) Mfx             |
| 0.04                       | 0.09                       | 0.14                        | 0.15                       |
| Share high-qual. empl.     | 0.286                       | 0.075                       | 0.337*                     |
| \(a/s.e\.) Mfx             | \(a/s.e\.) Mfx              | \(a/s.e\.) Mfx              | \(a/s.e\.) Mfx             |
| 0.17                       | 0.13                       | 0.13                        | 0.14                       |
| Training                   | 0.275**                     | 0.072                       | 0.109                      |
| \(a/s.e\.) Mfx             | \(a/s.e\.) Mfx              | \(a/s.e\.) Mfx              | \(a/s.e\.) Mfx             |
| 0.04                       | 0.07                       | 0.13                        | 0.13                       |
| Techn. state of equipm.    | 0.298**                     | 0.078                       | 0.259**                    |
| \(a/s.e\.) Mfx             | \(a/s.e\.) Mfx              | \(a/s.e\.) Mfx              | \(a/s.e\.) Mfx             |
| 0.04                       | 0.10                       | 0.14                        | 0.14                       |
| Pred. Prob. R&D            | 0.625**                     | 0.164                       | 1.186**                    |
| \(a/s.e\.) Mfx             | \(a/s.e\.) Mfx              | \(a/s.e\.) Mfx              | \(a/s.e\.) Mfx             |
| 0.19                       | 0.38                       | 0.52                        | 0.50                       |
| Industry, region, year     | Yes                         | Yes                         | Yes                        |
| \(N\)                      | 9317                        | 2980                        | 1172                       |
| Bootstrap reps.            | 100                         | 100                         | 100                        |
| \(p\) value for Wald test  | 0.000                       | 0.000                       | 0.000                      |
| Rho                        | 0.542                       | 0.670                       | 0.687                      | 0.653                      |

Clustered s.e. at the firm level in parentheses. Reference groups: medium-sized firms, mature firms \(\geq 20\) years. *significant at \(p < 0.05\) level, **significant at \(p < 0.01\) level.
but also by having highly skilled employees, the latter being germane for microfirms. We reveal that while a small firm size places a distinct burden on the innovation performance of manufacturing firms, the empirical results suggest that the role of firm size in innovation for knowledge-intensive services is decidedly different from manufacturing firms. Microfirms are willing to engage with similar probabilities in innovation activities (R&D) as larger firms and, importantly, have a similar ability of transforming innovation inputs into innovation output. One reason for these findings could be that firms have become able to reap the advantages of lower industry-specific minimum efficient firm sizes. In this context, it is also important to highlight that we also find an important age effect, which is more relevant for the KIS sector than for manufacturing: micro-start-ups are better able to turn innovation inputs into new knowledge than are mature microfirms. As such, with the inclusion of microfirms, this paper contributes to the understanding of innovative patterns and activities in firms of all size and age classes.

To answer the question related to issues of causality between innovation output and productivity levels of firms, we incorporate the structural model of Ackerberg et al. (2015) into the third stage of the model of Crepon et al. (1998). We provide evidence that firms in KIS industries—as much as manufacturing firms—are causally able to turn their innovation output into higher productivity.

Overall, our findings have policy implications. Expectations that start-ups are associated with introducing innovative products and services receive strong support for knowledge-intensive services (in contrast to the manufacturing sector). This finding is particularly significant as it confirms the view that entrants into KIS industries tend to have the innovative advantage vis-à-vis their more established incumbents. Together with the fact that in KIS industries the probability of successfully turning innovation input into innovation output is nearly not affected by firm size can be seen as an encouragement for entrepreneurs in microfirms seeking to develop innovation activities. Making such investments may increase the probability of

### Table 6 Production function estimates

|                      | Manufacturing 1–249 | Knowledge-intensive services 1–249 | Knowledge-intensive services 10–249 | Knowledge-intensive services 1–9 |
|----------------------|---------------------|----------------------------------|-----------------------------------|----------------------------------|
|                      | α/s.e.              | α/s.e.                           | α/s.e.                            | α/s.e.                           |
| Labor                | −0.704** (0.02)     | −0.562** (0.10)                  | −0.496** (0.07)                   | −0.650** (0.07)                  |
| Capital              | 0.026** (0.00)      | 0.032** (0.01)                   | 0.055** (0.02)                    | 0.025                            |
| Material             | 0.688** (0.02)      | 0.511** (0.08)                   | 0.471** (0.05)                    | 0.551** (0.04)                   |
| Pred. Prob. Prod/Ser Innov. | 0.463** (0.13) | 0.937 (0.08)                     | 1.384* (0.69)                     | 1.404** (0.51)                   |
| Pred. Prob. process Innov. | −0.098 (0.19) | 0.134 (0.77)                     | −0.802 (0.80)                     | −0.602 (0.95)                    |
| N                    | 9317                | 2980                             | 1172                              | 1808                             |
| Bootstrap reps       | 100                 | 100                              | 100                               | 100                              |

*Significant at p < 0.05 level, **significant at p < 0.01 level

Age, region, year, and industry are controlled for in the first stage of ACF procedure. Non investment is controlled for by a dummy variable.
innovation success that pays in the sense of higher productivity. At the same time, this finding does not mean that such investment is riskless per se.

These observations about microfirms are also good news for economies suffering from a low share of large firms, as is the case in Southern Europe. Earlier research found that KIS industries are among the most dynamic sectors (see Gebauer et al. 2019) and are becoming crucial for economic growth and prosperity. Our results show that by contrast to the manufacturing sector, there is no prerequisite for having a considerable amount of large firms in order to realize such growth. Even if firms tend to remain small, they will be able to successfully introduce innovations that in turn increase firm productivity and ultimately spur economic growth. A second important insight of this finding is that as the innovative output of KIS firms might be used as input for other productive activities, KIS firms may also have the potential to foster innovation through knowledge diffusion in the downstream industries.

Several consequences can be drawn from these observations for the policy side. On the one hand, there exist prejudices at the level of the ministerial bureaucracy assuming that microfirms are marginal in their contribution to the economic performance of a country. These preconceptions can be clearly rejected—microfirms do not only employ the majority of employees in the KIS industries, they are also able to successfully innovate and thus are important driver of technological progress.

On the other hand, policy needs to be cognizant that sweeping generalizations about promoting R&D, innovation, and productivity, across all types of firms and sectors, may be less efficient. Rather, the relationships between R&D, innovation, and productivity are specific to the firm size and industry context. This suggests that policy efforts to stimulate innovation and, thus, increases in firm productivity need to be sensitive to both aspects. Consider, as one example, the fact that the majority of micro- and small firms in KIS industries—although successful innovators—do not formally budget for R&D. At the same time, Germany, for instance, is planning to introduce tax credits for R&D investments, a benefit that already exists in a number of other countries. In the German context, politicians specifically emphasized that such benefits will help MSMEs in their innovation efforts, because these are said to refrain more strongly from R&D investments than larger firms. However, such tax benefits are futile, as the majority of these firms would not gain any tax advantages from benefits for R&D because they do not formally employ R&D workers.

Future research needs to analyze what kind of instruments successfully incentivize MSMEs to become more innovative. For this, it is important to determine to what extent MSMEs currently refrain from formal innovation activities (see also Hottenrott and Peters 2012). Is it that they perceive these activities as too risky or is it that MSMEs would like to innovate but are not able to do so because they face financing constraints and lack external funding?

Moreover, innovative start-ups and microfirms add to the level of competitiveness of an economy by bringing in own new product ideas, according to which they push established firms to improve their performance. In this sense, future research needs also to investigate to what extent the entry of new firms into and their exit from markets is impeded through prohibitive over-regulation and red tape.
Appendix A

The ACF model

The ACF model is aimed at splitting the observed error term ($\nu_{jt}$) such that the unobserved firm specific factor productivity ($\omega_{jt}$) can be “observed,” as one can control for it in the estimations; these approaches are referred to as control function approaches. Since Levinsohn and Petrin (2003), control function approaches utilize the assumption that an intermediate input demand function with certain characteristics exists: $m_{jt} = h_{c}(\cdot)$. Inter alia, it is assumed that such a function contains all observed variables relevant for material and TFP ($\omega_{jt}$), that the function is strictly monotonic in $\omega_{jt}$, and that TFP is the only unobserved state variable in that function (Ackerberg et al. 2015). Given these assumptions, the function $h_{c}(\cdot)$ is invertible, which allows for replacing the unobserved TFP with a function of observables in the production function. Using Eq. (3) as starting point, this leads to the following:

$$y_{jt} - l_{jt} = \alpha_{0} + (\alpha_{l-1})l_{jt} + \alpha_{k}k_{jt} + \alpha_{k}m_{jt} + \alpha_{i}i_{jt} + h_{c}^{-1}(l_{jt}, k_{jt}, m_{jt}, i_{jt}) + \varepsilon_{jt}$$

with

$$\varphi_{c}(l_{jt}, k_{jt}, m_{jt}, i_{jt}) = \alpha_{0} + (\alpha_{l-1})l_{jt} + \alpha_{k}k_{jt} + \alpha_{m}m_{jt} + \alpha_{i}i_{jt} + h_{c}^{-1}(l_{jt}, k_{jt}, m_{jt}, i_{jt})$$

The function $h_{c}^{-1}(\cdot)$ is approximated by a polynomial as its functional form is unknown (Levinsohn and Petrin 2003).

Even when controlling for TFP, the coefficients are not identified when estimating Eq. (4), e.g., by means of OLS, because of the functional dependency between the regressors and $h_{c}^{-1}(\cdot)$, which also contains the regressors (see Ackerberg et al. 2015 for the proof). Nevertheless, estimating Eq. (4) dislodges the TFP from the error term $\nu_{t}$ (see Eq. (3)) and is needed as the first stage in the two-stage ACF procedure.

Table 7  Descriptive statistics—manufacturing industry

|               | 1–249 | 50–249 | 10–49 | 5–9 | 1–4 |
|---------------|-------|--------|-------|-----|-----|
| Sales (1000 euro) | 8408.40 | 22,265.50 | 3217.67 | 507.33 | 199.32 |
| Material (1000 euro) | 5135.94 | 13,840.10 | 1796.67 | 263.95 | 102.06 |
| Investment (1000 euro) | 443.36 | 897.68 | 183.55 | 41.58 | 21.72 |
| Labor | 47.14 | 113.16 | 25.35 | 6.78 | 2.77 |
| Share of R&D engagement | 0.28 | 0.51 | 0.26 | 0.06 | 0.04 |
| Share of innovators | 0.58 | 0.76 | 0.59 | 0.39 | 0.32 |
| Share of product/service innovators | 0.55 | 0.73 | 0.56 | 0.38 | 0.31 |
| Share of process innovators | 0.21 | 0.33 | 0.20 | 0.11 | 0.07 |
| Share of innovators without R&D | 0.33 | 0.30 | 0.36 | 0.33 | 0.29 |
| Start-ups (age class 0–5 years) | 0.07 | 0.06 | 0.08 | 0.09 | 0.09 |
| Middle aged (age class 6–19 years) | 0.38 | 0.33 | 0.41 | 0.36 | 0.41 |
| Mature firms (age class ≥20 years) | 0.55 | 0.61 | 0.52 | 0.55 | 0.50 |
| Share of high-skilled employees | 0.06 | 0.09 | 0.07 | 0.03 | 0.02 |
| Part of the firm group | 0.14 | 0.29 | 0.10 | 0.03 | 0.02 |
| Main sales market export | 0.09 | 0.19 | 0.06 | 0.02 | 0.02 |
| High competitive pressure | 0.43 | 0.53 | 0.41 | 0.37 | 0.30 |
| Limited | 0.71 | 0.97 | 0.81 | 0.41 | 0.15 |
| Profitable | 0.42 | 0.43 | 0.44 | 0.41 | 0.35 |
| Training of employees | 0.58 | 0.85 | 0.60 | 0.35 | 0.20 |
| Technical state of equipment | 0.58 | 0.65 | 0.60 | 0.49 | 0.45 |
| Observations | 9317.00 | 2946.00 | 3662.00 | 1376.00 | 1333.00 |

The table displays means for continuous variables and shares otherwise. *Based on observations in odd years

Source: IAB Establishment Panel Survey 2009–2014. Own calculations.

Appendix B The ACF model
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$$\varphi_{c}(l_{jt}, k_{jt}, m_{jt}, i_{jt}) = \alpha_{0} + (\alpha_{l-1})l_{jt} + \alpha_{k}k_{jt} + \alpha_{m}m_{jt} + \alpha_{i}i_{jt} + h_{c}^{-1}(l_{jt}, k_{jt}, m_{jt}, i_{jt})$$

The function $h_{c}^{-1}(\cdot)$ is approximated by a polynomial as its functional form is unknown (Levinsohn and Petrin 2003).

Even when controlling for TFP, the coefficients are not identified when estimating Eq. (4), e.g., by means of OLS, because of the functional dependency between the regressors and $h_{c}^{-1}(\cdot)$, which also contains the regressors (see Ackerberg et al. 2015 for the proof). Nevertheless, estimating Eq. (4) dislodges the TFP from the error term $\nu_{t}$ (see Eq. (3)) and is needed as the first stage in the two-stage ACF procedure.
The identification strategy in the second stage relies on the assumption that TFP follows a first-order Markov process (Olley and Pakes 1996; Levinsohn and Petrin 2003; Bond and Söderbom 2005; Ackerberg et al. 2007; Ackerberg et al. 2015). Hence, the firm’s productivity expectation is derived from its past experience, contained in the information set $\mathcal{T}_{jt-1}$, and a random productivity shock $\xi_{jt}$ in $t$ that is independent of all past information. This model, formally $\omega_{jt} = E(\omega_{jt} | \mathcal{T}_{jt-1}) + \xi_{jt}$, can be approximated by a polynomial in $\omega_{jt-1}$ of order $n$. Following Petrin et al. (2004), we set $n = 3$, hence,

$$\omega_{jt} = \lambda_0 + \lambda_1 \omega_{jt-1} + \lambda_2 \omega_{jt-2} + \lambda_3 \omega_{jt-3} + \epsilon_{jt}, \quad (5)$$

where $\epsilon_{jt}$ is an error term that contains true measurement error and the unobserved productivity shock $\xi_{jt}$. Given Eq. (4), we infer $\omega_{jt}$ from rearranging that function:

$$\varphi_t \left( l_{jt}, k_{jt}, m_{jt}, \lambda_{jt} \right) = (\alpha_t - 1) l_{jt} - \alpha_t k_{jt} - \alpha_t m_{jt} - \alpha \lambda_{jt}$$  

$$\omega_{jt} = \hat{\varphi}_{jt} - (\alpha_t - 1) l_{jt} - \alpha_t k_{jt} - \alpha_t m_{jt} - \alpha \lambda_{jt}$$

The rearranged function is substituted into Eq. (5), which is then estimated by means of GMM using $\hat{\varphi}_{jt}$, as estimated in the first step, and the starting values for the coefficients.$^{26}$

Identification further relies on timing assumptions regarding the firms’ decisions for the different inputs. Since the seminal study of Olley and Pakes (1996), it is assumed that the decision to invest is taken in $t-1$ but carried out in $t$, which is why investment in $t$ is independent of the productivity shock $\xi_{jt}$. Ackerberg et al. (2015) show that the labor variable is correlated with $\xi_{jt}$. This holds even if labor is considered “less flexible” than material and when firms decide about labor before they decide about material, e.g., at $t-b$ with $0 < b < 1$. As also shown, the decision for $l_{jt-1}$ exploits only the information the firms possess at $t-1$, which are in information set $\mathcal{T}_{jt-2}$. Consequently, $l_{jt-1}$, which was decided upon at $t-b-1$, is not correlated with the productivity shock in $t$. The same holds for the material variable. The use of the predicted innovation probability as an instrument for the observed innovation variable ensures orthogonality with $\xi_{jt}$.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Ackerberg, D., Lanier Benkard, C., Berry, S., & Pakes, A. (2007). Econometric tools for analyzing market outcomes. In Handbook of Econometrics, by James Heckman and E. Leamer (4171–4276). Amsterdam: North-Holland.

Ackerberg, D. A., Caves, K., & Frazer, G. (2015). Identification properties of recent production function estimators. Econometrica, 83(6), 2411–2451.

Acs, Z. J., & Audretsch, D. B. (1987). Innovation, market structure and firm size. Review of Economics and Statistics, 69(4), 567–574.

Acs, Z. J., Audretsch, D. B., & Feldman, M. P. (1994). R&D spillovers and recipient firm size. Review of Economics and Statistics, 76(2), 336–340.

Aguirregabiria, V. (2009). Econometric issues and methods in estimation of production functions. Munich, MPRA Paper No. 15973.

Aspara, J., Klein, J. F., Luo, X., & Tikkanen, H. (2018). “The Dilemma of Service Productivity and Service Innovation: An Empirical Exploration in Financial Services.” Journal of Service Research, 1(4), 1–23.

Baumann, J., & Kritikos, A. S. (2016). The link between R&D, innovation and productivity: are micro firms different? Research Policy, 45(6), 1263–1274.

Berger, A. N., & Udell, G. F. (2002). Small business credit availability and relationship lending: the importance of bank organisational structure. The Economic Journal, 122(477), F32–F53.

Bond, S., & Söderbom, M. (2005). Adjustment costs and the identification of Cobb Douglas production functions. mimeo.

Cameron, A. C., & Trivedi, P. K. (2010). Microeconometrics using Stata. Stata Press.

Cohen, W. M., & Klepper, S. (1996a). A reprise of size and R&D. The Economic Journal, 106(437), 925–951.

Cohen, W. M., & Klepper, S. (1996b). Firm size and the nature of innovation within industries: the case of process and product R&D. Review of Economics and Statistics, 78(2), 232–243.

Crass, D., & Peters, B. (2014). “Intangible assets and firm-level productivity.” ZEW Discussion Papers, No. 14–120., Mannheim.

Crepon, B., Duguet, E., & Mairesse, J. (1998). Research, innovation and productivity: an econometric analysis at the firm
level. Economics of Innovation and New Technology, 7(2), 115–158.

Czarnitzki, D., & Hottenrott, H. (2011). R&D investment and financing constraints of small and medium-sized firms. Small Business Economics, 36(1), 65–83.

Ellguth, P., Kohaut, S., & Möller, I. (2014). The IAB establishment panel - methodological essentials and data quality. Journal for Labour Market Research, 47(1–2), 27–41.

European Commission. (2003). Recommendation 2003/361/EC concerning the definition of small and medium-sized enterprises. Official Journal of the European Union, 124(36), 36–41.

Federal Statistical Office Germany. (2018). “Statistics on small and medium-sized enterprises.” Genesis-Online Datenbank. Accessed 05 22, 2018. https://www-genesis.destatis.de/genesis/online/link/tabelleErgebnis/48121-0002&language=en.

Fischer, G., Janik, F., Müller, D., & Schmucker, A. (2009). The IAB establishment panel – things users should know. Schmollers Jahrbuch, 129(1), 133–148.

Forsman, H. (2011). Innovation capacity and innovation development in small enterprises. A comparison between the manufacturing and service sector. Research Policy, 40(5), 739–750.

Fritsch, M., Kritikos, A. S., & Sorgner, A. (2015). “Why did self-employment increase so strongly in Germany?” Entrepreneurship & Regional Development, 27(5–6), 307–333.

Galloj, F., & Weinstein, O. (1997). Innovation in services. Research Policy, 26(4–5), 537–556.

Gebauer, S., Kritikos, A. S., Krisiowolucky, A., Mattes, A., & Rieth, M. (2019). Italy must foster high growth industries. DIW Weekly Report, 7, 65–74.

Gehrke, B., Fritsch, M., Neuhäusler, P., & Rammer, C. (2013). “Re-definition of research-intensive industries and goods – NIF/IST/ZEW-Lists 2012. Studien zum deutschen Innovationssystem (8–13). Berlin: Expertenkommission Forschung und Innovation (EFI).

Griffith, R., Huergo, E., Mairesse, J., & Peters, B. (2006). Innovation and productivity across four European countries. Oxford Review of Economic Policy, 22(4), 483–498.

Griliches, Z. (1979). Issues in assessing the contribution of research and development to productivity growth. Bell Journal of Economics, 10(1), 92–116.

Griliches, Z. (1998). R&D and Productivity: The Econometric Evidence. Chicago: Chicago University Press.

Hall, B. H. (2011). Innovation and productivity. Nordic Economic Policy, 2, 167–2204.

Hall, B. H., Lotti, F., & Mairesse, J. (2009). Innovation and productivity in SMEs: empirical evidence for Italy. Small Business Economics, 33(1), 13–33.

Hall, B. H., Mairesse, J., & Mohnen, P. (2010). “Measuring the returns to R&D.” In Handbook of the economics of innovation, by Bronwyn H. Hall and Nathan Rosenberg. (1033–1082). Elsevier B.V. North Holland.

Hottenrott, H., & Peters, B. (2012). Innovative capability and financing constraints for innovation: more money, more innovation? Review of Economics and Statistics, 94(4), 1126–1142.

Huang, E., & Jaumandreu, J. (2004). How does probability of innovation change with firm age? Small Business Economics, 22(3–4), 193–207.

Kowon, A., Fritsch, M., & Kritikos, A. S. (2018). Business cycles and start-ups across industries: an empirical analysis of German regions. Journal of Business Venturing, 33(6), 742–761.

Levinsohn, J., & Petrin, A. (2003). Estimating production functions using inputs to control for unobservables. Review of Economic Studies, 70, 317–341.

Lööf, H., & Heshmati, A. (2006). “On the relationship between innovation and performance: a sensitivity analysis.” Economics of Innovation and New Technology 15 15 (4–5): 317–344.

Lööf, H., Mairesse, J., & Mohnen, P. (2017). CDM 20 years after. Economics of Innovation and New Technology, 26(1–2), 1–4.

Maafi, F., & Führmann, B. (2012). Innovationstätigkeit im Mittelstand: Messung und Bewertung. IM-Materialien No. 212. Bonn: Institut für Mittelstandsforschung (fIM).

Mairesse, J., & Mohnen, P. (2002). Accounting for innovation and measuring innovativeness: an illustrative framework and an application. American Economic Review, 92(2), 226–230.

Mairesse, J., & Robin, S. (2010). Innovation and productivity: a firm-level analysis for french manufacturing and services using CIS3 and CIS4 data (1998–2000 and 2002–2004). Paris: CREST-ENSMA.

Mairesse, J., Mohnen, P., & Kremp, E. (2005). The importance of R&D and innovation for productivity: a reexamination in light of the 2000 French innovation survey. Annales d’Economie et de Statistique, 79–80, 487–527.

Marschak, J., Andrews, W. H., Jr. (1944). Random simultaneous equations and the theory of production. Econometrica, 143–205.

Mohnen, P., & Hall, B. H. (2013). Innovation and productivity: an update. Eurasian Business Review, 3(1), 47–65.

Musolesi, A., & Huiban, J. P. (2010). Innovation and productivity in knowledge intensive business services. Journal of Productivity Analysis, 34(1), 63–81.

OECD/Eurostat. (2005). Oslo manual: guidelines for collecting and interpreting innovation data (3rd ed.). Paris: OECD Publishing.

Olley, G. S., & Pakes, A. (1996). The dynamics of productivity in the telecommunications equipment industry. Econometrica, 64(6), 1263–1297.

Ordanini, A., & Parasuraman, A. (2011). Service innovation viewed through a service-dominant logic lens: a conceptual framework and empirical analysis. Journal of Service Research, 14(1), 3–23.

Pakes, A., & Griliches, Z. (1984). “Patents and R&D at the Firm level: a first look.” In R&D, Patents, and Productivity, by Zvi Griliches (ed.). 55–72. Chicago: University of Chicago Press.

Peters, B., Roberts, M. J., Vuong, V. A., & Fryges, H. (2017). Estimating dynamic R&D Choice: an analysis of costs and long-run benefits. RAND Journal of Economics, 48(2), 409–437.

Peters, B., Riley, R., Siedschlag, I., Vahter, P., & McQuinn, J. (2018). Internationalisation, innovation and productivity in...
services: evidence from Germany, Ireland and the United Kingdom. Review of World Economics, 154, 585–615.
Petrin, A., Poi, B. P., & Levinsohn, J. (2004). Production function estimation in Stata using inputs to control for unobservables. The Stata Journal, 4(2), 113–123.
Robehmed, N. (2013). "What is a Startup?" Forbes Dec. 16, 2013.
Segarra-Blasco, A. (2010). Innovation and productivity in manufacturing and service firms in Catalonia: a regional approach. Economics of Innovation and New Technology, 19(3), 233–258.
Stifterverband. (2017). Aufwendungen für Forschung und Entwicklung (FuE) für das Berichtsjahr 2016. Accessed 04 12, 2018. https://www.stifterverband.org/forschung-und-entwicklung.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.