Differences in the spatial landscape of urban mobility: gender and socioeconomic perspectives
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ABSTRACT

Many of our routines and activities are linked to our ability to move; be it commuting to work, shopping for groceries, or meeting friends. Yet, factors that limit the individuals’ ability to fully realise their mobility needs will ultimately affect the opportunities they can have access to (e.g. cultural activities, professional interactions). One important aspect frequently overlooked in human mobility studies is how gender-centred issues can amplify other sources of mobility disadvantages (e.g. socioeconomic inequalities), unevenly affecting the pool of opportunities men and women have access to. In this work, we leverage on a combination of computational, statistical, and information-theoretical approaches to investigate the existence of systematic discrepancies in the mobility diversity (i.e. the diversity of travel destinations) of (1) men and women from different socioeconomic backgrounds, and (2) work and non-work travels. Our analysis is based on datasets containing multiple instances of large-scale, official, travel surveys carried out in three major metropolitan areas in South America: Medellín and Bogotá in Colombia, and São Paulo in Brazil. Our results indicate the presence of general discrepancies in the urban mobility diversities related to the gender and socioeconomic characteristics of the individuals. Lastly, this paper sheds new light on the possible origins of gender-level human mobility inequalities, contributing to the general understanding of disaggregated patterns in human mobility.

Introduction

Human travelling behaviours are linked to a myriad of problems in cities such as traffic congestion, disease spreading, and criminality. Conversely, many of our social and economic activities, such as working, shopping, and socialising hinge on our ability to move. Not surprisingly, human mobility plays a key role in the social and economic development of cities1–3. One example is the economic and social impacts of the mobility restrictions imposed by governments worldwide in 2020 due to the COVID-19 pandemic4–7. In fact, the economic and social hardships arising from the mobility restrictions unevenly affected different segments of the populations, exacerbating inequalities of economic, social5,8,9 and gender10,11 roots. On the other hand, the scientific literature in human mobility has vast pieces of evidence indicating the existence of persistent mobility differences across socioeconomic and gender groups12,13. In many instances, urban mobility differences are rooted in the economic landscape of a city and the spatial distribution of opportunities (e.g. employment) in urban areas.

Thus, understanding the mobility necessities and characteristics of the different segments of the society – especially the less advantaged populations – is crucial to reduce social, economic and gender inequalities, objectives contemplated by the United Nations in their Sustainable Development Goals14.

With regards to the socioeconomic facets of urban mobility, in previous works, we have shown that, in Colombia, middle-income populations tend to distribute their visits to most of the areas of a city while upper and lower-income groups are more likely to concentrate their trips towards a smaller fraction of the zones15,16. Furthermore, it has been shown that in Brazil, populations from different socioeconomic strata tend to use different transportation modes17.

Moreira et al. suggest that in Brazil, public safety can play an important role in how people move18. Even though safety is a problem faced by all genders, empirical evidences indicate that, when possible, women are more likely to opt for longer (or more costly) journeys in favour of a trip perceived as safer18–21. Nevertheless, in general, women are more likely to make shorter trips than men22. Furthermore, women with care duties are more likely to work at locations having shorter commuting travel time, leading them to display different patterns of mobility when compared with men23–25. Hence, the spatial distribution of job opportunities in a city, combined with the gender division of labour and imbalances in the workloads with care responsibilities...
may all contribute to gender-centred differences in mobility.

Thus, of all the sociodemographic dimensions known to influence human travelling behaviours, in this work, we concentrate
on the interaction between gender and the socioeconomic characteristics of travellers and their mobility patterns. We argue
that previously-observed socioeconomic differences in urban mobility\textsuperscript{15,16,18,22} could be connected with how different groups
concentrate/distribute their travels throughout the urban area. Our goal, therefore, is to quantify how concentrated/dispersed the
travelling behaviours of different segments of a population are.

Indeed, certain characteristics of the urban areas, combined with the opportunity landscape of the cities, will attract people
in different ways – and with different magnitudes, – in connection with their sociodemographic characteristics. However, it
is noteworthy that the travelling behaviours of a society are not static in time but, rather, evolve alongside the population, in
response to underlying cultural, social, and economic changes. Data-driven, longitudinal studies related to sociodemographic
processes in human mobility are frequently hindered by data limitations, with few exceptions. Using credit card record data,
Lenormand et al. showed that women in Spain tend to travel shorter distances, frequently closer to their trajectories’ centre of
mass, while men tend to display longer journeys\textsuperscript{26}. We hypothesise that these discrepancies in the mobility patterns of women
and men can be exacerbated when combined with other dimensions, such as the socioeconomic status.

With this objective in mind, we analyse urban mobility through the lenses of mobility diversity\textsuperscript{27–29}. In our formulation, the
mobility diversity is measured as the Shannon entropy of the empirical probability distribution of travels made towards the
set of zones or sub-areas (e.g. census tracts) of a city. Our analyses are based on multiple waves of household travel surveys
from three metropolitan areas in South America carried out in different points in time: Medellín (2005, 2017) and Bogotá
(2012, 2019) in Colombia, and S\~ao Paulo (1997, 2007, 2017) in Brazil. Each survey is composed of three parts: the travel
questionnaire, focusing on the trips themselves (e.g. destination, modal, and purpose), the household (e.g. number of residents
and family arrangement), and the sociodemographic characteristics of the respondents (e.g. gender, age, and socioeconomic
stratum).

Our results indicate that, in the areas we analysed, the travel distribution of men and women are marked – consistently –
different. Moreover, such differences are not uniform across socioeconomic groups. In fact, the socioeconomic mechanisms
operating on the mobility landscape seem to emphasise and amplify the gender-centred differences in mobility. Our findings
shed new light on the potential mechanisms contributing to gender and socioeconomic disadvantages in urban areas. In a
broader perspective, our results suggest that a possible combination of gender biases in employment opportunities with the
specialisation and spatial organisation of the areas of the urban fabric, spurs imbalances in the mobility travel costs sustained by
men and women.

Data and methods

In this work, we analyse household travel surveys from three large urban areas in South America, being two in Colombia and
one in Brazil. The Colombian datasets correspond to the metropolitan areas of Medellín (henceforth stylised as MDE) and
Bogotá (BGT) while the Brazilian dataset covers the metropolitan area of S\~ao Paulo (SAO). For each area, we analysed the
data collected in different years: \{2005, 2017\} for MDE, \{2012, 2019\} for BGT, and \{1997, 2007, 2017\} for SAO, respectively.
Table 1 summarises the main characteristics of each dataset, providing information such as the number of zones covered by the
surveys ($N_Z$), their total area ($A$), the number of travellers ($N_P$), the number of travels ($N_T$), the fractions of travellers ($f^X$), and
travels ($f^X_T$) per gender $X \in \{M, W\}$. The data of different gender and socioeconomic groups are detailed in S1 Section of the
Supplementary Material.

| Region | $A$ (km$^2$) | $N_Z$ | Year | $N_P$ | $f^M$ | $f^W$ | $N_T$ | $f^M_T$ | $f^W_T$ |
|--------|-------------|------|------|-------|-------|-------|-------|---------|---------|
| MDE    | 1,167       | 215  | 2005 | 22,840| 0.48  | 0.52  | 70,773| 0.48    | 0.52    |
|        |             |      | 2017 | 38,048| 0.49  | 0.51  | 87,614| 0.49    | 0.51    |
| BGT    | 24,477      | 400  | 2012 | 11,677| 0.46  | 0.54  | 41,440| 0.45    | 0.55    |
|        |             |      | 2019 | 47,149| 0.48  | 0.52  | 164,931| 0.48    | 0.52    |
| SAO    | 9,486       | 248  | 1997 | 37,316| 0.48  | 0.52  | 93,376| 0.48    | 0.52    |
|        |             |      | 2007 | 51,103| 0.49  | 0.51  | 137,411| 0.49    | 0.51    |
|        |             |      | 2017 | 48,085| 0.50  | 0.50  | 125,544| 0.50    | 0.50    |
The goal of the mobility surveys used in this work is to capture the set of recent and regular trips performed by people. Each travel entry comes with information on its origin and destination zones, departure and arrival times, the purpose of the travel (also known as demand), and the transportation mode(s) used. Additionally, the surveys include also questions related to the sociodemographic characteristics of the respondents, such as their gender, occupation, and socioeconomic status. Each person lists its travels done to fulfil the purposes of work, going home, study, have fun, shop, and go to a health-related appointment. Moreover, each travel can be broken down into at most five pieces, each made using a different transportation mode. Finally, most of the surveys’ questionnaires are made of multiple-choice questions to limit inconsistencies.

The populations’ samples are based on the sociodemographic composition of the population resident within the metropolitan area. To account for the representativeness of a respondent’s answers – according to their socioeconomic and demographic characteristics relative to the general population – each response in the survey is associated with an expansion factor. Such a factor scales up the sample estimating to the population from which the sample was drawn. We carry out our analysis on the “expanded datasets,” with the sole exception of the MDE survey of 2017, for which the expansion factors are unavailable. Notwithstanding, it is worth mentioning that the expanded datasets are not too different from the original ones (see S3.2 Section of the Supplementary Material). Among the plethora of attributes available to discriminate travellers, we argue that travels related to work purposes are of special interest because work activities represent better differences in social strata and gender.

To ensure the consistency of our comparative analyses, we harmonised the spatial partitioning of the cities as well as the socioeconomic categorisation of the respondents. A few zones in each city were split into smaller areas to accommodate changes in their underlying population numbers occurred between consecutive waves of the survey. Therefore, we decided to use the partitioning corresponding of the first year available in each metropolitan area, and merge together those zones that split in the following years. We ensured that our aggregation methodology does not alter the overall distributions of travel time, travel distance, and the fraction of travels. Summing up, throughout our manuscript, the spatial division of the data corresponds to the area divisions of 2005 (MDE), 2012 (BGT), and 1997 (SAO), respectively. A spatial visualisation of the final divisions can be seen in Figs 1 and 2, as well as in S2 Section of the Supplementary Material. We also ensured that the socioeconomic classification of the populations was consistent across years, regions and – to a lesser extent – countries.

Ensuring the consistency of socioeconomic status is less straightforward than spatial partitioning. The reason is that not only the classification might change across time, but also, different countries adopt different criteria/schemes. To interpret the results for Colombia and Brazil from a common framework, we rearranged the socioeconomic classifications for both countries into three socioeconomic strata: lower, middle, and upper. The population distributions obtained from this rearrangement (S2 and S3 Tables in the Supplementary Material) were similar to what is frequently observed in modern societies. More information on the methodological details on the socioeconomic classification of the populations is available in S1.1 Section of the Supplementary Material. After ensuring that the data are aggregated consistently both in terms of spatial partitioning and socioeconomic classification of the travellers, we can proceed to analyse the mobility patterns across population groups. We decided to study the evolution in time of the mobility patterns and its similarities/differences between cities using an approach based on information theory.

Specifically, we compute a modified version of the mobility diversity indicator proposed by Pappalardo et al. in, and use it similarly to what is done in the work of Lenormand et al. More precisely, Pappalardo et al. compute the mobility diversity based on each individual’s mobility, whereas Lenormand et al. consider the attractiveness of a location taking into account where people live and visit. Contrarily to what done by Lenormand et al., we are not interested in the zone where people live, but in capturing the trip-chaining characteristics of overall travels.

Given a set of travels made by a group of travellers $X$ to satisfy/fulfil purpose $d$, the mobility diversity of such a group, $H_d^X$, is – up to a multiplicative factor, – the Shannon entropy of its spatial coverage. The latter corresponds to the probability that travellers from a group $X$ visit a given zone $i$ to satisfy/fulfil purpose $d$, $p_d^X(i)$, yielding:

\[
H_d^X = -\frac{1}{\log_2 N_d} \sum_{i=1}^{N_d} p_d^X(i) \log_2 p_d^X(i),
\]  

where

\[
p_d^X(i) = \frac{N_d^X(i)}{N_d^X}.
\]  

Here, $N_d^X(i)$ denotes the number of travels made by a group $X$ to fulfil purpose $d$ whose destination is zone $i$; whereas $N_d^X$ denotes the total number of travels made by a group $X$ to fulfil purpose $d$. According to Eq (1), $H_d^X \in [0, 1]$ with the boundary values corresponding to two distinct mobility scenarios. The case $H_d^X = 0$ corresponds to the scenario where all travels have the same destination zone. The case $H_d^X = 1$, instead, corresponds to the scenario where travels cover uniformly all the available zones (i.e. Eq (2) is independent on the zone). The detailed calculations of the boundary values of $H$ are available...
in S3.1 Section of the Supplementary Material. Finally, as mentioned previously, the group X can be chosen according to several criteria based on gender, socioeconomic status, or a combination of them.

To account for the effect of variations in sample and population sizes and estimate the variations in mobility diversity in the populations, we employed a bootstrapping strategy and estimated the $H$ values from random samples of the data. More precisely, given the set of all the travels made by a certain group of travellers, $X$, fulfilling a given purpose, $d$, we sample 60% of such travels and then compute the quantity we are interested in (e.g. the value of $H^d_X$ using Eq (1)); we repeat the sampling 1000 times. Considering in the bootstrapping percentages of travels ranging from 60% to 90% does not affect qualitatively the results (see S22 Fig of the Supplementary Material). The analyses presented in the next section were performed on the distributions of the mobility diversities obtained from the bootstrapping. From these distributions, we used different statistical methods to verify the differences in the diversity distributions across groups. Details on the statistical verification methods and results are provided in the S4 Section of the Supplementary Material.

There are several caveats associated with bootstrapping. The first is that the results might depend on the size of the bootstrap sample. To account for such a possibility, we analysed the evolution of the values of $H$ with respect to the size of the bootstrap sample. We found that the value of $H$ saturates as the sample’s size increases (see S5 Section of the Supplementary Material). The second factor that might affect the values of $H$ is the fact that the areas of the zones in the tessellation are not equal. For this reason, we compared the empirical values of $H$ with those obtained using five null models accounting for both the non-homogeneous size of the areas, and the non-uniform density of inhabitants (see S6 Section of the Supplementary Material). Finally, the third potential issue is related to the effects of the sample’s composition (e.g. the presence of more poor travellers than rich ones) on the value of $H$. We argue, however, that such an imbalance is part of the intrinsic nature of the Colombian and Brazilian societies and, therefore, does not constitute a bias in our results.

In summary, our results are valid even when accounting for the sample size effect and when comparing them with null models. Indeed, we find that the following factors are essential to mobility: travel distances following a truncated power-law distribution and non-homogeneous residential distribution\cite{42}. However, these factors are insufficient to explain the differences in mobility diversity across gender and socioeconomic groups.

Results

In this section, we explore the existence of systematic differences in the mobility patterns of men and women that could represent potential sources of additional disadvantages and inequalities. In line with our hypothesis on the existence of structural, gender-centred mobility disadvantages, reflected from the labour market, we focus our attention on work-related trips. The rationale is that potential gender inequalities permeating the socioeconomic fabric (e.g. employment landscape) would manifest themselves as differences in the commuting behaviours of men and women, even more so across socioeconomic groups.

To explore the role played by gender and socioeconomic factors on urban mobility, we focus our analysis on measuring the mobility diversity of the overall travels (all) performed by each segment, including, for instance, travels related to shopping, health, and leisure, and their differences with work (work) and non-work (nonwork) travels. Next, we analyse the mobility diversity of the populations across gender or socioeconomic strata. Finally, we investigate the mobility diversity distributions obtained from the combined effects of both gender and socioeconomic strata. Given that our focus is on the disadvantages endured by different segments of the society, we conducted our last set of experiments specifically for the work travels, without further partitioning the data into other travel categories.

The visual exploration of the data (Figs 1 and 2, and S2 Section of the Supplementary Material) confirms our hypotheses on the role of gender and socioeconomic status on mobility. We observe, for example, that the majority of the areas in BGT are covered by a high density of work travels performed by men and by the middle class. As expansions factors are unavailable for the 2017 survey of MDE, we are unable to make any claim on the temporal evolution in MDE. However, in the discussion section, we will comment about longitudinal changes of $H$ for MDE.

Analysis of the travel’s purpose

To assess the extent to which different purpose of travel shape mobility, we divide the travels into three groups: those related to work (work), those related to any purpose except for work (nonwork) and, finally, all the travels regardless of their purpose (all). Then, we compute the mobility diversity, $H$, of travels belonging to each of the aforementioned groups. Fig 3 displays the evolution across time of the distribution of the values of $H$ for each travels’ group and each city. By computing the Welch’s $t$-test between each pair of distributions, we ensure that they are statistically distinct ($p$-value < 0.001). The visual inspection of Fig 3 reveals that the peaks of the distributions of $H$ are all located above 0.80, meaning that the travels are – more or less – evenly distributed across all the zones available regardless of the purpose, city, or year considered. In general, we observe that travels of the work group display smaller values of $H$ than those belonging to the other groups. This suggests that job opportunities are more spatially concentrated throughout urban areas than other sources of mobility demands together, like education or leisure. Looking at the evolution in time of the diversity of work travels, we observe that both Colombian
cities display a monotone decrease of $H$ overtime, whereas $SAO \ H$ displays a decrease (1997–2007) followed by an increase (2007–2017). Such a decrease may denote that job opportunities might have declined in some zones, making the travels to work more spatially concentrated.

**Effects of gender on mobility’s diversity**

Men and women display different patterns in mobility such as average travel time, preferences on the mode of transportation, and commuting travel distance\(^\text{18, 19, 21, 22, 33–36}\). Here, we analyse whether mobility diversity is a suitable candidate to grasp differences in mobility in a gender-centred manner.

As an example, we consider the case of BGT. In Fig 4, we display the Kernel Density Estimation (KDE) of the mobility diversity, $H$, of travels made by men ($M$), women ($W$), and all ($A$) travellers either regardless of the purpose of travel (all), and for work travels only (work). A quick inspection of Fig 4 reveals that the envelopes of the KDEs tend to get closer (smaller distance between them). The fact that travellers, regardless of their gender, display similar values of $H$ means that they tend to cover the metropolitan area in a similar way. Such a phenomenon is also corroborated by the values of the peak-to-peak distance between the KDEs of $M, W$, and $A$ travellers shown in the matrices appearing within each panel. Moreover, the fact that the value of $H$ of a given group of travellers decreases across time confirms that travel destinations are less uniformly scattered over the metropolitan area in 2019 than in 2012.

Another feature is that the average values of $H$ obtained for women travellers are always smaller than the one of men. The comparison between the KDEs confirms that women tend to distribute their mobility over the metropolitan area less than men. We ensure that the differences between the KDEs are statistically significant by computing the Welch’s $t$-test between all the possible pairs of distributions ($p$-value $< 0.001$). In light of the results found for BGT, we repeat the same analysis also for the data available for MDE and SAO (see S3.3 Section of the Supplementary Material).

Fig 5 provides an overview of the effects of gender on $H$ for all the urban areas together over all the available years. Even for the complete set of areas and time snapshots, the Welch’s $t$-test confirmed that the distributions are statistically different ($p$-value $< 0.001$). The sole exception is the case of men and all travellers of MDE in 2017.

In general, the value of $H$ associated with men’s mobility is higher than that of women regardless of the purpose of travel in agreement with the results observed in Fig 4. The sole exception, however, is the case of SAO in 1997 and 2007 for which $H^W > H^M$. The violin plots show also that, in general, $\Delta H^{MA} < \Delta H^{WA}$, where $\Delta H^{XY} = \left| \langle H^X \rangle - \langle H^Y \rangle \right|$ and $X, Y \in \{A, M, W\}$.

We stress that the values of $H$ computed for travels performed by both genders can be greater than those computed considering travels made only by women or men. Such a difference is due to the fact that the distribution of the probabilities of visiting a location is more uniform for the non-gendered case than the gendered one. However, it is worth noting that the opposite can also happen. This is true because when we consider only women/men travels, the probabilities may display skewed values which, instead, become more homogeneous when we consider travels made by both genders. Further details on the effects of sample size across groups can be found in S5 Section of the Supplementary Material.

Focusing on BGT and SAO, we observe that $H$ decreases over the years regardless of the travel’s purpose or the traveller’s gender (in Fig 5). The SAO urban area displays the same V-shaped pattern (i.e. the value of $H$ decreases between 1997 and 2007, and increases between 2007 and 2017) observed in Fig 3. In particular, we do not notice any qualitative differences between the distributions of $H_{all}$ and $H_{work}$.

It is worth mentioning that although in our dataset women are more likely to perform more short travels than men (see S9 Fig and S4 and S5 Tables of the Supplementary Material)\(^\text{22, 37}\), the lower values of $H^W$ do not stem from the preference of women to remain within the same zone (see S6 Table of the Supplementary Material). Moreover, our sample does not show a high difference in the percentages of men and women living and working in the same zone (see S6 Table of the Supplementary Material). We also investigated whether the number of travel destinations chosen by men is higher than what women choose, but we have not found any statistically significant difference (see S10 Fig of the Supplementary Material). Therefore, individually, women and men have similar likelihoods of performing travel to work in the same number of destinations (zones).

The data analysis confirms that the fraction of work travels made by men, $p_{\text{work}}^M$, is higher than its women counterpart. On the other hand, we have found that non-work related travels are proportionally higher for women than men (see S7 Table of the Supplementary Material). Moreover, except for MDE in 2017, the travel’s destination for women and men follows different distributions regardless of the purpose of travel (tested by Student $t$-test and Kolmogorov–Smirnov test with $p$-value $< 0.01$). In S7 Section of the Supplementary Material, we also present that the gender differences in mobility diversity are not a sole by-product from endogenous mobility and residential segregation.

The small differences between the values of $H$ displayed in Fig 5, and the balance between genders in the composition of travellers’ groups, push us to ask whether such differences are concealed by other factors related, for instance, with the socioeconomic status of travellers. For this reason, we study the effects of socioeconomic status in mobility.
Effects of gender & socioeconomic status

Finally, we explore the effect of socioeconomic status and gender in mobility diversity. However, before studying the effects of these two aspects combined, we must gauge the role of socioeconomic status alone. For this reason, we grouped travellers according to the three socioeconomic classes defined in the Data and Methods section (i.e. lower Low, middle Mid, and upper Up). We computed the values of $H$ of travels made by travellers belonging to each socioeconomic class, as well as for travels made by all travellers combined (A), and for travels made for either all or work purposes.

In Fig 6, we display the KDE($H$) for the BGT area for the years 2012 and 2019, respectively. In agreement with the trend observed thus far, we observe a decrease over time of the mobility diversity regardless of the travel’s purpose. Travellers belonging to the upper class attain the lowest value of $H$, suggesting that they cover less uniformly the space. In other words, upper-income individuals might be more “selective” in their mobility than people belonging to the other classes. On the other hand, in general, middle class travellers display the highest values of $H$. The higher values of $H^{Mid}$ over the other classes suggest that individuals in the middle class cover the space more uniformly than other classes.

People belonging to upper-income class might move to fewer zones because they concentrate their travels in areas that has a high volume of opportunities. Conversely, people belonging to lower-income class are obliged to move since they cannot afford to live in zones next to those with more opportunities. In addition, people belonging to lower class may not have access to as many areas as middle class due to the lack of affordable (public) transportation and opportunities. For instance, lower class people might not be able to reach areas in which the public transportation system is insufficient or inadequate. Finally, we observe that the peak-to-peak distances between the KDE become smaller over the years, indicating a possible decrease of socioeconomic inequalities in BGT.

Regarding the other urban areas, we observe that the KDE plots (see S11 and S12 Figs of the Supplementary Material) confirm that travellers belonging to the upper class attain the lowest values of $H$, whereas those belonging to the middle class cover more uniformly the available space. Such socioeconomic magnitudes of $H$ do not depend on the travel’s purpose, albeit each urban area displays its own peculiarities.

After analysing the role of socioeconomic status alone, we are ready to look at the combined effect of gender and socioeconomic status. To this aim, we compute the mobility diversity of travels made by travellers having a certain social status (e.g. middle) and gender (e.g. W). In Fig 7, we display the violin plots of $H$ computed for travels made for all purposes by all combinations of gender and socioeconomic status.

First, we noticed that socioeconomic status shapes the mobility of people considerably, whereas gender exerts a smaller effect. Yet, we can observe a gender distinction, with men tending to display higher values of $H$ than women within the same socioeconomic class. We noticed that the starker differences between genders occur for travellers belonging to the upper class (see S8 Table of the Supplementary Material). Similar conclusions can be drawn from the mobility diversity computed for travels made for work purposes by all combinations of gender and socioeconomic status (see S13 Fig of the Supplementary Material). We want to stress that we can reject the hypothesis that all the distributions are statistically similar (confirmed by a Welch’s $t$-test with $p$-value < 0.01).

To assess the contribution of the gender and socioeconomic attributes (alone and combined) in the mobility diversity $H$, we apply three statistical tests. First, we apply the ANOVA one-way test to investigate further if the averages of the mobility diversity distributions computed separately by either the gender or socioeconomic status groups are statistically different. Then, we apply the ANOVA two-way test to investigate if the averages of the mobility diversity distributions computed by gender and socioeconomic status together are statistically different. Finally, we apply the Tukey’s HSD post hoc test to identify within attributes what are the groups with statistically different average values of $H$. All the detailed explanation and specific values of $F$ and $p$-values from ANOVA and Tukey’s HSD post hoc tests are detailed in S4 Section of the Supplementary Material.

Based on the above-mentioned tests, we can reject the hypothesis that the mean values of the mobility diversity, $H$, from the travels performed by gender (men, women and all travellers) and socioeconomic groups (lower, middle, upper and all travellers) are similar. When considering only the gender or the socioeconomic status, there is no exception in the statistical tests.

Lastly, we compare the mobility diversity distributions of gender and socioeconomic status taken together. We reject the null hypothesis that the mean values of the mobility diversity, $H$, distributions are similar from the majority of pairwise comparisons, except for the work travels taking place in MDE during 2017 and performed by (i) all and men travellers, and (ii) men of the upper class. Moreover, the value of $H$ computed for the entire population is higher than that of the travels made by travellers of a given gender and socioeconomic group. Such a difference is due to the fact that gender and socioeconomic status play a role in the spatial concentration of travels in fewer areas. Further analyses on the effect of sample size, residential distribution, and spatial tessellation are collected in S5 and S6 Sections of the Supplementary Material.

Summing up, in general, the patterns in mobility diversity for different groups of gender and socioeconomic classes taken separately or together are statistically different. Without exception, we can claim that the socioeconomic group consistently accounts for the highest gap in mobility diversity.
Discussion

In search to understand general patterns – universalities – in human mobility, a consistent body of literature assumes that travellers are indistinguishable from one another. However, travellers are different, and they can be differentiated according to several features. To this aim, we analyse the travel records collected by surveys conducted across several years in two Colombian (Medellín and Bogotá) and one Brazilian (São Paulo) metropolitan areas. We demonstrate that features like gender and socioeconomic status exert a strong influence on the individuals’ mobility patterns at the urban level/scale.

Using information theory, we measured the spatial diversity of the travels performed by different ensembles of people belonging to different gender and socioeconomic groups through a modified version of Shannon’s entropy. Such a quantity, named mobility diversity, depends on where the travels take place, i.e. the probability that a zone is the travel’s destination. Thus, mobility diversity can be thought as a proxy of the “predictability” of a group’s mobility.

The travel records collected by the surveys come with meta-data such as age, gender, socioeconomic status, and family relationships. Such attributes may be used to group travels (and travellers) according to several criteria. We decided to focus on three class of attributes: the purpose of the travel, gender of the traveller, and his/her socioeconomic status. To decipher how each attribute shapes the mobility, we analysed the role of each attribute alone first, and then the role of the attributes taken altogether.

The literature shows that the purpose of travels (e.g. going home and to work) shapes mobility differently in several spatio-temporal characteristics such as the probability of returning to the last visited location, the fraction of travels over time, the most frequent visited locations, and the amount of money spent related to the distance travelled. To unveil the role played by the purpose of the travel, we have divided travels into three groups/classes: one made of travels due to work activities (work), one made of travels due to any purpose except work (non-work), and another made by all travels together regardless of their purpose (all). We have found that work-related travels – in general – are less homogeneously distributed than the other types of travels. This could be due to the fact that areas offering a higher amount of job opportunities concentrate a higher number of travels related to work. However, we have observed that each urban area evolves differently over time, suggesting that mobility is strongly intertwined with the economic context where it takes place. Thus, the patterns observed in the present work cannot be considered universal.

The analysis of the role played by gender has revealed the existence of a distinction between the mobility of men and women, with the former being more entropic/diverse than the latter. In our analysis, such a phenomenon is independent of the region, time, and purpose of the travel. Such a difference between genders has also been highlighted by other studies on mobility which have found, among other things, that women tend to make shorter travels than men, and avoid to travel to certain destinations particularly during late hours. Moreover, we have observed that the gender differences in mobility diversity get smaller over time. Although each area/country has undergone different financial and social changes, such a reduction might be due to the effects of policies aimed either at reducing the gender gap directly or mitigating factors hindering women’s mobility (e.g. insecurity).

When it comes to the role of the socioeconomic status, travellers can be analysed as a group. Our analysis highlights that the diversity gap between socioeconomic classes (SESs) is starker than the gender case. Both the differences between the values of $H$ attained by each SES, and the overall range of values of $H$, point to wealth playing a crucial role in shaping the urban mobility. Moreover, we observe a distinction among SESs, with upper and lower being the classes exploring the space in the least diverse way, and middle travellers displaying the most diverse mobility patterns. However, the reasons behind the lower values of $H$ attained by upper and lower are not the same. The upper class, in fact, appears to be more selective in their destinations (and also move less) possibly because they can afford a broad range of options (i.e. buying a car or living in expensive areas closer to where they work). The lower class, instead, limit their exploration of the available space because they lack affordable ways to move across the metropolitan areas.

Finally, we examined the effect of combining gender and socioeconomic status in one analysis. Although SES plays a major role in discriminating travellers, we noticed that each SES displays a further separation based on gender, with men attaining higher values of $H$ than women. Such separation is independent of the purpose of travel, region, and year. Hence, we can conclude that the gender gap in mobility is a widespread phenomenon affecting women tout-court. In fact, regardless of the region, the upper-class displays the highest gender difference, and this may be true because there is a higher gender inequality in highly qualified jobs that women are less likely to pursue.

Comparing our results with the null models, we observe that the spatial organisation of the residential landscape, and the travel distance distribution both play major roles on the magnitude of $H$. The size of the sample used to compute $H$ seems to not play a significant role on the results, regardless of the combination of features used to discriminate the travellers. We observe, in fact, that using just 40% of the travels is enough to capture the overall mobility patterns. Finally, we indicate that removing from the samples endogenous mobility and mobility made to the residential areas for each individual do not remove the gender effect observed in mobility diversity.

Past studies concluded that features like gender and age of the travellers do not play a remarkable role in our ability to predict
their mobility behaviour. More recent studies, instead, have highlighted that gender plays a role in the discrimination of travellers. Although some studies have addressed the role of the gender and the socioeconomic status of travellers separately, to the best of our knowledge, their combined effect has been studied seldom. We presented here a systematic study of how gender and socioeconomic status are intertwined and shape urban mobility. In particular, we observed that there is a gap between gender regardless of the socioeconomic status of the traveller. In fact, women report disadvantages in several aspects of their life such as income, free time, and career’s progression, and this work shows that mobility (and access to transport) is another aspect in which women suffer.

Nevertheless, our analysis has some limitations. The first is that results are intimately tied to the type of data used. Despite being very detailed and rich in meta-data, surveys are very expensive to carry out (both economically and time-wise). Moreover, the information collected could be exposed to subjective biases on both the interviewer and the interviewed sides. Other limitations include the composition of the sample, and the tendency to capture only routine behaviours. Expansion factors surely mitigate the aforementioned issues, but they are not always available. Finally, the spatio-temporal resolution/accuracy of surveys is not comparable with other types of data, such as mobile phones or credit card records.

Future extensions of our work could involve the study of other travel purposes (e.g. related to study or leisure), or the effects of the traveller’s age/profession on its mobility pattern. Finally, expanding the pool of countries/cities, including cases from countries located outside Latin America, could help to unveil more generalised trends on the gender gap in urban mobility.
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**Figure 1.** Density map of work travels made in BGT during the year 2019. Brighter colours represent a higher density of travels to work. The hue denotes whether for a given zone the majority of travels were made by women (red), men (green), or by both (yellow). The inset portrays a zoom of the city centre. Figure contains information from OpenStreetMap and OpenStreetMap Foundation, which is made available under the Open Database License.
Figure 2. Density map of work travels made in BGT during the year 2019. Brighter colours represent a higher density of travels to work. The hue denotes whether for a given zone the majority of travels were made by travellers belonging to the lower (red), middle (green), upper (blue) or all three socioeconomic status. The inset portrays a zoom of the city centre. Figure contains information from OpenStreetMap and OpenStreetMap Foundation, which is made available under the Open Database License.

Figure 3. Violin plots of the bootstrapped mobility diversity, $H$, for all, work and nonwork travels made in each region and year. To better visualise the overlap (or not) between the distributions of all, work, and nonwork travels, we show the distributions for all travels duplicated (entire grey violins instead of half-violins).
Figure 4. Kernel Density Estimation plots of the mobility diversity, $H$, for all travels (panels a and b) and work travels (panels c and d) in the urban area of BGT. For each travel purpose, we plot KDE($H$) for travels made by men ($M$), women ($W$), and all travellers ($A$). The matrix appearing within each graphic summarises the distances between the medians of the distributions (peak-to-peak distances multiplied by $10^{-3}$).
Figure 5. Violin plots of the bootstrapped mobility diversity, $H$, for all travels (top row, panels a-c), and work travels (bottom row, panels d-f). Each column refers to a different region: MDE (panels a and d), BGT (panels b and e), and SAO (panels c and f). For each region, we display the distribution of the values of $H$ in each year. We show the distributions for all travels duplicated (entire violins), and the distributions for men and women travels in half-violins.
Figure 6. Kernel Density Estimation (KDE) plots of the mobility diversity, $H$, for travels made by travellers belonging to different socioeconomic status in the BGT area of 2012 (panels a and c) and 2019 (panels b and d). The top row (panels a and b) displays the values obtained considering all travels, whereas the bottom row (panels c and d) displays the values obtained considering only travels associated with the work purpose. We show the KDE($H$) for travels made by all travellers (A), as well as for those belonging to the lower (Low), middle (Mid), or upper (Up) socioeconomic class. The matrix appearing within each plot encapsulates the distance between the median of the distributions (peak-to-peak distances multiplied by $10^{-3}$).
Figure 7. Violin plots of the mobility diversity, $H$, of travels made for all purposes by travellers grouped according to their socioeconomic status and gender. Each column refers to a different region, and for each region, we consider all the available years. For each socioeconomic status (upper, middle, and lower) a darker hue denotes men travellers, whereas lighter hue denotes women ones. Dotted lines in grey denote the values of $H$ computed from travels generated using null models (See details in S6 Section of the Supplementary Material).
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S1 The mobility surveys

As described in the main manuscript, in this work, we analyse the data collected from travel surveys carried out in three large South American urban areas: two in Colombia and one in Brazil. The Colombian datasets correspond to the metropolitan area surrounding the city of Medellín (henceforth indicated as MDE), and the metropolitan area of Bogotá (BGT). The Brazilian dataset corresponds to the mobility taking place in the metropolitan area of São Paulo (SAO). For each area, we analysed the data collected in different years: \{2005, 2017\} for MDE, \{2012, 2019\} for BGT, and \{1997, 2007, 2017\} for SAO, respectively.

The surveys make use of detailed questionnaires in which respondents were asked to answer objective questions regarding the recurrent mobility habits (e.g. number of daily trips, their purposes, and transport modes) of the different members of the household. For each individual trip, regardless of its purpose (e.g. study, work or leisure) the survey captured: the origin and destination zones, departure and arrival times, and transportation modes. Additionally, respondents also answered basic questions regarding the socioeconomic and demographic characteristics of the members of the household such as gender, age, and income. Further details on the socioeconomic classification adopted in our study are available in S1.1 Section.

Furthermore, each entry in the data is associated with an expansion factor, a sample weighting factor that accounts for the representativeness of a respondent’s answers relative to the general population [6], benchmarked by other socioeconomic and demographic characteristics. Finally, the spatial partitioning of the regions and the sampling criteria utilised on the surveys were determined by the respective census authorities of each country, in line with the best statistical methods for sampled population surveys. In our data collection, one exception is the MDE 2017 survey, whose data were provided without their associated expansion factors. This means that our analyses on that specific dataset are based exclusively on the sample data. In S1.2 Section, we explore the data sample sizes using the expansion factor for each group, city, and year.

S1.1 Harmonising the socioeconomic classification across years and cities

Despite the fact that Brazil and Colombia are both developing countries from South America, the socioeconomic characteristics of the three cities and their populations are different. Furthermore, at the time scale of the travel surveys, there are significant economic changes even at a city level. Thus, one important step in our analyses is harmonising the socioeconomic classification across years, cities, and countries.

For the Colombian datasets, the socioeconomic classification of the respondents is kept consistent across years and cities. Households are split into six strata, and this classification has been widely used as a proxy of the socioeconomic status of individuals, with stratum 1 corresponding to people with the lowest income, and stratum 6 corresponding to people with the highest income, instead. The mapping between the aforementioned strata and our partition is: lower (strata 1 and 2), middle (strata 3 and 4), and upper (strata 5 and 6), respectively.

In our data for the city of São Paulo, however, the socioeconomic classification of the population is based on the methodological standards adopted by the Brazilian census authority and their socio-demographic research institute at the time of the survey. Not surprisingly, the classification methodology changes over time to better capture the current picture of the socioeconomic characteristics of the population. More precisely, for the 1997 data, respondents were classified into five socio-economic classes labelled as A (upper), B, (mid-upper), C (middle), D (mid-lower), and E (lower). It is noteworthy that this division takes into account not only overall incomes but other characteristics such as standard of living, purchase power, housing conditions, and access to amenities and transport infrastructure. More recently, Brazilian institutes such as IBGE (Brazilian geography and statistics...
institute) and ABEP (Brazilian association for population studies) adopted sub-divisions of these major groups to provide a more precise picture of the population’s realities in terms of their socioeconomic statuses. The 2007 and 2017 São Paulo’s travel survey data also utilised these subdivisions. The division we adopted in terms of our partition is presented in S1 Table.

**S1 Table.** Mapping of the Brazilian classification scheme into the *lower, middle, and upper* socioeconomic classes (SES) for the three years of the survey.

| SES  | 1997  | 2007  | 2017  |
|------|-------|-------|-------|
| lower| D, E  | C2, D, E | C2, D, E |
| middle| B, C | B1, B2, C1 | B1, B2, C1 |
| upper| A     | A1, A2 | A     |

**S1.2 Data characterisation**

In this section, we provide a general overview of our datasets and their compositions in terms of their numbers of underlying populations and their travels. We also provide their partition across the socioeconomic and gender dimensions. S2 Table displays the composition of the complete datasets, whereas S3 Table reports the same quantities for the subsets containing the work travels only. In both tables, quantities denoted with the symbol $N$ represent counts, while quantities denoted with the symbol $f$ represent fractions corresponding to distinct groups. Furthermore, in our notation, the superscript text refers to the group, and a subscript $T$ is used whenever we refer to the travels. Notice that these fractions are computed using the expanded data, meaning that they are not relative to our sample sizes but rather to how many people/travels they represent.
S2 Table: Summary of the composition of all the expanded data sets for travels made for all purposes. For a given location and year, we report: the number of travellers \( N_P \), the number of travels \( N_T \), the fraction of men (women) travellers \( f^M \) \((f^W)\), and the fraction of travels made by men (women) \( f_{MT}^M \) \((f_{WT}^W)\). We report also the fraction of travellers belonging to the lower \( (f_{lower})\), middle \( (f_{middle})\), and upper \( (f_{upper})\) socioeconomic classes, and the same quantities discriminated by gender \( (e.g. f_{lowerW})\). Finally, we report the fraction of travels made by travellers with a given socioeconomic class and gender \( (e.g. f_{lowerW}^T)\). The data sets are obtained applying the expansion factors to the raw data from the surveys.

| Location | Medellín (MDE) | Bogotá (BGT) | São Paulo (SAO) |
|----------|----------------|--------------|-----------------|
| Year     | 2005 2017      | 2012 2019    | 1997 2007 2017  |
| \( N_P \) | 22,702 38,048  | 11,672 47,149| 37,316 51,103 48,085 |
| \( N_T \) | 7,102,052 123,449 | 25,628,970 88,620,670 | 54,939,650 83,313,240 95,948,930 |
| \( f^M \) | 0.52 0.51 | 0.46 0.48 | 0.52 0.49 0.50 |
| \( f^W \) | 0.48 0.49 | 0.54 0.52 | 0.48 0.51 0.50 |
| \( f_{MT}^M \) | 0.52 0.51 | 0.42 0.47 | 0.51 0.49 0.50 |
| \( f_{WT}^W \) | 0.48 0.49 | 0.58 0.53 | 0.49 0.51 0.50 |
| \( f_{lower} \) | 0.50 0.55 | 0.46 0.49 | 0.30 0.21 0.20 |
| \( f_{middle} \) | 0.46 0.38 | 0.48 0.46 | 0.63 0.63 0.65 |
| \( f_{upper} \) | 0.04 0.07 | 0.06 0.05 | 0.07 0.16 0.15 |
| \( f_{lowerT} \) | 0.41 0.54 | 0.52 0.50 | 0.26 0.24 0.22 |
| \( f_{middleT} \) | 0.52 0.38 | 0.43 0.45 | 0.68 0.66 0.68 |
| \( f_{upperT} \) | 0.07 0.08 | 0.05 0.05 | 0.06 0.10 0.10 |
| \( f_{lowerM} \) | 0.26 0.28 | 0.21 0.24 | 0.16 0.10 0.09 |
| \( f_{middleM} \) | 0.23 0.19 | 0.22 0.22 | 0.32 0.31 0.32 |
| \( f_{upperM} \) | 0.02 0.04 | 0.03 0.02 | 0.04 0.08 0.08 |
| \( f_{lowerW} \) | 0.24 0.26 | 0.25 0.25 | 0.14 0.11 0.10 |
| \( f_{middleW} \) | 0.23 0.19 | 0.26 0.24 | 0.30 0.32 0.33 |
| \( f_{upperW} \) | 0.02 0.04 | 0.03 0.03 | 0.04 0.08 0.08 |
| \( f_{lowerMT} \) | 0.22 0.28 | 0.21 0.23 | 0.13 0.11 0.10 |
| \( f_{middleMT} \) | 0.26 0.19 | 0.19 0.21 | 0.35 0.39 0.35 |
| \( f_{upperMT} \) | 0.04 0.04 | 0.02 0.02 | 0.03 0.05 0.05 |
| \( f_{lowerWT} \) | 0.19 0.26 | 0.32 0.27 | 0.13 0.13 0.12 |
| \( f_{middleWT} \) | 0.26 0.19 | 0.24 0.23 | 0.33 0.32 0.35 |
| \( f_{upperWT} \) | 0.03 0.04 | 0.03 0.03 | 0.03 0.05 0.05 |
S3 Table: Summary of the composition of all the expanded data sets for travels made only for work purpose.
See the caption of S2 Table for the description of each row.

| Location       | Medellín (MDE) | Bogotá (BGT) | São Paulo (SAO) |
|----------------|----------------|--------------|-----------------|
| Year           | 2005  2017     | 2012  2019   | 1997  2007  2017|
| N_P            | 9,081  17,466  | 6,844  20,208| 17,806  29,640  25,333|
| N_T            | 349,963  18,814| 1,437,599  3,916,047| 5,939,612  9,038,745  10,363,550|
| f^M            | 0.61  0.62     | 0.55  0.56   | 0.62  0.55  0.55|
| f^W            | 0.39  0.38     | 0.45  0.44   | 0.38  0.45  0.45|
| f^M_T          | 0.63  0.63     | 0.58  0.58   | 0.68  0.61  0.59|
| f^W_T          | 0.37  0.37     | 0.42  0.42   | 0.32  0.39  0.41|
| f^lower        | 0.50  0.54     | 0.47  0.48   | 0.30  0.19  0.17|
| f^middle       | 0.46  0.38     | 0.46  0.46   | 0.63  0.64  0.66|
| f^upper        | 0.04  0.08     | 0.07  0.06   | 0.07  0.17  0.17|
| f^lower_T      | 0.39  0.53     | 0.45  0.47   | 0.25  0.22  0.19|
| f^middle_T     | 0.52  0.39     | 0.48  0.47   | 0.69  0.68  0.70|
| f^upper_T      | 0.09  0.08     | 0.07  0.06   | 0.06  0.10  0.11|
| f^lower_M      | 0.32  0.35     | 0.27  0.28   | 0.19  0.10  0.09|
| f^middle_M     | 0.27  0.23     | 0.25  0.25   | 0.39  0.35  0.36|
| f^upper_M      | 0.02  0.05     | 0.04  0.03   | 0.04  0.10  0.10|
| f^lower_W      | 0.18  0.19     | 0.20  0.20   | 0.11  0.08  0.07|
| f^middle_W     | 0.19  0.15     | 0.21  0.21   | 0.25  0.29  0.30|
| f^upper_W      | 0.02  0.03     | 0.03  0.03   | 0.02  0.08  0.08|
| f^lower_T      | 0.26  0.34     | 0.26  0.28   | 0.17  0.13  0.11|
| f^middle_T     | 0.31  0.24     | 0.28  0.26   | 0.47  0.42  0.42|
| f^upper_T      | 0.06  0.05     | 0.04  0.04   | 0.04  0.06  0.06|
| f^lower_W      | 0.13  0.18     | 0.19  0.19   | 0.08  0.09  0.08|
| f^middle_W     | 0.21  0.15     | 0.20  0.21   | 0.22  0.26  0.29|
| f^upper_W      | 0.03  0.04     | 0.03  0.02   | 0.02  0.04  0.04|

S2  Spatial distribution of travels and their population compositions

Here, we provide some additional visual insights to the underlying composition of the travellers by means of density maps. In a density map, thousands of points of different colours are scattered within each area. The number of points is proportional to a measure of interest, whereas their colours encode the groups they belong to. Such an encoding means that denser areas will appear brighter in the map, while the group composition will be reflected on the colour of the area. In our case, the number of points in an area is proportional to the number of work travels having each area (or zone) as their destination, whereas the colours correspond to either the gender or the socioeconomic groups to which the travellers belong. It is noteworthy that density maps are not intended to provide an accurate, quantitative representation of the population compositions but, rather, to give an overall perspective on the spatial distribution of the trips in terms of their density, mixing, and segregation. For brevity, here we show the visualisations only for the most recent data for each city.

S2.1  Gender composition

We looked at the gender composition of the work-related travels for the cities of MDE and SAO (S1 and S2 Figs) respectively. First, in both cities, it is evident the presence of a larger concentration of travels in their central
areas. Furthermore, we can see also that in the centre of the cities, the work travels are more gender-balanced, hence the predominance of brighter white zones. However, some less dense areas exhibit small fluctuations in their gender balances, with a slight prevalence of areas coloured in green. Therefore, it is evident that the origins of the significant differences in the number of work travels made by men and women reported in S3 Table come from the less dense areas of the cities.

S1 Fig: Density map of work travels made in MDE during the year 2017. Brighter colours represent a higher density of travels to work. The hue denotes whether for a given zone the majority of travels were made by women (red), men (green), or by both (yellow). The inset portrays a zoom of the city centre. Figure contains information from OpenStreetMap and OpenStreetMap Foundation, which is made available under the Open Database License.
S2 Fig: Density map of work travels made in SAO during the year 2017. Brighter colours represent a higher density of travels to work. The hue denotes whether for a given zone the majority of travels were made by women (red), men (green), or by both (yellow). The inset portrays a zoom of the city centre. Figure contains information from OpenStreetMap and OpenStreetMap Foundation, which is made available under the Open Database License.

S2.2 Socioeconomic composition

Another way to look at the travel distribution is through their socioeconomic compositions. One striking feature observed in both Medellín (S3 Fig) and São Paulo (S4 Fig) is that the more visited areas of the cities are also homogeneous with regards to the socioeconomic characteristics of their visiting populations. This is caused by the fact that the central districts of these cities tend to concentrate a large portion of their economic activities and businesses, therefore attracting workers from a broader range of segments, sectors, and backgrounds.

Despite these marked socioeconomic homogeneities at the centre, we can also observe in S3 and S4 Figs that there are indeed areas incline to attract more predominantly workers from specific socioeconomic groups. Both in Medellín and São Paulo, it is possible to observe areas coloured in red, indicating a stronger concentration of work travels by lower-income people. Additionally, outside the dense core of the cities, we can observe that both cities tend to have areas that seem to be less attractive to specific income groups. For instance, in Medellín, most of the areas are coloured in yellow shades, indicating that those zones attract more workers of lower and middle income and less of upper income. A similar pattern can also be observed, albeit in a lesser extent, in São Paulo. In fact, São Paulo tends to have more zones coloured with blue and red hues than Medellín, suggesting that São Paulo is a city in which the economic landscape tend to be more segregated.
S3 Fig: **Density map of work travels made in MDE during the year 2017.** Brighter colours represent a higher density of travels to work. The hue denotes whether for a given zone the majority of travels were made by travellers belonging to the lower (red), middle (green), upper (blue) or all three socioeconomic status. The inset portrays a zoom of the city centre. Figure contains information from OpenStreetMap and OpenStreetMap Foundation, which is made available under the Open Database License.

S4 Fig: **Density map of work travels made in SAO during the year 2017.** Brighter colours represent a higher density of travels to work. The hue denotes whether for a given zone the majority of travels were made by travellers belonging to the lower (red), middle (green), upper (blue) or all three socioeconomic status. The inset portrays a zoom of the city centre. Figure contains information from OpenStreetMap and OpenStreetMap Foundation, which is made available under the Open Database License.
S3 Mobility diversity

S3.1 Boundary values of the mobility diversity

Following Eq (1), one could demonstrate that the mobility diversity of a group of travellers, \( X \), travelling to fulfil purpose, \( d \), is bounded (i.e. \( H^X_d \in [0, 1] \)). Such boundary values have a clear, physical, meaning which is related to the characteristics of the probability that travels have as their destination a given zone \( i \), \( p^X_d(i) \), presented in Eq (2). In the following, we compute the boundary values. Noteworthy, these boundaries do not depend on either the group of travellers, \( X \), or the purpose of travel, \( d \), under consideration.

The least diverse mobility pattern corresponds to the case where travellers travel exclusively to one zone (say, \( i = \tilde{i} \)). Under such an assumption, Eq (2) becomes:

\[
H^X_d = \frac{1}{\log_2 N_Z} \left[ (1 \log_2 1) + \sum_{i=1}^{N_Z} 0 \log_2 0 \right] = -\frac{1}{\log_2 N_Z} (0 + 0) = 0 .
\]  

(S2 Eq)

By replacing \( p \) in Eq (1), \( H^X_d \) reads:

\[
H^X_d = -\frac{1}{\log_2 N_Z} \left[ (1 \log_2 1) + \sum_{i=1}^{N_Z} 0 \log_2 0 \right] = -\frac{1}{\log_2 N_Z} (0 + 0) = 0 .
\]  

(S2 Eq)

If, instead, we assume that the travellers cover all the available zones uniformly, then each destination is reached by the same number of travels, corresponding to the most diverse mobility pattern. Under such circumstances, Eq (2) becomes:

\[
p^X_d(i) = \frac{N^X_d(i)}{N^X_d} = \frac{N^X_d(i)/N_Z}{N^X_d/N_Z} = \frac{N^X_d}{N_Z} \frac{1}{N_Z} \forall i ,
\]  

(S3 Eq)

where \( N^X_d(i) \) is the total number of trips made by a group \( X \) with a purpose \( d \) to a destination area \( i \) and \( N^X_d = \sum_i N^X_d(i) \). Replacing (S3 Eq) in Eq (1), gives:

\[
H^X_d = -\frac{1}{\log_2 N_Z} \sum_{i=1}^{N_Z} \frac{1}{N_Z} \log_2 \frac{1}{N_Z},
\]  

(S4 Eq)

as the argument of the sum does not depend on \( i \), we can write:

\[
H^X_d = -\frac{1}{\log_2 N_Z} N_Z \left[ \frac{1}{N_Z} \log_2 \frac{1}{N_Z} \right] = -\frac{1}{\log_2 N_Z} \left(-\log_2 N_Z \right) = 1 .
\]  

(S5 Eq)

S3.2 Mobility diversity from sampled data

As detailed in S1 Section, in line with methodological standards in sociodemographic surveys [6], each entry in our data is associated to an expansion factor, a weight that accounts for the representativeness of that entry (e.g. trip or individual) relative to the universe (i.e. the entirety of a population).

In traditional sociodemographic surveys, the expansion factors are calculated based on sampling probabilities backed by other factors (e.g. area of residence and sociodemographic characteristics). In addition to the population-level expansion factor, the data in our household travel surveys also contain the travel-level expansion factors accounting for the representativeness of the trips. This is particularly important given that the focus of our work is on the mobility diversity, an information-theoretic metric computed from the travelling behaviours of a population. Therefore, to ensure the validity of our cross-years comparisons, it is crucial that we assess whether the mobility diversity, when computed from the non-expanded data, can still support similar qualitative conclusions. This step is also important to assess the usefulness of the MDE 2017 data, whose expansion factors are not available. Thus, for the datasets that contained the expansion factors, we show the mobility diversity distributions obtained from the unweighted samples with the ones produced by the expanded samples.

We show in S5 Fig the distributions of the mobility diversity of travels made with work, nonwork or all purposes for the regions of MDE, BGT and SAO. Comparing S5 Fig with the results of Fig 3 (using the expansion factors), we identify that most of our main findings are valid in both samples. First, there is a decrease in mobility...
S5 Fig: Distribution of the bootstrapped mobility diversity, $H$, using the raw data without considering the expansion factors. For each region and year, we consider the travels made for all, work, and nonwork purposes.

The diversity, $H$, in the most recent years. Second, work travels distributions show smaller values of $H$ than all and nonwork travels. Third, the nonwork purpose of travels also plays a role in the spatial distribution of travels.

The major difference between the results of our data using expansion factor (Fig 3) or not (S5 Fig) is the magnitude of the mobility diversity differences between the travel types. We observe that the comparison of work travels with nonwork and all travels are not completely captured by the data sample without expansion factor. Nonetheless, the conclusions drawn from the data using or not the expansion factor remain in general the same. However, we identify differences in the relationship between groups, confirming that the use of the expansion factor is crucial to ensure a fair comparison between groups. Thus, our analyses focus on the data sample using the expansion factor, and when it is necessary, we highlight differences between the results using the expansion factor or not for the case of Medellín in 2017.

S3.3 Mobility diversity distribution by gender

This section explores the role of gender in mobility diversity by studying the overall $H$ distribution and the travel diversity of men and women. We focus our attention on the work-related travels (work) in comparison with the diversity produced by the trips made for all the travel purposes. The results obtained and summarised in this section are in agreement with the phenomenology displayed in Fig 5.

For the case of MDE (S6 Fig), we observe that men exhibit higher values of $H$ than women. The values of the peak-to-peak distances between the KDEs of $H$ corresponding to all and men travels are smaller than the women counterpart (see S16 Fig), not a consequence of the fact that men account for the majority of the trips in the datasets compared to women (as shown in S5 Section).

Despite the unavailability of expansion factors in MDE 2017, the variation in the mobility diversity over the time is compatible with the ones observed in BGT and even SAO. Indeed, from the values displayed in Fig 3 and S7 Fig, there is evidence that mobility diversity decreases over the years.

In the case of SAO (S8 Fig) we observe that men’s mobility tends to display a lower value of $H$ than women’s one independently on the travel’s purpose. However, such a hierarchy gets inverted in 2017.
S6 Fig: Kernel Density Estimation plots of the mobility diversity, $H$, for all travels (panels a,b) and work travels (panels c,d) in MDE. For each travel purpose, we plot the KDE($H$) for travels made by men ($M$), women ($W$), and all ($A$) travellers. The matrix appearing in the top left corner of each panel reports the peak-to-peak distance (i.e. the distance between the median of the distributions) multiplied by a factor of $10^3$. The KDEs are computed from a distribution of $H$ obtained by bootstrapping 1,000 times 60% of the available travel records.

S7 Fig: Comparing the distributions of the mobility diversity ($H$) for all travels (panels a,b) and work travels (panels c,d) within the MDE area. Panels a and c display the case of raw travel records, whereas panels b and d display the case of travel records obtained using the expansion factors for year 2005.
S8 Fig: Distributions of the mobility diversity, $H$, for **all travels** (panels a, b, and c) and **work travels** (panels d, e, and f) made in SAO. For each travel purpose, we plot the KDE($H$) for travels made by men ($M$), women ($W$), and all travellers ($A$). The matrix appearing in the top left corner of each panel reports the peak-to-peak distance (i.e. the distance between the median of the distributions) multiplied by a factor of $10^3$. The KDEs are computed from a distribution of $H$ obtained by bootstrapping 1,000 times 60% of the available records.
One hallmark of the gender-centred differences in urban mobility is that, on average, women are more likely to perform shorter travels than men. This pattern can also be observed in our data, as shown in S9 Fig, and S4 and S5 Tables. The travel distance, $l$, is computed as the distance between the centroids of the origin and destination zones. However, the difference in the travel distances distribution does not exclude the chance that travellers (either women or men) can display small values of $H$. The reason is that, in principle, men could have longer travel distance while concentrating their travels in a small number of zones, which is not the case. In this way, the fact that women are more likely to have a shorter travel distance than men would not necessarily impact the mobility diversity of the travels performed by women.

On the other hand, the fact that women are more likely to move within the same zone could impact the mobility diversity because they are less likely to endeavour to other zones. Women and men display a similar fraction of travels regardless of the travel’s purpose (all or to work), and the fact that the origin and destination zones are the same (travels inside a zone) (see S6 Table). The fraction of travels that travellers live and work in the same zone are similar for women and men (see S6 Table). Furthermore, women and men work in general in only one zone (see S10 Fig), but the latter are slightly more likely to work in more than one zone. Thus, we argue that travels inside zones and the number of workplaces are not impacting differences in the mobility diversity of women and men.

Then, we check whether the majority of the zones are more likely to be visited by men than women for different purposes of travel. S7 Table shows the percentage of zones for which there are more travels performed by men than by women for all, work and nonwork purposes. For all travels, MDE and SAO show a majority of areas being visited by men, and BGT shows a majority of areas being visited by women. For work travels, regardless of the region, the majority of the areas are mostly visited by men, and the opposite happens to nonwork travels. We conclude that women are more likely to be concentrated in a small number of areas to work, and they are also the minority in the majority of the areas.

\[ S9 \text{ Fig}: \text{ Complementary cumulative probability distribution function, } P_{>}(l), \text{ of the probability of making a travel with a distance between origin and destination zones equal to or greater than } l. \text{ Each panel refers to a different metropolitan area.} \]
S4 Table: Minimum (min(l)), maximum (max(l)), median (med(l)), average ⟨l⟩, and standard error of the mean (εl) of the travel distance l measured in m made by men and women in each region and year.

| City | Year | Gender | min(l)  | max(l)  | med(l)  | ⟨l⟩   | εl   |
|------|------|--------|---------|---------|---------|-------|------|
|      |      | men    | 102.54  | 59149.04| 3775.57 | 5025.26| 3.37 |
|      |      | women  | 104.58  | 39867.49| 5349.23 | 7705.08| 52.37|
|      | 2005 |        | 102.54  | 59149.04| 3775.57 | 5025.26| 3.37 |
|      | 2017 |        | 104.58  | 39867.49| 5349.23 | 7705.08| 52.37|

| City | Year | Gender | min(l)  | max(l)  | med(l)  | ⟨l⟩   | εl   |
|------|------|--------|---------|---------|---------|-------|------|
|      |      | men    | 101.35  | 115452.21| 4207.63 | 6666.98| 3.49 |
|      |      | women  | 81793.49| 3008.38 | 5746.65 | 2.99  |
|      | 2012 |        | 101.35  | 115452.21| 4207.63 | 6666.98| 3.49 |
|      | 2019 |        | 119.02  | 89115.59 | 12883.82| 14561.42| 4.94 |

| City | Year | Gender | min(l)  | max(l)  | med(l)  | ⟨l⟩   | εl   |
|------|------|--------|---------|---------|---------|-------|------|
|      |      | men    | 103.91  | 99384.35| 7081.65 | 10162.40| 4.05 |
|      |      | women  | 99384.35| 5297.32 | 8136.43 | 3.88  |
|      | 1997 |        | 103.91  | 99384.35| 7081.65 | 10162.40| 4.05 |
|      | 2007 |        | 281.25  | 85235.50| 17888.80| 21623.26| 4.91 |
|      | 2007 |        | 281.25  | 85235.50| 17888.80| 21623.26| 4.91 |
|      | 2017 |        | 130.41  | 49996.82| 4727.93 | 10015.40| 3.11 |
|      | 2017 |        | 130.41  | 49996.82| 4727.93 | 10015.40| 3.11 |

S5 Table: The p-values of the Kolmogorov–Smirnov (KSTest) and Student t (TTest) tests comparing the travel distance performed by men (M), women (W) and all travellers (A). The symbol *** represents that the p-value is smaller than 0.001.

| City | Year | KSTest(MW) | KSTest(AM) | KSTest(AW) | TTest(MW) | TTest(AM) | TTest(AW) |
|------|------|------------|------------|------------|-----------|-----------|-----------|
| MDE  | 2005 | ***        | ***        | ***        | ***       | ***       | ***       |
|      | 2017 | ***        | 0.17       | 0.12       | 0.69      | 0.827     | 0.817     |
| BGT  | 2012 | ***        | ***        | ***        | ***       | ***       | ***       |
|      | 2019 | ***        | ***        | ***        | ***       | ***       | ***       |
| SAO  | 1997 | ***        | ***        | ***        | ***       | ***       | ***       |
|      | 2007 | ***        | ***        | ***        | ***       | ***       | ***       |
|      | 2017 | ***        | ***        | ***        | ***       | ***       | ***       |

S6 Table: Percentages of the all travels for which the origin and destination zones are the same and are performed by all (A), men (M) and women (W) travellers, P_a^X X ∈ {A, M, W}. The same quantity but for the case of work travels, P_w^X X ∈ {A, M, W}. Finally, we report the percentages of work travels performed by all (A), men (M) and women (W) working in the same zone where they live, P_{live=work}^X X ∈ {A, M, W}.

| City | Year | P_a^M (%) | P_a^W (%) | P_a^work (%) | P_M^work (%) | P_W^work (%) | P_a^work=live (%) | P_M^work=live (%) | P_W^work=live (%) |
|------|------|-----------|-----------|--------------|--------------|--------------|-------------------|------------------|-------------------|
| MDE  | 2005 | 18.34     | 17.52     | 19.20        | 1.71         | 1.90         | 1.26              | 7.76             | 8.02              |
|      | 2017 | 18.99     | 16.79     | 21.62        | 14.39        | 24.31        | 15.73             | 22.04            | 26.41             |
| BGT  | 2012 | 28.43     | 25.34     | 30.94        | 1.92         | 2.60         | 1.51              | 13.72            | 14.37             |
|      | 2019 | 1.16      | 1.19      | 1.14         | 1.71         | 2.06         | 1.58              | 10.81            | 10.54             |
| SAO  | 1997 | 43.83     | 41.05     | 46.90        | 12.45        | 13.99        | 10.75             | 23.31            | 21.83             |
|      | 2007 | 37.77     | 35.45     | 40.15        | 11.53        | 12.03        | 11.01             | 20.23            | 18.66             |
|      | 2017 | 38.69     | 37.75     | 39.63        | 12.49        | 13.91        | 11.07             | 20.63            | 20.23             |
S10 Fig: Fraction of the number of locations in which an individual works, $f_{n_{work}}$. The data are disaggregated according to the gender of the travellers.

S7 Table: Percentage of areas for which the fraction of travels performed by men is higher than the same quantity computed for women for all, work and nonwork travels ($P^M_{all,area} > P^W_{all,area}$, $P^M_{work,area} > P^W_{work,area}$, $P^M_{nonwork,area} > P^W_{nonwork,area}$).

| City | Year | $P^M_{all,area}$ | $P^W_{all,area}$ | $P^M_{work,area}$ | $P^W_{work,area}$ | $P^M_{nonwork,area}$ | $P^W_{nonwork,area}$ |
|------|------|------------------|------------------|-------------------|-------------------|----------------------|----------------------|
| MDE  | 2005 | 61.46%           | 79.67%           | 43.20%            |                   |                      |                      |
|      | 2017 | 62.67%           | 91.12%           | 36.40%            |                   |                      |                      |
| BGT  | 2012 | 28.21%           | 63.79%           | 21.55%            |                   |                      |                      |
|      | 2019 | 26.84%           | 77.09%           | 15.02%            |                   |                      |                      |
| SAO  | 1997 | 63.88%           | 87.20%           | 39.84%            |                   |                      |                      |
|      | 2007 | 46.85%           | 86.12%           | 26.77%            |                   |                      |                      |
|      | 2017 | 50.00%           | 86.69%           | 34.00%            |                   |                      |                      |

S3.4 Mobility diversity distribution by socioeconomic groups

Similar to the main manuscript, here, we show the distributions of the mobility diversity $H$ for MDE and SAO areas in S11 and S12 Figs respectively. In MDE, we observe that upper-income travellers display a lower mobility diversity, whereas lower/middle-income travellers tend to present the highest $H$ values.

S11 Fig: KDE plots of the mobility diversity $H$ for all travels (panels a and b), and work travels (panels c and d) in Medellín. The matrix in the top left corner of each graph reports the peak-to-peak distance between the median of the distribution, multiplied by a factor of $10^3$. 

All (A) | Lower (Low) | Middle (Mid) | Upper (Up)
In São Paulo, the mobility diversity varied over the years indicating at the same time increase and decrease across socioeconomic groups. We argue here that the impact on the mobility in 2007 could have been largely influenced by the profound economic changes Brazil underwent during that period [3, 5].

S12 Fig: KDE plots of the mobility diversity $H$ for all travels (panels a, b, and c), and work travels (panels d, e, and f) in São Paulo. The matrix in the top left corner of each graph reports the peak-to-peak distance between the median of the distribution, multiplied by a factor of 10$^3$.

S3.5 Mobility diversity distribution by gender and socioeconomic groups

In S13 Fig, we display the distributions of $H$ computed for travels made for work purposes by all combinations of gender and socioeconomic status. As we also see in Fig 7, regardless of the purposes, the socioeconomic status shapes the mobility of people considerably, whereas gender exerts a smaller effect. Nonetheless, a marked gender split is also seen in both figures. Within each socioeconomic group, men consistently display higher values of $H$. We also observe that the values of the mobility diversity computed from the travels generated using the null models are different from their empirical counterparts. In S6 Section, we describe each null model, and comment about the corresponding values of mobility diversity. On average, the gender-centred differences within each socioeconomic group tend to decrease over time, suggesting that a possible gender-level difference in mobility is, indeed, reducing (S8 Table).
S13 Fig: Distribution of the mobility diversity, $H$, for travels made by work purposes by travellers grouped according to their socioeconomic status and gender. Each column refers to a different region, and for each region, we consider all the available years. For each socioeconomic status (upper, middle, and lower) a darker hue denotes men travellers, whereas a lighter hue denotes women ones. Dotted grey lines display the values of mobility diversity for each null model (see S6 Section for the details).
S8 Table: Gender differences, \( \text{median}(H^M_S) - \text{median}(H^W_S) \), of the mobility diversity \( H \) of travels made for all and work purposes by travellers grouped according to their socioeconomic status, \( S \in \{ \text{lower, middle, upper} \} \), and gender, \( X \in \{ M, W \} \). The values report the peak-to-peak distance between the median of the distribution of \( H \), multiplied by a factor of \( 10^3 \). Negative values (in bold) denote the case \( \text{median}(H^W_S) > \text{median}(H^M_S) \).

| City | Year | Purpose | lower | middle | upper |
|------|------|---------|-------|--------|-------|
| MDE  | 2005 | all     | 5.83  | 1.96   | 12.10 |
|      |      | work    | 7.67  | 2.22   | **-8.07** |
|      | 2017 | all     | 0.25  | 4.51   | 16.15 |
|      |      | work    | 2.31  | 8.05   | 19.67 |
| BGT  | 2012 | all     | 6.25  | 4.87   | 15.39 |
|      |      | work    | 11.80 | 8.10   | 33.89 |
|      | 2019 | all     | 2.05  | **-1.40** | 0.98 |
|      |      | work    | 5.15  | 0.30   | 3.87 |
| SAO  | 1997 | all     | 1.69  | **-0.38** | 16.05 |
|      |      | work    | 1.51  | **-3.21** | 30.75 |
|      | 2007 | all     | **-4.89** | **-5.97** | 3.99 |
|      |      | work    | **-3.64** | **-7.21** | 9.95 |
|      | 2017 | all     | 3.48  | 0.69   | 6.51 |
|      |      | work    | 13.66 | 2.32   | 15.34 |

S4 Statistical verification of the mobility diversity distributions

As described in the main manuscript, to account for variations in sample sizes, we employed a bootstrapping strategy to estimate mobility diversity distribution. From these distributions, we used multiple statistical methods to verify the differences in the distributions across groups. The tests we used were the Welch’s \( t \)-test [4], the ANOVA [7], and the Tukey’s HSD post hoc test [2]. The Welch’s \( t \)-test compares if the distributions of mobility diversity are statistically different from each other. The ANOVA test compares if the averages of the groups’ mobility diversity distributions are statistically different, expressing if the result extracted for each element in a group is in fact, different from the other elements. Finally, the Tukey’s HSD post hoc test indicates what pairs of groups’ means are different. The statistical tests were computed using the following Python packages: pandas, numpy, scipy, statsmodels, and pingouin.

To evaluate the contribution of the gender and socioeconomic dimensions to the mobility diversity \( H \), we first apply the ANOVA one-way and two-way tests to identify whether the distributions present similar average values of \( H \). In S9 and S10 Tables, we plot all the values of \( F \)-statistic and \( p \)-value of the ANOVA test computed from the mobility diversity, \( H \), of travels made for all and work purposes by travellers aggregated by gender and socioeconomic status.

First, we test if the values of \( H \) from the gender groups are from populations with the same mean values. Considering the all and work travels, we can reject the null hypothesis that the mean values of \( H \) from men, women, and all travellers are statistically the same because the \( p \)-values are smaller than 0.01 and the \( F \)-values are not small. Next, as the ANOVA test does not specify which specific groups differ from each other, we apply the Tukey’s HSD post hoc test to discover whether the specific groups hold mutually statistically different. For instance, Tukey’s test can tell us if the mean values of \( H \) computed for men travellers are not statistically different from the women’s counterparts.

Applying Tukey’s HSD post hoc test, see S11 - S17 Tables, we observe that the \( p \)-values from the multi-group means comparisons of the women, men and all distributions of the mobility diversity between the different purpose of travels are smaller than 0.01. The same procedure using ANOVA and Tukey’s HSD post hoc tests is applied for the values of \( H \) obtained when grouping travellers according to their socioeconomic classes. The
p-values of the mobility diversity calculated from all and work travels using the ANOVA test are all smaller than 0.01, and the F-values are even higher than their counterpart computed for the gender-based classification. Using the Tukey’s HSD post hoc tests, we can reject that the values of $H$ of the socioeconomic groups are from populations with same mean values.

The two-way ANOVA test is then used to analyse the relationship between gender and socioeconomic status in the measurement of mobility diversity. The values of $F$ are small, hence the outcome of the ANOVA test does not exclude that the mobility diversity, $H$, of travellers belonging to different socioeconomic and gender groups could belong to the same distribution. To exclude such possibility, we decided to apply the Tukey’s HSD test. From all the multi-group means comparisons of the distributions of the mobility diversity between different set of travels, see S11 - S17 Tables, we can not reject that the values of $H$ of the following distributions are from populations with same mean values: all and men of MDE in 2017.

In the section of results of the manuscript, we observe that we can not reject that the distributions of the work travels are statistically similar (tested by Welch’s $t$-test with $p$-value $< 0.01$) in two cases: (i) comparing all and men of MDE in 2017; and (ii) comparing men from the upper and travellers of the upper class of MDE in 2017 regardless of their gender. These observations are in agreement with the outcomes of the Tukey’s test.

In general, we observe that the null hypotheses of gender groups and socioeconomic groups displaying similar mean values of mobility diversity can be rejected. When gender and socioeconomic dimensions are combined, for the majority of the cases, we can reject that the distributions are obtained from populations with the same mean values. Thus, each gender and socioeconomic group alone or taken together display different distributions of mobility diversity. Such a difference in the distributions of $H$ means that gender and socioeconomic differences are based on how each group explores the space available.

S9 Table: $F$ Statistic of the ANOVA Test computed from the mobility diversity of all travels. All the $p$-values are smaller than 0.001.

| Location          | MDE 2005 | MDE 2017 | BGT 2012 | BGT 2019 | SAO 1997 | SAO 2007 | SAO 2017 |
|-------------------|----------|----------|----------|----------|----------|----------|----------|
| Gender Groups     | 573569   | 4690     | 6023260  | 93689    | 537431   | 6456450  | 2296951  |
| Socioeconomic Groups | 39157969 | 4127072  | 1138264618 | 35079596 | 301501736 | 177736269 | 228956044 |
| Combined Groups   | 8604     | 3527     | 5711     | 3060     | 5145     | 8739     | 5984     |

S10 Table: $F$ Statistic of the ANOVA Test computed from the mobility diversity of work travels. All the $p$-values are smaller than 0.001.

| Location          | MDE 2005 | MDE 2017 | BGT 2012 | BGT 2019 | SAO 1997 | SAO 2007 | SAO 2017 |
|-------------------|----------|----------|----------|----------|----------|----------|----------|
| Gender Groups     | 186411   | 4826     | 6164761  | 742155   | 1551884  | 1377470  | 2164971  |
| Socioeconomic Groups | 7272494 | 762876   | 66412851 | 20475418 | 36892298 | 37295014 | 75000823 |
| Combined Groups   | 3420     | 3826     | 4705     | 3406     | 2522     | 9095     | 6249     |
S11 Table: Multi-group means comparisons of the distributions of the mobility diversity between different set of travels in MDE 2005 using Tukey’s HSD test. The values presented are multiplied by $10^2$. The *** symbol denotes a $p$-value smaller than 0.001. We highlight the cells of groups having $p$-values higher than 0.001.

| Travels          | Groups         | Mean difference | 95% Confidence interval | Adjusted $p$-value |
|------------------|----------------|-----------------|-------------------------|--------------------|
|                  |                |                 | Lower bound | Upper bound          |                    |
| (all) × (men)    |                | 0.0308          | 0.0302       | 0.0314               |                    |
| (all) × (women)  |                | -0.2263         | -0.2269      | -0.2257              |                    |
| (men) × (women)  |                | -0.2571         | -0.2577      | -0.2565              |                    |
| (all) × (lower)  |                | 86.472          | 86.4707      | 86.4733              |                    |
| (all) × (middle) |                | 87.4194         | 87.4181      | 87.4207              |                    |
| (all) × (upper)  |                | 75.3408         | 75.3395      | 75.3421              |                    |
| (lower) × (middle) |              | 0.9475          | 0.9462       | 0.9488               |                    |
| (lower) × (upper) |                | -11.1312        | -11.1325     | -11.1299             |                    |
| (middle) × (upper) |               | -12.0786        | -12.0799     | -12.0773             |                    |
| (all) × (men-lower) |             | -5.7453         | -5.7475      | -5.7431              |                    |
| (all) × (men-middle) |            | -4.9728         | -4.975       | -4.9706              |                    |
| (all) × (men-upper) |              | -16.8361        | -16.8383     | -16.8339             |                    |
| (all) × (women-lower) |            | -6.3292         | -6.3314      | -6.327               |                    |
| (all) × (women-middle) |           | -5.1697         | -5.1719      | -5.1675              |                    |
| (all) × (women-upper) |             | -18.047         | -18.0492     | -18.0448             | ...                |
| (men-lower) × (men-middle) |         | 0.7725          | 0.7703       | 0.7747               |                    |
| (men-lower) × (men-upper) |           | -11.0908        | -11.093      | -11.0886             |                    |
| (men-lower) × (women-lower) |         | -0.5839         | -0.5861      | -0.5817              |                    |
| (men-lower) × (women-middle) |       | 0.5756          | 0.5734       | 0.5778               |                    |
| (men-lower) × (women-upper) |             | -12.3017        | -12.3039     | -12.2995             |                    |
| (men-middle) × (men-upper) |           | -11.8633        | -11.8655     | -11.8611             |                    |
| (men-middle) × (women-lower) |         | -1.3564         | -1.3586      | -1.3542              |                    |
| (men-middle) × (women-middle) |       | -0.1969         | -0.1991      | -0.1947              |                    |
| (men-middle) × (women-upper) |             | -13.0742        | -13.0764     | -13.072              |                    |
| (men-upper) × (women-lower) |           | 10.5069         | 10.5047      | 10.5091              |                    |
| (men-upper) × (women-middle) |         | 11.6664         | 11.6642      | 11.6686              |                    |
| (men-upper) × (women-upper) |             | -1.2109         | -1.2131      | -1.2087              |                    |
| (women-lower) × (women-middle) |         | 1.1595          | 1.1573       | 1.1617               |                    |
| (women-lower) × (women-upper) |            | -11.7178        | -11.72       | -11.7156             |                    |
| (women-middle) × (women-upper) |           | -12.8773        | -12.8795     | -12.8751             |                    |
|                  |                | (all) × (men)    | -0.1733      | -0.1755              |                    |
|                  |                | (all) × (women)  | -0.5707      | -0.5729              | -0.5685             |
|                  |                | (men) × (women)  | -0.3974      | -0.3996              | -0.3952             |
|                  |                | (all) × (lower)  | 85.1415      | 85.1383              | 85.1447             |
|                  |                | (all) × (middle) | 84.3991      | 84.3959              | 84.4024             |
|                  |                | (all) × (upper)  | 78.5477      | 78.5445              | 78.551              |
|                  |                | (lower) × (middle) | -0.7424 | -0.7456              | -0.7392             |
|                  |                | (lower) × (upper) | -6.5938      | -6.597               | -6.5905             |
|                  |                | (middle) × (upper) | -5.8514      | -5.8546              | -5.8482             |
|                  |                | (all) × (men-lower) | -0.4769 | -0.4823              | -0.4715             |
|                  |                | (all) × (men-middle) | -1.4315 | -1.4369              | -1.4261             |
|                  |                | (all) × (men-upper) | -8.8917 | -8.8971              | -8.8863             |
|                  |                | (all) × (women-lower) | -1.2447 | -1.2501              | -1.2393             |
|                  |                | (all) × (women-middle) | -1.6542 | -1.6596              | -1.6488             |
|                  |                | (all) × (women-upper) | -8.084   | -8.0894              | -8.0786             |
|                  |                | (men-lower) × (men-middle) | -0.9547 | -0.9601              | -0.9493             |
|                  |                | (men-lower) × (men-upper) | -8.4148 | -8.4202              | -8.4094             |
|                  |                | (men-lower) × (women-lower) | -0.7678 | -0.7733              | -0.7624             |
|                  |                | (men-lower) × (women-middle) | -1.1773 | -1.1827              | -1.1719             |
|                  |                | (men-lower) × (women-upper) | -7.6072 | -7.6126              | -7.6018             |
|                  |                | (men-middle) × (men-upper) | -7.4601 | -7.4656              | -7.4547             |
|                  |                | (men-middle) × (women-lower) | 0.1868  | 0.1814               | 0.1922              |
|                  |                | (men-middle) × (women-middle) | -0.2226 | -0.228              | -0.2172             |
|                  |                | (men-middle) × (women-upper) | -6.6525 | -6.6579              | -6.6471             |
|                  |                | (men-upper) × (women-lower) | 7.647    | 7.6416               | 7.6524              |
|                  |                | (men-upper) × (women-middle) | 7.2375  | 7.2321               | 7.2429              |
|                  |                | (men-upper) × (women-upper) | 0.8076   | 0.8022               | 0.813               |
|                  |                | (women-lower) × (women-middle) | -0.4095 | -0.4149              | -0.404              |
|                  |                | (women-lower) × (women-upper) | -6.8393 | -6.8447              | -6.8339             |
|                  |                | (women-middle) × (women-upper) | -6.4299 | -6.4353              | -6.4245             |
S12 Table: Multi-group means comparisons of the distributions of the mobility diversity between different set of travels in MDE 2017 using the Tukey’s HSD test. See the caption of S11 Table for the description of each column, and the notation.

| Travels | Groups | Mean difference | 95% Confidence interval | Adjusted p-value |
|---------|--------|-----------------|-------------------------|------------------|
|         |        |                 | Lower bound  | Upper bound      |                  |
| (all) × (men) | 0.0637  | 0.0586          | 0.0688      |                  |                  |
| (all) × (women) | -0.1613 | -0.1664         | -0.1562     |                  |                  |
| (men) × (women) | -0.2250 | -0.2301         | -0.2199     |                  |                  |
| (all) × (lower) | 79.5541 | 79.5448         | 79.5633     |                  |                  |
| (all) × (middle) | 76.1984 | 76.1891         | 76.2076     |                  |                  |
| (all) × (upper) | 65.4818 | 65.4725         | 65.4911     |                  |                  |
| (lower) × (middle) | -3.3557 | -3.3649         | -3.3465     |                  |                  |
| (lower) × (upper) | -14.0723 | -14.0815       | -14.0631    |                  |                  |
| (middle) × (upper) | -10.7166 | -10.7258       | -10.7074    |                  |                  |
| (all) × (men lower) | -0.7026 | -0.7195         | -0.6858     |                  |                  |
| (all) × (men middle) | -3.8696 | -3.8864         | -3.8528     |                  |                  |
| (all) × (men-upper) | -14.1376 | -14.1544       | -14.1208    |                  |                  |
| (all) × (women lower) | -0.7279 | -0.7447         | -0.7111     |                  |                  |
| (all) × (women middle) | -4.3216 | -4.3384         | -4.3048     |                  |                  |
| (all) × (women-upper) | -15.7535 | -15.7703       | -15.7367    |                  |                  |
| (men lower) × (men-middle) | -3.1669 | -3.1838         | -3.1501     |                  |                  |
| (men lower) × (men-upper) | -13.4349 | -13.4517       | -13.4181    |                  |                  |
| (men lower) × (women lower) | -0.0252 | -0.0420         | -0.0084     |                  |                  |
| (men lower) × (women-middle) | -3.6189 | -3.6357         | -3.6021     |                  |                  |
| (men lower) × (women-upper) | -15.0508 | -15.0676       | -15.034     |                  |                  |
| (men-middle) × (men-upper) | -10.268 | -10.2848        | -10.2512    |                  |                  |
| (men-middle) × (women lower) | 3.1417  | 3.1249          | 3.1585      |                  |                  |
| (men-middle) × (women middle) | -0.4520 | -0.4688         | -0.4352     |                  |                  |
| (men-middle) × (women-upper) | -11.8839 | -11.9007       | -11.8671    |                  |                  |
| (men-upper) × (women lower) | 13.4097 | 13.3929         | 13.4265     |                  |                  |
| (men-upper) × (women-middle) | 9.8168  | 9.7992          | 9.8328      |                  |                  |
| (men-upper) × (women-upper) | -1.6159 | -1.6327         | -1.5991     |                  |                  |
| (women lower) × (women-middle) | -3.5937 | -3.6105         | -3.5769     |                  |                  |
| (women lower) × (women-upper) | -15.0256 | -15.0424       | -15.0088    |                  |                  |
| (women-middle) × (women-upper) | -11.4319 | -11.4487       | -11.4151    |                  |                  |

| Travels | Groups | Mean difference | 95% Confidence interval | Adjusted p-value |
|---------|--------|-----------------|-------------------------|------------------|
|         |        |                 | Lower bound  | Upper bound      |                  |
| (all) × (men) | 0.0109  | -0.0025         | 0.0244       | 0.1356           |                  |
| (all) × (women) | -0.5492 | -0.5626         | -0.5357     |                  |                  |
| (men) × (women) | -0.5601 | -0.5735         | -0.5467     |                  |                  |
| (all) × (lower) | 79.3821 | 79.3596         | 79.4046     |                  |                  |
| (all) × (middle) | 76.1565 | 76.1340         | 76.1791     |                  |                  |
| (all) × (upper) | 64.9359 | 64.9134         | 64.9584     |                  |                  |
| (lower) × (middle) | -3.2256 | -3.2481         | -3.2031     |                  |                  |
| (lower) × (upper) | -14.4462 | -14.4686       | -14.4237    |                  |                  |
| (middle) × (upper) | -11.2206 | -11.2435       | -11.1981    |                  |                  |
| (all) × (men lower) | -1.0741 | -1.1158         | -1.0323     |                  |                  |
| (all) × (men-middle) | -4.0935 | -4.1352         | -4.0517     |                  |                  |
| (all) × (men-upper) | -15.2235 | -15.2647       | -15.1813    |                  |                  |
| (all) × (women lower) | -1.3061 | -1.3477         | -1.2643     |                  |                  |
| (all) × (women-middle) | -4.8986 | -4.9403         | -4.8569     |                  |                  |
| (all) × (women-upper) | -17.1903 | -17.2322        | -17.1486    |                  |                  |
| (men lower) × (men-middle) | -3.0194 | -3.0611         | -2.9777     |                  |                  |
| (men lower) × (men-upper) | -14.1495 | -14.1907        | -14.1072    |                  |                  |
| (men lower) × (women lower) | -0.2319 | -0.2736         | -0.1902     |                  |                  |
| (men lower) × (women-middle) | -3.8245 | -3.8662         | -3.7828     |                  |                  |
| (men lower) × (women-upper) | -16.1162 | -16.1588        | -16.0745    |                  |                  |
| (men-middle) × (men-upper) | -11.1296 | -11.1713        | -11.0878    |                  |                  |
| (men-middle) × (women lower) | 2.7875  | 2.7458          | 2.8292      |                  |                  |
| (men-middle) × (women-middle) | -0.8051 | -0.8468         | -0.7634     |                  |                  |
| (men-middle) × (women-upper) | -13.0968 | -13.1386        | -13.0551    |                  |                  |
| (men-upper) × (women lower) | 13.9178  | 13.8753         | 13.9588     |                  |                  |
| (men-upper) × (women-middle) | 10.3244 | 10.2827         | 10.3662     |                  |                  |
| (men-upper) × (women-upper) | -1.9673 | -2.0092         | -1.9256     |                  |                  |
| (women lower) × (women-middle) | -3.5926 | -3.6343         | -3.5509     |                  |                  |
| (women lower) × (women-upper) | -15.8843 | -15.9266        | -15.8426    |                  |                  |
| (women-middle) × (women-upper) | -12.2917 | -12.3335        | -12.25      |                  |                  |
S13 Table: Multi-group means comparisons of the distributions of the mobility diversity between different set of travels in BGT 2012 using Tukey’s HSD test. See the caption of S11 Table for the description of each column, and the notation.

| Travels | Groups | Mean difference | 95% Confidence interval | Adjusted p-value |
|---------|--------|----------------|------------------------|-----------------|
| (all) × (men) | -0.0497 | -0.05 | -0.0494 |
| (all) × (women) | -0.4077 | -0.408 | -0.4074 |
| (men) × (women) | -0.358 | -0.3583 | -0.3577 |
| (all) × (lower) | 87.0619 | 87.0609 | 87.0629 |
| (all) × (middle) | 89.0512 | 89.0502 | 89.0522 |
| (all) × (upper) | 71.4057 | 71.4046 | 71.4067 |
| (lower) × (middle) | 1.9893 | 1.9883 | 1.9903 |
| (lower) × (upper) | -15.6563 | -15.6573 | -15.6552 |
| (middle) × (upper) | -17.6455 | -17.6466 | -17.6445 |
| (all) × (men lower) | -6.1861 | -6.1878 | -6.1844 |
| (all) × (men middle) | -4.2537 | -4.2574 | -4.254 |
| (all) × (men upper) | -21.8737 | -21.8754 | -21.872 |
| (all) × (women lower) | -6.812 | -6.8137 | -6.8103 |
| (all) × (women middle) | -4.743 | -4.7446 | -4.7413 |
| (all) × (women upper) | -23.4137 | -23.4154 | -23.412 |
| (men lower) × (men middle) | 1.9304 | 1.9287 | 1.9321 |
| (men lower) × (men upper) | -15.6875 | -15.6892 | -15.6858 |
| (men lower) × (women lower) | -0.6258 | -0.6275 | -0.624 |
| (men lower) × (women middle) | 1.4432 | 1.4415 | 1.4449 |
| (men lower) × (women upper) | -17.2275 | -17.2292 | -17.2258 |
| (men middle) × (men upper) | -17.618 | -17.6196 | -17.6163 |
| (men middle) × (women lower) | -2.5562 | -2.5579 | -2.5545 |
| (men middle) × (women middle) | -0.4872 | -0.4889 | -0.4855 |
| (men middle) × (women upper) | -19.1579 | -19.1596 | -19.1563 |
| (men upper) × (men lower) | 15.0617 | 15.06 | 15.0634 |
| (men upper) × (men middle) | 17.1307 | 17.129 | 17.1324 |
| (men upper) × (men upper) | -1.54 | -1.5417 | -1.5383 |
| (women lower) × (women middle) | 2.069 | 2.0673 | 2.0707 |
| (women lower) × (women upper) | -16.6017 | -16.6034 | -16.6 |
| (women middle) × (women upper) | -18.6707 | -18.6724 | -18.669 |
| (all) × (men) | -0.9601 | -0.9612 | -0.9589 |
| (all) × (women) | -1.5977 | -1.5989 | -1.5966 |
| (men) × (women) | -0.6377 | -0.6388 | -0.6365 |
| (all) × (lower) | 88.1965 | 88.1941 | 88.1989 |
| (all) × (middle) | 85.972 | 85.9696 | 85.9743 |
| (all) × (upper) | 72.908 | 72.9056 | 72.9010 |
| (lower) × (middle) | -2.2246 | -2.227 | -2.2222 |
| (lower) × (upper) | -15.2885 | -15.2909 | -15.2861 |
| (middle) × (upper) | -13.0639 | -13.0663 | -13.0615 |
| (all) × (men lower) | -2.6924 | -2.6965 | -2.6884 |
| (all) × (men middle) | -4.6356 | -4.6396 | -4.6315 |
| (all) × (men upper) | -18.4256 | -18.4297 | -18.4216 |
| (all) × (women lower) | -3.8732 | -3.8773 | -3.8692 |
| (all) × (women middle) | -5.4457 | -5.4497 | -5.4416 |
| (all) × (women upper) | -21.8152 | -21.8192 | -21.8111 |

**Work**

| Travels | Groups | Mean difference | 95% Confidence interval | Adjusted p-value |
|---------|--------|----------------|------------------------|-----------------|
| (all) × (men) | -1.9431 | -1.9472 | -1.9391 |
| (all) × (women) | -15.7332 | -15.7373 | -15.7292 |
| (men) × (women) | -1.1808 | -1.1849 | -1.1768 |
| (men lower) × (men middle) | -2.7533 | -2.7573 | -2.7492 |
| (men lower) × (men upper) | -19.1227 | -19.1268 | -19.1187 |
| (men middle) × (men upper) | -13.7901 | -13.7941 | -13.786 |
| (men middle) × (women lower) | 0.7623 | 0.7583 | 0.7664 |
| (men middle) × (women middle) | -0.8101 | -0.8142 | -0.8061 |
| (men middle) × (women upper) | -17.1796 | -17.1836 | -17.1755 |
| (men upper) × (women lower) | 14.5524 | 14.5483 | 14.5564 |
| (men upper) × (women middle) | 12.98 | 12.9759 | 12.984 |
| (men upper) × (women upper) | -3.3895 | -3.3936 | -3.3855 |
| (women lower) × (women middle) | -1.5724 | -1.5765 | -1.5684 |
| (women lower) × (women upper) | -17.9419 | -17.946 | -17.9379 |
| (women middle) × (women upper) | -16.3695 | -16.3735 | -16.3654 |
S14 Table: Multi-group means comparisons of the distributions of the mobility diversity between different set of travels in BGT 2019 using Tukey’s HSD test. See the caption of S11 Table for the description of each column, and the notation.

| Travels | Groups               | Mean difference | 95% Confidence interval | Adjusted p-value |
|---------|----------------------|-----------------|-------------------------|------------------|
| (all) × (men) |                   | -0.0376         | -0.038 -0.0373          |                  |
| (all) × (women) |                | -0.0561         | -0.0564 -0.0557         |                  |
| (men) × (women) |              | -0.0184         | -0.0188 -0.0181         |                  |
| (all) × (lower) |              | 81.0821         | 81.0813 81.083          |                  |
| (all) × (upper) |              | 78.0621         | 78.0612 78.063          |                  |
| (lower) × (middle) |            | 0.7361          | 0.7353 0.737            |                  |
| (lower) × (upper) |            | -3.0201         | -3.0209 -3.0192         |                  |
| (middle) × (upper) |            | -3.7562         | -3.757 -3.7553          |                  |
| (all) × (men lower) |            | -0.8819         | -0.8835 -0.8804         |                  |
| (all) × (men-middle) |            | -0.3397         | -0.3413 -0.3382         |                  |
| (all) × (men-upper) |            | -4.8074         | -4.8089 -4.8059         |                  |
| (all) × (women lower) |            | -1.0872         | -1.0888 -1.0857         |                  |
| (all) × (women-middle) |          | -0.1996         | -0.2012 -0.1981         |                  |
| (all) × (women-upper) |          | -4.9056         | -4.9071 -4.904          |                  |
| (men lower) × (men-middle) |        | 0.5422          | 0.5407 0.5437           |                  |
| (men lower) × (men-upper) |        | -3.9255         | -3.927 -3.9293          |                  |
| (men lower) × (women lower) |        | -0.2053         | -0.2068 -0.2038         |                  |
| (men lower) × (women-middle) |        | 0.6823          | 0.6808 0.6838           |                  |
| (men lower) × (women-upper) |        | -4.0236         | -4.0252 -4.0221         |                  |
| (men-middle) × (men-upper) |        | -4.4677         | -4.4692 -4.4661         |                  |
| (men-middle) × (women lower) |        | -0.7475         | -0.749 -0.746           |                  |
| (men-middle) × (women-middle) |        | 0.1401          | 0.1386 0.1416           |                  |
| (men-middle) × (women-upper) |        | -4.5658         | -4.5674 -4.5643         |                  |
| (men-upper) × (women lower) |        | 3.7202          | 3.7186 3.7217           |                  |
| (men-upper) × (women-middle) |        | 4.6078          | 4.6062 4.6093           |                  |
| (men-upper) × (women-upper) |        | -0.0982         | -0.0997 -0.0966         |                  |
| (women lower) × (women-middle) |        | 0.8876          | 0.8861 0.8891           |                  |
| (women lower) × (women-upper) |        | -3.8183         | -3.8199 -3.8168         |                  |
| (women-middle) × (women-upper) |        | -4.706          | -4.7075 -4.7044         |                  |
| (all) × (men) |               | -0.3398         | -0.3409 -0.3387         |                  |
| (all) × (women) |               | -0.523          | -0.5242 -0.5219         |                  |
| (men) × (women) |               | -0.1833         | -0.1844 -0.1822         |                  |
| (all) × (lower) |               | 78.9254         | 78.9227 78.9281         |                  |
| (all) × (middle) |               | 80.3745         | 80.3718 80.3772         |                  |
| (all) × (upper) |               | 71.1352         | 71.1325 71.1379         |                  |
| (lower) × (middle) |           | 1.4491          | 1.4465 1.4518           |                  |
| (lower) × (upper) |           | -7.7902         | -7.7929 -7.7875         |                  |
| (middle) × (upper) |           | -9.2393         | -9.242 -9.2366          |                  |
| (all) × (men lower) |           | -2.5151         | -2.5197 -2.5104         |                  |
| (all) × (men-middle) |           | -1.3778         | -1.3825 -1.3731         |                  |
| (all) × (men-upper) |           | -14.0293        | -14.034 -14.0246        |                  |
| (all) × (women lower) |           | -3.0307         | -3.0354 -3.026          |                  |
| (all) × (women-middle) |          | -1.4085         | -1.4132 -1.4038         |                  |
| (all) × (women-upper) |          | -14.4171        | -14.4218 -14.4125       |                  |
| (men lower) × (men-middle) |          | 1.1372          | 1.1326 1.1419           |                  |
| (men lower) × (men-upper) |          | -11.5143        | -11.5189 -11.5096       |                  |
| (men lower) × (women lower) |          | -0.5156         | -0.5203 -0.5019         |                  |
| (men lower) × (women-middle) |          | 1.1066          | 1.1019 1.1113           |                  |
| (men lower) × (women-upper) |          | -11.9021        | -11.9068 -11.8974       |                  |
| (men-middle) × (men-upper) |          | -12.6515        | -12.6562 -12.6468       |                  |
| (men-middle) × (women lower) |          | -1.6529         | -1.6576 -1.6482         |                  |
| (men-middle) × (women-middle) |          | -0.0307         | -0.0354 -0.026          |                  |
| (men-middle) × (women-upper) |          | -13.0393        | -13.044 -13.0346        |                  |
| (men-upper) × (women lower) |          | 10.9986         | 10.9939 11.0033         |                  |
| (men-upper) × (women-middle) |          | 12.6208         | 12.6161 12.6255         |                  |
| (men-upper) × (women-upper) |          | -0.3878         | -0.3925 -0.3831         |                  |
| (women lower) × (women-middle) |          | 1.6222          | 1.6175 1.6269           |                  |
| (women lower) × (women-upper) |          | -11.3865        | -11.3911 -11.3818       |                  |
| (women-middle) × (women-upper) |          | -13.0087        | -13.0133 -13.004        |                  |
### S15 Table: Multi-group means comparisons of the distributions of the mobility diversity between different set of travels in SAO 1997 using Tukey’s HSD test.

See the caption of S11 Table for the description of each column, and the notation.

| Travels | Groups          | Mean difference     | 95% Confidence interval | Adjusted p-value |
|---------|-----------------|---------------------|-------------------------|------------------|
|         |                 |                     | Lower bound             | Upper bound      |                  |
| (all) × (men) | -0.1254 | -0.1257 | -0.1251 |                  |
| (all) × (women) | -0.0272 | -0.0275 | -0.0269 |                  |
| (men) × (women) | 0.0981 | 0.0997 | 0.0984 |                  |
| (all) × (lower) | 88.7281 | 88.7272 | 88.7289 |                  |
| (all) × (middle) | 93.0693 | 93.0684 | 93.0702 |                  |
| (all) × (upper) | 84.8127 | 84.8118 | 84.8136 |                  |
| (lower) × (middle) | 4.3413 | 4.3404 | 4.3422 |                  |
| (lower) × (upper) | -3.9154 | -3.9163 | -3.9145 |                  |
| (middle) × (upper) | -8.2567 | -8.2575 | -8.2558 |                  |
| (all) × (men lower) | -4.627 | -4.6286 | -4.6255 |                  |
| (all) × (men-middle) | -0.3233 | -0.3248 | -0.3218 |                  |
| (all) × (men-upper) | -8.3645 | -8.366 | -8.3629 |                  |
| (all) × (women lower) | -4.7965 | -4.7981 | -4.795 |                  |
| (all) × (women-middle) | -0.2844 | -0.286 | -0.2829 |                  |
| (all) × (women-upper) | -9.9697 | -9.9712 | -9.9681 |                  |
| (men lower) × (men-middle) | 4.3037 | 4.3022 | 4.3053 |                  |
| (men lower) × (men-upper) | -3.7374 | -3.7389 | -3.7359 |                  |
| (men lower) × (women lower) | -0.1695 | -0.171 | -0.168 |                  |
| (men lower) × (women-middle) | 4.3426 | 4.3411 | 4.3441 |                  |
| (men lower) × (women-upper) | -5.3426 | -5.3442 | -5.3411 |                  |
| (men-middle) × (men-upper) | -8.0412 | -8.0427 | -8.0396 |                  |
| (men-middle) × (women lower) | -4.4732 | -4.4748 | -4.4717 |                  |
| (men-middle) × (women-middle) | 0.0388 | 0.0373 | 0.0404 |                  |
| (men-middle) × (women-upper) | -9.6464 | -9.6479 | -9.6448 |                  |
| (men-upper) × (women lower) | 3.5679 | 3.5664 | 3.5695 |                  |
| (men-upper) × (women-middle) | 8.08 | 8.0785 | 8.0815 |                  |
| (men-upper) × (women-upper) | -1.6052 | -1.6068 | -1.6037 |                  |
| (women lower) × (women-middle) | 4.5121 | 4.5105 | 4.5136 |                  |
| (women lower) × (women-upper) | -5.1731 | -5.1747 | -5.1716 |                  |
| (women-middle) × (women-upper) | -9.6852 | -9.6868 | -9.6837 |                  |
| (all) × (men) | -0.5365 | -0.5373 | -0.5357 |                  |
| (all) × (women) | -0.2166 | -0.2175 | -0.2158 |                  |
| (men) × (women) | 0.3199 | 0.319 | 0.3207 |                  |
| (all) × (lower) | 92.4728 | 92.4706 | 92.4749 |                  |
| (all) × (middle) | 90.9687 | 90.9666 | 90.9709 |                  |
| (all) × (upper) | 81.3344 | 81.3323 | 81.3366 |                  |
| (lower) × (middle) | -1.504 | -1.5062 | -1.5019 |                  |
| (lower) × (upper) | -11.1383 | -11.1405 | -11.1362 |                  |
| (middle) × (upper) | -9.6343 | -9.6364 | -9.6321 |                  |
| (all) × (men lower) | -0.6123 | -0.6164 | -0.6082 |                  |
| (all) × (men-middle) | -1.9421 | -1.9462 | -1.9381 |                  |
| (all) × (men-upper) | -12.2619 | -12.2659 | -12.2578 |                  |
| (all) × (women lower) | -0.7635 | -0.7676 | -0.7594 |                  |
| (all) × (women-middle) | -1.6211 | -1.6252 | -1.6171 |                  |
| (all) × (women-upper) | -15.3371 | -15.3412 | -15.333 |                  |
| (men lower) × (men-middle) | -1.3298 | -1.3339 | -1.3258 |                  |
| (men lower) × (men-upper) | -11.6496 | -11.6536 | -11.6455 |                  |
| (men lower) × (women lower) | -0.1512 | -0.1553 | -0.1471 |                  |
| (men lower) × (women-middle) | -1.0088 | -1.0129 | -1.0048 |                  |
| (men lower) × (women-upper) | -14.7248 | -14.7289 | -14.7207 |                  |
| (men-middle) × (men-upper) | -10.3197 | -10.3238 | -10.3156 |                  |
| (men-middle) × (women lower) | 1.1786 | 1.1745 | 1.1827 |                  |
| (men-middle) × (women-middle) | 0.321 | 0.3169 | 0.3251 |                  |
| (men-middle) × (women-upper) | -13.395 | -13.399 | -13.3909 |                  |
| (men-upper) × (women lower) | 11.4983 | 11.4943 | 11.5024 |                  |
| (men-upper) × (women-middle) | -10.6407 | 10.6366 | 10.6448 |                  |
| (men-upper) × (women-upper) | -3.0752 | -3.0793 | -3.0712 |                  |
| (women lower) × (women-middle) | -0.8576 | -0.8617 | -0.8535 |                  |
| (women lower) × (women-upper) | -14.5736 | -14.5777 | -14.5695 |                  |
| (women-middle) × (women-upper) | -13.716 | -13.72 | -13.7119 |                  |
S16 Table: Multi-group means comparisons of the distributions of the mobility diversity between different set of travels in SAO 2007 using Tukey’s HSD test. See the caption of S11 Table for the description of each column, and the notation.

| Travels | Groups       | Mean difference | 95% Confidence interval | Adjusted p-value |
|---------|--------------|------------------|-------------------------|------------------|
|         |              |                  | Lower bound | Upper bound |                  |                  |
| (all) × (men) | -0.2582 | -0.2584 | -0.2579 |          |                  |                  |
| (all) × (women) | 0.164  | 0.1637 | 0.1642 |          |                  |                  |
| (men) × (women) | 0.4221 | 0.4219 | 0.4224 |          |                  |                  |
| (all) × (lower) | 88.067 | 88.0665 | 88.0675 |          |                  |                  |
| (all) × (middle) | 90.6562 | 90.6557 | 90.6568 |          |                  |                  |
| (all) × (upper) | 88.4965 | 88.496 | 88.497 |          |                  |                  |
| (lower) × (middle) | 2.5893 | 2.5887 | 2.5898 |          |                  |                  |
| (lower) × (upper) | 0.4295 | 0.429 | 0.43 |          |                  |                  |
| (middle) × (upper) | -2.1598 | -2.1603 | -2.1593 |          |                  |                  |
| (all) × (men lower) | -3.2646 | -3.2655 | -3.2657 |          |                  |                  |
| (all) × (men-middle) | -0.6351 | -0.636 | -0.6343 |          |                  |                  |
| (all) × (men-upper) | -2.562 | -2.5628 | -2.5611 |          |                  |                  |
| (all) × (women lower) | -2.7755 | -2.7759 | -2.7741 |          |                  |                  |
| (all) × (women-middle) | -0.0381 | -0.039 | -0.0373 |          |                  |                  |
| (all) × (women-upper) | -2.9615 | -2.9624 | -2.9606 |          |                  |                  |
| (men lower) × (men-middle) | 2.6294 | 2.6286 | 2.6303 |          |                  |                  |
| (men lower) × (men-upper) | 0.7026 | 0.7018 | 0.7035 |          |                  |                  |
| (men lower) × (women lower) | 0.4896 | 0.4887 | 0.4905 |          |                  |                  |
| (men lower) × (women-middle) | 3.2265 | 3.2256 | 3.2273 |          |                  |                  |
| (men lower) × (women-upper) | 0.3031 | 0.3022 | 0.304 |          |                  |                  |
| (men-middle) × (men-upper) | -1.9268 | -1.9277 | -1.9259 |          |                  |                  |
| (men-middle) × (women lower) | -2.1398 | -2.1407 | -2.139 |          |                  |                  |
| (men-middle) × (women-middle) | 0.597 | 0.5961 | 0.5979 |          |                  |                  |
| (men-middle) × (women-upper) | -2.3264 | -2.3272 | -2.3255 |          |                  |                  |
| (men-upper) × (women lower) | -0.213 | -0.2139 | -0.2121 |          |                  |                  |
| (men-upper) × (women-middle) | 2.5288 | 2.529 | 2.5247 |          |                  |                  |
| (men-upper) × (women-upper) | -0.3996 | -0.4004 | -0.3987 |          |                  |                  |
| (women lower) × (women-middle) | 2.7368 | 2.736 | 2.7377 |          |                  |                  |
| (women lower) × (women-upper) | -0.1865 | -0.1874 | -0.1857 |          |                  |                  |
| (women-middle) × (women-upper) | -2.9234 | -2.9242 | -2.9225 |          |                  |                  |
| (all) × (men) | -0.3503 | -0.3509 | -0.3497 |          |                  |                  |
| (all) × (women) | 0.1219 | 0.1213 | 0.1226 |          |                  |                  |
| (men) × (women) | 0.4722 | 0.4716 | 0.4729 |          |                  |                  |
| (all) × (lower) | 86.5667 | 86.5655 | 86.5679 |          |                  |                  |
| (all) × (middle) | 89.7687 | 89.7674 | 89.7699 |          |                  |                  |
| (all) × (upper) | 87.5448 | 87.5436 | 87.546 |          |                  |                  |
| (lower) × (middle) | 3.202 | 3.2007 | 3.2032 |          |                  |                  |
| (lower) × (upper) | 0.9781 | 0.9768 | 0.9793 |          |                  |                  |
| (middle) × (upper) | -2.2239 | -2.2251 | -2.2227 |          |                  |                  |
| (all) × (men lower) | -4.2172 | -4.2194 | -4.2151 |          |                  |                  |
| (all) × (men-middle) | -0.8862 | -0.8884 | -0.8841 |          |                  |                  |
| (all) × (men-upper) | -2.8996 | -2.9017 | -2.8975 |          |                  |                  |
| (all) × (women lower) | -3.8529 | -3.855 | -3.8508 |          |                  |                  |
| (all) × (women-middle) | -0.1643 | -0.1665 | -0.1622 |          |                  |                  |
| (all) × (women-upper) | -3.8952 | -3.8974 | -3.8931 |          |                  |                  |
| (all) × (men-middle) | 3.331 | 3.3289 | 3.3331 |          |                  |                  |
| (men lower) × (men-middle) | 1.3176 | 1.3155 | 1.3198 |          |                  |                  |
| (men lower) × (women lower) | 0.3643 | 0.3622 | 0.3665 |          |                  |                  |
| (men lower) × (women-middle) | 4.0529 | 4.0508 | 4.055 |          |                  |                  |
| (men lower) × (women-upper) | 0.322 | 0.3199 | 0.3241 |          |                  |                  |
| (men-middle) × (men-upper) | -2.0134 | -2.0155 | -2.0112 |          |                  |                  |
| (men-middle) × (women lower) | -2.9667 | -2.9688 | -2.9645 |          |                  |                  |
| (men-middle) × (women-middle) | 0.7219 | 0.7198 | 0.724 |          |                  |                  |
| (men-middle) × (women-upper) | -3.009 | -3.0111 | -3.0069 |          |                  |                  |
| (men-upper) × (women lower) | -0.9533 | -0.9554 | -0.9512 |          |                  |                  |
| (men-upper) × (women-middle) | 2.7353 | 2.7331 | 2.7374 |          |                  |                  |
| (men-upper) × (women-upper) | -0.9956 | -0.9978 | -0.9935 |          |                  |                  |
| (women lower) × (women-middle) | 3.6886 | 3.6864 | 3.6907 |          |                  |                  |
| (women lower) × (women-upper) | -0.0423 | -0.0445 | -0.0402 |          |                  |                  |
| (women-middle) × (women-upper) | -3.7309 | -3.733 | -3.7288 |          |                  |                  |
S17 Table: Multi-group means comparisons of the distributions of the mobility diversity between different set of travels in SAO 2017 using Tukey’s HSD test. See the caption of S11 Table for the description of each column, and the notation.

| Travels | Groups | Mean difference | 95% Confidence interval | Adjusted p-value |
|---------|--------|-----------------|------------------------|------------------|
|        |        |                 | Lower bound            | Upper bound      |                  |
| (all) × (men) | 0.0704 | 0.0702 | 0.0707 |        |
| (all) × (women) | -0.1485 | -0.1488 | -0.1483 |        |
| (men) × (men) | -0.219 | -0.2192 | -0.2187 |        |
| (all) × (lower) | 90.3673 | 90.3668 | 90.3678 |        |
| (all) × (middle) | 92.373 | 92.3725 | 92.3734 |        |
| (all) × (upper) | 88.2008 | 88.2004 | 88.2013 |        |
| (lower) × (middle) | 2.0057 | 2.0052 | 2.0061 |        |
| (lower) × (upper) | -2.1665 | -2.1669 | -2.166 |        |
| (middle) × (upper) | -4.1721 | -4.1726 | -4.1717 |        |
| (all) × (men lower) | -2.3309 | -2.3317 | -2.3301 |        |
| (all) × (men-middle) | -4.4809 | -4.4817 | -4.4801 |        |
| (all) × (men upper) | -2.6799 | -2.6807 | -2.6791 |        |
| (all) × (men middle) | -0.3343 | -0.3351 | -0.3335 |        |
| (all) × (women lower) | -0.4041 | -0.4049 | -0.4033 |        |
| (all) × (women upper) | -5.132 | -5.1328 | -5.1312 |        |
| (all) × (women middle) | 1.9966 | 1.9958 | 1.9974 |        |
| (men lower) × (men-middle) | -2.15 | -2.1508 | -2.1492 |        |
| (men lower) × (men upper) | -0.3489 | -0.3497 | -0.3481 |        |
| (men lower) × (women-middle) | 1.9268 | 1.926 | 1.9276 |        |
| (men lower) × (women upper) | -2.8011 | -2.8019 | -2.8003 |        |
| (men-middle) × (men-upper) | -4.1466 | -4.1474 | -4.1458 |        |
| (men-middle) × (men lower) | -2.3456 | -2.3464 | -2.3448 |        |
| (men-middle) × (women-middle) | -0.0698 | -0.0706 | -0.069 |        |
| (men-middle) × (women upper) | -4.7977 | -4.7985 | -4.7969 |        |
| (men upper) × (men lower) | 1.801 | 1.8002 | 1.8018 |        |
| (men upper) × (women-middle) | 4.0768 | 4.076 | 4.0776 |        |
| (men upper) × (women upper) | -0.6511 | -0.6519 | -0.6503 |        |
| (women lower) × (women-middle) | 2.2757 | 2.2749 | 2.2765 |        |
| (women lower) × (women upper) | -2.4522 | -2.453 | -2.4514 |        |
| (women middle) × (women upper) | -4.7279 | -4.7287 | -4.7271 |        |

**work**

| (all) × (men) | 0.116 | 0.1154 | 0.1165 |        |
| (all) × (women) | -0.4142 | -0.4147 | -0.4136 |        |
| (men) × (men) | -0.5301 | -0.5307 | -0.5296 |        |
| (all) × (lower) | 89.0198 | 89.0187 | 89.0209 |        |
| (all) × (middle) | 91.8841 | 91.883 | 91.8851 |        |
| (all) × (upper) | 86.0713 | 86.0702 | 86.0724 |        |
| (lower) × (middle) | 2.8643 | 2.8632 | 2.8654 |        |
| (lower) × (upper) | -2.9485 | -2.9496 | -2.9474 |        |
| (middle) × (upper) | -5.8127 | -5.8138 | -5.8117 |        |
| (all) × (men lower) | -3.2379 | -3.2398 | -3.2359 |        |
| (all) × (men-middle) | -0.3976 | -0.3995 | -0.3956 |        |
| (all) × (men-upper) | -6.1201 | -6.1221 | -6.1182 |        |
| (all) × (women lower) | -4.6039 | -4.6058 | -4.6019 |        |
| (all) × (women-middle) | -0.6298 | -0.6318 | -0.6279 |        |
| (all) × (women-upper) | -7.6548 | -7.6567 | -7.6528 |        |
| (men lower) × (men-middle) | 2.8403 | 2.8384 | 2.8422 |        |
| (men lower) × (men-upper) | -2.8822 | -2.8842 | -2.8803 |        |
| (men lower) × (women lower) | -1.366 | -1.368 | -1.3641 |        |
| (men lower) × (women-middle) | 2.6068 | 2.606 | 2.61 |        |
| (men lower) × (women-upper) | -4.4169 | -4.4189 | -4.415 |        |
| (men-middle) × (men-upper) | -5.7225 | -5.7245 | -5.7206 |        |
| (men-middle) × (men lower) | -4.2063 | -4.2083 | -4.2044 |        |
| (men-middle) × (women lower) | -0.2323 | -0.2342 | -0.2303 |        |
| (men-middle) × (women upper) | -7.2572 | -7.2592 | -7.2553 |        |
| (men-upper) × (men lower) | 1.5162 | 1.5143 | 1.5182 |        |
| (men-upper) × (women-middle) | 5.4903 | 5.4883 | 5.4922 |        |
| (men-upper) × (women-upper) | -1.5347 | -1.5366 | -1.5327 |        |
| (women lower) × (women middle) | 3.9741 | 3.9721 | 3.976 |        |
| (women lower) × (women-upper) | -3.0509 | -3.0528 | -3.049 |        |
| (women-middle) × (women-upper) | -7.025 | -7.0269 | -7.023 |        |
S5 Effects of changing the sample size

We present here the analysis of the effects of changing the sample size on the mobility diversity’s value. Our goal is to check whether our main results/conclusions depend on the sample size. Specifically, we investigate the saturation of $H$ as we increase the size of the sample used in the bootstraps of travels made by different gender and socioeconomic groups. Rather than using samples made using 60% of all the travels available for each group, we consider samples with a size ranging from 1,000 travels up to the maximum possible size for each region, year, and purpose of travel (the values of the maximum sample size possible are detailed in S2 and S3 Tables).

We begin our analysis by considering the effects of sample’s size on the travels grouped by gender only. S14–S16 Figs display the values of $H$ as we increase the size of the sample for BGT, SAO, and MDE. We observe a saturation of the values of $H$ as soon as the sample’s size exceeds $10^4$ travels for MDE, and $10^5$ travels for BGT and SAO, instead. Such a value is smaller than 60% of all the travels, indicated by the black symbols appearing in S14–S16 Figs). Nevertheless, men continue to consistently show higher values of $H$ than women.

S14 Fig: Values of the mobility diversity, $H$, for different sample’s sizes for travels made by travellers grouped by gender in BGT. We consider either all travels (panels a and b), or work travels (panels c and d) only. The shaded area accounts for the standard deviation of the values obtained from averaging the results over 1,000 realisations. Each column accounts for a different year. The vertical lines denotes the size from which the values of mobility diversity stabilise. The black symbols correspond to the same quantity obtained using a sample’s size equal to 60% of all the travels available.
S15 Fig: Values of the mobility diversity, $H$, for different sample's sizes for travels made by travellers grouped by gender in SAO. We consider either all travels (panels a, b, and c), or work travels (panels d, e, and f) only. See the caption of S14 Fig for the description of the notation.

S16 Fig: Values of the mobility diversity, $H$, for different sample's sizes for travels made by travellers grouped by gender in MDE. We consider either all travels (panels a and b), or work travels (panels c and d) only. See the caption of S14 Fig for the description of the notation.

After studying the effects of sample's size on gender alone, we can repeat the same analysis for the socioeconomic factor. S17 – S19 Figs show the effects of changing the sample’s for the three socioeconomic groups considered. Overall, the phenomenology observed remains more or less the same as the gender only case. Such an analogy lead us to conclude that despite the presence of some differences between the empirical (complete) results and the sampled ones, our conclusions are not affected by the choice of sample’s size.
S17 Fig: Values of the mobility diversity, $H$, for different sample sizes for travels made by travellers grouped by socioeconomic class in BGT. We consider either all travels (panels a and b), or work travels (panels c and d) only. See the caption of S14 Fig for the description of the notation.

S18 Fig: Values of the mobility diversity, $H$, for different sample sizes for travels made by travellers grouped by socioeconomic class in SAO. We consider either all travels (panels a, b, and c), or work travels (panels d, e, and f) only. See the caption of S14 Fig for the description of the notation.
S19 Fig: Values of the mobility diversity, $H$, for different sample's sizes for travels made by travellers grouped by socioeconomic class in MDE. We consider either all travels (panels a and b), or work travels (panels c and d) only. See the caption of S14 Fig for the description of the notation.

Finally, we analyse the effects of changing the sample’s size for travels grouped according to gender and socioeconomic status simultaneously. In S20 and S21 Figs, we report the violin plots of $H$ computed with the values of sample’s size across groups equal to 25,000 travels (except MDE for 2017 that we had to establish 550 travels). Eyeballing at these figures does not highlight any qualitative difference with the hierarchies displayed in Fig. 7 and S13 Fig. Notwithstanding, the values of $H$ displayed in S20 and S21 Figs are approximately the same. This is true due to the fact that the values of $H$ saturate when the sample size exceeds $10^4/10^5$ (MDE/BGT and SAO), thus confirming the robustness of our results.
S20 Fig: Distribution of the mobility diversity, $H$, for 25,000 travels (except MDE for 2017 that is 550 travels) made by all purposes by travellers grouped according to their socioeconomic status and gender. Each column refers to a different region, and for each region, we consider all the available years. For each socioeconomic status (upper, middle, and lower) darker hue denotes men travellers, whereas lighter hue denotes women ones. The dotted lines denote the values of $H$ computed using travels generated by each null model.
S21 Fig: Distribution of the mobility diversity, $H$, for the maximum number of travels in the sample size range made by work purposes by travellers grouped according to their socioeconomic status and gender. Each column refers to a different region, and for each region, we consider all the available years. For each socioeconomic status (upper, middle, and lower) darker hue denotes men travellers, whereas lighter hue denotes women ones. The dotted lines denote the values of $H$ computed using travels generated by each null model.

We performed also additional analyses on the impact of choosing a specific percentage of travels per group. We observe that even when we use just 10% of the whole data, the differences between the groups remain pretty clear. However, the stagnation of the values of mobility diversity is reached – on average – for samples using at least 60% of the travels. As an example, we show in S22 Fig the values of $H$ as one increases the size of the sample for BGT area. Summing up, we argue that the validity of our results and conclusions seems not affected by the sample’s size.
S22 Fig: Values of the mobility diversity, $H$, for different sample’s sizes (in percentage) of travels made by travellers grouped by gender in BGT. We consider either all travels (panels a and b), or work travels (panels c and d) only. The shaded area accounts for the standard deviation of the values obtained from averaging the results over 1,000 realisations. Each column accounts for a different year, and the dashed lines represent the saturation of the values of the mobility diversity.

S6 Null models

In this section we present a comparison between the values of $H$ computed using the data, and the same quantities obtained using a null model. In particular, we focus our attention on three aspects: i) the tessellation of the urban area into zones of different size, ii) the dis-homogeneity of the distance of travels, and iii) the population living in a zone. The combination of these ingredients gives rise to five different null models NM$x$ with $x \in \{1, \ldots, 5\}$, each accounting for one – or more, – of the aforementioned aspects; with NM1 being the least realistic model, and NM5 the most realistic one. S23 Fig contains a schematic summary of the characteristics of all the null models.

For each null model, we generate a number of travels equal to 1,000 multiplied for the number of zones (e.g. for SAO we generate 248,000 travels). The number of people living in a given zone is computed in relation to the density of people resident within each zone. The travel distance, instead, is computed either uniformly at random or extracted from a truncated power-law distribution within the range between 100 and 60,000 meters [1]. Such extremes correspond to the minimum and maximum distances observed in our data. If the destination point of a travel falls outside the urban area, we continue to extract a new point until its position falls within the urban area. If both the travel origin and destination zones coincide, we keep the travel. After generating the travels, we compute first the probability that their destinations fall within a certain zone, $i$, using Eq (2), and then the value of $H$ using Eq (1). Finally, we average the results over 1,000 realisations.
S23 Fig: Schematic summary of the main features of the null models considered. For each null model, we list its main properties. Red dots appearing in the maps denote the travels’ destinations.

NM1 is the most naive model, and accounts only for the tessellation of the urban area. Specifically, the model corresponds to a random scattering of points (i.e. travels’ destinations) over the urban area. According to this model, the probability that a travel ends in a given zone is only proportional to the zone’s area. NM2 expands slightly NM1 by taking into account the travel distance limits (100 meters until 60,000 meters). NM3 is similar to NM2 with the exception that the travel’s distance is extracted from a truncated power-law function. Such a difference translates into the presence of more short range travels which, in turn, corresponds to more travels towards neighbour zones if the origin zone is small, and more travels within the same zone if the origin zone is big, instead. NM4 is similar to NM2 but it accounts for the heterogeneity in the density of people living in each zone. This means that the number of travels starting from a given zone is proportional to the number of people living in it. Finally, NM5 is the most realistic model and differentiates from NM4 because the travel distance follows a truncated power-law distribution.

S18 and S19 Tables display the values of $H$ computed for the spatial distributions of destinations in all the areas, years, purpose, and by the groups considered in our study. In addition, the tables contain also the values of $H$ corresponding to the destinations’ distributions generated by each null model. We performed both the Kolmogorov-Smirnov and Welch’s $t$-test on each combination (pair) of empirical and synthetic distributions of $H$ and, we have found that all of the combinations reject the null hypothesis of the aforementioned tests with a $p$-value smaller than 0.001. The sole violation of the previous statement occurs for the case of NM4 versus $H_{\text{upper}}$ of work travels made in SAO during 2007.

In S5 Section, S20 and S21 Figs display the violin plots of $H$ computed using the highest possible value of sample’s size across groups. In this section, instead, we can observe in S19 Table how much the median values of $H$ for each group differ from the same quantity computed via the null models. The difference between these values indicates that taken together gender and socioeconomic status exert a remarkable effect on the value of the mobility diversity.
S18 Table: Summary of the values of the mobility diversity, $H$, of empirical data and null models. For each area, year, and purpose of travel we report the values of $H$ computed for all travels ($H_{all}$), gender ($H_{men}$, $H_{women}$), and socioeconomic status ($H_{lower}$, $H_{middle}$, $H_{upper}$). We report also the value of $H$ computed using different null models ($NM_x$ with $x \in \{1, \ldots, 5\}$) averaged over 1,000 realisations.

| Area | Year | Travel Type | $H_{all}$ | $H_{men}$ | $H_{women}$ | $H_{lower}$ | $H_{middle}$ | $H_{upper}$ | $(H)$ |
|------|------|-------------|---------|---------|---------|---------|---------|---------|------|
|      |      |             | NM1    | NM2    | NM3    | NM4    | NM5    |        |
| MDE  | 2005 | all work    | 0.9329 | 0.9332 | 0.9306 | 0.8740 | 0.8835 | 0.7627 | 0.6008 | 0.7379 | 0.9643 | 0.7020 | 0.8847 |
|      |      | work        | 0.8624 | 0.8607 | 0.8567 | 0.8600 | 0.8526 | 0.7941 |        |
|      | 2017 | all work    | 0.8909 | 0.8106 | 0.8083 | 0.8036 | 0.7700 | 0.6629 | 0.6008 | 0.7379 | 0.9643 | 0.7085 | 0.9230 |
|      |      | work        | 0.8100 | 0.8101 | 0.8045 | 0.8019 | 0.7696 | 0.6574 |        |
| BGT  | 2012 | all work    | 0.9409 | 0.9404 | 0.9368 | 0.8800 | 0.8999 | 0.7234 | 0.3902 | 0.6123 | 0.9680 | 0.9261 | 0.9485 |
|      |      | work        | 0.8997 | 0.8901 | 0.8837 | 0.8909 | 0.8687 | 0.7380 |        |
|      | 2019 | all work    | 0.8280 | 0.8276 | 0.8274 | 0.8191 | 0.8264 | 0.7889 | 0.3902 | 0.6123 | 0.9680 | 0.9598 | 0.9243 |
|      |      | work        | 0.8168 | 0.8134 | 0.8115 | 0.7974 | 0.8119 | 0.7195 |        |
| SAO  | 1997 | all work    | 0.9420 | 0.9407 | 0.9417 | 0.8967 | 0.9401 | 0.8575 | 0.7674 | 0.8885 | 0.9930 | 0.8760 | 0.9483 |
|      |      | work        | 0.9316 | 0.9262 | 0.9294 | 0.9340 | 0.9190 | 0.8226 |        |
|      | 2007 | all work    | 0.9185 | 0.9159 | 0.9201 | 0.8898 | 0.9157 | 0.8941 | 0.7674 | 0.8885 | 0.9930 | 0.8862 | 0.9446 |
|      |      | work        | 0.9107 | 0.9102 | 0.9120 | 0.8747 | 0.9067 | 0.8845 |        |
|      | 2017 | all work    | 0.9351 | 0.9368 | 0.9346 | 0.9130 | 0.9330 | 0.8913 | 0.7674 | 0.8885 | 0.9930 | 0.8839 | 0.9533 |
|      |      | work        | 0.9314 | 0.9325 | 0.9272 | 0.8995 | 0.9281 | 0.8700 |        |

S19 Table: Summary of the values of the mobility diversity, $H$, of empirical data and null models. For each area, year, and purpose of travel we report the values of $H$ computed for the travels performed by each group considering the gender and socioeconomic class together: Men Lower class ($H_{ML}$), Men Middle class ($H_{MM}$), Men Upper class ($H_{MU}$), Men Lower class ($H_{WL}$), Women Middle class ($H_{WM}$) and Women Upper class ($H_{WU}$). We report also the value of $H$ computed using different null models ($NM_x$ with $x \in \{1, \ldots, 5\}$) averaged over 1,000 realisations.

| Area | Year | Travel Type | $H_{ML}$ | $H_{MM}$ | $H_{MU}$ | $H_{WL}$ | $H_{WM}$ | $H_{WU}$ | $(H)$ |
|------|------|-------------|---------|---------|---------|---------|---------|---------|------|
|      |      |             | NM1    | NM2    | NM3    | NM4    | NM5    |        |
| MDE  | 2005 | all work    | 0.8754 | 0.8832 | 0.7645 | 0.8966 | 0.8812 | 0.7524 | 0.6008 | 0.7379 | 0.9643 | 0.7020 | 0.8847 |
|      |      | work        | 0.8576 | 0.8481 | 0.7735 | 0.8499 | 0.8458 | 0.7815 |        |
|      | 2017 | all work    | 0.8029 | 0.7712 | 0.6685 | 0.8026 | 0.7667 | 0.6524 | 0.6008 | 0.7379 | 0.9643 | 0.7085 | 0.9230 |
|      |      | work        | 0.7992 | 0.7690 | 0.6577 | 0.7969 | 0.7610 | 0.6381 |        |
| BGT  | 2012 | all work    | 0.8790 | 0.8983 | 0.7221 | 0.8727 | 0.8934 | 0.7067 | 0.3902 | 0.6123 | 0.9680 | 0.9261 | 0.9485 |
|      |      | work        | 0.8728 | 0.8533 | 0.7154 | 0.8609 | 0.8452 | 0.6815 |        |
|      | 2019 | all work    | 0.8192 | 0.8246 | 0.7799 | 0.8717 | 0.8260 | 0.7789 | 0.3902 | 0.6123 | 0.9680 | 0.5988 | 0.9243 |
|      |      | work        | 0.7916 | 0.8030 | 0.6765 | 0.7865 | 0.8027 | 0.6726 |        |
| SAO  | 1997 | all work    | 0.8557 | 0.9387 | 0.8583 | 0.8940 | 0.9391 | 0.8423 | 0.7674 | 0.8885 | 0.9930 | 0.8760 | 0.9483 |
|      |      | work        | 0.9255 | 0.9122 | 0.8090 | 0.9239 | 0.9154 | 0.7782 |        |
|      | 2007 | all work    | 0.8858 | 0.8929 | 0.8907 | 0.8907 | 0.9181 | 0.8889 | 0.7674 | 0.8885 | 0.9930 | 0.8862 | 0.9446 |
|      |      | work        | 0.8686 | 0.8919 | 0.8817 | 0.8722 | 0.9091 | 0.8718 |        |
|      | 2017 | all work    | 0.9128 | 0.9328 | 0.8913 | 0.9093 | 0.9321 | 0.8848 | 0.7674 | 0.8885 | 0.9930 | 0.8839 | 0.9533 |
S7 Effects of endogenous and residential based travels on mobility diversity

In this section, we seek to understand whether the empirical values of mobility diversity stem from the spatial segregation of men and women or whether they are the byproduct of intrinsic differences affecting how men and women move. To answer to such a conundrum, we investigate the role that endogenous and residential based travels exert on the value of mobility diversity removing these travels one at a time from the set of travels made by a particular group of travellers, \( X \), selected according to their gender or socioeconomic status (or combinations of them).

More specifically, endogenous travels are those for which the origin and the destination zones coincide (from a network perspective, these travels correspond to self-loops). Residential based travels, instead, correspond to those travels whose destination zone coincides with the zone where the traveller lives. It is worth noting, however, that considering as residential travels only those for which the destination zone coincides with the zone where the traveller lives does not eliminate completely the residential mobility, as travels with origin zone coinciding with the traveller’s living zone do not satisfy such a classification.

To quantify the amount of endogenous mobility one can look at S6 Table. In particular, we notice that the average percentage of travels (made for all purposes) for which the origin and destination zones are the same, \( \langle P^A_{\text{all}} \rangle \), is around 27%. The same quantity computed for work travels, \( \langle P^A_{\text{work}} \rangle \), is approximately 8%. Finally, the percentage of work travels whose destination zone (i.e. where the traveller works) coincides with the zone where the traveller lives, \( P^A_{\text{live}=\text{work}} \), oscillates between 8% and 23%. S20 Table summarises, instead, the percentages of residential travels made for either all or work purposes. As done for the endogenous mobility, the average percentage of residential travels made for all purposes, \( \langle P^A_{\text{dest}=\text{live}} \rangle \), is approximately 22%, whereas the same quantity computed for work travels (i.e., the traveller home and work zones coincide), \( \langle P^A_{\text{live}=\text{work}} \rangle \), is approximately 17%.

After removing either the endogenous or the residential travels, we quantify the effects of gender by computing \( H \) on the set of the remaining travels. S24 Fig portrays the violin plots of \( H \) computed for the sets of non-endogenous travels made either for all (panels a-c), or work (panels d-e) purpose. The visual comparison of the average values of \( H \) displayed in Fig 5 and S24 Fig highlights in general a decrease of \( H \) in the latter, especially for the SAO’s area, as well as a starker gender difference. Moreover, the removal of endogenous travels affects more the diversity of work travels than that of all purposes travels. We repeat the comparison for the case of travels excluding the residential ones (S25 Fig). As for the non-endogenous travels case, we do observe a general decrease of the values of \( H \) together with an amplification of the gender differences.

| City | Year | \( P^A_{\text{dest}=\text{live}}(\%) \) | \( P^M_{\text{dest}=\text{live}}(\%) \) | \( P^W_{\text{dest}=\text{live}}(\%) \) | \( P^A_{\text{live}=\text{work}}(\%) \) | \( P^M_{\text{live}=\text{work}}(\%) \) | \( P^W_{\text{live}=\text{work}}(\%) \) |
|------|------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| MDE  | 2005 | 16.31                           | 15.58                           | 17.11                           | 7.76                            | 8.02                            | 7.38                            |
|      | 2017 | 17.07                           | 15.01                           | 19.54                           | 22.04                           | 26.41                           | 17.32                           |
| BGT  | 2012 | 18.85                           | 16.99                           | 20.37                           | 13.72                           | 14.37                           | 12.92                           |
|      | 2019 | 4.84                            | 4.35                            | 5.34                            | 10.81                           | 10.54                           | 11.15                           |
|      | 1997 | 34.75                           | 32.06                           | 37.77                           | 23.31                           | 21.83                           | 25.73                           |
| SAO  | 2007 | 31.48                           | 29.57                           | 33.45                           | 20.23                           | 18.66                           | 22.32                           |
|      | 2017 | 32.31                           | 34.62                           | 33.98                           | 20.63                           | 20.23                           | 21.11                           |

S20 Table: Percentages of the travels made for all purposes performed by traveller of type \( X \) (i.e. all (A), men (M) and women (W)) having as destination zone the same zone where the traveller lives, \( P^X_{\text{dest}=\text{live}} \). Column \( P^X_{\text{live}=\text{work}} \) denotes the same quantity computed for work travels.
S24 Fig: Violin plots of the bootstrapped mobility diversity, $H$, for travels having different origin and destination zones. The top row (panels a-c) accounts for travels made for all purposes, whereas the bottom row (panels d-e) displays the results for work travels. The data for year 2017 in the MDE area are missing as they are too scant.

S25 Fig: Violin plots of the bootstrapped mobility diversity, $H$, for travels whose destination zone does not coincide with the zone where the traveller lives. See the caption of S24 Fig for the notation’s details and other information.
After looking at the effects of removing endogenous and residential mobility on travels grouped by gender only, we can repeat the same analysis on the travels grouped according to both gender and socioeconomic status. S26 and S27 Figs are the non-endogenous counterparts of Fig 7 and S13 Fig, whereas S28 and S29 Figs account for the non-residential case.

Independently on the travel’s purpose considered, pruning either endogenous or residential travels affects the average values of mobility diversity, $\langle H \rangle$. In particular, we observe a generalised decrease in $\langle H \rangle$ as well as, for a given socioeconomic status, an amplification of the gender based differences, $\Delta H = |\langle H^W \rangle - \langle H^M \rangle|$ (with indices $W$ and $M$ denoting women and men). A clear example is the case of SAO where both endogenous and residential mobility play a significant role on the values of $\langle H \rangle$ and the differences observed between women and men belonging to the same socioeconomic status. Still, the extent of both the decrease in $\langle H \rangle$ and increase of $\Delta H$ is not constant neither between regions nor across years or travel’s purpose.

**S26 Fig**: Violin plots of the mobility diversity, $H$, of travels made for all purposes having different origin and destination zones made by travellers grouped according to their socioeconomic status and gender. Each plot refers to a different region and, for each region, we consider all the available years. For each socioeconomic status (upper, middle, and lower) a darker hue denotes men travellers, whereas lighter hue denotes women ones. Dotted lines in grey denote the values of $H$ computed from travels generated using null models $NM_x$ with $x \in \{1, \ldots, 5\}$ (see S6 Section).
S27 Fig: Violin plots of the mobility diversity, $H$, of travels made for work purposes that the origin and destination are different by travellers grouped according to their socioeconomic status and gender. See the caption of S26 Fig for further details.
S28 Fig: Violin plots of the mobility diversity, $H$, of travels made for all purposes whose destination zone is different from the traveller’s home zone and made by travellers grouped according to their socioeconomic status and gender. See the caption of S26 Fig for further details.
S29 Fig: Violin plots of the mobility diversity, $H$, of travels made for work purposes whose destination zone is different from the traveller’s home zone and made by travellers grouped according to their socioeconomic status and gender. See the caption of S26 Fig for further details.

However, rather than limiting ourselves to a qualitative visual comparison of the violin plots, we adopted a more quantitative approach by measuring the peak-to-peak difference between pairs of $KDE(H)$, obtained for travels made by men ($M$) and women ($W$) belonging to socioeconomic status $S$, $\Delta g = \text{median}(H^M_S) - \text{median}(H^W_S)$. Note that in the definition of $\Delta g$ the sign of the peak-to-peak difference determines the hierarchy existing between men and women.

Tables S21 and S22 summarise the outcome of our analysis. In particular, we observe how in most cases the values of $\Delta g$ are remarkably bigger than the same quantity computed including also endogenous and residential travels, regardless of the travel’s purpose. In addition, in some cases (e.g. SAO) the values of $\Delta g$ are even bigger than the maximum difference computed considering all the travels, $\max(\Delta g^*)$. Moreover, work travels differences appear to be those more affected by the elimination of endogenous and residential mobility. Finally, we notice that sometimes the hierarchy between men and women gets inverted (denoted by highlighted cells).

In conclusion, the analysis of the mobility diversity computed excluding endogenous and residential mobility seem to rule out the hypothesis that the gender differences observed in the mobility diversity are simply the byproduct of residential segregation and are due, instead, to intrinsic differences in the way women and men move.
S21 Table: Gender based differences of the Kernel Density Estimator $KDE(H)$ of the mobility diversity, $\Delta g$, for travels made for all and work purposes having different origin and destination zones made by travellers grouped according to their socioeconomic status, $S \in \{\text{lower, middle, upper}\}$, and gender. The values of $\Delta g$ are multiplied by a factor of $10^3$. Highlighted cells represent the cases in which $\Delta g < 0$ (i.e. $\text{median}(H^W_S) > \text{median}(H^M_S)$). Column $G$ denotes the gender of the more diverse travellers (M for men and W for women). The symbol $>$ ($<$) in column $T$ denotes differences whose values are – in absolute value – bigger (smaller) than the one obtained taking into account all travels. The value of $\text{max}(\Delta g^*)$ is computed from S8 Table.

| City | Year | Purpose | $\text{max}(\Delta g^*)$ | all $\Delta g$ | lower $\Delta g$ | middle $\Delta g$ | upper $\Delta g$ |
|------|------|---------|----------------|-------------|---------------|----------------|-------------|
|      |      |         | $G$ | $T$ | $G$ | $T$ | $G$ | $T$ | $G$ | $T$ |
| MDE  | 2005 | all      | 12.10 | 4.21 M | 6.30 M | 1.45 M | 9.47 M |
|      |      | work     | -8.07 | 32.15 M | 54.41 M | 51.83 M | 1.72 W |
|      | 2017 | all      | 16.15 | 3.11 M | 1.55 W | 7.21 M | 15.33 M |
|      |      | work     | 19.67 | 324.73 M | 201.37 M | 137.85 M | 50.04 M |
|      | 2012 | all      | 15.39 | 2.97 W | 1.24 M | 0.06 W | 21.13 M |
|      |      | work     | 33.89 | 10.36 W | 16.05 M | 16.13 M | 46.09 M |
|      | 2019 | all      | 2.05 | 2.10 M | 5.28 M | 0.33 M | 2.22 W |
|      |      | work     | 5.15 | 2.41 M | 9.46 M | 0.76 W | 13.76 M |
|      | 1997 | all      | 16.05 | 7.52 M | 14.55 M | 7.73 M | 17.20 M |
|      |      | work     | 30.75 | 13.18 M | 22.92 M | 15.57 M | 50.80 M |
|      | 2007 | all      | -5.97 | 39.92 M | 36.43 W | 62.20 W | 5.53 M |
|      |      | work     | 9.95 | 47.08 W | 66.70 W | 94.36 M | 116.40 M |
|      | 2017 | all      | 6.51 | 37.53 M | 62.91 M | 8.25 M | 19.63 W |
|      |      | work     | 15.34 | 110.94 M | 176.97 M | 119.60 M | 36.16 W |

S22 Table: Gender based differences of the Kernel Density Estimator $KDE(H)$ of the mobility diversity, $\Delta g$, for travels made for all and work purposes having not the residential zone of the traveller as destination zone made by travellers grouped according to their socioeconomic status, $S \in \{\text{lower, middle, upper}\}$, and gender. See the caption of S21 Table for notations and definitions.
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