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Abstract

We consider the task of 3-d depth estimation from a single still image. We take a supervised learning approach to this problem, in which we begin by collecting a training set of monocular images (of unstructured indoor and outdoor environments which include forests, sidewalks, trees, buildings, etc.) and their corresponding ground-truth depthmaps. Then, we apply supervised learning to predict the value of the depthmap as a function of the image. Depth estimation is a challenging problem, since local features alone are insufficient to estimate depth at a point, and one needs to consider the global context of the image. Our model uses a hierarchical, multiscale Markov Random Field (MRF) that incorporates multiscale local- and global-image features, and models the depths and the relation between depths at different points in the image. We show that, even on unstructured scenes, our algorithm is frequently able to recover fairly accurate depthmaps. We further propose a model that incorporates both monocular cues and stereo (triangulation) cues, to obtain significantly more accurate depth estimates than is possible using either monocular or stereo cues alone.

1 Introduction

Recovering 3-d depth from images is a basic problem in computer vision, and has important applications in robotics, scene understanding and 3-d reconstruction. Most work on visual 3-d reconstruction has focused on binocular vision (stereopsis) [1] and on other algorithms that require multiple images, such as structure from motion [2] and depth from defocus [3]. These algorithms consider only the geometric (triangulation) differences. Beyond stereo/triangulation cues, there are also numerous monocular cues—such as texture variations and gradients, defocus, color/haze, etc.—that contain useful and important depth information. Even though humans perceive depth by seamlessly combining many of these stereo and monocular cues, most work on depth estimation has focused on stereovision.

Depth estimation from a single still image is a difficult task, since depth typically remains ambiguous given only local image features. Thus, our algorithms must take into account the global structure of the image, as well as use prior knowledge about the scene. We also view depth estimation as a small but crucial step towards the larger goal of image understanding, in that it will help in tasks such as understanding the spatial layout of a scene, finding walkable areas in a scene, detecting objects, etc. In this paper, we apply supervised learning to the problem of estimating depthmaps (Fig. 1b) from a single still image (Fig. 1a) of a variety of unstructured environments, both indoor and outdoor, containing forests, sidewalks, buildings, people, bushes, etc.

Our approach is based on modeling depths and relationships between depths at multiple spatial scales using a hierarchical, multiscale Markov Random Field (MRF). Taking a supervised learning approach to the problem of depth estimation, we used a 3-d scanner to collect training data, which comprised a large set of images and their corresponding ground-truth depthmaps. (This data has been made publically available on the internet.) Using this training set, we model the conditional distribution of
the depths given the monocular image features. Though learning in our MRF model is approximate, MAP inference is tractable via linear programming.

We further consider how monocular cues from a single image can be incorporated into a stereo system. We believe that monocular cues and (purely geometric) stereo cues give largely orthogonal, and therefore complementary, types of information about depth. We show that combining both monocular and stereo cues gives better depth estimates than is obtained with either alone.

We also apply these ideas to autonomous obstacle avoidance. Using a simplified version of our algorithm, we drive a small remote-controlled car at high speeds through various unstructured outdoor environments containing both man-made and natural obstacles.

This paper is organized as follows. Section 2 gives an overview of various methods used for 3-d depth reconstruction. Section 3 describes some of the visual cues used by humans for depth perception, and Section 4 describes the image features used to capture monocular cues. We describe our probabilistic model in Section 5. In Section 6.1, we describe our setup for collecting aligned image and laser data. The results of depth prediction on single images are presented in Section 6.2. Section 6.2 also describes the use of a simplified version of our algorithm in driving a small remote-controlled car autonomously. We describe how we incorporate monocular and stereo cues into our model in Section 7. Finally, we conclude in Section 8.

2 Related Work

Although our work mainly focuses on depth estimation from a single still image, there are many other 3-d reconstruction techniques, such as: explicit measurements with laser or radar sensors [4], using two (or more than two) images [1], and using video sequences [5]. Among the vision-based approaches, most work has focused on stereovision (see [1] for a review), and on other algorithms that require multiple images, such as optical flow [6], structure from motion [2] and depth from defocus [3]. Frueh and Zakhor [7] constructed 3d city models by merging ground-based and airborne views. A large class of algorithms reconstruct the 3-d shape of known objects, such as human bodies, from images and laser data [8; 9]. Structured lighting [10] offers another method for depth reconstruction.

There are some algorithms that can perform depth reconstruction from single images in very specific settings. Nagai et al. [11] performed surface reconstruction from single images for known, fixed, objects such as hands and faces. Methods such as shape from shading [12; 13] and shape from texture [14; 15; 16] generally assume uniform color and/or texture, and hence would perform very poorly on the complex, unconstrained, highly textured images that we consider. Hertzmann et al. [17] reconstructed high quality 3-d models from several images, but they required that the images also contain "assistant" objects of known shapes next to the target object. Torresani et al. [18] worked on reconstructing non-rigid surface shapes from video sequences. Torralba and Oliva [19] studied the Fourier spectrum of the images to compute the mean depth of a scene. Michels, Saxena & Ng [20] used supervised learning to estimate 1-d distances to obstacles, for the application of autonomously driving a small car. Delage, Lee and Ng [21; 22] generated 3-d models of indoor environments containing only walls and floor, from single monocular images. Single view metrology [23] assumes that vanishing lines and points are known in a scene, and calculates angles between parallel lines to infer 3-d structure from Manhattan images.

We presented a method for learning depths from a single image in [24] and extended our method to improve stereo vision using monocular cues in [25]. In work that is contemporary to ours, Hoiem, Efros and Herbert [26; 27] built a simple “pop-up” type 3-d model from an image by classifying the image into ground, vertical and sky. Their method, which assumes a simple “ground-vertical” structure of the world, fails on many environments that do not satisfy this assumption and also does not give accurate metric depth maps. Building on these concepts of single image 3-d reconstruction, Hoiem, Efros and Hebert [28] and Sudderth et al. [29] integrated learning-based object recognition with 3-d scene representations. Saxena et al. [30] extended these ideas to create 3-d models that are both visually pleasing as well as quantitatively accurate.

Our approach draws on a large number of ideas from computer vision such as feature computation and multiscale representation of images. A variety of image features and representations have been used by other authors, such as Gabor filters [31], wavelets [32], SIFT features [33], etc. Many of these image features are used for purposes such as recognizing objects [34; 35], faces [36], facial expressions [37], grasps [38]; image segmentation [39], computing the visual gist of a scene [40] and computing sparse representations of natural images [41]. Stereo and monocular image features have been used together for object recognition and image segmentation [42].

Our approach is based on learning a Markov Random Field (MRF) model. MRFs are a workhorse of machine learning, and have been successfully applied to numerous problems in which local features were insufficient and more contextual information had to be used. Examples include image denoising [43], stereo vision and image segmentation [1], text segmentation [44], object classification [34], and image labeling [45]. For the application of identifying man-made structures in natural images, Kumar and Hebert used a discriminative random fields algorithm [46]. Since MRF learning is intractable in general, most of these models are trained using pseudo-likelihood; sometimes the models’ parameters are also hand-tuned.

1Also, most of these algorithms assume Lambertian surfaces, which means the appearance of the surface does not change with viewpoint.
pling the curvature of lens, thus helping them to focus on objects at different distances. The focus, or accommodation, cue refers to the ability to estimate the distance of an object from known eye lens configuration and the sharpness of the image of the object [53].

4 Feature Vector

In our approach, we divide the image into small rectangular patches, and estimate a single depth value for each patch. We use two types of features: absolute depth features—used to estimate the absolute depth at a particular patch—and relative features, which we use to estimate relative depths (magnitude of the difference in depth between two patches). These features try to capture two processes in the human visual system: local feature processing (absolute features), such as that the sky is far away; and continuity features (relative features), a process by which humans understand whether two adjacent patches are physically connected in 3-d and thus have similar depths.\(^2\)

We chose features that capture three types of local cues: texture variations, texture gradients, and color. Texture information is mostly contained within the image intensity channel [54],\(^3\) so we apply Laws’ masks [57; 20] to this channel to compute the texture energy (Fig. 2). Haze is reflected in the low frequency information in the color channels, and we capture this by applying a local averaging filter (the first Laws’ mask) to the color channels. Lastly, to compute an estimate of texture gradient that is robust to noise, we convolve the intensity channel with six oriented edge filters (shown in Fig. 2).

One can envision including more features to capture other cues. For example, to model atmospheric effects such as fog and haze, features computed from the physics of light scattering [53] could also be included. Similarly, one can also include features based on surface-shading [13].

4.1 Features for absolute depth

We first compute summary statistics of a patch \(i\) in the image \(I(x, y)\) as follows. We use the output of each of the 17 (9 Laws’ masks, 2 color channels and 6 texture gradients) filters \(F_n\), \(n = 1, \ldots, 17\) as: \(E_i(n) = \sum_{(x,y) \text{ patch}} |I \ast F_n|^k\), where \(k \in \{1, 2\}\) give the sum

\(^2\)If two neighboring patches of an image display similar features, humans would often perceive them to be parts of the same object, and therefore to have similar depth values.

\(^3\)We represent each image in YCbCr color space, where Y is the intensity channel, and Cb and Cr are the color channels.
Figure 3: The absolute depth feature vector for a patch, which includes features from its immediate neighbors and its more distant neighbors (at larger scales). The relative depth features for each patch use histograms of the filter outputs.

absolute energy and sum squared energy respectively.\(^4\)
This gives us an initial feature vector of dimension 34.

To estimate the absolute depth at a patch, local image features centered on the patch are insufficient, and one has to use more global properties of the image. We attempt to capture this information by using image features extracted at multiple spatial scales (image resolutions).\(^5\) (See Fig. 3.) Objects at different depths exhibit very different behaviors at different resolutions, and using multiscale features allows us to capture these variations [58]. For example, blue sky may appear similar at different scales, but textured grass would not. In addition to capturing more global information, computing features at multiple spatial scales also helps to account for different relative sizes of objects. A closer object appears larger in the image, and hence will be captured in the larger scale features. Features capturing the scale at which an object appears may therefore give strong indicators of depth.

To capture additional global features (e.g. occlusion relationships), the features used to predict the depth of a particular patch are computed from that patch as well as the four neighboring patches. This is repeated at each of the three scales, so that the feature vector at a patch includes features of its immediate neighbors, its neighbors at a larger spatial scale (thus capturing image features that are slightly further away in the image plane), and again its neighbors at an even larger spatial scale; this is illustrated in Fig. 3. Lastly, many structures (such as trees and buildings) found in outdoor scenes show vertical structure, in the sense that they are vertically connected to themselves (things cannot hang in empty air). Thus, we also add to the features of a patch additional summary features of the column it lies in.

For each patch, after including features from itself and its 4 neighbors at 3 scales, and summary features for its 4 column patches, our absolute depth feature vector \(x\) is \(19 \times 34 = 646\) dimensional.

4.2 Features for relative depth

We use a different feature vector to learn the dependencies between two neighboring patches. Specifically, we compute a 10-bin histogram of each of the 17 filter outputs \(|I * F_n|\), giving us a total of 170 features \(y_{is}\) for each patch \(i\) at scale \(s\). These features are used to estimate how the depths at two different locations are related. We believe that learning these estimates requires less global information than predicting absolute depth, but more detail from the individual patches. For example, given two adjacent patches of a distinctive, unique, color and texture, we may be able to safely conclude that they are part of the same object, and thus that their depths are close, even without more global features. Hence, our relative depth features \(y_{ij_s}\) for two neighboring patches \(i\) and \(j\) at scale \(s\) will be the differences between their histograms, i.e., \(y_{ij_s} = y_{is} - y_{js}\).

5 Probabilistic Model

Since local images features are by themselves usually insufficient for estimating depth, the model needs to reason

---

\(^4\)Our experiments using \(k \in \{1, 2, 4\}\) did not improve performance noticeably.

\(^5\)The patches at each spatial scale are arranged in a grid of equally sized non-overlapping regions that cover the entire image. We use 3 scales in our experiments.
more globally about the spatial structure of the scene. We capture the spatial structure of the image by modeling the relationships between depths in different parts of the image. Although the depth of a particular patch depends on the features of the patch, it is also related to the depths of other parts of the image. For example, the depths of two adjacent patches lying in the same building will be highly correlated. We will use a hierarchical multiscale Markov Random Field (MRF) to model the relationship between the depth of a patch and the depths of its neighboring patches (Fig. 4). In addition to the interactions with the immediately neighboring patches, there are sometimes also strong interactions between the depths of patches which are not immediate neighbors. For example, consider the depths of patches that lie on a large building. All of these patches will be at similar depths, even if there are small discontinuities (such as a window on the wall of a building). However, when viewed at the smallest scale, some adjacent patches are difficult to recognize as parts of the same object. Thus, we will also model interactions between depths at multiple spatial scales.

5.1 Gaussian Model

Our first model will be a jointly Gaussian Markov Random Field (MRF) as shown in Eq. 1. To capture the multiscale depth relations, we will model the depths $d_i(s)$ for multiple scales $s = 1, 2, 3$. In our experiments, we enforce a hard constraint that depths at a higher scale are the average of the depths at the lower scale.\(^6\) More formally, we define $d_i(s + 1) = (1/5) \sum_{j \in N_s(i)} d_j(s)$. Here, $N_s(i)$ are the 4 neighbors of patch $i$ at scale $s$.\(^7\)

In Eq. 1, $M$ is the total number of patches in the image (at the lowest scale); $Z$ is the normalization constant for the model; $x_i$ is the absolute depth feature vector for patch $i$; and $\theta$ and $\sigma$ are parameters of the model. In detail, we use different parameters ($\theta_r$, $\sigma_{1r}$, $\sigma_{2r}$) for each row $r$ in the image, because the images we consider are taken from a horizontally mounted camera, and thus different rows of the image have different statistical properties. For example, a blue patch might represent sky if it is in upper part of image, and might be more likely to be water if in the lower part of the image.

Our model is a conditionally trained MRF, in that its model of the depths $d$ is always conditioned on the image features $X$; i.e., it models only $P(d|X)$. We first estimate the parameters $\theta_r$ in Eq. 1 by maximizing the conditional log likelihood $\ell(d) = \log P(d|X; \theta_r)$ of the training data. Since the model is a multivariate Gaussian, the maximum likelihood estimate of parameters $\theta_r$ is obtained by solving a linear least squares problem.

The first term in the exponent above models depth as a function of multiscale features of a single patch $i$. The second term in the exponent places a soft “constraint” on the depths to be smooth. If the variance term $\sigma_{2rs}^2$ is a fixed constant, the effect of this term is that it tends to smooth depth estimates across nearby patches. However, in practice the dependencies between patches are not the same everywhere, and our expected value for $(d_i - d_j)^2$ may depend on the features of the local patches.

Therefore, to improve accuracy we extend the model to capture the “variance” term $\sigma_{2rs}^2$ in the denominator of the second term as a linear function of the patches $i$ and $j$'s relative depth features $y_{ij}s$ (discussed in Section 4.2). We model the variance as $\sigma_{2rs}^2 = w_{rs}^T y_{ij}s$. This helps determine which neighboring patches are likely to have similar depths; for example, the “smoothing” effect is much stronger if neighboring patches are

\[ P_G(d_i|X; \theta, \sigma) = \frac{1}{Z_G} \exp \left( -\sum_{i=1}^{M} \frac{(d_i(1) - x_i^T \theta_r)^2}{2\sigma_{1r}^2} - \sum_{s=1}^{3} \sum_{i=1}^{M} \sum_{j \in N_s(i)} \frac{(d_i(s) - d_j(s))^2}{2\sigma_{2rs}^2} \right) \] (1)

\[ P_L(d_i|X; \theta, \lambda) = \frac{1}{Z_L} \exp \left( -\sum_{i=1}^{M} \frac{|d_i(1) - x_i^T \theta_r|}{\lambda_1r} - \sum_{s=1}^{3} \sum_{i=1}^{M} \sum_{j \in N_s(i)} \frac{|d_i(s) - d_j(s)|}{\lambda_{2rs}} \right) \] (2)

\[ Z_G = \sum_{d} \exp \left( -\sum_{i=1}^{M} \frac{(d_i(1) - x_i^T \theta_r)^2}{2\sigma_{1r}^2} \right) \]

\[ Z_L = \sum_{d} \exp \left( -\sum_{i=1}^{M} \frac{|d_i(1) - x_i^T \theta_r|}{\lambda_1r} \right) \]
similar. This idea is applied at multiple scales, so that we learn different $\sigma^2_{2rs}$ for the different scales $s$ (and rows $r$ of the image). The parameters $u_{rs}$ are learned to fit $\sigma^2_{2rs}$ to the expected value of $(d_i(s) - d_j(s))^2$, with a constraint that $u_{rs} \geq 0$ (to keep the estimated $\sigma^2_{2rs}$ non-negative), using a quadratic program (QP).

Similar to our discussion on $\sigma^2_{2rs}$, we also learn the variance parameter $\sigma^2_{1r}$, as a linear function of the features. Since the absolute depth features $x_i$ are non-negative, the estimated $\sigma^2_{1r}$ is also non-negative. The parameters $v_r$ are chosen to fit $\sigma^2_{1r}$ to the expected value of $(d_i(r) - \theta^T_{ix_i})^2$, subject to $v_r \geq 0$. This $\sigma^2_{1r}$ term gives a measure of the uncertainty in the first term, and depends on the features. This is motivated by the observation that in some cases, depth cannot be reliably estimated from the local features. In this case, one has to rely more on neighboring patches’ depths, as modeled by the second term in the exponent.

After learning the parameters, given a new test-set image we can find the MAP estimate of the depths by maximizing Eq. 1 in terms of $d$. Since Eq. 1 is Gaussian, $\log P(d|X; \theta, \sigma)$ is quadratic in $d$, and thus its maximum is easily found in closed form (taking at most 1-2 seconds per image). More details are given in Appendix A.

### 5.2 Laplacian model

We now present a second model (Eq. 2) that uses Laplacians instead of Gaussians to model the posterior distribution of the depths. Our motivation for doing so is three-fold. First, a histogram of the relative depths $(d_i - d_j)$ is empirically closer to Laplacian than Gaussian (Fig. 5, see [59] for more details on depth statistics), which strongly suggests that it is better modeled as one. Second, the Laplacian distribution has heavier tails, and is therefore more robust to outliers in the image features and to errors in the training-set depthmaps (collected with a laser scanner; see Section 6.1). Third, the Gaussian model was generally unable to give depthmaps with sharp edges; in contrast, Laplacians tend to model sharp transitions/outliers better.

This model is parametrized by $\theta_r$ (similar to Eq. 1) and by $\lambda_{1r}$ and $\lambda_{2rs}$, the Laplacian spread parameters. Maximum-likelihood parameter estimation for the Laplacian model is not tractable (since the partition function depends on $\theta_r$). However, by analogy to the Gaussian case, we approximate this by solving a linear system of equations $X_r \theta_r \approx d_r$ to minimize $L_1$ (instead of $L_2$) error, i.e., $\min_{\theta_r} ||d_r - X_r \theta_r||_1$. Here $X_r$ is the matrix of absolute depth features. Following the Gaussian model, we also learn the Laplacian spread parameters in the denominator in the same way, except that the instead of estimating the expected values of $(d_i - d_j)^2$ and $(d_i(r) - \theta^T_{ix_i})^2$, we estimate the expected values of $|d_i - d_j|$ and $|d_i(r) - \theta^T_{ix_i}|$, as a linear function of $u_{rs}$ and $v_r$, respectively. This is done using a Linear Program (LP), with $u_{rs} \geq 0$ and $v_r \geq 0$.

Even though maximum likelihood (ML) parameter estimation for $\theta_r$ is intractable in the Laplacian model, given a new test-set image, MAP inference for the depths $d$ is tractable and convex. Details on solving the inference problem as a Linear Program (LP) are given in Appendix B.

**Remark.** We can also extend these models to combine Gaussian and Laplacian terms in the exponent, for example by using a $L_2$ norm term for absolute depth, and a $L_1$ norm term for the interaction terms. MAP inference remains tractable in this setting, and can be solved using convex optimization as a QP (quadratic program).

### 6 Experiments

#### 6.1 Data collection

We used a 3-d laser scanner to collect images and their corresponding depthmaps (Fig. 7). The scanner uses a laser device (SICK LMS-291) which gives depth readings in a vertical column, with a 1.0° resolution. To collect readings along the other axis (left to right), the SICK laser was mounted on a panning motor. The motor rotates after each vertical scan to collect laser readings for another vertical column, with a 0.5° horizontal angular resolution. We reconstruct the depthmap using the vertical laser scans, the motor readings and known relative position and pose of the laser device and the camera. We also collected data of stereo pairs with corresponding depthmaps (Section 7), by mounting the laser range finding equipment on a LAGR (Learning Applied to Ground Robotics) robot (Fig. 8). The LAGR vehicle is equipped with sensors, an onboard computer, and Point Grey Research Bumblebee stereo cameras, mounted with a baseline distance of 11.7cm. [25]

We collected a total of 425 image-depthmap pairs, with an image resolution of 1704x2272 and a depthmap resolution of 86x107. In the experimental results reported here, 75% of the images/depthmaps were used for training, and the remaining 25% for hold-out testing.
Figure 6: Results for a varied set of environments, showing (a) original image, (b) ground truth depthmap, (c) predicted depthmap by Gaussian model, (d) predicted depthmap by Laplacian model. (Best viewed in color).
The images comprise a wide variety of scenes including natural environments (forests, trees, bushes, etc.), man-made environments (buildings, roads, sidewalks, trees, grass, etc.), and purely indoor environments (corridors, etc.). Due to limitations of the laser, the depthmaps had a maximum range of 81m (the maximum range of the laser scanner), and had minor additional errors due to reflections, missing laser scans, and mobile objects. Prior to running our learning algorithms, we transformed all the depths to a log scale so as to emphasize multiplicative rather than additive errors in training. Data used in the experiments is available at: http://ai.stanford.edu/~asaxena/learningdepth/

6.2 Results

We tested our model on real-world test-set images of forests (containing trees, bushes, etc.), campus areas (buildings, people, and trees), and indoor scenes (such as corridors).

Table 1 shows the test-set results with different feature combinations of scales, summary statistics, and neighbors, on three classes of environments: forest, campus, and indoor. The Baseline model is trained without any features, and predicts the mean value of depth in the training depthmaps. We see that multiscale and column features improve the algorithm’s performance. Including features from neighboring patches, which help capture more global information, reduces the error from .162 orders of magnitude to .133 orders of magnitude.\(^9\) We also note that the Laplacian model performs better than the Gaussian one, reducing error to .084 orders of magnitude for indoor scenes, and .132 orders of magnitude when averaged over all scenes. Empirically, the Laplacian model does indeed give depthmaps with significantly sharper boundaries (as in our discussion in Section 5.2; also see Fig. 6).

Fig. 9 shows that modeling the spatial relationships in the depths is important. Depths estimated without using the second term in the exponent of Eq. 2, i.e., depths predicted using only image features with row-sensitive parameters \(\theta_r\), are very noisy (Fig. 9d).\(^{10}\) Modeling the relations between the neighboring depths at multiple scales through the second term in the exponent of Eq. 2 also gave better depthmaps (Fig. 9e). Finally, Fig. 9c shows the model’s “prior” on depths; the depthmap shown reflects our model’s use of image-row sensitive parameters. In our experiments, we also found that many features/cues were given large weights; therefore, a model trained with only a few cues (e.g., the top 50 chosen by a feature selection method) was not able to predict reasonable depths.

\(^9\)Errors are on a \(\log_{10}\) scale. Thus, an error of \(\varepsilon\) means a multiplicative error of \(10^\varepsilon\) in actual depth. E.g., \(10^{.132} = 1.355\), which thus represents an 35.5% multiplicative error.

\(^{10}\)This algorithm gave an overall error of .181, compared to our full model’s error of .132.
Our algorithm works well in a varied set of environments, as shown in Fig. 6 (last column). A number of vision algorithms based on “ground finding” (e.g., [60]) appear to perform poorly when there are discontinuities or significant luminance variations caused by shadows, or when there are significant changes in the ground texture. In contrast, our algorithm appears to be robust to luminance variations, such as shadows (Fig. 6, 4th row) and camera exposure (Fig. 6, 2nd and 5th rows).

Some of the errors of the algorithm can be attributed to errors or limitations of the training set. For example, the maximum value of the depths in the training and test set is 81m; therefore, far-away objects are all mapped to the distance of 81m. Further, laser readings are often incorrect for reflective/transparent objects such as glass; therefore, our algorithm also often estimates depths of such objects incorrectly. Quantitatively, our algorithm appears to incur the largest errors on images which contain very irregular trees, in which most of the 3-d structure in the image is dominated by the shapes of the leaves and branches. However, arguably even human-level performance would be poor on these images.

We note that monocular cues rely on prior knowledge, learned from the training set, about the environment. This is because monocular 3-d reconstruction is an inherently ambiguous problem. Thus, the monocular cues may not generalize well to images very different from ones in the training set, such as underwater images or aerial photos.

To test the generalization capability of the algorithm, we also estimated depthmaps of images downloaded from the Internet (images for which camera parameters are not known). The model (using monocular cues only) was able to produce reasonable depthmaps on most of the images (Fig. 10). Informally, our algorithm appears to predict the relative depths quite well (i.e., their relative distances to the camera); even for scenes very different from the training set, such as a sunflower field, an oil-painting scene, mountains and lakes, a city skyline photographed from sea, a city during snowfall, etc.

**Car Driving Experiments:** Michels, Saxena and Ng [20] used a simplified version of the monocular depth estimation algorithm to drive a remote-controlled car (Fig. 11a). The algorithm predicts (1-d) depths from single still images, captured from a web-camera with 320x240 pixel resolution. The learning algorithm can be trained on either real camera images labeled with ground-truth ranges to the closest obstacle in each direction, or on a training set consisting of synthetic graphics images. The resulting algorithm, trained on a combination of real and synthetic data, was able to learn monocular visual cues that accurately estimate the relative depths of obstacles in a scene (Fig. 11b). We tested
Figure 10: Typical examples of the predicted depthmaps for images downloaded from the internet. (Best viewed in color.)

Improving Performance of Stereovision using Monocular Cues

Consider the problem of estimating depth from two images taken from a pair of stereo cameras (Fig. 12). The most common approach for doing so is stereopsis (stereovision), in which depths are estimated by triangulation using the two images. Over the past few decades, researchers have developed very good stereovision systems (see [1] for a review). Although these systems work well...
in many environments, stereovision is fundamentally limited by the baseline distance between the two cameras. Specifically, their depth estimates tend to be inaccurate when the distances considered are large (because even very small triangulation/angle estimation errors translate to very large errors in distances). Further, stereovision also tends to fail for textureless regions of images where correspondences cannot be reliably found.

On the other hand, humans perceive depth by seamlessly combining monocular cues with stereo cues. We believe that monocular cues and (purely geometric) stereo cues give largely orthogonal, and therefore complementary, types of information about depth. Stereo cues are based on the difference between two images and do not depend on the content of the image. Even if the images are entirely random, it would still generate a pattern of disparities (e.g., random dot stereograms [52]). On the other hand, depth estimates from monocular cues are entirely based on the evidence about the environment presented in a single image. In this section, we investigate how monocular cues can be integrated with any reasonable stereo system, to obtain better depth estimates than the stereo system alone.

7.1 Disparity from stereo correspondence

Depth estimation using stereovision from two images (taken from two cameras separated by a baseline distance) involves three steps: First, establish correspondences between the two images. Then, calculate the relative displacements (called “disparity”) between the features in each image. Finally, determine the 3-d depth of the feature relative to the cameras, using knowledge of the camera geometry.

Stereo correspondences give reliable estimates of disparity, except when large portions of the image are featureless (i.e., correspondences cannot be found). Further, for a given baseline distance between cameras, the accuracy decreases as the depth values increase. In the limit of very distant objects, there is no observable disparity, and depth estimation generally fails. Empirically, depth estimates from stereo tend to become unreliable when the depth exceeds a certain distance.

Our stereo system finds good feature correspondences between the two images by rejecting pixels with little texture, or where the correspondence is otherwise ambiguous. More formally, we reject any feature where the best match is not significantly better than all other matches within the search window. We use the sum-of-absolute-differences correlation as the metric score to find correspondences [2]. Our cameras (and algorithm) allow sub-pixel interpolation accuracy of 0.2 pixels of disparity. Even though we use a fairly basic implementation of stereopsis, the ideas in this paper can just as readily be applied together with other, perhaps better, stereo systems.

7.2 Modeling Uncertainty in Stereo

The errors in disparity are often modeled as either Gaussian [3] or via some other, heavier-tailed distribution (e.g., [61]). Specifically, the errors in disparity have two main causes: (a) Assuming unique/perfect correspondence, the disparity has a small error due to image noise (including aliasing/pixelization), which is well modeled by a Gaussian. (b) Occasional errors in correspondence cause larger errors, which results in a heavy-tailed distribution for disparity [61].

If the standard deviation is $\sigma_d$ in computing disparity $g$ from stereo images (because of image noise, etc.), then the standard deviation of the depths will be $\sigma_{d_{stereo}} = \sigma_d / g$. For our stereo system, we have that $\sigma_d$ is about 0.2 pixels; this is then used to estimate $\sigma_{d_{stereo}}$. Note therefore that $\sigma_{d_{stereo}}$ is a function of the estimated depth, and specifically, it captures the fact that variance in depth estimates is larger for distant objects than for closer ones.

7.3 Probabilistic Model

We use our Markov Random Field (MRF) model, which models relations between depths at different points in the image, to incorporate both monocular and stereo cues. Therefore, the depth of a particular patch depends on the monocular features of the patch, on the stereo disparity, and is also related to the depths of other parts of the image.

In our Gaussian and Laplacian MRFs (Eq. 3 and 4), we now have an additional term $d_{i,stereo}$, which is the depth estimate obtained from disparity. This term models the relation between the depth and the estimate from stereo disparity. The other terms in the models are similar to Eq. 1 and 2 in Section 5.

7.4 Results on Stereo

For these experiments, we collected 257 stereo pairs+depthmaps in a wide-variety of outdoor and indoor environments, with an image resolution of 1024x768

---

13Using the delta rule from statistics: $\text{Var}(f(x)) \approx (f'(x))^2 \text{Var}(x)$, derived from a second order Taylor series approximation of $f(x)$. The depth $d$ is related to disparity $g$ as $d = \log(C/g)$, with camera parameters determining $C$.

14One can also envisage obtaining a better estimate of $\sigma_d$ as a function of a match metric used during stereo correspondence [62], such as normalized sum of squared differences; or learning $\sigma_d$ as a function of disparity/texture based features.

15In this work, we directly use $d_{i,stereo}$ as the stereo cue. In [63], we use a library of features created from stereo depths as the cues for identifying a grasp point on objects.
Figure 13: Results for a varied set of environments, showing one image of the stereo pairs (column 1), ground truth depthmap collected from 3-d laser scanner (column 2), depths calculated by stereo (column 3), depths predicted by using monocular cues only (column 4), depths predicted by using both monocular and stereo cues (column 5). The bottom row shows the color scale for representation of depths. Closest points are 1.2 m, and farthest are 81 m. (*Best viewed in color*)
also without using monocular cues to estimate without the second term in the exponent in Eq. 4, and interpolation and region filling; using the Laplacian model (iii)
depthmaps.
tures, predicts the mean value of depth in the training (i)

table of an image. However, in many of these cases, the stereo are less effective here than for objects lying in the middle image; hence the relations between neighboring depths (v)
should work well even on images taken from very different environments. For example, the monocular algorithm fails sometimes to predict correct depths for objects which are only partially visible in the image (e.g., Fig. 13, row 2: tree on the left). For a point lying on such an object, most of the point’s neighbors lie outside the image; hence the relations between neighboring depths are less effective here than for objects lying in the middle of an image. However, in many of these cases, the stereo cues still allow an accurate depthmap to be estimated (row 2, column 5).

8 Conclusions
Over the last few decades, stereo and other “triangulation” cues have been successfully applied to many important problems, including robot navigation, building 3-d models of urban environments, and object recognition. Unlike triangulation-based algorithms such as stereopsis and structure from motion, we have developed a class of algorithms that exploit a largely orthogonal set of monocular cues. We presented a hierarchical, multiscale Markov Random Field (MRF) learning model that uses such cues to estimate depth from a single still image. These monocular cues can not only be combined with triangulation ones, but also scale better than most

\[
P_C(d|X; \theta, \sigma) = \frac{1}{Z_C} \exp \left( -\frac{1}{2} \sum_{i=1}^{M} \frac{(d_i(1) - d_{i,\text{stereo}})^2}{\sigma_{i,\text{stereo}}^2} + \frac{(d_i(1) - x_i^T \theta_r)^2}{\sigma_r^2} + \frac{3}{2} \sum_{s=1}^{3} \sum_{j \in N_r(i)} \frac{d_i(s) - d_j(s))^2}{\lambda_{2rs}} \right) (3)
\]

\[
P_L(d|X; \theta, \lambda) = \frac{1}{Z_L} \exp \left( -\frac{1}{2} \sum_{i=1}^{M} \frac{|d_i(1) - d_{i,\text{stereo}}|}{\lambda_{i,\text{stereo}}} + \frac{|d_i(1) - x_i^T \theta_r|}{\lambda_r} + \frac{3}{2} \sum_{s=1}^{3} \sum_{j \in N_r(i)} \frac{|d_i(s) - d_j(s)|}{\lambda_{2rs}} \right) (4)
\]

and a depthmap resolution of 67x54. We used 75% of the images/depthmaps for training, and the remaining 25% for hold-out testing.

We quantitatively compare the following classes of algorithms that use monocular and stereo cues in different ways:

(i) Baseline: This model, trained without any features, predicts the mean value of depth in the training depthmaps.

(ii) Stereo: Raw stereo depth estimates, with the missing values set to the mean value of depth in the training depthmaps.

(iii) Stereo (smooth): This method performs interpolation and region filling; using the Laplacian model without the second term in the exponent in Eq. 4, and also without using monocular cues to estimate \( \lambda_2 \) as a function of the image.

(iv) Mono (Gaussian): Depth estimates using only monocular cues, without the first term in the exponent of the Gaussian model in Eq. 3.

(v) Mono (Lap): Depth estimates using only monocular cues, without the first term in the exponent of the Laplacian model in Eq. 4.

(vi) Stereo+Mono (Lap): Depth estimates using the full model.

Table 2 shows that although the model is able to predict depths using monocular cues only (“Mono”), the performance is significantly improved when we combine both mono and stereo cues. The algorithm is able to estimate depths with an error of 0.074 orders of magnitude, (i.e., 18.6% of multiplicative error because \( 10^{-0.74} = 1.186 \)) which represents a significant improvement over stereo (smooth) performance of 0.888.

Fig. 13 shows that the model is able to predict depthmaps (column 5) in a variety of environments. It also demonstrates how the model takes the best estimates from both stereo and monocular cues to estimate more accurate depthmaps. For example, in row 6 (Fig. 13), the depthmap generated by stereo (column 3) is very inaccurate; however, the monocular-only model predicts depths fairly accurately (column 4). The combined model uses both sets of cues to produce a better depthmap (column 5). In row 3, stereo cues give a better estimate than monocular ones. We again see that our combined MRF model, which uses both monocular and stereo cues, gives an accurate depthmap (column 5) correcting some mistakes of stereo, such as some far-away regions that stereo predicted as close.

In Fig. 14, we study the behavior of the algorithm as a function of the 3-d distance from the camera. At small distances, the algorithm relies more on stereo cues, which are more accurate than the monocular cues in this regime. However, at larger distances, the performance of stereo degrades, and the algorithm relies more on monocular cues. Since our algorithm models uncertainties in both stereo and monocular cues, it is able to combine stereo and monocular cues effectively.

We note that monocular cues rely on prior knowledge, learned from the training set, about the environment. This is because monocular 3-d reconstruction is an inherently ambiguous problem. In contrast, the stereopsis cues we used are are purely geometric, and therefore should work well even on images taken from very different environments. For example, the monocular algorithm fails sometimes to predict correct depths for objects which are only partially visible in the image (e.g., Fig. 13, row 2: tree on the left). For a point lying on such an object, most of the point’s neighbors lie outside the image; hence the relations between neighboring depths are less effective here than for objects lying in the middle of an image. However, in many of these cases, the stereo cues still allow an accurate depthmap to be estimated (row 2, column 5).

| ALGORITHM   | ALL   | Campus | Forest | Indoor |
|-------------|-------|--------|--------|--------|
| Baseline    | .341  | .351   | .344   | .307   |
| Stereo      | .138  | .143   | .113   | .182   |
| Stereo (smooth) | .088  | .091   | .080   | .099   |
| Mono (Gaussian) | .093  | .095   | .085   | .108   |
| Mono (Lap)  | .090  | .091   | .082   | .105   |
| Stereo+Mono (Lap) | .074  | .077   | .069   | .079   |
triangulation-based cues to depth estimation at large distances. Although our work has been limited to depth estimation, we believe that these monocular depth and shape cues also hold rich promise for many other applications in vision.
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Appendix

A MAP Inference for Gaussian Model

We can rewrite Eq. 1 as a standard multivariate Gaussian,

\[ P_G(d|X; \theta, \sigma) = \frac{1}{Z_G} \exp \left( -\frac{1}{2} (d - X_\theta \Sigma_1^{-1} (d - X_\theta) \right) \]

where \( X_\theta = (\Sigma_1^{-1} + Q^T \Sigma_2^{-1} Q)^{-1}\Sigma_1^{-1} X \), with \( \Sigma_1 \) and \( \Sigma_2 \) representing the matrices of the variances \( \sigma_1^2 \) and \( \sigma_2^2 \) in the first and second terms in the exponent of Eq. 1 respectively. \( Q \) is a matrix such that rows of \( Qd \) give the differences of the depths in the neighboring patches at multiple scales (as in the second term in the exponent of Eq. 1). Our MAP estimate of the depths is, therefore, \( d^* = X_\theta \).

During learning, we iterate between learning \( \theta \) and estimating \( \sigma \). Empirically, \( \sigma_1 \ll \sigma_2 \), and \( X_\theta \) is very close to \( X \); therefore, the algorithm converges after 2-3 iterations.

\[ d^* = \arg \max_{d} \log P(d|X; \theta, \lambda) \]

where, \( c_1 \in \mathbb{R}^M \) with \( c_{1,i} = 1/\lambda_{1,i} \), and \( c_2 \in \mathbb{R}^{6M} \) with \( c_{2,i} = 1/\lambda_{2,i} \). Our features are given by \( X \in \mathbb{R}^{M \times k} \) and the learned parameters are \( \theta \in \mathbb{R}^k \), which give a naive estimate \( \tilde{d} = X_\theta \). Our MAP estimate of the depths is, therefore, \( d^* = X_\theta \).

We add auxiliary variables \( \xi_1 \) and \( \xi_2 \) to pose the problem as a Linear Program (LP):

\[
\begin{align*}
    d^* &= \arg \min_{d, \xi_1, \xi_2} & c_1^T \xi_1 + c_2^T \xi_2 \\
    &\text{s.t.} & -\xi_1 \leq d - \tilde{d} \leq \xi_1 \\
    & & -\xi_2 \leq Qd \leq \xi_2
\end{align*}
\]

In our experiments, MAP inference takes about 7-8 seconds for an image.
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