A proof of the concept of the in-flight launch of unmanned aerial vehicles in a search and rescue scenario
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ABSTRACT

This article considers the development of a system to enable the in-flight-launch of one aerial system by another. The article discusses how an optimal release mechanism was developed taking into account the aerodynamics of one specific mothership and child Unmanned Aerial Vehicle (UAV). Furthermore, it discusses the Proportional–Integral–Derivative (PID)-based control concept that was introduced in order to autonomously stabilise the child UAV after being released from the mothership UAV. Finally, the article demonstrates how the concept of a mothership and child UAV combination could be taken advantage of in the context of a search and rescue operation.

1. INTRODUCTION

1.1. Problem statement

As more and more Unmanned Aerial Vehicles (UAVs) are being used in our everyday lives, we are also seeing increasing variety in the systems that are being developed in different applications. This variety should come as no surprise, as it is impossible to create one system that would fit all user needs. Heterogeneous systems (which are all used concurrently) are therefore the way forward. However, this recommendation comes with the problems of interoperability and the search for optimal collaboration strategies between all these different systems.

In this article, we focus on the collaborative action between two UAVs. One acts as a mothership/carry out platform, capable of launching a smaller child system in-flight, which can then be used for close-to-ground missions.

The in-flight launch of one aerial system by another is no easy task and requires the careful consideration of the aerodynamics and control of the two systems. Indeed, in terms of aerodynamics and flight performance, the mothership and child UAVs impose important forces and constraints on one another. These constraints are very different when the aircraft are mechanically interlinked and when they are separated. The autonomous control concept that is implemented for this research experiment on the child UAV needs to be able to cope with these sudden changes in real time at the moment of release in order to prevent a crash.

One example application domain where the use of an in-flight launched rotorcraft could be of great use is the field of search and rescue, where multiple heterogeneous UAVs are being used already [3], [5]. We therefore decided to validate the applicability of the in-flight launch concept in a search and rescue scenario, where a larger carrier UAV is requested to carry a close-in inspection UAV to a certain location (the location at which the incident is supposed to have taken place). The close-in inspection UAV is then released and starts the task of autonomously inspecting a disaster-struck area, searching for human victims by segmenting the visual images it acquires in real time. Based on this analysis, alarms can then be sent to the search and rescue workers when victims are found. In this paper, we do not focus on the autonomous navigation capabilities of the UAV; rather,
we concentrate on the real-time semantic segmentation methodology.

1.2. Previous work

In the field of collaborative UAVs, Lacroix et al. studied in 2007 the multi-agent decision-making process between the different systems in [1]. However, applying these concepts in practical applications and the reality in the field has proven difficult due to the complex nature of operating multiple heterogeneous platforms simultaneously. Serrano et al. proposed in [2] an interoperability concept that enables the message-passing and collaborative control for multiple heterogeneous UAVs and applied that concept to heterogeneous systems developed within the context of the ICARUS project [3]. They put the interoperability and collaboration concept in [4] into practice in a search and rescue case for the euRathlon challenge [5], where multiple heterogeneous systems (though not all airborne) were validated in a Fukushima-like response simulation scenario. While these operations entailed the use of heterogeneous UAV operations, none of the systems featured an in-flight launch capability.

The in-flight launch of one UAV by a mothership is has been considered most commonly for military operations. Even in 1975, Lempert reported in [13] on a series of flight tests where a target drone was released from a military aircraft. Roberts et al. described in [6] similar flight tests to determine the flight envelope and launch system configuration for which a small (maximum gross weight of 80 lbs), unpowered UAV glider could be safely launched from the cargo ramp of a C-130 transport aircraft. Safe separation from a C-130 aircraft was demonstrated as well as UAV stability for successful deployment of wings and fly-out. Doi described in [14] the development of an air-launched multi-role UAV system for the Japanese Ministry of Defense. A successful separation between the mothership and child aircrafts was demonstrated here. However, all of the three tests campaigns discussed above considered a manned aircraft as a mothership and only a fixed wing aircraft as the child system. Limited research exists on the particular use of rotorcrafts due to the difficult aerodynamic constraints imposed by the downwash underneath the mothership platform. In May 2018, the US army was the first military agency to present plans to launch UAVs from manned helicopters [15].

In the field of semantic segmentation, important advances have been made in recent years, mainly due to the advent of more powerful machine learning-based approaches. Semantic segmentation assigns a label to each pixel in the output image that represents a specific object from an available class of objects depending on the dataset. With the rise of easy-to-use and low-cost UAVs, a platform can be created for the remote sensing of forests, with an accuracy of 89 % for seven tree types with basic RGB images. This is a real improvement in comparison with previous studies that use expensive hardware [16]. Not only is it possible to calculate the tree type, the tree height and canopy width could be crucial information for search and rescue missions with UAVs [17].

There is a method known as Regions with Convolutional Neural Networks (CNNs), which utilises region-based methods. With results obtained from object detection, it can perform semantic segmentation. Regions with CNNs is worthwhile because it first extracts a large quantity of object classifications with a selective search and only then computes the CNNs feature. Afterwards, it can classify each region [18].

Figure 1. DJI Phantom 2 used as mothership UAV (left); Parrot AR Drone 2.0 used as child UAV (right).

The principle behind Fully Convolutional Networks (FCNs)-based semantic segmentation is pixel-to-pixel map learning without the extraction of region proposals. Contrary to CNNs, an FCN only has pooling and convolution layers. Due to these layers, a prediction can be made on inputs of arbitrary sizes. Therefore, the size of the output is dependent on the size of the input instead of a fixed-sized output, which makes it perfect for semantic segmentation or object detection [19].

One semantic segmentation methodology that was specifically adapted to treat visual data coming from UAVs is the SegNet algorithm [20]. The first phase of this algorithm consists of up-sampling the input using the transferred pool to produce the sparse feature map(s). The second phase involves performing convolution to densify the feature map. The last phase is processing the feature maps to pixel-wise classifications with a soft-maximum classifier [21].

The remainder of this paper is organised as follows. Section 2 discusses the overall conceptual design of the proposed system. Section 3 then focuses on the design of the mechanism that was developed in order to drop the child UAV from the mothership UAV. Section 4 then discusses the control concept that was used to stabilise the child UAV after being dropped. Section 5 then shows how the child UAV can execute a useful mission after being dropped by performing an environmental segmentation in a search and rescue context. Finally, in section 6, some conclusions and indications for future work are given.

2. CONCEPTUAL DESIGN

2.1. Hardware and software used

The main aim of this research is to show the concept of the autonomous in-flight launch stabilisation system on commodity hardware multi-copters as opposed to the heavy military systems where in-flight launch systems have already been shown (see the discussion in section 1.2). Therefore, we chose to work with modest, low-cost equipment, as presented here.

The platform used for the parent UAV is a DJI Phantom 2. This ready-to-fly, multi-functional quadcopter is easy to fly, offers precision flight, and has stable hovering – without too much interaction. Throughout this research, this system remained a closed system, where the only communication was done through the included controller. The DJI Phantom 2 is a consumer product not specifically equipped to carry any load but did offer the requirements for the proof of the concept. By removing the pre-installed camera, the total mass of the mothership UAV is 1093 g. The platform used for the child UAV is the Parrot AR Drone 2.0. This UAV is mostly intended for use as a toy, which makes it quite popular and affordable. This UAV has a starting mass of 501 g. By sacrificing security and durability, we were able to reduce the weight by 58 g. However, this weight reduction meant that no protection hull was present during crashes, bringing the lowest mass to 443 g. The Parrot AR Drone...
2.0 is used frequently in research, because it is programmable in a ROS [7] interface, making use of WiFi communication for input and output. A ROS-driver is provided to create a communication channel with the UAV. This communication driver offers a great deal of functionalities that were used for the in-flight launch software, such as:

- three-dimensional rotation values from the X, Y & Z axis;
- magnetometer readings in three-dimensional space;
- pressure from the barometer;
- linear velocity in three-dimensional space;
- linear acceleration in three-dimensional space;
- estimated altitude;
- motor pulse width modulation values;
- forward and downward facing camera stream;
- yaw, pitch, and roll control.

### 2.2. Aerodynamic constraints

The main problem with the in-flight launch of one rotorcraft from another rotorcraft is the intense turbulent airflow caused by the rotors of the mothership aircraft. One approach to this problem is to experimentally measure the so-called downwash area, as performed in [8]. Another approach is a simulation. High-fidelity computational simulation tools are required to investigate the complex physics of multicopter interactions and interactions with the airframe(s). These simulations require high-performance computing infrastructure and can provide an insight in the turbulence layer underneath the aircraft. Figure 2 gives an example of such an analysis, made by NASA on the Pleiades supercomputer, simulating the airflow underneath the DJI Phantom drone that was used in this study as well [23].

While such simulations are extremely useful, they do not tell the whole story, as they do not incorporate the real-time influence of environmental factors such as wind. Indeed, in order to do so, one would need to measure the wind, calculate the airflow model in real-time, and then act upon this updated model. This real-time computation capability is currently beyond the capabilities of even modern supercomputers. However, as shown by these research studies [23], these external factors have an important effect on the turbulence layer underneath the aircraft in real-life conditions.

Therefore, a modular and flexible design is needed in order for the devices to be able to cope with various environmental conditions. Therefore, we decided to develop a winch-based release mechanism that would allow us to change the release distance between the mothership and child UAVs in terms of environmental parameters.

### 3. DESIGN OF THE RELEASE MECHANISM

As the child UAV still has a task to complete after being launched, as much weight as possible should be left on the mothership UAV. This means that a design was necessary for the actual launch mechanism to hang on the mothership UAV. A major issue in the process of designing and developing a release mechanism on the child UAV was to prevent any unwanted rotations due to wind, for example, which would cause system instability. Therefore, a child UAV release mechanism was designed, consisting of a base plate and a locking mechanism, terminating in an O-ring to which a hook can be attached. Once the design was fully made, it was 3D printed. The design turned out to be 44 g. Adding the 44 g to the 443 g of the child UAV allowed us to ensure that the child UAV now had a total mass of 487 g. Note that it is technically not possible for a DJI Phantom 2 to support such a payload; therefore, it is necessary for the child UAV to help with lifting its own mass pre-release by spinning its rotors.

Figure 3 shows the results of this design: a lightweight, stern, and rotation resistant component capable of carrying the child UAV.

As discussed above, the child UAV can be carried through an O-ring. This was specifically done to create an easy-to-use launch mechanism on the mothership UAV. The major difficulty on the mothership side was to include a mechanism that can increase or decrease the distance between the mothership and child UAV. As discussed before, due to the effects of turbulence under the mothership aircraft, it is necessary to release the child UAV at a reasonable distance from the mothership UAV, sufficiently far from the turbulence zone.

A winch system consisting of a PCB-controlled servo-motor was developed. Once 3D-printed, the base plate extension creates a functional winch system, as seen in Figure 2. The parent UAV now has the possibility to lower the UAV to any desired launch height from a remote site. The final design of the parent UAV release mechanism has a mass of 245 g, bringing the total mass of the mothership UAV to 1338 g.

### 4. AUTONOMOUS STABILISATION

#### 4.1. Controller design

In order to be platform-independent, a new Proportional-Integral-Derivative (PID) controller was created [22] to take over
the default hovering function embedded in the used devices, taking into account the constant turbulence by the mothership UAV. Since we wanted a platform-independent solution, we did not rely on this on the built-in stabilisation method, which also makes use of the downward facing camera. For the creation of the PID controller, a custom package that subscribed to the navigation data and odometry was created. In return, it could publish the necessary yaw, pitch, and roll values, calculated as control commands to stabilise the UAV.

In the implementation, the maximum reference speed of the UAV was limited to 0.6, which prevented it from performing jerky movements. The velocity error was calculated by the difference between the navigation commands of yaw, pitch, and roll and the incoming odometry values. This value was assigned to the proportional gain. The integral gain was calculated based on the previous integral gain and the proportional gain. By using the proportional gain, we were able to determine the integral gain as shown in Figure 4, based on a set limit, the current situation of the error (new err), and the previous integral gain ($i$ term).

Lastly, the derivative gain was calculated by filtering the incoming odometry data.

4.2. Validation protocol

In the first phase of the experiment, we wanted to validate the robustness of the implemented control mechanism by manually destabilising the child UAV in-flight.

Figure 5 shows the results of such an experiment, where the UAV was pushed backwards twice. The graph shows the value of the pitch angle and clearly shows how the pitch angle is stabilised after each of the disturbances.

Assured by the robustness of the system, actual in-flight launch experiments were performed. In order to study the effect of the turbulence layer, we experimented with different release altitudes, measured between the mothership and child UAVs. The different separation distances between the both UAVs that were considered were: 140 cm, 100 cm, and 60 cm.

4.3. Behaviour with 140 cm separation

Using a 140 cm launch distance, the PID controller does not need to change the yaw, pitch, or roll values (https://youtu.be/hvxIr1gvgtc). Its only task is increasing the power on all four motors in order to counteract the descent. This is a fairly easy task, and the release therefore goes quite smoothly.

The Pulse-Width Modulation (PWM) motor data displayed in Figure 7 shows the values from the launch till the landing. As seen in the top-left graph, during the lift, the child UAV helps with the overload by throttling the motors to their maximum speed. After the recover loop is initialised, the UAV stabilises.
When releasing the UAV, we can see a clear increase of power on all four motors for counteracting the descent.

4.4. Behaviour with 100 cm separation

Using a 100 cm launch distance, the behaviour is, in most cases, similar to the previous case, a distance of 140 cm (https://youtu.be/-HsyfGzBPow). However, we observed that the child UAV sometimes needs to already compensate the pre-release for the extra downward forces induced by the downwash of the mothership UAV. This is the case in the experiment shown in Figure 8. The result is that the PID controller acquires the correct height by lifting its own weight, not relying on the strength of the parent UAV.

4.5. Behaviour with 60 cm separation

Using a 60 cm launch distance, the distance between the mothership and child UAV becomes very small (https://youtu.be/3Xvp1fMt6tg). As a result, the child UAV is directly within the turbulent area underneath the rotors of the mothership UAV. Consequently, the PID controller is no longer capable of recovering the turbulence induced by the rotors of the mothership UAV, and the child UAV always crashes upon release. Figure 9 displays the PWM values of the motors while helping lift the weight, which was a requirement for in-flight launch. As seen in Figure 9, the motor PWM values are highly variable.

In all of the four runs, the release was never possible, because the mothership UAV caused turbulence on the child UAV. This turbulence interfered with the spinning propellers of the child UAV which made it move all over the place. Because of the movement of the child UAV, the mothership UAV also started to wiggle, which only increased the movement on the child UAV, repeating this pattern until a crash occurred.

Obviously, this means that we have reached the limits of what was possible with the given platforms and the proposed control and stabilisation paradigm.

5. VALIDATION IN A SEARCH AND RESCUE SCENARIO

In order to present a meaningful case for the validation of the proposed system, the field of search and rescue was chosen. This specific domain was not chosen by accident. The specific requirements of search and rescue workers often demand the deployment of multiple heterogeneous robotic tools. Indeed, large fixed wing systems are required to have a permanent eye in the sky and to create a map of the area, while rotorcrafts are generally more suited for outdoor victim searches or dropping rescue kits. Small rotorcrafts are excellent for indoor victim searches. In this context, we envision a search and rescue operation whereby a large UAV launches a smaller one at a specific site such that this small UAV can go and search for victims.

A necessary requirement for using a UAV for victim searches is the capability to detect human survivors in a totally unstructured environment. For scene analysis, using the onboard camera, the UAV has to detect and classify the objects seen by the camera. For this purpose, a Deep Neural Network (DNN) is used to achieve semantic segmentation, assigning a class label to every pixel. A DNN is another form of an artificial neural network that has shown spectacular accuracy on datasets with large feature and solution spaces. Since DNNs often have more vanishing gradient problems and exploding gradient problems, they are harder to train than other networks.

For this application, we use the ENet semantic segmentation algorithm [10], which uses a DNN architecture to provide real-time semantic segmentation for self-driving vehicles. This algorithm runs 18 times faster than existing models by early downsampling, nonlinear operations, changing the decoder size, regularisation, etc. To train from a dataset, a modified version of Caffe was used, which supported all the necessary layers for ENet. This requires a training and testing set whereby the encoder is first trained with pre-labelled objects from the dataset. After about 75,000 iterations, we noticed a convergence with a minimum training accuracy of 80%. After the decoder had been trained, the encoder was further trained specifically to obtain a training accuracy of 80%. After launching the child UAV from the mothership UAV, the ENET semantic
segmentation algorithm was activated on the images of the Parrot AR Drone 2.0 front-facing camera, which has a resolution of 1280 x 720 at 30 fps. The first test, shown in Figure 10 shows an example of how the output on a small access road to a building mimes the idea of a small road in open countryside.

The second experiment set can be seen in Figure 11 and 12 and displays the detection possibilities in front of tunnels and shows that while inside a dark tunnel, person detection becomes less obvious.

6. CONCLUSIONS

In this article, an in-flight launch concept was proposed for a child rotorcraft UAV by a mothership rotorcraft UAV. The solution was developed not only in theory, but also in practice, by the design of a release mechanism and a control concept in order to stabilise the child UAV after the launch procedure. The system was extensively validated by multiple launch experiments, evaluating the limits of the control concept. Furthermore, a practical use case was elaborated whereby this concept could be put into practice: search and rescue. Therefore, a DNN was implemented in order to perform a semantic segmentation of the video data of the child UAV (after being released in a disaster area by the mothership UAV), enabling autonomous victim search operations.

It must be stressed that the objective of this research work was to provide a proof of concept by using cheap hardware. Future work will thus mainly focus on applying this concept to higher-performing hardware platforms, such that real use cases can be performed.
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