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Abstract—We provide a fresh perspective on the problem of characterizing the DoF region of the $K$-user MISO BC with arbitrary levels of partial CSIT. In a previous achievability proof, Piovano and Clerckx characterized all faces describing a polyhedral outer bound region, and then with the aid of mathematical induction, prescribed a scheme based on rate-splitting with flexible assignment of common DoF and power levels to achieve each such face. We propose an alternative approach in which we deal directly with the region achievable through rate-splitting and employ a Fourier–Motzkin procedure to eliminate all auxiliary variables, hence reducing the achievable region to the known outer bound. A key insight emerging from our proof is that tuning only one power variable, as well as assigning the common DoF, is sufficient to achieve the entire DoF region, as opposed to $K$ power variables previously employed.
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I. INTRODUCTION

Degrees-of-freedom (DoF) studies for wireless networks seek to characterize the optimal number of signalling dimensions accessible at each receiver in the asymptotically high signal to noise ratio (SNR) regime. While caution must be practiced in translating DoF findings into practical insights, such findings nevertheless serve as a crude first step along a path of refinements towards understanding capacity limits.

With an initial focus on scenarios in which channel state information at the transmitters (CSIT) is perfectly known, DoF studies have shifted in recent years towards incorporating various forms of CSIT imperfections and uncertainties [1]-[5]. A canonical setting for such studies is the $K$-user multiple-input-single-output (MISO) broadcast channel (BC), as its DoF constitutes an outer bound for more intricate settings, e.g. the interference channel and the X channel. Moreover, amongst the various models of CSIT imperfections, the partial CSIT model, which captures a whole range of uncertainty levels ranging from finite-precision to perfect CSIT, has recently become of particular research interest largely due to the difficulty of the corresponding optimality (converse) proofs [5]. This paper focuses on the $K$-user MISO BC with arbitrary levels of partial CSIT, i.e. the CSIT estimation error for user $k$ is assumed to scale as $\sim \text{SNR}^{-\alpha_k}$, where $\alpha_k \in [0, 1]$ is a parameter that controls the corresponding CSIT level.

Assuming, without loss of generality, that $\alpha_1 \geq \alpha_k$ for all $k$, the sum-DoF of the above channel is given by

$$d_\Sigma = 1 + \alpha_2 + \cdots + \alpha_K.$$  \hspace{1cm} (1)

This is achieved through a rate-splitting scheme, with a combination of zero-forcing and multicasting signals, proposed in [2] for the 2-user setting and generalized to $K$-user settings in [6] and references therein. The true challenge in characterizing the sum-DoF in (1) is the converse; a conjecture in [7] that $d_\Sigma$ collapses to 1 under finite precision CSIT, i.e $\alpha_k = 0$ for all $k$, remained open for nearly a decade. This was finally settled by Davoodi and Jafar in [5], showing that $d_\Sigma$ is bounded above by $1 + \alpha_2 + \cdots + \alpha_K$ using an unconventional combinatorial argument known as the aligned image sets approach. Once equipped with the converse in [5], a polyhedral outer bound for the entire DoF region can be easily constructed by considering each subset of users, and bounding the sum-DoF for such subset while eliminating remaining users (see [5] in Section III). With this in mind, the main challenge in going from characterizing the sum-DoF to characterizing the entire DoF region now becomes the achievability side of the argument. The rate-splitting scheme used to achieve the sum-DoF in (1) is, in general, specified by several design variables for power control and common DoF assignment. While such design variables can be optimized to obtain a DoF tuple that maximizes a certain scalar objective function, e.g. the sum-DoF [8] or the symmetric-DoF [9], the entire achievable DoF region is generally described as the collection of DoF tuples achieved through all combinations of feasible design variables. Matching such achievable DoF region, described using a mixture of fixed CSIT parameters and auxiliary design variables, to the outer bound, expressed in terms of fixed CSIT parameters only (e.g. see [1]), is no trivial task in general.

In [10], Piovano and Clerckx showed that the DoF region achieved through rate-splitting, with flexible power control and common DoF assignment, is in fact optimal. This is accomplished by an exhaustive characterization of all faces describing the DoF outer bound obtained from [5], and then prescribing tuned rate-splitting strategies that attain all DoF tuples in each such face, while using induction over $K$.

In this paper, we take an alternative route to proving the result in [10]. Instead of starting from the outer bound region and showing that its constituent faces are achievable, we start with the rate-splitting achievable region and prove that it is...
equivalent to the outer bound region. This is accomplished by eliminating the power control and common DoF assignment auxiliary variables from the representation of the achievable region through a series of reductions followed by an inductive Fourier-Motzkin elimination procedure. An interesting insight that emerges from our new proof is that it is sufficient to optimize only a single power control variable, in addition to the common DoF assignment variables, to achieve all points of the DoF region, as opposed to \( K \) power control variables as done in [10]. A further discussion on the distinctions between the two approaches is given in Section VII.

Notation: \( a, A \) are scalars, with \( A \) often denoting a random variable unless the contrary was obvious, \( a \triangleq (a_1, \ldots, a_K) \) is \( k \)-tuple of scalars, and \( A \) is a set. For any \( S \subseteq \{1, \ldots, k\} \), we use \( a(S) \) to denote \( \sum_{i \in S} a_i \). For any positive integers \( k_1 \) and \( k_2 \) with \( k_1 \leq k_2 \), the sets \( \{1, \ldots, k_1\} \) and \( \{k_1, \ldots, k_2\} \) are denoted by \( \langle k_1 \rangle \) and \( \langle k_1 : k_2 \rangle \), respectively. For sets \( A \) and \( B \), \( A \setminus B \) is the set of elements in \( A \) and not in \( B \).

II. SYSTEM MODEL

We consider a MISO BC comprising a \( K \)-antenna transmitter and \( K \) single-antenna receivers (users), where the index sets for receivers is given by \( K \triangleq \{K\} \). For transmissions occurring over \( n > 0 \) channel uses, the channel model is given by the following input-output relationship:

\[
Y_k(t) = \sum_{i=1}^{n} G_{ki}(t) X_i(t) + Z_k(t), \quad k \in K
\]

(2)

For channel use \( t \), \( Y_k(t) \) is the signal observed by receiver \( k \), \( G_{ki}(t) \) is the fading channel coefficients between transmit antenna \( i \) and receiver \( k \), \( X_i(t) \) is the symbol transmitted from antenna \( i \), and \( Z_k(t) \sim \mathcal{N}(0,1) \) is the zero mean unit variance additive white Gaussian noise (AWGN) at receiver \( k \). All signals and channel coefficients are complex. The transmitter is subject to the power constraint \( \frac{1}{n} \sum_{t=1}^{n} \sum_{k=1}^{K} |X_k(t)|^2 \leq P \).

A. Partial CSIT

Under partial CSIT, the channel coefficients associated with receiver \( k \) over subchannel \( m \) are modeled as

\[
G_{ki}(t) = \hat{G}_{ki}(t) + \sqrt{P-\alpha_k} \hat{G}_{ik}(t), \quad i \in K, t \in \{n\}
\]

(3)

where \( \hat{G}_{ki}(t) \) and \( \hat{G}_{ik}(t) \) are the corresponding channel estimate and estimation error terms, respectively, while \( \alpha_k \in [0, 1] \) is the CSIT level parameter. We consider non-degenerate channel situations and a non-degenerate channel uncertainty model according to the definition in [5], where channel variables \( \hat{G}_{ki}(t) \) and \( \hat{G}_{ik}(t) \) are subject to the bounded density assumption. The difference between \( \hat{G}_{ki}(t) \) and \( \hat{G}_{ik}(t) \) is that the realizations of the former are revealed to the transmitter, while the realizations of the latter are not. Under this model, the parameter \( \alpha_k \) captures the whole range of knowledge available at the transmitter of receiver \( k \)'s channel, i.e. \( \alpha_k = 0 \) corresponds to situations where channel knowledge is absent and \( \alpha_k = 1 \) corresponds to perfect CSIT, both in a DoF sense. Without loss of generality, we assume that

\[
\alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_K.
\]

The tuple of CSIT levels is given by \( \alpha \triangleq (\alpha_1, \ldots, \alpha_K) \).

B. Messages, Rates, Capacity and DoF

Messages \( W_1, \ldots, W_K \), the corresponding achievable rates \( R_1(P), \ldots, R_K(P) \) and the capacity region \( C(P) \) are all defined in the standard Shannon theoretic sense. The DoF tuple \( d \triangleq (d_1, \ldots, d_K) \) is said to be achievable if there exists \( (R_1(P), \ldots, R_K(P)) \in C(P) \) such that \( d_k = \lim_{P \to \infty} \frac{R_k(P)}{\log(P)} \) for all \( k \in \langle K \rangle \). The DoF region is denoted by \( D \), and is defined as the closure of all achievable DoF tuples \( d \).

III. PRELIMINARIES

In this section, we set the stage for the main result of this paper, presented in the following section. We start by a restatement of [10, Th. 1], in which \( D \) is characterized.

Theorem 1. [10, Th. 1]. For the MISO BC with partial CSIT described in Section II the optimal DoF region is given by

\[
D = \left\{ d \in \mathbb{R}_+^K : d(S) \leq 1 + \alpha(S) \cup \{\min S\} \subseteq K \right\}.
\]

(5)

Due to (4), for any \( S \subseteq K \), the corresponding inequality in (5) is equivalent to \( d(S) \leq 1 + \alpha(S) - \max_{i \in S} \alpha_i \).

The converse proof for Theorem 1 i.e. showing that the right-hand-side of (5) is an outer bound for the DoF region, is a direct consequence of the result in [5, Th. 1]. The contribution of [10] is proving that the region in (5) is in fact achievable. Next, we present our own take on the approach in [10], focusing on parts most essential for introducing and appreciating the alternative approach presented in the following section.

The achievability of \( D \) is based on rate-splitting with the superposition of private (zero-forcing) and common (multicasting) codewords [6]. The DoF region achieved through this scheme, which we denote by \( D_{RS} \), is characterized as the set of all DoF tuples \( d = (d_1, \ldots, d_K) \in \mathbb{R}_+^K \) that satisfy

\[
(d_1, \ldots, d_K) = (d_1^{(p)}, \ldots, d_K^{(p)}) + (d_1^{(c)}, \ldots, d_K^{(c)})
\]

(6a)

\[
d_i^{(p)} \geq 0, \quad d_i^{(c)} \geq 0, \quad i \in K
\]

(6b)

\[
d_i^{(p)} \leq \left( a_i - \left( \max_{j \neq i} a_j - a_i \right)^+ \right), \quad i \in K
\]

(6c)

\[
\sum_{i \in K} d_i^{(c)} \leq 1 - \max_{j \in K} a_j
\]

(6d)

\[
0 \leq a_i \leq 1, \quad i \in K.
\]

(6e)

In the above, \( d^{(p)} \triangleq (d_1^{(p)}, \ldots, d_K^{(p)}) \in \mathbb{R}_+^K \) and \( d^{(c)} \triangleq (d_1^{(c)}, \ldots, d_K^{(c)}) \in \mathbb{R}_+^K \) are the private and common DoF tuples, associated with the private and common parts of the messages, respectively, which result from message splitting. On the other hand, \( a \triangleq (a_1, \ldots, a_K) \in [0, 1]^K \) are the power control variables associated with the \( K \) private signals, i.e. the power assigned to the \( k \)-th private signal scales as \( P a_k \).

For a detailed exposition of this scheme and its achievable DoF in [6], readers are referred to [6, 10] and references therein.

From (6), it is evident that each DoF tuple \( d \in D_{RS} \) is achieved through a strategy identified by a pair \((a, d^{(c)})\), where the power control tuple \( a \) determines the private DoF tuple \( d^{(p)} \) and the common sum-DoF \( d^{(c)}(K) = \sum_{i \in K} d_i^{(c)} \).
while the individual entries of \(d^{(c)}\) determine the manner in which the common sum-DoF is assigned across the \(K\) users.

As it turns out, the achievable DoF region described in (5) is equivalent to the outer bound in (6), i.e. \(d \in \mathcal{D}_{RS}\) if and only if \(d \in \mathcal{D}\). This is shown in (10) by explicitly tuning the strategy, i.e. the pair \((a, d^{(c)})\), to achieve each and every face of the polyhedral outer bound in (5). This involves an exhaustive characterization of the faces of the polyhedron \(\mathcal{D}\), in which an induction argument is employed to cope with an arbitrary dimension (i.e. number of users) \(K\).

IV. Auxiliary Variable Elimination Approach

The system of inequalities in (6) can be viewed as some region in an extended \(4K\)-dimensional space, with coordinates represented by \((d, d^{(p)}, d^{(c)}, a)\). We essentially wish to project out (or eliminate) the variables \((d^{(p)}, d^{(c)}, a)\) from (6) and obtain a description of the \(K\)-dimensional region \(\mathcal{D}^*_{RS}\) in terms of the variables \(d\) and the fixed parameters \(\alpha\) only.

We start by applying some simplifying reductions (in the form of restrictions) to (6). In particular, we restrict the tuple of power control variables such that \(a = (a, \ldots, a)\), where \(a \in [0, 1]\). By doing so, we essentially reduce the \(K\) power control variables \((a_1, \ldots, a_K)\) in \(\mathcal{D}_{RS}\) to a single variable \(a\). The resulting achievable region, denoted by \(\mathcal{D}_{RS}\), is given by all DoF tuples \(d = (d_1, \ldots, d_K) \in \mathbb{R}_+^K\) that satisfy

\[
(d_1, \ldots, d_K) = (d_1^{(p)}, \ldots, d_K^{(p)}) + (d_1^{(c)}, \ldots, d_K^{(c)}) \quad (7a)
\]

\[
d_1^{(p)} \geq 0, \quad d_i^{(c)} \geq 0, \quad i \in \mathcal{K} \quad (7b)
\]

\[
d_1^{(p)} \leq \min\{a, \alpha_i\}, \quad i \in \mathcal{K} \quad (7c)
\]

\[
\sum_{i \in \mathcal{K}} d_i^{(c)} \leq 1 - a \quad (7d)
\]

\[
0 \leq a \leq 1. \quad (7e)
\]

Due to the additional constraints of \(a_i = a, i \in \mathcal{K}\), it is evident that \(\mathcal{D}_{RS} \subseteq \mathcal{D}_S\). Nevertheless, such restriction to a single power variable turns out to be lossless in the DoF sense.

Next, we observe that the private DoF variables in (7) can be easily eliminated by replacing each \(d_i^{(p)}\) with \(d_i - d_i^{(c)}\), for all \(i \in \mathcal{K}\). After this elimination, the set of inequalities in (7) are equivalently expressed as

\[
-d_i^{(c)} \leq 0, \quad i \in \mathcal{K} \quad (8a)
\]

\[
d_i - d_i^{(c)} \leq \alpha_i, \quad i \in \mathcal{K} \quad (8b)
\]

\[
d_i - d_i^{(c)} \leq a, \quad i \in \mathcal{K} \quad (8c)
\]

\[
\sum_{i \in \mathcal{K}} d_i^{(c)} \leq 1 - a \quad (8d)
\]

\[
0 \leq a \leq 1 \quad (8e)
\]

where (8b) and (8c) are equivalent to (7c). The following step is to eliminate the remaining auxiliary variables, i.e. \((d^{(c)}, a)\), from (8). Observing that the inequalities in (8) describe a polyhedron in a \((2K + 1)\)-dimensional space, elimination is accomplished using a Fourier-Motzkin procedure, together with induction to address arbitrary \(K\). A detailed explanation of this procedure is presented in the following section.

As seen towards the end of next section, eliminating \((d^{(c)}, a)\) from (8) yields a representation of \(\mathcal{D}_{RS}\) which is identical to (5), giving rise to the following result.

Theorem 2. The achievable DoF region \(\mathcal{D}_{RS}\) described in (7) coincides with the optimal DoF region \(\mathcal{D}\) described in (5).

From Theorem 2 it follows that when designing the rate-splitting achievable scheme, in addition to the flexible common DoF assignment, varying only a single power variable \(a\), as opposed to the \(K\) variables \(a_1, \ldots, a_K\) used in (10), is sufficient to achieve all points of the DoF region \(\mathcal{D}\).

V. Inductive Fourier-Motzkin Elimination

In this section, we eliminate the auxiliary variables \((d^{(c)}, a)\) from (8). First, we impose a further restriction by replacing the inequality in (8d) with the equality \(\sum_{i \in \mathcal{K}} d_i^{(c)} = 1 - a\). While in principle this restriction yields an achievable DoF region contained in \(\mathcal{D}_{RS}\), it turns out to be inconsequential.

Next, we eliminate the power control variable \(a\) in (8) by replacing it with \(1 - \sum_{i \in \mathcal{K}} d_i^{(c)} = 1 - d^{(c)}(\mathcal{K})\). In this turn we have the following set of inequalities

\[
d_i - d_i^{(c)} \leq \alpha_i, \quad i \in \mathcal{K} \quad (9a)
\]

\[
d_i^{(c)} \leq 0, \quad i \in \mathcal{K} \quad (9b)
\]

\[
d_i + d^{(c)}(\mathcal{K} \setminus \{1\}) \leq 1, \quad i \in \mathcal{K} \quad (9c)
\]

\[
d^{(c)}(\mathcal{K}) \leq 1. \quad (9d)
\]

In what follows, we focus on the set of inequalities in (9) and remove the common DoF variables \(d^{(c)}\) using Fourier-Motzkin elimination [11 Appendix D]. This comprises \(K\) steps, where in each step \(k \in \mathcal{K}\) we eliminate the common DoF variable \(d_k\). We further complement the elimination procedure with mathematical induction so that it applies to any arbitrary \(K\). To gain insight into the induction hypothesis, we start by manually carrying out the first 2 steps of the elimination.

A. Fourier-Motzkin Elimination: Step 1

To eliminate \(d_i^{(c)}\), we first group the set inequalities in (9) into the three following categories depending on the presence and sign of \(d_i^{(c)}\) on the left-hand-side of the inequalities.

- Inequalities without \(d_i^{(c)}\):
  \[
d_i - d_i^{(c)} \leq \alpha_i, \quad i \in \{2 : K\} \quad (10a)
  \]
  \[
  -d_i^{(c)} \leq 0, \quad i \in \{2 : K\} \quad (10b)
  \]
  \[
  d_i + d^{(c)}(\mathcal{K} \setminus \{1\}) \leq 1, \quad i \in \{2 : K\} \quad (10c)
  \]

- Inequalities with \(-d_i^{(c)}\):
  \[
d_i - d_i^{(c)} \leq \alpha_1 \quad (11a)
  \]
  \[
  -d_i^{(c)} \leq 0. \quad (11b)
  \]

- Inequalities with \(+d_i^{(c)}\):
  \[
d_i + d_i^{(c)}(\mathcal{K} \setminus \{1\}) \leq 1, \quad i \in \{2 : K\} \quad (12a)
  \]
  \[
  d_i^{(c)}(\mathcal{K} \setminus \{1\}) \leq 1. \quad (12b)
  \]
Next, we eliminate the variable $d_1^{(c)}$ by adding each inequality in (11) to every inequality in (12) (see (11) Appendix D). This procedure yields the following set of inequalities:

\begin{align}
&d_1 + d_i + d^{(c)}(K \setminus \{1, i\}) \leq 1 + \alpha_i, \ i \in \langle 2 : K \rangle \quad (13a) \\
&d_i + d^{(c)}(K \setminus \{1, i\}) \leq 1, \ i \in \langle 2 : K \rangle \quad (13b) \\
&d_1 + d^{(c)}(K \setminus \{1\}) \leq 1 + \alpha_1 + \alpha \quad (13c) \\
&d^{(c)}(K \setminus \{1\}) \leq 1. \quad (13d)
\end{align}

At this point, we are left with the inequalities in (10) and (13), where $d_1^{(c)}$ has been eliminated. We observe that (13c) is redundant as it is implied by (10a). Moreover, since $d_1 \geq 0$, the inequality in (13d) is redundant as it is also implied by (10a). It follows that at the end of step 1 (and at the beginning of step 2), we have the following set of inequalities

\begin{align}
&d_i - d_i^{(c)} \leq \alpha_i, \ i \in \langle 2 : K \rangle \quad (14a) \\
&-d_i^{(c)} \leq 0, \ i \in \langle 2 : K \rangle \quad (14b) \\
&d_1 + d_i + d^{(c)}(K \setminus \{1, i\}) \leq 1 + \alpha_1, \ i \in \langle 2 : K \rangle \quad (14c) \\
&d_1 + d^{(c)}(K \setminus \{1, i\}) \leq 1, \ i \in \langle 2 : K \rangle \quad (14d) \\
&d_1 + d^{(c)}(K \setminus \{1\}) \leq 1. \quad (14e)
\end{align}

**B. Fourier-Motzkin Elimination: Step 2**

For the purpose of eliminating the variable $d_2^{(c)}$, we categorize the inequalities in (14) as follows:

- **Inequalities without $d_2^{(c)}$:**
  \begin{align}
  &d_i - d_i^{(c)} \leq \alpha_i, \ i \in \langle 3 : K \rangle \quad (15a) \\
  &-d_i^{(c)} \leq 0, \ i \in \langle 3 : K \rangle \quad (15b) \\
  &d_1 + d_2 + d^{(c)}(K \setminus \{1, 2\}) \leq 1 + \alpha_1 \quad (15c) \\
  &d_2 + d^{(c)}(K \setminus \{1, 2\}) \leq 1. \quad (15d)
  \end{align}

- **Inequalities with $-d_2^{(c)}$:**
  \begin{align}
  &d_2 - d_2^{(c)} \leq \alpha_2 \quad (16a) \\
  &-d_2^{(c)} \leq 0. \quad (16b)
  \end{align}

- **Inequalities with $+d_2^{(c)}$:**
  \begin{align}
  &d_1 + d_i + d_2^{(c)} + d^{(c)}(K \setminus \{1, 2, i\}) \leq 1 + \alpha_1, i \in \langle 3 : K \rangle \quad (17a) \\
  &d_i + d_2^{(c)} + d^{(c)}(K \setminus \{1, 2, i\}) \leq 1, i \in \langle 3 : K \rangle \quad (17b) \\
  &d_1 + d_2^{(c)} + d^{(c)}(K \setminus \{1, 2\}) \leq 1. \quad (17c)
  \end{align}

Now we eliminate $d_2^{(c)}$ by adding the inequalities in (16) and (17). This yields:

\begin{align}
&d_1 + d_2 + d_i + d^{(c)}(K \setminus \{1, 2, i\}) \leq 1 + \alpha_1 + \alpha_2, i \in \langle 3 : K \rangle \quad (18a) \\
&d_1 + d_i + d^{(c)}(K \setminus \{1, 2, i\}) \leq 1 + \alpha_1, i \in \langle 3 : K \rangle \quad (18b) \\
&d_2 + d_i + d^{(c)}(K \setminus \{1, 2, i\}) \leq 1 + \alpha_2, i \in \langle 3 : K \rangle \quad (18c) \\
&d_i + d^{(c)}(K \setminus \{1, 2, i\}) \leq 1, i \in \langle 3 : K \rangle \quad (18d) \\
&d_1 + d_2 + d^{(c)}(K \setminus \{1, 2\}) \leq 1 + \alpha_2 \quad (18e) \\
&d_1 + d^{(c)}(K \setminus \{1, 2\}) \leq 1. \quad (18f)
\end{align}

After eliminating $d_2^{(c)}$, we are left with the inequalities in (15) and (18). Moreover, it can be seen that the inequality in (15c) is now redundant as it is implied by the inequality in (18c).

The remaining inequalities in (15) and (18) are expressed in compact form as follows:

\begin{align}
&d_i - d_i^{(c)} \leq \alpha_i, \ i \in \langle 3 : K \rangle \quad (19a) \\
&-d_i^{(c)} \leq 0, \ i \in \langle 3 : K \rangle \quad (19b) \\
&d(S) + d_i + d^{(c)}(K \setminus \{1, 2, i\}) \leq 1 + \alpha(S), \ S \subseteq \{1, 2\}, i \in \langle 3 : K \rangle \quad (19c) \\
&d(S) + d^{(c)}(K \setminus \{1, 2\}) \leq 1 + \alpha(S \setminus \{\min S\}), S \subseteq \{1, 2\}. \quad (19d)
\end{align}

In the above, we use the convention that $S = \emptyset$ is a subset of $\{1, 2\}$ so that the inequalities in (19c) are included in (19d). On the other hand, by setting $S = \emptyset$ in (19d), we obtain the inequality $d^{(c)}(K \setminus \{1, 2\}) \leq 1$, which is implied by (18c) and hence has no influence.

**C. Fourier-Motzkin Elimination: Step $k + 1$**

Guided by the first two elimination steps, we now construct the induction hypothesis. Suppose that after $k$ steps of the procedure, where $k \in \langle 1 : K - 2 \rangle$, the variables $d_1^{(c)}, \ldots, d_k^{(c)}$ are eliminated and we are left with the set of inequalities:

\begin{align}
&d_i - d_i^{(c)} \leq \alpha_i, \ i \in \langle k + 1 : K \rangle \quad (20a) \\
&-d_i^{(c)} \leq 0, \ i \in \langle k + 1 : K \rangle \quad (20b) \\
&d(S) + d_i + d^{(c)}(K \setminus \{i \cup \{1 : k\}\}) \leq 1 + \alpha(S), \ S \subseteq \{1 : k\}, i \in \langle k + 1 : K \rangle \quad (20c) \\
&d(S) + d^{(c)}(K \setminus \{i\}) \leq 1 + \alpha(S \setminus \{\min S\}), S \subseteq \{1 : k\}. \quad (20d)
\end{align}

Note that the above hypothesis is consistent with the results from steps 1 and 2. Next, we show that by the end of step $k + 1$, the variable $d_{k+1}^{(c)}$ is eliminated and we obtain a set of inequalities similar to (20), except that $k$ in (20) is replaced with $k + 1$. For this purpose, we group the inequalities in (20) into the following three categories:

- **Inequalities without $d_{k+1}^{(c)}$:**
  \begin{align}
  &d_i - d_i^{(c)} \leq \alpha_i, \ i \in \langle k + 2 : K \rangle \quad (21a) \\
  &-d_i^{(c)} \leq 0, \ i \in \langle k + 2 : K \rangle \quad (21b) \\
  &d(S) + d_i + d^{(c)}(K \setminus \{i \cup \{1 : k + 1\}\}) \leq 1 + \alpha(S), \ S \subseteq \{1 : k\}. \quad (21c)
  \end{align}

- **Inequalities with $-d_{k+1}^{(c)}$:**
  \begin{align}
  &d_{k+1} - d_{k+1}^{(c)} \leq \alpha_{k+1} \quad (22a) \\
  &-d_{k+1}^{(c)} \leq 0. \quad (22b)
  \end{align}

- **Inequalities with $+d_{k+1}^{(c)}$:**
  \begin{align}
  &d(S) + d_i + d_{k+1}^{(c)} + d^{(c)}(K \setminus \{i \cup \{1 : k + 1\}\}) \leq 1 + \alpha(S), \ S \subseteq \{1 : k\}. \quad (23a) \\
  &d(S) + d_{k+1}^{(c)} + d^{(c)}(K \setminus \{i\}) \leq 1 + \alpha(S \setminus \{\min S\}), S \subseteq \{1 : k\}. \quad (23b)
  \end{align}
Now we eliminate $d^{(c)}_{k+1}$ by adding the inequalities in (22) and (23), from which we obtain:

$$d(S) + d_k + d^{(c)}(K \setminus \{i\} \cup \{1 : k + 1\}) \leq 1 + \alpha(S),$$

$$d(S) \subseteq \{1 : k\}, i \in (k + 2 : K) \quad (24a)$$

$$d(S) + d_k + d^{(c)}(K \setminus \{i\} \cup \{1 : k + 1\}) \leq 1 + \alpha(S),$$

$$d(S) \subseteq \{1 : k\}, i \in (k + 2 : K) \quad (24b)$$

$$d(S) + d_k^{(c)}(K \setminus \{i\} \cup \{1 : k + 1\}) \leq 1 + \alpha(S),$$

$$d(S) \subseteq \{1 : k\}, S \subseteq \{1 : k\}, \quad (24c)$$

$$d(S) + d^{(c)}(K \setminus \{1 : k + 1\}) \leq 1 + \alpha(S \setminus \{1 : k\}),$$

$$d(S) \subseteq \{1 : k\} \quad (24d)$$

After the elimination, we are left with the inequalities in (21) and (24). Next, we observe that for any $S \subseteq \{1 : k\}$, we have $k + 1 > j$ (and hence $\alpha_{k+1} \leq \alpha_j$) for all $j \in S$, and hence

$$\alpha(S \cup \{k + 1\} \setminus \{\min S\}) = \alpha(S) + \alpha_{k+1} - \max_{j \in S} \alpha_j \leq \alpha(S), \forall S \subseteq \{1 : k\}. \quad (25)$$

From (25), we conclude that the inequalities in (21) are redundant as they are implied by the ones in (24c). It follows that at the end of step $k + 1$, the variable $d^{(c)}_{k+1}$ is eliminated and we are left with the set of inequalities given by:

$$d_i - d^{(c)}_i \leq \alpha_i, i \in (k + 2 : K) \quad (26a)$$

$$-d^{(c)}_i \leq 0, i \in (k + 2 : K) \quad (26b)$$

$$d(S) + d_i + d^{(c)}(K \setminus \{i\} \cup \{1 : k + 1\}) \leq 1 + \alpha(S),$$

$$d(S) \subseteq \{1 : k + 1\}, \quad (26c)$$

$$d(S) + d^{(c)}(K \setminus \{1 : k + 1\}) \leq 1 + \alpha(S \setminus \{1 : k\}),$$

$$d(S) \subseteq \{1 : k + 1\}. \quad (26d)$$

Note that (26c) corresponds to (24a) and (24b), while (26d) corresponds to (24c) and (24d). It is evident that the set of inequalities in (26) take the same form of the set of inequalities in (20), with the difference that $k + 1$ replaces $k$.

D. Fourier-Motzkin Elimination: Step $K$

From the above induction hypothesis, by setting $k = K - 2$, it can be seen that at the end of step $k + 1 = K - 1$ of the procedure, we obtain the following set of inequalities:

$$d_{K - 1}^{(c)} \leq \alpha_K \quad (27a)$$

$$-d_{K - 1}^{(c)} \leq 0 \quad (27b)$$

$$d(S) + d_K \leq 1 + \alpha(S), \quad S \subseteq \{1 : K - 1\} \quad (27c)$$

$$d(S) + d_K^{(c)} \leq 1 + \alpha(S \setminus \{\min S\}), \quad S \subseteq \{1 : K - 1\} \quad (27d)$$

Therefore, after eliminating $d^{(c)}_K$ in step $K$, we are left with the following set of inequalities:

$$d(S' \cup \{K\}) \leq 1 + \alpha(S'), \quad S' \subseteq \{1 : K - 1\} \quad (28a)$$

$$d(S) = 1 + \alpha(S \setminus \{\min S\}), \quad S \subseteq K. \quad (28b)$$

Finally, we show that the set of inequalities in (28a) are redundant. For $S' = \emptyset$ in (28a), it can be seen that the resulting inequality is included in (28b). Therefore, we consider a non-empty subset $S' \subseteq \{1 : K - 1\}$ in (28a) and choose $S = S' \cup \{K\}$ in (28b) to obtain the corresponding inequality. Since $K > j$ (and hence $\alpha_{K} \leq \alpha_j$) for all $j \in S'$, we have

$$\alpha(S' \cup \{K\} \setminus \{\min S', K\}) = \alpha(S' \cup \{K\} \setminus \{\min S'\}) = \alpha(S') + \alpha_K = \max_{j \in S'} \alpha_j \leq \alpha(S'). \quad (29)$$

Hence, we conclude that the inequalities in (28a) are looser in general compared to the corresponding inequalities in (28b). This leaves us with (28b) in addition to the implicit non-negativity condition $d \in \mathbb{R}_+^K$. Therefore, $D_{RS}$ in (7) is equivalent to $D$ in (5), hence proving Theorem 2.

VI. DISCUSSION

As seen from Section III, the proof in [10] is of the constructive type, i.e. an explicit scheme is constructed to achieve each point (or face) in the known DoF region outer bound. On the other hand, the proof presented in this paper is of the existence type, i.e. we essentially show that there exists a scheme, specified by tuning some design variables, that achieves each point in the DoF region outer bound without explicitly optimizing these variables. Both approaches have their merits and drawbacks. The former provides insights into the specific tuning of design variables, yet relies on a very specific exhaustive procedure which is not easy to extend beyond the considered setup. On the other hand, the latter sacrifices explicit constructions for the sake of a more malleable and general approach which can potentially lend itself to solve problems beyond the considered setup.
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