Combination of Group Method of Data Handling (GMDH) and Computational Fluid Dynamics (CFD) for Prediction of Velocity in Channel Intake
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Abstract: This paper utilizes computational fluid dynamics as well as a group method of data handling (GMDH) to predict the mean velocity of intake. Firstly, the three dimensional flow pattern in a 90-degree intake is simulated with ANSYS-CFX at a transverse ratio equal to one \((W^*_{mb}/W^*_{m}) = 1\) that \(W^*_{m}\) is the width of the main channel and \(W^*_{b}\) is the width of the branch channel. The comparison of mean velocity in the simulated intake and experimental channel represents the high accuracy of ANSYS-CFX modeling (mean absolute percentage error (MAPE) = 5\% and root mean square error (RMSE) = 0.017). A group method of data handling (GMDH) is one type of artificial intelligence approach that presents elementary equations for calculating the problem’s target parameter and performing well in complex nonlinear systems. In this research, to train and test the GMDH method, input data is needed in all parts of the channel. Since there is not enough laboratory data in all parts of the channel, to increase the benchmarks, the laboratory model is simulated by the Computational Fluid Dynamics (CFD) numerical model. After ensuring the proper accuracy of the numerical results, the built-in CFD numerical model has been used as a tool to create primary benchmarks in the channel points, especially in areas where there is no laboratory data. This generated data has been used in training and testing the GMDH method. The diversion angle with the longitudinal direction of the main channel (\(\theta\)), the longitudinal coordinates in the intake \((y^*)\), and the ratio of the branch channel width to the main channel \((W_b/W_m)\) have been applied as the input training data in the GMDH method to estimate mean velocity. The results of the statistical indexes used to quantitatively examine this model, \((R^2 = 0.86, MAPE = 10.44, RMSE = 0.03, SI = 0.12)\), indicated the accuracy of this model in predicting the mean velocity of the flow within open channel intakes.
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1. Introduction

Intakes are hydraulic structures that divert the flow and control a part of the flow passing through the channel in water transferring networks [1]. As the flow approaches the intake, the suction pressure at the end of the intake channel creates transverse acceleration in the flow. It causes a part of the flow to deviate from the main path and enter the intake. The rest of the flow continues its path in the main channel [2]. The flow curve caused by a part of the flow moving towards the main channel’s intake creates an imbalance between the lateral pressure gradient, the centrifugal force, and the sheer force, which makes vortex flows known as secondary flows [3]. These flows are accompanied by very complex three-dimensional flows within the intake channel [4].

Many analytical and experimental research types have been conducted to understand the stream hydraulics within the intakes [5–10]. As computer capacity evolves, novel numerical techniques for forecasting the mean velocity field in open channel intake [11,12]. CFD is more economical than experimental approaches and has enhanced our partial knowledge of the flow in open channels [11,12]. In addition to CFD, soft computing techniques have been developed to estimate multiphase flows in hydraulics engineering [13–19]. Soft computing techniques supply intelligent tools to indicate nonlinear input–output mapping and as a result, solve several complex problems. Most of these methods, such as the ANN (Artificial Neural Networks) and the ANFIS (Adaptive Neuro Fuzzy Inference System), do not present a specific equation for predicting the target parameter.

Group method of data handling (GMDH) is one type of artificial intelligence approach that presents elementary equations for calculating the problem’s target parameter and performing well in nonlinear complex systems [20–24]. However, many numerical and experimental methods have been utilized to predict and measure the velocity at open channel intakes [25,26]. There are some problems in entirely studying hydraulic properties at each open channel intakes section for different conditions. For example, the experimental tools are costly because of needing various measurement instrumentations and sometimes destructive measurements. Due to these problems, soft computing techniques can be a desirable alternative for conventional tools to estimate mean velocity in open channel intakes for various conditions. In order to train GMDH technique to predict velocity, the thorough flow field dataset (resulted from ANSYS-CFX simulation) is needed [20–26].

Najafzadeh and Lim (2014) used the GMDH method to predict localized scour downstream of sluice gate using fuzzy system and particle swarm optimization (PSO) algorithm (NF-GMDH-PSO). Using six dimensionless parameters, they presented a functional equation and predicted the scour depth using the proposed method (27). Etehaj et al. (2015) used GMDH to estimate the rectangular lateral orifice flow coefficient. They also analyzed the sensitivity of each of the dimensionless parameters’ effect, useful in estimating the flow coefficient (29). The mean velocity prediction in open channel intakes using the combination of CFD and GMDH is under-researched to the best authors’ knowledge. As a result, this paper presents a new perspective to forecast the mean velocity of the flow in different width ratios and intake angles in open channel intakes using CFD and GMDH prediction techniques. The flow pattern was simulated in two water and air phases in a 90-degree intake with an equal width ratio. The results obtained from the ANSYS-CFX model are verified using the experimental results. After verification and making sure that the numerical model performs well at simulating the flow, measures are simulated in the intake at 30 and 60-degree intake angles in different width ratios of the branch channel to the main channel using CFD. The hydraulics of the flow within the intake is specified, and then the CFD is used to obtain the mean velocity along a vertical line located in the middle of the channel as the flowmeter measures the velocity. A GMDH model will eventually be
2. Material and Methods

2.1. Experimental Model

Ramamurthy et al. [25] conducted their experiments in a horizontal channel with a 90-degree diversion, which directs the flow in the main and the branch channel illustrated in Figure 1 adapted from [25]. The length of the main channel is equal to 6.198 m and its branch is 2.794 m long. The widths of the channels are equal to 0.61 m and their heights are equal to 0.305 m. The branch channel is located 2.794 m away from the beginning of the main channel.

Figure 1. The plan of the experimental channel used in current research.

Taking into account that $W^*_m$ is the width of the main channel and $W^*_b$ is the width of the branch channel proposed by Ramamurthy et al. [25]. It has a width ratio of 1 ($W^*_b/W^*_m = 1$). The discharge entering the main channel entrance is equal to $Q_u = 0.046 \text{ m}^3/\text{s}$. The discharge in the branch channel is equal to $Q_b = 0.038 \text{ m}^3/\text{s}$. The branch channel discharge ratio to the main channel discharge ($Q_r = Q_b/Q_u$) is equal to 0.838. All the parameters have been made dimensionless by the channel width (B = 0.61 m) and the main channel upstream critical velocity ($V_c$) in the experiments conducted by Ramamurthy et al. [25] and so the coordinate axes are defined in a dimensionless manner ($x^* = x/b$, $y^* = y/b$, and $z^* = z/b$). The dimensionless velocities in x, y, and z coordinates are marked as $u^*$, $v^*$, and $w^*$ respectively. The measurement locations in the channels according to an adaptation from Ramamurthy et al. [25] can be seen in Figure 2.
2.2. Simulating the Physical Model and the Flow Field

The CFD software aims at solving equations that describe a flow phenomenon. These equations include energy, mass, and motion force equilibrium. It solves the complete incompressible Reynolds-averaged Navier–Stokes through utilizing the finite-volume method in ANSYS-CFX software. It also uses powerful algorithms and discretization methods for solving the equations governing fluids and presents valid solutions [11,12]. Most of the flows occur in fact at high Reynolds levels, the experimental results indicate that the Reynolds number is between 15,000 and 30,000 in diversion flows. We therefore need to define an appropriate turbulence model to have accurate numerical answers. The three-dimensional Reynolds time-averaged Navier–Stokes momentum equation for steady circumstances, and an incompressible turbulent flow continuity equation, have been used to solve the flow field problem in incompressible fluid:

A critical parameter among those in speeding up the execution of the model is the regional suitable reticulation in which the current flows in. To obtain an optimum reticulation in this modeling, we have divided the main channel into three sections. Its first section is 2.794 m in length which is located in the upstream of the main channel, its second section is 0.61 m long and is in the middle of the main channel, and its third section is 2.794 m long and is located in the downstream of the main channel. The size of the cells of the upstream and the downstream of the main channel is 1.0 cm × 0.5 cm × 0.5 cm, in the middle section it is 0.5 cm × 0.5 cm × 0.5 cm and the cells’ size of the branch channel network was selected to be 0.5 cm × 0.5 cm × 0.5 cm and the calculations were carried out using these sizes. The numerical obtained outcomes were compared with the experimental results and they resulted in an acceptable degree of consistency concerning the resulting error percentage and the calculations were carried out for 155,841 cells. Figure 3 indicates the plan and the façade of the calculative field reticulation in the intake with 90 degrees temperature.
In common flows with free surfaces, like that of the present study, the flow is a two-phase flow in which the air phase has been separated from the bottom phase, which is the water phase, by the free surface. One continuity equation is applied to each phase and the momentum equation has been separated for both phases and is solved commonly. The VOF two-phase method has been used in this research to solve the air–water two-phase field to specify the changes of the water surface within the field [25–28]. The boundary condition applied to the numerical model has been selected in such a manner that it will be consistent with the physical conditions of the experimental model of Ramamurthy et al. [25]. The boundary condition of normal velocity has been used in the entrance of the main channel and for the exit boundaries of the field (basin’s exit and the main channel) in this paper (Figure 4). The boundary conditions of the wall and the floor of the channel wall are assumed to be smooth and the walls being motionless and are used for a high level of opening boundary condition. Defining and determining the free surface of the flow field is determined according to the Eulerian viewpoint [11,12].

2.3. Overview of GMDH

Group method of data handling (GMDH) contains a set of neurons created by linking different pairs through a second-degree polynomial. The neural network combines the second-degree polynomials obtained from all the neurons and describes an approximate \( \hat{f} \) function with an \( \hat{y} \) output for a set of \( X = (x_1, x_2, x_3, \ldots, x_n) \) inputs with the minimum error in comparison with the real output, \( y \).
The actual results for $M$ experimental data with $n$ inputs and one output is therefore shown as Equation (1) [21,26,27,29,30]:

$$y_i = f(x_{i1}, x_{i2}, x_{i3}, \ldots, x_{in}) \quad (i = 1, 2, 3, \ldots, M) \quad (1)$$

We aim to obtain a network which could predict the value of $\hat{y}$ output for each $X$ input axis based on the Equation (2):

$$\hat{y}_i = \hat{f}(x_{i1}, x_{i2}, x_{i3}, \ldots, x_{in}) \quad (i = 1, 2, 3, \ldots, M) \quad (2)$$

It must also minimize the error of the predicted and actual values as shown below in addition to predicting the above equation:

$$MSE = \frac{1}{M} \sum_{i=1}^{M} (\hat{y}_i - y_i)^2 \rightarrow Min \quad (3)$$

The general form of the link between the input and output variables can be presented as below through utilizing a polynomial function,

$$y = a_0 + \sum_{i=1}^{n} a_i x_i + \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} x_i x_j + \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} a_{ijk} x_i x_j x_k + \ldots \quad (4)$$

The second degree of the above-mentioned equations, which will be used in this research, can be written as below [21,27,29,30]:

$$\hat{y} = G(x_i, x_j) = a_0 + a_1 x_i + a_2 x_j + a_3 x_i^2 + a_4 x_j^2 + a_5 x_i x_j \quad (5)$$

The $a_i$ unknown coefficients are obtained by regression methods in such a manner which the differences between the real output $y'$ and the calculated $\hat{y}'$ values are minimized for each pair of input variable $x_i$ and $x_j$. A set of polynomials is made by considering the above-mentioned equation and all their unknown coefficients are obtained through considering the least square approach [21,27,29,30]. The coefficients of the equations of each neuron for minimizing its total error, to efficiently match the inputs with all the pairs of input–output sets, are obtained for each $G_i$ function (each generated neuron).

$$E = \frac{1}{M} \sum_{i=1}^{M} (y_i - G_i)^2 \rightarrow Min \quad (6)$$

In primary methods of GMDH, all paired combinations (neurons) are generated from the input and the unknown coefficients of all neurons are obtained by using the least square. Therefore $\binom{n}{2} = \frac{n(n-1)}{2}$ neurons are generated in the second layer which could be expressed as shown below [21,29,30]:

$$\{(y_i, x_{ip}, x_{iq})|(i = 1, 2, \ldots, M) & \ p, qq \in (1, 2, \ldots, M)\} \quad (7)$$

We will use the second degree of the function in Equation (5) for all $M$ columns of three. The equations could be expressed in a matrix as follows [29,30]:

$$A a = Y \quad (8)$$

where A is the axis of the unknown coefficients of the second-degree equation indicated in Equation (5), meaning:

$$a = \{a_0, a_1, \ldots, a_5\} \quad (9)$$
The method of least squares analysis of multiple-regression solves the equations as follows [21,29,30]:

\[ a = (A^T A)^{-1} A^T Y \]  

This equation creates all the coefficients of Equation (10) for all the M triple sets [21,29,30].

3. Results and Discussion

Following that, a GMDH model will be introduced for 30-, 60-, and 90-degree diversion angles and 1.4, 1.2, 1.0, 0.8, and 0.6 width ratios to forecast the mean velocity of the stream. It is essential to model and verify a numerical model to train the model under conditions where there are no experimental results; therefore, Ramamurthy et al.’s [25] experimental model was simulated through using the ANSYS-CFX software. This model is then verified using the existing experimental data. After making sure that the CFX has simulated the model accurately, different models were run by using CFX and used to train and verify GMDH to forecast the mean velocity of the stream. Following that and after making sure that GMDH performs well, the mean velocity is predicted for the width ratios and angles on which there is no experimental model. For the model is based on the criteria of the coefficient of determination \( R^2 \), root mean square error \( \text{RMSE} \), mean absolute percentage error \( \text{MAPE} \) and \( SI \) as defined in the following forms:

\[
R^2 = \frac{\left( \sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y}) \right)^2}{\sum_{i=1}^{n} (x_i - \bar{x})^2 \sum_{i=1}^{n} (y_i - \bar{y})^2}
\]

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - y_i)^2}
\]

\[
\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{x_i - y_i}{x_i} \right|
\]

\[
SI = \frac{\text{RMSE}}{\bar{x}}
\]

where \( y_i \) and \( x_i \) are the calculated and real mean velocity values, respectively, and \( \bar{y} \) and \( \bar{x} \) are the mean calculated and real mean velocity values, respectively.

3.1. Verifying of CFX

The verification of the CFX model’s results has been evaluated in three \( y^* = 1.62, -1.0, \) and \( -0.29 \) cross-sections of the branch channel. Table 1 shows the statistical indexes for comparing the numerical model’s results and the experimental model’s results in different \( y^* \) cross-sections.

| Table 1. Statistical index for the verification outcomes of the numerical model. |
|-------------------|-------------------|-------------------|
|                   | \( y^* = -0.29 \) | \( y^* = -1.0 \) | \( y^* = -1.62 \) |
| RMSE              | 0.01              | 0.012             | 0.017             |
| MAPE (%)          | 2.0               | 5.2               | 6.95              |
| \( R^2 \)         | 0.95              | 0.88              | 0.68              |
| SI                | 0.025             | 0.061             | 0.082             |
The mean relative error MAPE has been obtained to be 5% in this comparison therefore Figure 5 shows a good consistency existing between the results of the CFX model and the outcomes of the experimental model. In three cross-sections $y^* = -1.62, -1.0, \text{and} -0.29$, the mean relative error MAPE has been obtained to be approximately 2%, 5.2%, and 6.95%, respectively, concerning Table 1. The value of RMSE is equal to 0.012, 0.01, and 0.017 for cross-section $y^* = -1.62, -1.0, \text{and} -0.29$, respectively, and the amount of $R^2$ for three $y^* = -1.62, -1.0, \text{and} -0.29$ cross-section is 0.88, 0.68, and 0.95, respectively, in the table. In $y^* = -1.0$ and $y^* = -1.62$ in the branch channel downstream, the values of the longitudinal velocity increase in the direction against the flow and the velocities become negative due to the presence of the recirculation zone in the separation zone. In depths of $z^* = 0.0$ to $z^* = 0.2$ and in the contraction zone the velocities are maximum $V_{\text{max}}$ and the contraction zone is denser than the flow surface in this area since the flow lines are denser. The amount of SI for three $y^* = -1.62, -1.0, \text{and} -0.29$ cross-section is 0.025, 0.061, and 0.082, respectively.

![Verification graphs between the results of the CFX model and the Ramamurthy and his colleagues’ experimental model in: (a) $y^* = -0.29$, (b) $y^* = -1.00$, and (c) $y^* = -1.62$.](image-url)
The profiles of the flow longitudinal velocity in \( y^* = -2.00 \) cross section of the branch channel were drawn in 0.838 discharge in the numerical model and the experimental model was drawn to examine the matter more carefully (Figure 6). Contours (a) and (b) present the longitudinal velocities of the flow in the generated experimental model and numerical model respectively in Figure 5. Concerning the Figure 6, the values of the longitudinal velocity increase along the opposite direction of the stream and cause severe fluctuations in the stream longitudinal velocity in \( y^* = -2.00 \) since the recirculation zone has completely developed in the separation zone. Concerning the figure, the longitudinal velocities reach the maximum value \( V_{\text{max}} \) in \( x^* = 0.4 \) to \( x^* = 0.7 \) area and in the depth of \( z^* = 0.0 \) to \( z^* = 0.2 \) and so the intensity of the velocity fluctuation is greater in this area in comparison with the flow surface and the other areas of the intake channel.

**Figure 5.** Verification graphs between the results of the CFX model and the Ramamurthy and his colleagues’ experimental model in: (a) \( y^* = -0.29 \), (b) \( y^* = -1.00 \), and (c) \( y^* = -1.62 \).

**Figure 6.** Verification graphs between the outcomes of the CFX model and the Ramamurthy and his colleagues’ experimental model in \( y^* = -2.00 \).

### 3.2. Derivation of Mean Velocity using GMDH

GMDH is used in the present research to present an equation for predicting the relative velocity in the branch channel \( (V^*) \) in an intake. The independent parameters influencing the prediction of the dependent variable, \( V^* \), include the ratio of the branch channel width to the main channel \( (W_r) \), diversion angle with the longitudinal direction of the main channel \( (\theta) \), and the longitudinal coordinates in the intake channel \( (y^*) \) which are introduced as below:

\[
V^* = f(W_r, \theta, y^*)
\]  

(17)

The data obtained from the numerical simulation by CFX need to be divided into two groups of training and testing to predict \( V^* \) therefore we could examine the flexibility of the model for different data. Therefore, 30% of data (180 data) are CROSS-VALIDATION selected from amongst the 600 existing data and the rest 70% (420 data) are utilized to train the model. Figure 7 shows the evolved
structure of generalized GMDH neural network for modeling the relative velocity in the branch channel. Moreover, the equations obtained through using GMDH for modeling $V^*$ are presented as below:

$$Y_1 = 0.0719 + 0.234\theta + 0.0281y^* - 0.0206\theta^2 + 0.0175y'^2 + 0.0347\theta \times y^* \quad (18)$$

$$Y_2 = 0.178 + 0.242W_r + 0.0279y^* - 0.122W_r^2 + 0.0175y'^2 + 0.0405W_r \times y^* \quad (19)$$

$$Y_3 = 0.0314 + 0.162W_r + 0.166\theta - 0.122W_r^2 - 0.0205\theta^2 + 0.0284W_r \times \theta \quad (20)$$

$$Y_4 = -0.142 - 0.549\theta + 4.43Y_1 - 0.466\theta^2 - 19.865Y_1^2 + 6.173\theta \times Y_1 \quad (21)$$

$$Y_5 = 0.2822 - 1.6592Y_2 - 0.4352Y_3 + 1.593Y_2^2 - 0.579Y_3^2 + 6.917Y_2 \times Y_3 \quad (22)$$

$$V^* = 0.011 - 1.772Y_4 + 2.666Y_5 + 22.136Y_4^2 + 13.628Y_5^2 - 35.634Y_4 \times Y_5 \quad (23)$$

Figure 7. Evolved structure of generalized group method of data handling (GMDH) neural network for modeling and prediction of mean velocity.

Figure 8 indicates the performance of the model presented by using GMDH for the purposes of predicting the mean velocity for different angles including the 30-, 60-, and 90-degree angles. The predictions made at $\theta = 30$ is almost very well consistent with the values obtained from CFX in most of the points. In points where the values estimated by the GMDH are different from the target values (the values obtained from CFX), the predictions do not follow a particular pattern and both overestimate and underestimate the values of these differences are however not significant with regard to the Figure 7. The relative velocities obtained in this angle have mostly values smaller than 0.2 m/s. As $\theta$ increases, the values of the relative velocities also decrease in accordance with the Figure. In such a manner that at $\theta = 60$, the relative velocity is smaller than 0.3 m/s and at $\theta = 90$ it is lesser than 0.4 m/s. As $\theta$ increases the accuracy of the predictions relatively decreases; however, it could not be specified at which exact angle it performs best; therefore, the accuracy of the predictions are examined quantitatively through using Table 1 and Figure 8. In the values ($\theta = 30$-, 60-, and 90-degree, samples 25–45), eddy and rotational currents are more and the direction of flow velocity changes, and the measurement error is more likely in these values. Therefore, the results presented by ANSYS-CFX numerical software and GMDH method in areas where secondary currents and vortices are more intense, have more differences and higher error rates.
Figure 8. Performance of outcomes for testing phase of the GMDH model at different angles.

Table 2 shows the results obtained from the model presented for the purposes of forecasting the mean velocity through the use of different statistical indexes for different width ratios at 30-, 60-, and 90-degree angles. In the training mode of the model at 0.6 width ratio, the maximum relative error is related to $\theta = 60$ which is equal to 6.8% although similar results could also be seen for the other two angles. Therefore, the presented model shows good results for different angles at 0.6 width ratio. As the width ratio increases and at $W_r = 0.8$ the prediction accuracy decreases in such a manner that the maximum relative error is approximately 8% which occurs at $\theta = 30$ while it presents almost similar results to that of the existing width ratio at the two other $\theta$s. Greater increase in the width ratio value decreases the prediction accuracy but the outstanding point is that the total mean of all the predictions made in this research in the training mode of the model is as $R^2 = 0.86$, MAPE $= 10.44$, RMSE $= 0.03$, and SI $= 0.12$, which shows that the model is fairly accurate for all the training data.
Table 2. Performance evaluation of presented model by GMDH for training and testing stage.

| Train | Wr  | θ  | $R^2$ | MAPE | RMSE | SI  |
|-------|-----|----|-------|------|------|-----|
| 0.6   | 30  | 0.50 | 4.35  | 0.01 | 0.05 |
|       | 60  | 0.60 | 6.80  | 0.02 | 0.08 |
|       | 90  | 0.48 | 5.72  | 0.02 | 0.07 |
| 0.8   | 30  | 0.54 | 8.31  | 0.02 | 0.11 |
|       | 60  | 0.24 | 5.24  | 0.02 | 0.06 |
|       | 90  | 0.59 | 4.94  | 0.02 | 0.07 |
| 1.0   | 30  | 0.43 | 8.79  | 0.02 | 0.10 |
|       | 60  | 0.85 | 10.63 | 0.04 | 0.14 |
|       | 90  | 0.73 | 16.57 | 0.05 | 0.17 |
| 1.2   | 30  | 0.65 | 13.94 | 0.03 | 0.18 |
|       | 60  | 0.60 | 16.04 | 0.04 | 0.17 |
|       | 90  | 0.85 | 9.96  | 0.04 | 0.11 |
| 1.4   | 30  | 0.24 | 18.58 | 0.03 | 0.23 |
|       | 60  | 0.66 | 16.86 | 0.04 | 0.17 |
|       | 90  | 0.90 | 9.84  | 0.04 | 0.11 |
| All   |     |     | 0.86  | 10.44| 0.03 | 0.12 |

| Test  | Wr  | θ  | $R^2$ | MAPE | RMSE | SI  |
|-------|-----|----|-------|------|------|-----|
| 0.6   | 30  | 0.54 | 4.18  | 0.01 | 0.05 |
|       | 60  | 0.57 | 5.78  | 0.02 | 0.07 |
|       | 90  | 0.60 | 4.84  | 0.02 | 0.06 |
| 0.8   | 30  | 0.29 | 5.40  | 0.01 | 0.07 |
|       | 60  | 0.10 | 5.10  | 0.02 | 0.06 |
|       | 90  | 0.48 | 4.07  | 0.02 | 0.06 |
| 1.0   | 30  | 0.33 | 6.51  | 0.01 | 0.08 |
|       | 60  | 0.80 | 10.42 | 0.04 | 0.13 |
|       | 90  | 0.81 | 17.51 | 0.05 | 0.17 |
| 1.2   | 30  | 0.59 | 15.66 | 0.03 | 0.17 |
|       | 60  | 0.57 | 14.60 | 0.03 | 0.16 |
|       | 90  | 0.87 | 8.69  | 0.03 | 0.10 |
| 1.4   | 30  | 0.19 | 19.98 | 0.03 | 0.23 |
|       | 60  | 0.85 | 14.42 | 0.04 | 0.15 |
|       | 90  | 0.93 | 8.63  | 0.04 | 0.10 |
| All   |     |     | 0.88  | 9.72 | 0.03 | 0.11 |

The results of the statistical indexes in the testing mode of the model are almost similar to those of the training mode of the model. In such a manner that at 6% width ratio the relevant maximum relative error is approximately 6% which also follows an almost similar process at 0.8 width ratio. Like the training mode, as the width ratio increases the prediction accuracy decreases in this mode as well, however, what stands up in this table is that the velocity prediction results at the test mode of the model ($R^2 = 0.88$, MAPE = 9.72, RMSE = 0.03, and SI = 0.11) also follow an almost similar process to that of the training mode of the model which indicates the flexibility of the presented model under different hydraulic conditions.

Figure 9 shows the error distribution of the presented model for different width ratios (Figure 9b) and different angles (Figure 9a). In statistics, a frequency distribution is a graph that displays the frequency of various outcomes in a sample. Each entry in the table contains the frequency or count of the occurrences of values within a particular group or interval. It could be seen that the relative error distribution is almost constant in all three models at different angles. The point to be considered in this Figure 9 is that almost 80% of the data used in this study have a relative error less than 15% which indicates that the model presented in the present study through using GMDH performs well when determining the mean velocity. It could also be seen at different width ratios that the predictions made have a relative error less than 10% at the width ratio of approximately 90%. The maximum error values are related to 1.4 width ratio but as seen almost 70% of the predictions have a relative error less than 15% in this state as well which reveals that the model suggested in the current research performs well.
It could be stated in general and with regard to Figures 8 and 9 which show the differences between the estimated values and the real values and the relative error distribution respectively and also the values of the statistical indexes presented in Table 2, which have presented relatively good results for different angles and width ratios, that using the equation which has been presented in this study can perform well in predicting the mean velocity in an intake (Equation (23)) and it could decrease the problems stemming from experimental researches which are usually time-consuming and costly, with a relatively fair level of accuracy.

4. Conclusions

Numerical analysis and group method of data handling is used in the present study to present an equation for estimating the mean velocity ($V^*$) in open channel intakes. The diversion angle with the longitudinal direction of the main channel ($\theta$), the longitudinal coordinates in the intake channel ($y^*$), and the ratio of branch channel width to the main channel ($W_b/W_m$), and experimental data dimensionless parameters were utilized to predict this parameter. The experimental model presented by Ramamurthy et al. [25] has been first numerically simulated by using ANSYS-CFX. Different simulations were then carried out with regard to the numerical model’s ability to simulate the flow field at 30- and 60-degree intake angles and different ratios of branch channel width to the main channel. The results were used to present an equation for the purposes of predicting the main velocity. The results of the carried out verifications, (MAPE (mean) = 5% and RMSE (max) = 0.017, $R^2 = 0.95$, $SI = 0.025$), indicated that the simulation was fairly accurate. Therefore, with regard to the fact that the numerical model performed fairly accurately in simulating the experimental conditions, the numerical model’s data were used to present a model by using GMDH to estimate the mean velocity. The results of the statistical indexes used to quantitatively examine this model, ($R^2 = 0.86$, MAPE = 10.44, RMSE = 0.03, and $SI = 0.12$), indicated the accuracy of this model in predicting the mean velocity of the flow within open channel intakes. Like the training mode, as the width ratio increases the prediction accuracy decreases. The velocity prediction results at the model’s test mode ($R^2 = 0.88$, MAPE = 9.72, RMSE = 0.03, and $SI = 0.11$) also follow a similar trend to training mode of the model which indicates the flexibility of the presented model under different hydraulic conditions. It is, therefore, advisable to use the model presented in this study (Equation (23)), which is reasonably accurate. It could also be seen at different width ratios that the predictions made have a relative error of less than 10% at the width ratio of approximately 90%. The maximum error values are related to a 1.4 width ratio. It is worth mentioning that almost 70% of the predictions have a relative error
less than 15% in this state, which reveals that the proposed model performs with high performance. Although the manuscript brings significant novelty in predicting velocity in channel intake through a hybridized CFD model, other data-driven methods’ applicability is yet to be explored. Future research can immensely benefit from the involvement of advanced machine learning and deep learning techniques hybridized by the CFD codes.
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