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Abstract

Our goal in this paper is to exploit heteroscedastic temperature scaling as a calibration strategy for out of distribution (OOD) detection. Heteroscedasticity here refers to the fact that the optimal temperature parameter for each sample can be different, as opposed to conventional approaches that use the same value for the entire distribution. To enable this, we propose a new training strategy called anchoring that can estimate appropriate temperature values for each sample, leading to state-of-the-art OOD detection performance across several benchmarks. Using NTK theory, we show that this temperature function estimate is closely linked to the epistemic uncertainty of the classifier, which explains its behavior. In contrast to some of the best-performing OOD detection approaches, our method does not require exposure to additional outlier datasets, custom calibration objectives, or model ensembling. Through empirical studies with different OOD detection settings – far OOD, near OOD, and semantically coherent OOD - we establish a highly effective OOD detection approach. Code to reproduce our results is available at github.com/LLNL/AMP
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1. Introduction

The task of using a trained model to accurately distinguish between samples from the dataset used for training – i.e., the in-distribution (ID), and any other external dataset with different semantic characteristics is broadly referred to as OOD (out-of-distribution) detection. To solve this challenging problem, one needs to obtain an effective characterization of the ID data manifold, such that the discrepancy between test data and the inferred manifold can be used to recognize the model’s lack of knowledge about OOD data. This is commonly achieved by learning a scoring function: $S : X \rightarrow \mathbb{R}$ that can score both ID and OOD samples appropriately. A simple scoring function can be based on the maximum softmax probability (MSP) of a prediction, with the expectation that the model will be more confident about an ID sample compared to OOD samples. However, in practice, such simple prediction confidence scores are poorly calibrated, and as a result, several novel scoring functions have emerged – predictive entropy (Guo et al., 2017), energy (Liu et al., 2020), uncertainty estimates (Gal and Ghahramani, 2016; Lakshminarayanan et al., 2017), latent space deviation (Van Amersfoort et al., 2020), class-specific deviations (Lee et al., 2018b; Sastry and Oore, 2020) etc. Though these scoring functions often perform better than MSP, many state-of-the-art formulations (Hendrycks et al., 2019; Liu et al., 2020; Yang et al., 2021) rely on additional unlabeled data for calibrating model predictions to better
reject OOD data. In addition to requiring sophisticated training strategies (e.g., outlier exposure), this approach can be sub-optimal when the calibration dataset is not strictly OOD, i.e., and they contain shared semantics with the ID set (Yang et al., 2021). Further, the calibration strategy used in many of these methods relies on temperature scaling (Guo et al., 2017), which essentially scales the logits by a scalar called the temperature. When the temperature parameter is greater (or lower) than 1, the entropy of the resulting prediction distribution increases (or decreases). Consequently, with an appropriate temperature value (chosen with either external or additional validation data), even this simple scaling leads to much improved OOD detection performance.

**Heteroscedastic temperature scaling with anchoring.** In this paper, we explore the idea of heteroscedastic temperature scaling, i.e., instead of using the same temperature scalar for all the samples, we construct a temperature function that produces sample-specific temperature values. Our hypothesis is that by appropriately tempering the predictions for ID and OOD samples, any existing scoring function can effectively distinguish them. We achieve this using a novel training procedure called neural network anchoring. In a nutshell, anchoring involves first transforming the input image, \( x \), into a tuple using the transformation \( \mathcal{E} : x \rightarrow [c, x - c] \), where \( c \) is another randomly chosen image (“anchor”) from the training set, and predicting the label for \( x \) using this tuple. We also propose an additional consistency training strategy by perturbing the anchor before encoding, which boosts the performance further. During inference, we obtain predictions from multiple random anchors and propose to estimate the temperature based on standard deviation of these predictions. Using neural tangent kernel theory (Jacot et al., 2018), we show that our heteroscedastic temperature estimate is closely related to the epistemic uncertainty of the model.

We use this temperature estimate to calibrate the predictions for a test sample, using which we can compute an OOD score using existing scoring functions (e.g., entropy). See Fig. 1(A) for an illustration of the process, and Figs. 2 and 3 for the pseudo-codes. Fig. 1(B) illustrates the improvement over conventional temperature scaling using the standard CIFAR-10/SVHN OOD benchmark. Through extensive empirical analysis, we demonstrate that the proposed approach produces state-of-the-art detection performance across multiple benchmarks and models (summarized in Table 1).

| Base Model | Benchmark (IN → OOD) | Year | Reference |
|------------|-----------------------|------|-----------|
| WRN-40-2   | CIFAR-10/100 → 6 Datasets | (Liang et al., ICLR’17) | Table 2 |
| ResNet-34  | CIFAR-10/100 → 7 Datasets | (Sastry and Oore, ICML’20) | Table 3 |
| ResNet-34  | CIFAR-10 ↔ CIFAR-100 | (Near OOD) | Table 4 |
| ResNet-50  | ImageNet-1K → ImageNet-C | (Krishnan and Tickoo, NeurIPS’20) | Table 5, Figure 5 |
| ResNet-18  | Semantically Coherent OOD | (Yang et al., ICCV’21) | Table 6 |
| ResNet-34  | Robustness to resizing artifacts | (this paper) | Table 7 |
| WRN-40-2   | Ablation study | | Table 8 |

Table 1: Summary of experiments in this paper.
Homoscedastic Temp. Scaling

Ground Truth \( X \rightarrow Y \)

\[
\begin{array}{c|c|c|c|c|c|c|c}
\hline
\text{C}_1, (X - C_2) & \hat{Y}_1 & .1 & 1 & 0 & 0 & 0 & 0 \\
\text{C}_2, (X - C_2) & \hat{Y}_2 & .1 & 0 & 0 & 0 & 0 & 0 \\
\text{C}_3, (X - C_2) & \hat{Y}_3 & 0 & .1 & 0 & 0 & 0 & 0 \\
\hline
\end{array}
\]

The mean of the predictions is scaled by its standard deviation, that acts as a heteroscedastic temp. scaling.

2. Background and Related Work

We use training data \( D = \{ (x_i, y_i) \}_{i=1}^n \), where \( x_i \in P_I \) and \( y_i \in C_I := \{ 1, 2, \ldots, N_{\text{class}} \} \), to train a model \( f(\theta) \in \mathcal{H} \) with randomly initialized weights \( \theta \) and hypothesis space \( \mathcal{H} \). We train a classifier \( f(\theta) : x \rightarrow y \), parameterized by \( \theta \) using \( D \). While the learned model is required to generalize to the test dataset \( D' = \{ (x'_i, y'_i) \}_{i=1}^{N_I} \) when \( x'_i \in P_I \) and \( y'_i \in C_I \), it is also critical to recognize out-of-distribution samples, \( i.e., \ x'_i \in P_O \) and \( y'_i \in C_O \), on which the model could fail. Without loss of generality, this formulation encompasses scenarios with unknown distribution shifts to the input images, \( i.e., P_O \neq P_I, C_O \subseteq C_I \) as well as the presence of additional, unknown classes \( C_O \supset C_I \).

**Scoring functions** In summary, the goal of OOD detection is to use labeled data \( D \) to train a classifier that has the capacity to reject samples from \( P_O \), while also accurately classifying samples from \( P_I \). This is typically achieved by defining a scalar scoring function, such that \( S_{x \in P_I} \neq S_{x \in P_O} \), \( i.e., \) they are sufficiently distinct that an out of distribution sample is easily classified. Choosing the appropriate scoring function has been focus of the last several years of research, with most techniques choosing the score as some function of the prediction logits obtained from the trained classifier – such as maximum softmax probability, entropy (Guo et al., 2017), and energy (Liu et al., 2020).

**Uncertainties for OOD detection** Uncertainty estimation has been a popular choice for OOD detection since epistemic (or model) uncertainties are supposed to be indicative of the OOD-ness of a test sample. For example, DUQ (Van Amersfoort et al., 2020) uses a
kernel distance to a set of class-specific centroids defined in the feature of a deep network as the measure for uncertainty. Another recent technique is DEUP (Jain et al., 2021) which trains an explicit epistemic uncertainty estimator for a pre-trained model. More generally, Bayesian methods (Neal, 2012) are among the most common kinds of uncertainty estimators today, but they are not easily scalable to large datasets and are known to be outperformed by model ensembling (Lakshminarayanan et al., 2017). Monte Carlo Dropout (Gal and Ghahramani, 2016) is a scalable alternative to Bayesian methods in that it approximates the posterior distribution on the weights via dropout to estimate uncertainties.

**Prediction calibration for OOD detection** In general uncertainty-based OOD detectors have so far not been able to improve performance over more traditional scoring based methods. As a result, a lot of focus has been on calibrating classifier predictions to make the scoring function more effective (often relying on outlier examples) such as Mahalanobis (Lee et al., 2018a), ODIN (Liang et al., 2017), Gram matrices (Sastry and Oore, 2020), AVuC (Krishnan and Tickoo, 2020), and outlier exposure (Hendrycks et al., 2019). The simplest, and often most effective, strategy for calibration is temperature scaling (Guo et al., 2017) where the logits are scaled by a temperature parameter ($\tau$). When $\tau > 1$ the prediction is made less confident (i.e., higher entropy), and if not it is made more peaky (i.e., lower entropy). Notably, most techniques define a single $\tau$ value to calibrate predictions on an entire test set.

The underlying assumption made by such approaches is that the predictions are homoscedastic – i.e., the errors (and uncertainties) are uniform everywhere and therefore a single scalar for all samples suffices. However, in practice, most models are heteroscedastic – i.e., the errors around a prediction can vary for different test samples. In this paper, we propose a novel calibration strategy that estimates a specific temperature for every sample related to the unreliability or uncertainty for that sample. Unlike existing approaches, this takes the heteroscedasticity of the model into account and therefore, subsequently improves OOD detection.

3. Heteroscedastic Temperature Scaling via Neural Network Anchoring

In this section, we first outline the proposed scoring function, followed by theoretical and empirical justification of its effectiveness in visual OOD detection. As previously stated, we are interested in learning a temperature function $\tau : \mathcal{X} \rightarrow \mathbb{R}$, defined in the image domain $\mathcal{X}$, that is used to calibrate a model’s predictions. The temperature parameter for a sample $x$ is denoted as $\tau(x)$ (fixed to be the same for all classes). We refer to this process as heteroscedastic scaling, since the model predictions for any test sample can be adjusted with the learned function. Next, we discuss the proposed approach for constructing $\tau$.

3.1. Neural network anchoring

First, let us randomly choose a training image from the dataset $D$, denoted by $c$ and refer to it as an anchor. Using this anchor $c$, we define a simple coordinate transformation on the input domain as $\mathcal{E} : x \rightarrow [c, x - c]$. That is, we represent an image as a combination of the anchor, and the residual between the anchor and the image. Note that, this definition allows the use of multiple transformations (w.r.t. many anchors) to obtain predictions for
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a given sample \( x \), i.e., \( f_A([c_1, x - c_1]) = f_A([c_2, x - c_2]) = \cdots = f_A([c_k, x - c_k]) \), where \( f_A \) refers to the model that takes the tuple \( ([c_k, x - c_k]) \) and predicts the target \( y \).

Training. During training, for every input sample \( x_i \), we use one random anchor to perform the coordinate transformation, which is implemented as a simple concatenation along the channel dimension. Due to the randomness over the choice of the anchor, over the course of training each \( x_i \) gets combined with a large number of anchors. Since the prediction for the sample \( x_i \) – regardless of the choice \( c \) – is expected to be the same (label \( y_i \)), this enforces an implicit consistency in the predictions across different anchors. The optimization of this anchored model is similar to that of a standard network, e.g., cross entropy loss-based training.

Consistency via standard image augmentations. Inspired by the recent successes of data augmentation strategies in improving model generalization, we exploit an additional consistency during training to further improve anchored models. More specifically, we modify the input to be as follows – \( \bar{x} = [T(c), x - c] \), where \( T(.) \) refers to a pre-defined image augmentation and it returns a perturbed anchor. Intuitively, we encourage the model to learn invariances between \( c \) and \( T(c) \) using an asymmetry in the coordinate transformation. While different choices currently exist to implement \( T \) for natural images, we find that using a composition of multiple standard augmentation strategies already used in training the model (random crops, random flips, color jitter etc.) are sufficient in practice.

\[
H(y|x) = \text{MEAN} \left[ f_A([c_k, x - c_k]) \right]_{k=1}^{K}; \quad \tau(x) = \sum_{\text{all classes}} \text{STD-DEV} \left[ \sigma \left( f_A([c_k, x - c_k]) \right) \right]_{k=1}^{K}.
\] (1)
Here, for convenience we use \texttt{MEAN} and \texttt{STD-DEV} to denote the mean and standard deviation over predictions obtained using $K$ different anchors during inference. Further, $H(y|x)$ indicates the set of logits for each of the classes. To scale the standard deviation appropriately, we compute it after passing the logits through a sigmoid activation layer. Note that, we compute the class-specific uncertainties by performing this aggregation directly using the logits obtained from the model. Essentially, we marginalize out the effect of the randomly chosen anchor to obtain the final prediction and the temperature value for a test sample.

\textbf{Heteroscedastic temperature scaling.} Having estimated the temperature for the sample in (1), the heteroscedastic calibration process can be expressed as $H^c(y|x) = \frac{H(y|x)}{\tau(x)}$. The OOD score for this calibrated sample is given by using any pre-specified scoring function $\mathcal{S}$. In particular, we first obtain class likelihoods from the calibrated logits $P^c(y|x) = \texttt{SOFTMAX}(H^c(y|x))$, and compute the negative log likelihood score for OOD detection. We refer to this score as \textbf{Anchor Marginalized Prediction score (AMP)}. Formally, the AMP scoring function can be defined as:

$$AMP: \quad \mathcal{S}(x) = -\frac{1}{N} \sum_{\text{all classes}} \log(\texttt{SOFTMAX}(H^c(y|x))).$$

(2)

For smaller datasets like CIFAR-10/100 the variance tends to be small, and to avoid scaling issues we instead use $H^c(y|x) = \frac{H(y|x)}{1+\exp(\tau(x))}$. In Figures 2 and 3 we demonstrate pytorch-like pseudocode for training and inference.

4. Intuition Behind AMP

AMP is effective in distinguishing OOD samples due to the proposed heteroscedastic temperature scaling strategy – by defining the temperature value as a function of the sample, we are able to automatically adjust the scaling to be sensitive to the OOD-ness of the sample. Naturally, this works better than using a single temperature value for the entire dataset. A strong candidate for such a scaling strategy is the \textit{epistemic} uncertainty of a model for a given sample. Intuitively, scaling by uncertainty should improve OOD performance since, by definition, an OOD sample has high epistemic uncertainty, compared to an inlier, which translates to a higher temperature that scales the logits more aggressively. This leads to increased entropy in the resulting prediction probabilities. During inference, AMP estimates the temperature of a sample based on the standard deviation of predictions obtained via multiple anchors. In the following section, we justify why this estimator expressed in (1) is, in fact, related to the epistemic uncertainty.

We utilize neural tangent kernel (NTK) theory (Jacot et al., 2018; Arora et al., 2019; Bietti and Mairal, 2019; Lee et al., 2019), as it provides a convenient framework for analyzing the effect of the modified training proposed in AMP. The basic idea of NTK is that, when the width of a neural network tends to infinity and the learning rate of SGD tends to zero, the function $f(x; \theta)$ converges to a solution obtained by kernel regression using the NTK:

$$K_{x_i,x_j} = \mathbb{E}_\theta \left\langle \frac{\partial f(x_i, \theta)}{\partial \theta}, \frac{\partial f(x_j, \theta)}{\partial \theta} \right\rangle.$$  

(3)
When the samples \( x_i, x_j \in S^{d-1} \), i.e., points on the hypersphere and have unit norm, the NTK for a simple 2 layer ReLU MLP can be simplified as a dot product kernel (Arora et al., 2019; Bietti and Mairal, 2019; Lee et al., 2019):

\[
K_{x_i, x_j} = h_{\text{NTK}}(x_i^\top x_j) = \frac{1}{2\pi} x_i^\top x_j (\pi - \cos^{-1}(x_i^\top x_j)). \tag{4}
\]

Let us also consider the prediction on a test sample \( x_t \) in the limit as the inner layer widths grow to infinity. It has been shown that (c.f. (Lee et al., 2019; Bietti and Mairal, 2019)):

\[
f_\infty(x_t) = f_0(x_t) - K_{x_t, \mathbf{X}} \mathbf{X}^{-1}(f_0(\mathbf{X}) - \mathbf{Y}), \tag{5}
\]

where \( f_0 \) is the network with the initial random weights, \( \theta_0 \), and \( \mathbf{X} \) is the matrix of all training data samples.

**NTK with neural network anchoring.** Recall, the anchoring process involves transforming the input into a tuple: \([c, x - c]\), for a randomly chosen anchor \( c \). In the following, we examine the impact of anchoring on the NTK. Without loss of generality, we assume \([c, x_i - c] \) and \([c, x_j - c] \) are unit norm, so we can simplify \( h_{\text{NTK}}([c, x_i - c]^\top[c, x_j - c]) \). Further, we use a Taylor series approximation for \( \cos^{-1} \):

\[
\cos^{-1}(u - c) \approx \cos^{-1}(u) + \frac{c}{\sqrt{1 - (u - c)^2}}.
\]

Expanding \([c, x_i - c]^\top[c, x_j - c] = x_i^\top x_j - c^\top(x_i + x_j - 2c)\) and letting \( v = (x_i + x_j - 2c) \), we obtain the expression for \( h_{\text{NTK}} \) under a shifted domain (from (4)) as follows:

\[
K_{\text{anc}} = \frac{1}{2\pi} (x_i^\top x_j - c^\top v)(\pi - \cos^{-1}(x_i^\top x_j - c^\top v)) \\
\approx \frac{1}{2\pi} x_i^\top x_j(\pi - \cos^{-1}(x_i^\top x_j)) - \frac{1}{2\pi} c^\top v(\pi - \cos^{-1}(x_i^\top x_j)) - \frac{c(x_i^\top x_j - c^\top v)}{2\pi \sqrt{1 - (x_i^\top x_j - c^\top v)^2}} \\
= K_{x_i, x_j} - \Gamma_{x_i, x_j, c}, \tag{6}
\]
where we combine all terms dependent on \(c\) into \(\Gamma_{x_i, x_j, c}\), which also behaves as a dot product kernel. We can see that combining this stochastic NTK (in \(c\)) into (5), the prediction on a test sample is correspondingly stochastic under a fixed initialization \(\theta_0\). In other words, neural network anchoring effectively perturbs the hypothesis space of the neural network resulting in an ensembling-like behavior, that effectively produces different predictions, conditioned on the anchor choice. We illustrate the process in Figure 1, and compute the NTK spectrum (as done in Tancik et al.) along with a demonstrative toy classification problem in Fig. 4. Our training objective (with randomly chosen anchors) forces the predictions on a sample across anchors to be the same for in distribution samples, and therefore the disagreement (measured by sum of standard deviation, (1)) is larger when the sample is OOD. This is similar, in principle, to deep ensembles (Ovadia et al., 2019), that measure prediction variance by training multiple models with different random initializations \(\theta_0\).

5. Experiments and Results

In this section we evaluate the proposed anchoring-based OOD detection on a wide variety of OOD benchmarks, with several different model architectures, and OOD settings.

Setup. Our modification to any standard neural network architecture is minimal – we only change the first convolutional layer to accept a 6 channel input (3 channels for anchor and residual each) instead of the original 3 channels. We use standard hyper-parameters to train all our models. For our experiments with CIFAR10/100 (Krizhevsky et al., 2009) datasets, we trained a wide ResNet (WRN) model for 200 epochs, with an initial learning rate of 0.1, and a decay of 0.2 at 60, 120, and 160 epochs. In addition to WRN, we also experimented with ResNet-18 and ResNet-34 architectures. For our ImageNet (Russakovsky et al., 2015) experiments we trained a ResNet-50 model with an initial learning rate of 0.1 and a decay of 0.1 every 30 epochs. Note that, we used the same normalization scheme for pre-processing both in- and out- distribution data sets (at train and test times). As discussed in the previous section, for our method, we used a single randomly chosen anchor for every input image in a mini-batch. From our extensive empirical studies, we observed no significant difference in the top-1 accuracy of the anchored models on any of the benchmarks. For example, with the WRN-40-2 on CIFAR-10, we obtained an accuracy of 95.1 on average, and on CIFAR-100 a top-1 accuracy of 76.1. On ImageNet, our ResNet-50 model trained for 120 epochs resulted in a top-1 accuracy of 76.0. More details of the benchmarks and the exact hyper-parameter settings are provided in the supplement.

Baselines. We performed comparisons with several widely-adopted OOD detection approaches: (a) Maximum Softmax Probability (MSP); (b) ODIN (Liang et al., 2017); (c) Energy (Liu et al., 2020); (d) Gram Matrices GM (Sastry and Oore, 2020) that uses latent space deviation to detect OOD, but has been shown to perform better than scoring functions such as Mahalanobis detection (Lee et al., 2018b) without requiring exposure to outlier data. We also evaluated our approach against uncertainty-based OOD detectors for the ImageNet experiments, namely MC-dropout (Gal and Ghahramani, 2016), deep ensembles (Lakshminarayanan et al., 2017) and techniques that require post-hoc calibration on a validation set like temperature scaling (Guo et al., 2017), SVI (Blundell et al., 2015), and AVuC (Krishnan and Tickoo, 2020).
**Metrics:** We used 4 standard metrics to evaluate OOD detection performance across our benchmarks – (a) **FPR95**: False positive rate of examples from the OOD set when the true positive rate (TPR) of the in-distribution is set at 95%; (b) **AUROC**: Area under the receiver operating characteristic curve; (3) **AUPR**: Area under the precision-recall curve for both In/Out sets depending on which one is considered positive; (4) **DTACC**: Detection accuracy measures the maximum possible OOD detection accuracy across all thresholds as proposed in (Lee et al., 2018b).

| OOD       | FPR95 ↓ | AUROC ↑ | AUPR ↑ |
|-----------|---------|---------|--------|
| iSUN      | 56.03 / 32.05 / 33.68 / **16.59** | 89.83 / 93.50 / 92.62 / **97.16** | 97.74 / **98.54** / 98.27 / 97.83 |
| LSUN (R)  | 52.15 / 26.62 / 27.58 / **13.73** | 91.37 / 94.57 / 94.24 / **97.77** | 98.12 / **98.77** / 98.67 / 97.77 |
| LSUN (C)  | 30.80 / 15.52 / 8.26 / **1.50** | 95.65 / 97.04 / 98.35 / **99.55** | 99.13 / 99.33 / **99.66** / 99.57 |
| Places365 | 59.48 / 57.40 / 40.14 / **19.89** | 88.20 / 84.49 / 89.89 / **93.61** | **97.16** / 95.28 / 95.41 / 96.14 |
| Texture   | 59.28 / 49.12 / 52.79 / **35.43** | 88.50 / 84.97 / 85.22 / **93.61** | **97.16** / 95.28 / 95.41 / 96.14 |
| SVHN      | 48.49 / 33.55 / 35.59 / **5.19** | 91.89 / 91.96 / 90.96 / **98.10** | **98.27** / 98.00 / 97.64 / 97.51 |
| **Average** | **42.71** / 35.71 / 33.01 / **15.39** | 90.91 / 91.01 / 91.88 / **96.99** | **97.91** / 97.62 / 97.82 / 97.51 |

| OOD       | FPR95 ↓ | AUROC ↑ | AUPR ↑ |
|-----------|---------|---------|--------|
| iSUN      | 82.80 / 68.51 / 81.10 / **67.15** | 75.46 / 82.09 / 78.91 / **83.79** | 94.06 / **95.80** / 94.91 / 85.84 |
| LSUN (R)  | 82.42 / 71.96 / 79.47 / **61.73** | 75.38 / 81.82 / 79.23 / **85.64** | 94.06 / **95.65** / 94.96 / 84.30 |
| LSUN (C)  | 66.54 / 55.55 / 35.32 / **4.16** | 83.79 / 87.73 / 93.53 / **99.18** | 96.35 / 97.22 / **98.62** / 99.19 |
| Places365 | 82.84 / 87.88 / 80.56 / **65.18** | 73.78 / 71.63 / 75.44 / **85.78** | 93.29 / 92.56 / **93.45** / 69.65 |
| Texture   | 83.29 / **79.27** / 79.41 / 81.81 | 73.34 / 73.45 / 76.28 / 71.36 | 92.89 / **92.75** / 93.63 / 79.72 |
| SVHN      | 84.59 / 84.66 / 85.82 / **12.57** | 71.44 / 67.26 / 73.99 / **97.85** | 92.93 / 91.38 / **93.65** / **95.25** |
| **Average** | **80.41** / 74.64 / 73.61 / **48.77** | 75.53 / 77.43 / 79.56 / **87.27** | 93.93 / 94.23 / **94.87** / 85.66 |

Table 2: **OOD Detection with WideResNet-40-2:** We compare with a range of different OOD detection methods on the commonly used OOD benchmark. We see a consistent improvement in performance when using AMP, over existing baselines – across both CIFAR-10/100 models. AMP is particularly good in suppressing false positives as reflected by the FPR95 metric.

### 5.1. Performance on OOD Benchmarks

We begin by evaluating AMP on a commonly used OOD detection benchmark first introduced by Liang et al. (Liang et al., 2017). In this experiment, predictive models were trained with CIFAR-10 or CIFAR-100 as the in-distribution, and then used to detect out-of-distribution data chosen from one of the six datasets (details in the supplement). We follow the experimental protocol from (Liu et al., 2020), and used the WideResNet architecture WRN-40-2 (Zagoruyko and Komodakis, 2016). In Table 2, we show results across all the six datasets for both CIFAR-10/100, using the three metrics. On average, we find that AMP significantly improves on the challenging FPR95 metric (nearly 50% lower than the next best), while also providing substantial gains in the AUROC metric. We notice that, these gains persist even with CIFAR-100, which is known to be a much harder setting (as reflected by the higher false positive rates). We do not assume access to additional OOD data (for model finetuning), unlike both energy- and ODIN-based detection that perform similarly, while our approach significantly improves upon them (≈25% drop in the FPR metric).
Table 3: **OOD detection performance with ResNet-34**: Averaged across 7 datasets following Sastry and Oore (2020). Here, ‘Mahal.’ indicates the Mahalanobis score, which uses additional outlier data during training.

| Method  | FPR95 ↓ | AUROC ↑ | DTACC ↑ |
|---------|---------|---------|---------|
| MSP     | 55.12   | 90.37   | 84.65   |
| ODIN    | 33.40   | 92.70   | 85.28   |
| Energy  | 28.89   | 94.47   | 88.58   |
| Mahal.* | 14.8    | 97.33   | 93.15   |
| GM      | 14.83   | 96.33   | 92.14   |
| AMP (ours) | **12.33** | **97.20** | **92.84** |

| Method  | FPR95 ↓ | AUROC ↑ | DTACC ↑ |
|---------|---------|---------|---------|
| MSP     | 80.22   | 77.22   | 70.95   |
| ODIN    | 60.82   | 85.41   | 78.61   |
| Energy  | 70.96   | 82.44   | 75.67   |
| Mahal.* | 24.36   | 94.07   | 88.51   |
| GM      | 49.87   | 89.96   | 83.50   |
| AMP (ours) | 49.70   | 89.97   | 82.50   |

Table 4: AMP is effective on near OOD detection with CIFAR-10 ↔ 100 respectively.

| Method  | FPR95 ↓ | AUROC ↑ | DTACC ↑ |
|---------|---------|---------|---------|
| ODIN    | 58.0    | 88.2    |         |
| Energy  | 47.5    | 88.4    |         |
| GM      | 59.8    | 83.6    |         |
| Mahal.* | 58.4    | 88.2    |         |
| AMP (ours) | **43.5** | **90.2** |         |

Table 5: **UQ-based detection of ImageNet-C with ResNet-50**: We evaluate AMP on the benchmark introduced by (Krishnan and Tickoo, 2020) where we use Gaussian Blur of level 5 intensity as the OOD, and the clean ImageNet validation as the ID. For comparisons with OOD methods on this benchmark, refer to Figure 5(b).

| Method                          | AUROC ↑ | DTACC ↑ | AUPR-in/out ↑ |
|---------------------------------|---------|---------|---------------|
| ResNet-50 (He et al., 2016)     | 93.36   | 86.08   | 92.82 / 93.71 |
| Temp-Scal (Guo et al., 2017)    | 93.71   | 86.47   | 93.21 / 94.01 |
| Deep Ens (Lakshminarayanan et al., 2017) | 95.49   | 88.82   | 95.31 / 95.64 |
| MCD (Gal and Ghahramani, 2016)  | 96.38   | 89.98   | 96.16 / 96.67 |
| SVI (Blundell et al., 2015)     | 96.40   | 90.03   | 95.97 / 96.83 |
| SVI-AvUC (Krishnan and Tickoo, 2020) | 97.60   | 92.07   | 97.39 / 97.85 |
| AMP (ours)                      | **99.07** | **95.14** | **99.10 / 99.08** |

Next, in Table 3, we evaluate on the benchmark introduced in (Sastry and Oore, 2020) using ResNet-34. This consists of 7 different OOD datasets – iSUN, LSUN (R), LSUN (C), TinyImageNet (R), TinyImageNet (C), CIFAR10/100, SVHN. We observe that AMP comes second to Mahalanobis on CIFAR-100 while matching it on CIFAR-10, even though we do not use outlier data for fine-tuning. In order to make a fair comparison on the same OOD samples for all datasets, we use GM without the validation data (and corresponding normalization) – the performance improvements were consistently observed in most cases. Detailed results for this benchmark are available in the supplement.

**Uncertainty based ImageNet-OOD detection.** The prediction variance from AMP can be interpreted as a measure of unreliability in the model’s predictions. Hence, a natural evaluation is to leverage this unreliability estimate as a score for OOD detection, since it is expected to be high as we move away from the original data manifold (i.e., OOD), while being low for in-distribution data. We analyzed this performance on ImageNet-C data (Hendrycks...
Out of Distribution Detection via Neural Network Anchoring and Dietterich, 2019) using a ResNet-50 architecture trained on ImageNet-1K, as shown in Table 5. Specifically, we used the OOD dataset obtained via Gaussian blur corruption at intensity 5. We find that, by leveraging our unreliability score to perform adaptive temperature scaling, AMP is highly effective for OOD detection. In fact, this improves over several state-of-the-art uncertainty estimators on this benchmark.

Figure 5: From near to far OOD: AMP outperforms baselines consistently at all the intensity levels (Fig. 5(b)), and produces meaningful scores (Fig. 5(a)) when moving from near (level 1) to far (level 5) OOD sets.

Near OOD detection. Here, we consider the more challenging “near OOD” detection task that seeks to separate CIFAR-10 and CIFAR-100 datasets, by using a model trained on one of them while treating the other as the OOD set. Since both are drawn from the same image distribution but have mutually exclusive classes, this is extremely challenging and often causes OOD detectors to fail. We measure OOD performance using both FPR and AUROC as shown in Table 4. We see that methods like Mahalanobis detector (Lee et al., 2018b), Gram Matrices (Sastry and Oore, 2020), which are otherwise very competitive tend to fail in this task – whereas AMP is able to separate them better, indicating its effectiveness for both near and far OOD tasks.

We also study how AMP performs as the OOD set is artificially made to go farther from the ImageNet validation set using the Gaussian blur corruption of varying intensity. We expect that an effective scoring mechanism must reflect this well in its scores. We demonstrate this in Fig. 5(a) that shows the kernel density plot of AMP scores for both in- and out-distribution datasets across 5 intensity levels. Since the score is designed so as to be higher for the in-distribution set, we find a gradual and meaningful transition between the clean in-distribution set to the farthest OOD set (tight in the low confidence area). This is reflected in the OOD detection performance as measured by AUROC shown in Fig. 5(b), where all three variants of scoring functions with AMP outperform competing approaches consistently across different corruption levels.
| In-distribution | Method | Needs OOD Exposure? | FPR95 ↓ | AUROC ↑ | AUPR(In/Out) ↑ |
|-----------------|--------|---------------------|--------|--------|----------------|
| CIFAR-10        | ODIN (Liang et al., 2017) | ✗      | 52.00  | 82.00  | 73.13 / 85.12 |
| (ResNet-18)     | Energy (Liu et al., 2020) | ✗      | 50.03  | 83.83  | 77.15 / 85.11 |
|                 | OE (Hendrycks et al., 2019) | ✓      | 50.53  | 88.93  | 87.55 / 87.83 |
|                 | MCD (Yu and Aizawa, 2019) | ✓      | 73.02  | 83.89  | 83.39 / 80.53 |
|                 | UDG (Yang et al., 2021)   | ✓      | 36.22  | 93.78  | 93.61 / 92.61 |
| AMP             |        | ×                  | 36.82  | 92.04  | 91.23 / 90.91 |
| CIFAR-100       | ODIN (Liang et al., 2017) | ✗      | 81.89  | 77.98  | 78.54 / 72.56 |
| (ResNet-18)     | Energy (Liu et al., 2020) | ✗      | 81.66  | 79.31  | 80.54 / 72.82 |
|                 | OE (Hendrycks et al., 2019) | ✓      | 80.06  | 78.46  | 80.22 / 71.83 |
|                 | MCD (Yu and Aizawa, 2019) | ✓      | 85.14  | 74.82  | 75.93 / 69.14 |
|                 | UDG (Yang et al., 2021)   | ✓      | 75.45  | 79.63  | 80.69 / 74.10 |
| AMP             |        | ×                  | 70.34  | 82.22  | 84.14 / 76.20 |

Table 6: **SCOOD benchmark with ResNet-18.** AMP outperforms even the best performing techniques on the recent semantically coherent OOD benchmark (Yang et al., 2021) on both CIFAR-10 and CIFAR-100 inspite of not requiring outlier exposure. The methods OE (Hendrycks et al., 2019), MCD (Yu and Aizawa, 2019), and UDG use Tiny-ImageNet during training.

### 5.2. Semantically Coherent OOD (SCOOD)

The current suite of OOD detection benchmarks rely on separating the dataset on which a model is trained from another dataset marked as OOD, for example, CIFAR-SVHN. However, considering that dataset specific biases are prominent, it is likely that many of the OOD detection algorithms tend to overemphasize dataset-specific noise in metrics such as FPR or AUROC. Further, it is likely there are factors other than semantic content that are contributing to very high OOD performance. To address this, we consider the recently proposed SCOOD (semantically coherent OOD detection) benchmark (Yang et al., 2021), which effectively re-samples the in- and out-distribution datasets such that the only truly distinguishing factor between the two is the semantic content. This also includes transferring semantically similar images from the OOD dataset into the in-distribution set (e.g., cats from TinyImageNet into CIFAR-100), and getting rid of resizing artifacts so that the OOD performance reflects the true performance.

In Table 6 we report average OOD detection performance with AMP on the SCOOD benchmark, which is comprised of 6 different resampled/resized datasets – Texture, SVHN, CIFAR-10/100, Tiny-ImageNet, LSUN, Places365. We trained ResNet-18 models on modified CIFAR-10/100 training sets provided by SCOOD (Yang et al., 2021) and test on their custom OOD sets for fair comparison. We compare the different methods on FPR95, AUROC, and AUPR (In/Out) metrics. The current best performing approach on SCOOD, UDG (Yang et al., 2021) additionally also uses outlier data from TinyImageNet for training, similar to other approaches like OE. We find that AMP is the best performing method on CIFAR-100 across all the metrics, while on CIFAR-10 AMP performs comparably to UDG in terms of FPR95, while being a close second on the other metrics – in spite of not having any access to outlier data, while being significantly better than other comparable baselines.
Table 7: **Resizing methods vs OOD benchmarks**: We study the effect of resizing on OOD performance. Here we use ResNet-34 trained on CIFAR-100 as our “in” dataset, to detect 10K LSUN test images. These are resized using different interpolation algorithms from the Pillow package. We evaluate the performance of different OOD detection algorithms on these various datasets, and observe that AMP consistently performs well across all the variants of LSUN.

### 5.3. Robustness to Resizing Artifacts

As stated previously, OOD detection benchmarks can be hard to interpret when OOD datasets are laden with their dataset-specific noise/biases, often reflecting in overly optimistic OOD performance. A key source for such kinds of noise is artifacts obtained from resizing – since most datasets have different sized images, they are resized typically using a nearest neighbor interpolation algorithm before running any OOD detection algorithm. The issue with resizing packages like OpenCV, or native resizing in Pytorch or Tensorflow was recently studied in detail in (Parmar et al., 2021) with its impact on FID scores for generative models – they concluded that the Pillow resizing with a bicubic interpolation scheme was the most reliable and gets rid of aliasing artifacts the best. Designing specific resizing frameworks has also been shown to have an impact on classification accuracy (Talebi and Milanfar, 2021).

This issue is further exaggerated in the current OOD setup relying on CIFAR-10/100 because the images are very small ($32 \times 32$) when compared to other datasets. Specifically for OOD, this was pointed out in the SCOOD benchmark (Yang et al., 2021), as being one of the reasons to re-design these benchmarks from scratch, however there is no ablation on how resizing alone actually affects performance. Here, we evaluate how some of the best OOD detection algorithms perform on the same in-out distribution experiment – CIFAR-10/100 → LSUN. Since the original LSUN images are of a much larger size, we resize them using the Pillow resizing library using different types of interpolations.

We report the results of this study in Table 7. The first striking observation is the amount of variance in OOD performance across the different LSUN variants – across the baselines, and metrics we used. In particular – the case of nearest interpolation is the most similar to the LSUN (R) benchmark, and it is expected to introduce the most amount of aliasing artifacts, and existing approach produce unusually low FPR scores. However, the results the more sophisticated interpolation methods are expected to be more indicative of the true OOD performance, since they are not prone to aliasing. Interestingly, we note
that AMP performs the best on all of these cases. Our trend across datasets is similar to
energy-based OOD (Liu et al., 2020) and on average, AMP significantly outperforms the
other baselines on both the metrics considered.

5.4. Ablation Studies

Finally, we study the two important aspects of AMP here and their impact on OOD
performance using the WRN-40-2 on the CIFAR-10/SVHN benchmark. In Table 8, we
report FPR95 as our metric of choice since its the most sensitive and reflective of the
performance. We ablate on two factors – the type of transformation used during training to
anchor the neural network, and the number of anchors needed during inference time. We see
that simple functions like Gaussian blur or color jitter drastically improve the performance.

As can be seen, there is not a significant
difference in performance while increasing
the number of anchors, but a big boost in
using consistency training using any of the
corruption functions.

| Corruption | # Anchors | 2  | 5  | 10 | 20 |
|-------------|-----------|----|----|----|----|
| None (trivial) | 50.71 | 50.73 | 50.85 | 50.89 |
| + ColorJitter + GaussianBlur | 6.53 | 6.31 | 6.36 | 6.28 |
| + HorizontalFlip + Grayscale | 9.96 | 9.85 | 10.11 | 9.89 |
| + ResizedCrop | 5.32 | 5.19 | 5.35 | 5.22 |

Table 8: Ablation studies demonstrating FPR95 for CIFAR-10-SVHN OOD
experiment using types of transformations and varying number of anchors.
All these transformations are applied at random every time they are executed.

6. Discussion

In this paper, we introduced anchoring as
a strategy to achieve effective heteroscedastic
temperature scaling for state-of-the-art OOD
detection on a large suite of benchmarks in-
cluding near and semantically coherent-OOD
problems. Using NTK theory, we show that
our temperature estimates are closely linked
to epistemic uncertainty of the classifier, ex-
plaining it superior performance. We also
introduced a new benchmark that evaluates the robustness of OOD detection methods
against resizing artifacts. Anchoring is a powerful new mechanism to estimate confidence
or reliability of a model, and shows promise well beyond OOD itself including studying its
properties as an uncertainty estimator in more general settings.
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