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Abstract—Lane-level scene annotations provide invaluable data in autonomous vehicles for trajectory planning in complex environments such as urban areas and cities. However, obtaining such data is time-consuming and expensive since lane annotations have to be annotated manually by humans and are as such hard to scale to large areas. In this work, we propose a novel approach for lane geometry estimation from bird’s-eye-view images. We formulate the problem of lane shape and lane connections estimation as a graph estimation problem where lane anchor points are graph nodes and lane segments are graph edges. We train a graph estimation model on multimodal bird’s-eye-view data processed from the popular NuScenes dataset and its map expansion pack. We furthermore estimate the direction of the lane connection for each lane segment with a separate model which results in a directed lane graph. We illustrate the performance of our LaneGraphNet model on the challenging NuScenes dataset and provide extensive qualitative and quantitative evaluation. Our model shows promising performance for most evaluated urban scenes and can serve as a step towards automated generation of HD lane annotations for autonomous driving.

I. INTRODUCTION

HD maps play an important role for autonomous navigation [18], [10], in particular in semi-structured and dynamic environments such as urban areas. In this work, we are interested in learning to infer geometric annotations for lane centerlines which are integral to HD maps and which allow autonomous vehicles to perform planning tasks. Being able to access the exact location of lane anchor points and lane directions enables autonomous vehicles to determine legal trajectories from the current position to goal points, both in map-based autonomous driving and in mapless autonomous driving. Despite their utility for autonomous driving, lane-level annotations are expensive and time-consuming to obtain and to maintain. Furthermore, they can be outdated due to construction works or other changes to the road and its surroundings [18]. Due to the time-consuming manual annotation process, obtaining large-scale lane-level annotations remains a challenge to this day and poses a bottleneck for widespread deployment of fully autonomous driving. Therefore, automatic inference of lane centerline annotations from vehicle sensor readings is an important step towards achieving autonomous driving at scale.
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Fig. 1. Our LaneGraphNet model extracts lane anchor points and unilateral connections between the lane anchor points from multimodal birds-eye-view images in challenging urban environments.

In recent years, many works considered automatic or semi-automatic annotation of road data [2], [3], [15], [21]. Some works focused on extracting road line segments from overhead imagery [3], [7], [21], [22], with the disadvantage that lane-level annotations cannot be resolved. Such approaches, however, are not sufficient for autonomous driving and planning as the road network alone does not provide enough data for the vehicle to perform fine-grained planning. Considering the complex topology that street-networks can form, it is necessary to resolve the lane-level connectivity within a given street or road. Other works focused on extracting the exact geometry of the road boundaries [4]. Few works considered the more complex problem of extracting the precise location of lanes and lane boundaries from ego-vehicle sensor data [4], [9], [12]. Extracting precise lane-level geometric annotations for complex urban scenes, including lane direction estimation, remains a challenge.

In this work, we take a step towards automated lane-level annotations by inferring the underlying graph structure of lanes from multimodal bird’s-eye-view image data in an end-to-end fashion. Inspired by recent works on scene graph estimation, we adapt a Graph R-CNN [23] model as the backbone for our LaneGraphNet framework. We use our framework to estimate the position and orientation of lanes for a given scene and exclusively leverage input data obtained from a vehicle and do not rely on overhead image data. Our model is trained on a training area with supervision from a HD map and is tested on a different area which serves as the testing set. The inputs of our LaneGraphNet model comprises multiple modalities, including LiDAR intensities, RGB, semantics, and vehicles. While the LiDAR intensities and the RGB pixel values contain raw sensor data, the
semantic input layer is the output of a semantic segmentation model trained on a separate dataset and used for inference on the RGB images from the NuScenes dataset. These semantic pixels are projected onto the LiDAR point cloud and used as an additional input modality. Finally, we use a pre-trained 3D object detection model on the LiDAR point cloud to estimate the positions of vehicles in the scenes and project them into the BEV representation as well.

We conduct extensive experiments and demonstrate that our approach is capable of providing highly accurate lane graphs for most evaluated scenes. We also argue that even inaccurate predictions can serve as an initial guess for a human annotator, resulting in a much smaller annotation time compared to creating the graph from scratch. We demonstrate the effectiveness of our approach on the challenging NuScenes dataset. Our approach shows promising results for lane graph estimation in highly complex urban scenes, taking a step towards automatic lane annotation. In summary, the contributions of this work are:

- A novel graph-based approach for high-level lane topography estimation.
- A novel adaptive graph parameterization technique suitable adapting the ground truth graph node positions to the predictions of the model.
- A novel lane graph estimation dataset derived from the highly popular NuScenes dataset, named NuScenes-Graph, potentially serving as a future benchmark for subsequent works.
- Extensive evaluation and ablation studies of our approach.

II. RELATED WORKS

A. Road Network Estimation

In the past years, road- and lane network estimation began to attract more attention in the computer vision community. Hereby, most works focus on leveraging aerial RGB images to estimate the structure of road networks [14], [17]. With the advent of Deep Learning, many approaches began to consider deep neural architectures for image segmentation and graph estimation [19], [2], [6], [15], [1]. Mattyus et al. [15] propose to train a semantic segmentation network on aerial images with binary segmentation. They post-process the skeletonized softmax of the network prediction and complete the road graph based on road proposals from the A* planning algorithm. Similarly, Bastani et al. [2] propose to post-process the output of a binary segmentation model through morphological thinning and the Douglas-Peucker method. Based on simulated data, Meyer et al. [16] propose a lane-level intersection estimator, leveraging birds-eye-view tracking of traffic participants for intersection graph estimation. Li et al. [11] use an RNN to build building polygons and road graphs from overhead images, while Chu et al. [6] propose to iteratively build a road graph from overhead images. Convolutional recurrent network for road boundary extraction were investigated by Liang et al. [12] where they jointly use CNNs and RNNs to extract road boundary polylines from LiDAR and RGB image data recorded with an on-board camera and projected into a BEV representation.

B. Lane Network Estimation

Few recent works considered reasoning about the network structure for roads on a lane-level view [8], [9], [20], [13]. Homayounfar et al. [8] leverage hierarchical recurrent attention networks to build a disjoint graph of lane boundaries from projected LiDAR point clouds for stretches of road without intersections. Perhaps the most similar work to ours is DAGMapper [9] by Homayounfar et al. The authors propose a network architecture that sequentially processes an aggregated LiDAR intensity image by following lane boundaries, thereby producing a directed acyclic graph parameterizing the connectivity of the lanes. In our work, in contrast, each graph node can be estimated separately, without having to necessarily place a preceding node correctly. Furthermore, we evaluate our approach in a more challenging urban environment, in contrast to highly structured highways. More recently, Liang et al. [13] propose a vehicle motion forecasting approach leveraging Graph-Convolutional Neural Networks to learn node representations for each graph node that help predicting vehicle movements into the future. They use the ground truth graph node positions, however, and do not predict their position as part of the model inference process.

Compared to the aforementioned approaches, we leverage BEV image data both directly from raw sensor data (RGB and LiDAR) and processed inputs from pre-trained segmentation and detection models to provide additional input for our approach. We furthermore explicitly reason about the direction of each graph edge from context and therefore do not require a sequential model to represent the graph direction from the anchor point output order. Finally, we apply our model on a challenging dataset with complex urban scenes compared to highly structured highway scenes.

III. TECHNICAL APPROACH

We interpret the problem of lane graph estimation as a directed graph estimation problem. We aim at obtaining a directed lane graph $G = G(v_i, e_i)$ for a given birds-eye-view (BEV) scene, consisting of the graph vertices $v_i$ that correspond to lane anchor points and the directed graph edges $e_i$ correspond to connections between lane anchor points that are directly accessible from each another without breaking traffic rules. The input to our model is a set of pixel-aligned BEV image modalities obtained with the vehicle sensors. We evaluate our model with the modalities LiDAR intensities, RGB color, semantic classes, and vehicle orientations. In the following, we detail each component of our approach.

A. Dataset Generation

To provide supervision for our LaneGraphNet, we utilize the publicly available NuScenes [5] dataset. For our experiments, we use all scenes from the Boston-Seaport map. For each scene, we parse the provided lane annotations from the NuScenes map data into a geo-referenced map coordinate frame. The lane annotations entail the lane anchor points and all existing connections between anchor points. Each lane is thus defined by a set of anchor points, which we interpret as graph nodes, and line segments connecting pairs of points,
which we interpret as graph edges. We re-sample the lane anchor points such that the maximum distance of one graph node to the next connected node is $2 \text{ m}$. This representation serves as the graph ground truth graph for all experiments. In the following, we detail the four BEV image modalities used as the input to our model.

The LiDAR modality is obtained by accumulating the LiDAR point clouds over all available time steps in the scene and projecting them into the BEV representation. To remove any moving objects from the accumulated point clouds, we discretize the ground plane into grid cells and for each ground grid cell, we only keep the point with the lowest $z$-coordinate value and discard all other points. This heuristic robustly removes all moving objects in a given scene while ignoring static scene components. We further project the RGB camera images onto the LiDAR point clouds and thus obtain additional RGB pixel values for all accumulated LiDAR points. We furthermore infer semantic classes for each camera image pixel from a semantic segmentation model, pre-trained on the Mapillary dataset. We use a color-coding to convert the class-labels into discriminative class-specific RGB colors. We use the same Camera-to-LiDAR projection pipeline as with the RGB pixels. Finally, we produce an additional BEV modality by using the pre-trained 3-D object detection model CenterPoint [24] on the LiDAR point clouds from the scene. To this end, we accumulate 10 consecutive LiDAR scans into one point cloud and infer all 3-D object bounding boxes for that accumulated scan. We remove all non-vehicle detections and project the remaining bounding boxes into a BEV representation and rasterize the result to an image. All pixels without a vehicle bounding box are labelled -1, while pixels with a bounding box are assigned a value according to the rotation angle of the bounding box w.r.t. the global map north. This angle is normalized to be in the interval $[0, 1)$. For all modalities we chose an image resolution of $20 \text{ cm}$ per pixel. Tab. I lists the key data for our derived dataset NuScenesGraph.

| Labeled area | Vehicles | Semantic Classes | Lane Segments |
|--------------|----------|------------------|---------------|
| 1.446 km$^2$ | 35,481   | 14               | 21,745        |
B. Lane Graph Estimation

To infer a given lane graph from the BEV image modalities, we adapt the Graph-RCNN architecture proposed by Yang et al. [23]. We modify the originally proposed architecture and add a separate feature extractor for each modality and concatenate the feature maps after the fourth feature extractor convolutional layer. The concatenated feature maps are fed as input into the Region Proposal Network and Relationship Proposal network, respectively, as described by Yang et al. [23]. While Graph-RCNNs have previously been primarily used for the task of scene graph estimation, where a relationship graph between detected objects must be deduced from the existence and arrangement of detected objects in a scene, we show that it is possible to use the same framework for the task of lane graph estimation. We also note that in principle a different network architecture from the one we used in our experiments can be plugged into our LaneGraphNet framework. We encode the connection between two lane anchor points (graph nodes) via a has-connection-class which is set to 1 if two anchor points share a graph edge and 0 if they do not. With this scheme, most graph edges are assigned the label 0. The anchor points themselves all have the same label anchor-point. As such, both the anchor point classification task and the anchor point relationship classification task necessary to produce the lane graph can be treated as a binary classification tasks. Note that the has-connection-class includes no notion of direction. The graph direction is determined at a later stage using the output of the sub-model LaneDirNet.

C. Adaptive Graph Resampling

The ground-truth graph is parameterized by a set of anchor points sampled at a fixed but principally arbitrary rate along a lane. The model should be allowed to place anchor points freely along lanes as long as they are connected along the lane centerline and as long as they align well with the ground truth graph. The model should only be penalized for placing anchor points with an offset from the lane and for connecting nodes incorrectly. To this end, we integrated an adaptive graph parameterization approach that pre-processes the ground truth graph based on the anchor point proposals produced by the ROI-proposal head. Instead of treating anchor points as fixed in the image, we orthogonally project each anchor point proposal onto its nearest lane. These projections serve as the ground-truth anchor points for calculating the loss. Therefore, the position of the anchor point along the lane does not influence the model loss. Formally, we adjust the ground-truth bounding box position according to the following equation:

$$t_{\text{proj}} = l_1 + (I_2 - l_1) \cdot (\hat{t} - l_1)$$  (1)

where \(\hat{t}\) is the position vector of the predicted bounding box center and \(l_1\) and \(I_2\) denote position vectors for the two anchor points of the closest lane segment in the ground truth graph. Additionally, we reorder the projected proposals and add has-connection-labels for pairs of projected points along the lane to obtain the correct connectivity of the graph. Note that even though this adjustment of the ground-truth graph must be done for each set of anchor point proposals during training, the computational overhead for the re-sampling is marginal.

D. Lane Directions

To be able to predict the direction of lanes, we add an additional network to our LaneGraphNet framework, denoted as LaneDirNet. We use the PSPNet architecture [25] for this model. The model estimates for each BEV input pixel, in which direction the lane is heading, if it contains a lane. We formulate this estimation task as a classification task, where we bin the direction angles \(\theta \in [0^\circ, 360^\circ]\) into classes, where each class entails angles \(\theta \in [k 20^\circ, (k + 1) 20^\circ]\), \(k \in \{0, \ldots, 17\}\), resulting in a total of 19 classes. We also include a background class for regions that do not contain any lanes. The model is trained with a per-pixel cross-entropy loss, denoted as \(\mathcal{L}_{\text{dir}}\):

$$\mathcal{L}_{\text{dir}} = \frac{1}{HW} \sum_{(i,j)} y_{(i,j)}^{(a)} \log \hat{p}_{(i,j)}^{(a)}$$  (2)

To obtain the direction of a specific lane section between two anchor points, we convert the class-predictions back to an angle representation, query the predicted lane direction at both lane anchor points, calculate the mean direction angle, and convert it to a vector representation \(\mathbf{d}\). This vector is then compared to the vector connecting the two lane anchor points \(A\) and \(B\). For the resulting lane direction, there are only two directions possible: Either \(A \rightarrow B\), denoted as \(a^+\) or \(B \rightarrow A\), denoted as \(a^-\). We select the direction \(\mathbf{d}\) yielding the largest dot product absolute value:

$$\mathbf{d} = \arg\max_{a^+, a^-} |\mathbf{d} \cdot a^+|, |\mathbf{d} \cdot a^-|$$  (3)

E. Post-Processing

The lane graph as predicted by our LaneGraphNet typically contains easily detectable false positive connections between lane anchor points. This includes connections between too distant pairs of points or isolated points without any lane segments connected to them. To remove these detections, we apply the following post-processing steps in order:

- Anchor points with a detection score below 0.5 are removed. Lane segments containing a removed anchor point are also removed.
- Lane segments with a score below 0.2 are removed.
- Lane segments spanning a distance of more than 1/4 of the image dimensions are removed.
- Anchor points with no lane segment connections are removed.

F. Training Details

The complete Boston-Seaport lane graph spans an area of approximately 7000x7000 meters which translates to 35000 x 35000 pixels with our resolution of 0.2 m per pixel. Our aim, however, is to extract the lane graph in the vicinity of the vehicle and not the full map. Thus, we extract random graph crops, where each crop has a resolution of
256 × 256 pixels, resulting in a crop showing an area of size 51.2 m × 51.2 m. The map is subsequently split into disjoint training and testing regions based on the map coordinates. The training region covers an area of ca. 480 m × 480 m while the testing region covers ca. 211 m × 211 m. Note that we only consider areas that contain LiDAR scans and ignore regions where the recording vehicle did not pass and thus no BEV image data would be available. During training, random dropout is applied to the Semantic, RGB and LiDAR map layer. We also apply random brightness and contrast augmentation on the RGB and LiDAR map layers.

IV. EXPERIMENTAL RESULTS

A. Evaluation Metrics

To quantify the predictions of our model, we use multiple metrics which quantify the quality of both the position of each lane anchor point as well as the connections between them. We evaluate each metric on a per-sample basis and average over the complete test set. In the following, we detail our evaluation metrics.

Average Path Length Similarity (APLS): The APLS metric [22] sums the differences in optimal path lengths between nodes in the ground truth graph $G$ and the proposal graph $G’$. Missing paths in the graph are assigned the maximum proportional difference of 1.0. The APLS metric scales from 0 (worst) to 1 (best). Formally, it is defined as

$$\text{APLS} = 1 - \frac{1}{N_p} \sum_{d(v_1,v_2) < \infty} \min \left\{ 1, \frac{|d(v_1,v_2) - d(v'_1,v'_2)|}{d(v_1,v_2)} \right\},$$

(4)

where $v_i$ and $v'_i$ are nodes in $G$ and $G'$, respectively. $N_p$ denotes the number of nodes in $G$ and $d(\cdot, \cdot)$ is the euclidean distance function.

Direction Accuracy: We determine the directional accuracy of the predicted graph by comparing the angle of the directed graph edge connecting two lane anchor points w.r.t. the global map north with the lane direction angle obtained from the ground truth graph. An edge direction counts as correct if the absolute angle difference $|\Delta| < \frac{\pi}{8}$.

Dice-Score (F1) and IoU score: We render the predicted graph and the ground truth graph as an image with the same resolution as the input map layers and calculate the overlap metrics F1 and IoU scores that are equivalent to the evaluation of a binary segmentation task. Each lane is rendered with a diameter of 1.8 meters (equal to 9 pixels with our selected resolution) which is the standard value for the high density of lane anchor points in the ground truth graph. Therefore, it penalizes placements of anchor points along the ground truth lane when they do not overlap with ground truth anchor points, which is undesirable. Due to the same resolution as the input map layers and calculate the overlap metrics F1 and IoU scores that are equivalent to the evaluation of a binary segmentation task. Each lane is rendered with a diameter of 1.8 meters (equal to 9 pixels with our selected resolution) which is the standard value for the high density of lane anchor points in the ground truth graph.

Note that this metric is the only metric directly measuring the euclidean distance between predicted and ground truth lane anchor points, regardless of their position along the ground truth lane. Therefore, it penalizes placements of anchor points along the ground truth lane when they do not overlap with ground truth anchor points, which is undesirable. Due to the high density of lane anchor points in the ground truth graph, we found this effect to be negligible.

B. Baselines

Due to the lack of prior work solving the task presented in this work, we cannot compare to previous works. Instead, we create two strong baselines. In our first baseline, B1, we train a lane centerline regression model on lane distance transform images generated from the lane line coordinates. We apply a Gaussian filter to provide additional distance smoothing. We subsequently skeletonize the predicted lane-centerline to obtain a skeleton image where lane centerline pixels have value 1 and the remaining pixels have value 0. Finally, we create a lane graph from intersections of skeleton centerlines. In our second baseline, B2, we predict the lane anchor points using the same region proposal network as in the Graph-RCNN backbone but we omit the relationship proposal network. Instead, for each lane anchor point, we connect it with its two closest neighbors. With this point connection heuristic, we build up the lane graph.

As demonstrated in Tab. II, our LaneGraphNet performs better than both baselines in all metrics. While the skeletonized lane regression baseline (B1) performs poorly, the performance of B2 is much closer to the performance of our LaneGraphNet. We observe that lane centerline regression cannot serve as a proxy for explicitly reasoning about the structure of the lane graph. We furthermore hypothesize that in B2, the high precision in placing the lane anchor points allows the nearest-neighbor search to select the correct lane connection with higher accuracy than in B2, albeit it does not reach the accuracy of the LaneGraphNet. Exemplary inference results are illustrated in Fig. 4. We conclude that a simple heuristic for connecting neighboring anchor points can work reasonably well if they are placed correctly.
however, explicitly learning to connect anchor points based on data produces superior results.

C. Ablation Studies

In order to evaluate the performance of the components of our LaneGraphNet model, we perform ablation studies with different variants of our model. We first study the impact of adding the RGB image modality as an additional input modality (V2), compared to using only LiDAR in variant V1. We observe that the RGB data improves the performance of the model by a large margin. As illustrated in Fig. 3, the RGB modality contains important scene data that is not entailed in LiDAR intensity data alone. For variant V3, we investigate the influence of the modality input adapter on the model performance, which is illustrated in Fig. 2. We observe that the input adapter helps boosting the overall model performance metrics compared to variant V2 without the input adapter. We hypothesize that the concatenation of feature maps as means of modality fusion provides a richer representation for the subsequent downstream task of graph estimation than concatenating the input modalities themselves. We employ the input adapter for all subsequent model variants.

We further add a semantic input modality and the vehicle detection modality for our variants V4 and V5, while in V6, we activate all input modalities. Interestingly, we observe that the inclusion of additional input modalities does not necessarily yield a better performance than only activated RGB and LiDAR modalities (V3). While the smallest Chamfer Distance if obtained with V5, where the vehicles modality is used as an additional input, the variant using all four input modalities (V6) achieves the highest APLS score by a small margin but performs worse than V3 in all other metrics. We hypothesize that the inclusion of the semantic layer adds noisy labels as the predictions of the segmentation model are not perfectly accurate. We further theorize that such noisy labels can lead to worse downstream model performance. We also note that the density of traffic affects downstream model performance. Additional vehicle data may help a model generalize better to unseen scenes as the position and orientation of vehicles is a useful prior when estimating the position and orientation of lanes, however if the density of traffic varies between scenes, the correlation between the position of vehicles and the lane positions can be subtle and may also worsen the prediction quality. In Fig. 3, we illustrate the significant difference in traffic density over various scenes.

D. LaneDirNet Performance

We further investigate the influence of our LaneDirNet model on the direction accuracy of the estimated lane graph. The Graph R-CNN backbone [23] used in our approach is principally able to predict the lane direction since we feed the model with a lane segment by providing a source anchor point and a destination anchor point, forming a direction vector. This labeling scheme encodes the graph direction explicitly and should allow the model to infer the direction of each graph edge. We empirically found that this relationship is modelled poorly by the Graph R-CNN backbone present in our LaneGraphNet framework. As described previously, we circumvent this performance bottleneck by explicitly estimating a pixel-wise lane-direction via a pixel-wise classification task using our LaneDirNet model. Figure 5 exemplarily illustrates predictions of our LaneDirNet where we overlay the color-coded predicted direction on top of RGB images. We quantitatively compare the direction accuracy of the Graph R-CNN backbone with the direction accuracy obtained with input from our LaneDirNet. The Graph-RCNN backbone achieves an overall direction accuracy of 50.8% which is only marginally better than pure chance (50%). Our LaneDirNet, in contrast, achieves an overall direction accuracy of 93.5%.

E. Qualitative Results

For an overview over qualitative results, refer to Fig. 6. In rows 1-3, we illustrate typical results from our LaneGraphNet model after post-processing. We observe that road sections without intersections have high graph quality with correct placement of lane anchor points and mostly correct placement of connections between them, regardless of the number of lanes present in the scene. This applies for straight and curvy road sections. We also observe that some intersection with two or more roads meeting have high visual graph quality.

In rows 4 and 5, we illustrate typical failure cases of our model. We identify multiple interesting failure modes for our model. Firstly, we observe that our LaneDirNet model for predicting the lane direction can break down such that actually opposing lanes are estimated to have the same overall direction (row 4, right scene). We theorize that some BEV input images contain no cues indicating the overall direction of a lane. We also note that our heuristic for filtering false positive lane sections can mistakenly remove lane sections from the graph (row 4, left scene). Moreover, we observe that intersections pose a particularly hard challenge for our model due to the complexity of the underlying lane graph. Thus, some intersections are associated with an ill-formed intersection graph, even though the overall position of lane anchor points is valid. We also note that complex scenes with multiple lanes entering and leaving an intersection remain a challenge. We hypothesize that the limited amount of training data containing such complex intersections prevents the model from generalizing to such
Fig. 6. Qualitative results on the test split of the Boston Seaport map. For simplicity, we only visualize the RGB layer of the map and omit the other layers. Images in the two bottom rows illustrate failure cases of our approach.
intersections. Interestingly, the model also predicts a non-existent intersection arm (bottom row, right scene), where multiple parking lots are located, which visually appear similar to an intersection arm. We also note that our model has learned an accurate lane direction prior as the two false-positive lane segments are associated with the correct directions for right-hand driving.

V. CONCLUSION

In this work, we presented a novel approach for lane graph estimation from multiple input modalities in challenging urban scenes. Our framework is trained to predict both the lane anchor points, the existence of connections between the anchor points, and the direction of the connection for a given scene. We generated a rich urban dataset derived from the popular NuScenes dataset and thoroughly evaluated our approach. We showed qualitatively and quantitatively that our approach performs well in most tested scenes and clearly outperforms strong baselines.

REFERENCES

[1] Min Bai, Gellert Mattyus, Namdar Homayounfar, Shenlong Wang, Shrinidhi Kowshika Lakshimikaeth, and Raquel Urtasun. Deep multi-sensor lane detection. In 2018 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), pages 3102–3109. IEEE, 2018.

[2] Favyen Bastani, Songtao He, Sofiane Abbar, Mohammad Alizadeh, Hari Balakrishnan, Sanjay Chawla, Sam Madden, and David DeWitt. Roadtracer: Automatic extraction of road networks from aerial images. In Proc. of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR), pages 4720–4728, 2018.

[3] Anil Batra, Suriya Singh, Guan Pang, Saikat Basu, CV Jawahar, and Manohar Paluri. Improved road connectivity by joint learning of orientation and segmentation. In Proc. of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR), pages 10385–10393, 2019.

[4] Johannes Beck and Christoph Stiller. Non-parametric lane estimation in urban environments. In Proc. of the IEEE Intelligent Vehicles Symposium Proceedings (IV), pages 43–48, 2014.

[5] Holger Caesar, Varun Bankiti, Alex H Lang, Sourabh Vora, Venice Erin Liong, Qiang Xu, Anush Krishnan, Yu Pan, Giancarlo Baldan, and Oscar Beijbom. nuscenes: A multimodal dataset for autonomous driving. In Proc. of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR), pages 11621–11631, 2020.

[6] Hang Chu, Daiqing Li, David Acuna, Amlan Kar, Maria Shugrina, Xinkai Wei, Ming-Yu Liu, Antonio Torralba, and Sanja Fidler. Neural turtle graphics for modeling city road layouts. In Proc of the IEEE/ICCV International Conference on Computer Vision (ICCV), pages 4522–4530, 2019.

[7] Songtao He, Favyen Bastani, Satvat Jagwani, Mohammad Alizadeh, Hari Balakrishnan, Sanjay Chawla, Mohamed M Elshirf, Samuel Madden, and Amin Sadeghi. Sat2graph: Road graph extraction through graph-tensor encoding. arXiv preprint arXiv:2007.09547, 2020.

[8] Nandad Homayounfar, Wei-Chiu Ma, Shrinidhi Kowshika Lakshimikaeth, and Raquel Urtasun. Hierarchical recurrent attention networks for structured online maps. In Proc. of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR), pages 3417–3426, 2018.

[9] Namdar Homayounfar, Wei-Chiu Ma, Justin Liang, Xinyu Wu, Jack Fan, and Raquel Urtasun. Dagmapper: Learning to map by discovering lane topology. In Proceedings of the IEEE International Conference on Computer Vision, pages 2911–2920, 2019.

[10] Kitae Kim, Soohyun Cho, and Woojin Chung. Hd map update for autonomous driving with crowdsourced data. IEEE Robotics and Automation Letters, 6(2):1895–1901, 2021.

[11] Ziyue Li, Jan Dirk Wegner, and Aurelien Lucchi. Topological map extraction from overhead images. In Proceedings of the IEEE International Conference on Computer Vision, pages 1715–1724, 2019.

[12] Justin Liang, Namdar Homayounfar, Wei-Chiu Ma, Shenlong Wang, and Raquel Urtasun. Convolutional recurrent network for road boundary extraction. In Proc. of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR), pages 9512–9521, 2019.

[13] Ming Liang, Bin Yang, Rui Hu, Yun Chen, Renjie Liao, Song Feng, and Raquel Urtasun. Learning lane graph representations for motion forecasting. In Proc. of the European Conference on Computer Vision (ECCV), pages 541–556. Springer, 2020.

[14] Dimitrios Marmanis, Jan D Wegner, Silvano Galliani, Konrad Schindler, Mihai Datcu, and Uwe Stilla. Semantic segmentation of aerial images with an ensemble of cnns. ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences, 3:473–480, 2016.

[15] Gellert Mattyus, Wenjie Luo, and Raquel Urtasun. Deeproadmapper: Extracting road topology from aerial images. In Proceedings of the IEEE International Conference on Computer Vision, pages 3438–3446, 2017.

[16] Annika Meyer, Jonas Walter, Martin Lauer, and Christoph Stiller. Any-time lane-level intersection estimation based on trajectories of other traffic participants. In Proc. of the IEEE Intelligent Transportation Systems Conference (ITSC), pages 3122–3129. IEEE, 2019.

[17] Volodymyr Mnih and Geoffrey E Hinton. Learning to detect roads in high-resolution aerial images. In Proc. of the European Conference on Computer Vision (ECCV), pages 210–223, 2010.

[18] David Pannen, Martin Liebner, Wolfgang Hempel, and Wolfram Burgard. How to keep hd maps for automated driving up to date. In Proc. of the IEEE International Conference on Robotics and Automation (ICRA), pages 2288–2294, 2020.

[19] Lina Maria Paz, Pedro Piniéls, and Paul Newman. A variational approach to online road and path segmentation with monocular vision. In 2015 IEEE International Conference on Robotics and Automation (ICRA), pages 1633–1639. IEEE, 2015.

[20] Netalee Efrat Sela, Max Bluvstein, Shaul Oron, Dan Levi, Noah Garnett, and Bat El Shlomo. 3d-lanenet+: Anchor free lane detection using a semi-local representation. arXiv preprint arXiv:2011.01535, 2020.

[21] Yong-Qiang Tan, Shang-Hua Gao, Xuan-Yi Li, Ming-Ming Cheng, and Bo Ren. Vecroad: Point-based iterative graph exploration for road graphs extraction. In Proc. of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR), pages 8910–8918, 2020.

[22] Adam Van Etten, Dave Lindenbaum, and Todd M Bacastow. Spacenet: A remote sensing dataset and challenge series. arXiv preprint arXiv:1807.01232, 2018.

[23] Jianwei Yang, Jiasen Lu, Stefan Lee, Dhruv Batra, and Devi Parikh. Graph r-cnn for scene graph generation. In Proc. of the European Conference on Computer Vision (ECCV), pages 670–685, 2018.

[24] Tianwei Yin, Xingyi Zhou, and Philipp Krähenbühl. Center-based 3d object detection and tracking. arXiv:2006.11275, 2020.

[25] Hengshuang Zhao, Jianping Shi, Xiaojuan Qi, Xiaogang Wang, and Xinyu Wu. Pyramid scene parsing network. In Proc. of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR), pages 2881–2890, 2017.