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Abstract
Efficient global optimization (EGO) is the canonical form of Bayesian optimization that has been successfully applied to solve global optimization of expensive-to-evaluate black-box problems. However, EGO struggles to scale with dimension, and offers limited theoretical guarantees. In this work, a trust-region framework for EGO (TREGO) is proposed and analyzed. TREGO alternates between regular EGO steps and local steps within a trust region. By following a classical scheme for the trust region (based on a sufficient decrease condition), the proposed algorithm enjoys global convergence properties, while departing from EGO only for a subset of optimization steps. Using extensive numerical experiments based on the well-known COCO bound constrained problems, we first analyze the sensitivity of TREGO to its own parameters, then show that the resulting algorithm is consistently outperforming EGO and getting competitive with other state-of-the-art black-box optimization methods.
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1 Introduction

In the past 20 years, Bayesian optimization (BO) has encountered great successes and a growing popularity for solving global optimization problems with expensive-to-evaluate black-box functions. Examples range from aircraft design [26] to automatic machine learning [54] to crop selection [43]. In a nutshell, BO leverages non-parametric Gaussian processes (GPs) to provide flexible surrogate models of the objective. Sequential sampling decisions are based on the GPs, judiciously balancing exploration and exploitation in search for global optima; see [34, 40] for early works or [14] for a recent review.

BO typically tackles problems of the form:

\[
\min_{x \in \Omega} f(x),
\]

where \( f \) is a pointwise observable objective function defined over a continuous set \( \Omega \subseteq \mathbb{R}^n \), with \( n \) relatively small (say, 2 to 20). In this work, the objective function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is assumed observable exactly (i.e., without random noise), bounded from below in \( \mathbb{R}^n \) and Lipschitz continuous near appropriate limit points. The constraints set \( \Omega \) will be treated as explicit [i.e. not relying on estimates, as in [51]] and non-relaxable [38], meaning that the objective function cannot be evaluated outside the feasible region. In our numerical experiments, \( \Omega \) will be set as a bound constraints set.

Despite its popularity and successes, BO suffers from a couple of important drawbacks. First, it is very sensitive to the curse of dimensionality, as with growing dimension exploration tends to overcome exploitation and learning an accurate model throughout the search volume is typically not feasible within a limited number of function evaluations. Several recent works have tackled this problem, either making strong structural assumptions [13, 35, 60] or incentivizing sampling away from the boundaries [42, 53]. Second, the theoretical properties for BO are rather limited, in particular in the noiseless context. For BO algorithms based on the expected improvement acquisition function, Vazquez and Bect [58] showed that the sequence of evaluation points is dense in the search domain providing some strong assumptions on the objective function. Bull [16] built upon this result to provide a convergence rate for EGO when GP models with a Matérn kernel are used. However, the proposed convergence rate requires the addition of a well-calibrated epsilon-greedy strategy to EGO and it is valid for a limited family of objective functions.

Over the past two decades, there has been a growing interest in deterministic Derivative-Free Optimization (DFO) [5, 19]. DFO methods either try to build local models of the objective function based on samples of the function values, e.g. trust-region methods, or directly exploit a sample set of function evaluations without building an explicit model, e.g. direct-search methods. Motivated by the large number of DFO applications, researchers and practitioners have made significant progress on the algorithmic and theoretical aspects of the DFO methods.

In this paper, we propose to equip a classical BO method with known techniques from deterministic DFO using a trust-region scheme, and a sufficient decrease condition to accept new iterates [36]. This is in line with recent propositions hybridizing BO and DFO [24, 48] that showed great promise empirically, but with limited theoretical guarantees. The proposed TREGO algorithm (Trust-Region framework for Efficient Global Optimization) benefits from both worlds: TREGO rigorously achieves global convergence under reasonable assumptions, while enjoying the flexible predictors and efficient exploration-exploitation trade-off provided by the GPs. Contrary to the aforementioned propositions, TREGO main-
tains a global search step, ensuring that the algorithm can escape local optima and maintain the asymptotic properties of BO [16, 58].

The remainder of this article is organized as follows. Section 2 presents the classical BO framework. Section 3 describes our hybrid algorithm, and Sect. 4 its convergence properties. Intensive numerical experiments have been carried out using the COCO test bed [30]. They represent months of CPU time and have allowed to study TREGO and compare it with state-of-the-art alternatives. These experiments are reported in Sect. 5. Conclusions and perspectives are finally provided in Sect. 6. By default this paper uses \( \ell_2 \) norms.

## 2 The efficient global optimization framework

Efficient Global Optimization [EGO, [34]] is a class of BO methods relying on two key ingredients: (i) the construction of a GP surrogate model of the objective function and (ii) the use of an acquisition function. EGO proceeds along the following steps:

1. an initial set of evaluations (often referred to as Design of Experiment, DoE) of the objective function is obtained, typically using a space-filling design [25];
2. a GP surrogate model is trained on this data;
3. a fast-to-evaluate acquisition function, defined with the GP model, is maximized over \( \Omega \);
4. the objective function is evaluated at the acquisition maximizer;
5. this new observation is added to the training set and the model is re-trained;
6. Steps 3 to 5 are repeated until convergence or budget exhaustion.

The surrogate model is built by assuming that \( f \) is a realization of a Gaussian process (GP) \( (Y_t)_{t \in \Omega} \sim \mathcal{GP}(m, c) \), with prior mean function \( m(x) := \mathbb{E}(Y_t) \) and covariance function \( c(x, x') := \text{cov}(Y_x, Y_{x'}) \), \( x, x' \in \Omega \). Given a DoE of size \( t \in \mathbb{N}^* \), i.e., \( \mathcal{D}_t = \{x_1, x_2, \ldots, x_t\} \) and \( \mathcal{Y}_t = \{f(x_1), f(x_2), \ldots, f(x_t)\} \), the posterior distribution of the process conditioned by \( \mathcal{D}_t \), \( \mathcal{Y}_t \) is Gaussian with mean and covariance given by [47]:

\[
\begin{align*}
\lambda_t(x) &:= m(x) + \lambda_t(x) (Y_t - M_t), \\
c_t(x, x') &:= c(x, x') - \lambda_t(x)c_t(x'),
\end{align*}
\]

where \( \lambda_t(x) := c_t(x) C_t^{-1}c_t(x') \) and \( c_t(x) := (c(x, x_1), c(x, x_2), \ldots, c(x, x_t)) \), \( C_t := (c(x_i, x_j))_{1 \leq i, j \leq t} \), \( Y_t := (f(x_1), f(x_2), \ldots, f(x_t)) \). and \( M_t := (m(x_1), m(x_2), \ldots, m(x_t)) \).

Typically, \( m \) is taken as constant or a polynomial of small degree and \( c \) belongs to a family of covariance functions such as the Gaussian and Matérn kernels, based on hypotheses about the smoothness of \( f \). Corresponding hyperparameters are often obtained as maximum likelihood estimates; see for example [47, 56] for the corresponding details.

Once the surrogate model is built, an acquisition function is used to determine which point is most likely to enrich efficiently the model regarding the search for a global minimizer of the objective function \( f \). The expression of the acquisition function only depends on the probabilistic surrogate model and usually integrates a trade-off between exploitation (i.e., low \( m_t(x) \)) and exploration (i.e., high \( c_t(x, x) \)) [27]. In the noise-free setting, the canonical acquisition is Expected Improvement (EI) [34], i.e.,

\[
\text{EI}_t(x) := (f_{\min} - m_t(x)) \Phi \left( \frac{f_{\min} - m_t(x)}{\sqrt{c_t(x, x)}} \right) + \sqrt{c_t(x, x)} \phi \left( \frac{f_{\min} - m_t(x)}{\sqrt{c_t(x, x)}} \right),
\]

where \( f_{\min} := \min_{1 \leq i \leq t}(f(x_i)) \). The functions \( \phi \) and \( \Phi \) denote the probability and cumulative density functions, respectively, of the standard normal variable. Note that many alternative
acquisition functions have been proposed over the past 20 years, see for example [52] for a recent review. Note that while the focus here is on EI for simplicity, the proposed framework described later is not limited to EI and other acquisitions can be used instead (see Sect. 4 for suitable choices).

Given $\mathcal{D}_k$, the set of observations available at iteration $k$, the next optimization iterate $x_{k+1}$ is given by

$$
\begin{align*}
x_{k+1}^\text{global} \in \arg\max_{x \in \Omega_1} \alpha(x; \mathcal{D}_k).
\end{align*}
$$

where $\alpha$ corresponds to the chosen acquisition function at iteration $k$ (for EGO, $\alpha(x; \mathcal{D}_k) = \text{EI}_t(x)$).

For most existing implementations of EGO, the stopping criterion relies typically on a maximum number of function evaluations. In fact, unlike gradient-based methods where the gradient’s norm can be used as a relevant stopping criterion which ensures a first-order stationarity, derivative-free optimization algorithms have to cope with a lack of general stopping criterion and the EGO algorithm makes no exception.

3 A trust-region framework for EGO (TREGO)

In this section, we propose a modified version of EGO where a control parameter is included (which depends on the decrease of the true objective function) to ensure some form of global convergence without jeopardizing the performance of the algorithm.

3.1 The TREGO algorithm

Our methodology follows the lines of the search/poll direct-search methods [12, 19, 22, 57]. In the context of EGO, this results in a scheme alternating between local and global phases. The global phase corresponds to running one iteration of the classical EGO algorithm over the whole design space as in Eq. 2. This phase ensures an efficient global exploration and aims at identifying the neighborhood of a global minimizer. The local phase corresponds to running one iteration of EGO, but restricting the search to the vicinity of the current best point (the trust-region $\Omega_k$, detailed hereafter), so that

$$
\begin{align*}
x_{k+1}^\text{local} \in \arg\max_{x \in \Omega_k} \alpha(x; \mathcal{D}_k).
\end{align*}
$$

Associated with a proper management of the trust-region $\Omega_k$, this phase ensures that the algorithm converges to a stationary point. All the trial points, whether coming from the global or from the local phase, are included in the DoE to refine the surrogate model of the objective function $f$.

By default, only the global phase is used. The local one is activated when the global phase is not successful, that is when it fails to sufficiently reduce the best objective function value. In addition, the local phase consists of a fixed number of steps (typically only one), after which the algorithm reverts to the global phase. Consequently, the original EGO algorithm is entirely maintained over a subset of steps.

The local phase management follows two widely used techniques in the field of nonlinear optimization with and without derivatives. First, some form of sufficient decrease condition is imposed on the objective function values to declare an iteration successful. Second, the size of the steps taken at each iteration is controlled using a parameter $\sigma_k$ that is updated...
depending on the sufficient decrease condition (increased if successful, decreased otherwise). Given a current best point $x^*_k$, at iteration $k$, a trust-region around $x^*_k$ is defined as

$$\Omega_k := \{ x \in \Omega : d_{\min} \sigma_k \leq \| x - x^*_k \| \leq d_{\max} \sigma_k \},$$

where $d_{\min} < d_{\max}$ are any two strictly positive real values. The inclusion in the algorithm of the bounds $d_{\min}$ and $d_{\max}$ on the definition of $\Omega_k$ is essential to our convergence analysis. In practice, the constant $d_{\min}$ can be chosen very small and the upper bound $d_{\max}$ can be set to a very large number. Note that the definition of the trust-region as given in (4) uses the $\ell_2$ norm, however other norms can be preferred depending on the nature of the constraints set $\Omega$. For instance, if $\Omega$ contains only bound constraints, it is more practical to use the $\ell_1$ norm as we will do in our experiments.

At each iteration of the local phase, the following sufficient decrease condition on the objective function is imposed:

$$f(x_{k+1}^{\text{local}}) \leq f(x^*_k) - \rho(\sigma_k),$$

where $\rho : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ is a forcing function [36], i.e., a positive continuous nondecreasing function such that $\rho(\sigma)/\sigma \rightarrow 0$ when $\sigma \downarrow 0$ (for instance, $\rho(\sigma) = \sigma^2$). The step size parameter $\sigma_k$ is increased if the iteration is successful, i.e., $\sigma_{k+1} = \gamma \sigma_k$ with $\gamma \in (1, +\infty)$. An iteration is declared successful if the new iterate $x^*_{k+1}$ decreases sufficiently the objective function. In this case, the iterate $x^*_{k+1}$ can be updated either within the global phase, i.e., $x^*_{k+1} = x^*_{k+1}^{\text{global}}$, or the local one, i.e., $x^*_{k+1} = x^*_{k+1}^{\text{local}}$. If the sufficient decrease condition (5) is not satisfied, the current iterate is kept unchanged, i.e., $x^*_{k+1} = x^*_k$, and the step size is reduced, $\sigma_{k+1} = \beta \sigma_k$ with $\beta \in (0, 1)$. A classical scheme is to keep $\beta \in (0, 1)$ constant, and apply:

$$\sigma_{k+1} = \frac{\sigma_k}{\beta} \quad \text{if the iteration is successful},$$

$$\sigma_{k+1} = \beta \sigma_k \quad \text{otherwise}. \quad (6)$$

Figure 1 is a schematic illustration of the algorithm. The pseudo-code of the full algorithm is given in “Appendix A”.

---

Fig. 1 An overview of the TREGO framework. A detailed description is given in Algorithm 1.
3.2 Extensions

We now present several possible extensions to TREGO. Some of these extensions are tested in the ablation study of Sect. 5.3.

Local / global ratio: in the previous section, a single local step is performed when the global step fails. The local/global ratio can easily be controlled by forcing several consecutive steps of either the global or the local phase. For example, a “gl3-5” (see algorithms names later) tuning would first perform three global steps regardless of their success. If the last step fails, it then performs five local steps. Such modification will not alter the structure of the algorithm. Moreover, since the convergence analysis relies on a subsequence of unsuccessful iterations, the validity of the convergence analysis (see Sect. 4) is not called into question. In fact, during the local phase, we keep using the same sufficient decrease condition to decide whether the current iteration is successful or not.

Local acquisition function: our analysis, see Sect. 4, does not require using the same acquisition for the global and local steps. For example, as EI tends to become numerically unstable in the vicinity of a cluster of observations, it might be beneficial to use the GP mean or a lower confidence bound [55] as an acquisition function for the local step.

Local model: similarly, our approach does not require using a single model for the global and local steps. One could choose a local model that uses only the points inside the trust-region to allow a better fit locally, in particular for heterogeneously varying functions.

Non BO local step finally, our analysis holds when the algorithm employed for the local step is not Bayesian. For example, using BFGS would allow a more aggressive local search, which could prove beneficial [39]. In fact, as far as the condition (5) is used to decide whether the current iteration is successful or not, the convergence theory of the next section applies.

3.3 Related work

TRIKE [48] (Trust-Region Implementation in Kriging-based optimization with Expected improvement) implements a trust-region-like approach where each iterate is obtained by maximizing the expected improvement acquisition function within some trust region. The two major differences with TREGO are: 1) the criterion used to monitor the step size evolution is based on the ratio of the expected improvement and the actual improvement, rather than sufficient decrease; 2) TRIKE does not have a global phase. In [48], TRIKE is associated with a restart strategy to ensure global search.

TURBO [24] (a TrUst-Region BO solver) carries out a collection of simultaneous BO runs using independent GP surrogate models, each within a different trust region. The trust-region radius is updated with a failure/success mechanism based on the progress made on the objective function1. At each iteration, managed by an implicit multi-armed bandit strategy, a global phase allocates samples between these local areas and thus decides which local optimizations to continue.

Both TRIKE and TURBO display very promising performances, in particular when solving high dimensional optimization problems. However, both rely on several heuristics that hinder theoretical guarantees. In contrast, the use of the search/poll direct-search algorithmic design [12, 19, 22, 57] allows TREGO to benefit from global convergence properties.

1 Importantly, TURBO uses a simple decrease rule of the objective function, which turns to be insufficient to ensure convergence to a stationary point with GP models.
4 Convergence analysis of TREGO

Under appropriate assumptions, the global convergence of the proposed algorithm is now deduced. By global convergence, we mean the ability of a method to generate a sequence of points converging to a stationary point regardless of the starting DoE. A point is said to be stationary if it satisfies the first-order necessary conditions, in the sense that the gradient is equal to zero if the objective function is differentiable. In the non-smooth case, the first-order necessary conditions mean that, for any direction \( d \), the Clarke generalized derivative \[18\] along the direction \( d \) is non-negative.

In order to achieve our goal, the following additional assumption on the forcing function \( \rho(\cdot) \) is made.

**Assumption 4.1** The forcing function \( \rho(\cdot) \) satisfies the following properties:

- \( \rho(\cdot) \) is a positive continuous nondecreasing function such that \( \rho(\sigma)/\sigma \to 0 \) when \( \sigma \downarrow 0 \).
- there exist constants \( \tilde{\gamma} \) and \( \tilde{\beta} \) satisfying \( 0 < \tilde{\beta} < 1 < \tilde{\gamma} \), such that, for each \( \sigma > 0 \), one has
  \[
  \rho(\beta \sigma) \leq \tilde{\beta} \rho(\sigma) \quad \text{and} \quad \rho(\gamma \sigma) \leq \tilde{\gamma} \rho(\sigma).
  \]

Such assumption is not restrictive as it holds in particular for the classical forcing functions of the form \( \rho(\sigma) = c \sigma^q \) with \( c > 0 \) and \( q \geq 1 \). The next lemma shows that, as far as the objective function is bounded below, the series \( \sum_{k=0}^{+\infty} \rho(\sigma_k) \) is bounded above. The proof of the lemma is inspired by what is done in DFO \[4, 10, 11\] when handling stochastic noisy estimates of the objective function.

**Lemma 4.1** Under Assumption 4.1, consider TREGO without any stopping criterion. Let \( f \) be bounded below by \( f_{\text{low}} \in \mathbb{R} \). Then, one has

\[
\sum_{k=0}^{+\infty} \rho(\sigma_k) \leq \frac{(\tilde{\gamma} - \tilde{\beta}) (f(x^{*}_0) - f_{\text{low}}) + \rho(\sigma_0)}{1 - \tilde{\beta}} < \infty.
\]

**Proof** For the sake of our proof, the following function is introduced

\[
\phi_k := \tilde{\nu}(f(x_k^{*}) - f_{\text{low}}) + (1 - \tilde{\nu})\rho(\sigma_k),
\]

where \( \tilde{\nu} := \frac{\tilde{\gamma} - \tilde{\beta}}{1 + \tilde{\gamma} - \tilde{\beta}} \in (0, 1) \). Then, if an iteration \( k \) is unsuccessful \( x^{*}_{k+1} = x_k^{*} \) and \( \sigma_{k+1} = \beta \sigma_k \), this leads to

\[
\phi_{k+1} - \phi_k = (1 - \tilde{\nu})(\rho(\sigma_{k+1}) - \rho(\sigma_k)) \leq (1 - \tilde{\nu})(\tilde{\beta} - 1) \rho(\sigma_k) = -\left(\frac{1 - \tilde{\beta}}{1 + \tilde{\gamma} - \tilde{\beta}}\right) \rho(\sigma_k)
\]

(8)

where \( \rho(\beta \sigma_k) \leq \tilde{\beta} \rho(\sigma_k) \) and \( \tilde{\nu} = \frac{\tilde{\gamma} - \tilde{\beta}}{1 + \tilde{\gamma} - \tilde{\beta}} \) were used.

Otherwise, if the iteration \( k \) is successful, then \( x^{*}_{k+1} \) is changed and \( \sigma_{k+1} = \gamma \sigma_k \). Then, by using the fact that \( \rho(\gamma \sigma_k) \leq \tilde{\gamma} \rho(\sigma_k) \) and \( \tilde{\nu} = \frac{\tilde{\gamma} - \tilde{\beta}}{1 + \tilde{\gamma} - \tilde{\beta}} \), one has

\[
\phi_{k+1} - \phi_k \leq -\tilde{\nu} \rho(\sigma_k) + (1 - \tilde{\nu})(\tilde{\gamma} - 1) \rho(\sigma_k) = -\left(\frac{1 - \tilde{\beta}}{1 + \tilde{\gamma} - \tilde{\beta}}\right) \rho(\sigma_k).
\]

(9)

Hence, from (8) and (9), one deduces that for any iteration \( k \), one gets

\[
\phi_{k+1} - \phi_k \leq -\left(\frac{1 - \tilde{\beta}}{1 + \tilde{\gamma} - \tilde{\beta}}\right) \rho(\sigma_k).
\]

(10)
Thus, by applying the sum over the subscript $k$, one gets for a given iteration index $n$

$$\phi_{n+1} - \phi_0 = \sum_{k=0}^{n} \phi_{k+1} - \phi_k \leq -\left(1 - \tilde{\beta}\right) \sum_{k=0}^{n} \rho(\sigma_k).$$

Since $\phi_{n+1} \geq 0$, one deduces that by taking $n \to \infty$

$$\sum_{k=0}^{+\infty} \rho(\sigma_k) \leq \frac{(1 + \tilde{\gamma} - \tilde{\beta}) \phi_0}{1 - \tilde{\beta}} = \frac{(\tilde{\gamma} - \tilde{\beta}) (f(x_0^*) - f_{low}) + \rho(\sigma_0)}{1 - \tilde{\beta}} < \infty.$$

□

From Lemma 4.1, one concludes that the full sequence $\{\rho(\sigma_k)\}$ must converge to zero.

Then, by assuming that the forcing function is $\rho(\sigma) = c\sigma^q$ with $c > 0$ and $q \geq 1$, one gets

$$\lim_{k \to +\infty} \sigma_k = 0.$$  

The following definition, similar to those in [2, 4, 5, 7], is now introduced to show the existence of convergent subsequences of TREGO iterates.

**Definition 4.1** [4, Definition 5] A convergent subsequence $\{x_k^*\}_{k \in K}$ of TREGO iterates (for some subset of indices $K$) is said to be a refining subsequence, if and only if $\{\sigma_k\}_{k \in K}$ converges to zero. The limit $x^*$ of $\{x_k^*\}_{k \in K}$ is called a refined point.

Assuming that TREGO is producing iterates that lie in a compact set, one can ensure the existence of a refining subsequence using the Bolzano-Weierstrass theorem.

**Theorem 4.2** Consider TREGO without any stopping criterion and with a forcing function of the form $\rho(\sigma) = c\sigma^q$ with $c > 0$ and $q \geq 1$. Let $f$ be bounded below. If the sequence $\{x_k^*\}$ lies in a compact set, then there exists a convergent refining subsequence $\{x_k^*\}_{k \in K'}$.

The proposed convergence analysis will rely on iterates from the local phase. Thus, in what comes next, the sequence $\{x_k^\text{local}\}_{k \in K'} \subseteq \{x_k^*\}_{k \in K}$, where $K' \subseteq K$ is an infinite subset of indices, will be used to denote a refining subsequence associated with TREGO local phase iterates. The global convergence will be achieved by establishing that some type of directional derivatives are non-negative at limit points of refining subsequences along certain limit directions, known as refining directions, see [2, 4, 5, 7].

**Definition 4.2** Consider a convergent refining subsequence associated with the TREGO local phase $\{x_k^\text{local}\}_{k \in K'}$ and its corresponding refined point $x^*$. Let $\{d_k\}_{k \in K'}$ be a sequence such that, $d_k := (x_k^\text{local} - x_k^\text{local})/\sigma_k$, for all $k \in K'$. A direction $d$ is said to be a refining direction for $x^*$ if and only if there exists an infinite subset $\mathcal{L} \subseteq K'$ such that $\lim_{k \in \mathcal{L}} d_k = d$.

Note that by construction, one has $d_{\min} \leq \|d_k\| \leq d_{\max}$, for all $k \in K'$. Thus, the existence of a refining direction $d$ is justified as the sequence $\{d_k\}_{k \in K'}$ lies in a compact set.
When $f$ is Lipschitz continuous near $x^*$, one can make use of the Clarke-Jahn generalized derivative along a direction $d$
\[
f^\circ(x^*; d) := \limsup_{t \to 0^+, x \to x^*, x \in \Omega} \frac{f(x + td) - f(x)}{t}, \]
(Such a derivative is essentially the Clarke generalized directional derivative [18], adapted by Jahn [33] to the presence of constraints.) However, for the proper definition of $f^\circ(x^*; d)$, one needs to guarantee that $x + td \in \Omega$ for $x \in \Omega$ arbitrarily close to $x^*$ which is assured if $d$ is hypertangent to $\Omega$ at $x^*$. In the following definition from [2, 19], the notation $B(x; \Delta) := \{y \in \mathbb{R}^n : \|y - x\| < \Delta\}$ will be used to denote the open ball of radius $\Delta$ centered at $x$.

**Definition 4.3** [2, Definition 3.3] A vector $d \in \mathbb{R}^n$ is said to be a hypertangent vector to the set $\Omega \subseteq \mathbb{R}^n$ at the point $x$ if there exists a scalar $\epsilon > 0$ such that
\[
y + tw \in \Omega \quad \forall y \in \Omega \cap B(x; \epsilon), \quad w \in B(d; \epsilon) \quad \text{and} \quad 0 < t < \epsilon.
\]

The hypertangent cone to $\Omega$ at $x$, denoted by $T^H_\Omega(x)$, is the set of all hypertangent vectors to $\Omega$ at $x$. Then, the Clarke tangent cone to $\Omega$ at $x$ (denoted by $T^T_\Omega(x)$) can be defined as the closure of the hypertangent cone $T^H_\Omega(x)$. The Clarke tangent cone generalizes the notion of tangent cone in nonlinear programming [41]. In the following definition from [2, 5, 18, 19], the formal notion of the Clarke tangent cone is detailed.

**Definition 4.4** [2, Definition 3.5] A vector $d \in \mathbb{R}^n$ is said to be a Clarke tangent vector to the set $\Omega \subseteq \mathbb{R}^n$ at the point $x$ in the closure of $\Omega$ if for every sequence $\{y_k\}$ of elements of $\Omega$ that converges to $x$ and for every sequence of positive real numbers $\{t_k\}$ converging to zero, there exists a sequence of vectors $\{w_k\}$ converging to $d$ such that $y_k + t_kw_k \in \Omega$, for a sufficiently large $k$. The set $T^T_\Omega(x)$ of all Clarke tangent vectors to $\Omega$ at $x$ is called the Clarke tangent cone to $\Omega$ at $x$.

If we assume that $f$ is Lipschitz continuous near $x^*$ and by using [2, Proposition 3.5], then for any direction $v$ in the Clarke tangent cone, one can consider the Clarke-Jahn generalized derivative to $\Omega$ at $x^*$ as the limit
\[
f^\circ(x^*; v) = \lim_{d \in T^H_\Omega(x^*), d \to v} f^\circ(x^*; d).
\]

A point $x^* \in \Omega$ is considered Clarke stationary if $f^\circ(x^*; d) \geq 0$, $\forall d \in T^T_\Omega(x^*)$. Moreover, when $f$ is strictly differentiable at $x^*$, one has $f^\circ(x^*; d) = \nabla f(x^*)^Td$. Hence in this case, if $x^*$ is a Clarke stationary point is being equivalent to $\nabla f(x^*)^Td \geq 0$, $\forall d \in T^T_\Omega(x^*)$.

It remains now to state the next lemma which will be useful for the proof of the optimality result based on the Clarke derivative. The proof of this lemma is inspired by [4, Theorem 4].

**Lemma 4.2** Consider TREGO without any stopping criterion and using a forcing function of the form $\rho(\sigma) = c\sigma^q$ with $c > 0$ and $q \geq 1$. Then, if the objective function $f$ is bounded below, one has
\[
\liminf_{k \to +\infty} \frac{f(x^*_k) - f(x^*_k + \sigma_k d_k)}{\sigma_k} \leq 0.
\]

**Proof** By contradiction, assume that there exists $\epsilon > 0$ such that,
\[
\frac{f(x^*_k) - f(x^*_k + \sigma_k d_k)}{\sigma_k} \geq \epsilon, \quad \text{for all } k \in \mathbb{N}.
\]
From Theorem 4.1, one has $\lim_{k \to +\infty} \sigma_k = 0$, hence by using the forcing function properties one has also $\lim_{k \to +\infty} \frac{\rho(\sigma_k)}{\sigma_k} = 0$. This means that there exists $k_0 > 0$, such that

$$\rho(\sigma_k) \leq \epsilon \sigma_k, \quad \text{for all } k \geq k_0. \quad (12)$$

By combining (11) and (12), one gets

$$f(x_k^+) - f(x_k^+ + \sigma_k d_k) \geq \rho(\sigma_k), \quad \text{for all } k \geq k_0.$$ 

Hence, for all $k \geq k_0$, the $k$-th iteration of TREGO is successful and $\sigma_{k+1} = \gamma \sigma_k$ with $\gamma > 1$. This contradicts $\lim_{k \to +\infty} \sigma_k = 0$ and thus the claim (11) is false. \hfill $\square$

The next theorem states the global convergence of TREGO. The obtained result is in the vein of those first established in [2, Theorem 3.2] for simple decrease and Lipschitz continuous functions and later generalized in [21, 59] for sufficient decrease and directionally Lipschitz functions.

**Theorem 4.3** Let the assumptions made in Theorem 4.1 hold. Let $x^* \in \Omega$ be a refined point of a refining subsequence associated with the TREGO local phase $\{x_k^{\text{local}}\}_{k \in K'}$. Assume that $f$ is Lipschitz continuous near $x^*$ and that $T^H_{\Omega}(x^*) \neq \emptyset$. Let $d \in T^H_{\Omega}(x^*)$ be a refining direction associated with $\{d_k\}_{k \in K'}$. Then, the Clarke-Jahn generalized derivative of $f$ at $x^*$ in the direction $d$ is nonnegative, i.e., $f^\circ(x^*; d) \geq 0$.

**Proof** In fact, from Lemma 4.2, there exists a subset $K$ such that

$$\lim_{k \in K} \frac{f(x_k^+) - f(x_k^+ + \sigma_k d_k)}{\sigma_k} \leq 0.$$ 

From Theorem 4.1, one has also $\lim_{k \in K} \sigma_k = 0$. Now, by using Theorem 4.2, there exists a subset $K'' \subseteq K$ such that $\lim_{k \in K''} x_k^+ = x^*$. Consider now $K' \subseteq K''$ an infinite subset of indices such that $\{x_k^{\text{local}}\}_{k \in K'} \subseteq \{x_k^*\}_{k \in K''}$ is a refining subsequence associated with TREGO local phase iterates. Then, since the subsequence $\{d_k\}_{k \in K'}$ lies in a compact set, there must exist a subset $L \subseteq K'$ such that $\{d_k\}_{k \in L}$ converges to $d$ and

$$\lim_{k \in L} \frac{f(x_k^{\text{local}}) - f(x_k^{\text{local}} + \sigma_k d_k)}{\sigma_k} \leq 0. \quad (13)$$

From the Lipschitz continuity of $f$ near $x^*$ and using [2, Proposition 3.9], one deduces that the Clarke generalized derivative is continuous with respect to $d$ on the Clarke tangent cone. Hence,

$$f^\circ(x^*; d) = \lim_{k \in L} f^\circ(x^*; d_k)$$

Additionally, one has $x_k^{\text{local}} + \sigma_k d_k \in \Omega$ for all $k \in L$ sufficiently large, this leads to

$$f^\circ(x^*; d) = \lim_{k \in L} \limsup_{x \to x^*, x \in \Omega, t \downarrow 0, x + td_k \in \Omega} \frac{f(x + td_k) - f(x)}{t},$$

$$\geq \limsup_{k \in L} \frac{f(x_k^{\text{local}} + \sigma_k d_k) - f(x_k^{\text{local}})}{\sigma_k}. \quad (14)$$

Hence, by substituting (13) into (14), one gets

$$f^\circ(x^*; d) \geq \limsup_{k \in L} \frac{f(x_k^{\text{local}} + \sigma_k d_k) - f(x_k^{\text{local}})}{\sigma_k} \geq 0. \quad \square$$
5 Numerical experiments

The objective of this section is twofold: first, to evaluate the sensitivity of TREGO to its own parameters and perform an ablation study; second, to compare our algorithm with the original EGO and other BO alternatives to show its strengths and weaknesses. TREGO is available both in the R package DiceOptim\(^2\) and python library trieste\(^3\).

5.1 Testing procedure using the BBOB benchmark

Our experiments are based on the COCO (COmparing Continuous Optimizers, [30]) software. COCO is a recent effort to build a testbed that allows the rigorous comparison of optimizers. We focus here on the noiseless Black-Box Optimization Benchmarking (BBOB) test suite in the expensive objective function setting [29] that contains 15 instances of 24 functions [15]; each function is defined for an arbitrary number of parameters to optimize. Each instance corresponds to a randomized modification of the original function by using rotation of the coordinate system and a random translation of the optimum. The functions are divided into 5 groups: 1) separable, 2) unimodal with moderate conditioning, 3) unimodal with high conditioning, 4) multi-modal with adequate global structure, and 5) multi-modal with weak global structure. Note that group 4 is often seen as the main target for Bayesian optimization [34]. The full description of the functions is available in “Appendix B” (see Table 2).

A problem is a pair [function, target to reach]. Therefore, for each instance of a function, there are several problems to solve of difficulty varying with the target value. The Empirical Run Time Distributions (ERTD) gives, for a given budget (i.e. number of objective function evaluations), the proportion of problems which are solved by an algorithm. This metric can be evaluated for a single function and dimension, or averaged over a set of functions, typically over one of the 5 groups or over the 24 functions.

To set the target values and more generally define a reference performance, COCO relies on a composite fake algorithm called best09. best09 is made at each optimization iteration of the best performing algorithm of the BBOB 2009 [29]. In our experiments, the targets were set at the values reached by best09 after \([0.5, 1, 3, 5, 7, 10, 15, 20] \times n\) function evaluations. Note that outperforming best09 is a very challenging task, as it does not correspond to the performance of a single algorithm but of the best performing algorithm for each instance. In the following, the best09 performance is added to the plots as a reference. In addition, the performance of a purely random search are also included to serve as a lower bound.

5.2 Implementation details

For a fair comparison, TREGO, EGO and TRIKE are implemented under a unique framework, based on the R packages DiceKriging (Gaussian process models) and DiceOptim (BO) [44, 50]. Our setup aligns with current practices in BO [27, 52], as we detail below.

All GP models use a constant trend and an anisotropic Matérn covariance kernel with smoothness parameter \(\nu = 5/2\). The GP hyperparameters are inferred by maximum likelihood after each addition to the training set; the likelihood is maximized using a multi-start

\(^2\) https://cran.r-project.org/package=DiceOptim

\(^3\) https://secondmind-labs.github.io/trieste/
Table 1  Names of the compared algorithms

| Acronym | Solvers |
|---------|---------|
| Random  | Random search |
| Best09  | Best of all BBOB 2009 competitors at each budget [8] |
| TRIKE   | TRIKE algorithm of [48] |
| SMAC    | SMAC algorithm of [31] |
| DTS-CMA | DTS-CMA algorithm of [9] |
| EGO     | Original EGO algorithm of [34] |
| TREGO   | Default TREGO with $\beta = 0.9$, $\gamma = 1/\beta$, $\sigma_0 = \frac{1}{5}(1/5)^{1/n}$, $\rho(\sigma) = \sigma^2$, $d_{\text{max}} = 1$, $d_{\text{min}} = 10^{-6}$, global/local ratio = 1/1 (i.e., $G = 1$ and $L = 1$), with no local GP model |
| gl1-10, gl1-4, gl4-1 and gl10-1 | TREGO with a global/local ratio of 1/10, 1/4, 4/1 and 10/1, respectively |
| smV0 and lgV0 | TREGO with small (i.e., $\sigma_0 = \frac{1}{10}(1/10)^{1/n}$) and large (i.e., $\sigma_0 = \frac{1}{5}(2/5)^{1/n}$) initial trust-region size |
| fstC    | TREGO with fast contraction of the trust-region, i.e., $\beta = 0.5$ |
| fstCsmV0 | TREGO with fast contraction of the trust-region and small $\sigma_0$ |
| locGP   | TREGO with a local GP model |

For the TREGO variants, when not specified, the parameter values are the ones of the default, TREGO.

L-BFGS scheme. In case of numerical instability, a small regularization value is added to the diagonal of the covariance matrix.

Trust regions are defined using the $\ell_1$ norm, see (4), to optimize the expected improvement using a multi-start L-BFGS scheme. Each experiment starts with an initial set of $2n + 4$ observations, generated using latin hypercube sampling improved through a maximin criterion [25]. All BO methods start with the same DoEs, and the DoE is different (varying the seed) for each problem instance.

For locGP, the local model uses the same kernel and mean function as the global one, but its hyperparameters are inferred independently. To avoid numerical instability, the local model is always trained on at least $2n + 1$ points. If the trust-region does not contain enough points, the points closest to the center of the trust-region are also added to the training set.

5.3 Sensitivity analysis and ablation study

TREGO depends on a number of parameters (see Sect. 3) and has some additional degrees of freedom worth exploring (see Sect. 3.2). The objective of these experiments is to answer the following questions:

1. is TREGO sensitive to the initial size of the trust region?
2. is TREGO sensitive to the trust region contraction factor $\beta$, see (6)?
3. is using a local model beneficial?
4. is there an optimal ratio of global and local steps?

To answer these questions, we run a default version of TREGO and 9 variants, as reported in Table 1. The contraction parameter $\beta$ is either 0.9 which is classical in DFO algorithms, or 0.5 which corresponds to an aggressive reduction of the trust region. The choice of the initial trust-region $\sigma_0$, within the default TREGO, corresponds to setting the initial trust-region volume to 20% of the search space. In this case, the initial trust-region volume is given by...
We test also as alternatives with a small initial trust-region, i.e., 10% of the search space, and a larger one, i.e., 40% of the search space. The global-local ratio varies from 10-1, which is expected to behave almost similarly to the original EGO, to 1-10, i.e., a very local behavior.

Because of the cost of a full COCO benchmark with EGO-like algorithms, the interaction between these parameters is not studied. Also, the ablation experiments are limited to the problems with dimensions 2 and 5 and relatively short runs (30n function evaluations). With these settings and 15 repetitions of each optimization run, an EGO algorithm is tested within a couple of days of computing time on a recent single processor.

Figure 2, top row, summarizes our study on the effect of the global versus local iterations ratio. There is measurable advantage of algorithms devoting more iterations to local rather than global search. gl1-4 and gl1-10 consistently outperform gl4-1 and gl10-1. gl1-4 and gl1-10 slightly outperform the TREGO baseline, the effect being more visible with higher dimension, see also Fig. 3 for results with 10 dimensions.

By further splitting results into function groups (see Fig. 5 in Appendix), it is observed that the performance gain due to having more local iterations happens on the unimodal function groups (the 2nd and 3rd, i.e., unimodal functions with low and high conditioning) when less difference can be observed on multimodal functions (first, fourth and fifth group). For multimodal functions with a weak global structure (fifth group, bottom right plot of Fig. 5), gl10-1 is even on average (over the budgets) the best strategy. These findings are intuitive, as unimodal function may not benefit at all from global steps, while on the other hand a
Fig. 3 Comparison of TREGO with state-of-the-art optimization algorithms, averaged over the entire COCO testbed in 2, 5 and 10 dimensions. Run length = 50 × n

too aggressively local strategy (e.g. gl1-10) may get trapped in a local optimum of a highly multimodal function. Overall on this benchmark, gl1-4 offers the best trade-off over all groups between performance and robustness.

Figure 2, bottom row, shows the average performance of other variants of TREGO. Overall, TREGO has very little sensitivity to its internal parameters, the average performances of all TREGO variants being similar in both dimensions. The robustness of TREGO performance with respect to the other parameters is an advantage of the method, and is in line with what is generally observed for trust region based algorithms.

The effects of the TREGO parameters are studied by function groups in Fig. 5. The main visible results are:

- a slightly positive effect of the local GP on the groups 1 and 2 but a strong negative effect on unimodal functions with bad conditioning, and no effect on the remaining groups. Despite offering attractive flexibility in theory, the local GP provides in practice either limited gain or has a negative impact on performance. As this variant is also more complicated than TREGO, it may be discarded.
- a positive effect of fast contraction of the trust region on highly multimodal functions during early iterations. By making the trust region more local earlier in the search, the fast contraction allows to reach the easy targets, but this early performance prevents the algorithm from finding other better targets later on; those variants being outperformed by others at the end of the runs.

The gl1-4 variant of TREGO is shown to offer the best trade-off over all groups between performance and robustness. In our comparison with the state-of-the-art BBO algorithms, we will use the name TREGO to refer to the gl1-4 solver.

5.4 Comparison with state-of-the-art BBO algorithms

Longer runs of length 50n (function evaluations) are made with TREGO in dimensions 2, 5 and 10. The results are compared to state-of-the-art Bayesian optimization algorithms: a vanilla EGO, that serves as a baseline, TRIKE (see Sect. 3.3), SMAC, DTS-CMA, Nomad and MCS. A COCO test campaign of such a set of algorithms up to dimension 10, with run length of 50n and 15 repetitions of the optimizations takes of the order of 3 weeks of computing time on a recent single processor.

DTS-CMA [9] is a surrogate-assisted evolution strategy based on a combination of the CMA-ES algorithm and Gaussian process surrogates. The DTS-CMA solver is known to be very competitive compared to the state-of-the-art black-box optimization solvers particularly on some classes of multimodal test problems. SMAC [31] is a BO solver that uses an isotropic GP to model the objective function and a stochastic local search to optimize the expected
Fig. 4 Comparison of TREGO with state-of-the-art optimization algorithms, averaged over the multi-modal functions with adequate (left, f15 to f19) and weak (middle, f20 to f24) global structure, unimodal functions with low conditioning (right), \( n = 5 \) (top row) and \( n = 10 \) (bottom row) dimensions. Run length = 50 × \( n \). Results for the other groups are given in Appendix, Fig. 6.

**Improvement.** SMAC is known to perform very well early in the search compared to the state-of-the-art black-box optimizers. Nomad [6, 37] is a C++ solver based on the mesh adaptive direct search method [2]. We have tested Nomad version 4.2.0 via its provided Python interface where the variable neighborhood search (VNS) strategy was enabled to enhance its global exploration. Nomad enjoys similar convergence properties to those of TREGO, hence a comparison between the two solvers is meaningful. MCS [32] is a multilevel coordinate search solver that balances global and local search that uses quadratic interpolation. MCS is among the best DFO solvers on bound constrained optimization problems [49].

DTS-CMA, SMAC and MCS results are directly extracted from the COCO database. This is not the case of Nomad and TRIKE. As TRIKE follows a relatively standard BO framework, we use our own implementation to compare TREGO against it. As TURBO has a complex structure and the available code is too computationally demanding to be used directly with COCO, it is left out of this study. Figure 3 gives the average performance of the algorithms on all the functions of the testbed. Results in 5 and 10 dimensions split by function groups are provided in Fig. 4.

**EGO** is significantly outperformed by both trust regions algorithms, i.e., TREGO and TRIKE. This performance gap is limited for \( n = 2 \) but very visible for \( n = 5 \) and even higher for \( n = 10 \). It is also significant for any budget as soon as the shared initialization is done. The improvement is also visible for all function groups, see Fig. 4, in particular for groups with strong structure. For the multimodal with weak structure group, the effect is mostly visible for the larger budgets.

**Nomad** has an overall performance comparable to TREGO. Nomad is shown in particular to be very efficient for small budgets but then it gets outperformed by TREGO as the evaluation budget gets larger. The performance gap between Nomad and TREGO is limited for \( n = 2 \) but very visible for \( n = 5 \) and even higher for \( n = 10 \), see Fig. 3. The good start of Nomad can be explained by the fact that it requires only one point to start the optimization process, while Bayesian optimization solvers need a set of points (i.e., the initial DoE) to initiate the
optimization process. Thanks to its variable neighborhood search strategy, Nomad seems to outperform most of the tested solvers on the group of multimodal optimization problems, see Fig. 4.

MCS is outperformed by most of the tested solvers despite its very good performance at the early stages of the optimization process. In fact, the performance of MCS at the beginning seems to deteriorate very fast as the the budget is getting larger, particularly when the regarded optimization problems are multimodal, see Fig. 4.

SMAC has an early start and is visibly able to start optimizing while all other methods are still creating their initial DoE. However, it is outperformed by all trust region variants before the number of evaluations reaches 10 times the problem dimension, i.e., vertical line on the graphs. This effect also increases with dimension.

DTS-CMA has conversely a slower start, so that it is slightly outperformed by trust regions for small budgets, less than $20 \times n$. However, for large budgets and $n = 10$, DTS-CMA largely outperforms other methods on average. However, looking at Fig. 4, DTS-CMA clearly outperforms the other methods, including the best09 baseline, on multimodal functions with strong structure for $n = 10$ and large budgets, while TREGO remains competitive in other cases.

TRIKE has an overall performance comparable to TREGO. For $n = 5$, it slightly outperforms the other methods for intermediate budget values, but looses its advantage for larger budgets. Figure 6 reveals that this advantage is mainly achieved on the unimodal group with high conditioning, but on multi-modal problems, TREGO’s ability to perform global steps offer a substantial advantage.

Overall performance Overall, this benchmark does not reveal a universal winner. SMAC, Nomad and MCS excel with extremely limited budgets, while DTS-CMA outperforms the other methods for the largest dimensions and budgets. TREGO is overall very competitive on intermediate values, in particular for multi-modal functions.

Discussion It appears clearly from our experiments that trust regions are an efficient way to improve EGO’s scalability with dimension. EGO is known to over-explore the boundaries in high dimension [24, 42], and narrowing the search space to the vicinity of the current best point naturally solves this issue. Thus, since EGO is outperformed for any budget, we can conclude that the gain obtained by focusing early on local optima is not lost later by missing the global optimum region. Trust regions also improve performance of EGO on problems for which GPs are not the most natural fit (i.e. unimodal functions). For this class of problems, the most aggressively local algorithm, i.e., TRIKE, can perform best in some cases (Fig. 6), however our more balanced approach is almost as good, if better (Fig. 6, unimodal functions with low conditioning). On the other hand, maintaining a global search throughout the optimization run allows escaping local optima and ultimately delivering better performance for larger budgets (see in particular Fig. 4, all multimodal functions).

6 Conclusions and perspectives

In this work, the TREGO method is introduced: a Bayesian optimization algorithm based on a trust-region mechanism for the optimization of expensive-to-evaluate black-box functions. TREGO builds on the celebrated EGO algorithm by alternating between a standard global step and a local step during which the search is limited to a trust region. Equipped with such a local step, TREGO rigorously achieves global convergence, while enjoying the flexible
predictors and efficient exploration-exploitation trade-off provided by the GPs. An extensive benchmark is then performed, which allowed us to form the following conclusions:

- TREGO benefits from having a relatively high proportion of local steps, but is otherwise almost insensitive to its other parameters.
- A more complex approach involving both a local and a global model, which is possible in the TREGO framework, does not provide any benefit.
- TREGO significantly outperforms EGO in all tested situations.
- TREGO is a highly competitive algorithm for multi-modal functions with moderate dimensions and budgets.

Making TREGO a potential overall winner on the experiments reported here is an avenue for future work. This would require improving its performance on unimodal functions with high conditioning, and improving its performance at very early steps, for example by leveraging SMAC for creating the initial DoEs. Our empirical evaluation focused on bound constrained BBO problems. However, TREGO readily applies to the case of explicit, non-relaxable constraints, which may be studied in the future. Moreover, inspired by e.g. [3, 20, 28] from the DFO community and [45, 51] from the BO one, TREGO can also be naturally extended to handle constraints that are allowed to be violated during the optimization process. Another important future work may include the extension of TREGO to the case of noisy observations, following recent results in DFO [1, 4, 17, 23] and established BO techniques [46].

**Data availability** The authors confirm that all data generated or analysed during this study are included in the paper.
A pseudo-code of the TREGO algorithm

Algorithm 1: A Trust-Region framework for EGO (TREGO).

Data: Create an initial DoE $D_{t_0} = \{x_1, x_2, \ldots, x_{t_0}\}$ of $t_0$ points in a given set $\Omega \subseteq \mathbb{R}^n$ with a given method. Set $Y_{t_0} = \{f(x_1), f(x_2), \ldots, f(x_{t_0})\}$. Choose $G \geq 0$ the number of the global steps and $L \geq 1$ the number of the local steps. Initialize the step-size parameter $\sigma_0$, $x_{t_0}^* \in D_{t_0}$, choose the constants $\beta, \gamma, d_{\min}$ and $d_{\max}$ such that $0 < \beta < 1 < \gamma$ and $0 < d_{\min} < d_{\max}$. Select a forcing function $\rho(.)$ and set $k = 0$ and $t = t_0$;

while some stopping criterion is not satisfied do
  /* A global phase over $\Omega$: */
  for $i = 1, \ldots, G$ do
    Step 1 (global acquisition function maximization):
    Set $x_{t}^{\text{global}} := \arg\max x \in \Omega \alpha(x; D_t)$;
    Step 2 (update the DoE): Set $D_{t+1} = D_t \cup \{x_{t}^{\text{global}}\}$ and $Y_{t+1} = Y_t \cup \{f(x_{t}^{\text{global}})\}$;
    Increment $t$;
  end
  Let $x_{k+1}^{\text{global}}$ be the best point (in term of $f$) in the DoE $D_t$;
  Step 3 (imposing sufficient decrease globally):
  if $f(x_{k+1}^{\text{global}}) \leq f(x_{k}^*) - \rho(\sigma_k)$ then
    the global phase is successful, set $x_{k+1}^* = x_{k+1}^{\text{global}}$ and $\sigma_{k+1} = \gamma \sigma_k$;
  else
    /* A local phase over the trust-region $\Omega_k$: */
    for $i = 1, \ldots, L$ do
      Step 4 (local acquisition function maximization):
      Set $x_{t}^{\text{local}} := \arg\max x \in \Omega_k \alpha(x; D_t)$,
      where $\Omega_k$ is the trust-region given by $\Omega_k = \{x \in \Omega | d_{\min} \sigma_k \leq \|x - x_k^*\| \leq d_{\max} \sigma_k\}$;
      Step 5 (update the DoE): Set $D_{t+1} = D_t \cup \{x_{t}^{\text{local}}\}$ and $Y_{t+1} = Y_t \cup \{f(x_{t}^{\text{local}})\}$;
      Increment $t$;
    end
    Let $x_{k+1}^{\text{local}}$ be the best point (in term of $f$) in the DoE $D_t$;
    Step 6 (imposing sufficient decrease locally):
    if $f(x_{k+1}^{\text{local}}) \leq f(x_{k}^*) - \rho(\sigma_k)$ then
      the local phase and iteration are successful, set $x_{k+1}^* = x_{k+1}^{\text{local}}$ and $\sigma_{k+1} = \gamma \sigma_k$;
    else
      the local phase and iteration are not successful, set $x_{k+1}^* = x_{k}^*$ and $\sigma_{k+1} = \beta \sigma_k$;
    end
  end
  Increment $k$;
end

B Functions of the BBOB noiseless testbed
Table 2  Functions of the BBOB noiseless testbed, divided in groups

| ID | Name                               | Comments                                                                 |
|----|------------------------------------|--------------------------------------------------------------------------|
|    | separable functions                |                                                                          |
| f1 | Sphere                             | Unimodal, allows to checks numerical accuracy at convergence              |
| f2 | Ellipsoidal                        | Unimodal, conditioning $\approx 10^6$                                   |
| f3 | Rastrigin                          | $10^n$ local minima, spherical global structure                         |
| f4 | Büche-Rastrigin                    | $10^n$ local minima, asymmetric global structure                        |
| f5 | Linear slope                       | Linear, solution on the domain boundary                                 |
|    | Functions with low or moderate conditioning |                                                                 |
| f6 | Attractive sector                  | Unimodal, highly asymmetric                                              |
| f7 | Step ellipsoidal                   | Unimodal, conditioning $\approx 100$, made of many plateaus             |
| f8 | Original Rosenbrock                | Good points form a curved $n - 1$ dimensional valley                    |
| f9 | Rotated Rosenbrock                 | Rotated f8                                                               |
|    | Unimodal functions with high conditioning $\approx 10^6$ |                                             |
| f10| Ellipsoidal                        | Rotated f2                                                               |
| f11| Discus                             | A direction is 1000 times more sensitive than the others                |
| f12| Bent Cigar                         | Non-quadratic optimal valley                                             |
| f13| Sharp Ridge                        | Resembles f12 with a non-differentiable bottom of valley                |
| f14| Different Powers                   | Different sensitivities w.r.t. the $x_i$'s near the optimum              |
|    | Multimodal functions with adequate global structure |                                         |
| f15| Rastrigin                          | Highly rugged and moderately repetitive landscape, non unique optimum    |
| f16| Weierstrass                        | Highly multimodal with spatial variation of frequency and amplitude, smoother and more repetitive than f16 |
| f17| Schaffers F7                       | f17 with conditioning $\approx 1000$                                   |
| f18| Moderately ill-conditioned Schaffers F7 |                                               |
| f19| Composite Griewank-Rosenbrock      | Highly multimodal version of Rosenbrock                                 |
|    | Multimodal functions with weak global structure |                                             |
| f20| Schwefel                           | $2^n$ most prominent optima close to the corners of a shrunked and rotated rectangle |
| f21| Gallagher's Gaussian 101-me peaks  | 101 optima with random positions and heights, conditioning $\approx 30$ |
| f22| Gallagher's Gaussian 21-hi peaks   | 21 optima with random positions and heights, conditioning $\approx 1000$ |
| f23| Katsuura                           | Highly rugged and repetitive function with more than $10^6$ global optima |
| f24| Lunacek bi-Rastrigin               | Highly multimodal function with 2 funnels, one leading to a local optimum and covering about 70% of the search space |
C Complementary experimental results

| Separate | Local / global ratio | Other parameters |
|----------|----------------------|------------------|
|          | ![Graph](image1)     | ![Graph](image2) |

| Low conditioning | ![Graph](image3)     | ![Graph](image4) |

| High conditioning | ![Graph](image5)     | ![Graph](image6) |

| Multimodal, strong struct. | ![Graph](image7)     | ![Graph](image8) |

| Multimodal, weak struct. | ![Graph](image9)     | ![Graph](image10) |

Fig. 5 Effect of changing parameters of the TREGO algorithm, averaged by function groups for \( n = 5 \). Run length is \( 30 \times n \).
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