Generating domain walls between topologically ordered phases using quantum double models
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Abstract

Transitions between different topologically ordered phases have been studied by artificially creating boundaries between these gapped phases and thus studying their effects relating to condensation and tunneling of particles from one phase to the other. In this work we introduce exactly solvable models which are similar to the quantum double models (QDM) of Kitaev where such domain walls are dynamically generated making them a part of the spectrum. These systems have a local symmetry and may or may not have a global symmetry leading to the possibility of a ground state degeneracy arising from both, global symmetry breaking and a topological degeneracy. The domain wall states now separate the different topologically ordered phases belonging to the different sectors controlled by the global symmetry, when present. They have interesting properties including fusion with the deconfined anyons of the topologically ordered phase, to either create new domain walls, or their annihilation. They can also act like a scatterer permuting anyons of the topologically ordered phases on either side of the domain wall. Thus these domain wall states can be thought of as a synthetic scatterer which can be created in any part of the lattice. We show these effects for the simplest case of the $\mathbb{Z}_2$ toric code phase decorated with a global $\mathbb{Z}_2$ symmetry and then make remarks about the case when we have the QDM based on two arbitrary groups $G_1$ and $G_2$ in which case we may no longer have a global symmetry.

1 Introduction

Ideas for classifying quantum phases of matter that go beyond the description due to Landaus’s symmetry breaking scheme were conceived since the discovery of the integer and fractional quantum Hall effect and high temperature superconductivity [1, 2, 3, 4]. Since then the study of low temperature phases exhibiting topological order have been given new life due to their potential applications in fault tolerant computation [5, 6, 7] and in their description of topological insulators and their generalizations in the form of symmetry protected topological phases [8, 9, 10, 11]. These phases are usually described by a topological quantum field theory in the continuum. There are also examples of exactly solvable Hamiltonians describing the topological phases. In most cases these Hamiltonians are sums of commuting projectors, with the most prominent set of models being given by the quantum double models (QDM) of Kitaev [7, 12].

The QDM models on lattices with boundaries have been studied in the past [17, 18, 19, 20]. The types of boundaries considered were either smooth or rough. There are good reasons to consider models with boundary. In 3D, for example, it is not realistic to consider boundary less systems. More importantly, the relationship between boundary and bulk degrees of freedom provide us new interesting phenomena. These models are
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described with an exactly solvable Hamiltonian which is split into bulk and boundary parts. They exhibit different topological phases in the bulk and the boundary. In general the phase on the boundary is characterized by anyon types belonging to a subcategory of the fusion category describing the bulk phase. In [17] domain walls are considered separating two different topologically ordered phases governed by the IRR’s of the quantum double of two different groups $G$ and $G'$. The conditions for anyons to tunnel between these two phases are studied in detail. In the special case when one of the groups become trivial the domain wall turns into a boundary, which have been analyzed in more detail in [18] for the string-net models [21] as well. The set of anyons on the boundary are then determined by fusing the bulk anyons into the domain wall or in other words by condensing the bulk anyons on the boundary. In all these examples the boundary is a physical trait of the lattice where the system lives on. We may say that it is put in by hand and its location on the lattice is fixed.

In this work we introduce exactly solvable models of the quantum double type that contain these domain walls as part of their spectrum. This means that there are operators that act on the Hilbert space of the theory that can create these domain walls locally as an eigenstate of the Hamiltonian. The reason this happens in these models is because the degrees of freedom on the local Hilbert space are no longer labeled by elements of a group as it is in the case of the QDM of Kitaev based on group algebras. Here the basis of the local Hilbert space is generated by the same elements as in the group algebra plus an extra label. In other words the model now has two degrees of freedom, namely the elements of the group algebra and an extra quantum number called $s$ belonging to the set $s \in \{1, 2\}$. This introduces new excitations in the theory that cannot be moved around like the deconfined anyonic excitations of the QDM of Kitaev. Thus we can now create “walls” or “regions” of these excitations and we see that they are similar to the domain wall excitations studied in the past.

A more physical way of looking at this is that the model considered here has both a global and local $\mathbb{Z}_2$ symmetry. Thus their ground states obtain a degeneracy from two mechanisms namely the global symmetry breaking mechanism, as it happens in the Ising model and a topological degeneracy, when the system is placed on a surface with a non-zero genus as it happens in the toric code. Thus the global $\mathbb{Z}_2$ symmetry is broken at the ground state level with the system settling down in either of the two toric code topological phases labeled by $s = 1, 2, ..$. The domain wall states are obtained by operating in the sector controlled by the global symmetry, namely the $s$ degrees of freedom, and thus they separate regions that are locally in one of the two toric code phases. Thus we can interpret this system as a toric code decorated with an additional $\mathbb{Z}_2$ global symmetry whereas the toric code in its original formulation has only a local $\mathbb{Z}_2$ symmetry. Recently such gauge systems decorated with a global symmetry have been studied under the name symmetry enriched topological (SET) phase [13, 14, 15]. The ground states in these systems preserve the global symmetry unlike the examples studied here. Other examples with both a global and local symmetry include the quantum Hall ferromagnets [16].

These domain wall states can manifest themselves in different forms each with interesting properties. The deconfined anyons on each of the phases can be fused into the domain walls to become a part of it. This has been termed as fusing anyons into domain wall excitations in the literature. Once we fuse anyons into the domain wall we create states which are essentially isolated excitations connected to the domain wall through a string which then act like sinks for the other anyons that condense into them just like how they condense into the physical boundaries considered in [17, 18, 19]. Thus these are sinks which can be created locally in any part of the lattice. Apart from this the domain walls can act as annihilators by killing states that fuse into them. This is a new feature in this model. Finally they act as a scatterer helping us tunnel between the anyons of the two topologically ordered phases. In particular they can switch between same anyon types or different anyon types. The effect is similar to the anyon symmetry of bi-layer systems.

The paper is organized as follows. Section 2 describes the setup of our system which includes the Hilbert space and the operators that go into the quantum double Hamiltonian. The spectrum is similar to the that of the QDM. The Hamiltonian is a sum of commuting projectors and thus all its eigenstates can be easily obtained. The ground states and the anyonic excitations are presented in sections 3 and 4 respectively. The domain wall states are also shown in section 4. Their effects are studied in detail in section 5. In section 6 we briefly generalize the model to the case where the two different topologically ordered phases are given by the QDM of a pair of distinct groups. Some crucial remarks make up section 7.

2 The Hilbert space and the Hamiltonian
The model is defined on a two dimensional square lattice with the local Hilbert space \( \mathcal{H}_l \) on the links \( l \). The degrees of freedom have an extra quantum number \( s \) beyond the usual \( \mathbb{Z}_2 \) group elements \( +1 \) and \( -1 \) of the toric code. This extra quantum number takes values in a discrete set with two elements, \( I = \{ 1, 2 \} \). Thus a basis for the local Hilbert space is given by \( \{ |s,g\rangle : g \in \mathbb{Z}_2, s \in I \} = \{ |1, +1\rangle, |1, -1\rangle, |2, +1\rangle, |2, -1\rangle \} \). The full Hilbert space is given by \( \mathcal{H} = \bigotimes_1^n \mathcal{H}_l \). A basis of \( \mathcal{H} \) is given by
\[
\{ |s_1, g_1\rangle, |s_2, g_2\rangle, \ldots, |s_n, g_n\rangle : g_i \in \mathbb{Z}_2, s_i \in I \}.
\]

The operators acting on the Hilbert space \( \mathcal{H} \) can be written out of following local operators
\[
\sigma^{\mu\nu} := \sigma^\mu \otimes \sigma^\nu,
\]
where \( \mu, \nu \in \{ 0, x, y, z \} \) and \( \sigma^\mu \) are the Pauli matrices \(^2\) with \( \sigma^0 = I \). We define two very important projectors which we will call \( P^r \) with \( r \in I \). Their action is given by
\[
P^r |s, g\rangle = \delta(r, s) |s, g\rangle.
\]

These projectors will play a very important role in this model as we will see later and they can be easily be written as linear combination of \( \sigma^{\mu\nu} \).

The Hamiltonian is made of vertex and plaquette operators like the toric code Hamiltonian
\[
H = -\sum_p B_p - \sum_l A_v.
\]

Their action are however sightly different. Consider the vertex operator \( A_v \). It is convenient to write the vertex operator as a sum of two other vertex operators \( A_v = A_v^1 + A_v^2 \). The operator \( A_v^1 \) acts exactly like the usual Toric Code vertex operator flipping \( g \rightarrow -g \) when all the local states around the vertex \( v \) has quantum number \( s = 1 \). Otherwise, if at least one local state around the vertex \( v \) has quantum number \( s = 2 \), the vertex operator \( A_v^2 \) projects the state to the zero vector of \( \mathcal{H} \). The action is shown in figure 1. The operator \( A_v^2 \) does the same

\[
|s, g\rangle \rightarrow \begin{cases} 0 \quad \text{if } s = 2 \text{ and } g \neq 0, \\ |s, g\rangle \quad \text{otherwise}. \end{cases}
\]

**Figure 1:** The action of the \( A_v^1 \) vertex operator.

for \( s = 2 \). These operators can be realized as
\[
A_v^r = \bigotimes_{l \in \text{star}(v)} \Sigma^r P^r_l \quad \text{with } r \in I,
\]
where \( \Sigma^x = \sigma^{0z} = \otimes \sigma^x \). It is not difficult to see that the vertex operators obey the following relations for all vertices \( v \) and \( v' \)
\[
A_v^r A_v^s = \delta(r, s) \bigotimes_{l \in \text{star}(v)} P^1_l,
\]
\[
(A_v)^2 = \bigotimes_{l \in \text{star}(v)} P^1_l + \bigotimes_{l \in \text{star}(v)} P^2_l,
\]
\[
[A_v, A_{v'}] = 0.
\]

\(^1\)Note that the local Hilbert space \( \mathcal{H}_l \) can be thought of as \( \mathcal{H}_l = \mathbb{C}^2 \otimes \mathbb{C}(\mathbb{Z}_2) \), where \( \mathbb{C}(\mathbb{Z}_2) \) is the group algebra of \( \mathbb{Z}_2 \) and \( \mathbb{C}^2 \) is a two dimensional vector space whose basis elements are labeled by the elements of \( I = \{ 1, 2 \} \). Thus the basis elements \( |s, g\rangle \) of \( \mathcal{H}_l \) can also be represented by \( |s, g\rangle = |s\rangle \otimes |g\rangle \).

\(^2\)We are considering the canonical basis \( |+1\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, |-1\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, |1\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, |2\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix} \) which are eigenvectors of \( \sigma^+ \).
The plaquette operator $B_p$ is defined in a similar way, it is also made up of two others plaquette operators $B_p = B^1_p + B^2_p$, which are defined as follows

$$B^r_p = \bigotimes_{l \in \partial p} \Sigma^r_l P^r_l \quad \text{with } r \in I ,$$

(6)

where $\Sigma^r = \sigma_0^r = \otimes \sigma^2$. Again, in the case where all the local states living around the plaquette have quantum number $s = 1$ (or $s = 2$) the plaquette operator $B^1_p$ (or $B^2_p$) gives the same state back with the eigenvalue equal to the holonomy around the plaquette $p$. And if there is a mix of two different values of $s$, the plaquette operator projects the state to the zero vector. The plaquette operator obey the following relations for all plaquettes $p$ and $p'$

$$B^r_p B^s_{p'} = \delta(r, s) \bigotimes_{l \in \partial p} P^1_l ,$$

(7a)

$$\langle B_p \rangle^2 = \bigotimes_{l \in \partial p} P^1_l + \bigotimes_{l \in \partial p} P^2_l ,$$

(7b)

$$[B_p, B_{p'}] = 0 .$$

(7c)

Besides, the vertex and plaquette operators satisfy the following relations for all vertices and plaquettes

$$[A^v_r, B^s_p] = 0 , \forall r, s$$

(8a)

$$[A^v_v, B^s_p] = 0 .$$

(8b)

In other words the Hamiltonian is a made up of a sum of commuting operators, which make it exactly solvable.

3 The ground state

Since the Hamiltonian is a sum of commuting operators it can be easily diagonalized and just as in the toric code case, this model has degenerate ground states. The vertex and plaquette operators obey the properties (5b) and (7b) which means their eigenvalues are either $-1$, $0$ or $+1$. Due to this fact and equation (8b) the vacuum subspace $\mathcal{H}^0$ is defined as

$$\mathcal{H}^0 = \{ |\Psi^0 \rangle \in \mathcal{H} : B_p |\Psi^0 \rangle = A_v |\Psi^0 \rangle = |\Psi^0 \rangle , \forall p, v \} .$$

Consider only states with $s = 1$ on all the links, which we will represented by $|1; g_1, g_2, \cdots, g_n \rangle$. Once restricted to this subspace of $\mathcal{H}$, the Hamiltonian (3) is exactly like the toric code Hamiltonian, and one ground state is the following

$$|\Psi^1 \rangle = \prod_v (1 + A_v) |1; 1, +1, +1, \cdots, +1 \rangle .$$

Using the relations (5a) and (8b) it is not difficult to see that the above state satisfies $B_p |\Psi^1 \rangle = A_v |\Psi^1 \rangle = |\Psi^1 \rangle , \forall p, v$. There are three more ground states one can obtain from $|\Psi^1 \rangle$ by flipping $g \rightarrow -g$ along a non contractible loop of the torus, in other words, by applying the operator

$$X_\gamma = \bigotimes_{l \in \gamma} \Sigma^r_l ,$$

where $\gamma$ is a non contractible loop on the dual lattice of a torus. Since there are only two non contractible loops on the torus (up to homotopic deformations) the four ground states one can obtain are the ones represented in figure 2(a). Likewise, if we do the same analysis for the subspace of $\mathcal{H}$ made up of only linear combinations of vectors of the kind $|2; g_1, g_2, \cdots, g_n \rangle$, with $s = 2$ on all the links, we will find out four more states which are also ground states of the Hamiltonian. These states are represented in figure 2(c). An important thing is that the states with $s = 1$ cannot be mapped into the ones with $s = 2$ by gauge transformations (vertex operator action), thus making the ground state degeneracy for this model twice the toric code ground state degeneracy. This can also been seen due to the phenomena of spontaneous symmetry breaking of the global $\mathbb{Z}_2$ symmetry. A basis for the subspace $\mathcal{H}^0$ is the following: $\{ |\Psi^1 \rangle, |\Psi^1_0 \rangle, |\Psi^1_{1y} \rangle, |\Psi^1_{2y} \rangle, |\Psi^2 \rangle, |\Psi^2_0 \rangle, |\Psi^2_{1y} \rangle, |\Psi^2_{2y} \rangle \}$. 
The excitations of these model are similar to the toric code but with important differences according to the values of $s$. The elementary excitations are charges and fluxes but they now come in two kinds according to the $s$ label they carry. The operators which creates excitations are string operators which act on either a path $\gamma$ on the direct lattice or a path $\gamma^*$ on the dual lattice. In the following let us study each of these operators separately.

4.1 Charge and fluxes: toric code-like anyons

Consider the string operator

$$Z_\gamma = \bigotimes_{l \in \gamma} \Sigma^z_l.$$ 

The $Z_\gamma$ operator trivially commutes with the plaquette operator and since $\Sigma^x \Sigma^z = -\Sigma^z \Sigma^x$, the state $Z_\gamma |\Psi^s\rangle$, with $|\Psi^s\rangle$ a ground state of the Hamiltonian (3), is an excited state which has two charge excitations on the vertices $v_1$ and $v_2$, as shown in figure 3(a). Let us call these charge excitations $e_s$, note they can be of two different kinds, namely $e_1$ and $e_2$, depending on the $s$ value of the ground state it was created from. The operator

$$X_{\gamma^*} = \bigotimes_{l \in \gamma^*} \Sigma^y_l,$$

is the string operator which creates fluxes. It trivially commutes with the vertex operators creating flux excitations on plaquettes $p_1$ and $p_2$ at the end points of $\gamma^*$, as shown in figure 3(b). Again, the flux excitations can be of two different kinds, namely $m_1$ and $m_2$ distinguished by the $s$ value.

All these excitations are toric code-like anyons, apart from the fact that the charges and fluxes are now of two different kinds. Since each kind of flux (charge) are created from different ground states, they can not be fused, in other words an anyon $x_s$ (with $s \in I$ and $x = e, m$) can only be fused with another anyon $y_{s'}$ if $s = s'$, etc.
which means there are two distinct set of anyons whose generators are \( \{e_1, m_1\} \) and \( \{e_2, m_2\} \). The fusion rules of such anyons are the following

\[
\begin{align*}
e_s \times m_s &= e_s, \\
e_s \times e_s &= m_s, \\
m_s \times e_s &= e_s, \\
e_s \times e_s &= m_s \times m_s = e_s \times e_s = 1_s.
\end{align*}
\]

where \( e_s \) is called a dyon and \( 1_s \) stands for the vacuum with label \( s \).

### 4.2 Domain walls

As we have seen before the plaquette and vertex operators have zero as an eigenvalue apart from the usual \( \pm 1 \). A state which gives eigenvalue zero for a plaquette (vertex) operator is said to have a zero flux (charge) excitation localized on such a plaquette (vertex). This kind of state can be obtained by flipping the quantum number \( s \) of a single link \( l \) belonging to \( \partial p \) (or \( \text{star}(v) \)). An operator that does this is given by \( F_l = \sigma^x_l = \sigma^x \otimes \). At this point a graphical notation would be useful for understanding these excitations. For a given local state \( |s, g\rangle \) we associate a diamond as shown in figure 4. These diamonds represent the \( s \) quantum number. If \( s = 1 \) we color it white as shown in figure 4(b) or if \( s = 2 \) we color it green as shown in figure 4(c). The operator \( F_l \) can be thought as the operator which flips the diamond color. The properties of such an operator are the following

\[
\begin{align*}
F_l P_r^c &= P_r^c F_l \quad \text{for } r \in I, \\
[F_l, \Sigma^z] &= [F_l, \Sigma^z] = 0,
\end{align*}
\]

where \( \bar{r} = -r + 3 \).

Let us now see how to create the zero fluxes excitations. We act on the ground state, \( |\Psi^1\rangle \) written in the previous section. As we already saw \( B_p |\Psi^1\rangle = A_v |\Psi^1\rangle = |\Psi^1\rangle \) for all vertices and plaquettes. The state \( F_l |\Psi^1\rangle \) has now a zero flux excitation localized on each plaquette which share the link \( l \), moreover it has also zero charge excitations localized on the vertices which are on the end points of link \( l \). The reason for that is that the zero eigenvalues for the plaquette operators comes from the case where there are at least two diamonds of different colors sharing the same plaquette, but since the ground state \( |\Psi^1\rangle \) has \( s = 1 \) for all the links the plaquette operators won’t give zero as eigenvalue. However when the operator \( F_l \) is applied on the link \( l \), it creates a single link of different diamond color which leads to these zero fluxes excitations on all the plaquettes that share the link \( l \). Likewise, the vertex operators on the end points of the link \( l \) will also be excited as \( F_l \) flips \( A_v^l \) to an operator of the type shown in figure 1(b). This operator measures the zero charge excitations. Thus the state ends up with two zero flux excitations and two zero charges excitations. Thus we have

\[
\begin{align*}
B_{p_1} (F_l |\Psi^1\rangle) &= B_{p_2} (F_l |\Psi^1\rangle) = 0, \\
A_{v_1} (F_l |\Psi^1\rangle) &= A_{v_2} (F_l |\Psi^1\rangle) = 0, \\
B_p (F_l |\Psi^1\rangle) &= A_v (F_l |\Psi^1\rangle) = F_l |\Psi^1\rangle \quad \text{for } p \neq p_1, p_2, \quad v \neq v_1, v_2.
\end{align*}
\]

The picture in figure 5(a) illustrates this fact, showing the mismatch of diamond colors. We call the zero flux excitation \( m_0 \) while the zero charge excitations are called \( e_0 \).
If the flip operator $F_l$ is applied on the ground state $|\psi^1\rangle$ along a path\(^3\) $\gamma$, that is

$$F_\gamma = \bigotimes_{l \in \gamma} F_l,$$

it will create a couple of zero flux and zero charges all along its path and not just in the end points like in the toric code. We say that these excitations are not deconfined like the ones in the toric code. This is shown in figure 5(b).

We can also apply the operator $F_l$ in all the links which are inside an area $A$ (including its boundary $\partial A$). This is done through applying the following operator

$$F_A = \bigotimes_{l \in A} F_l.$$

In figure 5(c) one can see the effect of applying such an operator on the ground state. Note that there is no diamond color mismatch inside the area. The zero flux and zero charge excitations will appear only on its boundary as it can be seen in figure 5(c). The energy cost to create such a state is proportional to length of the path $\partial A$. This state is a domain wall which separates the two different toric code sectors labeled by $s$. In the case of figure 5(c), the state with $s = 1$ outside the area and $s = 2$ inside it. These domain walls are very important, for example they allow toric code-like excitations to tunnel between two different values of $s$ apart from other effects. These will be illustrated in what follows.

5 Domain wall effects

As we have just seen, the operator $F_A$ creates a domain wall $\partial A$ which separates the two toric code sectors with different values of $s$ when it is applied on the ground state (take the ground state $|\Psi^1\rangle$ for example). The state with a domain wall is no longer a ground state since it has zero flux and charge excitations. However it is still an eigenstate of the Hamiltonian (3) with some eigenvalue $E_A$, which is proportional to the length of the path $\partial A$. Now, toric code-like anyons can be created from this state which can be thought of as creating toric code-like excitations in the background of these domain walls. Consider the state $|A\rangle = F_A|\Psi^1\rangle$ drawn in figure 6(a). A pair of anyons can be created at the end points of a path $\gamma$ by the application of a string operator along this path. Let us consider two distinct cases: the case where $\gamma \cap \partial A = \emptyset$ and $\gamma \cap \partial A \neq \emptyset$. In the first case the path $\gamma$ must be either entirely inside or outside the area $A$, which means it will create a pair of charges either inside or outside the area $A$, but as we already know the quantum number $s$ is different in these two regions. Thus the anyonic excitations created outside will be of the kind $x_1$ while the ones created inside will be of the kind $x_2$ (with $x = e, m, \epsilon$). The figures 6(b) and 6(c) illustrate this fact. However interesting phenomena show up when the path crosses the boundary $\partial A$. We will discuss these next.

\(^3\)This path can be a path either on the direct or the dual lattice.
(a) Creation of state with a domain wall out of the ground state $|\Psi^1\rangle$.

(b) Creation of pair of toric code-like anyons $x_1$ with $s = 1$.

(c) Creation of toric code-like anyons $x_2$ with $s = 2$.

Figure 6: Creation of toric code-like charge excitations of two different kinds in the background of domain walls.

**Fusing anyons into the domain wall**

If there exist a pair of anyons outside of the area $A$, these two anyons can be freely moved and separated from each other without any energy cost. However if one of the anyons fuses with the zero excitations on the boundary, $\partial A$, it forms a zero excitation on the domain wall. It forms a configuration with one unit of energy less. Note that this is not condensation as in the usual case of physical boundaries where the deconfined excitations of the bulk go to the ground state of the boundary Hamiltonian. In the present case we create an isolated flux along with the domain wall.

As an example consider the flux excitations shown in figure 7(a). When one of these fluxes is moved to the domain wall and fused with the zero flux excitation as shown in figure 7(b) it will become a zero flux excitation as well. Thus we get the following fusion rule between the flux $m_s \ (s \in I)$ and a zero flux $m_0$ as

$$m_0 \times m_s = m_0 \ , \ s \in I \ .$$

(12)

A similar thing happens with the deconfined charge excitations, which can be summarized by the following fusion rule

$$e_0 \times e_s = e_0 \ , \ s \in I \ .$$

(13)

In the language of states in the theory, we begin with a broken ground state, $|\Psi^1\rangle$ and apply the operator $F_A$ resulting in the state $F_A|\Psi^1\rangle$. This state has an energy $E_A$ proportional to the perimeter of the area $A$. The square lattice is now divided into the toric code with $s = 1$ outside the region $A$ and the toric code with $s = 2$ inside the region $A$. The boundary is the energetic domain wall separating the two sectors. Now apply a string operator creating fluxes denoted by $X_{\gamma^*} = \bigotimes_{l \in \gamma^*} \Sigma_l^* \partial_{\gamma^*}$ as before. This operator creates a pair of fluxes at the endpoints of $\gamma^*$ in either sector. Let us create it in sector 1 and make the dual string, $\gamma^*$ end at the domain wall. This is the condition for fusing one of the fluxes, $m_1$ into the domain wall. We now have a domain wall excitation $m_0$ as denoted by the fusion rules.

Figure 7: The domain wall can either absorb or scatter the toric code anyonic excitation.
Synthetic sink

After fusing one of the fluxes from the region with $s = 1$ into the domain wall we are left with an isolated flux connected to the domain wall by a string. If we now create a new pair of fluxes in the region with $s = 1$, it is easy to see that we can move one of these fluxes and fuse it to the vacuum of $s = 1$ to end up in a state similar to the one we started with the difference being in the location of the isolated flux connected to the domain wall by a longer string. This is similar to the presence of a sink for the fluxes. Thus we have synthetically simulated the effect of a sink for the fluxes by creating isolated fluxes connected to the domain walls. It is clear that such effective sinks can be created in any part of the region with $s = 1$ by applying the appropriate operators on the domain wall states.

In a similar fashion we can create sinks for charges using charge excitations instead of flux excitations.

The domain wall as an annihilator

We now show how to create a domain wall state whose effect on the deconfined anyons is to annihilate them. We start with a ground state, $|\psi^1\rangle$. We now create a domain wall state by acting with the following operator on a region $A$:

$$D_A = \bigotimes_{j \in A \cup \partial A} \mathcal{G}_j = \bigotimes_{j \in A \cup \partial A} \frac{1}{2} (\sigma^x \otimes I - \sigma^z \sigma^x \otimes I)_j.$$

Now create a pair of fluxes in the region outside $A$ where $s = 1$ using the following string operator:

$$M_{\gamma^*} = \bigotimes_{i \in \gamma^*} \frac{1}{2} (I \otimes \sigma^x + \sigma^z \otimes \sigma^x)_i.$$

The domain wall created by $D_A$ can be seen to act as an annihilator when the string $\gamma^*$ crosses $\partial A$ as can be seen from the identity

$$(I \otimes \sigma^x + \sigma^z \otimes \sigma^x) \times (\sigma^x \otimes I - \sigma^z \sigma^x \otimes I) = 0.$$

This implies that there is a domain wall that can also annihilate the fluxes in region 1.

In the language of states this can be written as

$$M_{\gamma^*}D_A|\psi^1\rangle = 0,$$

when the dual string crosses the domain wall.

---

4The theory we are working with is a gauge theory and in general the lattice is oriented. Since we are working with the elements of $\mathbb{Z}_2$ whose inverses are itself we need not worry about orientation. In light of this it should be noted that this operator is a valid operator in this gauge theory. Also note that this operator cannot act on the state $|\psi^2\rangle$ as it will kill that state. This is the difference between this operator and the one used previously, namely $F_A$. 

9
The domain wall as a scatterer

We now show that domain wall created by the operator $D_A$ defined above acts as a scatterer for the fluxes created in the region with $s = 2$ states by changing them to the fluxes in the region with $s = 1$. For this we create two fluxes with a string operator in the region with $s = 2$. To do this we use the following operator defined along a dual string

$$M_{\gamma^*} = \bigotimes_{i \in \gamma^*} \frac{1}{2} (I \otimes \sigma^x - \sigma^z \otimes \sigma^x)_i.$$  

Using the identity

$$(I \otimes \sigma^x - \sigma^z \otimes \sigma^x) \times (\sigma^x \otimes I - \sigma^z \sigma^x \otimes I) = (\sigma^x \otimes I - \sigma^z \sigma^x \otimes I) \times (I \otimes \sigma^x + \sigma^z \otimes \sigma^x)$$

we see that when the string in the region $s = 2$ crosses $\partial A$ it gets flipped to a flux in the $s = 1$ region. After it crosses the domain wall we make it a string which creates $M_1$, that is $M_{\gamma^*}$.

The resulting state is the one shown in figure 7(c).

A domain wall which permutes anyon types in the two phases

Create a domain region by applying the following operator

$$E_A = \bigotimes_{i \in A \cup \partial A} [\sigma^x \otimes \sigma^x + \sigma^z \otimes \sigma^z]_i.$$  

Compared to the earlier cases acting $E_A$ on $|\psi^1\rangle$ results in a different state. In some sense we can think that this dualizes the lattice in region $A$. So the $A_v$ operators in region $A$ now become $B_v$ operators. We show the explicit action on $|\psi^1\rangle$,

$$E_A|\psi^1\rangle = \prod_{v \notin A} (1 + A_v) \prod_{v \in A} (1 + B_v) \prod_{v \in \partial A} (1 + A_v^I) |1; +1, +1, \cdots, +1\rangle_{I \notin A} |\chi, \cdots, \chi\rangle_{I \in A, \partial A},$$

with $\chi = |(+1) + (-1)\rangle$.

If we now create a pair of fluxes with a string operator in a region with $s = 1$ that also crosses into the region with states in $s = 2$, created by the operator $E_A$, we see that this string gets flipped into a string creating fluxes in the $s = 2$ region. That is the operator which excites fluxes in sector 1 will excite charges in sector 2 after crossing the domain wall.

Thus we can create domain walls and domain regions which also switch between anyon types of the two topologically ordered phases.

6 Generalization to other groups

The local degrees of freedom of the model we have just presented are the elements of $H_l = \mathbb{Z}_2 \otimes \mathbb{Z}_2$. This space can also be written as a direct sum $H_l = \mathbb{Z}_2 \oplus \mathbb{Z}_2$, which means this model can be thought of as a direct sum of two toric codes and, in this case, the two phases ($s = 1$ and $s = 2$) do not represent two different topological phases since they have the same set of anyons satisfying the same fusion rules and braiding statistics. We can generalize the model for the direct sum of two QDMs of two groups $G_1$ and $G_2$, by defining the local Hilbert space as $H_l = G_1 \oplus G_2$, whose basis is $\{|s, g\} : s \in I, \text{ and } g \in G_s\}$. The Hamiltonian is the same as (3), with the plaquettes and vertex operator as $B_p = B_p^1 + B_p^2$ and $A_v = A_v^1 + A_v^2$. But now the operators $B_p^I_v$ and $A_v^I$ acts as the plaquette and vertex operator of the QDM of the group $G_v$ if all the local state in $\partial p$ and in $\text{star}(v)$ has $s = 1$, otherwise they project the state to the zero vector. Just as in the $\mathbb{Z}_2 \oplus \mathbb{Z}_2$ case, there are two kinds of ground states which we represented by

$$|\Psi^s\rangle = \prod_v (1 + A_v) |s; e_s, e_s, \cdots, e_s\rangle,$$
where\( e_s \in G_s \) is the identity of the group \( G_s \). Of course there are more states that can be obtained by each of the states above and it is not hard to convince ourselves that this model has one ground state for each ground state of QDM of \( G_1 \) and another one for each ground state of \( G_2 \), and therefore its ground state degeneracy is given by \( \dim H^0 = \dim H^0_1 + \dim H^0_2 \), where \( \dim H^0_r \) is the ground state degeneracy of the QDM of \( G_r \).

From the ground state \( |\Psi^s\rangle \) one can create all the anyonic excitations of the QDM of \( G_s \) by applying the ribbon operators (see [22] for details), and thus all the anyonic excitations of the these two QDMs can be realized in this model. In the \( H = \mathbb{Z}_2 \oplus \mathbb{Z}_2 \) case we were able to create zero flux and zero charges excitations, corresponding to the states with mismatch of diamond colors in \( \phi_p \) and/or \( \text{star}(v) \), here we can create zero flux and charges as well. We just have to apply the operator \( F_l \) that flips the diamond color on a link in order to create these kind of excitations, or one could apply this operator in all the links which are inside an area \( A \) in order to create a domain wall, as the one shown in figure 5(c). It is a known fact [23] that the anyonic excitations of the QDMs of \( G \) (and so its topological phases) are given by irreducible representations of the quantum double algebra \( D(G) \). So if one create a domain wall as the shown in figure 5(c) the excitations which are in the phase \( s \) are given by the irreducible representations of \( D(G_s) \), but they all can be condensed into the domain wall with the same fusion rules shown in equations (12) and (13). Finally, the two topological phases, corresponding to topological phase of QDM(\( G_1 \)) and QDM(\( G_2 \)) can be simultaneously realized in the same lattice as long as there is a domain wall separating these two phases, and since the groups \( G_1 \) and \( G_2 \) do not need to be the same, the two coexisting phases can be different topological phases. As in the earlier case we can annihilate anyons at the domain wall and also switch between anyon types by creating appropriate domain walls.

7 Remarks

The model we have presented can realize the topological phases of two different QDM of the Kitaev type. Moreover, this model can realize these two topological phases either separately or coexisting as long as there is a domain wall formed of zero fluxes and zero charges separating them. These domain walls are not like the usual ones, as for example the ones where the two dimensional surface where the system lives has a physical boundary [17]. They are part of the spectrum of the theory and thus can be created, extended and even destroyed (with an energy cost proportional to the path length), although the excitations living on the domain wall cannot be moved freely and cannot be fused with another excitation living also in the domain wall. Nevertheless they can be fused with the anyons excitations, as shown in equations (12) and (13). In other words, the anyon excitations can get condensed when they are moved into the domain wall as show in figure 7(b). Therefore, the domain wall is what allows the two different phases to coexist.

This model can be thought of as a direct sum of two QDMs, it means the degrees of freedom are either elements of the group \( G_1 \) or \( G_2 \), and they are controlled by the addition of an extra quantum number \( s \in I \). This construction may seem artificial at first glance, but there is a strong algebraic structure behind it, namely groupoid algebras. Just as the group algebra \( G \) of a given group \( G \) is the main algebraic structure behind the QDM of the Kitaev type, the main structure behind this model is the groupoid algebra \( \mathcal{G} \), which is very similar to the group algebra apart from the fact that \( \mathcal{G} \) is a groupoid instead of a group. Nevertheless the groupoids we are considering are of a special kind, it is formed by two disconnected groups as follows: let \( \mathcal{G} = G_1 \sqcup G_2 \). The product of two elements \( a, b \in \mathcal{G} \) is defined if, and only if, \( a, b \in G_s \), and in this case the product is the usual group product \( ab \in G_s \). The groupoid algebra \( \mathcal{G} \), whose basis is \( \{ \phi_g : g \in \mathcal{G} \} \) is defined as

\[
\phi_a \phi_b = \begin{cases} 
\phi_{ab} , & \exists ab \in \mathcal{G} , \\
0 , & \text{otherwise}.
\end{cases}
\]

The local Hilbert space \( \mathcal{H}_l = G_1 \oplus G_2 \) can be defined as \( \mathcal{H}_l = \mathcal{G} \). Unlike the group algebra, the groupoid algebra is not a Hopf algebra, it is an example of a weak Hopf algebra [24].

Note that the groupoid algebras we have considered are not similar to the direct product of two groups. The zeros in the groupoid algebra is the main difference between the two cases as it does not exist in the definition of the direct product of two groups. Thus if we construct a Kitaev type QDM based on the direct product of two groups we will not see the domain walls that we saw in the QDM based on the groupoid algebra. In [32] we have showed how to construct the quantum double of a given input using the construction of Kuperberg’s invariant [26]. We can think of the model in this paper as choosing that input to be that of a groupoid algebra.
A more general construction can be done if one consider $G$ as being any groupoid. We will report features of these models in an accompanying paper. Some of these features include generating domain walls between a topologically ordered phase containing deconfined excitations and a phase where these excitations are confined with string tension terms. Models with string tension have been considered earlier in [22, 27]. Quantum double models based on a particular type of quantum groupoids have been considered earlier in [28].

Defects in topologically ordered phases have gained wide attention [29, 30]. These papers describe the possible topological order that emerges when one considers defects (or an external symmetry $G$) in the system by studying in detail the theory of $G$ crossed braided extensions of the parent fusion category. However there is still a dearth of exactly solvable models that describe these topologically ordered phases with defects. Some early works include the example provided by Bombin [31, 32] and simple generalizations of the same [33, 34]. The theory of defects were studied further in [35]. Tunneling between topologically ordered phases were also studied in [36, 37]. It will be interesting to see if the models constructed here describe similar phases to the ones studied earlier.
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