A computational model for optimum process parameters based on factory data and overall liquor rating of black tea
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Abstract
This paper presents a model to find the optimum process conditions for tea manufacturing as well as to predict the black tea quality by implementing a network based tea process parameters monitoring and data logging system. Here, the developed instrument is first calibrated and then implemented to collect the process parameters of tea fermentation and drying. The corresponding tea quality also termed as overall liquor rating (OLR) is collected from tea tasters. Principal component analysis (PCA) is carried out to visualize the pattern of the process parameters. The first two principal components stored 93% useful information whereas more than 6% useful information is stored in the 3rd principal component. It is found from the PCA that maximum samples are clustered in well-defined manner. To study the correlation of the process parameters with OLR, a computational model based on Artificial Neural Network (ANN) has been developed. Non cross validation (NCV) ANN and tenfold cross validation (TFCV) ANN models have been trained and tested. Process conditions and corresponding OLR are taken as input and target for the model. 74% classification rate with root mean square error (RMSE) of 0.13 is obtained from the study. The optimum process conditions are found out from the model.
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1. Introduction

Tea quality evaluation is a complex task due to its dependency on the enumerable parameters, broadly classified as chemical and physical. The important physical factors are ambient temperature and relative humidity (RH) during fermentation, aeration in fermentation, tea dryer temperature etc. The plucked leaves passed through several processing stages like withering, Crush-Tear-Curl (CTC), fermentation, drying, sorting and grading etc. Biochemical reactions that start right after plucking the leaves from the bush and the physical condition of the processes are responsible for the quality improvement. The black tea processing flow is shown in Figure 1.

All these processes and their process conditions are responsible for quality of tea. However, fermentation and drying conditions play the most important role.

In the fermentation process tea colour and flavour are changed from green to coppery brown and grassy to floral smell respectively [1]. It is an oxidation process and it starts with exposing the leaves to air after CTC. The key parameters that affect the fermentation process are ambient temperature and RH. The optimum process parameters are the matter of interest for fermentation process which is vital in producing superior quality tea. Over and under fermentation can result in declined quality. Another important parameter in fermentation is the fermentation time. Pioneering works were done by Bhattacharya et al in [2, 3]. Bhattacharya et al. [2] used an electronic nose based technique to monitor the fermentation process of black tea and correlated these data with the results of colorimetric tests and human expert evaluation. It is reported in [3] that the optimum fermentation time estimated by electronic nose based technique.

In the process of drying, enzyme reactions in the earlier stages are terminated, free moisture is
removed and new compounds are produced by the application of heat. Optimal use of heat can give the best result in the output quality. In [4], it is studied that exposure of heat should be minimum 80 °C to get good quality tea and maximum 120 °C can be tolerated for 1 minute. This study is carried out for fluidised bed dryer. However, temperature above 110 °C may be considered as the reason of the declined quality, they concluded. Therefore, monitoring of the inlet air temperature of the dryer is utmost important for maintaining tea quality [5].

Conventionally, tea tasters evaluate the tea quality of (a) dry leaf (b) infused leaf and (c) Cup characteristics based on tea liquor. Several factors such as size, appearance, colour, style, fibre content of the dry leaves are investigated to determine dry leaf quality. The tea leaf residue also known as infused tea. It is visually investigated where colour and brightness are taken into account. The assessment of tea liquor is done by visual means and also by the taste. This is one of the most important characteristics where the same cup is tasted twice, without milk and with milk. The following parameters are taken into account for the assessment of tea liquor
1. Briskness (astringency),
2. Strength,
3. Body (thickness of the liquor),
4. Brightness of the liquor,
5. Colour with milk,
6. Flavor with milk.

The final tea quality also known as overall liquor rating (OLR) is expressed as a numeric value on a scale in the range of 0 to 10. OLR summarises all the liquor quality parameters into a single numeric expression. The tea tasters’ marks after assessing the tea quality are depicted in the Table 1.

This particular work is intended to make a model for finding optimum tea process conditions which leads to produce quality tea. Here, a computational model based on ANN to correlate the tea process parameters of fermentation and drying process with the OLR of tea is developed.

The main objectives are as follows-
1. Collection of tea process parameters from the tea factory by implementing the developed network based instrumentation system and manual collection of corresponding OLR
2. Investigation on the pattern of the process parameters
3. Develop an ANN model to establish a relation between tea process parameters and OLR
4. Validate the ANN model with different techniques
5. Prediction of tea quality from the recorded data
6. Finding optimum process condition

This paper is organized in the following manner: Section 1 present introduction and section 2 describes the related literature review. Section 3 deals with the methods and materials. Section 4 describes the results and data analysis. Discussions are presented in section 5 and Conclusion and future scope is discussed in section 6.
2. Literature review

Kumar et al. [6] implemented various analytical techniques to evaluate tea quality and compared with sensory methods. Samanta et al. [7] described the importance of fermentation time and temperature on biochemical changes of tea and finally on tea quality. Several developments were done by Sarma et al. to monitor RH and temperature of the fermentation room [8, 9, 10] and dryer temperature [11].

Quantification of tea quality was done by several means and ANN is one of those techniques. Bhattacharyya et al. [3] implemented electronic nose based technique to determine optimum fermentation time. For this, they correlated the electronic nose data with the colorimetric as well as tea tasters’ data. In another study by Xie et al. [12], it was investigated the feasibility of using hyperspectral imaging technique for non-destructive measurement of colour components of tea leaves and classify these during different drying periods. The result showed this technique is useful as an objective and non-destructive method to determine colour features and classify tea leaves at different drying periods. They used different statistical and soft computing methods for the stated purpose. One study [13] shows determination of black tea fanning grade using near-infrared spectroscopy where 69 different fanning grades were collected from 10 different tea estates among which 50 samples were used as training samples and 19 samples were used for validation purpose. Partial least square (PLS) regression model was implemented for the purpose and the results showed that the near-infrared and PLS technique successfully built a regression model based on the training set samples and properly predicted the scores obtained by the organoleptic determinations of the three quality parameters including appearance, liquor, and infusion using samples from the validation set. Another study [14] deals with the development of an efficient technique for prediction of tea quality where electronic tongue signal processing using the sparse decomposition method was used. Sparse model coefficients were considered as characteristic attributes of the ET signals obtained for characterization of tea samples. Further experiments were carried out using three different types of pulse voltammetry which established the effectiveness of the stated method. Three different classifiers, viz. one versus one support vector machine, Vector valued regularised kernel function approximation and ANN, were employed on the sparse coefficients for the testing purpose. High classification accuracy of all the classifiers on three types of voltammetric measurement data validated the usefulness of the technique. The following are few works related to tea quality assessment:

a. Enhancement of prediction accuracies of tea quality by developing a framework for a multilevel fusion strategy using E-nose has been proposed and experimented [15].

b. The synergism among different types of aroma compounds was studied and evaluated using sensory analysis and E-nose for oolong tea infusion [16].

c. A hand held E-nose using metal oxide semiconductor gas sensor was developed to estimate the flavor of black tea [17].
d. A fusion approach combining E-nose, E-tongue and E-eye with chemometric methods were applied for identification and prediction of tea quality qualitatively and quantitatively [18].

e. An in situ E-nose chemometric methods have been implemented for quantifying quality of black tea samples and found it a practical tool for classification [19].

f. Different clones of tea have been collected from different area of Nepal and studied their chemical activities such as phytochemical and antioxidant as well as sensory quality [20].

From all of the works cited above, it is seen that most of the works dealt with the final tea product. Researchers used e-nose and e-tongue in the final product and predicted the tea quality. But they are unable give any strategy for improving quality of tea.

Further, no works have been seen till now for quality improvement at its manufacturing stages. Few works were reported on development of monitoring system for process conditions of tea manufacturing.

3. Methods and materials

Detailed methodology of the experiment is depicted in Figure 2. First phase deals with the collection and pre-processing of the data to achieve the stated objective. Input data is then investigated for visualising its pattern using PCA. After that the NCV-ANN and TFCV-ANN models have been trained with the collected data. Finding optimum condition and tea quality classification can be done by using these models.

![Figure 2 Block diagram representation of the detailed methodology](image)

3.1 Development of the instrumentation for the tea factory

An RS 485 network based instrument to record different tea process parameters was developed by the author and reported in [21]. Basic block diagram of the instrument is shown in Figure 3. Four sensor nodes were developed for the factory, out of which three were used for the fermentation room and one based on thermocouple sensor was used for dryer temperature monitoring. Fermentation room monitoring nodes were able to record the RH and temperature.

The data from the sensor nodes were taken as input for the study. The descriptions of the data taken as input parameters are depicted in Table 2.
Table 2 Description of the input parameters

| Input parameters | Description                                                                 | Symbol |
|------------------|-----------------------------------------------------------------------------|--------|
| 1                | Temperature of the fermentation room provided by Sensor node 1              | T1     |
| 2                | RH of the fermentation room provided by Sensor node 1                       | RH1    |
| 3                | Temperature of the fermentation room provided by Sensor node 2              | T2     |
| 4                | RH of the fermentation room provided by Sensor node 2                       | RH2    |
| 5                | Temperature of the fermentation room provided by Sensor node 3              | T3     |
| 6                | RH of the fermentation room provided by Sensor node 3                       | RH3    |
| 7                | Temperature of the dryer inlet provided by Sensor node 4                   | DT     |

3.2 Experimentation and data collection
Experiments were carried out in a tea factory near Mangaldoi, Assam, India where the developed instrument was installed and operated. The system was tested for 3 months in the departmental laboratory before installation. The collected data were analysed for the period of 26th June 2014 to 5th January, 2015 and 18th March to 12th December, 2015. The trend of the collected data is shown in Figures 4, 5, 6, 7, 8. Figure 5 and Figure 6 depict the average daily fermentation temperature, fermentation RH and inlet temperature of dryer for the month of July, 2014. Figure 7 and Figure 8 represent the variation of fermentation room temperature and RH and inlet temperature of dryer for a single day i.e. 10 August/2014. Tea process parameters were collected from the installed instrumentation in the factory on a regular basis. The OLR of the tea sample is collected daily basis from tea tasting centre at Guwahati (Assam, India). They provide the OLR in terms of the scale of 0-10 as discussed earlier.
Figure 5 Variation of daily average temperature of tea fermentation room for July/2014

Figure 6 Variation of daily average dryer inlet temperature of tea factory for July/2014

Figure 7 Variation of fermentation room parameters, Date: 10.08.2014
4. Results and data analysis
Results and data analysis are discussed in the following sections.

4.1 Principal component analysis (PCA)
Visualisation of data pattern and projection of the data can be done by a dimensionality reduction technique known as principal component analysis (PCA). Principal component scores are used to reduce the dimension of dataset of high dimension. In this method, the overlapped information are discarded and useful information are extracted [2, 22, 23]. In this experiment 100 representative samples from 10 different tea qualities (10 samples from each OLR) were taken. First two principal components stored more than 93% information while the first three principal components stored more than 99% useful information. Figure 9 depicts the plot to visualise the dimension spaces of first two principal components scores and Figure 10 depicts the same for the first three principal components scores. It is observed that samples with OLR 5.3, 3.6, 2.7, 2, 1.7, and 0.3 are separated distinctly and the other four samples are overlapped. As the maximum samples are clustered in well-defined manner, so there is a possibility of correlation between the process parameters and OLR [24].
4.2 Development of ANN model

The ANN model was developed using back-propagation multi-layer perceptron (BP-MLP) for this purpose. It is a three-layer model comprising of a) input layer, b) hidden layer and c) output layer. The nodes of each layer are interconnected and their size may be varied. Hidden layer size may also vary. Nodes are associated with weights and form a network to process the inputs and obtained outputs are compared with the desired output. Weights are updated in accordance with the obtained output error. For this the gradient descent rule is followed. Thus the weights are always updated and network is trained by repeating the above process for the same dataset. [24–26].

Multiplication of each input by the weight matrix produces the output which is further multiplied by a transfer function in the hidden layer. Here, a sigmoid transfer function as shown below is used:

\[ F(s) = \frac{1}{1 + \exp(-s)} \]  

(1)

Accordingly, the network weights are updated and biased in the direction of the negative gradient in BP-MLP. Weights are updated as

\[ w_{ik}^t = w_{ik}^{t-1} - \eta \frac{\partial E_k}{\partial w_{ik}} \]  

(2)

Where, \( w_{ik}^t \) is the new updated weight at \( t^{th} \) iteration, \( w_{ik}^{t-1} \) is the weight at \((t-1)^{th}\) iteration, \( E_k \) is the error at output node [25, 27]. Details of this approach is depicted in Figure 11.

![Flowchart of the BPMLP neural network algorithm](image)
NCV-ANN and TFCV-ANN models were developed and tested. In NCV-ANN, training and validation sets are fixed i.e. only one set of data is used for training the model and only one set of data is used for validation purpose. However, in case of TFCV-ANN, each data point appears once in the validation set and nine times in the training set [28]. In this method, the total dataset is subdivided into ten subsets. The algorithm for choosing the data points are developed in such a way that 90% data points are used for training purpose and 10% is assigned for the validation of the model. One data point appears once in the validation set and nine times in the training set. The correlation coefficients are then averaged over these folds to get the performance of the model [29]. The detailed method is shown in Figure 12.

In case of NCV-ANN model the performance is estimated from a single fixed training and validation set. However, there will be a lot of variation in the performance estimate for different samples of data, or for different partitions of the data. Therefore, TFCV-ANN model is advantageous over NCV-ANN model which reduces this variation by averaging over ten different partitions, so the performance estimate is less sensitive to the partitioning of data.

![Figure 12 Ten-fold cross validation method [30]](image)

4.3 Training and performance of NCV-ANN model
Here, a four layer BP-MLP model with single input layer, double hidden layer and one output layer was constructed. Different training algorithms were taken for the training purpose as depicted in Table 3. It is seen that Levenberg Marquardt training algorithm shows better result than the others, therefore, this training algorithm is chosen for further investigations. The input and the output layers are configured with the process parameters and OLR which were collected from tea factory and the tea tasters respectively. The input layer consists of seven nodes; the two hidden layers consist of ten nodes each and the output layer consists of a single node. Optimum BP-MLP model is shown in Figure 13. Since no standard rule was found to choose the number of hidden layers, number of nodes on the hidden layer and the network topology, so the optimum model was found from the trial and error method [30]. Different hidden layer sizes were tested for this case using the Levenberg Marquardt algorithm. Some of the cases are represented in Table 4.

The process parameters for 143 days (during 26th June, 2014 to 5th January, 2015 and 18th March to 12th December, 2015) were taken for the purpose of developing the ANN model. The corresponding OLR was also taken into account. Total 476490 numbers of data points were collected during the stated period. The collected data set was divided into two groups, the training and validation group. The training and validation data were subdivided using a suitable algorithm where 80% of the total data were assigned for training the network and 20% were assigned for validation purpose. The data were chosen randomly. More than 74% correct correlation was found from this analysis. The result from the optimum model is illustrated in Table 5.
**Figure 13** The optimum MLP architecture

**Table 3** Comparative analysis for different training algorithm

| Training Algorithm | Training % of Correlation | RMSE | Validation % of Correlation | RMSE |
|--------------------|---------------------------|------|-----------------------------|------|
| Traingd            | 53.7                      | 0.16 | 53.7                        | 0.16 |
| Traingda           | 64.2                      | 0.15 | 64.7                        | 0.15 |
| Traingdx           | 67.1                      | 0.14 | 67.1                        | 0.14 |
| Trainlm            | 74.3                      | 0.13 | 74.4                        | 0.13 |

**Table 4** Comparison for the different hidden layer sizes

| No of hidden layer nodes | Training % of Correlation | RMSE | Validation % of Correlation | RMSE |
|--------------------------|---------------------------|------|-----------------------------|------|
| Single layer with 10 nodes | 72.3                      | 0.13 | 72.2                        | 0.13 |
| Single layer with 20 nodes | 72.2                      | 0.13 | 72.2                        | 0.13 |
| Double layer with 10 nodes each | 74.3                      | 0.13 | 74.4                        | 0.13 |
| Double layer with 20 nodes each | 73.6                      | 0.13 | 73.7                        | 0.13 |

**Table 5** Result of the optimum ANN model using the fixed training and validation data

| Architecture | Training/Validation | % of Correlation | RMSE |
|--------------|---------------------|------------------|------|
| A BP-MLP with SIGMOID transfer function | Training | 74.3 | 0.13 |
| Validation | 74.4 | 0.13 |

**4.4 Training and performance of the TFCV-ANN model**

TFCV-ANN model was trained and validated. The TFCV method is more suitable and accurate method to measure the correctness of the model. Approximately 74% correct correlation was observed in this method. The detailed report is presented in Table 6 where percentage of correct correlation and RMSE are depicted. In Figure 14 and Figure 15, the results are illustrated for percentage of correct correlation found from the training data and validation data for each fold with corresponding error bar.

The optimum condition of the process parameters for the stated study of that particular tea factory was found out from the developed ANN model and the trend is presented in Table 7 by averaging the process parameters.
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Table 6 Results of the TFCV-ANN model

| Architecture | Cross validation folds | Percentage of correctly classified data patterns (Training) | RMSE | Percentage of correctly classified data patterns (Validation) | RMSE |
|--------------|------------------------|-----------------------------------------------------------|------|-------------------------------------------------------------|------|
| A BP-MLP with SIGMOID transfer function | 1                      | 73.2                                                      | 0.130 | 76.7                                                          | 0.126 |
|                           | 2                      | 74.8                                                      | 0.129 | 73.6                                                          | 0.128 |
|                           | 3                      | 71.2                                                      | 0.129 | 73.9                                                          | 0.138 |
|                           | 4                      | 71.4                                                      | 0.132 | 79.5                                                          | 0.135 |
|                           | 5                      | 75.9                                                      | 0.128 | 70.3                                                          | 0.128 |
|                           | 6                      | 73.9                                                      | 0.130 | 72.5                                                          | 0.130 |
|                           | 7                      | 74.7                                                      | 0.103 | 74.7                                                          | 0.103 |
|                           | 8                      | 76.3                                                      | 0.130 | 70.4                                                          | 0.129 |
|                           | 9                      | 74.3                                                      | 0.132 | 74.3                                                          | 0.135 |
|                           | 10                     | 73.3                                                      | 0.130 | 73.3                                                          | 0.128 |
| Average                  |                        | 73.9                                                      | 0.127 | 73.9                                                          | 0.128 |

Figure 14 Percentage of correlation vs. number of folds with the error bar for training

Figure 15 Percentage of correlation vs. number of folds with the error bar for validation
### Table 7 Typical trends of optimum conditions

| RH (%) | Temperature (°C) | Dryer Inlet Temperature (°C) |
|--------|------------------|-------------------------------|
| 82     | 32               | 92                            |
| 92     | 28               | 90                            |
| 92     | 30               | 84                            |
| 93     | 30               | 78                            |

### 5. Discussion

The process conditions of tea manufacturing were collected by developed network-based instrumentation from the factory. The corresponding tea quality was provided by human experts in the range of 0 to 10. Principal component analysis was carried out by taking 100 representative samples of each group from 10 different groups of tea to visualize the pattern of the data. More than 93% useful information were stored in first two principal components and more than 99% useful information were stored in first three principal components. Maximum samples were clustered in well-defined manner, so it can be concluded that the correlation between the process parameters and OLR is confirmed.

The correlation between the process parameters and OLR was studied using an ANN based model and the optimum ANN model comprising of input layer with 7 nodes, two hidden layers having 10 nodes each and the output layer with one node was suggested. NCV-ANN model and TFCV-ANN model was implemented and found as below:

- Both models were compared and the results showed resemblance for percentage of correlation and RMSE in both the cases.
- Percentage of correlation and RMSE in this case was found more than 70% and 0.13 respectively which stands for good correlation between the process parameters and OLR.
- TFCV-ANN model was used to find the optimum condition of tea process parameters.
- The optimum values of the process parameters can be useful for controlling the processes to get the best quality tea.

The novelty of this work over the previous work related to tea quality prediction is that this work has been carried out in the factory environment by installing the developed instrumentation system rather than in a controlled environment. Most of the previous works cited here are carried out with the end product and classified the tea quality accordingly. In this attempt it is focused on the possibility of quality improvement of tea by finding the optimum process conditions.

Limitation of the stated work is given below:

a. This work does not include the withering process parameters.

b. More numbers of sensor nodes as well as sensors can be incorporated for gathering more information which will lead to more accurate result.

### 6. Conclusion and future work

It is concluded that a relation between the process parameters and OLR is established by which prediction of tea quality can be done and tea quality can be improved by controlling the stated parameters with its optimum value.

In future, following works can be carried out:

1. Some more process parameters can be incorporated by associating more numbers of sensors and processes into account.
2. Some other robust classifiers like support vector machine (SVM) and radial basis function (RBF) based architectures can be used and comparison of all the models can be made.
3. Fuzzy-Neuro computing and different fusion based approach may also stand for good result.
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