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Autism spectrum disorder, cerebral palsy, brain stem stroke, and neurological injury are examples of conditions that may limit vocal communication. Augmentative and alternative communication (AAC) systems can provide a communication pathway to users who experience such complex communication needs, facilitating their societal participation and supporting some ability to direct their own care. We adapted the cognitive work analysis (CWA) framework to a linguistic domain for insights into an AAC design that best supports users’ communication. First, we applied the work domain analysis (WDA) to a popular commercial AAC system, Proloquo2Go. Data were gathered from guided AAC system use, domain experts, and the syntactic rules of the English language. The WDA exposed unmet needs in the commercial system. We then applied worker competency analysis to consider different approaches to present information and support user actions. The design included graphic forms and process views, and their integration into viewports and the workspace. Our novel application of CWA uncovered new considerations in AAC interface design and presents a nascent area of investigation, namely, AAC displays that more effectively support users’ goals. Future investigation will evaluate the mental workload of this AAC interface compared to that of current commercially available systems.
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INTRODUCTION

Communication is the intentional or unintentional act of providing or receiving information (National Joint Committee for the Communication Needs of Persons With Severe Disabilities, 1991). Access to communication and its full realization in education, the development of personal interests, and sustaining the enjoyment of life is considered a human right. In particular, as a condition of healthy development, children should be provided the ability to express their views and be included in social and educational activities (United Nations, 2006). Autism spectrum disorder, cerebral palsy, brain stem stroke, or acquired central nervous system injury are among the conditions that may limit a child or adult’s verbal communication (Light & McNaughton, 2012). Individuals experiencing complex communication needs may use diverse systems as an alternative pathway for speech; such approaches are known as augmentative and alternative communication (AAC; Orhan et al., 2016). An electronic speech-generating device (SGD) is a popular example of an AAC technology. A typical configuration of an electronic speech-mediated conversation is shown in Figure 1a. In the simplest case, a user either triggers the machine-enunciation of a small number of predetermined messages, whereas in a more advanced deployment, the user selects combinations of symbols, pictures, phrases, words, or letters to compose a message that is subsequently machine articulated. Both enable communication by generating language. Current commercially available electronic speech generation AAC devices employ a digital user interface as a means of control. Users access digital interfaces directly, with a touch screen, or through a switch that leverages voluntarily controllable actions.
Augmentative and Alternative Communication Interfaces

The design of AAC user interfaces strongly affects the device’s performance and is an important consideration for a system that acts as the primary communication pathway for users (Akcakaya et al., 2014; Paas et al., 2012; Tullis & Albert, 2013; Yan et al., 2017). Research into effective AAC visual interfaces has become more prevalent in recent literature. Light et al. (2019) emphasized the importance of developing empirical research-based guidelines to support the development of AAC interfaces. However, to date, most research has focused on visual scene displays. Visual scene display (VSD) interfaces display communication options, in visual and contextual representation, as items or actions associated with an image shown in the viewport. VSDs are well-suited to AAC users who are early in language development through supporting pragmatic and semantic language development (Light et al., 2019). On the other hand, grid-based displays, such as Proloquo2Go and the proposed AAC interface, provide communication options through word and/or symbols organized in a grid. As grid-based displays afford the opportunity to exercise more advanced literacy skills to communicate a greater diversity of messages (Light et al., 2019), we focused exclusively on this genre of AAC interface. Specifically, we limited our consideration to SGD software that provides an alternative English language communication pathway and are, at the time of writing, eligible for reimbursement through the Government of Ontario’s Assistive Devices Program (Ontario Ministry of Health, 2019; Ontario Ministry of Health and Long-Term Care, 2016). AssistiveWare’s Proloquo2Go software is a grid-based iOS and macOS application that presents vocabulary in color-coded cells organized thematically (AssistiveWare B.V, 2019). A number of other SGD apps, including Chat Fusion, Nova Chat, Accent, TouchChat app, Grid 3, and Tobii DynaVox Compass app, make use of the WordPower language system, which prioritizes core words in a grid-based combination of color-coded word cells and word-and-symbol cells, while offering spelling and sentence prediction (Inman Innovations, 2000). Jabbla’s MindExpress similarly presents vocabulary in grid-based color-coded word-and-symbol cells and thematic categories. Due to its commercial popularity, affordability, accessibility, and comparable presentation and navigation offering to those of other grid-based SGD software, Proloquo2Go was chosen as the representative commercial, electronic AAC interface in this study.

Figure 1. (a) A typical setup for a conversation between an AAC user and a conversational partner. (b) Orientation for a user interface (left screen) for the AAC user and a communication partner user interface (right screen) for the conversational partner for AAC-mediated communication. Note: AAC = augmentative and alternative communication.
**Menu ordering use case: Example commercial AAC interface in action.** Figure 2 depicts a typical home screen on the Proloquo2Go interface. The following example depicts how a user of a commercial AAC device might order a drink. The user is non-speaking but without loss of generality can directly touch the screen to make selections. To order a coffee, for example, the AAC user aims to compose the “small coffee.” In the AAC system’s idle state, the customer’s interface shows a home screen of a grid of colorful word and category cells with a blank message bar above.

If the user needs to capture the attention of a server, they use gestures or vocalizations within their ability. The user may also leverage a word or phrase on the home screen as an “attention grabber” message.

As “small” is not a regularly used word, the customer searches for and selects the “Describe” category. Words and categories within the “Describe” category replace some of the words on the home screen. The user searches for and selects the word cell corresponding to the adjective “small.” The system enunciates the word “small,” which now also appears in the message bar. The interface then automatically reverts to the top level of the message hierarchy. The user now searches for the “Food” category, and once selected, the display updates with types of foods. The user subsequently searches for the Drinks subcategory (not shown in Figure 2) and finally selects the noun “coffee,” which is then enunciated by the system.

At the completion of the phrase, the customer presses on the word bar. The system articulates the selected words again sequentially, that is, “small coffee.”

The server asks for clarification in the form of a yes/no question. The AAC user searches
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**Figure 2.** A sample of a possible home screen of the Proloquo2Go Apple application. Retrieved from (AssistiveWare B.V, 2019) on May 10, 2021.
and selects the Small Words Category. Words within the “Little Words” Category replace some of the words on the home screen. The customer searches and selects either “yes” or “no” and selects the word cell.

**Interface Shortcomings of Existing AACs**

From the above example and upon scrutinizing Figure 2, a number of observations are evident. The home screen in Figure 2 contains numerous buttons that are not conducive to memorization or rapid visual scanning. While color coded, the categorical grouping is ambiguous (e.g., the green colored buttons include prepositions, adjectives, and adverbs) and the location of specific buttons is nonintuitive (e.g., “what,” “where,” and “who” appear at the top of the grid, whereas the category for “Questions” is situated at the bottom of the grid). Ideally, the user interface would mitigate unwanted attention capture, constantly maintain the user’s mental model of the system of speech-based communication, reduce procedural traps, support memory of events that occur within the system, maximize error tolerance, and provide feedback for actions to support user understanding (Rasmussen, 1985). The example in Figure 2 seems to fall short of these requirements.

Users of AAC devices require extra time to plan and initiate their communication (e.g., time for word finding) and sufficient accommodation from dialog partners (e.g., waiting patiently between turns or providing discrete choices), for a socially inclusive conversation (Remington-Gurney, 2013). These conversational constraints are likely attributable in part to the AAC interface, with which accurate and fast spontaneous interactions can be challenging. For users of AAC technology, an unanticipated event such as a clarifying question or an unexpected need for assistance requires the effortful composition of an unplanned message. Fundamentally, as communication is spontaneous by nature (Andzik et al., 2016), accurate and efficient communication cannot be comprehensively modeled within an AAC interface. In other words, the interface cannot account for every possible communicative task and is thus not suited to exhaustive description of goals and plans (Salmon et al., 2010).

From the case example above, one can argue that current AAC interfaces primarily support knowledge-based communicative behaviors. Actions taken by the user (behaviors) can be broken down by mental workload levels into three groups: (1) skill-based behavior, which is highly automatic with low attentional requirements; (2) rule-based behavior, which is a procedural sequence of actions as a result of a specific cue; and (3) knowledge-based behavior, which is problem-solving that demands the highest mental workload (McIlroy & Stanton, 2015; Rasmussen, 1985). Control of a system often requires different user behaviors at different system states, so all levels of behaviors must be supported in an interface design. With current AAC interfaces, automatic and routine responses can be challenging to master.

**Improving AAC Interfaces: The Potential of EID**

Cognitive work analysis (CWA), as discussed by Vicente (1999), is a framework that can be applied to socio-technical interactions between humans and information, to model the essential characteristics of complex information exchange systems (Naikar, 2013). CWA identifies constraints imposed on a system through its work domain, control tasks, strategies, organizational structures, and individual or technical capacities through a formative analysis (Flach & Voorhorst, 2016). The framework deconstructs the overall goal of a system through different phases of analysis (Vicente, 1999). CWA is popular in systems within the fields of aviation, military, and healthcare. However, CWA's application in health care has focused primarily on acute care while applications in continuing and rehabilitation care have received less attention (Jiancaro et al., 2014). Ecological interface design (EID) applies the work domain analysis (WDA) and worker competency analysis (WCA) phases of CWA to develop a user interface that considers the system constraints imposed by the environment (Burns & Hajdukiewicz, 2004). Knowledge of the structure of a system provides the ability to
generalize information for more efficient processing (Rasmussen, 1985). Using abstraction decomposition, WDA relates the goals of a system to the functional capabilities of its components. This identifies the constraints imposed by the work domain of a system as well as the information required of the system to support the user’s control (Rasmussen, 1985; Vicente, 1999). As the actions required for system control during a novel event cannot be planned, the interface design must support creative solutions that arise through user adaptation (Naikar, 2013). WCA determines how skill-, rule-, and knowledge-based behaviors can be supported in interface design to optimize human cognition (McIlroy & Stanton, 2015). In sum, EID presents a structured framework for modeling the cognitive demands of a system through the constraints imposed by the work environment to obtain user-interface design features (Birrell et al., 2012; Flohr et al., 2018; St-Cyr & Kilgore, 2008).

Our proposed application of EID is novel and necessitates some extension of methods for its application to a linguistic domain for AAC. However, due to the emphasis of interface design within this study, we sought to address several shortcomings of current electronic AAC interfaces via the EID framework. Specifically, we anticipated that an EID-driven approach would yield an interface that could support unanticipated events and afford the opportunities for the development of skill- and rule-based behaviors.

This paper describes a prototype AAC interface created through the application of the EID framework to speech-based communication. Here, AAC devices are viewed as a part of a conversational system that includes the user and at least one conversational partner. The scope of this analysis focuses on how information is presented to the user of the AAC device and a single conversational partner.

**METHODS**

To inform the design of the AAC interface, WDA and WCA were applied to govern the design of graphic forms and their integration into a user interface. Investigation into the AAC work domain was achieved through interviews, exploratory operation, and examination of English language grammar rules.

Language is a widely used tool for communication that is defined by traits associated with articulation and subsequent understanding of a communication partner. An individual’s perception of context, sound characteristics, and concepts related to word articulations all influence their understanding (Dessalles, 2008). Words are elements of language that represent concepts. Words are composed of phonetic units organized in phonological patterns with morphological structure. Words, in turn, are ordered into phrases according to syntax and thereby carry semantic information (Fay et al., 2014; Fromkin et al., 2011; Huddleston & Pullum, 2002; Beatrice & Kroch, 2007). Providing the ability to construct phrases to convey thoughts may improve understanding between partners in communication, and thus improve communication efficiency through increased information transfer rate.

Practical pathways applied by AAC users to accomplish communication were determined through consulting with domain experts: a speech-language pathologist, and two adults from families of pediatric users of AAC devices. The family-member interviews were conducted through a family engagement in research program. Although we only connected with two family partners, we were able to consult throughout the design process, providing us descriptive information on their child’s AAC use. Interviews included questions outlined in Figure 3, adapted slightly to best refer to the interviewee’s relation to the AAC device user. Interviews with domain experts were valuable in providing insight into essential functions of communication that are not supported by existing AAC devices. During the interviews, situations were described in which AAC device users employed unique techniques to convey the nature of a communication act when conversing with familiar conversational partners. Reliance on these techniques with unfamiliar conversational partners, however, posed barriers to independent communication. We also found that phrases are often condensed into necessary words that cannot be implied through
context. For example, the question “What did you do at work today?” was paraphrased to “What do work today?”

To supplement domain expert interviews, secondary data were collected (Stewart & Kamins, 1993) to build the researcher’s understanding of the AAC mediated speech-based communication system. Exploratory operation of Proloquo2Go (AssistiveWare B.V, 2019) and Grid 3 (Smartbox Assistive Technology, 2020) AAC interfaces were guided through consulting setup guides, manuals, and online resources such as manufacture webinars. Manufacturer information and instructions informed the availability of features of the AAC systems. Secondary research data and domain expert insights were combined to provide an understanding of the elements and relationships within an AAC system work domain.

**Abstraction Decomposition**

As seen in Figure 4, the AAC interface was decomposed into three levels of resolution from whole to part. This involved, namely, system, functional units, and components of a speech-based communication system. Additionally, there were five levels of abstraction: functional purpose; abstract function; generalized function; unit functions; and unit forms of the system in the abstraction-decomposition space. Abstraction level names were chosen to be different from traditional titles, and they were developed to describe the physical systems analyzed in the inaugural applications of CWA (Rasmussen, 1985; Vicente & Rasmussen, 1992). However, elements of a speech-based communication system are not physical, and they are not described by the traditional titles that reference “physical form” or “physical function.” The term “unit” was chosen to represent the base construct of communication consisting of morphemes that fulfill functions that accomplish purposes (Tenny, 2016). The decomposition of the AAC system was governed by the syntactical rules of the English language. Elements within the abstraction decomposition were connected
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**Figure 3.** Questions posed to parents of children who use AAC systems as a communication pathway. Note: AAC = augmentative and alternative communication.
between abstraction levels through means-ends links (shown in Figure 5) and across decomposition levels through part-whole links (shown in Figure 6).

Consider first the means-ends links of our hierarchy (Figure 5). The highest abstraction level described the purposes of language and communication according to the United Nations Convention on the Rights of Persons with Disabilities (CRPD; United Nations, 2006). Specifically, the AAC system was modeled as affording the user the functional purposes of “education,” “expression,” and “enjoyment of life” through the communication acts, that is, abstract functions, of either “providing information” or making an “information request.”

The two communication acts of providing information and making an information request are fundamental principles of communication. An “information request,” also described as *mand* behavior, includes requests, commands, or demands, and yields direct outcomes. Whereas “providing information,” also described as *tact* behavior, includes comments or naming, yields purely social outcomes (Skinner, 1957). Note that, in conversation, identical utterances may result in different outcomes depending on the type of communication act. For example, uttering the word “ball” could be used to request a ball if the communicator is exhibiting mand behavior by performing an “information request,” or, conversely, used to identify an object if the communicator is exhibiting tact behavior to “provide information” (Bondy, 2019). Hence, the abstract function level decomposition disambiguated the intended communication act of the communicator, which is critical to the listener’s comprehension (Bondy, 2019).

*Mand* and tact communication acts are realized through word sequence formation (Bondy,
However, the communicative goal does not always directly align with the literal definition of a word’s articulations (Christiansen & Chater, 2008). Consequently, we included among the generalized functions of the AAC user interface, “subject description” and “predicate definition,” that is, words sequenced according to specific syntactic rules (Fromkin et al., 2011), in addition to “affect.” Words defining identification, relativity, as well as states and objects were organized to convey simulated concepts and thoughts referencing topics beyond the immediate situation (Fermint et al., 2005). Furthermore, as previously mentioned, communication extends beyond a simple utterance to a nuanced understanding of the affect of the communicator and the communication partner’s comprehension of the communication act (National Joint Committee for the Communication Needs of Persons With Severe Disabilities, 1991). Thus, the unit function of “Emotion” ensured the communication of “affect” and, in verbal communication, the communicator’s emotion can be realized through the use of affirmative or negative language, and utterance traits such as “tone” (Christiansen & Chater, 2008). Finally, spontaneous word application is a stage of communication development (Bondy, 2019). Thus, unit functions of “object description,” “emotion,” and “attention” can independently, or collectively, “initiate speech” for unprompted communication acts.

In considering part-whole links (Figure 6), the total system resolution level (leftmost panel) models a speech-based communication system in terms of the intended communicative acts of the communicator. These acts can form the basis of utterances as well as spontaneous

Figure 5. Abstraction hierarchy of an augmentative and alternative communication (AAC) system showing means-ends relationships.
word applications in addition to sound characteristics (Bondy, 2019; Christiansen & Chater, 2008). Thus, in our top-down decomposition, the communication acts were linked to both “subject description” and “predicate definition” phrases or smaller sets of ordered words such as state description, relativity, object description, and identification. These phrases are collectively formed through the application of syntactic language rules and are the functional units of a speech-based system (Bondy, 2019; Fromkin et al., 2011). The communication of affect to the communication partner comprises utterance characteristics associated with emotions (Christiansen & Chater, 2008). Morphemes, the base units of communication, are formed through the application of morphological language rules (Tenny, 2016). They represent the most detailed resolution, that is, component level, of our model of AAC-based communication. Similarly, “tone” represented the most granular utterance characteristic and composes the communication of emotion to the communication partner (Christiansen & Chater, 2008).

The proposed abstraction-decomposition mapped the units of natural language to the goals of communication to describe the work domain of a speech-based AAC system. The necessary functions to enable successful communicative interactions as illustrated in means-ends links between the elements and across different levels of abstraction. Likewise, the speech components comprising a communicative act were represented through part-whole links across three levels of resolution. We contend that to support user interaction with an AAC system work domain, an interface design must reflect the hierarchical nature of the proposed

Figure 6. Decomposition hierarchy of an augmentative and alternative communication (AAC) system showing part-whole relationships.
abstraction decomposition and accommodate the interactions between system elements.

**Information Requirements**

In consideration of the research findings of Vicente (1999), the WDA allows designers to identify information requirements for the design of user interfaces. Every element in the abstraction decomposition (Figure 4) corresponds to variables that may be measured to provide information about the system. Table 1 shows the abstraction level, variables, and measurement for each element of the abstraction decomposition. Collectively, the elements of each level provide a description of the entire system. The variables used to depict abstraction-decomposition elements define the information required to provide an understanding of the system and its function. Therefore, these information requirements specify the constraints of the AAC system work domain. Our interface design was developed to satisfy the identified information to enhance user interaction with a speech-based AAC system.

**Worker Competency Analysis**

A WCA was performed using the Skills, Rules and Knowledge (SRK) Inventory on the task of conveying a communication act with the commercial speech-based AAC device: Proloquo2Go (AssistiveWare B.V, 2019). Figure 2 shows a viewport of the Proloquo2Go system.

Considering the AAC user perspective, the Proloquo2Go interface comprises cells that contain words or else the names of categories. There are no forms that reflect the hierarchical nature of language. This contributes to a lack of behavioral support for language formation within the ACC user context. The AAC user can only leverage semantic understanding of base communicative units for system interaction. Additionally, the category names are ambiguous and require knowledge-based behavior to rationalize the contents of the categories and to select appropriate navigation acts. The lack of rule-based behavioral support results in frequent procedural traps. For example, the user may not associate the word “coffee” with “food” and might instead proceed to search under the “things” category (see Figure 2). Incorrect category selection may persist across months of use, and they are described as a main point of frustration by domain experts. To successfully convey a communication act in a speech-based system, the communicator must articulate communication units and, subsequently, the communication partner must understand the communication goal. A communication act requires fulfillment of the functions of all the components of a speech-based AAC work domain (refer to Figure 4).

As communication is an interaction between, at minimum, two communication partners, we considered information provided to the communication partner as well as the AAC device user. Proloquo2Go provides the communication partner with information on only the AAC user selected words or phrases. It does not reflect the multiple levels of abstraction of a speech-based communication system (e.g., emotion, or the type of communication act). Consequently, the communication partner lacks skill- and rule-based support for determining the context of a communication act, which can lead to the misinterpretation of information and a misunderstanding of the utterances. For example, a user’s question may be interpreted as a statement.

The completed SRK inventories are shown in Tables 2 and 3 for the AAC user and communication partner, respectively. The SRK inventories describe the skill-, rule-, and knowledge-based behaviors that Proloquo2Go supports for each information processing step and the corresponding knowledge state, comprising a communication act. The listed behaviors inform the constraints for user competencies, whereas empty cells indicate behaviors that are unsupported. For instance, current commercially available AAC systems do not support skill-, rule-, or knowledge-based behaviors for the user to indicate their intent to communicate to their communication partner, or to plan the language to fulfill their communication goal. Additionally, the communication partner is unsupported in their ability to determine whether the AAC user intends to communicate and must rely on knowledge-based behavior to interpret the context of the communication
| Abstraction Level | Element | Variable | Measure |
|------------------|---------|----------|---------|
| Functional Purpose | Education | Comprehension and knowledge of user | Academic accomplishment |
| Expression | Information transfer rate between user and communication partner | Words per minute |
| Enjoyment of life | Engagement and inclusion of user | Participation in daily activities |
| Abstract Functions | Deliver information | Intent | Communication partner understanding of intent |
| Request information | Intent | Communication partner understanding of intent |
| Generalized Function | Subject description | Knowledge of object and state of object | Communication partner understanding of object of communication |
| Predicate definition | Knowledge of specifics of the object of phrase | Communication partner understanding of identity and relativity of object of communication |
| Affect | Knowledge of emotion | Communication partner understanding of emotional state of user |
| Initiate speech | Ability to assume sender role in communicative interaction | Communication partner assumes role of receiver (i.e., ceases talking) |
| Unit Function | State description | Knowledge of actions of object | Communication partner understanding of state of communication |
| Relativity | Knowledge of relativity of concepts | Communication partner understanding of relativity of concepts in communication |
| Object description | Knowledge of object | Communication partner understanding of identity of object |
| Identification | Specify object to communication partner | Communication partner recognition of specific object |
| Emotion | Identify user emotion to communication partner | Clarity and accuracy of emotion display for communication partner |
| Attention | Locus of communication partner’s attention | Communication partner’s eye gaze direction |
| Unit Form | Core words | Lexicon | Number of distinct vocabulary items invoked |
| Affirmative | Indicates user affirmation | Communication partner understanding of affirmation |
| Negative | Indicate user negation | Communication partner understanding of negation |
| Tone | Pitch and sound amplitude | Variance in sound amplitude and pitch |

Note. AAC = augmentative and alternative communication.
act. To support delivery and comprehensive understanding of communication we decided to design two interfaces: (1) one for the AAC device user, and (2) one for the communication partner (Figure 1b).

The WCA characterized competencies that are required by communicators and the communication partner as imposed by the constraints of the system’s environment, and identified user behaviors that are not supported by the current AAC interface (St-Cyr & Kilgore, 2008). Extrapolations from the SRK inventories inform how required information can be integrated into the AAC interface design to support the different levels of cognitive processes.

### RESULTS

The information requirements from the abstraction decomposition model (Table 1) and SRK competencies identified through the WCA (Tables 2 and 3) informed the design of the ecological interface. WCA also highlighted
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**TABLE 2:** The SRK Inventory for the AAC User During the Formation of a Communication Act With the Proloquo2Go Speech-Based AAC Interface (AssistiveWare B.V, 2019).

| Information Processing Step | Resultant Knowledge State | Skill-Based Behavior | Rule-Based Behavior | Knowledge-Based Behavior |
|-----------------------------|---------------------------|----------------------|--------------------|-------------------------|
| Indicate intent to communicate | Whether the communication partner is attending | | | |
| Plan language | Words needed to compose communication act to realize communicative goal | | | |
| Search homepage of AAC display | Location of cells | Directly perceive location of communicative units on screen | Indirectly perceive association between communicative units through cell outline color | Reason what category may contain the desired word |
| Select category | Words available in the selected category | Directly perceive desired category | Directly perceive cue that cell selection will elicit navigation to a different viewport | Update understanding of category |
| Select communicative unit | Word that is uttered | Directly perceive desired word | Indirectly perceive word selection will convey semantic meaning to communication partner | Reason comprehension of the communication partner and update the language plan if necessary, to achieve communication goal |

Note. The process outlined in the first two columns is iterative to build the desired word combination. AAC = augmentative and alternative communication; SRK = Skills, Rules and Knowledge.
behavioral aspects of speech-based communication that the Proloquo2Go interface failed to support.

**Proposed AAC Interface**

We constructed graphical forms by considering the variables required of each element of the WDA and appropriate design features to support skill-, rule-, and knowledge-based behaviors of the user of the WCA (Kilgore & St-Cyr, 2006). The designs were guided by Vicente and Rasmussen’s guidelines to increasing error tolerance in a user interface and the color and shape of the forms were informed by Gestalt’s principles (Vicente & Rasmussen, 1992). Additionally, means-ends links, as defined in the abstraction hierarchy (Figure 6), and part-whole relationships, as defined in the decomposition hierarchy, informed the structure and layout of graphical forms in the workspace. Our proposed AAC interface prototype communicates information pertaining to multiple levels of communication abstraction to deliver a comprehensive understanding of the communication goal of the user. Low fidelity versions of the graphic forms, process views, viewports, and workspace were discussed among the authors.

### Table 3: The SRK Inventory for Communication Partner During the Formation of a Communication Act With the Proloquo2Go Speech-Based AAC Interface (AssistiveWare B.V, 2019).

| Information Processing Step | Resultant Knowledge State | Skill-Based Behavior | Rule-Based Behavior | Knowledge-Based Behavior |
|-----------------------------|----------------------------|----------------------|--------------------|--------------------------|
| Observe intent to communicate | That the communicator wishes to communicate | Reason the possible nature of the communication act conveyed by the communicator |
| Observe environment and communicator | Context of communicative interaction | Reason the possible nature of the communication act conveyed by the communicator |
| Listen to the communicator utterances | Communicative units | Directly perceive semantic meaning | Indirectly perceive meaning through considering context of communicative interaction |

Note. The process outlined in the first two columns is iterative to build the desired word combination. AAC = augmentative and alternative communication; SRK = Skills, Rules and Knowledge.

**Graphic forms and process view.** We designed the following components to communicate the information requirements of the system to the AAC user with propositional, analog, and iconic information mapping. The Question-Statement Toggle shown in Figure 7 applies iconic mapping of the question mark and exclamation mark to support skill-based behavior in choosing to request or deliver information. The symbol to represent delivering information was originally a period, but, without context, the period was found to not be recognizable as punctuation. A selection causes a distinct change in salience, from a white character on a gray background to a green character on an orange background, to clearly indicate a change in the selected mode. To communicate the intent to the communication partner, an outward facing display relays the selected icon, as seen in the top of Figure 8.

The graphic form of the Initiate Speech Button shown in Figure 7 of a yellow bell on a bright purple background uses iconic mapping to support recognition of the user for the purpose of initiating speech. The selection of the icon activates an audio signal. During the audio signal, the color of the bell would change to gray to indicate the selection.
The multivariate Emotion Grid integrates information relating to affect, emotion, and tone in the grid of cartoon emotional faces as depicted in Figure 7. The graphical form uses iconic mapping; it also uses analogical mapping for selecting the desired affect through the movement of the cursor along the grid. The cursor for navigating the emotion grid offers a strong salience within the graphic form. In previous iterations, the Emotion Grid monopolized much more viewport area, but the area for word cell population was later prioritized. The communication of the emotional state to the communication partner (Figure 8) is achieved through iconic mapping.

Propositional mapping is used to define affirmative and negative communication components with the colors of green and red to support...
the understanding of the words (Figure 7). The graphic form does not have high salience to avoid attention capture. The selection of the “Yes” or “No” triggers corresponding audible enunciation of the word.

Viewport and workspace. The information requirements of the subject description, predicate definition, state description, relativity, object description, and identification are integrated in the multivariate Word Type Category Buttons shown in Figure 9a. Propositional mapping of information is used to describe the grammatical type of words contained in each selection. This information is displayed with low salience. The selected category would be highlighted with an orange, highly salient border to clearly convey the selected state (Figure 9b). The selection of a category would populate a single page of word cells with the words of the selected category. Upon selection of a word in the category, the word would be enunciated to the communication partner and displayed in the high contrast (black on white) category box (Figure 9c). The word categories are ordered according to typical English syntax.

The word cells represent the components of the system, that is, the lowest level of the decomposition hierarchy. The word cells of each category are presented on a single viewport. The words are grouped in independent regions by themes to maintain a spatial relationship between words that are commonly linked in language. A sample of the word cell graphic form is shown in Figure 7. Word cells only populate the screen when a Word Type Category is chosen. Therefore, the rest state of the prototype consists of a mostly empty viewport.

The graphical forms are organized into a viewport of the user interface in Figure 7. The most spatially salient location of the viewport, the top left, is occupied by the forms used most frequently, that is, those that reference higher levels of the system abstraction. The word cells, as the lowest abstraction feature, occupy the center and bottom right of the screen. However, the words cells do occupy most of the display. Burns (2000) found that users experience the highest usability with an interface that displays all options in a single window. It is anticipated that, due to the dedication of most of the display to the presentation of word cells, all words of each category will be capable of being displayed in a single window.

We integrated the interface prototype into an iOS 9 application using Objective C. User interaction with the prototype interface is optimized for direct access and single switch access to maximize accessibility. A system process flow diagram detailing the single switch operation of the prototype user interface is shown in Figure 10.
The purpose of the communication partner display, shown in Figure 8, is to support recognition of communication intent and comprehension of the AAC user’s communication goal. The display will communicate multiple levels of speech-based communication elements, arranged in order of abstraction hierarchy in a single viewport. The first graphic form at the top of the viewport communicates the goal of the communication act through icons, the second graphic form communicates the affect of the communicator through an animated emotion, Figure 9.

![Screen captures from the iOS integration of the prototype interface](image)

**Figure 9.** (a) Screen capture from the iOS integration of the prototype interface including the graphic form to provide the user with information of word type categories and to guide sentence formation. (b) Screen capture from the iOS integration of the prototype interface including the graphic form to provide the user with information of word type categories and to guide sentence formation. A bright emergent feature highlights the category that is selected. (c) Screen capture from the iOS integration of the prototype interface including the graphic form to provide the user with information of word type categories and to guide sentence formation. Upon selection of a word, it appears in high contrast in the category overview.
Figure 10. A process flow diagram of the user interface prototype system (Figure 7) when programmed for single switch access. Areas of the user interface are identified in the diagram in the top right of the figure. Timeouts are indicated with a dashed line and occur at $\Delta N$ dwell time as chosen in iOS Accessibility Settings.
and the final graphic form shows the communicator’s progress in language formation.

**Menu Ordering Use Case: Proposed AAC Interface in Action**

The following example describes the direct access use of features of Figures 7 and 8. To engage with a server as a customer of a cafe to order a coffee, the sentence “Can I please have a small coffee?” would be paraphrased to “small coffee.” In the system rest state, the customer’s interface is mostly a blank gray screen with the purple and blue bars containing the Emotion Grid, Initiate Speech Button, Question-Statement Toggle, Yes and No Word Cells, and Word Type Category Buttons. The communication partner interface shows a completed progress bar, and whatever emotion and communication act had been previously set.

The customer is engaging in mand behavior, which is communicated when the customer presses the Question-Statement Toggle. The communication partner interface is now showing that the customer has a question or request. This informs the server of the context of the upcoming communication.

If the customer needed to capture the attention of a server, they would press the Initiate Speech Button. This produces a chime to indicate that the customer wishes attention.

The customer now selects the Word Type Category containing adjectives. The customer’s interface is populated with adjectives clustered by themes. The progress bar of the communication partner interface indicates the customer is planning language. The customer searches and locates the adjective “small” and presses the word cell. The system enunciates the word “small,” and the system returns to the rest state. These actions are repeated with the noun “coffee.”

If the server has clarifying questions the customer would press the Yes or No Word Cells.

**Summary of Interface Changes Resultant of EID Application**

Insufficiencies in commercial interface support for user behaviors are shown in Tables 2 and 3 as vacant cells. To consider the changes in user support, EID interface elements are summarized through the lens of WCA in Tables 4 and 5. The SRK inventories show behaviors supported by the commercial and EID interfaces. Elements of the EID interface improve AAC user and communication partner support during communication. The EID interface provides AAC user support for behaviors associated with indicating intent for communication and planning communication. These behaviors were previously unsupported. The EID interface also provides the AAC user with expressive options beyond language (e.g., emotion) to realize their communication goal. This translates to behavioral support associated with understanding the context of the communication act for the communication partner.

**DISCUSSION**

There are close to half a million morphemes in the English language, and basic comprehension in English involves approximately 3000 with 347 morphemes composing 74% of casual conversation (Tenny, 2016). However, the appropriate use of 50 communicative units is considered robust functional communication (Bondy, 2019). Enabling people who use speech-based AAC systems to respond quickly with relevant language in unplanned scenarios enables independence to participate in successful communicative interactions during day-to-day activities (Hoag et al., 2008). Our novel application of the EID framework in a linguistic domain for the system of speech-based communication identified and addressed unrecognized barriers to communication present for users of current commercially available AAC interfaces.

**Research Basis of Current AAC Interface Designs**

User interactions with assistive technology have commonly been defined through the human activity-assistive technology (HAAT) model (Cook & Polgar, 2014). The HAAT model considers the target activity, the abilities of the individual, the context in which the device is used, and concludes with the suitability of an assistive device. For assistive technology to be suitable, the device must fulfill the
desired function for the user within the environment (Cook & Polgar, 2014). Our adapted application of EID explores constraints of a speech-based communication system imposed by environmental context and user competencies. Gaps in behavioral support show that Proloquo2Go, a popular commercial AAC interface, does not sufficiently support speech-based communication (Tables 2 and 3). Indeed, inadequate support of AAC users is also suggested by the various challenges encountered by users of several text-based AAC devices (Baxter et al., 2012). Realization of the potential for AAC technology necessitates that the device leverages skills of the user (Light et al., 2019). As Proloquo2Go leverages only semantic skills,
there is an inherent untapped communication, for example, by providing support for syntactic phrase formation.

**Impact of AAC Interface Design**

The goals of AAC use are not simply the application of communication units, but ultimately participation and inclusion in daily living activities (McNaughton et al., 2019). Research has shown that participation in conversational interactions, from healthcare to social environments, remains challenging for individuals with complex communication needs (Thunberg et al., 2009). In particular, the capacity to communicate self-assuredly in healthcare environments is important for individual autonomy. However, non-SLP health professionals lack confidence and the ability to adapt strategies for communication with individuals who experience complex communication needs (Cameron et al., 2018). The lack of AAC system transparency for a communication partner, as identified in our application of WDA and WCA, corroborates previous findings and can lead to negative communicative interactions (Baxter et al., 2012). The addition of a communication interface may encourage more frequent and successful communicative interactions between an AAC user and unfamiliar conversational partners.

**AAC Prototype Interface Design**

Providing the ability to initiate speech through the Initiate Speech Button supports the AAC user’s ability to reason when to commence a communication act and spontaneously engage in a communicative interaction through knowledge-based behavior. The bell shape of the button cues a rule-based recognition of an alert for the user, and the subsequent salience change with the toggle selection allows direct interaction and recognition that supports skill-based behavior.

With respect to language planning, the viewport containing the Emotion Grid, Question-Statement Toggle, Yes and No Word Cells, and the Word Type Category Buttons supports the AAC user’s understanding of speech-based communication and, accordingly, supports knowledge-based reasoning to determine how to leverage the different elements to achieve a communication goal (Vicente & Rasmussen, 1992). The Word Type Category Buttons provide an isomorphic representation of language
bounds supporting rule-based behavior in language planning. The provided grammatical overview of language units of the different viewports cues the user to apply syntactic rules in phrase formation during communication. The Word Type Category Buttons aggregate lower-level system information to provide the user with visual momentum and support skill-based behavior for recollection of navigation events (Vicente & Rasmussen, 1992). The transparent taxonomy allows the user to test their navigation path through the example words.

The proposed AAC interface supports syntactic as well as semantic competencies, affording the AAC user with insight into multiple levels of communication system information. The application of syntactic rules to form phrases enables elaboration of concepts and thoughts outside of the immediate environment (Fern et al., 2005).

The proposed AAC system increases support for the communication partner during a communicative interaction with an AAC user. The alerting tone supports skill-, rule-, and knowledge-based behavior associated with recognizing communicative intent on the part of the AAC user. On recognizing the tone through skill-based behavior, the communication partner is cued to attend to the AAC user with rule-based behavior. They are provided indication to support a knowledge-based behavior judgment that they are the target for the subsequent communication. Knowledge-based behavior is leveraged to reconcile information about the nature of the communication act and emotion displayed in the communication partner interface to rationalize the context of communication. The communication act and emotion forms both act as cues to the communication partner to aid in interpreting the utterances of the AAC user. Skill-based behavior support can be improved in the future using signal information mapping by varying the tone of the generated words according to emotional state.

Input from domain experts influenced the integration of graphic forms. The quick communication of an affirmative or negative response was expressed in the interviews as important speech acts that frequently occur during communication. For this reason, despite being considered components of the system, the Yes and No Word Cells were designed with a higher salience in terms of color and spatial layout.

The proposed AAC interface was developed through the application of EID: a research-based framework in the field of Human Factors. However, research guiding EID perspectives of human behavior and information processing is based on investigations evaluating typically developed individuals. This presents a potential limitation for the application of the EID framework to systems supporting neurodivergent individuals. It is important to investigate interface design with respect to different age groups and diagnoses (Light et al., 2019). Recent research on grid based AAC interfaces has explored design effectiveness with respect to two different diagnoses. Brown et al. (2015) investigated grid presentation of nouns and found no difference in visual search latency for individuals with and without traumatic brain injury. We anticipate that the proposed AAC interface has potential to accommodate neurodivergent development given findings from Brown et al. (2015) and the scaffolding of behavioral supports described above.

**CONCLUSION**

Articulation, and the subsequent understanding, of communicative intent is vital for successful interactions between communication partners. Current commercial speech-based AAC interfaces do not optimally support AAC users and their conversational partners in communicative interactions. We designed an AAC interface through the novel application of EID to speech-based communication. Through an abstraction decomposition framework, we developed a model of AAC communication that relates the functional purposes to the competencies of the system. Elements of work domain analysis were used to interpolate the information required to provide a hierarchical understanding of AAC communication to the user. Graphic form design and their viewport integration were then developed to present the information requirements. We anticipate that the
prototype AAC user interface produced through the application of EID framework to AAC communication will improve communication performance compared to currently available AAC systems. The novel insights gained through this study support further application of EID and CWA to advance AAC interface design in a way that better supports user performance.

Future research will evaluate the performance between the proposed EID-informed AAC user interface against one available for current AAC systems. To determine the influence of EID application to communication systems, we will consider interface interaction behavior, information transfer rate capacity, and the mental workload burden of interface use. The proposed EID AAC interface will be evaluated through an experimental protocol simulating a conversation between a participant and their communication partner mediated through the commercial or the proposed EID AAC interface.

ACKNOWLEDGMENTS

I would like to acknowledge the financial support to this research provided by Brain Canada and Kids Brain Health. I would also like to thank the family leaders who were invaluable partners during the research process. Beth Dangerfield and Megan Dawson-Rait provided expert insight into the goals, purposes, and functions of AAC devices that contributed to an understanding of the system. The information and feedback provided by Beth and Megan ensured the correct value was placed on the information available in the system, and that common challenges were understood.

ORCID ID

Kaela Shea https://orcid.org/0000-0002-9629-3121

REFERENCES

Akcakaya, M., Peters, B., Moghadamfalahi, M., Mooney, A. R., Orhan, U., Oken, B., Erdogmus, D., & Fried-Oken, M. (2014). Noninvasive brain-computer interfaces for augmentative and alternative communication. IEEE Reviews in Biomedical Engineering, 7, 31–49. https://doi.org/10.1109/RBME.2013.2295097

Andzik, N. R., Chung, Y.-C., & Kranak, M. P. (2016). Communication opportunities for elementary school students who use augmentative and alternative communication. Augmentative and Alternative Communication, 32(4), 272–281. https://doi.org/10.1080/07434618.2016.1241299

AssistiveWare B.V. (2019). Proloquo2Go. https://www.assistiveware.com/products/proloquo2go

Baxter, S., Enderby, P., Evans, P., & Judge, S. (2012). Barriers and facilitators to the use of high-technology augmentative and alternative communication devices: A systematic review and qualitative synthesis. International Journal of Language & Communication Disorders, 47(2), 115–129. https://doi.org/10.1111/j.1460-4984.2011.00090.x

Beatrice, S., & Kroch, A. (2007). The syntax of natural language: An online introduction using the trees program. Accessed: June 1, 2020. [Online]. Available: https://www.ling.upenn.edu/~beatrice/syntax-textbook

Birrell, S. A., Young, M. S., Jenkins, D. P., & Stanton, N. A. (2012). Cognitive work analysis for safe and efficient driving. Theoretical Issues in Ergonomics Science, 13(4), 430–449. https://doi.org/10.1080/1463922X.2010.539285

Bondy, A. (2019). Issues related to AAC and SGD use by adolescents and adults with autism spectrum disorder. Advances in Neurodevelopmental Disorders, 3(4), 352–362. https://doi.org/10.1007/s41522-019-00127-9

Brown, J., Thiessen, A., Beukelman, D., & Hux, K. (2015). Noun representation in AAC grid displays: Visual attention patterns of people with traumatic brain injury. Augmentative and Alternative Communication, 31(1), 15–26. https://doi.org/10.3109/07434618.2014.955224

Burns, C. M. (2000). Putting it all together: Improving display integration in ecological displays. Human Factors, 42(2), 226–241. https://doi.org/10.1518/001872000779656471

Burns, C. M., & Hajdukiewicz, J. R. (2004). Ecological interface design. CRC Press. https://search.library.utoronto.ca/details?8793230.

Cameron, A., McPhail, S., Hudson, K., Fleming, J., Lethlean, J., Tan, N. J., & Finch, E. (2018). The confidence and knowledge of health practitioners when interacting with people with aphasia in a hospital setting. Disability and Rehabilitation, 40(11), 1288–1293. https://doi.org/10.1080/09638288.2017.1294626

Christiansen, M. H., & Chater, N. (2008). Language as shaped by the brain. Behavioral and Brain Sciences, 31(5), 489–509. https://doi.org/10.1017/S0140525X08004998

Cook, A. M., & Polgar, J. M. (2014). Assistive technologies: Principles and practice (4th ed.). Elsevier.

Dessalles, J.-L. (2008). Why is language well designed for communication? Behavioral and Brain Sciences, 31(5), 518–519. https://doi.org/10.1017/S0140525X08005098

Fay, N., Ellison, M., & Garrod, S. (2014). Iconicity. Pragmatics & Cognition/Pragmatics and Cognition, 22(2), 244–263.

Fern, U., Ahlön, E., & Björck-Ikesson, E. (2005). Conversational topics between a child with complex communication needs and her caregiver at mealtime. Augmentative and Alternative Communication, 21(1), 19–41. https://doi.org/10.1080/07434610412331270507

Flach, J., & Voorhorst, F. (2016). What Matters? Flach & Voorhorst. Flohr, L., Beaudy, S., Johnson, K. T., West, N., Burns, C. M., Ansermino, J. M., Dumont, G. A., Wensley, D., Skippen, P., & Gorges, M. (2018). Clinician-driven design of VitalPAD: An intelligent monitoring and communication device to improve patient safety in the intensive care unit. IEEE Medical Records and Medical Information Systems, 6, 3000114. https://doi.org/10.1109/JTETHM.2018.2812162

Fromkin, V., Robman, R., & Hyams, N. (2011). An introduction to language (9th ed.). Wadsworth Cengage Learning.

Hoag, L. A., Bedrosian, J. L., McCoy, K. F., & Johnson, D. E. (2008). What is language- and content-based augmentative and alternative communication systems. Augmentative and Alternative Communication, 24(2), 149–161. https://doi.org/10.1080/07434610802038288

Huddleston, R. D., & Pullum, G. K. (2002). The Cambridge grammar of the English language. Cambridge University Press. https://www.cambridge.org/ca/academic/subjects/languages-linguistics/grammar-and-syntax/cambridge-grammar-english-language.
Inman Innovations. (2000). Inman innovations. https://www.inmaninnovations.com/

Jiancaro, T., Jamieson, G. A., & Mihailidis, A. (2014). Twenty years of cognitive work analysis in health care. Journal of Cognitive Engineering and Decision Making, 8(1), 3–22. https://doi.org/10.1177/1553431413488391

Kilgore, R., & St-Cyr, O. (2006). The SRK inventory: A tool for structuring and capturing a worker competencies analysis. Proceedings of the Human Factors and Ergonomics Society Annual Meeting, 50(3), 506–509. https://doi.org/10.1177/1541931206050013

Light, J., & McNaughton, D. (2012). Supporting the communication, language, and literacy development of children with complex communication needs: State of the science and future research priorities. Assistive Technology, 24(1), 34–44. https://doi.org/10.1080/10400435.2011.648717

Light, J., Wilkinson, K. M., Thiessen, A., Beukelman, D. R., & Fager, S. K. (2019). Designing effective AAC displays for individuals with developmental or acquired disabilities: State of the science and future research directions. Augmentative and Alternative Communication, 35(1), 42–55. https://doi.org/10.1080/07434618.2018.1553283

McIlroy, R. C., & Stanton, N. A. (2015). Ecological interface design vs. cognitive work analysis: Comparison of theory, representation in decisionmaking and system management. Transactions on Systems, Man, and Cybernetics, 45(2), 171–185. https://doi.org/10.1109/TSMC.2014.2369372

McNaughton, D., Light, J., Beukelman, D. R., Klein, C., Nieder, D., & Nazareth, G. (2019). Building capacity in AAC: A person-centered approach to supporting participation by people with complex communication needs. Augmentative and Alternative Communication, 35(1), 56–68. https://doi.org/10.1080/07434618.2018.1556731

Naikar, N. (2013). Work domain analysis. Taylor & Francis Group.

National Joint Committee for the Communication Needs of Persons With Severe Disabilities. (1991). Guidelines for meeting the communication needs of persons with severe disabilities. https://www.asha.org/policy/GL1992-00201/

Ontario Ministry of Health. (2019). Communication Aids Product Manual Assistive Devices Program Ministry of Health. Toronto, Ont. (Accessed Jan. 27, 2021). https://www.health.gov.on.ca/en/pro/programs/adp/manual_products/manual_products.aspx

Ontario Ministry of Health and Long-Term Care. (2016). “Policies and Procedures Manual for the Assistive Devices Program,” Toronto, May 2016. [Online]. http://www.health.gov.on.ca/en/pro/programs/adp/default.aspx.

Orhan, U., Nozarfar, H., Akcakaya, M., Erdogan, M., Dogan, S., Higgin, M., Moghadamfalahi, M., Fowler, A., Roark, B., Oken, B., & Fried-Oken, M. (2016). Probabilistic simulation framework for EEG-based BCI design. Brain-Computer Interfaces, 3(4), 171–185. https://doi.org/10.1080/2326263X.2016.1252621

Paas, F., & Sweller, J. (2017). An evolutionary upgrade of cognitive load theory: Using the human motor system and collaboration to support the learning of complex cognitive tasks. Educational Psychology Review, 29(1), 27–45. https://doi.org/10.1007/s10648-011-9179-2

Rasmussen, J. (1985). The role of hierarchical knowledge representation in decisionmaking and system management. IEEE Transactions on Systems, Man, and Cybernetics, SMC-15(2), 234–243. https://doi.org/10.1109/TSMC.1985.631353

Remington-Gurney, J. (2013). Scaffolding conversations using augmentative and alternative communication (AAC). Journal of Social Inclusion, 4(1), 45. https://doi.org/10.36251/josi.62

Salmon, P., Jenkins, D., Stanton, N., & Walker, G. (2010). Hierarchical task analysis vs. cognitive work analysis: Comparison of theory, methodology and contribution to system design. Theoretical Issues in Ergonomics Science, 11(6), 504–531. https://doi.org/10.1080/14639220903165169

Skinner, B. (1957). Verbal behavior. Appleton-Century-Crofts.

Smartbox Assistive Technology. (2020). Grid 3. https://thinksmartbox.com/product/grid-3/

St-Cyr, O., & Kilgore, R. M. (2008). A five-phase CWA for air traffic control: Example from a TRACON microworld. Proceedings of the Human Factors and Ergonomics Society Annual Meeting, 52(4), 272–276. https://doi.org/10.1177/154193120805200416

Stewart, D. W., & Kamins, M. A. (1993). Secondary research: Information sources and methods (2nd ed., Vol. 4). Sage Publications.

Tenny, C. (2016). A linguist looks at AAC: Language representation systems for augmentative and alternative communication, compared with writing systems and natural language. Writing Systems Research, 8(1), 84–119. https://doi.org/10.1080/17586801.2014.959459

Thunberg, G., Ahlsen, E., & Sandberg, A. D. (2009). Interaction and use of speech-generating devices in the homes of children with autism spectrum disorders—An analysis of conversational topics. Journal of Special Education Technology, 24(2), 1–16. https://doi.org/10.1177/016264340902400202

Tullis, T., & Albert, B. (2013). Measuring the user experience (2nd ed.). Elsevier. https://www.measuringux.com/

United Nations. (2006). “Convention on the Rights of Persons with Disabilities and Optional Protocol,” New York, Dec. 2006. (Accessed Jul. 02, 2020). https://www.un.org/disabilities/documents/conventionoptimprot-e.pdf

Vicente, K. (1999). Cognitive work analysis: Toward safe, productive, and healthy computer-based work. Taylor & Francis e-Library.

Vicente, K. J., & Rasmussen, J. (1992). Ecological interface design: Theoretical foundations. IEEE Transactions on Systems, Man, and Cybernetics, 22(4), 589–606. https://doi.org/10.1109/21.156574

Yan, S., Tran, C. C., Chen, Y., Tan, K., & Habiaryremey, J. L. (2017). Effect of user interface layout on the operators’ mental workload in emergency operating procedures in nuclear power plants. Nuclear Engineering and Design, 322, 266–276. https://doi.org/10.1016/j.nucengdes.2017.07.012

Kaela Shea is a PhD Candidate in Biomedical Engineering at the University of Toronto researching at Holland Bloorview Kids Rehabilitation Hospital in Dr. Tom Chau’s PRISM Lab. Her current research focuses on improving access to assistive communication. Kaela has a B.Eng. in Biomedical Engineering, MAsc in Mechatronics Engineering, and a Collaborative Specialization in Public Health Policy.

Olivier St-Cyr is an Assistant Professor, Teaching Stream in the Faculty of Information at the University of Toronto, in Toronto, Canada. He is the liaison for the User Experience Design concentration. His research interests lie in the areas of Human-Computer Interaction (HCI), Human Factors Engineering (HFE), and Ecological Interface Design (EID). Prior to joining the University of Toronto, he spent eight years working in industry on HCI related projects. Olivier holds an Honours BA in Computer Science and Psychology, a MAsc in Systems Design Engineering, and a PhD in Industrial Engineering.

Tom Chau is Vice President of Research, Holland Bloorview Kids Rehabilitation Hospital, the Raymond Chang Foundation Chair in Access Innovations, and Professor in the Institute of Biomaterials and Biomedical Engineering at the University of Toronto. He holds a doctorate in pattern analysis and machine intelligence. His lab focuses on decoding the physiological manifestations of communicative intent among children and youth who are non-speaking.