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Abstract

Local maxima of random processes are useful for finding important regions and are routinely used, for summarising features of interest (e.g. in neuroimaging). In this work we provide confidence regions for the location of local maxima of the mean and standardized effect size (i.e. Cohen’s $d$) given multiple realisations of a random process. We prove central limit theorems for the location of the maximum of mean and $t$-statistic random fields and use these to provide asymptotic confidence regions for the location of peaks of the mean and Cohen’s $d$. Under the assumption of stationarity we develop Monte Carlo confidence regions for the location of peaks of the mean that have better finite sample coverage than regions derived based on classical asymptotic normality. We illustrate our methods on 1D MEG data and 2D fMRI data from the UK Biobank.
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1 Introduction

Detecting the presence of local maxima, i.e. peaks, in a random field in order to determine areas where the mean is non-zero, is an approach used in a number of research domains including neuroimaging (Chumbley and Friston (2009), Chumbley et al. (2010)) and astrophysics, (Cheng et al., 2017). Inference is typically performed using theoretical results for zero mean random fields where the goal is to determine whether or not a particular peak is high enough to reject the null hypothesis that the mean is zero. These peak detection procedures were formalized in Schwartzman et al. (2011), Cheng et al. (2017): taking advantage of the peak height distributions derived in Cheng and Schwartzman (2015) for stationary zero mean Gaussian random fields.

There has been a large amount of work investigating properties of zero mean stationary random fields (see e.g. the seminal work of Adler (1981) or alternatively Adler et al. (2010) for a more recent overview), however when the mean is non-zero it becomes more difficult to prove useful results. Simultaneous confidence bands for the mean and Cohen’s $d$ have been derived in 1D using resampling approaches and the Gaussian Kinematic Formula (Telschow and Schwartzman (2020), Telschow et al. (2020a), Liebl and Reimherr (2019)). Sommerfeld et al. (2018) derived asymptotic sets which provide confidence regions for sets of locations of the signal that lie above a specified threshold (with application to climate
This framework has been applied in neuroimaging to characterize areas of activation (Bowring et al. (2019), Bowring et al. (2020)).

In this work we derive asymptotic confidence regions for the location of peaks of the signal in non-zero mean random fields. In the neuroimaging setting, this can be used to determine where the highest peaks of activation are most likely to lie. This type of inference can enable studies to be combined correctly using meta-analysis (Eickhoff et al. (2012), Radua et al. (2012)) and so that peak locations can be compared across different studies. Neuroimaging meta analyses require confidence regions for peak location and unbiased estimates of the effect sizes at peaks (we provided a selective inference resampling based approach to estimating unbiased peak effect sizes in Davenport and Nichols (2020)).

Our strategy for obtaining confidence regions is based on the observation that the problem of estimating the location of a peak of a random field is mathematically very similar to that of finding the location of the maximum of the likelihood function. Standard asymptotic theory for the latter gives a central limit theorem (CLT) for the distribution of the observed maximum about the true maximum. Amemiya (1985) extended these results to the more general framework of extremum estimators, see also Hayashi (2000). We will take advantage of Amemiya (1985)'s framework to derive CLTs for the local maxima of mean and t-statistic fields. To do so we derive the asymptotic distribution of the derivative for mean and t-statistic fields (giving an exact form when the underlying fields are Gaussian) and show that the scaled second derivative converges almost surely. Combining these results yields asymptotic confidence regions for the true peak locations of the underlying mean and Cohen’s $d$.

We find that the asymptotic results require a larger number of samples than is available in typical datasets. To deal with this problem, under an assumption of stationarity, we use Monte Carlo simulation of the joint distribution between the first and second derivatives to obtain confidence regions for the location of peaks of the mean. We shall show that these Monte Carlo confidence regions have improved finite sample coverage relative to the asymptotic confidence regions that are obtained from the CLT. The failure of asymptotic results in the finite sample has been discussed a little in the literature (e.g. see Braunstein (1992)) however most papers assume that a sufficient sample size is reached such that the CLT can be assumed to hold. As we shall demonstrate, this is not necessarily reasonable in practice; for instance in the context of neuroimaging.

Random Field and peak location inference were conducted using the RFTtoolbox https://github.com/sjdavenport/RFTtoolbox. Code used to perform the simulations and real data analyses, is available here: https://github.com/sjdavenport/peakcrs. Proofs and further theoretical and simulation results are contained in the appendices.
2 Model Set-up and Assumptions

2.1 Notation

Throughout we will take \((Y_n)_{n \in \mathbb{N}}\) to be i.i.d almost surely differentiable random fields (Adler and Taylor (2007)) on some bounded open domain \(S \subset \mathbb{R}^D, D \in \mathbb{N}\) (here \(\mathbb{N}\) denotes the set of positive integers). We shall assume that \(Y_n = \mu + \sigma \epsilon_n\) for some bounded functions \(\mu, \sigma : S \rightarrow \mathbb{R}, \inf_{s \in S} \sigma(s) > 0\) and zero mean, variance 1 i.i.d random fields \((\epsilon_n)_{n \in \mathbb{N}}\) on \(S\).

Throughout we will perform operations on random fields (such as addition, multiplication, division) pointwise. Given \(N \in \mathbb{N}\) samples we define the sample mean field as 
\[
\hat{\mu}_N = \frac{1}{N} \sum_{n=1}^{N} Y_n
\]
and the sample variance field to be 
\[
\hat{\sigma}_N^2 = \frac{1}{N-1} \sum_{n=1}^{N} (Y_n - \hat{\mu}_N)^2.
\]
We will refer to the fields \((Y_n)_{n \in \mathbb{N}}\) as the component fields. We can then define the t-statistic field to be 
\[
T_N = \frac{\sqrt{N} \hat{\mu}_N}{\hat{\sigma}_N} = \frac{\sqrt{N} \mu + \sigma Z_N}{\sqrt{\frac{\sigma^2}{N-1} V_N}}
\]
where 
\[
Z_N := \frac{1}{\sqrt{N}} \sum_{n=1}^{N} \epsilon_n \quad \text{and} \quad V_N := \frac{1}{\sigma^2} \sum_{n=1}^{N} (Y_n - \hat{\mu}_N)^2.
\]
If the component fields are Gaussian then this field is a non-central t-field with \(N - 1\) degrees of freedom. We define the Cohen’s d field to be 
\[
d_N = T_N / \sqrt{N}.
\]
As \(N\) tends to infinity the Cohen’s d field converges uniformly almost surely to 
\[
d = \mu / \sigma \quad \text{(see Lemma [C.2]).}
\]

Given a differentiable function \(f : S \rightarrow \mathbb{R}^{D'}\), for \(s \in S\), we shall write \(\nabla f(s) \in \mathbb{R}^{D' \times D}\) to denote the gradient of \(f\) at \(s\) and use \(\nabla^T f(s)\) to denote \((\nabla f(s))^T\). If \(f\) is twice differentiable and \(D' = 1\) we will write \(\nabla^2 f(s)\) denote the Hessian of \(f\) at \(s\). When they are defined, let 
\[
\Lambda := \text{cov}(\nabla^T Y_1) \quad \text{and} \quad \Gamma := \mathbb{E}[(Y_1 - \mu)(\nabla Y_1)^T].
\]

We will use \(\overset{d}{\rightarrow}\) and \(\overset{P}{\rightarrow}\) to denote convergence in distribution/probability respectively and use \(\overset{a.s.}{\rightarrow}\) to denote uniform convergence over \(S\) in distribution/probability/almost surely respectively. When using this notation if the convergence occurs as the parameter \(N\) converges to infinity we will, for ease of notation, often omit the statement \(N \rightarrow \infty\) when this is otherwise clear. We shall in general write \(a.s.\) to mean almost surely. Moreover we will write \(\|\cdot\|\) to denote the euclidean norm.

Our main objects of interest will be peaks of random fields which are defined rigorously in the following definition. Here, given \(r > 0\) and \(s \in S\), we take \(B_r(s)\) be the \(D\)-dimensional ball of radius \(r\) that is centred at \(s\).

**Definition 2.1.** Given a twice differentiable \(f : S \rightarrow \mathbb{R}\), we say that \(s \in S\) is a critical point of \(f\) if \(\nabla f(s) = 0\). Given a critical point \(s\), we define \(s\) to be a local maximum of \(f\) if there is some \(r > 0\) such that \(f(s) = \sup_{t \in B_r(s)} f(t)\) and call a local maximum \(s\) non-degenerate if \(\nabla^2 f(s) < 0\) (here we write \(A < 0\) to denote that \(A\) is a negative definite matrix). Local minima (and their non-degeneracy) can be defined similarly. We will use the word peaks to refer to local maxima and minima.
2.2 Derivative Exchangeability

In what follows we will need to be able to exchange expectation and differentiation. This can be done when the random fields have the following property.

**Definition 2.2.** We say that a random field \( f : S \to \mathbb{R}^{D'} \), some \( D' \in \mathbb{N} \), is \( L_1 \)-Lipschitz at \( s \in S \) if there exists an integrable real random variable \( L \) and some ball \( B(s) \subset S \) centred at \( s \) such that \( \| f(t) - f(s) \| \leq L \| t - s \| \) for all \( t \in B(s) \). We define \( f \) to be \( L_1 \)-Lipschitz at \( s \in S \) if it is \( L_1 \)-Lipschitz at \( s \) for all \( s \in S' \). If \( S' = S \) then we will not specify the subset.

More generally we will say that a differentiable random field \( f \) on \( S \) satisfies the **DE** (derivative exchangeability) condition at \( s \in S \) if \( E[f(t)] \) is differentiable at \( t = s \) and \( E[\nabla f(t)] = \nabla E[f(t)] \), i.e. such that we can exchange the integral and derivative. We say that \( f \) satisfies the DE condition on \( S \) if this holds for all \( s \in S \). Arguing as in the proof of Telschow and Schwartzman (2020)’s Lemma 4, in the following lemma we show that it is sufficient for \( f \) to be \( L_1 \)-Lipschitz for this to hold.

**Lemma 2.3.** Let \( f : S \to \mathbb{R}^{D'} \) be an a.s. differentiable random field that is \( L_1 \)-Lipschitz at \( s \in S \). Then \( f \) satisfies the DE condition at \( s \).

Because of the mean value inequality, finiteness of the expected value of the supremum of the local derivative is a sufficient condition for \( L_1 \)-Lipschitzness and so the following lemma follows immediately.

**Lemma 2.4.** Let \( f \) be a random field on \( S \) which is a.s. differentiable on some ball \( B(s) \subset S \), centred at \( s \in S \). If \( E \sup_{t \in B(s)} \| \nabla f(t) \| < \infty \) then \( f \) is \( L_1 \)-Lipschitz at \( s \).

Applying the above lemma, using the fact that moments of the maximum of the absolute value of an a.s. continuous Gaussian field on a separable space are finite (Landau and Shepp, 1970), we obtain the following result.

**Proposition 2.5.** Suppose that \( f : S \to \mathbb{R} \) is an a.s. \( C^1 \) Gaussian random field. Then, for all \( k \in \mathbb{N} \), \( E \sup_{t \in B(s)} \| \nabla f(t) \|^k < \infty \). Thus \( f^k \) is \( L_1 \)-Lipschitz on \( S \) and therefore satisfies the DE condition on \( S \).

The \( L_1 \)-Lipschitz condition is also satisfied by the broad class of convolution fields. These fields can be used to control the familywise error rate using the Gaussian Kinematic Formula (Telschow et al. 2020b, Davenport 2021) and help to bridge the gap between data on a lattice and theory describing continuous random fields. As we shall see, in Sections 5.5 and E these arise naturally in applications. They are defined as follows.

**Definition 2.6.** Given observations \( X \) on a lattice \( \mathcal{V} \in \mathbb{R}^D \) and some continuous kernel function \( K : \mathbb{R}^D \to \mathbb{R} \), we define the convolution field \( Y : S \to \mathbb{R} \) as the random field sending \( s \in S \) to \( Y(s) = \sum_{l \in \mathcal{V}} K(s - l)X(l) \).
The following proposition shows that convolution fields are Lipschitz continuous under reasonable conditions.

**Proposition 2.7.** Let $Y$ be a $D$-dimensional convolution field on $S$ generated from observations $X$ on a finite lattice $V$ and using a kernel $K$ which is Lipschitz. If $\mathbb{E}[|X(l)|] < \infty$ for all $l \in V$, then $Y$ is $L_1$-Lipschitz. In particular, if $K$ is differentiable then $Y$ satisfies DE condition on $S$.

### 2.3 Assumptions on the Noise

In what follows we will need to be able to guarantee that the DE condition holds for the first and second derivatives and apply the functional strong law of large numbers (fSLLN). To ensure that we can do this we will want to impose some or all of the following conditions on a random field $f : S \rightarrow \mathbb{R}$ in order to control the behaviour of the noise.

**Assumption 1.**

a. $f$ is a.s. twice continuously differentiable and for all $s \in S$, $\text{cov}(\nabla^T f(s))$ is finite.

b. (i) $\mathbb{E}[\sup_{s \in S}|f(s)|]$, (ii) $\mathbb{E}[\sup_{j,s \in S}|f_j(s)|]$ and (iii) $\mathbb{E}[\sup_{j,k,s \in S}|f_{jk}(s)|]$ are finite.

c. (i) $\mathbb{E}[\sup_{s \in S}f(s)^2]$, (ii) $\mathbb{E}[\sup_{j,s \in S}f_j(s)^2]$ and (iii) $\mathbb{E}[\sup_{j,k,s \in S}f_{jk}(s)^2]$ are finite.

In (b) and (c) the suprema are taken over all $1 \leq j, k \leq D$. If $f$ satisfies Assumption 1 then the DE condition holds for $f, f^2$ and their first derivatives on $S$, by Lemmas 2.4 and 2.3 (and applying Cauchy-Swartz). Condition 1b allows the conditions of the fSLLN to hold for $f$ and its derivatives and similarly 1c: allows the conditions of the fSLLN to hold for $f^2$ and its derivatives. For $f$ this follows immediately from Ledoux and Talagrand (2013)’s Corollary 7.10 and Section A.1.4 provides an explanation of why this and the DE condition holds for $f^2$. Note that 1b: implies 1b: but we have stated these assumptions separately as, at times, we will only need to require that 1b: holds.

In order for Assumption 1 to hold, it is sufficient that the field $f$ be a $C^2$ Gaussian field (see Proposition 2.5 and its proof) or that the field is a convolution field derived from a finite lattice with twice continuously differentiable kernel and finite observation expectation (as shown formally below).

**Proposition 2.8.** Let $Y$ be a convolution field, defined as in Definition 2.6 that is restricted to $S$. Suppose $\text{var}(X(l)) < \infty$ for each $l \in V$ and that $K$ is $C^2$, then $Y$ satisfies Assumption 1.
3 Local convergence of the number of peaks

Our first set of results relate to the number of peaks that lie within small regions around each critical point. We show that in the signal plus noise model, defined below, the number of peaks of the observed field, in small regions around peaks of the signal, converges in probability to 1. Furthermore, the number of critical points of the field, away from critical points of the signal, tends to 0 in probability. To do so we introduce Assumption 2 and require that the first two derivatives of the noise converge uniformly in probability to zero as $N \to \infty$. These results are important because they show that given a large enough sample size we can be sure that any observed peak is a true peak of the underlying signal, providing peak identifiability.

3.1 Assumptions on the Signal

In order to prove identifiability (Proposition 3.2) we need to make some assumptions. To do so, consider the general signal plus noise model $\hat{\gamma}_N = \gamma + \eta_N$, for $N \in \mathbb{N}$, where $\gamma : S \to \mathbb{R}$ is a fixed function and $\eta_N$ are $D$-dimensional random fields on $S$. Unlike in the standard signal plus noise model, we do not require the $\eta_N$ to have mean zero. Instead, we will impose specific conditions on $\gamma$ and $\eta_N$ and use this more general structure to describe both mean and Cohen’s $d$ fields. We will want $\gamma$ to be sufficiently nice in terms of smoothness and will want the derivatives of $\eta_N$ to converge to zero in probability as $N \to \infty$. In particular we will impose the following conditions on $\gamma$ to ensure identifiability.

Assumption 2.

(a) $\gamma$ is $C^2$ and has $J \in \mathbb{N}$ critical points at locations $\theta_1, \ldots, \theta_J \in S$, such that for $j = 1, \ldots, J$ there exist non-overlapping compact balls $B_j \subset S$ with radii $\delta_j$ such that $\theta_j$ lies in the interior of $B_j$. Let $B_{\text{all}} = \bigcup_j B_j$ and assume that $C := \inf_{t \in S \setminus B_{\text{all}}} \| \nabla \gamma(t) \| > 0$.

(b) Let $P_{\max}$ and $P_{\min}$ be the subsets of $\{1, \ldots, J\}$ corresponding to the non-degenerate local maxima and minima of $\gamma$, respectively. Define

$$B_{\max} = \bigcup_{j \in P_{\max}} B_j \quad \text{and} \quad B_{\min} = \bigcup_{j \in P_{\min}} B_j.$$ 

Assume that $D_{\max} := - \sup_{t \in B_{\max}} \sup_{\|x\| = 1} x^T \nabla^2 \gamma(t)x > 0$ and that $D_{\min} := - \sup_{t \in B_{\min}} \sup_{\|x\| = 1} x^T \nabla^2 \gamma(t)x < 0$.

On $S \setminus B$, Assumption 2a ensures that $\gamma$ is not flat, as critical points of $\hat{\gamma}$ (albeit with low magnitudes) always have a chance of manifesting in regions where the signal $\gamma$ is flat no matter how low the variance of the noise. Assumption 2b provides bounds on the eigenvalues of the Hessian of $\gamma$, within the specified regions, and ensures that,
for \(j = 1, \ldots, J\), if \(\theta_j\) is a local maximum of \(\gamma\), then \(\nabla^2 \gamma(s) < 0\) for all \(s \in B_j\) and so \(\theta_j = \arg\max_{t \in B_j} \gamma(t)\) (and similar uniqueness holds if \(\theta_j\) is a local minimum). These bounds are needed to show that, with high probability, only one peak of \(\hat{\gamma}_N\) is found within each region corresponding to a maximum or a minimum. If \(\gamma\) is \(C^2\) then the conditions on \(D_{\text{max}}\) and \(D_{\text{min}}\) follow immediately from peak non-degeneracy and by choosing \(B_j\) to be sufficiently small.

The sample mean field described in Section 2.1 can be written as \(\hat{\mu}_N = \mu + \frac{\sigma}{N} \sum_{n=1}^{N} \epsilon_n\) and so fits into the signal plus noise model very naturally. The Cohen’s \(d\) field can also be written in this form simply by taking \(\gamma = \mu / \sigma\) and \(\eta_N = (d_N - \mu / \sigma)\). In order to prove the results in Section 4, we will require that \(\mu\) and \(\sigma\) satisfy Assumption 2. Moreover we show, in Section C.2.1, that \(\frac{\sigma}{N} \sum_{n=1}^{N} \epsilon_n\) and \((d_N - \mu / \sigma)\) and their derivatives converge to zero uniformly in probability.

### 3.2 Identifiability of Peaks

We will now illustrate what happens to the number of peaks of the random field when it is in the form of the signal plus noise model described in the previous section with signal satisfying Assumption 2. To do so we will require the following lemma which provides a bound for the probability that the derivative is non-zero in a signal plus noise model.

**Lemma 3.1.** Given \(S' \subset \mathbb{R}^D\), let \(\gamma : S' \to \mathbb{R}\) be differentiable and suppose that \(\hat{\gamma}\) is some estimate of \(\gamma\) on \(S'\) such that \(\hat{\gamma} = \gamma + \eta\) for some random field \(\eta\) on \(S'\). Then, for any \(C' \in \mathbb{R}\) such that \(C' \leq \inf_{t \in S'} \|\nabla \gamma(t)\|\),

\[
\mathbb{P}\left(\inf_{t \in S'} \|\nabla \hat{\gamma}(t)\| > 0\right) \geq 1 - \mathbb{P}\left(\sup_{t \in S'} \|\nabla \eta(t)\| > C'\right).
\]

Using this lemma we can prove the following proposition on identifiability which shows that the number of local maxima/minima of a non-central random field in a region around the true peak converges to 1 in probability and that the number of critical points outside of \(B_{\text{all}}\) converges to zero in probability. The proof adapts that of [Cheng et al. (2017)]’s Lemma A.1.

**Proposition 3.2.** Suppose that \((\hat{\gamma}_N)_{N \in \mathbb{N}}\) is a sequence of random fields on \(S\) such that \(\hat{\gamma}_N = \gamma + \eta_N\) for some sequence of random fields \((\eta_N)_{N \in \mathbb{N}}\), such that \(\nabla \eta_N \overset{P}{\to} 0\), and differentiable \(\gamma : S \to \mathbb{R}\) which satisfies Assumption 2a. Suppose that for each \(N\), \(\eta_N\) is a.s. differentiable, then as \(N \to \infty\),

\[
\mathbb{P}(\#\{t \in S \setminus B_{\text{all}} : \nabla \hat{\gamma}_N(t) = 0\} = 0) \to 1.
\]

Additionally assume that all the conditions of Assumption 2 apply to \(\gamma\), and that \(\eta_N\) is a.s. \(C^2\) with \(\nabla^2 \eta_N \overset{P}{\Rightarrow} 0\), and let \(M_N = \{t \in S : \nabla \hat{\gamma}_N(t) = 0\} \text{ and } \nabla^2 \hat{\gamma}_N(t) < 0\} \) be the
set of non-degenerate local maxima of $\hat{\gamma}_N$. Then, as $N \to \infty$, for each $B_j$ containing a non-degenerate local maximum of $\gamma$:

$$\mathbb{P}(\# \{t \in M_N \cap B_j\} = 1) \to 1.$$ 

By symmetry an analogous result holds for the non-degenerate local minima.

**Remark 1.** The condition that $\eta_N$ is a.s. $C^2$ holds in a number of situations. In particular it will hold for any convolution field with a $C^2$ kernel derived from a finite lattice. Alternatively, if $\eta_N$ is Gaussian then the conditions for this to hold are well studied: see for instance Adler (1981).

The requirement that $\nabla \eta_N, \nabla^2 \eta_N \xrightarrow{p} 0$ can be shown to hold in a number of reasonable settings. In Section C.2 we will show that it holds for mean and $t$-statistic fields and in the context of the linear model.

## 4 Confidence Regions

In this section we will provide asymptotic confidence regions for the locations of peaks of the mean and Cohen’s $d$ of i.i.d random fields. To do so we will prove CLTs for peak location using the extremum estimator framework of Amemiya (1985), (see also Shi (2011)). These results will allow us to build asymptotic confidence regions for peak location. When our random fields are stationary we will show that these can be improved to provide better coverage in the finite sample by taking advantage of the joint distribution between the first and second derivatives.

### 4.1 Mean

Extending the extremum estimator framework to multiple peaks, we obtain the following theorem for the joint distribution of the peak location.

**Theorem 4.1.** Let $Y_1$ satisfy Assumption 2 on $S$ and have mean $\mu$ which satisfies Assumption 3. For each $j = 1, \ldots, J$ corresponding to a non-degenerate local maximum of $\mu$, let $\hat{\theta}_{j,N} = \arg\max_{t \in B_j} \hat{\mu}_N(t)$ (and for the minima let $\hat{\theta}_{j,N} = \arg\min_{t \in B_j} \hat{\mu}_N(t)$) and let $\hat{\theta}_N := (\hat{\theta}_{1,N}^T, \ldots, \hat{\theta}_{J,N}^T)^T$ and $\theta := (\theta_1^T, \ldots, \theta_J^T)^T$. Then

$$\sqrt{N}(\hat{\theta}_N - \theta) \xrightarrow{d} N(0, A\Lambda A^T)$$

as $N \to \infty$. Here $A \in \mathbb{R}^{DJ \times DJ}$ is a block diagonal matrix with $J$ diagonal $D \times D$ blocks such that, for $j = 1, \ldots, J$, the $j$th block is $(\nabla^2 \mu(\theta_j))^{-1}$ and $\Lambda \in \mathbb{R}^{DJ \times DJ}$ is a matrix such that for $i, j = 1, \ldots, J$ the $ij$th $D \times D$ block of $\Lambda$ is $\text{cov}(\nabla^T Y_1(\theta_i), \nabla^T Y_1(\theta_j))$.

1Note that in the results that follow the assumptions we state are typically made on the first field in the sequence. This of course means that they hold for all of the fields because of the i.i.d assumption.
Proof. For each $j = 1, \ldots, J$, Taylor expansion about $\theta_j$ gives,

$$0 = \nabla \hat{\mu}_N(\hat{\theta}_{j,N}) = \nabla \hat{\mu}_N(\theta_j) + (\hat{\theta}_{j,N} - \theta_j)^T \nabla^2 \hat{\mu}_N(\theta_j^*)$$

(2)

for some $\theta_j^* \in B_{\|\theta_j - \hat{\theta}_{j,N}\|}(\theta_j)$. As such

$$\sqrt{N}(\hat{\theta}_{j,N} - \theta_j) = -(\nabla^2 \hat{\mu}_N(\theta_j^*))^{-1}\left(\sqrt{N} \nabla^T \hat{\mu}_N(\theta_j)\right),$$

(3)

and in particular,

$$\sqrt{N} \begin{pmatrix} \hat{\theta}_{1,N} - \theta_1 \\ \vdots \\ \hat{\theta}_{J,N} - \theta_J \end{pmatrix} = -A_N \sqrt{N} \begin{pmatrix} \nabla^T \hat{\mu}_N(\theta_1) \\ \vdots \\ \nabla^T \hat{\mu}_N(\theta_J) \end{pmatrix}.$$ 

Here $A_N \in \mathbb{R}^{DJ \times DJ}$ is a block diagonal matrix with $J$ diagonal blocks such that, for $j \in 1, \ldots, J$, the $j$th block is $(\nabla^2 \hat{\mu}_N(\theta_j^*))^{-1}$. As $N \to \infty$, $A_N$ converges in probability to $A$ and as such applying the multivariate CLT to the vector of gradients: $\sqrt{N} \left(\nabla \hat{\mu}_N(\theta_1), \ldots, \nabla \hat{\mu}_N(\theta_J)\right)^T$ (which can be written as a sum) and Slutsky yields the result. See Section B.2 for the technical details.

Considering the $j$th peak, under the assumptions of Theorem 4.1, as $N \to \infty$,

$$\sqrt{N}(\hat{\theta}_{j,N} - \theta_j) \xrightarrow{d} \mathcal{N}(0, (\nabla^2 \mu(\theta_j))^{-1} \Lambda(\theta_j)(\nabla^2 \mu(\theta_j))^{-1}).$$

We can obtain a similar asymptotic result for the coefficients in the linear model, see Theorem C.5.

4.2 Cohen’s $d$

Obtaining an analogous result to Theorem 4.1 for Cohen’s $d$ is a little more complicated. Proving this can be broken down into two main steps: proving a pointwise CLT for the distribution of the derivative of a $t$-statistic field (see below) and proving convergence of the Hessian in probability (see Proposition C.3).

4.2.1 Distribution of the derivative of a $T$-field

If our component random fields are Gaussian then we can obtain finite sample distributions for the derivatives of $Y_n$. To do so we extend Worsley’s (1994)’s Lemma 5.1a to non-central and non-stationary $t$-fields to derive the distribution the gradient of the $t$-statistic field $T_N$ defined in equation (1). We start by assuming that the variance is constant, which simplifies the expressions, and then use this to prove the general result.

Lemma 4.2. Let $Y_1$ be a unit variance Gaussian random field with differentiable mean $\mu$. Assume that $\Lambda(s) = \text{cov}(\nabla^T Y_1(s))$ is finite for all $s \in S$. Then for each $s \in S$,

$$\nabla T_N(s) | T_N(s), \sigma_N(s) = \frac{1}{\sigma_N(s)} \mathcal{N}\left(\sqrt{N} \nabla \mu(s), \left(1 + \frac{T_N(s)^2}{N-1}\right) \Lambda(s)\right).$$
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In particular, if the fields are Gaussian and have unit variance, it follows that we have the following pointwise CLT for Cohen’s $d$:

$$\sqrt{N} \left( \nabla d_N - \frac{\nabla \mu}{\hat{\sigma}_N} \right) = \nabla T_N - \frac{\nabla \mu \sqrt{N}}{\hat{\sigma}_N} \frac{d}{N \to \infty} N(0, (1 + \mu^2) \Lambda).$$

This follows since $\hat{\sigma}_N \overset{a.s.}{\longrightarrow} \sigma$ and $\frac{T_N^2}{N-1} \longrightarrow \mu^2$ as $N \to \infty$. Let us now drop the constant variance condition and write

$$T_N = \frac{\frac{1}{\sqrt{N}} \sum_{n=1}^{N} Y_n}{\left( \frac{1}{N-1} \sum_{n=1}^{N} (Y_n - \frac{1}{N} \sum Y_n)^2 \right)^{1/2}}$$

(4)

$$= \frac{\frac{1}{\sqrt{N}} \sum_{n=1}^{N} Y_n/\sigma}{\left( \frac{1}{N-1} \sum_{n=1}^{N} (Y_n/\sigma - \frac{1}{N} \sum Y_n/\sigma)^2 \right)^{1/2}}$$

(5)

which is the $t$-statistic derived from component Gaussian random fields $Y_n' = Y_n/\sigma$, $n = 1, \ldots, N$, which are i.i.d and have constant variance 1. We can thus apply the constant variance result to yield the following corollary.

**Corollary 4.3.** Let $Y_1$ be a Gaussian random field and suppose that $\sigma$ and $\mu$ are differentiable. Assume that $\Lambda(s)$ is finite for all $s \in S$, then for each $s \in S$,

$$\nabla T_N(s) | T_N(s), \hat{\sigma}_N(s) = d \frac{\sigma(s)}{\hat{\sigma}_N(s)} N \left( \sqrt{N} \nabla d(s), \left( 1 + \frac{T_N(s)^2}{N-1} \right) \Lambda'(s) \right),$$

where

$$\Lambda' := \text{cov} \left( \frac{\nabla Y_1}{\sigma} \right) = \frac{\Lambda}{\sigma^2} - \frac{\nabla^T \sigma^2 \Gamma}{\sigma^4} + \frac{\nabla^T \sigma^2 (\nabla \sigma^2)}{4 \sigma^4}.$$ 

As such for all $s \in S$, as $N \to \infty$

$$\sqrt{N} \left( \nabla d_N(s) - \frac{\sigma(s) \nabla (d(s))}{\hat{\sigma}_N(s)} \right) \frac{d}{N \to \infty} N(0, (1 + d(s)^2) \Lambda'(s)).$$

(6)

Examining this expression we see that when the mean of the component fields is zero, then in particular $d = 0$ and so the limiting variance does not depend on $\sigma$, as we would expect, as neither does the $t$-statistic. When the mean is non-zero, the dependence on $\sigma$ is captured via Cohen’s $d$ as $\Lambda'$ does not depend on $\sigma$. Note that if $\sigma^2 = 1$ everywhere then we recover the unit-variance expression.

### 4.2.2 CLTs for the derivative of Cohen’s $d$ and peak location

In practice the component fields may not be Gaussian. In this case there is no easy closed form for the finite sample distribution of the derivative of the $t$-statistic, however, it is still possible to derive an asymptotic limit for its distribution.
Theorem 4.4. Suppose that $Y_1$ has differentiable mean and variance and that
$\text{cov}\left(\nabla^T Y_1(s) / \sigma(s)\right) < \infty$ for all $s \in S$. Then for all $J \in \mathbb{N}$ and $s_1, \ldots, s_J \in S$, 

$$\sqrt{N} \left( \nabla d_N(s_1) - \frac{\sigma(s_j) \nabla d(s_1)}{\sigma_N(s_1)}, \ldots, \nabla d_N(s_J) - \frac{\sigma(s_j) \nabla d(s_J)}{\sigma_N(s_J)} \right)^T$$

satisfies a CLT as $N \to \infty$.

We can recover the Gaussian case (6) as follows.

Remark 2. Suppose that the assumptions of Theorem 4.4 hold and that $(Y_n)_{n \in \mathbb{N}}$ are
Gaussian. Then, letting $\Lambda' = \text{cov}(Y_1/\sigma)$, Theorem 4.4 implies that

$$\sqrt{N} \left( \nabla d_N - \frac{\sigma \nabla d}{\sigma_N} \right) \overset{d}{\to} \mathcal{N}(0, (1 + d^2)\Lambda')$$

pointwise as $N \to \infty$, which matches (6). See Section B.4.5 for a proof of this.

Putting the pieces together, as with the mean, gives us the following theorem.

Theorem 4.5. Suppose that $Y_1$ satisfies Assumption 1 with Cohen’s $d$: $d = \frac{\mu}{\sigma}$ satisfying Assumption 2. For each $j = 1, \ldots, J$ corresponding to a maximum of $d$, let $\hat{\theta}_{j,N} = \text{argmax}_{t \in B_j} d_N(t)$, (and for the minima let $\hat{\theta}_{j,N} = \text{argmin}_{t \in B_j} d_N(t)$) and let $\hat{\theta}_N := (\hat{\theta}_{1,N}^T, \ldots, \hat{\theta}_{J,N}^T)^T$ and $\theta := (\theta_1^T, \ldots, \theta_J^T)^T$. Then

$$\sqrt{N} (\hat{\theta}_N - \theta) \overset{d}{\to} \mathcal{N}(0, A\Lambda'A^T)$$

as $N \to \infty$. Here $A \in \mathbb{R}^{DJ \times DJ}$ is a block diagonal matrix with $J$ diagonal $D \times D$ blocks
such that, for $j = 1, \ldots, J$, the $j$th block is $(\nabla^2 d(\theta_j))^{-1}$ and $\Lambda' \in \mathbb{R}^{DJ \times DJ}$ is the limiting
covariance from Theorem 4.4.

4.3 Asymptotic Confidence Regions

Given these results we can obtain confidence regions for peak location which have the
correct asymptotic coverage. For the mean, for each $1 \leq j \leq J$, letting

$$\Sigma_j = (\nabla^2 \mu(\theta_j))^{-1} \text{cov}(\nabla^T Y_1(\theta_j)) (\nabla^2 \mu(\theta_j))^{-1}$$

and applying Theorem 4.1 we have

$$\sqrt{N} \Sigma_j^{-1/2}(\hat{\theta}_{j,N} - \theta_j) \sim \mathcal{N}(0, I_D) \implies N(\hat{\theta}_{j,N} - \theta_j)^T \Sigma_j^{-1}(\hat{\theta}_{j,N} - \theta_j) \sim \chi^2_D.$$ 

Thus for $\alpha \in (0, 1)$, letting $\chi^2_{D,1-\alpha}$ be the $1 - \alpha$ quantile of the $\chi^2_D$ distribution,

$$\left\{ \theta : N(\hat{\theta}_{j,N} - \theta)^T \Sigma_j^{-1}(\hat{\theta}_{j,N} - \theta) < \chi^2_{D,1-\alpha} \right\}$$
is a $(1 - \alpha)\%$ asymptotic confidence region for $\theta_j$. In practice $\Sigma_j$ is unknown however taking $\hat{\Lambda}(\hat{\theta}_{j,N})$ to be the sample covariance of $\nabla Y_1(\theta_j), \ldots, \nabla Y_N(\theta_j)$ and estimating the Hessian of the mean at $\theta_j$ by $\nabla^2 \hat{\mu}_N(\hat{\theta}_j)$ we obtain an asymptotic $(1 - \alpha)\%$ confidence region for $\theta_j$ as:

$$\left\{ \theta : N(\hat{\theta}_{j,N} - \theta)^T \hat{\Sigma}_j^{-1}(\hat{\theta}_{j,N} - \theta) < \chi^2_{D,1-\alpha} \right\}$$

where $\hat{\Sigma}_j = (\nabla^2 \hat{\mu}(\hat{\theta}_j))^{-1} \hat{\Lambda}(\hat{\theta}_j)(\nabla^2 \hat{\mu}(\hat{\theta}_j))^{-1}$. For Cohen’s $d$, we can derive analogous confidence regions for peak location using Theorem 4.5. In this case, taking $\hat{\Sigma}_j = \left(1 + d_N(\hat{\theta}_{j,N})^2\right) \left(\nabla^2 d_N(\hat{\theta}_{j,N})\right)^{-1} \hat{\Lambda}'(\hat{\theta}_{j,N}) \left(\nabla^2 d_N(\hat{\theta}_{j,N})\right)^{-1}$ we obtain a $(1 - \alpha)\%$ asymptotic confidence region for each peak location via equation (7).

When the fields are stationary a better estimate of $\Sigma_j$ can be obtained in both cases since a better estimate of $\Lambda$ or $\Lambda'$ can be obtained by averaging over space rather than using the estimate from a single point.

So far we have described confidence regions that are asymptotically valid at each peak. It may instead be desirable to obtain ones which are simultaneously valid over all peaks. To do so, we apply a Bonferroni correction, resulting in regions

$$\left\{ \theta : N(\hat{\theta}_{j,N} - \theta)^T \hat{\Sigma}_j^{-1}(\hat{\theta}_{j,N} - \theta) < \chi^2_{D,1-\alpha/J} \right\}$$

about each peak. This will control the familywise coverage rate over peaks. Assuming that the correlation function decays and the peaks are reasonably well separated, Theorems 4.1 and 4.5 show that peak locations are approximately independent so little will be lost by applying a Bonferroni correction.

### 4.4 Monte Carlo Confidence Regions

The above confidence regions perform well asymptotically however typically give undercoverage in the finite sample (see Section 5). This is because, amongst other factors, they do not account for the extra variability that occurs because $\nabla^2 \hat{\mu}_N(\theta_{j,N}^\star)$, defined in equation (3) has not converged. Under the additional assumptions of stationarity and Gaussianity it is in fact possible to obtain better finite sample coverage by taking account of the joint distribution between $\nabla^T \hat{\mu}_N$ and $\nabla^2 \hat{\mu}_N$. To do so observe that using an extra term in the Taylor expansion (2), for $1 \leq j \leq J$ and $N \in \mathbb{N}$, it follows that

$$\hat{\theta}_{j,N} - \theta_j = -\left(\nabla^2 \hat{\mu}_N(\theta_{j,N}^\star)\right)^{-1} \nabla^T \hat{\mu}_N(\theta_j)$$

$$= -\left(\nabla^2 \hat{\mu}_N(\theta_j) + \frac{1}{2}(\hat{\theta}_{j,N} - \theta_j)^T \nabla^3 \hat{\mu}_N(\hat{\theta}_{j,N})\right)^{-1} \nabla^T \hat{\mu}_N(\theta_j)$$

where $\nabla^3 \hat{\mu}_N$ is a 3-dimensional array corresponding to the third derivative and $\theta_{j,N}^\star, \hat{\theta}_{j,N} \in B_{\|\theta_j - \hat{\theta}_{j,N}\|}(\theta_j)$. 
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As \( N \to \infty \), the third derivative, \( \nabla^3 \hat{\mu}_N \) converges uniformly to \( \nabla^3 \mu \) and so for large \( N \), \( \frac{1}{2}(\hat{\theta}_{j,N} - \theta_j)^T \nabla^3 \hat{\mu}_N(\hat{\theta}_{j,N}) \) is small relative to \( \nabla^2 \hat{\mu}_N(\theta_j) \). This motivates using the distribution of \( -(\nabla^2 \hat{\mu}_N(\theta_j))^{-1} \nabla \hat{\mu}_N(\theta_j) \) to infer on the distribution of \( \hat{\theta}_{j,N} - \theta_j \). In practice \( \theta_j \) is unknown but we can use the fact that the numerator and denominator are independent Gaussian random variables, estimate their covariance matrices (at the peak \( \hat{\theta}_N \)) and simulate from a distribution that is approximately the same as the one above.

Letting \( \text{vech} \) be the operation which sends \( D \)-dimensional symmetric matrices to \( \mathbb{R}^{D(D+1)/2} \),

\[
\begin{pmatrix}
\nabla^T \hat{\mu}_N(\theta_j) \\
\text{vech}(\nabla^2 \hat{\mu}_N(\theta_j))
\end{pmatrix}
\sim \mathcal{N}
\begin{pmatrix}
0 \\
\text{vech}(\nabla^2 \mu_N(\theta_j))
\end{pmatrix}
\begin{pmatrix}
\frac{1}{N} \begin{pmatrix} \Lambda & 0 \\ 0 & \Omega \end{pmatrix}
\end{pmatrix}
\]

where for each \( s \in S \), \( \Omega = \text{cov}(\text{vech}(\nabla^2 Y_1(s))) \). As the fields are assumed to be stationary we can take advantage of the fact that, \( \Lambda \) and \( \Omega \), are constant over \( S \) to obtain very good estimates \( \hat{\Lambda} \) and \( \hat{\Omega} \) of these quantities based on data from the whole image (rather than from just around the peak). The peak location \( \theta_j \) is unknown so we estimate \( \nabla^2 \mu_N(\theta_j) \) using \( \nabla^2 \hat{\mu}_N(\hat{\theta}_{j,N}) \).

To generate samples from this distribution we choose a (reasonably large) number of simulations \( K \in \mathbb{N} \) and generate independent i.i.d sequences of random vectors \( (A_{k,N})_{1 \leq k \leq K} \sim \mathcal{N}(0, \hat{\Lambda}/N) \) and \( (B_{k,N})_{1 \leq k \leq K} \sim \mathcal{N}(\text{vech}(\nabla^2 \mu_N(\hat{\theta}_{j,N})), \hat{\Omega}/N) \). Then our Monte Carlo draws from the estimated peak location distribution are

\[
\delta_{k,N} = (\text{vech}^{-1}(B_{k,N}))^{-1} A_{k,N}
\]

for \( 1 \leq k \leq K \) and where \( \text{vech}^{-1} \) is the inverse of the \( \text{vech} \) operation.\(^2\)

We use this to provide Monte Carlo confidence regions which have the same shape, up to parameter estimation, as those used for the asymptotic distribution but adjusting their size to ensure \((1 - \alpha)\%\) coverage based on the Monte Carlo draws. Let \( \hat{\Sigma}'_j = (\nabla^2 \hat{\mu}_N(\hat{\theta}_j))^{-1} \hat{\Lambda}(\nabla^2 \hat{\mu}_N(\hat{\theta}_j))^{-1} \) and for \( 0 < \alpha < 1 \), choose \( \lambda_\alpha \) such that

\[
\frac{1}{K} \sum_{k=1}^{K} \mathbb{1}\left[N(\delta_{k,N}^T (\hat{\Sigma}'_j)^{-1} \delta_{k,N}) > \lambda_\alpha \right] = \frac{\alpha K}{K}.
\]

Note that \( \lambda_\alpha \) exists as there are no ties with probability 1. Given this we define the Monte Carlo confidence region to be

\[
\left\{ \theta : N(\hat{\theta}_{j,N} - \theta)^T (\hat{\Sigma}'_j)^{-1} (\hat{\theta}_{j,N} - \theta) < \lambda_\alpha \right\}.
\]

As \( N \to \infty \), \( B_{k,N} \xrightarrow{a.s.} \text{vech}(\nabla^2 \mu(\theta_j)) \) and \( \sqrt{N} A_{k,N} \xrightarrow{d} \mathcal{N}(0, \Lambda) \) so applying Theorem 1.1 it follows that the probability that the \( j \)th Monte Carlo confidence region contains \( \theta_j \)

\(^2\)Note that in small sample sizes truncation is occasionally necessary for stability i.e. to ensure that \( \det(\text{vech}^{-1}(B_{k,N})) \) is kept away from zero, see Section C.1 for details on how this is done in practice.
converges to $1 - \alpha$. In fact, since they have been constructed to have the same shape, the Monte Carlo confidence regions will essentially be the same as the asymptotic confidence regions given large enough $N$. The advantage of the Monte Carlo confidence regions is that they take into account the variability in the second derivative and thus have a finite sample performance that is substantially improved (see Section 5). As with the asymptotic regions, simultaneous coverage can be obtained by using the $\alpha/J$ quantiles for each region.

Unlike for the mean, Monte Carlo confidence regions for the locations of peaks of Cohen’s $d$ are not easy to obtain, see the discussion for further details.

5 Simulations and Data Application

We conduct simulations to evaluate the coverage of the confidence regions in practice. We demonstrate their validity in 1D and 2D as the sample size increases and investigate their performance relative to the shape of the signal and the smoothness of the noise. We verify that our methods have the correct asymptotic coverage in these settings and illustrate how they can be applied in practice to provide confidence regions for peak location. We present results for inferring on the location of peaks of the mean below - results for the 1D simulations can be found in Section D. To illustrate the theory in practice, we apply it to provide confidence intervals for the locations of peaks in a 1D MEG power spectrum and for 2D slices of fMRI data obtained from the UK Biobank. For each application of the Monte Carlo method we used $K = 10^5$ draws from the distribution in (11).

5.1 Coverage

Before we present our results we must formally define what we mean by coverage. In each of our simulations we will generate noise about a fixed mean function with a given number of peaks (varying the smoothness of the noise, the number of samples $N$ and the shape of the peak). For each setting, given $\alpha > 0$, we run $n_{\text{sim}} \in \mathbb{N}$ simulations. For each simulation $i \in \{1, \ldots, n_{\text{sim}}\}$ we calculate a $(1 - \alpha)$% confidence region $R_{i,j}^\alpha$ for the true location $\theta_j$ of a given peak of the mean/Cohen’s $d$, as discussed in Section 4.3 (for $1 \leq j \leq J$). Given this we define the true coverage about the $j$th peak to be $P(\theta_j \in R_{i,j}^\alpha)$. We can approximate this by the empirical coverage $\frac{1}{n_{\text{sim}} \sum_{i=1}^{n_{\text{sim}}} 1[\theta_j \in R_{i,j}^\alpha]}$, where $1[\cdot]$ denotes the indicator function. This converges to the true coverage by the SLLN as $n_{\text{sim}} \to \infty$. The $R_{i,j}^\alpha$ are asymptotic $(1 - \alpha)$% confidence regions so the true coverage converges to $1 - \alpha$ as $N \to \infty$ and the empirical coverage should thus converge to $1 - \alpha$ as $n_{\text{sim}}, N \to \infty$.

In the presence of multiple peaks we will summarize the performance of the peak location confidence regions by considering the average empirical coverage, which is defined as $\frac{1}{J n_{\text{sim}}} \sum_{j=1}^{J} \sum_{i=1}^{n_{\text{sim}}} 1[\theta_j \in R_{i,j}^\alpha]$. We will also consider the true joint coverage which
is defined as $P\left(\theta_j \in R^{\alpha/J}_{i,j} \text{ for } 1 \leq j \leq J\right)$ and will approximate this using the **empirical joint coverage**: 
\[
\frac{1}{n_{\text{sim}}} \sum_{i=1}^{n_{\text{sim}}} 1\left[\theta_j \in R^{\alpha/J}_{i,j} \text{ for } 1 \leq j \leq J\right].
\]
Based on the theory derived in the previous section these should also converge to $1 - \alpha$ in the limit as $n_{\text{sim}}, N$ tend to infinity.

### 5.2 Simulations: peaks of the mean

Our first set of simulations consists of 2D stationary Gaussian noise added to peaked signals. The noise was generated by smoothing Gaussian white noise with a Gaussian kernel with given FWHM (full width at half maximum) to generate 2D convolution fields (which were truncated to account for the edge effect - see e.g., Davenport and Nichols (2022)). We add these fields to the mean function to obtain simulations with $N \in \{20, 40, \ldots, 200\}$ and a range of applied smoothing levels. We repeated this 5000 times in each setting in order to calculate the empirical coverage. The results are shown in Figures 1 and 2. The dotted lines, in these and all other corresponding figures, give 95% confidence bands and are obtained using the normal approximation to the binomial distribution. The figures show that as the number of subjects increase the asymptotic and Monte Carlo approaches have a coverage that converges to 0.95 as the number of subjects increases. However, the rate of convergence of the Monte Carlo method is substantially faster, meaning that reasonable coverage is obtained even for low sample sizes.

The lower the FWHM of the noise relative to the shape of the peak, the larger the number of subjects that is needed to obtain a good level of coverage. In many settings of interest high smoothness relative to the shape of the peak is a reasonable assumption, allowing us to obtain good coverage given available sample sizes. Here stationarity allows us to obtain better estimates of quantities involved (for both the asymptotic and Monte Carlo methods), such as $\Lambda$, as we can average over the whole image. However, asymptotic coverage is achieved regardless of stationarity for both the asymptotic and Monte Carlo methods. The results from simulations about different 1D peaks (including results where the underlying noise distribution is non-Gaussian) are available in Section D.1.

The setting of Figure 2 is more difficult because the peaks are wider and the true maximum is more difficult to localise. In this setting the asymptotic method is very slow to converge. In contrast, the Monte Carlo method performs very well, attaining the nominal coverage even in small sample sizes. However the joint coverage is slightly conservative in this setting.

### 5.3 Simulations: peaks of Cohen’s $d$

To illustrate the performance of our confidence regions for local maxima of the $t$-statistic we use the same simulation settings as above however we infer on peaks of Cohen’s $d$ rather than the mean. For the $t$-statistic, changing the variance across the image is equivalent
Figure 1: Coverage in 2D for the narrower peaks of the mean on a 50 by 50 image. Top Left: a surface plot giving the mean intensity of the signal. Bottom Left: a realisation of a single (FWHM = 5) random field. Centre: the coverage obtained from using the asymptotic distribution. Right: the coverage obtained from using the Monte Carlo distribution. The coverage for the asymptotic and Monte Carlo methods converges to 0.95 as the number of subjects increases. However the rate of convergence of the Monte Carlo approach is substantially faster.

...to changing the mean so without loss of generality we take the variance to be constant across the image. The results are shown in Figures 3 and 4 and from these we see that the correct coverage is obtained given sufficiently many subjects. Convergence is slower than for the mean and as before improves the higher the level of applied smoothness. Note that no Monte Carlo approach is available for Cohen’s $d$. The results for the coverage about 1D peaks (including results where the underlying noise distribution is non-Gaussian) are available in Section D.2 and show a similar trend.

5.4 Application: MEG power spectra

We have 1D MEG data from 79 subjects (from a single MEG node) and for each subject have around 6 minutes of time series data sampled at a rate of 240Hz (see Quinn et al. (2019) for details on the data and how it was collected). From this data we derive power spectrum random fields using Welch (1967)'s method (as described in Section E.1), samples of which are shown in Figure 14. Applying our asymptotic confidence regions approach
Figure 2: Coverage in 2D for the wider peaks of the mean on a 50 by 50 image. The layout of the figures is the same as in Figure 1. In this more difficult setting the convergence of the asymptotic method is substantially slower than in the case of the narrower peaks. The Monte Carlo method maintains the nominal coverage even in small sample sizes however it is slightly conservative when considering the joint coverage.

Figure 3: Coverage in 2D for the narrower peaks of Cohen’s $d$ on a 50 by 50 image. Left: a surface plot giving the observed Cohen’s $d$ for a random sample of 100 subjects whose noise is smoothed with a FWHM of 10. Centre: the coverage obtained from using the asymptotic distribution. Right: the coverage obtained from using the Monte Carlo distribution.

with the Bonferroni correction, we obtain joint 95% confidence intervals of $(0.876, 0.910)$ Hz and $(2.276, 2.314)$ Hz for the location of the highest two peaks of the mean. In this example the uncertainty for both peaks is the same as that provided by the stationary Monte Carlo method. This indicates that the methods have converged and so we expect the confidence interval to provide good coverage in this setting.
We can also infer on peaks of Cohen’s d obtained from the log power spectra with respect to the average across the frequencies from 0 to 60 Hz. Using our approach, we calculate joint 95% confidence intervals (0.870,0.916) Hz and (2.266,2.323) Hz, for the locations of the top two peaks which lie in the delta frequency band, this is illustrated in Figure 15. Since the noise is smooth relative to the shape of the peaks we expect these confidence intervals to give good coverage for the true peak locations. Notably the standard error for both confidence intervals is similar, this occurs because the peaks have a similar shape and the smoothness of the noise is similar around each peak.

5.5 Application: fMRI

We apply the method to estimate confidence regions for 2D coronal slices of fMRI data of 125 subjects from the UK biobank (Miller et al., 2016). The subjects have undergone a perceptual matching task, consisting of blocks of geometric shapes and emotional faces; the effect of interest is the difference in fMRI signal between the face and shape blocks (Hariri et al., 2002). A first level regression is performed, as described in Mumford and Nichols (2009), resulting in a 2D contrast map for each subject, for the contrast of the “faces” condition minus the “shapes” condition. Smoothing of 8mm (which corresponds to 4 voxels as the voxels are 2mm by 2mm) was performed to generate 2D convolution fields \( Y_n \) for each subject. In the resulting dataset the top two peaks of the mean lie within the fusiform face areas which are the regions of the brain that are responsible for identifying faces (Kanwisher and Yovel, 2006). These peaks and the 95% simultaneous confidence regions (derived using the Monte Carlo distribution combined with Bonferroni adjustment) for their location are displayed in Figure 5. The use of the Monte Carlo method requires stationarity, an assumption that is common in brain imaging (Worsley et al., 1992). From these plots we see that the regions obtained from the Monte Carlo method are substantially larger than the ones obtained via the asymptotic method. This
occurs because, as illustrated in Section 5.2, the asymptotic method underestimates the variance and thus provides undercoverage. Confidence regions for the local maxima of Cohen’s $d$, obtained using the asymptotic method are displayed in Figure 16.
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Figure 5: Simultaneous confidence regions for peaks of the mean of 125 subjects from the UK biobank for the faces-shapes contrast. Top: asymptotic method, bottom: Monte Carlo method. The 95% confidence regions, corrected to allow for joint coverage over the two peaks, are shown in red: displayed over the mean of the images. Both sets of plots have the following interpretation: Left: whole brain slice. Middle and right: zoomed in sections around each peak with a black dot indicating the location of each maximum. The Monte Carlo regions are bigger than the asymptotic regions for both peaks, however this is more pronounced for the leftmost peak.

6 Discussion

In this paper we have provided asymptotic and Monte Carlo confidence regions for the location of peaks of the mean and Cohen’s $d$ functions and have tested their coverage in a variety of settings as well as illustrating how they can be applied in practice. We have demonstrated that under stationarity, for peaks of the mean, using the Monte Carlo method can significantly improve the rate at which the empirical coverage converges.

The asymptotic results show that the limiting covariance matrix (for the mean) about the $j$th peak (for $1 \leq j \leq J$) is \((\nabla^2 \mu(\theta_j))^{-1}\Lambda(\theta_j)(\nabla^2 \mu(\theta_j))^{-1}\). This means that, for fixed sample size, the size of the confidence regions increases as the determinant of the Hessian
\( \nabla^2 \mu(\theta_j) \) goes to zero and as the smoothness of the noise (which is inversely proportional to \( \Lambda(\theta_j) \)) decreases. In order provide some intuition regarding this, consider the following illustrative 1D example. Assume that the shape of the peak is that of the pdf of the \( \mathcal{N}(0, \tau^2) \) distribution (for some \( \tau > 0 \)) scaled to have height \( h \) and that the noise is obtained by smoothing Gaussian white noise with a Gaussian kernel with FWHM \( f \) and scaled to have variance \( \sigma^2 \). In this case the limiting variance is proportional to \( \frac{\tau^4 \sigma^2 h^2}{f^2} \). This clearly decreases as the FWHM of the noise and the height of the signal increase and increases with the variance of the noise and the width of the peak.

We also found that wider peaks (relative to the noise) and rougher noise typically require a larger sample size \( N \) before the correct coverage is obtained. This is because the wider the peak and the rougher the noise, the more the location of the maximum will be driven by peaks in the noise rather than peaks in the signal. In general the shape of the peak and the smoothness of the noise have a large effect on both the limiting covariance and the rate at which convergence of the coverage occurs.

Using the asymptotic distribution to create confidence regions does not take account of the extra variance that arises from the inverse of the Hessian in equation (3). As such using the asymptotic distribution leads to undercoverage in the finite sample. Under stationarity, for peaks of the mean, we have shown that the coverage obtained can be significantly improved by using the Monte Carlo confidence regions. These are created by simulating from the joint distribution between the first and second derivatives in order to account for the variance of the Hessian and enable a good level of coverage to be obtained even in small sample sizes. Under stationarity the first derivative and the Hessian are independent and as such we should expect the Monte Carlo approach to lead to an increase in the coverage (see Theorem C.1 and the discussion following it in Appendix C.1). The improvement is exemplified at lower smoothness levels where the convergence for the asymptotic method is particularly slow.

When the noise is non-stationary the parameters of the Monte Carlo distribution become more difficult to estimate and may not be the same at the location of the empirical peak and at the true peak. Moreover the derivative and the Hessian are no longer guaranteed to be independent meaning that the conditions needed to prove results such as Theorem C.1 do not hold. Nevertheless it would be interesting to determine scenarios where the Monte Carlo distribution or a variant could lead to improvements even when the noise is non-stationary, such as under some sort of local stationarity. Further improvements could potentially be achieved by considering higher terms in the Taylor expansion and taking advantage of their joint distribution which would also be Gaussian (at least asymptotically). Such non-stationary improvements could be useful in the context of maximum likelihood estimation in the finite sample.

The rate of convergence of the coverage for the asymptotic method, when inferring on
peaks of Cohen’s $d$, is slower than when inferring on peaks of the mean. This is because the variability in the location of observed peaks of the $t$-statistic about their true location is substantially higher than for peaks of the mean (Taylor et al., 1993). This means that the estimate of parameters at the true peak is in general less accurate and this has a knock on effect on the coverage rates. In the case that the fields are Gaussian, assuming they are also unit-variance for simplicity, we can quantify this approximately by considering the difference between the variance of the derivatives. To see this note that when the variance equals 1, $\mu = d$ everywhere, and so $\nabla^2 \mu = \nabla^2 d$. As such changes in the asymptotic variance when comparing convergence of the mean versus convergence of Cohen’s $d$ (i.e. in Theorems 4.1 and 4.5) are due to changes in the variance of the derivatives of the noise. At a peak of the mean the variance of $\sqrt{N} \nabla \mu_N$ is $\Lambda$ whereas, using Lemma 4.2 at a peak of Cohen’s $d$ the variance of $\sqrt{N} \nabla d_N$ is $\Lambda (1 + \frac{N}{N-1} d_N^2)$. In our simulations, $d_N \approx 1$ at the peaks, so the variance will approximately be increased by a factor of 2. In simulations where the noise is given by Gaussian noise convolved with a Gaussian kernel, $\Lambda$ is inversely proportional to the FWHM squared. As such, in our simulations, we might expect the coverage rates for Cohen’s $d$ (for convolution fields generated by smoothing Gaussian noise with a Gaussian kernel with FWHM $f$) to be roughly comparable to those of the mean with FWHM $f/\sqrt{2}$. Comparing the Cohen’s $d$ and mean simulations in Section 5 this is not quite correct, as there are a number of other factors involved, but this calculation nevertheless provides a justification for the level of the discrepancy.

Developing a corresponding Monte-Carlo distribution for the $t$-statistic seems feasible in principle. In practice however this is difficult. It requires an understanding of the joint distribution between the first and second derivatives of a $t$-statistic field. This is complicated and independence between these different derivatives does not hold as both contain terms involving the derivatives of the fields themselves, so it would not be possible to extend Theorem 1 to this setting (see Section 4 of the Supplementary Material for theoretical expansions of the first and second derivatives of Cohen’s $d$). Extending to this setting is thus beyond our scope and is left to future work.

It may also be of interest to develop non-parametric bootstrap style confidence regions. Consistency results for these have been developed in the context of M-estimation (see e.g. Wellner and Zhan (1996)), and it would be interesting to extend these results to multiple peaks and to $t$-statistic fields. Future work could also investigate applying these techniques in larger dimensions and in other settings such as for fMRI data. It should also be possible to develop confidence regions for the locations of peaks of other random fields, such as $R^2$-fields, using similar techniques.

Our methods rely on identifiability of the peaks and we have shown that this occurs under reasonable assumptions, given large enough sample sizes. In noisy scenarios there might be more than one observed peak about a true peak of the signal or even none at
all. Moreover, if two peaks were found near to each other then it might be difficult to distinguish them. In small sample sizes it may be difficult to know whether identifiability can be assumed to hold. One heuristic that seems reasonable (in 1D) is to assume that identifiability has occurred if the 95% confidence interval (about a given peak) lies within the inflection points of the peak in the observed mean/Cohen’s $d$. Algorithms such as STEM (Cheng et al., 2017) can also be used in order to distinguish peaks of the noise from peaks of the signal.

One interesting application of our results could be to improve coordinate based meta-analysis (see Eickhoff et al. (2009), Salimi-Khorshidi et al. (2009)). These types of meta-analyses typically make use of a confidence region around the peaks reported across studies that represents a combination of within study and between study variation in the peak location. The within study variation is typically approximate and not theoretically justified. Our work enables confidence regions to be generated that have asymptotic theoretical coverage guarantees. Moreover we have shown that, for $0 < \alpha < 1$, the volume of the $(1-\alpha)\%$ confidence region shrinks at a rate of $N^{D/2}$ as the sample size $N$ increases. Using our results should thus allow practitioners to better account for the change in the size of the within study uncertainty as the sample size changes as well as enabling them to make more precise confidence statements and thus perform more exact meta-analyses.
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A Proofs for Sections 2 and 3

A.1 Proofs for Section 2

A.1.1 Proof of Lemma 2.3

Let $e_i, i = 1, \ldots, D$, be the standard basis vectors in $\mathbb{R}^D$ and let $L, B(s)$ be the Lipschitz constant and the ball around $s$ on which the Lipschitz property holds. Then for $1 \leq i \leq D$ and $1 \leq j \leq D'$,

$$
\mathbb{E}[(\nabla f)_{ij}] = \mathbb{E} \left[ \frac{\partial f_j(s)}{\partial s_i} \right] = \mathbb{E} \left[ \lim_{h \to 0} \frac{f_j(s + he_i) - f_j(s)}{h} \right].
$$

We can thus apply the Dominated Convergence Theorem to obtain the result, using $L$ as a dominating function, since for $h$ small enough such that $s + he_i \in B(s)$,

$$
\left| \frac{f_j(s + he_i) - f_j(s)}{h} \right| \leq \frac{\|f(s + he_i) - f(s)\|}{|h|} \leq \frac{L \|he_i\|}{|h|} = L.
$$
A.1.2 Proof of Proposition 2.5

$S$ is a subset of $\mathbb{R}^D$ and is therefore separable, moreover for each $1 \leq i \leq D$, $f_i$ is a continuous Gaussian random field. So it follows that for all $m \in \mathbb{N}$, $\mathbb{E}[\sup_{s \in S}|f_i(s)|^m] < \infty$, see [Landau and Shepp (1970)]. Expanding the norm we see that:

$$
\sup_{s \in S} \|\nabla f(s)\|^2 = \sup_{s \in S} \sum_{i=1}^{D} f_i(s)^2 = \sum_{i=1}^{D} \sup_{s \in S} f_i(s)^2
$$

so in particular its expectation is finite. Moreover, given $k \in \mathbb{N}$,

$$
\sup_{s \in S} \|\nabla f^k(t)\| = \sup_{s \in S} \|k f(t)^{k-1} \nabla f(t)\| \leq k \sup_{s \in S} |f(t)|^{k-1} \sup_{s \in S} \|\nabla f(t)\|.
$$

As such

$$
\mathbb{E}\left[\sup_{s \in S} \|\nabla f^k(t)\|\right] \leq k \mathbb{E}\left[\sup_{s \in S} |f(t)|^{2(k-1)}\right]^{1/2} \mathbb{E}\left[\sup_{s \in S} \|\nabla f(t)\|^2\right]^{1/2}
$$

which is finite. The result thus follows by applying Lemmas 2.4 and 2.3.

A.1.3 Proof of Proposition 2.7

Let $c$ be the Lipshitz constant of $K$. Then, for $s, t \in S$,

$$
|Y(s) - Y(t)| \leq \sum_{l \in V} |K(s - l) - K(t - l)||X(l)|
$$

$$
\leq c \sum_{l \in V} |X(l)||s - t| = \left(c \sum_{l \in V} |X(l)|\right) \|s - t\|.
$$

The result follows by taking $c \sum_{l \in V} |X(l)|$ as the Lipschitz constant and applying Lemma 2.3.

A.1.4 Proof that fSLLNs hold for $f^2$

Assumption 1(c) implies that conditions for fSLLNs to hold are satisfied by $f^2$ and its derivatives. This will follows fairly quickly by [Ledoux and Talagrand (2013)]’s Corollary 7.10. For $f^2$ it follows immediately from Assumption 1(i). Differentiating $f^2$, we see that for $1 \leq j \leq D$,

$$
\frac{\partial f^2}{\partial s_j} = 2 f f_j \implies \sup_{s \in S} \frac{\partial f(s)^2}{\partial s_j} \leq 2 \sup_{s \in S} f(s) \sup_{s \in S} f_j(s)
$$

and so

$$
\mathbb{E}\left[\sup_{s \in S} \frac{\partial f(s)^2}{\partial s_j}\right] \leq 2 \mathbb{E}\left[\sup_{s \in S} f(s)^2\right]^{1/2} \mathbb{E}\left[\sup_{s \in S} f_j(s)^2\right]^{1/2}
$$

so the results follows for the first derivative under 1(i) and (ii). Differentiating once more and applying Cauchy-Swartz the result follows for the second derivative as well (under Assumption 1c).
A.1.5 Proof of Proposition 2.8

1a follows easily as the lattice is finite, the variance is finite at each point and \( K \) is \( C^2 \). For 1b,c note that, as \( K \) is \( C^2 \), we may assume that the absolute value of \( K(s - l) \) and its derivatives are bounded over all \( s \in S \) and \( l \in V \) by compactness, as \( S \) is bounded and \( V \) is finite and \( K \) is defined everywhere. Let \( K^* \) be an upper bound on \(|K|\), then for \( s \in S \),

\[
|Y(s)| = \left| \sum_{l \in V} K(s - l)X(l) \right| \leq K^* \sum_{l \in V} |X(l)|
\]

and

\[
|Y(s)^2| = \left| \sum_{l,l' \in V} K(s - l)K(s - l')X(l)X(l') \right| \\
\leq \sum_{l,l' \in V} |K(s - l)K(s - l')||X(l)X(l')| \leq (K^*)^2 \sum_{l,l' \in V} |X(l)X(l')|.
\]

so 1b,c follow for \( Y \). Similar arguments hold for its derivatives.

A.2 Proofs for Section 3

A.2.1 Proof of Proposition 3.1

\[
\|\nabla\hat{\gamma}(t)\| = \|\nabla\gamma(t) + \nabla\eta(t)\| \geq \|\nabla\gamma(t)\| - \|\nabla\eta(t)\| \geq C' + \inf_{t \in S'} (\|\nabla\eta(t)\|) \quad \text{and so}
\]

\[
\mathbb{P}\left(\inf_{t \in S'} \|\nabla\hat{\gamma}(t)\| > 0\right) \geq \mathbb{P}\left(\sup_{t \in S'} \|\nabla\eta(t)\| < C'\right) = 1 - \mathbb{P}\left(\sup_{t \in S'} \|\nabla\eta(t)\| > C'\right).
\]

A.2.2 Proof of Proposition 3.2

The probability that \( \hat{\gamma}_N \) has no critical points in \( S \setminus B \) is greater than the probability that \( \inf_{t \in S \setminus B} \|\nabla\hat{\gamma}_N(t)\| > 0 \) and by Lemma 3.1

\[
\mathbb{P}\left(\inf_{t \in S \setminus B} \|\nabla\hat{\gamma}_N(t)\| > 0\right) \geq 1 - \mathbb{P}\left(\sup_{t \in S \setminus B} \|\nabla\eta_N(t)\| > C\right).
\]

By the continuous mapping theorem, \( \nabla\eta_N \xrightarrow{p} 0 \) implies that \( \|\nabla\eta_N\| \xrightarrow{p} 0 \). We have

\[
\sup_{t \in S \setminus B} \|\nabla\eta_N(t)\| \leq \sup_{t \in S} \|\nabla\eta_N(t)\|
\]

so in particular,

\[
\sup_{t \in S \setminus B} \|\nabla\eta_N(t)\| \xrightarrow{p} 0
\]
from which the first result follows. As in Cheng et al. (2017), the probability that \( \hat{\gamma}_N \) has no maxima is less than or equal to

\[
P \left( \sup_{t \in S \setminus B} \| \nabla \eta_N(t) \| > \delta_j D_{\text{max}} \right)
\]

which tends to 0 by a similar argument to above. Note that the argument in Cheng et al. (2017) requires an application of the Fundamental Theorem of Calculus to the second derivative which is why we require that the second derivatives of \( \gamma \) and \( \eta_N \) are continuous.

The probability of 2 or more local maxima is

\[
P \left( \sup_{t \in S \setminus B} \sup_{\| x \| = 1} x^T \nabla^2 \eta_N(t) x > D_{\text{max}} \right)
\]

which tends to 0, since

\[
\sup_{t \in S \setminus B} \sup_{\| x \| = 1} x^T \nabla^2 \eta_N(t) x \leq \sup_{t \in S \setminus B} \| \nabla^2 \eta_N(t) \| \xrightarrow{a.s.} 0.
\]

Combining these last two convergences implies that the probability that there is exactly one maximum converges to 1.
B Proofs for Section 4

B.1 Conditions for convergence

Lemma B.1. Given \(a_1, \ldots, a_N, \mu \in \mathbb{R}\) for some \(N \in \mathbb{N}\) and letting \(\bar{a} = \frac{1}{N} \sum_{n=1}^{N} a_n\),

\[
\frac{1}{N} \sum_{n=1}^{N} (a_n - \bar{a})^2 = \frac{1}{N} \sum_{n=1}^{N} (a_n - \mu + \mu - \bar{a})^2 \\
= \frac{1}{N} \sum_{n=1}^{N} (a_n - \mu)^2 + \frac{2}{N} \sum_{n=1}^{N} (\mu - \bar{a}) (a_n - \mu) + \frac{1}{N} \sum_{n=1}^{N} (\mu - \bar{a})^2 \\
= \frac{1}{N} \sum_{n=1}^{N} (a_n - \mu)^2 + (\mu - \bar{a}) \frac{2}{N} \sum_{n=1}^{N} (a_n - \mu) + (\mu - \bar{a})^2.
\]

Lemma B.2. In the setting of Section C.2.2 let \(g\) be the density of \(x_1\) and suppose that \(g\) is bounded above by \(G \in \mathbb{R}\) then \((\frac{1}{N} X_N^T X_N)^{-1} \overset{a.s.}{\rightarrow} (\mathbb{E}[x_1 x_1^T])^{-1}\).

Proof. Define the event \(E_N = \{ X \in \mathbb{R}^{N \times p} : \det(X^T X) = 0 \}\) then, as \(x_1, \ldots, x_N\) are independent,

\[
P(X_N \in E_N) = \int_{E_N} \prod_{n=1}^{N} g(x_n) \, dx_n \leq G^{N} \int_{E_N} \prod_{n=1}^{N} dx_n = 0.
\]

since \(E_N\) traces out a lower dimensional subspace. So by countability (as the countable union of measure zero sets has measure zero) we can almost surely assume that \(\frac{1}{N} X_N^T X_N\) is invertible for all \(N\). Now,

\[
\frac{1}{N} X_N^T X_N = \frac{1}{N} \sum_{n=1}^{N} x_n x_n^T
\]

which converges to \(\mathbb{E}[x_1 x_1^T]\) by the SLLN (note that if \(x_1\) is mean zero then this equals \(\text{cov}(x_1)\)). As such the result follows by applying the continuous mapping theorem.

B.2 Continuation of the proof of Theorem 4.1

In what follows we verify that Assumptions CF and EE2 of Shi (2011) hold in our setting. Our result then follows by applying their Theorem 4.1.

i) For each \(1 \leq j \leq J\), \(B_j\) is compact and \(\hat{\mu}_N = \frac{1}{N} \sum_{n=1}^{N} Y_n\) is continuous, pointwise measurable and converges uniformly almost surely to \(\mu\) as shown in Section C.2.1. Furthermore, \(\text{argmax}_{t \in B_j} \mu(t) = \theta_j\) is the unique maximum (or minimum if \(\theta_j\) is a minimum), so it follows that \(\hat{\theta}_{j,N} \overset{p}{\rightarrow} \theta_j\) by Theorem 4.1.1 from Amemiya (1985). In particular \(\hat{\theta}_N \overset{p}{\rightarrow} \theta\).

ii) For \(N \in \mathbb{N}\), \(\hat{\mu}_N\) is a.s. twice continuously differentiable on \(B_j\). Twice differentiable is required throughout and \(C^2\) is required for Taylor’s theorem.
Combining these results with the argument used in Theorem 4.1 completes the proof. By Lemma B.2, CLT it follows that, so the second term converges to zero in distribution. Applying the multivariate derivative. Uniform convergence follows from Proposition C.4 which implies that this result follows via a similar proof to that of Theorem 4.1 and requires us to demonstrate uniform convergence of the second derivative and to provide a pointwise CLT for the derivative.

\[
\sqrt{N} \left( \nabla^T \hat{\theta}_N (\theta_1) : \ldots : \nabla^T \hat{\theta}_N (\theta_J) \right) = \frac{1}{\sqrt{N}} \sum_{n=1}^{N} \left( \nabla^T Y_n (\theta_1) : \ldots : \nabla^T Y_n (\theta_J) \right) \xrightarrow{d} \mathcal{N}(0, \Lambda).
\]

by the multivariate CLT.

iv) For each \(1 \leq j \leq J\), given a sequence \(\theta^*_{j,N} \xrightarrow{p} \theta_j\),
\[
\nabla^2 \hat{\theta}_N (\theta^*_{j,N}) = \nabla^2 \hat{\theta}_N (\theta^*_{j,N}) - \nabla^2 \hat{\theta}_N (\theta_j) - \nabla^2 \hat{\theta}_N (\theta_j) + \nabla^2 \hat{\theta}_N (\theta_j)
\]
which converges in probability to \(\nabla^2 \hat{\theta}_N (\theta_j)\). This follows as by the fSLLN (which we can apply to the second derivative because of Assumption 1biii),
\[
\nabla^2 \hat{\theta}_N (\theta^*_{j,N}) - \nabla^2 \hat{\theta}_N (\theta_j) \xrightarrow{a.s.} 0.
\]
Now, \(\nabla^2 \mu\) is uniformly continuous on \(B_j\) (as \(\mu\) is \(C^2\)) and so \(\nabla^2 \mu(\theta^*_{j,N}) - \nabla^2 \mu(\theta_j) \xrightarrow{p} 0\) (since \(\hat{\theta}_j,N \xrightarrow{p} \theta_j\) implies that \(\theta^*_{j,N} \xrightarrow{p} \theta_j\)). In particular \(A_N \xrightarrow{p} A\).

Combining (iii) and (iv) into (3) the result follows by applying Slutsky’s Lemma.

### B.3 Proof of Theorem C.5

This result follows via a similar proof to that of Theorem 4.1 and requires us to demonstrate uniform convergence of the second derivative and to provide a pointwise CLT for the derivative. Uniform convergence follows from Proposition C.4 which implies that
\[
\nabla^2 w^T \hat{\beta}_N (\theta_j) \xrightarrow{a.s.} w^T \nabla^2 \beta (\theta_j)
\]
for \(1 \leq j \leq J\). To prove the pointwise CLT, note that for all \(s \in S\),
\[
\sqrt{N} \nabla w^T (\hat{\beta}_N (s) - \beta (s)) = w^T \left( \frac{X_N^T X_N}{N} \right)^{-1} \frac{1}{\sqrt{N}} \sum_{n=1}^{N} x_n \nabla \epsilon_n (s)
\]
\[
= w^T \mathbb{E} [x_1 x_1^T]^{-1} \frac{1}{\sqrt{N}} \sum_{n=1}^{N} x_n \nabla \epsilon_n (s) + w^T \left( \frac{X_N^T X_N}{N} \right)^{-1} - \mathbb{E} [x_1 x_1^T]^{-1} \right) \frac{1}{\sqrt{N}} \sum_{n=1}^{N} x_n \nabla \epsilon_n (s).
\]
By Lemma B.2 \((\frac{1}{N} X_N^T X_N)^{-1}\) converges almost surely to \((\mathbb{E} [x_1 x_1^T])^{-1}\) and using the CLT it follows that so the second term converges to zero in distribution. Applying the multivariate CLT it follows that,
\[
\sqrt{N} \left( \nabla w^T \hat{\beta} (\theta_1), \ldots, \nabla w^T \hat{\beta} (\theta_J) \right) \xrightarrow{d} \mathcal{N}(0, \Lambda).
\]
Combining these results with the argument used in Theorem 4.1 completes the proof.
B.4 Proofs for Section 4.2

B.4.1 Proof of Lemma 4.2

Proof. Define $Z_N, V_N$ as in equation (1) and note that for ease of notation we will drop the dependence on $s$ in what follows. Differentiating $T_N$, we have,

$$\nabla T_N = \left( \frac{N - 1}{V_N} \right)^{1/2} \left( \sqrt{N} \nabla \mu + \nabla Z_N \right) - \frac{\sqrt{N} \mu + Z_N}{2V_N^3 / \sqrt{N} - 1} \nabla V_N$$

and so

$$\nabla T_N | Z_N, V_N \overset{d}{=} \left( \frac{N - 1}{V_N} \right)^{1/2} \left( \sqrt{N} \nabla \mu + z_X \right) - \frac{\sqrt{N} \mu + Z_N}{2V_N^3 / \sqrt{N} - 1} 2V_N^{1/2} z_V$$

where $z_X$ and $z_V \overset{iid}{\sim} N(0, \Lambda)$. Note that the equality in distribution follows by Lemma 3.2 of [Worsley (1994)] which takes advantage of the independence between a constant variance Gaussian random field and its derivative and the fact that the square of the fields satisfy the DE condition (see Proposition 2.3). See Appendix C.3 for a generalization of Worsley’s result to non-stationary $\chi^2$ random fields.

$z_X$ and $z_V$ are independent of $Z_N$ and $V_N$ since the former are functions of the derivatives and the later are functions of the component fields. Thus

$$\nabla T_N | Z_N, V_N \overset{d}{=} \left( \frac{N - 1}{V_N} \right)^{1/2} \left( \sqrt{N} \nabla \mu, \left(1 + \frac{(\sqrt{N} \mu + Z_N)^2}{V_N} \right) \Lambda \right)$$

Since conditioning on $Z_N$ and $V_N$ is equivalent to conditioning on $\hat{\sigma}_N$ and $T_N$, the result follows.

In particular, if the fields are Gaussian and have unit variance, it follows that we have the following pointwise CLT for Cohen’s $d$:

$$\sqrt{N} \left( \nabla d_N - \frac{\nabla \mu}{\hat{\sigma}_N} \right) = \nabla T_N - \frac{\nabla \mu \sqrt{N}}{\hat{\sigma}_N} \overset{d}{\underset{N \to \infty}{\longrightarrow}} \mathcal{N}(0, (1 + \mu^2) \Lambda).$$

This follows since $\hat{\sigma}_N \overset{a.s.}{\rightarrow} \sigma$ and $\frac{T_N^2}{N-1} \rightarrow \mu^2$ as $N \to \infty$. Let us now drop the constant variance condition and write

$$T_N = \frac{1}{\sqrt{N}} \sum_{n=1}^{N} Y_n \left( \frac{1}{N-1} \sum_{n=1}^{N} (Y_n - \frac{1}{N} \sum Y_n)^2 \right)^{1/2} \tag{12}$$

and

$$= \frac{1}{\sqrt{N}} \sum_{n=1}^{N} Y_n / \sigma \left( \frac{1}{N-1} \sum_{n=1}^{N} (Y_n / \sigma - \frac{1}{N} \sum Y_n / \sigma)^2 \right)^{1/2} \tag{13}$$
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which is the $t$-statistic derived from component Gaussian random fields $Y_n' = Y_n / \sigma$, $n = 1, \ldots, N$, which are i.i.d and have constant variance 1. We can thus apply the constant variance result to yield the following corollary.

B.4.2 Proof of Lemma 4.3

Applying Lemma 4.2 to the $t$-statistic from equation (12) we obtain the distributional result with $\Lambda'(s) = \text{cov} \left( \nabla^T Y_1(s) \sigma(s) \right)$. Dropping dependence on $s$ and expanding,

$$
\text{cov} \left( \nabla^T Y_1 \sigma \right) = \mathbb{E} \left[ \left( \nabla^T Y_1 \sigma - \frac{Y_1}{2\sigma^3} \nabla \sigma^2 \right) \left( \nabla^T Y_1 \sigma - \frac{Y_1}{2\sigma^3} \nabla \sigma^2 \right) ^T \right] 
- \mathbb{E} \left[ \nabla^T \sigma^2 \mathbb{E} [Y_1 (\nabla Y_1)] \right] 
+ \mathbb{E} \left[ (\nabla Y_1)^T (\nabla \sigma^2)^T \nabla \sigma^2 \right] 
= \frac{\Lambda(s)}{\sigma^2} - \frac{\nabla^T \sigma^2 \Gamma}{\sigma^4} + \frac{(\nabla \sigma^2)^T \nabla \sigma^2}{4\sigma^6}.
$$

B.4.3 Statement and proof of Lemma B.3

To do so we first require the following lemma.

Lemma B.3. Assume that $Y_1$ is unit variance, satisfies the DE condition and that $\Lambda(s) < \infty$ for all $s \in S$. Then for all $J \in \mathbb{N}$ and $s_1, \ldots, s_J \in S$,

$$
\left( \nabla^T Z_N(s_1), \nabla^T V_N(s_1) / \sqrt{N}, \ldots, \nabla^T Z_N(s_J), \nabla^T V_N(s_J) / \sqrt{N} \right)^T
$$

(where $Z_N$ and $V_N$ are defined as in (1)) satisfies a CLT as $N \to \infty$.

Proof. Using this lemma we can prove the following theorem which generalizes (6). Differentiating $\hat{\sigma}_N^2$ (and evaluating all fields pointwise) and letting $\tau_N = \frac{1}{N} \sum_{j=1}^{N} \epsilon_j$, we have

$$
\sqrt{N} \nabla \sigma_N^2 = \frac{2\sqrt{N}}{N - 1} \sum_{n=1}^{N} (\epsilon_n - \tau_N) \left( \nabla \epsilon_n - \frac{1}{N} \sum_{k=1}^{N} \nabla \epsilon_k \right)
= \frac{2\sqrt{N}}{N - 1} \sum_{n=1}^{N} \epsilon_n \nabla \epsilon_n - \frac{2\sqrt{N}}{N - 1} \sum_{n=1}^{N} \epsilon_n \left( \frac{1}{N} \sum_{k=1}^{N} \nabla \epsilon_k \right)
- \frac{2\epsilon_N \sqrt{N}}{N - 1} \sum_{n=1}^{N} \nabla \epsilon_n + \frac{2\epsilon_N N \sqrt{N}}{N - 1} \left( \frac{1}{N} \sum_{k=1}^{N} \nabla \epsilon_k \right) + \frac{2\epsilon_N \sqrt{N}}{N - 1} \sum_{n=1}^{N} \nabla \epsilon_n.
$$

Now $\frac{\epsilon_N \sqrt{N}}{N - 1}$ converges in distribution by the CLT (as $\text{var}(\epsilon_n) < \infty$) and $\frac{1}{N} \sum_{k=1}^{N} \nabla \epsilon_k \overset{a.s.}{\to} 0$ by the SLLN as $Y_1$ satisfies the DE condition and so

$$
\left( \frac{2\sqrt{N}}{N - 1} \sum_{n=1}^{N} \epsilon_n \right) \left( \frac{1}{N} \sum_{k=1}^{N} \nabla \epsilon_k \right) \overset{p}{\to} 0 \text{ as } N \to \infty.
$$
Similarly the third and fourth terms converge in probability to zero as $N \to \infty$. We can thus write

$$
\begin{pmatrix}
\nabla^T Z_N(\theta_1) \\
\nabla^T V_N(\theta_j)/\sqrt{N} \\
\vdots \\
\nabla^T Z_N(\theta_1) \\
\nabla^T V_N(\theta_j)/\sqrt{N}
\end{pmatrix} = \sqrt{N} \begin{pmatrix}
\frac{1}{N} \sum_{n=1}^N \nabla^T \epsilon_n(\theta_1) \\
\vdots \\
\frac{1}{N} \sum_{n=1}^N \nabla^T \epsilon_n(\theta_j)
\end{pmatrix} = \sqrt{N} \frac{1}{N} \sum_{n=1}^N \begin{pmatrix}
\nabla^T \epsilon_n(\theta_1) \\
\vdots \\
\nabla^T \epsilon_n(\theta_j)
\end{pmatrix}
$$

where the last equality holds up to a term that converges to zero in probability, by Slutsky. The result follows by applying the multivariate CLT. \qed

**B.4.4 Proof of Theorem 4.4**

We will take the same approach as we did in the proof of Lemma 4.2 and Corollary 4.3, namely to first prove the result assuming that the variance is constant and then use this to obtain the general result. So assume that $Y_1$ has variance 1 everywhere. Then,

$$
\nabla T_N = \sqrt{N} - 1 \left( \frac{\sqrt{N} \nabla \mu + \nabla Z_N}{V_N^{1/2}} \right) - \sqrt{N} - 1 \left( \frac{\sqrt{N} \nabla \mu + Z_N}{2V_N^{3/2}} \right) \nabla V_N.
$$

Thus

$$
\nabla T_N - \frac{\sqrt{N} \nabla \mu}{\sqrt{V_N/N - 1}} = \nabla Z_N + \left( \sqrt{N} - 1 \right) \nabla Z_N - \frac{N - 1}{V_N} \left( \frac{\sqrt{N} \nabla \mu + Z_N}{2V_N^{1/2}} \right) \nabla V_N
$$

$$
= \nabla Z_N - \frac{\mu \nabla V_N}{2\sqrt{N} - 1} + \left( \sqrt{N} - 1 \right) \nabla Z_N
$$

$$
+ \left( \frac{\mu}{2} - \frac{N - 1}{V_N} \left( \frac{\sqrt{N} \nabla \mu + Z_N}{2V_N^{1/2}} \right) \right) \nabla V_N.
$$

The last two terms converge to zero in distribution (by the usual arguments involving Slutsky by applying the CLT and using the fact that $\frac{\sqrt{N} \nabla \mu + Z_N}{\sqrt{V_N}} \overset{a.s.}{\to} \mu$, see Section 4.2.1). Applying Slutsky again and using the joint asymptotic distribution of $(\nabla Z_N, \nabla V_N/\sqrt{N})$, derived in Lemma B.3 gives the result in the unit-variance case. Dropping the assumption of constant variance, the general result follows by considering the fields $Y_n/\sigma$, arguing as in the proof of Corollary 4.3.

**B.4.5 Proof of Remark 2**

Assume that the fields are unit-variance. Then since the fields are Gaussian, $Y_1^2$ satisfies the DE condition and so $\nabla Y_1$ is independent of $Y_1$ at each point. As such $\mathbb{E}[\epsilon_1 \nabla^T \epsilon_1] = 0$ ($\epsilon_1$ is mean zero as $Y_1$ satisfies the DE condition) and

$$
cov(\epsilon_1 \nabla^T \epsilon_1) = \text{var}(\epsilon_1)\text{cov}(\nabla^T \epsilon_1) = \text{cov}(\nabla^T \epsilon_1) = \Lambda.
$$
So the $2 \times 2$ block diagonal entries of the limiting covariance in Lemma B.3 equal \[ \begin{pmatrix} \Lambda & 0 \\ 0 & 4\Lambda \end{pmatrix} \].

As such, using the expansion of $\nabla T_N - \frac{\sqrt{N} \nabla \mu}{\sqrt{N}}$ from the proof of Theorem 4.4 it follows that
\[ \nabla T_N - \frac{\sqrt{N} \nabla \mu}{\sqrt{V/N}} \xrightarrow{d} \mathcal{N}(0, (1 + \mu^2)\Lambda) \]
as $N \to \infty$. The general result (for arbitrary variance) follows by arguing as in the proof of Corollary 4.3.

**B.5 Proof of Theorem 4.5**

In what follows we verify that Assumptions CF and EE2 of Shi (2011) hold in our setting. Our result then follows by applying their Theorem 4.1.

**Proof.**

i) In our setting, $B_j$ is compact and $d_N$ is continuous, pointwise measurable and converges uniformly in probability to $\mu$ as shown in Section C.2.1. Furthermore, $\text{argmax}_{t \in B_j} \frac{\mu(t)}{\sigma(t)} = \theta_j$ is the unique maximum (or minimum if $\theta_j$ is a minimum) of $\frac{\mu}{\sigma}$, so it follows that $\hat{\theta}_{j,N} \xrightarrow{p} \theta_j$ by Theorem 4.1.1 from Amemiya (1985). $\theta_0$ also lies on the interior of $B_j$. In particular $\hat{\theta}_N \xrightarrow{p} \theta$.

ii) $d_N$ is a.s. twice continuously differentiable as $Y_N$ are and the $Y_n$ are non-degenerate.

iii) For $1 \leq j \leq J$, $\nabla \frac{\mu(\theta_j)}{\sigma(\theta_j)} = 0$ and so by Theorem 4.4, $\sqrt{N}(\nabla d_N(s_1), \ldots, \nabla d_N(s_J))^T$ satisfies a CLT.

iv) For each $1 \leq j \leq J$, given a sequence $\tilde{\theta}_{j,N} \xrightarrow{p} \theta_j$, 
\[ \nabla^2 d_N(\tilde{\theta}_{j,N}) = \nabla^2 d_N(\theta_{j,N}) - \nabla^2 \frac{\mu(\tilde{\theta}_{j,N})}{\sigma(\theta_{j,N})} + \nabla^2 \frac{\mu(\tilde{\theta}_{j,N})}{\sigma(\theta_{j,N})} - \nabla^2 \frac{\mu(\tilde{\theta}_{j,N})}{\sigma(\theta_{j,N})} + \nabla^2 \frac{\mu(\theta_j)}{\sigma(\theta_j)} \]
which converges in probability to $\nabla^2 \frac{\mu(\theta_j)}{\sigma(\theta_j)}$, since by Proposition C.3, 
\[ \nabla^2 d_N(\tilde{\theta}_{j,N}) - \nabla^2 \frac{\mu(\tilde{\theta}_{j,N})}{\sigma(\theta_{j,N})} \xrightarrow{a.s.} 0 \]
and as $\frac{\nabla \mu}{\sigma}$ is uniformly continuous $\nabla^2 \frac{\mu(\tilde{\theta}_{j,N})}{\sigma(\theta_{j,N})} - \frac{\nabla^2 \mu(\theta_j)}{\sigma(\theta_j)} \xrightarrow{p} 0$. In particular we have convergence in probability of the matrix of second derivatives. 

\[ \square \]
C Further Results

C.1 Understanding the distribution of a symmetric ratio

**Theorem C.1.** Suppose that $A$ and $B$ are independent real valued random variables with well defined densities $p_A$ and $p_B$ which are symmetric about $\mathbb{E}[A]$ and $\mathbb{E}[B]$ respectively. Assume that $p_A(x)$ is decreasing for $x > 0$ and increasing for $x < 0$, $B$ is positive and that $\mathbb{E}[|B|] < \infty$. Then for all $x > 0$,

$$\mathbb{P}\left(\frac{A}{\mathbb{E}[B]} > x\right) \leq \mathbb{P}\left(\frac{A}{B} > x\right).$$

**Proof.** Let $k = \mathbb{E}[B]$, then

$$\mathbb{P}\left(\frac{A}{k} > x\right) = \mathbb{P}(A > kx) = \int_{b=0}^{2k} \int_{b=kx}^{\infty} p_A(a)p_B(b) \, da \, db$$

Here we have used the fact that $p_B$ only has support in $(0, 2k)$ as $B$ is positive and symmetric. Now,

$$\mathbb{P}\left(\frac{A}{B} > x\right) = \mathbb{P}(A > Bx) = \int_{b=0}^{2k} \int_{bx}^{\infty} p_A(a)p_B(b) \, da \, db.$$  

As such,

$$\mathbb{P}\left(\frac{A}{B} > x\right) - \mathbb{P}\left(\frac{A}{k} > x\right) = \int_{b=0}^{k} \int_{bx}^{kx} p_A(a)p_B(b) \, da \, db - \int_{b=k}^{2k} \int_{bx}^{kx} p_A(a)p_B(b) \, da \, db > 0$$

since for each $b \in (0, k)$,

$$\int_{bx}^{kx} p_A(a) \, da > \int_{kx}^{(2k-b)x} p_A(a) \, da$$

and $p_B(b) = p_B(2k - b)$ by symmetry. \qed

This theorem, applied in our setting, provides a justification for why we should expect the Monte Carlo confidence regions to have a higher level of coverage than their asymptotic counterparts. That is because conditional on the observed data we could obtain the quantiles, used to generate the asymptotic confidence intervals by generating data from a $\mathcal{N}(0, \Lambda(\theta_j))$ distribution and multiplying by $(\nabla^2 \hat{\mu}_N(\theta_j))^{-1}$ (note that here and for the rest of this discussion we pick an arbitrary $1 \leq j \leq J$). On the other hand the Monte Carlo distribution generates data via equation (11), using the $A_{k,N}, B_{k,N}$ notation there $\text{vech}^{-1}(B_{k,N})$ is centred at $\hat{\mu}_N(\theta_j))$ and $A_{k,N} \sim \mathcal{N}(0, \Lambda(\theta_j))$. So we are in the setting of Theorem [C.1] The only difference is that $\text{vech}^{-1}(B_{k,N})$ is not guaranteed to be positive. Asymptotically this is essentially irrelevant because the distribution of $\text{vech}^{-1}(B_{k,N})$ is closely concentrated around $-\nabla^2 \hat{\mu}_N(\theta_j)$ and so is kept away from 0 with very high probability. Nevertheless in the finite sample, in order to fully benefit from the results of the theorem and ensure stability of the Monte Carlo method, we recommend truncating $\text{vech}^{-1}(B_{k})$ to ensure that it is positive and to do this symmetrically so that the theorem applies.
C.2 Peak Identifiability in practice

The requirement in Proposition 3.2 that $\nabla \eta_N, \nabla^2 \eta_N \xrightarrow{p} 0$ can be shown to hold in a number of reasonable settings. Here we will show that it holds for mean and $t$-statistic fields and in the context of the linear model. To demonstrate this we will need to able to exchange integration and differentiation and then apply the fSLLN for which we will require Assumption 1.

C.2.1 Mean and Cohen’s $d$

Assume that the random fields $(Y_n)_{n \in \mathbb{N}}$ satisfy Assumption 1, 2, 3, and 4, then we can apply the fSLLN and derivative exchangeability to yield

$$\hat{\mu}_N - \mu \xrightarrow{a.s.} 0, \quad \nabla \hat{\mu}_N - \nabla \mu \xrightarrow{a.s.} 0 \quad \text{and} \quad \nabla^2 \hat{\mu}_N - \nabla^2 \mu \xrightarrow{a.s.} 0.$$

In the same setting but for Cohen’s $d$ we have the following results.

Lemma C.2. Suppose that $(Y_n)_{n \in \mathbb{N}}$ satisfy Assumption 1, 2, 3, and 4, then $\hat{\sigma}_N^2 \xrightarrow{a.s.} \sigma^2$. Then, recalling that we have assumed that $\inf_{s \in S} \sigma^2(s) > 0$, it follows that $\frac{1}{\hat{\sigma}_N} \xrightarrow{a.s.} \frac{1}{\sigma}$ and so $d_N \xrightarrow{a.s.} d$.

Proof. Applying Lemma 2.4 pointwise to expand $\hat{\sigma}^2$, and the fSLLN multiple times to the elements of the resulting expansion, (and scaling by $\frac{N}{N-1}$) it follows that $\hat{\sigma}_N^2 \xrightarrow{a.s.} \sigma^2$. Since $\inf_{s \in S} \sigma^2(s) > 0$ the inverse is well-defined and so the final results follow by the continuous mapping theorem and by noting that $\hat{\mu}_N \xrightarrow{a.s.} \mu$. \hfill $\square$

Proposition C.3. Suppose that $(Y_n)_{n \in \mathbb{N}}$ satisfies Assumption 1 then, $\nabla (\hat{d}_N - d) \xrightarrow{a.s.} 0$ and $\nabla^2 (\hat{d}_N - d) \xrightarrow{a.s.} 0$.

Proof. By Lemma 2.4 we can exchange both first and second derivatives of $\sigma^2(e_1^2)$ with the expectation so that

$$\nabla^2 \sigma(s)^2 = \nabla^2 \mathbb{E}[(\sigma(s)e_1(s))^2] = \mathbb{E}[\nabla^2 (\sigma(s)e_1(s))^2].$$

As such, differentiating the expansion from Lemma 2.4 (applied to $\hat{\sigma}^2$), and applying the fSLLN multiple times to the expansion, it follows that $\nabla^2 \hat{\sigma}_N \xrightarrow{a.s.} \nabla \sigma^2$. As such, applying Lemma C.2, we have

$$\nabla \hat{\sigma}_N = \nabla (\hat{\sigma}_N^2)^{1/2} = \frac{\nabla \hat{\sigma}_N^2}{2\hat{\sigma}_N} \xrightarrow{a.s.} \frac{\nabla \sigma^2}{2\sigma} = \nabla \sigma.$$
Similarly, \( \nabla^2 \hat{\sigma}_N \xrightarrow{a.s.} \nabla^2 \sigma \). \( \frac{1}{\sigma} \xrightarrow{a.s.} \frac{1}{\hat{\sigma}} \) by Lemma \( C.2 \), so it follows that

\[
\nabla \left( \frac{\hat{\mu}_N}{\hat{\sigma}_N} - \frac{\mu}{\sigma} \right) = \nabla \frac{\hat{\mu}_N}{\hat{\sigma}_N} - \nabla \left( \frac{1}{\hat{\sigma}_N} \right) \hat{\mu} - \frac{\nabla \hat{\mu}}{\sigma} + \frac{\nabla (1/\sigma)}{\sigma} \mu \xrightarrow{a.s.} 0.
\]

The proof for the second derivative is similar. \( \square \)

These results mean that Proposition \( C.2 \) can be applied to mean and \( t \)-fields.

\textbf{C.2.2 Linear Model}

The linear model falls naturally into the signal plus noise framework and so the identifiability results of Proposition \( C.2 \) can be shown to apply. To formalize this, let \( p \in \mathbb{N} \) be the number of predictors and let \( \mathcal{X} \) be a multivariate distribution on \( \mathbb{R}^p \) with finite second moments, with density that is bounded above and such that if \( x \sim \mathcal{X} \) then \( \text{cov}(x) \) is positive definite. Let \( \{x_n\}_{n \in \mathbb{N}} \) be a sequence of independent random vectors in \( \mathbb{R}^p \) such that \( x_n \sim \mathcal{X} \) for all \( n \) and for each \( N \in \mathbb{N} \) set \( X_N = (x_1 \ldots x_N)^T \in \mathbb{R}^{N \times p} \). Define a sequence of random fields \( \{Y_n\}_{n \in \mathbb{N}} \) on \( S \) such that for \( s \in S \), \( Y_n(s) = x_n^T \beta(s) + \sigma(s) \epsilon_n(s) \), where the \( \epsilon_n \) are i.i.d real-valued mean-zero and variance-one random fields and \( \beta(s) \in \mathbb{R}^p \). Let \( Y^N = [Y_1, \ldots, Y_N]^T \) and \( \epsilon_N = [\epsilon_1, \ldots, \epsilon_N]^T \in \mathbb{R}^N \). Given some contrast vector \( w \in \mathbb{R}^p \) let \( \gamma = w^T \beta \) and define

\[
\hat{\gamma}_N = w^T \hat{\beta}_N = w^T (X_N^T X_N)^{-1} X_N^T Y^N = w^T (X_N^T X_N)^{-1} X_N^T (X_N \beta + \epsilon_N) \\
= w^T \beta + w^T (X_N^T X_N)^{-1} X_N^T \epsilon_N.
\]

This model thus falls under the signal plus noise framework and we have the following result. (Treating the linear model as a signal plus noise model is relatively common, see e.g. Sommerfeld et al. (2018) and ?.)

\textbf{Proposition C.4.} Suppose that the \( \epsilon_n \) are twice differentiable, are independent of the \( x_n \) and satisfy Assumption \( \ref{as:snoise} \). Then as \( N \to \infty \),

\[
(X_N^T X_N)^{-1} X_N^T \epsilon_N \xrightarrow{a.s.} 0, \nabla (X_N^T X_N)^{-1} X_N^T \epsilon_N \xrightarrow{a.s.} 0 \quad \text{and} \quad \nabla^2 (X_N^T X_N)^{-1} X_N^T \epsilon_N \xrightarrow{a.s.} 0.
\]

In particular for \( w \in \mathbb{R}^p \), \( \hat{\gamma}_N - \gamma \xrightarrow{a.s.} 0 \), \( \nabla (\hat{\gamma}_N - \gamma) \xrightarrow{a.s.} 0 \) and \( \nabla^2 (\hat{\gamma}_N - \gamma) \xrightarrow{a.s.} 0 \).

\textbf{Proof.} We will prove the result for the first derivative, the other results follow similarly. Now,

\[
\frac{1}{N} X_N^T \nabla \epsilon_N = \frac{1}{N} \left[ x_1, \ldots, x_N \right] \nabla \epsilon_N
\]

and so for \( i = 1, \ldots, p \) and \( j = 1, \ldots, D \),

\[
\left( \frac{1}{N} X_N^T \nabla \epsilon_N \right)_{i,j} = \frac{1}{N} \sum_{n=1}^N ((X_N)^T (\nabla \epsilon_N)_{n,j}) = \frac{1}{N} \sum_{n=1}^N (x_n)_i \frac{\partial \epsilon_n}{\partial t_j} \xrightarrow{a.s.} \mathbb{E} \left[ (x_1)_i \frac{\partial \epsilon_1}{\partial t_j} \right]
\]
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as $N \to \infty$. For each $i$, $(x_n)_i$ for $n = 1, \ldots, N$ are i.i.d as are $\frac{\partial \epsilon_n}{\partial t_j}$ for each $j$, so for all $i, j$, $(x_n)_i \frac{\partial \epsilon_n}{\partial t_j}$ are i.i.d for $n = 1, \ldots, N$. Additionally by independence and since the noise satisfies Assumption 1

$$E \left[ \sup_{s \in S} |(x_n)_i| \frac{\partial \epsilon_n}{\partial t_j} \right] \leq E |(x_n)_i| E \left[ \sup_{s \in S} \left| \frac{\partial \epsilon_n}{\partial t_j} \right| \right] < \infty$$

so the convergence above occurs by the fSLLN and the limit equals

$$E \left[ (x_1)_i \frac{\partial \epsilon_1}{\partial t_j} \right] = E [(x_1)_i] E \left[ \frac{\partial \epsilon_1}{\partial t_j} \right] = 0.$$

Now $N(X_N^T X_N)^{-1} = (\frac{1}{N} X_N^T X_N)^{-1} \xrightarrow{a.s.} \Sigma^{-1}$ as $N \to \infty$ (using Lemma B.2) and so

$$\nabla (X_N^T X_N)^{-1} X_N \epsilon_N = \left( \frac{1}{N} X_N^T X_N \right)^{-1} \left( \frac{1}{N} X_N^T \nabla \epsilon_N \right) \xrightarrow{a.s.} 0 \text{ as } N \to \infty.$$

Since

$$\hat{\gamma}_N - \gamma = w^T \hat{\beta}_N - w^T \beta = w^T (X_N^T X_N)^{-1} X_N (X \beta + \epsilon) - w^T \beta = w^T (X_N^T X_N)^{-1} X_N \epsilon_N,$$

the second set of results follow immediately.

Thus, if we assume that $w^T \beta$ satisfies Assumption 2, Proposition 3.2 applies in this linear model setting. The CLT results of Section 4.1 can also be extending to the linear model as the following theorem shows.

**Theorem C.5.** In the linear model setting (described in Section C.2.2) assume that $\epsilon_1$ satisfies Assumption $1_{a,b}$ and that $w^T \beta$ satisfies Assumption 2. Let $\theta_{j,N} = \arg \max_{t \in B(t)} w^T \hat{\beta}_N(t)$ and define $\hat{\theta}_N$ and $\theta$ as in Theorem 4.1. Then

$$\sqrt{N} (\hat{\theta}_N - \theta) \xrightarrow{d} N(0, \Lambda \Lambda^T)$$

as $N \to \infty$. Here $\Lambda \in \mathbb{R}^{DJ \times DJ}$ is a block diagonal matrix with $J$ diagonal $D \times D$ blocks such that, for $j \in 1, \ldots, J$, the $j$th block is $-(w^T \nabla^2 \beta(\theta_j))^{-1}$ and $\Lambda \in \mathbb{R}^{DJ \times DJ}$ is a matrix such that for $i, j = 1, \ldots, J$ the $ij$th block of $\Lambda$ is

$$\text{cov}(\nabla^T \epsilon_1(\theta_i) x_1^T \mathbb{E}[x_1 x_1^T]^{-1} w, \nabla^T \epsilon_1(\theta_j) x_1^T \mathbb{E}[x_1 x_1^T]^{-1} w).$$

### C.3 The derivative of a $\chi^2$ field

**Lemma C.6.** Let $Y_1, \ldots, Y_N$ be zero mean i.i.d $D$-dimensional Gaussian random fields on $S$ (with variance $\sigma^2$ that is not necessarily constant). Let $U = \sum_{n=1}^N Y_n^2$ and $Y = (Y_1, \ldots, Y_N)^T$, then

$$\nabla^T U(s) |Y(s) \sim \mathcal{N} \left( \frac{2 \Gamma(s) U(s)}{\sigma(s)^2}, 4U(s)(\Lambda(s) - \Gamma(s) \Gamma(s)^T / \sigma^2(s)) \right).$$
Proof. Evaluating all quantities pointwise, for each \( n = 1, \ldots, D \),

\[
(Y_n, \nabla Y_n)^T \sim \mathcal{N}\left(0, \begin{pmatrix} \sigma^2 & \Gamma^T \\ \Gamma & \Lambda \end{pmatrix}\right)
\]
as such using the formula for the conditional Gaussian distribution,

\[
\nabla^T Y_n | Y \sim \mathcal{N}\left(\frac{\Gamma}{\sigma^2} Y_n, \Lambda - \Gamma \Gamma^T / \sigma^2 \right).
\]

Now differentiating \( U \) we find that

\[
\nabla^T U | Y = 2 \sum_{n=1}^{N} Y_n \nabla^T Y_n \sim \mathcal{N}\left(\frac{2\Gamma}{\sigma^2} \sum_{n=1}^{N} Y_n^2, 4 \sum_{n=1}^{N} Y_n^2 (\Lambda - \Gamma \Gamma^T / \sigma^2)\right)
\]

\[
\sim \mathcal{N}\left(\frac{2\Gamma}{\sigma^2} U, 4U (\Lambda - \Gamma \Gamma^T / \sigma^2)\right).
\]

\[ \square \]

### C.4 Expanding the first and second derivatives of Cohen’s \( d \)

As mentioned in the Discussion, developing a Monte Carlo method for Cohen’s \( d \) is difficult because it requires an understanding of the joint distribution of the first and second derivatives. These expansions are not simple and are shown below for completeness. Differentiating \( d_N \), we have:

\[
\nabla d_N = \left(\sqrt{N} \nabla \mu + \nabla Z_N \right) - \left(\frac{\sqrt{N} \mu + Z_N}{\sqrt{V_N}}\right) \nabla V_N
\]

and so (applying the vector product rule) it follows that

\[
\nabla^2 d_N = (\sqrt{N} \nabla \mu + \nabla Z_N)^T \left(- \frac{1}{2 V_N^{3/2}} \nabla V_N \right) + \frac{1}{\sqrt{V_N}} (\sqrt{N} \nabla^2 \mu + \nabla^2 Z_N)
\]

\[
+ (\nabla V_N)^T \left(\frac{3(\sqrt{N} \mu + Z_N)}{4 V_N^{5/2}} \nabla V_N - \frac{\sqrt{N} \nabla^2 \mu + \nabla Z_N}{2 V_N^{3/2}} \right) - \frac{\sqrt{N} \mu + Z_N}{2 V_N^{3/2}} \nabla^2 V_N
\]

\[
= (\nabla \mu + \nabla Z_N / \sqrt{N})^T \left(- \frac{1}{2 (V_N/N)^{3/2}} \nabla V_N \right) + \frac{\nabla^2 \mu + \nabla^2 Z_N / \sqrt{N}}{\sqrt{V_N/N}}
\]

\[
+ (\nabla V_N/N)^T \left(\frac{3 \mu + 3Z_N / \sqrt{N}}{4 (V_N/N)^{5/2}} (\nabla V_N/N) - \frac{\nabla \mu + \nabla Z_N / \sqrt{N}}{2 (V_N/N)^{3/2}} \right)
\]

\[
\quad + \frac{\mu + Z_N / \sqrt{N}}{2 (V_N/N)^{3/2}} \nabla^2 V_N.\]
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D Further simulations

D.1 1D simulations - mean function

D.1.1 Gaussian noise

Our first set of supplementary simulations consists of 1D stationary Gaussian noise about two different types of peaks. In this setting we can leverage the stationarity of the fields to obtain good estimates for the variance and $\Lambda$ because they are the same at every point. The peaks we use are sections of the pdfs of the Beta(1.5, 3) and Beta(1.5, 2) distributions. The first set of peaks are narrow and the second set are wider relative to the smoothness of the noise. The mean signal is calculated by repeating the peaks several times over the domain. The noise is obtained by smoothing white noise with a Gaussian kernel, with a FWHM ranging from 3 to 9 FWHM per voxel, to obtain a Gaussian SuRF $\epsilon$ for each realization. We add these fields to the mean to obtain simulations with $N \in \{20, 40, \ldots, 180, 200\}$ and repeat this 1000 times in each setting.

![Example mean realisations](image)

Figure 6: Coverage of confidence intervals for the maximum of the mean for stationary, variance-one Gaussian noise added to the wide beta peak. The left panel contains the true mean and single realisations of the processes (which are the true mean plus smooth noise) and the mean of 50 i.i.d realisations (of fields generated with FWHM ) is shown in the lower left panel. The centre and right panels display the coverage of 95% confidence intervals obtained using the asymptotic and Monte Carlo methods. Reasonable coverage is generally obtained for $N \geq 60$. From these graphs we can see that the Monte Carlo confidence regions have an improved finite sample coverage. As can be seen from the plots of the data, the peak of the means lie well within the image and so the simulations are not affected by edge effect issues.

The results (shown for a scenario involving 3 peaks in Figures 6 and 7) illustrate that, as the number of subjects increases, the coverage converges to the desired level. The dotted lines, in these and all other corresponding figures, give 95% confidence bands and are obtained using the normal approximation to the binomial distribution. The coverage of the Monte Carlo confidence regions also converges asymptotically, at a slightly faster rate.
Figure 7: Coverage of confidence intervals for the maximum of the mean for stationary, variance 1 Gaussian noise added to the narrower Beta peak, scaled such that Cohen’s $d$ is 1 at the peak. The layout of the plots is the same as in Figure 6.

The lower the FWHM of the noise relative to the shape of the peak, the larger the number of subjects that is needed to obtain the correct coverage. In many settings of interest high smoothness relative to the shape of the peak is a reasonable assumption, allowing us to obtain good coverage given available sample sizes. Here stationarity allows us to obtain better estimates of quantities involved (for both the asymptotic and Monte Carlo methods), such as $\Lambda$, as we can average over the whole image. However, asymptotic coverage is achieved regardless of stationarity for both the asymptotic and Monte Carlo methods.

Figure 8: Joint coverage of confidence intervals for the maximum of the mean for stationary, variance-one Gaussian noise added to the wide beta peak.
Figure 9: Joint coverage of confidence intervals for the maximum of the mean for stationary, variance-one Gaussian noise added to the narrow beta peak.

D.1.2 $t$ noise

Here we discuss a scenario where the noise is non-Gaussian. Instead of smoothing Gaussian white noise to obtain our SuRFs we instead smooth heavy tailed i.i.d noise that has been marginally generated from a $t$-distribution with 3 degrees of freedom. After smoothing we add this noise to the same peaks as in the previous section. The results are similar, see Figures 10 and 11, but the methods take slightly longer to converge to the correct coverage as this is a more challenging setting.

Figure 10: Average and joint coverage of confidence intervals for the maximum of the mean for stationary, variance-one $t_3$ noise added to the wide beta peak.
D.2 1D simulations - Cohen’s $d$

In this section we consider the same simulations as in the previous section - but infer on peaks of Cohen’s $d$ rather than the mean. The results are shown in Figure 12 for Gaussian noise and in Figure 13 for $t$-noise. The results are similar to the asymptotic results for inferring on the mean (i.e. compare to the red curves in Figures 6, 7, 8, 9, 10, 11). No Monte Carlo improvement is available for Cohen’s $d$.

D.2.1 Gaussian noise
Figure 12: Average and joint coverage of confidence intervals for the maximum of Cohen’s $d$ for stationary, variance-one $t_3$ noise added to the wide (left plots) and narrow (right plots) beta peak.

D.2.2 $t$-noise

Figure 13: Average and joint coverage of confidence intervals for the maximum of the mean for stationary, variance-one $t_3$ noise added to the wide (right plots) and narrow (left plots) beta peak.
E MEG data application

We will now apply our methods in a real data setting. We have 1D MEG data from 79 subjects (from a single MEG node) and for each subject have around 6 minutes of time series data sampled at a rate of 240Hz (see Quinn et al. (2019) for details on the data and how it was collected).

E.1 Deriving MEG power spectra

We wish to infer on peaks in the power spectrum across subjects. We first derive the power spectra themselves. To do so, in order to infer on frequencies of interest in the data, we turn each time series into a periodogram using Welch’s method (Welch (1967), ?). For each subject \( n = 1, \ldots, N \), let \( X_n(t) \) denote its regularly sampled time series. Given a segment length \( a \), we divide \( X_n(t) \) sequentially into segments of length \( a \) such that each overlaps by \( \lfloor \frac{a}{2} \rfloor \) data points (and ignore the final segment if this does not divide evenly). We window each segment using a Gaussian kernel (with parameter chosen so that the kernel tails down to a small value (0.05) at either end of the segment) to eliminate cutoff effects and then take the Fourier transform of these windowed segments. Let \( M_n \) denote the number of segments, and let \( X_{n,m} \) denote the \( m \)th segment and let \( W \in \mathbb{R}^a \) be a window of Gaussian weights. Then

\[
D(W \cdot X_{n,m}) = D(W) \ast D(X_{n,m})
\]

where \( D \) denotes the (periodic) discrete Fourier transform, \( \cdot \) denotes pointwise multiplication and \( \ast \) denotes convolution. In particular for \( x \in F := \{ \frac{240k}{a} : k \in \mathbb{Z} \} \),

\[
D(W \cdot X_{n,m})(x) = \sum_{y \in F} K(x - y)D(X_{n,m})(y)
\]  

(16)

where \( K \), is the discrete Fourier transform of \( W \) and is thus a Gaussian kernel. Since the Gaussian kernel is continuous \([16]\) has a natural extension as a convolution field:

\[
D_{c,n,m}(s) = \sum_{y \in F} K(s - y)D(X_{n,m})(y)
\]

defined on \( s \in [-120, 120] \) Hz (it is in fact defined on all \( s \in \mathbb{R} \) but is periodic so we restrict to this bounded subset). In particular we can define \( P_{n,m}(s) = \| D_{c,n,m}(s) \|^2 \). Using Welch (1967)’s approach we obtain the power spectrum field

\[
P_n = \frac{10}{M_n} \sum_{m=1}^{M_n} \log_{10}(P_{n,m})
\]

(where addition is performed pointwise) defined on \( s \in [-120, 120] \) Hz.

We apply the methods described above to derive power spectrum fields for each subject, using a segment length of one minute which corresponds to taking \( a = 240 \). A selection
of these fields (and their mean) are shown in Figure 14. In this setting the time series
have varying length but all consist of around 70,000 time points, meaning that the time
series are divided into segments of around 600 for each subject. As a result a large amount
of averaging goes into calculating the power spectrum fields which are thus effectively
Gaussian random fields; by the functional CLT.

E.2 Power Spectrum Confidence Intervals

Here we plot confidence intervals for peaks of the power spectra as described in Section
5.4.

Figure 14: Average power spectrum random fields across subjects and individual subject
log power spectra are displayed in this figure. This is shown from frequencies of 0 to 60 Hz
on the left and from 0 to 3 Hz on the right. The locations of the maxima of the observed
mean are shown with dashed lines on the left and 95% joint confidence intervals for the
true peak locations are shown on the right. The top 2 peaks in the mean occur at 0.893
± 0.017 Hz and 2.295 ± 0.019 Hz.
Figure 15: 95% joint confidence intervals for the top two peaks of Cohen’s $d$ of the log power spectrum relative to its average. The locations of the maxima of the observed mean are shown with dashed lines on the left and the confidence intervals for the true peak location are shown (in gray) on the right. The peaks occur at $0.893 \pm 0.023$ Hz and $2.270 \pm 0.028$ Hz.

\section{Cohen’s $d$ fMRI application}

Joint 95% confidence regions for the peaks of Cohen’s $d$ in the fMRI data are shown in Figure 5.

Figure 16: Simultaneous confidence regions for peaks of Cohen’s $d$ derived from 125 images from the UK biobank. The 95% confidence regions, corrected to allow for joint coverage over the two peaks, are shown in red: displayed over the Cohen’s $d$ of the images. The plots have the following interpretation: Left: whole brain slice. Middle and Right: zoomed in sections around each peak with a black dot indicating the location of each maximum. Note that no Monte Carlo approach is available for Cohen’s $d$. 
G  Further Remarks

Remark 3. If a random field \( f \) is \( L_1 \)-Lipschitz on \( S \) then there exists an integrable random variable \( L \) such that (given any \( s \in S \))

\[
\left| \sup_{t \in S} f(t) - f(s) \right| \leq L \sup_{t \in S} \| t - s \| = L \text{diam}(S).
\]

In particular, as \( S \) is bounded,

\[
E\left| \sup_{t \in S} f(t) \right| \leq E[L \text{diam}(S)] + E|f(s)| < \infty.
\]

Remark 4. It is in fact also possible to prove a CLT for Cohen’s \( d \), see Telschow et al. (2020a) for further details.