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Abstract—We propose a novel approach to optimize fleet management by combining multi-agent reinforcement learning with graph neural network. To provide ride-hailing service, one needs to optimize dynamic resources and demands over spatial domain. While the spatial structure was previously approximated with a regular grid, our approach represents the road network with a graph, which better reflects the underlying geometric structure. Dynamic resource allocation is formulated as multi-agent reinforcement learning, whose action-value function (Q function) is approximated with graph neural networks. We use stochastic policy update rule over the graph with deep Q-networks (DQN), and achieve superior results over the greedy policy update. We design a realistic simulator that emulates the empirical taxi call data, and confirm the effectiveness of the proposed model under various conditions.

I. INTRODUCTION

One of the main challenges in ride-hailing services is supply and demand balancing—making vehicles available at the right place and time for customers. To achieve this goal, establishing a smart and timely reallocation strategy for dynamic transportation resources is crucial, which is known as a fleet management problem. Without such efforts, customers will suffer from the lack of drivers, while some drivers will remain idle in near areas looking for orders. Though there exist rich empirical demand and supply data, designing an optimal vehicle management system still remains a challenging task. One of the main obstacles is the dynamic nature of the fleet management problem that the current relocation policy affects the future demand-supply distribution.

To resolve such difficulty, reinforcement learning (RL) has been widely adopted in previous works [1], [2]. In RL frameworks, agents iteratively learn a strategy to maximize the reward by interacting with an environment. To establish a strategy that has practical implications, an accurate but manageable problem setting and RL framework design is critical. To this end, recent studies [3]–[6] suggested multi-agent deep reinforcement learning (MADRL) to effectively approximate highly complicated fleet management scenario. Though these works have brought an important insight, they still have limitations to be applied in real systems since they oversimplified the spatial structure by assuming a grid-shaped environment. If a graph is used to model the environment, it would be possible to allocate drivers more precisely at the road level. Yet using a graph with previous methods is difficult since a graph requires a relatively complex structure whose components are connected in an irregular manner.

This paper proposes a novel approach to a fleet management problem using MADRL with graph neural network (GNN). Our study is based on the aforementioned papers [3]–[6], while we modify their settings to fit with our graph model of a road network. Specifically, while drivers in the grid-based approaches should only move to one of the neighboring grid cells, drivers in our model can move to any connected roads. Moreover, the exact location of each driver can be pinpointed in our model using the relative position on its current road, which was impossible in the previous works. As a result, our model can handle each order and driver more precisely at the road level. To find an effective relocation policy, we suggest a novel method using GNN to precisely estimate an action-value function (i.e. Q function). Inspired by the fact that the Q function of each road is highly dependent on its connected roads, we transform an entire road network to the appropriate GNN model and train this model using DQN. Finally, we suggest a stochastic policy update from Q function to efficiently handle a large number of drivers. Our observation shows that this improves the overall performance compared to conventional ε-greedy policy, by reasonably distributing drivers according to the Q function.

II. RELATED WORK

A. Large-scale fleet management

A fleet management problem has been extensively studied in a rule-based manner. For example, there exist works using greedy matching [7], centralized combinatorial optimization [8], collaborative dispatch with decentralized setting [9], or adaptive multi-agent scheduling system [10]. To exclude heuristics in the rule-based model, [11] and [12] adopted an RL-based approach, but they assumed a single-agent setting that cannot model the complex interactions between large numbers of drivers and orders.

The more recent trend is the adoption of MADRL. [3] proposed a contextual MADRL that considers geographic and collaborative contexts to prevent invalid actions. [4] adopted mean-field approximation to model agents’ interaction and [5] proposed a decentralized system based on MADRL with Kullback–Leibler divergence optimization. Besides, [6] used delayed order matching with a two-stage framework utilizing both MADRL and combinatorial method. However, these studies assumed a grid system which is highly different from real roads, which is represented as a graph. Though there exist several studies dealt with graph combinatorial optimization with RL [13], [14], a large-scale problem using MADRL has been rarely studied.
B. Multi-agent reinforcement learning

In multi-agent reinforcement learning (MARL) frameworks, a large number of agents interact with the same environment and receive rewards corresponding to their state and action. [15] is one of the first papers that dealt with a multi-agent scheme, proposing a cooperative Q-learning that agents share their policy and experience. [16] used counterfactual multi-agent policy gradient model which comprised of centralized critic and decentralized actor. [17] also used similar approach, but added extra information in training phase. However, these works are limited to a handful number of agents due to communication costs. [18] alleviated this complexity by a homogeneity assumption and introduced a highly scalable multi-agent simulation platform called MAgent. [19] further developed MAgent with mean-field theory that approximates interactions between agents, and showed it converges to the Nash equilibrium.

III. Problem Statement

In this section, we specify a problem setting of the fleet management problem. Overall problem settings and notations are similar to those of previous works [3]–[6]. The major difference is a spatial setting—we use a graph rather than a grid. Also we use the total order response rate, number of served orders divided by the number of total orders, as the objective to be maximized, instead of using the gross merchandise volume (GMV) that has been used in previous works. The advantage of using the order response rate over GMV is that it can reflect the customers’ satisfaction as well as the revenue.

A. Graph representation of a road network

A road network can be modeled as a directed graph \( G_R := (V, E) \), where \( V \) denotes the set of intersections and \( E := \{l_j \mid j = 1, 2, \ldots, N_{\text{road}}\} \) denotes the set of roads. Drivers are distributed throughout the road network (Fig. 1). Note that they are not on the nodes, but on the edges (roads). The location of any driver can be represented by the road index and the relative position on the road.

At each time step, all drivers move forward by the speed of their current road. Staying at the current position is not allowed in our setting. If a driver cannot reach the end of the current road, thereby it cannot transit to a different road within the current time step, we consider it as a non-controllable driver. Conversely, if a driver can reach the end of the current road, it is regarded as a controllable driver who can move on to the next roads. Each controllable driver should be relocated to one of its connected roads. We randomly set the relative position of relocated agent on the new road, according to the uniform distribution. It reflects the time spent at the previous intersection and also gives randomness. We also limit the number of transitions to 1 per time step, instead shorten the unit time step to make the movable distance per time step short enough. Orders (calls) are generated from each road at each time step and are randomly assigned to idle drivers at the same road, those who do not currently serve any order. Under this setting, our ultimate goal is to find an optimal relocation strategy for controllable drivers that maximizes the order response rate.

B. Markov game modeling

Now we define a Markov game \( G := (N, S, A, P, R, \gamma) \). \( (N, S, A, P, R, \gamma) \) refers to the total agent number, state space, joint action space, transition probability, reward function, and discount factor, respectively.

- **Agent**: We define an agent as a driver who is at the idle state, which can be either controllable or non-controllable. Controllable agents at the same road and the time are assumed to be homogeneous, implying that they share the same policy. Orders are randomly assigned to both types of agents regardless of their relative position on the road. Let \( N_t \) denote the number total agents at time \( t \). We denote the road that \( i \)th agent is located on at time \( t \) as \( l_{i,t} \), where \( i = 1, 2, \ldots, N_t \). We also define \( A_t^c \) as the set of all controllable agents at time \( t \). 

- **State** \( s_t \in S \): We use the global state \( s_t \) at each time \( t \). We observe three values at each road \( l_j \) at time \( t \): the number of agents (idle drivers) \( N_{j,t} \), the number of calls \( N_{\text{call},j,t} \), and the speed \( speed_{j,t} \). We concatenate this information for all roads to obtain the global state

\[
s_t := [(N_{j,t}, N_{\text{call},j,t}, speed_{j,t})]_{j=1}^{N_{\text{road}}} \in \mathbb{R}^{N_{\text{road}} \times 2} \times \mathbb{R}^{N_{\text{road}}},
\]

- **Action** \( a_i \in A \): We define the action \( a_i \) as the decision of the next road for the agent \( i \) at time \( t \). Note that each road has a different set of possible actions. We will indicate the action moving from \( l_j \) to \( l_k \) as \( l_j \rightarrow l_k \). For non-controllable agents, their action is limited to stay on the current road (e.g. \( l_j \rightarrow l_j \)). We aggregate all agents’ action to define a joint action \( a_t := [a_{i,t}^c]_{i=1}^{N_t} \).

- **Reward** \( R_t \in R \): \( R_t := [R_{i,t}]_{i=1}^{N_t} \), where \( R_{i,t} \) is defined as the \( i \)th agent’s reward at time \( t \). After the action \( a_t \), \( R_{i,t} \) is simply set to 1 if an order is assigned or 0 if not. Note that non-controllable drivers can also serve calls and receive the reward.

- **State transition probability** \( P \): The action is deterministic, but since the number of drivers varies in the real world due to commuting, we add or remove idle drivers on

![Fig. 1: Illustration of a road network. The agent \( i \) is currently located at the position \( A \) on the road \( l_j \). At the next time step, it moves forward. Depending on the speed of the road \( l_j \), it can either stay on the same road (position \( B \)) or move on to one of the neighboring roads \( l_k \) (position \( C \)).](image-url)
random positions so that total number of idle drivers at time \( t \) fit with the historical data.

The \( i \)th agent’s discounted return at time \( t \) is given by \( G^i_t := \sum_{k=0}^{\infty} \gamma^k R^i_{t+k} \), where \( \gamma \in (0, 1) \) is a discount factor. To consider the road-level policy, we define \( \pi(l_j \rightarrow l_k | s_t) \), which denotes the probability of the action \( l_j \rightarrow l_k \) at the road \( l_j \). By definition, \( \sum_{l_k \in S(l_j)} \pi(l_j \rightarrow l_k | s_t) = 1 \) for \( \forall s_t, \forall l_j \), where \( S(l_j) \) denotes the set of all successor roads of \( l_j \).

**C. Bellman expectation equation**

We define the state-value function and the action-value function (\( Q \) function) as follows:

\[
V^\pi(s_t, l_j) := \mathbb{E}^\pi[G_t^i | \text{agent } i \text{ is on } l_j \text{ at time } t \text{ before movement}, \text{under the state } s_t], \\
Q^\pi(s_t, l_j \rightarrow l_k) := \mathbb{E}^\pi[G_t^i | \text{agent } i \text{ moves } l_j \rightarrow l_k \text{ at time } t, \text{under the state } s_t].
\]

(2)

Here, \( \mathbb{E}^\pi \) denotes the expectation value when all agents move according to the policy \( \pi \). Note that our state-value function \( V^\pi(s_t, l_j) \) is marginalized over the controllability of all agents on the road \( l_j \). In other words, \( V^\pi(s_t, l_j) \) is an expected value for both controllable and non-controllable agents.

To simplify our formulation, we need two assumptions.

First, we assume that the expected reward does not depend on the agent’s relative position on the road. Thus, the expected reward of any agent on the road \( l_j \) is identical as \( V^\pi(s_t, l_j) \) regardless of its relative position on \( l_j \). Second, we assume that \( Q^\pi(s_t, l_j \rightarrow l_k) \) does not depend on the departed road \( l_j \) (as in [3]), which allows us the approximation \( Q^\pi(s_t, l_j \rightarrow l_k) \approx Q^\pi(s_t, l_k), \forall j = 1, 2, \ldots, N_{\text{road}} \). Though we cannot take account of the cost of moving from \( l_j \) to \( l_k \) under this assumption, we can greatly reduce the complexity of problem. Remark that approximated \( Q^\pi(s_t, l_k) \) has the same input-output structure to the state-value function \( V^\pi(s_t, l_j) \).

The state-value function can be expressed as follows by dividing into non-controllable case and controllable case:

\[
V^\pi(s_t, l_j) \approx (1 - p^i_{j,t})Q^\pi(s_t, l_j) + p^i_{j,t} \sum_{l_k \in S(l_j)} \pi(l_j \rightarrow l_k | s_t)Q^\pi(s_t, l_k),
\]

(3)

where \( p^i_{j,t} \) denotes the probability that an agent on the road \( l_j \) at the time step \( t \) is controllable. The Bellman expectation equation is then given by

\[
Q^\pi(s_t, l_k) = \mathbb{E}[R^i_t | \text{agent } i \text{ is on } l_k \text{ at time } t \text{ after movement}, \text{under the state } s_t] + \gamma V^\pi(s_{t+1}, l_k).
\]

(4)

Equations (3) and (4) will be used to estimate \( Q \) function.

**IV. MULTI-AGENT REINFORCEMENT LEARNING WITH GRAPH NEURAL NETWORK**

**A. Large-scale multi-agent reinforcement learning**

We use \( Q \)-learning to estimate the \( Q \) function in our MARL problem as in [3], [5], [20]. In conventional RL, an optimal policy \( \pi^* \) satisfies the following greediness property, where \( \pi_* \) is an optimal action-value function:

\[
\pi^*(a|s) = \begin{cases} 
1 & \text{if } a = \arg\max_{a \in A} Q_*(s, a) \\
0 & \text{otherwise}. 
\end{cases}
\]

(5)

However, in a large-scale multi-agent problem, this greediness property does not hold unless we control agents one by one. For example, in fleet management problem, it is intuitively clear that sending all agents to the next road whose \( Q \) value is the highest, will not be optimal in most cases.

As a result, an optimal policy for our problem setting would be stochastic, not all-or-nothing. [3] dealt with this by simply keeping a small portion of randomness with the \( \epsilon \)-greedy policy (\( \epsilon = 0.1 \)) during evaluation. However, this approach has a limitation that only the maximum \( Q \) value is considered in the stochastic policy. Instead, we propose a method that does not rely on the optimal policy greediness or the Bellman optimality equation. We replace \( Q \) function update in the standard \( Q \)-learning to the following update rule, which is known as expected-SARSA [21]:

\[
Q(s, a) \leftarrow (1 - \alpha)Q(s, a) + \alpha(R(s, a, s') + \gamma \mathbb{E}[Q(s', a')]),
\]

(6)

where \( \mathbb{E}[Q(s', a')] = \sum_{a' \in A} \pi(a'|s')Q(s', a') \). A policy update rule is also modified in our method. Unfortunately, it is difficult to find an optimal stochastic policy update method in a complex model such as a fleet management problem. One plausible setting is to increase the probability of the action which has a large \( Q \) value. We can simply achieve this by setting \( \pi(a|s) = F_{\pi}(Q(s, a)) \), where \( F_{\pi} \) is an increasing function of \( Q(s, a) \) satisfying \( \sum_{a \in A} F_{\pi}(Q(s, a)) = 1 \). There are countless options for \( F_{\pi} \), but here, we simply set it to normalized \( \beta \)-squared function or \( \beta \)-exponential function as follows:

\[
\pi(a|s) = \frac{Q(s, a)^\beta}{\sum_{a \in A} Q(s, a)^\beta} \quad \text{or} \quad \frac{\exp(\beta Q(s, a))}{\sum_{a \in A} \exp(\beta Q(s, a))}.
\]

(7)

Note that above converges to a greedy policy as \( \beta \rightarrow \infty \).

Overall value/policy update is similar to that of maximum entropy based approaches or soft \( Q \)-learning [22]. The major difference is the presence of an entropy term. Soft \( Q \)-learning encouraged the stochastic behavior by introducing an additional entropy term. However in our problem setting, since the greedy policy leads to the immediate reduction of reward, there is no reason to add an entropy term for exploration. Mean-field in [4] is also similar to our approach, but they used the stochastic policy in the perspective of exploration and set greedy at the end of the learning, which is different from our usage. There is no guarantee that our update method converges to an optimal policy, but heuristically we can expect a better result than using a greedy policy.

Now, we reformulate \( Q \) function update rule (6) with our problem settings and notations. Consider updating \( i \)th agent’s experience whose state transition sample is given by \((s_t, a_i^t = l_i^t \rightarrow l_{i+1}^t, R_i^t, s_{t+1})\). From (3) and (4), our update
We use two basic models, GCN \[24\] and GAT \[25\]. For both which is similar for the exponential case. 

\[
\hat{Q}^\pi(s_t, l_j, i) = \begin{cases} 
\sum_{l_k \in S(l_j)} \pi(l_j \rightarrow l_k | s_t) Q^\pi(s_t, l_k) & \text{if } i \in A^c_t \\
Q^\pi(s_t, l_j) & \text{if } i \notin A^c_t.
\end{cases}
\]

(9)

In \[9\], the case \(i \in A^c_t\) denotes the expected future value of \(Q\) function when the agent \(i\) is controllable, and the case \(i \notin A^c_t\) denotes the value when \(i\) is non-controllable. Remark that \(E[Q^\pi(s_t, l_j, i)] = V^\pi(s_t, l_j)\) since \(V^\pi(s_t, l_j)\) is marginalized over the controllability by definition. Our stochastic policy can be rewritten as follows using \[9\]:

\[
\pi(l_j \rightarrow l_k | s_t) = \frac{Q^\pi(s_t, l_k)^\beta}{\sum_{l_k \in S(l_j)} Q^\pi(s_t, l_k)^\beta},
\]

(10)

which is similar for the exponential case.

We adopt the methodology of DQN \[23\] but modify it slightly to suit our problem setting. The mean squared error (MSE) for \(i\)th agent at time \(t\) is given by

\[
\left[Q^\pi(s_t, l_{i+1}; \theta) - \left\{R_t^i + \gamma \hat{Q}^\pi(s_{t+1}, l_{i+1}^i, i; \theta')\right\}\right]^2,
\]

(11)

where \(\hat{Q}^\pi(s_{t+1}, l_{i+1}^i, i; \theta')\) is defined as \[9\] using \(Q^\prime, \pi^\prime\) calculated from the target neural network with parameter \(\theta^\prime\). Our goal is to minimize the above MSE loss of all agents. For simplicity, we set the driver’s state to be terminated if it newly serves an order. We do not use a replay memory, because the correlation of experiences from multiple agents is already diluted.

**B. Graph neural network as a function-approximator**

To approximate the \(Q\) function, we use a graph neural network (GNN). GNN takes a directed graph \(G = (V, E)\) and a \(d\)-dimensional graph signal \(X \in \mathbb{R}^{V \times d}\) as an input. We use two basic models, GCN \[24\] and GAT \[25\]. For both GCN and GAT, a graph convolution operation of \(i\)th node at \(t\)th layer can be expressed as \(h^{(t+1)}_i = \sigma(\sum_{j \in P(i)} c W^{(l)} h^{(l)}_j),\) where \(h^{(l)}_i\) is a \(l\)th layer node embedding, \(P(i)\) is a set of node \(i\)’s predecessors, \(\sigma\) is an activation function, \(W^{(l)}\) is a learnable weight matrix for node-wise feature transformation and \(c\) is a normalizing constant which is constant (GCN) or learned with attention (GAT).

We aim to design GNN that takes \(s_t \in \mathbb{R}^{N_{\text{road}} \times 3}\) as an input and generates \(Q(s_t) \in \mathbb{R}^{N_{\text{road}}\times N_{\text{road}}}\) as an output. To this end, we transform the road network \(G_R\) as illustrated in Fig. \[2\]. First, we convert \(G_R\) to its edge-vertex dual graph, or a line graph, \(L(G_R)\) (Fig. \[2\](b)), because each road must be considered as a node. Now consider the two components of the update target in \(Q\) function: reward term \(R\) and discounted future return \(Q\). The reward term is affected by the current road, while the discounted future return is affected by its successors. Note that in both GCN and GAT, the message is passed to successors, meaning that \(h^{(l)}_i\) is computed by its predecessors. Thus, in order to make successor roads affect predecessor roads, we need to reverse the direction of all edges (Fig. \[2\](c)). We also need to add a self-loop for each node to include the self-dependency required for computing the reward term. Fig. \[2\](d) shows the final shape of the graph after conversion.

**V. SIMULATOR DESIGN**

Here, we introduce how we design the simulator that models real ride-hailing services.\[1\] To run the simulator, we need call data within a period, the number of total drivers over time, and initial idle driver distribution. At the initialization step, we deploy idle drivers at each road \(l_j\) corresponding to the initial idle driver distribution and then assign calls. At each time step \(t\), we go through the following cycle taking the policy \(\pi_t\) as input and returning new observation \(s_{t+1}\). (i) Move every driver forward by the current speed of each road. If one can move further than the end of its current road, add it to the controllable driver list. (ii) Relocate all controllable drivers to the next road by applying policy \(\pi_t\). Also update non-controllable drivers’ position. (iii) Assign orders to the drivers on the same road. (iv) Increase time step by 1 and check whether each driver has finished current job or not. (v) Generate orders at each road \(l_j\) using the data \(Call(j, t)\). Each call data is given by a tuple of (start road, end road, start time, duration, cost). (vi) Generate or remove drivers to

\[1\] The code is available at https://github.com/juhyeonkim95/TaxiSimulatorOnGraph
fit the given number of total drivers $N^\text{total}_t$, to consider drivers being offline or online. In addition, remove expired orders and set the new speed for each road. (vii) Observe the next state $s_{t+1} = ((N^\text{call}_{j,t+1}, N^\text{call}_{j,t+1}, \text{speed}_{j,t+1})_{j=1}^{N^\text{total}}$.

VI. EXPERIMENTS

A. Experimental setting

In this section, the performance of the proposed models is demonstrated and compared under various conditions. We trained and evaluated our algorithm using aggregated and anonymized data in simplified Seoul road network, provided by Kakao Mobility. The speed data of each road is gathered from the public website. We split one day into 1440 steps (1 minute for each step), trained and tested for 5 epochs (days). We used 8 layers for both GCN and GAT. For GAT, we used $8$ attention heads. ReLU is used as an activation function except the last layer that used sigmoid to guarantee $Q$ value between 0 and 1. We balanced exploration/exploitation by setting policy to $\pi = \epsilon \pi^\text{random} + (1-\epsilon) \pi^\text{softmax}$, where $\pi$ denotes our computed policy, and $\pi^\text{random}$ denotes a uniform random policy. $\epsilon$ is linearly annealed from 1 at the start and to 0 at the end of the training. No exploration was made in the test steps since $\pi$ is already stochastic. A discount factor $\gamma$ is set to 0.9.

We evaluated several baseline methods and compared the performance with our methods.

- **Random**: This method randomly diffuses drivers to successor roads.
- **Proportional**: This method deploys drivers with the probability proportional to the number of orders in their successor roads.
- **DRL-based**: This method uses GCN or GAT to approximate $Q$ function in DQN.

For DRL-based methods, the followings were compared.

- **$\epsilon$-Greedy** [3]: This method sends all drivers to the next road that has maximum $Q$ value, with the probability $1-\epsilon$, otherwise randomly diffuses drivers.
- **Entropy** [22]: This method is similar to Exp, whereas it uses soft value function $Q^\text{softmax}$ instead of $Q$, with the update rule $Q^\text{softmax}(s,a) = R(s,a,s') + \gamma / \beta \times \log \sum_{a' \in A} \exp (\beta Q^\text{softmax}(s',a'))$, which employs an entropy term to enforce exploration.
- **Pow / Exp**: This method sends drivers proportional to $Q^\beta$ (power) or $\exp(\beta Q)$ (exponential) values in [10].

B. Results

Table I shows the order response rate of each proposed method under various conditions. Total 7 different methods suggested in Section VI-A are compared. Note that GAT is used for all of DRL-based methods.

To analyze the robustness of our algorithm, we tested with the different number of drivers as in [3]. Here, $n\%$ driver ($n = 100, 50, 20$) means that we reduced the quantity of drivers including the initial driver distribution and the total driver number at each time step $t$. We also conducted simulations on different days, since call/driver distribution is highly dependent on the day of the week. Case (A) shows the result for the same day of the week (with a different date), which has a similar call/driver distribution. Case (B) shows the result for the different day of the week, which has different call/driver distribution.

In most cases, random dispatch showed the worst result as expected. The method dispatching proportional to the number of calls was slightly better than the random method. Overall, RL based methods were shown to outperform non-RL based methods. A greedy policy update ($\epsilon = 0$, $\beta = \infty$) performed worse than a stochastic policy update, which is consistent with our discussion in Section IV. Adding a small portion of randomness (i.e. $\epsilon = 0.1$) as in [3] gave better results but its performance was inferior to Entropy. Our proposed method that deploys agents proportional to the function of $Q$ (Pow, Exp) showed the best performance. We could not find significant difference between Pow and Exp, but Pow slightly better result. Comparing the models used for GNN, GAT performed better than GCN which seems to be because GAT is more expressive than GCN (Table II).

The comparison of Exp and Entropy given in Table II provides us interesting insight. They use the same policy update rule (softmax on $Q$ function), but Entropy method incorporates an entropy term to $Q$ function to encourage exploration. The experimental result supports our argument that sending too many agents to the same road leads to instant negative feedback on the reward and makes entropy-based exploration superfluous or even detrimental. Compared to Exp, Entropy showed much dramatic performance degradation as

---

**TABLE I: Performance comparison under various conditions.**

| Method       | GCN | Exp | Entropy |
|--------------|-----|-----|---------|
| $100\%$ driver | 0.775 | 0.791 | 0.777 |
| $50\%$ driver  | 0.752 | 0.768 | 0.756 |
| $20\%$ driver  | 0.744 | 0.765 | 0.754 |

**TABLE II: Performance comparison of GCN vs. GAT and Exp vs. Entropy.**

| $\beta$ | $100\%$ driver | $50\%$ driver | $20\%$ driver |
|---------|----------------|----------------|----------------|
| $50$    | 0.771 | 0.776 | 0.537 | 0.575 | 0.262 | 0.297 |
| $20$    | 0.774 | 0.791 | 0.546 | 0.592 | 0.267 | 0.305 |
| $10$    | 0.775 | 0.782 | 0.545 | 0.583 | 0.267 | 0.300 |
| $5$     | 0.773 | 0.775 | 0.546 | 0.578 | 0.268 | 0.300 |
\( \beta \) decreases. We observed that Entropy performed slightly better than Exp when \( \beta \) has a large value. This is because we cannot take advantage of the stochastic policy when \( \beta \) is too large, and forced exploration induced by the entropy term becomes somewhat helpful.

Finally, we report the qualitative result obtained from our work (Fig. 3). We plotted the road network that shows the value of \( Q \) function for each road. At 1:00 AM, areas near entertainment districts showed higher \( Q \) values. At 8:00 AM, high values were found throughout the city due to commuting people. Overall, we could conclude that \( Q \) values computed from our model reflect the real situation.

**VII. CONCLUSIONS**

In this paper, we have presented a novel fleet management strategy in ride-hailing services. Our approach is distinguished from others by assuming a graph-based spatial condition, which has stronger representative power for road networks than a grid-based condition. Modified DQN with stochastic policy update is adopted and we showed that GNN can effectively approximate the \( Q \) function in our method. A simulator that reflects real road networks is designed and employed as a training/testing environment to demonstrate the effectiveness of our framework. Our approach open a new avenue for future research that connects state-of-the-art GNN and MADRL techniques to fleet management problems.

**APPENDIX I**

**DISCUSSION ON STOCHASTIC POLICY UPDATE**

In this section, we discuss the convergence and optimality issue of our method. Due to the complexity of the fleet management problem, it is difficult to conduct a mathematically rigorous convergence analysis. We can only expect that if an equilibrium state exists for the policy, there will be negative feedback which makes our policy do not deviate from it. For example, if more drivers are sent to a certain road than the equilibrium state policy, the expected reward will be reduced, and the \( Q \) value will also be updated to a smaller value. Because the policy is proportional to the increasing function of \( Q \), we can expect that fewer drivers will be sent next time.

On the optimality issue, we can find a simple counter-example. Suppose that two roads \((l_1, l_2)\) are connected in the same direction and the number of drivers and orders are given by Table III. We assume that all agents are controllable and only two actions are admissible: staying at road 1 (i.e. \( l_1 \rightarrow l_1 \)) and moving to road 2 (i.e. \( l_1 \rightarrow l_2 \)).

For simplicity, suppose that we only have a single step and drivers can be distributed in non-integer value. Then, the reward per unit driver can be expressed as follows:

\[
E[R_j] = \min \left\{ 1, \frac{N^\text{call}_{l_j \rightarrow l_j}}{\pi(l_1 \rightarrow l_j) N_1} \right\}, \quad j = 1, 2. \tag{12}
\]

It is clear that an optimal policy is given by \([\pi(l_1 \rightarrow l_1), \pi(l_1 \rightarrow l_2)] = [0.3, 0.7]\) and corresponding \( Q \) function is given by \([Q(l_1 \rightarrow l_1), Q(l_1 \rightarrow l_2)] = [1, 1]\). The optimal total reward for all agents will then be 10.

Now consider the stochastic policy update using (7). Assume that initial \( Q \) values are set to [1, 1] and \( \alpha \) is set to 1. Note that if \( N_j = 0 \), we do not update its \( Q \) value.

Fig. 4 shows the converged total reward depending on \( \beta \). The resulting policy converges to the uniform distribution \([0.5, 0.5]\) as \( \beta \rightarrow 0 \) (for both Exp and Pow cases) which results total reward to be 8. If \( \beta \rightarrow \infty \), the stochastic policy converges to the greedy policy [0, 1] and total reward become 7. We can observe that the total reward increases from 8 to nearly 10 (optimal value) and then decreases to 7 as \( \beta \) increases. The optimal \( \beta \) is approximately 2.0. The reason why the reward increases for \( \beta \in (0, 2) \) is that our stochastic policy gets more representative power to send more drivers to \( l_2 \). The reward decreases for \( \beta \in (2, \infty) \) since our policy loses representative power again by becoming excessively greedy.

This example shows that our stochastic policy update does not converge to an optimal policy in general. But it should be noted here that it still gives better results than the standard greedy policy update rule, which is consistent with our intuition.
\section*{Appendix II

Overall Pseudocode}

The pseudocode for the overall learning process is on Algorithm \[1\]

Algorithm 1 Modified DQN with stochastic policy update

1. Initialize $Q$ with $\theta$
2. Initialize $Q'$ with $\theta' = \theta$
3. for $m = 1$ to maxiter do
4. Reset environment and observe initial state $s_0$.
5. for $t = 0$ to $T$ do
6. Sample next action $a^i_t$ from $\pi^i$.
7. Apply action $a^i_t$ and observe $R^i_t, s^i_{t+1}$
8. for each idle driver $i$ do
9. Set $y^i_t = \begin{cases} R^i_t (= 1), & \text{if get call} \\ \gamma Q''(s^i_{t+1}, l^i_{t+1}, i; \theta'), & \text{otherwise} \end{cases}$
10. end for
11. Update $\theta$ by a gradient descent on loss function $\sum_{i=1}^{N_i} [y^i_t - Q'(s^i_{t}, l^i_{t+1}, \theta')]^2$
12. for each idle driver $i$ do
13. end for
14. Update $\theta' \leftarrow \theta$ if needed
15. end for
16. end for
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