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Variational approaches for the calculation of vibrational wave functions and energies are a natural route to obtain highly accurate results with controllable errors. However, the unfavorable scaling and the resulting high computational cost of standard variational approaches limit their application to small molecules with only few vibrational modes. Here, we demonstrate how the density matrix renormalization group (DMRG) can be exploited to optimize vibrational wave functions (vDMRG) expressed as matrix product states. We study the convergence of these calculations with respect to the size of the local basis of each mode, the number of renormalized block states, and the number of DMRG sweeps required. We demonstrate the high accuracy achieved by vDMRG for small molecules that were intensively studied in the literature. We then proceed to show that the complete fingerprint region of the sarcosyn-glycin dipeptide can be calculated with vDMRG.
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I. Introduction

Vibrational spectroscopy is a valuable tool for the characterization of molecular systems. Different techniques — ranging from standard infrared absorption,1 to more intricate spectroscopies such as vibrational circular dichroism,2 Raman,3 and Raman Optical Activity4 — allow one to record vibrational spectra for a detailed characterization of chemical systems, that span a wide range from molecules of astrochemical interest5–8 to large biomolecules9,10.

In order to decode the detailed information contained in an experimental spectrum of a complex system, simple selection rules based on semi-empirical Hamiltonians are insufficient, and ab initio calculations are required. Computational approaches for the calculation of vibrational properties of molecular systems can be assigned to two main classes, namely variational and perturbative approaches. In variational calculations, the vibrational energies and wave functions are obtained by diagonalization of a vibrational Hamiltonian in a given basis set such as the harmonic-oscillator eigenfunctions11–15 or eigenfunctions from a vibrational self-consistent field (VSCF) calculation16–20. The fraction of vibrational correlation energy that is missing in the VSCF mean-field approach can then be captured by vibrational configuration interaction20–23 or vibrational coupled cluster21,24 methods. With variational approaches it is possible to obtain fully converged results for a given Hamiltonian by systematically increasing the basis set. The Hamiltonian in turn depends on the electronic potential that is calculated with quantum-chemical ab initio electronic structure methods and remains the main source of error.

Unfortunately, the computational cost of these variational approaches grows exponentially with the size of the system and limits the range of application to rather small molecules (typically up to ten atoms). Perturbative approaches on the other hand, such as the most
commonly applied vibrational second-order perturbation theory (VPT2)\textsuperscript{25–29} and vibrational Møller-Plesset perturbation theory,\textsuperscript{30–32} are computationally more feasible and can be applied to systems with up to 100 atoms. However, although reliable results can be obtained with VPT2 for semi-rigid systems, this approach certainly fails for molecules with shallow potential energy surfaces (PESs) and corresponding highly anharmonic, large-amplitude modes.

Several techniques have been developed and successfully applied to reduce the computational effort of variational approaches. Basis pruning algorithms\textsuperscript{33,34} were developed with the aim to include only a limited number of basis functions in the variational calculation. An alternative approach is based on so-called contracted basis techniques, in which basis functions are obtained by diagonalizing sub-blocks of the full Hamiltonian, involving only strongly interacting coordinates. The computational cost of variational calculations can also be reduced with local mode techniques\textsuperscript{37–42} instead of normal coordinates to reduce the number of off diagonal anharmonic couplings. A further alternative, whose analog is widely applied in electronic structure theory, but hardly explored in vibrational calculations, is the parameterization of the vibrational wave function in tensor formats, such as canonical decomposition\textsuperscript{43} and matrix product states (MPS). These wave function representations must then be optimized with efficient algorithms such as the density matrix renormalization group (DMRG) algorithm\textsuperscript{44–59} for the optimization of MPS wave functions. Here, we develop a DMRG optimization of MPS representations for vibrational wave functions and energies. We denote our approach as vDMRG. Recently, the eigenfunctions of a vibrational Hamiltonian were expressed in a tensor train format\textsuperscript{60}, with a discrete variable representation (DVR) basis set.\textsuperscript{61} While the tensor train format is algebraically equivalent to the MPS format, the optimization protocol proposed in Ref. \textsuperscript{60} is very different from the two-site DMRG algorithm chosen for our vDMRG approach. Moreover, our implementation of vDMRG expresses both the wave function and the Hamiltonian in tensor format, as an MPS and matrix product operator (MPO), respectively.

Our paper is organized as follows. Section II describes the underlying theory of vDMRG. After this brief description of the computational details of the implementation, the application of vDMRG to several molecules of varying size is discussed. First, we demonstrate the reliability of vDMRG at the example of a triatomic molecule, ClO\textsubscript{2}, for which fully converged variational energies can be easily calculated. Then, two medium-sized molecules (CH\textsubscript{3}CN and C\textsubscript{2}H\textsubscript{4}) are studied in detail. For CH\textsubscript{3}CN, we chose a quartic PES from density functional theory calculations\textsuperscript{43,60,62} and for C\textsubscript{2}H\textsubscript{4} a sextic PES from accurate coupled cluster calculations.\textsuperscript{63} Results are compared to experimental data.\textsuperscript{64} Finally, the vibrational properties of the sarcosyn-glycin dipeptide (SarGly\textsuperscript{+}) are calculated to assess the reliability of vDMRG for large systems, for which standard variational calculations are generally unfeasible.

II. vDMRG Theory

The vibrational wave function $|\Psi_k\rangle$ of a molecule in the $k$-th vibrational state with $L$ degrees of freedom can be expressed by a full configuration interaction (FCI) expansion,

$$|\Psi_k\rangle = \sum_{\sigma_1,\ldots,\sigma_L} C^{(k)}_{\sigma_1,\ldots,\sigma_L} |\sigma_1,\ldots,\sigma_L\rangle,$$  \hspace{1cm} (1)

where the occupation number vectors are built from a basis of one-dimensional functions for each vibrational degree of freedom. Whereas for an electronic wave function, due to Fermi-Dirac statistics, the occupation number of each orbital cannot exceed 1, it is unbounded for a mode in a bosonic vibrational wave function. To limit the size of the basis set in Eq. (1), an upper bound ($N_{i\text{max}}$) for the occupation number of each mode has to be defined.

For a total vibrational state $k$ expressed in terms of occupation number vectors $|\sigma_1,\ldots,\sigma_L\rangle$, 

the MPS $N$-body wave function $| \Psi_k \rangle$ reads

$$
| \Psi_k \rangle = \sum_{\sigma_1, \ldots, \sigma_L} \sum_{a_1, \ldots, a_{L-1}} M^{(k)\sigma_1}_{a_1, a_2} \cdots M^{(k)\sigma_L}_{a_{L-1}, 1} | \sigma_1, \ldots, \sigma_L \rangle
$$

expressed in a basis set of $L$ one-dimensional basis functions. The coefficients of the linear expansion in Eq. (2) are decomposed as products of $L$ matrices $M^{(k)\sigma_1} = \{ M^{(k)\sigma_i}_{a_{i-1}, a_i} \}$ with maximum dimension $m$ (with the exception of $M^{(k)\sigma_1}$ and $M^{(k)\sigma_L}$, which are row and column vectors, respectively, of that dimension). By restricting the maximum dimension of the individual matrices $M^{(k)\sigma_i}$ to $m$, the DMRG algorithm achieves a reduction of the scaling from exponential to polynomial. This is a significant computational advantage over the FCI expansion, where the exponential scaling limits applications to small systems.

Hence, the CI coefficients are encoded in MPS form,

$$
C^{(k)}_{\sigma_1, \ldots, \sigma_L} = \sum_{a_1, \ldots, a_{L-1}} M^{(k)\sigma_1}_{a_1, a_2} \cdots M^{(k)\sigma_L}_{a_{L-1}, 1},
$$

which is an approximation for finite choices of $m$, which we denote the 'number of renormalized block states'. The product structure of Eq. (3) implies a one-dimensional ordering of the vibrational modes $i$ that are now associated with the matrices $M^{(k)\sigma_i}$. We refer to these modes as sites and denote the sequence of these sites as a lattice for consistency with the general DMRG nomenclature.

In vDMRG, the matrices $M^{(k)\sigma_i}$ are calculated variationally by minimizing the expectation value of the vibrational Hamiltonian $H_{\text{vib}}$ over the state $| \Psi_k \rangle$. In this work, the Watson Hamiltonian,

$$
H_{\text{vib}} = \frac{1}{2} \sum_{i=1}^L \omega_i (\hat{q}_i^2 + \hat{p}_i^2)
+ \frac{1}{6} \sum_{ijk=1}^L \Phi_{ijk} \hat{q}_i \hat{q}_j \hat{q}_k
+ \frac{1}{24} \sum_{ijkl=1}^L \Phi_{ijkl} \hat{q}_i \hat{q}_j \hat{q}_k \hat{p}_l
+ \frac{1}{24} \sum_{ijkl=1}^L \sum_{\tau} B^\tau \zeta_{ijkl}^\tau \left( \frac{\omega_j \omega_k}{\omega_i \omega_l} \right) \hat{q}_i \hat{q}_j \hat{q}_k \hat{p}_l,
$$

is applied for the calculation of vibrational energies. Here, $\hat{q}_i$ is the position operator associated with the $i$-th normal mode, and $\hat{p}_i$ is its conjugate momentum. In a fourth-order (quartic) Taylor expansion of the potential, $\omega_i$ are the harmonic frequencies and $\Phi_{ijk}$ and $\Phi_{ijkl}$ are the third- and fourth-order reduced force constants, respectively, which can be defined in terms of the third- and fourth-order partial derivatives, $k_{ijk}$ and $k_{ijkl}$, of the PES,

$$
\Phi_{ijk} = \frac{k_{ijk}}{\sqrt{\omega_j \omega_k}} \quad \text{and} \quad \Phi_{ijkl} = \frac{k_{ijkl}}{\sqrt{\omega_i \omega_j \omega_k \omega_l}}.
$$

In Eq. (4), $B^\tau$ are the rotational constants and $\zeta_{ijkl}^\tau$ the Coriolis coupling constants. As the generalization of Eq. (4) to support also higher-order terms is straightforward, calculations with fifth- and sixth-order potentials are also presented in this work.

To exploit the DMRG formalism, a second-quantized Hamiltonian is required. The second-quantized form of the vibrational Hamiltonian $H_{\text{vib}}$ can be obtained by the following substitution:

$$
\hat{p}_i = \frac{1}{\sqrt{2}} \left( \hat{b}_i^+ - \hat{b}_i \right),
$$

where $\hat{b}_i$ and $\hat{b}_i^+$ are the annihilation and creation operators, respectively.
\[ \dot{q}_i = \frac{1}{\sqrt{2}} \left( \hat{b}^+_i + \hat{b}_i \right), \tag{7} \]

where \( \hat{b}_i \) and \( \hat{b}^+_i \) are the bosonic annihilation and creation operators for the \( i \)-th vibrational mode, obeying the following rules:

\[
\begin{align*}
\hat{b}^+_i |\sigma_1, \ldots, \sigma_i, \ldots, \sigma_L \rangle &= \sqrt{\sigma_i + 1} |\sigma_1, \ldots, \sigma_i + 1, \ldots, \sigma_L \rangle, \tag{8} \\
\hat{b}_i |\sigma_1, \ldots, \sigma_i, \ldots, \sigma_L \rangle &= \begin{cases} 
\sqrt{\sigma_i} |\sigma_1, \ldots, \sigma_i - 1, \ldots, \sigma_L \rangle & \text{if } \sigma_i > 0 \\
0 & \text{if } \sigma_i = 0 \end{cases} \tag{9}.
\end{align*}
\]

The second-quantized form of the Watson Hamiltonian can be obtained by substitution of Eqs. (6) and (7) in Eq. (4) and reads:

\[
\mathcal{H}_{\text{vib}} = \sum_{i=1}^{L} \omega_i \left( \hat{b}^+_i \hat{b}_i + \frac{1}{2} \right) \\
+ \frac{1}{12 \sqrt{2}} \sum_{ijkl=1}^{L} \Phi_{ijkl} (\hat{b}^+_i + \hat{b}_i)(\hat{b}^+_j + \hat{b}_j)(\hat{b}^+_k + \hat{b}_k) \\
+ \frac{1}{96} \sum_{ijkl=1}^{L} \Phi_{ijkl} (\hat{b}^+_i + \hat{b}_i)(\hat{b}^+_j + \hat{b}_j)(\hat{b}^+_k + \hat{b}_k)(\hat{b}^+_l + \hat{b}_l) \\
+ \frac{1}{96} \sum_{ijkl=1}^{L} \sum_{y,z=x} B^y \zeta^x \zeta^y (\frac{\omega_{ij} \omega_{jk}}{\omega_{ij} \omega_{kl}}) (\hat{b}^+_i + \hat{b}_i)(\hat{b}^+_j - \hat{b}_j) \\
\times (\hat{b}^+_k + \hat{b}_k)(\hat{b}^+_l - \hat{b}_l) \tag{10}.
\]

Hence, the third-order potential term, for example, can be written as a sum of all possible products of bosonic creation or annihilation operators localized on sites \( i, j, \) and \( k \) (such as \( \hat{b}_i \hat{b}_j \hat{b}_k \)). A similar result is obtained for the fourth-order potential term, but in this case 16 terms are present. More attention must be paid to the evaluation of the sign associated to a Coriolis term due to the presence of the momentum operator. At variance with the electronic Hamiltonian, the second-quantized form of the vibrational Hamiltonian contains operator strings with different numbers of creation and annihilation operators and, as a consequence, a computational scheme such as DMRG that generates explicit matrix representations of these elementary operators, will face significant challenges that can only be well met by a strictly modular, general, and object-oriented implementation.

An operator \( \hat{W} \) can be written as an MPO,

\[
\hat{W} = \sum_{\sigma \sigma'} \sum_{b_{1, \ldots, b_{L-1}}} W^{\sigma \sigma'} b_{1, \ldots, b_{L-1}} |\sigma \rangle \langle \sigma'|, \tag{11}
\]

where \( |\sigma \rangle \) is a compact notation for \( |\sigma_1, \ldots, \sigma_L \rangle \). Compared to the MPS matrices in Eq. (3), the MPO matrices \( W^{\sigma \sigma'} \) (the summation over the \( b_i \) indices is equivalent to a matrix-matrix multiplication) have two superscripts that specify elements of the bra-ket vectors \( |\sigma \rangle \langle \sigma'| \). While the dimension of the MPS matrices \( M^{(k)\sigma} \) is adapted to a maximum value during the DMRG optimization, the dimensions of the MPO matrices \( W^{\sigma \sigma'} \), and therefore the \( b_i \) indices, are fixed for each site by the particular form of the operator encoded in MPO format.

The MPO can now be constructed from matrix representations of the elementary operators \( \hat{b}^+_i \) and \( \hat{b}_i \). To understand the formulation of the Watson Hamiltonian in Eq. (10) in MPO
format, we write explicitly the construction of the first (harmonic) term for mode $i$ that we denote $\hat{W}_\text{harm.}^\text{Watson}(i)$:

$$\hat{W}_\text{harm.}^\text{Watson}(i) = \omega_i \cdot \hat{I}_1 \otimes \cdots \otimes \hat{b}_i^\dagger \cdot \hat{b}_i \otimes \cdots \otimes \hat{I}_L,$$

with unit matrices $\hat{I}$ on all sites but $i$. Therefore, the construction of the Hamiltonian scales with $L^4$ for quartic force fields (as in Eq. (10)) and $L^6$ for sextic force fields in a naive MPO construction.

In the DMRG algorithm, the MPS optimization requires the repeated application of exact diagonalization and singular value decomposition. This procedure is called a sweep algorithm because the MPS site matrices are subsequently optimized from the first to the $L$-th site (one sweep) before they are optimized in reverse order from the $L$-th to the first site (next sweep). This is an optimization of reduced dimensional basis states contributing to the quantum state in a least-squares sense. It is a peculiarity of the algorithm that parts of the total vibrational MPS wave function, entering the energy expectation value, are not known in the first sweep. Therefore, an initial guess with random numbers as MPS entries or an MPS solution of an MPO with only harmonic contributions can be applied.

We note that in Refs. [68 and 69] a more general second-quantized form of the vibrational Hamiltonian was proposed, where a general one-dimensional basis set is applied for each mode, the eigenfunctions of the harmonic-oscillator Hamiltonian being only one specific choice. Although these more general formulations can, in principle, be exploited within vDMRG, they would increase its computational cost significantly. The reason is that, when a general basis set is employed for each mode, excitations of a mode are represented by different basis functions with one pair of creation and annihilation operators to be introduced for each of these basis functions per mode, and then the total number of local elementary operators scales as $L \times N_{\text{max}}$, where $N_{\text{max}}$ is the maximum number of basis functions for each mode. However, when Hermite polynomials are employed as local basis set (as chosen for this work), the number of local elementary operators grows as $L$, because one pair of creation and annihilation operators is needed for each mode only. Therefore, a significantly more compact MPO expression of $H_{\text{vib}}$ is obtained with a harmonic-oscillator basis set.

III. Implementation and Methodology

With the second-quantized form of the Watson Hamiltonian, Eq. (10), the implementation of the MPO-based DMRG algorithm presented in Ref. [70] can be extended to the calculation of vibrational properties. We implemented this Hamiltonian into our QCMAQUIS program [58,70] that is based on an MPS library developed for spin Hamiltonians [71,72]. QCMAQUIS provides an implementation of the full electronic Hamiltonian with up to four fermionic elementary creation and annihilation operators. For the generalization of this implementation, we needed to 1) implement the commutation symmetry of bosonic creation and annihilation operators (to replace the anticommutation symmetry of the fermionic creation and annihilation operators expressed in terms of $\hat{F}_s$ operators in Ref. [70], 2) allow for arbitrary occupations $\sigma_i$, and implement MPOs for sequences of more than four elementary creation and annihilation operators. All of this was comparatively easy to accommodate by virtue of the modular and object-oriented structure of QCMAQUIS.

The input data for our vDMRG calculations (i.e., harmonic frequencies, anharmonic force constants, Coriolis coupling constants) were either taken from the literature data or, for the dipeptide SarGly$^+$, calculated with the GAUSSIAN program [73]. Detailed information on the electronic structure methods applied for the generation of the PESs is specified in the respective sections below.

We emphasize that the variational optimization of the MPS provides the anharmonic zero-point vibrational energy (ZPVE). To also obtain transition frequencies, the energy of vibrationally excited states must be determined. This is accomplished by an optimization in
the space orthogonal to the one spanned by the lower-energy vibrational states through an appropriate projection operation as described in Ref. [70]. Transition energies $h\nu_k$ are then calculated as

$$h\nu_k = E_k - \text{ZPVE}. \quad (13)$$

IV. Results

A. Three-atomic molecule: ClO$_2$

To validate our implementation of vDMRG, we calculated the vibrational states of the triatomic molecule ClO$_2$ in its electronic ground state of $X^2B_1$ symmetry because an accurate PES obtained from multi-reference configuration interaction (MRCI) calculations is available in the literature.[74,75] Fully converged vibrational energies up to 3300 cm$^{-1}$ were calculated from this PES with variational approaches.[74,75] The high accuracy of these calculated frequencies was demonstrated by comparison to high-resolution experimental data.[76–78] These theoretical results[74] will be our reference in the following to assess the convergence of our vDMRG calculations.

Before discussing the results of our calculations, we compare the vDMRG approach with the variational approaches of the reference papers. In the study by Peterson,[74] the PES is expressed as a Taylor expansion in terms of the internal coordinates (the two bond lengths and the bond angle) of the molecule. The variational calculations of the vibrational problem are then carried out directly in these coordinates, with Morse oscillator eigenfunctions as a basis set for the two stretching coordinates and a DVR for the bond angle.[79] In a more recent work,[75] the quartic force field in internal coordinates is first transformed to a sixth-order force field in Cartesian normal coordinates, by a direct tensor transformation.[75,80] The variational calculation is then carried out in a basis of harmonic-oscillator wave functions. In this work, we employ the latter representation of the PES in Cartesian normal coordinates, because the second-quantized expression of the vibrational Hamiltonian given in Eq. (10) holds for a basis of harmonic-oscillator wave functions. The two representations are, in principle, different because internal coordinates are non-linear functions of the Cartesian normal modes, but they result in equal fundamental frequencies[15,74] and are therefore equivalent close to the equilibrium structure. Although more recent results are reported in Ref. [15], the data reported in Ref. [74] will serve as our reference, because the authors of Ref. [74] also included overtones and combination bands in their discussion.

As has already been pointed out above, two parameters control the convergence of the vDMRG vibrational wave function and energy. The first, $N_{\text{max}}$, corresponds to the number of basis functions that describe each mode and its value must be increased with increasing anharmonicity of a given mode. The second parameter, the number of renormalized block states $m$, controls the degree of dimension reduction of the final MPS wave function and has to be increased with increasing anharmonic mode coupling. These two parameters are, in general, independent and the convergence with respect to both has to be analyzed.

vDMRG vibrational energies up to 3000 cm$^{-1}$ calculated with different values for $N_{\text{max}}$ and $m$ are reported in Table I together with the harmonic results and theoretical reference data taken from Ref. [74]. The number of vDMRG sweeps was set to 20 for all states and convergence with respect to the number of sweeps was found in all cases. With ten basis functions per mode ($N_{\text{max}} = 10$), converged results are obtained for energies up to 2000 cm$^{-1}$ with as little as two renormalized states, and variations below 0.1 cm$^{-1}$ are obtained by increasing $m$ to 5 and 10.

The vDMRG results are in good agreement with the theoretical reference values and confirm that a sixth-order Taylor expansion in Cartesian normal modes is sufficient to obtain accurate fundamental frequencies. However, for some of the higher-energy transitions, two renormalized states are not sufficient to reach convergence of energies below 1 cm$^{-1}$. This is particularly evident for the $2\nu_1 + \nu_2$, $3\nu_1$ and $2\nu_1 + \nu_3$ transitions, where results obtained
TABLE I. vDMRG zero-point energy and energies of the 17 lowest vibrational transitions (in cm$^{-1}$) calculated from Eq. (13) for ClO$_2$. Each state was calculated with different values for the parameters $N_{\text{max}}$ and $m$.

| Assign. | Ref. | $N_{\text{max}} = 10$ | $N_{\text{max}} = 12$ | Harm. |
|---------|------|-----------------|-----------------|-------|
|         |      | $m = 2$ | $m = 5$ | $m = 10$ | $m = 5$ | $m = 10$ |
| ZPE    |      | 1264.5 | 1264.5 | 1264.5 | 1264.5 | 1264.5 |
| $\nu_2$ |    | 449.9 | 449.5 | 449.5 | 449.5 | 449.5 | 449.5 | 455.62 |
| $2\nu_2$ | | 898.7 | 898.0 | 898.1 | 898.1 | 898.0 | 898.2 | 911.24 |
| $\nu_1$ |   | 940.7 | 940.7 | 940.7 | 940.7 | 940.7 | 940.5 | 960.15 |
| $\nu_3$ |   | 1105.5 | 1105.2 | 1105.2 | 1105.2 | 1105.2 | 1105.2 | 1127.82 |
| $3\nu_2$ | | 1346.5 | 1345.6 | 1345.5 | 1345.5 | 1345.5 | 1345.8 | 1366.86 |
| $\nu_1 + \nu_2$ | | 1386.5 | 1386.2 | 1386.2 | 1386.3 | 1386.1 | 1385.8 | 1415.77 |
| $\nu_2 + \nu_3$ | | 1549.9 | 1548.7 | 1548.7 | 1548.7 | 1548.6 | 1548.6 | 1573.44 |
| $\nu_1 + 2\nu_2$ | | 1831.2 | 1830.7 | 1830.6 | 1830.6 | 1830.6 | 1828.8 | 1871.39 |
| $2\nu_1$ | | 1872.1 | 1872.4 | 1872.3 | 1872.3 | 1872.3 | 1872.2 | 1920.30 |
| $2\nu_2 + \nu_3$ | | 1993.2 | 1991.2 | 1991.2 | 1992.8 | 1991.1 | 1991.1 | 2039.06 |
| $\nu_1 + 2\nu_3$ | | 2029.3 | 2029.3 | 2028.9 | 2029.1 | 2029.2 | 2029.2 | 2087.97 |
| $2\nu_3$ | | 2200.1 | 2201.0 | 2199.5 | 2199.5 | 2199.5 | 2199.6 | 2255.64 |
| $2\nu_1 + \nu_2$ | | 2313.8 | 2318.4 | 2313.5 | 2313.6 | 2313.6 | 2313.7 | 2375.92 |
| $\nu_1 + \nu_2 + \nu_3$ | | 2469.8 | 2468.3 | 2468.5 | 2468.5 | 2468.1 | 2468.4 | 2543.59 |
| $3\nu_1$ | | 2794.0 | 2797.5 | 2794.6 | 2794.6 | 2794.7 | 2794.7 | 2880.45 |
| $2\nu_2 + \nu_3$ | | 2943.2 | 2947.9 | 2943.8 | 2943.2 | 2943.5 | 2943.7 | 3048.12 |

with $m = 2$ and $m = 10$ deviate by more than 2 cm$^{-1}$. It should be noted that these are coupled vibrational modes with the highest energy among those considered in this table, and therefore show the largest anharmonic corrections. For this reason, a higher number of renormalized states is required to recover accurate variational energies. By further increasing the dimension of the local basis to twelve, no further variations occur and the energies can therefore be considered converged with respect to the basis set size. In Table S1 of the Supporting Information, the results obtained with a quartic potential are reported.

To conclude, the results obtained for CIO$_2$ show the robustness of our vDMRG implementation.

B. Parameter dependence: CH$_3$CN

To investigate the convergence of the vDMRG energies and wave functions with respect to $m$ and $N_{\text{max}}$ in more detail, we calculated the 33 lowest vibrational states of acetonitrile in its electronic ground state for various choices of these parameters. A quartic force field for acetonitrile was reported in Ref. [81] and has become a classical benchmark for newly developed variational approaches. [43,60,82–84] We derived the full quartic force field with the symmetry relations given in Refs. [85–87]. From a footnote in Ref. [83] which refers to a private communication, it appears that there is apparently some confusion in the literature about the application of these symmetry relations. Therefore, we included the explicit expressions for the symmetry relations that we applied in the Supporting Information in order to provide unambiguous information about the underlying force field of our vDMRG calculations. Note that in Ref. [81] only force constants larger than 7 cm$^{-1}$ are reported, and therefore minor deviations of our data from the theoretical reference data in Ref. [82] are to be expected.

Table II contains the vDMRG results for $m = 20, 50, 100$ and $N_{\text{max}} = 3, 6, 9$ for the 11 lowest vibrational states along with their deviation from the results of Ref. [82] We applied 50 DMRG sweeps for each state and ensured that the energy was converged with respect to the number of sweeps. If that was not the case, we had to include more sweeps until the energy was converged to less than 0.001 cm$^{-1}$. The assignment and the symmetry
were identified by comparison of the energies to the results of Ref. 82. Apparently, the small value of \( m = 20 \) is sufficient to guarantee convergence to less than 0.1 cm\(^{-1}\) for the states considered in Table I when a local basis size of at least \( N_{\text{max}} = 6 \) is employed. This is encouraging because the calculation of a single vibrational state with \( m = 20 \) takes only around 15\% of the time of the same calculation with \( m = 100 \). Since this factor is approximately the same for all states, the savings are huge when a large number of vibrational states is to be calculated, which is obviously the case for large molecules.

Figure I shows the error of a given set of parameters with respect to the largest calculation with \( m = 100 \) and \( N_{\text{max}} = 9 \). Clearly, if the local basis size is too small, the errors can become very large (> 100 cm\(^{-1}\)), especially for higher excited states. The deviations increase for higher excited states since each excited state is optimized in the space orthogonal to all lower-lying states. Of course, the optimization will become unreliable if the wave functions of the lower-lying states are not converged. However, for both, \( N_{\text{max}} = 6 \) and 9, the deviations do not exceed 1.3 cm\(^{-1}\) and are most often below 0.2 cm\(^{-1}\). In the light of these results and those obtained in the previous section, we conclude that a local basis set size of at least \( N_{\text{max}} = 6 \) is required, whereas the number of renormalized block states \( m \) can be as small as 10 or 20.

Some vibrational states are certainly more sensitive to \( m \) (red vertical lines in Figure I) than others. In the first four cases (states 5, 11, 19, and 22), it is the \( A_{1/2} \) component of a vibrational state that has almost the same energy as its corresponding degenerate component of \( E \) symmetry. The fifth state with a discrepancy of up to 0.5 cm\(^{-1}\) is, however, one component of an \( E \) state (corresponding to \( 4 \nu_{11} \)). We conclude that special care must be taken to fully converge states that are close in energy or even degenerate if an accuracy below one reciprocal centimeter is desired.

Deviations with respect to the reference values on the order of 1 cm\(^{-1}\) remain even for our most accurate calculations (see Table I). Since our calculations are converged with respect to the number of sweeps and size of the local basis set, the discrepancy could be a result of the symmetry relations applied to construct the full quartic force field from the force constants of Ref. 81.

C. Higher-order expansion of the potential energy surface: Ethylene

The third example selected to demonstrate the reliability of vDMRG is ethylene (C\(_2\)H\(_4\)). Here, we adapt a highly accurate \textit{ab initio} PES from the literature\(^{63}\) and compare the results with previous calculations and experimental data.\(^{64}\) Two decades ago, an accurate PES for ethylene was constructed from CCSD(T) calculations by Martin and coworkers.\(^{88}\) With this PES, vibrational energies and spectra were determined with various variational approaches.\(^{34,89}\) Recently, a new PES was constructed from CCSD(T) calculations with a large quadruple-\(\zeta\) atomic orbital basis, from which more accurate vibrational properties could be calculated.\(^{63}\) We applied the latter PES in our vDMRG calculations. The analytical expression in terms of internal coordinates can be found in Ref. 63. Since our implementation of vDMRG is based on Cartesian normal coordinates as a reference coordinate system, we converted the PES to a Taylor series expansion in terms of these coordinates with the procedure discussed in Refs. 75 and 15. Fourth- and sixth-order Taylor series expansion of the potential, with and without the inclusion of Coriolis effects, were considered in the vDMRG calculations with ten sweeps for each state. The order of the Taylor expansion was chosen based on the variational results reported in Ref. 15 where it was shown that a sixth-order expansion is sufficient to reach convergence within 1 cm\(^{-1}\). In the theoretical reference work,\(^{63}\) Coriolis terms were included only for two transitions, and therefore they have been neglected also in our vDMRG calculations.

Vibrational energies for the ground and the first two excited states of C\(_2\)H\(_4\) are reported in Tables S2, S3, and S4 of the Supporting Information. The data reported in Table S2 highlight the effect of each of the two parameters \( m \) and \( N_{\text{max}} \) on the ZPVE. First, we discuss the dependence of the ZPVE on \( m \) for a given order of the Taylor expansion of
the potential (a fixed Hamiltonian) and then for a given value of $N_{\text{max}}$ (a fixed local basis set). The data are also shown in Figure 2. With five renormalized states, inaccurate results with deviations larger than 10 cm$^{-1}$ with respect to the converged values, are obtained. Convergence (with deviations < 1 cm$^{-1}$) is reached with ten renormalized block states for all Hamiltonians (i.e., with a quartic and a sextic force field). This indicates that the further inclusion of high-order terms in the potential will not affect significantly the structure of the Hamiltonian, i.e., it will not introduce further long-range correlations that would require a larger number of renormalized block states and DMRG sweeps to converge the wave function.

Regarding the convergence of the ZPVE with respect to the size of the local basis $N_{\text{max}}$, fully
TABLE II. Zero-point energies and ten lowest transition energies (in cm$^{-1}$) calculated from Eq. (13) for CH$_3$CN obtained with the quartic-force-field of Ref. [81]. Deviations with respect to the reference values from Ref. [52] are given in parentheses. The vDMRG vibrational energies were calculated with different values for the parameters $N_{\text{max}}$ and $m$.

| Assign. Sym. | reference energy | $N_{\text{max}} = 3$ | $N_{\text{max}} = 6$ | $N_{\text{max}} = 9$ |
|-------------|-------------------|----------------------|----------------------|----------------------|
|             |                   | $m = 20$             | $m = 50$             | $m = 100$            |
|             |                   | $m = 20$             | $m = 50$             | $m = 100$            |
|             |                   | $m = 20$             | $m = 50$             | $m = 100$            |
| $\nu_1$ $E$ | 9837.498          | 9837.590             | 9837.589             | 9836.570             |
|             |                   | 361.03               | 361.03               | 361.00               |
|             |                   | (-0.05)              | (-0.05)              | (-0.08)              |
|             |                   | 361.15               | 361.04               | 361.01               |
|             |                   | (-0.11)              | (-0.12)              | (-0.07)              |
| $2\nu_1$ $E$ | 723.25            | 721.22               | 721.21               | 723.22               |
|             |                   | (-2.03)              | (-2.04)              | (-0.03)              |
| $3\nu_1$ $A_1$ | 724.35         | 722.87               | 723.27               | 723.82               |
|             |                   | (-1.48)              | (-1.08)              | (-0.53)              |
| $\nu_4$ $A_1$ | 900.78           | 904.35               | 904.34               | 900.72               |
|             |                   | (3.57)               | (3.56)               | (3.56)               |
| $\nu_9$ $E$ | 1034.40           | 1033.55              | 1033.55              | 1033.27              |
|             |                   | (-0.85)              | (-0.85)              | (-1.00)              |
| $3\nu_1$ $A_1$ | 1087.27         | 1084.97              | 1084.97              | 1086.63              |
|             |                   | (-2.30)              | (-2.30)              | (-0.64)              |
| $3\nu_1$ $A_2$ | 1087.40         | 1084.98              | 1084.97              | 1086.63              |
|             |                   | (-2.42)              | (-2.43)              | (-0.77)              |

Converged results are obtained for $N_{\text{max}} = 6$, and with higher values (8 and 10), the change in the ZPVE is below 0.01 cm$^{-1}$. For C$_2$H$_4$, neither highly anharmonic, large-amplitude vibrations are present nor resonances that usually cause strong variational corrections. Therefore, a reliable representation for the vibrational wave function can be obtained from a relatively small number of harmonic-oscillator eigenfunctions as local basis functions.

As noted above for ClO$_2$, a virtually infinite-order Taylor expansion in Cartesian normal coordinates would be required to obtain a potential that is equivalent to the one reported in Ref. [53], and therefore convergence with respect to the order of the Taylor series expansion of the potential must be studied. With a fourth-order PES, the ZPVE is underestimated by $\approx 7$ cm$^{-1}$ for all choices of $m$ and $N_{\text{max}}$, and the further inclusion of fifth- and sixth-order terms reduces the error to less than 1 cm$^{-1}$, therefore providing satisfactory convergence. This result is in line with the analysis reported in Refs. [76] and [15], where results converged within 1 cm$^{-1}$ were obtained from a full sextic potential without including Coriolis couplings. The vDMRG ZPVE obtained with the sextic potential and with $N_{\text{max}} = 6$ and $m = 20$ is 11016.15 cm$^{-1}$, and agrees well with the theoretical reference value of 11014.91 cm$^{-1}$ calculated without Coriolis couplings.

In Tables S3 and S4, a similar analysis is carried out for the first two fundamental bands of ethylene. Again, converged results were obtained with $N_{\text{max}} = 6$, and only minor changes are observed with $N_{\text{max}} = 8$. Once again, the convergence with respect to the number of renormalized block states $m$ is slower than for the ZPVE and discrepancies of more than 1 cm$^{-1}$ can be observed for $m = 10$.

A complete list of the 18 lowest vibrational frequencies (including both overtones and combination bands) of C$_2$H$_4$ calculated with vDMRG is collected in Table III. In view of these results, all calculations were carried out with $N_{\text{max}} = 6$, with both a quartic and a sextic potential and with 10 and 20 renormalized block states $m$. These results confirm the trend.
TABLE III. Comparison of the 18 lowest vibrational transition energies calculated from Eq. (13) and zero-point energies (in cm$^{-1}$) of C$_2$H$_2$ calculated with vDMRG applying a fourth- (quartic) and a sixth-order (sextic) Taylor expansion of the PES along with theoretical reference data from Ref. 63 and experimental data from Ref. 64. The vDMRG vibrational energies were calculated with different values for the parameters $N_{\text{max}}$ and $m$.

| Mode Assign. | ZPVE | Quartic $N_{\text{max}}=6$ | Sextic $N_{\text{max}}=6$ | Sextic + C $N_{\text{max}}=6$ | Ref. 63 | Exp. 64 |
|--------------|------|----------------------------|----------------------------|--------------------------------|--------|--------|
|              |      | $m=10$                     | $m=20$                     | $m=10$                         | $m=20$ | $m=10$ |
| ZPVE         | 11007.01 | 11006.19 | 11016.14 | 11016.15 | 11021.39 | 11014.91 |
| $\nu_2\nu_4$ | 810.27  | 809.03  | 831.13  | 831.17   | 834.64   | 822.42  | 825.92 |
| $\nu_3\nu_7$ | 916.61  | 915.29  | 933.48  | 933.47   | 942.26   | 934.29  | 939.86 |
| $\nu_5\nu_5$ | 929.76  | 928.31  | 948.26  | 948.26   | 957.15   | 949.51  | 948.77 |
| $\nu_6\nu_6$ | 1008.46 | 1007.13 | 1018.26 | 1018.26  | 1026.64  | 1024.94 | 1025.58 |
| $\nu_7\nu_7$ | 1217.88 | 1217.17 | 1227.08 | 1227.05  | 1229.68  | 1224.96 | 1225.41 |
| $\nu_8\nu_8$ | 1339.55 | 1338.87 | 1343.46 | 1343.46  | 1344.25  | 1342.96 | 1343.31 |
| $\nu_9\nu_9$ | 1431.74 | 1430.47 | 1441.50 | 1441.54  | 1444.94  | 1441.11 | 1442.44 |
| $\nu_{10}\nu_{10}$ | 1619.69 | 1622.11 | 1628.26 | 1629.04  | 1628.41  | 1624.43 | 1626.17 |
| $\nu_{11}\nu_{11}$ | 1626.57 | 1625.56 | 1682.30 | 1682.18  | 1685.54  | 1658.39 | 1664.16 |
| $\nu_{12}\nu_{12}$ | 1723.42 | 1722.77 | 1769.89 | 1770.02  | 1764.78  | 1757.70 | 1765.78 |
| $\nu_{13}\nu_{13}$ | 1739.03 | 1729.53 | 1787.02 | 1786.99  | 1781.17  | 1778.34 | 1781.01 |
| $\nu_{14}\nu_{14}$ | 1814.03 | 1810.47 | 1840.52 | 1852.60  | 1865.89  | 1848.61 | 1851.51 |
| $\nu_{15}\nu_{15}$ | 1830.01 | 1825.99 | 1878.67 | 1878.42  | 1890.40  | 1873.73 | 1879.72 |
| $\nu_{16}\nu_{16}$ | 1830.71 | 1856.77 | 1886.15 | 1886.16  | 1897.34  | 1885.12 | 1888.63 |
| $\nu_{17}\nu_{17}$ | 1855.82 | 1870.92 | 1905.44 | 1906.02  | 1901.04  | 1901.61 | 1899.74 |

already found for the three lowest-energy states. First of all, the comparison of the results shows that ten renormalized states are sufficient to achieve an accuracy of 1 cm$^{-1}$ for the lowest energy states. However, the difference between the results obtained with $m=10$ and $m=20$ increases for higher excited states but remains below 10 cm$^{-1}$, even for states up to 1800 cm$^{-1}$ above the ZPVE. In analogy with acetonitrile, the largest deviations are usually obtained for states involved in resonances, as for example the 2$\nu_7$ and $\nu_7+\nu_9$ states in Fermi resonance. It has already been widely discussed in the literature that variational corrections are particularly relevant for resonant states. For this reason, a higher number of renormalized block states $m$ is required to obtain converged energies.

These observations hold for both the quartic and the sextic potential. Moreover, for the latter potential, a slower convergence with respect to $m$ is observed for vibrational states with higher energy. The frequencies we calculate from the sextic potential agree significantly better with the theoretical reference data than the frequencies we obtained from the quartic potential, especially for higher frequencies, above 1500 cm$^{-1}$.

Finally, we calculated vibrational wave functions and energies from a sextic potential with Coriolis coupling. Rotational effects were also considered in the theoretical reference work63 by fitting the energy of more than 50 calculated rovibrational states. For all other transitions, rotational effects were neglected. The rotational correction amounted to approximately 3 cm$^{-1}$, which is about the same order of magnitude as the discrepancy between vDMRG and experimental data. The results obtained including Coriolis terms for the rotational ground state (reported in Table III as ”Sextic + C”) confirm that rotational corrections are relevant for several bands (e.g., $\nu_7$ and $\nu_9$), for which this effect amounts to up to 9 cm$^{-1}$. In general, the inclusion of rotational corrections improves the agreement between vDMRG and experimental data. It should be noted that, in some cases (as, e.g., for the $\nu_4$ fundamental band), the discrepancy between vDMRG and theoretical reference results without rotational correction is significant (above 5 cm$^{-1}$). The inclusion of a rotational correction however enhances the agreement with the
Experimental data and indicates a better agreement of the variational calculations than the theoretical reference work.\cite{52}

D. Application to a large molecule: The SarGly\textsuperscript{+} dipeptide

Our last example is the protonated sarcosine-glycine dipeptide (referred to as SarGly\textsuperscript{+} in the following, whose Lewis structure is shown in Figure 3). Computational studies of the anharmonic vibrational properties of medium-size biomolecules have been limited mostly to VSCF,\cite{18,91} and VPT\textsuperscript{2},\cite{92,93} approaches, and only recently vibrational CI (VCI) studies were published mainly based on local mode approaches to reduce the computational effort.\cite{37,39,94}

In this section, the convergence of the vibrational energies of SarGly\textsuperscript{+} is studied for a varying number of renormalized block states \(m\). In fact, if the value of \(m\) required to reach convergence turns out to be small and largely independent of the system size, vDMRG can be a valuable alternative to local mode approaches for large systems.

Due to the size of SarGly\textsuperscript{+}, theoretical results with fully-converged VCI calculations are not available. However, a theoretical study of the vibrational properties of SarGly\textsuperscript{+} was performed recently with VSCF and a local mode ansatz based on a B3LYP/6-311+G(d,p) quartic force-field.\cite{40} For the sake of comparability, the same electronic-structure approach was applied here for the structure optimization and the computation of the semi-quartic force field, where the quartic force constants \(k_{ijkl}\) with four different indices were neglected together with those smaller than 1 cm\textsuperscript{−1}. In view of the results of the previous sections, \(N_{\text{max}}\) was set to 6 and values of \(m\) range from 5 to 20 in all calculations.

The harmonic vibrational wave function served as the initial guess for the MPS. To limit the computational cost, the reduced-dimensionality (RD) scheme presented in Refs.\cite{95,96} was exploited for treating all modes below 900 cm\textsuperscript{−1} as harmonic ones, therefore neglecting all couplings between these modes and the fully anharmonically treated modes. Such a selection of the modes might seem, in general, crude and prone to arbitrariness, and for larger systems a more accurate definition of the reduced-dimensionality model is certainly required.\cite{97} However, the aim of this section is to demonstrate the efficiency of vDMRG for large systems, not the accurate reproduction of experimental results that will also be limited by the electronic structure approach. Therefore, an RD potential, consisting of 35 modes (corresponding to 35 DMRG sites), represents a viable setup for vDMRG, because VCI calculations on systems of this size are unfeasible for standard approaches.

A comparison of the RD and a full-dimensional scheme is presented in Table S6 for generalized vibrational second-order perturbation theory (GVPT\textsuperscript{2}, further details in Refs.\cite{90,98}) calculations on SarGly\textsuperscript{+} and revealed that the energies deviate by less than 5 cm\textsuperscript{−1} for most modes under 2000 cm\textsuperscript{−1}. This indicates that the RD scheme is valid for this molecule within the desired accuracy. Obviously, the RD scheme largely improves the efficiency of the vDMRG calculation. In fact, the full-dimensional Hamiltonian would have a large number of low-frequency eigenvalues, corresponding to fundamentals, overtones, and combination bands of low-frequency modes, below the fingerprint region (\(\approx 900 - 1700\) cm\textsuperscript{−1}).

The vDMRG fundamental frequencies of SarGly\textsuperscript{+} in the fingerprint region are collected in Table IV. Localized VSCF (l-VSCF) from Ref.\cite{40} are given together with GVPT\textsuperscript{2} results obtained with the same RD potential as the one in the vDMRG calculations. Experimental frequencies from Ref.\cite{99} are included where available. The convergence of the energies with respect to the number of renormalized block states \(m\) is similar to that observed for smaller systems as analyzed in the previous sections. Almost fully converged results were obtained already with \(m = 10\) and corrections below 2 cm\textsuperscript{−1} were observed upon increasing \(m\) to 20 and 40.

In Figure 3, the spectrum obtained from vDMRG anharmonic frequencies of SarGly\textsuperscript{+} with \(N_{\text{max}} = 6\) and \(m = 20\) and harmonic intensities is compared to the experimental spectrum.\cite{99} As expected, the inclusion of anharmonic effects leads to an overall red shift of the frequencies, providing a considerably better agreement with the experimental data. This is pronounced for the band at 1147 cm\textsuperscript{−1} (C-O-H bending), whose energy is overestimated by
TABLE IV. vDMRG vibrational transition energies calculated with Eq. (13) and zero-point energies (in cm\(^{-1}\)) for SarGly\(^{+}\) with \(N_{\text{max}} = 6\) and varying number of renormalized states \(m\). Theoretical data (‘l-VSCF’, from Ref. 40) and experimental data (‘Exp.’, from Ref. 99) are also reported. VPT2 data was calculated with GAUSSIAN\(^{50}\) for comparison.

| Harm | m=5     | m=10    | m=20    | VPT2 | l-VSCF | Exp. |
|------|---------|---------|---------|------|--------|------|
| ZPVE | 39054.82| 38601.40| 38590.02| 38572.25| 38611.75|
| 1    | 987.26  | 962.90  | 960.60  | 958.01 | 973.56 |
| 2    | 1011.54 | 988.72  | 986.85  | 986.53 | 992.70 |
| 3    | 1038.64 | 1028.06 | 1027.18 | 1028.65| 1038.57|
| 4    | 1100.19 | 1073.27 | 1073.33 | 1074.75| 1084.04|
| 5    | 1148.05 | 1123.05 | 1113.58 | 1112.64| 1131.87|
| 6    | 1187.57 | 1141.80 | 1139.91 | 1138.55| 1162.39|
| 7    | 1190.81 | 1147.04 | 1141.08 | 1140.44| 1174.23|
| 8    | 1242.55 | 1214.50 | 1210.85 | 1209.25| 1216.47|
| 9    | 1257.74 | 1217.62 | 1211.53 | 1214.81| 1232.04|
| 10   | 1287.33 | 1229.23 | 1242.64 | 1243.30| 1263.71|
| 11   | 1317.02 | 1277.39 | 1279.26 | 1279.27| 1287.62|
| 12   | 1337.91 | 1290.34 | 1299.94 | 1291.30| 1309.18|
| 13   | 1405.94 | 1344.23 | 1347.04 | 1350.35| 1369.52|
| 14   | 1432.43 | 1358.03 | 1361.04 | 1376.33| 1389.17|
| 15   | 1435.01 | 1407.78 | 1404.80 | 1407.65| 1418.96|
| 16   | 1464.25 | 1426.97 | 1413.36 | 1416.71| 1432.58|
| 17   | 1484.39 | 1436.63 | 1431.33 | 1437.38| 1445.66|
| 18   | 1491.29 | 1443.39 | 1443.08 | 1443.91| 1453.07|
| 19   | 1500.94 | 1457.25 | 1459.48 | 1448.32| 1458.22|
| 20   | 1505.58 | 1474.20 | 1467.00 | 1455.07| 1466.01|
| 21   | 1565.36 | 1566.85 | 1566.85 | 1566.06| 1538.98|

FIG. 3. Experimental\(^{99}\) and theoretical infrared spectrum of SarGly\(^{+}\) computed from harmonic (red lines) and anharmonic vDMRG frequencies (green lines). The parameters of the vDMRG calculations are \(N_{\text{max}} = 6\) and \(m = 20\). In all cases, harmonic intensities were calculated.

approximately 50 cm\(^{-1}\) with harmonic calculations, whereas it is correctly reproduced by vDMRG. Similarly, the pattern recorded between 1350 and 1450 cm\(^{-1}\), that is composed by three nearly equidistant bands with comparable intensity, is reproduced more accurately by vDMRG, whereas two of the three bands have nearly the same energy in the harmonic approximation. Therefore, although a potential higher than fourth order is usually required to obtain reliable variational energies, anharmonic variational calculations from a quartic
potential considerably improve the description of this system compared to purely harmonic calculations.

These vDMRG calculations on SarGly$^+$ with the largest set of parameters among the ones studied here ($N_{\text{max}} = 6$, $m = 20$, 5 sweeps) took, on average, 17,500 seconds per state (approximately 4 hours and 48 minutes). This corresponds to an overall computational time of less than four days for the lowest 20 excited states on an Intel Xeon E5-2670 @2.6 GHz with 2x8 central processing units and a 64 GB RAM node. Therefore, systems with more than 30 modes can be studied with manageable computational effort.

**FIG. 4.** Energy of the ground and first two excited states of C$_2$H$_4$ (upper panel) and SarGly$^+$ (lower panel) as a function of the number of sweeps. In all cases, vDMRG calculations were performed with $N_{\text{max}} = 6$ and $m = 10$. For C$_2$H$_4$, the full quartic potential from Ref. [75] was used. For SarGly$^+$, a semi-diagonal quartic B3LYP/6-311+G(d,p) force-field was employed.

**FIG. 5.** Difference between vibrational energies of SarGly$^+$, calculated with zero (Guess), two and four sweeps in the optimization procedure, and converged energies (obtained with 10 sweeps). vDMRG energies were calculated with a semi-diagonal quartic B3LYP/6-311+G(d,p) force-field. Data corresponding to modes 36 and 37 are highlighted with a black box.

As already noted above, an additional factor determining the efficiency of the vDMRG calculation is the iterative optimization algorithm. In fact, the number of renormalized
block states $m$ and the dimension of the local basis $N_{\text{max}}$ determine the computational cost of each sweep. However, in order to make vDMRG applicable to large molecules, the number of sweeps required to reach convergence should be largely independent of the system size.

In Figure 4, the energies of the first three vibrational states of SarGly$^+$ (lower panel) and C$_2$H$_4$ (upper panel) are reported as a function of the number of sweeps. The vDMRG calculations were performed with quartic force-fields (semi-diagonal for SarGly$^+$) with $N_{\text{max}} = 6$ and $m = 10$. For ethylene, the convergence of the optimization algorithm is fast, with deviations below 1 cm$^{-1}$ from the converged value (obtained with 10 sweeps) already within three sweeps for both the ground and the excited states. The efficiency of the procedure is only slightly lower for SarGly$^+$, even if, to obtain a ground-state energy with an accuracy within 1 cm$^{-1}$, at least four sweeps are required (eight for the first excited state).

In Table S5 of the Supporting Information, the previous analysis has been extended to all vibrational energies below 1600 cm$^{-1}$. A graphical representation of the difference with respect to fully converged results as a function of the number of sweeps is reported in Figure 5. With only two sweeps, most of the vibrational frequencies are converged within 1 cm$^{-1}$, with the exception of only five frequencies. With four sweeps, only three frequencies were not converged which demonstrates the efficiency of the optimization procedure also for highly-excited states. It is interesting to note that the frequencies that need the largest number of sweeps to converge, $\nu_{36}$ and $\nu_{37}$, are involved in a Darling-Dennison 1-1 resonance (as can be tested by performing the test described, for example, in Ref. 100) and, as noted above, anharmonic corrections are usually relevant for resonant states. This indicates once more that the number of sweeps required to reach convergence increases with the magnitude of anharmonic corrections. In order to increase the efficiency of the optimization algorithm in such cases, the GVPT2 vibrational states could be exploited as an initial guess of the optimization procedure, but this analysis is beyond the scope of the present work.

V. Conclusions

In this work, we presented the first theoretical formulation and implementation of an MPO-based vibrational DMRG algorithm for the calculation of vibrational properties of molecular systems. The second-quantized Watson Hamiltonian was employed with a Taylor expansion up to sixth-order of the PES and Cartesian normal coordinates as the reference coordinate system. This Hamiltonian was compactly represented as an MPO.

We demonstrated that highly-accurate, converged results can be obtained with vDMRG and a moderate number of renormalized block states. However, the main advantage of vDMRG lies in the fact that results with an accuracy of 1-2 cm$^{-1}$ can be obtained with a very low number of renormalized block states also for large systems, with 30-40 normal modes, which cannot be calculated with standard variational approaches. Therefore, vDMRG is a reliable method for the variational calculation of vibrational energies for large systems.

Future work will focus on increasing the efficiency of vDMRG. First of all, the present implementation supports only the harmonic-oscillator wave functions as a local basis set for the individual modes. However, it has already been shown for established approaches that other choices of the local basis set may provide a faster convergence of the variational expansion. For example, basis functions arising from VSCF calculations are usually better suited for VCI calculations, and the extension of our vDMRG implementation to support a VSCF reference is possible with the second-quantized Hamiltonian presented in Ref. [68].

Being a one-dimensional algorithm, DMRG is most efficient for Hamiltonians with mainly short-range (or local) interactions. For this reason, the extension to localized modes is particularly appealing, especially for large systems. Furthermore, it might be beneficial to place resonant modes close to each other on the DMRG lattice and ordering methods based on quantum entanglement can be of value here. An adaptation of the basis set size to the entanglement of a given mode with all other modes can additionally
help to select a local basis with favorable convergence properties.

In the present work, vibrational frequencies were assigned to specific molecular vibrations by comparing the energies to reference data or to VPT2 results. However, this procedure lacks robustness, especially for large systems with pronounced variational corrections. In order to build a more robust assignment algorithm, a sampling procedure already applied in electronic structure calculations to express an MPS in terms of a FCI basis set could be employed.[103,104]

Finally, the full Hamiltonian is included in the variational treatment so far. However, it has been shown[105,106] that more efficient approaches can be devised, where only some terms of the Hamiltonian are included in the variational treatment, and the remaining terms are treated perturbatively. The coupling of the vDMRG approach presented here with a perturbative treatment is possible in analogy to approaches already proposed for electronic structure methods[107,108] and would reduce the size of the Hamiltonian that is treated variationally, and consequently also the computational cost.
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