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ABSTRACT

Directed greybox fuzzing is a popular technique for targeted software testing that seeks to find inputs that reach a set of target sites in a program. Most existing directed greybox fuzzers do not provide any theoretical analysis of their performance or optimality.

In this paper, we introduce a complexity-theoretic framework to pose directed greybox fuzzing as an oracle-guided search problem where some feedback about the input space (e.g., how close an input is to the target sites) is received by querying an oracle. Our framework assumes that each oracle query can return arbitrary content with a large but constant amount of information. Therefore, we use the number of oracle queries required by a fuzzing algorithm to find a target-reaching input as the performance metric. Using our framework, we design a randomized directed greybox fuzzing algorithm that makes a logarithmic (wrt. the number of all possible inputs) number of queries in expectation to find a target-reaching input. We further prove that the number of oracle queries required by our algorithm is optimal, i.e., no fuzzing algorithm can improve (i.e., minimize) the query count by more than a constant factor.

We implement our approach in \(MC^2\) and outperform state-of-the-art directed greybox fuzzers on challenging benchmarks (Magma and Fuzzer Test Suite) by up to two orders of magnitude (i.e., 134×) on average. \(MC^2\) also found 15 previously undiscovered bugs that other state-of-the-art directed greybox fuzzers failed to find.
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- Security and privacy → Software and application security.
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1 INTRODUCTION

Directed greybox fuzzing is a popular technique for targeted software testing with many security applications such as bug finding, crash reproduction, checking static analyzer reports, and patch testing [13, 16, 29, 35, 66, 70]. Given a set of target sites in a program, directed greybox fuzzers automatically search a program's input space for inputs that reach the targets. Since the input spaces of real-world programs are very large, most existing directed greybox fuzzers use evolutionary algorithms to focus their search on promising input regions identified using feedback information through instrumented program execution. For example, the fuzzers often collect feedback information about control-flow graph distance or branch constraint distance from the target and prioritize mutating inputs that are close to the target [13, 16, 35].

The designs of existing evolutionary directed fuzzers in the literature are typically guided by intuition and empirical results, but, to the best of our knowledge, they do not provide any theoretical analysis of their performance. While strong empirical results are a necessary metric for evaluating any fuzzer design, without a rigorous theoretical understanding, it is difficult to understand the key guiding principles of fuzzer design. For example, what is the best possible (i.e., optimal) directed fuzzer? How well does a fuzzing algorithm scale with the input space size? What kind of feedback information is most useful for fuzzing? How can an algorithm best use the feedback? Can one do better than evolutionary algorithms in using this feedback information?

In this paper, we introduce a novel computational complexity-theoretic framework to answer some of these questions and design an asymptotically optimal directed greybox fuzzing algorithm. We further demonstrate the practical advantages of our algorithm with extensive empirical results where our algorithm is up to two orders-of-magnitude faster, on average, than the state-of-the-art directed greybox fuzzers in challenging benchmarks (Magma and Fuzzer Test Suite).

Complexity-Theoretic Framework. To reason about an optimal fuzzer, we introduce a complexity-theoretic formulation of directed greybox fuzzing that abstracts away the specific details about the type of instrumentation and fuzzing algorithm into a unified framework. We model the task of directed greybox fuzzing as an oracle-guided search problem: to find inputs that reach the target given query access to an oracle that executes the program and reveals the information about how close the input is to the target sites. How can one algorithm access from the oracle? How can an algorithm best use the feedback? Can one do better than evolutionary algorithms in using this feedback information?
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information during a program execution, we allow the oracle to return arbitrary content with a large but constant amount of information per query. Formally, we allow the oracle to be any function \( O : I \rightarrow \{0,1\}^c \) that internally executes the instrumented target program on a constant number of inputs from an input region \( I \) and returns \( c \) bits of information (see Section 2.2 for more details).

We model the adaptive, feedback-driven paradigm used in practical fuzzers by enabling the fuzzer to arbitrarily adapt its choice of executions/input regions provided to the oracle based on the information received from the oracle in prior queries.

**Execution Complexity.** We then introduce the notion of execution complexity, a metric to asymptotically measure the performance of any fuzzing algorithm in our framework in terms of the number of oracle queries made by the fuzzer before finding an input that reaches the target site. This metric is a very good fit for our setting as program execution and feedback generation dominate the runtime of real-world fuzzers [41]. At a conceptual level, our complexity metric is similar to the query complexity used to reason about the lower bounds on potential advantages provided by quantum algorithms by separating the quantum part of the algorithm from the classical part through an oracle [5, 6].

In our case, we want to establish lower bounds on the advantages provided by information feedback to the fuzzing algorithms and measure the corresponding execution (i.e., query) complexity. It has been shown that any search in an input space of size \( N \) with a boolean oracle that only indicates whether a given test input is the desired one or not (e.g., a blackbox fuzzer) will take at least \( O(N) \) queries [50]. In this paper, we use our framework to explore the lower bounds on the advantages of extra feedback information (i.e., large but constant per oracle query) and how to design an adaptive algorithm that can best exploit such feedback.

**An Optimal Fuzzing Algorithm.** For designing a concrete fuzzing algorithm, we further introduce a special type of oracle called the noisy counting oracle. A noisy counting oracle takes two arbitrary input regions, approximately counts the number of inputs in each region reaching the target sites, and returns the one with higher count as the more promising one. Due to the approximate nature of the counts, we assume that the noisy oracle returns the incorrect answer with probability \( p < 1/2 \). Later in this section, we describe how we design an approximate Monte Carlo counting algorithm to implement the noisy oracle in practice.

Given access to such a noisy oracle, we design a randomized algorithm for directed greybox fuzzing that achieves the optimal expected execution complexity \( O(\log(N)/(2p^2)) \), up to constant factors, in an input space with \( N \) inputs. We further prove that this execution complexity cannot be improved (beyond a constant factor) by any other fuzzing algorithm (evolutionary or otherwise) for any given \( p < 1/2 \).

As we detail in Section 2.3, our fuzzing algorithm, at its core, uses a counting oracle to select regions with higher counts and repeatedly narrows down promising regions with binary search. If our counting oracle was noiseless, a simple binary search based fuzzing algorithm will efficiently find target-reaching inputs. However, the noise in the counting oracle can cause the fuzzer to sometimes incorrectly select input regions with low counts. As we do not know which input regions have larger counts with full certainty, our algorithm must be robust to such noise. In this paper, we build on the noisy binary search approach introduced by Ben-Or et al. [10]. To deal with the noise, the randomized noisy binary search algorithms [10, 31] maintain a set of weights for each region representing the belief of the algorithm about how likely the desired input is in that region. The algorithm iteratively increases the weights in promising regions based on each oracle query and prioritizes narrowing down these promising input regions.

**Approximate Counting with Monte Carlo.** We develop a Monte Carlo algorithm for implementing the noisy counting oracle that is needed by our randomized directed greybox fuzzing algorithm. Monte Carlo random sampling is one of the popular approaches to approximate counts [15, 32]. For example, to approximately count the number of people in the world who like ice cream, Monte Carlo methods will poll a random subset of individuals if they like ice cream and multiply the world’s population by the ratio of people who liked ice cream in the poll to the total number of participants. The more people one polls, the more accurate the count is.

However, applying such techniques naively in our setting can result in most of the approximate counts being zero even though their true values might be small non-zero numbers. Consider a target program with multiple branch constraints guarding the target. Suppose we wish to count the number of inputs that reach the target in an input region with 1 million inputs and the true count of inputs reaching the target, unknown to us, is 10. To efficiently approximate this count, we might execute the target program on a small number of inputs selected uniformly at random from the input region and multiply the size of the input region by the ratio of the number of inputs that reach the target in our executions to the total number of tested inputs. The challenge, however, is that unless we generate a prohibitively large number of inputs \( \sim 10^5 \), we will estimate the count as zero because we are unlikely to find the few target-reaching inputs with a small number of randomly selected inputs.

Estimating the count of inputs reaching the target as zero can be highly detrimental to the fuzzing algorithm. In practice, most fuzzing target sites are only reachable by a small number of inputs satisfying one or multiple branch constraints. Estimating the corresponding count for any large input region as zero will degrade our fuzzing algorithm’s performance significantly because it will fail to identify input regions with larger counts. To overcome this problem, we observe that even if we did not find the few inputs that reach the target, we can still compute a upper bound on the count with high confidence.

**Concentration Bounds.** We compute such probabilistic bounds by using concentration bounds [22], a well-studied technique to upper-bound the probability of a random variable taking a value within a given range based on the variable’s mean and variance. The intuition behind such bounds is that the closer the mean (with small variance) is to the range, the higher the likelihood that the random variable will take a value within the range. For example, if we model the branch distance [37] of a branch constraint as a random variable and compute the mean and variance of the values observed at the branch during the program executions with the randomly selected inputs, we can use the concentration bounds to
derive an upper bound on the likelihood of satisfying the branch constraint.

One issue with these concentration bounds is that they might incur large over-approximation error that can increase the noise in the oracle, hindering the performance of the fuzzing algorithm. Therefore, we use the concentration bounds sparingly. Specifically, during a single oracle query with a set of randomly selected inputs, we first observe which branches are satisfied for which inputs and apply probabilistic upper bounds only for the branches that have never been satisfied for any input. For the rest, we use the empirically observed non-zero ratio of the number of inputs satisfying a branch to the total number of tested inputs.

Counting along Multiple Branches. For any given path reaching a target, we approximately count the number of inputs that satisfy each branch in the path as described above and combine them to get an estimate on the count of inputs that reach the target (See Section 2.4). To efficiently approximate counts for nested branches, we further introduce Monte Carlo Execution, a lightweight form of program execution that modifies control-flows at runtime to ensure nested inner branches will be visited during the program execution even if the input did not satisfy the outer branch constraints. This technique enables us to collect information about any branch and subsequently efficiently approximate their counts with a small number of program executions. We note that even though our counting algorithm cannot provide guaranteed error bounds for arbitrary programs, our experimental results demonstrate that the method is highly effective on real-world programs.

We implement our approach in MC2 (Monte Carlo Counting) shown in Figure 1 and evaluate MC2 against state-of-the-art directed greybox fuzzers on challenging benchmarks with real-world programs. Our results are very promising. In the Magma benchmark, MC2 finds bugs faster by 134x, on average, and finds 16 more bugs than the next-best fuzzer. In the Fuzzer Test Suite benchmark, MC2 reaches targets 77x faster, on average, and reaches 2 more targets than the next-best fuzzer. In addition, MC2 found 49 previously undiscovered bugs in real-world programs, 15 more than the next-best fuzzer. We release an open source version of MC2 at https://hub.docker.com/r/abhishekshah212/mc2.

Our contributions are summarized as follows.

- We design an asymptotically optimal randomized directed greybox fuzzer that has logarithmic expected execution complexity in the number of possible inputs. We also show that this expected execution complexity cannot be improved, up to constant terms, by any fuzzer.
- We develop a Monte Carlo algorithm for implementing a noisy counting oracle that can work efficiently together with our fuzzing algorithm.
- We implement our technique in MC2 and show its promise, outperforming existing state-of-the-art greybox fuzzers in challenging benchmarks (Magma and Fuzzer Test Suite) by up to two orders-of-magnitude.

2 METHODOLOGY

We first introduce a generic complexity-theoretic framework for reasoning about the best possible directed greybox fuzzer in terms of an oracle-guided search problem. We next instantiate a specific type of oracle called the noisy counting oracle and use it to build an optimal directed greybox fuzzer using noisy binary search. We then show how to implement a noisy counting oracle in practice.

2.1 Terminology and Notation

Below, we provide a summary of the terminology used throughout this paper. In this paper we use the word fuzzer to refer to a directed greybox fuzzer unless otherwise noted. We denote the target program as \( P \) and its large but finite-sized input space to be explored during fuzzing as \( \mathcal{I} \). We denote the count of elements in a set with the cardinality \( |·| \) symbol and the size of the input space as \( N = |\mathcal{I}| \).

Input Region. We refer to any subset \( I \subseteq \mathcal{I} \) as input region \( I \). Since programs being fuzzed generally accept inputs as a sequence of bytes, we express, without loss of generality, the target program’s input space as all possible combinations of byte values in the form of a hyperrectangle: \( \mathcal{I} = [0, 255]^d \) where \( d \) indicates the number of input bytes. Although \( N = |\mathcal{I}| \) is finite, it is exponentially large in \( d \), the number of input bytes to be fuzzed, which is generally bounded in real-world fuzzers for performance reasons [1, 3].

Control Flow Graph. In the greybox setting, we have access to a target program’s control flow graph: \( CFG = (V, E) \), where the set of vertices \( V \) represents basic blocks and the set of edges \( E \) represents control-flow transitions (e.g., branches). We define a path \( \pi \) as a finite sequence of edges in the CFG \( \pi : E_0 \rightarrow E_1 \rightarrow \ldots \rightarrow E_k \), in which any two consecutive edges are adjacent.

Since we only care about paths that start from the program entry point (e.g., main), we denote the set of paths in the CFG that start from a program entry basic block and terminate at a program exit basic block as \( \Pi \). As directed fuzzers are interested in reaching some target \( E_T \in E \), we say that a path \( \pi \in \Pi \) reaches a target if \( E_T \in \pi \) and denote the subset of paths that reach target \( E_T \) as \( \Pi_T \).

Program Execution. We define executing a program \( P \) on input \( i \) as \( P(i) \) and its corresponding path through the CFG as \( \pi_{P(i)} \). We also say an input \( i \) reaches the target \( E_T \) if its path \( \pi_{P(i)} \) reaches the target \( E_T \).

Branch Constraint. Each edge in our CFG corresponds to a conditional branch constraint: \( c: I \rightarrow \{0, 1\} \) that takes the following normalized form:
The branch distance \( [37] d(i) \) captures the effect of all program instructions preceding the branch constraint during a program execution on input \( i \).

2.2 A Framework for Directed Greybox Fuzzing

While empirical measures can compare the performances of fuzzers with different designs, such measurements alone cannot tell us how close the designs are to the best possible (i.e., optimal) fuzzer. Towards this end, in this section, we introduce a complexity theoretic framework to reason about the lower bounds on the performance of an optimal fuzzer in terms of the number of target program executions. We design our framework to faithfully capture the characteristics of modern greybox fuzzers: collecting feedback information about a program execution through lightweight instrumentation and adapting their algorithms based on such feedback.

Fuzzing as Oracle-Guided Search. Our framework allows the fuzzer to learn information about any bounded input region \( I \) by querying an oracle. Formally, the oracle \( O : I \rightarrow \{0, 1\}^c \) is any function that internally executes the program \( P \) on some pre-determined constant number of inputs \( i \in I \), since brute-forcing all inputs is not practical, and returns arbitrary content with a large but constant amount, \( c \) bits, of information. In this context, constant means independent of input size, as is customary in complexity-theoretic analysis.

Specifically, we assume that each oracle query can provide at most \( c \) bits of information about a given input region either covering the entirety of the input space or some parts of it, where \( c \) is some constant, capturing the information collected from a fuzzer’s lightweight instrumentation. As we later demonstrate in Section 2.3, a fuzzer can potentially use these \( c \) bits to reduce the number of inputs it considers by a multiplicative factor of \( \frac{1}{2} \) (e.g., \( c = 1 \) bit cuts input space in half), which captures modern fuzzer’s use of feedback information to reduce the number of inputs by adapting the generated inputs towards particular seeds.

We model each oracle query as providing at most \( c \) bits of information because it captures the trade-off made by real-world fuzzers: lowering the amount of instrumentation for faster execution times. Unlike symbolic/concolic execution that capture more information because it captures the trade-off made by real-world fuzzers: lowering the amount of instrumentation for faster execution times.

To ensure it can reason about generic programs, our framework is distribution-free: it makes no assumptions about the target program behaviors or the types of inputs. Our framework also makes no assumptions on the type of instrumentation or the data (e.g., distance, dataflow, etc.) collected by the fuzzers as feedback. Moreover, our framework posits that fuzzers have no prior knowledge about programs and only acquire information through oracle queries, mimicking real-world fuzzing deployments that run on a large collection of programs without pre-built knowledge of program specifics.

Problem Definition. We define the task of directed greybox fuzzing as an oracle-guided search problem: given access to a program \( P \), its control-flow graph \( CFG \), a bounded input space \( I \), a target edge \( E_T \), and an oracle \( O : I \rightarrow \{0, 1\}^c \), a fuzzing algorithm has to find an input \( i \in I \) such that \( \pi_{P(i)} \) reaches the target \( E_T \).

Execution Complexity. In this framework, to measure a fuzzer’s performance, we analyze the number of oracle queries to solve the underlying search problem. Since the number of oracle queries directly maps to the number of program executions, up to constant factors, we define the performance metric of fuzzers in our framework as execution complexity: the number of oracle queries needed before finding an input that reaches the target. This asymptotic performance metric is well-fit for real-world fuzzers because instrumented target program executions dominate the fuzzing performance overhead [41]. In our analysis, we ignore constant factors because they significantly depend on the hardware and we desire a hardware-independent analysis as fuzzers are run over a heterogeneous collection of hardware.

We can now reason about the best possible fuzzer with our framework. The framework provides a lower bound on the performance of any fuzzer (evolutionary or otherwise) including the best possible fuzzer, a result which we prove in the Appendix [51].

**Theorem 2.1 (Lower Bound for Any Fuzzing Algorithm)**. Given any oracle revealing a constant \( c \) bits of information per query, any fuzzing algorithm requires \( \Omega(\log(N)) \) execution complexity to find inputs that reach the target in an input space of size \( N \).

In the next section, we design an asymptotically optimal fuzzer.

Greybox vs Blackbox Oracle. We highlight that this lower bound is not achievable with a blackbox oracle, where an oracle query outputs a boolean value indicating if the target was reached or not for a given input. Such a blackbox fuzzing oracle, unlike the greybox one, does not provide \( c = 1 \) bit of information as one oracle query decreases the number of inputs a fuzzer considers by only 1, rather than by a multiplicative factor of \( \frac{1}{2} \). Therefore, a fuzzer using a blackbox oracle (e.g., blackbox fuzzer) has \( O(N) \) execution complexity [50] to find target-reaching inputs in an input space of size \( N \) and is asymptotically slower than a greybox fuzzer, which also matches empirical evidence [45].

2.3 Optimal Directed Fuzzer with Noisy Counting Oracle

In this section, we first introduce a special kind of oracle called the noisy counting oracle that identifies which region, among two arbitrary input regions, is more promising by approximately counting the number of inputs in each region that reach the targets. Given this oracle, we then design an asymptotically optimal fuzzing algorithm that we introduce in two stages. We first describe our algorithm in an idealized setting with a noiseless counting oracle and then extend our algorithm to a realistic setting with a noisy counting oracle.

Noisy Counting Oracle. We define a noisy counting oracle as taking two arbitrary input regions, approximately counting the
number of inputs in each region that reach the targets, and returning $c = 1$ bit of information about which region contains more inputs reaching the targets. Due to the approximate nature of the counts, we assume that the noisy oracle returns the incorrect answer with probability $p < 1/2$. More formally, on input regions $I_L$ and $I_R$, the counting oracle computes the following formula:

$$O(I_L, I_R) = \begin{cases} 1 & \text{if } C(I_L) \geq C(I_R) \\ 0 & \text{otherwise} \end{cases}$$

(1)

where $C(I_L), C(I_R)$ denotes the count of inputs that reach the target in the left and right input region, respectively as defined below:

$$C(I) = |\{i \in I | \pi_P(i) \text{ reaches the target}\}|$$

(2)

**Optimal Deterministic Fuzzer.** We present a deterministic fuzzing algorithm that achieves the lower bound on execution complexity (i.e., optimal) in Theorem 2.1 using a noiseless ($p = 0$) counting oracle introduced above. Our fuzzer leverages binary search and splits a given input region into two input regions to use the counting oracle. However, as input regions often span multiple bytes, splitting an input region in half is ambiguous. For example, given a 2 byte input region $[0, 255] \times [0, 255]$ that can be visualized as a square, we can split the input region in half either vertically or horizontally.

To ensure that the splitting process is unambiguous, we assign a total order to the input space, which conceptually flattens the input space into an array of size $N = \lceil \log_2(N) \rceil$. There are many possible such orderings, but in this paper, we use lexicographic order (unless otherwise specified) which flattens byte 1, then byte 2, and so forth. In the prior example, lexicographic order conceptually flattens the input space into the following form $[0, 0], (0, 1), ..., (0, 255), (1, 0), (1, 1), ..., (255, 255)]$.

Our fuzzing algorithm iteratively splits an input region in half and queries the counting oracle to pick the half with higher counts, eventually finding inputs that reach the target. At each iteration, this algorithm reduces the input region size by a multiplicative factor of $\frac{1}{2}$ (i.e., $c = 1$ bit of information) and therefore has $O(\log(N))$ execution complexity, achieving the lower bound in Theorem 2.1. The algorithm in the Appendix [51] illustrates this process.

**Optimal Randomized Fuzzer.** Even though the deterministic algorithm presented earlier achieves the theoretical lower bounds, it is not practical because it depends on a noiseless counting oracle that cannot be efficiently implemented in practice. Precisely, these types of counting problems belong to #P, a complexity class that is at least as hard as NP [32]. Therefore, in practice, one can only hope to implement an oracle that will approximate the underlying counts. Unfortunately, our prior binary search based deterministic fuzzer design cannot work with such approximations as any error can mislead the fuzzer’s selection of the input region with the largest count. We therefore design a new randomized fuzzing algorithm resilient to the noise from approximation error with techniques from the noisy binary search literature [10, 21, 31].

In noisy binary search [10, 21, 31], algorithms perform binary search in a setting where comparisons may be unreliable, a natural fit for us because our noisy counting oracle may not reliably compare the counts between input regions due to the approximate nature of the counts. Since there is always some source of uncertainty, it is customary to develop randomized algorithms that succeed with high probability and require a small number of oracle queries in expectation (i.e., expected execution complexity), since the exact number may change each time the algorithm runs.

We note that the expectation considers all potential behaviors of the randomized algorithm and makes no assumption about the input distribution, which is a natural fit for fuzzing because we are trying to build a practical randomized fuzzing algorithm that works well on any program. Moreover, any randomized fuzzing algorithm with some probability of success can be re-run multiple times, so that its probability of failure exponentially decreases with more trials to a negligibly small value. Such repeated runs can also be very easily incorporated in fuzzers that run computations repeatedly in a long-running loop.

To build our noise-resilient fuzzer, we adapt a randomized algorithm proposed in prior work by Ben-Or et al. in noisy binary search [10]. We state the expected execution complexity and optimality of our algorithm below, where we provide proofs in the Appendix [51].

**Theorem 2.2 (Algorithm 1 Execution Complexity).** Given a noisy counting oracle that returns $c = 1$ bit of information with failure probability $p < \frac{1}{2}$ per query, our fuzzing algorithm has $O((1 - \delta) + \frac{\log(N)}{(\frac{1}{2} - p)^2})$ expected execution complexity to find inputs that reach the target with success probability at least $1 - \delta$.

**Theorem 2.3 (Algorithm 1 Optimality).** Given any oracle that returns a constant $c$ bits of information with failure probability $p < \frac{1}{2}$ per query, any fuzzing algorithm that succeeds with probability at least $1 - \delta$ has $\Omega((1 - \delta) + \frac{\log(N)}{(\frac{1}{2} - p)^2})$ expected execution complexity.

We describe our fuzzer in Algorithm 1. To better understand our fuzzing algorithm’s design, we first compare it to a naïve algorithm that makes multiple oracle queries at each splitting point and takes the majority result returned by those queries. Clearly, such an algorithm will be robust to a noisy oracle. However, it has $O(\frac{\log(N)}{(\frac{1}{2} - p)^2})$ expected execution complexity [31], which is not optimal from Theorem 2.3. By contrast, our algorithm lowers the expected execution complexity by adaptively selecting the splitting point based on each oracle query, so that there are fewer queries in total.

In more detail, our algorithm decides where to split by maintaining a set of weights which represent its belief that an input is target-reaching. Starting from the belief that any input region is equally likely to contain inputs that reach the target, our fuzzing algorithm iteratively increases the weights in promising regions based on each oracle query and prioritizes splitting at points within these promising input regions. We note that the weight update rule can be thought of as updating the Bayesian posterior [10] or using the multiplicative weights algorithmic paradigm [7].

We note that our algorithm has two key desirable properties. First, as the failure probability $p$ in the noisy counting oracle increases, its performance degrades gracefully with a quadratic, not exponential relationship. Moreover, for a given failure probability $p$, it is optimal (i.e., cannot be improved upon) within constant factors as shown in Theorem 2.3.
Furthermore, our algorithm achieves logarithmic storage complexity $O(\log(N))$ in terms of the size of $I$. A naive implementation would store a distinct weight for each input and therefore require an exponential amount of space $O(N)$. Based on the observation that many inputs share the same weight, our algorithm groups input weights together by storing the sum of their individual weights with the corresponding input region in a weight group to avoid redundancy. Each oracle query adds one additional weight group, and since there are logarithmically many oracle queries, the algorithm uses logarithmic amount of space: $O(\log(N))$ groups in expectation.

### 2.4 Noisy Counting Oracle through Monte Carlo Counting

In this section, we design a noisy counting oracle by approximately counting the number of inputs in a given input region that reach the target. Our oracle builds upon Monte Carlo counting, so we first introduce the intuitions behind this method and explain why directly using it fails in our setting. We next show how we exploit the graph structure in programs to decompose the count into a summation over individual path counts. We then show how we efficiently approximate this count from individual path counts.

**Monte Carlo Counting.** Suppose we wish to predict the number of votes that a political candidate will receive in some country. Instead of asking every person in the country if they will vote for the candidate, Monte Carlo counting techniques efficiently approximate this count by polling a small number of randomly selected people and multiplying the number of people in the country by the ratio of people who liked the candidate in the poll to the total number of participants. Hence, Monte Carlo counting techniques trade-off accuracy for efficiency (i.e., the more people polled, the more accurate the count). In our context, a naive Monte Carlo counting strategy will be to execute the program on a small number of randomly selected inputs from the input region and multiply the input region size by the ratio of inputs that reached the target during our executions to the total number of tested inputs.

The challenge with such a strategy is that for most input regions, the approximate count will be zero. The main problem is that the input region size $|I|$, for most real-world programs, is significantly larger than the count $C(I)$ of inputs that reach the target in the given input region, so the chance of reaching the target with a randomly selected input can be very small: $(\frac{1}{|I|}) \approx 256^{-d}$. To approximate this count effectively, the naive Monte Carlo Counting strategy will require a prohibitively large number of program executions. $\frac{1}{|I|}$.

If the counting oracle estimates the count of inputs that reach the target as zero for most input regions, our fuzzer’s performance significantly degrades because it will struggle to identify the input region that contains more inputs reaching the target.

**Exploiting CFG Structure for Counting.** We observe that the graph structure of the CFG enables us to decompose the count $C(I)$ of inputs that reach the target in an input region $I$ into a summation of counts along any individual path $\pi \in \Pi_I$ that reaches the target. More formally:

$$C(I) = \sum_{\pi \in \Pi_I} C_\pi(I)$$

where $C_\pi(I)$ denote the count of inputs that reach the target along path $\pi \in \Pi_I$.

Although it is not feasible to compute this summation exactly because there can potentially be a large number of paths in a real-world program, this observation informs the design of an efficient approximation method: we can use information about how large the count is for individual paths as hints for the approximate count.

In the next section, we describe how we efficiently approximate the count of inputs that reach the target along an individual path, for a given input region. In the subsequent section, we describe how we efficiently approximate this summation by selecting the path with the largest count. We show the entire approximate counting process in Algorithm 3. Although this algorithm does not have guaranteed error bounds for arbitrary programs, our experimental results in Section 4 demonstrate that the method is effective on real-world programs.

#### 2.4.1 Efficiently Approximating Individual Path Counts

In this section, we first describe how we use unconstraint counts to efficiently approximate the count of inputs that reach the target along an individual path in a given input region. We then describe two classes
of unconstraint counts that are challenging to compute and then how we address them.

**Approximating Path Counts.** We wish to compute \( C_\pi(I) \) which represents the count of inputs that reach the target \( E_T \) along path \( \pi: E_0 \rightarrow ... \rightarrow E_T \) in input region \( I \). We observe the set of inputs that reach the target represents an intersection of multiple sets: \( I_{E_1} \cap I_{E_2} \cap ... I_{E_T} \), where \( I_E \) indicates the set of inputs that satisfy only the single branch constraint at edge \( E_i \) in path \( \pi \). The count of inputs in this intersection is strictly less than or equal to the count of inputs in any individual set \( I_E \), because intersections are subsets of individual sets. Therefore, we express the count of inputs that reach the target with the following formula:

\[
C_\pi(I) = \min(C(I_{E_1}), C(I_{E_2}), ..., C(I_{E_T})) \leq \min(C(I_{E_1}) \cap C(I_{E_2}) \cap ... C(I_{E_T})) \quad (4)
\]

where using the minimum count allows us to put an upper bound on the count of inputs along a path.

**Unconstraint Counts.** In the above equation, \( C(I_{E_i}) \) represents the count of inputs that satisfy a single branch constraint at edge \( E_i \) in path \( \pi \), so we call them unconstraint counts. Hence, to compute the count of inputs that reach the target along a path, we use the minimum unconstraint count.

We can efficiently approximate unconstraint counts through Monte Carlo counting because individual branch constraints are likely to have a larger count of inputs that satisfy them in contrast to an intersection of multiple branch constraints, which matches empirical evidence from the symbolic execution literature [64]. Therefore, we are more likely to approximate them effectively with a smaller number of program executions. Formally, we use the following approximation formula for unconstraint counts:

\[
C(I_{E_i}) = |I| \cdot r_{E_i} \quad (5)
\]

where \( r \) is the ratio of inputs that satisfy the branch constraint at edge \( E_i \) along path \( \pi \) in our random subset to the total number of inputs selected uniformly at random with replacement from input region \( I \).

**Challenges in Approximating Unconstraint Counts.** Even though unconstraint counts are more tractable to be approximated with the naive Monte Carlo counting strategy, there are two classes of unconstraint counts that are difficult to efficiently approximate. First, some individual branch constraints may be evaluated but not satisfied in a small number of program executions (C1) and second, some individual branch constraints may not be evaluated at all (e.g., nested branches) in a small number of program executions (C2). For these two classes of unconstraint counts, a naive strategy will approximate their counts as zero and hence the minimum unconstraint count that is used to approximate the count of inputs along a path, will be zero. We might choose to increase the number of program executions to handle them, but recall from Section 2.2 that the oracle must internally execute the program a pre-determined constant number of times to avoid brute-forcing. Since we cannot know a priori how many program executions are required to effectively approximate a unconstraint count, we describe how we address these two classes of branches below.

**C1: Handling Evaluated but Unsatisfied Branches.** Although some branches might be evaluated in a small number of executions, they might never be satisfied for any tested input, so we will approximate their unconstraint count as zero (i.e., \( r = 0 \)). We overcome this by computing a probabilistic upper bound on these branches unconstraint counts using a concentration bound called Chebyshev’s inequality [47] that sets \( r \), the likelihood of satisfying the branch constraint, based on the sample mean and variance of observed branch distances [37] during the program executions. Such probabilistic upper bounds are a natural fit in our setting since our unconstraint counts are themselves upper bounds of the counts of all inputs taking a path.

Specifically, we model branch distance \( d(i) \) as a random variable \( X \) with mean \( \mu \) and variance \( \sigma \) to use Chebyshev’s inequality. Table 1 shows Chebyshev’s inequality for any form of branch constraint. It also models logical operators AND and OR as seen by the equality and inequality. Note that Chebyshev’s inequality assumes nothing about the distribution except that the mean and variance are finite, which holds for programs run on finite bit-precision hardware. Therefore, it applies for any program behavior and variable type (floats, integers, etc).

Moreover, we can be confident in our probabilistic upper bounds because the approximation error of the sample mean and variance decreases exponentially fast in the number \( k \) of program executions \( \sim \frac{1}{k^2} \) for any random variable (i.e., Chernoff–Hoeffding inequality [22, 39]), and therefore, we can derive high quality approximations with a small number of executions. In addition, the quality of the approximation error and how likely it is to occur can be quantified and controlled through \( (\delta, e) \) bounds as shown in the Probably Approximately Correct (PAC) framework [57]. Note that since these upper bounds can potentially result in a large overapproximation error from the true count, we use them only for branches that were never satisfied in our tested inputs. For the rest,
we use the empirically observed non-zero ratio of the number of inputs satisfying the branch to the total number of tested inputs.

C2: Handling Unevaluated Nested Branches. In our small number of program executions, some branches may not be evaluated at all because they are nested and since we have no information about such unevaluated nested branches, we will approximate their unconstraint counts as zero. Inspired by prior work in malware analysis [43, 58, 62], we instead design a new form of execution called Monte Carlo Execution that ensures that any input will visit and evaluate all nested inner branches, even if the prior outer constraints along the way are unsatisfied. Hence, in a single execution, we will visit and evaluate all branches together and therefore effectively approximate the unconstraint counts for all branches, even with a small number of program executions.

Given a path \( \pi \in \Pi_F \) consisting of a set of desired branches reaching the target \( T \), Monte Carlo Execution modifies control-flow at runtime to always visit these branches, irrespective of the input. Note that Monte Carlo Execution does not necessarily change the original execution path: if an input satisfies all branch constraints in \( \pi \), Monte Carlo Execution behaves as an original execution. However, it can deviate from the original execution path if the input does not satisfy any one of these branch constraints. Even if Monte Carlo Execution deviates from the original execution path for an input, the input goes through the same computation as if it was a valid input. Hence, Monte Carlo Execution always preserve the sequential ordering of computation.

To ensure that it will always visit the desired set of branches, Monte Carlo Execution must handle program exceptions. For example, the program can make an out of bounds memory access if the input controls the index of an array. We handle them by advancing the instruction pointer and if the program exception was raised by an invalid memory read, we also replace the destination with a uniformly random value to avoid bias in the computed values between individual executions.

This design can increase the set of possible values for the destination, but this is a natural fit since we use upper bounds for counts. Even though this design loses dependencies across memory reads and writes, it has low overhead in contrast to prior work that attempts to preserve these dependencies [43, 58]. In Section 4.3 and the Appendix [51], we run experiments to better understand this overhead. Algorithm 2 depicts the entire process of Monte Carlo Execution on a set of inputs.

2.4.2 Efficiently Approximating The Summation. The method described in the prior section only deals with a single path reaching the target. To handle multiple paths, we need to sum each path’s count to get a total count as mentioned in Equation 3. The challenge, however, is that although we can efficiently approximate counts for a single path, performing this procedure for each path at each oracle query quickly becomes computationally intractable if there are a large number of paths reaching the target.

Instead of computing this sum through contributions from each individual path count at each oracle query, we approximate the sum by only including contributions from a single path with the largest corresponding count. We select the largest-count path as its count and explore alternative paths a small number of times, borrowed from the multi-armed bandit literature [55]. \( C_x \) denotes our latest count of inputs satisfying the path to the target. To handle multiple paths, we need to sum each path’s count over \( t \)-th oracle query quickly becomes computationally intractable if there are a large number of paths reaching the target.

Instead of computing this sum through contributions from each individual path count at each oracle query, we approximate the sum by only including contributions from a single path with the largest corresponding count. We select the largest-count path as its count and explore alternative paths a small number of times, borrowed from the multi-armed bandit literature [55]. \( C_x \) denotes our latest count of inputs satisfying the path to the target. To handle multiple paths, we need to sum each path’s count over \( t \)-th oracle query. Hence, on the fuzzer’s first oracle query, we identify the path with corresponding count. We select the largest-count path as its count. Hence, Monte Carlo Execution always preserve the sequential ordering of computation.

To ensure that it will always visit the desired set of branches, Monte Carlo Execution must handle program exceptions. For example, the program can make an out of bounds memory access if the input controls the index of an array. We handle them by advancing the instruction pointer and if the program exception was raised by an invalid memory read, we also replace the destination with a uniformly random value to avoid bias in the computed values between individual executions.

This design can increase the set of possible values for the destination, but this is a natural fit since we use upper bounds for counts. Even though this design loses dependencies across memory reads and writes, it has low overhead in contrast to prior work that attempts to preserve these dependencies [43, 58]. In Section 4.3 and the Appendix [51], we run experiments to better understand this overhead. Algorithm 2 depicts the entire process of Monte Carlo Execution on a set of inputs.
3 IMPLEMENTATION

Toolchain. We implement algorithms 1, 2, 3 in C. We use LLVM [34] instrumentation and signal handlers to handle the branch and exception logic, respectively in Algorithm 2. We also incorporate the fork-server optimization used in state-of-the-art fuzzers [13, 17, 42, 65]. As described in Section 2.4, the error of the sample mean and variance drops exponentially fast in the number of program executions $\sim 1/\epsilon^t$, so we set $k = 5$ in Algorithm 3 such that $p = 0.01$ in Algorithm 1 because $1/\epsilon \leq 0.01$. To reduce storage overheads, we implement the PathCache as a trie which avoids duplication when paths share edges. Moreover, we do not track $k$ branch distances per branch in Algorithm 2, but rather compute the sample mean and variance in a streaming setting [60], so that we only store a constant number of values for any number of program executions $k$. Such techniques contribute to our minimal performance overheads in Section 4.3.

Reducing Loop Overheads. Real-world programs use loops causing the same branch to be visited many times during a program execution. If a single branch is visited a million times per execution, a naive implementation of Algorithm 2 will store a million branch distances for this branch per execution. Instead, we share information across multiple visits to a branch to reduce loop storage overheads. Specifically, in a single Monte Carlo execution, if a branch is visited multiple times, the branch distance at each visit contributes to the (streaming) mean and variance of the branch. We also enforce control-flows at runtime across multiple visits to a branch by attaching count information to each branch. In addition to the techniques mentioned earlier, these techniques better help us scale to large real-world programs and contribute to our minimal overheads in Section 4.3.

Assigning A Total Order. In Section 2.2, we use the lexicographic total order (i.e., flatten first byte, then second byte, and so forth) to unambiguously split the input space. Although noisy binary search is agnostic to the underlying total order, using lexicographic order in real-world programs assumes that any region of the input space is equally likely to change the counts of inputs that reach the target (i.e., all bytes equally contribute to program behavior). However, for many real-world programs, this assumption does not hold as experimental evidence shows that not all bytes equally contribute to program behaviors [8, 24, 53, 61].

Therefore, instead of assigning a total order based on lexicographic order, we assign an order based on the observed program executions in the noisy counting oracle. Specifically, starting with the set of all byte indices, the algorithm partitions the set into two disjoint subsets of equal size, and for each subset, performs Monte Carlo execution on inputs generated by perturbing byte values whose index belongs to the subset. If the program executions change the approximate count, the algorithm recursively repeats the prior step on the subset. Otherwise, the subset is ignored. The algorithm repeats this process until the only sets that remain are sets with a single byte index. We then assign a total order by prioritizing byte indices from these remaining sets ranked by how much each byte index increases the approximate count. We experimentally demonstrate the effectiveness of this approach in the Appendix [51].

Preprocessing. Existing work in directed greybox fuzzing [13, 16, 29] pre-computes information about a program (e.g., static analysis information or CFG distance) to better guide the directed greybox fuzzer. In our setting, we need to pre-compute the set of all paths that reach the target, a task where algorithms require prohibitively expensive runtimes over large real-world CFGs [23, 49]. Moreover, algorithms that generate a subset of paths [23] generally do not produce paths with repeated edges, and since loops are a common construct in real-world programs, the set of generated paths is unlikely to be realizable in real program executions.

We instead use the initial seed corpus to bootstrap a set of paths. Specifically, we generate a set of paths that reach the target by executing the program on a seed close to the target while randomly inverting the direction of branches along the corresponding execution path, keeping paths based on the program executions after the branches were inverted (e.g., reach the target). Consequently, we use this seed’s length to set the input region size. In the Appendix [51], we measure our preprocessing time, comparing it to that of directed greybox fuzzers to show that our preprocessing times are similar. We plan to explore better path generation strategies in future work, potentially using ideas from the symbolic execution literature [14, 19, 26, 46, 64].

Randomly Generating Inputs. We represent the input region as a $d$-dimensional hyperrectangle encoded as $\epsilon$ intervals, where each interval represents upper and lower bounds on input values per dimension. Used in Algorithm 3, we select $k$ inputs uniformly at random from the hyperrectangle by generating $d$ integers independently and uniformly at random from each interval, repeating this process $k$ times for $k$ inputs of length $d$. If the initial seed belongs to a given hyperrectangle (i.e., the seed’s byte values are within the $d$ intervals), we include it as part of the $k$ inputs to better utilize initial seed corpus information when applicable.

Note that we do not keep track of a seed corpus. Instead, we keep track of a list of groups as shown in Algorithm 1, where each group corresponds to a tuple: (hyperrectangle, weight) and splitting an input region corresponds to adjusting the hyperrectangle’s dimension intervals. To mitigate potential error in the input region weights if the selected path changes during the oracle queries, we also keep track of the groups per path, which does not introduce significant storage overhead as shown in our performance overheads in Section 4.3 since our algorithm uses logarithmic number of groups in expectation with respect to the size of $\mathbb{I}$.

4 EVALUATION

Our evaluation seeks to answer the following research questions.

(1) **Comparison against directed greybox fuzzers:** How does M$^2$ compare to state-of-the-art directed greybox fuzzers?

(2) **Bug Finding:** Can M$^2$ find new real-world bugs?

(3) **Performance Overhead:** What is the performance overhead of M$^2$?

(4) **Design Choices:** Are M$^2$’s design choices justified?

Compute Infrastructure. Unless otherwise noted, we ran all experiments on a Ubuntu 18.04 workstation with a Ryzen Threadripper 2970WX 24-Core CPU and 128 GB RAM.
4.1 RQ1: Fuzzers Comparison

Tested Benchmarks. To avoid any potential bias while creating our own CVE benchmark in terms of bug class or program type, we use the publicly available Magma benchmark [27], which was specifically curated from a diverse set of CVEs. We also evaluate on a subset of the Fuzzer Test Suite benchmark [2] covered by prior work [16, 42] to enable fair comparison.

Baseline Fuzzers. Following prior works in directed greybox fuzzing [16, 29, 35, 70], we primarily compare MC² against other directed greybox fuzzers like AFLGo [13]. Other directed greybox fuzzers are either not available in any form (source or binary) [16, 35, 70] or have not made their source code public yet [29] and cannot support our benchmarks (i.e., Magma and Fuzzer Test Suite) without significant modifications. We also reached out to the authors of several of these fuzzers and confirmed that their code is not available for a release at the time of this writing, but they are working on releasing their code soon. Therefore, we could not compare against them on our benchmarks (i.e., Magma and Fuzzer Test Suite).

To compare against alternative designs for directed greybox fuzzing other than AFLGo, we also evaluate MC² against ParmeSan [42] which supports a directed greybox fuzzer mode. We contacted the authors of ParmeSan and followed their advice to set it up. Furthermore, as ParmeSan and AFLGo build upon two significantly different regular (i.e., undirected) fuzzers: Angora [17] and AFL [65], respectively, we also include the results of the underlying fuzzer implementations to show the improvement a directed greybox fuzzer has over its undirected counterpart in the Appendix [51].

Experimental Setup. We follow the experimental setup based on prior work [13, 16, 29, 35, 42, 70]. We assign each fuzzer a single core and keep 20% of the cores unused to minimize interference. We configure each directed greybox fuzzer to use the default seeds and targets provided by the benchmarks. To avoid potential unfairness or bias in the results arising from how different fuzzing implementations deal with multiple targets, we give fuzzers one target per run to enable a fair comparison in line with prior work [35, 42]. We measure the time it takes to trigger the bug target (for Magma) or reach the target (for Fuzzer Test Suite) with a 6 hour timeout.

We pick 6 hours because it is the arithmetic mean of the times used by Hawkeye [16] and AFLGo [13] evaluations. Since each fuzzer includes some amount of preprocessing (e.g., distance computations), we also separately measure this time in the Appendix [51]. We run with 20 independent trials, using arithmetic mean when reporting results. We note that our Fuzzer Test Suite experiments were performed on a workstation running Ubuntu 18.04 using an Xeon E5-2640-24 Core CPU with 128 GB RAM.

Magma Results. Table 2 summarizes the results as well as the result from applying the Mann-Whitney U test between MC² and the tested directed greybox fuzzers. We note that although we evaluated over the entire benchmark, not all bugs were triggered, and therefore, for space constraints, we only list the bugs triggered within the time budget in Table 2 following prior work [28].

MC² finds bugs 134x faster in arithmetic mean and 38x faster in median compared to the next best fuzzer AFLGo. Moreover, MC²’s improvement is statistically significant with a significance level of 0.05 for all bugs except PNG003. MC² was also able to find 28 bugs in total, 16 more than the next-best fuzzer AFLGo, which found only 12 bugs within the time budget. We note that since MC² does not generate inputs of different length, we also ran this experiment with variants of AFLGo and ParmeSan that do not change the input length.

We found the results to be nearly identical (mean speedup changed by 2%), so we did not insert the full table for space constraints. Overall, our results show the promise of using noisy binary search and approximate counting for directed greybox fuzzing.

Case Study. We highlight a particular bug PNG001 in Figure 2 found only by MC². This bug is guarded by constraints and only a single input value width=0x55555555 will cause a divide by zero when row_factor overflows. We hypothesize that AFLGo did not trigger this bug in the time budget because the chance of producing this specific input value through mutations is small and fuzzer heuristics such as setting values to MAX_INT also fail. In addition, we hypothesize that ParmeSan did not trigger this bug in the time budget because although it uses gradient descent and taint tracking to narrow down the input space, it cannot effectively reason about nested constraints (Lines 6 and 7). In contrast, MC² was able to successfully find this input value through noisy binary search.

Moreover, upon manual source code analysis, we found this bug can only be triggered along an execution path that sets channel1=3, showing that MC² was able to successfully reason across multiple execution paths.

| Bug ID | AFLGo | ParmeSan |
|--------|-------|----------|
| Time   | (x)   | (p)      | Time   | (x)   | (p)      |
| PNG001 3m25s | 134x | 0.01 | T.O. | 144x | 0.01 |
| PNG002 3m15s | 38x | 0.01 | T.O. | 39x | 0.01 |
Table 3: Mean time to reach Fuzzer Test Suite targets for each tested fuzzer over 20 trials. (x) refers to the speedup of $MC^2$ relative to the tested fuzzer. (p) refers to the p-value from the Mann-Whitney U test. $T.O^*$ indicates 6 hour timeout. We highlight targets only reached by $MC^2$ in blue.

| Bug ID       | $MC^2$ Time | AFLGo Time ($x$) | ParmeSan Time ($x$) | $p$值 |
|-------------|-------------|-----------------|---------------------|-------|
| ttload.c:1718 | 1s          | 1s              | 1s                  | 0.00  |
| ttimeinterp.c:2186 | 9ms74 s        | 10ms72 s            | 10ms72 s            | 0.00  |
| cfzintpr.c:361 | 58s         | 23ms             | 23ms                | <0.01 |
| jdmaker.c:659  | 32s          | 125ms            | 125ms               | <0.01 |
| pngutil1.c:139  | 1s           | 1x               | 1x                  | 0.07  |
| pngutil1.c:3182 | 28s         | 5x               | 5x                  | <0.01 |
| pngread.c:738   | 1s           | 1x               | 1x                  | 0.07  |
| Mean speedup    | 77x          | 102x             |                     |       |
| Median speedup  | 15x          | 2x               |                     |       |

Fuzzer Test Suite Results. Table 3 summarizes the results. $MC^2$ reaches targets 102x faster in arithmetic mean and 2x faster in median than ParmeSan and 77x faster in arithmetic mean and 15x faster in median than AFLGo, with statistical significance on all targets that were not reached within a few seconds. Moreover, $MC^2$ reaches 2 more targets compared to either ParmeSan or AFLGo. While cross-comparisons between papers is challenging due to stochasticity in fuzzers and hardware, our results are similar to prior work [16, 42], giving us confidence in our experimental setup of the tested fuzzers.

Result 1: Over the Magma benchmark, $MC^2$ finds bugs 134x faster in arithmetic mean and 38x faster in median compared to the next best fuzzer AFLGo. It also finds 28 bugs in total, 16 more than the next-best fuzzer AFLGo.

4.2 RQ2: Bug Finding

For our bug finding experiments, we evaluate over programs based on prior work [30, 36, 38, 44, 53, 59, 63] and Magma listed in Table 4. To find the targets for directed fuzzing, we re-use an idea from prior work [16, 42] and use Undefined Behavior Sanitizer [4] to identify bug targets. This tool often reports a large number of bug targets, and if all are set as targets, the fuzzer effectively becomes a coverage-guided fuzzer instead of being directed. Instead, we randomly pick one target per function and run each fuzzer with these same targets over a 24 hour run. We start each fuzzer with the initial Magma corpus and a small set of valid ELF files. We report the total number of bugs found, repeating this experiment 10 times to minimize variability.

Table 5: Categorization of new bugs found by each fuzzer.

| Bug Type                   | ParmeSan | AFLGo | $MC^2$ |
|----------------------------|----------|-------|--------|
| divide-by-zero             | 0        | 0     | 1      |
| denial-of-service          | 3        | 4     | 6      |
| stack/heap overflow        | 10       | 8     | 13     |
| integer overflow           | 21       | 17    | 29     |
| Total                      | 34       | 29    | 49     |

In our 24 hour runs, we found previously-unknown real-world bugs in binutils, libxml2, and libpng. Table 5 summarizes the results in terms of bug type. Since counting the number of crashing inputs may inflate the bug count, we take the following approach to better compute the bug count based on prior work [8, 17, 53]. We first use AFL-CM1n to filter out duplicate crashing inputs, followed by another deduplication procedure based on unique stack traces. From this reduced set of inputs, we manually review the stack traces and corresponding source code to further deduplicate these inputs. We responsibly disclosed these bugs to the developers and all bugs were confirmed, most of which have been fixed in the latest versions of the programs. Our results show that $MC^2$ finds 15 more bugs than the next best fuzzer ParmeSan.

Result 2: $MC^2$ finds 49 previously-unknown real-world bugs, 15 more than the next best fuzzer ParmeSan.

4.3 RQ3: Performance Overhead

Since instrumented target program executions dominate the fuzzing overhead [41], we evaluate the performance overhead of Monte Carlo Execution relative to native (uninstrumented) execution as well as a fuzzer-instrumented execution that tracks edge coverage and distance (i.e., AFLGo). We run the Magma programs over the initial seed corpus inputs and take the arithmetic mean of the results from 10 independent trials. In addition, we measure the total memory footprint of $MC^2$’s data structures (e.g., PathCache and weight groups in Algorithm 1) by re-running our Magma evaluation and tracking the total memory consumed in MBs, reporting the arithmetic mean over 10 independent trials.
Table 6: Monte Carlo Execution Overheads relative to native (uninstrumented) and fuzzer-instrumented execution over Magma.

| Library | MC² vs Native | MC² vs Fuzzer (AFLGo) |
|---------|---------------|-----------------------|
|         | Runtime | Memory | Runtime | Memory |
| libpng  | 94%     | 30%    | 26%     | 4%     |
| libtiff | 78%     | 2%     | 16%     | 1%     |
| libxml2 | 135%    | 37%    | 38%     | 8%     |
| openssl | 117%    | 15%    | 42%     | 6%     |
| php     | 86%     | 9%     | 29%     | 4%     |
| poppler | 87%     | 10%    | 25%     | 3%     |
| sqlite3 | 136%    | 7%     | 34%     | 4%     |

Table 7: MC²’s data structures size in MBs over Magma benchmark.

| Library | Data Structures Size (MBs) |
|---------|---------------------------|
|         |                          |
| libpng  | 2.1                       |
| libtiff | 2.8                      |
| libxml2 | 1.6                      |
| openssl | 59.7                     |
| php     | 1.6                      |
| poppler | 28.1                     |
| sqlite3 | 20.8                     |

Table 8: Mean time to trigger the bug across various techniques to approximate uniconstraint counts over 10 trials.

| Bug ID | MC² | Rule-Of-3 | Good-Turing |
|--------|-----|-----------|-------------|
| XML009 | 13s | T.O⁻ | T.O⁻ |
| PNG003 | 15s | T.O⁻ | T.O⁻ |
| XML017 | 16s | 2m17s | 1m54s |
| PHP004 | 1m04s | 15m58s | 10m60s |
| PDF011 | 1m41s | T.O⁻ | T.O⁻ |
| PHP009 | 1m07s | T.O⁻ | T.O⁻ |
| SSL020 | 9m16s | T.O⁻ | T.O⁻ |
| TIFF09 | 9m49s | T.O⁻ | T.O⁻ |
| PDF008 | 3m21s | T.O⁻ | T.O⁻ |

Table 9: Mean time to trigger the bug across various techniques to approximate path counts over 10 trials.

| Bug ID | Multiply Uniconstraint |
|--------|-------------------------|
| XML009 | 13x                     |
| PNG003 | 15x                     |
| XML017 | 16x                     |
| PHP004 | 1m04s                  |
| PDF011 | 1m41s                  |
| PHP009 | 1m07s                  |
| SSL020 | 9m16s                  |
| TIFF09 | 9m49s                  |
| PDF008 | 3m21s                  |

4.4 RQ4: Design Choices

We conduct experiments to measure the effect of three design choices: (i) Chebyshev’s inequality for uniconstraint counts, (ii) using the minimum uniconstraint count, and (iii) path selection.

For each design choice experiment, we run MC² on a representative subset from the Magma benchmark, repeated 10 times. To form a representative subset, we pick 3 bugs randomly from three categories: bugs found within 60 seconds, bugs found more than 120 seconds, and bugs found between these times. Our subset includes at least one bug from each library in Magma. Moreover, it includes bugs that only MC² triggers as well as other tested fuzzers trigger. We describe each design choice experiment in more detail below.

4.4.1 Chebyshev’s Inequality for Uniconstraint Counts. In this experiment, we compare our Chebyshev-based technique to compute probabilistic upper bounds on r (i.e., see Equation 5 in Section 2.4) against alternate techniques when r = 0 (i.e., zero uniconstraint counts). Specifically, we compare against the Rule-of-3 and Good-Turing techniques from the Natural Language Processing and Biostatistics literature [18, 33], which have also been used in prior work in fuzzing [11, 68]. In contrast to our probabilistic upper bounds which use mean and variance information, these methods upper bound r by computing r = \frac{3}{N} (Rule-of-3) or the smallest non-zero r across all branches (Good-Turing) via r = \min(\{r_1, r_2, ..., r_E\} such that r_E \neq 0).

Table 8 summarizes the results. MC² improves upon the next-best technique Good-Turing by 426x in arithmetic mean and 107x in median. Our results highlight the importance of probabilistic upper bounds in MC².

4.4.2 Minimum Uniconstraint Count. In Section 2.4, we placed an upper bound on the count of inputs that reach the target along an execution path for a given input region using the minimum uniconstraint count. In this experiment, we compare our technique which uses information from a single uniconstraint count with an alternate one that incorporates information from all uniconstraint counts by multiplying them.
Table 10: Mean time to trigger the bug across various techniques for path selection over 10 trials.

| Bug ID | MC² | Epsilon-greedy | Greedy |
|--------|-----|----------------|--------|
| XML009 | 13s | 9s             | 11s    |
| PNG003 | 15s | 8s             | 23s    |
| XML017 | 16s | 11s            | 13s    |
| PHP004 | 1m04s | 2m08s       | 3m12s  |
| PDF011 | 1m41s | 2m06s      | 1m03s  |
| PHP008 | 1m07s | 2m14s      | 3m21s  |
| SSL282 | 9m16s | 14m50s       | 4h38m  |
| TIF009 | 9m49s | 15m42s      | 4h54m30s |
| PDF008 | 3m21s | 5m22s       | 1h40m30s |

Table 9 summarizes the results. MC² improves upon the multiply unconstraint counts technique by 13x in arithmetic mean and 12x in median, showing the utility of approximating the count along an execution path using the minimum unconstraint count. We hypothesize this improvement occurs because multiplying unconstraint counts to approximate the count along a path corresponds to an independence assumption between individual constraints (i.e., the branch constraints share no variables and hence the counts are independent), which is generally not true for most real-world programs, as shown in the symbolic execution literature [14, 19, 25, 26, 56, 64].

4.4.3 Path Selection. We discuss in Section 2.4 the importance of selecting alternate paths with large counts due to approximation error, leading us to use the uncertainty term from the multi-armed bandit literature [55] in Algorithm 3. In this experiment, we compare against alternate strategies based on the multi-armed bandit literature. We compare against a strategy that sets the uncertainty term to zero and greedily picks the path with the largest count (Greedy). We also compare against a variant called Epsilon-greedy that also sets the uncertainty term to zero but instead of following Greedy all the time, it randomly selects another path based on a coin flip with bias \( \epsilon \), set to \( \epsilon = 0.5 \) to equally balance the trade-off.

Table 10 summarizes the results. While MC² improves upon Greedy by 11x on average and 3x in median, it only improves upon Epsilon-greedy by 1.5x on average and 1.6x in median. Our results show the utility of selecting alternate paths to reflect our uncertainty, but also indicate that simple strategies such as Epsilon-greedy can work as well as more advanced ones that incorporate an uncertainty correction factor.

Result 4: Our experimental results justify MC²’s design choices with speedups \( \geq 1.5x \) in arithmetic mean and \( \geq 1.6x \) in median.

5 RELATED WORK

Approximate Counting. Approximate counting has been used in many different contexts including counting the number of solutions to SAT formulas [15, 32], flash memory [20], and database systems [9]. Techniques for approximate counting build upon Monte Carlo counting as well as universal hash functions [15], which provide the property of uniformly partitioning each object to be counted into roughly equally-sized groups. We plan to investigate incorporating such techniques in the future.

Recently, approximate counting was also used in seed scheduling for coverage-guided fuzzing. She et al. approximate the count of reachable and feasible edges using graph centrality [54]. In contrast, we approximate the count of inputs that reach the target using Monte Carlo counting for directed greybox fuzzing. Generalizing MC² from directed greybox fuzzing to the coverage-guided fuzzer setting remains an open question for future work and potentially may involve information entropy from Böhme et al. [12] or abstraction functions from Salls et al. [48].

Directed Greybox Fuzzing. Starting with the promising results of AFLGo: finding the HeartBleed vulnerability orders-of-magnitude faster than a directed whitebox fuzzer [13], directed greybox fuzzing has seen multiple research directions. One line of work incorporates additional information into the distance computations such as branch distance [35] or function similarity [16]. In contrast, MC² uses noisy binary search and approximate counts, not distance, to guide the fuzzer.

Based on the observation that directed greybox fuzzers consume a lot of time on executions that fail to reach the target, another promising line of work seeks to increase the fuzzer’s efficiency by not executing on inputs that are either unlikely to reach the target [70] or provably cannot [29]. Our approach is complementary to such techniques as we can potentially use them to bias our random input selection process to avoid such inputs. Recent work has also directed a fuzzer with application-specific techniques [40, 42, 67, 69] and incorporating such application-specific techniques is an interesting question for future work.

6 CONCLUSION

In this paper, we build an asymptotically optimal directed greybox fuzzer using noisy binary search and a noisy counting oracle. We also empirically show the promise of our fuzzer as it outperforms existing directed greybox fuzzers by up to two orders of magnitude, on average, over Magma and Fuzzer Test Suite.
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