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1. INTRODUCTION

SMS (Short Message Service) is a standard of mobile protocols which allows users to communicate without connecting to the internet. Due to the cheap cost of SMS services in most telecommunication service providers, and its accessibility and efficiency compared to email services, it is one of the most common communication tools worldwide [1]. However, the attention focused at this service attracts criminals to use it as a mean for performing malicious activities and has created trouble for customers and service providers [2, 3]. An SMS spam message is an unwanted or unsolicited text message which is sent to the user's mobile phone with various content types, such as advertisements, awards, free services and promotions [4]. The main goal of spammers is to steal critical user information such as username, password, and credit card details [5]. They may impose various strategies in order to steal information, hence, SMS messages being one the most straightforward tactics [6]. One of the most frequent online attacks is phishing which usually happens through email, but the simplicity and extensive usage of mobile phones have made phishers consider SMS messages as a suitable method. In phishing attacks, the phisher sends a malicious URL using SMS messages and invites users to visit that URL address in order to steal sensitive and personal information from the user's mobile phone [7]. Moreover, SMS phishing has no severe limitation for spammers, and they can easily buy various phone numbers within any area or country code to send malicious SMS messages. This makes it challenging to recognize and distinguish attackers based on their mobile number [8].

Accordingly, a reliable and accurate method to filter spam messages is essential, although different security
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techniques are available to block these messages. Researchers have introduced different solutions and built various mobile apps to filter SMS spam messages. However, these methods are either not well developed or not reliable enough, making the filtering methods focus mainly on the detection of email spam which is an old and non-concerning security issue [9].

Therefore, in the current study we introduced a novel method for classification of SMS spam messages in order to alleviate the challenges and detect spam messages effectively with high detection rate. Our proposed model focuses on the three following issues:

- Studying the behavior and properties of spam and legitimate messages in the selected dataset
- Extracting and selecting most correlated features with high discriminative ability from message content using a .net program to build feature vectors and a new dataset
- Using the extracted features as input for an averaged neural network algorithm to classify messages more accurately with high performance.

The remaining part of the paper proceeds as follows: Second 2 provides a brief overview of existing methods in SMS spam detection, and highlights their limitations and achievements. Section 3 is concerned with the methodology used for this study, including the feature extraction, dataset, and the proposed method. Section 4 presents experiments and evaluation metrics, then discusses results and findings of the research. Finally, the conclusion is provided in Section 5.

2. RELATED WORKS

In recent years, researchers have investigated a variety of approaches to identify SMS spam messages using machine learning techniques. However, many of these published solutions for filtering spam messages have remained at their initial stage of classification, and are not very mature and reliable [10, 11]. In this section, we will overview some of the recently published SMS spam detection approaches and discuss their achievements and weaknesses.

Zainal et al. [12] introduced a Bayesian method which was developed using the RapidMiner and Weka tools; they have used two freeware tools to perform the experiment. They have run the experiments on the UCI repository dataset. The outcomes of their research show that both tools produce almost a similar result on the same dataset with the same clustering and classification methods. El-Alfy and AlHasan [13] introduced a method to identify spam messages on both email and SMS platforms. They investigated and tested many techniques and features to achieve the best set of features with low complexity. They used Support Vector Machine (SVM) and Naïve Bayes techniques with 11 different features. Finally, they evaluated the performance of their methods on five SMS and email datasets.

Nuruzzaman et al. [14] introduced a system for SMS spam filtering. They evaluated performance of their SMS spam detection method with the help of text classification methods on independent mobile phones. They performed all of their processes such as filtering, training, and updating using independent mobile phones. The result of their method showed their model was able to filter SMS spam messages while using less storage space and achieving an acceptable classification accuracy. In another research, Chan et al. [15] proposed two approaches for detecting and filtering SMS spam. The focus of their method was on the weight and length of each message; they also evaluated the experiment on SMS messages and comments datasets. Uysal et al. [16] introduced a new approach for filtering SMS spam messages. They used a hybrid method of chi-square and information gain algorithms for feature selection purposes. Moreover, they introduced an android SMS spam filtering application, which is based on two different Bayesian classification methods. According to the author's result, their method is advantageous and can classify ham and spam messages with high classification accuracy.

Serrano et al. [17] presented a new method for SMS spam filtering based on writing style using extrinsic information. In their research, they saved spam and ham writing styles using sequential labeling and term clustering extraction techniques. All experiments were performed in Weka environment using 10-fold cross-validation. The result shows their method achieved good classification accuracy in tested plans and also produced an efficient low dimensional feature space. Junaid and Farooq [18] proposed a system to identify SMS spam messages on a mobile phone using an evolutionary learning classifier. Their system used hexadecimal format SMS messages, where they extracted two features. They estimated the possibility and performance of many evolutionary and non-evolutionary classifiers in their research. Finally, the result of the experiments recommends using supervised classifiers, and their introduced model obtained over 89% percent classification accuracy. Hidalgo et al. [19] have studied the role of the Bayesian detection approaches on two datasets, one of the datasets was in English, and another one in Spanish. The outcomes of their study showed the Bayesian techniques were useful in filtering spam emails and also could be effective in SMS spam classification.

Choudhary and Jain [20] presented a system for detection of SMS spam messages. The main aim of their introduced method was to identify spam messages efficiently while maintaining high performance. They extracted and selected ten different features and applied...
them in the evaluation of their approach. The basis of their investigation in their experiments were True Positive (TP) rate, False Positive (FP) rate, precision, and F-measure. In their research, they compared various classification algorithms, and among them, the Random Forest algorithm achieved the best results with 96.1% TP rate. In similar research, Suleiman and Al-Naymats [21] introduced a new method for filtering SMS spam messages using the HBO framework. They applied the HBO framework for feature selection, and extracted ten features for SMS spam messages identification. They then compared selected features on various machine learning algorithms. Finally, the random forest algorithm achieved the highest classification accuracy results in their system and classified 96% of messages accurately.

This section reviewed the advantages of recent developed approaches in detecting and filtering SMS spam messages while also noting their weakness and limitations. According to the literature, many different SMS spam detection techniques have been introduced in the past years, but there is still no comprehensive approach towards solving the problem, which means many of the existing solutions are not accurate enough. Therefore, in the current study, we propose a machine learning technique to identify SMS spam messages with high performance and acceptable classification accuracy.

3. PROPOSED METHODOLOGY

In this section, the used dataset and feature extraction process are described in the beginning, and then technical details of the proposed method are presented.

3.1. Data Collection In the current research, we have used a dataset consists of 5,574 text messages classified as spam and ham (legitimate), which is publicly available in the UCI machine learning repository [22]. 747 of the messages are spam while 4,827 of them were labelled as ham. The format of the dataset is text where every individual line describes a message that includes two parts, the message string, and its category.

3.2. Feature Extraction and Selection The features extraction phase is a critical task in the detection of spam messages since the choice of features can significantly affect the performance of machine learning techniques. Therefore, in most cases, it is a challenging task to discover the most useful features that can efficiently classify SMS spam messages. Hence, features with the best correlation should be selected to improve the detection rate and produce a shorter process time [23]. In the feature extraction phase, the C# .net framework was used to read lines from the dataset and to extract features from text messages and save them in a new structure. Furthermore, in order to find the most efficient features for detection of SMS spam messages, we have thoroughly investigated different characteristics of spam messages and selected features which are essential and helpful for identification of these messages in our dataset. The extracted features that were utilized in the experiments of our study are illustrated in Table 1 as follows:

In Table 2, we have described how each attribute value was extracted from the dataset of spam and ham messages.

3.3. Proposed Model Artificinal neural networks are somewhat inspired by neurons in the human brain.

| TABLE 1. Description of selected features |
|---|
| **Index** | **Feature** | **Feature Description** |
| 1 | URLs | The existence of URL in the message |
| 2 | Punctuation marks | The existence of dot and comma symbols in a message seems to be a good sign for legitimate messages since people use dots for separate sentences and chatting. |
| 3 | Mathematical Symbols | Spammers usually use mathematical symbols in their spam messages. Symbols like: +, −, <, >, / and *. |
| 4 | Special symbols | The existence of special symbols in a message will usually signify that a message is spam since many spammers use these symbols for different reasons. Special symbols like: “$”, “!”, &., #, −, and *. |
| 5 | Emoji symbols | Many normal people use emoji symbols in their messages, and it seems like a good sign for detecting legitimate messages. Symbols like: :), :*, :p, : |
and they have a wide range of application in different domains. In artificial intelligence, neural networks have made numerous breakthroughs and help many researchers to introduce solutions for many real-world problems [24]. In this research, the primary goal of the proposed approach is to identify the SMS spam messages with high detection accuracy using the model-averaged neural network (avNNet). Hence, in the first step, we collected the dataset and finalized the features for the experiment. Next, the features extracted from all of the SMS messages in the dataset were employed to create feature vectors which were used for training and testing the proposed model. Finally, we applied the extracted features to the proposed model to classify SMS messages. The architecture of the proposed model is presented in Figure 1.

![Figure 1. The structure of the Proposed Method](image)

### Table 2. List of extracted features for spam and ham messages

| Feature Name                  | Text Messages                                                                 | (Legitimate message)       | (Spam message)        |
|------------------------------|-------------------------------------------------------------------------------|----------------------------|-----------------------|
| URLs                         | No                                                                            | No                         | Yes                   |
| Punctuation marks            | Yes                                                                           | Yes                        | Yes                   |
| Mathematical Symbols         | No                                                                            | Yes                        | Yes                   |
| Special symbols              | No                                                                            | Yes                        | Yes                   |
| Emoji symbols                | Yes                                                                           | No                         | No                    |
| Uppercased words             | No                                                                            | Yes                        | Yes                   |
| Phone Number                 | No                                                                            | No                         | No                    |
| Special Keywords             | No                                                                            | Yes                        | Yes                   |
| Message Length               | 50                                                                            | 137                        | 11                    |
| Number of Words              | 11                                                                            | 26                         |                       |

### 4. Experiments and Result Analysis

This section includes the experimental setup, evaluation metrics, and outcomes of our research. Subsection 4.1 describes the preparation process and method of experimentation, subsection 4.2 describes performance evaluation measures to evaluate performance of the proposed method, and subsection 4.3 describes analysis on the obtained results to determine its effectiveness in detection of SMS spam messages. Moreover, achieved results were compared with the results of other techniques.

#### 4.1. Experimental Setup

The proposed model is implemented using the R programming language and the Caret package. The avNNet method employed for this research consists of one hidden layer, and this layer forms the output using input information it receives from the predictors. Finally, the output consists of the averaged output of five individual models.

In general, performance of a neural networks is inspired by hyperparameters such as the number of hidden neurons in the hidden layer or values of decay variable which restricts neuronal connections weights.

Therefore, we have applied grid searches in order to find the optimal set of decay variable value and hidden neurons. The achieved result of this process was then used to tune the model. The details of the additional parameters used for model tuning is exhibited in Table 3.

To have reliable results, we split 80 percent of data for training and 20 percent for validation purpose. Moreover, to improve performance of the model in predicting unknown instances, we used the well-known k-fold cross-validation technique with k=10 for model training.

#### 4.2. Evaluation Metrics

The proposed model’s performance was evaluated using standard evaluation metrics, namely, accuracy (ACC), precision, recall value, F-measure, and the area under the receiver-operating characteristic curve (AUC). These measurements are calculated with the following equations:

#### Table 3. Neural Network – detailed parameters.

| Parameter      | Setting |
|----------------|---------|
| Size           | 6       |
| Decay          | 0.1     |
| Bagging        | False   |
| Regularization | 1.2     |
| Maximum number of iterations | 100 |
od achieved 0.988% classification accuracy and F-measure rate. The efficiency of the model is measured based on the percentage of correctly classified messages.

The receiver operating characteristic curve (Roc Curve) is a graphical tool used for visualizing the diagnostic ability of a model in order to discover whether a model is suitable with regards to cost sensitivity. In Figure 2, the curve’s x-axis represents the true-positive rate (sensitivity) while the y-axis represents the false positive rate (FPR). The ROC curve result indicates that it is a suitable model for classifying spam and legitimate messages.

To have a better evaluation of the achieved results for the introduced model, we have done a comparative study to compare the obtained results of the proposed model with previous researches. The results of this comparative study are shown in Table 5.

Next, we show in Figure 3 the distributions of features’ importance in the proposed model.

The data presented in Figure 3 shows that the Message_Length features have more influence on class prediction than other considered features. Moreover, the role of Special_keywords and Special_symbols features was significant in the identification of spam messages. It also represents that these keywords are one of the best differentiators between the spam and legitimate messages as many spammers usually use these keywords in their messages to get the attention of users.

![Figure 2. ROC curve for the ham (legitimate) class. (AUC=0.9872)](image)

### TABLE 4. Comparisons between the proposed method and several classification techniques

| Algorithm             | Accuracy | Precision | F1    | Recall |
|-----------------------|----------|-----------|-------|--------|
| Random Tree           | 0.9671   | 0.967     | 0.967 | 0.967  |
| Naive Bayes           | 0.9634   | 0.964     | 0.963 | 0.963  |
| J48                   | 0.9726   | 0.972     | 0.972 | 0.972  |
| Decision Stump        | 0.9332   | 0.933     | 0.935 | 0.933  |
| HoeffdingTree         | 0.9675   | 0.966     | 0.966 | 0.967  |
| Proposed Model        | 0.988    | 0.9892    | 0.9929| 0.9967 |

where TP is an abbreviation for true-positive and expresses cases where the prediction and sample label are both positive, FN is false-negative and denotes cases when the prediction is negative while the sample label is positive. TN is true-negative and expresses conditions where the prediction and sample label are both negative, and FP is false-positive and denotes cases where the sample label is negative, while the prediction is positive.

### 4.3. Result Analysis

We have performed a series of experiments to measure the performance of the proposed model in identifying spam messages. Our main objective was to investigate the detection capabilities of the proposed model on actual SMS corpus, then compare it with several benchmark classification algorithms. Initially, we selected best-correlated features based on ham and spam message behaviors. Next, all selected features were extracted from SMS messages dataset in order to create the feature vector. Then, the extracted features are applied using the proposed approach to get the performance metrics. Finally, the proposed model results are compared with several classification algorithms, and some recently published works which were benchmarked on the same dataset. The achieved results of the proposed model and other classification techniques are presented in Table 4.

As presented in Table 4, after comparing the performance metrics for different researches, we analyzed that our neural network model achieved the highest results in comparison with several classification techniques. The proposed method achieved 0.988% accuracy and 0.9929% F-measure rate, respectively, and outperformed other classification methods in terms of

### TABLE 5. Comparisons between the proposed model and previous researches

| Research Paper                   | Method            | Accuracy |
|----------------------------------|-------------------|----------|
| Content based spam detection [13]| SVM               | 95.5     |
| Filtering of SMS Spam Messages [20]| Random Forest    | 96.5     |
| SMS Spam Detection using H2O Framework [21]| H2O+Random Forest | 96.1     |
| Proposed Model                   | Hybrid Model      | 98.8     |
Moreover, we used different SMS datasets with the rising number of messages in each of them to identify the best feature type and evaluate the performance of the model in different sizes data set. For this evaluation, we considered accuracy and F-measure metrics as the basis of our investigation. F-measure is one of the essential metrics used in many classification studies; which is an overall estimation of the efficiency of a classification technique because it is a combination of both recall and precision. When the algorithm is measured using this metric, it shows its capability in detecting legitimate and spam messages. Hence, in Table 6, we summarize the F-measure, accuracy, and the best feature type for each set of the SMS datasets.

As shown in Table 6, the "Message_Length" feature has the highest results in most sets of data. It has the most impacts on the obtained results in terms of F-measure and accuracy. The closest result in the evaluation was obtained by "Special_Keyword" and "Number_of_Words" features. These results also indicate that there is a progressive improvement in detection rates as the dataset size increases. This constant increase in detection rate shows that the extracted features performed efficiently on different size of data sets. In this research, we have worked with a dataset of 5574 SMS messages, and the present evaluation explains that increment in dataset size could lead the model to achieve a higher detection rate, which means more records can help us to produce a better classification accuracy.

2. CONCLUSION

In this paper, we aimed to develop an accurate model to identify SMS spam messages based on content-based features using averaged neural networks. In the proposed model, we extracted the most relevant features from messages on the UCI SMS spam dataset, which contains over 5000 messages. Then we applied averaged neural networks method on extracted features in order to classify them into two categories of ham and spam messages. The evaluation results show that the extracted features have a high correlation with the class of messages, and averaged neural network algorithm can effectively distinguish the class of messages with good classification accuracy and high F-measure rate. Moreover, the proposed model was investigated and compared against several recently proposed algorithms concerning classification accuracy and F-measure on the same dataset. The results demonstrated that the proposed model outperformed other considered research in terms of accuracy and F-measure, and had a high performance in identifying SMS spam messages with good classification accuracy. Furthermore, the paper findings also show that classification based on content-based features is a more useful metric for filtering spam messages since most spammers use suspicious content in their messages. The accuracy of the proposed model can be improved further on evaluation using bigger datasets and finding a standard sizable dataset which was one of limitations in this research.
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چکیده
در حالی که افراد برای ارتباط به افراد دیگر مهربانی و اطمینان بخشی می‌آورند، افرادی دیگر ممکن است برای بدفکردی و جرایم دیجیتال به این کار بپردازند. این موضوع به عنوان یکی از خدمات پیام‌کوتاه (SMS) به عنوان یکی از خدمات ارتباطی مهم در دنیای امروز شناخته شده است. امروزه، این خدمات بر عهده‌دار افراد دیگری می‌باشد که از این خدمات برای ارسال پیام‌های غیربایگانی (Spam) به استفاده می‌نمایند. البته، این امر موجب نیاز به توسعه روش‌های جدید برای تشخیص و پیشگیری از این پیام‌های غیربایگانی می‌شود.

در این مقاله، یک مدل جدید برای تشخیص پیام‌های غیربایگانی ارائه شده است. این مدل شامل دو مرحله اصلی است: اخراج و تشخیص. در مرحله اول، از یک مدل شبکه عصبی به منظور طبقه‌بندی پیام‌های غیربایگانی استفاده شده‌است. سپس، از یک مدل شبکه عصبی به منظور تشخیص پیام‌های غیربایگانی استفاده شده است. نتایج بدست آمده نشان می‌دهد که روش ارائه شده نسبت به روش‌های قبلی بهتر عمل می‌کند.

کلمات کلیدی: پیام‌کوتاه، پیام‌های غیربایگانی، شبکه عصبی، طبقه‌بندی، تشخیص

Abstract

In recent years, SMS has become one of the most important means of communication. However, some groups of people use this service for malicious purposes. Hence, there is a need for new methods to detect and prevent these malicious messages.

In this paper, an effective model for detecting SMS spam is presented. This model consists of two main steps: extraction and detection. In the first step, a neural network model is used for classification. Then, a neural network model is used for detection. The results obtained show that the proposed method outperforms previous methods.