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Abstract: Mechanical and electrical products have complex structure and intelligent control system, their reliability plays an important role in the normal operation of security facilities. However, most manufacturers usually pay more attention to the product design and manufacturing quality, with little interest in the intelligent fault diagnosis. The objective of this study is to develop the products quality intelligent analysis and management system based on Rough Set (RS) and Analytic Hierarchy Process (AHP). Firstly, this paper reviews the principle of hardware, software design, monitoring platform and quality analysis system to reduce the number of information transfer with computer technology. Secondly, the fault types and feature extractions of different faults of elevators are presented and simplified by using RS theory. Then, the objective weight of level index model can be obtained by AHP method, and the comprehensive analysis weight of each index is obtained by using the value of subjective and objective weight technology. Finally, a comprehensive decision weight of the major index for quality control analysis system of many vertical elevators is presented. The results show that the data-driven condition monitoring and quality analysis system is a kind of important means to prevent a disaster of complex mechanical and electrical products.
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1 INTRODUCTION

The ability to predict a failure of quality analysis system for complex mechanical and electrical products before it happens would be tremendously valuable to management and maintenance staff. Due to the high cost of failure, a policy of zero failure must be strictly enforced with quality analysis and critical control point management system implemented. The principle of operation fault should be adopted in product quality, which accounts better for the situation in industry. So, development and application of product quality analysis system are a fundamental guarantee for the failure diagnosis. Based on Markov model of quality analysis system, a Markov model in a two-stage manufacturing system with remote quality information feedback was developed [1]. A Markov model to analyze quality propagation in multi-stage manufacturing systems was also developed [2, 3]. An analytical method to evaluate the quality performance of flexible manufacturing systems was approved [4]. A distributed multi-agent system for air quality monitoring and analysis was presented by using the computer network distribution [5]. In this paper, we describe our design on quality analysis system for complex mechanical and electrical products according to practice request. We then expound on roughly the constitution and the main characters of the products quality system through systematic analysis and integration. Product quality analysis, fault diagnosis, database, network and other technology were banded together to build an extensible fault diagnosis system for mechanical and electrical products. A software service was also used to manage and control product quality in a real-time manufacturing industry [6]. The mechanism responsible for the influence of the laser beam quality factor was evaluated by using the finite element and angular spectrum theory. An integrated strategy considering product quality level and mission reliability state was proposed for the intelligent manufacturing process [7]. The organization shall continually improve the effectiveness with a sound quality decision support system, first-class analysis and testing tools. Thus, these quality enabled factors of product design stage were identified and analyzed to present a hierarchy-based model [8]. Moreover, an automatic logging analysis system was proposed to construct a convenient test environment for mobile devices using a record analysis program. The performance measures of process quality, throughput and process capability were used to handle complexity in mixed model assembly systems. It is responsible for establishing and maintaining the quality analysis system that performs on-line monitoring the level of products quality with the aim to improve the current quality of complex mechanical and electrical products.

On the other hand, failure can result in serious accidents of the products control system, so it is significant to monitor the condition of fault information. A data-driven condition monitoring of fault information and quality analysis system can ensure achieving the target of maintenance for complex mechanical and electrical products. A system with real production data was presented to diagnose the manufacturing processes in the electronics industry [9]. The knowledge on utilizing online analytical technology to process complex equipment state is key to data-driven condition fault monitoring and quality analysis technology. Moreover, the industrial process data was used to estimate the parameters in the model and basic functions based on recursive least squares method and data-driven approach. A new quality assurance philosophy for process monitoring for quality was developed by using the big data style of thinking. A combination of cluster analysis and supervised machine learning was presented to product state data along the manufacturing program towards higher product and process quality [10]. Characteristic extraction of movement data is a key step in the condition monitoring and quality analysis of intellectual equipment. Many statistical process monitoring and control methodologies in steel facilities were presented to improve product quality [11]. By taking account of users’ feedback to quality decision system, the product fault of analysis system can be used to solve the decision problem. So, staff managing on using and maintaining devices requires appropriate professional training and a condition monitoring of fault...
information and quality analysis data. Acquiring accurate data of fault information for complex mechanical and electrical products is the foundation of the condition monitoring.

Moreover, the current condition monitoring stays on the traditional data analysis method. We want to set up on-line environment of data driven monitoring based on the internet technologies and decision support methods. This paper briefly discusses the basic principle and method of data-driven condition monitoring, preventive maintenance and quality analysis via RS and AHP. The corresponding decision algorithm was presented to the quality analysis system and the effectiveness of these methods was proved by the prediction of elevator door operation system with data-driven condition monitoring. The arrangements and measures in quality analysis system for elevators based on RS and AHP were described and discussed in this paper.

The paper is organized as follows. Section 2 describes a new approach to condition monitoring of fault information and quality analysis system by using RS and AHP method, and the implementation framework process of the approved approach is demonstrated. In Section 3, an illustrative example of a vertical elevator is presented to explain the contribution of the new approach. The hierarchic architecture model for the quality analysis system model of a vertical elevator door is established based on AHP theory. And the simplification of RS method is used in condition monitoring of fault information. Finally, this paper provides some beneficial conclusions and reference for the future work.

2 A NEW APPROACH OF CONDITION MONITORING OF FAULT INFORMATION AND QUALITY ANALYSIS SYSTEM

Many scholars have done lots of research work on comprehensive decision methods of fault information and quality analysis. RS and AHP have been applied to complex products condition monitoring system and have demonstrated practical value on improvement to the system analysis precision. In this paper, the implementation process of the new approved approach to condition monitoring of fault information and quality analysis system for complex mechanical and electrical products is shown in Fig. 1.

A data-driven condition monitoring system is an information collection and management system which was applied for work of quality analysis technology. When monitoring condition of fault information, it is most beneficial to have our decisions to be as thoughtful and data-driven as possible. In this paper, the comprehensive decision method was used to make quality decision of the elevator quality, which is the basis of scientific decision-making and democratization. To increase operation efficiency and reliability of complex products, a condition monitoring and quality analysis system based on Internet-based system platform is used to products quality analysis and decision. For improving the decision efficiency, automation of condition monitoring for complex mechanical and electrical products systems, RS and AHP theory are presented in this paper. On-line measuring and monitoring of fault information are performed instead of subjective human manipulation. It provides effective means with ease of understanding and allows for making scientific decisions correctly. Due to the shortcomings of the single decision method, the subjective weighting method is a qualitative decision method that can be combined with experts' experience. So, the weight was determined according to the correlation and variation coefficient of each index by using the objective weighting decision method combining with actual data source. The subjective weight and objective weight are organically combined by the golden ratio in this paper, which can overcome the defects of two kinds of methods. The final decision is more reasonable after combining the complement advantages of both methods. Moreover, the elevator is an intelligent control system with complex structure that could be easy to damage and difficult to maintain. If the elevator or failure cannot start normally or shut down, it will cause the system to fail and possibly cause a serious radiological accident.

![Figure 1 Implementation process of condition monitoring of fault information and quality analysis system](image-url)
a good framework for knowledge acquisition [13-15]. There are seven key steps to build a decision-centric management system in the RS method.

**Step 1: Information system and knowledge reduction**

Let \( S = (U, A, V, f) \) be an information system, where \( U \) represents a non-empty finite set of objects, \( U = \{X_1, X_2, \ldots, X_n\} \) called a domain [16]. \( A \) represents a non-empty finite set of attributes, \( A = \{A_1, A_2, A_m\} \), \( a(j \leq m) \) is called an attribute; \( V_a \) is the range of the attribute \( a \). Let us assume that \( f: U \times A \rightarrow V \) is an information function for each attribute of each object given a value of information, namely \( a \in A, x \in U, f(x, a) \in V_a \). In the process of classification, individuals with little difference are attributed to the same class, and their relationship is an indistinguishable relationship, which is shown in the following:

\[
IND(P) = \{(x, y) \in U \times U: f(x, a) = f(y, a), a \in P\}
\]

(1)

**Step 2: Approximation set**

The next approximation of the set \( X \) about \( R \) is the largest set of objects, which must be based on the existing knowledge that belongs to \( X \), and \( POS(X) \). The upper approximation of set \( X \) is:

\[
R_+(X) = \{x \in U: R(x) \subseteq X\}
\]

(2)

Where, \( R_+(X) \) is the set of all objects from \( U \), which can be certainly classified as elements of \( X \) and the set of attributes \( R \). And \( R_+(X) \) is the set of all objects from \( U \) which can be possibly classified as elements of \( X \) employing the set of attributes \( R \).

If we distinguish in an information system of two disjoint classes of attributes, called condition and decision attributes, then the system will be called a decision table and will be denoted by the \( DT = \{U, C, U, D, V, f\} \), where \( C \) and \( D \) are disjoint sets of condition and decision attributes respectively. The attributes reduction method is based on the difference of dependency.

**Step 3: Dependency of attributes**

The decision attribute set \( D \) depends on the conditional attribute set \( C \), it is represented as follows.

\[
g_c(D) = \frac{|POS_c(D)|}{|U|}
\]

(4)

Where \( POS_c(D) = U_X \in IND(C)X \) it was called a positive region of the partition \( U/IND(C) \) with respect to \( C \), which is the set of all \( x \in U \) that can be uniquely classified to blocks of the partition \( U/IND(C) \) by means of \( C \). If \( g_c(D) = 1 \), \( D \) depends on \( C \) and the decision table is consistent. If \( 0 < g_c(D) < 1 \), \( D \) depends partially on \( C \) and the decision table is partially inconsistent, and if \( g_c(D) = 0 \), \( D \) is totally independent on \( C \) and the decision table is completely inconsistent.

**Step 4: Importance of attributes**

Different attributes would play a role in determining the degree of dependency between decision indicators [17, 18]. Let attribute \( a \) represent to the conditional attribute set \( R \), and the importance of classification can be defined in the following:

\[
SGF(a, R, P) = g_R(P) - g_{R \setminus \{a\}}(P)
\]

(5)

If \( SGF(a, R, D) = 0 \), then attribute \( a \) can be removed from the set of condition attributes. In fact, the ideas of the proposed attribute significance measures originate from the positive region dependency.

**Step 5: Property simplification and nuclear**

In a decision-making system, there are often some dependencies and classifications in the conditional attributes. Simplification can be applied without lots of information while representing the decision attribute of the decision system [19]. And the set of condition attributes represents the information dependencies and classification.

Let us suppose a given decision system \( S = \{U, A = C \cup D, V, f\} \), and the simplification of conditional attribute \( C \) is a nonempty subset \( C' \) of \( C \), then \( IND(C'), \{d\} = IND(C, \{d\}) \). If no \( C' \), then \( IND(C', \{d\}) = IND(C, \{d\}) \). It satisfies that all the reduced sets of \( C \) is denoted \( RED(C) \), and the intersection of all reduced sets of \( C \) is called a kernel, denoted as \( CORE(C) \), \( CORE(C) = \cap RED(C) \). Therefore, simplification \( B \) of \( C \) can be used instead of \( C \) without any data losing in the information table, and we can get to a simplified message.

**Step 6: Importance measurement of information system properties.**

Let \( S = (U, A, V, f) \) be an information system, \( U/IND(P) = \{X_1, X_2, \ldots, X_n\} \), which is defined as:

\[
I(P) = \frac{\sum_{i=1}^{n}|X_i|}{|U|} - \frac{1}{|U|} \sum_{i=1}^{n}X_i^2
\]

(6)

where \( X \) represents the cardinal number of the set \( X \), \( X/U \) represents the relative cardinality of the equivalent class \( X \) of \( U \).

Then, let \( S = (U, A, V, f) \) be an information system, the importance of the attribute \( A \) is defined in the following:

\[
SGF_{A \setminus \{a\}}(a) = I(A) - I(A \setminus \{a\})
\]

(7)

The above definition shows the importance of attribute \( a \) of \( A \) is a change in the amount of information, which was caused by \( A \) removed after \( \{a\} \) size measurement. If \( SGF_{A \setminus \{a\}}(a) = 0 \), then attribute \( a \) can be removed from the set of condition attributes. In fact, the ideas of the proposed attribute significance measures originate from the positive region dependency.

**Step 7: Determination of index weight based on RS**

In this paper, we assume that \( S = (U, A, V, f) \) is an information system, \( A = \{a_1, \ldots, a_l\} \), \( a_i \in A \) is representative of \( SGF_{A \setminus \{a\}}(a), a_i \in A \) is defined as follows.
2.2 Analytic Hierarchy Process

The AHP is a multi-criterion decision-making tool that has been used in most applications pertaining to decision making. AHP enables to handle the above-mentioned problems in an exemplary manner. AHP theory is an assessing method which combines quantitative analysis and qualitative analysis [20]. The basic idea of AHP is to decompose the complex problem into several levels based on people's experience and judgment [21]. Moreover, AHP is usually used to determine the weight by the combination of qualitative and quantitative methods [22]. From the view of system sciences, the objective weight of different level of qualitative and quantitative methods [22]. From the view of system sciences, the objective weight of different level of assessment model was established based on AHP method [23-25]. To deal with the problem, the following steps of AHP are shown as follows.

Step 8: Establishing hierarchy model

Firstly, the scope of the problem, involved correlation between factors, affiliation and the final answer need to be clarified. Then, the hierarchy analysis structure model should be constructed in considering different cases.

Step 9: Building judgment matrix of each level

In general, the method of pairwise comparison was used to establish a pairwise comparison matrix [26]. We can take two factors \( x_i \) and \( x_j \) each time, use \( a_{ij} \) to represent the influence ratio of \( x_i \) and \( x_j \) to \( Z \), use \( A = (a_{ij})_{n \times n} \) represents all the comparison results. Suppose that \( A \) is a pairwise comparison judgment matrix between \( Z - X \) with factor contrast scales [27].

Table 1: Judgment of the importance of factor contrast scale

| Scales          | Specific meaning of reciprocal judgment compared with two factors |
|-----------------|---------------------------------------------------------------|
| 1               | The two factors are equally important.                        |
| 3               | The former is slightly more important than the latter.        |
| 5               | The former is obviously more important than the latter.       |
| 7               | The former is more important than the latter.                  |
| 9               | The former is a lot more important than the latter.            |
| 2, 4, 6, 8      | The median is given to adjacent judgments.                     |
| Reciprocal      | If the ratio importance of factor \( i \) to the factor \( j \) is \( a_{ij} \), then the ratio of factor \( j \) to factor \( i \) is \( a_{ji} = 1/a_{ij} \). |

Step 10: Reliability design optimization

In this paper, we assume that the matrix \( A \) corresponds to eigenvector \( W \) of the maximum eigenvalue \( \lambda_{\text{max}} \), and the normalized value is the rank value of corresponding factor of same level to relative importance. This process is called hierarchical single rank.

If the largest eigenvalue \( \lambda_{\text{max}} \) of \( A \) is used to correspond the eigenvector \( W \), then we can get \( W = (w_1, w_2, ..., w_n)^T \), and \( a_{ij} = w_i/w_j \), where \( a_{ij} \) and symmetric matrix \( A \) can be expressed as:

\[
A = \begin{bmatrix}
    a_{11} & a_{12} & a_{13} & \cdots & a_{1n} \\
    a_{21} & a_{22} & a_{23} & \cdots & a_{2n} \\
    a_{31} & a_{32} & a_{33} & \cdots & a_{3n} \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    a_{n1} & a_{n2} & a_{n3} & \cdots & a_{nn}
\end{bmatrix}
\]

(9)

where \( \omega_i \) is the weight of the first element and the weight of \( i \) element.

As a result, we can get the following formula.

\[
a_{ij} = \begin{cases} 
1 & (i = j) \\
\frac{1}{a_{ji}} & (a_{ij} > 0)
\end{cases}
\]

(10)

\[i = 1, 2, 3, ..., n; j = 1, 2, 3, ..., n.\]

Based on the consistent judgment matrix, each column can be used as a weight vector. Since the value of the importance of decision makers is affected by the environmental performance of an organization, the consistency of judgment matrix is difficult to be accurately established. So each column is only approximated to the weight vector. At the same time, the square root method can be used to calculate each column vector of matrix, which is geometrically averaged and normalized. Then, the obtained column vector is the weight vector of \( \omega = (\omega_1, \omega_2, ..., \omega_n)^T \), which is shown in the following:

\[
\omega_i = \frac{d_i}{\sum_{i=1}^{n} d_i}
\]

(11)

\[
d_i = \left( \prod_{j=1}^{n} a_{ij} \right)^{\frac{1}{n}}, i = 1, 2, ..., n.
\]

(12)

In the construction process of judgment matrix, \( a_{ij} \) is assigned by the decision maker, and the constructed matrix \( A \) does not necessarily satisfy the consistency. When the matrix deviation is too large, the reliability of constructed judgment matrix is doubtful. Therefore, it is necessary to check the matrix consistency, the test steps are as follows.

Firstly, the maximum eigenvalue of the judgment matrix can be calculated.

\[
\lambda_{\text{max}} = \frac{1}{n} \sum_{i=1}^{n} a_{ij} \omega_j
\]

(13)

Secondly, the consistency indicators \( CI \) can be defined as follows:

\[
CI = \frac{\lambda_{\text{max}} - n}{n - 1}
\]

(14)
where, \( \lambda_{\text{max}} \) is the maximum eigenvalue of the judgment matrix, \( m \) is the order of the judgment matrix.

Then, the corresponding average of random consistency index \( RI \) is shown in Tab. 2.

| \( n \) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|---|---|---|---|---|---|---|---|---|
| \( RI \) | 0 | 0 | 0.58 | 0.90 | 1.12 | 1.24 | 1.32 | 1.41 |

From Tab. 2, the compliance ratio \( CR \) is defined as follows

\[
CR = \frac{CI}{RI} \quad (15)
\]

When \( CR \) reduces, the matrix consistency increases. When \( CR < 0.10 \), it is acceptable to judge the consistency of judgment matrix, otherwise the judgment matrix should be properly modified.

### 2.3 Comprehensive Weight Model Based on RS and AHP

In this study, a comprehensive weight of decision index combines with AHP weight and subjective weight is presented by using RS theory. The comprehensive weight is obtained by the dynamic weight, so the rationality and reliability of the decision can be improved. In order to reduce the influence of subjective factors, a comprehensive model is established for quality analysis system based on RS and AHP. Thus, the two calculations can be amalgamated as follows.

**Step 11:** Combination weight of optimal solution

In this study, we assume that \( S = (U, A, V, f) \) is an information system. Assumed that \( \omega_s \) and \( \omega_A \) represents subjective weight and objective weight respectively, which is shown in the following:

\[
\sum_{i=1}^{n} \omega_{s_i} = \sum_{i=1}^{n} \omega_{A_i} = \sum_{i=1}^{n} \omega_i = 1 \quad (16)
\]

where \( 0 \leq \omega_{s_i} \leq 1; \ 0 \leq \omega_{A_i} \leq 1; \ 0 \leq \omega_i \leq 1; \ (i = 1, 2, \ldots, n) \).

The optimization model was established as follows:

\[
s.t. \min \left\{ \sum_{i=1}^{n} \left[ m\left( \omega_{s_i} - \omega_{A_i} \right)^2 / 2 \right] + (1-n) \left[ \left( \omega_{s_i} - \omega_{A_i} \right)^2 / 2 \right] \right\} \quad (17)
\]

\[
\omega_{s_i} \in \Omega = \left\{ \omega_{s_i} \sum_{i=1}^{n} \omega_{s_i} = 1; \ 0 \leq \omega_i \leq 1; \ (i = 1, 2, \ldots, n) \right\} \quad (18)
\]

Where \( 0 \leq \mu \leq 1 \).

So, the feasible region of optimization model is a unique solution, and \( \omega_i \) can then be calculated as:

\[
\omega_{s_i} = \mu \omega_{s_i} + (1-\mu) \omega_{A_i} \quad (19)
\]

where \( i = 1, 2, \ldots, n \).

**Step 12:** Decision value formula via combination weight

Based on the optimal solution of combinatorial weight, we can set up the mathematical model of object decision value. If \( \omega(F) \) and \( \omega(X) \) are the combined weights of each level index, once the two-level indexing of information system was determined, the decision value of each object can be calculated by the following formula:

\[
D_{fi} = \omega(F) \times \omega(X) \quad (20)
\]

On this basis, a mathematical model of combination weight of RS theory and AHP method is established to confirm the combination weights of product quality analysis system.

### 3 A CASE STUDY

In this study, an on-line condition monitoring system was presented to improve the efficiency and reliability of quality analysis system for a vertical elevators door system by using RS and AHP. Combined with intelligent control techniques, the approved methods can be applied to elevator door operation fault diagnosis, information prediction, real-time control, condition monitoring and quality analysis. Condition monitoring was applied to a vertical elevator door operation fault such that it would not impact running safety. The important meaning of the application of quality analysis system for elevator door operation monitoring was illuminated in this case study.

A real-time monitoring system was implemented based on the techniques of Radio Frequency Identification (RFID), internet of things, real-time database, dynamic synchronous transfer mode and decision-making methods. The condition monitoring of many elevators was used to monitor main fault diagnosis information of elevator door operation. The application of the analysing and processing of fault information is very extensive in elevator working condition monitoring. And the real-time data restoring and transmission need a higher request to data-driven science and technology. In this study, a data-driven condition monitoring of fault information and quality analysis of vertical elevators door system is shown in Fig. 2.
reliable fault diagnosis conclusion to realize the predictive maintenance of elevator working status through the assessment of health status of each component in the monitoring scope.

(2) The remote real-time collection and monitoring of elevator operating status of working conditions can be received. Whenever a failure happens, the remote monitoring device can detect and send the fault code to the monitoring operation centre through the mobile network as soon as possible based on the computer analyses with the received fault code.

(3) The engineers of fault monitoring center should analyse the elevator fault information by using the feedback information on the maintenance of the elevator, and the analysis results record can be given for classification preservation and collection.

On the other hand, there are many potential causes for the failure of the vertical elevator in the daily use. According to the elevator maintenance records provided with the elevator maintenance unit, we found the highest frequency of the failure of the elevator door through the statistical analysis of the faults. Aiming at the structural characteristics and operation characteristics of vertical elevator door system, a comprehensive index model which affects the normal operation of elevator doors was established in this paper. From Fig. 2, there are four main fault modes in the elevator door operation including the following: transmission parts failure ($F_1$), gate drive failure ($F_2$), guide component failure ($F_3$) and sensor failure ($F_4$). Moreover, the operation failure mode of all kinds of elevator doors is different, which includes eleven types in the following: gate motor synchronous belt ($X_1$), steering wheel plugging ($X_2$), halls and door transmission wire rope ($X_3$), gate motor failure ($X_4$), control circuit board failure ($X_5$), excessive wear of eccentric wheel ($X_6$), clutter in the ground ($X_7$), grease stain on the guide rail ($X_8$), light screen sensor failure ($X_9$), failure of gate motor speed sensor ($X_{10}$) and gate photoelectric sensor failure ($X_{11}$). In view of the above characteristics, the reliability factors of normal operation of elevator doors are obtained through the analysis of relevant manual and fault data. Then, a comprehensive decision hierarchy model for the quality correction of the vertical elevator door system is established in Fig. 3.

It is necessary to consider the composition, transmission principle and operation condition of elevator door to determine the quality correction coefficient. According to the different fault modes, the fault components were analysed, and the above four major fault modes were divided into quantifiable indexes, and a comprehensive index system for evaluating the difference degree was established. Taking the failure of vertical elevator door as an example, we put forward the comprehensive methods of RS and AHP. According to the elevator maintenance records provided with the elevator maintenance unit, we found the highest frequency of the failure of the vertical elevator in the daily use.

The operation status of each component is then determined in the event of a door failure in the elevator. These statistical results are discretized into three states, good, normal and bad. According to 200 sets of fault statistics, the elevator door operation fault diagnosis information system is built as a discrete processing. Combination of conditional entropy and AHP, the weight of each part of elevator door failure can be calculated. During the daily maintenance of elevator, the key parts with large weight value need to be mainly maintained.

The simplification of index system was built based on RS theory. According to eight sets of fault statistics, the discrete processing was used to build the information system of fault diagnosis for elevator door operation, which is shown in Tab. 3.

| A | $X_1$ | $X_2$ | $X_3$ | $X_4$ | $X_5$ | $X_6$ | $X_7$ | $X_8$ | $X_9$ | $X_{10}$ | $X_{11}$ |
|---|---|---|---|---|---|---|---|---|---|---|---|
| I | 3 | 2 | 2 | 1 | 1 | 3 | 1 | 2 | 2 | 1 | 1 |
| II | 1 | 4 | 2 | 3 | 2 | 1 | 3 | 2 | 2 | 2 | 2 |
| III | 2 | 2 | 4 | 3 | 1 | 1 | 4 | 2 | 4 | 1 | 2 |
| IV | 4 | 2 | 3 | 2 | 1 | 4 | 2 | 3 | 3 | 3 | 3 |
| V | 1 | 4 | 2 | 3 | 3 | 1 | 3 | 2 | 2 | 2 | 2 |
| VI | 2 | 2 | 3 | 2 | 1 | 2 | 2 | 3 | 3 | 3 | 3 |
| VII | 4 | 2 | 4 | 2 | 1 | 4 | 1 | 4 | 3 | 3 | 3 |
| VIII | 3 | 4 | 2 | 1 | 2 | 3 | 1 | 2 | 2 | 1 | 1 |

All level indexes were set as the attributes, which is as follows: $A = \{X_1, X_2, ..., X_{11}\}$. The vertical elevator door can be evaluated as a collection of objects in the system with eight types of elevator door operation fault, namely $U = \{I, II, ..., VIII\}$. In the decision process, the corresponding decision results of each secondary index were measured in four grades, the statistical results were discretized into four states: 1 (Excellent), 2 (Good), 3 (General) and 4 (Poor).

Then, the fault diagnosis was simplified by using the information system with $S = (U, A, F, f)$, and a simple set can be obtained as $R_f = \{X_1, X_2, X_3, X_4, X_5, X_6, X_{11}\}$. Corresponding to the information system $S$, the further reduced information system is shown in Tab. 4. and the corresponding level one and two-level index sets are $\{F_1, F_2, F_3, F_4\} = \{X_1, X_2, \{X_3\}, \{X_4\}, \{X_5\}, \{X_6, X_{11}\}\}$. 

\[ \text{Figure 3 Quality analysis system model of vertical elevator door} \]
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The information system $S = (U, A, V, f)$ was simplified in Tab. 4, then $U = \{I, II, III, IV, V, VI, VII, VIII\}$, $A = \{X_1, X_2, X_3, X_4, X_5, X_6, X_7\}$

Let $F_1 = \{X_1, X_2\}, U/IND(F_1) = \{I, HI, V\}, \{III, VI\}, \{IV, VII\}, \{VIII\}$, we can calculate $u(F_1)$ through the Eq. (6):

$$I(F_1) = 1 - \frac{1^2 + 2^2 + 2^2 + 2^2 + 2^2}{8^2} = \frac{50}{64}$$

So we have a hypothesis that $U/IND(F_1 - \{X_i\}) = \{I, III, IV, VI, VII\}, \{II, V, VIII\}$, Then:

$$I\left(F_1 - \{X_i\}\right) = 1 - \frac{\frac{5^2 + 2^2}{8^2}}{\frac{30}{64}} = \frac{30}{64}$$

Through the Eq. (7), we can get:

$$SGF_{F_1-\{X_i\}}(X_i) = I(F_1) - I\left(F_1 - \{X_i\}\right) = \frac{50 - 30}{64} = \frac{20}{64}$$

Thus, we can obtain good effect by using the following equation:

$$SGF_{F_1-\{X_2\}}(X_2) = I(F_1) - I\left(F_1 - \{X_2\}\right) = \frac{50 - 48}{64} = \frac{2}{64}$$

By using the Eq. (8), we can get:

$$\omega(X_1) = \frac{SGF_{F_1}(X_1)}{\sum\frac{SGF_{F_1-\{X_i\}}(X_i)}{2}} = \frac{20}{20 + 2} = 0.9091$$

This is the key to computing things in practice. So we can obtain the computed weight in the following:

$$\omega(X_2) = 0.0000, \quad \omega(X_3) = 1.0000$$

$$\omega(X_4) = 0.3333, \quad \omega(X_5) = 0.6667$$

$$\omega(F_1) = 0.4000, \quad \omega(F_2) = 0.2000$$

$$\omega(F_3) = 0.2000, \quad \omega(F_4) = 0.0000$$

In the sections that follow, the decision index system of competence of the elevator door system was built by issuing the expert questionnaires. And the index weights were calculated based on AHP method. According to Tab. 1, the importance of each index of vertical elevator door system was compared and evaluated by experts, and the relative importance of each index is obtained in Tab. 5, Tab. 6 and Tab. 7.

**Table 4** The brief information system of rough set

| Number | $X_1$ | $X_2$ | $X_3$ | $X_4$ | $X_5$ | $X_6$ |
|--------|-------|-------|-------|-------|-------|-------|
| I      | 3     | 2     | 2     | 1     | 2     | 1     |
| II     | 1     | 4     | 2     | 3     | 2     | 2     |
| III    | 2     | 2     | 1     | 2     | 4     | 2     |
| IV     | 4     | 2     | 1     | 2     | 3     | 3     |
| V      | 1     | 4     | 3     | 3     | 2     | 2     |
| VI     | 2     | 2     | 1     | 2     | 3     | 3     |
| VII    | 4     | 2     | 1     | 1     | 3     | 3     |
| VIII   | 3     | 3     | 2     | 1     | 2     | 1     |

**Table 5** Index ratio of $F_1$.

| $F_1$ | $X_1$ | $X_2$ |
|-------|-------|-------|
| $X_1$ | 5     | 5     |
| $X_2$ | 1/5   | 1     |

According to decision indexes, the weight of each index can be calculated. The subjective and objective weight coefficient can be given by using golden number. The results of two indicators of combined weights based on RS and AHP are shown in Tab. 8 and Tab. 9.

**Table 6** Index ratio of $F_1$.

| $F_4$ | $X_1$ | $X_2$ |
|-------|-------|-------|
| $X_1$ | 1     | 1/7   |
| $X_2$ | 7     | 1     |
| $X_3$ | 1     | 1/3   |
| $X_4$ | 5     | 5     |

**Table 7** Index ratio of AHP

| $F_1$ | $F_2$ | $F_3$ | $F_4$ |
|-------|-------|-------|-------|
| $F_1$ | 1     | 1/7   | 9     |
| $F_2$ | 7     | 1     | 1/3   |
| $F_3$ | 1/9   | 3     | 1     |
| $F_4$ | 1/5   | 1/5   | 5     |

According to the weight of level indexes and the value of each object under the corresponding index, the comprehensive weights can be calculated by the Formula (20). So, the weight of comprehensive index is shown in Tab. 10. The key values of the vertical elevator door system can be evaluated as: 0.2431; 0.0331; 0.2306; 0.3183; 0.0443; 0.1304; and the comprehensive index values are from high to low is $X_5, X_1, X_3, X_11, X_6$ and $X_2$.

Based on Tab. 10, the result for the comprehensive weight index of quality analysis system is displayed in Fig. 4.

**Table 8** The index weights of the first level

| Index weight of first level | $X_1$ | $X_2$ | $X_3$ | $X_4$ | $X_5$ | $X_6$ |
|-----------------------------|-------|-------|-------|-------|-------|-------|
| Analysis method of rough set | 0.4000 | 0.2000 | 0.2000 | 0.2000 | 0.2000 | 0.0000 |
| Analysis method of AHP | 0.0760 | 0.2802 | 0.5908 | 0.1340 | 0.2762 | 0.2306 |
| Combination method | 0.2762 | 0.2306 | 0.3183 | 0.1748 | 0.2762 | 0.2306 |

**Table 9** The index weight of the second level

| Level index | $X_1$ | $X_2$ | $X_3$ | $X_4$ | $X_5$ | $X_6$ |
|-------------|-------|-------|-------|-------|-------|-------|
| Rough set | 0.9091 | 0.0909 | 1.0000 | 1.0000 | 0.3330 | 0.6667 |
| AHP | 0.8333 | 0.1667 | 1.0000 | 1.0000 | 0.1250 | 0.8750 |
| Combination | 0.8801 | 0.1199 | 1.0000 | 1.0000 | 0.2535 | 0.7463 |

**Figure 4** Weight of comprehensive index of quality analysis system

| Level index | $X_1$ | $X_2$ | $X_3$ | $X_4$ | $X_5$ | $X_6$ |
|-------------|-------|-------|-------|-------|-------|-------|
| Weight of comprehensive index | 0.2431 | 0.0331 | 0.2306 | 0.3183 | 0.0443 | 0.1304 |

From above analysis, it is necessary to maintain the key parts with the comprehensive weight. In order to ensure the normal working state of the vertical elevator door system, the normal operation of the door system was
used to reduce the failure rate of the elevator. Operation, management and maintenance personnel can quickly make informed decisions that significantly impact the performance of vertical elevator door system.

4 DISCUSSION

We carried out research and analysis on the most common opening and closing faults in the normal use of vertical elevator, and summarized the fault points through daily maintenance data. The main reasons for the faults included the following 11 points: gate motor synchronous belt (X1), steering wheel plugging (X2), halls and door transmission wire rope (X3), gate motor failure (X4), control of circuit board failure (X5), excessive wear of eccentric wheel (X6), clutter in the ground (X7), grease stain on the guide rail of the door (X8), light screen sensor failure (X9), failure of gate motor speed sensor (X10) and gate photoelectric sensor failure (X11). By using the method of RS and AHP, the different important degrees of fault point were calculated with the important degree sorting point of RS and AHP, the different important degrees of fault point are equidistant. Compared with other numerical methods, the hierarchical decomposition of AHP and the calculation of rough number and rough interval can effectively deal with the situation of multiple decision-makers and multiple demands. The evaluation of demand importance derived from rough numbers can better reflect the true perception of customers, especially the overall cognition of the investigated customer group, and the result may be more convincing and acceptable from the practical example.

Although we have ignored some factors of the experimental results, the new methods are worth extending and popularizing with the effectiveness of practical quality analysis system. By sorting the importance of the key positions that affect the normal operation of vertical elevator subway, it is beneficial to the maintenance and inspection of the key positions by elevator maintenance personnel. The application of the methods in the actual case can greatly improve the daily work efficiency and reduce the occurrence of elevator failure.

5 CONCLUSION

With the development of economy and society, building the condition monitoring of fault information and quality analysis system for complex mechanical and electrical products becomes more and more important. This paper analyzed the product quality monitoring system and gives some advices on guaranteeing the operation quality. To get the comprehensive decision model of quality analysis system, the model with logical reasoning and theoretical basis based on the RS and AHP was established. The characteristics of the two methods were also compared and analyzed respectively. And the quality analysis system was operated with data mining technology for monitoring and checking complex mechanical and electrical products with fault finding and correction information by using RS and AHP. The result showed that RS and AHP method is a special decision support tool for quality analysis system. Thus, this paper presented a research on condition monitoring of fault information by movement data and operational research theory and information management method. Moreover, model identification with complex decision methods is very important to the quality system stability analysis and control.

To this end, we monitor the product quality system to challenge a number of methods, aimed at establishing more effective monitoring system and improving the operation quality. The effectiveness of the approved methods and their learning algorithms were proved by the elevator faults prediction in the long-distance condition monitoring, and the computational results are satisfactory. The example shows that the decision is feasible effective and provides a new way for monitoring the product quality system of vertical elevator door. In future research, we would try to use the approved comprehensive method to solve the correspondence problem of other complex mechanical and electrical products.
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