Extreme compression of sentence-transformer ranker models: faster inference, longer battery life, and less storage on edge devices

Abstract

Modern search systems use several large ranker models with transformer architectures. These models require large computational resources and are not suitable for usage on devices with limited computational resources. Knowledge distillation is a popular compression technique that can reduce resource needs of such models, where a large teacher model transfers knowledge to a small student model. To drastically reduce memory requirements and energy consumption, we propose two extensions for a popular sentence-transformer distillation procedure: generation of an optimal size vocabulary and dimensionality reduction of the embedding dimension of teachers prior to distillation. We evaluate these extensions on two different types of ranker models. This results in extremely compressed student models whose analysis on a test dataset shows the significance and utility of our proposed extensions.

1 Introduction

Usage of search engines has increased dramatically in last decades, reflecting the digitization of a vast amount of knowledge, the ubiquity of handheld and connected devices, and the need to access knowledge within seconds.

Criteria that measure the quality of search experience include information relevance, personalisation, latency, privacy, and energy efficiency. Many search engines are competing to provide better search experience by focusing only on some of these criteria. For example, some search engines focus on providing personalised and relevant information using large machine learning models with massive computing infrastructure; but this comes at the expense of having to track sensitive and personal data of their users.

Some search engines focus on privacy, instead, by removing personally identifiable information from search logs; this comes at the expense of poorer personalization of search results. The saved search logs, even when anonymised, pose a risk of re-identification attacks – especially when data is leaked or systems are hacked. So far, there seems to be no search engine that provides highly personalised, relevant results with strong user privacy guarantees.

We stipulate that a good search experience should...
provide search results that are pertinent to the user query, energy efficient in their generation, rendered with low latency, and equipped with strong privacy guarantees. We resolve the tension between personalisation and privacy of search results through the use of on-device machine learning models. These models providing users with personalised results that are relevant to the user query. This privacy by design ensures that sensitive information can remain on the device controlled by the user and never leave that device.

Natural language processing (NLP) is a central tool used to build modern search engines that offer relevance and personalization of search experiences. The NLP models that render such tools are huge and need to support a range of languages in which a user engages during searches.

The biggest challenge we face in realizing our vision of a user-centric and privacy-preserving search technology is how to modify huge NLP models so that they can be deployed on consumer devices such as smartphones, without degrading the performance of these devices and the search experience.

The size of the state-of-the-art NLP models is increasing exponentially [22]. Using such large models in edge devices is impractical as they require too much memory, have unsatisfactory inference time, and consume too much energy. Model compression methods such as distillation [10], quantization [9], and pruning [17] are therefore widely used.

We increase the utility of such compression methods for better user experience by developing and evaluating an extension for the distillation method proposed in [20]; this method reduces the size of multilingual NLP models that are used in search engines and other NLP applications beyond search. The contributions we report in this paper are:

1. We prove that generating multilingual vocabulary for a set of target languages instead of using a multilingual vocabulary of state-of-the-art multilingual models trained on hundreds of languages improves the performance without a change of model architecture.

2. We show how to reduce the embedding dimension of the teacher model with dimensionality reduction techniques such as PCA to produce a student model with smaller embedding dimensions and significantly reduced size.

3. We evaluate the utility of our extension on state-
of-the-art models to assess its suitability to edge devices – based on criterion such as latency, memory, inference time, and energy efficiency.

Outline: Section 2 describes the type of ranker models used in a general search engine for which model compression techniques are proposed. Section 3 provides a survey on knowledge distillation, an important model compression technique. This section also describes the training procedure for ranker models which are used for knowledge distillation. The intuition behind our proposed solutions for model compression is presented in Section 4, where a detailed description of proposed methods is provided in Section 5. The findings of our comparative analysis for different distilled model with the original ranker models is summarised in Section 6. The paper concludes and discusses scope for future work in Section 7.

Notation: Throughout this paper, vectors are denoted by lower case boldface letters.

2 Search System Design

A general design for a personalised search system is shown in Fig. 1. In this section, we illustrate how ranker models are needed and used to support a personalised search system whose models are obtained from the compression techniques proposed in this paper. We omit details of the personalized search system as these are not relevant for the focus of this paper.

The input to the search system is a set of N documents \( U = \{u_1, u_2, \ldots, u_N\} \) and a user query \( q \). These documents could stem from a sole, large database or they could be fetched from multiple sources or APIs. No matter how these documents are sourced, we want to present these documents to the user in the order \( U^* \) such that top documents are not only more relevant to the user query \( q \) but also relevant to the user preferences. These user preferences are captured from user interactions with documents returned for past queries.

To support such search systems, we need two ranker models:

1. Semantic ranker (S-mBERT) for ranking documents according to the user interests and disinterests,
2. Relevance ranker (Q-mBERT) for ranking documents according to the relevance to the query.

The semantic ranker should be able to convert user interests into vector representations that can be used for personalised ranking. To guarantee strong user privacy, both ranker models must be small enough and computationally efficient so that they can run directly on the edge device of the user. This ensures that sensitive, personal data can stay on and never leave that device.

3 Background

The introduction of Bidirectional Encoder Representations from Transformers (BERT) \cite{devlin2018bert} quickly led to their huge popularity as models of choice for NLP research, products, and services. Following approaches such as GPT \cite{radford2019language} and RoBERTa \cite{liu2019roberta} complement this innovative toolbox in NLP that opens up variety of exciting applications.

These approaches see a dramatic increase in the number of model parameters; the size of these models appears to increase exponentially \cite{wiegreffe2020empirical} with no limit in sight, as the performance of these models is correspondingly improving.

Most of these models are open-sourced, but their usage is impractical on edge devices where the computational and energy resources are limited. Therefore, the NLP community has investigated several model compression techniques. In this paper, we use the knowledge distillation method in \cite{hinton2015distilling} for model compression of large sentence-transformer models \cite{reimers2019sentence}. We refer to this method as distillation subsequently.

Distillation is the process of transferring knowledge from a large machine learning model (the teacher model) to a small machine learning model (the student model). Put simply, the student network is trained to mimic the behaviours of the teacher network. Several approaches have been proposed for the distillation of BERT models \cite{li2020tinybert, liu2020tinybert, yang2021rethinking, liu2022efficient}; but their inference time is still very high and they only distil a
pre-trained BERT model which requires fine-tuning for specific tasks.

The sentence-transformers (SBERT) \cite{reimers2019sentence} are a modification of the pre-trained BERT network that use siamese network structures to derive semantically meaningful sentence embeddings that can be compared using cosine-similarity. Compared to the pre-trained BERT models, this is more efficient: sentence-embeddings can be stored and test sentence embeddings can be much more efficiently computed and compared with stored sentence embeddings through cosine similarity.

A distillation procedure for sentence-transformers models has been proposed in \cite{hochreiter2017distilling}; it not only compresses the models but also converts a monolingual teacher model into a multilingual student model. However, the size of the student model is still too large for use on edge devices.

### 3.1 Teacher models

As discussed in Section 2, the aim of ranker modules in search engines is to find vector representations of documents in $U$ that can be compared with the user query $q$ using a relevance ranker model and with the vector representations of previously stored user preferences using a semantic ranker model. There are large, open-sourced ranker models for these tasks which we use as teacher models for distillation.

We use the model paraphrase-xlm-r-multilingual-v1 \cite{bauer2020paraphrase} as teacher semantic ranker model, trained on the Semantic Text Similarity (STS) \cite{roberts2004dataset} dataset. The dataset lists pairs of sentences with labels describing the degree to which two sentences are semantically equivalent to each other. The model is trained using mean squared error loss for the cosine similarity between the sentence embedding and the gold label provided in the STS dataset, as shown in Fig. 2.

We used msmarco-distilroberta-base-v2 \cite{adai2020msmarco} as teacher relevance ranker model. It is trained using the MSMarco dataset \cite{bajkova2020msmarco}, a set of user queries and passages. There are subsets of passages that are relevant to each query. The relevance ranker teacher model is also trained using a siamese network with two key differences. Instead of sentence pairs, a triplet of query, relevant passage and irrelevant passage is used as input. The objective function is the triplet loss function where – given a query $q$, related documents $u_p$, and irrelevant documents $u_n$ – it tunes the models to reduce the distance between the sentence embedding of $q$ and $u_p$ while also increasing the distance between $q$ and $u_n$. Mathematically, the loss function is to minimize

$$\max(||s_q - s_{u_p}|| - ||s_q - s_{u_n}|| + \epsilon, 0)$$

with $s_q$ the sentence embedding of $q$, $u_p$, and $u_n$ (respectively) and $||.||$ the distance metric. The margin $\epsilon$ ensures that $s_{u_p}$ is at least $\epsilon$ closer to $s_q$ than $s_{u_n}$.

From the description of the teacher models we can deduce that the semantic ranker teacher model calculates the sentence embeddings in an embedding space such that semantically similar sentences are
near to each other and vice versa. The relevance ranker teacher model maps the user query embedding closer to the relevant document embeddings than non-relevant document embeddings. The aim of the distillation procedure is to mimic these properties in the respective student models for the multilingual setting.

4 Intuition of our proposed solution

As described in earlier sections, the distilled SBERT is suitable for efficient semantic and contextual ranking compared to the BERT model. Our proposed extensions of their distillation procedures reduce the required computational resources by several orders of magnitude.

We describe the architecture of the SBERT model briefly for understanding the intuition behind our proposed method. The SBERT model comprises multiple modules: a word-embedding layer, encoder layers, a pooling layer, and cosine similarity computation.

The word-embedding layer is a map of tokens/words from the vocabulary and corresponding vectors of real numbers. These vectors are found by embedding algorithms such as word2vec [15]. Thus, the word-embedding layer converts input text into a set of tokens from the vocabulary and converts that into a list of vectors.

These lists of vectors are processed by multiple encoder layers comprising of self-attention and feed-forward layers. These processed vectors are then averaged by a pooling layer to find a representation of the input text in the form of a single vector. This final representation of different sentences can be compared to each other based on cosine similarity. The training procedure for SBERT model for semantic and contextual rankers is described in Section 2.

An improvement of distillation is possible only in the word-embedding layer and encoder layers of the SBERT model since the other modules perform small computations. The word-embedding layer occupies most of the memory as large number of vectors, equal to the size of the vocabulary, must be stored. The encoder layers are responsible for most of the computations. With the reduction of the encoder layers, the performance of the SBERT model decreases drastically even after distillation.

Therefore, we propose that, by improving/increasing vocabulary especially in the multilingual setting, we can get performance for smaller models comparable to that of larger models. However, the increase in vocabulary increases the size of the word-embedding layer. We achieve small
sized models by reducing the vector sizes in word-embedding layer with dimensionality reduction techniques such as PCA. The small vector size for word-embedding means that the final vector obtained from the SBERT model is also a small vector. This reduces the memory requirement for storing the user preferences as well.

5 Extensions to SBERT Distillation

This section describes the extension to the distillation procedure of SBERT model described in [20].

5.1 Generation of Multilingual Vocabulary

Many transformer-based language models have been developed and open-sourced. Most of them are monolingual and only some are bilingual [12] or multilingual [6], [13], [16]. Multilingual models are trained on data for hundreds of languages. The vocabularies for these open-source models are monolingual, bilingual or multilingual.

There is no readily available solution for generating a vocabulary for a set of target languages. Therefore, the multilingual SBERT model uses the available vocabulary of hundreds of languages for the distillation. This is inefficient if a student model must be trained only for few languages, as many of the tokens used in the multilingual vocabulary would be unused – making it equivalent to a very small vocabulary size.

We propose to generate a wordpiece [24] vocabulary with the data only for the target languages. We used Wikipedia dumps for generating this vocabulary. As the size of Wikipedia dumps varies greatly for different languages, the low-resource languages are under-represented in the vocabulary.

To mitigate this problem, we performed exponential smoothed weighting of data. The percentage of data for each language is exponentiated with a factor (we used 0.7) and renormalised to get a probability distribution used for sampling the data for vocabulary creation. This helps in under-sampling of high-resource languages and over-sampling of low-resource languages.

5.2 Dimensionality Reduction of Embedding Space

To imitate the properties of sentence-transformer teacher model, we train a student model such that the embedding space is similar, in that the points are embedded in proximity to those embeddings of the teacher model. This ensures that the behavior of the cosine-similarity module is very similar when using our distilled student model.

To make the model multilingual, we map the translated sentence pairs. For this, we use the distillation procedure to compress the S-BERT teacher models into a multilingual small student model. This requires a corpus of parallel sentences \(((x_1, t_1), \ldots, (x_n, t_n))\), where \(x_i\) is the sentence in the source language and \(t_i\) is the sentence in the target language. The student model is trained such that \(\hat{s}_{x_i} \approx s_{x_i}\) and \(\hat{s}_{t_i} \approx s_{t_i}\). Specifically, for a given mini-batch \(\beta\), the mean-squared loss (MSE) is calculated as

\[
MSE = \frac{1}{|\beta|} \sum_{i \in \beta} \left( ||\hat{s}_{x_i} - s_{x_i}||_2^2 + ||\hat{s}_{t_i} - s_{t_i}||_2^2 \right). \tag{2}
\]

This loss function allows for a completely different architecture and vocabulary for the student model than those used for the teacher model. The only constraint for this is that \(\hat{s}_{x_i}\) and \(s_{x_i}\) have the same dimension. This enables us to generate our own vocabulary, as described in Section 5.1.

We desire a smaller embedding dimension as this will reduce the size of the vocabulary and the size of the vector representations for user preferences. We use principal component analysis (PCA) for learning parameters of an additional layer on top of the teacher model to reduce the dimension of \(s_{x_i}\) to desired size. The entire distillation method is described in Fig. 4. The distillation for both the semantic and the relevance ranker is same, the only difference being in the choice of the teacher model.
| Model Name | Size (MB) | Vocabulary Size | ES-ES | ES-EN | EN-EN | TR-EN | EN-DE | FR-EN | IT-EN | NL-EN | Avg. |
|------------|-----------|-----------------|-------|-------|-------|-------|-------|-------|-------|-------|------|
| paraphrase-xlm-r-multilingual-v1 (12/768) | 1100 | 250002 | 85.7 | 84.1 | 88.1 | 80.2 | 83.7 | 83.2 | 85.7 | 83.7 | 84.3 |
| paraphrase-xlm-r-multilingual-v1 (12/128) | 1100 | 250002 | 85.0 | 83.7 | 87.2 | 79.34 | 83.0 | 82.2 | 84.8 | 83.0 | 83.53 |
| S-mBERT (1/768) | 312 | 100000 | 80.64 | 66.52 | 84.05 | 59.56 | 67.20 | 68.58 | 65.79 | 69.04 | 70.17 |
| S-mBERT (1/128) | 27 | 50000 | 78.61 | 60.07 | 82.60 | 52.54 | 63.93 | 63.58 | 60.48 | 63.82 | 65.7 |
| S-mBERT (1/128) | 53 | 100000 | 79.91 | 68.49 | 83.90 | 58.91 | 63.93 | 68.59 | 67.74 | 69.91 | 70.17 |
| S-mBERT (1/128) | 79 | 150000 | 80.56 | 62.37 | 83.24 | 60.16 | 62.02 | 61.65 | 59.24 | 64.01 | 66.65 |
| S-mBERT (1/128) | 56 | 105879 (multi-lingual BERT vocabulary) | 81.40 | 63.11 | 82.24 | 57.68 | 62.76 | 62.82 | 59.72 | 65.45 | 66.89 |

Table 1: Spearman rank correlation $\rho$ for teacher and student semantic ranker models using the STS-Extended Dataset [20]. The model architecture is described in the form of (# encoder layers/embedding dimension) written after the model names.

6 Experimental results

We distilled both semantic and relevance ranker student models using the Tatoeba dataset [2] for languages French, German, Italian, Spanish, Polish, Portuguese, Dutch, Russian, Turkish. We distilled models for 20 epochs using MSE loss, a batch-size of 128, the ADAM optimizer with learning rate $2 \times 10^{-5}$, and a linear learning rate warm-up over 10% of the training data. For semantic ranker, we used 100,000 sentence-pairs (English to target language) for each target languages while the for relevance ranker, we used 500,000 sentence pairs for each target language.

6.1 Performance Measurement

The evaluation of the semantic ranker models on the STS test dataset is given in Table 1, showing the Spearman rank correlation $\rho$ between the cosine similarities of sentence representations and the gold labels for the STS extended dataset [20]. We present the results for only those language pairs for which the STS extended dataset contains test examples. Also, our primary aim is to showcase the improvement that can be achieved by the proposed methods and not to achieve the state-of-the-art results. We can achieve better results with additional parallel sentence datasets. By convention, the performance is reported with $\rho \times 100$. Our observations from these
| Model Name         | Energy Consumption [kJ] | Inference Time [ms] |
|--------------------|-------------------------|---------------------|
| paraphrase-xlm-r-multilingual-v1 (12/768) | 2382.99 [2079.55, 2573.30] | 153.11 [143.16, 170.04] |
| paraphrase-xlm-r-multilingual-v1 (12/128) | 2760.83 [2582.50, 3144.49] | 172.30 [144.10, 182.46] |
| S-mBERT (1/768)    | 350.77 [311.52, 377.53]  | 6.81 [5.64, 7.34]    |
| S-mBERT (1/128)    | 120.12 [113.81, 173.29]  | 2.34 [2.06, 2.58]    |
| msmarco-distilroberta-base-v2 (6/768) | 1072.17 [949.06, 1160.15] | 72.05 [60.29, 84.46] |
| msmarco-distilroberta-base-v2 (6/128) | 937.95 [899.68, 1039.65] | 75.78 [71.96, 91.39] |
| QA-mBERT (1/768)   | 167.33 [147.39, 352.40]  | 9.56 [7.35, 12.79]   |
| QA-mBERT (1/128)   | 121.22 [111.92, 167.11]  | 2.35 [2.08, 2.62]    |

Table 2: Median energy consumption (in kilojoule) and inference time (in milliseconds) reported with the first and third quartile. The model architecture is described in the form of (# encoder layers/embedding dimension) besides the model names.

Table 3: Model comparison on 6980 queries on the MSMARCO test dataset with a maximum corpus size of 1 million and cosine similarity scoring function. The model architecture is described in the form of (# encoder layers/embedding dimension) besides the model names.

1. The student model shows acceptable performance even after extreme compression of the teacher model from 1100 MB to 27 MB with our extension of distillation.

2. Choosing an optimal vocabulary size is important: for the same model architecture, varying the vocabulary size provides different results. Increasing...
ing the size of generated vocabulary from 50,000 to 100,000 shows a 4.5 points improvement in the STS score on average. Further increasing the vocabulary size decreases that score by roughly 3.5 points on average. Using the vocabulary of the open-sourced multilingual BERT model results in a score about 3.28 points lower than that of the distilled student model with the same architecture and similar size of vocabulary.

3. Distilling a student model with original dimension of the teacher model (1×768) and distilling a student model with reduced dimension (1 × 128) provides similar results on average but with significant decrease in the model size.

The evaluation of the relevance ranker model using the MSMarco test dataset is shown in Fig. 2; we can see similar trends as observed with the semantic ranker student models, confirming the importance of our contributions of generating an optimal vocabulary and reductions of the embedding dimension of the teacher model.

6.2 Computational Resources Measurement

Our experiments demonstrate that the distillation method we presented in this paper reduces the size of the ranker models significantly. To provide evidence for the efficiency of our distilled models, we compared them to the respective teacher models against two other important criteria for edge devices, energy consumption and inference speed (see Table 1).

All our experiments were conducted on a Lenovo ThinkPad X1 Carbon with Intel Core i7 CPU processor with max clock speed of 2.09 GHz and 16 GB RAM using python library pyJoules [7]. We tracked energy consumption of models for 1000 runs. The results of the energy consumption of all teacher and student models are summarised in Table 3. These results show that the best student models obtained through the distillation procedure developed in this paper require significantly less energy and inference time.

7 Conclusion

In this paper, we proposed and developed two extensions to the distillation procedure of sentence-transformer ranker models: generation of an optimal size vocabulary and dimensionality reduction of the embedding dimension of teachers prior to distillation.

We applied these extensions to a known distillation procedure. We showed experimentally that applying this extended distillation procedure to semantic and relevance ranker models resulted in extreme compression that retains desired performance, increased inference speed, and reduced energy consumption significantly.

In future work, we plan to apply and evaluate additional model compression techniques such as quantization to the distilled ranker models.

We will use the distilled ranker models developed in this paper and their enrichment with further compression techniques in a personalised, private search engine that we currently design and implement for use on edge devices.
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