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摘要 补偿凸变换和下变换是对给定函数作“紧贴”逼近的单参数单向变换. 本文将它们应用到 \( \mathbb{R}^n \) 中局部具有一般模的半凸 / 半凹函数和 DC- 函数 (即两个凸函数的差函数) 的奇点提取. (全局) 半凹函数最常见的几何例子有 Euclid 距离函数和平方 Euclid 距离函数. 对于局部具有一般模的半凸函数 \( f \), 本文证明在局部意义下, \( x \) 是 \( f \) 的奇点 (即不可微点) 当且仅当它是 \( f \) 的 1- 阶 “谷点”, 因而用本文的方法可以直接从具有局部性质的半凸函数中提取所有的这些精细的几何奇点. 更确切的讲, 如果 \( f \) 是局部具有一般模的半凸函数, 则 “局部的” 1- 阶 “山谷” 变换在每个点 \( x \) 的极限存在, 而且有显式表示 \( \lim_{\lambda \to +\infty} \lambda V_\lambda(f)(x) = r_x^2/4 \). 其中 \( V_\lambda(f)(x) \) 是 \( f \) 在 \( x \) 点的 “山谷” 变换, \( r_x \) 是 \( f \) 在 \( x \) 点次微分 \( \partial f(x) \) 的最小包含球面的半径. 所以, 极限函数 \( V_\infty(f)(x) := \lim_{\lambda \to +\infty} \lambda V_\lambda(f)(x) = r_x^2/4 \) 提供了一个半凸函数奇点 1- 阶 “谷点” 的 “景观函数”. 同时, 它也提供了补偿上凸变换 \( C_u^{\lambda}(f)(x) \) 当 \( \lambda \to +\infty \) 时的 1- 阶渐近展开式. 对于具有局部线性模的局部半凸函数, 本文进一步证明, 补偿凸变换的梯度当 \( \lambda \to +\infty \) 时的极限 \( \lim_{\lambda \to +\infty} \nabla C_u^{\lambda}(f)(x) \) 存在, 并且这个极限等于次微分 \( \partial f(x) \) 的最小包含球面的中心. 对于 DC- 函数 \( f = g - h \), 本文证明它的 1- 阶 “边缘” 变换, 当 \( \lambda \to +\infty \) 时满足 \( \lim \inf_{\lambda \to +\infty} \lambda E_\lambda(f)(x) > (r_{g,x} - r_{h,x})^2/4 \), 其中 \( r_{g,x} \) 和 \( r_{h,x} \) 分别是次微分 \( \partial g(x) \) 和 \( \partial h(x) \) 的最小包含球面的半径.
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1 引言及主要结果

大约十年前, 本文第一作者将一篇关于补偿凸变换[1] 的文章投稿到法国的《非线性分析杂志》, 祝贺张恭庆老师 70 岁寿辰. 十年过去了, 文献 [1] 中所讨论的内容在理论上有了一些进展 (参见文献 [2–5]). 作为应用的一部分, 我们成功地使基于此理论的图像处理技术获得了英国专利 (参见文献 [6]).
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方距离函数奇点的直接研究难度会高很多

λ > \text{dist}\[10\]

局部具有线性模的半凹函数

此类变换对半凸函数和半凹函数的几何逼近与几何奇点的提取

张克威等: 补偿凸变换与半凸函数的几何奇点提取

本文将沿着文献[1]的路线作进一步的研究。我们将用在文献[1]中引进的补偿凸变换来研究此类变换对半凸函数和半凹函数的几何逼近与几何奇点的提取。

人们通过对 Hamilton-Jacobi 方程解的研究，已经对半凸函数和半凹函数及其正则性有了较深入的了解（参见文献[7–10]）。DC- 函数[11] (凸函数之差) 也被应用到许多优化问题（参见文献[12]）。重要的半凹函数的例子包括 Euclid 平方距离函数。由于一般的 DC- 函数与半凸/半凹函数在其值为有限的区域是局部 Lipschitz 函数（参见文献[10, 定理 2.1.7] 和 [7]），所以，这些函数都是几乎处处可微的 (Rademacher 定理)。关于凸/凹函数与半凸/半凹函数奇点的精细性质已经有详细的研究（参见文献[8–10]），证明半凸/半凹函数的奇点集是可矫正集 (rectifiable set)。然而从应用数学的观点看，若干自然的问题出现了。例如，如何用光滑函数对此类函数进行有效的几何逼近；是否所有的奇点都是同样类型的，即对于半凹 (半凸) 函数，是否所有奇点都是几何 “山峰” 点 (“山谷” 点)；如何用可微性定义以外的方法有效地提取这些奇点；如何有效地测量不同奇点的 “强度”。这些问题的答案在图像处理与计算机辅助设计等方面都有重要应用。例如，到一个有界开区域 \( \Omega \subset \mathbb{R}^n \) 余集的 Euclid 平方距离函数 \( \text{dist}^2(\cdot, \Omega) \)，其奇点集 \( M_\Omega \) (称为 \( \Omega \) 的中轴线集) 携带着压缩的信息。只要知道奇点集 \( M_\Omega \) 及其上每一点到余集 \( \Omega \) 的距离，就可完全完建。另一熟知的事实是平方距离函数 \( \text{dist}^2(\cdot, K) \) 是具有线性模的 2- 半凹函数（参见文献[10]）。虽然中轴线集本身关于区域的扰动是不稳定的，但如果对如何被扰动的区域定义 “稳定地” 提取中轴线的问题在文献[5]中有讨论。这个问题的解决有很多实际的应用（参见文献[14]）。在文献[5]中，我们对给定的闭集 \( K \subset \mathbb{R}^n \) 引进了中轴线映射 (medial axis map) 的概念。其定义为 \( M_\lambda(K)(x) = (1 + \lambda)R_\lambda(\text{dist}^2(K), (K))(x) \)。并讨论了它的一些性质。特别地，存在且有表达式：

\[
\lambda \geq 0, M_\lambda(K) \subset K \quad \text{对任何} \quad x \in \mathbb{R}^n, \quad \text{当} \quad \lambda \quad \text{趋于} \quad +\infty \quad \text{时} \quad \lim_{\lambda \to +\infty} \lambda M_\lambda(K)(x) \quad \text{存在} \quad \text{且有表达式} \quad \text{dist}^2(x, K) - \text{dist}^2(x, M_\lambda(K))(x) \quad \text{和所得到} \quad \text{的极限函数为我们提供了一种对中轴线集的多尺度 “景观函数”。}
\]

在上面的多尺度景观函数表达式中，我们有 \( K(x) = \{ y \in K, \text{dist}(x, K) = |x - y| \} \)。其中 \( \text{co}(K(x)) \) 是 \( K(x) \) 的凸包。

本文中的工作部分地受到文献[5]的启发，特别是关于极限表示的部分。然而本文中关于极限的

结果比文献[5]所涵盖的要广泛得多。例如，本文的结果可用于 Euclid 距离函数本身及所谓的加权的到有限点集 \( K = \{ x_i, i = 1, \ldots, m \} \) 的平方距离函数 \( \text{dist}^2_{w,b}(x, K) = \min \{ w_i|x - x_i|^2 + b_i, x_i \in K, w_i \neq 0, b_i \in \mathbb{R}, \} \)。这些都不包括在文献[5]中。我们知道，Euclid 距离函数 dist(\cdot, K) 在 \( \mathbb{R}^n \setminus K \) 上是局部具有线性模的半凹函数，但是直接对它的奇点集的几何研究要比研究 Euclid 平方距离函数 dist^2(\cdot, K) 讨论的多。关于加权平方距离函数，不难验证它是整体具有线性模的半凹函数。然而就一个给定的有限尺度 \( \lambda > 0 \)，比较好的标准的 Euclid 平方距离函数奇点的研究（参见文献[5]），对加权平方距离函数奇点的直接研究难度会高很多。所以对这些更一般的情形，如果我们先研究其极限的情形，相比有限尺度下的研究会容易一些。

在文献[3,4]中，基于补偿凸变换，我们引进了用于提取函数几何奇点的若干工具。包括对给定函数的山峰变换、山谷变换和边缘变换。对于由特征函数 (点云) 定义的光滑流形之间的几何相交集，我们也引进了 Hausdorff 稳定的提取工具。这些工具可以在有限尺度下用于测量类特殊奇点的强度。本文将利用这些工具逐渐地提取半凸/半凹函数和 DC- 函数的奇点。我们的结果表明，由补偿凸变换所定义的 “紧贴” 逼近具有很高的逼近质量，即它们可以从半凸/半凹函数中提取直到导数阶的几何信息。

我们用 \( \mathbb{R}^n \) 表示标准的 \( n \)- 维 Euclid 空间，对 \( x, y \in \mathbb{R}^n \)，其内积和模分别用 \( x \cdot y \) 和 \(|x|\) 来表示。我们分别用 \( \partial A \) 和 \( A \) 来表示 \( \mathbb{R}^n \) 中集合 \( A \) 的闭包与边界，\( B_t(x) \) 与 \( B_s(x) \) 分别表示中心在 \( x \in \mathbb{R}^n \) 且
半径为 \( r > 0 \) 的开球与闭球体，\( S_r(x) := \partial B_r(x) \) 表示中心在 \( x \in \mathbb{R}^n \) 且半径为 \( r > 0 \) 的球面。但对凸集 \( A \) 我们也用 \( \partial A \) 来表示其相对边界。到时我们会作特殊说明。我们用 \( C^1(B_r(x)) \) 表示所有在包含 \( B_r(x) \) 的开集上连续可微的实值函数，\( C^{1,1}(B_r(x)) \) 表示 \( C^1(B_r(x)) \) 中的子集，其上函数的导数在 \( B_r(x) \) 上 Lipschitz 连续。

在叙述我们主要结果之前，我们首先引进 \( \mathbb{R}^n \) 中函数补偿凸变换的概念。本文假设函数最多为二次增长。对于更一般的单向增长条件，参见文献 [1]。假设 \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) 满足二次增长条件，即 \(|f(x)| \leq C_0 |x|^2 + C_1, x \in \mathbb{R}^n \)，其中 \( C_0 \geq 0 \) 与 \( C_1 > 0 \) 为常数。我们说 \( f: \mathbb{R}^n \rightarrow \mathbb{R} \) 满足线性增长条件，如果 \(|f(x)| \leq C_0 |x| + C_1, x \in \mathbb{R}^n \)。显然，如果 \( f \) 线性增长，则必二次增长。

对于满足二次增长的函数 \( f: \mathbb{R}^n \rightarrow \mathbb{R} \)，其补偿凸下变换 [1] （简称下变换）当 \( \lambda > C_0 \) 时定义为

\[
C_\lambda(f)(x) = \text{co}[f + \lambda | \cdot |^2](x) - \lambda |x|^2, \quad x \in \mathbb{R}^n,
\]

其中 \( \text{co} \) 是给定函数 \( g: \mathbb{R}^n \rightarrow (-\infty, +\infty) \) 的下凸包 [16, 17]。

函数 \( f \) 的补偿凸上变换 [1] （简称上变换）当 \( \lambda > C_0 \) 时定义为

\[
C_\lambda^*(f)(x) = \lambda |x|^2 - \text{co}[\lambda | \cdot |^2 - f](x), \quad x \in \mathbb{R}^n.
\]

不难看出，\( C_\lambda^*(f)(x) = -C_\lambda(-f)(x), x \in \mathbb{R}^n \)。另外，如果 \( f \) 满足线性增长条件，则上下变换对一切 \( \lambda > 0 \) 有定义。当 \( \lambda, \tau > C_0 \) 时，我们还定义两个混合补偿凸变换为 \( C_\lambda^*(C_\tau(f))(x) \) 和 \( C_\tau^*(C_\lambda(f))(x) \)。

我们知道文献 [3] 中下变换与上变换分别定义为两个临界函数 Moreau 包 [18–21]，从而以数学形态学的观点看，文献 [22, 23] 可以被视为形态开与形态闭运算 [8]。

由于我们主要目的是描述当 \( \lambda > 0 \) 充分大时，给定函数在山峰变换、山谷变换和边缘变换的作用之下的表现。我们引进如下局部化的补偿凸变换。由于补偿凸变换满足所谓“局部性”的性质（见下面命题 2.3），我们将在后面看到我们所得到的结果将与区域选择无关。

假设 \( \Omega \subset \mathbb{R}^n \) 是非空开集，\( f : \Omega \rightarrow \mathbb{R} \) 是一个局部 Lipschitz 函数，即它在任何 \( \Omega \) 的紧子集上为 Lipschitz 函数。设 \( x \in \Omega \) 且 \( x \in \bar{G} \subset \bar{G} \subset \Omega \)，其中 \( G \) 是一个有界开集。设 \( L_G \geq 0 \) 为 \( f |_{\bar{x}} : \bar{G} \rightarrow \mathbb{R} \) 的 Lipschitz 常数，这里 \( || \cdot ||_G \) 为 \( G \) 上的限制。根据 Kirszbraun 定理 [24]，\( f |_{\bar{x}} \) 可以被扩张到 \( \mathbb{R}^n \) 上的 Lipschitz 函数 \( f_G : \mathbb{R}^n \rightarrow \mathbb{R} \)，且保持相同的 Lipschitz 常数 \( L_G \)。当然如此的扩张并不要唯一，然而由于补偿凸变换的局部性，我们所得到的关于极限的结果将不依赖于 Kirszbraun 定理所给出的 Lipschitz 扩张及有界开集 \( G \) 的选择。

下对局部 Lipschitz 函数 \( f : \Omega \rightarrow \mathbb{R} \) 在 \( x \in \Omega \) 关于有界开集 \( G (x \in G \subset \bar{G} \subset \Omega) \) 分别定义局部补偿凸下变换 (简称局部下变换) 与局部补偿凸上变换 (简称局部上变换) 为

\[
C_\lambda^{\Delta, G}(f)(x) = C_\lambda^{\Delta}(f_G)(x), \quad C_\lambda^{\Delta, G}(f)(x) = C_\lambda^{\Delta}(f_G)(x), \quad x \in \mathbb{R}^n.
\]

文献 [3] 分别引进了如下的山峰变换 \( R_{\lambda}(f) \)、山谷变换 \( V_{\lambda}(f) \) 和边缘变换 \( E_{\lambda}(f) \)：

\[
R_{\lambda}(f)(x) = f(x) - C_\lambda^{\Delta}(f)(x), \quad V_{\lambda}(f)(x) = C_\lambda^{\Delta}(f)(x) - f(x),
\]

\[
E_{\lambda}(f)(x) = C_\lambda^{\Delta}(f)(x) - C_{\lambda}^{\Delta}(f)(x) = R_{\lambda}(f)(x) + V_{\lambda}(f)(x), \quad x \in \mathbb{R}^n.
\]

这里必须指出，我们在这里定义的山谷变换总是非负的。它与文献 [3] 中定义的山谷变换相差一个符号。给定开集 \( \Omega \subset \mathbb{R}^n \) 及局部 Lipschitz 函数 \( f : \Omega \rightarrow \mathbb{R} \)，我们定义局部山峰、山谷和边缘变换如下。
定义 1.1 给定 $x \in \Omega$ 及给定的有界开集 $G$ 满足 $x \in G \subset \Omega$，我们分别定义在 $x$ 点关于 $G$ 的局部山峰变换、局部山谷变换和边缘局部变换为

$$R_{\lambda,G}(f)(x) = R_{\lambda}(f_G)(x), \quad V_{\lambda,G}(f)(x) = V_{\lambda}(f_G)(x), \quad E_{\lambda,G}(f)(x) = E_{\lambda}(f_G)(x).$$

设 $f : \mathbb{R}^n \mapsto \mathbb{R}$ 是一个 Lipschitz 函数，其 Lipschitz 常数为 $L \geq 0$. 文献 [3, 定理 2.12(iii)] 证明了对任何 $\lambda > 0$，

$$C_\lambda^1(f)(x) \leq f(x) \leq C_\lambda^1(f)(x) + \frac{L^2}{4\lambda}, \quad C_\lambda^2(f)(x) - \frac{L^2}{4\lambda} \leq f(x) \leq C_\lambda^2(f)(x).$$

因此，如下的估计对任何 $\lambda > 0$ 成立 (参见文献 [3]),

$$0 \leq R_\lambda(f)(x) \leq \frac{L^2}{4\lambda}, \quad 0 \leq V_\lambda(f)(x) \leq \frac{L^2}{4\lambda},$$

并且在 $f$ 的任何可微点 $x_0 \in \mathbb{R}^n$, 我们有

$$\lim_{\lambda \to \infty} \lambda R_\lambda(f)(x_0) = 0, \quad \lim_{\lambda \to \infty} \lambda V_\lambda(f)(x_0) = 0, \quad \lim_{\lambda \to \infty} \lambda E_\lambda(f)(x_0) = 0.$$ 为以后方便起见，我们分别称 $R_\lambda(f), V_\lambda(f)$ 和 $E_\lambda(f)$ 为 1-阶山峰变换、1-阶山谷变换和 1-阶边缘变换.

为了便于叙述，关于局部半凸函数的精细逼近定理，我们需要先介绍一些预备结果。首先需要如下关于 $\mathbb{R}^n$ 中非空紧集的最内包含端面的结论。这个问题最早是由 Sylvester 于 1857 年对平面上的有限集提出的 (参见文献 [25]). 接下来，在他的 1860 年的文献 [26] 中作了进一步的研究。最一般的 $\mathbb{R}^n$ 中的结果是由 Jung 于 1901 年证明的 (参见文献 [27]). 自 Jung 的工作以后有很多初等证明 (参见文献 [28–30]). 它们都用到凸分析中的著名的 Helly 于 1923 年证明的定理 (参见文献 [31]).

引理 1.2 [27–30] 设 $K \subset \mathbb{R}^n$ 为非空紧集，则

(i) 存在唯一的最小闭球 $B_r(y_0)$ 包含 $K$, 其中半径 $r > 0$ 是所有包含 $K$ 的闭球中半径最小的. 球面 $S_r(x_0) = \partial B_r(x_0)$ 称为 $K$ 的最小包含端面.

(ii) 如果 $d$ 是 $K$ 的直径，定义为 $d := \sup \{|x - y|, x, y \in K\}$，则

$$r \leq \sqrt{\frac{n}{2(n + 1)}} d.$$

(iii) 最小包含端面的中心 $x_0$ 满足 $x_0 \in \text{co}(K \cap S_r(x_0))$, 这里 $\text{co}(K \cap S_r(x_0))$ 是 $K \cap S_r(x_0)$ 的凸包。

引理 1.2(i) 与 1.2(ii) 的证明参见文献 [28]，而引理 1.2(iii) 的证明可参见文献 [29，结果 2.6 和 6.1] 或 [32，引理 2]。

本文主要讨论半凸函数与半凹函数，下面是对它们的定义 (参见文献 [7,10])。

定义 1.3 设 $\Omega \subset \mathbb{R}^n$ 为非空开凸集.

(i) 函数 $f : \Omega \mapsto \mathbb{R}$ 称为在 $\Omega$ 中关于模 $\omega$ 半凸，如果存在非减上连续函数 $\omega : [0, +\infty) \mapsto [0, +\infty)$，使得 $\lim_{t \to 0^+} \omega(t) = 0$，且对任意 $x, y \in \Omega$ 与一切 $0 \leq s \leq 1$, 有

$$sf(x) + (1 - s)f(y) - f(sx + (1 - s)y) \geq -s(1 - s)|x - y|\omega(|x - y|).$$

(ii) 函数 $f : \Omega \mapsto \mathbb{R}$ 称为在 $\Omega$ 中关于模 $\omega$ 半凹，如果 $-f$ 在 $\Omega$ 中关于模 $\omega$ 半凹.
(iii) 对某个常数 \( \lambda_0 \geq 0 \)，当 \( r \geq 0 \)，如果 \( \omega(r) = \lambda_0 r \) 成立，我们称 \( f : \Omega \mapsto \mathbb{R} \) 是具有线性模的 \( 2\lambda_0 \)-半凸函数[10]（简称 \( 2\lambda_0 \)-半凸）．此时存在一个凸函数 \( g : \Omega \mapsto \mathbb{R} \) 使得 \( f(x) = g(x) - \lambda_0 |x|^2 \) 对一切 \( x \in \Omega \) 成立（参见文献 [10，命题 1.1.3]）．函数 \( f \) 是具有线性模的 \( 2\lambda_0 \)-半凹函数（简称 \( 2\lambda_0 \)-半凹），如果 \(-f\) 是具有线性模的 \( 2\lambda_0 \)-半凸函数．此时存在一个凹函数 \( g : \Omega \mapsto \mathbb{R} \) 使得 \( f(x) = g(x) + \lambda_0 |x|^2 \) 对一切 \( x \in \Omega \) 成立（参见文献 [10，命题 1.1.3]）．

(iv) 函数 \( f : \Omega \mapsto \mathbb{R} \) 称为在 \( \Omega \) 中局部半凸（相应地，局部半凹），如果在任何紧凸子集 \( K \subset \Omega \) 中，\( f \) 为半凸（相应地，半凹）并具有模 \( \omega_K \) 依赖于 \( K \)．

(v) 函数 \( f : \Omega \mapsto \mathbb{R} \) 称为是 \( \Omega \) 中局部具有线性模的半凸函数（相应地，局部具有线性模的半凹函数），如果对任何紧凸子集 \( K \subset \Omega \)，存在常数 \( \lambda_K \geq 0 \) 及凸函数（相应地，凹函数） \( g_K : K \mapsto \mathbb{R} \) 使得当 \( x \in K \) 时，\( f(x) = g_K(x) - \lambda_K |x|^2 \)（相应地，\( f(x) = g_K(x) + \lambda_K |x|^2 \)）．

从定义 1.3 容易看出，尺度为 \( \lambda > 0 \) 的补偿凸下变换与上变换正好分别是 \( 2\lambda \)-半凸函数与 \( 2\lambda \)-半凹函数．事实上，它们分别是原来函数的 \( 2\lambda^{-1} \)-“半凸包”与 \( 2\lambda^{-1} \)-“半凹包”．

下面我们关于用补偿凸上变换逼近半凸函数及奇点提取的主要结果．我们用半凸函数的 Fréchet 次微分来刻画奇点．关于其次微分的定义，请见定义 2.9．关于次微分的性质，见 (2.11)．

**定义 1.4** (i) 设 \( \Omega \subset \mathbb{R}^n \) 为非空凸开集．如果 \( f : \Omega \mapsto \mathbb{R} \) 是一个局部半凸函数，而 \( x_0 \in \Omega \) 是 \( f \) 的奇点（不可微点），则对任何有界开集 \( G \) 满足 \( x_0 \in G \subset \mathring{G} \subset \Omega \)，我们有

\[
\lim_{\lambda \to +\infty} \lambda V_{\lambda,G}(f)(x_0) = \frac{x_0^2}{4},
\]

其中 \( r_{x_0} > 0 \) 是 \( f \) 在 \( x_0 \) 的次微分 \( \partial_- f(x_0) \) 的最小包含球面的半径．

(ii) 如果我们进一步假设 (i) 中的 \( f : \Omega \mapsto \mathbb{R} \) 是局部具有线性模的半凸函数，而 \( x_0 \in \Omega \) 是 \( f \) 的奇点（不可微点），则对任何有界开集 \( G \) 满足 \( x_0 \in G \subset \mathring{G} \subset \Omega \)，我们有

\[
\lim_{\lambda \to +\infty} \nabla C^{u}_{\lambda,G}(f)(x_0) = y_0,
\]

其中 \( y_0 \in \partial_- f(x_0) \) 是次微分 \( \partial_- f(x_0) \) 最小包含球面的中心．

因为对任何给定的 \( x \in G, G \) 为 \( \Omega \) 的有界开子集且 \( x \in G \subset \mathring{G} \subset \Omega \)，在 \( x \) 的任何邻域 \( B_r(x) \subset B_{r}(x) \subset G \)，当 \( \lambda > 0 \) 充分大时，由于补偿凸变换的局部性（见下面的命题 2.3 及文献 [33]），\( C^{u}_{\lambda}(f_G) \) 在 \( B_{r/2}(x) \) 中是一个 \( C^1 \) 函数，所以，\( C^{u}_{\lambda}(f_G) \) 实现了一个局部光滑上方逼近．在一个给定的奇点 \( x \in G \)，这个局部光滑逼近的误差满足

\[
\text{当 } \lambda \to +\infty, \quad \lambda V_{\lambda,G}(f)(x) = \lambda(C^{u}_{\lambda}(f_G)(x) - f_G(x)) \to \frac{r^2}{4}.
\]

**定理 1.5** 对于局部半凹函数，类似定理 1.4 的结果仍成立．不同之处在于，我们需要将山谷变换改为山峰变换，从而定理 1.4(i) 应改为

\[
\lim_{\lambda \to +\infty} \lambda R_{\lambda,G}(f)(x_0) = \frac{x_0^2}{4},
\]

其中 \( r_{x_0} > 0 \) 是局部半凹函数 \( f \) 在 \( x_0 \) 处 (Fréchet) 超微分 (superdifferential) \( \partial_+ f(x_0) \) 的最小包含球面的半径．定理 1.4(ii) 应改为

\[
\lim_{\lambda \to +\infty} \nabla C^{d}_{\lambda,G}(f)(x_0) = y_0,
\]

其中 \( y_0 \in \partial_+ f \) 是 \( \partial_+ f(x_0) \) 的最小包含球面的中心．
注 1.6 根据定理 1.4(i) 及注 1.5，我们可以认为局部半凸函数（相应地，局部半凹函数）的奇点恰好是这个函数的“1-阶峰点”（相应地，“1-阶谷点”）。

根据山谷变换的定义容易看出，定理 1.4(i) 给出了局部半凸函数上变换当 $\lambda \to +\infty$ 时的一个 1-阶渐近展开式

$$C^n_\lambda(f_G)(x_0) = f_G(x_0) + \frac{r^2}{4\lambda} + o\left(\frac{1}{\lambda}\right), \quad \text{当 } \lambda \to \infty, \quad (1.14)$$

其中 $o(1/\lambda)$ 是比 $1/\lambda$ 趋于 0 更快的无穷小。类似地，根据注 1.5，对局部半凹函数我们也有一个类似的 1-阶渐近展开式

$$C^n_\lambda(f_G)(x_0) = f_G(x_0) - \frac{r^2}{4\lambda} + o\left(\frac{1}{\lambda}\right), \quad \text{当 } \lambda \to \infty. \quad (1.15)$$

为使读者对补偿凸变换作用于半凹/半凸函数、相应的山峰/山谷变换以及它们的极限有一个直观的认识，我们先来考虑下面的简单例子。

例 1.7 设 $f(x) = |x|, x \in \mathbb{R}$. 显然，$f$ 是一个具有线性增长的凸函数。当 $\lambda > 0$ 时，我们有

$$C^n_\lambda(f)(x) = \begin{cases} 
\lambda x^2 + \frac{1}{4\lambda}, & |x| \leq \frac{1}{\lambda}, \\
|x|, & |x| \geq \frac{1}{\lambda}, 
\end{cases}$$

$$\lambda V_\lambda(f)(x) = \begin{cases}
\lambda^2 \left(\frac{|x|}{\lambda} - \frac{1}{2}\right)^2, & |x| \leq \frac{1}{\lambda}, \\
0, & |x| > \frac{1}{\lambda},
\end{cases}$$

$$\lim_{\lambda \to \infty} \frac{d}{dx} C^n_\lambda(f)(x) = \begin{cases} 
-1, & x < 0, \\
0, & x = 0, \\
1, & x > 0,
\end{cases}$$

$$\lim_{\lambda \to \infty} \lambda V_\lambda(f)(x) = \begin{cases} 
\frac{1}{4}, & x = 0, \\
0, & x \neq 0.
\end{cases} \quad (1.16)$$

在这个例子中，$f$ 在奇点 0 的次微分是 $\partial_- f(0) = [-1, 1]$. 所以包含 $\partial_- f(0)$ 的最小紧区间正好等于 $\partial_- f(0)$ 自身且其中点为 0，半径为 1. 如果比较定理 1.4(i) 和 1.4(ii)，由上面两个直接计算出的极限，我们看到这正是定理 1.4 的结论。

局部半凹/半凸函数的例子有很多 (参见文献 [10])。假设 $\Omega \subset \mathbb{R}^n$ 是开集且 $K \subset \mathbb{R}^n$ 为紧集。如果 $F: \Omega \times \mathbb{R}^n \to \mathbb{R}^n$ 及 $\nabla x F$ 均在 $K \times \Omega$ 上连续，则 $f(x) = \sup_{s \in K} F(s, x)$ 在 $\Omega$ 上局部半凹。如果 $\nabla x^2 F$ 也存在并在 $K \times \Omega$ 上连续，则 $f$ 是在 $\Omega$ 上局部具有线性模的半凸函数 (参见文献 [10，命题 3.4.1])。

下面回到点到一个闭集 $K \subset \mathbb{R}^n$ 的 Euclid 平方距离函数与 Euclid 距离函数自身。它们是在奇点提取的应用中很重要的两个例子。

例 1.8 设 $K \subset \mathbb{R}^n$ 为非空闭子集，满足 $K \neq \mathbb{R}^n$. 我们用 $\text{dist}^2(\cdot, K)$ 来表示到 $K$ 的 Euclid 平方距离函数。定义 $M_K := \{y \in \mathbb{R}^n, \exists z_1, z_2 \in K, z_1 \neq z_2, \text{dist}(x, K) = |y - z_1| = |y - z_2|\}$ 为 $K$ 的中轴线集。熟知的事实是 $M_K$ 恰好是 $\text{dist}^2(\cdot, K)$ 的奇点集。文献 [5] 证明了如下的 Lusin 类型的定理。设 $\lambda > 0$. 如果我们定义

$$V_{\lambda, K} := \{x \in \mathbb{R}^n, \lambda \text{dist}(x, M_K) \leq \text{dist}(x, K)\},$$

则对任何 $x \in \mathbb{R}^n \setminus V_{\lambda, K}$，有

$$\text{dist}^2(x, K) = C^1_{\lambda}(\text{dist}(\cdot, K))(x), \quad M_K = \bigcup_{\lambda > 0} V_{\lambda, K}.$$

作为推论，我们有 (参见文献 [5])

$$\text{dist}^2(\cdot, K) \in C^{1,1}(\mathbb{R}^n \setminus V_{\lambda, K})$$
更一般的半凹函数类

由于在文献 [5] 中, 上面结果的证明依赖 Euclid 平方距离函数的特殊几何性质，我们还不能将它推广到更一般的半凹函数类。文献 [5] 对平方距离函数定义了中轴线映射 $M_\lambda(x, K) = (1 + \lambda)R_\lambda(\text{dist}^2(\cdot, K))(x)$，并证明了

$\lim_{\lambda \to +\infty} M_\lambda(x, K) = \text{dist}^2(x, K) - \text{dist}^2(x, \co[K(x)])$,

(1.17)

其中 $\co[K(x)]$ 是紧集 $K(x) = \{ y \in K, \text{dist}(x, K) = |x - y| \}$ 的凸包。

我们现在可以用定理 1.4(i) 来解释上面的极限 (1.17)。因为 $\lim_{\lambda \to +\infty} R_\lambda(\text{dist}^2(\cdot, K))(x) = 0$, 据 $M_\lambda(x, K)$ 的定义, 我们有

$\lim_{\lambda \to +\infty} M_\lambda(x, K) = \lim_{\lambda \to +\infty} \lambda R_\lambda(\text{dist}^2(\cdot, K))(x)$,

其中 $\lambda R_\lambda(\text{dist}^2(\cdot, K))(x)$ 是我们的 1-阶山峰变换。现在, 对 $x \in M_K$, $\text{dist}^2(\cdot, K)$ 在 $x$ 的超微分是

$\partial_x \text{dist}^2(x, K) = \co\{2(x - y), y \in K(x)\}$,

从而 $\partial_x \text{dist}^2(x, K)$ 的最小包含球面半径的平方 $r_x^2$ 是 $4(\text{dist}^2(x, K) - \text{dist}^2(x, \co[K(x)])$。于是, $r_x^2/4$ 作为 1-阶山峰变换的极限 (见 (1.12)) 恰好是 $\text{dist}^2(x, K) - \text{dist}^2(x, \co[K(x)])$ (见 (1.17), 参见文献 [5, 定理 3.23])。

例 1.9 现在考虑 Euclid 距离函数 $\text{dist}(x, K)$ 本身。一个熟知的事实是 (参见文献 [10, 命题 2.2.2]) 距离函数 $\text{dist}(\cdot, K)$ 在 $\mathbb{R}^n \setminus K$ 中是局部具有线性模的半凹函数。所以, 如果我们应用定理 1.4 来计算距离函数的 1-阶山峰变换的极限, 则有 (见 (1.12))

$\lim_{\lambda \to +\infty} \lambda R_\lambda(\text{dist}(\cdot, K))(x) = r_x^2/4$,  $\lim_{\lambda \to +\infty} \nabla C_1^k(\text{dist}(\cdot, K))(x) = y_x, \quad x \notin K$,

其中 $r_x$ 是超微分 $\partial_x \text{dist}(x, K)$ 最小包含球面的半径, $y_x$ 是此球面的中心。由于

$\partial_x \text{dist}(x, K) = \co\left\{\frac{x - y}{|x - y|}, \text{dist}(x, K) = |x - y|\right\}$,

如果我们设 $p_x \in \co[K(x)]$ 为 $x$ 到凸集 $\co[K(x)]$ 的唯一最近点, 则有

$r_x^2 = \frac{\text{dist}^2(x, K) - \text{dist}^2(x, \co[K(x)])}{\text{dist}^2(x, K)}, \quad y_x = \frac{p_x}{\text{dist}(x, K)}$.

(1.18)

通过比较 (1.17) 与 (1.18), 我们发现对 $x \notin K$, 有

$\lim_{\lambda \to +\infty} \lambda R_\lambda(\text{dist}(\cdot, K))(x) = \frac{\lim_{\lambda \to +\infty} \lambda R_\lambda(\text{dist}^2(\cdot, K))(x)}{4 \text{dist}^2(x, K)}$,

$\lim_{\lambda \to +\infty} \nabla C_1^k(\text{dist}(\cdot, K))(x) = \frac{\lim_{\lambda \to +\infty} \nabla C_1^k(\text{dist}^2(\cdot, K))(x)}{2 \text{dist}(x, K)}$.

而对 $x \in K$, 我们总有 $R_\lambda(\text{dist}(\cdot, K))(x) = R_\lambda(\text{dist}^2(\cdot, K))(x) = 0$, 这是因为所有 $K$ 中的点都是距离函数和平方距离函数的最小点 (参见文献 [1])。所以我们可以用定理 1.4 来联系 $C_1^k(\text{dist}(\cdot, K))(x)$ 与 $C_1^k(\text{dist}^2(\cdot, K))(x)$ 当 $\lambda$ 趋于无穷时的渐近行为。而后者较前者更容易研究 (参见文献 [5])。
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我们称补偿凸变换对函数来讲是一种 “紧贴” 逼近 [1]。粗略地讲，如果在
x
附近
f
是
的，则存在有限的
，使得当
时，我们有
。这就是说，补偿凸上/下变换的图形在函数的光滑点附近可以与原来函数的图形重合。如果我们考虑具有线性模的半凸/半凹函数
f : \Omega \to \mathbb{R}
，其中
\Omega \subset \mathbb{R}^n
是一个非空开凸集，那么根据著名的 Alexandrov 定理 [10,34]，f 在
Ω
中几乎处处二次可微，即对几乎每个
x \in \Omega
，存在
p \in \mathbb{R}^n
及一个
n \times n
对称矩阵
B
，使得
\lim_{x \to x_0} f(x) - f(x_0) - p \cdot (x - x_0) - (x - x_0) \cdot B(x - x_0) = 0
(1.20)
这里将
\mathbb{R}^n
中的向量视为列向量。我们称
x_0 \in \Omega
为一个 Alexandrov 点，如果 (1.20) 成立。

命题 1.12 设
\Omega \subset \mathbb{R}^n
为非空开凸集。设
f : \Omega \to \mathbb{R}
是一个局部具有线性模的半凸或半凹函数。设
x_0 \in \Omega
且
G
是
\Omega
的一个有界开子集，使得
x_0 \in G \subset G \subset \Omega
。如果
x_0
是一个 Alexandrov 点，则存在
A > 0
，使得当
时，有
f(x_0) = C^2_0(f_G)(x_0).
(1.21)
\nabla f(x_0) = \nabla C^2_0(f_G)(x_0) = \nabla C^2_0(f_G)(x_0).
(1.22)

注 1.13 (i) 对于局部具有线性模的半凸函数
f
，不难用补偿凸变换的局部性证明。对任何固定
x \in G
，当
时，有
f(x) = C^1_0(f G)(x)
，稍微复杂些的部分是证明在 Alexandrov 点
x
，对于有限的
A > 0
，上变换
C^1_0(f_G)(x)
的值也达到
f(x)
。(ii) 定理 1.4，命 题 1.12 和极限 (1.8) 对于补偿凸变换如何逼近局部具有线性模的半凸函数绘出了一个比较清晰的图景。(iii) 由于在每点
x \in G \subset G \subset \Omega
，
lim_{A \to \infty} \lambda V_{A,G}(f)(x)
及
lim_{A \to \infty} \lambda R_{A,G}(f)(x)
存在，我们可以分别对局部具有一般模的半凸与半凹函数定义 “山谷景观映射” 与 “山峰景观映射” 如下：
(V_{\infty}(f)(x) = \lim_{A \to \infty} \lambda V_{A,G}(f)(x),
(1.23)
R_{\infty}(f)(x) = \lim_{A \to \infty} \lambda R_{A,G}(f)(x).
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由于局部性，(1.23) 中的两个极限均与 $G$ 的选择无关。

(iv) 由半凸函数 $f$ 的“山谷景观映射”的定义，我们可以观察到至少三个特点:
(a) 如果 $x$ 是一个 Alexandrov 点，则在有限时间 $\Lambda > 0$ 之后，$AV_{\lambda,G}(f)(x) = 0$;
(b) 如果 $f$ 在 $x$ 点可微，则 $\lim_{\lambda \to +\infty} AV_{\lambda,G}(f)(x) = 0$;
(c) 如果 $x$ 是 $f$ 的不可微点，则 $\lim_{\lambda \to +\infty} AV_{\lambda,G}(f)(x) = \frac{\tau^2}{4} > 0$.

由上可见，对凸充分大的 $\lambda > 0$，同时也受限于边界 $\partial G$ 附近点的影响，对凸一个固定的 $\epsilon > 0$，集合 $\{x \in G. AV_{\lambda,G}(f)(x) > \epsilon\}$ 同时包含 $f$ 在 $G$ 中的奇点和大曲率点，即 $\nabla f(x)$ 不存在的点或 $\nabla^2 f(x)$ 的模很大的点。

第 2 节将介绍进一步的预备结果。我们需要用它们来证明我们的主要结果 (定理 1.4 与推论 1.10)。我们将在第 3 节证明我们的主要结果。

2 一些预备结果

本节介绍一些后面要用到的补偿凸变换的基本性质。关于它们的证明细节，参见文献 [1,3,4]。我们也要介绍一些将要用到的凸分析与半凸/半凹函数方面的结果 (参见文献 [10,16,17])。

补偿凸变换满足如下有序性:

$$C_\lambda^4(f)(x) \leq C_\lambda^4(f)(x) \leq f(x) \leq C_\lambda^\infty(f)(x) \leq C_\lambda^\infty(f)(x), \quad \tau \geq \lambda, \quad x \in \mathbb{R}^n.$$ 

对于满足二次增长条件的函数 $f : \mathbb{R}^n \to \mathbb{R}$，即 $|f(x)| \leq C_0|x|^2 + C_1, x \in \mathbb{R}^n$，其中 $C_0, C_1 \geq 0$ 为常数，如果 $\lambda > C_0$，则如下关系式成立:

$$C_\lambda^4(f)(x) = -C_\lambda^\infty(-f)(x).$$

如果 $f$ 是满足二次增长条件的连续函数，则

$$\lim_{\lambda \to +\infty} C_\lambda^4(f)(x) = f(x), \quad \lim_{\lambda \to +\infty} C_\lambda^\infty(f)(x) = f(x), \quad x \in \mathbb{R}^n.$$

如果 $f$ 和 $g$ 均为线性增长的函数，则当 $\lambda > 0, \tau > 0$，我们有

$$C_{\lambda+\tau}^4(f + g) \geq C_{\lambda+\tau}^4(f) + C_{\lambda+\tau}^4(g), \quad C_{\lambda+\tau}^\infty(f + g) \leq C_{\lambda+\tau}^\infty(f) + C_{\lambda+\tau}^\infty(g). \quad (2.1)$$

我们需要下面的定义 (参见文献 [35])。

**定义 2.1** 函数 $f : \mathbb{R}^n \to \mathbb{R}$ 在 $x_0 \in \mathbb{R}^n$ 点称为是上半可微的，如果存在 $u \in \mathbb{R}^n$ 使得

$$\limsup_{y \to 0} \frac{f(x_0 + y) - f(x_0) - u \cdot y}{|y|} \leq 0.$$ 

我们需要如下的可微性结果 (参见文献 [33, 第 726 页])，更一般的结果参见文献 [35, 推论 2.5])。

**引理 2.2** 设 $g : B_\epsilon(x_0) \to \mathbb{R}$ 是凸函数，而 $f : B_{r}(x_0) \to \mathbb{R}$ 在 $x_0$ 点上半可微，且在 $B_{r}(x_0)$ 上，$g \leq f$ 并且 $g(x_0) = f(x_0)$，则 $f$ 与 $g$ 在 $x_0$ 点上可微，且 $\nabla f(x_0) = \nabla g(x_0)$。

注意上半可微函数的一类重要例子是凹函数。下面关于 Lipschitz 函数补偿凸变换的局部性性质对于我们后面的证明很重要，由于它的证明类似在文献 [3] 中关于有界函数的证明，所以省略。
命 题 2.3 设 $ f : \mathbb{R}^n \mapsto \mathbb{R} $ 为 Lipschitz 连续函数．设其 Lipschitz 常数为 $ L > 0 $．设 $ \lambda > 0 $ 且 $ x \in \mathbb{R}^n $，则存在 $ (\tau_i, y_i) \in \mathbb{R} \times \mathbb{R}^n $ $ (i = 1, \ldots, n + 1) $ 使得

$$
\text{co}[f + \lambda |\cdot| - x^2](x) = \text{co}_{\bar{B}_r}(x)[f + \lambda |\cdot| - x^2](x)
$$

$$
= \inf \left\{ \sum_{i=1}^{n+1} \tau_i [f(y_i) + \lambda |y_i - x|^2] : y_i \in \mathbb{R}^n, \tau_i \geq 0, |y_i - x| \leq r, \sum_{i=1}^{n+1} \tau_i = 1, \sum_{i=1}^{n+1} \tau_i y_i = x \right\},
$$

(2.2)

其中 $ r_{\lambda} = (\sqrt{2} + 2) L / \lambda $。进一步，存在一个仿佛函数 $ y \mapsto \ell(y) = a \cdot (y - x) + b, y \in \mathbb{R}^n $，其中 $ a \in \mathbb{R}^n $，$ b \in \mathbb{R} $，满足

(i) 对一切 $ y \in \mathbb{R}^n $，$ \ell(y) \leq f(y) + \lambda |y - x|^2 $；
(ii) 对 $ i = 1, \ldots, n $，$ \ell(x_i) = f(x_i) + \lambda |x_i - x|^2 $；
(iii) $ b = \ell(x) = \text{co}[f + \lambda |\cdot| - x^2](x) $。

我们称由 (2.2) 定义的函数 $ \text{co}_{\bar{B}_{r_{\lambda}}}(x)[\lambda |\cdot| - x^2 + f](x) $ 为函数 $ y \in \mathbb{R}^n \mapsto \lambda |y - x|^2 + f(y) $ 在 $ x $ 点关于闭球 $ \bar{B}_{r_{\lambda}}(x) $ 的局部下凸包。

注 2.4 (i) 命题 2.3 所给出的补偿凸下变换的局部性质也适用于补偿凸上变换。根据补偿凸下变换的位移不变性[3]，对任何给定的 $ x_0 \in \mathbb{R}^n $，我们有

$$
C^\lambda_1(f)(x) = \text{co}[f + \lambda |\cdot| - x_0^2](x) - \lambda|x - x_0|^2,
$$

$$
C^\lambda_2(f)(x) = \lambda|x - x_0|^2 - \text{co}[\lambda |\cdot| - x_0^2 - f](x),
$$

(2.3)

所以，如果取 $ x_0 = x $，则

$$
C^\lambda_1(f)(x) = \text{co}[f + \lambda |\cdot| - x^2](x), \quad C^\lambda_2(f)(x) = -\text{co}[\lambda |\cdot| - x^2 - f](x).
$$

(2.4)

由此，(2.2) 所给出的即是补偿凸下变换的公式。

(ii) 文献 [1, 注 2.1] 的一个推论就是，如果 $ f $ 连续且满足线性增长条件，则函数 $ y \in \mathbb{R}^n \mapsto \lambda |y - x|^2 + f(y) $ 在 $ y = x $ 点的下凸包可在某些 $ \lambda_i > 0 $，$ x_i \in \mathbb{R}^n $ 处达到（参见文献 [16, 17]），下式成立，

$$
\text{co}_{\bar{B}_{r_{\lambda}}}(x)[f + \lambda |\cdot| - x^2](x) = \sum_{i=1}^k \lambda_i [f(x_i) + \lambda |x_i - x|^2],
$$

满意 $ |x_i - x| \leq r_{\lambda} (i = 1, \ldots, k) $，其中 $ 2 \leq k \leq n + 1 $，且 $ \sum_{i=1}^k \lambda_i = 1, \sum_{i=1}^{n+1} \lambda_i x_i = x $。

下面的引理可视为定理 1.4 的特例，它也是证明定理 1.4 的主要工具之一。

引理 2.5 设 $ S \subset \mathbb{R}^n $ 为非空紧凸集且含有超过一个点。我们用 $ S_r(-a) $ 来表示 $ S $ 的最小包含球面，其半径为 $ r > 0 $，中心为 $ -a \in \mathbb{R}^n $。考虑次线性函数 $ \sigma : x \in \mathbb{R}^n \mapsto \sigma(x) = \max\{p \cdot x, p \in S\} $，则对任意固定的 $ 0 \leq \epsilon < \min\{1, r\} $ 及任意 $ \lambda > 0 $，我们有

$$
C^\lambda_\sigma(\sigma - \epsilon |\cdot|)(0) = \frac{(r - \epsilon)^2}{4\lambda},
$$

(2.5)

$$
\nabla C^\lambda_\sigma(\sigma)(0) = -a,
$$

(2.6)

且对任意固定的 $ 0 \leq \epsilon < \min\{1, r\} $，有

$$
C^\lambda_\sigma(\sigma + \epsilon |\cdot|)(0) \leq C^\lambda_{(1-\epsilon)\lambda}(\sigma)(0) + C^\lambda_\lambda(\epsilon |\cdot|)(0) = \frac{r^2}{4(1-\epsilon)\lambda} + \frac{\epsilon}{4\lambda},
$$

(2.7)
其中

$$C_n^\sigma(x) (e_\cdot) (x) = \begin{cases} \frac{\epsilon_\lambda |x|^2 + \epsilon_\lambda}{4\lambda}, & |x| < \frac{1}{2\lambda}, \\ \epsilon_\lambda |x|, & |x| \geq \frac{1}{2\lambda}. \end{cases}$$ (2.8)$$

我们还需要下面的关于局部具有线性模的半凸函数补偿上变换的局部 $C^{1,1}$ 结果。

命题 2.6 设 $f : \mathbb{R}^n \to \mathbb{R}$ 为一个 Lipschitz 函数，其 Lipschitz 常数为 $L > 0$。如果对某 $r > 0$，$f$ 在闭球 $B_{2r}(0)$ 中为 $2\lambda_0$-半凸，即 $f(x) = g(x) - \lambda_0 |x|^2$，当 $x \in B_{2r}(0)$ 时，其中 $\lambda_0 > 0$ 为常数且 $g : B_{2r}(0) \to \mathbb{R}$ 为凸函数，那么对充分大的 $\lambda \geq \lambda_0$，我们有

$$C_n^\sigma(f) \in C^{1,1}(B_r(0))$$

在 $\mathbb{R}^n$ 中整体成立，且 $\lambda_0 = 0$。

我们用关于凸函数与半凸函数次微分的定义及其性质的讨论来结束本节。这些也是我们后面证明所需要的。

定义 2.8 设 $\Omega \subset \mathbb{R}^n$ 为非空开凸集。如果 $f : \Omega \to \mathbb{R}$ 为凸函数且 $x \in \Omega$，则 $f$ 在 $x$ 点的次微分由 $\partial_- f(x)$ 来表示，是由 $u \in \mathbb{R}^n$ 所定义的集合，满足 (参见文献 [16])

$$\text{对一切 } y \in \Omega, \quad f(y) - f(x) - u \cdot (y - x) \geq 0.$$  (2.9)

次微分 $\partial_- f(x)$ 是 $\mathbb{R}^n$ 中一个非空紧凸子集。如果我们定义次线性函数 (参见文献 [16, 第 D 章]) 为 $y \in \mathbb{R}^n \to \sigma_x(y) := \max\{u \cdot y, u \in \partial_- f(x)\}$，则

$$\lim_{h \to 0} \frac{f(x + h) - f(x) - \sigma_x(h)}{|h|} = 0,$$  (2.10)

其中 $\sigma_x(h)$ 定义了 $f$ 在 $x$ 点沿 $h \in \mathbb{R}^n$ 的方向导数。

类似于凸函数的情形，局部半凸函数也都有一个由次微分定义的自然的广义导数的概念。

定义 2.9 设 $f : \Omega \to \mathbb{R}^n$ 为 $\Omega$ 上定义的局部半凸函数且 $x \in \Omega$。设 $G$ 为 $\Omega$ 的有界开凸子集，满足 $x \in G \subset \bar{G} \subset \Omega$ 且 $\omega_G$ 是 $f$ 在 $\bar{G}$ 上的模，则 $f$ 在 $x$ 点的 Fréchet 次微分 $\partial_- f$ 是向量 $p \in \mathbb{R}^n$ 构成的集合，对一切 $y \in G$，满足

$$f(y) - f(x) - p \cdot (y - x) \geq -|y - x| |p| |\omega_G(|y - x|).$$  (2.11)

不难证明 $\partial_- f(x_0)$ 不依赖于 $G$。事实上，条件 (2.11) 中的模函数可由一个光滑的模函数替代 (参见文献 [7, 命题 2.1])。与凸的情形相同，$\partial_- f(x_0)$ 是 $\mathbb{R}^n$ 的一个非空紧凸子集。类似地，我们也可以定义半凸函数在点 $x$ 处的次线性函数 $\sigma_x(h) = \max\{p \cdot h, p \in \partial_- f(x)\}$。用类似于文献 [16, 引理 2.1.1 和第 D 章] 的证明，我们可以证明 $\sigma_x(h)$ 满足 (2.10)，从而也可被视为 $f$ 沿 $h$ 的方向导数 (参见文献 [10, 定理 3.36])。对于局部半凸函数 $f$，我们可以类似地引进 $f$ 在 $x$ 点的超微分 $\partial_+ f(x)$ (superdifferential)。我们可以得到关于 $\partial_+ f(x)$ 的类似次微分的性质。
3 结果的证明

我们先假设其他结果都成立并用它们来证明我们的主要结果 (定理 1.4 与推论 1.10). 之后我们将证明其他辅助结果.

定理 1.4 的证明 第 (i) 部分的证明, 不失一般性, 我们可以假设 \( x_0 = 0 \) 且 0 是 \( f \) 的一个奇点, 并且 \( f(0) = 0 \). 设 \( G \) 为任意给定开集, 满足 \( 0 \in G \subset G \subset \Omega \). 我们可以假设对于某个 \( r > 0 \), 我们有 \( B_{2r}(0) \subset G \). 由于 \( f \) 为局部凸, 因而它是局部 Lipschitz 函数, 我们可以假设在 \( B_{2r}(0) \) 上 \( f \) 为具有模 \( \omega_r \) 的半凸函数. 对于任何 \( x \in B_{2r}(0) \), \( \partial f(x) \) 非空而且

\[
  f(y) - f(x) - p_x \cdot (y - x) \geq -|y - x|\omega_r(|y - x|), \quad y, x \in B_{2r}(0), \quad p_x \in \partial f(x).
\]

从而, \(-f \) 在 \( B_{2r}(0) \) 中上半可微. 根据局部性性质 (命题 2.3), 当 \( x \in B_{r/2}(0) \) 且 \( \lambda > 0 \) 充分大时, 我们还有

\[
  C_\lambda^n(f_G)(x) = \lambda|\cdot|^2 - co_{B_r(0)}[\lambda|\cdot|^2 - f](x)
\]

且

\[
  \lim_{h \to 0} \frac{f(x) - f(0) - \sigma_0(x)}{|h|} = 0,
\]

其中 \( \sigma_0(h) = \max\{p \cdot h, p \in \partial f(0)\} \). 注意, 由于我们假设 0 是 \( f \) 的奇点, 故 \( \partial f(0) \) 为紧凸集且含有的点超过一个. 设 \( r_0 > 0 \) 为 \( \partial f(0) \) 的最小包含球面的半径. 对于给定的 \( 0 < \epsilon < \min\{1, r_0\} \), 存在 \( 0 < \delta < r/2 \), 当 \( x \in B_{\delta}(0) \) 时, 我们有 \(|f(x) - \sigma_0(x)| \leq \epsilon|x| \). 这里用到了假设 \( f(0) = 0 \). 于是对于 \( x \in B_{\delta}(0) \), 我们有

\[
  \sigma_0(x) - \epsilon|x| \leq f(x) \leq \sigma_0(x) + \epsilon|x|.
\]

根据局部性性质, 当 \( \lambda > 0 \) 充分大时, 我们有

\[
  C_\lambda^n(\sigma_0 - \epsilon|\cdot|)(0) \leq C_\lambda^n(f_G)(0) \leq C_\lambda^n(\sigma_0 + \epsilon|\cdot|)(0).
\]

根据 (2.7), 我们有

\[
  C_\lambda^n(\sigma_0 + \epsilon|\cdot|)(0) \leq C_{(1-\epsilon)\lambda}^n(\sigma_0)(0) + C_{\lambda}^n(\epsilon|\cdot|)(0) = \frac{r_0^2}{4(1-\epsilon)\lambda} + \frac{\epsilon}{4\lambda}.
\]

从而, 我们得到

\[
  \lambda V_\lambda(f_G)(0) \leq \frac{r_0^2}{4(1-\epsilon)} + \frac{\epsilon}{4}.
\]

现在根据 (2.5), 我们有

\[
  C_\lambda^n(\sigma_0 - \epsilon|\cdot|)(0) = \frac{(r_0 - \epsilon)^2}{4\lambda},
\]

于是,

\[
  \frac{(r_0 - \epsilon)^2}{4} \leq \lambda V_\lambda(f_G)(0) \leq \frac{r_0^2}{4(1-\epsilon)} + \frac{\epsilon}{4}.
\]

最后在上式中取 \( \lambda \to +\infty \) 取上下极限, 之后让 \( \epsilon \to 0+ \), 我们就得到

\[
  \lim_{\lambda \to +\infty} \lambda V_\lambda(f_G)(0) = \frac{r_0^2}{4},
\]

从而第 (i) 部分的证明就完成了.
第 (ii) 部分的证明. 设 \( x_0 \in \Omega \) 为 \( f \) 的一个奇点，并设 \( G \) 为一个有界开凸集，满足 \( x_0 \in G \subset \bar{G} \subset \Omega \)。不失一般性，我们可以假设 \( x_0 = 0 \)。由于 \( f \) 是局部具有线性模的半凸函数，我们可以假设，在 \( G \)，
\[
f(x) = g(x) - \lambda_0 |x|^2,
\]
其中 \( g : \bar{G} \to \mathbb{R} \) 是凸函数，\( \lambda_0 \geq 0 \) 是常数。显然，\( \partial f(0) = \partial g(0) \)。由于 \( f(0) = g(0) \)，我们可以进一步假设 \( g(0) = 0 \)。令 \( \sigma(x) = \max\{p \cdot x, p \in \partial g(0)\} \) 为 \( g \) 在 0 点的次线性函数。

现在对任意固定的 \( \epsilon > 0 \)，存在 \( \delta > 0 \)，当 \( x \in B_\delta(0) \) 时，有 \( |g(x) - \sigma(x)| \leq \epsilon |x| \)。所以当 \( x \in B_\delta(0) \) 时，我们有
\[
\sigma(x) - \lambda_0 |x|^2 \leq f(x) = g(x) - \lambda_0 |x|^2 \leq \sigma(x) - \lambda_0 |x|^2 + \epsilon |x|.
\]

根据局部性性质，对 \( x \in \bar{B}_{\delta/2}(0) \)，当 \( \lambda > 0 \) 充分大时，我们有
\[
C^n_{\lambda}(\sigma - \lambda_0 |\cdot|^2)(x) \leq C^n_{\lambda}(f_G)(x) \leq C^n_{\lambda}(\sigma + \epsilon |\cdot| - \lambda_0 |\cdot|^2)(x).
\]
现在将命题 2.6 应用到 \( C^n_{\lambda}(f_G) \)。则当 \( \lambda > \lambda_0 \) 充分大时，\( C^n_{\lambda}(f_G) \in C^{1,1}(\bar{B}_{\delta/2}(0)) \)。令 \( p_\lambda = \nabla C^n_{\lambda}(f_G)(0) \)，我们有 \( |p_\lambda| \leq L_G \) 且 \( C^n_{\lambda}(f_G) \) 是一个 \( L_G \)-Lipschitz 函数 (参见文献 [3, 定理 3.12] 或 [10, 定理 3.5.3])，并且当 \( x \in \bar{B}_{\delta/2}(0) \) 时，有
\[
|C^n_{\lambda}(f_G)(x) - C^n_{\lambda}(f_G)(0) - p_\lambda \cdot x| \leq 2\lambda |x|^2.
\]
于是对 \( x \in \bar{B}_{\delta/2}(0) \)，我们有
\[
p_\lambda \cdot x \leq C^n_{\lambda}(f_G)(x) - C^n_{\lambda}(f_G)(0) + 2\lambda |x|^2 \leq C^n_{\lambda}(\sigma + \epsilon |\cdot| - \lambda_0 |\cdot|^2)(x) - C^n_{\lambda}(\sigma - \lambda_0 |\cdot|^2)(0) + 2\lambda |x|^2
\]
\[
= I - \frac{r_0^2}{4(\lambda + \lambda_0)} + 2\lambda |x|^2,
\]
这里用到了由 (2.5) 给出的：当 \( \epsilon = 0 \) 时，
\[
C^n_{\lambda}(\sigma - \lambda_0 |\cdot|^2)(0) = C^n_{\lambda + \lambda_0}(\sigma)(0) = \frac{r_0^2}{4(\lambda + \lambda_0)}.
\]
根据类似证明 (2.7) 的方法，我们还能得到
\[
I = C^n_{\lambda}(\sigma + \epsilon |\cdot| - \lambda_0 |\cdot|^2)(x) \leq C^n_{(1-\epsilon)\lambda}(\sigma - \lambda_0 |\cdot|^2)(x) + C^n_{\lambda}(\epsilon |\cdot|)(x) = J_1 + J_2,
\]
其中
\[
J_1 = C^n_{(1-\epsilon)\lambda}(\sigma - \lambda_0 |\cdot|^2)(x) = C^n_{(1-\epsilon)\lambda + \lambda_0}(\sigma)(x) - \lambda_0 |x|^2
\]
\[
= (C^n_{(1-\epsilon)\lambda + \lambda_0}(\sigma)(x) - C^n_{(1-\epsilon)\lambda + \lambda_0}(\sigma)(0) + a \cdot x) + (C^n_{(1-\epsilon)\lambda + \lambda_0}(\sigma)(0) - a \cdot x - \lambda_0 |x|^2)
\]
\[
\leq 2((1 - \epsilon)\lambda + \lambda_0)|x|^2 + \frac{r_0^2}{4((1 - \epsilon)\lambda + \lambda_0)} - a \cdot x - \lambda_0 |x|^2,
\]
这里用到了 (2.9)，将引理 2.5 用到半凸函数 \( y \mapsto \sigma - \lambda_0 |x|^2 \)，有 \( \nabla C^n_{(1-\epsilon)\lambda + \lambda_0}(\sigma)(0) = -a \)。其中 \( -a \) 是 \( \partial g(0) \) 的最小包含球面的半径，同时根据引理 2.5，有 \( C^n_{(1-\epsilon)\lambda + \lambda_0}(\sigma)(0) = r_0^2/(4((1 - \epsilon)\lambda + \lambda_0)). \) 我们将稍后处理 \( J_2 = C^n_{\lambda}(\epsilon |\cdot|)(x) \)。现在当 \( \lambda > \lambda_0 \) 充分大时，我们有
\[
I - \frac{r_0^2}{4(\lambda + \lambda_0)} + 2\lambda |x|^2 \leq 2((1 - \epsilon)\lambda + \lambda_0)|x|^2 + \frac{r_0^2}{4((1 - \epsilon)\lambda + \lambda_0)} - a \cdot x
\]
\[ \lambda > \lambda_0 \]

则当 \( \lambda > \lambda_0 \) 充分大时, \( |x| \leq 1/(2^4 \lambda) < \delta/2 \). 另外还有 \( |x| < 1/(2^4 \lambda) \), 从而在式公式 (2.8) 中,

\[ C_{\lambda}^u (\epsilon \cdot |x|) = \epsilon \lambda |x|^2 + \frac{\epsilon^2}{4 \lambda}. \]

于是, 如果将 \( x_\lambda \) 代入 (3.2), 我们得到

\[
\frac{|p_\lambda + a|^2}{2^6 \lambda} \leq \frac{\epsilon r_0^2}{4(1 - \epsilon) \lambda} + \frac{\epsilon^2 |p_\lambda + a|^2}{2^7 \lambda} + 2^4 \lambda \frac{\epsilon^2 |p_\lambda + a|^2}{4(1 - \epsilon) \lambda} \leq \frac{|p_\lambda + a|^2}{2^6 \lambda} + \frac{\epsilon^2 |p_\lambda + a|^2}{2^7 \lambda} + \frac{\epsilon^2 r_0^2}{4(1 - \epsilon) \lambda}.
\]

由于 \( 0 < \epsilon < 1 \), 我们有

\[
|p_\lambda + a|^2 \leq 2^6 (1 + |a| + L_G) (\lambda + \lambda_0) \left( \frac{\epsilon r_0^2}{4(1 - \epsilon) \lambda} + \frac{\epsilon^2}{4 \lambda} \right).
\]

在上面的不等式中, 令 \( \lambda \to +\infty \), 则有

\[
\limsup_{\lambda \to +\infty} |p_\lambda + a|^2 \leq 2^7 (1 + |a| + L_G) \left( \frac{\epsilon r_0^2}{4(1 - \epsilon) \lambda} + \frac{\epsilon^2}{4 \lambda} \right).
\]

最后令 \( \epsilon \to 0^+ \), 从而得出, 当 \( \lambda \to +\infty \) 时有 \( p_\lambda \to -a \). 于是, \( \lim_{\lambda \to +\infty} \nabla C_{\lambda}^u (f_G)(0) = -a \), 其中 \(-a\) 是 \( \partial_- g(0) \) 的最小包含球面的中心, 第 (ii) 部分证完。

注 3.1 我们还不知道对于局部具有一般形式的半凸函数, 定理 1.4(ii) 的某种形式是否仍然成立。如果我们将式用于定理 1.4(ii) 的方法证明, 我们需对上变换 \( C_{\lambda}^u (f_G)(x) \) 的局部正则性了解更多以便证明得以通过。

**推论 1.10** 的证明 不失一般性, 我们可以再次假设 \( x_0 = 0 \) 并设 \( r_{g,0} < r_{h,0} \). 由于

\[ E_\lambda(f_G)(0) = R_\lambda(f_G)(0) + V_\lambda(f_G)(0) \geq 0, \]

如果 \( r_{g,0} = r_{h,0} \), 则 (1.19) 显然成立。如果 \( r_{g,0} > r_{h,0} \), 由于 \( E_\lambda(f_G) = E_\lambda(-f_G) \), 我们可以将问题转化到 \( r_{g,0} < r_{h,0} \) 的情形。

下面, 在我们的假设 \( r_{g,0} < r_{h,0} \) 下, 证明

\[
\lim_{\lambda \to +\infty} \lambda R_\lambda(f_G)(0) \geq \frac{(r_{g,0} - r_{h,0})^2}{4}. \tag{3.3}
\]
由于函数下凸包是仿射共变的，不失一般性，设

于是，

从而对 \( x \in B_{\delta}(0) \) 有

不失一般性，我们可以假设 \( f(0) = g(0) - h(0) = 0 \)。

再一次应用局部性性质，如果 \( \lambda > 0 \) 充分大，我们有

设 \( a_g \) 为 \( \partial_-g(0) \) 的最小包含球面的中心，并令 \( \ell(x) = a_g \cdot x, x \in \mathbb{R}^n \)，我们有

由于函数下凸包是仿射共变的，即 \( \text{co}[H + \ell] = \text{co}[H] + \ell \)，可见

我们由 (2.5) 得到

所以当 \( \lambda > 0 \) 充分大时，

于是，

如果先让 \( \lambda \to +\infty \)，然后让 \( \epsilon \to 0+ \)，我们有

命题 1.12 的证明 假设 \( f : \Omega \to \mathbb{R} \) 是局部具有线性模的半凸函数。不失一般性，我们假设 \( x_0 = 0 \) 是一个 Alexandrov 点。令 \( \lambda_0 = \|B\| \) 为由公式 (1.20) 给出的对称矩阵 B 的算子模。对于 \( \epsilon = 1 \)，根据 (1.20)，存在 \( \delta > 0 \)，当 \( x \in B_{\delta}(0) \) 时，我们有

\[
|f_G(x) - f_G(0) - p \cdot x - x^T B x| \leq \epsilon |x|^2 = |x|^2.
\]
从而我们证明对一切 \( \lambda > 0 \) 具充分大时，有 \( \ell(x) \leq |x|^2 - f(x) \)，从而，\( -f_G(0) = \co[\lambda \cdot |x|^2 - f_G](0) \)。

在 \( B_3(0) \) 上，我们有

\[-f_G(x) \geq -f_G(0) - p \cdot x - x^TBx - |x|^2 \geq \ell(x) - (\lambda_0 + 1)|x|^2.\]

从而，当 \( x \in B_3(0) \) 且 \( \lambda \geq \lambda_0 + 1 \)，我们有

\[\lambda|x|^2 - f_G(x) \geq \ell(x) + (\lambda - \lambda_0 - 1)|x|^2 \geq \ell(x).\]

如果 \( |x| > \delta \)，注意到 \( f_G \) 是 Lipschitz 函数，其 Lipschitz 常数为 \( L_G \geq 0 \)，于是有

\[\lambda|x|^2 - f_G(x) \geq \ell(x) \quad \text{对一切} \quad x \in \mathbb{R}^n \quad \text{成立}.

所以 \( f_G(0) = C^n_\lambda(f_G)(0) \)。由于在 \( G \) 中，\( f_G(x) = f(x) = g(x) - \lambda_1|x|^2 \)，其中 \( g : G \to \mathbb{R} \) 是凸函数且 \( \lambda_1 > 0 \) 是常数，如果 \( \ell(x) = g(0) + q \cdot x \)，对任意固定的 \( q \in \partial \cdot g(0) \) 成立，那么 \( \ell(0) = g(0) = f_G(0) \)。我们证明 \( g(0) + q \cdot x \leq f_G(x) + \lambda|x|^2 \) 对一切 \( x \in \mathbb{R}^n \) 成立，从而当 \( \lambda > 0 \) 充分大时，我们有 \( f_G(0) = g(0) = \co[\lambda^2 + |x|^2](0) = C^n_\lambda(f_G)(0) \)。

由于 \( 0 \in G \) 且 \( G \) 是开集，那么存在 \( \delta > 0 \) 使得 \( B_3(0) \subset G \)。于是在 \( B_3(0) \) 中，如果 \( \lambda \geq \lambda_1 \)，我们有

\[f_G(x) + \lambda|x|^2 = g(x) + (\lambda - \lambda_1)|x|^2 \geq g(x) \geq g(0) + q \cdot x.

如果 \( |x| > \delta \)，类似于上变数的证明，当 \( \lambda > 0 \) 充分大时，我们也有 \( f_G(x) + \lambda|x|^2 \geq \ell(x) \)。所以当 \( \lambda > 0 \) 充分大时，\( f_G(0) = C^n_\lambda(f_G)(0) \)。

(1.22) 中的等式都是引理 2.2 的直接推论。这里有 \( C^n_\lambda(f_G) \leq f_G \leq C^n_\lambda(f_G) \)。\( C^n_\lambda(f_G)(0) = f_G(0) \leq C^n_\lambda(f_G)(0) \)。从而可导出 \( \nabla C^n_\lambda(f_G)(0) = \nabla C^n_\lambda(f_G)(0) = -p \)，于是 \( \nabla f_G(0) = -p \)。

引理 2.5 的证明 我们先通过下面的计算来建立 (2.5):

\[C^n_\lambda(\sigma - \epsilon \cdot |)(0) = -\co[\lambda | - \epsilon \cdot | - \sigma](0).\]

定义

\[f_\lambda(x) = \lambda|x|^2 + \epsilon|x| - \sigma(x),\]

对一切 \( x \in \mathbb{R}^n \)，定义 \( S = \partial \cdot f_\lambda(0) \)。我们仍用 \( S_r(-a) \) 来表示 \( S \) 的最小包含球面 (见引理 1.2)。令

\[b = -\frac{(r - \epsilon)^2}{4 \lambda},\]

并定义仿射函数 \( \ell(x) = a \cdot x + b \)。我们来证明
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(i) 对 \( p^* \in S_r(-a) \cap S \), 如令
\[
x^* = \frac{(|p^* + a| - \epsilon) p^* + a}{2\lambda |p^* + a|},
\]
则 \( f_\lambda(x^*) - a \cdot x^* = b \).

(ii) 如果 \( x^* \) 是 \( f_\lambda(x) - a \cdot x \) 的一个最小值点，则存在某个 \( p^* \in S_r(-a) \cap S \) 使得 \( x^* \) 满足 (3.4) 且 \( f_\lambda(x^*) - a \cdot x^* = b \).

我们首先证明 (i). 假设 (3.4) 成立，我们有
\[
\begin{align*}
f_\lambda(x^*) - a \cdot x^* &= \lambda |x^*|^2 + \epsilon |x^*| - \sigma(x^*) - a \cdot x^* \\
&= \frac{(|p^* + a| - \epsilon)^2}{4\lambda} - \max\{p + a, x^*, p \in S\} + \epsilon \frac{|p^* + a| - \epsilon}{2\lambda} \\
&= \frac{(|p^* + a| - \epsilon)^2}{4\lambda} + \epsilon \frac{|p^* + a| - \epsilon}{2\lambda} - (p^* + a) \cdot x^* \\
&= \frac{(|p^* + a| - \epsilon)^2}{4\lambda} = b,
\end{align*}
\]

这里用到: \( x^* \) 的方向是沿着 \( p^* + a, 且 p^* + a \in \partial(S + a) \) 是实现 \( \max\{p + a, x^*, p \in S\} \) 的最大值点, 其中 \( \partial(S + a) \) 是有界闭凸集 \( S + a := \{p + a, p \in S\} \) 的相对边界 (参见文献 [16,17])。

因为 \( b < 0 \), 显然 \( x = 0 \) 不可能是函数 \( f_\lambda(x) - a \cdot x \) 的最小值点。由于函数 \( f_\lambda(x) - a \cdot x \) 是连续和强制的 (即当 \( |x| \to +\infty \), 有 \( f_\lambda(x) \to +\infty \)), 因此其最小值可以达到。设 \( x^* \neq 0 \) 为一个最小值点。由于 \( -\sigma(x) \) 上半可微且当 \( x \neq 0 \) 时函数 \( \epsilon|x| \) 可微。如果我们将 \( b' < 0 \) 作为 \( f_\lambda(x) - a \cdot x \) 的最小值，即 \( f_\lambda(x^*) - a \cdot x^* = b' < 0 \), 那么根据引理 2.2, 我们有 \( \nabla f_\lambda(x^*) - a \cdot x^* = 0 \), 即
\[
2\lambda x^* + \epsilon \frac{x^*}{|x^*|} - (p^* + a) = 0,
\]

这里 \( \max\{p \cdot x^*, p \in S\} = p^* \cdot x^* \) 且 \( p^* \in \partial S \), 即 \( p^* \) 必须是 \( S \) 的一个相对边界点。显然，\( x^* \) 的方向与 \( p^* + a \) 相同。另外容易看出，由于 \( x^* \neq 0 \), 有 \( |x^*| = \frac{|p^* + a| - \epsilon}{2\lambda} > 0 \). 所以，\( x^* \) 由 (3.4) 确定。于是，
\[
b_\lambda = f_\lambda(x^*) - a \cdot x^* = -\frac{(|p^* + a| - \epsilon)^2}{4\lambda} \geq -\frac{(r_0 - \epsilon)^2}{4\lambda} = b.
\]

由此得到 \( b_\lambda = b \), 所以 \( b = \co[f_\lambda](0) \). 由此导出
\[
AV_\lambda(\sigma - \epsilon \cdot |)(0) = \lambda C^\alpha(\sigma - \epsilon \cdot |)(0) = -b = \frac{(r - \epsilon)^2}{4\lambda},
\]

从而 (2.5) 得证。

现在来证明 (2.6), 即 \( \nabla C^\alpha_\lambda(\sigma)(0) = -a \). 我们定义 \( f_\lambda(x) = \lambda |x|^2 - \sigma(x) \). 我们已经看到 \( \ell(x) = a \cdot x + b \leq f_\lambda(x) \) 对一切 \( x \in \mathbb{R}^n \) 成立，包括特殊情况 \( \epsilon = 0 \). 其中 \( -a \) 是紧集 \( \partial_u q(0) \) 最小包含闭面的中心, \( b = -r^2/(4\lambda) \). 由于 \( f_\lambda(x) = \lambda |x|^2 - \sigma(x) \) 在 \( \mathbb{R}^n \) 中上半可微，所以据文献 [33], 我们有 \( \co[f_\lambda] \in C^1(\mathbb{R}^n) \)。特别地, \( \ell(x) \leq \co[f_\lambda](x) \) 且 \( b = \ell(0) = \co[f_\lambda](0) \). 根据引理 2.2, 我们有 \( a = \nabla \ell(0) = \nabla \co[f_\lambda](0) \). 所以根据定义, \( \nabla C^\alpha_\lambda(\sigma)(0) = -a \).

下面建立 (2.7). 根据 (2.1), 对一切 \( x \in \mathbb{R}^n \), 我们有
\[
C^\alpha_\lambda(\sigma_0 + \epsilon \cdot |)(x) \leq C^\alpha_{(1-\epsilon)\lambda}(\sigma_0)(x) + C^\alpha_\lambda(\epsilon \cdot |)(x).
\]
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在点 \( x = 0 \)，根据 (2.5)，当 \( \epsilon = 0 \) 时，我们有
\[
C_n^{(1 - \epsilon)\lambda}(\sigma)(0) = \frac{r^2}{4(1 - \epsilon)\lambda}.
\]

同时通过直接计算容易看出 \( C_n^{\lambda}(\epsilon|\cdot|)(x) \) 的具体表达式由 (2.8) 给出。所以在 \( x = 0 \) 点，\( C_n^{\lambda}(\epsilon|\cdot|)(0) = \frac{\lambda}{4x} \)。证毕。

**命题 2.3 的证明**  不失一般性，我们假设 \( x = 0 \)。根据文献 [1, 注 2.1]，我们有
\[
C_n^{\lambda}(f)(0) = \text{co}\{f + \lambda(\cdot - x)^2(0)\} = \sum_{i=1}^{k} \lambda_i[f(x_i) + \lambda|x_i|^2],
\]  （3.5）

其中 \( 2 \leq k \leq n + 1, \lambda_i > 0, x_i \in \mathbb{R}^n, \) 对 \( i = 1, 2, \ldots, k, \) 满足 \( \sum_{i=1}^{k} \lambda_i = 1 \) 和 \( \sum_{i=1}^{k} \lambda_i x_i = 0 \)。我们定义 \( f_\lambda(y) = f(y) + \lambda|y|^2, \) 当 \( y \in \mathbb{R}^n. \) 由于点 \( (x_i, f_\lambda(x_i)) (i = 1, 2, \ldots, k) \) 位于 \( f \) 的上图 (epi-graph) \( \text{epi}(f_\lambda) := \{(y, \alpha), y \in \mathbb{R}^n, \alpha \geq f_\lambda(y)\} \) 的支撑超平面上，所以存在任选函数 \( \ell(y) = a \cdot y + b \) 使得

(i) 对一切 \( y \in \mathbb{R}^n, \ell(y) \leq f_\lambda(y); \)
(ii) 当 \( i = 1, 2, \ldots, k \) 时，\( \ell(x_i) = f_\lambda(x_i). \)

根据 (ii) 和 (3.5)，我们还有 \( \ell(0) = b = C_n^{\lambda}(f)(0) \)。所以 (iii) 也成立。

为得到 \( r_\lambda \) 的上界估计，我们将 \( y = a/(2\lambda) \) 点代入 (i)。从而，估计 \( |a| \) 的上界如下：
\[
\frac{a \cdot a}{2\lambda} + b = \ell\left(\frac{a}{2\lambda}\right) \leq \frac{a}{2\lambda} + \frac{L^2}{4\lambda},
\]

从而，
\[
\frac{|a|^2}{4\lambda} \leq \frac{a}{2\lambda} - b = f\left(\frac{a}{2\lambda}\right) - f(0) + f(0) - b \leq \frac{L|a|}{2\lambda} + \frac{L^2}{4\lambda}.
\]

于是 \( |a|^2 \leq 2L|a| + L^2, \) 这里用到了 \( f \) 是 \( L \)-Lipschitz 函数，以及 (1.7) 和 (f) \( - b \) 是 \( R_\lambda(f)(0) \leq L^2/(4\lambda) \)

的事实，所以得到 \( |a| \leq (1 + \sqrt{2})L. \) 现在用上面的 (i): \( a \cdot x_i + b = f(x_i) + \lambda|x_i|^2 \) 得到
\[
\lambda|x_i|^2 = b - f(x_i) + a \cdot x_i = b - f(0) + f(0) - f(x_i) + a \cdot x_i \leq L|x_i| + |a||x_i|,
\]

这是由于 \( b - f(0) = -R_\lambda(f)(0) \leq 0. \) 这样我们可以导出对所有 \( x_i (i = 1, 2, \ldots, k), \) 有
\[
|x_i| \leq \frac{L + |a|}{\lambda} \leq \frac{(2 + \sqrt{2})L}{\lambda}.
\]

所以 \( r_\lambda = (2 + \sqrt{2})L/\lambda. \) 证毕。

**命题 2.6 的证明** 我们通过局部性质本 (命题 2.3) 将文献 [35, 命题 3.7] 和 [1, 定理 4.1] 所得到的整体 \( C^{1,1} \) 性质局部化。我们将证明，当 \( \lambda > 0 \) 充分大时，\( C_n^{\lambda}(f) \) 在 \( B_\epsilon(0) \) 中连续可微，且满足对一切 \( x_0, y_0 \in B_\epsilon(0), \) 有
\[
-\lambda_0 |y_0 - x_0|^2 \leq C_n^{\lambda}(f)(y_0) - C_n^{\lambda}(f)(x_0) - \nabla C_n^{\lambda}(f)(x_0) \cdot (y_0 - x_0) \leq \lambda|x_0 - x_0|^2, \quad (3.6)
\]

其中 \( \lambda_0 > 0 \) 是 \( f \) 在 \( B_2 \) 上具有线性凸模定义中的系数，即 \( f(y) = \lambda_0|y|^2 - g(y) \) 的定义中所出现的常数，另外在此定义中，\( g : B_2 \rightarrow \mathbb{R} \) 是微凸函数。从 (3.6) 中我们可以看到，当 \( \lambda \geq \lambda_0 \) 充分大时，\( C_n^{\lambda}(f) \) 在 \( B_\epsilon(0) \) 同时为 \( 2\lambda \) 半凸及 \( 2\lambda \) 半凹。所以根据文献 [10, 证明 3.3.8]，得到 \( C_n^{\lambda}(f) \in C^{1,1}(B_\epsilon(0)) \) 且
\[
|\nabla C_n^{\lambda}(f)(y) - \nabla C_n^{\lambda}(f)(x)| \leq 2\lambda|y - x|.
\]
对一切 \( x, y \in B_r(0) \) 成立。

由于 \( f \) 是 \( L \)-Lipschitz 函数，根据局部性性质，当 \( \lambda > 0 \) 充分大时，对 \( x_0 \in B_r(0) \)，我们有

\[
C_\alpha^r(f)(x_0) = -\co(\lambda |\cdot|^2 - f)(x_0) = -\sum_{i=1}^{k(0)} \lambda_i |x_i(0) - x_0|^2 - f(x_i(0))
\]

其中 \( 1 \leq k(0) \leq n + 1, \lambda_i(0) > 0, |x_i(0) - x_0| \leq r \)。

我们定义函数 \( g_\lambda(y) = \lambda |y - x_0|^2 - f(y) \)。根据命题 2.3，存在仿射函数 \( \ell(y) = a \cdot (y - x_0) + b \) 使得

(i) 对一切 \( y \in \mathbb{R}^n, \ell(y) \leq g_\lambda(y) \) 成立；(ii) \( \ell(x_i(0)) = g_\lambda(x_i(0)) \)。定义

\[
\Delta_{x_0} = \left\{ \sum_{i=1}^{k(0)} \mu_i x_i(0), \mu_i \geq 0, i = 1, \ldots, k(0), \sum_{i=1}^{k(0)} \mu_i = 1 \right\}
\]

为由 \( \{x_1(0), \ldots, x_{k(0)}(0)\} \) 定义的单纯形，我们不难看到 \( \co(g_\lambda)(y) = a \cdot (y - x_0) + b \) 对一切 \( y \in \Delta_{x_0} \) 成立，这是由于集合 \( U := \{(y, a \cdot y + b), y \in \Delta_0\} \) 是含 \( g_\lambda \) 的上图 (epi-graph) 的凸包 \( \co(\text{epi}(g_\lambda)) \) 中的一个面上而且 \( \{x_1(0), g_\lambda(x_1(0)), \ldots, (x_{k(0)}(0), g_\lambda(x_{k(0)}(0)))\} \subset U \cap \text{epi}(g_\lambda) \)。

现在对一切 \( y \in B_{2r}(0) \)，我们有 \( \co(g_\lambda)(y) \leq g_\lambda(y) \)，同时 \( \co(g_\lambda)(x_i(0)) = g_\lambda(x_i(0)) = a \cdot (x_i(0) - x_0) + b \) 对 \( i = 1, \ldots, k(0) \) 成立。进一步，在 \( B_{2r}(0) \) 上，\( g_\lambda(y) = \lambda |y - x_0|^2 - f(y) \)。这里 \( f(y) = g(y) - \lambda_0 (y,x_0)^2 \) 是在 \( B_{2r}(0) \) 上是 \( \lambda_0 \)-半凸的函数，其中 \( g : B_{2r}(0) \to \mathbb{R} \) 是凸函数且 \( \lambda_0 \geq 0 \) 是常数。于是，\( g_\lambda(y) = \lambda + \lambda_0 (y - x_0)^2 - g(y) \) 在 \( B_{2r}(0) \) 中上半可微，于是从引理 2.2 我们看到，函数 \( \co(g_\lambda) \) 与 \( g_\lambda \) 在 \( x_i(0) \) 可微，且

\[
\nabla \co(g_\lambda)(x_i(0)) = \nabla g_\lambda(x_i(0)) = 2(\lambda + \lambda_0)(x_i(0) - x_0) - \nabla g(x_i(0)),
\]

从而对 \( i = 1, \ldots, k(0) \)，\( \nabla g_\lambda(x_i(0)) \) 存在。如果我们在 \( B_{2r}(0) \) 中将引理 2.2 应用到仿射函数 \( \ell(y) \) 和上半可微函数 \( g_\lambda(y) \)，我们得到当 \( i = 1, \ldots, k(0) \)，\( \nabla g_\lambda(x_i(0)) = a \)。

现在证明 \( C_\alpha^r(f) \) 在 \( x_0 \) 点可微，且 \( \nabla C_\alpha^r(f)(x_0) = -a \)。我们沿用文献 [33] 中的证明方法。由于 \( \co(g_\lambda)(x_0) = \sum_{i=1}^{k(0)} \lambda_i(0) g_\lambda(x_i(0)) \)，其中 \( 1 \leq k(0) \leq n + 1 \)，我们可以进一步假设 \( \lambda_0(0) \geq \cdots \geq \lambda_{k(0)-1}(0) > 0, |x_i(0) - x_0| \leq r \) (根据局部性)，且满足 \( \sum_{i=1}^{k(0)} \lambda_i(0) = 1 \) 和 \( \sum_{i=1}^{k(0)} \lambda_i(0) x_i(0) = x_0 \)。于是 \( \lambda_i(0) \geq 1/(n+1) \)。现在对 \( y \in \mathbb{R}^n \)，有

\[
x_0 + y = \lambda_1(0) \left( x_1(0) + \frac{y}{\lambda_1(0)} \right) + \sum_{i=2}^{k(0)} \lambda_i(0) x_i(0).
\]

根据 \( \co(g_\lambda) \) 的凸性，对 \( y \in \mathbb{R}^n \)，有

\[
\co(g_\lambda)(x_0 + y) - \co(g_\lambda)(x_0) \leq \lambda_1(0) \left( g_\lambda \left( x_1(0) + \frac{y}{\lambda_1(0)} \right) - g_\lambda(x_1(0)) \right) + \left( \sum_{i=2}^{k(0)} \lambda_i(0) g_\lambda(x_i(0)) - \co(g_\lambda)(x_0) \right)
\]

\[
= \lambda_1(0) \left( g_\lambda \left( x_1(0) + \frac{y}{\lambda_1(0)} \right) - g_\lambda(x_1(0)) \right).
\]

由于上式左端关于 \( y \) 是凸函数而右端在 \( y = 0 \) 点为上半可微，同时这两项在 \( y = 0 \) 点相等，根据引理 2.2，有 \( \nabla \co(g_\lambda)(x_0) = \nabla g_\lambda(x_1(0)) \)。所以 \( \co(g_\lambda) \) 在 \( x_0 \) 点可微。

进一步，当 \( y \in \mathbb{R}^n \) 时，\( \ell(y) \leq g_\lambda(y) \)。根据函数下凸包的定义知，当 \( y \in \mathbb{R}^n \) 时，\( \ell(y) \leq \co(g_\lambda)(y) \)。我们还有 \( \ell(x_0) = b = \co(g_\lambda)(x_0) \)。同时因为 \( \co(g_\lambda) \) 在 \( x_0 \) 点可微，根据引理 2.2，我们有 \( \nabla \co(g_\lambda)(x_0) = a \)。
所以 $\nabla C_\lambda^u(f)(x_0) = -a$. 所以 $C_\lambda^u(f)$ 在 $B_r(0)$ 中可微. 梯度 $\nabla C_\lambda^u(f)$ 在 $B_r(0)$ 中的连续性也可以从文献 [33] 得到.

现在证明, 对一切 $x_0, y_0 \in B_r(0)$, 有

$$C_\lambda^u(f)(y_0) - C_\lambda^u(f)(x_0) - \nabla C_\lambda^u(f)(x_0) \cdot (y_0 - x_0) \geq -\lambda_0 |y_0 - x_0|^2,$$

从而 $C_\lambda^u(f)$ 是 $B_r(0)$ 中的 2$\lambda_0$ 半凸函数. 我们用前边用过的与 $C_\lambda^u(f)(x_0)$ 相关的记号. 我们看到 (3.7) 等价于

$$\lambda |y_0 - x_0|^2 - \text{co}[g_\lambda](y_0) + \text{co}[g_\lambda](x_0) + \nabla \text{co}[g_\lambda](x_0) \cdot (y_0 - x_0) \geq -\lambda_0 |y_0 - x_0|^2,$$

它又等价于 $\text{co}[g_\lambda](y_0) - \text{co}[g_\lambda](x_0) - \nabla \text{co}[g_\lambda](x_0) \cdot (y_0 - x_0) \leq (\lambda + \lambda_0) |y_0 - x_0|^2$. 注意, 我们有

$$\text{co}[g_\lambda](x_0) = \sum_{i=1}^{k^{(0)}} \lambda_i^{(0)} g_\lambda(x_i^{(0)}), \quad \nabla \text{co}[g_\lambda](x_0) = a, \quad \nabla \text{co}[g_\lambda](x_i^{(0)}) = \nabla g_\lambda(x_i^{(0)}) = a.$$

因为 $y_0 \in B_r(0)$, 而 $|x_i^{(0)} - x_0| \leq r$, 我们有

$$y_0 + (x_i^{(0)} - x_0) \in B_{2r}(0), \quad \sum_{i=1}^{k^{(0)}} \lambda_i^{(0)} (y_0 + (x_i^{(0)} - x_0)) = y_0.$$

从而, 

$$\text{co}[g_\lambda](y_0) \leq \sum_{i=1}^{k^{(0)}} \lambda_i^{(0)} \text{co}[g_\lambda](y_0 + (x_i^{(0)} - x_0)) \leq \sum_{i=1}^{k^{(0)}} \lambda_i^{(0)} g_\lambda(y_0 + (x_i^{(0)} - x_0)).$$

我们还有

$$\text{co}[g_\lambda](x_0) = \sum_{i=1}^{k^{(0)}} \lambda_i^{(0)} [g_\lambda(x_0 + (x_i^{(0)} - x_0))],$$

$$\nabla \text{co}[g_\lambda](x_0) \cdot (y_0 - x_0) = a \cdot (y_0 - x_0) = \sum_{i=1}^{k^{(0)}} \lambda_i^{(0)} a \cdot (y_0 - x_0)$$

$$= \sum_{i=1}^{k^{(0)}} \lambda_i^{(0)} \nabla g_\lambda(x_0 + (x_i^{(0)} - x_0)) \cdot (y_0 - x_0).$$

注意到在 $B_{2r}(0)$ 中, $f$ 是 2$\lambda_0$ 半凸函数, 且 $f(y) = g(y) - \lambda_0 |y - x_0|^2$, 其中 $g : B_{2r}(0) \to \mathbb{R}$ 为凸函数. 于是,

$$\text{co}[g_\lambda](y_0) - \text{co}[g_\lambda](x_0) - \nabla \text{co}[g_\lambda](x_0) \cdot (y_0 - x_0)$$

$$\leq \sum_{i=1}^{k^{(0)}} \lambda_i^{(0)} (g_\lambda(y_0 + (x_i^{(0)} - x_0)) - g_\lambda(x_0 + (x_i^{(0)} - x_0))) - \nabla g_\lambda(x_0 + (x_i^{(0)} - x_0)) \cdot (y_0 - x_0))$$

$$= \sum_{i=1}^{k^{(0)}} \lambda_i^{(0)} \lambda + \lambda_0) \left( |(y_0 - x_0) + (x_i^{(0)} - x_0)|^2 - |(x_i^{(0)} - x_0)|^2 - 2(x_i^{(0)} - x_0) \cdot (y_0 - x_0) \right)$$

$$- \sum_{i=1}^{k^{(0)}} \lambda_i^{(0)} (g(y_0 + (x_i^{(0)} - x_0)) - g(x_0 + (x_i^{(0)} - x_0))) - \nabla g(x_0 + (x_i^{(0)} - x_0)) \cdot (y_0 - x_0))$$

$$\leq (\lambda + \lambda_0) |y_0 - x_0|^2.$$
这里 $\sum_{i=1}^{k(n)} \lambda_i^{(n)}(x_i - x_0) = 0$，并且 $g$ 是凸函数并在 $x_0$ 点可微。所以 $C_\lambda^n(f)$ 在 $B_\varepsilon(0)$ 中是 $2\lambda_0$ 半凹函数。同时，根据上变换的定义，$C_\lambda^n(f)$ 在 $\mathbb{R}^n$ 中为 $2\lambda$ 半凹函数，因此，特别地，对 $x_0, y_0 \in B_\varepsilon(0)$，

$C_\lambda^n(f)(y_0) - C_\lambda^n(f)(x_0) - \nabla C_\lambda^n(f)(x_0) \cdot (y_0 - x_0) \leq \lambda |y_0 - x_0|^2. \tag{3.8}$

结合 (3.7) 与 (3.8)，我们可断定当 $\lambda \geq \lambda_0$ 充分大时，$C_\lambda^n(f)$ 在 $B_\varepsilon(0)$ 中既是 $2\lambda_0$ 半凹的也是 $2\lambda$ 半凹的。所以根据文献 [10, 推论 3.3.8]，我们得到 $C_\lambda^n(f) \in C^{1,1}(B_\varepsilon(0))$ 并且当 $\lambda \geq \lambda_0$ 充分大时，我们有估计 $|\nabla C_\lambda^n(f)(y) - \nabla C_\lambda^n(f)(x)| \leq 2\lambda |y - x|, y, x \in B_\varepsilon(0)$。证毕。□
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Compensated convex transforms and geometric singularity extraction from semiconvex functions

ZHANG KeWei, CROOKS Elaine & ORLANDO Antonio

Abstract The upper and lower compensated convex transforms are ‘tight’ one-sided approximations for a given function. We apply these transforms to the extraction of fine geometric singularities from general semiconvex/semiconcave functions and DC-functions in $\mathbb{R}^n$ (difference of convex functions). Well-known geometric examples of (locally) semiconcave functions include the Euclidean distance function and the Euclidean squared-distance function. For a locally semiconvex function $f$ with general modulus, we show that ‘locally’ a point is singular (a non-differentiable point) if and only if it is a scale 1-valley point, hence by using our method we can extract all fine singular points from a given semiconvex function. More precisely, if $f$ is a semiconvex function with general modulus and $x$ is a singular point, then locally the limit of the scaled valley transform exists at every point $x$ and can be calculated as $\lim_{\lambda \to +\infty} \lambda V_\lambda(f)(x) = r_x^2/4$, where $r_x$ is the radius of the minimal bounding sphere of the (Fréchet) subdifferential $\partial f(x)$ of the locally semiconvex function $f(x)$ is the valley transform at $x$. Thus the limit function $V_\infty(f)(x) := \lim_{\lambda \to +\infty} \lambda V_\lambda(f)(x) = r_x^2/4$ provides a ‘scale 1-valley landscape function’ of the singular set for a locally semiconvex function. At the same time, the limit also provides an asymptotic expansion of the upper transform $C^+_\infty(f)(x)$ when $\lambda \to +\infty$. For a locally semiconvex function $f$ with linear modulus we show further that the limit of the gradient of the upper compensated convex transform $\lim_{\lambda \to +\infty} \nabla C^+_\lambda(f)(x)$ exists and equals the centre of the minimal bounding sphere of $\partial_+ f(x)$. We also show that for a DC-function $f = g - h$, the scale 1-edge transform, when $\lambda \to +\infty$, satisfies $\lim_{\lambda \to +\infty} \lambda E_\lambda(f)(x) \geq (r_g(x) - r_h(x))^2/4$, where $r_g(x)$ and $r_h(x)$ are the radii of the minimal bounding spheres of the subdifferentials $\partial_+ g$ and $\partial_+ h$ of the two convex functions $g$ and $h$ at $x$, respectively.
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