Polyhedral expansions of compacta associated to finite approximations
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Abstract
This paper introduces some inverse sequences of different polyhedra all based on finite approximations of a compact metric space so they can be used to capture the shape type of the original space. It is shown that they are HPol-expansions, proving the so-called general principle. We use these sequences to compute explicitly some inverse persistent homology groups of a space and measure its errors in the approximation process.
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1 Introduction

The rise and development of computational topology [22, 45], applied algebraic topology [27] and topological data analysis [16] has boosted the study of topology and related fields. The idea of approximating topological spaces with simpler ones is of current interest, due to the possibility of actually compute topological properties of datasets.

One example of this are the finite topological spaces. They are a special case of the more general Alexandroff spaces, in which the arbitrary intersections of open sets are open. The notion was introduced by Alexandroff in [2] but, due to its poor topological structure, their study got a bit stucked. The papers [35, 42] were essential in their rediscovering, since it is shown that Alexandroff $T_0$ spaces can reproduce the same topology as polyhedra. An excellent reference about them are the Miscellaneous mathematical notes of J.P. May’s personal webpage. In the last years, due to its computational interest, there is plenty of theory devoted to them. See, for instance, [9–11] or Barmak’s book [8].

Topological persistence [16, 26] uses finite sequences of polyhedra extracted from a dataset to reconstruct topological properties of the underlying space with some guarantees [18, 21, 23].
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These techniques have shown to be very effective and robust to samples with some noise. Moreover, they have been applied successfully to many different branches of science, such as biology [7], financial series [28] or natural language processing [44].

An old procedure of approximating topological spaces is by means of inverse sequences of simpler spaces. From the works of Alexandroff [1] and Freudenthal [25], to more modern results [12, 17, 29, 30, 37], there are a lot of results for concrete types of spaces, both approximate and approximators. **Shape theory** essentially uses this idea to enlarge the concept of homotopy of spaces to the ones with bad local properties, where homotopy does not detect any structure. For compact metric spaces, Borsuk [13] initiated this theory, using a sequence of neighborhoods of the space embedded in the Hilbert cube (see [14, 15]) and compare them, instead of the original spaces. After Borsuk, shape theory was extended to more general spaces (as Fox [24]) and a whole theory was developed [20, 31, 32, 34]. Vanessa Robins was the first to connect topological persistence and shape theory, using the latter to compute persistent homology groups of some attractors in [40]. Gathering this idea, in [3], the authors defined an inductive construction over a compact metric space by terms of finite approximations made from it, called the **Main Construction**. Giving these approximations an hyperspace topology, they conjectured that the inverse sequence of these finite spaces recover some topological properties of the original space and that the Alexandroff–McCord associated inverse sequence of polyhedra recover exactly its shape type, calling the later the **General Principle**. In [37], it is showed that the inverse limit of the inverse sequence of finite spaces has the homotopy type of the original space. We show here that the inverse sequence of polyhedra (and some others defined in similar terms) actually define the shape of the space, answering positively to the conjecture of the General Principle. This paper is devoted to further connect shape theory and topological persistence, showing how to use this inverse sequences to compute some properties related to Inverse Persistence, introduced in [37].

The next section is used to recall the main definitions and tools used in the relationships established in the rest of the paper. In Sect. 3, we introduce some inverse sequences based on the Main Construction over a compact metric space, and called polyhedral approximative sequences, and show that they define the shape of the original space, giving a positive answer to the General Principle in Theorem 4. Hence, they are suitable for computing shape invariants, inverse persistence homology groups and inverse persistent homology errors, defined previously in Sect. 4. We finish giving a computable example in Sect. 5, where we explicitly construct a polyhedral approximative sequence of the Hawaiian earring and compute all the elements defined in the previous section.

### 2 Background and tools

Only essential and used results are mentioned, referring the reader to appropriate references to dig in details.

**Polyhedra** We recall the basic definitions and facts about them here and recommend [41], May’s aforementioned notes and Appendix 1 of [34] for proofs and more information. An **abstract simplicial complex** $K$ is a set of vertices $V(K)$ and a set $K$ of non-empty finite subsets of $V(K)$, called simplices, satisfying that if $\sigma \in K$ and $\tau \subset \sigma$, then $\tau \in K$, and written $\sigma = \langle v_0, \ldots, v_s \rangle$. A **simplicial map** $g : K \to L$ between simplicial complexes is a function $g : V(K) \to V(L)$ sending simplices to simplices. We shall use two important complexes here. Given any topological space $X$ and a covering of it $U = \{U_{\alpha}\}_{\alpha \in A}$, we can construct the **nerve** of the covering $N_U(X)$, whose vertices are the elements of the covering.
and a finite set of members of the covering \( \langle U_0, \ldots, U_s \rangle \) is a \( s \)-simplex if \( U_0 \cap \cdots \cap U_s \neq \emptyset \).

If we consider the case where \( X \) is a metric space, and the covering \( B_\varepsilon = \{ B(x, \varepsilon) : x \in X \} \), for \( \varepsilon > 0 \), the nerve \( \tilde{C}_\varepsilon(X) \) of this covering is sometimes called the Čech complex. Given a metric space \( X \), we define the Vietoris (or Rips) complex \( V_\varepsilon(X) \), for \( \varepsilon > 0 \), as the simplicial complex having as vertices the points of \( X \) and as simplices the finite sets \( \langle x_0, \ldots, x_s \rangle \) such that \( \text{diam}\{x_0, \ldots, x_s\} < \varepsilon \).

A given simplicial complex \( K \), its geometric realization \( |K| \) is the union of simplices of \( K \), as a subspace of \( \mathbb{R}^N \), and topologized defining as closed sets, the sets meeting each simplex in a closed subset. If \( K \) is finite, then this topology is inherited as a subspace of \( \mathbb{R}^N \) and, in this case, \( |K| \) becomes a compact metric space. A topological space \( X \) is a called a polyhedron if there exists a simplicial complex \( K \) such that \( X = |K| \). If we have a simplicial map \( g : K \to L \), the realization of the map \( g \) is the continuous map \( |g| : |K| \to |L| \) defined linearly. If \( g \) is an isomorphism (that is, a bijection on vertices and simplices) then \( |g| \) is an homeomorphism. We say that two continuous maps \( f, g : X \to |K| \) are contiguous if, for every \( x \in X \), \( f(x) \cup g(x) \) belongs to the closure of a simplex \( \sigma \) of \( K \). This is an important property since contiguous maps are homotopic.

The barycentric subdivision \( K' \) of a simplicial complex \( K \) is the simplicial complex whose vertices are the simplices of \( K \) and its simplices are finite chains of simplices \( \langle \sigma_0, \ldots, \sigma_s \rangle \) satisfying \( \sigma_0 \subset \cdots \subset \sigma_s \). We shall use the following facts later.

**Proposition 1** Any simplicial map \( \xi : K' \to K \) sending a vertex \( \sigma \) of \( K' \) to any vertex of \( \sigma \) in \( K \) is contiguous (and hence homotopic) to the identity. Any simplicial map \( g : K \to L \) induces a subdivided simplicial map \( g' : K' \to L' \), with \( g'(\sigma) = g(\sigma) \), whose realization is contiguous (and hence homotopic) to \( |g| \).

**Finite spaces** See [8] or May’s notes for details. Any point \( x \) of an Alexandroff space \( X \) has an open minimal neighborhood, namely the intersection of all the open sets containing it, and the set of minimal neighborhoods of points of \( X \) are a basis for its topology. This minimal basis defines a reflexive and transitive relation on the space \( X \): for \( x, y \in X \), say \( x \leq y \) if \( B_x \subset B_y \). This relation is a partial order if and only if \( X \) is \( T_0 \). On the other hand, every reflexive and transitive relation on a set \( X \) determines an Alexandroff topology, with basis the sets \( U_x = \{ y \in X : y \leq x \} \). So, for every set, its Alexandroff topologies are in bijective correspondence with its reflexive and transitive relations. The topology is \( T_0 \) if and only if the relation is a partial order (poset). A function \( f : X \to Y \) of Alexandroff spaces is continuous if and only if is order preserving, that is, \( x \leq y \) implies \( f(x) \leq f(y) \). McCord [35] showed that there is a bijective correspondence between simplicial complexes and Alexandroff \( T_0 \) spaces. Given an Alexandroff space space \( X \), define \( \mathcal{K}(X) \) as the abstract simplicial complex having has vertex set \( X \) and as simplices the finite totally ordered subsets \( x_0 \leq \cdots \leq x_s \) of the poset \( X \). A continuous map \( f : X \to Y \) of Alexandroff spaces defines a simplicial map \( \mathcal{K}(f) : \mathcal{K}(X) \to \mathcal{K}(Y) \), since it is order preserving.

Now, we can define the following map \( \psi = \psi_X : |\mathcal{K}(X)| \to X \) as follows. Every point \( z \in |\mathcal{K}(X)| \) is contained in the interior of a unique simplex \( \sigma \) spanned by a strictly increasing finite sequence \( x_0 < x_1 < \cdots < x_s \) of points of \( X \). We define \( \psi(z) = x_0 \) and the following theorem holds.

**Theorem 1** (Alexandroff–McCord Correspondence [35]) The map \( \psi_X \) is a weak homotopy equivalence. Moreover, given a map \( f : X \to Y \) of A-spaces, the induced simplicial map \( \mathcal{K}(f) \) makes the following diagram commutative.
Hyperspaces For the study of general hyperspaces, we recommend the paper [36] and the book [39]. Given a topological space \( X \), we define the hyperspace of \( X \) as the set of its non-empty closed subsets \( 2^X \), endowed with some topology. For example, if we have a compact metric space \((X,d)\), the Hausdorff distance makes \( 2^X \) a compact metric space with some nice properties relating \( X \) and \( 2^X \) [5]. The topology for \( 2^X \) used through this paper is the upper semifinite topology, with a basis consisting of the open sets

\[
B(U) = \left\{ C \in 2^X : C \subset U \right\} \subset 2^X
\]

for every \( U \) open in \( X \). We write \( 2^X_u \) for it. In general, this is a non-Hausdorff topology (see [4, 6] for more details). Let \((X,d)\) be a compact metric space. Consider for every \( \varepsilon > 0 \) the subspace of \( 2^X \) consisting of the closed subsets of \( X \)

\[
U_\varepsilon = \left\{ C \in 2^X : \text{diam}(C) < \varepsilon \right\}.
\]

The following result from [6] is key in the use of the upper semifinite topology for hyperspaces in this text.

**Proposition 2** The family \( U = \{U_\varepsilon\}_{\varepsilon > 0} \) is a base of open neighborhoods of the canonical copy of \( X \) inside \( 2^X_u \) (that is, as the inclusion of every point as a singleton).

**Shape theory** The approach used here will be the inverse system, initiated and by Mardesic and Segal for compact Hausdorff spaces in [33] and developed by them and others. Refer to [34] for details. Let \( C \) be any category and \( \Lambda \) be a directed set (called the index set). An inverse system in \( C \) consists of a triple \( X = (X_\lambda, p_\lambda\lambda', \Lambda) \), where \( X_\lambda \) is an object (term) of \( C \), for every \( \lambda \in \Lambda \), and \( p_{\lambda\lambda'} : X_\lambda \rightarrow X_{\lambda'} \) is a morphism (bonding morphisms or maps) of \( C \), for every pair \( \lambda \leq \lambda' \) of indices, satisfying \( p_{\lambda\lambda} = id_{X_\lambda} \) and \( p_{\lambda\lambda'} p_{\lambda'\lambda''} = p_{\lambda\lambda''} \), for every triple \( \lambda \leq \lambda' \leq \lambda'' \). If the index set of an inverse system is \( \Lambda = \mathbb{N} \), then it is called inverse sequence, and it is written \( X = \{X_n, p_{nn+1}\} \), since the rest of bonding maps are determined by the composition of those. Given two inverse systems \( X = (X_\lambda, p_{\lambda\lambda'}, \Lambda) \), \( Y = (Y_\mu, q_{\mu\mu'}, \Lambda) \), a level morphism of systems is a collection of morphisms of \( C \), for every \( \mu \in M \), \( f_\lambda : X_\lambda \rightarrow Y_\lambda' \), for every \( \lambda \leq \lambda' \), the following diagram is commutative.

\[
\begin{array}{ccc}
X_\lambda & \xrightarrow{f_\lambda} & X_{\lambda'} \\
\downarrow & & \downarrow f_{\lambda'} \\
Y_\lambda & \xrightarrow{f_{\lambda'}} & Y_{\lambda'}
\end{array}
\]

The composition of these morphisms is defined straightforward. The category \( \text{pro-} C \) has objects inverse systems \( X \) (over all directed sets) in \( C \) and morphisms \( f : X \rightarrow Y \), equivalence classes of morphisms of systems under an equivalence relation (we do not define the relation and the more general classes of morphisms because they are not needed here). If \( \Lambda' \) is a cofinal subset of \( \Lambda \), that is, for every \( \lambda' \in \Lambda' \), there is a \( \lambda \in \Lambda \) with \( \lambda < \lambda' \), we can use \( \Lambda' \) instead \( \Lambda \) and get an isomorphic inverse system. Next, we state a very useful characterization about isomorphisms in \( \text{pro-} C \).
Theorem 2 (Morita’s lemma [38]) A level morphism of systems

\[ f : X = (X_\lambda, p_{\lambda,\lambda'}, \Lambda) \longrightarrow Y = (Y_\lambda, q_{\lambda,\lambda'}, \Lambda) \]

in pro-\( C \), is an isomorphism if and only if every \( \lambda \in \Lambda \) admits a \( \lambda' \geq \lambda \) and a morphism \( g_\lambda : Y_{\lambda'} \rightarrow X_\lambda \) in \( C \) making the following diagram commutative.

\[
\begin{array}{ccc}
X_\lambda & \xleftarrow{f_\lambda} & X_{\lambda'} \\
\downarrow{\lambda} & & \downarrow{g_\lambda} \\
Y_\lambda & \xleftarrow{f_{\lambda'}} & Y_{\lambda'}
\end{array}
\]

Let \( T \) be a category and \( P \) a subcategory of \( T \). Let \( X \) be an object of \( T \), a \( T \)-expansion of \( X \) is a morphism in pro-\( T \) \( p : X \rightarrow X \) (consider \( X \) as an inverse system in which every term is \( X \) and the bonding maps are the identity) to an inverse system \( X = (X_\lambda, p_{\lambda,\lambda'}, \Lambda) \) in \( T \) satisfying a universal condition (not included). Moreover, \( p \) is called a \( P \)-expansion of \( X \) whenever \( X \) and \( f \) are in pro-\( P \). Every two expansions of the same space are isomorphic. Also, a composition of an expansion with an isomorphism is again an expansion. Given a category \( T \) and a subcategory \( P \), we say that \( P \) is dense in \( T \) if every object of \( T \) admits a \( P \)-expansion, under an equivalence (also not included). Define the shape category \( Sh \) for \( (T, P) \) as the one having as objects the objects of \( T \), and, for \( X, Y \in T \), the morphisms \( X \rightarrow Y \) are the equivalence classes of morphisms \( f : X \rightarrow Y \) in pro-\( P \). Usually, the shape category is used for \( (T = HTop, P = HPol) \). Shape is an extension of homotopy, so two spaces homotopically equivalent must have the same shape. Two isomorphic spaces \( X, Y \) in \( Sh \) are said to have the same shape (type), written \( Sh(X) = Sh(Y) \). There are some well known HPol-expansions defined for any topological space (such as the Vietoris or the \( \check{\text{C}}ech \) expansions). Inverse limits are a good source of HPol-expansions, since they and inverse system considered in HPol is an HPol-expansion of its inverse limit. The Shape category has its own invariants, defined through the HPol-expansions and its inverse limits. For example, for every abelian group \( G \), we can consider the \( k \)th homology group \( H_k(X_\lambda, G) \) of each term and the induced homology maps \( H_k(p_{\lambda,\lambda'}, G) \) of the bonding maps. Then we obtain an inverse system of abelian groups

\[ H_k(X; G) = (H_k(X_\lambda, G), H_k(p_{\lambda,\lambda'}, G), \Lambda), \]

called the \( k \)-th homology pro-group of \( X \). We define the \( k \)-th \( \check{\text{C}}ech \) homology group of \( X \) as the inverse limit of this inverse system of groups,

\[ \hat{H}_k(X) = \lim_{\leftarrow} H_k(X; G). \]

Similarly, we can obtain the \( K \)-th shape group of \( X \), as the inverse limit of the corresponding homotopy pro-groups \( \pi_k(X) \). It is known that the \( \check{\text{C}}ech \) homology and shape groups are well defined, that is, they do not depend on the HPol-expansion we use to compute them. Movability is another invariant, trying to generalize the concept of spaces having the shape of ANRs. We can define movability for arbitrary inverse systems. An inverse system \( X = (X_\lambda, p_{\lambda,\lambda'}, \Lambda) \) in pro-\( C \) is movable provided every \( \lambda \in \Lambda \) admits \( \lambda' \geq \lambda \), called movability index of \( \lambda \), such that, for every \( \lambda'' \geq \lambda \), there exists a morphism \( r : X_{\lambda'} \rightarrow X_{\lambda''} \) of \( C \) such that \( p_{\lambda,\lambda'} = p_{\lambda,\lambda''}r \). A topological space \( X \) is movable if it has movable HPol-expansions. An inverse system \( X \) in pro-\( C \) is stable provided it is isomorphic in pro-\( C \) to an object \( X \in C \). It is evident that if \( X \) is stable, then it is movable. A topological space is said to be stable provided its HPol-expansions are stable. It is equivalent to have the same shape as a polyhedron (or
ANR) and it is obviously a shape invariant property. Then, an stable space is movable, but the converse is not always true. An inverse system of groups $G = (G_\lambda, p_{\lambda,\lambda'}, \Lambda)$ has the Mittag--Leffler (shortly ML) property if every $\lambda \in \Lambda$ admits a $\lambda' \geq \lambda$ (called an ML index for $\lambda$) such that, for every $\lambda'' \geq \lambda'$, we have $p_{\lambda,\lambda''}(X_{\lambda''}) = p_{\lambda',\lambda''}(X_{\lambda'})$. Using that every movable inverse system of groups has the Mittag--Leffler property and that every functor preserves the property of being movable, we have that the homology and homotopy pro-groups $H_k(X; G)$, $\pi_k(X)$ are movable and hence have the Mittag--Leffler property.

**The Main Construction** We recall the most important tool of this text, the Main Construction, introduced in [3] and reformulated in [37]. A sequence of finite approximations for a compact metric space $X$, with some special properties, is constructed. Let $(X,d)$ be a compact metric space. For every $\varepsilon > 0$, we can find a finite $\varepsilon$-approximation $A \subset X$, that is, for every point $x \in X$, there is a point $a \in A$ with $d(x, a, <)\varepsilon$. An adjusted approximative sequence $\{ \varepsilon_n, A_n \}$ consists of a decreasing and tending to zero sequence of positive real numbers $\{ \varepsilon_n \}$ and a sequence of finite spaces $\{ A_n \}$ such that, for every $n \in \mathbb{N}$, $A_n$ is an $\varepsilon_n$-approximation of $X$ and $\varepsilon_{n+1}$ is adjusted to it, meaning that, for every $n \in \mathbb{N}$, $\varepsilon_{n+1} < \frac{\varepsilon_n - \gamma_n}{2}$, with

$$\gamma_n = \sup\{ d(x, A_n) : x \in X \}.$$

The Main Construction in [3] and Theorem 3 in [37] states the existence of adjusted approximative sequences for every compact metric space. Given an adjusted approximative sequence, we can define a nearby approximative sequence $\{q_{A_n}\}$ as the sequence of continuous maps $q_{A_n} : X \to 2^A_n$, defined by proximity,

$$q_{A_n}(x) = \{ a \in A : d(x, A_n) = d(x, a) \},$$

and a finite approximative sequence (FAS for short) $\{U_{2\varepsilon_n}(A_n), p_{n,n+1}\}$, as an inverse sequence with terms

$$U_{2\varepsilon_n}(A_n) = \left\{ C \in 2^A_n : \text{diam}(C) < \varepsilon_n \right\}$$

and continuous maps

$$p_{n,n+1} : U_{2\varepsilon_n+1}(A_{n+1}) \to U_{2\varepsilon_n}(A_n)$$

with $p_{n,n+1} = q_{A_n}(C)$, for every closed set $C \in U_{n+1}(A_{n+1})$. Note that the upper semifinite topology in the hyperspace of the discrete space $U_{2\varepsilon_n}(A_n)$ is a finite space with the relation $\subset$ as poset. In [37] it is shown that the inverse limit of every FAS has the homotopy type of the original space, since it contains an homeomorphic copy of it which is an strong deformation retract of this limit. The General Principle of [3] states that the associated Alexandroff--McCord sequence of polyhedra $\{|KU_{2\varepsilon_n}(A_n)|, |K(p_{n,n+1})|\}$ (using the correspondence of Theorem 1) is able to capture the shape properties of $X$. We give a positive answer in Sect. 3 showing that this inverse sequence is indeed an HPol-expansion for $X$ and we generalize the General Principle giving some other HPol-expansions of $X$ using the Main Construction.

### 3 Polyhedral approximative sequences and the General Principle

In this section we show that some inverse sequences of polyhedra based on the Main Construction over a compact metric space are HPol-expansions and hence they provide all the shape information about the space. These sequences are also useful for inverse persistence computations.
Consider an adjusted sequence \( \{\varepsilon_n A_n\} \) and a FAS \( \{U_{2\varepsilon_n}(A_n), p_{n,n+1}\} \). Using the Alexandrov–McCord correspondence (Theorem 1) we have that, for every \( n \in \mathbb{N} \) and finite \( T_0 \) space \( U_{2\varepsilon_n}(A_n) \), there exists a simplicial complex \( K(U_{2\varepsilon_n}(A_n)) \) with vertex set the points \( D \in U_{2\varepsilon_n}(A_n) \) and simplexes \( \langle D_0, D_1, \ldots, D_s \rangle \) with \( D_0 \subset D_1 \subset \cdots \subset D_s \) such that there is a weak homotopy equivalence between the finite space and the geometric realization of the simplicial complex

\[
 f_n : |K(U_{2\varepsilon_n}(A_n))| \rightarrow U_{2\varepsilon_n}(A_n),
\]
defined as follows. Every point \( x \in |K(U_{2\varepsilon_n}(A_n))| \) is contained in the interior of a unique simplex \( \sigma = \langle D_0, D_1, \ldots, D_s \rangle \) and \( f_n(x) = D_0 \). We also have simplicial maps (following McCords paper’s notation we should write \( K(p_{n,n+1}) \) for the simplicial maps but we will omit this notation, using the same as for the maps between the finite spaces, \( p_{n,n+1} \), for the sake of simplicity) between the polyhedra, defined on the vertices and extended as usual to simplices

\[
 p_{n,n+1} : K(U_{2\varepsilon_{n+1}}(A_{n+1})) \rightarrow K(U_{2\varepsilon_n}(A_n))
\]
\[
 D \mapsto p_{n,n+1}(D)
\]
\[
 \langle D_0, D_1, \ldots, D_s \rangle \mapsto \langle p_{n,n+1}(D_0), p_{n,n+1}(D_1), \ldots, p_{n,n+1}(D_s) \rangle
\]
where, if

\[
 D_0 \subset D_1 \subset \cdots \subset D_s,
\]
then

\[
 p_{n,n+1}(D_0) \subset p_{n,n+1}(D_1) \subset \cdots \subset p_{n,n+1}(D_s).
\]
The realizations of these simplicial maps satisfy that, for every \( n \in \mathbb{N} \), the diagram

\[
 \begin{array}{ccc}
 |K(U_{2\varepsilon_n}(A_n))| & \xrightarrow{|p_{n,n+1}|} & |K(U_{2\varepsilon_{n+1}}(A_{n+1}))| \\
 f_n \downarrow & & \downarrow f_{n+1} \\
 U_{2\varepsilon_n}(A_n) & \xleftarrow{p_{n,n+1}} & U_{2\varepsilon_{n+1}}(A_{n+1})
\end{array}
\]
commutes. So we obtain an inverse sequence of polyhedra and a map (actually a level map) between the inverse sequences of finite spaces \( \{U_{2\varepsilon_n}(A_n), p_{n,n+1}\} \) and polyhedra \( \{|K(U_{2\varepsilon_n}(A_n)), |K(p_{n,n+1})|\} \). The analysis of these two inverse sequences, their limits and their relations with the original space are proposed in [3]. We will show here that this and other related polyhedral inverse sequences are HPol-expansions of the space \( X \).

**The Alexandrov–McCord approximative sequence** We begin by considering the inverse sequence of polyhedra mentioned above,

\[
 K(X) = \{|K(U_{2\varepsilon_n}(A_n))|, |p_{n,n+1}|\},
\]
which will be called the **Alexandrov–McCord approximative sequence**. We show that this inverse sequence defines the shape of \( X \). It is closely related with a well known HPol-expansion that uses the Vietoris–Rips complexes. The Vietoris–Rips complex \( \mathcal{R}_{\varepsilon}(X) \) of a compact metric space \( (X, d) \) for \( \varepsilon > 0 \) is the simplicial complex with vertex set \( X \) and a \( q \)-simplex is a subset \( \{x_0, \ldots, x_q\} \subset X \) such that \( \text{diam}\{x_0, \ldots, x_q\} < \varepsilon \). As stated in Corollary 7 of [3], for a finite metric space \( (A, d) \) and \( \varepsilon > 0 \), we have \( K(U_{\varepsilon}(A)) = \mathcal{R}_{\varepsilon}'(A) \).
Proposition 3  The Alexandroff–McCord approximative sequence \( \mathcal{K}(X) \) is an HPol-expansion of \( X \).

Proof  We shall show that \( \mathcal{K}(X) \) is isomorphic to the Vietoris system

\[
\mathcal{V}(X) = (|\mathcal{R}_{\varepsilon}(X)|, |i_{\varepsilon, \varepsilon'}|, \mathbb{R}),
\]

where, for every \( \varepsilon \leq \varepsilon' \),

\[
i_{\varepsilon, \varepsilon'} : |\mathcal{R}_{\varepsilon'}(X)| \rightarrow |\mathcal{R}_{\varepsilon}(X)|
\]

is just the simplicial inclusion. This is a well known HPol-expansion of \( X \) (see [34]) but, instead, let us consider the cofinal (and hence isomorphic) sequence (keeping the notation for the sake of simplicity)

\[
\mathcal{V}(X) = (|\mathcal{R}_{2\varepsilon_n}(X)|, |i_{2\varepsilon_n, 2\varepsilon_{n+1}}|).
\]

We define an intermediate sequence in order to set this isomorphism. Consider, for all \( n \in \mathbb{N} \), the map

\[
p^*_{n, n+1} : \mathcal{R}_{2\varepsilon_{n+1}}(A_{n+1}) \rightarrow \mathcal{R}_{2\varepsilon_n}(A_n)
\]

where \( b \) is any of the elements of \( q_{A_n}(a) \). It is a simplicial map since a simplex \( \langle a_0, a_1, \ldots, a_s \rangle \in \mathcal{R}_{2\varepsilon_{n+1}}(A_{n+1}) \) has image \( \langle b_0, b_1, \ldots, b_s \rangle \) with \( b_i \in q_{A_n}(a_i) \) for \( i = 0, 1, \ldots, s \), which is a simplex of \( \mathcal{R}_{2\varepsilon_n}(A_n) \), because, for every \( i, j \in \{0, 1, \ldots, s\} \),

\[
d(b_i, b_j) \leq d(b_i, a_i) + d(a_i, a_j) + d(a_j, b_j) < 2\gamma_n + 2\varepsilon_{n+1} < 2\varepsilon_n.
\]

The realization of this map on the corresponding polyhedra is well defined up to homotopy type (we do not define a map, but a homotopy class of maps) because for \( b, b' \in q_{A_n}(a) \), with \( a \in A_{n+1} \), we have

\[
d(b, b') \leq d(b, a) + d(a, b') < 2\varepsilon_n.
\]

We can define inductively the inverse HPol-sequence of polyhedra

\[
\mathcal{M}(X) = (|\mathcal{R}_{2\varepsilon_n}(A_n)|, |p^*_{n, n+1}|).
\]

We next show \( \mathcal{M}(X) \) is isomorphic to \( \mathcal{K}(X) \) using the canonical simplicial map \( \rho : K' \rightarrow K \), for a simplicial complex \( K \), defined as \( \rho(\{x_0, x_1, \ldots, x_s\}) = x_j \) for a vertex \( \{x_0, x_1, \ldots, x_s\} \) of \( K' \) and sending a simplex \( \langle \{x_0\}, \{x_0, x_1\}, \ldots, \{x_0, x_1, \ldots, x_s\} \rangle \) of \( K' \) to the simplex \( \langle x_0, x_1, \ldots, x_j \rangle \). The realization of this map \( |\rho| : |K'| = |K| \rightarrow |K| \) is homotopic to the identity (we could have defined the simplicial map choosing any vertex as image and the realization would have the same homotopic properties, see [8] or May’s notes). This map induces componentwise a morphism of systems \( \rho : \mathcal{K}(X) \rightarrow \mathcal{M}(X) \) through \( \rho_n : \mathcal{R}_{2\varepsilon_n}(A_n) \rightarrow \mathcal{R}_{2\varepsilon_{n+1}}(A_{n+1}) \) because, for every \( n \in \mathbb{N} \), the following diagram is commutative up to homotopy.
If \( x \in |\mathcal{R}_{2\varepsilon n+1}'(A_{n+1})| \), then it belongs to some simplex \( \sigma = \langle D_0, D_1, \ldots, D_s \rangle \in \mathcal{R}_{2\varepsilon n+1}'(A_{n+1}) \). We write

\[
D_s = a_0^0, a_1^0, \ldots, a_0^s, a_1^s, \ldots, a_0^x, a_1^x, \ldots, a_s^x,
\]

\[
p_{n,n+1}(D_s) = q_{A_n}(a_0^0) \cup \ldots \cup q_{A_n}(a_0^s) \cup q_{A_n}(a_1^0) \cup \ldots \cup q_{A_n}(a_1^x) \cup \ldots \cup q_{A_n}(a_s^0) \cup \ldots \cup q_{A_n}(a_s^x),
\]

where \( q_{A_n}(a_i^j) = \{b_0, b_1, \ldots, b_i\} \) for \( i = 0, 1, \ldots, s \). Then,

\[
\langle D_0, D_1, \ldots, D_s \rangle \xrightarrow{p_{n,n+1}} \langle p_{n,n+1}(D_0), p_{n,n+1}(D_1), \ldots, p_{n,n+1}(D_s) \rangle \xrightarrow{p_n} \langle b_0^0, b_1^1, \ldots, b_s^x \rangle = \sigma_1,
\]

\[
\langle D_0, D_1, \ldots, D_s \rangle \xrightarrow{p_{n+1}} \langle a_0^0, a_1^0, \ldots, a_s^x \rangle \xrightarrow{p_{n,n+1}'} \langle b_0^0, b_1^1, \ldots, b_s^x \rangle = \sigma_2,
\]

for \( j_i \in \{0, 1, \ldots, t_i\} \) with \( i = 0, 1, \ldots, s \). But \( \sigma_1 \) and \( \sigma_2 \) lie in a common simplex \( \sigma_1 \cup \sigma_2 = \langle b_0^0, b_1^1, \ldots, b_i^j, b_j, \ldots, b_s^x \rangle \) of \( \mathcal{R}_{2\varepsilon n}'(A_n) \) because, for any pair \( u, v \in \{0, 1, \ldots, s\} \), it is satisfied that

\[
d(b_u^u, b_v^v) \leq d(b_u^u, a_{ru}^u) + d(a_{ru}^u, a_{rv}^v) + d(a_{rv}^v, b_v^v) \leq 2\gamma n + 2\varepsilon n + 1 < 2\varepsilon n.
\]

So, \( \rho : \mathcal{K}(X) \to \mathcal{M}(X) \) is a morphism of systems. Moreover, \( \rho \) is equivalent to the identity as morphism of systems, since the equivalence relation (page 6 of [34]) is trivially satisfied because, for all \( n \in \mathbb{N} \),

\[
\rho, \ id : |\mathcal{R}_{2\varepsilon n}'(A_n)| \longrightarrow |\mathcal{R}_{2\varepsilon n}(A_n)|
\]

are homotopic maps, as we pointed out. Then \( \mathcal{K}(X) \) and \( \mathcal{M}(X) \) are isomorphic.

It just remains to prove that the inverse systems \( \mathcal{V}(X) \) and \( \mathcal{M}(X) \) are isomorphic. Both systems deal with Vietoris Rips complexes (not barycentric subdivisions), so we consider, for each \( n \in \mathbb{N} \), the obvious inclusion \( j_n : \mathcal{R}_{2\varepsilon n}(A_n) \to \mathcal{R}_{2\varepsilon n}'(X) \), which is a simplicial map and defines a morphism of systems \( j : \mathcal{M}(X) \to \mathcal{V}(X) \) since, for every \( n \in \mathbb{N} \), the diagram

\[
\begin{array}{ccc}
|\mathcal{R}_{2\varepsilon n}(A_n)| & \xrightarrow{|p_{n,n+1}'|} & |\mathcal{R}_{2\varepsilon n+1}(A_n+1)| \\
|j_n| & \downarrow & |j_{n+1}| \\
|\mathcal{R}_{2\varepsilon n}(X)| & \xrightarrow{|i_{2\varepsilon n,2\varepsilon n+1}|} & |\mathcal{R}_{2\varepsilon n+1}(X)|
\end{array}
\]
commutes, up to homotopy. Indeed, every \( x \in |\mathcal{R}_{2\varepsilon_n}(A_n)| \) belongs to a simplex \( \sigma = \langle a_0, a_1, \ldots, a_s \rangle \in \mathcal{R}_{2\varepsilon_n}(A_n) \). The images of the simplex are
\[
\langle a_0, a_1, \ldots, a_s \rangle \xrightarrow{p^*_n, n+1} \langle b_0, b_1, \ldots, b_s \rangle \xrightarrow{j_n} \langle b_0, b_1, \ldots, b_s \rangle = \sigma_1,
\]
\[
\langle a_0, a_1, \ldots, a_s \rangle \xrightarrow{j_{n+1}} \langle a_0, a_1, \ldots, a_s \rangle \xrightarrow{i_{2\varepsilon_n, 2n+1}} \langle a_0, a_1, \ldots, a_s \rangle = \sigma_2,
\]
with \( b_i \in q_{A_n}(a_i) \) for \( i = 0, 1, \ldots, s \), which lie on a common simplex \( \sigma_1 \cup \sigma_2 = \langle b_0, b_1, \ldots, b_s, a_0, a_1, \ldots, a_s \rangle \) because, for every \( i, j \in \{0, 1, \ldots, s\} \), we have
\[
d(a_i, b_j) \leq d(a_i, a_j) + d(a_j, b_j) < 2\varepsilon + n + \gamma_n = \varepsilon_n
\]
which means \( \sigma_1 \cup \sigma_2 \in \mathcal{R}_{2\varepsilon_n}(X) \) and hence the maps are homotopic. This morphism of systems is, in fact, an isomorphism. To see this, we need to use Morita’s Lemma (Theorem 2).

Roughly speaking, all we need is a diagonal map making the last diagram factorizing through it. So, we define, for every \( n \in \mathbb{N} \), a simplicial map
\[
g_n : \mathcal{R}_{2\varepsilon_n+1}(X) \longrightarrow \mathcal{R}_{2\varepsilon_n}(A_n) \]
\[
x \longmapsto a \in q_{A_n}(x),
\]
which is simplicial because if \( g_n(\langle x_0, x_1, \ldots, x_s \rangle) = \langle a_0, a_1, \ldots, a_s \rangle \), then, for every \( i, j \in \{0, 1, \ldots, s\} \), we have
\[
d(a_i, a_j) \leq d(a_i, x_i) + d(x_i, x_j) + d(x_j, a_j) < 2\gamma + 2\varepsilon + n + < 2\varepsilon_n,
\]
and induces a well defined homotopy class of maps since \( a, a' \in q_{A_n}(x) \) implies that \( d(a, a') < 2\varepsilon_n \). The realization of this simplicial map is our diagonal that makes the diagram commutative up to homotopy.

The up-right subdiagram commutes because if
\[
\langle a_0, a_1, \ldots, a_s \rangle \xrightarrow{p^*_n, n+1} \langle b_0, b_1, \ldots, b_s \rangle,
\]
\[
\langle a_0, a_1, \ldots, a_s \rangle \xrightarrow{j_{n+1}} \langle a_0, a_1, \ldots, a_s \rangle \xrightarrow{g_n} \langle b_0', b_1', \ldots, b_s' \rangle,
\]
with \( b_i, b_i' \in q_{A_n}(a_i) \), then \( d(b_i, b_i') < 2\varepsilon_n \), and the two maps are homotopic. Finally, the down-left subdiagram commutes because if we write
\[
\langle x_0, x_1, \ldots, x_s \rangle \xrightarrow{g_n} \langle a_0, a_1, \ldots, a_s \rangle \xrightarrow{j_n} \langle a_0, a_1, \ldots, a_s \rangle,
\]
\[
\langle x_0, x_1, \ldots, x_s \rangle \xrightarrow{i_{2\varepsilon_n, 2n+1}} \langle x_0, x_1, \ldots, x_s \rangle,
\]
with \( a_i \in q_{A_n}(x_i) \), then \( d(x_i, a_j) < \varepsilon_n \) and we are done.

**The Čech approximative sequence** We construct an Hpol-expansion of \( X \) with nerves of coverings based on our finite approximations. Let us consider the Main Construction on the compact metric space \( X \). For every \( n \in \mathbb{N} \), consider the set \( B_n = \{B_n(a) : a \in A_n\} \) of open
balls $B_n(a) = B(a, \varepsilon_n)$ with center $a$ and radius $\varepsilon_n$, which is a covering of $X$ since $A_n$ is an $\varepsilon_n$-approximation. We can consider the nerves of these coverings $N(B_n)$ and define the maps

$$p_{B_n, B_{n+1}} : N(B_{n+1}) \rightarrow N(B_n)$$

$$B_{n+1}(a) \mapsto B_n(b), \ b \in q_{A_n}(a).$$

This is a simplicial map. Let $(B_{n+1}(a_0), B_{n+1}(a_1), \ldots, B_{n+1}(a_s))$ be a simplex of $N(B_{n+1})$, so $B_{n+1}(a_0) \cap B_{n+1}(a_1) \cap \ldots \cap B_{n+1}(a_s) \neq \emptyset$. Let $x \in X$ be a point of this intersection, that means $d(x, a_i) < \varepsilon_{n+1}$ for all $i = 0, 1, \ldots, s$. Let us write the image of this simplex as $(B_n(b_0), B_n(b_1), \ldots, B_n(b_s))$, with $b_i \in q_{A_n}(a_i)$ for all $i = 0, 1, \ldots, s$. Then, since

$$d(x, b_i) \leq d(x, a_i) + d(a_i, b_i) < \varepsilon_{n+1} + \gamma_n < \varepsilon_n,$$

we obtain $x \in B_n(b_0) \cap B_n(b_1) \cap \ldots \cap B_n(b_s) \neq \emptyset$ and therefore $(B_n(b_0), B_n(b_1), \ldots, B_n(b_s))$ is a simplex of $N(B_n)$. The realization of these maps

$$|p_{B_n, B_{n+1}}| : |N(B_{n+1})| \rightarrow |N(B_n)|$$

are up to homotopy well defined maps, since if $b, b' \in q_{A_n}(a)$, with $a \in A_{n+1}$, then $a \in B_n(b) \cap B_n(b')$ so the two different images are contiguous, and then homotopic, hence, define an Hmap. Thus we obtain the inverse sequence of polyhedra

$$\tilde{\mathcal{C}}_A(X) = \{ |N(B_n)|, |p_{B_n, B_{n+1}}| \}$$

which will be called the Čech approximative sequence. As the Alexandrov–McCord sequence, we see that

**Proposition 4** The Čech approximative sequence $\tilde{\mathcal{C}}_A(X)$ is an HPol-expansion of $X$.

**Proof** To show this, we need to find an isomorphism with another HPol-expansion. We will use the well known Čech expansion. This is the inverse system in HPol,

$$\tilde{\mathcal{C}}(X) = \{ |N(U)|, |g_{U, V}| \}_\Lambda,$$

where $\Lambda$ is the set of all open coverings of $X$, ordered by refinement, and for every pair of coverings $U, V \in \Lambda$, such that $V$ refines $U$, the Hmaps $|g_{U, V}|$ are the (up to homotopy) realizations of the simplicial maps

$$g_{U, V} : N(V) \rightarrow N(U)$$

$$V_\alpha \mapsto U_\alpha$$

with $V_\alpha \subset U_\alpha$. To set the isomorphism with our sequence we use a cofinal sequence of this system more suitable. First of all, we observe that the set of open coverings of $X$ consisting of $\{B_n\}_{n \in \mathbb{N}}$ are a cofinal directed subset of $\Lambda$. Indeed, if $a \in A_{n+1}$, for every $b \in q_{A_n}(a)$ we have that $B_{n+1}(a) \subset B_n(b)$, since for every $c \in B_{n+1}(a)$,

$$d(b, c) \leq d(b, a) + d(a, c) < \gamma_n + \varepsilon_{n+1} < \varepsilon_n.$$

That means $B_{n+1}$ refines $B_n$ for every $n \in \mathbb{N}$. So, we can use this new set of indexes to define the isomorphic inverse sequence

$$\tilde{\mathcal{C}}(X) = \{ |N(B_n)|, |g_{B_n, B_{n+1}}| \}.$$

Now, for every $n \in \mathbb{N}$, the maps

$$p_{B_n, B_{n+1}} \circ g_{B_n, B_{n+1}} : |N(B_{n+1})| \rightarrow |N(B_{n+1})|,$$
are homotopic. If \( x \in \mathcal{N}(B_{n+1}) \) then \( x \) is in contained in a unique simplex

\[
\sigma = \langle B_{n+1}(a_0), B_{n+1}(a_1), \ldots, B_{n+1}(a_s) \rangle
\]

with

\[
B_{n+1}(a_0) \cap B_{n+1}(a_1) \cap \ldots \cap B_{n+1}(a_s) \neq \emptyset.
\]

Let us write

\[
p_{B_n, B_{n+1}}(\sigma) = \langle B_n(b_0), B_n(b_1), \ldots, B_n(b_s) \rangle
\]

where, for every \( i = 0, \ldots, s \), \( b_i \subset q_{A_n}(a_i) \). Then \( B_{n+1}(a_i) \subset B_n(b_i) \), and

\[
g_{B_n, B_{n+1}}(\sigma) = \langle B_n(c_0), B_n(c_1), \ldots, B_n(c_s) \rangle
\]

where, for every \( i = 0, \ldots, s \), \( B_{n+1}(a_i) \subset B_n(c_i) \). It is clear now that \( p_{B_n, B_{n+1}}(\sigma) \cup g_{B_n, B_{n+1}}(\sigma) \) is simplex of \( \mathcal{N}(B_{n+1}) \) because

\[
\emptyset \neq \bigcap_{i=0}^{s} B_{n+1}(a_i) \subset \bigcap_{i=0}^{s} B_n(b_i) \cap \bigcap_{i=0}^{s} B_n(c_i).
\]

So the maps \( p_{B_n, B_{n+1}}, g_{B_n, B_{n+1}} \) are contiguous and hence homotopic. Then the identity is a morphism between the inverse sequences \( \check{C}_A(X) \) and \( \check{C}(X) \), so they are isomorphic and we are done. \( \square \)

**The witness approximative sequence** The witness complex is a simplicial complex constructed over a finite set of points with nice computational properties. Its simplices are sets of points which are close enough to a point that acts as a witness for them. They do not only depend on the 1-skeleton (as the Vietoris Rips complexes) and they do not produce so high dimensional simplices as Vietoris Rips or Čech complexes. To see the definition and some properties of these complexes, see [16]. Now, we define them in our context. Let us consider the Main Construction over the compact metric space \( X \). For every \( n \in \mathbb{N} \), consider the simplicial complex \( W_n \) whose vertex set are the points of the \( \epsilon_n \)-approximation \( A_n \) and the simplices are sets of points \( \{a_0, a_1, \ldots, a_s\} \subset A_n \) such that every subset \( \{a_{i_0}, \ldots, a_{i_r}\} \) satisfies that there exists an \( x \in X \), the witness, such that

\[
\sum_{j=0}^{r} d(x, a_{i_j}) < (r + 1)\epsilon_n.
\]

It is clear from the definition that this is indeed a simplicial complex. Now, we want to define maps between the witness complexes associated to different approximations in order to define a sequence of polyhedra based on witness complexes. The idea here is that these maps are defined in a way that they “preserve” the witness for each set of points. Let us define the map

\[
\omega_{n,n+1} : W_{n+1} \rightarrow W_n
\]

\[
a \mapsto b \in q_{A_n}(a),
\]

which is a simplicial map. Let us suppose that the simplex \( \sigma = \langle a_0, a_1, \ldots, a_s \rangle \) is mapped to \( \langle b_0, b_1, \ldots, b_s \rangle \). Consider the subset \( \{b_{i_0}, \ldots, b_{i_r}\} \). There exists a witness \( x \in X \) for the corresponding subset \( \{a_{i_0}, \ldots, a_{i_r}\} \) of the simplex \( \sigma \) and we claim that it is also a witness for its image. So, we estimate the sum

\[
\sum_{j=0}^{r} d(x, a_{i_j}) < (r + 1)\epsilon_n.
\]
\[
\sum_{j=0}^{r} d(x, b_{i,j}) \leq \sum_{j=0}^{r} \left( d(x, a_{i,j}) + d(a_{i,j}, b_{i,j}) \right) < (r + 1)\varepsilon_{n+1} + \sum_{j=0}^{r} \gamma_n
\]
\[
< (r + 1)\frac{\varepsilon_n - \gamma_n}{2} + (r + 1)\gamma_n = (r + 1)\frac{\varepsilon_n + \gamma_n}{2} < (r + 1)\varepsilon_n
\]
and conclude that the map is simplicial. As in previous cases, the realization of this simplicial map is a well defined Hmap: if \(b, b' \in q_{A_n}(a)\), then \(d(b, a) + d(b', a) < 2\varepsilon_n\) (here \(a\) is acting as a witness to prove that \(\langle b, b' \rangle\) is a simplex in \(W_n\)), so the two possible definitions are contiguous maps and hence they are in the same homotopic class of maps. We obtain then an inverse sequence of polyhedra called the witness approximative sequence

\[
W(X) = (\{W_n, [\omega_{n,n+1}]\}).
\]

As before, we will prove

**Proposition 5** The sequence \(W(X)\) is an HPol-expansion of \(X\).

**Proof** We will see that it is isomorphic to \(\mathcal{M}(X)\). For every \(n \in \mathbb{N}\), the identity map defined on the vertices of the witness complex

\[
f_n : W_n \longrightarrow R_{2\varepsilon_n}(A_n)
\]

\[
a \longmapsto a,
\]

is a simplicial map. Indeed, if \(\sigma = \langle a_0, a_1, \ldots, a_s \rangle\) then \(f_n(\sigma) = \sigma\) is a simplex in \(R_{2\varepsilon_n}(A_n)\) since \(\text{diam}\{a_0, a_1, \ldots, a_s\} < 2\varepsilon_n\) because for every pair \(a_i, a_j \in \sigma\) there exists a point \(x \in X\) such that

\[
d(a_i, a_j) \leq d(a_i, x) + d(x, a_j) < 2\varepsilon_n.
\]

The realizations of these maps are a map between the sequences \(W(X)\) and \(\mathcal{M}(X)\) since the diagram

\[
\begin{array}{ccc}
|W_n| & \xrightarrow{[\omega_{n,n+1}]} & |W_{n+1}| \\
|f_n| & & |f_{n+1}| \\
|R_{2\varepsilon_n}(A_n)| & \xleftarrow{[\rho_{n,n+1}^*]} & |R_{2\varepsilon_{n+1}}(A_{n+1})| \\
\end{array}
\]

is commutative up to homotopy. Let \(x\) be a point of \(|W_{n+1}|\), then it belongs to a unique simplex \(\sigma = \langle a_0, a_1, \ldots, a_s \rangle\) of \(W_{n+1}\). Let us write the images of this simplex as

\[
f_n \cdot \omega_{n,n+1}(\sigma) = \langle b_0, b_1, \ldots, b_s \rangle \quad \text{and} \quad p_{n,n+1}^* \cdot f_{n+1}(\sigma) = \langle c_0, c_1, \ldots, c_s \rangle,
\]

where \(b_i, c_i \subset q_{A_n}(a_i)\) for \(i = 0, 1, \ldots, s\). Then \(\langle b_0, b_1, \ldots, b_s, c_0, c_1, \ldots, c_s \rangle\) is a simplex of \(R_{2\varepsilon_n}(A_n)\) because for every pair of vertexes \(b_i, c_j\) we have that

\[
d(b_i, c_j) \leq d(b_i, a_i) + d(a_i, a_j) + d(a_j, b_j) < 2\gamma_n + 2\gamma_{n+1} < \varepsilon_n + \gamma_n < 2\varepsilon_n.
\]

So, the two compositions are contiguous, hence its realizations homotopic. Now, in order to apply Morita’s lemma, we define the following simplicial maps, for each \(n \in \mathbb{N}\),

\[
g_n : R_{2\varepsilon_{n+1}}(A_{n+1}) \longrightarrow W_n
\]

\[
a \longmapsto b \in q_{A_n}(a),
\]
whose realizations make the following diagram commutative, for every \( n \in \mathbb{N} \):

\[
\begin{array}{c}
|W_n| & \xleftarrow{\omega_n} & |W_{n+1}| \\
\downarrow f_n & & \downarrow f_{n+1} \\
|\mathcal{R}_{2\varepsilon_n}(A_n)| & \xleftarrow{p^*_{n,n+1}} & |\mathcal{R}_{2\varepsilon_{n+1}}(A_{n+1})|
\end{array}
\]

We have to prove several facts. First of all, the map just defined is simplicial. Let \( \sigma = \langle a_0, a_1, \ldots, a_s \rangle \) be a simplex of \( \mathcal{R}_{2\varepsilon_{n+1}}(A_{n+1}) \), and write \( g_n(\sigma) = \langle b_0, b_1, \ldots, b_s \rangle \). Consider any subset \( \{b_{i_0}, \ldots, b_{i_r}\} \). In this case, we will not use the witness for the corresponding subset \( \{a_0, a_1, \ldots, a_s\} \). We will just use \( x = a_0 \) as witness. So, we evaluate the sum

\[
\sum_{j=0}^{r} d(b_{ij}, a_0) \leq \sum_{j=0}^{r} (d(a_0, a_{ij}) + d(a_{ij}, b_{ij})) < \sum_{j=0}^{r} (2\varepsilon_{n+1} + \gamma_n) < (r + 1)\varepsilon_n
\]

and conclude that \( g_n(\sigma) \) is a simplex of the witness complex. Again, the realization of this simplicial map is a well defined up to homotopy map, because for two different \( b, b' \in q_{A_n}(a) \), \( \langle b, b' \rangle \) is a simplex of \( W_n \). It only remains to prove that, in fact, the two triangular diagrams above commute up to homotopy. For the upper-right one, consider the simplex \( \sigma = \langle a_0, a_1, \ldots, a_s \rangle \) of \( W_{n+1} \) and write for its images \( \omega_{n,n+1}(\sigma) = \langle b_0, b_1, \ldots, b_s \rangle \) and \( g_n \cdot f_{n+1}(\sigma) = \langle b'_0, b'_1, \ldots, b'_s \rangle \). The union of the images, \( \{b_0, b_1, \ldots, b_s, b'_0, b'_1, \ldots, b'_s\} \), is a simplex of \( W_n \). The subset \( \{b_{i_0}, \ldots, b_{i_1}, b'_{j_0}, \ldots, b'_{j_2}\} \) has a corresponding one \( \{a_{i_0}, \ldots, a_{i_1}, a_{j_0}, \ldots, a_{j_2}\} \) with \( x \in X \) as witness, so

\[
\sum_{k=0}^{r_1} d(a_{i_k}, x) + \sum_{k=0}^{r_2} d(a_{j_k}, x) < (r_1 + r_2 + 2)\varepsilon_n.
\]

Then,

\[
\sum_{k=0}^{r_1} d(b_{i_k}, x) + \sum_{k=0}^{r_1} d(b_{j_k}, x) \leq \sum_{j=0}^{r_1} d(b_{i_k}, a_{i_k}) + d(a_{i_k}, x) + \sum_{j=0}^{r_2} d(b_{j_k}, a_{j_k}) + d(a_{j_k}, x) < (r_1 + r_2 + 2)\varepsilon_{n+1} + (r_1 + r_2 + 2)\gamma_n < (r_1 + r_2 + 2)\varepsilon_n,
\]

so \( \omega_{n,n+1} \) and \( g_n \cdot f_{n+1} \) are contiguous maps and their realizations homotopic. To prove the lower left commutativity, we consider a simplex \( \sigma = \langle a_0, a_1, \ldots, a_s \rangle \) and observe that the images \( f_n \cdot g_n(\sigma) = \{b_0, \ldots, b_s\} \) and \( p^*_{n,n+1}(\sigma) = \{b'_0, \ldots, b'_s\} \) are in the same simplex (their union). This is so, because for any \( b_i, b'_j \) in that union, we have,

\[
d(b_i, b'_j) \leq d(b_i, a_i) + d(a_i, a_j) + (a_j, b'_j) < 2\gamma_n + 2\varepsilon_{n+1} < 2\varepsilon_n,
\]

and that means that the diameter of the union makes it a simplex and then the maps \( f_n \cdot g_n \) and \( p^*_{n,n+1} \) are contiguous.

From this proof, it is readily seen that every simplex of the witness complex is indeed a simplex of the Vietorirs Rips complex. But the converse is not true, so the witness complex always will have less simplexes (of less or equal dimension) than the Vietorirs Rips. Moreover, with the idea of approximation of compact metric spaces in mind, it makes sense to consider a set of points a simplex only if there is a point close enough to all of them. This make its use better for simplicity and computational purposes.

\[\text{Springer}\]
The Dowker approximative sequence Let us recall the simplicial complexes defined by Dowker in [19], for a given relation on two sets. Given two sets \( X \) and \( Y \) and a relation between the two sets \( R \), i.e., a subset of the cartesian product \( R \subseteq X \times Y \), we define two simplicial complexes \( K^X \) and \( L^Y \). On the one hand, a finite subset \( \sigma \) of elements of \( X \) is a simplex of \( K^X \) if there exists an element \( y \in Y \) related with every element \( x \in \sigma \). On the other hand, a finite subset \( \tau \) of elements of \( Y \) is a simplex of \( L^X \) if there exists an element \( x \in X \) related with every element of \( y \in \tau \). Note that there is a kind of duality in these definitions. It is readily seen that \( K^X \) and \( L^Y \) are simplicial complexes. In that paper it is shown that these two complexes have the same homology. Moreover it is proven the following

**Theorem 3** (Dowker [19]) The realizations of the simplicial complexes \( |K^X| \) and \( |L^Y| \) have the same homotopy type.

In [19] this is used to prove that the Čech and Vietoris homology for general topological spaces are isomorphic. Moreover, in shape theory, it is used to show that the standard Čech and Vietoris systems for any topological space are isomorphic. The power of Dowker Theorem lies in the generality of its formulation. We only need two sets and a relation and we obtain two homotopical simplicial complexes. We can reformulate it in the context of Alexandrov spaces as follows. Consider an Alexandrov \( T_0 \) space given by the poset \((X, \leq)\). Let us consider the relation \( R \subseteq X \times X \) given by \( xRy \iff x \leq y \). Then, we have the following simplicial complexes:

\[
\begin{align*}
\sigma &= \langle x_0, \ldots, x_r \rangle \in K^X \iff \exists y \in X : x_0, \ldots, x_r \leq y \\
\tau &= \langle y_0, \ldots, y_s \rangle \in L^X \iff \exists x \in X : x \leq y_0, \ldots, y_s
\end{align*}
\]

Recall that, for every Alexandrov \( T_0 \) space, we can construct the McCord complex, which, with the same notation, we can write as

\[
\rho = \langle z_0, \ldots, z_p \rangle \in \mathcal{K}(X) \iff z_0 \leq \ldots \leq z_p.
\]

**Remark 1** As simplicial complexes, \( \mathcal{K}(X) \subseteq K^X, L^X \).

Now, we adapt this to our special context. Let \( X \) be a compact metric space and suppose the Main Construction done. Consider, for every \( n \in \mathbb{N} \), the finite \( T_0 \) spaces \( X_n = U_{2\varepsilon_n}(A_n) \) and the relation defined above with the order given by the upper semifinite topology, i.e.,

\[
C RD \iff C \subseteq D.
\]

The simplicial complexes \( K^{X_n}, L^{X_n} \) are

\[
\begin{align*}
\sigma &= \langle C_0, \ldots, C_r \rangle \in K^{X_n} \iff \exists D \in X_n : C_0, \ldots, C_r \subseteq D, \\
\tau &= \langle D_0, \ldots, D_s \rangle \in L^{X_n} \iff \exists C \in X_n : C \subseteq D_0, \ldots, D_s.
\end{align*}
\]

With the same notation, the McCord complex \( \mathcal{K}(X) \) is defined by

\[
\rho = \langle F_0, \ldots, F_p \rangle \in \mathcal{K}(X) \iff F_0 \subseteq F_1 \subseteq \ldots \subseteq F_p.
\]

We would like to define inverse sequences based on this simplicial complexes. To do so, we observe that the continuous maps \( p_{n,n+1} : X_{n+1} \to X_n \) can be used to define simplicial maps:
These maps are simplicial since
\[C_0, \ldots, C_r \subset D \Rightarrow p_{n,n+1}(C_0), \ldots, p_{n,n+1}(C_r) \subset p_{n,n+1}(D),\]
\[D \subset C_0, \ldots, C_s \Rightarrow p_{n,n+1}(D) \subset p_{n,n+1}(C_0), \ldots, p_{n,n+1}(C_s).\]

This allows us to define the inverse sequences of polyhedra:
\[D_u(X) = \{|K^{X_n}|, |p^K_{n,n+1}|\}, \quad D_l(X) = \{|L^{X_n}|, |p^L_{n,n+1}|\},\]
called respectively the upper and lower Dowker approximative sequences.

**Proposition 6** The upper and lower Dowker approximative sequences are HPol-expansions of \(X\).

**Proof** We will just prove that \(K^X\) is an HPol-expansion. The proof for \(L^X\) is completely dual (in the sense that the proof is exactly the same but using de dual property that defines the simplices for the complexes in this case). In order to prove this, we will see that \(K^X\) is isomorphic, as HPol-sequence, to the approximative Alexandroff–McCord sequence. First of all, we see that, for every \(n \in \mathbb{N}\), the inclusion map \(\text{in}\) of \(K(X_n^{n+1})\) in \(K^{X_n}\) gives us a morphism between the corresponding sequences. Indeed, for every \(n \in \mathbb{N}\), it is easy to see that the following diagram commutes (we just need them to commute up to homotopy, but actually both compositions are exactly the same map)

\[
\begin{array}{ccc}
|K(X_n)| & \xrightarrow{|p_{n,n+1}|} & |K(X_{n+1})| \\
|\text{in}| & & |\text{in}| \\
|K^{X_n}| & \xleftarrow{\text{K}} & |K^{X_{n+1}}|
\end{array}
\]

In order to apply Morita’s lemma, we would like to define a (diagonal) map from \(K^{X_{n+1}}\) to \(K(X_n)\) but it seems there is no (appropriate) simplicial map between these spaces. Alternatively, we can define a simplicial map from the barycentric subdivision,
\[g_n : (K^{X_{n+1}})' \longrightarrow K(X_{n+1})\]
\[\{C_0, \ldots, C_s\} \longmapsto \bigcup_{i=0}^s p_{n,n+1}(C_i),\]
where there exists \(C \in X_n\), such that, \(\{C_0, \ldots, C_s\} \subset C\), so we have that
\[\bigcup_{i=0}^s p_{n,n+1}(C_i) \subset p_{n,n+1}(C),\]

hence the map is well defined. To see that it is simplicial, let us write some notation. Let \(C^i = \{C^i_0, C^i_1, \ldots, C^i_{s^i}\}\) be a set of points \(C^i_j \in X_{n+1}\), we can write a simplex of \((K^{X_{n+1}})'\)
as

\[ \langle C^0, C^0 \cup C^1, \ldots, C^0 \cup C^1 \cup C^r \rangle. \]

The image of this simplex by \( g_n \) is

\[
\left\langle \bigcup_{i=0}^{s_0} p_{n,n+1}(C^0_i), \bigcup_{j=0}^{s_j} \bigcup_{i=0}^{r} p_{n,n+1}(C^j_i), \ldots, \bigcup_{j=0}^{s_j} \bigcup_{i=0}^{r} p_{n,n+1}(C^r_i) \rightangle,
\]

which is a simplex of \( K(X_n) \) since, for every \( k = 0, \ldots, r - 1 \),

\[
\bigcup_{j=0}^{s_j} \bigcup_{i=0}^{r} p_{n,n+1}(C^j_i) \subset \bigcup_{j=0}^{s_j} \bigcup_{i=0}^{r} p_{n,n+1}(C^j_i).
\]

Now we are going to prove that the realization of this map satisfies the Morita’s lemma making the following diagram commutative:

\[
\begin{array}{c}
|K(X_n)| \xleftarrow{|p_{n,n+1}|} |K(X_{n+1})| \\
\downarrow{|i_n|} \quad \quad \downarrow{|g_n|} \quad \downarrow{|j_{n+1}|} \\
|K X_n| \xleftarrow{|p_{n,n+1}'|} |K X_{n+1}|
\end{array}
\]

In order to prove this we need to use the barycentric subdivision of our simplicial complexes and the map \( \rho : K' \to K \), defined above and shown to be isomorphic to the identify, for every simplicial complex \( K \). Moreover, every simplicial map \( f : K \to L \) induces a simplicial map between its barycentric subdivisions \( f' : K' \to L' \) (see [8] or May’s notes for details). Using this, we define the map

\[
(i_{n,n+1})' : K'(X_{n+1}) \longrightarrow (K X_{n+1})'
\]

which is the simplicial map induced in the barycentric subdivisions by \( i_{n,n+1} \) and

\[
(p_{n,n+1})' : K'(X_{n+1}) \longrightarrow K(X_{n+1})
\]

that is the composition \( p_{n,n+1} \cdot \rho \). Finally,

\[
(p_K'_{n,n+1})' : (K X_{n+1})' \longrightarrow K X_n
\]

is the composition \( p_K'_{n,n+1} \cdot \rho \). Now, we just need to show that the following diagrams of simplicial maps are contiguous:

\[
\begin{array}{c}
K(X_n) \xrightarrow{(p_{n,n+1})'} K'(X_{n+1}) \xleftarrow{ik} K X_n \\
\downarrow{|i_n|} \quad \quad \downarrow{|g_n|} \quad \downarrow{(j_{n+1})'} \\
K X_n \xleftarrow{(p_{n,n+1}')'} (K X_{n+1})'
\end{array}
\]

The upper right diagram is not only contiguous but commutative. With the notation on simplexes above, if \( \sigma = \langle C^0, C^0 \cup C^1, \ldots, C^0 \cup \ldots \cup C^r \rangle \in K(X_{n+1}) \) with \( C^j_i \subset C^j_{i+1} \) for every \( j = 0, \ldots, r \) and \( i = 0, \ldots, s_j - 1 \), is a simplex of \( K'(X_{n+1}) \), then

\[
i_n \cdot p_{n,n+1}'(\sigma) = \langle p_{n,n+1}(C^0_{s_0}), p_{n,n+1}(C^1_{s_1}), \ldots, p_{n,n+1}(C^r_{s_r}) \rangle = (p_{n,n+1})'(\sigma).
\]
The lower left diagram is contiguous because if \( \tau = (C^0, C^0 \cup C^1, \ldots, C^0 \cup \ldots \cup C^r) \) is a simplex of \((K^{X_n})'\), then
\[
i_n \cdot g_n(\tau) = (p_{n,n+1}(C^0_{s_0}), p_{n,n+1}(C^0_{s_0} \cup C^1_{s_1}), \ldots, p_{n,n+1}(C^0_{s_0} \cup \ldots \cup C^r_{s_r})),
\]
and
\[
(p_{n,n+1})'(\tau) = (p_{n,n+1}(C^0_{s_0}), p_{n,n+1}(C^1_{s_1}), \ldots, p_{n,n+1}(C^r_{s_r})).
\]
The union of both images is a simplex of \(K^{X_n}\) since every vertex is contained in \(p_{n,n+1}(C^0_{s_0} \cup \ldots \cup C^r_{s_r})\). Thus the maps \(i_n \cdot g_n\) and \((p_{n,n+1})'\) are contiguous and hence its realizations homotopic, and we are done.

All these inverse approximative sequences share the property that they are defined in terms of a sequence of adjusted finite approximations obtained by the Main Construction. Given a compact metric space \((X, d)\), we will say that an inverse sequence of polyhedra \(\{K_n, p_{n,n+1}\}\) is a polyhedral approximative sequence (shortly, PAS) of \(X\), if it is any of the inverse sequences defined on this section. Now, we formalize the idea that these inverse sequences capture the shape type of the space.

**Theorem 4** (General Principle) Every PAS of a compact metric space \(X\) is an HPol-expansion of \(X\).

**Corollary 1** Let \(X\) be a compact metric space and \(K = \{K_n, p_{n,n+1}\}\) a polyhedral approximative sequence of \(X\). Consider the induced inverse sequence of groups \(\bar{F}(K) = \{F(K_n), F(p_{n,n+1})\}\), where \(F\) is the singular \(p\)-th homology or homotopy functor (with some coefficients). Then, the inverse limit of \(F(K)\) is the \(p\)-th Čech homology or shape group of \(X\), respectively.

## 4 Inverse persistent homology and its errors

Given a PAS, we want to use it to compute persistence modules that can be used to detect topological features of the original space. The inverse persistent homology procedure introduced in [37] is designed to achieve this using inverse sequences of polycrystalline, relating persistent topology and shape. In this section, we define some concepts in this framework for our PAS and study its behaviour with some examples. This procedures can be applied to pointclouds in the same way. Concretely, we will obtain homology persistence modules. The idea is to infer some information about the Čech homology of some compact metric space using finite cuts of the inverse sequence that defines it (in terms of inverse limit), in the same way that Taylor polynomials approximate non linear functions up to some error. Here, polycrystalline will play the role of polynomials that approximate any compact metric space.

Let us consider, for a compact metric space \(X\), a PAS (or, in general, any HPol-expansion) \(\{K_n, p_{n,n+1}\}\). Consider, for each polyhedron \(K_i\), the \(p\)-th homology group \(H_n := H_p(K_n)\) and the induced maps \(q_{n,n+1} := (p_{n,n+1})_* \) and \(q_{n,m}\) for the corresponding compositions for \(n < m\). We do not specify the coefficients since we only need to use that the homology groups are abelian. In the concrete examples of this section, we use \(\mathbb{Z}\). We obtain therefore an inverse sequence of finitely generated abelian groups \(\{H_n, q_{n,n+1}\}\) whose inverse limit is the \(p\)-th Čech homology group of \(X\), written \(H = \hat{H}_p(X)\), with projection \(q_n := (f_n)_*\) for every \(n \in \mathbb{N}\).
In these conditions, fix \( n \in \mathbb{N} \) and define, for every \( n < m \), the \((n, m)\) \textit{-th group of inverse persistent homology} as

\[ H_{n,m} := \text{im}(q_{n,m}) = q_{n,m}(H_m). \]

The inclusion map \( i \) allows us to obtain an inverse sequence of persistent homology groups \( \{H_{n,n+1}, i\} \). As an inverse sequence defined by inclusion maps, the inverse limit is the intersection of all of them,

\[ \bigcap_{m=n+1}^{\infty} H_{n,m} = q_n(H). \]

The persistent group \( H_{n,m} \) is a normal subgroup of \( H_n \) for every \( n < m \). So, we can take the quotient of groups \( E_{n,m} := \frac{H_n}{H_{n,m}} \), that we will call the \((n, m)\)-\textit{th inverse persistent error}. The idea of this group is that it measures the validity of \( H_n \) seen from the \( H_m \) perspective. Moreover, as \( H_{n,m+1} \) is also a normal subgroup of \( H_{n,m} \), we therefore obtain a natural homomorphism between the quotients

\[ g_{m,m+1} : E_{n,m+1} \longrightarrow E_{n,m} \]

with an inverse limit, denoted by \( E_n^i \) and called the \textit{inductive} \( n \)-\textit{error}. In an ideal of understanding this error in the infinity we define the \( n \)-\textit{th real error}, \( E_n := \frac{H_n}{q_n(H)} \). In general, these two errors in the limit we have just defined, \( E_n^i \) and \( E_n \), are different, but we can do some comparisons.

**Proposition 7** There is an injective homomorphism of groups \( \varphi : E_n \rightarrow E_n^i \).

**Proof** We define the map with

\[ h + q_n(H) \longmapsto (h + H_{n,m}, h + H_{n,m+1}, \ldots). \]

It is well defined, because if \( h - h' \in q_n(H) = \bigcap H_{n,m} \) then \( h - h' \) represents the null class in every group \( E_{n,m} \). It is injective because if

\[ (h_1 + H_{n,m}, h_1 + H_{n,m+1}, \ldots) = (h_2 + H_{n,m}, h_2 + H_{n,m+1}, \ldots) \]

then \( h_1 - h_2 \in H_{n,m}, h_1 - h_2 \in H_{n,m+1}, \ldots \), so \( h_1 - h_2 \in \bigcap H_{n,m} \) and \( h_1 + q_n(H) = h_2 + q_n(H) \). \( \square \)

Moreover, for some kind of spaces, this two errors are actually the same group.

**Proposition 8** Consider an \textit{HPol-expansion} \( \{K_n, p_{n,n+1}\} \) of a compact metric movable space \( X \). Then we have \( E_n^i = E_n \) for every \( n \in \mathbb{N} \).

**Proof** If \( X \) is movable, then, the inverse sequence that defines it as inverse limit is also movable, so it is its induced homology sequence. So, the last has the Mittag–Leffler property, that is: for every \( n \in \mathbb{N} \), there exists \( m \geq n \) such that, for every \( r \geq m \), we have that \( q_{n,r}(H_r) = q_{n,m}(H_m) \), i.e., expressed with persistent homology groups, \( H_{n,r} = H_{n,m} \). So, from \( m \), all the persistent groups are the same, so \( q_n(H) = \bigcap H_{n,m} = H_{n,m} \). Therefore, the inverse sequence of errors from \( m \) is constant and equal to \( E_{n,m} = E_n = E_n^i \). \( \square \)
Sometimes we can define a third kind of error. If there exists a homomorphism of groups \( f : H_n \to H_n \) such that \( f(H_{n,m}) \subset H_{n,m+1} \), we can define the map

\[
I_{m,m+1} : E_{n,m} \to E_{n,m+1}
\]

\[
h + H_{n,m} \mapsto f(h) + H_{n,m+1}.
\]

This map is well defined because if \( h - h' \in H_{n,m} \), we get \( f(h) - f(h') = f(h - h') \in H_{n,m+1} \). By composition, we can form the direct sequence

\[
E_{n,n+1} \xrightarrow{I_{n+1,n+2}} E_{n+2,n+3} \xrightarrow{I_{n+2,n+3}} E_{n+m-1,n+m} \xrightarrow{I_{n+m,n+m+1}} E_{n+m+1,n+m+2} \to \cdots
\]

and then, a direct limit, denoted by \( E^d_n \) and called the direct \( n \)-error. But not every inverse sequence satisfies this property.

**Remark 2** For \( \text{PAS} \) with constant bonding map \( \{K_n, p\} \), there exists the limit \( E^d_n \). In this particular case, the map \( p^* : H_n \to H_n \) induced in the homology groups plays the role of \( f \), because

\[
p^*(H_{n,m}) = p^*p_n^*(H_m) = p^*p^*_{n+1,m+1}(H_{m+1}) = p^*_{m+1}(H_{m+1}) = H_{n,m+1}.
\]

**Example 1** The dyadic solenoid. This space can be defined as the inverse limit of the inverse sequence \( \{S^1, 2\} \), considering \( S^1 \) as the complex unit circle and the map “2” means the exponential map \( z \mapsto z^2 \). The induced homology inverse sequence of order 1 is \( \{S^1, 2\} \), with inverse limit \( \{0\} \), meaning that the Čech homology of the dyadic solenoid is trivial. If we consider here our errors, we obtain that for every \( n < m \), the persistent homology groups are \( H_{n,m} \simeq (2^{m-n})\mathbb{Z} \) (integer multiple of \( 2^{m-n} \)). If we consider the quotients to obtain the \( (n, m) \)-errors, we obtain the finite groups \( E_{n,m} \simeq \mathbb{Z}^{2^{m-n}} \) and \( \mathbb{Z}_{2^m-n} \). The natural map between these errors sends each element to its class in the image group. Hence, the maps are

\[
g_{m,m+1} : \mathbb{Z}_{2^{m+1-n}} \to \mathbb{Z}_{2^{m-n}}
\]

\[
t \mapsto t \pmod{2}.
\]

With these maps, we can define the inverse sequence

\[
\mathbb{Z}_2 \leftarrow \mathbb{Z}_4 \leftarrow \mathbb{Z}_8 \leftarrow \mathbb{Z}_{2^n} \leftarrow \cdots
\]

which inverse limit \( E^i_n \simeq D_2 \) is the dyadic integers group. In this case, we can also obtain the direct sequence construction. Here, the maps will send each element to the class of this element multiplied by two. That is, the maps are

\[
l_{m,m+1} : \mathbb{Z}_{2^{m+1-n}} \to \mathbb{Z}_{2^{m+1-n}}
\]

\[
t \mapsto 2t.
\]

So, the direct sequence

\[
\mathbb{Z}_2 \to \mathbb{Z}_4 \to \mathbb{Z}_8 \to \cdots \to \mathbb{Z}_n \to \cdots
\]

has direct limit the Prüfer 2-group \( E^d_n \simeq \mathbb{Z}(2^\infty) \) (the set of roots of the unity of some power of two). It turns out that the Prüfer group (with the discrete topology) is the Pontryagin dual of the compact group of the dyadic integers.

**Question 1** For what class of spaces can we obtain this duality of the errors and what is the meaning?
5 The computational Hawaiian earring

We now perform the Main Construction for a movable space called the Hawaiian earring, which is the subspace of $\mathbb{R}^2$,

$$
\bigcup_{n \in \mathbb{N} \cup \{0\}} \bigcirc \left( \left( \frac{1}{2n}, \frac{1}{2} \right), \frac{1}{2n} \right),
$$

where $\bigcirc (a, \varepsilon)$ stands for the 1-sphere of center $a$ and radius $\varepsilon$ in $\mathbb{R}^2$. For computational reasons we are going to use not an homeomorphic copy of the Hawaiian earring but an homotopic (and, hence, with the same shape) one. In this case, we consider the space (see Fig. 1)

$$
\mathcal{H} = \bigcup_{n \in \mathbb{N} \cup \{0\}} \Box \left( \frac{1}{2n}, \frac{1}{2n} \right),
$$

where $\Box (a, b)$ stands for the square with diagonal the segment from $(0, 0)$ to $(a, b)$ in $\mathbb{R}^2$.

In order to perform the Main Construction, we consider points for each approximation as the intersection of a grid of the corresponding side with the space, and add points where necessary. We pick $\varepsilon_1 = 2\sqrt{2} > \text{diam}(\mathcal{H})$ and then $A_1 = \{(0, 0)\}$. Obviously $\gamma_1 = \sqrt{2}$ so we select $\varepsilon_2 = \frac{\sqrt{2}}{2} < \sqrt{2}$. We intersect a grid $G_2$ of side $\frac{1}{2\varepsilon}$ with $\mathcal{H}$ (see Fig. 2) and adding the point $\left( \frac{1}{2\gamma}, \frac{1}{2\gamma} \right)$, we obtain $A_2$, an $\varepsilon_2$-approximation of $\mathcal{H}$. From the picture, $\gamma_2 = \frac{1}{2\varepsilon}$ and then we can take $\varepsilon_3 = \frac{\sqrt{2}}{2\gamma}$. Intersecting a grid $G_3$ of side $\frac{1}{2\varepsilon}$ with $\mathcal{H}$ and adding the point $\left( \frac{1}{2\gamma}, \frac{1}{2\gamma} \right)$, we obtain (see Fig. 2) an $\varepsilon_3$-approximation $A_3$ of $\mathcal{H}$.

By induction, we obtain that, for every $n > 1$, the finite approximations are defined by

$$
\varepsilon_n = \frac{\sqrt{2}}{2^{3n-3}}, \quad A_n = (G_n \cap \mathcal{H}) \cup \left\{ \left( \frac{1}{2^{3n-3}}, \frac{1}{2^{3n-3}} \right) \right\}, \quad \gamma_n = \frac{1}{2^{3n-3}}.
$$
We therefore obtain the sequence of finite spaces from these approximations. Now we construct the Alexandroff–McCord \textit{pas}. In the first step we have only a point as finite space, so the associated polyhedron is just a vertex. For the second and third step, we have depicted in Fig. 2 the realization of the simplicial complexes $R_{2 \varepsilon_2}(A_2)$ and $R_{2 \varepsilon_3}(A_3)$.

Then, the corresponding associated simplicial complexes are exactly the barycentric subdivisions of these complexes, that is, $K(U_{2 \varepsilon_2}(A_2)) = R'_{2 \varepsilon_2}(A_2)$ and $K(U_{2 \varepsilon_3}(A_3)) = R'_{2 \varepsilon_3}(A_3)$, respectively. We see that they consist of (from north east to south west) a series of, let us say, inverted L’s (one in $K(U_{2 \varepsilon_2}(A_2))$ and four in $K(U_{2 \varepsilon_3}(A_3))$), one more inverted L formed by three squares and one more square, filled. It is easy to see that, in each step, we just insert three more inverted L’s and reduce the size of the three squares forming the inverted L and of the filled one. So, we can infer that, in general, the associated McCord polyhedron $K(U_{2 \varepsilon_n}(A_n))$ has $3n - 5$ inverted L’s, three squares forming an inverted L and one filled square. As before, the maps can be known just overlapping the polyhedra to see where each vertex is sent. But this will be better understood studying the homological situation.

We study homology where it makes sense, so here we just focus in homology of dimension 1. So, first of all, we give names to the generators. In the simplicial complex associated to the $\varepsilon_i$-approximation, $K(U_{2 \varepsilon_i}(A_i))$, let us call $\rho_j^i$ to the homology generator representing the $j$-th inverted L, counting from north east to south west, and $\lambda_i$, $\mu_i$, $v_i$ to the three squares, counted clockwise. Now, in the first non trivial case, the homology is $H_1(K(U_{2 \varepsilon_2}(A_2))) \simeq \mathbb{Z}^4$ with generators $\rho_1^2$, $\lambda_2$, $\mu_2$, $v_2$. The next one is $H_1(K(U_{2 \varepsilon_3}(A_3))) \simeq \mathbb{Z}^7$ with generators $\rho_3^i$, with $i = 1, \ldots, 4$, $\lambda_3$, $\mu_3$, $v_3$. The induced map

\[
(p_{2,3})_* : H_1(K(U_{2 \varepsilon_3}(A_3))) \longrightarrow H_1(K(U_{2 \varepsilon_2}(A_2))),
\]

sends

\[
\begin{align*}
\rho_3^1 & \mapsto \rho_2^1 \\
\rho_3^2 & \mapsto \lambda_2 + \mu_2 + v_2 \\
\rho_3^3, \rho_3^4, \lambda_3, \mu_3, v_3 & \mapsto 0.
\end{align*}
\]

Interpreting this, we see that, in the third approximation, three “new” cycles are created, one is sent to the sum of the three squares, and the other two are sent to zero. This is
repeated along all the sequence. For any $n \in \mathbb{N}$, we have that the first homology group is $H_1(K(U_{2\epsilon_n}(A_n))) \simeq \mathbb{Z}^{3n-2}$, with generators $\rho_n^i$, with $i = 1, \ldots, 3n - 5$, $\lambda_n, \mu_n, \nu_n$. The map

$$(p_{n,n+1})_* : H_1(K(U_{2\epsilon_{n+1}}(A_{n+1}))) \longrightarrow H_1(K(U_{2\epsilon_n}(A_n))),$$

acts sending

$$\rho^1_{n+1} \longmapsto \rho^1_n,$$

$$\vdots,$$

$$\rho^{3n-5}_{n+1} \longmapsto \rho^{3n-5}_n,$$

$$\rho^{3n-4}_{n+1} \longmapsto \lambda_n + \mu_n + \nu_n,$$

$$\rho^{3n-3}_{n+1}, \rho^{3n-2}_{n+1}, \lambda_{n+1}, \mu_{n+1}, \nu_{n+1} \longmapsto 0.$$

It is easy to understand the behaviour of the sequence. In each step, 3 “new” cycles are created, and they have an unique preimage in every further step. So the inverse limit of the sequence is

$$\lim \left\{ H_1(K(U_{2\epsilon_n}(A_n))), (p_{n,n+1})_* \right\} \simeq \mathbb{Z}^\infty$$

and, by Theorem 3, the Čech homology of the space $\mathcal{H}$ is, $\check{H}_1(\mathcal{H}) \simeq \mathbb{Z}^\infty$, as we already knew.

**Persistent errors in the computational Hawaiian earring** The Hawaiian earring is a movable not stable space. As a movable space, the inverse sequence $\{K_n, (p_{n,n+1})_*\}$ has the ML property. An easy induction tells us that, for every $m > n$, $\text{im} \left( p_{n,m} \right)_* \simeq \mathbb{Z}^{3n-4}$, so, the ML index for every $n \in \mathbb{N}$ is, again, $n + 1$. Let us compute the persistent errors. The $(n, m)$-th inverse persistent homology group, for $1 < n < m$, is $H_{n,m} \simeq \mathbb{Z}^{3n-4}$, so we can compute the $(n, m)$-th persistent error

$$E_{n,m} = \frac{H_n}{H_{n,m}} \simeq \frac{\mathbb{Z}^{3n-2}}{\mathbb{Z}^{3n-4}} \simeq \mathbb{Z}^2.$$

This two copies of $\mathbb{Z}$ represent the fact that, for every $n \in \mathbb{N}$, all the generators of the group $H_1(K_n)$, but two, have one (and only one) preimage in every $H_1(K_n)$. Considering

$$\left\{ \rho_n^1, \ldots, \rho_n^{3n-5}, \lambda_n + \mu_n + \nu_n, \mu_n, \nu_n \right\}$$

as generators, the last two are the ones without preimage. The map induced in $E_{n,m}$ is clearly the identity map,

$$g_{m,m+1} = \text{id} : \mathbb{Z}^2 \longrightarrow \mathbb{Z}^2$$

and the inverse limit of the inverse sequence $\{E_{n,m}, g_{n,m,n+m+1}\}$ is $E_n' \simeq \mathbb{Z}^2$. Since $\mathcal{H}$ is movable, this error is equal to the $n$-th real error,

$$E_n = \frac{H_n}{(p_n)_*(\check{H}_1(\mathcal{H}))} \simeq \mathbb{Z}^2.$$

Hence, we conclude that our inverse sequence creates two unnecessary generators in each step to define the Hawaiian earring, as we know from the classical definition of it by inverse limits.
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