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Abstract: This paper assesses the impact of a major disruptive event at the port of Gothenburg, Scandinavia’s largest container port. Automatic Identification System (AIS) data is analyzed, in combination with official port statistics on container handling in the four main container ports in Sweden, from 2014–2018. Particular attention is paid to the relationship between container volumes handled and calculated performance metrics at the specific times of the intense labour dispute at the port of Gothenburg during the periods Q2 (2016) and Q4 (2016)–Q2 (2017). The paper concludes that the decline in container volumes handled at Gothenburg over the period is specifically due to fewer ships calling at the port following each of the intense periods of the labour dispute. It is also concluded that the effect on competitor ports in the region were significant in terms of both increased volumes of gateway container traffic and the resulting short-term and medium term impacts on both port user profiles and port efficiency levels.
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1. Introduction

The research field of supply chain resilience has grown in prominence over recent years [1–3]. This is undoubtedly due to the increasing occurrence of several circumscripted events causing supply chain disruptions, that can be labelled as high-severity/low-probability events [4]. These can be both natural (such as earthquakes, hurricanes, tsunamis etc.) and man-made (such as terrorism, strikes etc.). Because ports play such a pivotal role in global and regional supply chains, they are particularly vulnerable to the effects of such events, with the adverse consequences of the ensuing disruptions having a significant impact.

Lam and Su [5] point out that while natural events result in the greatest severity of impact on ports, it is man-made disruptions (mainly accidents and industrial action) which more commonly exert a negative influence over the normal routine of port operations. Indeed, Loh et al. [6] report that a sample of non-port companies ranked the consequences of port conflicts as being worse than any other sort of disruption to port activities. More specifically, any dispute or conflict between port management and labour has the potential to bring about a range of negative consequences, in particular in areas where severe natural disasters are uncommon. Most immediately, industrial action brings about a reduction in both potential capacity and measured productivity [7], as well as compromising existing business relationships with different stakeholders, but particularly port customers [8]. In the medium to longer term, the presence of these immediate effects has the potential to influence port choice and, therefore, to undermine the competitiveness of a port. Ultimately, this leads to a smaller customer base, lower levels of revenue and higher costs for the
port [5,9,10], as well as a reduction in the socio-economic welfare that accrues to the region in which the port is located [9].

Even though supply chain disruptions are commonly investigated phenomena, research on the effects of disruptions on maritime container traffic is sparse [11]. At the same time, there exists a significant and unique potential to make use of AIS data, integrated with port statistics on container cargoes handled, in order to develop a more comprehensive vision of the vessel and container traffic to and from a port. The more general advantages of integrating AIS data with port call data lies with supplementing and enhancing the data available, particularly with respect to the time a ship spends in port waiting, manoeuvring and at berth; information which typically is not collected as part of port call data. In this study, this provides the opportunity to assess the impact on port productivity (or efficiency) of changes in port choice. As proved to be very relevant within this study, it also provides the opportunity to validate port call data\(^1\) and, to a certain extent, for port call data to validate AIS data that is not automatically generated. Through the ability to track ships using AIS data, there is also the potential to determine speeds, changes in speed and routings, to identify which ships and operators have switched ports and to determine the environmental impacts of changes in port performance and associated changes in port selection.

The more specific purpose of this paper is to combine the use of both AIS data and port statistics to analyse the traffic to and from a port before, during and after a port conflict. The port conflict in Gothenburg during the period 2016–2017 serves as a case study, with the market share of the focal port of Gothenburg representing about 56% of handled containers in Sweden in 2015, but falling to just 41% in 2017. In a country where there are about 20 ports in total which handle containers, three other ports that have been included in the study—Helsingborg, Norrköping and Gävle—since together these three ports handled a further 26% of Sweden’s total container volumes in 2015.

The paper is structured as follows. In the ensuing Section 2, a literature review is undertaken to provide a context for the analysis of port disruptions and to explain the previous use of AIS data in relevant contexts. In Section 3, some background to the dispute at the port of Gothenburg is provided. Section 4 elaborates the methodology for the study, with the results of the analysis presented in Section 5. A discussion of the results and the conclusions to be drawn from them is contained in Section 6.

2. Literature Review

The analysis of disruptions to supply chains has become a well-studied phenomenon in logistics over the past two decades. In particular, several papers have identified different phases of disruptions [12,13], as well as various mitigation strategies for transport buyers to manage disruptions [4,14,15]. However, the focus in most of these works is on land-based, rather than maritime, supply chains. In addition, the approaches adopted in such analyses are typically from a wider logistics perspective, rather than focusing more specifically on transport and transport efficiency, particularly in terms of evaluating the potential effects on transport buyers.

Maritime traffic and port disruptions have been investigated in a few cases. For example, in terms of general disruption risks and mitigation strategies for ports [5,16–19] and the estimation of economic losses [20,21]. Thus far, however, little is known about how a disruption affects the maritime traffic to and from a port, even though strikes in ports have long been acknowledged as having very large consequences for transport buyers and, ultimately, for the national economies in which they are based [22,23].

\(^1\) The use of AIS data in this analysis revealed quite significant errors in the reporting of port statistics at the port of Gävle in quarter 2 of 2018. The relevant regulatory authorities publishing the statistics were notified. They investigated the statistics and concluded that there was indeed an error with the reporting during that period that had bypassed their in-built quality controls, coinciding with changes in their reporting procedure. Since they were not able to fully correct the statistics, in the paper the official and uncorrected statistics are still used, but we avoid drawing any conclusions from that period (Gävle, quarter 2, 2018).
This dearth of analyses is all the more surprising given the possibility of analyzing shipping movements with a high degree of spatial-temporal accuracy through the use of the AIS-system [24]. In accordance with the SOLAS convention (2002), all ships over 300 GT must be equipped with an AIS transponder. Originally aimed at enhancing maritime safety and navigational operations, AIS-data has been used to study maritime traffic in various applications. For example, Wu et al. [25] mapped global shipping movements in terms of vessel and traffic density; Shelmerdine [26] used AIS data to map traffic around the Shetland islands in order to identify temporal variations; Jensen et al. [27] found that outside San Francisco Bay, traffic varies daily and annually, but is stable seasonally; Coomber et al. [28] identified differences between day and night traffic and between the transit speeds of different ship types within the Pelagos Sanctuary and; maritime traffic has been mapped in various straits and channels for a variety of different purposes [29–32]. All these examples, however, are in general not connected to any port or other commercial aspects, but rather focus on ship traffic movements at sea.

In a recent review of the literature, Yang et al. [33] point to the development of applications using AIS data which focus more on the commercial aspects of shipping movements, many of which combine AIS data with other statistical sources. For example, a number of papers have analysed the utilization of a vessel’s cargo-carrying capacity using AIS data on draught and, in combination with other sources of data, sought to explain the factors which influence this [34,35]; with a focus on crude oil movements by ship, Adland, Jia et al. [36] showed that AIS data can be used as an alternative to official customs data to derive trade statistics; Adland, Fonnes et al. [37] showed that vessel speed did not seem to be affected by the implementation of emission control areas; in order to illustrate the effectiveness of their proposed model for minimising the cost of shipping in the Baltic Sea, Andersson and Ivehammar [38] used AIS data as the basis for their cost-benefit analysis; based on AIS data and the development of a regression model, Adland and Jia [39] identified the factors influencing the speed of ships.

Maritime traffic has been mapped using AIS data with respect to ports in just a few papers. Seoane et al. [40] determined the foreland of container and general cargo ports in Europe; Jia et al. [41] investigated Norwegian port connectivity in terms of vessel visits, vessel sizes, and cargo sizes; Yu et al. [42] showed the different layers that Chinese ports are linked in and; based on the use of AIS data, Jia et al. [43] proposed an algorithm for aggregating, mapping and distributing real-time trade flows between the major ports of the world. There has been even less port-based research using AIS data that has focussed on areas that are more directly relevant to the objectives of this paper. However, Chen et al. [44] used ship positions derived from AIS data to analyse ship traffic, container throughput, berth utilisation and the terminal productivity of the largest worldwide container ports. More recently, the US Government has begun to use AIS data to measure the dwell time of ships at different ports in the US and to publish this information to facilitate port choice [45].

In only a single paper has AIS data been used to assess the impact on port operations following major disruptive events. In that work, Farhadi et al. [46] analysed United States archived AIS data to quantify the level of resilience of coastal navigation systems following two disruptive events affecting port performance; a ship collision within port boundaries and damage to port infrastructure caused by a significant storm. The applied methodology revolved around a comparative analysis of ship movements in two case study ports both before and after the disruptive event, in order to determine, respectively, what constituted normal conditions and how the speed and pattern of port activity evolved during the recovery period. With a focus on a single port in both case studies, the authors have implicitly assumed that each of the ports concerned has the objective of returning to normal conditions as soon as possible following the disruptive event. This is an entirely reasonable assumption to make within the scope of the analysis undertaken. However, the scope of their work does not account for the interactive effects of the disruptive event on other ports within the region. For example, it is feasible that neighbouring ports might aim to take advantage of the disruptive event by seeking to attract new calls at the expense of the port
where the disruptive event occurred. By so doing, the ambitions of the two case study ports to return to normal conditions following the disruptive event may be undermined. In contrast, the analysis presented herein widens the scope to account for the interactions between ports following a disruptive event. It is also different in that the disruptive event in the case of Gothenburg port is not a single one-off event, like a ship collision or storm, where recovery begins almost immediately. Rather, the disruptive event in the Gothenburg case has proved to be long-lasting, with sporadic peaks in adverse impacts and of a duration which was impossible to forecast as it occurred. A further contrast with Farhadi et al. [46] and representing a significant contribution of this work is that it uniquely utilises port statistics, in combination with AIS data, to derive greater insights into the impact of the disruptive event on shipping within the geographical scope of analysis.

3. Background to the Case of Gothenburg

APM Terminals (APMT) has operated the 80-hectare container terminal at the port of Gothenburg since January 2012 under a 25-year concession [47]. With the potential to handle the largest containerships, Gothenburg’s container terminal has a throughput capacity of two million TEUs per annum² and is the largest and busiest container terminal in Scandinavia [48]. Relations between APMT and the Swedish Dockworkers Union (SDU), one of the two unions representing dock labour within the port, have been strained since the start. Furthermore, it is often claimed that the origins of this dispute goes as far back as the beginning of the 1970s, with a lot of minor strikes and disagreements since then between the SDU and the previous port operator. In the middle of 2016, however, the dispute escalated significantly. The dispute revolved around the SDU’s demand for a local collective bargaining agreement that was separate from that at national level between ‘Ports of Sweden’ (representing the employers in the Swedish ports sector) and the other major labour union, the Swedish Transport Workers Union (SWTU). As things transpired, this dispute was to last two years and would involve the intervention of not only the National Swedish Mediation Institute, but also even the Swedish Government that, as a direct consequence of the dispute, launched a national inquiry into Sweden’s port labour laws. During the course of the dispute, the SDU took industrial action (mainly strikes and blockades) on numerous occasions, with APMT Gothenburg responding with their own retaliatory measures (e.g., lockouts).

In common with all disruptive events, the dispute between APMT Gothenburg and the SDU effectively led to a reduction in the supply of deliverable capacity at Gothenburg’s container terminal. At various points in the dispute, it was reported that Gothenburg’s container terminal was handling somewhere between 30–40% on average of its maximum capability [49], as only the daytime shift was operating. Because of the constraints placed on operations by insufficient availability of labour, the container terminal operator was obliged to renegotiate numerous port calls. This decrease in productivity and the general uncertainty surrounding the potential effects of the dispute on APMT’s customers resulted in many cargoes being re-routed to other ports [47,50]. For instance, citing poor productivity and disrupted schedules, both Atlantic Container Line and the 2M alliance cancelled all calls at the port by their larger mainline vessels, restricting calls solely to feeders [51]. It is estimated that around 25% of Swedish businesses have been affected by the dispute and that more than half of these have taken a range of actions to mitigate the adverse consequences, such as rerouting cargoes to other ports in Sweden or abroad and/or using other modes of transport completely. According to a report conducted by Damvad Analytics [50], in 2017 alone, this resulted in additional private costs to Swedish businesses of 500 million and an increase in carbon dioxide emissions of 70,000 tonnes, corresponding to additional socio-economic costs of 8.5 million.

² TEUs (Twenty foot Equivalent Units).
4. Methodology

4.1. Data Collection

The analysis undertaken within this paper makes use of three sources of data.

1. AIS data is used to gather data on ship traffic. AIS data contains numerous fields of data items but, for the purposes of this analysis, the primary variable of interest is the position of the ships at different points in time. This is particularly the case in enumerating how long ships spend in port. To this end, an approach based on the specification of a polygon to represent the area of a port is deployed. Using the example of Gothenburg container terminal, this concept is illustrated in Figure 1. In addition to information on ship position, the ‘length overall (LOA)’ of a vessel is also collected from AIS data, as a measure of ship size.

![Figure 1. Gothenburg Container Terminal, with a drawn polygon (in orange) defining the relevant port area.](image)

2. In order to obtain historical data on the container volumes handled at each of the ports under study, port statistics have been accessed from [52]. For each of the ports under study, the data collected relates to total containers and total TEUs handled per quarter.

3. Data on the port conflict serves as a lens for analysing the statistical data. The detailed data relating to the timeline of the port conflict can be seen in Table 1, which highlights the fact that the main actions in the port conflict took place in the periods 2016 (Q2) and 2016 (Q4)–2017 (Q2).

| Date          | SDU                  | APMT                                      |
|---------------|----------------------|-------------------------------------------|
| April 2016    | 26–27 and 27–28: 24 h strike |                                           |
| May 2016      | 17–18 and 27–28: 24 h strike |                                           |
| June 2016     |                      |                                           |
| July 2016     |                      |                                           |
| August 2016   |                      |                                           |
| September 2016|                      |                                           |
| October 2016  |                      |                                           |
| November 2016 | 8–30: Blockade: overtime, new employment and external hiring of staff 15–18: Strikes directed at specific operators (towards e.g., Maersk) |                                           |
4.2. Method of Analysis

AIS data on container vessel movements are combined with the port statistics on container cargoes handled to produce a number of base data tables for each of the ports under study, covering the period 2014–2018 inclusive. An example for the port of Gothenburg is provided in Table 2, but similar base data tables have also been prepared for the other three ports under study—Helsingborg, Norrköping and Gävle. As can be seen, the base data table presented in Table 2 for the port of Gothenburg relates primarily to the fundamentals of overall port performance over the period of analysis, with quarterly information provided on the total number of cargo units handled and the total tonnage of cargo handled. This provides a wider context for the significance of container operations within each of the ports under study. More specifically, basic data on container terminal operations are also provided in terms of the number of container ship arrivals, the number of containers handled, the number this represents and the total tonnage of cargo handled.

Most critically, the detailed analysis of AIS data provides the time an individual ship is located within a pre-defined port polygon (as illustrated earlier in Figure 1) and is used to derive an approximation for the length of time a ship is at berth within each of the container ports under analysis. This is derived from the AIS message, which for example contains longitude and latitude position at a specific time. These messages need to be filtered by ship type (to focus solely on containerships) and by geographical location (to fall within the coordinates of the predefined port polygons) and then the specific time of entering and exiting the port polygons needs to be identified for each qualifying vessel. These times are aggregated for all container ship calls across the whole quarter to yield the ‘Total Hours’ column in Table 2. The amount of work involved in undertaking this task should not be underestimated. Ships within the area covered by the Swedish Maritime Administration’s (SMA) coastal very high frequency (VHF) stations generate approximately 200 million AIS messages each month. However, most of the AIS messages are discarded at an early stage of the initial processing of the feed, because they are sent from ships when they are laying still, and the filtering process is done on roughly 1 billion AIS messages.

### Table 1. Cont.

| Date       | SDU                     | APMT                                           |
|------------|-------------------------|------------------------------------------------|
| December 2016 | 1–31: Blockade: overtime, new employment and external hiring |                                               |
| January 2017  | 6–31: Blockade: overtime, new employment and external hiring of staff | 24: 8 h strike                                  |
| February 2017 | 1–17: Blockade: overtime, new employment and external hiring of staff |                                               |
| March 2017    | 13–31: Blockade: overtime, new employment and external hiring of staff |                                               |
| April 2017    | 1–31: Blockade: overtime, new employment and external hiring of staff | 27–31: Blockade: hourly staff using straddle carriers without supervisor |
| May 2017      | 1–31: Blockade: hourly staff using straddle carriers without supervisor | 15–31: Blockade: overtime, new employment and external hiring of staff | 15–31: Partial lockout of SDU workers (16.00–07.00) |
| June 2017     | 1–30: Blockade: hourly staff using straddle carriers without supervisor | 1–30: Blockade: overtime, new employment and external hiring of staff | 1–30: Partial lockout of SDU workers (16.00–07.00) |
AIS data alone does not give any information on the amount of cargo carried by the ship. However, AIS data does contain information on the current draught of the ship which might give an indication of the amount of cargo, although this information (together with a range of other information) is manually entered by the crew and thus not very reliable. This highlights the importance of appropriate data preparation and the assurance of data quality as an inevitable first stage in any analysis which utilises AIS data. Obviously, this process is greatly complicated by the sheer volume of data to be handled. In the specific case of determining the volume of cargo on board a ship based on the AIS data on draught, port statistics may provide a means of validating the data available through AIS. Therefore, this study combines the filtered AIS data, i.e. which ship and the total time spent at berth for that ship, with cargo handling data from the ports.

| Year | Quarter | Cargo Units | Total Tons | Ship Arrivals | Containers | TEUs | Container Tons | Total Hours |
|------|---------|-------------|------------|---------------|------------|------|---------------|-------------|
| 2014 | 1       | 251,038     | 4318       | 210           | 127,801    | 216,859 | 2055          | 3101        |
| 2014 | 2       | 251,344     | 4354       | 212           | 124,097    | 209,960 | 2039          | 3227        |
| 2014 | 3       | 245,587     | 4040       | 198           | 120,797    | 202,955 | 1916          | 3475        |
| 2014 | 4       | 239,940     | 3958       | 175           | 117,605    | 199,159 | 1895          | 2943        |
| 2015 | 1       | 293,934     | 4220       | 170           | 121,512    | 205,252 | 1959          | 3512        |
| 2015 | 2       | 300,342     | 3942       | 204           | 121,510    | 208,551 | 1716          | 4066        |
| 2015 | 3       | 290,157     | 3915       | 206           | 120,683    | 203,549 | 1834          | 3337        |
| 2015 | 4       | 332,162     | 4328       | 184           | 114,001    | 192,287 | 1758          | 3203        |
| 2016 | 1       | 314,890     | 4276       | 179           | 124,066    | 212,392 | 1926          | 3516        |
| 2016 | 2       | 315,184     | 4298       | 170           | 114,217    | 190,441 | 1787          | 3777        |
| 2016 | 3       | 301,913     | 4014       | 184           | 122,225    | 207,112 | 1817          | 3446        |
| 2016 | 4       | 332,620     | 4292       | 167           | 110,373    | 185,288 | 1756          | 3361        |
| 2017 | 1       | 333,112     | 4471       | 159           | 107,362    | 179,748 | 1699          | 3415        |
| 2017 | 2       | 298,988     | 4072       | 145           | 81,354     | 133,281 | 1318          | 3247        |
| 2017 | 3       | 293,088     | 4008       | 142           | 91,245     | 149,461 | 1380          | 3027        |
| 2017 | 4       | 349,990     | 4291       | 160           | 104,677    | 176,332 | 1619          | 3161        |
| 2018 | 1       | 335,170     | 4273       | 161           | 111,090    | 188,593 | 1740          | 3280        |
| 2018 | 2       | 339,849     | 4430       | 162           | 112,824    | 190,485 | 1780          | 3332        |
| 2018 | 3       | 296,847     | 3915       | 130           | 106,673    | 179,415 | 1644          | 2474        |
| 2018 | 4       | 334,460     | 4167       | 134           | 113,252    | 191,390 | 1763          | 2559        |

5. Results

By applying a few basic formulae to the base data contained in Table 2, a set of calculated performance indicators can be derived. These are shown in Table 3 for the case of Gothenburg but, clearly, this process has been replicated across all the ports under study.

5.1. Container Volumes Handled

The analysis of port statistics reveals how container volumes have changed across the four ports throughout the period of analysis. This is depicted graphically in Figure 2, which should be viewed against a context where total container volumes handled in Sweden have grown from 1.46 m TEU in 2014 to 1.60 m in 2018. As is clearly shown in Figure 2, the smaller ports were growing before the conflict, but have grown even more during the conflict.
Table 3. Calculated Performance Indicators for the Port of Gothenburg.

| Year | Quarter | Hours per Visit | Containers per Visit | Containers per Hour | Kgs Per Container |
|------|---------|-----------------|----------------------|---------------------|------------------|
| 2014 | 1       | 14.8            | 609                  | 41                  | 16,080           |
| 2014 | 2       | 15.2            | 585                  | 38                  | 16,431           |
| 2014 | 3       | 17.6            | 610                  | 35                  | 15,861           |
| 2014 | 4       | 16.8            | 672                  | 40                  | 16,113           |
| 2015 | 1       | 20.7            | 715                  | 35                  | 16,122           |
| 2015 | 2       | 19.9            | 596                  | 30                  | 14,122           |
| 2015 | 3       | 16.2            | 586                  | 36                  | 15,197           |
| 2015 | 4       | 17.4            | 620                  | 36                  | 15,421           |
| 2016 | 1       | 19.6            | 693                  | 35                  | 15,524           |
| 2016 | 2       | 22.2            | 672                  | 30                  | 15,646           |
| 2016 | 3       | 18.7            | 664                  | 35                  | 14,866           |
| 2016 | 4       | 20.1            | 661                  | 33                  | 15,910           |
| 2017 | 1       | 21.5            | 675                  | 31                  | 15,825           |
| 2017 | 2       | 22.4            | 561                  | 25                  | 16,201           |
| 2017 | 3       | 21.3            | 643                  | 30                  | 15,124           |
| 2017 | 4       | 19.8            | 654                  | 33                  | 15,467           |
| 2018 | 1       | 20.4            | 690                  | 34                  | 15,663           |
| 2018 | 2       | 20.6            | 696                  | 34                  | 15,777           |
| 2018 | 3       | 19              | 821                  | 43                  | 15,412           |
| 2018 | 4       | 19.1            | 845                  | 44                  | 15,567           |

Figure 2. Number of TEUs Handled in the Four Ports.

From Figure 2, it can be observed that the port of Gothenburg experienced a decline in container volumes during the periods of intense port conflict. A relatively small decline was experienced during the first period of port conflict (2016(Q2)), which the container terminal partly recovered from in Q3 of 2016. However, during the second and longer period of intense port conflict (2016(Q4)–2017(Q2)), the port saw a large decline in container volumes handled. At the end of 2018, more than one and a half years after the conflict had begun, the port of Gothenburg had still not fully recovered the container volumes lost.
It can also be observed from Figure 2, that the three other ports under study were able to increase their volumes slightly during the periods of port conflict within the port of Gothenburg. However, the slight increase in container volumes handled by the three other ports under study only absorbed about 55% of the volumes lost at the port of Gothenburg. Even if all ports in Sweden are included, it can still be observed in the national port statistics that when comparing 2016 (Q1–Q2) with 2017 (Q1–Q2), there was a 4% decrease in the total number of containers handled in Sweden. This compares to no change in the volume of ro-ro traffic for example, as seen in the port statistics. Following the redirection of some container traffic to alternative Swedish ports, they quickly became congested when they tried to handle the extra volume. As a result, many of the redirected container movements between Sweden and mainland Europe were made by truck.

5.2. Ship Arrivals

Official port throughput statistics do not provide sufficient details to explain how the decrease in volumes at the port of Gothenburg actually came about. Instead, through the analysis of AIS data, it is possible to calculate the number of container ships arriving at a port (see Figure 3) and, thereby, in combination with port statistics on throughput, the average amount carried by each ship can also be calculated.

As can be seen in Figure 3, there was a steady decline in ships arriving at the port of Gothenburg during the periods of intense port conflict. However, to some extent this also follows a general trend that can be observed from the starting year of the dataset in 2014. When analyzing this in more detail, however, by looking at the number of arriving ships within two-week intervals (see Figure 4) during the course of the port conflict, it is easier to observe the presence of some trends. For example, that at the beginning of the second period of intense conflict, the number of ships visiting the port of Gothenburg decreased from between 25–30 per two-week period to below 20 calls over the same period of time shortly after the conflict ended. Interestingly, the same plot of ship arrivals against the same two year period portrays a relatively stable picture for Helsingborg and Norrköping, but a fall in the number of ship arrivals for Gävle during the course of the second period of intense port conflict at the port of Gothenburg.
5.3. Containers per Ship

The volume of containers handled in a port is also dependent upon the number of containers that are carried onboard the ships that call at the port. As can be observed in Figure 5, the average number of containers handled per ship in Gothenburg stayed roughly the same, except for in the last quarter of the port conflict. It is known that part of the action taken by APMT during the port conflict was to impose restrictions on container moves within the container terminal and this may explain why it was so stable, with every ship served having the same restrictions imposed. In the ports of Norrköping and Helsingborg, there was a small increase in the average number of containers per ship at the beginning of the conflict. Most interestingly, however, there has been a significant increase in Gävle that started around the beginning of the Gothenburg port conflict, when the port was receiving ship calls of around 400 containers per ship and which rose to around 800 containers per ship by the end of 2018. Thus, even though there were fewer ships arriving at the port of Gävle, the port has succeeded in increasing its container throughput overall because of more containers, on average, being handled on each ship that calls.
5.4. Ship Size

For obvious reasons, the size of the ships arriving at a port is closely related to the number of containers handled per ship. The most obvious observable occurrence during the port conflict is that the number of very large containerships calling at the port of Gothenburg decreased significantly during Q2 2017, from around 25 to around 12 (see Table 4). To a large extent, this can be explained by the fact that, as a result of the port conflict and the lower productivity and uncertainty it brought about, a few of the major shipping lines altered their mainline routings and cancelled their calls into Gothenburg [51].

Table 4. Number of ships arriving at the port of Gothenburg by size.

| Year | Quarter | Length Overall (LOA) | <149 m | 150–300 m | >300 m |
|------|---------|---------------------|--------|-----------|--------|
| 2014 | 1       | 136                 | 51     | 25        |
| 2014 | 2       | 139                 | 52     | 24        |
| 2014 | 3       | 122                 | 52     | 27        |
| 2014 | 4       | 106                 | 53     | 24        |
| 2015 | 1       | 101                 | 60     | 18        |
| 2015 | 2       | 117                 | 77     | 12        |
| 2015 | 3       | 110                 | 82     | 17        |
| 2015 | 4       | 102                 | 66     | 22        |
| 2016 | 1       | 106                 | 55     | 24        |
| 2016 | 2       | 83                  | 65     | 23        |
| 2016 | 3       | 99                  | 63     | 26        |
| 2016 | 4       | 90                  | 56     | 21        |
| 2017 | 1       | 71                  | 70     | 22        |
| 2017 | 2       | 73                  | 63     | 10        |
| 2017 | 3       | 83                  | 46     | 13        |
| 2017 | 4       | 101                 | 49     | 13        |
| 2018 | 1       | 106                 | 44     | 12        |
| 2018 | 2       | 91                  | 59     | 13        |
| 2018 | 3       | 99                  | 61     | 14        |
| 2018 | 4       | 62                  | 62     | 13        |

Other trends in the size of ships calling at the ports under study can also be observed. For example, as shown in Figure 6, small ships with LOA of less than 150 m have almost completely stopped calling at the port of Gävle. This is a trend that has been evident since around the start of the conflict at the port of Gothenburg. In comparison, the number of small ships has remained very much the same in Norrköping, but the number of large ships has increased steadily (see Figure 7). The trend in Helsingborg falls somewhere between these two (see Figure 8), with both an increasing number of larger ships and a decreasing number of smaller ships. Thereby, all three ports have gone through similar trends in increased volumes, but this has been achieved through different developments in vessel traffic patterns.

5.5. Port Productivity—Time at Berth

From the perspectives of both container shipping companies and the container terminals in the four ports under study, it is interesting to understand how the average time at berth for ships has changed. As shown in Figure 9, one particularly noticeable aspect is that all the ports saw a major increase in time at berth in Q1 (2017), but within a context where the volumes increased in each of the three smaller ports (in the order of between 8% and 22%). Of course, there are other things that cannot be definitely explained, but which can be observed; for example, the large increase in average time at berth of ships calling at Norrköping during 2015 and the definite decrease in average time at berth for ships calling at both Gävle and Norrköping during Q4 2017. Even though it cannot be known with absolutely certainty, perhaps the latter can be attributed to the greater economies of
scale achieved at berth because there were generally fewer, but larger, vessels calling at these ports during this period of time. Of course, the general pattern of seasonality in the demand for port services may also be exerting an influence at the same time as the port of Gothenburg reacclimatizes to the ending of the port conflict and the consequent knock-on effect this has on the other three ports under study.

![Figure 6. The sizes of ships arriving at the port of Gävle.](image)

![Figure 7. The sizes of ships arriving at the port of Norrköping.](image)

![Figure 8. The sizes of ships arriving at the port of Helsingborg.](image)
5.6. Port Productivity—Container Lifts per Hour

It is also of interest to investigate port productivity in terms of the average number of container lifts per hour at berth, as shown in Figure 10. Two aspects can be observed. First of all, Gothenburg has seen a decrease in productivity since 2014 (when productivity stood at 40 containers per hour), with the lowest amount of containers being handled in the last quarter of the conflict (when it had fallen to just 25 containers per hour). Since then, container lifts per hour has increased quite dramatically at Gothenburg, probably accounted for by new measures using lean systems to reduce waiting times [53]. This is despite the inevitable fact that Gothenburg’s recovery would have been hampered and elongated by the understandable fear of further disruptions amongst its potential customer base and, ergo, by the time and effort it takes to win back lost customers that had become accustomed to working with other competitor ports.

Another interesting aspect is that it seems that the three smaller ports had problems with decreasing productivity in their ports in Q1 (2017), but that all increased their productivity in Q2 (2017). This was probably a consequence of the port conflict at Gothenburg.

Figure 9. Average hours per visit of ships calling at the four ports.

Figure 10. Containers lifts per hour at the four ports.
whereby the smaller ports became congested, leading to inefficient handling. This may explain the decline and then the increase once they learnt to cope better with these congestion problems. Finally, it can also be observed that all ports have actually increased their productivity over the period from 2014 to 2018.

6. Discussion and Conclusions

This study has explored how the vessel and container traffic to and from the port of Gothenburg, as well as three other major container ports in Sweden, has changed during the period 2014 to 2018. During this period of time, there was a disruptive event in the form of industrial action at the container terminal of the port of Gothenburg. The main disruptive action occurred during Q2 (2016) and in the period Q4 (2016)–Q2 (2017). This study has combined the use of official port statistics and detailed AIS data to show that the decline in container volumes in Gothenburg is mainly due to fewer ships calling at the port of Gothenburg, with the arriving ships maintaining about the same volume of containers per ship. The study has also shown that the port of Gothenburg has had problems with productivity since 2014, and that its lowest level of container handling productivity occurred towards the end of the period of intense conflict.

The study has also shown that the three other major container ports in Sweden have increased throughput in container traffic, which is mainly explained by a large increase in the average volume handled by each ship. As exemplified primarily by Gävle, there are fewer small containerships arriving at these ports and, possibly either as a consequence or a cause of this, all three of the smaller container ports have been able to increase their productivity levels, as evidenced by an increasing number of containers handled per hour.

As with any study of this type, there are a number of limitations which need to be recognized. Firstly, port cargo statistics are available solely on a quarterly basis in Sweden. This constitutes a form of smoothing which makes it quite difficult to directly observe any trends that might manifest themselves in the data or, indeed to account for any sort of seasonality which might be present in the data. For example, the first instance of intense conflict took place only during mid-Q2 (2016) and the second instance of intense conflict started in November of 2016 (in the middle of Q4). It would have been interesting to have had access to monthly statistics to be able to observe the evolution of changes in more detail.

A further limitation of the work arises in relation to determining the time in port of vessels. For the purposes of enhancing the analytical tractability of the work, it has been assumed that all the calculated time that a vessel spends in port is spent at berth and, by implication, therefore, engaged in the handling of containers. This assumption has underpinned the productivity calculations implemented within the work. Clearly, no allowance has been made for any sort of manoeuvring, setting up or waiting within the predefined port limits. Although the level of refinement of AIS data means that it may be used to try and gain some insights into decomposing the total time in port into its constituent parts, the amount of additional work involved is disproportionate to the benefits to be derived. In some cases, the issue of failing to separate out waiting time may be somewhat problematic. However, within the context of the Scandinavian port system, the incidence of vessels having to wait for berths is extremely low. Thus, the approach adopted within this work can be ultimately justified on the basis that the time in port of a vessel will be very closely correlated to the time spent at berth engaged in the container handling process. In further counterbalancing this potential limitation, it is important to recognize that from the perspective of the ship, it is in any case the total time spent in port that is important, rather than the time spent engaged in individual activities within the port limits.

Further challenges arise with respect to analyzing the impacts of specific disruptive events. In particular, there are certain characteristics or trends that emerge irrespective of the potential impact of a specific disruptive event. For example, problems with productivity at the port of Gothenburg had emerged even before the conflict (as early as 2014), even
though the largest decrease in productivity occurred during instances of intense port conflict. In theory, this could actually also be explained by factors other than the disruptive event of the port conflict itself. In other words, the analysis of the available data can only show certain trends which occurred during the conflict: it does not establish the presence of a causal relationship per se, nor does it explain why there may be relations between the event and the identified ‘impact’. For example, although it was observed from the data analysis that there were fewer large ships calling at the port of Gothenburg during the last part of the conflict, ancillary sources of information were required in order to (potentially) attribute this to the fact that ACL had cancelled their mainline direct calls at the port, claiming that it was “partly due to the conflict”.

Irrespective of its limitations, this work does make a number of noteworthy contributions to the analysis of supply chain disruptions, particularly with respect to labour disputes in ports. Most critically, this work has expounded a novel method of analysis which jointly utilizes the complementarity of AIS data and official port statistics. This yields several benefits in terms of the mutual validation of the data and facilitates the calculation of time in port for individual ships and the aggregation of this as ‘port efficiency’. With respect to port disputes specifically, the outcomes of the analysis reveal the impact on both container volumes, the nature of ship calls and port efficiency levels, not only at the port where the dispute is taking place, but also at other competitor ports within the region. It also illustrates the time periods involved in terms of market reaction to both the dispute itself and its resolution.

There are a number of different avenues for future research in this arena. For example, the approach adopted in this study could be used to assess productivity in different geographical regions, particularly where port competition may be rife and the waiting times of ships more relevant. For example, in assessing the level of productivity and competitiveness of the major ports in Europe, a more disaggregated decomposition of a ship’s time spent in port may be justified. In addition, this study has not taken into consideration how many cranes are available at a specific quay, nor their technical specifications in terms of speed, capacity, reach etc. If could be of interest to make such comparisons, though there may be a number of challenges to face in identifying how the number of cranes and their specifications have changed over the course of time. Finally, AIS data can be used to assess temporal trends in the sizes of containerships calling at different ports and, as a consequence of this, to gain an insight into the strategic deployment of vessels on liner shipping services. Clearly, all of this information is of value to competitors and other commercial interests, but could also provide input to national or regional policies related to ensuring or enhancing maritime connectivity.
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