Algorithms for Right-Sizing Heterogeneous Data Centers*

Susanne Albers
Technical University of Munich
albers@in.tum.de

Jens Quedenfeld†
Technical University of Munich
jens.quedenfeld@in.tum.de

August 2, 2021

Abstract

Power consumption is a dominant and still growing cost factor in data centers. In time periods with low load, the energy consumption can be reduced by powering down unused servers. We resort to a model introduced by Lin, Wierman, Andrew and Thereska [23, 24] that considers data centers with identical machines, and generalize it to heterogeneous data centers with different server types. The operating cost of a server depends on its load and is modeled by an increasing, convex function for each server type. In contrast to earlier work, we consider the discrete setting, where the number of active servers must be integral. Thereby, we seek truly feasible solutions. For homogeneous data centers ($d = 1$), both the offline and the online problem were solved optimally in [3, 4].

In this paper, we study heterogeneous data centers with general time-dependent operating cost functions. We develop an online algorithm based on a work function approach which achieves a competitive ratio of $2^d + 1 + \epsilon$ for any $\epsilon > 0$. For time-independent operating cost functions, the competitive ratio can be reduced to $2^d + 1$. There is a lower bound of $2^d$ shown in [5], so our algorithm is nearly optimal. For the offline version, we give a graph-based $(1 + \epsilon)$-approximation algorithm. Additionally, our offline algorithm is able to handle time-variable data-center sizes.

1 Introduction

Energy conservation in data centers is important for both economical and ecological reasons [14]. A huge amount of the energy consumed in data centers is wasted because many servers run idle for long time periods, while still consuming half of their peak power [18, 28]. The power consumption can be reduced by powering down servers that are currently not needed. However, a power-up operation of a server causes increased energy consumption. Hence, holding an idle server in active mode for a short period of time is cheaper than powering it down and up again shortly after. Furthermore, power-up and -down operations generate delay and wear-and-tear costs [24]. Therefore, algorithms are needed that dynamically right-size a data center depending on incoming jobs so as to minimize the energy consumption.

In this paper, we consider data centers with heterogeneous servers. This can be different architectures, for example, servers that use the GPU to perform massive parallel calculations. However, tasks that contain many branches are not suitable for GPUs and can be processed much faster on a common CPU [30]. Heterogeneity may also result from old and new servers. It is a common practice that a data center is extended by new servers while the old ones are kept in use.

In practice, the energy consumption of a server is not constant but increases with load [6]. If a machine is idle, the CPU frequency is lowered in modern hardware to save energy [27]. For high frequencies, the
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CPU voltage has to be raised, which results in a superlinear increase in power consumption [32]. Therefore, in our model, the energy consumption of each server type \( j \) is modeled by an increasing convex function \( f_j \) of the load \( z \). The operating cost of an idle server is given by \( f_j(0) \). By setting the value of \( f_j \) to infinity for large load values \( z \), it is possible to model different server capacities. For example, there may be a slow server type with a maximum load of 1 and a fast server type with a maximum load of 4 that can process four times as many jobs as the slow server.

Our model described below is a generalization of the model presented by Lin, Wierman, Andrew and Thereska [23, 24] for homogeneous data centers where all servers are identical.

**Problem formulation.** We consider a data center with \( d \) different server types and \( m_j \) servers of type \( j \). The servers have two states, an active one where they are able to process jobs and an inactive one without energy consumption. Powering up a server of type \( j \), i.e., switching it from the inactive to the active state, produces cost of \( \beta_j \) (called switching cost). Power-down operations do not incur any cost. We consider a time horizon consisting of the time slots \( \{1, \ldots, T\} \). For each time slot \( t \in \{1, \ldots, T\} \), a job volume of \( \lambda_t \) arrives and has to be processed during the time slot. The jobs can be arbitrarily distributed to the servers. Let \( z_j^{\max} \) denote the maximum job volume that can be processed by one server of type \( j \) during a single time slot. If a server of type \( j \) works with load \( z \in [0, z_j^{\max}] \), it causes cost in the amount of \( f_j(z) \) where \( f_j(z) \) is a convex increasing non-negative function. Since \( f_j \) is convex, the cost is minimized if each active server of type \( j \) runs with the same load (see Lemma 2 for a formal proof). Therefore, the *operating* cost for server type \( j \) during time slot \( t \) is given by

\[
g_{t,j}(x, z) := \begin{cases} \frac{x f_j(\frac{z}{x})}{z} & \text{if } x > 0 \\ \infty & \text{if } x = 0 \text{ and } \lambda_t z > 0 \\ 0 & \text{if } x = 0 \text{ and } \lambda_t z = 0 \end{cases}
\]

where \( x \) is the number of active servers of type \( j \) and \( z \) is the fraction of the job volume \( \lambda_t \) that is assigned to server type \( j \). The total operating cost during time slot \( t \) is denoted by

\[
g_t(x_1, \ldots, x_d) := \min_{(z_1, \ldots, z_d) \in \mathbb{Z}} \sum_{j=1}^{d} g_{t,j}(x_j, z_j)
\]

where \( \mathbb{Z} := \{(z_1, \ldots, z_d) \in [0, 1]^d \mid \sum_{j=1}^{d} z_j = 1\} \) is the set of all possible job assignments.

A schedule \( X \) is a sequence \( x_1, \ldots, x_T \) with \( x_t = (x_{t,1}, \ldots, x_{t,d}) \) where each \( x_{t,j} \in \{0, 1, \ldots, m_j\} \) indicates the number of active servers of type \( j \) during time slot \( t \). We assume that at the beginning and end of the considered time horizon, all servers are in the inactive state, i.e., \( x_0 = x_{T+1} = (0, \ldots, 0) \). A schedule is called *feasible*, if there are not more active servers than available and if the maximum load of the active servers is not exceeded, i.e., \( x_{t,j} \in \{0, 1, \ldots, m_j\} \) and \( \sum_{j=1}^{d} x_{t,j} z_j^{\max} \geq \lambda_t \) holds for all \( t \in \{1, \ldots, T\} \) and \( j \in \{1, \ldots, d\} \). The total cost of a schedule is defined by

\[
C(X) := \sum_{t=1}^{T} \left( g_t(x_{t,1}, \ldots, x_{t,d}) + \sum_{j=1}^{d} \beta_j (x_{t,j} - x_{t-1,j})^+ \right)
\]

where \((x)^+ := \max(x, 0)\). Note that the switching cost is only paid for powering up. However, this is not a restriction, since all servers are inactive at the beginning and end of the workload. Thus, the cost for powering down can be folded into the cost for powering up.

A problem instance is defined by the tuple \( I = (T, d, m, \beta, F, \Lambda) \) with \( m = (m_1, \ldots, m_d) \), \( \beta = (\beta_1, \ldots, \beta_d) \), \( F = (f_{1,1}, \ldots, f_{T,d}) \) and \( \Lambda = (\lambda_1, \ldots, \lambda_T) \). The task is to find a schedule with minimal cost.

In the online version of this problem, the job volumes \( \lambda_t \) and the operating cost functions \( f_{t,j} \) arrive one-by-one, so \( x_t \) has to be determined without the knowledge of future jobs \( \lambda_{t'} \) and functions \( f_{t',j} \) with \( t' > t \).
**Our contribution.** We investigate both the online and the offline version of this problem. In contrast to previous results, we consider the discrete setting where the number of active servers $x_{i,j}$ has to be integral. Thereby, we obtain truly feasible solutions.

For the online problem, we first examine a simplified version where the operating cost functions $f_{i,j}$ are time-independent (i.e., $f_{i,j} = f_j$ for all $t \in \{1, \ldots, T\}$) and present a $(2d + 1)$-competitive deterministic online algorithm (Section 2). The basic idea is to calculate an optimal schedule for the problem instance that ends at the current time slot. For each server type, the algorithm ensures that the number of active servers is at least as large as the number of active servers in the optimal schedule. A server is powered down if its accumulated idle operating cost $f_j(0)$ exceeds its switching cost $\beta_j$. Since the operating cost is time-independent, the runtime of a server can be determined in advance.

In Section 3 we demonstrate how our algorithm can be modified to handle time-dependent operating cost functions $f_{i,j}$. We achieve a competitive ratio of $2d + 1 + \epsilon$ for any $\epsilon > 0$. The basic idea of the algorithm is unchanged. However, in contrast to the previous section, the runtime of a server now depends on the time slot when it is powered up, since the idle operating cost $f_{i,j}(0)$ varies over time. Thus, the runtime of a server is not known in advance any more. The analysis results in a competitive ratio of $2d + 1 + c(I)$ where $c(I)$ is a constant that depends on the switching and operating costs of the problem instance $I$. By allowing state changes at any time during a time slot and repairing the resulting schedule afterward (such that there are no intermediate state changes any more), we are able to make the constant $c(I)$ arbitrarily small.

In Section 4 we consider the offline version of the problem and present a $(1 + \epsilon)$-approximation algorithm that runs in polynomial time if $d$ is a constant. First, we present an optimal algorithm that uses a natural graph representation. The graph is structured in a $(d + 1)$-dimensional grid and contains a vertex $v_{t,x}$ for each time slot $t \in \{1, \ldots, T\}$ and server configuration $x$. The vertices are connected with weighted edges that represent the switching and operating costs. By calculating a shortest path, we obtain an optimal schedule. For our approximation algorithm, we only use a small polynomial-sized subset of all vertices depending on the desired approximation factor. Our $(1 + \epsilon)$-approximation algorithm runs in $O(T \cdot e^{-d} \cdot \prod_{j=1}^{d} \log m_j)$ time. At the end of Section 4 we show that our algorithm still works if the total number of servers varies over time, i.e., $m_j$ is time-dependent.

**Related work.** In recent years, energy conservation in data centers has received much attention, see for example [8] [33] [1] and references therein.

Regarding the online version, Lin et al. [23] [24] analyzed the problem described above for homogeneous data centers where all servers are identical, i.e., $d = 1$. The minimum function in equation (1) disappears, so the operating cost at time slot $t$ is given by $g_t(x) = xf_j(A_t/x)$, which makes the problem much easier. They presented a 3-competitive online algorithm for the fractional setting where the number of active servers does not need to be integral. This result was improved by Bansal et al. [13] who developed a 2-competitive algorithm. In our previous paper [3] [4], we analyzed the discrete setting for homogeneous data centers. We developed a 3-competitive deterministic and 2-competitive randomized online algorithm and showed that these algorithms are optimal (i.e., there is no algorithm that achieves a better competitive ratio). Furthermore, we proved that 2 is a lower bound for the fractional setting (this result was independently found in [9]).

The data-center right-sizing problem on heterogeneous data centers is related to convex function chasing, also known as smoothed online convex optimization [17]. At each time slot, a convex function $g_t$ arrives and the algorithm has to choose a point $x_t \in \mathbb{R}^d$. The cost at time slot $t$ is given by $g_t(x_t)$ plus the movement cost $\|x_t - x_{t-1}\|$ where $\| \cdot \|$ is any metric. Data-center right-sizing in the fractional setting (i.e., the number of active servers can be any real number) is a special case of convex function chasing where $\| \cdot \|$ is a scaled Manhattan metric and the convex functions have the form given in equation (1).

Goel and Wierman [20] developed a $(3 + O(1/\mu))$-competitive algorithm called Online Balanced Descent (OBD) where the arriving functions are $\mu$-strongly convex. Chen et al. [17] showed that OBD achieves a competitive ratio of $3 + O(1/\alpha)$ if the arriving functions are locally $\alpha$-polyhedral. However, if the operating cost functions $f_{i,j}$ are load-independent, i.e., $f_{i,j}(z) = \text{const}$, then $g_t$ is neither strongly convex nor locally
polyhedral, so \( \mu = 0 \) and \( \alpha = 0 \). Hence, their results cannot be used for our problem.

Sellke [29] developed a \((d + 1)\)-competitive online algorithm for convex function chasing without any restrictions. A similar result was found by Argue et al. [10]. The general convex function chasing problem in the discrete setting where \( g_t \) can be any convex function has (at least) an exponential competitive ratio as the following example shows. For all \( j \in \{1, \ldots, d\} \), let \( m_j = 1 \) and \( \beta_j = 1 \), so the feasible server configurations are \([0, 1]^d\). The arriving functions \( g_t \) are infinite for the current position \( x_{t-1} \) of the online algorithm and zero for all other positions \([0, 1]^d \setminus \{x_{t-1}\}\). The online algorithm always has to change its position to avoid the infinite operating cost (otherwise the online algorithm is not competitive at all). Therefore, after \( T := 2^d - 1 \) time slots, the switching cost of the online algorithm is at least \( 2^d - 1 \). The offline schedule can go directly to a position in \([0, 1]^d \setminus \bigcup_{j=1}^{T} \{x_{t-1}\}\) where no operating cost occurs paying a switching cost of at most \( d \). Thus, the competitive ratio for general convex function chasing is at least \( \Omega(2^d/d) \). To gain a competitive ratio with more practical relevance, we focus on operating cost functions described by equation (1).

It is an open problem how fractional solutions can be rounded to achieve an integral schedule without significantly increasing the total cost. If the number of active servers is simply rounded up, the total switching cost can get arbitrarily large, for example if the fractional schedule switches permanently between 1 and 1 + \( \epsilon \). For homogeneous data centers, a randomized rounding scheme achieving a competitive ratio of 2 was presented in [6]. However, using this method for heterogeneous data centers independently for each server type can lead to an infeasible schedule (e.g., if \( \lambda_t = 1 \) and \( x_t = (1/d, \ldots, 1/d) \) is rounded down to \((0, \ldots, 0)\)). Thus, Sellke’s result does not help us in our analysis of the discrete setting. Further publications examining the convex body or function chasing problem are [7][12][15].

In [5], we analyzed the discrete setting for heterogeneous data centers where the operating cost does neither depend on the load nor on time, i.e., \( f_{i,j}(z) = l_j = \text{const} \). In this case, the total operating cost at time \( t \) is given by \( g_t(x_1, \ldots, x_d) = \sum_{j=1}^{d} l_j x_j \) which is much simpler than the general expression given in equation (1). In addition, we assumed that there are no inefficient servers, i.e., a server with a higher switching cost always has a lower operating cost. We presented a \( 2d \)-competitive algorithm for this special problem. Moreover, we gave a lower bound of \( 2d \), which also holds for the general problem that we consider in this paper. Thus, our online algorithms presented in Sections 2 and 3 of this paper are nearly optimal. If the operating cost functions are constant (i.e., \( f_{i,j}(z) = \text{const} \)), we achieve the optimal competitive ratio of \( 2d \).

The offline version of the discrete data-center right-sizing problem for homogeneous data centers can be solved in polynomial time [3]. It is an open question whether the problem on heterogeneous data centers is NP-hard or not. For the special case of load-independent operating costs (i.e., \( f_{i,j}(z) = l_j = \text{const} \)), a polynomial-time algorithm based on a minimum-cost flow computation was shown in [1][2]. However, the flow representation of the problem cannot be generalized for load-dependent operating costs.

Right-sizing of heterogeneous data centers is related to geographical load balancing examined in [26] and [22]. For more works handling related problems, refer to [31][21][16][11][19][33][25].

Notation

Let \([k] := \{1, 2, \ldots, k\}\), \([k]_0 := \{0, 1, \ldots, k\}\) and \([k : l] := \{k, k + 1, \ldots, l\}\) where \( k, l \in \mathbb{N} \). A tabular overview of the variables introduced in the following sections is shown in Appendix A.

2 Online Algorithm for time-independent operating cost functions

In this section we present a \((2d + 1)\)-competitive deterministic online algorithm for time-independent operating cost functions, i.e., \( f_{i,j} = f_j \) for all time slots \( t \in [T] \). Roughly, our algorithm works as follows. For each time slot, it calculates an optimal schedule for the job volumes received so far. Servers are powered up
such that the number of active servers of each type is at least as large as the number of active servers of the same type in the optimal schedule. A server runs for exactly \( \lceil \beta_j / f_j(0) \rceil \) time slots, then it is powered down, regardless of whether or not it was used. This is similar to the well-known ski rental problem where it is optimal to buy the skis once the total renting cost would exceed the buy price.

Formally, given the problem instance \( \mathcal{I} = (T, d, m, \beta, F, A) \), the shortened problem instance \( \mathcal{I}' \) is defined by \( \mathcal{I}' := (t, d, m, \beta, F, A') \) with \( A' = (\lambda_1, \ldots, \lambda_t) \). Let \( X' \) denote an optimal schedule for this problem instance and let \( X^A \) be the schedule calculated by our algorithm \( \mathcal{A} \).

Our algorithm works as follows: After calculating \( X' \), the algorithm ensures that the number of active servers of each type \( j \in [d] \) is greater than or equal to the number of active servers of type \( j \) in the last time slot of \( X' \). That is, in each time slot \((x'_{t,j} - x^A_{t-1,j})^+\), servers of type \( j \) are powered up such that the inequality \( x^A_{t,j} \geq \hat{x}_{t,j} \) is satisfied. A server of type \( j \) is powered down after \( \tilde{t}_j = \lceil \beta_j / f_j(0) \rceil \) time slots. Note that \( f_j(0) \) is the operating cost of a server being idle. It does not matter if the server was used or not.

The pseudocode below clarifies how algorithm \( \mathcal{A} \) works. The schedule \( \hat{X} \) can be calculated with the optimal offline algorithm presented in Section 4.1. The variables \( w_{t,j} \) store how many servers of type \( j \) were powered up at time slot \( t \). A visualization of our algorithm is shown in Figure 1.

### 2.1 Feasibility

Before we determine the competitive ratio of our algorithm, we have to show that the calculated schedule is feasible.

**Lemma 1.** The schedule \( X^A \) is feasible.

**Proof.** A schedule is feasible, if (1) \( \sum_{j=1}^{d} x_{t,j} \max_{j} \geq \lambda_t \) and (2) \( x_{t,j} \in [m_j] \) holds for all \( t \in [T] \) and \( j \in [d] \). It is always ensured that \( x^A_{t,j} \geq \hat{x}_{t,j} \) holds, so condition (1) is satisfied, since \( \hat{X} \) is a feasible schedule:

\[
\sum_{j=1}^{d} x^A_{t,j} \max_{j} \geq \sum_{j=1}^{d} \hat{x}_{t,j} \max_{j} \geq \lambda_t.
\]

Servers are powered up only in line 8. Since \( \hat{X} \) is feasible, \( x^A_{t,j} \leq m_j \) is always satisfied. Servers are powered down only in line 5. Each variable \( w_{t,j} \) is accessed exactly once, so \( x^A_{t,j} \) never gets negative. Therefore, condition (2) is satisfied. \( \square \)

### 2.2 Competitiveness

In this section, we will show that algorithm \( \mathcal{A} \) is \((2d + 1)\)-competitive.
Figure 1: (This figure is colored) Visualization of algorithm $\mathcal{A}$ for one specific server type $j$ with $\tilde{t}_j = 5$. The upper plot shows $x^j_t$, while the lower plot shows the resulting values $x^j_{t,\mathcal{A}}$. Note that the upper plot is not an optimal schedule, but the last state of each optimal schedule $\hat{X}^1, \hat{X}^2, \ldots, \hat{X}^{10}$. The algorithm ensures that $x^j_{t,\mathcal{A}} \geq x^j_t$ is always satisfied which is visualized by the colors: Each colored square in the upper plot causes a server to be powered up. The runtime of this server is drawn in the same color in the lower plot. Additionally, the arrows indicate the time slot when a server is powered down (e.g., at time slot 1, a server is powered up, and $\tilde{t}_j = 5$ time slots later, it is powered down).

For our analysis, we split the operating cost into an idle and a load-dependent part. The idle operating cost of an active server of type $j$ for a single time slot is $f_j(0)$, i.e., it does not depend on the load. The load-dependent operating cost of all active servers of type $j$ at time slot $t$ is defined by

$$L_t(X) \equiv x_t \left( f_j \left( \frac{A z_{\mathcal{A},t,j}}{x_{t,j}} \right) - f_j(0) \right)$$

where $z_{t,j}$ are the values $z_j$ that minimize the right term in equation (1). Formally,

$$(z_{t,1}, \ldots, z_{t,d}) \equiv \arg \min_{(z_1, \ldots, z_d) \in \mathbb{Z}} \sum_{j=1}^d g_{t,j}(x_{t,j}, z_j).$$

Since $f_j$ is an increasing function, $L_t(X)$ cannot be negative.

Let $s_{j,1} \leq \cdots \leq s_{j,n_j}$ denote the time slots when in $x^\mathcal{A}$ a server of type $j$ is powered up. If $n$ servers of type $j$ are powered up at the same time slot, there are $n$ equal values in the sequence. The time interval $A_{ji} := \{s_{ji} : s_{ji} + \tilde{t}_j - 1\}$ is called block and contains the time slots when the server is in the active state. The switching and idle operating cost of a block $A_{ji}$ is at most\footnote{If there are two consecutive blocks without a gap between them, there is no switching cost for the second block, so $H_{ji}$ gives an upper bound for the switching and idle operating cost of $A_{ji}$.}

$$H_{ji} := \beta_j + \tilde{t}_j \cdot f_j(0).$$

For each server type $j \in [d]$ we define special time slots $\tau_{j,1}, \ldots, \tau_{j,n_j}$ that are constructed in reverse time as follows. $\tau_{j,n_j}$ is defined as the last time slot when a server of type $j$ is powered up in $x^\mathcal{A}$, i.e., $\tau_{j,n_j} := s_{j,n_j}$. Given $\tau_{jk}$, the previous time slot $\tau_{jk-1}$ is the last powering up of a server of type $j$ before time slot $\tau_{jk} - \tilde{t}_j$. Formally, for $k < n_j$, $\tau_{jk}$ is defined by $\tau_{jk} := \max\{s_{ji} : i \in [n_j], s_{ji} \leq \tau_{jk+1} - \tilde{t}_j\}$. Figure\footnote{Figure visualizes the definition of $\tau_{jk}$. Since the runtime of a single server is exactly $\tilde{t}_j$, this definition ensures that each block $A_{ji}$ contains exactly one time slot $\tau_{jk}, k \in [n_j]$.

$$H_{ji} := \beta_j + \tilde{t}_j \cdot f_j(0).$$
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Figure 2: (This figure is colored) Example of the blocks $A_{j,i}$ (rectangles) and the corresponding special time slots $\tau_{j,k}$ (dashed vertical lines) for one specific server type $j$. The distance between two consecutive special time slots is always greater than or equal to $\bar{t}_j$. The index block sets $B_{j,k}$ defined in the proof of Lemma 7 are $B_{j,1} = \{1, 2\}$ (marked in red), $B_{j,2} = \{3, 4\}$ (green), $B_{j,3} = \{5, 6, 7\}$ (blue).

As already mentioned in the problem description section, the operating costs of all active servers of type $j$ are minimized if the jobs assigned to type $j$ are equally distributed to the servers of type $j$. This is formally stated in the lemma below.

Lemma 2. Let $f$ be a convex function, $x \in \mathbb{N}$, $\lambda, z \in \mathbb{R}$ and let $\sum_{i=1}^{x} a_i = 1$ with $a_i \geq 0$ for all $i \in [x]$. It holds

$$xf(\lambda z/x) \leq \sum_{i=1}^{x} f(\lambda z a_i).$$

We will prove this with Jensen’s inequality.

Lemma 3 (Jensen’s inequality). Let $f$ be a convex function, $\omega_i \geq 0$ for $i \in [n]$ and $\sum_{i=1}^{n} \omega_i = 1$. It holds

$$f\left(\sum_{i=1}^{n} \omega_i x_i\right) \leq \sum_{i=1}^{n} \omega_i f(x_i).$$

Proof. By using Jensen’s inequality with $x_i = \lambda z a_i$ and $\omega_i = 1/x$ for $i \in [x]$, we get

$$f\left(\sum_{i=1}^{x} \lambda z a_i / x\right) \leq \sum_{i=1}^{x} \frac{1}{x} f(\lambda z a_i).$$

Multiplying with $x$ and using the fact $\sum_{i=1}^{x} a_i = 1$ gives us

$$xf(\lambda z / x) \leq \sum_{i=1}^{x} f(\lambda z a_i).$$

The following lemma states that the load-dependent operating cost of $X^\mathcal{R}$ at time $t$ is less than or equal to that of $\hat{X}^t$.

Lemma 4. For all $t \in [T]$ and $j \in [d]$, it holds

$$L_{t,j}(X^\mathcal{R}) \leq L_{t,j}(\hat{X}^t).$$
Proof. For \( i \in [x^A_{t,j}] \), let
\[
a_i := \begin{cases} 
  1/\hat{x}^t_{i,j} & \text{if } i \leq \hat{x}^t_{i,j} \\
  0 & \text{otherwise}.
\end{cases}
\]

By using the definition of \( L_{i,j} \) (equation (3)) and Lemma 2, we get
\[
L_{i,j}(X^A) = x^A_{t,j} f_j(\lambda^A_{j,t} / x^A_{t,j}) - x^A_{t,j} f_j(0)
\]
\[
\leq \sum_{i=1}^{x^A_{t,j}} f_j(\lambda^A_{j,t} / x^A_{t,j}) - x^A_{t,j} f_j(0)
\]
\[
= \sum_{i=1}^{\hat{x}^t_{i,j}} f_j(\lambda^A_{j,t} / \hat{x}^t_{i,j}) + \sum_{i=\hat{x}^t_{i,j}+1}^{x^A_{t,j}} f_j(0) - x^A_{t,j} f_j(0)
\]
\[
= \hat{x}^t_{i,j} f_j(\lambda^A_{j,t} / \hat{x}^t_{i,j}) - \hat{x}^t_{i,j} f_j(0)
\]
\[
= L_{i,j}(\hat{x}^t).
\]

In the third step, we simply use the definition of \( a_i \) and split the sum into two parts. The second sum is equal to \((x^A_{t,j} - \hat{x}^t_{i,j}) f_j(0)\). At the end, we use the definition of \( L_{i,j} \), again.

By using Lemma 4, we can show that the load-dependent operating cost of \( X^A \) is at most as large as the total cost of the optimal schedule.

Lemma 5. It holds
\[
\sum_{t=1}^{T} \sum_{j=1}^{d} L_{t,j}(X^A) \leq C(\hat{X}^T).
\]

Proof. We will prove the inequality
\[
\sum_{t=1}^{t'} \sum_{j=1}^{d} L_{t',j}(X^A) \leq C(\hat{x}^t)
\]
by induction. For \( t = 0 \), both terms are zero. Assume that \( \sum_{t'=1}^{t-1} \sum_{j=1}^{d} L_{t',j}(X^A) \leq C(\hat{x}^{t-1}) \) holds. Let
\[
C_M(X) := \sum_{i \in M} \left( g_t(x_{t,1}, \ldots, x_{t,d}) + \sum_{j=1}^{d} \beta_j(x_{t,j} - x_{t-1,j})^+ \right)
\]
be the switching and operating cost of \( X \) for all time slots \( t \in M \). Note that the total cost of a schedule is given by \( C_{[1,T]}(X) = C(X) \).

Since \( \hat{x}^{t-1} \) is an optimal schedule for \( T^{t-1} \), the cost of \( \hat{x}^t \) up to the time slot \( t - 1 \) is greater than or equal to \( C(\hat{x}^{t-1}) \), i.e., \( C(\hat{x}^{t-1}) \leq C_{[1,t-1]}(\hat{x}^t) \). By using this fact as well as the induction hypothesis and Lemma 4, we get
Proof. By equation (4), we have

\[ \sum_{t'=1}^{t} \sum_{j=1}^{d} L_{t',j}(X^T) \leq C(\hat{X}^{t'-1}) + \sum_{j=1}^{d} L_{t,j}(X^A) \]

\[ \leq C_{[1:t-1]}(\hat{X}^t) + \sum_{j=1}^{d} L_{t,j}(\hat{X}^t) \]

\[ \leq C_{[1:t-1]}(\hat{X}^t) + C_t(\hat{X}^t) \]

\[ \leq C(\hat{X}^t). \]

So far, we found an upper bound for the load-dependent operating cost of \( X^A \). The following lemma is needed to estimate the switching and idle operating cost of \( X^A \) in Lemma 7.

**Lemma 6.** The switching and idle operating cost of the block \( A_{j,i} \) is bounded by

\[ H_{j,i} \leq 2 \min\{\beta_j + f_j(0), \, \bar{t}_j \cdot f_j(0)\}. \]

**Proof.** By equation (4), we have \( H_{j,i} = \beta_j + \bar{t}_j f_j(0) \). Since

\[ \beta_j \leq \left[ \frac{\bar{t}_j}{f_j(0)} \right] \cdot f_j(0) = \bar{t}_j f_j(0), \]

we get \( H_{j,i} \leq 2 \bar{t}_j f_j(0) \). Furthermore, due to

\[ \bar{t}_j f_j(0) \leq \left( \frac{\beta_j}{f_j(0)} + 1 \right) \cdot f_j(0) = \beta_j + f_j(0), \]

we get \( H_{j,i} = \beta_j + \bar{t}_j f_j(0) \leq 2 \beta_j + f_j(0) \). Therefore, the inequality \( H_{j,i} \leq 2 \min\{\beta_j + f_j(0), \, \bar{t}_j \cdot f_j(0)\} \) is satisfied. \qed

The next lemma shows that the switching and idle operating cost of all servers of type \( j \) in \( X^A \) is at most two times the total cost of the optimal schedule.

**Lemma 7.** For all \( j \in [d] \), the following inequality holds

\[ \sum_{i=1}^{n_j} H_{j,i} \leq 2 \cdot C(\hat{X}^T). \] (5)

**Proof.** Let \( B_{j,k} := \{ i \in [n_j] \mid A_{j,i} \ni \tau_{j,k} \} \) with \( k \in [n_j'] \) be the indices of the blocks containing the time slot \( \tau_{j,k} \) (see Figure 2). As already mentioned, each block \( A_{j,i} \) contains exactly one time slot \( \tau_{j,k} \), so \( \bigcup_{k \in [n_j']} B_{j,k} = [n_j] \) and \( B_{j,k} \cap B_{j,k'} = \emptyset \) for \( k \neq k' \). Therefore, \( \sum_{i=1}^{n_j} H_{j,i} = \sum_{k=1}^{n_j'} \sum_{i \in B_{j,k}} H_{j,i} \).

We will prove equation (5) by induction. To simplify the notation, let \( \tau_{j,0} := 0 \). We will show that

\[ \sum_{k=1}^{n} \sum_{i \in B_{j,k}} H_{j,i} \leq 2 C(\hat{X}^{T_{j,n}}) \] (6)

holds for all \( n \in [n_j']_0 \). For \( n = 0 \), the inequality is obviously satisfied (the sum is empty and \( \hat{X}^0 \) is an empty schedule with zero cost). Assume that inequality (6) holds for \( n - 1 \), i.e., \( \sum_{k=1}^{n-1} \sum_{i \in B_{j,k}} H_{j,i} \leq 2 C(\hat{X}^{T_{j,n-1}}) \).

For \( I \subseteq [T] \), let

\[ C_I(X) := \sum_{t \in I} \left( g_t(x_t) + \sum_{j=1}^{d} \beta_j(x_{t,j} - x_{t-1,j})^+ \right) \]
dependent operating cost given by
\[ \sum_{k=1}^{n} \sum_{i \in B_{jk}} H_{ji} \leq 2C(\hat{X}_{I^{\text{opt}}}) + \sum_{i \in B_{jn}} H_{ji} \]
\[ \leq 2C[I_{\text{opt}}] + \sum_{i \in B_{jn}} H_{ji} \]  
\[ (7) \]

The last inequality holds because \( \hat{X}_{I^{\text{opt}}} \) is an optimal schedule for \( I^{\text{opt}} \), so \( C(\hat{X}_{I^{\text{opt}}}) \leq C[I_{\text{opt}}] \).

By the definition of \( \tau_{j,k} \), at time \( t := \tau_{j,n} \) at least one server of type \( j \) is powered up, so
\[ \hat{x}_{t,j} = x_{t,j}^{\mathcal{A}} = |B_{jn}|, \]

Furthermore, the cost of \( \hat{X} \) during the time interval \( I := [\tau_{j,n-1} + 1 : \tau_{j,n}] \) is at least
\[ C_{f}(\hat{X}_{I^{\text{opt}}}) \geq \hat{x}_{t,j} \cdot \min[\beta_j + f_{j}(0), f_{j}(0) \cdot \bar{t}_j] \]

because each server of type \( j \) that is active at time slot \( t \) was powered up during the time interval \( I \) (so there is the switching cost \( \beta_j \) as well as the operating cost for at least one time slot) or it was powered up before \( I \), so it was active for \( |I| = \tau_{j,n} - \tau_{j,n-1} \geq \bar{t}_j \) time slots. Since \( f_{j} \) is an increasing function, the operating cost is at least \( f_{j}(0) \) for each time slot.

By using Lemma 6 and the equations (6) and (9), we can transform the term (7) to
\[ 2C[I_{\text{opt}}] + \sum_{i \in B_{jn}} H_{ji} \leq 2C[I_{\text{opt}}] + |B_{jn}| \cdot 2 \min[\beta_j + f_{j}(0), f_{j}(0) \cdot \bar{t}_j] \]
\[ \leq 2C[I_{\text{opt}}] + 2\hat{x}_{t,j} \cdot \min[\beta_j + f_{j}(0), f_{j}(0) \cdot \bar{t}_j] \]
\[ \leq 2C[I_{\text{opt}}] + 2C[\tau_{j,n-1}] + 2C[\tau_{j,n} \cdot 1] \]
\[ \leq 2C(\hat{X}^{\text{opt}}). \]

Therefore, equation (6) is satisfied for all \( n \in [n']_0 \). For \( n = n' \), we get
\[ \sum_{i=1}^{n} H_{ji} = \sum_{i=1}^{n'} \sum_{i \in B_{jk}} H_{ji} \leq 2C(\hat{X}^{\text{opt}}) \leq 2C(\hat{X}^{\text{T}}). \]

Now, we are able to prove the competitive ratio of algorithm \( \mathcal{A} \).

**Theorem 8.** Algorithm \( \mathcal{A} \) is \((2d + 1)\)-competitive.

**Proof.** The total cost of \( X^{\mathcal{A}} \) is the switching and idle operating cost given by \( \sum_{j=1}^{d} \sum_{i=1}^{n_j} H_{ji} \) plus the load-dependent operating cost given by \( \sum_{i=1}^{T} \sum_{j=1}^{d} L_{t,j}(X^{\mathcal{A}}) \). By using Lemmas 7 and 5 we get
\[ C(X^{\mathcal{A}}) = \sum_{j=1}^{d} \sum_{i=1}^{n_j} H_{ji} + \sum_{i=1}^{T} \sum_{j=1}^{d} L_{t,j}(X^{\mathcal{A}}) \]
\[ \leq \sum_{j=1}^{d} 2 \cdot C(\hat{X}) + C(\hat{X}^{\text{T}}) \]
\[ = (2d + 1) \cdot C(\hat{X}). \]

The schedule \( \hat{X}^{\text{T}} \) is optimal for the problem instance \( I \), so algorithm \( \mathcal{A} \) is \((2d + 1)\)-competitive.
If the operating costs are load independent, i.e., \( f_j(z) = l_j = \text{const} \) for all \( j \in [d] \), then the load-dependent operating cost \( L_j(X^A) \) is always zero. Thus, the competitive ratio of algorithm \( A \) is \( 2d \), so it matches the lower bound given in [5]. In contrast to the deterministic \( 2d \)-competitive online algorithm presented in [5], our algorithm can handle inefficient server types, which were excluded in [5].

**Corollary 9.** If the operating cost functions are load- and time-independent, algorithm \( A \) achieves an optimal competitive ratio of \( 2d \).

3 Online Algorithm for time-dependent operating cost functions

In this section, we present a modified version of algorithm \( A \) that is able to handle time-dependent operating cost functions \( f_{i,j} \) and achieves a competitive ratio of \( 2d + 1 + \epsilon \) for any \( \epsilon > 0 \). The proof is divided into two parts. First, as an intermediate result we introduce algorithm \( B \) that is \( \left( 2d + 1 + \sum_{j=1}^{d} \max_{t \in [T]} \frac{f_{i,j}(0)}{\beta_j} \right) \) competitive. Then, in Subsection 3.2 we show how the given problem instance \( \bar{I} \) can be modified to make the constant \( c(\bar{I}) := \sum_{j=1}^{d} \max_{t \in [T]} \frac{f_{i,j}(0)}{\beta_j} \) arbitrarily small. Finally, the resulting schedule is adapted to the original problem instance without increasing its cost.

3.1 Obtaining a competitive ratio of \( 2d + 1 + c(\bar{I}) \)

To handle time-dependent operating cost functions, algorithm \( A \) has to be modified, as the idle operating cost \( f_{i,j}(0) \) is no longer constant over time. Similar to algorithm \( A \), in algorithm \( B \) a server is powered down when its accumulated idle operating cost \( f_{i,j}(0) \) exceeds its switching cost. Formally, let \( l_{i,j} := f_{i,j}(0) \) be the idle operating cost of server type \( j \) during time slot \( t \) and let

\[
\bar{t}_{i,j} := \max \left\{ \bar{t} \in [T - t] \mid \sum_{u=t+1}^{t+\bar{t}} l_{u,j} \leq \beta_j \right\}
\]

be the maximal number of time slots such that the sum of the idle operating costs beginning from time slot \( t + 1 \) is smaller than or equal to \( \beta_j \). A server that is powered up at time slot \( t \) runs for \( \bar{t}_{i,j} \) further time slots, i.e., it is powered down at time slot \( t + \bar{t}_{i,j} \). This definition differs from \( \bar{t}_j \) in algorithm \( A \) where a server is powered down at \( t + \bar{t}_j - 1 \). Note that the idle operating cost at time slot \( t \) does not influence the runtime of a server. The power-up policy of algorithm \( B \) is the same as in algorithm \( A \), i.e., it is always ensured that the number of active servers of type \( j \) is at least as large as the corresponding number in an optimal schedule for the problem instance that ends at the current time slot. Formally, \( x_{t,j}^B \geq \bar{x}_{t,j}^B \) holds for all \( t \in [T] \) and \( j \in [d] \).

In contrast to algorithm \( A \), the runtime of a server is not known when it is powered up, because the future operating cost functions did not arrive yet, so \( \bar{t}_{i,j} \) cannot be calculated at this time. However, the runtime is known at the time slot when the server must be powered down, so \( B \) is a valid online algorithm. The pseudocode below clarifies how algorithm \( B \) works. Note that only lines 5 and 6 change in comparison to algorithm \( A \). The set \( W_t \) defined in line 5 contains all time slots \( u \) with \( u + \bar{t}_{u,j} + 1 = t \). Servers that were powered up at time slot \( u \) are shut down at time slot \( t \). Figure 3 visualizes the definition of \( \bar{t}_{i,j} \) and \( W_t \) and shows an example of how algorithm \( B \) operates.
The plot shows the number of active servers \( x_{t,j}^B \) of algorithm \( B \). The colors indicate the running time of each server. The values \( \tilde{x}_{t,j} \) (that are needed to determine when a server has to be powered up) and the idle operating costs \( l_{t,j} \) as well as the resulting values of \( \tilde{t}_{t,j} \) and \( W_t \) are shown below the plot. The running time \( \tilde{t}_{t,j} \) of a server that is powered up at time slot \( t \) is indicated by the arrows, e.g., a server that is powered up at time slot \( t = 2 \) runs for \( \tilde{t}_{2,j} = 2 \) additional time slots, so it is powered down at the end of time slot \( t + \tilde{t}_{t,j} = 4 \). The colors indicate the running time of a server that is powered up at time slot \( t \) and (2) \( \tilde{x}_{t,j} \), e.g., \( \tilde{x}_{t,j} = 4 \) is feasible. Before we analyze the competitive ratio of algorithm \( B \), we have to prove that the calculated schedule \( X^B \) is feasible.

**Lemma 10.** The schedule \( X^B \) is feasible.

**Proof.** A schedule is feasible, if (1) \( \sum_{j=1}^d x_{t,j} \geq \lambda_t \) and (2) \( x_{t,j} \in [m_j] \) holds for all \( t \in [T] \) and \( j \in [d] \). Analogously to algorithm \( A \), it is always ensured that \( x_{t,j}^B \geq \tilde{x}_{t,j} \). Since \( \tilde{X}^t \) is a feasible schedule, we get

\[
\sum_{j=1}^d x_{t,j}^B \geq \sum_{j=1}^d \tilde{x}_{t,j} \geq \lambda_t,
\]

so property (1) is satisfied.
Servers are powered up only in line 9. Since $\hat{X}'$ is feasible, $x_{t,j}^B \leq m_j$ is always satisfied. Servers are powered down only in line 6. To ensure that $x_{t,j}^B$ never gets negative, we have to show that each variable $w_t,j$ is accessed at most one time. This is equivalent to $W_t \cap W_t' = \emptyset$ for all $t < t'$.

For $t < t'$, it holds

$$W_t \cap W_t' = \left\{ u \in [t - 1] \left| \sum_{v=u+1}^{t-1} l_{v,j} \leq \beta_j < \sum_{v=u+1}^{t-1} l_{v,j}\right. \right\} \cap \left\{ u \in [t' - 1] \left| \sum_{v=u+1}^{t'-1} l_{v,j} \leq \beta_j < \sum_{v=u+1}^{t'-1} l_{v,j}\right. \right\}$$

$$\subseteq \left\{ u \in [t' - 1] \left| \sum_{v=u+1}^{t-1} l_{v,j} \leq \beta_j < \sum_{v=u+1}^{t-1} l_{v,j}\right. \right\} \cap \left\{ u \in [t' - 1] \left| \sum_{v=u+1}^{t'-1} l_{v,j} \leq \beta_j < \sum_{v=u+1}^{t'-1} l_{v,j}\right. \right\}$$

$$= \left\{ u \in [t' - 1] \left| \sum_{v=u+1}^{t'} l_{v,j} \leq \beta_j \leq \sum_{v=u+1}^{t'} l_{v,j}\right. \right\}$$

$$= 0$$

In the first step, we just insert the definition of $W_t$. Then, the first set is expanded by the elements $u \in [t : t' - 1]$. In the third step, both sets are connected. Afterward, we use the fact that $t \leq t' - 1$. The resulting set must be empty, because the condition $\beta_j < \cdots \leq \beta_j$ is never satisfied. Therefore, property (2) holds. $\square$

The analysis of the competitive ratio of algorithm $B$ is quite similar to that of algorithm $A$. Let

$$L_{t,j}(X) := x_{t,j} \left( f_{i,j} \left( \frac{L_{t,j}}{x_{t,j}} \right) - l_{t,j} \right)$$

denote the load-dependent operating cost of $X$. Lemmas 2 and 4 still hold, since in their proofs we can simply replace $f_j$ with $f_{i,j}$. Lemma 5 directly follows from Lemma 4 so it also remains applicable.

The schedule $X^B$ is divided into blocks $A_{j,j} := \{ s_{j,i} : s_{j,i} + \bar{t}_{j,i} \}$ (the definition of $s_{j,i}$ remains the same). The switching and idle operating cost of a block $A_{j,j}$ is at most

$$H_{j,j} := \beta_j + \sum_{u=s}^{s+\bar{t}_{j,i}} l_{u,j} \tag{10}$$

with $s = s_{j,i}$. The special time slots $\tau_{j,k}$ are defined in the same way as in the previous section. Formally, they are given by $\tau_{j,n'_j} := s_{j,n'_j}$ and $\tau_{j,k} := \max \{ s_{j,i} \mid i \in [n'_j], s_{j,i} + \bar{t}_{s_{j,i}} < \tau_{j,k+1} \}$ for $1 \leq k < n'_j$ as well as $\tau_{j,0} := 0$. The definition of the index sets $B_{j,k} = \{ i \in [n_j] \mid A_{j,i} \ni \tau_{j,k} \}$ do not change. The following lemma replaces Lemma 6 and gives an upper bound for $H_{j,i}$.

**Lemma 11.** The switching and idle operating cost of $A_{j,i}$ is at most

$$H_{j,i} \leq 2 \beta_j + \max_{t \in [T]} l_{t,j} \tag{11}$$

**Proof.** Let $s := s_{j,i}$. By the definition of $\bar{t}_{s_{j,i}}$, we know that $\sum_{u=s}^{s+\bar{t}_{s_{j,i}}} \leq \beta_j$. We use this inequality in equation (10) and get $H_{j,i} = \beta_j + \sum_{u=s}^{s+\bar{t}_{s_{j,i}}} l_{u,j} \leq 2 \beta_j + l_{s,j} \leq 2 \beta_j + \max_{t \in [T]} l_{t,j}$. $\square$

The next lemma replaces Lemma 7 and shows that the switching and idle operating costs caused by server type $j$ are at most $2 + \max_{t \in [T]} l_{t,j}/\beta_j$ times larger than the total cost of an optimal schedule.
Lemma 12. For all \( j \in [d] \), it holds

\[
\sum_{i=1}^{n_j} H_{ji} \leq \left( 2 + \max_{i \in \{T\}} \frac{l_{ij}}{\beta_j} \right) \cdot C(\hat{T}). \tag{11}
\]

Proof. This proof works very similar to the proof of Lemma 11. Each block \( A_{ji} \) contains exactly one special time slot \( \tau_{jk} \), so \( \sum_{i=1}^{n_j} H_{ji} = \sum_{i \in B_{ji}} H_{ji} \). We will show by induction that

\[
\sum_{k=1}^{n} \sum_{i \in B_{ji}} H_{ji} \leq (2 + c_j) \cdot C(\hat{T}_{\nu}) \tag{12}
\]

with \( c_j := \max_{i \in \{T\}} \frac{l_{ij}}{\beta_j} \) holds for all \( n \in [n_j] \). For \( n = 0 \), the inequality is obviously satisfied (the sum is empty and \( \hat{T}^0 \) is an empty schedule with zero cost). Assume that inequality (12) holds for \( n-1 \), i.e., \( \sum_{k=1}^{n-1} \sum_{i \in B_{ji}} H_{ji} \leq (2 + c_j) \cdot C(\hat{T}_{\nu-1}) \). To simplify the notation, let \( u := \tau_{j,n-1} \) and \( t := \tau_{j,n} \). We begin from the left hand side of equation (12), use our induction hypothesis and get

\[
\sum_{k=1}^{n} \sum_{i \in B_{ji}} H_{ji} \leq (2 + c_j) \cdot C(\hat{T}_{\nu}) + \sum_{i \in B_{ji}} H_{ji}
\]

\[
\leq (2 + c_j) \cdot C(1, u(\hat{T}_{\nu})) + \sum_{i \in B_{ji}} H_{ji} \tag{13}
\]

The last inequality holds because \( \hat{T}_{\nu} \) is an optimal schedule for \( 1, u \), so \( C(\hat{T}_{\nu}) = C(1, u(\hat{T}_{\nu})) \leq C(1, u(\hat{T}_{\nu})). \)

By the definition of the special time slots \( \tau_{jk} \), at time \( t \) at least one server of type \( j \) is powered up, so

\[
\hat{x}_{t, j}^l = \hat{x}_{t, j}^R = |B_{ji}|. \tag{14}
\]

Furthermore, the cost of \( \hat{T}_{\nu} \) during the time interval \( I := [u + 1 : t] \) is at least

\[
C_I(\hat{T}_{\nu}) \geq \hat{x}_{t, j}^l \cdot \min \left\{ \beta_j + l_{t, j}, \sum_{t' = u + 1}^{t} l_{t', j} \right\}
\]

because each server of type \( j \) that is active at time slot \( t \) was powered up during the time interval \( I \) (so there is the switching cost \( \beta_j \) as well as the operating cost for time slot \( t \)) or it was powered up before \( I \), so it was active during the time interval \( I \). Since \( f_{t, j} \) are increasing functions, the operating costs are at least \( f_{t, j}(0) = l_{t, j} \) for each time slot.

Let \( \tilde{t} := \tilde{t}_{a, j} \). By the definition of \( \tau_{j,n-1} \) we have \( u + \tilde{t} < t, \) so \( u + \tilde{t} + 1 \leq t \) holds. The definition of \( \tilde{t}_{a, j} \) implies that \( \beta_j < \sum_{t' = u + 1}^{t} l_{t', j} \). Therefore, we get \( \beta_j < \sum_{t' = u + 1}^{t} l_{t', j} \), so the cost of \( \hat{T}_{\nu} \) during \( I \) is at least

\[
C_I(\hat{T}_{\nu}) \geq \hat{x}_{t, j}^l \cdot \min \left\{ \beta_j + l_{t, j}, \sum_{t' = u + 1}^{t} l_{t', j} \right\} \geq \hat{x}_{t, j}^l \cdot \beta_j. \tag{15}
\]

By using Lemma 11 and the equations (14) and (15), we can transform the term (13) to

\[
(2 + c_j) \cdot C(1, u(\hat{T}_{\nu})) + \sum_{i \in B_{ji}} H_{ji} \leq (2 + c_j) \cdot C(1, u(\hat{T}_{\nu})) + |B_{ji}| \left( 2 + \max_{i \in \{T\}} \frac{l_{ij}}{\beta_j} \right)
\]

\[
\leq (2 + c_j) \cdot C(1, u(\hat{T}_{\nu})) + \hat{x}_{t, j}^l \cdot \left( 2 + \max_{i \in \{T\}} \frac{l_{ij}}{\beta_j} \right)
\]

\[
= (2 + c_j) \cdot C(\hat{T}_{\nu}).
\]
The last equality just uses the definition of \(c_j\). Therefore, equation (12) is satisfied for all \(n \in [n']_0\). For \(n = n'\), we get

\[
\sum_{i=1}^{n'} H_{ji} = \sum_{i=1}^{n'} \sum_{i \in B_{ji}} H_{ji} \leq (2 + c_j) \cdot C(\hat{\bar{x}}_{\pi';t}) \leq (2 + c_j) \cdot C(\hat{\bar{x}}^T).
\]

Now, we are able to prove the competitive ratio of algorithm \(B\).

**Theorem 13.** Algorithm \(B\) is \((2d + 1 + c(I))\)-competitive with \(c(I) = \sum_{j=1}^{d} \max_{t \in [T]} \frac{l_{i,j}}{\beta_j}\).

**Proof.** The total cost of \(X^B\) is the switching and idle operating costs given by \(\sum_{j=1}^{d} \sum_{i=1}^{n} H_{ji} + \sum_{t=1}^{T} L_{t,j}(X^B)\). By using Lemma 12 and 5, we get

\[
C(X^B) = \sum_{j=1}^{d} \sum_{i=1}^{n} H_{ji} + \sum_{t=1}^{T} L_{t,j}(X^B) \stackrel{[12],[5]}{\leq} \sum_{j=1}^{d} \left(2 + \max_{t \in [T]} \frac{l_{i,j}}{\beta_j}\right) \cdot C(\hat{\bar{x}}^T) + C(\hat{\bar{x}}^T).
\]

\[
= \left(2d + 1 + \sum_{j=1}^{d} \max_{t \in [T]} \frac{l_{i,j}}{\beta_j}\right) \cdot C(\hat{\bar{x}}^T).
\]

The schedule \(\hat{\bar{x}}^T\) is optimal for the problem instance \(I\), so algorithm \(B\) is \((2d + 1 + c(I))\)-competitive. \(\square\)

### 3.2 Improving the competitive ratio to \(2d + 1 + \epsilon\)

In the following, we show how the competitive ratio can be reduced to \(2d+1+\epsilon\) for any \(\epsilon > 0\). Given the original problem instance \(I = (T, d, m, \beta, F, \Lambda)\), we consider the modified problem instance \(I' = (\tilde{T}, d, m, \beta, \tilde{F}, \tilde{\Lambda})\) where each time slot \(t\) of the original problem instance is divided into \(\tilde{n}_t\) equal sub time slots. The values \(\tilde{n}_t \in \mathbb{N}\) are defined later. The total number of time slots is given by \(\tilde{T} := \sum_{t=1}^{T} \tilde{n}_t\). In the following, time slots in the original problem instance \(I\) are denoted by \(t\), whereas time slots in the modified problem instance \(I'\) are denoted by \(u\). Let \(U(t)\) be the set of time slots in the modified problem instance \(I'\) that corresponds to the time slot \(t \in [T]\) in the original problem instance \(I\). Formally, \(U(t) := \{u + 1 : u + \tilde{n}_t\} \cup \{u + \tilde{n}_t\} + \sum_{t=1}^{T} \tilde{n}_t\). Furthermore, we define \(U^{-1}(u)\) with \(u \in [\tilde{T}]\) to be the time slot \(t \in [T]\) such that \(u \in U(t)\). The operating cost functions of \(I'\) are defined as

\[
\tilde{f}_{u,j}(z) := \frac{1}{\tilde{n}_t} f_{t,j}(z)
\]

with \(t = U^{-1}(u)\) for all \(u \in [\tilde{T}]\) and \(j \in [d]\), so the operating cost during time slot \(t\) is divided into \(\tilde{n}_t\) equal parts. The idle operating cost is denoted by \(\tilde{I}_{u,j} := \tilde{f}_{u,j}(0)\) for \(u \in [\tilde{T}]\) and \(j \in [d]\). The job volumes do not change, so \(\lambda_u := \lambda_{U^{-1}(u)}\) for all \(u \in [\tilde{T}]\). In other words, \(\tilde{I}\) matches the problem instance \(I\) where intermediate state changes are allowed.

Let \(n \in \mathbb{N}\). We set \(\tilde{n}_t = n \cdot \max_{j \in [d]} \frac{l_{i,j}}{\beta_j}\) and apply algorithm \(B\) on the corresponding problem instance \(\tilde{I}\). Therefore, we get

\[
c(\tilde{I}) = \sum_{j=1}^{d} \max_{u \in [\tilde{T}]} \left\{\frac{\tilde{I}_{u,j}}{\beta_j}\right\} = \sum_{j=1}^{d} \max_{i \in [T]} \left\{\frac{l_{i,j}}{\tilde{n}_t \beta_j}\right\} \leq \sum_{j=1}^{d} \max_{i \in [T]} \frac{1}{n} = \frac{d}{n}.
\]

In the second step, we use that \(\tilde{I}_{u,j} = l_{i,j}/\tilde{n}_t\) with \(t = U^{-1}(u)\). The inequality holds because \(\tilde{n}_t \geq n \cdot \frac{l_{i,j}}{\beta_j}\) for all \(j \in [d]\). To achieve a competitive ratio of \(2d + 1 + \epsilon\), we set \(n = d/\epsilon\). For \(n \to \infty\), the competitive ratio converges to \(2d + 1\).
We still have to show how the resulting \((2d + 1 + \epsilon)\)-competitive schedule for the modified problem instance \(\tilde{I}\) can be transformed into a feasible schedule for the original problem instance \(I\). Let \(X^B\) be the schedule created by \(B\) and let \(X^C\) be the final schedule for \(I\). For each original time slot \(t \in [T]\), let \(x_t^C := x_t^B\) with \(\mu(t) := \arg\min_{u \in U(t)} \tilde{g}_u(x_u^B)\) be the server configuration that minimizes the operating cost during the time interval \(U(t)\).

The pseudocode below shows how the schedule \(X^C\) is calculated. For each arriving operating cost function \(f_{t,j}\), the next \(\tilde{n}_t\) time slot of \(\tilde{I}\) are created and passed to algorithm \(B\). Afterward, the next server configuration \(x_t^C\) is determined. The whole schedule \(X^B\) cannot be calculated at once, because the state \(x_t^C\) must be fixed before the next function \(f_{t+1,j}\) can be processed.

**Algorithm 3 Algorithm C**

1: Initialize algorithm \(B\)
2: for \(t := 1\) to \(T\) do
3: Create the next \(\tilde{n}_t\) time slots of the modified problem instance \(\tilde{I}\) with \(\tilde{n}_t := d/\epsilon \cdot \max_{j \in [d]} t_{t,j}/\beta_j\)
4: Execute \(\tilde{n}_t\) time slots in algorithm \(B\)
5: \(x_t^C := x_t^B\) with \(\mu(t) := \arg\min_{u \in U(t)} \tilde{g}_u(x_u^B)\)

The following lemma shows that this procedure does not increase the cost of the schedule.

**Lemma 14.** The total cost of \(X^C\) regarding the problem instance \(I\) is smaller than or equal to the total cost of \(X^B\) regarding the modified problem instance \(\tilde{I}\).

**Proof.** Let \(C_{op}^I(X)\) be the operating cost of the schedule \(X\) regarding the problem instance \(J \in \{I, \tilde{I}\}\) and let \(C_{sw}(X)\) denote its switching cost.

First, we will compare the operating cost of both schedules. The operating cost of \(X^B\) is given by

\[
C_{op}^\tilde{I}(X^B) = \sum_{u=1}^{\tilde{T}} \sum_{t=1}^{T} \tilde{g}_u(x_u^B) = \sum_{t=1}^{T} \sum_{u \in U(t)} \tilde{g}_u(x_u^B) \geq \sum_{t=1}^{T} \tilde{n}_t \cdot \min_{u \in U(t)} \tilde{g}_u(x_u^B).
\]

For the last inequality, we estimate each summand by the minimum of all summands. By using the definition of \(x_t^C\), we get

\[
\sum_{t=1}^{T} \tilde{n}_t \cdot \min_{u \in U(t)} \tilde{g}_u(x_u^C) = \sum_{t=1}^{T} \tilde{n}_t \cdot \min_{u \in U(t)} \tilde{g}_u(x_t^C).
\]

The definition of \(\tilde{f}_{t,j}\) implies that \(\tilde{g}_u(x) = \frac{1}{\tilde{n}_t} g_t(x)\) with \(t = U^{-1}(u)\), so

\[
\sum_{t=1}^{T} \tilde{n}_t \cdot \min_{u \in U(t)} \tilde{g}_u(x_t^C) = \sum_{t=1}^{T} g_t(x_t^C) = C_{op}^I(X^C).
\]

Altogether we have shown that \(C_{op}^\tilde{I}(X^B) \geq C_{op}^I(X^C)\).

Next, we will compare the switching cost. To simplify the notation, let \(S(x, x') := \sum_{j=1}^{d} \beta_j (x'_j - x_j)^+\) be the switching cost from the state \(x\) to \(x'\). The total switching cost of \(X^B\) is given by

\[
C_{sw}^\tilde{I}(X^B) = \sum_{u=1}^{\tilde{T}} S(x_u^{B_{u-1}}, x_u^B) \geq \sum_{t=1}^{T+1} \sum_{u \in U(t)} \mu(t) S(x_u^{B_{u-1}}, x_u^B).
\]
with $\mu(0) := 0$ and $\mu(T + 1) := \tilde{T} + 1$. In the last step, the interval $[\tilde{T}]$ is partitioned into the sub-intervals $[1 : \mu(1)], [\mu(1) + 1 : \mu(2)], \ldots, [\mu(T) + 1 : \tilde{T} + 1]$ (note that the switching cost from time slot $\tilde{T}$ to $\tilde{T} + 1$ is always 0, since $x_{\tilde{T}+1}^{\tilde{B}} = 0$ by definition). The switching cost during each interval is at least as large as the switching cost for jumping directly to the last state of the interval. Therefore,

$$
\sum_{t=1}^{T+1} \sum_{u=\mu(t-1)+1}^{\mu(t)} S(x_{u-1}^{\tilde{B}}, x_u^{\tilde{B}}) \leq \sum_{t=1}^{T+1} S(x_{\mu(t-1)}^{\tilde{B}}, x_{\mu(t)}^{\tilde{B}}).
$$

By using the definition of $x_t^C$, we get

$$
\sum_{t=1}^{T+1} S(x_{\mu(t-1)}^{\tilde{B}}, x_{\mu(t)}^{\tilde{B}}) = \sum_{t=1}^{T+1} S(x_t^C, x_{\mu(t)}^C) = C_{\text{sw}}^T(x^C),
$$

so $C_{\text{sw}}^T(x^B) \geq C_{\text{sw}}^T(x^C)$. \hfill \Box

Now, we can prove that algorithm $C$ is $(2d + 1 + \epsilon)$-competitive.

**Theorem 15.** For any $\epsilon > 0$, there is a $(2d + 1 + \epsilon)$-competitive algorithm for the data-center right-sizing problem with heterogeneous servers and time-dependent operating cost functions.

**Proof.** Let $X^*_T$ be an optimal schedule for the problem instance $J \in \{ I, \tilde{I} \}$ and let $C^J(X)$ denote the total cost of $X$ with respect to $J$. We have to show that $C^J(X^C) \leq (2d + 1 + \epsilon) \cdot C^J(X^*_T)$. By using Lemma 14 and Theorem 13 and the competitive ratio of algorithm $B$ given by equation (16), we get

$$
C^J(X^C) \overset{\text{[14]}}{\leq} C^J(x^B) \overset{\text{[13]}}{\leq} (2d + 1 + c(\tilde{T})) \cdot C^J(x^*_T) \overset{\text{[16]}}{\leq} (2d + 1 + \epsilon) \cdot C^J(x^*_T) \leq C^J(x^*_T).
$$

The last inequality holds because each feasible schedule $X$ for the problem instance $I$ can be converted into a feasible schedule $\hat{X}$ for the modified problem instance $\tilde{I}$ without increasing the cost. Formally, the definition $\hat{x}_u := x_{\mu(u)}$ for all $u \in [\tilde{T}]$ implies $C^\tilde{I}(\hat{X}) = C^J(X)$. Therefore, an optimal schedule for $I$ cannot have a lower cost than an optimal schedule for $\tilde{I}$. \hfill \Box

## 4 Approximation Algorithm

In this section, we consider the offline version of the data-center right-sizing problem and present a $(1 + \epsilon)$-approximation algorithm that runs in $O(T \cdot \epsilon^{-d} \cdot \prod_{j=1}^d \log m_j)$ time, which is polynomial if $d$ is a constant. It is based on an optimal, graph-based algorithm that is presented in the following subsection. Afterward, in Section 4.2, we show how the optimal algorithm can be modified to obtain a $(1 + \epsilon)$-approximation in polynomial time.

To simplify the following calculations we introduce some notations. Let $M_j := [m_j]_0$ and $M := \times_{j=1}^d M_j$ be the set of all possible server configurations. The operating cost is denoted by $C_{\text{op}}(X) := \sum_{t=1}^{T} s_t(x_t)$ and the switching cost is denoted by $C_{\text{sw}}(X) := \sum_{t=1}^{T} \sum_{j=1}^d \beta_j(x_{t,j} - x_{t-1,j})^+$. 
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4.1 Optimal offline algorithm

An optimal schedule can be found by converting the problem instance $I$ to a graph and finding the shortest path.

The graph $G(I)$ (or simply denoted by $G$) contains $2T \cdot \prod_{j=1}^{d}(m_j + 1)$ vertices arranged in a $(d + 1)$-dimensional grid (where the first dimension has $2T$ layers). For each time slot $t \in [T]$ and each server configuration $x = (x_1, \ldots, x_d) \in M$, there are two vertices in the graph denoted by $v_{t,x}^\uparrow$ and $v_{t,x}^\downarrow$. There is an edge $e_{t,x}^{\text{op}}$ from $v_{t,x}^\uparrow$ to $v_{t,x}^\downarrow$ with weight $g_t(x)$ representing the operating cost during time slot $t$. For each $j \in [d]$ and for each $x = (x_1, \ldots, x_d) \in M_1 \times \cdots \times (M_j \setminus \{m_j\}) \times \cdots \times M_d$
(note that $x_j = m_j$ is excluded), let $x' := (x_1, \ldots, x_j + 1, \ldots, x_d)$. There is an edge $e_{t,x,j}^\uparrow$ from $v_{t,x}^\uparrow$ to $v_{t,x'}^\uparrow$ with weight $\beta_j$ (a server of type $j$ is powered up) and another edge $e_{t,x,j}^\downarrow$ from $v_{t,x}^\downarrow$ to $v_{t,x'}^\downarrow$ with weight 0 (a server of type $j$ is powered down). Furthermore, for each $t \in [T-1]$ we need an edge $e_{t,x}^{\text{off}}$ from $v_{t,x}^\downarrow$ to $v_{t+1,x}^\downarrow$ with weight 0 to switch to the next time slot.

Let $\emptyset := (0, \ldots, 0) \in M$. Each schedule $X$ for the problem instance $I$ can be represented by a path $P_X$ between $v_{t,\emptyset}^\uparrow$ and $v_{T,\emptyset}^\downarrow$. For each $t \in [T]$, the path uses the edge $e_{t,\emptyset}^{\text{op}}$. The vertices $v_{t,x}^\uparrow$ and $v_{t+1,x}^\downarrow$ (for $t \in [T-1]$) are connected by an arbitrary shortest path between them. The same is done for the start and the end point. Note that the sum of the weights of the path’s edges is equal to the cost of the schedule.

On the other hand, a given path $P$ between $v_{1,\emptyset}^\uparrow$ and $v_{T,\emptyset}^\downarrow$ represents a schedule $X^P$. If the path uses the edge $e_{t,x}^{\text{op}}$, then the corresponding schedule uses the server configuration $x$ during time slot $t$. If $P$ does not use a shortest path between $v_{t,x}^\uparrow$ and $v_{t+1,x}^\downarrow$ (for $t \in [T-1]$), then the sum of the weights of the path’s edges are greater than the cost of the corresponding schedule. However, by replacing the path’s vertices between $v_{t,x}^\uparrow$ and $v_{t+1,x}^\downarrow$ for all $t \in [T-1]$ by a shortest sub-path, both values are equal.

A shortest path between $v_{1,\emptyset}^\uparrow$ and $v_{T,\emptyset}^\downarrow$ corresponds to an optimal schedule. Owing to the graph structure, a shortest path can be calculated with dynamic programming in $O(T \cdot \prod_{j=1}^{d} m_j)$ time. Note that this runtime is not polynomial (even if $d$ is a constant), because the encoding length of the problem instance is $O(T + \sum_{j=1}^{d} \log m_j)$. The graph structure and the relation between a shortest path and an optimal schedule are visualized in Figure 4.

4.2 $(1 + \epsilon)$-approximation

In this section, we develop a $(1 + \epsilon)$-approximation which has a polynomial runtime, if $d$ and $\epsilon$ are constants. The basic idea is to reduce the number of possible values for $x_{t,j}$, that is, we will calculate an optimal solution where the number of active servers can only take specific values. Broadly speaking, the number of active servers are powers of a constant $\gamma > 1$. For example, we will see that using the values $x_{t,j} \in \{0, 1, 2, 4, 8, \ldots, m_j\}$ (i.e., each power of two up to $m_j$ as well as $m_j$ and 0) would result in a 3-approximation. The set of values that will be used for the number of active servers of type $j$ is

$$M_j^\gamma := \{0, m_j\} \cup \{[\gamma^k] \in M_j \mid k \in \mathbb{N}\} \cup \{[\gamma^k] \in M_j \mid k \in \mathbb{N}\}$$

$$= \{0, 1, [\gamma^1], [\gamma^1], [\gamma^2], [\gamma^2], \ldots, m_j\}.$$  

Using both the rounded down and rounded up values of $\gamma^k$ ensures that the ratio between two consecutive values is not larger than $\gamma$. Note that $|M_j^\gamma| \in O(\log m_j)$. Furthermore, we define $M^\gamma := \bigtimes_{j=1}^{d} M_j^\gamma$ as the set of server configurations that will be used in our algorithm. For a given value $x_j < m_j$, let $N_j(x_j)$ be the next greater value of $x_j$ in $M_j^\gamma$, i.e., $N_j(x_j) := \min\{x \in M_j^\gamma \mid x > x_j\}$.  

The reduced graph $G^\gamma$ contains the vertices $v_{t,x}^s$ with $s \in \{\uparrow, \downarrow\}$, $t \in [T]$ and $x \in M^\gamma$. Similar to $G$ there is an edge from $v_{t,x}^\uparrow$ to $v_{t,x}^\downarrow$ with weight $g_t(x)$ (for all $t \in [T]$ and $x \in M^\gamma$) and an edge from $v_{t,x}^\downarrow$ to $v_{t+1,x}^\downarrow$ with
cost 0 (for all \( t \in [T - 1] \) and \( x \in \mathcal{M}^y \)). For each \( j \in [d] \) and for each 
\[
x = (x_1, \ldots, x_d) \in \mathcal{M}_1^y \times \cdots \times (\mathcal{M}_j^y \setminus \{m_j\}) \times \cdots \times \mathcal{M}_d^y,
\]
let \( x' := (x_1, \ldots, N_j(x_j), \ldots, x_d) \). There is an edge from \( v_{i,x}^t \) to \( v_{i,x'}^t \) with weight \( \beta_j(N_j(x_j) - x_j) \) and an edge from \( v_{i,x'}^t \) to \( v_{i,x}^t \) with weight 0.

**Theorem 16.** Let \( P^y \) be a shortest path in \( G^y \) and \( X^y \) the corresponding schedule. Let \( X^* \) be an optimal schedule for the original problem instance. Then, the inequality
\[
C(X^y) \leq (2\gamma - 1) \cdot C(X^*)
\]  
(17)
is satisfied, i.e., \( X^y \) is a \((2\gamma - 1)\)-approximation.

To prove this theorem, we construct a path \( P^y \) in \( G^y \) with the corresponding schedule \( X' \) that is not necessarily a shortest path, however, it will satisfy the inequality \( C(X') \leq (2\gamma - 1) \cdot C(X^*) \). The cost of \( X^y \) can only be smaller, because the corresponding path \( P^y \) is a shortest path in \( G^y \), so if \( X' \) is a \((2\gamma - 1)\)-approximation, then \( X^y \) is a \((2\gamma - 1)\)-approximation too.

Given the optimal solution \( X^* \) the states of \( X' \) are defined by
\[
x'_{i,j} = \begin{cases} 
  x'_{c_{i,j}} & \text{if } x'_{i-1,j} \leq x'_{c_{i,j}} \\
  x'_{i-1,j} & \text{if } x'_{c_{i,j}} < x'_{i-1,j} \leq (2\gamma - 1) \cdot x'_{c_{i,j}} \\
  x'_{c_{i,j}} & \text{if } (2\gamma - 1) \cdot x'_{c_{i,j}} < x'_{i-1,j}
\end{cases}
\]
with \( x_{c_{min}} = \min \{ x \in \mathcal{M}_j^y \mid x \geq x'_{c_{i,j}} \} \) and \( x_{c_{max}} = \max \{ x \in \mathcal{M}_j^y \mid x \leq (2\gamma - 1) \cdot x'_{c_{i,j}} \} \) for all \( t \in [T] \) and \( j \in [d] \) (with \( x'_{c_{0}} = 0 \)). Note that the invariant
\[
x'_{c_{i,j}} \leq x'_{i,j} \leq (2\gamma - 1) \cdot x'_{c_{i,j}}
\]
is always satisfied. The construction of \( X' \) is visualized in Figure 4.

For the proof of Theorem 16, we will first show that the operating cost of \( X' \) is a \((2\gamma - 1)\)-approximation for the operating cost of \( X^* \). For this, we need the following two technical lemmas.
Figure 5: (This figure is colored) Visualization of the construction of $X'$ (shown in green) for one specific server type $j$. In this example, we have $\gamma = 2$ and $m_j = 10$, so the allowed states for $X'$ are $M_j' = \{0, 1, 2, 4, 8, 10\}$ (dashed horizontal lines). The optimal schedule $X^*$ is shown in red. The dotted blue line shows the value of $\min(m_j, (2\gamma - 1)x^*_{t,j})$. Note that the schedule $X'$ always stays between the red and the blue line and only changes the number of active servers to ensure the invariant.

**Lemma 17.** Let $a_1, \ldots, a_d \in [1, \infty[$ and let $h_1, \ldots, h_d$ be arbitrary non-negative functions. It holds

$$\min_{(z_1, \ldots, z_d) \in \mathbb{Z}^d} \sum_{j=1}^d a_j h_j(z_j) \geq \min_{(z_1, \ldots, z_d) \in \mathbb{Z}^d} \sum_{j=1}^d h_j(z_j). \quad (20)$$

**Proof.** Let $(\tilde{z}_1, \ldots, \tilde{z}_d) := \arg\min_{(z_1, \ldots, z_d) \in \mathbb{Z}^d} \sum_{j=1}^d a_j h_j(z_j)$. Since $a_j \geq 1$ and $h_j(\cdot)$ is not negative, it holds that

$$\min_{(z_1, \ldots, z_d) \in \mathbb{Z}^d} \sum_{j=1}^d a_j h_j(z_j) = \sum_{j=1}^d a_j h_j(\tilde{z}_j) \geq \sum_{j=1}^d h_j(\tilde{z}_j) \geq \min_{(z_1, \ldots, z_d) \in \mathbb{Z}^d} \sum_{j=1}^d h_j(z_j). \quad \square$$

**Lemma 18.** Let $a_1, \ldots, a_d \in [1, \infty[$ and let $h_1, \ldots, h_d$ be arbitrary increasing functions. It holds

$$\min_{(z_1, \ldots, z_d) \in \mathbb{Z}^d} \sum_{j=1}^d h_j(a_j z_j) \geq \min_{(z_1, \ldots, z_d) \in \mathbb{Z}^d} \sum_{j=1}^d h_j(z_j). \quad (21)$$

**Proof.** Let $(\tilde{z}_1, \ldots, \tilde{z}_d) := \arg\min_{(z_1, \ldots, z_d) \in \mathbb{Z}^d} \sum_{j=1}^d h_j(a_j z_j)$. Since $a_j \geq 1$ and $h_j$ is an increasing function, it holds that

$$\min_{(z_1, \ldots, z_d) \in \mathbb{Z}^d} \sum_{j=1}^d h_j(a_j z_j) = \sum_{j=1}^d h_j(a_j \tilde{z}_j) \geq \sum_{j=1}^d h_j(\tilde{z}_j) \geq \min_{(z_1, \ldots, z_d) \in \mathbb{Z}^d} \sum_{j=1}^d h_j(z_j). \quad \square$$

Now, we are able to prove the approximation factor of the operating cost.

**Lemma 19.** The operating cost of $X'$ is a $(2\gamma - 1)$-approximation, so $C_{op}(X') \leq (2\gamma - 1) \cdot C_{op}(X^*)$. 
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Proof. The operating cost of $X'$ is

$$C_{\text{op}}(X') = \sum_{t=1}^{T} g_t(x'_{t,1}, \ldots, x'_{t,d})$$

$$= \sum_{t=1}^{T} \min_{(x_{i,j}) \in \mathbb{Z}} \sum_{j=1}^{d} g_{t,j}(x'_{t,j}, z_{j})$$

$$= \sum_{t=1}^{T} \min_{(x_{i,j}) \in \mathbb{Z}} \sum_{j=1}^{d} x'_{t,j} f_{t,j} \left( \frac{\lambda_j z_j}{x'_{t,j}} \right).$$

Note that $x'_{t,j} = 0$ implies that $x^*_{t,j} = 0$, so the case $x'_{t,j} = 0$ and $\lambda_j z_j > 0$ does not occur.

We know that $x'_{t,j} \leq (2\gamma - 1)x^*_{t,j}$, so we can use Lemma 17 with $a_j = (2\gamma - 1) \cdot x^*_{t,j} / x_{t,j}$ and $h_j(z_j) = x'_{t,j} f_{t,j} \left( \lambda_j z_j / x'_{t,j} \right)$. For the special case $x'_{t,j} = 0$ we can simply set $a_j = 1$ and $h_j(z_j) = 0$. Since $x'_{t,j} = 0$ is equivalent to $x^*_{t,j} = 0$, we get

$$\sum_{t=1}^{T} \min_{(x_{i,j}) \in \mathbb{Z}} \sum_{j=1}^{d} x'_{t,j} f_{t,j} \left( \frac{\lambda_j z_j}{x'_{t,j}} \right) \leq \sum_{t=1}^{T} \min_{(x_{i,j}) \in \mathbb{Z}} \sum_{j=1}^{d} (2\gamma - 1) x^*_{t,j} f_{t,j} \left( \frac{\lambda_j z_j}{x^*_{t,j}} \right).$$

Furthermore, we can apply Lemma 18 with $h_j(z_j) = (2\gamma - 1) \cdot x^*_{t,j} \cdot f_{t,j} \left( \lambda_j z_j / x^*_{t,j} \right)$ and $a_j = x'_{t,j} / x^*_{t,j}$. Since $x'_{t,j} \geq x^*_{t,j}$, $a_j \geq 1$ holds and

$$\sum_{t=1}^{T} \min_{(x_{i,j}) \in \mathbb{Z}} \sum_{j=1}^{d} (2\gamma - 1) \cdot x^*_{t,j} f_{t,j} \left( \frac{\lambda_j z_j}{x^*_{t,j}} \right) \leq \sum_{t=1}^{T} \min_{(x_{i,j}) \in \mathbb{Z}} \sum_{j=1}^{d} (2\gamma - 1) x^*_{t,j} f_{t,j} \left( \frac{\lambda_j z_j}{x^*_{t,j}} \right)$$

$$= (2\gamma - 1) \cdot C_{\text{op}}(X').$$

Thus, we have a $(2\gamma - 1)$-approximation for the operating cost.

Next, we will estimate the switching cost of $X'$:

**Lemma 20.** The switching cost of $X'$ is a $(2\gamma - 1)$-approximation, so $C_{\text{sw}}(X') \leq (2\gamma - 1) \cdot C_{\text{sw}}(X^*)$.

**Proof.** Instead of paying the switching cost for powering up, it is also possible to count the switching costs for powering down (because the first and last state in a schedule is always $x_0 = x_{T+1} = 0$ by definition). We will consider the switching cost for each server type separately. For sake of simplicity we will write $x'_t$ instead of $x'_{t,j}$ and $x^*_t$ instead of $x^*_{t,j}$.

The whole time interval $[T]$ is divided into smaller intervals denoted by $T_1, \ldots, T_k$ such that in the odd intervals (i.e., $T_1, T_3, \ldots$) servers of type $j$ are powered up in $X'$ and in the even intervals (i.e., $T_2, T_4, \ldots$) servers are powered down. If there are time slots between two intervals where the number of active servers in $X'$ does not change, these time slots belong to the latter interval. Thus, in the last time slot of each interval (except the last one) at least one server is powered up or powered down. Let $t_i$ be the last time slot in $T_i$ and $t_0 := 0$, so $T_i = [t_{i-1} + 1 : t_i]$.

Let $D_{[a:b]}(X) := \sum_{t=a}^{b} (x_{t-1,j} - x_{t,j})^+$ be the number of servers in $X$ that are powered down during the time interval $[a : b]$. For each time interval $I \in \{T_1, \ldots, T_k\}$, we have to prove that

$$D_I(X') \leq (2\gamma - 1) \cdot D_I(X^*).$$

(22)
In the odd intervals no servers are powered down, so the inequality is always satisfied. Let \( T_i = [t_{i-1} + 1 : t_i] \in \{T_2, T_4, \ldots\} \) be an even interval. During time slot \( t_{i-1} \) (this is the last time slot of the previous interval) servers were powered up in \( X' \). By the definition of \( X' \) (see equation (18)), this implies that
\[
x^*_{t_{i-1}} > x^*_{t_i} / \gamma
\]
because otherwise we had not reached the state \( x^*_{t_{i-1}} \).

The last state in the time interval \( T_i \) is \( x^*_{t_i} \). Of course, this state satisfies the invariant (19). In contrast, the next larger state in \( M^\gamma_j \) denoted by \( x^+_t := N_j(x^*_t) \) does not satisfy it, so
\[
x^*_t > (2 \gamma - 1) \cdot x^*_t
\]
because otherwise the last state of \( T_i \) would be \( x^+_t \). By the definition of \( M^\gamma_j \), the relative distance between \( x^*_t \) and \( x^+_t \) is at most \( \gamma \), i.e.,
\[
\frac{x^+_t}{\gamma} \leq x^*_t.
\]
Furthermore, we know that
\[
x^*_{t_{i-1}} \geq x^+_t
\]
because during the time interval at least one server is powered down.

By using the inequalities (23), (24), (25) and (26) as well as \( \gamma > 1 \), we can prove (22):
\[
(2 \gamma - 1) \cdot D_{[t_{i-1} + 1, t_i]}(X^*) \geq (2 \gamma - 1) \cdot (x^*_{t_{i-1}} - x^*_t)
\]
\[
\geq (2 \gamma - 1) \cdot \frac{x^*_{t_{i-1}}}{\gamma} - (2 \gamma - 1) \cdot x^*_t
\]
\[
\geq (2 \gamma - 1) \cdot \frac{x^*_{t_{i-1}}}{\gamma} - x^+_t
\]
\[
\geq (2 \gamma - 1) \cdot \frac{x^*_{t_{i-1}}}{\gamma} - x^+_t + \frac{x^+_t}{\gamma} - x^*_t
\]
\[
= x^*_{t_{i-1}} - x^*_t + (1 - 1/\gamma)(x^*_{t_{i-1}} - x^+_t)
\]
\[
\geq x^*_{t_{i-1}} - x^*_t
\]
\[
= D_{[t_{i-1} + 1, t_i]}(X^*).
\]
The last inequality holds, because \( (1 - 1/\gamma) > 0 \) and \( x^*_{t_{i-1}} - x^*_t \geq 0 \).

For the whole workload and all server types, we get
\[
C_{sw}(X') = \sum_{j=1}^{d} \beta_j \cdot \sum_{i=1}^{k} D_{T_i}(X')
\]
\[
\geq \sum_{j=1}^{d} \beta_j \cdot \sum_{i=1}^{k} (2 \gamma - 1) D_{T_i}(X^*)
\]
\[
= (2 \gamma - 1) \cdot C_{sw}(X^*),
\]
so the schedule \( X' \) is a \( (2 \gamma - 1) \)-approximation according to the switching cost.

Finally, we can prove theorem 16.
**Proof of Theorem 16**  
By lemmas 19 and 20 it holds  
\[
C(X') \leq C(X') \\
= C_{op}(X') + C_{sw}(X') \\
\leq (2\gamma - 1) \cdot C_{op}(X') + (2\gamma - 1) \cdot C_{sw}(X') \\
= (2\gamma - 1) \cdot C(X').
\]
Therefore, \( X' \) is a \((2\gamma - 1)\)-approximation. ☐

If we set \( \gamma = (1 + \varepsilon)/2 \), then \( 2\gamma - 1 = (1 + \varepsilon) \), so we have a \((1 + \varepsilon)\)-approximation. For server type \( j \), there are \(|M_j^\gamma| \in O(\log_\gamma m_j) = O(\log_1(1 + \varepsilon) m_j)\) different values that are used by our graph-based algorithm. Thus the graph consists of \[
O\left( T \cdot \prod_{j=1}^{\log_1(1 + \varepsilon) m_j} \right)
\]
vertices which is also the algorithm’s runtime. For \( \varepsilon < 1 \) (usually we are not interested in \( \varepsilon \)-values that are bigger than 1) the term \( \frac{1}{\log(1 + \varepsilon)} \) can be written as \( 1/\varepsilon + O(1) \), so the runtime is \( O(T \cdot \varepsilon^{-d} \cdot \prod_{j=1}^{\log m_j} \)\. We summarize our results in the following theorem:

**Theorem 21.** Given the problem instance \( \mathcal{I} \), a \((1 + \varepsilon)\)-approximation can be calculated in \[
O\left( T \cdot \varepsilon^{-d} \cdot \prod_{j=1}^{\log m_j} \right)
\]
time.

### 4.3 Time-dependent data-center size

In practice, the size of a data center can change over time. If a data center is extended with new servers of type \( j \), then \( m_j \) increases. If parts of the data center are shut down for maintenance, \( m_j \) decreases temporarly. Let \( m_{t,j} \) denote the total number of servers of type \( j \) at time slot \( t \). In the following, we will show that the approximation algorithm still works in this setting.

Let \( M_{t,j} := [m_{t,j}]_0 \) and \( M_t = \times_{j=1}^{d} M_{t,j} \) be the allowed server configurations at time slot \( t \). The vertices in \( G \) that represent unavailable server configurations are removed along with the incident edges. The shortest path in the new graph represents an optimal schedule. For the approximation, let \( M_{t,j}^\gamma := [0, m_{t,j}] \cup \{k \in \mathbb{N} \mid [\gamma^k] \in M_{t,j} \} \cup \{k \in \mathbb{N} \mid [\gamma^k] \in M_{t,j} \} \) and let \( M_t^\gamma := \times_{j=1}^{d} M_{t,j}^\gamma \) be the considered server configurations. The resulting graph is denoted by \( \tilde{G}^\gamma \).

Theorem 16 still hold for the modified graph, i.e., the schedule that corresponds to the shortest path in \( \tilde{G}^\gamma \) is a \((2\gamma - 1)\)-approximation. The following theorem shows that a \((1 + \varepsilon)\)-approximation can still be calculated in polynomial time (if \( d \) is a constant). The proof is analogous to that of Theorem 21.

**Theorem 22.** Given the problem instance \( \mathcal{I} \) where the total number of available servers depends on time, a \((1 + \varepsilon)\)-approximation can be calculated in \[
O\left( \varepsilon^{-d} \cdot \sum_{t=1}^{T} \prod_{j=1}^{d} \log m_{t,j} \right) \leq O\left( T \cdot \varepsilon^{-d} \cdot \prod_{j=1}^{\log \max_{t \in [T]} m_{t,j}} \right)
\]
time.
A Variables and notation

The following table gives an overview of the variables defined in this paper.

| Variable | Description |
|----------|-------------|
| $A_{ji}$ | Block that contains the time slots when a server of type $j$ is in the active state. Formally, $A_{ji} := [s_{ji} : s_{ji} + t_j - 1]$ (in Section 2) and $A_{ji} := [s_{ji} : s_{ji} + t_{i,j}]$ (in Section 3). |
| $\mathcal{A}$ | Our online algorithm for time-independent operating cost functions $f_j$ (see Section 2). |
| $B_{jk}$ | Set of the indices $i$ of the blocks $A_{ji}$ that contain the special time slot $t_{j,k}$. Formally, $B_{jk} := \{i \in [n_j] | A_{ji} \ni t_{j,k}\}$. An example is shown in Figure 2. |
| $\beta_j$ | Switching cost of server type $j$. |
| $c(I)$ | Constant depending on the problem instance $I$, $c(I) := \sum_{t=1}^{d} \max_{s \in [T]} h_{s,j} / \beta_j$. |
| $C(X)$ | Total cost of the schedule $X$ (see equation (2)). |
| $C_f(X)$ | Total cost of the schedule $X$ during the time interval $I$. Formally, $C_f(X) := \sum_{t=1}^{T} (g_t(x_t) + \sum_{j=1}^{d} \beta_j (x_{t,j} - x_{t-1,j})^\gamma)$. |
| $C_{op}(X), C_{op}^f(X)$ | Operating cost of the schedule $X$ (regarding the problem instance $J$), $C_{op}(X) := \sum_{t=1}^{T} g_t(x_t)$. |
| $C_{sw}(X), C_{sw}^f(X)$ | Switching cost of the schedule $X$ (regarding the problem instance $J$), $C_{sw}(X) := \sum_{t=1}^{T} \sum_{j=1}^{d} \beta_j (x_{t,j} - x_{t-1,j})^\gamma$. |
| $C$ | Our online algorithm for time-dependent operating cost function $f_t, j$ achieving a competitive ratio of $2d + 1 + \epsilon$ (see Section 3.1). |
| $\gamma$ | Parameter used for the approximation algorithm. The ratio between two consecutive states is at most $\gamma$. |
| $d$ | Number of server types. |
| $f_t, j(z)$ | Operating cost of a single server of type $j$ running with load $z \in [0, z_{j,\max}]$ at time slot $t$. |
| $g_t, j(x, z)$ | Operating cost for $x$ servers of type $j$ processing the fraction $z$ of the job volume $\lambda_t$ at time slot $t$. |
| $g_t(x_t)$ | Operating cost during time slot $t$ for the server configuration $x_t$, see equation (1). |
| $\tilde{g}_u(x_u)$ | Operating cost in the modified problem instance $\tilde{I}$ during time slot $u$ for the server configuration $x_t$. |
| $G, G(I)$ | Graph used for the optimal offline algorithm. |
| $G^s$ | Graph used for the approximation algorithm with parameter $\gamma$. |
| $H_{ji}$ | Switching and idle operating cost of block $A_{ji}$ (see equation (6) for algorithm $\mathcal{A}$ or equation (10) for algorithm $\mathcal{B}$). |
| $I$ | Problem instance. Formally, $I := (T, d, m, \beta, F, \Lambda)$. |
| $I'$ | Problem instance that ends at time slot $t$. Formally, $I' := (t, d, m, \beta, F, \Lambda')$. |
| $\tilde{I}$ | Modified problem instance, see Section 3.2, $\tilde{I} := (T, d, m, \beta, F, \Lambda')$. |
| $l_{t,j}$ | Idle operating cost of server type $j$ at time slot $t$ (Section 3), $l_{t,j} := f_t, j(0)$. |
| $\tilde{l}_{u,j}$ | Idle operating cost of server type $j$ at time slot $u$ in the modified problem instance $\tilde{I}$ (Section 3.2), $\tilde{l}_{u,j} := \tilde{f}_{u,j}(0)$. |
| $L_{t,j}(X)$ | Load-dependent operating cost of all servers of type $j$ at time slot $t$ in the schedule $X$. |
| $\lambda_t$ | Job volume that arrives at time slot $t$. |
| $m_j$ | Number of servers of type $j$. |
| $M_j$ | $M_j := [m_j]_0$. |
| Variable | Description |
|----------|-------------|
| $M_j^r$ | Possible numbers of active servers of type $j$ in the approximation algorithm with parameter $\gamma$. Formally, $M_j^r := \{0, 1, \lfloor \gamma^1 \rfloor, \lfloor \gamma^2 \rfloor, \ldots, m_j \}$. |
| $M$ | Set of all possible server configurations, $M := \bigotimes_{j=1}^J M_j$. |
| $M'$ | Set of all possible server configurations in the approximation algorithm, $M' := \bigotimes_{j=1}^J M_j'$. |
| $\mu(t)$ | Time slot in $U(t)$ where the operating cost in the schedule $X^B$ is minimal, $\mu(t) := \arg\min_{u \in U(t)} \hat{g}_u(x_u^B)$. |
| $n_j$ | Number of blocks for server type $j$. |
| $n_j'$ | Number of special time slots for server type $j$, the variables $\tau_{jk}$ and $B_{jk}$ are defined for $k \in [n_j']$. |
| $\bar{n}_t$ | Each time slot $t$ in the original problem instance $I$ is divided into $\bar{n}_t$ time slots in the modified problem instance $\hat{I}$. |
| $N_j(x_j)$ | The next greatest value of $x_j$ in $M_j^r$. Formally, $N_j(x_j) := \min\{x \in M_j^r \mid x > x_j \}$. |
| $s_{ji}$ | Time slot when a server of type $j$ is powered up in $X^A$ or $X^B$. It holds $s_{ji} \leq \cdots \leq s_{jn}$. |
| $\bar{t}_j$ | Time slot when the server was powered up, respectively. |
| $\bar{r}_{ij}$ | Number of time slots that a server of type $j$ stays active in algorithm $A$ (including the time slot when the server was powered up), $\bar{r}_{ij} := \left\lfloor \frac{B_{ij}}{\bar{t}_j} \right\rfloor$. |
| $\tau_{jk}$ | Special time slots. Each block $A_{ji}$ ($j \in [d], i \in [n_j]$) contains exactly one special time slot $\tau_{jk}$ with $k \in [n_j']$. An example is shown in Figure 2. |
| $T$ | Total number of time slots. |
| $\hat{T}$ | Total number of time slots in the modified problem instance $\hat{I}$. |
| $U(t)$ | Set of time slots in the modified problem instance $\hat{I}$ that correspond to the time slot $t$ of the original problem instance $I$. |
| $U^{-1}(u)$ | Time slot in the original problem instance $I$ that corresponds to the time slot $u$ of the modified problem instance $\hat{I}$. |
| $X$ | An arbitrary schedule. Formally, $X = (x_1, \ldots, x_T)$ and $x_r = (x_{r,1}, \ldots, x_{r,d})$. |
| $X^*$ | An optimal schedule. |
| $X^A, X^B, X^C$ | The schedule calculated by our online algorithm $A$, $B$ and $C$, see Sections 2.1 and 2.2 respectively. |
| $\hat{X}^t$ | An optimal schedule for the problem instance $\hat{I}^t$ that ends at time $t$. |
| $x_{r,t}$ | Number of active servers of type $j$ at time $t$ in the schedule $X$. |
| $x_t$ | Server configuration at time slot $t$ in schedule $X = (x_1, \ldots, x_T)$, $x_t = (x_{t,1}, \ldots, x_{t,d})$. |
| $X^A_t, X^B_t, X^C_t$ | Number of active servers of type $j$ at time $t$ in the schedule $X^A, X^B$ and $X^C$, respectively. |
| $\hat{X}^u_t$ | Number of active servers of type $j$ at time $t$ in the schedule $\hat{X}^u$. |
| $w_{ti}$ | Number of servers of type $j$ that were powered up by our online algorithm at time slot $t$. |
| $W_t$ | Set of time slots $u$ with $u + \bar{n}_u + 1 = t$. Servers that were powered up at time slot $u \in W_t$ in algorithm $B$ will be powered down at time slot $t$. See Figure 3 for an example. |
| $z_{max}$ | Maximum job volume that can be processed by one server of type $j$ during a single time slot. |
| $z_{ji}$ | Ratio of the job volume $\lambda_j$ that is processed by server type $j$. |
| $\mathcal{Z}$ | Set of all possible job assignments, $\mathcal{Z} := \{(z_1, \ldots, z_d) \in [0, 1]^d \mid \sum_{j=1}^d z_j = 1\}$. |
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