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Timeseries partitioning is an essential step in most machine-learning driven, sensor-based IoT applications. This paper introduces a sample-efficient, robust, time-series segmentation model and algorithm. We show that by learning a representation specifically with the segmentation objective based on maximum mean discrepancy (MMD), our algorithm can robustly detect time-series events across different applications. Our loss function allows us to infer whether consecutive sequences of samples are drawn from the same distribution (null hypothesis) and determines the change-point between pairs that reject the null hypothesis (i.e., come from different distributions). We demonstrate its applicability in a real-world IoT deployment for ambient-sensing based activity recognition. Moreover, while many works on change-point detection exist in the literature, our model is significantly simpler and can be fully trained in 9–93 seconds on average with little variation in hyperparameters for data across different applications. We empirically evaluate Cadence on four popular change point detection (CPD) datasets where Cadence matches or outperforms existing CPD techniques.

CCS Concepts:
- Computing methodologies → Learning latent representations;
- Computer systems organization → Embedded and cyber-physical systems.
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1 INTRODUCTION

The number of Internet-of-Things (IoT) and edge devices has exploded in the last decade [12, 29, 85], providing new opportunities to transform everyday people’s lives. Coupled with advances in learning technologies [25, 60], these can transform how people interact with their environment. Although research in this area has also increased dramatically [39, 42, 68, 91], some fundamental challenges remain. A typical machine learning workflow in sensor-based applications starts with unlabeled data. That data is visualized, featurized, and clustered in search of patterns. Typically, labels are obtained, and subsequent sample-label pairs are used to train a classifier. If the data is streaming, this becomes particularly challenging since it is unclear what constitutes the start and end of a training sample. Sensor-based and IoT applications generally follow a workflow where temporal sequence partitioning is a typical pre-processing step $^1$. Data acquisition is fast and inexpensive, trivially involving turning on a sensing device and recording measurements. However, partitioning time series to reflect changes observed in the physical world is notoriously difficult, particularly for large-scale systems. It can either be done implicitly through label acquisition from an expert or explicitly using change-point or time series segmentation techniques. In this paper, we focus on time-series partitioning step of sensor-based machine learning pipelines depicted in Figure 1.

$^1$We observe that most machine-learning related papers in past SenSys, IPSN, and UBICOMP contain a segmentation section, whereby temporal partitioning is performed early in the pipeline.
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Change-point detection (CPD) tries to identify when the probability distribution of a stochastic process changes [7]. While segmentation models a time series using piece-wise functional representations [45], CPD is more useful for learning. Classifiers share similar goals to CPD algorithms. That is, they identify differences in the underlying distribution of the input.

The CPD literature is vast and spans several decades [15, 32, 40, 44, 63, 66, 97] and has appeared across many disciplines and applications, including finance [14, 88], genetic sequence analysis [92], anomaly and fault detection [96], and human activity recognition [8, 69]. There are two broad classes of CPD algorithms: parametric and nonparametric. Parametric approaches make strong assumptions about the data and do not generalize well across different application contexts [5, 18, 67]. Nonparametric methods are data-driven and based on divergence metrics and kernel functions [54, 78], each requiring a unique parameter configuration for a given application context. Deep learning models are most promising for general use but challenging to tune, as hyperparameter search is expensive. Proposed models are complex, making them difficult or impossible to run on edge devices themselves [17, 50, 98]. Besides, these models are sensitive to the underlying data distribution and the model parameters and thus do not provide a generalized solution.

Developing a data-driven change point detection method that provides computational and sample efficiency and is robust performing across various data domains is non-trivial and poses several challenges that we address in this paper. First, we propose a new way to learn robust time-series features by explicitly learning the similarity (and dissimilarity) between samples through the optimization objective. We show that representations learned in this way are sample efficient and yield better results for change-point detection than computationally expensive, more complex methods. Second, we propose a neural network architecture that learns features from time-series samples by co-training two networks together so that the latent features learned are embedded with similarity characteristics from the samples. This results in a deep embedding learning in latent space that is favorable to change-point detection without distributional assumptions and data-specific hyper-parameter tuning. Third, we show that our method is robust to different parameter choices and yields state-of-the-art performance while being computationally inexpensive. This makes our method, Cadence, a generalized change point detection mechanism for time series data – the most common data type in sensor-based, machine learning applications.

To demonstrate the proposed algorithm’s performance, we evaluate its performance on four empirical datasets (popular in CPD literature) and compare using several state-of-the-art CPD methods as a baseline. We further evaluate it in a real-world scenario for an ambient sensing...
application and show that Cadence can detect changes in sensor observations and events in the environments without human input. We make the following contributions:

- We propose a new, unsupervised learning approach called Cadence that learns time series embeddings by learning the similarity (and dissimilarity) between samples by incorporating MMD in the objective function.
- We show that it is sample efficient and much easier to train than state-of-the-art techniques.
- Cadence offers a generalized change point detection algorithm based on learned embeddings that does not require distributional assumptions and yields robust performance for different parameter settings.
- We show Cadence’s use in a real-world IoT application and present an empirical evaluation of Cadence on four popular CPD datasets where Cadence significantly outperforms existing CPD techniques.

Our algorithm is developed as a Python library and will be released as an open-source tool for use in end-to-end sensing applications.

The rest of the paper is organized as follows. We position the proposed approach to fill the gap in the existing change-point detection literature in Section 2. Sections 3 and 10.7 discuss the motivation behind change-point detection in the machine learning pipeline and the design rationale, respectively. In Sections 5, 6, and 7, we discuss the problem formulation of change-point and the two critical components of our method; kernel two-sample test and auto-encoder based feature learning, respectively. We demonstrate its practical deployability in a real-world application for ambient-sensing in Section 8. In Section 9, we describe the experimental evaluation procedure of the proposed approach. In Section 10, we show that Cadence outperforms state-of-the-art techniques and we conclude by discussing limitations of Cadence and future works in Section 11.

2 RELATED WORK

In this section, we position our work in the context of previous works in the literature on change-point detection and kernel two-sample tests.

2.1 Change Point Detection

Many works in change-point detection are based on comparing probability distributions of time-series samples over past and current intervals [15, 32]. In these methods, the common strategy is to detect a candidate change point when the two samples become significantly different by some statistical difference measure and the system issues an alarm for a change point [15, 95]. Gustaffsson et al. [32] introduced marginalized likelihood ratio-based difference measure to eliminate the pre-defined threshold and reduced computational complexity for generality and robustness. Similar to them, our work refrains from setting a dataset-specific threshold.

Kawahara et al. utilized [44] subspace models, where a subspace of the data space is discovered and the distance between the sub-spaces is utilized as a difference measure to identify changes. While the methods in this line are computationally efficient, they require a pre-designed time-series parametric model to form the sub-space [40, 66]. Both state-space models and probability distribution methods rely on assumptions about parameters such as mean, variance, and the spectrum of underlying distributions for tracking changes. In our proposed model, we make no such assumptions about distribution parameters. Instead, we track changes in the underlying distribution of the data from features learned via a deep neural network.

As an alternative to parametric assumptions, non-parametric techniques such as density estimation has been used to identify changes in the literature. However, the performance of such methods degrades significantly for high dimensional data [34]. To ease this problem [87] proposed direct
density ratio estimation method, where the ratio of probability densities are estimated without actual calculation of probability density. Following this line, several techniques KLIEP [86], uLSIF [43], RuLSIF [58] have been introduced for change detection under non-parametric setting. Liu et al. [58] used relative density ratio as a difference measure between samples to detect the change, but its performance is affected by the choice of hyperparameters such as window length and sample size. [9, 10] used a non-parametric change detection approach using Separation distance as the difference measure, but it requires pre-defined feature calculation to apply the algorithm for change-point detection.

[21, 53] explored change point detection using auto-encoders, but their performance for different datasets is largely influenced by window size and parameter settings. Sinn et al. [84] used Maximum Mean Discrepancy (MMD) as the difference between the ordinal pattern in distribution (order structure in time series values) before and after a change-point under the assumption that the underlying time series is monotonically increasing or decreasing and for detecting multiple change-points requires iteratively applying the method to different blocks of the time series. The work in this paper is closely related to this line of work. While we use MMD as the score of change point possibility measure, we focused on computing change-point scores using kernel two-sample test on features learned from an autoencoder-based neural network.

2.2 Kernel Two Sample Test

Kernel two-sample test has been useful for statistical tests to identify the difference between two probability distributions. The two-sample tests are performed based on samples drawn from two probability distributions using a test statistic as the difference between two samples. Harchaoui et al. [33] used a test statistic based upon maximum kernel Fisher discriminant ratio as a measure of homogeneity between segments in hypothesis testing. Along this line, Gretton et al. [26] introduced Maximum Mean Discrepancy (MMD) and non-parametric statistical tests based on MMD as a test statistic that is free from distribution assumptions.

MMD-based kernel two-sample test has been effective in change point detection literature [33, 55, 101]. However, the performance of these kernel methods requires tuning of the bandwidth parameter to obtain optimal performance from kernel measures. In [26, 28] Gretton et al. presented a bandwidth parameter selection strategy for kernel using median value, which is a simple heuristic for good performance without theoretical validation, as shown by Ramdas et al. [76]. In [28], Gretton et al. showed that better kernels can be learned by optimizing test power, which can be less effective in CPD problems with insufficient samples. Chang et al. [17] approached this problem by generating additional samples to mitigate the problem of insufficient samples and optimize test power towards better kernel learning. However, training generative models are computationally expensive and are thus of limited use in practice.

We take inspiration from [58] and compare subsequent samples based on a test statistic to identify a change in the distributions. We use Maximum Mean Discrepancy (MMD) as a test statistic as in [17]. However, instead of generating additional samples towards kernel learning, we learn latent representations for change point detection from the samples by a deep neural network-based optimization. Our approach provides a generalized learning paradigm with simpler network architecture and faster training while achieving better detection performance.

3 MOTIVATION

A typical machine learning pipeline has multiple phases: 1) data acquisition, 2) data labeling, 3) classifier training and testing, and 4) deployment and execution. We argue that in sensor-based, streaming machine learning applications, the transition from step 1 to step 2 is particularly challenging:
(1) Most sensor data are time-series in nature, so the labeler can approximately delineate boundaries between events only if the data is put in the proper semantic context.
(2) Raw sensor observations do not typically provide enough context, so labels are generated either by labeler in-situ or recorded via a contextually richer sensing modality (i.e., video/audio) and labeled a posteriori through manual annotations.
(3) A standard solution is to pick a fixed, sliding window over the raw streams and acquire labels.
(4) The exact delineation boundary for streaming data is not well defined (i.e., two different labelers may delineate the data in similar but unequal ways).

These challenges differentiate a standard machine learning pipeline from a streaming sensor-based one, illustrated in Figure 1.

![Fig. 2. Classifier performance on the Beedance dataset under different delineation boundary sizes. Here, we create samples from the time series by sliding a fixed size window, where under Smallest and Largest condition window size is selected from the smallest and largest true segment present in the data. Under Exact condition, all samples are created from true segment boundaries in data based on labels. Selecting an arbitrarily small or large window introduces noise into individual samples and can influence the classifier’s performance.](image)

We make several observations of the pipeline presented in the figure. **First**, as the exact delineation boundary for streaming data is arbitrary, human inspection involves high effort and high cost. Humans are error-prone and can misidentify event transitions, label them inconsistently, or may miss them altogether. **Second**, the context modality must be synchronized with the sensing modality for proper labeling. A delay in the measurement platform (i.e., network, processing) can cause a delay between the physical observation of an event and when it is recorded. **Third**, poor delineation can lead to poor classifier performance and can cause information leakage between events. The chosen window size influences the classifier’s performance as selecting an arbitrarily small or large window introduces noise into individual samples. A window too small may not contain sufficient relevant information about an event; a window too large may contain information about multiple events instead of a single event—this can result in biasing the classifier’s view of the input distribution.

We make this observation in Figure 2, whereby we measure a classifier’s performance as we change the boundaries that define discrete samples. Note, there is a drop in performance for samples created using a sliding window of fixed size. We also observe that performance improves when the actual segment boundaries define samples. [9, 80] made a similar observation that temporal segmentation as a pre-processing step in conjunction with a prediction or classification model
leads to performance improvement in comparison to using a fixed-length sliding window, which is the common practice in many application areas including activity recognition [4, 13, 64, 89]. We highlight some of these applications explored in recent literature in Table 1 that utilizes time-series partitioning procedure. More perniciously, Keogh et al. [46] assert that features extracted from arbitrary segments by sliding static windows result in arbitrary results. This observation highlights the importance of finding good, representative sample boundaries in continuous measurements to capture physical events’ dynamics.

In many real-world sensing applications [74], statistical properties of events change over time and expose the system to concept-drift [41, 94] and reduced performance for machine learning applications, as the training samples deviate from the observed ones over time. There is a need to incorporate change point detection techniques to enable continuous-learning applications. However, while complex models [17, 50, 98] may outperform simpler ones, they are difficult to use in real systems due to their computation cost. Most IoT application developers desire an easy to train neural network, robust to different parameters and high performing across various application data. It relieves them from acquiring expertise in the underlying model to tune it for their specific purpose properly.

### 4 DESIGN RATIONALE

#### 4.1 Properties of Practical CPD Algorithms

Although partitioning is an essential step for time-series-based machine learning applications, the existing solutions do not offer the properties to make them feasible for real-world applications. Here, we describe the properties we need in a changepoint detection method to support real-world applications:

- **Property 1: Ease of use.** CPD techniques should be usable without the need for application domain-specific knowledge or strong assumptions about the underlying data distribution. Most approaches in parametric CPD make strong assumptions about data distribution [6, 67], and even non-parametric ones are dependent on parameter choices such as window size and the number of training samples [55, 58, 87].

- **Property 2: Computational efficiency.** A CPD library needs to provide satisfactory results while minimizing computational cost and runtime. While some approaches are not parameter-dependent and can achieve good performance, they are computationally expensive and are thus infeasible for practical purposes [17, 61].

| Category          | Paper | Application Area                                                |
|-------------------|-------|-----------------------------------------------------------------|
| Activity Recognition | [9]   | Activity detection in smart home using sensors                   |
|                   | [93]  | Activity recognition using RFID                                  |
|                   | [71]  | Activity recognition from accelerometer data                    |
|                   | [49]  | Activity recognition using virtual sensor extracted from video  |
| Event Detection   | [30]  | Workout event detection using WiFi                               |
|                   | [72]  | Event detection of indoor objects using WiFi                     |
|                   | [56]  | Daily life event segmentation using wearable sensors             |
|                   | [81]  | Physiological event detection using WiFi and wearable sensor    |
| Other             | [38]  | User identification and authentication using RFID               |
|                   | [82]  | Smartphone usage behaviour analysis                              |
|                   | [16]  | Industrial plant status monitoring using temperature sensor      |

Table 1. Some application areas in recent literature that use time series partitioning in the pipeline.
**Property 3: Performance.** CPD techniques should accurately identify changes in the data distribution. A well-performing algorithm may achieve its precise performance due to data-specific parameterization or computational overhead for complex modeling purposes [17], but have limited general use. On the other hand, relaxing the first two properties may degrade detection performance and become unreliable in practice.

We now discuss the design choices we make in our proposed approach, *Cadence*, to ensure these properties.

### 4.2 Design Discussion

Our change point detection scheme computes a dissimilarity score between two consecutive segments in time series such that this score can act as a probability of change point. There are several design choices involved in this process to ensure that the mechanism exhibits the properties in Section 4.1.

**Maximum Mean Discrepancy.** We utilize Maximum Mean Discrepancy (MMD) to measure the dissimilarity between the segments. MMD is a probabilistic distance measure that has been useful in non-parametric hypothesis testing [26]. In our proposed technique, we perform hypothesis testing to determine change points in a two-sample test setting using Maximum Mean Discrepancy (MMD) as the test statistic. We perform the test between two consecutive segments (null hypothesis of they come from the same distribution vs. alternate hypothesis of they come from different distributions). While, there are other measures for the distance between two distributions such as Kullback-Leibler (KL) divergence [75], MMD is attractive for our use case for several reasons. First, it is a non-parametric distance measure, which relieves from parameter choice for estimation (**Property 1**). Second, MMD represents the distance between probability distributions as the distance between mean embeddings of features and can be easily empirically computed with a given number of samples (**Property 2**). As we are interested in MMD between latent embeddings of two segments to be used as change-point score, the non-negative, symmetric, and non-parametric properties of MMD provide a solution that is easy to compute and high-performing. Based on these advantages, we choose MMD over other distance measures such as KL divergence as our dissimilarity metric.

**Autoencoder.** We choose a stacked auto-encoder to learn the feature representations from time-series samples in a lower dimension space and calculate MMD in that space instead of calculating in data space. MMD-based change point detection measures the distance by applying a function on the samples to learn feature embeddings. Chang et al. [17] found that learning a better representation can help hypothesis testing-based change point detection compared to performing the test in the original data space. However, their approach based on generating additional samples is computationally expensive (**Property 3**).

On the other hand, with Autoencoder, we use gradient descent via back-propagation to learn the representation that is suitable for detecting changes between the samples, instead of calculating MMD between two samples in a linearly embedded space as in principal component analysis (PCA) or non-negative matrix factorization (NMF). Recent research has shown that auto-encoders are capable of producing meaningful and well-distinguished representations on real-world datasets [37, 51, 90] and exhibit denoising property in feature learning [72], which can be useful for noisy real-world time-series from IoT (**Property 2**). Furthermore, autoencoder training’s unsupervised nature facilitates learning representations without explicitly utilizing labels.

We experimented with several other models described in the literature, including a variational autoencoder [48] and a variational recurrent neural network [19]. Surprisingly, despite its simplicity, we found autoencoders outperform more complex models across various datasets. It is also simpler to train.
4.3 Caveats and Shortcomings

Before describing our proposed method, we explain some additional design choices we make in our method.

Window. In our proposed method, we use a sliding window to create segments for testing the hypothesis for change point. A sliding window may raise concern among the readers as the window size is a parameter choice, and this choice can influence algorithm performance. Note that the window size dictates the length of a segment. We compare segments by calculating the dissimilarity between consecutive segment pairs (Note Figure 3). However, our window-size choice does not dictate the start and end of an input sample used downstream in the rest of the processing pipeline. Here, we are interested in finding a homogeneous sample for an ML application, where the sample represents a single event or activity. To perform that comparison, we slide a window across the entire stream to compare consecutive segments created by the process above and use the dissimilarity to identify the start and end of a sample.

However, the fixed window size can still influence the algorithm’s sensitivity to events. We choose a window size of 25 timesteps for all of our experiments and experimentally explore how the choice influences performance in Section 10.4.

Threshold. We use the maximum mean discrepancy (MMD) score between consecutive segment pairs as the changepoint score. We report our proposed method’s performance using Area Under Curve Score (AUC) from true-positive rate (TPR) and false-positive rate (FPR) obtained using this changepoint score. However, to partition a time series into segments based on the obtained changepoint score, we need to set a threshold on the score. While finding an adaptive threshold that works well across different datasets is outside of this paper’s scope, in our experiments, we empirically observed that using a threshold of 40% of the maximum change point score provides good detection performance.

5 PROBLEM FORMULATION

In this section, we formulate the problem of change point detection for time series. Let us consider a time series of $d$-dimensional observations $Y = \{y_1, y_2, \ldots, y_t, \ldots\}$, where $y_t \in \mathbb{R}^d$. We create
segments of window size \( w \) and treat each segment as a single sample instead of a single \( d \)-dimensional observation. We follow the previous works in the literature in this choice [58, 86] as this captures the time-dependent information in the observations. Our objective is to detect a change point, where the observations undergo change.

Towards the goal of change point detection, we consider two consecutive segments of size \( w \) at time \( t \); past segment \( x_L \) and current segment \( x_R \). Our change point detection scheme is to compute a dissimilarity score between these two consecutive segments such that this score can act as a probability of change point at time \( t \). Specifically, we want to leverage the dissimilarity score to answer whether samples \( x_L \) and \( x_R \) are from different distributions and hence decide whether the current time \( t \) is a change point. Here, \( t \) is the first time-point in the current segment marking the boundary between the two segment pairs. We create such segment pairs by a sliding window approach for the entire time series. This results in two matrices of past segments (\( X_L \)) and current segments (\( X_R \)). The dissimilarity between each pair allows us to compute change point scores for \( t, t + 1, t + 2, t + 3, \ldots \) as shown in Figure 3.

Figure 3 illustrates the change point detection strategy for one-dimensional time series. For multi-variate time series, we concatenate segments in all dimensions into one segment while maintaining the order of time. This allows our strategy to be valid regardless of the number of dimensions under consideration instead of detecting changes in each dimension individually. In the next section, we introduce the dissimilarity score used for measuring change point probability.

**Constraints.** Notice that following the previous literature [17, 58, 86], we create samples of window size \( w \) to capture time-dependent information in our samples. In this setting, the method needs to have a specific number of observations available to create samples (which is dependent on the size of the window) for computing dissimilarity between sample pairs. As a result, the method cannot detect changes as soon as they occur as considered in the online changepoint detection setting. However, the smaller the window size is, the faster it can respond to a changepoint in inference mode (when a trained model is used to find change points on new data). Furthermore, we made piece-wise i.i.d. assumption regarding the segments created in this setting following the previous works [33, 44, 55]. However, in many settings, samples may not follow such assumptions and can follow non-i.i.d. autoregressive process. We formulate the problem of change point detection for time series under these constraints and extending beyond this setting can be interesting which we leave for future work.

### 6 MMD FOR TWO-SAMPLE TEST

#### 6.1 Two-sample Test

We utilize the concept of Maximum Mean Discrepancy (MMD) to measure the dissimilarity between the segments, \( x_L \) and \( x_R \). Maximum Mean Discrepancy is a probabilistic difference measure that is used for the two-sample test. In a two-sample test problem, a statistical test is performed under the null hypothesis that the probability distribution of the two samples is the same against the alternative hypothesis that the probability distribution of the samples is different.

Let us consider sample \( X = \{x_1, x_2, \ldots, x_m\} \sim P \) and sample \( Y = \{y_1, y_2, \ldots, y_n\} \sim Q \) are i.i.d and drawn from distributions \( P \) and \( Q \) respectively. The definition of two-sample test can be formally established as:

- \( H_0 : P = Q \), samples X and Y are from same distributions.
- \( H_A : P \neq Q \), samples X and Y are from different distributions.

Ideally, in a two-sample test, the test statistic should be such that when this measure is large, the samples are likely from different distributions, \( P \neq Q \). On the other hand, the statistic becomes 0 if
and only if \( P = Q \). The closer the test statistic exhibits this behavior, the less susceptible it is to Type I and Type II errors.

### 6.2 MMD as test statistic

Maximum Mean Discrepancy (MMD) has been used in the literature as the two-sample test statistic [33]. MMD is defined as the difference between the mean embedding of the two samples. The hypothesis of two distributions \( P \) and \( Q \) being different is tested based on the samples drawn from each of them. Following the notations in [26–28], MMD between two distributions \( P \) and \( Q \) can be thus expressed as distance between the mean embeddings of \( P \) and \( Q \) in the following way,

\[
\text{MMD}^2(P, Q) = M_k(P, Q) = \| \mu_P - \mu_Q \|^2
\]

Given a kernel \( k \) in the embedding space and the samples from \( P \) and \( Q \) are \( X \) and \( Y \), MMD can be written in terms of kernel functions as following,

\[
M_k(X, Y) = \mathbb{E}_P[k(x, x')] - 2\mathbb{E}_{PQ}[k(x, y)] + \mathbb{E}_Q[k(y, y')]
\]

where \( x' \) and \( y' \) are an independent copy of \( x \) and \( y \) from the distributions \( P \) and \( Q \) respectively. It has been demonstrated in [70] that for both Gaussian and Laplace kernels, \( M_k(P, Q) = 0 \) if and only if \( P = Q \). Additionally, both kernels exhibit properties of a characteristic kernel where \( M_k(P, Q) \) is non-negative.

The change point detection problem can be simplified into a binary classification problem where MMD at each time step acts as the change point probability score for the corresponding timestamp. \( M_k(P, Q) > 0 \) between \( x_L \) and \( x_R \) thus denotes the probability of time step \( t \) being a change point.

Note that, the two-sample test is designed to inform on the hypothesis of two samples coming from the same distribution based on \( M_k(P, Q) = 0 \). We leverage its notation for the change-point detection setting by using the MMD statistic as a change point probability.

In practice, \( M_k(P, Q) \) is estimated using finite samples from the two distributions \( P \) and \( Q \) through their kernel mean embedding. However, the test power is limited by the finite samples available for the estimation, as change points are rare in most cases.

### 6.3 Kernel Choice for MMD

The motivation for the choice of kernel can depend on problem complexity and the information to be extracted from the data. MMD utilizes the difference between the embeddings of the samples to perform the two-sample test. Hence, the kernel or similarity metric used in the test is crucial to its performance [26]. Recall that the two-sample test should ensure that samples from unlike distributions should be distinguished with high probability. This minimizes Type II error, or false negative rate, which occurs if the test fails to show a difference when there is one. Similarly, the test statistic should be 0 (or very close to 0) when samples from the same distributions are compared.

The family of radial basis function (RBF) kernels exhibits such behavior. An RBF kernel is defined as,

\[
k(x, y) = \exp(-\gamma \| x - y \|^2)
\]

where the value of \( \gamma \) is an adjustable parameter that provides sensitivity. The common heuristic to choose the value of \( \gamma \) for RBF kernels in the literature is to use the median value [83]. However, the median heuristic does not guarantee maximum power and optimal performance of test statistics. Note that, the RBF kernel function is a non-linear euclidean distance whose value depends on the choice of \( \gamma \). While the value of \( \gamma \) contributes to the non-linear nature of this distance measure and the performance of the kernel, it requires hand-tuning for optimal performance depending on the data complexity and problem domain.
Considering $x = x'$ and $y = y'$ in (2), and combining (2) and (3), we get,

$$M_k(X, Y) = \mathbb{E}_P[k(x, x)] - 2\mathbb{E}_{PQ}[k(x, y)] + \mathbb{E}_Q[k(y, y)]$$  \hspace{1cm} (4)

As a result, the first and third term in (4) becomes 1, which results in the value of $M_k(X, Y)$ being dependent on the 2nd term only. There can be two cases here:

**Case 1:** $x = y : k(x, y) = 1 \rightarrow M_k(X, Y) = 0$

**Case 2:** $x \neq y : k(x, y) < 1 \rightarrow M_k(X, Y) > 0$

Note that this lays the foundation for test statistics suitable for the two-sample test in the change-point detection setting. In the next section, we discuss an embedding learning method via a deep neural network that learns features useful towards change point detection.

### 7 DEEP EMBEDDING LEARNING

LeCun et al. [52] show that deep learning algorithms are in fact representation learning frameworks with representations lying on multiple levels, which are obtained by multi-layer non-linear transformation of the input. While many works have been done in the computer vision and natural language processing literature that have focused on learning representations for a specific task, relatively fewer works have focused on unsupervised feature learning from raw time series for change point detection.

#### 7.1 Feature Learning For Change Point Detection

The foundation of MMD-based change point detection is grounded on measuring the distance between the samples by applying some kernel function on the samples that projects them in a new vector space. However, the feature space learned in this method is dependent on the number of samples available. Chang et al. [17] approached this problem by generating additional samples through a generative network to mitigate the problem of insufficient samples. Despite the computational complexity, it is clear from their findings that learning a better representation can help in the two-sample test-based change point detection in comparison to performing the test in the original data space. Which leaves us with the following question: *Can we learn a feature representation from time-series data using deep neural networks, to detect change points in an unsupervised way, without generating new samples?*

#### 7.2 Auto-encoder

We propose to use a stacked auto-encoder to learn the feature representations from the data space to a lower dimension space. An auto-encoder is a pair of functions $(f, g)$ designed to encode and decode data signals from an underlying domain. It takes an input $x = \{x_1, x_2, x_3, \ldots, x_d\} \in \mathbb{R}^d$ and maps it to a hidden representation $z = \{z_1, z_2, z_3, \ldots, z_d'\} \in \mathbb{R}^{d'}$ through a deterministic mapping between the input and the code.

The latent representation $z$ is mapped back to a reconstructed input $\hat{x} = g_{\theta'}(z) = \phi(W'x + b')$ in the input space with parameters $\theta' = \{W', b'\}$. The parameters of the autoencoder $\{\theta, \theta'\}$ are optimized to minimize the $l_2$ reconstruction error $L(x, \hat{x})$:

$$\theta, \theta' = \text{argmin}_{\theta, \theta'} L(x, \hat{x})$$  \hspace{1cm} (5)

Here, $L$ is a loss function which is a measure of the discrepancy between input $x$ and its reconstruction $\hat{x}$ over all available training samples.

#### 7.3 Learning Representation for Change Point

In our architecture, we apply a non-linear transformation to the data $X$ and map it to lower dimension feature space $Z$, $f_\theta : X \rightarrow Z$, where $\theta$ are the learnable parameters. The optimization
Fig. 4. The architecture of the autoencoder network used in Cadence. We used three fully connected hidden layers with ReLU activation. For optimization, we used Adam optimizer and the learning rate was set to 0.0001. More implementation details are explained in Section 9.4.

Objective should allow learning such features that maximize the dissimilarity between the segments that are from different distributions in the latent space $Z$. Figure 4 shows the neural network architecture used in Cadence.

**Objective Function Rationale.** Reconstruction loss is the commonly used loss function in neural network parameterization, defined as the squared loss between the input $x$ and its reconstructed output $\hat{x}$, $\|x - \hat{x}\|^2$. However, reconstruction loss minimizes towards better reconstruction output, whereas we are interested in better separation between segments that are from different distributions.

Towards this goal, we use an additional loss function to learn features useful to the change point detection task, which we name as MMD loss. It is defined as $\text{MMD}(z_L, z_R)$, where $z_L$ and $z_R$ are the latent representation of the past and current segments $x_L$ and $x_R$ learned in the optimization process. Note that, our objective is to learn a representation through the training that separates the dissimilar segments better in the learned feature space. While two-sample test demands for MMD to be large ($>0$) to detect a change-point, maximizing MMD between the pairs directly will maximize the distance between samples for both when $P = Q$ (same distribution) and $P \neq Q$ (different distribution). This will increase the false positive rate in the test statistic and will fail to achieve the change point detection goal.

Hence, we use MMD loss as an optimization objective that allows learning such features so that both reconstruction loss and MMD are minimized for segment pairs. This strategy is motivated by the intuition that MMD contribution in the loss function (and optimization) comes from only pairs from different distributions. One reason for this strategy’s effectiveness can be minimizing MMD loss helps the latent space towards better segmentation in conjunction with reconstruction objective, whereas explicitly maximizing MMD loss moves further away from reconstruction objective space. The magnitude of MMD between the pairs in the lower dimension is much less than the reconstruction loss (between the sample and its reconstructed approximation). Hence, the total loss function value per epoch is dominated by reconstruction loss. We therefore use a
weighting factor $\beta$ to MMD to balance its effect on the loss function value (please see section 9.4 and 10.2 for details on the choice of $\beta$ value).

The objective function for our algorithm (Algorithm 1) thus becomes, Reconstruction loss + MMD loss

$$\|x_L - \hat{x}_L\|^2 + \|x_R - \hat{x}_R\|^2 + \beta M_k(z_L, z_R)$$

(6)

Algorithm 1: our proposed algorithm

Input : $w$ window size, $\alpha$ learning rate, $n_c$ number of iterations

Output: change point scores

1 Learning
2 while $M_k(Z^L, Z^R) < \epsilon$ do
3   for $t = 1, \ldots n_c$ do
4     Sample a minibatch $X_t = (X_L^t, X_R^t)$;
5     gradient ($\theta$) ← $MSE(X_L, \hat{X}_L) + MSE(X_R, \hat{X}_R) + M_k(Z_L, Z_R)$;
6     $\theta$ ← $\alpha \cdot$ Adam ($\theta$, gradient ($\theta$));
7   end
8 end

9 Inference
10 feature space mapping, $f_\theta : X_L, X_R \rightarrow Z_L, Z_R$;
11 $M_k(Z_L^L, Z_R^R) \sim$ change point scores;
12 return change point scores;

For change point detection, we train the autoencoder in the learning phase (Algorithm 1) to learn a latent feature representation from each sample pair specifically with the objective function in (6). In the inference phase, we use the trained network to project incoming sample pairs in the latent space and perform a two-sample test based on the MMD computed in the latent space.

**Change Point Detection.** To identify change points, we first apply a smoothing filter on this score and then use the resultant score as change point probability for each time point. From this set of probabilities, we find local maxima points using a threshold of 40% of the maximum change point score. We empirically observed that this threshold has worked well for the datasets used in the experiments. This relieves from relying on a user-defined threshold decided from domain-specific knowledge.

Fig. 5. Data collection setup using multiple sensor boxes of Maestro in a room
8 APPLICATION: ACTIVITY SENSING

To demonstrate the use of our proposed change-point detection method in a real-world sensing application, in this section we apply Cadence for ambient sensing. In our application, we used Cadence to sense changes in a physical environment for human activity sensing from time series consisting of ambient sensor observations. We use a sensor suite comprised of non-intrusive sensors to detect events in daily life in a room setting for indoor activity sensing, which we call Maestro. Maestro includes various off-the-shelf low-cost sensors such as accelerometer, magnetometer, illumination sensor, humidity, temperature, and audio sensor to capture occupant interaction with ambient objects using 18 channels of information from 9 physical sensors. A Maestro unit is powered by a Raspberry Pi3B+©, and the data collection is managed by an Arduino Uno©. The sampling rate for the sensors is 30 samples/sec. Data collected from a Maestro unit over every 10 seconds are stacked and uploaded to a remote server via WIFI to be stored in a TimeScaleDB database.

Experiment. We conduct a real-world experiment using a typical household of 3 people as the test-bed. We put the sensor suite at a location of the room around which most interactions of the room occupants occurred during the experiment. We allow Maestro, the sensor suite, to record all activities for several hours and periodically upload them to the database in batches of 10 seconds. The data does not contain any identifying information to be linked back to the subjects from whom it was collected. During the experiment, occupants of the room naturally interacted with different ambient objects and household appliances. The experimenter (also a member of the household) annotated the occupancy of the room during the experiment period which we use as ground-truth labels. The layout of the testbed is shown in Figure 5.

Result. We consider the occupancy detection application where our goal is to detect the locations in the time series when the occupancy level of the room has changed based on activities captured by the sensor readings. In Figure 6, top five plots show raw readings from five selected sensors. The bottom plot shows change point scores per time-point to denote the possibility for each time-point of being a change-point using our method. The segments obtained from Cadence are shown in alternating shaded red and blue regions. We note that the change point scores above 0 correlate with sensor events and hence do not always align with human-provided occupancy change-point. Ground-truth annotations are obtained from human, which is dependent on the human perception scale about context.

Qualitatively, we observe that there is a rough alignment between human annotation of change-point and the change point score, and do not always match the peak score. One explanation for this can be events are happening in the ambient environment of that room that is ignored by the application-specific annotation (room occupancy, in this case), yet observed by sensors that can be useful for fine-grained sensing and labeling. This type of small interval events or actions may not be indicative of context-level changes such as room occupancy but can be important for in-situ sensing of interesting contextual events, partitioning, labeling, and classification in the wild (recall Partitioning step in Figure 1). Our change point detection algorithm identifies these events as change points.

Evaluation. We obtain Area under the ROC (Receiver Operating Characteristic) Curve, or AUC score, of 0.827 for our experiment to detect change points in the sensor streams from Maestro using Cadence. There are existing works that perform occupancy detection using data from ambient sensors [11, 100] as well as electricity consumption data from smart meter [24] in a supervised setting. To compare with existing occupancy detection systems, we use supervised occupancy detection systems using ambient sensor data based on machine learning methods such as Multilayer perceptron (MLP), Random Forest (RF), and Support Vector Machine (SVM) for performance
Fig. 6. Performance of Cadence in an ambient sensing application. The first five plots show sensor readings obtained from different sensors. Red dashed vertical lines indicate annotations from the human labeler. The bottom plot shows change-point scores in black. Segments based on identified change point decisions are shown in alternating shaded regions of red and blue. True occupant levels in each segment are indicated in blue. We observe that there is a rough alignment between human-labeled occupancy change and change point possibility score from Cadence. A change-point score above the baseline of 0 occurs when changes are observed in raw sensor readings. Also note that there are events that are apparent from the sensor readings (around $t=180$), which is ignored by the occupancy annotator (absent among ground truth change points), but is apparent from change-point score.

evaluation. Our results show that Cadence, being unsupervised, provides performance (AUC: 0.827) comparable with supervised learning methods used in the literature (SVM: 0.826, MLP: 0.496, RF: 0.097). Cadence provides an easy to train, fast, unsupervised approach to identify change-points in multi-dimensional unlabeled sensor streams that can reduce human effort in partitioning time-series.

9 EXPERIMENTAL EVALUATION

In this section, we describe details of the experimental evaluation of the proposed Cadence framework. We highlight the existing algorithms with which we compare for benchmark evaluation, the datasets used for evaluation, followed by implementation notes on our proposed framework.

9.1 Algorithms

We evaluate the performance of our algorithm, Cadence, with other CPD methods available in the literature for the properties mentioned in section 4.1. We select five existing methods to use to
Dataset | Application Domain | # of instances | # of CPs | % of CPs |
--- | --- | --- | --- | --- |
Bee-dance | Biology | 1057 | 19 | 1.8% |
Yahoo | Network Traffic | 1440 | 32 | 2.2% |
HASC | Human Activity Sensing | 39397 | 65 | 0.16% |
Fishkiller | Environmental Science | 45175 | 899 | 1.99% |

Table 2. Dataset Statistics. CP indicates change-points based on annotation.

compare against Cadence. We include RDR-CPD [58], a density-ratio estimation-based method to detect changepoints using a Gaussian Kernel, and Mstats-CPD [55] using an MMD kernel for the two-sample test under the condition that a large amount of data is available. LSTNet [50] uses an RNN parameterized kernel for the kernel two-sample test. TIRE [77] uses an autoencoder to extract time and frequency domain features and detect changepoints using euclidean distance-based dissimilarity. KL-CPD [17], the current top-performing method in the literature, uses an RNN kernel learning approach by creating additional samples when sufficient data is not available.

9.2 Dataset
We evaluate our proposed approach on 4 publicly available datasets used in change point detection literature for benchmarking. The datasets come from real-life application domains of biology, environmental science, network traffic loads, and human activity recognition. We use these datasets in our evaluation as they are the closest approximations to IoT applications that use time series partitioning, are publicly available and, are frequently used in CPD literature for benchmarking. We perform the evaluation on the following datasets:

- **Bee-dance**. The bee-dance dataset [1] consists of the pixel locations in x and y dimensions and angle differences of dancer bee movements. The dance movements represent a three-stage communication method between forager bees about the orientation and distance to the food sources and water. Biologists have been interested in identifying the change point of transitioning from one stage to another of the dance and map the pattern of each stage with the information it conveys. Change point labels denote different segments (phases) of the dance in this case. Figure 7 shows a subset of the signals in the data along with predicted change point scores from the proposed method.

- **Yahoo**. The yahoo dataset [3] consists of real time-series of network traffic data with anomalies, which has been manually annotated as change-points. The data consists of time-series representing metrics of various Yahoo services (e.g. CPU utilization, memory, network traffic, etc.). Change point labels here denote an abrupt rise in the incoming traffic.

- **HASC**. This dataset is a subset of the Human Activity Sensing Consortium (HASC) challenge 2011 dataset [2], which provides human activity information collected by portable three-axis accelerometers. The goal of change-point detection is to segment the time series data into 6 activities: stay, walk, jog, skip, stair up, and stair down. Change point labels denote the segment boundaries of the activities for this dataset.

- **Fishkiller**. Fishkiller dataset [73] records sensor readings of water level from a river dam in British Columbia, Canada. When the dam does not operate normally, the water level rapidly oscillates in a short period, which leads to rapid water level drops followed by salmon fish becoming stranded and suffocating. The beginning and end of every water oscillation (the reason for fish-killing) are treated as change points and change point labels, in this case, denote abnormal functioning of the dam.

A summary of the data statistics is described in Table 2. We preprocess all 4 datasets by normalizing each dimension of the data in the range of [0, 1]. Note that the datasets have a varied sampling rate and are available with manual annotation of change points which we use as ground truth.
Fig. 7. Predicted change point score on Beedance data using our method. In the first three plots are waggle dance signals of x, y co-ordinates, and phase angles of honey bee movement. The last plot (in black) is MMD scores obtained from our framework. Red dashed vertical lines denote ground truth change point labels (not used in prediction). Segments based on identified change point decisions are shown in alternating shaded regions of red and blue.

truth in evaluation. The unit of the window size is hence represented by the number of steps on the time dimension. Following \cite{17, 58, 79}, the datasets are divided into train-validation-test split of 60\%, 20\%, and 20\% in chronological order.

9.3 Evaluation Metric
For the quantitative evaluation of our algorithm, we use the Receiver Operating Characteristic (ROC) curve of change point detection results as the evaluation metric. ROC curve is a plot of true positive rate (the fraction of positive examples that are correctly labeled by the classifier) against the false positive rate (the fraction of negative examples that are misclassified as positive) under different classification thresholds of the test statistic. The area under the ROC curve (AUC) is an aggregate measure of the classifier’s performance across all possible classification thresholds. While there are alternate evaluation metrics for binary classifiers such as Precision-Recall (PR) curve, ROC curve and AUC score are not biased towards classification models that perform well on the minority class at the expense of the majority class \cite{20, 35}. This is a property that is attractive when dealing with imbalanced data. Additionally, AUC is the metric commonly used in CPD literature \cite{17, 55, 58} and is used as the performance metric to obtain a comparative evaluation of detection performance in this work. To calculate the AUC from the ROC curve, we obtain true positive rate
Table 3. Comparative Evaluation on four datasets based on AUC score. Our method achieves best AUC in three out of the four datasets. On Fishkiller dataset it is second best by a small margin (1.2%)

and false positive rate under different change point probability thresholds, which is used to plot the ROC curve. AUC is calculated by aggregating the entire two-dimensional area under the ROC curve.

9.4 Implementation Notes
Determining the hyperparameters of the deep neural network for unsupervised learning is non-trivial. Inspired by van der Maaten et al. [65], we set the autoencoder dimensions to $d - 40 - 30 - 20 - z$ for all the datasets, where $d$ denotes the dimension of the time-series sample (data space) and $z$ denotes the dimension of latent representation (feature space). All the layers are fully connected dense layers with ReLU activation functions. We have used the same architecture and hyperparameters for all the datasets unless specifically mentioned otherwise.

We initialize the weights prior to training with Kaiming initialization for training deep neural networks with ReLU activation for better convergence [36]. The deep autoencoder is trained for 2000 iterations without using dropout. The learning rate is set to 0.0001. We used Adam optimizer [47] for all our experiments. All of the above parameters are kept fixed to achieve a reasonably low objective function value and are held constant across all datasets. Default value of $\beta = 1.0$, $w = 25$ and $z = 3$ are used across all datasets unless mentioned otherwise.

Note that training is fully unsupervised for our method with no information to change-point labels. We use performance on the validation set as a stopping criterion for the training procedure and select the best-parameterized model. All final results are reported based on the test set.

10 RESULTS AND ANALYSIS

10.1 Benchmark Evaluation

In Table 3, we report the results of performance evaluation based on Area-Under-Curve (AUC) score from the ROC curve. AUC performances of existing baseline CPD techniques (except TIRE) are reported from [17].

We compare with baseline methods RDR-CPD [58], which uses density-ratio estimation to detect change-points using Gaussian Kernel, and Mstats-CPD [55], which uses kernel MMD for two-sample test when a large amount of background data is available. These methods measure distribution distance using a kernel-based measure in the original data space, hence performance can be dependent on the amount of data available. LSTNet [61] uses RNN parameterized kernels for the kernel two-sample test and performs better compared to methods testing in the data space. However, for highly non-stationary and complex data (Beedance and HASC), the results are much inferior. As the changes in Yahoo and Fishkiller dataset more resembles anomaly and fault detection problem, this also shows the effectiveness of RNN-based methods in anomaly data and limitation to generalize to broader CPD problems. TIRE [77] uses an autoencoder-based approach similar to Cadence to extract time and frequency domain features and finding change points using euclidean
distance-based dissimilarity from the features. While it performs well on Beedance and HASC, on datasets such as Yahoo and Fishkiller that resemble anomaly data it performs worse due to its dependence on parameters based on domain knowledge.}

**KL-CPD** [17], the current baseline method, uses an RNN parameterized kernel learning approach by creating additional samples to mitigate the problem of insufficient samples when sufficient data are not available. Notice that our proposed method, Cadence, shows performance comparable for both datasets (HASC and Fishkiller) where the sample size is large, but significantly outperforms KL-CPD for smaller datasets (Beedance and Yahoo). The AUC scores achieved by our method on these two datasets are **10.2%** and **6.4%** higher than that of KL-CPD respectively. This indicates the capability of deep autoencoders to learn meaningful, well-distinguished features through unsupervised training that is useful in performing kernel two-sample tests in the feature space.

### 10.2 Ablation Test on Learning Embedding

To explore how Cadence performs under different feature spaces, we perform an ablation study where our method performs kernel two-sample test with different feature mappings. To validate training a deep network for feature learning, in **In dataspace** the kernel-based two-sample tests are performed in the original dataspace between two segments without using a deep autoencoder. We use **KL-CPD** by Chang et al. [17] as a baseline method. For **Cadence (MSE)**, kernel two-sample tests are performed on the feature space learned by optimizing reconstruction loss only. **Cadence (MSE+MMD)**, uses maximum mean discrepancy in its objective function alongside reconstruction loss.

The results are shown in Figure 8. We observed improvement in AUC scores in all 4 datasets with up to **30%** improvement over solution achieved without using a deep autoencoder (In dataspace). We further notice the generation of additional synthetic samples does offer an advantage over performing the two-sample test in data space [cyan bars rises over orange]. Cadence (MSE) [blue bars] learns the feature space without generating additional samples to balance the classes with sufficient samples. In Cadence (MSE+MMD) [red bars], our network learns more fine-grained parameterization geared towards identifying changes between segments by incorporating MMD between segments in the optimization objective. Notice that our method performs significantly better for smaller datasets (Beedance and Yahoo) than KL-CPD. We observe the advantage of adding a discrepancy measure (MMD) in the objective function for larger datasets (HASC and Fishkiller), where the composite loss function provides leverage over reconstruction loss only (red bar rises over blue bars). This validates our choice of the loss function and its advantage in our CPD goal.

**Ablation Test for Window Size.** We further demonstrate how Cadence performs with different optimization objectives across different window sizes, as shown in Figure 9. We trained Cadence
with segments created using a sliding window, $w$ of size $\{5, 10, 15, 20, 25\}$ and three versions of optimization objective: reconstruction loss only (MSE), composite loss of reconstruction plus MMD (MSE + MMD), and weighted composite loss (MSE + $\beta$-MMD). The value of $\beta$ was selected from $0.01, 0.1, 10, 100$ and Cadence (MSE+MMD) is the baseline where $\beta=1.0$. Our results show that for smaller window sizes, tuning the $\beta$ parameter in Cadence-$\beta$-MMD provides leverage over the other two cases, and $\beta=10$ performs the best in such case. As the window size increases, the effect of tuning becomes negligible, and all three versions of Cadence perform similarly ($w=25$). We also see that Cadence performs better with more data (upward trend as $w$ gets larger).

We note that the two-sample test on features learned via Cadence (MSE) provides better performance over testing in the original dataspace (Figure 8). We do not observe a similar gain for Cadence (MSE + MMD) (up to 7% performance improvement above Cadence (MSE)). We make the same observation in Figure 9. Using Cadence (MSE) achieves good performance for larger window sizes. However, for small window sizes, Cadence (MSE + $\beta$-MMD) provides more robust performance.

### 10.3 Impact of number of training samples

Recall that the amount of data available has been studied in the CPD literature as it impacts the success of kernel two-sample test based change-point detection. To demonstrate the effect of the amount of available training data on Cadence, we sample different subsets of the datasets and trained our network using fractions of training data between 10%-70% and report the achieved AUC on the test set (20%). We exclude the yahoo dataset in this experiment as its change-point labels are distributed across different fractions unevenly and thus performance on data subsets does not reflect true detection performance.

We present the results obtained in Figure 10. Cadence shows robust performance for limited training data condition as low as 10% for all three of the datasets in Figure 10 (left). This may raise concern among readers since our proposed method is unsupervised and performance deterioration is expected with less available data. However, Figure 10 (right) demonstrates that robust performance is achieved at the cost of more training time to learn the useful features for a two-sample test. Specifically, as training data decreases, Cadence still reaches the solution, however at the cost of more training epochs. In other words, Cadence leverages deep neural network parameterization to obtain useful feature mapping when training data is not sufficient. This relaxes the need for
10.4 Impact of window size
Finding the right size for the sliding window is a common hyperparameter choice that can influence CPD performance. We experimented with the window size, \( w \), of the segments for all 4 datasets. We varied \( w \) to \{5, 10, 15, 20, 25\} to observe how performance varies for different window sizes. Except for Fishkiller, all three other datasets improve or provide robust performance under different window sizes in Figure 11 (left). One explanation of Fishkiller performance degradation for large window size can be the oscillatory nature of the observations. The oscillatory, seasonality pattern observed in the data, which monitors river dam functioning via sensors, can influence the MMD-based test statistic between the segments depending on the duration and frequency of the pattern.

10.5 Impact of feature space dimension
Another implementation choice for autoencoder-based optimization is the dimension of the encoded space (feature space). We study how different feature space dimensions would affect the change point detection performance of Cadence. We varied the size of the bottleneck layer of the autoencoder, which encodes the segments in the feature space. Deep embedding learned in the lower dimension space is dependent on the size of this layer, hence it is going to influence the performance of MMD-based two-sample test statistic as well. We varied the size of this encoder layer, \( z \), to \{3, 5, 10, 15, 20\}. We observe AUC remaining stable across these parameter settings for all four datasets in Figure 11 (right).

10.6 Impact of different kernel choices
So far we have assumed the choice of the kernel is fixed as Gaussian for all our experiments. To study the effect of kernel choices on the performance of our method, we experimented with different kernel choices from the RBF kernel family. To this end, we repeat our experiments on all 4 datasets using Gaussian (our choice of the kernel) along with Laplace and Cauchy kernels. We choose these kernels due to their positive definite properties [23] which is fundamental to our MMD based kernel two-sample test (recall eqn. 4).

Figure 12 shows the results of our experiments. In general, we see a very small effect of kernel choice in the performance across all 4 datasets. Both Gaussian and Laplace kernel exhibit performance superior to Cauchy kernel. This suggests the suitability of RBF kernels (such as Gaussian kernel) as the dissimilarity metric for the proposed method.
10.7 Computation cost

Recall from our motivation for auto-encoder based approach for MMD-based kernel two-sample test was to obtain good performance without generating additional samples. [17] utilized a Generative Adversarial Network-based model to create additional samples for CPD problem. However, such generative models are computationally expensive and require long training time to achieve desirable performance, which can be of limited practice for deployment.

In Table 4, we present a computation complexity analysis in terms of CPU utilization, memory consumption and processing time for our method. We ran our model on a Tesla K80 machine with 12GB RAM. Processing time includes the time required for training using the best model found via early stopping criteria. We include the computational cost of KLCPD and TIRE for the purpose of comparison. For all four cases, Cadence shows the best performance in terms of CPU utilization and memory consumption (except Beedance), and processing time (except Beedance and yahoo). While TIRE also shows low CPU, memory, and time requirement because of its autoencoder-based architecture as Cadence, Cadence shows lower computation cost as it processes raw time series and has an efficient batch processing mechanism based on PyTorch. In terms of processing time, Cadence shows comparable performance to KL-CPD (in Table 4) within under 1.5 minutes whereas for hasc and fishkiller, KLCPD cannot complete processing due to computational exhaustion (denoted by Out of Memory (OOM)). Unlike KL-CPD, a generative network, Cadence relies on the autoencoder’s data compression capability in the hidden layer as a latent feature representation learning method. As a result, the model complexity and computational cost are relatively lower in comparison to other deep networks. We utilize several techniques based on the observations made in the existing literature which we believe has aided in lower computation cost while providing good performance such as the use of ReLU activation function [62] and unsupervised training for better generalization in smaller networks [22]. Datasets representative of anomaly and fault detection problems (Yahoo and Fishkiller) require less time to process due to their subtle seasonality in variation. Beedance and HASC, which capture complex distributions of biological and human activity, require longer processing time to learn the representations and perform MMD-based two-sample test. Cadence exhibits all three properties outlined in section as we show in Table 5.

11 DISCUSSION AND FUTURE WORK

Representation learning. Training of the auto-encoder is fully unsupervised in Cadence and validation performance is used as a stopping criterion. The gradual performance improvement in Figure 13 on unseen test data as training progresses implies that the training aided towards better change point detection performance on unseen data. However, following the CPD literature and prior works on MMD, we made piece-wise i.i.d assumption regarding the time series segments.
Table 4. Comparison of average CPU utilization, memory consumption, and processing time on all 4 datasets. We include KLCPD and TIRE in this comparison as they are the best performing methods. KLCPD’s CPU utilization, memory consumption, and processing time for hasc and fishkiller datasets are omitted due to computational exhaustion (OOM: Out of Memory).

Real-world datasets may not always follow this assumption. One direction for future work is to incorporate recurrent neural networks (RNN) to capture temporal dynamics in the representation learning to overcome the assumption of i.i.d samples. When data is highly non-stationary, using Variational Autoencoder [48] has been explored for anomalies [31, 57] and can provide leverage in better representation learning for change-point detection in future work.

**Time series partitioning.** Cadence uses MMD between each consecutive segment pairs as a change-point score to indicate the possibility of a given point being a change-point. However, a threshold needs to be set on MMD values to determine the location of change points in the sensor stream. In this work, we focus on finding a method that is generalizable and well-performing across various domains and Cadence shows that property using the same threshold (40% of the maximum change point score) on all the experiment datasets. However, change-point detection performance will be sensitive to the choice of threshold and further exploration for adaptive threshold choice is needed in future work.

**Generalizability and Scale.** Our model is developed and used in two separate phases: development (training) and inference. The training time for Cadence is dependent on the amount of data available for training. Training from scratch may require a large dataset and increased training time. However, this can be reduced with transfer learning [59, 99] where a previously trained model can be trained with much fewer iterations using new data and pre-trained weights. In the inference phase, the trained model can be applied to streaming data in batches and can thus scale to large data. The inference-generation throughput may be a bottleneck for large-scale streaming applications. Cadence’s inference time is \( \sim 30 \) milliseconds (KLCPD: \( \sim 4.45 \) seconds, TIRE: \( \sim 225 \) milliseconds) which should cover a large class of IoT applications. However, we leave related scaling challenges for massive streaming applications for future work.

### 12 CONCLUSION

This paper presents Cadence - a framework that projects a set of time series samples in a jointly optimized feature space towards change-point detection. It works by iteratively optimizing a custom representation learning objective based on the discrepancy between time-series samples. Using this novel feature mapping, our approach provides a way to detect time-series events without using change-point labels provided by a human. We evaluate our proposed algorithm, Cadence, with public change point detection datasets and present its performance for different parameter settings in the paper. We compared Cadence’s performance with the state-of-the-art techniques and showed
Table 5. Overview of properties exhibited by existing CPD algorithms. We design our proposed approach, Cadence, to exhibit all three properties.

its superior performance as well as robustness to hyperparameter tuning and sample efficiency. Its good performance is obtained within surprisingly less time, with a simpler, easy to train, and generalizable model. With these properties, Cadence has the potential to scale well for practical deployment in applications of general-purpose sensing and continuous learning without human input.
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