Precipitation forecast based on the Bayesian Network
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Abstract. The purpose of the article is to consider an alternative approach to the forecasting meteorological events by using expert systems based on the Bayesian network (belief network). Also there is an example of building a Bayesian network capable to predict a type and a probability value of precipitation, with implementation it in the HUGIN software, considered in the article. The conclusion considers the positive and negative aspects of the presented approach.

1. Introduction

Forehanded forecasting of precipitation is extremely important for a comprehensive solution to the problems of restoration and protection of forests. This is primarily due to the growing likelihood of drought in the summer in the southern territories of Russia. This trend is primarily due to the problem of global warming and the greenhouse effect caused by the release of large amounts of methane and carbon dioxide during the thawing of permafrost. Droughts increase the fire hazard and reduce the quality of the state of forest plantations and forest areas in general. Therefore, it is necessary to take serious preventive arrangements based on long-term forecasting of precipitation to improve the quality and safety of forests and forest plantations.

Modern methods of forecasting the conditions of the atmosphere are based mainly on its mathematical models, which allow predicting the weather for the next 3-6 hours with very high accuracy [1]. However, this approach requires the connection of a huge amount of economic and computational resources, since to solve this problem, expensive data collection tools are used, such as meteorological satellites and equipment for weather stations, and powerful means of their processing, which, as a rule, are supercomputers.

There is another approach based on the use of expert systems, which can take as input data not only short-term data such as air temperature, atmospheric pressure, but also long-term factors, such as the climatic zone, season, proximity of seas and oceans, and others. In this case, it becomes possible, on the basis of statistical data or existing experience, to build the dependence of weather characteristics on the above factors and to estimate the degree of influence of these factors. It is advisable to implement this approach using an expert system based on the use of a Bayesian network, since predicting future states of the atmosphere can be burdened with the uncertainty of its current state, which will not be able to take into account expert systems based, for example, on the logic of predicates [2], or representing a neural network [3].

Bayesian network is a graph probabilistic model in which probability is defined as the degree of confidence in the truth of a judgment. This model is applied in those areas of human activity, which are characterized by the presence of uncertainty (lack of information) regarding a specific event or a
set of events, but the circumstances and the probability of these events due to these circumstances are known in advance.

A Bayesian network is an efficient, compact and intuitive knowledge representation for handling uncertainty [4]. It consists of two main parts:

- a graphical structure that defines a set of dependence and independence statements over a set of random variables representing entities of a problem domain;
- a set of conditional probability distributions specifying the strengths of the dependence relations encoded in the graphical structure. A Bayesian network \( N = (X, G, P) \) over variables \( X = \{X_1, \ldots, X_n\} \), consists of a directed acyclic graph \( G \) and a set of conditional probability distributions \( P \). It encodes a decomposition of a joint probability distribution as:

\[
P(X) = \prod_{i=1}^n P(X_i|pa(X_i)),
\]

where, \( pa(X_i) \) are the parents of \( X_i \) in \( G \). It means that the probability of any member of a joint distribution can be calculated from conditional probabilities using the chain rule (given a topological ordering of \( X \)) as follows:

\[
P(X_1 = x_1, \ldots, X_n = x_n) = \prod_{i=1}^n P(X_i = x_i|X_{i-1} = x_{i-1}, \ldots, X_1 = x_1)
\]

Since the joint probability density function can be written as a product of the individual density functions, conditional on their parent variables, this can be written as:

\[
P(X_1 = x_1, \ldots, X_n = x_n) = \prod_{i=1}^n P(X_i = x_i|X_j = x_j \text{ for each } X_j \text{ that is a parent of } X_i)
\]

It means the conditional independence of the variables from any of their non-descendants, given the values of their parent variables.

A Bayesian network can serve as a knowledge integration and representation tool for supporting decision making under uncertainty. The information captured by a Bayesian network may originate from a range of different sources. For instance, the conditional probability distributions may be defined based on expert knowledge assessment or subjective estimates, mathematical expressions relating parent configurations to states of the child, or estimated from data. This makes a Bayesian network an excellent knowledge integration framework.

2. Methods and Materials

As a rule, building a Bayesian Network starts with defining the objects of the system and their connections. Weather characteristics depend on many factors such as long-term (proximity of seas and oceans, height above sea level, relief, etc.), and short-term (atmospheric pressure, wind speed and direction, season and others). To make a forecast of precipitation (we predict the type and probability of precipitation), the following objects were selected (the given list of factors is not exhaustive and can be supplemented):

- Atmosphere pressure;
- Proximity of seas and oceans;
- Climatic zone;
- Season;
- Climate;
- Cloudiness;
- Air temperature;
- Type of precipitation.

Before determining the degree of dependences of each of the factors, it is necessary to determine the states which they may take, and which play a role in predicting the types and probability of precipitation.

Suppose that precipitation can fall only in the form of rain, snow, or not at all. Rain is most likely when the air temperature is above five degrees Celsius, and snow is most likely if it is lower. The
The probability of precipitation in our model depends on atmospheric pressure and cloud cover. The higher atmospheric pressure causes the higher probability of an anticyclone characterized by clear and calm weather, and the lower probability of precipitation. For this reason, only two states can be distinguished for atmospheric pressure: below or above the norm (760 mm Hg). Speaking about the effect of cloudiness, it should be noted that some types of clouds rather indicate the absence of precipitation [5], however, in our model we assume that the probability of precipitation depends not on the type of clouds, but on the percentage of the sky covered by them: 85% or more - high cloudiness (the probability of precipitation is higher), lower - low (the chance of precipitation is lower).

The climate-forming factors of the created model are the proximity of seas and oceans and the climatic zone. We will choose the states which the climatic zone can take on the basis of the classification of climatic zones by Boris Pavlovich Alisov [6], in which, however, we will combine the equatorial and subequatorial zones into the equatorial, as well as the polar and subpolar into the polar. The reason for the unification is the similarity of climatic conditions. The close location of the sea or ocean is a distance within 500 km. This choice is justified by the difference in climates, for example, between St. Petersburg and Tver, the distance between which is approximately 500 km. Let us distinguish the types of climates on the basis of the classification of climates by B P Alisov [6].

The dependence of air temperature on climate and season is obvious, but the situation is different with cloudiness. In this case, there is an assumption that precipitation falls with different abundance at different seasons. Based on this, we can conclude about the average cloud level for a particular season.

The causal dependencies of the selected factors can be represented in the form of a diagram (figure 1), where the ovals with outgoing arrows are parent nodes, with incoming ones - child nodes, and the states of the nodes are written in the rectangles.

![Figure 1. Factors, their states and dependencies.](image)

As a software tool that implements the developed model and allows to automate calculations, we use the HuginLite 8.8 program.
In order for the developed qualitative model to turn into a real Bayesian network, it is necessary to fill in the table of conditional probabilities of the schema nodes. As an example, consider the table of conditional probabilities of the "Precipitation Type" node (table 1). The table shows that the names of the columns are the states of the parent nodes, and the names of the rows are the states of the current one. At the intersections, we set the conditional probabilities of the states of the current node, depending on the state of the parent ones. For nodes that have no parent, the values of a priori (independent) probabilities are filled.

|                | Below normal | Above normal |
|----------------|--------------|--------------|
|                | Above 85%    | Below 85%    | Above 85%    | Below 85%    |
| ≥ 5°C <5°C     | 0.01         | 0.98         | 0.10         | 0.80         |
| ≥ 5°C <5°C     | 0.01         | 0.80         | 0.01         | 0.80         |
| ≥ 5°C ≥ 5°C    | 0.01         | 0.80         | 0.01         | 0.80         |
| ≥ 5°C <5°C     | 0.01         | 0.80         | 0.01         | 0.80         |
| ≥ 5°C ≥ 5°C    | 0.01         | 0.80         | 0.01         | 0.80         |
| ≥ 5°C ≥ 5°C    | 0.01         | 0.80         | 0.01         | 0.80         |

The considered table of probability values for the graph "Precipitation type" in the HuginLite interface is as shown in figure 2.

3. Results and Discussion

Having implemented the developed scheme in HuginLite 8.8 with the completion of the tables of conditional probabilities, let's consider the test the resulting Bayesian network by predicting precipitation in St. Petersburg in the summer. For this, it is necessary to determine such factors as the proximity of the seas and oceans, climatic zone, season and atmospheric pressure.

- St. Petersburg is located on the coast of the Gulf of Finland, for this reason the state of the node "Proximity of seas and oceans" set the value "within 500 km" with the prior probability of 0.99.
- In accordance with the map of climatic zones B P Alisov, St. Petersburg is located in the temperate zone. For this reason, we assign the "temperate" attribute of the "climatic zone" node a probability value of 1.
- Suppose we don't know anything about the pressure. In this case, we set the probability value of both attributes of the "pressure" node equal to 0.5.
For the "season" node let us make the assumption that spring is already over. In this case, we assign to the "spring/autumn" attribute the probability value of 0.8, and to the "summer" attribute the probability value of 0.2.

After starting the program, the result presented on figure 3 is obtained. The probability of "climate", "cloudiness", "precipitation" and "temperature" nodes are the result of the program calculation. The numbers in front of the state names are the probabilities of these conditions, expressed as a percentage.

![Diagram of the Bayesian network](image)

**Figure 3. Calculating the probability of precipitation.**

Based on raw data, the Bayesian model of representation knowledge suggests that rain in the late spring in St. Petersburg should be expected with a probability of about 48%, no precipitation is possible with probability of almost 22%, and the probability of snowfall - about 30%.

A feature of expert systems based on the Bayesian network is the ability to evaluate the graph in the inverse direction. In the context developed Bayesian network, this means that by setting the probability conditions for factors such as precipitation type, air temperature, season and proximity to the sea, the program is able to assume a climatic zone for which the specified conditions will be characteristic. Let's demonstrate this by setting the probabilities equal to 1 for:

- The "type of precipitation" node is set to "rain" value with probability 0.85 and to "without precipitation" value with probability 0.15;
- The "temperature" node is set to "5 °C and above" value with probability 1;
- The "season" node is set to "summer" value with probability 1;
- The "pressure" node is set to "above the norm" value with probability 1;
- The "the proximity of the seas and oceans" node is set to "within 500 km" value with probability 0.75;
- The "cloudiness" node is set to "low cloudiness" value with probability 1.
Based on the given probabilities, the program determines equatorial climatic zone with a probability of 20%, tropical -24%, subtropical - 36%, moderate - 17% and arctic - 3%, these results are presented on figure 4.

![Figure 4](Image)

**Figure 4.** Identification of the climatic zone.

4. Summary

The presented approach to forecasting precipitation is capable of significantly reduce spending on expensive equipment. It can also be applied when the computing resources are insufficient for making a forecast using mathematical models of the atmosphere. The disadvantage of the described approach is the lack of accuracy, due to which it cannot be applied in cases where a high accuracy is required (for example, in aviation). However, the accuracy of forecasting precipitation based on Bayesian network can be increased by adding new factors to the model, increasing the number of states and adjustments of conditional probability tables. Also the approach can be used as a complement numerical forecasting methods.
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