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Abstract

We consider the problem of recovering an unknown low-rank matrix $X^\star$ with (possibly) non-orthogonal, effectively sparse rank-1 decomposition from measurements $y$ gathered in a linear measurement process $A$. We propose a variational formulation that lends itself to alternating minimization and whose global minimizers provably approximate $X^\star$ up to noise level. Working with a variant of robust injectivity, we derive reconstruction guarantees for various choices of $A$ including sub-gaussian, Gaussian rank-1, and heavy-tailed measurements. Numerical experiments support the validity of our theoretical considerations.
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1 Introduction

In this paper, we treat the reconstruction of sparse$^1$, low-rank matrices $X^\star \in \mathbb{R}^{n_1 \times n_2}$ from incomplete and inaccurate measurements $y = A(X^\star) + \eta \in \mathbb{R}^m$, where $A: \mathbb{R}^{n_1 \times n_2} \to \mathbb{R}^m$ resembles a linear measurement process and $\eta \in \mathbb{R}^m$ models additive noise. This problem, which stems from compressed sensing [14] and related fields, is relevant in several modern applications such as sparse phase retrieval, blind deconvolution of sparse signals, machine learning, and data mining [21, 19, 18, 25, 44, 8].

1.1 Related work

Recovering low-rank matrices — without additional sparsity constraints — from linear measurements has been well-studied in the context of classical compressed sensing, i.e., compressed sensing of vectors [7, 36]. The bar is notably raised when the unknown matrix is assumed to be sparse and of low-rank, and both structures shall contribute in reducing the number of measurements $m$. As Oymak et al. pointed out in [33], a mere linear combination of regularizers for different sparsity structures in general does not allow to outperform recovery guarantees of the “best” one of them alone. To further improve recovery, one has to go beyond linear combinations of already known convex regularizers.

A subtle approach to overcome the aforementioned limitations of purely convex methods is to assume a nested structure of the measurement operator $A$ [2, 13]. In this particular scenario, basic solvers for low-rank resp. row-sparse recovery can be applied in two consecutive steps. Although elegant, the nested approach clearly restricts possible choices for $A$ and is of limited practical use.

In contrast, Lee et al. [26] proposed and analyzed the so-called Sparse Power Factorization (SPF), a modified version of Power Factorization [20], without assuming any special structure of $A$. Power Factorization recovers low-rank matrices by representing them as a product of two orthogonal matrices $X = UV^\top$ and then applying alternating minimization over the (de)composing matrix $U \in \mathbb{C}^{n_1 \times R}, V \in \mathbb{C}^{n_2 \times R}$. To enforce sparsity of the columns of $U$ and/or $V$, SPF introduces Hard Thresholding Pursuit to each of the alternating steps. Lee et al. were able to show that, using suitable initializations and assuming the noise level to

---

$^1$A vector $z \in \mathbb{R}^n$ is called $s$-sparse if at most $s$ of its entries are non-zero. On matrices sparsity can be defined and counted in various ways, cf. Section 1.2 below.
be sufficiently small, SPF approximates low-rank matrices $X$ that are row- and/or column-sparse from a nearly optimal number of measurements: If $X$ is rank-$R$, has $s_1$-sparse columns and $s_2$-sparse rows, then $m \gtrsim R(s_1 + s_2) \log(\max\{en_1/s_1, en_2/s_2\})$ Gaussian measurements suffice for robust recovery, which is up to the log-factor at the information theoretical limit. Despite its theoretical optimality, the setting of SPF is actually quite restrictive as all columns (resp. rows) need to share a common support and the matrices $U, V$ need to be orthogonal. On the one hand, empirically, it has been shown in [26] that SPF outperforms methods based on convex relaxation. On the other hand, SPF is heavily based on the assumption that the operator $\mathcal{A}$ possesses a suitable restricted isometry property and cannot be applied to arbitrary inverse problems, as it may even fail to converge otherwise. The reason is that SPF is based on hard-thresholding [4], which is not a Lipschitz continuous map. Let us mention that in [25] the authors extended their analysis of SPF to the measurement set-up of blind deconvolution.

Inspired by recent works on multi-penalty regularization [32, 16], the authors of [12] aimed at enhancing robustness of recovery by alternating minimization of an $\ell_1$-norm based multi-penalty functional. Though not as close to the information theoretical limit as SPF, the theoretical results therein hold for arbitrarily large noise magnitudes and a wider class of ground-truth matrices than the one considered in [26].

Let us finally point out that a closely related line of work comes from statistical literature under the name Sparse Principal Component Analysis (SPCA) [44, 8]. In order to defeat the curse of dimensionality when finding principal subspaces of covariance matrices, SPCA admits non-orthogonal subspace decompositions and enforces sparsity on the vectors spanning the respective spaces. However, observations in SPCA are provided from noisy samples of the underlying distribution, whereas in our case the matrix itself is observed indirectly. It is thus hard to directly compare results of this paper with corresponding results for SPCA.

1.2 Problem setting

Let us begin by specifying the problem at hand. Given a linear measurement operator $\mathcal{A} : \mathbb{R}^{n_1 \times n_2} \to \mathbb{R}^m$ and a corrupted vector of measurements

$$y = \mathcal{A}(X_\star) + \eta = \frac{1}{\sqrt{m}} \left( \langle A_1, X_\star \rangle_F \right) \cdots \left( \langle A_m, X_\star \rangle_F \right) + \eta,$$

we wish to estimate the unknown signal matrix $X_\star \in \mathbb{R}^{n_1 \times n_2}$. Here, the vector $\eta \in \mathbb{R}^m$, of which only the $\ell_2$-norm is (approximately) known, models additive noise. Note that $\mathcal{A}$ is fully determined by the $m$ matrices $A_i \in \mathbb{R}^{n_1 \times n_2}$ and that individual measurements correspond to the Frobenius products $\langle A_i, X_\star \rangle_F = \text{tr}(A_i X_\star^T)$, for $i \in [m] := \{1, \ldots, m\}$.

Whereas (1) is ill-posed if $m < n_1 n_2$, it becomes well-posed if we assume some prior knowledge on $X_\star$. In the rest of the work, we thus suppose that $X_\star$ is of rank $R \geq 1$ and possesses a decomposition of the form

$$X_\star = U_\star V_\star^T,$$

where $U_\star \in \mathbb{R}^{n_1 \times R}$ and $V_\star \in \mathbb{R}^{n_2 \times R}$ are (effectively) sparse. Effective sparsity is a generalized notion of sparsity introduced by Plan and Vershynin in [34, Section 3].

**Definition 1.1** (Effectively sparse vectors). The set of effectively $s$-sparse vectors of dimension $n$ is defined by

$$K_{n,s} = \{ z \in \mathbb{R}^n : \|z\|_2 \leq 1 \text{ and } \|z\|_1 \leq \sqrt{s} \}.$$

**Remark 1.2.** Note that any unit-norm $s$-sparse vector is also effectively $s$-sparse. Effectively sparse vectors are well-approximated by sparse vectors as made precise in [34, Lemma 3.2]. Moreover, the set $K_{n,s}$ may be viewed as a convex hull of the set of $s$-sparse unit-norm vectors [34, Lemma 3.1].

We call a decomposition as in (2) sparse decomposition (SD) of $X_\star$ and say $U_\star$ and $V_\star$ are the left resp. right SD component. If the columns of $U_\star$ and $V_\star$ are orthogonal, then we call (2) orthogonal SD of $X_\star$. In particular, we consider two specific sets of matrices having an SD:
The set of rank-$R$ matrices whose columns and rows are jointly $s_1$- resp. $s_2$- sparse
\[ S_{s_1,s_2}^R = \{ Z \in \mathbb{R}^{n_1 \times n_2} : \text{rank}(Z) \leq R, \| Z \|_{2,0} \leq s_1, \text{ and } \| Z \|_{0,2} \leq s_2 \}, \]  
where $\| \cdot \|_{2,0}$ and $\| \cdot \|_{0,2}$ count the number of non-zero columns and rows. If $X_* \in \widetilde{S}_{s_1,s_2}^R$ with singular value decomposition (SVD)

\[ X_* = U\Sigma V^\top = \sum_{r=1}^R \sigma_r u^r(v^r)^\top, \]  
where $\Sigma$ is a diagonal matrix containing the singular values $\sigma_1 \geq \ldots \geq \sigma_R > 0$ and $U \in \mathbb{R}^{n_1 \times R}$ and $V \in \mathbb{R}^{n_2 \times R}$ have orthonormal columns which are called left and right singular vectors, then $U_* = U\Sigma^{1/2}$ and $V_* = V\Sigma^{1/2}$ form an orthogonal SD of $X_*$. 

The set of rank-$R$ matrices that have an SD whose left and right SD components are effectively $Rs_1$- and $Rs_2$- sparse

\[ K_{s_1,s_2}^R = \left\{ Z = UV^\top : U \in \mathbb{R}^{n_1 \times R}, V \in \mathbb{R}^{n_2 \times R} \text{ and } \text{vec}(U) \in \sqrt{R}K_{Rn_1,Rs_1}, \text{ vec}(V) \in \sqrt{R}K_{Rn_2,Rs_2} \right\}, \]
where vec($\cdot$) denotes the vectorization of a matrix. The set $K_{s_1,s_2}^R$ can be viewed as a natural relaxation of the set of rank-$R$ matrices that have an SD whose left and right SD components are $Rs_1$- and $Rs_2$- sparse

\[ S_{s_1,s_2}^R = \{ Z = UV^\top : U \in \mathbb{R}^{n_1 \times R}, V \in \mathbb{R}^{n_2 \times R} \text{ and } \| U \|_0 \leq Rs_1, \text{ and } \| V \|_0 \leq Rs_2 \}, \]
where $\| \cdot \|_0$ counts the number of non-zero entries of a vector/matrix. The difference between (3) and (5) is that the former requires the SD components $U$ and $V$ to have jointly $s_1$- resp. $s_2$- sparse columns whereas the latter allows an arbitrary distribution of the non-zero entries over the columns of $U$ and $V$. Note that $Z \in S_{s_1,s_2}^R$ implies $Z \in S_{s_1,s_2}^R$ and that any $Z \in S_{s_1,s_2}^R$ that has an SD whose left and right components have jointly sparse columns lies in $S_{s_1,s_2}^R$. Furthermore, any $Z \in S_{s_1,s_2}^R$ satisfies $Z \in S_{Rs_1,Rs_2}^R$. 

By appealing to the definition of $K_{n,s}$ in Definition 1.1, the set $K_{s_1,s_2}^R$ can equivalently be written as

\[ K_{s_1,s_2}^R = \left\{ Z = UV^\top : \max \left\{ \| U \|_F^2, \| V \|_F^2 \right\} \leq R \text{ and } \| U \|_1 \leq R\sqrt{s_1}, \| V \|_1 \leq R\sqrt{s_2} \right\}, \]
where $\| \cdot \|_1$ denotes the vector $\ell_1$-norm and is, by abuse of notation, applied to matrices, i.e., $\| Z \|_1 = \sum_{i,j} |Z_{i,j}|$ for any matrix $Z$. If the SVD of a matrix $Z$ satisfies $\max(\| US_2^1 \|_F^2, \| V\Sigma_2^1 \|_F^2) \leq R$, $\| US_1^2 \|_1 \leq R\sqrt{s_1}$, and $\| V\Sigma_2^2 \|_1 \leq R\sqrt{s_2}$, then

\[ Z = (US_2^1)(V\Sigma_2^1)^\top \]

is an orthogonal SD and $Z \in K_{s_1,s_2}^R$. In particular, the set $K_{s_1,s_2}^R$ includes all matrices $Z \in S_{s_1,s_2}^R$ that have an SD whose left and right SD components have columns with Euclidean norm bounded by one.

The set $\widetilde{S}_{s_1,s_2}^R$, which comes with the strongest assumptions, has been considered in many previous works [26, 13, 10]. Indeed, whereas the orthogonal SDs of matrices in $\widetilde{S}_{s_1,s_2}^R$ are closely tied to the SVD and thus unique up to scaling ambiguities and row/column permutations (if $Z = UV^\top$ is an orthogonal SD, then $Z = (UD)(VD^{-1})^\top$ is also an orthogonal SD, for any invertible diagonal matrix $D \in \mathbb{R}^{R \times R}$), SDs of matrices in $S_{s_1,s_2}^R$ and $K_{s_1,s_2}^R$ are non-unique in general due to the possible non-orthogonality of the component columns. What is more, the set $K_{s_1,s_2}^R$ is not even scaling invariant, i.e., $Z \in K_{s_1,s_2}^R$ does not imply $\gamma Z \in K_{s_1,s_2}^R$, for $\gamma \in \mathbb{R}$.

Remark 1.3. A scaling-invariant definition of effective sparsity that is related to Definition 1.1 is to call $Z$ effectively $s$- sparse if $\| x \|_{\infty,2}^2 \leq s$, i.e., if $x_{|x|2} \in K_{n,s}$. Since the scaling-invariance of the sparsity model does not imply scaling-invariance of our matrix signal model in (6), cf. Remark 2.9 below, and since Definition 1.1 naturally aligns with our reconstruction method described in Section 1.3 below, also see Lemma 2.2, we use the former definition despite its scaling variance.
One important feature that however all presented sets share is that, to a certain extent, they are closed under summation.

**Lemma 1.4.** Let $R, s_1, s_2 \in \mathbb{N}$ and $\Gamma > 0$ be fixed.

(i) If $Z, Z' \in S_{s_1, s_2}^R$, then $Z + Z' \in S_{s_1, s_2}^{2R}$

(ii) If $Z, Z' \in S_{s_1, s_2}^R$, then $Z + Z' \in S_{s_1, s_2}^R$

(iii) If $Z, Z' \in \Gamma K_{s_1, s_2}^R$, then $Z + Z' \in \Gamma K_{s_1, s_2}^{2R}$.

To simplify notation, we will often assume $s_1 = s_2 = s$ in the following and use the shorthand notations $S_s^R = S_{s,s}^R$, $S_s = S_{s,s}$, and $K_s^R = K_{s,s}^R$. It is straightforward to generalize respective results to the case $s_1 \neq s_2$.

### 1.3 Contribution

We build upon ideas in [12] and reconstruct $X_\star$ by a variational approach. It is based on alternating minimization of the multi-penalty functional $J_{\alpha, \beta}^R: \mathbb{R}^{n_1 \times R} \times \mathbb{R}^{n_2 \times R} \to \mathbb{R}$, defined for $\alpha_1, \alpha_2, \beta_1, \beta_2 > 0$, by

$$J_{\alpha, \beta}^R(U, V) := \|y - A(UV^T)\|^2_2 + \alpha_1 \|U\|^2_F + \alpha_2 \|U\|_1 + \beta_1 \|V\|^2_2 + \beta_2 \|V\|_1.$$  \hspace{1cm} (7)

where $\alpha = (\alpha_1, \alpha_2)^T, \beta = (\beta_1, \beta_2)^T$ are regularization parameters and $\|\cdot\|_1$ denotes the vector $\ell_1$-norm. The functional in (7) can be interpreted as a generalization of the linear regression based SPCA approach in [44].

The fact that minimizers of $J_{\alpha, \beta}^R$ do not consist of orthogonal matrices in general, excludes the use of (3) in the analysis and motivates the use of (5) resp. (6) despite their challenging non-orthogonal decomposition structure; at least if one aims for tight bounds (recall from Section 1.2 that $Z \in S_{s_1, s_2}^R$ only implies $Z \in S_{s_1, s_2}^R$, and not $Z \in \bar{S}_{s_1, s_2}$, i.e., considering non-orthogonal minimizers as elements of $S_{s_1, s_2}^R$ in the analysis would add an artificial $R$ dependence). At the same time, the more general signal set $K_{s_1, s_2}^R$ in (6) allows to cover interesting data that is not exactly $s$-sparse, cf. Section 4.5.

In addition to proposing the functional $J_{\alpha, \beta}^R$ and the signal set $K_{s_1, s_2}^R$ for its analysis, our main contribution is threefold:

1. Under minimal assumptions on $A$, we show for any global minimizer $(U_{\alpha, \beta}, V_{\alpha, \beta})$ of (7): if $X_\star \in \Gamma K_{s_1}^R$, for $\Gamma > 0$, and $(\alpha, \beta)$ are suitably chosen, then $X_{\alpha, \beta} = U_{\alpha, \beta}V_{\alpha, \beta}^T \in \Gamma K_{s_1,s_2}^{4R}$ and $\mathcal{A}(X_{\alpha, \beta}) \approx y$, i.e., $X_{\alpha, \beta}$ is regular and satisfies the measurements up to noise level (Lemmas 2.1 and 2.2).

2. If $\mathcal{A}$, in addition, satisfies a robust injectivity property on $\Gamma K_{s_1}^R$ (Definition 2.3), then any $X_{\alpha, \beta}$ as defined in the first bullet point satisfies $X_{\alpha, \beta} \approx X_\star$ up to noise level and an injectivity constant $\delta$ (Theorem 2.4).

3. Various types of measurement operators $A$ (subgaussian, heavy-tailed, rank-1) satisfy the required robust injectivity (Theorem 2.5 and Corollary 2.8).

Furthermore, we examine two approaches to minimizing (7), for which we show global convergence to stationary points and local convergence to global minimizers, cf. Section 2.4.

**Our contribution in light of [12]:** Although the functional in (7) and the signal set $\Gamma K_{s_1, s_2}^R$ in (6) appear to be conceptually close to their predecessors in [12], this work notably contributes to the existing
theory.

First, the use of elastic net as sparsity regularizer in (7) allows to control both \( \ell_1 \)- and \( \ell_2 \)-norm simultaneously and leads to improved regularity of minimizers, cf. Lemma 2.2 and the consequent discussion.

Second, the definition of \( \Gamma K^{\alpha}_1 \Gamma \) treats the component matrices \( U \) and \( V \) as a whole such that their non-zero entries may be distributed without further restrictions. This is crucial to derive the regularity in Lemma 2.2 and stands in contrast to [12] where the sparsity of each column of \( U_{\alpha, \beta} \) and \( V_{\alpha, \beta} \) needed to be controlled individually. Together with the first-mentioned point this leads to a cleaner analysis of the approximation error and removes artificial technical assumptions on the computed minimizer \((U_{\alpha, \beta}, V_{\alpha, \beta})\), see [12, Corollary 4.4] in comparison to Theorem 2.4 below. What is more, in Theorem 2.4 the parameters \( \alpha, \beta \) may be chosen arbitrarily close to zero without worsening the regularity of \( X_{\alpha, \beta} \). This is required for covering low-noise regimes but stands in stark contrast to [12, Theorem 4.3].

Third, in contrast to [12, Definition 4.1] (and other previous works like [26]) the generalized robust injectivity we define in Definition 2.3 is not restricted to measurement operators with strongly concentrating distributions, cf. Theorem 2.5. When applied to subgaussian measurements, Theorem 2.5 even reduces the sufficient sample complexity in [12, Lemma 5.3] by a factor \( \Gamma^2 \) and, for unit norm \( X_* \in S_R^{s_1, s_2} \), reaches the near-optimal sample complexity in [26] (up to log-factors), cf. Corollary 2.8 and Remark 2.10.

Finally, our local convergence analysis repairs a theoretical inaccuracy of [12]. Indeed, in [12] the local convergence analysis considers Proximal Alternating Minimization, whereas the algorithm ATLAS [12, Algorithm 1] is an alternating minimization like Algorithm 1 below. To close this gap between empirical evaluation and theory, we analyze both Proximal Alternating Linearized Minimization and Alternating Minimization in our setting.

Like with most of the non-convex methods, convergence to global minimizers and thus empirical performance of (8) depends on a proper initialization \((U_0, V_0)\). We, however, do not provide such an initialization method but leave it as an open problem for future research. Our empirical evaluation in Section 4 suggests that the for low-rank recovery commonly used spectral initialization leads to decent results.

1.4 Related Work II

Let us briefly comment on the very last point. Finding a reliable and tractable initialization procedure is challenging. This reflects the intrinsic hardness of the presented problem, a hardness that stems from its deep connection to SPCA, which is known to be NP-hard in general [29]. To the best of our knowledge, all yet existing approaches to the reconstruction of jointly sparse and low-rank matrices share this impediment in one form or another. The above mentioned guarantees for SPF, which come with a tractable initialization, are restricted to signals with few dominant entries [26, 15]. The recent work [10], which builds upon ideas on generalized projections in [13] and uses a Riemannian version of Iterative Hard Thresholding to reconstruct jointly row-sparse and low-rank matrices, only provides local convergence results. The alternative approach of using optimally weighted sums or maxima of convex regularizers [22] — the only existing work apart from our predecessor paper [12] that considers non-orthogonal sparse low-rank decompositions — requires optimal tuning of the parameters under knowledge of the ground-truth. Whereas one may not hope for a general solution to these problems, the previously mentioned tractable results on nested measurements [2, 13] suggest that suitable initialization methods can be found for specific applications.

1.5 Outline and Notation

The organization of the paper is as follows. Section 2 provides the main results and part of the proofs. The remaining proofs can be found in Section 3. In Section 4, we compare our theoretical findings to actual empirical evidence. We conclude in Section 5 with a discussion on open problems and future work.

We use the shorthand notation \([n] := \{1, ..., n\}\) to write index sets. The relation \( a \gtrsim b \) is used to express \( a \geq Cb \) for some positive constant \( C \), and \( a \asymp b \) stands for \( \frac{a}{b} \) and \( \frac{b}{a} \).

For a matrix \( Z \in \mathbb{R}^{n_1 \times n_2} \), we denote its transpose by \( Z^T \). The support of \( Z \), i.e., the index set of the non-zero entries, is denoted by \( \text{supp}(Z) \). The function \( \text{vec} \) vectorizes any matrix and \( \text{vec}^{-1} \) reverses the vectorization. Hence, \( \text{vec}(Z) \in \mathbb{R}^{n_1 n_2} \) and \( Z = \text{vec}^{-1}(\text{vec}(Z)) \). We denote by \( \|Z\|_1 \) the \( \ell_1 \)-norm of \( \text{vec}(Z) \), by \( \|Z\|_F \) the Frobenius norm of \( Z \) (\( \ell_2 \)-norm of the vector of singular values), by \( \|Z\|_{2\rightarrow 2} \) the operator norm of \( Z \) (top
singular value), and by \(\|Z\|_*\) the nuclear norm of \(Z\) (sum of singular values).
The set-valued operator \(\partial f\) denotes the limiting Fréchet subdifferential, and \(\text{dom } \partial f = \{x \in \mathbb{R}^n : \partial f(x) \neq \emptyset\}\) its domain when applied to a function \(f : \mathbb{R}^n \rightarrow \mathbb{R} \cup \{\infty\}\), cf. [37, 31].
The covering number \(N(M, \|\cdot\|, \varepsilon)\) of a set \(M\) is the minimal number of \(\|\cdot\|\)-balls of radius \(\varepsilon\) that are needed to cover the set \(M\). The cardinality of any \(\varepsilon\)-net \(\tilde{M}\) of \(M\), i.e., for all \(z \in M\) there is \(\tilde{z} \in \tilde{M}\) with \(\|z - \tilde{z}\| < \varepsilon\), yields an upper bound for \(N(M, \|\cdot\|, \varepsilon)\).

## 2 Main Results

We are now ready to state the main results of the paper. In Section 2.1, we show how minimizers of \(J^{R}_{\alpha, \beta}\) yield under minimal assumptions solutions to the inverse problem (1). In Section 2.2, we estimate the approximation error assuming robust injectivity of \(A\) on \(K^{R}_{1, s_2}\). We then present in Section 2.3 various types of operators fulfilling robust injectivity and, finally, provide local convergence guarantees for (8) and related methods in Section 2.4.

### 2.1 General Properties of Minimizers

Let us begin with the basic properties that all minimizers of \(J^{R}_{\alpha, \beta}\) have under very general assumptions. To this end, let

\[
(U_{\alpha, \beta}, V_{\alpha, \beta}) \in \arg \min_{(U, V) \in \mathbb{R}^{n_1 \times R} \times \mathbb{R}^{n_2 \times R}} J^{R}_{\alpha, \beta}(U, V) \tag{9}
\]

be any minimizer of \(J^{R}_{\alpha, \beta}\) and denote

\[
X_{\alpha, \beta} = U_{\alpha, \beta} V_{\alpha, \beta}^T. \tag{10}
\]

The first result bounds the measurement misfit of any such \(X_{\alpha, \beta}\). The result is a straightforward modification of [12, Proposition 3.1].

**Lemma 2.1** (Measurement misfit). Assume \(X_*\) with \(\text{rank}(X) \leq R\) is generating the noisy measurements \(y = A(X_*) + \eta\) and let \((U_{\alpha, \beta}, V_{\alpha, \beta})\) be a global minimizer of \(J^{R}_{\alpha, \beta}\) where \(\alpha\) and \(\beta\) are chosen sufficiently small (depending on \(\|X_*\|_F\) and \(\|\eta\|_2\)). Then,

\[
\|y - A(X_{\alpha, \beta})\|_2 \leq 2\|\eta\|_2. \tag{11}
\]

**Proof**: Let \(X_* = U\Sigma V^T\) denote the SVD of \(X_*\), where \(U \in \mathbb{R}^{n_1 \times R}\) and \(V \in \mathbb{R}^{n_2 \times R}\). Since \((U_{\alpha, \beta}, V_{\alpha, \beta})\) minimizes \(J^{R}_{\alpha, \beta}\), we may use \((U\Sigma^{\frac{1}{2}}, \Sigma^{\frac{1}{2}}V)\) as a competitor in (9) to obtain

\[
\|y - A(X_{\alpha, \beta})\|_2^2 \leq J^{R}_{\alpha, \beta}(U_{\alpha, \beta}, V_{\alpha, \beta}) \leq J^{R}_{\alpha, \beta}(U\Sigma^{\frac{1}{2}}, \Sigma^{\frac{1}{2}}V)
\]

\[
= \|\eta\|_2^2 + \alpha_1 \left\|U\Sigma^{\frac{1}{2}}\right\|_F^2 + \alpha_2 \left\|U\Sigma^{\frac{1}{2}}\right\|_1 + \beta_1 \left\|\Sigma^{\frac{1}{2}}V\right\|_2 + \beta_2 \left\|\Sigma^{\frac{1}{2}}V\right\|_1
\]

\[
\leq 4 \|\eta\|_2^2,
\]

for \(\alpha_1 \leq \frac{\|\eta\|_2^2}{2\left\|U\Sigma^{\frac{1}{2}}\right\|_F^2}\), \(\alpha_2 \leq \frac{\|\eta\|_2^2}{2\left\|U\Sigma^{\frac{1}{2}}\right\|_1}\), \(\beta_1 \leq \frac{\|\eta\|_2^2}{2\left\|\Sigma^{\frac{1}{2}}V\right\|_F}\), and \(\beta_2 \leq \frac{\|\eta\|_2^2}{2\left\|\Sigma^{\frac{1}{2}}V\right\|_1}\).

The second result states that if the ratio of the parameters is fixed in a suitable way and \(X_*\) is low-rank with effectively sparse decomposition, then the same holds true for global minimizers of \(J^{R}_{\alpha, \beta}\) as long as \(\alpha\) and \(\beta\) are chosen sufficiently large to avoid overfitting.

**Lemma 2.2** (Regularity). Assume \(X_* \in \Gamma K^{R}_{s}\), for \(\Gamma > 0\), is generating the noisy measurements \(y = A(X_*) + \eta\) and let \((U_{\alpha, \beta}, V_{\alpha, \beta})\) be a global minimizer of \(J^{R}_{\alpha, \beta}\) where \(\alpha_1 = \sqrt{\Gamma}\alpha_2 = \beta_1 = \sqrt{\Gamma}\beta_2\). If \(\|y - A(X_{\alpha, \beta})\|_2 \geq \|\eta\|_2\), we have that \(X_{\alpha, \beta} \in \Gamma K^{4R}_{s}\).
Proof: Let $X_\ast = U_\ast V_\ast^T$ denote an SD of $X_\ast \in \Gamma K_s^R$ such that
\[
\max \left\{ \|U_\ast\|_F^2, \|V_\ast\|_F^2 \right\} \leq \Gamma R \quad \text{and} \quad \max \{\|U_\ast\|_1, \|V_\ast\|_1\} \leq R\sqrt{T} s
\]
(note that such an SD always exists by taking an arbitrary SD of $\frac{1}{2}X_\ast \in K_s^R$ and multiplying both the left and right components with $\sqrt{T}$). By minimality of $X_{\alpha,\beta}$, we get that
\[
\|y - \Lambda(X_{\alpha,\beta})\|_2^2 + \alpha_1 \|U_{\alpha,\beta}\|_F^2 + \alpha_2 \|U_{\alpha,\beta}\|_1 + \beta_1 \|V_{\alpha,\beta}\|_F^2 + \beta_2 \|V_{\alpha,\beta}\|_1 \\
= J_{\alpha,\beta}^R(U_{\alpha,\beta}, V_{\alpha,\beta}) \\
\leq J_{\alpha,\beta}^R(U_\ast, V_\ast) \\
= \|\eta\|_2^2 + \alpha_1 \|U_\ast\|_F^2 + \alpha_2 \|U_\ast\|_1 + \beta_1 \|V_\ast\|_F^2 + \beta_2 \|V_\ast\|_1.
\]
Subtracting $\|y - \Lambda(X_{\alpha,\beta})\|_2^2$ on both sides and using that by assumption $\|\eta\|_2 \leq \|y - \Lambda(X_{\alpha,\beta})\|_2$ and $\alpha_1 = \sqrt{T} \alpha_2 = \beta_1 = \sqrt{T} \beta_2$ leads to
\[
\max \left\{ \|U_{\alpha,\beta}\|_F^2, \|V_{\alpha,\beta}\|_F^2 \right\} \leq \|U_\ast\|_F^2 + \sqrt{\frac{T}{s}} \|U_\ast\|_1 + \|V_\ast\|_F^2 + \sqrt{\frac{T}{s}} \|V_\ast\|_1 \\
\leq 4 R \Gamma
\]
and
\[
\max \{\|U_{\alpha,\beta}\|_1, \|V_{\alpha,\beta}\|_1\} \leq \sqrt{\frac{s}{T}} \|U_\ast\|_F^2 + \|U_\ast\|_1 + \sqrt{\frac{s}{T}} \|V_\ast\|_F^2 + \|V_\ast\|_1 \\
\leq 4 R \sqrt{\Gamma} s,
\]
which shows that $X_{\alpha,\beta} \in \Gamma K_s^{4R}$.

The assumption $\|y - \Lambda(X_{\alpha,\beta})\|_2 \geq \|\eta\|_2$ in Lemma 2.2 is not restrictive. As soon as $\|y - \Lambda(X_{\alpha,\beta})\|_2 = \|\eta\|_2$, decreasing $\alpha$ and $\beta$ any further becomes undesirable since this will lead to overfitting. Comparing Lemma 2.2 to [12, Lemma 3.3], we see a massive improvement: First, by exploiting the Frobenius norm control of the elastic-net regularizers, Lemma 2.2 contains no implicit assumptions on the specific shape of $X_{\alpha,\beta}$ or its SD. Second, by the refined definition of the signal set (compare $\Gamma K_{s_1, s_2}^R$ in (6) to $K_{s_1, s_2}^{R, c}$ in [12]), the lemma guarantees that $X_{\alpha,\beta}$ has the same regularity as $X_\ast$ instead of only bounding the effective sparsity of single columns of $U_{\alpha,\beta}$ and $V_{\alpha,\beta}$.

All in all, the results of Section 2.1 show that, for any $\Lambda$ and well-tuned parameters $\alpha$ and $\beta$, any $X_{\alpha,\beta}$ is a reasonable approximation of $X_\ast \in \Gamma K_s^R$. Indeed, it is of rank $R$, fulfills the measurements up to noise level, and has an effectively sparse decomposition of the same order as $X_\ast$. However, the parameters $\alpha$ and $\beta$ have to be chosen with care, neither too small nor too large. Moreover, Lemma 2.2 shows that $\alpha$ and $\beta$ should be of similar magnitude. Otherwise either the left or the right components of $X_{\alpha,\beta}$ cannot be controlled. For further information on the parameter tuning we refer the reader to Section 4 and the discussion following Theorem 2.4.

2.2 Reconstruction Properties of Minimizers

To obtain proper reconstruction guarantees, we introduce a robust variant of injectivity for linear operators $\Lambda$ acting on $K_{s_1, s_2}^R$. These properties may be viewed as generalizations of the rank-$R$ and $(s_1, s_2)$-sparse RIP of Lee et al. in [26].

Definition 2.3 (Robust injectivity). Let $\Gamma > 0$. We say that $\Lambda$ satisfies robust injectivity on $\Gamma K_{s_1, s_2}^R$ with injectivity constants $\gamma \in (0, 1]$ and $\delta > 0$ if
\[
\|\Lambda(\mathbf{Z})\|_2^2 \geq \gamma \|\mathbf{Z}\|_F^2 - \delta
\]
for all $\mathbf{Z} \in \Gamma K_{s_1, s_2}^R$. 
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The requirement in (12) is weak when compared to classical restricted isometry properties [14]. It only lower bounds the contractivity of $\mathcal{A}$ when applied to matrices in $\Gamma K^2_{s_1,s_2}$. Furthermore, since the set $\Gamma K^2_{s_1,s_2}$ is not scaling invariant, the corresponding injectivity property in (12) is neither, see also Remark 2.9 below. The main reconstruction result reads as follows: If $\mathcal{A}$ is injective in the sense of Definition 2.3 and $\alpha, \beta$ are suitably chosen, any global minimizer of $J^R_{\alpha, \beta}$ provides an approximation of $X_*$ up to noise level and injectivity constant $\delta$. Recall from above that w.l.o.g. and for the sake of simplicity we restrict ourselves to the case $s_1 = s_2 = s$ and $K^R_s = K^R_s$ here.

**Theorem 2.4 (Reconstruction of signals).** Let $\Gamma > 0$. Assume that $\mathcal{A}$ satisfies robust injectivity on $\Gamma K^5_{s}$ with injectivity constants $\gamma \in (0, 1]$ and $\delta > 0$. If $X_* \in \Gamma K^R_s$ and $y = A(X_*) + \eta \in \mathbb{R}^n$, then by choosing $\alpha, \beta$ sufficiently small with $\alpha_1 = \sqrt{\Gamma} \alpha_2 = \beta_1 = \sqrt{\Gamma} \beta_2$ one obtains

$$||X_* - X_{\alpha, \beta}||_F \leq \frac{2}{\sqrt{\gamma}} ||\eta||_2 + \sqrt{\delta},$$

(13)

for any global minimizer $(U_{\alpha, \beta}, V_{\alpha, \beta})$ of $J^R_{\alpha, \beta}$. In particular, $X_{\alpha, \beta} \in \Gamma K^R_s$ with the SD in (10).

If $X_* \in \hat{S}^R_s$ and $\alpha_1 = \sqrt{\Gamma} \alpha_2 = \beta_1 = \sqrt{\Gamma} \beta_2$, it suffices that $\mathcal{A}$ satisfies robust injectivity on $\frac{||X_*||_F}{\sqrt{\Gamma}} K^5_{s}$ to obtain (13). In this case, $X_{\alpha, \beta} \in \frac{||X_*||_F}{\sqrt{\Gamma}} K^R_s$ with the SD in (10).

**Proof:** By assumption $X_* \in \Gamma K^R_s$ and $\alpha_1 = \sqrt{\Gamma} \alpha_2 = \beta_1 = \sqrt{\Gamma} \beta_2$. According to Lemma 2.1 we can choose $(\alpha, \beta)$ such that $||\eta||_2 \leq ||y - A(X_{\alpha, \beta})||_2 \leq 2 ||\eta||_2$. Lemma 2.2 thus yields that $X_{\alpha, \beta} \in \Gamma K^R_s$.

Since $X_* - X_{\alpha, \beta} \in \Gamma K^R_s$ by Lemma 1.4, we can now apply the robust injectivity of $\mathcal{A}$ to obtain

$$||X_* - X_{\alpha, \beta}||_F \leq \frac{1}{\sqrt{\gamma}} ||y - A(X_{\alpha, \beta})||_2 + \sqrt{\delta}$$

$$\leq \frac{2}{\sqrt{\gamma}} ||\eta||_2 + \sqrt{\delta}.$$

and hence the first claim.

Assume now that $X_* \in \hat{S}^R_s$. As described in the context of (4), $X_*$ hence possesses an orthogonal SD $X_* = U_* V_\top$ with $||U_*||_F = ||V_*||_F = ||X_*||_F^2$ and $||U_*||_1, ||V_*||_1 \leq ||X_*||_F^2 \sqrt{s R}$ (the $\ell_1$-norm bounds follow from $U_*, V_*$ having at most $R s$ entries). Recalling (6), it clearly follows from

$$X_* = \frac{||X_*||_F}{\sqrt{\Gamma}} U_* \left( \frac{\sqrt{\Gamma}}{||X_*||_F} \right) \left( \frac{\sqrt{\Gamma}}{||X_*||_F} \right) \top = \frac{||X_*||_F}{\sqrt{\Gamma}} U_* \tilde{V}_\top$$

that $X_* \in \frac{||X_*||_F}{\sqrt{\Gamma}} K^R_s$. This obviously yields the second claim by using the same arguments as before. $\blacksquare$

Whereas the assumptions of Theorem 2.4 are standard, i.e., the measurements need to behave well on the signal set and the parameters need to be well-tuned depending on the signal norm and noise level, the error bound in (13) is less common. Indeed, the additive appearance of $\sqrt{\delta}$ means that the Frobenius ball $B$ of radius $\sqrt{\delta}$ centered at the origin is a “dead zone”: For any signal $X_* \in B$, the statement of Theorem 2.4 is void. As long as all signals of interest are of a similar order of magnitude though, $\delta$ can be considered to be small in comparison by assuming a respectively strong injectivity property of $\mathcal{A}$. The results in Section 2.3 illustrate how this relates to a sufficient oversampling factor in the number of observations. If applied in a non-uniform way, Theorem 2.4 thus yields reconstruction of single signals of exceedingly small magnitude.

A second implication of the non-standard error bound in (13) is that the reconstruction error is not converging to zero for vanishing noise. Although this seems counter-intuitive, the experiments in Section 4.5 suggest that the additive term in (13) might be factual for general ground-truths in $\Gamma K^R_{s_1,s_2}$. In the case of jointly sparse ground-truths in $\hat{S}^R_{s_1,s_2}$, the experiments clearly show that it is an artifact of the proof since the reconstruction error vanishes with the noise.

The main challenge in applying Theorem 2.4 is to tune the parameters $\alpha$ and $\beta$. This is common to various regularized recovery procedures. Lemma 2.2, nevertheless, suggests a simple heuristic. As long as minimizers of $J^R_{\alpha, \beta}$ are regular in the sense that the (effective) sparsity of $U_{\alpha, \beta}$ and $V_{\alpha, \beta}$ is small, the critical
point of $\|y - A(X, \alpha, \beta)\|_2 = \|\eta\|_2$ has not yet been reached and $\alpha, \beta$ may be further decreased. If the critical point $\|y - A(X, \alpha, \beta)\|_2 < \|\eta\|_2$ is hit, the (effective) sparsity is not controlled anymore and likely to increase massively. This behavior can be observed in numerical experiments, see Section 4.

Finally, when considering subgaussian measurements, the second part of Theorem 2.4 allows us to reach with our method the same sample complexity as [26], cf. (23) in Remark 2.10.

2.3 Robust Injectivity

To make use of Theorem 2.4, we need to understand under which assumptions a linear operator $A$ of the form (1) satisfies the robust injectivity property introduced in Definition 2.3. If the component matrices $A_i$ are constructed as i.i.d. copies of a random matrix $A$, it suffices that the probability mass is not strongly concentrated around zero. This may be formally expressed in the small ball estimate

$$\Pr\left[\langle A, Z\rangle_F^2 \geq \theta \|Z\|_F^2\right] \geq c, \text{ for all } Z \in K,$$

where $K \subset \mathbb{R}^{n_1 \times n_2}$ is the signal set of interest and $\theta, c > 0$ are absolute constants. Note that (14) does not require independent entries of $A$. It is straight-forward to deduce for such $A$ the following result from Mendelson’s work in [30].

**Theorem 2.5** (Robust injectivity for small ball operators). Let $\Gamma > 0$, $\delta > 0$, and $A: \mathbb{R}^{n_1 \times n_2} \to \mathbb{R}^m$ be a linear measurement operator of the form (1) whose components $A_i$ are i.i.d. copies of a random matrix $A$ satisfying (14) on $\Gamma K_{s_1, s_2} - \Gamma K_{s_1, s_2}$. If

$$m \geq \delta^{-2} E_m(\Gamma K_{s_1, s_2}^R - \Gamma K_{s_1, s_2}^R, A)^2,$$

where

$$E_m(K, A) = \mathbb{E}\left[\sup_{Z \in K} \left\langle \frac{1}{\sqrt{m}} \sum_{i=1}^{m} \varepsilon_i A_i, Z\right\rangle_F\right],$$

denotes the mean empirical width of a set $K \subset \mathbb{R}^{n_1 \times n_2}$ under the distribution of $A$ (the $\varepsilon_i$ are i.i.d. copies of a Rademacher variable), then $A$ satisfies with probability at least $1 - \exp(-\frac{\epsilon^2}{2} m)$ robust injectivity as in (12) with constants $\gamma = \frac{\delta^2 \epsilon}{16}$ and $\delta$.

The proof of Theorem 2.5 can be found in Section 3.1. The result can be applied to various choices of $A$, e.g., measurement operators characterized by subgaussian matrices $A_i$ exhibiting strong tail decay, measurement operators whose components $A_i$ may be heavy tailed but obey an $L_1$-$L_2$-equivalence, or measurement operators whose components are Gaussian rank-1 matrices, i.e., $A_i = a_i a_i^\top$ where $a_i \in \mathbb{R}^n$ has i.i.d. Gaussian entries. In the following sections we will discuss the implications of Theorem 2.5 in each of these settings.

2.3.1 Subgaussian measurement operator with isotropic components

We first recall the definition of subgaussian random variables and vectors.

**Definition 2.6** (Subgaussian random variable). A random variable $\xi \in \mathbb{R}$ is called $\mathcal{K}$-subgaussian if the tail bound $\Pr[|\xi| > t] \leq 2\exp(-t^2/\mathcal{K}^2)$ holds. The smallest possible number for $\mathcal{K} \geq 0$ is called subgaussian norm of $\xi$ and denoted by $\|\xi\|_{\psi_2}$.

The class of subgaussian random variables covers important special cases such as Gaussian, Bernoulli, and more generally all bounded random variables, cf. [41]. Furthermore, any subgaussian random variable $\xi \in \mathbb{R}$ satisfies

$$\|\xi\|_{L_p} \leq \mathcal{K}\sqrt{p}, \text{ for all } p \geq 1,$$

where $\|\xi\|_{L_p} := \mathbb{E}[|\xi|^p]^{\frac{1}{p}}$ denotes the $p$-th absolute moment of $\xi$. The condition in (17) is (up to scaling $\mathcal{K}$ by an absolute constant) equivalent to the tail decay in Definition 2.6. Subgaussian random vectors can now be defined as follows.
Definition 2.7 (Subgaussian random vector). A random vector \( \xi \in \mathbb{R}^n \) is called \( K \)-subgaussian if the random variable \( \langle x, \xi \rangle \) is \( K \)-subgaussian, for any choice of \( x \in \mathbb{R}^n \).

A random vector \( \xi \in \mathbb{R}^n \) is called isotropic if \( \| \langle x, \xi \rangle \|_{L^2} = \| x \|_2 \), for any \( x \in \mathbb{R}^n \). Since this is equivalent to \( \mathbb{E}[\xi \xi^\top] = \text{Id} \), isotropic random vectors are a natural generalization of unit variance random variables to higher dimensions. Both concepts (subgaussianness and isotropy) extend to random matrices by interpreting them as vectors.

For subgaussian measurement operators, i.e., operators \( A \) whose component matrices \( A_i \) are i.i.d. copies of a subgaussian matrix \( A \), the mean empirical width in (16) reduces to the so-called Gaussian width defined as

\[
w(K) = \mathbb{E} \left[ \sup_{z \in K} \langle z, g \rangle \right],
\]

for \( K \subset \mathbb{R}^n \) and \( g \in \mathbb{R}^n \) having i.i.d. standard Gaussian entries, cf. [40, Eq. (6.4)]. The Gaussian width has become an established measure of set complexity due to its numerous favorable properties [42]. In particular,

- the width of the Euclidean unit ball \( B^n \) fulfills \( w(B^n) \simeq \sqrt{n} \),

- the width of the set of \( s \)-sparse vectors \( \Sigma^a_s \) intersected with \( B^n \) fulfills \( w(\Sigma^a_s \cap B^n) \simeq \sqrt{s \log \left( \frac{en}{s} \right)} \),

illustrating that \( w(K \cap B^n)^2 \) extends the linear dimension of subspaces in a consistent way to arbitrary sets \( K \subset \mathbb{R}^n \). The restriction to \( B^n \) in the above examples is necessary since \( w(K) \) scales in the diameter of \( K \). By noticing that isotropic subgaussian random vectors satisfy (14) and by evaluating \( w(\Gamma K^R_{s_1, s_2} \cap \Gamma K^R_{s_1, s_2}) \), we can deduce the following corollary of Theorem 2.5. The details are provided in Section 3.2.

**Corollary 2.8** (Robust injectivity for subgaussian operators). Let \( \Gamma > 0 \), \( \delta > 0 \), and \( A : \mathbb{R}^{n_1 \times n_2} \to \mathbb{R}^m \) be a linear measurement operator of form (1). Assume, all \( A_i \), for \( i \in [m] \), are i.i.d. copies of a \( K \)-subgaussian isotropic random matrix \( A \). If

\[
m \gtrsim \delta^{-2} \Gamma^2 R^3 (s_1 + s_2) \log^3 \left( \max \{n_1, n_2\} \right),
\]

then \( A \) satisfies with probability at least \( 1 - \exp(-\frac{1}{2}m) \) robust injectivity as in (12) with constants \( \gamma \) and \( \delta \), where \( \gamma \) solely depends on \( K \).

** Remark 2.9.** As observed in [12], the strong concentration of subgaussian random variables around their mean even allows to obtain the stronger bound

\[
\| A(Z) \|_2^2 - \| Z \|_2^2 \leq \delta,
\]

for any \( Z \in \Gamma K^R_{s_1, s_2} \), which implies robust injectivity with \( \gamma = 1 \) and \( \delta \) (note at this point, however, that \( \Gamma K^R_{s_1, s_2} \) differs from the signal set in [12] and that Corollary 2.8 shows a better sample complexity than [12, Lemma 5.3]). The additive quasi-isometric property in (19) is still not of the form of commonly used multiplicative Restricted Isometry Properties (RIP)

\[
(1 - \delta) \|Z\|_2^2 \leq \|A(Z)\|_2^2 \leq (1 + \delta) \|Z\|_2^2
\]

as (19), in contrast to (20), is not scaling invariant and \( A(Z) = A(Z') \) does not imply \( Z = Z' \) but only \( \|Z - Z'\|_2^2 \leq \delta \).

Let us repeat in this context an important observation from [12]. In fact, it is impossible to derive a classical scaling invariant RIP like (20) on \( \Gamma K^R_{s_1, s_2} \) under similar conditions as (18). The main problem is non-orthogonality of the SDs in \( \Gamma K^R_{s_1, s_2} \). This can be seen in the following way (we consider w.l.o.g. only the case \( R = 2 \)): Let \( m \simeq 2(n_1 + s) \log^3 \left( \max \{n_1, n_2\} \right) \) and assume that the linear operator \( A \) fulfills (20) for all \( Z \in K^2_{s_1, s_2} \). Let \( u \in \mathbb{R}^{n_2} \) and \( w \in \mathbb{R}^{n_2} \) be arbitrary unit-norm vectors. Now choose any \( v_1 \in \mathbb{R}^{n_2} \) of unit norm and \( \|v_1\|_1 \leq \sqrt{s}/2 \). Define \( v_2 := -v_1 + \varepsilon w \) and choose \( \varepsilon > 0 \) sufficiently small to ensure \( \|v_2\|_1 \leq \sqrt{s} \) and \( \|v_2\|_2 \approx 1 \). Then \( Z := (1/2)uv_1^\top + (1/2)uv_2^\top \in K^2_{s_1, s_2} \), and, by assumption, (20) holds. But this implies by definition of \( Z \) and scaling invariance of (20) that

\[
(1 - \delta) \|uw^\top\|_2^2 \leq \|A(uw^\top)\|_2^2 \leq (1 + \delta) \|uw^\top\|_2^2.
\]
Since the choice of $u$ and $w$ was arbitrary, this means that (21) and thus also (20) hold for all rank-1 matrices (not only those with effectively sparse right components). If $n_1, s \ll n_2$, this is a clear contradiction to information theoretical lower bounds, as corresponding RIPs would require at least $m \asymp \max\{n_1, n_2\}$ (see [7, Section 2.1]).

Finally note that even if one used the alternative and scaling-invariant definition of effective sparsity mentioned in Remark 1.3 to define the set $K^R_{s_1, s_2}$, the above argument would stay valid since $v_1$ and $v_2$ are of unit norm and thus effectively $s$-sparse according to both definitions. The main obstacle in obtaining scaling invariant RIPs like (20) is thus the non-orthogonality of decompositions in $K^R_{s_1, s_2}$, not the scaling variance of our effective sparsity model.

**Remark 2.10.** Note that $\Gamma R$ is the Frobenius diameter of $\Gamma K^R_{s_1, s_2}$ and that (18) can be re-written as

$$m \geq \left( \frac{\delta}{\Gamma R} \right)^{-2} R(s_1 + s_2) \log^3 \{\max\{n_1, n_2\}\}. \quad (22)$$

For $\delta = \Delta \Gamma R$, $\Delta \in (0, 1)$, Corollary 2.8 hence states that up to log-factors $m \approx O (\Delta^{-2} R(s_1 + s_2))$ subgaussian measurements are sufficient to $\delta$-stably embed $\Gamma K^R_{s_1, s_2}$ in $\mathbb{R}^m$, cf. [35, Def. 1.1 & Thm. 1.5]. How does this relate to the preliminary work on SPF in [26] where orthogonality of the matrices $U$ and $V$ was assumed? First note that to allow a fair comparison between the scaling invariant result in [26] and the scaling variant Corollary 2.8 (cf. Remark 2.9), one needs to restrict oneself to unit Frobenius-norm matrices $\|Z\|_F = 1$. The results in [26] now guarantee that (20) holds for all $Z \in \hat{S}^R_{s_1, s_2}$ if $m \gtrsim \delta^{-2} R(s_1 + s_2) \log(\max\{n_1, n_2\})$. Let us compare this to our results. If $Z \in \hat{S}^R_{s_1, s_2}$ is of unit Frobenius-norm, the proof of Theorem 2.4 shows that $Z \in \frac{1}{\Gamma} K^R_{s_1, s_2}$. Applying Corollary 2.8 to this set, i.e., setting $\Gamma = \frac{1}{\Gamma}$, yields that the robust injectivity holds with high probability if

$$m \geq \delta^{-2} R(s_1 + s_2) \log^3 (\max\{n_1, n_2\}). \quad (23)$$

Up to the additional log-factors, this perfectly resembles the results in [26], which have been shown to be near-optimal for recovery of matrices with orthogonal sparse decomposition. However, [26] neither treats effective sparsity nor non-orthogonal decompositions.

### 2.3.2 Heavy-tailed measurements with $L_1$-$L_2$-equivalence

Theorem 2.5 does not require strong concentration properties as fulfilled by subgaussian random matrices. It doesn’t even require the existence of higher-order moments. We can, for instance, consider operators $A$ of form (1) whose component matrices $A_i$ are i.i.d. copies of an isotropic random matrix $A$ that only satisfies the $L_1$-$L_2$-equivalence

$$E\left[\|A, Z\|_F^2\right] \leq c E\left[\| (A, Z) F \|_F \right], \quad \text{for all } Z \in \mathbb{R}^{n_1 \times n_2}, \quad (24)$$

where $c > 1$ is an absolute constant. The condition in (24) is fulfilled by various heavy-tailed distributions. By isotropy and the Paley-Zygmund inequality [30, Lemma 4.1], one obtains from (24) the small ball estimate

$$\Pr\left[\| A, Z \|_F^2 \geq \theta \| Z \|_F^2 \right] \geq \left( 1 - \frac{\sqrt{\theta} c}{c} \right)^2, \quad \text{for all } Z \in \mathbb{R}^{n_1 \times n_2}, \quad (25)$$

for all $\theta \in (0, \frac{1}{c})$, and Theorem 2.5 can be applied. Note, however, that the required sample complexity depends on $E_m(\Gamma K^R_{s_1, s_2} - \Gamma K^R_{s_1, s_2}, A)$, which is hard to compute for general $A$. The experiments in Section 4.2 suggest that the sample complexity for log-normal $A$ is comparable to the Gaussian case.

**Remark 2.11.** By [30, Lemma 4.2] the estimate in (14) can be deduced as well if $A$ consists of i.i.d. entries $A_{i,j}$ which satisfy $E[A_{i,j}^2] \leq c E[|A_{i,j}|]$ (only the constant on the right-hand side of (14) changes). However, the condition in (24) is more general as it does not require independence of the entries of $A$. 
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2.3.3 Rank-1 measurement operator

Another noteworthy class of measurement operators for matrix sensing is given by rank-1 measurements, i.e., the matrices $A_i$ defining $A$ are i.i.d. copies of a rank one matrix $A = aa^\top$ where $a \in \mathbb{R}^n$ has i.i.d. standard Gaussian entries (in this case we restrict ourselves to quadratic matrices $n_1 = n_2 = n$). The advantage of such a structured measurement operator lies in the reduced storage and evaluation costs. The drawback when compared to subgaussian operators with i.i.d. entries is the additional dependence between the entries of each $A_i$. However, by using the observation that Gaussian rank-1 measurements satisfy the small ball estimate (14), cf. [23], one may again apply Theorem 2.5. As in Section 2.3.2, computing $E_m(\Gamma K^{R}_{s_1,s_2} - \Gamma K^{R}_{s_1,s_2}, A)$ is non-trivial but the numerical experiments in Section 4.2 suggest that it scales comparable to the subgaussian case.

The following lemma, which relates $E_m(\Gamma K^{R}_{s_1,s_2} - \Gamma K^{R}_{s_1,s_2}, A)$ to Talagrand’s $\gamma_1$- and $\gamma_2$-functionals, can be viewed as a first step in deriving an explicit sample complexity. The $\gamma_\alpha$-functional for a metric space $(K, \text{dist})$ is defined as

$$\gamma_\alpha(K, \text{dist}) = \inf_{(K_i)_i \subset \mathcal{R}} \sup_{z \in K} \sum_{i=0}^{\infty} 2^{\frac{i}{\alpha}} \text{dist}(z, K_i),$$

where the infimum is taken over all admissible sequences $(K_i)_i \subset \mathcal{R}$, i.e., sequences of subsets of $K$ for which $|K_0| = 1$ and $|K_i| \leq 2^i$.

**Lemma 2.12.** For $K \subset \mathbb{R}^{n \times n}$ and $A = aa^\top$ with $a \in \mathbb{R}^n$ having i.i.d. $K$-subgaussian entries with mean 0 and variance 1, one has

$$E_m(K, A) \leq C \left( \sqrt{R} \gamma_2(K, \| \cdot \|_F) + \frac{\gamma_1(K, \| \cdot \|)}{\sqrt{m}} \right),$$

where $C > 0$ only depends on $K$.

The proof of Lemma 2.12 can be found in Section 3.3. Note that $\gamma_\alpha(K, \text{dist})$ can be seen as a measure of the intrinsic complexity of $K$ when measured in dist. Up to an absolute constant $\gamma_2(K, \| \cdot \|_2)$ is equivalent to the Gaussian width [42, Theorem 8.6.1], a result due to Fernique [11] and Talagrand [38], and widely known as majorizing measures theorem. By this result, one can replace $\gamma_2(\Gamma K^{R}_{s_1,s_2} - \Gamma K^{R}_{s_1,s_2}, \| \cdot \|_F)^2$ in Lemma 2.12 with $\nu(\Gamma K^{R}_{s_1,s_2} - \Gamma K^{R}_{s_1,s_2})^2$ leading to a bound as in (18). Unfortunately, it is not as simple to bound $\gamma_1(\Gamma K^{R}_{s_1,s_2} - \Gamma K^{R}_{s_1,s_2}, \| \cdot \|)^2$ in an intuitive way without deriving a tight bound on the covering number $N(\Gamma K^{R}_{s_1,s_2}, \| \cdot \|, \varepsilon)$ of $\Gamma K^{R}_{s_1,s_2}$ in operator norm. Indeed, if we had such a bound, we could use that

$$\gamma_1(\Gamma K^{R}_{s_1,s_2} - \Gamma K^{R}_{s_1,s_2}, \| \cdot \|) \lesssim \int_{0}^{\infty} \log(N(\Gamma K^{R}_{s_1,s_2} - \Gamma K^{R}_{s_1,s_2}, \| \cdot \|, \varepsilon)) d\varepsilon,$$

see [38, Section 1.2], to control the second term in (27). Independently from this open point, let us mention that in its current form we do not expect (27) to be optimal since the additional factor $\sqrt{R}$ in front of the $\gamma_2$-functional appears to be an artifact of the proof.

2.4 Computing Minimizers

The previous sections showed that minimizers of $J_{\alpha,\beta}^R$ uniformly approximate original ground-truths as long as the measurement operator $A$ satisfies the robust injectivity in Definition 2.3, a rather mild condition fulfilled by many popular choices of $A$. The last crucial question is how to compute global minimizers of the functional $J_{\alpha,\beta}^R$ defined in (7) in an efficient way. We discuss here two schemes based on the proximal operator of the elastic net $\text{Enet}_\theta(Z) = \theta_1 \|Z\|_F^2 + \theta_2 \|Z\|_1$, for $\theta = (\theta_1, \theta_2)^\top \geq 0$. These methods are designed to handle the non-differentiability of $J_{\alpha,\beta}^R$ which is inherited from the $\ell_1$-norm. The proximal operator of a proper and lower semi-continuous function $f: \mathbb{R}^n \to \mathbb{R} \cup \{\infty\}$ is defined as

$$\text{prox}_{\mu f}(u) = \arg \min_{z \in \mathbb{R}^n} \frac{1}{2} \|z - u\|_2^2 + \mu f(z),$$
where $\mu > 0$ is a design parameter. Since $\text{prox}_{\chi_C}(z)$ is the orthogonal projection of $z$ onto $C$, for $C$ convex and $\chi_C$ being the corresponding indicator function \cite{37}, proximal operators may be viewed as generalized projections. By separability of the components of $\text{Enet}_\theta$, it is straightforward to verify that

$$\text{prox}_{\mu\text{Enet}_\theta}(Z) = (S_{\theta,\mu}(Z_{i,j}))_{i,j}$$

where $S_{\theta,\mu}(Z_{i,j}) = \begin{cases} Z_{i,j} - \mu \theta_2 \frac{1}{1 + 2\mu \theta_1} & Z_{i,j} > \mu \theta_2 \\ 0 & |Z_{i,j}| \leq \mu \theta_2 \\ Z_{i,j} + \mu \theta_2 \frac{1}{1 + 2\mu \theta_1} & Z_{i,j} < -\mu \theta_2 \end{cases}$.

Due to the non-convex structure of $J_{\alpha,\beta}^R$, we are not able to derive guaranteed global convergence to global minimizers. However, we guarantee global convergence of all presented methods to stationary points of $J_{\alpha,\beta}^R$ and local convergence to global minimizers. Our analysis relies on the fact that $J_{\alpha,\beta}^R$ has the so-called Kurdyka-Lojasiewicz property, which requires $J_{\alpha,\beta}^R$ to behave well around stationary points.

**Definition 2.13** (Kurdyka-Lojasiewicz property \cite[Definition 3.1]{1}). A proper lower semicontinuous function $f : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\}$ is said to have the KL-property at $x \in \text{dom } \partial f$ if there exist $\eta \in (0, \infty)$, a neighborhood $U$ of $x$ and a continuous concave function $\varphi : [0, \infty) \to \mathbb{R}_+$ such that

- $\varphi(0) = 0$,
- $\varphi$ is $C^1$ on $(0, \eta)$,
- $\varphi'(t) > 0$, for all $t \in (0, \eta)$,
- and, for all $x \in U \cap \{x \in \mathbb{R}^n : f(x) < f(\bar{x}) < f(\bar{x}) + \eta\}$, the KL-inequality holds:

$$\varphi'(f(\bar{x}) - f(x)) \text{ dist}(0, \partial f(x)) \geq 1.$$

**Remark 2.14.** As mentioned in \cite{1}, the KL-property originates from \cite{28}, where the KL-inequality was proven for real-analytic functions and $\varphi(t) = t^{1-\theta}$, for $\theta \in [\frac{1}{2}, 1)$. Consequent works \cite{24, 5} extended the result to non-smooth subanalytic functions. It is easy to see that $J_{\alpha,\beta}^R$ has the KL-property with $\varphi(t) = ct^{1-\theta}$, for $c > 0$ and $\theta \in [0, 1)$ since its graph is a semialgebraic set in $\mathbb{R}^{n_1 \times R} \times \mathbb{R}^{n_2 \times R} \times \mathbb{R}$, see the more detailed discussion in Section 3.4.

As \cite[Theorem 3.4]{1} shows, a characterization of $\theta$ would determine the convergence speed of alternating descent schemes. While \cite{27} can be used to compute $\theta$ for piecewise convex polynomials, it is unclear how to do the same for non-convex polynomials. Addressing this more general issue would, in particular, provide convergence rates for (8).

Similarly, the main difficulty in characterizing the convergence radius in Theorems 2.15 and 2.16 below is to characterize the KL-parameters $U$ and $\eta$ of $J_{\alpha,\beta}^R$. Doing so for a non-convex functional is a challenging task on its own and thus the reason for us to defer the treatment of initialization to future work.

### 2.4.1 Alternating Minimization

To analyze (8), i.e., Algorithm 1, we follow the arguments in \cite{1}. Note, however, that Algorithm 1 is rather inefficient since each iteration requires solving a convex optimization problem. If desired, this could be done, e.g., via proximal gradient descent given in Algorithm 2.

**Theorem 2.15.** The sequence $(U_k, V_k)$ generated by Algorithm 1 converges to a stationary point of $J_{\alpha,\beta}^R$. Moreover, for any global minimizer $(U_{\alpha,\beta}, V_{\alpha,\beta})$ of $J_{\alpha,\beta}^R$, there exist $\varepsilon, \eta > 0$, such that the initial conditions

$$\|(U_0, V_0) - (U_{\alpha,\beta}, V_{\alpha,\beta})\|_F < \varepsilon, \quad \min J_{\alpha,\beta}^R < J_{\alpha,\beta}^R(U_0, V_0) < \min J_{\alpha,\beta}^R + \eta,$$

imply that the iterations $(U_k, V_k)$ converge to some $(U_*, V_*) \in \arg \min J_{\alpha,\beta}^R$.

We discuss in Section 3.4 how Theorem 2.15 can be derived from the results in \cite{1}.
A second, more efficient descent scheme is given by the Proximal Alternating Linearized Minimization [6],

2.4.2 Proximal Alternating Linearized Minimization

Given:

- objective function

Algorithm 2: Proximal Gradient Descent

Given:

Algorithm 1: Alternating Minimization

This section provides the remaining proofs for the main results from Section 2.

3 Proofs

This section provides the remaining proofs for the main results from Section 2.
Algorithm 3: Proximal Alternating Linearized Minimization

**Algorithm: Proximal Alternating Linearized Minimization**

**Given:** $y \in \mathbb{R}^m$, $A \in \mathbb{R}^{m \times n_1 n_2}$ such that $\mathcal{A}(UV^T) = A \cdot \text{vec}(UV^T)$, rank $R$, $V_0 \in \mathbb{R}^{n_2 \times R}$, $\alpha_1, \alpha_2, \beta_1, \beta_2 > 0$, and sequences of step-sizes $(\lambda_k), (\mu_k) \subset (r_-, r_+)$, for $r_+ > r_- > 0$.

1: while stop condition is not satisfied do
   2: $U_{k+1} \leftarrow \text{prox}_{\frac{1}{\lambda_k} \text{Enet}}(U_k - \lambda_k \text{vec}^{-1}(A_{V_k}^\tau (A_{V_k} \text{vec}(U_k) - y))) \quad \triangleright \mathcal{A}(UV^T) = A \cdot \text{vec}(U)$
   3: $V_{k+1} \leftarrow \text{prox}_{\frac{1}{\mu_k} \text{Enet}}(V_k - \mu_k \text{vec}^{-1}(A_{U_{k+1}}^\tau (A_{U_{k+1}} \text{vec}(V_k) - y))) \quad \triangleright \mathcal{A}(UV^T) = A \cdot \text{vec}(V)$
5: end while
4: return $(U_{\text{final}}, V_{\text{final}})$

3.1 Proof of Theorem 2.5

The proof of Theorem 2.5 is a straight-forward application of Mendelson’s small ball method [30]. We first recap the key result transferred to our setting.

**Theorem 3.1** ([30, Corollary 5.5]). Let $K \subset \mathbb{R}^{n_1 \times n_2}$ be star-shaped around 0, i.e., for any $t \in [0, 1]$ and $Z \in K$ one has $tZ \in K$. Let $A \in \mathbb{R}^{n_1 \times n_2}$ be an isotropic random matrix satisfying

$$Q_K(2\tau) := \inf_{Z \in K} \Pr[|\langle A, Z \rangle_F| \geq 2\tau \|Z\|_F] > 0,$$

and let $A_i$, $i \in [m]$, be i.i.d. copies of $A$. Let $r > 0$ be sufficiently large to have

$$\mathbb{E} \left[ \sup_{Z \in K \cap rB_F} \left( \frac{1}{m} \sum_{i=1}^m \varepsilon_i A_i, Z \right) \right] \leq \frac{\tau}{16} Q_K(2\tau) r,$$

where $B_F$ denotes the Frobenius unit ball. Then with probability at least $1 - 2e^{-\frac{1}{2}Q_K(2\tau)^2 m}$

$$|\{i : |\langle A_i, Z \rangle_F| \geq \tau \|Z\|_F\}| \geq \frac{1}{4} Q_K(2\tau) m,$$

for all $Z \in K$ with $\|Z\|_F \geq r$.

**Proof of Theorem 2.5:** Let us define $K = \Gamma K_{s_1, s_2}^R - \Gamma K_{s_1, s_2}^R$. First note that $K$ is star-shaped and since (14) holds for $A$, we have $Q_K(2\tau) \geq c$, where $2\tau = \theta$. By (15) and symmetry of $K$, we get that

$$\mathbb{E} \left[ \sup_{Z \in K \cap rB_F} \left( \frac{1}{m} \sum_{i=1}^m \varepsilon_i A_i, Z \right) \right] = \mathbb{E} \left[ \sup_{Z \in K \cap rB_F} \left( \frac{1}{m} \sum_{i=1}^m \varepsilon_i A_i, Z \right) \right] = \mathbb{E} \left[ \sup_{Z \in K \cap rB_F} \left( \frac{1}{m} \sum_{i=1}^m \varepsilon_i A_i, Z \right) \right] \leq \frac{\tau}{16} Q_K(2\tau) \delta.$$

We may now apply Theorem 3.1 with $\tau = \frac{\theta}{2} r$ and $r = \delta$ to obtain with probability at least $1 - 2e^\frac{2}{\delta^2 m}$

$$\|\mathcal{A}(Z)\|_2^2 = \sum_{i=1}^m \left( \frac{1}{\sqrt{m}} A_i, Z \right)_F^2 = \frac{1}{m} \sum_{i=1}^m \langle A_i, Z \rangle_F^2 \geq \frac{1}{m} \cdot \left( \frac{1}{4} Q_K(2\tau) m \right) \cdot \left( \gamma^2 \|Z\|_F^2 \right) \geq \frac{\theta^2 c}{16} \|Z\|_F^2,$$

for all $Z \in K$ with $\|Z\|_F \geq \delta$. Since $\Gamma K_{s_1, s_2}^R \subset K$, the claim follows. \qed
3.2 Proof of Corollary 2.8

To prove Corollary 2.8, we need to bound the complexity of $\Gamma K_{s_1,s_2}^R$ in terms of the Gaussian width $w(\Gamma K_{s_1,s_2}^R)$. Since the Gaussian width of a set $K$ is strongly connected to the covering numbers $N(K,\|\cdot\|_2,\varepsilon)$ of $K$ with respect to the Euclidean norm, we begin by bounding this quantity.

**Lemma 3.2** (Covering numbers of $\Gamma K_{s_1,s_2}^R$). Let $\Gamma > 0$ and let $K_{s_1,s_2}^R$ be the set defined in (6). Then, for all $\varepsilon \in (0,1)$, one has that

$$
\log \left( N(\Gamma K_{s_1,s_2}^R,\|\cdot\|_2,\varepsilon) \right) \lesssim \varepsilon^{-2} \Gamma^2 R^3 (s_1 + s_2) \log \left( \max \left\{ \frac{e_1}{s_1}, \frac{e_2}{s_2} \right\} \right).
$$

**Proof:** First, note that by [34, Lemma 3.4] the covering number of the set of effectively $s$-sparse vectors $K_{n,s}$ can be bounded by

$$
\log \left( N(K_{n,s},\|\cdot\|_2,\varepsilon) \right) \lesssim \varepsilon^{-2} n \log \left( \frac{e_n}{s} \right).
$$

We now construct a net for $K_{s_1,s_2}^R$. Let $\tilde{K}_{Rn_1,Rs_1}$ and $\tilde{K}_{Rn_2,Rs_2}$ be minimal $\frac{\varepsilon}{2\sqrt{R}}$-nets of $\sqrt{\Gamma}K_{Rn_1,Rs_1}$ and $\sqrt{\Gamma}K_{Rn_2,Rs_2}$, and define

$$
\tilde{K} = \left\{ \tilde{Z} = \tilde{U}\tilde{V}^T : \text{vec}(\tilde{U}) \in \tilde{K}_{Rn_1,Rs_1} \text{ and vec}(\tilde{V}) \in \tilde{K}_{Rn_2,Rs_2} \right\}.
$$

Hence, for any $Z = UV^T \in K_{s_1,s_2}^R$ there exists $\tilde{Z} = \tilde{U}\tilde{V}^T \in \tilde{K}$ such that $\|U - \tilde{U}\|_F \leq \frac{\varepsilon}{2\sqrt{R}}$ and $\|V - \tilde{V}\|_F \leq \frac{\varepsilon}{2\sqrt{R}}$. This implies

$$
\|Z - \tilde{Z}\|_F \leq \|U - \tilde{U}\|_F \|V\|_F + \|\tilde{U}\|_F \|V - \tilde{V}\|_F \leq \frac{\varepsilon}{2\sqrt{R}} \sqrt{R} + \sqrt{R} \frac{\varepsilon}{2\sqrt{R}} = \varepsilon,
$$

i.e., $\tilde{K}$ is an $\varepsilon$-net of $K_{s_1,s_2}^R$. By construction, the cardinality of $\tilde{K}$ is bounded by $|\tilde{K}| \leq |\tilde{K}_{Rn_1,Rs_1}| \cdot |\tilde{K}_{Rn_2,Rs_2}|$ and, consequently, using that $N(cK,\|\cdot\|_2,\varepsilon) = N \left( K,\|\cdot\|_2,\frac{\varepsilon}{c} \right)$, for $c > 0$, we get

$$
\log \left( N(K_{s_1,s_2}^R,\|\cdot\|_2,\varepsilon) \right) \leq \log \left( N \left( \sqrt{\Gamma}K_{Rn_1,Rs_1},\|\cdot\|_2,\frac{\varepsilon}{2\sqrt{R}} \right) \right) + \log \left( N \left( \sqrt{\Gamma}K_{Rn_2,Rs_2},\|\cdot\|_2,\frac{\varepsilon}{2\sqrt{R}} \right) \right)
\lesssim \varepsilon^{-2} R^3(s_1 + s_2) \log \left( \max \left\{ \frac{e_1}{s_1}, \frac{e_2}{s_2} \right\} \right).
$$

The claim follows from $N(\Gamma K_{s_1,s_2}^R,\|\cdot\|_F,\varepsilon) = N \left( K_{s_1,s_2}^R,\|\cdot\|_F,\frac{\varepsilon}{\Gamma} \right)$. 

From Lemma 3.2, we deduce the following bound on the Gaussian width of $K_{s_1,s_2}^R$.

**Lemma 3.3** (Gaussian width of $\Gamma K_{s_1,s_2}^R$). Let $\Gamma > 0$ and let $K_{s_1,s_2}^R$ be the set defined in Section 2. Then,

$$
w(\Gamma K_{s_1,s_2}^R) \lesssim \sqrt{\Gamma^2 R^3 (s_1 + s_2)} \log^3 \left( \max \{n_1, n_2\} \right).
$$

**Proof:** The two-sided Sudakov inequality [42, Theorem 8.1.13] yields that

$$
w(K_{s_1,s_2}^R) \lesssim \log(n_1n_2) \sup_{\varepsilon > 0} \varepsilon \sqrt{\log \left( N(K_{s_1,s_2}^R,\|\cdot\|_F,\varepsilon) \right)}.
$$

Lemma 3.2 now yields the claim.

**Proof of Corollary 2.8:** We assume that $A \in \mathbb{R}^{n_1 \times n_2}$ is isotropic and $\mathcal{K}$-subgaussian. First note that, for any set $K \subset \mathbb{R}^{n_1 \times n_2}$, the mean empirical width $E_m(K, A)$ can be bounded by the Gaussian width $w(K)$ [40, Eq. (6.4)] in this case. Hence,

$$
E_m(\Gamma K_{s_1,s_2}^R - \Gamma K_{s_1,s_2}^{R^*}, A)^2 \leq Cw(\Gamma K_{s_1,s_2}^R - \Gamma K_{s_1,s_2}^{R^*})^2 \leq 4Cw(\Gamma K_{s_1,s_2}^R)^2 \lesssim \Gamma^2 R^3(s_1 + s_2) \log^3 \left( \max \{n_1, n_2\} \right),
$$
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where the second step follows from elementary properties of $w$ and the third step from Lemma 3.3. Consequently, (15) becomes

$$m \gtrsim \delta^{-2} R^2 (s_1 + s_2) \log^3 (\max \{n_1, n_2\}) .$$  

(29)

All that remains is to show that $A$ satisfies (14) on $\Gamma K R_{s_1, s_2} - \Gamma K R_{n_1, n_2}$ with $c$ only depending on $\theta$ and $\mathcal{K}$. To this end, recall from Section 2.3.1 that for any $Z \in \mathbb{R}^{n_1 \times n_2}$ we have by assumption that $\| (A, Z) F \|_{L_2} = \| Z \|_F$ and $\| (A, Z) F \|_{L_p} \lesssim K \sqrt{p} \| (A, Z) F \|_{L_2}$, for any $p \geq 1$ ($A$ is isotropic and subgaussian). Note that by Hölder’s and Jensen’s inequalities the second property extends to

$$\| (A, Z) F \|_{L_p} \leq \| (A, Z) F \|_{L_2}^2 \leq K^2 p \| (A, Z) F \|_{L_2}^2 \leq K^2 p \| (A, Z) F \|_{L_2}$$  

(30)

By the Paley-Zygmund inequality [9, Corollary 3.3.2], we thus obtain

$$\mathrm{Pr} \left[ (A, Z) F \geq \theta \| Z \|_F^2 \right] = \mathrm{Pr} \left[ (A, Z) F \geq \theta \| (A, Z) F \|_{L_2}^2 \right] \geq \mathrm{Pr} \left[ (A, Z) F \geq \theta \| (A, Z) F \|_{L_2}^2 \right] \geq (1 - \theta^2) \left( \| (A, Z) F \|_{L_2}^2 / \| (A, Z) F \|_{L_3}^2 \right)^3 \geq (1 - \theta^2) \left( \frac{1}{K^4} \right)^3$$

and hence the claim. In the last step, we used (30) for $p = 3$.

3.3 Proof of Lemma 2.12

Define $X_Z := \left\langle \sum_{i=1}^m \varepsilon_i a_i^{\top}, Z \right\rangle_F$, such that $E_m(K, A) = \frac{1}{\sqrt{m}} \mathbb{E} [\sup_{Z \in K} X_Z]$ and recall that $\varepsilon_1, \ldots, \varepsilon_m \in \{-1, 1\}$ are i.i.d. Bernoulli variables. We show that

$$\mathrm{Pr} [\| X_Z - X_{Z'} \| > t] \leq 2 e^{-c \min \left\{ \frac{t^2}{m \| Z - Z' \|_F^2}, \frac{t^2}{\| Z - Z' \|_q^2} \right\} },$$  

(31)

for $Z, Z' \in \mathbb{R}^{n \times n}$ and apply generic chaining to obtain the claim. Note that (31) is equivalent to showing for any $Z$ that

$$\| X_Z \|_{L_q} := \mathbb{E} [\| X_Z \|_q^q] \lesssim \sqrt{m} R \| Z \|_F \sqrt{q} + \| Z \| q, \quad \text{for all } q \geq 1 .$$  

(32)

This equivalence follows from $X_Z - X_{Z'} = X_{Z - Z'}$ and the equivalence of tail bounds and moment growth for subgaussian [42, Proposition 2.5.2] and subexponential [42, Proposition 2.7.1] random variables. By using the triangle inequality, we can estimate

$$\mathbb{E} [\| X_Z \|_q^q] = \mathbb{E} \left[ \| X_Z \|_{L_q} \right]^q \leq \mathbb{E} \left[ \| X_Z \|_{L_q} \right]^q \leq \mathbb{E} \left[ \| X_Z \|_{L_q} \right]^q \leq \| X_Z \|_{L_q} \| X_Z \|_{L_q, \mathcal{A}} \leq \| X_Z \|_{L_q, \mathcal{A}} \leq \| X_Z \|_{L_q, \mathcal{A}},$$

(33)

where $\mathbb{E} [\cdot]$ and $\mathbb{E} \left[ \cdot \right]$ denote conditional expectations that keep everything fixed apart from the random variable in the subscript, and $\| \cdot \|_{L_q, \mathcal{A}}$ and $\| \cdot \|_{L_q, \mathcal{A}}$ denote the $L_q$-norm with respect to $\varepsilon$ resp. $A$. To estimate the first summand on the right-hand side of (33), rewrite $X_Z = \tilde{a}^{\top} M Z \varepsilon \tilde{a}$ where $\tilde{a} = (a_1^{\top}, \ldots, a_m^{\top})^{\top} \in \mathbb{R}^{mn}$ is the concatenation of all $a_i$ and $M \varepsilon \in \mathbb{R}^{mn \times mn}$ is a block diagonal matrix with blocks $\varepsilon_i Z$. Note that $\| M Z \varepsilon \|_F = \sqrt{m} \| Z \|_F$ and $\| M Z \varepsilon \|_\infty = \| Z \|$. For $\varepsilon$ and $Z$ fixed, the Hanson-Wright inequality [42, Theorem 6.2.1] yields

$$\mathrm{Pr} [\| X_Z - \mathbb{E} A X_Z \| > t] \leq 2 e^{-c \min \left\{ \frac{t^2}{m \| Z \|_F^2}, \frac{t^2}{\| Z \|_q^2} \right\} },$$
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for \( c > 0 \) only depending on \( K \), which is equivalent to

\[
\| X - \mathbb{E}_A [X] \|_{L^\alpha, A} \lesssim \sqrt{m} \| Z \|_F \sqrt{q} + \| Z \|_q
\]

(and independent of \( \varepsilon \)). To bound the second term, note that

\[
\mathbb{E}_A [X] = \mathbb{E}_A [\tilde{a}^T M_{Z, \varepsilon} \tilde{a}] = \mathbb{E}_A [\text{tr}(\tilde{a}^T M_{Z, \varepsilon} \tilde{a})] = \mathbb{E}_A [\text{tr}(M_{Z, \varepsilon} \tilde{a} \tilde{a}^T)]
\]

\[
= \text{tr}(M_{Z, \varepsilon} \mathbb{E}_A [\tilde{a} \tilde{a}^T]) = \text{tr}(M_{Z, \varepsilon} \cdot \text{Id})
\]

\[
= \sum_{i=1}^m \varepsilon_i \text{tr}(Z),
\]

which implies by Hoeffding’s inequality [42, Theorem 2.2.5]

\[
\Pr_{\varepsilon} [\| \mathbb{E}_A [X] \| > t] \leq 2 e^{-\frac{t^2}{m \mu^2(Z, \varepsilon)}}.
\]

Consequently,

\[
\left\| \| \mathbb{E}_A [X] \|_{L^\alpha, A} \right\|_{L^\alpha, \varepsilon} = \| \mathbb{E}_A [X] \|_{L^\alpha, \varepsilon} \lesssim \sqrt{m} \text{tr}(Z) \sqrt{q}.
\]

Combining (34) and (35) and using that \( \text{tr}(Z) \leq \| Z \|_* \leq \sqrt{R} \| Z \|_F \) yields (32). We conclude by applying generic chaining [39, Theorem 2.2.23] to obtain

\[
E_m(K, A) = \frac{1}{\sqrt{m}} \mathbb{E} \left[ \sup_{Z \in K} X_Z \right] \leq C \left( \sqrt{R} \gamma_2(K, \| \|) + \frac{\gamma_1(K, \| \|)}{\sqrt{m}} \right).
\]

### 3.4 Proofs of Theorems 2.15 and 2.16

Let us first verify that \( J_{\alpha, \beta}^R \) satisfies the basic assumptions (H) and (H1) in [1] resp. Assumptions 1 and 2 in [6]. For convenience, we state them in our notation and re-group them in the following way:

\[
\begin{align*}
H_{\alpha, \beta}^R(U, V) &= \left( \alpha_1 \| U \|_F^2 + \alpha_2 \| U \|_1 \right) + \| Y - A(UV^T) \|_2^2 + \left( \beta_1 \| V \|_F^2 + \beta_2 \| V \|_1 \right), \\
f : \mathbb{R}^{n_1 \times R} &\to \mathbb{R} \cup \{ \infty \}, g : \mathbb{R}^{n_2 \times R} \to \mathbb{R} \cup \{ \infty \} \text{ are proper lower semicontinuous,} \\
Q : \mathbb{R}^{n_1 \times R} &\times \mathbb{R}^{n_2 \times R} \to \mathbb{R} \text{ is a } C^1 \text{ function,} \\
\inf J_{\alpha, \beta}^R &> -\infty, \inf f > -\infty, \text{ and } \inf g > -\infty, \\
\nabla Q &\text{ is Lipschitz continuous on bounded subsets of } \mathbb{R}^{n_1 \times R} \times \mathbb{R}^{n_2 \times R}, \\
\nabla U Q &\text{ is globally } L_1(V)\text{-Lipschitz, for fixed } V, \\
\nabla V Q &\text{ is globally } L_2(U)\text{-Lipschitz, for fixed } U.
\end{align*}
\]

It is straight-forward to check that (H) is satisfied for \( J_{\alpha, \beta}^R \). In addition, the sequence of iterates \( (U_k, V_k) \) generated by Algorithms 1 and 3 shall satisfy

\[
H_1 \quad \text{there exists } \lambda_+ > 0 \text{ such that } \lambda_- \leq L_1(U_k), L_2(V_k) \leq \lambda_+, \text{ for all } k \in \mathbb{N}.
\]

This is trivially fulfilled if \((U_k, V_k)\) stays bounded. Since \( J_{\alpha, \beta}^R \) is coercive and both algorithms are descent methods, the sequence \((U_k, V_k)\) will not diverge to \( \infty \) and (H1) holds.

Let us now validate that \( J_{\alpha, \beta}^R \) has the KL-property. To do so, we show that \( J_{\alpha, \beta}^R \) is a semialgebraic function since semialgebraic functions satisfy the KL-property at each point with \( \varphi(t) = ct^{1-\theta} \) for some \( \theta \in (0, 1) \cap \mathbb{Q} \) and \( c > 0 \), see [1, Section 4.3]. Using this strategy, we however pay the price of having no better knowledge on the parameters \( \varepsilon \) and \( \eta \) in Theorems 2.15 and 2.16, which characterize the convergence radius. A function \( f : \mathbb{R}^d \to \mathbb{R} \) is semialgebraic if graph\( f \subset \mathbb{R}^d \times \mathbb{R} \) is a semialgebraic set; a set in \( \mathbb{R}^d \) is called semialgebraic if it can be written as a finite union of sets of the form

\[
\{ x \in \mathbb{R}^d : p_i(x) = 0, q_i(x) > 0, i = 1, \ldots, p \}.
\]
where \( p, q \) are real polynomials. Clearly, the absolute value of a single entry of a vector \( h(x) := |x| \) is a semialgebraic function as

\[
\text{graph}(h) = \{(x, r) \in \mathbb{R}^d \times \mathbb{R}: x_i + r = 0, -x_i > 0\} \cup \{(x, r) \in \mathbb{R}^d \times \mathbb{R}: x_i = 0, r = 0\} \cup \{(x, r) \in \mathbb{R}^d \times \mathbb{R}: x_i - r = 0, x_i > 0\}.
\]

Similarly, polynomials \( p \) are semialgebraic as \( \text{graph}(p) = \{(x, r) \in \mathbb{R}^d \times \mathbb{R}: p(x) - r = 0\} \). Finally, composition, finite sums and finite products of semialgebraic functions are semialgebraic. The semialgebraicity of \( J_{\alpha,\beta} \) follows as

\[
J_{\alpha,\beta}(U, V) = \sum_{i=1}^{m} |y_i - (A_i, UV^\top)_F|^2 + \alpha_1 \sum_{i=1}^{n_1} \sum_{r=1}^{R} |U_{i,r}|^2 + \alpha_2 \sum_{i=1}^{n_2} \sum_{r=1}^{R} |V_{i,r}|^2 + \beta_1 \sum_{i=1}^{n_2} \sum_{r=1}^{R} |V_{i,r}|^2 + \beta_2 \sum_{i=1}^{n_2} \sum_{r=1}^{R} |V_{i,r}|^2
\]

is just a finite composition of semialgebraic basic units. Consequently, the functional \( J_{\alpha,\beta} \) has the KL-property and hence meets all basic requirements in \([1, 6]\).

Whereas this suffices to deduce Theorem 2.16 from the results in \([6]\), it requires some additional work to see that the claim of \([1, \text{Theorem } 3.3]\) is still valid if the sequence \((U_k, V_k)\) is defined via alternating minimization in Algorithm 1 and not proximal alternating minimization as in \([1]\). We first make the following observation, which replaces \([1, \text{Lemma } 3.1]\).

**Lemma 3.4.** For \( J_{\alpha,\beta}^R \) and \((U_k, V_k)\) defined by Algorithm 1, we have that

\[
J_{\alpha,\beta}^R(U_k, V_k) - J_{\alpha,\beta}^R(U_{k+1}, V_{k+1}) \geq \alpha_1 \|U_k - U_{k+1}\|_F^2 + \beta_1 \|V_k - V_{k+1}\|_F^2,
\]

and

\[
\sum_{k=0}^{\infty} \left( \|U_k - U_{k+1}\|_F^2 + \|V_k - V_{k+1}\|_F^2 \right) < \infty,
\]

which implies that \( \lim_{k \to \infty} \left( \|U_k - U_{k+1}\|_F^2 + \|V_k - V_{k+1}\|_F^2 \right) = 0 \). Moreover,

\[
2 \left( A_{V_k}^* (A(U_k V_k^\top) - y) - A_{V_k}^* (A(U_k V_{k-1}^\top) - y) \right) \in \partial J_{\alpha,\beta}^R(U_k, V_k),
\]

where \( A_V : \mathbb{R}^{n_1 \times R} \to \mathbb{R}^m \) is defined such that \( A_V(U) = A(U V^\top) \).

**Proof:** First note that \( J_{\alpha,\beta}^R(\cdot, V) \) is \( 2\alpha_1 \)-strongly convex and \( J_{\alpha,\beta}^R(U, \cdot) \) is \( 2\beta_1 \)-strongly convex, for all \( U \in \mathbb{R}^{n_1 \times R}, V \in \mathbb{R}^{n_2 \times R} \). To see this, check that \( J_{\alpha,\beta}^R(\cdot, V) - \alpha_1 \|\cdot\|_F^2 \) and \( J_{\alpha,\beta}^R(U, \cdot) - \beta_1 \|\cdot\|_F^2 \) are convex. Since \( U_{k+1} \) minimizes \( J_{\alpha,\beta}^R(U, V_k) \), we know that \( 0 \in \partial J_{\alpha,\beta}^R(U_{k+1}, V_k) \). Since in addition \( \partial[\alpha_1 \|\cdot\|_F^2](U) = 2\alpha_1 U \), for any \( U \in \mathbb{R}^{n_1 \times R} \), we deduce that

\[
-2\alpha_1 U_{k+1} \in \partial[\alpha_1 \|\cdot\|_F^2](U_k) - \alpha_1 \|U_k\|_F^2(U_k+1).
\]

By convexity of \( J_{\alpha,\beta}^R(\cdot, V) - \alpha_1 \|\cdot\|_F^2 \), we hence get that

\[
J_{\alpha,\beta}^R(U_k, V_k) - \alpha_1 \|U_k\|_F^2 \geq (J_{\alpha,\beta}^R(U_{k+1}, V_k) - \alpha_1 \|U_{k+1}\|_F^2) - 2\alpha_1 \langle U_{k+1}, U_k - U_{k+1} \rangle,
\]

which implies by rearranging

\[
J_{\alpha,\beta}^R(U_k, V_k) - J_{\alpha,\beta}^R(U_{k+1}, V_k) \geq \alpha_1 \|U_k - U_{k+1}\|_F^2.
\]

The same argument applied to \( V_{k+1} \) yields

\[
J_{\alpha,\beta}^R(U_{k+1}, V_k) - J_{\alpha,\beta}^R(U_{k+1}, V_{k+1}) \geq \beta_1 \|V_k - V_{k+1}\|_F^2.
\]
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We obtain

\[ J_{\alpha,\beta}^R(U_k, V_k) \geq J_{\alpha,\beta}^R(U_{k+1}, V_k) + \alpha_1 \| U_k - U_{k+1} \|_F^2 \]

and hence the first claim. The second claim directly follows by

\[
\sum_{k=0}^{\infty} (\| U_k - U_{k+1} \|_F^2 + \| V_k - V_{k+1} \|_F^2) \leq \frac{1}{\min\{\alpha_1, \beta_1\}} \sum_{k=0}^{\infty} \left( \alpha_1 \| U_k - U_{k+1} \|_F^2 + \beta_1 \| V_k - V_{k+1} \|_F^2 \right)
\]

\[
\leq \frac{1}{\min\{\alpha_1, \beta_1\}} \sum_{k=0}^{\infty} \left( J_{\alpha,\beta}^R(U_k, V_k) - J_{\alpha,\beta}^R(U_{k+1}, V_{k+1}) \right)
\]

\[
= \frac{1}{\min\{\alpha_1, \beta_1\}} J_{\alpha,\beta}^R(U_0, V_0) < \infty.
\]

Let us now turn to the last claim. By minimality of \( U_{k+1} \) and \( V_{k+1} \), we know that

\[
0 \in \partial U J_{\alpha,\beta}^R(U_{k+1}, V_k) \quad \text{and} \quad 0 \in \partial V J_{\alpha,\beta}^R(U_{k+1}, V_{k+1}).
\]

Since \( \partial U J_{\alpha,\beta}^R(U, V) = 2A^\top V (A(UV^\top) - y) + 2\alpha_1 U + \alpha_2 \text{sign}(U) \), where sign is applied component-wise, we have that

\[
-2A^\top V_k (A(U_{k+1} V_k^\top) - y) - 2\alpha_1 U_{k+1} \in \alpha_2 \text{sign}(U_{k+1})
\]

and thus

\[
2A^\top V_{k+1} (A(U_{k+1} V_{k+1}^\top) - y) - 2A^\top V_k (A(U_{k+1} V_k^\top) - y) \in \partial U J_{\alpha,\beta}^R(U_{k+1}, V_{k+1}),
\]

\[
0 \in \partial V J_{\alpha,\beta}^R(U_{k+1}, V_{k+1}).
\]

With the help of Lemma 3.4 it is straight-forward to show that [1, Proposition 3.1] holds for \( J_{\alpha,\beta}^R \) with \((U_k, V_k)\) defined by Algorithm 1. Combining Lemma 3.4 and the adapted version of [1, Proposition 3.1], the pre-convergence result [1, Theorem 3.1] holds as well for \( J_{\alpha,\beta}^R \) with \((U_k, V_k)\) defined by Algorithm 1. Theorem 2.15 is a direct consequence, cf. [1, Theorems 3.2 & 3.3].

4 Numerical Experiments

We finally compare our theoretical predictions to the empirical performance of our alternating methods. Although Algorithm 1 is the less efficient implementation (in each alternating step one has to compute a full proximal gradient descent), we prefer it in our simulations. It is not as sensitive to step size adaption as Algorithm 3 and thus diminishes the need of parameter tuning, cf. Section 4.3.

First, we check if the main theoretical result stated in Theorem 2.4 describes the qualitative and quantitative behavior of the approximation error well. Second, we demonstrate the performance of Algorithm 1 on different measurement ensembles, comparing reconstruction for Gaussian, log-normal, and Gaussian rank-1 type measurements. Then, we examine the runtime of Algorithms 1 and 3 and the influence of initialization quality on the reconstruction accuracy. Finally, we compare our method to the initially mentioned Sparse Power Factorization (SPF) [26] which will serve as a general benchmark. In [26], SPF has been shown to outperform conventional reconstruction methods that solely rely on low-rankness or sparsity.

Ground-truth. In order to produce effectively sparse random samples \( X^*_s = U^*_s V^*_s \in K_s^R \), we draw for \( U^*_s \) resp. \( V^*_s \) randomly \( R_{s1} \) resp. \( R_{s2} \) positions in a \( n_1 \times R \) resp. \( n_2 \times R \)-zero-matrix, fill them with Gaussian i.i.d. entries, re-normalize to Frobenius norm \( \sqrt{R} \) and add a dense Gaussian random matrix of size \( n_1 \times R \) resp. \( n_2 \times R \) of Frobenius norm \( 0.1\sqrt{R} \).
Measuring effective sparsity. Given a matrix $W \in \mathbb{R}^{n \times R}$, for $n = n_1, n_2$, we measure its effective sparsity as $\frac{\|W\|_2^2}{\|W\|_F^2} \in [1, \frac{\|W\|_0}{R}]$ and its relative effective sparsity as $\frac{\|W\|_2^2}{(nR)\|W\|_F^2} \in [0, 1]$. These definitions correspond to the average effective sparsity of the columns of $W$ and are motivated by the observation that any $Z \in \mathbb{R}^{n_1 \times n_2}$ with decomposition $Z = UV^T$, for $U \in \mathbb{R}^{n_1 \times R}$ and $V \in \mathbb{R}^{n_2 \times R}$ with $\frac{\|U\|_2^2}{\|U\|_F^2} = s_U$ and $\frac{\|V\|_2^2}{\|V\|_F^2} = s_V$, satisfies $Z \in \Gamma K_\{su,sv\}$, for $\Gamma = \frac{\|U\|_F\|V\|_F}{R}$. (Note that if $Z$ is of unit norm and $UV^T$ is an orthogonal decomposition, then $U$ and $V$ can be rescaled to have both norm $\|Z\|_F$ such that $\Gamma = \frac{1}{R}$ as in the discussion in Remark 2.10.)

Initialization. We use two types of initialization in our experiments: (i) spectral initialization, i.e., $U_0$ and $V_0$ are initialized as the leading $R$ left and right singular vectors of $A^*(y)$, and (ii) a randomly perturbed ground-truth, i.e., we randomly perturb $U_*$ and $V_*$ to obtain $U_0 = U_* + \tilde{U}$ and $V_0 = V_* + \tilde{V}$, where the entries of $\tilde{U}, \tilde{V}$ are drawn uniformly at random from $[0, 0.4]\|U_*\|_F$ and $[0, 0.4]\|V_*\|_F$ respectively. This yields an initial error of $\|X_0 - X_\alpha\|_F = \|U_*V_*^T - U_0V_0^T\|_F \approx 0.6\|X_*\|_F$. Whereas (i) represents a practical initialization method that works heuristically in many cases, (ii) is well-suited to validate our theoretical insights. Consequently, we use (ii) in the synthetic examples in Sections 4.1-4.4, and (i) in the image recovery experiment in Section 4.5.

Parameter tuning. Since the first experiment in Section 4.1 suggests that Algorithm 1 with $\alpha_1 = \alpha_2 = \beta_1 = \beta_2$ performs slightly better than with the parameter ratio given in Theorem 2.4, in all remaining experiments we set $\alpha_1 = \alpha_2 = \beta_1 = \beta_2 = \mu$ and loosely tune $\mu$ by the heuristic proposed at the end of Section 2.2:

1. Initialize $\mu$ sufficiently large to guarantee $X_{\alpha, \beta} = 0$, i.e., $\|X_* - X_{\alpha, \beta}\|_F/\|X_*\|_F = 1$
2. Iteratively shrink $\mu$ by a factor $\frac{1}{2}$ until the relative error $\|X_* - X_{\alpha, \beta}\|_F/\|X_*\|_F$ stops decreasing.

Only in Section 4.5 we run the simulation on a fixed grid of $\alpha, \beta$ values to be able to compare parameter tuning via best approximation with parameter tuning via discrepancy principle, cf. Table 1.

4.1 Validation of Theorem 2.4

In the first experiment we study the influence of the parameters $\alpha, \beta$ on the reconstruction accuracy. Figure 1 shows, first, the average relative error in reconstructing $100$ randomly drawn $X_* \in K_{20,20}^{1} \subset \mathbb{R}^{20 \times 300}$ from $m = 160$ measurements with $\|\eta\|_F = 0.05\|X_*\|_F$ and, second, the corresponding (effective) sparsity level measured relative to $n_2 = 300$, i.e., $\frac{n_1}{n_2} \in [0, 1]$, cf. beginning of Section 4. In particular, we set $\alpha_2 = \mu$ and compare the performance of Algorithm 1 for $\alpha_1 = \sqrt{20}\mu = \beta_1 = \sqrt{20}\beta_2$ (as proposed in Lemma 2.2) with $\alpha_1 = \mu = \beta_1 = \beta_2$. Since we are interested in validating the theory, we only use the randomly perturbed ground-truth here, see Section 4.

The behavior is as predicted by Theorem 2.4: decreasing the parameter(s) shrinks the reconstruction error up to a small multiple of the noise level while the sparsity stays under control, cf. Lemma 2.2. As soon as the noise level is hit (to be precise, a slightly higher value caused by the injectivity constants $\gamma$ and $\delta$ in (2.4)), the assumptions of Lemma 2.2 fail, the regularity of the solution vanishes, and the approximation guarantee breaks. Note that setting all parameters $\alpha_1, \alpha_2, \beta_1, \beta_2$ to the same value performs better than the theoretically motivated choice so we keep this in the remaining simulations. Furthermore, let us mention that sparse reconstruction (information theoretic lower bound: $m \geq s_1s_2 = 400$) and low-rank matrix sensing (information theoretic lower-bound: $m \geq \text{rank}(X_*) (n_1 + n_2) = 320$) would not allow reliable reconstruction of $X_*$ in this setting.

As a byproduct, the experiment suggests the simple parameter choice heuristic of starting with large $\alpha, \beta$ and shrinking the parameters until there is a drastic change in regularity of the solution.

4.2 Validation of Theorem 2.5 and Corollary 2.8

In a second experiment we compare the reconstruction performance of Algorithm 1 with respect to different measurement ensembles $A$. Figure 2 shows the average relative approximation error when reconstructing 100
Figure 1: Approximation quality and sparsity depending on parameter size. The approximation error is measured relative to $\|X^\star\|_F$ while the sparsity and effective sparsity of $V_{\text{final}}$ are measured relative to $\text{rank}(X^\star) \cdot n_2$, cf. Section 4. For comparison, the approximation error of the initialization is added.

randomly drawn $X^\star$ for varying $m$. We compare here three types of measurements satisfying the assumption of Theorems 2.5 and 2.8: first, operators $A$ whose components $A_i$ have i.i.d. standard normal entries. Second, operators $A$ whose components $A_i$ have i.i.d. log-normal distributed entries. Third, operators $A$ whose components satisfy $A_i = a_i a_i^\top$ for Gaussian random vectors $a_i$, $i \in [m]$. While the first two choices (Figure 2a) allow to re-use the setting of Section 4.1, i.e., $X^\star \in K_{20,20} \in \mathbb{R}^{20 \times 300}$, the Gaussian rank-1 measurements (Figure 2b) require square matrices. We thus consider $X^\star \in K_{10,10} \subset \mathbb{R}^{50 \times 50}$ in the third case. In all cases, the noise level is $\|\eta\|_F = 0.1\|X^\star\|_F$.

As Figure 2 shows, Algorithm 1 yields good approximation for all three types of measurements. More important, the error is already close to noise level for a number of measurements far below the number required in mere sparse/low-rank approximation. To substantiate this point, we provide for comparison the outcome when using AltMinSense, a state-of-the-art method only using low-rankness [20].

Figure 2: Approximation quality for various choices of $A$. The approximation error is measured relative to $\|X^\star\|_F$. For comparison, the state-of-the-art low-rank matrix sensing algorithm AltMinSense is added. Note that the information theoretic lower bound for guaranteed reconstruction of matrices only using low-rank structure is $m \geq \text{rank}(X^\star)(n_1 + n_2) = 320$ in (a) and $m \geq 100$ in (b).
4.3 Algorithm 1 vs Algorithm 3

The third experiment illustrates the difference in performance between Algorithm 1 and Algorithm 3. We recover a randomly drawn $\mathbf{X}_* \in K_{20,20}^1 \subset \mathbb{R}^{20 \times 300}$ from $m = 240$ Gaussian measurements with additive noise of $\|\eta\|_2 = 0.1\|\mathbf{X}_*\|_F$. Both algorithms run with the same parameters $\alpha, \beta$ and are initialized by the randomly perturbed ground-truth, see Section 4. Algorithm 1 uses 20 outer iterations with stopping criterion $\max\{\|U_{k+1} - U_k\|, \|V_{k+1} - V_k\|\} \leq 10^{-2}$ and $10^3, 10^5, 10^3$ inner iterations of Algorithm 2 with stopping criterion $\|x_{k+1} - x_k\|_2 \leq 10^{-6}$. Algorithm 3 uses $2 \cdot 10^4$ iterations with stopping criterion $\max\{|U_{k+1} - U_k|, |V_{k+1} - V_k|\} \leq 10^{-7}$.

Figure 3a illustrates that in running time Algorithm 3 clearly outperforms Algorithm 1 independent of the number of iterations one uses in the inner iterations in Algorithm 2. Nevertheless, the additional step-size parameters $\lambda_k$ and $\mu_k$ apparently have a strong influence on the reconstruction performance. Another interesting observation is that the inner iteration number of Algorithm 1 seems to exhibit a sharp transition between a regime where there are too few inner iterations per alternating step (solid green line) and a regime where the number of inner iterations suffices (solid red and solid blue line). Increasing the number of iterations beyond this point doesn’t have much impact on the reconstruction accuracy as the solid red and solid blue line show.

4.4 Influence of initialization quality

In a fourth experiment, we re-use the experimental set-up from Section 4.2 with Gaussian $A$ but vary the quality of initialization. To this end, we increase the random perturbation added to the ground-truth SD $U_*$ and $V_*$ step by step from a relative strength of 0.4 to 1.6, cf. beginning of Section 4.

Figure 3b illustrates that the initialization quality only has a strong impact on the reconstruction accuracy if $m$ is close to the information theoretic lower bound $\text{rank}(\mathbf{X}_*)(s_1 + s_2) = 40$. As soon as the oversampling factor is sufficiently large, the convergence radius of Algorithm 1 appears to grow considerably. Note that the information theoretic lower bound for guaranteed reconstruction would be $m \geq \text{rank}(\mathbf{X}_*)(n_1 + n_2) = 320$ if only using low-rank structure and $m \geq s_1s_2 = 400$ if only using sparsity structure.

![Figure 3](image)

(a) Runtime comparison.

(b) Initialization comparison.

Figure 3: Runtime comparison for Algorithms 1 and 3, and comparison of initialization quality. The approximation error is measured relative to $\|\mathbf{X}_*\|_F$ in both cases. In 3b, lines of the same color belong to the same initialization set-up. The noise level $\|\eta\|_2$ is provided as a benchmark for the reconstruction accuracy.

4.5 A comparison with SPF

After having provided empirical evidence for our theoretical results, we now turn to the comparison of our method with its state-of-the-art counterpart SPF [26]. To the best of our knowledge, SPF is the only available
Figure 4: Comparison of Algorithm 1 and SPF [26] for various noise levels. The approximation error and the noise level are measured relative to $\|X_s\|_F$. For convenience, the identity map is given in form of a black dashed line.

In our first experiment, we use toy data and create rank-1 ground-truths in $X_s \in \mathbb{R}^{20 \times 300}$ that are (i) jointly sparse, i.e., $X \in S_{F,20}^{\mathbb{S}}$, by randomly drawing a support set and filling it with random Gaussian entries, and (ii) effectively sparse as described in the beginning of Section 4, i.e., $X \in K_{F,20}^{20}$. In Figure 4 we compare the performance of SPF and Algorithm 1 for Gaussian measurements and different noise levels $\|\eta\|_2$. Whereas the parameters $\alpha, \beta$ have been tuned as described in the beginning of Section 4, we compare three versions of SPF: first, with correct sparsity parameter $s = 20$, second, with underestimated sparsity parameter $s = 10$, and third, with overestimated sparsity parameter $s = 40$. The experiments are averaged over 100 random draws of $X_s$.

In case (i), Figure 4a shows that if the sparsity parameter of SPF is exactly tuned, it easily outperforms Algorithm 1. This is not surprising since SPF exploits the joint support structure of $X_s$. Two observations are, however, notable. First, the performance of SPF strongly deteriorates if its sparsity parameter $s$ is chosen slightly differently. Second, contrary to what the additive term $\sqrt{\delta}$ in the error bound of Theorem 2.4 suggests, Algorithm 1 works well for arbitrary low noise levels. This suggests that our analysis for $S_{R,s}^R$ is too pessimistic and can be improved.

In case (ii), Figure 4b shows that SPF is notably hampered by the non-exact sparsity of the ground-truth if the noise level is small. Algorithm 1 appears here to be more stable. Moreover, the fact that both algorithms fail in recovering $X_s$ for $\eta \to 0$ match our analysis of the general setting in Theorem 2.4, which includes an error saturation depending on the injectivity constant $\delta$.

In the second experiment depicted in Figure 5 we compare for $s/n \in [0, 0.3]$ and $m/(n_1 n_2) \in [0.05, 0.3]$ the number of successful recoveries of 10 random draws $X_s \in K_{F,6,s}^{16 \times 100}$ from $m$ Gaussian measurements. We set the noise level to $\|\eta\|_F = 0.2 \|X_s\|_F$ and count the reconstruction successful if $\|X_s - X_{\text{SPF}}\|_F/\|X_s\|_F \leq 0.4$. The sparsity parameter $s'$ of SPF is optimized over the grid $\{5, 10, \ldots, 45, 50\}$. In Figures 5 (a)-(b) we compare the two algorithms if their respective parameters are tuned under knowledge of $X_s$ (Best Approximation), whereas in Figures 5 (c)-(d) only the noise level $\|\eta\|_F$ is known (Discrepancy Principle). In the latter case, the parameter $s'$ of SPF minimizes $\|X_s - X_{\text{SPF}}\|_F - \|\eta\|_F$ and the heuristic for Algorithm 1 reduces $\mu$ until $\|X_s - X_{\alpha,\beta}\|_F - \|\eta\|_F$ stops decreasing. Both algorithms show a comparable performance. Nevertheless, the theoretical guarantees of Algorithm 1 cover a considerably larger class of signals and output non-orthogonal decompositions.
In a third experiment, we repeat a simulation from [12, Section 8.3] on real data. We choose ten faces from the “10k US Adult Faces Data Base” [3], cf. Figure 6, reduce their resolution to 64x44 pixels and their color range to gray-scale, and apply a multi-layer wavelet transform with Haar-wavelets to obtain effectively sparse representations. The resulting ten 2944-dimensional coefficient vectors are then used to build a ground truth matrix $X_\star \in \mathbb{R}^{10 \times 2944}$ which is re-scaled to unit Frobenius norm. Due to the use of Haar-wavelets this matrix is not very close to sparse but has an effective sparsity level of about $s = 70$ which we measure as.

Figure 5: Phase transition diagrams comparing SPF and Algorithm 1. Empirical recovery probability is depicted by color from zero (blue) to one (yellow).

Figure 6: Five samples from original face data.
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| Setting       | \( R = 2 \) | \( R = 3 \) | \( R = 4 \) |
|---------------|------------|------------|------------|
| SPF (B.A.)    | 0.2927     | 0.2628     | 0.2507     |
| Algorithm 3 (B.A.) | **0.2647** | **0.2471** | **0.2452** |
| SPF (D.P.)    | 0.3017     | 0.2905     | 0.2645     |
| Algorithm 3 (D.P.) | **0.2647** | **0.2502** | **0.2482** |
| \( \|x_* - (x_*)_R\|_F \) | 0.1341     | 0.1130     | 0.0968     |

Table 1: Comparison of SPF and Algorithm 3 for different choices of \( R \) (the error produced by the best
rank-\( R \) term approximation \((x_*)_R\) of \( x_* \) is given as a benchmark). Depicted is the relative approximation
error measured in Frobenius norm. The parameters \( s \) (for SPF resp. \( \alpha, \beta \) for Algorithm 3) have been tuned
on a discrete search grid either using Best Approximation, i.e., minimizing \( \|X_{rec} - x_*\|_F \), or Discrepancy
Principle, i.e., minimizing \( \|A(X_{rec}) - y\|_2 - \|\eta\|_2 \).

In Table 1 we compare the full matrix reconstruction performance of SPF and Algorithm 3 for different
choices of the rank hyper-parameter \( R \). As a benchmark, the error produced by best rank-\( R \) term approx-
imation is reported as well; this is the best achievable error without added noise and under full knowledge
of \( x_* \). The results show that Algorithm 3 does well in comparison with SPF. As also observed in [12], the
performance of SPF stronger deteriorates than the one of Algorithm 3 if the hyper-parameters are tuned
under exclusive knowledge of the noise-level \( \|\eta\|_2 \).

Finally, we provide a visual comparison of the reconstruction results. To this end, we set the noise level to
zero, increase the oversampling factor from ten to twenty, and set \( R = 5 \). Figure 7 illustrates that SPF and
Algorithm 3 produce qualitatively different approximations despite the comparable \( \ell_2 \)-reconstruction errors.
As already mentioned in [12], SPF tends to oversimplify the image by producing large pixel areas of uniform
gray-level. Comparing Figure 7(c) to [12, Figure 8(c)] further shows that Algorithm 3 and ATLAS in [12]
lead to similar results. This suggests that the modifications to ATLAS which we proposed in this paper to
improve the theoretical analysis do not hamper its empirical performance.

5 Discussion and Open Questions
In this paper we proposed a multi-penalty approach to recover low-rank matrices with sparsity structure
from incomplete and inaccurate linear measurements. To improve on the results of [12], we introduced a
counteceptually different functional \( J^R_{\alpha,\beta} \) and a revised signal set \( K^R_{s_1,s_2} \), the combination of which allowed
us a clean analysis of the approximation quality of global minimizers. In particular, the new approach
encompasses heavy-tailed measurement ensembles and structured rank-1 measurements. In the special case
of subgaussian measurements, our results reach up to log-factors the same sample complexity as existing
theoretical guarantees for SPF that are known to be near-optimal, cf. Remark 2.10. At the same time, our
method tackles the recovery of a significantly larger class of matrices, namely matrices with non-orthogonal
rank-1 decompositions and effectively sparse components and the analysis of \( J^R_{\alpha,\beta} \) is far more elementary
than the one of SPF.

Several intriguing questions remain open at this point. First, the shape of our error bounds appears to
be suboptimal for the particular case of jointly sparse ground-truths in \( S_{s_1,s_2}^R \) to which the analysis in [20] is
restricted, see Theorem 2.4 and the consequent discussion. As mentioned above, this is partly due to the fact that minimizers of $J_{\alpha,\beta}^R$ in general consist of non-orthogonal matrices. If one could show (near) orthogonality of such minimizers under the assumption $X_\star \in \mathcal{S}^{s_1,s_2}_R$, then it would be possible to derive a scaling invariant signal set of similar complexity with scaling invariant injectivity property and to remove the additive $\sqrt{\delta}$-term from (13).

Second, we didn’t solve the problem of initialization here, cf. Remark 2.17. A crucial task for the near future is thus to provide an initialization procedure that guarantees computation of global minimizers of $J_{\alpha,\beta}^R$ via Algorithms 1 & 3. Spectral initialization, the state-of-the-art procedure for non-convex methods in low-rank matrix sensing, cf. [20], certainly works for $m$ sufficiently large. However, it is unlikely that spectral initialization can be used to reconstruct at the information theoretic limit if sparsity and low-rankness are considered simultaneously.

Finally, further structured measurement ensembles should be examined like, e.g., sub-sampled circulant matrices. This kind of measurements naturally appears in applications like blind deconvolution [18].
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