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Abstract
Under investigation in this paper is the (2 + 1)-dimensional integrable coupling of the KdV equation which has applications in wave propagation on the surface of shallow water. Firstly, based on the Lie symmetry method, infinitesimal generators and an optimal system of the obtained symmetries are presented. At the same time, new analytical exact solutions are computed through the tanh method. In addition, based on Ibragimov’s approach, conservation laws are established. In the end, the objective figures of the solutions of the coupling of the KdV equation are performed.
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1 Introduction
It is well known that the Korteweg–de Vries (KdV) equation describes the propagation of long waves on the surface of water with a small amplitude and is widely used to explain many complex science phenomena [1, 2]. Various forms of the expansion for the KdV equation have been proposed because of its importance, such as the KdV-Burgers equation [3], the KdV-BBM equation [4], the Rosenau–KdV equation [5], the modified KdV equation [6], KdV-hierarchy [7], and the (2 + 1)-dimensional KdV equation [8]. In this research article, we consider the following (2 + 1)-dimensional integrable coupling of the KdV equation which has the bi-Hamiltonian structure for the (2+1)-dimensional perturbation equations of the KdV hierarchy [9]:

\[
\begin{align*}
  u_t &= u_{xxx} + 6uu_x, \\
  v_t &= v_{xxx} + 3u_{xxy} + 6(uv)_x + 6uv_y,
\end{align*}
\]

where \( u = u(x, y, t) \), \( v = v(x, y, t) \) are the unknown real functions, the subscripts denote the partial derivatives, and the variable \( y \) is called a slow variable. Equation (1) plays an important role in many analyses of physical phenomena such as stratified internal waves and lattice dynamics [10, 11], and it has aroused worldwide interest. The (2 + 1)-dimensional hereditary recursion operators were examined in [12], its integrability was verified by...
using Painlevé in [13], some traveling wave solutions were established in [14], the auto-Bäcklund transformation, doubly periodic solutions and new non-traveling wave solutions were analyzed in [15].

As is well known, some methods have been used to explore exact solutions for models of nonlinear partial differential equations (PDEs) [16–18], the Lie group method is considered to be one of the most important methods to study the properties of solutions of PDEs [19, 20]. The main idea of the symmetry method is to construct an invariance condition and obtain reductions to differential equations [21–23]. Once reduction equations have been given, one can get a large number of corresponding exact solutions. In order to obtain the classification of all reduction equations, we require an optimal system of the one-dimensional subalgebra of the Lie algebra constructed by the Lie group method [19].

Using a symmetry analysis, we will get an optimal system of (1), from which the fascinating special solutions are inferred. Another important area is the conservation laws of PDEs which have an important impact on constructing solutions of PDEs [24–26]. We will obtain conservation laws of Eq. (1) by using Ibragimov’s approach [27].

The rest of this paper is organized as follows. In Sect. 2, symmetries of the (2 + 1)-dimensional integrable coupling of the KdV equation are discussed; Sect. 3 considers the reduced equations by means of similar variables; in Sect. 4, some new explicit solutions are presented with the help of the tanh method, and some objective features of the solutions are represented; in Sect. 5, the nonlinearly self-adjointness of Eq. (1) is proved and its conservation laws are established by using Ibragimov’s method. Finally, concluding remarks are given at the end of the paper.

2 Lie point symmetry

In this section, we apply Lie’s theory of symmetries for Eq. (1), and get its infinitesimal generators, commutator of Lie algebra.

First, let us consider a Lie algebra of infinitesimal symmetries of Eq. (1) of the form

\[ X = \xi^1(x, y, t, u, v)\partial_x + \xi^2(x, y, t, u, v)\partial_y + \xi^3(x, y, t, u, v)\partial_t + \phi(x, y, t, u, v)\partial_u + \phi(x, y, t, u, v)\partial_v, \]

(2)

According to the invariance conditions for Eq. (1) with respect to the transformation (2), we have [19, 28]

\[ \text{pr}^{(3)} X(\Delta_1)|_{\Delta_1=0} = 0, \quad \text{pr}^{(3)} X(\Delta_2)|_{\Delta_2=0} = 0, \]

where \( \text{pr}^{(3)} X \) is the third-order prolongation of \( X \) [19, 28] and \( \Delta_1 = u_t - u_{xxx} - 6u_{ux} - 6u_{uy} \), \( \Delta_2 = \nu_t - \nu_{xxx} - 3\nu_{uxx} - 6(\nu u)_x - 6(\nu u)_y \), on this condition,

\[ \text{pr}^{(3)} X = X + \phi_x^{(1)} \frac{\partial}{\partial u_x} + \phi_y^{(1)} \frac{\partial}{\partial u_y} + \phi_t^{(1)} \frac{\partial}{\partial u_t} + \phi_{xxx}^{(3)} \frac{\partial}{\partial u_{xxx}} + \phi_{xyy}^{(3)} \frac{\partial}{\partial u_{xyy}} + \phi_x^{(1)} \frac{\partial}{\partial \nu_x} + \phi_t^{(1)} \frac{\partial}{\partial \nu_t} + \phi_{xxx}^{(3)} \frac{\partial}{\partial \nu_{xxx}}, \]

where

\[ \phi_{x}^{(1)} = D_x \phi - u_x D_x \xi^1 - u_t D_x \xi^2 - u_t D_x \xi^3, \]
\[ \phi_{(1)} = D_y \phi - u_x D_y \xi_1^1 - u_y D_y \xi_1^2 - u_t D_y \xi_1^3, \]
\[ \phi_{(2)} = D_t \phi - u_x D_t \xi_2^1 - u_y D_t \xi_2^2 - u_t D_t \xi_2^3, \]
\[ \phi_{(3)} = D_x \phi - v_x D_x \xi_3^1 - v_y D_x \xi_3^2 - v_t D_x \xi_3^3, \]
\[ \psi_{(1)} = D_y \psi - v_x D_y \xi_1^1 - v_y D_y \xi_2^2 - v_t D_y \xi_3^3, \]
\[ \psi_{(2)} = D_t \psi - v_x D_t \xi_1^1 - v_y D_t \xi_2^2 - v_t D_t \xi_3^3, \]
\[ \phi_{(3)}^{(3)} = D_x^3 (\phi - \xi_1^1 u_x - \xi_2^2 u_y - \xi_3^3 u_t) + \xi_1^1 u_{xxxx} + \xi_2^2 u_{xxyy} + \xi_3^3 u_{xxxxxx}, \]
\[ \phi_{(3)}^{(xy)} = D_x^2 D_y (\phi - \xi_1^1 u_x - \xi_2^2 u_y - \xi_3^3 u_t) + \xi_1^1 u_{xxyy} + \xi_2^2 u_{xxyy} + \xi_3^3 u_{xxxxxx}, \]
\[ \psi_{(3)}^{(xxx)} = D_x^3 (\psi - \xi_1^1 v_x - \xi_2^2 v_y - \xi_3^3 v_t) + \xi_1^1 v_{xxxx} + \xi_2^2 v_{xxyy} + \xi_3^3 v_{xxxxxx}, \]

and \( D_x, D_y, D_t \) stand for the operators of the total differentiation, for instance,
\[ D_t = \frac{\partial}{\partial t} + u \frac{\partial}{\partial u} + v \frac{\partial}{\partial v} + u_x \frac{\partial}{\partial u_x} + v_x \frac{\partial}{\partial v_x} + u_t \frac{\partial}{\partial u_t} + v_t \frac{\partial}{\partial v_t} + \cdots. \]

Next, we get a system of over-determined linear equations of \( \xi_1, \xi_2, \xi_3, \phi \) and \( \psi \),
\[ \xi_1^1 = \frac{1}{3} \xi_3^3, \quad \xi_2^1 = \xi_1^1 = \xi_2^2 = \xi_3^3 = 0, \]
\[ \xi_1^2 = \xi_2^2 = \xi_2^3 = \xi_3^3 = 0, \quad \xi_1^3 = \xi_2^3 = \xi_3^3 = 0, \]
\[ \phi = -\frac{2}{3} u \xi_1^1, \quad \psi = -\frac{1}{3} v (\xi_1^1 + 3 \xi_2^2). \]

Solving these equations, one can get
\[ \xi_1^1 = \frac{1}{3} c_1 x + c_3, \quad \xi_2^1 = F(y), \quad \xi_3^3 = c_1 t + c_2, \]
\[ \phi = -\frac{2}{3} c_1 u, \quad \psi = -\frac{1}{3} v (c_1 + 3 F(y)), \]

where \( c_1, c_2, c_3 \) are real constants, \( F(y) \) is an arbitrary function. To obtain physically crucial solutions, we take \( F_1(z) = c_4 y + c_5 \), then on substituting the above obtaining
\[ \xi_1^1 = \frac{1}{3} c_1 x + c_3, \quad \xi_2^1 = c_4 y + c_5, \quad \xi_3^3 = c_1 t + c_2, \]
\[ \phi = -\frac{2}{3} c_1 u, \quad \psi = -\frac{1}{3} v (c_1 + 3 c_4). \]

Therefore, the Lie algebra \( L_5 \) of the transformations of Eq. (1) is spanned by the following generators:
\[ X_1 = \frac{1}{3} x \partial_x + t \partial_t - \frac{2}{3} u \partial_u - \frac{1}{3} v \partial_v, \quad X_2 = \partial_t, \]
\[ X_3 = \partial_x, \quad X_4 = y \partial_y - v \partial_v, \quad X_5 = \partial_y. \]

In order to classify all the group-invariant solutions, we need an optimal system of one-dimensional subalgebras. In this section, the optimal system of subgroups for Eq. (1)
Table 1  Table of Lie brackets

| $[X_i, X_j]$ | $X_1$ | $X_2$ | $X_3$ | $X_4$ | $X_5$ |
|-------------|-------|-------|-------|-------|-------|
| $X_1$       | 0     | $-X_2$| $-\frac{1}{2}X_3$| 0     | 0     |
| $X_2$       | $X_1$ | 0     | 0     | 0     | 0     |
| $X_3$       | $\frac{1}{2}X_1$| 0     | 0     | 0     | $-X_5$|
| $X_4$       | 0     | 0     | 0     | 0     | $-X_5$|
| $X_5$       | 0     | 0     | 0     | $X_5$| 0     |

is constructed by only using the commutator table [29]. First, using the commutator $[X_m, X_n] = X_mX_n - X_nX_m$, we attained the commutation relations of $X_1, X_2, X_3, X_4, X_5$ listed in Table 1.

An arbitrary operator $X \in L_5$ is given as

$$X = l_1X_1 + l_2X_2 + l_3X_3 + l_4X_4 + l_5X_5.$$ 

To establish the linear transformations of the vector $l = (l_1, l_2, l_3, l_4, l_5)$, we denote

$$E_i = c_i^{l_0}l_i \partial_{l_i}, \quad i = 1, 2, 3, 4, 5,$$  

(3)

where $c_i^{l_0}$ is constructed by the formula $[X_i, X_j] = c_i^{l_0}X_k$. Based on Eq. (3) and Table 1, $E_1, E_2, E_3, E_4, E_5$ can be written as

- $E_1 = -l_2\partial_{l_2} - \frac{1}{3}l_3\partial_{l_3}$,
- $E_2 = l_1\partial_{l_2}$,
- $E_3 = \frac{1}{3}l_1\partial_{l_3}$,
- $E_4 = -l_5\partial_{l_5}$,
- $E_5 = l_4\partial_{l_5}$.

For $E_1, E_2, E_3, E_4, E_5$, the Lie equations with parameters $a_1, a_2, a_3, a_4, a_5$ and the initial condition $\tilde{l}_{i_{|_{a=0}}} = l, \ i = 1, 2, 3, 4, 5$ are given as

$$\frac{d\tilde{l}_1}{da} = 0, \quad \frac{d\tilde{l}_2}{da} = -\tilde{l}_2, \quad \frac{d\tilde{l}_3}{da} = -\frac{1}{3}\tilde{l}_3, \quad \frac{d\tilde{l}_4}{da} = 0, \quad \frac{d\tilde{l}_5}{da} = 0,$$

$$\frac{d\tilde{l}_1}{da_2} = 0, \quad \frac{d\tilde{l}_2}{da_2} = \tilde{l}_1, \quad \frac{d\tilde{l}_3}{da_2} = 0, \quad \frac{d\tilde{l}_4}{da_2} = 0, \quad \frac{d\tilde{l}_5}{da_2} = 0,$$

$$\frac{d\tilde{l}_1}{da_3} = 0, \quad \frac{d\tilde{l}_2}{da_3} = 0, \quad \frac{d\tilde{l}_3}{da_3} = \frac{1}{3}\tilde{l}_1, \quad \frac{d\tilde{l}_4}{da_3} = 0, \quad \frac{d\tilde{l}_5}{da_3} = 0,$$

$$\frac{d\tilde{l}_1}{da_4} = 0, \quad \frac{d\tilde{l}_2}{da_4} = 0, \quad \frac{d\tilde{l}_3}{da_4} = 0, \quad \frac{d\tilde{l}_4}{da_4} = 0, \quad \frac{d\tilde{l}_5}{da_4} = -\tilde{l}_5,$$

$$\frac{d\tilde{l}_1}{da_5} = 0, \quad \frac{d\tilde{l}_2}{da_5} = 0, \quad \frac{d\tilde{l}_3}{da_5} = 0, \quad \frac{d\tilde{l}_4}{da_5} = 0, \quad \frac{d\tilde{l}_5}{da_5} = \tilde{l}_4.$$ 

The solutions of the above equations are associated with the transformations

$$T_1: \quad \tilde{l}_1 = l_1, \quad \tilde{l}_2 = e^{-a_1}l_2, \quad \tilde{l}_3 = e^{-\frac{1}{3}a_1}l_3, \quad \tilde{l}_4 = l_4, \quad \tilde{l}_5 = l_5,$$
\[ T_2: \tilde{l}_1 = l_1, \quad \tilde{l}_2 = a_2 l_1 + l_2, \quad \tilde{l}_3 = l_3, \quad \tilde{l}_4 = l_4, \quad \tilde{l}_5 = l_5, \]

\[ T_3: \tilde{l}_1 = l_1, \quad \tilde{l}_2 = l_2, \quad \tilde{l}_3 = \frac{1}{3} a_3 l_1 + l_3, \quad \tilde{l}_4 = l_4, \quad \tilde{l}_5 = l_5, \]

\[ T_4: \tilde{l}_1 = l_1, \quad \tilde{l}_2 = l_2, \quad \tilde{l}_3 = l_3, \quad \tilde{l}_4 = l_4, \quad \tilde{l}_5 = e^{-a_4 l_5}, \]

\[ T_5: \tilde{l}_1 = l_1, \quad \tilde{l}_2 = l_2, \quad \tilde{l}_3 = l_3, \quad \tilde{l}_4 = l_4, \quad \tilde{l}_5 = a_5 l_4 + l_5. \]

The establishment of the optimal system requires a simplification of the vector

\[ l = (l_1, l_2, l_3, l_4, l_5), \quad (4) \]

by applying the transformations \( T_1 - T_5 \). Our task is to construct a simplest representative of each class of similar vectors \((4)\). Two cases will be considered separately.

**Case 2.1.** \( l_1 \neq 0 \)

By making \( a_2 = -\frac{l_2}{l_1} \) and \( a_3 = -\frac{3 l_3}{l_1} \) in \( T_2 \) and \( T_3 \), we enable \( \tilde{l}_2, \tilde{l}_3 = 0 \). The vector \((4)\) becomes

\[ (l_1, 0, 0, l_4, l_5). \quad (5) \]

2.1.1. \( l_4 \neq 0 \)

By making \( a_5 = -\frac{l_5}{l_4} \) in \( T_5 \), we can enable \( \tilde{l}_5 = 0 \). The vector \((5)\) is equivalent to

\[ (l_1, 0, 0, l_4, 0). \]

We get the following representatives:

\[ X_1 \pm X_4. \quad (6) \]

2.1.2. \( l_4 = 0 \)

The vector \((5)\) is equivalent to

\[ (l_1, 0, 0, 0, l_5). \quad (7) \]

We get the following representatives:

\[ X_1, \quad X_1 \pm X_5. \quad (8) \]

**Case 2.2.** \( l_1 = 0 \)

The vector \((4)\) becomes

\[ (0, l_2, l_3, l_4, l_5). \quad (9) \]

2.2.1. \( l_4 \neq 0 \)

By making \( a_5 = -\frac{l_5}{l_4} \) in \( T_5 \), we can enable \( \tilde{l}_5 = 0 \). The vector \((9)\) is equivalent to

\[ (0, l_2, l_3, l_4, 0). \]
Making all the possible combinations, we get the following representatives:

$$X_4, \quad X_2 \pm X_4, \quad X_3 \pm X_4, \quad X_2 \pm X_3 \pm X_4.$$  \hspace{1cm} (10)

2.2.2. \( l_4 = 0 \)

The vector (9) becomes

$$(0, l_2, l_3, 0, l_5).$$

We get the following representatives:

$$X_2, \quad X_3, \quad X_5, \quad X_2 \pm X_3, \quad X_2 \pm X_5, \quad X_3 \pm X_5, \quad X_2 \pm X_3 \pm X_5.$$  \hspace{1cm} (11)

Finally, by gathering the operators (6, 8, 10 and 11), we obtain the following theorem.

**Theorem 2.1** An optimal system of \( \{X_1, X_2, X_3, X_4, X_5\} \) is generated by

$$X_1 \pm X_4, \quad X_1, \quad X_1 \pm X_5, \quad X_4, \quad X_2 \pm X_4,$$
$$X_3 \pm X_4, \quad X_2 \pm X_3 \pm X_4, \quad X_2, \quad X_3, \quad X_5,$$
$$X_2 \pm X_3, \quad X_2 \pm X_5, \quad X_3 \pm X_5, \quad X_2 \pm X_3 \pm X_5.$$  

3 Similarity reductions of the \((2 + 1)\)-dimensional integrable coupling of the KdV equation

In this section, based on Theorem 2.1, we will find some reduced equations of Eq. (1) by using similarity variables.

**Case 3.1.** Reduction by \( X_2 + X_4 \).

Integrating the characteristic equation for \( X_2 + X_4 \), we get the invariance

$$\tilde{x} = x, \quad \tilde{y} = t - \ln y, \quad \tilde{u} = u, \quad \tilde{v} = vy,$$

and the invariant solution takes the form \( \tilde{u} = f(\tilde{x}, \tilde{t}), \tilde{v} = g(\tilde{x}, \tilde{t}), \) that is, \( u = f(x, y), \quad v = \frac{g(x)}{y} \).

Eq. (1) can be reduced to

$$\begin{cases}
    f_{\tilde{y}} = f_{\tilde{x}\tilde{x}\tilde{y}} + 6f_{\tilde{x}}, \\
    g_{\tilde{y}} = g_{\tilde{x}\tilde{x}\tilde{y}} - 3f_{\tilde{x}\tilde{x}y} + 6fg_{\tilde{x}} + 6f_{\tilde{x}y} - 6f_{\tilde{y}}.
\end{cases}$$  \hspace{1cm} (12)

**Case 3.2.** Reduction by \( X_2 \).

Similarly, we have \( \tilde{x} = x, \tilde{y} = y, \quad u = f(\tilde{x}, \tilde{y}), \quad v = g(\tilde{x}, \tilde{y}). \) Equation (1) is reduced to

$$\begin{cases}
    f_{\tilde{x}\tilde{x}} + 6f_{\tilde{x}} = 0, \\
    g_{\tilde{x}\tilde{x}} + 3f_{\tilde{x}\tilde{x}y} + 6fg_{\tilde{x}} + 6f_{\tilde{x}y} + 6f_{\tilde{y}} = 0.
\end{cases}$$  \hspace{1cm} (13)

**Case 3.3.** For the generator \( X_2 + X_3 \), we have \( \tilde{y} = y, \tilde{t} = x - t, \quad u = f(\tilde{y}, \tilde{t}), \quad v = g(\tilde{y}, \tilde{t}). \) Equation (1) is reduced to

$$\begin{cases}
    -f_{\tilde{t}} = f_{\tilde{y}\tilde{t}} + 6f_{\tilde{y}}, \\
    -g_{\tilde{t}} = g_{\tilde{y}\tilde{t}} + 3f_{\tilde{y}\tilde{x}t} + 6fg_{\tilde{y}t} + 6f_{\tilde{y}t} + 6f_{\tilde{y}t}.
\end{cases}$$  \hspace{1cm} (14)
Case 3.4. For the generator \( X_2 + X_5 \), we have \( \tilde{x} = x, \tilde{y} = y - t, u = f(\tilde{x}, \tilde{y}), v = g(\tilde{x}, \tilde{y}) \). Equation (1) can be reduced to

\[
\begin{align*}
-f_y &= f_{xx} + 6f, \\
-g_y &= g_{xx} + 3f_{xy} + 6fg + 6fx + 6ff. \\
\end{align*}
\]  

(15)

Case 3.5. For the generator \( X_2 + X_3 + X_5 \), we have \( \tilde{x} = x - y, \tilde{t} = x - t, u = f(\tilde{x}, \tilde{t}), v = g(\tilde{x}, \tilde{t}) \). Equation (1) becomes

\[
\begin{align*}
-f_t &= f_{xxx} + 6ff, \\
-g_t &= g_{xxx} - 3f_{xx} + 6fg + 6fx - 6ff. \\
\end{align*}
\]  

(16)

Case 3.6. For the generator \( X_4 \), we have \( \tilde{x} = x, \tilde{t} = t, u = f(\tilde{x}, \tilde{t}), v = g(\tilde{x}, \tilde{t}) \). Equation (1) can be reduced to

\[
\begin{align*}
f_t &= f_{xxx} + 6ff, \\
g_t &= g_{xxx} + 6fg + 6fx. \\
\end{align*}
\]  

(17)

Case 3.7. For the generator \( X_3 + X_5 \), we have \( \tilde{x} = x - y, \tilde{t} = t, u = f(\tilde{x}, \tilde{t}), v = g(\tilde{x}, \tilde{t}) \). Equation (1) becomes

\[
\begin{align*}
f_t &= f_{xxx} + 6ff, \\
g_t &= g_{xxx} + 6fg + 6fx. \\
\end{align*}
\]  

(18)

Case 3.8. For the generator \( X_1 \), we have \( \tilde{y} = y, \tilde{t} = \frac{t}{x^2}, u = \frac{f(\tilde{y}, \tilde{t})}{x}, v = \frac{g(\tilde{y}, \tilde{t})}{x^2} \). Equation (1) can be reduced to

\[
\begin{align*}
f_t &= -24f - 186gf - 162t^2f_{tt} - 27t^3f_{ttt} - 12f^2 - 18tff, \\
g_t &= -6g - 114tg - 135t^2g_{tt} - 27t^3g_{ttt} + 18f + 84tfg. \\
\end{align*}
\]  

(19)

4 The exact solutions of reduced equations

In the previous section, we have dealt with the similarity reductions and derived the corresponding reduced equations. In this section, we use the tanh method on reduced equations, obtaining some exact solutions of Eq. (1). With the help of exact solutions, we can understand some motion rules of waves of the \((2 + 1)\)-dimensional integrable coupling of KdV equation.

The main steps of the tanh method [24, 25] are expressed as follows:

1. Consider the following nonlinear differential equations:

\[
\begin{align*}
F_1(u, v, u_t, v_t, u_{xx}, v_{xx}, \ldots, u_y, v_y, \ldots, u_{t}, v_{t}, \ldots) &= 0, \\
F_2(u, v, u_t, v_t, u_{xx}, v_{xx}, \ldots, u_y, v_y, \ldots, u_{t}, v_{t}, \ldots) &= 0, \\
\end{align*}
\]  

(20)

where \( F_1, F_2 \) are polynomials of the \( u, v \) and their derivatives.
2. By using the wave transformations

\[
\begin{align*}
\Phi(x, y, t) &= \Phi(\xi), \\
\Psi(x, y, t) &= \Psi(\xi),
\end{align*}
\]

where \( \xi = lx + ky + ct \), and \( l, k, c \) are unknown constants, and substituting (21) into Eq. (20), we obtain the following nonlinear ordinary differential equations:

\[
\begin{align*}
F_1(\Phi, \Psi, l\Phi', l\Psi', l^2\Phi'', l^2\Psi'', \ldots, k\Phi', k\Psi', \ldots, c\Phi', c\Psi', \ldots) &= 0, \\
F_2(\Phi, \Psi, l\Phi', l\Psi', l^2\Phi'', l^2\Psi'', \ldots, k\Phi', k\Psi', \ldots, c\Phi', c\Psi', \ldots) &= 0.
\end{align*}
\]

(22)

3. Next, we introduce the independent variable

\[
Y = \tanh(\xi),
\]

(23)

which leads to the following changes:

\[
\begin{align*}
\frac{d}{d\xi} &= (1 - Y^2) \frac{d}{dY}, \\
\frac{d^2}{d\xi^2} &= (1 - Y^2) \left[ -2Y \frac{d}{dY} + (1 - Y^2) \frac{d^2}{dY^2} \right], \\
\frac{d^3}{d\xi^3} &= (1 - Y^2) \left[ (6Y^2 - 2) \frac{d}{dY} - 6Y(1 - Y^2) \frac{d^2}{dY^2} + (1 - Y^2)^2 \frac{d^3}{dY^3} \right].
\end{align*}
\]

4. We assume that the solution of Eq. (22) is written as the following form:

\[
\Phi(Y) = \sum_{i=0}^{n} a_i Y^i, \quad \Psi(Y) = \sum_{i=0}^{m} b_i Y^i,
\]

(24)

where \( n, m \) are positive integers, which are decided by balancing the highest order nonlinear terms with the derivative terms in the resulting equations. After deciding \( n, m \), taking (23) and (24) into (22), we obtain a polynomial concerning \( Y^i (i = 0, 1, 2, \ldots) \). Then we gather all terms of \( Y^i (i = 0, 1, 2, \ldots) \) and make all them equal to zero. Solving these algebraic equations, we get the values of the unknown numbers \( a_i, b_i (i = 0, 1, \ldots) \), \( l, k \) and \( c \). Then, putting these values into the equations, we get exact solutions of equations.

Case 4.1. For Eq. (12), substituting Eq. (21) into (12), we get the following equations:

\[
\begin{align*}
k\Phi' &= l^3\Phi(3) + 6l\Phi', \\
k\Psi' &= l^3\Psi(3) - 3l^2k\Phi(3) + 6l\Phi'\Psi + 6l\Phi\Psi' - 6k\Phi'.
\end{align*}
\]

(25)

Concerning (25), balancing \( \Phi(3) \) with \( \Phi' \), we have

\[
2 \times 3 + n - 3 = n + 2 \times 1 + n - 1 \quad \Rightarrow \quad n = 2,
\]

balancing \( \Phi(3) \) with \( \Phi'\Psi \), we have

\[
2 \times 3 + n - 3 = 2 \times 1 + n - 1 + m \quad \Rightarrow \quad m = 2.
\]
Hence, according to Eq. (24), the solution of Eq. (12) is assumed to be

\[
\begin{align*}
\Phi(Y) &= a_0 + a_1 Y + a_2 Y^2, \\
\Psi(Y) &= b_0 + b_1 Y + b_2 Y^2.
\end{align*}
\]  

Then, substituting Eq. (23) and Eq. (26) into Eq. (25), we collect all terms of \( Y^i \) and obtain the algebraic equations including unknown numbers \( a_i, b_i \) (\( i = 0, 1, 2 \)), \( l \) and \( k \). By solving these equations, we have the following solutions:

\[
\begin{align*}
l &= l, \quad k = k, \quad a_0 &= \frac{8l^3 + k}{6l^2}, \quad a_1 = 0, \quad a_2 = -2l^2, \\
b_0 &= \frac{k(-16l^3 + k)}{6l^2}, \quad b_1 = 0, \quad b_2 = 4lk.
\end{align*}
\]  

Putting (27) into Eq. (12), we obtain the exact solution as follows:

\[
\begin{align*}
u(x, y, t) &= \frac{8l^3 + k}{6l^2} - 2l^2 \tanh^2(2lx + k(t - \ln y)), \\
v(x, y, t) &= \frac{k(-16l^3 + k)}{6l^2} \tanh^2(2lx + k(t - \ln y)).
\end{align*}
\]  

where \( l \neq 0, k \) are arbitrary constants.

Figures 1 and 2 depict the exact solution of Eq. (12), which is obtained by taking \( l = 1, k = 1 \) at \( t = 1 \).

\[\text{Case 4.2. For Eq. (13), similarly, substituting Eq. (21) into (13), we have the following ordinary differential equations:}\]

\[
\begin{align*}
l^3 \Phi^{(3)} + 6l \Phi \Phi' &= 0, \\
l^3 \Psi^{(3)} + 3l^2 k \Phi^{(3)} + 6l \Phi' \Psi + 6l \Phi \Psi' + 6k k \Phi' &= 0.
\end{align*}
\]  

Then, balancing \( \Phi^{(3)} \) and \( \Phi \Phi', \Phi^{(3)} \) and \( \Phi' \Psi' \) for (29), we have \( n = m = 2 \).
Therefore, on the basis of Eq. (24), the solution of Eq. (13) can be assumed to be

\[
\begin{align*}
\Phi(Y) &= a_0 + a_1 Y + a_2 Y^2, \\
\Psi(Y) &= b_0 + b_1 Y + b_2 Y^2.
\end{align*}
\] (30)

Next, substituting Eq. (23) and Eq. (30) into Eq. (29), we make all coefficients of \( Y^i \) vanish and obtain the algebraic equations including the unknown numbers \( a_i, b_i \) (\( i = 0, 1, 2 \)), \( l \) and \( k \). Solving these equations, we have the following solutions:

\[
\begin{align*}
l &= l, \quad k = k, \quad a_0 &= \frac{4l^2}{3}, \quad a_1 = 0, \quad a_2 = -2l^2, \\
b_0 &= \frac{8lk}{3}, \quad b_1 = 0, \quad b_2 = -4lk.
\end{align*}
\] (31)

So, the exact solution of Eq. (13) is

\[
\begin{align*}
u(x, y, t) &= \frac{4l^2}{3} - 2l^2 \tanh^2(lx + ky), \\
v(x, y, t) &= \frac{8lk}{3} - 4lk \tanh^2(lx + ky),
\end{align*}
\] (32)

where \( l, k \) are arbitrary constants. This solution is a static solution of Eq. (1).

When we take \( l = 1, k = 1 \), the values of \( u, v \) are illustrated in Figs. 3 and 4.

Case 4.3. For Eq. (14), equally, substituting Eq. (21) into (14), we get the following ordinary differential equations:

\[
\begin{align*}
-\Phi' &= c^2 \Phi^{(3)} + 6c \Phi', \\
-c\Psi' &= c^3 \Psi^{(3)} + 3kc^2 \Phi^{(3)} + 6c\Phi' \Psi + 6c\Phi \Psi' + 6k \Phi \Phi'.
\end{align*}
\] (33)

Furthermore, balancing \( \Phi^{(3)} \) and \( \Phi \Phi' \), \( \Phi^{(3)} \) and \( \Phi' \Psi' \) for (33), we have \( n = m = 2 \).

Therefore, based on Eq. (24), the solution of Eq. (14) can be assumed to be

\[
\begin{align*}
\Phi(Y) &= a_0 + a_1 Y + a_2 Y^2, \\
\Psi(Y) &= b_0 + b_1 Y + b_2 Y^2.
\end{align*}
\] (34)
Next, substituting Eq. (23) and Eq. (34) into Eq. (33), we make all coefficients of $Y^i$ vanish and obtain the algebraic equations including unknown numbers $a_i$, $b_i$ ($i = 0, 1, 2$), $k$ and $c$. Solving these equations, we have the following solutions:

\begin{align*}
    k &= k, \quad c = c, \quad a_0 = \frac{8c^2 - 1}{6}, \quad a_1 = 0, \quad a_2 = -2c^2, \\
    b_0 &= \frac{k(16c^2 + 1)}{6c}, \quad b_1 = 0, \quad b_2 = -4kc.
\end{align*}

(35)

So, the exact solution of Eq. (14) is

\begin{align*}
    u(x, y, t) &= \frac{8c^2 - 1}{6} - 2c^2 \tanh^2(kt + c(x - t)), \\
    v(x, y, t) &= \frac{k(16c^2 + 1)}{6c} - 4kc \tanh^2(kt + c(x - t)),
\end{align*}

(36)

where $c \neq 0$ and $k$ are arbitrary constants.

Figures 5 and 6 portray the solution of Eq. (14), which is obtained by taking $k = -1$, $c = 1$ at $t = 1$. 
Case 4.4. For Eq. (15), in the same way, substituting Eq. (21) into (15), we have the following ordinary differential equations:

\begin{align*}
- k \Phi' &= l^3 \Phi^{(3)} + 6l \Phi \Phi', \\
- k \Psi' &= l^3 \Psi^{(3)} + 3l^2 k \Phi^{(3)} + 6l \Phi' \Psi + 6l \Phi \Psi' + 6k \Phi \Phi'.
\end{align*}

(37)

Then, balancing $\Phi^{(3)}$ and $\Phi \Phi'$, $\Phi^{(3)}$ and $\Phi' \Psi'$ for (33), we have $n = m = 2$.

Therefore, based on Eq. (24), the solution of Eq. (15) can be assumed to be

\begin{align*}
\Phi(Y) &= a_0 + a_1 Y + a_2 Y^2, \\
\Psi(Y) &= b_0 + b_1 Y + b_2 Y^2.
\end{align*}

(38)

Next, substituting Eq. (23) and Eq. (38) into Eq. (37), we make all coefficients of $Y^i$ vanish and obtain the algebraic equations including unknown numbers $a_i$, $b_i$ ($i = 0, 1, 2$), $l$ and $k$. 
Solving these equations, we have the following solutions:

\[ l = l, \quad k = k, \quad a_0 = \frac{8l^3 - k}{6l}, \quad a_1 = 0, \quad a_2 = -2l^2, \]
\[ b_0 = \frac{k(16l^3 + k)}{6l^2}, \quad b_1 = 0, \quad b_2 = -4lk. \]  

(39)

So, the exact solution of Eq. (15) is

\[
\begin{align*}
  u(x, y, t) &= \frac{8l^3 - k}{6l} - 2l^2 \tanh^2(lx + k(y - t)), \\
  v(x, y, t) &= \frac{k(16l^3 + k)}{6l^2} - 4lk \tanh^2(lx + k(y - t)),
\end{align*}
\]

(40)

where \( l \neq 0, k \) are arbitrary constants.

When we take \( l = 1, k = -1 \) at \( t = 0 \), the values of \( u, v \) are illustrated in Figs. 7 and 8.

Case 4.5. For Eq. (16), likewise, substituting Eq. (21) into (16), we get the following ordinary differential equations:

\[
\begin{align*}
  -c\Phi' &= l^3\Phi^{(3)} + 6l\Phi\Phi', \\
  -c\Psi' &= l^3\Psi^{(3)} - 3l^2\Phi^{(3)} + 6l\Phi'\Psi + 6l\Phi\Psi' - 6l\Phi' \Phi'.
\end{align*}
\]

(41)
Then, balancing $\Phi^{(3)}$ and $\Phi \Phi'$, $\Phi^{(3)}$ and $\Phi' \Psi'$ for (41), we have $n = m = 2$. Therefore, based on Eq. (24), the solution of Eq. (16) can be assumed to be

$$\begin{align*}
\Phi(Y) &= a_0 + a_1 Y + a_2 Y^2, \\
\Psi(Y) &= b_0 + b_1 Y + b_2 Y^2.
\end{align*}$$

Next, substituting Eq. (23) and Eq. (42) into Eq. (41), we make all coefficients of $Y^i$ vanish and obtain the algebraic equations including unknown numbers $a_i, b_i$ ($i = 0, 1, 2$), $l$ and $c$. Solving these equations, we have the following solutions:

$$\begin{align*}
l &= l, \\
c &= c, \\
a_0 &= \frac{8l^3 - c}{6l}, \\
a_1 &= 0, \\
a_2 &= -2l^2, \\
b_0 &= -\frac{16l^3 + c}{6l}, \\
b_1 &= 0, \\
b_2 &= 4l^2.
\end{align*}$$

So, the exact solution of Eq. (16) is

$$\begin{align*}
u(x, y, t) &= \frac{8l^3 - c}{6l} - 2l^2 \tanh^2(l(x - y) + c(x - t)), \\
v(x, y, t) &= -\frac{16l^3 + c}{6l} + 4l^2 \tanh^2(l(x - y) + c(x - t)),
\end{align*}$$

(44)

where $l \neq 0, c$ are arbitrary constants.

Figures 9 and 10 depict the exact solution of Eq. (16), which is obtained by taking $l = 1, c = 1$ at $t = 0$.

5 Construction of conservation laws

In this section, we chiefly construct conservation laws of Eq. (1) using Ibragimov’s method [27, 30]. First, we prove that Eq. (1) is nonlinear self-adjoint.

5.1 Proof of nonlinear self-adjointness

With regard to Eq. (1), conservation laws multipliers have the following form:

$$\Lambda_1 = \Lambda_1(x, y, t, u, v), \quad \Lambda_2 = \Lambda_2(x, y, t, u, v).$$
Moreover,\[
\begin{aligned}
E_u\left[\Lambda_1(u_t - u_{xxx} - 6uu_x) + \Lambda_2(v_t - v_{xxx} - 3uv_{xy} - 6(uv)_x - 6uu_y)\right] &= 0, \\
E_v\left[\Lambda_1(u_t - u_{xxx} - 6uu_x) + \Lambda_2(v_t - v_{xxx} - 3uv_{xy} - 6(uv)_x - 6uu_y)\right] &= 0,
\end{aligned}
\quad (45)
\]
where the Euler operators $E_u, E_v$ are expressed as
\[
\begin{aligned}
E_u &= \frac{\partial}{\partial u} - D_x \frac{\partial}{\partial u_x} - D_y \frac{\partial}{\partial u_y} - D_t \frac{\partial}{\partial u_t} + D^2_x \frac{\partial}{\partial u_{xx}} + \ldots, \\
E_v &= \frac{\partial}{\partial v} - D_x \frac{\partial}{\partial v_x} - D_y \frac{\partial}{\partial v_y} - D_t \frac{\partial}{\partial v_t} + D^2_x \frac{\partial}{\partial v_{xx}} + \ldots.
\end{aligned}
\quad (46)
\]
Substituting (46) into (45), we obtain the following system which only has the unknown variables $\Lambda_1, \Lambda_2$:
\[
\begin{aligned}
\Lambda_1 v &= 0, \\
\Lambda_1 xx &= 0, \\
\Lambda_1 uu &= 0, \\
\Lambda_2 u &= 0, \\
\Lambda_2 v &= 0, \\
-\Lambda_1 t + 6u &\Lambda_1 xx + 6v &\Lambda_2 xx + 6u &\Lambda_2 yy + 3v &\Lambda_2 xyy = 0, \\
-\Lambda_2 t + 6u &\Lambda_2 xx + &\Lambda_2 xxy &= 0.
\end{aligned}
\]
Solving this system, we have $\Lambda_1 = 6tuF_1(y) + (6tu + x)F_2(y) + uF_3(y) + F_4(y), \quad \Lambda_2 = F_1(y)$, where $F_1(y), F_2(y), F_3(y)$ and $F_4(y)$ are arbitrary functions.

Consider a PDE system of order $m$,
\[
R^\alpha(x, u, \ldots, u^{(k)}) = 0, \quad \alpha = 1, \ldots, m,
\quad (47)
\]
where $x = (x^1, x^2, \ldots, x^n)$, $u = (u^1, u^2, \ldots, u^m)$ and $u^{(1)}, u^{(2)}, \ldots, u^{(k)}$ represent the set of all first, second, \ldots, $k$th-order derivatives of $u$ in regard to $x$.

The adjoint equations of Eq. (47) are written as
\[
(R^\alpha)^\ast(x, u, v, \ldots, u^{(k)}, v^{(k)}) = 0, \quad \alpha = 1, \ldots, m, \quad v = v(x).
\]
Besides,
\[
(R^\alpha)^*(x, u, v, \ldots, u_{(k)}, v_{(l)}) = \frac{\delta L}{\delta u^\alpha},
\]
where \( L \) is a formal Lagrangian of the following form:
\[
L = v^\beta R^\beta(x, u, \ldots, u_{(k)}), \quad \beta = 1, 2, \ldots, m,
\]
and the Euler–Lagrange operator is expressed as
\[
\frac{\delta}{\delta u^\alpha} = \frac{\partial}{\partial u^\alpha} + \sum_{j=1}^{\infty} (-1)^j D_{i_1} \cdots D_{i_j} \frac{\partial}{\partial u^{i_1}_{i_2}} \quad \alpha = 1, 2, \ldots, m.
\]

**Definition 5.1** ([31]) The system (47) is said to be nonlinearly self-adjoint if the adjoint system is satisfied for all the solutions \( u \) of system (47) upon a substitution \( v = \psi(x, u) \) such that \( \psi(x, u) \neq 0 \). Particularly, the system
\[
(R^\alpha)^*(x, u, \psi, \ldots, u_{(k)}, \psi_{(l)}) = 0, \quad \alpha = 1, \ldots, m,
\]
is identical to the system
\[
\lambda^\beta R^\beta(x, u, \psi, \ldots, u_{(k)}, u_{(l)}) = 0, \quad \beta = 1, \ldots, m,
\]
that is,
\[
(R^\alpha)^*|_{v=\psi(x,u)} = \lambda^\beta R^\beta, \quad \beta = 1, \ldots, m,
\]
where \( \lambda^\beta \) is a certain function.

**Theorem 5.1** ([32]) The determining system of the multiplier \( \Lambda(x, u) \) of system (47) is identical to the system of nonlinearly self-adjoint substitution.

If the formal Lagrangian of Eq. (1) is given as
\[
L = \varphi_1(x, y, t, u, v)(u_t - u_{xxx} - 6uu_x)
+ \varphi_2(x, y, t, u, v)(v_t - v_{xxx} - 3u_{xxy} - 6(uv)_x - 6uu_y),
\]
based on Theorem 5.1, we can get
\[
\begin{align*}
\varphi_1(x, y, t, u, v) &= \Lambda_1(x, y, t, u, v) = 6tuF_1 + (6tu + x)F_2(y) + uF_3(y) + F_4(y), \\
\varphi_2(x, y, t, u, v) &= \Lambda_2(x, y, t, u, v) = F_1(y).
\end{align*}
\]
Therefore, Eq. (1) is nonlinearly self-adjoint with substitution (48).
5.2 Construction of conservation laws

**Theorem 5.2** ([31]) The system of differential Eq. (47) is nonlinearly self-adjoint. Then every Lie point, the Lie–Bäcklund, nonlocal symmetry

\[ X = \xi^i(x, u, u_1, \ldots) \frac{\partial}{\partial x^i} + \eta^a(x, u, u_1, \ldots) \frac{\partial}{\partial u^a} \]

admitted by the system of Eq. (47), gives rise to a conservation law, where the components \( C^i \) of the conserved vector \( C = (C^1, \ldots, C^n) \) are determined by

\[
C^i = W^a \left[ \frac{\partial L}{\partial u_1} - D_1 \left( \frac{\partial L}{\partial u_1} \right) + D_2 \left( \frac{\partial L}{\partial u_2} \right) + \cdots \right] \\
+ D_1(W^a) \left[ \frac{\partial L}{\partial u_1} - D_1 \left( \frac{\partial L}{\partial u_2} \right) + \cdots \right] + D_2(W^a) \left[ \frac{\partial L}{\partial u_2} - \cdots \right],
\]

and \( W^a = \eta^a - \xi^i u_1^a \). The formal Lagrangian \( L \) should be written in the symmetric form concerning all mixed derivatives \( u_1^a, u_2^a \).

The Lagrangian \( L \) of Eq. (1) is given as follows:

\[
L = \Lambda_1(u_t - u_x u_x - 6uu_x) + \Lambda_2(v_t - v_x u_x - 3u_{xx}y - 6uv_x - 6uu_x).
\]

For the generator \( X = \xi^i \partial_x + \eta^a \partial_u \), in line with the Theorem 5.2, we obtain \( W^1 = \phi - \xi^1 u_x - \xi^3 u_t \), \( W^2 = \phi - \xi^1 v_x - \xi^3 v_t \), so the components of the construction vector have the following form:

\[
C_x = W^1 \left[ \frac{\partial L}{\partial u_x} + D_2 \left( \frac{\partial L}{\partial u_x u_x} \right) + D_2 D_2 \left( \frac{\partial L}{\partial u_x u_x u_x} \right) \right] \\
+ D_1(W^1) \left[ -D_1 \left( \frac{\partial L}{\partial u_x} \right) - D_1 \left( \frac{\partial L}{\partial u_x u_x} \right) \right] \\
+ D_2(W^2) \left[ -D_1 \left( \frac{\partial L}{\partial u_x u_x} \right) \right] + D_2^2 \left( \frac{\partial L}{\partial u_x u_x u_x} \right),
\]

\[
C_y = W^1 \left[ \frac{\partial L}{\partial u_y} + D_2 \left( \frac{\partial L}{\partial u_x u_y} \right) \right] + D_1(W^1) \left[ -D_1 \left( \frac{\partial L}{\partial u_y} \right) \right] + D_2(W^2) \left( \frac{\partial L}{\partial u_x u_x} \right),
\]

\[
C_t = W^2 \left[ \frac{\partial L}{\partial u_t} + W^2 \frac{\partial L}{\partial u_t u_t} \right].
\]

By substituting the Lagrangian \( L \) into above components of the conservation vector, \( C_x, C_y, C_t \) are simplified as

\[
C_x = -W^1 \left[ 6(u\Lambda_1 + \nu\Lambda_2) + D_2^2(\Lambda_1) + 3D_2 D_2(\Lambda_2) \right] \\
+ D_1(W^1) \left[ D_1(\Lambda_1) + 3D_2(\Lambda_2) \right] - D_2(W^1) \Lambda_1 - 3D_2 D_2(W^1) \Lambda_2 \\
- W^2 \left[ 6(u\Lambda_2 + D_2(\Lambda_2)) + D_1(W^2) D_2(\Lambda_2) - D_2(W^2) \Lambda_2 \right], \tag{49}
\]

\[
C_y = -W^1 \left[ 6u\Lambda_2 + 3D_2^2(\Lambda_2) \right] + 3D_2(W^1) D_2(\Lambda_2) - 3D_2(W^1) \Lambda_2, \tag{50}
\]

\[
C_t = W^2 \left[ \frac{\partial L}{\partial u_t} + W^2 \frac{\partial L}{\partial u_t u_t} \right].
\]
\[ C^i = W^1 A_1 + W^2 A_2. \] (51)

For the generator \( X_1 = \frac{1}{2} x \partial_x + t \partial_t - \frac{3}{2} u \partial_u - \frac{1}{2} v \partial_v \), we have \( W^1 = -\frac{3}{2} u - \frac{1}{2} x u_x - t u_t \), \( W^2 = -\frac{1}{2} v - x v_x - t v_t \). According to Eqs. (49)–(51), the components of the conserved vector of generator \( X_1 \) have the following form:

\[
C_1^x = \left( \frac{2}{3} u + \frac{1}{3} x u_x + tu_t \right) \left[ 6 \left[ u (6t u(F_1)_y + (6tu + x)F_2(y) + uF_3(y) + F_4(y)) + vF_1(y) \right] + u_{xt} \left[ 6t(F_1)_y + 6tF_2(y) + F_3(y) \right] \right]
- \left( u_x + \frac{1}{3} xu_{xx} + tu_{xt} \right) \left[ F_2(y) + u_x \left[ 6t(F_1)_y + 6tF_2(y) + F_3(y) \right] \right]
+ 3(F_1)_y \left( \frac{4}{3} u_{xx} + \frac{1}{3} x u_{xxx} + tu_{xxt} \right) \left[ 6tu(F_1)_y + (6tu + x)F_2(y) + uF_3(y) + F_4(y) \right]
+ (3u_{xy} + xu_{xxy} + 3tu_{xyst})F_1(y) + (2u + 2xv_x + 6tv_t)uF_1(y)
+ \left( v_{xx} + \frac{1}{3} xv_{xxx} + tv_{xxt} \right) F_1(y),
\]

\[
C_1^y = (4u + 2xu_x + 6tu_t)uF_1(y) + (4u_{xx} + xu_{xxx} + 3tu_{xxt})F_1(y),
\]

\[
C_1^z = \left( \frac{2}{3} u - \frac{1}{3} x u_x - tu_t \right) \left[ 6tu(F_1)_y + (6tu + x)F_2(y) + uF_3(y) + F_4(y) \right]
- \left( \frac{1}{3} u + \frac{1}{3} xv_x - tv_t \right) F_1(y).
\]

For the generator \( X_2 = \partial_t \), we have \( W^1 = -u_t \), \( W^2 = -v_t \). According to Eqs. (49)–(51), the components of the conserved vector of generator \( X_2 \) can be expressed as follows:

\[
C_2^x = u_t \left[ 6 \left[ u (6tu(F_1)_y + (6tu + x)F_2(y) + uF_3(y) + F_4(y)) + vF_1(y) \right] + u_{xt} \left[ 6t(F_1)_y + 6tF_2(y) + F_3(y) \right] \right]
- u_{xt} \left[ F_2(y) + u_x \left[ 6t(F_1)_y + 6tF_2(y) + F_3(y) \right] + 3(F_1)_y \right]
+ u_{xxt} \left[ 6tu(F_1)_y + (6tu + x)F_2(y) + uF_3(y) + F_4(y) \right]
+ 3u_{xy}F_1(y) + 6uv_tF_1(y) + v_{xxt}F_1(y),
\]

\[
C_2^y = 6uF_1(y) + 3u_{xxt}F_1(y),
\]

\[
C_2^z = -u_t \left[ 6tu(F_1)_y + (6tu + x)F_2(y) + uF_3(y) + F_4(y) \right] - v_t F_1(y).
\]

For the generator \( X_3 = \partial_x \), we have \( W^1 = -x_{x} \), \( W^2 = -v_x \). According to Eqs. (49)–(51), the components of the conserved vector of generator \( X_3 \) can be written in the following form:

\[
C_3^x = u_x \left[ 6 \left[ u (6tu(F_1)_y + (6tu + x)F_2(y) + uF_3(y) + F_4(y)) + vF_1(y) \right] + u_{xx} \left[ 6t(F_1)_y + 6tF_2(y) + F_3(y) \right] \right]
- u_{xx} \left[ F_2(y) + u_x \left[ 6t(F_1)_y + 6tF_2(y) + F_3(y) \right] + 3(F_1)_y \right]
+ u_{xxt} \left[ 6tu(F_1)_y + (6tu + x)F_2(y) + uF_3(y) + F_4(y) \right]
+ 3u_{xy}F_1(y) + 6uv_xF_1(y) + v_{xxt}F_1(y),
\]

\[
C_3^y = 6uF_1(y) + 3u_{xxt}F_1(y),
\]

\[
C_3^z = -u_x \left[ 6tu(F_1)_y + (6tu + x)F_2(y) + uF_3(y) + F_4(y) \right] - v_x F_1(y).
\]
For the generator $X_4 = y \partial_y - v \partial_v$, we have $W^1 = -yu_y$, $W^2 = -v - yv_y$. According to Eqs. (49)–(51), the components of the conserved vector of generator $X_4$ are given as

$$C_5^x = 6uu_xF_1(y) + 3uu_{xx}F_1(y),$$

$$C_5^y = -u_x\left[6tu(F_1)_y + (6tu + x)F_2(y) + uF_3(y) + F_4(y)\right] - v_xF_1(y).$$

For the generator $X_5 = \partial_y$, we have $W^1 = -u_x, W^2 = -v_y$. According to Eqs. (49)–(51), the components of the conserved vector of the generator $X_5$ can be expressed as

$$C_5^x = u_y\left[6u(6tu(F_1)_x + (6tu + x)F_2(y) + uF_3(y) + F_4(y)) + vF_1(y)\right]$$

$$+ u_x\left[6t(F_1)_x + 6tF_2(y) + F_3(y)\right]$$

$$- yu_{xy}\left[F_2(y) + 6t(F_1)_y + 6tF_2(y) + F_3(y)\right] + 3(F_1)_x$$

$$+ yu_{xxy}\left[6tu(F_1)_y + (6tu + x)F_2(y) + uF_3(y) + F_4(y)\right] + 3(u_{xy} + yu_{xyy})F_1(y)$$

$$+ 6u(\nu + yv_y)F_1(y) + (v_{xx} + yv_{xxy})F_1(y),$$

$$C_5^y = 6yuu_xF_1(y) + 3yu_{xx}F_1(y),$$

$$C_5^z = -yu_y\left[6tu(F_1)_y + (6tu + x)F_2(y) + uF_3(y) + F_4(y)\right] - (\nu + yv_y)F_1(y).$$

6 Conclusions

In this paper, Lie group analysis is applied to the $(2 + 1)$-dimensional integrable coupling of the KdV equation. The optimal system of the obtained symmetries and reduced equations are obtained based on symmetry method. Moreover, explicit solutions of the reduced equations are constructed by using the tanh method. Through the figures related to solutions, we can show the rules of the wave propagation corresponding to Eq. (1). Finally, nonlinearly self-adjointness of Eq. (1) is manifested and its conservation laws are derived by using Ibragimov’s method.

Acknowledgements
The authors would like to thank the editors and referees for their constructive comments and suggestions.

Funding
The authors are supported by the Natural Science Foundation of Shanxi (No. 201801D121018).

Availability of data and materials
Data sharing not applicable to this article as no datasets were generated or analyzed during the current study.
Competing interests
The authors declare that they have no competing interests.

Authors’ contributions
The authors have equally contributed to this article and read and approved the final manuscript.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Received: 29 July 2020 Accepted: 27 October 2020 Published online: 07 November 2020

References
1. Ablowitz, M.J., Solitons, C.P.A.: Nonlinear Evolution Equations and Inverse Scattering. Cambridge University Press, Cambridge (1991)
2. Gu, C.H.: Soliton Theory and Its Applications. Springer, Berlin (1995)
3. Mancas, S.C., Adams, R.: Dissipative periodic and chaotic patterns to the KdV–Burgers and Gardner equations. Chaos Solitons Fractals 126, 385–393 (2019)
4. Carvajal, X., Panthee, M.: Construction of two parametric deformation of KdV-hierarchy and solution in terms of meromorphic functions on the sigma divisor of a hyperelliptic curve of genus 3. SIGMA 15, 032 (2019)
5. Wang, C.J., Fang, H., Tang, X.X.: State transition of lump-type waves for the (2 + 1)-dimensional generalized KdV equation. Nonlinear Dyn. 95, 2943–2961 (2019)
6. Miura, R.M.: The Korteweg–de Vries equation: a survey of results. SIAM Rev. 18(3), 412–459 (1976)
7. Bluman, G.W., Anco, S.C.: Symmetry and Integration Methods for Differential Equations. Springer, New York (2004)
8. Grigoriev, Y.N., Kovalev, V.F., Meleshko, S.V.: Symmetries of Integro-Differential Equations: With Applications in Mechanics and Plasma Physics. Springer, New York (2010)
9. Ibragimov, N.H.: Nonlinear self-adjointness in constructing conservation laws. Arch. ALGA 7, 1–99 (2011)