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In this paper, we consider the extreme behavior of a Gaussian random field \( f(t) \) living on a compact set \( T \). In particular, we are interested in tail events associated with the integral \( \int_T e^{f(t)} \, dt \). We construct a (non-Gaussian) random field whose distribution can be explicitly stated. This field approximates the conditional Gaussian random field \( f \) (given that \( \int_T e^{f(t)} \, dt \) exceeds a large value) in total variation. Based on this approximation, we show that the tail event of \( \int_T e^{f(t)} \, dt \) is asymptotically equivalent to the tail event of \( \sup_T \gamma(t) \) where \( \gamma(t) \) is a Gaussian process and it is an affine function of \( f(t) \) and its derivative field. In addition to the asymptotic description of the conditional field, we construct an efficient Monte Carlo estimator that runs in polynomial time of \( \log b \) to compute the probability \( P(\int_T e^{f(t)} \, dt > b) \) with a prescribed relative accuracy.

1. Introduction. Consider a Gaussian random field \( \{f(t) : t \in T\} \) living on a \( d \)-dimensional domain \( T \subset \mathbb{R}^d \) with zero mean and unit variance, that is, for every finite subset \( \{t_1, \ldots, t_n\} \subset T \), \( (f(t_1), \ldots, f(t_n)) \) is a mean zero multivariate Gaussian random vector. Let \( \mu(t) \) be a (deterministic) function and \( \sigma \in (0, \infty) \) be a scale factor. Define

\[
\mathcal{I}(T) \triangleq \int_T e^{\sigma f(t) + \mu(t)} \, dt.
\]

In this paper, we develop a precise asymptotic description of the conditional distribution of \( f \) given that \( \mathcal{I}(T) \) exceeds a large value \( b \), that is, \( P(\cdot | \mathcal{I}(T) > b) \). In particular, we provide a tractable total variation approximation (in the sample path space) for such conditional random fields based on a change
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of measure technique. In addition to the asymptotic descriptions, we design efficient Monte Carlo estimators that run in polynomial time of $\log b$ for computing the tail probabilities

$$v(b) = P(I(T) > b) = P\left(\int_T e^{sf(t) + \mu(t)} dt > b\right)$$

with a prescribed relative accuracy.

1.1. The literature. In the probability literature, the extreme behaviors of Gaussian random fields have been studied extensively. The results range from general bounds to sharp asymptotic approximations. An incomplete list of works includes [15, 20, 23, 35, 37, 39, 46, 50, 52]. A few lines of investigations on the supremum norm are given as follows. Assuming locally stationary structure, the double-sum method [49] provides the exact asymptotic approximation of $\sup_T f(t)$ over a compact set $T$, which is allowed to grow as the threshold tends to infinity. For almost surely at least twice differentiable fields, the authors of [2, 5, 53] derive the analytic form of the expected Euler–Poincaré characteristics of the excursion set $[\chi(A_b)]$ which serves as a good approximation of the tail probability of the supremum. The tube method [51] takes advantage of the Karhunen–Loève expansion and Weyl's formula. A recent related work along this line is given by [48]. The Rice method [11–13] provides an implicit description of $\sup_T f(t)$. Change of measure based rare-event simulations are studied in [3]. The discussions also go beyond the Gaussian fields. For instance, [36] discusses the situations of Gaussian process with random variances. See also [4] for discussions on non-Gaussian cases. The distribution of $I(T)$ is studied in the literature when $f(t)$ is a Brownian motion [29, 56]. Recently, [42, 43] derive the asymptotic approximations of $P(I(T) > b)$ as $b \to \infty$ for three times differentiable and homogeneous Gaussian random fields.

Besides the tail probability approximations, rigorous analysis of the conditional distributions of stochastic processes given the occurrence of rare events is also an important topic. In the classic large deviations analysis for light-tailed stochastic systems, the sample path(s) that admits the highest probability (the most likely sample path) under the conditional distribution given the occurrence of a rare event is central to the entire analysis in terms of determining the appropriate exponential change of measure, developing approximations of the tail probabilities and designing efficient simulation algorithms; see, for instance, standard textbook [30]. For heavy-tailed systems, the conditional distributions and the most likely paths, which typically admit the so-called “one-big-jump” principle, are also intensively studied [8, 9, 17]. These results not only provide intuitive and qualitative descriptions of the conditional distribution, but also shed light on the design of rare-event simulation algorithms [16–18]—the best importance sampling
estimator of the rare-event probability uses a change of measure corresponding to the interesting conditional distribution. In addition, the conditional distribution (or the conditional expectations) is also of practical interest. For instance, in risk management, the conditional expected loss given some rare/disastrous event is an important risk measure and stress test.

In the literature of Gaussian random fields, the exact Slepian models [conditional field given a local maximum or level crossing of \(f(t)\)] are studied intensively for twice differentiable fields. For instance, Leadbetter, Lindgren and Rootzén [38] give the Slepian model conditioning on an upcrossing of level \(u\) at time zero. Lindgren [40] treats conditioning on a local maximum of height \(u\) at time zero. The first rigorous treatment of Slepian models for nonstationary processes is given by Lindgren [41]. Grigoriu [34] extends the results of Leadbetter, Lindgren and Rootzén [38] for level crossings to the general nonstationary case. This work is followed up by Gadrich and Adler [32]. In the later analysis, we will set an asymptotic equivalence between the conditional distribution given \(\{\mathcal{I}(T) > b\}\) and that given the high excursion of the supremum of \(f\). The latter can be characterized by the Slepian model.

1.2. Contributions. In this paper, we pursue along this line for the extreme behaviors of Gaussian processes and begin to describe the conditional distribution of \(f\) given the occurrence of the event \(\{\mathcal{I}(T) > b\}\). In particular, we provide both quantitative and qualitative descriptions of this conditional distribution. Furthermore, from a computational point of view, we construct a Monte Carlo estimator that takes a polynomial computational cost (in \(\log b\)) to estimate \(v(b)\) for a prescribed relative accuracy.

Central to the analysis is the construction of a change of measure on the space \(C(T)\) (continuous functions living on \(T\)). The application of the change of measure ideas is common in the study of large deviations analysis for the light-tailed stochastic systems. However, it is not at all standard in the study of Gaussian random fields. The proposed change of measure is not of a classical exponential-tilting form. This measure has several features that are appealing both theoretically and computationally. First, we show that the change of measure denoted by \(Q\) approximates the conditional measure \(P(\cdot | \mathcal{I}(T) > b)\) in total variation as \(b \to \infty\). Second, the measure \(Q\) is analytically tractable in the sense that the distribution of \(f\) under \(Q\) has a closed form representation and the Radon–Nikodym derivative \(dQ/dP\) takes the form of a \(d\)-dimensional integral. This tractability property has useful consequences. From a methodological point of view, the measure \(Q\) provides a very precise description of the mechanism that drives the rare event \(\{\mathcal{I}(T) > b\}\). This result allows us to directly use the intuitive mechanism to provide functional probabilistic descriptions that emphasize the most important elements that are present in the interesting rare events. More technically, the analytical computations associated with the measure
are easy (compared to the conditional measure), and the expectation $E^Q[\cdot]$ is theoretically much more tractable than $E[\cdot | \mathcal{I}(T) > b]$. Based on this result, we show that the tail event $\{\mathcal{I}(T) > b\}$ is asymptotically equivalent to the tail event of $\sup_T \gamma(t)$ where $\gamma(t)$ is an affine function of $f(t)$ and its derivative field $\partial^2 f(t)$ and $\gamma(t)$ implicitly depends on $b$. Thus, one can further characterize the conditional measure by means of the results on the Slepian model mentioned earlier.

Another contribution of this paper lies in the numerical evaluation of $v(b)$. The importance sampling algorithm associated with the proposed change of measure yields an efficient estimator for computing $v(b)$. An important issue concerns the implementation of the Monte Carlo method. The processes considered in this paper are continuous while computers can only represent discrete objects. Inevitably, we will introduce a suitable discretization scheme and use discrete (random) objects to approximate the continuous processes. A naturally raised issue lies in the control of the approximation error relative to the probability $v(b)$. We will perform careful analysis and report the overall computational complexity of the proposed Monte Carlo estimators.

A key requirement of the current analysis is the twice differentiability of $f$. Our change of measure is written explicitly in the form of $f, \partial f$ and $\partial^2 f$. A very interesting future study would be developing parallel results for nondifferentiable fields. The technical challenges are two-fold. First, there is lack of asymptotic analysis for the exponential integral of general nondifferentiable fields. To the author’s best knowledge, the behavior of $\mathcal{I}(T)$ for nondifferentiable processes is investigated only when $f$ is a Brownian motion whose techniques cannot be extend to general cases [29, 56]. In addition, there is a lack of descriptive tools (such as derivatives and the Palm model) for nondifferentiable processes. This also leads to difficulties in describing the Slepian model for level crossing. To the author’s best knowledge, analytic description of Slepian models for excursion of $\sup_T f(t)$ are available only for twice differentiable fields. Despite of the smoothness limitation, the current analysis has important applications the details of which will be presented in the following section.

The rest of this paper is organized as follows. Two applications of this work are given in Section 2. In Section 3, we present the main results including the change of measure, the approximation of $P(\cdot | \mathcal{I}(T) > b)$ and the efficient Monte Carlo estimator of $v(b)$. Proofs of the theorems are given in Sections 4–7. A supplemental material [45] is provided including all the supporting lemmas.

2. Applications. The integral of exponential functions of Gaussian random fields plays an important role in many probability models. We present two such models for which the conditional distribution is of interest and the underlying random fields are differentiable.
2.1. Spatial point process. In spatial point process modeling, let \( \lambda(t) \) be the intensity of a Poisson point process on \( T \), denoted by \( \{N(A) : A \subset T\} \). In order to build in spatial dependence structure and to account for overdispersion, the log-intensity is typically modeled as a Gaussian random field, that is, \( \log \lambda(t) = f(t) + \mu(t) \) and then \( E[N(A) | \lambda(\cdot)] = \int_A e^{f(t) + \mu(t)} \, dt \), where \( \mu(t) \) is the mean function, and \( f(t) \) is a zero-mean Gaussian process. For instance, Chan and Ledolter [22] consider the time series setting in which \( T \) is a one-dimensional interval, \( \mu(t) \) is modeled as the observed covariate process and \( f(t) \) is an autoregressive process; see [21, 24–26, 57] for more examples in high-dimensional domains.

For the purpose of illustration, we consider a very concrete case that the point process \( N(\cdot) \) represents the spatial distribution of asthma cases over a geographical domain \( T \). The latent intensity \( \lambda(t) \) [or equivalently \( f(t) \)] represents the unobserved (and appropriately transformed) metric of the pollution severity at location \( t \). The mean function can be written as a linear combination of the observed covariates that may affect the pollution level, that is, \( \mu(t) = \beta^\top x(t) \) is treated as a deterministic function. It is well understood that \( \lambda(t) \) is a smooth function of the spatial parameter \( t \) at the macro level as the atmosphere mixes well; see, for example, [1]. One natural question in epidemiology is the following: upon observing an unusually high number of asthma cases, what is their geographical distribution, that is, the conditional distribution of the point process \( N(\cdot) \) given that \( N(T) > b \) for some large \( b \)?

First of all, Liu and Xu [43] show that \( P(N(T) > b) \sim P(\mathcal{I}(T) > b) \) as \( b \to \infty \). Following the same derivations, it is not difficult to establish the following convergence:

\[
P(\cdot | N(T) > b) - P(\cdot | \mathcal{I}(T) > b) \to 0 \quad \text{in total variation as } b \to \infty.
\]

The total count \( N(T) \) is a Poisson random variable with mean \( \mathcal{I}(T) \). Intuitively speaking, the tail of the integral is similar to a lognormal random variable and thus is heavy-tailed. Its overshoot over level \( b \) is \( O_p(b/\log b) \). However, a Poisson random variable with mean \( \mathcal{I}(T) \sim b \) has standard deviation \( \sqrt{b} \ll b/\log b \). Thus, a large number of \( N(T) \) is mainly caused by a large value of \( \mathcal{I}(T) \). The symmetric difference of the two sets \( \{N(T) > b\} \) and \( \{\mathcal{I}(T) > b\} \) vanishes, and the probability law of the entire system conditional upon observing that \( N(T) > b \) is asymptotically the same as that given \( \mathcal{I}(T) > b \). Therefore, the conditional distribution of \( N(\cdot) \) given \( N(T) > b \) is asymptotically another doubly-stochastic Poisson process whose intensity is \( \lambda(t) = e^{\mu(t) + f(t)} \) where \( f(t) \) follows the conditional distribution of \( P(f \in \cdot | \mathcal{I}(T) > b) \).

Based on the main results presented momentarily, a qualitative description of the conditional distribution of \( N(\cdot) \) is as follows. Given \( N(T) > b \), the overshoot is of order \( O_p(b/\log b) \), that is, \( N(T) = b + O_p(b/\log b) \). The loca-
tions of the points are i.i.d. samples approximately following a $d$-dimensional multivariate Gaussian distribution with mean $\tau \in T$ and variance $\Sigma/\log b$ where $\Sigma$ depends on the spectral moments of $f$. The distribution of $\tau$ is uniform over $T$ if $\mu(t)$ is a constant; if $\mu(t)$ is not constant, $\tau$ has a density $l(t)$ presented in (3.13).

2.2. Financial application. The exponential integral can be considered as a generalization of the sum of dependent lognormal random variables that has been studied intensively from different aspects in the applied probability literature (see [7, 10, 14, 27, 28, 31, 33]). In portfolio risk analysis, consider a portfolio of $n$ assets $S_1, \ldots, S_n$. The asset prices are usually modeled as log-normal random variables. That is, let $X_i = \log S_i$ and $(X_1, \ldots, X_n)$ follows a multivariate normal distribution. The total portfolio value $S = \sum_{i=1}^n w_i S_i$ is the weighted sum of dependent log-normal random variables.

An important question is the behavior of this sum when the portfolio size becomes large and the assets are highly correlated. One may employ a latent space approach used in the literature of social networks. More specifically, we construct a Gaussian process $\{f(t) : t \in T\}$ and map each asset $i$ to a latent variable $t_i \in T$, that is, $\log S_i = f(t_i)$. Then the log-asset prices fall into a subset of the continuous Gaussian process. Furthermore, we construct a (deterministic) function $w(t)$ so that $w(t_i) = w_i$. Then, the unit share value of the portfolio is $1/n \sum_{i=1}^n w_i S_i = 1/n \sum_{i=1}^n w(t_i) e^{f(t_i)}$. See [19, 43] for detailed discussions on the random field representations of large portfolios.

In the asymptotic regime that $n \to \infty$ and the correlations among the asset prices become close to one, the subset $\{t_i\}$ becomes dense in $T$. Ultimately, we obtain the limit

$$\frac{1}{n} \sum_{i=1}^n w_i S_i \to \int_T w(t) e^{f(t)} h(t) dt,$$

where $h(t)$ is the limiting spatial distribution of $\{t_i\}$ in $T$. Let $\mu(t) = \log w(t) + \log h(t)$. Then the (limiting) unit share price is $I(T) = \int_T e^{f(t)+\mu(t)} dt$.

The current study provides an asymptotic description of the performance of each asset given the occurrence of the tail event $I(T) > b$. This is of great importance in the study of the so-called stress test that evaluates the impact of shocks on and the vulnerability of a system. For instance, consider that another investor holds a different portfolio that has a substantial overlap with the current one, or it has exactly the same collection of assets but with different weights. Thus, this second portfolio corresponds to a different mean function $\mu'(t)$. The stress test investigates the performance of this second portfolio on the condition that a rare event has occurred to the first, that is,

$$P \left( \int_T e^{f(t)+\mu'(t)} dt \in \cdot \left| \int_T e^{f(t)+\mu(t)} dt > b \right. \right).$$
To characterize the above distribution, we need a precise description of the conditional measure \( P(f \in \cdot | \int_T e^{f(t) + \mu(t)} dt > b) \).

3. Main results.

3.1. Problem setting and notation. Throughout this discussion, we consider a homogeneous Gaussian random field \( \{ f(t) : t \in T \} \) living on a domain \( T \subset \mathbb{R}^d \). Let the covariance function be
\[
C(t-s) = \text{Cov}(f(t), f(s)).
\]
We impose the following assumptions:

(C1) \( f \) is stationary with \( E f(t) = 0 \) and \( E f^2(t) = 1 \).

(C2) \( f \) is almost surely at least two times differentiable with respect to \( t \).

(C3) \( T \) is a \( d \)-dimensional compact set of \( \mathbb{R}^d \) with piecewise smooth boundary.

(C4) The Hessian matrix of \( C(t) \) at the origin is standardized to be \(-I\), where \( I \) is the \( d \times d \) identity matrix. In addition, \( C(t) \) has the following expansion when \( t \) is close to 0
\[
C(t) = 1 - \frac{1}{2} t^T t + C_4(t) + R_C(t),
\]
where \( C_4(t) = \frac{1}{24} \sum_{ijkl} \partial^4_{ijkl} C(0) t_i t_j t_k t_l \) and \( R_C(t) = O(|t|^{4+\delta_0}) \) for some \( \delta_0 > 0 \).

(C5) For each \( t \in \mathbb{R}^d \), the function \( C(\lambda t) \) is a nonincreasing function of \( \lambda \in \mathbb{R}^+ \).

(C6) The mean function \( \mu(t) \) falls into either of the two cases:

(a) \( \mu(t) \equiv 0 \);

(b) the maximum of \( \mu(t) \) is unique and is attained in the interior of \( T \) and \( \mu(t + \varepsilon) - \mu(t) = \varepsilon^T \partial \mu(t) + \varepsilon^T \Delta \mu(t) \varepsilon + O(|\varepsilon|^{2+\delta_0}) \) as \( \varepsilon \to 0 \).

We define a set of notation constantly used in the later development and provide some basic calculations. Let \( P^*_b \) be the conditional measure given \( \{ I(T) > b \} \), that is,
\[
P^*_b(f(\cdot) \in A) = P(f(\cdot) \in A | I(T) > b).
\]
Let “\( \partial \)” denote the gradient and “\( \Delta \)” denote the Hessian matrix with respect to \( t \). The notation “\( \partial^2 \)” is used to denote the vector of second derivatives. The difference between \( \partial^2 f(t) \) and \( \Delta f(t) \) is that \( \Delta f(t) \) is a \( d \times d \) symmetric matrix whose diagonal and upper triangle consist of elements of \( \partial^2 f(t) \).

Furthermore, let \( \partial_j f(t) \) be the partial derivative with respect to the \( j \)th element of \( t \). Finally, we define the following vectors:
\[
\mu_1(t) = -(\partial_1 C(t), \ldots, \partial_d C(t)),
\]
\[
\mu_2(t) = (\partial_{ii}^2 C(t), i = 1, \ldots, d; \partial_{ij}^2 C(t), i = 1, \ldots, d-1, j = i+1, \ldots, d),
\]
\[
\mu_{02} = \mu_{20} = \mu_2(0).
\]
Suppose \(0 \in T\). It is well known that \((f(0), \partial^2 f(0), \partial f(0), f(t))\) is a multivariate Gaussian random vector with mean zero and covariance matrix (cf. Chapter 5.5 of [5])

\[
\begin{pmatrix}
1 & \mu_{20} & 0 & C(t) \\
\mu_{02} & \mu_{22} & 0 & \mu^T_2(t) \\
0 & 0 & I & \mu^T_1(t) \\
C(t) & \mu_{2}(t) & \mu_1(t) & 1
\end{pmatrix},
\]

where the matrix \(\mu_{22}\) is a \(d(d + 1)/2\)-dimensional positive definite matrix and contains the 4th order spectral moments arranged in an appropriate order according to the order of elements in \(\partial^2 f(0)\). Let \(h(x, y, z)\) be the density function of \((f(t), \partial f(t), \partial^2 f(t))\) evaluated at \((x, y, z)\). Then, simple calculation yields that

\[
h(x, y, z) = \det(\Gamma)^{-1/2} e^{-(1/2)[y^T y + (x - \mu_{20})^2 / (1 - \mu_{20} \mu_{02}) + z^T \mu_{22}^{-1} z]},
\]

where \(\det(\cdot)\) is the determinant of a matrix and

\[
\Gamma = \begin{pmatrix} 1 & \mu_{20} \\ \mu_{02} & \mu_{22} \end{pmatrix}.
\]

We define \(u\) as a function of \(b\) such that

\[
\left(\frac{2\pi}{\sigma}\right)^{d/2} u^{-d/2} e^{\sigma u} = b.
\]

Note that the above equation generally has two solutions: one is approximately \(\sigma^{-1} \log b\), and the other is close to zero as \(b \to \infty\). We choose \(u\) to be the one close to \(\sigma^{-1} \log b\). For \(\mu(t)\) and \(\sigma\) appearing in (1.1), we define

\[
(3.5) \quad \mu_\sigma(t) = \mu(t) / \sigma, \quad u_t = u - \mu_\sigma(t).
\]

Approximately, \(u_t\) is the level that \(f(t)\) needs to reach so that \(I(T) > b\). Furthermore, we need the following spatially varying set:

\[
(3.6) \quad A_t = \{ f(\cdot) \in C(T) : \alpha_t > u_t - \eta u_t^{-1} \},
\]

where \(\eta > 0\) is a tuning parameter that will be eventually sent to zero as \(b \to \infty\) and \(\alpha_t\) is a function of \(f(t)\) and its derivative fields taking the form of

\[
(3.7) \quad \alpha_t = f(t) + \frac{|\partial f(t)|^2}{2u_t} + \frac{1^T \tilde{f}_t''}{2\sigma u_t} + \frac{B_t}{u_t}.
\]

In the above equation (3.7), \(\tilde{f}_t''\) is defined as [with the notation in (3.2)]

\[
(3.8) \quad \tilde{f}_t'' = \partial^2 f(t) - u_t \mu_{02}.
\]
The term $B_t$ is a deterministic function depending only on $C(t)$, $\mu(t)$ and $\sigma$,

$$B_t = \frac{1^T \partial^2 \mu_\sigma(t) + d \times \mu_\sigma(t)}{2 \sigma} + \frac{1}{8 \sigma^2} \sum_i \partial^4_{\text{inv}} C(0) + |\partial \mu_\sigma(t)|^2,$$

where $d$ is the dimension of $T$, and $1 = (1, \ldots, 1, 0, \ldots, 0)^T$. Note that $\alpha_t \approx f(t)$. Thus on the set $A_t$, $f(t) \approx \alpha_t > u_t - O(u^{-1})$. Together with the fact that $E[\partial^2 f(t)|f(t) = u_t] = u_t \mu_0\sigma_0^2$, $f''(t)$ is the standardized second derivative of $f$ given that $f(t) = u_t$. In Section 3.2, we will show that the event $\{\mathcal{I}(T) > b\}$ is approximately $\bigcup_{t \in T} A_t$.

For notational convenience, we write $a_u = O(b_u)$ if there exists a constant $c > 0$ independent of everything such that $a_u \leq cb_u$ for all $u > 1$, and $a_u = o(b_u)$ if $a_u/b_u \to 0$ as $u \to \infty$, and the convergence is uniform in other quantities. We write $a_u = \Theta(b_u)$ if $a_u = O(b_u)$ and $b_u = O(a_u)$. In addition, we write $a_u \sim b_u$ if $a_u/b_u \to 1$ as $u \to \infty$.

**Remark 1.** Condition C1 assumes unit variance. We treat the standard deviation $\sigma$ as an additional parameter and consider $\int e^{\mu(t) + \sigma g(t)} \, dt$. Condition C2 implies that $C(t)$ is at least 4 times differentiable and the first and third derivatives at the origin are all zero. Differentiability is a crucial assumption in this analysis. Condition C3 restricts the results to finite horizon. Condition C4 assumes the Hessian matrix is standardized to be $-I$, which is to simplify notation. For any Gaussian process $g(t)$ with covariance function $C_g(t)$ and $\Delta C_g(0) = -\Sigma$ and $\det(\Sigma) > 0$, identity Hessian matrix can be obtained by an affine transformation by letting $g(t) = f(\Sigma^{1/2} t)$ and

$$\int_T e^{\mu(t) + \sigma g(t)} \, dt = \det(\Sigma^{-1/2}) \int_{\{s: \Sigma^{-1/2} s \in T\}} e^{\mu(\Sigma^{-1/2} s) + \sigma f(s)} \, ds.$$

Condition C5 is imposed for technical reasons so that we are able to localize the integration. For condition C6, we assume that $\mu(t)$ either is a constant or attains its global maximum at one place. If $\mu(t)$ has multiple (finitely many) maxima, the techniques developed in this paper still apply, but the derivations will be more tedious. Therefore, we stick to the uni-mode case.

**Remark 2.** The setting in (1.2) incorporates the case in which the integral is with respect to other measures with smooth densities. Then, if $\nu(dt) = \kappa(t) \, dt$, we will have that

$$\int_A \nu(dt) = \int_A e^{\mu(t) + \log \kappa(t) + \sigma f(t)} \, dt,$$

which shows that the density can be absorbed by the mean function.

### 3.2. Approximation of the conditional distribution

In this subsection, we propose a change of measure $Q$ on the sample path space $C(T)$ that
approximates $P^*_b$ in total variation. Let $P$ be the original measure. The measure $Q$ is defined such that $P$ and $Q$ are mutually absolutely continuous. We define the measure $Q$ under two different scenarios: $\mu(t)$ is not a constant and $\mu(t) \equiv 0$. Note that the measure $Q$ obviously will depend on $b$. To simplify the notation, we omit the index $b$ in $Q$ whenever there is no ambiguity.

The measure $Q$ takes a mixture form of three measures, which are weighted by $(1 - \rho_1 - \rho_2)$, $\rho_1$ and $\rho_2$, respectively (a natural constraint is that $\rho_1$, $\rho_2$ and $1 - \rho_1 - \rho_2 \in [0, 1]$). We define $Q$ through the Radon–Nikodym derivative

$$
\frac{dQ}{dP} = (1 - \rho_1 - \rho_2) \int_T l(t) \cdot LR(t) \, dt + \rho_1 \int_T l(t) \cdot LR_1(t) \, dt
$$

(3.10) 

$$+
\rho_2 \int_T \frac{LR_2(t)}{\text{mes}(T)} \, dt,
$$

where $\rho_1, \rho_2$ will be eventually sent to 0 as $b$ goes to infinity at the rate $(\log \log b)^{-1}$, $\text{mes}(T)$ is the Lebesgue measure of $T$ and

$$\begin{align*}
LR(t) &= \frac{h_{0,t}(f(t), \partial f(t), \partial^2 f(t))}{h(f(t), \partial f(t), \partial^2 f(t))}, \\
LR_1(t) &= \frac{h_{1,t}(f(t), \partial f(t), \partial^2 f(t))}{h(f(t), \partial f(t), \partial^2 f(t))}, \\
LR_2(t) &= \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}(f(t) - u)^2} \left(\frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}f(t)^2}\right).
\end{align*}
$$

(3.11)

The density $h(f(t), \partial f(t), \partial^2 f(t))$ is defined in (3.3), $l(t)$ is a density function on $T$, $h_{0,t}$ and $h_{1,t}$ are two density functions. Before presenting the specific forms of $l(t)$, $h_{0,t}$ and $h_{1,t}$, we would like to provide an intuitive explanation of $dQ/dP$ from a simulation point of view. One can generate $f(t)$ under the measure $Q$ via the following steps:

1. Generate $i \sim \text{Bernoulli}(\rho_2)$.

2. If $i = 1$, then:
   (a) generate $\tau$ uniformly from the index set $T$, that is, $\tau \sim \text{Unif}(T)$;
   (b) given the realized $\tau$, generate $f(\tau) \sim N(u_\tau, 1)$;
   (c) given $(\tau, f(\tau))$, simulate $\{f(t): t \neq \tau\}$ from the original conditional distribution under $P$.

3. If $i = 0$:
   (a) simulate a random variable $\tau$ following the density function $l(t)$;
   (b) given the realized $\tau$, simulate $f(\tau) = x, \partial f(\tau) = y, \partial^2 f(\tau) = z$ from density function

$$h_{\text{all}}(x, y, z) = \frac{1 - \rho_1 - \rho_2}{1 - \rho_2} h_{0,\tau}(x, y, z) + \frac{\rho_1}{1 - \rho_2} h_{1,\tau}(x, y, z);
$$

(3.12)
EXPERIMENTAL INTEGRALS OF GAUSSIAN RANDOM FIELDS

(c) given \((\tau, f(\tau), \partial f(\tau), \partial^2 f(\tau))\), simulate \(\{f(t) : t \neq \tau\}\) from the original conditional distribution under \(P\).

Thus, \(\tau\) is a random index at which we twist the distribution of \(f\) and its derivatives. The likelihood ratio at a specific location \(\tau\) is given by \(\text{LR}(\tau)\), \(\text{LR}_1(\tau)\) or \(\text{LR}_2(\tau)\) depending on the mixture component. The distribution of the rest of the field \(\{f(t) : t \neq \tau\}\) given \((f(\tau), \partial f(\tau), \partial^2 f(\tau))\) is the same as that under \(P\). It is not hard to verify that the above simulation procedure is consistent with the Radon–Nikodym derivative in (3.10).

We now provide the specific forms of the functions defining \(Q\). We first consider the situation when \(\mu(t) \neq 0\). By condition C6, \(\mu(t)\) admits its unique maximum at \(t_* = \arg \sup_{t \in T} \mu(t)\) in the interior of \(T\). Furthermore, the Hessian matrix \(\Delta \mu_\sigma(t_*)\) is negative definite. The function \(l(t)\) is a density on \(T\) such that for \(t \in T\)

\begin{equation}
(3.13) \quad l(t) = (1 + o(1)) \det(-\Delta \mu_\sigma(t_*))^{1/2} \left(\frac{u_{t_*}}{2\pi}\right)^{d/2} e^{(u_{t_*}/2)(t-t_*)^T \Delta \mu_\sigma(t_*)(t-t_*)},
\end{equation}

which is approximately a Gaussian density centered around \(t_*\). As \(l(t)\) is defined on a compact set \(t\), the \(o(1)\) term goes to zero as \(b\) tends to infinity. It is introduced to correct for the integral of \(l(t)\) outside the region \(T\) that is exponentially small and does not affect the current analysis. The functions \(h_{0,t}\) and \(h_{1,t}\) are density functions on the vector space where \((f(t), \partial f(t), \partial^2 f(t))\) lives, and they are defined as follows (we will explain the following complicated functions momentarily):

\[
\begin{align*}
\text{\(h_{0,t}(f(t), \partial f(t), \partial^2 f(t))\)} & = \mathbb{I}_{A_t} \times H_{\lambda} \times u_t \times e^{-\lambda u_t(f(t)+(1^T \bar{f}_t''/(2\sigma u_t)))+B_t/u_t-u_t} \times e^{-|\partial f(t)|^2/2} \\
& \times \exp\left\{ -\frac{1}{2} \left[ \frac{1}{2} - \frac{\mu_{22}^2 \bar{f}_t''^2}{1 - \mu_{22}^2 \mu_{02}} \right] + \left| \frac{1/2}{2\sigma} \right|^2 \right\},
\end{align*}
\]

\[
\begin{align*}
\text{\(h_{1,t}(f(t), \partial f(t), \partial^2 f(t))\)} & = \mathbb{I}_{A'_t} \times H_{\lambda} \times u_t \times e^{\lambda_1 u_t(f(t)+(1^T \bar{f}_t''/(2\sigma u_t)))+B_t/u_t-u_t} \times e^{-|\partial f(t)|^2/2} \\
& \times \exp\left\{ -\frac{1}{2} \left[ \frac{1}{2} - \frac{\mu_{22}^2 \bar{f}_t''^2}{1 - \mu_{22}^2 \mu_{02}} \right] + \left| \frac{1/2}{2\sigma} \right|^2 \right\},
\end{align*}
\]

where \(\mathbb{I}\) is the indicator function, \(A_t = \{f(\cdot) : f(t) + \frac{\partial f(t)}{2u_t} + \frac{1^T \bar{f}_t''}{2\sigma u_t} + B_t > u_t - \eta/u_t\}\) is defined as in (3.6), \(\bar{f}_t''\) is defined as in (3.8), \(\lambda < 1\) is positive and it will be sent to 1 as \(b\) goes to infinity, \(\lambda_1\) is a fixed positive constant (e.g., \(\lambda_1 = 1\)) and the normalizing constants are defined as

\[
H_{\lambda} = \frac{e^{-\lambda_0(1-\lambda)^{d/2}\lambda}}{(2\pi)^{d/2}}.
\]
\[ H_{\lambda_1} = \frac{e^{\lambda_1^1}(1 + \lambda_1)^{d/2} \lambda_1}{(2\pi)^{d/2}} \times \left[ \int_{R^d \times R^d} e^{-1/2} \frac{\|\mu_2 - \mu_2^1\|^2}{1 - \mu_2^2 \mu_2} \left| \frac{\mu_2^2 - \mu_2^2}{2\sigma^2} \right|^2 \, dz \right]^{-1}. \]

(3.14)

The constants \( H_\lambda \) and \( H_{\lambda_1} \) ensure that \( h_{0,t} \) and \( h_{1,t} \) are properly normalized densities.

Understanding the measure \( Q \). The measure \( Q \) is designed such that the distribution of \( f \) under the measure \( Q \) is approximately the conditional distribution of \( f \) given \( I(T) > b \). The two terms corresponding to the probabilities \( \rho_1 \) and \( \rho_2 \) are included to ensure the absolute continuity and to control the tail of the likelihood ratio. Thus, \( \rho_1 \) and \( \rho_2 \) will be sent to zero eventually.

We now provide an explanation of the leading term corresponding to the probability \( 1 - \rho_1 - \rho_2 \). To understand \( h_{0,t} \), we use the notation \( \alpha_t \) in (3.7) and rewrite the density function as

\[ h_{0,t}(f(t), \partial f(t), \partial^2 f(t)) \]

\[ \propto I_{A_t} \exp\left\{ -\lambda u_t (\alpha_t - u_t) \right\} \times \exp\left\{ -\frac{1}{2} \left| \partial f(t) \right|^2 \right\} \]

\[ \times \exp\left\{ -\frac{1}{2} \left[ \frac{\|\mu_2 - \mu_2^1\|^2}{1 - \mu_2^2 \mu_2} \right] + \left| \frac{\mu_2 - \mu_2^1}{2\sigma} \right|^2 \right\}, \]

which factorizes into three pieces consisting of \( \alpha_t \), \( \partial f(t) \) and \( \partial^2 f(t) \), respectively. We consider the change of variables from \((f(t), \partial f(t), \partial^2 f(t)) \) to \((\alpha_t, \partial f(t), \partial^2 f(t)) \). Then, under the distribution \( h_{0,t} \), the random vectors \( \alpha_t \), \( \partial f(t) \) and \( \partial^2 f(t) \) are independent. Note that \( h_{0,t} \) is defined on the set \( A_t = \{ \alpha_t > u_t - \eta u_t^{-1} \} \) where \( \eta \) will be sent to zero eventually. Then, \( \alpha_t - u_t \) is approximately an exponential random variable with rate \( \lambda u_t \); \( \partial f(t) \), \( \partial^2 f(t) \) and \( \partial^2 f(t) \) are two independent Gaussian random vectors. The density \( h_{1,t} \) has a similar interpretation. The only difference is that \( h_{1,t} \) is defined on the set \( \{ \alpha_t - u_t < -\eta u_t^{-1} \} \) and \( u_t - \alpha_t \) follows approximately an exponential distribution. For the last piece corresponding to \( \rho_2 \), the density is simply an exponential tilting of \( f(t) \).

Under the dominating mixture component, to generate an \( f(t) \) from \( Q \), a random index \( \tau \) is first sampled from \( T \) following density \( l(t) \), then \((f(\tau), \partial f(\tau), \partial^2 f(\tau)) \) is sampled according to \( h_{0,\tau} \). This implies that the large value of the integral \( \int_T e^{\lambda u_\tau + \alpha f(t)} \, dt \) is mostly caused by the fact that the field reaches a high level at \( \tau \); more precisely, \( \alpha_\tau \) reaches a high level of \( u_\tau \) (with an exponential overshoot of rate \( \lambda u_\tau \)). Therefore, the random index \( \tau \)
localizes the position where the field $\alpha_t$ goes very high. The distribution of $\tau$ given as in (3.13) is very concentrated around $t_*$. This suggests that the maximum of $\alpha_t$ [or $f(t)$] is attained within $O_p(u^{-1/2})$ distance from $t_*$. 

We now consider the case where $\mu(t) \equiv 0$. We choose $l(t)$ to be the uniform distribution over set $T$ and have that

$$
\frac{dQ}{dP} = (1 - \rho_1 - \rho_2) \int_T \frac{LR(t)}{\text{mes}(T)} dt + \rho_1 \int_T \frac{LR_1(t)}{\text{mes}(T)} dt + \rho_2 \int_T \frac{LR_2(t)}{\text{mes}(T)} dt,
$$

(3.15)

where $\text{mes}(\cdot)$ is the Lebesgue measure. The following theorem states that $Q$ is a good approximation of $P_b^*$ with appropriate choice of the tuning parameters.

**Theorem 3.** Consider a Gaussian random field $\{f(t) : t \in T\}$ living on a domain $T$ satisfying conditions C1–C6. If we choose the parameters defining the change of measure $\eta = \rho_1 = \rho_2 = 1 - \lambda = (\log \log b)^{-1}$, then we have the following approximation:

$$
\lim_{b \to \infty} \sup_{A \in \mathcal{F}} |Q(A) - P_b^*(A)| = 0,
$$

where $\mathcal{F}$ is the $\sigma$-field where the measures are defined.

**Remark 4.** Theorem 3 is the central result of this paper. We present its detailed proof. The technical developments of other theorems are all based on that of Theorem 3. Therefore, we only layout their key steps and the major differences from that of Theorem 3.

**Remark 5.** The measure $Q$ in the limit of the above theorem obviously depends on the tuning parameters ($\eta$, $\rho_1$, $\rho_2$, and $\lambda$) and the level $b$. To simplify the notation, we omit the indices of those parameters when there is no ambiguity.

**Remark 6.** The measure corresponding to the last mixture component in (3.10), $\int_T \frac{LR_2(t)}{\text{mes}(T)} dt$, has been employed by [43] to develop approximations for $v(b)$. We emphasize that the measure constructed in this paper is substantially different. In fact, the measure corresponding to $LR_2(t)$ does not appear in the main proof. We included it to control the tail of the likelihood ratio in one lemma.

To illustrate the application of the measure $Q$, we provide a further characterization of the conditional distribution $P_b^*$ by presenting another approximation result which is easier to understand at an intuitive level. Let

$$
\gamma_u(t) = f(t) + \frac{T}{2\sigma u_t} + B_{\beta_u} + \mu(t), \quad \beta_u(T) = \sup_{t \in T} \gamma_u(t),
$$

where
\( \bar{P}_b(f(\cdot) \in A) = P(f(\cdot) \in A | \beta_u(T) > u). \)

The process \( \gamma_u(t) \) is slightly different than \( \alpha_t \). The following theorem states that the measure \( Q \) also approximates the distribution \( \bar{P}_b \) in total variation for \( b \) large.

**Theorem 7.** Consider a Gaussian random field \( \{f(t) : t \in T\} \) living on a domain \( T \) satisfying conditions C1–C6. With the same choice of tuning parameters as in Theorem 3, that is, \( \eta = \rho_1 = \rho_2 = 1 - \lambda = (\log \log b)^{-1} \), \( Q \) approximates \( \bar{P}_b \) in total variation, that is,

\[
\lim_{b \to \infty} \sup_{A \in \mathcal{F}} |Q(A) - \bar{P}_b(A)| = 0.
\]

### 3.3. Some implications of the theorems.

The results of Theorems 3 and 7 provide both qualitative and quantitative descriptions of \( P_b^* \). From a qualitative point of view, Theorems 3 and 7 suggest that

\[
\sup_{A \in \mathcal{F}} |P_b^*(A) - \bar{P}_b(A)| \to 0
\]

as \( b \to \infty \). Note that \( \gamma_u(t) \) itself is a Gaussian process. Thus, the above convergence result connects the tail events of exponential integrals to those of the supremum of another Gaussian random field that is a linear combination of \( f \) and its derivative field. We set up this connection mainly because the distribution of Gaussian random fields conditional on level crossing (also known as the Slepian model) is very well studied for smooth processes [32].

For the purpose of illustration, we cite one result in Chapter 6.2 of [6] when \( \gamma_u(t) \) is stationary and twice differentiable. Let covariance function of \( \gamma_u(t) \) be \( C_\gamma(t) \). Conditional on \( \gamma_u(t) \) achieving a local maximum at location \( t^* \) at level \( x \), we have the following closed form representation of the conditional field:

\[
\gamma_u(t^* + t) = x C_\gamma(t) - W_x \beta(t) + g(t),
\]

where

\[
\beta(t) = \left( \begin{array}{c} \mu_{00}^\gamma \\ \mu_{02}^\gamma \\ \mu_{22}^\gamma \end{array} \right)^{-1} \mu_2^\gamma(t),
\]

\( \mu_{ij}^\gamma \)'s are the spectral moments of \( C_\gamma(t) \), \( W_x \) is a \( d(d+1)/2 \) dimensional random vector whose density can be explicitly written down and \( g(t) \) is a mean zero Gaussian process whose covariance function is also in a closed form; see [6] for the specific forms. If we set \( x > u \to \infty \), the local maximum is asymptotically the global maximum. Furthermore, thanks to stationarity, the distribution of \( t^* \) is asymptotically uniform over \( T \). The overshoot \( x - u \)
is asymptotically an exponential random variable. Thus, the conditional field $\gamma_u(t)$ can be written down explicitly through representation (3.18), the overshoot distribution and the distribution of $t^*$. Furthermore, the conditional distribution of $f(t)$ can be implied by (3.16) and conditional normal calculations.

From a quantitative point of view, Theorem 3 implies that for any bounded function $\Xi: C(T) \to \mathbb{R}$ the conditional expectation $E[\Xi(f) | I(T) > b]$ can be approximated by $E^Q[\Xi(f)]$, more precisely,

$$E[\Xi(f) | I(T) > b] - E^Q[\Xi(f)] \to 0 \quad (3.19)$$

as $b \to \infty$. The expectation $E^Q[\Xi(f)]$ is much easier to compute (both analytically and numerically) via the following identity:

$$E^Q[\Xi(f)] = E^Q[E[\Xi(f) | \iota, \tau, f(\tau), \partial f(\tau), \partial^2 f(\tau)]] \quad (3.20)$$

Note that the inner expectation is under the measure $P$ in that the conditional distribution of $f$ given $(f(\tau), \partial f(\tau), \partial^2 f(\tau))$ under $Q$ is the same as that under $P$. Furthermore, conditional on $(f(\tau), \partial f(\tau), \partial^2 f(\tau))$, the process $f(t)$ is also a Gaussian process and has the expansion

$$f(t) = f(\tau) + \partial f(\tau) \top (t - \tau) + \frac{1}{2} (t - \tau) \top \Delta f(\tau)(t - \tau) + o(|t - \tau|^2).$$

These results provide sufficient tools to evaluate the conditional expectation

$$E[\Xi(f) | \iota, \tau, f(\tau), \partial f(\tau), \partial^2 f(\tau)].$$

Once the above expectation has been evaluated, we may proceed to the outer expectation in (3.20). Note that the inner expectation is a function of $(\iota, \tau, f(\tau), \partial f(\tau), \partial^2 f(\tau))$, the joint distribution of which is in a closed form. Thus, evaluating the outer expectation is usually an easier task. In fact, the proof of Theorem 3 is an exercise of the above strategy by considering that $\Xi(f) = (dP/dQ)^2$.

**Remark 8.** According to the detailed proof of Theorem 3, the approximation (3.19) is applicable to all the functions such that $\sup_b E[\Xi^2(f) | I(T) > b] < \infty$. To see that, we need to change the statement and the proof of Lemma 13 presented in Section 4.

### 3.4. Efficient rare-event simulation for $I(T)$

In the preceding subsection we constructed a change of measure that asymptotically approximates the conditional distribution of $f$ given $I(T) > b$. In this section, we construct an efficient importance sampling estimator based on this change of measure to compute $v(b)$ as $b \to \infty$. We evaluate the overall computation efficiency using a concept that has its root in the general theory of computation in both continuous and discrete settings [47, 54]. In particular, completely analogous notions in the setting of complexity theory of continuous problems lead to the notion of tractability of a computational problem [55].
Definition 9. A Monte Carlo estimator is said to be a fully polynomial randomized approximation scheme (FPRAS) for estimating $v(b)$ if, for some $q_1, q_2$ and $d > 0$, it outputs an averaged estimator that is guaranteed to have at most $\epsilon > 0$ relative error with confidence at least $1 - \delta \in (0, 1)$ in $O(\epsilon^{-q_1} \delta^{-q_2} |\log v(b)|^d)$ function evaluations.

Equivalently, one needs to compute an estimator $Z_b$ with complexity $O(\epsilon^{-q_1} \delta^{-q_2} |\log v(b)|^d)$ such that

$$P(|Z_b/v(b) - 1| > \epsilon) < \delta.$$  (3.21)

In the literature of rare-event simulations, an estimator $L_b$ is said to be strongly efficient in estimating $v(b)$ if $EL_b = v(b)$ and $\sup_b \text{Var} L_b/v^2(b) < \infty$. Suppose that a strongly efficient estimator $L_b$ has been obtained. Let $\{L_b^{(j)}: j = 1, \ldots, n\}$ be i.i.d. copies of $L_b$. The averaged estimator

$$Z_b = \frac{1}{n} \sum_{j=1}^n L_b^{(j)}$$

has a relative mean squared error equal to $\sqrt{E(Z_b/v(b) - 1)^2} = \sqrt{\text{Var}(L_b)} \times n^{-1/2}v(b)^{-1}$. A simple consequence of Chebyshev’s inequality yields

$$P(|Z_b/v(b) - 1| \geq \epsilon) \leq \frac{\text{Var}(L_b)}{\epsilon^2 n v^2(b)}.$$  

Thus, it suffices to simulate $n = O(\epsilon^{-2} \delta^{-1})$ i.i.d. replicates of $L_b$ to achieve the accuracy in (3.21).

The so-called importance sampling is based on the identity $P(A) = E^Q[1_A dP/dQ]$. The random variable $1_A dP/dQ$ is an unbiased estimator of $P(A)$. It is well known that if one chooses $Q(\cdot) = P(\cdot | A)$, then $1_A dP/dQ$ has zero variance. The measure $Q$ created in the previous subsection is a good approximation of $P^*_b$, and thus it naturally leads an estimator for $v(b)$ with small variance.

In addition to the variance control, another issue is that the random fields considered in this paper are continuous objects. A computer can only perform discrete simulations. Thus we must use a discrete object approximating the continuous field to implement the algorithms. The bias caused by the discretization must be well controlled relative to $v(b)$. In addition, the complexity of generating one such discrete object should also be considered in order to control the overall computational complexity to achieve an FPRAS.

We create a regular lattice covering $T$. Define

$$G_{N,d} = \left\{ \left( \frac{i_1}{N}, \frac{i_2}{N}, \ldots, \frac{i_d}{N} \right): i_1, \ldots, i_d \in \mathbb{Z} \right\}.$$  

For each $t = (t^1, \ldots, t^d) \in G_{N,d}$, define

$$T_N(t) = \{(s^1, \ldots, s^d) \in T: s^j \in (t^j - 1/N, t^j) \text{ for } j = 1, \ldots, d\}.$$
that is, the $\frac{1}{N}$-cube intersected with $T$ and cornered at $t$. Furthermore, let
\begin{equation}
T_N = \{t \in G_{N,d} : T_N(t) \neq \emptyset\}.
\end{equation}
Since $T$ is compact, $T_N$ is a finite set. We enumerate the elements in $T_N = \{t_1, \ldots, t_M\}$, where $M = O(N^d)$. We further define
\[X = (X_1, \ldots, X_M)^\top \triangleq (f(t_1), \ldots, f(t_M))^\top\]
and use
\[v_M(b) = P(I_M(T) > b)\]
as an approximation of $v(b)$ where
\begin{equation}
I_M(T) = \sum_{i=1}^M \text{mes}(T_N(t_i)) \times e^{\sigma X_i + \mu(t_i)}.
\end{equation}

We have the following theorem to control the bias.

**Theorem 10.** Consider a Gaussian random field $f$ satisfying conditions in Theorem 3. For any $\varepsilon_0 > 0$, there exists $\kappa_0$ such that for any $\varepsilon \in (0, 1)$, if $N \geq \kappa_0 \varepsilon^{-1-\varepsilon_0}(\log b)^{2+\varepsilon_0}$, then for $b > 2$
\[\frac{|v_M(b) - v(b)|}{v(b)} < \varepsilon.\]

We estimate $v_M(b)$ using a discrete version of the change of measure proposed in the previous section. The specific algorithm is given as follows:

1. Generate a random indicator $i \sim \text{Bernoulli}(\rho_2)$. If $i = 1$, then:
   
   a. generate $\iota$ uniformly from $\{1, \ldots, M\}$;
   b. generate $X_i \sim N(u_i, 1)$;
   c. given $(t_i, X_i)$, simulate the joint field $(f(t), \partial f(t), \partial^2 f(t))$ on the lattice $T_N \setminus \{t_i\}$ from the original conditional distribution under $P$.

2. If $i = 0$:
   
   a. if $\mu(t)$ is not constant, simulate a random index $\iota$ proportional to $l(t_i)$, that is, $P(\iota = i) = l(t_i)/\kappa$ and $\kappa = \sum_{i=1}^M l(t_i)$; if $\mu(t) \equiv 0$, then $\iota$ is simulated uniformly over $\{1, \ldots, M\}$;
   b. given the realized $\iota$, simulate $f(t_i) = X_i = x, \partial f(t_i) = y, \partial^2 f(t_i) = z$ from density function
   \[h_{\text{all}}(x, y, z) = \frac{1 - \rho_1 - \rho_2}{1 - \rho_2} h_{0, t_i}(x, y, z) + \frac{\rho_1}{1 - \rho_2} h_{1, t_i}(x, y, z);\]
   c. given $(t_i, f(t_i), \partial f(t_i), \partial^2 f(t_i))$, simulate the joint field $(f(t), \partial f(t), \partial^2 f(t))$ on the lattice $T_N \setminus \{t_i\}$ from the original conditional distribution under $P$. 
(3) Output

\[
\tilde{L}_b = \mathbb{I}_{(I_T > b)} \left/ \left( \frac{1 - \rho_1 - \rho_2}{\kappa} \sum_{i=1}^{M} l(t_i) LR(t_i) + \frac{\rho_1}{\kappa} \sum_{i=1}^{M} l(t_i) LR_1(t_i) + \rho_2 \sum_{i=1}^{M} \frac{LR_2(t_i)}{M} \right) \right. \right.
\]

(3.24)

Let \(Q_M\) be the measure induced by the above simulation scheme. Then it is not hard to verify that \(\tilde{L}_b = \mathbb{I}_{(I_T > b)} dP/dQ \) and thus \(\tilde{L}_b\) is an unbiased estimator of \(v_M(b)\). The next theorem states the strong efficiency of the above algorithm.

**Theorem 11.** Suppose \(f\) is a Gaussian random field satisfying conditions in Theorem 3. If \(N\) is chosen as in Theorem 10 and all the other parameters are chosen as in Theorem 3, then there exists some constant \(\kappa_1 > 0\) such that

\[
\sup_{b > 1} E_Q \tilde{L}_b^2 \leq \kappa_1.
\]

Let \(Z_b\) be the average of \(n\) i.i.d. copies of \(\tilde{L}_b\). According to the results in Theorem 10, we have that

\[
\left| \frac{Z_b}{v(b)} - 1 \right| \leq \left| \frac{Z_b}{v_M(b)} (v_M(b)/v(b) - 1) \right| + \left| \frac{Z_b}{v_M(b)} - 1 \right| \\
\leq \varepsilon \left| \frac{Z_b}{v_M(b)} \right| + \left| \frac{Z_b}{v_M(b)} - 1 \right|.
\]

The results of Theorem 11 indicate that

\[
P(\left| \frac{Z_b}{v_M(b)} - 1 \right| \geq \varepsilon) \leq \frac{\kappa_1}{\varepsilon^2 n}.
\]

If we choose \(n = \kappa_1 \varepsilon^{-2} \delta^{-1}\), then

\[
P(\left| \frac{Z_b}{v_M(b)} - 1 \right| \geq 3 \varepsilon) \leq \delta.
\]

Thus, the accuracy level as in (3.21) has been achieved. Note that simulating one \(\tilde{L}_b\) consists of generating a multivariate Gaussian random vector of dimension \(M \times (d + 1)(d + 2)/2 = O(N^d) = O((\log b)^{2+\varepsilon_0})\varepsilon^{-1}d(1+\varepsilon_0)d\). The complexity of generating such a vector is at the most \(O(N^3)\). Thus the overall complexity is \(O(\varepsilon^{-2-(3+3\varepsilon_0)d} \delta^{-1} (\log b)^{6+3\varepsilon_0}d)\). The proposed estimator in (3.24) is a FPRAS.

**Remark 12.** The proposed algorithm can also be used to compute conditional expectations via the representation \(E[\Xi(f); I_T > b] = E[\Xi(f); I_T > b] / v(b)\), where \(E[\Xi(f); I_T > b]\) can be estimated by \(\Xi(f) dP/dQ_M\) and \(v(b)\) can be estimated by \(\mathbb{I}_{(I_T > b)} dP/dQ_M\).
4. Proof of Theorem 3. We use the following simple yet powerful lemma to prove Theorem 3.

**Lemma 13.** Let $Q_0$ and $Q_1$ be probability measures defined on the same $\sigma$-field $\mathcal{F}$ such that $dQ_1 = r^{-1} dQ_0$ for a positive random variable $r$. Suppose that for some $\varepsilon > 0$, $E^{Q_1}[r^2] = E^{Q_0}[r] \leq 1 + \varepsilon$. Then

$$\sup_{|X| \leq 1} |E^{Q_1}(X) - E^{Q_0}(X)| \leq \varepsilon^{1/2}.$$

**Proof.**

$$|E^{Q_1}(X) - E^{Q_0}(X)| = |E^{Q_1}[(1-r)X]|$$

$$\leq E^{Q_1}[r-1] \leq [E^{Q_1}(r-1)^2]^{1/2}$$

$$= (E^{Q_1}[r^2] - 1)^{1/2} \leq \varepsilon^{1/2}. \quad \square$$

We also need the following approximations for the tail probability $v(b)$. This proposition is an extension of Theorem 3.4 and Corollary 3.5 in [43]. We layout the key steps of its proof in the supplemental material [45].

**Proposition 14.** Consider a Gaussian random field $\{f(t) : t \in T\}$ living on a domain $T$ satisfying conditions C1–C6. If $\mu(t)$ has one unique maximum in $T$ denoted by $t_*$, then

$$v(b) \sim (2\pi)^{d/2} \det(-\Delta \mu_2(t_*))^{-1/2} G(t_*) \cdot u^{d/2-1} \exp \left\{ -\frac{(u - \mu_\sigma(t_*))^2}{2} \right\},$$

where $u$ is as defined in (3.4), and $G(t)$ is defined as

$$\frac{\det(\Gamma)^{-1/2}}{(2\pi)^{(d+1)(d+2)/4}} e^{1/2 \mu_21/(8\sigma^2) + Bt}$$

$$\times \int_{R^{(d+1)/2}} \exp \left\{ -\frac{1}{2} \left[ \frac{|\mu_{20} \mu_{22}^{-1} z|^2}{1 - \mu_{20} \mu_{22}^{-1}} + \left| \mu_{22}^{-1/2} z - \frac{\mu_{22}^{-1/2}}{2\sigma} \right|^2 \right] \right\} dz.$$

If $\mu(t) \equiv 0$, $G(t)$ is a constant denoted by $G$. Then

$$v(b) \sim \text{mes}(T) G \cdot u^{d-1} e^{-u^2/2}.$$

4.1. Case 1: $\mu(t)$ is not a constant. To make the proof smooth, we arrange the statement of the rest supporting lemmas in the Appendix. We start the proof of Theorem 3 when $\mu(t)$ is not a constant. Note that

$$E^Q \left[ \left( \frac{dP^Q_b}{dQ} \right)^2 \right] = v(b)^{-2} E^Q \left[ \left( \frac{dP}{dQ} \right)^2 ; \mathcal{I}(T) > b \right].$$
Thanks to Lemma 13, we only need to show that for any \( \varepsilon > 0 \) there exists \( b_0 \) such that for all \( b > b_0 \)

\[
E^Q \left[ \left( \frac{dP}{dQ} \right)^2 ; \mathcal{I}(T) > b \right] = E^Q \left[ E^Q_{\mathcal{I}, \tau} \left[ \left( \frac{dP}{dQ} \right)^2 ; \mathcal{I}(T) > b \right] \right] \leq (1 + \varepsilon) v(b)^2,
\]

where we use the notation \( E^Q_{\mathcal{I}, \tau}[\cdot] = E^Q[\cdot | \mathcal{I}, \tau] \) to denote the conditional expectation given \( \mathcal{I} \) and \( \tau \), \( \tau \in T \) is the random index described as in the simulation scheme admitting a density function \( l(t) \) if \( \mathcal{I} = 0 \) and \( \text{mes}^{-1}(T) \mathbb{1}_{T}(t) \) if \( \mathcal{I} = 1 \). Note that

\[
E^Q_{\mathcal{I}, \tau} \left[ \left( \frac{dP}{dQ} \right)^2 ; \mathcal{I}(T) > b \right] \]

\[
= E^Q_{\mathcal{I}, \tau} \left[ E^Q_{\mathcal{I}, \tau} \left[ \left( \frac{dP}{dQ} \right)^2 ; \mathcal{I}(T) > b \right] f(\tau), \partial f(\tau), \partial^2 f(\tau) \right] \]

For the rest of the proof, we mostly focus on the conditional expectation

\[
E^Q_{\mathcal{I}, \tau} \left[ \left( \frac{dP}{dQ} \right)^2 ; \mathcal{I}(T) > b \right] f(\tau), \partial f(\tau), \partial^2 f(\tau) \]

The rest of the discussion is conditional on \( \mathcal{I} \) and \( \tau \). To simplify notation, for a given \( \tau \), we define

\[
f_\tau(t) = f(t) - u_\tau C(t - \tau).
\]

On the set \( \{ \mathcal{I}(T) > b \} \), \( f(\tau) \) reaches a level \( u_\tau \), and \( E[f(t) | f(\tau) = u_\tau] = u_\tau C(t - \tau) \). Thus, \( f_\tau(t) \) is the field with the conditional expectation removed. From now on, we work with this shifted field \( f_\tau(t) \). Correspondingly, we have

\[
\partial f_\tau(t) = \partial f(t) - u_\tau \partial C(t - \tau), \quad \partial^2 f_\tau(t) = \partial^2 f(t) - u_\tau \partial^2 C(t - \tau).
\]

We further define the following notation:

\[
w = f_\tau(\tau), \quad y = \partial f_\tau(\tau), \quad z = \partial^2 f_\tau(\tau), \quad z = \Delta f_\tau(\tau),
\]

(4.1) \( \ddot{y} = \partial f_\tau(\tau) + \partial \mu_\sigma(\tau), \quad \ddot{z} = \Delta f_\tau(\tau) + \mu_\sigma(\tau) I + \Delta \mu_\sigma(\tau), \)

\[
w_t = f_\tau(t), \quad y_t = \partial f_\tau(t), \quad z_t = \partial^2 f_\tau(t), \quad z_t = \partial^2 f_\tau(t) - u_\tau \mu_0.
\]

Under the measure \( Q \) and a given \( \tau \), if \( \mathcal{I} = 0 \), \( (w, y, z) \) has density function

(4.2) \( h^*_\text{full}(w, y, z) = \frac{1 - \rho_1 - \rho_2}{1 - \rho_2} h^*_{0, \tau}(w, y, z) + \frac{\rho_1}{1 - \rho_2} h^*_{1, \tau}(w, y, z); \)

if \( \mathcal{I} = 1 \), then \( (w, y, z) \) follows density \( h^*_\tau(w, y, z) \). The forms of the densities can be derived from \( h_{0, \tau}, h_{1, \tau} \) and \( h \). In particular, their expressions are given
as follows:

\[
\begin{align*}
    h_{0,t}^{\tau}(w, y, z) & \propto I_{A_t} \times \exp \left\{ -\lambda u_\tau \left( w + \frac{1^T z}{2\sigma u_\tau} + \frac{B_\tau}{u_\tau} \right) - \frac{1}{2} |y|^2 \right\} \\
    \times \exp \left\{ -\frac{1}{2} \left[ \frac{|\mu_{20} \mu_{22}^{-1} z|^2}{1 - \mu_{20} \mu_{22}^{-1} \mu_{02}} + \left| \mu_{22}^{-1/2} z - \frac{\mu_{22}^{-1/2} 1}{2\sigma} \right|^2 \right] \right\}, \\
    h_{1,t}^{\tau}(w, y, z) & \propto I_{A_t} \times \exp \left\{ \lambda_1 u_\tau \left( w + \frac{1^T z}{2\sigma u_\tau} + \frac{B_\tau}{u_\tau} \right) - \frac{1}{2} |y|^2 \right\} \\
    \times \exp \left\{ -\frac{1}{2} \left[ \frac{|\mu_{20} \mu_{22}^{-1} z|^2}{1 - \mu_{20} \mu_{22}^{-1} \mu_{02}} + \left| \mu_{22}^{-1/2} z - \frac{\mu_{22}^{-1/2} 1}{2\sigma} \right|^2 \right] \right\},
\end{align*}
\]

\[
\begin{align*}
    h_{2}^{\tau}(w, y, z) = h(w, y, z) = \frac{\det(\Gamma)^{-(1/2)}}{(2\pi)^{(d+1)(d+2)/4}} \\
    \times \exp \left\{ -\frac{1}{2} \left[ y^T y + \frac{|w - \mu_{20} \mu_{22}^{-1} z|^2}{1 - \mu_{20} \mu_{22}^{-1} \mu_{02}} + z^T \mu_{22}^{-1/2} 1 \right] \right\},
\end{align*}
\]

and \( A_t = \{ w + \frac{y^T y}{2\sigma u_\tau} + \frac{1^T z}{2\sigma u_\tau} + \frac{B_\tau}{u_\tau} > -\eta u_\tau^{-1} \} \) is defined as in (3.6).

In the next step, we will compute \( dQ/dP \) in the form of \( f_\lambda(t) \). Basically, we replace \( f(t) \) by \( f_\lambda(t) + u_\tau C(t - \tau), \partial f(t) \) by \( y_t + u_\tau \partial C(t - \tau), \partial^2 f(t) \) by \( z_t + u_\tau \partial^2 C(t - \tau) \) and \( f''_t = \partial^2 f(t) - u_t \mu_{02} \) by \( z_t + u_\tau \partial^2 C(t - \tau) \). For the likelihood ratio terms LR and LR\(_1\) in (3.11), note that the \( |\partial f(t)|^2 \) terms in \( h_{0,t} \) and \( h_{1,t} \) cancel with those in \( h(f(t), \partial f(t), \partial^2 f(t)) \), that is,

\[
\begin{align*}
    LR(t) = I_{A_t} \cdot H_\lambda \cdot u_t \exp \left\{ -\lambda u_t \left( f(t) + \frac{1^T f''_t}{2\sigma u_t} + \frac{B_t}{u_t} - u_t \right) \\
    - \frac{1}{2} \left[ \frac{|\mu_{20} \mu_{22}^{-1} f''_t|^2}{1 - \mu_{20} \mu_{22}^{-1} \mu_{02}} + \left| \mu_{22}^{-1/2} f''_t - \frac{\mu_{22}^{-1/2} 1}{2\sigma} \right|^2 \right] \right\} \\
    \times \frac{\det(\Gamma)^{-(1/2)}}{(2\pi)^{(d+1)(d+2)/4}} \\
    \times e^{-\frac{1}{2} ((f(t) - \mu_{20} \mu_{22}^{-1} \mu_{02}) + \partial^2 f(t) \mu_{22}^{-1} \partial^2 f(t))^2)}.
\end{align*}
\]

We insert the notation in (4.1) and obtain that

\[
\begin{align*}
    LR(t) = I_{A_t} \cdot u_t H_\lambda \exp \left\{ -\lambda u_t \left( w_t + u_\tau C(t - \tau) + \frac{1^T (\bar{z}_t + \mu_2 (t - \tau) u_\tau)}{2\sigma u_t} \\
    + \frac{B_t}{u_t} - u_t \right) \right\}
\end{align*}
\]
\[
(4.3) \quad \times \exp \left\{ -\frac{1}{2} \left[ \frac{\mu_2 \mu_{22}^{-1} (\bar{z}_t + \mu_2 (t - \tau) u_\tau)^2}{1 - \mu_2 \mu_{22}^{-1} \mu_0} \right.ight.
\]
\[
+ \left. \left. \left| \mu_{22}^{-1/2} (\bar{z}_t + \mu_2 (t - \tau) u_\tau) - \frac{\mu_{22}^{1/2} 1}{2\sigma} \right| \right)^2 \right\}
\]
\[
\times h_{x,z}^{-1}(w_t + u_\tau C(t - \tau), z_t + u_\tau \partial^2 C(t - \tau)),
\]
where
\[
(4.4) \quad h_{x,z}(x, z) = \frac{\det(\Gamma)^{-1/2}}{(2\pi)^{(d+1)(d+2)/4}} e^{-\frac{1}{2}[(x - \mu_2 \mu_{22}^{-1} z)^2/(1 - \mu_2 \mu_{22}^{-1} \mu_0) + z^T \mu_{22}^{-1} z]},
\]
which is the function \( h(x, y, z) \) with the \(|y|^2\) term removed. Similarly, we have that
\[
LR_1(t) = I_{A_1} \cdot u_t H_{\lambda_1} \exp \left\{ \lambda_1 u_t \left( w_t + u_\tau C(t - \tau) + \frac{1^T (\bar{z}_t + \mu_2 (t - \tau) u_\tau)}{2\sigma u_t} \right. \right.
\]
\[
\left. \left. + \frac{B_t}{u_t} - u_t \right) \right\}
\]
\[
(4.5) \quad \times \exp \left\{ -\frac{1}{2} \left[ \frac{\mu_2 \mu_{22}^{-1} (\bar{z}_t + \mu_2 (t - \tau) u_\tau)^2}{1 - \mu_2 \mu_{22}^{-1} \mu_0} \right. \right.
\]
\[
+ \left. \left. \left| \mu_{22}^{-1/2} (\bar{z}_t + \mu_2 (t - \tau) u_\tau) - \frac{\mu_{22}^{1/2} 1}{2\sigma} \right| \right)^2 \right\}
\]
\[
\times h_{x,z}^{-1}(w_t + u_\tau C(t - \tau), z_t + u_\tau \partial^2 C(t - \tau)).
\]
With the analytic forms (4.3) and (4.5), we proceed to the likelihood ratio in (3.10)
\[
(4.6) \quad \frac{dQ}{dP} = (1 - \rho_1 - \rho_2) K + \rho_1 K_1 + \rho_2 K_2,
\]
where
\[
K = \int_{A^*} l(t) LR(t) \, dt, \quad K_1 = \int_{(A^*)^c} l(t) LR_1(t) \, dt,
\]
\[
K_2 = \int_T \frac{e^{-\frac{1}{2}(1/2)u_t^2 + u_t w_t + u_\tau u_\tau C(t - \tau)}}{\mes(T)} \, dt.
\]
The set \( A^* \) [depending on the sample path \( f_*(t) \)] is defined as
\[
\left\{ t: w_t + C(t - \tau) u_\tau + \frac{|y_t + u_\tau \cdot \partial C(t - \tau)|^2}{2u_t} + \frac{1^T (\bar{z}_t + u_\tau \mu_2 (t - \tau))}{2\sigma u_t} + \frac{B_t}{u_t} > u_t - \eta \right\}.
\]
We may equivalently define $A^* = \{ t : f \in A_t \}$. Note that $\text{LR}(t) = 0$ if $f \notin A_t$. Thus, the integral $K$ is on the set $A^*$, and $K_1$ is on the complement of $A^*$.

Based on the above results, we have that

$$\mathbb{E}^Q \left[ \left( \frac{dP}{dQ} \right)^2 ; I(T) > b \right]$$

$$\leq \mathbb{E}^Q \left\{ \mathbb{E}_{t, \tau}^Q \left[ \frac{1}{1 - \rho_1 - \rho_2} K + \rho_1 K_1 \right]^2 ; I(T) > b \right\}$$

$$\leq \mathbb{E}^Q \left\{ \mathbb{E}_{t, \tau}^Q \left[ \frac{1}{\left| (1 - \rho_1 - \rho_2) K + \rho_1 K_1 \right|^2} ; I(T) > b, A_{\tau} \geq 0 \right] \right\}$$

$$+ \mathbb{E}^Q \left\{ \mathbb{E}_{t, \tau}^Q \left[ \frac{1}{\left| (1 - \rho_1 - \rho_2) K + \rho_1 K_1 \right|^2} ; I(T) > b, A_{\tau} < 0 \right] \right\},$$

where

$$A_{\tau} = w + \frac{y^\top y}{2u_{\tau}} + \frac{1^\top z}{2\sigma u_{\tau}} + \frac{B_{\tau}}{u_{\tau}}.$$

Note that the term $K_2$ is not used in the main analysis. In fact, $K_2$ is only used in Lemma 17 for the purpose of localization that will be presented later. The rest of the analysis consists of three main parts.

**Part 1.** Conditional on $(t, \tau, f_*(\tau), \partial f_*(\tau), \partial^2 f_*(\tau))$, we study the event

$$\mathcal{E}_b = \{ I(T) > b \},$$

and write the occurrence of this event almost as a deterministic function of $f_*(\tau), \partial f_*(\tau)$ and $\partial^2 f_*(\tau)$, equivalently, $(w, y, z)$.

**Part 2.** Conditional on $(t, \tau, f_*(\tau), \partial f_*(\tau), \partial^2 f_*(\tau))$, we express $K$ and $K_1$ as functions of $f_*(\tau), \partial f_*(\tau), \partial^2 f_*(\tau)$ with small correction terms.

**Part 3.** We combine the results from the first two parts and obtain an approximation of (4.7).

All the subsequent derivations are conditional on $\tau$ and $\tau$.

### 4.1.1. Preliminary calculations.

To proceed, we provide the Taylor expansions for $f_*(t), C(t)$ and $\mu(t)$:

- Expansion of $f_*(t)$ given $(f_*(\tau), \partial f_*(\tau), \partial^2 f_*(\tau))$. Let $t - \tau = ((t - \tau)_1, \ldots, (t - \tau)_d)$. Conditional on $(f_*(\tau), \partial f_*(\tau), \partial^2 f_*(\tau))$, we first expand the random function

$$f_*(t) = E[f_*(t)|f_*(\tau), \partial f_*(\tau), \partial^2 f_*(\tau)] + g(t - \tau)$$

$$= f_*(\tau) + \partial f_*(\tau)^\top (t - \tau) + \frac{1}{2} (t - \tau)^\top \Delta f_*(\tau)(t - \tau)$$

$$+ R_f(t - \tau) + g(t - \tau),$$
where

\[ R_f(t - \tau) = O(|t|^{2 + \delta_0}(|f_\tau(\tau)| + |\partial f_\tau(\tau)| + |\partial^2 f_\tau(\tau)|)) \]

is the remainder term of the Taylor expansion of \( E[f_\tau(t)|f_\tau(\tau), \partial f_\tau(\tau), \partial^2 f_\tau(\tau)] \). \( g(t) \) is a mean zero Gaussian random field such that \( Eg^2(t) = O(|t|^{4+\delta_0}) \) as \( t \to 0 \). In addition, the distribution of \( g(t) \) is independent of \( \tau, f_\tau(\tau), \partial f_\tau(\tau) \) and \( \partial^2 f_\tau(\tau) \).

- Expansion of \( C(t) \):

(4.11) \[ C(t) = 1 - \frac{1}{2}t^\top t + C_4(t) + RC(t), \]

where \( C_4(t) = \frac{1}{24} \sum_{ijkl} \partial^4_{ijkl} C(0) t_i t_j t_k t_l \) and \( RC(t) = O(|t|^{4+\delta_0}) \).

- Expansion of \( \mu(t) \):

(4.12) \[ \mu(t) = \mu(\tau) + \partial \mu(\tau)^\top (t - \tau) + \frac{1}{2} (t - \tau)^\top \Delta \mu(\tau)(t - \tau) + R_\mu(t - \tau), \]

where \( R_\mu(t - \tau) = O(|t - \tau|^{2+\delta_0}) \).

We write

\[ R(t) = R_f(t) + u_\tau RC(t) + R_\mu(t)/\sigma \]

to denote all the remainder terms.

Choose small constants \( \epsilon \) and \( \delta \) such that \( 0 < \epsilon < \delta < \delta_0 \). By writing

\[ x \ll y, \]

we mean that \( x/y \) is chosen sufficiently small, but \( x/y \) does not change with \( b \). Let

\[ \mathcal{L} = \left\{ |\tau - t_\star| < u^{-1/2+\epsilon}, |w| \leq u^{1/2+\epsilon}, |y| < u^\epsilon, |z| < u^\epsilon, \right\} \]

\[ \sup_{|t-\tau| < u^{-1+\delta}} |z_t - z| < u^{-\epsilon}, \quad \sup_{|t-\tau| < u^{-1+\delta}} |g(t)| < u^{-1-\delta}. \]

(4.13)

By Lemma 17 whose proof uses the last component \( LR_2(t) \), we have that

\[ E^Q_t \left( \frac{dP}{dQ} \right)^2 \mathcal{L}^c = o(1) v^2(b). \]

Therefore we only need to consider the second moment on the set \( \mathcal{L} \), that is,

\[ E^Q \left( \frac{dP}{dQ} \right)^2 \mathcal{L} \]

(4.14)

\[ \leq E^Q_t \left[ \frac{1}{(1 - \rho_1 - \rho_2)K^2}; \mathcal{L}, A_r > 0 \right] \]

\[ + E^Q_t \left[ \frac{1}{(1 - \rho_1 - \rho_2)K + \rho_1 K^2}; \mathcal{L}, A_r < 0 \right], \]
where $K$ and $K_1$ are given as in (4.6). We will focus on the terms on the right-hand side of (4.14) in the subsequent derivations. Now, we start to carry out each part of the program.

4.2. Part 1. All the derivations in this part are conditional on specific values of $\tau$, $f_*(\tau)$, $\partial f_*(\tau)$ and $\partial^2 f_*(\tau)$, equivalently, $\tau$, $w$, $y$ and $z$. By definition,

$$\mathcal{I}(T) = \int_T e^{\sigma f_*(t) + \sigma u C(t-\tau) + \mu(t)} \, dt.$$  

We insert the expansions in (4.10), (4.11) and (4.12) into the expression of $\mathcal{I}(T)$ and obtain that

$$\mathcal{I}(T) = \int_{t \in T} \exp \left\{ \sigma \left[ w + y^\top (t - \tau) + \frac{1}{2} (t - \tau)^\top z (t - \tau) + R_f(t - \tau) + g(t - \tau) \right] \right\}$$

$$\times \exp \left\{ (\sigma u - \mu(\tau)) \right\}$$

$$\times \left( 1 - \frac{1}{2} (t - \tau)^\top (t - \tau) + C_4(t - \tau) + R_C(t - \tau) \right) \right\}$$

$$\times \exp \left\{ \mu(\tau) + \partial \mu(\tau)^\top (t - \tau) + \frac{1}{2} (t - \tau)^\top \Delta \mu(\tau) (t - \tau) \right.$$  

$$+ R_\mu(t - \tau) \right\} dt,$$

where the first row corresponds to the expansion of $w_t = f_*(t)$, and the second and third rows correspond to those of $C(t)$ and $\mu(t)$, respectively. We write the exponent inside the integral in a quadratic form of $(t - \tau)$ and obtain that

$$\mathcal{I}(T) = \exp \left\{ \sigma u + \sigma w + \frac{\sigma}{2} y^\top (u I - \tilde{z})^{-1} y \right\}$$

$$\times \int_{t \in T} \exp \left\{ -\frac{\sigma}{2} (t - \tau - (u I - \tilde{z})^{-1} y)^\top (u I - \tilde{z}) \right.$$  

$$\times (t - \tau - (u I - \tilde{z})^{-1} y) \right\}$$

$$\times \exp \{ \sigma u \tau C_4(t - \tau) + \sigma R(t - \tau) \} \times \exp \{ \sigma g(t - \tau) \} dt,$$
where \( \tilde{y} \) and \( \tilde{z} \) are defined as in (4.1). Let \( a(s) \) and \( b(s) \) be two generic positive functions. Then we have the representation of the following integral:

\[
\int_T a(s)b(s) \, ds = E[b(S)] \int_T a(s) \, ds,
\]

where \( S \) is a random variable taking values in \( T \) with density \( a(s)/\int_T a(t) \, dt \). Using this representation and the change of variable that \( s = (uI - \tilde{z})^{1/2}(t - \tau) \), we write the big integral in (4.16) as a product of expectations and a normalizing constant, and obtain that

\[
\mathcal{I}(T) = \det(uI - \tilde{z})^{-1/2} \exp\left\{ \sigma u + \sigma w + \frac{\sigma}{2} y^\top(uI - \tilde{z})^{-1} \tilde{y} \right\}
\times \int_{(uI - \tilde{z})^{-1/2}s + \tau \in T} \exp\left\{ -\frac{\sigma}{2} (s - (uI - \tilde{z})^{-1/2} \tilde{y})^\top
\times (s - (uI - \tilde{z})^{-1/2} \tilde{y}) \right\} \, ds
\times E[\exp\{\sigma u, C_t((uI - \tilde{z})^{-1/2} S) + \sigma R((uI - \tilde{z})^{-1/2} S)\}] \times E[\exp\{\sigma g((uI - \tilde{z})^{-1/2} \tilde{S})\}].
\]

The two expectations in the above display are taken with respect to \( S \) and \( \tilde{S} \) given the process \( g(t) \). \( S \) is a random variable taking values in the set \( \{s: (uI - \tilde{z})^{-1/2}s + \tau \in T\} \) with density proportional to

\[
e^{-\sigma/2(s - (uI - \tilde{z})^{-1/2} \tilde{y})^\top (s - (uI - \tilde{z})^{-1/2} \tilde{y})},
\]

and \( \tilde{S} \) is a random variable taking values in the set \( \{s: (uI - \tilde{z})^{-1/2}s + \tau \in T\} \) with density proportional to

\[
e^{-\sigma/2(s - (uI - \tilde{z})^{-1/2} \tilde{y})^\top (s - (uI - \tilde{z})^{-1/2} \tilde{y}) + \sigma u, C_t((uI - \tilde{z})^{-1/2} s) + \sigma R((uI - \tilde{z})^{-1/2} S)}.
\]

Together with the definition of \( u \) that \( (\frac{2\pi}{\sigma})^{d/2} u^{-d/2} e^{\sigma u} = b \), we obtain that \( \mathcal{I}(T) > b \) if and only if

\[
\mathcal{I}(T) = \det(uI - \tilde{z})^{-1/2} e^{\sigma u + \sigma w + (\sigma/2) y^\top (uI - \tilde{z})^{-1} \tilde{y}}
\times \int_{(uI - \tilde{z})^{-1/2}s + \tau \in T} e^{-\sigma/2(s - (uI - \tilde{z})^{-1/2} \tilde{y})^\top (s - (uI - \tilde{z})^{-1/2} \tilde{y})} \, ds
\times E[\exp\{\sigma u, C_t((uI - \tilde{z})^{-1/2} S) + \sigma R((uI - \tilde{z})^{-1/2} S)\}] \cdot e^{-u^{-1} \xi_u}
\]

(4.18)

where

\[
\xi_u = -u \log\{E \exp[\sigma g((uI - \tilde{z})^{-1/2} \tilde{S})]\}.
\]

(4.19)
We take log on both sides, and plug in the result of Lemma 20 that handles the big expectation term in (4.18). Then inequality (4.18) is equivalent to
\[
\frac{w + \tilde{y}^\top (uI - \tilde{z})^{-1}\tilde{y}}{2} - \frac{\log \det(I - \tilde{z}/u)}{2\sigma} + \frac{\sum_i \partial^4_{i,ii}C(0)}{8\sigma^2u} > \frac{\xi_u}{u\sigma} + o\left(\frac{|w| + |y| + |z| + 1}{u^{1+\delta_0/4}}\right).
\]
(4.20)

On the set $\mathcal{L}$, we further simplify (4.20) using the following facts (see Lemma 21):
\[
\partial\mu_\sigma(\tau) = O(u^{-1/2+\epsilon}),
\]
\[
\log \det\left(I - \frac{\tilde{z}}{u}\right) = -\frac{1}{u} \text{Tr}(\tilde{z}) + o(u^{-1-\delta_0/4})
\]
\[
= -\frac{1}{u} (z + \partial^2_\mu_\sigma(\tau)) + d \cdot \mu_\sigma(\tau) + o(u^{-1-\delta_0/4}),
\]
where Tr is the trace of a matrix. Therefore, on the set $\mathcal{L}$, (4.20) is equivalent to
\[
w + \frac{y^\top y}{2u} + \frac{1}{u} (z + \partial^2_\mu_\sigma(\tau)) + d \cdot \mu_\sigma(\tau) + \frac{\sum_i \partial^4_{i,ii}C(0)}{8\sigma^2u} > \frac{\xi_u}{u\sigma} + o\left(\frac{|w| + |y| + |z| + 1}{u^{1+\delta_0/4}}\right),
\]
and further, equivalently (by replacing $u$ with $u_\tau$),
\[
w + \frac{y^\top y}{2u_\tau} + \frac{1}{u_\tau} (z + \partial^2_\mu_\sigma(\tau)) + d \cdot \mu_\sigma(\tau) + \frac{\sum_i \partial^4_{i,ii}C(0)}{8\sigma^2u_\tau} > \frac{\xi_u}{u_\sigma} + o\left(\frac{|w| + |y| + |z| + 1}{u^{1+\delta_0/4}}\right).
\]
Using the notation defined as in (3.9) and (4.8), $I(T) > b$ is equivalent to
\[
\mathcal{A}_\tau + \frac{o(|w| + |y| + |z| + 1)}{u^{1+\delta_0/4}} > \frac{\xi_u}{u\sigma},
\]
where $\mathcal{A}_\tau$ is defined as in (4.8). Furthermore, with $\epsilon \ll \delta_0$ and on the set $\mathcal{L}$, $o(|y| + |z|)/u^{-1-\delta_0/4} = o(u^{-1-\delta_0/8})$. For the above inequality, we absorb $o(wu^{-1-\delta_0/4})$ into $\mathcal{A}_\tau$ and rewrite it as
\[
\mathcal{A}_\tau > (1 + o(u^{-1-\delta_0/4})) \left[\frac{\xi_u}{\sigma u} + o(u^{-1-\delta_0/8})\right].
\]

4.3. Part 2. In part 2, we first consider $(1 - \rho_1 - \rho_2)K$ in the first expectation of (4.7) (which is on the set $\{\mathcal{A}_\tau \geq 0\}$) and then $(1 - \rho_1 - \rho_2)K + \rho_1 K_1$ in the second expectation of (4.7).
Part 2.1: The analysis of $K$ when $A_\tau \geq 0$. Similarly to part 1, all the derivations are conditional on $(i, \tau, w, y, z)$. We now proceed to the second part of the proof. More precisely, we simplify the term $K$ defined as in (4.6), and write it as a deterministic function of $(w, y, z)$ with a small correction term. Recall that

$$K = \int_{A^*} l(t)u_t H_\lambda \exp \left\{ -\lambda u_t \left( w_t + u_\tau C(t-\tau) + \frac{1}{2} \left( \frac{\bar{z}_t + \mu_2(t-\tau)u_\tau}{2\sigma u_t} + \frac{B_t}{u_t} - u_t \right) \right) \right\}$$

$$\times \exp \left\{ -\frac{1}{2} \left[ \frac{\mu_{20}\mu^{-1}_{22}(\bar{z}_t + \mu_2(t-\tau)u_\tau)^2}{1 - \mu_{20}\mu^{-1}_{22}\mu_{02}} \right. \right.$$ 

$$+ \left. \frac{1}{2} \left( \frac{\bar{z}_t + \mu_2(t-\tau)u_\tau}{2\sigma u_t} \right) \right\}$$

$$\times h_{x,z}^{-1}(w_t + u_\tau C(t-\tau), z_t + u_\tau \partial^2 C(t-\tau)) dt.$$ 

We plug in the forms of $h_{x,z}$ and $l(t)$ that are defined in (4.4) and (3.13) and obtain that

$$K = (2\pi)^{(d+1)(d+2)/4-\sigma/2} \det(\Gamma)^{1/2} \cdot \det(-\Delta \mu_\sigma(t_\ast))^{1/2} \cdot \frac{d/\sigma}{u_t} \cdot H_\lambda$$

$$\times \int_{A^*} \exp \left\{ \frac{u_t \cdot (t-t_\ast)^\top \Delta \mu_\sigma(t_\ast)(t-t_\ast)}{2} \right\}$$

$$\times \left[ -\lambda u_t \left( w_t + u_\tau C(t-\tau) + \frac{1}{2} \left( \frac{\bar{z}_t + \mu_2(t-\tau)u_\tau}{2\sigma u_t} + \frac{B_t}{u_t} - u_t \right) \right) \right\}$$

$$\times \left[ -\frac{1}{2} \left[ \frac{\mu_{20}\mu^{-1}_{22}(\bar{z}_t + \mu_2(t-\tau)u_\tau)^2}{1 - \mu_{20}\mu^{-1}_{22}\mu_{02}} \right. \right.$$ 

$$+ \left. \frac{1}{2} \left( \frac{\bar{z}_t + \mu_2(t-\tau)u_\tau}{2\sigma u_t} \right) \right\}$$

$$\times \left[ \frac{1}{2} \left[ (w_t + u_\tau C(t-\tau) - \mu_2\mu_{22}^{-1}(\bar{z}_t + \mu_2(t-\tau)u_\tau)^2}{1 - \mu_{20}\mu_{22}^{-1}\mu_{02}} \right. \right.$$ 

$$+ \left. (z_t + u_\tau(t-\tau)u_\tau)^\top \mu_{22}^{-1}(\bar{z}_t + \mu_2(t-\tau)u_\tau) \right] \right\} dt.$$ 

For some $\delta'$ such that $\epsilon <\delta' <\delta$, where $\epsilon, \delta$ are the parameters we used to define $\mathcal{L}$, we further restrict the integration region by defining

$$I_2 = \int_{A^*, |t-\tau| < u^{-1} + \delta'} \exp \left\{ \frac{u_t \cdot (t-t_\ast)^\top \Delta \mu_\sigma(t_\ast)(t-t_\ast)}{2} \right\}$$
\[
\times u_t \times \exp \left\{ -\lambda u_t \left( w_t + u_r C(t - \tau) \right. \\
+ \frac{1^t (z_t + \mu_2 (t - \tau) u_r)}{2\sigma u_t} + \left. \frac{B_t}{u_t} - u_t \right) \right\}
\]

\[ (4.21) \]

\[
\times \exp \left\{ -\frac{1}{2} \left[ -\frac{\mu_{20}\mu_{22}^{-1} (\bar{z}_t + \mu_2 (t - \tau) u_r)^2}{1 - \mu_{20}\mu_{22}^{-1} \mu_{02}} \\
+ \frac{\mu_{22}^{-1/2} (\bar{z}_t + \mu_2 (t - \tau) u_r)}{1 - \mu_{20}\mu_{22}^{-1} \mu_{02}} \right] \right\}
\]

\[
\times \exp \left\{ \frac{1}{2} \left[ \frac{(w_t + u_r C(t - \tau) - \mu_{20}\mu_{22}^{-1} (z_t + \mu_2 (t - \tau) u_r))^2}{1 - \mu_{20}\mu_{22}^{-1} \mu_{02}} \\
+ (z_t + \mu_2 (t - \tau) u_r)^\top \mu_{22}^{-1} (z_t + \mu_2 (t - \tau) u_r) \right] \right\} dt.
\]

Thus

\[
K \geq (2\pi)^{(d+1)(d+2)/4-d/2} \det(\Gamma)^{1/2} \\
\times \det\left(-\Delta\mu_\sigma(t_\ast)\right)^{1/2} u_{t_\ast}^{d/2} H_\lambda \cdot I_2.
\]

For the rest of part 2.1, we focus on \( I_2 \). With some tedious algebra, Lemma 22 writes \( I_2 \) in a more manageable form; that is, \( I_2 \) equals

\[
\int_{A^* \cap \{|t - \tau| < u^{-1+\delta}\}} \exp\left\{ \frac{u_t^\ast (t - t_\ast)^\top \Delta\mu_\sigma(t_\ast)(t - t_\ast)}{2} + \frac{u_t^2}{2} \right\} \times u_t
\]

\[
\times \exp\left\{ (1 - \lambda) u_t [w_t + u_r C(t - \tau) - u_t] \right. \\
\left. + \frac{(1 - \lambda)}{2\sigma} 1^\top (z_t - \mu_0 u_t + \mu_2 (t - \tau) u_r) - \lambda B_t - \frac{1^\top \mu_{22}^{-1}}{8\sigma^2} \right\}
\]

\[ (4.22) \]

\[
\times \exp\left\{ (w_t + u_r C(t - \tau) - u_t)^2 \right. \\
\left. - 2(w_t + u_r C(t - \tau) - u_t)\mu_{20}\mu_{22}^{-1} (z_t - \mu_0 u_t + \mu_2 (t - \tau) u_r) \right. \\
\left. / (2(1 - \mu_{20}\mu_{22}^{-1} \mu_{02})) \right\} dt.
\]

Lemma 23 implies that \( \{|t - \tau| < u^{-1+\delta}\} \subset A^* \). Thus, on the set \( \{A_\tau > 0\} \), we have \( A^* \cap \{|t - \tau| < u^{-1+\delta}\} = \{|t - \tau| < u^{-1+\delta}\} \) and we can remove \( A^* \) from the integration region of \( I_2 \). In addition, on the set \( L \) and \( |t - \tau| < u^{-1+\delta} \), we have that

\[
u_r - u_t C(t - \tau) = O(u^{-1+2\delta}), \quad \mu_2(t - \tau) = \mu_20 + O(|t - \tau|^2), \\
|u_r \mu_2(t - \tau) - u_t \mu_20| = O(u^{-1+2\delta}), \quad (u_r - u_t C(t - \tau)) |z_t| = o(1).
\]
We insert the above estimates to (4.22). Together with the fact that
\[
\exp \left\{ \frac{u_t^* (t - t_*)}{2} \Delta \mu_\sigma (t_*) (t - t_*) + \frac{u_{t_*}^2}{2} \right\} = (1 + o(1)) \exp \left\{ \frac{1}{2} u_{t_*}^2 \right\},
\]
we have that
\[
\mathcal{I}_2 \sim u \times \exp \left\{ \frac{1}{2} u_{t_*}^2 - \lambda B_{t_*} - \frac{1^\top \mu_{22} 1}{8 \sigma^2} \right\}
\times \int_{|t - \tau| < u^{-1 + e'}} \exp \left\{ (1 - \lambda) (u_\tau + \zeta_u) (\zeta_u w + w_\tau (C(t - \tau) - 1) + \mu_\sigma (t) - \mu_\sigma (\tau)) + (1 - \lambda) \frac{1^\top z}{2 \sigma} + \frac{w_t^2 - 2 w_t \mu_{20} \mu_{22}^{-1} z_t + o(1) w_t}{2 (1 - \mu_{20} \mu_{22}^{-1} \mu_{02})} \right\} dt.
\]
Further, we have that
\[
w_t^2 - 2 w_t \mu_{20} \mu_{22}^{-1} z_t + o(1) w_t = o(1) + u \cdot w \cdot O(u^{-1/2 + \varepsilon}).
\]
Let \( \zeta_u = O(u^{-1/2 + \varepsilon}) \), and we simplify \( \mathcal{I}_2 \) to
\[
\mathcal{I}_2 \sim u \times \exp \left\{ \frac{1}{2} u_{t_*}^2 - \lambda B_{t_*} - \frac{1^\top \mu_{22} 1}{8 \sigma^2} \right\}
\times \int_{|t - \tau| < u^{-1 + e'}} \exp \left\{ (1 - \lambda) (u_\tau + \zeta_u) (\zeta_u w + w_\tau (C(t - \tau) - 1) + \mu_\sigma (t) - \mu_\sigma (\tau)) + (1 - \lambda) \frac{1^\top z}{2 \sigma} \right\} dt.
\]
In what follows, we insert the expansions in (4.10), (4.11) and (4.12) into the expression of \( \mathcal{I}_2 \) and write the exponent as a quadratic function of \( t - \tau \), and we obtain that on the set \( \mathcal{L} \)
\[
\mathcal{I}_2 \sim u \times \exp \left\{ \frac{1}{2} u_{t_*}^2 - \lambda B_{t_*} - \frac{1^\top \mu_{22} 1}{8 \sigma^2} \right\}
\times \exp \left\{ (1 - \lambda) (u_\tau + \zeta_u) \left( (1 + \zeta_u) w + \frac{1}{2} y^\top (uI - \tilde{z})^{-1} \tilde{y} + \frac{1^\top z}{2 \sigma u_\tau} \right) \right\}
\times \int_{|t - \tau| < u^{-1 + e'}} e^{-(1/2)(1 - \lambda) (u_\tau + \zeta_u) (t - \tau - (uI - \tilde{z})^{-1} \tilde{y})^\top (uI - \tilde{z}) (t - \tau - (uI - \tilde{z})^{-1} \tilde{y}) + g(t - \tau) + o(1)} dt,
\]
where we recall that \( \tilde{y} = y + \partial \mu_\sigma (t) \) and \( \tilde{z} = z + u_\sigma (t) I + \Delta \mu_\sigma (t) \). This derivation is very similar to that from (4.15) to (4.16). In the last row of the
above display, on the set $L$ and $|t - \tau| < u^{-1+\delta'}$,
\[ u^2C_1(t - \tau) + uR(t - \tau) = o(1). \]

Therefore, they can be ignored. We consider the change of variable that
\[ s = (1 - \lambda)^{1/2}(u_{\tau} + \zeta_u)^{1/2}(uI - \bar{z})^{1/2}(t - \tau) \]
and obtain that $I_2$ equals (with the terms $C_4$ and $R$ removed)
\[ I_2 \sim (1 - \lambda)^{-d/2}u^{-d+1} \exp \left\{ \frac{1}{2}u_{\tau}^2 - \lambda B_{\tau} - \frac{1^T\mu_{22}1}{8\sigma^2} \right\} \]
\[ \times \exp \left\{ (1 - \lambda)(u_{\tau} + \zeta_u) \left( (1 + \zeta_u)w + \frac{1}{2}\bar{y}^T(uI - \bar{z})^{-1}\bar{y} + \frac{1^Tz}{2\sigma u} \right) \right\} \]
\[ \times \int e^{-\frac{1}{2}|s - (1 - \lambda)^{-1/2}(u_{\tau} + \zeta_u)^{1/2}(uI - \bar{z})^{-1/2}\bar{y}|^2} \, ds \]
\[ \times E[e^{(1 - \lambda)(u_{\tau} + \zeta_u)(uI - \bar{z})^{-1/2}S'}], \]
where $S_u = \{ s : |(1 - \lambda)^{-1/2}(u_{\tau} + \zeta_u)^{-1/2}(uI - \bar{z})^{-1/2}s| < u^{-1+\delta'} \}$, and $S'$ is a random variable taking values on the set $S_u$ with density proportional to
\[ e^{-\frac{1}{2}|s - (1 - \lambda)^{-1/2}(u_{\tau} + \zeta_u)^{1/2}(uI - \bar{z})^{-1/2}\bar{y}|^2}. \]

We use $\kappa$ to denote the last two terms of (4.24), that is,
\[ \kappa = \int_{S_u} e^{-\frac{1}{2}|s - (1 - \lambda)^{-1/2}(u_{\tau} + \zeta_u)^{1/2}(uI - \bar{z})^{-1/2}\bar{y}|^2} \, ds \]
\[ \times E[e^{(1 - \lambda)(u_{\tau} + \zeta_u)(uI - \bar{z})^{-1/2}S'}]. \]

It is helpful to keep in mind that $\kappa$ is approximately $(2\pi)^{d/2}$. We insert $\kappa$ back to the expression of $I_2$. Together with the fact that $\bar{y}^T(uI - \bar{z})^{-1}\bar{y} = |\bar{y}|^2/u + o(u^{-1})$, we have
\[ I_2 \sim \kappa(1 - \lambda)^{-d/2}u^{-d+1} \exp \left\{ \frac{1}{2}u_{\tau}^2 - \lambda B_{\tau} - \frac{1^T\mu_{22}1}{8\sigma^2} \right\} \]
\[ \times \exp \left\{ (1 - \lambda)(u_{\tau} + \zeta_u) \left( (1 + \zeta_u)w + \frac{|\bar{y}|^2}{2\sigma u} + \frac{1^Tz}{2\sigma u_{\tau}} \right) \right\}. \]

Thus, we have that on the set $\{ A_{\tau} > 0 \}$,
\[ K \geq (2\pi)^{(d+1)(d+2)/4-d/2} \det(\Gamma)^{1/2} \cdot \det(-\Delta \mu_\sigma(t_s))^{1/2} u_{12}^{d/2} H_\Lambda \cdot I_2 \]
\[ = (\kappa + o(1))(2\pi)^{(d+1)(d+2)/4-d/2} \det(\Gamma)^{1/2} \]
\[ \times \det(-\Delta \mu_\sigma(t_s))^{1/2} H_\Lambda \cdot (1 - \lambda)^{-d/2}u^{-d/2+1} \]

\[ (4.27) \]
\[ \times \exp \left\{ \frac{1}{2} u^2_{t^*} - \lambda B t^* - \frac{1^T \mu_{22} 1}{8 \sigma^2} \right\} \\
+ (1 - \lambda)(u_{\tau} + \zeta_{u}) \left( (1 + \zeta_{u}) w + \frac{|\vec{y}|^2}{2 u_{\tau}} + \frac{1^T z}{2 \sigma u_{\tau}} \right) \right\}. \]

We further insert the \( A_{\tau} \) defined in (4.8) into (4.27) and obtain that
\[ K \geq (\kappa + o(1))(2\pi)^{(d+1)(d+2)/4-d/2} \det(\Gamma)^{1/2} \]
\[ \times \det(-\Delta \mu_\sigma(t_{\ast}))^{1/2} H_\lambda \cdot (1 - \lambda)^{-d/2} u_{\tau}^{-d/2+1} \]
\[ \times \exp \left\{ \frac{1}{2} u^2_{t^*} - B t^* - \frac{1^T \mu_{22} 1}{8 \sigma^2} + (1 - \lambda) u_{\tau} (1 + o(1)) A_{\tau} \right\} \]
\[ + (1 - \lambda) \zeta_{u} \cdot (|\vec{y}|^2 + |z|) \right\}. \]

**Part 2.2: The analysis of \( dP/dQ \) when \( A_{\tau} < 0 \).** In this part, we focus mostly on the \( K_1 \) term, whose handling is very similar to that of \( K \). Therefore, we only list out the key steps. For some large constant \( M \), let
\[ D = \{ |t - \tau - (u I - z)^{-1} \vec{y}| < M u^{-1} \}, \]
that is, the dominating region of the integral. We split the set \( D = (A^* \cap D) \cup ((A^*)^c \cap D) \). There are two situations: \( \text{mes}((A^*)^c \cap D) > \text{mes}(A^* \cap D) \) and \( \text{mes}((A^*)^c \cap D) \leq \text{mes}(A^* \cap D) \). For the first situation, the term \( K_1 \) is dominating; for the second situation, the term \( K \) (more precisely \( I_2 \)) is dominating.

To simplify \( K_1 \), we write it as
\[ K_1 = (2\pi)^{(d+1)(d+2)/4-d/2} \det(\Gamma)^{1/2} \cdot \det(-\Delta \mu_\sigma(t_{\ast}))^{1/2} u_{t^*}^{-d/2} H_\lambda \]
\[ \times \left[ \int_{(A^*)^c \cap D} + \cdots + \int_{(A^*)^c \cap D^c} \cdots \right] \]
\[ \triangleq (2\pi)^{(d+1)(d+2)/4-d/2} \det(\Gamma)^{1/2} \cdot \det(-\Delta \mu_\sigma(t_{\ast}))^{1/2} u_{t^*}^{-d/2} H_\lambda \]
\[ \times [I_{1.2} + I_{1.3}]. \]

Note that the difference between \( K_1 \) and \( K \) is that the term “\(-\lambda\)” has been replaced by “\(\lambda_1\)” With exactly the same derivation for (4.22), we obtain that \( I_{1.2} \) equals [by replacing “\(-\lambda\)” in (4.22) by “\(\lambda_1\)”]
\[ \int_{(A^*)^c \cap D} \exp \left\{ \frac{u_{t^*}(t - t_{\ast})^T \Delta \mu_\sigma(t_{\ast})(t - t_{\ast})}{2} + \frac{1}{2} u^2_{t^*} \right\} \times u_t \]
\[ \times \exp \left\{ (1 + \lambda_1) u_t [w_t + u_{\tau} C(t - \tau) - u_t] \right\} \]
\begin{align*}
&\frac{(1 + \lambda_1)}{2\sigma} \mathbf{1}^T(z_t - \mu_0 u_t + \mu_2(t - \tau)u_{\tau}) + \lambda_1 B_t - \frac{1^T \mu_{22} \mathbf{1}}{8\sigma^2} \\
&\times \exp\{(w_t + u_{\tau}C(t - \tau) - u_t)^2 \\
&- 2(w_t + (u_{\tau}C(t - \tau) - u_t)) \\
&\times \mu_{20} \mu_{22}^{-1}(z_t - \mu_0 u_t + \mu_2(t - \tau)u_{\tau}) \\
&/\{2(1 - \mu_{20} \mu_{22}^{-1})\} \} \, dt.
\end{align*}

(4.29)

With a very similar derivation as in part 2.1, in particular, the result in (4.23), we have that

\begin{align*}
\mathcal{I}_{1,2} &\sim u \times \exp\left\{ \frac{1}{2} u_t^2 + \lambda_1 B_t - \frac{1^T \mu_{22} \mathbf{1}}{8\sigma^2} \right\} \\
&\times \exp\left\{ (1 + \lambda_1)(u_{\tau} + \zeta_u) \left( 1 + \zeta_u \right) w + \frac{1}{2} y^\top(uI - \bar{z})^{-1} y + \frac{1^T z}{2\sigma u} \right\} \\
&\times \int_{(A^*)^c \cap D} \exp\left\{ (1 + \lambda_1)(u_{\tau} + \zeta_u) \left[ -\frac{1}{2} (t - \tau - (uI - \bar{z})^{-1} \tilde{y})^\top(uI - \bar{z}) \\
&\times (t - \tau - (uI - \bar{z})^{-1} \tilde{y}) \right] \\
&\times (1 + \lambda_1)(u_{\tau} + \zeta_u)\{u_{\tau}C_4(t - \tau) + R(t - \tau) + g(t - \tau)\} \right\} \, dt.
\end{align*}

(4.30)

Furthermore, similarly to the results in (4.26), we have that

\begin{align*}
\mathcal{I}_{1,2} &\sim \kappa_{1,2}(1 + \lambda_1)^{-d/2} u^{-d+1} e^{(1/2)u_t^2 + \lambda_1 B_t - \frac{1^T \mu_{22} \mathbf{1}}{8\sigma^2}} \\
&\times e^{(1 + \lambda_1)(u_{\tau} + \zeta_u)((1 + \zeta_u)w + (1/2)\tilde{y}^\top(uI - \bar{z})^{-1} \tilde{y} + 1^T z/(2\sigma u))},
\end{align*}

(4.31)

where \( \kappa_{1,2} \) is defined as

\begin{align*}
\kappa_{1,2} &= \int_{t_1(s) \in (A^*)^c \cap D} e^{-1/2\mathcal{L}(1 + \lambda_1)^{1/2}(u_{\tau} + \zeta_u)^{1/2}(uI - \bar{z})^{-1/2} \tilde{y}^2} \, ds \\
&\times E\left[ e^{(1 + \lambda_1)(u_{\tau} + \zeta_u)g((1 + \lambda_1)^{-1/2}(u_{\tau} + \zeta_u)^{-1/2}(uI - \bar{z})^{-1/2} S_{1,2})} \right],
\end{align*}

the change of variable \( t_1(s) = \tau + (1 + \lambda_1)^{-1/2}(u_{\tau} + \zeta_u)^{-1/2}(uI - \bar{z})^{-1/2} s \) and \( S_{1,2} \) is a random variable taking values in the set \( \{s : t(s) \in (A^*)^c \cap D\} \) with an appropriately chosen density function similarly as in (4.24). In summary, the only difference between \( \mathcal{I}_{1,2} \) and \( \mathcal{I}_2 \) lies in that the multiplier \(-\lambda\) is replaced by \( \lambda_1 \).

We now proceed to providing a lower bound of \((1 - \rho_1 - \rho_2)K + \rho_1 K_1\). Note that

\[ \max\{\text{mes}((A^*)^c \cap D), \text{mes}(A^\ast \cap D)\} \geq \frac{1}{2}\text{mes}(D). \]
Where \( C \) and \( D \) are nonempty. If \( \text{mes}((A^*)^c \cap D) \geq \frac{1}{2} \text{mes}(D) \), we have the bound
\[
(1 - \rho_1 - \rho_2)K + \rho_1 K_1 \geq \rho_1 K_1 \geq \Theta(1) \rho_1 u^{d/2} I_{1,2}.
\]
Similarly, if \( \text{mes}(A^* \cap D) \geq \frac{1}{2} \text{mes}(D) \), we have that
\[
(1 - \rho_1 - \rho_2)K + \rho_1 K_1 \geq \Theta(1)(1 - \rho_1 - \rho_2)u^{d/2} I_1.
\]
We further split \( I_2 \) in part 2.1 into two parts:
\[
I_2 = \int_{A^* \cap D} \cdots dt + \int_{A^* \cap D^c} \cdots dt \triangleq I_{2,1} + I_{2,2}.
\]
Similarly to the derivation of \( I_{1,2} \), we have that
\[
I_{2,1} \sim \kappa_{2,1} (1 - \lambda)^{-d/2} u^{-d+1} e^{(1/2)u^2} \tau - \lambda B_{t\tau} - 1^{\top} \mu_{22} 1/(8\sigma^2)
\times e^{(1-\lambda)(u_r + \zeta_u)(1+\zeta_u)w + |\tilde{g}^2|/(2u_r) + 1^{\top} z/(2\sigma u_r)}
\]
where
\[
\kappa_{2,1} = \int_{t_2(s) \in A^* \cap D} e^{-1/2|s-(1-\lambda)1/2(u_r + \zeta_u)1/2(uI-z)|-1/2|\tilde{g}|^2} ds
\times E[e^{(1-\lambda)(u_r + \zeta_u)g((1-\lambda)-1/2(u_r + \zeta_u)-1/2(uI-z)2/2\sigma u_r)}],
\]
\( S_{2,1} \) is a random variable taking values on the set \( \{s: t_2(s) \in A^* \cap D\} \) with an appropriate density function similarly as in (4.24) and \( t_2(s) = \tau + (1 - \lambda)^{-1/2} \times (u_r + \zeta_u)^{-1/2}(uI - z)^{-1/2} \).

Then combining the above results of \( I_{1,2} \) and \( I_{2,1} \), we have that for the case in which \( A_1 < 0 \)
\[
\rho_1 K_1 + (1 - \rho_1 - \rho_2)K
\geq \Theta(1) u^{d/2} \mathbb{I} \cap C_1 \rho_1 I_{1,2} + \mathbb{I} \cap C_2 (1 - \rho_1 - \rho_2) I_{2,1} \]
\geq \Theta(1) u^{-d/2+1} e^{(1/2)u^2}
\times \mathbb{I} \cap C_1 \cdot \rho_1 K_{1,2} e^{(1+\lambda_1)(u_r + \zeta_u)(1+\zeta_u)w + |\tilde{g}|^2/(2u_r) + 1^{\top} z/(2\sigma u_r)}
\times \mathbb{I} \cap C_2 \cdot (1 - \rho_1 - \rho_2)(1 - \lambda)^{-d/2} \kappa_{2,1}
\times e^{(1-\lambda)(u_r + \zeta_u)(1+\zeta_u)w + |\tilde{g}|^2/(2u_r) + 1^{\top} z/(2\sigma u_r)}
\]
where \( C_1 = \{f(\cdot): \text{mes}((A^*)^c \cap D) \geq \text{mes}(A^* \cap D)\} \) and \( C_2 = C_2^c \). We further insert \( A_\tau \) defined in (4.8). Note that on the set \( \{A_\tau < 0\} \), \((1 + \lambda_1)A_\tau < (1 - \lambda)A_\tau \) and \( B_t \) is bounded away from zero and infinity. Then
\[
(1 - \rho_1 - \rho_2)K + \rho_1 K_1
\geq \Theta(1) u^{-d/2+1} e^{(1/2)u^2} \cdot e^{(1+\lambda_1)(1+\zeta_u)u_r A_\tau + \zeta_u \cdot (|\tilde{g}|^2 + |z|)}
\times \mathbb{I} \cap C_1 \cdot \rho_1 K_{1,2} + \mathbb{I} \cap C_2 \cdot (1 - \rho_1 - \rho_2)(1 - \lambda)^{-d/2} \kappa_{2,1}.
\]
Part 3. We now put together the results in parts 1 and 2 and obtain an approximation for (4.7). Recall that

\[
E^Q \left[ \left( \frac{dP}{dQ} \right)^2 ; \mathcal{E}_b, \mathcal{L} \right] \leq E^Q \left[ \frac{1}{(1 - \rho_1 - \rho_2)^2 K^2} ; \mathcal{E}_b, \mathcal{L}, \mathcal{A}_\tau \geq 0 \right] + E^Q \left[ \frac{1}{(1 - \rho_1 - \rho_2 + \rho_1 K_1)^2} ; \mathcal{E}_b, \mathcal{L}, \mathcal{A}_\tau < 0 \right].
\]

We consider the two terms on the right-hand side of the above display one by one. We start with the first term

\[
E^Q \left[ \frac{1}{(1 - \rho_1 - \rho_2)^2 K^2} ; \mathcal{E}_b, \mathcal{L}, \mathcal{A}_\tau \geq 0 \right] = E^Q \left[ \frac{1}{(1 - \rho_1 - \rho_2)^2 K^2} ; \mathcal{E}_b, \mathcal{L}, \mathcal{A}_\tau \geq 0, \tau = 0 \right] + E^Q \left[ \frac{1}{(1 - \rho_1 - \rho_2)^2 K^2} ; \mathcal{E}_b, \mathcal{L}, \mathcal{A}_\tau \geq 0, \tau = 1 \right].
\]

The index \( \tau \) admits density \( l(t) \) when \( \tau = 0 \) and \( \tau \) is uniformly distributed over \( T \) if \( \tau = 1 \).

Consider the first expectation in (4.36). Note that conditionally on \( \tau \) and \( \tau = 0 \), on the set \( \mathcal{L} \cap \{ \mathcal{A}_\tau \geq 0 \} \), \((w, y, z)\) follows density \( (1 - \rho_1 - \rho_2) h_{0,\tau}^{s}(w, y, z)/(1 - \rho_2) \) defined as in (4.2). Thus, according to (4.28), we have that the conditional expectation

\[
E^Q \left[ \frac{1}{(1 - \rho_1 - \rho_2)^2 K^2} ; \mathcal{E}_b, \mathcal{L}, \mathcal{A}_\tau \geq 0 \right] \left| \tau = 0, \tau \right. \leq (1 + o(1)) \left[ \frac{H^{-1}_\lambda \det(\Gamma)^{-1/2} \det(-\Delta \mu_\sigma(t_\tau))^{-1/2}}{(2\pi)^{(d+1)(d+2)/4-d/2}} \times (1 - \lambda)^{d/2} \mu^{d/2-1} e^{-(1/2)u_{\tau}^2 + B_{t_\tau} + 1^T \mu_{22} 1/(8\sigma^2)} \right]^2 \times \int_{\mathcal{A}_\tau > 0, \mathcal{L}} e^{-2(1-\lambda)u((1+o(1))A_\tau + o(|y|^2/(2u) + 1^T z/(2\sigma u)))} \cdot \gamma_u(u\sigma A_\tau) \cdot \frac{1 - \rho_1 - \rho_2}{1 - \rho_2} h_{0,\tau}^{s}(w, y, z) \, dw \, dy \, dz,
\]

where

\[
\gamma_u(x) = E \left[ \frac{1}{(1 - \rho_1 - \rho_2)^2 K^2}; x > (1 + o(u^{-1-\delta_0/4})[\xi_u + o(u^{-\delta_0/8})]) \right| t, \tau, w, y, z,
\]

and

\[
\gamma_u(x) = E \left[ \frac{1}{(1 - \rho_1 - \rho_2)^2 K^2}; x > (1 + o(u^{-1-\delta_0/4})[\xi_u + o(u^{-\delta_0/8})]) \right| t, \tau, w, y, z,
\]
with the expectation taken with respect to the process $g(t)$. We insert the analytic form of $h_{0,r}^*(w, y, z)$ into (4.2) and obtain that

$$
\int_{A_r > 0, \mathcal{L}} e^{-2(1-\lambda)u((1+o(1))A_r + o(|y|^2/(2u)+1^T z/(2\sigma u)))} \cdot \gamma_u(u\sigma A_r) \times \frac{1-\rho_1-\rho_2}{1-\rho_2} h_{0,r}^*(w, y, z) \, dw \, dy \, dz
$$

$$
= \frac{(1-\rho_1-\rho_2)H_\lambda \cdot u_r}{1-\rho_2} \int_{A_r > 0} \gamma_u(u\sigma A_r) \exp\{-2(1-\lambda+o(1))u A_r + o(|z| + |y|^2)\} \times \exp\left\{-\lambda u_r A_r \right\}
$$

$$
\times \exp\left\{-\frac{1}{2} \frac{|\mu_{20}\mu_{22}^{-1} z|^2}{1-\mu_{20}\mu_{22}^{-1} \mu_{02}} + \frac{|\mu_{22}^{-1/2} z - \mu_{22}^{1/2} \mu_{02}^{1/2}}{2\sigma}|^2
\right\\
\times \frac{1}{2} \frac{1 \left| y^\top y \right|}{1-\mu_{20}\mu_{22}^{-1} \mu_{02}} \right\} dA_r \, dy \, dz.
$$

(4.38)

Thanks to the Borel–TIS inequality (Lemma 16), Lemma 19 and the definition of $\kappa$ in (4.25), for $x > 0$, $\gamma_u(x)$ is bounded and as $b \to \infty$,

$$
E \left[ \frac{1}{\kappa^2} : x > (1 + o(u^{-1-\delta_0/8}))\left[ \xi_u + o(u^{-\delta_0/8}) \right] \right] \to (2\pi)^{-d}.
$$

Thus, by the dominated convergence theorem and with $H_\lambda$ defined as in (3.14), as $u \to \infty$, we have that

$$
(4.38) \sim \frac{(2\pi)^{-d}}{(1-\rho_1-\rho_2)(1-\rho_2)} e^{-\lambda_0 \lambda}.
$$

We insert it back to (4.37) and obtain that

$$
E^Q \left[ \frac{1}{(1-\rho_1-\rho_2)^2 R^2} ; \mathcal{E}_0, L, A_r \geq 0 \right] | u = 0, \tau
\leq (1 + o(1)) \frac{(2\pi)^{-d}}{(1-\rho_1-\rho_2)(1-\rho_2)} e^{-\lambda_0 \lambda}
\times \frac{H_\lambda^{-1} \det(\Gamma)^{-1/2} \det(\Delta \mu_{\sigma}(t_*))^{-1/2}}{(2\pi)^{(d+1)(d+2)/4-d/2}}
\times (1 - \lambda)^{d/2} u^{d/2-1} e^{-(1/2)u_0^2 + B_* + 1^T \mu_{22} 1/(8\sigma^2)}.
$$

(4.39)
Using the asymptotic approximation of \( v(b) \) given by Proposition 14, we obtain that

\[
E^Q \left[ \frac{1}{[(1-\rho_1-\rho_2)K]^2}; \mathcal{E}_b, \mathcal{L}, A_\tau \geq 0, \iota = 0 \right] \leq \frac{1 + o(1)}{1 - \rho_1 - \rho_2} e^{\lambda \eta} v^2(b).
\]

(4.40)

We choose \( \rho_1 = \rho_2 = \eta = 1 - \lambda = 1/\log \log b \sim 1/\log u \).

Then, the right-hand side of the above inequality is bounded by \( (1 + \varepsilon) v^2(b) \) for \( b \) sufficiently large.

The handling of the second term of (4.36) is similar except that \( (w, y, z) \) follows density \( h^*_\nu(w, y, z) \). Thus, we only mention the key steps. Note that

\[
E^Q \left[ \frac{1}{(1-\rho_1-\rho_2)K^2}; \mathcal{E}_b, \mathcal{L}, A_\tau \geq 0 \right| \iota = 1, \tau = 0 \]

\[
= (1 + o(1)) \left[ \frac{H^{-1}_\lambda \det(\Gamma)^{-1/2} \det(-\Delta_{\mu_\sigma(t_\nu)})^{-1/2}}{(2\pi)^{(d+1)(d+2)/4-d/2}} \right] \]

\[
\times (1 - \lambda)^{d/2} u^{d/2-1} e^{-(1/2)u^2_\nu + B_{t_\nu} + 1^{\top} \mu_{22} 1/(8\sigma^2)} \]

\[
\times \det(\Gamma)^{-1/2} \frac{1}{(2\pi)^{(d+1)(d+2)/4}} \]

\[
\times \int_{A_\tau \geq 0, \mathcal{L}} \gamma_{\nu}(u \sigma A_{\tau}) \]

\[
\times \exp \left\{ -2(1 - \lambda)u A_{\tau} - \frac{1 + o(1)}{2} \right\} \]

\[
\times \left\{ y^\top y + \frac{|w - \mu_{20} \mu_{22}^{-1} z|^2}{1 - \mu_{20} \mu_{22}^{-1} \mu_{02}} + z^\top \mu_{22}^{-1} z \right\} dA_{\tau} dy dz \]

\[
= O(1)(1 - \lambda)^{-1} u^{-1} \cdot u^{d-2} e^{-u^2_\nu}.
\]

According to the asymptotic form of \( v(b) \) and with \( \rho_2 = 1 - \lambda = 1/\log \log b \), we have that

\[
E^Q \left[ \frac{1}{[(1-\rho_1-\rho_2)K]^2}; \mathcal{E}_b, \mathcal{L}, A_\tau \geq 0, \iota = 1 \right] \]

(4.42)

\[
= O(1)\rho_2 (1 - \lambda)^{-1} u^{-1} \cdot u^{d-2} e^{-u^2_\nu} = o(1)v^2(b).
\]
Therefore, combining the results in (4.40) and (4.42), we have the first term in (4.35) is bounded by \((1 + 2\varepsilon)v^2(b)\).

The last step is to show that the second term of (4.35) is of a smaller order of \(v^2(b)\). First, we split the expectation

\[
E^Q \left[ \frac{1}{(1 - \rho_1 - \rho_2)K + \rho_1 K_1^2} ; \mathcal{E}_b, \mathcal{L}, \mathcal{A}_r < 0 \right]
\]

\[
= E^Q \left[ \frac{1}{(1 - \rho_1 - \rho_2)K + \rho_1 K_1^2} ; \mathcal{E}_b, \mathcal{L}, \mathcal{A}_r < 0, i = 1 \right]
\]

\[
+ E^Q \left[ \frac{1}{(1 - \rho_1 - \rho_2)K + \rho_1 K_1^2} ; \mathcal{E}_b, \mathcal{L}, -\eta/u < \mathcal{A}_r < 0, i = 0 \right]
\]

\[
+ E^Q \left[ \frac{1}{(1 - \rho_1 - \rho_2)K + \rho_1 K_1^2} ; \mathcal{E}_b, \mathcal{L}, \mathcal{A}_r \leq -\eta/u, i = 0 \right].
\]

We study these three terms one by one. Let

\[
\gamma_{1,u}(x) = E \left[ \frac{1}{\|\mathbb{C}_1 \cdot \rho_1 \kappa_1, 2 + \mathbb{C}_2 \cdot (1 - \rho_1 - \rho_2)(1 - \lambda)^{-d/2}K_{2,1} \|^2} ; x > (1 + o(u^{-1-\delta_0/4}))[\xi_u + o(u^{-\delta_0/4})] \right] \bigg| \nu, \tau, w, y, z.
\]

We start with the first expectation in (4.43). Plugging in the lower bound for \((1 - \rho_1 - \rho_2)K + \rho_1 K_1\) derived in (4.34), we have

\[
E^Q \left[ \frac{1}{(1 - \rho_1 - \rho_2)K + \rho_1 K_1^2} ; \mathcal{E}_b, \mathcal{L}, \mathcal{A}_r < 0 \bigg| i = 1 \right]
\]

\[
= O(1)u^{d/2}e^{-u_i^2}
\]

\[
\times \int_{\mathcal{A}_r < 0} \gamma_{1,u}(u\sigma A_r)
\]

\[
\times \exp \left\{ -2(1 + \lambda_1)uA_r
\right. \]

\[
- \frac{1}{2} \left[ y^\top y + \frac{|w - \mu_{20} \mu_{22}^{-1} z|^2}{1 - \mu_{20} \mu_{22}^{-1} \mu_{02}} + z^\top \mu_{22}^{-1} z \right] \}
\]

\[
dA_r \, dy \, dz.
\]

We deal with the \(\gamma_{1,u}(u\sigma A_r)\) term in the above integration. On the set \(\mathcal{L}\), \(u\sigma A_r > -u^{3/2+\varepsilon}\). By Lemma 24, for \(-u^{3/2+\varepsilon} < x < 0\), there exists a constant \(\delta^* > 0\) such that

\[
E \left[ \frac{1}{\rho_1^{\delta_1} \kappa_1, 1, 2} ; x > (1 + o(u^{-1-\delta_0/4}))[\xi_u + o(u^{-\delta_0/4})] \right] \bigg| \nu, \tau, w, y, z, C_1
\]

\[
= O(1)\rho_1^{-2}e^{u^{\delta^*}x}
\]
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and

\[
E \left[ \frac{1}{(1 - \rho_1 - \rho_2)^2 K_{2,1}^2}; x > (1 + o(u^{-1 - \delta_0/4})) [\xi_u + o(u^{-\delta_0/8})] \right| \tau, \omega, \varphi, \varphi^2, C_2] = O(1)(1 - \rho_1 - \rho_2)^{-2}(1 - \lambda)^{-d} e^{u x^*}.
\]

Therefore, the above approximations and the dominated convergence theorem imply that conditionally on \( L \),

\[
\int_{A_{\tau} < 0} \gamma_{1,u}(u \sigma A_{\tau}) e^{-2(1 + \lambda_1) u A_{\tau}} \, dA_{\tau} = O(1) \cdot \max\{\rho_1^{-2}, (1 - \lambda)^{-2d}\} \cdot u^{-1 - \delta^*}.
\]

Thus, (4.45) equals

\[
(4.45) = O(1) \max\{\rho_1^{-2}, (1 - \lambda)^{-2d}\} \cdot u^{-1 - \delta^*} \cdot u^{d-2} e^{-u_I^2}.
\]

Taking expectation of the above equation with respect to \( i \) and \( \tau \) and choosing \( \rho_1, \rho_2 \) and \( 1 - \lambda \) be \((\log \log b)^{-1}\), we have

\[
(4.46) \quad E^Q \left[ \frac{1}{(1 - \rho_1 - \rho_2) K + \rho_1 K_1^2}; \mathcal{E}_b, L, A_{\tau} < 0, i = 1 \right] = o(1) v^2(b).
\]

For the second term in (4.43), with the same bound of \( \gamma_{1,u} \), we have

\[
E^Q \left[ \frac{1}{(1 - \rho_1 - \rho_2) K + \rho_1 K_1^2}; \mathcal{E}_b, L, -\eta/u_{\tau} < A_{\tau} < 0 \right| i = 0, \tau \\
\times u_{\tau} \int_{-\eta/u_{\tau} < A_{\tau} < 0} \gamma_{1,u}(u \sigma A_{\tau}) e^{-2(1 + \lambda_1) u A_{\tau}} e^{-\lambda u_{\tau} A_{\tau}} \\
\times \exp \left\{ -\frac{1}{2} \left[ \frac{|\mu_{20} \mu_{22}^{-1} \vec{z}|^2}{1 - \mu_{20} \mu_{22}^{-1} \mu_{02}} + \mu_{22}^{-1/2} \vec{z} - \frac{1/2}{2\sigma} \frac{1}{1 - \mu_{22} \mu_{02}} \right]^2 \right\} \\
\times \frac{1 - \lambda}{2} y^\top y \right\} dA_{\tau} \, dy \, dz \\
= O(1) \cdot \max\{\rho_1^{-2}, (1 - \lambda)^{-2d}\} \cdot u^{-\delta^*} \cdot u^{d-2} e^{-u_I^2},
\]

and similarly for the third term in (4.43),

\[
E^Q \left[ \frac{1}{(1 - \rho_1 - \rho_2) K + \rho_1 K_1^2}; \mathcal{E}_b, L, A_{\tau} \leq -\eta/u_{\tau} \right| i = 0, \tau \\
= O(1) \rho_1 \cdot u^{d-2} e^{-u_I^2} u_{\tau},
\]
\[ x \times \int_{A_r < - \frac{\eta}{u_r}} \gamma_{1,u(u \sigma A_r)} \times e^{2(1+\lambda_1)u A_r} \]
\[ \times \exp \left\{ \lambda_1 u A_r \right. \]
\[ \left. - \frac{1}{2} \left[ |\mu_{20} \mu_{22}^{-1} z|^2 + |\mu_{22}^{-1/2} z - \frac{\mu_{22}^{1/2}}{2\sigma} |^2 \right] \]
\[ - \frac{1 + \lambda_1}{2} y^\top y \right\} dA_r \right. \]
\[ \left. dy \right. \]
\[ = O(1) \rho_1 \cdot \max \{ \rho_1^{-2}, (1 - \lambda)^{-2d} \} \cdot u^{-\delta^*} \cdot u^{d-2} e^{-u_t^2} \]
\[ = o(1) v^2(b). \]

We put all the estimates in (4.40), (4.42), (4.46) and (4.47) back to (4.35). For any \( \varepsilon > 0 \), if we choose \( \eta = \rho_1 = \rho_2 = 1 - \lambda = 1/\log \log b \), then for \( b \) sufficiently large we have that
\[ E^Q \left[ \left( \frac{dP}{dQ} \right)^2 ; \mathcal{E}_b, \mathcal{L} \right] \leq (1 + 3\varepsilon) v^2(b). \]
We complete the proof of Theorem 3 for the case that \( \mu(t) \neq 0 \).

4.4. Case 2: Constant mean function. The proof when \( \mu(t) \equiv 0 \) is very similar, except that we need to consider two situations: first, \( \tau \) is not close to the boundary of \( T \) and otherwise. More precisely, for a given \( \delta' > 0 \) small enough, we consider the case where \( \tau \in \{ t : |t - \tau| \leq u^{-1/2+\delta'} \} \subset T \) and otherwise.

For the first situation, \( \tau \) is “far away” from the boundary of \( T \), which is the important case, the derivation is same as that of the case where \( \mu(t) \) is not a constant. For the case in which \( \tau \) is within \( u^{-1/2+\delta'} \) distance from the boundary of \( T \), the contribution of the boundary case is \( o(v^2(b)) \). An intuitive interpretation is that the important region of the integral \( \mathcal{I}(T) \) might be cut off by the boundary of \( T \). Therefore, in cases that \( \tau \) is too close to the boundary, the tail \( \mathcal{I}(T) \) is not heavier than that of the interior case. The rigorous analysis is basically repeating the parts 1, 2 and 3 on a truncated region. Therefore, we omit the details.

5. Proof of Theorem 7. The proof of Theorem 7 is analogous to that of Theorem 3. According to Lemma 18, we focus on the set (for some small \( \varepsilon_0 > 0 \))
\[ \mathcal{L}_* = \mathcal{L} \cap \left\{ \sup_{|t - \tau| > 2u^{-1/2+\varepsilon}} g(t) - \varepsilon_0 u |t|^2 < 0 \right\}. \]
Therefore, on the set $\mathcal{L}$ the set $L$ is maximized approximately at

$$g(t) = \frac{1}{2}t^\top f''_t + \frac{B_t}{u_t} + \mu_\sigma(t)$$

A similar three-part procedure is applied here.

In part 1, using the transformation from $f$ to the process $f_*$, we have

$$\beta_u(T) = \sup_{t \in T} \left\{ f(t) + \frac{1}{2\sigma u_t} t^\top f''_t + \frac{B_t}{u_t} + \mu_\sigma(t) \right\}$$

$$= \sup_{t \in T} \left\{ f_*(t) + u_\tau C(t - \tau) + \frac{1}{2} (z_{t - u_t^2(t - \tau)} + u_\tau \mu_2(t - \tau)) + \frac{B_t}{u_t} + \mu_\sigma(t) \right\}.$$ 

We insert the expansions in (4.10), (4.11) and (4.12) into the expression of $\beta_u(T)$ and obtain that $\beta_u(T)$ equals

$$\sup_{t \in T} \left\{ w + y^\top (t - \tau) + \frac{1}{2} (t - \tau)^\top z(t - \tau) + R_f(t - \tau) + g(t - \tau) + u_\tau \left( 1 - \frac{1}{2} (t - \tau)^\top (t - \tau) + C_4(t - \tau) + R_C(t - \tau) \right) \right.$$ 

$$+ \mu_\sigma(t) + \partial \mu_\sigma(t)^\top (t - \tau) + \frac{1}{2} (t - \tau)^\top \Delta \mu_\sigma(t)(t - \tau) + \sigma^{-1} R_c(t - \tau)$$

$$+ \frac{1}{2} (z_{t - u_t^2(t - \tau)} + u_\tau \mu_2(t - \tau)) + \frac{B_t}{u_t} \right\}.$$ 

$$= \sup_{t \in T} \left\{ u + w + \frac{1}{2} \tilde{y}^\top (uI - \tilde{z})^{-1} \tilde{y} \right.$$ 

$$- \frac{1}{2} (t - \tau - (uI - \tilde{z})^{-1} \tilde{y})(uI - \tilde{z})(t - \tau - (uI - \tilde{z})^{-1} \tilde{y}) \right.$$ 

$$+ u_\tau C_4(t - \tau) + R(t - \tau) + g(t - \tau)$$

$$+ \frac{1}{2} (z_{t - u_t^2(t - \tau)} + u_\tau \mu_2(t - \tau)) + \frac{B_t}{u_t} \right\}.$$ 

Note that the above display is approximately a quadratic function of $t - \tau$ and is maximized approximately at $t - \tau = (uI - \tilde{z})^{-1} \tilde{y}$. In addition, on the set $\mathcal{L}_\ast$, we have that $|t - \tau| < 2u^{-1/2+\epsilon}$ and thus $\tilde{y} = y + O(u^{-1/2+\epsilon})$. Therefore, on the set $\mathcal{L}_\ast$, we have the following approximation of $\beta_u(T)$:

$$A_\tau + \inf_{|t - \tau| < 2u^{-1/2+\epsilon}} g(t) \leq \beta_u(T) - u + u^{-1-\delta_0/4} o(|w| + |y| + |z|)$$

$$\leq A_\tau + \sup_{|t - \tau| < 2u^{-1/2+\epsilon}} g(t).$$

Thus, we obtain the same representation as in part 1 in the proof of Theorem 3.
Since we use the same change of measure, the analysis of the likelihood ratio is exactly the same as part 2 of Theorem 3. For part 3, we compute the second moment of \( \frac{dP}{dQ} \) on the set \( \{ \beta_u(T) > u \} \). This is also identical to the proof of Theorem 3. Thus, with the same choice of tuning parameters, we have that

\[
E^Q \left[ \left( \frac{dP}{dQ} \right)^2 ; \beta_u(T) > u \right] \leq (1 + \varepsilon) v^2(b).
\]

Additionally, Lemma 18 provides an approximation that \( P(\beta_u(T) > u) \sim v(b) \). Thus, we use Lemma 13 (presented at the beginning of Section 4) and complete the proof.

6. Proof of Theorem 10. For the bias control, we need the following result [44].

**Proposition 15.** Suppose that conditions C1–C6 are satisfied. Let \( F'(x) \) be the probability density function of \( \log I(T) = \log \int_T e^{\sigma f(t) + \mu(t)} dt \). Then the following approximation holds as \( x \to \infty \):

\[
F'(x) \sim \sigma^{-2} x \cdot v(e^x).
\]

Thus, for any small \( \varepsilon \),

\[
(6.1) \quad P(b < I(T) < b(1 + \varepsilon/\log b) | I(T) > b) = \Theta(\varepsilon).
\]

Similar to the log-normal distribution, the overshoot of \( I(T) \) is \( \Theta(b/\log b) \).

Note that

\[
|v_M(b) - v(b)| \leq P(I(T) > b, I_M(T) < b) + P(I(T) < b, I_M(T) > b).
\]

Let

\[
\mathcal{L}_\varepsilon = \left\{ \sup_{t \in T} |\partial f(t)| \leq 2(1 - u^{-2} \log \varepsilon) u \right\}.
\]

Note that \( \partial f(t) \) is a \( d \)-dimensional Gaussian process. Using Borel–TIS lemma, we obtain that

\[
P(\mathcal{L}_\varepsilon) = o(1) \varepsilon \cdot v(b).
\]

Therefore, it is sufficient to control \( P(I(T) > b, I_M(T) < b, \mathcal{L}_\varepsilon) \) and \( P(I(T) < b, I_M(T) > b, \mathcal{L}_\varepsilon) \).

By the definition of \( I_M \) in (3.23), there exists a constant \( c_1 > 0 \) such that

\[
\Delta = |I(T) - I_M(T)| \leq \sum_{i=1}^M \left| \int_{T_N(t_i)} e^{\sigma f(t_i) + \mu(t_i)} dt - \text{mes}(T_N(t_i)) \cdot e^{\sigma f(t_i) + \mu(t_i)} \right|
\]

\[
\leq c_1 \min\{I_M(T), I(T)\} \cdot \sup_{t \in T} |\partial f(t)|/N.
\]
Then we have, on the set \( \mathcal{L}_\varepsilon \), \( \Delta \leq 2c_1 \min\{\mathcal{I}_M(T), \mathcal{I}(T)\} (1 - u^{-2} \log \varepsilon) u/N \), which implies that

\[
P(\mathcal{I}(T) > b, \mathcal{I}_M(T) < b, \mathcal{L}_\varepsilon) \leq P(b < \mathcal{I}(T) < b(1 + 2(1 - u^{-2} \log \varepsilon) u/N)) \]

\[
= O(1) u(1 - u^{-2} \log \varepsilon) \log b \frac{N}{\varepsilon} v(b).
\]

The last step is due to the result of Proposition 15 and further (6.1). Thus, it is sufficient to choose \( N = O(\varepsilon^{-1-\varepsilon_0} u^{2+\varepsilon_0}) \) so that the above probability is bounded by \( \varepsilon v(b) \). The bound of \( P(\mathcal{I}(T) < b, \mathcal{I}_M(T) > b, \mathcal{L}_\varepsilon) \) is completely analogous.

7. Proof of Theorem 11. The proof of Theorem 11 is similar to that of Theorem 3. Therefore, we only lay out the key steps. The only difference is that we replace the integral by a finite sum over \( T_N \). Recall that the proof of Theorem 3 consists of three parts: first, we write the event \( \{\mathcal{I}_M(T) > b\} \) as a function of \((w, y, z)\) (with an ignorable correction term); second, we write the likelihood ratio as a function of \((w, y, z)\) (with an ignorable correction term); third, we integrate the likelihood ratio with respect to \((t, \tau, w, y, z)\).

For the current proof, we also have three similar parts.

Part 1. For the first step in the proof of Theorem 3, we write \( \mathcal{I}(T) > b \) if and only if \( \mathcal{A}_\tau + \frac{\rho_1|w| + |y| + |z| + 1}{u^{1+\varepsilon_0}/4} > u^{-1} \sigma^{-1} \xi_{\upsilon} \). With the current discretization size, as proved in Theorem 10,

\[
\log \mathcal{I}(T) - \log \mathcal{I}_M(T) = o(u^{-1-\varepsilon_0}/2).
\]

Thus, we reach the same result that \( \mathcal{I}_M(T) > b \) if \( \mathcal{A}_\tau + \frac{\rho_1 |w| + |y| + |z| + 1}{u^{1+\varepsilon_0}/4} > u^{-1} \sigma^{-1} \xi_{\upsilon} \).

Part 2. Consider the likelihood ratio

\[
\frac{dQ}{dP} = \int_T \left[ (1 - \rho_1 - \rho_2) l(t) \text{LR}(t) + \rho_1 l(t) \text{LR}_1(t) + \rho_2 \frac{\text{mes}(T)}{\text{mes}(T)} \text{LR}_2(t) \right] dt.
\]

Under the discretization setup, we have

\[
\frac{dQ_M}{dP} = \frac{1 - \rho_1 - \rho_2}{\kappa} \sum_{i=1}^M l(t_i) \text{LR}(t_i) + \frac{\rho_1}{\kappa} \sum_{i=1}^M l(t_i) \text{LR}_1(t_i) + \rho_2 \frac{1}{M} \text{LR}_2(t_i),
\]

which is a discrete approximation of \( dQ/dP \). In the proof of Theorem 3, after taking all the terms not consisting of \( t \) out of the integral [such as that in (4.23)], the discrete sum is essentially approximating the following integral:

\[
\int_{|t-\tau|<u^{-1+\varepsilon'}} e^{-(1-\lambda)(u_\tau+\xi_\upsilon)/2}(t-\tau-(uI-\tilde{z})^{-1}\tilde{y})^T(uI-\tilde{z})(t-\tau-(uI-\tilde{z})^{-1}\tilde{y}) dt.
\]
The above integral concentrates on a region of size $O(u^{-1})$. Given that we choose $N > u^2$, the discretized likelihood ratio in $dQ_M/dP$ approximate $dQ/dP$ up to a constant in the sense that

$$
\frac{dQ_M}{dP} = \Theta(1) \frac{dQ}{dP}.
$$

**Part 3.** With the results of parts 1 and 2, the analysis of part 3 is completely analogous to part 3 in the proof of Theorem 3. Thus, we conclude that

$$
E^Q_M(\tilde{L}_b^2) \leq \kappa_1 v(b)^2,
$$

where the constant $\kappa_1$ depends on the $\Theta(1)$ in (7.1).

**APPENDIX: THE LEMMAS**

In this section, we state all the lemmas used in the previous sections. To facilitate reading, we move several lengthy proofs (Lemmas 17, 18, 20, 22, 23, and 24) to the supplemental materials [45], as those proofs are not particularly related to the proof of the theorems and mostly involve tedious elementary algebra.

The first lemma is known as the Borel–TIS lemma, which was proved independently by [20, 23].

**Lemma 16 (Borel–TIS).** Let $f(t)$, $t \in U$, $U$ is a parameter set, be a mean zero Gaussian random field. $f$ is almost surely bounded on $U$. Then $E(\sup_{U} f(t)) < \infty$, and

$$
P\left(\max_{t \in U} f(t) - E\left[\max_{t \in U} f(t)\right] \geq b\right) \leq e^{-b^2/(2\sigma_U^2)},
$$

where $\sigma_U^2 = \max_{t \in U} \text{Var}[f(t)]$.

**Lemma 17.** Conditionally on the set $\mathcal{L}$ as defined in (4.13), we have that

$$
E^Q\left[\left(\frac{dP}{dQ}\right)^2; \mathcal{T}(T) > b, \mathcal{L}^c\right] = o(1) v^2(b).
$$

**Lemma 18.** On the set $\mathcal{L}_*$ as defined in (5.1), we have that for $k = 1$ and 2

$$
E^Q\left[\left(\frac{dP}{dQ}\right)^k; \beta_u(T) > u, \mathcal{L}_*^c\right] = o(1) P(\beta_u(T) > u)^k.
$$

In addition, we have the approximation $P(\beta_u(T) > u) \sim v(b)$. 

LEMMA 19. Let \( \xi_u \) be as defined in (4.19), then there exist small constants \( \delta^*, \lambda', \lambda'' > 0 \) such that for all \( x > 0 \) and sufficiently large \( u \)
\[
P(|\xi_u| > x) \leq e^{-\lambda'u^*x^2} + e^{-\lambda''u^2}.
\]

PROOF. For \( \delta < \delta_0/10 \), we split the expectation into two parts \( \{|S| \leq u^\delta \} \) and \( \{|S| > u^\delta, \tau + (uI - z)^{-1/2}S \in T\} \). Note that \( |S| \leq ku^\delta \) and \( g(t) \) is a mean zero Gaussian random field with \( \text{Var}(g(t)) = O(|t|^{4+h_0}) \). A direct application of the Borel–TIS inequality (Lemma 16) yields the result of this lemma. \( \square \)

LEMMA 20. Let \( S \) be a random variable taking values in \( \{ s : (uI - z)^{-1/2}s + \tau \in T \} \) with density proportional to
\[
e^{-r\langle uI - z \rangle^{-1/2}y, s - (uI - z)^{-1/2}y \rangle}.
\]
If \( |y| \leq u^{1/2+\epsilon} \) and \( |z| \leq u^{1/2+\epsilon} \) and \( \epsilon < \delta_0 \), then
\[
\log \{ E e^{r\tau(Ca(uI - z)^{-1/2}s + \sigma R((uI - z)^{-1/2}s))} \}
= \frac{1}{8\sigma u} \sum_i \partial^4_{i\mu} C(0) + \frac{o(|w| + |y| + |z|)}{u^{1+\delta_0/4}},
\]
where the expectation is taken with respect to \( S \).

LEMMA 21.
\[
\log(\det(I - u^{-1}z)) = -u^{-1}\text{Tr}(z) + \frac{1}{2}u^{-2}\mathcal{I}_2(z) + o(u^{-2}),
\]
where \( \text{Tr} \) is the trace of a matrix, \( \mathcal{I}_2(z) = \sum_{i=1}^d \lambda_i^2 \), and \( \lambda_i \)'s are the eigenvalues of \( z \).

PROOF. The result is immediate by noting that \( \det(I - u^{-1}z) = \prod_{i=1}^d (1 - \lambda_i/u) \), and \( \text{Tr}(z) = \sum_{i=1}^d \lambda_i \). \( \square \)

LEMMA 22. On the set \( \mathcal{L} \), \( \mathcal{I}_2 \) defined as in (4.21) can be written as
\[
\int_{A^* \cap (|t - \tau| < u^{-1+\delta'})} \exp \left\{ \frac{u_t (t - t_*)^T \Delta \mu_{t}(t - t_*)}{2} + \frac{u_t^2}{2} \right\} \times u_t
\times \exp \left\{ (1 - \lambda)u_t [w_t + u_t C(t - \tau) - u_t] \right\}
+ \frac{(1 - \lambda)}{2\sigma} 1^T (z_t - \mu_0 u_t + \mu_2(t - \tau)u_t) - \lambda B_t - \frac{1^T \mu_{22} 1}{8\sigma^2} \right\}
\times \exp \left\{ (w_t + u_t C(t - \tau) - u_t)^2 - 2(w_t + u_t C(t - \tau) - u_t) \times \mu_{20} \mu_{22}^{-1} (z_t - \mu_0 u_t + \mu_2(t - \tau)u_t) \right\}/(2(1 - \mu_{20} \mu_{22}^{-1} \mu_0)) \right dt.
Lemma 23. For $\eta = 1/\log \log b$, on the set $\mathcal{L}$, if $A_\tau \geq 0$, then
\[ \{ |t - \tau| \leq u^{-1+\delta^*} \} \subseteq A^* . \]

Lemma 24. On the set $\mathcal{L}$, there exists some $\delta^* > 0$ such that for all $-u^{3/2+\epsilon} < x < 0$,
\[ E \left[ \frac{1}{\rho_1^2 \kappa_{1,2}^2} : x > (1 + o(u^{-1-\delta_0/4})) [\xi_u + o(u^{-\delta_0/8})] \right]_{t, \tau, w, y, z, C_1} = O(1) \rho_1^{-2} e^{u^{\delta^*} x} , \]
\[ E \left[ \frac{1}{(1 - \rho_1 - \rho_2)^2 \kappa_{2,1}^2} : x > (1 + o(u^{-1-\delta_0/4})) [\xi_u + o(u^{-\delta_0/8})] \right]_{t, \tau, w, y, z, C_2} = O(1) (1 - \rho_1 - \rho_2)^{-2} (1 - \lambda)^{-d} e^{u^{\delta^*} x} , \]
where $C_1 = \{ \text{mes}(A^c \cap D) \geq \text{mes}(A \cap D) \}$ and $C_2 = \{ \text{mes}(A^c \cap D) < \text{mes}(A \cap D) \}$.

SUPPLEMENTARY MATERIAL

Supplement to “On the conditional distributions and the efficient simulations of exponential integrals of gaussian random fields” (DOI: 10.1214/13-AAP960SUPP; .pdf). Proofs of Proposition 14 and Lemmas 17, 18, 20, 22, 23 and 24 are provided in the supplementary material.
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