Metallicity distribution of red giants in the Inner Galaxy from near infrared spectra*
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ABSTRACT

Context. The existence of a short-scale bar in the Milky Way in the inner Galaxy was suggested for the first time by de Vaucouleurs (1964) and is evidence that this is the case. In this paper, we present low resolution (R = 500) near-infrared spectra for selected and serendipitous sources in six inner plane of the Milky Way, from l = 0°, 12°, 15°, 20°, 26° and 27°, with the aim of analysing the stellar content present in those fields. Methods. From the equivalent widths of the main features of the K band spectra of the NaI, CaI and CO bandheads we have derived the metallicities of the sources by means of the empirical scale obtained by Ramirez et al. (2000, AJ, 120, 833) and Frogel et al. (2001, AJ, 122, 1896) for luminous red giants.

Results. Our results show how the mean metallicity of the sample varies with Galactic longitude. We find two groups of stars, one whose [Fe/H] is similar to the values obtained for the bulge in other studies (Molla et al. 2000, MNRAS, 316, 345; Schultheis et al. 2003, A&A, 405, 531), and a second one with a metallicity similar to that of the inner parts of the disc (Rocha-Pinto et al. 2006, A&A, 453, L9). The relative density of both groups of stars in our sample varies in a continuous way from the bulge to the disc. This could hint at the existence of a single component apart from the disc and bulge, running from l = 7° to l = 27° and able to transport disc stars inwards and bulge stars outwards, which could be the Galactic bar that has been detected in previous works as an overdensity of stars located at those galactic coordinates (Hammersley et al. 1994, MNRAS, 269, 753; Hammersley et al. 2000, MNRAS, 317, L45; Picaud et al. 2003, A&A, 408, 141).
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1. Introduction

There is substantial consensus for the presence of a bar in the inner Galaxy. It was suggested for the first time by de Vaucouleurs (1964) and evidence for the existence of a bar in the infrared (IR) light distribution (e.g., Blitz & Spergel 1991; Dwek et al. 1995 and in the source counts). This was interpreted as a strong evidence for the existence of an in-plane bar with a half-length of ~4 kpc and a position angle of 43°, clearly distinguishable from the triaxial bulge but running into it near l = 12°. This overdensity of stars was also analysed by comparing near-infrared (NIR) counts with predictions of the Besançon Galactic model (Robin et al. 2003) with similar conclusions (Picaud et al. 2003). Very recently, this result has also been confirmed by observations in the mid-infrared with GLIMPSE data (Benjamin et al. 2005), a range where effects due to extinction are even lower than in the NIR, hence the penetration in the innermost parts of the Galaxy is higher (for a compilation of evidence in favor to the existence of this long bar in the Milky Way see López-Corredoira et al. 2006). The predominant observed populations differ from the NIR, where old populations dominate, to MIR, where a mixture of both old and young stars predominates. But such studies as that of Wozniak (2007) demonstrate that bars mix their stellar content very efficiently (with a diffusion timescale of around 100 Myr), and even if stellar formation is concentrated in certain areas of the structure, there is no expected difference in the stellar population mix, and thus both in the NIR and MIR the same structures should be observed.

All the above suggests that, rather than a short-scale bar, there is an altogether different structure in the innermost Galaxy (l < 5°). This inner structure could therefore be a triaxial
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body with axial ratios of 1:0.49:0.37 (López-Corredoira et al. 2005), but such a flat feature cannot be responsible by itself for the observed star counts in the Galactic plane for $l > 0^\circ$ (López-Corredoira et al. 1999), as also noted by Nishiyama et al. (2005), with NIR photometry of red clump stars. The effect of the bulge in the red clump counts is predominant at higher latitudes, while the effect of the long thin bar is more constrained to the Galactic Plane at larger longitudes ($15^\circ < l < 27^\circ$), thus there are two very different large-scale triaxial structures coexisting in the inner Galaxy (Cabrera-Lavers et al. 2007). Furthermore, the possibility of smaller nonaxisymmetric structures such as a secondary bar in The Milky Way cannot be discarded at all (Unavane & Gilmore 1998; Alard 2001; Nishiyama et al. 2005), thus more observations are needed to be conclusive.

A spectral analysis of selected sources around this overdensity would yield evidence for one of the two possible configurations of the central part of the Galaxy. Either the disc by itself is responsible for the majority of the observed counts, except for those in the bulge, or there is another structural component that also contributes to the stellar content. The majority of these objects lie very close to the GP, and the high value of extinction means that they cannot be observed at visible wavelengths, NIR observations being necessary for this purpose. In the $H$ and $K$ bands, there is a series of molecular lines, OH, $H_2O$ and CO (or more complex carbon molecules in carbon stars), as well as a number of metal lines (Si, Na, Ca, Fe, etc.; see, for example, Kleinmann & Hall 1986; Orilia et al. 1993; Wallace & Hinkle 1997; Ramírez et al. 1997; Lançon & Wood 2000). The relative strength of these lines will allow the spectral type to be accurately determined, as well as other physical information, such as the metallicity (Ramírez et al. 1997; Frogel et al. 2001; Schultheis et al. 2003).

In this paper, we describe low resolution spectroscopic observations of a sample of inner Galactic stars in order to derive their spectral type and metallicities. Sources have been selected in different lines of sight towards the inner Galaxy, so they are expected to correspond with the supposed bar, bulge and disc locations, in order to compare the results for each component looking for differences between them.

### 2. Sample selection

The sources were chosen according to their locations in NIR colour–magnitude diagrams (CMDs), since it is possible to estimate the total extinction from these diagrams (see Figs. 1 and 2, and López-Corredoira et al. 2001, for details), from the position of a star over the CMD we can derive the Galactic component that it belongs to. Also, since the aim of our study is galactic giants, we can select the object stars in a fashion that minimizes possible contamination from other populations in the sample. However, the infrared HR diagram is still not well calibrated, and the relation of the spectral type with the position over the CMD is not totally understood. Currently, we can only be certain for a few spectral types (e.g. K2III) and even then there are problems. Even though the more extreme IR sources (such as late M giants and carbon stars) dominate the brighter IR magnitudes, their luminosity function is not well known. So to ensure the cleanliness of our set of stars, further filtering must be performed, as will be described in Sect. 5.1.

NIR CMDs are obtained from the TCS-CAIN catalogue (Cabrera-Lavers et al. 2006). This catalogue contains roughly 500 near-plane Galactic fields covering $\sim 42$ deg$^2$ of the sky in the $J$, $H$ and $K_s$ bands with a position accuracy of 0.2" and a photometric accuracy of $\sim 0.1$ mag in the three filters. The limiting magnitudes of this survey (defined in terms of completeness of the counts) are $I = 1–1.5$ mag fainter than those of the 2MASS or DENIS NIR surveys, thus it constitutes a very valuable tool for analysing the innermost Galaxy. The sample stars were chosen from selected fields where the limiting magnitude of the catalogue in $K_s$ lies between 14 and 14.5 mag. These stars are always brighter than $K = 10.5$, so there are no completeness effects in this analysis.

Due to the high stellar density, we often find serendipitous detections of stars that fall along the slit when observing a target source. These spectra have also been used for the analysis. The initial sample of target stars contains 212 inner Galactic sources (to which we will add in later steps all the serendipitous sources), corresponding to six different in-plane fields.

### 3. Observation and data reduction

For all these sources we obtain low resolution spectra using the 3.6 m Telescopio Nazionale Galileo (TNG) in two different observing runs. The first one comprised three days (2004 June 25, 26, 27) and the second two more nights (2006 July 5, and 6). Spectra were obtained using NICS (Near-Infrared Camera and Spectrometer), a FOSC-type cryogenic focal reducer, equipped with two interchangeable cameras feeding a Rockwell Hawaii 1024 × 1024 array. The camera used for the spectroscopic observations has a focal ratio of $f/4.3$, corresponding to a plate scale of 0.25 arcsec pix$^{-1}$ (Oliva & Gennari 1995; Baffa et al. 2000). We used a low resolution spectroscopic mode with a NICS HK grism, spanning a complete 1.40–2.5 $\mu$m spectral range. A 0.75 arcsec width slit was used, yielding a spectral resolving power of $R = 500$. Since the main NIR features (such as the molecular lines of OH, $H_2O$ and CO, or the metal lines of Na, Ca, Fe, Si, Mg, etc.) are well spread out between 1.5 and 2.4 $\mu$m, high resolution is not required for this kind of study.

The $K$ magnitudes of the target stars run from about 5 to 10.5, thus typical acquisition consisted of a series of images in one position (position A) of the slit and then offsetting the telescope by $\sim 35^\prime$ along the slit (to position B), repeating this process in an ABBB cycle. Integration times varied according to the magnitude of the stars, from 30 s for the brighter standards to 180 s for the faintest giants. In some cases, whenever real-time inspection of the data made it necessary, the cycle was repeated twice in order to increase the signal-to-noise ratio of the spectra, a parameter that is well above $S/N = 20$. For the identification of target stars, a single 5 s $K$ image is obtained to locate the source accurately. The positional accuracy of TCS-CAIN is about 0.2", which together with the pointing accuracy of TNG made it unnecessary to change the instrumental configuration of NICS, so that, in all the cases, the target sources were well within the slit. To optimize the observation procedure, we selected slit angles that, where possible, produced spectra of more than one object. Depending of the field, these secondary objects could be object stars selected from TCS-CAIN or serendipitous sources.

#### Table 1. Initial sample of stars.

| Gal. lon. | Object stars | Field stars | Total |
|----------|--------------|-------------|-------|
| 7        | 13           | 7           | 20    |
| 12       | 16           | 21          | 37    |
| 15       | 16           | 19          | 35    |
| 20       | 20           | 19          | 39    |
| 26       | 24           | 15          | 39    |
| 27       | 24           | 18          | 42    |
The reduction of the spectra was performed following the standard path, combining the several sky flat-fields obtained every night, prior to the observations. Assuming that atmosphere changes on a timescale larger than our integration times, which is true for the shorter exposures, subtraction of two consecutive images, each one in positions A and B, allows us to clean the spectra of telluric emission, both in strong OH lines and diffuse continuous background.

For the longer exposures, which for dimmer objects can reach ~200 s, sky signal varies noticeably between exposures, so an extra cleaning pass is needed to subtract sky emission from the object spectra. But since from the differentiation of two consecutive pointings A and B we obtain a positive and a negative spectral trace, we can again combine them, thus suppressing residual effects present in both features.

Since our object fields often have a high stellar density, serendipitous objects often fall on the slit, so we have to extract spectra even in extreme regions of the detector, where the spectral trace is curved in the spatial direction. To take into account and correct this effect and others such as possible tilts of the spectra, before extracting them a Gaussian is fitted to the spectrum along the spatial direction for every column. The maxima of the series of Gaussian is fitted to a 3rd degree polynomial, giving us a estimate of the deformation of our spectrum. Besides this correction, performing a Gaussian fit allows us to determine accurately the number of significant pixels to be extracted, 3σ above and below the Gaussian maximum, thus minimizing the noise introduced in the final spectrum.

Wavelength calibration was performed using an argon lamp, with very accurately measured lines. Following staff indications, a 2D fit was performed, choosing a fourth-degree polynomial in the dispersion direction and a third-degree one in the spatial direction.

Apart from the programme targets, some standard stars from the Hipparcos catalogue were observed (4–6 objects per night). Those stars have well-known spectral types (from K0 III to M7 III, along with some A0V and O5V for calibration purposes) and will be used for comparison with the spectra of the target stars to help in their spectral classification.

To correct our spectra for telluric absorption, we consider the variations in atmospheric absorption to be linear with the airmass, so comparing the spectra of standard star (of types A0V and O5V) obtained at different heights with a spectrum of the same type from the library of Pickles (1998) we can measure the behaviour of atmospheric extinction with λ and airmass, and so remove it from our spectra.

4. Equivalent widths

From the many spectral features present in the spectra, we have selected some of the most prominent ones, such as NaI, CaI, and the (2,0) band of $^{12}\text{CO}$ in the K-band (see Table 2 for the wavelengths), which are in common with those selected in Ramírez et al. (1997), Frogel et al. (2001) or Schultheis et al. (2003). In the H-band, the strongest feature is the line of SiI ($1.59 \, \mu m$) although in very cool stars (beyond ~M2) the major contributor to this feature is OH, so a resolution of at least $R \sim 2000$ is necessary to distinguish the two components (Origlia et al. 1993). This fact, together with the observed constant behaviour of $EW$ [SiI(1.59 $\mu m$)] for spectral types beyond M2 (see Fig. 5a in Origlia et al. 1993), render this feature useless in our study.
Table 2. Definition of band edges for continuum and features.

| Feature Name      | Band passes (µm) | Reference |
|-------------------|-----------------|-----------|
| NaI feature       | 2.204–2.211     | R97       |
| NaI continuum #1  | 2.191–2.197     | R97       |
| NaI continuum #2  | 2.213–2.217     | R97       |
| CaI feature       | 2.258–2.269     | R97       |
| CaI continuum #1  | 2.245–2.256     | R97       |
| CaI continuum #2  | 2.270–2.272     | R97       |
| $^{12}$CO feature | 2.291–2.302     | F01       |
| $^{12}$CO continuum #1 | 2.230–2.237 | F01       |
| $^{12}$CO continuum #2 | 2.242–2.258 | F01       |
| $^{12}$CO continuum #3 | 2.268–2.279 | F01       |
| $^{12}$CO continuum #4 | 2.284–2.291 | F01       |

References – R97: Ramírez et al. (1997) and F01: Frogel et al. (2001).

which focuses on the equivalent widths of the K-band features in our spectra (Fig. 3).

In our analysis the equivalent widths of the selected features (NaI, CaI and CO(2,0)) were measured with respect to a continuum level defined as the best first-order fit of bands near the features. These bandpasses adopted for the continuum and for the features themselves are listed in Table B.1 (with the references where those values were taken) and the features themselves are shown in Fig. 3.

In order to estimate the accuracy of the equivalent width measurements, we have used the different spectra obtained for the standard stars on the three nights and compare the values obtained for the equivalent widths of the selected features for the several detections of the same star. Since we have several object and standard stars measured with more than one spectrum, we can obtain a standard deviation for the equivalent width of each feature and each star. These deviations are very stable, and do not show any dependence on the equivalent width when comparisons are made between different stars, so we use them as estimates of the uncertainties in the equivalent widths of $\sigma EW(\text{Ca}) = 0.61 \, \text{Å}$, $\sigma EW(\text{Na}) = 0.46 \, \text{Å}$ and $\sigma EW(\text{CO}) = 0.81 \, \text{Å}$, respectively.

The estimation of the metallicity from Frogel et al. (2001) is based on spectra with resolution of $R \sim 1500$, while that of our data is $R = 500$. There is a dependence of the equivalent width on resolution, and so to use Frogel’s calculations, we must ensure that our measurements are compatible with those at higher resolutions.

To do this, we use synthetic spectra from the NextGen grid (Hauschildt et al. 1999). We can degrade the models to the two resolutions to see how the equivalent widths of the features of interested compare.

As can be seen in Fig. 4, both the CO and Na features measured at $R = 500$ seem to be linearly related to those derived at $R = 1500$, at least for our range of values, and so we use a linear transformation prior to the application of the Frogel et al. (2001) expressions. Unfortunately, although the same kind of relation should be expected, nothing can be said about the behaviour of the Ca feature. The ranges used to derive this equivalent width are influenced by more metallic lines and molecular bands (for example Ni, Sc and the CN band, see Vanhollebeke et al. 2006, for a detailed list and discussion) than the ones for the other two features, thus making the modelling and extrapolation between resolutions harder. As a result, over the range of metallicities computed for the NextGen library (a grid at [M/H] = 0.0, −0.3, −0.5, −0.7), the equivalent widths derived are restricted to $EW(\text{Ca}) < 3$, while our sample distribution peaks at $EW(\text{Ca}) \sim 5$. Taking this into account, we have chosen not to perform any transformation over this feature.
Even so, as Frogel et al. (2001) discuss in their paper, the Na feature presents the heavier dependence with metallicity. Since when measuring equivalent widths with lower resolutions the presence of unresolved metallic lines that affect both the continuum and the object line itself seems to be the major effect to take into account, we expect that the correction for the Ca feature would be of the order of, if not smaller than, that for Na. These values, according to the calculations of the aforementioned paper, would translate into an uncertainty of around 10% in the estimation of the metallicity.

5. Data analysis

5.1. Sample filtering

In our sample of stars, all the targets were supposed to be K and M giants according to their location in the CMDs (Fig. 1), but nothing can be said a priori about the nature of the serendipitous detections that we also plan to use. Comparing the relation between equivalent widths and temperature for giant and dwarf stars, in Ramírez et al. (1997) the authors define a parameter, which we will refer as \( l_g \) in this work, that seems to be a powerful luminosity indicator:

\[
l_g = \log \left( \frac{EW(CO)}{EW(Na) + EW(Ca)} \right).
\]  

(1)

With this parameter, it is possible to distinguish between giant and dwarfs over the temperature range between 3400 and 4600 K (see Fig. 11 in Ramírez et al. 1997). However, it cannot be used to separate other populations, such as supergiants and red giants (Schultheis et al. 2003). To avoid interference from such sources in our study, we use Blum et al. (2003) classification, which, based on two indexes that measure the strength of the CO and \( H_2O \) features, can disentangle giants from supergiants and long period variables (such as Miras). For a certain feature \( M \), the strength is obtained with the formula:

\[
M = \left( 1 - \frac{F_M}{F_{cont}} \right) \times 100.
\]  

(2)

Where \( F_M \) and \( F_{cont} \) are the fluxes of the feature and the continuum. The CO feature is a 0.015 \( \mu m \) band centred on 2.302 \( \mu m \), while its continuum is derived at an identical interval with its centre in 2.284 \( \mu m \). The calculation of the \( H_2O \) index requires a bit more complicated procedure: a continuum is obtained with a fit to two intervals, one of them in the \( H \)-band of the spectra, at (1.68, 1.72) and (2.20, 2.29) \( \mu m \) and then this fit is compared to a band 0.015 \( \mu m \) wide at 2.0675 \( \mu m \). It has to be noted that these indexes are not equivalent widths, and thus they are expressed in percentile units.

When comparing the strengths obtained at \( R = 500 \) with those at \( R = 1500 \), differences lie below 5% for our range of values. In their study, Blum and collaborators find that all the LPV (long period variable) stars on their sample have large values of water absorption, while supergiants have stronger CO lines than giant stars, and verify the relation \( H_2O < -5 + 0.5 \times CO \). As Fig. 5 shows, there are no supergiants in our sample, which was to be expected since we have selected our stars from CMDs, and given the intrinsic magnitude of this population, any supergiant lying between us and the central 4 kpc of the Galaxy would appear conspicuously bright.

Ramírez et al. (1997) establish a set of thresholds for their calculated parameter, \( 0.3 < l_g < 0.7 \); within these boundaries, stars are considered to be giants. Proper allowance should be made to account for observational errors, which yield an uncertainty for \( l_g \) of \( \pm 0.05 \), derived from the dispersions of the equivalent widths. In order to do so, we could end up with a cut for our giant region of 0.35 < \( l_g < 0.65 \), a more conservative range that allows us to ensure cleanliness in the filtered sample, but that could exclude stars near the Ramírez’s boundary. In contrast, if we want to be sure to include these stars, we may use a wider range, 0.25 < \( l_g < 0.75 \), but again we would be contaminating our sample with stars that genuinely lie outside the range of applicability of Ramírez et al. (1997) study.

To solve this problem, we do a clustering analysis over the [(Fe/H), \( l_g \)] space (for details on [Fe/H] calculations, see Sect. 5.3). Since the method for calculating the metallicity is only applicable to giant stars, those that are not are more likely to have extreme values of [Fe/H]. Thus we have a way to point at those stars, at least a fraction of them, that our conservative threshold in \( l_g \) has put again into the sample.

An easy way to perform this study is to do a hierarchical clustering analysis over our sample. We choose to use Ward’s clustering method (Ward 1963), an iterative procedure that, for a sample of n datapoints, starts with a partition of the data \( P_n \), consisting of n clusters of one datapoint each. In each successive step, two of the remaining clusters merge, until a partition \( P_1 \) is reached, in which all data points fall within one cluster.

This merging is performed minimising a merit function, the total square sum of errors. This function (called \( SSE \)) is calculated over each cluster as:

\[
SSE(C_n) = \sum_{i=1}^{n} \left( x_i - \frac{1}{n} \sum_{j=1}^{n} x_j \right)^2.
\]  

(3)

For a cluster with n points, Ward’s method searches for the new partition \( P_i \) which has the minimum sum of \( SSE \) of all the possible partitions containing \( i \) clusters. The sum of \( SSE \) is a measure of the loss of information resulting from swapping the original \( P_n \), in which each cluster is one datapoint and that has a \( SSE \) equal to zero, with a new distribution of \( i \) points, each one of them being the mean of the original datapoints assigned to the \( i \)th cluster.

With this in mind, we can set up a method for choosing the optimal partition for our dataset. Since we are working with a more or less continuous distribution, the \( SSE \) will decrease monotonically with the number of clusters, as can be seen in
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Fig. 6. SSE variation with the number of clusters for our dataset.

Table 3. Number of elements and mean and dispersion of the metallicity and $lg$ for each one of the clusters.

| Cluster | $N$ | $\langle [Fe/H]\rangle$ | $\sigma_{[Fe/H]}$ | $\langle lg \rangle$ | $\sigma_{lg}$ |
|---------|-----|--------------------------|-------------------|-------------------|-------------|
| 1       | 59  | -0.16                    | 0.16              | 0.40              | 0.06        |
| 2       | 1   | 1.61                     | –                 | 0.30              | –           |
| 3       | 48  | -0.46                    | 0.16              | 0.50              | 0.05        |
| 4       | 19  | -0.87                    | 0.23              | 0.61              | 0.06        |
| 5       | 14  | -0.76                    | 0.28              | 0.31              | 0.03        |
| 6       | 1   | -3.12                    | –                 | 0.33              | –           |

As a rule of thumb, the optimal partitioning corresponds to the elbow of the SSE function, which in our case corresponds to a partition with six clusters. Since it is also a measure of the mean interdistance between group members, we can see that with $i > 5$ the difference in SSE between $P_i$ and $P_{i-1}$ with each new partition is smaller (except for some fluctuations), since we are building up clusters that lie next to one another, whereas with $i < 5$, the variations in the SSE with $i$ are bigger, since we are building clusters that really represent separate structures.

As can be seen in Table 3 and Fig. 7, three of the six clusters fall inside the boundaries in $lg$, and thus we use clusters 1, 3 and 4 for our analysis.

Using only a sample of late-type giants serves a dual purpose: first, this enables us to use Ramírez’s relations between line strengths to obtain metallicities; second, working with stars that are at a similar evolutionary stage ensures that any trend or relation that we can derive from them in fact reflects the underlying behaviour of the structures they belong to, and not the different chemophysical characteristics of different evolutionary stages of a single stellar population.

5.2. Identifying spectral types

In Ramírez et al. (1997) we can find an exhaustive discussion of the dependence of our selected spectral features (CO, NaI and CaI) with temperature and luminosity (hence, the spectral type) of the stars. They modelled the relationship between the effective temperature and MK spectral type by a second-order polynomial fit of the form:

$$T_{\text{eff}} = 4565.3 - 142.8 \times G + 3.8 \times G^2.$$  

(4)

Where $G$ is an integer assigned to each spectral type, in a way that $G = 0$ corresponds to a K0 star and $G = 13$ to a M7 giant star (so $K5 = 5$, $M0 = 6$, etc.). This relationship, valid in the range $3360 \text{ K} < T_{\text{eff}} < 4870 \text{ K}$, was obtained after making an extensive compilation of $T_{\text{eff}}$ measurements from different researchers (see details in Sect. 3 of Ramírez et al. 1997).

Converting the spectral types of their sample of 43 K0III to M6III stars into $T_{\text{eff}}$ by means of this relationship, they obtained a single linear fit to the well-defined dependence on effective temperature of $EW$(CO) for giant stars that allows the $T_{\text{eff}}$ to be calculated with an uncertainty of $\pm 150 \text{ K}$.

We have repeated this analysis with our control sample of standard stars, with a well-known spectral type, and the derived relationship between $EW$(CO) and $T_{\text{eff}}$ for giant stars has been fitted by a linear fit,

$$T_{\text{eff}} = (4895 \pm 130) - (62 \pm 7) \times EW$(CO)$$  

(5)

which is consistent within the uncertainties with the relationship obtained by Ramírez et al. (1997). The fitted polynomial and the CO equivalent widths of the standard stars are shown in Fig. 8. The Ramírez et al. sample is also plotted for comparison.

Once it can be assumed that $EW$(CO) and $T_{\text{eff}}$ are related, we propose to invert the process and obtain the spectral types of the stars ($G$) by means of the CO equivalent width. The relationship

1. Actually, there is no practical difference, for our purposes, between choosing five or six clusters, since this step only breaks cluster 1 in Fig. 7 into two groups well within our limits.
2. Although Table 3 contains the final sample of stars, both targets and serendipitous detections, the total number of stars in it is significantly lower than in Table 1. This is so because since the latter contains all the target stars, while the former details only those spectra with derivable metallicity, hence the fainter objects, those with unmeasurable lines, etc., have already been taken out; this loss of objects is greater than the added number of serendipitous spectra, since there is only a small fraction of random detections that meets all the requirements ($S/N$ ratio, $lg$ parameter, etc.) of the filtering process.
between both quantities is shown in Fig. 9 and can be expressed by a linear fit of the form

\[ G = (0.56 \pm 0.04) \times EW(CO) - (3.0 \pm 0.5). \]  

(6)

We have tested this relationship with the sample of standard stars, and compared their spectral types with those obtained using the previous expression. The comparison is plotted in Fig. 10, and the standard deviation of the fit gives a typical uncertainty in \( G \) of \( \pm 1.2 \), well enough to identify the spectral type of a given star.

As can be seen in Fig. 10, there is good agreement between the empirical estimates based upon the \( EW(CO) \) and the tabulated spectral types for those stars, within the error of the estimations. However, for spectral types later than M5 (\( G = 11 \)) there is a larger deviation between the CO-calculated and the tabulated spectral types. This could be explained if we take into account that for the later spectral types there are several factors that affect the line width calculations, mainly the effect of the metallic line blending, which lowers the overall level of the continuum and the contributions of wide molecular bands, such as \( H_2O \) or CN, that become stronger with decreasing temperature (see for example Vanhollebeke et al. 2006; or Lançon & Wood 2000) and can contaminate the spectral features we are measuring. For values of \( EW(CO) \) higher than \( 23.5 \pm 0.25 \) nothing could be said for the spectral type of the star, apart from its being later than M5. However, by inspection of Fig. 8 we observe that these values are the ones that are slightly below the Ramirez et al. relationship (in the lower \( T_{\text{eff}} \) range), so this can explain the differences observed in Fig. 10. Assuming those values can be ignored, we have applied Eq. (6) to the whole sample of stars, obtaining the distribution shown in Fig. 11.

As shown in Fig. 11, the majority (\( \sim 75\% \)) of the stars correspond to M spectral types, with \( \sim 48\% \) of M0–4 stars, \( \sim 13\% \) of M4–6 types. We obtain only 20\% of stars in the sample with K spectral types consistent with their location in the CMDs (Fig. 1). Little can be said about the distribution of spectral types with galactic longitude (Fig. 12), except that fields near the Galactic centre (\( l = 7^\circ \)) seem to have older populations that the outer ones.
5.3. Metallicity

Ramírez et al. (2000) and Frogel et al. (2001) obtained a metallicity scale for luminous red giants based on equivalent width measurements of the CO bandhead, the NaI doublet and the CaI triplet. Their calibration is based on giants in globular clusters for $-1.8 < [\text{Fe}/H] < -0.1$. Therefore, we have used the following relation (Frogel et al. 2001):

$$[\text{Fe}/H] = -1.811 + 0.389 \times EW(\text{Na}) - 0.047 \times EW(\text{Na})^2 - 0.030 \times EW(\text{Ca}) + 0.024 \times EW(\text{Ca})^2 + 0.043 \times EW(\text{CO}) - 0.001 \times EW(\text{CO})^2$$ (7)

where $EW(\text{Na})$, $EW(\text{Ca})$ and $EW(\text{CO})$ are the equivalent widths of NaI, and CaI and $^{12}\text{CO}$ (2,0) (defined as in Table B.1 while Table B.1 gives the derived values). As described in Ramírez et al. (2000) and Frogel et al. (2001), typical errors in $[\text{Fe}/H]$ are of the order of $\sim 0.1$ dex, while from error propagation with the uncertainties for our equivalent width a value of about $0.2$ dex is derived. There is another possible calibration that incorporates the dereddened $(J-K)$ colour and the absolute $K$ magnitude of the star. However, as can be seen in Table 11 from Frogel et al. (2001), including the quadratic terms for intrinsic colour and magnitude yields an increase in the accuracy of the calibration of 0.01 dex, as the quadratic solution for the equivalent widths gives a dispersion (when comparing the derived metallicities with independent measurements of each cluster $[\text{Fe}/H]$) of 0.11 dex, while the full solution with 11 terms results in a dispersion of 0.10 dex. Although we could implement the magnitude dependence in our calculations, the improvement of the result would be a meager gain, still well below the estimated error in metallicity. Even more, to obtain absolute magnitudes we need to estimate the interstellar extinction. While it can be derived from the CMDs, there is an intrinsic error associated with this procedure large enough to dampen the benefits of a more accurate calibration.

We computed the mean value of $[\text{Fe}/H]$ and the equivalent widths of the main spectral features for each field by averaging the results of the individual stars. Values obtained are listed in Table 4, while the metallicity distribution of the sources with galactic longitude is shown in Fig. 16.

Table 4. Number of measures and mean and dispersion of the metallicity at each Galactic longitude.

| Galactic Longitude | $N$ | $\langle[\text{Fe}/H]\rangle$ | $\sigma_{[\text{Fe}/H]}$ |
|-------------------|-----|-----------------------------|------------------------|
| 7                 | 13  | $-0.32$                     | 0.34                   |
| 12                | 21  | $-0.38$                     | 0.31                   |
| 15                | 23  | $-0.37$                     | 0.36                   |
| 20                | 24  | $-0.32$                     | 0.18                   |
| 26                | 24  | $-0.53$                     | 0.32                   |
| 27                | 21  | $-0.31$                     | 0.28                   |

6. Discussion. Metallicity distribution in the inner Milky Way

We have derived metallicities from a sample of 129 stars at different galactic longitudes. If we repeat the cluster analysis over the distribution in Fig. 13, three clear metallicity clusters emerge, as can be seen in Fig. 14.

The first cluster encompasses stars with $[\text{Fe}/H] > -0.28$ dex and with a median value of $-0.19$ dex, which agrees with metallicity estimates for the Galactic bulge (such as those of Molla et al. 2000; or Schultheis et al. 2003). The members of the second cluster verify $-0.29 < [\text{Fe}/H] < 0.77$ dex, and present a median value of $-0.43$ dex, similar to the value that Rocha-Pinto et al. (2006) find for the inner disc ($\sim 0.38$ dex at $R = 5.5$ kpc). The third cluster has $[\text{Fe}/H] < -0.83$ dex, with a median of $-0.94$ dex and only 10% of the stars. A possible relationship of
Fig. 15. Fraction of stars pertaining to each cluster along Galactic longitude. Note how there is a significant number of bulge-like stars even at \( l > 20^\circ \).

Fig. 16. Boxplot (see Figs. 7 and 12) of the final metallicity distribution over the different Galactic longitudes.

Fig. 17. Variation of the mean metallicity with galactocentric distance, assuming an angle for the bar of 45° with the line Sun-Galactic Centre. For our data, we plot with filled circles the median at each longitude. The vertical error bars denote the interquarticular range, and the horizontal ones the width of a 1 kpc bar. The filled squares are data from the Geneva-Copenhagen survey (Nördstrom et al. 2004) and the open circles data from Rocha-Pinto et al. (2006). The solid line represents the best linear fit to our data, with a \(-0.06\) dex kpc\(^{-1}\) slope.

7. Conclusion
We have obtained 126 low resolution (\( R = 500 \)) NIR spectra, 80 of selected sources and 46 of serendipitous ones, in six inner in-plane Galactic fields at \( l = 7^\circ \) (13 stars), \( 12^\circ \) (21 stars), \( 15^\circ \) (23 stars), \( 20^\circ \) (24 stars), \( 26^\circ \) (24 stars) and \( 27^\circ \) (21 stars). From the equivalent widths of the main features of the K band spectra (NaI, CaI and CO bandhead) we have derived the metallicities of the sources by means of the scale obtained by Ramírez et al. (2000) and Frogel et al. (2001) for luminous red giants.

Our results show how the possible populations present, segregated according to their metallicities, vary along Galactic longitude in a continuous way; this could be indicative of the existence of a component apart from the disc, that could be a Galactic bar, such as that detected in previous works as an overdensity of stars located in the same Galactic coordinates (Hammersley et al. 1994, 2000; Picaud et al. 2003). However, the small-number statistics makes it difficult to be conclusive in this statement, and more work is needed to complete a significant sample of stars in those strongly reddened regions of the innermost Milky Way.

this cluster with the thick disc component cannot be discarded, as its metallicity distribution and the relative presence of these stars agrees with typical estimates for the local normalization of the thick disc component, about 5−10% of the thin disc population in the Galactic Plane (e.g. Cabrera-Lavers et al. 2005, and references therein).

We can study the distribution of these groups at different Galactic longitudes. As can be seen in Fig. 15, bulge-like stars (those with higher metallicities) dominate the inner fields, while disc-like stars (those with [Fe/H] around \(-0.4\) dex) become predominant at higher longitudes. The fraction of stars with the lower metallicities (those of cluster 3) seems to remain more or less constant.

In the inner parts of the Galaxy there is, as expected, a dominance of bulge-like stars, and as we move away from the centre the disc-like stars become predominant. It should be noted that there is a substantial and continuous presence of these more metallic stars even at \( l = 27^\circ \). It could be argued that we do not penetrate deep enough into the Milky Way, and that at least a significant fraction of these objects are in fact disc stars. But since we are working mainly with a set of objects selected over a CMD (the spurious field stars comprise \( \sim30\)% of the final filtered sample, and removing them leads to similar results), and if we take into account that according to studies such as those of Nördström et al. (2004) and Rocha-Pinto et al. (2006), the disc reaches metallicities of \( \sim-0.3\) dex around a galactocentric radius of 6–6.5 kpc, the magnitude expected for a giant star at 2 kpc from Earth should be bright enough to be left out of our CMD selection.

The same reasoning can be applied to the less metallic disc-like stars. Even at lower longitudes, there is a presence of these bodies that is again hard to explain by recurring to disc contamination. Therefore, in the inner 5 kpc of our galaxy there should be a mechanism able to convey bulge-like stars outwards and disc-like stars inwards, over the range \( 7^\circ < l < 27^\circ \).

If we assume this mechanism to be a long bar forming an angle of \( \sim45^\circ \) with the line of sight, as proposed by Hammersley et al. (2000), we can assume that at each galactocentric longitude, the majority of our stars belong to the overdensity that this bar generates. This being so, we can translate our angular coordinates into galactocentric distances, as shown in Fig. 17.
To overcome this problem, our group is planning to continue the observing campaigns with existing facilities to augment the database. This initial catalogue will form the bulk of the preparatory observing programme of a much more ambitious project aiming at obtaining NIR spectra of a significant sample of the stellar population in the inner Galaxy, the GALEP project, with the forthcoming EMIR instrument (Garzón et al. 2006) at the GTC.
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