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Abstract—We study private classical communication over quantum multiple-access channels. For an arbitrary number of transmitters, we derive a regularized expression of the capacity region. In the case of degradable channels, we establish a single-letter expression for the best achievable sum-rate and prove that this quantity also corresponds to the best achievable sum-rate for quantum communication over degradable quantum multiple-access channels. In our achievability result, we decouple the reliability and privacy constraints, which are handled via source coding with quantum side information and universal hashing, respectively. Hence, we also establish that the multi-user coding problem under consideration can be handled solely via point-to-point coding techniques. As a by-product of independent interest, we derive a distributed leftover hash lemma against quantum side information that ensures privacy in our achievability result.

I. INTRODUCTION

The capacity of private classical communication over point-to-point quantum channels has been characterized in [2], [3]. While only a regularized expression of this capacity is known, a single-letter expression has been obtained in the case of degradable quantum channels [4], and coincides with the coherent information of the channel. In this paper, we define private classical communication over quantum multiple-access channels, and determine a regularized expression of the capacity region for an arbitrary number of transmitters. As formally described in the next sections, we consider message indistinguishability as privacy metric. Our proposed setting can be seen as a quantum counterpart to the classical multiple-access wiretap channel, first introduced in [5] and further studied in [6]–[10]. Note that for the special case of classical communication over multiple-access quantum channels without privacy constraint, the capacity region has already been characterized in [11].

Often, for simplicity and to facilitate the design of good codes, coding for multiple-access channels is reduced to point-point coding techniques, for instance, with successive decoding or rate-splitting [12], [13]. However, in the presence of a privacy constraint these techniques are challenging to apply. In a successive decoding approach, the transmitters’ messages are decoded one after another at the receiver. This approach works well in the absence of privacy constraints [11] because the capacity region is a polymatroid. Unfortunately, in the presence of privacy constraints, this task is challenging, even in the classical case and for only two transmitters [14], because the capacity region is not known to be a polymatroid in general. With a rate-splitting approach, again, the presence of privacy constraints renders the technique challenging to apply, even in the classical case and for only two transmitters, because the rate-splitting procedure may result in negative “rates” for some virtual users [15].

Instead of relying on successive decoding or rate-splitting, we investigate another method (because of the challenges described above) but will still only rely on point-to-point coding techniques. Specifically, our approach in this paper relies on ideas from random binning techniques, first developed in [16], which have demonstrated that three primitives are sufficient to build good codes for classical point-to-point wiretap channels. Namely, source coding with side information at the decoder [17], privacy amplification [18] (which may or may not be implemented with universal hashing), and distribution approximation, i.e., the problem of creating from a random variable that is uniformly distributed, another random variable whose distribution is close (for instance with respect to relative entropy or variational distance) to a fixed target distribution, e.g. [19]. Random binning ideas has been successfully applied to construct optimal coding schemes for point-to-point private classical communication over quantum channels [20] from universal hash functions (used to implement privacy amplification and distribution approximation) and schemes for source coding with quantum side information [21], [22]. Random binning ideas have also been put forward in [23] as a means to prove the existence of good codes for classical wiretap channels, and have been applied in the context of polar coding to provide efficient and optimal codes for several classical point-to-point wiretap channel models [24]–[26]. Note that a capacity-achieving approach that separately handles the reliability constraint and the privacy constraint in the classical point-to-point wiretap channel and the classical-quantum wiretap channel has also been developed in [27] and [28], respectively. [27] and [28] handle the reliability constraint via channel coding and the privacy constraint via universal hashing. We remark that the approaches in [27] and [28] differ from a random binning approach in that [27] and [28] rely on channel coding to handle the reliability constraint, whereas the random binning approach relies on source coding. Despite this difference, we believe that both approaches are interesting: The approach based on channel coding seems more natural as the wiretap channel model is a generalization of a channel coding problem, whereas the approach based on source coding uses a simpler building block, since source coding with quantum side information can be used to obtain classical-quantum channel coding, e.g., [20].

In this paper, following random binning ideas, we establish the sufficiency of the three same primitives (source coding...
with quantum side information, privacy amplification, and distribution approximation) to achieve the capacity region of private classical communication over quantum multiple-access channels. Additionally, universal hashing will be sufficient to handle privacy amplification and distribution approximation. More specifically, in our coding scheme, the reliability and privacy constraints are decoupled and handled via source coding with quantum side information at the receiver, and two-universal hash functions [29], respectively. The challenge for the transmitters is to encode their private messages without the knowledge of the other users messages, and still guarantee privacy for all the messages jointly. We establish a distributed version of the leftover hash lemma against quantum side information as a tool for this task. While simultaneously smoothing the min-entropies that appears in the distributed leftover hash lemma is challenging [30], we are still able to approximate these min-entropies by Von Neumann entropies in the case of product states. Next, to ensure reliability of the messages at the receivers we design and appropriately combine with universal hashing a multiple-access channel code designed from distributed source coding with quantum side information at the decoder. The crux of our analysis is to precisely control the joint state of the encoders output by ensuring a close trace distance between this joint state and a fixed target state in the different steps of the coding scheme, as it is not only affects the rates at which the users can transmit but also the privacy guarantees. Finally, a non-trivial Fourier-Motzkin elimination that leverages submodularity properties associated with our achievable rates is performed to obtain the final expression of our achievable region.

We summarize our main contributions as follows. (i) We first derive a regularized expression for the private classical capacity region of quantum multiple-access channels for an arbitrary number of transmitters. (ii) Then, we derive a single-letter expression of the best achievable sum-rate for degradable channels by leveraging properties of the polymatroidal structure of the regularized capacity region. (iii) We establish that the latter quantity is also equal to the best achievable sum-rate for quantum communication over degradable quantum multiple-access channels. (iv) As a byproduct of independent interest, we derive a distributed version of the leftover hash lemma against quantum side information, that is used in our analysis of distributed hashing to ensure privacy. (v) Finally, our achievability scheme, which decouples reliability and privacy via distributed source coding and distributed hashing, establishes that the multi-user coding problem under consideration can be handled solely via point-to-point coding techniques. Namely, source coding with quantum side information between two parties and universal hashing. Even in the classical case, i.e., the classical multiple-access wiretap channel, the reduction of this multi-user coding problem to point-to-point coding techniques was only established for two transmitters but not an arbitrary number of transmitters.

Finally, we refer to the recent work [31] for the study of a one-shot achievability scheme for the problem considered in this paper in the case of two transmitters.

The remainder of the paper is organized as follows. We formally define the problem in Section III and present our main results in Section IV. Before we prove our inner bound for the capacity region in Section VI, we present in Section V preliminary results that will be used in our achievable scheme. Specifically, in Section V, we discuss (i) distributed universal hashing against quantum side information, (ii) distributed source coding with quantum side information, and (iii) classical data transmission over classical-quantum multiple-access channels from distributed source coding. We prove an outer bound for the capacity region in Section VII. We prove our results regarding the best achievable sum-rate in Section VIII. Finally, we provide concluding remarks in Section IX.

II. Notation

For $x \in \mathbb{R}$, define $[x] \triangleq \lfloor x \rfloor \cap \mathbb{N}$ and $[x]^+ \triangleq \max(0, x)$. For $\mathcal{H}$, a finite-dimensional Hilbert space, let $\mathcal{P}(\mathcal{H})$ be the set of positive semi-definite operators on $\mathcal{H}$. Then, let $S_{\geq}(\mathcal{H}) \triangleq \{ \rho \in \mathcal{P}(\mathcal{H}) : \text{Tr} \rho = 1 \}$ and $S_{\leq}(\mathcal{H}) \triangleq \{ \rho \in \mathcal{P}(\mathcal{H}) : 0 < \text{Tr} \rho \leq 1 \}$ be the set of normalized and subnormalized, respectively, quantum states. Let also $B(\mathcal{H})$ denote the space of bounded linear operators on $\mathcal{H}$. For any $\rho_{XE} \in S_{\geq}(\mathcal{H}_X \otimes \mathcal{H}_E)$ and $\sigma_{E} \in S_{\leq}(\mathcal{H}_E)$, the min-entropy of $\rho_{XE}$ relative to $\sigma_{E}$ [32] is defined as $H_{\text{min}}(\rho_{XE}|\sigma_{E}) \triangleq \sup \{ \lambda \in \mathbb{R} : \rho_{XE} \leq 2^{-\lambda} \mathcal{I}_X \otimes \sigma_{E} \}$, where $\mathcal{I}_X$ denotes the identity operator on $\mathcal{H}_X$, and the max-entropy of $\rho_{E}$ [32] is defined as $H_{\text{max}}(\rho_{E}) \triangleq \log \text{rank}(\rho_{E})$. For any $\rho_{ABC} \in S_{\geq}(\mathcal{H}_A \otimes \mathcal{H}_B \otimes \mathcal{H}_C)$, define the quantum entropy $H(A|B)_{\rho} \triangleq -\text{Tr}[\rho \log \rho_{A}]$, the conditional quantum entropy $H(A|B)_{\rho} \triangleq H(AB)_{\rho} - H(B)_{\rho}$, the quantum mutual information $I(A;B)_{\rho} \triangleq H(A)_{\rho} + H(B)_{\rho} - H(AB)_{\rho}$, the quantum conditional mutual information $I(A;B|C)_{\rho} \triangleq H(A)_{\rho} + H(B)_{\rho} - H(AB)_{\rho} - H(C)_{\rho}$, and the coherent information $I(A)_{\rho} \triangleq H(A)_{\rho} - H(B)_{\rho} - H(AB)_{\rho}$. For any two probability distributions $p$ and $q$, defined over the same finite alphabet $\mathcal{X}$, define the variational distance between $p$ and $q$ as $\forall (p, q) \triangleq \sum_{x \in \mathcal{X}}|p(x) - q(x)|$. Finally, the power set of a set $\mathcal{S}$ is denoted by $2^\mathcal{S}$.

III. Problem Statement

Let $L \in \mathbb{N}^*$ and define $\mathcal{L} \triangleq [L]$. Consider a quantum multiple-access channel $N_{A_L^l} : \otimes_{l \in \mathcal{L}} B(\mathcal{H}_{A_L^l}) \rightarrow B(\mathcal{H}_{B_L})$ with $L$ transmitters, where $A_L^l \triangleq (A_l)^{\times L}$. Let $U_{A_L^l \rightarrow B_E}^N$ be an isometric extension of the channel $N_{A_L^l}^N \rightarrow B_E$ such that the complementary channel to the environment $N_{A_L^l}^E \rightarrow B_E$ satisfies $N_{A_L^l}^E \rightarrow B_E(\rho) = \text{Tr}_B[U_{A_L^l \rightarrow B_E}^N(\rho_{A_L^l \rightarrow B_E})]$ for $\rho \in \otimes_{l \in \mathcal{L}} B(\mathcal{H}_{A_L^l})$.

Definition 1. An $(n, (2^{R_l})_{l \in \mathcal{L}})$ private classical multiple-access code for the channel $N_{A_L^l} \rightarrow B$ consists of

- L message sets $M_l \triangleq \{ 2^{R_l} \}, l \in \mathcal{L}$;
- L encoding maps $\phi_l : M_l \rightarrow B(\mathcal{H}_{A_L^l}), l \in \mathcal{L}$;
- A decoding positive operator-valued measure (POVM) $(\Lambda_{m_L})_{m_L \in M_L},$ where $M_L \triangleq \bigotimes_{l \in \mathcal{L}} M_l$; and operates as follows: Transmitter $l \in \mathcal{L}$ selects a message $m_l \in M_l$ and prepares the state $\rho_{A_L^l}^{m_L} \triangleq \phi_l(m_l)$, which is sent over $N_{A_L^l}^N \rightarrow B^N \triangleq (N_{A_L^l}^N \rightarrow B^N(\rho_{A_L^l}^{m_L}))$ where $\rho_{A_L^l}^{m_L} \triangleq \bigotimes_{l \in \mathcal{L}} \rho_l^{m_l}$ and $m_L \triangleq (m_l)_{l \in \mathcal{L}}$. The decoding POVM $(\Lambda_{m_L})_{m_L \in M_L}$ is then used at
the receiver to detect the messages sent. The complementary channel output is denoted by \( \omega^{n}_{E|C} \). The classical capacity region is given by \( C_{\text{P-MAC}}(N) = \chi \left( \bigcup_{n=1}^{\infty} \frac{1}{n} P(N^{\otimes n}) \right) \), where \( \chi \) denotes the closure operator and \( P(N) \) is the set of rate-tuples \( (R_i)_{i \in \mathcal{L}} \) that satisfy
\[
R_S \triangleq \sum_{i \in S} R_i \leq \left| I(X_S; B|X_{S'})_p - I(X_S; E)_p \right|, \forall S \subseteq \mathcal{L},
\]
for some classical-quantum state \( \rho_{X_S A'_C} \) of the form
\[
\rho_{X_S A'_C} \triangleq \bigotimes_{i \in \mathcal{L}} \left( \sum_{x_i} p_{X_i}(x_i) |x_i\rangle \langle x_i| \otimes \rho_{A'_i} \right),
\]
and \( \rho_{X_S B E} \triangleq U^N_{A'_C \rightarrow B E}(\rho_{X_S A'_C}) \) with \( U^N_{A'_C \rightarrow B E} \) an isometric extension of \( N_{A'_C \rightarrow B} \), and the notation \( X_S \triangleq (X_i)_{i \in S} \) for any \( S \subseteq \mathcal{L} \).

**Proof.** The achievability and converse are proved in Sections VI and VII, respectively.

In the next result, for the case of degradable channels, we propose a single-letter expression for the best achievable sum-rate in the private classical capacity region.

**Theorem 2.** Consider a degradable quantum multiple-access channel \( N_{A'_C \rightarrow B} \), i.e., there exists a channel \( D_{B \rightarrow E} \) such that \( D_{B \rightarrow E} \circ N_{A'_C \rightarrow B} = N^D_{A'_C \rightarrow E} \). Define \( C_{\text{P-MAC}} \) as the supremum of all achievable sum-rates in \( C_{\text{P-MAC}}(N) \). Then, we have
\[
C_{\text{P-MAC}}(N) = P_{\text{MAC}}^\text{sum}(N),
\]
with
\[
P_{\text{MAC}}^\text{sum}(N) = \max_{\rho} \left[ I(X; B)_p - I(X; E)_p \right]^+, (3)
\]
where the maximization is over classical-quantum states that have the same form as in Theorem 1.

**Proof.** See Section VIII.

We now propose another single-letter characterization of \( C_{\text{P-MAC}}^\text{sum} \) for degradable channels. We first define the quantity \( Q_{\text{MAC}}^\text{sum} \).

**Definition 3.** Consider a quantum multiple-access channel \( N_{A'_C \rightarrow B} \). Define
\[
Q_{\text{MAC}}^\text{sum}(N) \triangleq \max_{\phi_{A_C A'_C}} I(A_C|B)_p,
\]
where the maximization is over states of the form \( \phi_{A_C A'_C} \triangleq \bigotimes_{i \in \mathcal{L}} \phi_{A_i A'_i} \), with \( \phi_{A_i A'_i} \), \( l \in \mathcal{L} \), a pure state, and \( \rho_{A_C B} \triangleq N_{A'_C \rightarrow B}(\phi_{A_C A'_C}) \).

Note that by \( [33] \), \( \lim_{n \rightarrow \infty} \frac{1}{n} Q_{\text{MAC}}^\text{sum}(N^{\otimes n}) \) is a regularized expression for the largest achievable sum-rate for quantum communication over quantum multiple-access channels.

**Theorem 3.** Consider a degradable quantum multiple-access channel \( N_{A'_C \rightarrow B} \). Then, we have
\[
C_{\text{P-MAC}}^\text{sum}(N) = Q_{\text{MAC}}^\text{sum}(N).
\]

**Proof.** See Section VIII.

Note that in the case of point-to-point channels, Theorem 3 recovers the result in [4, Th. 2].

**V. Preliminary results**

We establish in this section preliminary results that we will use to show in Section VI the achievability part of Theorem 1.

**A. Distributed leftover hash lemma against quantum side information**

Define \( \mathcal{L} \triangleq [L] \). Consider the random variables \( X_S \triangleq (X_i)_{i \in \mathcal{L}} \), defined over the Cartesian product \( X_S \triangleq \chi_{i \in \mathcal{L}} X_i \) with probability distribution \( p_{X_S} \), and a quantum system \( E \) whose state depends on \( X_S \), described by the following classical-quantum state:
\[
\rho_{X_E} \triangleq \sum_{x \in X_S} |x\rangle \langle x| \otimes \rho^x_E,
\]
where \( |x\rangle \langle x| \) is a regularized quantum state. Define the state of the system \( E \) conditioned on the realization \( x \). Next, consider \( F_l : X_i \rightarrow \{0,1\}^{r_l} \) a hash function chosen uniformly at random in a family \( F_l \), \( l \in \mathcal{L} \), of two-universal hash functions \( [18] \), i.e.,
\[
\forall x, x' \in X_l, x \neq x' \implies \Pr[F_l(x) = F_l(x')] \leq 2^{-r_l}.
\]
For any \( S \subseteq \mathcal{L} \), define \( X_S \triangleq \chi_{i \in S} X_i \), \( F_S \triangleq (F_i)_{i \in S} \), \( F_S \triangleq \chi_{i \in S} F_i \), \( A_S \triangleq \chi_{i \in S} \{0,1\}^{r_l} \), and for \( a_i \in A_S \), \( f_i \in F_S \), \( f_i^{-1}(a_i) \triangleq \{ x_i \in X_S : f_i(x_i) = a_i \} \in S \). The hash functions outputs \( f(x) \triangleq (f_i(x_i))_{i \in \mathcal{L}} \), the state of the quantum system, and the choice of the functions \( f \) are described by the following operator
\[
\rho_{F(x)} \triangleq \frac{1}{|F|} \sum_{f \in F} \sum_{a \in A} |a\rangle \langle a| \otimes \rho^{f,a}_{E,F} \otimes |f\rangle \langle f|, (6)
\]
where $\rho_{E,\mathcal{L}} \triangleq \sum_{x_\mathcal{L} \in \mathcal{L}^{-1}(a_\mathcal{L})} \rho_{x_\mathcal{L}}$, $|a_\mathcal{L}\rangle\langle a_\mathcal{L}| \triangleq \bigotimes_{l \in \mathcal{L}} |a_l\rangle\langle a_l|$, and $|f_\mathcal{L}\rangle\langle f_\mathcal{L}| \triangleq \bigotimes_{l \in \mathcal{L}} |f_l\rangle\langle f_l|$.

**Lemma 1** (Distributed leftover hash lemma). Let $\rho_U$ be the fully mixed state on $\mathcal{H}_{F \mathcal{L}}(X_\mathcal{L})$. Define for any $S \subseteq \mathcal{L}$, $r_S \triangleq \sum_{s \in S} r_s$. For all $a_\mathcal{L} \in \mathcal{A}$, we have

$$\|\rho_{F \mathcal{L}}(X_\mathcal{L}) | E_\mathcal{L} - \rho_U \otimes \rho_{E_\mathcal{L}}\|_1 \leq \sqrt{\sum_{S \subseteq \mathcal{L}} 2^{r_S n} H_{\min}(p_{X_\mathcal{L} S_E}|a_\mathcal{L})},$$

where $\rho_{E_\mathcal{L}} \triangleq p_{X_\mathcal{L}}(x_\mathcal{L}) \rho_{B_\mathcal{L}}$, with $\rho_{B_\mathcal{L}}$ the state of the system $B$ conditioned on the realization $x_\mathcal{L}$, and we have used the same notation as in Section V-A.

**Proof.** See Appendix A.

Note that a similar lemma was known in the classical case, e.g., [34], and had found applications to oblivious transfer [34]-[36], secret generation [37]-[39], and multiple-access channel resolvability [40]. We are now interested in deriving a distributed leftover hash lemma for product states. We will use the following result on product probability distributions, which is a kind of asymptotic equipartition property (AEP) that holds simultaneously for a set of min-entropies.

**Lemma 2.** Consider the random variables $X^n_\mathcal{L} \triangleq (X_l)_{l \in \mathcal{L}}$, $Y^n$ defined over $\mathcal{X}_\mathcal{L}^n \times \mathcal{Y}^n$ with probability distribution $p_{X^n_\mathcal{L}Y^n} \triangleq \prod_{l \in \mathcal{L}} p_{X_l Y_l}$. Let $H(Y)$ denote the Shannon entropy for random variables following $p_{X_l Y_l}$ or its marginals. For any $\epsilon > 0$, there exists a subnormalized non-negative function $q_{X^n_\mathcal{L}Y^n}$ defined over $\mathcal{X}_\mathcal{L}^n \times \mathcal{Y}^n$ such that $\forall (p_{X^n_\mathcal{L}Y^n}, q_{X^n_\mathcal{L}Y^n}) \leq \epsilon$ and

$$\forall S \subseteq \mathcal{L}, \omega_S \leq n H(Y|S) - n\delta_S(n),$$

where $\delta_S(n) \triangleq n \log(|X_S|)|Y| + 3 \sqrt{2 n (L + 1 + |Y|)}$, where $S \subseteq \mathcal{L}$, $\delta(n) \triangleq n \log(|Y|+3)|Y| + 3 \sqrt{2 n (L + 1 + |Y|)}$.

**Proof.** See Appendix B.

From Lemmas 1 and 2, we then obtain the following result.

**Lemma 3** (Distributed leftover hash lemma for product states). Consider the product state $\rho_{X^n_\mathcal{L}E^n} \triangleq \rho_{X^n_\mathcal{L}E}$, where $\rho_{X_\mathcal{L}}$ is defined in (5). With the same notation as in Lemma 1, we have

$$\|\rho_{F \mathcal{L}}(X_\mathcal{L}) | E_\mathcal{L} - \rho_U \otimes \rho_{E_\mathcal{L}}\|_1 \leq 2\epsilon + \sqrt{\sum_{S \subseteq \mathcal{L}} 2^{r_S n} H_{\min}(p_{X_\mathcal{L} S_E}|a_\mathcal{L})},$$

where $\delta_S(n) \triangleq n \sum_{S \subseteq \mathcal{L}} 2^{r_S n} H_{\min}(p_{X_\mathcal{L} S_E}|a_\mathcal{L}) + n(\delta_S(n)+\delta(n))$, $\delta(n) \triangleq n \log(|Y|+3)\sqrt{2 n (L + 1 + |Y|)}$, with $d_E \triangleq \dim \mathcal{H}_E$.

**Proof.** See Appendix C.

**B. Distributed classical source coding with quantum side information**

Consider $X_\mathcal{L} \triangleq (X_l)_{l \in \mathcal{L}}$, defined over $\mathcal{X}_\mathcal{L} \triangleq \bigotimes_{l \in \mathcal{L}} \mathcal{X}_l$, with probability distribution $p_{X_\mathcal{L}}$, and a quantum system $B$ whose state depends on the random variable $X_\mathcal{L}$, described by the following classical-quantum state

$$\rho_{X_\mathcal{L}B} \triangleq \sum_{x_\mathcal{L} \in \mathcal{X}_\mathcal{L}} |x_\mathcal{L}\rangle\langle x_\mathcal{L}| \otimes \rho_{x_\mathcal{L}B}^x,$$

where $\rho_{x_\mathcal{L}B}^x \triangleq p_{X_\mathcal{L}}(x_\mathcal{L}) \rho_{B_\mathcal{L}}^x$ with $\rho_{B_\mathcal{L}}^x$ the state of the system $B$ conditioned on the realization $x_\mathcal{L}$, and we have used the same notation as in Section V-A.

**Definition 4.** A $(2^{nR_1})_{l \in \mathcal{L}}$ distributed source code for a classical-quantum product state $\rho_{X_\mathcal{L}B}$ consists of

- $L$ sets $C_l \triangleq [2^{nR_1}], l \in \mathcal{L}$,
- $L$ encoders $g_l : \mathcal{X}_l^n \rightarrow C_l$, $l \in \mathcal{L}$;
- One decoder $h : \mathcal{S}_x(\mathcal{H}_B^n) \otimes X_\mathcal{L} \rightarrow \mathcal{Y}_\mathcal{L}$, where $\mathcal{C}_l \triangleq X_{\bigotimes l \in \mathcal{L}} C_l$.

A rate-tuple $(R_l)_{l \in \mathcal{L}}$ is said to be achievable when the average error probability $P_e(n) \triangleq \lim_{n \rightarrow \infty} \sum_{x_\mathcal{L} \in \mathcal{X}_\mathcal{L}} p_{X_\mathcal{L}}(x_\mathcal{L}) |h(\rho_{x_\mathcal{L}B}^x) \neq x_\mathcal{L}|$ satisfies $\lim_{n \rightarrow \infty} P_e(n) = 0$, where for all $x_\mathcal{L} \in \mathcal{X}_\mathcal{L}$, $g_{x_\mathcal{L}}(x_\mathcal{L}) \triangleq (g_l(x_l))_{l \in \mathcal{L}}$. Let $C(\rho_{X_\mathcal{L}B})$ be the set of all achievable rate-tuples.

**Lemma 4.** We have

$$\mathcal{C}(\rho_{X_\mathcal{L}B}) = \{(R_l)_{l \in \mathcal{L}} : R_S \geq H(X_\mathcal{L}|X_S;B), \forall S \subseteq \mathcal{L}\}.$$
VI. Achievability of Theorem 1

Consider a classical-quantum multiple-access wiretap channel, i.e., a map $W : \mathcal{X}_L \to \mathcal{S}_e(\mathcal{H}_B \otimes \mathcal{H}_E)$, which maps $x_L \in \mathcal{X}_L$ to $\tilde{p}_{BE} \in \mathcal{S}_e(\mathcal{H}_B \otimes \mathcal{H}_E)$. The achievability part of Theorem 1 reduces to another achievability result (with a slight adaptation of Definitions 1, 2) for this classical-quantum multiple-access wiretap channel. Specifically, we show in this section that, for any probability distribution $p_{X_L} \triangleq \prod_{i \in L} p_{X_i}$, the following region is achievable

$$\mathcal{R}(W, p_{X_L}) \triangleq \{(R_i \in \mathcal{L}) : R_S \leq |I(X_S; B|X_S) - I(X_S; E)|\gamma, \forall S \subseteq \mathcal{L}\},$$

where $p_{X_L BE} \triangleq \sum_{x_L} p_{X_L}(x_L) |x_L\rangle \otimes \tilde{p}_{BE}. \tilde{P}_{BE}$. Note that, compared to the setting of Section III, the signal states sent by the transmitters are now part of the channel definition. Hence, achievability of $\mathcal{R}(W, p_{X_L})$ and regularization lead to the achievability part of Theorem 1.

A. Coding scheme

The main idea of the coding scheme is to combine distributed source coding and distributed randomness extraction to emulate a random binning-like proof. We proceed in three steps.

Step 1: We create a stochastic channel that simulates the inversion of multiple hash functions while approximating the joint distribution of the inputs and outputs of the hash functions. Approximating this joint distribution is crucial for the message indistinguishability analysis. In the special case of a single hash function, this operation is referred to as shaping in [20] and distribution approximation in [25].

Consider $X^m_L$ distributed according to some arbitrary product distribution $p_{X^m_L} \triangleq \prod_{i \in L} p_{X_i}^{\otimes l_i}$ and $L$ two-universal hash functions $F_L$ uniformly distributed over $\mathcal{F}_L$, where we use the same notation as in Section V-A. The output lengths of the hash functions, denoted by $(nR^m_l)_{l \in \mathcal{L}}$, will be defined later. Let $\bar{W}_L$ be the channel described by the conditional probability distribution $p_{X^m_L|F_L}(X^m_L|F_L) \triangleq \prod_{i \in L} p_{X_i}^{\otimes l_i}|x_i^{d_i}|F(L)_{l_i}$ and $\bar{W}_l$ be the channel described by the conditional probability distribution $p_{X^m_L|F_L}(X^m_L|F_L) \triangledown \sum_{i \in L} p_{X_i}^{\otimes l_i}|x_i^{d_i}|F(L)_{l_i}$, where $l \in \mathcal{L}$. For $l \in \mathcal{L}$, let $U^m_l$ be uniformly distributed over $U_l^m \triangleq |2^{nR^m_l}|$, and define

$$\tilde{p}_{X^m_L U^m_L F_L} \triangleq p_{X^m_L|F_L}(X^m_L|F_L) p_{U^m_L F_L},$$

where $p_{U^m_L}$ is the uniform distribution over $U_l^m$ with the same notation as in Section V-C. Hence, $\tilde{p}_{X^m_L U^m_L F_L}$ denotes the joint probability distribution of the input $(U^m_L, F_L)$ and output $X^m_L \triangleq \bar{W}_L(U^m_L, F_L)$ of the channel $\bar{W}_L$. To simplify notation in the following, we write $\bar{W}_L(U^m_L)$ instead of $\bar{W}_L(U^m_L, F_L)$ by redefining $\bar{W}_L$ and including $F_L$ in its definition.

Step 2: Using Lemma 5, we construct a multiple-access channel code for jointly uniform input distributions (in the absence of any privacy constraint) for the channel $W \circ \bar{W}_L$.

Let $m \in \mathbb{N}$. By Lemma 4, there exists a $(2^{mnR^m_l})_{l \in \mathcal{L}}$ distributed source code (as defined in Definition 4) for the classical-quantum product state $\tilde{p}_{U^m_L F_L}$, where

$$\tilde{p}_{U^m_L F_L} \triangleq \frac{1}{|U_l^m|} \sum_{u^m_L \in U_l^m} |u^m_L\rangle \langle u^m_L| \otimes \tilde{p}_{B^m}(u^m_L),$$

and where $(nR^m_l)_{l \in \mathcal{L}}$ belongs to $\mathcal{C}(\tilde{p}_{U^m_L F_L})$. Then, by Lemma 5, there exist $L$ encoders $e_l : M^m_l \to U^m_l$, $l \in \mathcal{L}$, and one decoder $d : \mathcal{S}_e(\mathcal{H}_{B^m_l}) \to M^m_l$, where we have defined for $l \in \mathcal{L}$, $M^m_l \triangleq |2^{mnR_l}|$ such that $R_l = R^m_l - R^m_{\mathcal{L}}$ as $m \to \infty$, and

$$\lim_{m \to \infty} \mathbb{P} \left[ d \left( \tilde{W}_L^m(e_L(M^m_l)) \right) \neq M^m_l \right] = 0,$$

with $e_L(M^m_l) \triangleq (e_l(M^m_l))_{l \in \mathcal{L}}$.

Step 3: We combine Step 1 and Step 2 to define our encoders and decoder for the classical-quantum multiple-access wiretap channel. Specifically, the encoders are defined as

$$\phi_l : M^m_l \mapsto W^m_l(e_l(M^m_l)), l \in \mathcal{L},$$

and the decoder is defined as

$$\psi : \tilde{p}_{B^m_l} \mapsto d(\tilde{p}_{B^m_l}),$$

where $\phi_{\mathcal{L}}(M^m_{\mathcal{L}}) \triangleq (\phi_l(M^m_l))_{l \in \mathcal{L}}$.

Remark 1. In Step 2, Lemma 4 cannot be directly applied to $\tilde{p}_{U^m_L F_L}$ as its not a product state.

B. Coding scheme analysis

1) Average reliability: We have

$$\mathbb{P} \left[ \psi(\tilde{p}_{B^m_{\mathcal{L}}}^{\mathcal{L}}) \neq M^m_{\mathcal{L}} \right] = \mathbb{P} \left[ d(\tilde{W}_L^m(e_L(M^m_{\mathcal{L}}))) \neq M^m_{\mathcal{L}} \right] \xrightarrow{m \to \infty} 0,$$

where the equality holds by definition of $\psi$ and $(\phi_l)_{l \in \mathcal{L}}$ in (10), (11), and the limit holds by (9).

2) Average message indistinguishability: Note that by a random choice of the encoder in the proof of Lemma 5, $e_L(M^m_{\mathcal{L}})$ is uniformly distributed, hence, $W^m_{\mathcal{L}}(e_L(M^m_{\mathcal{L}}))$ follows a product distribution and $p_{e_L(M^m_{\mathcal{L}})E_{\mathcal{L}}^{mn}}$ is a product state, which one can write

$$\tilde{p}_L E_{\mathcal{L}}^{mn} = \tilde{p}_L E_{\mathcal{L}}^{mn} F_L,$$

where

$$\tilde{p}_L E_{\mathcal{L}}^{mn} F_L \triangleq \sum_{f_{\mathcal{L}}} \sum_{x^m_L} \frac{\bar{p}_{X^m_L U^m_L F_L}(x^m_L, u^m_L, f_{\mathcal{L}})}{|u^m_L\rangle \langle u^m_L| \otimes \tilde{p}_{E_{\mathcal{L}}^{mn}}(f_{\mathcal{L}})}.$$
where (a) and (b) hold by the triangle inequality, (c) holds by strong convexity of the trace distance and the definitions of \( \tilde{\rho}_{U^m} \) and \( \rho_{F_\Xi}(2X_\Xi^2)^m \) in (13) and (14), (d) holds because \( \tilde{\rho}_{U^m} \) and \( \rho_{F_\Xi}(2X_\Xi^2)^m \) in (7), (e) holds because \( \tilde{\rho}_{U^m} \) and \( \rho_{F_\Xi}(2X_\Xi^2)^m \) in (7), (f) holds for \( \xi \in [0, 1] \) by Lemma 3 with the substitution \( \epsilon \to 2^{-\frac{n^4}{\log(3)}} \), such that \( \delta(n) = \log(d_{E}) + \frac{3}{4} \left( \frac{2L}{n^4} + \frac{1}{n^4} \right) \), and \( \delta(n) \neq \log(|X_\Xi|d_E + 3) \), (g) holds provided that \( R^{U^m}_{\Xi} \leq H(X_\Xi | E) \rho - \delta_S(n) - \delta(n) - \eta, \forall S \subseteq \mathcal{L}, \eta > 0 \).

### 3) Achievable rate-tuples:

Consider the following extension of the state described in (8)

\[
\tilde{\rho}_{U^m_2 X_\Xi^m F_\Xi} \triangleq \sum_{u_2 \in U^m_2} \sum_{x_2 \in X_\Xi^m} \sum_{f_\Xi \in F_\Xi} \tilde{\rho}_{U^m_2 X_\Xi^m F_\Xi} (x_2, u_2^i, f_\Xi) |u_2^i \rangle \langle u_2^i| \otimes |x_2^i \rangle \langle x_2^i| \otimes \tilde{\rho}_{U^m_2} \otimes |f_\Xi \rangle \langle f_\Xi|.
\]

Define also the state

\[
\rho_{U^m_2 X_\Xi^m F_\Xi} \triangleq \sum_{u_2 \in U^m_2} \sum_{x_2 \in X_\Xi^m} \sum_{f_\Xi \in F_\Xi} p_{U^m_2 X_\Xi^m F_\Xi} (x_2, u_2^i, f_\Xi) |u_2^i \rangle \langle u_2^i| \otimes |x_2^i \rangle \langle x_2^i| \otimes \rho_{U^m_2} \otimes |f_\Xi \rangle \langle f_\Xi|.
\]

Then, we have

\[
\max \left( \| \tilde{\rho}_{U^m_2 X_\Xi^m F_\Xi} - \rho_{U^m_2 X_\Xi^m F_\Xi} \|_1, \max_{S \subseteq \mathcal{L}} \| \tilde{\rho}_{U^m_2 X_\Xi^m F_\Xi} - \rho_{U^m_2 X_\Xi^m F_\Xi} \|_1 \right)
\]

\[
\leq \| \tilde{\rho}_{U^m_2 X_\Xi^m F_\Xi} - \rho_{U^m_2 X_\Xi^m F_\Xi} \|_1
\]

(a) \leq \mathcal{V}(p_{X_\Xi^m F_\Xi} p_{X_\Xi^m F_\Xi} (x_2) f_\Xi)

(b) \leq \mathcal{V}(p_{U^m_2} p_{F_\Xi} p_{F_\Xi} (x_2) f_\Xi)

\[
\frac{n \to \infty}{0}
\]

(16)

where (a) holds by strong convexity of the trace distance, (b) holds by (7), and the limit holds by the proof of (15).

Next, by Step 2 in Section VI-A, \((n R^{PC}_C)_{C \in \mathcal{L}} \) must belong to \( C(\tilde{\rho}_{U^m_2 X_\Xi^m}) \). One can choose \((n R^{PC}_C)_{C \in \mathcal{L}} \) because, as proved next, we have \( C(\rho_{X_\Xi^m F_\Xi}) \subseteq C(\tilde{\rho}_{U^m_2 X_\Xi^m}) \). For \((n R^{PC}_C)_{C \in \mathcal{L}} \) in \( C(\rho_{X_\Xi^m F_\Xi}) \) and any \( S \subseteq \mathcal{L} \), we have

\[
\frac{n \to \infty}{0}
\]

where (a) holds because \((n R^{PC}_C)_{C \in \mathcal{L}} \) in \( C(\rho_{X_\Xi^m F_\Xi}) \), (b) holds by the quantum data processing inequality because, by definition of \( C \), for any \( S \subseteq \mathcal{L} \), \( U_\Xi^m \) is a function of \( X_\Xi^m \), (c) holds by the quantum data processing inequality because, by definition of \( C \), for any \( S \subseteq \mathcal{L} \), \( U_\Xi^m \) is the output of hash functions when \( X_\Xi^m \) is the input, (d) holds by the Alicki-Fannes inequality and (16), (e) holds by the quantum data processing inequality because, by definition of \( C \), \( X_\Xi^m \) is a function of \( U_\Xi^m \).

Hence, by having chosen \((n R^{PC}_C)_{C \in \mathcal{L}} \) in \( C(\rho_{X_\Xi^m F_\Xi}) \) and the choice of \((R^{U^m}_C)_{C \in \mathcal{L}} \) in (15), we have the system

\[
\begin{cases}
R^{PC}_{C} \geq H(X_\Xi | E) \rho - \delta_S(n) - \eta, \forall S \subseteq \mathcal{L}, \\
R^{U^m}_{\Xi} \leq H(X_\Xi | E) \rho - \delta_S(n) - \eta, \forall S \subseteq \mathcal{L},
\end{cases}
\]

which we rewrite, by Step 3 in Section VI-A, as

\[
\begin{cases}
R^{PC}_{C} \geq H(X_\Xi | E) \rho - \delta_S(n) - \eta, \forall S \subseteq \mathcal{L}, \\
R^{U^m}_{\Xi} + R^{PC}_{C} \leq H(X_\Xi | E) \rho - \delta_S(n) - \eta, \forall S \subseteq \mathcal{L}.
\end{cases}
\]

Next, by Lemma 14, the set functions \( S \mapsto H(X_\Xi | B X_S \rho) \) and \( S \mapsto H(X_\Xi | E) \rho - R_S \) are submodular. Hence, by Lemma 15, the system (18) has a solution if and only if

\[
H(X_\Xi | B X_S \rho) \leq H(X_\Xi | E) \rho - R_S, \forall S \subseteq \mathcal{L},
\]

which we rewrite as

\[
R_S \leq H(X_\Xi | B X_S \rho), \forall S \subseteq \mathcal{L}.
\]
4) Expurgation: We write the average probability of error and average message indistinguishability of the coding scheme in Section VI-A as $S_n \triangleq \|P^m E^n F^n - \tilde{P} E^n \|_1$ and $P_n \triangleq P \left[ \psi(\tilde{P} E^n) \right] = \left[ M^n \right]$. Respectively. To simplify notation, we write $m_L \triangleq m_L^n$ for $m_L \in M_L^n$. Then, we have

$$S_n(m_L) \triangleq \|p^m E^n F^n - \tilde{P} E^n F^n\|_1,$$

$$P_n(m_L) \triangleq P \left[ \psi(\tilde{P} E^n) \right] = \left[ M^n \right].$$

where for $m_L \in M_L^n$, we have defined

$$S_n(m_L),$$

$$P_n(m_L).$$

Let $\alpha \in [0, 1]$. By Markov’s inequality and (12), (15), for at least a fraction $1 - \alpha$ of the codewords, $P_n(m_L) \leq \alpha^{-1} P_n$ and for at least a fraction $1 - \alpha$ of the codewords, $S_n(m_L) \leq \alpha^{-1} S_n$. Hence, for a fraction of the codewords at least $1 - 2\alpha$, $P_n(m_L) \leq \alpha^{-1} P_n \rightarrow 0$ and $S_n(m_L) \leq \alpha^{-1} S_n \rightarrow 0$. Finally, we expurgate the code to only retain this fraction $1 - 2\alpha$ of messages, which has a negligible impact on the asymptotic communication rates.

VII. converse of THEOREM 1

Similar to the case of point-to-point channels, e.g., [43, Sec. 23.4], it is sufficient to consider the task of exchanging private randomness between the transmitters and the legitimate receiver, which is a weaker task than private classical communication. Specifically, assume that Transmitter $I$ and $B$ prepares a maximally correlated state $\rho_{M_l M'_l}$ and encodes $M'_l$ as $\rho_{A_l^m}$, $m_l \in M_l$, such that the legitimate receiver can recover the shares $M'_l$ of the state $\rho_{M_l M'^l} \triangleq \otimes_{m_l \in M_l} \rho_{A_l^m}$, with some decoder $D_{B^n \rightarrow M'_l}$. The state resulting from this encoding and $n$ independent uses of the channel, i.e., $\mathcal{N}_{A_l^n \rightarrow B^n}$, is

$$\omega_{M_l B^n E^n} \triangleq \frac{1}{\left| M_L \right|} \sum_{m_L \in M_L} \left| m_L \right\rangle \left\langle m_L \right| \otimes U_{A_l^n \rightarrow B^n E^n}(\rho_{A_l^m}).$$

where $\rho_{A_l^m} \triangleq \otimes_{m_l \in M_l} \rho_{A_l^m}$ and $\left| m_L \right\rangle \left\langle m_L \right| \triangleq \otimes_{m_l \in M_l} \left| m_l \right\rangle \left\langle m_l \right|$, with $M_l \triangleq \{ m_l \}_{m_l \in M_l}$, $m_l$. Then, the decoder of the legitimate receiver produces

$$\omega_{M_l B^n E^n} \triangleq D_{B^n \rightarrow M'_l}(\omega_{M_l B^n E^n}),$$

and privacy with respect to the environment is assumed, i.e., there exists a constant state $\sigma_{E^n}$ independent of $\rho_{M_l M'^l}$ such that

$$\|\omega_{M_l B^n E^n} - \rho_{M_l M'_l} \otimes \sigma_{E^n}\|_1 \leq \delta(n),$$

(20)

where $\lim_{n \rightarrow \infty} \delta(n) = 0$. Next, for $S \subseteq L$, we have

$$n R_S = \sum_{i \in S} \log |M_l|$$

$$= \sum_{i \in S} I(M_l ; M'_l),$$

$$= I(M_l ; M'_l),$$

(20)

where $\lim_{n \rightarrow \infty} \delta(n) = 0$. Finally, we expurgate the code to only retain this fraction $1 - 2\alpha$ of messages, which has a negligible impact on the asymptotic communication rates.

VIII. PROOF OF THEOREMS 2 AND 3

We first prove the following lemma, which provides a regularized expression of the best achievable sum-rate in $C_{\text{P-MAC}}$ for degradable channels.

**Lemma 6.** Let $\mathcal{N}$ be a degradable quantum multiple-access channel. We have

$$C_{\text{P-MAC}}^\text{sum}(\mathcal{N}) = \lim_{n \rightarrow \infty} \frac{1}{n} \sum_{m_l \in M_l} I(M_l; \rho_{A_l^m}),$$

where $P_{\text{MAC}}^\text{sum}$ is defined in (3).

**Proof.** Note that by Theorem 1 the inequality $C_{\text{P-MAC}}^\text{sum}(\mathcal{N}) \leq \lim_{n \rightarrow \infty} \frac{1}{n} \sum_{m_l \in M_l} I(M_l; \rho_{A_l^m})$ is trivial. It is thus sufficient to show the achievability of the sum-rate $\lim_{n \rightarrow \infty} \frac{1}{n} \sum_{m_l \in M_l} I(M_l; \rho_{A_l^m})$. Consider the set function $f_p : S \mapsto I(X_S ; B|X_{S'})_p - I(X_S ; E)_p$, where $\rho$ is a state as defined in Theorem 1. By Lemma 14 in Appendix F, $f_p$ is submodular. Next, $f_p$ is also non-negative because for any $S \subseteq L$

$$f_p(S) = I(X_S ; B|X_{S'})_p - I(X_S ; E)_p$$

(20)

$$\geq 0,$$

where (a) holds because for any $S \subseteq L$, we have $\rho_{X_S X_{S'}} = \rho_{X_S} \otimes \rho_{X_{S'}}$, (b) holds by the chain rule and positivity of mutual information, (c) holds by the quantum data processing inequality because $\mathcal{N}$ is degradable.

Hence, $f_p$ is submodular and non-negative. However, $f_p$ is not necessarily non-decreasing, which means that $R(f_p) \triangleq \{(R_l)_{l \in L} : R_S \leq f_p(S), \forall S \subseteq L \}$ associated with the
function $f_\rho$ does not describe a polymatroid in general — see Definition 5 in Appendix F. To overcome this difficulty, we define the set function $f_\rho^*$ with

$$f_\rho^*: S \mapsto \min_{A \subseteq S} f_\rho(A).$$

By Lemma 16 in Appendix F, the set function $f_\rho^*$ is normalized, i.e., $f_\rho^*(\emptyset) = 0$, non-decreasing, and submodular because $f_\rho$ is normalized, non-negative, and submodular. Hence, $\mathcal{R}(f_\rho^*)$ associated with the function $f_\rho^*$ describes a polymatroid and by [42] its dominant face, i.e., $\{(R_i)_{i \in L} \in \mathcal{R}(f_\rho^*) : R_L = f_\rho^*(L)\}$ is non-empty. Consequently, there exists a rate-tuple $(R_i)_{i \in L} \in \mathcal{R}(f_\rho^*)$ such that $R_L = f_\rho^*(L)$. Next, by inspecting $\mathcal{R}(f_\rho^*)$ and $\mathcal{R}(f_\rho)$, we have that $\mathcal{R}(f_\rho^*) = \mathcal{R}(f_\rho)$ by the construction of $f_\rho^*$. We also have $f_\rho^*(L) = f_\rho(L)$ by the construction of $f_\rho^*$. Hence, we conclude that there exists a rate-tuple $(R_i)_{i \in L} \in \mathcal{R}(f_\rho)$ such that $R_L = f_\rho(L)$. Finally, from Theorem 1, we conclude that the sum-rate limit $\lim_{n \to \infty} \frac{1}{n} P_{\text{MAC}}(N^N)$ is achievable, and thus that (22) holds.

Next, we prove the following equality.

**Lemma 7.** Let $N$ be a degradable quantum multiple-access channel. We have

$$P_{\text{MAC}}^\text{sum}(N) = Q_{\text{MAC}}^\text{sum}(N).$$

**Proof.** See Appendix E. ■

Finally, we have that $Q_{\text{MAC}}^\text{sum}$ is additive for degradable channels. The proof of Lemma 8 is similar to the proof of additivity for the coherent information of degradable channels. Note that Lemma 8 is also referenced in [33].

**Lemma 8.** Let $N$ and $M$ be two degradable quantum multiple-access channels. Then, we have

$$Q_{\text{MAC}}^\text{sum}(N \otimes M) = Q_{\text{MAC}}^\text{sum}(N) + Q_{\text{MAC}}^\text{sum}(M).$$

All in all, from Lemmas 6, 7, 8, we obtain Theorems 2 and 3.

**IX. Conclusion Remarks**

We introduced the notion of private capacity region for quantum multiple-access channels. For an arbitrary number of transmitters, we derived a regularized expression for this private capacity region. In the case of degradable channels, we also derived two single-letter expressions for the best achievable sum-rate. One of these expressions coincides with the best achievable sum-rate for quantum communication over degradable quantum multiple-access channels.

Our proof technique for the achievability part relies on an emulation of a proof based on random binning. Specifically, our achievability result decouples the reliability and privacy constraints, which are handled via distributed source coding with quantum side information at the receiver and distributed hashing, respectively. Consequently, we reduced a multiuser coding problem into multiple single-user coding problems. Indeed, distributed source coding with quantum side information at the receiver can be reduced to single-user source coding with quantized side information at the receiver, and distributed hashing is, by construction, performed independently at each transmitter.

As part of our proof, we derived a distributed leftover hash lemma in the presence of quantum side information, which may be of independent interest. Note that in our setting the seeds size needed to choose the hash functions is irrelevant. However, for other applications, it may be desirable to reduce the necessary seeds size. Specifically, it remains open to extend our result to $\delta$-almost two-universal hash functions, which are known to enable a reduction of the necessary seed size for the non-distributed setting, i.e., the special case $L = 1$, [44].

**Appendix A**

**Proof of Lemma 1**

For any $\rho_{XE} \in \mathcal{S}_2(\mathcal{H}_X \otimes \mathcal{H}_E)$ and $\sigma_E \in \mathcal{S}_2(\mathcal{H}_E)$, the collision entropy of $\rho_{XE}$ relative to $\sigma_E$ [32] is defined as

$$H_2(\rho_{XE}|\sigma_E) \triangleq -\log \frac{\text{Tr}\left[(\rho_{XE} I_X \otimes \sigma_E^{-1/2})^2\right]}{\text{Tr}\rho_{XE}}.$$  (23)

Next, define $A_L \triangleq F_L(X_L)$. We then have

$$(a) \quad \mathbb{E}_{F_L} \left\|\rho_{A_L E F_L} - \rho_U \otimes \rho_{EF_L}\right\|_1$$

$$(b) \quad \mathbb{E}_{F_L} \sqrt{2^{r_{CE}} \text{Tr}\left[(\rho_{A_L E} - \rho_U \otimes \rho_E)(I_{A_L} \otimes \sigma_E^{-1/2})^2\right]}$$

$$(c) \quad \mathbb{E}_{F_L} \sqrt{2^{r_{CE}} \left[\sum_{a_C \in A_C} |a_C\rangle \langle a_C| \otimes (\sigma_E^{-1/4} F_{C,a_C} \otimes \sigma_E^{-1/4} - 2^{-r_{CE}} \sigma_E^{-1/4} \rho_E \sigma_E^{-1/4})^2\right]^{1/2}}$$

$$(d) \quad \mathbb{E}_{F_L} \left[\text{Tr}\left[\sigma_E^{-1/4} F_{C,a_C} \otimes \sigma_E^{-1/4} - 2^{-r_{CE}} \sigma_E^{-1/4} \rho_E \sigma_E^{-1/4}\right]\right]^{1/2}$$

where $(a)$ holds with $\rho_{A_L E} \triangleq \sum_{a_C \in A_C} |a_C\rangle \langle a_C| \otimes \rho_{E C,a_C}$, $(b)$ holds by Lemma 9 in Appendix F with $\rho \triangleq \rho_{A_L E} - \rho_U \otimes \rho_E$ and $\sigma \triangleq I_{A_L} \otimes \sigma_E$ for any $\sigma_E \in \mathcal{S}_2(\mathcal{H}_E)$, $(e)$ holds by Jensen’s inequality, $(d)$ holds because

$$\text{Tr}\left[(\rho_{A_L E} - \rho_U \otimes \rho_E)(I_{A_L} \otimes \sigma_E^{-1/2})^2\right]$$

$$= \text{Tr}\left[(I_{A_L} \otimes \sigma_E^{-1/4}) \sum_{a_C \in A_C} |a_C\rangle \langle a_C| \otimes \rho_{E C,a_C}^{-1/4} - 2^{-r_{CE}} \rho_E\right]$$

$$\otimes (I_{A_L} \otimes \sigma_E^{-1/4})^2\right],$$

and $(f)$ holds with $\rho_{A_L E} \triangleq \sum_{a_C \in A_C} |a_C\rangle \langle a_C| \otimes \rho_{E C,a_C}^{-1/4} - 2^{-r_{CE}} \rho_E$. 


(c) holds by expanding and simplifying the square inside the trace. Next, we have
\[
\sum_{a \in A_L} \text{Tr} \left[ \left( \sum_{a \in A_L} \rho E E_{F, a} \right)^2 \right] = \sum_{a \in A_L} \text{Tr} \left[ \rho E E_{F, a} E_{F, a} \right] \geq \text{Tr} \left[ \sum_{a \in A_L} \rho E E_{F, a} E_{F, a} \right].
\]

Hence, by combining (24), (26), and (27), we have
\[
\Pi \sum_{a \in A_L} \sum_{s \in S} \sum_{x \in X_s} \sum_{x' \in X_s} \sum_{s' \in S} \sum_{x' \in X_s} \sum_{x'' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \text{Tr} \left[ \rho E E_{F, s} \rho E E_{F, s'} \rho E E_{F, s''} \right] \leq \Pi \sum_{a \in A_L} \sum_{s \in S} \sum_{x \in X_s} \sum_{x' \in X_s} \sum_{s' \in S} \sum_{x' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \text{Tr} \left[ \rho E E_{F, s} \rho E E_{F, s'} \rho E E_{F, s''} \right]
\]

where in (a) the notation $x' \neq x$ means $\forall l \in S, x' \neq x$, (b) holds because $\Pi \sum_{a \in A_L} \sum_{s \in S} \sum_{x \in X_s} \sum_{x' \in X_s} \sum_{s' \in S} \sum_{x' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \text{Tr} \left[ \rho E E_{F, s} \rho E E_{F, s'} \rho E E_{F, s''} \right] \leq \Pi \sum_{a \in A_L} \sum_{s \in S} \sum_{x \in X_s} \sum_{x' \in X_s} \sum_{s' \in S} \sum_{x' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \text{Tr} \left[ \rho E E_{F, s} \rho E E_{F, s'} \rho E E_{F, s''} \right]
\]

where the inequality holds because $\Pi_{s \in S} \Pi_{x \in X_s} \Pi_{x' \in X_s} \Pi_{x'' \in X_s} \text{Tr} \left[ \rho E E_{F, s} \rho E E_{F, s'} \rho E E_{F, s''} \right] = \Pi_{s \in S} \Pi_{x \in X_s} \Pi_{x' \in X_s} \Pi_{x'' \in X_s} \text{Tr} \left[ \rho E E_{F, s} \rho E E_{F, s'} \rho E E_{F, s''} \right]
\]

where (a) holds because for any $x \in X_s, x' \in X_s, x'' \in X_s, \Pi \sum_{a \in A_L} \sum_{s \in S} \sum_{x \in X_s} \sum_{x' \in X_s} \sum_{s' \in S} \sum_{x' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \text{Tr} \left[ \rho E E_{F, s} \rho E E_{F, s'} \rho E E_{F, s''} \right] = \Pi \sum_{a \in A_L} \sum_{s \in S} \sum_{x \in X_s} \sum_{x' \in X_s} \sum_{s' \in S} \sum_{x' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \text{Tr} \left[ \rho E E_{F, s} \rho E E_{F, s'} \rho E E_{F, s''} \right]
\]

where (a) holds because for any $x \in X_s, x' \in X_s, x'' \in X_s, \Pi \sum_{a \in A_L} \sum_{s \in S} \sum_{x \in X_s} \sum_{x' \in X_s} \sum_{s' \in S} \sum_{x' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \text{Tr} \left[ \rho E E_{F, s} \rho E E_{F, s'} \rho E E_{F, s''} \right] = \Pi \sum_{a \in A_L} \sum_{s \in S} \sum_{x \in X_s} \sum_{x' \in X_s} \sum_{s' \in S} \sum_{x' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \text{Tr} \left[ \rho E E_{F, s} \rho E E_{F, s'} \rho E E_{F, s''} \right]
\]

where (a) holds because for any $x \in X_s, x' \in X_s, x'' \in X_s, \Pi \sum_{a \in A_L} \sum_{s \in S} \sum_{x \in X_s} \sum_{x' \in X_s} \sum_{s' \in S} \sum_{x' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \text{Tr} \left[ \rho E E_{F, s} \rho E E_{F, s'} \rho E E_{F, s''} \right] = \Pi \sum_{a \in A_L} \sum_{s \in S} \sum_{x \in X_s} \sum_{x' \in X_s} \sum_{s' \in S} \sum_{x' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \text{Tr} \left[ \rho E E_{F, s} \rho E E_{F, s'} \rho E E_{F, s''} \right]
\]

where (a) holds because for any $x \in X_s, x' \in X_s, x'' \in X_s, \Pi \sum_{a \in A_L} \sum_{s \in S} \sum_{x \in X_s} \sum_{x' \in X_s} \sum_{s' \in S} \sum_{x' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \text{Tr} \left[ \rho E E_{F, s} \rho E E_{F, s'} \rho E E_{F, s''} \right] = \Pi \sum_{a \in A_L} \sum_{s \in S} \sum_{x \in X_s} \sum_{x' \in X_s} \sum_{s' \in S} \sum_{x' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \sum_{s'' \in S} \sum_{x'' \in X_s} \text{Tr} \left[ \rho E E_{F, s} \rho E E_{F, s'} \rho E E_{F, s''} \right]
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Define
\[ A \triangleq \{(x^n_L, y^n) \in X^n_L \times Y^n : \forall S \subseteq L, -\log p_{X^n Y^n}(x^n_L, y^n) \geq H(X^n_Y) - n\delta_S(n)\}, \]
\[ B \triangleq \{y^n \in Y^n : -\log p_{Y^n}(y^n) \leq H(Y^n) + n\delta(n)\}, \]
and for \( S \subseteq L, \)
\[ A_S \triangleq \{(x^n_L, y^n) \in A^n_S \times Y^n : -\log p_{X^n Y^n}(x^n_L, y^n) \geq H(X^n_Y) - n\delta_S(n)\}. \]

Next, define for \((x^n_L, y^n) \in A^n_L \times Y^n,\)
\[ q_{X^n_L Y^n}(x^n_L, y^n) \triangleq \mathbb{I}\{y^n \in A\} \mathbb{I}\{y^n \in B\} p_{X^n Y^n}(x^n_L, y^n), \tag{28} \]
and for \( S \subseteq L, \)
\[ q_{X^n_L Y^n}(x^n_L, y^n) \triangleq \sum_{x^n_L \in A^n_S} q_{X^n_L Y^n}(x^n_L, y^n). \tag{29} \]

We first show that \( \mathbb{V}(p_{X^n Y^n}, q_{X^n Y^n}) \leq \epsilon. \) We have
\[
\mathbb{V}(p_{X^n Y^n}, q_{X^n Y^n}) = \sum_{x^n_L, y^n} |p_{X^n Y^n}(x^n_L, y^n) - q_{X^n Y^n}(x^n_L, y^n)|
\leq \sum_{x^n_L, y^n} p_{X^n Y^n}(x^n_L, y^n)(\mathbb{I}\{(x^n_L, y^n) \notin A\} + \mathbb{I}\{y^n \notin B\})
= \mathbb{P}[\{X^n_L \notin A\} + \mathbb{P}[Y^n \notin B]
= \mathbb{P}[\exists S \subseteq L, (X^n_S, Y^n) \notin A_S] + \mathbb{P}[Y^n \notin B]
\leq \sum_{S \subseteq L} \mathbb{P}[\{X^n_S \notin A_S\} + \mathbb{P}[Y^n \notin B]
\leq \sum_{S \subseteq L} \sum_{x^n_L \in A^n_S} q_{X^n_L Y^n}(x^n_L, y^n)
\leq \sum_{S \subseteq L} 2^{-L/2} + \epsilon/2
= \epsilon,
\]
where \((a)\) holds by the union bound, \((b)\) holds by Lemma 11 in Appendix F, \((c)\) holds by definitions of \(\delta_S(n)\) and \(\delta(n).\)

Next, for \( S \subseteq L, \) we have
\[
H_{min}(q_{X^n_S Y^n})
= -\max_{(x^n_S, y^n) \in A^n_S \times Y^n} \log q_{X^n_S Y^n}(x^n_S, y^n)
\leq \max_{(x^n_S, y^n) \in A^n_S \times Y^n} \log \left( \sum_{x^n_S \in X^n_S} \mathbb{I}\{x^n_S \in A\} \right)
+ \mathbb{I}\{y^n \in B\} p_{X^n Y^n}(x^n_S, y^n)
\leq -\max_{(x^n_S, y^n) \in A^n_S \times Y^n} \log \left( \mathbb{I}\{x^n_S \in A\} p_{X^n Y^n}(x^n_S, y^n) \right)
\geq H(X^n_S Y^n) - n\delta_S(n),
\]
where \((a)\) holds by \((28)\) and \((29),\) \((b)\) holds because for any \((x^n_L, y^n) \in X^n_L \times Y^n, \mathbb{I}\{(x^n_L, y^n) \in A\} \geq \mathbb{I}\{(x^n_L, y^n) \in A\} \in A \{y^n \in B\} \}
and by marginalization over \(X^n_S E^n, \) \((c)\) holds by definition of \(A_S.\) Then, we also have
\[
H_{max}(q_{Y^n}) = \log \text{supp}(q_{Y^n})
\leq \log |\mathbb{L}|
\leq nH(Y^n) + n\delta(n),
\]
where \((a)\) holds by \((28)\) and \((29),\) and \((b)\) holds because \(1 \geq \sum_{y^n \in B} p_{Y^n}(y^n) = |\mathbb{L}| 2^{-H(Y^n) - n\delta(n)}\) by definition of \(B.\)
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Consider a spectral decomposition of the product state \(\rho_{X^n E^n}\) given by
\[
\rho_{X^n E^n} = \sum_{x^n_L, e^n} p_{X^n E^n}(x^n_L, e^n) \langle \phi_{x^n_L, e^n} | \phi_{x^n_L, e^n} \rangle.
\]
By Lemma 2, there exists a subnormalized non-negative function \(q_{X^n E^n}\) such that \(\mathbb{V}(p_{X^n E^n}, q_{X^n E^n}) \leq \epsilon\) and
\[
\forall S \subseteq L, H_{\text{min}}(q_{X^n E^n}) \geq nH(X^n_s E^n) - n\delta_S(n),
\]
\[
H_{\text{max}}(q_{Y^n}) \leq nH(E^n) + n\delta(n).
\]

Next, define the state
\[
\tilde{\rho}_{X^n E^n} = \sum_{x^n_L, e^n} q_{X^n E^n}(x^n_L, e^n) \langle \phi_{x^n_L, e^n} | \phi_{x^n_L, e^n} \rangle,
\]
and for \( S \subseteq L, \)
\[
\tilde{\rho}_{X^n S^n E^n} = \mathbb{Tr}_{X^n_S E^n} [\tilde{\rho}_{X^n E^n}]
= \sum_{x^n_S, e^n} q_{X^n S^n E^n}(x^n_S, e^n) \langle \phi_{x^n_S, e^n} | \phi_{x^n_S, e^n} \rangle,
\]
where for any \((x^n_S, e^n), \ q_{X^n S^n E^n}(x^n_S, e^n) \triangleq \sum_{x^n_L \in X^n_S} q_{X^n E^n}(x^n_L, e^n). \) Hence, we have
\[
\|\rho_{X^n E^n} - \tilde{\rho}_{X^n E^n}\|_1
\leq \sum_{x^n_L, e^n} \|q_{X^n E^n}(x^n_L, e^n) - p_{X^n E^n}(x^n_L, e^n)\|
= \mathbb{V}(p_{X^n E^n}, q_{X^n E^n})
\leq \epsilon.
\]

Then, let \(\rho_U\) be the fully mixed state on \(H_{F_L(X^n_S)}\), and define the operator \(\tilde{\rho}_{F_L(X^n_S) E^n F_C}\) as in \((6)\) using \(\tilde{\rho}_{X^n E^n}\) in place of \(\rho_{X^n E^n}.\) We have
\[
\|\tilde{\rho}_{F_L(X^n_S) E^n F_C} - \rho_U \otimes \rho_{E^n F_C}\|_1
\leq \|\tilde{\rho}_{F_L(X^n_S) E^n F_C} - \tilde{\rho}_{F_L(X^n_S) E^n F_C}\|_1
+ \|\tilde{\rho}_{F_L(X^n_S) E^n F_C} - \rho_U \otimes \rho_{E^n F_C}\|_1
\leq 2\epsilon + \|\tilde{\rho}_{F_L(X^n_S) E^n F_C} - \rho_U \otimes \rho_{E^n F_C}\|_1
\leq 2\epsilon + \sum_{S \subseteq L, S \neq \emptyset} q_{X^n S^n E^n | \sigma_{E^n}}
\]
\[
\leq \epsilon.
\]

Then, let \(\rho_U\) be the fully mixed state on \(H_{F_L(X^n_S)}\), and define the operator \(\tilde{\rho}_{F_L(X^n_S) E^n F_C}\) as in \((6)\) using \(\tilde{\rho}_{X^n E^n}\) in place of \(\rho_{X^n E^n}.\) We have
\[
\|\tilde{\rho}_{F_L(X^n_S) E^n F_C} - \rho_U \otimes \rho_{E^n F_C}\|_1
\leq \|\tilde{\rho}_{F_L(X^n_S) E^n F_C} - \tilde{\rho}_{F_L(X^n_S) E^n F_C}\|_1
+ \|\tilde{\rho}_{F_L(X^n_S) E^n F_C} - \rho_U \otimes \rho_{E^n F_C}\|_1
\leq 2\epsilon + \|\tilde{\rho}_{F_L(X^n_S) E^n F_C} - \rho_U \otimes \rho_{E^n F_C}\|_1
\leq 2\epsilon + \sum_{S \subseteq L, S \neq \emptyset} q_{X^n S^n E^n | \sigma_{E^n}}
\leq \epsilon.
\]
where (a) holds by the triangle inequality, (b) holds by the data processing inequality, e.g., [32, Lemma A.2.1], and (34), (c) holds by Lemma 1 where $\sigma_E$ is the fully mixed state on the support of $\rho_E$, (d) holds by Lemma 12 in Appendix F, (e) follows from the definitions of $H_{\text{min}}$ and $H_{\text{max}}$, where $\lambda_{\text{max}}(\rho_{X^gE^n})$ is the maximum eigenvalue of $\rho_{X^gE^n}$, (f) holds by (32) and (33), (g) holds by (30), (31), (i) holds because the von Neumann entropy of an operator with eigenvalues $(p_i)$ is equal to the Shannon entropy of a random variable distributed according to $(p_i)$.
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Assume that a $(2^n R_{t\text{EC}})_{t\in L}$ distributed source code is given and that the corresponding encoding and decoding functions are $(g_t)_{t\in L}$ and $h$, respectively. We use the same notation as in Definition 4. To simplify notation, we define $u_{L_t} \triangleq u^n_{t}$, for $u^n_{t} \in \mathcal{U}^n_{t}$. By definition, we have $\lim_{n \to \infty} P_e(n) = 0$ and

$$P_e(n) \leq 1 - \frac{1}{|\mathcal{U}^n_{t}|} \sum_{u^n_{t} \in \mathcal{U}^n_{t}} \mathbb{P}[u_{L_t} \neq h(\rho^n_{BE}, g_L(u_{L_t}))].$$

$$= \frac{1}{|\mathcal{U}^n_{t}|} \sum_{t,c \in \mathcal{C}_t} \sum_{u^n_{t} \in \mathcal{U}^n_{t}} \mathbb{P}[u_{L_t} \neq h(\rho^n_{BE}, g_L(u_{L_t}))].$$

$$\geq \frac{1}{|\mathcal{C}_t|} \sum_{t,c \in \mathcal{C}_t} \sum_{u^n_{t} \in \mathcal{U}^n_{t}} \mathbb{P}[u_{L_t} \neq h(\rho^n_{BE}, g_L(u_{L_t}))].$$

$$\geq \frac{1}{|\mathcal{C}_t|} \sum_{t,c \in \mathcal{C}_t} \sum_{u^n_{t} \in \mathcal{U}^n_{t}} \mathbb{P}[u_{L_t} \neq h(\rho^n_{BE}, g_L(u_{L_t}))].$$

$$\geq \frac{\epsilon}{|\mathcal{C}_t|} \sum_{t,c \in \mathcal{C}_t} \mathbb{P}[u_{L_t} \neq h(\rho^n_{BE}, g_L(u_{L_t}))].$$

$$\geq \epsilon \mathbb{P}[u_{L_t} \neq h(\rho^n_{BE}, g_L(u_{L_t}))].$$

$$\times \sum_{t,c \in \mathcal{C}_t} \frac{1}{|\mathcal{C}_t|} \mathbb{I}[|g^{-1}_t(c)| \geq \epsilon |U^n_t|/|C_t|, \forall l \in \mathcal{L}].$$

where (a) holds by the quantum data processing inequality because $\mathcal{N}$ is degradable, (b) holds because $\sigma_{BE}^{t\text{EC}}$ is pure

**APPENDIX E**
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The arguments closely follow the proof for the special case $L = 1$, e.g., [43, Th. 13.6.2]. We first prove $P_{\text{MAC}}(N) \leq Q_{\text{MAC}}(N)$. Consider a state $\rho_{X^nE^n} \triangleq U^n_t \rightarrow BE(e_{BE}X^n_{L})$ that achieves $P_{\text{MAC}}(N)$, i.e., maximizes the right-hand side in (3). For $l \in \mathcal{L}$, consider a spectral decomposition for $\rho^n_{BE} = \sum_{y_t} p(y_t|x_t)\psi_{x_t}^{y_t}$, where each state $\psi_{x_t}^{y_t}$ is pure. Next, consider $\sigma_{X^nY^nBE} \triangleq \sum_{x^n} \sum_{y^n} p(x^n|y^n)\mathbb{P}_{X^n|Y^n} \rightarrow BE(\bigotimes_{t \in \mathcal{L}} \psi_{x_t}^{y_t})$, where $p(x^n|y^n) \triangleq \prod_{t \in \mathcal{L}} p(x_t|y_t)$, $y^n \triangleq (y_t)_{t \in \mathcal{L}}$, $x^n \triangleq (x_t)_{t \in \mathcal{L}}$, $|x_t\rangle \langle x_t| \neq 0$, and $|y_t\rangle \langle y_t| \neq 0$. Then, we have

$$P_{\text{MAC}}(N) = I(X^n;B)_\rho - I(X^n;E)_\rho$$

$$= I(X^n;B)_\sigma - I(X^n;E)_\sigma$$

$$= I(X^nY^n;B)_\sigma - I(X^nY^n;E)_\sigma$$

$$\geq I(X^nY^n;B)_\sigma - I(X^nY^n;E)_\sigma$$

$$= H(B)_\sigma - H(E)_\sigma$$

$$= H(B)_\sigma - H(E)_\sigma$$

$$= H(B)_\sigma - H(E)_\sigma$$

$$\leq Q_{\text{MAC}}(N),$$

where (a) holds by the quantum data processing inequality because $\mathcal{N}$ is degradable, (b) holds because $\sigma_{BE}^{t\text{EC}}$ is pure
by purity of $\bigotimes_{i \in L} \psi_{x_i:i}$, in (c), for $l \in L$, we consider $\phi_{A_lA_l'}$ a purification of $\rho_{A_l}$, and define $\phi_{AC}A_l \equiv \bigotimes_{i \in L} \phi_{A_iA_i'}$ and $\phi_{ACBE} \equiv U_{\phi_{AC}A_l}^{BE} \phi_{AC}A_l'$ such that $\phi_{ACBE}$ is pure and $\Tr_{AC}[\phi_{ACBE}] = \rho_{BE} = \sigma_{BE}$, (d) holds by definition of $Q_{MAC}^{\text{sum}}(N)$.

Next, we show $P_{MAC}^{\text{sum}}(N) \geq Q_{MAC}^{\text{sum}}(N)$. Consider a state $\phi_{ACBE} \equiv U_{\phi_{AC}A_l}^{BE} \phi_{AC}A_l'$ that achieves $Q_{MAC}^{\text{sum}}(N)$, i.e., maximizes the right-hand side of (4). Consider for $l \in L$ a spectral decomposition of $\phi_{A_l}$ such that $\phi_{A_l} = \sum_{x_l} p_{X_l}(x_l) \phi_{A_l}'$, where each state $\phi_{A_l}'$ is pure. Then, define

$$\sigma_{ACl} \equiv \sum_{x_l} p_{X_l}(x_l) |x_l\rangle \langle x_l| \otimes \phi_{A_l}',$$

where $|x_l\rangle \langle x_l|$ $\equiv$ $\bigotimes_{i \in L} |x_i\rangle \langle x_i|$, $x_l \equiv (x_i)_{i \in L}$, and $p_{X_l}(x_l) \equiv \prod_{i \in L} p_{X_i}(x_i)$. Define also $\sigma_{ACBE} \equiv U_{\sigma_{AC}A_l}^{BE} (\phi_{AC}A_l')$. Then, we have

$$Q_{MAC}^{\text{sum}}(N) = I(A_l|\sigma) \bigg|_{\phi_{ACBE}} \leq H(B) - H(E) \bigg|_{\phi_{ACBE}}$$

and $p_{X_l}(x_l) \equiv \prod_{i \in L} p_{X_i}(x_i)$.

Proof.

We first prove (i). For $S,T \subseteq L$, we have

$$h_{\rho}(S \cup T) + h_{\rho}(S \cap T) = I(X_S;B|X_T) + I(X_T;B|X_S) = H(X_S|B) + H(X_T|B) \leq H(X_S|B) + H(X_T|B) \leq h_{\rho}(S) + h_{\rho}(T),$$

where the inequality holds because conditioning does not increase entropy.

Next, we prove (ii). Remark that for any $S \subseteq L$, we have $g_{\rho}(S) = -H(X_S|B) - H(X_B|S) = -H(X_S|B) - H(X_B|S) = -H(X_S|B) - H(X_B|S) = h_{\rho}(S) + h_{\rho}(T)$, where $S \rightarrow f(S)$ submodular implies $S \rightarrow f(S')$ submodular. Hence, $g_{\rho}$ is submodular.

Finally, we prove (iii). Remark that we have $f_{\rho} = g_{\rho} + h_{\rho}$. Hence, since the sum of two submodular functions is submodular, $f_{\rho}$ is submodular.
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