Abstract

We construct projective unitary representations of the smooth Deligne cohomology group of a compact oriented Riemannian manifold of dimension $4k + 1$, generalizing positive energy representations of the loop group of the circle. We also classify such representations under a certain condition. The number of the equivalence classes of irreducible representations is finite, and is determined by the cohomology of the manifold.
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1 Introduction

The loop group of a compact Lie group and its projective representations, called the positive energy representations \[11\], have been studied involving various areas of mathematics. They are of physicist’s interest as well, due to applications to quantum field theory. From the viewpoint of “higher abelian gerbes,” a central extension of a certain smooth Deligne cohomology group is introduced in \[6\]. This is a generalization of a central extension of the loop group \(L_T = C^\infty(S^1, T)\) of the unit circle \(T = \{z \in \mathbb{C} \mid |z| = 1\}\). By definition, the smooth Deligne cohomology \(H^q(M, \mathbb{Z}(2k+1)^D)\) of a smooth manifold \(M\) is the hypercohomology of the complex of sheaves:

\[
\begin{align*}
\mathbb{Z}(p)^D: \mathbb{Z} & \longrightarrow \mathbb{A}^0_M \\
& \longrightarrow \mathbb{A}^1_M \\
& \longrightarrow \cdots \\
& \longrightarrow \mathbb{A}^{p-1}_M \\
& \longrightarrow 0 \longrightarrow \cdots,
\end{align*}
\]

where \(\mathbb{Z}\) denotes the constant sheaf, and \(\mathbb{A}^n_M\) the sheaf of germs of \(R\)-valued differential \(n\)-forms on \(M\). Suppose that \(M\) is compact, oriented and \((4k+1)\)-dimensional. For brevity, we put \(G(M) = H^{2k+1}(M, \mathbb{Z}(2k+1)^D)\). Then the cup product and the integration for smooth Deligne cohomology yield a non-trivial natural group 2-cocycle \(\bar{S}_M: G(M) \times G(M) \rightarrow \mathbb{R}/\mathbb{Z}\). Hence we have the corresponding central extension \(\hat{G}(M)\) of \(G(M)\):

\[
\begin{align*}
1 & \longrightarrow T \longrightarrow \hat{G}(M) \longrightarrow G(M) \longrightarrow 1.
\end{align*}
\]

For instance, we consider the case of \(k = 0\) and \(M = S^1\). Then \(G(S^1)\) is isomorphic to the loop group \(L_T\), and \(\hat{G}(S^1)\) the central extension \(\hat{L}_T/\mathbb{Z}_2\), where \(\hat{L}_T\) is the universal central extension \([11]\) of \(L_T\).

The purpose of this paper is to classify representations of \(\hat{G}(M)\), that is, projective representations of \(G(M)\) with their cocycle \(e^{2\pi i S_M}\), under a certain condition. To state the main result precisely, we introduce some notions and notations. First of all, we remark that the group \(G(M) = H^{2k+1}(M, \mathbb{Z}(2k+1)^D)\) fits into the exact sequence:

\[
0 \rightarrow A^{2k}(M)/A^{2k}(M)Z \rightarrow H^{2k+1}(M, \mathbb{Z}(2k+1)^D) \rightarrow H^{2k+1}(M, \mathbb{Z}) \rightarrow 0,
\] (1)
where $A^{2k}(M)$ denotes the group of $2k$-forms on $M$, and $A^{2k}(M)_{\mathbb{Z}}$ the subgroup consisting of closed integral ones. We put $\mathcal{G}^0(M) = A^{2k}(M)/A^{2k}(M)_{\mathbb{Z}}$.

When $M$ is endowed with a Riemannian metric, we let $\mathbb{H}^{2k}(M)$ be the group of harmonic $2k$-forms on $M$, and $\mathbb{H}^{2k}(M) = \mathbb{H}^{2k}(M) \cap A^{2k}(M)_{\mathbb{Z}}$ the subgroup consisting of integral ones. We denote by $\mathcal{X}(M)$ the group of homomorphisms $\lambda : \mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)_{\mathbb{Z}} \to \mathbb{R}/\mathbb{Z}$.

Lemma 1.1. Let $M$ be a compact oriented smooth $(4k + 1)$-dimensional Riemannian manifold. For $\lambda \in \mathcal{X}(M)$, there exists an irreducible projective unitary representation $(\rho_\lambda, H_\lambda)$ of $\mathcal{G}^0(M)$ on a Hilbert space $H_\lambda$ with its cocycle $e^{2\pi i S_M}$.

In accordance with [11], the meaning of “irreducible” is that $H_\lambda$ contains no non-trivial invariant closed subspace. Notice that $(\rho_\lambda, H_\lambda)$, $(\lambda \in \mathcal{X}(M))$ are inequivalent representations. (We mean by an “equivalence” a continuous linear isomorphism compatible with the actions.)

Definition 1.2. An admissible representation of $\mathcal{G}(M)$ is defined to be a projective unitary representation $(\rho, H)$ of $\mathcal{G}(M)$ on a Hilbert space $H$ with its cocycle $e^{2\pi i S_M}$ such that:

(i) there is a map $m : \mathcal{X}(M) \to \mathbb{Z}_{\geq 0}$; and

(ii) there is an equivalence of projective representations of $\mathcal{G}^0(M)$:

$$\theta : \bigoplus_{\lambda \in \mathcal{X}(M)} m(\lambda) H_\lambda \to H|_{\mathcal{G}^0(M)}.$$  

In the definition above, $\bigoplus$ stands for the Hilbert space direct sum. (We notice that Definition 1.2 is motivated by [5]. It may be possible to reformulate the admissibility above in terms of representations of the Lie algebra of $\mathcal{G}(M)$.)

Now, our main result is:

Theorem 1.3. Let $M$ be a compact oriented $(4k + 1)$-dimensional Riemannian manifold.

(a) Any admissible representation of $\mathcal{G}(M)$ is equivalent to a finite direct sum of irreducible admissible representations.

(b) The number of the equivalence classes of irreducible admissible representations of $\mathcal{G}(M)$ is $2^b r$, where $b = b_{2k+1}(M)$ is the Betti number, and $r$ is the number of the elements of the finite set $\{t \in H^{2k+1}(M, \mathbb{Z}) | 2t = 0\}$.

For example, in the case of $k = 0$ and $M = S^1$, we have $\mathcal{G}(S^1) \cong LT$ as mentioned. Since $H^1(S^1, \mathbb{Z}) \cong \mathbb{Z}$, the number of the equivalence classes of irreducible admissible representations of $\mathcal{G}(S^1)$ is 2, which coincides with that of irreducible positive energy representations of $LT$ of level 2, ([11] [13]).

We notice that any irreducible admissible representation of $\mathcal{G}(S^1)$ gives rise to an irreducible positive energy representation of $LT$ of level 2, and vice versa, because our construction of the former coincides with that of the latter described in [11].

As another example, we consider the case of $k = 1$. Let $M$ be a compact oriented 5-dimensional Riemannian manifold whose second and third integral
cohomology groups are torsion free. Then the number of the equivalence classes of irreducible admissible representations of $G(M)$ is $2^b$. On the other hand, Henningson [9] obtained $2^b$ Hilbert spaces in the quantum theory of a chiral 2-form on the 6-dimensional spacetime $\mathbb{R} \times M$. We can find a natural one to one correspondence between the parameterization of the quantum Hilbert spaces and that of the irreducible representations of $G(M)$. In addition, using the basis of each quantum Hilbert space given in [9], we can identify it with the underlying Hilbert space of the corresponding representation in a natural way.

As generalizations of some properties of positive energy representations of the loop group $LT$, the following result is also proved in this paper:

**Theorem 1.4.** Let $M$ be a compact oriented $(4k+1)$-dimensional Riemannian manifold, and $(\rho, \mathcal{H})$ an admissible representation of $G(M)$.

(a) $(\rho, \mathcal{H})$ is continuous.

(b) There is an invariant dense subspace $\mathcal{E} \subset \mathcal{H}$ such that:

(i) $(\rho, \mathcal{E})$ extends to a projective representation of $G(M)_\mathbb{C}$;

(ii) the map $\rho(\cdot) \phi : G(M)_\mathbb{C} \to \mathcal{E}$ is continuous for $\phi \in \mathcal{E}$.

Some remarks are in order. In Theorem 1.4 (a), the group $G(M)$ is regarded as a topological group. The topology on $G(M)$ is induced by the Riemannian metric on $M$ so that the group 2-cocycle $S_M : G(M) \times G(M) \to \mathbb{R}/\mathbb{Z}$ gives rise to a continuous map. (See Section 3 for detail.) We mean by a “continuous representation” a representation $(\rho, \mathcal{H})$ such that $\rho : G(M) \times \mathcal{H} \to \mathcal{H}$ is a continuous map. In Theorem 1.4 (b), the group $G(M)_\mathbb{C}$ is the $(2k+1)$th hypercohomology of the complex of sheaves

$$\mathbb{Z} \to \mathbb{A}^0_{M,\mathbb{C}} \xrightarrow{d} \mathbb{A}^1_{M,\mathbb{C}} \xrightarrow{d} \cdots \xrightarrow{d} \mathbb{A}^{2k}_{M,\mathbb{C}} \to 0 \to \cdots,$$

where $\mathbb{A}^q_{M,\mathbb{C}}$ is the sheaf of germs of $\mathbb{C}$-valued $q$-forms on $M$. We can think of $G(M)_\mathbb{C}$ as a “complexification” of $G(M)$. In fact, we have $G(S^1)_\mathbb{C} \cong \mathbb{LC}^*$, where $\mathbb{LC}^* = \mathbb{C} - \{0\}$. Notice that, for $f \in G(M)_\mathbb{C}$, the linear map $\rho(f) : \mathcal{E} \to \mathcal{E}$ is unbounded in general.

A motivation of this paper comes from Wess-Zumino-Witten models. In this field, a remarkable result of Freed, Hopkins and Teleman [5] relates an equivariant twisted $K$-theory to the Verlinde algebra, which is as a module generated by the equivalence classes of irreducible positive energy representations of a loop group. It seems interesting to pursue an analogous relation between the projective representations of $G(M)$ and an equivariant twisted $K$-theory.

The organization of the present paper is as follows.

Section 2 - 4 are preliminaries. In Section 2 we recall some basic facts on smooth Deligne cohomology. We also introduce the group 2-cocycle $S_M$ and the central extension $\tilde{G}(M)$. In Section 3 we introduce an inner product on the space of differential forms $\mathbb{A}^{2k}(M)$. We utilize it to topologize $G(M)$. The inner product is also a key to constructing projective representations of $G(M)$. 


In Section 4, we study in detail a certain splitting of the exact sequence (1), which leads to a decomposition of $G(M)$.

Then, in Section 5, we construct projective representations of $G(M)$, generalizing that of positive energy representations of $L^T$ described in [11]. Section 6 is the heart of this paper, in which Theorem 1.3 is proved. Section 7 is devoted to the proof of Theorem 1.4.

Finally, in Appendix, we prove some general properties of unitary representations on Hilbert spaces. A kind of “Schur’s lemma” shown here plays the most important role in the classification. In their proof, we use some tools in functional analysis, such as the spectral decomposition theorem. To make the point of an argument transparent, we separated it from the main text.

From Section 3 through Section 7, we let $k$ denote a non-negative integer, and $M$ a compact oriented smooth $(4k + 1)$-dimensional Riemannian manifold without boundary.

2 Smooth Deligne cohomology

We review some basic facts on smooth Deligne cohomology [1, 3, 4]. Then we introduce the group cocycle $S_M$ by means of the cup product and the integration for smooth Deligne cohomology.

2.1 Definition of smooth Deligne cohomology

Let $M$ be a (finite dimensional) smooth manifold. For a non-negative integer $q$, we denote by $A^q_M$ the sheaf of germs of $\mathbb{R}$-valued differential $q$-forms on $M$.

**Definition 2.1.** For a non-negative integer $p$, we define the *smooth Deligne complex* $Z(p)_D^\infty$ to be the following complex of sheaves:

$$Z(p)_D^\infty : \mathbb{Z} \rightarrow A^0_M \rightarrow A^1_M \rightarrow \cdots \rightarrow A^{p-1}_M \rightarrow 0 \rightarrow \cdots,$$

where $\mathbb{Z}$ is the constant sheaf and is located at degree 0 in the complex. The *smooth Deligne cohomology group* $H^q(M, Z(p)_D^\infty)$ of $M$ is defined to be the hypercohomology of $Z(p)_D^\infty$.

We can readily see the natural isomorphism $H^1(M, Z(1)_D^\infty) \cong \mathcal{C}^\infty(M, \mathbb{T})$, where we denote by $\mathbb{T} = \{z \in \mathbb{C} \mid |z| = 1\}$ the unit circle.

The following proposition, which is easily shown, reveals the relation between the smooth Deligne cohomology and other cohomology groups.

**Proposition 2.2 ([1]).** Let $p$ be a positive integer.

(a) If $0 \leq q < p$, then $H^q(M, Z(p)_D^\infty) \cong H^{q-1}(M, \mathbb{R}/\mathbb{Z})$.

(b) If $p = q$, then $H^p(M, Z(p)_D^\infty)$ fits into the following exact sequences:

$$0 \rightarrow H^{p-1}(M, \mathbb{R}/\mathbb{Z}) \rightarrow H^p(M, Z(p)_D^\infty) \overset{\delta}{\rightarrow} A^p(M) \rightarrow 0,$$

(2)

$$0 \rightarrow A^{p-1}(M)/A^{p-1}(M) \rightarrow H^p(M, Z(p)_D^\infty) \overset{\chi}{\rightarrow} H^p(M, \mathbb{Z}) \rightarrow 0,$$

(3)
where \( A^q(M)_\mathbb{Z} \subset A^q(M) \) is the subgroup of closed integral \( q \)-forms on \( M \).

(c) If \( p < q \), then \( H^q(M, \mathbb{Z}(p+q)_{\mathbb{D}}) \cong H^q(M, \mathbb{Z}) \).

We have the following compositions of homomorphisms in Proposition 2.2:

\[
\begin{align*}
A^{p-1}(M)/A^{p-1}(M)_\mathbb{Z} &\xrightarrow{\delta} H^p(M, \mathbb{Z}(p)_\mathbb{D}) \xrightarrow{\delta} A^p(M), \\
H^{p-1}(M, \mathbb{R}/\mathbb{Z}) &\xrightarrow{\delta} H^p(M, \mathbb{Z}(p)_{\mathbb{D}}) \xrightarrow{\delta} H^p(M, \mathbb{Z}).
\end{align*}
\]

The first composition coincides with the homomorphism induced by the exterior derivative \( d : A^{p-1}(M) \rightarrow A^p(M) \). The second composition coincides with the connecting homomorphism \( \beta : H^{p-1}(M, \mathbb{R}/\mathbb{Z}) \rightarrow H^p(M, \mathbb{Z}) \) in the exact sequence of cohomology groups induced by \( \mathbb{Z} \rightarrow \mathbb{R} \rightarrow \mathbb{R}/\mathbb{Z} \).

Let \( H^p_{DR}(M) \) be the de Rham cohomology group. The operation of taking the de Rham cohomology class of a closed form induces the natural homomorphism \( A^p(M)_\mathbb{Z} \rightarrow H^p_{DR}(M) \). The inclusion \( \mathbb{Z} \rightarrow \mathbb{R} \) also induces the natural homomorphism \( H^p_{DR}(M) \rightarrow H^p(M, \mathbb{R}) \). By de Rham’s theorem, we have the natural isomorphism \( H^p(M, \mathbb{R}) \cong H^p_{DR}(M) \). These natural homomorphisms fit into the following commutative diagram:

\[
\begin{array}{ccc}
H^p(M, \mathbb{Z}(p)_{\mathbb{D}}) & \xrightarrow{\delta} & A^p(M)_\mathbb{Z} \xrightarrow{\cong} H^p_{DR}(M) \\
\downarrow & & \downarrow \\
H^p(M, \mathbb{Z}(p)_{\mathbb{D}}) & \xrightarrow{\beta} & H^p(M, \mathbb{Z}) \xrightarrow{\cong} H^p(M, \mathbb{R}).
\end{array}
\]

2.2 Cup product and integration

We recall the cup product and the integration for smooth Deligne cohomology.

The cup product is the natural homomorphism

\[
\cup : H^p(M, \mathbb{Z}(p)_{\mathbb{D}}) \otimes_{\mathbb{Z}} H^q(M, \mathbb{Z}(q)_{\mathbb{D}}) \rightarrow H^{p+q}(M, \mathbb{Z}(p+q)_{\mathbb{D}})
\]

induced from a homomorphism of sheaves of complexes. (We refer the reader to [11] for the detail of the definition.) It is known that the cup product is associative and (graded) commutative:

\[
(f_p \cup f_q) \cup f_r = f_p \cup (f_q \cup f_r), \quad f_p \cup f_q = (-1)^{pq} f_q \cup f_p,
\]

where \( f_i \in H^i(M, \mathbb{Z}(i)_{\mathbb{D}}) \) for \( i = p, q, r \). Through the homomorphisms \( \delta \) and \( \chi \), the cup product on \( H^p(M, \mathbb{Z}(p)_{\mathbb{D}}) \) is compatible with the wedge product on \( A^p(M)_\mathbb{Z} \) and with the cup product on \( H^p(M, \mathbb{Z}) \):

\[
\delta(f \cup g) = \delta(f) \wedge \delta(g), \quad \chi(f \cup g) = \chi(f) \cup \chi(g).
\]

If we restrict the cup product on \( H^p(M, \mathbb{Z}(p)_{\mathbb{D}}) \) to the subgroup \( H^{p-1}(M, \mathbb{R}/\mathbb{Z}) \), then we obtain the homomorphism

\[
H^{p-1}(M, \mathbb{R}/\mathbb{Z}) \otimes_{\mathbb{Z}} H^{q-1}(M, \mathbb{R}/\mathbb{Z}) \rightarrow H^{p+q-1}(M, \mathbb{R}/\mathbb{Z}). \quad (5)
\]
This is identified with the composition of the following homomorphisms:

\[ H^{p-1}(M, \mathbb{R}/\mathbb{Z}) \otimes_{\mathbb{Z}} H^{q-1}(M, \mathbb{R}/\mathbb{Z}) \xrightarrow{\beta \otimes \text{id}} H^p(M, \mathbb{Z}) \otimes_{\mathbb{Z}} H^q(M, \mathbb{R}/\mathbb{Z}), \]

\[ H^p(M, \mathbb{Z}) \otimes_{\mathbb{Z}} H^{q-1}(M, \mathbb{R}/\mathbb{Z}) \xrightarrow{\cup} H^{p+q-1}(M, \mathbb{R}/\mathbb{Z}), \]

where \( \cup \) is the cup product induced by \( \mathbb{Z} \otimes \mathbb{R}/\mathbb{Z} \to \mathbb{R}/\mathbb{Z} \). Similarly, if we restrict the cup product on \( H^p(M, \mathbb{Z}(p)_{\overline{D}}) \) to \( A^{p-1}(M)/A^{p-1}(M)_{\mathbb{Z}} \), then we have the homomorphism

\[ (A^{p-1}(M)/A^{p-1}(M)_{\mathbb{Z}}) \otimes_{\mathbb{Z}} (A^{q-1}(M)/A^{q-1}(M)_{\mathbb{Z}}) \to A^{p+q-1}(M)/A^{p+q-1}(M)_{\mathbb{Z}}. \]

This homomorphism is given by \( (\alpha, \beta) \mapsto \alpha \wedge \beta \).

When \( M \) is a compact oriented \( m \)-dimensional smooth manifold without boundary, the *integration* for smooth Deligne cohomology is given as a natural homomorphism

\[ \int_M : H^{m+1}(M, \mathbb{Z}(m+1)_{\overline{D}}) \longrightarrow \mathbb{R}/\mathbb{Z} \]

inducing the isomorphisms \( H^{m+1}(M, \mathbb{Z}(m+1)_{\overline{D}}) \cong H^m(M, \mathbb{R}/\mathbb{Z}) \cong \mathbb{R}/\mathbb{Z} \) and \( H^{m+1}(M, \mathbb{Z}(m+1)_{\overline{D}}) \cong A^m(M)/A^m(M)_{\mathbb{Z}} \cong \mathbb{R}/\mathbb{Z} \). (An explicit formula on the level of Čech cocycles can be found in [6, 8].) The integration satisfies

\[ \int_M \nu(\alpha) \cup f = \int_M \alpha \wedge \delta(f) \mod \mathbb{Z}, \quad (6) \]

where \( \alpha \in A^p(M)/A^p(M)_{\mathbb{Z}}, f \in H^q(M, \mathbb{Z}(q)_{\overline{D}}) \) and \( p + q = m \).

### 2.3 Central extension

Let \( n \) be a non-negative integer. For a compact oriented smooth \( (2n+1) \)-dimensional smooth manifold \( M \) without boundary, we denote by \( \mathcal{G}(M) \) the smooth Deligne cohomology group \( \mathcal{G}(M) = H^{n+1}(M, \mathbb{Z}(n+1)_{\overline{D}}) \).

**Definition 2.3 ([6]).** We define the group 2-cocycle \( S_M : \mathcal{G}(M) \times \mathcal{G}(M) \to \mathbb{R}/\mathbb{Z} \) by \( S_M(f, g) = \int_M f \cup g \). We also define the group \( \hat{\mathcal{G}}(M) \) by the set \( \hat{\mathcal{G}}(M) = \mathcal{G}(M) \times \mathbb{T} \) endowed with the group multiplication

\[ (f, u) \cdot (g, v) = (f + g, uv \exp 2\pi i S_M(f, g)). \]

By definition, \( \hat{\mathcal{G}}(M) \) gives a central extension of \( \mathcal{G}(M) \) by \( \mathbb{T} \):

\[ 1 \longrightarrow \mathbb{T} \longrightarrow \hat{\mathcal{G}}(M) \longrightarrow \mathcal{G}(M) \longrightarrow 1. \quad (7) \]

**Proposition 2.4 ([6]).** As a central extension, \( \hat{\mathcal{G}}(M) \) is non-trivial, if and only if \( n \) is even.

Because of this result, the case of \( n \) even is of our interest. As is noticed, there is a natural isomorphism \( H^1(M, \mathbb{Z}(1)_{\overline{D}}) \cong C^\infty(M, \mathbb{R}/\mathbb{Z}) \).

In the case where \( n = 0 \) and \( M = S^1 \), we can identify \( \mathcal{G}(S^1) \) with the loop group of the unit circle: \( \mathcal{G}(S^1) \cong L \mathbb{T} \). It is known [2] that, under this identification, we have an isomorphism of central extensions \( \hat{\mathcal{G}}(S^1) \cong \hat{L} \mathbb{T}/\mathbb{Z}_2 \), where \( \hat{L} \mathbb{T} \) is the *universal central extension* of the loop group \( L \mathbb{T} \).
3  Topology on the central extension

In this section, we topologize the smooth Deligne cohomology $G(M)$ so that the group 2-cocycle gives rise to a continuous map.

From this section to the end, we let $k$ be a non-negative integer, and $M$ a compact oriented smooth $(4k+1)$-dimensional Riemannian manifold without boundary. We denote by $G(M)$ the smooth Deligne cohomology group $G(M) = H^{2k+1}_c(M,\mathbb{Z}(2k+1)^\infty)$. 

3.1  Topology on the space of differential forms

To make the smooth Deligne cohomology groups into topological groups, we begin with the following proposition regarding the space of differential forms.

Proposition 3.1. There exists a positive definite inner product

$$( , )_V : A^{2k}(M) \times A^{2k}(M) \to \mathbb{R}$$

satisfying the following properties:

(a) If we topologize $A^{2k}(M)$ by $( , )_V$, then $A^{2k}(M)$ decomposes into mutually orthogonal closed subspaces with respect to $( , )_V$:

$$A^{2k}(M) \cong d(A^{2k-1}(M)) \oplus \mathbb{H}^{2k}(M) \oplus d^*(A^{2k+1}(M)),$$

where $d^* : A^{2k+1}(M) \to A^{2k}(M)$ is defined to be $d^* = -*d*$ by means of the Hodge star operators, and $\mathbb{H}^{2k}(M)$ is the space of Harmonic $2k$-forms on $M$.

(b) The Hilbert space $V$ given by the completion of $d^*(A^{2k+1}(M))$ with respect to $( , )_V$ is separable.

(c) There exists a linear map $J : V \to V$ such that:

(i) $J^2 = -1$;

(ii) $(Jv, Jv')_V = (v, v')_V$ for $v, v' \in V$;

(iii) $(\alpha, J\beta)_V = \int_M \alpha \wedge *\beta$ for $\alpha, \beta \in d^*(A^{2k+1}(M)) \subset V$.

The crucial property is Proposition 3.1 (c) (iii). One can realize $( , )_V$ as the inner product induced by the Sobolev $H^s$-norm with $s = 1/2$, and $J : V \to V$ as $J = \tilde{J}/|\tilde{J}|$, where $\tilde{J} : d^*(A^{2k+1}(M)) \to d^*(A^{2k+1}(M))$ is the differential operator $\tilde{J} = *d$. In the proof below, we give a concrete realization using some basic facts about eigenforms of the Laplacian. (See [10], for example.)

Proof. We only describe constructions of $( , )_V$ and $J$, for we can verify their properties in an elementary way. The Riemannian metric on $M$ defines the Laplacian $\Delta = dd^* + d^*d$ and the $L^2$-inner product $(\alpha, \beta)_{L^2} = \int_M \alpha \wedge *\beta$ on $A^{2k}(M)$. Let $0 \leq \ell_1 \leq \ell_2 \leq \cdots$ be the eigenvalues of $\Delta$, where each eigenvalue is included as many times as the dimension of its eigenspace. Let $\{\psi_i\}_{i \in \mathbb{N}}$ be a sequence of corresponding orthonormalized eigenforms: $\Delta \psi_i = \ell_i \psi_i$ and $(\psi_i, \psi_j)_{L^2} = \delta_{ij}$. Because of the Hodge decomposition theorem, we can
take the eigenforms so that each $\psi_i$ belongs to either $d(A^{2k-1}(M))$, $\mathbb{H}^{2k}(M)$ or $d^*(A^{2k+1}(M))$. We define the norm $\| \cdot \|_V : A^{2k+1}(M) \to \mathbb{R}$ by

$$\|\alpha\|_V^2 = \sum_{i=1}^{b} (\alpha, \psi_i)_{V}^2 + \sum_{i=b+1}^{\infty} \sqrt{\ell_i} (\alpha, \psi_i)_{L^2}^2,$$

where $b = b_{2k}(M)$. We notice $\sqrt{\ell_i} < 1 + \ell_i^2$, so that $\|\alpha\|^2_V \leq \|\alpha\|^2_{L^2} + \|\Delta \alpha\|^2_{L^2}$.

The norm $\| \cdot \|_V$ induces the inner product $(\cdot, \cdot)_V$.

To define $J$, we let $\{\psi_{i(j)}\}_{j \in \mathbb{N}}$ be the subsequence consisting of the eigenforms belonging to $d^*(A^{2k+1}(M))$, and $\{\ell_{i(j)}\}_{j \in \mathbb{N}}$ the corresponding sequence of eigenvalues. If we put $\lambda_j = \ell_{i(j)}$ and $\varphi_j = \psi_{i(j)}/\sqrt{\lambda_j}$, then $\{\varphi_j\}_{j \in \mathbb{N}}$ forms a complete orthonormal basis of $V$. Notice that $J = \ast d = -d^* \ast$ obeys $J^2 = -\Delta$ on $d^*(A^{2k+1}(M))$. We define the isometric map $J : d^*(A^{2k+1}(M)) \to V$ by

$$J\alpha = \sum_{j=1}^{\infty} (\alpha, \varphi_j)_V \frac{1}{\sqrt{\lambda_j}} \tilde{J}\varphi_j.$$

The extension is $J : V \to V$. We remark that $(\cdot, \cdot)_V$ and $J$ are independent of the choice of eigenforms of $\Delta$, since each eigenspace of $\Delta$ is finite dimensional.

When we make $A^{2k}(M)$ into a Hausdorff locally convex topological vector space by means of the inner product $(\cdot, \cdot)_V$, Proposition 3.1 (a) leads to:

**Corollary 3.2.** We have the following isomorphism of topological groups:

$$A^{2k}(M) \cong d(A^{2k-1}(M)) \times \mathbb{H}^{2k}(M),$$

$$A^{2k}(M)/A^{2k}(M) \cong (\mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)) \times d^*(A^{2k+1}(M)),$$

where $\mathbb{H}^{2k}(M) = A^{2k}(M) \cap \mathbb{H}^{2k}(M)$ is endowed with the induced topology.

As is well-known, $\mathbb{H}^{2k}(M)$ is a finite dimensional vector space. So the induced topology on $\mathbb{H}^{2k}(M)$ coincides with the standard topology on $\mathbb{R}^b$, and $\mathbb{H}^{2k}(M)$ is isomorphic to $\mathbb{Z}^b$ with the discrete topology, where $b = b_{2k}(M)$ is the $2k$th Betti number of $M$.

### 3.2 Topology on the smooth Deligne cohomology

Recall the exact sequence 8 in Proposition 2.2

$$0 \to A^{2k}(M)/A^{2k}(M) = G(M) \to H^{2k+1}(M, \mathbb{Z}) \to 0. \quad (8)$$

**Lemma 3.3.** There exists a splitting $\sigma : H^{2k+1}(M, \mathbb{Z}) \to G(M)$ of the exact sequence 8. Hence we have the isomorphism of abelian groups

$$I_\sigma : \langle A^{2k}(M)/A^{2k}(M) \rangle \times H^{2k+1}(M, \mathbb{Z}) \to G(M) \quad (9)$$

given by $I_\sigma(\alpha, c) = \alpha + \sigma(c)$. 

Proof. Because $M$ is compact, $H^{2k+1}(M, \mathbb{Z})$ is finitely generated. It is easy to see that $A^{2k}(M)/A^{2k}(M)_{\mathbb{Z}}$ is divisible, so that the exact sequence \( \square \) splits.

We make \((A^{2k}(M)/A^{2k}(M)) \times H^{2k+1}(M, \mathbb{Z})\) into a Hausdorff topological group by the topology on \(A^{2k}(M)/A^{2k}(M)_{\mathbb{Z}}\) given in the previous subsection and by the discrete topology on \(H^{2k+1}(M, \mathbb{Z})\).

**Definition 3.4.** Taking a splitting \(\sigma\) of \(\square\), we make \(\mathcal{G}(M)\) into a Hausdorff topological group so that \(I_{\sigma}\) is a homeomorphism.

**Lemma 3.5.** The topology on \(\mathcal{G}(M)\) is independent of the choice of \(\sigma\).

**Proof.** Let \(\sigma'\) be the other splitting. It suffices to prove that

\[
I_{\sigma}^{-1} \circ I_{\sigma'} : (A^{2k}/A^{2k}) \times H^{2k+1}(M, \mathbb{Z}) \to (A^{2k}/A^{2k}) \times H^{2k+1}(M, \mathbb{Z})
\]

is continuous. We can readily see \(I_{\sigma}^{-1} \circ I_{\sigma'}(\alpha, c) = (\alpha + \tau(c), c)\), where the homomorphism \(\tau : H^{2k+1}(M, \mathbb{Z}) \to A^{2k}(M)/A^{2k}(M)_{\mathbb{Z}}\) is defined by the difference \(\tau = \sigma' - \sigma\). Since the topology on \(H^{2k+1}(M, \mathbb{Z})\) is discrete, the homomorphism \(\tau\) is clearly continuous. Hence \(I_{\sigma}^{-1} \circ I_{\sigma'}\) is continuous as well. \(\square\)

It is clear by definition that the identity component of \(\mathcal{G}(M)\) is the subgroup \(A^{2k}(M)/A^{2k}(M)\). From now on, we put \(\mathcal{G}^0(M) = A^{2k}(M)/A^{2k}(M)\).

### 3.3 Topology on the central extension

We begin with introducing a useful notion:

**Definition 3.6.** We define a harmonic splitting \(\sigma : H^{2k+1}(M, \mathbb{Z}) \to \mathcal{G}(M)\) to be a splitting of \(\square\) such that \(\delta(\sigma(c)) \in A^{2k+1}(M)\) is a harmonic form for each \(c \in H^{2k+1}(M, \mathbb{Z})\).

**Lemma 3.7.** (a) There exists a harmonic splitting \(\sigma : H^{2k+1}(M, \mathbb{Z}) \to \mathcal{G}(M)\).

(b) For harmonic splittings \(\sigma\) and \(\sigma'\), there uniquely exists a homomorphism \(\tau : H^{2k+1}(M, \mathbb{Z}) \to \mathcal{H}^{2k}(M)/\mathcal{H}^{2k}(M)\mathbb{Z}\) such that \(\sigma' = \sigma + \tau\).

**Proof.** For (a), we construct a harmonic splitting \(\sigma'\) from a given splitting \(\sigma\). First, we take a basis of \(H^{2k+1}(M, \mathbb{Z})\) so that we have

\[
H^{2k+1}(M, \mathbb{Z}) \cong \mathbb{Z}e_1 \oplus \cdots \oplus \mathbb{Z}e_b \oplus \mathbb{Z}t_1 \oplus \cdots \oplus \mathbb{Z}t_\ell,
\]

where \(e_1, \ldots, e_b\) generate the free part, and \(t_1, \ldots, t_\ell\) the torsion part. Note that \(\delta(\sigma(t_i)) = 0\). Let \(\eta_i \in \mathbb{H}^{2k+1}(M)\) be the unique harmonic form whose de Rham cohomology class coincides with that of \(\delta(\sigma(\alpha_i))\). So there is a 2k-form \(\alpha_i\) such that \(\delta(\sigma(e_i)) + d\alpha_i = \eta_i\). Now we define the splitting \(\sigma' : H^{2k+1}(M, \mathbb{Z}) \to \mathcal{G}(M)\) to be the linear extension of \(\sigma'(e_i) = \sigma(e_i) + \alpha_i\) and \(\sigma'(t_j) = \sigma(t_j)\). Then \(\sigma'\) is harmonic.

For (b), let \(\tau : H^{2k+1}(M, \mathbb{Z}) \to A^{2k}(M)/A^{2k}(M)\mathbb{Z}\) be the homomorphism defined by \(\tau = \sigma' - \sigma\). The commutativity of the diagram \(\square\) implies that, for
$c \in H^{2k+1}(M, \mathbb{Z})$, the harmonic forms $\delta(\sigma(c))$ and $\delta(\sigma(c'))$ are identical, so that $d\tau(c) = 0$. Recall here the isomorphism of abelian groups:

$$A^{2k}(M)/A^{2k}(M)\mathbb{Z} \cong \mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)\mathbb{Z} \times d^*(A^{2k+1}(M)).$$

According to this isomorphism, we write $\tau = \tau' + \tau''$, where $\tau' : H^{2k+1}(M, \mathbb{Z}) \to \mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)\mathbb{Z}$ and $\tau'' : H^{2k+1}(M, \mathbb{Z}) \to d^*(A^{2k+1}(M))$. Then $d\tau(c) = 0$ implies $d\tau''(c) = 0$. Because the only closed form contained in $d^*(A^{2k+1}(M))$ is the trivial one, we see $\tau''(c) = 0$. Hence $\tau = \tau'$, and the proof is completed. 

A choice of a splitting $\sigma$ induces the isomorphism of topological groups

$$I_\sigma : (\mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)\mathbb{Z}) \times d^*(A^{2k+1}(M)) \times H^{2k+1}(M, \mathbb{Z}) \to \mathcal{G}(M),$$

where $I_\sigma(\eta, \nu, c) = \eta + \nu + \sigma(c)$. If $\sigma$ is harmonic, then (10) gives:

$$S_M(I_\sigma(\eta, \nu, c), I_\sigma(\eta', \nu', c'))
= \int_M \nu \wedge d\nu' + \int_M \{\eta \wedge (\sigma(c') - \eta' \wedge \delta(\sigma(c))) - \eta' \wedge \delta(\sigma(c))\} + (\sigma^*S_M)(c, c'), \quad (10)$$

where $(\sigma^*S_M)(c, c') = S_M(\sigma(c), \sigma(c'))$. Thanks to the harmonicity of $\sigma$, terms such as $\int_M \nu \wedge \delta(\sigma(c'))$ are absent in the expression above.

**Proposition 3.8.** $S_M : \mathcal{G}(M) \times \mathcal{G}(M) \to \mathbb{R}/\mathbb{Z}$ is continuous.

**Proof.** By the help of the expression (10), the continuity of $S_M$ amounts to that of the following maps:

$$H^{2k+1}(M, \mathbb{Z}) \times H^{2k+1}(M, \mathbb{Z}) \to \mathbb{R}/\mathbb{Z}, \quad (c, c') \mapsto \int_M \sigma(c) \cup \sigma(c'),$$

$$\mathbb{H}^{2k}(M) \times H^{2k+1}(M, \mathbb{Z}) \to \mathbb{R}, \quad (\eta, c) \mapsto \int_M \eta \wedge \delta(\sigma(c)),$$

$$d^*(A^{2k+1}(M)) \times d^*(A^{2k+1}(M)) \to \mathbb{R}, \quad (\nu, \nu') \mapsto \int_M \nu \wedge d\nu'.$$

Since the topology on $H^{2k+1}(M, \mathbb{Z})$ is discrete, we can readily see that the first and the second map are continuous. The continuity of the third map follows from Proposition 3.8 (c). 

**Corollary 3.9.** We can make $\tilde{\mathcal{G}}(M)$ into a Hausdorff topological group so that (7) is an exact sequence of Hausdorff topological groups.

**Proof.** It suffices to topologize $\tilde{\mathcal{G}}(M) = \mathcal{G}(M) \times \mathbb{T}$ by using the topology on $\mathcal{G}(M)$ and the standard topology on $\mathbb{T}$. 

**Remark 1.** We can use a finer topology on $A^{2k}(M)$ to make $\mathcal{G}(M)$ into a topological group. The choice of the topology in the present paper is essential only when we combine Proposition 3.1 with Proposition 5.1 in constructing projective representation of $\mathcal{G}(M)$. 
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4 Harmonic splitting

This section is devoted to a detailed study of harmonic splittings introduced in Definition 3.6. The results obtained here will be used in both the construction and the classification of projective representations of $G(M)$.

4.1 Linking form

We first see that the bilinear map

$$\sigma^*S_M : H^{2k+1}(M, \mathbb{Z}) \times H^{2k+1}(M, \mathbb{Z}) \rightarrow \mathbb{R}/\mathbb{Z}$$

given by taking a splitting $\sigma$ has some part independent of the choice of $\sigma$.

We denote by $T^{2k+1} = \text{Ker}\{H^{2k+1}(M, \mathbb{Z}) \rightarrow H^{2k+1}(M, \mathbb{R})\}$ the torsion subgroup in $H^{2k+1}(M, \mathbb{Z})$.

Lemma 4.1. Let $\sigma : H^{2k+1}(M, \mathbb{Z}) \rightarrow G(M)$ be a splitting. The maps

$$T^{2k+1} \times T^{2k+1} \rightarrow \mathbb{R}/\mathbb{Z}, \quad (t, t') \mapsto S_M(\sigma(t), \sigma(t')),$$

$$H^{2k+1}(M, \mathbb{Z}) \rightarrow \mathbb{R}/\mathbb{Z}, \quad c \mapsto S_M(\sigma(c), \sigma(c))$$

are independent of the choice of $\sigma$.

Proof. Let $\sigma'$ be another splitting. By setting $\tau = \sigma' - \sigma$, we define the homomorphism $\tau : H^{2k+1}(M, \mathbb{Z}) \rightarrow A^{2k}(M)/A^{2k}(M)\mathbb{Z}$. Then we have

$$S_M(\sigma'(t), \sigma'(t')) - S_M(\sigma(t), \sigma(t')) = \int_M \tau(t) \wedge d(\sigma(t')) - \int_M \tau(t') \wedge d(\sigma(t)) + \int_M \tau(t) \wedge d(\tau(t')) \mod \mathbb{Z}.$$  

Because $A^{2k+1}(M)$ is torsion free, we have $\delta \circ \sigma(t) = d \circ \tau(t) = 0$ for $t \in T^{2k+1}$. Hence (11) is independent of the choice of the splitting. Similarly, we have

$$S_M(\sigma'(c), \sigma'(c)) - S_M(\sigma(c), \sigma(c)) = \int_M \tau(c) \wedge d(\tau(c)) \mod \mathbb{Z}$$

for $c \in H^{2k+1}(M, \mathbb{Z})$. Because $\tau(c) \wedge d(\tau(c)) = \frac{1}{2} d(\tau(c) \wedge \tau(c))$, Stokes' theorem implies that (12) is also independent of the choice of $\sigma$.

Definition 4.2. We define a map $L_M : T^{2k+1} \times T^{2k+1} \rightarrow \mathbb{R}/\mathbb{Z}$ by (11).

Lemma 4.3. The map $L_M$ coincides with the linking form $(\mathbb{I}4)$.

Proof. Let $t, t' \in T^{2k+1}$ be torsion elements. Then there is $\tilde{t} \in H^{2k}(M, \mathbb{R}/\mathbb{Z})$ such that $\beta(\tilde{t}) = t$, where $\beta : H^{2k}(M, \mathbb{R}/\mathbb{Z}) \rightarrow H^{2k+1}(M, \mathbb{Z})$ is the connecting homomorphism. By virtue of the description of the cup product given in (4), we obtain $L_M(t, t') = \tilde{t} \cup t'$, which leads to the present lemma.

Notice that $2\sigma^*S_M(c, c) = 0$ for $c \in H^{2k+1}(M, \mathbb{Z})$ by the graded commutativity of the cup product for smooth Deligne cohomology.
Remark 2. The map \(12\) coincides with the composition:

\[
H^{2k+1}(M, \mathbb{Z}) \xrightarrow{\text{mod } 2} H^{2k+1}(M, \mathbb{Z}_2) \xrightarrow{\text{Sq}^{2k}} H^{4k+1}(M, \mathbb{Z}_2) \cong \langle \frac{1}{2}\rangle\mathbb{Z}/\mathbb{Z},
\]

where \(\text{Sq}^{2k}\) is the Steenrod squaring operation (\(12\)). This fact follows from the result in [7], because there are natural isomorphisms between the smooth Deligne cohomology groups and the groups of differential characters [11].

4.2 Compatible harmonic splitting

Since \(H^{2k+1}(M, \mathbb{Z})\) is a finitely generated abelian group, we can decompose it into a free part and the torsion part. In this paper, we use the following terminology for convenience.

Definition 4.4. A decomposition of \(H^{2k+1}(M, \mathbb{Z})\) is an isomorphism of abelian groups \(\omega : H^{2k+1}(M, \mathbb{Z}) \cong F^{2k+1} \oplus T^{2k+1}\), where \(F^{2k+1} \subset H^{2k+1}(M, \mathbb{Z})\) is a free subgroup of rank \(b = b_{2k+1}(M)\).

A decomposition \(\omega\) induces the homomorphism \(\bar{\omega} : H^{2k+1}(M, \mathbb{Z}) \to T^{2k+1}\) such that \(\bar{\omega}(t) = t\) for \(t \in T^{2k+1}\). Conversely, such a homomorphism \(\bar{\omega}\) recovers the decomposition \(\omega : H^{2k+1}(M, \mathbb{Z}) \cong F^{2k+1} \oplus T^{2k+1}\) by \(F^{2k+1} = \ker \bar{\omega}\) and \(\omega(c) = (c - \bar{\omega}(c), \bar{\omega}(c))\). This correspondence will be freely used.

Definition 4.5. Let \(\omega : H^{2k+1}(M, \mathbb{Z}) \cong F^{2k+1} \oplus T^{2k+1}\) be a decomposition given. A splitting \(\sigma : H^{2k+1}(M, \mathbb{Z}) \to G(M)\) is said to be compatible with \(\omega\) when \(\sigma^*S_M(t, e) = 0\) for all \(t \in T^{2k+1}\) and \(e \in F^{2k+1}\).

Proposition 4.6. Let \(\omega : H^{2k+1}(M, \mathbb{Z}) \cong F^{2k+1} \oplus T^{2k+1}\) be a decomposition.

(a) There is a harmonic splitting compatible with \(\omega\).

(b) If harmonic splittings \(\sigma\) and \(\sigma'\) are compatible with \(\omega\), then \(\sigma(t) = \sigma'(t)\) for \(t \in T^{2k+1}\). Thus, in particular, Harmonic splittings compatible with \(\omega\) are in one to one correspondence with homomorphisms \(F^{2k+1} \to \mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)\).

Proof. Let \(\{e_1, \ldots, e_b\}\) be a basis of \(F^{2k+1}\). Then there is an isomorphism

\[
H^{2k+1}(M, \mathbb{Z}) \cong \mathbb{Z}e_1 \oplus \cdots \oplus \mathbb{Z}e_b \oplus \mathbb{Z}_{p_1}t_1 \oplus \cdots \oplus \mathbb{Z}_{p_\ell}t_\ell,
\]

where \(t_1, \ldots, t_\ell\) generate the torsion part \(T^{2k+1}\). By the Poincaré duality and the universal coefficients theorem (see [13]), there are cohomology classes \(h_1, \ldots, h_b \in H^{2k}(M, \mathbb{Z})\) generating a free subgroup of rank \(b\) such that \(\langle h_i \cup e_j, [M] \rangle = \delta_{ij}\). We denote by \(\eta_j \in \mathbb{H}^k(M)\) the harmonic representative of the image of \(h_j\) under the natural homomorphism \(H^{2k}(M, \mathbb{Z}) \to H^{2k}(M, \mathbb{R}) \cong H^k_{DR}(M)\).

Now, take and fix a harmonic splitting \(\sigma_0\). For \(i = 1, \ldots, \ell\) and \(j = 1, \ldots, b\), we take \(Z_{ij} \in \mathbb{R}\) such that \((\sigma_0^n S_M)(t_i, e_j) = \frac{1}{p_i}Z_{ij} \mod \mathbb{Z}\). We define the homomorphism \(\tilde{\tau}_T : T^{2k+1} \to \mathbb{H}^{2k}(M)\) by extending \(\tilde{\tau}_T(t_i) = \frac{1}{p_i}Z_{ik}\) linearly. The property of the basis \(\{h_1, \ldots, h_b\}\) shows:

\[
\int_M \tilde{\tau}_T(t_i) \wedge (\sigma_0(e_j)) = \frac{1}{p_i}Z_{ij}.
\]
Thus, the composition of $\tilde{\tau}_T$ with the projection $\mathbb{H}^{2k}(M) \to \mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)\mathbb{Z}$ provides the homomorphism $\tau_T : T^{2k+1} \to \mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)\mathbb{Z}$, which satisfies
\[
(\sigma_0^* S_M)(t, e) = \int_M \tau_T(t) \wedge \delta(\sigma_0(e)) \mod \mathbb{Z}
\]
for $t \in T^{2k+1}$ and $e \in F^{2k+1}$. We can directly verify that $\tau_T$ is the unique homomorphism $T^{2k+1} \to \mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)\mathbb{Z}$ satisfying the condition above. If we choose a homomorphism $\tau_F : F^{2k+1} \to \mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)\mathbb{Z}$ and define $\tau : H^{2k+1}(M, \mathbb{Z}) \to \mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)\mathbb{Z}$ by $\tau = \tau_T \oplus \tau_F$, then $\sigma_0 - \tau$ is a harmonic splitting compatible with $\omega$.

The following lemmas are properties of compatible harmonic splittings.

**Lemma 4.7.** Let $\omega : H^{2k+1}(M, \mathbb{Z}) \cong F^{2k+1} \oplus T^{2k+1}$ be a decomposition.

(a) For a basis $\{e_1, \ldots, e_b\}$ of $F^{2k+1}$, there is a harmonic splitting $\sigma$ compatible with $\omega$ such that $\sigma^* S_M(e_i, e_j) = 0$ for $i \neq j$.

(b) There is a harmonic splitting $\sigma$ compatible with $\omega$ such that
\[
2(\sigma^* S_M)(e, c) = 0
\]
for $e \in F^{2k+1}$ and $c \in H^{2k+1}(M, \mathbb{Z})$.

**Proof.** Note that (b) follows from (a), because $2(\sigma^* S_M)(e, e) = 0$ for all $e \in F^{2k+1}$. To prove (a), we construct a basis of the vector space $\mathbb{H}^{2k+1}(M)$ as follows. We take a harmonic splitting $\sigma_0$ compatible with $\omega$, and define the harmonic $(2k+1)$-forms $\epsilon_i$ by $\epsilon_i = \delta(\sigma_0(e_i))$. The commutativity of the diagram \footnote{The diagram is not shown here.} implies that $\{\epsilon_1, \ldots, \epsilon_b\}$ forms a basis of the vector space $\mathbb{H}^{2k+1}(M)$.

We here consider the following linear map of the spaces of matrices:
\[
M(b, \mathbb{R}) \longrightarrow \{ A \in M(b, \mathbb{R}) | A + A^\top = 0 \}, \quad \Phi \mapsto \Phi G - \delta(\Phi G),
\]
where $G = (G_{ij}) \in M(b, \mathbb{R})$ is defined to be $G_{ij} = (\epsilon_i, \epsilon_j)_{L^2}$ by using the $L^2$-inner product $(\cdot, \cdot)_{L^2}$ on $A^{2k+1}(M)$. Because $(\cdot, \cdot)_{L^2}$ induces a positive definite inner product on $\mathbb{H}^{2k+1}(M)$, the symmetric matrix $G$ is invertible. Hence the linear map is surjective.

Now, we take a skew-symmetric matrix $A = (A_{ij}) \in M(b, \mathbb{R})$ such that
\[
(\sigma_0^* S_M)(e_i, e_j) = A_{ij} \mod \mathbb{Z}
\]
for $i \neq j$. Then there exists a matrix $\Phi = (\Phi_{ij}) \in M(b, \mathbb{R})$ such that $\Phi G - \delta(\Phi G) = A$. By computations, we can verify
\[
(\sigma_0^* S_M)(e_i, e_j) = \sum_k \Phi_{ik} G_{kj} - \sum_k G_{ik} \Phi_{jk} \mod \mathbb{Z}
\]
\[
= \int_M \left( \sum_k \Phi_{ik} \delta(\sigma_0(e_k)) \right) \wedge \delta(\sigma_0(e_j))
\]
\[
- \int_M \left( \sum_k \Phi_{jk} \delta(\sigma_0(e_k)) \right) \wedge \delta(\sigma_0(e_i)) \mod \mathbb{Z}.
\]
Since $\delta(\sigma_0(e_k)) \in A^{2k+1}(M)$ is a harmonic form, so is $*\delta(\sigma_0(e_k)) \in A^{2k}(M)$. We define the homomorphism $\bar{\tau}_F : F^{2k+1} \to \mathbb{H}^{2k}(M)$ by the linear extension of $\tau_F(e_i) = \sum_k \Phi_{ik} * \delta(\sigma_0(e_k))$. Composing $\tau_F$ with the projection $\mathbb{H}^{2k}(M) \to \mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)_Z$, we obtain $\tau_F : F^{2k+1} \to \mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)_Z$. For $i \neq j$ this homomorphism satisfies

$$(\sigma^*_0 S_M)(e_i, e_j) = \int_M \tau_F(e_i) \wedge \delta(\sigma_0(e_j)) - \int_M \tau_F(e_j) \wedge \delta(\sigma_0(e_i)) \mod \mathbb{Z}.$$ 

We define $\tau : H^{2k+1}(M, \mathbb{Z}) \to \mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)_Z$ so that $\tau(e) = \tau_F(e)$ for $e \in F^{2k+1}$ and $\tau(t) = 0$ for $t \in T^{2k+1}$. Then the harmonic splitting $\sigma_0 - \tau$ has the property in (a), and is compatible with $\omega$ by Proposition 4.6 (b).

**Lemma 4.8.** Let $\omega : H^{2k+1}(M, \mathbb{Z}) \cong \ker \bar{\omega} \oplus T^{2k+1}$ and $\omega' : H^{2k+1}(M, \mathbb{Z}) \cong \ker \bar{\omega'} \oplus T^{2k+1}$ be decompositions of $H^{2k+1}(M, \mathbb{Z})$. We put $\theta = \bar{\omega'} - \bar{\omega}$ and define a homomorphism $\theta : H^{2k+1}(M, \mathbb{Z}) \to T^{2k+1}$. Suppose that $\sigma$ and $\sigma'$ are harmonic splittings compatible with $\omega$ and $\omega'$, respectively. If we put $\tau = \sigma' - \sigma$, then we have:

$$L_M(t, \theta(e)) = S_M(\tau(t), \sigma(e)),
(\sigma'^* S_M)(e - \theta(e), \xi - \theta(\xi)) = (\sigma^* S_M)(e, \xi) - L_M(\theta(e), \theta(\xi)) + S_M(\tau(e), \sigma(\xi)) - S_M(\tau(\xi), \sigma(e)),
$$

for $t \in T^{2k+1}$ and $e, \xi \in \ker \bar{\omega}$.

**Proof.** For convenience, we put $e' = e - \theta(e)$ for $e \in \ker \bar{\omega}$. Clearly, $e'$ belongs to $\ker \bar{\omega'}$. Because $\sigma$ and $\sigma'$ are harmonic, we have

$$(\sigma'^* S_M)(e', t) - (\sigma^* S_M)(e, t) = -L(\theta(e), t) + S_M(\sigma(e), \tau(t)).$$

Since $\sigma$ and $\sigma'$ are compatible splittings, we have the first formula in this lemma. For the second formula, we also put $\xi' = \xi - \theta(\xi)$. We use the harmonicity of $\sigma$ and $\sigma'$ again to give

$$(\sigma'^* S_M)(e', \xi') = (\sigma^* S_M)(e, \xi) + S_M(\tau(e), \sigma(\xi)) - S_M(\tau(\xi), \sigma(e)) + L_M(\theta(e), \theta(\xi)) - S_M(\tau(\theta(e)), \sigma(\xi)) + S_M(\tau(\theta(\xi)), \sigma(e)).$$

Substitutions of the first formula complete the proof.

**4.3 Decomposition of the smooth Deligne cohomology**

We introduce here some other notions related to $G(M)$ and $S_M$.

**Definition 4.9.** For a decomposition $\omega : H^{2k+1}(M, \mathbb{Z}) \cong F^{2k+1} \oplus T^{2k+1}$, we define $G_\omega(M)$ to be the following subgroup in $G(M)$:

$$G_\omega(M) = \ker(\bar{\omega} \circ \chi) = \{ f \in G(M) | \chi(f) \in F^{2k+1} \}.$$
Lemma 4.10. For a decomposition $G$, there are canonical isomorphisms $G$ determined by the diagonal action of $T$ and $2$-cocycle of $T$. We also denote by $T$ the central extension of $T^2k+1$ determined by $e^{2\pi i L_M}$.

Let $\tilde{G}_\omega(M) \otimes \tilde{T}^{2k+1}$ be the quotient space of $\tilde{G}_\omega(M) \times \tilde{T}^{2k+1}$ under the diagonal action of $T$. The quotient space gives rise to a (topological) group by the multiplication $(f_1 \otimes t_1) \cdot (f_2 \otimes t_2) = (f_1 f_2) \otimes (t_1 t_2)$. In particular, the group is a central extension of $\tilde{G}_\omega(M) \times T^{2k+1}$.

**Lemma 4.10.** For a decomposition $\omega : H^{2k+1}(M, \mathbb{Z}) \cong F^{2k+1} \oplus T^{2k+1}$, there are canonical isomorphisms $\tilde{G}_\omega(M) \times T^{2k+1} \to \tilde{G}(M)$ and $\tilde{G}_\omega(M) \otimes \tilde{T}^{2k+1} \to \tilde{G}(M)$ which make the following diagram commutative:

$$
\begin{array}{ccc}
1 & \longrightarrow & T \\
& \| & \\
1 & \longrightarrow & \tilde{G}(M) \\
& \downarrow & \\
& \tilde{G}_\omega(M) \otimes \tilde{T}^{2k+1} & \longrightarrow & \tilde{G}_\omega(M) \times T^{2k+1} & \longrightarrow & 1 \\
& \downarrow & \\
& \tilde{G}_\omega(M) & \longrightarrow & \tilde{G}(M) & \longrightarrow & 1.
\end{array}
$$

**Proof.** We introduce the following maps:

$$
I_\omega : \tilde{G}_\omega(M) \times T^{2k+1} \longrightarrow \tilde{G}(M), \quad (f, t) \mapsto f + \sigma(t),
$$

$$
I_\omega : \tilde{G}_\omega(M) \otimes \tilde{T}^{2k+1} \longrightarrow \tilde{G}(M), \quad (f, u) \otimes (t, v) \mapsto (f + \sigma(t), uv),
$$

where $\sigma$ is a harmonic splitting compatible with $\omega$. By Proposition 4.10, (b), these maps are independent of the choice of $\sigma$. Clearly, $I_\omega$ is an isomorphism. We can see that $I_\omega$ is also an isomorphism, because $S_M(f_1 + \sigma(t_1), f_2 + \sigma(t_2)) = S_M(f_1, f_2) + L_M(t_1, t_2)$ holds for $f_1 \in \tilde{G}_\omega(M)$ and $t_i \in T^{2k+1}$.

**Definition 4.11.** We introduce the homomorphism $s : H^{2k+1}(M, \mathbb{Z}) \longrightarrow \text{Hom}(\mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)_\mathbb{Z}, \mathbb{R}/\mathbb{Z})$ by defining $s(\xi) : \mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)_\mathbb{Z} \to \mathbb{R}/\mathbb{Z}$ to be

$$
s(\xi)(\eta) = S_M(\eta, \sigma(\xi)) = \int_M \eta \wedge \delta(\sigma(\xi)) \mod \mathbb{Z},
$$

where $\sigma$ is a harmonic splitting.

The homomorphism $s$ is independent of the choice of $\sigma$.

**Lemma 4.12.** (a) The homomorphism $s$ induces the isomorphism $H^{2k+1}(M, \mathbb{Z})/T^{2k+1} \cong \text{Hom}(\mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)_\mathbb{Z}, \mathbb{R}/\mathbb{Z})$.

(b) Let $\theta : H^{2k+1}(M, \mathbb{Z}) \to T^{2k+1}$ be a homomorphism such that $\theta(t) = 0$ for $t \in T^{2k+1}$. There is a unique homomorphism $\tau : T^{2k+1} \to \mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)_\mathbb{Z}$ such that $L_M(t, \theta(c)) = (s(c) \circ \tau)(t)$ for all $t \in T^{2k+1}$ and $c \in H^{2k+1}(M, \mathbb{Z})$. 
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Proof. We can prove (a), using the bases \( \{ e_i \} \) and \( \{ h_i \} \) in the proof of Proposition 3.6. Using the bases again, we can see the uniqueness of the homomorphism \( \tau \) in (b). So, it is enough to show the existence. Let \( \omega : H^{2k+1}(M, \mathbb{Z}) \cong F^{2k+1} \oplus T^{2k+1} \) be a decomposition. We have the other decomposition \( \omega' = \overline{\omega} + \theta \). Taking harmonic splittings \( \sigma \) and \( \sigma' \) compatible with \( \omega \) and \( \omega' \), respectively, we define \( \tau_T : T^{2k+1} \rightarrow \mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)_{\mathbb{Z}} \) by restricting the homomorphism \( \sigma' - \sigma \). Lemma 4.3 implies that \( \tau_T \) has the property in (b).

5 Construction of admissible representations

In this section, we construct projective unitary representations of the smooth Deligne cohomology group \( \mathcal{G}(M) \), generalizing that of positive energy representations of \( LT \) given in [11]. We also show that the representations are admissible in the sense of Definition 1.2.

When \( (\rho, H) \) is a projective representation of a group \( G \), we denote by \( (\bar{\rho}, \bar{H}) \) the corresponding linear representation of its central extension \( \bar{G} \), and vice versa. This identification will be used freely.

5.1 Outline of construction

We sketch the construction of representations of \( \mathcal{G}(M) \). Suppose that the following data are given:

(i) a decomposition \( \omega : H^{2k+1}(M, \mathbb{Z}) \cong F^{2k+1} \oplus T^{2k+1} \);

(ii) a homomorphism \( \lambda : \mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)_{\mathbb{Z}} \rightarrow \mathbb{R}/\mathbb{Z} \);

(iii) a finite dimensional projective unitary representation \( (\pi, V) \) of \( T^{2k+1} \) with its cocycle \( \epsilon^{2\pi i L_M} : T^{2k+1} \times \mathbb{R}/\mathbb{Z} \rightarrow \mathbb{T} \).

We notice the following decomposition:

\[ \mathcal{G}(M) \cong (\mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)_{\mathbb{Z}}) \times d^*(A^{2k+1}(M)) \times F^{2k+1} \times T^{2k+1}. \]

Now, the construction proceeds as follows: First, we construct a representation \( (\bar{\rho}, \bar{H}) \) of the central extension of \( d^*(A^{2k+1}(M)) \) as that of the Heisenberg group. Second, we extend \( (\bar{\rho}, \bar{H}) \) to the representation \( (\bar{\rho}_\lambda, H_\lambda) \) of the central extension of \( \mathcal{G}^0(M) \cong (\mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)_{\mathbb{Z}}) \times d^*(A^{2k+1}(M)) \) by letting \( \mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)_{\mathbb{Z}} \) act on \( H = H_\lambda \) through \( \lambda \). Then, by using the representation of the subgroup \( \mathcal{G}^0(M) \) in \( \mathcal{G}_\omega(M) \), we obtain the induced representation \( (\bar{\rho}_\lambda^\omega, \mathcal{H}_\lambda^\omega) \) of \( \mathcal{G}_\omega(M) \). Finally, we define the representation \( (\bar{\rho}_\lambda^\omega, \mathcal{H}_\lambda^\omega) \) of \( \mathcal{G}(M) \cong \mathcal{G}_\omega(M) \otimes \bar{T}^{2k+1} \) to be the tensor product \( \mathcal{H}_\lambda^\omega \otimes V \).

If \( M = S^1 \), then the above decomposition of \( \mathcal{G}(S^1) \cong LT \) is

\[ LT \cong \mathbb{T} \times \{ \phi : S^1 \rightarrow \mathbb{R} | \int_{S^1} \phi(t) dt = 0 \} \times \mathbb{Z}. \]

In this case, the construction of representations sketched above coincides with that of positive energy representations of \( LT \) presented in [11, 12].
5.2 The Heisenberg group

We recall a general construction of representations of Heisenberg groups [11][13].

Let $V$ be a topological vector space over $\mathbb{R}$, and $S : V \times V \to \mathbb{R}$ a continuous skew-symmetric bilinear form which is non-degenerate in the following sense: any non-zero $v \in V$ has an element $v' \in V$ such that $S(v, v') \neq 0$. The Heisenberg group associated to $(V, S)$ is defined to be the set $\tilde{V} = V \times \mathbb{T}$ endowed with the group multiplication

$$(v, z) \cdot (v', z') = (v + v', zz' e^{iS(v, v')}).$$

By definition, $\tilde{V}$ is a central extension of $V$ by $\mathbb{T}$:

$$1 \longrightarrow \mathbb{T} \longrightarrow \tilde{V} \longrightarrow V \longrightarrow 1.$$

**Proposition 5.1 ([11]).** Let $\tilde{V}$ be the Heisenberg group associated to $(V, S)$.

(a) Suppose that a continuous complex structure $J : V \to V$ obeys:

(J1) $J$ is compatible with $S$, that is, $S(Jv, Jv') = S(v, v')$ for $v, v' \in V$;

(J2) $J$ is positive, that is, $S(Jv, v) > 0$ for $v \in V$ such that $v \neq 0$.

Then there exists a unitary representation $(\tilde{\rho}, H)$ of $\tilde{V}$ on a Hilbert space $H$ such that the center $\mathbb{T}$ acts as the scalar multiplication.

(b) The representation is continuous in the sense that $\tilde{\rho} : \tilde{V} \times H \to H$ is a continuous map.

(c) Suppose that $V$ is separable and complete with respect to the positive definite inner product $(\cdot, \cdot) : V \times V \to \mathbb{R}$ defined by $(v, v') = S(Jv, v')$. Then the representation $(\tilde{\rho}, H)$ is irreducible.

The unitary representation $(\tilde{\rho}, H)$ of $\tilde{V}$ corresponds to a projective unitary representation $(\rho, H)$ of $V$ with its cocycle $e^{iS} : V \times V \to \mathbb{T}$. We briefly explain the construction of $(\rho, H)$ described in [11].

First, we describe the representation space $H$. Let $V_{\mathbb{C}}$ be the complexification $V_{\mathbb{C}} = V \otimes \mathbb{C}$. We extend the inner product on $V$ to the Hermitian inner product $(\cdot, \cdot) : V_{\mathbb{C}} \times V_{\mathbb{C}} \to \mathbb{C}$ so as to be $\mathbb{C}$-linear in the first variable. (This convention differs from [11][13].) The $\mathbb{C}$-linear extension of $J$ provides us the decomposition $V_{\mathbb{C}} = W \oplus \overline{W}$, where $J$ acts on $W$ and $\overline{W}$ by $i$ and $-i$, respectively. To the symmetric algebra $S(W) = \bigoplus_{k \geq 0} S^k(W)$ of $W$, we introduce the Hermitian inner product $(\cdot, \cdot)$ as follows:

$$\langle w_1 \cdots w_k, w'_1 \cdots w'_k \rangle = \sum_{\sigma \in \mathfrak{S}_k} 2^{k} \langle w_{\sigma(1)}, w'_1 \rangle \cdots \langle w_{\sigma(k)}, w'_k \rangle,$$

where $\mathfrak{S}_k$ denotes the symmetric group of degree $k$. Now, the representation space $H$ is defined to be the Hilbert space $\hat{S}(W)$ obtained by completing $S(W)$.

Next, we consider a dense subspace in $H = \hat{S}(W)$. For $\xi \in W$, the sequence $(\sum_{j=0}^{n} \xi^j/j!)_{n \in \mathbb{N}}$ in $S(W)$ converges to an element in $\hat{S}(W)$, which we denote by $\epsilon_{\xi}$. Note that $\langle \epsilon_{\xi}, \epsilon_{\eta} \rangle = e^{\langle \xi, \eta \rangle}$. Note also that $\epsilon_{\xi_1}, \ldots, \epsilon_{\xi_n} \in H$ are linearly
independent, provided that $\xi_1, \ldots, \xi_n \in W$ are distinct. Let $E$ be the subspace in $\tilde{S}(W)$ generated by $\{\xi| \xi \in W\}$. The key fact is that the closure $\tilde{E}$ of $E$ coincides with $\tilde{S}(W)$.

Finally, we describe the action of $V$ on $H = \tilde{S}(W)$. For $v_+ \in W$ and $v_- \in \overline{W}$, we define the linear map $\rho(v_+ + v_-) : E \to E$ by

$$\rho(v_+ + v_-)\xi = \exp \left( -\frac{1}{2} \langle \xi, (v_+ - v_-) \rangle \right) \xi_{v_+ + v_-}.$$  

We can verify $\rho(v)\rho(v')\xi = e^{i\langle v, v' \rangle} \rho(v + v')\xi$ for $v, v' \in V_C$, so that we have a projective representation $\rho : V_C \times E \to E$. In general, the linear map $\rho(v) : E \to E$ is unbounded. However, if $v$ belongs to $V \subset V_C$, then $\rho(v) : E \to E$ is isometric. Consequently, the extension $\rho(v) : H \to H$ gives the projective unitary representation $\rho : V \times H \to H$. For $\xi \in W$ the map $\rho(\cdot)\xi : V_C \to E$ is continuous. Thus, $\rho : V \times H \to H$ gives rise to a continuous map.

### 5.3 Construction

**Lemma 5.2.** We can construct an irreducible continuous projective unitary representation $(\rho, H)$ of $d^* (A^{2k+1}(M))$ on a Hilbert space $H$ with its cocycle $e^{2\pi i S_M}$.

**Proof.** Note that the group 2-cocycle

$$S_M : d^* (A^{2k+1}(M)) \times d^* (A^{2k+1}(M)) \to \mathbb{R}/\mathbb{Z}$$

is expressed as $S_M(\nu, \nu') = \int_M \nu \wedge d\nu' \mod \mathbb{Z}$. Combining Proposition 4.1 with Proposition 5.1 we obtain a continuous projective unitary representation $(\rho, V)$ of the completion $\tilde{V}$ of $d^* (A^{2k+1}(M))$. By restricting the action of $V$, we obtain the continuous projective unitary representation of $d^* (A^{2k+1}(M))$ stated in this lemma. The representation is irreducible, since $\rho$ is continuous and $d^* (A^{2k+1}(M))$ is dense in $V$. □

As in Section 1 we put $\mathcal{X}(M) = \text{Hom} (\mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)\mathbb{Z}, \mathbb{R}/\mathbb{Z})$.

**Lemma 5.3.** For $\lambda \in \mathcal{X}(M)$, we can construct an irreducible continuous projective unitary representation $(\rho_{\lambda}, H_{\lambda})$ of $\mathcal{G}^0(M) = A^{2k}(M)/A^{2k}(M)\mathbb{Z}$ on a Hilbert space $H_{\lambda}$ with its cocycle $e^{2\pi i S_M}$.

This establishes Lemma 3.1 in Section 1.

**Proof.** We put $H_{\lambda} = H$ and define $\rho_{\lambda} : \mathcal{G}^0(M) \times H_{\lambda} \to H_{\lambda}$ by $\rho_{\lambda}(\eta, \nu) = \lambda(\eta)\rho(\nu)$ for $(\eta, \nu) \in \mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)\mathbb{Z} \times d^* (A^{2k+1}(M)) \cong \mathcal{G}^0(M)$. Then $(\rho_{\lambda}, H_{\lambda})$ gives rise to a continuous projective unitary representation with its cocycle $e^{2\pi i S_M}$, since the group 2-cocycle $S_M$ on $\mathcal{G}^0(M)$ has the expression

$$S_M((\eta, \nu), (\eta', \nu')) = \int_M \nu \wedge d\nu' \mod \mathbb{Z}.$$  

Clearly, the restriction of $(\rho_{\lambda}, H_{\lambda})$ to the subgroup $d^* (A^{2k+1}(M)) \subset \mathcal{G}^0(M)$ coincides with $(\rho, H)$. Hence $(\rho_{\lambda}, H_{\lambda})$ is irreducible. □
Lemma 5.5. We fix a decomposition \( \omega : H^{2k+1}(M,\mathbb{Z}) \cong F^{2k+1} \oplus T^{2k+1} \). For \( \lambda \in X(M) \), we define \((\bar{\rho}_\lambda, \mathcal{H}_\lambda)\) to be the unitary representation of \( \tilde{G}_\omega(M) \) induced from the unitary representation \((\bar{\rho}_\lambda, H_\lambda)\) of the subgroup \( \tilde{G}^0(M) \).

We give here a concrete description of the projective unitary representation \((\rho_\lambda, \mathcal{H}_\lambda)\). The unitary action of \( \tilde{G}^0(M) \) on \( H_\lambda \) defines the associated Hermitian vector bundle \( \tilde{G}^\omega(M) \times \bar{\rho}_\lambda H_\lambda \) over \( \tilde{G}^\omega(M)/\tilde{G}^0(M) \) equivariant under \( \tilde{G}^\omega(M) \). By definition, the representation space \( \mathcal{H}_\lambda \) consists of the square summable sections of the vector bundle. Note that \( \chi : \tilde{G}(M) \to F^{2k+1} \) induces an isomorphism of groups \( \tilde{G}(M) \to \tilde{G}^0(M) \). A choice of a splitting \( \sigma : H^{2k+1}(M,\mathbb{Z}) \to \tilde{G}(M) \) trivializes the vector bundle as follows:

\[
F^{2k+1} \times H_\lambda \to \tilde{G}(M) \times \bar{\rho}_\lambda H_\lambda, \quad (\xi, v) \mapsto [(\sigma(\xi), 1), v].
\]

Then the representation space \( \mathcal{H}_\lambda \) is the Hilbert space direct sum

\[
\mathcal{H}_\lambda = \left\{ \Phi : F^{2k+1} \to H \mid \sum_{\xi \in F^{2k+1}} \|\Phi(\xi)\|^2 < +\infty \right\},
\]
and the action of \( f \in \mathcal{G}_\omega(M) \) on \( \Phi \in \mathcal{H}_\lambda \) is

\[
(\rho_\lambda(f)\Phi)(\xi) = e^{2\pi i (S_M(\sigma(\xi), \alpha) - S_M(\sigma(c), \alpha) + 2S_M(\alpha, \sigma(\xi)))} \rho_\lambda(\alpha)\Phi(\xi - c),
\]
where \( c = \chi(f) \in F^{2k+1} \) and \( \alpha = f - \sigma(\chi(f)) \in \mathcal{G}^0(M) \). If the splitting \( \sigma \) is harmonic, then we have a simpler expression using the homomorphism \( s \) in Definition 5.4.

\[
(\rho_\lambda(s)\Phi)(\xi) = e^{2\pi i (S_M(\sigma(c), \alpha) - S_M(\sigma(c), \alpha))} \rho_\lambda(\alpha+2\pi s(\xi))\Phi(\xi - c).
\]

Lemma 5.5. The projective unitary representation of \( \mathcal{G}^0(M) \) given by the restriction of \((\rho_\lambda, \mathcal{H}_\lambda)\) is the Hilbert space direct sum \( \bigoplus_{\xi \in F^{2k+1}} H_{\lambda+2\pi(\xi)} \).

Proof. We have \((\rho_\lambda(\alpha)\Phi)(\xi) = \rho_{\lambda+2\pi(\xi)}(\alpha)\Phi(\xi)\) for \( \alpha \in \mathcal{G}^0(M) \) by Definition 5.4.

Now we construct projective representations of \( \mathcal{G}(M) \).

Definition 5.6. We suppose that the following data are given:

(i) a decomposition \( \omega : H^{2k+1}(M,\mathbb{Z}) \cong F^{2k+1} \oplus T^{2k+1} \);

(ii) a homomorphism \( \lambda \in X(M) \);

(iii) a finite dimensional projective unitary representation \((\pi, V)\) of \( T^{2k+1} \) with its cocycle \( e^{2\pi i L_M} \).

We define the projective unitary representation \((\rho_\lambda^{LV}, \mathcal{H}_\lambda^{LV})\) of \( \mathcal{G}(M) \) with its cocycle \( e^{2\pi i S_M} \) as follows: The Hilbert space \( \mathcal{H}_\lambda^{LV} \) is the algebraic tensor product \( \mathcal{H}_\lambda^{LV} = \mathcal{H}_\lambda^{\omega} \otimes V \). The action \( \rho_\lambda^{LV} : \mathcal{G}(M) \times \mathcal{H}_\lambda^{LV} \to \mathcal{H}_\lambda^{LV} \) is

\[
\rho_\lambda^{LV}(f)(\Phi \otimes v) = (\rho_\lambda^{\omega}(f - \sigma(t))\Phi) \otimes (\pi(t)v),
\]
where \( \sigma \) is a harmonic splitting compatible with \( \omega \), and \( t = \tilde{\omega} \circ \chi(f) \in T^{2k+1} \).
In the definition above, the isomorphism \( \tilde{G}(M) \cong \tilde{G}_\omega(M) \otimes \tilde{T}^{2k+1} \) in Lemma 4.10 is used. Hence \( \rho^\omega_{\lambda,V} \) is independent of the choice of \( \sigma \). We can also verify the independence directly by means of Proposition 4.6 (b).

Remark 3. Since \( V \) is finite dimensional, the algebraic tensor product \( \mathcal{H}^\omega_\lambda \otimes V \) is naturally isomorphic to the Hilbert space tensor product \( \mathcal{H}^\omega_\lambda \otimes V \), which is the completion of \( \mathcal{H}^\omega_\lambda \otimes V \) with respect to the unique inner product such that\( \langle \phi_1 \otimes v_1, \phi_2 \otimes v_2 \rangle = \langle \phi_1, \phi_2 \rangle \langle v_1, v_2 \rangle \) for elementary tensors.

Proposition 5.7. The projective unitary representation \( \mathcal{H}^\omega_\lambda \mid \mathcal{G}^0(M) \) of \( \mathcal{G}(M) \) given by restricting \( (\rho^\omega_{\lambda,V}, \mathcal{H}^\omega_\lambda) \) is

\[
\mathcal{H}^\omega_\lambda \mid \mathcal{G}^0(M) \cong \bigoplus_{\xi \in F^{2k+1}} \bigoplus_{k=0}^{\dim V} H_{\lambda+2s(\xi)}.
\]

Therefore \( (\rho^\omega_{\lambda,V}, \mathcal{H}^\omega_\lambda) \) is admissible in the sense of Definition 1.2. 

Proof. The (unitary) equivalence is clear by Lemma 5.5. Now we can readily see that \( (\rho^\omega_{\lambda,V}, \mathcal{H}^\omega_\lambda) \) is admissible, using Lemma 4.2 (a). □

6 Classification of admissible representations

In this section, we prove Theorem 1.3 in Section 1 — the classification of admissible representations of \( \mathcal{G}(M) \). For this aim, we first classify the admissible representations \( (\rho^\omega_{\lambda,V}, \mathcal{H}^\omega_\lambda) \) in Definition 5.6. We also give a condition for them to be irreducible. Then we prove that any admissible representation is equivalent to the direct sum of some \( (\rho^\omega_{\lambda,V}, \mathcal{H}^\omega_\lambda) \), by modifying the given equivalence of projective representations of \( \mathcal{G}^0(M) \).

6.1 Dependence on free part

First of all, we investigate how \( (\rho^\omega_{\lambda,V}, \mathcal{H}^\omega_\lambda) \) depends on the choice of \( \omega \).

Definition 6.1. Let \( (\pi, V) \) be a projective unitary representation of \( T^{2k+1} \) with its cocycle \( e^{2\pi iL_M} \).

(a) For a homomorphism \( \mu : T^{2k+1} \rightarrow \mathbb{R}/\mathbb{Z} \), we define the projective unitary representation \( (\pi_\mu, V_\mu) \) of \( T^{2k+1} \) with its cocycle \( e^{2\pi iL_M} \) by setting

\[
V_\mu = V, \quad \pi_\mu(t) = e^{2\pi i\mu(t)} \pi(t).
\]

(b) For homomorphisms \( \lambda \in \mathcal{X}(M) \) and \( \theta : H^{2k+1}(M, \mathbb{Z}) \rightarrow T^{2k+1} \) such that \( \theta(t) = 0 \) for \( t \in T^{2k+1} \), we define the homomorphism \( \mu : T^{2k+1} \rightarrow \mathbb{R}/\mathbb{Z} \) by \( \mu = \lambda \circ \tau \), where \( \tau : T^{2k+1} \rightarrow H^{2k}(M)/H^{2k}(M) \), is the homomorphism in Lemma 4.12 (b). We write \( (\pi_\lambda, V_\lambda) \) for \( (\pi_{\mu}, V_\mu) \).

Proposition 6.2. If \( \theta : H^{2k+1}(M, \mathbb{Z}) \rightarrow T^{2k+1} \) is a homomorphism such that \( \theta(t) = 0 \) for \( t \in T^{2k+1} \), then \( (\rho^\omega_{\lambda,V}, \mathcal{H}^\omega_\lambda) \) and \( (\rho^{\omega+\theta}_{\lambda,V}, \mathcal{H}^{\omega+\theta}_\lambda) \) are unitary equivalent.
Proof. To suppress notations, we put $\bar{\omega}' = \bar{\omega} + \theta$ and $(\pi', V') = (\pi_{(\lambda, \theta)}, V_{(\lambda, \theta)})$. A choice of harmonic splittings $\sigma$ and $\sigma'$ compatible with $\omega$ and $\omega'$ respectively provides us the following identifications of the representation spaces:

\[
\mathcal{H}_\lambda V = \{ \Phi : \text{Ker } \bar{\omega} \rightarrow H_\lambda \otimes V \mid \sum_{\xi \in \text{Ker } \bar{\omega}} \| \Phi(\xi) \|^2 < +\infty \},
\]

\[
\mathcal{H}_{\lambda, V'} = \{ \Phi' : \text{Ker } \bar{\omega}' \rightarrow H_\lambda \otimes V' \mid \sum_{\xi' \in \text{Ker } \bar{\omega}'} \| \Phi'(\xi') \|^2 < +\infty \}.
\]

We put $\tau = \sigma' - \sigma$. For $\Phi \in \mathcal{H}_\lambda V$, we define $\mathcal{F}\Phi \in \mathcal{H}_{\lambda, V'}$ to be

\[
(\mathcal{F}\Phi)(\xi') = e^{2\pi i r(\xi')} (\text{id}_{H_\lambda} \otimes \pi(\theta(\xi))) \Phi(\xi),
\]

where $\xi \in \text{Ker } \bar{\omega}$ is given by $\xi = \xi' + \theta(\xi')$ and

\[r(\xi) = -\lambda \circ \tau(\xi) - S_M(\tau(\xi), \sigma(\xi)) + \lambda \circ \tau(\theta(\xi)).\]

Using Lemma 4.8, we can check that $\mathcal{F} : \mathcal{H}_\lambda V \rightarrow \mathcal{H}_{\lambda, V'}$ is a unitary isomorphism satisfying $\rho_{\lambda, V'}(f) \circ \mathcal{F} = \mathcal{F} \circ \rho_{\lambda, V}(f)$ for all $f \in G(M)$. □

The proposition above allows us to fix a decomposition $\omega$ in studying the projective representations $(\rho_{\omega, \lambda, V}, \mathcal{H}_{\omega, \lambda, V})$.

6.2 The space of intertwiners

When (pre-)Hilbert spaces $H$ and $H'$ are given, we denote by $\text{Hom}(H, H')$ the abstract linear space of continuous (bounded) linear maps. When $H$ and $H'$ are the representation spaces of some representations of a group $G$, we denote by $\text{Hom}_G(H, H')$ the subspace consisting of $G$-equivariant maps.

We begin with a simple property of a Hilbert space direct sum.

Lemma 6.3. Let \( \{H_i\}_{i \in \mathbb{N}} \) be a sequence of Hilbert spaces. For another Hilbert space $H$, the following linear map given by the restriction is injective:

\[
\text{Hom}(\hat{\bigoplus}_{i \in \mathbb{N}} H_i, H) \rightarrow \prod_{i \in \mathbb{N}} \text{Hom}(H_i, H).
\]

Proof. The linear map factors as follows:

\[
\text{Hom}(\hat{\bigoplus}_i H_i, H) \rightarrow \text{Hom}(\bigoplus_i H_i, H) \rightarrow \prod_i \text{Hom}(H_i, H).
\]

The first map is bijective, because $\bigoplus_i H_i$ is dense in $\hat{\bigoplus}_i H_i$. The second map is obviously injective. □

Lemma 6.4. There is a monomorphism

\[
\varpi : \text{Hom}_{\hat{\mathcal{G}}(M)}(\mathcal{H}_\lambda, \mathcal{H}_\lambda V) \rightarrow \text{Hom}_{\mathcal{G}(M)}(\hat{\bigoplus}_{\xi \in \mathcal{F}^{2k+1}} H_{\lambda+2n(\xi)}, H_V).
\]
Proof. To begin with, we define the linear map $\varpi$ as follows. Recall Lemma 5.5. For $F : H^{\omega}_{\lambda} \to H^{\omega}_{\lambda}$ and $\Phi \in H^{\omega}_{\lambda}$ we express $F(\Phi) \in H^{\omega}_{\lambda} = \mathbb{C} \otimes H_{\lambda} \otimes H_{\lambda}^{\omega}$ as $F(\Phi) = \{F(\Phi)(\xi)\}_{\xi \in F^{2k+1}}$. We define $\varpi F(\Phi) \in H_{\lambda}$ to be $\varpi \overline{F}(\Phi) = F(\Phi)(0)$. We can readily see that the linear map $\overline{\varpi} : \oplus_{\xi \in F^{2k+1}} H_{\lambda} \to H_{\lambda}$ is continuous. If $\mathcal{F}$ commutes with the action of $\mathcal{G}^{\omega}(M)$, then $\overline{\varpi} \mathcal{F}$ commutes with the action of $\mathcal{G}^{\omega}(M)$. Hence the assignment $\mathcal{F} \mapsto \overline{\varpi} \mathcal{F}$ gives rise to the $\overline{\varpi}$.

Suppose that $\mathcal{F} \in \text{Hom}_{\hat{\mathcal{G}}_{\omega}(M)}(H^{\omega}_{\lambda}, H^{\omega}_{\lambda})$ is such that $\varpi \mathcal{F} = 0$. We here take a compatible harmonic splitting $\sigma$ and apply 6.5. Then we have

$$0 = \varpi F(\rho(\sigma(c)) \Phi) = (\rho(\sigma(c)) F(\Phi))(0) = e^{-2\pi i \sigma \ast S(c, c)} F(\Phi)(-c)$$

for any $\Phi \in H^{\omega}_{\lambda}$ and $c \in F^{2k+1}$. Thus $\mathcal{F} = 0$, so that $\overline{\varpi}$ is injective. \(\square\)

Lemma 6.5. If $\lambda \neq \lambda'$, then $\text{Hom}_{\hat{\mathcal{G}}_{\omega}(M)}(H_{\lambda}, H_{\lambda'}) = 0$.

Proof. Let $F : H_{\lambda} \to H_{\lambda'}$ be a continuous linear map equivariant under the action of $\mathcal{G}^{\omega}(M)$. For $\eta \in \mathbb{H}^{2k}(M) / \mathbb{H}^{2k}(M)_{\mathbb{Z}}$ and $v \in H_{\lambda}$ we have

$$0 = F(\tilde{\rho}(\eta, 1)v) - \tilde{\rho}(\eta, 1) F(v) = (e^{2\pi i \lambda(\eta)} - e^{2\pi i \lambda'(\eta)}) F(v).$$

Therefore $\lambda \neq \lambda'$ implies $F = 0$. \(\square\)

By this lemma, $(\rho_{\lambda}, H_{\lambda})$ and $(\rho_{\lambda'}, H_{\lambda'})$ are inequivalent for $\lambda \neq \lambda'$.

Proposition 6.6. We suppose that $\lambda' \neq \lambda + 2s(\xi)$ for any $\xi \in F^{2k+1}$.

(a) $\text{Hom}_{\hat{\mathcal{G}}_{\omega}(M)}(H^{\omega}_{\lambda}, H^{\omega}_{\lambda'}) = 0$.

(b) $\text{Hom}_{\hat{\mathcal{G}}_{\omega}(M)}(H^{\omega}_{\lambda}, H^{\omega}_{\lambda', V'}) = 0$ for all $(\pi, V)$ and $(\pi', V')$.

Proof. By Lemma 6.5 and 6.5 we obtain (a). If the dimensions of $V$ and $V'$ are $d$ and $d'$, respectively, then the restriction of actions induces an injection:

$$\text{Hom}_{\hat{\mathcal{G}}_{\omega}(M)}(H^{\omega}_{\lambda}, H^{\omega}_{\lambda'}) \to \bigoplus_{d' \leq d} \text{Hom}_{\hat{\mathcal{G}}_{\omega}(M)}(H^{\omega}_{\lambda}, H^{\omega}_{\lambda}).$$

Hence (a) implies (b). \(\square\)

6.3 Equivalence

The following proposition (“Schur’s lemma”) plays a pivotal role in the subsections below. The proof is postponed in Appendix.

Proposition 6.7. A unitary representation $(\rho, H)$ of a group $G$ on a Hilbert space $H$ is irreducible if and only if $\text{End}_{G}(H) = \mathbb{C} \cdot id_{H}$.

As is seen in Lemma 5.3, the unitary representation $(\tilde{\rho}_{\lambda}, H_{\lambda})$ of $\mathcal{G}^{\omega}(M)$ is irreducible. Hence $\text{End}_{\mathcal{G}^{\omega}(M)}(H_{\lambda}) \cong \mathbb{C}$.

Lemma 6.8. $\text{End}_{\hat{\mathcal{G}}_{\omega}(M)}(H^{\omega}_{\lambda}) = \mathbb{C} \cdot id_{H^{\omega}_{\lambda}}$. 
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Proof. Apparently, \( \text{End}_\mathbb{C}(H^\omega_\chi) \supset \mathbb{C} \cdot \text{id}_{H^\omega_\chi} \). On the other hand, Lemma 6.3 and 6.5 yield the injection \( \text{End}_{\tilde{\mathcal{G}}_\omega(M)}(H^\omega_\chi) \rightarrow \text{End}_{\mathcal{G}_\omega(M)}(H_\chi) \cong \mathbb{C} \). \( \square \)

**Proposition 6.9.** \( \text{Hom}_{\tilde{\mathcal{G}}_\omega(M)}(H^\omega_{\chi,V}, H^\omega_{\chi,V'}) \cong \text{Hom}_{\mathcal{G}_\omega(M)}(V, V') \).

**Proof.** The restriction of actions induces the obvious injection
\[
\text{Hom}_{\tilde{\mathcal{G}}_\omega(M)}(H^\omega_{\chi,V}, H^\omega_{\chi,V'}) \rightarrow \text{Hom}_{\tilde{\mathcal{G}}_\omega(M)}(H^\omega_{\chi,V}|_{\tilde{\mathcal{G}}_\omega(M)}, H^\omega_{\chi,V'}|_{\tilde{\mathcal{G}}_\omega(M)}).
\]
We have \( H^\omega_{\chi,V}|_{\tilde{\mathcal{G}}_\omega(M)} = H^\omega_{\chi,V} \oplus V = \oplus \dim V H^\omega_{\chi,V} \). So Lemma 6.3 leads to
\[
\text{Hom}_{\tilde{\mathcal{G}}_\omega(M)}(H^\omega_{\chi,V}|_{\tilde{\mathcal{G}}_\omega(M)}, H^\omega_{\chi,V'}|_{\tilde{\mathcal{G}}_\omega(M)}) \cong (\mathbb{C} \cdot \text{id}_{H^\omega_\chi}) \otimes \text{Hom}(V, V').
\]
We now express \( F \in \text{Hom}_{\tilde{\mathcal{G}}_\omega(M)}(H^\omega_{\chi,V}|_{\tilde{\mathcal{G}}_\omega(M)}, H^\omega_{\chi,V'}|_{\tilde{\mathcal{G}}_\omega(M)}) \) as \( F = \text{id}_{H^\omega_\chi} \otimes F' \), where \( F : V \rightarrow V' \) is a linear map. It is direct to see that: \( F \) belongs to \( \text{Hom}_{\tilde{\mathcal{G}}_\omega(M)}(H^\omega_{\chi,V}, H^\omega_{\chi,V'}) \) if and only if \( F \) belongs to \( \text{Hom}_{\mathcal{G}_\omega(M)}(V, V') \). \( \square \)

**Theorem 6.10.** There exists an equivalence between \( H^\omega_{\chi,V} \) and \( H^\omega_{\chi,V'} \) if and only if:

(i) there is an equivalence between \( (\pi, V) \) and \( (\pi', V') \); and

(ii) there is \( \xi \in F^{2k+1} \) such that \( \lambda' = \lambda + 2s(\xi) \).

**Proof.** To prove the “if” part, we take \( \xi \in F^{2k+1} \) and a compatible harmonic splitting \( \sigma \). From \( (\rho^\omega_{\chi,V}, H^\omega_{\chi,V}) \), we construct the other projective representation \( (\rho', H') \) by setting \( H' = H^\omega_{\chi,V} \) and \( \rho'(f) = \rho^\omega_{\chi,V}(\sigma(\xi))^{-1} \circ \rho^\omega_{\chi,V}(f) \circ \rho^\omega_{\chi,V}(\sigma(\xi)) \). Apparently, \( (\rho', H') \) is unitary equivalent to \( (\rho^\omega_{\chi,V}, H^\omega_{\chi,V}) \). We obtain
\[
\rho'(f) = e^{4\pi i S_M(f, \sigma(\xi))} \rho^\omega_{\chi,V}(f) = e^{4\pi i (\sigma^* S_M(x(f), \xi))} \rho^\omega_{\chi,V+2s(\xi),V}(f)
\]
by the help of (14). We can suppose that \( \sigma \) is taken such as in Lemma 5.7 (b). Then \( \rho' = \rho^\omega_{\chi+2s(\xi),V} \), so that \( H^\omega_{\chi,V} \) and \( H^\omega_{\chi+2s(\xi),V} \) are unitary equivalent. Now the “only if” part follows from Proposition 6.6 and 6.9. \( \square \)

**6.4 Irreducibility**

**Theorem 6.11.** \( (\rho^\omega_{\chi,V}, H^\omega_{\chi,V}) \) is irreducible if and only if \( (\pi, V) \) is irreducible.

**Proof.** The theorem directly follows from Proposition 5.7 and 6.9. \( \square \)

We recall here a fact in the theory of projective representations of finite groups [10]. Let \( \Gamma \) be a finite group, and \( \alpha : \Gamma \times \Gamma \rightarrow \mathbb{T} \) a group 2-cocycle. An element \( \gamma \in \Gamma \) is said to be \( \alpha \)-regular if \( \alpha(\gamma, \eta) = \alpha(\eta, \gamma) \) for all \( \eta \in \Gamma \) such that \( \gamma \eta = \eta \gamma \). It is known that the number of the equivalence classes of finite dimensional irreducible projective representations of \( \Gamma \) with their cocycle \( \alpha \) coincides with that of the \( \alpha \)-regular elements.

**Corollary 6.12.** If a decomposition \( \omega : H^{2k+1}(M, \mathbb{Z}) \cong F^{2k+1} \oplus T^{2k+1} \) is fixed, then the number of the equivalence classes of irreducible representations \( (\rho^\omega_{\chi,V}, H^\omega_{\chi,V}) \) in Definition 5.4 is \( 2^b \), where \( b = b_{2k+1}(M) \) is the Betti number and \( r \) is the number of the elements of the set \( \{ t \in H^{2k+1}(M, \mathbb{Z}) | 2t = 0 \} \).
Proof. An element \( t \in T^{2k+1} \) is\( e^{2\pi i L_M} \)-regular if and only if \( L_M(2t,c) = 0 \) for all \( c \in T^{2k+1} \). The Poincaré duality implies that: if \( L_M(t',c) = 0 \) for all \( c \in T^{2k+1} \), then we have \( t' = 0 \). Hence the number of the equivalence classes of irreducible projective representations of \( T^{2k+1} \) with their cocycle \( e^{2\pi i L_M} \) is \( r \).

Now, by Lemma 4.12 (a), we can identify the cokernel of \( 2s : F^{2k+1} \rightarrow \mathcal{X}(M) \) with \((\mathbb{Z}/2\mathbb{Z})^b\), which completes the proof. \( \square \)

6.5 Classification

In this subsection we prove Theorem 1.3 in Section 1.

To begin with, we give a characterization of representations of \( \mathcal{G}_\omega(M) \).

Lemma 6.13. Let \( \omega : H^{2k+1}(M, \mathbb{Z}) \cong F^{2k+1} \oplus T^{2k+1} \) be a decomposition. A projective representation \( \rho : \mathcal{G}_\omega(M) \times \mathcal{H} \rightarrow \mathcal{H} \) of \( \mathcal{G}_\omega(M) \) with its cocycle \( e^{2\pi i S_M(\omega)} \) is, as data, equivalent to the following projective representations:

\[
\rho_0 : \mathcal{G}^0(M) \times \mathcal{H} \rightarrow \mathcal{H}, \quad \rho_0(\alpha) \circ \rho_0(\alpha') = e^{2\pi i S_M(\alpha,\alpha')} \rho_0(\alpha + \alpha') \tag{15}
\]

\[
\rho_Z : F^{2k+1} \times \mathcal{H} \rightarrow \mathcal{H}, \quad \rho_Z(e) \circ \rho_Z(e') = e^{2\pi i \sigma^* S_M(e,e')} \rho_Z(e + e') \tag{16}
\]

satisfying the compatibility condition:

\[
\rho_0(\alpha) \circ \rho_Z(e) = e^{4\pi i S_M(\alpha,\sigma(e))} \rho_Z(e) \circ \rho_0(\alpha), \tag{17}
\]

where \( \sigma \) is a fixed harmonic splitting compatible with \( \omega \).

Proof. Recall the isomorphism \( \mathcal{G}_\omega(M) \cong \mathcal{G}^0(M) \times F^{2k+1} \) induced by \( \sigma \). Suppose that a projective representation \((\rho, \mathcal{H})\) of \( \mathcal{G}_\omega(M) \) is given. We have the projective representation \((\rho_0, \mathcal{H})\) of \( \mathcal{G}^0(M) \) by the restriction. We also have the projective representation \((\rho_Z, \mathcal{H})\) of \( F^{2k+1} \) by setting \( \rho_Z(e) = \rho(\sigma(e)) \). Then (17) is clear. Conversely, if we put \( \rho(\alpha + \sigma(e)) = e^{2\pi i S_M(\alpha,\sigma(e))} \rho_0(\alpha) \circ \rho_Z(e) \), then we recover \((\rho, \mathcal{H})\) form \( \rho_0 \) and \( \rho_Z \). \( \square \)

Now, we start the proof of Theorem 1.3. Let \((\rho, \mathcal{H})\) be an admissible representation. By definition, there is an equivalence of representations of \( \mathcal{G}^0(M) \):

\[
\theta : \bigoplus_{\lambda \in \mathcal{X}(M)} \mathcal{V}(\lambda) \longrightarrow \mathcal{H}|_{\mathcal{G}^0(M)},
\]

where we put \( \mathcal{V}(\lambda) = \oplus_1^m(\lambda) H_\lambda = H_\lambda \otimes \mathbb{C}^m(\lambda) \) to suppress notations. By virtue of Proposition 4.10, we can assume that \( \theta \) is a unitary equivalence. This unitary map induces the projective unitary representation

\[
\rho^\theta : \mathcal{G}(M) \times \bigoplus_{\lambda \in \mathcal{X}(M)} \mathcal{V}(\lambda) \longrightarrow \bigoplus_{\lambda \in \mathcal{X}(M)} \mathcal{V}(\lambda)
\]

by \( \rho^\theta(f) = \theta^{-1} \circ \rho(f) \circ \theta \). We take and fix a decomposition \( \omega : H^{2k+1}(M, \mathbb{Z}) \cong F^{2k+1} \oplus T^{2k+1} \) and a compatible harmonic splitting \( \sigma : H^{2k+1}(M, \mathbb{Z}) \rightarrow \mathcal{G}(M) \).
Lemma 6.14. For \( e \in F^{2k+1} \), \( \rho^\theta(\sigma(e)) \) restricts to a unitary isomorphism
\[
\rho^\theta(\sigma(e)) : \mathcal{V}(\lambda) \rightarrow \mathcal{V}(\lambda + 2s(e)).
\]
Thus, \( m(\lambda) = m(\lambda + 2s(e)) \) for \( \lambda \in \mathcal{X}(M) \) and \( e \in F^{2k+1} \).

Proof. Since \( \mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)_\mathbb{Z} \subset \mathcal{G}^0(M) \) acts on \( \mathcal{V}(\lambda) \) via \( \lambda \), the subspaces \( \mathcal{V}(\lambda) \) and \( \mathcal{V}(\lambda') \) are orthogonal for \( \lambda \neq \lambda' \). So, if the action of \( \eta \in \mathbb{H}^{2k}(M)/\mathbb{H}^{2k}(M)_\mathbb{Z} \) on an element \( \phi \in \mathcal{V}(\lambda) \) is the scalar multiplication of \( e^{2\pi i \lambda'(\eta)} \), then \( \phi \in \mathcal{V}(\lambda') \). Now, for \( \phi \in \mathcal{V}(\lambda) \), the action of \( \eta \) on \( \rho^\theta(\sigma(e))\phi \) is the scalar multiplication of \( e^{2\pi i (\lambda + 2s(e))} \), because \( \theta \) commutes with the action of \( \eta \). Hence \( \rho^\theta(\sigma(e))\phi \in \mathcal{V}(\lambda + 2s(e)) \), which leads to the lemma.

Now, let \( \lambda_i \in \mathcal{X}(M), (i = 1, \ldots, 2^b) \) be such that: \( i \neq j \) implies \( |\lambda_i| \neq |\lambda_j| \) in Coker\( \{ F_{2k+1} \rightarrow \mathcal{X}(M) \} \). Renumbering \( \lambda_i \) such that \( m(\lambda_i) > 0 \), we obtain a subset \( \{ \lambda_1, \ldots, \lambda_N \} \subset \mathcal{X}(M) \) with \( N \leq 2^b \). Then we can write:
\[
\bigoplus_{\lambda \in \mathcal{X}(M)} \mathcal{V}(\lambda) = \bigoplus_{i=1}^N \bigoplus_{\xi \in F^{2k+1}} \mathcal{V}(\lambda_i + 2s(\xi)).
\]

By Lemma 6.13 and 6.14, each subspace \( \bigoplus_{\xi \in F^{2k+1}} \mathcal{V}(\lambda_i + 2s(\xi)) \) is invariant under the action of \( \mathcal{G}_\omega(M) \) through \( \rho^\theta \). By Lemma 6.14, we also have:
\[
\bigoplus_{\xi \in F^{2k+1}} \mathcal{V}(\lambda_i + 2s(\xi)) = \bigoplus_{\xi \in F^{2k+1}} H_{\lambda_i + 2s(\xi)} \otimes \mathbb{C}^{m_i} = H_{\lambda_i} |_{\rho^\theta(\sigma(e))} \otimes \mathbb{C}^{m_i},
\]
where we put \( m_i = m(\lambda_i) \). Namely, \( \mathcal{G}_\omega(M) \) also acts on \( \bigoplus_{\xi \in F^{2k+1}} \mathcal{V}(\lambda_i + 2s(\xi)) \) through \( \rho^\theta \otimes id_{\mathbb{C}^{m_i}} \). As a result, there are two actions of \( \mathcal{G}_\omega(M) \) on the same vector space. We know that these actions coincide on the subgroup \( \mathcal{G}^0(M) \). The difference on \( F^{2k+1} \) is expressed as follows:

Proposition 6.15. There are unitary matrices \( t_\xi^e \in U(m_i), (\xi \in F^{2k+1}) \) which make the following diagram commutative for all \( e \in F^{2k+1} \):
\[
\begin{array}{ccc}
H_{\lambda_i + 2s(e)} \otimes \mathbb{C}^{m_i} & \xrightarrow{id_{H_{\lambda_i} + 2s(e)} \otimes t_\xi^e} & H_{\lambda_i + 2s(e)} \otimes \mathbb{C}^{m_i} \\
\rho^\theta(\sigma(e)) \otimes id_{\mathbb{C}^{m_i}} & \xrightarrow{id_{H_{\lambda_i} + 2s(e)} \otimes t_{\xi + e}} & H_{\lambda_i + 2s(e + \xi)} \otimes \mathbb{C}^{m_i} \\
\end{array}
\]

Proof. By Lemma 6.14, the restriction of \( \rho^\theta(\sigma(e)) \) provides the unitary isomorphism \( H_{\lambda_i + 2s(e)} \otimes \mathbb{C}^{m_i} \rightarrow H_{\lambda_i + 2s(e + \xi)} \otimes \mathbb{C}^{m_i} \). By (13), we also have the unitary isomorphism \( \rho^\theta(\sigma(e)) \otimes id_{\mathbb{C}^{m_i}} : H_{\lambda_i + 2s(e)} \otimes \mathbb{C}^{m_i} \rightarrow H_{\lambda_i + 2s(e + \xi)} \otimes \mathbb{C}^{m_i} \). The unitary automorphism
\[
(\rho^\theta(\sigma(e)) \otimes id_{\mathbb{C}^{m_i}})^{-1} \circ \rho^\theta(\sigma(e)) : H_{\lambda_i + 2s(e)} \otimes \mathbb{C}^{m_i} \rightarrow H_{\lambda_i + 2s(e)} \otimes \mathbb{C}^{m_i}
\]
commutes with the action of $G(M)$. Recall that $H_{\lambda_i}$ is irreducible. Thus, by Proposition 6.15 there is a unitary matrix $u_\xi^i(e) \in U(m_i)$ which makes the following diagram commutative:

$$
\begin{array}{ccc}
H_{\lambda_i + 2s(\xi)} \otimes \mathbb{C}^{m_i} & \xrightarrow{\rho^\theta(\sigma(e))} & H_{\lambda_i + 2s(\xi)} \otimes \mathbb{C}^{m_i} \\
H_{\lambda_i + 2s(\xi_e)} \otimes \mathbb{C}^{m_i} & \xrightarrow{\rho^\theta(\sigma(e)) \circ u_\xi^i(e)} & H_{\lambda_i + 2s(\xi_e)} \otimes \mathbb{C}^{m_i}.
\end{array}
$$

Since $\rho^\theta(\sigma(e))$ and $\rho^\theta_{\lambda_i}(\sigma(e))$ satisfy the relation in (16), we obtain:

$$
u_\xi^i(e + e') = u_\xi^i(e)u_\xi^i(e'). \quad (\xi, e, e' \in F^{2k+1})$$

Now, we define $t_\xi^i \in U(m_i)$ to be $t_\xi^i = u_\xi^i(\xi)$. Then the formula above gives $t_{\xi + \xi}^i = u_\xi^i(e)t_\xi^i$ for $\xi, e \in F^{2k+1}$, so the proposition is proved.

**Corollary 6.16.** There exists a unitary equivalence of projective representations of $G_\omega(M)$:

$$
\Theta : \bigoplus_{i=1}^N (H^\omega_{\lambda_i} \otimes \mathbb{C}^{m_i}) \longrightarrow \mathcal{H}|_{G_\omega(M)}.
$$

**Proof.** The unitary matrices $t_\xi^i$ in Proposition 6.15 give the isometric map

$$
\bigoplus_{\xi \in F^{2k+1}} (id_{H_{\lambda_i + 2s(\xi)}} \otimes t_\xi^i) : \bigoplus_{\xi \in F^{2k+1}} H_{\lambda_i + 2s(\xi)} \otimes \mathbb{C}^{m_i} \longrightarrow \bigoplus_{\xi \in F^{2k+1}} H_{\lambda_i + 2s(\xi)} \otimes \mathbb{C}^{m_i}.
$$

This extends to the unitary isomorphism:

$$
\mathcal{F}^i : \bigoplus_{\xi \in F^{2k+1}} V(\lambda_i + 2s(\xi)) \longrightarrow \bigoplus_{\xi \in F^{2k+1}} V(\lambda_i + 2s(\xi))
$$

such that $\mathcal{F}^i \circ (\rho^\omega_{\lambda_i}(f) \otimes id_{\mathbb{C}^{m_i}}) = \rho^\theta(f) \circ \mathcal{F}^i$ for $f \in G_\omega(M)$. So the unitary equivalence $\Theta$ in this corollary is given by $\Theta = \theta \circ (\mathcal{F}^1 \oplus \cdots \oplus \mathcal{F}^N)$.

**Theorem 6.17.** There are projective unitary representations $(\pi_i, V_i)$ of $T^{2k+1}$ with their cocycle $e^{2\pi iL_{\lambda_i}}$ and a unitary equivalence of projective representations of $G(M)$:

$$
\Theta : \bigoplus_{i=1}^N H^\omega_{\lambda_i, V_i} \longrightarrow \mathcal{H}.
$$

**Proof.** By Lemma 6.8 we have:

$$
\text{End}_{G_\omega(M)}(\bigoplus_{i=1}^N H^\omega_{\lambda_i} \otimes \mathbb{C}^{m_i}) \cong \bigoplus_{i=1}^N (\mathbb{C} \cdot \text{id}_{H^\omega_{\lambda_i}}) \otimes \text{End}(\mathbb{C}^{m_i}).
$$

The actions of $G_\omega(M)$ and $T^{2k+1}$ on $\mathcal{H}$ commute with each other by means of Lemma 6.10. Since $\Theta$ in Corollary 6.16 is compatible with the action of $G_\omega(M)$, there are, for $t \in T^{2k+1}$, unitary matrices $\pi_i(t) \in U(m_i)$ such that:

$$
\Theta^{-1} \circ \rho(t) \circ \Theta = \bigoplus_{i=1}^N (\text{id}_{H^\omega_{\lambda_i}} \otimes \pi_i(t)).
$$
If we put $V_i = C^{m_i}$, then $(\pi_i, V_i)$ is a projective unitary representation of $T^{2k+1}$ with its cocycle $\epsilon^{2\pi i L M}$. It is now direct to see that $\Theta$ gives rise to the unitary equivalence stated in the present theorem. 

We complete the proof of Theorem 1.4 by a finite dimensional projective representation of $T^{2k+1}$ is completely reducible. The irreducible decomposition of $(\pi, V)$ induces that of $H^\omega_{\lambda, V}$ by Theorem 6.11. Hence Theorem 6.17 leads to Theorem 1.3(a). Now Theorem 1.3(b) follows from Corollary 6.12.

Remark 4. For a positive integer $\ell$, we can also prove Lemma 7.1 with $\epsilon^{2\pi i S M}$ replaced by $\epsilon^{2\pi i S M}$ in the same manner. So we can introduce the notion of admissible representations of $G(M)$ of level $\ell$ by the same replacement in Definition 1.3. Almost the same argument leads to a classification similar to Theorem 1.3. The difference is that the number of the equivalence classes of irreducible admissible representations of level $\ell$ is $(2\ell)^r$, where $b = b_{2k+1}(M)$ is the Betti number, and $r$ is the number of the elements of the finite set

$$\{ t \in H^{2k+1}(M, \mathbb{Z}) | 2\ell \cdot t = 0 \}.$$ 

Note that, as in the case of $\ell = 1$, admissible representations of $G(S^1)$ of level $\ell$ give rise to positive energy representations of $L_T$ of level $2\ell$.

7 Properties of admissible representations

This section is devoted to the proof of Theorem 1.4. Because of Theorem 6.17, it is enough to verify the properties for $(\rho^\omega_{\lambda, V}, H^\omega_{\lambda, V})$. So $\omega$, $\lambda$ and $(\pi, V)$ are fixed in this section.

7.1 Continuity

We prove that the map $\rho^\omega_{\lambda, V} : G(M) \times H^\omega_{\lambda, V} \to H^\omega_{\lambda, V}$ is continuous. For this aim, we remark the following fact, which can be seen readily: let $G$ be a topological group, and $(\rho, H)$ a (projective) unitary representation of $G$ on a Hilbert space. Then $\rho : G \times H \to H$ is continuous, if and only if $\rho(\cdot)\phi : G \to H$ is continuous for each $\phi \in H$.

Lemma 7.1. The map $\rho^\omega_{\lambda, V} : G_{\omega}(M) \times H^\omega_{\lambda, V} \to H^\omega_{\lambda, V}$ is continuous.

Proof. First, we show that $\rho^\omega_{\lambda, V}|_{G^0(M)}(\cdot)\phi : G^0(M) \to H^\omega_{\lambda, V}$ is continuous for each $\phi \in H^\omega_{\lambda, V}$. Since $H^\omega_{\lambda, V}$ is the completion of $\bigoplus_{\xi \in F^{2k+1}} H^{\lambda+2s(\xi)}$, it is enough to consider the case of $\phi \in \bigoplus_{\xi \in F^{2k+1}} H^{\lambda+2s(\xi)}$. Then we can express $\phi$ as a finite sum $\phi = \phi_1 + \cdots + \phi_N$, where $\phi_i \in H^{\lambda+2s(\xi)}$ for some $\xi_1, \ldots, \xi_N \in F^{2k+1}$. Thus $\rho^\omega_{\lambda, V}|_{G^0(M)}(\cdot)\phi$ factors through $\bigoplus_{i=1}^N H^{\lambda+2s(\xi_i)}$, and is continuous by Lemma 5.3. For $F^{2k+1}$ has the discrete topology, $\rho^\omega_{\lambda}(\cdot)\sigma : F^{2k+1} \to H^\omega_{\lambda}$ is clearly continuous, where $\sigma$ is a harmonic splitting compatible with $\omega$. As is shown in Proposition 3.2, the group 2-cocycle $S_M$ is also continuous. Hence Lemma 6.13 implies that $\rho^\omega_{\lambda}(\cdot)\phi : G_{\omega}(M) \to H^\omega_{\lambda}$ is continuous. Now, the remark at the beginning of this subsection completes the proof. 
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Theorem 7.2. The map \( \rho_{\lambda,V}^\omega : \mathcal{G}(M) \times \mathcal{H}_V^\lambda \to \mathcal{H}_V^\lambda \) is continuous.

Proof. It suffices to prove the continuity of \( \rho_{\lambda,V}^\omega (\cdot) \phi : \mathcal{G}(M) \to \mathcal{H}_V^\lambda \) for each \( \phi \in \mathcal{H}_V^\lambda \). This amounts to proving that the maps \( \rho_{\lambda,V}^\omega (\cdot) \phi : \mathcal{G}(M) \to \mathcal{H}_V^\lambda \) and \( \rho_{\lambda,V}^\omega (\sigma(\cdot)) \phi : T^{2k+1} \to \mathcal{H}_V^\lambda \) are continuous for a harmonic splitting \( \sigma \) compatible with \( \omega \), because \( S_M \) is continuous. The former is continuous by Lemma 7.1, and so is the latter, because \( T^{2k+1} \) has the discrete topology. \( \square \)

7.2 Complexification

As in [6], we denote by \( \mathcal{G}(M)_C \) the \((2k+1)\)th hypercohomology group of the complex of sheaves:

\[
\mathbb{Z} \rightarrow \mathbb{A}^0_{M,C} \xrightarrow{d} \mathbb{A}^1_{M,C} \xrightarrow{d} \cdots \xrightarrow{d} \mathbb{A}^{2k}_{M,C} \rightarrow 0 \rightarrow \cdots,
\]

where \( \mathbb{A}^q_{M,C} \) is the sheaf of germs of \( \mathbb{C} \)-valued \( q \)-forms on \( M \). We can think of \( \mathcal{G}(M)_C \) as a “complexification” of \( \mathcal{G}(M) \). For example, if \( M = S^1 \), then \( \mathcal{G}(S^1)_C \cong LC^* \), which is a complexification of \( LT \).

The properties of \( \mathcal{G}(M) \) summarized in Section 3 hold for \( \mathcal{G}(M)_C \) under appropriate modifications, so that we have the natural exact sequence:

\[
0 \rightarrow A^{2k}(M, \mathbb{C})/A^{2k}(M, \mathbb{C}) \mathbb{Z} \rightarrow \mathcal{G}(M)_C \rightarrow H^{2k}(M, \mathbb{Z}) \rightarrow 0, \tag{18}
\]

where \( A^{2k}(M, \mathbb{C}) \) is the group of \( \mathbb{C} \)-valued \( 2k \)-forms on \( M \), and \( A^{2k}(M, \mathbb{C}) \mathbb{Z} \) is the subgroup consisting of closed integral ones. The cup product and the integration yield the group 2-cocycle \( S_M : \mathcal{G}(M)_C \times \mathcal{G}(M)_C \to \mathbb{C}/\mathbb{Z} \). For \( \alpha, \beta \in \mathcal{G}^0(M)_C = A^{2k}(M, \mathbb{C})/A^{2k}(M, \mathbb{C}) \mathbb{Z} \), we also have \( S_M(\alpha, \beta) = \int_M \alpha \wedge d\beta \mod \mathbb{Z} \).

Since \( A^{2k}(M, \mathbb{C}) = A^{2k}(M) \otimes \mathbb{C} \), the results in Section 3 also hold for \( \mathcal{G}(M)_C \) under appropriate modifications: we have the isomorphism of topological groups

\[
\mathcal{G}^0(M)_C \cong (\mathbb{H}^{2k}(M, \mathbb{C})/\mathbb{H}^{2k}(M, \mathbb{C}) \mathbb{Z}) \times d^*(A^{2k+1}(M, \mathbb{C})),
\]

where \( \mathbb{H}^{2k}(M, \mathbb{C}) \) denotes the group of \( \mathbb{C} \)-valued harmonic \( 2k \)-forms on \( M \), and \( \mathbb{H}^{2k}(M, \mathbb{C}) \mathbb{Z} = \mathbb{H}^{2k}(M, \mathbb{C}) \cap A^{2k}(M, \mathbb{C}) \). Composing a harmonic splitting of \( \mathcal{G}(M)_C \) with the inclusion \( \mathcal{G}(M) \to \mathcal{G}(M)_C \), we get a harmonic splitting of \( \mathcal{G}(M)_C \). Hence we can make \( \mathcal{G}(M)_C \) into a topological group such that \( S_M \) is continuous.

The properties of harmonic splittings of \( \mathcal{G}(M)_C \) in Section 3 are carried to that of \( \mathcal{G}(M)_C \) straightly. In particular, if a decomposition \( \omega \) is fixed, then there is a canonical isomorphism \( \mathcal{G}(M)_C \cong \mathcal{G}^\omega(M)_C \times T^{2k+1} \).

Lemma 7.3. There is an invariant dense subspace \( E_\lambda \subset H_\lambda \) such that:

(i) \( (\rho_\lambda, E_\lambda) \) extends to a projective representation of \( \mathcal{G}^0(M)_C \);

(ii) the map \( \rho_\lambda(\cdot) \phi : \mathcal{G}^0(M)_C \to E_\lambda \) is continuous for \( \phi \in E_\lambda \).

Proof. Recall Subsection 5.2 and Lemma 5.2, we have the dense subspace \( E \subset H = \hat{S}(W) \) and the projective representation \( \rho : V_C \times E \to E \) whose restriction \( \rho : V \times E \to E \) extends to the projective unitary representation \( \rho : V \times H \to H \).
Thus, if we put $E_\lambda = E$, then $E_\lambda$ is clearly invariant under $G^0(M)$. Note
that $V_C$ is the completion of $d^*(A^{2k+1}(M,\mathbb{C}))$, and $\lambda \in \mathcal{A}(M)$ extends to a
homomorphism $\mathbb{H}^{2k}(M,\mathbb{C})/\mathbb{H}^{2k}(M,\mathbb{C})_Z \to \mathbb{C}/\mathbb{Z}$. Hence we can extend $\rho_\lambda : G^0(M) \times E_\lambda \to E_\lambda$ to a projective representation $\rho_\lambda : G^0(M)_C \times E_\lambda \to E_\lambda$. Since $\rho(\cdot) \phi : V_C \to E$ is continuous, so is $\rho(\cdot) \phi : G^0(M)_C \to E_\lambda$.

Lemma 7.4. There is an invariant dense subspace $\mathcal{E}_X^\omega \subset \mathcal{H}_X^\omega$ such that:

(i) $(\rho_\lambda^0, \mathcal{E}_X^\omega)$ extends to a projective representation of $G_\omega(M)_C$;
(ii) the map $\rho_\lambda^0(\cdot) \phi : G_\omega(M)_C \to \mathcal{E}_X^\omega$ is continuous for $\phi \in \mathcal{E}_X^\omega$.

Proof. By means of the expression (13), the subspace $\mathcal{E}_X^\omega = \oplus_{\xi \in F^{2k+1}} \mathcal{E}_{\lambda,2s}(\xi)$
is dense in $\mathcal{H}_X^\omega$. We can see that the subspace is invariant under the action of $G_\omega(M)$ by the help of the formula (14). The formula and Lemma 7.3 lead to (i). We can show (ii) in the same way as Lemma 7.4.

Theorem 7.5. There is an invariant dense subspace $\mathcal{E}_X^\omega \subset \mathcal{H}_X^\omega$ such that:

(i) $(\rho_\lambda^0, \mathcal{E}_X^\omega)$ extends to a projective representation of $G(M)_C$;
(ii) the map $\rho_\lambda^0(\cdot) \phi : G(M)_C \to \mathcal{E}_X^\omega$ is continuous for $\phi \in \mathcal{E}_X^\omega$.

Proof. The invariant dense subspace is given by $\mathcal{E}_{\lambda, V}^\omega = \mathcal{E}_X^\omega \otimes V$. Then (i) and (ii) follow from Lemma 7.4.

A Schur’s lemma

In this appendix, we show some general properties of representations on Hilbert spaces. First, we prove Proposition 6.3 ("Schur’s lemma"):

Proposition A.1. Let $(\rho, H)$ be a unitary representation of a group $G$ on a
Hilbert space $H$.

(a) If $\text{End}_G(H) = \mathbb{C} \cdot \text{id}_H$, then $(\rho, H)$ is irreducible.
(b) Conversely, if $(\rho, H)$ is irreducible, then $\text{End}_G(H) = \mathbb{C} \cdot \text{id}_H$.

As in the main text, we mean by irreducible that $H$ contains no non-trivial invariant closed subspace.

The proof of Proposition A.1. Assume that $H$ contains a non-trivial invariant closed subspace $E$. By the projection theorem (14, 16), we obtain the orthogonal decomposition $H = E \oplus E^\perp$, where $E^\perp$ is the orthogonal complement:

$$E^\perp = \{ v \in H \mid (v, w) = 0 \text{ for } w \in E \}.$$ 

Let $P, P^\perp \in \text{End}(H)$ be the orthogonal projections onto $E$ and $E^\perp$, respectively. Since $E^\perp$ as well as $E$ is an invariant subspace, both $P$ and $P^\perp$ commute with the action of $G$, that is, $P, P^\perp \in \text{End}_G(H)$. By the assumption, $E$ and $E^\perp$ are non-trivial subspaces. Hence we have $P, P^\perp \notin \mathbb{C} \cdot \text{id}_H$, so that $\text{End}_G(H) \supsetneq \mathbb{C} \cdot \text{id}_H$.
Then, by virtue of the properties (19) – (21), there uniquely exist $s$
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Then each $E$
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The proof of Proposition A.1 (b).

Let $A$

and resolutions of the identity $\{E(\lambda)\}_{\lambda \in \mathbb{R}}$

by the relation

$$(Av, v) = \int \lambda d(E(\lambda)v, v). \quad (v \in \mathcal{H})$$

For example, the multiplication of $c \in \mathbb{R}$ defines the self-adjoint operator $A = c \cdot \text{id}_{\mathcal{H}}$. The resolution of the identity $\{E(\lambda)\}$ corresponding to $A$ is

$$E(\lambda) = \begin{cases} 
\text{id}_{\mathcal{H}}, & (\lambda \geq c) \\
0, & (\lambda < c)
\end{cases}$$

(23)

The proof of Proposition A.1 (b). Notice that any $F \in \text{End}(\mathcal{H})$ admits the decomposition $F = \text{Re}F + i\text{Im}F$, where $\text{Re}F$ and $\text{Im}F$ are the self-adjoint operators given by

$$\text{Re}F = \frac{1}{2}(F + F^*), \quad \text{Im}F = \frac{1}{2i}(F - F^*).$$

If $F$ commutes with the action of $G$, then so do $\text{Re}F$ and $\text{Im}F$. Thus, under the assumption in (b), it suffices to prove that: if $A \in \text{End}_G(\mathcal{H})$ is self-adjoint, then $A = c \cdot \text{id}_{\mathcal{H}}$ for some $c \in \mathbb{R}$.

Let $\{E_A(\lambda)\}$ denote the resolution of the identity corresponding to $A$ above. Then each $E_A(\lambda)$ also commutes with the action of $G$: to see this, we put $E_A(\lambda) = \rho(g)^{-1}E_A(\lambda)\rho(g)$ for $g \in G$ fixed. We write $A'$ for the self-adjoint operator corresponding to the resolution of the identity $\{E'(\lambda)\}$. Since $\rho(g)$ is unitary, we have $(E'(\lambda)v, v) = (E_A(\lambda)\rho(g)v, \rho(g)v)$. Thus (22) yields

$$(A'v, v) = \int \lambda d(E'(\lambda)v, v)$$

$$= \int \lambda d(E_A(\lambda)\rho(g)v, \rho(g)v) = (A\rho(g)v, \rho(g)v) = (Av, v).$$

Hence $A = A'$ and $E_A(\lambda) = E'(\lambda) = \rho(g)^{-1}E_A(\lambda)\rho(g)$.

Because of this commutativity, the closed subspaces in $\mathcal{H}$ given as the kernel and the range of $E_A(\lambda)$ are invariant under the action of $G$. Now, by the irreducibility of $\mathcal{H}$, these subspaces are $\{0\}$ or $\mathcal{H}$, so that $E_A(\lambda) = 0$ or $\text{id}_{\mathcal{H}}$. Then, by virtue of the properties (19) – (21), there uniquely exists $c \in \mathbb{R}$ that allows us to express $E_A(\lambda)$ as in (23). Therefore $A = c \cdot \text{id}_{\mathcal{H}}$ as claimed.

31
Proposition A.3. Let \((\rho_1, \mathcal{H}_1)\) and \((\rho_2, \mathcal{H}_2)\) be unitary representations of a group \(G\) on Hilbert spaces. If there exists an equivalence between \(\mathcal{H}_1\) and \(\mathcal{H}_2\), then there also exists a unitary equivalence between them.

Proof. We write \((\ , \ )_1\) and \((\ , \ )_2\) for the positive definite inner products on \(\mathcal{H}_1\) and \(\mathcal{H}_2\), respectively. Suppose that \(\theta : \mathcal{H}_1 \to \mathcal{H}_2\) is an equivalence of the unitary representations. Let \((\ , \ )'_1\) be the positive definite inner product on \(\mathcal{H}_1\) given by \((v, w)'_1 = (\theta v, \theta w)_2\). Since \(\theta\) is an isomorphism, the inner products \((\ , \ )_1\) and \((\ , \ )'_1\) induce equivalent norms on \(\mathcal{H}_1\). For \(w \in \mathcal{H}_1\), we have the bounded operator \((\cdot, w)_1 : \mathcal{H}_1 \to \mathcal{H}_1\). Thus, applying the Riesz representation theorem \([12, 17]\) to the Hilbert space \((\mathcal{H}_1, (\ , \ )'_1)\), we obtain the bounded operator \(A : \mathcal{H}_1 \to \mathcal{H}_1\) such that \((v, Aw)'_1 = (v, w)_1\). We can readily see that \(A\) is self-adjoint with respect to \((\ , \ )'_1\). Moreover, \(A\) is invertible, positive and compatible with the action of \(G\). Notice that 0 does not belong to the spectrum \(\sigma(A)\) by the positivity. Thus, as the functional calculus, we obtain the invertible self-adjoint bounded operator \(\sqrt{A} : \mathcal{H}_1 \to \mathcal{H}_1\). In terms of the resolution of the identity \(\{E_A(\lambda)\}\) corresponding to \(A\), we can express \(\sqrt{A}\) as

\[
(v, \sqrt{A}w)'_1 = \int \sqrt{\lambda} d(E_A(\lambda)v, w)'_1.
\]

Because \(A\) is compatible with the action of \(G\), so is each \(E_A\). Hence \(\sqrt{A}\) is also compatible with the action of \(G\). For \(v, w \in \mathcal{H}_1\) we have

\[
(\theta \sqrt{A}v, \theta \sqrt{A}w)_2 = (\sqrt{A}v, \sqrt{A}w)'_1 = (v, Aw)'_1 = (v, w)_1.
\]

Thus \(\theta \circ \sqrt{A} : \mathcal{H}_1 \to \mathcal{H}_2\) is a unitary equivalence.
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