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Abstract: Illegally filmed images, the sharing of non-consensually filmed images over social media, and the secret recording and distribution of celebrity images are increasing. To catch distributors of illegally filmed images, many investigation techniques based on an analysis of the file attribute information of the original images have been introduced. As forensic science advances, various types of anti-forensic technologies are being produced, requiring investigators to open and analyze all videos from the suspect’s storage devices, raising the question of the invasion of privacy during the investigation. The suspect can even file a lawsuit, which makes issuing a warrant and conducting an investigation difficult. Thus, it is necessary to detect the original and manipulated images without needing to directly go through multiple videos. We propose an optimization analysis and detection method for extracting original and manipulated images from seized devices of suspects. In addition, to increase the detection rate of both original and manipulated images, we suggest a precise measurement approach for comparative thresholds. Thus, the proposed method is a new digital forensic methodology for comparing and identifying original and manipulated images accurately without the need for opening videos individually in a suspect’s mobile device.
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1. Introduction

The illegal filming of videos is increasing [1–3]. This means that “digital sex crimes” are rampant regardless of the popularity or occupation of the victim [4,5]. According to the 2018 statistics of the Korean National Police Agency, nearly 16.2 cases of illegal filming occur each day, and the number of people arrested for illegal filming and distribution has been increasing annually. Most illegal filming cases involve the use of smartphones [6]. Illegally filmed images are distributed over social media, which support easy uploading and sharing. This indicates that digital sex crimes are more socially common than people realize. It also means that uploading and sharing illegally filmed images in SNS (Social Network Service) chat rooms without compunction is rampant within society. When images filmed illegally through smartphones are distributed over social media, victims experience a violation of their human rights and find it tough to live a normal life. To minimize these consequences, it is necessary to detect and remove distributed images as quickly as possible. Many studies have been conducted on the investigation method to detect illegal distribution of videos. However, various anti-forensic techniques have also been evolving to keep up in the competition. When a criminal suspect maliciously edits an original video or creates clip videos, the file type and hash value of the video is changed, denying the universal forensic of using hash value. In particular, if a suspect distributes illegal videos on SNS, the size of the file is limited and inevitably edited. Eventually, we find that the method of analysis by comparing hash values in edited video files has limitations in accuracy. Despite this, not much research is done on resolving this issue. The only way available...
for the time being is to manually watch numerous videos one by one, which causes many problems. One of them is the lack of human resource and time to watch multiple videos. In addition, considering smartphones contain volumes of personal information, it is not easy to seize and investigate such devices due to privacy invasion concerns. Victims’ secondary damage also needs to be taken into consideration. Therefore, a method for detecting original and manipulated images without opening multiple videos directly is required. This paper proposes an image extraction methodology for identifying all original and manipulated images through optimal forensics applied to the suspect’s mobile device, without the need to open the videos individually. With the proposed method, the original and manipulated images are cropped in a frame unit, and the similarity between the original and manipulated images is analyzed using a histogram. The proposed method is capable of checking whether two images are the same and detecting images optimally to cope with increased crime. The contributions of the present study are as follows:

- First, the proposed method shortens the investigation time. The distribution of original videos is detected using hash values. However, to detect manipulated images and videos, going through massive volumes of images one by one is unavoidable. Our proposed method is capable of optimally cropping a video into the unit of an image and detecting both original and manipulated videos more quickly than the manual methods.

- Second, it makes it possible to avoid the limitations imposed by search and seizure laws. Because smartphones may include a lot of personal information, it is difficult to obtain search and seizure warrants for them. With the proposed method, we compare the similarity of histogram information among comparison images without checking the video files identified individually during device scanning.

This paper comprises the following: Section 2 describes related studies on image similarity comparison algorithms and an optimal comparison between images. In Section 3, the overall process of this study and the proposed method are described. In Section 4, the experimental environment and scenario-based experiments and results are described. Finally, in Section 5, we provide some concluding remarks.

2. Related Work

2.1. Hash-Based Search

Searching for files using hash values is one of the most typical investigative methods in forensics. Related studies [7–10] have focused on fast file searches based on hash values. Simson et al. [7] suggested the HASH-SETS algorithm to determine whether a particular file exists and the HASH-RUNS algorithm for reassembling files through a file block hash database. Both algorithms solve the problem of non-verification blocks and provide the results for analyzers who find target data in the searched media. However, if an encrypted file system is included in the media, these algorithms need to decrypt the file system first to access unencrypted blocks. In terms of forensic identification, Joel et al. [8] and three others proposed a sector hash for target file detection, which is aimed at finding individual file blocks in disk sectors, rather than searching for individual files in a file system. By hashing the individually sampled main drive-in sector boundaries first and then comparing them with an already established database, it is possible to process raw media with no reference to a basic file system. However, this method has the limitation of selecting a proper file block size that needs to balance the file identification function. Gandeva et al. [9] conducted a post-investigation of digital crimes in the Telegram messenger of Android devices and analyzed residual data that can be used as digital evidence of cybercrimes. In particular, the researcher used SHA-1 as a hash function to analyze the content of digital crimes along with the probabilities of criminal cases and to enhance the legitimacy of digital evidence in a court of law. The author suggested using it as the query data in forensic investigations and as query data of analysis related to the residual data search of cybercrime cases. When a sector-based scan is applied to recover the remaining fragments of illegal files in digital storage, a brute-force attack requires a time-consuming approach. For this reason, to
accelerate the process, Dandass [10] proposed a technique for calculating and comparing the hash-based signature of a sector. Similar to the studies on hash function-based file identification [7–10], this study also aims to identify files quickly among massive data. However, in the case of video files, if their original files are edited even slightly, their hash values are changed completely, making it difficult to identify original and manipulated criminal videos. Unlike previous papers, this paper proposes a method that identify similar videos regardless of whether the meta value of the file is encrypted or not. The study by Gandeva et al. [9] is consistent with this study in that research is conducted on the assumption that digital crime content is widely distributed over Social media. The present study, However, if the distributed video is an edited video rather than an original video, it is difficult to find all related crime videos through hash-based research. The method proposed in this paper is a study comparing histogram similarity between videos, rather than using hash value that completely changes even if only one bit is different. Therefore, if the appropriate threshold is selected, other related similar crime videos are also possible for identification, revealing the remaining crimes of the suspect. In other words, it differs from previous papers in that it is able to identify not only the original video but also manipulated video.

2.2. Similar Video Site Comparison

Shiguo et al. [11] and Indyk et al. [12] compared similar images by setting the shot boundary of a video sequence as a feature. However, because their methods use only shot boundary frames, it is difficult to identify similar images in a short video clip. To detect illegally filmed videos through an intricate comparison of similar videos, Alongbar [13] proposed an illegal video detection method using fingerprint-based visual hashing. The proposed method involves creating the perceived hash code with a fixed length in a video segment robust to a clear distortion or attack, such as scaling, rotation, compression, frame speed change, frame drop, and contrast enhancement.

This approach is consistent with this study in that in both cases, a representative frame is set up, and feature extraction and comparison are based on the content of videos. Since crime videos most likely do not have copyright, similar images cannot be detected using the characteristic values of the copyright. This paper is a study with aim of different field, to detect crime videos without copyrights being distributed using sns. The proposed method in this paper comparatively analyzes the similarity between the original and manipulated videos to find the suspect. In movies, scene transition occurs suddenly, whereas in illegally filmed videos, videos are filmed with mobile device (i.e., smartphones), and therefore scenes are transited gradually. Therefore, the proposed method in the present study is different from the one proposed by Alongbar [13] in terms of representative frame setting and comparative analysis. In the case of illegally filmed images, various studies have been conducted on the methods used for detecting equal image files or extracting video files using hash values, a file header, and a signature, among other factors [14–17]. Such methods, however, suffer from limitations in identifying videos manipulated from illegally filmed images. Multiple studies [18–20] focused on the detection of similar videos but failed to consider the filming and distribution features of illegally filmed videos. Therefore, it is necessary to develop a new comparative method for identifying the original and manipulated videos in line with the filming feature. Manipulated videos are likely to be critical evidence during an investigation and should therefore be detected for crime prevention. In Section 3, we suggest a method for detecting manipulated videos.

3. Proposed Method for Comparing between Original and Manipulated Videos

When manipulated videos distributed over social media are collected, their original videos are likely to be stored in the mobile devices of the suspects. These suspects are highly likely to include the most provocative parts and edit out other parts of the original versions before distributing the manipulated video. An experiment using a histogram image comparison algorithm was conducted based on the assumption that an original
video, its manipulated version, and the entire video spread over social media are similar with a change in the hash value.

3.1. Forensic Process of Videos

The video forensics process consists of three steps. Figure 1 illustrates the overall process. In the first step, video scaling, images of videos are cropped frame by frame (A), and image histograms are calculated (B) for easy comparison. These images are extracted from the videos. In the second step, an image similarity comparison, a search for equal videos within an optimal time, (C) and an image histogram-based similarity comparison algorithm (D) are applied. The third step involves interpreting the results. In this step, an appropriate threshold is selected, and based on the results, it is determined whether the videos are equal, similar, or different.

3.2. Description of Image Processing, Optimization Search Method, and Comparison Algorithm

In Section 3.2, each of the stages A, B, C, and D illustrated in Figure 1 are described. In Section 3.2.1, the method (stage B) used for calculating the image histogram is detailed. In Section 3.2.2, the method (stage A) for cropping images using the frame unit is described, and the method (stage C) for finding videos optimally by comparing a reference video with the video in a suspect’s mobile device is proposed. In Section 3.2.3, the histogram comparison algorithm (stage D) used to compare images is described.

3.2.1. Image Histogram

As the first step shown in Figure 1 (Video scale), a reference video for investigation and a video for comparison (or a comparison video) are cropped based on the frame unit, and continuous images are then generated. Figure 2 illustrates the process of normalizing cropped image frames in the histograms. Each pixel value in the image frames was converted into an HSV value (H, hue; S, saturation; V, value (brightness)). The histograms for channels H and S were calculated. The H value is within the range of zero to 180. S presents a value ranging from 0 to 256. These histograms were normalized in values of between zero and 1.
3.2.2. Optimized Comparison Search Technique for Original and Manipulated Videos

It can take a long time to compare a reference video with the videos in a suspects’ mobile devices because the number of videos is large. Therefore, an optimized comparison search technique is proposed in this study for finding equal videos within an optimal time. We summarize the definition of the optimization as follows.

- Reduce the number of images: We reduce the total number of analytical images to be compared by predetermining the number of images (frames) extracted based on the runtime of the video (Table 1).

Table 1. Experimental datasets.

| Run Time (min) | Frames per Second | Number of Frames to Extract |
|---------------|------------------|-----------------------------|
| 0.1~4.59      | 3                | 3~897                       |
| 5~7.69        | 2                | 600~958                     |
| 8~14.59       | 1                | 480~899                     |
| 15~19.59      | 0.5              | 300~599                     |
| 20~∞          | 0.334            | 400~∞                       |

- Reduce the search time: We reduced the search time of the representative image determined by the investigator by referring to the quicksort and quickselect method (Table 2).

Table 2. Frame continuity unit according to the number of frames of a video in comparison.

| Number of Frames Extracted | Number of Continuous Frames (k) |
|----------------------------|---------------------------------|
| 0~200                      | 20                              |
| 200~400                    | 50                              |
| 400~600                    | 100                             |
| 600~800                    | 150                             |
| 800~∞                      | 200                             |

- Reduce the misuse detection rate: We quantitatively predefined the attribute information of the crime video and reduced the misuse detection rate by setting each threshold for the filming properties (Table 5).

Table 1 lists the number of frames for a video based on its running time in stage A. This paper focuses on a search technique for finding crime videos. Crime videos feature gradual, rather than rapid, scene transitions, or long static framing over time. If a crime video is filmed for the purpose of distribution or possession, scenes are not changed every second. Extracting multiple frames per second requires a long time but is meaningless. Therefore, an appropriate number of image frames reflecting the features of crime videos are extracted according to the video running time, which is based on the file size to be distributed over social media. For a video whose running time is between 1 and 5 min, three frames per second are extracted. For a video whose running time is between 5 and 8 min, two frames per second are extracted. For a video whose running time is between 8 and 15 min, one frame per second is extracted. For a video whose running time is between 15 and 20 min, one frame every two seconds is extracted. Finally, for a video whose running time is over 20 min, one frame is extracted every three seconds. A segment categorized by the investigator as a crime video clip is called a query video. As shown in Table 1, the number of frames to be extracted is determined according to the running time of the query video. The frames of the comparative video were also extracted according to the running time.

In stage C of Figure 1, the query frame is compared with a comparison frame. In the case of general movies, illegally filmed videos, crime videos, and other kinds of videos, their “highlights” start from the middle or second half of the videos. To reduce the time in searching for the query frame, the proposed method searches the middle section, the
beginning, and the end and repeats the process, excluding the searched frames, until the whole video is scanned. The process refers to the quicksort [21] method.

The process of comparing a query video with a comparison video is expressed in the pseudocode in Figure 3. The first to last M frames of a query video are labeled $Q_1, Q_2, Q_3, \ldots, Q_m$, respectively. The first to last N frames of a comparison video are set to $A_1, A_2, \ldots, A_n$, respectively. The first query frame $Q_1$ is compared with the middle of the comparison frame, or $A_{n/2}$. The search is processed as many times as the continuous frame units ($k$ frames) in Table 1. If the frames are not concluded to be similar based on the results of the search, the comparison frame is changed to $A_1$, and $k$ frames are compared again. From the middle frame, $k$ frames are continuously compared, and then from the first frame, $k$ frames are continuously compared. Thus, the search sequence is determined. The pseudocode is described in detail as follows:

```
while (true) {
  if (n < k) then
    x = 1
  end if
  compare $Q_{1+i}$ with $A_{x+j}$
  if ($Q_{1+i}$ similar to $A_{x+j}$) then
    i = i + 1, j = j + 1, count = count + 1
  else
    j = j + 1
  end if
  if (n/(a+1) >= n-ak) then
    if (x+j) = n-(a+1)k then
      j = 0, x = 1 + ak
    else
      if (x = 2/n + ak) and (j = k) then
        j = 0, x = 1 + ak
      end if
    end if
  end if
  if (1 - (a+1)k >= n/2) then
    if (x+j) = n/2 then
      end while
    else
      if (x = 1 + ak) and (j = k) then
        j = 0, x = n - (a+1)k
      end if
    end if
  end if
  if (n - (a+1)k <= n/2 + (a+1)k) then
    if (x+j) = n-(a-1)k then
      j = 0, x = 1 + ak
    else
      if (x = n - (a+1)k) and (j = k) then
        a = a + 1, j = 0, x = n/2 + ak
      end if
    end if
  end if
  if (count = 10) then
    print "A video $\approx$ Query video"
  end if
end while
```

Figure 3. Pseudocode used for comparison.
Here, ⊙ is the base case, where the total number of frames of a comparison is smaller than the number of a continuous section composed of k frames. In this case, frames A_1 through A_n are compared in order.

Next, ⊙ is a similarity comparison. If a query frame is similar to a comparison frame, both frames shift to the next frame. If not similar, the query frame remains unchanged, but the comparison frame shifts one frame, and the comparison continues.

In ⊙, ⊙, and ⊙, the sequence comparison to sections of k frames is conducted from the center. The first frames and last frames of the video are then compared, which is considered a single cycle. This cycle repeats, excluding the already compared frames, until the ending conditions are met. In ⊙, after a shift from the middle frame to k frames away from the middle, the location of the comparison frame comes back to the front. In ⊙, after the shift from the front to the k section, the frame moves to the back. In ⊙, after the shift from the back to the k section, a frame goes to the middle. If the compared frames are duplicates, they are removed. When the comparison of all frames finishes, the WHILE statement ends. In ⊙, if the number of similarities is more than 10 as a result of a frame comparison, no more inspections are needed, and thus the WHILE statement ends and it is determined that “the two videos are similar.”

3.2.3. Similarity Comparison Algorithm

The histogram presents the distribution of the pixel values of an image. Similar images have a similar distribution of pixel values. In stage B of Figure 1, an image is presented as a normalized histogram. In stage D, three comparison algorithms, i.e., correlation [22], intersection [23], and Bhattacharyya distance [24], are applied to the histogram of a query video and the histogram of a comparison video to find equal videos. The reason for the application of the three algorithms is to supplement the disadvantages of each algorithm and enhance their advantages. Because the correlation-based algorithm compares the number of pixels with equal hues, the match rate is different depending on the shutter speed. The intersection-based algorithm has the highest match rate. The Bhattacharyya distance-based algorithm is slower but more accurate than intersection-based algorithms.

\[
d(H_1, H_2) = \frac{\sum_I (H_1(I) - \overline{H}_1)(H_2(I) - \overline{H}_2)}{\sqrt{\sum_I (H_1(I) - \overline{H}_1)^2 \sum_I (H_2(I) - \overline{H}_2)^2}} 
\]  

(1)
\[
\overline{H}_k = \frac{1}{N} \sum_I H_k(I) 
\]  

(2)

\[ H_1, H_2: \text{histogram (query frame, comparison frame)} \]
\[ I: \text{bin value of hue and saturation} \]
\[ N: \text{the total bin count of hue and saturation} \]
\[ K: \text{a random image frame} \]

Equations (1) and (2) present the formulas for the correlation algorithm. In terms of a correlation-based histogram comparison, if histograms are matched completely, the result value is 1; if not matched completely, \(-1\); and if not correlated, 0. In addition, \( H_1 \) is the histogram of a query frame, and \( H_2 \) is the histogram of a comparison frame. Moreover, \( I \) is the value of the X-axis of the histogram, which represents the bin value of the hue and saturation, and \( N \) is the total number of X-axis values of the histogram: The hue is 180, and the saturation is 256. Here, \( K \) indicates a frame.

\[
d(H_1, H_2) = \sum_I \min(H_1(I), H_2(I)) 
\]  

(3)

Equation (3) is the formula for the intersection-based algorithm of two histograms. If normalized histograms are matched completely, the result value is zero and if not matched completely, the value is 1.
Equation (4) formulates the Bhattacharyya distance-based algorithm. If the two videos to be compared are matched completely, the Bhattacharyya distance \( d \) is 0. The lower the similarity, the closer the distance is to 1.

If two videos are similar to the results of the three algorithms applied to 1 frame, and if more than ten similarity results per frame are drawn repeatedly, 2 videos are equal or similar.

4. Experiment

4.1. Experimental Environment

Currently, the illegal filming of videos with mobile devices (i.e., smartphones) are on the rise. Considering this fact, videos filmed with a smartphone were used in this experiment. A video similarity comparison analysis code was written using Python3.7 (opencv). In the case of illegal filming and distribution of videos, the suspect is present to start the investigation. To identify not only original but also manipulated videos, this study sets the similarity threshold according to the features of illegally filmed videos. Based on the set threshold and the optimized search method introduced in Section 3, two experimental scenarios were designed.

4.2. Threshold Estimation and Scenario-Based Experimental Results

In Section 4.2.1, thresholds of correlation, intersection, and Bhattacharyya algorithms are set to detect manipulated videos in a similarity comparison. In Section 4.2.2, according to whether an investigator’s reference video is original or manipulated, a similar video is searched for under each scenario.

4.2.1. Threshold Estimation

An experiment was conducted to estimate the similarity comparison threshold. If a threshold is set to a low value, two different videos are considered to be equal. If the threshold is set too high, a manipulated video is considered to be unrelated. Because this experiment focused on the detection of all crime videos, a threshold was set, even if different videos were recognized as similar. Although the videos used during the experiment were not based on actual crime videos, they reflected the features of illegally filmed videos. As shown in Table 3, the videos were classified according to the criteria of brightness, object perspective, and shooting angle.

| Brightness | Object Perspective | Shooting Angle |
|------------|--------------------|---------------|
| Bright (B) | Near (N)           | Middle angle (M) |
| Dark (D)   | Far (F)            | High angle (H)  |

Table 4 shows the eight environments created through the intersection of the features. All videos were classified into eight experimental environments. Each environment had 311 frames of similar videos. Therefore, the experiment used frames with a total of 2488 frames, and the threshold for each environment was set.
Table 4. Criteria for classification of experimental environment.

| Environment | Quantitative | Qualitative          |
|-------------|--------------|----------------------|
| BNM         | Bright       | Near + middle angle  |
| BNH         | Bright       | Near + high angle    |
| BFM         | Bright       | Far + middle angle   |
| BFH         | Bright       | Far + high angle     |
| DNM         | Dark         | Near + middle angle  |
| DNH         | Dark         | Near + high angle    |
| DFM         | Dark         | Far + middle angle   |
| DFH         | Dark         | Far + high angle     |

The brightness of an image is based on the value of V in the HSV, which ranges from zero to 255. As shown in Figure 4, brightness is classified as high, medium, or low. In this experiment, if a video’s V value ranged from 203 to 255, the video was considered bright; if the V value was between 0 and 202, the video was considered dark.

Figure 4. Criteria of brightness.

Figure 5 illustrates the criteria for perspective and shooting angle. The comparison in terms of perspective was based on how far or near an object is. The target object must be determined by an investigator. Because the perspective is a qualitative area, an investigator should determine how far or near an object is. During this experiment, a nearby object was shot within a 1 m distance from the camera; in addition, a distant object was shot at a distance of at least 1-m from the camera. The shooting angle is classified into a middle angle (the horizontal angle of a camera for an object) and high angle (from-top-to-bottom angle of a camera for an object). The shooting angle was also a qualitative area. Therefore, an investigator should select the shooting angle type based on judgment.

Figure 5. Based on perspective and shooting angle.
Figure 6a illustrates a graph of correlation similarities for similar videos in an BNM environment. In the correlation algorithm-based histogram comparison, the comparison is evaluated into a number with a scale of 1 to −1, with 1 being identical, −1 being a perfectly reversed image frame, and zero being uncorrelated. To find appropriate thresholds, this study selected frames with noticeable changes of objects and used them as experimental data, rather than the frames that look similar with the naked eye. As for the experimental data used in this study, exceptional situations arising in illegally filmed videos, such as shifting an object horizontally, making an object disappear temporarily, or adding a different object to its surroundings while the shooting angle remains unchanged in a single space, were taken into consideration. To find a minimum threshold, this study moved an object as much as possible in the comparative experiment. Even if two frames look totally different with the naked eye, they are sometimes considered similar in similarity comparisons. In such a case, a comparison similarity becomes an outlier. With the similarities of the frames, variance of a sample was calculated. Among 311 frames, outliers were removed, and their mean was calculated. In this way, a threshold was estimated. The threshold of the correlation algorithm was set as 0.47 or more. Figure 6b illustrates the graph of intersection similarities for similar videos in the BNM environment. In the intersection algorithm-based similarity comparison, if two frames to be compared are completely matched, the resulting value is 1, and if not matched completely, the value is zero. The selection of experimental data and experiment process are the same as in Figure 4. As a result, the similar frame threshold determined by the intersection algorithm is 0.48 or more. Figure 6c illustrates the graph of Bhattacharyya similarities for similar videos within the BNM environment. In the Bhattacharyya distance-based comparison, if two frames to be compared are matched completely, the resulting value is zero, whereas the less similar they are, the closer the distance value is to 1. The selection of the experimental data and experiment process are the same as in Figure 6a. As a result, the similar frame threshold determined by the Bhattacharyya algorithm is 0.52 or less. Seven other environments were also implemented in the same way. Table 5 shows the thresholds in eight different environments.

Table 5. Threshold of algorithms according to brightness, perspective, and shooting angle.

| Comparison Criteria | Correlation | Intersection | Bhattacharyya |
|---------------------|-------------|--------------|---------------|
| BNM                 | 0.47 or more| 0.48 or more| 0.52 or less  |
| BNH                 | 0.57 or more| 0.42 or more| 0.54 or less  |
| BFM                 | 0.49 or more| 0.54 or more| 0.41 or less  |
| BFH                 | 0.52 or more| 0.50 or more| 0.46 or less  |
| DNH                 | 0.51 or more| 0.40 or more| 0.51 or less  |
| DFM                 | 0.47 or more| 0.47 or more| 0.40 or less  |
| DFH                 | 0.51 or more| 0.50 or more| 0.45 or less  |

In Sections 4.2.2 and 4.2.3, scenarios based on the above thresholds are presented. In the experiments, similar videos were identified according to whether the investigator’s reference video was original or manipulated.

4.2.2. Scenario 1

In scenario 1, the investigators secured manipulated videos and detected original and manipulated videos from a suspect’s mobile device. Table 6 shows the manipulated video secured by investigators (BNM_E) and the query video, which is the query section selected by the investigators within BNM_E. Under this scenario, the investigator set the whole BNM_E as a query section and ran the test. The video names in Table 4 show the video criteria. If a video is original, it is labeled ‘O’ (original) after the underscore (_); if manipulated, it is labeled ‘E’ (edit); and if unrelated to an original video, it is labeled ‘D’ (different).

Table 6. Video secured by investigators and query video (scenario 1).

| Video Name | Running Time | File Size | Frame (Width × Height) | Frame Speed |
|------------|--------------|-----------|------------------------|-------------|
| Edit video (BNM_E) | 2 min 10 s | 49.8 MB | 1920 × 1088 | 29.97 frames/s |
| Query video | 2 min 10 s | 49.8 MB | 1920 × 1088 | 29.97 frames/s |

Figure 6. Threshold for each algorithm.
Table 5. Threshold of algorithms according to brightness, perspective, and shooting angle.

| Comparison Criteria | Correlation | Intersection | Bhattacharyya |
|---------------------|-------------|--------------|---------------|
| BNM                 | 0.47 or more| 0.48 or more | 0.52 or less  |
| BNH                 | 0.57 or more| 0.42 or more | 0.54 or less  |
| BFM                 | 0.49 or more| 0.54 or more | 0.41 or less  |
| BFH                 | 0.52 or more| 0.50 or more | 0.46 or less  |
| DNM                 | 0.45 or more| 0.47 or more | 0.51 or less  |
| DNH                 | 0.51 or more| 0.40 or more | 0.51 or less  |
| DFM                 | 0.47 or more| 0.47 or more | 0.40 or less  |
| DFH                 | 0.51 or more| 0.50 or more | 0.45 or less  |

In Sections 4.2.2 and 4.2.3, scenarios based on the above thresholds are presented. In the experiments, similar videos were identified according to whether the investigator’s reference video was original or manipulated.

4.2.2. Scenario 1

In scenario 1, the investigators secured manipulated videos and detected original and manipulated videos from a suspect’s mobile device.

Table 6 shows the manipulated video secured by investigators (BNM_E) and the query video, which is the query section selected by the investigators within BNM_E. Under this scenario, the investigator set the whole BNM_E as a query section and ran the test. The video names in Table 4 show the video criteria. If a video is original, it is labeled ‘O’ (original); if manipulated, it is labeled ‘E’ (edit); and if unrelated to an original video, it is labeled ‘D’ (different).

Table 7 shows videos of a suspect’s mobile device. As shown in Figure 7, these videos were used for an optimized comparison with the query video.

Table 6. Video secured by investigators and query video (scenario 1).

| Video Name       | Running Time | File Size | Frame (Width × Height) | Frame Speed  |
|------------------|--------------|-----------|-------------------------|--------------|
| Edit video (BNM_E) | 2 min 10 s   | 49.8 MB   | 1920 × 1088             | 29.97 frames/s |
| Query video      | 2 min 10 s   | 49.8 MB   | 1920 × 1088             | 29.97 frames/s |

Figure 7. Comparison for scenario 1.
Table 7. Videos in suspect’s smart phone (scenario 1).

| Video Name | Running Time | File Size | Frame (Width × Height) | Frame Speed |
|------------|--------------|-----------|------------------------|-------------|
| DNM_D      | 31 s         | 11.9 MB   | 1920 × 1088            | 24.00 frames/s |
| BNM_O      | 9 min 14 s   | 210 MB    | 1920 × 1088            | 29.97 frames/s |
| BNM_D      | 10 s         | 3.9 MB    | 1920 × 1088            | 29.98 frames/s |
| BNH_D      | 9 min 14 s   | 210 MB    | 1920 × 1088            | 29.97 frames/s |
| BNM_E      | 2 min 10 s   | 49.8 MB   | 1920 × 1088            | 29.97 frames/s |

The similarity comparison between videos is applied to scenario 1, and each of the following steps is applied:

**Step 1.** Determine a query section in a reference video. In scenario 1, the entire reference video is a query section.

**Step 2.** Cut a video frame-by-frame based on Table 1.

**Step 3.** Cut a comparison video frame-by-frame based on Table 1. The number of frames is checked, and the unit of frame continuity is determined based on Table 2.

**Step 4.** Process similarity comparison from the middle of the running time of the comparison video based on the frame continuity unit.

**Step 5.** Detect a video that ends up being similar on the basis of the thresholds in Table 5, and then go to the next video. If not similar, go to the next video.

**Step 6.** In the next video, repeat the process from Step 3.

Figure 8a illustrates the result from the correlation similarity comparison with the videos in a suspect’s mobile device under scenario 1. The suspect’s mobile device has five videos: three videos irrelevant to the query video (DNM_D, Dark+Near+Middle_Different videos; BNM_D, Bright+Near+Middle_Different video; and BNH_D, Bright+Near+High_Different video), one original video of the query video (BNM_O, Bright+Near+Middle_Original video), and one manipulated video (BNM_E, Bright+Near+Middle_Edit video). Because these five videos have a different running time, their total number of extracted frames are different. A comparison was carried out in the order of videos listed in Table 7. Beginning with the middle of the total frame number for each video, a frame was compared with the query frame in accord with the pseudocode shown in Figure 3. After that, a similar video was identified based on the BNM threshold of Table 5. If all results from the three algorithms for one frame were within the range of thresholds for over 10 separate trials, the comparison process stopped and the video was identified as identical or manipulated. For the three videos irrelevant to the query video (DNM_D, BNM_D, BNM_H_D), the optimization search began from the middle of the video in line with the pseudocode shown in Figure 3. As a result, no frames had a similarity of 0.47 or more in terms of the threshold of the correlation algorithm under the BNM environment. For this reason, after all frames were searched, the comparison process moved to the next video. For the original video BNM_O and the manipulated video BNM_E, the comparison was processed from the middle of the total extracted frames in each of the two videos in accord with the pseudocode shown in Figure 3. Within an extremely short time, it was concluded that they were similar, and thus the search stopped.
The intersection algorithm also searched for a similar video on the basis of the BNM threshold shown in Table 5. For three videos irrelevant to the query video (DNM_D, BNM_D, and BNH_D), the optimization search began from the middle of the video in line with the pseudocode shown in Figure 3. As a result, no frame had a similarity of 0.48 or more, which is the threshold of the intersection algorithm within the BNM environment. Therefore, after all frames were searched, the comparison process went to the next video. For the original video BNM_O and the manipulated video BNM_E, a comparison was carried out from the middle of the total extracted frames in each of the two videos in accord with the pseudocode shown in Figure 3. As with the correlation algorithm, the intersection algorithm determined within an extremely short time that they were similar, and thus the search stopped.

Figure 8c illustrates the results from the Bhattacharyya similarity comparison on the videos in the suspect’s mobile device under scenario 1. A similar video was identified based on the BNM threshold in Table 5. For the three videos irrelevant to the query video (DNM_D, BNM_D, and BNH_D), the optimization search began from the middle of the video in line with the pseudocode shown in Figure 3. As a result, no frame had a similarity of ≤0.52, which is the threshold of the Bhattacharyya algorithm in the BNM environment. Therefore, once all frames were searched, the comparison process moved to the next video. As for the original video BNM_O and the manipulated video BNM_E, the comparison was carried out from the middle of the total extracted frames in each of the two videos in accord with the pseudocode shown in Figure 3. Similar to the correlation and intersection algorithms, the Bhattacharyya algorithm determined within an extremely short time that they were similar, and thus the search stopped.

For readability, the graphs in Figure 8 do not show the parts without data after adjusting the y-axis. Using a manipulated video, a forensic investigation was applied to the suspect’s mobile device. As a result, it was possible to find not only a manipulated video
but also the original video. Only 30% of the total frames of the original and manipulated videos were investigated. Nevertheless, it is possible to identify that they were similar. Once an original video is secured, if victims are shown or certain scenes in the original video are edited separately, it is possible to find all edited videos and reveal other crimes. This experiment is applicable to various real-world cases, such as the gradually increasing amount of revenge pornography, threatening acquaintances over social media, and the SNS distribution of illegally filmed videos after file size reduction.

4.2.3. Scenario 2

Under scenario 2, an investigator secured an original video and detected all edited and manipulated videos to be distributed in the suspect’s mobile device.

The comparison process under this scenario has the same steps as in Scenario 1. Nevertheless, when a query section is set in step 1, all parts considered to be crimes are included in the query section and are compared with a comparison video. If any of them is determined to be similar to the comparison video, the query video is identified as a manipulated video. Under scenario 2, two parts of the original video were set as a query section.

Table 8 presents the original video secured by an investigator and two query videos determined based on the query section selected by the investigator. All video names also show the criteria for the videos, as listed in Table 4. In other words, if a video is original, its name has an ‘O’ (original) after the underscore (_); if manipulated, it has an ‘E’ (edit); and if unrelated to an original video, it has a ‘D’ (different).

Table 8. Video secured by investigators and query videos (scenario 2).

| Video Name       | Running Time | File Size | Frame (Width × Height) | Frame Speed |
|------------------|--------------|-----------|------------------------|-------------|
| Original video   | 9 min 14 s   | 210 MB    | 1920 × 1088            | 29.97 frames/s |
| BNM_O            | 9 min 14 s   | 210 MB    | 1920 × 1088            | 29.97 frames/s |
| Query video_1    | 1 min 46 s   | 40.4 MB   | 1920 × 1088            | 29.97 frames/s |
| Query video_2    | 2 min 5 s    | 47.8 MB   | 1920 × 1088            | 29.97 frames/s |

Table 9 shows the videos of a suspect’s mobile device. As presented in Figure 9, these videos were compared with query videos using an optimized comparison search. The suspect’s mobile device has five videos: two videos irrelevant to the query videos (DNM_D, Dark+Near+Middle_Different video; and BNH_D, Bright+Near+High_Different video), one original video of the query videos (BNM_O, Bright+Near+Middle_Original video), and two manipulated videos (BNM_E1; Bright+Near+Middle_Edit video1; and BNM_E2, Bright+Near+Middle_Edit video2).

Because these five videos have different run times, the total number of frames extracted is also different. A comparison was carried out in order of the videos listed in Table 7. From the middle of the total frames of each video, a frame was compared with the query frame in accord with the pseudocode shown in Figure 3. Subsequently, a similar video was identified based on the BNM threshold in Table 5. If all results from the three algorithms for one frame are within the range of threshold for over 10 separate trials, the comparison process stops, and the video is identified as having been manipulated or identical.

Table 9. Videos in suspect’s smart phone (scenario 2).

| Video Name    | Running Time | File Size | Frame (Width × Height) | Frame Speed |
|---------------|--------------|-----------|------------------------|-------------|
| DNM_D         | 31 s         | 11.9 MB   | 1920 × 1088            | 24.00 frames/s |
| BNM_O         | 9 min 14 s   | 210 MB    | 1920 × 1088            | 29.97 frames/s |
| BNM_E1        | 2 min 10 s   | 49.8 MB   | 1920 × 1088            | 29.98 frames/s |
| BNH_D         | 9 min 14 s   | 210 MB    | 1920 × 1088            | 29.97 frames/s |
| BNM_E2        | 2 min 58 s   | 68.0 MB   | 1920 × 1088            | 29.97 frames/s |
Query Video_1 and the videos in the suspect’s mobile device under scenario 2. For two videos irrelevant to the Query video_1 (DNM_D and BNH_D), the optimization search began from the middle of the video in line with the pseudocode shown in Figure 3. As a result, no frame had a similarity of 0.47 or higher, which is the threshold of the correlation algorithm in the BNM environment. Therefore, once all frames were searched, the comparison process moved to the next video. For the original video BNM_O and the manipulated videos BNM_E1 and BNM_E2, the comparison was processed from the middle frame of among all extracted frames in each of the videos in accord with the pseudocode shown in Figure 3. Within an extremely short time, it was concluded that they were similar, and thus, the search process stopped.

Figure 10b illustrates the results from the intersection similarity comparison between Query Video_1 and the videos in the suspect’s mobile device under scenario 2. The intersection algorithm also searched for a similar video on the basis of the BNM threshold in Table 5. For two videos irrelevant to the Query video_1 (DNM_D and BNH_D), the optimization search began from the middle of the video in line with the pseudocode shown in Figure 3. As a result, no frame had a similarity of 0.48 or higher, which is the threshold of the intersection algorithm in the BNM environment. Therefore, once all frames were searched, the comparison process moved to the next video. For the original video BNM_O and the manipulated videos BNM_E1 and BNM_E2, the comparison was processed from the middle frame from among all extracted frames in each of the videos in accord with the pseudocode shown in Figure 3. Within an extremely short time, it was concluded that they were similar, and thus, the search process stopped.

Figure 10c illustrates the result from the Bhattacharyya similarity comparison between Query Video_1 and the videos in the suspect’s mobile device under scenario 2. The Bhattacharyya algorithm also searched for a similar video based on the BNM threshold, as shown in Table 5. For two videos irrelevant to Query video_1 (DNM_D and BNH_D), the optimization search began from the middle of the video in line with the pseudocode shown in Figure 3. As a result, no frame had a similarity of \( \leq 0.52 \), which is the threshold of the Bhattacharyya algorithm in a BNM environment. Therefore, once all frames were searched, the comparison process moved to the next video. For the original video BNM_O and the manipulated videos BNM_E1 and BNM_E2, a comparison was carried out from the middle of all extracted frames for each of the videos in accord with the pseudocode shown in Figure 3. Within an extremely short time, it was concluded that they were similar, and thus the search process stopped. For readability, the graphs in Figure 10 have no parts without data after adjusting the y-axis.
Figure 10. Algorithm for similarity comparison between Query video_1 and other videos (scenario 2).

The results of the experiment showed that BNM_O, BNM_E1, and BNM_E2 were similar. Except for similar videos, DNM_D was compared with BNH_D on the basis of the query video (2).

Figure 11a illustrates the correlation comparison between two videos (DNM_D and BNH_D) on the basis of Query Video_2. The optimization search began from the middle of the video in line with the pseudocode shown in Figure 3. As a result, no frame had a similarity of 0.47 or more, which is the threshold of the correlation algorithm in the BNM environment, similar to Query Video_1.

Figure 11b illustrates the intersection comparison between the two videos (DNM_D and BNH_D) based on Query Video_2. The optimization search began from the middle of the video in line with the pseudocode shown in Figure 3. As a result, no frame had a similarity of 0.48 or more, which is the threshold of the intersection algorithm in the BNM environment, similar to Query Video_1.

Figure 11c illustrates the Bhattacharyya comparison between the two videos (DNM_D and BNH_D) on the basis of Query Video_2. The optimization search began from the middle of the video in line with the pseudocode shown in Figure 3. As a result, no frame had a similarity of ≥0.52, which is the threshold of the Bhattacharyya algorithm in the BNM environment, similar to Query Video_1. In terms of Query Video_2, the results from the comparison between DNM_D and BNH_D were not within the range of the thresholds. Therefore, there were no similar videos.
5. Discussion

To determine precise thresholds for a comparative analysis of the original and manipulated videos, this study first estimated the thresholds of a similarity comparison, and then compared the videos under scenarios on the basis of the estimated thresholds, drawing insight. However, a detailed analysis of the quality and noise of illegally filmed videos remains a challenge. Additional issues to be discussed regarding this study are as follows:

- It was difficult to secure actual crime video data for use in the present study. Under the assumption that filmed videos are generally edited before being distributed over social media, the videos were analyzed using the intuitive image information extraction method demonstrated in Table 4. Because illegally filmed videos have a diversity of variables, such as the types of devices used and states of the filmed videos, it is necessary to analyze big data samples to determine the thresholds more precisely.

- For a realistic experiment, it is necessary to use actual crime video data. For this reason, research should be conducted continuously with the cooperation of relevant investigation agencies. In this case, an experiment should be conducted in accord with the appropriate procedures, such as the masking of personal information and sensitive meta-information.

6. Conclusions

With the increasing use of smartphones, crimes related to illegally filmed images are on the rise. “Digital sex crimes” are rampant regardless of popularity or occupation. In particular, illegally filmed images are mostly distributed by acquaintances over social media. Digital sex crimes transcend temporal and spatial spaces. For this reason, once they are distributed, the damage spreads more widely. To limit the spread of damage and quickly apprehend the suspect, it is necessary to detect all illegally filmed images. Various detection methods exist for original versions of illegally filmed images, such as hash-based detection. Smartphones and other technologies have made it easy to edit videos. When a video is edited, its hash value changes. Therefore, it is necessary to open the videos in the suspect’s mobile device individually. This study proposes a methodology for detecting all
original and manipulated images within an optimal time on the basis of the images edited and distributed over social media. First, the proposed method was used to determine the number of frames extracted on the basis of a video’s run time so as to shorten the detection time, to analyze features of illegally filmed videos for a similarity comparison between videos, and to compare similarities from the second half of a video. Second, to detect both original and manipulated videos, correlation, intersection, and Bhattacharyya algorithms as histogram comparison algorithms were applied to estimate new thresholds that are used to search for manipulated videos. We also conducted an experiment centered on illegally filmed videos, wherein based on brightness, perspective, and shooting angle, eight environments were established, and thresholds were set. Finally, scenarios were designed based on the set thresholds. Under two scenarios in which crime videos were detected based on the videos secured by investigators, the videos that investigators tried to find were detected within the optimal time. Under scenario 1, the entire manipulated video was set as a query section during the experiment. A total of 390 frames were extracted from the original video, and a similarity comparison was conducted. Only after 10 out of the total frames were processed, it was found that the videos were similar. Under scenario 2, in which a query section was selected by an investigator after an original video was secured, it was possible to conclude that frames in comparison, though not completely equal, were similar within the range of thresholds. Therefore, after a similarity comparison with less than 30% of the total frames extracted from the videos under comparison, it was possible to conclude that the videos were similar.
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