Abstract

Despite the progresses on pre-trained language models, there is a lack of unified frameworks for pre-trained sentence representation. As such, it calls for different pre-training methods for specific scenarios, and the pre-trained models are likely to be limited by their universality and representation quality. In this work, we extend the recently proposed MAE style pre-training strategy, RetroMAE [Liu and Shao, 2022], such that it may effectively support a wide variety of sentence representation tasks. The extended framework consists of two stages, with RetroMAE conducted throughout the process. The first stage performs RetroMAE over generic corpora, like Wikipedia, BookCorpus, etc., from which the base model is learned. The second stage takes place on domain-specific data, e.g., MS MARCO and NLI, where the base model is continuingly trained based on RetroMAE and contrastive learning. The pre-training outputs at the two stages may serve different applications, whose effectiveness are verified with comprehensive experiments. Concretely, the base model are proved to be effective for zero-shot retrieval, with remarkable performances achieved on BEIR benchmark [Thakur et al., 2021b]. The continuingly pre-trained models further benefit more downstream tasks, including the domain-specific dense retrieval on MS MARCO [Nguyen et al., 2016], Natural Questions [Kwiatkowski et al., 2019], and the sentence embeddings’ quality for standard STS (Agirre et al., 2016; Cer et al., 2017; Marelli et al., 2014) and transfer tasks in SentEval [Conneau and Kiela, 2018]. The empirical insights of this work may inspire the future design of sentence representation pre-training. Our pre-trained models and source code will be released to the public communities.

1 Introduction

Sentence representation is a fundamental issue in natural language processing. It transforms each input sentence into its embedding, where semantically similar instances can be located close to each other in the latent space. Thanks to this property, sentence representation models are utilized in many important applications, such as semantic matching, dense retrieval, and recommender systems. With the development of deep learning, deep neural networks are widely utilized for sentence representation tasks. However, the training of deep models usually call for massive scales of labeled data, which can be prohibitive in many real-world scenarios.

The pre-trained language models are regarded as a promising way to alleviate the data scarcity problem. In recent years, the pre-trained language models are specifically tailored for sentence representation purposes. For example, there have been pre-training methods developed for dense retrievers [Chang et al., 2020; Guu et al., 2020; Gao and Callan, 2021a,b; Lu et al., 2021]; besides, there have also been models pre-trained for tasks like semantic matching [Reimers and Gurevych, 2019].
However, the existing pre-trained models rely on differentiated pre-training workflow, where a pre-trained model for one specific task contributes little to other scenarios. Such a problem is unfavorable to both universality and representation quality; indeed, a unified pre-training framework will be highly desirable for sentence representation.

The MAE-style algorithms become increasingly popular recently: it was recognized to be a strong pre-trainer for various tasks in computer vision communities (He et al., 2022; Feichtenhofer et al., 2022); later on, it was also proved to be extremely effective for zero-shot dense retrieval in RetroMAE (Liu and Shao, 2022). In this work, we demonstrate that RetroMAE may serve as the unified pre-training framework for sentence representation, as it can be easily extended to support various scenarios. The extension is inspired by the previous practice on generic pre-training algorithms (Gururangan et al., 2020), where a two-stage workflow is conducted. The first stage training takes place on generic corpora, like Wikipedia and BookCorpus, where the base model is learned through RetroMAE. The second stage leverages domain-specific corpora, such as passages from MS MARCO (Nguyen et al., 2016) and sentence pairs from NLI datasets (Bowman et al., 2015; Williams et al., 2017), where the model is continuingly trained through RetroMAE and contrastive learning. The extended pre-training workflow is conceptually simple and empirically competitive, where the generated models may achieve remarkable performances in different application scenarios. Particularly, the following empirical insights are derived from our experiments.

• The RetroMAE pre-training on generic corpora is critical, as it initializes the model with a strong capacity on semantic encoding. Our reproduction of the original RetroMAE remarkably achieves 0.452 on BEIR benchmark in total average, which is way beyond any existing models with similar model sizes and pre-training data.

• The continued in-domain pre-training (also known as post pre-training) is important to promote downstream tasks’ performances. For example, the retrieval quality (with simple ANCE style fine-tuning) can be notably lifted to 0.393 (MRR@10) and 0.985 (Recall@1000) for MS MARCO passage retrieval task, compared with 0.378 (MRR@10) and 0.980 (Recall@1000) from the base model pre-trained on generic corpora. These results are highly competitive on the corresponding benchmark, which are even comparable to those based on much more expensive knowledge distillation (Ren et al., 2021) and adversarial learning (Zhang et al., 2021).

• The contrastive learning’s impact is conditional. On one hand, it helps to generate high quality sentence embeddings for standard STS (Agirre et al., 2016; Cer et al., 2017; Marelli et al., 2014) and transfer tasks in SentEval (Conneau and Kiela, 2018); on the other hand, it is found to bring limited benefit to dense retrieval tasks. We conjecture that it’s the quality of relevance label that makes the difference. Traditional self-contrastive learning (Chang et al., 2020; Guu et al., 2020), which rely on data augmentation to generate positive samples, are prone to inferior label quality. Thus, they could be in vain at the presence of stronger pre-trainers, like RetroMAE.

To conclude, the main points of this paper are summarized as follows. We extend RetroMAE with continued in-domain pre-training and contrastive learning, such that it may contribute to various sentence representation tasks, including zero-shot retrieval, domain-specific retrieval, standard STS and transfer tasks in SentEval. We perform comprehensive experimental studies, whose results reveal the impacts introduced by RetroMAE, continued in-domain pre-training, and contrastive learning. The empirical insights may inspire the design of sentence representation pre-training in the future.

2 Methodology

In this section, we’ll present the preliminaries about RetroMAE in the first place. Then, we’ll make discussions about our effort to extend it for different downstream tasks.

2.1 Preliminaries

RetroMAE is to encode the masked sentence into its embedding, and then recover the original sentence based on the masked input and the sentence embedding. It is highlighted for two features: 1) the asymmetric model structures, and 2) the asymmetric masking ratios about the encoder and decoder. The training workflow of RetroMAE is shown as Figure 1. For the encoding operation, the input sentence $X$ is masked as $\tilde{X}_{enc}$, with a small fraction of its tokens randomly replaced by
Figure 1: The two-stage pre-training workflow with RetroMAE. The first stage performs RetroMAE on generic data; the base model will effectively support tasks like zero-shot retrieval. The second stage takes place on domain-specific data; the base model is further trained on domain-specific data with RetroMAE and contrastive learning, which benefits tasks like in-domain retrieval and STS.

The special token [M] (the shadowed rectangles). The masked input is transformed into sentence embedding \( h_{\tilde{X}} \) based on the encoding network \( \Phi_{\text{enc}}(\cdot) \):

\[
h_{\tilde{X}} \leftarrow \Phi_{\text{enc}}(\tilde{X}_{\text{enc}}). \tag{1}
\]

Note that a relatively moderate masking ratio is applied to the encoding operation, where 15∼30% of the input tokens are sampled for masking. The encoder is a BERT-base scale transformer so as to ensure the quality of sentence representation.

The decoding step is to recover the original sentence from the sentence embedding and the masked input. Particularly, the input sentence \( X \) is polluted again for decoder as \( \tilde{X}_{\text{dec}} \) with a different mask. The masking ratio is chosen to be more aggressive than the one used by encoder, with 50∼70% of the input tokens replaced by the special token [M]. The sentence embedding from the encoder and the masked input of the decoder are combined into the following sequence:

\[
H_{\tilde{X}_{\text{dec}}} \leftarrow [h_{\tilde{X}}, e_{x_1} + p_1, ..., e_{x_N} + p_N], \tag{2}
\]

where \( e_{x_i} \) stands for the embedding of \( x_i \), to which an extra position embedding \( p_i \) is added. The decoder \( \Phi_{\text{dec}} \) is learned to recover the original sentence \( X \) by minimizing the following loss function:

\[
\mathcal{L}_{\text{dec}} = \sum_{x_i \in \text{masked}} \text{cross-entropy}(x_i | \Phi_{\text{dec}}(H_{\tilde{X}_{\text{dec}}})) \tag{3}
\]
One notable feature about the decoding network is that it merely consists of a one-layer transformer. For one thing, it may save a great deal of computation cost; for another thing, it will ensure the decoding operation to be challenging enough, which forces the generation of high-quality sentence embedding from the encoder.

The basic decoding may only derive training signals (the cross-entropy losses) from the masked tokens; besides, every masked token is always reconstructed based on the same context, i.e., $H_{\tilde{X}}$. As a result, it is prone to low sample efficiency. To mitigate this problem, the enhanced decoding is introduced, where training signals can be derived from the entire input sentence, and the prediction of the masked tokens can be performed based on diversified contexts. Particularly, there are two input sequences: $H_1$ (query stream) and $H_2$ (context stream), generated for the decoding operation:

$$
\begin{align*}
H_1 & \leftarrow [h_{\tilde{X}} + p_0, \ldots, h_{\tilde{X}} + p_N], \\
H_2 & \leftarrow [h_{\tilde{X}}, e_{x_1} + p_1, \ldots, e_{x_N} + p_N],
\end{align*}
$$

in which $h_{\tilde{X}}$ is the sentence embedding from encoder, $e_{x_i}$ is the token embedding (all tokens are left non-masked in the place), and $p_i$ is the position embedding. Let $M \in \mathbb{R}^{L \times L}$ be the position-specific attention mask, with which the self-attention operation is conducted as follows:

$$
Q = H_1 W^Q, \ K = H_2 W^K, \ V = H_2 W^V;
$$

$$
M_{ij} = \begin{cases} 
0, & \text{can be attended}, \\
-\infty, & \text{masked};
\end{cases}
$$

$$
H_{\text{dec}}^o = \text{softmax}(Q^T K \sqrt{d} + M)V.
$$

The decoding output $H_{\text{dec}}^o$ is used to reconstruct the original sentence (operations like layer-norm, FFN, and residual connections are omitted for simplicity). Finally, the decoder is learned to optimize the following objective:

$$
\mathcal{L}_{\text{dec}} = \sum_{x_i \in X} \text{cross-entropy}(x_i | H_{\text{dec}}^o).
$$

Because the decoding network has one single layer, each token $x_i$ can only be recovered from the context visible to the $i$-th row of the matrix $M$, which are generated by the following rules:

$$
M_{ij} = \begin{cases} 
0, & x_j \in s(X_{\neq i}), \text{ or } j_{ji} = 0 \\
-\infty, & \text{otherwise}.
\end{cases}
$$

The sampled tokens, $s(X_{\neq i})$, and the first elements (except the first row) will be visible when recovering $x_i$. All diagonal elements, i.e., $x_i$ in the $i$-th row, will be excluded, such that each token may not attend to itself during decoding.

As mentioned, the first stage pre-training performs RetroMAE on generic data, like Wikipedia and BookCorpus. It worth noting that the masked tokens for the encoding network will also be reconstructed in the same way as the conventional masked language modeling (MLM). The corresponding loss is denoted as $\mathcal{L}_{\text{enc}}$. The encoder and decoder are jointly trained to minimize the summation of $\mathcal{L}_{\text{dec}}$ and $\mathcal{L}_{\text{enc}}$. Finally, the well-trained encoding network is utilized as the base model, which will serve applications like zero-shot dense retrieval.

### 2.2 Two-stage Pre-Training

A two-stage pre-training workflow is conducted as Figure 1. In the first stage, the model is trained by RetroMAE on generic corpus. We use English Wikipedia and BookCorpus, which are also the pre-training data used by BERT pre-training. We use the following hyper-parameter settings for the first stage pre-training: the encoder is a BERT-base scale transformer and the decoder is a single-layer transformer; the masking ratio is 0.3 for encoder and 0.5 for decoder. Following the practice in BEIR benchmark [Thakur et al., 2021b], the base model from the first stage is fine-tuned with MS MARCO queries for zero-shot retrieval in other domains.

In the second stage, the base model continues to be trained to deal with more specific downstream tasks. We consider two typical scenarios in this place: in-domain retrieval and sentence embedding for tasks related to semantic matching. The model is trained on MS MARCO corpus [Nguyen et al., 2021].
We empirically examine the following combinations of RetroMAE and contrastive learning. For in-domain retrieval, we consider using RetroMAE alone as Eq. 9 (1), and the summation of RetroMAE and contrastive learning as Eq. 9 (2):

\[
\mathcal{L}_{\text{ctr}} = -\sum h_i \log \frac{e^{\text{sim}(h_i, h_i^+)/\tau}}{\sum h_j \ e^{\text{sim}(h_i, h_j^+)/\tau}},
\]

where \(h_i^+\) and \(h_i^-\) are the positive and negative samples to \(h_i\), and \(\tau\) is the temperature parameter. While pre-training for in-domain retrieval, we leverage data augmentation to generate the positive samples: following the approach in coCondenser (Gao and Callan, 2021b), two sentences sampled from the same article are used as \(h_i\) and \(h_i^+\). When targeting on the generation of sentence embeddings, we directly leverage the sentence pairs from NLI datasets as \(h_i\) and \(h_i^+\). For both scenarios, we use in-batch negative samples; that’s to say, one training instance (e.g., \(h_i\)) will use others’ positive samples within the same training batch as its negative samples \(\{h_j^+\}_{i \neq j}\).

We empirically examine the following combinations of RetroMAE and contrastive learning. For in-domain retrieval, we consider using RetroMAE alone as Eq. 9 (1), and the summation of RetroMAE and contrastive learning as Eq. 9 (2):

\[
\begin{align*}
(1) & \quad \mathcal{L}_{\text{enc}} + \mathcal{L}_{\text{dec}}, \\
(2) & \quad (\mathcal{L}_{\text{enc}} + \mathcal{L}_{\text{dec}}) + \mathcal{L}_{\text{ctr}}.
\end{align*}
\]

The first option is the simple continuation of RetroMAE on domain-specific corpus. The second option follows the same spirit as coCondenser, except that the pre-training task is switched from Condenser to RetroMAE. While used for the generation of sentence embeddings, the contrastive learning will always be enabled.
Table 2: In-domain retrieval based on ANCE fine-tuning. The models in the upper half are pre-trained with Wikipedia and BookCorpus; the models in the lower half are further pre-trained with domain-specific data. SentMAE\textsuperscript{†} purely relies on RetroMAE during the second-stage pre-training; while SentMAE\textsuperscript{‡}\textsubscript{co} jointly employs RetroMAE and contrastive learning.

3 Experiments

We conduct three sets of experimental studies to evaluate the pre-trained models’ effectiveness. (1) For the base model pre-trained on the generic corpus, we evaluate its zero-shot retrieval quality with BEIR benchmark (Thakur et al., 2021b). (2) For the continuingly pre-trained model on domain-specific data, we evaluate the in-domain retrieval quality on MS MARCO (Nguyen et al., 2016) and Natural Questions (Kwiatkowski et al., 2019). (3) We also evaluate the sentence embeddings’ quality based on the semantic textual similarity (STS) (Agirre et al., 2016; Cer et al., 2017; Marelli et al., 2014) and transfer tasks in SentEval (Conneau and Kiela, 2018).

3.1 Zero-shot Retrieval

The zero-shot retrieval performances on BEIR benchmark are shown with Table 1. The methods on the left half of the table follow similar settings: a BERT-base scale transformer (110M model parameters) is used as the encoding network, and the pre-training is performed mainly based on Wikipedia and BookCorpus (except RoBERTa). Among these methods: BERT (Devlin et al., 2019) and RoBERTa (Liu et al., 2019) are the pre-trained models for generic NLU tasks; SimCSE (Gao et al., 2021) and DiffCSE (Chuang et al., 2022) are two popular methods for pre-trained sentence embedding; SEED (Lu et al., 2021) and Condenser (Gao and Callan, 2021a) are competitive pre-trained models for dense retrieval. SentMAE\textsuperscript{†} stands for the reproduction of RetroMAE.

We can observe that SentMAE\textsuperscript{†} achieves overwhelming advantages over the above pre-trained models under the same settings. There’s a huge improvement: 0.452 over 0.407 (the best of baselines) in total average, and it leads to the best retrieval quality on the majority of the datasets. Such an observation verifies RetroMAE’s effectiveness for zero-shot retrieval. Besides, RoBERTa’s performance is not better than BERT; and pre-trained models for sentence embeddings, like SimCSE and DiffCSE, do not contribute to the zero-shot retrieval.

A number of the competitive pre-trained models on BEIR benchmark are listed on the right side of Table 1 for further comparison. These models take advantages of enlarged encoding networks and substantially increased pre-training data to enhance their cross-domain retrieval capability.

Specifically, GTR (Ni et al., 2021) is pre-trained based on contrastive learning on a massive dataset of 2 billion community question-answer pairs, and it employs transformers of different scales: GTR-base (110M), GTR-large (335M), GTR-XL (1.24B), GTR-XXL (4.8B), as the encoding networks. Although working with limited data and model size, RetroMAE still outperforms GTR-base (both with 110M model parameters) by a big margin; and its overall performance is on-par with GTR-xlarge, whose model size is more than 11 \times larger.
Another strong zero-shot retriever is Contriever (Izacard et al., 2021), whose overall performance (0.466 in total average) is slightly lower than SentMAE\(^†\) (averagely 0.470 on the datasets used by Contriever). It is pre-trained via self-contrastive learning, which takes place on Wikipedia and CC-Net (Wenzek et al., 2020). The second dataset consists of about 700 millions high quality documents, which is more than 100\(\times\) larger than the data used for SentMAE\(^†\)’s pre-training. It also requires sophisticated data augmentation and a considerable volume of negative samples (as many as 131,072) leveraging MoCo (He et al., 2020). By comparison, SentMAE\(^†\) is simple and cost-friendly, as it uses much less pre-training data and requires no negative samples.

### 3.2 In-domain Retrieval

The evaluation of in-domain retrieval is shown as Table 2. The upper part of the table demonstrates the performances from models pre-trained on generic corpus; the lower part of the table indicates the performances from the models pre-trained on domain-specific data. We can derive the following interesting points from the demonstrated results. SentMAE\(^‡\) and SentMAE\(^§\) indicate stand for RetroMAE only and RetroMAE plus contrastive learning in the second stage pre-training.

First, the continued pre-training on domain-specific data is important to the in-domain retrieval quality. Although the first-stage pre-training already equips the model with a strong capability on dense retrieval, as SentMAE\(^†\) outperforms all baselines in the upper half, the continued in-domain pre-training further brings substantially benefits. By keeping on the RetroMAE pre-training on MS MARCO corpus, SentMAE\(^‡\) achieves significant improvements over the base model SentMAE\(^†\), which is pre-trained on the generic data. By comparison, the improvement is relatively marginal on Natural Questions. This is probably because the NQ’s corpus, i.e., Wikipedia, is already included as a part of the generic pre-training data. The corresponding in-domain retrieval quality from SentMAE\(^‡\) is indeed competitive: the performances are almost the same as the ones based on sophisticated knowledge distillation (Ren et al., 2021) and adversarial learning (Zhang et al., 2021), and might be the strongest performances with simple ANCE fine-tuning on both benchmarks.

Second, we explore which learning strategy, RetroMAE or self-contrastive learning, leads to the improvement of retrieval quality. According to our current experiments, the self-contrastive does not contribute to the in-domain retrieval quality, as performances from SentMAE\(^‡\) are no better than SentMAE\(^†\). To further confirm this point, we ablate the contrastive learning part from coCondenser, and only preserve the in-domain pre-training. The ablation leads to MRR@10 of 0.383 and Recall@1000 of 0.983. Both results are no worse than the original results from coCondenser, which are consistent with the foregoing observations.

We conjecture that it is the quality of relevance label that restricts the performance of contrastive learning. Particularly, for supervised contrastive learning, such as the one based on the query-passage pairs from MS MARCO or the one with sentence pairs from NLI, the positive labels are reliable and meaningful. Therefore, it will not only benefit the in-domain performance, but also contribute to the transferability towards other domains. However, for self-contrastive learning, the labeled relevance comes from data augmentation, which is likely to be either over simplified to be discriminated, or introduce potential false positives.
Table 4: Evaluation of sentence embedding quality. The upper table indicates the performances on semantic textual similarity; the lower table indicates performances on the transfer tasks in SentEval.

| Methods   | STS12 | STS13 | STS14 | STS15 | STS16 | STS-B | STS-R | Average |
|-----------|-------|-------|-------|-------|-------|-------|-------|---------|
| SimCSE-BERT | 75.30 | 84.67 | 80.19 | 85.40 | 80.82 | 84.25 | 80.39 | 81.57   |
| SentMAE‡  | 76.83 | 86.20 | 81.42 | 86.59 | 82.25 | 85.08 | 79.80 | 82.60   |

| Methods   | MR    | CR    | SUBJ  | MPQA  | SST   | TREC  | MRPC  | Average |
|-----------|-------|-------|-------|-------|-------|-------|-------|---------|
| SimCSE-BERT | 82.69 | 89.25 | 94.81 | 89.59 | 87.31 | 88.40 | 73.51 | 86.51   |
| SentMAE‡  | 82.29 | 88.88 | 94.64 | 90.29 | 86.88 | 92.00 | 75.07 | 87.15   |

Third, the pre-training on domain-specific data can be harmful to the generic retrieval quality in other domains. We explore the impacts introduced from SentMAE‡ and SentMAE§, which are continued pre-trained models on MS MARCO and NQ corpus, respectively. As shown in Table 5, there are notable decrements of zero-shot retrieval quality for the two in-domain pre-trained models; especially SentMAE‡, which performs continued pre-training on MS MARCO corpus.

It’s worth noting that the pre-trained models are fine-tuned with the query-passage relevance from MS MARCO before they are tested on BEIR benchmark. In other words, MS MARCO is used as the source domain and other datasets in BEIR are treated as the target domains. Intuitively, people may expect that a model will probably work better on target domains if its performance can be substantially improved on the source domain. However, the comparison between SentMAE† and SentMAE‡ is a clear contradiction to such an expectation. It suggests that the retrieval model’s transferability might be more of the result from pre-training, but less of the fine-tuned performance on the source domain.

### 3.3 Sentence Embeddings

The evaluation of sentence embedding quality is shown with Table 4, where SentMAE¶ is compared with SimCSE-BERT (base) (Gao et al., 2021). The two methods rely on the same contrastive learning process, i.e., the supervised contrastive learning with sentence pairs from NLI datasets. However, SentMAE¶ leverages RetroMAE for pre-training, whose impact will be reflected from the comparison.

It can be observed from the experiment results that the pre-training from RetroMAE indeed contributes to the sentence embedding quality. It achieves substantial empirical gains on most of the STS tasks, where the overall performance can be improved from 81.57% to 82.60%. The average performance of transfer tasks may also be improved from 86.51% to 87.15%, despite that it is not as significant as the gain on the STS tasks. It is probably because the improvement of sentence representation may not directly benefit the transfer tasks, as discussed in (Gao et al., 2021).

Notice that the previous works seldom evaluate a pre-trained model simultaneously on its capability as a dense retriever and the quality of its sentence embeddings. This is probably because the two tasks are about different intrinsic properties of the pre-trained models. In other words, a pre-trained model which is effective for one type of task may become ineffective for another task. For example, SimCSE brings no benefit to zero-shot and in-domain retrieval according to our observations in Table 1 and 2 despite its effectiveness in STS tasks. However, given what we have found in this work, both tasks may benefit from the pre-training of RetroMAE.

### 3.4 Summarization

The major experimental findings in this work can be summarized into the following points.

- The pre-training of RetroMAE on generic corpus contributes to all of the tasks in experiments, including zero-shot retrieval, in-domain retrieval, sentence embeddings for semantic textual similarity and transfer tasks in SentEval.
- The continued pre-training on domain-specific data substantially benefits the in-domain retrieval performances. However, it can be harmful to the model’s transferability, as the zero-shot retrieval quality decreases for the out-domain data.
• The contrastive learning’s impact is conditional in our experiments. It helps to generate high-quality sentence embeddings for STS and transfer tasks in SentEval; however, it turns out to be relatively limited by its sample efficiency for zero-shot retrieval, and it does not bring extra benefit to in-domain retrieval at the presence of RetroMAE.

4 Conclusion

In this paper, a unified framework is presented for the pre-training of sentence representation. On top of the consecutive MAE style pre-training on generic and domain-specific data, and with proper collaboration with contrastive learning, the generated model may support a wide variety of sentence representation tasks, including zero-shot retrieval, in-domain retrieval, and sentence embeddings. The experiment studies demonstrate that the proposed framework helps to achieve strong performances on benchmarks, like BEIR, MS MARCO, Natural Questions, STS and transfer tasks in SentEval. For future works, we’ll make extensions by scaling up the size of the encoding network and having it pre-trained on more unsupervised data, which will push to the empirical limit of the current method. We’ll also explore its effectiveness in other languages other than English, and its impact to more applications beyond dense retrieval and NLI.
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