“De-kSZing” the cosmic microwave background with surveys of large-scale structure
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The kinetic Sunyaev-Zeldovich (kSZ) effect will be an important source of cosmological and astrophysical information in upcoming surveys of the cosmic microwave background (CMB). However, the kSZ effect will also act as the dominant source of noise for several other measurements that use small angular scales in CMB temperature maps, since its blackbody nature implies that standard component separation techniques cannot be used to remove it from observed maps. In this paper, we explore the idea of “de-kSZing”: constructing a template for the late-time kSZ effect using external surveys of large-scale structure, and then subtracting this template from CMB temperature maps in order to remove some portion of the kSZ signal. After building intuition for general aspects of the de-kSZing procedure, we perform forecasts for the de-kSZing efficiency of several large-scale structure surveys, including BOSS, DESI, Roman, MegaMapper, and PUMA. We also highlight potential applications of de-kSZing to cosmological constraints from the CMB temperature power spectrum, CMB lensing reconstruction, and the moving-lens effect. While our forecasts predict achievable de-kSZing efficiencies of 10-20% at best, these results are specific to the de-kSZing formalism adopted in this work, and we expect that higher efficiencies are possible using improved versions of this formalism.

I. INTRODUCTION

The “primary” fluctuations of the cosmic microwave background (CMB), which encode the properties of the universe during the recombination era, have played a key role in the establishment of our current cosmological model. “Secondary” fluctuations, created by processes occurring after recombination, are now attracting significant theoretical and observational interest, as they can in principle be used to probe numerous aspects of astrophysics and fundamental physics.

In particular, much recent interest has been focused on the various incarnations of the Sunyaev-Zeldovich (SZ) effect ([1–4]; see Ref. [5] for a recent review), by which CMB photons scatter off of free electrons associated with massive dark matter halos. The thermal SZ (tSZ) effect, generated by thermal motions of electrons within a halo, distorts the CMB blackbody spectrum and probes the pressure of those electrons. The kinetic SZ (kSZ) effect, generated by bulk motion of the electrons, leads to additional small-scale CMB anisotropies and is sensitive to a combination of large-scale velocity flows and the spatial distribution of electrons. The polarized SZ (pSZ) effect, generated by a quadrupole in the radiation field observed by the scatterer (and therefore sensitive to the various effects that can contribute to that quadrupole), induces linear polarization in the scattered photons. Higher-order corrections to these effects also have distinctive signatures and a variety of applications (e.g. [6–8]).

These effects are interesting signals in many contexts, but in other contexts, they represent sources of bias and/or noise that degrade our ability to make useful measurements. A significant portion of the tSZ effect can be removed from observed CMB maps thanks to its non-blackbody spectral shape, but the (blackbody) kSZ effect cannot be removed in this way, and is expected to dominate the observed temperature fluctuations at ℓ ≳ 4000 after non-blackbody signals have been filtered out. For sufficiently high-resolution observations, reconstruction of gravitational lensing of the CMB will make use of temperature fluctuations at these scales, and the kSZ effect can significantly bias this reconstruction [9, 10], affecting its ability to constrain neutrino mass, dark energy, and dark matter (e.g. [11, 12]). Furthermore, kSZ fluctuations at small scales add noise to measurements of the Silk-damped regime of the primary CMB, which can be used to probe the effective number of free-streaming species N_eff, the primordial helium abundance Y_p, and the spectrum of primordial scalar perturbations. The kSZ effect also acts as noise for measurements of other CMB secondaries, such as the moving-lens effect [13–15].

This situation is analogous to gravitational lensing of the CMB, which is both a physically interesting signal and a source of bias and noise for other measurements (including primordial gravitational waves, acoustic oscillations in the primary CMB, and lensing itself). In the lensing case, methods to “de-lens” CMB temperature and polarization maps have been extensively inves-
tigated [16–20], applied to recent CMB observations [21–25], and integrated into the core analysis pipelines that are being developed for upcoming surveys [26]. “Internal” de-lensing uses lensing maps reconstructed from a CMB survey to remove lensing effects from temperature and polarization maps from the same survey, while “external” de-lensing uses an external dataset to estimate a lensing map that is used to de-lens the observed CMB.

In this work, we investigate the prospects for external “de-kSZing” of CMB temperature maps, whereby an external galaxy survey is used to construct a template for the kSZ effect, which is then subtracted from the observed maps. Specifically, we consider the portion of the kSZ effect sourced by the post-reionization universe (the “late-time” kSZ effect), since this is expected to either dominate over the kSZ signal from reionization or be comparable to it, depending on the models that are assumed [10]. Following Refs. [27, 28]1, we construct a template by using a galaxy survey to reconstruct the large-scale velocity field, and multiplying by a linear reconstruction of the electron density field; this forms a template for the electron momentum field, which can then be projected along the line of sight to yield an estimate of the kSZ-induced CMB temperature fluctuations. While Refs. [27, 28] explored the prospect of cross-correlating this template with the CMB in order to measure the kSZ effect for probing baryons in the warm-hot intergalactic medium, our motivation here is to use the template to remove some portion of the kSZ effect from CMB observations.

The bulk of our paper is concerned with assessing the performance of kSZ templates constructed from galaxy surveys with different properties, and performing an initial exploration of several possible applications of de-kSZing with external data: namely, constraining cosmological parameters using the CMB damping tail, improving the reconstruction of gravitational lensing, and measuring halo profiles using the moving-lens effect. While our overall conclusion is that it will be challenging to obtain significant benefits from de-kSZing within the formalism adopted in this work, it’s likely that modifications to this formalism could yield substantial improvements, and we discuss this further in the final section of the paper.

Note that we will use the term “kSZ effect” to refer only to the late-time kSZ effect in the body of the paper; we will briefly discuss the implications of de-kSZing the late-time kSZ effect on the measurement of the kSZ signal from reionization at the end of Sec. V A.

This paper is organized as follows. In Sec. II, we review the main theoretical expressions used to describe the kSZ effect, as well as our formalism for constructing kSZ templates from galaxy surveys and how we model the relevant quantities. In Sec. III, we build intuition for the ability of different kSZ templates to capture a given fraction of the true kSZ signal, by enumerating the relevant redshifts and halo masses (III A), the separate impacts of the velocity and electron density templates (III B), and the influence of redshift uncertainties in the input galaxy survey (III D). In Sec. IV, we forecast the usefulness of specific galaxy surveys for de-kSZing, including BOSS, DESI, the Roman Space Telescope, the MegaMapper proposal, and the PUMA 21 cm intensity mapping proposal. In Sec. V, we discuss the potential of de-kSZing to improve measurements of cosmological parameters, CMB lensing, and the moving lens effect. Finally, we discuss plausible improved versions of de-kSZing and conclude in Sec. VI.

The appendices discuss the impact of shot noise in the galaxy survey used to construct the template (Appendix A), the details of our halo model approach to modelling the signal and templates (Appendix B), the halo occupation distribution models we assume in our computations (Appendix C), our approach to modelling 21 cm intensity mapping surveys (Appendix D), and further details of our CMB forecasts (Appendices E–F).

II. THEORY

A. Review of the kSZ effect

The kSZ effect adds the following contribution to the observed CMB temperature at sky location \( \hat{n} \) (e.g. [30]):

\[
T_{\text{kSZ}}(\hat{n}) = \int_{0}^{\chi_{*}} d\chi \tilde{K}(\bar{z}[\chi]) q_{r}(\hat{n}, \chi; \bar{z}[\chi]) .
\]

In this expression, \( \chi \) is comoving distance, \( \chi_{*} \) corresponds to the earliest epoch we wish to include in our calculations of the kSZ effect, \( q_{r} \) is the radial (i.e. line-of-sight) component of the momentum of the free electrons at location \( (\hat{n}, \chi) \) and redshift \( \bar{z}[\chi] \), and \( \tilde{K}(z) \) is a radial weight function that captures the scattering of CMB photons by these electrons. In this work, we are only concerned with the post-reionization kSZ effect, so we take \( \chi_{*} \) to be the comoving distance to the end of reionization, at \( z \approx 6 \)

The electron momentum is well approximated by

\[
q_{r}(x; z) \approx v_{r}(x; z) \delta_{e}(x; z) ,
\]

where \( v_{r} \) is the radial component of the velocity field and \( \delta_{e} \) is the electron density contrast. At the large scales where the velocity field has the majority of its power, it can be treated as curl-free, such that

\[
v_{r}(k; z) = i \mu v(k; z) ,
\]

where \( \mu \) is the cosine of the angle between \( k \) and the line of sight. Furthermore, at large scales, \( v \) is linearly related

---

1 See also Ref. [29] for a fully 3-dimensional formalism for kSZ templates.
where the large-scale (\(\approx\)) approximations has been argued both analytically \([30, 33]\) (point function \(\delta\)). In writing Eq. (7), we have neglected the connected four-point function, omitting the redshift arguments for brevity. Note that but the \(v_r\) term is far subdominant on nonlinear scales (where \(\delta_e \gg 1\)) \([30]\). The radial weight function is \(\tilde{K}(z) \equiv -T_{\text{CMB}} \tilde{n}_{e,0} \sigma_T (1 + z)^2 e^{-\tau(z)}\), \(\tau(z)\) is the spatially-averaged optical depth to redshift \(z\). We take \(\tau(z) \approx 0\) after reionization.

In the Limber approximation \([31, 32]\), the angular power spectrum of \(T_{\text{kSZ}}\) evaluates to
\[
C^\text{kSZ} = \int_0^{\chi_*} \frac{d\chi}{\chi} \tilde{K}(\chi) \delta_s^2(\chi) \frac{P_{q_r}(\ell + 1/2, \chi; z)}{\chi} ,
\]
where \(P_{q_r}\) is the 3d power spectrum of \(q_r\), given by
\[
P_{q_r}(k_S; z) \approx \int \frac{d^3 k_L}{(2\pi)^3} P_{v_L v_r}(k_L; z) P_{\text{c}}(k_S; z) \frac{1}{6\pi^2} \left( \int dk_L k_L^2 P_{v_L}(k_L; z) \right) P_{\text{c}}(k_S; z).
\]

In writing Eq. (7), we have neglected the connected four-point function \(\langle v_r \delta_e v_r \delta_e \rangle\), and only retained the dominant “squeezed” contribution to the power spectrum, arising from the large-scale \((k_L)\) velocity power and small-scale \((k_S)\) electron density power. The accuracy of these approximations has been argued both analytically \([30, 33]\) and using simulations \([30, 34, 35]\).²

### B. Constructing templates from galaxy surveys

Given a galaxy density contrast \(\delta_s^2\) observed (in redshift space, hence the superscript “s”) by a galaxy survey, one can construct a template for the expected kSZ contribution to the observed CMB temperature (e.g. \([27, 28, 33]\)). First, one forms the following estimates for \(v_r\) and \(\delta_e\) from \(\delta_s^2\):
\[
\eta(k; z) \equiv \frac{\mu}{P_{\text{tot}}^{gg}(k, \mu; z)} \delta^3_s(k; z),
\]
\[
\epsilon(k; z) \equiv \frac{P_{\text{c}}(k, \mu; z)}{P_{\text{tot}}^{gg}(k, \mu; z)} \delta^3_s(k; z).
\]

The redshift-space galaxy power spectrum \(P_{gg}^{\text{tot}}(k, \mu; z)\) is defined to include the effect of shot noise (assumed to be Poissonian in this work),
\[
P_{gg}^{\text{tot}}(k, \mu; z) \equiv P_{gg}(k, \mu; z) + \frac{1}{n_g(z)},
\]
such that \(\eta\) and \(\epsilon\) are Wiener-filtered quantities that downweight noise-dominated modes of \(\delta^3_s\). We will discuss our approach to modelling the power spectra needed for Eqs. (10)-(11) in Sec. II C.

One then forms an estimate for the line-of-sight electron momentum field,
\[
\hat{q}_r(x, z) = \eta(x, z) \epsilon(x, z),
\]
and computes a line-of-sight projection using the kSZ radial weight function, analogous with Eq. (1):
\[
\hat{T}_{\text{kSZ}}(\hat{n}) = \int_0^{\chi_*} d\chi \tilde{K}(\chi) \hat{q}_r(\chi, \hat{n})\tilde{K}(\chi; z).
\]

The cross-correlation between the template \(T_{\text{kSZ}}\) and the true signal \(T_{\text{kSZ}}\) will depend on the 3d cross power spectrum between \(\hat{q}_r\) and \(q_r\). Under the same assumptions applied to Eq. (7), this evaluates to
\[
P_{q_r q_r}(k_S, \mu_S; z) \approx \int \frac{d^3 k_L}{(2\pi)^3} P_{v_L v_r}(k_L, \mu_L; z) P_{\text{c}}(k_S, \mu_S; z) \frac{1}{4\pi^2} \left( \int dk_L k_L^2 \int_1^{1000} d\mu_L \mu_L^2 P_{\text{c}}(k_L, \mu_L; z)^2 \right)
\]
\[
\times P_{gg}^{\text{tot}}(k_S, \mu_S; z)^2 P_{\text{c}}^{\text{tot}}(k_S, \mu_S; z),
\]

Redshift-space distortions in the observed galaxy density contrast \(\delta^3_s\) imply that \(P_{v_L, v_r}\) and \(P_{\text{c}}\) both depend on the angle with respect to the line of sight, through \(\mu_L\) and \(\mu_S\) respectively. On the large scales that dominate the velocity contribution, redshift-distortions are approximately described by the Kaiser factor \(\delta^3_s(k, \mu) \propto (h_S + f \mu)^2\) \([36]\). On the other hand, at the scales relevant for the electron density contribution, there will be “Finger of God” damping of large-\(\mu_S\) power caused by velocity dispersions on small scales \([37]\). However, the angular power spectrum of the template is a line-of-sight projection weighted by the kSZ weight function from Eq. (5), and the width

² Often in the literature, the squeezed limit \((k_L \ll k_S)\) is not taken when writing Eq. (7), but \(k_L\) is still assumed to be in the linear regime, in which case Eq. (7) becomes
\[
P_{q_r q_r}(k_S) \approx (f_a H)^2 \int \frac{d^3 k_L}{(2\pi)^3} P_{\text{min}}(k_L) P_{\text{c}}(k_S - k_L) \frac{k_S (k_S - 2k_L \mu_L)}{k^2_L (k^2_S + k^2_L - 2k_S k_L \mu_L)}.\]

If Eq. (9) is used when computing \(C^\text{kSZ}\) instead of Eq. (7), the results differ by 30% at \(\ell = 1000\) and by less than 5% at \(\ell > 4000\). We use Eq. (7) in our computations, to enable us to compare the results with the templates described in Sec. II B, which also assume the squeezed limit.
and smoothness of this weight function will largely suppress the influence of large-$\mu_S$ modes on the final result (e.g. [38, 39]). This, it will not be necessary to include the Finger of God effect in our computations. We may then write the angular power spectrum derived from the $\hat{q}_r q_t$ cross-correlation as

$$C^\hat{q}_r q_t = \int_0^{\chi_0} \frac{d\chi}{\chi^2} \tilde{K}(z(\chi))^2 P_{\hat{q}_r q_t} \left( \frac{\ell + 1/2}{\chi}, 0; z(\chi) \right),$$

following the Limber approximation in setting $\mu_S = 0$ [32].

A short calculation shows that the auto spectrum of the template $\tilde{T}_{kSZ}$ is also given by Eqs. (16)-(17). However, in this case we must revisit the approximation that the connected four-point function can be neglected: the power spectrum of $\hat{q}_r$ is related to the trispectrum of $\delta_\delta$, which has several contributions from the shot noise of the corresponding galaxy sample. We can write this as

$$C^\hat{q}_r q_t = C^\hat{q}_r q_t + C^\text{shot}_r q_t,$$

with $C^\text{shot}_r q_t$ including all four-point shot noise terms. In the approximation of Poissonian shot noise, these contributions depend on the mean number density of the sample, along with the galaxy power spectrum and bispectrum (e.g. [40, 41]). In Appendix A, we estimate the dominant such contributions, finding that the added power to a kSZ template can be as high as several tens of percent of the reconstructed kSZ power for a few of the surveys we consider. We do not include these terms in the computations of the body of the paper, but note that they should be accounted for in detailed de-kSZing analyses, and we refer the reader to Appendix A for more details.

C. Modelling

For modelling the various auto and cross power spectra defined in the previous two subsections, we follow the halo model approach of Ref. [33]. We briefly summarize this approach here, with further details contained in Appendix B. We use the public hmvec code for our computations.\(^3\)

In the halo model, all matter is assumed to belong to bound, spherical halos. Correlation functions of matter may be computed once several ingredients are specified: the halo mass function, mass-dependent halo bias, and mass-dependent halo density profile. Correlation functions of galaxies additionally require models for how central and satellite galaxies occupy halos of a given mass, and the average spatial distribution of satellite galaxies with in a halo; similarly, predictions involving the electron number density require a model for the electron density profile within halos. Two-point correlations are composed of a “two-halo term,” describing correlations between points located in different halos, and a “one-halo term,” corresponding to two points located within the same halo.

In our calculations, we use the Sheth-Tormen halo mass function and halo bias [42], and a Navarro-Frenk-White (NFW) density profile [43] with the concentration-mass relation from Ref. [44]. Electron density power spectra are computed by replacing the NFW profile with an electron profile model based on hydrodynamical simulations from Ref. [45]; in particular, we use the model including AGN feedback as a baseline. Following Ref. [46], we truncate the electron profile at a maximum radius chosen so that the enclosed gas mass is the same as for a NFW profile truncated at $r_{\text{cut}} = r_{200c}$. To describe galaxy clustering, we use the halo occupation distribution (HOD) formalism (e.g. [47]), with specific HOD models introduced when they are used later in the paper.

Finally, we use linear expressions for power spectra involving velocities, since only the large-scale velocity power will enter our results:

$$P_{\nu}(k) = \left( \frac{faH}{k} \right)^2 P_m(k),$$

$$P_{\mu}(k, \mu) = \frac{faH}{k} (b_\mu + f\mu^2) P_m(k),$$

where $b_\mu$ is computed within the halo model and the $z$-dependence is left implicit.

III. INTUITION

Our ability to remove the late-time kSZ signal from observed CMB maps will clearly depend on how much of the true kSZ signal is captured by a given template. In this section, we build intuition for the relationship between a template’s properties and its performance in a de-kSZing procedure.

A. Relevant redshifts and halo masses

We begin with Fig. 1, which visualizes the relative contribution to the kSZ auto power from different redshifts and halo masses. Specifically, we rewrite Eq. (6), Eq. (8), and the halo model expression for $P_{\nu}$ as

$$C^\text{ksz}_\nu = \int_0^{z_*} dz \int d\log m_h \frac{d^2C^\text{ksz}_\nu}{dz d\log m_h}$$

and plot the integrand of this expression, normalized to unity at its peak, for several representative $\ell$ values. (See Appendix B 3 for the details of how this is computed.) We show contours enclosing regions of the $z = m_h$ plane that contribute 50%, 75%, and 90% of the total signal.

\(^3\) https://github.com/simonsobs/hmvec
We also translate the redshift axis into the corresponding wavenumbers probed in the Limber approximation ($k \approx \ell / \chi(z)$).

We find that 50% of the signal is generally localized to $z \lesssim 2$ and $12.5 \lesssim \log_{10}(m_h/M_\odot) \lesssim 15$, while 75% of the signal arises from $z \lesssim 3$. The overall tilt of the contours stems from the fact that there are fewer highermass halos at higher redshift, so the contribution to $C_k^{\kSZ}$ from higher redshifts is naturally concentrated at lower halo masses.

The ranges of redshift and halo mass that dominate the kSZ signal depend strongly on the halo mass function. The electron-momentum power spectrum $P_{ee}$ is proportional to the electron density power spectrum $P_{\rho_e}$ (recall Eq. 8); in the regime where this is dominated by the one-halo term, if we approximate $u_{\text{gas}}(k, m_h, z) \approx 1$, Eq. (B10) shows that $P_{\rho_e} \propto \int d\log m_h m_h^3 n(m_h, z)$. The integral of this expression peaks in the range $13.5 < \log_{10}(m_h/M_\odot) < 14.5$ for $0.5 < z < 2$, with width $\Delta \log_{10}(m_h/M_\odot)$ of order unity; furthermore, this integral declines sharply with redshift, with roughly a factor of 40 difference between $z = 1$ and $z = 3$. The assumed electron density profile also has an important effect: in the model from Ref. [45], the profile is strongly suppressed at $r \gtrsim 2R_{200}(m_h, z)$, implying that the one-halo kSZ power from a halo with mass $m_h$ will be suppressed at wavenumbers $k$ satisfying $k \gtrsim 2/R_{200}(m_h, z)$.

Thus, there is an effective (redshift-dependent) maximum $k$ to which a mass-$m_h$ halo will contribute significant kSZ power, and since $R_{200}$ grows with halo mass, this maximum $k$ will be smaller for more massive halos. We can see this in Fig. 1: lower $\ell$ values probe a higher maximum halo mass. In summary, the redshifts and halo masses that dominate the kSZ signal can mostly be understood in terms of (1) the abundance of halos of different masses at a given redshift, and (2) the spatial extent of the free electrons associated with each halo.

Overall, these results indicate that a galaxy survey (or combination of surveys) with broad coverage in redshift and halo mass will be necessary to construct a high-fidelity kSZ template. For example, a sample of emission-line galaxies (ELGs) would likely miss a significant part of the kSZ signal, since ELGs generally occupy...
halos with much lower mass (i.e. \( m_h \sim 10^{12} M_\odot \)) than where the bulk of the kSZ contribution comes from. (We will explore specific galaxy samples, including ELGs, later in the paper.) Also, it will likely be challenging to recover more than roughly 80% of the kSZ signal unless one has access to a survey probing very low-mass (\( m \lesssim 10^{11.5} M_\odot \)) halos at higher redshifts (such as a 21 cm intensity mapping survey [52, 53]), and is able to combine it with measurements of higher-mass halos.

B. Importance of electron density and velocity templates

1. Electron density template

The accuracies of the electron density template and velocity template both determine the fraction of true kSZ power captured by the kSZ template. We investigate the electron template in this subsection and the velocity template in Sec. III B 2.

To assess the fidelity of the electron template, we compute the squared correlation coefficient between \( \delta^e \) and \( \delta_c \), for purely-transverse \((\mu_S = 0)\) modes:

\[
t^2_{\text{ge}}(k; z) = \frac{P_{gg}(k_S, 0; z)}{P_{\text{tot}}(k_S, 0; z)P_{ee}(k_S; z)} .
\]

We compute this quantity for a family of fictional galaxy surveys which have the following HOD model:

\[
\bar{N}_c(m_h) = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\log m_h - \log m_{\text{cut}}}{\sigma_{\log m}} \right) \right] ,
\]

\[
\bar{N}_s(m_h) = \left( \frac{m_h - m_{\text{cut}}}{10^{12} m_{\text{cut}}} \right)^\alpha .
\]

This is a simplified version of the HOD from Ref. [54], with the amplitude of the satellite occupation parameterized relative to the lower mass cutoff \( m_{\text{cut}} \), to separate the effects of changing \( m_{\text{cut}} \) and this amplitude. For this exercise, we fix \( \sigma_{\log m} = 0.3 \) and \( \alpha = 1 \), and examine the effects of varying \( m_{\text{cut}} \) and \( \beta \). The influence of these parameters on the central and satellite occupations is visualized in Fig. 2.

In Fig. 3, we plot \( r^2_{\text{ge}} \) as a function of \( z \), at the \( k \) values relevant for the Limber approximation \((k \approx \ell/\chi[z])\) at two different \( \ell \) values. We vary \( \beta \) between 0 and 2, noting that \( \beta \approx 1 \) is a typical value found in real or simulated galaxy samples (e.g. [51, 54–56]). We also vary the galaxy number density \( \bar{n}_g \), taken to be redshift-independent, and derive the corresponding (redshift-dependent) lower mass cutoff \( m_{\text{cut}} \) by solving Eq. (B4). The resulting \( m_{\text{cut}} \) values are shown in the lower panels of the figure.

The shapes of the curves in Fig. 3 can be interpreted in terms of whether the one-halo or two-halo term dominates. In particular, there are two noteworthy trends:

- At higher redshift, the g-e correlation improves with increasing \( \bar{n}_g \) (and decreasing \( m_{\text{cut}} \)). This is because, in the angular power spectrum, higher \( z \) corresponds to lower \( k \), where the two-halo term is more important. At sufficiently low \( k \) (i.e. high \( z \) and low \( \ell \)), the two-halo term completely dominates and perfect cross-correlation can be achieved, although the (angular) kSZ power will also have some sensitivity to lower \( z \) where the correlation is worse. The correlation is noticeably worse for \( \beta = 0 \) than for \( \beta = 1 \) or 2, because \( \beta = 0 \) implies a particularly large amplitude for the one-halo term, moving the pure-two-halo regime to lower \( k \).

- In the one-halo regime (low \( z \), high \( k \)), a high-fidelity electron template is achievable for sufficiently high galaxy number density. In this regime, lower values of \( \beta \) result in a better template, because a higher satellite fraction implies a better measurement of the distribution of satellites within the halo, which will trace the distribution of electrons if the satellite profile and gas profile are similar.
FIG. 3. An exploration of how accurate a template for the electron density $\delta$ can be constructed by Wiener-filtering the observed galaxy density $\delta^s$. We plot the squared correlation coefficient between $\delta^s$ and $\delta$, assuming different parameters in the simplified HOD model from Eqs. (23)-(24). Curves in the upper and middle rows are evaluated at $k = \ell/\chi(z)$ for $\ell = 2000$ or 8000, while the lower row shows the redshift-dependent minimum mass $m_{\text{cut}}$ corresponding to the galaxy number density indicated in each column. In both the two-halo-dominated regime (at sufficiently high $z$ and low $k$) and the one-halo-dominated regime (at low $z$ and high $k$), a high-fidelity electron template is achievable if the input galaxy survey is sufficiently dense.

2. Velocity template

Next, we assess the performance of the template for large-scale velocities. We do so by computing the ratio of the velocity factors in Eq. (16) and (8):

$$R_{\text{gv}}(z) \equiv \frac{3}{2} \int dk_L k^2_L \int L_1 d\mu_L \mu^2_L P_{gg}(k_L,\mu_L;z)^2 \frac{P_{vv}(k_L,\mu_L;z)}{\int dk_L k^2_L P_{vv}(k_L;z)}. \quad (25)$$

This is analogous to a correlation coefficient between $\delta^s$ and $v$, but is more relevant to the kSZ template than a standard correlation coefficient, since it directly reflects the redshift-dependent suppression of kSZ template power due to the properties of the velocity template.

Fig. 4 shows $R_{\text{gv}}(z)$ computed using the same HOD model as in Sec. III B 1, showing only the $\beta = 1$ case for simplicity. The inclusion of RSD slightly boosts the power in the velocity template thanks to the Kaiser factor increasing the signal-to-shot-noise ratio in $P_{gg}$. For $\bar{n}_g = 10^{-4} \text{Mpc}^{-3}$, the accuracy of the velocity template can degrade the fraction of the kSZ power captured by the kSZ template by tens of percent, but for higher number densities, a comparison with Fig. 3 reveals that the electron template will be the dominant factor in the performance of the kSZ template.

3. Combination

Fig. 5 shows the auto power spectrum of the kSZ template constructed using the same HOD as the curves in Fig. 4, as a ratio to the true kSZ power. As expected, we find better performance at lower multipoles, because these multipoles probe larger physical scales and higher redshifts where the electron template is more accurate.
C. Accuracy of model for galaxy-electron cross power spectrum

The kSZ template in Sec. II B requires input models for $P_{\ell}^{\gamma v}$, $P_{\ell}^{ge}$, and $P_{\ell}^{\text{tot}}$. Since we only require $P_{\ell}^{\gamma v}$ on quasi-linear scales, it will be relatively straightforward to model, while $P_{\ell}^{\text{tot}}$ is directly measurable from the associated galaxy survey. On the other hand, the modelling of $P_{\ell}^{ge}$ is expected to be considerably more uncertain. This uncertainty leads to what is known as the “optical depth degeneracy” in kSZ studies (e.g., [57]) and is a limiting factor, for example, in using the reconstructed velocities from the kSZ effect as a probe of the growth rate of structure. Here, we consider what impact uncertainties in the assumed form of $P_{\ell}^{ge}$ will have on a de-kSZing procedure.

Specifically, we are interested in the power spectrum of the kSZ effect that remains in a temperature map after a template has been subtracted off. This angular power spectrum, of $\hat{T}_{\text{de-kSZ}} = T_{\text{kSZ}} - \hat{T}_{\text{kSZ}}$, evaluates to

$$C_\ell^{\text{de-kSZ}} = C_\ell^{kSZ} - 2C_\ell^{\gamma v} + C_\ell^{\hat{q} \hat{q}_v},$$

where $C_\ell^{kSZ}$ is given by Eq. (6), $C_\ell^{\gamma v}$ is given by Eq. (17), and $C_\ell^{\hat{q} \hat{q}_v}$ is equal to $C_\ell^{\hat{q} \hat{q}_v}$ if the assumed $P_{\ell}^{ge}$ is exactly correct.

We can relax this assumption by writing the assumed spectrum as a sum of the true spectrum and an error term:

$$P_{\ell}^{\text{model}}(k, \mu; z) = P_{\ell}^{ge}(k, \mu; z) + \Delta P_{\ell}^{ge}(k, \mu; z).$$

Repeating the derivations of $P_{\ell}^{\hat{q} \hat{q}_v}$ (recall Eq. 16) and $P_{\ell}^{\hat{q} \hat{q}_v}$, we find that using $P_{\ell}^{\text{model}}$ instead of $P_{\ell}^{ge}$ in the construction of the electron density templates will change each spectrum like so:

$$\Delta P_{\ell}^{\hat{q} \hat{q}_v}(k_S, \mu_S; z) = \frac{1}{4 k^2} \left( \int dk_L k_L^2 \int d\mu_L \mu_L^2 P_{ge}^{(k_L, \mu_L; z)} \right) \times P_{ge}^{(k_S, \mu_S; z)} \Delta P_{\ell}^{ge}(k_S, \mu_S; z)$$

$$+ \frac{2 P_{ge}^{(k_S, \mu_S; z)} \Delta P_{\ell}^{ge}(k_S, \mu_S; z)}{P_{\ell}^{\text{tot}}(k_S, \mu_S; z)}.$$ (28)

If we compute $\Delta C_\ell^{\text{de-kSZ}}$ by combining these expressions, the definitions of $C_\ell^{\hat{q} \hat{q}_v}$ and $C_\ell^{\hat{q} \hat{q}_v}$, and Eq. (26), we find that the term linear in $\Delta P_{\ell}^{ge}$ cancels out, such that the leading effect of $\Delta P_{\ell}^{ge}$ on $C_\ell^{\text{de-kSZ}}$ is of order $\Delta P_{\ell}^{ge}$. As a concrete example, if $\Delta P_{\ell}^{ge} \approx \alpha P_{\ell}^{ge}$ where $\alpha$ is a constant,
FIG. 6. Impact of galaxy redshift uncertainties on a kSZ template constructed using those galaxies. Each curve is computed with the HOD from Sec. III B 1 with $\beta = 1$ and with the specified Gaussian redshift uncertainty, and has been divided by the corresponding template power spectrum assuming perfectly measured redshifts. Solid curves assume $\bar{n}_g = 10^{-4}$ Mpc$^{-3}$, while dashed curves assume $\bar{n}_g = 10^{-6}$ Mpc$^{-3}$. For $\sigma_z/(1 + z) = 0.03$, which is the target for the Vera Rubin Observatory’s LSST, and for which SPHEREx will obtain a galaxy sample with $\bar{n}_g \sim \mathcal{O}(10^{-4})$ Mpc$^{-3}$ at $z \sim 1$, significant suppression of the kSZ template power is expected. This motivates our focus on spectroscopic and 21 cm surveys in this work.

then the fractional impact on $C^{\text{de-kSZ}}_\ell$ is

$$
\Delta C^{\text{de-kSZ}}_\ell / C^{\text{de-kSZ}}_\ell \approx \alpha^2 C^{\hat{g}\hat{r}}_\ell / C^{\text{kSZ}}_\ell - C^{\hat{g}\hat{r}}_\ell / C^{\hat{g}\hat{r}}_\ell .
$$

(30)

This mild dependence on errors in $P_{\hat{g}\hat{r}}$, along with prospects for externally constraining it using e.g. dispersion measures of fast radio bursts [57], is a promising indication that modelling of the galaxy-electron cross power spectrum will not be a serious impediment to template-based de-kSZing.

D. Redshift precision

Thus far, we have assumed that the galaxy survey used for the template has negligible redshift uncertainty, but we can also consider surveys for which this uncertainty may be substantial. Specific examples include photometric surveys such as the Dark Energy Survey [58] and the Vera Rubin Observatory’s Legacy Survey of Space and Time (LSST: [59]), or the SPHEREx satellite [60] which is expected to acquire redshifts with a wide range of uncertainties [60].

We will not attempt detailed forecasts for such surveys in this work, but instead present a simple computation that indicates what we might expect. Under the assumption that the uncertainty on each measured redshift is Gaussian, the galaxy power spectrum is multiplied by two powers of a Gaussian kernel

$$
W_{\Delta z}(k, \mu; z) = \exp \left[ -\frac{\sigma_z^2 k^2 (1 + z)^2}{2 H(z)^2} \right],
$$

(31)

while cross spectra between galaxies and another field are multiplied by a single power (e.g. [33]):

$$
\begin{align*}
P_{\hat{g}\hat{g}}(k, \mu; z) &\to P_{\hat{g}\hat{g}}(k, \mu; z) W_{\Delta z}(k, \mu; z)^2, \\
P_{\hat{g}\hat{r}}(k, \mu; z) &\to P_{\hat{g}\hat{r}}(k, \mu; z) W_{\Delta z}(k, \mu; z), \\
P_{\hat{g}v}(k, \mu; z) &\to P_{\hat{g}v}(k, \mu; z) W_{\Delta z}(k, \mu; z).
\end{align*}
$$

(32)

Since the redshift kernel for the kSZ effect is quite broad, one might expect that redshift errors would not have a strong effect on a kSZ template, as is the case when constructing templates for the integrated Sachs-Wolfe effect (e.g. [61]), for example. However, this intuition does not hold in this case, because our kSZ template involves a product of separate 3d templates for velocity and electron density, and low-$\mu$ modes of this product are affected by higher-$\mu$ modes of each component template. In particular, in the squeezed limit we have assumed for the kSZ effect in Eq. (16), the effect of redshift uncertainties on higher-$\mu$ modes of the velocity template propagates into the final projected kSZ template.

In Fig. 6, we show how different levels of redshift uncertainty affect $C^{\text{kSZ},\text{template}}_\ell$ computed using the HOD from Sec. III B 1 with $\beta = 1$ and $\bar{n}_g = 10^{-4}$ Mpc$^{-3}$ (solid lines) or $10^{-2}$ Mpc$^{-3}$ (dashed lines). For $\sigma_z/(1 + z) = 0.03$, which is the target for LSST [62], the kSZ template power is suppressed at $\ell = 2000$ by 85% (70%) for $\bar{n}_g = 10^{-4}$ Mpc$^{-3}$ ($10^{-2}$ Mpc$^{-3}$), and more than 90% for $\ell \gtrsim 2500$ (5000). SPHEREx is expected to achieve a galaxy number density of $\mathcal{O}(10^{-4})$ Mpc$^{-3}$ at $z \sim 1$ with $\sigma_z/(1 + z) \sim 0.03$ [60], implying a similar suppression of kSZ template power for a SPHEREx-based template. For this reason, we will focus on spectroscopic surveys, which have $\sigma_z/(1 + z) \sim \mathcal{O}(0.001)$ (e.g. [63]), or 21 cm surveys with equivalent redshift precision, for the remainder of this work.

IV. FORECASTS

In this section, we investigate the amount of kSZ power that can be recovered when different large-scale structure surveys are used to construct kSZ templates using the procedure in Sec. II B. As discussed in Sec. III, we will find that the ranges of redshift and halo mass probed, along with the number density of the galaxy sample, play an important role in the performance of the templates.
A. Spectroscopic surveys

First, we consider a representative set of spectroscopic galaxy surveys: BOSS, DESI, the High Latitude Spectroscopic Survey of the Roman Space Telescope, and the MegaMapper proposal. We state our assumptions about each survey, and their implications for kSZ reconstruction, in the following subsections. As a visual aid for these discussions, in Fig. 7 we plot the HOD model assumed for each survey at a representative redshift. Further details about HOD modelling are included in Appendix C. Our main results are summarized in Figs. 8 and 9, where we show the angular power spectrum of each kSZ template normalized to the true kSZ power spectrum, along with the linear galaxy bias and number density assumed for each survey.

1. BOSS

BOSS (the Baryon Oscillation Spectroscopic Survey [64]) measured the redshifts of 1.5 million luminous red galaxies (LRGs) over $0.4 \lesssim z \lesssim 0.7$ and $10000 \text{deg}^2$. We use the HOD from Ref. [56], which was jointly fit to the projected correlation function and void probability function measured from a subset of the BOSS CMASS sample spanning $0.46 \lesssim z \lesssim 0.57$. We use this HOD over the full BOSS redshift range, where it predicts a roughly constant number density of $\bar{n}_g \approx 10^{-4} \text{Mpc}^{-3}$ and a linear bias ranging from 1.9 at $z = 0.4$ to 2.2 at $z = 0.7$.

Fig. 8 shows that the corresponding kSZ template can recover at most 7% of the total kSZ power at $\ell \approx 3000$, and even less at lower and higher multipoles. This is consistent with our intuition from Sec. III: Fig. 5 showed that a survey with $\bar{n}_g \approx 10^{-4} \text{Mpc}^{-3}$ over $0 < z < 6$ and a BOSS-like HOD can reproduce at most 30% of the true kSZ power for $\ell \gtrsim 2000$, but BOSS covers a considerably smaller redshift range than what is significant for kSZ (recall Fig. 1), so we would expect a correspondingly

FIG. 7. HOD models for the spectroscopic surveys we forecast for in Sec. IV A. Specifically, we show the sum of central and satellite occupations, evaluated at a representative redshift for each survey. For visual clarity, we plot the models in two separate panels. These models are described in detail in Sec. IV A and Appendix C.

FIG. 8. Assumed number density (upper panel) and linear bias (middle panel) for BOSS and various clustering samples from DESI, along with forecasts for the ratio of kSZ template power spectrum and true kSZ power spectrum for templates constructed from each sample (lower panel). The DESI QSO template recovers less than 1% of the true kSZ power, so we do not show it in the lower panel. Overall, the amount of kSZ power that can be recovered by these templates is limited by the halo masses and redshift range probed by each galaxy sample, along with galaxy shot noise that restricts access to smaller-scale modes.
smaller fraction of the kSZ power to be captured by the template.

2. DESI

DESI (the Dark Energy Spectroscopic Instrument [63]) is an ongoing survey project with the goal of measuring roughly 30 million spectroscopic galaxy and quasar redshifts over 14000deg². We separately consider the planned Bright Galaxy Sample (BGS), which will have number density greater than BOSS for $z \lesssim 0.4$; the LRG sample over $0.6 \lesssim z \lesssim 1$; the emission-line galaxy (ELG) sample over $0.6 \lesssim z \lesssim 1.6$; and the quasar (QSO) clustering sample over $0.6 \lesssim z \lesssim 1.8$. In some cases, we adjust a given HOD model or two-halo contribution to agree with the expected galaxy number density or linear bias, and we describe these adjustments below.

**BGS:** We use the HOD from Ref. [55], which is fit to a mock galaxy catalog with the same apparent magnitude threshold as the BGS sample. Specifically, the authors fit their 5 free HOD parameters to the clustering of galaxy subsamples corresponding to different absolute magnitudes. We use the parameter fits corresponding to $0.1 M_r - 5 \log h = -20.5$, motivated by evidence from Ref. [65] that the distribution of absolute magnitudes of BGS targets peaks at this value. However, we rescale the minimum halo mass and normalization of the satellite occupation by a redshift-dependent prefactor such that the predicted mean galaxy density matches the forecast values from Ref. [63] (see Appendix C 2). We also rescale the predicted two-halo term of the power spectrum to agree with the linear bias assumed for BGS in Ref. [63] in the low-\(k\) limit.

**LRGs:** We use the LRG HOD from Ref. [51], which was fit to galaxies selected from the IllustrisTNG simulation according to color cuts corresponding to the LRG sample. As with our BGS model, we rescale the HOD such that the mean galaxy density matches the LRG target density of $1.5 \times 10^{-4}$ Mpc$^{-3}$ quoted in Ref. [51]. We use the linear bias predicted by this model, which ranges from 2.2 at $z = 0.6$ to 2.4 at $z = 1$. If we instead rescale the HOD to match the galaxy number density used for forecasting in Ref. [63], or rescale the two-halo term to match the linear bias used in that work, the end result for $C^\text{KSZ,template}_k$ can change by up to 75% at lower multipoles, but never exceeds 6% of the true kSZ power spectrum. We have also compared with results from using a different HOD fit to imaging of LRG targets in Ref. [66], and found that $C^\text{KSZ,template}_k$ is around 20% higher, which is not sufficient to qualitatively change our conclusions.

**ELGs:** We use the ELG HOD from Ref. [51], which is based on the “high-mass quenched” ELG model from Ref. [49] and which was also fit to galaxies selected from the IllustrisTNG simulation. We use the galaxy density ($\sim 1.5 \times 10^{-4}$ Mpc$^{-3}$) and linear bias (ranging from 1.3 at $z = 0.65$ to 2.0 at $z = 1.65$) predicted by this model. In contrast to other HODs described above, the expected number of centrals in the ELG model peaks in lower-mass halos ($m_h \sim 10^{12} M_\odot$) and declines at higher halo masses\(^5\), reflecting the expectation that star formation is quenched in higher-mass halos and therefore these halos are less likely to host ELGs as their central galaxy (e.g. [48–51]). Using the galaxy density and linear bias from Ref. [63] decreases $C^\text{KSZ,template}_k$ by roughly 30%, while using a parameterized version of the HOD from Ref. [67] changes it by around a factor of 2, but as with the LRGs, this does not alter the nature of our conclusions.

**QSOs:** We use the error-function–based HOD from Ref. [49], with the best-fit parameters fit to eBOSS quasar quasar clustering but with the lower halo mass threshold and satellite fraction normalization adjusted to match the QSO number density given in Ref. [63], and with the 2-halo term rescaled to match the linear bias from Ref. [63] in the low-\(k\) limit. Due to the low expected QSO number density ($\lesssim 10^{-5}$ Mpc$^{-3}$), the QSO sample contributes negligibly to a reconstruction of the late-time kSZ signal, recovering less than 1% of the true kSZ power, so we do not show the corresponding template in Fig. 8 or discuss the QSO sample further.

Amongst the different DESI samples, Fig. 8 shows that a template constructed from the LRGs captures the largest fraction of kSZ power, because its combination of halo mass range and redshift range is best matched to the ranges relevant for kSZ. However, for the same reasons as BOSS, DESI LRGs can still only recover a small fraction of kSZ power. The ranges of halo mass and/or redshift are less optimal for the other samples, which fare even worse. Finally, Fig. 9 shows that a combination of all BOSS and DESI samples could recover around 10-20% of the true kSZ power over a wide range of multipoles.

3. Roman

The Roman Space Telescope [68] is a planned multi-purpose satellite with cosmology among its scientific drivers. In particular, the Roman High Latitude Spectroscopic Survey will obtain redshifts for 12 million ELGs over 2000deg², using Hα emission over $1 < z < 2$ and [OIII] emission over $1 < z < 3$ [69]. We only consider the Hα sample in this work, due to its higher number density and more relevant redshift range for construction of a kSZ template.

For an HOD, we use a parameterized fit to the HOD measured from a mock ELG catalog generated from the GALACTICUS semi-analytical model applied to the UNIT

\(^5\) This feature of the central galaxy occupation for DESI ELGs is not visible in Fig. 7 because we have plotted the sum of the central and satellite occupations, but a peak at $m_h \sim 10^{12} M_\odot$ is visible in the Roman (Hα) HOD plotted in the lower panel, for which the satellite occupation has lower amplitude.
N-body simulation [70]. This model has a similar form to the DESI ELG used above, but with a central occupation that peaks at slightly lower halo masses and with a lower satellite fraction. We rescale the amplitudes of both the central and satellite occupations to match the $H\alpha$ number densities from Ref. [69] corresponding to fluxes $>10^{16}$ erg s$^{-1}$ cm$^{-2}$ and dust attenuation parameter $A_V = 1.65$, matching the catalog from Ref. [70]. We also rescale the 2-halo term such that the linear bias agrees with that in Ref. [69] ($b(z) = 1 + 0.5z$) in the low-$k$ limit.

Fig. 9 shows that the corresponding kSZ template can recover 7% of the kSZ power at $\ell \approx 1000$, declining to less than 1% at $\ell \gtrsim 3500$. Despite the relatively high ELG number density projected for the Roman $H\alpha$ sample, the corresponding halo masses are too low and the redshift range is too high to capture a significant part of the kSZ signal. The de-kSZing efficiency exhibits a minimum at $\ell \approx 6000$, which corresponds to spatial scales in the regime where neither the two-halo nor one-halo terms are dominant at the relevant redshifts.

In principle, one may also consider the Euclid satellite, which will perform its own spectroscopic survey of $H\alpha$ emitters. However, Table 3 of Ref. [71] indicates that this sample will have a lower number density than Roman and similar linear bias, so a kSZ template built from Euclid’s $H\alpha$ sample is not expected to fare any better than what we have forecast for Roman.

4. MegaMapper

The MegaMapper [72] is a proposed ground-based telescope outfitted with DESI fiber-positioning technology that would target Lyman-break galaxies (LBGs) and Lyman-alpha emitters over $2 < z < 5$ using imaging from the Vera Rubin Observatory’s Legacy Survey of Space and Time. We perform a forecast using the HOD for LBGs obtained from early observations of roughly $6 \times 10^5$ objects by the Hyper Suprime-Cam [73]. In particular, we use their “linear HOD model” fit at $z \approx 3.8$ using galaxies with threshold apparent magnitude $m_{U,V}^{th} = 24.5$, which is the same limiting magnitude assumed for the “idealised sample” from Ref. [74]. The galaxy number density and linear bias predicted by this model are very close to the values used for forecasting in Refs. [72, 74] (the number density ranges from $5 \times 10^{-3}$ Mpc$^{-3}$ at $z = 2$ to $10^{-5}$ Mpc$^{-3}$ at $z = 5$, and the bias ranges from 2.5 at $z = 2$ to 7 at $z = 5$), so we use them as is.

Fig. 9 shows that the corresponding kSZ template can recover roughly 15% of kSZ power at $\ell \approx 1000$ and less than 10% at $1500 \lesssim \ell \lesssim 14000$. As with the Roman forecast discussed above, the minimum at $\ell \lesssim 4000$ is due to the transition between the two-halo and one-halo regimes, where the performance of the halo model framework is known to be particularly poor in general [75, 76]. The high linear bias of LBGs enhances the template’s performance at lower $\ell$ (where the two-halo term is more important) compared to other samples, while the performance at higher $\ell$ (into the pure one-halo regime) also shows promise.

5. Combination: BOSS + DESI + Roman + MegaMapper

The solid black line in the lower panel of Fig. 9 shows the kSZ template that results in combining the templates from BOSS, DESI, Roman, and MegaMapper, using only the dominant survey at a given redshift rather than optimally combining templates at redshifts where surveys overlap. (For these forecasts, only a small loss of informa-
tion is incurred by using this sub-optimal combination.) Note that we assume identical sky coverage of each survey when forming this combination, which will not be true in practice. With this caveat, we find that even this combination can recover roughly 35% of the late-time kSZ effect at $\ell \sim 1000$, between 20 and 25% for $2000 \lesssim \ell \lesssim 6000$, and between 15 and 20% at higher multipoles.

B. 21 cm intensity mapping

Post-reionization large-scale structure can also be measured via 21 cm emission from neutral hydrogen (e.g. [77–79]). In this subsection, we consider the PUMA (Packed Ultra-wideband Mapping Array [80, 81]) proposal for a next-generation 21 cm intensity mapping project, intended to map LSS over $0 < z < 5$, and that from Ref. [82] (orange dashed lines), which was jointly fit to a variety of low- and high-redshift observations of neutral hydrogen. Halos with masses relevant to the kSZ effect ($m_h \sim 10^{13-15} M_{\odot}$) contain more HI if the former relation is true, such that a kSZ template constructed from a 21 cm survey would have higher fidelity than if the latter relation is true.

FIG. 10. The two HI mass-halo mass relations that we use in our forecasts for 21 cm intensity mapping surveys: the relation from Ref. [52] (blue solid lines), which was fit to the IllustrisTNG simulation over $0 < z < 5$, and that from Ref. [82] (orange dashed lines), which was jointly fit to a variety of low- and high-redshift observations of neutral hydrogen. Halos with masses relevant to the kSZ effect ($m_h \sim 10^{13-15} M_{\odot}$) contain more HI if the former relation is true, such that a kSZ template constructed from a 21 cm survey would have higher fidelity than if the latter relation is true.

FIG. 11. For ease of comparison with our forecasts for spectroscopic galaxy surveys, we translate the expected noise in a 21 cm survey, which has contributions from both the intrinsic shot noise of 21 cm emitters and instrumental noise, into an “effective shot noise” $\bar{n}_{\text{eff}}$ which varies with redshift and transverse wavenumber $k_\perp$. This decreases at high $k_\perp$ due to the telescope’s finite angular resolution. For PUMA-32k, the non-monotonicity with redshift at low $k_\perp$ is due to the competing influence of intrinsic shot noise and instrumental noise, which scale oppositely with redshift, while for PUMA-5k, instrumental noise is dominant.

relation between neutral hydrogen (HI) mass and halo mass in a given halo, following Refs. [52, 82]. In particular, we perform forecasts that assume either the $m_{\text{HI}}(m_h)$ relation fit to the IllustrisTNG simulations in Ref. [52], or the parameterized function from Ref. [82] that was fit to observations of HI in resolved galaxies at $z \sim 0$, constraints on the mean HI density at $z \sim 1$, and properties of damped Lyman-$\alpha$ absorbers at $z \gtrsim 2$. We show these two options in Fig. 10. We also assume the HI density profile within a halo is given by the fitting formula from Ref. [52], again determined from IllustrisTNG; we show in Appendix D 4 that using the exponential HI profile within a halo is given by the fitting formula from Ref. [52], again determined from IllustrisTNG; we show in Appendix D 4 that using the exponential HI profile from Ref. [82] changes our forecasts negligibly at low $\ell$ and by tens of percents at higher $\ell$, which is subdominant to the impact of the $m_{\text{HI}}(m_h)$ relation.

For the noise power of the HI auto spectrum, we add the (scale-dependent) instrumental noise power spectrum from Ref. [78] to the intrinsic shot noise of 21 cm emitters, computed using an updated version of the model from Ref. [83]. To ease comparisons with the surveys from Sec. IV A, we show an “effective number density” $\bar{n}_{\text{eff}}$, equal to the inverse of the 21 cm instrumental+shot noise power spectrum, in Fig. 11. We consider configurations
of PUMA with 32000 or 5000 dishes ("PUMA-32k" and "PUMA-5k" respectively, as considered in Refs. [78, 81]). The effective number density decreases at higher $k_\perp$ due to the (redshift-dependent) finite angular resolution of the instrument. For PUMA-5k, the instrumental noise dominates over the shot noise, and the former increases with redshift due to the higher system temperature at lower frequencies, such that $n_{\text{eff}}$ decreases at higher redshift. For PUMA-32k, the instrumental and shot noise both contribute to the total noise, with the former increasing and the latter decreasing at higher redshifts, leading to the observed non-monotonic behavior of $n_{\text{eff}}$ with redshift.

Finally, Galactic and extragalactic foregrounds are expected to prevent certain Fourier modes of the HI distribution from being observed, and we account for this by assuming that modes with $k_{\parallel} < 0.03\,\text{Mpc}^{-1}$ or within a "foreground wedge" (see e.g. [84–86]) defined by 3 times the width of a PUMA dish's primary beam (following Ref. [78]) will be inaccessible. (We will comment on the impact of these assumptions below.) Note that the loss of low-$k_{\parallel}$ modes in the 21 cm maps does not imply that the kSZ template's angular power spectrum has negligible amplitude, because the template is constructed from a quadratic combination of 21 cm maps; see Appendix D for more discussion on this point.

We show the resulting kSZ template forecasts in Fig. 12. In the complete absence of foregrounds, a template from PUMA-32k would be able to recover $\sim 45\%$ of the true kSZ power at $\ell \approx 1000$, $\sim 20\%$ at $\ell \approx 2500$, and less at higher multipoles. This strong performance compared to the spectroscopic surveys from Sec. IV A is due to the high sensitivity of PUMA-32k (equivalent to very low shot noise) shown in Fig. 11. The results at higher multipoles are strongly dependent on the form of the $m_{\text{HI}}(m_h)$ relation: the relation from Ref. [52] ascribes more HI to halo masses relevant for kSZ, and therefore results in a better kSZ template, than the relation from Ref. [82].

Accounting for the loss of low-$k_{\parallel}$ modes due to foregrounds, the fraction of recovered kSZ power drops to roughly 20%, and also accounting for 21 cm signal loss within the foreground wedge reduces the recovered kSZ power to less than 10%. Note that the detrimental effect of the foreground wedge can in principle be completely removed with sufficiently accurate characterization of the 21 cm telescope and careful analysis (e.g. [87]), or via machine learning methods [88]. Also, low-$k_{\parallel}$ modes can in principle be recovered with various reconstruction techniques (e.g. [41, 89, 90]). However, modes recovered in this way will have different noise properties than those assumed in our forecasts, so we leave it to future work to assess their impact on a 21 cm-based kSZ template.

As expected, PUMA-5k fares worse than PUMA-32k, due to its lower sensitivity and worse angular resolution (which prevents it from accessing higher-$\ell$ modes). At $\ell \approx 1000$, PUMA-5k could recover 25% of the kSZ power in the absence of foregrounds, 10% if low-$k_{\parallel}$ modes are lost, and 6% if wedge modes are also lost. The performance of the kSZ template also degrades more quickly with $\ell$ than for PUMA-32k.

We have carried out forecasts for the HIRAX [91] and CHORD [92] instruments, but found that neither could recover more than 5% of the true kSZ power even in the absence of foregrounds, so we have not shown them in Fig. 12.

In these forecasts, we have followed Ref. [78] in our assumptions about 21 cm foreground cleaning, but we note that different assumptions can lead to significant variations in the grey curves in Fig. 12. In Appendix D, we explore different choices for the minimum accessible $k_{\parallel}$ and the extent of the foreground wedge, and we find

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig12.png}
\caption{Ratio of kSZ template power spectrum and true kSZ power spectrum for templates constructed from 32000-dish (upper panel) and 5000-dish (lower panel) versions of the proposed PUMA 21 cm intensity mapping survey. Shaded bands denote uncertainty related to the choice of HI mass-halo mass relation in the forecasts, computed using either of the two options from Fig. 10. In the absence of foregrounds (blue), the template performance at lower multipoles exceeds our forecasts for spectroscopic galaxy surveys, but when we include the loss of low-$k_{\parallel}$ modes due to spectrally-smooth foregrounds (orange) and leakage of these foreground into the "foreground wedge" (grey), the template's performance is significantly degraded. Furthermore, as explained in the main text and Appendix D, the amplitude of the full-foreground forecasts is sensitive to the precise assumptions made about foregrounds, so the grey bands should only be taken as a rough indication.}
\end{figure}
that the performance of the ensuing kSZ template can vary by as much as a factor of 10 (at low $\ell$) or 5 (at higher $\ell$), mostly in the downward direction (in no case do the analogs of the grey curves exceed the orange curves plotted in Fig. 12). The reader should thus bear in mind that the grey band shown in Fig. 12 is only roughly indicative of the template performance with a full treatment of foregrounds.

A further source of uncertainty in these forecasts is the stochasticity of the distribution of neutral hydrogen, which we have assumed is solely attributable to the discreteness of 21 cm-emitting objects. Ref. [93] has recently used hydrodynamical simulations to show that the stochasticity of the HI density can far exceed the Poissonian approximation at $z = 0$ but is of the same order as this approximation at $z = 1$. We leave it to future work to incorporate more accurate estimates of HI stochasticity into our forecasts.

V. APPLICATIONS

The kSZ effect constitutes the dominant contribution to the CMB black-body anisotropies on small scales ($\ell \lesssim 4000$) and, for the next-generation Stage-3 and Stage-4 CMB experiments [95–98], is expected to be only within a factor $\sim 2$ smaller than the frequency-dependent CMB foregrounds, the cosmic infrared background (CIB) and the thermal SZ (tSZ) effects, after standard harmonic-space internal linear combination (ILC) cleaning [99]. For futuristic lower-noise CMB experiments like CMB-HD, the kSZ effect will likely dominate the CMB signal due to better cleaning of frequency-dependent foregrounds [100]. The removal of the kSZ effect via de-kSZing discussed in this paper hence may allow a significant reduction of the observed small-scale CMB variance.

In Fig. 13, we demonstrate the reduction of the total ILC-cleaned CMB variance by removing the (late-time) kSZ contribution. We describe our implementation of the ILC and the CMB forecasts in Appendix E. The left panel demonstrates the fractional reduction of the CMB variance at $\ell = 5000$ for the CMB-S4 and CMB-HD surveys as a function of the fractional kSZ power spectrum amplitude that remains after de-kSZing (assuming that a scale-independent fraction of the amplitude is removed). The right panel demonstrates the same reduction for a range of CMB multipoles satisfying $\ell \in [1, 20000]$. In particular, for futuristic surveys such as CMB-HD, de-kSZing can lead to a $\sim 20\%$ reduction of the CMB variance if $\sim 60\%$ of the kSZ signal can be removed. We also show forecasts for CMB-HD that omit frequency-dependent foregrounds, as a proxy for a case where these foregrounds can be cleaned extremely efficiently; in this case, de-kSZing allows for a substantial reduction in temperature variance, particularly at higher multipoles.

In this section, we briefly highlight various ways in which de-kSZing may improve cosmological inference, leaving a more detailed analysis to future work. We envision a de-kSZing procedure in which a kSZ template $\hat{T}_{kSZ}$ is subtracted from an observed temperature map. Based on the results in Sec. IV, we approximate this procedure as removing a scale-independent fraction of kSZ power, and examine the consequences of such a reduction. We find that significant gains in cosmological inference generally require de-kSZing to perform better than the detailed forecasts from Sec. IV, and we take this as motivation to explore improvements to the de-kSZing formalism used in this paper.

A. Improving parameter constraints from the CMB power spectrum

The small-scale primary CMB anisotropies are exponentially suppressed due to Silk damping. The angular scale of this damping is determined by the expansion rate of the Universe and the free electron density before recombination, which are in turn sensitive to cosmological parameters such as the number of free-streaming species $N_{\text{eff}}$, the baryon density $\Omega_b$, and the Helium abundance $Y_p$. De-kSZing can improve the measurement precision of the CMB damping tail, in principle leading to improved parameter constraints. Unfortunately, for the cases we have examined, including polarization information, these improvements turn out to be quite mild: even assuming $90\%$ de-kSZing efficiency, we find that the uncertainty on determinations of $N_{\text{eff}}$ and $\Omega_b$ decreases by no more than $10\%$ (see Fig. 14).

For our forecasts in Fig. 14, we used the publicly available forecasting software FisherLens$^6$ [20], and considered a cosmological model with parameters $\{\Omega_c h^2, \Omega_b h^2, \theta_s, \tau, A_s, n_s, N_{\text{eff}}\}$ with fiducials values set to match the parameters determined by Planck [23]. Here, $\Omega_c h^2$ is the physical cold dark matter density, $\Omega_b h^2$ is the physical baryon density, $\theta_s$ is the angle subtended by the acoustic scale, $\tau$ is the Thomson optical depth to recombination, $A_s$ is the primordial scalar fluctuation amplitude, and $n_s$ is the primordial scalar fluctuation slope. We define the information matrix with elements given by

$$F_{ij} = \sum_{\ell_1, \ell_2} \sum_{W XYZ} \frac{\partial C_{\ell_1}^{XY}}{\partial \lambda_i} \left[ \text{Cov}_{\ell_1, \ell_2}^{XY, W Z} \right]^{-1} \frac{\partial C_{\ell_2}^{W Z}}{\partial \lambda_j} .$$

where $\lambda_i$ are the cosmological parameters. We include lensed $TT$, $TE$, $EE$, and $dd$ spectra, where $C_{\ell}^{dd} = \ell (\ell + 1) C_{\ell}^{\phi \phi}$ is the lensing deflection spectrum. We set the range of multipoles considered in our analysis to $\ell \in [30, 10^4]$ and describe our modelling of the foregrounds and noise in Appendix E. The covariances also include the lensing-induced non-Gaussian contributions as introduced in Ref. [20], which we calculate using

$^6$ https://github.com/ctrendafilova/FisherLens
Fisher Lens. We set the sky fraction as $f_{\text{sky}} = 0.5$. We also included a prior on $\tau$ with $\sigma_{\tau} = 0.007$, similar to what has been achieved by Planck [101].

Another observable of the CMB power spectrum is the kSZ effect from reionization. In this paper we focussed our attention on the portion of the kSZ effect that is caused by the ionized gas in moving massive halos in the relatively recent universe, at $z \lesssim 2$, but CMB maps also contain the signatures of the kSZ effect during reionization at $6 \lesssim z \lesssim 12$, originating mainly from the motions of ionized bubbles of the intergalactic medium as reionization progresses. The power spectrum of this effect has both the same spectral dependence (as a function of electromagnetic frequency) and a very similar power spectrum shape (as a function of $\ell$) as that of the late-time kSZ. Its amplitude is also expected to be comparable. If a significant fraction of the late-time kSZ could be removed using the methods that we have explored, this could in principle help isolate the earlier effect and thereby reduce the resulting uncertainty on the duration of reionization, which is the property to which the kSZ power spectrum is most sensitive [e.g., 102–104]. This would be achieved both by removing part of the highly degenerate signal power spectrum from low redshift, and, less significantly, by reducing the power spectrum variance. Finally, removing some of the late-time kSZ could help the search for signatures of reionization kSZ by using the four-point function [105]. Although one of the main advantages of this method is in helping to distinguish the late-time and reionization signals, reducing the late-time four-point signal by de-kSZing would only help in the use of this four-point method to study reionization in a new way.
B. Measurement of other CMB secondaries

1. CMB lensing

Reducing the CMB temperature variance induced by kSZ also improves lensing reconstruction. In Figure 15, we demonstrate the reduction of the $TT-TT$ lensing quadratic-estimator noise (left panel) together with the improvement on the minimum-variance noise from combining all temperature and polarization quadratic-estimators (solid curves). Lower panels: Lensing convergence power spectra (solid black). The error bars shown are from the diagonal terms of the minimum-variance lensing reconstruction noise. We use the class\texttt{delens} software [14] and consider a CMB-HD-like survey throughout. Left panels: We include all significant foregrounds (CIB and tSZ, after ILC-cleaning, as well as the reionization kSZ) to demonstrate the power of de-kSZing in the presence of frequency dependent foregrounds. Right panels: We include only the kSZ foreground (both late-time and reionization). De-kSZing improves the $TT-TT$ lensing reconstruction noise at all scales, while the minimum-variance noise is only improved at smaller scales where the $TT-TT$ estimator contributes significantly to the minimum-variance lensing reconstruction.

\[ N_{\ell}^{TT-TT} = (2\ell + 1) \left[ \sum_{\ell_1 \ell_2} \frac{|f_{\ell_1 \ell_2}^{TT}|^2}{2C_{\ell_1 TT}C_{\ell_2 TT}} \right]^{-1}, \]  \hspace{1cm} (34)

where $f_{\ell_1 \ell_2}^{TT}$ is the optimal filter for the full-sky CMB lensing $TT-TT$ quadratic estimator [106] and $C_{\ell TT}$ is the observed CMB temperature spectrum. Performing lensing reconstruction on CMB maps after de-kSZing the CMB temperature would hence reduce the reconstruction noise, increasing the fidelity of lensing measurements.

Temperature will be the dominant lensing channel for pre-S4 experiments, such as the Simons Observatory [95, 96]. At CMB-S4 noise levels, however, the benefit of de-kSZing for reconstructing large-scale lensing modes will be much less, due to the sub-dominant contribution of the $TT-TT$ estimator to the minimum variance lensing estimator,

\[ N_{\ell}^{\text{MV}} = \frac{1}{\sum_{\alpha \beta} (N_{\ell}^{-1})^{\alpha \beta}}, \]  \hspace{1cm} (35)

where $N$ is the covariance of all quadratic estimators from temperature and polarization maps. In particular, on scales $\ell \lesssim 10^4$, the minimum-variance lensing reconstruction is dominated by the EB-EB quadratic estimator [106], which is not improved by de-kSZing. On the other hand, when reconstructing the smaller-scale ($\ell \gtrsim 10^4$) lensing modes, the $TT-TT$ estimator plays a more significant role, suggesting that de-kSZing can be important for improving small-scale CMB lensing reconstruction in the future.\footnote{Note also that de-kSZing can potentially reduce the kSZ-induced biases on the lensing reconstruction calculated in Refs [9, 107, 108].} We find that for a CMB-HD-like survey, the $TT-TT$ lensing quadratic-estimator noise decreases by $\sim 15\%$ on small scales if $\sim 30\%$ of the kSZ signal can be removed.

Small-scale CMB lensing reconstruction has applications including cosmological parameter inference, distinguishing between different dark-matter models [11],
constraining high-redshift astrophysics, and validating galaxy weak-lensing shear measurements [109].

2. Moving-lens effect

Reducing the CMB variance on small scales can improve the measurement precision of cluster and halo profiles from several CMB secondaries. In Fig. 16, we consider the moving-lens effect [13–15] as a concrete example. In the moving-lens effect, a halo with peculiar motion transverse to the line of sight creates a small-scale dipolar temperature anisotropy centered on the halo’s location on the sky. If we use \( r_\perp \) to denote the transverse proper distance from the halo center, and define \( x_\perp = r_\perp / r_s \) where \( r_s \) is the halo scale radius, the moving lens signal in the dimensionless CMB temperature \( \Theta \equiv \Delta T / T_{\text{CMB}} \) is

\[
\Theta_{\text{ML}}(x_\perp) = -a_0 \mathbf{v}_b \cdot \mathbf{M}(x_\perp),
\]

where \( \mathbf{v}_b \) is the halo’s transverse velocity. The prefactor \( a_0 \) and moving-lens profile \( \mathbf{M}(x_\perp) \) depend on the halo density profile; assuming an NFW profile, they evaluate to [14]

\[
a_0 \equiv \frac{16\pi G \rho_s r_s^2}{c^4},
\]

\[
\mathbf{M}(x_\perp) = \frac{x_\perp}{2 x_\perp^2} \left[ \frac{2 \sec^{-1}(x_\perp)}{\sqrt{x_\perp^2 - 1}} + \ln \left( \frac{x_\perp^2}{4} \right) \right],
\]

where

\[
\rho_s = \frac{M}{4\pi r_s^3} \left[ -\frac{r_v}{r_s + r_v} - \ln \left( \frac{r_s + r_v}{r_s} \right) \right].
\]

Here, we forecast the measurement precision on the angle-averaged moving-lens signal of a \( 10^{14} \) solar-mass halo, in \( x_\perp \) bins with width \( \Delta x_\perp = 0.5 \) and taking the fiducial density profile to be NFW. For this forecast, we use the optimal matched filter derived in Ref. [14], applied separately to each \( x_\perp \) bin to enable a measurement of the radially-binned moving lens signal (see Appendix F for details).

De-kSZing reduces the observed CMB variance \( \tilde{C}_\ell^{\text{TT}} \) on scales where the moving-lens reconstruction noise gets its dominant contribution. The uncertainty bands in Fig. 16 are scaled to match the net uncertainty anticipated from measurements of \( 5 \times 10^4 \) halos of the same mass at redshift \( z = 1 \), roughly representative of the number of cluster-size halos probed by recent and upcoming imaging surveys [110]. The improvement in the uncertainty in a given bin can be seen as a function of the residual kSZ power remaining in the CMB maps after de-kSZing. We find that \( \sim 50\% \) removal of the kSZ effect can lead up to \( \sim 30\% \) improvement of the measurement of the moving-lens signal at a given distance from the halo center, depending on the survey systematics and other foregrounds.

Unlike kSZ or other Sunyaev Zel’dovich effects, the moving-lens effect is purely gravitational and can be used to probe quantities such as the growth rate of cosmological structure [15], for example, without depending on the modelling of the electron gas. De-kSZing would not only boost the detection significance of the moving-lens effect but also potentially increase the prospects to perform cosmological and astrophysical inference with this promising observable.

VI. CONCLUSION

In this paper, we have explored the prospects for “de-kSZing” the cosmic microwave background: constructing a template for the late-time kinetic Sunyaev-Zeldovich effect using a galaxy or 21 cm survey, and subtracting this template from observed CMB temperature maps. The template is constructed following the procedure from Refs. [27, 28, 33]: separate templates for the small-scale electron density and large-scale velocity field are formed by Wiener-filtering the observed galaxy density; these templates are combined into an estimate of the electron
momentum field; and this combination is projected along the line of sight, using the theoretical kSZ redshift kernel, to form an estimate of kSZ-induced temperature fluctuations in the CMB. We have identified the properties of the input galaxy survey that most strongly determine the fidelity of the associated kSZ template: redshift and halo mass coverage (Sec. III A) and galaxy number density (Sec. III B).

We have also carried out detailed forecasts for a number of recent, upcoming, or proposed surveys, assessing the ability of each survey to provide a template that could be used for de-kSZing. Since redshift uncertainties in photometric surveys will significantly degrade the usefulness of such a template (Sec. III D), we have focused on spectroscopic and 21 cm surveys in our forecasts.

The combination of BOSS and several of DESI’s planned samples could in principle yield a template that captures 10-20% of the total kSZ power, while templates derived from the Hα emission-line galaxy sample from the Roman Space Telescope or the Lyman-break galaxy sample from the proposed MegaMapper telescope can capture no more than 10% of the kSZ power at \( \ell \gtrsim 1500 \) (Fig. 9). Once foreground contamination is accounted for, our forecasts indicate that the proposed PUMA 21 cm intensity mapping survey can do no better than the combination of BOSS and DESI, although uncertainty in modelling of the 21 cm signal on small scales, along with the achievable level of foreground cleaning, makes this conclusion rather uncertain (Fig. 12). Table I provides representative numbers for the surveys we have considered.

However, we emphasize that we have only performed an initial exploration of a specific de-kSZing procedure in this work, and we expect that alternative procedures can yield significant improvements to the results we have presented here. With this in mind, we have highlighted several applications of the idea of de-kSZing, all of which rely on the associated reduction of the small-scale variance in CMB temperature maps: better recovery of cosmological information from the CMB damping tail (Sec. V A); lower noise in measurements of CMB lensing at small scales, which can be used to test models for dark matter (Sec. VB1); and more precise measurements of the moving-lens effect, which can be used to probe the cosmic growth rate and the properties of dark matter halos (Sec. VB2).

Motivated by these applications, there are several pathways towards an improved de-kSZing procedure that would be worth pursuing:

- Extra weights could be applied to the input galaxy survey, along the lines of Refs. [61, 111, 112], to optimize the correlation of the kSZ template with the true kSZ fluctuations (in a statistical sense).
- Different surveys (or combinations of surveys) could be used for the velocity and electron density templates, which would make better use of the properties of each survey. In particular, photometric redshift errors would be tolerable if a photometric survey was only used for the electron density template.
- Tomographic reconstruction of large-scale velocities using the kSZ effect [33, 35, 113-120] could possibly be integrated into a de-kSZing procedure as a way to improve upon an external velocity template.
- Rather than viewing de-kSZing as a subtraction procedure, it may be possible to use Bayesian (e.g. [121]) or machine learning (e.g. [122]) techniques to jointly estimate the statistics of the kSZ effect, the primary CMB, and/or other CMB secondaries.

We leave these possibilities to future work.
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Appendix A: Shot noise contributions to kSZ template auto spectrum

The kSZ template described in Sec. II B is related to a product of filtered copies of an observed galaxy density contrast \( \delta_g \), and therefore the autocorrelation of the template is sensitive to the four-point function of \( \delta_g \). (For simplicity, we neglect the impact of redshift-space distortions in this appendix, and therefore use \( \delta_g \) instead of \( \delta'_g \).) This four-point function contains several contributions from the shot noise in \( \delta_g \) in Fourier space and for Poissonian shot noise, these contributions are given by (e.g. [40, 41])

\[
\langle \delta_g(k_1)\delta_g(k_2)\delta_g(k_3)\delta_g(k_4) \rangle_{\text{shot}} = (2\pi)^3 \delta_D(k_1 + k_2 + k_3 + k_4) [S_4 + S_{3,1} + S_{2,2} + S_{2,1,1}] \tag{A1}
\]

where

\[
S_4 = \frac{1}{n_g^3},
\]

\[
S_{3,1} = \frac{1}{n_g^2} [P_{g\delta}(k_1) + P_{g\delta}(k_2) + P_{g\delta}(k_3) + P_{g\delta}(k_4)],
\]

\[
S_{2,2} = \frac{1}{n_g^2} [P_{g\delta}(|k_1 + k_2|) + P_{g\delta}(|k_1 + k_3|) + P_{g\delta}(|k_1 + k_4|)],
\]

\[
S_{2,1,1} = \frac{1}{n_g} [B_{g\delta\delta}(k_1 + k_2, k_3, k_4) + B_{g\delta\delta}(k_1 + k_3, k_2, k_4) + B_{g\delta\delta}(k_1 + k_4, k_2, k_3) + B_{g\delta\delta}(k_1 + k_2, k_4, k_3) + B_{g\delta\delta}(k_1 + k_2, k_3, k_4) + B_{g\delta\delta}(k_1 + k_3, k_2, k_4) + B_{g\delta\delta}(k_1 + k_4, k_2, k_3) + B_{g\delta\delta}(k_2, k_3, k_4)]
\]

(A2)

and we have omitted the redshift-dependence and the arguments of the \( S \) functions for brevity. Each contribution arises from a different subset of points taken to be at zero lag in the position-space correlation function: \( S_4 \) is when all four points are at the same spatial location; \( S_{3,1} \) is when three points are at the same location and one is elsewhere; \( S_{2,2} \) is when two pairs of points are each at the same location, but the pairs are not co-located; and \( S_{2,1,1} \) is when two points are at the same location, while the other two points are each at different locations.

The power spectrum of the electron momentum template in Eq. (13) evaluates to

\[
\langle \hat{q}_s(k_1)\hat{q}_s(k_2) \rangle = \left\langle \int \frac{d^3k_1'}{(2\pi)^3} \eta(k_1')\epsilon(k_1 - k_1') \int \frac{d^3k_2'}{(2\pi)^3} \eta(k_2')\epsilon(k_2 - k_2') \right\rangle
\]

\[
= (-1)^2 \int \frac{d^3k_1'}{(2\pi)^3} \int \frac{d^3k_2'}{(2\pi)^3} \hat{\mu}_1\hat{\mu}_2 P_{g\nu}(k_1') P_{g\nu}(k_2') P_{g\varepsilon}(|k_1 - k_1'|) P_{g\varepsilon}(|k_2 - k_2'|)
\]

\[
\times \langle \delta_g(k_1')\delta_g(k_1 - k_1')\delta_g(k_2')\delta_g(k_2 - k_2') \rangle,
\]

(A3)

and combined with Eqs. (A1) and (A2), this yields

\[
P_{\hat{q}_s\hat{q}_s}(k_1) = (-1)^2 \int \frac{d^3k_1'}{(2\pi)^3} \int \frac{d^3k_2'}{(2\pi)^3} \hat{\mu}_1\hat{\mu}_2 P_{g\nu}(k_1') P_{g\nu}(k_2') P_{g\varepsilon}(|k_1 - k_1'|) P_{g\varepsilon}(|k_1 + k_1'|)
\]

\[
\times \left[ S_4 + S_{3,1} + S_{2,2} + S_{2,1,1} \right],
\]

(A4)

where

\[
\hat{S}_4 = \frac{1}{n_g^3},
\]

\[
\hat{S}_{3,1} = \frac{1}{n_g^2} [P_{g\delta}(k_1') + P_{g\delta}(|k_1 - k_1'|) + P_{g\delta}(k_2') + P_{g\delta}(|k_1 + k_2'|)],
\]

\[
\hat{S}_{2,2} = \frac{1}{n_g^2} [P_{g\delta}(k_1') + P_{g\delta}(|k_1 + k_1'|) + P_{g\delta}(k_2') + P_{g\delta}(|k_1 - k_2'|)],
\]

\[
\hat{S}_{2,1,1} = \frac{1}{n_g} [B_{g\delta\delta}(k_1, k_2', -k_1 - k_2') + B_{g\delta\delta}(k_1', k_2, -k_1 - k_2) + B_{g\delta\delta}(k_1' - k_1 - k_2, k_1 - k_2') + B_{g\delta\delta}(k_1 - k_1 - k_2, k_1' - k_2') + B_{g\delta\delta}(-k_1, k_1', k_1 - k_1')].
\]

(A5)

In the squeezed limit \( (k_1', k_2' \ll k_1) \), many of these terms will integrate to zero in Eq. (A4), because they have no dependence on either \( \mu_1' \) or \( \mu_2' \) but are integrated against \( \mu_1'\mu_2' \). (Physically, this reflects the fact that the kSZ effect is sensitive to the line-of-sight component of the large-scale velocity, and the angular average of this is zero.) However,
terms that involve the sum $k'_1 + k'_2$ may contribute non-negligibly. In particular, such terms involve power at larger scales than one might naively expect, because it is possible to have $|k'_1 + k'_2| \ll k'_1, k'_2$ if $k'_1$ and $k'_2$ are similar in magnitude and anti-aligned.

In Fig. 17, we evaluate the two dominant terms of this type in the squeezed limit, and compare them to the Gaussian contribution to $P_{\hat{q}_r \hat{q}_r}$, specifically, we compute

$$P_{\hat{q}_r \hat{q}_r}^\text{shot,} P(k) = (-1) \int \frac{d^3k'_1}{(2\pi)^3} \int \frac{d^3k'_2}{(2\pi)^3} \int \frac{d^3k''_1}{(2\pi)^3} \mu_1' \mu_2' \mu_3' \frac{P_{gg}(k'_1)}{P_{gg}^{tot}(k'_1)} \frac{P_{gg}(k'_2)}{P_{gg}^{tot}(k'_2)} \left( \frac{P_{gg}(k)}{P_{gg}^{tot}(k)} \right)^2 \frac{1}{n_g^2} B_{ggg}(-k'_1, -k'_2, k'_1, k'_2),$$

and

$$P_{\hat{q}_r \hat{q}_r}^\text{shot,} B(k) = (-1) \int \frac{d^3k'_1}{(2\pi)^3} \int \frac{d^3k'_2}{(2\pi)^3} \mu_1' \mu_2' \mu_3' \frac{P_{gg}(k'_1)}{P_{gg}^{tot}(k'_1)} \frac{P_{gg}(k'_2)}{P_{gg}^{tot}(k'_2)} \left( \frac{P_{gg}(k)}{P_{gg}^{tot}(k)} \right)^2 \frac{1}{n_g^2} B_{ggg}(-k'_1, -k'_2, k'_1, k'_2),$$

and compare with Eq. (16), ignoring redshift-space distortions:

$$P_{\hat{q}_r \hat{q}_r}^\text{Gauss}(k) = \frac{1}{6\pi^2} \left( \int dk_L k_L^2 \frac{P_{gg}(k_L)}{P_{gg}^{tot}(k_L)} \right) P_{gg}(k).$$

We evaluate the various power spectra using the halo model framework described in the main text and Appendix B, for each of the spectroscopic surveys considered in Sec. IV A. We numerically compute Eqs. (A6) and (A7) using the Monte Carlo integration algorithm described in Ref. [123], as implemented in the vegas Python package [124].

For most of the surveys we consider, these shot noise contributions are below 25% of the Gaussian contribution at $\ell = 2000$ and below 40% at $\ell = 8000$. (A noteworthy exception is the “shot, B” contribution for the DESI BGS sample, which strongly increases at the higher-redshift edge of the BGS sample, $z \approx 0.4$, at $\ell = 8000$; this is caused by the decreasing number density of the BGS sample at this redshift, combined with the overall higher amplitude of the galaxy bispectrum in the BGS redshift range compared to the higher redshifts covered by the other surveys.) These numbers can be interpreted as upper bounds on the amount of power in a kSZ template that arises from shot noise in the galaxy sample instead of reconstructed kSZ signal. Future modeling related to applications of de-kSZing will need to account for this.

---

8 In Ref. [41], these terms were found to significantly affect the precision with which long-wavelength modes of $\delta_8$ can be reconstructed with a quadratic estimator.
Appendix B: Details of halo model

In this appendix, we provide more details of the halo model approach we use to model quantities related to spectroscopic surveys. The galaxy power spectrum, electron power spectra, integrand of the kSZ angular power spectrum (see Eq. 21), and galaxy bispectrum are discussed in Sec. B 1, B 2, B 3, and B 4 respectively. For brevity, we have omitted redshift arguments in Sec. B 1, B 2, and B 4.

1. Galaxy power spectrum

Our formalism is based on Ref. [33]. The galaxy power spectrum is a sum of two-halo, one-halo, and shot noise terms,

\[ P_{gg}(k, \mu) = P_{gg}^{2h}(k, \mu) + P_{gg}^{1h}(k) + P_{gg}^{\text{shot}}. \]  

(B1)

As stated in the main text, we do not include Finger of God damping in our computations, and therefore the one-halo term has no \( \mu \)-dependence.\(^9\) The two-halo term is given by

\[ P_{gg}^{2h}(k, \mu) = \left[ b_g(k) + f \mu^2 \right]^2 P_{lin}(k), \]  

(B2)

where \( P_{lin} \) is the linear matter power spectrum and the prefactor incorporates the leading effect of redshift space distortions at large scales. The linear bias \( b_g \) is given by

\[ b_g(k) = \frac{1}{\bar{n}_g} \int dm_h n(m_h) b_h(m_h) \left[ \bar{N}_c(m_h) + \bar{N}_s(m_h) u_s(k, m_h) \right], \]  

(B3)

where \( n(m_h) \) is the halo mass function, \( b_h(m_h) \) is the halo bias, \( \bar{N}_c \) and \( \bar{N}_s \) are the mean central and satellite occupation numbers, \( u_s \) is the Fourier transform of the assumed profile of satellite galaxies, and the mean galaxy number density \( \bar{n}_g \) is

\[ \bar{n}_g = \int dm_h n(m_h) \left[ \bar{N}_c(m_h) + \bar{N}_s(m_h) \right]. \]  

(B4)

The one-halo term is

\[ P_{gg}^{1h}(k) = \frac{1}{\bar{n}_g^2} \int dm_h n(m_h) \left[ 2 \langle N_c(m_h) N_s(m_h) \rangle u_s(k, m_h) + \langle N_s(m_h) [N_s(m_h) - 1] \rangle u_s(k, m_h)^2 \right]. \]  

(B5)

The expectation values of halo occupation numbers depend on what is assumed about correlations between numbers of central and satellite galaxies within a given halo. We use the “minimally correlated” assumption from Ref. [33], in which the central and satellite occupation numbers are independent Poisson random variables; this yields

\[ \langle N_c(m_h) N_s(m_h) \rangle = \bar{N}_c(m_h) \bar{N}_s(m_h), \quad \langle N_s(m_h) [N_s(m_h) - 1] \rangle = \bar{N}_s(m_h)^2. \]  

(B6)

In specific HOD models where a central-satellite correlation is assumed, we implement this correlation by including \( \bar{N}_c(m_h) \) as a prefactor in the model for \( \bar{N}_s(m_h) \), ensuring that \( \bar{N}_s = 0 \) if \( \bar{N}_c = 0 \) at a given halo mass.

Finally, the shot noise term is given by

\[ P_{gg}^{\text{shot}} = \frac{1}{\bar{n}_g}. \]  

(B7)

2. Electron power spectra

In this paper, as in Ref. [33], we assume that free electrons trace the gas within halos, such that we can describe electron distributions using the standard halo model for matter, but with the matter density profile replaced with the

\(^9\) See Ref. [125] for a formalism that consistently includes the Finger of God effect in a halo model framework.
gas profile. The electron density power spectrum is then given by
\[ P_{ee}(k) = P_{ee}^{2h}(k) + P_{ee}^{1h}(k) , \]  
with
\[ P_{ee}^{2h}(k) = \left[ \int dm_h n(m_h) b_h(m_h) \frac{m_h}{\rho_m} u_{\text{gas}}(k, m_h) \right]^2 P_{\text{lin}}(k) \]  
and
\[ P_{ee}^{1h}(k) = \int dm_h n(m_h) \left( \frac{m_h}{\rho_m} \right)^2 |u_{\text{gas}}(k, m_h)|^2 . \]  

Similarly, the galaxy-electron cross power spectrum is
\[ P_{ge}(k, \mu) = P_{ge}^{2h}(k, \mu) + P_{ge}^{1h}(k) , \]  
with
\[ P_{ge}^{2h}(k, \mu) = \left[ b_g(k) + f \mu^2 \right] \left[ \int dm_h n(m_h) b_h(m_h) \frac{m_h}{\rho_m} u_{\text{gas}}(k, m_h) \right] P_{\text{lin}}(k) \]  
and
\[ P_{ge}^{1h}(k) = \int dm_h n(m_h) \frac{m_h}{\rho_m} u_{\text{gas}}(k, m_h) \frac{\bar{N}_a(m_h) + \bar{N}_e(m_h) u_a(k, m_h)}{\bar{n}_g} . \]  

Note that these quantities refer to the correlation between the observed galaxy density (which is affected by redshift space distortions) and the “true” electron density (which has no RSD contribution).

3. Integrand of kSZ angular power spectrum

It’s helpful to rewrite \( C_{kSZ}^{\ell} \) as an integral over redshift and halo mass, so that we can compare the relative contributions from different ranges of these two quantities (see Fig. 1). Combining Eqs. (6) and (8), and changing variables from \( \chi \) to \( z \), we can write
\[ C_{kSZ}^{\ell} = \int_0^{z_*} dz \frac{d\chi}{dz} \frac{\bar{K}(z)^2}{2} \left[ \int dk_L k_L^2 P_{ee}(k_L; z) \right] P_{ee} \left( \ell + \frac{1}{2} \right)^2 \chi(z) \]  
We can further rewrite \( P_{ee} \) as
\[ P_{ee}(k; z) = \int d\log m_h m_h \left( \frac{dP_{ee}^{2h}(k; z)}{dm_h} + \frac{dP_{ee}^{1h}(k; z)}{dm_h} \right) \]  
with
\[ \frac{dP_{ee}^{2h}(k; z)}{dm_h} = 2 n(m_h) b_h(m_h) \frac{m_h}{\rho_m} u_{\text{gas}}(k, m_h) \left[ \int_{m_h, \min}^{m_h} dm_h' n(m_h') b_h(m_h') \frac{m_h'}{\rho_m} u_{\text{gas}}(k, m_h') \right] P_{\text{lin}}(k) , \]  
\[ \frac{dP_{ee}^{1h}(k; z)}{dm_h} = n(m_h) \left( \frac{m_h}{\rho_m} \right)^2 |u_{\text{gas}}(k, m_h)|^2 . \]  

Thus, we can finally write
\[ C_{kSZ}^{\ell} = \int_0^{z_*} dz \int d\log m_h \frac{d^2 C_{kSZ}^{\ell}}{dz d\log m_h} \]
with
\[
\frac{d^2 C^{kSZ}}{dz \, d \log m_h} = \frac{d \chi}{dz} \frac{1}{|z|^2} \tilde{K}(z)^2 \frac{1}{6 \pi^2} \left[ \int dk_L k_1^2 P_{\nu\nu}(k_L; z) \right] m_h \left( \frac{dP_{ee}^{2h}(k; z)}{dm_h} + \frac{dP_{ee}^{1h}(k; z)}{dm_h} \right),
\]
and the terms in parentheses given by Eqs. (B16)-(B17).

4. Galaxy bispectrum

To compute the shot noise contribution to the power spectrum of a kSZ template, we also need to compute the galaxy bispectrum (see Appendix A). This is a function of three 3d wavevectors \((k_1, k_2, k_3)\) constrained such that \(k_1 + k_2 + k_3 = 0\); in the absence of redshift space distortions (which we ignore for simplicity), the resulting triangle can be specified by 3 numbers, which we choose to be the magnitudes of each wavevector. The halo model description of the galaxy bispectrum can then be written as (e.g. [126])
\[
B_{ggg}(k_1, k_2, k_3) = B_{ggg}^{3h}(k_1, k_2, k_3) + B_{ggg}^{2h}(k_1, k_2, k_3) + B_{ggg}^{1h}(k_1, k_2, k_3).
\]
There is also a shot noise contribution, but we do not require this for our calculations in Appendix A, so we have not written it above.

The three-halo term is
\[
B_{ggg}^{3h}(k_1, k_2, k_3) = b_{\text{eff}}(k_1) b_{\text{eff}}(k_2) b_{\text{eff}}(k_3) B_{\text{tree}}(k_1, k_2, k_3),
\]
where the matter bispectrum at leading order (“tree-level”) in perturbation theory is
\[
B_{\text{tree}}(k_1, k_2, k_3) = 2F_2(k_1, k_2) P_{\text{lin}}(k_1) P_{\text{lin}}(k_2) + 2 \text{ perms}
\]
and the symmetrized \(F_2\) kernel is
\[
F_2(k_1, k_2) = \frac{5}{7} + \frac{1}{2} \hat{k}_1 \cdot \hat{k}_2 \left( \frac{k_1}{k_2} + \frac{k_2}{k_1} \right) + \frac{2}{7} \left( \hat{k}_1 \cdot \hat{k}_2 \right)^2.
\]
The two-halo term is
\[
B_{ggg}^{2h}(k_1, k_2, k_3) = \left[ \frac{1}{n_\delta^2} \int dm_h n(m_h) b_{h}(m_h) \left\{ \langle N_c(m_h) N_s(m_h) \rangle (u_s(k_1, m_h) + u_s(k_2, m_h))
\right.
\]
\[
+ \langle N_s(m_h) \mid N_s(m_h) - 1 \rangle u_s(k_1, m_h) u_s(k_2, m_h) \right\} b_{\text{eff}}(k_3) P_{\text{lin}}(k_3) + 2 \text{ perms},
\]
while the one-halo term is
\[
B_{ggg}^{1h}(k_1, k_2, k_3) = \frac{1}{n_\delta^3} \int dm_h n(m_h) \left\{ \langle N_c(m_h) N_s(m_h) (N_s(m_h) - 1) \rangle (u_s(k_1, m_h) u_s(k_2, m_h) + 2 \text{ perms})
\right.
\]
\[
+ \langle N_s(m_h) (N_s(m_h) - 1) (N_s(m_h) - 2) \rangle u_s(k_1, m_h) u_s(k_2, m_h) u_s(k_3, m_h) \right\}.
\]
For independent Poisson-distributed numbers of centrals and satellites, the expectation values in Eq. (B25) are given by
\[
\langle N_c(m_h) N_s(m_h) (N_s(m_h) - 1) \rangle = \bar{N}_c(m_h) \bar{N}_s(m_h)^2,
\]
\[
\langle N_s(m_h) (N_s(m_h) - 1) (N_s(m_h) - 2) \rangle = \bar{N}_s(m_h)^3.
\]

Appendix C: Halo occupation modelling

In this section, we record the details of the HOD models used for the survey-specific forecasts in Sec. IV. Note that we write parameters with dimension of mass either in \(h^{-1} M_\odot\) or \(M_\odot\) units, depending on what was used in the original reference, but we translate all parameters to \(M_\odot\) units in our numerical computations in this work.
1. BOSS

For BOSS, we use the following 5-parameter HOD from Ref. [56]:

\[
\bar{N}_c(m_h) = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\log m_h - \log M_{\text{min}}}{\sigma_{\log M}} \right) \right],
\]

(C1)

\[
\bar{N}_s(m_h) = \bar{N}_c(m_h) \left( \frac{M}{M_1} \right)^\alpha e^{-M_{\text{cut}}/m_h},
\]

(C2)

with the best-fit parameter values from the joint fit to the projected correlation function (\(w_p\)) and void probability function (\(P_0\)):

\[
M_{\text{min}} = 10^{13.18} h^{-1} M_\odot, \quad \sigma_{\log M} = 0.55, \quad M_1 = 10^{14.28} h^{-1} M_\odot, \quad \alpha = 1.12, \quad M_{\text{cut}} = 10^{4.87} h^{-1} M_\odot.
\]

(C3)

2. DESI BGS

For the DESI BGS sample, we use the HOD from Ref. [55] with the assumption that the scatter set by the \(\sigma_{\log M}\) parameter is Gaussian:

\[
\bar{N}_c(m_h) = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\log m_h - R \log M_{\text{min}}}{\sigma_{\log M}} \right) \right],
\]

(C4)

\[
\bar{N}_s(m_h) = \bar{N}_c(m_h) \left( \frac{m_h - M_0}{M_1^R} \right)^\alpha,
\]

(C5)

with fitted parameter values corresponding to absolute \(r\)-band magnitude \(0.1 M_r - 5 \log h = -20.5\):

\[
M_{\text{min}} = 10^{12.2} h^{-1} M_\odot, \quad \sigma_{\log M} = 0.15, \quad M_1^r = 10^{13.5} h^{-1} M_\odot, \quad \alpha = 1.05, \quad M_0 = 10^{12} h^{-1} M_\odot.
\]

(C6)

We fix \(R\) by demanding that the \(\bar{n}_g\) expression in Eq. (B4) evaluates to the value computed from Table 2.5 of Ref. [63] over \(0.05 \leq z \leq 0.45\). The resulting \(R\) values are well fit by \(R(z) = 0.88 + 0.23z + 0.76z^2\).

3. DESI LRG

For the DESI LRG sample, we use the HOD from Ref. [51]:

\[
\bar{N}_c(m_h) = \frac{f_{ic}}{2} \text{erfc} \left( \frac{R \log M_{\text{cut}} - \log m_h}{\sqrt{2} \sigma_{\log M}} \right),
\]

(C7)

\[
\bar{N}_s(m_h) = \bar{N}_c(m_h) \left( \frac{m_h - \kappa M_{\text{cut}}}{M_1^R} \right)^\alpha,
\]

(C8)

with

\[
M_{\text{cut}} = 10^{12.7} h^{-1} M_\odot, \quad \sigma_{\log M} = 0.2, \quad M_1 = 10^{13.6} h^{-1} M_\odot, \quad \alpha = 1.15, \quad \kappa = 0.08, \quad f_{ic} = 0.8.
\]

(C9)

We fix \(R\) such that \(\bar{n}_g\) evaluates to the target density of \(5 \times 10^{-4} \text{ Mpc}^{-3}\) quoted in Ref. [51] over \(0.6 \leq z \leq 1.1\). The resulting \(R\) values are well fit by \(R(z) = 1.05 - 0.033z\).
4. DESI ELG

For the DESI ELG sample, we use the HOD from Ref. [51]:

\[
\bar{N}_c(m_h) = R \left\{ 2A \phi(\log m_h) \Phi(\log m_h) + \frac{1}{2Q} \left[ 1 + \text{erf} \left( \frac{\log m_h - \log M_{\text{cut}}}{0.01} \right) \right] \right\},
\]

\[
\bar{N}_s(m_h) = R \left( \frac{m_h - \kappa M_{\text{cut}}}{M_1} \right)^{\alpha},
\]

where

\[
\phi(\log m_h) = \frac{1}{\sqrt{2\pi}\sigma_M^2} \exp \left[ -\frac{(\log m_h - \log M_{\text{cut}})^2}{2\sigma_M^2} \right],
\]

\[
\Phi(\log m_h) = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\gamma \log m_h - \log M_{\text{cut}}}{\sqrt{2}\sigma_M} \right) \right],
\]

\[
A = p_{\text{max}} - \frac{1}{Q}
\]

and

\[
p_{\text{max}} = 0.075, \quad Q = 95, \quad M_{\text{cut}} = 10^{11.9} h^{-1} M_\odot, \quad \sigma_M = 0.5, \quad \gamma = 5, \quad M_1 = 10^{14.2} h^{-1} M_\odot, \quad \alpha = 0.65, \quad \kappa = 1.35.
\]  \hspace{1cm} (C15)

We use \( R = 1 \) for our baseline modelling, but in cases where we wish to ensure that the predicted number density matches a desired input, we fix \( R \) appropriately at each redshift.

5. DESI QSO

For the DESI QSO sample, we use the error-function–based HOD from Ref. [49]:

\[
\bar{N}_c(m_h) = \frac{1}{2} p_{\text{max}} \text{erfc} \left( \frac{R \log M_c - \log m_h}{\sqrt{2} \log(e) \sigma_M} \right),
\]

\[
\bar{N}_s(m_h) = \begin{cases} 
RA_2 \left( \frac{m_h - \kappa M_c}{M_1} \right)^{\alpha_1}, & m_h < M_1, \\
RA_2 \left( \frac{m_h}{M_1} \right)^{\alpha_2}, & m_h \geq M_1.
\end{cases}
\]

\[\]  \hspace{1cm} (C17)

The central occupation is composed of a peak with amplitude \( A_1 \) at \( m_h = M_c \) and a smooth transition to a plateau with amplitude \( 2A_2 \) at higher masses, while the satellite occupation is a broken power law with tilt \( \alpha_1 \) for \( m_h < M_1 \)

6. Roman

For the Hα sample of ELGs from the Roman High Latitude Spectroscopic Survey, we fit the following parameterized model to measurements from the mock catalog in Ref. [70]:

\[
\bar{N}_c(m_h) = R \left\{ A_1 \exp \left[ -\frac{(\log m_h - \log M_c)^2}{2\sigma^2_{\log M}} \right] + A_2 \left[ 1 + \text{erf} \left( \frac{\log m_h - \log M_c}{\sigma_{\log M}} \right) \right] \right\},
\]

\[
\bar{N}_s(m_h) = \begin{cases} 
RA_2 \left( \frac{m_h}{M_1} \right)^{\alpha_1}, & m_h < M_1, \\
RA_2 \left( \frac{m_h}{M_1} \right)^{\alpha_2}, & m_h \geq M_1.
\end{cases}
\]

\[\]  \hspace{1cm} (C19)
and $\alpha_2$ for $m_h \geq M_1$. Note that the measured HODs from Ref. [70] typically have a double-peaked structure as a function of halo mass, but the higher-mass peak is typically weaker and its physical origin is somewhat unclear, so our parameterization only incorporates the lower-mass peak. We fix the free parameters to approximately match the measurements shown in Figure 8 of Ref. [70] for $1.0 < z < 1.1$, $A_V = 1.65$, $f_{\text{lin},1} = 10^{-16}$ erg s$^{-1}$ cm$^{-2}$, and $f_{\text{lin},2R} = 0.5$, resulting in

$$A_1 = 0.2, \quad A_2 = 0.01, \quad M_c = 11.9 M_\odot, \quad \sigma_{\log M} = 0.2, \quad M_1 = 12.3 M_\odot, \quad \alpha_1 = 2.5, \quad \alpha_2 = 0.5.$$  \hspace{1cm} (C20)

We fix $R$ by such that the predicted galaxy number density matches that from Ref. [69] corresponding to fluxes $> 10^{16}$ erg s$^{-1}$ cm$^{-2}$ and dust attenuation parameter $A_V = 1.65$. The resulting $R$ values are well fit by $R(z) = 5.41 - 2.77z$.

### 7. MegaMapper

For the MegaMapper LBG sample, we use the “linear HOD model” from Ref. [73]:

$$\bar{N}_c(m_h) = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\log m_h - \log M_{\text{min}}}{\sqrt{2}\sigma_{\log M}} \right) \right],$$  \hspace{1cm} (C21)

$$\bar{N}_s(m_h) = \bar{N}_c(m_h) \left( \frac{m_h - M_{\text{cut}}}{M_{\text{sat}}} \right)^\alpha.$$  \hspace{1cm} (C22)

We use the best-fit parameters corresponding to $z \approx 3.8$ with $m_{UV}^{10} = 24.5$:

$$M_{\text{min}} = M_{\text{cut}} = 10^{12.22} M_\odot, \quad \sigma_{\log M} = 0.2, \quad M_{\text{sat}} = 10^{14.23} M_\odot, \quad \alpha = 1.0.$$  \hspace{1cm} (C23)

Note that we have chosen to set $M_{\text{cut}}$ equal to $M_{\text{min}}$, which differs from the choice made in Ref. [73], but the precise value of $M_{\text{cut}}$ has a minimal impact on our results.

### Appendix D: Modelling for 21 cm intensity mapping

In this appendix, we provide the details of our approach to modelling 21 cm observations of large-scale structure.

#### 1. Halo model

##### a. Formalism

The halo model framework we use for modelling the distribution of HI generally follows that in Appendix B, with a few differences adapted from the formalism in Ref. [125]. HI halo models are often written as predictions for the statistics of the observed brightness temperature, but for consistency with our other forecasts, we write predictions for the HI overdensity instead of the brightness temperature fluctuations. In this approach, the halo occupation functions $\bar{N}_c(m_h)$ and $\bar{N}_s(m_h)$ are replaced by a HI mass-halo mass relation $m_{\text{HI}}(m_h)$, and a HI-specific halo density profile $u_{\text{HI}}$ is used, such that the linear bias from Eq. (B3) transforms into

$$b_{\text{HI}}(k) = \frac{1}{\bar{\rho}_{\text{HI}}} \int dm_h n(m_h) b_h(m_h)m_{\text{HI}}(m_h)u_{\text{HI}}(k,m_h)$$  \hspace{1cm} (D1)

and the one-halo term from Eq. (B5) becomes

$$P_{\text{HI}}^{1h}(k) = \frac{1}{\bar{\rho}_{\text{HI}}} \int dm_h n(m_h)m_{\text{HI}}(m_h)^2u_{\text{HI}}(k,m_h)^2,$$  \hspace{1cm} (D2)

where

$$\bar{\rho}_{\text{HI}} = \int dm_h n(m_h)m_{\text{HI}}(m_h).$$  \hspace{1cm} (D3)
b. HI mass-halo mass relation

For the HI mass-halo mass relation $m_{\text{HI}}(m_h, z)$, we consider two fitting functions from the literature. The first is from Ref. [52], and has been fit to measurements of HI from the IllustrisTNG simulations:

$$m_{\text{HI}}(m_h) = m_0 \left( \frac{m_h}{m_{\text{min}}} \right)^{\alpha} \exp \left[ - \left( \frac{m_{\text{min}}}{m_h} \right)^{0.35} \right], \quad (D4)$$

with the best-fit “FoF-SO” values for $\alpha$, $m_0$, and $m_{\text{min}}$ listed for $z = 0$ to 5 in their Table 1.

The second is from Ref. [82], and has been fit to a variety of HI observations (resolved low-redshift galaxies, intensity-mapping determinations of the mean HI density, and higher-redshift damped Lyman-\(\alpha\) absorbers):

$$m_{\text{HI}}(m_h, z) = \alpha f_{H,c} m_h \left( \frac{m_h}{10^{11} h^{-1} M_\odot} \right)^{\beta} \exp \left[ - \left( \frac{v_{c,0}}{v_c(m_h, z)} \right)^3 \right], \quad (D5)$$

with $f_{H,c} = \Omega_b(1 - Y_p)/\Omega_m$, halo virial velocity $v_c(m_h)$ given by

$$v_c(m_h, z) = \sqrt{\frac{G m_h}{r_{\text{vir}}(m_h, z)}}, \quad (D6)$$

and best-fit parameters

$$\alpha = 0.09, \quad \log \left( \frac{v_{c,0}}{\text{km s}^{-1}} \right) = 1.56, \quad \beta = -0.58. \quad (D7)$$

c. HI density profile

Likewise, we consider two forms of the HI density profile. The first, which we use for our main computations, is from Ref. [52]:

$$\rho_{\text{HI}}(r, m_h, z) = \rho_0 \left( \frac{r}{r_{\alpha}} \right)^{\alpha} \exp \left( - \frac{r_0}{r} \right), \quad (D8)$$

using the best-fit parameters for $z = 0$ to 5 and $m = 10^9 h^{-1} M_\odot$ to $10^{15} h^{-1} M_\odot$ listed in their Table 2. We numerically evaluate a fast Fourier transform of this profile to obtain $u_{\text{HI}}(k, m_h, z)$.

The second profile is from Ref. [82]:

$$\rho_{\text{HI}}(r, m_h, z) = \rho_0(m_h, z) \exp \left( - \frac{r}{r_s(m_h, z)} \right), \quad (D9)$$

with halo scale radius $r_s(m_h, z) = r_{\text{vir}}(m_h, z)/c_{\text{HI}}(m_h, z)$ using an HI-specific concentration-mass relation:

$$c_{\text{HI}}(m_h, z) = c_{\text{HI},0} \left( \frac{m_h}{10^{11} M_\odot} \right)^{-0.109} \frac{4}{(1 + z)^{\gamma}}, \quad (D10)$$

with

$$c_{\text{HI},0} = 28.65, \quad \gamma = 1.45. \quad (D11)$$

The normalization $\rho_0(m_h, z)$ is fixed so that the HI mass enclosed within the virial radius is equal to $m_{\text{HI}}(m_h, z)$. In Fourier space, the normalized profile $u_{\text{HI}}$ is then given by

$$u_{\text{HI}}(k, m_h, z) = \frac{2}{\left[1 + k^2 r_s(m_h, z)^2 \right]^2}. \quad (D12)$$
In Appendix D4, we compare the results if either of these profiles is used.

2. Instrumental noise

In 21 cm intensity mapping, the dominant noise in measurements of the power spectrum is typically the instrumental noise associated with finite observing time and properties of the instrument, rather than the intrinsic shot noise of 21 cm-emitting objects. Thus, we replace the shot power term in Eq. (12) with an “effective” shot noise that includes both instrumental and Poisson contributions:

\[
P^\text{shot,eff}_{\text{HI}}(k_\perp,z) = \frac{P_N(k_\perp,z)}{T_{\text{HI}}(z)^2} + \frac{1}{n_{\text{HI}}(z)}.
\]

The instrumental noise \(P_N\) is associated with 21 cm brightness temperature fluctuations, such that dividing it by \(T_{\text{HI}}(z)^2\) converts into the noise power spectrum associated with the HI overdensity. We compute the noise power spectrum for PUMA, mean brightness temperature, and intrinsic shot noise as described in the appendices of Ref. [78] and implemented in the PUMANOise code\(^{10}\). From Eq. D13, we can define an effective number density \(\bar{n}_{\text{eff}}(k_\perp,z) \equiv P^\text{shot,eff}_{\text{HI}}(k_\perp,z)^{-1}\), which we plot in Fig. 11.

3. Foregrounds

The need to remove bright foregrounds, dominated by Galactic synchrotron emission and extragalactic radio sources, from 21 cm observations is expected to impose two restrictions on the modes that are available for cosmological analysis\(^{11}\):

1. Modes with \(|k_\parallel| < k_{\text{min}}\) will be indistinguishable from smooth-spectrum foregrounds, and will therefore be filtered out. We use \(k_{\text{min}} = 0.03\) Mpc, following Ref. [128], who found that an optimal foreground cleaning approach imposed \(k_{\text{min}} \approx 0.02 h^{-1}\) Mpc when applied to simulations.

2. In interferometric observations, spectrally-smooth foreground power will leak beyond pure low-\(k_\parallel\) modes into higher-\(k_\parallel\) modes in a baseline-dependent way, creating a so-called “foreground wedge” of contamination (e.g. [84–86]). This is described by by \(|k_\parallel| < \beta(z)k_\perp\) where

\[
\beta(z) \equiv \frac{\chi(z)H(z)}{c(1+z)} \sin \theta_w(z).
\]

The extent of the contamination is set by \(\theta_w(z)\), the maximum angle away from the receiver’s phase center at which a spectrally smooth sky signal can contaminate higher-\(k_\parallel\) modes. Following Ref. [78], we set this to 3 times the width of the PUMA primary beam, i.e. \(\theta_w(z) = 3 \times 1.2 \lambda(z)/D_{\text{eff}}\), with \(\lambda(z) = 21(1+z)\) cm and \(D_{\text{eff}} = 5\) m. We explore our sensitivity to this choice, and the choice of \(k_{\text{min}}\), in Appendix D4.

These restrictions will apply separately to templates for velocity and electron density fields constructed from 21 cm observations. However, the total kSZ template is constructed from the product of these templates (recall Eqs. 10-11 and 13), which becomes a convolution in Fourier space:

\[
\hat{q}_r(k_S,z) = \int_{k_L} \eta(k_L,z) \epsilon(k_S - k_L,z).
\]

Thus, low-\(k_\parallel\) modes of \(\hat{q}_r(k_S,z)\) are not obscured by foregrounds, since they can be sourced by pairs of \(\eta\) and \(\epsilon\) modes whose line-of-sight wavenumbers are individually much larger (i.e. it is possible that \(|k_S| < k_{\text{min}}\) while having \(|k_L|\) and \(|k_S - k_L|\) both greater than \(k_{\text{min}}\)). We will omit redshift arguments in what follows.

\(^{10}\) https://github.com/slosar/PUMANoise

\(^{11}\) We note that observational and methodological work is underway to understand in more detail which modes will be eliminated by 21 cm foreground cleaning and how to incorporate this into forecasts (e.g. [127]), but in this work we adopt assumptions which have been motivated by previous studies [79]. We also note that reconstruction techniques are under development which could allow for the recovery of foreground-obscured modes (e.g. [41, 89, 90]), but such reconstructed modes will have different noise than directly-observed modes, so we only consider directly-observed modes in this work.
To implement these foreground restrictions in computations, we start by recalling the cross power spectrum of \( \hat{q}_r \) and \( q_r \) from Eq. (15), prior to taking the squeezed limit of \( P_{ce} \) (the discussion below also applies to the auto spectrum of \( \hat{q}_r \)):

\[
P_{q_rq_r}(k_S) \approx \int \frac{d^3k_L}{(2\pi)^3} P_{v\gamma}(k_L)P_{ce}(k_S - k_L) .
\] (D16)

We must set the integrand to zero outside of the region defined by the union of the following four conditions:

\[
|k_L| > k_{\text{min}} \ , \ |k_S - k_L| > k_{\text{min}} \ , \ |k_L| > \beta |k_{S\perp} - k_{L\perp}| .
\] (D17)

With \( k_{\perp} = k_L \mu_L \) and \( k_{\perp} = k_L \sqrt{1 - \mu_L^2} \) and analogously for \( k_S \), and also defining \( \cos \phi_\perp \equiv k_S \cdot \hat{k}_{L\perp} \), the fourth condition can be written as \( \cos \phi_\perp > \gamma(k_S, \mu_S; k_L, \mu_L) \), where

\[
\gamma(k_S, \mu_S; k_L, \mu_L) \equiv \frac{\beta^2 \left[ (1 - \mu_S^2)k_S^2 + (1 - \mu_L^2)k_L^2 \right] - (\mu_S k_S - \mu_L k_L)^2}{2\beta^2 \sqrt{1 - \mu_S^2} \sqrt{1 - \mu_L^2} k_S k_L} .
\] (D18)

We can integrate this constraint out of Eq. (D16) by approximating \( P_{ce}(k_S - k_L) \approx P_{ce}(k_S) \) and using

\[
C_\perp(k_S, \mu_S; k_L, \mu_L) \equiv \int_0^{2\pi} d\phi_\perp \Theta(\cos \phi_\perp - \gamma) = \begin{cases} 2\pi & \gamma \leq -1 , \\ 2\cos^{-1} \gamma & -1 < \gamma < 1 , \\ 0 & \gamma \geq 1 , \end{cases}
\] (D19)

where \( \Theta(\cdots) \) is a step function. Meanwhile, the first three conditions in Eq. (D17) are equivalent to setting the integrand to zero if any of the following conditions are satisfied:

\[
|\mu_L| < \frac{k_{\perp}}{k_L} ; \ |k_L \mu_L - k_S \mu_S| < k_{\text{min}} ; \ |\mu_L| < \frac{\beta}{\sqrt{1 + \beta^2}} ,
\] (D20)

and we enforce these numerically when evaluating Eq. (D16).

Finally, we compute \( C_\perp^{q_rq_r} \) in the Limber approximation, which requires taking the \( \mu_S \to 0 \) limit of Eq. (D16):

\[
P^{21\text{cm}}_{q_rq_r}(k_S, 0) = \frac{1}{8\pi^3} \int dk_L k_L^2 \int_{-1}^1 d\mu_L \mu_L^2 \frac{P_{ge}(k_L, \mu_L)^2}{P_{ge}(k_S, 0)^2} \frac{P_{gg}(k_S, 0)^2}{P_{gg}(k_S, 0)^2} C_\perp(k_S, 0; k_L, \mu_L) C_\parallel(k_S, 0; k_L, \mu_L) ,
\] (D21)

where \( C_\parallel(k_S, \mu_S; k_L, \mu_L) \) implements the conditions in Eq. (D20). Note that we take the \( \mu_S \to 0 \) limit after accounting for foreground mode cuts as described above, and therefore we only consider modes of \( \hat{q}_r \) that survive these cuts.

4. Dependence of forecasts on HI profile and foreground cuts

In Fig. 18, we compare kSZ template forecasts assuming the simulation-based HI profile from Ref. [52] with those assuming the exponential profile from Ref. [82]. We find that this choice does not qualitatively change the results: in particular, we see a negligible change at \( \ell \lesssim 2000 \) that becomes more important at larger multipoles, with as much as a 10% (15%) change in the results for PUMA-32k (PUMA-5k) at \( \ell \sim 4000 \), and a 30% (70%) change at \( \ell \sim 10000 \). This uncertainty in our forecasts is subdominant to that from the uncertain form of the \( m_{\text{HI}}(m_h) \) relation (this uncertainty is also lower at lower multipoles).

In Fig. 19, we explore how our forecasts depend on assumptions about 21 cm foregrounds. Each column corresponds to a different choice of \( k_{\text{min}} \), while the different linestyles for the grey curves denote different assumptions about the foreground wedge: an angular extent of 3 times the primary beam width of a single 6 m dish, 1 times the primary beam width (a more optimistic case), or the full sky visible above the horizon (a more pessimistic case). Between the most optimistic and pessimistic assumptions for the grey curves, we find roughly an order of magnitude variation at \( \ell \sim 1000 \) and a factor of 5 at \( \ell \sim 10000 \), indicating that the performance of a 21 cm-based kSZ template will be very sensitive to the level of foreground cleaning.
FIG. 18. Forecasts for kSZ templates constructed from 21 cm intensity mapping measurements from PUMA, comparing our baseline forecasts that assume the simulation-based HI density profile from Ref. [52] (left panels) with forecasts that use the exponential profile from Ref. [82] (right panels). The choice of HI profile has negligible effect at lower multipoles, while it can affect the results by as much as 30% (70%) for PUMA-32k (PUMA-5k) at $\ell \sim 10000$.

| Beam FWHM | Noise RMS (µK-arcmin) |
|-----------|------------------------|
|           | S4        | HD       | S4        | HD       |
| 39 GHz    | 5.1$'$    | 0.94$'$  | 12.4      | 3.4      |
| 93 GHz    | 2.2$'$    | 0.42$'$  | 2.0       | 0.7      |
| 145 GHz   | 1.4$'$    | 0.25$'$  | 2.0       | 0.8      |
| 225 GHz   | 1.0$'$    | 0.17$'$  | 6.9       | 2.0      |
| 280 GHz   | 0.9$'$    | 0.13$'$  | 16.7      | 2.7      |

TABLE II. Inputs to ILC noise for the CMB configurations. We have chosen the temperature noise RMS and the beam parameters to approximately match CMB-S4 and CMB-HD. We account for the effect of Earth’s atmosphere by setting $\ell_{\text{knee}} = 100$ and $\alpha_{\text{knee}} = -3$. We define the polarization noise as $\Delta E = \Delta B = \sqrt{2}\Delta T$.

Appendix E: CMB Forecasts

We model the CMB noise including the pink and white noise components as

$$N_\ell = \Delta_T^2 \exp \left[ \ell (\ell + 1) \frac{\theta_{\text{FWHM}}^2}{8 \log(2)} \right] \left[1 + \left(\frac{\ell_{\text{knee}}}{\ell}\right)^{\alpha_{\text{knee}}}\right]$$

where we set the beam full-width half-maximum (FWHM), the temperature noise RMS $\Delta_T$, and the $\{\alpha_{\text{knee}}, \ell_{\text{knee}}\}$ parameters which model the effect of the Earth’s atmosphere to match upcoming experiments as given in Table II.

The contributions to the signal in the millimeter wavelength include clustered CIB, Poisson CIB and tSZ foregrounds, and the black-body late-time kSZ following Ref. [129] based on fits to data from Ref. [130]. We do not include the correlation between tSZ and CIB. We also include radio sources in the 39, 93 and 145 GHz channels, using the flux-limit-dependent radio-source power model from Ref. [131]. For CMB-S4, we assume flux limits of 10, 7 and 10 mJy, respectively in those channels. For CMB-HD, we assume flux limits of 2, 1 and 1 mJy respectively. In addition, we include the lensed CMB black-body contribution which we calculate using CAMB [132], and the kSZ...
signal from reionization following Ref. [94].

We calculate the total covariance between two frequency channels at each multipole $\ell$, $C^{ij}_\ell$, taking into account the signal components correlated across frequencies, as well as the uncorrelated beam-deconvolved noise, indexed by $i$. The resulting minimum-variance standard ILC noise for the black-body signal (lensed CMB+kSZ) including all other contributions is then given by

$$N_\ell = \left[ \sum_{ij} \left( C^{-1}\right)_{ij}^{\ell} \right]^{-1}. \quad (E2)$$

Appendix F: Forecasts for moving-lens signal

Ref. [14] derives an optimal matched filter for measuring transverse velocities with the moving-lens effect, assuming a known form for the halo density profile. In Sec. V B 2, we present a forecast that uses a modified form of this procedure to obtain binned information about the moving-lens profile (and therefore the halo density profile) itself. The impact of the moving-lens effect on the CMB has been written in Eqs. (36) to (39).

In the form derived in Ref. [14], an optimal filter $\hat{\Psi}_i$ for the moving-lens signal along transverse direction $i$ is given by

$$\hat{\Psi}_i(\vec{\ell}) = \sigma_i \frac{\mathcal{M}_i(\vec{\ell})}{C^{TT}_\ell}, \quad (F1)$$

where $i$ is either of two unit vectors, which we call $\hat{x}$ and $\hat{y}$, which span the $x_\perp$ plane. We have written $\mathcal{M}_x = \hat{x} \cdot \mathcal{M}$
and $\mathcal{M}_y = \hat{y} \cdot \mathcal{M}$. The measurement noise $\sigma_i$ is given by

$$\sigma_i = a_0^{-2} \int \frac{d^2 \ell}{(2\pi)^2} |\tilde{\Psi}_i(\ell)|^2 \tilde{C}_{TT}^\ell.$$

(F2)

In our binned forecasts, we use the same approach, but for a bin centered at $x_{ij}$, we suppose that we have applied a circular ring mask $\mathcal{R}_j(x_{ij})$ with outer (inner) radius $x_{ij} + \Delta x_{ij}/2$ ($x_{ij} - \Delta x_{ij}/2$) around the halo center, such that $\mathcal{M}_j(\ell)$ in the numerator of Eq. (F1) is the harmonic transform of $\mathcal{R}_j(x_{ij}) \mathcal{M}_i(x_{ij})$ instead of $\mathcal{M}_i(x_{ij})$. We then compute the modified measurement noise using Eq. (F2), taking $\sigma = \sigma_x = \sigma_y$. Our results are demonstrated in Fig. 16.
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