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Abstract

The rankability of data is a recently proposed problem that considers the ability of a dataset, represented as a graph, to produce a meaningful ranking of the items it contains. To study this concept, a number of rankability measures have recently been proposed, based on comparisons to a complete dominance graph via combinatorial and linear algebraic methods. In this paper, we review these measures and highlight some questions to which they give rise before going on to propose new methods to assess rankability, which are amenable to efficient estimation. Finally, we compare these measures by applying them to both synthetic and real-life sports data.

1 Introduction

The rankability of data is a new problem first posed by the authors of [1], which they describe as “a dataset’s inherent ability to produce a meaningful ranking of its items”. Questions of ranking and rankability arise naturally in connection with datasets represented as directed graphs. The graphs may be weighted, with the graph structure representing the pairwise comparisons between the elements of the dataset, which are the nodes/vertices of the graph. Before attempting to obtain a ranking of the elements in a dataset, it first makes sense to consider how suitable the dataset is for this task. Intuitively, certain structures seem more “rankable” than others. For example, we would expect trees to be more rankable than cycles or complete graphs. The ideal situation, from the point of view of rankability, is where there is a clear unambiguous ordering of the nodes of the graph. This is described by a complete dominance graph, where there is some ordering $i_1, i_2, \ldots, i_n$ of the nodes such that the edges of the graph are given by $\{(i_p, i_q) : p < q\}$.

To quantify the concept of rankability, the authors of [1] defined a new measure based on the number of edge additions or removals that are necessary to convert a directed graph into a complete dominance graph. This first measure applies to unweighted graphs only. More recently, the authors of [2] proposed a second rankability measure based on the spectral variation of the Laplacian matrix of a complete dominance graph. This measure is much more widely applicable, and can be used for weighted graphs, but struggles to return meaningful results for sparse data. In both cases, the authors focus on the rankability of the data rather than ranking it.

In this paper we develop a framework for rankability based on the generation of graphs with a chosen/candidate target rankability. We give an example of this by making perturbations to complete dominance graphs. We will show that this approach enables evaluation of the performance of previous rankability measures. It also enables the use of a supervised learning approach for the measurement of rankability. We will demonstrate this approach by training a random forest on synthetic data generated with a chosen target rankability. We will also test random forest regression models on graphs generated with a different graph generation model and real life sports data. Results from this experiment suggest that the random forest is capable of performing well on the out of sample synthetic data and the real-life sports data also.

1.1 Ranking

The ranking of data is a key data science task which has many important applications. Search engines rank web pages by their relevance to a given search query [3], and media companies rank films and television series by their similarity to a viewer’s likes and dislikes [4]. A related application is the “Analytic Hierarchy Process” in Decision Science [5], where pairwise comparisons between alternatives generate symmetrically reciprocal matrices and these are then used to produce a transitive or linear ordering.

The ranking of data is commonly formulated in terms of the Linear Ordering Problem (LOP), which has been the subject of much research in combinatorial optimization and related applications [6, 7]. The objective of the LOP is as follows: Given information on some or all of the pairwise comparisons of a set of $n$ items, produce the linear ordering of these items which is in the strongest agreement with the available data. This optimal linear ordering of the $n$ items is found by solving an integer programming problem [8].

One disadvantage of ordering/ranking items with the LOP is that the associated integer programming problem may not have a unique solution. A second disadvantage is that the ordering returned by the algorithm may not be unquestionable. That is, there may be other orderings with only marginally worse values of the objective function. In the simplest case, the best ordering of the items in a dataset will be immediately obvious. This occurs when the relationships within a dataset form a complete dominance graph. A complete dominance graph provides us with a unique and unquestionable ranking.
This question of how unique and how unquestionable a given ordering of the items within a dataset is is closely related to rankability.

1.2 Rankability

The problem of rankability of data was only recently posed by the authors of [1]. This topic can be described as an assessment of the appropriateness of creating a linear ordering of the items in a dataset. This is an important assessment to make because a ranking algorithm applied to a dataset which is not rankable may yield misleading results. In their paper they define a rankability measure which we will refer to as \( R_e(G) \), and outline three key requirements of a good rankability measure:

1. It should be effective. In other words it should return a result that makes sense. It should assign a high rankability to a complete dominance graph and low rankability to a graph with no way of creating a sensible ordering such as a completely connected graph.

2. It should be efficient, i.e. be able to compute the rankability of a graph in a reasonable amount of time.

3. It should be algorithm agnostic. The rankability measure should be a function solely of the graph and nothing else. It is not a measure of the quality of any ordering of the data.

Requirement one above is particularly relevant to the content of this paper. In the case of small graphs, one can examine the edges by eye, and decide approximately how rankable the graph is. In this way it is also possible to evaluate the efficacy of a rankability measure by checking that it returns sensible results for small graphs. For larger graphs, however, this is more difficult, and a rankability measure that appears to perform well on small graphs might yield misleading results on larger graphs or vice versa. Later we will investigate this problem in more detail and suggest a method for evaluating a rankability measure’s performance based on simulations involving synthetic data.

More recently, the authors of [2] suggested a second rankability measure, which we will refer to as \( R_s(G) \), and which is designed to address requirement two above which is not fulfilled by \( R_e(G) \). This rankability measure is much more widely applicable, but struggles to return meaningful results where not all pairwise comparisons have been considered, so fails to fulfill requirement number one in such cases. In their conclusion, they suggest future research should attempt to address this issue, and also seek to define a rankability measure based on different graph properties.

In this paper, we attempt to provide a solution to all three of the above requirements by tackling the problem of rankability with a supervised learning approach. We begin by recalling the previously defined rankability measures, \( R_e(G) \) and \( R_s(G) \), and highlight some of their properties. We then suggest a method for the evaluation of a rankability measure’s performance which is based on generating graphs with a known target rankability. We also show that by generating graphs with a known target rankability, it is possible to train a random forest regression model to measure the rankability of graphs. We support this supervised learning approach by applying it to out of sample synthetic data and verifying that it still yields sensible results. We also apply the rankability measures to real world sports data and observe a strong correlation between them, suggesting a level of mutual agreement.

2 Observations on Previous Rankability Measures

2.1 Edge Rankability

Proposed by the authors of [1], \( R_e(G) \) is a rankability measure based on the smallest number of edge additions or removals that are necessary to convert a directed graph into a complete dominance graph. This smallest such number is denoted by \( k \). It also takes into account the number of different complete dominance graphs that are reachable by making just \( k \) changes. This second number is denoted by \( p \). Having determined these two values, the graph’s rankability is defined as

\[
R_e(G) = 1 - \frac{kp}{k_{\text{max}}p_{\text{max}}},
\]

where \( k_{\text{max}} \) and \( p_{\text{max}} \) are normalisation factors to keep the resulting rankability bounded between 0 and 1. They represent the largest possible values that \( k \) and \( p \) can take, which in the case of an \( n \) vertex graph are \( \frac{n(n-1)}{2} \) and \( n! \) respectively.

Recall that the adjacency matrix of an unweighted directed graph \( G \) with vertices given by \{1, \ldots, n\} is the matrix \( A \) in \( \mathbb{R}^{n \times n} \) with \( a_{ij} = 1 \) if \((i,j)\) is an edge of \( G \) and \( a_{ij} = 0 \) otherwise. Accordingly, the adjacency matrices \( D1 \) and \( D2 \) below correspond to two different orderings of the vertices of the graph in Figure 1.

\[
D1 = \begin{pmatrix}
1 & 3 & 4 & 2 \\
1 & 0 & 1 & 1 \\
3 & 0 & 0 & 0 \\
4 & 0 & 0 & 0 \\
2 & 0 & 0 & 0
\end{pmatrix}, \quad D2 = \begin{pmatrix}
1 & 4 & 3 & 2 \\
1 & 0 & 1 & 1 \\
4 & 0 & 0 & 0 \\
3 & 0 & 0 & 0 \\
2 & 0 & 0 & 0
\end{pmatrix}
\]

The graph in Figure 1 is nearly a complete dominance graph. Vertex 1 is clearly the best and vertex 2 is clearly the...
The only indecision lies in the comparison between vertices 3 and 4. This uncertainty is reflected in adjacency matrices $D_1$ and $D_2$, both of which require an edge addition to achieve the characteristic upper triangular pattern of adjacency matrices for complete dominance graphs. Matrix $D_1$ requires an edge addition at (3, 4), and $D_2$ requires an edge addition at (4, 3). Both adjacency matrices require just one edge change, and therefore $k$ for this graph must be equal to 1. Since $D_1$ and $D_2$ are the only adjacency matrices requiring just one change, $p$ must be equal to 2. For a graph with 4 vertices, $k_{\max} = 6$, and $p_{\max} = 24$, so the rankability given by $R_e(G)$ for this graph is

$$R_e(G) = 1 - \frac{1(2)}{6(24)} = 0.986.$$

### 2.2 Spectral Rankability

The authors of [2] introduced an alternative to $R_e(G)$. Referred to as spectral rankability and denoted by $R_s(G)$, this is a rankability measure based on the spectral variation of the Laplacian matrix of a weighted directed graph from that of a complete dominance graph. Before discussing this, we need to recall some definitions.

Consider a directed, weighted, graph $G$ with vertices $\{1, \ldots, n\}$, where $w_{ij}$ denotes the weight of the edge $(i, j)$. We assume that $0 \leq w_{ij} \leq 1$ for all $i, j$. The out-degree of vertex $i$ is then $d_i^+ = \sum_{j=1}^{n} w_{ij}$ and the out-degree matrix $D$ is the diagonal matrix whose $i$th diagonal entry is $d_i^+$. If $A$ is the weighted adjacency matrix of $G$, (with entries given by $w_{ij}$), the Laplacian of $G$ is then $L = D - A$. In keeping with standard linear algebraic notation, $\sigma(M)$ denotes the spectrum (set of eigenvalues) of a square matrix $M$.

The definition of spectral rankability relies on the Hausdorff distance between two sets. For finite sets of complex numbers $A, B$, we first define the quantity:

$$sv_B(A) := \max_{x \in A} \min_{y \in B} |x - y|.$$ 

The Hausdorff distance between $A, B$ is then given by

$$d_H(A, B) = \max\{sv_B(A), sv_A(B)\}. \tag{2}$$

For two matrices $L, M$, we will denote the Hausdorff distance between their spectra by $d_H(L, M)$.

Now with the Hausdorff distance defined, the spectral rankability of a directed graph $G$ with Laplacian matrix $L$ is defined as

$$R_s(G) = 1 - \frac{d_H(D, S) + d_H(L, S)}{2(n-1)}, \tag{3}$$

where $S$ is a diagonal matrix with $S_{ii}$ equal to $n - i$. Using this definition, the spectral rankability of graph $G$ in Figure 1 is

$$R_s(G) = 1 - \frac{1 + 1}{2(4 - 1)} = \frac{2}{3}.$$ 

### 2.3 Spectral and edge rankability of cycles: mathematical results

In the next two results, we note the behaviour of the two rankability measures on cycles. As mentioned above, intuitively we expect that a cycle has low rankability. It is interesting to note that the following results show that $R_s(G)$ and $R_e(G)$ behave surprisingly differently with respect to cycles, particularly as the length of the cycle grows.

**Proposition 2.1** Let $C$ be a cycle of length $n$. The edge rankability of $C$, denoted $R_e(C)$, is given by

$$R_e(C) = 1 - \frac{2 + (n - 1)(n - 2)}{n(n - 1)}. \tag{4}$$

**Proof:** It is not hard to see that in order to transform a cycle of length $n$ to a complete dominance graph, we must:

- remove at least 1 edge to obtain an acyclic graph;
- add at least

$$n - 2 + n - 3 + \cdots + 1 = \frac{(n - 2)(n - 1)}{2}$$

edges.

Therefore the number of edge additions and removals required to obtain a complete dominance graph is at least $1 + \frac{(n - 2)(n - 1)}{2}$. Furthermore, it is not hard to see that we can obtain exactly $n$ distinct complete dominance graphs with this number of additions/removals: one corresponding to each choice of edge to remove. It follows that in the definition of $R_e(G), k = 1 + \frac{(n - 2)(n - 1)}{2}$, and $p = n$. This implies that

$$R_e(C) = 1 - \frac{n(2 + (n - 2)(n - 1))}{n(n - 1)} = 1 - \frac{2 + (n - 1)(n - 2)}{n(n - 1)}$$

as claimed.

**Remark:** Note that it follows from the previous proposition that as $n$ tends to $\infty$, the edge rankability of a cycle of length $n$ tends to 1. This is counter to the intuition that cycles should have low rankability. In the next result, we derive a formula for the spectral rankability of a cycle of length $n$.

**Proposition 2.2** Let $C$ be a cycle of length $n$ where each edge has weight 1. The spectral rankability of $C$, denoted $R_s(C)$, is given by

$$R_s(C) = \begin{cases} 1 & n \text{ even} \\ 1 - \frac{2n - 5}{2n - 2} & n \text{ odd} \end{cases}$$

\tag{5}

**Proof:** First note that for a cycle of length $n$, the matrix of out-degrees, $D$, is simply the identity matrix as each vertex has out-degree 1. Hence $\sigma(D) = \{1\}$ in this case and $\sigma(S) = \{0, 1, \ldots, n - 1\}$. The Laplacian $L$ of a cycle is given by $I - A$ where $A$ is a cyclic matrix with $a_{i,i+1} = 1$ for $1 \leq i \leq n - 1$, $a_{n1} = 1$, and $a_{ij} = 0$ otherwise. It is well known that the
eigenvalues of $A$ are given by the $n$th roots of unity and hence, as $L = I - A$

$$\sigma(L) = \{1 - e^{2k\pi i/n} : 0 \leq k \leq n - 1\}.$$ 

It is straightforward to see that $sv_S(D) = 0, sv_D(S) = n - 2$ so $d_H(S, D) = n - 2$.

Next note that $sv_S(L) \leq 1$ as the elements of $\sigma(L)$ all lie on a circle of unit radius centred at 1. The calculation of $sv_L(S)$ requires a little more care. It is clear that $sv_L(S) = \min_{\nu \in \sigma(L)} |n - 1 - \nu|$. If $n$ is even, $2 \in \sigma(L)$ and hence $sv_L(S) = n - 3$. For $n$ odd, the elements of $\sigma(L)$ that are closest to $n - 1$ are given by

$$1 - e^{-\pi i/n} = 1 + e^{\pi i/n}, \quad 1 - e^{\pi i/n} = 1 + e^{\pi i/n}$$ 

corresponding to $k = \frac{n - 1}{2}$ and $k = \frac{n + 1}{2}$ respectively. It follows that for $n$ odd,

$$sv_S(L) = |n - 2 - e^{-\pi i/n}|$$ 

and hence (as $n \geq 2$) $d_H(S, L) = |n - 2 - e^{-\pi i/n}|$ for $n$ odd, while our earlier calculation shows that for even $d_H(S, L) = n - 3$.

Putting all of this together we see that

$$R_s(C) = \begin{cases} 1 - \frac{2\pi + 3}{2n} & n \text{ even} \\ 1 - \frac{n - 2 + |n - 2 - e^{-\pi i/n}|}{2n} & n \text{ odd} \end{cases}$$

as claimed.

**Remark:** Note that, in contrast to $R_e(C)$, as $n$ tends to $\infty$, the spectral rankability $R_s(C)$ of a cycle of length $n$ tends to 0.

### 2.4 Comparison of edge rankability and spectral rankability

One advantage of $R_e(G)$ is that it is intuitive and easily understandable. A major disadvantage, however, is the computational cost of using this measure on large datasets. This is because $k$ can be calculated using an integer programme but to find an exact value for $p$ it is necessary to consider each of the $n!$ possible orderings of the vertices of the graph. This process can be completed more efficiently using a method called “parallel exhaustive enumeration with pruning” [1], but an exact solution can still take hours to compute.

There is a reward for considering every possible ordering of the vertices, however. By examining all complete dominance graphs that are reachable by making just $k$ edge changes, it is possible to gain valuable insights into the rankability of a graph. For example, in Section 2.1 we saw that there are two equally appropriate orderings of the vertices of the graph in Figure 1. A ranking algorithm might misleadingly suggest only one of these two possibilities. Similarly, $R_s(G)$ does not consider these two possibilities either, and unlike $R_e(G)$, is only capable of reflecting the rankability of a graph in a real number. In this way, $R_e(G)$ provides more functionality than $R_s(G)$, and in their paper, the authors of [1] describe a variety of analyses that can be performed with $R_e(G)$ when investigating the rankability of a dataset.

The biggest advantage of $R_s(G)$ over $R_e(G)$ is that it is much more widely applicable. This is made possible by the existence of efficient algorithms for the computation of matrix eigenvalues such as the QR algorithm [9]. A disadvantage, however, is that the use of eigenvalues rather than edges makes this method less intuitive. A second disadvantage is that owing to the comparison with a complete dominance graph, this measure struggles to return meaningful results where few of the pairwise comparisons have been considered, such as in the case of sparse data.

### 2.5 Weighted Edges

Our description of the rankability problem thus far has mainly considered the unweighted case, i.e. data consisting of binary relationships between items; item $i$ beat item $j$, represented by a 1 in position $(i, j)$ of the adjacency matrix, or item $i$ did not beat item $j$, represented by a 0 in position $(i, j)$ of the adjacency matrix. Often, relationships between items within a dataset are more complex than this, and the amount by which one item has beaten another may be of interest. To capture this extra information regarding the pairwise comparisons between a set of items it is necessary to use weighted edges. For example, instead of ranking film $i$ more popular than film $j$ because the majority of people surveyed gave it a higher rating on Netflix, a weighted adjacency matrix could represent this difference in popularity by assigning to the entry in position $(i, j)$ of the adjacency matrix the proportion of people that having watched both film $i$ and film $j$, decided they liked film $i$ more.

Recently in [10], Anderson et al. investigated this weighted case of rankability. In particular, they extend the notion of *distance from perfection* to weighted data. They also show how indirect comparisons between items within a dataset can be used to mitigate the challenges posed by assigning a rankability to sparse data. This approach involves adding weighted edges from an item $i$ to an item $j$ if item $i$ has beaten a third item $k$ which has demonstrated dominance over item $j$ in a direct comparison.

In this paper, however, we will focus on the unweighted case of rankability, and will tackle the challenge posed by sparse data with a method which penalises sparse datasets with a lower rankability. Our approach, instead of attempting to remove sparsity from a dataset, accepts sparsity as an innate feature of the dataset, and adjusts the rankability of such datasets accordingly. The absence of a mechanism for incorporating weighted edges directly into the original graph or adjacency matrix when using our supervised learning approach is perhaps only a slight disadvantage of our method. Indeed, many ranking algorithms actually choose to avoid weighted edges in favour of unweighted edges [11].

### 3 Rankability Measure Evaluation

Our results from Section 2.3 demonstrate the appeal of being able to investigate trends in rankability for families of graphs with known properties. This enabled us to compare the rankability from $R_e(G)$ and $R_s(G)$ with our own intuition which identifies cyclic graphs as being inherently unratable. It would also be desirable to extend this analysis to other families, but it may not always be possible to easily derive an expression for the rankability of other types of graphs.
With the above observations in mind, we now propose a method for studying the rankability of data in a situation where we are able to generate synthetic data/graphs with an estimate of their rankability, which we call the target rankability. The method for generating the synthetic data and the target rankability could be chosen in a number of ways, and could be application or data dependent. As our main example, we will generate the synthetic graphs by making random modifications to the complete dominance graph. The larger the probability of modification used in generating the synthetic data, the lower the assigned target rankability.

In this section, to demonstrate that this is a feasible approach, we show that this approach can generate graphs with target rankabilities that are usefully correlated with the rankability metrics introduced in Section 2. We can think of this as either validating the previous rankability metrics or as providing evidence for the usefulness of the target rankability metric chosen.

### 3.1 Target Rankability

The existing rankability measures discussed in the previous sections measure rankability in different ways, and both will usually return a different result, even when applied to the same dataset. In the case of small graphs, it is possible to scan by eye the edges that exist within a graph and form an intuitive idea about its rankability. In this way it is possible to verify that the rankability measures are returning a sensible result. But how can we check if a rankability measure is performing well when there are 20, 50, 100, even 1000 or more vertices? We now seek to develop the framework necessary to answer this question.

Our approach will be to define a graph model to generate graphs. To each graph generated by this model we will assign a target rankability determined by the parameter(s) of the model that created it. By applying different rankability measures to these graphs it should be possible to determine the extent to which these measures are correlated with the target rankability that we have selected. We emphasise that the following definition of target rankability is an example. There are potentially many ways of generating graphs with a target rankability selected to match a particular application, of which this method is just one.

We will now describe our example model for generating graphs. Consider the adjacency matrix $A$ of a 4 vertex complete dominance graph shown below:

$$
A = \begin{pmatrix}
1 & 2 & 3 & 4 \\
1 & 0 & 1 & 1 \\
2 & 0 & 0 & 1 \\
3 & 0 & 0 & 0 \\
4 & 0 & 0 & 0 
\end{pmatrix}
$$

We will say that “switching” the status of an edge at position $A_{ij}$ has the effect of turning a 1 into a 0 and vice versa. Our probabilistic graph generation model is as follows:

1. Start with a complete dominance graph and a parameter $0 \leq p \leq 0.5$.

2. Switch the status of every off-diagonal entry in the adjacency matrix with probability $p$.

The reason for choosing a value for $p$ between 0 and 0.5 is that as the value of $p$ approaches 1, the effect of this is to produce a new complete dominance graph with the direction of every edge reversed. If the value of $p$ is 0 then the adjacency matrix will be completely unchanged. If the value of $p$ is 0.5 then the effect of this is to produce a completely random graph where every edge exists (or doesn’t exist) with probability $p = 0.5$. Thus, for $0 \leq p \leq 0.5$, larger $p$ values will tend to represent graphs that are less rankable. To convert the parameter $p$ into a number that can be interpreted as a measure of the graph’s rankability we choose to define the target rankability of a graph produced with this model as

$$
t = 1 - 2p.
$$

Initially it might appear strange that we have made the decision to define the target rankability of a graph in terms of a complete dominance graph. This decision might make it difficult to obtain meaningful results when measuring the rankability of sparse data. Later we will make a slight modification to (6) to account for this, but for now we will only work with complete data.

### 3.2 Diagnostic Plots

A graph’s target rankability should provide us with a good indication of the rankability of the graph. By applying the rankability measures $R_c(G)$ and $R_s(G)$ to graphs produced with the graph generation process described above, it should be possible to determine the extent to which the rankability measures are associated with the target rankability of such graphs. In the following examples we have completed 1000 simulations, each with a randomly selected value for the parameter $p$ in (6) between 0 and 0.5. Figure 2 shows the association between the rankability measure $R_c(G)$ and the target rankability of graphs with $n = 8$ vertices. The results from $R_s(G)$ are consistently very close to 1 because of the large denominator in $R_s(G)$, even when the target rankability is 0. The results from $R_c(G)$ in Figure 3 appear slightly better, but are quite quantised along the $R_s(G)$ axis.

For comparison, we have also included $p$, the Spearman rank correlation coefficient, correct to three decimal places in the description for each graph, and in Table 1. The coefficients are all relatively close to 1, indicating that the target rankability is ordering the rankability of the graphs in a similar way to previous metrics. Interestingly, the Spearman rank correlation coefficient for the relationship between $R_c(G)$ and the target rankability is greater than that of the relationship between $R_s(G)$ and the target rankability. This relationship is only detectable by analysing $R_c(G)$ differences of less than the order of $10^{-3}$. Such small differences are not easily interpretable when examining the rankability of a single graph. Instead, these results suggest that the strength of $R_c(G)$ lies not in the rankability that it assigns to a graph, but in its ability to analyse each of the $n!$ orderings of its vertices as we discussed in Section 2.

Due to the computational cost of running $R_c(G)$ on larger datasets it is not possible to make any comparisons on larger...
Table 1: Spearman Rank Correlations, Target Rankability

| Complete Data | Sparse Data |   |
|---------------|-------------|---|
|               | n = 8       | n = 20 | n = 50 | n = 8 | n = 20 | n = 50 |
| \(R_e(G)\)    | 0.747       | NA     | NA     | 0.540 | NA     | NA     |
| \(R_s(G)\)    | 0.584       | 0.888  | 0.969  | 0.462 | 0.657  | 0.720  |
| \(R_f(G)\)    | 0.868       | 0.968  | 0.994  | 0.676 | 0.912  | 0.976  |

Figure 2: \(R_e(G)\) vs. target rankability, \(n = 8\) simulation, \(\rho = 0.747\)

Figure 3: \(R_s(G)\) vs. target rankability, \(n = 8\) simulation, \(\rho = 0.584\)

4 Regression Using Target Rankability

In this section we will describe how, using our model to generate graphs and our target rankability, we can extend these to provide a rankability measure based on the properties of a graph or its associated adjacency matrix in a supervised learning approach to rankability.

4.1 Training a Rankability Model

The simulations used in the previous section enable us to reframe the task of rankability as a supervised learning problem. The idea is to use the target rankability as the response variable and predict it via properties of a graph or its adjacency matrix to measure its rankability. The system can then assign a rankability to any graph, without knowing the model that generated it.

To predict the target rankability, we suggest using graph properties that are easy to calculate, while also having relevance to ranking. The properties we will use as predictor variables are:

1. The number of triangles in a graph. We will only count unique triangles, and will say that the triangle \(i \rightarrow j \rightarrow k \rightarrow i\) is the same as \(j \rightarrow k \rightarrow i \rightarrow j\).

2. The number of 2-cycles, which we will call contradictions, because they represent cases where \(i\) has beaten \(j\) but \(j\) has also beaten \(i\).
3. The standard deviation of the out-degrees of the vertices of the graph.

4. The directed algebraic connectivity of a graph as defined by Wu in [12].

5. The number of times two vertices in a graph are not directly connected. We will refer to such situations as draws because there is no evidence to suggest either vertex \( i \) or \( j \) is better than the other.

We have chosen to use these properties for a number of reasons. Firstly, in the case of the number of triangles in a graph, our intuition is that graphs with fewer triangles are likely to be more rankable because cycles are inherently difficult to create an ordering from. Similarly, we also expect a graph with fewer 2-cycles will also be more rankable. The out-degree counts the number of out-going edges from a given vertex. We expect that unrankable graphs will have no clear “winners” or “losers”, meaning many vertices will have a similar number of “wins”. Consequently, we expect that unrankable graphs will have a smaller standard deviation of the out-degrees relative to graphs which are more rankable. With regards to the directed algebraic connectivity of a graph, we expect graphs with higher connectivities will be less rankable for the same reasons as having a higher number of 2-cycles or 3-cycles. Directed algebraic connectivity was also suggested as a helpful property for quantifying rankability by the authors of [2]. Finally, graphs with a large number of draws are missing large amounts of data. Without a direct comparison between two vertices it is very difficult to rank one higher than the other. For this reason, we expect graphs with a large number of draws to be less rankable.

We also note that none of these properties are prohibitively computationally expensive to calculate. This means there is no need for us to restrict our approach to graphs of a relatively small size, and makes our approach widely applicable to many problems.

Our first step will be to train a random forest regression model on synthetic data generated by the target-rankability graph generation process. We use the python package scikit-learn with no modifications to the default tuning parameters [13]. There are two main advantages of using a random forest here. Firstly, a random forest will not make predictions outside of the range of the original training values. This can be a drawback of using random forests, but in this context it is advantageous because we only want to make predictions between 0 and 1. Secondly, in the case of sparse data, the association between the target rankability and the predictor variables can become strongly non linear, making a linear association between the target rankability and the predictor variables less appropriate. Other modelling approaches are certainly possible however.

We will denote the rankability returned by this model as \( R_f(G) \). To evaluate the efficacy of this approach we have trained a random forest on 1000 graphs with \( n \) vertices, all generated with a random parameter \( p \) in [0]. We have then tested the random forest on 1000 different \( n \) vertex graphs generated by the same process. Finally, we have calculated the Spearman rank correlation coefficient to assess the performance of the model, as we did with the other rankability measures in the previous section, and have added our results to Table 1. To assess the performance of \( R_f(G) \) in the case of sparse data, we have trained and tested the random forest regression model on graphs with target rankability equal to \( t = c(1 - 2p) \) using the procedure described previously.

In both cases, the correlation between the predicted rankability \( R_f(G) \), and the target rankability of different sized graphs in Table 1 is strong. This is promising, but our tests are thus far limited to the case where we have trained and tested our random forest on graphs that have both been generated with the same graph generation model. To improve our confidence that a regression approach to rankability is applicable to other types of graphs we use a second, independent, graph generation model for testing our trained random forest. We will use the graph generation technique for simulating a competition between a set of \( n \) items described in [14]. We will also need a means to determine the relative rankability of the graphs generated using this technique. This is the aspect that we will address first.

### 4.2 Validation with Out of Sample Synthetic Data

Consider a set of \( n \) items each with an ability level \( a_i \). Using the Elo rating system [15], which was originally invented for rating chess players, the expected outcome for item \( i \) against item \( j \) is given by

\[
E_{ij} = \frac{1}{1 + 10^{(a_j - a_i)/400}},
\]

and \( E_{ji} \) is given by \( 1 - E_{ij} \). To enable the exact calculation of the probability of the pairwise comparison between item \( i \) and item \( j \) resulting in a draw we will make the following modification: Define the probability of a draw as \( P_d = E_{ij}E_{ji} \). This will give a higher probability of a draw as the two items get closer in ability levels. Now define the probability that item \( i \) will beat item \( j \) as \( P_{ij} = E_{ij}(1 - P_d) \). Finally define the “relative rankability” of a set of \( n \) items as

\[
r = \frac{2\sum_{i<j}|P_{ij} - P_{ji}|}{n(n-1)},
\]

which is the average of the absolute values of \( P_{ij} - P_{ji} \) over all cases where \( i \) is not equal to \( j \).

Now to generate a graph with a known “relative rankability” we use the following procedure:

1. Begin with a completely disconnected graph with \( n \) vertices.
2. Assign to each vertex an ability level \( a_i \).
3. For each pair \((i,j)\), calculate the probabilities \( P_d, P_{ij}, \) and \( P_{ji} \).
4. Calculate the relative rankability of the graph using (7).
5. For each pair \((i,j)\), generate a uniformly distributed random number \( 0 \leq \tau \leq 1 \). If \( \tau < P_{ij} \) then add an edge from vertex \( i \) to vertex \( j \). If \( \tau > P_{ij} + P_d \) then add an edge from vertex \( j \) to vertex \( i \).
6. Optionally repeat step 5 above to allow for the possibility of 2-cycles in the generated graph.
As we mentioned earlier, there are potentially many ways of creating a graph with a “known” rankability, and this method which we refer to as “relative rankability” is a member of this much larger family of methods.

In order to evaluate the efficacy of $R_f(G)$ on out of sample synthetic data we trained a random forest on 1000 graphs with $n$ vertices, all generated with a random parameter $p$ related to target rankability as in (4). We have then tested the random forest on 1000 different $n$ vertex graphs generated with a known “relative rankability” using the procedure above (including step 6 to generate possible ties). Finally, we calculate the Spearman rank correlation coefficient to assess the performance of the model. These results can be found in Table 2. The predictions made by the random forest still show a clear increasing relationship with the other rankability metrics, that appears to strengthen as $n$ increases. This suggests that the random forest regression model is performing well, even on out-of-sample synthetic data. To obtain the results for sparse data in Table 2 we have trained the random forest regression model on graphs generated using the sparse target-rankability procedure and $t = c(1 - 2p)$. We have then tested the trained model on graphs generated using the “relative rankability” procedure which have had edges removed with probability $c$, and

$$r = \frac{2c \sum_{i<j} |P_{ij} - P_{ji}|}{n(n-1)}.$$  

(8)

5 Case Study: Non-Synthetic Data

In this section we will apply the three rankability measures, $R_e(G)$, $R_s(G)$, and $R_f(G)$ to real-life sports data from rugby and football competitions. Our first dataset contains information on all rugby games played in the Home Nations, Five Nations, and Six Nations Championships from 1900 to 2019 inclusive [16]. The Home Nations Championship is a four-team event, and the Five and Six Nations Championships are five- and six-team events. In these competitions, each team plays every other team once. To construct a graph for every year we have started with a completely disconnected graph and added an edge from vertex $i$ to vertex $j$ if and only if team $i$ has beaten team $j$ in the game involving these two teams. The rankabilities of each year’s graph using the different rankability measures are shown in Figure 4. When the competition involved four teams we have used a random forest that was trained on graphs with four vertices, and when the competition involved five or six teams we have used a random forest that was trained on graphs with five or six vertices respectively.

Unlike the other rankability measures, the random forest fails to return a rankability of 1 for the years where the graph was a complete dominance graph. The reason for this is that the random forest is trained on graphs which are determined by a parameter $p$ in (6), and a low value for $p$ close to 0 will still occasionally produce a complete dominance graph (especially in the setting with small $n$ as is the case here). All rankability measures identify 1974 as a year with a very low rankability. This year every team lost at least one game, three games were drawn, and three of the five teams finished on the same number of points at the end of the competition. As can be seen from Figure 4 all three rankability measures approximately follow the same trends and respond to the same spikes or drops in the rankability of the matches. This agreement is reflected in a strong correlation between the results. Figure 5 shows a scatterplot matrix of these results and also gives the Spearman rank correlation coefficients.

Next, we turn our attention to a dataset containing every game played in the top-tier of English football from 1888 to 2015 inclusive [17]. In this competition, every team plays every other team twice. We have constructed the graph for each season by starting with a completely disconnected graph and adding an edge from vertex $i$ to vertex $j$ if and only if team $i$ beat team $j$ at least once. For each season, we have used a random forest that was trained on graphs with the same number of vertices as the number of teams in that season. Figure 6 shows the rankability of each of the seasons in this dataset. $R_e(G)$ was not applied to this dataset because the number of teams/vertices is too large, and this would be too computationally expensive.
Correlation Between Rankability Measures

$R_f(G) = 0.83$

$R_s(G) = 0.84$

$R_e(G) = 0.75$

$\rho = 0.84$

$\rho = 0.83$

$\rho = 0.75$

Figure 5: Rankability of Rugby Competitions Correlations
Both rankability measures assign a relatively high rankability to the season beginning in 2007. This season ended with just two teams finishing on the same number of points, and this is a relatively rare occurrence in the premier league. This season also contains a relatively low number of draws, contradictions and triangles when compared to the other seasons involving 20 teams. At the opposite end of the spectrum, both rankability measures assign a relatively low rankability to the season beginning in 1957. This season contains a relatively high number of draws, contradictions and triangles when compared to the other seasons involving 22 teams. Again we can see that $R_f(G)$ and $R_s(G)$ jointly track many of the spikes and drops in the rankability of these seasons. This high level of agreement is once again reflected by the strong correlation between the results from these rankability measures, shown in Figure 4.

If there was no correlation between the rankability measures in this section then it might have suggested that they were performing poorly because they could not agree on what the most and least rankable seasons were. The fact that there is a moderately strong correlation between them, however, suggests that they could be performing well because they are in approximate agreement regarding the rankability of the seasons.

6 Discussion

In this paper we have developed a framework for rankability based on the generation of graphs with a chosen/candidate target rankability. The underlying idea involves making perturbations to complete dominance graphs. With this approach we have been able to achieve two things. Firstly, we have shown that our approach enables evaluation of the performance of different rankability measures. This is important because without a method for the evaluation of a rankability measure’s performance, it is difficult to determine how effective it is on larger graphs.

This approach is very useful because it allows us to visualise how the rankability measures respond as the graphs transition from being completely random to a complete dominance graph. It is also very intuitive because it allows us to easily interpret the rankability of these graphs in terms of the parameters used in the probabilistic graph model which created them.

A disadvantage of this method for evaluating a rankability measure’s performance, however, is that it can only be used to evaluate a rankability measure on graphs that have been generated by the model (in our example, making perturbations to a complete dominance graph). Therefore, this method might not provide a good indication of how rankability measures will perform when applied to other types of graphs. However, it could clearly be extended to include other families of graphs (say, perturbed cycles).

A second key contribution of this paper describes how to use a supervised learning approach for the measurement of rankability. We have demonstrated this approach by training a random forest on synthetic data generated with a chosen target rankability. We have also tested random forest regression models on graphs generated with a different graph generation model described in [14]. Results from these experiments suggest that the random forest is capable of performing well on out of sample synthetic data. Further experiments show that a modification to the target rankability graph generation process can make the random forest effective in the case of sparse data also. Our experiments with real life sports data from rugby and football have shown that in many cases there is a strong positive correlation between the results from the different rankability measures. This agreement between the rankability measures also provides support to the supervised learning approach.

One of the main strengths of the supervised learning approach is that it is flexible. There are many combinations of regression models and graph properties that could be used with this approach. There are also potentially many ways of generating graphs with a “known” rankability. This flexibility makes it possible for researchers to tailor this approach to the dataset whose rankability they want to investigate.

We suggest that the steps of this procedure would include:

1. Defining an alternative graph generation model and
choice of target rankability that they believe will be well suited to their data.

2. Evaluating how the existing rankability measures perform with this choice of target rankability.

3. Training their choice of regression model.

4. Applying the chosen rankability measures and the trained regression model to their data.

One disadvantage of the supervised learning approach is that predictor variables, such as the number of triangles, will remain unchanged in graphs with weighted edges. In the case of weighted graphs, a choice of predictor variables that provide a useful representation of the weights would be necessary. Furthermore, as is the case when evaluating a rankability measure’s performance, this method is based on graphs that have been generated by making perturbations to complete dominance graphs. Therefore, the training data upon which the supervised machine learning model learns will contain few graphs which are unlikely to be produced by this process such as cyclic graphs. This means that the regression models may perform poorly on rarely seen graphs such as these.

Areas for future research include the development of graph generation models with known target rankability that can account for a wider variety of graphs such as perturbed cyclic graphs. Future research could also include the identification of different graph or adjacency matrix properties that can aid the supervised learning approach. Additionally, a further generalisation of the regression approach to rankability by including the number of nodes in a graph as a predictor variable would also be of interest. This would allow the same trained model to be applied to multiple graphs of different sizes, and increase the flexibility of this approach.

7 Conclusion

Rankability measures are an important tool for assessing the appropriateness of imposing a strict linear ordering on any set of items. Ideally, a rankability measure will be widely applicable, and will return sensible results which agree with our intuition based on the structure of a given graph. By working in the reverse direction, and starting with graphs of known “target rankability”, we have developed a framework capable of addressing these two requirements. This method, which is very flexible, has been demonstrated by making perturbations to complete dominance graphs, and enables the evaluation of the performance of any rankability measure. It also facilitates the use of a supervised learning approach which can “predict” the rankability of a graph. Our results show that this method performs well both on out of sample synthetic data, and in the case of sparse data also. Results from real life sports data support our method further by highlighting a strong correlation between our approach and the existing rankability measures described in [1] and [2].
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