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Abstract
This work aims at the characterization of a modern concrete material. For this purpose, we perform two experimental series of inverse planar plate impact (PPI) tests with the ultra-high performance concrete B4Q, using two different witness plate materials. Hugoniot data in the range of particle velocities from 180 to 840 m/s and stresses from 1.1 to 7.5 GPa is derived from both series. Within the experimental accuracy, they can be seen as one consistent data set. Moreover, we conduct corresponding numerical simulations and find a reasonably good agreement between simulated and experimentally obtained curves. From the simulated curves, we derive numerical Hugoniot results that serve as a homogenized, mean shock response of B4Q and add further consistency to the data set. Additionally, the comparison of simulated and experimentally determined results allows us to identify experimental outliers. Furthermore, we perform a parameter study which shows that a significant influence of the applied pressure dependent strength model on the derived equation of state (EOS) parameters is unlikely. In order to compare the current results to our own partially reevaluated previous work and selected recent results from literature, we use simulations to numerically extrapolate the Hugoniot results. Considering their inhomogeneous nature, a consistent picture emerges for the shock response of the discussed concrete and high-strength mortar materials. Hugoniot results from this and earlier work are presented for further comparisons. In addition, a full parameter set for B4Q, including validated EOS parameters, is provided for the application in simulations of impact and blast scenarios.
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Introduction
Concrete is widely predominant in modern architecture and hence a very relevant material regarding its response to any kind of mechanical loading. Recently, ultra-high performance concrete (UHPC) has become more relevant for applications, for example in bridge engineering [1], resilient core structures of high rise buildings [2], and protective structures for critical infrastructure [3]. The unconfined compressive strength of such UHPC materials ranges from approximately 100 to 200 MPa [1], which is somewhere between three and six times the strength of conventional concrete.

In addition to knowing the static and low rate (earthquakes etc.) response of concrete building structures, there is also the desire to model their high-rate loading behavior in order to predict their reaction to blast and impact scenarios [4–12]. At the increasing pressures produced in such scenarios, the material response progressively becomes less dependent on strength, and a proper treatment of the equation of state (EOS) is necessary to accurately predict dynamic material behavior [13, 14]. Reaching very high pressures and entering the regime of hydrodynamic behavior and shock wave propagation, the EOS can even become dominant. Examples for such EOS dominated material response are contact detonation [6, 15, 16] and hypervelocity impact of projectiles [9, 11, 17, 18] and metal jets [12, 19].

The planar plate impact (PPI) test is an established technique to investigate EOS properties under shock loading [13, 20, 21] that has been applied to a variety of different materials, such as metals, composites, concretes and geomaterials.
This material has previously been investigated with respect to impact [2, 38] at velocities below 400 m/s.

In order to derive a highly reliable Hugoniot data set for B4Q, two different experimental configurations of inverse PPI tests with varying backing and witness plate materials are implemented. Since shock and strength behavior of these plate materials need to be known to derive the Hugoniot data of the specimen material in the applied sandwich configuration, any inaccuracy in these material properties will obscure the obtained Hugoniot data of B4Q. However, comparing the results of these two experimental series to one another, a significant influence of possible inaccuracies stemming from the involvement of the plate materials in the derivation of the Hugoniot data should become visible. Additionally, we successfully reproduce the experimentally determined free surface velocity time curves with numerical simulations. This allows us to compare the experimental with the corresponding numerical Hugoniot results. The latter originate from a perfectly homogenous B4Q material model using EOS parameters that are validated with the Hugoniot plateau and additional features from the experimental curves. Altogether, the consistent picture of results from two experimental series and corresponding numerical simulations allows us to present a highly trustworthy Hugoniot data set that can be included in the ongoing discussion about shock properties of concrete and mortar. Moreover, the reproduction of the data with numerical simulations results in validated EOS parameters for B4Q that are available for numerical applications of high-rate loading scenarios.

In the following, we start with a brief presentation of the experimental setup of the conducted PPI experiments before we present the free surface velocity time curves of the two conducted experimental series. The presented curves are discussed and the derivation of Hugoniot data from these curves is explained. After that, we compare the resulting shock velocity vs. particle velocity and stress vs. strain values of both series and relate data points deviating from the observed trend lines to features in the previously shown free surface velocity time curves. Then, we introduce the setup of the numerical simulations and explain the determination of the employed simulation parameters. The following comparison of experimentally and numerically produced velocity time curves and the Hugoniot data derived from these curves allows us to identify the previously discussed data points as experimental outliers. After that, a parametric study is given that enables us to discuss the influence of strength parameters on free surface velocity time curves. Then, we apply the derived parameter set for B4Q to a numerical extrapolation of the derived shock information and compare all results of our present work with earlier work and selected literature data. Finally, a conclusion of our experimental and numerical work on the shock response of B4Q is presented.
Planar Plate Impact Experiments

In the following, the setup of two experimental series, mainly differing by the employed plate materials C45 steel and aluminum 7075 T6, are presented. The former has been used in previous own studies [27, 30, 32, 34, 35] while the latter is a rather novel material for our PPI experiments. One reason for the choice of aluminum is that its shock impedance is sufficiently high to be used in inverse PPI experiments with concrete: the density of Al 7075 T6 is slightly higher (> 10%), while the wave velocity clearly exceeds (> 50%) that of concrete. Moreover, aluminum will show no phase transition (expected at 220 GPa [39]) under the loading conditions realized by the impact velocities used here, whereas steel exhibits a phase transition at about 13 GPa [40]. The differing shock and strength properties of both witness plate materials allow us to reveal possible inaccuracies stemming from those materials in the derived Hugoniot data of the UHPC specimen. For that, the Hugoniot data of both conducted series is directly compared to one another after the free surface velocity time curves, from which this data is derived, are shown and discussed. In addition, data points that deviate from the trend in the combined Hugoniot data are discussed in relation to features in these curves.

Experimental Setup

The two series of PPI experiments used for characterizing Hugoniot properties of B4Q have been conducted at two different single stage acceleration facilities located at EMI Freiburg. Figure 1 illustrates the experimental setup of both series schematically. In principle, the experiments in this work are analogous to former investigations on concrete [27], sandstone [32], adobe [34], and masonry brick material [35]. In all cases, the specimen was bonded to a backing plate with a two component epoxy, then the

Fig. 1 Schematic picture of the experimental setup of the inverse planar plate experiments (upper right) performed with the B4Q specimen (upper left). The bottom displays the two setups for both series with different plate materials, thicknesses \( t \) and diameters \( d \)
specimen-backing plate combination was attached to a solid polycarbonate sabot, which was accelerated. One series of experiments (series 1) was executed with C45 steel for the backing and witness plate (each plate with a diameter of \( d = 50 \) mm and a thickness of \( t = 2.0 \) mm). These samples were accelerated in a gun barrel with an inner diameter of 70 mm. The other series (series 2) was performed with Al 7075 T6 for the backing and witness plate (diameter of \( d = 36 \) mm, thickness of \( t = 2.0 \) mm) and samples were accelerated in a gun barrel with a bore diameter of 42 mm. The thickness \( t \) of the specimen (\( t = 8.0 \) or 6.0 mm) was adapted to maintain a similar sample diameter to thickness ratio. Impact conditions of the inverse experiments enabled a high planarity (~ 1 mrad) as known from direct PPI [26].

The single point measurement laser spot of the VISAR interferometer [41–43] with a diameter of about 0.5 mm is positioned in the center of the rear surface of the witness plate. By measuring the surface velocity of the metallic witness plate in this indirect PPI setup, the poor reflectance of the concrete specimen is circumvented. Simultaneously, effects of inhomogeneities of the specimen (aggregates and voids) are somewhat averaged out by the wave propagation through the witness plate prior to the surface velocity measurement. However, since in the B4Q specimens (top left in Fig. 1), the size of aggregates and voids can be larger than the measurement spot, some influence of inhomogeneity is still expected in the data. Especially considering the maximum grain size of the aggregates (8.0 mm) in B4Q with respect to the sample thicknesses (\( t = 8.0 \) or 6.0 mm), a single measurement might be strongly dominated by the contribution of a large aggregate grain. This extreme case, however, is quite unlikely and can be identified via an overview of the entire data set and its comparison to numerical simulations. Since there is only a content of 1.0 volume percent of steel fibers in B4Q, a significant contribution of this component to the data is not expected.

The applied VISAR interferometer enables a time resolution of better than 2 ns. The free surface velocity is recorded with a typical accuracy of ±0.5–1.0% in case of the setup of series 1 and ±1–2% in case of the setup of series 2, depending on the number of recorded interference fringes [44]. Al 7075 T6 as witness plate material generated steeper signal increases of the free surface velocity, so that a larger VISAR constant needed to be applied, which reduced the number of fringes. All experiments were conducted with specimens conditioned at room temperature (21 ± 2 °C). Moreover, the impact velocity is measured with an accuracy of at least ±3% for series 1, where trigger pins are applied, and with an accuracy of ±1% for series 2, where a laser light barrier is used. Primary signals of the VISAR were recorded by an oscilloscope with a sample rate of 5 GHz.

**Free Surface Velocity Time Curves**

Upon impact of the projectile on the witness plate (see Fig. 1) a common Hugoniot stress is created at the interface between specimen and witness plate. From this interface, shock waves travel through both the witness plate and the specimen. When this initial shock wave reaches the rear surface of the witness plate, an increase of the free surface velocity is measured with the VISAR. The corresponding plateau of the surface velocity time curve is called the first Hugoniot plateau (see Fig. 2) and its height carries information of the shock loading of the specimen and the witness plate material. With the known shock properties of the latter, the Hugoniot data of B4Q can be derived.

**Fig. 2** Free surface velocity time curves from both conducted series of planar plate experiments with the ultra-high performance concrete B4Q. Details on the different setups of series 1 (a) and series 2 (b) are illustrated in Fig. 1 (Color figure online)
After the initial shock wave is reflected at the free surface, it travels back into the witness plate as a release wave and is then again reflected (and transmitted) at the interface to the B4Q specimen. The compression waves produced by a multiple of such reflections subsequently reach the free surface and lead to several higher velocity plateaus that carry information of release states in B4Q. Then, after the formation of several of these release plateaus, the so-called backing reflection arrives at the free surface and produces a further major velocity increase (see Fig. 2) that accelerates the free surface to the final velocity. The backing reflection is a consequence of the initial shock wave that was reflected at the specimen-backing plate interface and travelled all the way back to the VISAR measurement spot. The arrival time of this signal thus carries information of the average wave propagation speed in the sample as well as its compaction behavior under shock and re-shock. A depiction and more detailed description of wave propagation in the inverse PPI setup and its relation to the resulting free surface velocity time curve is given in [34]. Stress–particle velocity plots for different plate dimensions of the inverse PPI setup are introduced in [27].

In Fig. 2, the free surface velocity time curves of both experimental series are presented. In each series, eight successful experiments with different impact velocities have been conducted. For all of these curves, the expected features for an inverse PPI test with a porous medium are present in the data [27, 32, 34, 35]. Explicitly, each curve shows a first Hugoniot plateau, several release plateaus, and a backing reflection. The velocity increase and slope of the latter feature decrease towards lower impact velocities; however, this feature is less pronounced in the curves of series 2. Moreover, the final velocities reached in all curves of both series follow a trend that is expected from the corresponding impact velocities. Similarly, the heights of the Hugoniot plateaus and the arrival times of the backing reflections are consistent with each other, except for one curve in each series. For series 1, when compared to the other curves, the one with an impact velocity of 337 m/s (dark blue in Fig. 2a) exhibits an Hugoniot plateau that is higher and a backing reflection that arrives earlier than expected. For series 2, in Fig. 2b, it is the curve with an impact velocity of 1574 m/s (red), for which the height of the Hugoniot plateau appears too low and the arrival of the backing reflection too late in comparison to the other curves. These two curves and the Hugoniot data derived from them will be given special attention in the following discussions. At first glance, the rest of the data in Fig. 2 appears to exhibit a comparatively low scatter for an inhomogeneous material like B4Q. In none of these curves, a characteristic drop in velocity associated with possible edge release waves can be observed before the final velocities are reached.

### Hugoniot Data

The Hugoniot data of B4Q is calculated from the height of the first Hugoniot plateau $u_{fs,2}$, the impact velocity $v_{imp}$ of the PPI experiment, and a set of constants for B4Q and the applied witness plate material (subscript WP). The formulas for the calculation of the Hugoniot stress $\sigma_H$ and strain $\epsilon$ of the particle velocity $u_p$ and the shock velocity $U_s$ are [30, 32, 34]:

$$ u_{fs,2} \approx \frac{1}{2} u_{fs,2} $$  \hspace{1cm} (1)

$$ U_s = c_{p,WP} + S_{WP} u_{fs,2} $$  \hspace{1cm} (2)

For $u_{fs,2} \leq u_{HEL,WP}$:

$$ \sigma_H = \frac{1}{2} \rho_{WP} c_{p,WP} u_{fs,2} $$  \hspace{1cm} (3)

For $u_{fs,2} > u_{HEL,WP}$:

$$ \sigma_H = \frac{1}{2} \rho_{WP} U_s + \frac{1}{2} \rho_{WP} u_{fs,2} - u_{HEL,WP} $$  \hspace{1cm} (4)

$$ u_{B4Q} = v_{imp} - u_{fs,2} $$  \hspace{1cm} (5)

$$ U_s = \frac{\sigma_H}{\rho_{B4Q} u_{B4Q}} $$  \hspace{1cm} (6)

$$ \epsilon_{B4Q} = \frac{u_{B4Q}}{U_s} $$  \hspace{1cm} (7)

Further details on these formulas are given in [30, 32, 34]. For C45 steel, the initial density $\rho_{steel} = 7.8$ g/cm$^3$, shock parameters of slope $S_{steel} = 1.32$, and bulk sound velocity $c_{B,steel} = 4483$ m/s are employed together with longitudinal wave velocities of $c_{p,steel} = 5830$ m/s for $u_{fs,2} \leq u_{HEL,steel}$ and $c_{p,steel} = 6000$ m/s for $u_{fs,2} > u_{HEL,steel}$ [26, 30, 32, 34, 40]. The Hugoniot elastic limit of $u_{HEL,steel} = 36$ m/s of the current C45 steel lot corresponds to the elastic precursor signals visible in the free surface velocity time curves. In earlier works [27, 30, 32, 34, 35], a hardened C45 steel with a higher yield strength and hence a larger value for $u_{HEL,steel}$ has been used. For Al 7075 T6, the corresponding constants are $\rho_{Al} = 2.804$ g/cm$^3$, $S_{Al} = 1.36$, $c_{B,Al} = 5200$ m/s, $u_{HEL,Al} = 160$ m/s, and $c_{p,Al} = 6300$ m/s for all $u_{fs,2}$ values [45]. Additionally, an averaged initial density of $\rho_{B4Q} = 2.39$ g/cm$^3$ is used for the B4Q specimen. With these constants and the given Eqs. (1)–(7), the Hugoniot data for both PPI series is calculated and given in Table 1. Due to the realized one-dimensional strain state, this strain is equal to the
Table 1: Experimentally determined impact velocities $v_{\text{imp}}$ and Hugoniot plateau heights $u_{\text{p.2}}$ together with derived shock material data.

| Experiment number | $v_{\text{imp}}$ (m/s) | $u_{\text{p.2}}$ (m/s) | $\sigma_H$ (MPa) | $\varepsilon_{\text{p.B4Q}}$ (%) | $u_{\text{p.B4Q}}$ (m/s) | $U_{\text{H,B4Q}}$ (m/s) |
|-------------------|------------------------|------------------------|------------------|------------------|------------------------|-------------------|
| **Series 1**      |                        |                        |                  |                  |                        |                   |
| E4179             | 212 ± 6                | 57.9 ± 2.6             | 1229 ± 47        | 6.5 ± 0.9        | 183 ± 8               | 2808 ± 234        |
| E4178             | 337 ± 10               | 107.0 ± 0.8            | 2103 ± 15        | 9.1 ± 0.8        | 284 ± 11              | 3104 ± 143        |
| E4180             | 429 ± 13               | 117.4 ± 3.8            | 2290 ± 69        | 14.3 ± 1.7       | 370 ± 15              | 2588 ± 188        |
| E4172             | 589 ± 18               | 177.1 ± 9.4            | 3374 ± 172       | 17.7 ± 2.7       | 500 ± 22              | 2821 ± 283        |
| E4176             | 689 ± 21               | 229.1 ± 4.0            | 4333 ± 75        | 18.2 ± 1.8       | 574 ± 23              | 3156 ± 187        |
| E4177             | 772 ± 23               | 266.3 ± 6.4            | 5028 ± 121       | 19.4 ± 2.2       | 639 ± 27              | 3293 ± 224        |
| E4175             | 919 ± 28               | 317.8 ± 4.5            | 6002 ± 85        | 23.0 ± 2.2       | 760 ± 30              | 3304 ± 184        |
| E4174             | 929 ± 28               | 338.7 ± 9.0            | 6401 ± 173       | 21.5 ± 2.5       | 760 ± 32              | 3526 ± 256        |
| **Series 2**      |                        |                        |                  |                  |                        |                   |
| ma-1199           | 247 ± 3                | 132.1 ± 1.2            | 1167 ± 11        | 6.7 ± 0.4        | 181 ± 4               | 2698 ± 80         |
| ma-1190           | 312 ± 3                | 155.0 ± 7.8            | 1369 ± 69        | 9.6 ± 1.1        | 235 ± 7               | 2443 ± 200        |
| ma-1183           | 405 ± 4                | 205.3 ± 5.2            | 1752 ± 39        | 12.5 ± 0.9       | 302 ± 7               | 2425 ± 110        |
| ma-1200           | 507 ± 5                | 278.4 ± 3.7            | 2308 ± 29        | 14.0 ± 0.7       | 368 ± 7               | 2625 ± 83         |
| ma-1202           | 781 ± 8                | 471.5 ± 18.4           | 3824 ± 148       | 18.6 ± 2.0       | 545 ± 17              | 2935 ± 213        |
| ma-1201           | 1091 ± 11              | 701.8 ± 7.3            | 5726 ± 62        | 22.9 ± 1.2       | 740 ± 15              | 3237 ± 101        |
| ma-1186           | 1284 ± 13              | 896.5 ± 15.0           | 7412 ± 133       | 22.5 ± 1.6       | 836 ± 21              | 3711 ± 162        |
| ma-1203           | 1574 ± 16              | 919.4 ± 25.9           | 7615 ± 231       | 39.0 ± 3.3       | 1114 ± 29             | 2859 ± 165        |

Compression $\eta$ of B4Q ($\eta = u_p/U_s = \varepsilon$) and the compressed density of B4Q $\rho_{\text{B4Q,comp}} = \rho_{\text{B4Q}}(1 - \varepsilon_{\text{B4Q}})$ can be computed with the given strain values. The error bar values of the calculated quantities are determined by a maximum error assumption using Eqs. (1)–(7). For that, we only consider the uncertainties in measuring the impact velocity and determining the height of the Hugoniot plateau $u_{\text{p.2}}$. The latter uncertainty is given by the standard deviation of the $u_{\text{p.2}}$ values within the time interval of the analysis. It is hence a measure for how much the Hugoniot plateau deviates from a perfectly constant plateau, which is also correlated to the magnitude of inhomogeneity present in the specimen area below the measurement spot [29].

The values given in Table 1 are presented in Fig. 3 as shock velocity over particle velocity (a) and Hugoniot stress over strain (b). In both plots, the values from series 1 (C45 steel plates) are presented as black squares while the ones from series 2 (Al 7075 T6 plates) are shown as grey diamonds.

In both panels of Fig. 3, one data point of each series does not lie within the trend of the rest of the data and is marked with the experiment number. For series 1, this data point originates from experiment E4178 ($v_{\text{imp}} = 337$ m/s) and for series 2, it is experiment ma-1203 ($v_{\text{imp}} = 1574$ m/s). These are the experiments that lead to the two free surface velocity time curves (dark blue in Fig. 2a and red in Fig. 2b) which have been previously discussed with respect to a deviation from the otherwise observed trends in the data. Consequently, this finding in Fig. 2 becomes even clearer in the plots of the Hugoniot data in Fig. 3, which entirely originate from the heights of the Hugoniot plateaus. Here, the two marked data points are identified as experimental outliers. An additional discussion of these data points will be given in the comparison of the data with the simulation results in the following section.

Besides these two outliers, the comparison of the Hugoniot data of both experimental series in Fig. 3 shows that the values derived from the PPI experiments with the two different setups (see Fig. 1) do not differ significantly. Hence, within the experimental accuracy that is illustrated by the depicted error bars, the Hugoniot data from both series can be seen as one data set. The fact that this consistent Hugoniot data set originates from two different experimental series with different witness plate materials makes it highly trustworthy, since any significant inaccuracy stemming from one of the plate materials should become obvious in the direct comparison of Fig. 3.

**Simulation of Planar Plate Impact Tests**

In this section, the results of simulations of the PPI tests are compared with the data presented in the previous section. For that, we first explain the setup of the numerical simulations and the determination of the used simulation parameters for B4Q, C45 steel, and Al 7075 T6. Then, velocity time curves produced in numerical simulations and the Hugoniot results derived from these curves are compared with the corresponding experimental results. Based on this comparison of experimentally derived values with those stemming from a perfectly homogenous numerical concrete material model, the previously identified outliers in the data...
are discussed. Finally, a study of the parameters describing the pressure dependence of the failure surface is conducted in order to investigate their influence on the simulated velocity time curves.

**Setup of Numerical Simulations and Determination of Simulation Parameters**

The setup of the numerical simulations of PPI consists of rows of two-dimensional cells to which rigid boundary conditions are applied that only allow motion in the direction of the impact velocity. Consequently, the square shaped cells (length of 0.01 mm) of the projectile (backing plate and specimen) and the target (witness plate) exhibit a perfectly one-dimensional strain state throughout the entire simulation. An illustration of this setup and a more detailed discussion is available in [34]. These applied simplifications are proper assumptions as long as edge effects and consequences of fracture and spallation can be neglected. Due to the geometry of the thin plates and the setup of the inverse PPI experiment, a significant deviation from a one-dimensional strain state can be excluded for the regarded time interval of the free surface velocity time curves [34, 35]. All numerical simulations were performed with the thicknesses of the plates given in Fig. 1, using the commercial hydrocode [46] software ANSYS-AUTODYN [47], Version 19.1, analog to [34]. Corresponding to the VISAR measurement of the free surface velocity, the velocity in impact direction is recorded in the last cell of the witness plate as a function of time in the simulation. Both of these (numerical and experimental) velocity time curves can directly be compared to one another in order to discuss their agreement.

In the numerical simulations of PPI, the B4Q specimen material is described with the RHT model [4, 48]. For details on this model, we would like to refer the reader to the original [4, 48] and recently provided summaries of the model in [7, 49]. Most importantly for PPI, the RHT model employs a p-α-EOS [50] with a polynomial solid EOS of 3rd order that includes an energy dependence.

The parameter set used for the B4Q material in this work is presented in Table 2. From these parameters, the porous density, the uniaxial (unconfined), compressive strength, and the tensile strength have been directly measured. The tensile strength fraction \( f_t / f_c \) follows directly, while the shear strength fraction \( f_s / f_c \) is assumed to exhibit a similar ratio to the tensile strength fraction as in other concrete materials [3, 48]. In six Split Hopkinson Bar (SHB) tests, the mean value of the longitudinal velocity in a bar was measured as \( c_l = 4770 \) m/s and assuming a Poisson’s ratio of 0.20 [2], the shear modulus and the porous sound speed were calculated. From these SHB tests, a mean dynamic increase factor of the tensile strength of 2.6 at a mean strain rate of 56 1/s has been determined. Using the usual formula for the dynamic increase of tensile strength of the RHT-model [48, 49], the tensile strain rate exponent \( \delta \) is derived. With this \( \delta \) and the assumption of a relevant strain rate of \( 10^5 \) 1/s, the principal tensile failure stress value is calculated with the same formula. Additionally, the compressive strain rate exponent \( \alpha \) is calculated by the corresponding formula for the dynamic increase of compressive strength [48, 49] with the measured uniaxial, compressive strength value of \( f_c = 140 \) MPa. The latter value is furthermore used to obtain the initial compaction pressure by setting this value to \( 2/3 \) of \( f_c \) [48, 49]. All other strength and failure parameters in Table 2 are taken from a previously published parameter set for a UHPC in [3].

All of the just discussed parameters have been held constant during parameter studies of the remaining EOS parameters in PPI simulations with the experimentally determined impact velocities (Table 1). In these parameter studies, EOS parameters of other parameter sets of concrete [3, 48] were...
tested primarily. From these different starting points, EOS parameters were varied within a physically reasonable interval. Comparing the resulting velocity time curves of these simulations with the experimentally determined free surface velocity time curves, allowed us to assess the ability of the employed EOS parameters to reproduce the data. In Table 2, the EOS parameters which resulted in the most satisfying agreement between the simulated and the measured curves are given. Interestingly, from the EOS parameters obtained in the parameter study, only the compaction exponent and the solid EOS parameters $A_2$ and $A_3$ vary from the parameters of the conventional strength concrete in [48], while the rest are equal. This includes the key EOS parameters of the reference density, the solid compaction pressure, the bulk modulus ($A_1 = T_1$) and the Grüneisen parameter $\Gamma$ ($= B_0 = B_1$). Apparently, the EOS of the B4Q material investigated in the current work shares some key properties with the EOS of conventional concrete [27, 48].

The material models and the corresponding parameter sets used for the plate materials in the PPI simulations are given in Table 3. For C45 steel, all parameters are taken from [26], except the yield stress value. For this parameter, a value is chosen that reproduces the observed Hugoniot elastic limit of 36 m/s. For Al 7075 T6, all parameters are taken from [45].

### Comparison of Velocity Time Curves

In Fig. 4, the measured free surface velocity time curves are compared with the corresponding curves from the PPI simulations employing the final parameter set for B4Q given in Table 2. In order to keep this presentation comprehensible,
Tables 3 Material parameters for C45 steel (plate material series 1) and Al 7075 T6 (plate material series 2) in AUTODYN [47] implementation

| Material        | Reference density (g/cm³) | Equation of state | Parameter C1 (m/s) | Parameter S1 | Reference temperature (K) | Shear modulus (GPa) | Yield stress (MPa) | Failure | Reference temperature (K) | Specific heat (J/kg K) | Thermal conductivity (J/m K s) | Failure | Erosion | Derivative dG/dP (MPa/K) | Melting temperature (K) |
|-----------------|---------------------------|-------------------|-------------------|---------------|---------------------------|--------------------|-------------------|---------|---------------------------|--------------------------|--------------------------|---------|---------|--------------------------|--------------------|
| C45 steel       | 7.8                       | Shock             | 1.664             | 1.332         | 300                       | 81                 | 500               | None    | None                       | 420                      | 0                        | None    | None    | 1.741                    | 1220               |
| Al 7075 T6      | 2.804                     | Steinberg Guinan  | 5200              | 1.36          | 300                       | 26.7               | 420               | None    | None                       | 848                      | 0                        | None    | None    | −16.45                   | 1220               |

Fig. 4 Comparison of simulated and experimentally determined free surface velocity time curves for both conducted series of planar plate impact experiments with the ultra-high performance concrete B4Q.

For series 1 (a), the curves with \( v_{\text{imp}} = 919 \) m/s and for series 2 (b), the curves with \( v_{\text{imp}} = 312 \) m/s are omitted (Color figure online)

the curves with \( v_{\text{imp}} = 919 \) m/s for (a) and the curves with \( v_{\text{imp}} = 312 \) m/s for (b) are omitted. From the comparison of these two pairs of curves, no additional conclusions can be drawn.

At first glance, the overall agreement between data and simulation results in Fig. 4 is good for both series. This general observation shows that the perfectly one-dimensional strain state realized in the simulation is also a sufficiently accurate assumption for these experimental setups. Especially a significant contribution of edge release effects can be excluded on the basis of the overall agreement in Fig. 4. In particular, the final velocity of almost all simulated curves matches the one of the experimentally determined ones very well. The remaining deviation in the final velocities are small and can be explained by the experimental scattering of an inhomogeneous material. This agreement shows that the simulation adequately describes the conservation of energy during shock loading of B4Q.

Moreover, there is good agreement for the arrival times of the backing reflections and the heights of the first Hugoniot.
plateaus in Fig. 4, with some exceptions and mostly moderate deviations. Mainly the two previously discussed experiments, corresponding to the dark blue curve ($v_{imp} = 337$ m/s) in (a) and the red one ($v_{imp} = 1574$ m/s) in (b), exhibit differences in the heights of the Hugoniot plateaus and in the arrival times of the backing reflections with respect to the simulated curves. At this point, the comparison with the curves of the perfectly homogenous numerical concrete model reveals that the deviations in these features are correlated for these experiments, which allows us to label them accordingly. Thus, the experiment E4178 ($v_{imp} = 337$ m/s) of series 1 is labeled “aggregate dominated”, since the higher Hugoniot plateau and the earlier arrival of the backing reflection point towards a dominating influence of the stiffer aggregates. The experiment ma-1203 ($v_{imp} = 1574$ m/s) of series 2, on the other hand, is labeled “void dominated”, because the lower Hugoniot plateau and the later arrival time of the backing reflection can be explained by a dominating contribution of an air void. In this context, the dark green curve with $v_{imp} = 589$ m/s should be discussed, since it shows that the mentioned features do not necessarily have to be correlated as obviously as in the cases of experiments E4178 ($v_{imp} = 337$ m/s) and ma-1203 ($v_{imp} = 1574$ m/s). Here, in comparison to the simulated curve, the earlier arrival of the backing reflection is not accompanied by a stable, higher Hugoniot plateau. However, the latter feature exhibits several small steps below and above the simulated plateau. Somewhat ambiguous features in the same experimental curve are thus occurring in this example, which might be explained by different magnitudes of influences by voids and aggregates at different times of the wave propagation in the sample. Beyond the two labeled curves, the otherwise proper reproduction of the heights of the Hugoniot plateaus by the simulations shows that the momentum conservation of B4Q under shock loading is adequately treated in the numerical model. Additionally, the mainly matching arrival times of the backing reflections in Fig. 4 suggest that the average wave propagation speed under shock and re-shock is also properly described by the PPI simulations with B4Q.

In contrast to the general agreement of the so far discussed features, for the heights of the release plateaus, there are obvious differences found between the simulated curves and the ones obtained from both experimental series. Nearly all the free surface velocity time curves from the experiments exhibit slightly but consistently higher release plateaus than the corresponding simulated curves in Fig. 4. Simultaneously, the timing of the release plateaus appears to match for almost all curves. During the parameter studies of the EOS parameters not determined experimentally, no combination of parameters could be found to reach an agreement between simulation and experiment for all features in the velocity time curves. Hence, the disagreement in the height of the release plateaus has been accepted to achieve the otherwise proper reproduction of the other features in the experimentally obtained curves. The mismatch of this feature in Fig. 4 somewhat points to a phenomenological shortcoming of the employed EOS regarding shock release for which no explanation can be given at this point.

In conclusion, with the exception of the heights of the release plateaus, all observed features in the experimentally obtained free surface velocity time curves are adequately reproduced by the simulated curves in Fig. 4. Excluding two identified experimental outliers, the remaining small deviations are well within the expected experimental scattering of an inhomogeneous material like B4Q. We thus find that the used numerical model and in particular the employed EOS parameters are capable of a quantitatively correct description of the shock loading of B4Q.

**Comparison of Hugoniot Results**

An approach entirely equivalent to the one for the experimental curves is employed here to obtain Hugoniot results from the simulated PPI curves of the previous subsection. Thus, the heights of the first Hugoniot plateaus of the numerically obtained velocity time curves are used to calculate numerical Hugoniot results. Applying Eqs. (1)–(7) together with the constants previously given for C45 steel and Al 7075 T6, we obtain the values presented in Table 4. In addition to the experimentally realized impact velocities, smaller and larger impact velocities have also been chosen in PPI simulations to obtain additional values of Hugoniot plateaus and corresponding Hugoniot results. This numerical extrapolation of the Hugoniot results (labelled “ext” in Table 4) will be used in the following section for a comparison to other data beyond the range of the experiments conducted in this work.

In Fig. 5, the Hugoniot data given in Table 1 and presented in Fig. 3 is compared to the corresponding numerical results given in Table 4. The latter stems from a perfectly homogenous B4Q material model with shock properties that are successfully validated with several features (see Fig. 4 and discussion) of the experimentally obtained free surface velocity time curves and hence include experimental information beyond the height of the experimentally found Hugoniot plateaus. The fact that the experimental information from all curves is somehow considered in the validation of the simulation model makes the numerical Hugoniot results in Table 4 an average shock response of the investigated B4Q material. However, compared to a fit with an analytical function, using validated EOS parameters in a proper numerical model constitutes a more physics based approach towards an average of experimentally derived Hugoniot data.

The agreement between experimental and numerical Hugoniot results in Fig. 5 is good for all data points except the ones previously discussed and marked as “aggregate
dominated” and “void dominated”. They correspond to the curves in Fig. 4, which are labeled accordingly and their deviation to the rest of the data is discussed in the previous subsection. The agreement in Fig. 5 is of course expected from the previously discussed match of the Hugoniot plateaus in Fig. 4 but the presentation in Fig. 5 clearly demonstrates how small the deviations are with respect to the shock velocity vs. particle velocity and the Hugoniot stress vs. strain values.

A very close investigation of the numerical results in Fig. 5 reveals a small difference between the data points of series 1 (red squares) and series 2 (blue diamonds), especially at larger particle velocities and strains. Since the data points stem from the exact same numerical model of B4Q, this small difference likely originates from one of the numerical models for one of the plate materials or from the material constants of these materials employed in the calculation of the Hugoniot values. However, due to the fact that this small difference is clearly below the experimental accuracy of the experimentally derived Hugoniot data, it will not be considered here or in the following discussions.

Table 4 Values of Hugoniot plateaus $u_{s,2}$ resulting from simulations conducted with impact velocities $v_{imp}$ and derived shock results (Hugoniot stress $\sigma_H$, strain $\varepsilon$, particle velocity $u_p$, and shock velocity $U_s$) for series 1 (C45 steel plates, thicknesses 2.0/8.0/2.0 mm) and series 2 (Al 7075-T6 plates, thicknesses 2.0/6.0/2.0 mm)

| Simulation number | $v_{imp}$ (m/s) | $u_{s,2}$ (m/s) | $\sigma_H$ (MPa) | $\varepsilon_{B4Q}$ (%) | $u_p, B4Q$ (m/s) | $U_s, B4Q$ (m/s) |
|-------------------|----------------|----------------|-----------------|-------------------|----------------|-----------------|
| Series 1          |                |                |                 |                   |                |                 |
| S1.ext1           | 50             | 14             | 318             | 1.4               | 43             | 3097            |
| S1.ext2           | 150            | 39             | 895             | 4.5               | 131            | 2870            |
| S1.1              | 212            | 55             | 1177            | 6.9               | 185            | 2670            |
| S1.2              | 337            | 91             | 1817            | 11.2              | 292            | 2608            |
| S1.3              | 429            | 122            | 2373            | 13.6              | 368            | 2698            |
| S1.4              | 589            | 184            | 3501            | 16.9              | 497            | 2947            |
| S1.5              | 689            | 228            | 4313            | 18.3              | 575            | 3138            |
| S1.6              | 772            | 268            | 5060            | 19.2              | 638            | 3319            |
| S1.7              | 919            | 341            | 6445            | 20.8              | 749            | 3603            |
| S1.8              | 929            | 346            | 6541            | 20.9              | 756            | 3620            |
| S1.ext3           | 1000           | 381            | 7216            | 21.7              | 810            | 3730            |
| S1.ext4           | 1300           | 547            | 10,503          | 24.0              | 1027           | 4281            |
| S1.ext5           | 1600           | 717            | 14,017          | 26.3              | 1242           | 4724            |
| S1.ext6           | 1900           | 893            | 17,814          | 28.3              | 1454           | 5128            |
| S1.ext7           | 2200           | 1075           | 21,909          | 30.2              | 1663           | 5514            |
| S1.ext8           | 2500           | 1260           | 26,248          | 31.8              | 1870           | 5873            |
| Series 2          |                |                |                 |                   |                |                 |
| S2.ext1           | 50             | 31             | 274             | 1.0               | 35             | 3321            |
| S2.ext2           | 100            | 57             | 503             | 2.4               | 72             | 2946            |
| S2.ext3           | 200            | 109            | 963             | 5.3               | 146            | 2769            |
| S2.1              | 247            | 133            | 1174            | 6.6               | 181            | 2723            |
| S2.2              | 312            | 167            | 1465            | 8.5               | 229            | 2683            |
| S2.3              | 405            | 218            | 1848            | 11.3              | 296            | 2612            |
| S2.4              | 507            | 279            | 2312            | 14.0              | 368            | 2633            |
| S2.5              | 781            | 473            | 3836            | 18.5              | 545            | 2948            |
| S2.6              | 1091           | 726            | 5931            | 21.4              | 728            | 3409            |
| S2.7              | 1284           | 893            | 7381            | 22.7              | 838            | 3688            |
| S2.8              | 1574           | 1149           | 9707            | 24.6              | 1000           | 4063            |
| S2.ext4           | 1800           | 1349           | 11,611          | 26.1              | 1126           | 4316            |
| S2.ext5           | 2100           | 1623           | 14,343          | 27.7              | 1289           | 4657            |
| S2.ext6           | 2400           | 1899           | 17,240          | 29.2              | 1451           | 4973            |
| S2.ext7           | 2700           | 2180           | 20,338          | 30.5              | 1610           | 5285            |
| S2.ext8           | 3000           | 2461           | 23,587          | 31.7              | 1770           | 5577            |
| S2.ext9           | 3300           | 2747           | 27,049          | 32.8              | 1927           | 5873            |

Simulations for the numerical extrapolation are indicated by the “ext” in the simulation number.
Influence of Failure Surface Parameters on Velocity Time Curves

Many strength parameters in the applied parameter set given in Table 2 are taken from a parameter set for UHPC in [3]. Especially the parameters of the pressure dependence of the ultimate strength (the so-called “failure surface”) of this parameter set [3] are not directly derived from triaxial tests but stem from a regression function based on data acquired for concretes with lower compressive strengths [2]. Moreover, the strength parameters taken from [3] are validated with impact experiments at impact velocities below 400 m/s with a rather soft projectile [38]. With the distinct pressure dependence of concrete strength, it is hence unclear if the employed strength modelling is appropriate for the very high stresses and strain rates occurring in inverse PPI. Consequently, the question about the influence of the employed failure surface on the simulated velocity time curves and the determined EOS parameters arises. In the case of a significant influence by an inappropriate treatment of the failure surface on the velocity time curves, the EOS parameters derived in parameter studies might be inappropriate as well. In this scenario, EOS parameters could be chosen so that the influence of the inappropriate strength treatment is compensated and a reproduction of the data is thus based on error cancelation. In order to exclude such a flawed determination of EOS parameters in our work, we test the influence of key strength parameters on the velocity time curves. For this parameter study, we vary the parameters of the pressure dependence of the failure surface [48, 49]. In the RHT model, the parameters of the intact failure surface (constant $A$ and exponent $n$ in Table 2) are varied together with the fractured strength parameters (constant $B$ and exponent $m$ in Table 2), so that $A = B$ and $n = m$. For this parameter study, we choose the values of a conventional strength concrete [48] in order to use physically reasonable parameters that, at the same time, constitute a significant change.

In Fig. 6, the results of the parameter variation from $A = B = 2.01$ and $n = m = 0.636$ (see Table 2) to $A = B = 1.60$ and $n = m = 0.610$ (from [48]) are displayed for the impact velocities and the setup of series 1. The velocity time curves produced with the parameter set of this work (black/grey) show small differences in all features compared to the corresponding curves using the parameter set with the altered values for $A$ and $n$ (green). The observed differences are clearly below the experimental scattering of the free surface velocity curves of B4Q (see Figs. 2 and 4) and would not
lead to a significant alteration of EOS parameters derived in a parameter study. Larger differences in strength parameters, however, might in fact lead to such an alteration of derived EOS parameters, since the performed parameter variation leads to visible differences in Fig. 6. At this point, it is not clear how much strength parameters validated for example with high velocity impact experiments would differ from the ones in this work (Table 2), so a definitive conclusion on the independence of our derived EOS parameters cannot be given. In any case, the significant alteration of strength parameters in this study suggests that the derived EOS parameters should not be significantly influenced by the employed strength modelling and hence should be appropriate for applications of shock loading of B4Q.

### Numerical Extrapolation and Comparison to Literature Data

In this section, the Hugoniot data of this work is compared to partially reevaluated earlier work [27] and recently published results on concrete [29] and mortar [31, 33]. For more extensive comparisons, including several additional Hugoniot data sets, we would like to refer the reader to [27, 33]. On the one hand, the aim of the following comparison is to relate the current results to our earlier work [27] on mortar and meso-mechanical simulations of normal and high-strength concretes. On the other hand, a comparison to recent work on mortar [31, 33] is chosen, since these materials are also in the high-strength regime. The selected work on concrete [29] consists of a large data set on many different concrete formulations, which allows a comparison to a representative mean shock response of concrete varieties. Beyond these selected works, we prefer to omit the inclusion

### Table 5 Reevaluation and reprint of the data of [27, 51].

Experimentally determined impact velocities $v_{imp}$ and Hugoniot plateaus $u_{b,2}$ together with derived shock material data (Hugoniot stress $\sigma_H$, strain $\epsilon$, particle velocity $u_p$, and shock velocity $U_s$) for conventional and high-strength mortar. Data from shock reverberation analysis is reprinted from [27] and indicated by “rvb”

| Experiment number | $v_{imp}$ (m/s) | $u_{b,2}$ (m/s) | $\sigma_H$ (MPa) | $\epsilon_{B4Q}$ (%) | $u_p,B4Q$ (m/s) | $U_s,B4Q$ (m/s) |
|-------------------|----------------|-----------------|-----------------|--------------------|-----------------|-----------------|
| **Conventional mortar** | | | | | | |
| ZeSII193          | 519            | 89              | 2003            | 22.7               | 475             | 2090            |
| ZeSII194          | 493            | 84              | 1914            | 21.5               | 451             | 2101            |
| ZeSII196          | 1018           | 280             | 5488            | 28.4               | 878             | 3094            |
| ZeSII197          | 948            | 275             | 5395            | 24.6               | 811             | 3295            |
| ZeSII198          | 742            | 150             | 3096            | 29.0               | 667             | 2297            |
| ZeSII199          | 712            | 142             | 2951            | 28.1               | 641             | 2279            |
| ZeSII200          | 960            | 248             | 4891            | 28.9               | 836             | 2896            |
| ZeSII202          | 303            | 83              | 1897            | 7.3                | 262             | 3590            |
| ZeSII203          | 305            | 50              | 1137            | 13.9               | 280             | 2010            |
| ZeSII205          | 192            | 32              | 728             | 8.6                | 176             | 2047            |
| ZeSII242rvb       | 928            | –               | 4330            | 30.1               | 803             | 2670            |
| ZeSII242rvb       | 928            | –               | 10,600          | 33.0               | 1320            | 3990            |
| ZeSII243rvb       | 808            | –               | 3540            | 28.3               | 705             | 2480            |
| ZeSII243rvb       | 808            | –               | 8550            | 32.6               | 1170            | 3600            |
| ZeSII244rvb       | 936            | –               | 4380            | 30.2               | 810             | 2680            |
| ZeSII244rvb       | 936            | –               | 10,300          | 35.5               | 1340            | 3780            |
| **High-strength mortar** | | | | | | |
| Con2498           | 473            | 118             | 2520            | 15.2               | 414             | 2730            |
| Con2499           | 495            | 117             | 2502            | 17.0               | 437             | 2570            |
| Con2500           | 1050           | 362             | 7043            | 23.9               | 869             | 3634            |
| Con2503           | 838            | 251             | 4947            | 22.9               | 713             | 3113            |
| Con2505           | 1011           | 375             | 7292            | 20.7               | 824             | 3971            |
| Con2506           | 249            | 62              | 1410            | 7.5                | 218             | 2900            |
| Con2501rvb        | 978            | –               | 13,500          | 31                  | 1370            | 4419            |
| Con2501rvb        | 978            | –               | 18,030          | 34                  | 1663            | 4861            |
| Con2502rvb        | 480            | –               | 5090            | 21                  | 697             | 3274            |
| Con2502rvb        | 480            | –               | 6600            | 24                  | 849             | 3484            |
| Con2504rvb        | 829            | –               | 10,000          | 29                  | 1136            | 3948            |
| Con2504rvb        | 829            | –               | 13,700          | 31                  | 1381            | 4448            |
of further data from literature in order to keep the data presentation reasonably comprehensible. For the comparison of our current experimental and simulated results to other data sets, we present all values in Table 1 and Table 4. Moreover, the partially reevaluated Hugoniot data from [27, 51] is given in Table 5 together with some reprinted data. This complete presentation of our current and previous Hugoniot data enables the reader to perform any desired comparison.

To allow a consistent comparison of the data of earlier work [27, 51] with the data in this work, a partial reevaluation of the data in [27, 51] is performed. In contrast to this work and other more recent publications [30, 32, 34], the calculation of the Hugoniot data in [27] does not take the contribution of the Hugoniot elastic limit of the plate material into account. While this is a reasonable assumption for shock states far above this Hugoniot elastic limit, there is a significant contribution in its vicinity. We consequently use the heights of the Hugoniot plateaus and the impact velocities given in [27, 51] together with Eqs. (1)–(7) to obtain the reevaluated data in Table 5. These calculations employ all above given constants for C45 steel with the exception of the value of the Hugoniot elastic limit, that is \( u_{\text{HEL,steel}} = 75 \text{ m/s} \) for the hardened C45 steel in [27], as in other earlier work [30, 32, 34, 35]. Additionally, the densities of conventional \((f_c = 35 \text{ MPa})\) mortar of 2.02 g/cm\(^3\) and high-strength \((f_c = 135 \text{ MPa})\) mortar of 2.23 g/cm\(^3\) are used [27]. For the sake of completeness, the Hugoniot data derived from shock reverberation PPI tests in [27] is reprinted in Table 5 and indicated by “rvb”. Since this data stems from differences of velocity plateau heights in the free surface velocity time curves, it is unaffected by the change in the calculation formulas.

The Hugoniot data of the current work roughly lies within intervals of particle velocities from 180 to 840 m/s and stresses from 1.1 to 7.5 GPa (see Table 1, outliers not considered). Hence, a direct comparison to other data is technically restricted to this regime. However, by producing a validated numerical model for B4Q in this regime, we can use this numerical description to extrapolate the numerical Hugoniot results beyond the measured range. This numerical extrapolation of the shock response of B4Q is based on the \( p-\alpha \) EOS [50], a polynomial solid EOS of 3rd order with energy dependence [48, 49], and a parameter set that is successfully validated with several experimental features in the free surface velocity time curves of two experimental series. Furthermore, we expect that none of the aggregate materials undergoes a phase change within the stress regime reached in these simulations. Hence, this physics based and validated extrapolation should be a reasonably accurate approximation for a comparison to literature data outside of the range of the Hugoniot data from Table 1. Consequently, the entire numerical Hugoniot results given in Table 4 (regular and extrapolated) are used for the following comparison with literature data.

In Fig. 7a, our entire Hugoniot results on concrete and mortar are presented as shock velocities \( U_p \) over particle velocities \( u_p \) in a particle velocity range that is chosen to include all values of the experimental data (series 1 and series 2 of this work; “Riedel mortar conv.” and “Riedel mortar high” from [27, 51], partial reevaluation and reprint in Table 5). Furthermore, the numerical Hugoniot results (regular and extrapolated of this work) as well as the results of meso-mechanical simulations on conventional and high-strength concrete (“Riedel concrete conv.” and “Riedel concrete high” from [27]) are displayed. The latter simulations consist of numerical models that are validated with the corresponding mortar data and additionally use numerical models for aggregates that include parameters from literature [27]. Hence, the data on mortar and the results of the meso-mechanical simulations in Fig. 7a are not independent but the simulated results for the conventional/high-strength concrete are partially based on the data of the conventional/high-strength mortar.

From our data in Fig. 7a, we can observe that in the regarded interval of particle velocities, there is a significant influence of strength properties on the Hugoniot data of mortar. The differences observed between B4Q and conventional mortar might stem from differences in strength or from influences of the aggregates (maximum grain size 8.0 mm) and steel fibers (1.0 vol%) in B4Q. However, the agreement of the B4Q data with the data on high-strength mortar at lower particle velocities suggests that influences of aggregates and steel fibers are quite small, since both materials should exhibit a similar strength. Then, in the region of higher particle velocities, a difference is observed between the Hugoniot data of high-strength mortar and the numerically extrapolated values of B4Q. Lastly, the meso-mechanical simulation of the two concretes defines a band in which the new data and simulation results of B4Q are situated. As a guide to the eye, the values of the meso-mechanical simulations are thus displayed with connecting lines. Within this band, it appears that at lower particle velocities, the shock response of B4Q is close to the one of conventional concrete, while it approaches more and more the one of high-strength concrete for higher \( u_p \) values. In conclusion, our Hugoniot data in Fig. 7a suggests that material strength as well as the admixture of aggregates (and steel fibers) influence the shock response of mortar/concrete, with strength effects appearing to be more important. The corresponding presentation of this data as Hugoniot stress over strain in Fig. 7b) supports these findings and does not allow any additional conclusions.

In Fig. 7b), recently published Hugoniot data from Erzar et al. [31] for a high-strength mortar is shown as well, since
this data is given in terms of Hugoniot stress over strain (and over particle velocity). For stresses up to 6 GPa, the data is available in [31] in the form of fit functions and is thus displayed as such (grey curve) in comparison to our own results. The data of Erzar et al. [31] is quite similar to the data of this work and the high-strength mortar of Riedel et al. [27], since only a small tendency towards higher stresses can be observed in the regime of smaller strains. This agreement corroborates the finding from Fig. 7a) that mortar and concrete of similar strength properties exhibit a similar shock response below stresses of roughly 6 GPa.

The Hugoniot data of Reinhart [29] on several different concrete materials spans over a strength regime from 35 to almost 200 MPa and provides shock velocities for a particle velocity range of roughly 300 to 2000 m/s. The values for conventional and high-strength concretes with and without aggregates and/or steel fibers are fitted with a single linear relation, which is displayed as a black line in Fig. 7c. Here, its comparison in the range of the data from Reinhart [29] with the numerical Hugoniot results of our work and the meso-mechanical results from Riedel et al. [27] is shown. The omission of the experimental data given in Fig. 7a and the choice of the linear fit rather than the data values from Reinhart [29] are meant to increase the comprehensibility of this comparison. Accordingly, the very recently published bilinear shock velocity over particle velocity relation of Neel [33] is displayed as blue dashed lines in Fig. 7c. This bilinear fit corresponds to a high-strength mortar (referred to as concrete in [33] for historical reasons) and originates from data produced in PPI tests with a variety of different configurations. The range of experimentally realized particle velocities of this data goes up to almost 1800 m/s. In Fig. 7c, the band defined by the results of the meso-mechanical simulations of the two concretes of Riedel et al. [27] includes both fits of Reinhart [29] and Neel [33], with the latter two being almost identical to each other above
$u_p = 350 \text{ m/s}$. In addition, all four of these data sets exhibit a very similar slope above $u_p = 500 \text{ m/s}$. Compared to the results of Neel [33], the here derived Hugoniot data of B4Q exhibits a somewhat smaller minimum of $U_s$ that is situated at a slightly lower $u_p$ value. From there, the values of B4Q increase a little steeper than the two linear fits of Reinhart [29] and Neel [33] and end up at slightly higher $U_s$ values above $u_p = 1300 \text{ m/s}$.

Despite the observed differences in Fig. 7c, the values displayed there can be regarded as reasonably consistent, especially considering the inhomogeneous nature of concrete materials. The plot in Fig. 7d, which presents the available results as Hugoniot stress over particle velocities agrees with this finding. So overall, it is only the data of conventional mortar (Table 5) of Riedel et al. [27] which significantly deviates from the general trend in Fig. 7 and lies clearly below the other displayed results. All other discussed deviations in Fig. 7 can be considered rather small and are regarded as somehow minor, material specific characteristics within a larger, consistent picture of the shock response of concrete and mortar materials. Interestingly, the results of the meso-mechanical simulations of conventional and high-strength concrete of Riedel et al. [27] can be interpreted as the frame of this picture.

### Conclusion

In this work, we present inverse planar plate impact (PPI) experiments with the ultra-high performance concrete B4Q together with corresponding numerical simulations. By successfully reproducing the experimental free surface velocity time curves with these numerical simulations, we obtain a validated numerical model for B4Q. In the comparison of the simulated and the experimentally obtained curves, the Hugoniot plateaus, the arrival times of the backing reflections, and the reached final velocities are in reasonably good agreement for an inhomogeneous material like B4Q. At the same time, the height of the release plateaus in the experimental curves is generally less well reproduced. However, considering the overall agreement between experiment and simulation, we present validated equation of state (EOS) model parameters that should lead to reasonably accurate hydrocode predictions in applications to shock loading scenarios of B4Q.

The free surface velocity time curves obtained in the two conducted experimental PPI series with two different witness plate materials are used to derive Hugoniot data of B4Q in the range of particle velocities from 180 to 840 m/s and stresses from 1.1 to 7.5 GPa. Furthermore, we derive averaged numerical Hugoniot results from the simulations with the setups of both experimental series and compare them to the corresponding experimental data. The fact that the Hugoniot data derived from two different experimental series and the corresponding numerical results turn out to be one consistent set of values renders them highly trustworthy. Any significant inconsistency stemming from one of the different plate materials or experimental issues should become visible in this comparison. Since the EOS parameters of B4Q are validated with experimental features beyond the first Hugoniot plateau from which the shock states are derived, the experimental and simulated values are at least partially independent of one another. Hence, including numerical Hugoniot results in this comparison provides additional consistency as well as a homogenized mean shock response of B4Q. In the same spirit, the comparison of experimental and simulated results, including the correlation of different features in the velocity time curves, allows us to clearly identify experimental outliers. Considering the comparatively small number of tests usually performed for experimental PPI series, single experimental outliers can significantly influence a derived mean shock response of an inhomogeneous material and possibly alter it towards an unrepresentative result. The probability for such errors is significantly reduced by our combined approach of experiments and simulations.

In order to investigate the influence of strength modelling on the velocity time curves, a parameter study of the pressure dependence of the failure surface in the applied RHT model is performed. The observed differences between the curves produced with a parameter set employing parameters from conventional concrete and the ones resulting from the otherwise used parameter set are visible but very small. Thus, we conclude that a significant influence of strength modelling on the derivation of EOS parameters should not be present for the used parameter set of B4Q. For a much larger difference in failure surface parameters than the one chosen in our parameter study, however, such an influence might become significant. Only a strength model that is validated in the appropriate pressure regime will be able to eventually resolve this issue.

In addition to the homogenization of experimental Hugoniot data and its applicability to shock loading scenarios, our derived numerical model can be used to extrapolate the simulated shock results. We demonstrate this physics based approach by simulating additional PPI tests with smaller and larger impact velocities and deriving numerical Hugoniot results beyond the experimentally realized stress and particle velocity range. Similarly, readers can use our numerical model and alter it with respect to their investigated concrete or mortar material or experimental setup to produce numerical Hugoniot results for any desired comparison or prediction. In addition, our model opens up the possibility for all sorts of sensitivity studies that can help clarifying certain influences of material parameters on the shock response of a concrete or mortar material. In this work, we
use the numerical extrapolation of the simulated Hugoniot results to enable a comparison to our own previously published results and selected literature data in the entire available stress and particle velocity range. In this comparison, we observe a consistent picture of the shock response of concrete and high-strength mortar materials, in which the discussed deviations can be considered somehow minor, material specific characteristics.

In this work, we provide a validated, full parameter set for applications of impact and blast loading of an ultra-high performance concrete. Furthermore, all derived experimental and numerical Hugoniot results of B4Q and the partially reevaluated Hugoniot data sets of conventional and high-strength mortar from earlier work are presented. We highly encourage readers to apply and use these results in order to further the ongoing discussion of the shock response of concrete and mortar materials.
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