Multi-agent systems to improve efficiency in steelworks
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Abstract. A multi-agent system consists of several computational entities capable of autonomous actions, called agents, which communicate with each other, and have the ability to coordinate their actions and to cooperate. Multi-agent systems received a great interest and attention over time, as they can be seen as a key enabling technology for complex applications, where distributed and processing of data, autonomy, and high degree of interactions in dynamic environments are required at the same time. Therefore, in view of current and future developments of the digitalization of industrial production cycles promoted by Industry 4.0, multi-agent systems are foreseen to play an increasing role for industrial production management and optimization. Because of barriers represented by large presence of legacy systems, in the steel sector agent-based technology is not widely applied yet, and multi-agent systems applications are very few. On the other hand, steel manufacturing industries are complex and dynamic systems whose production processes held a strategic role in the global economy. During last decades, the steel sector has undergone relevant transformations, especially through the massive digitalization and the innovation introduced by Industry 4.0. A further evolution is foreseen in the incoming years to improve the sustainability of the production cycle by improving energy and resource efficiency. Therefore, steel industries must face several challenges on the path toward the factory of the future. In such context multi-agent systems, through their intrinsic properties, such as autonomy, social abilities, reactivity, proactivity, and mobility, can overcome existing drawbacks and barriers, by increasing flexibility, improving resources efficiency, handling production operations, reacting to unpredicted events, optimizing production processes, and supporting legacy systems. In this paper, some applications of multi-agent systems in steel sector are presented to show the advantages and opportunities of agent-based technology.
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1 Introduction

Steel manufacturing industries are large, complex, and dynamic systems whose production processes held a strategic role in the global economy. According to European Steel Association report [1], the European steel industry is world leader in innovation and environmental sustainability; it creates around € 140 billion of Gross Value Added (GVA); the sector produces on average 170 million tonnes of finished steel per year; the European steel industry has 500 production sites spread out across 23 EU Member States, employs 330,000 people directly, and supports nearly 2.6 million jobs.

The massive digitalization and the innovation introduced by Industry 4.0 (I4.0) is pushing process manufacturing industries towards a new vision of production systems, the so-called Smart Factories, which include important features, such as agile and flexible production structures, vertical and horizontal integration of production systems through Information and Communication Technology (ICT) systems, interoperability and real-time capability of fast reaction to changing process conditions and product requirements [2]. In this scenario, the steel sector is experiencing this new transformation, which opens new possibilities for implementing advanced approaches, including Cyber-Physical Systems (CPS), Industrial Internet of Things (IIoT), and Artificial Intelligence (AI)-based concepts. The application of new technologies can really support the optimization of the entire production cycle. The intelligent combination of process automation,
Information Technology (IT)-based systems and connectivity enable the digitalization of steel production that goes far beyond the conventional automation of industrial production. Nevertheless, European Steel Industries is facing several challenges on the path toward the I4.0 paradigm [3]. Some of them are the following ones:

- to enable a smooth and economic viable transition towards I4.0 technologies, e.g., through gradual migration from the monolithic ISA95/IEC62624 pyramidal model [4] to more suitable architectures, such as, for instance, RAMI4.0 [5];
- to efficiently manage energy sources and energy carriers, e.g., process gases, to increase the economic and environmental sustainability of the integrated steelworks production by reducing CO2 emissions [6];
- to improve the current process logistics and the adopted optimization solutions to reduce energy consumptions and loss of efficiency in the production;
- to improve the allocation and efficient exploitation of plant resources to maximize the productivity by reducing waste of materials and production costs [7];
- to handle unexpected events within the process by promptly reacting to them and mitigating their effects [8];
- to enhance communication among subprocesses;
- to support common IT infrastructures and legacy systems.

But how to face steelworks challenges in the I4.0 era? Multi-Agent Systems (MASs) represent a suitable approach to address the new generation of flexible, digitalized, intelligent and distributed manufacturing processes [9,10], especially steel manufacturing industries, which require the consideration of several different constraints and objectives of a class of processes. Agent-based approaches play a major role as a fundamental technology for industrial production processes and resources management and optimization [11], as they provide efficient and interesting solutions to a wide range of problems in different areas of interest. The potential advantages in using agent-based technologies are numerous and relevant in all domains of manufacturing [12]. However, the applications of MASs in the steel sector are still limited compared to their potentials and related benefits. Some noticeable examples of MAS practical applications can be found related to process scheduling [13,14], dynamic product reallocation [15] and dynamic management of energy consumptions in electric steelworks [16,17].

This paper reports two recent exemplar applications of MASs in steel sector, which show the advantages and opportunities of agent-based technology to improve process efficiency as well as valorisation of an important by-product, namely process off-gases, by also leading to emissions reduction. These two examples show how MASs can be beneficial to improve the sustainability of steel production processes from both economic and environmental points of view.

In this paper, Section 2 briefly reports some background about MASs. Section 3 presents two exemplar applications of MAS in steelworks. More in detail, the former is focused on the improvement of production scheduling flexibility in flat steel production through intelligent dynamic resource allocation. The second application concern the increase of economic and environmental sustainability of steelworks by off-gases’ management and valorisation through hydrogen enrichment aimed at methane and methanol synthesis. Section 4 discusses the main barriers and challenges towards the application of agent-based technology in the steel sector. Finally, Section 5 provides some concluding remarks and hints for future developments.

2 Background on multi-agent systems

Knowledge about MASs dates back in eighties within the field of Distributed Artificial Intelligence (DAI). DAI investigates the design of distributed, interacting systems and associated issues. It involves three main topics that are: Parallel Artificial Intelligence (PAI), Distributed Problem Solving (DPS) and MASs. PAI investigates the extent to which complex problem solutions can be accelerated by their distribution to a larger number of resources (parallel hardware and software processes). DPS investigates the extent to which complex problems can be solved by the assignment to modules that cooperate with each other by exchanging their knowledge. On the other hand, MASs involve the study of the behaviour of multiple interacting entities called agents.

During the past decades, various definitions of agent have been proposed in literature [18], and what emerged from that is that an agent is a computational entity which exhibit some characteristics such as autonomy, reactivity, proactiveness, social ability, learning capabilities and mobility. In a MAS, existing agents are extended with communication and interaction capabilities, e.g., coordination, negotiation, responsibility delegation, and they interact to solve problems that are beyond their individual capabilities or knowledge. Agents’ communication is usually realized through direct exchanging messages among them according to a communication language. The most important agent communication languages are the Knowledge Query and Manipulation Language (KQML) developed by DARPA and the Agent Communication Language (ACL) standardized by the Foundation for Intelligent Physical Agents (FIPA) [19], but simplified languages are also adopted. On the other hand, interaction is based on various coordination and cooperation approaches [20,21] ranging from coordination protocols, e.g., the well-known Contract Net Protocol (CNP), to distributed multi-agent planning, e.g., the Partial Global Planning (PGP). A brief list with the main characteristics of MASs is reported in Table 1.

MASs have received increasing attention not only in academia but also in industry, due to their applicability and versatility in solving complex problems. In infrastructure and energy domains, a survey of agent applications for the improvement of building operations and for control and operation of smart grids was presented in [22] and [23], while a survey of agent applications in different manufacturing domain was presented in [12]. MASs are used in the transportation sector for dynamic routing, congestion management, and intelligent traffic control [24], but also in healthcare, in particular, for realizing daily living and monitoring as well as telemedicine [25].
Two exemplar applications of multi-agent systems in steel production

Over the last few decades, some steps forward have been done in the European steel industries through some projects funded by the EU through the Research Fund for Coal and Steel (RFCS) as well as through different initiatives related to I4.0 and digitalization developed under the umbrella of the European Steel Technology Platform (ESTEP). These projects/initiatives can be considered as good indicators of the importance of new technologies to innovate and improve the competitiveness of European steel companies. In the context of MASs, the very first project targeting the implementation of a MAS in steelworks was funded by the RFCS and was entitled “Development of a new automation and information paradigm for integrated intelligent manufacturing in steel industry based on holonic agent technology” (I2MSteel). In this project, a platform of agents and holons was developed to perform high level tasks, such as product tracking, process planning, through-process quality control, information storage and logistics [15]. A further RFCS project entitled “Economic and flexible decentral self-optimising production (SOPROD)” focused on the development of a distributed agent-based system platform aimed at increasing flexibility, resource efficiency and productivity as well as decreasing energy consumption of the steel production. This project inspired further projects such as the RFCS project Cyber-POS (Virtual Design of Cyber-Physical Production Optimization Systems for Long Production Factories), which was focused on establishing the feasibility, safety, and benefits of Cyber-Physical Production Systems (CPPS) through different software technologies including agents [26]. Moreover, in the project MAGUS (Manufacturing Execution System Augmented Solution) funded by Regione Piemonte (Italy) and EU, where a MAS was developed to the aim of providing a technological solution to the specific needs of the process industry [27].

In the following subsections, two more recent examples of application of MAS in the context of the steel industry are presented, which concern dynamic allocation of resources to enhance process flexibility. In the first case, resources are machines and cranes, while in the second case, they are gaseous streams to be exploited for power production or synthesis of methane and methanol.

### 3.1 Dynamic resource allocation for a flexible production scheduling in flat steel production

Different types of steel products are manufactured in steelworks: flat steel products, such as steel sheets or steel plates, used in a broad range of applications across all industrial sectors and application in daily life. In this context, management and allocation of plant resources represent crucial aspects since the productivity quality of final products depend on robust production scheduling strategies. Production planning and scheduling determine the processing times and working sequences for each production order to satisfy manufacturing constraints, delivery dates and required qualities. The study of scheduling in steel plants has been one of the most important issues in the last decades becoming very popular in the scientific and technological literature [28,29]. Since most steel manufacturing plants operate in complex dynamic environment, where unpredictable events of different nature occur, e.g., machines failures, urgent jobs arrivals or quality problems, a flexible scheduling strategy and supporting tools must be available to cope with these issues.

### Table 1. Characteristics of agent-based systems.

| Decentralization       | Agents are distributed and they communicate with each other exchanging messages over a network. |
|------------------------|--------------------------------------------------------------------------------------------------|
| Coordination and cooperation | Agents can interact with each other and coordinate their actions in order to satisfy their design objectives. |
| Scalability and flexibility | MASs being distributed and loosely coupled computing systems can be adapted according to the problem size and agents can be replaced by other agents or new ones may enter the system. |
| Adaptability           | Agents in a MAS are able to adapt their tasks and to react to changing environment conditions. |
| Computational Efficiency | Agents can operate asynchronously and in parallel, solving sub-tasks separately and exploiting parallel computation. Thus, they provide high efficiency and increased overall speed. |
| Robustness             | MASs provide a high level of robustness and fault-tolerance, as consequence the failure of one or more agents does not necessarily make the overall system useless. |
| Leaness                | Agents in a MAS should be simples with few functionalities avoid complex behaviours. In this way agents are less expensive than a complex agent and easier to maintain. |
In cold rolling and finishing area for flat steel production system, hot-rolled coils are transformed into flat products of different size and quality. Four main production steps are typically carried out in this area: pickling, cold rolling, annealing and temper or skin-pass rolling [30]. Assuming that each step is composed by two parallel lines, steel coils move from one stock to a production line by means of crane. At the end of one production step, semi-finished coils are stocked waiting to be processed at the following step. The main objective is to optimize the overall plant utilization covering machine breakdowns and special maintenance operations that can compromise the normal production flow.

To solve this issue, agent-based systems intervene providing a flexible production scheduling considering the dynamic environment [9,31] thanks to their intrinsic properties (see the above Tab. 1), and in particular, their ability of coordination and cooperation. Here an example is proposed, showing how agents can deal with the problem of dynamic resource allocation of the considered flat steel production system. A MAS has been designed, which comprises four main agents at each production step as shown in Figure 1.

The following agents types are available:

- **Coil Agent (CoA):** it handles the routing that its strip follows inside the production plant;
- **Crane Agent (CrA):** it manages the transportation of coils within the assigned production step;
- **Machine Agent (MachA):** it implements a smart production line and represents a resource usable by coils;
- **Middle Agent (MdleA):** it coordinates the resources allocation by centralizing the demands of CoAs.

Specifically, CoAs send resource allocation requests to the MdleA to be processed by one machine at the current production step. In order to facilitate and manage the communication and the resources allocation among CoAs and MachAs (Line 1 and Line 2 in Fig. 1), a MdleA for each production step is set up. The resource allocation is carried out by means of a customized brokering-based interaction protocol [32], where the MdleA takes the role of a broker, which receives requests messages from CoAs, and finds suitable machines able to satisfy CoAs requests. Then, the MdleA forwards those messages to MachAs, waits for their response, and sends the results back to CoAs. Each machine is represented by an independent agent, which communicates with the MdleA, the CrA and the CoAs. A machine is a resource that the MdleA allocates to a product one at a time. When a machine resource is allocated to a product, the corresponding MachA contacts the CrA asking to bring the assigned product to its input buffer to be processed. Each crane is managed by an agent, which is in charge to transport products from the input stock to the input machines buffer. Due to highly dynamic production characterizing steel processes, unexpected events, such as special...

![Fig. 1. Agent-based model for dynamic resource allocation.](image-url)
maintenance operations or breakdowns, can alter the normal production flow and affect both machines and cranes. In order to handle these unforeseen events, MachAs and CrAs are designed to send special messages warning the agents involved in the current production step.

The designed MAS was developed through Microsoft. Net® cross-platform and C# Objective Oriented Programming (OOP) language, and it was deployed over an hybrid peer-to-peer (P2P) distributed system [33], where each node is an intelligent and collaborative agent. Agents are represented by peers, which run concurrently in parallel, and are designed and implemented as multithreading entities. Once an agent is created and initialized, it is able to retrieve peers information according to its behaviour, and to exchange asynchronous messages with other agents to coordinate their actions. For this purpose, a central Server is used, which keeps tracks of every peer that is connected to the industrial network, and helps peers to find each other. Furthermore, the Server is used to get and update process data as well. This kind of architecture is easy to manage and to deploy on common Brownfield scenarios, where traditional IT infrastructures are adopted.

An example of results of the dynamic plant resources allocation is shown in the Gantt charts depicted in Figure 2. The production of fifteen products has been simulated in undisturbed conditions (Fig. 2a) and with perturbations affecting the production system (Fig. 2b). Specifically, different unexpected events have been randomly generated on-line during the simulation and are highlighted in red (MAINT/BREAK).

In deeper details, a breakdown affects one of the pickling lines at stage one (P2), the crane at stage 3 (Crane3) is temporary suspended by a maintenance operation, a further maintenance operation causes a suspension of the activity of both the cold rolling line at stage two (CR2) and the continuous annealing line at stage three (CA2). Despite the perturbed conditions, a feasible scheduling is provided by agents, in particular, MdleAs are able to coordinate the resources allocation process, and the residual global Makespan computed as the difference of the completion time of the last coil between the first and the second scenario is about 4 minutes over 3 h, 37 minutes and 49 s of production, representing a production shift of 1.83% without capacity losses which usually happens within disturbed scenarios [34,35]. The overall production flow is not compromised, showing a good flexibility and utilization of the plant resources through the designed agent-based system.

3.2 Off-gases management and valorisation through hydrogen enrichment for methane and methanol synthesis

During primary steel production within an integrated steel plant, three different types of process off-gases are produced, i.e., Coke Oven Gas (COG), Blast Furnace Gas (BFG) and Basic Oxygen Furnace Gas (BOFG), which are, respectively, rich in hydrogen (H2), carbon dioxide (CO2) and carbon monoxide (CO). These gases are usually exploited to meet the energy demand of production processes, to produce steam and as energy sources for power plants, which can both satisfy internal electricity demand and sell part of their production on the external energy market. An alternative way of utilizing off-gases is to exploit chemical synthesis reactors converting the carbon content to more valuable products, such as methane (CH4) [36] and methanol (CH3OH), through the enrichment of by-product gases with H2. The project entitled ‘Integrated and intelligent upgrade of carbon sources through hydrogen addition for the steel industry’ (i3upgrade), which is funded by Research Fund for Coal
and Steel (RFCS) of European Union (EU), aims at efficiently managing process off-gases to increase the economic and environmental sustainability of the integrated steelworks production. Through the addition of H2 produced by electrolysis powered by renewable sources it is possible to reduce CO2 emissions by improving the sustainability of the steel production cycle [37,38]. Another aspect covered by i3upgrade is the evaluation of long-term economic profitability of hydrogen-intensified syntheses in integrated steelworks as well as the derivation of potential business models and implementation strategies for the European steel industry and beyond. In order to cope with these tasks, an agent-based system model is implemented to investigate how optimizing off-gases utilization, to reduce the CO2 emissions, and by minimizing Operating Expense (OPEX) and Capital Expenditure (CAPEX) costs in the emerging volatile markets.

The agent-based model is shown in Figure 3. The model comprises all relevant parts of the steelworks with detailed reactor models, the dynamic representations of markets allowing for the evaluation of future economic and environmental benefits of the proposed concepts.

The MAS is composed by the following main agents:

- **Steelworks Agents (SAs)**: they are responsible for providing the global amount and the main features of off-gases;
- **Power Plant Agent (PPA)**: it aims at producing electric energy by using part of the available steelworks gases. Steelworks gases could be indeed used both for internal steelworks users, in power plant or in the synthesis reactors. The produced electricity is, therefore, used to supply the processes in the steelworks and the surplus of energy could be used to maximize the profit of the integrated steelworks by selling it on the market;
- **Reactors Agents (RAs)**: they represent the methanation and methanol syntheses as well as the hydrogen production units;
- **Buyer/Seller Agent (BSA)**: it optimizes the operation of the hydrogen intensified synthesis options in the integrated steelworks from an economic point of view and sends daily feedbacks to the dispatch controller. The BSA has knowledge of the time-resolved requirements of the steelworks (in terms of its natural gas demand), the developments of the volatile markets and abstracted information about the Key Performance Indicators (KPIs) of the single reactors. The agent defines hourly production targets for the synthesis options for the upcoming 24 h;
- **Dispatch Controller Agent (DCA)**: it optimizes the distribution of process off-gasses and controls the operation modes of the reactors and power plant. It translates the economically optimized production targets of the BSA into detailed instructions for RAs and PPA;

![Fig. 3. Designed MAS model with main interactions among agents.](image-url)
-- Market Agent (MkA): it delivers the relevant commodity prices for electricity, natural gas (NG), CO₂ and CH₃OH to the BSA based on the volatile market dynamic. The dynamic representation of the MkA is crucial to allow the investigation of different future market conditions. Price and volatility predictions serve as basis for the adaptation of the market models to future market situations.

The agent-based model has been simulated through the AnyLogic® software tool, which supports three types of simulation modelling methods, i.e., system dynamics, discrete event, and agent based modelling, and allows creating multi-method models. The behaviour of each agent has been modelled through state charts, which are suited for describing event- and time-driven behaviours. The optimisation problems have been formulated through GUROBI® optimizer, that is powerful mathematical optimization solver, which can be integrated within AnyLogic®.

The agent-based model allows the simulation of single (future) years or multiple consecutive years (e.g., scenarios until 2050). This makes it possible to investigate both the performance of the hydrogen intensified synthesis options under a given future market framework and their long-term profitability given time-dependent changes of market conditions. The model time step is set to 1h, which represents a trade-off among computational effort of the simulation, time resolution of the considered markets and relevant timescales of the reactors. Figure 4 shows a flow chart with the sequence of simulation steps of the different agents. On start-up, the model initialises the first day and hour of the year. In a first step, MkA predicts electricity, methanol, CO₂ and NG prices for the upcoming 24h. This comprises electricity prices in hourly resolution (representing day-ahead spot market prices) and NG, CO₂ and methanol prices in daily resolution. Using the information of price developments, RAs and PPA calculate the costs for each of their possible states (e.g., start-up, ready, in operation) for the upcoming and preceding 24h. RAs and PPA combine system dynamics and discrete event methods to comprehensively model the economic, environmental and technical performance of the hydrogen intensified synthesis options. Subsequently, SAs forecast the steelworks parameters in terms of NG demand and availability of off-gases for the whole day. Since off-gases production is characterized by discontinuous dynamics in terms of both volume flow and composition, due to the variability of the scheduling of blast furnace, coke ovens and basic oxygen furnaces as well as to the features of involved processes, off-gases excess can be easily forecasted through data-driven methodologies including Artificial Intelligence (AI) techniques [39,40]. In the present application, Echo State Neural Networks (ESN) are used for this purpose [39]. The ESN integrated into SAs are used to predict off-gases production and then the results are sent by SAs to the DCA. Every 6h (recurrence time) the BSA performs the economic optimisation of the power plant and reactors production targets for the next 24h in a rolling optimisation. The optimization is performed through a Mixed-Integer Linear Programming (MILP) approach where the cost function to optimize is computed as:

$$\min \sum_{k=0}^{23} (J_{\text{market}}(k) + J_{\text{OPEX}}(k) - J_{\text{revenues}}(k)),$$

where $J_{\text{revenues}}(k)$ are the revenues for selling methane and/or methanol, and electricity generation. $J_{\text{market}}(k)$ are the market costs due to purchasing natural gas from the market, and $J_{\text{OPEX}}(k)$ are the operative costs for switching the equipment, i.e., electrolysis, reactors, and power plant, considering electricity and CO₂ emissions costs as well. The main constraints of the optimization problem describe the fulfilment of the internal natural gas demand at each step and the balancing of hydrogen production from electrolysis and hydrogen consumption from reactors.

In doing the optimization, the BSA exploits the prices determined by the MkA, the costs from the RAs and PPA as well as their operating states in the beginning of the optimisation horizon. Using the optimised results of the BSA, the DCA triggers the operating states of the different RAs and PPA sending messages to them. Since the optimization performed by the BSA is focused on long-term, it is necessary to adopt a control strategy in the short-term to make reactors, power plant and equipment operating in safe and non-discontinuous conditions, while reacting to disturbances typical of process off-gases network distribution in terms of discontinuous production and internal consumptions. For this purpose, the DCA implements a Model Predictive Control (MPC) approach [41] based on the solution of a MILP where the prediction/control horizon is set to 2h. The cost function used for the optimization is the following:

$$\min \sum_{k=0}^{23} (J_{\text{OPEX}}(k) - J_{\text{revenues}}(k)),$$

where $J_{\text{revenues}}(k)$ are the revenues for selling methane and/or methanol, and electricity generation, and $J_{\text{OPEX}}(k)$ are the operative costs that consider electricity consumption in the electrolyzer, CO₂ emissions costs as well as costs related to equipment switching (i.e., electrolysis, reactors, power plant). The constraints included in the optimization problem describe the dynamics of each process involved, and the related operative limits. More in details, the limits involve the gasholder levels, the reactors behaviour (i.e., min/max inlet gas volume flows, min/max Stoichiometric Number, and modalities), the electrolyzer dynamics (i.e., min/max number of active stacks and min/max production of hydrogen), and the power plant (i.e., min/max power of each group and min/max load variation).

Finally, RAs and PPA thereupon change their states and perform the actions related to the respective change (e.g., heating up the reactor and calculating its temperature). Then, in an iterative loop, the simulation procedure restarts with the price predictions of the MkA in the next hour.

A preliminary set of significant results relevant to different simulations through the designed MAS is reported in Figures 5–7. Figure 5 shows two hours ahead prediction.
of both BFG and BOFG volume provided by SAs, where the target is depicted in blue and the ESN forecasts in orange. Figure 6 graphically represents the operating principle of the DCA. It displays the feedback of the BSA (orange line) expressed by an on/off command, which suggests when turning on or off the reactors, and the methane synthesis reactor temperature (blue line) as a direct consequence of the decision-making process of the DCA. A temperature of 250°C represents operation of the reactor but also the ready state, in which the temperature is held constant to be ready for immediate operation. The DCA ensures that the reactor starts heating-up on time, according to suggestions of the BSA. In a similar way, the dispatch controller triggers the methane reactor's cool-down operation. Finally, Figure 7 shows the management of off-gases realized through the DCA. It is possible to see how gases are dispatched to reactors (orange lines) or to the power plant (blue lines) according to the results of the

Fig. 4. Flow Diagram representing the sequence of simulation steps in the agent-based model.
optimization and the feedbacks of the buyer/seller agent. The examples already presented show only preliminary results since the work is still ongoing. New and extensive simulations are going to be made considering different scenarios in order to derive the revenue potential, electricity storage potential and CO2 mitigation of the integrated steelworks with synthesis in future market situations.

Preliminary analyses using RAs parametrized with data from lab-scale reactors allowed to derive drivers but also potential obstacles of the concept. Especially, the development of the technical and economic dimension is of main importance for the long-term profitability: technologically, both the efficiency of the reactors and their expenses for start-up processes and load changes show a high sensitivity on the results. In particular, the start-up behaviour is a strong driver for the economic performance, as it defines the dynamic response of the reactors in volatile markets. Applying start-up expenses of the bench-scale reactors lead to very low hours of operation of the methanation (40 h per year), i.e., representing a negligible share of the total gas consumed in the steelworks. However, those expenses are hardly representative for a system in the MW-scale. Considering only 10% of the start-up costs

Fig. 5. Prediction example of off-gases volume flow production: (a) blast furnace gas flow rate; (b) basic oxygen furnace gas flow rate.

Fig. 6. Exemplary output of the dispatch controller agent: control of the methane synthesis reactor temperature status based on the operating decisions of the buyer/seller agent.
increased the full load hours of the methanation by a factor of 5. The methanation furthermore strongly benefits from an increase in electricity price volatility. Increasing price volatility by 50% improved the capacity utilization by a factor of 3 to 4. Also, rising CO₂ prices and a larger spread between natural gas and electricity prices enhanced the long-term profitability of the concept.

4 Advantages and barriers of the application of agent-based solutions in steelworks

Steel manufacturing industries operate in dynamic environments where markets are frequently shifting and the pressure of competition due to globalization is incredibly high. Moreover, new digital technologies are constantly emerging and their integration in the production chain, although potentially beneficial, is not always straightforward. As a consequence, steelworks are shifting to 4.0 paradigm to be more competitive through increasing efficiency and productivity, reducing costs and improving products quality. In this scenario, agent-based technologies provide an effective means to develop solutions to efficiently overcome such problems, by moving an important step ahead towards the concept of Smart Factory obtained by designing and implementing distributed smart manufacturing systems.

In Section 3, some applications of MASs have been presented to address some challenges of the steel sector. Agent-based solutions have been adopted to show their functionalities as well as their benefits through simulations in real contexts. Looking at the examples described in the Section 3, the main advantages in using agent-based technologies in steelworks are the following:

- modelling and conceptualization of processes, resources, human operators through high-level languages and development tools, to facilitate monitoring, high level control, and optimization of production. The use of agent abstraction for modelling and simulating systems, also referred as Agent-Based Modelling and Simulation (ABMS), is a promising approach for simulating the behaviour of complex dynamic systems. OOP languages are commonly used for implementing agent development toolkits and frameworks, while simulation platforms such as AnyLogic© allow building agent-based models where the focus is directly on individual objects, their behaviour, and their interaction;
- describing steelworks by the interaction of its single agents. MASs also allow considering imperfections in decision-making and communication of established structures, enabling to simulate a close to real life behaviour;
- intelligent management (which is exemplarily applied to process off-gases in the second above-described use case) aimed at incrementing the economic and environmental sustainability of production;
- optimization of manufacturing process planning and scheduling through the efficient exploitation and allocation of plant resources. In the dynamic resource allocation example, the MAS builds a flexible production scheduling which maximizes the productivity by reducing waste of materials and times especially in perturbed scenarios;
most IT systems implemented in the steelworks still rely on modular approach, which allows easily and effectively varying the scenario and plant configuration to be investigated. In the first example, different perturbed scenarios can be considered to evaluate the possible capacity losses of the production, while in the second example, different strategies can be evaluated to improve the revenues while reducing CO₂ emissions;

- robustness against dynamic changes and disturbances of the production. MASs through their distributed decision making promptly react and mitigate the disturbances effects as shown in the first example;

- enhance communication among subprocesses as well as cooperation among departments. In both examples, the different subprocess are interconnected through the communication capabilities of agents, which allow them cooperating for solving complex problems. For instance, the BSA interfaces with the volatile market and communicate with the DCA in order to handle off-gas management. The approach may also be used to interconnect different departments such as the Sales department and the Logistics department in order to coordinate the shipment of sold finished products;

- agents can be deployed to common IT infrastructures and wrap legacy software systems. As reported in the dynamic resource allocation example, the MAS was deployed through the well established paradigm of P2P taking into account the physical plant constraints.

However, there are still barriers, either technology- or human factor-related, that obstruct the adoption of agent-based solutions for industrial applications as reported in [42,43]. With respect to the steel sector, the main barriers according to the experience gained not only through the examples reported in the present paper can be the following:

- most of the optimization tasks in companies, e.g., logistics, production scheduling, etc. are usually carried out though centralized approaches, thus the control-centric view is deep-rooted inside companies, which lack of confidence in decentralized and modular solutions and sometimes hamper their adoption;

- most IT systems implemented in the steelworks still rely on a ISA95-based pyramidal architecture, which does not help the full implementation of MASs (for instance, due to limited and mostly vertical data circulation). On the other hand, MASs benefit from the implementation of smart networks based on the principles of IIoT, providing fast access to data coming from different sources in the plant and possibly integrating Cloud and Edge Computing in view of breaking IT and Operational Technology (OT) barriers and enabling real time services;

- agent-based solutions and concepts may be hard to understand and their potential is either unknown or largely underestimated;

- skilled people, both workers and managers, and know how about new digital technologies are missing. This is due to lack of suitable educational programs and training before and after the introduction of new technologies, as well as investments in training and education. A relevant age gap is also foreseen between workers currently employed and future employees, which can create knowledge transfer issues and hamper the deployment of AI in the steel field.

5 Conclusions

In conclusion, the systematic use of agent-based technology in steel manufacturing industry offers several advantages in terms of quality, reliability, efficiency, robustness, autonomy, time, and costs in comparison to traditional manufacturing systems. In the context of Industry 4.0, steelworks are undergoing relevant transformation through the digitalization and thus the adoption of MASs seems very promising and represents a realistic solution for the set of steel industrial challenges. In this paper some applications of MASs have been presented to address some of the challenges showing their functionalities and benefits. Nevertheless, some barriers exist that need to be overcome for the full adoption of the agent-based technology in the steel sector.

The smooth introduction of MASs in steel production systems by testing and demonstrating the technology through simulation tools may be the solution to address concerns and doubts from industrial side. Furthermore, highlighting the improved performance obtained through MASs compared to traditional and adopted solutions may be a reason to convince steelworks companies about their potentials. Another aspect to consider is the costs in the development and maintenance of agent-based technologies. An assessment about costs and benefits of the proposed agent-based solutions may be useful for companies to understand the corresponding profit, which would derive from their investments. Finally, in order to speed up and facilitate MASs deployment, user-friendly tools and human-machine interface need to be developed, which hide the underlying complexity of the proposed solutions supported by detailed documentation and improve the level of acceptance from industrial side. These developments need to come together with suitable training and upskilling initiatives, which increase the knowledge and the confidence of the end-users toward these systems by helping them to appreciate benefits and potentials.
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