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We introduce the set of framed (convex) polyhedra with \(N\) faces as the symplectic quotient \(\mathbb{C}^2N/\text{SU}(2)\). A framed polyhedron is then parametrized by \(N\) spinors living in \(\mathbb{C}^2\) satisfying suitable closure constraints and defines a usual convex polyhedron plus extra U(1) phases attached to each face. We show that there is a natural action of the unitary group U(\(N\)) on this phase space, which changes the shape of faces and allows to map any (framed) polyhedron onto any other with the same total (boundary) area. This identifies the space of framed polyhedra to the Grassmannian space U(\(N\))/\((\text{SU}(2) \times \text{U}(N-2))\). We show how to write averages of geometrical observables (polynomials in the faces’ area and the angles between them) over the ensemble of polyhedra (distributed uniformly with respect to the Haar measure on U(\(N\))) as polynomial integrals over the unitary group and we provide a few methods to compute these integrals systematically. We also use the Itzykson-Zuber formula from matrix models as the generating function for these averages and correlations.

In the quantum case, a canonical quantization of the framed polyhedron phase space leads to the Hilbert space of SU(2) intertwiners (or, in other words, SU(2)-invariant states in tensor products of irreducible representations). The total boundary area as well as the individual face areas are quantized as half-integers (spins), and the Hilbert spaces for fixed total area form irreducible representations of U(\(N\)). We define semi-classical coherent intertwiner states peaked on classical framed polyhedra and transforming consistently under U(\(N\)) transformations. And we show how the U(\(N\)) character formula for unitary transformations is to be considered as an extension of the Itzykson-Zuber to the quantum level and generates the traces of all polynomial observables over the Hilbert space of intertwiners.

We finally apply the same formalism to two dimensions and show that classical (convex) polygons can be described in a similar fashion trading the unitary group for the orthogonal group. We conclude with a discussion of the possible (deformation) dynamics that one can define on the space of polygons or polyhedra. This work is a priori useful in the context of discrete geometry but it should hopefully also be relevant to (loop) quantum gravity in 2+1 and 3+1 dimensions when the quantum geometry is defined in terms of gluing of (quantized) polygons and polyhedra.

I. INTRODUCTION

Inspired by loop quantum gravity \([1]\), and more particularly the spinorial formalism \([2–4]\) and the structures of twisted geometry \([5]\), we discuss the phase space of polyhedra in three dimensions and its quantization, which serves as basic building of the kinematical states of discrete geometry. More precisely, following \([7]\), we show that the Grassmannian space U(\(N\))/(U(\(N-2\)) \times \text{SU}(2)) is the space of framed (convex) polyhedra with \(N\) faces up to 3d rotations. The framing consists in the additional information of a U(1) phase per face. This provides an extension of the Kapovich-Milson phase space \([8]\) for polyhedra with fixed number of faces and fixed areas for each face. Indeed, we describe the Grassmannian as the symplectic quotient \(\mathbb{C}^{2N}/\text{SU}(2)\), which provides canonical complex variables for the Poisson bracket. This construction allows a natural U(\(N\)) action on the space of polyhedra, which has two main features. First, U(\(N\)) transformations act non-trivially on polyhedra and change the area and shape of each individual face. Second, this action is cyclic: it allows to go between any two polyhedra with fixed total area (sum of the areas of the faces) and in particular to generate any polyhedron from the totally squeezed polyhedron with only two non-trivial faces.

Upon quantization, the framed polyhedron phase space leads to the Hilbert space of SU(2) intertwiners, which is interpreted as the space of quantum polyhedra. We perform a canonical quantization from the complex variables of \(\mathbb{C}^{2N}/\text{SU}(2)\) and all the classical features are automatically exported to the quantum level. Each face carries now an irreducible representation of SU(2), i.e. a half-integer spin \(j\), which defines the area of the face. Intertwiners are then SU(2)-invariant states in the tensor product of these irreducible representations. These intertwiners are the basic building block of the spin network states of quantum geometry in loop quantum gravity. The U(\(N\)) action on the
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space of intertwiners changes the spins of the faces and each Hilbert space for fixed total area (sum of the spins) defines an irreducible representation of the unitary group $U(N)$, as shown in [7]. Once again, the $U(N)$ action is cyclic and allows to generate the whole Hilbert space from the action of $U(N)$ transformation on the highest weight vector. This construction provides coherent intertwiner states peaked on classical polyhedra, as used in [9].

At the classical level, we will use the $U(N)$ structure of the space of polyhedra to compute the averages of polynomial observables over the ensemble of polyhedra distributed along the uniform Haar measure. We will underline a phenomenon of concentration of measure, which peaks random polyhedra on spherical configurations for large number of faces $N$. Furthermore, we will show how to use the Itzykson-Zuber formula from matrix models [10] as a generating functional for these averages. It computes the integral over $U(N)$ of the exponential of the matrix elements of a unitary matrix tensor its complex conjugate. At the quantum level, we will show that the character formula, giving the trace of unitary transformations either over the standard basis or the coherent intertwiner basis, provides an extension of the Itzykson-Zuber formula. It allows in principle to generate the expectation values of all polynomial observables (and thus their spectrum).

The plan of this paper goes as follows. In section II, we define and describe the phase space of framed polyhedra, its parameterization in terms of spinor variables and the action of $U(N)$ transformations. In section III, we show how to compute the averages and correlations of polynomial observables using group integrals over $U(N)$ and we discuss the Itzykson-Zuber integral as generating function. In section IV, we discuss the quantum case, with the Hilbert space of $SU(2)$ intertwiners, coherent states and the character formula. In section V, we investigate the lower-dimensional analog of polygons (in two dimensions), we show that the unitary group is replaced by the orthogonal group and that the Grassmannian $O(N)/O(N-2) \times SO(2)$ defines the phase space for framed polygons. We then discuss the issue of gluing such polygons together into a consistent 2d cellular decomposition, as a toy model for the gluing of framed polyhedra into 3d discrete manifolds.

These constructions are relevant to quantum gravity in 2+1 and 3+1 dimensions, especially to discrete approaches based on a description of the geometry using glued polygons and polyhedra such as loop quantum gravity (and dynamical triangulations). The goal is to clarify how to parametrize the set of polygons/polyhedra and their deformations, and to introduce mathematical tools to compute the average and correlations of observables over the ensemble of polygons/polyhedra at the classical level and then the spectrum and expectation values of geometrical operators on the space of quantum polygons/polyhedra at the quantum level.

In this context, we hope that this work will be useful to the study of the dynamics of (loop) quantum gravity, especially in its formulation in terms of spinor networks and twisted geometries, but it should also be relevant to the study of the structure of discrete geometries and cellular decompositions.

II. PHASE SPACE OF POLYHEDRA AND UNITARY GROUP ACTION

A. A Quick Review of the Kapovich-Milson Phase Space

Let us consider $N$ vectors $\hat{V}_i$ in $\mathbb{R}^3$ that satisfy a closure condition, that their sum vanishes:

$$\sum_{i=1}^{N} \hat{V}_i = 0. \tag{1}$$

By a theorem due to Minkowski, these determine a unique convex polyhedron with $N$ faces, such that the $\hat{V}_i$’s are the (outward) normal vectors to the faces, that is the faces have area $V_i = \lvert \hat{V}_i \rvert \in \mathbb{R}_+$ and unit normal $\vec{v}_i = \hat{V}_i/\lvert \hat{V}_i \rvert \in S^2$. The reconstruction of the polyhedron is not trivial and the shape of the faces depend non-trivially on the set of chosen vectors. The interested reader can find details on the reconstruction algorithm in [11].

The space of polyhedra $\mathcal{P}_N = \{(\vec{v}_i) \mid \sum_{i=1}^{N} \vec{V}_i = 0\}$ has dimension $(3N-3)$, and if we consider the set of equivalence classes under 3d rotations we get the space $\mathcal{P}_N^R$ with dimension $(3N-6)$. Generally, these spaces do not have an even dimension and are not symplectic manifolds. However, if we fix the areas $V_i$ of all $N$ faces, we get the Kapovich-Milson phase space [3]:

**Definition II.1.** Let us consider the space product of $N$ 2-spheres for fixed $V_i$’s:

$$S_N^{(V_i)} = \{(\vec{V}_i)_{i=1..N} \in (\mathbb{R}^3)^N \text{ s.t. } \lvert \vec{V}_i \rvert = V_i \} \sim \{(\vec{u}_i)_{i=1..N} \in (S^2)^N \}. \tag{2}$$
This is a symplectic manifold provided with the Poisson structure on each of the $N$ spheres (scaled by their radii):

$$\{\cdot, \cdot\} = \sum_i e^{abc} V^c_i \frac{\partial}{\partial V^a_i} \frac{\partial}{\partial V^b_i}, \quad \{V^a_i, V^b_i\} = 2 e^{abc} V^c_i, \quad \{V_i, V^a_i\} = 0, \quad \{\bar{v}_i, v^a_i\} = \frac{1}{V_i} 2 e^{abc} v_i^a. \quad (3)$$

Then the closure conditions $\sum_i V^a_i = 0$ form a first class constraint system, that generates global $\text{SO}(3)$ rotations on the set of the $N$ vectors $\vec{V}_i$, or equivalently on the set of the $N$ unit vectors $\hat{v}_i$. This defines by symplectic reduction the Kapovich-Milson phase space for convex polyhedra with $N$ faces and fixed face areas $V_i$:

$$\mathcal{P}_N^{\{V_i\}} \equiv \mathcal{S}_N^{\{V_i\}} / \text{SO}(3) = \{(\vec{v}_i)_{i=1..N} \in (S^2)^N \text{ s.t. } |\vec{V}_i| = V_i \} / \text{SO}(3). \quad (4)$$

This manifold has dimension $(2N - 6)$.

Instead of removing $N$ degrees of freedom from the space of polyhedra $\mathcal{P}_N$ by fixing the individual face areas and thus obtaining the manifold $\mathcal{P}_N^{\{V_i\}}$ with even dimension $(3N - 6) - N$ and carrying a symplectic structure, we will now add $N$ degrees of freedom to embed $\mathcal{P}_N^0$ into a larger phase space of framed polyhedra $\mathcal{P}_N^F$ with even dimension $(3N - 6) + N$. These extra degrees of freedom are angles (or $U(1)$ phases) canonically conjugate to the face areas. They allow to work in a phase space where the areas can vary and have a dynamics. This is a necessary structure when studying the dynamics of loop quantum gravity, where areas and spins do change under time evolution (and space-time diffeomorphisms). We achieve this below by using the spinorial representation of the $\mathfrak{su}(2)$ algebra à la Schwinger as prescribed in $\mathbb{[2]}$.

### B. Spinor Phase Space for Framed Polyhedra

We will now replace the data of $N$ vectors in $\mathbb{R}^3$ by $N$ spinors. We call a spinor a complex 2-vector $z \in C^2$ for which we will use a bra-ket notation:

$$|z\rangle = \begin{pmatrix} z^0 \\ z^1 \end{pmatrix}, \quad \langle z| = \begin{pmatrix} z^0 \\ z^1 \end{pmatrix}.$$  

It lives in the fundamental 2-dimensional representation of $\text{SU}(2)$, with the obvious scalar product $\langle w|z \rangle = \bar{w}^0 z^0 + \bar{w}^1 z^1$. We also introduce its dual spinor using the structure map of $\text{SU}(2)$:

$$\bar{z} = e|\bar{z}\rangle = \begin{pmatrix} -\bar{z}^1 \\ \bar{z}^0 \end{pmatrix}, \quad [z] = \begin{pmatrix} -\bar{z}^1 \\ \bar{z}^0 \end{pmatrix}.$$  

Following $\mathbb{[2]}$, we consider sets of $N$ spinors satisfying a closure constraint:

**Definition II.2.** Let us consider the space $\mathbb{C}^{2N}$ of $N$ spinors $z_i \in \mathbb{C}^2$ endowed with the canonical symplectic structure \(\{z_i^A, z_j^B\} = -i \delta^{AB} \delta_{ij}\) with the indices $A, B = 0, 1$. We impose the closure constraints that the $2 \times 2$ matrix $X \equiv \sum_i |z_i\rangle\langle z_i|$ is proportional to the identity:

$$\mathcal{C} \equiv \text{Tr} X \bar{\sigma} = \sum_i \langle z_i|\bar{\sigma}|z_i\rangle = 0, \quad \text{or equivalently} \quad \sum_i |z_i\rangle\langle z_i| = \frac{1}{2} \sum_i |z_i\rangle\langle z_i| 1, \quad (5)$$

or explicitly \(\sum_i |z_i^0|^2 - |z_i^1|^2 = 0 \) and \(\sum \bar{z}_{i}^{0} z_{i}^{1} = 0\),

where the three matrix $\sigma_{a=1,2,3}$ are the Pauli matrices generating $\text{SU}(2)$. These three real constraints are first class and generate the $\text{SU}(2)$ action on the $N$ spinors:

$$\{\mathcal{C}, |z_i\rangle\} = i \mathcal{C}|z_i\rangle, \quad e^{i(\bar{u}, \mathcal{C})}|z_i\rangle = g|z_i\rangle, \quad e^{i(\bar{u}, \mathcal{C})}|z_i\rangle = g|z_i\rangle, \quad g = e^{i \bar{u}, \mathcal{C}} \in \text{SU}(2).$$

We define the phase space of framed polyhedra with $N$ faces as the symplectic quotient $\mathcal{P}_N^F \equiv \mathbb{C}^{2N} / \text{SU}(2)$, that is as the set of collections of $N$ spinors satisfying the closure constraints and up to $\text{SU}(2)$ transformations.
A simple counting gives that $\mathcal{P}_N$ is a $(4N-6)$-dimensional manifold, which corresponds to the dimension $(3N-6)$ of the space $\mathcal{P}^0_N$ of $N$-faced polyhedra (up to 3d rotations) plus $N$ degrees of freedom.

More precisely, we introduce the mapping from spinors to 3-vectors:

$$|z\rangle \in \mathbb{C}^2 \quad \mapsto \quad \bar{V} \equiv \langle z|\bar{\sigma}|z\rangle \in \mathbb{R}^3,$$

with $V = |\bar{V}| = \langle z|z\rangle$. This mapping is obviously not one-to-one and is actually invariant under the multiplication of the spinor by an arbitrary phase, $|z\rangle \rightarrow e^{i\theta} |z\rangle$. The inverse mapping is given by $|z\rangle = \frac{1}{\sqrt{2}} \left( \frac{\sqrt{V^3 + V_z}}{V^2 + V_y}, \frac{V_y - iV_x}{\sqrt{V^2 - V_z}} \right)$, with $e^{i\varphi} = \frac{V_x + iV_y}{\sqrt{V^2 + V_y}}$.

This provides a bijection $\mathbb{C}^2 \sim \mathbb{R}^3 \times U(1)$. One checks that we have the same Poisson brackets for the vectors as earlier, $(V^a, V^b) = 2\varepsilon^{abc}V^c$, inherited from the canonical bracket on the spinor variables.

Using this mapping, we send a collection of $N$ spinors onto a collection of $N$ vectors. The closure constraint then read as before:

$$\sum_i V_i = 0.$$

This defines a convex polyhedron with $N$ faces with areas given by the norm squared of the spinors $|V_i| = \langle z_i|z_i\rangle$, with a total area $A = 2\lambda \equiv \sum_i |V_i| = \sum_i \langle z_i|z_i\rangle$ overall.

This mapping provides a bijection $\mathcal{P}_N \sim \mathcal{P}^0_N \times U(1)^N$ between our space of framed polyhedra defined in terms of spinors and the space $\mathcal{P}^0_N$ of polyhedra with $N$ faces up to 3d rotations times $N$ phases attached to each face.

This construction provides a larger phase space where the areas of the faces can vary dynamically. Moreover the spinors are crucial in defining the action of the unitary group $U(N)$ on the (framed) polyhedra as we will see in the next sections.

Finally, we conclude this section by introducing the complex variable $\zeta = z^1/z^0 \in \mathbb{C}$ for a spinor $|z\rangle$. This variable $\zeta$ commutes with the norm $V$ and parameterizes the 2-sphere defined by the 3-vector $\bar{V}$ as $|z\rangle$ varies while keeping the radius $V = \langle z|z\rangle$ fixed:

$$\{ V, \zeta \} = 0, \quad \bar{V} = V \widehat{\nu} \quad \text{with} \quad v_z = \frac{1 - |\zeta|^2}{1 + |\zeta|^2}, \quad v_+ = \frac{\zeta}{1 + |\zeta|^2}.$$

The symplectic structure on the 2-sphere then simply reads in terms of this complex parameter:

$$\{ \zeta, \bar{\zeta} \} = \frac{-i}{V} (1 + |\zeta|^2).$$

This variable is specially interesting when studying the Kapovich-Milson phase space for fixed individual face ares, when the phase space is parametrized by these complex variables $\zeta_{i=1..N}$ constrained by the closure condition.

### C. Closing Open Polyhedra and the SL(2, $\mathbb{C}$) Action

A first interesting remark is that the use of spinors provide a natural way to close opened configurations into actual polyhedra. As pointed out in [9,12,13], this is achieved through a SL(2, $\mathbb{C}$) transformation on the spinors.

Indeed, starting with an arbitrary set of (not all vanishing) $N$ spinors $|z_i\rangle$, a priori not satisfying the closure constraints, that is such that the matrix $X = \sum_i |z_i\rangle\langle z_i|$ is not proportional to the identity. Then $X$ is a positive Hermitian operator, it can be diagonalized and written as:

$$X = \sum_i |z_i\rangle\langle z_i| = g\Delta g^{-1} = \rho \Lambda \Lambda^\dagger,$$

where $g \in SU(2)$ is unitary, $\Delta$ is a diagonal $2\times2$ matrix with positive entries, $\rho = \det X = \det \Delta$ is positive, $\Lambda = g\sqrt{\Delta}/\rho \bar{\tau} \in SL(2, \mathbb{C})$. Then we act with $\Lambda^{-1} \in SL(2, \mathbb{C})$ on the spinors to get a closed configuration:

$$|z_i\rangle \rightarrow |\bar{z}_i\rangle \equiv \Lambda^{-1} |z_i\rangle.$$
These new spinors $|\tilde{z}_i\rangle$ trivially satisfy the closure constraints:

$$\hat{X} = \sum_i |\tilde{z}_i\rangle\langle\tilde{z}_i| = \Lambda^{-1} X (\Lambda^\dagger)^{-1} = \rho \mathbb{I},$$

and thus define a (framed) polyhedron with face areas $\tilde{V}_i = \langle \tilde{z}_i|\tilde{z}_i\rangle$ and total area:

$$2\tilde{\lambda} = \sum_i \tilde{V}_i = \text{Tr} \hat{X} = 2\rho,$$

$$\rho^2 = \det X = \frac{1}{2} \left[ (\text{Tr}X)^2 - \text{Tr}X^2 \right] = \frac{1}{4} \left[ (\text{Tr}X)^2 - \text{Tr}(X\sigma) \cdot \text{Tr}(X\sigma) \right] = \frac{1}{4} \left[ (2\lambda)^2 - |\mathcal{C}|^2 \right].$$

This new total area $2\tilde{\lambda}$ is always smaller than the initial one $2\lambda$ and obviously coincides when the original spinors already satisfy the closure condition $\mathcal{C} = 0$.

It is useful to get a closer at the geometry of this procedure. Starting with the $N$ vectors $\tilde{V}_i$ with a non-vanishing sum $\mathcal{C} \neq 0$, we perform a SU(2) transformation $g$ on the spinors $|z_i\rangle$ such that the corresponding $SO(3)$ rotation sends the vector $\mathcal{C}$ onto the z-axis:

$$\mathcal{C} = |\mathcal{C}| g \triangleright \hat{e}_z,$$

where $\hat{e}_z$ is the unit basis vector along z-axis. Up to this 3d rotation, we can start directly with such a configuration with $\mathcal{C}$ collinear with the z-axis. Then writing the components of the matrix $X$ in terms of the spinors give equations corresponding to the total area and the components of the closure vector:

$$\text{Tr} X = \sum_i |z_i^0|^2 + |z_i^1|^2 = 2\lambda, \quad \text{Tr} X \sigma_z = C^z = \sum_i |z_i^0|^2 - |z_i^1|^2 = |\mathcal{C}|, \quad \text{Tr} X \sigma_+ = C^+ = \sum z_i^0 z_i^1 = 0. \quad (13)$$

We now defines the rescaled spinors:

$$|z_i\rangle \rightarrow |\tilde{z}_i\rangle = \left( \begin{array}{cc} \mu & 0 \\ 0 & \mu^{-1} \end{array} \right) |z_i\rangle = \Lambda^{-1} |z_i\rangle \quad \text{with} \quad \mu = \sqrt{\frac{\lambda - |\mathcal{C}|}{\lambda + |\mathcal{C}|}}, \quad (14)$$

or explicitly:

$$z_i^0 \rightarrow \tilde{z}_i^0 = \sqrt{\frac{\lambda - |\mathcal{C}|}{\lambda + |\mathcal{C}|}} z_i^0, \quad z_i^1 \rightarrow \tilde{z}_i^1 = \sqrt{\frac{\lambda + |\mathcal{C}|}{\lambda - |\mathcal{C}|}} z_i^1.$$ 

First, the new spinors $|\tilde{z}_i\rangle$ satisfy the balance equation $\sum_i |\tilde{z}_i^0|^2 = \sum_i |\tilde{z}_i^1|^2$ and the orthogonality equation $\sum \tilde{z}_i^0 \tilde{z}_i^1 = 0$, and thus satisfy the closure condition. They define a closed polyhedron with total area $2\tilde{\lambda} = \sum_i |\tilde{z}_i^0|^2 + |\tilde{z}_i^1|^2 = \sqrt{4\lambda^2 - |\mathcal{C}|^2}$.

Second, the rescaling matrix $\Lambda$ is in SL(2, C) and is actually a boost along the z-direction. And we understand the overall SL(2, C) transformation from the original arbitrary spinors $|z_i\rangle$ to the new closed spinors $|\tilde{z}_i\rangle$ as a rotation to the z-axis followed by a rescaling of the first and second component of the spinors with inverse factor so that the sum of their modulus square match.

### D. Invariant Parametrization and Cross-Ratios

The spinors $z_i^\lambda$ do not commute with the closure constraints $\mathcal{C} = 0$ and are thus not invariant under SU(2) transformations. The first question is to identify SU(2)-invariant observables, which can then be used to parameterize framed polyhedra in the phase space $\mathcal{P}_N$.

Natural observables are given by the scalar products between spinors and their dual:

$$E_{ij} = \langle z_i|z_j \rangle \quad \bar{E}_{ij} = E_{ji}, \quad F_{ij} = [z_i|z_j] = -[z_j|z_i], \quad \bar{F}_{ij} = \langle z_j|z_i \rangle = -\langle z_i|z_j \rangle, \quad (15)$$

These scalar products commute with the closure constraints,

$$\{\mathcal{C}, E_{ij}\} = \{\mathcal{C}, F_{ij}\} = \{\mathcal{C}, \bar{E}_{ij}\} = 0$$
and are thus invariant under SU(2) transformations of the spinors,

\[ |z_i \rangle \xrightarrow{g \in SU(2)} g |z_i \rangle, \quad |z_i \rangle \rightarrow g |z_i \rangle, \quad E_{ij} = \langle z_i | z_j \rangle \rightarrow \langle z_i | g^\dagger g |z_j \rangle = \langle z_i | z_j \rangle, \quad F_{ij} = |z_i | z_j \rangle \rightarrow |z_i | g^\dagger g |z_j \rangle = |z_i | z_j \rangle. \]

These are the basic variables for the U(N) formalism for SU(2) intertwiners as developed for loop quantum gravity in [8, 9, 12–14]. From that perspective, the most useful feature is that these variables form a closed algebra under the Poisson bracket,

\[
\begin{align*}
\{E_{ij}, E_{kl}\} &= -i (\delta_{jk} E_{il} - \delta_{il} E_{jk}) , \\
\{E_{ij}, F_{kl}\} &= -i (\delta_{ik} F_{jl} - \delta_{jl} F_{ik}) , \\
\{F_{ij}, F_{kl}\} &= -i (\delta_{ik} E_{jl} - \delta_{jl} E_{ik} - \delta_{jk} E_{il} + \delta_{il} E_{jk}) , \\
\{F_{ij}, E_{kl}\} &= 0 , \quad \{F_{ij}, F_{kl}\} = 0 .
\end{align*}
\]

This algebra will get quantized exactly and will provide the basic operators acting on the Hilbert space of intertwiners.

The usual vector scalar products \( \bar{V}_i \cdot \bar{V}_j \), measuring the angles between two faces, are easily expressed in terms of these variables,

\[
\bar{V}_i \cdot \bar{V}_j = V_i^2 = \langle z_i | z_i \rangle^2 = E_{ii} , \quad \bar{V}_i \cdot \bar{V}_j = 2 |E_{ij}|^2 - V_i V_j = -2 |F_{ij}|^2 + V_i V_j .
\]

One can write all observables probing the geometric of the polyhedra in terms of \( E \)'s or \( F \)'s. We can then use these variables to parameterize the space of (framed) polyhedra. On the one hand, the \( E \)'s are most particularly relevant because they generate U(N) transformations compatible with the closure conditions on the spinors. We will use this to define the action of the unitary group U(N) on polyhedra in the next section. On the other hand, the \( F \)'s are holomorphic and offer a enlightening parametrization of the framed polyhedron phase space as we explain below. Moreover, they are crucial in defining coherent intertwiners [8] and in deriving the holomorphic/anti-holomorphic splitting of the simplicity (second class) constraints in loop quantum gravity [12, 13].

The \( F \)'s are specially interesting because they are not only invariant under global SU(2) transformations but they are also invariant under global SL(2, C) transformations, as it is easy to check:

\[
|z_i \rangle \xrightarrow{\Lambda \in SL(2, C)} \Lambda |z_i \rangle, \quad |z_i \rangle \rightarrow \epsilon \Lambda \epsilon^{-1} |z_i \rangle = (\Lambda^{-1})^\dagger |z_i \rangle, \quad F_{ij} = |z_i | z_j \rangle \rightarrow |z_i \rangle \Lambda^{-1} \Lambda |z_j \rangle = |z_i | z_j \rangle .
\]

Thus the action of closing an arbitrary set of spinors into a (framed) polyhedron, as described in the previous section, will leave the \( F \)'s invariant. We can go further and show that the \( F \)'s entirely determine the orbit under SL(2, C) in the space of unconstrained spinors \( \mathbb{C}^{2N} \):

**Lemma II.3.** Considering two sets of spinors \( |z_i \rangle \) and \( |w_i \rangle \) such that \( |z_i | z_j \rangle = |w_i | w_j \rangle \) for all indices \( i,j \), and further assuming that there exists a couple of indices \( k,l \) such that \( |z_k | z_l \rangle = 0 \), then there exists a matrix \( \Lambda \in SL(2, C) \) that maps one onto the other:

\[
\forall i,j, \quad |z_i | z_j \rangle = |w_i | w_j \rangle \quad \Rightarrow \quad \exists \Lambda \in SL(2, C), \quad \forall i, \quad |z_i \rangle = \Lambda |w_i \rangle .
\]

**Proof.** Let us first remark that the following identity on \( 2 \times 2 \) matrices is true, taking into account that \( |z_k | z_l \rangle \neq 0 \):

\[
\frac{|z_i | z_k | z_l \rangle - |z_k | z_l |z_i \rangle}{|z_k | z_i \rangle} = \mathbb{I}_2 .
\]

Indeed, \( |z_k | z_l \rangle \neq 0 \) implies that \( |z_k \rangle \) and \( |z_l \rangle \) are not colinear and span the whole two-dimensional spinor space. Then the previous operator leaves invariant \( |z_k \rangle \) and \( |z_l \rangle \) and is thus equal to the identity. Let us now consider the matrix:

\[
\Lambda = \frac{|z_i | w_k | z_l \rangle - |z_k | w_l |z_i \rangle}{|w_k | w_l \rangle} .
\]

One checks that its determinant is equal to one, \( \det \Lambda = \frac{1}{2} (\text{Tr} \Lambda^2 - \text{Tr} \Lambda^2) = 1 \), so that \( \Lambda \in SL(2, C) \). Finally, using the equality of the \( F \)-observables for both sets of spinors, we have:

\[
\forall i, \quad \Lambda |w_i \rangle = \frac{|z_i | w_k | w_l \rangle - |z_k | w_l |w_i \rangle}{|w_k | w_l \rangle} = \frac{|z_i | z_k | z_l \rangle - |z_k | z_l |z_i \rangle}{|z_k | z_l \rangle} = |z_i \rangle .
\]

Furthermore each SL(2, C)-orbit has a unique intersection with the space of framed polyhedra \( \mathcal{P}_N \). This is a re-
statement of the isomorphism \( \mathbb{C}^{2N}/\text{SL}(2, \mathbb{C}) \sim \mathbb{C}^{2N}/\text{SU}(2) \), where SL(2, C) is understood as the complexification of SU(2). This is similar to the analysis performed in [10] but the present setting is slightly more general (and actually simpler) since the authors were looking at the Kapovich-Milson phase spaces (at fixed individual face areas). We formalize this as follows:

**Proposition II.4.** Considering two sets of spinors \( |z_i\rangle \) and \( |w_i\rangle \) satisfying the closure constraints, and such that \( [z_i|z_j] = |w_i|w_j\rangle \) for all indices \( i, j \), then they are related by a global SU(2) transformation that maps one set of spinors onto the other:

\[
\exists g \in \text{SU}(2), \quad \forall i, \quad |z_i\rangle = g|w_i\rangle. \tag{22}
\]

**Proof.** To start with, assuming the closure constraints on the spinors \( z_i \), one can get the total area \( 2\lambda = \sum_i V_i = \sum_i |z_i|^2 \) from the \( F \)'s:

\[
\sum_{i,j} |F^{(z)}_{ij}|^2 = \sum_{i,j} |z_i|^2 |z_j|^2 = \text{Tr}(\lambda \mathbb{1})^2 = 2\lambda^2. \tag{23}
\]

Thus the total area associated to both sets of spinors \( z_i \) and \( w_i \) are equal. If \( \lambda \) vanishes, then both sets of spinors vanish and are trivially related by an arbitrary SU(2) transformation. Else \( \lambda \) does not vanish and there automatically exists at least a couple of indices \( (k,l) \) such that \( F^{(z)}_{kl} = |z_k|z_l\rangle \) does not vanish, so that we can apply the previous lemma ensuring that both sets of spinors are related by a SL(2, C) transformation. Then the work is to show that this SL(2, C) transformation is actually unitary and lays in SU(2).

First, we show that all the scalar products are equal, by inserting the closure constraint:

\[
\forall i, j, \quad \langle z_i|z_j \rangle = \frac{1}{\lambda} \sum_m |z_i|^2 |z_m|^2 \langle z_m|z_j \rangle = \frac{1}{\lambda} \sum_m |w_i|^2 |w_m|^2 \langle w_m|w_j \rangle = \langle w_i|w_j \rangle. \tag{24}
\]

Then we fix one index \( k \) and consider the SU(2) group element mapping \( w_k \) to \( z_k \):

\[
g_k = \frac{|z_k\rangle\langle w_k| + |z_k\rangle\langle w_k|}{\sqrt{\langle w_k|w_k \rangle}}. \tag{25}
\]

And we check that it actually maps each \( w_i \) to the corresponding \( z_i \):

\[
\forall i, \quad g_k |w_i\rangle = \frac{|z_k\rangle\langle w_k|w_i\rangle + |z_k\rangle\langle w_k|w_i\rangle}{\sqrt{\langle w_k|w_k \rangle}} = \frac{|z_k\rangle\langle z_k|z_i \rangle + |z_k\rangle\langle z_k|z_i \rangle}{\langle z_k|z_k \rangle} = |z_i\rangle. \tag{26}
\]

As a result, the key point is that the SL(2, C) invariant observables \( F_{ij} \) entirely determine a unique (framed) polyhedron.

A naïve puzzle is that there are \( N(N-1)/2 \) such observables \( F_{ij} \), thus giving \( N(N-1) \) real parameters, while the space of framed polyhedra is of dimension \( 4N-6 \). This points to the fact that the \( F \)'s variables are not independent and satisfy the Plücker relations (which can be directly checked from their explicit definition in terms of the spinors):

\[
\forall i, j, k, l, \quad F_{ij}F_{kl} = F_{ik}F_{jl} - F_{il}F_{jk}. \tag{27}
\]

Applying this to \( k, l = 1, 2 \), we get:\n
\[
F_{ij}F_{12} = F_{i1}F_{j2} - F_{i2}F_{j1}. \tag{28}
\]

This means that we can obtain all the \( F_{ij} \) from the two \( (N-2) \)-dimensional complex vectors \( F_{11} \) and \( F_{22} \) (for \( i \geq 3 \)) plus the scale factor \( F_{12} \). This minimal data is defined in terms of \( 2(N-2) + 1 \) complex parameters thus \( 4N-6 \) real parameters as expected.

---

1 Reversely, if the antisymmetric matrix \( F_{ij} \) satisfies the Plücker relations for \( k, l = 1, 2 \) and arbitrary \( i, j \), then it satisfies the full Plücker relations for an arbitrary quadruplet:

\[
F_{ij}F_{kl} = \frac{1}{F_{12}^2} (F_{i1}F_{j2} - F_{i2}F_{j1})(F_{k1}F_{l2} - F_{k2}F_{l1}) = \frac{1}{F_{12}^2} \left[ (F_{i1}F_{k2} - F_{i2}F_{k1})(F_{j1}F_{l2} - F_{j2}F_{l1}) - (F_{i1}F_{l2} - F_{i2}F_{l1})(F_{j1}F_{k2} - F_{j2}F_{k1}) \right] = F_{ik}F_{jl} - F_{il}F_{jk}.
\]
This is illustrated by the fact that one can send by a $\text{SL}(2, \mathbb{C})$ transformation an arbitrary set of spinors $z_i$ on a new set of spinors such that the first two spinors are collinear to the complex vectors $(1, 0)$ and $(0, 1)$:

$$\exists \Lambda \in \text{SL}(2, \mathbb{C}), \quad \Lambda |z_1| = \sqrt{F_{12}} \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \Lambda |z_2| = \sqrt{F_{12}} \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \Lambda |z_{i\geq 3}| = \frac{1}{\sqrt{F_{12}}} \begin{pmatrix} F_{12} \\ F_{11} \end{pmatrix}.$$

\[ \text{E. The Cyclic U(N) Action} \]

We now come to the key tool of this paper: $U(N)$ transformations acting on framed polyhedra with $N$ faces. Following [8, 12], we introduce the natural action of the $U(N)$ group on collections of $N$ spinors in $\mathbb{C}^{2N}$:

$$\{z_i\}_{i=1..N} \longrightarrow \{(Uz)_i = \sum_j U_{ij}z_j \}.$$  \hspace{1cm} (29)

The key point is that this action commutes with the closure constraints:

$$\sum_i |(Uz)_i| (Uz)_i| = \sum_{i,j,k} U_{ij}U_{ik} |z_j| |z_k| = \sum_{j,k} (U^J U)_{jk} |z_j| |z_k| = \sum_i |z_i| |z_i|.$$  \hspace{1cm} (30)

Thus this induces an action of unitary group on the space $\mathcal{P}_N$ of framed polyhedra. Moreover, taking the trace of the previous equation, we check that this action leaves invariant the total area of the polyhedron:

$$\sum_i |(Uz)_i| (Uz)_i| = \sum_i |z_i| z_i|.$$  \hspace{1cm} (31)

Notice that this action does not simply act on the 3-vectors $\vec{V}_i$ but also involves the individual phases of each spinor. Therefore we truly need the spinors and one cannot simply define a $U(N)$-action on the space of polyhedra $\mathcal{P}_N$.

At the infinitesimal level, this action is generated by the scalar products between the spinors $\{\vec{C}, E_{ij}\}$:

$$E_{ij} = \langle z_i | z_j \rangle, \quad \{E_{ij}, |z_k\rangle\} = i \delta_{ik} |z_j\rangle, \quad e^{i \sum_{i,j} \alpha_{ij} E_{ij}} |z_k\rangle = |e^{i\alpha} z_k\rangle,$$  \hspace{1cm} (32)

where $e^{i\alpha} \in U(N)$ if the matrix $\alpha$ is Hermitian. As we said in the previous section, these generators commute with the closure constraints generating the $SU(2)$ transformations on the spinors, $\{\hat{C}, E_{ij}\} = 0$, confirming that $U(N)$ transformations commute with the $SU(2)$ action. Finally, we look at their Poisson bracket and check that they form the expected $u(N)$ Lie algebra.

---

2 The $\text{SL}(2, \mathbb{C})$ used here on the space of spinors $\mathbb{C}^{2N}$ are slightly different than the ones previously used in [16, 17] to study the Kapovich-Kohnen phase space of polyhedra and the resulting Hilbert space of intertwiners. Working with fixed face areas, the phase space is the product of $N$ 2-spheres. Then one can use a (unique) $\text{SL}(2, \mathbb{C})$ transformation to send the first vector pointing to the north pole, the second to the south pole and the third on the equator along (say) the $x$-axis. The polyhedron is then described by the area $V_i$ of its faces plus the following cross-ratios (giving the direction of the remaining vectors on the unit 2-sphere after having acted with the $\text{SL}(2, \mathbb{C})$ transformation) best defined in terms of the complex variables $\zeta_i = z_i^1 / z_i^0$:

$$\forall i \geq 4, \quad Z_i = \zeta_i - \zeta_1 \zeta_i - \zeta_2.$$  \hspace{1cm} (33)

This parametrizes the polyhedron in terms of the $N$ face areas plus $(N - 3)$ complex cross-ratios, which gives the correct dimension, $N + 2(N - 3) = (3N - 6)$. These cross-ratios can be almost translated in the $F$-variables [15], which hints towards an explicit link between the two considered $\text{SL}(2, \mathbb{C})$ actions:

$$Z_{i \geq 3} = \frac{\zeta_i - \zeta_1}{\zeta_i - \zeta_2} = \frac{F_{14} z_0^2 z_0^0}{F_{22} z_2^2 z_0^0}.$$  \hspace{1cm} (34)

The $\text{SL}(2, \mathbb{C})$ action, the fibration of the phase space in terms of $\text{SL}(2, \mathbb{C})$-orbits and the parametrization in terms of cross-ratio turned out powerful when constructing coherent intertwiner states and studying the integration measure over them [16, 17]. In particular, it hints towards a link between coherent intertwiner states and conformal field theory. The possible reformulation of our spinor phase space in terms of conformal field theory is postponed to future investigation.

3 We can also compute the action on the spinors generated by the observables $F_{ij} = |z_i| |z_j|$. It is more complicated than for the $U(N)$ transformation since it will mix the spinors with their dual (mixing holomorphic and anti-holomorphic components). A straightforward
We further check that these generators commute with the total area of the polyhedron $2\lambda = \sum_i (z_i | z_i)$, thus confirming that the total area is invariant under $U(N)$ transformations.

The key feature of this $U(N)$-action on the space of framed polyhedron is that the action is cyclic. Indeed, we can reach any configuration up to a global scale factor from the completely degenerate and flat configuration by an arbitrary $U(N)$ transformation. More precisely, we introduce the trivial reference point:

$$|\Omega_1\rangle = \left( \begin{array}{c} 1 \\ 0 \end{array} \right), \quad |\Omega_2\rangle = |\Omega_1\rangle = \left( \begin{array}{c} 0 \\ 1 \end{array} \right), \quad |\Omega_3\rangle = \ldots = |\Omega_N\rangle = 0,$$

which obviously satisfies the closure constraints, $\sum_i |\Omega_i\rangle \langle \Omega_i| = I$. The corresponding 3-vectors are the unit vector in the $z$-direction, $\vec{V}_1 = \hat{e}_z$, its opposite $\vec{V}_2 = -\vec{V}_1 = -\hat{e}_z$, and vanishing vectors $\vec{V}_3 = \ldots \vec{V}_N = 0$, thus giving a completely-flat configuration defining a degenerate polyhedron. Acting with an arbitrary $U(N)$ transformation on this configuration gives:

$$|(U\Omega)_k\rangle = \left( \begin{array}{c} U_{k1} \\ U_{k2} \end{array} \right).$$

Reversely, considering from an arbitrary collection of $N$ spinors $\{z_i, i = 1..N\}$ satisfying the closure constraints, we can rescale it so that it is of the form above:

$$|z_k\rangle = \sqrt{\lambda} \left( \begin{array}{c} U_{k1} \\ U_{k2} \end{array} \right) = \sqrt{\lambda} |(U\Omega)_k\rangle, \quad \lambda = \frac{1}{2} \sum_i \langle z_i | z_i \rangle.$$

This works because the closure constraints are equivalent to the fact that the first and second components of the spinors form two orthogonal complex $N$-vectors with equal norms:

$$\vec{C} = 0 \iff \sum_i z_i^0 z_i^1 = 0 \quad \text{and} \quad \sum_i |z_i^0|^2 = \sum_i |z_i^1|^2 = \lambda,$$

exactly the same as the first two columns, $(\sqrt{\lambda}U_{k1})_k$ and $(\sqrt{\lambda}U_{k2})_k$, of a unitary matrix $U \in U(N)$ re-scaled by $\sqrt{\lambda}$.

Moreover, the stabilizer group of the completely flat polyhedron clearly is $U(N - 2)$. Thus the set of collections of $N$ spinors satisfying the closure constraint is identified to the quotient $U(N)/U(N - 2)$. Further quotienting by the action of $SU(2)$ (to get equivalence classes of polyhedra under 3d rotations), this lead us to the following proposition as hinted in [7, 9]:

**Proposition II.5.** We have an action of the unitary group $U(N)$ on the space $\mathcal{P}_N^z$ of framed polyhedron with $N$ faces. This leads to an isomorphism between $\mathcal{P}_N^z = \mathbb{C}^{2N}/SU(2)$ and the Grassmannian space $U(N)/(SU(2) \times U(N - 2))$. In particular, we have a equivalence for a set of spinors $z_i \in \mathbb{C}^{2N}$:

$$\sum_i |z_i\rangle \langle z_i| \propto \mathbb{I}_2 \iff \exists \lambda \in \mathbb{R}_+, \exists U \in U(N), \forall i \quad |z_i\rangle = \sqrt{\lambda} |(U\Omega)_i\rangle$$

Before moving on to the next part of the paper, we would like to re-visit this $U(N)$ structure of the space of polyhedra from the point of view of the $SU(2)$-invariant observables. The definition of the spinors $|z_k\rangle = \sqrt{\lambda} |(U\Omega)_k\rangle$ calculation gives for an anti-symmetric matrix $\beta$:

$$e^{\frac{i}{2}(\sum_{i,j} (\beta_{ij} F_{ij} + \bar{\beta}_{ij} \bar{F}_{ij} \cdot \cdot \cdot | z_k \rangle = \left( \delta_{kj} + \frac{1}{2} (\beta \beta)_{kj} + \frac{1}{4!} (\bar{\beta} \beta \beta)_{kj} \right) | z_j \rangle \right) + \left( \delta_{ki} + \frac{1}{4!} (\beta \beta \beta)_{ki} \right) \bar{F}_{ij} | z_j \rangle,$$

$$e^{\frac{i}{2}(\sum_{i,j} (\beta_{ij} F_{ij} + \bar{\beta}_{ij} \bar{F}_{ij} \cdot \cdot \cdot | z_k \rangle = \left( \delta_{kj} + \frac{1}{2} (\beta \beta)_{kj} + \frac{1}{4!} (\bar{\beta} \beta \beta)_{kj} \right) | z_j \rangle \right) + \left( \delta_{ki} + \frac{1}{4!} (\beta \beta \beta)_{ki} \right) \bar{F}_{ij} | z_j \rangle.$$

Contrarily to the $U(N)$ transformations, these do not leave invariant the total area of the polyhedron, as one can check directly from the Poisson brackets of the $F$’s and $\bar{F}$’s with $2\lambda = \sum_k (z_k | z_k)$:

$$\{ F_{ij}, \sum_k (z_k | z_k) \} = -2i \beta_{ij}, \quad \{ \bar{F}_{ij}, \sum_k (z_k | z_k) \} = +2i \bar{\beta}_{ij}.$$
in terms of the unitary matrix $U \in U(N)$ implies the diagonalization of the observables $E_{ij}$ and $F_{ij}$ as $N \times N$ matrices:

$$|z_k\rangle = \sqrt{\lambda} |(U\Omega)_k\rangle \implies E = \lambda \tilde{U} \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ 0_{N-2} \end{pmatrix}^t U, \quad F = \lambda U \begin{pmatrix} 0 & 1 \\ -1 & 0 \\ 0_{N-2} \end{pmatrix}^t U,$$

(34)

where the off-diagonal components vanish and $^t U = U^{-1}$. These definitions of $E$ and $F$ in terms of the matrix $U$ are invariant under transformations $U \rightarrow UG$ with $G \in SU(2) \times U(N-2)$. We can also deduce the existence of the unitary matrix $U$ directly from the $E$’s or $F$’s. Indeed, first considering the Hermitian matrix of the scalar products $E_{ij} = \langle z_i | z_j \rangle$ for a closed configuration of spinors $|z_i\rangle$, the matrix $E$ satisfies a simple polynomial identity:

$$(E^2)_{ij} = \sum_k \langle z_i | z_k \rangle \langle z_k | z_j \rangle = \lambda \sum_k \langle z_i | z_j \rangle = \lambda E_{ij}, \quad \text{with} \quad \lambda = \frac{1}{2} \sum_k \langle z_k | z_k \rangle = \frac{\text{Tr} E}{2}.$$  

Reversely, this equality is obviously enough to guarantee the existence of $U$ (as already stated in [2]):

**Result II.6.** Considering a $N \times N$ Hermitian matrix $E$ satisfying $E^2 = \frac{\text{Tr} E}{2} E$ for some $\lambda \in \mathbb{R}^+_*$, it is diagonalizable with $\lambda$ as its single non-vanishing and doubly-degenerate eigenvalue:

$$\exists U \in U(N), \quad E = \lambda \tilde{U} \begin{pmatrix} I_2 \\ 0_{N-2} \end{pmatrix}^t U, \quad \text{with} \quad 2\lambda = \text{Tr} E.$$

One can also start from the matrix of observables $F_{ij}$:

**Result II.7.** Considering a non-vanishing $N \times N$ matrix $F$ satisfying the Plücker relations (27), it is automatically antisymmetric and of the following form:

$$\exists U \in U(N), \exists \lambda \in \mathbb{R}^+, \quad F = \lambda U \begin{pmatrix} 0 & 1 \\ -1 & 0 \\ 0_{N-2} \end{pmatrix}^t U.$$

**Proof.** We specialize the Plücker relations to a doublet of indices $i,j$ and the fixed indices $k,l = 1,2$ as before:

$$F_{ij}F_{12} = F_{i1}F_{j2} - F_{i2}F_{j1}.$$  

This means that $F$ is antisymmetric and furthermore that it is of rank 2 (if it is non-vanishing).

$F$ being a complex antisymmetric matrix, one can diagonalize it as $F = U\Sigma^t U$, with $U \in U(N)$ and $\Sigma$ of the following type:

$$\Sigma = \begin{pmatrix} 0 & \lambda_1 \\ -\lambda_1 & 0 \\ 0 & \lambda_2 \\ -\lambda_2 & 0 \\ \ddots & \ddots \\ \ddots & \ddots \\ 0 & \lambda_k \\ -\lambda_k & 0 \end{pmatrix}$$

The $\lambda_k$’s are a priori complex. Since $F$ is of rank 2, there is a single non-vanishing block with $\lambda_1 \in \mathbb{C}$. One can then absorb its phase in the definition of the unitary matrix $U$ and keep its modulus as $\lambda \in \mathbb{R}^+$.

In the next part [11] we will use this reformulation of (framed) polyhedra in terms of unitary matrices to compute systematically the averages and correlations between the normal vectors defining polyhedra and characterizing their shape.
III. COMPUTING AVERAGES THROUGH INTEGRALS ON U(N)

Now considering the ensemble of (framed) polyhedra provided with the uniform measure or equivalently the U(N) Haar measure, we study the averages and correlations of polynomial observables and aim at characterizing the shape of a typical polyhedron. In particular, we show how to formulate the averages of polynomial observables in the normal vector $\vec{V}_i$ as integrals over the unitary group U(N) and how to use the Itzykson-Zuber integral as a generating function for these.

A. Counting Polyhedra: Entropy

We start by computing the volume of the space of polyhedra with $N$ faces for a fixed total area. This corresponds to computing the entropy for a simplified model of the black hole horizon in loop quantum gravity [20, 21]. When quantized, this model reproduces the loop gravity’s entropy calculation through counting the dimensions of SU(2) intertwiner spaces (see [22] and [23] for reviews and detail on the description of the quantum states of a black hole horizon as SU(2) intertwiners).

One defines the density of framed polyhedra with $N$ faces and fixed area $2\lambda$ as the following straightforward integral over spinor variables constrained by a total area condition and the closure conditions:

$$\rho_N[\lambda] = 8\pi \int \prod_i \frac{d^4 z_i}{\pi^2} \delta \left( \sum_k (z_k|z_k) - 2\lambda \right) \delta^{(3)} \left( \sum_k (z_k|\vec{\sigma}|z_k) \right)$$

$$= \lambda^{2N-4} 8\pi \int \prod_i \frac{d^4 V_i}{\pi^2} \delta \left( \sum_k V_k - 2\lambda \right) \delta^{(3)} \left( \sum_k \vec{V}_k \right),$$

where the $8\pi$-factor is an arbitrary choice of normalization. Integrating over the phases of the spinors, one can perform the change of variables from the $z_k \in \mathbb{C}^2$ to the vectors $V_k \in \mathbb{R}^3$. The change of measure is straightforward to perform [12, 13] and one obtain the density of polyhedra as previously defined in [21]:

$$\rho_N[\lambda] = 8\pi \int \prod_i \frac{d^3 V_i}{4\pi V_i} \delta \left( \sum_k V_k - 2\lambda \right) \delta^{(3)} \left( \sum_k \vec{V}_k \right)$$

$$= \lambda^{2N-4} 8\pi \int \prod_i \frac{d^3 V_i}{4\pi V_i} \delta \left( \sum_k V_k - 2\right) \delta^{(3)} \left( \sum_k \vec{V}_k \right).$$

The most direct way to compute this integral is to Fourier-transform the $\delta$-distribution. One then gets:

$$\rho_N[\lambda] = \frac{\lambda^{2N-4}}{(N-1)!(N-2)!},$$

where the $8\pi$-factor had been chosen so that $\rho_2[\lambda] = 1$ for polyhedra with $N = 2$ faces. One can find the details of this calculation in appendix [X3]. The method is actually useful for defining a partition function over the ensemble of polyhedra and computing the averages of polynomial observables by differentiation as outlined in [21]. Another method also shown in [21] is to Fourier-transform the $\delta$-distribution while keeping the spinor variables. One then gets Gaussian integrals which can be easily handled. We will not use this method here.

Instead, we would like to highlight the fact that the space of framed polyhedra is isomorphic to the Grassmannian space $U(N)/U(N-2) \times SU(2)$, which allows for a more geometric interpretation for the volume of $\mathcal{P}_N$.

---

4 The only trick is to introduce a regulator $\epsilon > 0$ before performing the integrals over the normal vectors $\vec{V}_k$ through the Fourier transform identity:

$$\delta \left( \sum_k V_k - 2\lambda \right) = e^{+2\epsilon\lambda} \int_{\mathbb{R}^N} \frac{d\vec{q}}{2\pi} e^{-2i\epsilon q} \prod_k e^{+i\epsilon V_k} e^{-\epsilon V_k},$$

valid for arbitrary values of $\epsilon \in \mathbb{R}^+$. 
Indeed, keeping the spinor variables in the definition of the density $\rho_N[\lambda]$, we write explicitly the total fixed area and closure constraints in terms of the real and imaginary parts of the spinor variables, $z^A_k = x^A_k + i y^A_k$:

$$\sum_k |z^A_k|^2 = \sum_k |z^I_k|^2 = 1, \quad \sum_k z^A_k z^I_k = 0,$$

or equivalently

$$\sum_k (x^A_k)^2 + (y^A_k)^2 = \sum_k (x^I_k)^2 + (y^I_k)^2 = 1, \quad \sum_k x^A_k x^I_k + y^A_k y^I_k = \sum_k x^A_k y^I_k - y^A_k x^I_k = 0. \quad (38)$$

This means that we have two unit vectors of dimension $2N$, $(x^0_k, y^0_k)$ and $(x^1_k, y^1_k)$, both on the $(2N-1)$-dimensional sphere $S_{2N-1}$. The second vector $(x^1_k, y^1_k)$ is actually orthogonal to the first vector $(x^0_k, y^0_k)$ but also to the vector $(y^0_k, -x^0_k)$ itself orthogonal to the former vector. This means that this second vector $(x^1_k, y^1_k)$ actually lives on a $(2N-3)$-dimensional sphere $S_{2N-3}$ still with unit radius. This leads to a simple geometric interpretation of the density $\rho_N[\lambda]$ of polyhedra with $N$ faces and fixed total area as the product of the volumes of the spheres $S_{2N-1}$ and $S_{2N-3}$:

$$\rho_N[\lambda] = \lambda^{2N-4} \frac{1}{4(\pi^2)^N} \text{Vol}(S_{2N-1}) \text{Vol}(S_{2N-3}) = \lambda^{2N-4} \frac{1}{4(\pi^2)^N} \frac{2\pi^N}{(N-1)!} \frac{2\pi^{N-1}}{(N-2)!} = \frac{\lambda^{2N-4}}{(N-1)!(N-2)!}, \quad (39)$$

where the factor $\pi/4$ adjusts the over-all normalization of the integrals.

From the point of view of unitary groups, the situation is clear: we are computing the volume of the coset $U(N)/U(N-1) \times U(N-1)/U(N-2)$, which is isomorphic to the product of the two spheres $S_{2N-1} \times S_{2N-3}$.

Below, we will analyze the average of polynomial observables over the ensemble of polyhedra and we will fully use this for this purpose the $U(N)$ structure. In practice, we will normalize all the results by the overall volume of the space of polyhedra at fixed total area by simply using the normalized Haar measure on the unitary group $U(N)$.

**B. Probing the Average Geometry of a Polyhedron and Fluctuations**

We would like to characterize a typical polyhedron drawn at random from the ensemble with the Haar measure on $U(N)$. To this purpose, we compute the averages of the normal vectors and their correlations. Using the explicit expression of the spinors and vectors in terms of the unitary matrix $U \in U(N)$ as given earlier by \[32\],

$$|z_k| = \sqrt{\lambda} \begin{pmatrix} U_{k1} \\ U_{k2} \end{pmatrix}, \quad V_k = \langle z_k | z_k \rangle = \lambda \sum_{\alpha=1,2} \bar{U}_{k\alpha} U_{k\alpha}, \quad V^a_k = \langle z_k | \sigma^a | z_k \rangle = \lambda \sum_{\alpha,\beta} \bar{U}_{k\alpha} U_{k\beta} \sigma^a_{\alpha\beta}, \quad (40)$$

the averages of product of the norms $V_k$ or vector components $V^a_k$ can all be re-cast as polynomial integrals over $U(N)$ of the type:

$$\int_{U(N)} dU U_{i_1 j_1} U_{i_2 j_2} \ldots U_{i_n j_n} \bar{U}_{k_1 l_1} \ldots \bar{U}_{k_n l_n}, \quad (41)$$

where the number of $U$’s and of its complex conjugate $\bar{U}$’s must match else the integral vanishes. Here we focus on the explicit computation of these integrals up to the 4th order, using the basic recoupling theory of $U(N)$ representations, in order to probe the average geometry and uncertainty of the polyhedra. Below, we will give the generic behavior of the polynomial integrals in section \[31\] and discuss how such integrals can be generated from the Itzykson-Zuber formula in section \[31\].

Starting with quadratic integrals, we compute the average norm of each normal vector:

$$\langle V_k \rangle = \lambda \int dU (\bar{U}_{k1} U_{k1} + \bar{U}_{k2} U_{k2}) = \frac{2\lambda}{N}, \quad (42)$$

using the orthogonality of the matrix elements of a $U(N)$ group element in the fundamental $N$-dimensional representation. This was expected since the total area is $2\lambda$, which is shared isotropically among the $N$ normal vectors. Besides this, the average of each of the vector components $\langle V^a_k \rangle$ vanishes.

The next step is to compute the quartic integrals $\langle V^2_k \rangle$ and $\langle V^a_k V^b_k \rangle$. This is done using the explicit formula (computed by decomposing the tensor product $U \otimes \bar{U}$ as the matrix elements of the group element $U$ in the trivial
and adjoint representations):

\[
\int_{U(N)} dU U_{ij} \tilde{U}_{\alpha \beta} U_{\mu \nu} \tilde{U}_{kl} = \frac{1}{N^2} \delta_{i \alpha} \delta_{j \beta} \delta_{\mu \nu} + \frac{1}{N^2 - 1} \left( \delta_{i \alpha} \delta_{k \mu} \delta_{j \beta} \delta_{l \nu} - \frac{1}{N} \delta_{i \alpha} \delta_{k \mu} \delta_{j \beta} \delta_{l \nu} - \frac{1}{N} \delta_{i \alpha} \delta_{k \mu} \delta_{j \beta} \delta_{l \nu} + \frac{1}{N^2} \delta_{i \alpha} \delta_{k \mu} \delta_{j \beta} \delta_{l \nu} \right).
\]

Applying this to the average squared-norm and correlations between vector components, straightforward calculations give:

\[
\langle V_i^2 \rangle = \lambda^2 \int dU U_{ia} \tilde{U}_{ia} U_{kb} \tilde{U}_{kb} = \frac{6 \lambda^2}{N(N + 1)}, \quad \langle V_i^a V_i^b \rangle = \frac{+2 \lambda^2 \delta_{ab}}{N(N + 1)},
\]

\[
\langle V_i V_j \rangle_{i \neq j} = \lambda^2 \frac{2(N - 1)}{(N - 1)N(N + 1)}, \quad \langle V_i^a V_j^b \rangle = \frac{-2 \lambda^2 \delta_{ab}}{N(N^2 - 1)}.
\]

First, this allows to compute the spread of a face area:

\[
\sqrt{\langle V_i^2 \rangle - \langle V_i \rangle^2} = \frac{\lambda \sqrt{2}}{N} \sqrt{\frac{N - 2}{N + 1}} \sim_{N \to 1} \frac{\langle V_i \rangle}{\sqrt{2}},
\]

which means that the probability distribution of the area of a face remains fuzzy even as the number of faces grows.

Second, looking at the correlation \(\langle V_i V_j \rangle\) between the areas of two distinct faces, we can check that \(\sum_{i,j} \langle V_i V_j \rangle = 4 \lambda^2\) as expected from the fixed total area constraint \(\sum_i V_i = 2 \lambda\). Moreover, we check that the area of faces becomes more and more decoupled as the number of faces grows:

\[
\frac{\langle V_i V_j \rangle - \langle V_i \rangle \langle V_j \rangle}{\langle V_i \rangle \langle V_j \rangle} = \frac{N - 2}{2(N^2 - 1)} \to_{N \to \infty} 0.
\]

Third, we introduce another set of observables \(\Theta_{ab}\) characterizing the shape of a polyhedron:

\[
\Theta_{ab} = \sum_i V_i^a V_i^b - \frac{1}{3} \delta^{ab} V_i V_i,
\]

which vanishes if the normal vectors are distributed spherically, but will be non-vanishing as soon as we deviate from the isotropic distribution (e.g. if the shape of the polyhedron is more ellipsoidal than spherical). Here, we easily check that:

\[
\langle \Theta_{ab} \rangle = 0.
\]

Instead of using \(U(N)\)-integrals, one could instead compute brutally these averages and correlations as integrals over the normal vectors together with the closure constraints and fixed area constraint. We give the explicit method in appendix \(A\) and we recover the formulas above. But we have further computed the mean value \(\langle \Theta_{ab} \Theta_{cd} \rangle\) in order to get the standard deviation from the spherical configuration:

\[
\langle \Theta_{ab} \Theta_{cd} \rangle = \lambda^4 \frac{4(4N^2 + N - 2)\delta^{ab} \delta^{cd} - 6(N - 1)(\delta^{ac} \delta^{bd} + \delta^{ad} \delta^{bc})}{3(N - 1)N(N + 1)(N + 2)(N + 3)} \sim_{N \to \infty} N^{-3} 0.
\]

This means that the probability distribution over the ensemble of polyhedra is highly peaked about the spherical configuration. To get a simpler single indicator, we can compute the average of \(Tr \Theta^2\). Classically, \(Tr \Theta^2\) has direct expression in terms of the vector scalar products:

\[
Tr \Theta^2 = \sum_{i,j} (\tilde{V}_i \cdot \tilde{V}_j)^2 - \frac{1}{3} \left( \sum_i V_i^2 \right)^2.
\]
It is always null or positive, $\text{Tr} \Theta^2 \geq 0$, and measures somehow the shape of the polyhedron. It is maximal when the polyhedron is flat and gets smaller as the polyhedron becomes more and more spherical. For instance, it vanishes for a cube ($N = 6$ faces). We get its average by contracting the indices in the formula above:

$$\langle \text{Tr} \Theta^2 \rangle = 4\lambda^2 \frac{N(N-4)}{N(N+1)(N+2)(N+3)} \sim N^{-3} \xrightarrow{N \to \infty} 0.$$  \hfill (53)

This can be compared to the concentration of measure on the sphere $S_{2N-1} \sim U(N)/U(N-1)$ induced by the Haar measure on $U(N)$: the uniform measure concentrates very strongly about any equator as $N$ grows large (see e.g. [24] for a description of this phenomenon, focusing on its application to the entanglement of random states). We very probably have a similar concentration of measure on the coset $U(N)/U(N-2)$. We will have a closer look at this later in section III E.

It is interesting to compare these averages to the one of an ensemble of normal vectors without the closure constraints:

$$\rho^0_N[\lambda] = \int \prod_i^N d^3 \vec{V}_i \frac{\delta}{4\pi V_i} \delta \left( \sum_k V_k - 2\lambda \right).$$  \hfill (54)

We use the similar brute-force method by Fourier-transforming the $\delta$-distribution, as done in [21], with $\epsilon \in \mathbb{R}_+$:

$$\rho^0_N[\lambda] = \int \prod_i^N d^3 \vec{V}_i \frac{1}{4\pi V_i} \int dq \frac{2\pi}{\epsilon} e^{iq\epsilon} e^{i\epsilon(q\epsilon)\sum_k^N V_k - 2\lambda} = e^{2\epsilon\lambda} \int dq \frac{2\pi}{\epsilon} e^{-2\epsilon q\lambda} I^0(q) N, \quad (55)$$

with

$$I^0(q) = \int \frac{d^3 \vec{V}}{4\pi V} e^{-\epsilon V} e^{iqV} = \int_0^{+\infty} dV V e^{-\epsilon V} V e^{iqV} = \frac{1}{\epsilon^2}.$$  \hfill (56)

This allows us to compute this volume:

$$\rho^0_N[\lambda] = e^{2\epsilon\lambda} \int dq \frac{2\pi}{\epsilon} e^{-2\epsilon q\lambda} \frac{1}{\epsilon^2} \frac{\lambda^{2N-1}}{(2N-1)!} > \rho_N[\lambda].$$  \hfill (57)

Thinking in terms of spinors, this correspond to the (properly normalized) volume of a $(4N-1)$-dimensional sphere. Using the same techniques as given in appendix A of differentiating with respect to the momentum conjugated to the vectors $\vec{V}_k$, we have computed the averages and correlations of the vector components, which we note with the subscript $(0)$ to distinguish them from the average over the space of polyhedra:

$$\langle V_i \rangle^{(0)} = \frac{2\lambda}{N}, \quad \langle V_i^2 \rangle^{(0)} = \frac{3(2\lambda)^2}{N(2N+1)}, \quad \langle V_i^a V_i^b \rangle^{(0)} = \frac{\delta^{ab}(2\lambda)^2}{N(2N+1)}, \quad (58)$$

$$\langle V_i V_j \rangle^{(0)} = \frac{2(2\lambda)^2}{N(2N+1)}, \quad \langle V_i^a V_j^b \rangle^{(0)} = 0.$$  \hfill (59)

At leading order in $N$, we find the same average $\langle V_i \rangle$ and spread $\langle V_i^2 \rangle$ for the individual face areas. Here, we can easily go further and compute exactly all the averages $\langle V_i^n \rangle$ for an individual face area. Indeed:

$$\langle V_i^n \rangle^{(0)} = \frac{1}{\rho^0_N[\lambda]} e^{2\epsilon\lambda} \int dq \frac{2\pi}{\epsilon} e^{-2\epsilon q\lambda} I^0(q) N^{-1} I^n(q),$$

with

$$I^n(q) = \int_0^{+\infty} dV V^{n+1} e^{-\epsilon V} e^{iqV} = (-\partial_\epsilon)^n I^0(q) = (n+1)! (\epsilon - iq)^{-(n+2)},$$

which gives:

$$\langle V_i^n \rangle^{(0)} = (2\lambda)^n \frac{(n+1)! (2N-1)!}{(2N+n-1)!}.$$  \hfill (60)
Furthermore, the closure condition is obviously satisfied in average $\langle \sum_i V_i^{(2)}(0) \rangle = 0$, but it now has a non-trivial spread:

$$\| \sum_i V_i^{(2)}(0) \| = \frac{3(2\lambda)^2}{2N+1}. \tag{60}$$

This is due to the vanishing of the correlation between components of two distinct vectors $i$ and $j$. Indeed the main difference between the ensembles satisfying or not the closure constraints is in the correlations between normal vectors.

For an individual vector, it does not change the leading order (in $N$) of the averages of the powers of the area $\langle V_i^n \rangle$ (though the exact full expression does change), as we will check later in section [III]D.

Going further, we easily check that $\langle \Theta^{ab}(0) \rangle = 0$ and that the ensemble is also peaked on spherically symmetric sets of vectors. We nevertheless expect a deviation for the averages $\langle \Theta^{ab}\Theta^{cd}(0) \rangle$ but we haven’t checked this explicitly.

Up to now we have looked explicitly at integrals up to order 4 in the normal vectors (up to order 8 in the spinors). Using the $U(N)$ framework, it is possible to compute generic formulas for all polynomial integrals over the unitary group and thus compute at least at leading order all polynomial averages over the ensemble of (framed) polyhedra, as we will see in the next section. This is much more powerful than the method of differentiating the partition function.

C. Polynomial Averages at Leading Order

Using the interplay between the irreducible representations of $U(N)$ and of the permutation group $S_n$, $[?]$ give a systematic formula for polynomial integrals over $U(N)$:

$$\int dU U_{i_1,j_1} \cdots U_{i_n,j_n} \bar{U}_{k_1,l_1} \cdots \bar{U}_{k_n,l_n} = \sum_{\sigma, \tau \in S_n} \delta_{i_1 k_{\sigma(1)}}, \delta_{j_1 l_{\tau(1)}} W_{S_N}^{(n)}(\sigma \tau^{-1}) \tag{61}$$

where the sum is over permutations $\sigma$ and $\tau$. The factor is given explicitly as

$$W_{S_N}^{(n)}(\sigma) = \frac{1}{n!^2} \sum_{\Lambda \vdash n} \chi^\Lambda(\emptyset)^2 \chi^\Lambda(\sigma) \frac{S_{\Lambda,N}(1)}{s_{\Lambda,N}(1)}, \tag{62}$$

where the sum is over partitions $\Lambda \vdash n$ of the integer $n$, $\chi^\Lambda$ is the corresponding character of the permutation group $S_n$, and $s_{\Lambda,N}(x_1, \ldots, x_N)$ is the corresponding Schur function, with in particular $s_{\Lambda,N}(1) = s_{\Lambda,N}(1, \ldots, 1)$ the dimension of the irreducible representation of $U(N)$ associated with $\Lambda$.

Furthermore, $[22]$ goes further and uses combinatorics to provide an asymptotic formula for the symbol $W_g$ at large $N$:

$$W_{S_N}^{(n)}(\sigma) \sim_{N \to \infty} \frac{1}{N^k} \prod_{k=1}^K (-1)^{|c_k|} |c_k| \cdot \left( \begin{array}{c} 2c \\ c \end{array} \right) \left( \begin{array}{c} 2c \\ c+1 \end{array} \right), \tag{63}$$

in terms of the cycle decomposition of the permutation $\sigma = c_1 \ldots c_K$. For a generic permutation $|\sigma|$ is the minimal number of transpositions needed to write $\sigma$. For a cycle, $|c|$ is simply the length of the cycle minus one. $C_c$ is the $c$-th Catalan number:

$$C_c \equiv \frac{1}{c+1} \left( \begin{array}{c} 2c \\ c \end{array} \right) = \frac{(2c)!}{c!(c+1)!} \sim 1 \frac{2^{2c}}{c \sqrt{\pi} c^{3/2}},$$

in terms of binomial coefficients. Large $N$ corresponds geometrically to a very large number of faces and thus at a refinement limit for the polyhedra. This will likely be very useful to understand the large $N$ limit of the distribution of polyhedra and thus study their continuous limit. This result was used in $[22]$ to study the large $N$ limit of the Itzykson-Zuber formula, or more precisely of its derivative,

$$\lim_{N \to \infty} \frac{\partial^n}{\partial \theta^n} \frac{1}{N^2} \log \int_{U(N)} dU e^{\theta N \text{Tr}(XUYU^*)} \bigg|_{\theta=0}$$

when the normalized traces $N^{-1} \text{Tr} X^k$ and $N^{-1} \text{Tr} Y^k$ converge at large $N$ (for all $k$’s). We will investigate below how the Itzykson-Zuber formula can be actually used as the generating function for these polynomial integrals over $U(N)$. 
Applying this formula to the product of vector components \( V_{ij}^a \), the indices \( j \)'s and \( l \)'s in the integral (61) will all be equal to 1 or 2 and contracted with Pauli matrices \( \sigma_{ij}^2 \). The indices \( i \)'s and \( k \)'s correspond to the index of the vectors between 1 and \( N \). The permutation \( \sigma \) have to match the \( i \)'s with the \( k \)'s, thus does not mix between different vectors, while the permutation \( \tau \) have to match the \( j \)'s with the \( l \)'s and can mix terms corresponding to different vectors. Then one has to compute the traces of product of Pauli matrices corresponding to the cycles of the permutation \( \tau \).

Thus in theory it is possible to compute systematically the average of any polynomial observables using this formula. In practice, this can become tedious. Nevertheless, the structure of the formula is rather simple (in terms of the permutations \( \sigma \) and \( \tau \)) and one could study in a straightforward manner the averages of the powers of an interesting observable (e.g. the individual face area or the volume of the polyhedron) if one wanted.

An equivalent formula but worded differently can be found in (26), related to the evaluation of the twirling operator in quantum information and used in the context of the convergence to equilibrium under a random Hamiltonian. Considering the Hilbert space of \( \bigotimes_{k=1}^n C^N \), on which the unitary operators \( U^{\otimes n} \) act. We consider the representation of the permutation group \( S_n \) defined by swapping subsystems:

\[
\forall \sigma \in S_n, \quad D^{(N)}(\sigma)(e_{i_1} \otimes \ldots \otimes e_{i_n}) = e_{\sigma^{-1}(i_1)} \otimes \ldots \otimes e_{\sigma^{-1}(i_n)}, \quad (64)
\]

where \( \{e_i\}_{i=1..N} \) forms a basis of \( C^N \). Following the notations of (26), we write \( V_{\sigma} \) as short for the operator \( D^{(N)}(\sigma) \).

It is easy to compute the character of this representation \( D^{(N)} \):

\[
\chi^{D^{(N)}}(\sigma) = N^{\ell(\sigma)},
\]

where \( \ell(\sigma) \) is the number of cycles in the cycle decomposition of the permutation \( \sigma \).

Then defining the twirling operator \( T_n(\cdot) = \int dU U^{\otimes n} \cdot U^{\otimes n\dagger} \), we have for any two operators \( A, B \) acting on \( (C^N)^{\otimes n} \):

\[
\text{Tr} \, A T_n(B) = \sum_{\sigma, \tau} a_{\sigma} b_{\tau} M_{\sigma\tau}^{-1} \quad \text{with the matrix} \quad M_{\sigma\tau} = \text{Tr} V_{\sigma^{-1}} V_{\tau}, \quad (65)
\]

and the vectors \( a_{\sigma} \equiv \text{Tr} \, A V_{\sigma^{-1}} \) and the same for \( B \). The proof can be found in (26). The matrix \( M \) has a simple form:

\[
M_{\sigma\tau} = \text{Tr} V_{\sigma^{-1}} V_{\tau} = \chi^{D^{(N)}}(\sigma^{-1}\tau) = N^{\ell(\sigma^{-1}\tau)},
\]

and the whole issue is to invert this matrix, which leads to the same result as presented above when applied to operators \( A \) and \( B \) taken in the standard basis. More details on the structure and possible computation of \( M^{-1} \) can be found in (26) for the interested reader.

### D. Itzykson-Zuber Formula as Generating Function

The Itzykson-Zuber formula allows to compute the integral over \( U(N) \) of the exponential of matrix elements of \( U \) and \( \bar{U} \). Based on the localization of integrals, it first appeared in relation to matrix models and two-dimensional quantum gravity (10) and be computed explicitly using the Harish-Chandra formula (e.g. (25)).

It goes as follows. Let us consider two \( N \times N \) matrices \( X \) and \( Y \) and let \((x_i)\) and \((y_i)\) be their respective eigenvalues. We call \( \Delta(X) = \prod_{i<j} (x_j - x_i) \) and \( \Delta(Y) = \prod_{i<j} (y_j - y_i) \) their Vandermonde determinant. Then the Itzykson-Zuber formula reads:

\[
\int_{U(N)} dU \, e^{i\theta \text{Tr}(Y U^\dagger X U)} = \frac{\det(e^{i\theta x_j y_k})_{1 \leq j,k \leq N}}{\Delta(X)\Delta(Y)} (i\theta)^{-N(N-1)/2}. \quad (66)
\]

Choosing appropriate matrices \( X \) and \( Y \), this Itzykson-Zuber formula can be seen as the generating function for all the correlations between the normal vectors over our polyhedron ensemble. In our case, let us give an example with the observable \( V_i \) and its powers. We have:

\[
V_i = (z_i z_i) = \lambda (U_{ii} \bar{U}_{ii} + U_{i2} \bar{U}_{i2}) = \text{Tr} (Y U^\dagger X U), \quad \text{with} \quad Y_{jk} = (\delta_{j1}\delta_{k1} + \delta_{j2}\delta_{k2}) \quad \text{and} \quad X_{jk} = \delta_{ji}\delta_{kl}.
\]

The matrix \( Y \) is fixed and implements the reduction from \( U(N) \) to our space of polyhedron \( U(N)/U(N-2) \). The matrix \( X \) selects the considered observables. Then the mean value \( \langle \exp(i\theta V_i) \rangle \) is an Itzykson-Zuber integral:

\[
\langle e^{i\theta V_i} \rangle = c \int_{U(N)} dU \, e^{i\theta \text{Tr}(Y U^\dagger X U)} = 1 + \sum_{n=1}^{\infty} \frac{(N-1)!}{(n + N - 1)!} (n + 1) (i\theta \lambda)^n, \quad (67)
\]
where \( c \) is a normalization constant such that \( \langle 1 \rangle = 1 \) for \( \theta = 0 \). The trick to derive this formula is to regularize the Itzykson-Zuber formula by shifting slightly all the eigenvalues of \( X \) and \( Y \) to ensure that they are different and then to send these regulators to 0 at the end. Then this result gives us directly all the mean values \( \langle \langle V_i \rangle \rangle \), without having to suitably differentiate the density of state \( \rho_N [\lambda] \) as in section \[ III B \] or compute the polynomial \( U(N) \) integrals as in section \[ III C \].

\[
\langle V^n \rangle = \chi^n \frac{(n+1)!(N-1)!}{(N+n-1)!},
\]

which matches our expressions already derived for \( \langle V \rangle \) and \( \langle V^2 \rangle \). We can compare them to the free model without closure constraints as introduced earlier in section \[ III B \] which had the following averages \( \langle \langle V \rangle \rangle \):

\[
\langle V^n \rangle^{(0)} = (2\lambda)^n \frac{(n+1)!(2N-1)!}{(2N+n-1)!}.
\]

First, we notice that these are different (though similar), showing that the two models are clearly distinct and have a different probability distribution for the individual face areas. Second, as claimed earlier, the two expressions nevertheless match at large \( N \) for a fixed power \( n \):

\[
\langle V^n \rangle \sim \frac{\chi^n}{N^n} \sim \langle V^n \rangle^{(0)}.
\]

We can go further and get the formula for the fixed matrix \( Y \) but for arbitrary matrix \( X \). We perturb around the actual eigenvalues of \( Y \) as \( y_1 = 1 + \epsilon_1, y_2 = 1 + \epsilon_2 \) and \( y_{k \geq 3} = \epsilon_k \). Both numerator and denominator of the Itzykson-Zuber vanish as all the \( \epsilon_i \) are set to 0. We can nevertheless suitably differentiate both numerator and denominator (using L'Hôpital rule) until we reach non-vanishing values, here \( \partial_{\epsilon_N} (N-2) \epsilon_{N-1} \cdots \partial_{\epsilon_3} \partial_{\epsilon_2} \). This leads to for \( N \geq 4 \):

\[
\text{det} \left( e^{i\theta x_i y_k} \right)_{1 \leq j, k \leq N} \overset{\text{Δ}(Y)}{\longrightarrow} \frac{\theta^{N(N+1)}}{N(N-3)!} \sum_{\sigma} \epsilon[\sigma] x_{\sigma(1)}^{N-2} x_{\sigma(2)}^{N-3} \cdots x_{\sigma(N-2)} e^{i\theta x_{\sigma(N-1)} x_{\sigma(1)} x_{\sigma(N)}} \frac{1}{(N-1)! \prod_{k=1}^{N-2} k!}.
\]

The numerator is a modified Vandermonde determinant (but vanishes when \( \theta = 0 \)) while the denominator comes from differentiating the original Vandermonde determinant \( \Delta(Y) \) (it is also the determinant of the \( (N-2) \times (N-2) \) matrix whose matrix elements are given by \( m_{ij} = \prod_{k=1}^{i} (k + j) \)). This provides a direct formula for the observables \( \sum_i x_i V_i \) for a diagonal matrix \( X \):

\[
\theta \sum_i x_i V_i = (\theta \lambda) \text{Tr}(Y U^\dagger X U) \quad \text{for} \quad X = (x_1 \ldots x_N).
\]

When the matrix \( X \) is arbitrary and not diagonal, its off-diagonal components allows us to probe the correlations between the various spinors \( z_i \):

\[
(\theta \lambda) \text{Tr}(Y U^\dagger X U) = \theta \sum_{ij} X_{ij} (z_i | z_j).
\]

Then the Itzykson-Zuber integral can be understood as the generating function for the averages and correlations of the spinor scalar products. From these and taking into account that the vector scalar product is related to the spinor scalar product, \( | (z_i | z_j) |^2 = V_i V_j + \bar{V}_i \cdot \bar{V}_j \), we can extract in principle all the averages and correlations of the SU(2)-invariant polynomials in the vector components \( \bar{V}_i^2 \). It would be interesting to apply these techniques to computing the averages of the powers of the (squared) volume observable, in order to get a better idea of the typical shape of polyhedra, but also because the exact spectrum of the (squared) volume operator at the quantum level is still an open issue.

Thus we have seen how the Itzykson-Zuber integral over \( U(N) \) expressed in terms of Vandermonde determinants can be considered as the generating function for the averages of all polynomial observables in the polyhedra’s normal vectors. These averages are extracted by suitable differentiating of this Itzykson-Zuber formula. An interesting point is whether the Itzykson-Zuber integral \( e^{i\theta \text{Tr}Y U^\dagger X U} \) for the fixed considered \( Y \) but arbitrary \( X \) can have a physical or geometrical relevance, for instance when investigating some (random) dynamics on the space of (framed) polyhedra. We leave this for future investigation.
E. Explicit U(N) Parametrization and Haar Measure

We now turn to another method to compute these integrals over U(N) using an explicit parametrization of the unitary matrices and the corresponding recursive formula for the Haar measure on U(N) \[27\].

The goal is to draw a unitary matrix at random with respect to the Haar measure, or more precisely to draw at random its two first columns, that is two orthogonal complex \(N\)-vectors of unit norm. The details of the parametrization and construction for the whole unitary matrix can be found in \[27\]. Here, we will only detail the parametrization of the two first columns and thus of the spinors defining the polyhedra with \(N\) faces.

The parametrization is best defined recursively. We start with the case \(N = 2\). Two arbitrary orthogonal complex 2-vectors of unit norm can be written as:

\[
    v^{(2)} = \begin{pmatrix} e^{i\theta_1} \cos \alpha_2 \\ e^{i\theta_2} \sin \alpha_2 \end{pmatrix}, \quad w^{(2)} = e^{i\phi_2} \begin{pmatrix} -e^{i\theta_1} \sin \alpha_2 \\ e^{i\theta_2} \cos \alpha_2 \end{pmatrix},
\]

where the phases \(\theta_1, \theta_2\) and \(\phi_2\) live in \([0, 2\pi]\) while the rotation angle \(\alpha_2\)'s range is \([0, \frac{\pi}{2}]\). The normalized Haar measure then reads:

\[
d\mu_2 = \frac{1}{N_2} \sin(\alpha_2) \cos(\alpha_2) d\alpha_2 d\theta_1 d\theta_2 d\phi_2, \quad \text{with} \quad N_2 = \frac{1}{2} (2\pi)^3.
\]

The components of the two spinors are read directly from these complex vectors:

\[
z_i = \sqrt{\lambda} \begin{pmatrix} v_i^{(2)} \\ w_i^{(2)} \end{pmatrix}, \quad z_1 = e^{i\theta_1} \sqrt{\lambda} \begin{pmatrix} \cos \alpha_2 \\ -e^{i\phi_2} \sin \alpha_2 \end{pmatrix}, \quad z_2 = e^{i\theta_2} \sqrt{\lambda} \begin{pmatrix} \sin \alpha_2 \\ e^{i\phi_2} \cos \alpha_2 \end{pmatrix}.
\]

This provides a parametrization of a unitary matrix in U(2) as expected.

Then we can define the two complex vectors \(v^{(N)}\) and \(w^{(N)}\) recursively from \(v^{(N-1)}\) and \(w^{(N-1)}\) as:

\[
v^{(N)} = \begin{pmatrix} \cos \alpha_N v^{(N-1)} \\ e^{i\phi_N} \sin \alpha_N \end{pmatrix}, \quad w^{(N)} = \begin{pmatrix} \cos \beta_N w^{(N-1)} \\ 0 \end{pmatrix} + e^{i\phi_N} \begin{pmatrix} -\sin \alpha_N \sin \beta_N v^{(N-1)} \\ e^{i\phi_N} \cos \alpha_N \sin \beta_N \end{pmatrix},
\]

where we have added four new parameters, \(\theta_N, \phi_N \in [0, 2\pi]\) and \(\alpha_N, \beta_N \in [0, \frac{\pi}{2}]\). The normalized Haar measure is now:

\[
d\mu_N = \frac{1}{N_N} d\theta_1 \prod_{k=2}^{N} \sin \alpha_k \cos^{2k-3} \alpha_k d\theta_k d\phi_k \prod_{k=3}^{N} \sin \beta_k \cos^{2k-5} \beta_k d\beta_k, \quad \text{with} \quad N_N = \frac{(2\pi)^{2N-1}}{\prod_{k=2}^{N} 2(k-1) \prod_{k=3}^{N} 2(k-2)}.
\]

We can read the components of the \(N\) spinors directly from these two complex vectors, up to the global scale factor \(\sqrt{\lambda}\). In total, we have parametrized our spinors using \((4N - 4)\) angles \(\alpha_k, \beta_k, \theta_k, \phi_k\) plus \(\lambda\). These are \((4N - 3)\) parameters, exactly the dimension of the space of \(N\) spinors satisfying the closure constraints. If we want to further gauge fix the SU(2) invariance, we can fix the direction of the last vector \(V_N\). In terms of the components of the last spinor, \(z_N = e^{i\theta_N} (\sin \alpha_N, e^{i\phi_N} \cos \alpha_N \sin \beta_N)\), this amounts to fixing \(\phi_N = \alpha_N = \beta_N = 0\). Fixing these three parameters, this provides an explicit parametrization of the \((4N - 6)\)-dimensional space \(\mathcal{P}_N^\times\) of framed polyhedra up to 3d rotations.

If we consider the first vector \(v^{(N)}\), we can give its full expression:

\[
v^{(N)} = \begin{pmatrix} e^{i\theta_1} \cos \alpha_2 \cos \alpha_3 \ldots \cos \alpha_N \\ e^{i\theta_2} \sin \alpha_2 \cos \alpha_3 \ldots \cos \alpha_N \\ e^{i\theta_3} \sin \alpha_3 \cos \alpha_4 \ldots \cos \alpha_N \\ \vdots \\ e^{i\theta_N} \cos \alpha_N \end{pmatrix}
\]

with \(d\mu(v^{(N)}) \propto \prod_{i}^{N} d\theta_i \prod_{k=2}^{N} \sin \alpha_k \cos^{2k-3} \alpha_k d\alpha_k\).

This gives actually a random vector on the complex unit sphere in \(\mathbb{C}^N\), distributed uniformly with respect to the Haar measure on U(N). It is well known that there is a phenomenon of concentration of measure on the complex
sphere as $N$ grows, e.g. [24]. More precisely, the integral over the complex sphere is almost equal to the simpler integral over the equator of the sphere (for $\alpha_N = 0$). This is due to the specific shape of the Haar measure in this parametrization, which gets concentrated to the equator as $N$ grows large. In the context of quantum information (and quantum computing), this concentration of measure is often used to argue that arbitrary states are maximally entangled between subsystems as the dimensions of the Hilbert spaces grows large, e.g. [24, 28].

Here we are drawing a second complex vector $w^{(N)}$, which is orthogonal to the first one. It would be interesting to investigate whether there is a similar phenomenon of concentration of measure and what would be its geometrical interpretation on the space of (framed) polyhedra. We postpone such analysis to future investigation. Nevertheless, this explicit parametrization does provide a very useful tool in order to compute the average of any polynomial observable over the space of polyhedra as an explicit trigonometric integral.

IV. DEFORMING QUANTUM POLYHEDRA

This section is dedicated to the study of the quantum case: we quantize the space of framed polyhedra into the Hilbert space of SU(2) intertwiners interpreted as quantum polyhedra, following the previous work done in [2, 3, 12, 13]. We will see that the Hilbert space of quantum polyhedra has the same structure as the classical set of framed polyhedra. We have indeed a cyclic action of the $U(N)$ transformations on quantum polyhedra with fixed total boundary area and we can construct coherent polyhedron state labeled by the classical framed polyhedra (up to 3d rotations). Finally, we will give two ways to write the trace of geometrical operators: either using the $U(N)$ character formula, which is interpreted as the quantum counterpart of the Itzykson-Zuber integral formula or using the coherent states and having an integral over “fuzzy” polyhedra.

A. Quantizing Polyhedra into Intertwiners

We canonically quantize the space of spinors $\mathbb{C}^{2N}$ by promoting the components of the spinors and their complex conjugate to harmonic oscillators:

$$\{z^A_i, z^B_j\} = -i \delta^{AB} \delta_{ij} \quad \rightarrow \quad [a^A_i, a^B_j] = \delta^{AB} \delta_{ij},$$

where we have taken the convention $\hbar = 1$. As shown and used in [2, 3, 12, 13] (see also [3, 4, 29]), the closure constraints $C^a$ generating the SU(2) action on spinors, the $U(N)$ generators $F_{ij}$ and the SU(2)-invariant observables $F_{ij}$ are all quantized without ambiguity and their algebra at the quantum level is without any anomaly. We consistently choose the normal ordering, keeping the annihilation operators $a^{0,1}$ to the right and the creation operators $a^{0,1\dagger}$ to the left. For details, the interested reader can refer to those references. We will nevertheless give here a quick summary of the main structures, relevant to our main point, that is the $U(N)$ action on SU(2) intertwiners.

For the sake of completeness, we give the expressions of the basic operators, which are all quadratic in the harmonic oscillators. When there can be no confusion, we will not distinguish the classical quantity from the quantum operator, else we will put a hat “ on the quantum operator. For the SU(2) generators, we have $C^a = \sum_i V^a_i$ with:

$$V^a_i = \sum_{A,B} \sigma^a_{AB} a^+_i a^B_i, \quad V^-_i = (a^0_i a^0_i - a^{1\dagger}_i a^{1\dagger}_i), \quad V^{+}_i = a^{0\dagger}_i a^1_i, \quad V^{-}_i = a^{1\dagger}_i a^0_i.$$  

These form on each face $i$ the Schwinger representation of the $\mathfrak{su}(2)$ algebra in terms of two harmonic oscillators. We also introduce the operator giving the total energy of the oscillators living on the face $i$ as the quantization of the norm of the normal vector $V_i$:

$$V_i = \sum_A a^{A\dagger}_i a^A_i, \quad [V_i, V^a_i] = 0.$$  

As well-known, this SU(2) representation is reducible and irreducible components are obtained by diagonalizing the Casimir operator $V_i$, whose eigenvalues are twice the spin living on that face, $2 j_i \in \mathbb{N}$. This is interpreted as usual as the quantization of the individual face areas.

We similarly quantize the spinor scalar products:

$$E_{ij} = a^{0\dagger}_i a^0_j + a^{1\dagger}_i a^1_j, \quad F_{ij} = a^0_i a^1_j - a^{1\dagger}_i a^0_j, \quad F^{\dagger}_{ij} = a^{0\dagger}_i a^{1\dagger}_j - a^{1\dagger}_i a^{0\dagger}_j.$$  

It is straightforward to compute the commutators of these operators and check that they give the same results as their Poisson brackets. In particular, the $E$’s and $F$’s commute with the closure constraint operators $C^a$ and thus are
SU(2)-invariant. Moreover the $E_{ij}$ form a closed $u(N)$ algebra. Using the definition in terms of harmonic oscillators, the Casimir of this $u(N)$ algebra is easily related to the total area \([7]\):

$$\sum_{i,j} E_{ij} E_{ij} = E(E + N - 1), \quad E = \sum_i E_{ii} = \sum_i V_i.$$ \hspace{1cm} (79)

Looking at the Hilbert spaces, we start with $2N$ copies of the Hilbert space of a single harmonic oscillator, \(\mathcal{H}_{HO} \otimes \mathcal{H}_{HO} \otimes^{\otimes N} = L^2(\mathbb{C}^{2N})\). Each couple \((\mathcal{H}_{HO} \otimes \mathcal{H}_{HO})\) can be decomposed in irreducible representations of SU(2) with arbitrary spin $j \in \mathbb{N}/2$ (given by half the total number of quanta of the oscillators). Then we impose a SU(2)-invariance by requiring that the closure constraint operators $C^a = \sum_i V_i^a$ vanish on the states. This is exactly the Hilbert space of SU(2) intertwiners between $N$ irreducible representations:

$$\mathcal{H}^{(N)} = \text{Inv}_{\text{SU}(2)} \left[ (\mathcal{H}_{HO} \otimes \mathcal{H}_{HO}) \otimes^{\otimes N} \right] = \text{Inv}_{\text{SU}(2)} \left[ \bigotimes_i \bigoplus_{j \in \mathbb{N}/2} V_j \right] = \bigoplus_{\{j_i\}_{i=1}^N} \text{Inv}_{\text{SU}(2)} \left[ \bigotimes_i V_{j_i} \right],$$ \hspace{1cm} (80)

where we write $V_j$ for the irreducible SU(2)-representation of spin $j$. On this Hilbert space of intertwiners, we have a U(N) action generated by the $E_{ij}$. Since the corresponding $u(N)$-Casimir $\sum_{i,j} E_{ij} E_{ij}$ is determined in terms of the total area operator $E$ whose value is simply the sum of twice the spins $\sum_i^N (2j_i)$, we can simply decompose the space $\mathcal{H}^{(N)}$ in irreducible components by fixing the value of the total area:

$$\mathcal{H}^{(N)} = \bigoplus_{J \in \mathbb{N}} \mathcal{R}_N^J, \quad \mathcal{R}_N^J = \bigoplus_{\sum_{j=1}^N j_i = J} \text{Inv}_{\text{SU}(2)} \left[ \bigotimes_i V_{j_i} \right],$$ \hspace{1cm} (81)

where each Hilbert space $\mathcal{R}_N^J$ carries an irreducible representation of U(N), as shown in \([2, 7, 9]\). The corresponding Young tableaux is given by two horizon lines of equal length $J$. The corresponding highest weight vector $|\psi^J\rangle$ corresponds to a bivalent intertwiner, which is the quantum counterpart of the density of states $\rho_N[\lambda]$, which gives the volume of the space of framed polyhedra with $N$ faces and total area $2\lambda$. Indeed, looking at the large area limit while keeping $N$ fixed, gives:

$$d_N[J] = \dim \mathcal{R}_N^J = \frac{1}{J+1} \binom{N + J - 1}{J} \binom{N + J - 2}{J}.$$ \hspace{1cm} (83)

This is the total number of SU(2)-intertwiners for a fixed number of faces $N$ and fixed total area $2J = \sum_i 2j_i$. It is the quantum counterpart of the density of states $\rho_N[\lambda]$, which gives the volume of the space of framed polyhedra with $N$ faces and total area $2\lambda$. Indeed, looking at the large area limit while keeping $N$ fixed, gives:

$$d_N[J] \sim \frac{J^{2N-4}}{(N-1)!((N-2)!} + \frac{NJ^{2N-5}}{(N-1)!((N-3)!} + \cdots ,$$ \hspace{1cm} (84)

which fits at leading order in $J$ with $\rho_N[\lambda]$, as given by \([27]\), for $\lambda = J$. Notice that all the terms have the same order in $N$. Therefore, this limit can be considered carefully. To be more rigorous, one should put the $h$-factors back in the quantum expression, then this is the limit where the Planck area unit is sent to 0, while keeping the total area fixed. Then this amounts to sending the sum of the spin to $\infty$, thus giving the wanted result.

To summarize the structures, the vector operators $V_i$ acts on each subspace $V_j$, living on each face and generate the SU(2)-action on those subspaces. The SU(2)-invariant operators $E_{ij}$ act on each subspace $\mathcal{R}_N^J$, defined as the space of SU(2) intertwiners for fixed sum of the spins $J = \sum_i j_i$, and they generate a U(N)-action on each of these subspaces. Finally the $F_{ij}$ and $F_{ij}^\dagger$ operators respectively act as annihilation and creation operators on the full space of intertwiners $\mathcal{H}^{(N)}$ allowing to respectively decrease and increase the total area $J$. 


These SU(2)-intertwiners are the quantum counterpart of the classical (framed) polyhedra. They are also the basic building blocks of the spin network states of quantum (space) geometry in loop quantum gravity \cite{1}. That identification of intertwiners as quantum polyhedra is the key to the geometrical interpretation of spin network as discrete geometries constructed as (quantum) polyhedra glued together. This identification will be made even clearer below when dealing with coherent intertwiner states peaked on classical framed polyhedra.

### B. Beyond Intertwiners: non-Closed Quantum Polyhedra

Considering the tensor product of \( N \) representations of SU(2), one for to each face of the polyhedron, we have imposed up to now the closure constraint and thus required invariance of our tensor product states under SU(2). We can relax this condition and characterize states that recouple to a fixed overall spin \( J \) different from 0. This corresponds to the classical case where the closure constraints are broken and the sum of the normal vectors do not vanish but the closure vector has a fixed norm.

We are now working on another subspace of \( (\mathcal{H}_{HO} \otimes \mathcal{H}_{HO})^\otimes N = L^2(\mathbb{C}^2) \), such that the value of the SU(2)-Casimir given as the norm squared of the closure constraint operators \( C^2 \) is fixed to \( J(J+1) \):

\[
\mathcal{H}^{(\leq N)}_J = \operatorname{Cov}^J_{SU(2)} \left[ \left( \mathcal{H}_{HO} \otimes \mathcal{H}_{HO} \right)^\otimes N \right] = \bigoplus_{\{j_i\} \in 1:N} \operatorname{Cov}^J_{SU(2)} \left[ \bigotimes_i^N \mathcal{V}^{j_i} \right] = \bigoplus_{\{j_i\} \in 1:N} \operatorname{Inv}^J_{SU(2)} \left[ \mathcal{V}^{j_i} \otimes \bigotimes_i^N \mathcal{V}^{j_i} \right].
\]

(85)

This is actually equivalent to having intertwiners, i.e SU(2)-invariant states, between the \( N \) original irreducible representations \( \mathcal{V}^{j_i} \) and an extra one \( \mathcal{V}^J \).

We still have the \( U(N) \)-action on this Hilbert space \( \mathcal{H}^{(\leq N)}_J \) and we can decompose it into \( U(N) \) irreducible representations:

\[
\mathcal{H}^{(\leq N)}_J = \sum_J \bigoplus_{\sum_i^N j_i = J} \operatorname{Cov}^J_{SU(2)} \left[ \bigotimes_i^N \mathcal{V}^{j_i} \right] = \sum_J \bigoplus_{\sum_i^N j_i = J} \operatorname{Inv}^J_{SU(2)} \left[ \mathcal{V}^J \otimes \bigotimes_i^N \mathcal{V}^{j_i} \right],
\]

(86)

where the total area \( J \) is of the same parity as the overall spin \( J \) (i.e half-integer or integer depending on \( J \)) and necessarily larger or equal to \( J \).

Each of the subspaces at fixed \( J \) carries an irreducible representation of \( U(N) \). Its highest weight vector is defined by the (unique) trivalent intertwiner between SU(2)-representations of spins \( \frac{J+2}{2}, \frac{J-2}{2} \) and \( J \), i.e the values of the Cartan subalgebra generators on it are \( \mathcal{R}^J_{\leq N} \):

\[
E_{11} |\psi^J_J \rangle = (J+J) |\psi^J_J \rangle, \quad E_{22} |\psi^J_J \rangle = (J-J) |\psi^J_J \rangle, \quad \forall k \geq 3, E_{kk} |\psi^J_J \rangle = 0.
\]

Thus the corresponding Young tableaux contains two horizontal lines of respective lengths \( (J+J) \) and \( (J-J) \) and the dimensions of the representations are \( \mathcal{R}^J_{\leq N} \):

\[
d_N [J, J] = \dim \mathcal{R}^J_{\leq N} = \dim \sum_J \bigoplus_{\sum_i^N j_i = J} \operatorname{Cov}^J_{SU(2)} \left[ \bigotimes_i^N \mathcal{V}^{j_i} \right] = \frac{2J+1}{J+J+1} \left( \begin{array}{c} N+J+J-1 \\ J+J \end{array} \right) \left( \begin{array}{c} N+J-J \-2 \\ J-J \end{array} \right).
\]

(87)

It is fairly easy to check that summing over all possible values of \( J \leq J \), we recover the full Hilbert space of intertwiners for \( (N+1) \) faces and fixed total area \( J \):

\[
d_{N+1}[J] = \sum_{J \leq J} d_N[J, J].
\]

(88)

This could be proved directly either by recombining the binomial coefficients or by recursion.

Finally, it would be interesting to investigate whether there is a similar procedure to “close” non-invariant configuration as in the classical case, where we could apply a \( \text{SL}(2, \mathbb{C}) \) transformations on an arbitrary non-closed set of spinors in order to map it into a closed set of spinors defining an actual framed polyhedron. We postpone to future investigation the thorough study of the existence on a \( \text{SL}(2, \mathbb{C}) \)-action on the space of intertwiners and of its properties.
C. Probing the shape of Intertwiners

Similarly to the classical case, we now would like to compute the traces of geometrical operators on the Hilbert space of SU(2)-intertwiners at fixed number $N$ of faces and fixed total area $J = \sum_i j_i$.

We can already deduce some averages from the fixed area condition $J = \sum_i j_i$ and the formula for the dimensions of the intertwiner spaces $d_N[J]$. We obviously have:

$$\langle 2j_i \rangle = \langle V_i \rangle = \frac{1}{d_N[J]} \text{Tr}_{H(N)} V_i = \frac{2J}{N},$$

which is also equal to the classical average [42]. We can also single out explicitly one face/leg of the intertwiner. Then using the dimension of the space of tensor product states for a fixed external spin (or intertwiners with one fixed spin) given in the previous section, we compute:

$$\langle V_i^2 \rangle = \langle 4j_i(j_i + 1) \rangle = \frac{1}{d_N[J]} \sum_{j \geq \frac{1}{2}} 4j(j+1)d_{N-1}[J, j] = \frac{6J(J + N)}{N(N + 1)} = \frac{6J^2}{N(N + 1)} + \frac{6J}{N + 1}.$$  

We see that the first term in $\langle V_i^2 \rangle$ fits exactly the classical average (44). The second term is the quantum correction, and is sub-leading in the classical limit defined by taking large $J$ at fixed $N$.

Playing around with the binomial coefficients, one can show the somewhat surprising formula giving the traces of arbitrary powers of the norm:

$$\langle 2j_i(2j_i + 1) \ldots (2j_i + n) \rangle = \frac{1}{d_N[J]} \sum_{j \geq \frac{1}{2}} 2j(2j+1)\ldots(2j+n)d_{N-1}[J, j]$$

$$= J((m+2)J + 2N + m - 2)(m+1)! \frac{(N + J + m - 2)! (N - 1)!}{(N + J - 1)! (N + m)!}$$

$$= J((m+2)J + 2N + m - 2)(m+1)! \left( \frac{N + J + m - 2}{m-1} \right) \left( \frac{N + m}{m-1} \right),$$

from which we can recover the traces $\langle V_i \rangle$ and $\langle V_i^2 \rangle$.

We can square the fixed area condition and deduce the correlation between spins $i \neq k$:

$$\left\langle \left( \sum_i V_i \right)^2 \right\rangle = N \langle V_i^2 \rangle + N(N - 1) \langle V_i V_k \rangle_{i \neq k} = (2J)^2$$

$$\Rightarrow \langle V_i V_k \rangle_{i \neq k} = \langle 4j_i j_k \rangle = J^2 \frac{2(2N - 1)}{(N - 1)N(N + 1)} - \frac{6J}{(N - 1)(N + 1)}.$$  

Similarly, using the closure constraint operator, or in other words the SU(2)-invariance, we can compute:

$$\left\langle \left( \sum_i \bar{V}_i \right)^2 \right\rangle = N \langle V_i^2 \rangle + N(N - 1) \langle \bar{V}_i \cdot \bar{V}_k \rangle_{i \neq k} = 0 \Rightarrow \langle \bar{V}_i \cdot \bar{V}_k \rangle_{i \neq k} = \frac{-6J(J + N)}{(N - 1)N(N + 1)}.$$  

If we want to go further and compute traces of operators involving the values of the spins on three or more legs and thus probing the fine structure of the intertwiners, we would have to compute the dimensions of the intertwiner subspaces with fixed spins. Instead of doing this by hand, we can do this consistently using the full U(N)-character formula, which computes the trace of U(N) transformations instead of simply the dimension which gives the trace of the identity. This the method outlined in [44] and we show here that it should be considered as a generalization to the quantum case of the Itzykson-Zuber formula used as generating function for averages over the ensemble of classical polyhedra.

More precisely, the character of the U(N) representation, of highest weight $[l_1, \ldots l_N]$, computes the trace of a diagonalized unitary transformation $U = (e^{il_1}, \ldots, e^{il_N})$ as a Schur polynomial:

$$\chi_{[l_i]}(e^{i\theta_i}) = \frac{\det(e^{i\theta_i(l_i + N - i)})_{ij}}{\det(e^{i\theta_i N})_{ij}}.$$  

(94)
Here, the highest weight is given by \( l_1 = l_2 = J \) and this formula defines directly the generating functions for the spin expectation values (or equivalently the \( V_i = 2j_i \)):

\[
\langle e^{i \sum_k \theta_k B_k} \rangle = \frac{\chi,[J,J,0,\ldots]e^{i\theta_k}}{d_N[J]} = \frac{1}{d_N[J]} \frac{\det(e^{i\theta_i(J(\delta_{1i}+\delta_{2i})+N-i)}_{i\jmath})}{\det(e^{i\theta_i(N-i)}_{i\jmath})},
\]

where the normalization should be such that the expectation value of 1 is 1 (when \( \theta_i = 0 \)). The determinant at the denominator is exactly a Vandermonde determinant, while the numerator is a slight modification.

This formula contains all the traces of polynomials in the spins \( j_i \)'s. If we extend the formula to non-diagonal \( U(N) \) transformations (which we can diagonalize of course), we can generate the traces of all scalar products and powers in the basic vectors \( V_i \). As in the classical case, extracting these traces requires a careful differentiation of this generating function. It would be interesting if these traces of \( U(N) \) transformations could themselves be physically/geometrically relevant, for instance in the study of the dynamics of polyhedra and intertwiners.

D. Interpolating between Classical and Quantum Polyhedra: Coherent Intertwiner States

To better understand the link between intertwiner states and classical polyhedra, we can build coherent intertwiner states peaked on classical framed polyhedra following \[ \text{[12, 13]}, \] Following the conventions of \[ \text{[12, 13]}, \] one defines:

**Definition IV.1.** Given a set of spinors \( z_i \in \mathbb{C}^{2N} \), we define the coherent intertwiner state \( |J, \{z_i\} \rangle \) in \( \mathcal{R}_N^J \) using the \( SU(2) \) creation operators \( F^\dagger \):

\[
|J, \{z_i\} \rangle = \frac{1}{\sqrt{J!(J+1)!}} \left( \frac{1}{2} z_{ij} F_{ij} \right)^J |0\rangle = \frac{1}{\sqrt{J!(J+1)!}} \left( \frac{1}{2} \sum_{ij} z_{ij} (a_{ij}^0 a_{ij}^{1\dagger} - a_{ij}^{1\dagger} a_{ij}^0) \right)^J |0\rangle.
\]

The scalar products \( [z_i|z_j] \) are invariant under \( SU(2) \) rotations, so the intertwiner states are labeled by the orbits of spinors under global \( SU(2) \) transformations. Moreover, these scalar products are also invariant under global \( SL(2, \mathbb{C}) \) transformations, which map arbitrary sets of spinors to spinors satisfying the closure constraints. Thus the coherent intertwiner states are truly labeled by orbits of spinors under global \( SL(2, \mathbb{C}) \) transformations, that is points in the space of framed polyhedra (up to 3d rotations) \( \mathcal{P}_N^z = \mathbb{C}^{2N}/SL(2, \mathbb{C}) = \mathbb{C}^{2N}/SU(2) \) as we have seen in section [II D].

The main results established in \[ \text{[9]}, \] and revisited in \[ \text{[12, 13]}, \] are two key properties of these intertwiner coherent states: their formulation as group averaging of the tensor product of standard \( SU(2) \) coherent states, which establishes their geometrical interpretation as semi-classical polyhedron states, and then their coherence under the action of \( U(N) \). Or more precisely,

- **Decomposition on \( SU(2) \) coherent states:**

\[
\frac{1}{\sqrt{J!(J+1)!}} |J, \{z_i\} \rangle = \sum_{J=\sum_j \lambda} \frac{1}{\Pi_i (2j_i)!} \int_{SU(2)} dg \bigotimes_i g |j_i, z_i\rangle,
\]

where we group average the tensor product of individual \( SU(2) \) coherent states living on each face and defined as:

\[
|j, z\rangle = \frac{(z^0 a^{0\dagger} + z^1 a^{1\dagger})^{2j}}{\sqrt{(2j)!}} |0\rangle.
\]

These states living in \( \mathcal{V}^J \) are coherent under the action of \( SU(2) \) and thus can all be generated from the highest weight vector \( |j, J\rangle \) by acting with \( SU(2) \) transformations (up to a norm factor):

\[
g |j, z\rangle = |j, g(z)\rangle, \quad \frac{1}{\sqrt{(z|z\rangle^{2j})}} |j, z\rangle = g(z) |j, j\rangle, \quad \text{with} \quad g(z) = \frac{1}{\sqrt{(z|z\rangle^{2j})}} \begin{pmatrix} z^0 & -z^1 \\ z^1 & z^0 \end{pmatrix}.
\]

Finally, they are peaked on the classical vectors \( \hat{V}(z) = (z|z\rangle)\):
where the expectation value vector has the same direction as $\vec{V}$ but is normalized to $2j$ in term of the spin carried by the state. The group average states for fixed individual spins $j_i$ were introduced earlier in [30].

Written as such, the coherent intertwiner states $|J, \{z_i\}\rangle$ truly represent the quantized version of a classical framed polyhedron defined as a set of $N$ vectors or spinors up to $SU(2)$ transformations.

- **Coherence under $U(N)$ transformations:**
  The action of $U(N)$ transformations, generated by the operators $\hat{E}_{ij}$ at the quantum level, on the coherent intertwiner states amounts to the classical $U(N)$-action on the set of spinors labeling the state:
  \[
  \hat{U} |J, z_i\rangle = |J, (Uz_i)\rangle, \quad U = e^{ih}, \quad \hat{U} = e^{i\sum h_i \hat{E}_{ii}},
  \]
  for an arbitrary Hermitian matrix $h_i$. This ensures that the behavior of coherent intertwiner states is just the same as classical framed polyhedra. For instance, one can generate all coherent intertwiners by acting with $U(N)$ transformations on the bivalent intertwiner, just the same way as we could generate all (closed) framed polyhedra by acting with $U(N)$ transformations on the totally squeezed configuration with only two non-trivial faces. This is the key property allowing us to take the trace over the Hilbert space of intertwiners by an integral over the unitarity group $U(N)$, similarly to the classical case. This is explained below in details.

Taking into account that the Hilbert space $\mathcal{R}_N^J$ of intertwiners for fixed total sum of the spins is an irreducible representation of $U(N)$, one can write the identity of that space as an integral over $U(N)$ acting on a fixed state, say the bivalent intertwiner on the legs 1 and 2, which is exactly the integral over the coherent intertwiner states:

\[
\mathbb{I}_N = \frac{1}{J!(J+1)!} \int_{\mathbb{C}^{2N}} \prod_i \frac{e^{-(z_i^2)/2}}{\sqrt{2\pi}} |J, \{z_i\}\rangle \langle J, \{z_i\}|. \tag{101}
\]

A rigorous proof can be found in [9], and then a simpler proof in [12, 13]. Basically, this comes from writing the identity on the larger Hilbert space $\mathcal{H}^{(N)}$ in terms of the usual coherent states for the harmonic oscillators and then projecting down on the subspace with fixed total number of quanta $J$.

We also compute the scalar product between two coherent intertwiners [9]:

\[
\langle J, \{z_i\}|J, \{w_i\}\rangle = \left(\det \sum_i |w_i\rangle \langle z_i|\right)^J = \left( \frac{1}{2} \sum_{i,j} |w_i^\dagger w_j \langle z_j|z_i\rangle^J \right). \tag{102}
\]

For a single set of spinors, this also gives the norm of the coherent intertwiner state:

\[
\langle J, \{z_i\}|J, \{z_i\}\rangle = \left( \frac{1}{2} \sum_{i,j} |F_{ij}|^2 \right)^J = \frac{1}{2^{2J}} \left( \left( \sum_i V_i \right)^2 - \left| \sum_i \vec{V}_i \right|^2 \right)^J. \tag{103}
\]

We clearly see that the norm is maximized when the closure vector vanishes, $\vec{C} = \sum_i \vec{V}_i = 0$, and that we have a closed set of spinors thus corresponding to a true polyhedron. This is similarly to the result obtained in [30], which studied the saddle point approximation to the group averaging for fixed spins $j_i$ and show that a stationary point exists only if the vectors satisfy the closure constraints.

Combining these two formula, we can take the trace of the identity on $\mathcal{R}_N^J$ and recover the dimension of this Hilbert space, which we can express either as a Gaussian integral over the spinors $z_i$ or as an integral over the vectors $\vec{V}_i$:

\[
d_N[J] = \text{Tr}\mathbb{I}_N^J = \frac{1}{J!(J+1)!} \int_{\mathbb{C}^{2N}} \prod_i \frac{e^{-(z_i^2)/2}}{\sqrt{2\pi}} \left( \det \sum_i |z_i\rangle \langle z_i|\right)^J = \frac{1}{2^{2J}J!(J+1)!} \int_{\mathbb{R}^{3N}} \prod_i \frac{e^{-V_i^2/4\pi V_i}}{4\pi V_i} \left( \left( \sum_i V_i \right)^2 - \left| \sum_i \vec{V}_i \right|^2 \right)^J. \tag{104}
\]

It is possible to check this formula directly by performing the integral over the vectors $\vec{V}_i$ as done in [21]. This provides a interpretation of the space of intertwiners as almost-closed polyhedra, or fuzzy polyhedra, which are more and more peaked on true framed polyhedra (satisfying the closure constraints) as the total area $J$ grows. This fits with our
earlier claim that the dimension of the Hilbert space $\mathcal{R}^J_N$ behaves at leading order as the classical density of framed polyhedra as the total spin $J$ grows large for a fixed number of faces $N$.

We can now further the compute the trace of any unitary transformation, which provides an integral formula for the $U(N)$-character given in terms of modified Vandermonde determinant in the previous section:

$$
\chi_{[J,J,0,\ldots]}(\hat{U}) = \text{Tr}_N^J \hat{U} = \frac{1}{J!(J+1)!} \int_{C^{2N}} \prod_{i} \frac{e^{-\langle z_i | z_i \rangle}}{\pi^2} d^{4} z_i \langle J, z_i | J, (U z)_i \rangle
$$

$$
= \frac{1}{J!(J+1)!} \int_{C^{2N}} \prod_{i} \frac{e^{-\langle z_i | z_i \rangle}}{\pi^2} \left( \det \sum_{i} |(U z_i) \langle z_i | \right)^J,
$$

(105)

with $U = e^{i\theta}$ and $\hat{U} = e^{i \sum_k \theta_k E_{kl}}$ in terms of a Hermitian matrix $h$ as above. In general, the determinant is a little messy:

$$
\det \sum_{i} |(U z_i) \langle z_i | = \frac{1}{2} \sum_{ijkl} U_{ik} U_{jl} F_{kl} \bar{F}_{ij},
$$

from which we can compute the trace of $\hat{U}$ as Gaussian integral in the spinor variables. It is however simpler when looking at diagonal unitary transformations $U = e^{i \sum_k \theta_k E_k}$, which act as multiplication by individual phases on each spinor:

$$
\langle J, \{ z_i \}| e^{i \sum_k \theta_k E_k} | J, \{ z_i \} \rangle = \langle J, \{ z_i \}| e^{i \theta_i} | J, \{ z_i \} \rangle = \left[ \frac{1}{2} \sum_{ij} e^{i(\theta_i + \theta_j)} | F_{ij} |^2 \right]^J
$$

$$
= \frac{1}{2^{2J}} \left( \left| \sum_{i} e^{i\theta_i} V_i \right|^2 - \left| \sum_{i} e^{i\theta_i} \bar{V}_i \right|^2 \right)^J,
$$

from which we can compute the trace of $e^{i \sum_k \theta_k E_k}$ as an integral over the spinors or the vectors.

These traces are to be considered as the generating function for the traces of every polynomial operators in the $E$’s or $F$’s or $V$’s. Beyond this, it would be interesting to investigate if these unitary transformations can be seen as implementing the dynamics of the intertwiners for fixed boundary area (for instance, in the context of quantum black holes, see e.g. [21]), in which case these traces could be provided with a direct physical interpretation. On the other hand, we could also apply our machinery to other geometric operators. For example, an open issue is still to compute the exact spectrum of the (squared) volume operator (see nevertheless e.g. [31]) and we could attempt to compute the traces of the powers of this operator, from which we could reconstruct its spectrum.

V. ORTHOGONAL GROUP ACTION ON POLYGONS

We will now look at structures in one dimension less and study the space of polygons. We will see that we can similarly define a phase space of framed polygons, also the frame now on each edge will be reduced to a sign $\pm$. Similarly to the case of polyhedra, we will characterize the space of framed polygons for fixed boundary perimeter as a representation of the orthogonal group $O(N)$ instead of the unitary group. Working in 2d instead of 3d will also us to be more explicit in the reconstruction of the geometrical structure especially on the issue of gluing polygons together to form a two-dimensional discrete manifold.

A. Phase Space for Polygons

The phase space structure for polygons is much simpler than for polyhedra. Instead of using spinors attached to each face of the polyhedron, we will attach a single complex variable to each edge of the polygon. Let us thus start with $\{ z_i \} \in \mathbb{C}^N$ with $i = 1..N$ for polygons with $N$ edges and postulate the following canonical Poisson bracket:

$$
\{ z_j, \bar{z}_k \} = -i \delta_{jk}.
$$

(106)

This corresponds to a set of $N$ oscillators. Decomposing the complex variables in real and imaginary parts, $z_j = R_j + i I_j$, these variables look like the real version of the spinors used in the 3d case for polyhedra:

$$
z_j = R_j + i I_j \in \mathbb{C} \quad \rightarrow \quad \left( \begin{array}{c} R_j \\ I_j \end{array} \right) \in \mathbb{R}^2.
$$
In these real variables, the canonical bracket reads \( \{ R_j, I_k \} = \frac{1}{2} \delta_{jk} \). We define a closure constraint to ensure that the complex variables correspond the normal vectors to the edges of a true closed polygon:

\[
C = \sum_j z_j^2. \tag{107}
\]

The normal vectors are 2-dimensional and correspond to the square of the complex variables:

\[
z_j^2 = (R_j^2 - I_j^2) + 2iR_jI_j \quad \rightarrow \quad \bar{n}_j = \left( \frac{R_j^2 - I_j^2}{2R_jI_j} \right) \in \mathbb{R}^2. \tag{108}
\]

As we will see in details in a following section \[\text{VC}\] this ensures that we can reconstruct a unique convex polygon, such that these normal vectors are orthogonal to the polygon’s edges and their norm give the length of the corresponding edge. Then the perimeter of the polygon is given by the total energy of the oscillators:

\[
E = \sum_j |z_j|^2. \tag{109}
\]

The real part of the closure constraint generates the multiplication by a global \( U(1) \) phase to all the complex variables:

\[
e^{i\theta} (\sum_k (R_k - I_k)) \begin{pmatrix} R_j \\ I_j \end{pmatrix} = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} R_j \\ I_j \end{pmatrix}, \quad e^{i\theta} (\sum_k (R_k^2 - I_k^2)) \quad z_j = e^{i\theta} z_j, \tag{110}
\]

with \( \theta \in \mathbb{R} \) and \( e^{i\theta} \in U(1) \). The closure constraint \( C = 0 \) is clearly invariant under this global phase transformation.

On the other hand, the imaginary part of \( C \) generates global inverse re-scaling of the real and imaginary parts:

\[
e^{-\eta} (\sum_k 2R_k I_k) \begin{pmatrix} R_j \\ I_j \end{pmatrix} = \begin{pmatrix} e^\eta & 0 \\ 0 & e^{-\eta} \end{pmatrix} \begin{pmatrix} R_j \\ I_j \end{pmatrix}, \tag{111}
\]

with \( \eta \in \mathbb{R} \). The closure constraint \( C = 0 \) is not invariant under such transformations. On the contrary, we can use them map any set of complex variables onto a closed set satisfying \( C = 0 \). Indeed, starting with an arbitrary value of \( \sum_j z_j^2 \), we first set the phase of this complex number by multiplication by a global phase. It is then purely real. Second, we set its real part to 0 by the inverse re-scaling which allows to balance the sum of the squares of the real parts and imaginary parts, \( \sum_k R_k^2 = \sum_k I_k^2 \).

Combining these two type of transformations generate the \( \text{SL}(2, \mathbb{R}) \) group. As we have just shown, these transformations allow to map any complex \( N \)-vector \( (z_k)_{k=1,..,N} \in \mathbb{C}^N \) onto one satisfying the closure constraint \( C = 0 \). This is the equivalent of the \( \text{SL}(2, \mathbb{C}) \) transformations allowing to map arbitrary sets of \( N \) spinors onto a closed framed polyhedron.

### B. The Orthogonal Group Action

As before, we have the obvious \( U(N) \)-action on \( \mathbb{C}^N \) now generated by \( E_{jk} = \bar{z}_j z_k \):

\[
z_i \longrightarrow (Uz)_i = \sum_j U_{ij} z_j. \tag{112}
\]

It allows to go from \( \Omega = (1, 0, .., 0) \) to an arbitrary vector in \( \mathbb{C}^N \) up to a global scale factor:

\[
\Omega \longrightarrow (U\Omega)_i = U_{i1}, \tag{113}
\]

which means that we are working on the unit complex sphere \( U(N)/U(N-1) \sim S_{N-1}^c \sim S_{2N-1}^R \). This could be an interesting testing ground for the case of the polyhedra since we know well the phenomenon of concentration of measure on the coset \( U(N)/U(N-1) \) as \( N \) grows to infinity. As expected, the \( U(N) \) action leaves invariant the perimeter \( E \):

\[
\{ E_{ij}, E \} = 0. \tag{114}
\]
On the other hand, it does not commute with the closure constraint. However, we can introduce a linear combination of the $u(N)$ generators that does:
\[
\{E_{ij}, C\} = i z_j z_i \neq 0, \quad \{e_{ij}, C\} = 0 \quad \text{with} \quad e_{ij} \equiv -i(E_{ij} - E_{ji}) = -i(\bar{z}_i z_j - z_i \bar{z}_j).
\] (115)
These form a $\mathfrak{o}(N)$ algebra and actually generate the following action of $O(N)$ on the complex $N$-vector:
\[
z_i \mapsto (Oz)_i = \sum_j O_{ij} z_j.
\] (116)
It leaves invariant the perimeter and the closure constraint:
\[
\sum_i |z_i|^2 \rightarrow \sum_j \sum_i O_{ij} \bar{z}_j O_{ik} z_k = \sum_j \delta_{jk} \bar{z}_j z_k = \sum_i |z_i|^2,
\]
\[
\sum_i z_i^2 \rightarrow \sum_j \sum_i O_{ij} z_j O_{ik} z_k = \sum_j \delta_{jk} z_j z_k = \sum_i z_i^2.
\]
It is interesting that this action is cyclic on the set of vectors satisfying the closure constraint. Indeed starting with the vector $\omega = (1, i, 0, \ldots, 0)$ with “unit” perimeter, $\mathcal{E} = 2$, and trivially satisfying the closure constraint, we perform an orthogonal transformation $O$, with $O_{ij} \in \mathbb{R}$ and $^t OO = I$:
\[
\omega_i \mapsto (O\omega)_i = O_{i1} + iO_{i2}.
\] (117)
Thus the orthogonal matrix gives the real and imaginary parts of the complex variables. Reciprocally, starting with a $N$-vector with unit perimeter $\mathcal{E} = 2$, we write both the fixed perimeter and closure constraints in terms of the real and imaginary parts of the complex coordinates, $z_i = R_i + iI_i$:
\[
\sum_i z_i^2 = 0 = \sum_i (R_i^2 - I_i^2) + 2i \sum_i R_i I_i,
\] (118)
\[
\sum_i |z_i|^2 = 0 = \sum_i (R_i^2 + I_i^2),
\] (119)
which mean that the real $N$-dimensional vectors $R_i$ and $I_i$ are orthonormal, and thus can be identified as the first two columns of an orthogonal matrix, $R_i = O_{i1}$ and $I_i = O_{i2}$.

At the end of the day, we will be able to describe averages on the ensemble of polygons as integrals over the orthogonal group. We will go further in this direction, although we can compute similarly to the unitary group case polynomial integrals and a Itzykson-Zuber formula over $O(N)$. Instead we will focus on the geometrical interpretation of this phase space.

C. Reconstructing Polygons

Let us describe how we actually go from our complex $N$-dimensional vector $z_i$ satisfying the closure constraint to a real closed polygon (embedded in the flat plane). We would like to interpret the complex variable $z_i$ as defining the normal to an edge of the polygon. More precisely, we identify the $2$-vector $\bar{n}_i \in \mathbb{R}^2$ normal to the edge $i$ to $z_i^2 \in \mathbb{C} = \mathbb{R}^2$ with the edge length given by the modulus square $l_i = |z_i|^2$.

The crucial step of the reconstruction is that we need to (re)-order the edges according to the angle of the normal vector $\bar{n}_i$, or equivalently to the phase of $z_i^2$, so that the angles taken between 0 and $2\pi$ grows with the edge label $i$. Starting arbitrarily the position $\bar{v}_i$ of the first vertex of the polygon, say on the positive real axis for the sake of simplicity, we reconstruct the next vertex positions $\bar{v}_j$ from $\bar{n}_i = (\bar{v}_{i+1} - \bar{v}_i) \wedge \hat{e}_z$, or equivalently $(\bar{v}_{i+1} - \bar{v}_i) = \bar{n}_i \wedge \hat{e}_z$, where $\hat{e}_z$ is the axis orthogonal to the plane. The closure constraint $\sum \bar{n}_i = 0$, equivalent to $\sum z_i^2 = 0$, ensures that this procedure defines an actual polygon, with $\bar{v}_{N+1} = \bar{v}_1$. Then we would like to first check that our polygon is convex, i.e. that the angle between two consecutive displacement vectors, or equivalently two consecutive normal vectors, is always at most 180 degrees. Mathematically, this translates to $\hat{e}_z \cdot [(\bar{v}_{i+1} - \bar{v}_i) \wedge (\bar{v}_{i+1} - \bar{v}_{i-1})] \geq 0$ for all $i$’s, or equivalently $\hat{e}_z \cdot (\bar{n}_i \wedge \bar{n}_{i-1}) \geq 0$. Since we have ordered all the normals with growing angles, this convexity condition is automatically fulfilled, else the closure constraint can not be satisfied. This concludes he reconstruction procedure for the polygon, which is significantly simpler than for the polyhedron (see e.g. [11]).
An interesting feature of our phase space construction is that the normal vectors, and thus the actual geometric polygon, is invariant under the change of sign of individual complex variables $z_i \to -z_i$. This sign is nevertheless relevant when looking at the action of the orthogonal group on the polygons, i.e., two sets of complex variables differing by signs but defining the same polygon will have different images under an orthogonal transformation. This sign “ambiguity” is the equivalent of the phase of the spinor variables for the polyhedra. Then we similarly introduce the notion of “signed” polygons, corresponding to “framed” polyhedra in the 3d case. We expect this sign to be relevant when gluing the polygons together, just as the spinor phases played an essential role when gluing (framed) polyhedra into twisted geometries (encoding the Ashtekar-Barbero connection along the edge $\overrightarrow{e}$). Let us look a bit more into this in the next section.

D. Deforming and Gluing Polygons

Similarly to the spinor networks introduced as the classical phase space underlying the spin network of loop quantum gravity on a fixed graph $\{2,3,5,6\}$ and interpreted as twisted geometries, we would like to introduce its two-dimensional equivalent, corresponding to gluing polygons along a given graph. Let us consider an abstract (oriented) closed graph $\Gamma$. Around each vertex $v$ of the graph, we will consider one complex variable $z_v^l$ for each link $l$ attached to $v$. Reciprocally, for each link $l$ of the graph, we will have two complex variables $z^{s,t}_l$ for the two vertices bounding $l$, for its source and target vertices $v = s, t(l)$. We assume the canonical Poisson bracket for each complex variable, plus one closure constraint at each vertex, plus one length matching constraint on each link:

$$\{z^*_v, z^*_l\} = -i \quad \forall v, \quad \sum_{l \ni v} (z^*_l)^2 = 0, \quad \forall l, \quad |z^*_l|^2 = |z^*_l|^2. \quad (120)$$

Geometrically, we have one polygon dual to its vertex. These polygons are then glued together edge by edge along each link of the graph. We call this a “complex network”, where complex stands for the complex variables used on each edge instead of spinors. Let us emphasize that although each polygon is constructed in a fixed plane as a purely two-dimensional object, the glued polygons are not to be thought as in the same plane. Indeed, we can think of each polygon as in its own tangent plane to the overall 2d discrete manifold, with its normal vectors defined in that tangent plane.

This can be considered as a toy model for the gluing of polyhedra in 3d and the study of the deformation and dynamics of twisted geometries. There is no shape matching problem as in 3d, where we have an area matching between polyhedra ensuring that the two faces to be glued have the same area but not necessarily the same shape. But we have nevertheless the issue of reconstructing globally the dual cellular complex (i.e., the “triangulation”). A first look easily shows the problems. Let us start with a cellular complex for a 2d manifold, as a set of flat convex polygons glued together, and we consider the graph defined as its dual 1-skeleton and the corresponding complex network living on it encoding the geometrical data of the polygons. If we start modifying the normal vectors around the vertices, still making sure of not changing the closure constraints and the length matching constraints, we can change the angles of the normal vectors around each vertex and nothing a priori ensures that the ordering of the edges remains consistent to the original one and defines the same cellular complex as before. This seems to imply that deforming the complex network can induce a global change of the dual cellular complex (definition of the points dual to the faces/loops of the network) and probably of its topology. An alternative would be to fix the ordering of the edges around each vertex and not modify it while deforming the angles and norms of the normal vectors, thus allowing for the reconstruction of non-convex polygons. We face the same issue(s) in 3d considering the deformations of glued polyhedra and it would probably enlightening to explore the various possibilities and solve these problems in the 2d case studying the dynamics of glued polygons.

From this perspective, we plan to report in a separate paper the analysis of the dynamics of these complex networks and the issue of deforming the gluing of polygons. This should involve introducing some Hamiltonian constraints imposing some flatness conditions on the glued polygons and studying the dynamics of the 2d geometry induced by these constraints. Particular care should taken in understanding the role (if any) of the sign ambiguity between the complex variables $z$’s and the normal vectors $\vec{n}$’s.

VI. OUTLOOK: MATRIX MODELS FOR DYNAMICAL POLYHEDRA

We would like to finish this paper on the possibility of defining and studying the dynamics of framed polyhedra in the $U(N)$ framework presented here. We first would like to define the kinetic term, encoding the dynamical degrees of freedom and their Poisson bracket. As the spinor variables have canonical brackets, it is natural to postulate the
straightforward kinetic term for them, as assumed in \[2\]. Then keeping in mind the definition of the spinors in terms of the U(N) matrix $U$ and the total boundary area $2\lambda$, $z^A = \lambda U_{iA}$ for the face index $i = 1..N$ and the spinor index $A = 1, 2$, we can express the kinetic term entirely in terms of the unitary matrix:

$$S_{\text{kin}} = \int dt - i \sum_k \langle z_k | \partial_t z_k \rangle = \int dt - i \lambda \text{Tr} Y U^\dagger \partial_t U = \int dt + i \lambda \text{Tr} Y U \partial_t U^\dagger, \quad \text{with} \quad Y = \begin{pmatrix} \mathbb{E}_0 & 0 \\ 0 & -2 \end{pmatrix}. \quad (121)$$

We then have to define a Hamiltonian and potential. We can not require U(N) invariance as we would naturally do when dealing with matrix models else our model would collapse to a pure isotropic behavior independent of the unitary matrix $U$ and described only by the dynamics of the total boundary area $\lambda$. If we want some dynamics deforming the shape of the polyhedron, a natural possibility to explore is to introduce an external source given for example as a Hermitian matrix $X$ with a non-trivial potential and define the full action in terms of the unitary matrix $U$:

$$S[U] = \int dt \left( -i \lambda \text{Tr} Y U^\dagger \partial_t U - \lambda \text{Tr} Y U^\dagger X U + V[X] \right). \quad (122)$$

The equations of motion are straightforward to compute:

$$\lambda U Y U^\dagger = \partial_X V, \quad (i \partial_t U + X U)Y = 0, \quad (123)$$

with the equation of motion for $\lambda$ being trivial. The potential $V[X]$ should not be taken U(N)-invariant, else the theory would be invariant under the action of the unitary group and thus trivial (with only the global area being dynamical). We should investigate how to choose a physically-relevant potential, for example in relation to cosmological mini-superspaces in quantum gravity (e.g. \[32\]).

This would model the evolution of a given polyhedron, within a twisted geometry, coupled to some external excitation a priori taking into account the interaction of the polyhedron with the rest of the geometry. At the quantum level, this would model the dynamics of an intertwiner with the outside geometry in the context of loop quantum gravity. It would thus be interesting to solve these equations and see the various behavior of the evolution of $U$ in terms of the choice of potential $V[X]$.

From this perspective, it would seem possible to model the dynamics of a (framed) polyhedron as a matrix model. It would be interesting to see if the tools of matrix models can be relevant in our framework, especially in the large $N$ limit when we would consider the refinement limit of our polyhedra which we expect to describe some continuous 2d surface (topologically equivalent to a 2-sphere).

Conclusion

To summarize, we started by explaining how to extend the set of (convex) polyhedra with $N$ faces to a set of framed polyhedra by attaching the extra data of a U(1) phase to each face. This allows to see the set of framed polyhedra (up to 3d rotations) as the symplectic quotient $C^{2N}/SU(2)$, defined as the set of collections of $N$ spinors satisfying closure constraints and up to SU(2) transformations. Discussing the various parametrization of this space, we showed that this symplectic manifold is equal to the quotient $C^{2N}/\text{SL}(2, \mathbb{C})$, where we can use a SL(2, C) transformation to map any collection of spinors onto one satisfying the closure constraints and thus defining a true geometric polyhedron. Furthermore, following the original work of \[7, 8\], the space of framed polyhedra can be identified to the Grassmannian space $U(N)/\text{(SU}(2) \times U(N-2))$ with a natural action of the unitary group U(N) on framed polyhedra. It is important to emphasize that there is no U(N) action on polyhedra and that the extra phase attached to each face is essential to the construction. These U(N) transformations allow to generate any framed polyhedra from the totally squeezed configuration with only two non-trivial faces, and thus allow to go between any two framed polyhedra with equal total boundary area. Such transformations could be instrumental in the study of geometric properties of polyhedron, especially in order to consistently explore the space of polyhedra (either analytically or numerically).

Using this U(N) structure, we have shown how to compute the average value of geometrical observables, such as polynomials in the area of the faces and the angles between their planes (or normal vectors), can be computed

\[5\] An alternative to a fixed potential would be to have a dynamical source $X$ with its own kinetic term and a non-trivial interaction. Such a model has been defined in \[2\] with two polyhedra coupled to each other and studied in the isotropic regime (all the links between the two polyhedra having the same dynamics). It would be interesting to push the analysis of such a model further and perhaps fully solve it.
as integrals over the unitary group. We have reviewed various formalisms allowing to compute consistently these polynomial integrals over U(N). Moreover, we have discussed how the Itzykson-Zuber integral can be used as a generating function for these averages. In short, this formula from matrix models contains all the information about the distribution of polyhedra and their shape with respect to the uniform Haar measure on U(N).

Moving on to the quantum level, we have explained how all the classical features are upgraded automatically upon a canonical quantization of the framed polyhedra phase space. This leads to the Hilbert space of SU(2)-intertwiners (or equivalently SU(2)-invariant states) and one can define semi-classical intertwiner states, that transform coherently under the action of U(N) and that are peaked on classical framed polyhedra. Then one can compute the trace of polynomial observables. Furthermore, similarly to the classical case, one can use the character formula for U(N) group elements as a generating function for these polynomial traces and as a extension of the Itzykson-Zuber formula to the quantum case. We provide two different expressions for the U(N)-character, either as a quotient of generalized Vandermonde determinants or as a Gaussian integral over almost-closed configurations of spinors (using the coherent intertwiner formalism).

We also showed how we can describe polygons in a similar fashion, trading the unitary group for the orthogonal group and defining a phase space of “signed” polygons as the Grassmannian space $\mathcal{O}(N)/\langle SO(2) \times \mathcal{O}(N-2) \rangle$. All the same techniques presented for the unitary group and polyhedra can then be straightforwardly translated to polygons. This lower-dimensional toy models allow to discuss more explicitly the geometrical reconstruction of polygons, which is simpler than for polyhedra, and we plan to investigate in the future the details of gluing these polygons together and the definition of consistent dynamics on the resulting 2d discrete manifolds. Quantizing the system, we would then obtain the dynamics of quantum surfaces.

The present formalism might also turn out useful in discrete geometry, outside of the realm of quantum gravity, when studying polygons from a purely mathematical point of view. For example, it might be applicable to issues like the search for the largest small polygons, e.g. $[33]$, or other similar problems of geometry.

To conclude, we would like to mention a few directions that can be explored based on the present work:

- After having understood in details all the kinematics on the space of polyhedra (and polygons), we should move to the study of dynamics along the outline shortly discussed earlier in section [71] In the context of loop quantum gravity, this would mean looking at the dynamics of a fundamental chunk of volume, either at the classical level with a polyhedron or at the quantum level with an intertwiner. In the present framework, it would be most natural to study a deformation dynamics, at fixed number of faces $N$ and fixed total boundary area $\lambda$, with the shape of the polyhedron entirely encoded in the unitary matrix $U$ (up to 3d rotations SU(2) and action of the stabilizer group U($N-2$)). It could first be interesting to check what would a free evolution on U(N), of the type $U[\tau] = \exp(i\tau h)$ for a fixed Hermitian matrix $h$, would produce in terms of polyhedra. Then we could deform such an evolution with a non-trivial potential. A second step would be to include a non-trivial dynamics for the total area and number of faces, using the $F$-operators, to account for an expansion or contraction of the polyhedron.

From a physical perspective, it would be interesting to relate such dynamics to cosmological mini-superspace models (as attempted in $[32]$) or to quantum black hole models.

- Here we have developed techniques to compute consistently the average or trace of polynomial observables. We have focused on the area observable, which is well-understood. It would be interesting to apply these methods to a less-understood operator, for instance the volume operator. Indeed the (squared) volume operator is cubic in the normal vectors (or equivalently in the $\mathfrak{su}(2)$ generators at the quantum level) and determining its full spectrum is a yet-unsolved problem despite great progress $[31]$. There have been a few very interesting approaches to this issue and hopefully we could get some extra information from the U(N) approach presented here.

- For now, we have focused on a single polyhedron and then a single intertwiner at the quantum level. The next step is to generalize this to bounded regions of twisted geometries, i.e. to look at a bunch of polyhedra glued together and study their algebra of bulk and boundary deformations. This would be relevant for coarse-graining spin networks in loop quantum gravity and investigate the continuum limit of the theory (or at least, define it more rigorously at the kinematical level). Moreover these deformations should somehow be related to the action of diffeomorphisms on the twisted geometries and spin network states. By a quick glance at the corresponding structures, it appears that it will be possible to describe boundary deformations again by U(N) transformations, but in different representations than used in the case of the single polyhedron. In this context, it seems plausible to be able to describe the boundary dynamics of spin network states as some matrix models, which at a purely speculative level would open a possibility to a link to a conformal field theory description of the boundary of loop quantum gravity (maybe along the CFT description intertwiners already hinted in $[17]$).
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Appendix A: Computing the density of polyhedra and correlations

We use the method of [21] to compute the density of polyhedra with $N$ faces and with fixed total area $2\lambda$ and the various averages over the ensemble of such polyhedra. We introduce the following (generating) function:

$$\rho_N[\lambda] \equiv 8\pi \int \frac{d^3\vec{V}_i}{4\pi V_i} \delta \left( \sum_k V_k - 2\lambda \right) \delta^{(3)} \left( \sum_k \vec{V}_k \right). \quad (A1)$$

Following [21], we Fourier-transform both sets of constraints and perform the integrals over the normal vectors $\vec{V}_k$ (assuming $\epsilon > 0$):

$$\rho_N[\lambda] = 8\pi e^{2\epsilon\lambda} \int \frac{dq}{2\pi} \int \frac{d^3\vec{u}}{(2\pi)^3} \int \prod_i \frac{d^3\vec{V}_i}{4\pi V_i} e^{-\epsilon q \cdot \vec{V}_i} e^{iq \cdot \vec{u}} \sum_i \vec{V}_i = 8\pi e^{2\epsilon\lambda} \int \frac{dq}{2\pi} \int \frac{d^3\vec{u}}{(2\pi)^3} I(q, \vec{u})^N \quad (A2)$$

with $I(q, \vec{u}) = \int \frac{d^3\vec{V}}{4\pi V} e^{-\epsilon V} e^{iq \cdot \vec{V}}$. The kernel $I(q, \vec{u})$ converges due to the regulator $\epsilon > 0$. We first integrate over the angular part of $\vec{V}$ and then over its norm:

$$I(q, \vec{u}) = \int_0^{+\infty} V^2 \frac{dV}{V} e^{-\epsilon V} e^{iq \cdot \vec{V}} \int \frac{d^2\vec{V}}{4\pi} e^{i\vec{u} \cdot \vec{V}} = \int_0^{+\infty} V dV e^{-\epsilon V} e^{iq \cdot \vec{V}} \sin \frac{uV}{uV} = \frac{1}{u^2 - (q + i\epsilon)^2}. \quad (A3)$$

This is exactly the Feynman propagator in quantum field theory where $\vec{u}$ plays the role of the momentum and $q$ the role of the mass. We then perform the integrals over $\vec{u}$ and finally over $q$:

$$\rho_N[\lambda] = 8\pi e^{2\epsilon\lambda} \int \frac{dq}{2\pi} e^{-2iq\lambda} \int_0^{+\infty} \frac{4\pi u^2 du}{(2\pi)^3} \frac{1}{(u^2 - (q + i\epsilon)^2)^N}$$

$$= e^{2\epsilon\lambda} \int \frac{dq}{2\pi} e^{-2iq\lambda} \frac{(2N - 4)!}{(N - 1)!(N - 2)!} \frac{(\epsilon - iq)^{3-2N}}{2^{2N-4}} \quad (A4)$$

And we recover the formula [37] for the volume of the space of (framed) polyhedra with $N$ faces and fixed total area.

To extract the average of the norm of a normal vector, or its powers, we can differentiate with respect to $q$. For instance, we have:

$$\langle V_i \rangle = \frac{8\pi e^{2\epsilon\lambda}}{\rho_N} \int \frac{d^3\vec{u}}{(2\pi)^3} \frac{dq}{2\pi} e^{-2iq\lambda} I(q, \vec{u})^{N-1} \tilde{I}(q, \vec{u}), \quad (A5)$$

with a modified kernel taking into account the insertion of the observable $V_i$,

$$\tilde{I}(q, \vec{u}) = \int \frac{d^3\vec{V}}{4\pi V} V e^{-\epsilon V} e^{iq \cdot \vec{V}} e^{i\vec{u} \cdot \vec{V}} = -i\partial_q I(q, \vec{u}) = \frac{2(\epsilon - iq)}{(u^2 - (q + i\epsilon)^2)^2}$$

which allows to get the expected result:

$$\langle V_i \rangle = \frac{1}{\rho_N N!(N - 2)!} \frac{2\lambda^{2N-3}}{N} = \frac{2\lambda}{N}. \quad (A6)$$
One can go further and compute averages of higher powers of the norm $V$ by differentiating more. For instance, in order to compute $\langle V^2 \rangle$, one insert the modified kernel $\tilde{I}(q, \vec{u})$:

$$\tilde{I}(q, \vec{u}) = \int \frac{d^3 \vec{V}}{4\pi V} V^2 e^{-iV} e^{i\vec{q} \cdot \vec{V}} e^{i\vec{u} \cdot \vec{V}} = -\partial_q^2 I(q, \vec{u}) + \frac{-2}{(u^2 - (q + i\epsilon)^2)^2} + \frac{8(\epsilon - i \epsilon)^2}{(u^2 - (q + i\epsilon)^2)^3}.$$ 

Using this technique, one can also compute the correlations between the norm of two different faces, by modifying the product of kernels in the integral from $I^N$ to $I^{N-2} \tilde{I}^2$.

Similarly, one differentiates with respect to the components of the vector $\vec{u}$ in order to insert observables depending on the components of the normal vectors $\vec{V}$. For instance, we can compute the correlations $\langle V_i^a V_j^b \rangle$ as:

$$\rho_i^{ab} \equiv \langle V_i^a V_j^b \rangle = \frac{8\pi e^{2\lambda}}{\rho_N} \int \frac{d^3 \vec{u}}{(2\pi)^3} \frac{dq}{2\pi} e^{-2i\lambda q}(\partial_{ua} \partial_{ub} I(q, \vec{u})) = 2\delta^{ab} \frac{\lambda^2}{N(N+1)} , \quad (A7)$$

$$\rho_{ij}^{ab} \equiv \langle V_i^a V_j^b \rangle = \frac{8\pi e^{2\lambda}}{\rho_N} \int \frac{d^3 \vec{u}}{(2\pi)^3} \frac{dq}{2\pi} e^{-2i\lambda q}(\partial_i \partial_j I(q, \vec{u})) = -2\delta^{ab} \frac{\lambda^2}{N(N^2-1)} . \quad (A8)$$

One can check as a consistency check that $\sum_{i,j} \langle V_i^a V_j^b \rangle = 0$ as expected from the closure constraints.

Furthermore, one interesting observable is the second moment $\Theta^{ab} = \sum_i \langle V_i^a V_i^b \rangle - \frac{1}{3} \delta^{ab} \langle V_i^i \rangle$, which characterizes the shape of the polyhedra and its deviation from the isotropic spherical distribution. From the result above, we have the trivial average $\langle \Theta^{ab} \rangle = 0$. However, using the technique presented here, one can compute the width(s) or uncertainty of the distribution of the tensor $\Theta^{ab}$ around its vanishing mean value. This is rather lengthy calculation although straightforward, which we do not detail here. The final result is:

$$\langle \Theta^{ab} \Theta^{cd} \rangle = \lambda^4 \frac{4(4N^2 + N - 2)\delta^{ab} \delta^{cd} - 6(N-1)(\delta^{ae} \delta^{bd} + \delta^{ad} \delta^{bc})}{3(N-1)N(N+1)(N+2)(N+3)} . \quad (A9)$$
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