Enhancing Impact Localization from Fluid-Pipe Coupled Vibration under Noisy Environment
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Featured Application: Underground pipeline monitoring.

Abstract: Big impacts from pressure transients are known to be major contributors to pipeline failures, and even small impacts have the potential to result in pipeline deterioration. The effects of these impacts on a pipeline are not disclosed in detail and are hard to evaluate completely by theoretical modeling or numerical simulation. The impacts excite cylindrical structures containing liquid, which results in the development of wave propagation along pipelines. In particular, quasi-longitudinal waves are known to be developed by fluid-structure interaction during propagation. However, impact signal detection needs great care because extreme noise may corrupt the signal. An enhanced wavelet-based approach is proposed to detect and localize the impact source. The method makes use of continuous wavelet transform and band summation within a band of interest along scales to enhance time-difference detectability. In addition, a noise reduction algorithm intended to remove burst noises, in practice, frequently contaminates the impact signals of interest. Experimental results from a water supply network under operation demonstrate that the proposed approach is able to suppress noise and successfully reveal the impact location. The proposed approach provides a more precise and robust way to localize impacts missed by the conventional cross-correlation algorithm.
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1. Introduction

Water transmission mains are crucial parts of water utilities and important assets in the infrastructure of a country. Transmission mains are designed to move large quantities of water from the supply source and to provide water to the smaller distribution mains. The transmission mains are usually almost straight with few branches for long distances. The likelihood of a transmission main failure is actually lower than for other piping systems because they are typically more substantial in design. However, when they do occur, the consequences of failure for a transmission main are much greater than those for a smaller distribution main. There is a greater chance of flooding and infrastructure failure due to the larger volume of water that would be expected to escape from a leaking or ruptured main. Pipeline failure is typically attributed to aging infrastructure, severe environmental conditions, and third-party damage [1,2]. Pressure monitoring has served as one of the most popular management interventions [3], and recently, unsteady pressure patterns [4] have been examined to improve the detectability of pressure transients by vibration sensing. Some frequency contents of vibration have distinguishable features that are not within the range measured by conventional pressure sensors. The dynamic oscillation of structures tells much about their own structural integrity and status, non-destructively [5–8]. The dynamic response is generally induced by broad-band excitation, such as that which occurs from impacts. From water hammers (pressure transients) to unpredictable strikes, abrupt
excitations often happen to pipelines: sudden body-to-body contacts of pipe structures, including valve-related issues, pipe bursts due to an abrupt crack opening, third-party damages, and so on. Such impacts generate structural resonance, and various waves propagate through the water and along the pipe from the excitation point.

Cylinders that are filled with liquid produce and develop particular waves that are different from those without liquid [9,10]. Water transmission mains have enough pressure inside the pipe to move large amounts of water, and this often completely fills the pipe with water. The interaction between water and the cylindrical shell makes a coupled motion in the cylindrical section, and one predominant axisymmetric wave propagates along the axial direction of the pipe. Such waves, also known as quasi-longitudinal waves, are predominantly fluid-based waves with some radial motion associated with the shell compliance [11]. The coupled waves can reach farther than elastic shear waves can because most of the energy of the coupled waves is in a lower frequency range than that for elastic waves [9,12]. This certainly allows for longer-range monitoring with vibration signals for water transmission mains.

When applying additional sensors to monitor the buried pipe structure, it might be highly desirable to use non-destructive sensing techniques [13,14]. The coupled waves are axisymmetric dilatational waves, predominately in the form of longitudinal waves in the pipe wall with some radial motion, thanks to Poisson coupling [15,16]. Vibration sensors are a kind of non-intrusive sensor that is able to detect the coupled behavior of a pipe structure with high sensitivity. The vibration sensors have a flat frequency response and are generally more sensitive than pressure sensors; therefore, noise easily contaminates vibration signals. The noise from many sources is transferred through the ground to a pipeline and is certainly measured by the vibration sensors. This may prevent us from observing signals of interest. Therefore, it is inevitable to remove or reduce noise to make a stable and reliable test and evaluation. Many researchers have long sought ways to manage noise to improve signal detectability in various fields. Wavelet analysis has been a promising way to reduce noise and extract singular features of signals [17]. There has also been much work on wavelets of water pipelines [18–22]. In particular, most of the work done to detect burst or leaks has been dedicated to pressure transients with intrusive pressure sensors [23]. However, the pressure sensors have low sensitivity and therefore do not easily detect impact signals, except for big ones, such as a water hammer or pipe rupture. To cope with catastrophic damage earlier on, it is necessary to pick up relatively small but indispensable impact or burst signals with high accuracy. In this study, signals from impacts to a pipeline or caused by exterior strikes, such as inattentive third-party digging, were taken into account. Considerably more often, damage is caused by people: accidental events from careless digging or those related to building or repair work in the proximity of the pipeline [24]. Compared to pressure transients, impact signals are small and hard to detect by pressure sensors due to their low sensitivity to structural vibration. It is noteworthy that detecting small impact signals is becoming more important for finding degradation in the forms of small leaks, structural degradation, cracks, and so on, for effective monitoring and protective management of assets. Dynamic wave modes of pipelines are able to provide fertile information for detecting events that could do more harm than good to the pipe structures.

It is also of particular importance to find where a failure is. Identifying the exact position of a pipe failure is vital to hasten pipeline repairs and maintenance [25]. Knowing the time difference of arrival (TDOA) between sensors must be known to localize an event along the pipelines. Large diameter pipelines, such as water transmission mains, are regarded as one-dimensional (1D) structures for low-frequency wave propagation, which means that source localization can be done adequately with just two sensors. Nevertheless, in practice, TDOA is hard to obtain precisely due to other general noises. Even though various methods have been proposed and developed to estimate TDOA in noisy (including reverberations in a space) environments [26–29], it is still challenging to estimate accurately time differences buried in noise.
These motivated us to develop a way to detect the coupled waves propagating through pipelines by reducing noise and also by localizing the impact sources that induce the waves. Thus, the first problem is associated with how to lessen noise effectively and then how to estimate a time difference accurately between a pair of sensors. To obtain a time difference embedded in noise, we have to know the distinctive characteristics of the noise and of the signal that contains the time difference. Noise can be assumed to be inherently random and uncorrelated (such as white noise) or to be part of a banded spectrum. The latter has decreasing energy because the frequency is contained within a band, such as pink noise, which is known to be ubiquitous in daily life [30], and traffic noise [31]. The waves we want to pick up generally have a specific band-limited characteristic in its own frequency range with respect to each piping system. Based on the distinguishable features, many methods have been proposed and developed. In particular, wavelet analysis has been widely adopted as an effective way to reduce noise and detect specific temporary features of target signals.

We propose a methodology that is able to detect fluid-pipe structure-coupled waves propagating through pipelines, using a wavelet-based algorithm in a noisy environment, and then localize where the impact sources are. Clearly, the objectives of this work were to (a) employ quasi-longitudinal waves, which propagate via coupling between liquid and the pipe structure, (b) propose wavelet-based signal processing for noise reduction and for improving signal detectability, and (c) estimate precisely the arrival times at each sensor and then quantitatively compare the results of the proposed approach to those achieved using the conventional cross-correlation algorithm.

2. Materials and Methods

In this study, quasi-longitudinal waves were employed as a promising candidate to look into the behavior of pipe structures affected by impacts in water transmission mains. In addition, a wavelet-based approach was also exploited to enhance signal detectability and to reduce noise. Quasi-longitudinal waves are axis-symmetric waves, generated and developed in a fluid interacting with axis-symmetric cylinders, such as pipes, which allow the waves to propagate farther than elastic waves would by themselves. Therefore, the approach proposed here is identified as having high potential for long-range monitoring with non-invasive sensors, thanks to the interaction of the fluid and structure. On the other hand, the vibration sensors are vulnerable to noise from surrounding environments. This means that it is inevitable that the wavelet analysis will be deployed together with an additional signal processing technique. To make the wavelet analysis effective, it is necessary to determine the feature of noises, and an approach appropriate to making clear any distinctive features should be applied.

2.1. Fluid-Cylindrical Structure Coupled Wave Propagation

The characteristics are not the same as those of waves propagating through fluidic media in a free field. The interaction between the cylindrical shell and liquid makes the propagation through pipe structures distinctive. The vibration mode of a cross-section is closely associated with propagation along an axial direction. In other words, the wavenumber characteristics of the cross-section is related to the wavenumber in the axial direction, and the wavenumbers of a cross-section inside the radiation circle can make a relevant wavenumber for the axial direction propagate well through the shell of a cylinder [11]. Some of these wavenumbers have been confirmed by wavenumber spectra obtained from pipe surface acceleration measurements [12]. Much work has been done on energy distribution among the various wave types and they suggest that, well below the pipe-ring frequency, four wave types are responsible for most of the energy transfer: three axisymmetric waves (n = 0) and a wave (n = 1) related to beam bending [9,12]. Of the n = 0 waves, the first (termed s = 1) is a predominantly fluid-borne wave [32] and involves motion of the shell and fluid. The first wave (s = 1) is explicitly appropriate for measuring an impact signal because it is fluid-based and has lower attenuation than the others.
The wave speed of the first wave is defined as shown below:

\[
c = c_l \left[ 1 + \frac{2B}{Ea^2} \left( \frac{1}{F} - \rho \omega^2 \right) \right]^{-1/2}
\]

where \(c_l = \sqrt{B_f/\rho_f}\) is the longitudinal wave speed in free space, \(B_f\) is the fluid bulk modulus, \(\rho_f\) is the density of the fluid, \(a\) is the mean radius, \(E\) is Young’s modulus of the cylinder, \(h\) is the thickness of the cylinder, \(\rho\) is the material density of the cylinder, and \(\omega\) stands for angular frequency. Equation (1) shows that the wave speed is less than the longitudinal wave of the liquid in free space. This is because of the interaction between an elastic material and an incompressible liquid.

Wave speeds for a steel pipe of three typical nominal diameters with respect to frequency are given in Figure 1. The material properties were chosen as the nominal values of steel and water and are listed in Table 1. The thicknesses were determined by including coating layers in and out of the cylinder. As the diameter increases, the maximum speed around zero frequency goes down, and the frequency that can propagate through the pipe also decreases. The maximum speed obtained for a pipe with 1200 mm nominal diameter at 0 Hz is about 1050 m/s. It is noteworthy that the wave that propagates in a larger pipeline has lower frequency components and is highly dispersive above a certain higher cut-off frequency. It is, therefore, absolutely necessary to make use of an appropriate non-dispersive frequency band to localize the impact source well, using the coupled wave. Moreover, as shown in Figure 1, the coupled wave is always less dispersive at a low frequency. Furthermore, the frequency characteristics of the piping system have to be taken into account to improve the detectability of the coupled wave because every system has its own frequency characteristics. These play the role of a filter that causes enhancement or reduction of the wave energy with respect to the frequency features.

![Figure 1](image)

**Figure 1.** Dispersion curve for water-pipe coupled wave speeds for steel pipes with different diameters.

**Table 1.** Material properties and geometric dimensions for dispersion curve.

| Parameters                                      | Value  |
|-------------------------------------------------|--------|
| Fluid bulk modulus \((B_f, \text{ in N/m}^2)\)   | \(2.2 \times 10^9\) |
| Density of fluid \((\rho_f, \text{ in kg/m}^3)\) | 1000   |
| Young’s modulus of cylinder \((E, \text{ in N/m}^2)\) | \(2 \times 10^{11}\) |
| Material density of cylinder \((\rho, \text{ in kg/m}^3)\) | 7800   |
| Thickness \((h, \text{ in mm})\)                  | 12.8   |
2.2. Continuous Wavelet Transform for a Coupled Wave

The wavelet transform is used for time-frequency (scale) analysis with high resolution on both domains. A wavelet transform is categorized as two transformations: one is the continuous wavelet transform (CWT) and the other is the discrete wavelet transform (DWT). CWT was first introduced as a mathematically initiated multi-resolution analysis [33]. DWT was just used to obtain transformation results at the scales sampled along the dyadic sequence. In this study, CWT was employed to detect coupled wave signals and to distinguish them from noise. CWT is formulated as follows:

\[ W_x(a,b) = x \ast \psi = \frac{1}{\sqrt{a}} \int x(t) \psi \left( \frac{t-b}{a} \right) dt \]  

(2)

where \( x(t) \) is a time signal, \( a \) is a scale parameter, \( b \) is a shifting parameter, and \( \psi(t) \) stands for wavelet. The wavelet is defined by scaling and shifting a scaling function, as chosen in the dilation equation below:

\[ \phi_{k,j}(t) = 2^{k/2} \phi(2^k t - j) \]  

(3)

where \( \phi(t) \) is the scaling function, \( \psi_{k,j}(t) \) is the wavelet generated with respect to scale parameter \( k \) and shifting parameter \( j \).

The performance of the wavelet transform largely depends on the mother wavelet, and therefore, the similarity between the mother wavelet and signals is of particular importance. Various wavelets have been theoretically taken into account and employed to detect damage in beams and plates [34–36] and propagating waves [37,38]. The coupled wave induced by an impact is a quasi-longitudinal wave, being continuous to its derivatives, and this means that wavelet modulus maxima appear in every vanishing moment [34]. Douka et al. [35] mentioned that wavelets with a higher number of vanishing moments give more stable performance, but the number of vanishing moments should be considered with the support size of the wavelets since wavelets with a higher number of vanishing moments have longer supports. The aim of CWT here is to estimate arrival time of the coupled wave with accelerometers; Sun and Tang [39] showed that one vanishing moment is enough to detect singularities in acceleration signals. Therefore, it must be useful to select a simple and basic mother wavelet to detect the arrival time of the fluid-pipe coupled wave, which has its own frequency band. The simplest and most basic wavelet could be the Haar wavelet, which has one vanishing moment and a unity support size. The wavelet function of the Haar wavelet is formulated as

\[ \psi(t) = \begin{cases} 
1 & (0 \leq t < \frac{1}{2}) \\
-1 & \left( \frac{1}{2} \leq t < 1 \right) \\
0 & \text{otherwise}
\end{cases} \]  

(4)

and scaling function is also formulated as

\[ \phi(t) = \begin{cases} 
1 & (0 \leq t < 1) \\
0 & \text{otherwise}
\end{cases} \]  

(5)

Figure 2 shows the wavelet function and the scaling function. The abrupt change of the Haar wavelet is a good feature that can make peaks in CWT stretch straight along the scale as shown in Figure 3b. It is noteworthy that the localized property of the Haar wavelet is indispensable for estimating an accurate time. Moreover, the narrow and straight extension of peaks of the Haar wavelet in CWT is also essential for the time-delay-estimation algorithm proposed in Section 2.4. The Haar wavelet shows a more straight and narrower feature than other wavelets as shown in Appendix A.
Every pipeline shares some common parts (for example, the structural material, coating condition, etc.), but most conditions (such as boundary conditions and environments) are different. Being within the same area, they could share similar features in frequency domain. The frequency response is associated with dispersive characteristics and structural resonance, and the response should be clearly identified for each pipeline before monitoring. Therefore, it is worthwhile observing how the coupled wave could be described in CWT, using the pipe’s resonance. As a simple model, but without loss of generality, a single resonant frequency with damping can be formulated as follows:

\[
x(t) = Ae^{-\alpha(t-\tau)} \sin[2\pi f_r(t - \tau)]
\]  

(6)

where \( A \) is the magnitude of the signal, \( \alpha \) is the damping coefficient, \( f_r \) represents the resonant frequency of the system, and \( \tau \) is the time delay. Suppose that we have a waveform \((A = 1, \alpha = 50, f_r = 70)\) that has a 0.1 s time delay (see Figure 3a). The frequency was chosen as a frequency below 100 Hz, which can be regarded as an almost non-dispersive frequency range for the 1200 mm pipeline in Figure 1. In other words, sound speed changes less than 1% with respect to the speed at 0 Hz under 100 Hz. As shown in Figure 3b, the maximum peak in CWT is at 0.1 s in the time domain, and small peaks follow it, similar to a coupled wave signal. Along the y-axis, the maximum peak has a scale parameter of about 730, which corresponds to the resonant frequency, 70 Hz. The modulus of the waveform in CWT is sharply localized in the time domain, but the scale parameter value ranges from 300 to 1200, corresponding to about 60% of the signal energy. Moreover,
it is also noteworthy that the maximum peak tends to extend to high scales by being continuously decreased.

2.3. Noise Features in the CWT

In practice, noise is inevitable when we take measures. The noises we frequently observe when we measure vibration signals could be grossly classified into three kinds: white Gaussian noise, banded noise, and burst noise. The power of white Gaussian noise and banded noise is distributed in a certain frequency range, in accord with their statistical properties. These kinds of noises are easily discriminated from signals that have resonant characteristics, such as the coupled wave. Figure 4a shows a typical example of a waveform buried by excessive white noise, of which the signal-to-noise ratio (SNR) is $-30$ dB. The blue line in Figure 4a is the same signal as in Figure 3a, and the black line is the signal added by white noise. As can be seen in Figure 4b, it is not hard to recognize the impact signal around 0.1 s in time and 730 in scale, in spite of the other peak lines at different times and scales. The banded noises have features similar to those of white noise, except for the band range. Therefore, it is not hard to tell the difference between a coupled wave signal and white noise.

![Figure 4](image_url)

**Figure 4.** An impact signal with white noise (SNR: $-30$ dB) (a) and its continuous wavelet transform (b); the blue line in (a) is the same signal as in Figure 3a.

Burst noise is also prevalently observed in a vibration signal with accompanying white and banded noises. Here, a transient refers to any abrupt change that briefly stays positive or negative. Figure 5a shows an example of a burst noise model following the coupled wave signal. Even though the shape looks quite extreme, substantial burst noise can be generated from minor pressure changes in conjunction with various anomalies, such as irregularity in the pipe and discontinuities. The burst noise has features similar in CWT to the waveform of the coupled wave. In other words, the burst noise has a sharp modulus and temporally local ridges across the scales, like the coupled wave signal in CWT [19]. However, this noise has an obviously distinguishable feature from the coupled wave signal that we are looking for. The abrupt change of burst noise gets larger as the scale increases, but the signal of a coupled wave has a maximum modulus with respect to a certain scale band of the corresponding system, as shown in Figure 5b. It is worth noting that the discrepancy between the signal of interest and burst noise in CWT makes it possible to detect the presence of anomalous impacts that generate waves propagating along the pipeline from lots of background operating noises.
Figure 5. An impact signal with a burst noise (a) and its CWT (b).

2.4. Time-Delay Estimation for Coupled-Wave Localization

To localize an impact source is, it is necessary not only to reduce noise but also to enhance the target signal. Based on observation of the characteristics of coupled-wave signals and the noises that we face in practice, CWT is able to effectively discriminate the signal and noises by selecting featured frequency bands different from those of white and colored noises. The burst noises are, however, not easy to distinguish in the time-scale domain because they possibly have localized peaks, like the signal, with comparable or even larger intensity.

In an effort to enhance the signal from the wavelet transform and also to remove burst noises, it is necessary to take more steps to find the time delay accurately. Suppose that we have a coupled wave signal that has a dominant scale band with lower limit of $a_{low}$ and upper limit of $a_{high}$. As shown in Figure 3b, for instance, the signal contains most of the signal power in a specific scale band, and the maximum modulus is well localized throughout the scale at a specific time. The burst noise is also localized at a time, like the signal, but the noise has a larger value on a higher scale as shown in Figure 5b. This observation motivated us to propose the following noise removal and signal enhancement steps.

Step 1: At each time ($b_j$), all wavelet transform coefficients are set to zero if the maximum coefficient outside the upper scale ($a_{high}$) is larger than the maximum value in the band ($a_{low} \leq a \leq a_{high}$), that is

$$W_x(a_k, b_j) = \begin{cases} x \ast \psi_{k,j} & \text{if } \max_{a_{low} \leq a \leq a_{high}} |W_x(a_k, b_j)| > \max_{a_{high} > a_{high}} |W_x(a_k, b_j)| \\ 0 & \text{otherwise} \end{cases} \quad (7)$$

Step 2: At each time ($b_j$), all wavelet transform coefficients are summed within the band of scale:

$$W_x(b_j) = \sum_{a_{low} = a_{low}}^{a_{high}} W_x(a_k, b_j) \quad (8)$$

The first step ensures the removing of burst noises by comparing the maximum magnitude in the band of interest and that outside the band. This step reinforces the removing of noises further after the following reduction in band noises. The second step aims at improving signal detectability by summing all the signal power in the band.

2.5. Water Transmission Main and Experimental Setup

The experimental pipeline used is a part of a water transmission main in service in South Korea. The main does not have any branches between the monitoring section. The
pipe is made of steel and is covered by coating layers both inside and outside the pipe, of which the diameter is 1200 mm and the thickness is 10 mm. The pipeline is buried underground, and its layout is shown in Figure 6a. There are six points accessible without digging and they were used for measuring the wave speed in the piping system, which is discussed further in Section 3.1.

The propagated waves were measured by accelerometers (393B12, PCB) and recorded by a National Instruments data acquisition module (NI-9234). The sampling frequency was set to 51.2 kHz to observe the frequency response of the pipeline. The measured data were synchronized, using GPS modules. The schematic diagram for the experimental setup is given in Figure 6b. The impacts were induced using an impact hammer (086D20, PCB). The part of the water transmission main that was used for experimentation is delineated in Figure 6c. Three of the accessible places (3, 4, and 6) were used to mark the time of arrival (different for each sensor) to localize the impact source, of which the length was 564 m.

3. Results and Discussion
3.1. Data Preparation and System Characterization

The methodology proposed here was tested using real vibration data, which were measured by the data acquisition system shown in Figure 6b, and the data were filtered with a low-pass filter with a cut-off frequency of 300 Hz. This is because frequencies above 300 Hz are very dispersive, as we can see in the dispersion curves of the coupled waves in Figure 1.

An example of a vibration signal measured is shown in Figure 7a. The upper figure is the signal measured at S1, and the coupled wave can be identified around 0.16 s. The vibration signal measured at S2 is the lower one in Figure 7a. It also contains the wave that propagates through the pipe around 0.45 s, but the waveform looks quite different from that in the upper figure. It has a smaller magnitude and fewer oscillations than the above one. The latter parts of the signals after 0.5 s can be regarded as just background noise of the pipeline system. The frequency responses of the signals were obtained by taking a Fourier transform, as shown in Figure 7b, of which the magnitudes are in the vibration acceleration

Figure 6. Schematics for experiments; (a) pipeline layout on map, (b) measurement setup at each sensing point, (c) pipeline and locations of sensors and impact hammer (the sensors and hammer are exaggerated).
level (VAL, dB re 1 [µm/s²]) [40]. The frequency spectra of the signals are in black and the background noises of the system are in red. By comparing them, the characteristics of signals are clearly observable at each place. Specifically, the dominant frequency range of the signal at S1 is 70–120 Hz and 30–60 Hz for S2. As we can see in this figure, the two frequency responses are different, even if they are in the same transmission main. This might be because they have different transfer functions due to different boundary and environmental conditions. This led us first to identify the frequency characteristics of the system to be monitored before applying the proposed procedure.

Figure 7. Vibration signals measured at S1 and S2 and their frequency responses; (a) vibration accelerations, (b) frequency responses of the acceleration signals in black and background noises in red (VAL: Vibration Acceleration Level, dB re 1 µm/s²).
To find out the location of the impact inducing the coupled waves, the wave speed should be identified a priori. The wave speeds in water pipes are highly dependent on the pipe wall and water properties, as indicated in Equation (1). The wave is dispersive with respect to frequency and also varies according to the pipe dimensions, as shown in Figure 1. The vibration induced by water-pipe coupled waves are predominantly low-frequency waves [32], and it is noteworthy that they are almost non-dispersive in the low-frequency range.

A separate experiment for estimating wave speed was performed in the pipe section. In this experiment, impact events were caused at one location, then measurements were done at the various locations available within this testbed (Figure 6a). Thirty impacts were caused to estimate the speed with a mean value and standard deviation. The results from the experiments are given in Figure 8, where we plotted the wave speed, estimated as a function of the distance of the measurement points from the impact location. The wave speed tends to gradually increase and saturate as the distance goes up, which well corresponds to the dispersion curve in Figure 1. Therefore, it may be tightly associated with the dispersive features regarding frequency. In other words, it is certainly possible to have faster wave speed over a longer distance because waves at low frequencies are apt to propagate further than waves at higher ones [41]. The statistical values of the wave speed, mean, and standard deviation, with respect to each distance, are listed in Table 2. We made use of the final mean value of the three estimations as the wave speed for the localization experiments.

![Wave speed measured](image)

Figure 8. Wave speed measured with respect to some distances from impact location.

| Distance (m) | Wave Speed Measured per Distance, (m/s) |
|-------------|----------------------------------------|
|             | Mean Value | Standard Deviation |
| 138         | 990.4      | 1.08               |
| 192         | 1047.2     | 6.18               |
| 372         | 1058.5     | 3.88               |

3.2. Features in the CWT

Figure 9 shows the features of the coupled waves in the CWT. The time signals for the transformation are the signals in Figure 7a. The time length for transformation is only 0.5 s because the wave signals emerge within that time. As shown in Figure 9a, the wave...
has the maximum peak around 0.142 s in time and 700 in scale, and the ridge of the peak does not extend to a high scale. There are also a couple of burst noises followed by the coupled signal, and the noises have larger value as the scale increases. It is noteworthy that the coupled wave propagating from an impact source has a band-limited feature in CWT, which is clearly distinguishable from the burst noise of which the ridge value increases along the scale parameter. On the other hand, the CWT for the S2 signal has the maximum peak near the scale parameter of 1200, and its ridge line continues to the highest scale with less value than the peak.

The signals are from an impact severe enough to be detected by the vibration sensors. Therefore, the resonant features are clearly seen in the CWT. The maximum scale values at two places in Figure 9 are not the same, and the scales correspond fairly well to the frequency bands in Figure 7b. In addition, the pipeline has its own structural damping, proportional to a power law dependence on frequency [42]. This means that low-frequency components propagate longer than higher-frequency ones. Therefore, the frequency at S2 is lower than that at S1. This implies that the frequency responses of the coupled waves induced at different locations could have different frequency bands. This leads us to determine a scale band by which to effectively observe resonant features of the coupled waves. The band we set here for the piping system was from 300 to 1600, which corresponds to 30–170 Hz in the frequency domain. This comes from the observation based on the frequency characteristics of the system in Figure 7, and the high ambient background noise level at a low frequency (< 25 Hz). The maximum scale here was set to 2048 (= 2^11) to cover the low frequency (25 Hz), and to identify and remove the burst noises.

Figure 9. Continuous wavelet transform of the signals measured at sensing points: S1 (a) and S2 (b).

The signals are from an impact severe enough to be detected by the vibration sensors. Therefore, the resonant features are clearly seen in the CWT. The maximum scale values at two places in Figure 9 are not the same, and the scales correspond fairly well to the frequency bands in Figure 7b. In addition, the pipeline has its own structural damping,
proportional to a power law dependence on frequency \[42\]. This means that low-frequency components propagate longer than higher-frequency ones. Therefore, the frequency at S2 is lower than that at S1. This implies that the frequency responses of the coupled waves induced at different locations could have different frequency bands. This leads us to determine a scale band by which to effectively observe resonant features of the coupled waves. The band we set here for the piping system was from 300 to 1600, which corresponds to 30–170 Hz in the frequency domain. This comes from the observation based on the frequency characteristics of the system in Figure 7, and the high ambient background noise level at a low frequency (< 25 Hz). The maximum scale here was set to 2048 (=2^11) to cover the low frequency (25 Hz), and to identify and remove the burst noises.

3.3. Time Delay Estimation and Localization

Following the procedure proposed here, wavelet-based impact localization can be obtained. Figure 10 shows the result of time-delay estimation of the signals in Figure 7 by adopting the proposed method from the CWTs in Figure 9. The maximum peak in each figure stands for the largest signal energy in the band we set, and this is certainly associated with the coupled waves propagated from an impact. Therefore, the time at the maximum peak indicates the time of arrival (TOA) to a sensing point from the impact position, and the difference between the TOAs finally provides the impact location. Let us denote the distance of impact location as \( d_I \) from the midst point between S1 and S2. Then, the signals measured at each sensing point can be formulated by Fourier series as follows:

\[
s_i(t) = \sum_n A_n e^{2\pi f_n(t-\tau_i)} \quad (i = 1, 2) \tag{9}
\]

where \( n \) stands for the number of frequencies in the band of interest and \( A_n \) & \( f_n \) is corresponding amplitude and frequency, respectively. \( \tau_i \) is time of arrival to each sensing point and can be written as follows:

\[
\tau_i = \frac{d_{12} \pm d_I}{c} \quad (i = 1, 2) \tag{10}
\]

where \( d_{12} \) is distance between the sensing points, and \( c \) is the wave speed. Then, the impact location can be obtained from time difference of TOA as follows:

\[
d_I = \frac{c(\tau_2 - \tau_1)}{2} \tag{11}
\]

Equation (11) shows that impact location is closer to S1 when the value is positive and closer to S2 when negative.

The results in Figure 10 well matches the peak times in Figure 9, and, moreover, the zero values set in Figure 10 correspond well to the time of the burst noises in Figure 9. In practice, there might be situations with higher and more frequent burst noises. Figure 11 shows a case with coupled wave signals in the time domain that are barely visible, and many higher ridges that reach to the end of the scale parameter rather than to the coupled wave peak are distributed in Figure 11c. It might not be easy to identify the signal of interest not only in the time domain but also in the time-scale distribution due to the low signal-to-noise ratio. However, the proposed method is able to provide a clear maximum peak by removing the larger burst noises. The performance of burst noise reduction can be seen clearly in Figure 11e. The black dotted line is only for band summation (except Step 1) in the methodology proposed, and therefore the maximum peak in black indicates a wrong time delay of a burst noise as indicated by the blue triangle in Figure 11e. This is because the burst noise has more energy than the coupled wave. In other words, just a simple summation could not exclude the higher burst noises. This is because the burst noises are also picked up by the wavelet transform, owing to their singularity. However, the peak in red precisely points out the correct time delay by agreeing with the wave speed.
and distance between the sensor and impact. By comparing the red and black lines, the burst noises with high magnitude are successfully removed, using the proposed method.

Figure 10. Wavelet-based time delay estimation of the signals measured at sensing points S1 (a) and S2 (b).

Furthermore, as a point of comparison to the existing approaches, we also implemented the cross-correlation method [43], which has been variously applied to pipelines [44–46]. It is noteworthy that the proposed method has less localization error (3.795 m) than the error of the conventional cross-correlation method as shown in Table 3. Moreover, the standard deviation of the error from the wavelet-based method is much narrower (within 1 m), and therefore, the proposed method gives more precise and robust localization results than the conventional method.
Figure 11. Wavelet−based time delay estimation with high burst noises; (a) vibration acceleration signal measured at S1, (b) vibration acceleration signal measured at S2, (c) CWT at S1, (d) CWT at S2, (e) time delay estimation at S1, (f) time delay estimation at S2.

Table 3. Impact event localization results.

| Impact Event | Time Difference Estimation (s) | Localization Error (m) |
|--------------|-------------------------------|------------------------|
|              | Conventional Cross-Correlation | Wavelet Based | Conventional Cross-Correlation | Wavelet Based |
| 1            | 0.2793                         | 0.2794                 | 3.75                         | 3.62          |
| 2            | 0.2806                         | 0.2803                 | 2.37                         | 2.72          |
| 3            | 0.2788                         | 0.2794                 | 4.29                         | 3.64          |
| 4            | 0.2793                         | 0.2791                 | 3.81                         | 3.93          |
| 5            | 0.2800                         | 0.2798                 | 3.02                         | 3.24          |
| 6            | 0.2776                         | 0.2795                 | 5.50                         | 3.6           |
| 7            | 0.2779                         | 0.2777                 | 5.18                         | 5.38          |
| 8            | 0.2790                         | 0.2781                 | 4.13                         | 5.06          |
| 9            | 0.2784                         | 0.2806                 | 4.71                         | 2.44          |
| 10           | 0.3064                         | 0.2785                 | 24.2                         | 4.35          |
| 11           | 0.3094                         | 0.2795                 | 27.3                         | 3.56          |
| Mean value   | 8.024                          | 3.795                  |                            |
| Standard deviation | 8.836             | 0.903                  |
4. Conclusions

We propose a wavelet-based impact source-locating approach for use in water mains by measuring water-pipe coupled waves with vibration accelerometers for structural health monitoring. As for a real-time monitoring scheme, wavelet analysis itself is not solely adequate due to the computational load. The algorithm we proposed is, therefore, a complementary monitoring algorithm, which provides more information than conventional rapid screening parameters, such as peak detection or RMS value over threshold.

The coupled wave approach is a good candidate to provide even longer-range monitoring than that provided by the conventional bending wave approach due to its non-dispersive propagation at low frequencies. In addition, this approach is also useful for detecting relatively low-magnitude impact sources, such as third-party damage and minor pressure transients with the vibration sensors. However, the vibration signal is always corrupted by various kinds of noise from the surroundings. The proposed approach, therefore, makes use of the wavelet de-noising performance and additional signal processing steps to improve noise reduction and signal detectability. In particular, the proposed procedure demonstrated that the burst noise that often contaminates signals with similar features in CWT was successfully removed.

The example experiments have shown that wavelet-based impact-source localization is able to estimate locations more precisely with lower error than the conventional cross-correlation algorithm. To improve this approach further, future research should be devoted to identifying detectability with respect to the signal-to-noise ratio and propagating distance.
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Appendix A

Some basic wavelets are compared with the Haar wavelet. The wavelets are selected with regards to vanishing moments and support widths, and they show their own peak behavior and peak energy dispersion as the scale increases. Thus, eight wavelets, except Haar, are employed for comparison: Coiflet-1, Gauss-1, Daubechies-2 and 6, Symlet-2, Mexican hat, Meyer, and Morlet. The first row in Figure A1 is for the wavelets with one vanishing moment, the second row is for two vanishing moments, and the third is for more than two vanishing moments. Daubechies-6 has six moments, and Meyer and Morlet are indefinite. Coiflet-1, Daubechies-2, and Symlet-2 wavelets show almost similar CWTs to the Haar wavelet, but the others get broader as the scale increases. Even peaks of Meyer and Morlet wavelets are not coincident to the true time (white dotted line). Mexican hat and Daubechies-6 wavelets are well coincident to the true time, but the peak energy is more dispersive than the Haar wavelet. One vanishing moment is enough to detect singularities in the acceleration signal [38], and the Coiflet-1 wavelet has a longer support width of five than the unit support width of the Haar wavelet.
Figure A1. Comparison with CWTs of wavelets; (a) Haar, (b) Coiflet 1, (c) Gauss 1, (d) Daubechies 2, (e) Symlet 2, (f) Mexican Hat, (g) Daubechies 6, (h) Meyer, (i) Morlet (white dotted line stands for the true time, and red dotted lines are peak tracking lines of each wavelet's CWT).
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