Variational inference of fractional Brownian motion with linear computational complexity
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We introduce a simulation-based, amortised Bayesian inference scheme to infer the parameters of random walks. Our approach learns the posterior distribution of the walks’ parameters with a likelihood-free method. In the first step a graph neural network is trained on simulated data to learn optimised low-dimensional summary statistics of the random walk. In the second step an invertible neural network generates the posterior distribution of the parameters from the learnt summary statistics using variational inference. We apply our method to infer the parameters of the fractional Brownian motion model from single trajectories. The computational complexity of the amortised inference procedure scales linearly with trajectory length, and its precision scales similarly to the Cramér-Rao bound over a wide range of lengths. The approach is robust to positional noise, and generalises to trajectories longer than those seen during training. Finally, we adapt this scheme to show that a finite decorrelation time in the environment can furthermore be inferred from individual trajectories.

I. INTRODUCTION

Fractional Brownian motion (fBm) is a paradigmatic model of anomalous transport. It is a non-Markovian Gaussian process characterised by stationary increments and long temporal correlations in the noise driving the process. It allows capturing long-range temporal correlations in the dynamics of a walker or its environment, and it is a model of choice to describe a multitude of dynamic processes in numerous scientific fields. Following the classification given in [51] of the three main sources of anomalous diffusion, the anomalous dynamics of fBm stems from the statistical dependency of the displacements at all time scales. Since fBm is a Gaussian process, it admits an analytical expression of the joint likelihood of the recorded signal. It is thus an ideal model to investigate the performance of approximate schemes to infer anomalous diffusion, such as variational inference or machine-learning-based approaches, since it allows direct comparison to statistically optimal exact inference.

The position of a random walker undergoing fBm is described by a Langevin equation of the form

\[ \frac{dr(t)}{dt} = \sqrt{K_\alpha} \eta(t), \]

where \( \eta \) is a zero-mean Gaussian noise process with covariance \( \langle \eta(t_1) \eta(t_2) \rangle = \alpha (\alpha - 1) |t_1 - t_2|^{\alpha - 2} \) and \( K_\alpha \) is a generalised diffusion constant that sets the scale of the process. fBm is self-similar and ergodic. However, it has been shown to exhibit transient non-ergodic behaviour when confined and it is worth noting that the ergodic regime is witnessed only after a long transient passage exhibiting non-ergodic properties. The noise \( \eta \) is negatively correlated in the subdiffusion regime (\( \alpha < 1 \)), while it is positively correlated in the super-diffusion regime (\( \alpha > 1 \)).

Methods for estimating a random walk’s parameters can roughly be divided into two types: heuristic approaches using features extracted from the trajectories, and likelihood-based (e.g., Bayesian) approaches. Each has its strengths and weaknesses. Likelihood-based approaches are provably asymptotically optimal, but they are often computationally intensive and are only applicable to random walk models that have a tractable likelihood. Feature-based approaches are typically computationally cheaper, and they can be applied to a much larger range of models since they do not require a tractable likelihood. However, they are generally not statistically efficient, are prone to bias when used on experimental data and their precision can be difficult to evaluate. It is worth noting the rapid progress of machine learning based approaches, which fall in the category of feature-based approaches, and which allow to learn high quality features to perform both parameter estimation and model classification.
proaches generally outperform handcrafted features on numerically generated data, it remains difficult to evaluate their actual performance and robustness on empirical data.

Here, we develop an amortised variational inference approach to estimate the parameters of a fBm from a single recorded trajectory. The objective of this paper is threefold: i) we explored the possibility, via amortisation, to reduce the marginal computational cost of inference from quadratic to linear in the trajectory length, ii) we compared the performance of a such estimator with the Cramér-Rao bound and we assessed information retrieval by a linear computational scheme and iii) we investigated the possibility of using this variational approach to infer the posterior distribution of a finite decorrelation time of the walker’s dynamics.

The inference scheme relies on a graph neural network (GNN) trained on simulations of fBm realisations, which encodes a vector of summary features for each trajectory. The encoder’s architecture allows it to naturally capture long-range interactions while retaining a linear scaling of the computational complexity with the length of the trajectories. It is associated with an invertible network, which generates the posterior distribution from the summary features using a variational objective. We applied the method to the fBm model because the tractability of its likelihood allows us to compute the Cramér-Rao bound which provides a lower bound on the variance of unbiased estimators. We show that the approach attains near-optimal performance as compared to exact likelihood-based inference and to the Cramér-Rao bound. We furthermore discuss the latent space structure learned by the summary network and its ability to encode physical properties. We test the applicability of the approach to trajectories corrupted by positional noise and its potential to generalise to trajectories that are longer than those seen during training. Finally, we extend the inference procedure to capture a finite decorrelation time in the dynamics which may typically arise in physical environments.

II. AMORTISED BAYESIAN INFERENCE OF FBM

A. fBm: a tractable random walk model

In the context of parameter estimation, Bayesian inference uses Bayes’ theorem to compute the posterior probability distribution of the parameters \( \theta \) given recorded data \( R \) (here a trajectory) and a probabilistic model of these data,

\[
p(\theta|R) = \frac{p(R|\theta)p(\theta)}{p(R)}.
\]

Equation equation (2) relates the posterior distribution, \( p(\theta|R) \), to the likelihood \( p(R|\theta) \), the prior \( p(\theta) \) and the evidence \( p(R) \). Here, we only consider one single model, i.e., the fBm, and thus do not explicitly refer to it. The principle of amortised inference [14] is to split the estimation of the posterior \( p(\theta|R) \) into two independent steps. The first is computationally costly and involves learning an approximate posterior density \( \bar{p}(\theta|R) \) from numerically generated data. Then, the second step consists in running the pre-trained approximate system on the experimental data to infer the posterior density, assuming that they are similar to the training data.

A tractable likelihood can be computed for fBm: considering a trajectory \( R = (r_0, r_2, \ldots, r_N) \) to be a 1-dimensional time-series of positions \( r_i \) recorded at equidistant points in time \( t_i \in \{0, \Delta t, 2\Delta t, \ldots, N\Delta t\} \), the likelihood of a trajectory reads

\[
p(R|\theta) = \frac{1}{(2\pi)^{N/2}} \sqrt{\det \Sigma} \exp \left( -\frac{1}{2} (\Delta r)^\top \Sigma^{-1} \Delta r \right),
\]

where \( \Delta r = (\Delta r_1, \ldots, \Delta r_N) \top \), with \( \Delta r_i = r_i - r_{i-1} \) the individual displacements. Then, \( \theta = (K, \alpha) \) are the fBm’s parameters to infer, and \( \Sigma \) is the displacements’ covariance matrix whose coefficients are given by

\[
[\Sigma(\theta)]_{ij} = K \alpha |i - j|^{2\alpha} (|i-j+1|^{\alpha} + |i-j-1|^{\alpha} - 2|i-j|^{\alpha}).
\]

B. Amortised inference

We choose to rely on a likelihood-free approach to amortise our inference procedure. This may seem a counter-intuitive choice for the precise case of fBm because the likelihood is analytically tractable – other inference methods leverage this specificity, see for example [67] – but our method has the advantage of relying solely on computations of linear complexity. Furthermore, the approach is also directly portable to more complex problems for which a tractable likelihood may not be available or may be computationally too costly. Indeed, likelihood-free inference is a method of choice to address such problems. As more and more complex models are encountered in numerous fields of science, the field of simulation-based inference [14] is growing very rapidly to address the associated challenging inverse problems. The shift towards amortisation of the likelihood is notably driven by new tools and conceptual approaches derived from machine learning [1, 57]. Here, applying the method to a problem with a tractable likelihood allows us to compare its performance to the optimal one, derived using the Cramér-Rao bound.

The architecture of the amortised variational inference scheme, allowing to estimate the posterior distribution, is shown in Figure 1A. It is based on the recently introduced Bayes Flow (BF) [21] procedure. In this framework, a first neural network, the ”summary network” (working as an encoder), computes a vector of summary statistics from observations. Here, the summary network is a GNN (Fig. 1A) taking as input a trajectory and outputting a summary statistics vector \( h \) whose dimension...
is independent of the trajectory length. This vector then parameterises an invertible transformation between an easily sampled distribution (multivariate normal) and the posterior distribution of the parameters (Fig. 1B). The full procedure generates a posterior distribution of the parameters. Such flow-based approaches, derived from normalising flows [35], have the advantage of providing an estimation of the posterior without requiring extensive sampling. The whole neural network is trained on numerically generated data and can then be used for inference. In the two following subsections, we first present the GNN (Section II C) and then the parameterisable invertible network (Section II D). The parameters of both these parts of the neural network are set during an upfront training phase, detailed below, during which fBM trajectories having the same parameters as those on which we seek to later perform inference are presented to the network.

C. Graph neural network for learning summary statistics

GNNs have been introduced to model and analyse graphs, meshes and point clouds [26, 34, 59]. They are well suited to capture geometric properties from point clouds and other datasets of variable size [13, 59], they can keep a sparse architecture while encoding long tem-
poral correlations [1, 16] and they exhibit good performance with a limited number of parameters compared to other modern architectures. In the following, we present the specific GNN architecture used for the summary network in this work. It is an updated version of the GRATIN architecture (as "Graphs on Trajectories for Inference") which we introduced in [69]. We summarise in Table 1 the differences between this version of the GRATIN architecture and that of the encoder of [69]. We refer to this previous work and references therein the reader interested by more thorough explanations about graph convolutions, which are the core operations performed by GNNs. Throughout this paper, we use the GRATIN acronym to refer both to the architecture of the summary statistics network and to the inference scheme as a whole.

As indicated by their name, GNNs process graphs, and the first step of our inference is thus to build a graph from a trajectory to do so, we represent each trajectory $\mathbf{R} = (r_0, r_1, r_2, \ldots, r_N)$ by a directed graph $G = (V, E, \mathbf{X}, \mathbf{Y})$. Here $V = \{1, 2, \ldots, N\}$ is the set of nodes, each corresponding to a recorded position of the trajectory. $E \subseteq \{(i, j) | (i, j) \in V^2\}$ is the set of edges connecting pairs of nodes.

A vector of features, $\mathbf{x}_i^{(0)}$ (of size $n_x$), is first attached to each node, encapsulating information relating to the $i$-th position of the trajectory and to the displacements that led to it. There are six such node features (i.e. $n_x = 6$): the normalised time $i/N$, the maximal jump size since the beginning of the trajectory $\mathbf{R}$ (normalised by $s(\mathbf{R})$, the standard deviation of jump sizes), the distance to origin and the maximal distance to origin up to point $i$, both normalised by $s(\mathbf{R})\sqrt{t}$, which is proportional to the square root of the expected square displacement of a Brownian walker over this time span. These are complemented with three features indicative of the moments of the distribution of step sizes observed up to node $i$, detailed in supplementary Table 1. Thus, $\mathbf{X}^{(0)} = (\mathbf{x}_0^{(0)}, \mathbf{x}_2^{(0)}, \ldots, \mathbf{x}_N^{(0)})$ is the $(N, n_x)$ matrix of initial node feature vectors.

Similarly, $\mathbf{Y} = (\mathbf{y}_1^{(0)}, \mathbf{y}_2^{(0)}, \ldots, \mathbf{y}_E^{(0)})$ is a matrix of edge features, $\mathbf{y}_e^{(0)}$, each associated to an edge $e$ in $E$. The features vector of a given edge $e = (i, j)$, $\mathbf{y}_e^{(0)}$, of size $n_y = 6$, encapsulates information about the trajectory’s course between the two nodes $i$ and $j$ it connects. More precisely, edge features are the time difference $j - i$, the distance between its extremities normalised by $s(\mathbf{R})\sqrt{t}$, the correlation of jumps normalised by $s(\mathbf{R})^2$, as well as three other features related to the moments of the distribution of step sizes observed between nodes $i$ and $j$.

The edges in $G$ are chosen such that incoming edges of each node originate only from nodes in the past (i.e., respecting causality): node $i$ receives connections from nodes $i - \lfloor k/(d-1) \rfloor$, for $k \in \{0, 1, \ldots, d-1\}$ where $\lfloor \cdot \rfloor$ denotes the integer part and $d$ is the maximum incoming degree parameter: each node receives a maximum of $d$ edges, and they are thus less than $dN$ edges in the graph (in the following, we chose $d = 20$). This scale-free wiring of nodes allows the network to capture long range correlations, and provides a good control on the way the networks structures the data. The graph structure furthermore allows to summarize the geometry of the trajectory without specifying coordinates, by resorting to distances (carried by the edges). Thus, the graph representation of trajectories (with nodes and edge features) taken as input by the GRATIN summary network, is rotation-invariant.

This is an important advantage given that the inference problem indeed has a such invariance – respecting symmetries of the data does in general help neural networks to converge [28, 13].

While the training is specific to the dimension of the random walk, the GNN architecture can keep the same features initialisation and number of parameters.

A key point about the graph construction procedure (wiring and features initialisation) is that its algorithmic complexity is linear in the number of nodes. This is required by the objective of providing an estimator of linear complexity.

Following the graph initialisation step, the summary network performs several graph convolution operations [20, 73, 75]. It then passes the learnt node feature vectors as inputs to a pooling layer that aggregates features across all nodes of a trajectory graph into a fixed-length vector. The vector is finally passed through a multi-layer perceptron to obtain the summary statistics vector $\mathbf{h} = g_\psi(\mathbf{R})$, where $\psi$ denotes the neural network coefficients, set during training. In section III, we show inference results done on trajectories longer than those seen by the networks during their training. While the architecture is capable to handle trajectories of any size, it will not produce reliable results on trajectories which have a such major difference with those seen during the training phase. Hence, we segment long trajectories in segments of length $N \leq 1 000$ and average the vectors of summary statistics computed from these segments to obtain a summary statistics vector describing the complete trajectory.

D. Invertible network for generating a variational posterior density

The Bayes Flow approach relies on an invertible transformation, $f_\phi(\cdot; \mathbf{h})$, between the parameter space (in $\mathbb{R}^D$, with $D \geq 2$) and the prior space (in $\mathbb{R}^P$), on which a $D$-dimensional standard Gaussian density is assumed. This allows the model to output a full posterior distribution over the space of parameters, while most machine learning-based techniques aimed at analyzing random walks usually restrict to point estimates. The transformation $f_\phi(\cdot; \mathbf{h})$ is parameterised by a conditional invertible neural network (cINN) [2] made of a succession of affine coupling blocks [22] (multiple blocks sequentially applied) and maps $\mathbf{h}$ to the prior conditioned on $\mathbf{h}$, the summary statistics of the trajectory.
FIG. 2. Model performance. A: Evolution of the posterior density of $\alpha$ inferred by the model (plain blue lines) versus the true posterior (dotted green lines) from two example trajectories with $\alpha = 0.7$ (top) and $\alpha = 1.3$ (bottom), respectively. The length of the portion of the trajectory used for inference is increased ten-fold between each panel, i.e., from left to right: $N = 10, 100, 1000$. B: Density of $(\alpha, \mathbb{E}[\hat{\alpha}])$ for 10 000 trajectories of different lengths. From left to right, $N = 10, 50, 250, 1000$. C: histograms of $\mathbb{E}[\hat{\alpha}]$ for several values of $\alpha$ (from left to right, $\alpha = 0.5, 0.8, 1.2, 1.5$, marked by the red vertical lines), with trajectories of different lengths ($N = 10$ (blue), 50 (orange), 250 (green), 1 000 (red)). Histograms are representative of 10 000 trajectories each. D: Comparison of the MSE of our estimator of $\alpha$ with the optimal variance given by the Cramer-Rao bound, over the range of values taken by alpha. For each of 30 values of alpha, the MSE is an average over 10 000 trajectories.) E: Blue curves: evolution, with the length $N$ of trajectories, of the mean square error (MSE) of the mean posterior $\mathbb{E}[\hat{\alpha}]$ obtained with several architectures of summary networks. for each value of $N$, 100 000 trajectories are used to compute the averages. Green curves: Cramér-Rao bound for an unbiased estimator of $\alpha$, and MSE of the $\alpha$ of maximum-likelihood (on an evenly spaced grid of 200 values between 0.1 and 1.9).
By design, these blocks can be inverted and the determinant of the Jacobian matrix $J_{f_\alpha}$ of the transformation retrieved from the forward pass. During training we seek to approximate the true posterior $p(\theta|R)$ by the learnt posterior $p_\phi(\theta|R) = \exp\left(-\frac{\|f_\phi(\theta; h)\|^2}{2}\right)$. The loss function is the Kullback-Leibler divergence between $p(\theta|R)$ and $p_\phi(\theta|R)$ which reads as

$$\mathcal{L}(R) = \frac{1}{2} \|f_\phi(\theta; h)\|^2_2 - \log |\det J_{f_\phi}|,$$  

(5)

where $h = g_\phi(R)$ and $\|\cdot\|_2$ denotes the Euclidean norm. Sampling the posterior distribution first requires computing $h$ from the trajectory $R$, and then generating the required number of sample as $\theta = f^{-1}_\phi(z; h)$ with $z$ drawn from a standard $D$-dimensional Gaussian distribution.

Details about the implementation are presented in Supplementary Material 1., and the code is available online: https://gitlab.pasteur.fr/hverdier/gratin-fbm

III. ESTIMATION OF THE ANOMALOUS EXPONENT

We evaluate the performance of our variational inference procedure on numerically generated trajectories. Estimating the anomalous exponent $\alpha$ is the most challenging part of the inference, and we thus focus on this here, although our approach infers a joint posterior density for $\theta = (K_\alpha, \alpha)$. Trajectories used for training and evaluation are generated using the Davies-Harte method [18] implemented in the Python f bm package with $\alpha \sim U(0.1, 1.9)$ and $\log_{10}(K_\alpha) \sim U(-2, 2)$.

Figure 3A shows the inferred posteriors of $\alpha$ on portions of increasing length of two example trajectories. The amortised posterior is consistent with the exact one, and both become increasingly peaked around the true value of $\alpha$ as the length of the trajectory increases. The inferred posterior distributions do not exhibit broad tails or divergences, and are proper distributions, i.e., they are normalisable.

Using the likelihood shown in [3] we computed the Cramér-Rao bound of the inference problem, which gives a lower bound of the variance achievable by an unbiased estimator of the parameters $\theta$ (see Supplementary Material [3]). We computed $b_N(\alpha)$ the lower bound of the variance on $\alpha$ for estimators processing fBM realisations of length $N$ with an anomalous diffusion exponent $\alpha$. Besides, reducing for each trajectory the inferred posterior distribution to its mean, $E[\hat{\alpha}]$, we compute the mean square error (MSE) $(E[\hat{\alpha} - \alpha])^2$ of the inference. On Fig. 2C, we compare this quantity (for $N = 100$) to the MSE of our amortized inference based on the GRATIN summary network. We observe that the optimal variance critically depends on $\alpha$ and that our inference is close from optimal on trajectories with $\alpha \approx 1$.

In Fig. 2E, we show the mean MSE of our inference on trajectories with lengths varying across two orders of magnitudes, with $\alpha$ uniformly sampled in the interval $(0.1, 1.9)$. We observe that the MSE follows a power-law decrease and is close to the mean optimal variance (obtained by averaging, for each $N$ the values of $b_N(\alpha)$ over the range of values of $\alpha$). The amortised inference is suboptimal (as expected from any variational inference), but its variance shows a fast decreasing trend similar to the Cramér-Rao bound, i.e., close to $\propto 1/N$. We compared several architectures of summary networks: GRATIN, which is described above, GRATIN-NF (as "no features"), which is a version of GRATIN with a minimal set of features (see supplementary material [1a]) and an architecture based on 1D convolutions and LSTM layers ("Long Short Term Memory", [8]), inspired from [3] and [54], who proposed similar architectures to study anomalous diffusion (see details in supplementary material ??). We observe that features do improve the quality of the inference performed by GRATIN. The LSTM summary network provides slightly more precise predictions than the GRATIN one, but this is at the cost of a lesser interpretability of the inner computation performed by the network and a greater number of parameters.

An advantage of a BayesFlow-based framework is that, by averaging summary statistics vectors of segments of long trajectories, the network is able to extract information about longer trajectories than those seen during training. We show in figure 3A that the spread of mean inferred predictions keeps shrinking as $N$ increases. We quantify this in figure 3B, where the evolution of the mutual information (MI) between the true and the mean inferred $\alpha$ is shown as a function of trajectory length. To estimate MI, we used the procedure described in [39] implemented in [58]. Nevertheless, as segments of a long trajectories are correlated, so are their summary statistics vectors. Hence, their average does not necessarily lay in the same region of the latent space as representations of segments of same size taken from individual trajectories with the same value of $\alpha$. This results in a slight systematic bias of the prediction, which we corrected using a simple polynomial.

The rotation invariance which the GNN enforces is especially relevant on trajectories of higher dimension. To confirm the interest of a such constraint, we have trained inference models based on GRATIN and LSTM summary networks on trajectories of increasing dimension (and fixed length $N = 100$) and observed that models based on GRATIN yielded better results than LSTMs for trajectories of dimension greater than three, as shown in figure 2D. The LSTM architecture seems to encounter convergence issue when processing trajectories of high dimensions. We kept the same hyperparameters of training throughout all experiments, i.e. a batch size of 2 048 and a learning rate of 0.01, which is reduced by a factor 0.2 when the loss plateaus for 15 epochs. Training was stopped after 30 epochs of 100,000 trajectories. While a thorough hyperparameter optimization could reveal the configuration which enables the LSTM architecture to properly converge, this highlights the robustness of the
GNN architecture. Note that interest in GNN is based on physical interpretability of the latent space, linear complexity with trajectory length and the possibility to implement physically relevant symmetries within the Graph structure. There is little doubt that numerous machine learning architecture may be found to be more efficient in specific point prediction processes.

The learnt summary statistics $\mathbf{h}$, used to compute the posterior distribution, constitutes a low-dimensional representation of a trajectory. The structure of the manifold on which summary statistics vector lies is revealing of the way the encoder represents information extracted from the trajectories. An assumption in representation learning \[8\] is that interpretable representation lead to better generalisation. We projected $\mathbf{h}$ onto a 2D plane using UMAP \[49\] (a non-linear dimensionality reduction algorithm) and mapped $\alpha$ on it (see Supplementary Fig. S1). We see that the latent space is organised according the value of $\alpha$, a good indication that the learning process properly captured the underlying physical properties. We tested the robustness of the inference procedure when applied to trajectories corrupted by positional noise. We show in Supplementary Fig. S2 the evolution of the MSE of the amortised inference of $\alpha$ and compare it with the corresponding Cramér-Rao bound. The precision of the amortised inference procedure closely follows the lower bound set by the Cramér-Rao inequality. This was obtained by training models specifically on trajectories corrupted with increasing amounts of noise.

An important attribute of our approach is that, passed the amortisation (training) step, the computational complexity of inferring the parameters of a novel trajectory is linear in terms of the length of this trajectory. To show this, we subdivide the inference procedure into three steps: (i) initial feature evaluation, (ii) forward pass through graph convolutions and pooling, and (iii) operations on summary statistics to generate the posterior. (i) The initial evaluation of node and edge features requires $O(N + |E|)$ time and memory, where $N$ is the number of nodes (for a trajectory of $N + 1$ points) and $|E|$ is the number of edges. Here $|E| \propto N$ by design (the in-degree of nodes is bounded), so this step has $O(N)$ complexity. (ii) The forward pass through the graph convolutions and the following pooling of node features requires $O(|E|)$ operations and memory slots, and hence this step also has $O(N)$ complexity. (iii) The latent space is of fixed dimensions, and hence all operations after the pooling layer have $O(1)$ complexity. The global complexity of the amortised architecture is thus linear with respect to the number of points in the trajectory.

In comparison, calculating the exact likelihood [Eq. equation (3)] requires evaluating the determinant $\det(\Sigma(\theta))$ and the quadratic form $(\Delta \mathbf{r})^\top \Sigma(\theta)^{-1} \Delta \mathbf{r}$, which can be done in $O(N^2)$ time \[22\]. This makes exact inference prohibitively expensive for very long trajectories, where our amortised inference scheme may instead be used (Fig. 2C). Note furthermore that for many models the exact likelihood cannot be calculated at all, in which case approximate inference is the only route possible.

IV. ESTIMATION OF A FINITE DECORRELATION TIME

When considering fBm as a model of biomolecule random walks, we have to keep in mind that many physical environments might exhibit a finite decorrelation time $\tau_c$ possibly stemming from motion occurring outside a polymer-dominated environment \[76\] or from changes of conformations of the bimolecule altering the nature of its interactions. The characteristic time bears information on the local environment’s physical properties, and it might be spatially dependent or specific to interactions with local partners. In practice, inferring $\tau_c$ from individual trajectories is challenging. Autocorrelation-based approaches for example give incomplete results on individual trajectories as the limited number of points prevents proper averaging \[10\] \[63\]. The power spectrum density (PSD) is a relevant quantity as well, but can only be estimated with sufficient precision for trajectories longer than those considered here by several orders of magnitude. Besides, \[38\] show that PSD curves computed on an ensemble of superdiffusive fBm trajectories cannot be simply averaged, hence the interest of inferring $\tau_c$ directly from single trajectories.

We adapted the amortised inference procedure presented above to infer $(\alpha, \tau_c)$ instead of $(K_\alpha, \alpha)$. We left out $K_\alpha$ here since it is simply a scale factor and can be removed by rescaling the trajectories. We used the same node and edge features as above, ensuring the procedure’s linear computational complexity. A finite decorrelation time was modeled by multiplying the autocovariance of the fBm by an exponential factor, $\min(1, e^{\tau - \tau_c})$, where $\tau$ is the time difference. Examples of the autocorrelation function for several values of $\alpha$ and $\tau_c$ are given in Supplementary Fig. S3. The modified covariance matrix of the displacements thus reads

$$\Sigma(\alpha, \tau_c)_{i,j} = \min \left( 1, e^{\tau_c - |i-j|\Delta t} \right) \times \left( |i-j+1|^\alpha + |i-j-1|^\alpha - 2|i-j|^\alpha \right),$$

where we have ignored the scale factor $K_\alpha$. As there is no simple means to quantitatively relate the length of a trajectory to the difficulty of inferring its finite correlation time, we performed this inference on trajectories of fixed length $N = 1\,000$, with $\tau_c$ integer-valued and ranging from 5 to 50. We chose this value of $N$ firstly because the length of the trajectory must exceed the correlation time by at least an order of magnitude in order for some information to be retrievable and secondly because the simulation of trajectories has a quadratic complexity in $N$, deterring one to include too long trajectories in the simulation-greedy training phase. We chose as priors $\log(\tau_c) \sim \mathcal{U}(\log(5), \log(50))$ and $\alpha \sim \mathcal{U}(0.4, 1.6)$. We restricted the range of $\alpha$ compared to the previous sections because the modified covariance matrices were
FIG. 3. A: Comparison of mean inferred values and true values of $\alpha$, for trajectory lengths spanning four orders of magnitude. The red line is the diagonal $\alpha = \mathbb{E}[\hat{\alpha}]$. B: Convergence towards the true value of $\alpha$ as function of trajectory length. The model was trained on trajectories of length $10 \leq N \leq 1000$; longer trajectories were cut in segments of length $\leq 1000$ and their summary vectors averaged to obtain a single posterior for the whole trajectory. Shaded areas represent the 5% & 95% quantiles. C: Mutual information between $\alpha$ and $\mathbb{E}[\hat{\alpha}]$. D: Performance of models based on GRATIN and LSTM encoders as a function of the trajectory dimension ($D = 1, 2, 3, 5, 10, 30$).

not invertible for extreme values of $\alpha$. We simulated trajectories by sampling the steps from the multivariate Gaussian distribution $\mathcal{N}(\mathbf{0}, \Sigma(\alpha, \tau_c))$ using a Cholesky decomposition: $\Delta \mathbf{r} = \mathbf{L} \mathbf{u}$, where $\mathbf{L}$ is the Cholesky decomposition of $\Sigma(\alpha, \tau_c)$ and $\mathbf{u}$ is a Gaussian vector drawn from the multivariate normal.

Examples of inferred joint posteriors of $(\alpha, \log(\tau_c))$ are shown in Fig. 3A. The precision of the inference of $\alpha$ remains high despite the limited correlations, while the order of magnitude of $\tau_c$ is often retrieved (except around $\alpha \approx 1$). The example trajectories shown on the rightmost column give a good intuition of the effect of the finite correlation time as they were generated with the same random vector $\mathbf{u}$ (only the autocovariance matrix varied): all three trajectories have the same global shape, only fine-grained dynamics reveal the difference of anomalous exponent.

We compared our estimator with the maximum-likelihood one, which consists in choosing the value of $(\alpha, \tau_c)$ that maximises the likelihood of the observed trajectory. In practice, we computed the log-likelihood on a grid of values of $\alpha$ and $\tau_c$ to find the values yielding the maximal likelihood, with $\alpha$ taking 30 regularly spaced values between 0.4 and 1.6, and $\tau_c$ taking 25 geometrically-spaced values in its range. As shown in Figure 3C, our amortised inference yields a slightly more biased estimate than the maximum-likelihood estimator (when taking the mean of the posterior distribution) but has a smaller variance. When $\alpha = 1$, successive increments are completely independent of each other and there is thus no information to retrieve regarding $\tau_c$. This is observable on the lower panel of Figure 3C, both by looking at the Cramér-Rao bound, which diverges, and at the variance of our estimator, which is maximal at $\alpha = 1$.

V. DISCUSSION
FIG. 4. Performance of the anomalous exponent and decorrelation time estimation A: left column: joint posteriors of $\alpha$ and $\log_{10}(\tau_c)$, middle columns: marginal inferred posteriors (plain lines) and true ones (dashed lines), right column: corresponding trajectories. True values of the parameters are indicated in red. From top to bottom, $(\alpha, \tau_c)$ equals $(0.6, 5)$, $(1, 20)$, $(1.4, 40)$. B: Variance and MSE of our inference of $\log(\tau_c)$ plotted as a function of $\alpha$, compared with the Cramér-Rao bound for an unbiased estimator. For each of 20 values of $\alpha$, 600 trajectories with $\log(\tau_c)$ sampled uniformly between $\log(5)$ and $\log(50)$ were used to compute the mean square error on the inference of $\log(\tau_c)$. C: Comparison of the values of $\log(\tau_c)$ inferred by our method (in blue) and by a maximum-likelihood (ML) estimator (in green). The thick line represents the mean across all trajectories, while the filled regions correspond to the first and last quartiles. The anomalous diffusion exponent $\alpha$ is drawn from a uniform distribution between 0.4 and 1.6. We considered, for each value of $\tau_c$, 100 trajectories for the ML estimation (computationally intensive) and 6,000 for our amortized inference. The most plausible values of $\tau_c$ were chosen on a grid of 20 values of $\alpha$ and 20 values of $\tau_c$. 
Simulation-based inference coupled with machine learning approaches are a promising avenue to address challenging inverse problems. When applied to intractable systems (i.e., systems for which no closed-form expression of the likelihood is known), this combination allows splitting the inference task into two steps. In the first phase, computationally intensive, simulations produce artificial data on which a neural network is trained to approximate the posterior distribution of the parameters using a variational objective. In the second step, which is computationally fast, inference is performed on experimental data by a direct forward pass through the trained network, yielding the estimated posterior distribution. The procedure is statistically efficient if the numerical data match the properties of experimental one and if the variational inference is able to capture the complex relations that might exist between the variables to be inferred.

There are two main challenges associated with amortised approaches. First, training variational inference often consists in minimising a Kullback-Leibler divergence between the approximate distribution and the real (unknown) one. Optimising such a non-convex function is challenging and is not generally guaranteed to converge towards a global optimum. The second challenge is linked to interpretability. Both the models used to learn the summary statistics and the variational posterior distribution are generally intractable. There is thus limited insurance that the process does not misbehave, especially when applied to real experimental data. Evaluation of the exact posterior distribution using sampling, such as in approximate Bayesian computation, may however lead to similar problems due to the difficulty of properly sampling complex likelihood landscapes. Discrepancies between the data on which the inference is to be run and the simulated data used for training, likely to harm the inference’s relevance, could be detected using methods such as the one we introduce in \cite{70}, based on statistical tests between summary vectors.

We here used fBm to quantify the performance of our amortised inference approach. We chose to focus on fBm both due to its paradigmatic status as an anomalous random walk model and because it has a tractable likelihood, allowing us to compare our amortised method to exact likelihood-based inference and to the Cramér-Rao bound on estimator precision. We advocate more generally for the use of exactly solvable random walk models, such as the fBm, as benchmarks to evaluate the performance of machine-learning based inference methods.

We showed that our amortised inference can successfully be applied to infer the parameters of fBm, with a precision that is lower than the Cramér-Rao bound but which increases with a scaling that is similar to it. Our algorithm has a linear complexity in the length of the trajectory and can be applied to trajectories of any length at inference time, even if the algorithm has not been specifically trained on trajectories of the same length. We furthermore showed that our amortised approach could be used to efficiently infer the parameters of a more realistic fBm-type model with a finite decorrelation time.

Our amortised inference framework can be used for any random walk model, even for models that do not have a tractable likelihood, provided that they can be simulated efficiently enough to provide a large number of trajectories for training. In all cases, our approach retains its linear computational complexity at inference time. For random walk models with intractable likelihoods, only empirical evaluation of the performance will in general be possible. Thus, it is not possible to make absolute statements about the statistical efficiency of the approach in these cases.

Beyond random walks, amortised inference can more generally be instrumental in providing posterior distributions for models of complex systems with fractional noise and/or long memory. Recent work by the authors of BayesFlow has extended its scope of application to model comparison problems \cite{60}. Numerous challenges remain to be addressed to standardise the optimisation of the variational inference, especially in cases where some parameters are not sufficiently constrained by the data or when there are sloppy directions in the parameter space \cite{74}. Furthermore, variational inference does not necessarily lead to physically realistic parameters. Ensuring the physics-informed \cite{9, 62} nature of the inference may require imposing constraints on the network generating the summary statistics, but our results show that the network is able to learn physically meaningful features without inductive bias. Finally, the statistical efficiency of amortised approaches will depend on the ability of numerically generated data to match experimental observations.
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**SUPPLEMENTARY MATERIAL**

1. amortised inference model architecture and training

   a. Node and edge features

   The features associated to nodes and edges of a trajectory’s graph in the GRATIN summary network are defined using the following variables defined for each node \( i \in \{1,\ldots,N\} \): the sum \( R^{(k)}_i \) of step sizes elevated to the power \( k \), up to point \( i \): \( \sum_{j \leq i} \| \Delta r_j \|^k \). We denote as well \( s \) the standard deviation of step sizes. Then, the node features associated to a node \( i \) are:

   1. the normalised time: \( i/N \),
   2. the normalised distance to origin: \( \| r_i \|_2 / s \sqrt{i} \),
   3. the normalised maximal distance to origin up to point \( i \): \( \max_{k \leq i} \| r_k \|_2 / s \sqrt{i} \),
   4. normalised cumulative powered distances covered by the walker up to point \( i \), with \( k \in \{1,2,4\} \):
      \[
      \frac{N}{i} \frac{R^{(k)}_i}{R^{(2)}_i}.
      \]

   The six features associated to an edge \((i,j)\) with \( i < j \) are:

   1. the time difference: \( j - i \),
   2. the normalised distance between edge source and target: \( \| r_j - r_i \|_2 / s \sqrt{j - i} \),
   3. the normalised dot product of jumps: \( \Delta r_i^T \Delta r_j / s^2 \),
   4. normalised differences of the cumulative powered distances covered by the walker from point \( i \) to \( j \), with \( k \in \{1,2,4\} \):
      \[
      \frac{N}{j - i} \frac{R^{(k)}_j - R^{(k)}_i}{R^{(2)}_i}.
      \]

   The number of operations required to compute features scales linearly with the trajectory length.

   The GRATIN-NF version of the summary network simply uses two features per node and edge. Its node features are:

   1. the normalised time: \( i/N \),
   2. the normalised distance to origin: \( \| r_i \|_2 / s \sqrt{i} \).

   Its edge features are:

   1. the normalised time difference: \( (j - i)/N \),
   2. the normalised distance: \( \| r_i - r_j \|_2 / s \sqrt{j - i} \).

b. GNN Architecture

   The architecture of the GNN used in the summary network is similar to the encoder network proposed in [69], with the difference that we here additionally apply edge features. Node and edge features are first passed to perceptrons, which embed them in an 8-dimensional space. The network is then composed of three successive convolution layers, one relying simply on node features and the two others being conditioned by edge features. We used as convolutions the GIN layers introduced in [77]). They output \( x^{(1)} \), \( x^{(2)} \) and \( x^{(3)} \) vectors, each of 32 dimensions (equivalent to 32 convolution filters), which are concatenated to form \( x^{(f)} \). The rows of this \((N, 32 \times 3)\) matrix of nodes features are then aggregated using an attention mechanism during the pooling step, to keep just one row per graph, i.e., per trajectory. This vector is subsequently passed to a three-layer perceptron, the output of which is a 12-dimensional summary statistics vector. The dimension of the summary statistics vector is voluntarily higher than that of the parameters space so as to facilitate the neural network convergence, which is helped by over-parameterisation [24].

c. Differences with Verdier et al.

   The network introduced here performs variational inference on a well-defined class of trajectories, while the one presented in [69] provides a point estimation of the anomalous exponent and the random walk type for a variety of random walk models, accounting for experimental noise. The main similarity between the two networks is the GNN structure of their encoders. Here is an extensive list of the differences between these two modules:

   1. In the present work, features are not only associated to nodes but to edges as well.
   2. We use a more expressive graph convolution layer, able to process edge features, the GIN layer introduced in [77].
   3. We use batch normalisation layers which are more appropriate to graphs, the InstanceNorm layer introduced in [68].
   4. The argument of the geometric series used to wire nodes is no more fixed by the length of the trajectory but instead depends on the index of the node of destination.

d. LSTM architecture

   The summary network based on LSTM takes as input, for each trajectory, the vector of positions. It has the following sequence of layers:
• 2 1-dimensional convolutions, with 64 convolution kernels of size 8.

• 4 stacked bi-directional LSTM whose hidden units have 32 dimensions

• 1 MLP of size (32 × 2 × 4, 12). The input dimension corresponds to the product of the number of dimension of hidden units, the number of stacked layers and the number of directions. Indeed, the MLP takes as input a concatenation of the eight last hidden states of the LSTMs. The output has the dimension of the latent space.

e. Invertible network

The invertible network is a succession of three affine coupling blocks. These blocks, introduced in [22], transform an input vector $u$ into $v$ in an invertible manner parameterised by the summary statistics vector $h$. They do so by splitting $u$ into two halves $u_1$ and $u_2$, used to compute the two halves $v_1$ and $v_2$ of $v$ by consecutively performing the two following operations:

$$v_1 = u_1 \odot \exp(s_1(u_2, h)) + t_1(u_2; h)$$
$$v_2 = u_2 \odot \exp(s_2(v_1; h)) + t_2(v_1; h)$$

where $\odot$ denotes the element-wise multiplication (the Hadamard product) and where $s_1$, $s_2$, $t_1$ and $t_2$ are multi-layer perceptrons, which do not need to be invertible. In our case, they have five hidden layers and their activation function is an exponential linear unit. This procedure can be inverted to efficiently retrieve $u$ from $v$.

f. Training the networks

Not all parameter directions in the parameter space are equally constrained by the data. Thus, we split the summary statistics vector in two halves (one per parameter to infer) and pre-train summary networks to infer each parameter individually. This is motivated by the expected misbehaviour of variational optimisation for an inference whose parameters are under significantly different constraints. Hence, the good performance at inferring an easily learnt parameter (such as $K_a$) does not prevent the network from converging towards a better optimum where it infers more challenging parameters as well. We do this by using the output of the encoder GNN as an input to a multi-layer perceptron, and optimising the so-obtained regressor to infer a given parameter in a regression setting. The multi-layer perceptron is then discarded, and the outputs of the parameter-specific GNNs are concatenated to form the summary statistics vector used in the coupled inference. Weights of the summary networks are then frozen and only the invertible part of the network is trained.

2. Exact posterior inference

To compute exact posteriors, likelihood values were computed on grids of points in parameter space. We picked a uniform prior on $(0, 4, 1, 6)$ for $\alpha$ and a log-uniform one for $\tau_c$ and $K_a$, which spanned 8 orders of magnitude. There was thus no coupling between parameters in the priors. The parameters used to generate trajectories during training were sampled from these same priors.

3. Cramér-Rao bound

Formally, we consider any estimator of the parameters $\theta$ to be a (possibly implicit) function of the recorded trajectory, $R$, i.e., $\hat{\theta} = T(R)$. We denote by $\psi(\theta) = E[T(R)]$ its expectation, and by

$$\Gamma(\theta) = E[(T(R) - \psi(\theta))(T(R) - \psi(\theta))^{\top}]$$

its covariance matrix. Finally, $I(\theta)$ is the Fischer information matrix, whose elements are given by $I_{n,m}(\theta) = E\left[\frac{\partial}{\partial \theta_n} \log p(R|\theta) \frac{\partial}{\partial \theta_m} \log p(R|\theta)\right]$.

The Cramér-Rao bound states that, for any estimator $T$,

$$\Gamma(\theta) \geq \nabla \psi(\theta) [I(\theta)]^{-1} [\nabla \psi(\theta)]^{\top},$$

where $\nabla \psi$ is the Jacobian of $\psi$. In particular, this matrix inequality implies the following lower bound on the variance of any unbiased estimator of a single parameter:

$$\text{Var}_\theta(T_n(R)) \geq [I(\theta)^{-1}]_{n,n}$$

This inequality is loose and the bound exaggeratedly low if parameters are not approximately equally difficult to estimate. Hence, when computing the lower bound of the variance $b_N(\alpha)$, we treated the problem of section III as univariate, i.e. we discarded the terms related to the inference of $K_a$ in the Fischer information matrix.
4. Supplementary figures

FIG. S1. Latent space representations of individual trajectories. 2D visualisation of summary vectors (one point per trajectory), obtained by UMAP and colored according to A: their anomalous diffusion exponent $\alpha$, and B: their correlation time $\tau_c$. Trajectories are of length $N = 1,000$.

FIG. S2. Robustness to noise. MSE on $\alpha$ estimated with amortised inference compared to the Cramér-Rao bound as a function of positioning noise $\sigma$. Trajectories are of length $N = 200$ and generalised diffusivity 1. Positions are independently corrupted with Gaussian noise of variance $\sigma^2$. The diffusion coefficient was set to 1, $\alpha$ was sampled from a uniform distribution between 0.4 and 1.6, and the performance was obtained by averaging over 10,000 trajectories for each level of noise.
FIG. S3. Temporal correlations of fBm with finite decorrelation time. Autocovariance of increments of the fBm trajectory, with finite correlation time $\tau_c$, in the sub-diffusive and super-diffusive case. Red curves correspond to $\alpha = 0.6$, and $\tau_c = 5$ (dashed line), 15 (dotted line), $\infty$ (plain line). Green curves correspond to $\alpha = 1.4$, and $\tau_c = 5$, 25, $\infty$. 