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Abstract

In dimension reduction problems, the adopted technique may produce disparities between the representation errors of two or more different groups. For instance, in the projected space, a specific class can be better represented in comparison with the other ones. Depending on the situation, this unfair result may introduce ethical concerns. Aiming at overcoming this inconvenience, a fairness measure can be considered when performing dimension reduction through Principal Component Analysis. However, a solution that increases fairness tends to increase the reconstruction error. In other words, there is a trade-off between equity and performance. In this context, this paper proposes to address this trade-off in Fair Principal Component Analysis problems by means of a multi-objective-based approach. For this purpose, we adopt a fairness measure associated with the disparity between the representation errors of different groups. Moreover, we investigate if the solution of a classical Principal Component Analysis can be used to find a fair projection. Numerical experiments attest that a fairer result can be achieved with a very small loss in the reconstruction error.
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1. Introduction

In Machine Learning (ML), a typical concern is to project a statistical model able to perform a specific task, without an explicit knowledge of the relation between the inputs and outputs involved in the addressed problem \cite{Duda et al. 2000}. ML techniques have been highlighted in the last
years for its broad scope of application in many different areas, such as pattern recognition (Bishop, 2006), signal processing (Little, 2019), audio and image processing (Camastra & Vinciarelli, 2015) and others (Goodfellow et al., 2016).

Besides its ubiquitous use in technical problems, ML models have also been applied in tasks with social and economical impacts, e.g., credit concession (Hardt et al., 2016), recidivism prediction (Chouldechova, 2017) and gerrymandering (Kearns et al., 2018). Although these models can achieve a good performance, generally, they are not conceived in order to incorporate ethical concerns. As a consequence, ML techniques may lead to unfair decisions. Moreover, since several techniques work as black-boxes, it is difficult to understand how such unfair decisions were achieved. In this context, the Artificial Intelligence (AI) research community has been working in subjects related to ethical AI, such as the model explainability (Gilpin et al., 2018; Confalonieri et al., 2021; Kenny et al., 2021; Langer et al., 2021) and fairness (Barocas et al., 2019; Brandão et al., 2020; Saxena et al., 2020). The latter concept is the focus of this work. Since the ML approach is strongly dependent on the available data, the models can incorporate some biases present in the datasets (Barocas & Selbst, 2016). Once an unfair decision is made, the previous bias is reinforced, accentuating further the social disparities. Therefore, apart from the performance measure, such as the Mean Squared Error (MSE) or accuracy, the ML models must also incorporate additional information in order to deal with social biases. An example is to consider a fairness measure in the ML model construction (Samadi et al., 2018).

The fairness concern can be addressed in the pre-processing step (Dwork et al., 2012; Wang et al., 2018; Samadi et al., 2018), during the model training (Zafar et al., 2019) or even in a post-processing step (Lohia et al., 2019). For instance, in the pre-processing framework, which is the focus of this paper, fairness is generally associated with how one manages the acquired dataset. Suppose a dataset composed by $n$ samples and $d$ attributes; an induced bias may arise when one performs a dimension reduction in scenarios with a large number of attributes (e.g., from $d$ to $r$-dimensional space, where $d >> r$). As presented by Samadi et al. (2018), the dimension reduction provided by the classical Principal Components Analysis (PCA) (Jolliffe, 2002) may be biased towards one group of the population, leading to different reconstruction errors. For example, in a situation where sensitive attribute is the gender (male and female), the classical PCA may lead to a systematically lower reconstruction error for the male population. Since the projected data better represent males than females, the application of PCA may lead to disparate performances when these data are used in a ML model.
Motivated by the aforementioned ethical concerns, the first goal of this work is to introduce a fairness measure when dealing with dimension reduction using PCA. More specifically, alongside the “total” reconstruction error (the reconstruction error when using all samples, without a division into groups), we also consider a fairness measure as a cost function when seeking for the projection matrix. However, differently from existing works, which incorporate both objectives into a single one (Samadi et al., 2018), we address this problem in a multi-objective optimization fashion (Miettinen, 1999). Therefore, in our formulation, called Multi-Objective Fair Principal Component Analysis (MOFPCA), both criteria are optimized simultaneously. Moreover, instead of searching for a new projection matrix, we use the solution of the classical PCA to extract the projection vectors that will be used to optimize both objectives. As a result, we obtain a set of solutions that can be used to visualize the trade-offs between the reconstruction error and the fairness measure. This may be helpful in practical applications, since it provides a transparent way to support the decision under these conflicting objectives.

The fairness measure considered here is simply the disparity between the obtained reconstruction errors of each class. Since the projection matrix that minimizes the total reconstruction error does not lead, necessarily, to the minimum disparity (i.e., the objectives are conflicting), our proposal tends to lead to a set of optimal solutions (in the sense of Pareto optimality), frequently referred to as non-dominated set (Deb, 2001). Within this set, one may find the solutions that minimize each objective individually as well as some compromising solutions between them. With this framework, one can verify if it is possible to obtain a non-dominated solution associated with a small value of the reconstruction error and, at the same time, a fair representation of both classes.

The paper is organized as follows. In Section 2, we describe the existing works related to our proposal. We discuss the addressed problem in Section 3. In Section 4, we present the multi-objective optimization formulation and, in Section 5, the proposed MOFPCAm as well as the adopted evolutionary algorithm. Section 6 presents the numerical experiments and, finally, the concluding remarks and future perspectives are described in Section 7.

2. Related works

Olfat & Aswani (2019) presents a fair dimensionality-reduction method, based on a Semi Definite Program for PCA and Kernel PCA. With the projected dataset, the authors tackle a classification problem where the disparate impact was used as a fairness measure. Another work that addresses fair PCA was conducted by Samadi et al. (2018), who proposed a fairness criteria based on the
loss suffered from each protected group in the projected space with respect to their individual optimal projection. As a first step, they independently perform PCA for each protected group. For each execution of PCA, the reconstruction error for each group is calculated and the loss function indicates how far from these two benchmarks the total reconstruction error (obtained with PCA on all samples) lies. In the optimal scenario, one obtains a projection that deviates equally each population from their ideal reconstruction error. The authors have proposed an algorithm that performs this task (called FairPCA), obtaining as a solution a set of \( r+1 \) dimensions (or \( r+k \), if the sensitive attribute can assume \( k+1 \) values). This solution satisfies the loss-based fairness criterion and a reconstruction error equal to a \( r \)-dimensional PCA. The work conducted by Tantipongpipat et al. (2019) also presents some applications in the context of Fair ML, particularly in the problem of low-rank decomposition. The authors propose some algorithms able to consider the fairness requirement and that tighten the number of required extra dimensions proportional to \( \sqrt{k} \).

In the context of multi-objective optimization, fairness in PCA has also been addressed in (Kamani et al., 2019). The authors proposed a gradient descent algorithm for the Fair PCA projection matrix, where no extra dimension is required to perform the task. Moreover, the concept of non-dominance is based on the gradient direction and, therefore, only considers first order information. This may lead to dominated solutions in more general scenarios (where the cost function may not be convex) and it is necessary to use more robust algorithms to explore the feature space.

A common point on the approaches proposed by Samadi et al. (2018) and Kamani et al. (2019) is that they search for a projection matrix \( \tilde{U} \) that is different from the one obtained by the classical PCA (represented here by \( U \)). If \( \tilde{U} \) is the same as the one given by PCA, no fairness improvement is achieved. On the other hand, our proposal aims at using the principal components \( u_1, u_2, \ldots, u_d \) already obtained from the application of the classical PCA and then sorting them to attain the fairness concern. This difference is depicted in Figure 1.

In other words, with the purpose of reducing the number of attributes to a \( r \)-dimensional space, we combine the \( r \) directions of the classical PCA differently from the solution that minimizes only the total reconstruction error (which is given by the first \( r \) principal components). Therefore, the multi-objective proposed framework acts in the selection of the components that optimizes both reconstruction error and fairness measure simultaneously. This characteristic of the proposed method is interesting in already running data systems, since it introduces a re-sorting block that can be easily plugged into the data pipeline. Moreover, it takes advantage from the efficient algorithms to perform PCA even with high dimensional data (Fan et al., 2018).
3. Problem formulation

In this section, we briefly review the PCA methodology and the problem of Fair PCA.

3.1. Principal Component Analysis

Consider a data matrix \( X \in \mathbb{R}^{n \times d} \), with \( n \) as the number of \( d \)-dimensional samples. Roughly speaking, the aim of Principal Components Analysis (Jolliffe, 2002) is to seek for an orthogonal projection matrix \( U \in \mathbb{R}^{d \times r} \) that reduces the data dimension while minimizing the reconstruction error \( \mathcal{R}(U) \), given by

\[
\mathcal{R}(U) = \| X - XU^T U \|^2_F ,
\]

where \( \| \cdot \|_F \) is the Frobenius norm (Golub & Van Loan, 2013). Mathematically, the optimization problem tackled by PCA can be expressed by:

\[
\begin{align*}
\min_U & \quad \mathcal{R}(U) \\
\text{s.t.} & \quad U^T U = I,
\end{align*}
\]

where \( I \) is the identity matrix. Therefore, matrix \( U \) maps a point from \( \mathbb{R}^d \) to \( \mathbb{R}^r \) (\( U^T \) is the inverse mapping, taking a point from \( \mathbb{R}^r \) to \( \mathbb{R}^d \)). Without loss of generality, let us consider that the first \( l \) columns of \( U \) represent the first \( l \) principal components.

3.2. Fairness in PCA

Usually, the columns of \( X \) are referred to as attributes. Moreover, in social and economical problems, some of them can carry historic biases (the so-called sensitive attributes). Examples are gender, race and educational levels. As mentioned in Section 1, Samadi et al. (2018) discussed
the disparate results provided by PCA with respect to the reconstruction errors for groups with
different sensitive attribute values. This can raise ethical problems, since a specific group can be
harmed by automatic decision systems not aware of data biases.

Aiming at overcoming disparate results in dimension reduction, it is fundamental to consider an
adequate fairness measure. In this paper, we directly associate this measure with the reconstruction
errors for individual classes. Thus, in order to formulate this criterion, let us assume that the samples
can be divided as

$$X = \begin{bmatrix} X_A \\ X_B \end{bmatrix}$$

(3)

where $X_A \in \mathbb{R}^{n_A \times d}$ and $X_B \in \mathbb{R}^{n_B \times d}$ represent different sensitive groups (e.g., male and female),
respectively. The proposed fairness measure is defined as follows:

$$F(\hat{U}) = \left( \frac{1}{n_A} \| X_A - X_A \hat{U} \hat{U}^T \|_F^2 - \frac{1}{n_B} \| X_B - X_B \hat{U} \hat{U}^T \|_F^2 \right)^2.$$  

(4)

In short, the idea in (4) is that the fairness measure evaluates the disparity between the reconstruc-
tion errors for classes $X_A$ and $X_B$. Ideally, in the fairest projection, matrix $\hat{U}$ is the one leading to
$F(\hat{U}) = 0$.

In this paper, we consider that both total reconstruction error and fairness measure are equally
important in the dimension reduction problem. Therefore, we would like to optimize both cost func-
tions simultaneously. For this purpose, we consider the application of multi-objective optimization
to deal with fairness in PCA. We address this technique in the next section.

4. Multi-objective optimization

In mono-objective optimization, the notion of optimality is quite simple. One only needs to
compare the cost function values obtained by the feasible solutions and then select the one that
minimizes (or maximizes) it. However, in a multi-objective optimization, this notion must be
extended to a vector-valued cost function. Therefore, in our case, the optimal solution should be
the one that leads to minimum values of $J = [\mathcal{R}(U^*), F(U^*)]$.

Very often multi-objective optimization problems involve conflicting cost functions. As a con-
sequence, one rarely finds a single solution that optimizes all objectives simultaneously. In the ad-
dressed dimension reduction problem, it is expected the presence of conflicts between the adopted
cost functions, i.e., a solution that minimizes the reconstruction error may not be the fairest one.
On the other hand, a solution that optimizes the fairness criterion may lead to a higher reconstruc-
tion error. Although this compromise exists, we may have a set of solutions that achieve suitable
performances on both objectives. Therefore, in order to determine this set of solutions, called non-dominated set, the characterization of an optimal solution is based on the following concept of dominance (Deb, 2001; Miettinen, 1999):

**Definition 1. (Dominance):** Consider two feasible solutions \( \tilde{U} \) and \( \tilde{U}' \). We say that \( \tilde{U} \) dominates \( \tilde{U}' \) if \( \tilde{U} \) is as good as \( \tilde{U}' \) in all objectives and \( \tilde{U} \) is strictly better than \( \tilde{U}' \) in at least one objective.

Based on this concept, we say that a solution is non-dominated if none of the objectives (reconstruction error and fairness measure, in our case) can be improved without degrading some of the others (i.e., if a solution leads to a better reconstruction error, it must lead, at the same time, to a worse fairness measure and vice-versa). If we assume that both reconstruction error and fairness measure should be minimized, the solutions of the multi-objective optimization problem are the following:

**Definition 2. (Non-dominated solution):** A solution \( \tilde{U} \) is a non-dominated solution if there is no other solution \( \tilde{U}' \) such that (i) both \( R(\tilde{U}') \leq R(\tilde{U}) \) and \( F(\tilde{U}') \leq F(\tilde{U}) \) and (ii) either \( R(\tilde{U}') < R(\tilde{U}) \) or \( F(\tilde{U}') < F(\tilde{U}) \).

It is worth mentioning that the set of all non-dominated solutions composes the Pareto front (Deb, 2001; Miettinen, 1999).

5. Proposed approach

As mentioned in the previous sections, this paper deals with a Fair PCA framework by means of a multi-objective optimization problem. Moreover, for a dimension reduction problem from \( d \) to \( r \)-dimensional space, we use the solution of the classical PCA and select \( r \) principal components that optimize both Equations (1) and (4) simultaneously. Assume that \( q^* = [q^*_1, \ldots, q^*_r] \), where \( q^*_i \in \{1, 2, \ldots, d\}, i = 1, \ldots, r \), represents the selected principal components. The multi-objective optimization problem is expressed by

\[
\min_{[q^*_1, \ldots, q^*_r]} [R(U^*), F(U^*)],
\]

where \( U^* = [u_{q^*_1}, u_{q^*_2}, \ldots, u_{q^*_r}] \) is the adjusted projection matrix whose columns are composed by the principal components extracted from \( U \). Note that \( u_{q^*_1}, u_{q^*_2}, \ldots, u_{q^*_r} \) are not, necessarily, the first \( r \) columns of \( U \). For example, if \( q^* = [1, 3, 6] \) (i.e, the columns 1, 3 and 6 of \( U \) are a solution of (5)), then \( [u_{q^*_1}, u_{q^*_2}, u_{q^*_3}] = [u_1, u_3, u_6] \). Moreover, one does not need to include an orthogonality
constraint on $U^*$, since the selected columns already ensure this property. Therefore, one only needs to select a combination of the principal components provided by the classical PCA.

In the next section, we will discuss the multi-objective algorithm used in this paper to obtain the non-dominated solutions.

5.1. SPEA2 algorithm

There are several existing methods that deal with multi-objective optimization problems (Miettinen, 1999). In this paper, we tackle the MOFPCA formulation expressed in (5) by means of evolutionary computation (Deb, 2001; Zhou et al., 2011), which has been used in several data analysis problems (Mukhopadhyay et al., 2014a,b). With respect to the adopted algorithm, we considered an improved version of the Strength Pareto Evolutionary Algorithm (SPEA) (Zitzler & Thiele, 1998), called SPEA2 (Zitzler et al., 2001). We adopted the SPEA2 since we deal with a multi-objective combinatorial problem and, as mentioned in (Ehrgott & Gandibleux, 2003), this algorithm can be used to deal with such situations. Although the implementation of SPEA2 is quite simple, one generally needs to set some specific concepts, as described in the sequel. We also highlight the particularities of each one (for more details, see (Zitzler et al., 2001)).

- **Individual**: An individual $q$ leads to a possible solution for the multi-objective problem. In our proposal, since we search for a projection matrix $U^*$ whose columns are composed by $r$ principal components extracted from the classical PCA (from a total of $d$), an individual comprises a combination of $r$ coefficient indices. For example, for a projection from $d = 10$ to $r = 4$-dimensional space, an individual could be $q = [1, 4, 8, 9]$, which leads to a projection matrix $\tilde{U} = [\tilde{u}_q, \tilde{u}_{q_1}, \tilde{u}_{q_2}, \tilde{u}_{q_3}, \tilde{u}_{q_4}] = [u_1, u_4, u_8, u_9]$.

- **Population**: The population $P$ is composed by a set of individuals. The size of population, represented by $\bar{P}$ is predefined before the algorithm starts. Moreover, in order to define the initial population, we randomly generated the individuals. In this procedure, aiming at covering a large region of the feasible space, we also ensured that they are different.

- **External set**: Another element used in SPEA2 is the external set, represented by $E$. In the beginning of the algorithm, the external set is empty. However, after each generation (or iteration) $g$, it is updated with the non-dominated solutions found so far. Similarly as in the population, we also redefine the external set size $\bar{E}$.
• **Fitness**: Based on both $R(\mathbf{U})$ and $F(\mathbf{U})$, the fitness value indicates how good (or bad) is the performance of an individual $\mathbf{q}$ in terms of dominance. Therefore, based on this measure, we can rank the individuals and select the best ones after each generation. For more details about how one calculates the fitness measure in SPEA2, see (Zitzler et al., 2001).

• **Crossover and mutation**: Both crossover and mutation are evolutionary operators used to generate new individuals. The crossover consists in generating a new individual $\mathbf{q}$, which will be used in generation $g+1$, by randomly taking parts of two different individuals of generation $g$. In mutation, we create a new individual used in generation $g+1$ by randomly modifying a part (some indices, in our case) of an individual of generation $g$. An import aspect in the addressed problem associated with both operators is that we must ensure the feasibility of the new created individuals. In our proposal, when applying both operators, we must verify that there is no repetition in the indices that compose each individual.

With the aforementioned concepts been clarified, the steps of SPEA2 are presented in Algorithm 1. As inputs, we redefine the initial population $P$, the (initially) empty external set $E$, the population size $\bar{P}$, the external set size $\bar{E}$, the maximum number of iterations $G$ and the crossover rate $\alpha$. In the first step, we calculate the fitness values for all individuals in both population and external set. These values are used in Step 2 in order to select the best individuals found so far and update the external set. At this point, if we achieve the maximum number of iterations, we set $E$ as the non-dominated solutions and stop the algorithm. Otherwise, we move to the mating selection step (Step 3). In this step, we perform a binary tournament selection on the external set in order to define the set of individuals that will be submitted to the evolutionary operators in the variation step (Step 5). It is worth mentioning that, in Step 5, $\alpha\%$ of the new population $P$ is obtained through crossover and the other $(1-\alpha)\%$ through mutation. The variation step ends by setting $g = g + 1$ and the algorithm return to Step 1.

When SPEA2 finishes, we achieve a set of non-dominated solutions. In terms of Pareto optimality, they are equally optimal. Therefore, one cannot say that a specific non-dominated solution is better than other one by taking into account the considered reconstruction error and fairness measure. In other words, we are not able to select a single optimal solution that solves our MOFPCA problem. However, an interesting aspect of the multi-objective approach is that we can visualize the compromise between the non-dominated solutions. This enhances the transparency the the ML model, since the users can see how much they are willing to lose in the reconstruction error in order
Algorithm 1 SPEA2

Input: $P$, $E$, $\bar{P}$, $\bar{E}$, $G$ and $\alpha$.

Output: External set $E$.

Set $g = 1$.

while $g \leq G$ do

Step 1: Fitness assignment. For each individual in $P$ and $E$, calculate the fitness measure.

Step 2: Selection. Based on the fitness values, select the best $\bar{E}$ individuals and update $E$.

if $g = G$ then

Step 3: Termination. Define the external set $E$ as the non-dominated set and stop the algorithm.

end if

Step 4: Mating selection. Select $\bar{P}$ individuals for the next step through a binary tournament selection in $E$.

Step 5: Variation. Apply crossover and mutation on the individuals selected on the previous step and generate the new population $P$. Set $g = g + 1$.

end while

to improve fairness.

5.2. On the selection of a non-dominated solution

Although all solutions in the non-dominated set are equally optimal, in this paper, we also propose a technique to select a single one. This will be interesting to compare our proposal with the classical PCA. In that respect, we select the $q^*$ (and, therefore, the $U^*$) that minimizes the sum of the achieved reconstruction error and fairness weighted by factors associated with the scales of each cost function. Mathematically, $U^*$ is obtained by

$$\min_{q^*} \lambda R(U^*) + (1 - \lambda) F(U^*)$$

s.t. $q^* \in \Omega$, \hspace{1cm} (6)

where $\lambda$ is the weighting factor and $\Omega$ is the set of projection matrices indices associated with the non-dominated solutions in $E$. The idea here is to assume that both cost-functions are equally important and, therefore, $\lambda$ will only compensate the difference between the scales of the reconstruction error and the fairness measure. For this purpose, we define $\lambda$ as

$$\lambda = \frac{M_{FM}}{M_{RE} + M_{FM}},$$
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where \( M_{RE} \) is the reconstruction error achieved by projecting the dataset in the first principal component and \( M_{FM} \) is the minimum fairness level obtained by projecting the data into a 1-dimensional space. One may remark that the weight associated with \( F(U^*) \) is \( 1 - \lambda = 1 - M_{FM} / (M_{RE} + M_{FM}) = M_{RE} / (M_{RE} + M_{FM}) \).

It is important to recall that the selection of a single solution within the non-dominated set is not mandatory to analyze the trade-off between the objectives. We can use this solution in order to compare the MOFPCA approach with the classical PCA in terms of a fair dimension reduction. Figure 2 illustrates the MOFPCA scheme.

6. Numerical experiments

In order to verify the application of the proposed MOFPCA in real dimension reduction scenarios, we consider two datasets\(^1\): Default Credit [Yeh & Lien, 2009] and Labeled Faces in the Wild.

\(^1\)We considered these datasets, as well as the adopted sensitive attributes, for the purpose of comparison, since some related works [Samadi et al., 2018] [Kamani et al., 2019], mentioned in Section 2, also used them in their experiments.
The Default Credit dataset comprises $m = 23$ attributes and $n = 30,000$ samples. Among the attributes, we adopt the education level as the sensitive one. Therefore, we have $n_1 = 5,385$ and $n_2 = 24,615$ samples associated with a lower (high school and others) and a higher (graduate school and university) education levels, respectively. All the attributes were centered and normalized, in order to have zero mean and unitary variance.

Figure 3 presents the obtained reconstruction error and fairness level for different numbers of features. We compared the results provided by PCA, i.e., by taking the coefficients that minimizes the total reconstruction error of the projected data, MOFPCA (a single solution selected as described in Section 5.2) and FairPCA (Samadi et al., 2018). One may note in Figure 3a that our proposal led to reconstruction errors very close to the ones obtained by both FairPCA and PCA, the latter being the benchmark for this cost function. However, in terms of the fairness measure, Figure 3b indicates a relevant difference between the considered approaches: the MOFPCA led to a better fairness condition with fewer features than the PCA and FairPCA. Although FairPCA considers fairness in its formulation, it led to the worst adopted fairness measure for $r < 10$. It is worth recalling that the fairness measure considered in FairPCA (see (Samadi et al., 2018) for further details) is different from (4).

The difference between the reconstruction errors for each class can be visualized in Figure 4. The results in Figure 4b attested that this difference, when applying our proposal, tends to zero for all dimension reduction with $r \geq 5$. On the other hand, in both PCA and FairPCA (Figures 4a and 4c, respectively), this disparity is mitigated only for $r \geq 13$.

The aforementioned results can be explained by the presence of non-dominated solutions that have a good performance on both objectives. For instance, consider the non-dominated solutions presented in Figure 5. This is the case when we project the data into $r = 10$ dimensions. Note that, among the compromising solutions, we have the solution of a classical PCA (the one that

---

2In all experiments conducted in this paper, the SPEA2 parameters were experimentally defined by $\alpha = 50$, $P = \min \left(100, \text{round} \left(\frac{d}{r(d-r)}\right)\right)$ and $E = \text{round} \left(P/2\right)$, where $\text{round}()$ returns the closest integer. With respect to the number of iterations, we adopted $G = 30$ and $G = 50$ for the Default Credit and the LFW datasets, respectively. We consider that this parameters setting led to a good algorithm convergence.
minimizes the reconstruction error), the fairest projection (the one that minimizes the adopted fairness measure) and the selected one for this dimension reduction. Although the selected solution does not minimize both objectives simultaneously, it achieved small values for both of them. An small loss in this cost function is compensated by the gain in the fairness measure.

Table 1 compares the classical PCA and the proposed MOFPCA for some projected dimensions. We can note that a simple change in the order of the principal components significantly increased fairness (or decreased the fairness measure described in Equation (4)). For instance, with respect to the matrix associated with the selected solution presented in Figure 5, it is composed by the columns $u_1, \ldots, u_7, u_9, \ldots, u_{11}$ of $U$. Therefore, by changing the 8-th by the 11-th column of $U$, we could improve the fairness in this dimension reduction problem, and no other changes would be applied to the data processing pipeline.
6.2. Experiments with the LFW dataset

The LFW dataset consists of $m = 1764$ attributes (pixels) and $n = 13,232$ samples, divided into two groups: female ($n_1 = 2,962$) and male ($n_2 = 10,270$). As mentioned in [Samadi et al., 2018], the gender information was manually verified by [Afifi & Abdelhamed, 2017]. All pixels were normalized by $1/255$.

Figure 6 presents the obtained reconstruction error and fairness level for different numbers of features. Similarly as in the previous experiment, our proposal led to reconstruction errors close to the ones obtained by both FairPCA and PCA, specially for $r \geq 12$. However, although MOFPCA achieved better values of fairness measure in comparison with PCA, in this experiment, the FairPCA
led to the better results for $r > 4$ (for $r \leq 4$ MOFPCA performed better). Figure 7 illustrates the difference between the reconstruction errors for each class and each approach. One may note that the reconstruction errors provided by the FairPCA (Figure 7c) are closer in comparison with PCA and MOFPCA. A hypotheses for this result is that, since the LFW dataset comprises 1764 attributes (in contrast with the 23 in the Default Credit dataset) and the FairPCA search for projection vectors different from the classical PCA, this method has more flexibility to adjust them in order to enhance fairness.

If we consider the projection into $r = 10$ dimensions, the achieved non-dominated solutions...
are presented in Figure 8. Similarly as in the Default Credit dataset, we may also visualize here the trade-offs between the reconstruction error and the adopted fairness measure. In contrast with Figure 5, the non-dominated solutions in Figure 8 present a trade-off close to linear. Therefore, we could not select a single one with very good results in both cost functions.

With respect to the principal components used in the projected dimension, some instances are presented in Table 2. For example, the selected solution presented in Figure 8 comprises the columns $u_1, \ldots, u_7, u_9, \ldots, u_{11}$ of $U$. Therefore, by changing the 8-th by the 11-th column of $U$, we could slightly improve fairness in this problem.
7. Conclusions

Ethical concerns in AI have become an important subject in the last years. Automatic decision systems should take into account fairness in order to avoid disparate treatment of different sensitive groups. For instance, in dimension reduction problems, one should adopt a procedure that provides an equal (or, at least, as similar as possible) representation of different groups. In this context, this paper proposed a multi-objective framework for the Fair Principal Component Analysis. Our approach consists in a different ordering of the components given by the classical PCA, which gives rise to an approach with low computational costs and easy to deploy in already running systems. Furthermore, the set of non-dominated solutions provides a suitable portfolio of choices to the stakeholders and decision makers, presenting, clearly, the trade-off between the objectives. This characteristic is paramount in scenarios of social and economic impacts, since the system user can measure the gain in terms of fairness with a (possible) small loss in the reconstruction error.

We verified the applicability of our proposal in experiments based on two datasets frequently used in the literature. In the Default Credit dataset, we could attest that there is a non-dominated
solution that lead to very good values in both reconstruction error and fairness measure. The disparity between the representation of the two groups was considerably reduced with a small loss in the reconstruction error. Moreover, the proposed MOFPCA approach performed much better in comparison with both classical PCA and FairPCA. However, the experiments with the LFW dataset indicated that our proposal may lead to less expressive results when the number of attributes are very high. In such a scenario, we see that future works could be developed in order to generalize our proposal to the search of any projection matrix (not necessarily based on the classical PCA) while using the multi-objective framework. Therefore, one could either achieve better solutions, in terms of minimizing both objectives, and allow the trade-off analysis among the non-dominated set.

The scope of this paper lies in the fairness analysis in the pre-processing step. Note that we do not address, necessarily, a classification problem. Therefore, as another future perspective, we would like to verify the MOFPCA impact on the classification task. More specifically, we intend to investigate if looking at fairness in the pre-processing step lead to fairness in the classification task. Moreover, new researches in classification problems may consider a multi-objective formulation in which the cost functions are associated with model accuracy and fairness. Although our proposal tackled fairness in pre-processing step, it could be generalized to analyze the trade-offs in any step of a machine learning problem.
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