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Abstract—Over the past few years, the rapid development of deep learning technologies for computer vision has greatly promoted the performance of medical image segmentation (MedISeg). However, the recent MedISeg publications usually focus on presentations of the major contributions (e.g., network architectures, training strategies, and loss functions) while unwittingly ignoring some marginal implementation details (also known as “tricks”), leading to a potential problem of the unfair experimental result comparisons. In this paper, we collect a series of MedISeg tricks for different model implementation phases (i.e., pre-training model, data pre-processing, data augmentation, model implementation, model inference, and result post-processing), and experimentally explore the effectiveness of these tricks on the consistent baseline models. Compared to paper-driven surveys that only blandly focus on the advantages and limitation analyses of segmentation models, our work provides a large number of solid experiments and is more technically operable. With the extensive experimental results on both the representative 2D and 3D medical image datasets, we explicitly clarify the effect of these tricks. Moreover, based on the surveyed tricks, we also open-sourced a strong MedISeg repository, where each of its components has the advantage of plug-and-play. We believe that this milestone work not only completes a comprehensive and complementary survey of the state-of-the-art MedISeg approaches, but also offers a practical guide for addressing the future medical image processing challenges including but not limited to small dataset learning, class imbalance learning, multi-modality learning, and domain adaptation. The code has been released at: MedISeg.
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1 INTRODUCTION

Medical image segmentation (MedISeg) is one of the most representative and comprehensive research topics in both communities of computer vision and medical image analysis [1]–[3]. It can not only recognize the object category but also locate the pixel-level positions [4]–[9]. In clinical practice, MedISeg has been successfully used in a wide range of potential applications with qualitative and quantitative analyses, e.g., cancer diagnosis [10], tumor change detection [11], treatment planning [12], and computer-integrated surgery [13]. To achieve satisfactory segmentation performance, one of the key challenges is to enable the segmentation model to learn a set of rich yet discriminative feature representations [14]–[17].

In recent years, MedISeg performance has greatly improved, thanks to remarkable progress in deep learning technologies of image processing [17]–[21]. MedISeg performance has greatly improved [5], [22]–[29]. Advanced backbones (e.g., AlexNet [30], VGG [31], ResNet [18], DenseNet [21], MobilNet [32], ShuffleNet [33], ResNeXt [34], HRNet [35], RegNet [36], ViT [37], SwinTransformer [38], CMT [39], ConFormer [40], CvT [41]) can inherently learn rich semantic feature representations, directly facilitating MedISeg recognition ability. Certain elaborate feature regulations (e.g., lateral connection [42], residual mapping [18], [21], encoder-decoder scheme [43], [44], dense connection [8], feature pyramid [45], and the global context aggregation [46], [47]) also enhance performance. The integration of these sophisticated elements into a uniform MedISeg system is the main reason that the MedISystem performs so well. Besides, some training strategies (e.g., co-training [48], [49], co-teaching [50], [51], co-learning [52], [53], and test-
The devil is in the details. In this work, to reveal effects of tricks on an MedISeg model, as illustrated in Figure 2, according to a complete set of implementation phases including pre-training model (ref. Section 3.1), data pre-processing (ref. Section 3.2), data augmentation (ref. Section 3.3), model implementation (ref. Section 3.4), model inference (ref. Section 3.5), and result post-processing (ref. Section 3.6), we first collect a series of practical and representative tricks that are overlooked in the current MedISeg models. Then the effectiveness of these tricks is experimentally explored on the consistent segmentation baseline models including the typical 2D-UNet [43] and 3D-UNet [71] with the help of the representative convolution neural networks (CNNs) backbone networks, such that the influence of model variants (i.e., performance changes due to model changes) can be avoided. Compared to the existing paper-driven technical surveys that only blandly focus on the advantage and limitation analyses of the image segmentation model, our work provides a large number of solid experimental results and is more technically operable for future work. Based on extensive experimental results on four medical image datasets (i.e., the challenging 2D ISIC 2018 lesion boundary segmentation dataset [72], 2D colon nuclei identification and counting challenge dataset [73], 3D kidney tumor segmentation 2019 dataset [74], and 3D liver tumor segmentation challenge dataset [63]), we explicitly clarify the effect of these tricks. Moreover, based on the surveyed tricks and the used baseline models, we also open-sourced a strong MedISeg repository, where each of its components has the advantage of plug-and-play. It is believed that this milestone work not only completes a comprehensive technological survey of the state-of-the-art MedISeg approaches, but also offers a practical guide for addressing future medical image processing (especially the dense image predicted tasks) challenges including small dataset learning, class imbalance learning, multi-modality learning, and domain adaptation.

The main contributions of this work can be summarized as follows:

- We collect a series of MedISeg tricks for different implementation phases, and experimentally explore the effectiveness of these tricks on consistent CNNs baseline models.
- We explicitly clarify the effectiveness of these tricks, and a large number of solid experimental results on both 2D and 3D medical image datasets compensate for the implementation neglect in MedISeg.
- We open-sourced a strong MedISeg repository, which includes rich segmentation tricks and each of them has the plug-and-play advantage.
- This milestone work will facilitate subsequent efforts to compare the experimental results of the MedISeg model under a fair environment.
This work will provide practical guidance for a wide range of medical image processing especially segmentation challenges in the future.

The remainder of this paper is structured as follows: In Section 2, we first introduce the preliminary experimental setups including baseline models, experimental settings, the datasets used, and evaluation metrics. In Section 3, we introduce the collected tricks according to the ordinal training phases and provide extensive experimental results and the experimental analyses in detail. In Section 4, the whole paper including the challenges of this task is comprehensively discussed. Finally, in Section 5, we make a conclusion and show the potential directions.

2 Preliminaries

2.1 Baselines

In this work, to ensure the model comprehensiveness, we choose the commonly used and representative 2D-UNet [43] and 3D-UNet [71] as our baseline models. Details of these two models are as follows:

2D-UNet [43]. 2D-UNet consists of an encoder network and a decoder network, which has been extensively used in the medical image segmentation domain [76]–[80]. The encoder network follows the classic fully convolutional architecture in that it has four spatial-tapering stages. Each stage consists of two 3 × 3 convolutional layers followed by a rectified linear unit (ReLU) activation function [81], [82] and a global max pooling layer (with the stride size S = 2). The decoder network, which takes the output of the encoder network as the input, also has four stages that correspond to the same spatial encoder stages. Within each decoder stage, a 2D transposed convolutional operator first upsamples feature maps 2× via bilinear interpolation operation [83], and then two 3 × 3 convolutional layers and a ReLU activation function [81], [82] are deployed in sequence. In particular, in the last decoder network layer, the channel size of the output feature maps is assigned to the class size of the used dataset via a 2 × 2 convolutional layer.

3D-UNet [71]. The 3D-UNet has almost the same network architecture as the 2D-UNet [43] in that it consists of a 3D encoder network and a 3D decoder network [84]–[89]. 3D-UNet is usually used to handle the 3D image dataset for segmentation [90]–[92]. The implementation differences between the 3D-UNet and the 2D-UNet are i) the 2D convolution layer is replaced by the 3D convolution layer [93]; ii) a lateral connection is added between the same level of the encoder stage and a decoder stage, which has the same spatial and channel size; and iii) an intensity normalization layer [94] is implemented on the input images [81], [82].

2.2 Datasets

In our experiments, to achieve comprehensive experimental implementation, and avoid the performance specificity of one specific dataset, four representative medical image datasets are chosen, which are 2D datasets with a common object size (i.e., the ISIC 2018 lesion boundary segmentation dataset [72]), a 2D dataset with small object size (i.e., the Colon Nuclei Identification and Counting Challenge (CoNIC) dataset [73], [75], [95]), the 3D kidney tumor segmentation 2019 (KiTS19) dataset [74], and the 3D Liver Tumor Segmentation Challenge (LiTS) dataset [63]. Figure 3 shows some experimental samples of these four datasets, and details of each dataset are introduced as follows:

2D ISIC 2018 [72]. ISIC 2018 is one of the most representative yet challenging 2D skin lesion boundary segmentation datasets in the computer-aided diagnosis domain, which consists of 2,594 JPEG dermoscopic images and 2,594 PNG ground truth (GT) images. In each image, as visualized in Figure 3 (a), one or more lesion regions are included with different sizes. Each skin lesion image has a uniform spatial size of 600 × 450. For this dataset, we only need to segment two categories of regions, i.e., the foreground “lesion” region and the “background”. In our experiments, we randomly split this dataset into 80% images for the training set and 20% images for the test set as in [96], [97]. In each cross-validation, we further randomly split 10% from the training set as the validation set.

2D CoNIC [73]. In 2D CoNIC challenge datasets, images are from the Lizard dataset [75], which consists of six nuclear categories (i.e., “epithelial cells”, “connective tissue cells”, “lymphocytes”, “plasma cells”, “neutrophils”, and “eosinophils”) and one “background”. For the Lizard dataset [73], [75], [95], as visualized in Figure 3 (c), each original image has one ground truth label, which contains the information of instance map, nuclear categories, bounding boxes segmentation mask, and nuclei counts. In our experiments, we use the segmentation mask for image segmentation, and we only distinguish between the foreground object “nuclei” and the “background”, i.e., it is a binary segmentation task as in [72]. In this dataset, 4,981 image patches with the size of 256 × 256 are provided in the RGB format. In our experiments, following [98]–[100], we randomly split all images into 80% for training and 20% for testing. In each cross-validation, we further randomly split 10% from the training set as the validation set.

3D KiTS19 [74]. For KiTS19, a total of 210 high-quality annotated patients’ images of the 3D abdominal computed tomography images are publicly provided. As visualized in Figure 3 (b), KiTS19 consists of three categories including “kidney”, “tumor”, and one “background”. We can observe that the positions of the kidney and tumor are relatively fixed in the given images. In our experiments, following [74], [101], [102], we validate the binary segmentation performance of two common settings, i.e., settings-i) the foreground “kidney” and the “background”; settings-ii) the foreground “tumor” and the “background”. Although some other human structures (e.g., ureters, arteries, and veins) are provided in KiTS19, they are not in the range that needs to be segmented, i.e., they are uniformly considered as the background. Each image and the corresponding GT mask in KiTS19 are provided in the NIFTI format, which includes the number of slices (216 slices on average), height (512), and width (512). Following [74], [103], due to the concern over GT quality, case 15, 23, 37, 68, 125 and 133 are removed from the original dataset, and the remainder 204 cases are randomly divided into 80% for training, and 20% for testing. Following [74], [101], in each cross-validation, we further randomly split split off 10% from the training set as...
the validation set. Besides, although there are extra 90 test cases provided on its official website, the GT masks are not public access, so we neglect these cases.

3D LiTS [63]. Liver cancer is one of the most common tumors, and it usually occurs far more often in men (i.e., the fifth most commonly occurring cancer) than in women (i.e., the ninth most commonly occurring cancer) [63], [104], [105]. To improve the progress of the automatic segmentation of lesions, LiTS proposes a benchmark based on contrast-enhanced abdominal computed tomography scans. LiTS contain 130 scans for training and 70 scans for testing. A set of cross-section images is visualized in Figure 3 (d), where the red area represents the region of the liver. The images from left to right are a series of cross-sections of the same liver region. Images of this dataset are primitively provided in the PNG format with the spatial size of 256 × 256, and each image contains two categories: “background” and “liver”. Following [106], [107], we treat the tumor area and the liver area the same. In the training phase, all the images are clipped into the spatial size of 200 × 200. In each cross-validation, we further randomly split off 10% from the training set as the validation set as in [105].

### 2.3 Settings

**Platform.** All experiments in this paper are implemented on PyTorch [108] deep learning platform with NVIDIA GeForce RTX 2080 GPUs. In our implementation, to avoid coding flaws as much as possible, we use the PyTorch official functions to complete the corresponding operations, including basic operations, loss calculations, and metric calculations.

**Backbone.** Backbone network is one of the most important factors affecting model performance. Considering the dataset size and the maturity of the network application, the representative ResNet-50 [18] is used as the default backbone network, which follows the classic implementation of the fully convolutional network architecture [17], [109], [110]. It is also noticed that the input stem of the backbone network is its original implementation via the cumulated convolutions, i.e., the one in Figure 1 (a).

**Implementations for 2D-UNet [43].** Following experiments in [96], [97], 2D training images in the ISIC 2018 dataset [72] used for the lesion boundary segmentation and in the CoNIC dataset [73], [75], [95] used for the colon nuclei segmentation are uniformly resized into the fixed input size of 200 × 200, and are also normalized using the mean value and the standard deviation of the ImageNet dataset [111] as
in [57], [79], [112]. The initial learning rate is set to 0.0003. The adaptive moment estimation [113] is used as the optimizer, where the weight decay is set to 0.0005. The whole model is trained with 200 training epochs with a batch size of 32, and the results of the best model on the validation set are used for testing as in [56], [102]. Following [8], [63], we employ the commonly used pixel-level cross-entropy [114] loss as the default loss function.

**Implementations for 3D-UNet** [71]. Following the commonly used experimental settings of the 3D-UNet for KiTS19 [74] and LiTS [63] in [63], [74], [103]–[105], [115], [116], Hounsfield units are clipped to [−79, ..., 304] and the voxel spacing is resampled by the coefficient of 3.22 × 1.62 × 1.62 mm³ as in [56], [101], [102]. We down-sample the computed tomography scans on the cross-section and resample it to adjust the z-axis spacing of all data to 1mm for LiTS [63]. The training voxel size (i.e., the image patching size) is resampled into 96 × 96 × 96, which is just right to be crammed into an NVIDIA GeForce RTX 2080 GPU. The stochastic gradient descent [117] is used as the optimizer, where the momentum is set to 0.9 and the weight decay is set to 0.0001, respectively. The initial learning rate is set to 0.01, and the batch size is set to 2. The model is trained in an end-to-end fashion with 100 epochs, and the results of the best model on the validation set are used for testing as in [56], [102]. The cross-entropy loss is used as the unique loss function as in [115], [118]. In the inference phase, we perform patch-wise overlap with 50% region overlap (i.e., 48 × 48 × 48).

2.4 Evaluation Metrics

To evaluate the model performance, we employ the commonly used Recall, Precision, Dice [119], and Intersection over Union (IoU) as our primary metrics [74], [102], [103], [116]. In particular, we perform five-fold cross-validation to evaluate the model performance and report the average result, thereby avoiding random experimental results and the overfitting problem.

3 METHODS AND EXPERIMENTS

We separate an unabridged MedISeg system into six implementation phases; these phases are: pre-training model described in subsection 3.1; data pre-processing described in subsection 3.2; data augmentation described in subsection 3.3; model implementation described in subsection 3.4; model inference described in subsection 3.5; and result post-processing described in subsection 3.6. Based on each phase, a set of representative MedISeg tricks are empirically explored. It is noticed that all the experiments are implemented on the preliminary settings as described in Section 2.3 without a specific declaration.

3.1 Pre-Training Model

The pre-training model (i.e., using the pre-trained weights as the initialized parameters for model fine-tuning) provides favorable parameters, such that the training convergence can be easily accelerated and the potential model can obtain a strong generalization ability [38], [120]. Different pre-training models have distinctly different influences, but this trick is usually overlooked. For example, for the pre-training model of the popular ImageNet [111], authors generally state: “Our network is pre-trained on the ImageNet [111],”, while pre-training on ImageNet consists of at least two basic forms (i.e., 1k and 21k versions). Only the experimental result comparisons that clarify a detailed pre-training implementation are fair. In this subsection, we explore six commonly used and publicly released pre-trained weights on MedISeg, and these pre-trained weights can be divided into the following two main camps: the fully-supervised one (i.e., PyTorch official weights [108] and Model-oriented ImageNet 1k/21k weights [111]), and the self-supervised one (i.e., SimCLR weights [121], MOCO weights [122] and Model genesis weights [123]). Implementation details of each pre-trained weight and the experimental results on MedISeg are as follows:

**PyTorch official weights** [108]. In the PyTorch repository, there are some backbone pre-trained weights provided by torchvision.models [108]. These pre-trained weights are obtained by training the corresponding backbone network for the single-label image classification task on ImageNet 1k dataset [111], where “1K” denotes that this dataset consists of 1,000 classes of the common scenes.

**Model-oriented ImageNet 1k weights** [111]. Except for the PyTorch official pre-trained weights, the model creator usually releases the pre-trained weights on ImageNet [111], [124] as well. For example, as the backbone network that we use, the model-oriented ImageNet 1k weights can be obtained by training ResNet-50 [18] for image classification on the ImageNet 1k dataset. We then use the obtained trained weights for downstream vision tasks.

**Model-oriented ImageNet 21k weights** [111]. Compared to ImageNet 1k [111], ImageNet 21k is a more general and comprehensive dataset version, which has about 21,000 object classes in total [125] for (weakly-supervised or semi-supervised or fully-supervised) image classification. Therefore, the trained weights on ImageNet 21k are more conducive to improving recognition performance of the downstream computer vision models [57], [58], [126].

**SimCLR weights** [121]. SimCLR demonstrates that introducing a learnable nonlinear transformation between feature representations and the contrastive learning loss can greatly improve model representation quality [127], [128]. Based on this assumption, SimCLR mainly consists of three implementation steps: 1) the input image is first grouped into some image patches; 2) different data augmentation strategies are then implemented on image patches for different batches; 3) the model is finally trained to obtain the similar results for the same image patches with different augmentations, and mutually exclude other results. In our work, we use the SimCLR weights that are trained on ImageNet 1k [111] for classification on ResNet-50 [18].

**MOCO weights** [122]. MoCo is one of the classical self-supervised contrastive learning methods. It aims to address the problem of sampled feature inconsistency in the memory bank [129], [130]. To this end, MoCo uses a queue to store and sample the negative samples; that is, it stores feature vectors of multiple recent batches used for training. In its implementation, the fixed network remains unchanged and a linear layer with the softmax layer is added to the
Experimental results on different pre-trained weights. “PyTorch”, “Imag-1k”, “Imag-21k”, “SimCLR”, “MOCO” and “ModelGe” denotes the PyTorch [108] official weights, model-oriented ImageNet 1k [125] weights, model-oriented ImageNet 21k [125] weights, SimCLR [121] weights, MOCO [122] weights and the model genesis [123] weights, respectively. “+” means fine-tuning the baseline model on the corresponding weights.

| Methods         | ISIC 2018 [72] | CoNIC [75] |
|-----------------|----------------|------------|
| 2D-UNet [43]    |                |            |
| + PyTorch [108] | 88.18          | 78.12      |
| + Imag-1k [125] | 89.19          | 79.45      |
| + Imag-21k [125]| 91.02          | 80.49      |
| + SimCLR [121]  | 88.09          | 78.77      |
| + MOCO [122]    | 87.99          | 77.98      |

| 3D-UNet [71] |                |            |
|--------------|----------------|------------|
| + ModelGe [123] | 90.70          | 28.17      |

TABLE 2
Experimental results on 3D LiTS dataset [63]. “ModelGe” denotes the model genesis [123] weight. “+” means fine-tuning the baseline model on the corresponding pre-trained weights.

| Methods | Recall (%) | Precision (%) | Dice (%) | IoU (%) | Recall (%) | Precision (%) | Dice (%) | IoU (%) |
|---------|------------|---------------|----------|---------|------------|---------------|----------|---------|
| 3D-UNet [71] | 89.33      | 84.03         | 86.11    | 76.44   |            |               |          |         |
| + ModelGe [123] | 90.94      | 86.61         | 89.99    | 80.88   | 78.77      | 77.67         | 80.77    | 77.58   |

end of the backbone for classification in an unsupervised training manner. In our work, we use the MOCO weights that are trained on ImageNet 1k [111] for classification on ResNet-50 [18].

Model genesis (ModelGe) weights [123]. ModelGe is an advanced self-supervised model pre-training technology, which usually consists of four transformation operations (i.e., non-linear, local pixel shuffling, out-painting, and inpainting) for single image restoration on computed tomography and magnetic resonance imaging images [131], [132]. In its implementation, the network is trained to learn a general visual representation by restoring the original image patch from the transformed one, where the weight for these transformation operations is set to 0.9 for non-linear, 0.5 for local pixel shuffling, 0.8 for out-painting, and 0.2 for inpainting following [133]–[135]. Based on the trained model, the obtained trained weights can be used as the pre-trained weights for downstream models.

Experimental results. The experimental results on ISIC 2018 [72], CoNIC [73], and KiTS19 [136] are shown in Table 1, and the results on LiTS [63] are shown in Table 2. In general, we can observe that compared to the baseline model that is trained from scratch (i.e., without using the pre-trained weights), the fine-tuned model can achieve an overall better performance. This observation not only validates the effectiveness of the pre-trained weights but also verifies that the effect of different pre-trained weights is variable. For example, compared to the baseline results of 2D-UNet [43] on ISIC 2018, using the pre-trained weights improves performance under almost every evaluation metric. Specifically, fine-tuning can bring the max performance gain of Recall, Precision, Dice, and IoU by 2.03%, 1.60%, 2.49%, and 2.20%, respectively. These maximum performance gains all benefit from the ImagNet-21k [111] pre-trained weights. This experimental observation validates the powerful representation ability of ImagNet-21k [38], [137]. Besides, the performance gain of the pre-training model on Precision is relatively small, i.e., only 0.45% on average. We can obtain similar experimental observations and conclusions from the CoNIC [73] dataset. In particular, the performance gains on Recall are relatively small (i.e., only 0.41% on average), and the performance gains on Precision are relatively large (i.e., 1.08% on average) on CoNIC [73]. The above experimental results demonstrate that the same tricks may have different effects on different datasets. Moreover, using the same dataset, different evaluation metrics will also perform differently. Although the model performance has dropped on some evaluation metrics, we believe that this is not due to the pre-trained weights. Since the pre-trained weights are obtained from natural scenes, our task is about the medical images. There may be a domain gap between natural scene and medical images. This problem can be solved in the future by using the pre-trained weights of medical images. Compared to the baseline results on KiTS19 [136] and LiTS [63], the fine-tuned 3D-UNet using the released ModelGe weights can bring the max performance gain on setting-ii (i.e., segment the foreground “tumor” and the “background”) by 1.21%, 0.91%, 0.88%, and 1.23% of Recall, Precision, Dice, and IoU, respectively. However, on setting-ion KiTS19 [136], three-quarters of the performance has a slight drop, i.e., −0.31% Recall, −0.21% Dice, and −0.17% IoU. We speculate that this may be because the kidney region in KiTS19 [136] is more sensitive to the initialized parameters. This observation inspires us, in the future, to consider not only the differences between the network architectures of the fine-tuned models but also the state of the used dataset as important factors. These 3D experimental results demonstrate that under the same implementation trick with the same datasets and evaluation metrics, different experimental settings will lead to differences in performance [61], [138].
### 3.2 Data Pre-Processing

Due to data specificity (e.g., image modalities, and versatile image resolutions) of 3D medical images for deep CNNs, data pre-processing is necessary for obtaining satisfactory recognition performance [139], [140]. We mainly explore the effectiveness of four commonly used image pre-processing tricks in 3D-UNet [71], namely, patching [62], oversampling (OverSam) [141], resampling (ReSam) [142], and intensity normalization (IntesNorm) [102]. Implementation details of each data pre-processing strategy and the experimental results on MedISeg are as follows:

**Patching** [62]. Some specific categories of medical images (e.g., MRI [143], and pathology images [62]) tend to be very large in spatial size and lack sufficient training samples in quantitative terms. Hence it is impractical to train a MedISeg model directly using these images [144], [145]. Instead, people usually resample the whole image into different image patches at smaller spatial scales with/without overlaps, such that the model can be implemented with less GPU memory costs and can be better trained. Intuitively, Patching size is one of the most important factors affecting model performance. In our work, following the experimental settings on 3D-UNet [56], [102], the training patching size is set to 96 × 96 × 96 without the overlap, and the patching size is set to 96 × 96 × 96 with 50% region overlap in the inference phase.

**OverSam** [141]. OverSam strategy is proposed to address problem of class imbalance between the positive and negative samples. OverSam is mainly used in the minority class samples [146]. At present, a group of OverSam schemes have been proposed, e.g., random oversampling [141], synthetic minority oversampling (SMOTE) [147], borderline SMOTE [148], and the adaptive synthetic sampling [149]. A wide range of experimental results validates that OverSam schemes do not affect the model slope, but can amplify the model intercept [150], [151]. In our work, we follow the prevailing oversampling strategy as in [102], i.e., 70% of the selected training samples are from the random image locations, while 30% of the image patches are guaranteed to hold at least one training foreground class. In this way, each training sample can simultaneously contain one training foreground image patch and one random image patch.

**ReSam** [142]. Image ReSam strategy is proposed to improve the representational ability of the used dataset via the machine learning model. Because the available sample ability is sometimes limited and heterogeneous, a better sub-sample dataset can be obtained via a random/nonrandom ReSam strategy [152], [153]. In its implementation, ReSam mainly consists of four steps: 1) spacing interpolation; 2) window transform; 3) acquisition of mask effective range, and 4) generation of sub-images. Based on the reorganized sub-sample dataset, a better-performing recognition model can be trained [142], [154]. In our baseline implementation, the commonly used random ReSam strategy has been used. To demonstrate its importance in MedISeg, in this section, we explore the effect of the ReSam strategy by removing it (i.e., /o) in our experiments, i.e., the image pixels are directly interpolated and scaled, such that the actual distances represented by the pixels are the same.

**IntesNorm** [155]. IntesNorm is a specific normalization strategy that is mainly used for medical images [156], [157]. There are usually two commonly used IntesNorm methods: z-scoring for all modalities and another one for computed tomography images [102]. In our work, we mainly explore the effectiveness of IntesNorm by removing it (i.e., /o) on KiTS19 [74] in our experiments. Following the common implementation [102], [155], a global normalization scheme is adopted in this paper, where 0.5% of the foreground voxels is used for clipping and computing the foreground mean, and 99.5% of the foreground voxels is used for computing the standard deviation.

**Experimental results.** Experimental results on KiTS19 [136] and on LiTS [63] are given in Table 3 and Table 4, respectively. We can observe that compared to the baseline model on KiTS19 [136], the effect of these pre-processing operations on setting-ii is more sensitive than that on setting-i. More specifically, 1) the larger the patching size, the better the model’s overall performance, where the baseline model is based on Patching[@]. When the patching size is relatively small (e.g., the patching size is set to 32), the segmentation model is even corrupted on both KiTS19 [136] and LiTS [63]. When the patching size is set to 128, the model on KiTS19 [136] can achieve the best performance on setting-ii by 37.81% Recall, 52.28% Precision, 38.06% Dice, and 28.81% IoU, which surpasses the baseline by 10.46% Recall, 5.57% Precision, 8.43% Dice, and 7.30% IoU, respectively. Experimental results on LiTS [63] show that the model performance gain increases gradually with the increase of patching size. Although there is a slight performance drop on setting-i under Patching[@] when compared to the baseline performance, this is due to the experimental setting on the image scale rather than the patching scheme [102]. This experimental phenomenon is consistent with the conclusions of previous papers in [56], [102], which is recommended that we should use as large an image patch size as the GPU memory can accommodate. 2) With the help of the OverSam strategy [146], [149], the model performance is overall improved. In particular, + OverSam on KiTS19 [136] can bring the remarkable performance gain of 0.84% Recall, 0.43% Dice and 0.73% IoU on setting-i, and 9.11% Recall, 6.98% Precision, 6.06% Dice and 5.05% IoU on setting-ii, respectively. 3) Under the absence of ReSam [158], the model performance is significantly reduced on both KiTS19 [136] and LiTS [63]. For example, on KiTS19, the model can result in a performance decrease of 90.83% Recall, 69.71% Precision, 92.15% Dice, and 87.17% IoU on setting-i. Surprisingly, the model is completely corrupted without using ReSam under setting-ii. 4) IntesNorm [155] has relatively weak effect on experimental results on both setting-i and setting-ii. For example, without using the IntesNorm on the baseline 3D-UNet [71] can only reduce the max model performance of 0.78% Recall, 0.30% Dice, and 0.70% IoU on setting-i, and 0.20% Recall and 0.00% Dice on setting-ii, respectively. However, IntesNorm has a significant effect on the experimental results on LiTS [63]. This phenomenon shows that the same method has different effects on different datasets in terms of the data pre-processing strategies. The experimental results from 2) to 4) validate the importance of OverSam, ReSam, and IntesNorm on MedISeg.
Data Augmentation

Data augmentation is one of the most fundamental technologies in the computer vision domain. It is usually used to deal with the problem of insufficient training samples in quantitative terms and it can be used to alleviate the overfitting problem, to give the strong model generalization ability, and to confer robustness [159]–[163]. Especially, for medical images, data augmentation is usually used to address data shortage problems [164], [165]. The data augmentation schemes used for MedISeg can be mainly divided into the following two categories: geometric transformation-based data augmentation (GANAug) [160], and generative adversarial network (GAN)-based data augmentation (GANAug) [162]. Implementation details of each data augmentation strategy and the experimental results on MedISeg are as follows:

**GTAug [160].** GTAug is proposed to eliminate the effect of some geometric object variations in training images, e.g., positions, scales, and viewing angles. The prevalently used GTAug includes flipping, cropping, rotations, translating, color jittering, contrast, simulation of low resolution, Gaussian noise injection, mixing images, random erasing, Gaussian blur, mixup, and cutmix [56], [159], [161], [163]. In our work, we choose the commonly used random brightness contrast (with the setting of brightness limit $= 0.2$, contrast limit $= 0.2$, and $p = 0.5$), random gamma (with the setting of gamma limit $= (80,120)$, and $p = 0.5$), CLAHE, random noise with $p = 0.5$, gamma adjust with $p = 0.5$, shift scale rotate (with the setting of shift limit $= 0.1$, scale limit $= 0.1$, rotate limit $= 45$, and $p = 0.5$), horizontal flip with $p = 0.5$, vertical flip with $p = 0.5$, random scale($[0.85, 1.25]$) with $p = 0.5$, random rotation([90, 180, 279]), random mirroring along the X, Y, Z axis directions in an MedISeg model. By dividing the above data augmentation schemes into two groups, we implement two types of data augmentation, named GTAug-A (i.e., the pixel-level transform) and GTAug-B (i.e., the spatial-level transform). To be specific, for experiments on 2D-UNet [43], random brightness contrast, random gamma, and CLAHE are used in GTAug-A, and shift scale rotate horizontal flip, and vertical flip are used in GTAug-B. All schemes are deployed with their default parameters. For experiments on 3D-UNet [71], random noise and gamma adjust are used in GTAug-A, and random scale, random rotation, and random mirroring are used in GTAug-B with their default parameters.

**GANAug [166].** The intrinsic prerequisite for data augmentation is to introduce the domain knowledge or other incremental information into the training dataset [167]–[169]. From this aspect, GANAug can be viewed as a loss function that focuses on guiding the network to generate some real data that is close to the source dataset domain [112], [159]. Especially, given the small dataset in medical images, the data distribution fitted by the generative model of GAN is better than that of the discriminative model. Therefore, GANAug is suitable for MedISeg task [170], [171]. In our work, the classical pixel-level image-to-image translation with conditional adversarial networks [166] is used for data augmentation with its default setting.

**Experimental results.** In Table 5 and Table 6, we show the experimental results of different data augmentation schemes. We can observe that compared to the baseline 2D-UNet [43] on ISIC 2018 [72] in Table 5, GTAug-B can
markedly improve the recognition performance according to all the evaluation metrics, while GTAug-A brings a slight performance reduction under three metrics, \(i.e., -0.51\%\) Recall, \(-0.02\%\) Dice, and \(-0.12\%\) IoU. The above experimental observations validate that the pixel-level transform outperforms the spatial-level transform on 2D medical images. In contrast to GTAug, GANAug achieves 87.78\% Recall, 89.59\% Precision, 86.47\% Dice, and 85.64\% IoU, which represents reductions in performance of \(-0.40\%\) Recall, \(-0.29\%\) Precision, \(-0.42\%\) Dice, and \(-0.16\%\) IoU, respectively. The overall performance of GANAug is worse than the recognition performance of GTAug. When both GTAug and GANAug are implemented on 2D-UNet [45] on ISIC 2018 [72] (i.e., + All in Table 5), the model improve the performance according to three evaluation metrics, \(i.e., 0.37\%\) Precision, 0.41\% Dice, and 0.83\% IoU, which finally achieves the performance of 87.77\% Recall, 90.25\% Precision, 87.30\% Dice, and 86.63\% IoU. Compared to the experimental results on the baseline 2D-UNet [45] on CoNIC [73], we can observe that almost all the values under these evaluation metrics are improved. Particularly, there is only a 0.20\% Precision reduction. By comparing the experimental results on ISIC 2018 [72] and CoNIC [73], we can observe that GTAug-B can achieve better experimental results on both datasets than GTAug-A and GANAug, demonstrating the importance of shift scale rotate, horizontal flip, and vertical flip in medical image segmentation. Besides, the above two sets of experimental results show that when faced with different datasets, we should choose the appropriate data augmentation tricks. The same observation and conclusion are obtained in Section 3.1.

For the experimental results on 3D KiTS19 [136] and LiTS [63], in general, using GANAug can boost the max performance gain, and using GTAug is barely beneficial on KiTS19 [136]. While the experimental results on LiTS [63] show that only GTAug-A is beneficial, both GTAug-B and GANAug are detrimental to the experimental performance. For example, using GTAug on 3D-UNet on KiTS19 [136] reduces the max performance of \(-13.33\%, 9.01\%, 13.99\%, \) and 10.80% by Recall, Precision, Dice, and IoU, respectively. Comparatively, implementing GANAug achieves performance gains of 0.88% Recall, 0.37% Dice and 0.63% IoU on setting-i, and 1.84% Recall, 0.98% Precision, 1.36% Dice and 1.38% IoU on setting-ii. No surprise, when both GTAug and GANAug are implemented on KiTS19 [136], the model achieves the lower performance of 85.97% Recall, 90.55% Precision, 86.93% Dice and 78.91% IoU on setting-i, and 6.86% Recall, 30.39% Precision, 9.93% Dice and 6.29% IoU on setting-ii. In particular, results on setting-ii have the most performance degradation. These experimental results on KiTS19 [136] and LiTS [63] demonstrate that we need to consider the specific dataset state when choosing the data augmentation method. A more detailed analysis can be found in Section 4.

TABLE 5
Experimental results on different data augmentation schemes. “GTAug” and “GANAug” denote the geometric transformation-based and the generative adversarial network-based data augmentation [166], respectively. “All” denotes that both GTAug and GANAug are used in the model training phase.

| Methods | ISIC 2018 [72] | CoNIC [75] |
|---------|--------|--------|
|          | Recall (%) | Precision (%) | Dice (%) | IoU (%) | Recall (%) | Precision (%) | Dice (%) | IoU (%) |
| 2D-UNet [45] | 88.18 | 89.88 | 86.89 | 85.80 | 78.12 | 77.25 | 77.23 | 77.58 |
| + GTAug-A | 87.67 | 90.19 | 86.87 | 85.68 | 79.94 | 77.54 | 77.87 | 77.05 |
| + GTAug-B | 88.32 | 91.14 | 86.07 | 85.98 | 79.28 | 82.53 | 80.33 | 80.35 |
| + GANAug [166] | 87.78 | 89.59 | 86.47 | 85.64 | 78.43 | 77.05 | 77.37 | 77.62 |
| + All | 87.77 | 90.25 | 87.30 | 86.63 | 81.17 | 83.07 | 80.39 | 80.13 |

TABLE 6
Experimental results on 3D LiTS dataset [63] on different data augmentation schemes. “GTAug” and “GANAug” denote the geometric transformation-based and the generative adversarial network-based data augmentation [166], respectively. “All” denotes that both GTAug and GANAug are used in the model training phase.

| Methods | KITSI9 [74]: settings-i | KITSI9 [74]: settings-ii |
|---------|----------------|----------------|
|          | Recall (%) | Precision (%) | Dice (%) | IoU (%) | Recall (%) | Precision (%) | Dice (%) | IoU (%) |
| 3D-UNet [71] | 91.01 | 95.20 | 92.50 | 87.35 | 27.35 | 46.71 | 29.63 | 21.51 |
| + GTAug-A | 89.60 | 94.54 | 91.65 | 86.13 | 21.81 | 45.89 | 25.68 | 18.19 |
| + GTAug-B | 84.40 | 94.58 | 88.00 | 80.94 | 14.02 | 37.70 | 15.64 | 10.71 |
| + GANAug [166] | 91.89 | 94.88 | 92.87 | 87.98 | 29.19 | 47.69 | 30.99 | 22.89 |
| + All | 85.97 | 90.55 | 86.93 | 78.91 | 6.86 | 20.49 | 9.93 | 6.29 |

| Methods | 3D-UNet [71] | 2D-UNet [45] |
|---------|--------|--------|
|          | Recall (%) | Precision (%) | Dice (%) | IoU (%) | Recall (%) | Precision (%) | Dice (%) | IoU (%) |
| + GTAug-A | 90.28 | 84.24 | 86.62 | 76.89 | 28.15 | 49.89 | 25.68 | 18.19 |
| + GTAug-B | 84.85 | -2.48 | 81.60 | 70.97 | 14.02 | -3.66 | 15.64 | 10.71 |
| + GANAug [166] | 75.83 | -13.50 | 76.42 | 61.49 | 29.19 | -2.01 | 30.99 | 22.89 |
| + All | 70.32 | -19.01 | 77.04 | 71.69 | 6.86 | 20.49 | 9.93 | 6.29 |
3.4 Model Implementation

A MedISeg model usually consists of many implementation details, and this is especially true nowadays. In practice, each unconcerned transform may have a potential noticeable effect on performance [172]. Therefore, model implementation tricks are crucial for a MedISeg model. Especially for the fair result comparison of experimental results, it is necessary to ensure an adequate explanation of the implementation details. In our work, we choose three categories of the commonly used implementation tricks and explore their segmentation effectiveness. These three categories are: deep supervision (DeepS) [173]; class balance loss (CBL) [174], which includes four loss functions (i.e., CBL-Dice [175], CBL-Focal [176], CBL-Tversky [57] and CBL-WCE [177]); online hard example mining (OHEM) [178]; and instance normalization (IntNorm) [94]. Details of each implementation trick and the experimental results on MedISeg are as follows:

DeepS [173]. DeepS is an auxiliary learning trick, which is proposed in DSN [173] and used for common scene image classification in [179]. This trick is implemented to supervise the backbone network by adding an auxiliary classifier or segmenter on some intermediate hidden layers in a direct or indirect manner [45], [180]–[182]. It can be used to solve problems of the training gradient disappearance or slow convergence speed. For image segmentation, this trick is usually implemented by adding image-level classification loss. In our work, following [180], [181], [183], we first extract feature maps from the last three decoder layers and use a 1 × 1 convolutional layer to project the lesion mask into the same channel size. Then, output feature maps from different layers are upsampled into the same spatial size as the input image for the segmentation head network [109], [182], [184] by bilinear interpolations.

CBL [174]. CBL is usually used to learn a general class weight, i.e., the weight for each class is only related to the object category. Compared to some traditional segmentation loss functions (e.g., cross-entropy loss) on the class imbalanced dataset [173], [174], CBL can improve model representational ability. In the used dataset, CBL introduces the effective number of samples to represent the expected volume representations of the selected dataset, and weights different classes by the number of effective samples rather than the number of original samples. In this paper, we mainly explore the effect of four commonly used CBL loss functions for the class imbalanced problem in medical image domain, including Dice loss (CBL-Dice) [175], Focal loss (CBL-Focal) [176], Tversky loss (CBL-Tvers) [57], and the weighted cross-entropy loss (CBL-WCE [177]).
OHEM [178]. The core idea of OHEM is first to filter out some hard learning samples (i.e., images, objects, and pixels) via the loss function, and these selected hard examples all have a high impact on the recognition tasks [178]. Then, these samples are applied to gradient descent in the model training process. Extensive experimental results on different vision tasks show that OHEM is not only efficient but also performs well on various datasets [66], [67], [185], [186]. In our work, we validate the effectiveness of OHEM on both the 2D and 3D medical datasets with its default setting.

IntNorm [94]. IntNorm is a popular normalization algorithm that is suitable for recognition tasks with higher requirements on a single pixel. In its implementation, every single sample and all elements for a single channel of the sample are taken into consideration when computing the statistic normalization [94], [187], [188]. In the medical image domain, an important reason why IntNorm is used is that the batch size is usually set to a small value (especially for 3D images) during the training process, which makes the use of batch normalization invalid. In this paper, we demonstrate the effect of the IntNorm by replacing it with the intensity normalization [102] in 3D experiments.

Experimental results. Experimental results of using the detailed model implementation tricks on 2D-UNet [43] on 2D ISIC 2018 [72] and 2D CoNIC [73], and 3D-UNet [71] on KiTS19 [136] and 3D LiTS [63] datasets are given in Table 7 and Table 8. In summary, implementing these tricks brings more significant improvements in recognition accuracy on 2D datasets than on 3D datasets. For example, we can observe that compared to the baseline results on 2D-UNet [43] on ISIC 2018 [72], implementing DeepS [173], CBLDice [175], and CBLTvers [57] can significantly boost model performance. Specifically, +CBLDice has the performance gains of 1.41% Recall, 0.01% Precision, 0.82% Dice, and 0.56% IoU. +CBLTvers has performance of 89.40% Recall, 90.19% Precision, 87.87% Dice, and 86.42% IoU. +CBLTvers has the performance gains of 1.22% Recall, 0.31% Precision, 0.98% Dice, and 0.62% IoU. In contrast, other tricks do not bring comprehensive performance improvements on 2D ISIC 2018 [72] and 2D CoNIC [73]. For example, +DeepS on ISIC 2018 [72] has performance gains of 0.73% Recall, 0.53% Dice, and 0.38% IoU. Frustratingly, +CBLFocal + CBLWCE, and + OHEM [178] reduces model performance on most of these evaluation metrics on both 2D datasets. For example, +CBLFocal has the performance reduction of −0.12% Recall, −2.56% Precision, −1.48% Dice, and −1.15% IoU. +CBLFocal finally achieves 88.06% Recall, 87.32% Precision, 85.41% Dice, and 84.65% IoU. The same experimental result observations and conclusions can be congruously obtained on 2D-UNet [43] on both ISIC 2018 [72] and CoNIC [73]. In particular, we can see that both DeepS [173] and CBL [174] do not perform well on Recall. Besides, compared to the experimental results on ISIC, the effect on CoNIC is more significant. The reason may be that since these tricks were initially designed for 2D datasets and validated on 2D datasets, they do not work on 3D datasets. Experimental results on 3D-UNet [71] on KiTS19 [136] and 3D LiTS [63] show that these model implementation tricks cannot improve performance remarkably. Particularly, on KiTS19 [136], +CBLDice can bring performance gains of 14.56% Recall, 7.52% Dice, and 5.23% IoU, and +CBLTvers can bring performance gains of 8.54% Recall, 3.86% Dice, and 2.17% IoU on setting-ii. OHEM [178] can also useful boost model performance. For example, + OHEM on KiTS19 [136] achieves 28.45% Recall, 30.58% Dice, and 22.21% IoU on setting-ii. The last set of experimental results in Table 7 shows that the effect of IntNorm [94] is not as good as that of the intensity normalization [102] on the 3D KiTS19 dataset. Specifically, replacing IntNorm with the intensity normalization [102] can reduce by the max performance of −17.48% Recall, −13.87% Precision, −15.05% Dice, and −21.42% IoU. The phenomenon that the 2D tricks do not fit on the 3D datasets reminds us that the dataset format needs to be considered in future model designs. In addition, to make the above tricks work in the 3D dataset, we may have to revise them before deploying them during the application process.

3.5 Model Inference

Using implementation tricks is an important strategy for improving the recognition performance [137], [189], [190]. In our work, we mainly explore two kinds of commonly used inference tricks, namely, test time augmentation (TTA) and the model ensemble. The implementation details of these two tricks are as follows:

TTA. TTA is currently a popular data augmentation mechanism in the model inference phase for improving the model accuracy. TTA can be used to improve recognition performance without training, so it has the potential to be a plug-and-play. At the same time, it can improve the ability of model calibration, which is beneficial for visual tasks [191], [192]. In this work, we follow the same image augmentation strategy as in subsection 3.3 by three aspects: 1) implementing the TTA strategy on the baseline model (i.e., TTAbaseline). 2) implementing the test time augmentation GTAug-A on the baseline model under the same data augmentation strategy GTAug-A (i.e., TTAGTAug-A). 3) implementing the test time augmentation GTAug-B on the baseline model under the same data augmentation strategy GTAug-B (i.e., TTAGTAug-B).

Ensemble. The model ensemble strategy aims to unite multiple trained models and achieve a multi-model fusion result on the test set based on a certain ensemble mechanism, such that the final result can learn from each of the trained models and improve the overall generalization ability [110], [193]. The commonly used model ensemble methods are voting, averaging, stacking, and non-cross-stacking (blending). In our work, we first independently conduct 5 training sets with different random seeds (i.e., 2022 – 2026) obtaining 5 different models in fold-validation. Then, we choose the commonly used voting and averaging as the model ensemble strategies [193], termed as EnsVot and EnsAvg, respectively.

Experimental results. Experiments for model inference are carried out on both 2D-UNet [43] and 3D-UNet [71]. The experimental results are given in Table 9 and Table 10. We can observe that these tricks can lead to significant overall performance gains for 2D-UNet [43] on ISIC 2018 [72] and CoNIC [73], but not all of them are beneficial to 3D-UNet [71] on KiTS19 [74] and LiTS [63]. For example,
improvements, and TTAGTAug-A has the min performance.

Among these tricks, TTAGTAug-B has the max performance on the ISIC 2018 dataset, the max performance gains are compared to the experimental results of baseline 2D-UNet on the ISIC 2018 dataset, the max performance gains are 2.90% Recall, 1.08% Precision, 2.05% Dice, and 1.79% IoU. Among these tricks, TTAGTAug-B has the max performance improvements, and TTAGTAug-A has the min performance improvements on average. In particular, + EnsVot and + EnsAvg have small performance reductions on Precision by \(-0.38\%\) and \(-0.47\%\). Compared to the experimental results on ISIC 2018 [72] without using the data augmentation tricks in the training process, models using data augmentation tricks in both training and testing phases show about the same performance gains. In terms of the model ensemble on ISIC 2018 [72], both EnsAvg [193] and EnsVot [193] can improve the model performance by 0.46% Recall, 1.08% Precision, 1.01% Dice, and 0.92% IoU, and 0.43% Recall, 0.98% Precision, 0.98% Dice, and 0.89% IoU. For the experimental results on 2D-UNet [43] using the CoNIC [75] dataset, we can observe that all values under these evaluation metrics are improved, strongly demonstrating the effect of test time augmentation and the model ensemble tricks on the medical image segmentation task [159], [163], [194], [195]. Compared to the baseline results on KiTS19 [74] and LiTS [63], the experimental results with TTA do not show a significant performance improvement. For example, on KiTS19 [74], + EnsAvg [193] and + EnsVot [193] can boost the model performance by 1.99%, 1.49%, 1.89%, and 2.67% on Recall, Precision, Dice, and IoU on setting-i, respectively. + EnsAvg [193] and + EnsVot [193] can also boost the model performance by 1.89%, 1.42%, 1.81%, and 2.52% on Recall, Precision, Dice, and on setting-i, respectively. In addition, + All can improve the Precision on setting-i and setting-ii. The 3D setting model finally can achieve the best performance of 93.00%, 98.73%, 94.39%, and 90.02% on Recall, Precision, Dice, and IoU on setting-i on KiTS19 [74], respectively. The 3D setting model finally can also achieve the best performance of 27.65%, 56.65%, 29.44%, and 21.40% on Recall, Precision, Dice, and IoU on setting-i on KiTS19 [74], respectively. From the experimental results on 3D-UNet [71] on KiTS19 [74] and LiTS [63], we can make the same observations and reach the same conclusions as in subsection 3.3. In general, the effectiveness of the data augmentation scheme itself needs to be considered in a MedISeg model implementation, at the same time, the state (e.g., modality, distribution, and lesion size) of the dataset is one of the important reasons for determining whether the trick is effective or not [163]–[165], [196].
implementing ABL-CS on the baseline model can boost three-quarters of the evaluation metrics. For example, 0.69% Precision, 0.10% Dice, and 0.20% IoU. Implementing RSA on the baseline model can boost 0.02% Dice, and 0.03% IoU. We can also observe that +RSA has a weak effect on performance improvements on ISIC 2018 [72], e.g., the increased model performance is almost always less than 0.1%. Since ABL-CS does not apply to the CoNIC [73] dataset (we cannot assume the number of colon nuclei in each input image), we only implement RSA on CoNIC [73]. We can observe that values under these evaluation metrics have very little changes. The experimental results on 3D-UNet [71] on KiTS19 [136] show that + ABL-CS can improve model performance on Precision by 0.43% and 2.20% on setting-i and setting-ii, respectively. Besides, + RSA only works on setting-i by improving 0.13% Precision. The above experimental results of + ABL-CS and + RSA on the 3D setting on KiTS19 [136] show that these two post-processing schemes are ineffective in improving performance for Recall, Dice, and IoU. The experimental results on LiTS [63] show that these two schemes can improve all evaluation metrics except Recall. These experimental results show that the performance of the same post-processing operation on different datasets and different evaluation metrics is also different. It also shows us that we need to pay attention to the state of the datasets when choosing the post-processing tricks, and to what evaluation metrics we are focusing on.

3.6 Result Post-Processing

The purpose of the post-processing operations is mainly to improve model performance via non-learnable approaches. For example, the segmentation result can be refined by aggregating the global image information. In this paper, we try to investigate two commonly used result post-processing schemes in the domain of medical image analysis. These schemes are all-but-largest-component-suppression (ABL-CS) [197], and removal of small area (RSA) [198].

ABL-CS [197]. ABL-CS aims to remove some wrong areas in the segmentation results based on knowledge of the organism’s physical properties [199]. For example, for the heart segmentation task, we all know that everyone has only one heart, so if there are small segmentation areas in the obtained mask, we need to remove this small areas [200].

RSA [198]. For MedISeg, the imaging protocol is generally unchanged, such that the area of each instance segmentation mask remains unvaried as well. Based on this physical property, we can set a pixel-level threshold to remove some instance masks that are too small (i.e., under the given threshold) in the obtained segmentation masks [198]. In our work, following [201], [202], the threshold is set to 5000 for setting-i, 80 for for setting-ii, 120 for ISIC 2018 [72], and 10 for CoNIC [75] and LiTS [63]. This means that all masks in the segmented area with less than this threshold are eliminated from the final results.

Experimental results. Experiments for these post-processing strategies are carried out on 2D-UNet [43] for ISIC 2018 [72] and CoNIC [75] datasets, and 3D-UNet [71] for KiTS19 [136] and LiTS [63] datasets, respectively. Results are shown in Table 11 and Table 12. We can observe that compared to the baseline 2D-UNet on ISIC 2018 [72],
4.1 Challenges

By implementing these collected tricks on the different segmentation baselines with consistent CNNs-based backbones, we found significant differences in performance. Furthermore, most of these tricks empirically do not cause excessive computational overhead, which further emphasizes their potential practical value in the image segmentation task. In our work, it is worth noting that although the differences in performance can be attributed to these tricks on baseline implementation, the performance improvements are latent since some fundamental yet challenging medical image processing problems are intrinsically handled. Despite the different formulations in deployment and appearance, the problems solved by tricks are potentially alike in terms of purposes with advanced approaches. For example, we observe that fine-tuning the existing pre-trained weights can improve model performance by a large margin (ref. Table 1 and Table 2) according to most of the evaluation metrics. First, this observation demonstrates that the pre-trained weights on the natural scenes can be transferred into the medical scene via a plain fine-tuning strategy, thereby essentially solves multi-modality learning and domain adaptation (i.e., cross-domain representations between natural scenarios and medical scenarios) problems. Although these problems can also be solved by some advanced transfer learning [203–205] or meta-learning approaches [194], [206], fine-tuning is a cheap solution. Second, it shows that training on more data samples (the pre-training dataset + the fine-tuning dataset) helps to improve the model performance, which corresponds to problems of small dataset learning and overfitting. These two problems are accentuated in models with very strong learning capabilities (e.g., the transformer-based models), as such models generally require very large datasets to train.

In addition to the pre-training model, we also can make similar observations and conclusions on the data pre-processing (ref. Table 3 and Table 4), the data augmentation (ref. Table 5 and Table 6, and Table 11 and Table 12), and the test time augmentation (ref. Table 9 and Table 10) tricks. Specifically, the experimental dataset representation ability can be implicitly enhanced via data pre-processing and data augmentation tricks, such that challenges of the insufficient training samples can be alleviated via Patching, and OverSam. The problem of small dataset learning can be addressed via Patching, and OverSam. The problem of class imbalance learning can be addressed via Patching, OverSam, ReSam, and IntesNorm. Fortunately, these categories of tricks do not incur a noticeable computational cost, which is evidence that these tricks are hidden in their implementations. Although in some scenarios, data augmentation and test time augmentation strategies do not improve the model performance, we do believe that this is not because the strategies themselves have difficulty dealing with medical images, but is determined by the dataset specificity. For example, implementing the practical TTAbaseline and TTAFTAug on 3D-UNet baseline on CoNIC [73] does not improve all performance improvement. The reason for this phenomenon may be that the position of human tissues is relatively fixed in the given images (ref. Figure 3 (b)). But some of the geometric transformation-based data augmentation schemes will destroy such inductive biases in model learning, resulting in poor segmentation accuracy.

Besides, there is also a significant difference between different individual geometric transformation-based data augmentation schemes. As shown in Figure 4, we visualize the segmentation illustrations of each single data augmentation scheme on 3D KiTS19 [74] and LiTS [63] datasets. We can observe that multiple scales and rotation improve model performance improvement on some evaluation metrics on KiTS19 [136], while the use of flip markedly reduces the model performance. Results on LiTS [63] show that multi-scale improves only a portion of the evaluation metrics (e.g., Dice), and the remaining other data augmentation schemes did not work. These separate experimental results can validate our hypothesis above, i.e., that data augmentation methods with non-destructive inductive biases (i.e., multi-scale) are more beneficial to images with relatively fixed object positions. Comparatively, the generative adversarial network-based data augmentation can improve dataset representation without destroying such inductive biases, to achieve better performance on KiTS19 [136] (ref. Table 5). These experiments remind us that in future data augmentation design, we also need to consider the specific state (e.g., modality, distribution, and lesion size) of the used dataset. In addition, the class imbalance learning is also an obvious topic that can be handled by these collected tricks (ref. Table 7 and Table 8). In summary, based on the above analysis, our work therefore not only completed
an MedISeg survey, but also is a practical guide for addressing future medical image processing challenges (especially the segmentation-related tasks) including but not limited to small dataset learning, class imbalance learning, multi-modality learning, and domain adaptation.

The actual situation of human tissues also needs to be considered when deploying the post-processing tricks on medical images. Natural scene images differ significantly from medical images [203], [207], [208]. For example, implementing the ABL-CS and RSA on KiTS19 [74] both reduce the model Recall (ref. Table 5 and Table 11). This is because, for some ISIC images, not one lesion area but also multiple lesion areas are included. The simple implementation of RSA results in the removal of some small but existing lesion areas. For example, most people have two kidneys, but some people (due to surgery, disease, or congenital) have only one; in this case, the use of ABL-CS would reduce the phenomenon of Recall [2], [3], [144].

4.2 Limitations

There are some limitations of this work. Firstly, the collected tricks are limited, i.e., tricks collected and experimented with in our paper are only a finite subset of all the medical image segmentation tricks. This point can be elaborated into the following two aspects:

(1) We surveyed a finite subset of tricks. We only collected a representative number of tricks for the same category of phase. For example, there are many data augmentation schemes, e.g., translating, color jittering, contrast, simulation of low resolution, Gaussian noise injection, mixing images, random erasing, Gaussian blur, mixup, and cutmix [56], [159], [161], [163], [182]. However, considering the practical requirements of medical image processing and the characteristics of the experimental datasets, only a small number of these were used.

(2) The application of the surveyed tricks is limited. In our work, we choose the commonly used 2D-UNet [43] and 3D-UNet [71] as our baseline models, and validated the effectiveness of these tricks on four representative 2D and 3D medical image datasets. However, there are a large number of progressive MedISeg models with different backbones at different levels that were not involved.

(3) The effect of the surveyed tricks is limited. The medical image processing is closely related to clinical practice, and involves many complex challenging problems (e.g., sheltered objects [209], blurred images [210], the long tail problem [211], the incremental learning problem in medical images [212], and the object boundary detection and refinement [2]). We only handle some of the fundamental ones.

5 Conclusions and Future Directions

We collected a bag of MedISeg tricks for different implementation phases, namely, the pre-training model, data pre-processing, data augmentation, model implementation, model inference, and result post-processing. These tricks cover nearly all the common and fundamental schemes used for the medical image segmentation task; other elaborate tricks can be viewed as a more complex combinations of these. In our work, to avoid the performance ambiguity from implementation variations, we experimentally explored the effectiveness of the collected tricks on the consistent 2D-UNet [43] and 3D-UNet [71] baseline models. Witnessed by the experimental results on 2D ISIC 2018 [72], 2D CoNIC [73], [75], [95], 3D KiTS19 [74] and 3D LiTS [63], we explicitly clarified the effect of these tricks. Moreover, based on the surveyed tricks and baseline models, we open-sourced a strong MedISeg repository for both 2D and 3D medical images, where each of its components has the advantage of plug-and-play. Compared to the existing paper-driven segmentation surveys [10], [77], [144], [145], [159], [163], [170], [195] that only blandly focus on advantage and limitation analyses, our work can provide extensive experiments and is more technically operable.

One of the important contributions of our work is to explicitly explore the effect of these collected tricks. Our work can not only promote the subsequent methods to pay attention to tricks but also achieve a fair result comparison. This is potentially necessary, especially at the moment, when the network architecture is becoming more and more sophisticated in the face of some complex tasks, e.g., image segmentation [180], [184], object detection [45], [176], and image generation [77], [112]. Besides, there may be conflicts in the implementation or offsets among tricks in a MedISeg model when we integrate all the commonly used tricks into a unified framework [61], which can provide the empirical and coordinating guidance for the forthcoming segmentation pipelines, including network architectures, training strategies, and loss functions.

In the future, we will work in the following directions:

(1) Survey and develop more tricks on MedISeg. In clinical practice, we are often faced with very complicated situations and MedISeg is a fundamental research topic that is closely integrated with practice. Therefore, it is of great practical value and significance to continue to explore and develop some more advanced MedISeg tricks on the existing basis to meet the requirements of different problems.

(2) Continue to explore the effectiveness of tricks on more methods and datasets. Experimental results on a small number of limited data sets are inevitably biased. Especially when faced with the MedISeg problem, different image types, distributions, and divergence of inner classes can affect the effectiveness of a specific trick. To enable a more comprehensive and fair comparison of experimental results, a thorough trick survey is necessary.

(3) Explore trick-inspired model designs. Although tricks are easily overlooked in the existing publications, the principles and ideas they contain can be used to inspire subsequent work to achieve a cheaper and computationally friendly model design.

(4) Explore attention-based tricks. Recently, the visual transformer framework, with a strong feature representation ability via the multi-head attention mechanism, has received more and more attention in communities of computer vision and medical image analysis. However, due to its complex internal architectures and the immature practice applications (especially in the face of small datasets), the further application of vision transformers is still being explored. Therefore, carrying out trick research on the vision transformer framework would also be valuable.
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