Classification of ground deformation using sentinel-1 persistent scatterer interferometry time series
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ABSTRACT
Displacement time series (TS) provides temporal and spatial information related to ground deformation. This study aims to investigate temporal behavior of ground deformation TS, including classification of displacement trends and periodicity evaluation, which ease the interpretation of movements. To this end, we propose several modifications to an existing automatic classification workflow of Persistent Scatterers Interferometry (PSI) TS using new tests to classify ground deformations into seven main trends: Stable, Linear, Quadratic, Bilinear, Phase Unwrapping Errors (PUE), Discontinuous with constant and different velocities. We illustrate our approach over 1500 km² of the Granada region and the metropolitan area of Barcelona, which were monitored using Sentinel-1 images and a PSI technique. This study provided the spatial distribution of different ground movement types and was useful to detect several TS anomalies due to PUE. The proposed approach also identified stable targets, which were wrongly classified as moving scatterers by the existing classification method. A periodicity analysis was finally performed using the Welch’s power spectral density estimator to investigate seasonal and yearly fluctuations. The method was validated using simulated data, where the classified TSs characterized by probable phase unwrapping errors were verified by PSI experts. The overall classification accuracy was 77.8%, indicating that the proposed method has a considerable TS classification potential.

1. Introduction
This paper proposes a new procedure to the existing workflow (Berti et al. 2013) to analyze the temporal behavior of ground deformations by implementing statistical techniques on Differential Interferometric Synthetic Aperture Radar (DinSAR) time series (TS) products. The analysis highlights the trends and behaviors of the deformations, along with the physical-temporal relationship of the movements. The analysis can be used to classify Ground Motion Services (GMS) TS. These novel services, which are based on Persistent Scattering Interferometry (PSI), Small BASeline Subset (SBAS), and Distributed Scatterers (DS), provide consistent and reliable information on ground movements related to artificial or natural targets (Crosetto et al. 2020). The GMS application fields are broad and include natural and man-induced geo-hazard risk assessment, land management, urban planning, infrastructure development and management, mining and other natural resources extraction, dam, groundwater monitoring, etc. (EEA 2020).

Different countries have developed their GMSs, such as Germany (Kalia, Frei, and Lege 2017; “Boden Bewegungsdienst Deutschland– Germany,” 2020), Norway (Dehls et al. 2019, 2012; “InSAR Norway WebGIS,” 2020), Denmark, and Italy (“Italian Space Economy Strategic Plan,” 2020). An European GMS (EU-GMS) is currently under development (Crosetto et al. 2020; EEA 2020).

The PSI techniques was first introduced by Ferretti, Prati, and Rocca (2001, 2000), and has been subsequently developed by several other groups (see Crosetto et al. (2016) for a review). The deformation time series and velocity estimation at PS (Persistent Scatterer) points are main outcomes of the PSI technique (Crosetto et al. 2016). The PSI method can measure displacement of the available PSs, which typically corresponds to buildings, structures, infra-structures, outcrops, and exposed rocks.

The PSI TS contains the accumulated deformation in correspondence to the time-ordered SAR images, starting from a reference image. The accumulated
displacements are estimated along the satellite Line of Sight (LoS) direction. A TS is defined as a set of quantitative observations arranged in chronological order (Kirchgässner, Wolters, and Hassler 2012), which generally includes three main components (Kirchgässner, Wolters, and Hassler 2012; Puech et al. 2020): (i) the trend component (i.e. a long-term development), (ii) the periodic component (i.e. a cyclical component with periods of one or more than a year or a component that includes the ups and downs within a year, called the seasonal cycle), and (iii) the random component (i.e. there is no long-term trend nor the cyclic and the seasonal component). Most of the published deformation TS studies have been conducted in the amplitude domain (i.e. the accumulated deformation) and in a univariate context (i.e. no correlation with other time series is considered).

Empirical methods have been widely used to categorize TS deformations using statistical criteria. Cigna et al. (2011) labeled each displacement TSs as “Affected targets” and “Unaffected targets.” Deformation rates of TS sub-samples were calculated using a simple linear regression to evaluate deformation, velocity, and acceleration patterns. Later, Cigna, Tapete, and Casagli (2012) developed a method to calculate two indexes to depict the deviation using a predefined deformation model. The first index identified precursor movements that can be assigned to significant events, such as accelerations recorded before landslide failures or volcanic eruptions. The second index identified sudden changes in displacement at specific dates, such as those corresponding to tectonic events or structural collapses. Then, Berti et al. (2013) proposed an automatic classification method of PSI TS based on a conditional sequence of statistical tests. The TSs were classified into distinctive predefined classes, which described various types of ground deformation. It was concluded that the method is independent of the dataset. Notti et al. (2015) considered the Berti et al. (2013) and Cigna et al. (2012, 2011) methods to highlight the ability of automatic detection of motion trends in the interpretation of DInSAR data.

Recently, ancillary information has been utilized to overcome the limitations of empirical methods. More recent studies (Raspini et al. 2018; Solari et al. 2019) generated continuously updated ground deformation data and highlighted many anomalous trends and/or acceleration affecting the area of interest. Intrieri et al. (2018) applied a detailed TS analysis on one of the accelerating PS to predict the time of a slope failure. Then in 2019, Raspini et al. (2019) presented the results of continuous monitoring of ground deformation in the Tuscany region based on the difference of deformation rates with respect to the slope and aspect derived from a Digital Elevation Model (DEM).

Several studies have provided periodicities analysis to separate deformation trends from seasonal deformations and understand relationships between triggering factors and ground displacements. For instance, Tomás et al. (2016) identified localized intermittent periodicities using three wavelet tools to interpret InSAR TS information for a landslide. Schlägl, Widhalm, and Avian (2021) have recently performed a decomposition into trend, periodic, and random components on PSI TS to analyze the deformation of a bridge.

In addition to utilizing ancillary information, Machine Learning (ML)-based methods have been recently studied to analyze TSs (Anantrasirichai et al., 2020; Ansari et al. 2021; Hakim, Achmad, and Lee 2020; Tiwari, Narayan, and Dikshit 2020; Valade et al. 2019). For instance, Valade et al. (2019) and Anantrasirichai et al. (2020) have investigated the pros and cons of Convolutional Neural Networks (CNN) in large deformations detection using multi-sensory satellite-based data. This technique has also been employed for the selection of PS pixels (Tiwari, Narayan, and Dikshit 2020). Hakim, Achmad, and Lee (2020) and Ranjar et al. (2021) have mapped land subsidence susceptibility using functional and optimized ML algorithms. Finally, an autoencoder clustering model, deep Long Short Term Memory (LSTM), has been proposed to exploit temporal relations for efficient TS mining (Ansari et al. 2021).

According to the state-of-the-art, the TS types have not been classified using large datasets. Furthermore, the Phase Unwrapping Errors (PUE) have not been addressed in any classification studies. This error is due to a wrong reconstruction of the unwrapped phases and cause jumps in TSs that are a multiple of half the wavelength. In this study, we present an automatic approach to classify TSs in seven classes, which is a modification of the method proposed by Berti et al. (2013), and to find those TSs affected by PUE. We also propose a verification step to identify stable (non-moving) targets, which are incorrectly categorized as unstable points. Additionally, the PSI
TS are evaluated to identify periodic variations. Section 2 describes the characteristics of the two study areas, along with the Sentinel-1 data information. The method section (Section 3) contains the definition of TS trends, the classification steps, and the periodicity analysis. Classified maps over two study areas and several cases of displacements are provided in Section 4, followed by a discussion about the advantages and limitations of the study. The paper finishes with the conclusion.

2. Data and study areas

2.1. Study areas

In this study, two areas located in Spain have been selected (Figure 1(a)), which a PSI technique so far exploited TS products of both study areas. The first study area, called the Granada region, is located south of Granada and Malaga provinces (Figure 1(b)). Three significant movements cases have been recently distinguished (Reyes-Carmona et al. 2020), utilized to validate the methodology. It has an area of 575 km². The second study area lies in the Barcelona metropolitan areas (Figure 1(c)), where around 900 km² have been analyzed for potential deformations and the reliability of the proposed methodology in displacements TS classification.

2.2. Data

Sentinel-1 globally provides continuous acquisition of C-band SAR images, which are freely accessible. Sentinel-1 consists of a constellation of two satellites, Sentinel-1A and Sentinel-1B, which cover Europe with a revisit time of six days that enables Europe-wide displacement monitoring. In this study, 138 and 249 of Sentinel-1 images were exploited over the Granada region and Barcelona’s metropolitan area, respectively. Additionally, using the PSI chain of the Geomatics Division of CTTC (PSIG) (Devanthéry et al. 2014), deformation TSs of each study area have been extracted.

Six thousand six hundred and sixty-four interferograms were generated from 138 SAR images over Granada from 10 March 2015 to 26 September 2018 and 453,315 PS were extracted. The second dataset includes 249 images, which were acquired from 6 March 2015 to 19 June 2020. In this area, 1,623,767 PS points were generated from 1245 interferograms.

3. Method

The main goal of this study is to provide an advanced procedure to classify land deformation TSs, investigate TS with PUE, and develop an automatic system for processing large TS datasets.

![Figure 1. Study area: (a) two study areas in Spain; (b) Granada region (the red shape); (c) Barcelona metropolitan area (the red shape).](image-url)
To this end, various statistical analyses have been implemented using the C++ language and MATLAB™.

Ground displacements were categorized by Berti et al. (2013) in six types. In this study, an additional PUE class has been added to those six classes (Figure 2):

- **Stable**: no deformation occurs. There is no trend (e.g. linear, quadratic, and bilinear) in the analyzed points (Figure 2(a)). The TS consists of small random variations of the state of the ground surface.

- **Linear**: the TS is characterized by a constant slope (Figure 2(b)). It indicates long timescale movements, such as the steady motion of inactive landslides, natural subsidence, and creep (Berti et al. 2013).

- **Quadratic**: the displacements follow a quadratic law (Figure 2(c)). Nonlinear classes stand for trends characterized by changes in the deformation rate. The Quadratic displacement shows a continuous movement, such as the deformation in mining areas, causing a progressive change in the rate of TS and revealing a continuous and nonlinear movement (Wang, Deng, and Zheng 2020).

![Figure 2](image-url)  
*Figure 2.* Seven displacement types from the Barcelona dataset: (a) Stable, (b) Linear, (c) Quadratic, (d) Bilinear, (e) DCV, (f) DDV, and (g) PUE.
• **Bilinear:** the TS is characterized by a breakpoint, which divides the TS into two periods, where each period has a different linear rate (Figure 2 (d)). The different rates point to an abrupt change after the breakpoint, which can indicate a change point in deformations. In the case of a significant diversity after breakpoints, seismic activities can cause abrupt changes in the TS rates.

• **Discontinuous with constant velocity (DCV):** a breakpoint divides the TS into two segments that have approximately equal constant slope (Figure 2(e)).

• **Discontinuous with different velocity (DDV):** a breakpoint divides TS into two segments with different slopes (Figure 2(f)).

• **Phase Unwrapping errors (PUE):** There could be one or more jumps due to phase unwrapping errors inside one TS (Figure 2(g)).

Figure 3 shows the Berti et al. (2013) and the proposed workflows. The basic idea to automatically classify PSI TS based on conditional sequences of statistical tests was proposed by Berti et al. (2013), where the results were finally categorized into three classes (uncorrelated, linear, and non-linear trends), instead of the above listed six classes. It also opened a procedure to enhance the radar interpretation capability using an automatic classifier. In this research, the following improvements are proposed: (i) detecting PU errors in four stages using various statistical tests, (ii) utilizing statistical tests to reclassify stable points correctly, which were wrongly classified as Linear, Quadratic, and Bilinear, and (iii) using more conditions and additional statistical tests after the linearity check. The steps of the proposed approach are as follows: a) First, several intervals and thresholds are examined to explore a practical conditional test for identifying the PSs characterized by phase unwrapping errors (PU Error_1). b) A linear regression is fitted over the remaining PSs to identify Stable points. c) A segmented regression tests the unstable points to check for abrupt changes in TSs. d) If there is no breakpoint inside a TS, a quadratic regression is fitted to classify it as Linear or Quadratic. This primary classification is then tested against the second and third stages of PU errors (PU Error_2 and PU Error_3), along with uncorrelation check (Uncorrelated_1 and Uncorrelated_2) to distinguish PUE and Stable PSs. e) A discontinuity test is applied to separate Bilinear points. The uncorrelation and PU errors tests (Uncorrelated_3 and PU Error_4) are also applied at this level. f) Finally, a test for the equality of slopes is computed to split TSs with constant or varying velocities. The overview of the entire process is given in Table 1 and explained in the following sections comprehensively.

### 3.1. First stage for detecting phase unwrapping errors

The TSs are checked by a condition using the running mean of every seven samples for probable PUE (PU Error_1). A PU error is a multiple of half the
Table 1. An overview of the tests utilized in the classification.

| Test Name        | Section                                           | Explanation                                           |
|------------------|---------------------------------------------------|------------------------------------------------------|
| PU Error_1       | 3.1. First stage for detecting PUE                 | To identify PUE TSs based on predefined threshold.   |
| Linear Correlation| 3.2. Linear Regression                            | To identify whether the TS is Stable or not.         |
| Breakpoint       | 3.3. Breakpoint Detection                         | To separate TSs segmented by breakpoints.             |
| Quadratic Correlation| 3.4. Linear and Quadratic TS                     | To test the significance of Quadratic trend against the Linear one. |
| Uncorrelated_1   | 3.4. Linear and Quadratic TS                     | To identify Stables TSs classified wrongly as Quadratic. |
| PU Error_2       | 3.4. Linear and Quadratic TS                     | To identify PUE TSs classified wrongly as Quadratic.  |
| Uncorrelated_2   | 3.4. Linear and Quadratic TS                     | To identify Stable TSs classified wrongly as Linear.  |
| PU Error_3       | 3.4. Linear and Quadratic TS                     | To identify PUE TSs classified wrongly as Linear.     |
| Overlap          | 3.5. Bilinearity                                  | To categorize TSs characterized by Bilinear trends or Discontinuities. |
| Uncorrelated_3   | 3.5. Bilinearity                                  | To identify Stable TSs classified wrongly as Bilinear. |
| PU Error_4       | 3.5. Bilinearity                                  | To identify PU TSs classified wrongly as Bilinear.    |
| Equal Slope      | 3.6. Equal Slopes Test                            | To classify the remaining TSs as DCV or DDV.          |

wavelength, approximately 28.3 mm in Sentinel-1 SAR images. It causes jumps in TS values, leading to misclassification. In some cases, this amount is affected by residual Atmospheric Phase Screen (APS) and noise. In this study, values with probable PUE (PU Error_1) were identified based on the average moving technique (Equation 1):

\[
1 \frac{1}{M} \sum_{k=i}^{i+M-1} y_k - \frac{1}{1+M+1} \sum_{k=i-M+1}^{i} y_k \geq J \tag{1}
\]

where \( y_k \), for \( 7 \leq k \leq n - 7 \) indicates the \( k \)th value of the TS and \( n \) stands for the number of images in the TS. The statistics, window size, \( M \) and the PUE threshold parameters, \( J \) were chosen based on various experiments (Table 2) and experts judgment. Accordingly, we found that the mean averaging outperforms the median ones. Moreover, from those eight different windows and seven thresholds considered, window size \( W = 7 \) and threshold \( J = 19 \)mm are the optimal combinations for the first stage of PUE classification. Detailed results on the outputs of the experiment are presented in Table 2. Table 2 consists of Precision (P) and False Alarm Rate (FAR) percentages of all experiments, indicating the portion of correctly classified PUE and incorrectly classified other samples as PUE, respectively.

### 3.2. Linear regression

In this step, we pursued the technique proposed by Berti et al. (2013): every TS is fitted by a linear regression model. We are implementing an Analysis Of Variance (ANOVA) Fisher test to calculate the F statistic for each TS. A one-way ANOVA obtains information about the relationship between the dependent (e.g. the rate of deformations) and independent variables (e.g. deformations). The F value also indicates whether the correlation is significant enough to reject the null hypothesis. The null hypothesis stands for an absence of linear correlation in the

Table 2. Precision (P) and False Alarm Rate (FAR) of detected PUE TSs out of 600 samples (100 PUE TSs from each real and simulated data, along with 400 TSs from Stable, Linear, Quadratic, and Bilinear classes) in seven thresholds and eight intervals using mean (the upper cells in each row of thresholds) and median estimators (the bottom cells in each row of thresholds). The threshold of 19 mm and the interval of 7 were selected due to the fact that this combination was able to detect the highest number of PUE TS.

| Threshold | 3      | 4      | 5      | 6      | 7      | 8      | 9      | 10     |
|-----------|--------|--------|--------|--------|--------|--------|--------|--------|
|           | P      | FAR    | P      | FAR    | P      | FAR    | P      | FAR    |
| 21 mm     | 35     | 2.2    | 39     | 2.7    | 43.5   | 1.8    | 54     | 2      | 55.5   | 2      | 40     | 2.6    | 38     | 2.7    | 29.5   | 3.6    |
| 20 mm     | 39.5   | 2.6    | 35.5   | 3.4    | 46     | 2.9    | 60     | 1.2    | 64.5   | 1.1    | 60.5   | 1.8    | 49.5   | 2.1    | 35.5   | 3.7    |
| 19 mm     | 9      | 5      | 13.5   | 2.8    | 17.5   | 2.7    | 19     | 3.9    | 20.5   | 3.3    | 27     | 4      | 27.5   | 3.1    | 32     | 3      |
| 18 mm     | 41.5   | 2.7    | 52.5   | 1.6    | 59     | 1.7    | 65.5   | 1.1    | 71.5   | 0.9    | 64.5   | 1      | 47     | 2.2    | 39     | 2      |
| 17 mm     | 11     | 2.9    | 13     | 4.1    | 15.5   | 4.7    | 20     | 4.2    | 21.5   | 2.4    | 24.5   | 2.5    | 26     | 3.3    | 33.5   | 3.5    |
| 16 mm     | 25     | 5.1    | 2.2    | 2.2    | 2     | 64     | 1.2    | 67.5   | 1      | 65     | 1.2    | 50.5   | 1.6    | 42.5   | 2.6    |
| 15 mm     | 19     | 3.5    | 20.5   | 4.5    | 24     | 3.3    | 26.5   | 2.2    | 29     | 3.9    | 33     | 2.8    | 40     | 2.1    | 39.5   | 2.1    |
|           | 38.5   | 2.8    | 44.5   | 3.2    | 52.5   | 2.1    | 56.5   | 1.4    | 61     | 1.2    | 58     | 2.2    | 45.5   | 1.7    | 35     | 2.2    |
| 14 mm     | 14.5   | 2.6    | 48.5   | 3.5    | 21.5   | 4      | 24.5   | 3.3    | 29.5   | 2.2    | 40     | 2      | 43     | 1.7    | 49.5   | 2.1    |
| 16 mm     | 43.5   | 2.5    | 45.5   | 3.2    | 50     | 2.2    | 54.5   | 1.9    | 51     | 2.6    | 46     | 2.3    | 40.5   | 2.5    | 32.5   | 2.1    |
| 13 mm     | 16     | 3.6    | 21.5   | 2.5    | 25.5   | 2.3    | 30.5   | 2.9    | 33     | 2.7    | 49     | 1.6    | 52.5   | 2.5    | 54     | 2.6    |
| 15 mm     | 39.5   | 2.7    | 45.5   | 1.8    | 46.5   | 2.4    | 52     | 2      | 47     | 2.8    | 45     | 2.3    | 37     | 2.7    | 34     | 2.8    |
| 16 mm     | 39.5   | 2.7    | 45.5   | 1.8    | 46.5   | 2.4    | 52     | 2      | 47     | 2.8    | 45     | 2.3    | 37     | 2.7    | 34     | 2.8    |
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TS. In this work, the probability has been chosen 0.01. This value indicates a 1% risk of concluding that a linear correlation exists when there is no actual correlation (Frost 2021), and it is used to find the corresponding critical value of the underlying $F$ distribution (e.g. via $F$ distribution tables) (Christensen 2016; Montgomery and Runger 2018). Therefore, the points where the $F$ statistic is smaller than the $F$ distribution value have a slope close to zero and are classified as Stable (i.e. the linearity test fails).

### 3.3. Breakpoint detection

The TSs with a linear correlation are analyzed for detecting breakpoints using the procedure proposed by Berti et al. (2013). Each TS is split at moving breakpoints into two segments (the minimum number of data points of each segment is five), and each segment is fitted with linear regression. In the first step, the first segment consists of 5 values (data points from 1 to 5) and the second one includes the remaining data points (from 6th to the last one). A bilinear model is applied over the TS to obtain the breakpoint occurring as an abrupt change in the slope of TS (Berti et al. 2013).

A threshold is then defined using an evidence ratio computed by Wagenmakers and Farrell (2004) method to investigate a significant breakpoint. The evidence ratio also describes the evidence about fitted models and how a variable influences the detection probability or occupancy. This ratio is calculated using the Bayesian Information Criterion (BIC) (Equation 2) of a two-line unconstrained model ($k = 3$), a quadratic model ($k = 2$), and a linear model ($k = 1$) over the TS.

$$BIC = \ln \left( \frac{RSS}{n} \right) + \frac{k + 1}{2} \ln(n)$$  \hspace{1cm} (2)

where the Residual Sum of Squares (RSS) measures the discrepancy between the real data and estimated values. The BIC establishes selective criteria, where the model with lowest BIC can be preferred as the best fitted model (Claeskens and Hjort 2008). Thus, an evidence value is calculated based on the computed BICs to decide whether TS contains a breakpoint or not. To this end, the evidence ratios (Equation 3) are calculated using the weights of the two-line unconstrained ($w_1$), linear ($w_2$), and quadratic ($w_3$) models.

$$B_w = \frac{w_1}{\max(w_2, w_3)}$$  \hspace{1cm} (3)

where $w_i = \frac{\exp(-0.5\Delta_i)}{\sum_{j=1}^{k} \exp(-0.5\Delta_i)}$, $-\Delta_{\text{two-line}}$, and $\Delta_3 = BIC_{\text{Quadratic}} - BIC_{\text{two-line}}$. Because TSs displacements consist of physical and natural effects, a restrictive criterion has been proposed (Berti et al. 2013), using a normalized form of the relative likelihoods. Therefore, a TS with the evidence ratio of weights greater than and equal to the selected threshold reveals a breakpoint in the TS (i.e. a TS with bilinear regression). A PS that does not satisfy the above condition is tested against a quadratic regression in the following section.

### 3.4. Linear and quadratic TS

At this level, there are points with linear and quadratic correlations and with no first stage of PUE TSs. The TS must be fitted by a quadratic regression to test for the significance of the quadratic trend against the linear one (Berti et al. 2013; Davis 1986).

Many TSs have been found as misclassified points using Berti et al. (2013) method, including points without a linear or quadratic correlation (i.e., uncorrelated TS with stable trend) and points with PU errors. Therefore, two steps of calibration are carried out (i): Uncorrelated_1 and PU Error_2; (ii): Uncorrelated_2 and PU Error_3 using the coefficient of determination ($R^2$, Equation 4), slopes, and F statistic test to label these points accurately.

$$R^2 = 1 - \left( \frac{\sum_{i=1}^{n} (y_i - \bar{y})^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2} \right) \frac{n - 1}{n - p - 1}$$  \hspace{1cm} (4)

In Equation 4, $\bar{y}$ is the estimated value by the regression model and $\bar{y}$ indicates the average of all temporal samples in each PS. The two terms $(n - 1)$ and $(n - p - 1)$ indicate the degrees of freedom. Indeed, the R-square statistic is adjusted based on the residual degree of freedom, $p$, which refers to the number of variables in the regression models; thus, it is 1 and 2 for linear and quadratic regressions, respectively. As discussed in Section 3.2, the calculated $F$ statistic of each TS from a stepwise regression is compared with the corresponding value in the F distribution table to evaluate the significance of quadratic regression (Christensen 2016). If the calculated $F$ is greater than or equal to the table value, the TS is considered as Quadratic; otherwise, as Linear. Afterward, the
following steps are implemented to detect (i) actual Quadratic and Linear trends, (ii) Stable TSs misclassified as unstable, and (iii) PUE TSs.

Firstly, PSs are categorized into two groups (pseudo-quadratic and pseudo-linear) using the comparison between F statistic calculated from a stepwise regression. Afterward, the pseudo-quadratic TSs that weakly fit the quadratic regression level (Uncorrelated_1) -quadratic correlation determination smaller than 25% and very low values of the quadratic model constants- are excluded and classified as the Stable class (Figure 4(a)). Secondly, the points that agree simultaneously with two conditions -very high values of the F statistic and quadratic correlation determination smaller than 90% (PU Error_2)- are classified as PUE. This choice is justified by the fact that in the one-way ANOVA, a high F statistic value indicates large variations of the data inside the analyzed TS. Figure 4(b) shows a PUE TS classified wrongly as Quadratic. This example contains a vertical jump, which makes the observations deviate from their mean value. Finally, those points that fail both the Uncorrelated_1 and PU Error_2 tests are labeled as Quadratic (Figure 2(c)).

Furthermore, the classification of pseudo-linear TSs is realized similarly to the pseudo-quadratic ones. After excluding stable points (Figure 4(c)) using the Uncorrelated_2 test, the remaining TSs are categorized based on their slopes and linear correlation level ($R^2$). In the case that a TS has a high slope and low level of correlation, it is characterized by a vertical jump (PU Error_3). Figure 4(d) illustrates a TS with a high slope classified wrongly as Linear. Finally, the remaining points are classified as Linear after failing Uncorrelated_2 and PU Error_3 tests (Figure 2(b)).

3.5. Bilinearity

The remaining points after the above-mentioned steps are characterized by bilinear trends or discontinuities. In order to separate these three remaining classes, a two-sided Student’s t discontinuity test with the upper-tail probability of 0.025 (95% confidence level) is first calculated to predict two intervals associated to the two linear segments preceding and following the breakpoint. In fact, the prediction intervals contain a range of values at the breakpoint for evaluating an overlap between two segments (Weisberg 2005). Therefore, if there is an overlap between the two prediction intervals, the TS is Bilinear with 95% probability; on the contrary if the TS has a vertical jump and goes to the next step. Furthermore, points are analyzed for probable Stable or PUE following the logic of the previous section.

![Figure 4](image)

Figure 4. Example of TSs classified wrongly as Quadratic (a, b) and Linear (c, d), where (a) and (b) are Stable and PUE TSs, which were classified as Quadratic initially, (c) and (d) are also Stable and PUE TSs, which were classified as Linear initially. Up-down yellow arrows show jumps caused by PU errors.
3.6. Equal slopes test

Points in this level are discontinuous TSs at the breakpoints with vertical jumps. The equality of slope approach tests two or more linear regression lines to see if the lines have equal slopes. The partial $F$ test demonstrates whether the slope (i.e. the linear velocity) of segments preceding and following the breakpoint is equal with a 99% level of significance. If the calculated $F$ statistic is greater than the $F$ percent point function, the hypothesis of equal slopes is failed, then, the TS is classified as DDV. In the alternative hypothesis, the TS is a DCV point (Equation 5) (Liu et al. 2007; Sachs 1982).

$$
\begin{cases}
    \text{DCV if } F_{stat,E} \leq F_{table}(0.05, 1, n) \\
    \text{DDV if } F_{stat,E} > F_{table}(0.05, 1, n)
\end{cases}
$$

In this paper, we have implemented the partial $F$ test to compare two linear regression models (Claeskens and Hjort 2008). The $F_{stat,E}$ estimator (Equation 6) is calculated and compared with $F_{table}(0.05, 1, n)$ for equality of slopes before and after a breakpoint ($b$).

In which:

$$
F_{stat,E} = \frac{1}{n-k} \left( A - (RSS_{1 to b} + RSS_{b+1 to n}) \right) / \left( RSS_{1 to b} + RSS_{b+1 to n} \right)
$$

$$
RSS = \sum_{i=1}^{n} (y_i - \hat{y}_i)^2
$$

$$
A = \left( \sum_{l=1}^{b} (y_l - \bar{y}_R)^2 + \sum_{l=b+1}^{n} (y_l - \bar{y}_L)^2 \right) - \left( \sum_{l=1}^{b} (x_l - \bar{x}_l)^2 (y_l - \bar{y}_R) + \sum_{l=b+1}^{n} (x_l - \bar{x}_l)^2 (y_l - \bar{y}_L) \right) / \sum_{l=1}^{b} (x_l - \bar{x}_l)^2 + \sum_{l=b+1}^{n} (x_l - \bar{x}_l)^2
$$

where $k$ indicates the number of regressions. Furthermore, subscripts symbols of $L$ and $R$ stand for segments before and after the breakpoint.

3.7. Periodicity Analysis

Time series have different variations, including secular trends, irregular variations, and cyclic fluctuations (Saad, Prokhorov, and Wunsch 1998). Secular trends (i.e. the general behavior of the data for a long period) have been discussed comprehensively in previous sections. On the other hand, cyclic fluctuations are defined by the period of their cycle, which may differ depending on the underlying phenomena over time (Puech et al. 2020; Schlögl, Widhelm, and Avian 2021).

The spectral analysis assesses the frequency content of TSs. One of the basic spectral measures is the Power Spectral Density (PSD), which contains the spectral intensity of the input data for each analyzed frequency. From the analysis of the PSD, it is possible to study the underlying periodic phenomena by isolating them from noisy signals (Blackman and Tukey 1958; Cooley and Tukey 1965; Gardner 1988). The PSD estimate applies some sort of averaging or smoothing to reduce the effect of random variations. In this work, we employ the Weighted Overlapped Segment Averaging (WOSA) method (Welch, 1961, Welch 1967), also called Welch. This PSD estimate is obtained by first dividing the TS into overlapped segments, then averaging the periodogram values for all the segments. This technique has shown robustness against random variations. This periodogram averaging method enables us to find and evaluate cyclic fluctuations of TSs. It also reduces the variance of the periodogram using a windowed overlapped segmented averaging method in the frequency-domain operations (Solomon 1991). Finally, we implement Welch’s PSD estimate on all TSs except those affected by $PUE$, which contain no periods. The detrending processing is first implemented on Linear, Quadratic, and Bilinear points. Since these three classes contain trends, this process can remove them to improve the accuracy of the periodical frequency. In this study, we estimate the PSD of TSs for seasonal periods. Considering the weather conditions in Spain, a season is considered as an interval of 170 to 190 days. TSs characterized by a dominant peak on each of the mentioned periods are selected as a periodic TS. The result is provided in the result section and Figure 9.

4. Results

The automatic PS TS classification procedure was applied over 1475 km² of Granada and Barcelona datasets with 2,077,082 PS. The aim is to classify accurately all TSs in seven classes. The threshold values utilized in the various classification stages were first validated using synthetic data to test their accuracies. A confusion matrix of 1250 random simulated targets in five classes was analyzed, followed by
a validation of 10,000 real TSs, classified as PUE. Then, the TS classification maps of Granada region and Barcelona metropolitan area are provided to visualize the distribution of the land displacement trends generally. Overall accuracy (OA) estimates the overall effectiveness of the classification algorithm using the proportion of the total correctly classified true samples. The producer accuracy (PA) indicates how well the samples for each class were identified. It is computed by dividing the correctly classified class samples by the total reference points. Dividing correctly classified samples by the total number of classified points presents the user accuracy (UA), which illustrates the probability that a sample belongs in its true class. This process is shown with sample cases over two study areas and discussed. Finally, the outcome of the periodicity analysis using Welch’s PSD estimate is provided.

4.1. Validation of the classifier

In this research, we proposed a synthetic evaluation to assess the proposed method’s capability in the classification of ground displacement types. Since the method includes various statistical steps, a set of synthetic data was simulated with five types of classes: Stable, Linear, Quadratic, Bilinear, and PUE (Figure A). 250 samples of every trend were randomly simulated, classified, and examined by a confusion matrix, including overall, producer, and user accuracies. It should be noted that noise was randomly added using the uniform pseudorandom number generator (Mersenne Twister (Matsumoto and Nishimura 1998)) within the 16–26 mm interval. The average and standard deviation of the jumps at 250 simulated PUE samples were respectively 20.9 mm and 3.2 mm. Figure 5 shows that the method classifies virtually the synthetic data with a 78% OA. It also indicates that the most accurate estimation was over the Stable TS, followed by Linear, Quadratic, and Bilinear. UA (sensitivity) and PA (specificity) represent what portions of classes that are correctly classified by the method. For instance, 89.28% shows that 21 and 10 data of Linear and Bilinear samples, respectively, that were wrongly classified as Stable. The diagonal also shows how many samples of each class were correctly predicted and the other values indicate the incorrect predictions of the method.

Moreover, PSI experts have evaluated 10,000 TSs of Granada and Barcelona datasets among the 83,540 PSs detected as PU Error_1 to _4, to check the validation accuracy. It was concluded that 91% of TSs classified in PU Error_1 was accurately detected, followed by PU Error_2 (73%) and Error_3 (68%) of linear and quadratic regressions. On the other hand, the Bilinear TSs characterized by PU error (PU Error_4) showed the lowest accuracy (62%).

![Figure 5](image-url) The overall accuracy (OA), producer accuracy (PA), and user accuracy (UA) of the proposed method over the simulated data.
4.2. Granada and Barcelona PS TS classification

The method was implemented using the C++ language and run on a computer equipped with 32 Gb of RAM, Intel i7-8700 CPU with six 3.2 GHz cores on a Windows 10 64-bit operating system. The two datasets were processed separately. Over the Granada dataset, the processing approximately took 300 seconds for 458,249 PSs with 138 images. The processing of 1,618,293 PSs with 249 images of the Barcelona dataset took 18 minutes to classify all TSs.

Figure 6 illustrates the final TS maps of the Granada region and Barcelona. The PS TS classified maps provide the spatial distribution of target trends. They can also highlight the anomalies of targets movements over each period using monthly, seasonal, and yearly maps. Around 70% of both study areas are dominated by Stable PS, that were depicted in green. In both datasets, the Stable class was followed by Bilinear; also, the lowest number of TSs were classified as discontinuous classes. Over Granada region and Barcelona metropolitan, the classes were: 16.2% and 15.7% Bilinear (in blue), 5.5% and 5.4% Quadratic (in red), 4.4% and 4.1% Linear (in yellow), 3% and 5.3% PUE (in white), and less than one percent for DDV and DCV classes. The computational load of classifying ground displacements trends is due to the breakpoints inside four classes (Bilinear, DCV, DDV, and PUE). This causes similar statistical characteristics among TSs. More times checking labels by additional sequential conditions can adjust the complexity. For instance, various metrics can evaluate the performance of models, such as Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), Akaike’s Information Criteria (AIC), and Mallows Cp. However, it increases the processing time.

Three cases characterized by Bilinear, Quadratic, and Linear trends are shown in Figure 7. Figure 7 (a) includes Bilinear TSs, where is located over a 5000 m² building. More than 30 Bilinear points were detected, where three of them have been shown in Figure 7(a). Figure 7(b) also shows around 25 spots of ground deformations, including 20 Quadratic TSs in the white circle and three samples of Quadratic TSs. As an example of the Linear class (Figure 7(c)), among multiple Linear points distinguished over a 1250 m² building and a road, three TSs have been provided.

Figure 6. Land deformation inventory maps of two Spanish study regions (a) Granada region and (b) Barcelona metropolitan using automatic PS TS classification. Two zoomed imageries, (c) and (d), illustrate the detailed spatial distribution of classified PSs.
Figure 8 presents three examples of ground deformations in the Granada region, along with three samples TSs of correspondent movements. The result is consistent with the Reyes-Carmona et al. (2020) study over the Rules Reservoir. The study monitored the activity of three landslides (called Lorenzo-1, Rules Viaduct and El Arrecife) using PSIG products and in-situ observations, along with a detailed photo interpretation and a DEM. Accordingly, the PS TS classifier output was compared to the three land deformation cases. Figure 8(a) shows the Cortijo de Lorenzo landslide and three TSs of the PSs. It is a rotational landslide causing several cracks and piping. Over this landslide, the PS points were classified as Bilinear. Furthermore, multiple Quadratic, Linear, and Bilinear PS demonstrate a significant movement in Figure 8(b). Reyes-Carmona et al. (2020) investigated that a hazardous active landslide affected by active piping and opened, fresh cracks (Rules Viaduct landslide). Finally, Figure 8(c) indicates a deformation surrounding and across a road with multiple Quadratic PS and several Linear trends. The El Arrecife landslide is a translational landslide characterized mostly by slopes. A large number of open cracks and pieces of pavements were found over this area.

As mentioned in section 3.7, a Welch PSD estimate was employed over TSs to indicate seasonal and cyclic fluctuations. Temperature variations, vegetation growth, humidity, and groundwater
Figure 8. Landslides are indicated by yellow squared caps in the Cortijo de Lorenzo (a), the Rules Viaduct (b) and the El Arrecife (c) areas.

Figure 9. Number of stable TSs with seasonal and cyclic fluctuations in four periods.
changes are the natural causes of yearly fluctuations. In this study, since the PSI product of the Barcelona dataset was carried out for 5 years, we used 2.5-years as the longest cycle to assess a strong calculation. Considering the interval of datasets images, 15-days was the minimum period \((2 \times TS\text{\,interval})\). However, we decided to choose six months to avoid noisy TSs and unreliable data in terms of the minimum number of images per month and maximum period. Figure 9 shows the number of TSs extracted from four classes in 6-month period. While the estimator was applied over more periods (see section 3.7), only periods shown in the Figure 9 were considered because most of the TSs indicated various peaks. On the other hand, only less than 1\% of the PSs included periodic fluctuations; however, it can reveal critical movements regarding seasonal or yearly human activities, such as water pumping or injection. Although the estimate could also be calculated for higher or lower periods, the reliability of the output is limited due to the following reasons. First, regarding the shorter periods (e.g. one month), there should be more data over different days. Second, longer periods would provide better performances in terms of yearly periods.

5. Discussion

Time series classification over large areas improves the understanding of the spatial distribution of the deformations and improves the overall qualitative interpretation of DInSAR products. However, unknown and identified sources of noise and errors can undoubtedly affect the reliability of the output. These error sources are affecting the PS TS products more seriously than the deformation velocity product. In this study, we modified the method illustrated in (Berti et al. 2013) and proposed a workflow to investigate the misclassified TS and a critical noise source (i.e. vertical jumps caused by PUE), as well as significantly reduce the classification commission errors. Following are the discussed features and advantages represented by this research:

- The spatial distribution of ground movement trends was shown using seven classes. The classified maps could reasonably demonstrate the spatial propagation of moving and non-moving targets in the study areas.
- Four stages of PUE detection were firstly proposed to classify TSs affected by these errors. The tests on simulated and real data showed that 84.4\% and 73.5\% of them were labeled correctly.
- A dataset of five movements trends was simulated to validate the method. Although the method was not strong to identify bilinear data as other trends, it could correctly classify 78\% of all simulated data. Furthermore, 10,000 of classified PUE TSs were validated by experts, showing the proposed workflow classified approximately with an accuracy of 73.5\%.
- We also supplied four tests to obtain and separate stable TSs classified incorrectly as unstable. Uncorrelated_1 to 3 tests were applied on the output of the original classification method (Berti et al. 2013), including Linear, Quadratic and Bilinear TSs to discover actual stable points. Around 40\% of misclassified TSs were accurately detected and labeled as Stable.
- Various anomalies were recognized in the TSs, which were mostly showing similar behavior to Bilinear and PUE trends. Through bilinear anomalies, many significant sudden movements may be investigated. Anomalies detection can develop procedures to find TSs with interesting trends and variations from the noise and temporal analysis perspectives.

Figure 10 compares the proposed classification with the one of Berti et al. (2013). Figures 10(d) and (b) indicate that using the method of Berti et al. (2013), in the Barcelona area, 30.6\% of the Stable PSs were classified in other trends, particularly 17.8\% as Linear and 7.7\% as Quadratic. Comparison of Figures 10(a) and 10c highlights the same result over the Granada dataset. Moreover, Figures 10(c) and 10d show that, in both datasets, most of the PSs are classified as Stable, which was expected since most PSs do not have significant displacements over large areas. This amount was almost equal in Granada. Around 5.3\% (85,935 PSs) and 3\% (13,765 PSs) of points with PU errors were detected in Barcelona and Granada. Four stages of PU errors analysis (PU Error_1 to 4 in Figure 3) extracted this amount. Additionally, Bilinear is the second class in the number of points. Noises and residual atmospheric errors can add small jumps inside TSs, causing Linear PS to be
classified as Bilinear. Quadratic and Linear classes were the following classes. Over the Barcelona region, 67,081 points were Linear and 88,075 as Quadratic. Close to the Barcelona result, Linear and Quadratic classes accounted for 4.4 and 5.5 percentages over Granada.

Besides, TSs affected by 19 mm or higher PU errors were initially investigated at the beginning of the process. In total, 83,540 PUE from both datasets were classified in the first stage. 16,160 TSs were also detected in the following stages: Linear, Quadratic, and Bilinear. Several PUE TSs were incorrectly in the Bilinear class due to behavior similar to the PUE and Bilinear trends. Although less than 6% of TS were PUE, it can trigger the automated step in detecting PUE PSs in the final DinSAR products using statistical methods to refine PSI products from PU errors and increase the reliability of interpretations.

Furthermore, the relatively high percentage of Bilinear class illustrates another possible variation, including PU errors with different fluctuations unrecognized from four PUE detection stages (Figure 11 (a)), noisy PSs (Figure 11(b)), and TSs with rapid jumps at final images (Figure 11(c)). Mostly, these groups are not indicating significant displacements, such as Figure 11(b) and c TSs, which demonstrate Stable targets. On the other hand, the Bilinear class consists of TSs with significant vertical jumps.

Figure 10. Percentage of classification results by Berti’s method (Berti et al. 2013) over (a) Granada and (b) Barcelona; classification using the proposed method over (c) Granada and (d) Barcelona.

![Figure 10](image10.png)

Figure 11. Bilinear TSs are characterized by (a) PU errors, (b) noisy, (c) rapid jump, and (d) abrupt anomalies. Up-down yellow arrow shows a jump caused by probable PU errors.

![Figure 11](image11.png)
showing notable anomalies. For instance, a high slope in the second segment of the Bilinear trend states a significant abrupt displacement (Figure 11 (d)). Since the breakpoint time can be identified using segmented regression (i.e. the start time of the slope’s increasing or decreasing), various helpful information can be extracted, including the starting time of a significant displacement (e.g. October of 2019 in Figure 11(d)).

The classification approaches based on statistical analysis do not generally involve spatial information of the neighbor PSs. A group of unstable PSs over a region highly demonstrates the existence of ground deformation, while scattered PSs or an isolated point may draw little attention. Serving the neighborhood characteristics can attach input data to train a supervised method, as well as the land movements inventory, DEM, and land cover maps. Nevertheless, some TSs consist of more than one jump, which makes the interpretation complicated. Indeed, the date of the higher jump is diagnosed as the breakpoint. Although they are correctly classified as Bilinear, the user may be interested in other breakpoints. Finally, when classifying over a large area and a huge number of satellite images, several limitations should be considered with respect to the reliability, the level of accuracy, ancillary data, and the complexity of the classification method. The classifier labeled each PS in $6 \times 10^{-4}$ seconds since more than 60% of points were analyzed more than two times, which increases the processing time. The processing time still needs an improvement to consider the algorithm for carrying out over large datasets. Despite these limitations, this paper has highlighted the value of classifying PS TSs over large datasets using big satellite data.

6. Conclusion
A PS TS classifier has been implemented to evaluate the distribution of deformations trends, detect significant movements, and test the reliability of the proposed method over large areas. Various statistical analyses have been applied to classify PS TSs into seven stable and unstable trends. Using simulated data, the method accurately classified 77.7% of the random synthetic data, whereas stable points were completely classified. Furthermore, four stages of analyses detected points affected by PU errors for the first time. 10,000 TSs have also been validated qualitatively by experts to evaluate the reliability of the PU errors detection.

Utilizing statistical tests and data processing of wide areas afford accurate and reliable trends classification. 2,077,082 PS points over 1475 km² of high slopes and urban areas have been analyzed to achieve an accurate classification. The produced maps can add complementary information of the ground state to available datasets over Barcelona and Granada.

Acknowledgements
The work of S. Mohammad Mirmazloumi has been funded by the Spanish State Research Agency, through a grant for a pre-doctorate contract (Ref: PRE2018-083394). The work of Yismaw Wassie has been funded by AGAUR, Generalitat de Catalunya, through a grant for the recruitment of early-stage research staff (Ref: 2019 FI_B 00050). The processing of Granada has been funded by the project "RISKOAST" (SOE3/P4/E0868) of the Interreg SUDOE Programme.

Disclosure statement
No potential conflict of interest was reported by the author(s).

ORCID
S. Mohammad Mirmazloumi http://orcid.org/0000-0001-5310-5859
Yismaw Wassie http://orcid.org/0000-0003-3756-1680
José Antonio Navarro http://orcid.org/0000-0001-7877-1516
Riccardo Palamà http://orcid.org/0000-0001-6121-9485
Vrinda Krishnakumar http://orcid.org/0000-0002-8147-4608
Anna Barra http://orcid.org/0000-0001-6254-7931
Maria Cuevas-González http://orcid.org/0000-0002-4988-5669
Michele Crosetto http://orcid.org/0000-0001-8545-5490
Oriol Monserrat http://orcid.org/0000-0003-2505-6855

Data Availability Statement
The data that support the findings of this study are available from the corresponding author [S. Mohammad Mirmazloumi] upon reasonable request.
References

Anantrasirichai, N., J. Biggs, J. Thompson, A. Achim, D. Bull, N. Anantrasirichai, J. Biggs, et al. 2020. "Detecting Ground Deformation in the Built Environment Using Sparse Satellite InSAR Data with a Convoluted Neural Network." ieeexplore.ieee.org.

Ansari, H., M. Rußwurm, M. Ali, S. Montazeri, A. Parizzi, and X. X. Zhu. 2021. "Insar Displacement Time Series Mining: A Machine Learning Approach." In: International Geoscience and Remote Sensing Symposium (IGARSS), Brussels, Belgium, German Aerospace Center, 1–4.

Berti, M., A. Corsini, S. Franceschini, and J. P. Iannacone. 2013. "Automated Classification of Persistent Scatterers Interferometry Time Series." Natural Hazards and Earth System Sciences 13: 1945–1958. doi:10.5194/nhess-13-1945-2013.

Blackman, R. B., and J. W. Tukey. 1958. "The Measurement of Power Spectra from the Point of View of Communications Engineering — Part I." Bell System Technical Journal 37: 185–282. doi:10.1002/j.1538-7305.1958.tb03874.x.

Boden Bewegungsdienst Deutschland – Germany [WWW Document]. 2020. https://bodenbewegungsdienst.bgr.de/mapapps/resources/appb/bbd/index.html?lang=en

Christensen, R. 2016. Analysis of Variance, Design, and Regression: Linear Modeling for Unbalanced Data (2nd ed.). Chapman and Hall/CRC. doi:10.1201/9781315370095.

Cigna, F., Del Ventisette, C., Liguori, V., Casagli, N., 2011. Advanced radar-interpretation of InSAR time series for mapping and characterization of geologic processes. Natural Hazards and Earth System Sciences 11, 865–881. 10.5194/nhess-11-865-2011

Cigna, F., Tapete, D., Casagli, N., 2012. Semi-automated extraction of Deviation Indexes (DI) from satellite Persistent Scatterers time series: Tests on sedimentary volcanism and tectonically-induced motions. Nonlinear Processes in Geophysics, 19, 643–655. 10.5194/npg-19-643-2012

Claeskens, G., and N. L. Hjort. 2008. Model Selection and Model Averaging, 647–652. Cambridge Books: Elsevier. doi:10.1016/B978-0-08-097086-8.42057-X.

Cooley, J. W., and J. W. Tukey. 1965. "An Algorithm for the Machine Calculation of Complex Fourier Series." Mathematics of Computation 19 (90): 297. doi:10.1090/S0025-5718-1965-0178586-1.

Crossetto, M., L. Solari, M. Mróz, J. Balasis-Levinsen, N. Casagli, M. Frei, A. Oyen, et al. 2020. "The Evolution of Wide-area DInSAR: From Regional and Nationalal Services to the Ground Motion Service." Remote Sensing 12 (12): 2043. doi:10.3390/RS12122043.

Crosseto, M., O. Monserrat, M. Cuevas-González, N. Devanthéry, and B. Crippa. 2016. "Persistent Scatterer Interferometry: A Review." ISPRS Journal of Photogrammetry and Remote Sensing 115: 78–89. doi:10.1016/j.isprsjprs.2015.10.011.

Davis, J. C. 1986. Statistics and Data Analysis in Geology. New York, USA: John Wiley & Sons.

Dehls, J. F., L. Fischer, M. Bohme, A. Saintot, R. H. Hermanns, T. Oppikofer, T. R. Lauknes, Y. Larsen, and L. H. Blikra. 2012. "Landslide Monitoring in Western Norway Using High Resolution Terrasar-X and Radarsat-2 InSAR." In: Landslides and Engineered Slopes: Protecting Society through Improved Understanding. Proceedings of the 11th International and 2nd North American Symposium on Landslides and Engineered Slopes, 2012, Banff, Canada, 1321–1325.

Dehls, J. F., Y. Larsen, P. Marinkovic, T. R. Lauknes, D. Stolle, and D. A. Moldestad. 2019. "IN SAR.No: A National InSAR Deformation Mapping/Monitoring Service in Norway - from Concept to Operations." In: International Geoscience and Remote Sensing Symposium (IGARSS), Yokohama, Japan, 5461–5464. doi:10.1109/IGARSS.2019.8898614.

Devanthéry, N., M. Crossetto, O. Monserrat, M. Cuevas-González, and B. Crippa. 2014. "An Approach to Persistent Scatterer Interferometry." Remote Sensing 6 (7): 6662–6679. doi:10.3390/rs6076662.

EEA. 2020. EGMS White Paper [WWW Document]. https://land.copernicus.eu/user-corner/technical-library/egms-whitepaper

Ferretti, A., C. Prati, and F. Rocca. 2000. "Nonlinear Subsidence Rate Estimation Using Permanent Scatterers in Differential SAR Interferometry." IEEE Transactions on Geoscience and Remote Sensing 38 (5): 2202–2212. doi:10.1109/36.868878.

Ferretti, A., C. Prati, and F. Rocca. 2001. "Permanent Scatterers in SAR Interferometry." IEEE Transactions on Geoscience and Remote Sensing 39 (1): 8–20. doi:10.1109/36.898661.

Frost, J. 2021. Significance Level [WWW Document]. https://statisticsbyjim.com/glossary/significance-level/

Gardner, W. A. 1988. Statistical Spectral Analysis. Englewood Cliffs: Prentice-Hall, . doi:10.2307/1269574.

Hakim, W. L., A. R. Achmad, and C. W. Lee. 2020. "Land Subsidence Susceptibility Mapping in Jakarta Using Functional and Meta-ensemble Machine Learning Algorithm Based on Time-series InSAR Data." Remote Sensing 12 (21): 1–26. doi:10.5194/nhess-13-1945-2013.

InSAR Norway WebGIS [WWW Document], 2020. URL InSAR Norway WebGIS

Intieri, E., F. Raspini, A. Fumagalli, P. Lu, S. Del Conte, P. Farina, J. Allievi, A. Ferretti, and N. Casagli. 2018. "The Maoxian Landslide as Seen from Space: Detecting Precursors of Failure with Sentinel-1 Data." Landslides 15 (1): 123–133. doi:10.1007/s10346-017-0915-7.

Italian Space Economy Strategic Plan [WWW Document], 2020. https://www.mise.gov.it/index.php/it/impresa/competiti-vita-e-nuove-imprese/space-economy

Kalia, A. C., M. Frei, and T. Lege. 2017. "A Copernicus Downstream-service for the Nationwide Monitoring of Surface Displacements in Germany." Remote Sensing of Environment 202: 234–249. doi:10.1016/j.rse.2017.05.015.

Kirchgässner, G., J. Wolters, and U. Hassler. 2012. Introduction to Modern Time Series Analysis, 2nd Ed, Introduction to Modern Time Series Analysis. Springer Science & Business Media. doi:10.1007/978-3-540-73291-4.
Liu, W., M. Jamshidian, Y. Zhang, F. Bretz, and X. Han. 2007. “Some New Methods for the Comparison of Two Linear Regression Models.” *Journal of Statistical Planning and Inference* 137 (1): 57–67. doi:10.1016/j.jspi.2005.09.007.

Matsumoto, M., and T. Nishimura. 1998. “Mersenne Twister: A 623-Dimensionally Equidistributed Uniform Pseudo-Random Number Generator.” in ACM Transactions on Modeling and Computer Simulation, New York, United States, 3–30. doi:10.1145/272991.272995.

Montgomery, D. C., and G. C. Runger. 2018. *Applied Statistics and Probability for Engineers*. 7th (ed), Hoboken, NJ, United States: Wiley.

Notti, D., F. Calò, F. Cigna, M. Manunta, G. Herrera, M. Berti, C. Meisina, D. Tapete, and F. Zucca. 2015. “A User-Oriented Methodology for DInSAR Time Series Analysis and Interpretation: Landslides and Subsidence Case Studies.” *Pure and Applied Geophysics* 172 (11): 3081–3105. doi:10.1007/s00024-015-1071-4.

Puech, T., M. Boussard, A. D’Amato, and G. Millerand. 2020. *A Fully Automated Periodicity Detection in Time Series, In: Lecture Notes in Computer Science (Including Subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)*, 43–54. Würzburg, Germany: Springer. doi:10.1007/978-3-030-39098-3_4.

Ranjgar, B., S. V. Razavi-Termeh, F. Foroughinia, A. Sadeghi-Niaraki, and D. Perissin. 2021. “Land Subsidence Susceptibility Mapping Using Persistent Scatterer SAR Interferometry Technique and Optimized Hybrid Machine Learning Algorithms.” *Remote Sensing* 13 (7): 1326. doi:10.3390/rs13071326.

Raspini, F., S. Bianchini, A. Ciampalini, M. Del Soldato, L. Solari, F. Novali, S. Del Conte, A. Rucci, A. Ferretti, and N. Casagli. 2018. “Continuous, Semi-automatic Monitoring of Ground Deformation Using Sentinel-1 Satellites.” *Scientific Reports* 8 (1). doi:10.1038/s41598-018-25369-w.

Raspini, F., S. Bianchini, A. Ciampalini, M. Del Soldato, R. Montalti, L. Solari, V. Tofani, and N. Casagli. 2019. “Persistent Scatterers Continuous Streaming for Landslide Monitoring and Mapping: The Case of the Tuscany Region (Italy).” *Landslides* 16 (10): 2033–2044. doi:10.1007/s10346-019-01249-w.

Reyes-Carmona, C., A. Barra, J. P. Galve, O. Monserrat, J. V. Pérez-Peña, R. Mateos, D. Notti, et al. 2020. “Sentinel-1 DInSAR for Monitoring Active Landslides in Critical Infrastructures: The Case of the Rules Reservoir (Southern Spain).” *Remote Sensing* 12 (5): 809. doi:10.3390/rs12050809.

Saad, E. W., D. V. Prokhorov, and D. C. Wunsch. 1998. “Comparative Study of Stock Trend Prediction Using Time Delay, Recurrent and Probabilistic Neural Networks.” *IEEE Transactions on Neural Networks* 9 (6): 1456–1470. doi:10.1109/72.728395.

Sachs, L. 1982. *Applied Statistics: A Handbook of Techniques*, 413–422. New York, United States: Springer-Verlag.

Schlögl, M., B. Widhelm, and M. Avian. 2021. “Comprehensive Time-series Analysis of Bridge Deformation Using Differential Satellite Radar Interferometry Based on Sentinel-1.” *ISPRS Journal of Photogrammetry and Remote Sensing* 172: 132–146. doi:10.1016/j.isprsjprs.2020.12.001.

Solari, L., M. Del Soldato, R. Montalti, S. Bianchini, F. Raspini, P. Thuegaz, D. Bertolo, V. Tofani, and N. Casagli. 2019. “A Sentinel-1 Based Hot-spot Analysis: Landslide Mapping in North-western Italy.” *International Journal of Remote Sensing* 40 (20): 7898–7921. doi:10.1080/01431161.2019.1607612.

Solomon, M. O. 1991. “PSD Computations Using Welch’s Method.” *Sandaia National Laboratories* 92: 64.

Tiwari, A., A. B. Narayan, and O. Dikshit. 2020. “Deep Learning Networks for Selection of Measurement Pixels in Multi-temporal SAR Interferometric Processing.” *ISPRS Journal of Photogrammetry and Remote Sensing* 166: 169–182. doi:10.1016/j.isprsjprs.2020.06.005.

Tomás, R., Z. Li, J. M. Lopez-Sanchez, P. Liu, and A. Singleton. 2016. “Using Wavelet Tools to Analyse Seasonal Variations from InSAR Time-series Data: A Case Study of the Huanhtupo Landslide.” *Landslides* 13 (3): 437–450. doi:10.1007/s10346-015-0589-y.

Valade, S., A. Ley, F. Massimetti, O. D’Hondt, M. Laiolo, D. Coppola, D. Loibl, O. Hellwich, and T. R. Walter. 2019. “Towards Global Volcano Monitoring Using Multisensor Sentinel Missions and Artificial Intelligence: The MOUNTS Monitoring System.” *Remote Sensing* 11 (13): 1528. doi:10.3390/rs11131528.

Wagenmakers, E.-J., and S. Farrell. 2004. “AIC Model Selection Using Akaike Weights.” *Psychonomic Bulletin & Review* 11 (1): 192–196. doi:10.3758/BF03206482.

Wang, L., K. Deng, and M. Zheng. 2020. “Research on Ground Deformation Monitoring Method in Mining Areas Using the Probability Integral Model Fusion D-InSAR, Sub-band InSAR and Offset-tracking.” *International Journal of Applied Earth Observation and Geoinformation* 85: 101981. doi:10.1016/j.jag.2019.101981.

Weisberg, S. 2005. *Applied Linear Regression: Third Edition, Applied Linear Regression*. Third ed. New York, NY: John Wiley & Sons. doi:10.1002/0471704091.

Welch, P. D. 1961. “A Direct Digital Method of Power Spectrum Estimation.” *IBM Journal of Research and Development* 5 (2): 141–156. doi:10.1147/rd.52.0141.

Welch, P. D. 1967. “The Use of Fast Fourier Transform for the Estimation of Power Spectra: A Method Based on Time Averaging over Short, Modified Periodograms.” *IEEE Transactions on Audio and Electroacoustics* 15 (2): 70–73. doi:10.1109/TAU.1967.1161901.
Appendix

Figure A.
Three samples of each simulated TS: (a) Stable, (b) Linear, (c) Quadratic, (d) Bilinear, and (e) PUE.

Table A.
Acronyms and corresponding descriptions.

| Acronym | Description                                                   |
|---------|---------------------------------------------------------------|
| AIC     | Akaike's Information Criteria                                |
| ANOVA   | ANalysis Of VAriance                                         |
| APS     | Atmospheric Phase Screen                                     |
| BIC     | Bayesian Information Criterion                                |
| CNN     | Convolutional Neural Network                                  |
| DCV     | Discontinuous with constant velocity                          |
| DDV     | Discontinuous with different velocity                         |
| DEM     | Digital Elevation Model                                       |
| DinSAR  | Differential Interferometric Synthetic Aperture Radar         |
| DS      | Distributed Scatterers                                        |
| GMS     | Ground Motion Services                                        |
| LSTM    | Long Short-Term Memory                                        |
| MAE     | Mean Absolute Error                                           |
| ML      | Mean Absolute Error                                           |
| OA      | Overall Accuracy                                              |
| PA      | Producer Accuracy                                             |
| PSD     | Power Spectral Density                                        |
| PSI     | Persistent Scatterers Interferometry                          |
| PSI SIG | Persistent Scatterers Interferometry processing chain of the Geomatics division, CTTC |
| PUE     | Phase Unwrapping Errors                                       |
| RMSE    | Root Mean Squared Error                                        |
| RSS     | Residual Sum of Squares                                       |
| SAR     | Synthetic Aperture Radar                                      |
| SBAS    | Small BAseline Subset                                         |
| TS      | Time Series                                                   |
| UA      | User Accuracy                                                 |
| WOSA    | Weighted Overlapped Segment Averaging                          |