Neuroevolution is one of the methodologies that can be used for learning optimal architecture during training. It uses evolutionary algorithms to generate the topology of artificial neural networks (ANN) and its parameters. The main benefits are that it is scalable and can be fully or partially non-gradient method. The next point is that is not a rigid method and enables easy modifications and extension with new algorithms inside it. In this work, a modified neuroevolution technique is presented which incorporates multi-level optimisation. The presented approach adapts evolution strategies for evolving an ensemble model based on the bagging technique, using genetic operators for optimising single anomaly detection models, reducing the training dataset to speedup the search process and perform non-gradient fine tuning. Multivariate anomaly detection as an unsupervised learning task is the case study upon which the presented approach is tested. Single model optimisation is based on mutation and crossover operators and is focused on finding optimal window sizes, the number of layers, layer depths, hyperparameters etc. to boost the anomaly detection scores of new and already known models. The proposed framework and its protocol shows that it is possible to find architecture within a reasonable time frame which can boost all well known multivariate anomaly detection deep learning architectures. The work concentrates on improvements to the first multi level neuroevolution approach for anomaly detection [1]. The main modifications are in the methods of mixing groups and single model evolution, non-gradient fine tuning and a voting mechanism. The presented framework can be used as an efficient learning network architecture method for any different unsupervised task where autoencoder architectures can be used. The tests were run on SWAT, WADI, MSL and SMAP datasets and the presented approach evolved the architectures that achieved the best scores among other deep learning models.
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1 Introduction

Modern cyberphysical and failure prediction systems involve sophisticated equipment that records MultiVariate Time-Series data from several up to thousands of features. Such systems need to be continuously monitored to prevent
expensive failures. In anomaly detection, it is common to have abundant availability of normal data deriving from sensor monitoring, and scarcity of labeled anomalies. For this reason, most anomaly detection works focus on semi-supervised learning settings, where model training is conducted exclusively using normal data [2], [3], as well as unsupervised learning settings, where training data is mostly normal but may contain a small number of unknown anomalies [2].

Within deep learning methods, a wide spectrum of autoencoder-based approaches were designed to deal with the anomaly detection problem. The most efficient are those based on convolutional, fully connected, and LSTM layers, or a combination of them in single model. Alternative methods are based on adversarial techniques [4] as well as variational autoencoders [5]. Other recent and very promising trends include autoencoders based on Graph Neural Networks [6], GAN-based architectures, [7], supervised classification models [8] and ensemble autoencoders [9]. In this context, one important problem is the identification of a suitable and optimized architecture for a given dataset, in a fully automated way. Neuroevolution is a form of artificial intelligence that uses evolutionary approaches to find efficient neural networks. The most popular forms of neuroevolution algorithms are NEAT [10], HyperNEAT [11] and coDeepNEAT [12]. The presented approach is an enhancement and improvement of the work in [1]. The approach presented in [1] consists of two populations. The first is the model’s population from which single model is evolved by genetic operators. The second is the subgroup population, which is needed to form the subsets of sensors. Finally, the algorithm sets up the ensemble model from optimised architectures based on the bagging technique. The fitness during the search is the sum of F1 scores from the training dataset and from the random reduced validation dataset. This work presents improvements for presented multi-level neuroevolution. The one novelty of the proposed enhancements is that the subgroup models in each ensemble solution can be evolved independently. The next enhancement is fast non gradient fine-tuning of the learnt network topology. In previous work the subgroup search was run on initial base models to form optimal subgroups with subset of sensors and then the evolution of the model was run. The sub-models in single ensemble solution were all the same during the search process. The modified protocol presented in this work allows the inclusion of different models in single ensemble architecture. The case study upon which the presented approach is tested is multivariate anomaly detection. The base deep learning models are those which achieve the best results on well-known anomaly detection benchmarks. These are mainly autoencoders based on LSTM layers, convolutional or fully connected sequence of layers. These can have a wide variety of enhancements and form variational, denoise, adversarial autoencoders or by a discriminator as an additional verification module be a GAN-based autoencoder. The work shows that the described improved multi-level neuroevolution search can learn deep ensemble autoencoders that can outperform all existing solutions including graph neural networks and GAN-based autoencoders.

The main contributions of our work can be summarized in the following:

- A novel multi-level neuroevolution approach with a separate population of models for each subspace of features, which can be evolved independently, leading to a better adaptation of specific models to each subspace.
- A novel selection process for models evolution based on an adapted distance measure for deep autoencoders that promotes model diversity.
- A fast non gradient-based fine-tuning approach for the evolved model architecture, leveraging adaptations of neural network weights in the evolution process, which improves results achieved by the previous steps.
- Automatic induction of a regularized ensemble model with a low number of sub-models, which further improves anomaly detection performance.
- An extensive evaluation with benchmark datasets that are widely adopted for multivariate anomaly detection.

The paper is organised as follows. The second section describes related works. The third section presents the neuroevolution approach with the main improvements. The next section concerns learnt models and results. Finally, the conclusions and future works are formulated.

2 Related works

In this section, we analyze anomaly detection methods for multivariate time-series data, as well as neuroevolution methods that are most relevant for our research scope. Recent surveys on general anomaly detection [13], deep learning based anomaly detection [2], [3] and unsupervised time-series anomaly detection [14] present techniques relevant to unsupervised and semi-supervised multivariate time series anomaly detection. Autoencoder-based methods include fully-connected auto-encoder (FC AE), USAD [4], and UAE [9]. LSTM-based methods include NASA-LSTM [8], LSTM-AE [9] (which is based on [15]), and LSTM-VAE [16]. CNN-based methods include temporal convolutional AE (TCN AE) [17]. GAN-based methods include OCAN [18], and BeatGAN [7]. Graph neural network-based approaches include [6]. Finally, hybrid approaches include MSCRED [19], DAGMM [20], and OmniAnomaly [21].
Regarding autoencoder-based approaches, the FC AE model introduced in [9] is similar to UAE, but it involves a single model over all the features, where the input sample is a vector resulting from the concatenation of time steps observed for all sensors. The USAD model is an auto-encoder with an additional discriminator model and loss extensions to boost the final scores. In [9], authors present comparative studies on multivariate anomaly detection models. They describe Univariate fully-connected Auto-Encoder (UAE) as a model consisting of multiple auto-encoders, each connected by its input to a separate feature. Each encoder is a multi-layer perceptron with a number of nodes corresponding to the number of time steps (window size), and a reduced number of dimensions in the latent space by a factor of 2. The decoder is a mirror image of the encoder with tanh activation. The resulting ensemble model outperforms many other deep learning architectures.

Focusing on LSTM-based approaches, NASA LSTM is a 2-layer LSTM model that uses predictability modeling, i.e., forecasting for anomaly detection [8]. The LSTM-AE presented in [9] consists of single LSTM layer for each encoder and decoder. LSTM-VAE [22] models the data generating process from the latent space to the observed space using variational techniques.

The CNN-based approach of temporal convolutional network AE (TCN AE) described in [9] is an architecture in which the encoder is built from a stack of temporal convolution (TCN) [17] residual blocks. In the decoder, convolutions in the TCN residual blocks are replaced with transpose convolutions. The study shows that the scoring function has a significant impact on the point-wise f1-score.

GAN-based methods include OCAN [18], an end-to-end one-class classification method in which the generator is trained to produce examples that are complimentary to normal data patterns, which is used to train a discriminator for anomaly detection using the GAN framework. BeatGAN [7] uses a Generative Adversarial Network framework where reconstructions produced by the generator are regularized by the discriminator instead of fixed reconstruction loss functions.

The dense graph neural network approach presented in [6] models the anomaly detection problem as a graph neural network, where each node represents a single feature, and edges allow to represent data exchanged between different nodes. The graph-based modeling capabilities represent a distinctive trait of this method, and were shown to yield a significant performance boost other state-of-the-art methods with very well known multivariate time series datasets.

Hybrid methods such as MSCRED [19] learn to reconstruct signature matrices, i.e. matrices representing cross-correlation relationships between channels constructed by pairwise inner product of the channels. It is efficient in the case of long-term anomalies that are significantly out of the normal data distribution. Deep Autoencoding Gaussian Mixture Model [20] uses a deep autoencoder to generate a low-dimensional representation and reconstruction error for each input data point. The output of the autoencoder is further fed into a Gaussian Mixture Model (GMM). DAGMM jointly optimizes the parameters of the deep autoencoder and the mixture model in an end-to-end fashion. The joint optimization balances autoencoding reconstruction and density estimation of latent representation. The proposed regularization helps the autoencoder escape from less attractive local optima and further reduce reconstruction errors. OmniAnomaly [21] is a stochastic recurrent neural network for multivariate time series. Its main idea is to capture the normal patterns of multivariate time series by learning their robust representations with key techniques such as stochastic variable connection and planar normalizing flow. Then, it reconstructs input data and uses the reconstruction probabilities to determine anomalies. One common drawback of these methods is that they do not perform automatic model optimization, and therefore require a significant manual effort to identify and tune the right architecture for the right domain and dataset. This limitation may be solved by neuroevolution approaches, which have recently been used in many machine learning tasks for improving the accuracy of deep learning models and finding optimal network topologies [23], [24], [25] and [26].

The authors in [12] show that a two-level neuroevolution strategy scheme can outperform human-designed models in some specific tasks e.g. language modeling and image classification. This strategy is based on the co-deep NEAT algorithm with two optimisation levels: single sub-block optimisation and composition of sub-blocks to form a whole network. In [26], a novel deep reinforcement learning-based framework is proposed for electrocardiogram time-series signal. The framework is optimized by neuroevolution algorithm. The authors in [25] present the framework of the self-organizing map-based neuroevolution solver by which the SOM-like network represents the abstract carpool service problem. The self organizing map network is trained by using neural learning and evolutionary mechanism. In [24] the novel neuroevolution approach is described. The algorithm is incorporated with powerful representation which unifies most of the neural networks into one representation and with new diversity preserving method called spectrum diversity. The combination of spectrum diversity with a unified neuron representation enables the algorithm to either outperform or have similar performance with NeuroEvolution of Augmenting Topologies (NEAT) on five classes of problems tested. Ablation tests show the importance of new added features in the unified neuron representation. In [27] a novel neuroevolutionary method for optimization the architecture and hyperparameters of convolutional autoencoders. The hypervolume indicator in the context of neural architecture search is introduced. Results show that images can
be compressed by a factor of more than 10, while still retaining enough information. In [28] it is shown that genetic algorithm could evolve autoencoders that can reproduce the data better as the manually created autoencoders with more hidden units. The experiments were performed on the MNIST dataset. The first approach of co-evolutionary neuroevolution-based multivariate anomaly detection system is presented in [1]. However, one substantial limitation is that optimization of subspaces and models occur separately, so that one model is optimized for all subspaces. This characteristic limits the capability of the neuroevolution process to optimize the model for each specific subspace, forcing the model to compromise in order to handle all subspaces simultaneously, and potentially resulting in a loss of anomaly detection accuracy. Moreover, the proposed method does not provide fine-tuning capabilities, which would provide the opportunity to further optimize the model and improve anomaly detection performance. Fine-tuning is a quite popular technique for improving the accuracy of the pre-trained models. The most popular technique is gradient-based fine-tuning [29], [30]. The non-gradient approach is quite rare but can yield significant improvements as shown in [31]. The presented method improves the accuracy of pretrained quantised models.

3 Neuroevolution ensemble approach

In this section, we describe AD-NEv, a scalable multi-level neuroevolution framework that jointly addresses the aforementioned limitations of anomaly detection and neuroevolution methods. The starting point of the framework is data preparation – which consists of downsampling training data used in the following evolution steps, and splitting it into overlapping windows, which reduces the computational cost of the following steps. The next step is finding the optimal partition of input features into subspaces, leading to an effective matching between features and models, as well as a reduced number of models in the final ensemble. After that, model evolution is performed for each subspace. As the next step, the best model for each subspace extracted from the previous step is fine-tuned using the non-gradient genetic optimization method. Subsequently, the ensemble model combines all fine-tuned models evaluating them using a voting mechanism. A visual representation of the framework architecture is shown in Figure 1. In the following, we describe all steps in detail in separate subsections.

3.1 Data reduction

The algorithm starts by reducing the training data for the evolution process. Specifically, consecutive number of data points $\sigma$ are aggregated by averaging values for each sensor, leading to a coarser time granularity. As a result, we are able to provide a fast evolution while retaining the most important information. The original training dataset $X$ contains $N$ samples, and each sample contains data from $M$ features, as shown in Equation 1 and 2:

$$X = \{x_t, t \in 1, 2, ..., N\}.$$  

(1)

$$x_t = \{x_{ti}, i \in 1, 2, ..., M\}.$$  

(2)

The reduced dataset is annotated as $X_r$, whereas $\sigma$ is the reduction ratio parameter:

$$X_r = \{x_{r_t}, t \in 1, 2, ..., \frac{N}{\sigma}\}.$$  

(3)

Single data points from $X_r$ are obtained according to Equation 4 where med is the median function:

$$x_{r_t} = \text{med}(\{x_{t+\sigma}, x_{t+\sigma+1}, ..., x_{(t+1)\sigma}\}).$$  

(4)

During this phase, data points are grouped into overlapping windows used in the following phases. The rationale is based on the fact that, working with time-series data, an aggregated context can be more beneficial for the algorithm than a single data point. The window size $l_w$ can change during the evolution process, since it is one of the parameters subject to mutation.

3.2 General evolution algorithm

In our multi-level neuroevolution framework, we apply a genetic algorithm in three levels: subspaces, models, and non gradient fine-tuning. Genetic operators such as crossover and mutation are different for each specific level, and the models’ evolution and fine-tuning have a unique selection process. Nevertheless, the structure of the genetic algorithm is the same for all levels. For this reason, the general algorithm is introduced here, and details about each specific level are provided later on in the paper.
The genetic process starts with the generation of the initial population $P_0$. Each population contains $N_p$ solutions. After that, the single iteration is repeated $N_g$ times. Each iteration starts with creating offspring from the parents by the crossover operator. Next, the mutation operator mutates each solution from the offspring with the probability $p_m$. Subsequently, the fitness of each solution is calculated. In our approach, generation process works on the model architecture in the evolution of a single model, on subspaces in the subspace optimization, and on weight values during fine-tuning. The combination of these three levels in our framework allows us to explore and exploit a larger search space during model optimization. A single genetic iteration finishes with the selection of solutions that form a new population. The result of the genetic process is the final population $P_{N_g}$.

### 3.3 Subspaces evolution

The goal of the this step of the algorithm is to find an optimal partitioning of input features into subspaces. We define a subspace $G_i$ as a subset of the input features that is specific for each dataset, as shown in the following equation:

$$G_i(X) \subseteq \{X_0, X_1, X_2, ..., X_M\},$$

where $X_i$ denotes data from the $i$-th input feature.

The partition $S$ of input features contains $K$ subspaces. There is no restriction on the frequency of the presence for a single input feature in subspaces, which means that it can be used in zero, one, or more subspaces. Our method leverages the genetic algorithm to find the optimal partition of the input features into subspaces. A single gene provides information about a given feature being present in a subspace $G$. To perform subspace evolution we adopt the genetic operators defined in [1]: Crossover (Algorithm 1), Moving Mutation (Algorithm 2), Vanishing Mutation (Algorithm 3) and Adding Mutation (Algorithm 4).

To improve the convergence speed of the genetic algorithm, we form the initial population based on the correlation between features, instead of using a randomly generated population. Features are clustered performing agglomerative clustering with a degree of randomness to achieve a diverse population. This process has the effect of recursively merging pair of clusters leveraging the linkage distance [32]. In our approach, we leverage correlations between features as an intuitive and automatic way to estimate their similarity and drive the clustering process.
Algorithm 1: Subspaces Crossover Algorithm

Result: $S'$—solution created by crossover
Input: $S_1$—parent solution with $K$ subspaces
Input: $S_2$—parent solution with $K$ subspaces

1. $S' = \emptyset$;
2. for $i \in [0, 1, \ldots, K]$ do
   3. $g_1 = S_1[i]$; // Subspace from $S_1$
   4. $g_2 = S_2[i]$; // Subspace from $S_2$
   5. $g_{\text{min}} = \min \{ \min (g_1), \min (g_2) \}$;
   6. $g_{\text{max}} = \max \{ \max (g_1), \max (g_2) \}$;
   7. $\gamma = \text{randint}(g_{\text{min}}, g_{\text{max}})$; // Split point
   8. $g' = \emptyset$;
   9. for $\kappa \in g_1$ do
      10. if $\kappa < \gamma$ then
          11. $g' \leftarrow g' \cup \kappa$;
      end if
   end for
   12. for $\kappa \in g_2$ do
      13. if $\kappa > \gamma$ then
          14. $g' \leftarrow g' \cup \kappa$;
      end if
   end for
   15. $S' \leftarrow S' \cup g'$;
16. return $S'$

Algorithm 2: Subspaces Moving Mutation

Result: $S'$—solution created by mutation
Input: $S$—solution containing $K$ subspaces
Input: $P_m$—probability of a mutation

1. $S' = \emptyset$;
2. for $i \in [0, 1, \ldots, K]$ do
   3. sample $r$ from $\mathcal{N}(0, 1)$;
   4. if $r < P_m$ then
      5. sample $\kappa$ from $S_i$; // Feature to move
      6. $j = (i + 1) \mod K$; // id of the next subspace in solution
      7. $S'_j \leftarrow S_j \cup \kappa$;
      8. $S' \leftarrow S' \cup S'_j$
   end if
3. return $S$

Algorithm 3: Subspaces Vanishing Mutation

Result: $S'$—solution created by mutation
Input: $S$—solution containing $K$ subspaces

1. $S' = \emptyset$;
2. for $S_i \in S$ do
   3. $S'_i = S_i$;
   4. for $\kappa \in S_i$ do
      5. $C_\kappa = \sum_{S_i \in S} \left\{ \begin{array}{ll} 1, & \text{if } \kappa \in S_i \\ 0, & \text{otherwise} \end{array} \right.$;
      6. sample $r$ from $\mathcal{N}(0, 1)$;
      7. if $r > \frac{C_\kappa}{\sum_{S_i \in S} C_\kappa}$ then
          8. $S'_i \leftarrow S'_i \setminus \{ \kappa \}$;
      end if
3. $S' \leftarrow S' \cup S'_i$
4. return $S'$
Algorithm 4: Subspaces Adding Sensor Mutation

Result: $S'$—solution created by mutation

Input: $S$—solution containing $K$ subspaces

Input: $F$—set of all features

1. $S' ← \{S'_1, S'_2, \ldots, S'_K\}$, where $S'_1 = S$;
2. for $κ ∈ F$ do
   3. if $κ ∉ S$ then
      4. for $S_i ∈ S$ do
         5. sample $r$ from $\mathcal{N}(0, 1)$;
         6. if $r > \frac{1}{κ}$ then
            7. $S_i ← S_i ∪ κ$;
   8. return $S'$

3.4 Models evolution

This step follows subspace evolution and its aim is to find optimal models that can later be parts of the ensemble model. Models for each subspace are evaluated independently, since a model that is optimal for one subspace may not be efficient in another subspace. Therefore, we create and evaluate a single population of models for each subspace. We denote $P_{Gi}$ as a population of models specific for subspace $G_i$:

$$P_{Gi} = \{F^j_{\theta_i}(G_i), j = 0, \ldots, N_P\}. \quad (6)$$

Each model is represented by an encoder and a decoder, as in Equation [7] and [8], where the layers in encoder and decoder appear in reversed order:

$$z = E(F^j_{\theta_i}(G_i)) = f^j_{\theta_{N-1}}(f^j_{\theta_{N-2}}(\ldots f^j_{\theta_0}(G_i)))). \quad (7)$$

$$G'_i = D(F^j_{\theta_i}(z)) = f^{iT}_{\theta_0}(f^{iT}_{\theta_{N-1}}(f^{iT}_{\theta_{N-2}}(\ldots(\ldots f^{iT}_{\theta_1}(z)))) \quad (8)$$

Performing $D(E(F^j_{\theta_i}(G_i)))$ we obtain the reconstructed subspace $- G'_i$.

Each population $P_{Gi}$ is evolved independently from the others in order to find the best solution for each subspace $G_i$ by means of a genetic algorithm. The genetic operators follow the specifications in [1] and include crossover and mutation of the following parameters: number of layers ($l$), number of input and output channels for each layer $i$ ($AE[i]$, $AE[i]_{ic}$), window size ($l_w$) (Algorithm 3 and 6). If a mutation of the number of layers takes place, the $l$ parameter is modified by removing the last $Λ_l$ layers in the encoder ($f^l_{\theta_{N-1}}$, $f^l_{\theta_{N-2}}$, ...) and the first $Λ_l$ layers in the decoder ($f^{iT}_{\theta_{N-1}}$, $f^{iT}_{\theta_{N-2}}$, ...) or adding new ones to the end of the encoder after the $f^l_{\theta_0}$ layer, and to the decoder before $f^{iT}_{\theta_0}$. In the case of a crossover, the chosen $k$-th layer of the encoder $f^l_{\theta_k}$ and of the decoder $f^{iT}_{\theta_k}$ are exchanged between two models $F_i$ and $F_j$ in a subgroup population.

As the loss function $δ$ for model $F$ and subspace $G$ on dataset $X$, we use the mean squared error defined as:

$$δ(F, G(X)) = \frac{1}{|G(X)|} \sum_{x ∈ G(X)} (F(x) - x)^2. \quad (9)$$

The genetic algorithm needs to calculate the fitness $Δ$ for each single model $F$ and subspace $G$. To achieve this goal, the methods rely on a windowed training dataset $X$ which is split into consecutive parts according to the timestamp of data points: a training part $X_t$ (80%) and validation part $X_v$ (20%). During the evolution, the model is trained on the training part $X_t$. After each evolution iteration, we calculate the fitness as the weighted loss from the validation datasets. The value is negated because the goal of the genetic algorithm is to maximise the fitness, whereas we want to minimise loss values. The whole calculation is expressed in the following equation:

$$Δ(F, G) = \frac{|X_t| * δ(F, G(X_t)) + |X_v| * δ(F, G(X_v))}{|X_t| + |X_v|}. \quad (10)$$

Our method introduces a novel selection process in the evolution of the models. Its goal is to avoid convergence to a local optimum by keeping diversity in the models’ population. To achieve this goal, we modify the selection process.
Algorithm 5: Models Crossover

Input: $F_1, F_2$

1. $F'_1 \leftarrow F_1$;                                      // type of crossover
2. $F'_2 \leftarrow F_2$;
3. sample $m$ from $\{0, 1\}$;
4. if $m = 0$;                                              // exchange the layers
5. then
6. sample $l$ from $\{0, 1, \ldots, \min(|F_1|, |F_2|)\}$;
7. $F'_1[l] \leftarrow F_2[l]$;
8. $F'_2[l] \leftarrow F_1[l]$;
9. if $m = 1$;                                              // exchange the lengths of models
10. then
11. if $|F_2| > |F_1|$ then
12. for $k \in [1, \ldots, |F_2|]$ do
13.     $F'_1[k] \leftarrow F_2[k]$;
14.     $F'_2[k] \leftarrow 0$;
15. if $|F_2| > |F_1|$ then
16. for $k \in [1, \ldots, |AE_1|]$ do
17.     $F'_2[k] \leftarrow F_1[k]$;
18.     $F'_1[k] \leftarrow 0$;
19. return $F'_1, F'_2$

Algorithm 6: Single Model Mutation

Input: $F$ - a model

Input: $w_{max}$ - maximum window size

1. $F' \leftarrow F$;
2. sample $m$ from $\{0, 1, 2\}$;                             // mutation types
3. if $m = 0$ then
4.     // mutate the number of channels in a layer
5.     sample $l$ from $\{0, \ldots, |F|\}$;
6.     $c' = \text{randint}(F[l]_{ic}, F[l+1]_{ic})$;
7.     $F'[l]_{ic} \leftarrow c'$;
8.     $F'[l+1]_{ic} \leftarrow c'$;
9. if $m = 1$ then
10.     // reduce the length of the model
11.     sample $l$ from $\{0, \ldots, |F|\}$;
12.     for $k \in [l+1, \ldots, |F|]$ do
13.         $F'[k] \leftarrow 0$;
14. if $m = 2$ then
15.     // mutate window size
16.     sample $w$ from $\{1, \ldots, w_{max}\}$;
17.     $F'[0]_{ic} \leftarrow w$;
18. return $AE$
Instead of choosing only the best models in each generation, we also keep a few of the most different models. We calculate the distance $d_F$ between models $F_i$ and $F_j$. The value is based on the models’ hyperparameters, such as the number of layers $L$ and the number of channels $\gamma$ in the convolutional or fully connected layer. The distance calculation is performed as:

$$d_F(F_i, F_j) = |L_{F_i} - L_{F_j}| + \sum_{l_a, l_b \in L_{F_i}, L_{F_j}} \text{abs}(\gamma(l_a) - \gamma(l_b)) / \text{min}(\gamma(l_a), \gamma(l_b)),$$

where abs denotes the absolute value.

### 3.5 Non-gradient fine-tuning

Changing weights values of pretrained models with gradient-based methods can result in sub-optimal models that could be further optimized. This phenomenon was noticed and presented in [31], which shows that performing non-gradient fine-tuning after gradient-based optimization can yield more accurate models. Inspired by this work, we perform non-gradient fine-tuning on the best models extracted from the previous step. As the optimization step, we choose the evolutionary approach in which the genetic operators modify weights values to improve the performance of the models. The mutation operator modifies the chosen weights by the mutation power $\tau$ with mutation probability $p_m$ as in:

$$\theta' = \theta * (1 \pm p_m * \tau),$$

where $\theta$ is a single weight.

---

**Algorithm 7: Fine-tuning**

**Result:** $R$ - A set of fine-tuned models  
**Input:** $F$ - The best model from previous phase  
**Input:** $N_P$ - Size of fine-tuning population in every generation  
**Input:** $N_g$ - Number of generations in the fine-tuning  
**Input:** $p_m$ - Mutation probability  
**Input:** $\tau$ - Mutation power  

1. $R \leftarrow \emptyset$;  
2. $g \leftarrow 0$; // Generation number  
3. $F_g \leftarrow F$;  
4. while $g < N_g$ do  
5. $P_g \leftarrow \{F_{\theta_1}', F_{\theta_2}', \ldots, F_{\theta_{N_P}}'\}$ where $\theta'$ is created by mutating weights from $F_g$ using eq. 12 with $p_m$ and $\tau$;  
6. $F_g \leftarrow \arg \min_{F \in P_g} FP(F)$;  
7. if $FP(F_g) = 0$ $\lor \forall k \in [g-5, g-4, \ldots, g-1]$ $FP(F_k) = FP(F_g)$ then  
8. $R \leftarrow R \cup F_g$;  
9. $F_g \leftarrow \arg \max_{F' \in P} d_F(F, F')$; // $d_F(\cdot, \cdot)$ from eq. 13  
10. $g \leftarrow g + 1$;  
11. return $R$

During fine-tuning (Algorithm 7), the algorithm randomly mutates a percentage of the weights. The fitness for each solution is calculated in the population as the number of False Positives (FPs). During the fine-tuning process, a sample is marked as an anomaly (FP) if its reconstruction error is higher then the average value of all reconstruction errors, multiplied by a constant factor that determines the allowed deviation from the mean. The best solutions are selected to be included in the new population. In the following iteration, a complete new set of models is generated based on the best models selected from the previous iteration.

If a fitness value of zero FPs is achieved, or when a model does not further improve for a given number of iterations (stagnation condition), no further improvement is possible. We recall that this assumption holds since model training takes place in a semi-supervised setting, in which training data contains no anomalies. If zero FPs are achieved or the stagnation condition occurs, the best model is removed from the population and is used for the inference phase, during which it is evaluated on testing data.

---

1To change weights, the plus/minus sign is randomly chosen with a probability of 50%. 

In all cases, after removing the best model, another model is selected and further improved in the following iterations. The new model is selected based on the highest distance from the best model, as in the following equation:

$$ d_0(F_i, F_j) = \sum_{k=0}^{\text{Layers}(F_i)} \sqrt{|\theta_{F_ik} - \theta_{F_jk}|^2}. $$

The distance represents the difference between the value of the weights of the two models. The process of selecting most diverse model aims at achieving the exploration of a larger space of models, while avoiding getting stuck in a local minima. The fine-tuning process does not involve the crossover operation, since its adoption would provide the same effect as a very high value of the $p_m$ parameter. In that case, model weights would likely drift to a wrong direction in a single iteration, leading to a drastic loss in model’s accuracy.

3.6 Ensemble model

The outcome of the previous steps can be summarized as:

- An optimised partition of input features into subspaces: $\{G_i, i \in \{0, ..., K\}\}$.
- An optimised and fine-tuned model for each subspace $G_i$: $\{F_{G_i}, i \in \{0, ..., K\}\}$.

Our next goal is to build an ensemble model that is capable to classify input data as normal or as anomaly. To accomplish this goal, we add a threshold to each models to return a binary prediction: either 0 (normal) or 1 (anomaly). Therefore, for each subspace $G_i$, we create a model $F'_{G_i}$ that compares the output of $F_{G_i}$ to the threshold $\eta_i$, specifically defined for each model:

$$ F'_{G_i}(x) = \begin{cases} 
0 & F_{G_i}(x) < \eta_i \\
1 & F_{G_i}(x) \geq \eta_i. 
\end{cases} $$

As a result of this process, we compose base models into the ensemble model $F_e$ adopting a crisp voting strategy:

$$ F_e(x) = \begin{cases} 
0 & \sum_{i=0}^{K} F'_{G_i}(x) = 0 \\
1 & \sum_{i=0}^{K} F'_{G_i}(x) > 0. 
\end{cases} $$

This voting mechanism was empirically determined and selected since it gives better results than standard approaches such as majority voting. As a result, the ensemble model $F_e$ can classify input data as normal or an anomaly based on the output of single models.

4 Experiments and results

The framework was implemented with Python and PyTorch. All presented calculations were executed leveraging Nvidia Tesla V100-SXM2-32GB GPUs. Since AD-NEv supports parallel model optimization, experiments were performed using a pool of 8 GPGPUs (each subspace/model was processed on a separate GPGPU).

4.1 Datasets

We selected relevant time series datasets, including the Secure Water Treatment Dataset (SWAT) [33], the Water Distribution dataset (WADI) [34], the Mars Science Laboratory Rover dataset (MSL), and the Soil Moisture Active Passive Satellite dataset (SMAP) [8]. All datasets either involve data gathered in real environments (MSL and SMAP) or carefully prepared testbeds reflecting existing systems (SWAT and WADI). The datasets contain anomalies resulting from either device malfunctions or external malicious activity. It is noteworthy that the chosen datasets are popular benchmarks used in many recent studies. For all datasets, a clear separation in training and testing sets is provided. Training data contains clean conditions of the process without anomalies, whereas testing data contains both normal data and anomalies. As a result, our models are exclusively trained on normal data, without anomalies. Both training and testing data are processed in windows, according to the value of window size (in channels in the Conv1D layer) chosen during model optimization. Statistics about datasets characteristics are shown in Table 1.

---

2 The implementation will be provided upon publication.
3 https://www.nvidia.com/en-us/data-center/v100/
Table 1: Statistics of the used datasets

| Datasets  | Features | Training size | Test size | Anomalies |
|-----------|----------|---------------|-----------|-----------|
| SWAT      | 51       | 49,668        | 44,981    | 11.97%    |
| WADI-2017 | 123      | 1,048,571     | 172,801   | 5.99%     |
| WADI-2019 | 123      | 784,571       | 172,801   | 5.77%     |
| SMAP      | 55       | 138,004       | 435,826   | 12.82%    |
| MSL       | 27       | 58,317        | 73,729    | 10.48%    |

Table 2: Point-wise $F_1$ score. * – models were evaluated using Gauss-D scoring function; N/A – results are not available. The best result for every dataset is in bold.

|                | SWAT | WADI | MSL | SMAP | Mean |
|----------------|------|------|-----|------|------|
| MAD-GAN        | 0.77 | 0.37 | N/A | N/A  | N/A  |
| GNN            | 0.81 | 0.57 | N/A | N/A  | N/A  |
| USAD           | 0.79 | 0.43 | N/A | N/A  | N/A  |
| CNN 1D         | 0.78 | 0.27 | 0.44 | 0.52 | 0.50 |
| NASA LSTM*     | 0.13 | 0.20 | 0.59 | 0.37 |      |
| UAE*           | 0.58 | 0.47 | 0.54 | 0.58 | 0.54 |
| LSTM-AE*       | 0.45 | 0.33 | 0.54 | 0.53 | 0.46 |
| LSTM-VAE*      | 0.42 | 0.50 | 0.49 | 0.49 | 0.48 |
| TCN AE*        | 0.43 | 0.43 | 0.55 | 0.55 | 0.49 |
| BeatGAN        | 0.48 | 0.46 | 0.53 | 0.57 | 0.51 |
| OCAN           | 0.15 | 0.0  | 0.30 | 0.28 | 0.18 |
| DAGMM          | 0.0  | 0.13 | 0.14 | 0.17 | 0.11 |
| OmniAnomaly    | 0.15 | 0.24 | 0.41 | 0.38 | 0.29 |
| AD-NEv         | 0.82 | 0.62 | 0.57 | 0.77 | 0.70 |

While the SWAT and WADI datasets contain one continuous data stream, SMAP and MSL are more complex and they are split into smaller subsets called entities. We concatenate data from these subsets for the evolution of subspaces and models. Following this idea, to better fit specific data characteristics of entities, we build subspaces separately for each entity, and then train and fine-tune separate models. The final result is calculated as the concatenation of the results from each entity. During prediction time, we choose the model corresponding to the particular entity of the source that generated the data instance.

4.2 Anomaly detection results

The $F_1$ is used as a main metric in our experiments. The $F_1$-score is a standard metric providing information about test accuracy. It is well-suited for anomaly detection tasks, as it is more resistant to class imbalance than other metrics such as Accuracy (which are susceptible to yield high values when the normal class in testing data is large and the anomaly class is underrepresented). We adopt $F_1$ as a point-wise metric, i.e. we evaluate every data point independently.

Table 2 presents the results for AD-NEv in comparison to the results of well-known anomaly detection methods. Some models are evaluated using an optimised Gauss-D scoring function [9], which features a data transformation step on previously observed data points, aiming at increasing $F_1$ values. However, in our experiments, this scoring function did not provide significant improvements to model’s accuracy and was therefore discarded in the final experiments. For the largest dataset (WADI), AD-NEv outperforms the second-best method (GNN) by 0.05, whereas the $F_1$ of the third-best model (LSTM-VAE) is significantly lower, with a margin of 0.12. Most of the other methods obtain even worse results. The differences are less impressive with the SWAT dataset, where AD-NEv outperforms GNN and USAD by a value of 0.01 and 0.02, respectively. The smaller difference is probably related to the fact that SWAT is smaller and less complex than WADI, which results in methods being more aligned in terms of predictive performance. In the case of MSL, all the best models provide results that are very close to each other. However, AD-NEv improves the results of NASA LSTM and TCN AE by 0.02. However, AD-NEv provides a radical improvement with the SMAP dataset, where it outperforms the second-best model (NASA-LSTM) by 0.18.

Overall, it is noteworthy that the models extracted by AD-NEv achieve the best results across all datasets when compared with all the other methods. For some datasets, the difference is very significant, while for others it is relatively smaller. However, the other methods considered in our experiments usually achieve high results with only few of the analyzed datasets. For example, NASA LSTM is the second-best method for MSL and SMAP datasets, but it does not handle SWAT and WADI very well (in which the $F_1$ is 0.13 and 0.20, respectively). On the other hand, AD-NEv showcases...
Table 3: Ablation study showing point-wise $F_1$ score using a baseline model with basic subspace and model evolution and without fine tuning (A), using AD-NEv with enhanced subspace and model evolution (B), and with the full version of AD-NEv that includes fine-tuning (C). The best result for each dataset is reported in bold.

| Method                          | SWAT  | WADI  | MSL   | SMAP  |
|--------------------------------|-------|-------|-------|-------|
| A: Baseline model [1]          | 0.79  | 0.54  | 0.45  | 0.52  |
| B: AD-NEv: Evolution           | 0.81  | 0.59  | 0.50  | 0.67  |
| C: AD-NEv: Evolution + Finetuning | 0.82  | 0.62  | 0.57  | 0.77  |

Table 4: Hyperparameters of the genetic process during each phase

| Parameter                  | Subspaces | Models | Fine-tuning |
|----------------------------|-----------|--------|------------|
| Population size            | 16        | 24     | 24         |
| Mutation probability       | 0.1       | 0.5    | 0.02       |
| Crossover probability      | 0.1       | 0.5    | not applicable |
| Number of generations      | 10        | 16     | 64         |

the capability to adjust the evolving model to specific dataset requirements thanks to the neuroevolution approach. This result can be clearly observed looking at the mean value of $F_1$ across all datasets in Table 2.

Table 3 presents results for an ablation study consisting of three models: i) A baseline model [1]; ii) After our subspaces and models evolution; iii) After the fine-tuning step. This table reveals the improvements introduced by our newly introduced approaches for subspaces optimization, model evolution, and fine-tuning. Comparing the results from [1] with the results following our improvements in subspaces and model evolution, we see improvements in terms of $F_1$ on SWAT by 0.01, WADI by 0.05, MSL by 0.05, and SMAP by 0.15. These results show that the introduced novelties, such as the independent population for each subspace, improve the results with all datasets. Fine-tuning also positively impacts all datasets: SWAT by 0.01, WADI by 0.03, MSL by 0.07, and SMAP by 0.10. The gains are lower for SWAT and WADI, as the results for these datasets are already higher. Those results confirm the positive contributions introduced by the new components proposed in this paper, and highlight that non-gradient fine-tuning can be an efficient method to boost the pretrained models’ performance in anomaly detection tasks.

4.3 Time complexity

We provide the values of the parameters of the neuroevolution process for each phase in Table 4 and 5. We also present the execution times in Figure 2. It is important to note that SMAP and MSL datasets are processed in full, without downsampling, since most feature are binary, and this operation would results in information loss. Considering all datasets, the evolution of subspaces phase took a minimum of 0.8 and a maximum of 18 hours. The best results in terms of accuracy were achieved with a value of the maximum number of possible subspaces (parameter $K$ of the evolution process) set to 5. The rationale for this choice was to find the highest number yielding a reasonable execution time. We experimentally observed that a higher value for $K$ exceeds the time limits of evolution process (>140h). Considering all datasets, the model evolution process took a minimum of 2 and a maximum of 62 hours. Fine-tuning was on average more time consuming, taking between 12 and 50 hours. It is noteworthy that model training and fine-tuning were performed separately for each entity in the SMAP and MSL datasets. Therefore, the whole neuroevolution process, including the final training and evaluation, lasted the following execution times: SWAT – 74h; WADI – 131.8h; MSL – 18.8h; SMAP – 58.2h.

Overall, all the executions for each single dataset required less than 132 hours, which we consider to be a reasonable time frame considering the size of the datasets and the satisfactory accuracy achieved by the resulting models.

Table 5: Other hyperparameters of the neuroevolution process

| Parameter                  | Value                        |
|----------------------------|-----------------------------|
| Reducion ratio $\sigma$ (WADI, SWAT) | 5                           |
| Reducion ratio $\sigma$ (MSL, SMAP)  | 1                           |
| Mutation power $\tau$        | 256                         |
| Number of layers range       | [3-6]                       |
| Number of channels range     | [16-6144]                   |
| Window size range            | [1-12]                      |
| Learning rate range          | [0.000001-0.1]              |
It is also noteworthy that the execution time can be easily be reduced by adding more GPGPUs, since each model can be trained and evaluated independently on a separate GPGPU.

The fine tuning process also benefits from the execution on multiple GPUs, achieving comparable performances with respect to the model evolution phase. Multiple GPGPUs can significantly reduce the execution time of the AD-NEv framework, effectively distributing the training and evaluation of multiple models on different GPUs, thus resulting in a significant speedup (close to linear). Overall, the AD-NEv framework can be effectively scaled, supporting the efficient optimization of a large number of models.

The models extracted after the neuroevolution process differ depending on the specific dataset and subspace. We present the complete architecture of the best model for the best subspace in every dataset in the supplementary material. The final models for the SWAT and WADI datasets consist of three convolutional layers in the encoder and the decoder parts of the model (Table 6 and 7). However, the SWAT model presents a higher number of channels. The models for MSL and SMAP consist of six convolutional layers in the encoder and decoder. After the first two levels of the framework and before fine-tuning, the final training was run with 120 epochs in the case of the WADI dataset, 90 epochs for SWAT, and 250 for SMAP and MSL.

It is noteworthy that presented AD-NEv framework requires a smaller number of computational units than the state-of-the-art ensemble method in [9], which achieves the best anomaly detection performance on multivariate time series benchmarks. While the model in [9] requires a number of submodels equal to the number of sensors, \( S = M \), AD-NEv produces an ensemble model with \( K \) submodels working on \( K \) subspaces, \( K \ll M \). The complexity and memory reduction of our solution is \( \approx \frac{K}{M} \) (the impact of the input size is negligible).

5 Conclusions and future work

In this paper, we proposed AD-NEv – a novel multi-level framework for evolving ensemble deep learning auto-encoder architectures for multivariate anomaly detection. Its novelty consists in an efficient multi-level optimization that includes the evolution of input features subspaces, the model architecture for each subspace, and non-gradient fine-tuning. To further boost the anomaly detection performance, AD-NEv builds an ensemble model with voting to combine the outputs of single optimized models. We show that each introduced optimization component contributes to the achievement of the final model accuracy. An extensive experimental evaluation results show that the final ensemble model outperforms state-of-the-art anomaly detection models for multivariate time series data, while presenting a reasonable execution time, even with large datasets. AD-NEv’s execution can be seamlessly scaled up by adding additional computational resources. Directions for future work include the integration of the framework with redefined genetic operators for graph neural networks. Another possibility worth of investigation is the introduction of modified operators that enhance neural network architectures, such as different types of layers in a model or adding dense connections to each layer. Finally,
Table 6: Hyperparameters of the most effective CNN 1D model for the SWAT dataset.

| Layer | Parameters                  | Layer | Parameters                  |
|-------|-----------------------------|-------|-----------------------------|
| 1     | Conv1D                      | 7     | Conv1D                      |
|       | in channels = 5             |       | in channels = 205           |
|       | out channels = 84           |       | out channels = 123          |
|       | kernel size = 2             |       | kernel size = 4             |
|       | padding = 1                 |       | padding = 1                 |
| 2     | Batch Norm1D                | 8     | Batch Norm1D                |
|       | number of features = 84     |       | number of features = 123    |
| 3     | Conv1D                      | 9     | Conv1D                      |
|       | in channels = 84            |       | in channels = 123           |
|       | out channels = 123          |       | out channels = 84           |
|       | kernel size = 6             |       | kernel size = 6             |
|       | padding = 1                 |       | padding = 1                 |
| 4     | Batch Norm1D                | 10    | Batch Norm1D                |
|       | number of features = 123    |       | number of features = 84     |
| 5     | Conv1D                      | 11    | Conv1D                      |
|       | in channels = 123           |       | in channels = 84            |
|       | out channels = 205          |       | out channels = 5            |
|       | kernel size = 4             |       | kernel size = 2             |
|       | padding = 1                 |       | padding = 1                 |
| 6     | Batch Norm1D                | 12    | Batch Norm1D                |
|       | number of features = 205    |       | number of features = 5      |

Table 7: Hyperparameters of the most effective CNN 1D model for the WADI dataset.

| Layer | Parameters                  | Layer | Parameters                  |
|-------|-----------------------------|-------|-----------------------------|
| 1     | Conv1D                      | 7     | Conv1D                      |
|       | in channels = 6             |       | in channels = 155           |
|       | out channels = 91           |       | out channels = 153          |
|       | kernel size = 7             |       | kernel size = 4             |
|       | padding = 1                 |       | padding = 1                 |
| 2     | Batch Norm1D                | 8     | Batch Norm1D                |
|       | number of features = 91     |       | number of features = 153    |
| 3     | Conv1D                      | 9     | Conv1D                      |
|       | in channels = 91            |       | in channels = 153           |
|       | out channels = 153          |       | out channels = 91           |
|       | kernel size = 3             |       | kernel size = 3             |
|       | padding = 1                 |       | padding = 1                 |
| 4     | Batch Norm1D                | 10    | Batch Norm1D                |
|       | number of features = 153    |       | number of features = 91     |
| 5     | Conv1D                      | 11    | Conv1D                      |
|       | in channels = 153           |       | in channels = 91            |
|       | out channels = 155          |       | out channels = 6            |
|       | kernel size = 4             |       | kernel size = 7             |
|       | padding = 1                 |       | padding = 1                 |
| 6     | Batch Norm1D                | 12    | Batch Norm1D                |
|       | number of features = 155    |       | number of features = 6      |
we will further explore possible data distillation strategies to further reduce training data and reduce the execution time of the evolution phase.
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