Phase diagram of a one-dimensional Ising model with an anomalous $\mathbb{Z}_2$ symmetry
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Anomalous global symmetries, which can be realized on the boundary of symmetry-protected topological phases, bring new phases and phase transitions to condensed matter physics. In this work, we study a one-dimensional model with an anomalous $\mathbb{Z}_2$ symmetry, using the density-matrix renormalization group method. Besides a symmetry-breaking ferromagnetic phase, we find a gapless phase described by the SU(2) conformal field theory, despite the existence of only discrete $\mathbb{Z}_2$ symmetry in the Hamiltonian. The phase transition between the ferromagnetic phase and the gapless phase is continuous and has the same critical scaling as in the gapless phase. Our numerical finding is compatible with theoretical constraints on possible phases resulting from the symmetry anomaly.

I. INTRODUCTION

Symmetry is an essential ingredient in the study of condensed matter physics. In traditional Landau paradigm [1], symmetries classify phases, and the spontaneous breaking of symmetries describes continuous phase transitions. In the last few decades, the discovery of topological states of matter, such as the intrinsic [2,3] and symmetry-protected topological (SPT) orders [4,5] (including topological insulators and topological superconductors [8,9]), greatly expands our understanding of phases and phase transitions. In particular, on the boundary of an SPT state, the symmetries are anomalous [10], meaning that the microscopic realization of the symmetries must be nonlocal. Such anomalous global symmetries can also be realized in a standalone system instead of on a boundary, if only the low-energy degrees of freedom (like half-integer spins) are considered [11]. Phases and phase transitions with anomalous global symmetries are different from their counterparts with anomaly-free symmetries. Most importantly, anomalous symmetries do not allow phases that are gapped, symmetric and trivial (without any intrinsic topological order). In general, anomalous symmetries lead to new phases, e.g., nontrivial gapless phases and phase transitions.

Although anomalous symmetries are generally realized as the boundary of a topological phase in one-higher dimension, numerical simulations using this realization is challenging because of the extra computational cost of simulating the bulk [12]. Therefore, it is desirable to study anomalous models without a bulk. Because of the topological nature of the anomaly, such models must be nonlocal: they either have a nonlocal Hamiltonian, or a nonlocal symmetry action. For the former approach, anomalous fermionic states violating the fermion-doubling theorem can be realized by the so-called SLAC-fermion Hamiltonian [13], which contains long-range hopping terms. For the latter approach, Chatterjee and Wen [14] introduces systematic ways to construct such nonlocal symmetry actions realizing certain anomalies, and such models with anomalous $\mathbb{Z}_2 \times \mathbb{Z}_2$ symmetry and $S_3$ symmetry are used to simulate phases and phase transitions with anomalous symmetries without the bulk [15]. Comparing to the former approach, these models are easier to handle numerically because the Hamiltonian is still local. Therefore, this is a promising way to study phase and phase transitions with anomalous symmetries.

In this work, we study a one-dimensional (1d) spin model introduced in Ref. [14] with an anomalous $\mathbb{Z}_2$ symmetry numerically, using the density-matrix renormalization group (DMRG) method. The anomaly indicates it is the boundary of a two-dimensional (2d) $\mathbb{Z}_2$ SPT state. Therefore, it does not have a trivial paramagnetic phase, which is gapped and symmetric. Through tuning the coupling constants, we indeed find that the model realizes two phases: a symmetry-breaking ferromagnetic (FM) phase, which also appears in models with anomaly-free $\mathbb{Z}_2$ symmetry, and a gapless phase described by the SU(2) [or the U(1)] conformal field theory (CFT), which is known to describe the gapless symmetric edge state of the 2d $\mathbb{Z}_2$-SPT state. The overall phase diagram of this model closely resembles a spin-1/2 Heisenberg chain, although it only has a discrete $\mathbb{Z}_2$ symmetry.

The rest of the paper is organized as follows. In Sec. II we introduce the 1d model with an anomalous $\mathbb{Z}_2$ symmetry proposed in Refs. [14,16], and discuss possible phases compatible with the anomaly, using the boundary-bulk correspondence. In Sec. III we give details of the DMRG method we use, and the physical quantities we compute. Section IV describes the numerical results we obtained, and Sec. V is devoted to the discussion.

II. MODEL

In this work, we study the 1d lattice model introduced in Ref. [14], which has an anomalous $\mathbb{Z}_2$ symmetry. The model
Hamiltonian is the following,

\[
H = - J_z \sum_{i=1}^{L} Z_i Z_{i+1} - h_1 \sum_{i=1}^{L} \{ X_i - Z_{i-1} X_i Z_{i+1} \} \\
- h_2 \sum_{i=1}^{L} Z_i \{ X_i + Z_{i-1} X_i Z_{i+1} \},
\]

(1)

where \( L \) is the number of sites, and \( X_i, (Z_i) \) is Pauli \( X(Z) \) operator on the site \( i \).

The Hamiltonian (1) has an anomalous \( \mathbb{Z}_2 \) symmetry [14], described by the symmetry operator

\[
W = \prod_i X_i \prod_i i^{-Z_i Z_{i+1} Z_{i+2} Z_{i+3}}.
\]

(2)

This is an anomalous non-on-site symmetry because it cannot be expressed as a product of local operators. In addition to flipping spins, the \( W \) operator adds a phase factor for each nearest-neighbor pair of spins: the phase factor is \( +1 \) if the spins are \( \uparrow \uparrow \), \( \downarrow \downarrow \) or \( \downarrow \uparrow \), and \( -1 \) if the spins are \( \uparrow \downarrow \). Therefore, the overall action of \( W \) is flipping all spins and adding a \( \pm 1 \) phase if the total number of \( \uparrow \downarrow \) domain walls is even (odd), respectively. Since only the \( \uparrow \downarrow \) domain walls are counted, \( W \) only strictly satisfies the \( \mathbb{Z}_2 \) algebra \( W^2 = 1 \) if the boundary condition is periodic. However, the slight violation of \( W^2 = 1 \) by other boundary conditions should have negligible effect in the thermodynamic limit, which is also confirmed by our DMRG simulation. Therefore, in the DMRG simulation, we still mostly use open boundary conditions because it reduces the bond dimensions needed in the simulation.

Two possible phases in this 1d model can be derived using the anomalous \( \mathbb{Z}_2 \) symmetry and the boundary-bulk correspondence of SPT states. Because of the anomaly, this 1d model can be realized on the edge of a 2d nontrivial SPT state protected by the \( \mathbb{Z}_2 \) symmetry, which is known as the Levin-Gu [17] or CZX state [18]. We then gauge the \( \mathbb{Z}_2 \) symmetry in the 2d bulk, and turns the \( \mathbb{Z}_2 \)-SPT state to a double-semion topological order. Phases of (2) then corresponds to edge states of the double-semion topological order.

First, gapped edge states of the double-semion topological order are classified by the anyon-condensation theory [18–20]. In the double-semion topological order, there are four anyons: the trivial anyon \( 1 \), the semion \( s \), its mirror image \( s^\ast \), and their bound state \( ss^\ast \). The semions \( s \) and \( s^\ast \) has topological spins \( \pm \frac{1}{2} \) [21], respectively, and their bound state \( ss^\ast \) is a boson. Since there is only one (nontrivial) bosonic anyon, there is only one way of anyon condensation: condensing \( ss^\ast \). This corresponds to the \( \mathbb{Z}_2 \)-symmetry-breaking FM phase in model [14] [19]. Therefore, there is no gapped PM phase in [14].

Next, we study gapless edge states of the double-semion topological order. It is well known that the double-semion topological order can be viewed as a Kalmeyer-Laughlin chiral spin liquid (KL-CSL) [22] stacked with its mirror-reflection copy (the anyons in the KL-CSL are \( 1 \) and \( s \)), and one possible chiral edge state of the KL-CSL is the chiral SU(2) [or equivalently U(1)_2] CFT [23] [24], where chiral means there is only left-moving fields. Its mirror copy then gives another chiral CFT with only right-moving fields. Stacking the two chiral CFTs together, we see that one possible edge state of the double-semion topological order is a (nonchiral) SU(2)_1 CFT. We notice that SU(2)_1 CFT is only one of possible gapless edge states. In fact, using recent progresses in the correspondence between gapless edges and bulk topological orders [25] and between anomalous edge CFT and bulk SPTs [26] [27], one can see that not only the SU(2)_1 CFT, but infinitely many other gapless states can be realized on the boundary of double-semion topological order or \( \mathbb{Z}_2 \)-SPT state. Among them, SU(2)_1 is the simplest and most likely to be realized in the lattice model [14].

III. NUMERICAL METHODS

We employ the DMRG method to simulate the model Eq. [14], with the ITensor library [28]. In the calculations, we set a maximum bond-dimension of 2000 that guarantees very well converged results, with truncation errors below \( 10^{-10} \).

The order parameter of the \( \mathbb{Z}_2 \) symmetry in this model is the average magnetization per site \( m = \frac{1}{L} \sum_i Z_i \), where \( Z_i \) is Pauli Z operator on the site \( i \) (this can still be used as the order parameter despite of the anomaly, because of the form of the “patch charge operator” in this model [14]). We use the binder ratio \( U \),

\[
U = 1 - \frac{\langle m^4 \rangle}{3\langle m^2 \rangle^2},
\]

(3)

to locate the phase transition point.

During our calculation, we find that if we set the parameter \( h_2 \) to a relatively large value, the model will always be in the FM phase. On the other hand, when the parameter \( h_2 = 0 \), the model Hamiltonian [14] has the special property that the classical FM state is always an exact eigenstate. Consequently, this state will remain to be the exact ground state for \( h_2 \) smaller than a critical value, and this special property may affect the phase transition. Thus, we set the parameter to a small but nonvanishing value \( h_2 = 0.3 \) (while fixing \( J_z = 1 \)) in the following calculation.

To determine what type of the CFT this model belongs to, we need to compute the central charge, which is the main characteristic of CFT. We can obtain it from the entanglement entropy of the model. For a one dimensional quantum system with a length \( L \) and a periodic boundary condition, the entanglement entropy \( S_E \) should follow a linear scaling with the conformal distance \( l \) [29].

\[
S_E = \frac{c}{3} \cdot \ln \left[ \frac{4(L + 1)}{\pi} \sin \frac{\pi (2r + 1)}{2(L + 1)} \right] + \text{const.}
\]

(4)

where \( r \) is the subsystem size and \( c \) is the central charge. We notice that the periodic boundary condition is often used for computing the central charge because it gives much better finite-size scaling behaviors than the open boundary condition, despite of the additional computational cost.
IV. RESULTS

As a first step, we draw the phase diagram of the model Eq. (1) from DMRG data. To this end, we fix \( J_z = 1 \) and \( h_2 = 0.3 \), and calculate the order parameter \( \langle m \rangle \), the susceptibility \( \chi = \frac{\partial \langle m \rangle}{\partial h_1} \), and the binder ratio \( \langle m \rangle / \langle m^2 \rangle \) of the 1d quantum system as a function of the parameter \( h_1 \) at different system sizes, as shown in Fig. 1. Here, we get the results in open boundary condition for speeding up the calculation, and it has no effect on the results. Fig. 1 shows the phase diagram of the system.

From Fig. 1a, we can see that the order parameter \( \langle m \rangle \) goes from finite values to zero as increasing the value of \( h_1 \). This indicates that the system undergoes a phase transition from an FM phase to a \( \mathbb{Z}_2 \)-symmetric phase as increasing \( h_1 \). In fact, the FM phase with small \( h_1 \) is smoothly connected to the point of \( h_1 = h_2 = 0 \), where the model reduces to the classical ferromagnetic Ising model. Next, we locate the phase transition point at \( h_{1c} \approx 0.75(3) \) from these measurements. First, the susceptibility \( \chi \) shows a sharp peak at \( h_1 = 0.73 \) [30]. Additionally, Fig. 1a shows that the binder ratios of different system sizes also cross at \( h_1 = 0.78 \), and the smooth crossing indicates that the phase transition is continuous. Determining the precise location of binder-ratio crossing turns out to be difficult, due to the oscillating finite-size dependence explained in Appendix A. Comparing these two measurements, we put the transition point between 0.73 and 0.78, and leave the task of finding the precise location of the quantum critical point to future works.

In order to determine the phase with zero magnetization, we calculate the entanglement entropy \( S_E \) for the half subsystem size as a function of \( h_1 \) at different system sizes, as shown in Fig. 1b. We can see that below the critical point \( h_{1c} \), the value of \( S_E \) is zero, and beyond \( h_{1c} \), the value of \( S_E \) varies with the system size \( L \). Moreover, we compute the entanglement entropy \( S_E \) as a function of the subsystem size \( r \) for \( J_z = 1.0 \), \( h_1 = 1.4 \), \( h_2 = 0.3 \), and a fixed system size \( L = 80 \) with the periodic boundary condition, and the results are shown in Fig. 2a (blue data). We find that the value of the entanglement entropy increases with the increase of \( r \). These results indicate that the phase, with a vanishing order parameter for \( h_1 > h_{1c} \), is a nontrivial gapless phase. This gapless phase can be described by a 1d CFT.

To determine the type of the CFT for the gapless phase, we compute the central charge of the CFT. According to Eq. (4), we plot the entanglement entropy \( S_E \) as a function of the conformal distance \( l \) (shown in Fig. 2a) to obtain the central charge of the system from the slope of the function. We can see that except for the first few data points due to the boundary effect, the expected linear dependence for the entanglement entropy is obtained as the conformal distance increases, and we extract the central charge \( c = 1 \) from the slope of the linear dependence. Moreover, we calculate the entanglement entropy and the central charge of the system near the critical point (see Fig. 2b). The results indicate that the system at the critical point \( h_{1c} \) is also a \( c = 1 \) CFT.

It is well known that a large class of CFTs with central

FIG. 1: (a) DMRG data for the order parameter \( \langle m \rangle \) versus \( h_1 \) for \( J_z = 1.0 \) and \( h_2 = 0.3 \), with system sizes \( L = 50, L = 100, L = 150, L = 200 \) and \( L = 250 \) from top to bottom. The inset shows the corresponding \( \chi \) as a function of \( h_1 \). (b) The entanglement entropy \( S_E \) for the half subsystem size versus \( h_1 \) in the same condition. (c) The binder ratio \( U \) of the system as a function of \( h_1 \) in the same condition. The curves at different system sizes cross approximately at the critical \( h_{1c} \). We calculate (a), (b), and (c) at open boundary condition for efficiency, which is no effect on the results. (d) The phase diagram of the system for \( h_1 \). The grey line across all panels indicates the approximate location of the phase transition.
charge $c = 1$, including the SU(2)$_1$ CFT discussed in Sec. II is described by Luttinger liquids [31]. The Luttinger parameter is the main characteristic of Luttinger liquids, which we can extract from the power-law scaling of the correlation function $(Z_i Z_j)$,

$$\langle Z_i Z_j \rangle = |i - j|^{-K},$$

where $K$ is the Luttinger parameter.

We now turn to the calculation of the Luttinger parameter of the system. As shown in Fig. 2c, we plot, on a log-log scale, the correlation function $(Z_i Z_j)$ as a function of the site distance $|i - j|$, for $h_1 = 1.4$ and the system size $L = 600$ in the open boundary condition. As a result, we obtain $K = \frac{1}{2}$ by fitting the slope of the data for the upper envelope. We notice that in addition to the power-law decay, the correlation function also oscillates with distance, indicating that the critical $(Z_i Z_j)$ correlation occurs at a finite momentum. We leave a detailed investigation of this phenomenon to future works.

In this case, we also get the Luttinger parameter $K = \frac{1}{2}$. The result of $K = \frac{1}{2}$ indicates that the CFT is SU(2)$_1$. In fact,
the scaling in (5) with \( K = \frac{1}{2} \) implies that the scaling dimension of the order parameter is \( \frac{1}{2} \), consistent with the scaling dimension of the corresponding primary fields in the SU(2) CFT, and agrees with the topological spin of the semion excitation in the double-semion topological order. Therefore, our results suggest that the entire gapless phase of \( h_1 > h_{1c} \) is described by the SU(2) \( _1 \) CFT. It is known that the phase transition from the SU(2) CFT to a gapped phase is of the Berezinskii-Kosterlitz-Thouless (BKT) type, which exhibits an exponentially long correlation length due to the essential singularity [32]. Therefore, it is challenging to study the scaling behavior near the BKT critical point, which we will leave to future works.

V. DISCUSSION

In this work, we study the 1d model with an anomalous \( \mathbb{Z}_2 \) symmetry introduced in Refs. [14, 16], using the DMRG method. We find that the model undergoes a phase transition from a FM order to a gapless phase when varying the parameter \( h_1 \), and we locate the critical point from the binder ratio of the \( \mathbb{Z}_2 \) order parameter. In addition, we extract the central charge \( c = 1 \) from the entanglement entropy scaling, and obtain Luttinger parameter \( K = \frac{1}{2} \) by fitting the exponent of the correlation function of the order parameter. According to these results, we determine that the gapless phase is described by the SU(2) \( _1 \) or U(1)_2 CFT. Both the absence of a trivial PM phase and the CFT of the gapless phase agrees with theoretical expectations due to the anomaly.

We notice that the phase diagram we get in Fig. 1I resembles that of a spin-\( \frac{1}{2} \) chain with nearest-neighbor and next-nearest-neighbor Heisenberg interactions (denoted by \( J_{1,2} \), respectively), which is known as the Majumdar-Ghosh (MG) model [33]. The MG model also has a gapless phase described by the SU(2) CFT for \( J_1/J_2 < 0.2411 \), and a dimerized gapped phase with a spontaneous \( \mathbb{Z}_2 \) symmetry breaking for \( J_1/J_2 > 0.2411 \) [34]. From a renormalization-group analysis of the sine-Gordon model, it can be shown that the SU(2) symmetry enforces \( K = 1/2 \), and the power-law scaling of the spin-spin correlation remains the same until the phase-transition point [35]. This is consistent with our observations that \( c = 1 \) at \( h_{1c} \), and \( K = \frac{1}{2} \) at \( h_1 = 0.9 \), which is close to \( h_{1c} \). In the MG model, the translation symmetry plays a similar role as the anomalous \( \mathbb{Z}_2 \) symmetry in model [2], because the combination of translation and spin-rotation symmetry is anomalous [11]. It will be interesting to seek additional connections between these two different models in future works.

Our results not only reveals an interesting phase diagram of the anomalous 1d model and its intriguing resemblance of 1d spin-\( \frac{1}{2} \) chains, but also demonstrates the power of studying models with anomalous global symmetries with a nonlocal symmetry action and without an SPT bulk. We expect that systems with anomalous global symmetries, in both 1d and in higher dimensions, contain even richer phenomena than the traditional Landau-type symmetry-breaking phases and phase transitions, and models with nonlocal symmetry actions provide a viable way to study them.
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Appendix A: Oscillating size dependence of binder ratio

In this section, we discuss an oscillating finite-size dependence of binder ratio. This behavior affects the determination of binder-ratio crossing, which is used in the main text to locate the phase-transition point \( h_{1c} \). In fact, although the binder ratio shows a crossing behavior in Fig. 1I, in the main text, a zoom-in study of the plot in Fig. 3A exhibits irregular \( h_1 \) dependences at different system sizes, and the curves do not cross at a single point.

To further investigate the size dependence of the binder ratio, in Fig. 3, we plot the system-size dependence of the binder ratio, at different values of \( h_1 \). The results show that when \( h_1 \geq h_{1c} \), i.e. at the critical point or in the gapless phase, the binder ratio oscillates with \( L \), with a period about 5-6. In contrast, the binder ratio in the FM phase varies smoothly with \( L \) without any oscillation. This is consistent with the oscillating \( \langle Z_i Z_j \rangle \) correlation function shown in Fig. 2(c)(d). Therefore, we infer that the oscillating behavior in the binder ratio are caused by the finite-momentum spin correlation in the gapless phase: Because of the dominant spin correlation in the gapless phase occurs at a finite moment, all thermodynamic quantities, including the binder ratio, exhibits an oscillating behavior depending whether the system size is commensurate with the period of the spin correlation or not. Furthermore, the oscillating behavior in Fig. 3b-c is responsible for the irregular \( h_1 \) dependence in Fig. 3a, because the binder ratio also fluctuates with \( h_1 \) at a fixed \( L \) as the location of peak and valley in Fig. 3A also shifts with \( h_c \). Therefore, we will leave precise determination of phase transition point to future works.
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