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Abstract

The design of multiple experiments is commonly undertaken via suboptimal strategies, such as batch (open-loop) design that omits feedback or greedy (myopic) design that does not account for future effects. This paper introduces new strategies for the optimal design of sequential experiments. First, we rigorously formulate the general sequential optimal experimental design (sOED) problem as a dynamic program. Batch and greedy designs are shown to result from special cases of this formulation. We then focus on sOED for parameter inference, adopting a Bayesian formulation with an information theoretic design objective. To make the problem tractable, we develop new numerical approaches for nonlinear design with continuous parameter, design, and observation spaces. We approximate the optimal policy by using backward induction with regression to construct and refine value function approximations in the dynamic program. The proposed algorithm iteratively generates trajectories via exploration and exploitation to improve approximation accuracy in frequently visited regions of the state space. Numerical results are verified against analytical solutions in a linear-Gaussian setting. Advantages over batch and greedy design are then demonstrated on a nonlinear source inversion problem where we seek an optimal policy for sequential sensing.

1 Introduction

Experiments are essential to learning about the physical world. Whether obtained through field observations or controlled laboratory experiments, however, experimental data may be time-consuming or expensive to acquire. Also, experiments are not equally useful: some can provide valuable information while others may prove irrelevant to the goals of an investigation. It is thus important to navigate the tradeoff between experimental costs and benefits, and to maximize the ultimate value of experimental data—i.e., to design experiments that are optimal by some appropriate measure. Experimental design thus addresses questions such as where and when to take measurements, which variables to probe, and what experimental conditions to employ.

The systematic design of experiments has received much attention in the statistics community and in many science and engineering applications. Basic design approaches include...
factorial, composite, and Latin hypercube designs, based on notions of space filling and blocking [27, 13, 21, 14]. While these methods can produce useful designs in relatively simple situations involving a few design variables, they generally do not take into account—or exploit—knowledge of the underlying physical process. Model-based experimental design uses the relationship between observables, parameters, and design variables to guide the choice of experiments, and optimal experimental design (OED) further incorporates specific and relevant metrics to design experiments for a particular purpose, such as parameter inference, prediction, or model discrimination [26, 2, 18].

The design of multiple experiments can be pursued via two broad classes of approaches:

- **Batch or open-loop** design involves the design of all experiments concurrently, such that the outcome of any experiment cannot affect the design of the others.

- **Sequential or closed-loop** design allows experiments to be chosen and conducted in sequence, thus permitting newly acquired data to guide the design of future experiments. In other words, sequential design involves feedback.

Batch OED for linear models is well established (see, e.g., [26, 2]), and recent years have seen many advances in OED methodology for nonlinear models and large-scale applications [35, 34, 1, 12, 32, 42, 43, 56, 64]. In the context of Bayesian design with nonlinear models and non-Gaussian posteriors, rigorous information-theoretic criteria have been proposed [40, 29]; these criteria lead to design strategies that maximize the expected information gain due to the experiments, or equivalently, maximize the mutual information between the experimental observables and the quantities of interest [52, 34, 38].

In contrast, sequential optimal experimental design (sOED) has seen much less development and use. Many approaches for sequential design rely directly on batch OED, simply by repeating it in a greedy manner for each next experiment; this strategy is known as greedy or myopic design. Since many physically realistic models involve output quantities that depend nonlinearly on model parameters, these models yield non-Gaussian posteriors in a Bayesian setting. The key challenge for greedy design is then to represent and propagate these posteriors beyond the first experiment. Various inference methodologies and representations have been employed within the greedy design framework, with a large body of research based on sample representations of the posterior. For example, posterior importance sampling has been used to evaluate variance-based design utilities [54] and in greedy augmentations of generalized linear models [22]. Sequential Monte Carlo methods have also been used in experimental design for parameter inference [23] and for model discrimination [17, 24]. Even grid-based discretizations/representations of posterior probability density functions have shown success in adaptive design using hierarchical models [37]. While these developments provide a convenient and intuitive avenue for extending existing batch OED tools, greedy design is ultimately suboptimal. An optimal sequential design framework must account for all relevant future effects in making each design decision.

sOED is essentially a problem of sequential decision-making under uncertainty, and thus it can rigorously be cast in a dynamic programming (DP) framework. While DP approaches are widely used in control theory [11, 8, 9], operations research [51, 50], and machine learning [36, 55], their application to sOED raises several distinctive challenges. In the Bayesian sOED context, the state of the dynamic program must incorporate the current posterior distribution or “belief state.” In many physical applications, this distribution is continuous, non-Gaussian,
and multi-dimensional. The design variables and observations are typically continuous and multi-dimensional as well. These features of the DP problem lead to enormous computational demands. Thus, while the DP description of sOED has received some attention in recent years [46, 60], implementations and applications of this framework remain limited.

Existing attempts have focused mostly on optimal stopping problems [6], motivated by the design of clinical trials. For example, direct backward induction with tabular storage has been used in [15, 61], but is only practical for discrete variables that can take on a few possible outcomes. More sophisticated numerical techniques have been used for sOED problems with other special structure. For instance, [16] proposes a forward sampling method that directly optimizes a Monte Carlo estimate of the objective, but targets monotonic loss functions and certain conjugate priors that result in threshold policies based on the posterior mean. Computationally feasible implementations of backward induction have also been demonstrated in situations where policies depend only on low-dimensional sufficient statistics, such as the posterior mean and standard deviation [7, 19]. Other DP approaches introduce alternative approximations: for instance, [47] solves a dynamic treatment problem over a countable decision space using Q-factors approximated by regret functions of quadratic form. Furthermore, most of these efforts employ relatively simple design objectives. Maximizing information gain leads to design objectives that are much more challenging to compute, and thus has been pursued for sOED only in simple situations. For instance, [5] finds near-optimal stopping policies in multidimensional design spaces by exploiting submodularity [38, 28] of the expected incremental information gain. However, this is possible only for linear-Gaussian problems, where mutual information does not depend on the realized values of the observations.

Overall, most current efforts in sOED focus on problems with specialized structure and consider settings that are partially or completely discrete (i.e., with experimental outcomes, design variables, or parameters of interest taking only a few values). This paper will develop a mathematical and computational framework for a much broader class of sOED problems. We will do so by developing refinable numerical approximations of the solution to the exact optimal sequential design problem. In particular, we will:

- Develop a rigorous formulation of the sOED problem for finite numbers of experiments, accommodating nonlinear models (i.e., nonlinear parameter-observable relationships); continuous parameter, design, and observation spaces; a Bayesian treatment of uncertainty encompassing non-Gaussian distributions; and design objectives that quantify information gain.

- Develop numerical methodologies for solving such sOED problems in a computationally tractable manner, using approximate dynamic programming (ADP) techniques to find principled approximations of the optimal policy.

We will demonstrate our approaches first on a linear-Gaussian problem where an exact solution to the optimal design problem is available, and then on a contaminant source inversion problem involving a nonlinear model of advection and diffusion. In the latter examples, we will explicitly contrast the sOED approach with batch and greedy design methods.

This paper focuses on the formulation of the optimal design problem and on the associated ADP methodologies. The sequential design setting also requires repeated applications of Bayesian inference, using data realized from their prior predictive distributions. A companion
paper will describe efficient strategies for performing the latter; our approach will use transport map representations \[59, 25, 49, 45\] of the prior and posterior distributions, constructed in a way that allows for fast Bayesian inference tailored to the optimal design problem. A full exploration of such methods is deferred to that paper. To keep the present focus on DP issues, here we will simply discretize the prior and posterior density functions on a grid and perform Bayesian inference via direct evaluations of the posterior density, coupled with a grid adaptation procedure.

The remainder of this paper is organized as follows. Section 2 formulates the sOED problem as a dynamic program, and then shows how batch and greedy design strategies result from simplifications of this general formulation. Section 3 describes ADP techniques for solving the sOED problem in dynamic programming form. Section 4 provides numerical demonstrations of our methodology, and Section 5 includes concluding remarks and a summary of future work.

2 Formulation

An optimal approach for designing a collection of experiments conducted in sequence should account for all sources of uncertainty occurring during the experimental campaign, along with a full description of the system state and its evolution. We begin by formulating an optimization problem that encompasses these goals, then cast it as a dynamic program. We next discuss how to choose certain elements of the formulation in order to perform Bayesian OED for parameter inference.

2.1 Problem definition

The core components of a general sOED formulation are as follows:

- **Experiment index**: \( k = 0, \ldots, N - 1 \). The experiments are assumed to occur at discrete times, ordered by the integer index \( k \), for a total of \( N < \infty \) experiments.

- **State**: \( x_k = [x_{k,b}, x_{k,p}] \in \mathcal{X}_k \). The state contains information necessary to make optimal decisions about the design of future experiments. Generally, it comprises the belief state \( x_{k,b} \), which reflects the current state of uncertainty, and the physical state \( x_{k,p} \), which describes deterministic decision-relevant variables. We consider continuous and possibly unbounded state variables. Specific state choices will be discussed later.

- **Design**: \( d_k \in \mathcal{D}_k \). The design \( d_k \) represents the conditions under which the \( k \)th experiment is to be performed. We seek a policy \( \pi \equiv \{\mu_0, \mu_1, \ldots, \mu_{N-1}\} \) consisting of a set of policy functions, one for each experiment, that specify the design as a function of the current state: i.e., \( \mu_k(x_k) = d_k \). We consider continuous real-valued design variables.

Design approaches that produce a policy are sequential (closed-loop) designs because the outcomes of the previous experiments are necessary to determine the current state, which in turn is needed to apply the policy. These approaches contrast with batch (open-loop) designs, where the designs are determined only from the initial state and do not depend on subsequent observations (hence, no feedback). Figure 1 illustrates these two different strategies.
• Observations: $y_k \in \mathcal{Y}_k$. The observations from each experiment are endowed with uncertainties representing both measurement noise and modeling error. Along with prior uncertainty on the model parameters, these are assumed to be the only sources of uncertainty in the experimental campaign. Some models might also have internal stochastic dynamics, but we do not study such cases here. We consider continuous real-valued observations.

• Stage reward: $g_k(x_k, y_k, d_k)$. The stage reward reflects the immediate reward associated with performing a particular experiment. This quantity could depend on the state, observations, or design. Typically, it reflects the cost of performing the experiment (e.g., money and/or time), as well as any additional benefits or penalties.

• Terminal reward: $g_N(x_N)$. The terminal reward reflects the value of the final state $x_N$ that is reached after all experiments have been completed.

• System dynamics: $x_{k+1} = \mathcal{F}_k(x_k, y_k, d_k)$. The system dynamics describes the evolution of the system state from one experiment to the next, and includes dependence on both the current design and the observations resulting from the current experiment. This evolution includes the propagation of the belief state (e.g., statistical inference) and of the physical state. The specific form of the dynamics depends on the choice of state variable, and will be discussed later.

Taking a decision-theoretic approach, we seek a design policy that maximizes the following expected utility (also called an expected reward) functional:

$$
U(\pi) := \mathbb{E}_{y_0, \ldots, y_{N-1} | \pi} \left[ \sum_{k=0}^{N-1} g_k(x_k, y_k, \mu_k(x_k)) + g_N(x_N) \right],
$$

where the states must adhere to the system dynamics $x_{k+1} = \mathcal{F}_k(x_k, y_k, d_k)$. The optimal policy is then

$$
\pi^* := \{\mu_0^*, \ldots, \mu_{N-1}^*\} = \arg \max_{\pi = \{\mu_0, \ldots, \mu_{N-1}\}} U(\pi),
$$

s.t.

$$
x_{k+1} = \mathcal{F}_k(x_k, y_k, d_k),
\quad \mu_k(\mathcal{X}_k) \subseteq \mathcal{D}_k, \quad k = 0, \ldots, N - 1.
$$

For simplicity, we will refer to (2) as “the sOED problem.”

### 2.2 Dynamic programming form

The sOED problem involves the optimization of the expected reward functional (1) over a set of policy functions, which is a challenging problem to solve directly. Instead, we can express the problem in an equivalent form using Bellman’s principle of optimality [3, 4], leading to a finite-horizon dynamic programming formulation (e.g., [8, 9]):

$$
J_k(x_k) = \max_{d_k \in \mathcal{D}_k} \mathbb{E}_{y_k|x_k,d_k} [g_k(x_k, y_k, d_k) + J_{k+1}(\mathcal{F}_k(x_k, y_k, d_k))]
$$

$$
J_N(x_N) = g_N(x_N),
$$
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Figure 1: Batch design is an open-loop strategy with no feedback of information, in that the observations yk from any experiment do not affect the design of any other experiments. Sequential design encodes a closed-loop strategy, where feedback of information takes place, and the data yk from an experiment are used to guide the design of subsequent experiments.

for k = 0, . . . , N − 1. The Jk(xk) functions are known as the “cost-to-go” or “value” functions. Collectively, these expressions are known as Bellman equations. The optimal policies are now implicitly represented by the arguments of each maximization: if d∗ k = µ∗ k(xk) maximizes the right-hand side of (3), then the policy π∗ = {µ∗ 0, µ∗ 1, . . . , µ∗ N−1} is optimal (under mild assumptions; see [10] for more detail on these verification theorems).

The DP problem is well known to exhibit the “curse of dimensionality,” where the number of possible scenarios (i.e., sequences of design and observation realizations) grows exponentially with the number of stages N. It often can only be solved numerically and approximately. We will develop numerical methods for finding an approximate solution in Section 3.

2.3 Information-based Bayesian experimental design

Our description of the sOED problem thus far has been somewhat general and abstract. We now make it more specific, for the particular goal of inferring uncertain model parameters θ from noisy and indirect observations yk. Given this goal, we can choose appropriate state variables and reward functions.

We use a Bayesian perspective to describe uncertainty and inference. Our state of knowledge about the parameters θ is represented using a probability distribution. Moreover, if the kth experiment is performed under design dk and yields the outcome yk, then our state of knowledge is updated via an application of Bayes’ rule:

\[
f(\theta|y_k, d_k, I_k) = \frac{f(y_k|\theta, d_k, I_k)f(\theta|I_k)}{f(y_k|d_k, I_k)}.
\]

Here, I k = {d0, y0, . . . , dk−1, yk−1} is the information vector representing the “history” of previous experiments, i.e., their designs and observations; the probability density function f(\theta|I_k) represents the prior for the kth experiment; f(y_k|\theta, d_k, I_k) is the likelihood function; f(y_k|d_k, I_k) is the evidence; and f(\theta|y_k, d_k, I_k) is the posterior probability density following the kth experiment.\(^1\) Note that f(\theta|y_k, d_k, I_k) = f(\theta|I_{k+1}).\) To keep notation consistent, we define I_0 = ∅.

\(^1\)We assume that knowing the design d_k of the current experiment (but not its outcome) does not affect our current belief about the parameters. In other words, the prior for the kth experiment does not change based on what experiment we plan to do, and hence f(\theta|d_k, I_k) = f(\theta|I_k).
In this Bayesian setting, the “belief state” that describes the state of uncertainty after \( k \) experiments is simply the posterior distribution. How to represent this distribution, and thus how to define \( x_{k,b} \) in a computation, is an important question. Options include: (i) series representations (e.g., polynomial chaos expansions) of the posterior random variable \( \theta | I_k \) itself; (ii) numerical discretizations of the posterior probability density function \( f(\theta | I_k) \) or cumulative distribution function \( F(\theta | I_k) \); (iii) parameters of these distributions, if the priors and posteriors all belong to a simple parametric family; or (iv) the prior \( f(\theta | I_0) \) at \( k = 0 \) plus the entire history of designs and observations from all previous experiments. For example, if \( \theta \) is a discrete random variable that can take on only a finite number of distinct values, then it is natural to define \( x_{k,b} \) as the finite-dimensional vector specifying the probability mass function of \( \theta \). This is the approach most often taken in constructing partially observable Markov decision processes (POMDP) [53, 51]. Since we are interested in continuous and possibly unbounded \( \theta \), an analogous perspective would yield in principle an infinite-dimensional belief state—unless, again, the posteriors belonged to a parametric family (for instance, in the case of conjugate priors and likelihoods). In this paper, we will not restrict our attention to standard parametric families of distributions, however, and thus we will employ finite-dimensional discretizations of infinite-dimensional belief states. The level of discretization is a refinable numerical parameter; details are deferred to Section 3.3. We will also use the shorthand \( x_{k,b} = \theta | I_k \) to convey the underlying notion that the belief state is just the current posterior distribution.

Following the information-theoretic approach suggested by Lindley [40], we choose the terminal reward to be the Kullback-Leibler (KL) divergence from the final posterior (after all \( N \) experiments have been performed) to the prior (before any experiment has been performed): 

\[
g_N(x_N) = D_{KL}(f_{\theta | I_N} \parallel f_{\theta | I_0}) = \int f_{\theta | I_N}(\theta) \ln \left[ \frac{f_{\theta | I_N}(\theta)}{f_{\theta | I_0}(\theta)} \right] d\theta.
\] (6)

The stage rewards \( \{g_k\}_{k<N} \) can then be chosen to reflect all other immediate rewards or costs associated with performing particular experiments.

We use the KL divergence in our design objective (1) for several reasons. First, as shown in [29], the expected KL divergence belongs to a broad class of useful divergence measures of the information in a statistical experiment; this class of divergences is defined by a minimal set of requirements that must be satisfied to induce a total information ordering on the space of possible experiments.\(^2\) Interestingly, these requirements do not rely on a Bayesian perspective or a decision-theoretic formulation, though they can be interpreted quite naturally in these settings. Second, and perhaps more immediately, the KL divergence quantifies information gain in the sense of Shannon information [20, 44]. A large KL divergence from posterior to prior implies that the observations \( y_k \) decrease entropy in \( \theta \) by a large amount, and hence that the observations are informative for parameter inference. Indeed, the expected KL divergence is also equivalent to the mutual information between the parameters \( \theta \) and the observations \( y_k \) (treating both as random variables), given the design \( d_k \). Third, the KL divergence satisfies useful consistency conditions. It is invariant under one-to-one reparameterizations of \( \theta \). And

\(^2\)As shown in Section 4.5 of [33], any reward function that introduces a non-trivial ordering on the space of possible experiments, according to the criteria formulated in [29], cannot be linear in the belief state. (Note that this result precludes the use of non-centered posterior moments as reward functions.) Consequently, the corresponding Bellman cost-to-go functions cannot be guaranteed to be piecewise linear and convex. Though many state-of-the-art POMDP algorithms have been developed specifically for piecewise linear and convex cost functions, they are generally not suitable for our sOED problem.
while it is directly applicable to non-Gaussian distributions and to forward models that are nonlinear in the parameters $\theta$, maximizing KL divergence in the linear-Gaussian case reduces to Bayesian $D$-optimal design from linear optimal design theory [18] (i.e., maximizing the determinant of the posterior precision matrix, and hence of the Fisher information matrix plus the prior precision). Finally we should note that, as an alternative to KL divergence, it is entirely reasonable to construct a terminal reward from some other loss function tied to an alternative goal (e.g., squared error loss if the goal is point estimation). But in the absence of such a goal, the KL divergence is a general-purpose objective that seeks to maximize learning about the uncertain environment represented by $\theta$, and should lead to good performance for a broad range of estimation tasks.

2.4 Notable suboptimal sequential design methods

Two design approaches frequently encountered in the OED literature are batch design and greedy/myopic sequential design. Both can be seen as special cases or restrictions of the sOED problem formulated here, and are thus in general suboptimal. We illustrate these relationships below.

Batch OED involves the concurrent design of all experiments, and hence the outcome of any experiment cannot affect the design of the others. Mathematically, the policy functions $\mu_k$ for batch design do not depend on the states $x_k$, since no feedback is involved. (2) thus reduces to an optimization problem over the joint design space $D := D_0 \times D_1 \times \cdots D_{N-1}$ rather than over a space of policy functions, i.e.,

$$
(d_0^*, \ldots, d_{N-1}^*) = \arg \max_{(d_0, \ldots, d_{N-1}) \in D} \mathbb{E}_{y_0, \ldots, y_{N-1}|d_0, \ldots, d_{N-1}} \left[ \sum_{k=0}^{N-1} g_k(x_k, y_k, d_k) + g_N(x_N) \right],
$$

subject to the system dynamics $x_{k+1} = F_k(x_k, y_k, d_k)$, for $k = 0, \ldots, N - 1$. Since batch OED involves the application of stricter constraints to the sOED problem than (2), it generally yields suboptimal designs.

Greedy design is a particular sequential and closed-loop formulation where only the next experiment is considered at each stage, without taking into account the entire horizon of future experiments and system dynamics. Since greedy design involves truncating the DP form of the sOED problem, it again yields suboptimal designs.

Greedy design is a particular sequential and closed-loop formulation where only the next experiment is considered at each stage, without taking into account the entire horizon of future experiments and system dynamics. Since greedy design involves truncating the DP form of the sOED problem, it again yields suboptimal designs.

4 The greedy experimental design strategies considered in this paper are instances of greedy experimental design with feedback. This is a different notion than greedy optimization of a batch experimental design problem, where no feedback of data occurs between experiments. The latter is simply a suboptimal solution strategy for (7), wherein the $d_k$ are chosen in sequence.

4 An information-based greedy design for parameter inference would thus require moving the information gain objective into the stage rewards $g_k$, e.g., an incremental information gain formulation [56].
3 Numerical approaches

Approximate dynamic programming (ADP) broadly refers to numerical methods for finding an approximate solution to a DP problem. The development of such techniques has been the target of substantial research efforts across a number of communities (e.g., control theory, operations research, machine learning), targeting different variations of the DP problem. While a variety of terminologies are used in these fields, there is often a large overlap among the fundamental spirits of their solution approaches. We thus take a perspective that groups many ADP techniques into two broad categories:

1. **Problem approximation:** These are ADP techniques that do not provide a natural way to refine the approximation, or where refinement does not lead to the solution of the original problem. Such techniques typically lead to suboptimal strategies (e.g., batch and greedy designs, certainty-equivalent control, Gaussian approximations).

2. **Solution approximation:** Here there is some natural way to refine the approximation, such that the effects of approximation diminish with refinement. These methods have some notion of “convergence” and may be refined towards the solution of the original problem. Methods used in solution approximation include policy iteration, value function and Q-factor approximations, numerical optimization, Monte Carlo sampling, regression, quadrature and numerical integration, discretization and aggregation, and rolling horizon procedures.

In practice, techniques from both categories are often combined in order to find an approximate solution to a DP problem. The approach in this paper will try to preserve the original problem as much as possible, relying more heavily on solution approximation techniques to approximately solve the exact problem.

Subsequent sections (Sections 3.1–3.3) will describe successive building blocks of our ADP approach, and the entire algorithm will be summarized in Section 3.4.

3.1 Policy representation

In seeking the optimal policy, we first must be able to represent a (generally suboptimal) policy \( \pi = \{\mu_0, \mu_1, \ldots, \mu_{N-1}\} \). One option is to represent a candidate policy function \( \mu_k(x_k) \) directly (and approximately)—for example, by brute-force tabulation over a finite collection of \( x_k \) values representing a discretization of the state space, or by using standard function approximation techniques. On the other hand, one can preserve the recursive structure of the Bellman equations and “parameterize” the policy via approximations of the value functions appearing in (3). We take this approach here. In particular, we represent the policy using one step of lookahead [8], thus retaining some structure from the original DP problem while keeping the method computationally feasible. By looking ahead only one step, the recursion between value functions is broken and the exponential growth of computational cost with respect to the
horizon $N$ is reduced to linear growth.\textsuperscript{5} The one-step lookahead policy representation\textsuperscript{6} is:

$$
\mu_k(x_k) = \arg\max_{d_k \in D_k} \mathbb{E}_{y_k|x_k,d_k} \left[ g_k(x_k, y_k, d_k) + J_{k+1} \left( F_k(x_k, y_k, d_k) \right) \right], \quad (9)
$$

for $k = 0, \ldots, N - 1$, and $J_N(x_N) \equiv g_N(x_N)$. The policy function $\mu_k$ is therefore indirectly represented via the approximate value function $\tilde{J}_{k+1}$, and one can view the policy $\pi$ as implicitly parameterized by the set of value functions $\tilde{J}_1, \ldots, \tilde{J}_N$.\textsuperscript{7} If $\tilde{J}_{k+1}(x_{k+1}) = J_{k+1}(x_{k+1})$, we recover the Bellman equations (3) and (4), and hence we have $\mu_k = \mu_k^*$. Therefore we would like to find a collection of $\{\tilde{J}_{k+1}\}_k$ that is close to $\{J_{k+1}\}_k$.

We employ a simple parametric “linear architecture” for these value function approximations:

$$
\tilde{J}_k(x_k) = r_k^\top \phi_k(x_k) = \sum_{i=1}^m r_{k,i} \phi_{k,i}(x_k), \quad (10)
$$

where $r_{k,i}$ is the coefficient (weight) corresponding to the $i$th feature (basis function) $\phi_{k,i}(x_k)$. While more sophisticated nonlinear or even nonparametric function approximations are possible (e.g., $k$-nearest-neighbor [30], kernel regression [48], neural networks [11]), the linear approximator is easy to use and intuitive to understand [39], and is often required for many analysis and convergence results [9]. It follows that the construction of $\tilde{J}_k(x_k)$ involves the selection of features and the training of coefficients.

The choice of features is an important but often difficult task. A concise set of features that is relevant to the actual dependence of the value function on the state can substantially improve the accuracy and efficiency of (10) and, in turn, of the overall algorithm. Identifying helpful features, however, is non-trivial. In the machine learning and statistics communities, substantial research has been dedicated to the development of systematic procedures for both extracting and selecting features [31, 41]. Nonetheless, finding good features in practice often relies on experience, trial and error, and expert knowledge of the particular problem at hand. We acknowledge the difficulty of this process, but do not pursue a detailed discussion of general and systematic feature construction here. Instead, we employ a reasonable heuristic by choosing features that are polynomial functions of the mean and log-variance of the belief state, as well as of the physical state. The main motivation for this choice stems from the KL divergence term in the terminal reward. The impact of this terminal reward is propagated to earlier stages via the value functions, and hence the value functions must represent the state-dependence of future information gain. While the belief state is generally not Gaussian and the optimal policy is expected to depend on higher moments, the analytic expression for the KL divergence

\textsuperscript{5}Multi-step lookahead is possible in theory, but impractical, as the amount of online computation would be intractable given continuous state and design spaces.

\textsuperscript{6}It is crucial to note that “one-step lookahead” is not greedy design, since future effects are still included (within the term $J_{k+1}$). The name simply describes the structure of the policy representation, indicating that approximation is made after one step of looking ahead (i.e., in $J_{k+1}$).

\textsuperscript{7}A similar method is the use of Q-factors [62, 63]: $\mu_k(x_k) = \arg\max_{d_k \in D_k} Q_k(x_k, d_k)$, where the Q-factor corresponding to the optimal policy is $Q_k(x_k, d_k) \equiv \mathbb{E}_{y_k|x_k, d_k} \left[ g_k(x_k, y_k, d_k) + J_{k+1} \left( F_k(x_k, y_k, d_k) \right) \right]$. The functions $Q_k(x_k, d_k)$ have a higher input dimension than $J_k(x_k)$, but once they are available, the corresponding policy can be applied without evaluating the system dynamics $F_k$, and is thus known as a “model-free” method. Q-learning via value iteration is a prominent method in reinforcement learning.
between two univariate Gaussian distributions, which involves their mean and log-variance terms, provides a starting point for promising features. Polynomials then generalize this initial set. We will provide more detail about our feature choices in Section 4. For the present purpose of developing our ADP method, we assume that the features are fixed. We now focus on developing an efficient procedure for training the coefficients.

3.2 Policy construction via approximate value iteration

Having decided on a way to represent candidate policies, we now aim to construct policies within this representation class that are close to the optimal policy. We achieve this goal by constructing and iteratively refining value function approximations via regression over targeted relevant states.

Note that the procedure for policy construction described in this section can be performed entirely offline. Once this process is terminated and the resulting value function approximations are available, applying the policy as experimental data are acquired is an online process, which involves evaluating (9). The computational costs of these online evaluations are generally much smaller than those of offline policy construction.

3.2.1 Backward induction with regression

Our goal is to find value function approximations (implicitly, policy parameterizations) \( \tilde{J}_k \) that are close to the value functions \( J_k \) of the optimal policy, i.e., the value functions that satisfy (3) and (4). We take a direct approach, and would in principle like to solve the following “ideal” regression problem: minimize the squared error of the approximation under the state measure induced by the optimal policy,

\[
\min_{r_k, \Phi_k} \int_{X_1 \times \ldots \times X_{N-1}} \left[ \sum_{k=1}^{N-1} (J_k(x_k) - r_k^\top \Phi_k(x_k))^2 \right] f_{\pi^*}(x_1, \ldots, x_{N-1}) \, dx_1 \ldots dx_{N-1}.
\] (11)

The weighted \( L^2 \) norm above is also known as the \( D \)-norm in other work [57]; its associated density function is denoted by \( f_{\pi^*}(x_1, \ldots, x_{N-1}) \). Here we have imposed the linear architecture \( \tilde{J}_k(x_k) = r_k^\top \phi_k(x_k) \) (10). \( X_k \) is the support of \( x_k \).

In practice, the integral above must be replaced by a sum over discrete regression points, and the distribution of these points reflects where we place more emphasis on the approximation being accurate. Intuitively, we would like more accurate approximations in regions of the state space that are more frequently visited under the optimal policy, e.g., as captured by sampling from \( f_{\pi^*} \). But we should actually consider a further desideratum: accuracy over the state measure induced by the optimal policy and by the numerical methods used to evaluate this policy (whatever they may be). Numerical optimization methods used to solve (9), for instance, may visit many intermediate values of \( d_k \) and hence of \( x_{k+1} = F_k(x_k, y_k, d_k) \). The accuracy of the value function approximation at these intermediate states can be crucial; poor approximations can potentially mislead the optimizer to arrive at completely different designs, and in turn change the outcomes of regression and policy evaluation. We thus include the states visited within our numerical methods (such as iterations of stochastic approximation for solving (9)) as regression points too. For simplicity of notation, we henceforth let \( f_{\pi^*} \) represent the state measure induced by the optimal policy and the associated numerical methods.
In any case, as we have neither $J_k(x_k)$ nor $f_{\pi^*}(x_1, \ldots, x_{N-1})$, we must solve (11) approximately. First, to sidestep the need for $J_k(x_k)$, we will construct the value function approximations via an approximate value iteration, specifically using backward induction with regression. Starting with $\tilde{J}_N(x_N) \equiv g_N(x_N)$, we proceed backwards from $k = N - 1$ to $k = 1$ and form

$$\tilde{J}_k(x_k) = r_k^T \phi_k(x_k)$$

$$= \mathcal{P} \left\{ \max_{d_k \in D_k} \mathbb{E}_{y_k|x_k,d_k} \left[ g_k(x_k, y_k, d_k) + \tilde{J}_{k+1} (F_k (x_k, y_k, d_k)) \right] \right\}$$

$$= \mathcal{P} \tilde{J}_{k+1}(x_k),$$

where $\mathcal{P}$ is an approximation operator that here represents a regression procedure. This approach leads to a sequence of ideal regression problems to be solved at each stage $k$:

$$\min_{r_k} \int_{\mathcal{X}_k} \left( \tilde{J}_k(x_k) - r_k^T \phi_k(x_k) \right)^2 f_{\pi^*}(x_k) \, dx_k,$$

where $\tilde{J}_k(x_k) \equiv \max_{d_k \in D_k} \mathbb{E}_{y_k|x_k,d_k} \left[ g_k(x_k, y_k, d_k) + \tilde{J}_{k+1} (F_k (x_k, y_k, d_k)) \right]$ and $f_{\pi^*}(x_k)$ is the marginal of $f_{\pi^*}(x_1, \ldots, x_{N-1})$.

First, we note that since $\tilde{J}_k(x_k)$ is built from $\tilde{J}_{k+1}(x_{k+1})$ through backward induction and regression, the effects of approximation error can accumulate, potentially at an exponential rate [58]. The accuracy of all $\tilde{J}_k(x_k)$ approximations (i.e., for all $k$) is thus important. Second, while we no longer need $J_k(x_k)$ to construct $\tilde{J}_k(x_k)$, we remain unable to select regression points according to $f_{\pi^*}(x_k)$. This issue is addressed next.

### 3.2.2 Exploration and exploitation

Although we cannot a priori generate regression points from the state measure induced by the optimal policy, it is possible to generate them according to a given (suboptimal) policy. We thus generate regression points via two main processes: exploration and exploitation. Exploration is conducted simply by randomly selecting designs (i.e., applying a random policy). For example, if the feasible design space is bounded, the random policy could simply be uniform sampling. In general, however, and certainly when the design spaces $\{D_k\}^{N-1}_{k=0}$ are unbounded, a design measure for exploration needs to be prescribed, often selected from experience and an understanding of the problem. The purpose of exploration is to allow a positive probability of probing regions that can potentially lead to good reward. Exploration states are generated from a design measure as follows: we sample $\theta$ from the prior, sample designs $\{d_k\}^{N-1}_{k=0}$ from the design measure, generate a $y_k$ from the likelihood $p(y_k|\theta, d_k, I_k)$ for each design, and then perform inference to obtain states $x_k = \theta|y_k, d_k, I_k$.

Exploitation, on the other hand, involves using the current understanding of a good policy to visit regions that are also likely to be visited under the optimal policy. Specifically, we will perform exploitation by exercising the one-step lookahead policy based on the currently available approximate value functions $\tilde{J}_k$. In practice, a mixture of both exploration and exploitation is used to achieve good results, and various strategies have been developed and studied for this purpose (see, e.g., [50]). In our algorithm, the states visited from both exploration and exploitation are used as regression points for the least-squares problems in (13). Next, we describe exactly how these points are obtained.
3.2.3 Iteratively updating approximations of the optimal policy

Exploitation in the present context involves a dilemma of sorts: generating exploitation points for regression requires the availability of an approximate optimal policy, but the construction of such a policy requires regression points. To address this issue, we introduce an iterative approach to update the approximation of the optimal policy and the state measure induced by it. We refer to this mechanism as “policy update” in this paper, to avoid confusion with approximate value iteration introduced previously.

At a high level, our algorithm alternates between generating regression points via exploitation and then constructing an approximate optimal policy using those regression points. The algorithm is initialized with only an exploration heuristic, denoted by $\pi_{\text{explore}}$. States visited by exploration trajectories generated from $\pi_{\text{explore}}$ are then used as initial regression points to discretize (13), producing a collection of value functions $\{\tilde{J}_k^1\}_{k=1}^{N-1}$ that parameterize the policy $\pi^1$. The new policy $\pi^1$ is then used to generate exploitation trajectories via (9). These states are mixed with a random selection of exploration states from $\pi_{\text{explore}}$, and this new combined set of states is used as regression points to again discretize and solve (13), yielding value functions $\{\tilde{J}_k^2\}_{k=1}^{N-1}$ that parameterize an updated policy $\pi^2$. The process is repeated. As these iterations continue, we expect a cyclical improvement: regression points should move closer to the state measure induced by the optimal policy, and with more accurate regression, the policies themselves can further improve. The largest change is expected to occur after the first iteration, when the first exploitation policy $\pi^1$ becomes available; smaller changes typically occur in subsequent iterations. A schematic of the procedure is shown in Figure 2.

In this paper, we will focus on empirical numerical investigations of these iterations and their convergence. A theoretical analysis of this iterative procedure presents additional challenges, given the mixture of exploration and exploitation points, along with the generally unpredictable state measure induced by the numerical methods used to evaluate the policy. We defer such an analysis to future work.

Combining the regression problems (13) from all stages $k = 1 \ldots N - 1$, the overall problem that is solved approximates the original “ideal” regression problem of (11):

$$
\min_{r_k, \phi_k} \int_{X_1 \times \cdots \times X_{N-1}} \left[ \sum_{k=1}^{N-1} \left( \tilde{J}_k^{\ell+1}(x_k) - (r_k^{\ell+1})^\top \phi_k(x_k) \right)^2 \right] f_{\pi_{\text{explore}}+\pi^\ell}(x_1, \ldots, x_{N-1}) \, dx_1 \ldots dx_{N-1}
$$

where $f_{\pi_{\text{explore}}+\pi^\ell}(x_1, \ldots, x_{N-1})$ is the joint density corresponding to the mixture of exploration and exploitation from the $\ell$th iteration, and $(r_k^{\ell+1})^\top \phi_k(x_k)$ is $\tilde{J}_k^{\ell+1}(x_k)$. Note that
f_{\text{explore}}(x_1, \ldots, x_{N-1})$ lags one iteration behind $\tilde{J}_{k+1}^\ell(x_k)$ and $\tilde{J}_{k+1}^\ell(x_k)$, since we need to have constructed the policy before we can sample trajectories from it.

Simulating exploitation trajectories, evaluating policies, and computing the values of $\tilde{J}$ for the purpose of linear regression all involve maximizing an expectation over a continuous design space (see both (9) and the definition of $\tilde{J}$ following (13)). While the expected value generally cannot be found analytically, a robust and natural approximation may be obtained via Monte Carlo estimation. As a result, the optimization objective is effectively noisy. We use Robbins-Monro (or Kiefer-Wolfowitz if gradients are not available analytically) stochastic approximation algorithms to solve these stochastic optimization problems; more details can be found in [35].

### 3.3 Belief state representation

As discussed in Section 2.3, a natural choice of the belief state $x_{k,b}$ in the present context is the posterior $\theta | I_k$. An important question is how to represent this belief state numerically. There are two major considerations. First, since we seek to accommodate general nonlinear forward models with continuous parameters, the posterior distributions are continuous, non-Gaussian, and not from any particular parametric family; such distributions are difficult to represent in a finite- or low-dimensional manner. Second, sequential Bayesian inference, as part of the system dynamics $F_k$, needs to be performed repeatedly under different realizations of $d_k$, $y_k$, and $x_k$.

In this paper, we represent belief states numerically by discretizing their probability density functions on a dynamically evolving grid. To perform Bayesian inference, the grid needs to be adapted in order to ensure reasonable coverage and resolution of the posterior density. Our scheme first computes values of the unnormalized posterior density on the current grid, and then decides whether grid expansion is needed on either side, based on a threshold for the ratio of the density value at the grid endpoints to the value of the density at the mode. Second, a uniform grid is laid over the expanded regions, and new unnormalized posterior density values are computed. Finally, a new grid encompassing the original and expanded regions is constructed such that the probability masses between neighboring grid points are equal; this provides a mechanism for coarsening the grid in regions of low probability density.

While this adaptive gridding approach is suitable for one- or perhaps two-dimensional $\theta$, it becomes impractical in higher dimensions. In a companion paper, we will introduce a more flexible technique based on transport maps (e.g., [59, 45]) that can represent multi-dimensional non-Gaussian posteriors in a scalable way, and that immediately enables fast Bayesian inference from multiple realizations of the data.

### 3.4 Algorithm pseudocode

The complete approximate dynamic programming approach developed over the preceding sections is outlined in Algorithm 1.

### 4 Numerical examples

We present two examples to highlight different aspects of the approximate dynamic programming methods developed in this paper. First is a linear-Gaussian problem (Section 4.1). This example establishes (a) the ability of our numerical methods to solve an sOED problem, in
Algorithm 1 Pseudocode for solving the sOED problem.

1: **Set parameters**: Select number of experiments $N$, features $\{\phi_k\}_{k=1}^{N-1}$, exploration policy $\pi_{\text{explore}}$, number of policy updates $L$, number of exploration trajectories $R$, number of exploitation trajectories $T$
2: **for** $\ell = 1, \ldots, L$ **do**
3:  **Exploration**: Simulate $R$ exploration trajectories by sampling $\theta$ from the prior, $d_k$ from exploration policy $\pi_{\text{explore}}$, and $y_k$ from the likelihood $p(y_k|\theta, d_k, I_k)$, for $k = 0, \ldots, N-1$
4:  Store all states visited: $X_{\ell, \text{explore}}^\ell = \{x_k\}_{k=1}^{R}, k = 1, \ldots, N-1$
5:  **Exploitation**: If $\ell > 1$, simulate $T$ exploitation trajectories by sampling $\theta$ from the prior, $d_k$ from the one-step lookahead policy $\mu_{\ell-1}^k(x_k) = \arg \max_{d_k'} E_{y_k|x_k,d_k'} \left[ g_k(x_k, y_k, d_k') + \tilde{J}^\ell_{k+1}(F_k(x_k, y_k, d_k')) \right]$, and $y_k$ from the likelihood $p(y_k|\theta, d_k, I_k)$, $k = 0, \ldots, N-1$
6:  Store all states visited: $X_{\ell, \text{exploit}}^\ell = \{x_k\}_{k=1}^{T}, k = 1, \ldots, N-1$
7:  **Approximate value iteration**: Construct functions $\tilde{J}^\ell_k$ via backward induction using new regression points $\{X_{\ell, \text{explore}}^\ell \cup X_{\ell, \text{exploit}}^\ell\}$, $k = 1, \ldots, N-1$, as described in the loops below
8:  **for** $k = N-1, \ldots, 1$ **do**
9:     **for** $\alpha = 1, \ldots, R+T$ where $x_k^{(\alpha)}$ are members of $\{X_{\ell, \text{explore}}^\ell \cup X_{\ell, \text{exploit}}^\ell\}$ **do**
10:        Compute training values:
11:          $\hat{J}^\ell_k(x_k^{(\alpha)}) = \max_{d_k'} E_{y_k|x_k^{(\alpha)}, d_k'} \left[ g_k(x_k^{(\alpha)}, y_k, d_k') + \tilde{J}^\ell_{k+1}(F_k(x_k^{(\alpha)}, y_k, d_k')) \right]$
12:          Construct $\tilde{J}^\ell_k = \mathcal{P} \hat{J}^\ell_k$ by regression on training values
13:     **end for**
14:  **end for**
15:  **end for**
16: **Extract final policy parameterization**: $\tilde{J}^L_k$, $k = 1, \ldots, N-1$

A setting where we can make direct comparisons to an exact solution obtained analytically; and (b) agreement between results generated using grid-based or analytical representations of the belief state, along with their associated inference methods. Second is a nonlinear source inversion problem (Section 4.2). This problem has three cases: Case 1 illustrates the advantage of sOED over batch (open-loop) design; Case 2 illustrates the advantage of sOED over greedy (myopic) design; and Case 3 demonstrates the ability to accommodate longer sequences of experiments, as well as the effects of policy updates.
4.1 Linear-Gaussian problem

4.1.1 Problem setup

Consider a forward model that is linear in its parameters $\theta$, with a scalar output corrupted by additive Gaussian noise $\epsilon \sim \mathcal{N}(0, \sigma_{\epsilon}^2)$:

$$y_k = G(\theta, d_k) + \epsilon = \theta d_k + \epsilon. \quad (14)$$

The prior on $\theta$ is $\mathcal{N}(s_0, \sigma_0^2)$ and the design parameter is $d \in [d_L, d_R]$. The resulting inference problem on $\theta$ has a conjugate Gaussian structure, such that all subsequent posteriors are Gaussian with mean and variance given by

$$\left( s_{k+1}, \sigma_{k+1}^2 \right) = \left( \frac{y_k/d_k + s_k}{\sigma_{k}^2/d_k^2 + 1} \sigma_{k}^2, \frac{1}{\sigma_{k}^2/d_k^2 + 1} \right). \quad (15)$$

Let us consider the design of $N = 2$ experiments, with prior parameters $s_0 = 0$ and $\sigma_0^2 = 9$, noise variance $\sigma_{\epsilon}^2 = 1$, and design limits $d_L = 0.1$ and $d_R = 3$. The Gaussian posteriors in this problem—are completely specified by values of the mean and variance; hence we may designate $x_{k,b} = (s_k, \sigma_k^2)$. We call this parametric representation the “analytical method,” as it also allows inference to be performed exactly using (15). The analytical method will be compared to the adaptive-grid representation of the belief state (along with its associated inference procedure) described in Section 3.3. In this example, the adaptive grids use 50 nodes. There is no physical state $x_{k,p}$; we simply have $x_k = x_{k,b}$.

Our goal is to infer $\theta$. The stage and terminal reward functions are:

$$g_k(x_k, y_k, d_k) = 0, \quad k \in \{0, 1\}$$

$$g_N(x_N) = D_{KL}(f_{\theta|I_N} || f_{\theta|I_0}) - 2 \left( \ln \sigma_N^2 - \ln 2 \right)^2.$$

The terminal reward is thus a combination of information gain in $\theta$ and a penalty for deviation from a particular log-variance target. The latter term increases the difficulty of this problem by moving the outputs of the optimal policy away from the design space boundary; doing so helps avoid the fortuitous construction of successful policies. Following the discussion in Section 3.1, we approximate the value functions using features $\phi_{k,i}$ (in (10)) that are polynomials of degree two or less in the posterior mean and log-variance: $1$, $s_k$, $\ln(\sigma_k^2)$, $s_k^2$, $\ln^2(\sigma_k^2)$, and $s_k \ln(\sigma_k^2)$.

When using the grid representation of the belief state, the values of the features are evaluated by trapezoidal integration rule. The terminal KL divergence is approximated by first estimating the mean and variance, and then applying the analytical formula for KL divergence between Gaussians. The ADP approach uses $L = 3$ policy updates (described in Section 3.2.3); these updates are conducted using regression points that, for the first iteration ($\ell = 1$), are generated entirely via exploration. The design measure for exploration is chosen to be $d_k \sim \mathcal{N}(1.25, 0.5^2)$ in order to have a wide coverage of the design space.

---

8Without the second term in the terminal reward, the optimal policies will always be those that lead to the highest achievable signal, which occurs at the $d_k = 3$ boundary. Policies that produce such boundary designs can be realized even when the overall value function approximation is poor. Nothing is wrong with this situation per se, but adding the second term leads to a more challenging test of the numerical approach.

9Designs proposed outside the design constraints are simply projected back to the nearest feasible design; thus the actual design measure is not exactly Gaussian.
a mix of 30% exploration samples and 70% exploitation samples. At each iteration, we use 1000 regression points for the analytical method and 500 regression points for the grid method.

To compare the policies generated via different numerical methods, we apply each policy to generate 1000 simulated trajectories. Producing a trajectory of the system involves first sampling \( \theta \) from its prior, applying the policy on the initial belief state \( x_0 \) to obtain the first design \( d_0 \), drawing a sample \( y_0 \) to simulate the outcome of the first experiment, updating the belief state to \( x_1 = \theta|y_0, d_0, I_0 \), applying the policy to \( x_1 \) in order to obtain \( d_1 \), and so on. The mean reward over all these trajectories is an estimate of the expected total reward (1). But evaluating the reward requires some care. Our procedure for doing so is summarized in Algorithm 2. Each policy is first applied to belief state trajectories computed using the same state representation (i.e., analytical or grid) originally used to construct that policy; this yields sequences of designs and observations. Then, to assess the reward from each trajectory, inference is performed on the associated sequence of designs and observations using a common assessment framework—the analytical method in this case—regardless of how the trajectory was produced. This process ensures a fair comparison between policies, where the designs are produced using the “native” belief state representation for which the policy was originally created, but all final trajectories are assessed using a common method.

Algorithm 2 Procedure for assessing policies by simulating trajectories.

1: Select a “native” belief state representation to generate policy (e.g., analytical or grid)
2: Construct policy \( \pi \) using this belief state representation
3: for \( q = 1, \ldots, n_{\text{trajectories}} \) do
4:   Apply policy using the native belief state representation: Sample \( \theta \) from the prior. Then evaluate \( d_k \) by applying the constructed policy \( \mu_k(x_k) \), sample \( y_k \) from the likelihood \( p(y_k|\theta, d_k, I_k) \) to simulate the experimental outcome, and evaluate \( x_{k+1} = F_k(x_k, y_k, d_k) \), for \( k = 0, \ldots, N - 1 \).
5:   Evaluate rewards via a common assessment framework: Discard the belief state sequence \( \{x_k\}_k \). Perform inference on the \( \{d_k\}_k \) and \( \{y_k\}_k \) sequences from the current trajectory and evaluate the total reward using a chosen common assessment framework.
6:  end for

4.1.2 Results

Since this example has a horizon of \( N = 2 \), we only need to construct the value function approximation \( \tilde{J}_1 \). \( J_2 = g_2 \) is the terminal reward and can be evaluated directly. Figure 3 shows contours of \( \tilde{J}_1 \), along with the regression points used to build the approximation, as a function of the belief state (mean and variance). We observe excellent agreement between the analytical and grid-based methods. We also note a significant change in the distribution of regression points from \( \ell = 1 \) (regression points obtained only from exploration) to \( \ell = 2 \) (regression points obtained from a mixture of exploration and exploitation), leading to a better approximation of the state measure induced by the optimal policy. The regression points appear to be grouped more closely together for \( \ell = 1 \) even though they result from exploitation; this is because exploration in fact covers a large region of \( d_k \) space that leads to small values of \( \sigma_k^2 \). In this simple example, our choice of design measure for exploration did not have a particularly
negative impact on the expected reward for $\ell = 1$ (see Figure 5). However, this situation can easily change for problems with more complicated value functions and less suitable choices of the exploration policy.

Note that the optimal policy is not unique for this problem, as there is a natural notion of exchangeability between the two designs $d_0$ and $d_1$. With no stage cost, the overall objective of this problem is the sum of the expected KL divergence and the expected distance of the final log-variance to the target log-variance. Both terms only depend on the final variance, which is determined exactly by the chosen values of $d_k$ through (15)—i.e., independently of the observations $y_k$. This phenomenon is particular to the linear-Gaussian problem with constant $\sigma^2_\epsilon$: the design problem is in fact deterministic, as the final variance is independent of the realized values of $y_k$. The optimal policy is then reducible to a choice of scalar-valued optimal designs $d^*_0$ and $d^*_1$. In other words, batch design will produce the same optimal designs as sOED for such deterministic problems since feedback does not add any design-relevant information. Moreover, we can find the exact optimal designs and expected reward function analytically in this problem; a derivation is given in Appendix B of [33]. Figure 4 plots the exact expected reward function over the design space, and overlays pairwise scatter plots of $(d_0, d_1)$ from 1000 trajectories simulated with the numerically-obtained sOED policy. The dotted black line represents the locus of exact optimal designs. The symmetry between the two experiments is evident, and the optimizer may hover around different parts of the optimal locus in different cases. The expected reward is relatively flat around the optimal design contour, however, and thus all these methods perform well. Histograms of total reward and their means from the

Figure 3: Linear-Gaussian problem: contours represent $\tilde{J}_1(x_1)$ and blue points are the regression points used to build these value function approximations. The left, middle, and right columns correspond to $\ell = 1, 2, \text{and } 3$, respectively.
1000 trajectories are presented in Figure 5 and Table 1. The exact optimal reward value is $U(\pi^*) \approx 0.7833$; the numerical sOED approaches agree with this value very closely, considering the Monte Carlo standard error. In contrast, the exploration policy produces a much lower expected reward of $U(\pi_{\text{explore}}) = -8.5$.

Figure 4: Linear-Gaussian problem: scatter plots of design pairs $(d_0, d_1)$ from 1000 simulated trajectories, superimposed on contours of the exact expected reward function. The black dotted line is the locus of exact optimal designs, obtained analytically. The left, middle, and right columns correspond to $\ell = 1, 2, \text{ and } 3$, respectively.

Table 1: Linear-Gaussian problem: expected reward values (mean values of histograms in Figure 5) from 1000 simulated trajectories. Monte Carlo standard errors are all $\pm 0.02$. The true optimal expected reward is $\approx 0.7833$.

|       | $\ell = 1$ | $\ell = 2$ | $\ell = 3$ |
|-------|------------|------------|------------|
| Analytical | 0.77       | 0.78       | 0.78       |
| Grid    | 0.74       | 0.76       | 0.75       |

In summary, we have shown agreement between numerical sOED results and the true optimal design. Furthermore, we have demonstrated agreement between the analytical and grid-based methods of representing the belief state and performing inference, thus establishing credibility of the grid-based method for the subsequent nonlinear and non-Gaussian example, where an exact representation of the belief state is no longer possible.
4.2 Contaminant source inversion problem

Consider a situation where a chemical contaminant is accidentally released into the air. The contaminant plume diffuses and is advected by the wind. It is crucial to infer the location of the contaminant source so that an appropriate response can be undertaken. Suppose that an aerial or ground-based vehicle is dispatched to measure contaminant concentrations at a sequence of different locations, under a fixed time schedule. We seek the optimal policy for deciding where the vehicle should take measurements in order to maximize expected information gain in the source location. Our sOED problem will also account for hard constraints on possible vehicle movements, as well movement costs incorporated into the stage rewards.

We use the following simple plume model of the contaminant concentration at location $z$ and time $t$, given source location $\theta$:

$$
G(\theta, z, t) = \frac{s}{\sqrt{2\pi}(\sqrt{1.2 + 4Dt})} \exp \left( -\frac{\|\theta + d_w(t) - z\|^2}{2(1.2 + 4Dt)} \right),
$$

where $s$, $D$, and $d_w(t)$ are the known source intensity, diffusion coefficient, and cumulative net displacement due to wind up to time $t$, respectively. The displacement $d_w(t)$ depends on the time history of the wind velocity. (Values of these coefficients will be specified later.) A total of $N$ measurements are performed, at uniformly spaced times given by $t = k + 1$. (While $t$ is a continuous variable, we assume it to be suitably scaled so that it corresponds to the experiment index in this fashion; hence, observation $y_0$ is taken at $t = 1$, $y_1$ at $t = 2$, etc.) The state $x_k$ is a
combination of a belief state and a physical state. Because an exact parametric representation of the posterior is not available in this nonlinear problem, the belief state is represented by an adaptive discretization of the posterior probability density function, using 100 nodes. The relevant physical state is the current location of the vehicle, i.e., \( x_{k,p} = z \). Inclusion of physical state is necessary since the optimal design is expected to depend on the vehicle position as well as the belief state. Here we will consider the source inversion problem in one spatial dimension, where \( \theta, d_k, \) and \( x_{k,p} \) are scalars (i.e., the plume and vehicle are confined to movements in a line). The design variables themselves correspond to the spatial displacement of the vehicle from one measurement time to the next. To introduce limits on the range of the vehicle, we use the box constraint \( d_k \in [-d_L, d_R] \), where \( d_L \) and \( d_R \) are bounds on the leftwards and rightwards displacement. The physical state dynamics then simply describe position and displacement: \( x_{k+1,p} = x_{k,p} + d_k \).

The concentration measurements are corrupted by additive Gaussian noise:

\[
y_k = G(\theta, x_{k+1,p}, k + 1) + \epsilon_k(x_k, d_k),
\]

where the noise \( \epsilon_k \sim N(0, \sigma^2_{\epsilon_k}(x_k, d_k)) \) may depend on the state and the design. When simulating a trajectory, the physical state must first be propagated before an observation \( y_k \) can be generated, since the latter requires the evaluation of \( G \) at \( x_{k+1,p} \). Once \( y_k \) is obtained, the belief state can then be propagated forward via Bayesian inference.

The reward functions used in this problem are

\[
 g_k(x_k, y_k, d_k) = -c_b - c_q|d_k|^2, \quad \text{and}
 g_N(x_N) = D_{KL}(f_\theta|I_N||f_\theta|I_0),
\]

for \( k = 0, \ldots, N - 1 \). The terminal reward is simply the KL divergence, and the stage reward consists of a base cost of operation plus a penalty that is quadratic in the vehicle displacement.

We study three different cases of the problem, as described at the start of Section 4. Problem and algorithm settings common to all cases can be found in Tables 2 and 3, and additional variations will be described separately.

| Prior on \( \theta \) | \( N(0, 2^2) \) |
|----------------------|----------------|
| Design constraints   | \( d_k \in [-3, 3] \) |
| Initial physical state | \( x_{0,p} = 5.5 \) |
| Concentration strength | \( s = 30 \) |
| Diffusion coefficient | \( D = 0.1 \) |
| Base operation cost | \( c_b = 0.1 \) |
| Quadratic movement cost coefficient | \( c_q = 0.1 \) |

### 4.2.1 Case 1: comparison with greedy (myopic) design

This case highlights the advantage of sOED over greedy design, which is accentuated when future factors are important to the design of the current experiments. sOED will allow for coordination between subsequent experiments in a way that greedy design does not. We illustrate
Table 3: Contaminant source inversion problem: algorithm settings.

| Number of grid points | 100 |
|-----------------------|-----|
| Design measure for exploration policy | \(d_k \sim \mathcal{N}(0, 2^2)\) |
| Total number of regression points | 500 |
| % of regression points from exploration | 30% |
| Maximum number of optimization iterations | 50 |
| Monte Carlo sample size in stochastic optimization | 100 |

this idea via the wind factor: the air is calm initially, and then a constant wind of velocity 10 commences at \(t = 1\), leading to the following net displacement due to the wind up to time \(t\):

\[
d_w(t) = \begin{cases} 
0, & t < 1 \\
10(t - 1), & t \geq 1 
\end{cases}.
\] (18)

Consider \(N = 2\) experiments. Greedy design, by construction, chooses the first design to yield the single best experiment at \(t = 1\). This experiment is performed before plume has been advected. sOED, along with batch design, can take advantage of the fact that the plume will have moved by the second experiment, and make use of this knowledge even when designing the first experiment.

Details of the problem setup and numerical solution are as follows. The observation noise variance is set to \(\sigma^2_{\epsilon_k} = 4\) for all experiments. Features for the representation of the value function are analogous to those used in the previous example but now include the physical state as well: that is, we use polynomials up to total degree two in the posterior mean, posterior log-variance, and physical state (including cross-terms). Posterior moments are evaluated by trapezoidal rule integration on the adaptive grid. The terminal KL divergence is approximated by first estimating the mean and variance, and then applying the analytical formula for KL divergence between the associated Gaussian approximations. sOED uses \(L = 3\) policy updates, with a design measure for exploration of \(d_k \sim \mathcal{N}(0, 2^2)\). Policies are compared by applying each to 1000 simulated trajectories, as summarized in Algorithm 2. The common assessment framework for this problem is a high-resolution grid discretization of the posterior probability density function with 1000 nodes.

Before presenting the results, we first provide some intuition for the progression of a single example trajectory, as shown in Figure 6. Suppose that a true value \(\theta^*\) of the source location has been fixed (or sampled from the prior). The horizontal axis of the left figure corresponds to the physical space, with the vehicle starting at the location marked by the black square. To perform the first experiment, the vehicle moves to a new location and acquires the noisy observation indicated by the blue cross, with the solid blue curve indicating the plume profile \(G(\theta^*, z, t = 1)\) at that time. For the second experiment, the vehicle moves to another location and acquires the noisy observation indicated by the red cross; the dotted red curve shows the plume profile \(G(\theta^*, z, t = 2)\), which has diffused slightly and been carried to the right by the wind. The right figure shows the corresponding belief state (i.e., posterior density) at each stage. Starting from the solid blue prior density, the posterior density after the first experiment (dashed red) narrows only slightly, since the first observation is in a region dominated by measurement noise. The posterior after both experiments (dotted yellow), however, becomes much narrower, as the second observation is in a high-gradient region of the concentration profile and thus carries
significant information for identifying $\theta$. The posteriors in this problem can become quite non-Gaussian and even multimodal. The black circle in Figure 6(b) indicates the true value of $\theta$; the posterior mode after the second experiment is close to this value but should not be expected to match it exactly, due to noisy measurements and the finite number of observations.

![Figure 6: Contaminant source inversion problem, Case 1: progression of the physical state and belief state for a sample trajectory.](image)

Now we compare results of the greedy and sOED policies. Only data from $\ell = 3$ are shown for sOED, as other iterations produced similar results. Pairwise scatter plots of the generated designs $(d_0, d_1)$ for 1000 simulated trajectories are shown in Figure 7. Greedy designs generally move towards the left for the first experiment (negative values of $d_0$) since for almost all prior realizations of $\theta$, the bulk of the plume is to the left of the initial vehicle location. When designing the first experiment, greedy design by construction does not account for the fact that there will be a second experiment and that the wind will eventually blow the plume to the right; thus it moves the vehicle to the left in order to acquire information immediately. Similarly, when designing the second experiment, the greedy policy chases after the plume, which is now to the right of the vehicle; hence we see positive values of $d_1$. sOED, however, generally starts moving the vehicle to the right for the first experiment, so that it can arrive in the regions of highest information gain (which correspond to high expected gradient of the concentration field) in time for the second experiment, after the plume has been carried by the wind. Both policies produce a few cases where $d_1$ is very close to zero, however. These cases correspond to samples of $\theta$ drawn from the right tail of the prior, making the plume much closer to the initial vehicle location. As a result, a large amount of information is obtained from the first observation. The plume is subsequently carried 10 units to the right by the wind, and the vehicle cannot reach regions that yield sufficiently high information gain from the second experiment to justify the movement cost for $d_1$. The best action is then to simply stay put, leading to these near-zero $d_1$ values. Note that these small-$d_1$ cases are very much the result of feedback from the first experiment, which would not be available in a batch experimental design setting.

Overall, the tendency of the greedy design policy to “chase” high-information experimental configurations turns out to be costly due to the quadratic movement penalty. This cost is reflected in Figure 8, which shows histograms of total reward from the trajectories. sOED
yields an expected reward of $U(\pi^L) = 0.15 \pm 0.02$, whereas greedy produces a lower value of $U(\pi^{\text{greedy}}) = 0.07 \pm 0.02$; the plus-minus quantity is the Monte Carlo standard error.

![Figure 7: Contaminant source inversion problem, Case 1: scatter plots of $(d_0, d_1)$ from 1000 simulated trajectories for the greedy and sOED policies.](image)

Figure 7: Contaminant source inversion problem, Case 1: scatter plots of $(d_0, d_1)$ from 1000 simulated trajectories for the greedy and sOED policies.

![Figure 8: Contaminant source inversion problem, Case 1: histograms of total reward from 1000 simulated trajectories for greedy design and sOED.](image)

Figure 8: Contaminant source inversion problem, Case 1: histograms of total reward from 1000 simulated trajectories for greedy design and sOED.

### 4.2.2 Case 2: comparison with batch (open-loop) design

This case highlights the advantage of sOED over batch design, which is accentuated when useful information for designing experiments can be obtained by performing some portion of the experiments first (i.e., by allowing feedback). Again consider $N = 2$ experiments. We illustrate the impact of feedback via a scenario involving two different measurement devices: suppose that the vehicle carries a “coarse” sensor with an observation noise variance of $\sigma_\epsilon^2 = 4$ and a “precise” sensor with $\sigma_\epsilon^2 = 0.25$. Suppose also that the precise sensor is a scarce resource,
and can only be utilized when there is a good chance of localizing the source; in particular, rules require it to be used if and only if the current posterior variance is below a threshold of 3. (Recall that the prior variance is 4.) The observation noise standard deviation thus has the form

\[
\sigma^2_{k}(x_{k,b}) = \begin{cases} 
0.25, & \text{if } \{\text{variance corresponding to } x_{k,b}\} < 3 \\
4, & \text{otherwise} 
\end{cases}
\]

(19)

The same wind conditions as in (18) are applied. Batch design is expected to perform poorly for this case, since it cannot include the effect of feedback in its assessment of different experimental configurations, and thus cannot plan for the use of the precise sensor.

The same numerical setup as Case 1 is used. Policies are assessed using the same procedure but with one caveat. Batch design selected \(d_0\) and \(d_1\) without accounting for feedback from the result of the first experiment. But in assessing the performance of the optimal batch design, we will allow the belief state to be updated between experiments; this choice maintains a common assessment framework between the batch and sOED design strategies, and is in fact more favorable to batch design than a feedback-free assessment. In particular, updating the belief state permits the use of the precise sensor. In other words, while batch design cannot strategically plan for the use of the precise sensor, we make this sensor available in the policy assessment stage if the condition in (19) is satisfied.

Again, only data from \(\ell = 3\) for sOED are shown, with other iterations producing similar results. Pairwise scatter plots of \((d_0, d_1)\) for 1000 simulated trajectories are shown in Figure 9. As expected, batch design is able to account for change in wind velocity at \(t = 1\) and immediately starts moving the vehicle to the right for the first experiment so that it can reach locations of higher information gain for the second experiment, after the plume is advected to the right. sOED, however, realizes that there is the possibility of using the precise device in the second experiment if it can reduce the posterior variance below the threshold using the first observation. Thus it moves to the left in the first experiment (towards the more likely initial plume locations) to obtain an observation that is expected to be more informative, even though the movement cost is higher. This behavior is in stark contrast with that of the sOED policy for Case 1. Roughly 55% of the resulting sOED trajectories achieve the threshold for using the precise device in the second experiment compared to only 8% from batch design. This subset of the sOED trajectories has an expected reward of \(U = 0.51\), in contrast to \(U = -0.01\) for the subset of trajectories that fail to qualify. Effectively, the sOED policy creates an opportunity for a much larger reward with a slightly higher cost of initial investment. Histograms of the total rewards from all 1000 trajectories are shown in Figure 8. Indeed, the reward distribution for the sOED policy sees more mass in higher values. Overall the risk taken by sOED pays off as it produces an expected reward of \(U(\pi^L) = 0.26 \pm 0.02\), while batch design produces a much lower value of \(U(\pi^{\text{batch}}) = 0.15 \pm 0.02\).

4.2.3 Case 3: additional experiments and policy updates

This case demonstrates sOED with a larger number of experiments, and also explores the ability of our policy update mechanism to improve the policy resulting from a poor initial choice of design measure for exploration. We consider \(N = 4\) experiments, with the wind condition

\[
d_w(t) = \begin{cases} 
0, & t < 1 \\
5(t - 1), & t \geq 1
\end{cases}
\]

(20)
Figure 9: Contaminant source inversion problem, Case 2: scatter plots of \((d_0, d_1)\) from 1000 simulated trajectories of batch design and sOED.

and a two-tiered measurement system similar to that of Case 2:

\[
\sigma^2_{\epsilon_k}(x_{k,b}) = \begin{cases} 
0.25, & \text{if } \{\text{variance corresponding to } x_{k,b}\} < 2.5 \\
4, & \text{otherwise}
\end{cases}.
\]  

A total of \(L = 10\) policy updates are conducted, starting with a design measure for exploration of \(\mathcal{N}(-2.5, 0.1)\), which targets a particular point in the left part of design space and ignores the remaining regions. Subsequent iterations use a mix of 5% exploration and 95% exploitation trajectories as regression points. 100-node grids are used both to construct the policy and to drive the common assessment framework. All other settings remain the same as in Cases 1 and 2. For this case, we intuitively expect the most informative data (and the most design “activity,” i.e., variation in policy outputs) to occur at the second and third experiments, as the plume is carried by the wind through the vehicle starting location \((x_0, p) = 5.5\) at those times. Additionally, we anticipate that the advantage of the precise instrument might be less prominent compared to Case 2, since more experiments are performed overall.

Figure 11 presents distributions of each design \(d_k\) (drawn sideways) from 1000 simulated trajectories versus the policy update index, \(\ell\). The blue dashed line connects the mean values of successive distributions. Figure 12 shows a similar plot for the total reward, with expected rewards also reported in Table 4. We can immediately make two observations. First, the policy at \(\ell = 1\) appears to be quite poor, producing an expected reward that is significantly lower than that of subsequent iterations. This low value is to be expected, given the poor initial choice of design measure for exploration. Starting at \(\ell = 2\), exploitation samples become available for regression, and they contribute to a dramatic improvement in the expected reward. (Under the hood, this jump corresponds to a significant improvement in the value function approximations \(\tilde{J}_k\).) Large differences between the \(d_k\) distributions of these first two iterations can also be observed. In comparison, subsequent iterations show much smaller changes; this is consistent with the intuition described in Section 3.2.3.

Second, a small oscillatory behavior can be seen between iterations, most visibly in \(d_0\). This is likely due to some interaction between the limitations of the selected features in capturing the landscape of the true value function, and the ensuing locations of the regression points.
generated by exploration. In other words, the regression points might oscillate slightly around the region of the state space visited by the optimal policy. Nonetheless, the design oscillations are quite small compared to the first change following $\ell = 1$. The oscillations are also small relative to the range of the overall design space and the width of the design distributions. More importantly, an oscillation is not visible in the reward distributions of Figure 12 and in the values of the expected reward, implying a sense of “flatness” around the optimal policy.

We also performed numerical tests on this problem using a more reasonable design measure for exploration of $\mathcal{N}(0, 4)$, with 30% exploration samples; results are reported in Table 5. The expected reward values from $\ell = 1$ and from the pure exploration policy are much better compared to their counterparts in Table 4.

Overall, these results indicate that the first iteration of policy update (from $\ell = 1$ to $\ell = 2$) can be very helpful, especially when it is unclear what a suitable design measure for exploration should be. This first iteration can help recover from extremely poor initial choices of exploration policy. Subsequently, it seems that only a small number of policy updates (e.g., $L = 3$) are needed in practice.

Table 4: Contaminant source inversion problem, Case 3: expected rewards (mean values of histograms in Figure 12) estimated from 1000 simulated trajectories, using a “poor” design measure for exploration of $\mathcal{N}(-2.5, 0.1)$.

| $\ell$ | Expected reward | $\ell$ | Expected reward |
|--------|-----------------|--------|-----------------|
| 1      | $-1.20 \pm 0.02$| 6      | $0.69 \pm 0.03$ |
| 2      | $0.65 \pm 0.03$ | 7      | $0.68 \pm 0.03$ |
| 3      | $0.68 \pm 0.02$ | 8      | $0.70 \pm 0.03$ |
| 4      | $0.70 \pm 0.02$ | 9      | $0.71 \pm 0.02$ |
| 5      | $0.72 \pm 0.03$ | 10     | $0.71 \pm 0.03$ |
| Exploration | $-2.00 \pm 0.03$ |
Figure 11: Contaminant source inversion problem, Case 3: design distributions for \( d_0, d_1, d_2, \) and \( d_3, \) from 1000 simulated trajectories over successive steps \( \ell \) of policy update. The blue dashed line connects the means of the distributions.

5 Conclusions

We have developed a rigorous formulation of the sequential optimal experimental design (sOED) problem, in a fully Bayesian and decision-theoretic setting. The solution of the sOED problem is not a set of designs, but rather a feedback control policy—i.e., a decision rule that specifies which experiment to perform as a function of the current system state. The latter incorporates the current posterior distribution (i.e., belief state) along with any other design-relevant variables. More commonly-used batch and greedy experimental design approaches are shown to result from simplifications of this sOED formulation; these approaches are in general suboptimal. Unlike batch or greedy design alone, sOED combines coordination among multiple experiments, which includes the ability to account for future effects, with feedback, where information derived from each experiment influences subsequent designs.

Directly solving for the optimal policy is a challenging task, particularly in the setting considered here: a finite horizon of experiments, described by continuous parameter, design, and observation spaces, with nonlinear models and non-Gaussian posterior distributions. Instead we cast the sOED problem as a dynamic program and employ various approximate dynamic programming (ADP) techniques to approximate the optimal policy. Specifically, we use a one-step lookahead policy representation, combined with approximate value iteration (backward
induction with regression). Value functions are approximated using a linear architecture and estimated via a series of regression problems obtained from the backward induction procedure, with regression points generated via both exploration and exploitation. In obtaining good regression samples, we emphasize the notion of the state measure induced by the current policy; our algorithm incorporate an update to adapt and refine this measure as better policy approximations are constructed.

We apply our numerical ADP approach to several examples of increasing complexity. The sOED policy is first verified on a linear-Gaussian problem, where an exact solution is available analytically. The methods are then tested on a nonlinear and time-dependent contaminant source inversion problem. Different test cases demonstrate the advantages of sOED over batch and greedy design, and the ability of policy update to improve the initial policy resulting from a poor choice of design measure for exploration.

There remain many important avenues for future work. One challenge involves the representation of the belief state \( x_{k,b} \), and the associated inference methodologies. The ADP approaches developed here are largely agnostic to the representation of the belief state: as long as one can evaluate the system dynamics \( x_{k+1} = \mathcal{F}_k(x_k, y_k, d_k) \) and the features \( \phi_{k,i}(x_k) \), then approximate
value iteration and all the other elements of our ADP algorithm can be directly applied. In the case of parametric posteriors (e.g., Bayesian inference with conjugate priors and likelihoods) the representation and updating of $x_{k,b}$ is trivial. But in the general case of continuous and non-Gaussian posteriors, finding an efficient representation of $x_{k,b}$—one that allows repeated inference under different realizations of the data—can be difficult. In this paper, we have employed an adaptive discretization of the posterior probability density function, but this choice is impractical for higher parameter dimensions. A companion paper will explore a more flexible and scalable alternative, based on the construction of transport maps over the joint distribution of parameters and data, from which conditionals can efficiently be extracted [49, 45]. Alternative ADP approaches are also of great interest, including model-free methods such as $Q$-learning.
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