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1. Introduction

Let \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) be two real Hilbert spaces endowed with inner product \( \langle \cdot, \cdot \rangle \) and induced norm \( \| \cdot \| \). A mapping \( T : \mathcal{H}_1 \rightarrow \mathcal{H}_1 \) is called contraction, if \( \exists \kappa \in (0, 1) \) such that \( \| T(\phi) - T(\psi) \| \leq \kappa \| \phi - \psi \|, \forall \phi, \psi \in \mathcal{H}_1 \). If \( \kappa = 1 \), then \( T \) becomes nonexpansive. A mapping \( T \) is said to have a fixed point, if \( \exists \phi \in (\mathcal{H}_1) \) such that \( T(\phi) = (\phi) \). Further, if \( T_n : \mathcal{H}_1 \rightarrow \mathcal{H}_1, (n = 1, \cdots, M) \) is a finite collection of nonexpansive mappings. Then, the fixed-point problem (FPP) is defined as find \( \phi \in \mathcal{H}_1 \) such that

\[
\bigcap_{n=1}^{M} T_n(\phi) = \phi. \tag{1}
\]

It is easy to show that if \( \bigcap_{n=1}^{M} \text{Fix}(T_n) \neq 0 \), then \( \bigcap_{n=1}^{M} \text{Fix}(T_n) \) is closed and convex. Many iterative methods have been adopted to examine the solution of a fixed-point problem for nonexpansive mappings and its variant forms, see [1–5] and references therein.

We know that most of the techniques for solving the fixed-point problems can be acquired from Mann’s iterative technique [3], namely, for arbitrary \( x_0 \in \mathcal{C} \), compute

\[
x_{k+1} = \alpha_k x_k + (1 - \alpha_k) T x_k, \quad k \geq 0, \tag{2}
\]

where \( T \) is a nonexpansive mapping from a nonempty closed convex subset \( \mathcal{C} \) of Hilbert space \( \mathcal{H}_1 \) to itself and \( \alpha_k \) is a control sequence, which force \( \{x_k\} \) to converge (weak) to a fixed point of \( T \). To obtain the strong convergence result, Moudafi [4] proposed the viscosity approximation method by combining the nonexpansive mapping \( T \) with a contraction of given mapping \( f \) over \( \mathcal{C} \). For an arbitrary \( x_0 \in \mathcal{C} \), compute the sequence \( \{x_k\} \) generated by

\[
x_{k+1} = \alpha_k f(x_k) + (1 - \alpha_k) T x_k, \quad k \geq 0, \tag{3}
\]

where \( \alpha_k \in (0, 1) \) goes slowly to zero. The sequence \( \{x_{k+1}\} \) achieved from this iterative method converges strongly to a fixed point of \( T \).

On the other hand, let us recall some work about split variational inequality/inclusion problems. A multivalued
mapping \(G: \mathcal{H}_1 \rightarrow 2^{\mathcal{H}_1}\) is called maximal monotone, if its graph \(\text{gph}(G) = \{(\varphi, \psi) \in \mathcal{H}_1 \times \mathcal{H}_1 : \psi \in G(\varphi)\}\) is not properly contained by the graph of any other monotone mapping. A monotone mapping \(G\) is maximal monotone if and only if for \((\varphi, \zeta) \in \mathcal{H}_1 \times \mathcal{H}_1\), \((\varphi - \psi, \zeta - \theta) \geq 0\) for every \((\psi, \theta) \in \text{gph}(G)\) implies that \(\zeta \in G(\varphi)\). If \(G\) is maximal monotone, then operator \(f^G_\lambda = (I + \lambda G)^{-1}\) is well defined, nonexpansive, and known as the resolvent of \(G\) with parameter \(\lambda > 0\), which is defined at every point of the domain.

The idea of split variational inequality problem (SVIP) given by Censor et al. [6], which amounts to saying find a solution of variational inequality whose image, under a given bounded linear operator, solves another variational inequality. Find \(\varphi^* \in \mathcal{C}\) such that

\[
\langle h(\varphi^*), \varphi - \varphi^* \rangle \geq 0, \quad \forall \varphi \in \mathcal{C},
\]

and such that

\[
\psi^* = A\varphi^* \in \mathcal{D}\text{solves } \langle g(\psi^*), \psi - \psi^* \rangle \geq 0, \quad \forall \psi \in \mathcal{D},
\]

where \(\mathcal{C}\) and \(\mathcal{D}\) are closed, convex subsets of Hilbert spaces \(\mathcal{H}_1\) and \(\mathcal{H}_2\), respectively; \(A: \mathcal{H}_1 \rightarrow \mathcal{H}_2\) is a bounded linear operator, and \(h: \mathcal{H}_1 \rightarrow \mathcal{H}_1\) and \(g: \mathcal{H}_2 \rightarrow \mathcal{H}_2\) are two operators. They studied the weak convergent result to solve SVIP.

Moudafi [7] generalized SVIP and introduced split monotone variational inclusion problem (S\(_p\)VIP): find \(\varphi^* \in \mathcal{H}_1\) such that

\[
0 \in h(\varphi^*) + G_1(\varphi^*),
\]

and such that

\[
\psi^* = A\varphi^* \in \mathcal{H}_2\text{solves } 0 \in g(\psi^*) + G_2(\psi^*),
\]

where \(G_1: \mathcal{H}_1 \rightarrow 2^{\mathcal{H}_1}\) and \(G_2: \mathcal{H}_2 \rightarrow 2^{\mathcal{H}_2}\) are multivalued monotone mappings, \(A: \mathcal{H}_1 \rightarrow \mathcal{H}_2\) is a bounded linear operator, \(h: \mathcal{H}_1 \rightarrow \mathcal{H}_1\) and \(g: \mathcal{H}_2 \rightarrow \mathcal{H}_2\) are two single-valued operators. The author also composed an iterative algorithm to solve (S\(_p\)MVIP) and showed that the sequence achieved by the proposed algorithm converges weakly to the solution of (S\(_p\)MVIP). Numerous iterative methods have been investigated for split variational inequality/inclusion problems, split common fixed-point problems, split feasibility problems, and split zero problems and their generalizations, see [6, 8–16] and references therein.

If \(h = g = 0\) in S\(_p\)VIP, then we obtain the split variational inclusion problem (S\(_p\)VIP) considered in [8], stated as find \(\varphi^* \in \mathcal{H}_1\) such that

\[
0 \in G_1(\varphi^*),
\]

such that

\[
\psi^* = A\varphi^* \in \mathcal{H}_2\text{solves } 0 \in G_2(\psi^*).
\]

Byrne et al. [8] proposed the following iterative scheme for S\(_p\)VIP and studied the strong and weak convergence. For arbitrary \(x_0 \in \mathcal{H}_1\), compute the iterative sequence achieved by the following scheme:

\[
x_{k+1} = f^G_\lambda \left( x_k + \mu A^* \left( f^G_\lambda - I \right) A x_k \right),
\]

for \(\lambda > 0\).

Recently, Kazmi and Rizvi [17] suggested and examined an iterative algorithm to estimate the common solution for S\(_p\)VIP and a fixed-point problem of a nonexpansive mapping in Hilbert spaces. Prangpat and Sauntai [18] studied the split variational inclusion problem and fixed-point problem in Banach spaces. Haitao and Li [19] investigated the split variational inclusion problem and fixed-point problem of nonexpansive semigroup without prior calculation of operator norm. Later, many authors studied the common solution of split variational inequality/inclusion problem and fixed-point problem of nonexpansive mappings in the framework of Hilbert/Banach spaces, see for example [18–24] and references therein.

Following the works in [4, 7, 8, 17] and by the current research in this flow, we propose an iterative scheme to approximate a common solution of FPP and S\(_p\)VIP. We prove that the sequences achieved by the proposed iterative scheme strongly converge to the common solution of FPP and S\(_p\)VIP. The iterative scheme and results discussed in this article are new and can be viewed as generalization and refinement of the previously published work in this area.

### 2. Prelude and Auxiliary Results

In this section, we assembled some underlying definitions and supporting results.

**Definition 1.** Let \(\mathcal{C}(\mathcal{C} \subset \mathcal{H}_1)\), the metric projection \(P_{\mathcal{C}}\) onto the set \(\mathcal{C}\) is defined as \(P_{\mathcal{C}}(\vartheta) \in \mathcal{C}\) and \(\|\vartheta - P_{\mathcal{C}}(\vartheta)\| = \inf_{\omega \in \mathcal{C}}\|\vartheta - \omega\|\), \(\forall \vartheta \in \mathcal{H}_1\).

\(P_{\mathcal{C}}\) is also characterised by the facts that \(P_{\mathcal{C}}(\vartheta) \in \mathcal{C}\),

\[
\langle \vartheta - P_{\mathcal{C}}(\vartheta), \omega - P_{\mathcal{C}}(\vartheta) \rangle \leq 0
\]

and

\[
\|\vartheta - \omega\|^2 \geq \|\vartheta - P_{\mathcal{C}}(\vartheta)\|^2 + \|\omega - P_{\mathcal{C}}(\vartheta)\|^2, \quad \forall \vartheta \in \mathcal{H}_1, \omega \in \mathcal{C}.
\]

**Remark 2** (see [25, 26]). For a nonexpansive mapping \(T\) and projection \(P_{\mathcal{C}}(\vartheta)\) onto \(\mathcal{C}\), the following results hold in Hilbert spaces:
\[(\vartheta - \omega, P_{g}(\vartheta) - P_{g}(\omega)) \geq \|P_{g}(\vartheta) - P_{g}(\omega)\|^2, \quad \forall \vartheta, \omega \in \mathcal{H}\] \quad \text{(13)}

(ii) For all \((\vartheta, \omega) \in \mathcal{H} \times \mathcal{H},
\begin{align*}
&\langle (\vartheta - T(\vartheta)) - (\omega - T(\omega)), T(\omega) - T(\vartheta) \rangle \\
&\leq \frac{1}{2} \|T(\vartheta) - \vartheta\|^2.
\end{align*}

Thus, for all \((\vartheta, \omega) \in \mathcal{H} \times \text{Fix}(T),\) we get
\[
\langle \vartheta - T(\vartheta), \omega - T(\omega) \rangle \leq \frac{1}{2} \|T(\vartheta) - \vartheta\|^2
\quad \text{(15)}
\]

(iii) For all \(\vartheta, \omega \in \mathcal{H}, t \in (0, 1)
\begin{align*}
&\|t\vartheta - (1-t)\omega\|^2 = t\|\vartheta\|^2 + (1-t)\|\omega\|^2 \\
&- t(1-t)\|\vartheta - \omega\|^2
\end{align*}

\quad \text{(16)}

Thus, firmly nonexpansive mappings are averaged. It can also be seen that averaged mappings are nonexpansive.

**Proposition 5.**

(i) Let \(S : \mathcal{H} \rightarrow \mathcal{H}\) be an averaged and \(V : \mathcal{H} \rightarrow \mathcal{H}\) be a nonexpansive mapping, then \(T = (1-t)S + tV\) is averaged for \(t \in (0, 1)\)

(ii) If the composite \((T_{n})_{n=1}^{M}\) is averaged and have a nonempty common fixed point, then
\[
\bigcap_{n=1}^{M} \text{Fix}(T_{n}) = \text{Fix}(T_{1}T_{2} \cdots T_{M})
\quad \text{(21)}
\]

(iii) If \(T\) is \(\gamma\)-inverse strongly monotone, then for \(r > 0, rT\) is \(r/\gamma\)-inverse strongly monotone

(iv) \(T\) is averaged if its compliment \(I - T\) is \(\gamma\)-inverse strongly monotone for some \(\gamma > (1/2)\)

**Lemma 6** (see [29]). Assume that \(T\) is nonexpansive self-mapping of a closed convex subset \(\mathcal{D}\) of a Hilbert space \(\mathcal{H}\). If \(T\) has a fixed point, then \(I - T\) is demiclosed, i.e., whenever \(\{\omega_{n}\}\) is a sequence in \(\mathcal{D}\) converging weakly to some \(\omega \in \mathcal{D}\) and the sequence \(\{(I - T)\omega_{n}\}\) converges strongly to some \(\omega\), then \((I - T)\omega = \omega\), where \(I\) is the identity mapping on \(\mathcal{H}\).

**Lemma 7** (see [5]). If \(\{\nu_{k}\}\) is a sequence of nonnegative real numbers such that
\[
\nu_{k+1} \leq (1 - \xi_{n})\nu_{k} + \omega_{k}, \quad k = 0, 1, 2, \ldots,
\quad \text{(22)}
\]

where \(\{\xi_{k}\}\) is a sequence in \((0, 1)\) and \(\{\omega_{k}\}\) is a sequence in \(\mathbb{R}\) such that
\[
(i) \sum_{k=0}^{\infty} \xi_{k} = \infty
\]

\[
(ii) \lim_{k \rightarrow \infty} \sup_{k \rightarrow \infty} (\omega_{k}/\xi_{k}) \leq 0 \quad \text{or} \quad \lim_{k \rightarrow \infty} \sup_{k \rightarrow \infty} |\omega_{k}| < \infty
\]

Then, \(\lim_{k \rightarrow \infty} \nu_{k} = 0\).

We denote the solution set of \(S_{p}\) VIP by \(\Xi = \{\varphi^{*} \in \mathcal{H} : 0 \in G_{1}(\varphi^{*}) \text{ and } 0 \in G_{2}(\lambda \varphi^{*})\}\) and of FPP by \(\bigcap_{n=1}^{M} \text{Fix}(T_{n})\).

### 3. Iterative Scheme and Its Convergence

In this section, we present the iterative scheme and show that the sequences obtained from the proposed iterative scheme converge strongly to the common solution of FPP and \(S_{p}\) VIP.

For integer \(K \geq 1\), we define the mapping \(T_{[K]} = T_{[K \mod M]}\) with the mod function, which is taking values from the set \(\{1, 2, \ldots, M\}\), that is, if \(K = aM + b\) for some integer \(a \geq 0\) and \(0 \leq b < M\), then \(T_{[K]} = T_{b}\) if \(b = 0\) and \(T_{[K]} = T_{b}\) if \(0 < b < M\).

**Iterative Scheme 8.** Step 0. Take \(\{\alpha_{k}\} \subset (0, 1)\). Choose \(u_{0} \in \mathcal{H}\) arbitrary and let \(k = 0\).
Step 1. Given $u_k \in \mathcal{H}_1$, compute $u_{k+1} \in \mathcal{H}_1$ as

$$v_k = J_{\lambda_k}^{G_1} \left[ u_k + \mu A^* \left( I + \mu A^* \right) A u_k \right],$$

$$u_{k+1} = \alpha_k f(u_k) + (1 - \alpha_k) T_{[k+1]} v_k,$$

update $k = k + 1$ and go to Step 1.

Condition C. We assume that $\nabla_{n=1} M \cap \text{Fix}(T_n) \neq 0$ and

$$\nabla_{n=1} \text{Fix}(T_n) = \text{Fix}(T_1 \circ T_2 \circ \cdots \circ T_M) = \text{Fix}(T_{M-1} \circ T \circ T \circ \cdots \circ T_1).$$

Lemma 9. $\varphi^* \in \mathcal{H}$ and $\psi^* = A \varphi^*$ are solutions of $S_\lambda$ VIP, if and only if $\varphi^* = J_{\lambda}^{G_1} (\varphi^*)$ and $\psi^* = A \varphi^* = J_{\lambda}^{G_2} (\psi^*)$, for some $\lambda > 0$.

Proof. The proof of the lemma follows immediately from the definitions of resolvent operators.

Remark 10. If $J_{\lambda}^{G_1}$ is the resolvent of maximal monotone mapping $G$, $A^*$ is the adjoint operator of $A$ and $\mathcal{R}$ is the spectral radius of $AA^*$. Then, using the properties of averaged mapping, one can easily show that the operator $[I + \mu A^* (I + \mu A^* - I) A] \text{ averaged with } \lambda > 0, \mu \in (0, 1/\mathcal{R})$.

Now, we prove the following lemma which guarantees the contractivity of $L$, which is needed to prove our main result.

Lemma 11. Let $\mathcal{H}_1$ and $\mathcal{H}_2$ be two real Hilbert spaces and $A : \mathcal{H}_1 \longrightarrow \mathcal{H}_2$ be a bounded linear operator. Suppose that $G_1 : \mathcal{H}_1 \longrightarrow \mathcal{H}_1$ and $G_2 : \mathcal{H}_2 \longrightarrow \mathcal{H}_2$ are maximal monotone operators and $T : \mathcal{H}_1 \longrightarrow \mathcal{H}_1$ be a nonexpansive mapping. Let $f : \mathcal{H}_1 \longrightarrow \mathcal{H}_1$ be a $\kappa$-contraction mapping with constant $\kappa > 0$. For any $\theta \in (0, 1]$, we define a mapping on $\mathcal{H}_1$ by

$$L(\theta) = \theta f(\theta) + (1 - \theta) T \left[ J_{\lambda}^{G_1} \left( \theta + \mu A^* \left( I + \mu A^* \right) A \theta \right) \right], \quad \forall \theta \in \mathcal{H}_1,$$

where $\mu \in (0, 1/\mathcal{R})$, $\mathcal{R}$ is the spectral radius of the operator $AA^*$, and $A^*$ is the adjoint operator of $A$. Then, the mapping $L$ is a contraction with constant $0 < 1 - \theta (1 - \kappa) < 1$; hence, $L$ has a unique fixed point.

Proof. The operators $J_{\lambda}^{G_1}$ and $J_{\lambda}^{G_2}$ are averaged being firmly nonexpansive. For $\mu \in (0, 1/\mathcal{R})$, the operators $[I + \mu A^* (I + \mu A^* - I) A]$ and $J_{\lambda}^{G_1} (I + \mu A^* (I + \mu A^* - I) A)$ are averaged and hence nonexpansive. Thus, for all $u, v \in \mathcal{H}_1$, we have

$$\|L(\theta) - L(\omega)\|
\leq \|\theta f(\theta) + (1 - \theta) T \left[ J_{\lambda}^{G_1} \left( \theta + \mu A^* \left( I + \mu A^* \right) A \theta \right) \right] - \theta f(\omega) + (1 - \theta) T \left[ J_{\lambda}^{G_1} \left( \omega + \mu A^* \left( I + \mu A^* - I \right) A \omega \right) \right]\|$$

Since $0 < 1 - \theta (1 - \kappa) < 1$ implies that $L$ is a contraction, hence $L$ has a unique fixed point.

Theorem 12. Let $\mathcal{H}_1$ and $\mathcal{H}_2$ be two real Hilbert spaces and $A : \mathcal{H}_1 \longrightarrow \mathcal{H}_2$ be a bounded linear operator. Assume that $G_1 : \mathcal{H}_1 \longrightarrow 2^{:\mathcal{H}_1}$ and $G_2 : \mathcal{H}_2 \longrightarrow 2^{:\mathcal{H}_2}$ be two maximal monotone operators and $f : \mathcal{H}_1 \longrightarrow \mathcal{H}_1$ is a contraction with constant $\kappa \in (0, 1)$. Let $T_n : \mathcal{H}_1 \longrightarrow \mathcal{H}_1$, $(n = 1, 2, \cdots, M)$, be a finite collection of nonexpansive mappings satisfying the conditions such that $\nabla_{n=1} M \cap \text{Fix}(T_n) \cap \Xi \neq 0$. Let $\mathcal{R}$ be a spectral radius of $A^*A$, where $A^*$ is the adjoint of $A$. For fixed $\lambda \in \mathcal{H}_1$ and $\{a_k\}$ be a sequence in $(0, 1/\mathcal{R})$ such that $\|a_k\| \rightarrow 0$, $\sum_{k=1}^{\infty} a_k = \infty$, and $\sum_{k=1}^{\infty} |a_k - a_{k-1}| \leq \infty$. Then, the iterative sequences $\{v_k\}$ and $\{\{u_i\}\}$ generated by Iterative Scheme 8 converge strongly to $\tilde{v} \in \nabla_{n=1} M \cap \text{Fix}(T_n) \cap \Xi$, where $\tilde{v} = P_{\nabla_{n=1} M \cap \text{Fix}(T_n) \cap \Xi} \tilde{v}$.

Proof. Let $u^* \in \nabla_{n=1} M \cap \text{Fix}(T_n) \cap \Xi$, then we have $J_{\lambda}^{G_1} u^* = u^*$, $J_{\lambda}^{G_1} A u^* = A u^*$, and $T_n (u^*) = u^*$, $(n = 1, 2, \cdots, M)$, then using Iterative Scheme 8, we evaluate

$$\|v_k - u^*\|^2 = \left\| J_{\lambda}^{G_2} \left( u_k + \mu A^* \left( I + \mu A^* \right) A u_k \right) - u^* \right\|^2$$

where $\mu \in (0, 1/\mathcal{R})$, $\mathcal{R}$ is the spectral radius of the operator $AA^*$, and $A^*$ is the adjoint operator of $A$. Then, the mapping $L$ is a contraction with constant $0 < 1 - \theta (1 - \kappa) < 1$; hence, $L$ has a unique fixed point.
\[ \nabla = 2\mu \left\{ A(u_k - u^*) \right\} + \left( f^{G_2} - I \right) A u_k \]
\[ = 2\mu \left\{ A(u_k - u^*) + \left( f^{G_2} - I \right) A u_k \right\} \]
\[ = 2\mu \left\{ \left( f^{G_2} - I \right) A u_k - u^* \right\} \]
\[ \leq 2\mu \left\{ \left( f^{G_2} - I \right) A u_k \right\} \]
\[ \leq -\mu \left\{ \left( f^{G_2} - I \right) A u_k \right\}^2. \]
\[ (28) \]

Using (28), (27) becomes
\[ \| v_k - u^* \|^2 \leq \| u_k - u^* \|^2 + \mu(\mathcal{R} \mu - 1) \left\{ \left( f^{G_2} - I \right) A u_k \right\}^2. \]
\[ (29) \]

Since \( \mu \in (0, 1/\mathcal{R}) \), we obtain
\[ \| v_k - u^* \|^2 \leq \| u_k - u^* \|^2. \]
\[ (30) \]

Now, we show that \( \{ u_k \} \) is bounded.
\[ \| u_{k+1} - u^* \| = \| \alpha_k f(u_k) + (1 - \alpha_k) T_{[k+1]} v_k - u^* \|
\[ \leq \alpha_k \| f(u_k) - u^* \| + (1 - \alpha_k) \| T_{[k+1]} v_k - u^* \|
\[ \leq \alpha_k \| f(u_k) - f(u^*) \| + \alpha_k \| f(u^*) - u^* \|
\[ + (1 - \alpha_k) \| v_k - u^* \|
\[ \leq \alpha_k \| u_k - u^* \| + \alpha_k \| f(u^*) - u^* \|
\[ + (1 - \alpha_k) \| v_k - u^* \|
\[ = \left[ 1 - \alpha_k (1 - \kappa) \right] \| u_k - u^* \| + \alpha_k \| f(u^*) - u^* \|
\[ \leq \max \left\{ \| u_k - u^* \|, \frac{\| f(u^*) - u^* \|}{1 - \kappa} \right\} \]
\[ \leq \max \left\{ \| u_0 - u^* \|, \frac{\| f(u^*) - u^* \|}{1 - \kappa} \right\}. \]
\[ (31) \]

Hence, \( \{ u_k \} \) is bounded, which implies that the sequences \( \{ v_k \}, \{ f(u_k) \}, \) and \( \{ T_{[k+1]} v_k \} \) are also bounded. It follows from nonexpansiveness of \( T_n, \) \( n = 1, \ldots, M, \) and Lipschitz continuity of \( f \) with constant \( \kappa \) that
\[ \| u_{k+1} - u_k \| = \| \alpha_k f(u_k - u^*) + (1 - \alpha_k) T_{[k+1]} v_k - u_k - u^* \|
\[ \leq \alpha_k \| f(u_k) - u^* \| + (1 - \alpha_k) \| T_{[k+1]} v_k - u_k - u^* \|
\[ \leq \alpha_k \| f(u_k) - f(u^*) \| + \alpha_k \| f(u^*) - u^* \|
\[ + (1 - \alpha_k) \| v_k - u_k - u^* \|
\[ \leq \alpha_k \| u_k - u^* \| + \alpha_k \| f(u^*) - u^* \|
\[ + (1 - \alpha_k) \| v_k - u_k - u^* \|
\[ = \alpha_k \| u_k - u^* \| + \alpha_k \| f(u^*) - u^* \|
\[ + (1 - \alpha_k) \| v_k - u_k - u^* \|
\[ = \left[ 1 - \alpha_k (1 - \kappa) \right] \| u_k - u^* \| + \alpha_k \| f(u^*) - u^* \|
\[ \leq \max \left\{ \| u_k - u^* \|, \frac{\| f(u^*) - u^* \|}{1 - \kappa} \right\} \]
\[ \leq \max \left\{ \| u_0 - u^* \|, \frac{\| f(u^*) - u^* \|}{1 - \kappa} \right\}. \]
\[ (32) \]

that is,
\[ \| u_{k+1} - u_k \| = \kappa \| u_{k+1} - u_k \|
\[ + (1 - \alpha_k) \| v_k - v_{k-1} \|
\[ + 2 \| u_{k-1} - u_k \|. \]
\[ (33) \]

where \( M_1 = \sup \{ \| f(u_{k-1}) \| + \| T_{[k]} v_{k-1} \| : k \in \mathbb{N} \}. \) Since, \( \mu \in (0, 1/\mathcal{R}) \), the operator \( f_{\lambda_k}^G (I + \mu A^*(f^{G_2} - I) A) \) is average and hence nonexpansive, then we have
\[ \| v_{k+1} - v_k \| = \| f_{\lambda_k}^G (u_{k+1} + \mu A^*(f^{G_2} - I) A u_{k+1}) - f_{\lambda_k}^G (u_k + \mu A^*(f^{G_2} - I) A u_k) \|
\[ \leq \| f_{\lambda_k}^G (I + \mu A^*(f^{G_2} - I) A) u_{k+1} - f_{\lambda_k}^G (I + \mu A^*(f^{G_2} - I) A) u_k \|
\[ \leq \| u_{k+1} - u_k \|. \]
\[ (34) \]

From (34), (33) becomes
\[ \| u_{k+1} - u_k \| \leq \left[ 1 - \alpha_k (1 - \kappa) \right] \| u_{k+1} - u_k \|
\[ + 2 \| u_{k-1} - u_k \|. \]
\[ (35) \]

let \( \xi_k = \alpha_k (1 - \kappa), \omega_k = 2 \| u_{k-1} - u_k \|, \) by using Lemma 7, we conclude that
\[ \lim_{k \to \infty} \| u_{k+1} - u_k \| = 0. \]
\[ (36) \]
Now, we show that \( \|u_k - v_k\| \to 0 \) as \( k \to \infty \). From (29), it follows that

\[
\|u_{k+1} - u^*\|^2 = \|a_k f(u_k) + (1 - a_k) T_{[k+1]} v_k - u^*\|^2 \\
\leq a_k \|f(u_k) - u^*\|^2 + (1 - a_k) \|T_{[k+1]} v_k - T_{[k+1]} u^*\|^2 \\
\leq a_k \|f(u_k) - u^*\|^2 + (1 - a_k) \|v_k - u^*\|^2 \\
\leq a_k \|f(u_k) - u^*\|^2 + (1 - a_k) \cdot \left[ \|u_k - u^*\|^2 + \mu(\mathcal{R} - 1) \|\left( f^{G_1}_A - I \right) A u_k \|^2 \right].
\]

Therefore,

\[
\mu(-\mathcal{R} + 1) \left\| \left( f^{G_1}_A - I \right) A u_k \right\|^2 \\
\leq a_k \|f(u_k) - u^*\|^2 + \|u_k - u^*\|^2 - \|u_{k+1} - u^*\|^2 \\
= a_k \|f(u_k) - u^*\|^2 + \|u_{k+1} - u_k\| \left( \|u_k - u^*\| + \|u_{k+1} - u^*\| \right).
\]

(37)

Since \( (1 - \mathcal{R}) > 0 \), \( a_k \to 0 \), and \( \|u_{k+1} - u_k\| \to 0 \), we get

\[
\left\| \left( f^{G_1}_A - I \right) A u_k \right\| \to 0 \text{ as } k \to \infty.
\]

(39)

Since \( \mu \in (0, 1/\mathcal{R}) \) and using (27) and (29), we obtain

\[
\|v_k - u^*\|^2 = \left\| f^{G_1}_A \left( u_k + \mu A^* \left( f^{G_1}_A - I \right) A u_k \right) - u^* \right\|^2 \\
= \left\| f^{G_1}_A \left( u_k + \mu A^* \left( f^{G_1}_A - I \right) A u_k \right) - f^{G_1}_A u^* \right\|^2 \\
\leq \left\langle v_k - u^*, u_k + \mu A^* \left( f^{G_1}_A - I \right) A u_k - u^* \right\rangle \\
= \frac{1}{2} \left( \|v_k - u^*\|^2 + \|u_k + \mu A^* \left( f^{G_1}_A - I \right) A u_k - u^*\|^2 \\
- \|v_k - u^*\| \left( u_k + \mu A^* \left( f^{G_1}_A - I \right) A u_k - u^* \right) \right) \\
= \frac{1}{2} \left( \|v_k - u^*\|^2 + \|u_k - u^*\|^2 + \mu(\mathcal{R} - 1) \|\left( f^{G_1}_A - I \right) A u_k \|^2 \right) \\
\leq \frac{1}{2} \left( \|v_k - u^*\|^2 + \|u_k - u^*\|^2 - \|v_k - u_k\|^2 + \mu(\mathcal{R} - 1) \|\left( f^{G_1}_A - I \right) A u_k \|^2 \right) \\
\leq \frac{1}{2} \left( \|v_k - u^*\|^2 + \|u_k - u^*\|^2 \right) + 2\mu \|A(v_k - u_k)\| \left\| \left( f^{G_1}_A - I \right) A u_k \right\|.
\]

Thus, we get

\[
\|v_k - u^*\|^2 \leq \|u_k - u^*\|^2 + 2\mu \|A(v_k - u_k)\| \left\| \left( f^{G_1}_A - I \right) A u_k \right\| \\
- \|v_k - u_k\|^2.
\]

(41)

By (37) and (41), we have

\[
\|u_{k+1} - u^*\|^2 \leq a_k \|f(u_k) - u^*\|^2 + (1 - a_k) \left( \left\| \left( f^{G_1}_A - I \right) A u_k \right\| \right) \\
+ \|u_k - u^*\|^2 - \|v_k - u_k\|^2 \\
\leq a_k \|f(u_k) - u^*\|^2 + 2\mu \|A(v_k - u_k)\| \\
\cdot \left\| \left( f^{G_1}_A - I \right) A u_k \right\| + \|u_k - u^*\|^2 - \|v_k - u_k\|^2,
\]

(42)

that is,

\[
\|v_k - u_k\|^2 \leq a_k \|f(u_k) - u^*\|^2 + 2\mu \|A(v_k - u_k)\| \\
\cdot \left\| \left( f^{G_1}_A - I \right) A u_k \right\| + \|u_k - u^*\|^2 - \|v_k - u_k\|^2 \\
\leq a_k \|f(u_k) - u^*\|^2 + 2\mu \|A(v_k - u_k)\| \\
\cdot \left\| \left( f^{G_1}_A - I \right) A u_k \right\| + \|u_k - u^*\|^2 - \|v_k - u_k\|^2)
\]

(43)

Since \( a_k \to 0 \), \( \|u_{k+1} - u_k\| \to 0 \), \( \|u_{k+1} - u_k\| \to 0 \) as \( k \to \infty \), we get

\[
\lim_{k \to \infty} \|v_k - u_k\| = 0.
\]

(44)

We recognized that the following relation holds:

\[
u_{k+1} - u_k = u_{k+1} - T_{[k+1]}(v_{k+1}) + \ldots + T_{[k+M]}(v_{k+1}) - T_{[k+M-1]}(u_{k+1}) + \ldots + T_{[k+M]}(u_{k+1}) - T_{[k+M-1]}(v_{k+1}) + \ldots
\]

(45)
By Iterative Scheme 8, we can easily see that $\|u_{k+1} - T_{[k+1]}v_k\| \to 0$ as $k \to \infty$. From (44) and nonexpansiveness of $T_n (n = 1, 2, \cdots, M)$, it follows that

$$
\left\| u_{k+M} - T_{[k+M]}(v_{k+M-1}) \right\| \to 0
$$

$$
\left\| T_{[k+M]}(v_{k+M-1}) - T_{[k+M]}(u_{k+M-1}) \right\| \to 0
$$

$$
\left\| T_{[k+M]}(u_{k+M-1}) - T_{[k+M]} \circ T_{[k+M]}(v_{k+M-2}) \right\| \to 0
$$

$$
\vdots
$$

$$
\left\| T_{[k+M]} \circ \cdots \circ T_{[k+1]}(v_{k+1}) - T_{[k+M]} \circ \cdots \circ T_{[k+1]}(u_{k}) \right\| \to 0
$$

$$
\left\| T_{[k+M]} \circ \cdots \circ T_{[k+1]}(u_{k}) - T_{[k+M]} \circ \cdots \circ T_{[k+1]}(v_{k}) \right\| \to 0.
$$

By using (36) and (45), we conclude that

$$
\lim_{k \to \infty} \left\| T_{[k+M]} \circ T_{[k+M-1]} \circ \cdots \circ T_{[k+1]}(v_k) - u_k \right\| = 0.
$$

Now, using (47) and (44), we write

$$
\left\| T_{[k+M]} \circ T_{[k+M-1]} \circ \cdots \circ T_{[k+1]}(v_k) - v_k \right\|
$$

$$
\leq \left\| T_{[k+M]} \circ T_{[k+M-1]} \circ \cdots \circ T_{[k+1]}(u_k) - u_k \right\|
$$

$$
+ \left\| v_k - u_k \right\|
$$

as $k \to \infty$, that is,

$$
\left\| T_{[k+M]} \circ T_{[k+M-1]} \circ \cdots \circ T_{[k+1]}(v_k) - u_k \right\| \to 0 \text{ as } k \to \infty.
$$

Boundedness of $\{v_k\}$ implies that there exists a subsequence $\{v_{k_n}\}$ of $\{v_k\}$ converging weakly to $u$. Because the collection of mappings $\{T_n : 1 \leq n \leq M\}$ is finite, we can say for some integer $K \in \{1, 2, \cdots, N\}$

$$
T_{[k_n]} = T_K, \quad \forall n \geq 1.
$$

Thus, from (49), we have

$$
\left\| T_{[k+M]} \circ T_{[k+M-1]} \circ \cdots \circ T_{[k+1]}(v_k) - v_k \right\| \to 0.
$$

Therefore, using Lemma 6, we conclude that

$$
\omega \in \text{Fix}(T_{[n+M]} \circ \cdots \circ T_{[n+1]}).
$$

Thus, by the assumptions of Condition C, we have $\omega \in \bigcap_{n=1}^M \text{Fix}(T_n)$. On the other hand,

$$
v_k = f_{G_1}^\lambda \left[ u_k + \mu A^* \left( f_{G_1}^\lambda - I \right) u_k \right]
$$

$$
u_k + \mu A^* \left( f_{G_1}^\lambda - I \right) u_k \in (I + \lambda G_1) v_k
$$

$$
u_k - v_k + \mu A^* \left( f_{G_1}^\lambda - I \right) u_k \in G_1 (v_k).
$$

We know that the graph of a maximal monotone operator is weakly strongly closed; hence, by taking $i \to \infty$ and using (37) and (44), we get

$$
0 \in G_1 (\omega).
$$

Since $\{u_k\}, \{v_k\}$ have the same asymptotical behaviour, $\{Au_k\}$ converges weakly to $Au$. Therefore, by (39), the nonexpansive property of $f_{G_1}^\lambda$ and Lemma 6, we get $0 \in G_2 (Au)$. Thus, $\omega \in \cap_{n=1}^M \text{Fix}(T_n) \cap E$.

Now, we need to show that $\limsup_{k \to \infty} \langle f(\tilde{v}) - \tilde{v}, u_k - \tilde{v} \rangle \leq 0$, where $\tilde{v} = \text{Proj}_{\cap_{n=1}^M \text{Fix}(T_n) \cap E} f(\tilde{v})$.

We have

$$
\limsup_{k \to \infty} \langle f(\tilde{v}) - \tilde{v}, u_k - \tilde{v} \rangle = \limsup_{k \to \infty} \left( \langle f(\tilde{v}) - \tilde{v}, T_{[k+1]}v_k - \tilde{v} \rangle \right)
$$

$$
\leq \langle f(\tilde{v}) - \tilde{v}, \omega - \tilde{v} \rangle \leq 0,
$$

since $\tilde{v} \in \cap_{n=1}^M \text{Fix}(T_n) \cap E$.

Finally, we show that $x_k \to \tilde{v}$

$$
\left\| u_{k+1} - \tilde{v} \right\|^2 = \left\| \alpha_k f(u_k) + (1 - \alpha_k) T_{[k+1]}(v_k) - \tilde{v} \right\|^2
$$

$$
= \left( \alpha_k (T_{[k+1]}(v_k) - \tilde{v}) - \alpha_k u_{k+1} - \tilde{v} \right) + (1 - \alpha_k)
$$

$$
\cdot \left( T_{[k+1]}(v_k) - \tilde{v}, u_{k+1} - \tilde{v} \right) \leq \alpha_k (T_{[k+1]}(v_k) - \tilde{v}, u_{k+1} - \tilde{v})
$$

$$
+ (1 - \alpha_k) (v_k - \tilde{v}, u_{k+1} - \tilde{v})
$$

$$
\leq \alpha_k \left( \|f(u_k) - f(\tilde{v})\|^2 + \|u_{k+1} - \tilde{v}\|^2 \right)
$$

$$
+ \alpha_k \left( \|v_k - \tilde{v}\|^2 + \|u_{k+1} - \tilde{v}\|^2 \right)
$$

$$
\leq \frac{1}{2} \left[ (1 - \alpha_k) \|u_{k+1} - \tilde{v}\|^2 + \alpha_k \|u_{k+1} - \tilde{v}\|^2 \right]
$$

$$
+ \alpha_k \left( \|v_k - \tilde{v}\|^2 + \frac{\alpha_k}{2} \|u_{k+1} - \tilde{v}\|^2 \right)
$$

$$
+ \alpha_k \left( \|v_k - \tilde{v}\|^2 + \frac{\alpha_k}{2} \|u_{k+1} - \tilde{v}\|^2 \right),
$$

(56)
which implies that
\[ \|u_{k+1} - \bar{v}\| \leq \left[ 1 - \alpha_k (1 - \kappa^2) \right] \|u_k - \bar{v}\| + 2 \alpha_k (f(\bar{v}) - \bar{v}, u_k - \bar{v}). \]
(57)

From Lemma 7 and (55), we conclude that \( u_k \longrightarrow \bar{v} \)
and from \( \|v_k - u_k\| \longrightarrow 0 \), we have \( v_k \rightarrow w \in \cap_{n=1}^M \text{Fix} T_n \cap \mathcal{Z} \), and
\( u_k \longrightarrow \bar{v} \) as \( k \to \infty \), we achieve that \( \bar{v} = w \). This
completes the proof.

4. Consequences

Suppose \( \mathcal{C} \) and \( \mathcal{D} \) are closed convex subsets of Hilbert spaces
\( \mathcal{H}_1 \) and \( \mathcal{H}_2 \), respectively. Then, find \( u \in \mathcal{H}_1 \) such that
\[ u \in \mathcal{C} \text{ and } Au \in \mathcal{D}, \]
(58)
is called the split feasibility problem (SFP), where \( A : \mathcal{H}_1 \longrightarrow \mathcal{H}_2 \) is a bounded linear operator. Byrne [9]
introduced the \( \mathcal{C} \mathcal{D} \) algorithm to approximate the solution of (58):
\[ u_{k+1} = P_{\mathcal{C}}(u_k + \mu A^* (P_{\mathcal{D}} - I)Au_k), \]
(59)
where \( P_{\mathcal{C}} \) and \( P_{\mathcal{D}} \) are orthogonal projections onto \( \mathcal{C} \) and \( \mathcal{D} \), respectively.

The split common fixed-point problem (SCFP) is an extension of Problem (58), which has been widely investigated
in the present scenario. The SCFP is the inverse problem design to search a vector in a fixed-point set so that
its image under a bounded linear operator corresponds to other fixed-point set, that is, find \( u \in \mathcal{H}_1 \) such that
\[ u = W(u) \text{ and } Au = V(Au), \]
(60)
where \( W : \mathcal{H}_1 \longrightarrow \mathcal{H}_1 \) and \( W : \mathcal{H}_2 \longrightarrow \mathcal{H}_2 \) are nonexpansive mappings. By putting \( W = P_{\mathcal{C}} \) and \( W = P_{\mathcal{D}} \) in (59),
we can have an iterative scheme, which converges to the solution of SCFP.

We denote the solution set of SFP (58) and SCFP (60) by \( \Psi \), and \( \Omega \), respectively. The following corollaries are
given as consequences of Theorem 12.

Corollary 13. Let \( \mathcal{C} \) and \( \mathcal{D} \) be two closed convex subsets of
Hilbert spaces \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \), respectively. Let \( A : \mathcal{H}_1 \longrightarrow \mathcal{H}_2 \)
be a bounded linear operator and \( f : \mathcal{H}_1 \longrightarrow \mathcal{H}_1 \) be a contraction
mapping with constant \( \kappa \in (0, 1) \). Let \( T_n : \mathcal{H}_1 \longrightarrow \mathcal{H}_1 \),
\( (n = 1, 2, \ldots, M) \), be a finite collection of nonexpansive mappings satisfying the condition \( C \) such that \( \cap_{n=1}^M \text{Fix}(T_n) \cap \Psi \neq 0 \). Let \( \mathcal{R} \) be the spectral radius of \( A^* A \), where \( A^* \) is the adjoint of \( A \) such that \( \mu \in (0, 1/\mathcal{R}) \) and \( \{\alpha_k\} \) is a sequence in \( (0, 1) \) with \( \alpha_k \to 0 \) and \( \sum_{k=0}^\infty |\alpha_k| < \infty \). Then, the iterative sequences \( \{v_k\} \) and \( \{u_k\} \) generated by
Iterative Scheme 8 with \( f_G^\ast = P_{\mathcal{C}} \) and \( f_G = P_{\mathcal{D}} \) converge to \( \bar{v} \in \cap_{n=1}^M \text{Fix}(T_n) \cap \Psi \), where \( \bar{v} = P_{\cap_{n=1}^M \text{Fix}(T_n)} \Psi f(\bar{v}) \).

| \( \lambda \) | \( v_k \) | \( u_k = 5 \) | \( v_k \) | \( u_k = -3 \) |
|---|---|---|---|---|
| 1/4 | 0.5 | -0.48502 | -0.25 | -1.831663 |
| 0 | -1.613765 | -1.034683 | -1.623747 | -0.726077 |
| 1 | -1.26012 | -0.956449 | -0.794558 | -0.748519 |
| 3 | -0.967337 | -0.926583 | -0.8113989 | -0.775985 |
| 4 | -0.944937 | -0.988916 | -0.8319989 | -1.037605 |
| 5 | -0.992437 | -0.968237 | -1.028204 | -0.984733 |
| 6 | -0.976178 | -0.948843 | -0.998550 | -0.964922 |
| 7 | -0.961632 | -0.996486 | -0.973792 | -0.991042 |
| 8 | -0.997364 | -0.980131 | -0.993282 | -0.977974 |
| 9 | -0.985098 | -0.968597 | -0.984341 | -0.966999 |
| 10 | -0.976448 | -0.995792 | -0.975249 | -0.996349 |
| 12 | -0.986844 | -0.984495 | -0.997262 | -0.984711 |
| 14 | -0.991737 | -0.996719 | -0.981858 | -0.996662 |

Corollary 14. Let \( \mathcal{H}_1 \) and \( \mathcal{H}_2 \) be two real Hilbert spaces and
\( A : \mathcal{H}_1 \longrightarrow \mathcal{H}_2 \) be a bounded linear operator. Assume that \( G_1 : \mathcal{H}_1 \longrightarrow \mathcal{H}_1 \) and \( G_2 : \mathcal{H}_2 \longrightarrow \mathcal{H}_2 \) are maximal monotone operators and \( f : \mathcal{H}_1 \longrightarrow \mathcal{H}_1 \) is a \( \kappa \)-contraction mapping with constant \( \kappa \in (0, 1) \). Let \( T_n : \mathcal{H}_1 \longrightarrow \mathcal{H}_1 \),
\( (n = 1, 2, \ldots, M) \), be a finite collection of nonexpansive mappings satisfying the condition \( C \) such that \( \cap_{n=1}^M \text{Fix}(T_n) \cap \Omega \neq 0 \). Let \( \mathcal{R} \) be spectral radius of \( A^* A \), where \( A^* \) is the adjoint of \( A \) such that \( \mu \in (0, 1/\mathcal{R}) \) and \( \{\alpha_k\} \) is a sequence in \( (0, 1) \) with \( \lim \alpha_k = 0 \), \( \sum_{k=1}^{\infty} |\alpha_k| = \infty \), and \( \sum_{k=1}^{\infty} |\alpha_k| < \infty \). Then, the iterative sequences \( \{v_k\} \) and \( \{u_k\} \) obtained from Iterative Scheme 8 with \( f_G^\ast = W \) and \( f_G = V \) converge to \( \bar{v} \in \cap_{n=1}^M \text{Fix}(T_n) \cap \Omega \), where \( \bar{v} = P_{\cap_{n=1}^M \text{Fix}(T_n)} \Psi f(\bar{v}) \).

Remark 15. If we take \( T_1 = T_2 = \ldots T_M = T \), a nonexpansive mapping, then we can obtain the iterative scheme and its convergence theorem for the common solution of \( S_{\Psi} \) and a nonexpansive mapping \( T \), studied in [17].

At last, we illustrate the convergence analysis of the proposed iterative scheme with the help of the following numerical example.

5. Numerical Example

Let \( \mathcal{H}_1 = \mathcal{H}_2 = \mathbb{R} \) and \( G_1 : \mathcal{H}_1 \longrightarrow \mathcal{H}_1 \) defined as \( G_1(u) = 2(u + 1) \) and \( G_2 : \mathcal{H}_2 \longrightarrow \mathcal{H}_2 \) defined as \( G_2(u) = -(4/5)u + (12/5) \). For \( \lambda = 1/4 \), we compute the resolvents of \( G_1 \) and \( G_2 \) as
\[ f_G^\ast(u) = [I + \lambda G_1]^{-1}(u) = \frac{2}{3}u - \frac{1}{3}, \]
(61)
\[ f_G(u) = [I + \lambda G_2]^{-1}(u) = \frac{5}{4}u - \frac{3}{4}. \]
It can be easily seen that, here, $\mathcal{E} = \{-1\}$. Further, let $T_1, T_2,$ and $T_3 : \mathcal{H}_1 \to \mathcal{H}_1$ are three nonexpansive mappings, defined by

$$T_1(u) = \sin (u + 1) - 1,$$

$$T_2(u) = \frac{-u - 3}{2},$$

$$T_3(u) = \frac{\cos (\pi u) + u}{2}$$

such that

$$\text{Fix}(T_1) \cap \text{Fix}(T_2) \cap \text{Fix}(T_3) = \{-1\}. \quad (63)$$

Let $f : \mathcal{H}_1 \to \mathcal{H}_1$ be a contraction mapping defined as $f(u) = u/2$ and $A$ be a bounded linear operator defined as $Au = -3u$ with adjoint operator $A^*$ such that $\|A\| = \|A^*\| = 3$.

Since $\mu \in (0, 1/9)$ and $\alpha_k \in (0, 1)$, so we choose $\mu = 1/18$ and $\alpha_k = 1/(3k)$; then, the sequences $\{v_k\}$ and $\{u_k\}$ generated by the iterative scheme are evaluated as

$$v_k = (1 - \alpha_k)T_{k+1}v_k + \frac{1}{\delta(k + 1)}u_k + \frac{1}{3(k + 1)}T_{k+1}^*v_k$$

or for some positive integer $a \geq 0$, and $M = 3$, we can write

$$u_{k+1} = \begin{cases} 
\frac{u_k}{6(k+1)} + \left[1 - \frac{1}{3(k+1)}\right] \sin (v_k + 1) - 1, & \text{if } k = 3a + 1, \\
\frac{u_k}{6(k+1)} + \left[1 - \frac{1}{3(k+1)}\right] \frac{-v_k - 3}{2}, & \text{if } k = 3a + 2, \\
\frac{u_k}{6(k+1)} + \left[1 - \frac{1}{3(k+1)}\right] \frac{\cos (\pi v_k) + v_k}{2}, & \text{if } k = 3a.
\end{cases} \quad (65)$$

From Table 1, we conclude that for two arbitrary different initial points $u_0 = 5$ and $u_0 = -3$, the sequences $\{v_k\}$ and $\{u_k\}$ converge approximately to a point $u^* = -1 \in \cap_{a=1}^M \text{Fix} (T_a) \cap \mathcal{E}$.
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