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Abstract—A conflict between rational and autonomous agents is considered. The paper addresses a differential game of protecting a target in the 3-D space. This problem highlights the strong correlation between the highly dynamic scenario, the uncertainty on the behavior of the adversary, and the online and robust computation of state-feedback strategies which guarantee the required level of performance of each player. This work significantly expands previous results around this problem by providing the players’ state-feedback saddle-point strategies. Additionally, the continuously differentiable Value function of the multi-agent differential game is obtained and it is shown to be the solution of the Hamilton-Jacobi-Isaacs equation. Finally, the Barrier surface is explicitly obtained which defines the winning team according to the current state of the game.

I. INTRODUCTION

Multi-agent dynamic conflicts are a representative problem showcasing autonomous systems, which are deployed in uncertain environments. These problems are generally addressed by means of differential game theory, which provides a framework to analyze pursuit-evasion scenarios, reach-avoid games, and conflicts between adversarial teams. The foundations of differential game theory can be found in the seminal work by Isaacs [1]. In general, pursuit-evasion games consider an evader trying to escape from a pursuer without intentionally aiming at reaching a particular region of the game set [2]–[5]. More recently, reach-avoid games [6]–[8] and attack-defend problems [9]–[13] address more general conflicts where the evader aims at reaching a target or goal set while also avoiding the pursuer. Therefore, two distinct outcomes exist, the evader is able to reach the protected target or the evader is intercepted by the pursuer before reaching said target.

The differential game framework is generally desired in order to solve pursuit-evasion, reach-avoid, and attack-defend games [14], [15], but it is often avoided due to the challenges in solving the Hamilton-Jacobi-Isaacs (HJI) equation [16]. This paper follows Isaacs’ approach and enables cooperation between players of the same team. Most of the references addressing pursuit-evasion and reach-avoid games assume that the agents play in the 2-D Cartesian plane. This paper extends the differential game approach to address reach-avoid scenarios in the 3-D Cartesian space. Additionally, the differential game is solved in analytical and closed-form. The obtained strategies can be implemented on-line in order to take advantage of non-optimal behaviors by the opponent.

Several papers have considered reach-avoid games in the 3-D Cartesian space. The paper [17] addressed an extension of the capture-the-flag game in 3-D with one evader and two cooperative pursuers. Reference [18] considered the defense of a non-maneuverable target in the 3-D Cartesian space with one pursuer and one evader. The pursuer was assumed to be faster than the defender. In the present paper, the pursuers and the evader have equal speed and it is shown that, in the case of equal speed players, at least three cooperative pursuers are needed to intercept the evader. A shortcoming of [18] is that proposed strategies were not verified. Obtaining the solution via Isaacs’ method is the ideal situation in differential games, as it provides guarantees of correctness of the solution [14]. Verification is often overlooked due to challenges in solving the HJI equation; however, verification is of great importance in order to guarantee that the unique saddle-point solution has been in fact synthesized. In addition, we provide the full cooperative strategy. This aspect is usually overlooked in many multi-player games since approximation of the solutions are based on decomposition of strategies which severely limit the level of cooperation of a given team.

Recently, the authors of [19] considered the same problem as in this paper but they only addressed the Game of Kind by determining the Barrier surface. The Game of Kind (which player wins) and the Game of Degree (how the player wins) are equally important and intrinsically related. The Game of Kind solution is necessary for the players to determine which Game of Degree to play and the solution to the Game of Degree needs to sustain the Barrier surface obtained by solving the Game of Kind. The latter means, in technical terms, that optimal strategies should result in a semipermeable Barrier surface.

In this paper we solve the Game of Kind in a more explicit form than [19] and, more importantly, we synthesize and verify the saddle-point state-feedback strategies, thus, providing a complete solution to the Game of Degree as well. In other words, finding the winning regions based on initial conditions is not useful by itself if the players are not able to actually realize such outcomes. Another main difference with respect to [19] is that we consider state-feedback strategies. State-feedback strategies represent a more general and practical class of strategies than the class of strategies considered in [19], where the evader needs to communicate its current strategy to the adversary, the group of pursuers. State-feedback strategies, on the other hand, are only based on the current state of the system and the players do not need to know the current strategy implemented by the adversary. This is more practical and easier to implement in actual conflicts where, for obvious reasons, the players will not share strategic information with the opponent. One
can imagine, for instance, that the evader will deceive its adversary by sharing false strategic information.

When considering state-feedback strategies, we have that at least three pursuers are needed to capture the evader. During the state-feedback strategies, we are able to solve both the Game of Degree and the Game of Kind. These solutions represent a valuable contribution with respect to [19] where only the Game of Kind was addressed. The solution of the Game of Kind only answers the question of which team wins but it does not provide information on how the players can achieve such outcome. It is very important to solve the Game of Degree in order to provide the complete solution of the differential game. By solving the Game of Degree, we are able to determine the optimal strategies of all players and actually enforce the outcome predicted by the Game of Kind solution. In this paper, we obtain and verify this solution. The Value function is obtained and it is shown to be continuously differentiable and to be the solution of the HJI equation.

The rest of the paper is organized as follows. The problem is formulated within the differential game framework in Section II. The state-feedback, optimal strategies are derived and verified in Section III. The Barrier surface of this reach-avoid game in 3-D is explicitly obtained in Section IV. Conclusions are drawn in Section V.

II. THE DIFFERENTIAL GAME IN 3D

Consider a reach-avoid game with three pursuers and one evader, where all players have the same speed. The pursuers are denoted by $P_1$, $P_2$, and $P_3$. The group of pursuers cooperate in order to capture the evader, denoted by $E$, while defending the goal plane, denoted by $\Omega_G$. The evader aims at reaching the goal plane and, without loss of generality, we assume that the goal plane, $\Omega_G$, is given by $z(x, y) = 0$. The game is played in the Euclidean 3-D space. In particular, the game set is $\Omega = \{x, y, z \mid z > 0\}$.

The states of the pursuers are given by their Cartesian coordinates $x_i = (x_i, y_i, z_i)$, for $i = 1, 2, 3$. The state of $E$ is specified by its Cartesian coordinates $x_E = (x_E, y_E, z_E)$. Similarly, the complete state of the differential game is defined by $x := (x_E, x_1, x_2, x_3) \in \mathbb{R}^{12}$. The control set for each agent, is defined as $U := \{u \in \mathbb{R}^3 \mid \|u\|_2 = 1\}$. The control input of $E$ is denoted by $u_E = (u_{x_E}, u_{y_E}, u_{z_E})$. The control input of pursuer $i$ is denoted by $u_i = (u_{x_i}, u_{y_i}, u_{z_i})$, where $u_E, u_i \in U$, for $i = 1, 2, 3$. Hence, the dynamics/kinematics $\dot{x} = f(x, u_E, u_i)$ are specified by the system of ordinary differential equations

$$
\begin{align*}
\dot{x}_E &= u_{x_E}, \\
\dot{y}_E &= u_{y_E}, \\
\dot{z}_E &= u_{z_E}, \\
\dot{x}_i &= u_{x_i}, \\
\dot{y}_i &= u_{y_i}, \\
\dot{z}_i &= u_{z_i},
\end{align*}
$$

with $x_E(0) = x_{E0}$, $y_E(0) = y_{E0}$, $z_E(0) = z_{E0}$, $x_i(0) = x_{i0}$, $y_i(0) = y_{i0}$, $z_i(0) = z_{i0}$, for $i = 1, 2, 3$. Without loss of generality, the speeds have been normalized. The initial state of the system is $x_0 := (x_{E0}, x_{i1}, x_{i2}, x_{i3}) = x(0)$. It is assumed that $z_{E0} > 0$, that is, the evader is initially located in the game set $\Omega$. The single integrator dynamics are typical in many games by Isaacs [1]. It is possible to obtain explicit and closed-loop strategies which can be implemented online. This is of great importance since the agents are able to cooperate at the highest level and to take advantage of non-optimal plays by the opponent. In addition, these strategies can be used as a robust approximation when the players display more complex dynamics with dynamic constraints such as turning rate constraints and acceleration constraints [20].

The game under consideration is a two-termination differential game [21]–[23]. One terminal condition is capture of the evader by any of the pursuers. In such a case, the pursuer team wins the game. Alternatively, the evader wins if it can reach the goal plane $\Omega_G$ before being captured. Hence, the termination set is

$$
T := T_p \cup T_e
$$

where

$$
\begin{align*}
T_p &:= \{x \mid \|x_1 - x_E\|_2 = 0\} \cup \{x \mid \|x_2 - x_E\|_2 = 0\} \\
&\cup \{x \mid \|x_3 - x_E\|_2 = 0\}
\end{align*}
$$

represents the outcome where $E$ is captured before reaching the target and

$$
T_e := \{x \mid z_E = 0\}
$$

represents the outcome where $E$ wins the game by reaching $\Omega_G$. The terminal time $t_f$ is the time instant when the state of the system satisfies (2), at which time the terminal state is $x_f := (x_{E_f}, x_{i1}, x_{i2}, x_{i3}) = x(t_f)$.

The concepts of Game of Kind and Game of Degree are fundamental in differential game theory [1]. The solution to the Game of Kind determines which team wins the game. Solving the Game of Degree provides the value of the game and the saddle-point strategies that realize the outcome prescribed by the Game of Kind. Because of the two different outcomes specified in (2), the Game of Kind needs to be solved in order to partition the state space into two winning regions, one for evader and one for the pursuer team. Since different Games of Degree are played in each region, it is essential for each player to determine which region the current state of the system is in. Armed with this information, each player can then implement the appropriate optimal strategy for the corresponding Game of Degree. The state space $\mathbb{R}^{12}$ is partitioned into two sets: $R_p$ and $R_e$ which are defined as follows

$$
R_p := \{x \mid B(x) > 0\}, \quad R_e := \{x \mid B(x) < 0\}.
$$

The Barrier surface, which separates the two sets $R_p$ and $R_e$, is specified by

$$
B := \{x \mid B(x) = 0\}
$$

where the Barrier function, $B(x)$, is explicitly obtained in Section IV. In this paper we consider the Game of Degree when $x \in R_p$. The terminal performance functional is

$$
J(u_E(t), u_i(t); x_0) = \Phi_p(x(t_f))
$$

where $\Phi_p(x(t_f)) := z_{E_f} = z_E(t_f)$. The Value of the game is

$$
V(x_0) := \min_{u_E(\cdot)} \max_{u_i(\cdot)} J(u_E(\cdot), u_i(\cdot); x_0)
$$
subject to (1) and (3), where \( u_E(\cdot) \) and \( u_i(\cdot) \) are the teams’ state-feedback strategies, for \( i = 1, 2, 3 \). In other words, the players only have access to the current state of the system; they do not have access to present or future controls of the opponent. The strategies derived in this paper are only a function of the current state of the game.

When the solution of the Game of Kind prescribes that \( E \) is going to be captured before reaching the target, \( E \) strives to minimize its terminal separation with respect to the goal plane \( \Omega_G \) at the time instant of capture. The pursuers aim at intercepting \( E \) while maximizing the terminal separation. This strategy provides a practical outcome in case the pursuers do not play optimally. By trying to get as close to \( \Omega_G \) as possible, \( E \) is in position to exploit a mistake by the pursuers and potentially win the game.

Finally, we define the order of preference. Let \( \zeta_a \) and \( \zeta_b \) be numerical outcomes of terminating plays, where \( \zeta_a < \zeta_b \).

**Definition 1:** Define \( \Upsilon \) as the outcome of any non-terminating play. Then, the differential game when \( x \in \mathcal{R}_p \) has an order of preference of Type \( E \).

In a Type \( E \) order of preference \([24]\) the following holds:
\[
\zeta_a^E \succ \zeta_b^E \succ \Upsilon \quad \text{and} \quad \Upsilon \succ \zeta_a \succ \zeta_b.
\]

This means that player \( E \), who aims at minimizing the numerical outcome of the game, considers non-termination to be inferior to all other outcomes. Player (or team) \( P \), who aims at maximizing the numerical outcome of the game, considers non-termination to be superior to all other outcomes. Since the players have the same speed, the evader could avoid capture by running away from the pursuers and the goal plane. However, from Definition 1, this strategy will result in the worst outcome for the evader and the best outcome for the pursuer team. Hence, the evader is not advised to follow such a strategy.

**Theorem 1:** Consider the differential game (1) and (7). The optimal headings of \( E, P_1, P_2, \) and \( P_3 \) are constant under optimal play and their trajectories are straight lines.

**Proof:** Consider (1) and (7), the optimal control inputs (in terms of the co-state variables) can be immediately obtained from \( \min_{u_E} \max_{x, y} H \), where the Hamiltonian is
\[
H = \lambda_E u_E x_E + \lambda_E u_E y_E + \lambda_E z_E u_E z_E + \sum_{i=1}^{3} (\lambda_i u_i + \lambda_i y_i + \lambda_i z_i y_i).
\]
where \( \lambda^T = (\lambda_E, \lambda_E, \lambda_E, \lambda_i, \lambda_i, \lambda_i) \in \mathbb{R}^{12} \) is the co-state, for \( i = 1, 2, 3 \). Additionally, the co-state dynamics are \( \lambda = -\frac{\partial H}{\partial x} = 0 \). Thus, all co-states are constant and the optimal headings are constant as well. Consequently, the optimal trajectories are straight lines.

**III. OPTIMAL STRATEGIES**

By a change of coordinate we can transform the problem of protecting any plane in the 3-D space to the problem of protecting the plane \( z(x, y) = 0 \) as it is illustrated in Fig. 1. Let us consider the Game of Degree in the pursuers’ winning region. We assume through this section that \( x \in \mathcal{R}_p \), equivalently, we assume that \( B(x) > 0 \), where \( B(x) \) is the Barrier function. The Game of Kind is solved in the following section, where the Barrier surface is delineated, that is, the Barrier function, \( B(x) \), is obtained in closed-form. The Barrier surface separates the winning regions of the evader and the pursuer team.

We define \( R_E = \sqrt{x_E^2 + y_E^2 + z_E^2} \). Also, define \( R_i = \sqrt{x_i^2 + y_i^2 + z_i^2} \), for \( i = 1, 2, 3 \). We can characterize the dominance or reachable region of the evader with respect to each pursuer. The reachable regions of \( E \) and pursuer \( P_i \) are separated by the plane \( H_i = 0 \), which is orthogonal to the segment \( EP_i \), where
\[
H_i = (x_E - x_i)x + (y_E - y_i)y + (z_E - z_i)z - \frac{R_i^2 - R_E^2}{2}
\]
for \( i = 1, 2, 3 \). Let us define
\[
E_i = \{ x, y, z \mid H_i > 0 \}
\]
for \( i = 1, 2, 3 \). Then, \( E \)’s reachable region with respect to all pursuers is given by
\[
E = \cap_i E_i.
\]

The following theorem provides the optimal strategies for the case where \( x \in \mathcal{R}_p \).

**Theorem 2:** Consider the differential game of protecting a plane in the 3-D space and assume that \( x \in \mathcal{R}_p \). The Value function is \( C^1 \) and it is the solution of the Hamilton-Jacobi-Isaacs (HJI) partial differential equation. The Value function is given by
\[
V(x) = \nu_E R_E^2 - \nu_1 R_1^2 - \nu_2 R_2^2 - \nu_3 R_3^2
\]
where
\[
\begin{align*}
\nu_E & = x_1(y_2 - y_3) + x_2(y_3 - y_1) + x_3(y_1 - y_2) \\
\nu_1 & = x_2(y_3 - y_E) + x_3(y_E - y_2) + x_1(y_E - y_3) \\
\nu_2 & = x_3(y_1 - y_E) + x_1(y_E - y_3) + x_2(y_E - y_1) \\
\nu_3 & = x_1(y_2 - y_E) + x_2(y_E - y_1) + x_3(y_E - y_2)
\end{align*}
\]
and
\[
\Lambda = x_E(y_3z_1 - y_1z_3) + y_E(x_1z_3 - x_3z_1) + z_E(x_3y_1 - x_1y_3) - x_2[y_3(z_1 - z_E) + y_1(z_E - z_3) + y_E(z_3 - z_1)] \\
- y_2[x_3(z_2 - z_E) + x_1(z_3 - z_E) + x_E(z_1 - z_3)] \\
- z_2[x_1(y_1 - y_E) + x_3(y_E - y_1) + x_E(y_3 - y_1)].
\]
The optimal state-feedback strategy of the evader is given by

\[ u_E^* = \frac{1}{d_E^*} \left[ x^*(x) - x_E, \ y^*(x) - y_E, \ z^*(x) - z_E \right] \tag{15} \]

where \( d_E^* = \sqrt{(x^* - x_E)^2 + (y^* - y_E)^2 + (z^* - z_E)^2} \). The optimal state-feedback strategies of the pursuers are given by

\[ u_i^* = \frac{1}{d_i} \left[ x_i^*(x) - x_i, \ y_i^*(x) - y_i, \ z_i^*(x) - z_i \right] \tag{16} \]

where \( d_i = \sqrt{(x^* - x_i)^2 + (y^* - y_i)^2 + (z^* - z_i)^2} \), for \( i = 1, 2, 3 \). The coordinates of the optimal intersection point are

\[ x^* = \frac{\mu_i R_i^2 - \mu R^2 - \mu_i R_i^2 - \mu R^2}{2\Delta} x_i \]

\[ y^* = \frac{\eta \eta R_i^2 - \eta R_i^2 - \eta R_i^2 - \eta R_i^2}{2\Delta} y_i \tag{17} \]

\[ z^* = z_i \]

and \( z^*(x) = V(x) \), where

\[ \mu_E = \nu_1 z_1 - \nu_2 z_2 + \nu_3 z_3 + \nu_4 (z_1 - z_2) \]

\[ \mu_1 = \nu_2 z_1 - \nu_3 z_2 + \nu_4 (z_1 - z_2) \]

\[ \mu_2 = \nu_3 z_1 - \nu_4 z_2 + \nu_4 (z_1 - z_2) \]

\[ \mu_3 = \nu_4 z_1 - \nu_4 z_2 + \nu_4 (z_1 - z_2) \]

\[ \eta_i = x_i (z_1 - z_2) - x_2 (z_1 - z_3) + x_3 (z_2 - z_1) \]

\[ \eta_1 = x_2 (z_1 - z_3) - x_3 (z_1 - z_2) + x_3 (z_2 - z_1) \]

\[ \eta_2 = x_3 (z_1 - z_2) - x_1 (z_1 - z_3) + x_3 (z_2 - z_1) \]

\[ \eta_3 = x_1 (z_1 - z_3) - x_2 (z_1 - z_2) + x_3 (z_2 - z_1) \]

Proof. The evader, wishing to minimize its terminal separation with respect to the goal plane \( z(x, y) = 0 \), aims at the point on its reachable region which is the closest to the goal plane. Since \( x \in R_p \), the three planes \( H_i, \) for \( i = 1, 2, 3 \), intersect at only one point. In addition, the intersection point given by \( I^* = (x^*, y^*, z^*) \) is such that \( z^* > 0 \). Therefore, the coordinate of the intersection point can be obtained by solving the system of three linear equations \( H_i = 0 \) in \( (x, y, z) \), for \( i = 1, 2, 3 \). The solution, written explicitly in terms of the state of the system, \( x \), is given by (17)-(18), and (12). The Value function is given by the terminal distance between the evader and the goal plane \( z(x, y) = 0 \). Hence, the Value function is given by \( V(x) = z^*(x) \) as it is shown in (12).

We can now compute the gradient of \( V(x) \); for instance, the partial derivative of \( V(x) \) with respect to \( x_E \) is as follows

\[ \frac{\partial V(x)}{\partial x_E} = \frac{\nu_1 (y_2 - y_1) R^2 + (y_1 - y_2) R^2 + (y_2 - y_1) R^2}{\Delta} - \mu_E \frac{\nu_1 R^2 - \nu_2 R^2 - \nu_3 R^2 - \nu_4 R^2}{2\Delta} \]

Adding and subtracting the term \( \nu_E R^2 \) to the previous equation and rearranging terms we obtain the following

\[ \frac{\partial V(x)}{\partial x_E} = \frac{\nu_1 (y_2 - y_1) R^2 + (y_1 - y_2) R^2 + (y_2 - y_1) R^2}{\Delta} \]

\[ - \mu_E \frac{\nu_1 R^2 - \nu_2 R^2 - \nu_3 R^2 - \nu_4 R^2}{2\Delta} \]

where \( x^* = \frac{\nu_1 R^2 - \nu_2 R^2 - \nu_3 R^2 - \nu_4 R^2}{2\Delta} x \), as given by (17), was substituted in the second line of the previous equation.

Finally, grouping like terms together we have that

\[ \frac{\partial V(x)}{\partial x_E} = \frac{\nu_1 (y_2 - y_1) R^2 + (y_1 - y_2) R^2 + (y_2 - y_1) R^2}{\Delta} \]

\[ + \frac{\mu_E \nu_1 - \nu_2 \nu_1 - (y_2 - y_1) R^2}{2\Delta} \]

\[ + \frac{\mu_E \nu_2 - \nu_2 \nu_2 - (y_1 - y_2) R^2}{2\Delta} \]

\[ + \frac{\mu_E \nu_3 - \nu_3 \nu_3 - (y_2 - y_1) R^2}{2\Delta} \]

\[ + \frac{\mu_E \nu_4 - \nu_4 \nu_4 - (y_1 - y_2) R^2}{2\Delta} \]

It can be shown that

\[ \mu_E v_1 - \nu_2 v_1 - (y_2 - y_1) R^2 = 0 \]

\[ \mu_E v_2 - \nu_2 v_2 - (y_1 - y_2) R^2 = 0 \]

\[ \mu_E v_3 - \nu_3 v_3 - (y_2 - y_1) R^2 = 0 \]

Hence, the partial derivative of \( V(x) \) with respect to \( x_E \) is given by

\[ \frac{\partial V(x)}{\partial x_E} = \frac{\nu_1 (y_2 - y_1) R^2 + (y_1 - y_2) R^2 + (y_2 - y_1) R^2}{\Delta} \]

The partial derivatives \( \frac{\partial V(x)}{\partial y_E} \) and \( \frac{\partial V(x)}{\partial z_E} \) can be obtained following similar steps and we have that the partial derivative of \( V(x) \) with respect to the state of the evader \( x_E \) is as follows

\[ \frac{\partial V(x)}{\partial x_E} = \frac{\nu_1 (y_2 - y_1) R^2 + (y_1 - y_2) R^2 + (y_2 - y_1) R^2}{\Delta} \]

Likewise, the partial derivatives of \( V(x) \) with respect to the state of each pursuer are given by

\[ \frac{\partial V(x)}{\partial x_i} = \frac{\nu_1 (y_2 - y_1) R^2 + (y_1 - y_2) R^2 + (y_2 - y_1) R^2}{\Delta} \]

for \( i = 1, 2, 3 \). Note that, for \( x \in R_p \), we have that \( \Delta \neq 0 \), that is, the three planes given by (9) intersect at only one point. Therefore, the Value function \( V(x) \) is continuous and continuously differentiable for any \( x \in R_p \).

Finally, we show that \( V(x) \) is the solution of the HJI equation. The HJI equation is given in general by \( \frac{\partial V(x)}{\partial t} = \frac{\partial V(x)}{\partial x} f(x, u_E^*, u_i^*) + g(t, x, u_E^*, u_i^*) \). In this problem we have \( \frac{\partial V(x)}{\partial t} = 0 \), \( g(t, x, u_E^*, u_i^*) = 0 \) and we have that

\[ \frac{\partial V(x)}{\partial x} f(x, u_E^*, u_i^*) = -\frac{\nu_1 (y_2 - y_1) R^2 + (y_1 - y_2) R^2 + (y_2 - y_1) R^2}{\Delta} \]

\[ + \frac{\mu_E \nu_1 - \nu_2 \nu_1 - (y_2 - y_1) R^2}{2\Delta} \]

\[ + \frac{\mu_E \nu_2 - \nu_2 \nu_2 - (y_1 - y_2) R^2}{2\Delta} \]

\[ + \frac{\mu_E \nu_3 - \nu_3 \nu_3 - (y_2 - y_1) R^2}{2\Delta} \]

\[ + \frac{\mu_E \nu_4 - \nu_4 \nu_4 - (y_1 - y_2) R^2}{2\Delta} \]

Note that the point \( I^* \) is equidistant to the locations of all players, then \( d_E = d_i \), thus, we can write

\[ \frac{\partial V(x)}{\partial x} f(x, u_E^*, u_i^*) = \frac{\nu_1 \nu_2 \nu_3 \nu_4}{\Delta} \]

Using (13), we verify that \( v_1 + v_2 + v_3 - \mu_E = 0 \). Hence, \( \frac{\partial V(x)}{\partial x} f(x, u_E^*, u_i^*) = 0 \). In conclusion, we have shown that the C1 Value function (12) is the solution of the HJI equation and the associated state-feedback strategies (15)-(16) are the optimal strategies of the differential game.

Remark. The results in this section can be extended to consider groups of more than three pursuers. In such a case the reachable region of the evader is determined by the intersection of several half-spaces and the evader’s optimal aimpoint is given by the reachable vertex which is the closest to \( \Omega_C \). In general, only three pursuers are active, that is, only three pursuers (those three pursuers associated with the optimal aimpoint which is intersection point of three planes).
The Barrier surface is such that $B \in \mathbb{R}^{12}$, that is, $B$ is a surface within the game’s state space of dimension twelve. However, an informative cross-section of the Barrier surface can be obtained by fixing the position of the pursuers. Therefore, it is possible to plot the the cross-section of the Barrier surface in the 3-D space, in terms of the potential position of the evader. This process provides a clear illustration of the players’ winning regions in the 3-D space.

**Corollary 1:** Let $C \in \mathbb{R}^3$ denote the cross-section of the Barrier surface when the pursuers’ positions are fixed. We have that $C = C_{xy} \cap C_s$, where

$$C_{xy} = \{x, y, z \mid x > 0, \ (x, y) \in \mathcal{H}_{xy}\},$$

$$C_s = \{x, y, z \mid (x-a)^2 + (y-b)^2 + z^2 = (x_1-a)^2 + (y_1-b)^2 + z_1^2\},$$

and the parameters $a$ and $b$ are given by (23), with fixed pursuers’ positions.

It is easy to see that $C_s$ is the sphere with center at $(a, b, 0)$ and radius $r = \sqrt{(x_1-a)^2 + (y_1-b)^2 + z_1^2}$. This expression provides a simple and explicit form of the Barrier surface. Compared to [19], where only preliminary conditions on the state are used for the Barrier surface, in this paper we have obtained a closed-form solution of the Barrier surface, that is, the Barrier surface is completely characterized as a sphere where the center coordinates and the radius are given in simple and explicit form.

Several illustrative examples are presented in the extended version of this paper [25]. In the following, interesting discussions about singular surfaces and possible extensions of this work are addressed.

### A. Singular Surface and Future Work

A challenging situation for a group of pursuers trying to protect a plane of infinite length from a same speed evader is that the evader may try to escape the projected convex hull. Let $\partial \mathcal{H}_{xy}$ be the boundary of $\mathcal{H}_{xy}$. When $x \in \partial \mathcal{H}_{xy}$ the pursuers should not let the evader escape from the projected convex hull. This strategy requires a guidance parallel to the plane by the pursuers to prevent such outcome. If all players keep such strategy, then a non-termination outcome will occur and the distance between the evader and the goal plane remains constant. However, by Definition 1, non-termination is an inferior outcome for the evader and the pursuers will benefit from extending the duration of the game.

Designing strategies on singular surfaces is a complex and difficult process which generally depends on the particular game on hand. The pursuers in this problem will need to switch their guidance between aiming at the intersection point of the three half-planes and implementing the parallel strategy to keep the evader within the projected convex hull. Since the evader is free to implement non-optimal strategies, frequent switching by the pursuers may occur. In order to avoid frequent pursuers’ switching behaviors, mixed and/or degenerate strategies may provide an appropriate solution which also minimize risk with respect to uncertain behaviors by the evader. It is important to highlight that all these strategies are state-feedback strategies, that is, the players
never share strategic information with the opponent. These behaviors will be exemplified in the following section.

There are several extensions to this problem, which are interesting on their own, but they also provide significantly different outcomes and types of Barrier surface.

Positive capture radius. A future extension will address the case where the pursuers are endowed with a positive capture radius, that is, point capture is not necessary and the evader is intercepted if it is within distance of a given pursuer i equal to that pursuer’s capture radius. In such a case, the evader cannot extend indefinitely the duration of the game without increasing its separation with respect to the goal plane.

Players with different speeds. In the case where the pursuers are faster than the evader, the evader cannot avoid termination of the game regardless of whether point capture or positive capture distance is assumed. The analysis of reachable regions between the evader and any given pursuers is carried over by using Apollonius spheres instead of planes.

On the other hand, the case where the evader is faster than the pursuers is a much more complex scenario where different types of strategies can be performed by the evader in order to circumvent the pursuers and reach the goal set. In such a case, the pursuers need to be endowed with a positive capture radius, otherwise it is no possible for a slow pursuer to point capture a fast evader [26].

Guarding a finite size plane with same speed players and point capture. Finally, a very practical situation is concerned with the protection of a plane of finite dimensions. This problem represents a real-world application where, for instance, a team of players is tasked to protect a finite length coastline and its airspace from intruders. Besides interception of E, termination of the game is also achieved when E is chased out of the game set, i.e., the boundary of the coastline.

A common feature among all three scenarios is that the shape of the Barrier surface is significantly different from the Barrier surface obtained in this paper, since the winning region of the pursuers is considerably expanded (each in its own way) beyond the projected convex hull of the pursuers. In other words, switching strategies are not necessary by the pursuers since the evader can be located outside the projected convex hull and still be unable to win the game. It is interesting and useful to exactly characterize the Barrier surface in each case in order to accurately delineate the winning regions of each player or team. These problems will be addressed in future work.

V. CONCLUSIONS

The game of protecting a plane in the 3-D space was addressed in this paper. Significant extensions with respect to recent work were presented. First, the more general and practical class of state-feedback strategies was utilized. Second, the Barrier surface was characterized in a simple and explicit form. Finally and more importantly, the solution of the Game of Degree was obtained, that is, the optimal strategies of each player were obtained and verified. The last point represents a valuable contribution since, only by solving the Game of Degree, the players are actually able to achieve the prescribed outcome of the Game of Kind.
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