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Deep Learning-Based Identification of Spinal Metastasis in Lung Cancer Using Spectral CT Images
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In this study, deep learning algorithm-based energy/spectral computed tomography (CT) for the spinal metastasis from lung cancer was used. A dilated convolutional U-Net model (DC-U-Net model) was first proposed, which was used to segment the energy/spectral CT image of patients with the spinal metastasis from lung cancer. Subsequently, energy/spectral CT images under different energy levels were collected for the signal-to-noise ratio (SNR) and contrast-to-noise ratio (CNR) comparison. It was found the learning rate of the model decreased exponentially as the number of training increased, with the lung contour segmented out of the image. Under 40–65 keV, the CT value of bone metastasis from lung cancer decreased with increasing energy, as with the average rank sum test result. The SNR and CNR values were the highest under 60 keV. The detection rate of the deep learning algorithm below 60 keV was 81.41%, and that of professional doctors was 77.56%. The detection rate of the deep learning algorithm below 140 keV was 66.03%, and that of professional doctors was 64.74%. In conclusion, the DC-U-Net model demonstrates better segmentation effects versus the convolutional neural network (CNN), with the lung contour segmented. Further, a higher energy level leads to worse segmentation effects on the energy/spectral CT image.

1. Introduction

Bone metastasis from lung cancer refers to the transfer of lung cancer cells to the bone tissue through the blood, causing secondary bone damage, which is an important sign of lung cancer entering the advanced stage [1]. Bone diseases caused by lung cancer are mostly osteolytic diseases, with a reported incidence between 10 and 15% [2]. The spine is subjected to a variety of cancer metastases. Lung cancer can invade the thoracic spine backwards or the neck-thoracic junction upwards, or tumor cells in the cerebrospinal fluid shed to form spinal metastases or spinal cord metastases, manifested as back pain and neurological dysfunction clinically [3]. Energy/spectral CT is a major discovery after spiral CT and multislice CT, characteristic of multiparameter imaging such as the base material image, the monoenergetic CT image, and the energy spectrum curve, commonly used for metal artifact and hardening artifact removal, small lesion detection, fine structure display, and vascular imaging [4–6]. Deep learning is a branch of machine learning based on artificial neural networks, which is dedicated to making machines have the ability to analyze and learn like humans and recognize data such as text, images, and sounds [7]. Recurrent neural network (RNN) has memory, parameter sharing, and Turing completeness, and it demonstrates superb capabilities in learning nonlinear characteristics of sequences. The combination of RNN and convolutional neural network (CNN) can extract image features frame by frame, thereby saving manpower and improving accuracy [8]. DC is used to solve the problem in image segmentation. General image segmentation algorithms mostly use the pooling layer and the convolutional layer to zoom in the receptive field and zoom out the feature map and then restore the image through upsampling. The image will be damaged during the process of zooming in and zooming out, while the DC avoids image loss by replacing the upsampling and downsampling processes [9]. The study aims to improve the diagnostic efficiency of energy/spectral CT images for spinal metastasis from lung cancer.
In this study, the three-dimensional CNN-based DC-U-Net model was used to process CT images of different energy levels. The accuracy of the proposed algorithm was verified factoring into the signal-to-noise ratio and contrast. The image segmentation effects were compared between professional doctors and the proposed model, factoring into the detection rate. The study was expected to provide reference for the clinical diagnosis of bone metastases from lung cancer.

2. Materials and Methods

2.1. The Clinical Data. The imaging data of 36 patients with lung cancer combined with osteolytic spine metastases, undergoing energy/spectral CT scans from October 2018 to June 2020 in hospital, were collected. Inclusion criteria: energy/spectral CT images presented visible osteolytic bone foci in the vertebral body; patients with myeloma diagnosed by bone marrow biopsy; patients with lung cancer bone metastases diagnosed as primary foci; and patients aged 25–65 years, 20 male and 16 female cases. Exclusion criteria: patients who had received antitumor therapy and drugs that affected bone metabolism before energy/spectrum CT examination; patients with severe heart disease and liver and kidney dysfunction.

2.2. The Structure of the Deep Learning Model. The neuron is the basic structure and functional unit of neural structure. The working process of the neuron is shown in Figure 1. Multiple neurons are combined to form a neural network. The neural network is generally multilayered, including the input layer, the hidden layer, and the output layer. The AlexNet model, a classical convolutional neural network, is an eight-layer structure composed of 650,000 neurons, with as many as 60 million parameters. When a 256 × 256 image is input, more than 1,000 different types are output. The three fully-connected layers have good image processing effects. The CNN has good effects on end-to-end image segmentation, often used for cell segmentation. However, because the signal transmission of CNN only occurs with the previous layer, the RNN is proposed then. The structure diagram of the RNN is shown in Figure 2, where the nodes between the hidden layers are interconnected. The specific single-node recurrent structure is shown in Figure 3.

2.3. The Structure of the DC-U-Net Model. The DC-U-Net model includes a contraction path and an expansion path. The contraction path is to collect the characteristics of the data, with the expansion path for accurate positioning, and the two are symmetrical to each other. The contraction path performs downsampling through maximum pooling of 2 × 2, and the number of feature channels is doubled for each downsampling, with the resolution halved. In the expansion path, the upsampling is performed on the feature map, and a corresponding mirror map of the contraction path is generated, with information between the high and low layers fused to maximize the retention of the feature information in the sampling process. Then, the model fuses image features together and convolves the features after upsampling and mirror mapping. As a result, the image resolution is doubled, and the feature channel is halved. Finally, the feature vector is mapped to the output layer of the network to obtain the output feature map.

The input image resolution is set to 256 × 256, and the convolution block contains a DC and the activation function. The size of the convolution kernel in the convolution layer is 3 × 3, with the hyperparameter dilation interval introduced to measure the dilation size, and the activation function is the ReLu function. In the contraction path, the maximum pooling of 2 × 2 is used for downsampling. Each time after the downsampling, the image size is halved, with the number of feature channels doubled. After three convolutional blocks, a 1 × 1 convolutional layer is used to fuse multichannel features. In the expansion path, a 3 × 3 convolution structure is adopted and the upsampling is performed, during which the image resolution is doubled and the number of feature channels is halved. Then, the mirror mapping is used to achieve information fusion between the high layer and the low layer. A 1 × 1 convolutional layer is added to the model to fuse multichannel information and increase nonlinearity. The activation function of the output layer is the sigmoid function. Finally, a segmentation map of 256 × 256 is output.

2.4. The Evaluation Function of the DC-U-Net Model. The activation function endows the convolutional layer with the nonlinear expression ability missing in the operation. It is also a nonlinear function connecting the upper and lower layers, aiming to deal with more complex problems. Normally, the sigmoid function is used for classification output, and the ReLu function is selected to extract the internal features. The ReLu function is a modified linear unit with simple calculation process, fast calculation speed, and fast convergence speed. At the same time, it can effectively avoid gradient problems, which are superior to the sigmoid function.
The sigmoid function is expressed as follows:

\[ S(z) = \frac{1}{1 + e^{-z}} = \frac{1}{1 + e^{-(wx+b)}}. \]  

(1)

The ReLu function is expressed as follows:

\[ R(z) = \max(0, z), \]

\[ R'(z) = \begin{cases} 
0 & z < 0 \\
1 & z > 0 
\end{cases}. \]  

(2)

The loss function is a function used to express the degree of deviation. A smaller loss function indicates a better performance of the model and the stronger robustness. A reasonable choice of loss function can train model parameters and optimize the model. The commonly used loss function is the cross-entropy loss function, expressed as follows:

\[ C = -\frac{1}{n} \sum [y \log(f(I)) + (1 - y) \log(1 - f(I))]. \]  

(3)

The Dice coefficient is a function that measures the similarity of sets, used to evaluate the overlap degree between two sets of samples, expressed as follows:

\[ D = \frac{2|A \cap B|}{|A| + |B|}. \]  

(4)

where A and B represent the image mask pixels and the pixel matrix of the output predicted image. A Dice coefficient increasingly close to 1 indicates higher similarity between the predicted value and the true value.

2.5. The Image Segmentation by the DC-U-Net Model. The segmentation process of the DC-U-Net model is shown in Figure 4. First, the energy/spectral CT image of the patient was input, whose size was adjusted to 126 * 126 after preprocessing. 36 patients with the spinal metastasis from lung cancer were selected as the research subjects, with 5 energy/spectral CT images taken from each. A total of 180 images were randomly divided into the training set (135 photos) and validation set (45 photos) at a ratio of 3:1. Subsequently, the DC-U-Net model was trained by the training and verified with the validation set. Finally, the output image was compared with the original image.

2.6. Data Acquisition and Image Processing. The focus with the largest area was selected first for analysis, with the largest-layer whole tumor area method adopted to select the largest layer of the focus. A circular ROI of an appropriate size was put in the center of the lesion, with the focus surrounded as much as possible, away from bone fragments, obvious calcification areas, and the necrotic zone. Data measurement and analysis: the CT values of each ROI under 40–140 keV were recorded to draw the energy spectral curve of the focus, and the slope of the curve was calculated.

The CT value and SD value of the selected focus were recorded, respectively, as well as the average CT value and SD value of two background areas, which were taken as the CT value and SD value of the background area. With the SD value of the surface fat tissue taken as the noise intensity, the
SNR value and the CNR value (between the focus and the vertebral body) were calculated:

\[
\text{SNR} = \frac{X_{\text{focus}}}{SD_{\text{fat}}},
\]

\[
\text{CNR} = \frac{X_{\text{focus}} - X_{\text{background}}}{SD_{\text{background}}},
\]

(5)

where \(X\) represents the measured CT value.

2.7. Statistics. The data were processed by SPSS 21.0. The Shapiro–Wilks test was performed to verify whether the CT value and the curve slope satisfied the normality distribution, and the test standard was defined as \(a = 0.1\). The quantitative data were expressed as a median, and Mann–Whitney U test was used for difference comparison. \(P < 0.05\) was set as the threshold for significance.

3. Results

3.1. The Learning Rate Analysis. As shown in Figure 5, as the number of training increased, the learning rate gradually declined. When the number of training reached 24, the learning rate was almost close to zero. The total number of training was 50, while the learning rate started to approach 0 at 20 times.

The DC-U-Net model showed lower loss function and slightly higher Dice coefficient versus the CNN, no matter in the validation set or the training set. The validation set showed higher loss function versus the training set, with a notable difference. However, the difference in Dice coefficients between the two was not notable (\(P > 0.05\)) (Table 1).

3.2. Segmentation Results of the DC-U-Net Model. The segmentation algorithms for lung CT mainly include the threshold-based method, the boundary-based method, and the specific theory-based method. The lung is filled with a lot of air, and it manifested as a black area in the CT image. However, it is difficult to identify the boundaries of the target area in CT images, and blood vessels and small cavities around the lung parenchyma are always omitted. The DC-U-Net model proposed in this study was used to segment the energy/spectral CT image. Figure 6 shows the image before segmentation, and Figure 7 shows the image after segmentation. Although the DC-U-Net model segmented the lung out of the image, the segmentation margin was affected by blood vessels. Enlarging the training dataset can reduce the error, but at the same time, increase the training time.
3.3. The CT Values of Bone Metastasis from Lung Cancer under Different Energy Levels. As shown in Figure 8, under 90–140 keV, the CT value corresponding to bone metastases from lung cancer and the slope of the curve relative to myeloma showed a downward trend.

As shown in Figure 9, under 40–55 keV, there were notable differences in rank sum test results of the myeloma and the lung cancer, with \( P < 0.001 \). Under 60–75 keV, there were notable differences in rank sum test results between the two, with \( P < 0.01 \). Under 80–90 keV, there were notable differences in rank sum test results between the two, with \( P < 0.05 \). Under 90–140 keV, there were notable differences in rank sum test results between the two, with \( P > 0.05 \).

3.4. The SNR and CNR Values under Different Energy Levels. As shown in Table 2, for a monoenergetic CT image, under 40 keV and 60 keV, the SNR and CNR values were higher than those under 140 kVp \((P < 0.05)\); the SNR and CNR values under 60 keV were higher than those under 40 keV \((P < 0.05)\); and the CNR value under 80 keV was higher than that under 140 kVp \((P < 0.05)\).

As shown in Table 3, under 60 keV, the focus detection rate was the highest, notably higher than that under 140 kVp \((P < 0.05)\). There was no notable difference in detection rates between the professional doctor and the deep learning algorithm.

4. Discussion

The bone metastasis from lung cancer is common, especially from small cell lung cancer and poorly differentiated nonsmall cell lung cancer. The incidence is about 30%, mostly in the spine, ribs, and femur. The early clinical symptoms of lung cancer bone metastasis are not obvious. When the pain appears, it is generally in the advanced stage. Bone metastases from lung cancer are mostly osteolytic, and sometimes pathological fractures and hypercalcemia occur [10, 11]. Lv et al. [12] proposed a low-dose CT detection method for lung nodule based on a three-
dimensional CNN, and the detection accuracy was significantly improved. Zuo et al. [13] proposed a method to classify lung nodules using a three-dimensional CNN model. The sensitivity was 0.619, indicating good accuracy. Isotope scans are often used in clinical examinations, which can quickly show bone metastases throughout the body. Although the sensitivity is high, the specificity is low. Energy/spectral CT can show the local condition of bone metastases, with good specificity and positioning [14]. Energy/spectral CT imaging takes advantage of the difference in absorption of X-rays by substances under different energy levels to provide more information than conventional CT and improve image quality. Secondly, it effectively removes ray hardening artifacts, reduces radiation dose, and is suitable for qualitative and quantitative diagnosis of small foci. The K-edge imaging is adopted to reduce the dose of radiation and contrast agent, with soft tissue contrast improved by virtue of multi-energy spectrum characteristics. As a result, the tissue contrast with similar absorption coefficients of ray is enhanced, as well as the soft tissue contrast in lower energy regions. DC is convolution with intervals that can expand the field of view. The DC-U-Net model shows a higher information extraction ability without changing the image parameters [15].

This study focused on the detection rate of spinal metastases from lung cancer by energy/spectral CT processed by deep learning. The DC-U-Net model was used to segment the energy/spectral CT images of patients with spinal metastases from lung cancer. Then, energy/spectrum CT images at different energy levels were collected. The comparison of SNR and CNR found that the DC-U-Net model demonstrates better segmentation effects than CNN, and the lung contour was clearly segmented by the DC-U-Net model. It was also found in the study that the learning rate of the DC-U-Net model decreased exponentially as the number of training times increased [16], and it can effectively segment the lung out of the energy/spectral CT image. Under 40 keV–90 keV, the CT value and the rank sum test result decreased with the increase of energy, which can clearly distinguish bone metastasis from lung cancer and myeloma. The SNR and CNR values under 60 keV were higher than those under 140 kVp \((P < 0.05)\). Under 140 kVp and 40 keV, there was no notable difference in the detection rates by the deep learning algorithm \((66.03\%, 81.41\%)\) and the professional doctor \((64.74\%, 77.56\%)\) \((P > 0.05)\), indicating that the deep learning algorithm demonstrates superb capabilities in the focus detection.

### 5. Conclusion

In the study, it was noted that the DC-U-Net model had lower loss function and higher Dice coefficient versus the CNN, which demonstrated better segmentation effects, with the lung effectively segmented out of the CT image. What’s more, the learning rate of DC-U-Net model was inversely proportional to the number of training times. The CT value of the bone metastasis focus from lung cancer was decreased with the energy level, and the rank sum test result was inversely proportional to the energy level. Under 60 keV, the image had the highest SNR and CNR values. Furthermore, the detection rate by the deep learning algorithm was close to that by the professional doctor. However, some limitations should be noted in the study. The sample size is relatively small, and the research is limited to the plain scan. A more comprehensive study on the diagnostic value of energy/spectral CT for bone metastasis from lung cancer may be necessary to strengthen the findings. The study provides a theoretical basis for the diagnosis of bone metastasis from lung cancer by the energy/spectral CT image.
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