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1.Introduction

With the advent of the 5G era, a large number of mobile applications have emerged and become increasingly popular [1, 2]. With the explosion of data traffic, computation-intensive applications require stronger computing power and energy storage [3]. However, resource constraints on mobile devices cannot meet the computing requirements of computation-intensive applications, thereby affecting the quality of experience (QoE) [4–7]. Cloud computing as a solution comes into being. However, the exponential growth in data traffic means that cloud computing, the centralized way of processing tasks, can no longer guarantee the quality of services (QoS) [8, 9]. Mobile edge computing (MEC) is considered as a promising paradigm for the application of distributed ideas. Edge servers are deployed on edge base stations near users to provide computing and storage capacity [10, 11]. In the field of mobile networks, services are an important indicator of performance [12]. Offloading computing tasks to the edge of the network for processing not only reduces the task processing burden of mobile devices but also improves computing QoS and QoE through low latency and low energy consumption [13].

This idea of distributed offloading of MEC can be applied to many different scenarios [14]. In recent years, vehicle network is popular because of its wide application. Most of these vehicle services have strict time delay requirements [15]. However, the current limited processing and storage capacity of on-board equipment may not fully meet the requirements [16]. Therefore, the introduction of MEC into a vehicle network is a promising method to solve these problems. MEC servers with powerful computing and storage capabilities are installed on the edge of the vehicle network, greatly reducing task processing time while sharing computing tasks for local devices [15]. In addition, with the rapid development of science and technology, users
increasingly value the quality of life. Some online games are getting a lot of attention. This kind of computationally intensive application requires a lot of computing power and energy reserves to quickly handle a large number of computing tasks. To meet this requirement for real-time response, offloading compute-intensive tasks to edge servers is a solution [17]. Offloading computing tasks to resource-rich MEC servers can not only greatly improve the QoE, but also enhance the capabilities of mobile devices to run a variety of resource-intensive applications [18, 19]. In addition, from the perspective of the application field, MEC is also widely applied in the data mining field to reduce the delay of the prediction process and equipment’s energy consumption [20–25].

During computation offloading, the user offloads the computing task to the nearest edge server for execution [26]. In 5G environment, the intensive deployment of base stations makes the service scope of edge servers overlap [27]. Due to the limited computing power of edge servers, resource preemption occurs when a large number of users offload tasks to the same server [28]. Therefore, users make a server decision according to the offloading situation. In addition, the offloading of computing tasks to the edge requires channel transmission, and the transmission of multiple users in the same channel would cause interference and affect the interaction between users [29, 30]. The overinterference will affect the data transmission rate and the offloading delay.

Recently, there are a lot of research studies on computation offloading. Computation offloading problems can be expressed as different types of problems to be solved. Liu et al. described the offloading problem as a mixed-integer nonlinear program problem and optimized it from two aspects of communication and calculation with the goal of minimizing the system overhead [31]. In [32], the authors defined the offloading problem as a game problem and proposed a distributed computing offloading algorithm to obtain the offloading strategy of each user. Chen et al. expressed the task offloading problem as a mixed-integer nonlinear program problem and optimized it from two aspects of communication and calculation with the goal of minimizing the system overhead [33]. In [34], the authors formulated the joint optimization problem of bandwidth division and computational resource allocation and decomposed the original problem into two subproblems. With the goal of minimizing the system overhead, an iterative algorithm was proposed to obtain the global optimal solution. Due to the limitation of the capacity of the channel and the computing resources of the edge server during the transmission process, there is a competitive relationship between the offloaded users, which can be well described by game theory.

Game theory is a powerful tool to solve the decision-making problem of computation offloading. Guo et al. proposed a highly computationally efficient two-layer game theory greedy approximation offloading scheme and proved its superior performance [35]. In [36], the authors describe the offloading problem as a dynamic random game between small cells, taking into account the randomness of channel state. In [37], the authors applied the game theory method to realize the effective computing offloading in a distributed way and designed a distributed computing shunt algorithm to solve.

In this paper, we apply game theory to model the computation offloading problem of multiple users. Our main contributions are as follows:

(i) We construct a MEC network scenario with dense distribution of edge servers and introduce the MEC operator role in addition to the mobile users. We mainly study the computation offloading decision of mobile users in the service overlap area.

(ii) We divide the whole offloading process into two parts: computation and transmission. Considering channel interference and resource preemption, we describe the problem as two noncooperative game models, which make decisions on offloading server and channel, respectively. In addition, we prove the existence of NE in two models.

(iii) The real-time update computation algorithm (RUCO) is proposed to solve the problem. Then, in order to solve the high complexity problem of the RUCO, we improved the algorithm and proposed the MPOD algorithm. Experimental results show that the MPOD algorithm has good convergence and can get lower cost offloading strategy.

The rest of the paper is organized as follows. System model and problem formulation are carried out in Section 2. Section 3 proves the existence of NE in two game models and proposes the RUCO algorithm and the MPOD algorithm, and the evaluation is described in Section 4. Finally, Section 5 is the conclusion.

2. Computation Offloading Model and Noncooperative Game Formulation

2.1. Computation Offloading Model. We consider a multi-server, multiuser MEC computing offload scenario, as shown in Figure 1. In this scenario, edge servers are deployed in a highly intensive manner to perform a large number of computing tasks. Due to the dense distribution of edge servers, service areas of servers overlap. Here, we study the computation offloading of MUs in the overlapping service areas. In a MEC system, MUs can choose to offload compute-intensive tasks to any edge servers serving the location to perform the computation. Specifically, in Figure 1, MU1 can offload tasks to M1 or M2 to perform computational tasks. We weighed each user’s offloading decision by considering all MUs in the overlap areas and single-server service areas of the system. During the computation in the edge servers, the edge server operators can allocate computing resources to the MUs and charge the MUs a certain resource rental fee. This is a component of the offloading cost of MUs and also an important basis for MU to make offloading decisions.

We consider $N = \{1, 2, 3, \ldots, n\}$ to represent a group of mobile users and $M = \{1, 2, 3, \ldots, m\}$ to represent a set of mobile edge servers where MUs offload the computation
tasks to complete the computation. For ease of study, we assume that the user is stationary at this moment and the position does not change. Edge servers have more computing power than local computing. We define the number of instructions completed by edge servers per unit time as the computing power of the edge servers $F_M$. MUs transmit the computation task to edge servers through the channel. For MU $i$, we assume that there are $s$ noninterfering subchannels to choose, represented as $C_i = \{c_1, c_2, \ldots, c_s\}$. Then, the sum of selectable channel sets for all MUs can be expressed as $C = \{C_1, C_2, \ldots, C_n\}$. When MUs choose the same channel to offload tasks to the same edge server, interference will be generated to affect the transfer rate of the task. Therefore, channel interference is also an important factor affecting offloading decisions.

In our model, each MU has a computationally intensive task. We define the computation task as $T_i = \{s_i, b_i\}$, where $s_i$ represents the number of instructions to be executed to complete the task $i$ and $b_i$ represents the amount of data to be transferred to offload the task $i$ to the edge server. Each MU makes offloading decisions based on the actual situation of its task. MUs need to play two games in the whole offloading process. In the first game, the MU decides which server to offload the task to. In the second game, the user decides which channel to choose for data transmission. According to the location of each MU, we can obtain the feasible strategy profile of each MU and the feasible set of all MU is represented as $A$. For MU $i$, we represent its feasible strategy set as $A_i = \{A_i^0, A_i^1, \ldots, A_i^{m_i}\}$, $A_i \subset A$, where $A_i^0$ means MU $i$ chooses to perform computation locally and $A_i^{m_i}$ means MU $i$ chooses to offload the task to edge server $m$ and chooses to transmit data through channel $s$. Each strategy $A_i^{m,s}$ consists of two elements $A_i^{m,s} = [a_i^m, a_i^s]$. $a_i^m$ is the set of servers that MU $i$ can select in the first game. $a_i^s$ is the channel set that MU $i$ can choose to carry out data transmission. Due to the limited number of edges deployed, the number of MUs is much higher than the number of edge servers, so multiple MUs choose to offload to the same edge server and several MUs choose the same channel for data transmission. For MU $i$, we define the MUs set to be $\alpha_i$ and the number of MU to be $n(\alpha) = \sum_{j \in \alpha_i} I\{d_i^m = d_j^m\}$ to perform the computation task offloaded to the same server as the MU $i$. Similarly, we define the number of MUs that selects the same channel for MU $i$ to carry out data transmission as $\beta_i$. The number of MUs is expressed as $n(\beta) = \sum_{j \in \beta_i} I\{d_i^s = d_j^s\}$, $n(\beta_i) < n(\alpha_i)$, where $I\{x\}$ is an index function. When $x$ condition is true,
the function value is 1; otherwise, the value is 0. The main notations involved in the model are given in Table 1.

2.1.1. Communication Model. MUs choose to offload the task to the edge cloud for computation. From the perspective of communication, the whole offloading process is divided into four parts, namely, uplink communication delay, backhaul link delay, downlink delay, and cloud task processing delay. The backhaul link is very fast and much faster than the uplink, so the backhaul link delay is negligible. In addition, compared with the data transmission delay of the uplink, the downlink returns the computation results to the MUs, and the delay in this process is far less than the uplink communication delay. Therefore, in our study, only uplink and cloud task computing are considered in terms of time delay.

We assume that the MU \( i \) decides to offload computing tasks to the edge server for execution, and then, the rate of data transmission during the offload process needs to be considered. The selection of channel \( d_i^1 \) has a direct impact on the transmission rate. In addition, the factors affecting the rate include the state of game environment, bandwidth, and background noise. The following is the transmission rate of data transmission through channel \( m \) selected by MU \( i \):

\[
\omega_i(d_i^m, d_i^1) = \log_2 \left( 1 + \frac{p_i g_i}{\sum_{j \in \beta_i} p_j g_j [d_i^m = d_j^m] + \sigma} \right). \tag{1}
\]

We represent the bandwidth of the channel as \( B \) and the transmission power of MU \( i \) as \( p_i \). We define the channel gain as \( g_i \) and the background noise as \( \sigma \). \( \sum_{j \in \beta_i} p_j g_j [d_i^m = d_j^m] \) represents the interference generated by MUs who choose the same channel as MU \( i \) for data transmission. Obviously, interference has a significant impact on the data transmission rate of MU \( i \). Specifically, the greater the interference from other MUs to the MU \( i \) is, the lower the data transmission rate of the MU \( i \) is.

In the process of data transmission, we consider the cost of MUs from two aspects. On the one hand, MUs can generate time delay in the process of data transmission, and high time delay would lead to the decline of the QoE, and then, it would increase the cost. On the other hand, due to the limited energy stored by mobile devices, the energy consumption during task transmission deserves attention. The cost increases with the increase in energy consumption. Specifically, MU \( i \) offloads the computing task \( T_i \) to the edge server \( m \), and the time consumption during transmission is expressed as \( T_i^{z_i} \), as shown in the following equation:

\[
T_i^{z_i}(d_i^m, d_i^1) = \frac{b_i}{\omega_i}. \tag{2}
\]

The energy consumption \( E_i^c \) of MU \( i \) during offloading is computed as follows:

\[
E_i^c = \frac{b_i p_i}{\omega_i}. \tag{3}
\]

Through the above communication model, we can get several factors that affect the cost in the communication process, such as the amount of data transferred by the task, the transmission power, and the data transmission rate. Transmission rate is one of the things we will focus on in the following study.

2.1.2. Computation Model. MUs can take all factors into consideration to decide how to complete the computation tasks. MUs have the option of offloading tasks to the edge server for processing or performing computations directly locally. If MUs choose to execute the computation task locally, we consider the computation delay and the energy consumption during the computation as the cost for the MUs to complete the tasks. When MU \( i \) performs the computing task \( T_i \) locally, it is represented by \( T_i^l \) as follows:

\[
T_i^l = \frac{s_i}{P_i^l}, \tag{4}
\]

where the computing power of the local server is represented by \( P_i^l \). The computing power is determined by the actual hardware configuration of the server and is constant.

The energy consumption generated by MU \( i \) performing the task \( T_i \) locally is expressed as follows:

\[
E_i^l = v_i s_i, \tag{5}
\]

where \( v_i \) denotes the average amount of energy consumption to complete an instruction.

Compared to the low computing power of the local server, the edge server is more powerful. Therefore, most MUs would prefer to offload computing tasks to edge servers. During the computation on the edge server, we consider not only the delay in completing the task, but also the cloud resource leasing fee charged by the MEC server operators to MUs.

The delay caused by the MU \( i \) completing the task \( T_i \) on the edge server \( m \) is expressed as follows:

\[
T_i^c = \frac{s_i + \sum_{f \in A_i} \sigma f [d_i^m = d_j^m]}{f_M}. \tag{6}
\]
\[
\sum_{m,n} \pi s_i \cdot \{d^m_j = d^M_j\}
\]
represents the preemption of the edge server computing resources by other MUs who offload to the same server as MU \( i \). This causes the MU \( i \) to take more time to complete the task computation.

MUs rent computing resources of edge servers to complete the task, and MEC server operators would charge a certain computing resources leasing fee to MUs who need computing resources. MU \( i \) computes task \( T_i \) in the edge server, and the rental fee charged by the MEC server operators is expressed as \( V_i \), as shown in the following equation:

\[
V_i = \pi s_i,
\]

where \( \pi \) represents the fee charged by the MEC operator to complete an instruction.

### 2.1.3. Cost Model

We define the components of cost as three types, namely, delay, energy consumption, and payment. The delay includes transmission delay and computation delay. Energy consumption is the energy consumption of mobile devices during computing offloading or local computation. Payment is a fee that MUs pay to perform computing task using the computing resources of the MEC server. In addition, the cost of time delay and energy consumption is allocated linearly by the weight factor. We define the weighting factor of time delay as \( \gamma^E_i \) and the weighting factor of energy consumption as \( \gamma^T_i \). The advantage of this method is that it can be adjusted according to the actual requirements of the computing task. Specifically, when the calculation task is time delay sensitive, the setting of weight factor should meet \( \gamma^E_i > \gamma^T_i \), while in the face of tasks with high energy consumption, the weight is allocated as \( \gamma^E_i < \gamma^T_i \).

If MU \( i \) chooses local computation, then the cost is expressed as follows:

\[
z^i_c (d^m_j, \beta_i) = \gamma^E_i E^c_i (d^m_i) + \gamma^T_i T^c_i (d^m_i).
\]

Thus, the total cost function of MU \( i \) can be expressed as follows:

\[
z_i (d^m_i, d^m_j, \alpha_i, \beta_i) = \left\{ \begin{array}{ll}
z^i_c (d^m_j), & D_i = D_0 \\
\gamma^E_i E^g_i (d^m_j) + \gamma^T_i (T^g_i + T^c_i) + \pi s_i, & D_i \neq D_0
\end{array} \right.
\]

### 2.2. Problem Formulation

We consider that each MU is selfish and wants to reduce its cost by choosing the most appropriate offloading strategy. In other words, the ultimate goal of the MU is to minimize the cost of the whole computation offloading process:

\[
\min_{d^m \in \mathbb{C}} z^i_c (d^m_i, d^m_j, \alpha_i, \beta_i), \quad \forall i \in \mathbb{N}.
\]

In the whole offloading process, MUs need to make two decisions, server decision and channel decision. We define the two decisions’ problem as the following two subproblems.

In the process of server decision making, we consider the relevance between servers and channels because the feasible channel set of MUs in the next stage decision is determined by the edge servers of this decision. Therefore, all possible channel selection costs are considered probabilistic in this stage. To sum up, the goal of this stage is to minimize cost \( z^i_c \):

\[
\min_{d^m \in \mathbb{C}} z^i_c (d^m_i, d^m_j, \alpha_i, \beta_i), \quad \forall i \in \mathbb{N}.
\]

From the above equation, we can find that the value of cost \( z^i_c \) is determined by the server decision, the feasible strategy profile of channels and the MU set that chooses the same server.

In the decision-making process, MUs are independent of each other. MUs cannot know other users’ decisions and can only judge the current environment according to its actual situation and prior experience. Since the computing resources of edge servers are limited, the more the MUs that choose the same server for computation are, the greater the computation delay consumption is. Therefore, each MU wants to find the server with the lowest computation delay, and everyone wants to find the server with the least computation task to offload. MUs are regarded as participants, and there exists a noncooperative game as follows:

\[
\Gamma_1 = \langle \mathbb{N}, \{d^m_{i, \mathbb{C}}\}_{i \in \mathbb{N}}, \{Z^i_c\}_{i \in \mathbb{N}} \rangle.
\]

In the process of channel decision, the MU decision is mainly decided by the task specification and the number of users transmitted in the same channel. The larger the number of MUs transmitted on the same channel is, the lower the data transmission rate of the MU is. Therefore, MUs want to conduct data transmission through channels with a small number of MUs, which can reduce interference and achieve the purpose of reducing cost. The goal of each MU in this phase is given by
gamemodelasfollows:

\[
\min_{d_i \in A_i} z_i^o(d_i, \beta_i), \quad \forall i \in N.
\]  

Each MU wants to perform computational offloading through the channel with the least interference, and thus, MUs are willing to gain decisions to reduce their costs through autonomous learning. There is a competitive relationship between MUs, and we build a noncooperative game model as follows:

\[
\Gamma_2 = \langle N, \{d_i\}_{i \in N}, \{Z^o_i\}_{i \in N}\rangle.
\]  

In game models \(\Gamma_1\) and \(\Gamma_2\), there is a competitive game relationship between MUs. Each MU is pursuing a smaller cost by changing strategy, while other MUs are also trying to reduce their cost. In the end, all players in the game will reach an equilibrium state. In this state, no one can further reduce cost by changing strategies. In other words, the game reaches NE.

### 3. Nash Equilibrium and Algorithm

#### 3.1. Equilibrium Analysis

We consider whether MUs can further reduce the cost by changing the offloading strategy. Therefore, the next step is to study the existence of NE in \(\Gamma_1\) and \(\Gamma_2\).

**Definition 1.** For the noncooperative game, given a strategy profile \(D^* = (D_1^*, D_2^*, \ldots, D_k^*)\), if no MU can further decrease its offloading cost by changing its offloading strategy, we call \(D^*\) as a NE of the game, i.e.,

\[
ze_i(D_i^*), D_j^* \leq z_i(D_i, D_j^*), \quad \forall D_j \in A_j, i \in N.
\]  

MUs in the equilibrium state can achieve a offloading strategy profile, where all the MUs have no incentive to change their strategies unilaterally. Therefore, NE equilibrium has good stability.

In what follows, we show that \(\Gamma_1\) and \(\Gamma_2\) can achieve a NE. To prove this, we introduce the concept of the exact potential game. The game is an exact potential game. In the exact potential game, there exists a potential function, and when the strategy changes, the potential function has the same change trend as the MUs’ cost function. In addition, if \(\Gamma_1\) is an exact potential game, it has at least one pure NE and satisfies the finite improvement property, which means that an NE can be achieved by a finite number of iterations of changing strategies.

**Definition 2.** A game is the exact potential game, if and only if there is a potential function \(\Phi(a)\) which obeys the following condition:

\[
z_i(d_i, d_{-i}) - z_i(d_i^*, d_{-i}) = \Phi(d_i, d_{-i}) - \Phi(d_i^*, d_{-i}),
\]  

where \(z_i\) is the cost of participant \(i\) and \(d_i\) is the strategy for participant \(i\). Then, \(d_{-i}\) denotes the strategies of the other participants.

**Theorem 1.** The game \(\Gamma_1\) is an exact potential game which has at least one pure NE strategy.

**Proof.** We first prove that \(\Gamma_1\) is an exact potential game and then prove the existence of NE in \(\Gamma_1\) through the properties of exact potential game.

According to (9), the cost function of \(\Gamma_1\) is first given as follows:

\[
z_i^o(d_i^m, \alpha_i) = y_j^T T_i^o(d_i^m) + \pi s_i + p_m(d_i^m) z_i^o
\]  

As an exact potential game, we give the potential function of \(\Gamma_1\) as follows:

\[
\Phi_k(d_k^m, \alpha_i, \alpha) = \frac{1}{2} \sum_{k \in N} T_k^{-1} \sum_{j \in k, j \neq i} T_i^o(d_i^m) + \sum_{k \in N} \pi s_k + p_m(d_k^m) z_k^o.
\]  

MU \(i\) has resource preemption for other MUs offloaded to the same server. On the contrary, other MUs also preempt MU \(i\)’s computing resources. We would carry out equivalent transformation for (20):

\[
\Phi_k(d_k^m, \alpha_i, \alpha) = \frac{1}{2} \sum_{k \in N} T_k^{-1} \sum_{j \in k, j \neq i} T_i^o(d_i^m) + \sum_{k \in N} \pi s_k + p_m(d_k^m) z_k^o.
\]  

Resource preemption is mutual, so there is an equality relationship in (21), \(\pi_i^e = (\pi_i + \sum_{j \in N, j \neq i} T_j^o(d_j^m) / f_M) = \sum_{j \in N} \pi_i^e (T_j^o(d_j^m) / f_M)\).

Therefore, we can simplify the potential function as follows:
Complexity

$$\Phi_i^{C_i} (d_i^m, \alpha_i) = y_i^{s_i} + \sum_{j \in \alpha_i} s_j I \{d_j^m = d_i^m\}$$

By Definition 2, we know that $$\Gamma_1$$ is an exact potential game. Therefore, Theorem 1 is proved.

Then, we consider $$\Gamma_2$$.

Theorem 2. $$\Gamma_2$$ is an exact potential game, and the potential function is as follows:

$$\Phi_i^{C_i} (d_i^m, \beta_i) = \frac{1}{2} \sum_{i \in \alpha_i} y_i^{s_i} + \sum_{j \in \alpha_i} s_j I \{d_j^m = d_i^m\} + \sum_{k \in N \setminus \{ k, i \}} p_m (d_k^m) z_k^c$$

The proof is similar to the proof of Theorem 1, so we simplify the proof.

$$z^c_i (d_i^m, \beta_i) = \frac{1}{2} y_i^{s_i} + \beta_i - \frac{1}{2} \sum_{i \in \alpha_i} y_i^{s_i} + \sum_{j \in \alpha_i} s_j I \{d_j^m = d_i^m\}$$

By equivalent substitution, we get the following equivalence relation:

$$\Phi_i^{C_i} (d_i^m, \beta_i) - \Phi_i^{C_i} (d_i^m, \alpha_i) = z_i^c (d_i^m, \beta_i) - z_i^c (d_i^m, \alpha_i)$$

So Theorem 2 is proved.

3.2 The Real-Time Update Computation Offloading Algorithm. The above proves that NE exists in the two game models we established. Next, we study the solution of NE offloading strategy. In the game model, all MUs reduce the offloading cost by changing their offloading strategy. Since the MUs in the game are selfish, each MU pursues its own cost minimization. Therefore, we need a decentralized algorithm to implement our distributed computing offload solution and ultimately make MUs reach a goal that all parties are satisfied with.

$$\Gamma_1$$ and $$\Gamma_2$$ are exact potential games and have the finite improvement property (FIP). Specifically, a set of NE strategies can be obtained after a finite number of iterations to reach an equilibrium state. We propose the real-time update computation offloading algorithm (RUCA) to obtain the NE strategy profile. The main idea of the algorithm is to use the convergence of the model to reach the NE state of the whole game system through finite iterations. All MUs execute the decision process simultaneously before starting to perform the compute offload task. In order to realize the selfish behavior of different MUs at the same time, we propose an idea of updating the game status in real time. MUs initiate a request message to each MU to update its status when a better strategy is available during the game. However, at each iteration, a single update request is approved with a confirmation message so that only one decision is made at a time.

The channel decision steps are similar to the server decision process, and thus, the whole decision process is not given concretely. The specific content of the server game
stage is shown in Algorithm 1. The main decision-making steps are given as follows:

(i) Initializing: at the initial state \( t = 0 \), MU \( i \) randomly selects the initial strategy \( d_i^m, \) and the initial strategy is obtained from the feasible profile \( a^m, \) i.e., \( d_i^m \in a^m. \) According to the cost function, the initial offloading cost \( z_i^c \) (\( t = 0 \)) is given. The calculation basis of the cost value is as follows:

\[
z_i^c(t = 0) = \begin{cases} z_i^c(d_i^m), & d_i^m = 0, \\ y_i^T T_i^c (d_i^m) + n s + p_m(d_i^m) z_i^c, & d_i^m \neq 0. \end{cases}
\] (28)

(ii) Selecting a new best strategy: MU \( i \) seeks its new best strategy in the current game environment. The goal of MU \( i \) is to minimize the offloading cost in the current state, i.e.,

\[
d_i^m = \arg \min_{d_i^m \in a^m} z_i^c(d_i^m, a_i). \tag{29}
\]

(iii) Sending request to update: MU \( i \) selects the latest best strategy and sends a request to other MUs to update the offloading strategy. During each iteration, the MU \( i \) can only request the strategy update once, so the strategy updating cannot begin until the request is acknowledged. Strategy updating obeys the following rules:

\[
d_i^m(t = 0) = \begin{cases} d_i^m(t = 0), & \text{request accepted}, \\ d_i^m(t), & \text{request rejected}. \end{cases} \tag{30}
\]

(iv) Termination: if we get an equilibrium strategy through iteration, iteration stops.

3.3. The Multiuser Probabilistic Offloading Decision Algorithm. The RUO algorithm updates the offloading strategy profile iteratively through the idea of real-time update, and finally, the Nash equilibrium strategy is obtained. However, when the MU \( i \) generates a new strategy, all MUs receive an update request from the MU \( i \) for the strategy update operation. In one iteration, it is possible for each MU to send an update request, so the game environment has a high number of updates. The complexity of the whole algorithm is very high, and the delay of game reaching equilibrium will increase.

In order to reduce the delay, we improve the RUO algorithm. The update of user strategy is no longer required in the global form. We apply selection probability to represent the feasible strategy set of each user. When the cost is low, the probability of choosing a strategy increases. In the next iteration, the user will choose the high probability strategy to offload first. Based on this idea, we propose the multiuser probabilistic offloading decision (MPOD) algorithm. Users only need to modify the probability vector of strategy selection of their feasible strategy set for each strategy update, but they do not make a global update request.

The detailed process of the whole algorithm is shown in Algorithm 2. The main steps of the MPOD algorithm are given as follows:

(i) Initializing: we introduce the concept of strategy probability selection, which can be defined as the basis for each MU to choose offloading strategy. For each MU, we initially set a uniform distribution of the selection probability of each strategy in the feasible profile. MU \( i \)'s strategy selection probability vector is as follows:

\[
P_i^m(t = 0) = \left( \frac{1}{m + 1}, \frac{1}{m + 1}, \ldots, \frac{1}{m + 1} \right). \tag{31}
\]

(ii) Updating the strategy: when the user chooses a strategy to offload, the cost of offloading will change the probability of choosing the strategy. In time period \( t \), MU \( i \) makes the current decision based on its current strategy selection probability vector \( P_i^m(t). \)

(iii) Calculating the current cost value: in the current state, each MU calculates the cost value \( z_i^c \) based on (8) and directly calculates the value of \( z_i^c \) if the MU chooses to calculate locally.

(iv) Updating the strategy selection vector: each MU adheres to the following rules to update their strategy selection vectors:

\[
P_i^m(t + 1) = P_i^m(t) + \xi_i r_i^c(e_{d_i^m} - P_i^m(t)), \tag{32}
\]

where \( \xi \) is the coefficient of learning ability, and \( 0 < \xi < 1 \). \( e_{d_i^m} \) is a unit vector of \( (M + 1) \) dimension, where \( d_i^m \) corresponds to an element value of 1. \( r_i^c \) represents the benefit obtained by the decision, expressed as \( r_i^c = 1 - \epsilon z_i^c \) (\( t \)), where \( \epsilon \) is a minimum value to ensure the nonnegative benefit of the decision.

(v) Termination: until all MUs do not adjust their offloading strategy, the iteration stops.

4. Evaluation

In this section, we evaluate the performance of the MPOD algorithm through experiments. We considered a network of densely distributed edge servers, including 3 servers and 100 MUs, 30 of whom are in the service overlap area. We set channel bandwidth \( B \) to 5 MHz [38]. In the process of data transmission, the calculation method of channel gain is \( g_{i} = d_{i,i,M}^{-a} \), where \( a \) is the path loss index. According to the path loss model of city and suburb, we set the value of \( a \) to 4. To simplify the calculation, we assume that the distance between the edge servers is 10 m and that the data transmission power of each MU mobile device is 0.4 W. In local computation, we need to know the computing power of the local server, so we randomly generated MU’s local server computing capacity in \([0.5, 3] \) Gycles. In addition, the cloud server has a powerful computing capacity of 50 Gycles. For each compute-intensive task \( T \), the size \( b \) of the transmitted
data was generated randomly from [0.5, 5] MB and the number of instructions to execute to complete the calculation of 1 MB data is generated randomly from [100, 500] cycles/MB. In addition, the energy consumption per CPU cycle is obtained through $10^{-11} (FM)^2$. The weighting factors of time and energy consumption can be set according to the actual situation and the balance between them can be made. In this experiment, we set both weight factors to 0.5. Furthermore, the background noise $\sigma$ is set to -100 dBm. The main parameter settings are given in Table 2.

4.1. Parameter Analysis. Edge server operators perform server updates, maintenance, and other operations, so they would charge resource rental fees to MUs that offload tasks to edge servers for execution. As shown in Figure 2, we analyze the impact of resource lease price customization on the total offloading cost. The unit price of resource lease is calculated to be 0.5 and 1. We observe the change of total offloading cost as the number of MU participating in the game increases. As shown in the figure, with the increase of MUs quantity, the total cost tends to rise. The higher the cost of computing the resource lease is, the higher the cost of the MUs offloading tasks is. Therefore, the rental unit price has a direct impact on the offloading cost.

For resource leasing unit price customization, we also compare the equilibrium costs corresponding to different prices. Through a finite number of iterations, the offloading cost of each MU reaches an equilibrium state and no longer changes. In the whole game process, the total offloading cost no longer changes. As shown in Figure 3, after about 12 iterations, the total offloading cost reaches the convergence state. When the unit price of resource leasing is 1, the total offloading cost is much higher than that of 0.5. Therefore, we further prove the influence of different resource lease prices on the total offloading cost.

Now, we analyze the influence of learning ability $\xi$ of the model on the whole game process. The game process is the selection process of offloading decision made by each MU. The selection of offloading strategy is represented by
probability vector, and the strategy selection vector is taken as the basis of strategy selection in each iteration. Learning ability determines the degree to which MU gains in each decision process. Figure 4 describes the change of the probability of strategy selection of MU1 choosing M3 to offload with the change of the number of iterations. We can see that with the increase of the number of iterations, the probability of MU1 choosing M3 for offloading is on the rise, and the probability value is approaching to 1. Specifically, when the number of iterations is about 20, the probability value is basically 1. We can say M3 is the equilibrium strategy for MU1. We set the values of learning ability as 0.4, 0.5, and 0.6. As can be observed in Figure 4, when learning ability is 0.6, the probability of strategy selection reaches 1 at the fastest. Therefore, learning ability affects the rate of change of strategy selection probability.

Another nonnegative coefficient $\epsilon$ is applied to determine the benefit of each decision according to the cost value, and the decision benefit is applied to determine the change of the strategy selection probability. We set $\epsilon$ values to 0.0001, 0.002, and 0.0003 for comparison. The value of $\epsilon$ should be small enough to ensure that the decision benefit is positive. In Figure 5, we analyze the change trend of decision benefit with cost under different values of $\epsilon$. Overall, costs and benefits tend to move in opposite directions. Specifically, as the offloading cost increases, the decision cost decreases. From the change rate, we can see that the model with a large value of $\epsilon$ has a faster decline in decision benefits. Therefore, the value of 8 has a certain impact on the value of decision benefits and the rate of change.

In addition, we analyze the influence of nonnegative coefficient $\epsilon$ on the probability of strategy selection. As shown in Figure 6, after a certain number of iterations, the probability of strategy selection becomes 1 or 0 for any user in the game model. It can be clearly seen that the greater the value of $\epsilon$ is, the slower the strategy selection probability reaches equilibrium. As the strategy selection probability is affected by the decision benefit, the larger the decision benefit, the faster the strategy selection probability reaches the equilibrium state. Therefore, the value of $\epsilon$ indirectly affects the probability of strategy selection.

### 4.2. Convergence Analysis

We have proved that the model exists NE. Specifically, the model can reach an equilibrium state through a finite number of iterations. We further prove the convergence of the model by experiments. In Figure 7, we randomly select 3 MU to show the changing trend of offloading strategy selected by MU through iteration. We can observe that three MU offloading strategies reach the equilibrium state at the 11th iteration. Specifically, the offloading strategy does not change when MU1 iterates 8 times. MU2 reaches convergence state through 11 iterations. MU3 also iterates 11 times to reach equilibrium. Therefore, the offloading strategy does not change after a limited number of iterations. From this strategy change trend, we can prove that the model is convergent.

Figure 8 proves the convergence of the model from another perspective. In the MPOD algorithm, we apply the
strategy selection vectors to represent the probability of selecting each strategy. In other words, as the probability of choosing one strategy increases, the probability of choosing other strategies decreases. Due to the presence of NE in the model, MUs would automatically select the equilibrium strategy after iterations and these selected strategies are no longer change. Therefore, the selection probability of equilibrium strategy would gradually approach and reach 1, while the selection probability of other strategies can be correspondingly decreased to 0. Figure 8 shows the strategy selection probability for each of MU1’s feasible policies. Specifically, around 17 iterations, the selection probability of strategy M3 reaches 1, and in particular, M3 is the equilibrium strategy of MU1. In terms of the probability of strategy selection, we prove the convergence of the model once again.

4.3. Comparative Experiments. Compared with other algorithms, we analyze the performance of the MPOD algorithm. In the local execution completely algorithm (LECA), all MUs perform their tasks locally and do not offload the tasks. In the random selection execution algorithm (RSEA), each user offloads randomly selected strategies from its feasible strategy profile. Figure 9 shows the changing trend of average cost of MUs participating in the game with the increase of the number of iterations. Since the strategy of MUs to execute the task has no change in the LECA algorithm, the average cost is not affected by the number of iterations. The
decision process of offloading applying the RSEA algorithm is uncertain, so the curve shows a broken line form of great change. In the MPOD algorithm, after about 6 iterations, the average cost no longer changes. In the seventh iteration, the average cost obtained by the MPOD algorithm is 8.7% lower than the RSEA algorithm and 20.6% lower than the LECA algorithm. Therefore, in terms of offloading cost, our proposed MPOD algorithm has obvious advantages.

Figure 10 shows the change in the number of MUs participating in the game and the total cost of different algorithms. According to the overall change trend of the three algorithms, with the increase of MUs, the total cost changes show an upward trend. The rate of total cost rise of the MPOD algorithm is the slowest, and the total cost is always lower than the LECA algorithm and the RSEA algorithm. When the number of MU increases to 28, the total cost of the MPOD algorithm is 10.8% lower than the RSEA algorithm and 31.8% lower than the LECA. This further proves that lower cost can be obtained through our algorithm.

5. Conclusion

In this paper, we study the task offloading problem in the scenario of dense distribution of edge servers. We focus on the offload strategy for mobile users in the edge server overlapping service areas. We divide the whole offloading process into data transmission and computation processing. We establish two noncooperative game models to solve the server and channel offloading decision, respectively, and prove the existence of NE in the model. The RU CO algorithm and the MPOD algorithm are proposed to obtain NE offloading strategy, and the latter is an improved algorithm to the former. In addition, we conduct experiments to prove the performance of the MPOD algorithm. The experimental results show that the MPOD algorithm has good convergence and can obtain lower offloading strategy.
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