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ABSTRACT

The atmospheric circulation is driven by heat transport from the tropics to the polar regions, embedding energy conversions between available potential and kinetic energy through various mechanisms. The processes of energy transformations related to the dynamics of the atmosphere can be quantitatively investigated through the Lorenz energy cycle formalism. Here we examine these variations and the impacts of modes of climate variability on the Lorenz energy cycle by using reanalysis data from the Japanese Meteorological Agency (JRA-55). We show that the atmospheric circulation is overall becoming more energetic and efficient. For instance, we find a statistically significant trend in the eddy available potential energy, especially in the transient eddy available potential energy in the Southern Hemisphere. We find significant trends in the conversion rates between zonal available potential and kinetic energy, consistent with an expansion of the Hadley cell, and in the conversion rates between eddy available potential and kinetic energy, suggesting an increase in mid-latitudinal baroclinic instability. We also show that planetary-scale waves dominate the stationary eddy energy, while synoptic-scale waves dominate the transient eddy energy with a significant increasing trend. Our results suggest that interannual variability of the Lorenz energy cycle is determined by modes of climate variability. We find that significant global and hemispheric energy fluctuations are caused by the El Nino-Southern Oscillation, the Arctic Oscillation, the Southern Annular Mode, and the meridional temperature gradient over the Southern Hemisphere.
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1. Introduction

The inhomogeneous absorption of energy in the climate system is the primary fuel of atmospheric and oceanic dynamics. Energy is transformed within the system through several forms, following the motion of the atmosphere and the ocean, determining the mean state and variability of the climate system (Hu et al., 2004; Clément et al., 2017). The seminal work by Lorenz (1955) laid down a comprehensive picture of the various processes responsible for the conversion of available potential energy from inhomogeneous diabatic heating into kinetic energy and eventually (frictional) dissipation. This is commonly referred to as the “Lorenz energy cycle”, describing the conversion of energies through different forms and treating the system as a thermodynamic cycle or, in our context, as a heat engine.

The atmospheric process of the Lorenz energy cycle can be described as follows: The zonal available potential energy is determined by the net heating of the atmosphere in low latitudes and the net cooling in high latitudes (Ulbrich and Speth, 1991). Then the energy cycle involved in the atmospheric general circulation experiences two main processes: baroclinic growth and barotropic decay (Ulbrich and Speth, 1991; Lembo et al., 2019a). The process of baroclinic growth occurs mainly due to the growth of mid-latitudinal baroclinic eddies at the synoptic scale, including the transformation of the zonal available potential energy into eddy available potential energy through...
horizontal and vertical transport of sensible heat, and the transformation of eddy available potential energy into eddy kinetic energy by rising warm air and sinking cold air. The energies undergo a process of barotropic decay when a large part of eddy kinetic energy is dissipated by frictional heating and the remainder is converted back into zonal kinetic energy through horizontal and vertical transport of angular momentum by the eddies. This barotropic decay process ensures the maintenance of the extratropical jet streams and storm tracks (Ulbrich and Speth, 1991; Li et al., 2007; Lembo et al., 2019a), however, it is not the leading-order process for the subtropical jet which is mainly due to angular momentum conservation. Finally, the zonal mean meridional overturning circulation leads to the zonal available potential energy converted into zonal kinetic energy, which involves the combined actions of the Hadley and Ferrel cells (Hernández-Deckers and von Storch, 2010; Kim and Kim, 2013).

The atmospheric Lorenz energy cycle has been widely used to investigate atmospheric dynamics and the general circulation of the atmosphere by considering the physical processes involved in the energy transformation (Peixóto and Oort, 1974; Ulbrich and Speth, 1991, and references therein). By systematically identifying the path through which the atmosphere contributes to achieving a statistically non-equilibrium steady state of the climate system (Ambaum, 2010; Lucarini et al., 2011), the Lorenz energy cycle allows to conveniently describe the climate in the framework of macroscopic non-linear thermodynamics (Prigogine, 1962). In other words, once concepts borrowed from classical thermodynamics, such as efficiency, irreversibility, mechanical work are adapted to the context of the Lorenz energy cycle, a set of metrics is readily available for systematically addressing the maintenance of the mean state and of the variability of the climate system (Lembo et al., 2019a).

The atmospheric Lorenz energy cycle has been evaluated in reanalysis datasets (Li et al., 2007; Kim and Kim, 2013; Pan et al., 2017), and has been used to assess climate model performance (Marques et al., 2009; Hernández-Deckers and von Storch, 2010; Lucarini et al., 2011; Lembo et al., 2019a). Previous studies mainly focused on the mean state and the seasonal cycle of the Lorenz energy cycle. For instance, Hu et al. (2004) examined the Northern Hemisphere atmospheric energetics based on the Lorenz energy cycle framework, using reanalysis data. Marques et al. (2010) focussed on the comparison of different reanalysis datasets in computing the Lorenz energy cycle from 1979 to 2001 while they did not analyse its trends. Pan et al. (2017) first explored the linear trends of various Lorenz energy cycle’s components during the period 1979–2013 and compared two reanalysis datasets (ERA-Interim and NCEP-R2). However, trends and the variability of the Lorenz energy cycle as a whole have not been studied widely. A systematic characterisation of these changes provides insight into the impact of anthropogenic global warming, not only in terms of how it affects the efficiency of energy conversions within the atmosphere but also corresponding long-term trends of the atmospheric general circulation (Kim and Kim, 2013; Lembo et al., 2019a).

Here, we systematically examine the variability and trends in the Lorenz energy cycle components over the period 1979–2019. We believe that, for the first time, an extensive focus on long-term variations in Lorenz energy cycle components is provided here. The fluctuations of eddy activities have a major impact on synoptic-scale weather systems, e.g. cyclone and anticyclone systems in mid-latitudes (Pan et al., 2017). Therefore, we will investigate the variations of the Lorenz energy cycle by breaking down the contributions from the eddies into their stationary and transient components. Waves at different scales might contribute differently to the weather and climate variability by transferring heat and momentum fluxes (Lembo et al., 2019b; Chemke and Ming, 2020). We will thus separately examine the Lorenz energy cycle components for different zonal wavenumber regimes as well. We will then relate variations of the Lorenz energy cycle components to key modes of climate variability, investigating the physical processes lying behind such variability from the point of view of climate variability.

In section 2 we describe the data and the Lorenz energy cycle methodology, in section 3 we present our results with a focus on trends in global energies, the energetics of stationary, transient eddies and wavenumber regimes and also the impact of modes of climate variability on energetics. In section 4 we provide our conclusions.

2. Data and methodology

We use reanalysis data provided by the Japan Meteorological Agency (JRA-55) (Kobayashi et al., 2015) to compute the Lorenz energy cycle during the period 1958–2019. The JRA-55 provides 6-hourly data for 37 pressure levels with a 1.25° horizontal resolution. The variables used in computing the Lorenz energy cycle include 3-dimensional fields of daily air temperature, zonal, meridional and vertical winds on pressure levels, and also 2-dimensional daily air temperature, zonal and meridional winds at 2 meters.

We employ the Thermodynamic Diagnostic Tool (TheDiaTo; Lembo et al. (2019a)) for diagnosing the variations of the Lorenz energy cycle (https://github.com/ValerioLembo/TheDiaTo_v1.0.git). The Lorenz energy cycle computations in TheDiaTo allow us to
systematically investigate the energy exchanges embedded in the general circulation of the atmosphere across different spatial scales of motion. This tool is ideal for our purpose to analyze the trends of various components in the Lorenz energy cycle. The DiaTo subsets and calculates the integrated Lorenz energy cycle in the troposphere between the vertical levels of 900 and 100 hPa. Details of the equations that have been used can be found in Lembo et al. (2019a).

We calculate the following terms in the Lorenz energy cycle: zonal available potential energy \( P_M \), eddy available potential energy \( P_E \), zonal kinetic energy \( K_M \), and eddy kinetic energy \( K_E \). Then, we compute the conversion rates: between zonal and eddy available potential energies \( C(P_M, P_E) \), between eddy available potential energy and kinetic energy \( C(P_E, K_E) \), between eddy and mean kinetic energies \( C(K_E, K_M) \), and between mean available potential energy and kinetic energy \( C(P_M, K_M) \), the generation rate of zonal and eddy available potential energies \( G(P_M) \) and \( G(P_E) \) respectively, and the dissipation rate of zonal and eddy kinetic energies \( D(K_M) \) and \( D(K_E) \) respectively. Moreover, following Ulbrich and Speth (1991), we decompose the eddy energies in the Lorenz energy cycle into a stationary (subscript SE) and a transient (subscript TE) component. The stationary component is defined as the deviation from the zonal mean, while the transient component is defined as the deviation from the climatological time mean. In doing so, \( P_E \) is divided into stationary and transient eddy available potential energies \( P_{SE} \) and \( P_{TE} \), and \( K_E \) is divided into stationary and transient eddy kinetic energy energies \( K_{SE} \) and \( K_{TE} \), respectively. Similarly, we calculate the conversion rates \( C(P_M, P_{SE}) \), \( C(P_M, P_{TE}) \), \( C(P_{TE}, K_{TE}) \), \( C(P_{SE}, K_{SE}) \), \( C(K_{TE}, K_M) \), \( C(K_{SE}, K_M) \), two non-linear conversion rates \( C(K_{SE}, P_{TE}) \) and \( C(K_{TE}, K_{SE}) \), the generation rates \( G(P_{SE}) \) and \( G(P_{TE}) \), and dissipation rates \( D(K_{SE}) \) and \( D(K_{TE}) \). Then we decompose stationary and transient eddy energies into different zonal wave number groups: planetary-scale waves (PW, zonal wave-number 1–3), synoptic-scale waves (SW, wave-number 4–9), and meso-scale waves (MW, wave-number 10–21). This will help us to understand the contributions to the Lorenz energy cycle of different wave number groups representing different weather regimes, from the planetary circulation to regional storms (e.g. Hu et al., 2004; Lembo et al., 2019b; Ruggieri et al., 2020). In this article, we focus only on the decomposition of eddy available potential and eddy kinetic energies on global and hemispheric scales and do not consider the contribution of single wave numbers.

We use the non-parametric Mann–Kendall test to examine the trends for different components of the Lorenz energy cycle and Sen’s slope to estimate the magnitude of the trends (Mann, 1945; Sen, 1968; Gocic and Trajkovic, 2013; Franzke and Torelló i Sentelles, 2020). The Mann-Kendall test and Sen’s slope are performed using the software MAKESENS (Salmi, 2002).

Three types of climate indices representing modes of climate variability are used in this study: atmospheric indices, oceanic indices, and temperature indices. The atmospheric indices include teleconnection patterns (Feldstein and Franzke, 2017; Hannachi et al., 2017) such as the Arctic Oscillation (AO), the North Atlantic Oscillation (NAO), the Pacific North American (PNA) pattern, the Southern Annular Mode (SAM), and the Quasi-biennial Oscillation (QBO) index. The oceanic indices consist of the El Niño-Southern Oscillation index (NiNiO3.4), the Pacific Decadal Oscillation (PDO), and the Atlantic Multi-decadal Oscillation (AMO) index. Temperature indices are the monthly HadCRUT4 global mean surface temperature (GMST) anomaly and the weighted vertically averaged (900–100 hPa) meridional temperature difference from JRA-55 (ΔT) at hemispheric-scale. These monthly indices can be downloaded from the website https://climexp.knmi.nl/, except for ΔT. We define the ΔT by calculating the differences between the weighted vertical averaged temperature over the mid-latitudes (30°–60° N/S) and the polar areas (60°–90° N/S). Thus, ΔT\(_{NH}\) and ΔT\(_{SH}\) depict meridional temperature gradients in the troposphere over the Northern and Southern Hemispheres.

3. Results

3.1. How reliable is the pre-satellite period for atmospheric energetics?

First, we examine the climatological mean state of each component of the Lorenz energy cycle for the whole period (1958–2019) and the satellite period (1979–2019). From the viewpoint of the climatological mean state, no appreciable difference is found between the two time periods (not shown). However, there is a sudden jump before and after 1979 in the annual mean eddy available potential energy and eddy kinetic energy as shown in Fig. 1. We also find similar sudden jumps in the zonal mean available potential and kinetic energy reservoirs, while the differences of the zonal mean before and after 1979 are slightly smaller than those of the eddy energies. These sudden jumps were also reported by Marques et al. (2009) for other reanalysis datasets as a result of the introduction of satellite data in 1979. A non-parametric test – the Mann–Whitney U test (Nachar, 2008) – is used for examining the statistical difference between the two time periods. This test compares whether the distributions of the two samples of continuous observations belong to
the same statistical population by determining if the medians are different or not (Ye and Ahammed, 2020). Results reveal that the differences are statistically significant at the 1% confidence level (two-tailed) among the zonal mean and eddy energies in the two time periods, except for $P_M$. This significant difference is also confirmed by using a two-sample $t$-test (Ye and Ahammed, 2020). Thus, we focus in the following on the Lorenz energy cycle during the satellite period 1979–2019.

3.2. Climatology of the Lorenz energy cycle

The climatological values of the global integrals of energies in the JRA-55 dataset are shown in Fig. 2. The order
of magnitude of the sum of the stationary $P_{SE}$ and transient $P_{TE}$ available potential energies is the same as the sum of the stationary $K_{SE}$ and transient $K_{TE}$ kinetic energies. The comparable order of magnitude between $PE$ and $KE$ is consistent with Li et al. (2007) and Lembo et al. (2019a). This is likely due to baroclinic instability which transforms available potential into kinetic energy instantaneously, mainly in mid-latitude weather systems, and which is driven by the meridional temperature gradient (Holton and Hakim, 2012). By trying to reduce this meridional temperature gradient, the atmosphere acts by reducing the available potential energy.

The time-mean values for all the energy components are comparable with other reanalysis datasets (Li et al., 2007; Marques et al., 2010; Pan et al., 2017), although the time-mean values of zonal mean energy components in our study are generally larger than those calculated from other reanalysis datasets. The discrepancies could be due to different vertical levels and time periods used for the integration of the energies. We also find that the time-mean values of the zonal mean energy components in our study are generally lower than the results from the climate models (Boer and Lambert, 2008; Lembo et al., 2019a). However, our results are in agreement with Marques et al. (2009).

3.3. Trends in global energies

Figure 3 displays the time series of the globally averaged mechanical energies $P_M$, $P_E$, $K_M$, and $K_E$ between 1979 and 2019. All mechanical energies display an increasing linear trend, suggesting a general intensification of the global Lorenz energy cycle. We examine the significance of these linear trends with the Mann–Kendall test (Table 1). Among these energies, only $P_E$ displays a significant upward trend of $390.48 \text{Jm}^{-2} \text{per year}$.

The globally averaged conversion rates among the different mechanical energies are all increasing with time (Table 1). The linear trend is significant for $C(P_E, K_E)$ and $C(P_M, K_M)$ with a rate of $1.18$ and $0.32 \times 10^{-3} \text{Wm}^{-2}$ per year, respectively. The increasing trend of $C(P_E, K_E)$ (Fig. 4) denotes a stronger mid-latitudinal baroclinic
instability induced by the sinking of colder air and rising warmer air (Kim and Kim, 2013). The significant positive correlation between $C(P_E, K_E)$ and temperature differences between the mid-latitudes and the polar regions for both hemispheres (see Sec. 3.7) suggests an increase in mid-latitudinal baroclinic instability. The trend of the $C(P_M, K_M)$ conversion rate links with the net effect of a number of processes occurring in the tropics and mid-latitudes, related to the activity of the Hadley ($C(P_M, K_M)>0$) and Ferrel cells ($C(P_M, K_M)<0$) (Li et al., 2007; Pan et al., 2017). As a significant trend exists, our results are consistent with an expansion of the Hadley cell over the past few decades (Seidel et al., 2008; Kang and Lu, 2012; Huang and McElroy, 2014; Davis and Davis, 2018).

The variations of $C(P_M, P_E)$ are associated with baroclinic disturbances, related to the meridional temperature gradient and Arctic amplification (Peixóto and Oort, 1974; Li et al., 2007). The temporal variations of large-scale weather systems in the mid-latitudes can also contribute to the trend of $C(P_M, P_E)$ (Pan et al., 2017). As, unlike in previous work (Pan et al., 2017), there is no clear trend for $C(P_M, P_E)$, we argue that these effects are somehow compensating. This result is consistent with Dai and Song (2020), who show that Arctic amplification in recent decades has little influence on northern mid-latitude weather. $C(K_E, K_M)$ is related to temporal variations of the jet streams in the troposphere (Kim and Kim, 2013). The slightly increasing trend of $C(K_E, K_M)$ thus suggests an increased poleward displacement of the jet streams as a result of the transport of momentum by the motion of eddies.

Trends of the globally averaged generation and dissipation rates are examined and displayed in Table 1. All the generation and dissipation rates for the zonal mean mechanical energies ($G(P_M)$ and $D(K_M)$) are increasing with time. In particular, the positive linear trends in the dissipation rate of $D(K_M)$ are statistically significant at the 95% level (Fig. 5), which is mainly due to the increasing conversion rates related to transferring energies into $K_M$. Overall, the upward trend of the total dissipation rate of kinetic energies suggests an increasing efficiency of the global atmospheric thermal engine (Table 1), in agreement with (Pan et al., 2017).

3.4. Decomposition of global generation, dissipation, and conversion rates

Stationary and transient eddies both play important roles in the global energy cycle of the atmosphere (Ulbrich and Speth, 1991; Lembo et al., 2019a). Here, we decompose the eddy energies into stationary and transient components. Figure 2 shows that the magnitude of mechanical energy of transient eddies ($P_{TE}$ and $K_{TE}$) is larger than that of stationary eddies ($P_{SE}$ and $K_{SE}$); however, they have the same order of magnitude.

We first investigate the partition of the globally averaged generation rates. Although fluctuations exist (Figs. 6a and 6b), there are no statistically significant trends in $G(P_{SE})$ and $G(P_{TE})$. As for the decomposed globally

![Fig. 4](image_url) Time series of the conversion rate between the eddy available potential energy and the eddy kinetic energy $C(P_E, K_E)$. 

**Table 1. Trends in the global energies.**

|                | Trend | Sig. | Unit          |
|----------------|-------|------|---------------|
| $P_M$          | 344.09| **   | Jm$^{-2}$ per year |
| $P_E$          | 390.48| **   | Jm$^{-2}$ per year |
| $P_M + P_E$    | 543.75| **   | Jm$^{-2}$ per year |
| $K_M$          | 188.06|      | Jm$^{-2}$ per year |
| $K_E$          | 121.06|      | Jm$^{-2}$ per year |
| $K_M + K_E$    | 214.42|      | Jm$^{-2}$ per year |
| $C(P_M, P_E)$  | 0.00  |      | 10$^{-7}$Wm$^{-2}$ per year |
| $C(P_E, K_E)$  | 1.08  | *    | 10$^{-7}$Wm$^{-2}$ per year |
| $C(K_E, K_M)$  | 0.38  | *    | 10$^{-7}$Wm$^{-2}$ per year |
| $C(P_M, K_M)$  | −0.32 | *    | 10$^{-7}$Wm$^{-2}$ per year |
| $G(P_M)$       | 0.53  | *    | 10$^{-7}$Wm$^{-2}$ per year |
| $G(P_E)$       | 0.00  |      | 10$^{-7}$Wm$^{-2}$ per year |
| $G(K_M)$       | 1.45  | *    | 10$^{-7}$Wm$^{-2}$ per year |
| $D(K_M)$       | −0.44 |      | 10$^{-7}$Wm$^{-2}$ per year |

+ at 90% level. ** at 95% level. * at 99% level.
significant trends are found for the conversion rates of eddy available potential energies, as shown in Table 2, no significant trend in $D(K_{SE})$, but no significant trend in $D(K_{TE})$.

For the decomposed conversion rates of zonal and eddy available potential energies, as shown in Table 2, no significant trends are found for the conversion rates of $C(P_M, P_{SE})$ and $C(P_M, P_{TE})$, as well as $C(P_{SE}, P_{TE})$. However, in terms of the conversion rates between zonal and eddy kinetic energies, there is a significant upward linear trend in $C(K_{TE}, K_M)$, while $C(K_{SE}, K_M)$ and $C(K_{TE}, K_{SE})$ have no long-term trends (Table 2). The significant increasing trend of $C(K_{TE}, K_M)$ has a slope of $0.94 \times 10^{-3} \text{Wm}^{-2} \text{per year}$ (Fig. 7a). The trends of $C(K_{TE}, K_M)$ are likely linked to the increasing trend of $C(K_E, K_M)$ in Table 1. This indicates the strengthening of horizontal transport of momentum and energy from eddies to the zonal mean flow ($K_M$).

In addition to that, as denoted in Table 1, the conversion rate of $C(P_E, K_E)$ presents a significantly increasing trend. Here, we mainly attribute this increasing trend to the significant trend of $C(P_{TE}, K_{TE})$ (Fig. 7b and Table 2), as $C(P_{SE}, K_{SE})$ displays insignificantly negative trend. Our results suggest that baroclinic instability is becoming stronger, leading to more unstable weather systems mainly in the mid-latitudes through transient eddies.

### Table 2. Decomposition of global energies into eddies.

|                | Trend | Sig. | Unit          |
|----------------|-------|------|---------------|
| G(P_{SE})      | -0.32 | 0.04 | $10^{-3} \text{Wm}^{-2} \text{per year}$ |
| G(P_{TE})      | 0.48  |      |               |
| D(K_{SE})      | -0.45 |      | $10^{-3} \text{Wm}^{-2} \text{per year}$ |
| D(K_{TE})      | 0.00  |      |               |
| C(P_{M}, P_{SE}) | 0.00  |      | $10^{-3} \text{Wm}^{-2} \text{per year}$ |
| C(P_{M}, P_{TE}) | 0.00  |      | $10^{-3} \text{Wm}^{-2} \text{per year}$ |
| C(P_{SE}, P_{TE}) | 0.00  |      | $10^{-3} \text{Wm}^{-2} \text{per year}$ |
| C(K_{TE}, K_{M}) | 0.94  |      | $10^{-3} \text{Wm}^{-2} \text{per year}$ |
| C(K_{SE}, K_{M}) | 0.00  |      | $10^{-3} \text{Wm}^{-2} \text{per year}$ |
| C(K_{TE}, K_{TE}) | 0.00  |      | $10^{-3} \text{Wm}^{-2} \text{per year}$ |
| C(P_{TE}, K_{TE}) | 0.73  |      | $10^{-3} \text{Wm}^{-2} \text{per year}$ |
| C(P_{SE}, K_{SE}) | -0.35 |      | $10^{-3} \text{Wm}^{-2} \text{per year}$ |

3.5. Hemispheric differences in eddy potential and kinetic energies

We consider the averaged eddy available potential and kinetic energies separately in the Northern and Southern hemispheres (Fig. 8). As shown in Figs. 8a and 8b, all the components of $P_E$ are larger in the Northern Hemisphere than in the Southern Hemisphere. Concerning the trends, components of $P_E$ experience an increasing trend, except for $P_{SE}$ in the Southern Hemisphere (Table 3). Our results suggest that the globally increasing trend of $P_E$ (Table 1) is mainly due to the significantly increasing trend in $P_{TE}$ in the Southern Hemisphere. The conversion
of available potential energy from the zonal mean to transients involves the meridional transport of heat (Ulbrich and Speth, 1991). In this respect, our results suggest an increase of the meridional temperature perturbation at the troposphere in the Southern Hemisphere, which is in agreement with Pan et al. (2017). Indeed, we find that the vertically averaged meridional temperature gradient in the troposphere over the Southern Hemisphere $\Delta T_{SH}$ has a statistically significant increasing trend (not shown).

As for trends of the components decomposed from the eddy kinetic energy, the results of the linear trends shown in Fig. 8c and 8d are well in agreement with Table 3. An upward trend is found in $K_{TE}$ mainly over the Southern Hemisphere, responsible for the overall increasing trend of $K_E$ (Table 1). $K_{SE}$ has a slightly negative trend at the global scale, however, it has positive trends in both hemispheres. The strong interannual variations in $K_{SE}$ on the hemispheric scale could explain the slightly negative trend on the global scale, as the global $K_{SE}$ is calculated by

---

**Fig. 7.** Decomposed globally averaged conversion rates. (a) The conversion rate between the transient eddy kinetic energy and mean kinetic energy $C(K_{TE}, K_M)$; (b) The conversion rate between the transient eddy kinetic energy and transient eddy kinetic energy $C(P_{TE}, K_{TE})$.

**Fig. 8.** Decomposed the globally averaged eddy available potential energy and kinetic energy. (a) The stationary eddy available potential energy $P_{SE}$; (b) The transient eddy available potential energy $P_{TE}$; (c) The stationary eddy kinetic energy $K_{SE}$; (d) The transient eddy kinetic energy $K_{TE}$.

**Table 3.** Decomposition of potential and kinetic energy (J m$^{-2}$ per year).

|        | Global | NH   | SH   |
|--------|--------|------|------|
|        | Trend  | Sig. | Trend| Sig. | Trend  | Sig.  |
| $P_E$  |        |      |      |      |        |      |
| $P_{TE}$ | 315.14 | **   | 132.24 | 539.17 | ***   |
| $P_{SE}$ | 61.90  | 100.00 | -20.00 |
| $K_E$  |        |      |      |      |        |      |
| $K_{TE}$ | 54.77  | -106.11 | 242.58 |
| $K_{SE}$ | -1.35  | 83.33  | 37.72 |

---
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averaging the $K_{SE}$ from the two hemispheric scales. These results indicate that the storm tracks altogether may be intensifying along with poleward shifts of the jet streams (Li et al., 2007), especially in the Southern Hemisphere.

### 3.6. Wave number decomposition of the global eddy energies

#### 3.6.1. The climatological mean state.

As expected, planetary-scale waves dominate $P_{SE}$ on global and hemispheric scales. The sum of the energies in the three-wave number groups represents around 83% of $P_{SE}$ over the globe, 74% in the Northern Hemisphere, and 92% in the Southern Hemisphere (Table 4 and Fig. 2). As for $P_{TE}$, the contribution of planetary-scale waves is comparable, though slightly smaller than the one from synoptic-scale waves at the global and the Northern Hemispheric scales, and more than 2 times smaller over the Southern Hemisphere. In general, the energy of meso-scale waves only makes a modest contribution.

Similar to those related to $P_{E}$, the energy of planetary-scale waves also dominates $K_{SE}$ on a global and a hemispheric scale, followed by synoptic-scale waves and meso-scale waves. The percentage of the sum of the three wave-number groups of $K_{SE}$ accounts for around 81% of $K_{SE}$ at a global scale. As expected, the synoptic-scale waves generally make the most substantial contributions in $K_{TE}$, which is 3–4 times bigger than planetary-scale waves and meso-scale waves at the global and Southern Hemispheric scales.

Overall, the percentage of the sum of the three wave-number groups for the transient eddy energies is smaller than those for stationary eddy energy, except for the energies over the Northern Hemisphere. This indicates that besides the meso-scale waves, small-scale waves (wave-numbers larger than 21) are also playing an important role in carrying and transforming transient eddy energies, especially over the Northern Hemisphere.

#### 3.6.2. Trends of eddy energies.

We focus now on the trends of the wave-number groups (Fig. 9 and Table 5). For $P_{SE}$, the energies embedded in planetary-scale waves show a negative trend in the Southern Hemisphere (Fig. 9a), and the negative trend exists in the energies associated with the synoptic-scale waves in the Northern Hemisphere as well. These decreased trends lead to a negative trend of $P_{SE}$ for the sum of energies of those three wave-number groups (Table 5). In contrast, an insignificant positive trend of $P_{SE}$ is identified (Table 3). This contradictory result can be inferred from the contributions from small-scale waves in $P_{SE}$.

In terms of $P_{TE}$, the energy carried by synoptic-scale waves exhibits a clear positive trend (Fig. 9b and Table 5). These positive trends are all significant at the 95% level, especially for the Southern Hemispheric and global scales with the significance level at 99.9%. The energies of meso-scale waves exhibit a significant increasing trend as well, except in the Northern Hemisphere. These significant positive trends suggest an increase in baroclinic disturbances in the mid- and high-latitudes over both hemispheres, in agreement with Hu et al. (2004). Furthermore, the increasing trends in the energies of the three wave number groups explain the positive trend of $P_{TE}$ (Table 5).

Although all the components related to $K_{E}$ present insignificant trends in Table 3, the decomposition of those components into different wave-number groups provide valuable information. The negative trend of $K_{SE}$ can likely be attributed to the global decline in the energies within all three wave-number groups (Table 5), especially the significant negative trend of energies with meso-scale waves. Although energies within planetary-scale waves are dominant in the climatological $K_{SE}$, the trends of this energy component are not statistically significant (Fig. 9c). As for the globally increasing trend of $K_{TE}$ in Table 3, it stems mainly from the significant upward trend of energies provided by synoptic-scale waves.

### Table 4. The climatological eddy available potential and kinetic energy on different wave-number domain during 1979–2019 ($Jm^{-2}$ per year).

![Table 4](image)

| Group  | GLO    | NH     | SH     | Group  | GLO    | NH     | SH     |
|--------|--------|--------|--------|--------|--------|--------|--------|
| $P_{SE}$ | PW     | 0.66   | 0.63   | 0.69   | $K_{SE}$ | PW     | 0.47   | 0.46   | 0.49   |
|        | SW     | 0.25   | 0.24   | 0.25   | SW     | 0.23   | 0.28   | 0.18   |
|        | MW     | 0.02   | 0.02   | 0.02   | MW     | 0.02   | 0.02   | 0.02   |
|        | SUM    | 0.92   | 0.89   | 0.96   | SUM    | 0.71   | 0.75   | 0.68   |
| Percent| 82.57% | 74.11% | 92.24% | Percent| 81.11% | 76.40% | 86.93% |
especially over the Southern Hemisphere (Fig. 9d), although the trend for $K_{TE}$ within planetary-scale waves is significantly negative at the global scale. Our results implicitly suggest a poleward shift of the tropospheric jets and intensifying storm tracks, mainly occurring over the Southern Hemisphere (Li et al., 2007; Kim and Kim, 2013).

3.7. The impact of modes of climate variability on the Lorenz energy cycle

3.7.1. Analysis of the correlations. We calculate the Pearson correlation between detrended Lorenz energy cycle components and climate indices as mentioned in section 2 (Tables 6 and 7). The significance of the correlation is tested based on the two-tailed student’s t-test. As shown in Table 6, $P_M$ presents a close relationship with most climate indices, except NAO, QBO, AMO, and $\Delta T_{NH}$. The total available potential energy ($P_M + P_E$) is dominated by $P_M$ and therefore shares nearly the same correlation with $P_M$. As for $P_E$, it seems unrelated to most of the indices, except for AMO, GMST, and $\Delta T_{SH}$, and it tends to have correlations of the opposite sign compared with $P_M$. The significant correlation with $\Delta T_{SH}$ is consistent with Li et al. (2007), where they found that variation of $P_E$ is associated with the land-sea temperature contrast mainly over the Southern Hemisphere. By decomposing $P_E$ (Table 7), we find that $P_{SE}$ and $P_{TE}$ contribute differently to the variations of $P_E$ in different hemispheres. $P_{SE}$ has stronger correlations with atmospheric indices over the Northern Hemisphere, while $P_{SE}$

### Table 5. Decomposition of mechanical energy into wave number domain ($J m^{-2}$ per year).

|       | Global | NH  | SH  |
|-------|--------|-----|-----|
|       | Trend  | Sig. | Trend | Sig. | Trend  | Sig. |
| $P_{SE}$ PW | –3.57  | 57.19 | –51.92  |
| SW    | –23.75 | –44.10 | + 8.01 |
| MW    | –0.00  | * 0.00 | –5.00 *** |
| SUM   | –32.29 | –55.14 | –53.49 |
| $P_{TE}$ PW | 88.23  | 10.43 | 177.37 + |
| SW    | 176.47 *** 146.86 * | 225.66 *** |
| MW    | 12.50   | * 1.35  | 16.67 * |
| SUM   | 279.40 *** 78.24  | 448.81 *** |
| $K_{SE}$ PW | –6.93  | 24.17 | –40.00 |
| SW    | –0.00  | –50.81 | 33.81 |
| MW    | –2.94 *** 0.00 | + –3.28 ** |
| SUM   | –50.55 | –67.42 | –14.64 |
| $K_{TE}$ PW | –100.00 + | –120.61 | –62.35 |
| SW    | 210.17 *** 93.52 | 276.03 ** |
| MW    | –0.00  | –29.86 | 26.79 |
| SUM   | 103.85 | –34.72 | 252.66 + |

Fig. 9. Decomposed the stationary and transient eddy energies into wave-number domain. (a) Energies in Planetary-scale Waves group for the stationary eddy available potential energy $P_{SEP,W}$; (b) Energies in Synoptic-scale Waves group for the transient eddy available potential energy $P_{TE,W}$; (c) Energies in Planetary-scale Waves group for the stationary eddy kinetic energy $K_{SEP,W}$; (d) Energies in Synoptic-scale Waves group for the transient eddy kinetic energy $K_{TE,W}$.
Table 6. Correlations between climate indices and different global Lorenz energy cycle components.

|        | \(P_M + P_E\) | \(K_M + K_E\) | \(P_M\) | \(P_E\) | \(K_M\) | \(K_E\) | \(C(P_M, P_E)\) |
|--------|----------------|----------------|---------|---------|---------|---------|----------------|
| \(AO\) | -0.31\*       | -0.21          | -0.32\* | 0.16    | -0.29+  | 0.35\*  | 0.01           |
| \(NAO\) | 0.19          | -0.19          | -0.21   | 0.22    | -0.31+  | 0.46\*  | -0.07          |
| \(NINO3.4\) | 0.54\***   | 0.47\***      | 0.53\***| -0.20   | 0.41\***| -0.04   | 0.05           |
| \(PNA\) | 0.30+         | 0.61\***      | 0.30+   | -0.17   | 0.56\***| -0.15   | 0.26+          |
| \(SAM\) | 0.26+         | 0.24           | 0.27+   | -0.19   | 0.33\*  | -0.38\* | 0.31\*         |
| \(QBO\) | -0.08         | 0.09           | -0.04   | -0.23   | 0.06    | 0.07    | 0.17           |
| \(PDO\) | 0.44\**       | 0.56\***      | 0.43\** | -0.10   | 0.47\***| -0.03   | 0.26+          |
| \(AMO\) | 0.20†         | 0.29\*         | 0.23    | -0.28+  | 0.38\*  | -0.43\***| 0.13           |
| \(GMST\) | 0.47\**       | 0.68\***      | 0.52\***| -0.49\* | 0.69\***| -0.39\* | 0.18           |
| \(\Delta T_{NH}\) | 0.32\*      | 0.21           | 0.36\*  | -0.39\* | 0.35\*  | -0.52\***| 0.46\**        |
| \(\Delta T_{SH}\) | 0.32\*      | 0.21           | 0.36\*  | -0.39\* | 0.35\*  | -0.52\***| 0.46\**        |

\(C(P_M, P_E)\) shares the same correlations as \(K_M\) for most indices. Our results show that the modes of climate variability more strongly affect the eddy kinetic energy than the available potential energy, in particular, the impacts of long-lived oceanic variability (PDO and AMO). As shown in Table 7, we find that correlations for \(K_E\) with climate indices in Table 6 are dominated by \(K_{SE}\), especially over the Northern Hemisphere.

Concerning the correlations in conversion rates (Table 6), \(C(P_M, P_E)\) has a significant positive correlation with PNA, SAM, PDO, and \(\Delta T_{SH}\). As \(C(P_M, P_E)\) is

Table 7. Correlations between climate indices and different eddies Lorenz energy cycle components at different scales.

| Global | NH | SH |
|--------|----|----|
| \(P_E\) | \(P_E\) | \(K_M\) | \(K_E\) | \(P_E\) | \(P_E\) | \(K_M\) | \(K_E\) | \(P_E\) | \(P_E\) | \(K_M\) | \(K_E\) |
| \(AO\) | 0.20† | 0.03 | 0.27+ | 0.13 | 0.23 | -0.00 | 0.40\*** | 0.10 | 0.08 | 0.04 | 0.02 | 0.08 |
| \(NAO\) | 0.31\* | 0.00 | 0.42\*** | 0.09 | 0.40\*** | 0.01 | 0.47\*** | 0.20 | 0.08 | -0.01 | 0.22 | -0.03 |
| \(NINO3.4\) | -0.29† | -0.00 | -0.36\* | 0.39\* | -0.33\* | -0.22 | -0.33\* | -0.00 | -0.12 | 0.22 | -0.27+ | 0.46\** |
| \(PNA\) | 0.09 | -0.31\* | -0.12 | -0.04 | 0.08 | -0.41\*** | -0.05 | -0.20 | 0.06 | 0.01 | -0.17 | 0.10 |
| \(SAM\) | -0.11 | -0.15 | -0.26+ | -0.18 | -0.09 | 0.23 | -0.28+ | 0.28+ | -0.09 | -0.43\*** | -0.16 | -0.40\** |
| \(QBO\) | -0.07 | -0.21 | -0.05 | 0.16 | -0.07 | -0.44\*** | 0.07 | -0.04 | -0.04 | 0.17 | 0.17 | 0.21 |
| \(PDO\) | 0.06 | -0.19 | -0.17 | 0.18 | 0.01 | -0.25 | -0.17 | 0.08 | 0.08 | 0.01 | -0.12 | 0.15 |
| \(AMO\) | -0.17 | -0.21 | -0.35\* | -0.12 | -0.17 | -0.11 | -0.33\* | 0.04 | -0.10 | -0.16 | -0.27+ | -0.17 |
| \(GMST\) | -0.33\* | -0.34\* | -0.50\*** | 0.12 | -0.32\* | -0.35\* | -0.39\* | 0.09 | -0.21 | -0.09 | -0.46\*** | 0.08 |
| \(\Delta T_{NH}\) | 0.00 | 0.01 | 0.01 | 0.12 | 0.00 | -0.05 | 0.16 | 0.01 | 0.00 | 0.07 | -0.16 | 0.13 |
| \(\Delta T_{SH}\) | -0.20 | -0.33\* | -0.32\* | -0.28+ | -0.10 | 0.18 | -0.36\* | 0.18 | -0.23 | -0.60\*** | -0.17 | -0.45\** |

is responsible for the significant negative correlation between \(P_E\) and \(\Delta T_{SH}\) occurring over the Southern Hemisphere. This is suggestive of the peculiar role of orographically forced stationary Rossby waves in the Southern Hemisphere, adding details on the importance of the land-sea contrast described in Li et al. (2007).

\(K_E\) experiences a strong relationship with all climate indices, except QBO and \(\Delta T_{NH}\). The total kinetic energy \((K_M + K_E)\) shares the same correlations as \(K_M\) (Table 6). As for \(K_E\), it is affected mainly by atmospheric and temperature indices and tends to represent the opposite correlations compared with \(K_M\) for most indices. Our results show that the modes of climate variability more strongly affect the eddy kinetic energy than the available potential energy, in particular, the impacts of long-lived oceanic variability (PDO and AMO). As shown in Table 7, we find that correlations for \(K_E\) with climate indices in Table 6 are dominated by \(K_{SE}\), especially over the Northern Hemisphere.
related to mid-latitude cyclones and anticyclones (Li et al., 2007), these correlations indicate that its variations link with the fluctuations in the jet stream over the PNA and associate with the meridional heat transport mainly over the Southern Hemisphere. $C(P_E, K_E)$ has significant correlations with the AO, SAM, $\Delta T_{NH}$, and $\Delta T_{SH}$, which suggests that its variations are connected with heat-driven rising and sinking motions through strengthening temperature perturbations in the troposphere over mid-latitudes (Li et al., 2007; Pan et al., 2017). $C(K_E, K_M)$ is associated with changes in the positions of the jet streams in the troposphere (Li et al., 2007), and it has a significant positive correlation with the QBO, SAM, and $\Delta T_{SH}$. Our results illustrate that the variations of $C(K_E, K_M)$ occur mainly over the Southern Hemisphere and are affected by the zonal wind variations in the tropical lower stratosphere. As for $C(P_M, K_M)$, it presents no significant correlation with climate indices. Our results suggest that the selected climate indices do not play a role in converting changes in the energy conversions mediated by the zonal mean flow and changes in the strength of the zonal mean mass-circulation itself at the global scale. However, we should be cautious in interpreting these correlation results as a cause-effect relationship. What our results show is that the respective climate variability modes develop in line with the conversions rates they correlate with. The cause-effect relationships cannot be inferred with correlations.

3.7.2. The mechanisms behind the correlations. Results from the correlations illustrate that the indices of NINO3.4, AO, and SAM contribute the most to the variation of the Lorenz energy cycle. In terms of the zonal mean energetics, the NAO, PDO, and AMO play an important role as well, especially for the zonal mean kinetic energy. ENSO has indeed a well-known strong impact on global mean temperatures, so it is not surprising that ENSO affects the Lorenz energy cycle, particularly during El Niño and La Niña years (Li et al., 2011; Trenberth and Fasullo, 2013). ENSO causes enhanced tropical heating as well, which in turn excites both quasi-stationary and poleward propagating Rossby waves (Sardeshmukh and Hoskins, 1988; Franzke et al., 2011; Feldstein and Franzke, 2017). We speculate that these Rossby waves, triggering NAO events (Cassou, 2008; Franzke et al., 2019), explain the role of the NAO in the variation of eddy energies. The PNA also has strong impacts on the zonal mean flow (e.g. Feldstein and Franzke, 2017) and, thus, affects zonal mean energetics (Castanheira and Marques, 2019; Martineau et al., 2020).

As mentioned, the PDO contributes to the variations of zonal mean energetics, while the AMO is more important for eddy kinetic energies. Being the most dominant SST variability mode in the Pacific Ocean on low-frequency timescales (Sohn et al., 2013), the PDO can modulate the interannual variations of ENSO and is associated with the Walker Circulation (Seidel et al., 2008), thus having an impact on the variations of the Lorenz energy cycle consistent with Veiga et al. (2013). On the contrary, variations of the AMO are connected with the meridional sea surface temperature anomalies, which likely influence the atmospheric circulation (Frajka-Williams et al., 2017) and therefore are associated with the variations of $P_E$ and as a consequence, possibly with $K_E$ and $K_M$.

The meridional temperature gradients are driving the meridional circulations and their related energy transformations (Makarieva et al., 2017). As sharp topographic and thermal contrasts exist, the Antarctic and subantarctic regions are characterised by the very energetic nature of synoptic activity (Simmonds et al., 2003). Thus, it is not surprising that the variations of the Lorenz energy cycle tend to have significant correlations with $\Delta T_{SH}$ over the Southern Hemisphere for most of the Lorenz energy cycle components, especially for the eddy available potential and kinetic energies.

4. Conclusion

Here we investigate the atmospheric Lorenz energy cycle and its spatio-temporal variability using the JRA-55 reanalysis. We first calculate the Lorenz energy cycle from 1958 to 2019 and find that a clear sudden jump exists in the zonal mean and eddy energies around 1979, likely due to the introduction of satellite data in that year, introducing an inhomogeneity into components of the Lorenz energy cycle. Thus, we decided to focus on the trends and variability of the Lorenz energy cycle between 1979 and 2019. Our main results can be summarised as follows:

- The total mechanic energy in the troposphere did not significantly change during the period 1979–2019. However, the eddy available potential energy exhibits significant positive trends, especially the transient eddy available potential energy in the Southern Hemisphere. This is consistent with an increase in storm track strength in the Southern Hemisphere (Franzke and Harnik, submitted).
- The conversion rates between eddy available potential and eddy kinetic energy, and between zonal mean available potential and zonal mean kinetic energy have significantly increased. The significant trend of the former is mainly through transient eddies, and indicates the strengthening of baroclinic eddy activity in the climate system; the latter suggests...
a role played in the expansion of the Hadley cell over the last few recent decades.

- A decomposition of the eddy energies into different wave-number groups shows that the energies of planetary-scale waves dominate the stationary eddy energies; the energy carried by synoptic-scale waves dominates the transient eddy energies with a significant increasing trend. Results confirm recent findings on the intensification of eddy activity (Pan et al., 2017) and synoptic-scale waves (Chemke and Ming, 2020).

- Correlations between the Lorenz energy cycle and climate indices reveal the tight relation between the temporal variations of most Lorenz energy cycle components and atmospheric and oceanic indices. Among those indices, NINO3.4, AO, SAM, and PDO contribute most to the interannual variability of the Lorenz energy cycle. The correlations with vertical averaged temperature differences indicate that the variations of Lorenz energy cycle are more related to the meridional heat transport over the Southern Hemisphere. While most correlations with modes of climate variability have modest correlation values, these modes nevertheless have a significant impact on the Lorenz energy cycle.

The physical relevance of trends depends closely on the length of the time series. Here we were able to use the period 1979–2019. The pre-satellite period 1958–1978 was not usable because of a significant jump in between these two periods. This calls for an improvement of satellite data assimilation in reanalysis data sets. Results suggest that eddy energetics are underestimated, before the satellite revolution, but to clarify this, further research is needed.

The Lorenz energetics are integrated from a quasi-hydrostatic dry atmosphere. Since anthropogenic global warming will potentially lead to more water vapour in the atmosphere, it would be beneficial to also include the effects of moisture and latent heat in the energy cycle. Current attempts focus mainly on the moist static energy effects of moisture and latent heat in the energy cycle. It would be beneficial to also include the warming will potentially lead to more water vapour in the atmospheric general circulation models and to diagnose the intensification of the eddy activity in the climate system. As part of our future research, results will be used to systematically evaluate and constrain the latest generation of Earth System Models of the Coupled Model Intercomparison Project phase 6 (CMIP6). The scope of our current research is limited to the global and hemispheric annual time-series as well. Future research on the temporal and spatial variation of energetics at a shorter- and finer-scale will further improve our understanding of the climate system.
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