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With the rapid development of digital information technology, virtual reality (VR) and VR visual space technology have become important branches in the field of computer 5G. Their application research has attracted more and more attention, and their practical value and application prospects are also very broad. This paper mainly studies the artistic style conversion based on 5G VR and VR visual space. This paper starts from the two concepts of VR technology and VR vision, analyzes the development process and characteristics of the two, discusses the possibility and inevitability of the fusion of the two, and leads to the space art produced by the fusion of VR technology and VR vision. This kind of art space gives people an "immersive" experience. This paper analyzes multiple immersive experience works, analyzes its multi-sensory and multi-technical spatial art style transformation form, and summarizes the advantages and disadvantages of the current art style transformation form based on 5G VR and VR visual space, with a view to the future development of VR immersion for reference. This paper analyzes the ease-of-use indicators. The experimental results show that, except for the sensory experience indicators, the average values of other indicators are less than 1. This is a project with better ease of use, and the use of 5G VR and VR vision technology can improve the transformation of space art style.

1. Introduction

With the continuous development of science and technology and information technology, a variety of new technology display methods have begun to be used in space art, making space art continue to innovate in the ways and methods of exhibition display. With the emergence of 5G virtual reality (VR) technology, science and technology are constantly being injected into the design of space art exhibitions. It eliminates the sense of boredom that subverts the original space art exhibition, while greatly improving the interest and visibility of space art.

Virtual reality technology directly intervenes in other fields related to space art at the technical level, directly affecting the production, materials, and performance techniques of space art and also changing the way of feeling space art. The intervention and influence of virtual reality technology on space art will happen now and more in the future [1]. This paper focuses on the characteristics of 5G virtual reality, combining the spatial art space expression method with the art space scientific research theory in the VR visual field and then combining traditional art and modern visual display. After having a more reasonable understanding of the concept of space, it is hoped that modern technology can realize the perception of space on more levels [2, 3].

This paper describes virtual reality technology and its research status on the basis of consulting-related documents and uses 5G virtual reality and VR vision technology to apply to space creation. The generation and transformation of artistic space style are introduced, and the virtual reality system and its key technologies are emphasized. This paper is divided into five sections, and the content is arranged as follows:

Section 1 introduces some relevant knowledge of 5G virtual reality technology, expounds the research background and research status of this technology, and determines the research direction of the thesis.
provide these functions. By 2020, long-term evolution (LTE) networks will begin to be replaced by 5G networks. Edge caching and mobile edge computing are some of the potential 5G technologies that bring content and computing resources closer to users and reduce latency and backhaul load [6]. Roche E M research believes that the next generation of wireless communication (“5G”) is expected to revolutionize the world’s communication methods. Autonomous vehicles, robots, RN virtual reality, drones, the “Internet of Things” (IoT), and all mobile communications will be realized through the new radio spectrum from 6 to 300 MHz (GHz). The physical network infrastructure will be separated from the logical or “virtual” infrastructure. Software-defined networks (SDN) will be established and dismantled as needed. Network management will use artificial intelligence. The new standard being developed by the International Telecommunication Union will allow network control and RN circuit supply to be opened to the outside world, including competitors and users. This complexity of the emerging 5G architecture will provide a lot of opportunities for practitioners and open up exciting new prospects for research [7].

The main innovative work of this paper includes the following aspects. (1) This paper is a cut from the perspective of art, combining artistry and technology to study the spatial art form of immersive art, combining the immersive art of the past interactive forms and various types of immersive mutual effect. It summarizes some shortcomings of the current interaction. On this basis, it predicts the future development of embedded interactive art. (2) The application of VR technology and the spatial attribute of virtual reality space are summarized based on existing application programs. With the birth of virtual reality technology, designers and audiences can experience a virtual experience produced by space artworks.

3. 5G Virtual Reality and VR Vision

3.1. Basic Principles of VR Stereo Vision. Stereo vision is often used to denote the perception of depth and three-dimensional structure based on visual information. This visual information is also called binocular stereo vision and is obtained by human eyes. Because human eyes are on different sides of the face, the binocular vision will generate two different images to process the differences in the visual cortex of the brain and generate depth perception [8, 9].

Stereo vision is the core of the interactive vision of the VR system. People can experience the virtual world through stereo vision. The stereo image is made in a pair, and if it is a pair of different angles in the same scene, it corresponds to the angle at which the person observes the object itself. Stereo rendering technology is a two-dimensional projection technology used to display discrete three-dimensional sample data sets [10, 11]. Stereo vision is an important binocular vision for people, allowing people to directly perceive depth. Remind each participant to feel the visual stimulus through different aspects. Generally speaking, animals and humans with
overlapping eyes have this ability. Stereo vision can also be seen as a linear crossover problem. When the light source emits light, part of the light will be reflected by the object and reflected in the direction of human eyes. Faint light enters the pupil of the human eye, where it ends the journey [12]. At this point, there are two pieces of information that need to be processed. This information about the position of the light source entering the eye and the light equivalent to the retina of the eye. The problem with the visual cortex and the processing part of the brain is deciding where the light comes from.

To solve this problem, you must decide the direction of your eyes. Assuming that light enters the human eye in a straight line at this moment, the visual cortex will track the light in the opposite direction. This is done for both eyes to determine the focus of the two straight lines. If the light actually moves in the straight line, the intersection is where light is reflected by the object. By solving the problem of pairs of lines crossing the visible light, our brain reconstructs the depth image we see. Therefore, before studying the function of the lens, the virtual object is projected on the display; the corresponding pixel arrangement is filled with the color value of the object, and the light of these pixels on the screen will be projected on the eyes [13, 14].

3.2. Composition of the VR System. In order to realize the artistic style of simulated space, this paper adopts the current popular 5G VR technology. VR is the latest high technology with computer technology as the core, which can generate a very real virtual environment of vision, hearing, and touch. The experiencer can choose from related equipment to talk and communicate with objects in the virtual environment in a simple and natural way, thus giving the user a feeling of being in the actual environment [15, 16].

Use computer monitors to allow users to observe the VR world, and provide users with a full-bodied VR experience. It feels like being in a real environment. Embedded VR uses a display or other types of equipment installed on the helmet to completely surround the experiencer’s vision, hearing, and other feelings through the helmet, providing users with a brand new and very real virtual feeling space. Distributed VR is connected to each other in the form of a network by two or more users in different virtual environments [17]. Other users of the exchange can share information in the same environment. A typical VR system usually consists of several main parts shown in Figure 1.

1. **Detection Module.** It detects input commands such as user operation information and sends them to the virtual simulation environment using the system’s human-computer interaction interface.

2. **Feedback Module.** It receives output information from the human-computer interaction interface and feeds it back to the user.

3. **Human-Computer Interaction Module.** Usually with hardware support, information is sent to the virtual environment, and the information received and processed by the system is returned to the user in a form acceptable to the user [18, 19].

4. **Control Module.** It processes information from the interactive interface between humans and computers and simulates according to specific mathematical and physical control models, which will affect the virtual environment, users, and the real world.

5. **3D Model Library Module.** It is the application of the virtual scene displayed on the front end.

6. **Modeling Module.** It obtains the detection information and data input by the user and establishes the corresponding simulation model.

### 3.3. Virtual Design in the Time and Space of Multimedia Art

Virtual design is a comprehensive development product of computer graphics, artificial intelligence, computer networks, information processing, mechanical design, and manufacturing. It was developed at the end of the 20th century. Multimedia art is a new category of art derived from computer technology. Computers can create an entity that people can feel, but these are actually virtual, not real. The virtual space-time of multimedia art is actually the space-time of virtual fantasy produced by various feelings, and it is a means of transmitting information and creating art [20]. For example, at the entrance of a large exhibition hall, the multimedia art design is used to display the historical charm of the content, displayed in virtual time and space, and the virtual scene is clearly displayed in front of the audience. The audience’s immersion and actual experience can be both time and space show. The space limit can be exceeded.

The virtual space-time of multimedia art design is mainly embodied in the following aspects. The first aspect is the virtual space-time system generated by graphics, video animation, text, and text. The second aspect is the spatio-temporal system of sound and music production, and the third aspect is the interactive spatiotemporal system. Time and space are the basic form of material existence, and multimedia art is also the form of time and space art. When designing multimedia works, first use actual objects as references, and then convert them into virtual environment entities. In other words, it includes real-time and multidimensional informational time-space mapping such as modeling, real-time tracking, sound positioning, visual tracking, and viewpoint sensing. Waiting for modeling based on actual objects is a three-dimensional virtual world constructed by computer technology, and part of its physical characteristics will be maintained as required. Seasonal changes such as spring, summer, autumn, and winter, changes in weather, obstacles or encounters in different environments, and the actions of people are different, so you can experience the real mood and experience in the virtual space-time environment. Sound and music also constitute virtual time and space. For example, the time difference, phase difference, and sound pressure difference of various sound sources arriving at a specific location will form different feelings of time and space.
3.4. Visual Variable Test Evaluation Index. The gaze tracking module integrated into the VR device can record the eye movement of the test subject without hindrance. This research focuses on the effectiveness and efficiency of these three visual variables (color, size, and spatial posture) and investigates the impact of these three visual variables on human visual behavior in a VR environment. The effectiveness and efficiency of visual variables can be evaluated by the fixation point ratio and reaction time of two quantitative indicators. The fixation point ratio (GPP) can be calculated based on the number of fixation points distributed in the following 7-color quadrilaterals:

\[ \text{GPP} = \frac{G_{\text{cube}}}{G_{\text{total}}} \times 100\% . \]  

(1)

In formula (1), \( G_{\text{cube}} \) is the gaze points distributed in the color cube, and \( G_{\text{total}} \) is the total number of gaze points in each color cube. Through the collision detection of the eye movement light and the model, the data of the gaze point can be obtained. The reaction time (RT) is calculated based on the time before the initial fixation. This is on a colored cube. Taking into account the different response times of each test subject, the average response time of all test subjects is used to measure efficiency.

\[ \text{RT} = \frac{\sum_{i=1}^{n} T_i}{n} . \]  

(2)

In formula (2), RT is the average response time, \( T_i \) is the response time of the \( i \)-th object, and \( n \) is the total number of objects. In addition, the choice of RT index refers to the research method of the AOI interest field.

4. VR Visual Variable Spatial Cognition Experiment

4.1. Experimental Conditions and Data Collection. In order to ensure the consistency of system display and interaction effects, all performers use the Pic ou VR device group integrated with the same Android smartphone to record the overall test data in real time in the experiment and use Excel for data analysis to filter out invalid data. In order to ensure the objectivity and validity of this quantitative experiment, taking into account the influence of environmental factors on the experimenter, nonspecific experimenters can independently complete the experiment content in a relatively quiet environment. The experimental site is the Provincial Institute of Media Technology and Art.

4.2. VR Visual Variable Spatial Cognition Experiment Design. In this experiment, first, we briefly introduce the experiment to the subject and entrust the test subject to sit at the origin of the VR helmet coordinates. Because the characteristics of the eyes vary from person to person, the test subject must calibrate the eye movements before the experiment to ensure the accuracy of the test subject’s line of sight results. The task of this research is mainly divided into three parts. In the first step of the experiment, let the test subjects wear HTC Vive VR helmets, and let them watch the model in the scene that they like. The scene has only 7 color cubes (red to purple). Collect and find the eye movement data of the participants to grasp the area of interest of the experimental participants and calculate the effectiveness of these visual variables. In the second step, the participants will be shown the disordered scene of the model. The tasks of this step include the following: the participants discover 7 color cylinders (red to purple) and find the largest and smallest sealed cylinders needed in the experiment. Record the response time of the task. The last step of the experiment is to repeat the second step of the experiment in the scene of model ordering. There is no time limit for the entire experiment.

4.3. Realization of Virtual Design Platform. The space digital virtual design platform has the nature of information sharing and sending, so the realization of the virtual design platform uses FTP (File Transfer Protocol). FTP is a two-way sending application that controls files on the Internet. The program is based on the Internet. The audience can use FTP to connect their computers to all servers in the world that implement the FTP protocol, access the information on the download server, and realize the sending and sharing of information. The realization and design analysis of the virtual design platform are as follows:

(1) The design of the display interface of the virtual design platform. The design of the platform is based on the principles of learning and communication. The platform interface is one of the visual methods to realize information exchange and sharing. Direct, friendly, and user-friendly communication interface facilitates the operation of the audience. While
maximizing information sharing, correctly find the necessary information. The display interface design of the digital virtual design platform is realized in the form of a web page display based on the Internet. The field of communication is usually embodied as an independent forum in the form of a web page. Promote the audience to communicate with each other and learn from each other.

(2) FTP upload and download interface. The FTP application has two interfaces, a text interface and a graphical interface. The FTP application with a graphical interface is simple and easy to use, while the FTP commands of the role interface are much more complicated. Therefore, by using the FTP application with a graphical interface, the virtual design platform used in digital virtual design can be constructed.

5. 5G VR and VR Visual Space Art Style Conversion Data Analysis

5.1. Somatosensory Data Analysis of Space Art of VR Equipment. First, the scores of the 20 subjects on the VR devices in the original data table were added and summarized, respectively, the average value was calculated, and the score values were sorted. Then, based on the usability evaluation index, the scores of all the questions of each evaluation index are added and the average value is calculated, and the 4 usability indexes are comprehensively sorted to obtain the average value of the original data and the ranking result as shown in Table 1. The average ranking analysis of the original data is shown in Figure 2, and the easy-to-use data indicators are shown in Figure 3. According to the design, the average value in the ranking results reflects the user’s recognition of the ease of use of the VR device somatosensory interaction system.

First, we analyze the ease-of-use indicators. Except for sensory experience indicators, the average values of other indicators are less than 1, which is a project with better ease of use. The fault tolerance score is only 0.32, indicating that the system has a good error recovery function, and the average subjective satisfaction is only 0.36, indicating that users are highly satisfied with the system. According to the experimental data, it can be found that the average sensory experience is 12.87, and it can be seen from the data that, except for items 2, 3, and 8, the average value of other questions is less than 10. It shows that users experience more obvious dizziness when experiencing this system, and somatosensory interaction mainly lies in building modules. On the whole, the overall ease of use of the system is good, with the scores of all indicators below 10 except for sensory experience, and it is worth noting that, in the sensory experience with poor performance, the visual and auditory effect scores are higher. If it is small, it shows that the audiovisual effect of this system is very good. The reason for the poor overall sensory experience is mainly due to the high value of the problem caused by dizziness, which increases the overall index value. Dizziness is a common problem for all VR products. Because the experience environment of the VR product is special, the user must wear a specific device to experience. At this stage, the hardware device of technology and experience quality cannot resolve vertigo. As far as the system itself is concerned, ease of use has reached the target set in all indicators.

5.2. Analysis of Experimental Results of Visual Simulation Degree Verification. The visual simulation degree verification experiment adopts the Likert scale, which is divided into 5 grades for the sense of space, material illumination reality, distance error, and movement perception; each scored 5–15 points. The data obtained from the subjective experiment are averaged according to the gender of the subjects. The average value of the subjective index of the visual simulation degree verification experiment is shown in Table 2, and the average value of the experimental subjective index is shown in Figure 4.

It can be seen from Table 2 that, in terms of vision, both males and females have reached very high indicators, and the authenticity of model materials and lighting is the basis for achieving immersion. The sense of space is almost completely consistent. The average value of the subjective judgment of the distance error is about 5, indicating that the distance error of the virtual space is less than 1.5 cm. It can also ensure that there will be no excessive errors in the mobile conversation distance in the language conversation experiment. In terms of mobile perception, it is found that there is no big difference in movement between virtual space and real space. Although both men and women have reached high targets, there are also certain differences. Among them, women pay more attention to details than men. Other indicators except for distance errors are lower than men, which also shows that men are more sensitive in distance. Therefore, gender is also an important controlling factor in the privacy experiment of language conversation in this paper. Among the 20 subjects, no abnormal feelings such as dizziness occurred. However, through experiments, it is found that the time for experimenting with VR equipment should be controlled within 25 minutes as much as possible; otherwise, fatigue may occur and affect the data conclusion.

5.3. Feasibility Analysis of VR of Space Art Works. The concept of VR not only is an exploration of technology but also involves technological innovation in the field of art. Only by realizing the mutual integration of technology and art can the charm of VR design be better expressed. Compared with the artistic expression of traditional physical forms, digital VR has achieved logical breakthroughs in two aspects. Recognizing the actions corresponding to the place of the experience and strengthening the feedback of single or multiple senses can also produce the user’s sense of being on the spot. Next, through the performance of VR technology, the experiencer does not passively accept information from the outside world but can interact with virtual objects in the scene. This action refers to the degree of interaction between the user and the object in the simulated environment and the actual degree of feedback obtained from the environment,
mainly based on the interaction of two forms of vision and movement. The application comparison of traditional technology and VR technology is shown in Figure 5. It can be seen from the figure that the VR of the art experiment form is not limited to photos, free-frame photos, and specific audio but is inclusive. Entering the era of universal "experience" VR, with the advancement of human creativity, the existing lifestyle has also changed. The practice scene of traditional art must be based on the form of the objective world, while the art practice place of VR only needs to give the creator a subjective virtual

| Serial number | Total score | Mean | Sort | Ease of use type | Total score | Mean | Sort |
|---------------|-------------|------|------|------------------|-------------|------|------|
| 1             | 5           | 8    | 7.75 | Fluency          | 14          | 9.8  | 6    |
| 2             | 8           | 10   | 1.89 |                  |             |      |      |
| 3             | 3           | 8    | 12.75|                  |             |      |      |
| 4             | 6           | 6    | 5.67 | Sensory experience| 16          | 11.3 | 8    |
| 5             | 8           | 12   | 7.95 |                  |             |      |      |
| 6             | 4           | 8    | 4.66 |                  |             |      |      |
| 7             | 10          | 8.95 | 8    | Easy to learn    | 24          | 12.87| 10   |
| 8             | 12          | 6.05 | 10   |                  |             |      |      |
| 9             | 13          | 7.87 | 6    | Efficiency       | 22          | 7.73 | 7    |
| 10            | 11          | 10.95| 8.5  |                  |             |      |      |

| Serial number | Total score | Mean | Sort | Attribute value |
|---------------|-------------|------|------|-----------------|
| 0             | 2           | 4    | 6    | 8               |
| 2             | 4           | 6    | 8    | 10              |
| 4             | 6           | 8    | 10   | 12              |
| 6             | 8           | 10   | 12   | 14              |
| 8             | 10          | 12   | 14   |                 |

| Group         | Male         | Female          |
|---------------|--------------|-----------------|
| Sense of space| 10.58        | 8.65            |
| Authenticity  | 6.85         | 7.67            |
| Distance error| 8.93         | 12.09           |
| Mobile sensing| 9.65         | 9.53            |
space. Compared with traditional art, it can provide creators with a wider imagination.

6. Conclusions

This paper first introduces the theory of VR vision technology, analyzes multiple problems in VR technology, and also gives a variety of solutions. Aiming at the cause of the problem, this paper proposes that the VR system is divided into 6 modules, which are detection module, feedback module, human-computer interaction module, control module, 3D model library module, and modeling module. This paper focuses on the research of 5G virtual technology and spatial art style conversion in VR vision.

This paper combines VR vision and VR technology to design a VR space system based on VR vision and applies the 5G VR-based visual variable test evaluation index proposed in this paper to the real-time optimization part of the camera pose in the system. The experimental platform of the system was built, and the experimental results of the module were displayed in detail. Users can experience the synchronous interaction between the real space and the virtual space through this system. This paper has deeply studied the visual variable test evaluation indicators in VR vision and learned that the working principles and applicable scenes are different. The traditional method estimates the camera pose by extracting image features and matching feature point pairs but cannot face the lack of image features. At the same time, in the absence of a VR environment and VR vision methods, traditional methods cannot predict the camera’s dynamics.

This paper attempts to improve the simulation effect of VR by dealing with the concept of space art design, that is, the relationship between art and technology based on human needs. The improvement of the simulation effect depends on the user’s needs and the improvement of the consistency of the attributes of the virtual world. The research results of this paper can lead to the characteristics of VR art design. The “creative selection process” of the author’s creative function theoretically provides space for artistic design, while the “multiple insights” of the appreciation function determine the way people understand the virtual world. The research done in this paper can only provide a certain reference value.
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