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Spin excitation spectrum is studied in the double exchange model in the presence of disorder. Spin wave approximation is applied in the lowest order of $1/S$ expansion. The disorder causes anomalies in the spin excitation spectrum such as broadening, branching, anticrossing with gap opening. The origin of the anomalies is the Friedel oscillation, in which the perfectly polarized electrons form the charge density wave to screen the disorder effect. Near the zone center $q = 0$, the linewidth has a $q$ linear component while the excitation energy scales to $q^2$, which indicates that the magnon excitation is incoherent. As $q$ increases, there appears a crossover from this incoherent behavior to the marginally coherent one in which both the linewidth and the excitation energy are proportional to $q$. The results are compared with experimental results in colossal magnetoresistance manganese oxides. Quantitative comparison of the linewidth suggests that spatially-correlated or mesoscopic-scale disorder is more relevant in real compounds than local or atomic-scale disorder. Comparison with other theoretical proposals is also discussed. Experimental tests are proposed for the relevance of disorder.
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I. INTRODUCTION

Since rediscovery of the colossal magnetoresistance (CMR) phenomena, perovskite manganese oxides have attracted much attention. This family of compounds shows a variety of physical properties in magnetic (ferromagnetism or antiferromagnetism), charge (metal, insulator, or charge ordering), and orbital/lattice (orbital ordering and/or Jahn-Teller distortion) degrees of freedom. Phase transitions between different ordered phases can be controlled by chemical substitution of the $A$ site in the general chemical formula $A\text{MnO}_3$. The magnitude of the CMR effect also changes drastically for different $A$-site ions, hence, one of the most important issues in this field is to understand the role of the $A$-site substitution.

The ferromagnetic metallic state, which is widely stable at low temperatures in these compounds, is basically understood by the Zener’s double exchange (DE) mechanism. The kinetics of itinerant electrons in the Mn $e_g$ bands strongly correlates with localized spins in the $t_{2g}$ levels through the large Hund’s-rule coupling; ferromagnetism of the localized spins leads to high conductivity of the electrons, and vice versa. Thus, the issue is what is an additional element to the DE interaction which is necessary to explain deviations from this canonical DE behavior and instabilities towards a variety of different phases in the $A$-site substituted materials.

Among various manganese oxides, it has been recognized that $\text{La}_{1-x}\text{Sr}_x\text{MnO}_3$ (LSMO) at $x \sim 0.3$ is a canonical DE system. Namely, the simple DE model can explain magnetic, transport and optical properties of this material quantitatively. For instance, the experimental value of the Curie temperature $T_C$ is well reproduced by recent theoretical calculations in the DE model. This material shows relatively high $T_C$ compared to other manganese oxides, which also suggests the stability of ferromagnetic metal due to the primary role of the DE mechanism and the irrelevance of other additional factors. This canonical DE system gives a good starting point to examine effects of the $A$-site substitution.

There are two different ways of the systematic $A$-site substitution. One is the substitution with different ionic valences, such as the control of $x$ in $\text{La}_{1-x}\text{Sr}_x\text{MnO}_3$. The mixture of trivalent ($\text{La}^{3+}$) and divalent ($\text{Sr}^{2+}$) ions effectively changes the nominal valence of manganese ion as $\text{Mn}^{(3+x)+}$, which controls the electron density in the Mn-O network. The other substitution is by different ionic radii at a fixed valence, such as $\text{A}_1\text{A}_2\text{MnO}_3$ for different combinations of, for instance, $\text{A} = \text{La,Pr,Nd,Y}$ and $\text{A}' = \text{Ba,Sr,Ca}$ at a fixed $x$. These two different substitutions cause systematic and drastic deviations from the canonical DE behavior in LSMO compounds at $x \sim 0.3$.

We discuss mainly the latter $A$-site substitution with the ionic-radius control in the following. The change of the ionic radii is a sort of the chemical pressure, which modifies length and angle of Mn-O-Mn bonds. This leads to the change of effective transfer integrals between Mn ions, namely, the bandwidth of the electrons. Thus, this substitution has been often called the bandwidth control. This terminology ‘bandwidth control’, however, might be misleading: There are many experimental facts which cannot be explained only by the change of the bandwidth. One is a rapid decrease of $T_C$ compared to the bandwidth change. $T_C$ decreases as the averaged radius of the $A$ ions decreases; however, the change of $T_C$ is much larger...
than that of the bandwidth which is estimated from the structural change. For instance, from La$_{0.7}$Sr$_{0.3}$MnO$_3$ to La$_{0.7}$Ca$_{0.3}$MnO$_3$ (LCMO), $T_C$ decreases by about 30% while the estimated bandwidth decreases by less than 2%. Since, in the DE theory, $T_C$ is proportional to the bandwidth, the large change of $T_C$ cannot be explained by the bandwidth change alone. There should be a hidden parameter which strongly suppresses the kinetics of the electrons.

In this work, we focus on the quenched disorder for a candidate of the hidden parameter in this A-site substitution. In general, oxides are known to be far from perfect crystals. Moreover, in these manganese oxides, the disorder is inevitably introduced since they are solid solutions of different A-site ions.

The importance of the disorder has been pointed out in several experimental results: (i) $T_C$ changes not only as the average of the ionic radius but also as its standard deviation. Even if the average is the same, $T_C$ becomes lower for larger standard deviation. (ii) The residual resistivity, namely, the value of the resistivity extrapolated to zero temperature, becomes larger for lower-$T_C$ compounds. (iii) A-site ordered materials, in which different A ions form a periodic ordered structure, exhibit higher $T_C$ compared to compounds with random distribution of A ions in the same chemical formula. All these experimental results suggest that the disorder in the random mixture of different size ions scatters the itinerant electrons and suppresses the kinetics of them.

In this paper, we discuss the disorder effect on spin dynamics in the A-site substituted manganites. The spin dynamics is another important indication of a hidden parameter. Spin excitation spectrum shows qualitative changes for the A-site substitution. In compounds with relatively high $T_C$ such as LSMO, the spin excitation shows a cosine type dispersion, which is similar to that of Heisenberg spin systems. This behavior is well described by the DE mechanism. On the contrary, in compounds with low $T_C$ such as LCMO, the spectrum shows significant deviations from this form, e.g., some anomalies such as broadening, softening, and gap opening. To explain these anomalies is one of the crucial tests for elucidating the hidden parameter.

We will demonstrate here that the disorder gives a comprehensive understanding of systematic changes of the spin excitation spectrum as well as other experimental results described above. Several other mechanisms have been proposed; for instance, antiferromagnetic interactions between localized spins, orbital degrees of freedom in the $e_g$ bands, the electron-lattice coupling, and the electron-electron correlation. Through the detailed analysis of the spectrum, we will show that the disorder appears to be promising among these scenarios. A part of the results has been published in the previous publications. More systematic and extensive analyses are presented in this paper.

This paper is organized as follows. In Sec. we describe methods to study spin dynamics in the DE model. To be self-contained, we derive and summarize some analytical expressions which have been developed in the previous publications. Numerical results are presented in Sec. for wide regions of parameters. We find remarkable anomalies in the spin excitation spectra and discuss their origin in detail. Comparison with the analytical results is also examined. The results are compared with experimental results as well as with other theoretical ones in Sec. We propose possible experiments to test the relevance of the disorder. Section is devoted to summary and concluding remarks.

II. FORMULATION

A. Model

In this work, we study effects of the disorder on the spin dynamics of the DE model. Our Hamiltonian is given in the form

$$H = - \sum_{<i,j,\sigma=\pm} t_{ij} (c_{i\sigma}^\dagger c_{j\sigma} + \text{h.c.}) - J_H \sum_i \sigma_i \cdot S_i + \sum_{i,\sigma} \varepsilon_i c_{i\sigma}^\dagger c_{i\sigma}. \quad (1)$$

Here, the first term describes the electron hopping between $i$ and $j$th site, the second term represents the Hund’s-rule coupling between the electron spin $\sigma$ (vector of Pauli matrix) and the localized spin $S_i$, and the last term contains the on-site potential $\varepsilon_i$.

In model, we take account of the quenched disorder in two ways. One is the off-diagonal disorder in the transfer integral $t_{ij}$ and the other is the diagonal disorder in the potential energy $\varepsilon_i$. Hereafter, we call the former the bond disorder and the latter the on-site disorder, respectively. The following discussions in this Sec. do not depend on the detailed functional form of the distribution of the random variables $t_{ij}$ and $\varepsilon_i$. The distribution will be specified in Sec. for numerical calculations in Sec.

B. $1/S$ expansion

We apply the spin wave approximation in the lowest order of $1/S$ expansion to model ($S$ is the magnitude of the localized spin $S_i$). We consider a ferromagnetic ground state with perfect spin polarization $S_i = (0,0,S_i)$ and calculate the one-magnon excitation spectrum. In the absence of disorder, the formulation is given in Ref. Here, we extend the method to the case with disorder.

In the presence of disorder, it is convenient to work with the real-space representation instead of the momentum-space one. First, we explicitly diagonalize
Electron Green’s function is given by

\[ G_{ij}(\omega) = (\omega - \sigma J_H) \varphi_{na}(i) \varphi_{na}^*(j), \]  

where \( \varphi_{na} \) is the \( n \)th eigenstate with the eigenenergy \( E_n \). Electron Green’s function is given by

\[ G_{ij,\sigma}(\omega) = \sum_n \frac{\varphi_{na}(i) \varphi_{na}^*(j)}{\omega - (E_n - \sigma J_H - \mu) + i \eta \text{sgn} \omega}, \]  

where \( \mu \) is the chemical potential and \( \eta \) is an infinitesimal for convergence. In the lowest order of the \( 1/S \) expansion, following Ref. 26, the magnon self-energy is obtained from the electron spin polarization function shown in Fig. 1. The contribution from Fig. 1(a) is given by

\[ \Pi_{ij}(\omega) = \frac{J_N}{S} \sum_n f_n |\varphi_{n+}(i)|^2, \]  

where \( f_n \) is the fermi distribution function for up-spin states. The other contribution from Fig. 1(b) is given by

\[ \Pi_{ij}^{xy}(\omega) = -\frac{J_{ij}}{S} \sum_{mn} f_{n+} \frac{\varphi_{n+}(i) \varphi_{n+}^*(j) \varphi_{m+}(j) \varphi_{m+}^*(i)}{\omega + E_n - E_m - 2J_H}. \]  

In the limit of \( J_H \gg t \), which is realistic in CMR manganites, the summation of Eqs. (4) and (5) ends up with

\[ \Pi_{ij}(\omega) = \frac{1}{2S} \sum_{mn} f_n \varphi_n(i) \varphi_n^*(j) \varphi_m(j) \varphi_m^*(i) \times (E_m - E_n - \omega). \]  

Here, we assume the orthonormal relation

\[ \sum_m \varphi_m(j) \varphi_m(i) = \delta_{ij}, \]  

and drop the spin index for simplicity.

Magnon Green’s function is calculated by this self-energy in the form

\[ D_{ij}(\omega) = |\omega - \Pi_{ij}(\omega) + i\eta|^{-1}. \]  

Spin wave excitations are obtained from the poles of the Green’s function \( \Pi_{ij} \). Since the self-energy \( \Pi_{ij} \) in Eq. (6) is proportional to \( 1/S \), the positions of the poles are at \( \omega \approx O(1/S) \). Hence, within the lowest order of \( 1/S \) expansion, spin wave excitation is determined by the static part of the self-energy \( \Pi_{ij}(\omega = 0) \) as discussed in Ref. 26. The matrix inversion in Eq. (8) is easily obtained by using the eigenvectors \( \psi_l \) and the eigenvalues \( \omega_l \) which satisfy

\[ \sum_j \Pi_{ij}(\omega = 0) \psi_l(j) = \omega_l \psi_l(i). \]  

Finally, the spectral function for a given configuration of \( \{t_{ij}, \varepsilon_i\} \) is calculated as

\[ A(q, \omega) = -\frac{1}{N} \sum_{ij} \frac{1}{\pi} \text{Im} D_{ij}(\omega) \text{e}^{i\mathbf{q} \cdot (\mathbf{r}_i - \mathbf{r}_j)} = \frac{1}{N} \sum_l \left| \sum_j \psi_l(j) \text{e}^{i\mathbf{q} \cdot \mathbf{r}_j} \right|^2 \delta(\omega - \omega_l), \]  

where \( N \) is the system size. The spin excitation spectrum is obtained by averaging \( A(q, \omega) \) for random configurations of \( \{t_{ij}, \varepsilon_i\} \). In the same manner, all the physical quantities are to be averaged for random configurations although we do not explicitly remark in the following discussions.

To summarize, the spin excitation spectrum in the DE model is calculated up to the lowest order of the \( 1/S \) expansion as follows. (i) Diagonalize the Hamiltonian \( H \) for a configuration of the disorder \( \{t_{ij}, \varepsilon_i\} \), and obtain the electron wavefunction \( \varphi_n \) and eigenenergy \( E_n \). (ii) Calculate the magnon self-energy \( \Pi_{ij} \) using \( \varphi_n \) and \( E_n \). (iii) Diagonalize the self-energy as in Eq. (9), and obtain the eigenvalues \( \omega_l \) and eigenvectors \( \psi_l \). (iv) Calculate \( A(q, \omega) \) according to Eq. (10). (v) Repeat (i)-(iv) for different random configurations and take the random average of \( A(q, \omega) \).

C. Analytical formula

In this section, we derive some analytical expressions for the spin wave excitation. The following framework is general and does not depend on the details of the disorder and the spatial dimension of the system. The derived formulas are useful to discuss the numerical data in the following sections.

1. Magnon self-energy

First, we examine the static part of the magnon self-energy. We can rewrite \( \Pi_{ij}(\omega = 0) \) in the form

\[ \Pi_{ij}(0) = \frac{1}{2S} \left( H_{ij} B_{ji} - \delta_{ij} \sum_k H_{ik} B_{ki} \right), \]  

where \( B_{ij} = \sum_n f_n \varphi_n(j) \varphi_n^*(i) \). Here, we use the following relations

\[ \sum_m E_m \varphi_m(i) \varphi_m^*(j) = \sum_{mk} H_{mk} \varphi_m(k) \varphi_m^*(j) \]  

where \( H_{ij} \) is the Hamiltonian matrix of model (1) for a given configuration of the disorder \( \{t_{ij}, \varepsilon_i\} \). We have

\[ \sum_j \mathcal{H}_{ij} \{t_{ij}, \varepsilon_i\} \varphi_{na}(j) = (E_n - \sigma J_H) \varphi_{na}(i), \]  

where \( \varphi_{na} \) is the \( n \)th eigenstate with the eigenenergy \( E_n \).
\[ \sum_n f_n E_n \varphi_n(j) \varphi^*_n(i) = \sum_{nk} f_n \mathcal{H}_{jk} \varphi_n(k) \varphi^*_n(i) = \sum_k \mathcal{H}_{jk} B_{ki}, \]  
(13) 

with the eigenvalue relation \( \mathcal{H}_{ij} B_{ji} = 1/2S \left( \sum_j \mathcal{H}_{ij} B_{ji} - \sum_k \mathcal{H}_{ik} B_{ki} \right) = 0. \) 
(14) 

Thus, the eigenvalue in Eq. (9) always becomes zero at \( q = 0 \) even in the presence of disorder. This indicates that there is a gapless excitation at \( q = 0 \). This is consistent with the Goldstone theorem.

We note also that the matrix element of \( \Pi_{ji}(0) \) is given by the transfer energy of the electrons. By using the relation \( H_{ij} B_{ji} = \sum_n f_n \varphi^*_n(i) H_{ij} \varphi_n(j) = \langle H_{ij} \rangle, \) 
(15) 

the matrix elements are written as 
\[ \Pi_{ij}(0) = -t_{ij} \langle \hat{c}^\dagger_i \hat{c}_j \rangle / 2S \equiv -2SJ_{ij}, \]  
(16) 
\[ \Pi_{ii}(0) = 2S \sum_j J_{ij}, \]  
(17) 

where we define 
\[ J_{ij} = t_{ij} \langle \hat{c}^\dagger_i \hat{c}_j \rangle / 4S^2. \]  
(18) 

The bracket represents the expectation value in the ground state for a given configuration of the disorder. We will show in Sec. II D that \( J_{ij} \) is the exchange coupling of the corresponding Heisenberg spin model. Equations (16) and (17) indicate that the following summations give the kinetic energy of electrons; 
\[ \sum_{i\neq j} \Pi_{ij}(0) = -\sum_i \Pi_{ii}(0) = \langle H_{kin} \rangle / 2S, \]  
(19) 

where \( H_{kin} \) is the first term in the Hamiltonian 11.

From Eqs. (16) and (17), we note that the magnon self-energy at \( \omega = 0 \) is real in general since \( \langle \hat{c}^\dagger_i \hat{c}_j \rangle \) is real for the fully-polarized ferromagnetic ground state without degeneracy. Hence, as seen in Eqs. (16) and (17), up to \( O(1/S) \), \( A(q, \omega) \) for a given configuration of disorder describes a well-defined quasi-particle excitation with infinite lifetime (zero linewidth). Lifetime due to the decay of the quasi-particle is obtained from the imaginary part of the poles of Eq. (3), however, it is a higher order term in the \( 1/S \) expansion. (This higher order correction will be discussed in Sec. IIIB2). On the other hand, in the presence of disorder, we have to take the random average for different realizations of disorder configurations. Since different configurations give different \( A(q, \omega) \), we obtain a distribution of the excitation spectra after the random average. The distribution gives rise to a finite linewidth, which can be estimated, for instance, by the standard deviation of the excitation energy. This linewidth is due to the so-called inhomogeneous broadening. In the presence of the disorder, this broadening is the lowest order effect in the \( 1/S \) expansion. We will analyze this linewidth in the following sections.

2. Spectral function analysis

If the spin excitation spectrum is single-peaked and does not show any splitting, we can apply the following spectral function analysis. We will show in Sec. IIIB4 that this is the case near the zone center \( q = 0 \). Let us consider the \( m \)th moment of the spectral function as 
\[ \Omega_m^{(m)}(q) = \int_0^\infty \omega^m A(q, \omega) \, d\omega. \]  
(20)

Using Eqs. (9) and (10), we obtain 
\[ \Omega_m^{(m)}(q) = \frac{1}{N} \sum_{ij} \sum_{k_1 k_2 \cdots k_{m-1}} \Pi_{ik_1} \Pi_{k_1 k_2} \cdots \Pi_{k_{m-1} j} e^{i\mathbf{q} \cdot (\mathbf{r}_i - \mathbf{r}_j)}. \]  
(21)

Thus the moment \( \Omega_m^{(m)} \) is a Fourier transform of the magnon self-energy \( \Pi_{ij}(0) \)^m.

The first moment in Eq. (20) gives the averaged excitation energy as 
\[ \omega_{sw}(q) = \Omega_1^{(1)} q. \]  
(22)

As mentioned in the last part of Sec. IIIC1, the linewidth is estimated by the standard deviation of the excitation energy which is given by the second moment in the form 
\[ \gamma(q) = [ \Omega_2^{(2)} - (\Omega_1^{(1)})^2 ]^{1/2}. \]  
(23)

3. Excitation energy

Here, we analyze the excitation energy of Eq. (22). Substituting Eqs. (20) and (21) into Eq. (22), we obtain 
\[ \omega_{sw}(q) = \frac{1}{N} \sum_{ij} \Pi_{ij} e^{i\mathbf{q} \cdot (\mathbf{r}_i - \mathbf{r}_j)}. \]  
(24)

When model 11 has the electron hopping only between the nearest neighbor sites, the magnon self-energy \( \Pi_{ij} \) has nonzero matrix elements only for \( i = j \) and \( i = j + \eta \) as shown by Eqs. (10) and (17). Here \( \eta \) is a displacement vector to the nearest neighbor site. Then the excitation energy is given as 
\[ \omega_{sw}(q) = \frac{1}{N} \sum_{i} \left( \Pi_{ii} + \sum_{\eta} \Pi_{i,i+\eta} e^{i\mathbf{q} \cdot \eta} \right) = \sum_{\eta} \Pi_{\eta}(\eta) (e^{i\mathbf{q} \cdot \eta} - 1), \]  
(25)
where we define the site-averaged quantity $\bar{\Pi}(\eta) = \frac{1}{z} \sum_i \Pi_{i,i+\eta}/N$ and use the sum rule Eq. (14). Even in the presence of the disorder, the symmetry for the direction of $\eta$ is expected to be recovered after the random average, therefore we assume

$$\bar{\Pi}(\eta) = \frac{1}{z} \sum_{\eta} \bar{\Pi}(\eta) \equiv -\Lambda,$$  

(26)

where $z$ is the number of coordinates. Finally, we obtain the following form

$$\omega_{\text{sw}}(q) = \Lambda \sum_{\eta} (1 - e^{iq \cdot \eta}).$$  

(27)

This indicates that on hypercubic lattices the excitation spectrum shows the cosine dispersion even in the presence of disorder. In the limit of $q = |q| \to 0$, we have

$$\omega_{\text{sw}}(q) \approx \Lambda q^2.$$  

(28)

Thus, the quantity $\Lambda$ gives the spin wave stiffness. In our analysis, the stiffness is proportional to the kinetic energy of electrons as

$$\Lambda = \frac{1}{z} \sum_{\eta} \bar{\Pi}(\eta) = \frac{1}{z N} \sum_{\eta} \Pi_{i,i+\eta} = -\frac{\langle H_{\text{kin}} \rangle}{2S z N},$$  

(29)

where we use Eq. (16).

4. Linewidth

Next, we analyze the linewidth of Eq. (28). Similarly to the derivation of Eq. (27), the second moment of the spectral function is written in the form

$$\Omega_q^2 = \sum_{\eta_1, \eta_2} \bar{\Pi}(\eta_1, \eta_2)(1 - e^{iq \cdot \eta_1})(1 - e^{iq \cdot \eta_2}),$$  

(30)

where

$$\bar{\Pi}(\eta_1, \eta_2) = \frac{1}{N} \sum_i \Pi_{i,i+\eta_1,i+\eta_2},$$  

(31)

and $\eta_1$ and $\eta_2$ are the displacement vectors to the nearest neighbor site. In the absence of disorder, we have $\Pi_{i,i+\eta} = \Pi_{i,i+\eta} = -\Lambda$. Hence, the linewidth $\gamma$ becomes zero since $\Omega_q^2 = (\Delta \omega_q)^2$. In the presence of disorder, the linewidth becomes finite. For simplicity, we consider here the linewidth in a special direction such as $q = (q, 0, 0, \cdots)$ on a hypercubic lattice. Since $\bar{\Pi}_2$ in Eq. (31) generally depends on the relative direction between $\eta_1$ and $\eta_2$, we represent two different cases as

$$\bar{\Pi}_2(\eta_1, \eta_2) = \Lambda_2 \pm \delta \Lambda_2 \quad \text{for} \quad \eta_1 = \pm \eta_2.$$  

(32)

Then, Eq. (30) is rewritten as

$$\Omega_q^2 = 4\left( \Lambda_2(1 - \cos q)^2 + \delta \Lambda_2 \sin^2 q \right).$$  

(33)

In the limit of $q \to 0$, we have

$$\gamma^2(q) \approx c_1 q^2 + c_2 q^4,$$  

(34)

where

$$c_1 = 4 \delta \Lambda_2,$$  

(35)

$$c_2 = \Lambda_2 - \frac{4}{3} \delta \Lambda_2 - \Lambda^2.$$  

(36)

Therefore, in the presence of disorder, the linewidth shows a $q$ linear behavior in the small $q$ regime.

5. Incoherence of spin wave excitation

From the above analysis, we obtain $\omega_{\text{sw}} \propto q^2$ and $\gamma \propto q$ in the limit of $q \to 0$ as in Eqs. (28) and (30). Thus, the linewidth $\gamma$ becomes larger than the excitation energy $\omega_{\text{sw}}$ at $q \sim 0$, which indicates that the spin wave excitation becomes incoherent or localized.

This incoherent behavior comes from local fluctuations. The $q$ linear coefficient in $\gamma$ in Eq. (35) is given by the difference of $\bar{\Pi}_2$ for different directions of $\eta$, which is proportional to

$$c_1 \propto \bar{\Pi}_2(\eta, \eta) - \bar{\Pi}_2(\eta, -\eta) \propto \sum_i (\Pi_{i+i,\eta,i} - \Pi_{i-i,\eta,i})^2$$

$$\propto \sum_i (J_{i,i+\eta,i} - J_{i,i-\eta,i})^2,$$  

(37)

where we use Eq. (16). From the definition of $J_{ij}$ in Eq. (18), Eq. (37) shows that the $q$ linear coefficient $c_1$ is proportional to the local fluctuations of the transfer energy of electrons.

As $q$ becomes large, we have a crossover from this incoherent regime where $\gamma \propto \omega_{\text{sw}} \propto q$ to the marginally coherent regime where $\gamma \propto \omega_{\text{sw}} \propto q^2$. This crossover is determined by the coefficients $c_1$ and $c_2$ in Eqs. (35) and (36). These coefficients depend on the details of parameters in the system, especially on the type of the disorder, as will be discussed in Sec. III D 2.

D. Correspondence to Heisenberg model

Here, we discuss the relation between the spin excitation spectra in the DE model (1) and those in the Heisenberg spin model whose Hamiltonian is given by $H_{\text{Heis}} = -\sum_{i<j} J_{ij} S_i \cdot S_j$. As explicitly shown in Appendix A, the static part of the magnon self-energy (11) corresponds to the effective spin-wave Hamiltonian for the Heisenberg model within the leading order of the $1/S$ expansion. There, Eq. (15) gives the relation between the kinetics of itinerant electrons in the DE model (1) and the exchange coupling $J_{ij}$ in the Heisenberg model. This relation provides us physical intuitions to understand our results.
In the absence of disorder, when we consider the transfer $t_{ij} = t$ only for the nearest neighbor sites, $J_{ij}$ in Eq. (18) becomes a constant $J$ which is nonzero only for $i = j + \eta$. Thus, as noted in Ref. 26, the spin excitation spectrum in the pure DE model with infinite $J_{ij}$ is equivalent to that in the Heisenberg model with the nearest neighbor exchange $J_{ij} = J$, and is given by the simple cosine dispersion.

Disorder introduces some randomness in the expectation value of $\langle c_i^\dagger c_j \rangle$ as well as the transfer integral $t_{ij}$. This leads to the nonuniform exchange coupling $J_{ij}$ in the corresponding Heisenberg model. It is instructive to compare the spectrum for the DE model and that for the Heisenberg model with random exchange couplings $J_{ij}$ which no longer satisfy the relation (18). (See also Sec. IIIB.3.) For the random Heisenberg model, the spin wave stiffness $\lambda$ is given by the random average of the exchange constant $J_{ij}$. Moreover, the $q$ linear term in the linewidth is determined by local fluctuations of the random exchange $J_{ij}$. Thus, these aspects are commonly observed both in the random DE model and in the random Heisenberg model even if the relation (18) does not hold between them. In other words, in the long wavelength limit of $q \to 0$, the magnetic excitation has a similar structure between these two models, although one is the itinerant electron system and the other is the localized spin system. However, for moderate or large $q$, the excitation spectrum of the DE model in the presence of disorder shows remarkable differences from that of the random Heisenberg model as shown in Sec. III. There, the fermionic properties of itinerant electrons play a key role through the expectation value $\langle c_i^\dagger c_j \rangle$.

III. RESULTS

A. Overview

In this section, we show numerical results which are obtained based on the method described in Sec. IIIB. After the specification of the functional form of the disorder distribution in Sec. IIIB.3 we show that the spin excitation spectrum exhibits some anomalies due to the disorder in Sec. III C. We examine the anomalies in detail by changing parameters such as strength and type of the disorder, spatial dimensions, and doping concentration. We discuss the origin of these anomalies in Sec. III D. In Sec. III E we examine quantitative aspects of the excitation spectrum by applying the spectral function analysis in Sec. III C to the numerical results. We compare them with the analytical expressions obtained in Sec. III C.

B. Distribution form of disorder

In the following sections, we consider the on-site disorder $\epsilon_i = \delta \epsilon$ and the bond disorder $t_{ij} = t + \delta t$ only for the nearest neighbor sites where $\delta \epsilon$ and $\delta t$ obey one of the following three distribution functions. The first one is the binary distribution in the form

$$P(x) = \frac{1}{2} \left[ \delta(\Delta) + \delta(-\Delta) \right] ,$$

namely, $x = +\Delta$ or $-\Delta$ in the equal probability. The second one is the Gaussian distribution in the form

$$P(x) = \frac{1}{\sqrt{2\pi}\Delta} \exp \left( -\frac{x^2}{2\Delta^2} \right) .$$

The last one is the box distribution in the form

$$P(x) = \frac{1}{2p} \Theta(x + p)(1 - \Theta(x - p)) ,$$

where $p = \sqrt{3}\Delta$ and $\Theta(x)$ is the Heaviside step function. The normalizations are taken to give the same second moment as $\int x^2 P(x) dx = \Delta^2$.

In the following calculations, we consider the hypercubic lattice in $d$ dimensions, and we take the half-bandwidth $W = x = 2dt$ for $J_{ij} = \Delta = 0$ as an energy unit. We change the value of $\Delta$ as a parameter typically up to $0.5W$. It is difficult to determine the realistic value of $\Delta$ in low $T_C$ manganites. A rough estimate has been given by the first principle calculation, which shows that $\Delta$ becomes the same order of magnitude of the half-bandwidth $W$.\n
C. Anomaly in spin excitation spectrum

1. Dependence on strength and type of disorder

We first show the change of the spin excitation spectrum by controlling the strength of the disorder in Fig. 2. Here, we fix the doping concentration at $x = 0.3$, where the hole density $x$ is defined as $x = 1 - \langle \sum_i c_i^\dagger c_i/N \rangle$ (we drop the spin index because the ground state is perfectly polarized). Numerical calculations are performed for $N = 20 \times 20 \times 20$ site clusters under the periodic boundary conditions. The results are for the on-site disorder whose distribution is given by the binary form of Eq. (38). The spectrum is obtained by the random average of $A(q, \omega)$ in Eq. (38) over 16 different realizations of random configurations for each value of $\Delta$. The grayscale contrast shows the intensity of the spectrum.

In the case of $\Delta = 0$, i.e., in the absence of the disorder, the spin excitation spectrum is given by a cosine dispersion as shown in Fig. 2 (a). When we switch on the disorder, the excitation shows a finite linewidth which becomes large as $\Delta$ increases. Moreover, as clearly seen in Figs. 2 (c) and (d), the spectrum shows some anomalies.
in the large q region. There, we have additional broadening as well as branching, that is, an emergence of an additional branch which has significantly lower energy than the original cosine-like excitation. For large values of $\Delta$, the lower branch has a substantial weight as shown in Fig. 2(d). If one follows only the lower branch, the spectrum appears to show softening near the zone boundary.

These anomalous features are commonly observed irrespective of the type of the disorder. Figure 4 shows the results for different distribution functions; (a) is for the Gaussian distribution of Eq. (39) and (b) is for the box distribution of Eq. (40). In both cases, we have similar anomalous features to those in Fig. 2.

We also examine the case of the bond disorder in Fig. 4. Here, we consider the binary distribution (38) for $\delta t$. In this case also, the spectrum shows additional broadening which is more prominent and makes a branching obscure compared to the cases of the on-site disorder in Figs. 2 and 3. This is related to strong incoherence in the case of the bond disorder which will be discussed quantitatively in Sec. III D 1.

2. Spatial dimension dependence

Next, we examine systems in less spatial dimensions, namely, in two and one dimensions. In manganites, there are compounds which have strong two-dimensional anisotropy, such as the bilayer materials $A_3\text{Mn}_2\text{O}_7$ and the single-layer materials $A_2\text{MnO}_4$. Later, we will discuss the quantitative comparison between our results and experimental ones in these compounds in Sec. IV. Here, we calculate $40 \times 40$ site clusters for 50 different realizations of random configurations in the two-dimensional (2D) case, and 256 site clusters for 500 configurations in the one-dimensional (1D) case.

Figure 5 shows the excitation spectra in 2D and 1D systems at $x = 0.3$ for the on-site disorder in the binary distribution of Eq. (38) with $\Delta = 0.3$. In both dimensions, the spectra show the anomalies clearly as in three-dimensional (3D) systems in Sec. III C 1. The important aspect is that in lower dimensions the anomalous features appear more apparently. Especially, in the 1D case in Fig. 4(b), the detailed structure of the anomalies can be observed. There, we have anticrossing with gap opening and shadow-band-like features. From this systematic study for different dimensions, we speculate that the branching observed in higher dimensions is a remnant of this anticrossing.

The anticrossing with the gap opening reminds us of the electron dispersion in systems with spin density wave or collective phonon mode. In these systems, magnons or phonons scatter the electrons and open a gap with the anticrossing in the dispersion. This analogy will be discussed further in Sec. III D 1.

3. Doping dependence

Here, we study the doping dependence in a systematic way. Figure 6 shows the results for different hole concentrations $x$ in 3D cases. We consider here the on-site disorder whose distribution is given by the binary form of Eq. (38) with $\Delta = 0.2$. Figure 6 shows that the anomalous features become apparent as $x$ decreases. This is probably because the disorder strength becomes relatively large compared to the kinetic energy of electrons which becomes small as $x$ decreases. Moreover, we note that the positions of the anomalies appear to shift as $x$.

In order to observe the $x$ dependence more clearly, we study the 1D systems under the same conditions. Figure 7 shows the results. As indicated in the figures, the position of the anomalous features clearly shift as the change of $x$, and is around the Fermi wavenumber $k_F$ which is given by $\pi(1-x)$ in this 1D case ($k_F$ is for the spinless fermion in the perfectly polarized ground state). We note also that the relatively weak anomalies can be observed additionally at $q \sim \pi-k_F, 2k_F, 2(\pi-k_F)$, and so on. These indicate that the anomalies are closely related to the fermionic degrees of freedom. This observation provides a key to understand the origin of the anomalies.
D. Origin of the anomaly

1. Friedel oscillation

We summarize the aspects of the anomalies of the spin excitation spectrum which are observed in the previous section. (i) There appear additional broadening, branching, anticrossing with gap opening, and shadow band. (ii) These anomalous features are observed universally for different types of the disorder, spatial dimensions and doping concentrations. (iii) The anomalies become more apparent in lower dimensions. (iv) They appear most conspicuously at \( q \sim k_F \) while the additional anomalies can be seen at \( q \sim Q - k_F, 2k_F, 2(Q - k_F) \), etc where \( Q = (\pi, \pi, \cdots) \).

As mentioned in Sec. III C 2, the anticrossing structure suggests a scattering mechanism for magnons. Moreover, as shown in Sec. III C 3, this scattering is characterized by the Fermi wavenumber \( k_F \), which suggests that the scatterers are closely related with the fermionic degrees of freedom. From these points, we consider that the origin of the anomalies is the Friedel oscillation.\(^{22}\)

The mechanism is as follows. In the presence of disorder, electrons tend to screen the effects of disorder, which leads to the charge density correlation with the wavenumber \( 2k_F \). This is the so-called Friedel oscillation.\(^{22}\) In this DE system, the charge density wave is equivalent to the spin density wave since the ground state is the fully polarized ferromagnetic state (half-metallic state).\(^{23}\) Thus, we have the \( 2k_F \) spin density correlation due to the disorder though it is nonmagnetic. The spin density oscillation couples to magnon excitations and scatters them. This leads to the anticrossing features near \( q = k_F \). (Note that the scattering wavenumber \( 2k_F \) corresponds to the scattering between \( q \sim k_F \) and \( -k_F \).) The Friedel oscillation itself is a general phenomenon in fermionic systems with disorder, and its effect becomes relatively weaker in higher dimensions. These aspects are consistent with our observations mentioned above. Therefore, we conclude that the Friedel oscillation is the origin of the spin excitation anomalies in this system.

2. Single impurity problem

In order to confirm the picture based on the Friedel oscillation, we examine the problem with a single impurity. In this case, the charge density correlation is clearly found around the impurity position. Figure 8 (a) shows the charge density distribution in the real space when we introduce a single impurity in the 1D system with \( N = 256 \). Here, \( n_i = \langle c_i^\dagger c_i \rangle \) and we put the on-site potential at \( i = 128 \) with relatively large \( \varepsilon_i = -5 \) to enlarge the impurity effect in the spectrum. The electron density oscillates around the impurity site, which results in the singularity at \( q = 2k_F \) in the density correlation function as shown in Fig. 8 (b). Note that \( q = 0.6\pi \) corresponds to \( 2k_F \) with the hole Fermi wavenumber \( k_F = 0.3\pi \) (or \( 2\pi - 2k_F \) with the electron Fermi wavenumber \( k_F = 0.7\pi \)). Here, we define the density correlation function as

\[
N(q) = \frac{1}{N} \sum_{ij} n_i n_j e^{iq(i-j)}.
\]

In this case of the single impurity also, as shown in Fig. 8 (c), the spin excitation spectrum shows weak but obvious anomalies at \( k = k_F, \pi - k_F \), etc., which are similar to the results in the previous section III C. The position of the anomalies is solely determined by \( k_F \) while their strength depends on the number and the strength of the disorder. This strongly supports our scenario of the Friedel oscillation.

3. Comparison with random exchange Heisenberg model

In Sec. III D we discussed the correspondence between the DE model and the Heisenberg spin model within the spin wave approximation. There, Eq. (15) gives a relation between these two models, where the exchange coupling \( J_{ij} \) is given by the expectation value \( \langle c_i^\dagger c_j \rangle \). In order to show the fermionic effect in this quantity explicitly, we study here the spin excitation in the Heisenberg model with completely random exchange couplings. Namely, we consider the ferromagnetic Heisenberg model with the nearest-neighbor exchange couplings \( J_{ij}^{(r)} \) which take random values from bond to bond and no longer satisfy Eq. (15). This will elucidate a contrast from the random DE model.\(^{11}\) Within the lowest order of \( 1/S \) expansion, this model leads to the effective spin-wave Hamiltonian in the form

\[
\mathcal{H}_{\pi \neq 0} = -2SJ_{ij}^{(r)}, \quad \mathcal{H}_{ii} = 2S \sum_j J_{ij}^{(r)}.
\]

(See Appendix A) Although this effective Hamiltonian has a similar structure to the magnon self-energy and satisfies the sum rule Eq. (14), it is nothing to do with the fermionic degrees of freedom in the DE model. We calculate the spin excitation from Eqs. (12) in 1D. A typical spectrum is shown in Fig. 9. Here, we choose \( J_{ij}^{(r)} \) randomly from the range of \( 1 - \Delta \leq J_{ij}^{(r)} \leq 1 + \Delta \) with \( \Delta = 0.25 \). We find no notable anomalies except for the broadening for the entire spectrum in contrast to the results in Sec. III C. This result supports the above picture and elucidates the relevance of the fermionic degrees of freedom of itinerant electrons to the spin excitation in the random DE model.
In this section, we discuss the quantitative aspects of the spectrum exhibits significant anomalies near the Fermi wavenumber $q$.

As shown in Eq. (29), the stiffness $\Lambda$ is proportional to the kinetic energy of electrons per site in the absence of disorder. This relation no longer holds in the presence of disorder. We estimate the bandwidth $E_{sw}$ by the peak energy of the highest excitation at $q = (\pi, \pi, \pi)$ in 3D systems. Figure 11 plots the estimates of $E_{sw}$ as a function of the strength of the on-site disorder $\Delta$. Although the stiffness always decreases as the disorder strength increases, the change of the bandwidth $E_{sw}$ depends on the hole concentration $x$: $E_{sw}$ decreases for $x \gtrsim 0.3$, however, $E_{sw}$ increases for $x \lesssim 0.3$. At $x \sim 0.3$, $E_{sw}$ remains almost constant in this range of $\Delta$. This indicates that in our DE system at $x \sim 0.3$, although the spectrum near the zone center becomes narrower due to the decrease of the stiffness as the disorder becomes stronger, the total bandwidth of the spin excitation is almost unchanged. Indeed, this behavior is observed in Fig. 2.

2. Excitation energy and linewidth

The spectral function analysis in Sec. II C 2 concludes the excitation energy $\omega_{sw} \propto q^2$ and the linewidth $\gamma \propto q$ in the limit of $q \to 0$. Figure 12 shows the small $q$ behaviors of $\omega_{sw}$ and $\gamma$ which are calculated from the numerical data by using Eqs. 22 and 23. All the numerical results in different dimensions show consistent $q$ dependences with the analytical predictions. We also confirm that there is the incoherent regime where $\gamma > \omega_{sw}$ near $q = 0$. These justify the applicability of the spectral function analysis which is based on the assumption of the single-peaked structure of the spectrum.

Figure 10 plots the stiffness at $x = 0.3$ as a function of $\Delta$. Circles, squares, and triangles represent the results in one, two, and three dimensions, respectively. Open and filled symbols correspond to the cases of the bond disorder and the on-site disorder, respectively. The lines are guides for the eye.
The interesting point is that the coefficient $c_1$ increases much faster in the case of the bond disorder than the on-site disorder. This indicates that the bond disorder induces larger $q$ linear term, namely, stronger incoherence in the magnon excitation than the on-site disorder.

This point is clearly demonstrated when we plot the linewidth as a function of the excitation energy as shown in Figs. 14 and 15. For the bond disorder (Fig. 14), the behavior $\gamma \propto \omega_{sw}^{1/2}$ dominates the spectrum. On the contrary, for the on-site disorder (Fig. 15), the $\omega_{sw}^{1/2}$ part is observed only in the small $q$ regime, and the behavior $\gamma \propto \omega_{sw}$ is dominant in the wide region of $q$. There, we have a crossover from the incoherent behavior with $\gamma \propto \omega_{sw}^{1/2} \propto q$ to the marginally coherent behavior with $\gamma \propto \omega_{sw} \propto q^2$. Qualitative features are universal irrespective of the spatial dimensions.

We find here the qualitatively different behavior between the bond disorder and the on-site disorder in the crossover from the incoherent to the marginally coherent regime. Considering this difference and its origin, we will discuss a general tendency of this crossover and a realistic type of the disorder in real compounds in Sec. IV C.
IV. DISCUSSIONS

A. Spin excitation anomalies in low-\(T_C\) manganites

In high-\(T_C\) manganites, such as La\(_{1-x}\)Sr\(_x\)MnO\(_3\) and La\(_{1-x}\)Pb\(_x\)MnO\(_3\) near \(x = 0.3\), the spin excitation spectrum shows a cosine like dispersion,\(^{24,25}\) which can be well explained by the pure DE model without disorder (Fig. 2 (a)).\(^\text{26}\) Contrast to this canonical DE behavior, low-\(T_C\) manganites such as Pr\(_{1-x}\)Sr\(_x\)MnO\(_3\), La\(_{1-x}\)Ca\(_x\)MnO\(_3\), and Nd\(_{1-x}\)Sr\(_x\)MnO\(_3\) show the following anomalous features in the spin excitation spectrum.

One of the remarkable anomalies is called the softening. Hwang \textit{et al.} reported a significant softening of the spin wave dispersion near the zone boundary in Pr\(_{1-x}\)Sr\(_x\)MnO\(_3\) at \(x = 0.37\).\(^\text{27}\) Later, Dai \textit{et al.} confirmed this result in several materials, and observed the optical phonon mode in the energy range where the softening occurs.\(^\text{29}\) A similar spectrum with the optical phonon branch has been obtained also in the bilayer manganite, La\(_{2-x}\)Sr\(_{1+2x}\)Mn\(_2\)O\(_7\) at \(x = 0.44\).\(^\text{44}\) In this compound, however, a qualitatively different spectrum, which is a cosine like form without any softening, has been observed in the same chemical formula but in a different sample crystal.\(^\text{45}\) This suggests the strong sample dependence of this softening behavior.
Another anomaly is the broadening in compounds which show the softening, the linewidth of the excitation becomes significantly large in the region where the softening is observed. An important aspect is that the linewidth remains finite even at the lowest temperature where the ferromagnetic moment is fully saturated. This point will be discussed in Sec. IV D.

In compounds with relatively small $x$ (low doping), the spin excitation shows another anomaly such as the gap opening and/or the anticrossing. Note that the ground state in these compounds is ferromagnetic insulator and not metal. The phase diagram in the small $x$ region shows complicated transitions in structural and magnetic degrees of freedom accompanied by a dimensional crossover.

As shown in the results in Sec. III, our simple model 4, i.e., the DE model with disorder, reproduces all the above anomalies, at least, in a quantitative level. The softening appears in the lower energy branch in the anticrossing. The additional broadening is observed in the large $q$ regime. These anomalies become more conspicuous in lower doped case and in lower dimensions. These agreements suggest that the disorder is a candidate to give a reasonable description on the large spectral changes from the high-$T_C$ to the low-$T_C$ manganites. However, besides our disorder scenario, there have been many other theoretical proposals for the present problem. We compare our results with those by other scenarios in the following.

B. Comparison with other theoretical results

1. Softening

Several mechanisms have been proposed for the softening near the zone boundary. One is the purely magnetic origin, i.e., due to competitions between the DE ferromagnetic and the superexchange antiferromagnetic interactions between localized spins including longer ranged couplings. Other scenarios take account of a coupling to other degrees of freedom. One proposal is the coupling to orbital fluctuations, in which orbital degrees of freedom in the doubly degenerate $e_g$ orbitals are explicitly taken into account. Another proposal is the coupling to phonons which leads to the anticrossing between the phonon excitation and the magnon excitation.

Although all these scenarios including our disorder scenario can reproduce the lower ‘softened’ energy excitation in experimental results, there are some qualitative differences. In our results, the softening does not occur in the strict sense, because the lower energy excitation appears just as a result of the anticrossing. We still have the higher energy branch near the original dispersion in the absence of the disorder. If one follows only the lower branch, it looks like the softening as pointed out in Sec. III C 1. On the contrary, the mechanisms of the magnetic origin and of the magnon-orbital coupling origin cause the softening of the original dispersion itself, hence there is no higher energy branch. In the scenario of the magnon-phonon coupling, the spectrum shows a similar structure to our anticrossing. However, in this case, the lower excitation near the zone boundary is originally the optical phonon mode, which extends over the whole Brillouin zone with almost flat dispersion (optical mode). There should be a finite energy excitation even at the zone center additionally to the gapless magnon excitation. This is different from our results in which the spectrum is single-peaked near the zone center. These qualitative differences can be distinguished experimentally by studying the high energy excitation in the wide region of the Brillouin zone. This kind of experimental tests will be discussed and summarized in Sec. IV D.

Besides the above qualitative differences, our disorder scenario is different from the other proposals quantitatively. In other scenarios, it should be noted that the relative importance of the additional couplings is determined by the change of the DE interaction, namely, the bandwidth, since the strength of them does not change so much by the $A$-site substitution. In this sense, these scenarios attribute the origin of the change of the spectrum from high-$T_C$ to low-$T_C$ compounds to the change of the bandwidth. As discussed previously, however, the actual change of the bandwidth in these compounds is very small. Therefore, it appears to be difficult for these scenarios to explain the large changes of the spin excitations in a quantitative manner. On the contrary, the strength of the disorder can be largely affected by the $A$-site substitution even if the change of the averaged lattice structure is small. This appears to favor our disorder scenario.

2. Broadening

As discussed in Sec. IV A, the experimental results show the intrinsic linewidth at the lowest temperature. This suggests that the spin wave excitation is no longer the eigenstate of the system at the ground state. We discuss here two different mechanisms for this zero-temperature broadening. One is effective even in the absence of disorder and the other is our disorder scenario.

Even in the pure DE model without disorder, the spin wave is not the exact eigenstate of the system. The coupling with charge degrees of freedom leads to a finite lifetime for the spin wave excitations. This zero-temperature broadening in the pure DE model has been discussed by the spin wave approximation. In the lowest order of the $1/S$ expansion, the DE model can be mapped to the pure Heisenberg model as discussed in Appendix A. Hence, the spin wave is the exact eigenstate and the linewidth is zero in $O(1/S)$. In the higher order of $1/S$, however, we have a finite imaginary part in the magnon self-energy, which leads to a linewidth in the spin excitation spectrum. Up to $O(1/S^2)$, this linewidth is predicted to show the $q$ dependence as $\gamma \propto q^{d+3}$ in
the limit of $q \to 0$, where $d$ is the spatial dimension of the system. Thus, the linewidth is predicted to behave as $\gamma \propto q^6$ in 3D and $\gamma \propto q^3$ in 2D systems.

In the presence of disorder, our results indicate that the spin excitation spectrum shows a finite linewidth even in the lowest order of $1/S$ expansion. As discussed in Sec. IV C, this is an inhomogeneous broadening and distinguished from the above broadening due to the finite lifetime of quasiparticle excitations. In our results, the linewidth shows the $q$ linear behavior in the limit of $q \to 0$, and crossovers to the $q^2$ behavior as $q$ increases. These behaviors do not depend on the spatial dimension $d$. Therefore, it is possible to determine which scenario is relevant in real compounds by studying the $q$ dependence of the linewidth in both 3D and 2D systems.

In 2D (bilayer) compounds, recently, detailed analyses have been done on the $q$ dependence of the linewidth.25 The marginally coherent behavior $\gamma \propto \omega_{\text{sw}} \propto q^2$ is observed in the wide region of $q$. It is difficult to explain this $q$ dependence by the former mechanism which predicts $\gamma \propto q^5$ in 2D. In our disorder scenario, the marginally coherent behavior is actually found as shown in Sec. III E 2. This supports our scenario.

Unfortunately, the linewidth in the small $q$ region has not been fully investigated experimentally, especially in 3D compounds in the ferromagnetic metallic regime.27,29 Detailed information near the zone center especially for $q \lesssim \pi/5$ is lacking. Further experimental study is desired to examine the asymptotic $q$ dependence.

In our results, the crossover between the incoherent regime and the marginally coherent regime appears to depend on the details of the disorder as mentioned in Sec. III E 2. The dominance of the marginally coherent behavior in experimental results provides us a microscopic picture on the disorder in real compounds. This will be discussed in Sec. IV C in detail.

3. Anticrossing and gap opening

As mentioned in Sec. IV A, the gap opening and/or the anticrossing have been experimentally observed only in the low doped region ($x \lesssim 0.2$) where $T_c$ is largely reduced from the value at $x \simeq 0.3.28,30$ In this region, the kinetic energy becomes small partly because the number of carriers decreases. There, the system is insulating with ferromagnetism or spin canting as well as the orthorhombic lattice distortion.8,12,31,36,45,47 Hence, there should be competitions among several interactions such as ferromagnetic DE, antiferromagnetic superexchange, and electron-lattice interaction.

We note that, in the 3D system, the values of $\Delta$ in the present calculations are much smaller than the critical value for the Anderson localization,9,28,29 hence, the ground state remains the ferromagnetic metal in our results. In lower dimensions, of course, electrons are easily localized at small $\Delta$. The ferromagnetic or the spin canting state indicates the relevance of the DE interaction even in the insulating states. The charge/spin oscillation due to the disorder is expected even in these insulators although the Fermi wavenumber is no longer well defined. Hence, we expect similar anomalies in these insulating regions.

Besides our disorder scenario, we have at least two mechanisms which cause the anticrossing and/or the gap opening in the spin excitation spectrum. One is the superlattice magnetic structure such as the spin canting. In this case, the spin excitation spectrum shows a gap at the wavenumber for the corresponding magnetic periodicity. The spectrum consists of a single branch in the extended Brillouin zone and deviates from the cosine like form only near the gap. The small gap observed at $q = (0, 0, \pi/2)$ in La$_{0.85}$Sr$_{0.15}$MnO$_3$ appears to be explained by this scenario since the corresponding superlattice peak is observed.28 This behavior should be distinguished from the anticrossing or the branching in our results.

The other mechanism is the magnon-phonon coupling as mentioned in Sec. IV B.13 In this scenario, the anticrossing with the gap opening appears at the wavenumber where the magnon dispersion crosses the optical phonon branch. The excitation spectrum looks similar to our results. Possible experimental tests to distinguish these scenarios will be discussed in Sec. IV D.

C. Atomic vs. mesoscopic scale disorder

Our results in Sec. III E 2 elucidate a difference in the spin excitation between the bond disorder and the on-site disorder. In the case of the on-site disorder, the crossover from the incoherent behavior $\gamma \propto \omega_{\text{sw}}^{1/2} \propto q$ to the marginally coherent one $\gamma \propto \omega_{\text{sw}} \propto q^2$ takes place in the relatively small $q$ region, and the latter behavior is dominant in the wide region of the spectrum. On the other hand, in the case of the bond disorder, the incoherent behavior dominates over the whole $q$ region. The bond disorder tends to make the spectrum more incoherent than the on-site disorder in the present model.

Since the incoherence comes from the local fluctuations of $J_{ij}$ in Eq. 15 as discussed in Sec. III C, this difference indicates that the bond disorder leads to relatively larger fluctuations of $J_{ij}$ than the on-site disorder in the present model. This is qualitatively understood as follows. In Eq. 13, there are two sources of the local fluctuations of $J_{ij}$. One is the transfer integral $t_{ij}$ and the other is the expectation value $\langle c_i^\dagger c_j \rangle$. In the case of the on-site disorder, $t_{ij}$ is taken to be uniform for all the nearest neighbor pairs, hence, the local fluctuations come only from $\langle c_i^\dagger c_j \rangle$. This expectation value is disordered in the presence of disorder, however, it has some correlations due to the Friedel oscillation as discussed in Sec. III D. On the contrary, in the case of the bond disorder, $t_{ij}$ is taken to be completely independent from bond to bond in our model. This local fluctuation of $t_{ij}$ is directly reflected in that of $J_{ij}$ in Eq. 15. Even if there
are some spatial correlations in $\langle c_i^\dagger c_j \rangle$, the multiplication of $t_{ij}$ makes $J_{ij}$ more disordered. Thus, in the present model, we expect a larger local fluctuations in the case of the bond disorder than the on-site disorder.

However, this does not mean that the bond disorder always makes the spin excitation spectrum more incoherent than the on-site disorder in general. The stronger incoherence in the present results is due to the specific form of $t_{ij}$ in our model. Even in the case of the bond disorder, the incoherence is possibly suppressed if we have some spatial correlations in $t_{ij}$. Instead, the important conclusion is that the atomic-scale disorder leads to more incoherent excitation than the spatially-correlated or the mesoscopic-scale disorder.

As discussed in Sec. IV.B.2, the experimental results in the bilayer compounds show the dominance of the marginally coherent regime. From the above conclusion, this indicates that in real materials the mesoscopic-scale disorder is more relevant than the atomic-scale disorder if the disorder plays a major role in the spin excitation spectrum. Possible sources of the mesoscopic-scale disorder are a large-scale inhomogeneity or clustering of the $A$ ions, twin lattice structure, and grain boundaries.

### D. Experimental tests

We propose here some experiments to test our disorder scenario.

(i) Sample dependence: Our scenario predicts a correlation between the sample quality and the anomalies in the spin excitation spectrum. Even in the same chemical formula, the extent of the anomalies may depend on the sample quality. The purity of samples can be measured independently, for instance, by the magnitude of the residual resistivity. In this test, we note that the $A$-site ordered manganites will be useful. In these materials, the disorder strength due to the alloying effect in the $A$-site ions can be tuned to some extent by the careful treatment of the syntheses. It is interesting to compare the spin excitation spectrum in the $A$-site ordered compound with that in the ordinary solid-solution ($A$-site disordered) compound in the same chemical formula.

(ii) Comparison with the Fermi surface: The spin excitation anomalies in our results appear strongly near the Fermi wavenumber. It is crucial to compare the position of the anomalies with the information of the Fermi surface. The Fermi surface can be independently determined, for instance, by the angle-resolved photoemission spectroscopy.

(iii) Doping dependence: Closely related to the above test (ii), the doping dependence is also a key experiment. In our scenario, by controlling the doping concentration, the position of the anomalies shifts due to the change of the Fermi surface. Moreover, the anomalies become more conspicuous for lower doping concentration.

(iv) High energy excitation: Our scenario predicts the anticrossing instead of the softening. Hence, near the zone boundary, there remains the higher energy excitation above the lower energy branch which looks like to be softened. As discussed in Sec. IV.B.1, this point is different from several other theoretical proposals. At the same time, it is important to identify the optical phonon mode, especially near the zone center, for examining the relevance of the magnon-phonon coupling as discussed in Sec. IV.B.1. Therefore, it is crucial to study the higher energy region over the whole Brillouin zone.

(v) $q$ dependence of the linewidth: Our results indicate that irrespective of the spatial dimension, the linewidth of the spectrum is proportional to $q$ near the zone center and shows a crossover to $q^2$ behavior as $q$ increases. As discussed in Sec. III.E.2, this $q$ dependence appears to be consistent with the experimental result in the bilayer manganite. In all other scenarios, the linewidth in the ground state comes from the interplay between charge and spin which is discussed in Sec. IV.B.2. This predicts $q^{d+3}$ behavior near the zone center. It is strongly desired to examine the linewidth more quantitatively especially in 3D compounds.

### V. SUMMARY AND CONCLUDING REMARKS

In this paper, we have discussed the disorder effects on the spin excitation spectrum in the double exchange model. We have applied the spin wave approximation in the lowest order of $1/S$ expansion. The analytical expressions are obtained for the spin stiffness, the excitation energy, and the linewidth. The most important result revealed by the extensive numerical calculations is that the spin excitation spectrum shows some anomalies in the presence of the disorder, such as broadening, branching, or anticrossing with gap opening. The origin of these anomalies is the Friedel oscillation: Disorder causes the $2k_F$ oscillation of the spin and charge density in the fully polarized ferromagnetic state, which scatters the magnons to cause the anticrossing in their dispersion. Thus, the spin excitation anomalies are the consequence of the strong interplay between spin and charge degrees of freedom. Our results have been compared with experimental results in the $A$-site substituted manganites which shows relatively low-$T_C$, and the agreement is satisfactory. We have also compared our results with other theoretical proposals for the anomalous spin excitation in these manganites, and clarified the advantages of our disorder scenario.

Another important finding is the incoherence of the magnon excitation. We have shown that near the zone center the linewidth is proportional to the magnitude of the wavenumber $q$, which becomes larger than the excitation energy which scales to $q^2$. This incoherence comes from the local fluctuations of the transfer energy of itinerant electrons. As $q$ increases, we have obtained the crossover from this incoherent behavior to the marginally coherent one in which both the linewidth and the exci-
tation energy are proportional to $q^2$. We found that this crossover behavior depends on the nature of the disorder. Comparing with experimental results in which the marginally coherent behavior is dominant, we have concluded that in real materials the spatially-correlated or mesoscopic-scale disorder is relevant compared to the local or atomic-scale disorder.

All the above anomalous features are obtained in the lowest order of the $1/S$ expansion, $O(1/S)$. Up to $O(1/S)$, we have shown that the double exchange model with disorder is effectively mapped to the Heisenberg spin model with random exchange couplings. In the absence of the disorder, the corresponding Heisenberg model has the uniform nearest neighbor exchanges, whose spin excitation spectrum shows the cosine dispersion\textsuperscript{26,38}. Even in this pure case, in the higher order of $1/S$, there are some deviations from this cosine dispersion such as the magnon bandwidth narrowing or the softening, and the broadening\textsuperscript{34,35,36}. However, these higher order corrections are known to be small near the hole concentration $x = 0.3$ where we are interested in\textsuperscript{41}. Moreover, the spin excitation anomalies we obtained here are the primary effects in the $1/S$ expansion compared to the higher-order corrections. Therefore, we believe that our results are relevant to understand the anomalous spin excitations in real compounds. Our results give a comprehensive understanding of the systematic changes of the spin excitation spectrum in the $A$-site substituted manganites. Moreover, the disorder explains well the experimental facts with disorder, the corresponding Heisenberg model has the uniform nearest neighbor exchanges, whose spin excitation spectrum shows the cosine dispersion\textsuperscript{26,38}. Even in this pure case, in the higher order of $1/S$, there are some deviations from this cosine dispersion such as the magnon bandwidth narrowing or the softening, and the broadening\textsuperscript{34,35,36}. However, these higher order corrections are known to be small near the hole concentration $x = 0.3$ where we are interested in\textsuperscript{41}. Moreover, the spin excitation anomalies we obtained here are the primary effects in the $1/S$ expansion compared to the higher-order corrections. Therefore, we believe that our results are relevant to understand the anomalous spin excitations in real compounds. Our results give a comprehensive understanding of the systematic changes of the spin excitation spectrum in the $A$-site substituted manganites. Moreover, the disorder explains well the experimental facts which cannot be understood only by the bandwidth control, such as the rapid decrease of $T_C$\textsuperscript{42,43}. Therefore, we conclude that the disorder plays an important role in the $A$-site substitution of the ionic radius control in CMR manganites.

We comment on the relevance of another additional couplings due to the influence of the multicritical phenomena. As decreasing the ionic size of the $A$-site atoms, finally the system becomes the charge-ordered insulator with the orbital and lattice orderings, the ferromagnetic insulator, the antiferromagnetic insulator, or the spin glass insulator\textsuperscript{2,4,5,9,10,11,12,13,14,15,16}. The phase diagram often shows the multicritical behavior. These phase transitions might not be explained by the disorder alone. In the close vicinity of the multicritical phase boundary, we expect large fluctuations and critical enhancement of additional couplings, which possibly accelerate the suppression of $T_C$ and enhance the anomalies in the spin excitation spectrum. However, the multicritical phenomena is essentially the first order phase transition. Hence, far from the phase boundary, for instance, in LCMO compounds, we believe that these additional couplings becomes irrelevant and the disorder plays a major role.
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## APPENDIX A

In this Appendix, we show that the magnon self-energy\textsuperscript{11} is equivalent to the effective spin-wave Hamiltonian for the Heisenberg spin model in the lowest order of the $1/S$ expansion\textsuperscript{38}.

We begin with model (A1) in the limit of $J_H/t \to \infty$. In this limit, since the conduction electron spin $\sigma$ is completely parallel to the localized spin at each site, states with $\sigma$ antiparallel to $S$ are projected out. Then, we have the effective spinless-fermion model\textsuperscript{36,37}.

\[
\mathcal{H} = -\sum_{ij} (\tilde{t}_{ij} c_i^\dagger c_j + \text{h.c.}) + \sum_i \varepsilon_i c_i^\dagger c_i, \quad (A1)
\]

where the transfer integral $\tilde{t}_{ij}$ depends on the relative angle of localized spins as

\[
\tilde{t}_{ij} = t_{ij} \left[ \cos \frac{\phi_i}{2} \cos \frac{\phi_j}{2} + \sin \frac{\phi_i}{2} \sin \frac{\phi_j}{2} \right], \quad (A2)
\]

with $S_i^x = S \sin \theta_i \cos \phi_i$, $S_i^y = S \sin \theta_i \sin \phi_i$, and $S_i^z = S \cos \theta_i$. Hereafter, we treat the localized spins $S$ as classical objects. The transfer integral in Eq. (A1) is a complex variable. The real and imaginary parts are given by

\[
\begin{align*}
\text{Re} \tilde{t}_{ij} &= t_{ij} \sqrt{\frac{1}{2} \left( 1 + \frac{S_i \cdot S_j}{S^2} \right) }, \\
\text{Im} \tilde{t}_{ij} &= \frac{t_{ij}}{2} \sqrt{\frac{S^2}{(S + S_i^z)(S + S_j^z)}},
\end{align*}
\]

respectively. Note that $\text{Im} \tilde{t}_{ij}$ is antisymmetric while $\text{Re} \tilde{t}_{ij}$ is symmetric, as expected from $\tilde{t}_{ij} = \tilde{t}_{ji}^\ast$.

Now we apply the spin wave approximation to model (A1). We use here the Holstein-Primakoff transformation

\[
S_i^z = S - a_i^\dagger a_i, \quad S_i^x \simeq \sqrt{\frac{S}{2}} (a_i^\dagger + a_i), \quad S_i^y \simeq i \sqrt{\frac{S}{2}} (a_i - a_i^\dagger), \quad (A5)
\]

and take account of the $1/S$ expansion up to the leading order of $O(1/S)$. Substituting Eqs. (A5) into Eqs. (A3) and (A4), we obtain

\[
\begin{align*}
\text{Re} \tilde{t}_{ij} \simeq & \ 1 + \frac{1}{4S} (a_j^\dagger a_j + a_i^\dagger a_i - a_i^\dagger a_j - a_j^\dagger a_i), \\
\text{Im} \tilde{t}_{ij} \simeq & \ \frac{1}{4S} (a_j^\dagger a_j - a_i^\dagger a_i), \quad (A6)
\end{align*}
\]

Hence, the effective magnon-electron Hamiltonian up to $O(1/S)$ is given by

\[
\mathcal{H} \simeq -\sum_{ij} t_{ij} \left[ 1 + \frac{1}{4S} (a_j^\dagger a_j + a_i^\dagger a_i - a_i^\dagger a_j - a_j^\dagger a_i) \right]
\]
\[ \times (c_i^\dagger c_j + c_j^\dagger c_i) \]

\[ + \frac{1}{4S} \sum_{ij} t_{ij} (a_i^\dagger a_j - a_j^\dagger a_i) (c_i^\dagger c_j - c_j^\dagger c_i) \]

\[ + \sum_i \varepsilon_i c_i^\dagger c_i. \]  

\[ (A8) \]

Finally, we obtain the effective magnon Hamiltonian by tracing out the fermion degrees of freedom in Eq. (A9). Up to \( O(1/S) \), the trace can be calculated as the expectation value for the ground state without any magnon. The result is given by

\[ \mathcal{H} \simeq - \frac{1}{2S} \sum_{ij} t_{ij} (c_i^\dagger c_j)(a_i^\dagger a_j + a_j^\dagger a_i - a_i^\dagger a_i - a_j^\dagger a_j), \quad (A9) \]

up to irrelevant constants. Here we use the general relation \( \langle c_i^\dagger c_j \rangle = \langle c_i^\dagger c_i \rangle \) for the perfectly polarized ground state without degeneracy. Note that this effective Hamiltonian is derived generally for both the bond disorder and the on-site disorder. From the eigenvalues and the eigenvectors for Eq. (A9), we obtain the spectral function \( A(q, \omega) \). Hence, comparing with Eqs. (9) and (10), the static part of the magnon self-energy \( \Pi(\omega = 0) \) is equivalent to the effective magnon Hamiltonian (A9).

This effective Hamiltonian (A9) has the same form as that for the Heisenberg spin model \( \mathcal{H}_{\text{Heis}} = -2 \sum_{i<j} J_{ij} S_i \cdot S_j \) within the leading order of the 1/S expansion. This correspondence gives the relation between the kinetics of electrons in the DE model and the exchange coupling \( J_{ij} \) in the Heisenberg model, which is given by Eq. (18). Thus, up to the leading order of the 1/S expansion, the static part of the magnon self-energy (E1) is the same as the effective spin-wave Hamiltonian for the Heisenberg model. In other words, the spin excitation spectrum of the DE model (E1) is equivalent to that of the Heisenberg model with \( J_{ij} \) defined by Eq. (18) in the lowest order of 1/S expansion.
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