ASYMPTOTIC SHAPE OF THE CONCAVE MAJORANT OF A LÉVY PROCESS
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ABSTRACT. We establish distributional limit theorems for the shape statistics of a concave majorant (i.e. the fluctuations of its length, its supremum, the time it is attained and its value at $T$) of any Lévy process on $[0, T]$ as $T \to \infty$. The scale of the fluctuations of the length and other statistics, as well as their asymptotic dependence, vary significantly with the tail behaviour of the Lévy measure. The key tool in the proofs is the recent representation of the concave majorant for all Lévy processes $\{\gamma^{-}_{T}, C_{T}^{-}\}$ using a stick-breaking representation.

1. INTRODUCTION AND MAIN RESULTS

Convex hulls of random walks and related processes have been of interest for many decades (see e.g. [13, 20, 16, 15, 21, 2] and references therein). The main objective of the present paper is to understand the asymptotic shape of the concave majorant of a Lévy process as the time horizon tends to infinity (see Figure 1).

Let $X = (X_t)_{t \geq 0}$ be a one-dimensional Lévy process (see [22, Def. 1.6, Ch. 1]) and fix a time interval $[0, T]$ for some positive time horizon $T > 0$. The concave majorant (resp. convex minorant) of a path of a Lévy process $(X_t)_{t \geq 0}$ is the smallest (resp. largest) function that is point-wise larger (resp. smaller) than the path of $X$, i.e. $C_{T}^{-}(t) \geq X_t$ (resp. $C_{T}^{-}(t) \leq X_t$) for all $t \in [0, T]$. Let $\gamma^{-}_{T}$ (resp. $\gamma^{+}_{T}$) denote the length of the graph of the concave (resp. convex) function $t \mapsto C_{T}^{-}(t)$ (resp. $t \mapsto C_{T}^{-}(t)$) over the interval $[0, T]$. The following inequalities are immediate from Figure 2 below:

$$1 \leq \gamma^{-}_{T}/T \leq \left(T + 2\overline{C}_{T} - C_{T}^{-}(T)\right)/T,$$

where $\overline{C}_{T} := \sup_{t \in [0, T]} C_{T}^{-}(t)$.
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If $E|X_1|^{1+\epsilon} < \infty$ for some $\epsilon > 0$ and $E X_1 = 0$, the bounds in (1) and [22, Prop. 48.10] imply that $\Upsilon_T^\sim / T \to \epsilon$ a.s. as $T \to \infty$ (note $C_T^\sim = \sup_{t \in [0,T]} X_t$ and $C_T^\sim (T) = X_T$). Our main aim is to identify the precise asymptotic behaviour and the dependence of the shape parameters $\Upsilon_T^\sim$, supremum $C_T^\sim$, time of supremum $\gamma_T^\sim$ and final position $C_T^\sim (T)$ of the concave majorant $C_T^\sim$. More precisely, we seek to identify the correct asymptotic mean, analyse the fluctuations of the length $\Upsilon_T^\sim$ around its asymptotic mean and study their dependence on other shape parameters. If the second moment is infinite, we study analogous questions for $X$ in the domain of attraction of a stable process.

Our main result describes the asymptotic dependence between the fluctuations of the length of the concave majorant, its supremum, final position and the time the supremum is attained, for Lévy processes that have zero mean and finite variance (see Theorem 1.1 below). We also describe this dependence in the case the process is in the domain of attraction of a stable law with stability parameter $\alpha \in (0,2) \setminus \{1\}$ (see Theorems 1.4, 1.6 and 1.7 for $\alpha \in (1,2]$ with zero mean, $\alpha \in (1,2]$ with nonzero mean and $\alpha \in (0,1)$, respectively). As we shall see, the dependence has very different structure in each of these cases, with Theorem 1.1 being the most subtle. In particular, for example, the dependence between the fluctuations of the length of the concave majorant and the other statistics weakens with increasing $\alpha$. For a short overview of the results in this paper see the YouTube presentation [3].

Before stating our results, recall that the concave majorant of a path of a Lévy process $X$ is a piecewise linear function with countably many faces (see [9, Thm 12]). Each face is given by a horizontal length $l > 0$ and a vertical height $h \in \mathbb{R}$, thus having the slope $h/l$. Note that all the faces with slope equal to a given real value $s \in \mathbb{R}$ must lie next to each other in the graph of the concave majorant and can be concatenated into a maximal face with slope $s$. Let $H_T$ equal the number of maximal faces with horizontal length $l$ at least 1. Denote $(x)^+ := \max(x,0)$ for $x \in \mathbb{R}$ throughout.

**Theorem 1.1.** Let $X = (X_t)_{t \geq 0}$ be a Lévy process with Lévy measure $\nu$. Assume that the Lévy process has zero mean $E[X_1] = 0$ and finite positive variance $\sigma := \sqrt{E[X_1^2]} \in (0, \infty)$. For $T > 0$ define $\Theta(T) := \frac{1}{2} \int_\mathbb{R} x^2 \log^+ (\min\{T, x^2\}) \nu(dx)$. Then the following weak limit holds as $T \to \infty$:

$$
\left( \frac{\Upsilon_T^\sim - T - (\sigma^2/2)H_T + \Theta(T)}{\sqrt{\log T}}, \frac{H_T - \log T}{\sqrt{\log T}}, \frac{C_T^\sim (T)}{\sqrt{T}}, \frac{\gamma_T^\sim}{T} \right) \overset{d}{\to} \left( \frac{\sigma^2}{2} Z_1, Z_2, \sigma B_1, \sigma B_1, \rho \right),
$$

where the standard Brownian motion $B = (B_t)_{t \geq 0}$ and the standard normal random variables $Z_1$ and $Z_2$ are independent, $B_1 := \sup_{t \in [0,1]} B_t$ and $\rho \in [0,1]$ is the a.s. unique time such that $B_\rho = B_1$.

The weak limit in (2) shows that the asymptotic centering of the length $\Upsilon_T^\sim$ of the concave majorant $C_T^\sim$ is stochastic. Moreover, the fluctuations around the centering are asymptotically independent of the centering itself and the randomness in the centering is a function of the horizontal lengths of the faces of $C_T^\sim$ only. A linear transformation of the vector in (2) yields a deterministic centering of $\Upsilon_T^\sim$ at the cost of increasing the asymptotic variance. Put differently, the variance of the centering contributes $\sigma^4/4$ (recall $\sigma^2 = E[X_1^2]$) to the total asymptotic variance of the length $\Upsilon_T^\sim$. For two functions $f$ and $g$, write $f(T) = o(g(T))$ as $T \to \infty$ if $\lim_{T \to \infty} f(T)/g(T) = 0$.

**Corollary 1.2.** Under the assumptions of Theorem 1.1, we have

$$
\frac{1}{\sqrt{\log T}} \left( \Upsilon_T^\sim - T - \frac{\sigma^2}{2} \log T + \Theta(T) \right) \overset{d}{\to} \frac{\sqrt{3}}{2} \sigma^2 Z, \quad \text{as } T \to \infty,
$$

where $\Theta(T) = \frac{1}{4} \int_\mathbb{R} x^2 \log^+ (\min\{T, x^2\}) \nu(dx) = o(\log T)$ and $Z$ is a standard normal variable. Moreover, if $\int_\mathbb{R} x^2 \log^+ (|x|)^{1/2} \nu(dx) < \infty$, then $\Theta(T) = o(\sqrt{\log T})$, and thus

$$
\frac{1}{\sqrt{\log T}} \left( \Upsilon_T^\sim - T - \frac{\sigma^2}{2} \log T \right) \overset{d}{\to} \frac{\sqrt{3}}{2} \sigma^2 Z, \quad \text{as } T \to \infty.
$$
Further remarks about Theorem 1.1 and Corollary 1.2 are in order.

**Remark 1.3.** (i) The limit in (2) reveals that the fluctuations of the asymptotic length of the concave majorant $C_T^-$ are independent of its asymptotic supremum, time of supremum and final position. In the case only the first moment of $X_1$ is finite, the dependence of these shape statistics persists in the limit (see Theorem 1.4 below), while even the first moment of $X_1$ is infinite, the length $\Upsilon_T$ becomes a deterministic function of the asymptotic supremum and final position (see Theorem 1.7 below).

(ii) Corollary 1.2 is stated for the deterministic centering of the length only. However, the same linear transform yields a quintuple limit analogous to (2). Put differently, as $T \to \infty$, we have

$\left( \frac{\Upsilon_T - T - \frac{\sigma^2}{2} \log T + \Theta(T)}{\sqrt{\log T}}, \frac{H_T - \log T}{\sqrt{T}}, \frac{C_T}{\sqrt{T}}, \frac{C_T^-(T)}{\sqrt{T}}, \frac{\gamma_T}{T} \right) \overset{d}{\to} \left( \frac{\sigma^2}{2} Z_1 + \frac{\sigma^2}{2} Z_2, Z_2, \sigma B_1, \sigma B_1, \rho \right)$.

The dependence structure of the length $\Upsilon_T^-$ and $H_T$ is intractable for any finite $T > 0$, but, as shown by this limit, is asymptotically rather simple.

(iii) There exist Lévy processes for which (3) holds and (4) does not. Indeed, by Fubini’s theorem, the integral in the asymptotic mean satisfies

$$2\Theta(T) = \int_{\mathbb{R}} x^2 \log^\pm(\min\{T, x^2\}) \nu(dx) = \int_1^T \frac{1}{t} \int_{\mathbb{R}(\sqrt{T}, \sqrt{T})} x^2 \nu(dx) \, dt,$$

and is clearly $o(\log T)$ as $T \to \infty$. (Note that $\int_{\mathbb{R}} x^2 \nu(dx) < \infty$ by assumption $\mathbb{E}[X_1^2] < \infty$ and [22, Thm 25.3]). However, the integral in display can also be arbitrarily close to $\log T$. For instance, setting $\nu(dx) := |x|^{-3} \log(|x|)^{-1} \log \log(|x|)^{-2} \, dx$, then $\int_{\mathbb{R}(\sqrt{T}, \sqrt{T})} x^2 \nu(dx) = 2 \log \log(2) - 1$ and the integral in display becomes proportional to $(\log \log T)^{-1} \log T$.

(iv) Note that in the weak limit of Theorem 1.1 neither $X$ nor its concave majorant $C_T^-$ are scaled before the length $\Upsilon_T^-$ is calculated. Since $X$ is in the domain of attraction of Brownian motion, one could scale space by $1/\sqrt{T}$ and time by $1/T$ and then compute the length of the graph of the resulting concave majorant. This length would, by continuity, converge to the length of the concave majorant of a Brownian motion on $[0, 1]$. For the original length $\Upsilon_T^-$, this approach only yields $\Upsilon_T^- / T \overset{d}{\to} 1$.

(v) To the best of our knowledge, Theorem 1.1 had been established neither for Brownian motion nor compound Poisson processes. Moreover, the marginal convergence in Corollary 1.2 does not follow easily from the random walk case, recently analysed in [2], since, for instance, the law of the length of the convex minorant is not invariant under stochastic time-changes, see Figure 3 below.

A Lévy process $X$ is in the domain of attraction of an $\alpha$-stable law for some $\alpha \in (0, 2]$ if

$$X_T / a_T \overset{d}{\to} S_\alpha(1), \quad \text{as } T \to \infty,$$

for some positive function $a_T = T^{1/\alpha} l(T)$,

where $l$ is slowly varying (i.e. $l(cx)/l(x) \to 1$ as $x \to \infty$ for all $c > 0$) and $(S_\alpha(t))_{t \geq 0}$ is an $\alpha$-stable process (see [22, Ch. 3] for definition). We note that if $X$ is as in Theorem 1.1 ($\mathbb{E}[X_1] = 0$ and $\sigma = \sqrt{\mathbb{E}[X_1^2]} < \infty$), the standard CLT implies that $X$ is in the domain of attraction of the normal random variable $S_2(1) \sim N(0, \sigma^2)$ with $a_T = \sqrt{T}$. Results analogous to Theorem 1.1 for Lévy process in the domain of attraction of an $\alpha$-stable law will now be presented: the case $\alpha \in (1, 2)$ with $\mathbb{E}[X_1] = 0$ (resp. $\alpha \in (1, 2]$ with $\mathbb{E}[X_1] \neq 0$; $\alpha \in (0, 1)$) is considered in Theorem 1.4 (resp. Theorem 1.6; Theorem 1.7). To state these theorems, we recall that the uniform stick-breaking process $(\ell_n)_{n \in \mathbb{N}}$ on $[0, 1]$ is defined recursively by an iid-U(0, 1) sequence $(V_n)_{n \in \mathbb{N}}$ as follows: $L_0 := 1$, $\ell_n := V_n L_{n-1}$ and $L_n := L_{n-1} - \ell_n$ for $n \in \mathbb{N}$. The process $(L_n)_{n \in \mathbb{N} \cup \{0\}}$ will be referred to as the stick-remainders.
Theorem 1.4. Assume $X$ is in the domain of attraction of an $\alpha$-stable law with $\alpha \in (1,2)$ and $E[X_1] = 0$. Then, as $T \to \infty$, we have
\[
\left( \frac{T}{a_T} (\Upsilon_T - T), \frac{C_T}{a_T}, \frac{C_T(T)}{a_T}, \frac{\gamma_T}{T} \right) \xrightarrow{\mathcal{D}} \left( \frac{1}{2} \sum_{n=1}^{\infty} \ell_n^{2/\alpha - 1} (S_\alpha^{(n)})^2, \sum_{n=1}^{\infty} \ell_n^{1/\alpha} (S_\alpha^{(n)})^+, \sum_{n=1}^{\infty} \ell_n^{1/\alpha} S_\alpha^{(n)}, \sum_{n=1}^{\infty} \ell_n 1_{\{S_\alpha^{(n)} > 0\}} \right),
\]
where $(\ell_n)_{n \in \mathbb{N}}$ is a uniform stick-breaking process independent of the sequence $(S_\alpha^{(n)})_{n \in \mathbb{N}}$ of independent copies of $S_\alpha(1)$.

Under the assumptions of Theorem 1.4, the Lévy process $X$ has infinite variance. By (6), the fluctuations of $\Upsilon_T$ about its centering function are typically of order $T^{2/\alpha - 1}$, compared with the fluctuations of order $\sqrt{\log T}$ in the finite variance case (see Theorem 1.1 above). The last three coordinates of the limit law in (6) have the same law as $(\sup_{t \in [0,1]} S_\alpha(t), S_\alpha(1), \gamma_\alpha^\sim)$, where $\gamma_\alpha^\sim$ is the time at which the supremum of $S_\alpha(t)$ over $t \in [0,1]$ is attained. We do not know of an interpretation of the law of the first coordinate as a simple functional of the path of the stable process $S_\alpha$. In particular, it is not equal to the law of the length of the concave majorant of $S_\alpha$ on $[0,1]$. However, the tail decay of this coordinate can be characterised using the fact that the law of the series $\sum_{n=1}^{\infty} \ell_n^{2/\alpha - 1} (S_\alpha^{(n)})^2$ satisfies a stochastic perpetuity equation.

Proposition 1.5. The following asymptotic equivalence holds
\[
\lim_{x \to \infty} \frac{\mathbb{P}(\frac{1}{2} \sum_{n=1}^{\infty} \ell_n^{2/\alpha - 1} (S_\alpha^{(n)})^2 > x)}{\mathbb{P}((S_\alpha(1))^2 > x)} = \lim_{x \to \infty} \frac{\mathbb{P}(\frac{1}{2} \sum_{n=1}^{\infty} \ell_n^{2/\alpha - 1} (S_\alpha^{(n)})^2 > x)}{(c_+ + c_-) x^{-\alpha/2}} = \frac{2^{1-\alpha/2}}{2 - \alpha},
\]
for the constants $c_+, c_- \geq 0$ defined by $c_+ := \lim_{x \to \infty} \mathbb{P}(\pm S_\alpha^{(1)} > \sqrt{x})/x^{-\alpha/2}$, which satisfy $c_+ + c_- > 0$.

Note that in Theorems 1.1 and 1.4, we have assumed that $X$ has a finite first moment and $E[X_1] = 0$. If the mean is not zero, the behaviour in these cases is described by the following result. In this description, it is important to distinguish between the cases of positive and negative mean.

Theorem 1.6. Assume $\mu := EX_1 \neq 0$ and that $X$ is in the domain of attraction of an $\alpha$-stable law with $\alpha \in (1,2)$.

(a) Suppose $\mu > 0$, then we have
\[
\left( \frac{1}{a_T} (\Upsilon_T - \sqrt{1 + \mu^2 T}), \frac{C_T(T) - \mu T}{a_T}, \frac{C_T(T) - \mu T}{a_T}, \frac{\gamma_T}{T} \right) \xrightarrow{\mathcal{D}} S_\alpha(1) \left( \frac{\mu}{\sqrt{1 + \mu^2}}, 1, 1 \right), \quad \text{as } T \to \infty.
\]

(b) Suppose $\mu < 0$ and let $(\overline{X}^\infty, \gamma^\infty)$ be the a.s. finite limit of the supremum and its time $(C_T, \gamma_T)$ as $T \to \infty$. Then
\[
\left( \frac{1}{a_T} (\Upsilon_T - \sqrt{1 + \mu^2 T}), \frac{C_T(T) - \mu T}{a_T}, \frac{C_T(T) - \mu T}{a_T}, \gamma_T \right) \xrightarrow{\mathcal{D}} \left( \frac{\mu}{\sqrt{1 + \mu^2}} S_\alpha(1), \overline{X}^\infty, S_\alpha(1), \gamma^\infty \right),
\]
as $T \to \infty$, where $S_\alpha(1)$ and $(\overline{X}^\infty, \gamma^\infty)$ are independent.

Note that the centering function of $\Upsilon_T$ in Theorem 1.6 equals the length of the graph of the linear function $t \mapsto \mu t$ on $[0,T]$. Moreover, the order of the fluctuations of $\Upsilon_T$ in this case is different than that in Theorems 1.1 and 1.4. Asymptotically, $\Upsilon_T$ and $C_T(T)$ are positively correlated when $\mu > 0$ and negatively correlated when $\mu < 0$.

When $X$ is in the domain of attraction of an $\alpha$-stable law with $\alpha \in (0,1)$, the tails of $X$ are very heavy. The large jumps of $X$ make its concave majorant thin and tall, implying that the length $\Upsilon_T$ will
be well approximated by the extremes of \( X \). Define \( C_T^{-} := \inf_{t \in [0, T]} C_T^{-}(t) \) and let \( \gamma_T^{-} \) be the time at which the infimum is attained (see Figure 1). Denote \( S_\alpha(1) := \sup_{t \in [0, 1]} S_\alpha(t) \), \( \overline{S}_\alpha(1) := \inf_{t \in [0, 1]} S_\alpha(t) \) and let \( \gamma^\alpha_{\rightarrow} \) (resp. \( \gamma^\alpha_{\leftarrow} \)) be the time at which \( (S_\alpha(t))_{t \in [0, 1]} \) attains its supremum (resp. infimum).

**Theorem 1.7.** Let \( X \) be in the domain of attraction of the \( \alpha \)-stable law \( S_\alpha(1) \) for \( \alpha \in (0, 1) \). Define

\[
\begin{align*}
\Lambda_T^1 &:= \left( \frac{\gamma_T^{-}}{a_T}, \frac{C_T^{-}(T)}{a_T}, \frac{\gamma_T^{-}}{T} \right), \\
\Lambda_T^2 &:= \left( \frac{\gamma_T^{-}}{a_T}, \frac{C_T^{-}(T)}{a_T}, \frac{\gamma_T^{-}}{T} \right),
\end{align*}
\]

Then the following joint convergence holds: \( (\Lambda_T^1, \Lambda_T^2) \xrightarrow{d} (\Lambda^1, \Lambda^2) \) as \( T \to \infty \).

The Lévy process \( X \) in Theorem 1.7 has a thin and tall concave majorant, so the asymptotic centering by \( T \), present in Theorems 1.1 and 1.4, is no longer required. Moreover, note that in Theorems 1.1 and 1.4 the fluctuations of \( \Upsilon_T^{-} \) about this centering were significantly smaller than \( T \), which is no longer the case here. The proof of Theorem 1.7 in Section 3.2 below is based on and approximation of \( C_T^{-} \) by simpler geometric figures such as the ones in Figure 2.

The concave majorant lies between two natural geometric figures. Under the concave majorant lies the ‘hut’ \( C_T^\wedge \), defined as the linear path connecting the vertices: \( (0, 0), (\gamma_T^{-}, \overline{X}_T) \) and \( (T, X_T) \), where \( \gamma_T^{-} = \arg\inf\{ t > 0 : X_t \lor X_{t^-} = \overline{X}_T \} \) is the time \( X \) attains its supremum on \( [0, T] \). Over the concave majorant lies the ‘tent’ \( C_T^\wedge \), defined as the linear path connecting the vertices: \( (0, 0), (0, \overline{X}_T), (T, \overline{X}_T) \) and \( (T, X_T) \).

**Figure 2.** The figure shows a sample of the path of \( X \), the concave majorant \( C_T^{-} \), the hut \( C_T^\wedge \) and the tent \( C_T^\wedge \).

Suppose that the lengths of the hut \( C_T^\wedge \) and the tent \( C_T^\wedge \) are \( \Upsilon_T^\wedge \) and \( \Upsilon_T^\wedge \), respectively. It is clear from the triangle inequality that \( \Upsilon_T^\wedge \leq \Upsilon_T^{-} \leq \Upsilon_T^\wedge \). These lengths do not generally all have the same asymptotic behaviour. The next result provides a short comparison in the cases \( \alpha \in (1, 2) \) with \( E[X_1] = 0 \) and \( \alpha \in (0, 1) \).

**Proposition 1.8.** Define \( \Upsilon_T^\wedge \) and \( \Upsilon_T^\wedge \) as before then the following statements hold as \( T \to \infty \).

(a) Suppose \( E[X_1] = 0 \) and \( \sigma^2 = E[X_1^2] < \infty \), then

\[
\left( \Upsilon_T^\wedge - T, \frac{1}{\sqrt{\log T}} \left( \frac{\gamma_T^{-} - T - \sigma^2 \log T + \Theta(T)}{\sqrt{T}} \right), \frac{1}{\sqrt{T}} (\Upsilon_T^\wedge - T) \right)
\]

\[
\xrightarrow{d} \left( \frac{\sigma^2}{2} \left( \frac{\overline{B}_1^2}{\rho} + \frac{(\overline{B}_1 - B_1)^2}{1 - \rho} \right), \frac{\sqrt{3}}{2} \sigma^2 Z, \sigma (2\overline{B}_1 - B_1) \right),
\]

where \( Z \) is a standard normal variable independent of the standard Brownian motion \( B = (B_t)_{t \geq 0} \), \( \overline{B}_1 = \sup_{t \in [0, 1]} B_t \) and \( \rho \in [0, 1] \) is the a.s. unique time such that \( B_\rho = \overline{B}_1 \).
(b) Suppose the limit in (5) holds for some $\alpha \in (1, 2)$ and $E[X_1] = 0$, then
\[
\left( \frac{T}{a_T} (\varphi_T^\wedge - T), \frac{T}{a_T} (\varphi_T^\gamma - T), \frac{1}{a_T} (\varphi_T^\wedge - T) \right)
\xrightarrow{d} \left( 2 \left( \sum_{n=1}^{\infty} \ell_n^{1/\alpha} (S_\alpha^{(n)})^+ \right)^2 + \frac{1}{2} \left( \sum_{n=1}^{\infty} \ell_n^{1/\alpha} (S_\alpha^{(n)})^{-} \right)^2, \frac{1}{2} \sum_{n=1}^{\infty} \ell_n^{2/\alpha-1} (S_\alpha^{(n)})^2, \frac{1}{2} \sum_{n=1}^{\infty} \ell_n^{1/\alpha} |S_\alpha^{(n)}| \right),
\]
where $(\ell_n)_{n \in \mathbb{N}}$ is a uniform stick-breaking process independent of the sequence $(S_\alpha^{(n)})_{n \in \mathbb{N}}$ of independent copies of $S_\alpha(1)$.

(c) Suppose the limit in (5) holds for some $\alpha \in (0, 1)$, then
\[
\left( \frac{\varphi_T^\wedge}{a_T}, \frac{\varphi_T^\gamma}{a_T}, \frac{\varphi_T^\wedge}{a_T} \right) \xrightarrow{d} (2S_\alpha(1) - S_\alpha(1))(1, 1, 1).
\]

Under the assumptions of either Theorem 1.1 or Theorem 1.4, the centering functions of $\varphi_T^\wedge$, $\varphi_T^\gamma$ and $\varphi_T^\wedge$ in Proposition 1.8 are of the form $T + o(T)$ as $T \to \infty$. However, even though the three statistics are closely related, the order of their fluctuations, measured via the scaling functions, exhibits a wide variety of behaviours, see Table 1 below. In the case $\alpha \in (0, 1)$, the centering functions are all zero and the corresponding scaling functions coincide with the scale of the process.

| Setting                  | Scaling of $X_T$ | $\varphi_T^\wedge$ | $\varphi_T^\gamma$ | $\varphi_T^\wedge$ |
|-------------------------|------------------|---------------------|---------------------|---------------------|
| Theorem 1.1 ($E[X_T^1] < \infty$) | $a_T = \sqrt{T}$ | 1                   | $\sqrt{\log T}$    | $\sqrt{T}$          |
| Theorem 1.4 ($1 < \alpha < 2$) | $a_T = T^{1/\alpha+1}(T)$ | $T^{2/\alpha-1}(T)^2$ | $T^{2/\alpha-1}(T)^2$ | $T^{1/\alpha+1}(T)$ |
| Theorem 1.7 ($0 < \alpha < 1$) | $a_T = T^{1/\alpha+1}(T)$ | $T^{1/\alpha+1}(T)$ | $T^{1/\alpha+1}(T)$ | $T^{1/\alpha+1}(T)$ |

Table 1. The table shows the scaling functions (after centering) in the weak limits of the lengths $\varphi_T^\wedge$, $\varphi_T^\gamma$ and $\varphi_T^\wedge$ under the assumptions of the corresponding theorems with $a_T$ as in (5).

Recall that $\varphi_T^\wedge \leq \varphi_T^\gamma \leq \varphi_T^\wedge$. Interestingly, for $X$ with finite variance, by Proposition 1.8(a) the fluctuations of $\varphi_T^\gamma$ are asymptotically independent of those of $\varphi_T^\wedge$ and $\varphi_T^\wedge$, while the fluctuations of the sandwiching lengths $\varphi_T^\wedge$ and $\varphi_T^\wedge$ exhibit a strong asymptotic dependence, both being deterministic functions of the vector $(B_1, \overline{B}_1, \rho)$. Proposition 1.8(b)&(c) states that the dependence of the fluctuations of all three statistics persists in the limit when $\alpha < 2$.

1.1. Overview of the proofs. Our starting point is [9, Thm 12], which implies the following crucial identity for any Lévy process and time horizon $T > 0$:
\[
(\varphi_T^\wedge, H_T^\wedge, C_T^\wedge(T), \overline{C_T^\wedge}, \gamma_T) \xrightarrow{d} \sum_{n=1}^{\infty} \left( \sqrt{(T\ell_n)^2 + \xi_n^2} \mathbb{I}_{(T\ell_n \geq 1)}, \xi_n, \xi_n^+, T\ell_n \mathbb{I}_{(\xi_n > 0)} \right),
\]
where $\xi_n := X_{T\ell_n-1} - X_{T\ell_n}$, $H_T^\wedge$ is a random variable such that $|H_T^\wedge - H_T^\gamma|$ is bounded in $L^1$ as $T \to \infty$ (see Lemma 2.6 below for details) and $\ell$ is a uniform stick-breaking process independent of $X$ with stick-remainders $(L_n)_{n \in \mathbb{N} \cup \{0\}}$. This identity is essential in all that follows as it reduces the claims in Theorems 1.1, 1.4 and 1.6 to limit statements for the sum in (9), which is given in terms of the increments of the Lévy process over independent stick-breaking lengths. Establishing those limits as time horizon $T \to \infty$ turns out to be a delicate task.

In the case of finite variance and zero mean, the proof of Theorem 1.1 requires splitting the weak limits into three asymptotically independent weak limits. The faces of $C_T^\wedge$ of length smaller than 1 do not contribute to the fluctuations of $(\varphi_T^\wedge, H_T^\wedge)$. However, all faces of $C_T^\wedge$ of moderate size contribute in aggregate to its fluctuations, with any finite set of faces the of moderate size not surviving in
the limiting fluctuations. In contrast, only the largest few faces of $C_T^\sim$ influence the scaling limit of the vector $(C_T^\sim(T), C_T^\sim, \gamma_T^\sim)$, making its limit independent of the limiting fluctuations of $(\Upsilon_T^\sim, H_T^\prime)$. Moreover, the CLT for $(\Upsilon_T^\sim, H_T^\prime)$ consists of two asymptotically independent weak limits. The first captures the fluctuations due to the stick-breaking process while the second describes the fluctuations conditional on a manifestation of the stick-breaking process. The remaining work in the proof of Theorem 1.1 is mostly concerned with establishing weak limits, conditional on the stick-breaking process, and crucially depends on [4, Thm 1.1].

In the case of finite first moment and infinite variance, the proofs of Theorems 1.4 and 1.6 split the sum in (9) into two sums according to whether the faces are shorter or longer than one. However, unlike in the finite-variance zero-mean case, here this is just a technical step: in the proof of Theorems 1.4 all the faces of the concave majorant survive in the limit, contributing both to the fluctuations of its length as well as the remaining statistics of $C_T^\sim$. It follows from the proof of Theorem 1.6 that only the vertical heights of the faces of $C_T^\sim$ in aggregate contribute to the fluctuations of its length, which are determined by the asymptotic behaviour of its final point $C_T^\sim(T) = X_T$ as $T \to \infty$.

In the infinite first moment case, Theorem 1.7 follows by a sandwiching argument involving the weak limits for the lengths $\Upsilon_T^\sim$ and $\Upsilon_T^\sim$ as in Proposition 1.8 above. As in the proof of Theorem 1.6, only the heights of the faces of $C_T^\sim$ in aggregate contribute to this limit.

1.2. Connections with the literature. Convex hulls of stochastic processes are of longstanding interest, see e.g. [1] and the references therein. Of particular interest are the geometric properties of convex hulls such as the length, area and diameter, see [2, 15, 21, 23, 24] for random walks and [13] for isotropic stable process. Concave majorants of one-dimensional Lévy processes are also of interest in physics. In the monograph [17, Ch. XI], for example, the problem of whether a quantum particle stays within the light cone is analysed using concave majorants of one-dimensional Lévy processes.

If the Lévy process is in a domain of attraction of a stable law, one can pose two types of question about the limiting behaviour of its convex hulls. A limit of a geometric quantity (e.g. perimeter) of the convex hull of the original process may be considered or the limit of the convex hull of the scaled process may be analysed. Since taking a convex hull of a set is a continuous operation, in the latter case it is natural to expect that the limit will be given in terms of the corresponding geometric quantity of the convex hull of the stable limit, which is what happens in [16, Sec. 5]. The present paper considers the former type of question for the length of the concave majorant. It is clear from Theorems 1.1 and 1.4 above that in this case the asymptotic mean and the scale of the fluctuations around them are of different order than those of the process. Moreover, the limit is not given in terms of the corresponding quantity for the stable process. Differently put, we analyse the statistics describing the geometry of the convex hull of the original process as the time horizon tends to infinity without scaling the process first and then considering the limiting behaviour of such statistics.

The object of study in [16] is the convex hull of the scaled multi-dimensional Lévy process attracted to an isotropic $\alpha$-stable process. This confers upon the convex hull a spatial homogeneity not enjoyed by the concave majorant, which is a one dimensional object in space-time that behaves very differently in space and time coordinates. A further difference with problem considered in [16] is that our aim is to understand the fluctuations around the asymptotic centering rather than obtaining the limit, which in our case is straightforward, see (1) above.

A related question about the fluctuations of the length of the convex minorant of a random walk, as the time horizon tends to infinity, was studied in the recent paper [2]. CLT-type results for the length of the convex minorant of a random walk were established in [2] under hypothesis analogous to ours (i.e. the increments either have finite variance and zero mean or are in the domain of attraction of
an $\alpha$-stable law for $\alpha \in (0, 2) \setminus \{1\}$). The joint limits for the shape statistics in random walk case are not discussed in [2]. Moreover, we stress that the fluctuations of the length of the concave majorant in our Theorems 1.1, 1.4 and 1.6 cannot be deduced easily from the results of [2] even in the case of a compound Poisson process since the random time-change connecting it with a random walk distorts the concave majorant, see Figure 3 below.

![Random walk $S_n$](image1.png) ![Compound Poisson process $X_t = S_{N_t}$](image2.png)

**Figure 3.** The figure shows a sample of the path of a random walk $S_n$ (left) and that of the compound Poisson process $X_t = S_{N_t}$ (right), where $N_t$ is a Poisson process independent of $S_n$. Note that both processes visit the same states and in the same order, but the random time-change induced by $N_t$ distorts the shape of the concave majorant, since the two concave majorants have a different number of faces.

As mentioned in Section 1.1 above, a crucial structure used to establish our main results is the characterisation of the law of the concave majorant for all Lévy processes given in the recent article [9, Thm 12]. Note that the main result in [9] generalises to all Lévy processes the characterisation of the law of the concave majorant established in [20] for diffuse Lévy processes. This extension is important for the results in the present paper because it allows us to understand the asymptotic shape of the concave majorant of all Lévy processes, including Poisson processes with drift.

Finally we note that in [22, Sec. 28], Sato explores the long time behaviour of a Lévy process and its supremum of the process. Since the concave majorant on $[0, T]$ always coincides with the process at times $T$ and $\gamma_T$, our results may be viewed as an extension of those in [22, Sec. 28].

The remainder of the paper is organised as follows. Section 2 proves Theorem 1.1. Section 3 proves Theorems 1.4, 1.6 and 1.7 as well as the two propositions in the introduction.

## 2. Proof of Theorem 1.1

Recall that $\xi_n = X_{T\ell_n-1} - X_{T\ell_n}$ and denote $t_n := T\ell_n$ for $n \in \mathbb{N}$, where $\ell = (\ell_n)_{n \in \mathbb{N}}$ is a uniform stick-breaking process on $[0, 1]$, independent of the Lévy process $X$, and $L = (L_n)_{n \in \mathbb{N} \cup \{0\}}$ is its stick-remainder process. Note that the sequence $(t_n)_{n \in \mathbb{N}}$ is a uniform stick-breaking process on $[0, T]$. Define the set of indices $\mathcal{I}_T := \{n \in \mathbb{N} : t_n \geq 1\}$. The strategy for the proof of Theorem 1.1 is the following. We will show that the cardinality of $\mathcal{I}_T$ is by [9, Thm 12] closely related to the random variable $H_T$ appearing in Theorem 1.1 (see Lemma 2.6 below for more details). Using this close relationship and [9, Thm 12], we will find that Theorem 1.1 is equivalent to the vector

\[
\left( \sum_{n=1}^{\infty} \frac{\sqrt{\xi_n^2 + t_n^2} - t_n - \xi_n^2 \mathbb{1}_{\{\xi_n > 0\}}}{\sqrt{T}}, \frac{|\mathcal{I}_T| - \log T}{\sqrt{T}}, \frac{\sum_{n=1}^{\infty} \xi_n^+}{\sqrt{T}}, \frac{\sum_{n=1}^{\infty} t_n}{\sqrt{T}}, \frac{\sum_{n=1}^{\infty} \xi_n^+}{\sqrt{T}} \right)
\]
converging weakly to \( \zeta := (\sigma^2 Z_1 / \sqrt{2}, Z_2, \sigma B_1, \sigma B_1, \rho) \) as \( T \to \infty \). We next apply certain moment estimates for \( X \) and limit results for the stick-breaking process \( \ell \) to show that the quintuple in (10) converges weakly to \( \zeta \) if and only if the following weak limit holds as \( T \to \infty \):

\[
\left( \frac{\sum_{n \in \mathbb{N}} (\ell_n^T / t_n - \sigma_{t_n}^2)}{2 \sqrt{\log T}}, \frac{|T| - \log T}{\sqrt{\log T}}, \sum_{n=1}^{\infty} \xi_n^+ / \sqrt{T}, \sum_{n=1}^{\infty} \xi_n, \sum_{n=1}^{\infty} t_n I_{[\xi_n > 0]} \right) \overset{d}{\to} \zeta,
\]

where \( \sigma_n^2 := \sigma^2 - \int_{\mathbb{R}} (\int_{-\kappa t}^{\kappa t} x^2 \nu(dx)) \) for any \( t \geq 1 \) and some \( \kappa \geq 1 \) such that \( \sigma_1 > 0 \) (see Proposition 2.8 below for details). Note that the second coordinate in the quintuple in (11) is a deterministic function of the stick-breaking process \( \ell \) and denote the remaining quadruple by \( \zeta_T' \). In order to establish (11), we condition \( \zeta_T' \) on \( \ell \) and prove that its weak limit under the conditional law is \((\sigma^2 Z_1 / \sqrt{2}, \sigma B_1, \sigma B_1, \rho)\). Since this limit law does not depend on \( \ell \), applying Proposition 2.3 below will complete the proof of Theorem 1.1.

The steps described in this strategy require a variety of technical results. The details of the proof of Theorem 1.1 are given after the technical results have been established (see page 16 below).

2.1. Limit properties of the stick-breaking process. The proof of Theorem 1.1 requires a detailed analysis of certain asymptotic properties of the stick-breaking process. We start with a compensation formula for the point process based on a stick-breaking process, analogous to Campbell’s formula for Poisson point processes.

**Lemma 2.1.** Define the point process \( \Xi_T := \sum_{n \in \mathbb{N}} \delta_{t_n} \), where \( \delta_x \) is the Dirac measure at \( x \). Then for any measurable function \( f : [0, T] \to \mathbb{R}_+ \) the following identities hold (with all quantities possibly equal to \( +\infty \)):

\[
E \left[ \int_{\mathbb{R}_+} f(x) \Xi_T(dx) \right] = E \left[ \sum_{n \in \mathbb{N}} f(t_n) \right] = \int_0^T \frac{f(t)}{t} dt.
\]

The point process \( \Xi_T \) converges weakly as \( T \to \infty \) to a Poisson point process \( \Xi_\infty \) on \((0, \infty)\) with intensity \( t \mapsto t^{-1} \). Moreover, there exists a coupling of point processes \( \Xi_T \) and \( \Xi_\infty \) for all \( T > 0 \) such that: \( \Xi_T \overset{d}{=} \Xi_T \) and \( \Xi_T \overset{d}{=} \Xi_\infty \), \( \Xi_T \to \Xi_\infty \) a.s. in the vague topology and for every compact set \( A \subset (0, \infty) \), we have \( \Xi_T|_A = \Xi_\infty|_A \) for all sufficiently large \( T \).

The distributional convergence in Lemma 2.1 holds in the vague topology of locally finite measures on \((0, \infty)\), see [12, Ch. 16, p. 316] for definition. More specifically, the a.s. convergence \( \Xi_T \to \Xi_\infty \) as \( T \to \infty \) in the vague topology is equivalent to \( \int f(x) \Xi_T(dx) \to \int f(x) \Xi_\infty(dx) \) for any continuous function \( f \) on \((0, \infty)\) that vanishes at 0 and at \( \infty \).

**Proof.** Note that \(- \log \ell_n \) is gamma distributed with density \( t \mapsto t^{n-1}e^{-t} / (n-1)! \). Thus, Fubini’s theorem implies (12):

\[
E \left[ \sum_{n \in \mathbb{N}} f(t_n) \right] = \sum_{n \in \mathbb{N}} \int_0^\infty f(Te^{-t}) t^{n-1}(n-1)! e^{-t} dt = \int_0^\infty f(Te^{-t}) dt = \int_0^T \frac{f(t)}{t} dt.
\]

To prove \( \Xi_T \overset{d}{=} \Xi_\infty \) as \( T \to \infty \), it suffices to provide a coupling \( (\Xi_T, \Xi_\infty) \) with \( \Xi_T \overset{d}{=} \Xi_T \) and \( \Xi_\infty \overset{d}{=} \Xi_\infty \) such that \( \Xi_T \to \Xi_\infty \) a.s. as \( T \to \infty \). To that end, let \( Y \) be a subordinator with infinite mean \( E[Y_1] = \infty \) and the convex minorant \( C_\infty \) on \( \mathbb{R}_+ \). By [20, Cor. 3], for any enumeration of the horizontal lengths \( (l_n)_{n \in \mathbb{N}} \) and vertical heights \( (h_n)_{n \in \mathbb{N}} \) of the faces of \( C_\infty \), the point process \( \Xi_\infty := \sum_{n \in \mathbb{N}} \delta_{(l_n, h_n)} \) on \((0, \infty)^2\) is Poisson with mean measure \( t^{-1} \mathbb{P}(Y_t \in dx) dt \), \((t, x) \in (0, \infty)^2\). Similarly, let \( \Xi_T \) be the point process of lengths and heights of the convex minorant \( C_T \) of \( Y \) on \([0, T]\).

For any \( s > 0 \) define the set \( A_s := \{(t, x) \in (0, \infty)^2 : x/t < s\} \) and let \( T_s \) be the last time the right derivative of \( C_\infty \) was smaller than \( s \), which is a.s. finite by [20, Cor. 3]. It follows that \( C_T = C_\infty \) on
[0, T_s] for any T > T_s, implying that \( \Xi_T \) and \( \Xi_\infty \) agree on \( A_s \) for any \( T > T_s \). Since \( \bigcup_{s>0} A_s = (0, \infty)^2 \) and any compact set in \( (0, \infty)^2 \) is contained in some \( A_s \), we have
\[
\int_{(0, \infty)^2} f(y) \Xi_T(dy) = \int_{(0, \infty)^2} f(y) \Xi_\infty(dy), \quad T > T_s,
\]
for any compactly supported continuous function \( f : (0, \infty)^2 \to \mathbb{R}_+ \). Since \( T_s < \infty \) for all \( s > 0 \), we therefore have \( \Xi_T \to \Xi_\infty \) a.s. in the vague topology. Moreover, this implies that the projections \( \Xi_T := \Xi_T(\cdot \times \mathbb{R}_+) \overset{d}{=} \Xi_T \) converge to \( \Xi_\infty := \Xi_\infty(\cdot \times \mathbb{R}_+) \overset{d}{=} \Xi_\infty \) a.s. in the vague topology. \( \square \)

Recall that \( \mathcal{J}_T = \{ n \in \mathbb{N} : t_n \geq 1 \} \) is the finite set of indices of sticks in \([0, T]\) of length greater than one and denote by \( \mathcal{J}_T^c := \mathbb{N} \setminus \mathcal{J}_T \) its infinite complement.

**Corollary 2.2.** (a) Let \( f : \mathbb{R}_+ \to \mathbb{R}_+ \) be a measurable function and \( T \geq 1 \). Then the following equalities hold:
\[
E \sum_{n \in \mathcal{J}_T} f(t_n) = \int_1^T \frac{f(t)}{t} dt \quad \text{and} \quad E \sum_{n \in \mathcal{J}_T} f(t_n) = \int_0^1 \frac{f(t)}{t} dt.
\]
In particular, the first expectation in (13) always has a (possibly infinite) limit as \( T \to \infty \) and for any \( q > 0 \) we have \( \lim_{T \to \infty} E \sum_{n \in \mathcal{J}_T} t_n^{-q} = 1/q \).

(b) For any bounded and measurable function \( f : [1, \infty) \to \mathbb{R} \) with \( \lim_{t \to \infty} f(t) = 0 \) we have
\[
E \sum_{n \in \mathcal{J}_T} f(t_n) = o(\log T),
\]
implying that \( (\log T)^{-1} \sum_{n \in \mathcal{J}_T} f(t_n) \overset{L^1}{\to} 0 \).

**Proof.** (a) Note that \( f(t_n) \mathbb{1}_{\{n \in \mathcal{J}_T\}} = h(t_n) \) where \( h(t) = f(t) \mathbb{1}_{\{T > 1\}} \), so (13) follows from (12). The formulae for the power functions then follow easily.

(b) Let \( T > 1 \) and note that
\[
\frac{1}{\log T} E \sum_{n \in \mathcal{J}_T} f(t_n) = \int_1^T \frac{f(t)}{t \log T} dt = E[f(Z_T)],
\]
where \( Z_T \) has the density \( t \mapsto (t \log T)^{-1} \), \( t \in [1, T] \). Since \( Z_T \overset{P}{\to} \infty \), we have \( f(Z_T) \overset{P}{\to} 0 \) and since the variables \( |f(Z_T)| \) are bounded by \( \sup_{t \in [1, \infty]} |f(t)| \), the dominated convergence theorem implies that \( E[|f(Z_T)|] \to 0 \), completing the proof. \( \square \)

We can now prove the following CLT for the cardinality of the set \( \mathcal{J}_T \) defined above.

**Proposition 2.3.** The cardinality \( |\mathcal{J}_T| \) of the set \( \mathcal{J}_T \) satisfies the limits
\[|\mathcal{J}_T|/\log T \overset{L^1}{\to} 1 \quad \text{and} \quad (|\mathcal{J}_T| - \log T)/\sqrt{\log T} \overset{d}{\to} N(0, 1) \quad \text{as} \ T \to \infty.\]
Moreover, for any \( T \) we have \( \mathcal{J}_T \subset \{1, \ldots, \tau(T) + 1\} \) and \( E[\tau(T)] = E[|\mathcal{J}_T|] = \log^+(T) \), where we define \( \tau(T) := |\{ n \in \mathbb{N} : L_n \geq 1/T \}| \).

**Proof.** Recall by definition of the stick-remainder that \( L_n = \prod_{i=1}^n (1 - V_i) \) for an iid sequence \((V_i)_{i \in \mathbb{N}}\) of uniform random variables on the unit interval. Thus \( S_n := -\log L_n \) is a random walk with exponential increments of unit mean or, equivalently, the jump times of a Poisson process with unit intensity. Thus, the definition of \( \tau(T) \) implies that, for \( T > 1 \), \( \tau(T) \) follows the marginal distribution of the Poisson process with unit intensity at time \( \log T \). Put differently, \( \tau(T) \) is Poisson distributed with mean \( \log T \).

In particular, we have \( \tau(T) \overset{P}{\to} \infty \) as \( T \to \infty \).

Recall that \( \ell_m = L_m \prod_{i=m+1}^\infty V_i < L_n \) for all \( m > n \). Since \( L_{\tau(T) + 1} \leq 1/T \) we get \( \ell_m < 1/T \) for all \( m > \tau(T) + 1 \) and thus \( \mathcal{J}_T \subset \{1, \ldots, \tau(T) + 1\} \) and \( \tau(T) + 1 - |\mathcal{J}_T| \geq 0 \). Corollary 2.2(a) gives \( E[\tau(T) + 1 - |\mathcal{J}_T|] = 1 \) and thus \( E[|\tau(T) - |\mathcal{J}_T||] \leq 2 \) for all \( T > 0 \), implying \( (\tau(T) - |\mathcal{J}_T|)/\sqrt{\log T} \overset{L^1}{\to} 0 \).
Hence, the CLT for $\tau(T)$ yields the CLT for $|\mathcal{J}_T|$. Since the random variables $\tau(T)/\log T$, $T \geq 2$, are uniformly integrable, we have $\tau(T)/\log T \overset{L^1}{\to} 1$ and thus

$$|\mathcal{J}_T|/\log T = (|\mathcal{J}_T| - \tau(T))/\log T + \tau(T)/\log T \overset{L^1}{\to} 1.$$ \hfill $\square$

**Remark 2.4.** The law $|\mathcal{J}_T|$ is much more complicated than that of $\tau(T)$, which follows a Poisson distribution with mean $\log T$ (for $T > 1$). The reason for this lies in the fact that $\tau(T)$ is a stopping time in a correct filtration, while $|\mathcal{J}_T|$ is not, making its moments hard to control. In Proposition 2.3 we circumvent this problem by approximating $|\mathcal{J}_T|$ with $\tau(T)$. We note that, even though the expectation $\mathbb{E}||\tau(T) - |\mathcal{J}_T|| \leq 2$ is bounded for all $T > 0$, the difference $|\tau(T) - |\mathcal{J}_T||$ takes arbitrarily large values with positive probability.

The following $L^1$ limit holds.

**Proposition 2.5.** Let $f : [1, \infty) \to \mathbb{R}_+$ be measurable and non-increasing with $\lim_{t \to \infty} f(t) = 0$. Then

$$\frac{1}{\sqrt{\log T}} \left( \sum_{n \in \mathcal{J}_T} f(t_n) - \mathbb{E} \sum_{n \in \mathcal{J}_T} f(t_n) \right) \overset{L^1}{\to} 0, \quad \text{as } T \to \infty.$$ \hfill $\square$

**Proof.** Define for every $T$ the random variables

$$A_T := \sum_{n \in \mathcal{J}_T} \tau(T) f(t_n) - \sum_{n=1}^{\tau(T)} f(T L_n), \quad \text{and} \quad B_T := \sum_{n=1}^{\tau(T)} f(T L_n) - \int_1^T \frac{f(t)}{t} \, dt,$$

and note that it suffices to show that $\mathbb{E}|A_T|$ is bounded for $T > 1$ and $B_T/\sqrt{\log T} \overset{L^1}{\to} 0$.

By Lemma 2.1 and the equality in law $t_n \overset{d}{=} T L_n$, we have

$$\mathbb{E}[A_T] = \sum_{n \in \mathbb{N}} \mathbb{E}[f(t_n) \mathbb{1}_{\{t_n \geq 1\}}] - \sum_{n \in \mathbb{N}} \mathbb{E}[f(T L_n) \mathbb{1}_{\{T L_n \geq 1\}}] = 0.$$ \hfill (14)

Since $f$ is non-increasing and $t_n \leq T L_{n-1}$ for all $n \in \mathbb{N}$, we have $C_T := \sum_{n \in \mathcal{J}_T} (f(t_n) - f(T L_{n-1})) \leq 0$. Similarly, since $f$ is non-increasing, Proposition 2.3 gives

$$|C_T - A_T| = \left| \sum_{n=2}^{\tau(T)+1} f(T L_{n-1}) - \sum_{n \in \mathcal{J}_T} f(T L_{n-1}) \right| = \left| - f(T) + \sum_{n \in \{1, \ldots, \tau(T)+1\} \setminus \mathcal{J}_T} f(T L_{n-1}) \right| \leq f(1)|\tau(T) + 2 - |\mathcal{J}_T||.$$ \hfill (15)

Thus (14) and Proposition 2.3 yield $\mathbb{E}[|C_T|] = -\mathbb{E}[C_T] = \mathbb{E}[A_T - C_T] \leq 2f(1)$, implying that $\mathbb{E}|A_T|$ is bounded by $4f(1)$ for all $T > 1$.

It remains to show that $B_T/\sqrt{\log T} \overset{L^1}{\to} 0$. Let $S_n := -\log L_n$ and note that $\Xi_T := \sum_{i=1}^{\tau(T)} \delta_{S_i}$ is a random measure with atoms at the jump times on the interval $[0, \log T]$ of a Poisson process with unit intensity. Thus $\Xi_T$ is a Poisson point process on $[0, \log T]$ with the Lebesgue measure as its mean measure. By the reflection and translation invariance of the Lebesgue measure, the mapping theorem for Poisson point processes [14, Sec. 2.3] gives $\Xi_T \overset{d}{=} \sum_{i=1}^{\tau(T)} \delta_{\log T - S_i}$, implying

$$D_T := \sum_{n=1}^{\tau(T)} f(e^{S_n}) \overset{d}{=} \sum_{n=1}^{\tau(T)} f(e^{\log T - S_n}) = \sum_{n=1}^{\tau(T)} f(T L_n) = B_T + \int_1^T \frac{f(t)}{t} \, dt.$$ \hfill (16)

Campbell’s formula (see [14, p. 28]) yields

$$\mathbb{E}[D_T] = \int_0^{\log T} f(e^x) \, dx = \int_1^T \frac{f(t)}{t} \, dt, \quad \text{and} \quad \text{Var}[D_T] = \int_0^{\log T} f(e^x)^2 \, dx = \int_1^T \frac{f(t)^2}{t} \, dt.$$
Thus, it suffices to show that $\mathbb{E}[B_T^2]/\log T = \mathbb{V}[D_T]/\log T \to 0$ as $T \to \infty$. Consider the distribution functions $g_T(t) = \log t/\log T$ for $t \in [1,T]$ and define $Z_T := g_T^{-1}(U) = T^U$ for all $T > 1$ and some fixed uniform random variable $U$ on $(0,1)$. Then $Z_T \to \infty$ a.s. and hence $f(Z_T)^2 \to 0$ a.s. as $T \to \infty$. By the dominated convergence theorem, $\mathbb{V}[D_T]/\log T = \mathbb{E}[f(Z_T)^2] \to 0$ as $T \to \infty$. □

2.2. A conditional limit theorem and the proof of Theorem 1.1. Recall from the first paragraph of Section 2 that $(t_n)_{n \in \mathbb{N}}$ denotes a uniform stick-breaking process on $[0,T]$, independent of $X$, and that $\mathcal{I}_T$ denotes the set $\{n \in \mathbb{N} : t_n \geq 1\}$. Each horizontal length $t_n$ has an associated slope given by $\xi_n/t_n$, where $\xi_n = X_{TL_{n-1}} - X_{TL_n}$ is the corresponding vertical height. Aggregate all the horizontal lengths with a common slope in the sequence $(\xi_n/t_n)$ of Section 2 that $(\xi_n/t_n)_{n \in \mathbb{N}}$ coincides, implying the identity $\mathfrak{R}_n = \{t_n : n \in \mathcal{I}_T\}$ a.s. The claim then follows since both random sums are equal a.s.

Suppose $X$ is a compound Poisson with drift $\gamma$ (see [22, p. 39] for the definition of the drift of a Lévy processes of finite variation). Consider two horizontal lengths $t_n$ and $t_m$ such that the corresponding slopes $\xi_n/t_n$ and $\xi_m/t_m$ are equal with positive probability. Since the pair $(t_n, t_m)$ has a density $f_{n,m} : (0,T) \times (0,T) \to (0,\infty)$, the result in [22, Prop. 27.6] implies

$$
\mathbb{P}(\xi_n/t_n = \xi_m/t_m) = \int_{(0,T)^2} \mathbb{P}(X_s/s = X_u/u)f_{n,m}(s,u) ds du = \mathbb{P}(\xi_n/t_n = \gamma = \xi_m/t_m),
$$

where $X' \overset{d}{=} X$ is a Lévy process independent of $X$. Thus all slopes $\xi_n/t_n$ different from $\gamma$ are also different from each other with probability one and therefore the corresponding faces are already maximal. Hence the set equality $\{t_n : n \in \mathcal{I}_T\} \setminus \mathfrak{R}_T = \{t_n : n \in \mathcal{I}_T, \xi_n = \gamma t_n\}$ holds a.s.

To complete the proof, it is sufficient to show that the number of faces with length at least 1 and slope $\xi_n/t_n = \gamma$ is bounded in $L^1$. By Corollary 2.2(a), we have

$$
\mathbb{E}[|n \in \mathcal{I}_T : \xi_n/t_n = \gamma|] = \mathbb{E}\sum_{n \in \mathcal{I}_T} \mathbb{P}(X_{t_n} = \gamma t_n | t_n) = \int_1^T \frac{\mathbb{P}(X_t = \gamma t)}{t} dt \xrightarrow{T \to \infty} \int_1^\infty \frac{\mathbb{P}(X_t = \gamma t)}{t} dt,
$$

where the limit is finite by [22, Lem. 48.3]. □

Remark 2.7. The proof of Lemma 2.6 implies that the only maximal face of the concave majorant $C^-_T$ of a compound Poisson process $X$ with drift $\gamma$ that corresponds to more than one face in the representation in [9, Thm 12] is the face whose slope equals $\gamma$. All the other faces in this representation are finite in number and have slopes different from each other.

The following result, a conditional CLT given $\ell$, is the final ingredient for the proof of Theorem 1.1.
Proposition 2.8. Suppose \( E[X_1] = 0 \) and \( \sigma := \sqrt{E[X_1^2]} \in (0, \infty) \). If \( \nu \neq 0 \), choose \( \kappa \geq 1 \) such that \( \nu((-\kappa, \kappa)) \in (0, \infty) \) and otherwise set \( \kappa := 1 \) and recall that \( \sigma_t^2 = \sigma^2 - \int_{R \setminus (-\kappa \sqrt{t}, \kappa \sqrt{t})} x^2 \nu(dx) \) for \( t > 0 \). Then we have the following limit in probability as \( T \to \infty \):

\[
\Sigma_T = \frac{1}{\log T} \sum_{n=1}^{\infty} \left( \frac{\sqrt{\xi_n^2} + t_n}{t_n} - t_n \right) - \frac{1}{2} \left( \sigma^2 |\mathcal{F}_T| - \int_{\mathbb{R}} x^2 \log^+ (\min\{T, x^2\}) \nu(dx) \right) \overset{p}{\to} 0,
\]

where \( \Sigma_T := \frac{1}{2\sqrt{\log T}} \sum_{n \in \mathcal{I}_T} \left( \frac{\xi_n^2}{t_n} - \sigma_n^2 \right) \).

Proof. Define for every \( T > 1 \), the random variables

\[
\Sigma_T^{(1)} := \frac{1}{\log T} \sum_{n \in \mathcal{I}_T} \left( \frac{\sqrt{\xi_n^2} + \xi_n^2}{t_n} - t_n \right), \quad \Sigma_T^{(2)} := \frac{1}{\log T} \sum_{n \in \mathcal{I}_T} \left( \frac{\sqrt{\xi_n^2} + \xi_n^2}{t_n} - \frac{\xi_n^2}{2t_n} \right),
\]

and

\[
\Sigma_T^{(3)} := \frac{1}{2\sqrt{T}} \sum_{n \in \mathcal{I}_T} \left( \sigma^2 - \frac{\xi_n^2}{t_n} \right) - \int_{\mathbb{R}} x^2 \log^+ (\min\{T, x^2\}) \nu(dx),
\]

and note that, since \( N = \mathcal{I}_T \cup \mathcal{J}_T \), (15) states that \( \Sigma_T^{(3)} - \Sigma_T^{(1)} - \Sigma_T^{(2)} \overset{p}{\to} 0 \) as \( T \to \infty \). It is therefore sufficient to prove that the expectations \( E[|\Sigma_T^{(1)}|], E[|\Sigma_T^{(2)}|^{1/2}] \) and \( E[|\Sigma_T^{(3)}|] \) all tend to 0 as \( T \to \infty \).

Since \( \sqrt{\xi_n^2 + \xi_n^2} - t_n \leq |\xi_n| \), Corollary 2.2(a) implies

\[
E[|\Sigma_T^{(1)}|] \leq \frac{1}{\log T} E \left[ \sum_{n \in \mathcal{I}_T} |\xi_n| \theta(|\xi_n|/t_n) \right] \leq \frac{1}{\log T} E \left[ \sum_{n \in \mathcal{I}_T} \xi_n^2 \frac{t_n}{8T} \theta(|\xi_n|/t_n) \right] \leq \frac{1}{\log T} \sum_{n \in \mathcal{I}_T} \xi_n^2 \frac{t_n}{8T} \to 0.
\]

Taylor’s theorem for the function \( x \mapsto \sqrt{1 + x^2} \) around \( x = 0 \) applied to \( \sqrt{1 + \xi_n^2/t_n^2} \) yields

\[
|\Sigma_T^{(2)}| = \frac{1}{\log T} \left| \sum_{n \in \mathcal{I}_T} \frac{\xi_n^4}{8t_n^2} \theta(|\xi_n|/t_n) \right| \leq \frac{1}{\log T} \sum_{n \in \mathcal{I}_T} \frac{\xi_n^4}{8t_n^2} \to 0,
\]

where \( \theta : [0, \infty) \to [0, 1] \) is a bounded function. Recall that \( E[X_1^2] = \text{Var}(X_t) = \sigma^2 t \) for all \( t \geq 0 \). Since \( x \mapsto \sqrt{x} \) is concave and starts at 0, we have

\[
E \left[ \left( \frac{1}{\log T} \sum_{n \in \mathcal{I}_T} t_n^{-3/2} \xi_n^4 \right)^{1/2} \right] \leq (\log T)^{-1/4} \sum_{n \in \mathcal{I}_T} t_n^{-3/2} \xi_n^2 = (\log T)^{-1/4} E \sum_{n \in \mathcal{I}_T} t_n^{-3/2} \xi_n^2 \log(T) \overset{p}{\to} 0.
\]

where the last equality follows from Corollary 2.2(a). This implies that \( E[|\Sigma_T^{(2)}|^{1/2}] \to 0 \) as \( T \to \infty \).

It remains to prove that \( E[|\Sigma_T^{(3)}|] \to 0 \) as \( T \to \infty \). Applying Corollary 2.2(a) and Fubini’s theorem, for any \( T > 1 \) we obtain

\[
E \sum_{n \in \mathcal{I}_T} (\sigma^2 - \sigma_n^2) = \int_1^T \frac{1}{t} \int_{\mathbb{R} \setminus (-\sqrt{T} \kappa \sqrt{t}, \sqrt{t})} x^2 \nu(dx) dt
\]

\[
= \int_{\mathbb{R} \setminus (-\kappa \sqrt{T}, \kappa \sqrt{T})} \int_1^T \frac{t^\lambda(x^2/\kappa^2) dt}{t} x^2 \nu(dx) = \int_{\mathbb{R}} x^2 \log^+ (\min\{T, x^2/\kappa^2\}) \nu(dx),
\]

Moreover, since \( \kappa \geq 1 \), we have

\[
0 \leq \int_{\mathbb{R}} x^2 \log^+ (\min\{T, x^2\}) \nu(dx) - E \sum_{n \in \mathcal{I}_T} (\sigma^2 - \sigma_n^2)
\]

\[
= \int_{\mathbb{R}} (\log(\kappa^2) \mathbb{I}_{|x| < \sqrt{T}} + \log(T \kappa^2/x^2) \mathbb{I}_{|x| > \sqrt{T}}) \xi_n^2 \nu(dx) - \log(\kappa^2) \int_{\mathbb{R}} x^2 \nu(dx) < \infty.
\]
Thus, Proposition 2.5 implies that
\[
\Sigma_T^{(3)} = \frac{1}{2\sqrt{\log T}} \left( \sum_{n \in \mathcal{J}_T} (\sigma^2 - \sigma^2_{\ell n}) - \mathbb{E} \sum_{n \in \mathcal{J}_T} (\sigma^2 - \sigma^2_{\ell n}) \right) \\
+ \frac{1}{2\sqrt{\log T}} \left( \mathbb{E} \sum_{n \in \mathcal{J}_T} (\sigma^2 - \sigma^2_{\ell n}) - \int_{\mathbb{R}} x^2 \log^+ (\min\{T, x^2\}) \nu(dx) \right) \xrightarrow{L^1} 0, \quad \text{as .} \quad \square
\]

The conditional limit result is a key ingredient for the proof of Theorem 1.1 is the following conditional limit result.

**Proposition 2.9.** Let \( \Sigma_T \) be as in (15) in Proposition 2.8. Then the following conditional limit holds: for any \( x \in \mathbb{R} \),
\[
P(\Sigma_T \leq x|\ell) \xrightarrow{L^1} \Phi(\sqrt{2x}/\sigma^2), \quad \text{as } T \to \infty,
\]
where \( \Phi \) is the distribution function of a standard normal random variable.

The limit law in (16) is \( N(0, \sigma^4/2) \) and the convergence in \( L^1 \) is equivalent to the convergence in probability since the random variables \( P(\Sigma_T \leq x|\ell) \) are bounded. In particular, (16) implies the weak convergence \( P(\Sigma_T \leq x) \to \Phi(\sqrt{2x}/\sigma^2) \) for all \( x \in \mathbb{R} \). The proof of Proposition 2.8 requires certain limit results for stick-breaking processes from Subsection 2.1 and \( \xi \).

**Proof.** The proof of Proposition 2.9 consists of three steps.

**Step 1.** Let \( Z \sim N(0, 1) \) be independent of the stick-breaking process \( \ell \). Fix \( r > 0 \) and \( \gamma \geq 0 \), let
\[
g_r(t) := (\log T)^{-\gamma/2} \mathbb{E}[(X^2_t/t)^{\gamma} \mathbf{1}\{X^2_t/t \leq r \sqrt{\log T}\} - |\sigma_t^2 Z^2|^{\gamma} \mathbf{1}\{|\sigma_t^2 Z^2 \leq r \sqrt{\log T}\}], \quad t > 0,
\]
where we recall that \( \sigma_t^2 = \sigma^2 - \int_{\mathbb{R}\setminus(-\kappa \sqrt{T}, \kappa \sqrt{T})} x^2 \nu(dx) \). In this step we establish the following limit:
\[
\sum_{n \in \mathcal{J}_T} g_T(t_n) \xrightarrow{L^1} 0, \quad \text{as } T \to \infty.
\]

The integration-by-parts formula implies that for any non-negative random variable \( \zeta \) and constant \( a \in (0, \infty) \) we have
\[
a^{-\gamma} \mathbb{E}[\zeta^{\gamma} \mathbf{1}_{\{\zeta \leq a\}}] = \mathbb{P}(\zeta \leq a) - \gamma \int_0^1 x^{\gamma-1} \mathbb{P}(\zeta \leq ax) dx.
\]

Applying the identity in the previous display twice yields
\[
0 \leq g_T(t) \leq r^\gamma K_T(t) \leq 2r^\gamma K(t), \quad \text{where}
\]
\[
K_T(t) := \mathbb{P}(X^2_t/t \leq r \sqrt{\log T}) - \mathbb{P}(\sigma_t^2 Z^2 \leq r \sqrt{\log T}) + \gamma \int_0^1 x^{\gamma-1} \mathbb{P}(X^2_t/t \leq x \sqrt{\log T}) - \mathbb{P}(\sigma_t Z \leq x \sqrt{\log T}) dx
\]
and \( K(t) := \sup_{x \in \mathbb{R}} |\mathbb{P}(X^2_t/t \leq x) - \mathbb{P}(\sigma_t Z \leq x)| \). Since the normal distribution has a bounded density, the weak limits \( X_t/\sqrt{T} \xrightarrow{d} N(0, \sigma^2) \) and \( \sigma_t Z \xrightarrow{d} N(0, \sigma^2) \) as \( t \to \infty \) hold in the Kolmogorov distance by [19, 1.8.31 & 1.8.32, p. 43], implying \( \lim_{t \to \infty} K(t) = 0 \). Moreover, by the dominated convergence theorem, we have \( \lim_{t \to \infty} K_T(t) = 0 \) and thus \( \lim_{t \to \infty} g_T(t) = 0 \) for all \( t > 0 \).

Let \( \Xi_T \) and \( \Xi_{\infty} \) be the coupled point processes described in Lemma 2.1 and recall that \( \Xi_T \to \Xi_{\infty} \) in the vague topology and, for any \( N > 1 \), we have \( \Xi_{\infty}(\{1, N\}) < \infty \) and \( \Xi_{\infty}|_{\{1, N\}} = \Xi_{\infty}|_{\{1, N\}} \) for all sufficiently large \( T \). By the definition of vague topology, we have \( \int_{\{1, \infty\}} K(x) \Xi_T(dx) \to \int_{\{1, \infty\}} K(x) \Xi_{\infty}(dx) \)
By [4, Thm 1.1] we have \( \mathbb{E} \int_{[1, \infty]} K(x, \overline{x}) \, dx = \int_1^\infty t^{-1} K(t) \, dt < \infty \). Therefore, the display above and Fatou’s lemma imply

\[
\lim_{T \to \infty} \mathbb{E} \sum_{n \in \mathcal{T}_T} g_T(t_n) \leq \mathbb{E} \limsup_{T \to \infty} \int_{[1, \infty]} g_T(x, \overline{x}) \, dx
\]

\[
\leq 2r^\gamma \mathbb{E} \int_{(N, \infty)} K(x, \overline{x}) \, dx = 2r^\gamma \int_N^\infty \frac{K(x, \overline{x})}{x} \, dx \to 0,
\]

as \( N \to \infty \), thus proving (17).

**Step 2.** Denote \( S_{n,T} := \xi_n^2 / (2t_n \sqrt{\log T}) \) for all \( n \in \mathbb{N} \) and \( T > 1 \). Assume that the following limits in probability hold as \( T \to \infty \):

\[\sum_{n \in \mathcal{T}_T} \mathbb{P}(S_{n,T} \geq \epsilon) \xrightarrow{p} 0, \quad \text{for every } \epsilon > 0,\]

\[\sum_{n \in \mathcal{T}_T} \text{Var}_\ell (S_{n,T} \mathbb{I}(S_{n,T} \leq r)) \xrightarrow{p} \frac{\sigma_1^2}{2}, \quad \text{for some } r > 0,\]

\[\sum_{n \in \mathcal{T}_T} \mathbb{E}_\ell \left[ S_{n,T} \mathbb{I}(S_{n,T} \leq r') \right] - \frac{\sigma_1^2}{2 \sqrt{\log T}} \xrightarrow{p} 0, \quad \text{for some } r' > 0,\]

where we denote \( \mathbb{P}_\ell(\cdot) = \mathbb{P}(\cdot | \ell) \), \( \mathbb{E}_\ell[\cdot] = \mathbb{E}(\cdot | \ell) \) and \( \text{Var}_\ell(\cdot) := \text{Var}(\cdot | \ell) \). We now prove that (19)–(21) imply the \( L^1 \) limit in (16).

Since the random variables in (16) are bounded, it suffices to prove the limit in probability. Fix a sequence \((T_k)_{k \in \mathbb{N}}\) such that \( T_k \to \infty \). By a diagonal argument, there exists a subsequence, again denoted \((T_k)_{k \in \mathbb{N}}\) for ease of notation, such that the limit in (19) holds for all positive rational \( \epsilon \) as \( T_k \to \infty \) almost surely. Thus, the limit in (19) holds for all \( \epsilon > 0 \) as \( T_k \to \infty \) a.s. Moreover, we may assume that the limits in (20)–(21) hold a.s. as \( T_k \to \infty \). Recall that, given the stick-breaking process \( \ell \), the variables \( \{S_{n,T_k} : n \in \mathcal{T}_k\} \) are independent, making \((\{S_{n,T_k} : n \in \mathcal{T}_k\})_{k \in \mathbb{N}}\) a triangular array of row-wise independent random variables. Applying the CLT for triangular arrays in [18, Thm 18, Chap. IV, §4], we deduce that (16) holds a.s. as \( T_k \to \infty \).

**Step 3.** In this step we prove (19)–(21). Recall that \( Z \sim N(0, 1) \) is independent of \( \ell \). By (17) with \( \gamma = 0 \) and \( r = \epsilon \), Markov’s inequality and Proposition 2.3, we have

\[
\lim_{T \to \infty} \mathbb{E} \sum_{n \in \mathcal{T}_T} \mathbb{P}_\ell \left( \frac{\xi_n^2 / t_n}{\sqrt{\log T}} > \epsilon \right) = \lim_{T \to \infty} \mathbb{E} \sum_{n \in \mathcal{T}_T} \mathbb{P}_\ell \left( \frac{\sigma_1^2}{2 \sqrt{\log T}} > \epsilon \right)
\]

\[
\leq \lim_{T \to \infty} \mathbb{E} \sum_{n \in \mathcal{T}_T} \frac{\sigma_1^2}{2 \sqrt{\log T}} \mathbb{E}[Z^2] \leq \lim_{T \to \infty} \frac{15 \sigma_1^6 \mathbb{E}[\mathcal{T}_T]}{\epsilon^3 (\log T)^{3/2}} = 0,
\]

for all \( \epsilon > 0 \), implying (19) (recall that \( S_{n,T} = \xi_n^2 / (2t_n \sqrt{\log T}) \)).

To prove the limit in (20), first note that \( |a^2 - b^2| \leq (a + b)|a - b| \) for \( a, b \geq 0 \), implying

\[
\mathbb{E}_\ell \left[ \frac{1}{2} \xi_n^{-1} \xi_n^2 \mathbb{I}_{\left\{ \xi_n^2 \leq 2t_n \sqrt{\log T} \right\}} \right] = \mathbb{E}_\ell \left[ \frac{1}{2} \sigma_1^2 Z^2 \mathbb{I}_{\left\{ \sigma_1^2 Z^2 \leq 2 \epsilon \sqrt{\log T} \right\}} \right]
\]

\[
\leq 2\epsilon \sqrt{\log T} \mathbb{E}_\ell \left[ \frac{1}{2} \xi_n^{-1} \xi_n^2 \mathbb{I}_{\left\{ \xi_n^2 \leq 2t_n \sqrt{\log T} \right\}} \right] - \mathbb{E}_\ell \left[ \frac{1}{2} \sigma_1^2 Z^2 \mathbb{I}_{\left\{ \sigma_1^2 Z^2 \leq 2 \epsilon \sqrt{\log T} \right\}} \right].
\]
Thus, by applying (17) with $\gamma = 1$ and $\gamma = 2$ and $r = 2\epsilon$, we find (all limits are taken in $L^1$):

$$
\lim_{T \to \infty} \frac{1}{\log T} \sum_{n \in \mathcal{J}_T} \text{Var}_\ell\left(\frac{1}{\sqrt{n}} \tilde{\xi}_n^2 \mathbb{1}_{(\xi_n \leq 2\sqrt{n} \log T)}\right) = \lim_{T \to \infty} \frac{1}{\log T} \sum_{n \in \mathcal{J}_T} \text{Var}_\ell\left(\frac{1}{2} \sigma_n^2 Z^2 \mathbb{1}_{(\sigma_n^2 Z^2 \leq 2\sqrt{n} \log T)}\right)
$$

$$
= \lim_{T \to \infty} \frac{1}{\log T} \sum_{n \in \mathcal{J}_T} \text{Var}_\ell\left(\frac{1}{2} \sigma_n^2 Z^2\right) = \lim_{T \to \infty} \frac{1}{2\log T} \left(\sigma^4 3T + \sum_{n \in \mathcal{J}_T} (\sigma_n^4 - \sigma^4)\right) = \frac{\sigma^4}{2},
$$

where the first equality in the second line follows from the fact that $\text{Var}(Z^2) = 2$ and the last equality in the same line follows from Proposition 2.3 and Corollary 2.2(b) applied to the bounded function $t \mapsto \sigma_t^4 - \sigma^4$ with zero limit as $t \to \infty$. This establishes (20) since $S_{n,T} = \frac{\xi_n^2}{(2\sqrt{n} \log T)}$.

It remains to prove (21). Markov’s inequality, the equality $E[Z^2] = 1$ and Proposition 2.3 imply

$$
\frac{1}{\sqrt{\log T}} \sum_{n \in \mathcal{J}_T} \left|\frac{\sigma_n^2}{2} \mathbb{1}_{(\sigma_n^2 \leq 2\sqrt{n} \log T)} \right| \leq \frac{1}{\sqrt{\log T}} \sum_{n \in \mathcal{J}_T} E\left[\frac{\sigma_n^8 Z^8}{(2\sqrt{\log T})^3}\right] = \frac{1}{8\epsilon^3 \log^2 T} \sum_{n \in \mathcal{J}_T} \sigma_n^8 E[Z^8] \leq \frac{105\sigma^8}{8\epsilon^3 \log^2 T} |\mathcal{J}_T| \xrightarrow{L^1} 0.
$$

The display above and (17) with $\gamma = 1$ and $r = 2\epsilon$ imply (21), completing the proof. \hfill \square

**Proof of Theorem 1.1.** The proof of Theorem 1.1 consists of several steps.

**Step 1.** In this step we show that (2) follows from the limits in (23) below. By [9, Thm 12], Lemma 2.6 and Proposition 2.8, the weak limit in (2) of Theorem 1.1 is equivalent to the following limit as $T \to \infty$:

$$
(22) \quad \zeta_T := \left(\sum_{n \in \mathcal{J}_T} \left(\xi_n^2/t_n - \sigma_n^2\right), |\mathcal{J}_T| - \log T, \sum_{n=1}^{\infty} \xi_n^+, \sum_{n=1}^{\infty} \xi_n, \sum_{n=1}^{\infty} \sqrt{t_n} \mathbb{1}_{(\xi_n > 0)}\right) \xrightarrow{d} \zeta,
$$

where $\zeta = (\sigma^2 Z_1/\sqrt{2}, Z_2, \sigma B_1, \sigma B_1, \rho)$, the standard Brownian motion $B$, the stick-breaking process $\ell$ and the standard normal variables $Z_1$ and $Z_2$ are all independent.

Define $\eta_n := \xi_n / \sqrt{t_n}$ for $n \in \mathbb{N}$ and note that

$$
\zeta_T = \left(\frac{\sum_{n \in \mathcal{J}_T} \eta_n^2 - \sigma_n^2}{2\sqrt{\log T}}, |\mathcal{J}_T| - \log T, \frac{1}{\sqrt{T}} \sum_{n=1}^{\infty} \sqrt{\ell_n \eta_n}, \frac{1}{\sqrt{T}} \sum_{n=1}^{\infty} \sqrt{\ell_n \eta_n}, \frac{1}{\sqrt{T}} \sum_{n=1}^{\infty} \ell_n \mathbb{1}_{(\eta_n > 0)}\right).
$$

Let $W_1, W_2 \ldots$ be an iid sequence of standard normal random variables independent of $\ell$, $Z_1$ and $Z_2$. For any $k \in \mathbb{N}$ and $T > 1$ define the random variables

$$
\chi_{k,T} := \left(\sum_{n=k}^{\infty} \left(\eta_n^2 - \sigma_n^2\right) \mathbb{1}_{(\eta_n \geq 1)}, \sum_{n=k}^{\infty} \mathbb{1}_{(t_n \geq 1)} - \log T, \frac{1}{\sqrt{T}} \sum_{n=1}^{k-1} \sqrt{\ell_n \eta_n}, \frac{1}{\sqrt{T}} \sum_{n=1}^{k-1} \sqrt{\ell_n \eta_n}, \frac{1}{\sqrt{T}} \sum_{n=1}^{k-1} \ell_n \mathbb{1}_{(\eta_n > 0)}\right),
$$

$$
\chi_k := \left(\frac{\sigma^2}{2} Z_1, Z_2, \sum_{n=1}^{k-1} \sqrt{\ell_n \sigma W_n^+}, \sum_{n=1}^{k-1} \sqrt{\ell_n \sigma W_n^+}, \sum_{n=1}^{k-1} \ell_n \mathbb{1}_{(\sigma W_n > 0)}\right).
$$

By [6, Thm 3.2], (22) will follow if we prove that the following limits hold:

$$
(23) \quad (a) \quad \chi_{k,T} \xrightarrow{T \to \infty} \chi_k, \quad (b) \quad \chi_k \xrightarrow{k \to \infty} \zeta, \quad (c) \quad \lim \sup_{k \to \infty} \mathbb{P}(\|\chi_{k,T} - \zeta_T\| > \epsilon) = 0, \quad \text{for all } \epsilon > 0,
$$

where $\|x\| = \sum_{i=1}^{d} |x_i|$ denotes the $\ell^1$-norm in $\mathbb{R}^d$, $d \geq 1$.

**Step 2.** In this step we establish (23a). Define $\ell(k) := (\ell_1, \ldots, \ell_{k-1})$. To prove (23a), it suffices to show that $E[\phi(\chi_{k,T})|\ell(k)] \to E[\phi(\chi_k)|\ell(k)]$ a.s. as $T \to \infty$ for any continuous and bounded function $\phi : \mathbb{R}^5 \to \mathbb{R}$. With this in mind, denote by $\mathbb{P}(k)$ the conditional probability measure $\mathbb{P}$ given $\ell(k)$. 


Under $\mathbb{P}^{(k)}$, the process $(\ell_k, \ell_{k+1}, \ldots)$ is a uniform stick-breaking process on $[0, L_{k-1}]$ independent of the variables $(\eta_n)_{n \in \mathbb{N}}$. Thus the first two coordinates of $\chi_{k,T}$ independent under $\mathbb{P}^{(k)}$ of the last three coordinates. Moreover, since $X_t/\sqrt{t} \overset{d}{\to} \sigma Z_1$ as $t \to \infty$, then, under $\mathbb{P}^{(k)}$, we have $(\eta_1, \ldots, \eta_{k-1}) = (\ell_1/\sqrt{t_1}, \ldots, \ell_{k-1}/\sqrt{t_{k-1}}) \overset{d}{\to} (\sigma W_1, \ldots, \sigma W_{k-1})$ as $T \to \infty$ (recall that $t_n = T\ell_n$). Thus, to prove (23a), it suffices to show that the first two coordinates of $\chi_{k,T}$ converge weakly to the first two coordinates of $\chi_k$ under $\mathbb{P}^{(k)}$.

Recall that, under $\mathbb{P}^{(k)}$, the process $(\ell_k, \ell_{k+1}, \ldots)$ is a uniform stick-breaking process on $[0, L_{k-1}]$ and $\sum_{n=k}^{\infty} t_n = TL_{k-1}$. Thus, Proposition 2.3 implies that

$$\frac{\sum_{n=k}^{\infty} 1_{\{t_n \geq 1\}} - \log(TL_{k-1})}{\log(TL_{k-1})} \overset{d}{\to} Z_2, \quad \text{as } T \to \infty \text{ under } \mathbb{P}^{(k)}.$$ 

Since $\log(TL_{k-1}) = \log T + \log L_{k-1}$, where $L_{k-1}$ is deterministic under $\mathbb{P}^{(k)}$, then

$$M_T := \frac{\sum_{n=k}^{\infty} 1_{\{t_n \geq 1\}} - \log T}{\log T} \overset{d}{\to} Z_2, \quad \text{as } T \to \infty \text{ under } \mathbb{P}^{(k)}.$$ 

Moreover, since $\mathbb{P}^{(k)}(\cdot | \ell) = \mathbb{P}(\cdot | \ell)$, Proposition 2.9 implies that $\mathbb{P}^{(k)}(\Sigma_T \leq x | \ell) \overset{d}{\to} \mathbb{P}(\sigma^2 Z_1/\sqrt{2} \leq x)$ for all $x \in \mathbb{R}$ as $T \to \infty$, where $\Sigma_T$ is as in (15). Denote by $E^{(k)}$ the expectation under $\mathbb{P}^{(k)}$. Thus, taking limits in the following identity

$$E^{(k)}[\mathbb{I}_{\{M_T \leq y\}} \mathbb{P}^{(k)}(\Sigma_T \leq x | \ell)] = E^{(k)}(M_T \leq y) \mathbb{P}^{(k)}(\sigma^2 Z_1/2 \leq x)$$

$$+ E^{(k)}[\mathbb{I}_{\{M_T \leq y\}} (\mathbb{P}^{(k)}(\Sigma_T \leq x | \ell) - \mathbb{P}^{(k)}(\sigma^2 Z_1/\sqrt{2} \leq x))],$$

implies that $\mathbb{P}^{(k)}(M_T \leq y, \Sigma_T \leq x) \to \mathbb{P}^{(k)}(Z_2 \leq y) \mathbb{P}^{(k)}(\sigma^2 Z_1/\sqrt{2} \leq x)$ as $T \to \infty$. To see that the first two coordinates of $\chi_{k,T}$ converge weakly to the first two coordinates of $\chi_k$ under $\mathbb{P}^{(k)}$, it suffices to note that $E^{(k)} \sum_{n=1}^{k-1} \eta_n^2 - \sigma_{\eta_n}^2/\sqrt{\log T} \leq 2(k-1)\sigma^2/\sqrt{\log T} \to 0$ as $T \to \infty$.

**Step 3.** In this step we establish (23b)–(23c). To prove (23b), it suffices to show the convergence for the last three coordinates. Note that

$$\sum_{n=1}^{k-1} \left( \sqrt{t_n} \sigma W_n^+, \sqrt{t_n} \sigma W_n, \ell_n \mathbb{I}_{\{\sigma W_n > 0\}} - a_{\ell_n} k \right) \overset{a.s.}{\to} \sum_{n=1}^{\infty} \left( \sqrt{t_n} \sigma W_n^+, \sqrt{t_n} \sigma W_n, \ell_n \mathbb{I}_{\{\sigma W_n > 0\}} \right),$$

where the limit has the same law as $(\sigma \sqrt{T_1}, \sigma B_1, \rho)$ by the scaling property of Brownian motion and (9) applied to $\sigma B$, implying (23b).

By Markov’s inequality, (23c) will follow if we prove that $\lim_{m \to \infty} \limsup_{T \to \infty} E\|\chi_{k,T} - \zeta_T\| = 0$. Moreover, the previous limit is a simple consequence of the following limits

$$\limsup_{T \to \infty} \frac{E \sum_{n=1}^{k-1} \eta_n^2 - \sigma_{\eta_n}^2 |1_{\{t_n \geq 1\}}|}{2\sqrt{\log T}} = 0,$$

$$\limsup_{T \to \infty} \frac{E \sum_{n=1}^{k-1} |1_{\{t_n \geq 1\}}|}{2\sqrt{\log T}} = 0,$$

$$\lim_{k \to \infty} \limsup_{T \to \infty} E \sum_{n=k}^{\infty} \sqrt{t_n} |\eta_n| = 0,$$

$$\lim_{k \to \infty} E \sum_{n=k}^{\infty} \ell_n = 0.$$

The first two limits in the display are obvious. The fourth limit holds since $\sum_{n=k}^{\infty} \ell_n = L_{k-1}$ and $E L_{k-1} = 2^{1-k}$. Finally, the third limit in the display above follows from the bounds

$$E \sum_{n=k}^{\infty} \sqrt{t_n} |\eta_n| \leq \sum_{n=k}^{\infty} E[\sqrt{t_n} E_{\ell} |\eta_n^2|^{1/2}] = \sigma \sum_{n=k}^{\infty} E\sqrt{t_n} = \sigma \sum_{n=k}^{\infty} (2/3)^n = 3\sigma (2/3)^k,$$

implying (23c) and completing the proof.
\textbf{Proof of Corollary 1.2.} By Theorem 1.1, it suffices to prove the claims on \( \int_\mathbb{R} x^2 \log^+ (\min\{T, x^2\}) \nu(dx) \). Since \( x^2 \log^+ (\min\{T, x^2\})/\log T \) tends to 0 pointwise on \( x \) as \( T \to \infty \) and is upper bounded by the \( \nu \)-integrable function \( x \mapsto x^2 \), the dominated convergence theorem implies that the integral is \( o(\log T) \). Similarly, the integral is \( o(\sqrt{\log T}) \) if \( x \mapsto x^2 (\log^+ |x|)^{1/2} \) is \( \nu \)-integrable.

\section{Stable domain of attraction}

This section is dedicated to proving Theorems 1.4, 1.6 and 1.7, stated in Section 1. Assume that the limit in (5) holds for some \( \alpha \in (0, 2] \setminus \{1\} \). Recall that this is equivalent to

\begin{equation}
\tag{24}
X_{(sT,aT) \in [0,1]} \xrightarrow{d} (S_n(t))_{t \in [0,1]}, \quad \text{as } T \to \infty,
\end{equation}

in the Skorokhod space \( \mathcal{D}[0,1] \) equipped with the \( J_1 \)-topology [6, Ch. 3], where \( a_T \) is as in (5). Since \( a_T \to \infty \) as \( T \to \infty \), we assume without loss of generality that \( a_T > 1 \) is locally bounded for all \( T \geq 1 \).

The following lemma provides a key step in the proofs of Theorems 1.4 and 1.6.

\textbf{Lemma 3.1.} Suppose a Lévy process \( X \) satisfies (24) for some \( \alpha \in (0, 2] \). Then, for every \( p \in [0, \alpha) \), there exists a constant \( C_p \in (0, \infty) \) such that \( \mathbb{E}|X_t/a_t|^p \leq C_p \) for all \( t \geq 1 \).

\textbf{Proof.} By the concavity of \( x \mapsto x^p \) (when \( p \in [0, 1] \)) and Jensen’s inequality (when \( p \in (1, \alpha) \)), we have \( (a+b)^p \leq 2^{(p-1)^2} (a^p + b^p) \) for any \( a, b \geq 0 \). Thus, \( \mathbb{E}|X_t|^p \leq 2^{(p-1)^2} (\mathbb{E}|X_t|^p + \mathbb{E}|X_t-a_T|^p) \) for all \( t \geq 1 \), where \( |t| := \sup\{m \in \mathbb{N} : m \leq t\} \). By [11, Lem. 5.2.2], \( \mathbb{E}|X_s/a_s|^p \) is bounded for all \( s \in \mathbb{N} \). By the regular variation of \( a_t \), we have

\begin{equation}
1 \leq \sup_{t \to \infty} \frac{a_t}{a_{|t|}} \leq \sup_{t \to \infty} \frac{a_t}{a_{|t|}} \leq \lim_{t \to \infty} \frac{a_t}{a_{|t|}} = c^{-1/\alpha},
\end{equation}

for any \( c \in (0, 1) \), implying \( a_t/a_{|t|} \to 1 \) as \( t \to \infty \). Thus, it suffices to show that \( \mathbb{E}|X_s|^p \) is bounded for \( s \in [0, 1] \). This bound follows directly from [10, Lem. 2] and the inequality \( \mathbb{E}|X_s|^p \leq \mathbb{E}|X_s|^p + \mathbb{E}|X_s|^p \) implied by \( |X_s|^p \leq \max\{|X_s|, |X_s|^p\} \).

\textbf{Remark 3.2.} An explicit upper bound in Lemma 3.1 can be obtained in terms of the characteristics of \( X \) and the regularly varying function \( a_t \) by using methods analogous to the ones in the proof of [10, Lem. 2]. Since the explicit value of the upper bound \( C_p \) is not important in our context, we only provide the short proof above.

\subsection{The case of finite mean}

\textbf{Proof of Theorem 1.4.} Recall \( \mathbb{P}_\ell(\cdot) = \mathbb{P}(\cdot | \ell) \) and \( \mathbb{E}_{\ell}[\cdot] = \mathbb{E}[\cdot | \ell] \), where \( \ell \) is the stick-breaking process on [0, 1] and \( T_n = T \ell_n \). Denote \( \eta_n := \xi_n/a_n \) and \( \varrho_n := a_n/a_T \) for \( n \in \mathbb{N} \) and note that \( \sqrt{\ell_n^2 + \xi_n^2} - T_n = \xi_n^2/(\ell_n + \sqrt{\ell_n^2 + \xi_n^2}) \). Then, by (9), we have

\begin{equation}
\left( \frac{X_T - T}{a_T^2/T}, \frac{C_T(T)}{a_T}, \frac{\gamma_T}{T} \right) \xrightarrow{d} \sum_{n=1}^\infty \left( \frac{\varrho_n \eta_n^2}{\ell_n + \sqrt{\ell_n^2 + \varrho_n^2 \eta_n^2}} : \varrho_n \eta_n^+, \varrho_n \eta_n, \ell_n \mathbb{I}_{\{\varrho_n \eta_n > 0\}} \right).
\end{equation}

By [6, Thm. 3.2], (6) will follow if we prove the following limits: for any \( k \in \mathbb{N} \) we have

\begin{equation}
\sum_{n=1}^{k-1} \left( \frac{\varrho_n \eta_n^2}{\ell_n + \sqrt{\ell_n^2 + \varrho_n^2 \eta_n^2}} : \varrho_n \eta_n^+, \varrho_n \eta_n, \ell_n \mathbb{I}_{\{\varrho_n \eta_n > 0\}} \right)
\end{equation}

\begin{equation}
= \frac{d}{T \to \infty} \sum_{n=1}^{k-1} \left( \frac{\sqrt{2}/\alpha - 1 (S_{(n)}^\alpha)^2}{\ell_n^{1/\alpha} (S_{(n)}^\alpha)^+} : \ell_n S_{(n)}^\alpha, \ell_n \mathbb{I}_{\{S_{(n)}^\alpha > 0\}} \right).
\end{equation}
and, for all $\epsilon > 0$,
\[
\lim_{k \to \infty} \limsup_{T \to \infty} P \left( \sum_{n=k}^{\infty} \left\| (R_n, \xi_n, \eta_n, \ell_n 1_{\{\xi_n > 0\}}) \right\| > \epsilon \right) = 0,
\]
where
\[
R_n := \frac{\xi_n^2}{\ell_n + \sqrt{\ell_n^2 + \xi_n^2 a_T^2 / T^2}}.
\]

and $\|x\| = \sum_{i=1}^{d} |x_i|$ denotes the $\ell^1$-norm in $\mathbb{R}^d$, $d \geq 1$.

To prove (25), it suffices to show that the weak convergence holds conditional on $\ell$. By assumption, we have $X_t/a_t \to 0$ in $S^{(1)}_\alpha$, $a_{ct}/a_t \to 1$ and $a_t/t \to 0$ as $t \to \infty$. Thus, given $\ell$, the random variables $\eta_1, \ldots, \eta_k$ are independent and we have the following convergences as $T \to \infty$: $\eta_1, \ldots, \eta_k \to (S^{(1)}_\alpha, \ldots, S^{(k)}_\alpha)$, $(\xi_1, \ldots, \xi_k) \to (\ell_1^{1/\alpha}, \ldots, \ell_k^{1/\alpha})$ and $a_T/T \to 0$. The continuous mapping theorem then yields the weak convergence in (25) conditional on $\ell$.

Next we prove (26). Note that $\sum_{n=k}^{\infty} \xi_n = L_{k-1}$ and $P(L_{k-1} > \epsilon) \leq \epsilon^{-1} E L_{k-1} \to 0$ as $k \to \infty$, so it suffices to show that, for all $\epsilon > 0$, the following limits hold as $k \to \infty$:
\[
\lim_{T \to \infty} \sup_{n=k} \sum_{n=k}^{\infty} R_n > \epsilon \to 0, \quad \lim_{T \to \infty} \sup_{n=k} \sum_{n=k}^{\infty} \xi_n |\eta_n| > \epsilon \to 0.
\]

We will prove both limits via Markov’s inequality $P(|Z| > \epsilon) \leq \epsilon^{-p} E [|Z|^p]$ for $p > 0$, and bounding the first moment by splitting the summation over the sets $\mathcal{F}_T$ and $\mathcal{F}_{T'}$ (recall that $\mathcal{F}_T = \{ \{n \in \mathbb{N} : t_n \geq 1\} \}$).

First note that $R_n \leq |\xi_n|/a_T^2$ and $\rho_n |\eta_n| = |\xi_n|/a_T$, where $a_T \to \infty$ and $a_T^2 / T \to \infty$ as $T \to \infty$. There exists a constant $K$ such $E[|X_t|] \leq K \sqrt{T}$ for all $t \leq 1$ (see, e.g. [10, Lem. 2]), so Corollary 2.2(a) yields
\[
\lim_{T \to \infty} E \sum_{n \in \mathcal{F}_T, n \geq k} \xi_n E[|\eta_n|] \leq \lim_{T \to \infty} K E \sum_{n \in \mathcal{F}_T} \xi_n E[|\eta_n|] = \lim_{T \to \infty} \frac{2K}{a_T} = 0, \quad \text{and}
\]
\[
\lim_{T \to \infty} E \sum_{n \in \mathcal{F}_T, n \geq k} R_n \leq \lim_{T \to \infty} \frac{K T E}{a_T} \sum_{n \in \mathcal{F}_T} \xi_n E[|\eta_n|] = \lim_{T \to \infty} \frac{2K T}{a_T} = 0.
\]

It remains to consider the summation over the sets $\mathcal{F}_T \cap \{ k, k+1, \ldots \}$. By Lemma 3.1, for any $p \in (0, \alpha)$, we have $E[|\eta_n|^p] \leq C_p$ for some $C_p > 0$. Since $t \mapsto a_t$ is regularly varying at infinity with index $1/\alpha$, Potter’s theorem [7, Thm 1.5.6] implies that for all $q \in (0, 1/\alpha)$ there exists a constant $C'_q > 0$ such that $a_{s}/a_t \leq C_q(s/t)^{q}$ for all $t > s \geq 1$. Thus, the second limit in (27) follows from the limit
\[
\lim_{T \to \infty} E \sum_{n \in \mathcal{F}_T, n \geq k} \xi_n E[|\eta_n|] \leq C_1 C'_2 \sum_{n=k}^{\infty} E[|\xi_n|^{1/2}] = 3C_1 C'_2 (2/3)^{k-1} \to 0.
\]

Next note that $R_n \leq g_n^2 \eta_n^2 / \ell_n$ and fix any $p \in (0, \alpha/2)$ and $q \in (1/2, 1/\alpha)$. By Markov’s inequality and the subadditivity of $x \mapsto x^p$, the first limit in (27) follows from
\[
\lim_{T \to \infty} E \sum_{n \in \mathcal{F}_T, n \geq k} R_n^p \leq C_p (C'_q)^{2p} \sum_{n=k}^{\infty} E[|\xi_n|^{1/2}] = \frac{C_2 p (C'_q)^{2p} (1 + p(2q - 1))^{1-k}}{p(2q - 1)} \to 0, \quad k \to \infty.
\]

The asymptotic equivalence $f(x) \sim g(x)$ as $x \to \infty$ is defined as $\lim_{x \to \infty} f(x)/g(x) = 1$.

**Proof of Proposition 1.5.** Note that the random variable $Q := \frac{1}{2} \sum_{n=1}^{\infty} \ell_n^{2/\alpha-1} (S^{(n)}_\alpha)^2$ satisfies
\[
2Q = \ell_1^{2/\alpha-1}(S^{(1)}_\alpha)^2 + \sum_{i=2}^{\infty} \ell_i^{2/\alpha-1}(S^{(n)}_\alpha)^2 = \ell_1^{2/\alpha-1}(S^{(1)}_\alpha)^2 + L_1^{2/\alpha-1} \sum_{i=2}^{\infty} \left( \frac{\ell_n}{L_1} \right)^{2/\alpha-1} (S^{(n)}_\alpha)^2.
\]
Let $A := \ell_1^{2/\alpha-1}$, $B := \frac{1}{2} \ell_1^{2/\alpha-1}(S_0^{(1)})^2$ and $Q' := \frac{1}{2} \sum_{i=2}^{\infty} (\ell_n/L_1)^{2/\alpha-1}(S_0^{(n)})^2$ and note that $Q = AQ' + B$. Since $(\ell_n/L_1)_{n \geq 2}$ is a stick-breaking process on $[0,1]$ independent of $L_1$ and $S_0^{(1)}$, we conclude that $Q' \overset{d}{=} Q$ is independent of $(A,B)$.

By [8, Thm 2.4.3] it follows that $\mathbb{P}(Q > x) \sim (1 - E[A^{\alpha/2}])^{-1} \mathbb{P}(B > x)$, as $x \to \infty$. Furthermore, by [8, Lem. B.5.1], we have

$$\mathbb{P}(B > x) \sim E\left[\left(\frac{1}{2} \ell_1^{2/\alpha-1}\right)^{\frac{\alpha}{2}}\right] \mathbb{P}((S_0^{(1)})^2 > x), \quad x \to \infty.$$  

Recall that $L_1 = 1 - \ell_1 \sim U(0,1)$. Similarly, we have that $\ell_1 \sim U(0,1)$. Thus, it follows that

$$(1 - E[A^{\alpha/2}])^{-1} E\left[\left(\frac{1}{2} \ell_1^{2/\alpha-1}\right)^{\frac{\alpha}{2}}\right] = 2^{-\alpha/2} (1 - E[V_1^{1-\alpha/2}])^{-1} E[V_1^{1-\alpha/2}]$$

$$= 2^{-\alpha/2} \left(1 - \frac{2}{4 - \alpha}\right)^{-1} \frac{2}{4 - \alpha} = \frac{2^{1-\alpha/2}}{2 - \alpha}.$$  

Thus we have $\mathbb{P}(Q > x) \sim 2^{1-\alpha/2} \mathbb{P}((S_0^{(1)})^2 > x)/(2 - \alpha)$, as $x \to \infty$. The last asymptotic equivalence in Proposition 1.5 follows from the identity $\mathbb{P}((S_0^{(1)})^2 > x) = \mathbb{P}(S_0^{(1)} > \sqrt{x}) + \mathbb{P}(-S_0^{(1)} > \sqrt{x})$.  

\textbf{Proof of Theorem 1.6.} (a) Assume $\mu > 0$. We assume without loss of generality that $t \mapsto a_t$ is continuous and $a_t \geq 1$ for all $t > 0$. Define

$$Z_T := \left(\frac{\mu}{\sqrt{1 + \mu^2}}\right) X_T - \mu T a_T$$
and

$$Z'_T := \frac{1}{a_T} \left(\bar{Y}_T - \sqrt{1 + \mu^2 T} X_T - \mu T, X_T - \mu T, X_T - \mu T\right).$$  

Since $Z_T \overset{d}{\to} (\mu/\sqrt{1 + \mu^2}, 1, 1)S_0(1)$ as $T \to \infty$, it suffices to show that $\|Z_T - Z'_T\| \overset{P}{\to} 0$ as $T \to \infty$.

Define

$$\Delta_T := \bar{Y}_T - \sqrt{1 + \mu^2 T} - \frac{\mu}{\sqrt{1 + \mu^2}}(X_T - \mu T), \quad T > 0.$$  

Note that $|X_T/a_T| \overset{P}{\to} 0$ as $T \to \infty$ since the positive drift $\mu > 0$ implies that $-X_T \to -X_\infty < \infty$ a.s. as $T \to \infty$. Since $|Z'_T - Z_T| = a_T^{-1} \|\Delta_T, 0, (X_T - X_T)/a_T\|$, and $X_T - X_T \overset{d}{=} -X_T$, part (a) will follow if we show that $\Delta_T/a_T \overset{P}{\to} 0$ as $T \to \infty$.

By (9), we have $(\bar{Y}_T - T, X_T - \mu T) \overset{d}{=} \sum_{n=1}^{\infty} (\sqrt{t_n^2 + \xi_n^2 - t_n, \xi_n})$, where $\xi_n := \xi_n - \mu t_n$. Thus we have $\Delta_T \overset{d}{=} \sum_{n \in \mathcal{N}} \zeta_n$, where

$$\zeta_n := \sqrt{t_n^2 + \xi_n^2 - \sqrt{1 + \mu^2 t_n} - \frac{\mu}{\sqrt{1 + \mu^2}}\xi_t} = \sqrt{1 + \mu^2 t_n} \left(1 + \frac{\xi_n^2 + 2 \mu t_n \xi_n}{t_n^2 (1 + \mu^2)}\right)^{1/2} - 1 - \frac{\mu}{\sqrt{1 + \mu^2} t_n}.$$  

To prove that $\Delta_T/a_T \overset{P}{\to} 0$, we again split the summation set with $\mathcal{N}$ and $\mathcal{N}_f$. Define:

$$\Delta_T^{(1)} := \sum_{n \in \mathcal{N}} \zeta_n, \quad \Delta_T^{(2)} := \sum_{n \in \mathcal{N}_f} \zeta_n,$$

and note that $\Delta_T \overset{d}{=} \Delta_T^{(1)} + \Delta_T^{(2)}$.

Fix some $p \in (0, \alpha/2)$ and use the inequality $\sqrt{1 + z} \leq 1 + z/2$ for $z \geq -1$ and the subadditivity of $x \mapsto x^p$ to obtain

$$\mathbb{E}[|\Delta_T^{(1)}/a_T|^p] \leq \mathbb{E}\left[\left|\sum_{n \in \mathcal{N}} \frac{\xi_n^2}{2 a_T \sqrt{1 + \mu^2 t_n}}\right|^p\right] \leq \mathbb{E} \sum_{n \in \mathcal{N}} \frac{\xi_n^{2p}}{a_T^p t_n^p}.$$  

Recall that $(X_t - \mu t)/a_t \overset{d}{=} S_0(1)$ as $t \to \infty$. Thus, by Lemma 3.1, there exists a constant $C_{2p} > 0$ such that $\mathbb{E}[|X_t - \mu t|^{2p}] \leq C_{2p} a_t^{2p}$ for all $t \geq 1$. Therefore $\mathbb{E}_t[\xi_n^{2p}] \leq C_{2p} a_t^{2p}$ for $n \in \mathcal{N}_f$.  

Suppose $\alpha \in (1, 2)$. Pick $q \in (1/2, 1/\alpha)$ and apply Potter’s Theorem [7, Thm 1.5.6] to obtain $a_t/a_T \leq C'_q(t/T)^q$ for all $T > t \geq 1$ and some $C'_q > 0$. Thus, Corollary 2.2(a) yields
\[
E[|\Delta_T^{(1)}/a_T|^p] \leq C_{2p} E \sum_{n \in \mathcal{T}} a_{nT}^{2p} a_{nT}^{2p} = C_{2p} \left( \frac{a_T}{T} \right)^p E \sum_{n \in \mathcal{T}} \frac{\ell_n}{n} \left( \frac{a_{nT}}{a_T} \right)^{2p} \leq C_{2p} \left( C'_q \right)^{2p} \left( \frac{a_T}{T} \right)^p E \sum_{n=1}^{\infty} \ell_n^{p(2q-1)} = \frac{C_{2p} \left( C'_q \right)^{2p} \left( \frac{a_T}{T} \right)^p}{p(2q-1)},
\]
which tends to 0 as $T \to \infty$, implying $\Delta_T^{(1)}/a_T \xrightarrow{P} 0$.

Suppose $\alpha = 2$. We may assume $a_t = \sqrt{t}l(t)$ for a locally bounded and slowly varying function $l$. Thus, by [7, Prop. 1.5.9a], $\tilde{l}(T) := \int_1^T t^{-1/2}(t)\,dt$ is also slowly varying and Corollary 2.2(a) yields
\[
E[|\Delta_T^{(1)}/a_T|^p] \leq C_{2p} E \sum_{n \in \mathcal{T}} a_{nT}^{2p} a_{nT}^{2p} = C_{2p} E \sum_{n \in \mathcal{T}} \ell_n^{2p} a_{nT}^{2p} = C_{2p} \tilde{l}(T) \left( \frac{a_T}{a_T} \right)^p \to 0 \text{ as } T \to \infty.
\]
It remains to show that $\Delta_T^{(2)}/a_T \xrightarrow{P} 0$ as $T \to \infty$. The inequality $\sqrt{1+x+y} \geq 1+y/2$ for $x \geq y^2/4$ and $x + y \geq -1$ shows that $\Delta_T^{(2)} \geq 0$ a.s. By the subadditivity of $x \mapsto \sqrt{x}$, we obtain
\[
\frac{1}{a_T} E[|\Delta_T^{(2)}|] \leq \frac{\sqrt{1+\mu^2}}{a_T} E \sum_{n \in \mathcal{T}} t_n \left| \frac{\xi_n}{t_n \sqrt{1+\mu^2}} + \frac{(2\mu||\tilde{\xi}_n||)^{1/2}}{\sqrt{t_n(1+\mu^2)}} - \frac{\mu}{1+\mu^2} \frac{\tilde{\xi}_n}{t_n} \right| \leq \frac{1}{a_T} E \sum_{n \in \mathcal{T}} \left( \left| 1 - \frac{\mu}{\sqrt{1+\mu^2}} \right| \tilde{\xi}_n \right) + \sqrt{2|\mu|t_n||\tilde{\xi}_n||}.
\]
By [10, Eq. (24)] and Jensen’s inequality, there exists a constant $C > 0$ such that $E[|X_t - \mu t|] \leq C \sqrt{t}$ for all $t \leq 1$. Thus, Corollary 2.2(a) yields $\Delta_T^{(2)}/a_T \xrightarrow{L^1} 0$ as $T \to \infty$, completing the proof of part (a).

(b) Note that $\overline{X}_T \to \overline{X}_\infty < \infty$ a.s. and $\gamma_T^{\infty} \to \gamma^{\infty} < \infty$ a.s. as $T \to \infty$. We next split the length of the concave majorant in two at the time of the supremum, so the total length $\overline{Y}_T$ up to time $T$ is equal to the sum of the length $\Delta_T^{(1)}$ up to time $\gamma_T^{\infty}$ and the length $\Delta_T^{(2)}$ from $\gamma_T^{\infty}$ to $T$. It follows that $\Delta_T^{(1)} \to \overline{Y}_\gamma^{\infty}$ a.s. as $T \to \infty$, implying $\Delta_T^{(1)}/a_T \to 0$ a.s. Thus, it suffices to consider $\Delta_T^{(2)}$ for the weak limit of $\overline{Y}_T$. Since the post-supremum process is independent of the pre-supremum process by [5, Thm 2.3], we conclude, as in part (a), that
\[
\left( \frac{\Delta_T^{(2)}}{a_T} - \frac{(2\gamma_T^{\infty} - \overline{X}_T) - \mu(T - \gamma_T^{\infty})}{a_T} \right) \left( \overline{X}_\infty, \gamma^{\infty} \right) \xrightarrow{d} \left( \frac{\mu}{\sqrt{1+\mu^2}}, 1 \right) S_n(1), \text{ as } T \to \infty.
\]
Note here that the limit law does not depend on $(\overline{X}_\infty, \gamma^{\infty})$, so the limit is independent of $(\overline{X}_\infty, \gamma^{\infty})$. Since we also have $|\overline{X}_\infty - \overline{X}_T| \to 0$ and $|\gamma^{\infty} - \gamma^{\infty}_T| \to 0$ a.s. as $T \to \infty$, the result follows.

3.2. Sandwiching the concave majorant. When the tails of $X$ are sufficiently heavy for it not to have the first moment, the asymptotic behaviour of the boundary of its convex hull is straightforward.

Proof of Theorem 1.7. The supremum, infimum and the times at which they are attained are functionals that are continuous a.s. in $J_1$-topology with respect to the law of an α-stable process, since the times at which the extrema are attained are a.s. unique (see [12, Lem. 14.12] and [20, Thm 2]). Thus, by the continuous mapping theorem, it suffices to prove $|\overline{Y}_T - (2\overline{C}_T - C_T^{(2)})|/a_T \to 0$ and $|\overline{Y}_T - (C_T^{(2)} - 2\overline{C}_T)|/a_T \to 0$ a.s. as $T \to \infty$. Recall $X_T = C_T^{(2)}(T) \leq \overline{X}_T = \overline{C}_T$ and $\gamma^{\infty}_T \in [0, T]$. Hence, by Figure 2, the following inequalities hold:
\[
2\overline{X}_T - X_T \leq ((\gamma^{\infty}_T)^2 + (\overline{X}_T)^2)^{1/2} + ((T - \gamma^{\infty}_T)^2 + (\overline{X}_T - X_T)^2)^{1/2} \leq \overline{Y}_T \leq 2\overline{X}_T - X_T + T.
\]
Since \( \alpha \in (0, 1) \) we have \( \lim_{T \to \infty} T/a_T = 0 \), implying \( |\gamma_T^\wedge - (2C_T - C_T^\wedge(T))|/a_T \to 0 \) a.s. as \( T \to \infty \).

The proof of the second limit is analogous. \( \square \)

**Proof of Proposition 1.8.** (a)\&(b) In part (a), define \( a_T := \sqrt{T} \) for all \( T > 0 \). Note that \( \gamma_T^0 - T = 2X_T - X_T^{-} \) and

\[
\gamma_T^\wedge - T = \left( \sqrt{(\gamma_T^\wedge)^2 + X_T^2} - \gamma_T^\wedge \right) + \left( \frac{(T - \gamma_T^\wedge)^2 + (X_T - X_T^{-})^2 - (T - \gamma_T^\wedge)}{2(T - \gamma_T^\wedge)} \right).
\]

We will show that

\[
\frac{T}{a_T^2} |\gamma_T^\wedge - T | \rightarrow \frac{\sqrt{\gamma_T^\wedge}}{2\gamma_T^\wedge} - \frac{(X_T - X_T^{-})^2}{2(T - \gamma_T^\wedge)} \rightarrow 0, \quad \text{as} \ T \rightarrow \infty.
\]

The conclusions of parts (a) \& (b) will then follow from (28), an application of the continuous mapping theorem and Theorems 1.1 \& 1.4, respectively.

To prove (28), by symmetry, it suffices to show that \( Ta_T^2 |(\gamma_T^\wedge)^2 + X_T^2 - \gamma_T^\wedge - X_T^{-}/(2\gamma_T^\wedge)| \rightarrow 0 \) as \( T \rightarrow \infty \). An application of Taylor’s theorem yields \( \sqrt{1 + x} = 1 + x/2 + x^2/8 \), where \( \theta : [0, \infty) \rightarrow [0, 1] \) is a bounded function. Thus, the limit in probability is implied by the limit \( Ta_T^2 X_T^{-}/(\gamma_T^\wedge)^2 \rightarrow 0 \) as \( T \rightarrow \infty \), which is itself a direct consequence of the fact that \( a_T/T \to 0 \), the continuous mapping theorem and the weak limits \( \gamma_T^\wedge/T \overset{d}{\to} \gamma \) and \( X_T/a_T \overset{d}{\to} \mathbb{S}_\alpha(1) \) as \( T \to \infty \).

(c) The proof follows as in the proof of Theorem 1.7, using the triangle inequality to obtain

\[
2X_T - X_T^{-} \leq \gamma_T^\wedge \leq T + 2X_T - X_T^{-},
\]

and then using the fact that \( T/a_T \to 0 \) as \( T \to \infty \). \( \square \)

**References**

[1] Josh Abramson, Jim Pitman, Nathan Ross, and Gerónimo Uribe Bravo. “Convex minorants of random walks and Lévy processes”. *Electron. Commun. Probab.* 16 (2011), pp. 423–434. DOI: 10.1214/ECP.v16-1648. URL: https://doi.org/10.1214/ECP.v16-1648.

[2] Gerold Alsmeyer, Zakhar Kabluchko, Alexander Marynych, and Vladislav Vysotsky. “How long is the convex minorant of a one-dimensional random walk?” *Electron. J. Probab.* 25 (2020), Paper No. 105, 22. DOI: 10.1214/20-ejp497. URL: https://doi.org/10.1214/20-ejp497.

[3] David Bang, Jorge I. González Cázares, and Aleksandar Mijatović. Presentation on “Asymptotic shape of the concave majorant of a Lévy process”. https://youtu.be/b0AOJm-dE3g. YouTube video. 2021.

[4] David Bang, Jorge Ignacio González Cázares, and Aleksandar Mijatović. “A Gaussian approximation theorem for Lévy processes”. *To appear in Stat. Probab. Lett.* (2021). URL: https://arxiv.org/abs/2104.13855.

[5] Jean Bertoin. “Splitting at the infimum and excursions in half-lines for random walks and Lévy processes”. *Stochastic Process. Appl.* 47.1 (1993), pp. 17–35. ISSN: 0304-4149. DOI: 10.1016/0304-4149(93)90092-I. URL: https://doi.org/10.1016/0304-4149(93)90092-I.

[6] Patrick Billingsley. *Convergence of probability measures*. Second. Wiley Series in Probability and Statistics: Probability and Statistics. A Wiley-Interscience Publication. John Wiley & Sons, Inc., New York, 1999, pp. x+277. ISBN: 0-471-19745-9. DOI: 10.1002/9780470316962. URL: https://doi.org/10.1002/9780470316962.

[7] N. H. Bingham, C. M. Goldie, and J. L. Teugels. *Regular variation*. Vol. 27. Encyclopedia of Mathematics and its Applications. Cambridge University Press, Cambridge, 1987, pp. xx+491. ISBN: 0-521-30787-2. DOI: 10.1017/CBO9780511721434. URL: https://doi.org/10.1017/CBO9780511721434.
[8] Dariusz Buraczewski, Ewa Damek, and Thomas Mikosch. *Stochastic models with power-law tails*. Springer Series in Operations Research and Financial Engineering. The equation $X = AX + B$. Springer, [Cham], 2016, pp. xv+320. ISBN: 978-3-319-29678-4; 978-3-319-29679-1. DOI: 10.1007/978-3-319-29679-1. URL: https://doi.org/10.1007/978-3-319-29679-1.

[9] Jorge Ignacio González Cázares and Aleksandar Mijatović. “Convex minorants and the fluctuation theory of Lévy processes” (2021). arXiv: 2105.15060.

[10] Jorge I. González Cázares, Aleksandar Mijatović, and Gerónimo Uribe Bravo. “Geometrically convergent simulation of the extrema of Lévy processes”. To appear in *Mathematics of Operations Research* (2021). URL: https://arxiv.org/abs/1810.11039v3.

[11] I. A. Ibragimov and Yu. V. Linnik. *Independent and stationary sequences of random variables*. With a supplementary chapter by I. A. Ibragimov and V. V. Petrov, Translation from the Russian edited by J. F. C. Kingman. Wolters-Noordhoff Publishing, Groningen, 1971, p. 443.

[12] Olav Kallenberg. *Foundations of modern probability*. Second. Probability and its Applications (New York). Springer-Verlag, New York, 2002, pp. xx+638. ISBN: 0-387-95313-2. DOI: 10.1007/978-1-4757-4015-8. URL: http://dx.doi.org/10.1007/978-1-4757-4015-8.

[13] Jürgen Kampf, Günter Last, and Ilya Molchanov. “On the convex hull of symmetric stable processes”. *Proc. Amer. Math. Soc.* 140.7 (2012), pp. 2527–2535. ISSN: 0002-9939. DOI: 10.1090/S0002-9939-2012-11128-1. URL: https://doi.org/10.1090/S0002-9939-2012-11128-1.

[14] J. F. C. Kingman. *Poisson processes*. Vol. 3. Oxford Studies in Probability. Oxford Science Publications. The Clarendon Press, Oxford University Press, New York, 1993, pp. viii+104. ISBN: 0-19-853693-3.

[15] James McRedmond and Andrew R. Wade. “The convex hull of a planar random walk: perimeter, diameter, and shape”. *Electron. J. Probab.* 23 (2018), Paper No. 131, 24. DOI: 10.1214/18-EJP257. URL: https://doi.org/10.1214/18-EJP257.

[16] Ilya Molchanov and Florian Wespi. “Convex hulls of Lévy processes”. *Electron. Commun. Probab.* 21 (2016), Paper No. 69, 11. DOI: 10.1214/16-ECP19. URL: https://doi.org/10.1214/16-ECP19.

[17] Masao Nagasawa. *Stochastic processes in quantum physics*. Vol. 94. Monographs in Mathematics. Birkhäuser Verlag, Basel, 2000, pp. xviii+598. ISBN: 3-7643-6208-1. DOI: 10.1007/978-3-0348-8383-2. URL: https://doi.org/10.1007/978-3-0348-8383-2.

[18] V. V. Petrov. *Sums of independent random variables*. Translated from the Russian by A. A. Brown, Ergebnisse der Mathematik und ihrer Grenzgebiete, Band 82. Springer-Verlag, New York-Heidelberg, 1975, pp. x+346.

[19] Valentin V. Petrov. *Limit theorems of probability theory*. Vol. 4. Oxford Studies in Probability. Sequences of independent random variables, Oxford Science Publications. The Clarendon Press, Oxford University Press, New York, 1995, pp. xii+292. ISBN: 0-19-853499-X.

[20] Jim Pitman and Gerónimo Uribe Bravo. “The convex minorant of a Lévy process”. *Ann. Probab.* 40.4 (2012), pp. 1636–1674. ISSN: 0091-1798. URL: https://doi.org/10.1214/11-AOP658.

[21] Julien Randon-Furling and Dmitry Zaporozhets. *Convex hulls of several multidimensional Gaussian random walks*. 2020. arXiv: 2007.02768.

[22] Ken-iti Sato. *Lévy processes and infinitely divisible distributions*. Vol. 68. Cambridge Studies in Advanced Mathematics. Translated from the 1990 Japanese original, Revised edition of the 1999 English translation. Cambridge University Press, Cambridge, 2013, pp. xiv+521. ISBN: 978-1-107-65649-9.
[23] Andrew R. Wade and Chang Xu. “Convex hulls of planar random walks with drift”. *Proc. Amer. Math. Soc.* 143.1 (2015), pp. 433–445. ISSN: 0002-9939. DOI: 10.1090/S0002-9939-2014-12239-8. URL: [https://doi.org/10.1090/S0002-9939-2014-12239-8](https://doi.org/10.1090/S0002-9939-2014-12239-8).

[24] Andrew R. Wade and Chang Xu. “Convex hulls of random walks and their scaling limits”. *Stochastic Process. Appl.* 125.11 (2015), pp. 4300–4320. ISSN: 0304-4149. DOI: 10.1016/j.spa.2015.06.008. URL: [https://doi.org/10.1016/j.spa.2015.06.008](https://doi.org/10.1016/j.spa.2015.06.008).

Acknowledgements

AM was supported by EPSRC grant EP/P003818/1 and the Turing Fellowship funded by the Programme on Data-Centric Engineering of Lloyd’s Register Foundation; JGC and AM are supported by The Alan Turing Institute under the EPSRC grant EP/N510129/1; JGC is supported by CoNaCyT scholarship 2018-000009-01EXTF-00624 CVU 699336; DB is funded by CDT in Mathematics and Statistics at The University of Warwick.

Department of Statistics, University of Warwick, and The Alan Turing Institute, UK

Email address: david.bang@warwick.ac.uk

Email address: jorge.gonzalez-cazares@warwick.ac.uk

Email address: a.mijatovic@warwick.ac.uk