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Abstract—A random construction of bipolar sensing matrices based on binary linear codes is introduced and its RIP (Restricted Isometry Property) is analyzed based on an argument on the ensemble average of the weight distribution of binary linear codes.

I. INTRODUCTION

Research in compressed sensing [1][2][3] is expanding rapidly. The sufficient condition for $\ell_1$-recovery based on the Restricted Isometry Property (RIP) [3][4] is one of the celebrated results in this field. The design of sensing matrices with small RIP constants is a theoretically interesting and challenging problem. Currently, random constructions provide the strongest results, and the analysis of random constructions is based on large deviations of maximum and minimum singular values of random matrices [5][3].

In the present paper, a random construction of bipolar sensing matrices based on binary linear codes is introduced and its RIP is analyzed. The column vectors of the proposed sensing matrix are nonzero codewords of a randomly chosen binary linear code. Using a generator matrix, a $p \times m$ sensing matrix can be represented by $O(p \log_2 m)$-bits. The existence of sensing matrices with the RIP is shown based on an argument on the ensemble average of the weight distribution of binary linear codes.

II. PRELIMINARIES

A. Notation

The symbols $\mathbb{R}$ and $\mathbb{F}_2$ represent the field of real numbers and the finite field with two elements $\{0, 1\}$, respectively. The set of all $p \times m$ real matrices is denoted by $\mathbb{R}^{p \times m}$. In the present paper, the notation $x \in \mathbb{R}^p$ indicates that $x$ is a column vector of length $p$. The notation $|| \cdot ||_p$ denotes $\ell_p$-norm ($1 \leq p < \infty$) defined by

$$ ||x||_p \triangleq \left( \sum_{i=1}^{p} |x_i|^p \right)^{1/p}. \quad (1) $$

The $\ell_0$-norm is defined by

$$ ||x||_0 \triangleq |\text{supp}(x)|, \quad (2) $$

where $\text{supp}(x)$ denotes the index set of nonzero components of $x$. The functions $w_h(\cdot)$ and $d_h(\cdot, \cdot)$ are the Hamming weight and Hamming distance functions, respectively.

B. Restricted isometry property (RIP)

Let $\Phi \triangleq \{ \phi_1, \ldots, \phi_m \} \in \mathbb{R}^{p \times m}$ be a $p \times m$ real matrix, where the $\ell_2$-norm of the $j$-th ($j \in [1, m]$) column vector $\phi_j$ is normalized to one, namely, $||\phi_j||_2 = 1$. The notation $[a, b]$ represents the set of consecutive integers from $a$ to $b$.

The restricted isometry property of $\Phi$ introduced by Candes and Tao [3] plays a key role in a sufficient condition of $\ell_1$-recovery.

Definition 1: A vector $x \in \mathbb{R}^m$ is called an $S$-sparse ($S \in [1, m]$) vector if $||x||_0 \leq S$. If there exists a real number $\delta (0 \leq \delta < 1)$ satisfying

$$ (1 - \delta)||x||_2^2 \leq ||\Phi x||_2^2 \leq (1 + \delta)||x||_2^2 \quad (3) $$

for any $S$-sparse vector $x \in \mathbb{R}^m$, then we say that $\Phi$ has the RIP of order $S$. If $\Phi$ has the RIP of order $S$, then the smallest constant satisfying (3) is called the RIP constant of $\Phi$, which is denoted by $\delta_S$.

Assume that $\Phi$ has the RIP with small $\delta_S$. In such a case, any sub-matrix composed from $Q$-columns ($1 \leq Q \leq S$) of $\Phi$ is nearly orthonormal.

Recently, Candes [4] reported the relation between the RIP and the $\ell_1$-recovery property. A portion of the main results of [4] is summarized as follows. Let $S \in [1, m]$, and assume that $\Phi$ has the RIP with

$$ \delta_{2S} \leq \sqrt{2} - 1. \quad (4) $$

For any $S$-sparse vector $e \in \mathbb{R}^m$ (i.e., $||e||_0 \leq S$), the solution of the following $\ell_1$-minimization problem

$$ \text{minimize} ||d||_1 \text{ subject to } \Phi d = s \quad (5) $$

coincides exactly with $e$, where $s = \Phi e$. Note that [4] considers stronger reconstruction results (i.e., robust reconstruction). The matrix $\Phi$ in (4) is called a sensing matrix.

C. Relation between incoherence and the RIP

The incoherence of $\Phi$ defined below and the RIP constant are closely related.

Definition 2: The incoherence of $\Phi$ is defined by

$$ \mu(\Phi) \triangleq \max_{i,j \in [1,m], i \neq j} |\phi_i^T \phi_j|. \quad (6) $$

\[\square\]
The following lemma shows the relation between the incoherence and the RIP constant. Similar bounds are well known (e.g., [9]).

**Lemma 1:** Assume that $\Phi \in \mathbb{R}^{p \times m}$ is given. For any $S \subseteq [1, m]$, $\delta_S$ is upper bounded by

$$\delta_S < \mu(\Phi) S. \tag{7}$$

An elementary proof (different from that in [9]) is presented in Appendix.

**III. CONSTRUCTION OF SENSING MATRICES BASED ON BINARY LINEAR CODES**

In this section, we present a construction method for sensing matrices based on binary linear codes. A sensing matrix obtained from this construction has a concise description. A sensor can store a generator matrix of a binary linear code, instead of the entire sensing matrix.

**A. Binary to bipolar conversion function**

The function $\beta_p : F_2^p \rightarrow \mathbb{R}^p$ is called a binary to bipolar conversion function defined by

$$\beta : x \in F_2^p \mapsto \frac{1}{\sqrt{p}}(e - 2x) \in \mathbb{R}^p, \tag{8}$$

where $e$ is an all-one column vector of length $p$. Namely, using the binary to bipolar conversion function, a binary sequence is converted to a $\{+1/\sqrt{p}, -1/\sqrt{p}\}$-sequence.

The following lemma demonstrates that the inner product of two bipolar sequences $\beta_p(a)$ and $\beta_p(b)$ is determined from the Hamming distance between the binary sequences $a$ and $b$.

**Lemma 2:** For any $a, b \in F_2^p$, the inner product of $\beta_p(a)$ and $\beta_p(b)$ is given by

$$\beta_p(a)^T \beta_p(b) = 1 - \frac{2d_h(a, b)}{p}. \tag{9}$$

(Proof) Let $\beta_p(a) = (a_1, \ldots, a_p)^T$ and $\beta_p(b) = (b_1, \ldots, b_p)^T$. Define $Y_1$ and $Y_2$ by

$$Y_1 \triangleq \{i \in [1, p] : a_i = b_i\}, \quad Y_2 \triangleq \{i \in [1, p] : a_i \neq b_i\}, \tag{10}$$

where $|Y_1| = p - d_h(a, b)$ and $|Y_2| = d_h(a, b)$. Equation (9) is derived as follows:

$$\beta_p(a)^T \beta_p(b) = \sum_{i=1}^{p} a_i b_i = \sum_{i \in Y_1} a_i b_i + \sum_{i \in Y_2} a_i b_i$$

$$= \frac{1}{p} \sum_{i \in Y_1} b_i + \sum_{i \in Y_2} \left(1 - \frac{1}{p}\right)$$

$$= (p - d_h(a, b)) \frac{1}{p} + d_h(a, b) \left(1 - \frac{1}{p}\right)$$

$$= 1 - \frac{2d_h(a, b)}{p}. \tag{11}$$

It is easy to confirm that $\beta_p(a)$ is normalized, i.e., $\|\beta_p(a)\|_2 = 1$, for any $a \in F_2^p$.

**B. Construction of the sensing matrix**

Let $H \in \mathbb{R}^p \times r (p > r)$ be a binary $r \times p$ parity check matrix where $2^{r-p} \geq p$ holds. The binary linear coded $C(H)$ defined by $H$ is given by

$$C(H) \triangleq \{x \in \mathbb{R}^p : H x = 0^r\}, \tag{12}$$

where $0^r$ is a zero-column vector of length $r$. The following definition gives the construction of sensing matrices.

**Definition 3:** Assume that all of the nonzero codewords of $C(H)$ are denoted by $c_1, c_2, \ldots, c_M$ (based on any predefined order), where $M = 2^{p - \text{rank}(H)} - 1 \geq 2^{r-p} - 1$. The sensing matrix $\Phi(H) \in \mathbb{R}^{p \times m}$ is defined by

$$\Phi(H) \triangleq (\beta_p(c_1), \beta_p(c_2), \ldots, \beta_p(c_m)), \tag{13}$$

where $m = 2^{r-p} - 1$. If $\Phi(H)$ has the RIP of order $\delta$, the RIP constant corresponding to $\Phi(H)$ is denoted by $\delta(\Phi(H))$. Since the order of the columns is unimportant, we do not distinguish between sensing matrices of different column order (or choice of codewords from $C(H)$).

If the weights of all nonzero codewords of $C(H)$ are very close to $p/2$, then the incoherence of $\Phi(H)$ becomes small, as described in detail in the following lemma.

**Lemma 3:** Assume that $\epsilon(0 < \epsilon < 1)$ is given and that

$$\left(1 - \frac{\epsilon}{2}\right) p \leq w_h(c) \leq \left(1 + \frac{\epsilon}{2}\right) p \tag{14}$$

holds for any $c \in C(H) \setminus \{0^r\}$. In such a case, the incoherence $\mu(\Phi(H))$ is upper bounded by

$$\mu(\Phi(H)) \leq \epsilon. \tag{15}$$

(Proof) For any pair of codewords $a, b(a \neq b) \in C(H)$, the Hamming weight of $a + b$ is in the range:

$$\left(1 - \frac{\epsilon}{2}\right) p \leq w_h(a + b) \leq \left(1 + \frac{\epsilon}{2}\right) p. \tag{16}$$

due to the linearity of $C(H)$. This means that

$$\left(1 - \frac{\epsilon}{2}\right) p \leq d_h(a, b) \leq \left(1 + \frac{\epsilon}{2}\right) p \tag{17}$$

holds for any $a, b \in C(H)(a \neq b)$. Using Lemma 2, we immediately obtain

$$\forall i, j(i \neq j) \in [1, m], -\epsilon \leq \beta_p(c_i)^T \beta_p(c_j) \leq \epsilon, \tag{18}$$

where

$$\Phi(H) = (\beta_p(c_1), \beta_p(c_2), \ldots, \beta_p(c_m)). \tag{19}$$

The definition of incoherence and the above inequalities lead to an upper bound on the incoherence:

$$\mu(\Phi(H)) \leq \epsilon. \tag{20}$$
C. Analysis based on ensemble average of weight distribution

We here consider binary linear codes whose weight distribution is tightly concentrated around the Hamming weight $p/2$. Before starting the analysis, we introduce the weight distribution $\{A_w(H)\}_{w \in [1,n]}$, which is defined by

$$A_w(H) \triangleq \{|c: c \in C(H), w_h(c) = w\}|.$$  \hfill (21)

In the present paper, we consider an ensemble of binary parity check matrices, which is referred to herein as the random ensemble. The random ensemble $R_{r,p}$ contains all binary $r \times p$ matrices. Equal probability $P(H) = 1/2^p$ is assigned to each matrix in $R_{r,p}$. Let $f$ be a real-valued function defined on $R_{r,p}$, which can be considered as a random variable defined over the ensemble $R_{r,p}$. The expectation of $f$ with respect to the ensemble $R_{r,p}$ is defined by

$$E_{R_{r,p}}[f] \triangleq \sum_{H \in R_{r,p}} P(H)f(H).$$  \hfill (22)

The expectation of weight distributions with respect to the random ensemble has been reported to be

$$E_{R_{r,p}}[A_w(H)] = \binom{p}{w} 2^{-r}.$$  \hfill (23)

In the following, a combination of average weight distribution and Markov inequality is used to show that the RIP holds for $\Phi(H)$ with overwhelmingly high probability.

Lemma 4: Assume that we draw a parity check matrix from $R_{r,p}$. The probability of selecting $H$ that satisfies $\mu(\Phi(H)) \leq \epsilon$ is lower bounded by

$$1 - 2^{1-r} \sum_{w=0}^{\lfloor (\frac{p}{2})^2 \rfloor} \binom{p}{w}.$$  \hfill (24)

Proof: Let us define $K_\epsilon(H)$ as

$$K_\epsilon(H) \triangleq \sum_{w=1}^{\lfloor (\frac{p}{2})^2 \rfloor} A_w(H) + \sum_{w=\lfloor (\frac{p}{2})^2 \rfloor}^p A_w(H)$$  \hfill (25)

for $H \in R_{r,p}$. The condition $K_\epsilon(H) = 0$ implies that

$$\left(1 - \frac{\epsilon}{2}\right)p \leq w_h(c) \leq \left(1 + \frac{\epsilon}{2}\right)p$$  \hfill (26)

for any $c \in C(H) \setminus \{0^p\}$. Namely, if $K_\epsilon(H) = 0$ holds, then $\mu(\Phi(H))$ is proven to be smaller than or equal to $\epsilon$ by Lemma

Next, we evaluate the ensemble expectation of $K_\epsilon(H)$:

$$E_{R_{r,p}}[K_\epsilon(H)] = \sum_{w=1}^{\lfloor (\frac{p}{2})^2 \rfloor} E_{R_{r,p}}[A_w(H)] + \sum_{w=\lfloor (\frac{p}{2})^2 \rfloor}^p E_{R_{r,p}}[A_w(H)]$$

$$= \sum_{w=1}^{\lfloor (\frac{p}{2})^2 \rfloor} 2^{-r} \binom{p}{w} + \sum_{w=\lfloor (\frac{p}{2})^2 \rfloor}^p 2^{-r} \binom{p}{w}$$

$$< 2^{1-r} \sum_{w=0}^{\lfloor (\frac{p}{2})^2 \rfloor} \binom{p}{w}.$$  \hfill (27)

The final inequality is due to the following identity on the binomial coefficients:

$$\forall w \in [0,p], \quad \binom{p}{w} = \binom{p}{p-w}.$$  \hfill (28)

Using the Markov inequality, we obtain the following upper bound on the probability of the event $K_\epsilon(H) \geq 1$:

$$\Pr[K_\epsilon(H) \geq 1] \leq E_{R_{r,p}}[K_\epsilon(H)]$$

$$< 2^{1-r} \sum_{w=0}^{\lfloor (\frac{p}{2})^2 \rfloor} \binom{p}{w}.$$  \hfill (29)

Since $K_\epsilon(H)$ takes a non-negative integer-value, we have

$$\Pr[K_\epsilon(H) = 0] > 1 - 2^{1-r} \sum_{w=0}^{\lfloor (\frac{p}{2})^2 \rfloor} \binom{p}{w}.$$  \hfill (30)

This completes the proof.

The following theorem is the main contribution of the present paper.

Theorem 1: Assume that $H$ is chosen randomly according to the probability assignment of $R_{r,p}$. If

$$S < Z \sqrt{\frac{p}{\log_2 m}},$$  \hfill (31)

holds, then $\delta_{2S}(H) < \sqrt{2} - 1$ holds with probability greater than

$$1 - 2^{1-p+r},$$  \hfill (32)

where $m = 2^p - 1$. The constant $Z$ is given by

$$Z \triangleq \frac{\sqrt{2} - 1}{2\sqrt{6}}.$$  \hfill (33)

Proof: A simpler upper bound on

$$2^{1-r} \sum_{w=0}^{\lfloor (\frac{p}{2})^2 \rfloor} \binom{p}{w}$$  \hfill (34)

is required. Using the inequality on binomial coefficients:

$$\binom{p}{w} \leq 2^{pH(w/p)},$$  \hfill (35)
we have
\[
2^{1-r} \sum_{w=0}^{p} \left( \frac{1}{w} \right)^{p} \leq 2^{1-r} \sum_{w=0}^{p} 2^{pH(w/p)} < 2^{1-r} \times p \times 2^{pH(\frac{1}{w})} = 2^{1-r+\log_{2} p + pH(\frac{1}{w})},
\] (36)
where \( H(x) \) is the binary entropy function defined by
\[ H(x) \triangleq -x \log_{2} x - (1-x) \log_{2}(1-x). \] (37)

In order to consider the exponent of an upper bound, we take the logarithm of (34) and obtain an upper bound of the exponent:
\[
\log_{2} \left[ 2^{1-r} \sum_{w=0}^{p} \left( \frac{1}{w} \right)^{p} \right] < 1 + \log_{2}(m+1) - p + \log_{2} p + pH(\frac{1-\epsilon}{2}) < 1 + 2\log_{2}(m+1) - \frac{1}{2} pe^{2} \] (39)

In the above derivation, we used the relation
\[ r = p - \log_{2}(m+1) \] (40)
and the assumption \( 2^{p-r} \geq p \). A quadratic upper bound on the binary entropy function (Lemma 6 in Appendix) was also exploited to bound the entropy term.

Letting
\[ \epsilon \triangleq \sqrt{\frac{6 \log_{2}(m+1)}{p}}, \] (41)
we have
\[ 1 + 2\log_{2}(m+1) - \frac{1}{2} pe^{2} = 1 - \log_{2}(m+1) = 1 - p + r. \] (42)

Lemma 1 and Lemma 4 imply that, in this case, \( \delta_{S}(H) < \epsilon S \) holds with probability greater than \( 1 - 2^{1-p+r} \). Due to Lemma 1, the \( \ell_{1} \)-recovery condition (4) can be written as
\[ \delta_{2S} < 2 \sqrt{\frac{6 \log_{2}(m+1)}{p}} S < \sqrt{2} - 1. \] (43)

From this inequality, we have
\[ S < Z \sqrt{\frac{p}{\log_{2}(m+1)}} < Z \sqrt{\frac{p}{\log_{2} m}}, \] (44)
which proves the claim of the theorem.

**D. Asymptotic analysis**

In this subsection, the asymptotic properties of the proposed construction are given.

**Lemma 5:** Assume that we draw a parity check matrix from \( R_{r,p} \). The probability of selecting \( H \) that satisfies \( \mu(\Phi(H)) \leq \epsilon \) is upper bounded by
\[
\frac{(1 - 2^{-r})2^{1+r} \sum_{w=0}^{p} \left( \frac{p}{w} \right) (p)}{2 \sum_{w=0}^{p} \left( \frac{p}{w} \right) (p) - 1}.
\] (45)

(Proof) Here, we use a variant of Chebyshev’s inequality [11]:
\[
\text{Prob}[K_{r}(H) = 0] \leq \frac{\text{VAR}_{K_{r},p}(K_{r}(H))}{E_{R_{r,p}}[K_{r}(H)]^{2}},
\] (46)
where \( \text{VAR}_{K_{r},p}(\cdot) \) denotes the variance with respect to \( R_{r,p} \). The variance \( \text{VAR}_{K_{r},p}(K_{r}(H)) \) is given by
\[
\text{VAR}_{K_{r},p}(K_{r}(H)) = \sum_{w_{1}=1}^{A} \sum_{w_{2}=1}^{B} \text{Cov}(w_{1}, w_{2}) + \sum_{w_{1}=1}^{A} \sum_{w_{2}=B}^{B} \text{Cov}(w_{1}, w_{2}) + \sum_{w_{1}=B}^{B} \sum_{w_{2}=B}^{B} \text{Cov}(w_{1}, w_{2}),
\] (47)
where \( A = \lfloor (1-\epsilon)p/2 \rfloor \) and \( B = \lceil (1+\epsilon)p/2 \rceil \). The covariance of weight distributions denoted by \( \text{Cov}(w_{1}, w_{2}) \) is defined as follows:
\[
\text{Cov}(w_{1}, w_{2}) \triangleq E_{R_{r,p}}[A_{w_{1}(H)}A_{w_{2}(H)}] - E_{R_{r,p}}[A_{w_{1}(H)}]E_{R_{r,p}}[A_{w_{2}(H)}] \] (48)
for \( w_{1}, w_{2} \in [1, n] \). The covariance for the random ensemble has the following closed formula [10]:
\[
\text{Cov}(w_{1}, w_{2}) = \begin{cases} (1 - 2^{-r})2^{-r} \left( \frac{p}{w_{1}} \right) & w_{1} = w_{2} = w, \\ 0 & w_{1} \neq w_{2} \end{cases}
\] (49)
for \( w_{1}, w_{2} \in [1, n] \). Applying the covariance formula to (47), we have
\[
\text{VAR}_{K_{r},p}(K_{r}(H)) = (1 - 2^{-r})2^{-r} \left( \sum_{w_{1}=1}^{A} \left( \frac{p}{w_{1}} \right) + \sum_{w_{2}=B}^{B} \left( \frac{p}{w_{2}} \right) \right) \] (50)
Plugging the expectation of \( K_{r}(H) \)
\[
E_{R_{r,p}}[K_{r}(H)] = 2^{-r} \left( \sum_{w_{1}=1}^{A} \left( \frac{p}{w_{1}} \right) + \sum_{w_{2}=B}^{B} \left( \frac{p}{w_{2}} \right) \right) \] (51)
and the upper bound on the variance (50) into (46) proves the lemma.
The asymptotic behavior of $\text{Prob}[K_r(H) = 0]$ and $\text{Prob}[K_r(H) \neq 0]$ is summarized in the following theorem.

**Theorem 2:** Assume that $\alpha = r/p$ is fixed ($0 < \alpha < 1$).

Let

$$f_1(\alpha, \epsilon) \triangleq \lim_{p \to \infty} \frac{1}{p} \log_2 \text{Prob}[K_r(H) = 0]$$

$$f_2(\alpha, \epsilon) \triangleq \lim_{p \to \infty} \frac{1}{p} \log_2 \text{Prob}[K_r(H) \neq 0].$$

The following inequalities give upper bounds on $f_1(\epsilon)$ and $f_2(\epsilon)$, respectively:

$$f_1(\epsilon, \alpha) < \alpha - H\left(\frac{1 - \epsilon}{2}\right),$$

$$f_2(\epsilon, \alpha) < -\alpha + H\left(\frac{1 - \epsilon}{2}\right).$$

(Proof) We first discuss (54). Let

$$X \triangleq \sum_{w=0}^{\left\lfloor (1-\epsilon)p/2 \right\rfloor} \binom{p}{w}.$$  

Using the inequality on the binomial coefficients

$$\binom{p}{w} \geq \frac{1}{(p+1)^2} 2^{pH(w/p)},$$

$X$ can be bounded from below:

$$X > \left(\frac{p}{\left\lfloor (1-\epsilon)p/2 \right\rfloor}\right)^p \geq \frac{1}{(p+1)^2} 2^{pH((1-\epsilon)/2-1/p)}.$$  

The inequality (55) can be simplified as

$$\frac{(1 - 2^{-\alpha p})^{2^1 + \alpha p} X}{(2X - 1)^2} < 2^{1 + \alpha p} X^{-1}$$

for sufficiently large $X$. The right-hand side of the above inequality can be bounded from above using (58):

$$2^{1 + \alpha p} X^{-1} \leq (p+1)^2 2^{1 + \alpha p - pH((1-\epsilon)/2-1/p)}.$$  

We are now able to derive the inequality given in (54) as follows:

$$\lim_{p \to \infty} \frac{1}{p} \log_2 \left[(p+1)^2 2^{1 + \alpha p - pH((1-\epsilon)/2-1/p)}\right] = \alpha - H\left(\frac{1 - \epsilon}{2}\right).$$

Theorem 2 implies a sharp threshold behavior in the asymptotic regime. Let $\alpha^*(\epsilon)$ be

$$\alpha^*(\epsilon) \triangleq H\left(\frac{1 - \epsilon}{2}\right),$$

which is referred to as the critical exponent. If $\alpha < \alpha^*(\epsilon)$, (54) means that the probability to draw a $p \times r$ matrix with $\mu(\Phi(H)) \leq \epsilon$ decreases exponentially as $p$ goes to infinity. On the other hand, (55) indicates that the probability not to select a matrix with $\mu(\Phi(H)) \leq \epsilon$ decreases exponentially if $\alpha > \alpha^*(\epsilon)$.

### IV. Concluding remarks

In the present paper, a construction of a bipolar sensing matrix is introduced and its RIP is analyzed. The existence of sensing matrices with the RIP has been shown based on a probabilistic argument. An advantage of this type of sensing matrix is its compactness. A sensor requires $O(pm)$-bits in order to store a truly random $p \times m$ bipolar matrix. On the other hand, we need only $O(p \log_2 m)$-bits to store $\Phi(H)$ because we can use a generator matrix of $C(H)$ as a compact representation of $C(H)$. However, this limited randomness of matrices results in a penalty on the RIP constant. Although the present construction is based on a probabilistic construction, the results shown in Theorem 1 are weaker than the $\ell_1$-recovery condition $O(S \log_e(m/S)) < p$ for the truly random $p \times m$ bipolar matrix ensemble shown in (5). The condition shown in Theorem 1 can be written as $O(S \sqrt{\log_2 m}) < \sqrt{p}$ and is more similar to the conditions of deterministic constructions, such as that given in [7].

Lemma 3 may be useful for evaluating the goodness of a randomly generated instance. The weight distribution of $C(H)$ can be evaluated with time complexity $O(mp)$, and an upper bound on the RIP constant can be obtained using Lemma 3.

### APPENDIX

**Lemma 6:** The following inequality holds for $0 < x < 1$.

$$-2 \left(x - \frac{1}{2}\right)^2 \geq H(x) - 1$$

(Proof) Let $f(x)$ be

$$f(x) \triangleq -2 \left(x - \frac{1}{2}\right)^2 - \left(H(x) - 1\right)$$

the domain of which is $0 < x < 1$. The first and second derivatives of $f(x)$ are given by

$$f'(x) = -4 \left(x - \frac{1}{2}\right) - \log_2(1 - x) + \log_2 x$$

and

$$f''(x) = -4 + \left(\frac{1}{1 - x} + \frac{1}{x}\right) \frac{1}{\log_2 e}$$

respectively. It is easy to verify that $f''(x) > 0$ for $0 < x < 1$, which indicates that $f(x)$ is convex. Thus, we can obtain the global minimum of $f(x)$ by solving $f'(x) = 0$, and we have $f(1/2) = 0$ and $f(1/2) = 0$.  

---

1This bound becomes tighter as $x$ approaches to 1/2.
Proof of Lemma [7]

Let $Q$ be an index set satisfying $Q \subset \{1, \ldots, m\}$, $|Q| \leq S$. For any $c = (c_i)_{i \in Q} \in \mathbb{R}^{|Q|}$, we have

$$
||\Phi_Q c||_2^2 = (\Phi_Q c)^T (\Phi_Q c) = \left( \sum_{i \in Q} c_i \phi_i \right)^T \left( \sum_{j \in Q} c_j \phi_j \right) = \sum_{i \in Q} \sum_{j \in Q} c_i c_j \phi_i^T \phi_j = \sum_{i,j \in Q} c_i c_j \phi_i^T \phi_j \leq \sum_{i \in Q} c_i^2 + \sum_{i,j \in Q(i \neq j)} |c_i c_j| \phi_i^T \phi_j 
$$

(67)

where $\Phi_Q$ is a sub-matrix of $\phi$ composed from the columns corresponding to the index set $Q$. For any $a, b \in \mathbb{R}$,

$$(a^2 + b^2)/2 \geq |ab|$$

holds since $(|a| - |b|)^2 = a^2 + b^2 - 2|ab| \geq 0$. We use this inequality to bound $|c_i c_j|$ in (67) and obtain

$$
||\Phi_Q c||_2^2 \leq \sum_{i \in Q} c_i^2 + \mu(\Phi) \sum_{i,j \in Q(i \neq j)} |c_i c_j| < \sum_{i \in Q} c_i^2 + \mu(\Phi) \sum_{i,j \in Q(i \neq j)} \left( \frac{c_i^2 + c_j^2}{2} \right) = \sum_{i \in Q} c_i^2 + \mu(\Phi) |Q| \sum_{i \in Q} c_i^2 = ||c||_2^2 (1 + \mu(\Phi) |Q|) \leq ||c||_2^2 (1 + \mu(\Phi) S).
$$

Similarly, $||\Phi_Q c||_2^2$ can be lower bounded by $||\Phi_Q c||_2^2 \geq ||c||_2^2 (1 - \mu(\Phi) S)$. From the definition of $\delta_S$, the lemma is proven.
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