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Abstract

Let \(\{X_v : v \in \mathbb{Z}^d\}\) be i.i.d. random variables. Let \(S(\pi) = \sum_{v \in \pi} X_v\) be the weight of a self-avoiding lattice path \(\pi\). Let
\[
M_n = \max\{S(\pi) : \pi \text{ has length } n \text{ and starts from the origin}\}.
\]
We are interested in the asymptotics of \(M_n\) as \(n \to \infty\).

This model is closely related to the first passage percolation when the weights \(\{X_v : v \in \mathbb{Z}^d\}\) are non-positive and it is closely related to the last passage percolation when the weights \(\{X_v, v \in \mathbb{Z}^d\}\) are non-negative. For general weights, this model could be viewed as an interpolation between first passage models and last passage models. Besides, this model is also closely related to a variant of the position of right-most particles of branching random walks.

Under the two assumptions that \(\exists \alpha > 0, E(X_0^+) (\log^+ X_0^+) d + \alpha < +\infty\) and that \(E[X_0^+] < +\infty\), we prove that there exists a finite real number \(M\) such that \(M_n/n\) converges to a deterministic constant \(M\) in \(L^1\) as \(n\) tends to infinity. And under the stronger assumptions that \(\exists \alpha > 0, E(X_0^+) (\log^+ X_0^+) d + \alpha < +\infty\) and that \(E[(X_0^+)^4] < +\infty\), we prove that \(M_n/n\) converges to the same constant \(M\) almost surely as \(n\) tends to infinity.

1 Introduction

Let \(\{X_v : v \in \mathbb{Z}^d\}\) be i.i.d. random variables. We consider self-avoiding paths in a \(d\)-dimensional lattice defined as follows: A self-avoiding path of length \(n\) starting from \(v\) is a sequence of different vertices \(v_1 = v, v_2, \ldots, v_n\) such that \(v_i\) and \(v_{i+1}\) are adjacent on the graph \(\mathbb{Z}^d\). For a self-avoiding path \(\pi\), its weight is defined by
\[
S(\pi) = \sum_{v \in \pi} X_v.
\]

Define
\[
M_n = \max\left\{S(\pi) : \pi \text{ is a self-avoiding path of length } n \text{ starting from the origin}\right\}.
\]
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If \( S(\pi) = M_n \) for a path of length \( n \) starting from the origin, we call \( \pi \) a greedy lattice path.

In the present paper, we are interested in the asymptotics of \( M_n \) as \( n \to \infty \). When \( \{X_v : v \in \mathbb{Z}^d\} \) are i.i.d. non-negative random variables, Gandolfi and Kesten have proved in [GK94] that there exists \( M \in (0, +\infty) \) such that

\[
\frac{M_n}{n} \xrightarrow{n \to \infty} M \quad \text{a.s. and in } L^1
\]

under the moment condition

\[
\exists \alpha > 0, E(X_0^d (\log^+ X_0)^{d+\alpha}) < +\infty.
\]

One motivation for considering general weights instead of non-negative weights is to generalize the results of Gandolfi and Kesten. We show that similar results hold when \( X_0 \) could possibly take negative values:

**Theorem 1.1.** Let \( x^+ = \max(x, 0) \), \( x^- = \max(-x, 0) \), \( \log^+(x) = \max(\log x, 0) \). Assume that there exists \( \alpha > 0 \) such that

\[
E((X_0^+)^d (\log^+ X_0)^{d+\alpha}) < +\infty
\]

and that \( E(X_0^-) < +\infty \). Then, there exists \( M \in (-\infty, +\infty) \) such that

\[
\frac{M_n}{n} \xrightarrow{n \to \infty} M \quad \text{in } L^1.
\]

If we further assume that \( E((X_0^-)^4) < +\infty \), then

\[
\frac{M_n}{n} \xrightarrow{n \to \infty} M \quad \text{a.s.}
\]

**Remark 1.1.** For \( d \geq 2 \), when the distribution of \( X_0 \) is non-degenerate, the limit \( M \) in Theorem 1.1 is strictly greater than \( EX_0 \). To show this, one could use the idea of the proof of Theorem 7.4 in [SW78].

Next, we wish to discuss the other two motivations for considering the generalization from positive weights to general weights. The second motivation for considering general weights is to unify first passage models and last passage models. Indeed, when the weights \( X_v \) are non-positive, our model is closely related to first passage percolations. We refer to [ADHI17] for an overview of first passage percolation models. View \( -X_v \) as the time for passing through the vertex \( v \). Let \( C(t) \) be the cluster of vertices that could be reached within time \( t \) from the origin. Then, if \( -M_n > t \), then each self-avoiding path of length \( n \) has the passage time greater than \( t \). Hence, the distance from the origin to the boundary of \( C(t) \) is less than \( n \). Or equivalently, the inner radius of \( C(t) \) is less than \( n \).

Similarly, when the weights \( X_v \) are non-negative, the behavior of \( M_n \) is closely related to last passage percolations. So, our model with general weights generalizes both the first passage models and last passage models. It serves as an interpolation between these two kinds of models. Thus, by looking
at the model with general weights, there may exist a chance for discovering the connection between first passage models and last passage models and for better understanding these two kinds of models.

The third motivation for studying the case of general weights is related to branching random walks. We refer to Shi15 for a detailed study of branching random walks. Consider one dimensional branching random walks with deterministic binary branching mechanism. One can interpret $X_v$ as one-step displacement of a particle in branching random walks. Then, the position of the right-most particle of the $n$-th generation is precisely $M_{n+1} - X_0$ on the binary tree, where the origin of $Z^d$ is replaced by the root of the binary tree. If the branching process is a super-critical Galton-Watson process, then the position of the right-most particle of the $n$-th generation is exactly $M_{n+1} - X_0$ on the Galton-Watson tree. Again, compared with the model on $Z^d$, the starting point of self-avoiding paths is the root of the Galton-Watson tree instead of the origin of $Z^d$. In this manner, the position of the right-most particle of a one dimensional branching random walk is closely related with the weight of the greedy path on a random tree. One may make a natural extension and consider similar problems on other graphs instead of trees. We consider the problem on $Z^d$. The correlation is stronger and the problem is more difficult due to the absence of the tree structure in our opinion. For $M_n$ on the binary tree, it is known that $M_n$ grows asymptotically linearly in $n$ under natural assumptions on the weights, see [Shi15 Theorem 1.3] for the speed of left-most particle in general branching random walks. (By considering the mirror symmetry about the origin, the left-most particle changes to the right-most particle.) It is interesting to see that $M_n$ also grows linearly in $n$ on the graph $Z^d$ according to Theorem 1.4.

Next, we briefly present the proof strategy. The general idea of the proof is to truncate the variables \( \{X_v : v \in Z^d\} \) and consider the weight \( M_\geq-m \) of the greedy lattice paths associated with the weights \( \{X_v \vee (-m) : v \in Z^d\} \). By Theorem 1 in [CK94], \( M_\geq-m/n \) converges towards a finite real number \( M_\geq-m \) almost surely and in \( L^1 \) as \( n \to \infty \). Finally, we show that \( M_\geq-m \) is a good approximation of \( M_n \) and \( M_n/n \) converges to \( M = \inf_m M_\geq-m \). This general idea is similar to the study of greedy lattice animals with negative weights in [DGK01]. We give the details of the proof in Section 2.

Our results are not optimal. We present conjectures on the possibly optimal result in Section 3.

2 Proof of the linear growth

For an event $A$, let $1[A]$ be the indicator function of $A$. Fix an order $\preceq$ of $Z^d$. It induces a lexicographic order on the space of lattice paths of length $n$. For $m > 0$, let $\pi_n^{\geq-m}$ be the greedy lattice path of length $n$ starting from the origin associated with the weights $\{X_v \vee (-m) : v \in Z^d\}$ such that $\pi_n^{\geq-m}$ is the smallest in lexicographic order among all such greedy lattice paths. Recall that $M_\geq-m/n$ is the weight of $\pi_n^{\geq-m}$, and that $M_n$ is the weight of a greedy lattice path.
of length \(n\) starting from the origin associated with the weights \(\{X_v : v \in \mathbb{Z}^d\}\). By [GK94, Theorem 1], since there exists \(\alpha > 0\) such that
\[
E((X_0 + m) \vee 0)^d (\log^+((X_0 + m) \vee 0))^{d+\alpha} < +\infty,
\]
there exists \(M^{\geq -m} \in (-\infty, +\infty)\) such that
\[
\frac{M^{\geq -m}}{n} \to \infty \text{ as and in } L^1. \tag{1}
\]
Define
\[
M = \lim_{m \to \infty} M^{\geq -m}. \tag{2}
\]
Note that \(M^{\geq -m} \geq E(X_0 \vee (-m))\). Hence, \(M \in [E(X_0), +\infty)\). Note that \(M_n \leq M_n^{\geq -m}\) for any \(m > 0\). On the other hand, for \(m > 0\), we have that
\[
M_n \geq S(\pi_n^{\geq -m}) = \sum_{v \in \pi_n^{\geq -m}} X_v = M_n^{\geq -m} - \sum_{v \in \pi_n^{\geq -m}} (-m - X_v)1[X_v \leq -m].
\]
Hence, we have that
\[
|M_n/n - M| \leq |M_n^{\geq -m}/n - M^{\geq -m}| + |M^{\geq -m} - M| + \sum_{v \in \pi_n^{\geq -m}} (-m - X_v)1[X_v \leq -m]/n. \tag{3}
\]
Firstly, we prove the \(L^1\) convergence: Given the greedy lattice path \(\pi_n^{\geq -m}\), the conditional expectation of \(\sum_{v \in \pi_n^{\geq -m}} (-m - X_v)1[X_v \leq -m]\) is equal to
\[
E(-m - X_0|X_0 \leq -m) N_n(m),
\]
where \(N_n(m)\) is the number of sites on \(\pi_n^{\geq -m}\) with weight \(-m\), i.e.
\[
N_n(m) = \sum_{v \in \pi_n^{\geq -m}} 1[X_v \leq -m].
\]
Then, we have that
\[
E \left( \sum_{v \in \pi_n^{\geq -m}} (-m - X_v)1[X_v \leq -m] \right) = E(N_n(m))E(-m - X_0|X_0 \leq -m). \tag{4}
\]
We will need the following lemma.

**Lemma 2.1.** For \(k \geq 1\), we have that
\[
E \prod_{j=0}^{k-1} (N_n(m) - j) \leq \prod_{j=0}^{k-1} (n - j) P(X_0 \leq -m)^k.
\]
Remark 2.1. It suffices to prove Lemma 2.1 for \( n \geq k \). For \( n \leq k - 1 \), both sides equal to 0 and the inequality trivially holds.

We postpone the proof of Lemma 2.1 and proceed with the proof of Theorem 1.1. By (3), (4) and Lemma 2.1 with \( k = 1 \), we have that
\[
E[M_n/n - M] \leq E[|M_n^{\geq-m}/n - M^{\geq-m}| + |M^{\geq-m} - M|] \\
+ E((-m - X_0)1[X_0 \leq -m]).
\]
By (4), for \( m > 0 \), we have that
\[
\limsup_{n \to \infty} E[M_n/n - M] \leq |M^{\geq-m} - M| + E((-m - X_0)1[X_0 \leq -m]).
\]
Note that
\[
\lim_{m \to \infty} |M^{\geq-m} - M| = 0
\]
and that
\[
\lim_{m \to \infty} E((-m - X_0)1[X_0 \leq -m]) = 0.
\]
Hence, \( \lim_{n \to \infty} E[M_n - M] = 0 \), i.e. \( M_n \overset{n \to \infty}{\to} M \) in \( L^1 \).

Next, we prove the almost sure convergence: Denote by \( Y \) a binomial random variable with parameter \( (n, P(X_0 \leq -m)) \). Then, we have that
\[
E \prod_{j=0}^{k-1} (Y - j) = \prod_{j=0}^{k-1} (n - j) \times P(X_0 \leq -m)^k.
\]
Hence, by Lemma 2.1 we see that
\[
E \prod_{j=0}^{k-1} (N_n(m) - j) \leq E \prod_{j=0}^{k-1} (Y - j).
\]
By [Rom84] Eq. (4.1.3)], we have that
\[
x^n = \sum_{k=0}^{n} S(n, k)x(x-1)\cdots(x-k+1),
\]
where \( S(n, k) \geq 0 \) is the Stirling number of the second type. Hence, we have that
\[
E(N_n(m)^k) \leq E(Y^k).
\]
Therefore, for \( t \geq 0 \), we have that
\[
E \exp(tN_n(m)) = \sum_{k=0}^{\infty} \frac{t^k}{k!} E(N_n(m)^k) \leq \sum_{k=0}^{\infty} \frac{t^k}{k!} E(Y^k)
\]
\[
= E \exp(tY) = ((e^t - 1)P(X_0 \leq -m) + 1)^n.
\]
By Markov’s inequality, we obtain that
\[ P(N_n(m) \geq 2P(X_0 \leq -m)n) \]
\[ \leq \exp(-2tP(X_0 \leq -m)n)((e^t - 1)P(X_0 \leq -m) + 1)^n. \]

Take \( t = \ln \left( \frac{2(1-P(X_0 \leq -m))}{1-2P(X_0 \leq -m)} \right) \). Then, for sufficiently large \( m \), we get that
\[ P(N_n(m) \geq 2P(X_0 \leq -m)n) \leq \exp(-c(m)n), \quad \text{(5)} \]

where \( c(m) = 2P(X_0 \leq -m) \ln \left( \frac{2(1-P(X_0 \leq -m))}{1-2P(X_0 \leq -m)} \right) - \ln \left( \frac{1-P(X_0 \leq -m)}{1-2P(X_0 \leq -m)} \right) > 0. \)

Conditionally on \( N_n(m) = \ell \), \( \sum_{v \in \pi_n^\geq -m} (-m - X_v)1[X_v \leq -m] \) has the same distribution as \( \xi_1 + \xi_2 + \cdots + \xi_\ell \), where \( \xi_1, \xi_2, \ldots, \xi_\ell \) are independent with the same distribution \( G(dx) = P(-m - X_0 \in dx|X_0 \leq -m) \). Also, we have that \( E\xi_1 = E(((-m - X_0)1[X_0 \leq -m]) / P(X_0 \leq -m) \). Note that
\[ E(\sum_{j=1}^\ell (\xi_j - E\xi_j))^4 = \ell E(\xi_1 - E\xi_1)^4 + 6\ell(\ell - 1)(E(\xi_1 - E\xi_1)^2)^2 \]
\[ \leq 8\ell^2 E(\xi_1 - E\xi_1)^4 \]
\[ \leq 8\ell^2 E\xi_1^4, \quad \text{(6)} \]

where the last inequality holds since \( \xi_1 \geq 0 \). Hence, for any \( \ell \leq 2P(X_0 \leq -m)n \) and any \( \varepsilon \geq 4E((-X_0 - m)1[X_0 \leq -m]) \), we have that
\[ P(\sum_{j=1}^\ell \xi_j \geq \varepsilon n) = P(\sum_{j=1}^\ell \xi_j - E\xi_j \geq \varepsilon n - \ell E\xi_1) \]
\[ \leq P(\sum_{j=1}^\ell \xi_j - E\xi_j \geq \varepsilon n) \]
\[ \leq \frac{16}{\varepsilon^4 n^4} E(\sum_{j=1}^\ell \xi_j - E\xi_j)^4 \]
\[ \leq \frac{128\ell^2}{\varepsilon^4 n^4} E\xi_1^4 \]
\[ \leq a(m, \varepsilon)/n^2. \quad \text{(7)} \]

Hence, for \( \varepsilon = 4E((-X_0 - m)1[X_0 \leq -m] \) and \( \ell = [2P(X_0 \leq -m)n] \), since \( \xi_j \geq 0 \), we have that \( P \)
\[ P \left( \sum_{v \in \pi_n^\geq -m} (-m - X_v)1[X_v \leq -m]/n \geq \varepsilon \right) \]
\[ \leq P(N_n(m) \geq 2P(X_0 \leq -m)n) + P(\sum_{j=1}^\ell \xi_j \geq \varepsilon n) \]

\[ \leq P(N_n(m) \geq 2P(X_0 \leq -m)n) + \frac{128\ell^2}{\varepsilon^4 n^4} E\xi_1^4 \]
≤ \exp(-c(m)n) + a(m, \varepsilon)/n^2.

Since \( \sum_{n \geq 1} \exp(-c(m)n) + a(m, \varepsilon)/n^2 < +\infty \), by Borel-Cantelli lemma, the following inequality holds with probability one:

\[
\limsup_{n \to \infty} \sum_{v \in \pi_n^{\geq -m}} (-m - X_v)\mathbb{1}[X_v \leq -m]/n \leq \varepsilon = 4E(-X_0 - m)\mathbb{1}[X_0 \leq -m].
\]

Together with the fact that \( \lim_{n \to \infty} M_n^{\geq -m}/n = M^{\geq -m} \) a.s., by \( \text{(3)} \), for any \( m > 0 \), we have that

\[
\limsup_{n \to \infty} |M_n/n - M| \leq |M^{\geq -m} - M| + 4E(-X_0 - m)\mathbb{1}[X_0 \leq -m] \overset{m \to \infty}{\to} 0.
\]

Consequently, \( M_n/n \overset{n \to \infty}{\to} M \) almost surely.

Finally, we give the proof of Lemma 2.1.

**Proof of Lemma 2.1.** We only present the detailed proofs for \( k = 1 \) and \( k = 2 \). The general case could be proved similarly. For \( k = 1 \), we have that

\[
E(N_n(m)) = \sum_{v \in \mathbb{Z}^d} P(v \in \pi_n^{\geq -m}, X_v \leq -m) = \sum_{v \in \mathbb{Z}^d} E(E(\mathbb{1}[v \in \pi_n^{\geq -m}]\mathbb{1}[X_v \leq -m]|\mathcal{F}_v)),
\]

where \( \mathcal{F}_v \) is the sigma-field generated by \( \{X_u : u \in \mathbb{Z}^d, u \neq v\} \). For fixed values of \( \{X_u : u \in \mathbb{Z}^d, u \neq v\} \), \( \mathbb{1}[v \in \pi_n^{\geq -m}] \) is an increasing function of \( X_v \), and \( \mathbb{1}[X_v \leq -m] \) is a decreasing function of \( X_v \). For a increasing function \( f \), a decreasing function \( g \) and a probability measure \( \mu \), we have that

\[
\int f(x)g(x) \mu(dx) \leq \int f(x) \mu(dx) \int g(x) \mu(dx).
\]

This inequality is the continuous version of Chebyshev’s sum inequality, see e.g. [PPT92, Section 7.1]. By using this inequality, we obtain that

\[
E(\mathbb{1}[v \in \pi_n^{\geq -m}]\mathbb{1}[X_v \leq -m]|\mathcal{F}_v) \leq E(\mathbb{1}[v \in \pi_n^{\geq -m}]|\mathcal{F}_v)E(\mathbb{1}[X_v \leq -m]|\mathcal{F}_v).
\]

By independence between \( X_v \) and \( \mathcal{F}_v \), we have that

\[
E(\mathbb{1}[X_v \leq -m]|\mathcal{F}_v) = P(X_v \leq -m) = P(X_0 \leq -m).
\]

Finally, we have that

\[
E(N_n(m)) \leq \sum_{v \in \mathbb{Z}^d} P(X_0 \leq -m)E(\mathbb{1}[v \in \pi_n^{\geq -m}]|\mathcal{F}_v)) = \sum_{v \in \mathbb{Z}^d} P(X_0 \leq -m)E(\mathbb{1}[v \in \pi_n^{\geq -m}]).
\]
For $k = 2$, we have that

$$EN_n(m)(N_n(m) - 1) = \sum_{v, w \in Z^d : v \neq w} P(v \in \pi_n^{>m}, X_v \leq -m, w \in \pi_n^{>m}, X_w \leq -m)$$

$$= \sum_{v \in Z^d} E(E(\mathbb{1}[v \in \pi_n^{>m}, w \in \pi_n^{>m}] \mathbb{1}[X_v \leq -m, X_w \leq -m]|F_{v,w}),$$

where $F_{v,w}$ is the sigma-field generated by $\{X_u : u \in Z^d, u \neq v, u \neq w\}$. By independence of $F_{v,w}$ and $(X_v, X_w)$, given $F_{v,w}$, the conditional distribution of $(X_v, X_w)$ is a product measure. Hence, FKG inequalities hold. (See [FKG71] for FKG inequalities for a distributive lattice.) Note that $\mathbb{1}[v \in \pi_n^{>m}, w \in \pi_n^{>m}]$ is a non-decreasing function of $(X_v, X_w)$ and $\mathbb{1}[X_v \leq -m, X_w \leq -m]$ is a non-increasing function of $(X_v, X_w)$. Therefore, by FKG inequalities, we have that

$$E(\mathbb{1}[v \in \pi_n^{>m}, w \in \pi_n^{>m}] \mathbb{1}[X_v \leq -m, X_w \leq -m]|F_{v,w}) \leq E(\mathbb{1}[v \in \pi_n^{>m}, w \in \pi_n^{>m}]) E(\mathbb{1}[X_v \leq -m, X_w \leq -m]).$$

Note that $E(\mathbb{1}[X_v \leq -m, X_w \leq -m]|F_{v,w}) = P(X_0 \leq -m)^2$. Hence, we have that

$$EN_n(m)(N_n(m) - 1) \leq \sum_{v, w \in Z^d : v \neq w} (P(X_0 \leq -m)^2 E(\mathbb{1}[v \in \pi_n^{>m}, w \in \pi_n^{>m}]))$$

$$= \sum_{v, w \in Z^d : v \neq w} P(X_0 \leq -m)^2 E(\mathbb{1}[v \in \pi_n^{>m}, w \in \pi_n^{>m}])$$

$$= P(X_0 \leq -m)^2 E\left(\sum_{v, w \in Z^d : v \neq w} \mathbb{1}[v \in \pi_n^{>m}, w \in \pi_n^{>m}]\right)$$

$$= n(n-1)P(X_0 \leq -m)^2.$$

For general $k \geq 1$, we have that

$$E \prod_{j=0}^{k-1}(N_n(m) - j) = \sum_{\text{different } v_1, \ldots, v_k \in Z^d} P(\bigcap_{j=1}^{k} \{v_j \in \pi_n^{>m}, X_{v_j} \leq -m\}).$$

The rest of the proof is similar to the case $k = 2$. □
3 Open problems

We believe that the condition $E((X_0^-)^4) < +\infty$ is not necessary for the almost sure convergence in Theorem 1.1. It appears for purely technical reasons. Indeed, we need to prove that $\sum_{v \in \pi \geq -m} (-m - X_v)I[X_v \leq -m]/n$ is small for sufficiently large $m$ and $n$. However, if the weaker condition $E(X_0^-) < +\infty$ is violated, by (4), the expectation of $\sum_{v \in \pi \geq -m} (-m - X_v)I[X_v \leq -m]/n$ is infinite, which is an obstruction.

We wish to remove this condition and to prove the almost sure convergence for weights with arbitrary negative tails in the future work, i.e. to prove the following conjecture.

**Conjecture 1.** Let $\{X_v : v \in \mathbb{Z}^d\}$ be i.i.d. random variables. Assume that there exists $\alpha > 0$ such that $E((X_0^+)d\{\log^+ X_0^+\}d+\alpha) < +\infty$. Then, there exists a constant $M \in (-\infty, +\infty)$ such that $Mn/n \to M$ almost surely.

As we discussed, the absence of moment condition on the negative part $X_0^-$ causes technical issues. Why do we still believe that the same results should hold for weights $X_v$ with arbitrary negative tails? One reason is that we are looking at the greedy lattice paths with maximal weights. Besides, the vertices with very negative weights are well separated and its complement is very close to $\mathbb{Z}^d$ and percolates. Hence, it is easy for the optimal path to avoid the vertices with very negative weights. Therefore, those vertices with very negative weights have rather small influence on the weight $M_n$ of the optimal path of length $n$. Consequently, Conjecture 1 may hold for $X_0$ with arbitrary negative tail. By the way, we would like to draw the attention to similar results on greedy lattice animals without the positive constraints, see [DGK01]. As the almost sure convergence holds for greedy lattice animals with no constraints on the negative tails of $X_v$, by similarity between these two models, we feel that it is possible that Conjecture 1 holds for the model of greedy lattice paths.

To solve the conjecture, it is natural to ask whether the argument in [DGK01] for lattice animals still works for lattice paths. However, in [DGK01], the authors pointed out that their argument does not work for greedy lattice paths. So, we need new ideas to solve the problem of greedy lattice paths.

For the $L^1$ convergence part, certain integrability condition of $X_0^-$ is required. For instance, to ensure that $EM_1 > -\infty$, we need at least

$$\int_{0}^{+\infty} P(X_0 < -t)^{2d} dt < +\infty. \quad (8)$$

It turns out that $EM_n > -\infty$ under the assumption (8). Indeed, there exists $2d$ disjoint self-avoiding paths $\Gamma_1, \Gamma_2, \ldots, \Gamma_{2d}$ of length $n$ starting from the origin. Then, we have that

$$M_n \geq \max(S(\Gamma_1), S(\Gamma_2), \ldots, S(\Gamma_{2d})).$$
Therefore, for \( t \geq 0 \), we have that
\[
P(-M_n > t) \leq P(- \max(S(\Gamma_1), S(\Gamma_2), \ldots, S(\Gamma_n)) > t)
= P(S(\Gamma_j) < -t, \forall j = 1, 2, \ldots, 2d)
= \prod_{j=1}^{2d} P(S(\Gamma_j) < -t).
\]
Note that \( P(S(\Gamma_j) < -t) \leq P(\exists v \in S(\Gamma_j), X_v < -t/n) \leq nP(X_0 < -t/n) \).
Hence, we obtain that
\[
P(-M_n > t) \leq n^{2d}P(X_0 < -t/n)^{2d}.
\]
Therefore, we have that
\[
EM_n = EM_n^+ - EM_n^-
= EM_n^+ - \int_0^{+\infty} P(M_n^- > t) \, dt
= EM_n^+ - \int_0^{+\infty} P(-M_n > t) \, dt
\geq EM_n^+ - \int_0^{+\infty} n^{2d}P(X_0 < -t/n)^{2d} \, dt
\geq EM_n^+ - n^{2d+1} \int_0^{+\infty} P(X_0 < -t)^{2d} \, dt > -\infty.
\]
Finally, we propose the following conjecture.

**Conjecture 2.** Let \( \{X_v : v \in \mathbb{Z}^d\} \) be i.i.d. random variables. Assume that there exists \( \alpha > 0 \) such that
\[
E(X_0^+)^d(\log^+ X_0^+)^{d+\alpha}) < +\infty
\]
and that
\[
\int_0^{+\infty} P(X_0 < -t)^{2d} \, dt < +\infty.
\]
Then, there exists a constant \( M \in (-\infty, +\infty) \) such that \( E|M_n/n - M|^{n^{-\alpha}} \to 0 \).
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