\( \Lambda_c^+ \) production in \( pp \) collisions with a new fragmentation function
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We study inclusive \( \Lambda_c^\pm \)-baryon production in \( pp \) collisions in the general-mass variable-flavor-number scheme and compare with data from the LHCb, ALICE, and CMS collaborations. We perform a new fit of the \( c \to \Lambda_c^\pm \) fragmentation function combining \( e^+e^- \) data from OPAL and Belle. The agreement with LHC data is slightly worse compared with a calculation using an older fragmentation function, and the tension between different determinations of \( \Lambda_c^\pm \) production cross sections from the LHC experimental collaborations is not resolved. The ratio of data for \( \Lambda_c^\pm \)-baryon and \( D^0 \)-meson production seems to violate the universality of \( c \)-quark to \( c \)-hadron fragmentation.
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I. INTRODUCTION

The inclusive production of hadrons containing the heavy charm or bottom quarks, \( c \) and \( b \), plays an important role in testing quantum chromodynamics (QCD). The predictions in the framework of perturbative QCD are based on the factorization approach. Cross sections are calculated as a convolution of three terms: the parton distribution functions (PDFs) describing the parton content of the initial hadronic state (for a review, see Ref. [1]), the partonic hard-scattering cross sections calculated as perturbative series in powers of the strong-coupling constant, and the fragmentation functions (FFs), which describe the production yield and the momentum distribution for a given heavy-quark hadron originating from a parton. The PDFs and the FFs are nonperturbative objects determined from experimental data.

Inclusive production of charmed baryons, in particular, of \( \Lambda_c^\pm \), is of interest for several reasons. First, there is the general question of whether the perturbative approach to calculate production cross sections applies to \( c \)-baryons in the same way as it does for \( c \)-mesons. The details of the fragmentation mechanism of \( c \)-quarks and other partons, for example gluons, into \( c \)-baryons and into \( c \)-mesons may be different, in particular, at small transverse momentum. The new data from the experiments at the LHC are expected to provide us with valuable information to answer this question. Actually, there are indications that, in the case of bottom quarks, the universality of the \( \Lambda_b^0 \) fragmentation process is violated as discussed in detail in Ref. [2]. It was shown that the \( b \to \Lambda_b^0 \) fragmentation fraction obtained from \( pp \) and \( p\bar{p} \) data is not compatible with that deduced from LEP data. Similar discrepancies might be expected for the case of charm-baryon production.

So far, FFs for charmed hadrons have been derived from data obtained in \( e^+e^- \) annihilation. These data are well suited for a determination of FFs since they are free from uncertainties due to the properties of the initial state. Very detailed and precise data for charmed-meson and charmed-baryon production, including \( D^0, \bar{D}^0, D^\pm, D^{\ast\pm}, D_s^\pm, \) and \( \Lambda_c^\pm \), have been obtained by the Belle Collaboration at the KEK storage ring [3]. FFs for the \( D \) mesons have been obtained from these data combined with earlier LEP data from the OPAL Collaboration by Kneesch and three of us [4]. A fit of the \( c \to \Lambda_c^\pm \) FF was, however, not performed in that work.

A common ansatz for heavy-quark FFs was given by Peterson et al. [5] and is defined by

\[
D_c(x, \mu_0) = N \frac{x(1-x)^2}{[ (1-x)^2 + \epsilon x ]^2},
\]

where \( x \) is the momentum fraction transferred from the charm quark to the observed charm hadron and \( N \) and \( \epsilon \) are
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parameters fitted to data at an initial scale \( \mu_0 \). The FF is evolved to larger scales \( \mu > \mu_0 \) by the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations. Two of us have used this ansatz in 2005 and 2006 [6,7] to obtain the first FFS for \( \Lambda_c^\pm \). The FFS in these two references differed in the initial condition. The starting scale in Ref. [6] was \( \mu_0 = 2m_c \), and in Ref. [7] \( \mu_0 = m_c \) was chosen instead, with the charm quark mass \( m_c = 1.5 \text{ GeV} \). The FFS were obtained from fits to data of the normalized differential cross section \( \langle 1/\alpha_s \rangle d\sigma/dx \) for \( e^+e^- \rightarrow \gamma/Z \rightarrow \Lambda_c^\pm \) measured by the OPAL Collaboration at LEPI [8]. The OPAL data include \( b \)-tagged events where the \( \Lambda_c^\pm \) baryons originate from \( b \)-quarks. This contribution was fitted in Refs. [6,7] with a power ansatz:

\[
D_b(x, \mu_0^b) = Nx^\alpha(1 - x)^\beta, \tag{2}
\]

with \( \mu_0^b = 5 \text{ GeV} \). The parameter values for \( N, \alpha, \beta, \) and \( \epsilon \) can be found in Refs. [6,7].

The \( \Lambda_c^\pm \) FFs constructed in Ref. [7] were later used to predict cross sections in the general-mass variable-flavor-number scheme (GM-VFNS) for inclusive \( \Lambda_c^\pm \) production at the LHC (see Ref. [9]), where the center-of-mass energy (\( \sqrt{S} = 7 \text{ TeV} \)) was much higher than the energy at which the FFS have been fitted to data (\( \sqrt{S} = M_Z \)). Corresponding measurements of inclusive \( \Lambda_c^\pm \) production in \( pp \) collisions at LHC energies have been done first by the LHCb Collaboration [10]. These measurements are in reasonably good agreement with the previous calculations of Ref. [9] at transverse momenta \( 2 < p_T < 8 \text{ GeV} \) and for the rapidity range \( 2.0 < y < 4.5 \). The more recent ALICE data for inclusive \( \Lambda_c^\pm \) production at \( \sqrt{S} = 7 \text{ TeV} \) in the central rapidity region \( |y| < 0.5 \) [11] have been compared to a calculation with the FFs from Ref. [7] in the range \( 3 < p_T < 8 \text{ GeV} \). In this case, the predictions underestimate the ALICE data [11]: The latter have been found to be larger by a factor of 2.5, on average, than the result of the GM-VFNS calculation at the default choice for factorization and renormalization scales, and outside the theoretical uncertainties obtained from variations of the scale parameters. The most recent measurements of \( d\sigma/dp_T \) for inclusive \( \Lambda_c^\pm \) production are from the CMS Collaboration at the LHC [12]. These measurements have been done at \( \sqrt{S} = 5.02 \text{ TeV} \) in the rapidity interval \( |y| < 1.0 \) for \( p_T \) between 5 and 20 GeV. We will compare these data with GM-VFNS calculations using the FFS from Ref. [7] below.

A good measure of the strength of inclusive \( \Lambda_c^\pm \) production for various scattering processes and kinematical conditions is the \( \Lambda_c^\pm /D^0 \) production ratio. A detailed knowledge of this ratio, including its dependence on kinematic variables like \( p_T \) and \( y \), should be sensitive to the fragmentation mechanism in the charm sector. Related important quantities characterizing the strength of the hadronization of a heavy quark into a hadron are the so-called fragmentation fractions defined by

\[
B_Q(\mu) = \int_{x_{\text{cut}}}^1 dx D_Q(x, \mu), \tag{3}
\]

and the average energy fractions,

\[
x_Q(\mu) = \frac{1}{B_Q(\mu)} \int_{x_{\text{cut}}}^1 dx x D_Q(x, \mu). \tag{4}
\]

For the FFS constructed in Ref. [7], these fragmentation fractions in the next-to-leading-order (NLO) fit turned out to be\( B_c(2m_c) = 0.0612 \) and \( B_b(2m_b) = 0.143 \). The corresponding average momentum fractions for \( c, b \rightarrow \Lambda_c^\pm \) were found to be \( x_c(2m_c) = 0.738 \) and \( x_b(2m_b) = 0.290 \). These are the values at threshold. Corresponding values at \( \mu = M_Z \) can be found in Ref. [7].

In principle, these quantities can be determined from integrated cross sections. However, data are usually available in a restricted phase space region only, and an extrapolation to the full phase space is needed. In addition, experimental determinations are averaged over phase space in such a way that the (weak) scale dependence of \( B_Q \) and \( x_Q \) is lost.

Recently, a summary of experimental data for the fragmentation fractions of charm quarks into specific charmed hadrons was given in Ref. [13]. Measurements performed in photoproduction, \( e^+p \) deep inelastic scattering (DIS), \( pp \) collisions, and \( e^+e^- \) annihilation were compared on the basis of up-to-date branching ratios for the respective decays of the final charmed hadrons. In that work, the average branching fraction for the transition \( c \rightarrow \Lambda_c^\pm \) in \( Z \) decays was found to be \( B_c = 0.060 \pm 0.0177 \). The value from Ref. [13] is based not only on OPAL measurements [8], but data from ALEPH and DELPHI were included as well. The branching fraction determined from other processes was quite similar: \( B_c = 0.0540 \pm 0.0195 \) (from \( e^+p \) DIS data), \( B_c = 0.067 \pm 0.0106 \) (from photoproduction in \( e^+p \) scattering), and \( B_c = 0.0639 \pm 0.0122 \) (from \( pp \) collisions at the LHC). Also, \( \Lambda_c^\pm \) production in \( e^+e^- \) annihilation at a center-of-mass energy \( \sqrt{S} = 10.5 \text{ GeV} \) was analyzed. The results are based on measurements performed by CLEO [14,15], ARGUS [16], BABAR [17], and Belle [3]. From these data, the branching fraction \( B_c = 0.0611 \pm 0.0060 \) was obtained. This value agrees with the one obtained directly by BABAR [17], i.e., \( B_c = 0.071 \pm 0.003 \pm 0.018 \), where the second error is due to the uncertainty of the branching fraction for the reconstructed decay mode. From the analysis of Ref. [13], we can conclude that all branching fractions agree very well between the different production channels. This is in contrast with corresponding observations in the \( b \)-quark sector, i.e., for fragmentation fractions of \( b \rightarrow \Lambda_b^0 \) transitions [18]. There, data from the LEP and Tevatron
experiments disagree and indicate a strong dependence on kinematic properties of the production process.

All these determinations are in good agreement with the value \( B_c(2m_c) = 0.0612 \) obtained in the fit reported in Ref. [7]. However, we have to note that the value in Ref. [7] is connected with an obsolete value for the branching ratio \( \text{Br}(\Lambda_c^+ \to \pi^+ K^- p) = 0.044 \) as it was known in 1996, while the recent PDG value is \( \text{Br}(\Lambda_c^+ \to \pi^+ K^- p) = 0.0635 \) [1]. The agreement is therefore fortuitous.

In the following, we present predictions for the production of \( \Lambda_c^\pm \) in the LHC experiments—first using the FF fit based only on the high-energy LEP data from OPAL [8], and then using a new fit where we also include \( e^+ e^- \to \Lambda_c^\pm + X \) data at \( \sqrt{s} = 10.5 \text{ GeV} \) from Belle [19] and corresponding predictions for the LHC. Our intention is to perform a case study to show how the lower-energy \( e^+ e^- \) data from Belle would affect the \( \Lambda_c^\pm \) FF in shape and size and which corresponding changes they would induce for the \( \Lambda_c^\pm \) \( p_T \) spectra at the LHC. A full error analysis of this new fit is therefore beyond the scope of the present work.

The outline of the paper is as follows. In Sec. II, we introduce our strategy for the calculation of cross sections for inclusive \( \Lambda_c^\pm \) production in the LHCb, ALICE, and CMS experiments. In Sec. III, we present numerical results for the \( p_T \)-differential cross sections and compare them with these three LHC experiments. These calculations are performed using the old FF of Ref. [7] to describe the transitions of \( c^- \) and \( b^- \)-quarks to \( \Lambda_c^\pm \). A new FF set obtained from a fit to the OPAL data [8] and the new measurements from Belle at \( \sqrt{s} = 10.52 \text{ GeV} \) [19] are then described in Sec. IV. This new FF is used in Sec. V for a calculation of \( d\sigma/dp_T \) for \( \Lambda_c^\pm \) production and compared with the LHC data. A discussion of our findings and our conclusions are presented in Sec. V.

II. SETUP AND INPUT

The theoretical description of the GM-VFNS framework as well as technical details of its implementation can be found in Refs. [20,21]. Here, we describe only the input required for the numerical computations for which the results are given in the next section. For the proton PDFs, we use CTEQ14 [22] as implemented in the LHAPDF library [23] (set CT14nlo, set index 13100). We take the \( c^- \)-quark pole mass to be \( m_c = 1.3 \text{ GeV} \), in agreement with the value assumed for the PDF set CTEQ14. The strong coupling \( \alpha_s(m_T) \) evaluated at NLO with \( \Lambda_{\text{MS}}^{(4)} = 328 \text{ MeV} \). This corresponds to \( \Lambda_{\text{MS}}^{(5)} = 225 \text{ MeV} \) above the 5-flavor threshold chosen at \( m_b = 5 \text{ GeV} \).

In the following sections, we shall take equal values for the initial- and final-state factorization scales \( \mu_F \), entering the PDFs and FFs, respectively. We choose \( \mu_F \) and the renormalization scale \( \mu_R \) at which \( \alpha_s \) is evaluated as \( \mu_F = 0.98\mu_T, \quad \mu_R = \xi_R\mu_T, \quad (5) \) with \( \mu_T = 0.5\sqrt{p_T^2 + 4m_c^2} \) and \( m_c = 1.3 \text{ GeV} \). Theoretical uncertainties will be estimated by varying \( \xi_R \) in the range between 1/2 and 2. This choice, in particular, for \( \mu_F \), allows us to obtain realistic predictions for \( p_T \) values also below 3 GeV, as needed to compare with the complete data set of the LHCb Collaboration as well as with ALICE data. The choice in Eq. (5) for \( \mu_F \) was first applied in Ref. [24], where we found it instrumental to obtain good agreement with inclusive D-meson cross sections \( d\sigma/dp_T \) for \( p_T \) values down to \( p_T = 0 \). This implementation issue is specific to the GM-VFNS and does not necessarily carry over to other heavy-quark factorization schemes, such as the SACOT-MT scheme [25].

First, we shall use the nonperturbative \( \Lambda_c^\pm \) FFs constructed in our earlier work [7]. These FFs have been fitted only to inclusive \( (\Lambda_c^\pm + \text{c.c.}) \) production data in \( e^+ e^- \) annihilation on the \( Z \) resonance measured by the OPAL Collaboration at LEP1 [8]. The starting scale was fixed at \( \mu_0 = 1.5 \text{ GeV} \). In a subsequent section, we shall describe a new \( \Lambda_c^\pm \) FF obtained from a fit to \( \Lambda_c^\pm \) data which include, in addition to the old OPAL data, \( e^+ e^- \) data at \( \sqrt{s} = 10.52 \text{ GeV} \) from the Belle Collaboration [19].

III. COMPARISON WITH LHCB, ALICE, AND CMS DATA USING OLD FFS

The first measurements of the cross section for inclusive \( \Lambda_c^\pm \) production in \( pp \) collisions at the LHC were performed some time ago by the LHCb Collaboration [10]. These measurements provided data for differential cross sections \( d\sigma/dp_T \) for \( \Lambda_c^\pm + \text{c.c.} \) baryons in bins of \( p_T \), integrated over the forward rapidity range \( 2.0 < y < 4.5 \). In addition, cross sections in bins of \( y \) integrated over the \( p_T \) range \( 2 < p_T < 3 \text{ GeV} \) were presented. The \( p_T \)-bin integrated cross sections were compared with our GM-VFNS calculations using the \( \Lambda_c^\pm \) FFs of Ref. [7] for \( p_T \geq 3 \text{ GeV} \). These GM-VFNS predictions agreed fairly well with the LHCb data [10].

Our previous calculation of the \( \Lambda_c^\pm \) production cross section was performed with a choice of the renormalization and factorization scales which forced us to restrict ourselves to large \( p_T \). To improve this, we repeat these calculations with the same \( \Lambda_c^\pm \) FF of Ref. [7], but now using the scale parameters as described in Sec. II. The cross sections \( d\sigma/dp_T \) compared with the LHCb data [10] are shown in Fig. 1, left side. We have rescaled these data\(^1\) to be consistent with a more recent value for the branching ratio of the \( \Lambda_c^\pm \to \pi^+ K^- p \) decay [1] (factor 0.7874). The data thus obtained lie inside the theory uncertainty band which

\(^1\)This rescaling is needed only for the LHCb data. The data analyses of ALICE and CMS discussed below have already used the more recent value of the branching ratio for the \( \Lambda_c^\pm \) decays.
is obtained from scale variations for $\mu_R$ using scale factors $\xi_R$ ranging from 0.5 to 2.0. As explained in Ref. [24], we refrain from varying $\xi_F$, being aware that the theoretical uncertainty thus estimated may be somewhat on the low side. The ratio of data over theory is presented in Fig. 1, right side. For the default scale $\xi_R = 1.0$, it agrees with unity inside the experimental errors. The error bars for the data are only shown for the central curve (solid line) corresponding to $\xi_R = 1.0$. The histograms with dashed lines correspond to $0.5 \leq \xi_R \leq 2.0$.

In order to obtain ratios of $\Lambda_c^+$ over $D^0$ production, we calculate the cross section for inclusive $D^0$ production with the same kinematical conditions and with the same choice of scales $\mu_F$ and $\mu_R$ as for $\Lambda_c^+$. They include the inclusive production of both charge-conjugate states, $D^0 + c.c.$, as given in the LHCb publication [10]. The predictions are compared with the data [10] for $\sqrt{s} = 7.0$ TeV. We find agreement within the theory uncertainty band given by the scale variation (see Fig. 2, left side). The ratio of data over theory, shown in the right panel of Fig. 2, is approximately
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**FIG. 1.** Differential $\Lambda_c^+$ production cross sections at $\sqrt{s} = 7$ TeV as a function of $p_T$ compared with LHCb data. The right plot shows the ratio of data over theory. The dashed histograms indicate the scale uncertainty for $0.5 \leq \xi_R \leq 2.0$.

![Figure 2](image2.png)

**FIG. 2.** Differential $D^0$ production cross sections at $\sqrt{s} = 7$ TeV as a function of $p_T$ compared with LHCb data. The right plot shows the ratio of data over theory. The dashed histograms indicate the scale uncertainty for $0.5 \leq \xi_R \leq 2.0$. 
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Experimental uncertainties are rather small, and the deviation of this ratio from unity is quite significant but agrees with theory within the larger theory uncertainties. The LHCb $D^0$ and $\Lambda^+$ data have also been interpreted using the SACOT-mT scheme in Ref. [26]. The $\Lambda^+$ results presented in Figs. 1 and 2 are compatible with those in Ref. [26]. Using these results, we can now calculate the ratio of $\Lambda^+$ and $D^0$ cross sections as a function of $p_T$. The result is shown in Fig. 3. The predicted ratio is approximately equal to 0.15 and below the experimental value of $\approx 0.2$ by about 1 standard deviation of the experimental errors. One should note that the scale dependence of the theory prediction cancels to a good degree in the ratio of cross sections. The dependence on PDF uncertainties is expected to be much smaller than the scale dependence [27] and would also cancel to some extent in the ratio of cross sections.

We repeat these calculations to compare with ALICE data [11]. These data have been obtained for central production $|y| \leq 0.5$ at $\sqrt{s} = 7$ TeV and in five $p_T$ bins between 1 GeV and 8 GeV. One should note that these data are for inclusive $\Lambda^\pm$ production without including charge-conjugate states, in contrast to data from the LHCb Collaboration. We choose the prescription of Eq. (5) to fix the renormalization and factorization scales. The results are shown in Fig. 4, left side, and compared with the ALICE measurements [11]. For all five $p_T$ bins, the data are larger than our predictions and outside the theory error band due to scale variations. The ratio of data over GM-VFNS results, shown in Fig. 4, right side, ranges between 3.6 $\pm$ 1.4 (in the bin with smallest $p_T$) and 2.4 $\pm$ 0.6 (in the bin with largest $p_T$). This agrees with the comparison shown in Ref. [11], where predictions with a different choice of scales have been used. These results show, as already stated in the ALICE publication [11], that the measured cross sections in the central $|y|$ region are much larger than the predictions. In contrast, as shown above, the LHCb results in the forward $y$ region are compatible with predictions based on the $\Lambda^c_+$ FF from Ref. [7].

FIG. 3. $\Lambda^\pm$ to $D^0$ ratio of production cross sections at $\sqrt{s} = 7$ TeV as a function of $p_T$ compared with LHCb data.

FIG. 4. Differential $\Lambda^\pm$ production cross sections at $\sqrt{s} = 7$ TeV as a function of $p_T$ compared with ALICE data. The right plot shows the ratio of data over theory. The dashed histograms indicate the scale uncertainty for $0.5 \leq \xi_R \leq 2.0$. 

114021-5
To obtain the $\Lambda^+_c/D^0$ ratio, we need the inclusive $D^0$ cross sections, again for the same bin sizes and with the same choice of scales. Results are shown in Fig. 5, left side, and compared with ALICE data taken from Refs. [28,29]. The experimental data fall inside the uncertainty band due to $\xi_R$ variation in the range $1/2 < \xi_R < 2$, where the lower value of $\xi_R$ leads to the maximum prediction. The solid-line histogram is for the default choice $\xi_R = 1.0$. It agrees fairly well with the experimental data. The ratio of data over theory is shown in Fig. 5, right side. This ratio is approximately equal to unity. The comparison of data and theory for the $\Lambda^+_c/D^0$ cross section ratio is shown in Fig. 6.

One can see clearly a disagreement between data and prediction. Experimental values for this ratio are found to range between 0.6 (at small $p_T$) and 0.4 (at large $p_T$). They exceed the theoretical prediction by factors of approximately 4.0 at small $p_T$ and 2.7 at large $p_T$. Theory predicts a value of $\approx 0.15$, which is independent of the scale choice. Comparing Figs. 4 and 5, it is obvious that the discrepancy seen in the $\Lambda^+_c/D^0$ ratio originates solely from the $\Lambda^+_c/D^0$ cross section.

Finally, we present results for $\Lambda^+_c$ and $D^0$ production at $\sqrt{S} = 5.02$ TeV, which we compare with the recent CMS measurements [12]. Data from CMS are available for $d\sigma/dp_T$ in four $p_T$ bins in the range between 5 and 20 GeV and in the rapidity interval $|y| < 1.0$. This kinematic range is similar to the ALICE measurements [11]. Both cover the central rapidity range, somewhat larger in the case of CMS ($|y| < 1.0$) than in the case of ALICE ($|y| < 0.5$). Our results are shown in Fig. 7, left side, and compared with the four data points from CMS [12]. The ratio of data over GM-VFNS predictions is presented in Fig. 7, right side, and agrees with unity at the lower border of the uncertainty band due to scale variations, i.e., within theory errors. The results of $d\sigma/dp_T$ for $D^0$ production in the same $p_T$ bins are shown in Fig. 8, left side. Our results are compared with CMS data, which we have taken from the corresponding figure in Ref. [30].
We find very good agreement between data and the calculation using default scales. The ratio of data over theory shown in Fig. 8, right side, is equal to unity, as expected. The ratio of \( \frac{d\sigma}{dp_T} \) for \( \Lambda_c^+ \) over \( D^0 \) production is shown in Fig. 9. Theory predicts a ratio of \( \approx 0.15 \), a result similar to the one obtained for the LHCb kinematic range shown in Fig. 5; i.e., theory does not predict, for this ratio, a strong dependence on the rapidity range. The CMS data for the \( \Lambda_c^+/D^0 \) ratio shown in Fig. 9 are approximately 0.3, only a factor 2 larger than the theoretical result. The data point for the bin \( 6 < p_T < 8 \) GeV in Fig. 9 can be compared with a data point in the same \( p_T \) bin from ALICE; see Fig. 6. The two data points differ only by the different sizes of the \( y \) coverage. The ALICE data point is found at a value of \( 0.4 \pm 0.1 \), whereas the data point in Fig. 9 from CMS is at \( 0.265 \pm 0.112 \), somewhat below the ALICE value. It is unclear whether this difference can be attributed to the smaller \( |y| \) range for the ALICE data point.

![Fig. 7](image1.png)

**FIG. 7.** Differential \( \Lambda_c^+ \) production cross sections at \( \sqrt{s} = 5.02 \) TeV as a function of \( p_T \) compared with CMS data. The right plot shows the ratio of data over theory. The dashed histograms indicate the scale uncertainty for \( 0.5 \leq \xi_R \leq 2.0 \).

![Fig. 8](image2.png)

**FIG. 8.** Differential \( D^0 \) production cross sections at \( \sqrt{s} = 5.02 \) TeV as a function of \( p_T \) compared with CMS data. The right plot shows the ratio of data over theory. The dashed histograms indicate the scale uncertainty for \( 0.5 \leq \xi_R \leq 2.0 \).
Comparing the theory predictions for the ratio of cross sections for $\Lambda_c^+$ and $D^0$ production shown in Figs. 3, 6, and 9, we can see that they are very similar; there is not an indication for a strong dependence on rapidity nor on the range of $p_T$ values which have been investigated by the three experiments—LHCb ($2 < p_T < 8$ GeV), ALICE ($1 < p_T < 8$ GeV), and CMS ($5 < p_T < 20$ GeV). We expect that the measured $\Lambda_c^+/D^0$ ratios in the three experiments should also be equal. However, this is not the case. The data for the $\Lambda_c^+/D^0$ ratio measured by LHCb and CMS are almost equal inside their large experimental uncertainties, $\pm 0.3$ for both experiments. In contrast, the values found by ALICE are larger. This discrepancy is most significant at small $p_T$, where the ALICE value of the ratio is $\sim 0.6$, while their value $\sim 0.4$ at large $p_T$ comes closer to the results from the LHCb and CMS collaborations.

The situation is different in the case of $b$-hadron production. In a previous work [18], we have compared predictions for $\Lambda_b^0$ production with data from the LHCb Collaboration. At small $p_T$, the ratio of $\Lambda_b^0$ to $B^0$ production cross sections was in agreement with theory, which is essentially determined by the ratio of the $b \rightarrow b\Lambda_c^0$ to $b \rightarrow B$ fragmentation fractions, $f_{\Lambda_c}/f_B \approx 0.25$. Only at $p_T \gtrsim 10$ GeV, the LHCb data of this ratio decrease and reach the value 0.15 at $p_T \simeq 20$ GeV, which is about $2\sigma$ to $3\sigma$ below the expected value.

IV. NEW FIT OF THE $\Lambda_c^+$ FF

The old FF parametrization used in the previous section was based on a fit to OPAL data [8] including only four points with rather large uncertainties. Here we describe a new fit including Belle data at $\sqrt{s} = 10.52$ GeV [19]. The Belle data set is much more precise and contains more points. Only 35 of the available total number of 42 points will be used in our fit since we have to exclude data at small values of the scaling variable $x$, where theory is not reliable without taking resummation of soft-gluon logarithms into account.

The combination of old OPAL data with the more recent data from Belle requires special care since the two experiments have based their analyses on the observation of the decay $\Lambda_c^+ \rightarrow \pi^+ K^- p$ for which different branching ratios have been used. OPAL has used the 1996 value $\text{Br}(\Lambda_c^+ \rightarrow \pi^+ K^- p) = 0.044$ [8], whereas the analysis of the Belle measurements relies on the world average $\text{Br}(\Lambda_c^+ \rightarrow \pi^+ K^- p) = 0.0635$ from the 2016 Review of Particle Physics [31]. Therefore, we rescale the OPAL cross sections by the factor $0.044/0.0635 = 0.6929$. The branching fractions for the transitions $c \rightarrow \Lambda_c^+$ and $b \rightarrow \Lambda_c^+$ are correspondingly reduced by this factor.

The strategy for constructing the $\Lambda_c^+$ FF is the same as in our previous work with Kneesch for $D$-meson FFs [4]. The $e^+ e^-$ annihilation cross sections are calculated at NLO with corrections for nonzero charm and bottom masses. Corrections for the finite mass of the charmed baryon $\Lambda_c^+$ are also taken into account. We parametrize the $x$ dependence of the $c$- and $b$-quark FFs at their respective starting scales as suggested by Bowler [32]:

$$D_Q(x, \mu_0) = N x^{-1+\gamma}(1-x)^a e^{-\gamma/x},$$

with three parameters $N, a,$ and $\gamma$ for each of the quarks $Q = c, b$. The starting scales are $\mu_0 = 1.5$ GeV for $Q = c$ and $\mu_0 = 5$ GeV for $Q = b$. The fitting procedure is as follows. At the starting scale $\mu_0 = 1.5$ GeV, the $c$-quark FF is taken to be of the form given in Eq. (6), while the FFs of the light quarks $u, d, s$ and the gluon are set equal to zero. Then, these FFs are evolved to higher scales using the DGLAP evolution equations [see, for example, Eq. (10) in Ref. [4]] at NLO with $n_f = 4$ active quark flavors and a given value of $\Lambda_{\overline{MS}}^{(4)}$. When the scale reaches the bottom threshold at $\mu_F = m_b = 5$ GeV, the bottom flavor

| TABLE I. Values of fit parameters resulting from the OPAL, Belle, and global fits in the GM-VFNS approach, together with the value of $\chi^2$ per degree of freedom. |
|---------------------------------|----------------|----------------|
| OPAL                           | Belle          | Global         |
| $N_f$                          | $80345$        | $1 \times 10^{10}$ | $1 \times 10^{10}$ |
| $a_c$                          | $0.35431 \times 10^{-6}$ | $2.1828$ | $2.1821$ |
| $\gamma_c$                     | $3.6432$       | $4.5391$       | $4.5393$ |
| $N_b$                          | $19.953$       | $19.953$       | $41.973$ |
| $a_b$                          | $6.3031$       | $6.3031$       | $7.4092$ |
| $\gamma_b$                     | $1.1773$       | $1.1773$       | $1.2457$ |
| $\chi^2$/d.o.f.               | $0.4749$       | $3.2928$       | $2.8030$ |
is activated and its FF is introduced in the Bowler form of Eq. (6). The evolution to higher scales is performed with \( n_f = 5 \), and the value \( \Lambda^{(5)}_{\text{MS}} \) is properly adjusted to match the value of \( \Lambda^{(4)}_{\text{MS}} \). We also note that, in Ref. [19], the Belle Collaboration has provided data which are corrected for radiative effects. We use these data and thus do not have to apply radiative corrections ourselves, as described in Ref. [4].

Similarly to the work in Ref. [4], we perform three different fits. First, FFs are determined using, separately, the \( B \)-factory data (Belle fit) and the rescaled \( Z \)-factory data (OPAL fit). Then, we obtain a common fit (global fit) combining the two data sets.

We start by updating the FF fit to the OPAL data using the rescaled cross sections to match the up-to-date value of \( \Lambda^{(5)}_{\text{MS}} \). Then, we obtain a common fit (global fit) combining the two data sets.

In the Belle data [19], contributions from \( B \)-meson decays are excluded, so that the \( b \rightarrow \Lambda^+_c \) FF is not needed in the calculation of cross sections. However, the FFs from \( c^- \) and \( b \)-quarks are coupled through the DGLAP evolution. We fix the \( b \rightarrow \Lambda^+_c \) FF using the values of \( N_{b^c} \), \( a_b \), and \( \chi_b \) obtained from the OPAL fit. The fit to the Belle data yields new values for \( N_c \), \( a_c \), and \( \chi_c \), which are shown in the column denoted “Belle” in Table I. The corresponding values for the fragmentation and average energy fractions are given in Tables II and III, respectively.

Finally, in our global fit, we use all available data for inclusive \( \Lambda^+_c + \text{c.c.} \) production in \( e^+ e^- \) annihilation from Belle and OPAL. The resulting values of the fit parameters and of \( \chi^2 \) are included in Table I, and the resulting fragmentation and average energy fractions are found in Tables II and III, respectively. The result of the global fit is compared with OPAL data in Fig. 10 (right). Compared with the OPAL fit, i.e., without the Belle data, shown in the left part of Fig. 10, the global fit has a larger \( c \rightarrow \Lambda^+_c \) component. The comparison of the global fit with the Belle data is shown in Fig. 11. The quality of the fit is obviously not perfect. This might be connected to the fact that the Bowler ansatz for the heavy-quark FFs contains only three free parameters and, therefore, is not flexible enough. It is clear that the Belle data dominate the fit since this data set contains many more data points with smaller uncertainties. This is also reflected by the values of the \( c \rightarrow \Lambda^+_c \) fragmentation fraction shown in Table II. Therefore, we do not show a separate figure with a comparison of the Belle fit with Belle data since it would be almost indistinguishable from Fig. 11.

**TABLE II.** Values of \( c \rightarrow \Lambda^+_c \) and \( b \rightarrow \Lambda^+_c \) fragmentation fractions at \( \mu_f = 10.52 \text{ GeV} \) and \( \mu_f = \sqrt{s} \).

| FF set | \( B_c(10.52 \text{ GeV}) \) | \( B_c(\sqrt{s}) \) | \( B_b(10.52 \text{ GeV}) \) | \( B_b(\sqrt{s}) \) |
|--------|-----------------|-----------------|-----------------|-----------------|
| OPAL   | \( \cdots \)    | \( 4.1739 \times 10^{-2} \) | \( \cdots \)    | \( 8.2474 \times 10^{-2} \) |
| Belle  | \( 6.6476 \times 10^{-2} \) | \( \cdots \)    | \( 8.9244 \times 10^{-2} \) | \( \cdots \)    |
| Global | \( 6.6435 \times 10^{-2} \) | \( 6.4452 \times 10^{-2} \) | \( 8.3220 \times 10^{-2} \) | \( 7.7197 \times 10^{-2} \) |
A direct comparison of the old and new FFs is shown in Figs. 12 and 13. We note that both shape and normalization of $D_c(x)$ have changed. The maxima of the new FFs appear at smaller values of $x$. The normalization is reduced since we have rescaled the OPAL data by the factor 0.6929 to match the new branching ratio of the $\Lambda_c^+ \rightarrow \pi^+ K^- p$ decay. The differences between the two fits for the $D_g$ and $D_b$ FFs (Fig. 13) are smaller. We note that the $g \rightarrow \Lambda_c^+$ FF has its maximum at rather low $x$ and therefore does not play an important role for the comparison with the available $e^+e^-$ data, which, in turn, means that $D_g(x)$ is not well constrained by these data. One would need to perform fits to $pp$ data in order to improve our knowledge of the gluon FF.

There is clearly room for improvement as for the Belle fit, and we expect that the $\chi^2$ value may be reduced by using a more flexible FF ansatz. However, this is beyond the scope of the present paper, and we leave it for future work. The present study is intended to be exploratory. It is mainly to show into which direction the lower-energy $e^+e^-$ data from Belle (and the rescaling of the OPAL data) would bring the $\Lambda_c^+$ FF in shape and size, and to see the magnitude of the corresponding change induced into the $\Lambda_c^+ p_T$ spectra at the LHC. The obtained FF results, shown in

| FF set | $x_c(10.52 \text{ GeV})$ | $x_c(M_Z)$ | $x_b(10.52 \text{ GeV})$ | $x_b(M_Z)$ |
|--------|-----------------|-----------|-----------------|-----------|
| OPAL   | 0.5389          | 0.2717    | 0.3063          | 0.2666    |
| Belle  | 0.5685          | 0.4868    | 0.3009          | 0.2666    |
| Global | 0.5685          | 0.4868    | 0.3009          | 0.2666    |
Table I and Fig. 11, are sufficient for highlighting the trends of this case study.

V. $\Lambda_c^\pm$ PRODUCTION WITH NEW FF AND COMPARISON WITH LHC DATA

The FFs obtained in the fits described in the previous section have been converted into a grid, which subsequently is used for the calculation of inclusive $\Lambda_c^\pm$ production cross sections in $pp$ collisions at the LHC to be compared with data from LHCb, ALICE, and CMS measurements. The corresponding results are presented below.

In Fig. 14, our results are compared with data from the LHCb, ALICE, and CMS collaborations in the same way as this was done in Figs. 1, 4, and 7 (left sides). The predicted cross sections for the three experiments are similar to the earlier results in the previous section but are slightly smaller. For example, the LHCb cross section in Fig. 14 is smaller than the one in Fig. 1 by approximately 15% in

| $p_T$ (GeV) | LHCb Data | ALICE Data | CMS Data |
|-------------|------------|------------|-----------|
| 2           | 10^{-2}    | 10^{-1}    | 10^{-1}   |
| 3           | 10^{-1}    | 10^{-1}    | 10^{-1}   |
| 4           | 10^0       | 10^{-1}    | 10^{-1}   |
| 5           | 10^1       | 10^0       | 10^0      |
| 6           | 10^2       | 10^1       | 10^1      |
| 7           | 10^3       | 10^2       | 10^2      |
| 8           | 10^4       | 10^3       | 10^3      |

FIG. 14. Differential $\Lambda_c^\pm$ production cross sections evaluated with the new FF fit compared with data from LHCb (upper left), ALICE (upper right), and CMS (lower).
the first $p_T$ bin and 35% in the last $p_T$ bin. The reduction of the cross section $d\sigma/dp_T$ is similar for ALICE and CMS (see upper right and lower panels of Fig. 14). This means that the $\Lambda_c^+/D^0$ ratio is also reduced by about the same amount when using the new FFs. This change is not very large, and the comparison of theory predictions with data is qualitatively the same with the new FF. For the LHCb data (Fig. 14, upper left panel) and for the CMS data (Fig. 14, lower panel) the measured cross sections $d\sigma/dp_T$ for $\Lambda_c^+$ production are still very close to the upper border of the theory uncertainty band. Only the ALICE data (Fig. 14, upper right panel) are significantly higher, by factors of 2 to 4, than the cross sections predicted from theory. It is very unlikely that this large discrepancy can be explained in the usual framework by realistic FFs for the $\Lambda_c^+$ without destroying agreement with other data. This appears to suggest that the ALICE data violate predictions based on the universality of the fragmentation process by a large factor, whereas the data from LHCb[10] and CMS[12] appear to be compatible with universality. However, a more comprehensive investigation is required to reach firm conclusions. For instance, one could fit the gluon-to-$\Lambda_c$ and possibly also the light-parton-to-$\Lambda_c$ FFs to the LHCb, ALICE, and CMS data first and then, considering the error bands of the obtained FFs, see whether the FFs and these data actually are consistent with each other and with the universality hypothesis.

VI. DISCUSSION AND SUMMARY

In Ref. [33], an attempt was made to explain the large $\Lambda_c^+/D^0$ ratio seen in the ALICE measurements as arising from processes where $\Lambda_c^+$ is produced from the decay of excited charm baryon states, which are not seen in the Belle data of $e^+e^-$ annihilation. Actually, in the Belle data, only about 50% of the $\Lambda_c^+$ production rate originates from direct $c\to\Lambda_c^+$ fragmentation; the other half is due to decays of excited charm baryon states. However, it is difficult to understand that this fraction should be larger in $pp$ collisions by a large factor or that the production strength of the higher resonances discovered already in the Belle experiment should be so much larger in the ALICE $pp$ collision experiment. This is an experimental question which could be answered only in the respective experiments.

Another possibility to enhance inclusive $\Lambda_c^+$ production in $pp$ collisions is suggested by models that include color reconnection mechanisms [34] in the usual PYTHIA hadronization scheme. This implies that the final partons in the string fragmentation are considered to be color-connected in such a way that the total string length becomes as short as possible. In Ref. [12], it is shown that this model is consistent with the CMS result for the $\Lambda_c^+/D^0$ ratio, but it is not sufficient to explain the strong enhancement of this ratio in the ALICE data [11].

It seems unlikely that higher-order corrections, which go beyond the available NLO calculations, could help to obtain a better agreement of data with theory. NNLO fits for $D$-meson FFs have been studied recently in Refs. [35,36]. However, such corrections are expected to affect all measurements in a similar way. Also, alternative approaches like $k_T$-factorization [37] are not able to explain the observed discrepancies. The different coverage of kinematic variables, $p_T$ and $y$, is not very different in the available data sets. On the experimental side, however, more data, differential both in $p_T$ and $y$, would be extremely helpful, at least to clarify that data from different experiments are compatible with each other in the kinematic regions where they overlap.
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