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Abstract: The focusing of light through turbid media like biological tissues is strongly hindered by the scattering of light which limits its safe practice and application in medicine. In order to control this phenomenon, we shaped the incident wavefront using three algorithms including a four-element division algorithm, a partitioning algorithm, and simulated annealing to control, iteratively, a spatial light modulator (SLM). We have tested two different convergence criteria to achieve a focal point inside a turbid environment, made up of a mixture of agar and milk, set to mimic a specific depth of human skin, and provide comparison results. A camera and a lens are used to visualize the focal area and give feedback information to the algorithms. A discussion on the use of these algorithms and convergence criteria is presented, being focused on its convergence time and performance. Depending on the algorithm and operational parameters, improvements of 29% to 46% of the irradiance in the region of interest were accomplished.
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1. Introduction

The development of new diagnostic and treatment techniques that are more efficient and less invasive so that the damage of healthy tissue can be minimized is of major importance in medicine. For this matter, the interaction of laser radiation with biological tissue has been the target of great attention with one of its applications being phototherapy. In addition to this application, drug delivering nanoparticles have been studied [1,2] where the rise in temperature allows for the remote release of drugs contained in it into the biological system. Due to its destructive effect over malignant tissues, like cancer cells, this has already been used in some superficial skin cancer treatments [3]. Despite this latter success, it is of interest that this application can be expanded to the point of acting in regions that surpass the surface of the skin, with its thickness ranging from 0.6 mm to 3.2 mm [4], where the turbid nature of tissues prevents the laser from delivering the necessary dose in destroying the undesired tissues. In addition, this expansion requires the consideration of not compromising the health of the surrounding cells. The dose, in this case, can also be referred to as energy density, whose values can be known for the destruction of tumoral tissues [5], and it is associated with the irradiance ($I$) and exposure time ($t_{exp}$) by the following expression:

$$D = I \cdot t_{exp} = \left(\frac{P}{A}\right) t_{exp}, \quad (1)$$

$P$ being the laser power and $A$ the area of the beam of the target.
In order to better target the tumor cells and protect the healthy surrounding cells, gold nanoparticles (GNP) have been studied \[6,7\]. These GNP are functionalized so they aggregate around tumors, and they have “tunable high-absorption properties in the NIR region that allow for local higher absorbed energy” [8]. This allows for them to be photo-induced in a determined wavelength to produce heat (through an effect called Surface Plasmon Resonance, SPR [9]) consequently leading to cytotoxic damage of the surrounding cells. The possibility of tuning their absorption peak in the NIR region turns out to be advantageous since this includes the commonly called therapeutical window of wavelengths, where there is less absorption by the main absorption agents of biological tissues (650–900 nm) [10].

Regarding the strong scattering effect that limits the propagation of light in a desired trajectory and conditions the in-depth energy density, there is the need for achieving greater irradiance values over a small, focused, area. Therefore, numerous studies have been conducted in order to control this effect of light propagation through diffusive media of which manipulation of the laser wavefront (wavefront shaping) has been proven successful [11,12]. The principle behind it is to collect the scattered light from the turbid environment and, based on it, manipulate the incident wavefront to compensate for the dispersion effects. These current strategies are found to be split into passive or active solutions. Regarding the passive solutions, self-reconstruction beams allow for the desired effect where Bessel beams are less susceptible to the diffusive character of the medium and its application is mainly in optical coherence tomography and microscopy [11]. About the active solutions, these can be based in direct feedback, beacon, or holography [13–15]. All of these techniques find themselves on many imaging applications [16], but direct feedback wavefront shaping has been evolving to tumor phototherapy and provides the advantage of making use of a much less complex optical setup when compared to the other ones.

In this work, we apply phase manipulation of the wavefront of the incident light by using a spatial light modulator (SLM) and a detector’s information serving as direct feedback, to concentrate 808 nm light inside a static turbid sample, mimicking the scattering properties of the human skin. By changing the phase map of the incident light, it can compensate for the scattering effects that decrease the quality of focus in an iterative way [17]. Decreasing this area allows for larger irradiance values, following Equation (1), which in an in-depth tumor phototherapy application combined with GNP will allow to manipulate, by knowing the necessary dose (energy density), both the laser power and its exposure time to a minimum. In an engineering insight, these encouraging abilities of direct feedback wavefront shaping can enable the construction of a device without recurring to a complex system with a powerful, expensive laser that has the potential of destroying superficial healthy tissues. This device would safely help in diagnosing and/or treating tumors.

The modulator (i.e., SLM) consists of a matrix of pixels that are grouped into an equal sized number of segments of which in this phase modulation technique are individually set to a phase map value, in between 0 and 2\(\pi\). The multiple scattering of light inside a media can easily be associated as being a random and stochastic process along its path, yet it is considered a causal and reversible process over time [18]. In order to describe this phenomenon of light transport through a diffusive media, a transmission matrix allows to relate the incident and transmitted electric fields in the following way:

\[
E_m = \sum_n t_{mn} \cdot E_n = \sum_n t_{mn} \cdot A_n e^{i\phi_n},
\]  

(2)

Here, \(E_m\) stands for the \(m^{th}\) channel of the transmitted electric field, \(t_{mn}\) the element of the transmission matrix, \(E_n\) the \(n^{th}\) channel of the incident electric field, \(A_n\) the amplitude of the incident light from the \(n^{th}\) channel, and \(\phi_n\) its phase. Considering that we are modulating the phase of the incident light by \(N\) segments, individually, while maintaining the amplitude constant, then \(\phi_n\) will correspond to this modulated phase of incident
light on a segment. This segmentation has proven useful in reducing the total number of iterations required in the optimization procedure but with a tradeoff: the lesser the number of segments, the lesser the enhancement potential. By considering a case of maximization of target intensity, the maximum theoretical enhancement factor $\eta$ relates with the total number of segments $N$ and target intensity before the optimization $I_0$ in the following way:

$$\eta = \frac{<I_{\text{max}}>}{<I_0>} = \frac{(N - 1)\pi}{4} + 1,$$

where the angle brackets denote ensemble averaging over disorder [19]. The control of the modulator is accomplished in testing three different optimization algorithms under two different evolution criteria (cost functions) in a fixed execution timespan, and we provide comparison results for all of these. Ultimately, we present our conclusions.

2. Phase Control Algorithms

The goal to achieve is to find an optimized wavefront by finding the phase mask that is applied to the incident light that results in the sharpest focus point inside the turbid media. The detector, being placed right outside of the media, will capture the transmitted intensity distribution where this focus point will be represented as a circular area which will be further called a spot area.

Feedback-based algorithms allow for an optimization procedure to take place in order to control the diffused light in a turbid medium while using a SLM in a simple optical setup. There are several algorithms that have been tested for wavefront modulation and they differ from each other by their runtime speed, enhancement factor, complexity, and stability in noisy environments. Since, in the medical context, we are interested in having a fast focus formation, due to the dynamic motion of tissues, the following explained algorithms were chosen because they have revealed good enhancement factors in a small number of iterations [20].

2.1. Four-Element Division Algorithm (FEDA)

This algorithm was firstly presented by Fang et al. [21] and the working principle behind it is by applying a two-by-two division of a square matrix so that it results in four matrices of equal size. Afterwards, the algorithm recursively acts on each of these resulting matrices originating new, smaller, matrices. The algorithm stops when its recursive action gives rise to divisions of a desired size. The optimization procedure to apply phase modulation starts by cycling the phase of the first segment as shown in Figure 1a from 0 to $2\pi$ in small phase steps. In each of these, an intensity image is acquired from the detector and a value for the chosen cost function is obtained. The phase at which this obtained value gets a maximum, or a minimum depending on the criteria, is then saved and set into this first segment before the optimization procedure continues. Afterwards, this procedure acts on the second segment while having the optimized segment value set for the first segment, as shown in Figure 1b, and an optimized value is then set. This operation takes place for the third and fourth segment until an optimized $2 \times 2$ format is obtained (Figure 1c–e). Next, one segment is then divided into four individual equal sized segments which are phase cycled as the previous ones but, first, they all inherit its previous optimized phase distribution, as depicted in Figure 1e. After finding an optimized phase value for one segment, this one is set to replace the inherited phase value before proceeding to the other small segment. This procedure can happen to turn an initial phase matrix into a $2 \times 2$ format which, recursively, turns into $4 \times 4$, $8 \times 8$, … optimized phase distribution formats. This process either ends until the number of segments equals the number of pixels of the SLM or until it reaches a desired format, whose total number of segments must be lower than the number of pixels.
Figure 1. FEDA principle (based on [13]). This scheme shows phase optimization for $4 \times 4$ format. (a–d) Phase modulation of 4 segments of the initial phase matrix in the $2 \times 2$ format. (e–h) Division of the first segment into 4 equal sized segments and phase modulation for these smaller segments while having the optimized phase values set. (i) The procedure made in (e–h) is repeated for the second segment of the $2 \times 2$ initial phase format. (j) The remaining two segments follow the same steps until an optimized $4 \times 4$ phase matrix is achieved.

2.2. Partitioning Algorithm (PA)

The Partitioning Algorithm technique finds an optimized wavefront by simultaneously acting on a whole group of segments and has been introduced in phase modulation techniques by Vellekoop et al. [22]. This optimization procedure starts by randomly selecting half of the total segments of an initial phase matrix and changing its phase values to random ones in the range of 0 to $2\pi$. Afterwards, this disturbed phase matrix is projected on the SLM and a cost function value is calculated from the detector, by which, if it is better than the previous one, this new phase matrix is considered to be the best phase matrix. The algorithm proceeds by changing other random half segments of this best phase matrix to other random values, and this method is repeated, while receiving the detector feedback and changing; according to it, the current best phase matrix, until a chosen number of iterations has not been reached. Figure 2 illustrates the principle of this algorithm.

Figure 2. PA principle: (a–c) random selection of half the segments and phase setting with random values in between 0–$2\pi$; (d) final optimized phase map. This scheme shows phase optimization for $4 \times 4$ format (based on [14]).

2.3. Simulated Annealing Algorithm (SAA)

The Simulated Annealing Algorithm is an optimization technique used to find a global optimum based on the simulation of the cooling of a metal in a heat bath—a process known as annealing. It works by simulating this cooling process by lowering the “temperature” of the system until it reaches a point where no change is observed (steady state). This technique is of interest due to its random character that allows not to get stuck with a local minimum, or maximum, peak [19,23]. The “temperature” is the core parameter of the SAA, being associated with the iteration number, and in the system, it decreases in the following way:

$$T_k = \alpha^k T_0, \quad (T_0 > 0, \ k = 1, 2, 3, \ldots),$$

where $T_k$ is the temperature of the $k^{th}$ iteration, $T_0$ the initial temperature, and $\alpha$ (0 < $\alpha$ < 1) the decay factor. The scheme in Figure 3 shows the working principle of the SAA applied
to the current study, and it starts by generating an initial temperature and sending an initial phase matrix to the SLM which is considered the first best. Afterwards, an intensity image is acquired from the detector and a value for the chosen cost function is calculated from it. Then, the algorithm enters a cycle of $N$ iterations where at each iteration a disturbance is introduced over the best phase matrix. This consists of randomly selecting half of the number of total segments and changing its values to other random phase values. After that, a new value is calculated from the detector and, if this value is better than the previous best one, then the best phase matrix is replaced by this disturbed one. Otherwise, there is a chance of accepting a worse solution by giving it an acceptance probability, which is given by the Boltzmann function:

$$P(T) = \exp \left( \frac{E_{\text{old}} - E_{\text{new}}}{T} \right), \quad (E_{\text{old}} - E_{\text{new}} < 0),$$

where $E_{\text{old}}$ and $E_{\text{new}}$ correspond to the cost function values for the best phase matrix and current disturbed phase matrix, respectively, and $T$ corresponds to the current temperature of the system. This happens for $(E_{\text{old}} - E_{\text{new}}) < 0$ because the opposite case stands for the improvement situation, where the new perturbed phase matrix is better than the previous one. This way, one can see that this algorithm does its optimization procedure by achieving a minimum value of $E_{\text{new}}$, but, if a maximization is intended, then one can change these input parameters for their negative values. While the number of iterations has not reached the desired $N$ value, the system continues to disturb the best phase matrix and accepting it according to the presented rule. After concluding the cycle, the temperature of the system is analyzed by comparing it with a given final temperature: if it is lower or equal, then the algorithm stops, but, if it is higher, then the temperature is lowered following Equation (4), where there is an increment in the $k$ value. In this case, the perturbation on the best phase matrix continues to act iteratively, and this entire process is repeated until the current temperature of the system reaches the final temperature value or until a desired number of iterations is made.

![Figure 3. SAA principle’s scheme.](image-url)
2.4. Cost Functions

2.4.1. Weighted Average

Based on the calculation of the weighted average of the detector, a phase matrix is applied to the SLM and the optimization is made by maximizing this value while changing the phase matrices. The weighted average is very similar to the calculus of the arithmetic mean with the difference that the contribution given for each data point in a dataset is not the same. Therefore, in this context, this measure relates both the photon intensities read in the pixels of the detector, \( I_{\text{cam}}(x, y) \), and its distances to a given location in the image. This method allows for assigning different importance to each pixel, referred to as weights, \( w(x, y) \), so that the further it is from that selected location, the less contribution it will have to the calculation of the average and to the evolution of the algorithm. In order to calculate the weighted average, first a distance distribution matrix, \( d(x, y) \), in pixel units, is calculated in relation to that selected location which represents the spot area (as mentioned above), and the algorithm will evolve by attempting to converge the initial beam’s intensity towards it. Afterwards, the weights distribution is obtained by treating the distances matrix such that the spot location has maximum value (considered as 100) and the most distant pixel(s) from it has a zero value. Having the weights distribution and considering a detector of \( N \times M \) pixels, the weighted average of an acquired image is calculated as follows:

\[
W_{\text{average}} = \frac{\sum_{x=1}^{N} \sum_{y=1}^{M} [w(x, y) \cdot I_{\text{cam}}(x, y)]}{\sum_{x=1}^{N} \sum_{y=1}^{M} w(x, y)}.
\]  

(6)

In this expression, the weights can be normalized, that is, \( \sum_{x=1}^{N} \sum_{y=1}^{M} w(x, y) = 1 \) with \( w'(x, y) = \frac{w(x, y)}{\sum_{x=1}^{N} \sum_{y=1}^{M} w(x, y)} \), simplifying the original formula to:

\[
W_{\text{average}} = \sum_{x=1}^{N} \sum_{y=1}^{M} [w'(x, y) \cdot I_{\text{cam}}(x, y)].
\]  

(7)

A depiction for the calculation of this value is shown in Figure 4.

![Figure 4](image-url)

**Figure 4.** Weighted Average diagram based from Equation (6) that requires both the spot location in the camera, as pixel coordinates, and the captured intensities as inputs. For the calculation of the value of the weighted average, the weights distribution and captured intensity are required. The weights distribution is going to be of the size of the captured intensities, where first the distance of each pixel of the camera to the spot’s location in the image is calculated. Then, this result is updated in having values in the range of 0–100 where 0 corresponds to the pixels of the spot and 100 the most distant pixel(s) from it—weights distribution. Finally, by having the required variables for directly calculating the weighted average from Equation (6), the same is obtained.
2.4.2. Weighted Radius

The weighted radius is a variant of the weighted average which also takes into consideration the distance of each pixel to a given location. The way that the weighted radius is calculated is by, first, obtaining the distances of every pixel of the camera in relation to that selected location \(d(x,y)\). Afterwards, an intensity image is obtained, \(I_{\text{cam}}(x,y)\), and the relative irradiance matrix is calculated, \(I_{\text{norm}}(x,y)\), given by the division of the obtained intensity matrix by the maximum intensity value read. Next, the weighted distance of each pixel is a result of the Hadamard product of the relative irradiance matrix by the previous distances matrix. Finally, the weighted radius is calculated by performing the square root of the average result of the weighted distances, for all the non-zero elements [15]. A scheme for the calculation of this measure is shown in Figure 5.

![Figure 5. Weighted Radius diagram](image)

**Figure 5.** Weighted Radius diagram that takes both the spot location in the camera, as pixel coordinates, and the captured intensities as inputs. For the calculation of the value of the weighted radius, the normalized captured intensities and distances of each pixel of the camera to the spot are required. The distances matrix is of the same size of the captured intensities, where similarly to the case of the weighted average, each value will correspond to the distance of that pixel to the spot’s location in the image. Next, the normalized intensities matrix is obtained by dividing each pixel’s intensity value by the maximum pixel intensity read. Then, the weighted radius can be calculated by obtaining the square root of the selective average (discarding null values) of the Hadamard product between the distances matrix and normalized intensity matrix.

3. Experimental Procedures

The experimental setup is illustrated in Figure 6. A GaAl laser diode produced an 808 nm laser beam in CW (continuous wave) emission. A diaphragm (D) controls the beam diameter and the polarizer (P) assures the spatial filtering of the wavefront, producing linearly polarized incident light aligned parallel to the direction of the liquid crystal molecules of the SLM (Holoeye HEO 1080P Reflective LCOS). This SLM has a resolution of 1920 × 1080 pixels with each pixel having a size of 8 µm × 8 µm. Since the laser beam had a diameter set to 1 mm, only a region of the SLM, with its center aligned with the incident beam, was used for modulating its phase. This working region was set squared with a size of 256 × 256 pixels or 2 mm × 2 mm so that a minimization of the number of non-relevant pixels could be accomplished. A non-polarizer 50/50 beamsplitter (BS) was then used which redirects the reflected laser beam to the optical sample (S) where a focus is produced, at its far end side, by using a converging lens L1 (focal length of 100 mm). The light is then collimated by another converging lens L2 (focal length of 40 mm) and reaches the CMOS camera (AVT Guppy F-036B) that captures its intensities. Due to the adopted configuration and lens positioning, the focal point was represented in the camera as a
circular area (i.e., spot) with the same diameter as the incident beam. Then, the captured image is sent to a computer which calculates over it the cost function value and, based on it, changes the configuration of the SLM. The CMOS shutter time was set to a value of 17 ms (~1/60) due to the 60 Hz refresh rate of the SLM in order to average out phase jitter [24].

The data presented and code developed for this study are made available in GitHub https://github.com/jqguerreiro/articleSLM_code.git (accessed on 23 August 2021).

![Figure 6. Schematic of the experimental setup. Letters represent: D: Diaphragm; P: Polarizer; BS: Beamsplitter; L1, L2: Plano-convex lens; S: Sample.](image)

The process of wavefront phase modulation started by first projecting an initial phase matrix onto the working region of the SLM which was considered the zero matrix. This will correspond to having the phase of the incoming beam set to zero and then a value for the cost function (weighted average or weighted radius) is calculated over the acquired intensity image of the detector. Henceforth, the selected algorithm will start its optimization procedure as previously explained. Figure 7 shows a scheme of this wavefront optimization procedure. To be able to compare the performance of every algorithm equally, the laser power was kept constant, as the total number of iterations made (apart from FEDA). The power of the laser was set to 1.5 mW and the total number of iterations for PA and SAA were chosen according to the continuous sequential algorithm (CS) with 10 phase values per cycle. Considering the operation of CS [22], this gives rise to having a total of 640 iterations for the 8 × 8 phase matrix segmentation and 2560 iterations for the 16 × 16 segmentation tests.

Regarding FEDA, the number of iterations made is dependent on the format of the projected phase matrix but also on the number of phase values that are going to be cycled for each segment \(n\). It was found that, for this algorithm, the expression that gives the total number of iterations for a phase matrix format of \(2^x \times 2^y\) is:

\[
N_{\text{iters}} = n \sum_{i=1}^{x} 4^i, \quad x = 1, 2, 3, \ldots
\]  

(8)

Considering 10 phase values per cycle, an 8 × 8 format results in 840 iterations and a 16 × 16 format results in 3400 iterations.

Regarding PA, the only specific parameter to be set was the total number of iterations, which is related to the total number of perturbations made on the projected phase matrix. Considering SAA, there were several parameters that had to be set, namely the decay factor \(\alpha\), initial temperature \(T_0\), and the number of iterations made in a cycle \(N_{\text{cycle}}\). We did not give this algorithm a final temperature since we want it to run a total of 640 or 2560 total iterations, so this was the chosen end criteria. Based on the information in [23], the decay factor and number of iterations made in a cycle were set to \(\alpha = 0.97\), \(N_{\text{cycle}} = 8\) (for...
64 segments) and \( N_{cycle} = 32 \) (for 256 segments). With regard to the initial temperature, this was set by taking into consideration Equation (5). By rewriting this equation, we have:

\[
T = \frac{E_{old} - E_{new}}{\ln(P(T))}
\]

Assuming, due to the nature of the calculus of the weighted average and weighted radius, that these cost functions will produce values with small statistical variation, it was considered a 90% initial probability in accepting a variation of 0.01. By replacing, in Equation (9), \( E_{old} - E_{new} = 0.01 \) and \( P(T_0) = 0.9 \), we get \( T_0 = 0.1 \) for the initial temperature.

An agar-based phantom made up of a mixture of distilled water and milk was used as the test sample, constituting a relatively inexpensive and simple way to simulate a turbid media that resembles the human skin, although there can be several other techniques and materials like gelatin and polyacrylamide gels that successfully produce tissue phantoms [25]. Milk was used as the turbid medium (pasteurized whole milk with a 3.6% lipid content) where the scattering is produced by suspended lipid droplets. The selected human tissue for simulation was the skin of the inner forearm with the optical properties for a wavelength of 808 nm found in [26]. To achieve the required optical properties in producing the tissue phantom, the amount of milk in the mixture had to be set. Regarding the absorption coefficient, both milk and water have similar values that, for this experiment, were considered to be negligible for the working wavelength [27,28], and, since we are interested in suppressing the diffusion effect, this was not taken into account. Therefore, only the scattering amount was set. Regarding the scattering coefficient, for water, this is lesser than its absorption coefficient so only the scattering coefficient of milk was considered [27]. The phantom made for testing was composed of 5% milk with 5 mm of optical length (thickness). This concentration and thickness were chosen for milk with 3.6% fat since it simulates the scattering present in the skin of the inner forearm with an approximate thickness in between 1–2 mm. This approximation was obtained using a metric that was
based in the information found in [26,29–31]. The following steps explain the phantom’s preparation procedure:

1- A mixture of 1% agar-agar powder in distilled water was made;
2- The resulting mixture was heated until its boiling point;
3- The boiling mixture was left to cool at room temperature;
4- When the temperature reached a value below 50 °C, the right amount of milk was added to have a 5% milk concentrated mixture;
5- The resulting mixture was left to cool, for a minimum of 4 h, until use.

In addition to every step, the solution was always being stirred with the exception while being heated in the microwave and in its last cooling process.

4. Results and Discussion

In this section, we present the results for our experiment when choosing the weighted average or the weighted radius as the convergence criteria for all wavefront optimization procedures. We compare the differences when a 8 × 8 or a 16 × 16 phase matrix format is used and, lastly, talk about the differences regarding all algorithms.

In our comparisons, we analyzed measurements like the maximum intensity value achieved and average intensity in the spot area (the representation of the focus point inside the turbid media in the CMOS camera, as explained in Section 2). The improvement over the spot, in percentage, is calculated by:

\[
\text{improvement} = \frac{< I_{\text{opt.Spot}} > - < I_{0\text{Spot}} >}{< I_{0\text{Spot}} >} \times 100\%,
\]  

(10)

where \(I_{0\text{Spot}}\) represents the initial intensity and \(I_{\text{opt.Spot}}\) its optimized value.

For the overall convergence of the scattered beam, we take the weighted radius values, calculated without the spot’s intensities, and obtain the improvement based from Equation (10) by replacing the average intensities for the respective weighted radius values. Finally, we also take into consideration the evolution of the cost function values for each algorithm (convergence plots).

4.1. Weighted Average Results

Figures 8 and 9 show the intensity distributions for each algorithm used in the optimization of the weighted average while considering a 64 segment or 256 segment phase matrices, respectively. All left side intensities correspond to the initial phase matrix projected onto the SLM (initial phase matrix), the middle ones relate to the intensities after the optimization, and the right patterns are the optimal phase distributions achieved. All of the approaches seem to have been successful in converging the intensities towards the spot’s center. Regarding FEDA, visually, the optimized results seem to not have many differences when considering either 64 or 256 segments. With PA, more differences can be perceived where an 8 × 8 segmentation led to higher intensity values but a 16 × 16 segmentation appears to have converged more rays towards the center. With SAA, on the contrary, the 8 × 8 optimization seems to have been more successful in recovering the spot’s profile in relation to the 16 × 16 optimization. Table 1 shows the previously referred measurements that allow for better comparing these results. Considering the overall focus improvement, it appears that FEDA achieved better results, whereas PA and SAA allowed for a better focus formation considering a phase matrix of 64 segments. The weighted radius values (outside the spot) consider the overall information of the camera without taking into account the spot region. Therefore, it stands for a measure of the intensities that did not reach the spot but got closer to it. It is seen that the use of more segments results in a higher improvement of this measure, with FEDA achieving, again, the top value.
Figure 8. Results for the $8 \times 8$ segmentation of the phase map with the weighted average being the cost function. (a,b), (d,e), (g,h) stand for the initial and optimized intensity distributions captured by the CMOS when running FEDA, PA, and SAA algorithms, respectively. All initial’s intensity distributions were captured before running each algorithm and after setting the phase of the incident beam to zero. For the intensity distributions, the grid values correspond to pixel units of the CMOS and the colorbar/intensity range can have values in between 0–255. (c,f,i) are the achieved optimal phase maps/matrices projected in the SLM after running FEDA, PA, and SAA, respectively. For the phase maps, its values range from 0 (black) to $2\pi$ (white) with 10 values in between this range.

Figure 10 shows the convergence plots associated with the evolution of the weighted average values in the optimization process. For an $8 \times 8$ segmentation, it can be seen that for FEDA, an evolution of this parameter is made continuously, with a fast convergence in the first 300 iterations. As for PA, there is an abrupt increase in the first 100 iterations, due to its randomized partition nature, and after which the evolution of the weighted average gets saturated. At this point, the algorithm appears to have been trapped in a local maximum. Finally, with SAA, due to the chosen initial temperature, decay factor and number of iterations made in a cycle, the algorithm accepts worse solutions until around 400 iterations. Although at first sight the SAA seems to be the worst of these three algorithms, in this case, the SAA obtained the largest improvement over the $8 \times 8$ optimization. It is important to say, though, that the choice of its parameters have no standard method to find [22], which makes the implementation of this method difficult. In addition, different values for these parameters could result in higher improvement values. For a $16 \times 16$ segmentation, it is seen that FEDA has had the largest improvement, being the evolution of the weighted average saturated at about 2000 iterations. The explanation for this can be seen by its optimal phase matrix where the bottom half has no smaller segment changes, so the phase cycling over all smaller segments in this half had no positive
influence over the cost function. Regarding PA, similarly to the previous case, there was an abrupt increase in the first 1000 iterations after which the optimization process did not lead to major intensity changes. With SAA, the algorithm accepted worse solutions until around 1500 iterations. After that, a large increase of the cost function was observed and, at around 2000 iterations, it seems that this approach reached its saturation point.

![Figure 9](image_url)

**Figure 9.** Results for the 16 × 16 segmentation of the phase map with the weighted average being the cost function. (a,b), (d,e), (g,h) stand for the initial and optimized intensity distributions captured by the CMOS when running FEDA, PA, and SAA algorithms, respectively. All initial’s intensity distributions were captured before running each algorithm and after setting the phase of the incident beam to zero. For the intensity distributions, the grid values correspond to pixel units of the CMOS and the colorbar/intensity range can have values in between 0–255. (c,f,i) are the achieved optimal phase maps/matrices projected in the SLM after running FEDA, PA, and SAA, respectively. For the phase maps, its values range from 0 (black) to 2π (white) with 10 values in between this range.

In summary, SAA and PA have shown greater improvement by 64 segments (improvement of 50%), whereas FEDA overcomes these two algorithms when using 256 segments (improvement of 51%). Regarding consistency, FEDA has proven to be the best algorithm having high improvement values considering both 64 and 256 segments.

### 4.2. Weighted Radius Results

Figures 11 and 12 show the intensity distributions for each algorithm used in the optimization of the weighted radius. One can see right away that the optimization, in all cases, resulted in a quite different scenario than the previous results. It is seen that a very intense point inside the spot was now formed. For every algorithm, the use of
256 segments results in a sharper focal point in comparison with 64 segments. By looking at the information of Table 2, it is concluded that, with FEDA, by increasing the number of segments, the spot improvement increased to a top value of 46%. With PA and SAA, on the contrary, the increase in number of segments led to a decrease of improvement, the $8 \times 8$ segmentation being the better solution. Regarding the intensities outside the spot, both FEDA and SAA showed to be better in converging the ray beams towards the spot.

Table 1. Measurements for the weighted average optimization.

| Algorithm | Segmentation | Max. I Value (0–255) | Av. Intensity in Spot | Improvement | Weighted Radius (Outside the Spot) | Improvement |
|-----------|--------------|-----------------------|-----------------------|-------------|-----------------------------------|-------------|
| FEDA      | $8 \times 8$ | Initial 52            | 30.75                 | 45%         | 3.43                              | 17%         |
|           |              | Optimized 94          | 44.38                 | 2.84        | 3.48                              |             |
|           | $16 \times 16$ | Initial 52           | 30.83                 | 51%         | 2.59                              | 26%         |
|           |              | Optimized 96          | 46.57                 | 2.26        | 3.26                              |             |
| PA        | $8 \times 8$ | Initial 52            | 30.92                 | 49%         | 2.72                              | 17%         |
|           |              | Optimized 108         | 45.93                 | 3.31        | 2.70                              | 19%         |
|           | $16 \times 16$ | Initial 53           | 31.04                 | 34%         | 3.17                              |             |
|           |              | Optimized 85          | 41.47                 | 2.70        | 3.47                              |             |
| SAA       | $8 \times 8$ | Initial 50            | 29.90                 | 50%         | 2.73                              | 21%         |
|           |              | Optimized 106         | 44.52                 | 3.44        | 3.47                              |             |
|           | $16 \times 16$ | Initial 51           | 29.93                 | 39%         | 3.44                              | 24%         |
|           |              | Optimized 115         | 41.60                 |             |                                   |             |

Figure 10. Convergence plots for the weighted average: (a) optimization with $8 \times 8$ segmentation; (b) optimization with $16 \times 16$ segmentation.

Figure 13 shows the convergence plots concerning the evolution of the weighted radius. Similarly to the weighted average case, the PA rapidly achieves its saturation point in the 100th iteration mark (for 64 segments) and in the 1000th iteration (for 256 segments). For $8 \times 8$ segmentation, it is seen that FEDA has a fast convergence in the first 200 iterations, after which the evolution of this parameter slows down due to less significance of the phase changes of the smallest segments of the bottom half of the phase distribution. With SAA, the specific parameters might not have been finely tuned since it accepts worse solutions until the 500th iteration mark, near its end. Nevertheless, it resulted in a higher improvement than FEDA’s. For the $16 \times 16$ segmentation, FEDA has a continuous evolution role, whereas SAA still has a rather large range of iterations where it accepts worse solutions. For this latter case, both SAA and PA seem to achieve similar improvement values.
Figure 11. Results for the $8 \times 8$ segmentation of the phase map with the weighted radius being the cost function. (a,b), (d,e), (g,h) stand for the initial and optimized intensity distributions captured by the CMOS when running FEDA, PA, and SAA algorithms, respectively. All initial’s intensity distributions were captured before running each algorithm and after setting the phase of the incident beam to zero. For the intensity distributions, the grid values correspond to pixel units of the CMOS, and the colorbar/intensity range can have values in between 0–255. (c,f,i) are the achieved optimal phase maps/matrices projected in the SLM after running FEDA, PA, and SAA, respectively. For the phase maps, its values range from 0 (black) to $2\pi$ (white) with 10 values in between this range.

4.3. Final Assessment

Lastly, we would like to provide an assessment on the differences stated for every algorithm tested, summarized on Table 3. On the weighted average and weighted radius methods, we can assign to the PA the strengths of having the fastest increase at the beginning, after which the algorithm does not go through much evolution. A negative of this algorithm is that most of the iterations have not seen great changes or a continuous evolution of the algorithm since it has been stuck in its local minimum/maximum. This occurs due to the algorithm’s nature where the optimized result will be very dependent on the first best accepted solution. As for SAA, its behavior of accepting worse solutions bypasses the limitation of PA in getting trapped in a local minimum/maximum, where a continuous evolution attempt is made. However, SAA has high sensitivity to the change of its specific parameters, which, despite making it very adaptable to situations, results in it being hard to work with (and can explain why the $8 \times 8$ segmentation resulted in better improvements than the $16 \times 16$ segmentation). These parameters have to be chosen or tuned, which requires some insight on the cost function evolution behavior. Finally, FEDA
produces the best results overall given its nature that allows for checking each individual segment the phase that results in a best cost function value. As for the only considered disadvantage, FEDA requires more iterations in achieving its optimized result, which, in reality, will result in a longer process.

Figure 12. Results for the $16 \times 16$ segmentation of the phase map with the weighted radius being the cost function. (a,b), (d,e), (g,h) stand for the initial and optimized intensity distributions captured by the CMOS when running FEDA, PA, and SAA algorithms, respectively. All initial’s intensity distributions were captured before running each algorithm and after setting the phase of the incident beam to zero. For the intensity distributions, the grid values correspond to pixel units of the CMOS and the colorbar/intensity range can have values in between 0-255. (c,f,i) are the achieved optimal phase maps/matrices projected in the SLM after running FEDA, PA, and SAA, respectively. For the phase maps, its values range from $0$ (black) to $2\pi$ (white) with 10 values in between this range.
Table 2. Measurements for the weighted radius optimization.

| Algorithm | Segmentation | Max. I Value (0–255) | Av. Intensity in Spot | Improvement | Weighted Radius (Outside the Spot) | Improvement |
|-----------|--------------|----------------------|-----------------------|-------------|-----------------------------------|-------------|
| FEDA      | 8 × 8 Initial | 51                   | 30.64                 | 30%         | 3.53                              | 18%         |
|           | Optimized    | 119                  | 39.90                 | 30%         | 2.90                              | 18%         |
|           | 16 × 16 Initial | 51                   | 30.64                 | 46%         | 3.53                              | 25%         |
|           | Optimized    | 253                  | 44.73                 | 46%         | 2.65                              | 25%         |
| PA        | 8 × 8 Initial | 52                   | 30.75                 | 41%         | 3.27                              | 15%         |
|           | Optimized    | 138                  | 43.34                 | 41%         | 2.77                              | 15%         |
|           | 16 × 16 Initial | 52                   | 30.61                 | 33%         | 3.41                              | 18%         |
|           | Optimized    | 142                  | 40.61                 | 33%         | 2.78                              | 18%         |
| SAA       | 8 × 8 Initial | 51                   | 29.71                 | 38%         | 2.70                              | 27%         |
|           | Optimized    | 126                  | 41.01                 | 38%         | 2.70                              | 27%         |
|           | 16 × 16 Initial | 51                   | 29.72                 | 34%         | 3.58                              | 24%         |
|           | Optimized    | 145                  | 39.84                 | 34%         | 2.71                              | 24%         |

Figure 13. Convergence plots for the weighted radius: (a) optimization with 8 × 8 segmentation; (b) optimization with 16 × 16 segmentation.

Table 3. Pluses and minuses of using each optimization algorithm.

| Algorithm | +                                      | −                                      |
|-----------|----------------------------------------|----------------------------------------|
| FEDA      | Overall produces the best results      | Requires more iterations/Takes more time |
| PA        | Has a very fast increase at start      | Gets stuck in a local minimum/maximum  |
| SAA       | Does not get stuck in a local minimum/maximum | Specific parameters have to be tuned. Requires some a priori knowledge on the behavior of the cost function values |
|           | Adaptable by correctly choosing its specific input parameters | Harder to work with |

5. Conclusions

We have performed phase modulation of the incident wavefront of an 808 nm laser in an iterative approach for compensation of the scattering effects of a turbid sample mimicking 1–2 mm of human skin. The use of milk in reproducing the scattering effects of biological tissue was done, constituting an inexpensive way in building a tissue phantom. Higher irradiance values over the focal spot were successfully achieved in testing three different optimization algorithms over two different evolution criteria. The weighted
average proved to be a better choice over the weighted radius in achieving the desired goal. Both SAA and PA showed similar improvements with the difference that PA has a very fast convergence in the initial iterations and does not require many input parameters, that in SAA are not easy to set. PA showed a final top improvement of 49%. FEDA also proved to be a great candidate, especially with 256 segments where its top improvement was 51%. Despite larger iterations being required, it could be of interest to combine both FEDA and PA such that, in the initial iterations, PA would be executed and after which, for the optimization of the smallest segments, FEDA would take on the responsibility. This could significantly reduce FEDA’s total iterations and would lead to having good improvement values in less time. In future applications of the method, the increase irradiance will require attention to safety issues. In particular, the maximum permissible exposure of the laser light threshold on the tissue must be guaranteed from the start to the end of the iterative process. This value depends on the radiation wavelength and on the time of exposure and can be defined in terms of radiation dose, which depends on the irradiation time, the power of the radiation used, and the irradiated area. The International Commission on Non-Ionizing Radiation Protection, ICNIRP, published in 2013 [32] the guidelines for the exposure limits to laser radiation depending on the wavelength and time of exposure. When using 808 nm wavelength laser radiation for a duration from 10 s to 30 ks, the exposure limit for the skin is 0.33 W/cm² (in our tests, we had 0.048 W/cm²) and, if the phase shaping process allows a reduction in, for example, 27% of the beam radius, the irradiance increases by almost 88%. Nevertheless, as also stated by the ICNIRP [33], the exposure limit can be exceeded for diagnostic and therapeutic purposes when the intended benefits of the procedure overcome the potential side effects. Future work will also include adapting the experimental setup to use backscattering radiation instead of transmitted radiation to obtain feedback information for the algorithms, and thus make the technique applicable in the medical environment.
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