Moment-based boundary conditions for straight on-grid boundaries in three-dimensional lattice Boltzmann simulations
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Summary
In this article, moment-based boundary conditions for the lattice Boltzmann method are extended to three dimensions. Boundary conditions for velocity and pressure are explicitly derived for straight on-grid boundaries for the D3Q19 lattice. The method is compared against the bounce-back scheme using both single and two relaxation time collision schemes. The method is verified using classical benchmark test cases. The results show very good agreement with the data found in the literature. It is confirmed from the results that the derived moment-based boundary scheme is of second-order accuracy in grid spacing and does not produce numerical slip, and therefore offers a transparent way of accurately prescribing velocity and pressure boundaries that are aligned with grid points in three-dimensional.

KEYWORDS
D3Q19, lattice Boltzmann, moment-based boundary conditions, two relaxation times

1 | INTRODUCTION

The lattice Boltzmann method (LBM) is a mesoscopic approach to simulating continuum physics. Originally derived from the lattice gas cellular automaton it has been shown to be able to recover solutions to the Navier-Stokes equation (NSE) that are second-order accurate in space.1-3 Spatial locality, a linear advection term, no Poisson solver for pressure, and relative ease of imposing complex boundaries and coupling with other numerical solvers are some of the LBM advantages over conventional computational fluid dynamics methods and are the reason for its use in many applications.4-6 Because of the locality property, the method can be massively parallelized for speed-up on modern computing architectures.7-11

With new numerical methods comes new approaches on how to handle boundaries. The two-dimensional (2D) boundary methods for the LBM have been well documented in the literature12-16 so here we focus mainly on the methods that are applicable in three-dimensional (3D). The most popular one is the bounce-back scheme, where particles collide with the wall and reverse their momentum. It is widely and effectively used in applications with complex geometries7-11,17-19 due to its efficiency, simplicity, and second-order accuracy when the boundary is placed midway between gridpoints, and first-order otherwise. However, it has some drawbacks. Because of its kinetic roots, it introduces an additional error, a numerical slip, when used in conjunction with a single relaxation time (SRT) collision operator. One can use an improved collision scheme, such as two relaxation times (TRTs) or multiple relaxation times (MRT), to fix it or choose another...
boundary method that does not have the numerical slip. This drawback was first discovered by Ginzbourg and Adler, who quantified the effective location of the straight/diagonal boundaries in Poiseuille flow. He et al. derived explicit expressions for the slip velocity for different schemes in Poiseuille and Couette flows. Later, Bennett gave an interpretation of some existing lattice Boltzmann boundary conditions for the distribution functions in terms of their moments. It was shown that on-node bounce-back has an entirely equivalent formulation of setting \( \rho u_n = Q_{nt} = Q_{ntt} = 0 \) at a flat boundary aligned with gridpoints. Here, \( \mathbf{u} \) is the fluid velocity (the first moment), \( \mathbf{Q} \) is the third moment (and is a non-hydrodynamic moment), and subscripts \( n \) and \( t \) refer to normal and tangential components, respectively. Thus, it is seen that this method does not explicitly impose a constraint on the tangential component of velocity, leading to the potential for the artificial slip error. The TRT method may be used to enforce compatibility between the conditions on the third moment with the expected solution.

Extrapolation/interpolation schemes can be viewed as separate types of boundary methods. They require additional points to set constraints for velocity and pressure or their gradients. First proposed by Chen et al., the extrapolation scheme for flat walls was later modified and its numerical stability improved by Zhao-Li et al. using the idea of extrapolating the nonequilibrium parts of the distribution function at a wall node. Like the interpolation schemes, Guo’s nonequilibrium extrapolation scheme can also be applied to curved walls. It maintains simplicity, second-order accuracy and good numerical stability.

Another approach uses the idea of the bounce-back of the nonequilibrium parts of the distribution function, first proposed by Zou and He. This approach, which was originally formulated in terms of distribution functions, also has for the D2Q9 lattice an equivalent interpretation in terms of moments: it can be viewed as setting the constraints \( \rho u_n = \rho u_t = Q_{ntt} = 0 \), \( t = 1 \) at solid boundaries. We see an explicit condition on the tangential velocity but it is more difficult to give a mathematical or physical justification for the third constraint. The extension of nonequilibrium bounce-back to the 3D D3Q19 lattice was first proposed by Zou and He to handle pressure and velocity boundaries. It was then generalized by Hecht and Harting allowing an arbitrary angled flow at the open boundary. Just like Zou and He, they used tangential momentum corrections, introduced by Maier et al., at the inlet of the D3Q19 model. Their method is second-order accurate, explicit, spatially local, relaxation time-independent, and it allows to implement exact boundary conditions on the wall which lies exactly on the lattice nodes. However, one might find this method to be overcomplicated—applying the nonequilibrium bounce-back rule and then modifying the tangential distribution functions by introducing the transverse momentum corrections, recalculating the resting particle distribution function at the pressure boundary edges. Furthermore, because it uses a variation of the bounce-back rule, the imposed conditions for the velocity moments still lack justification from a physical sense. Performing an analysis of the moments at the face boundary reveals that the closure is somewhat arbitrary. The conditions are set for all three momentums, \( \rho u_n = \rho U_n, \rho u_{t1} = \rho U_{t1}, u_{t2} = \rho U_{t2} \), and two third-order momentums, \( Q_{n1t1} = \rho U_n/3 \) and \( Q_{ntt2} = \rho U_n/3 \), where \( \rho U_n/3 \) is the equilibrium approximation, see (7). While the selection of the former three moments makes sense, the last two conditions seem odd because they both state the same and they do not have a clear physical interpretation like the second-order moments, momentum flux and stress, for example.

High-order accurate boundary conditions have been proposed by Ginzbourg et al. Local second-order boundary (LSOB) method is derived from the locally known distribution functions via second-order Chapman-Enskog expansion and Dirichlet boundary conditions with a given momentum. To the best of the authors’ knowledge, this remains the only local boundary condition implementation method for the LBM that computes the exact solution of Poiseuille flow for arbitrary channel wall inclination with respect to the lattice. Despite it offering a highly accurate and fairly general treatment of boundaries, the LSOB method is often overlooked due to its relatively complex implementation. Multireflection (MR) boundary method, however, is implementation-wise much simpler than the LSOB method and is formally third-order accurate for general flows. Derived for arbitrary shaped boundaries, the MR method has been specified for corner treatment, complex porous flow, slip conditions, and extended for boundary/interface in advection-diffusion equations. Downsides of the MR method include nonconservation of the local mass and nonlocality. Local on-grid boundary conditions are important for efficient parallel computations. To confront the aforementioned drawbacks, we have taken the first steps of generalizing the moment-based approach by extending it to the 3D lattices with boundaries aligned with grid points, where the boundary conditions are imposed directly onto the hydrodynamic moments of the LBM.

The first hydrodynamic moment-based scheme for velocity boundaries was proposed by Noble et al. who used hydrodynamic moments, more precisely the velocity and energy to solve for the unknown distribution functions at the boundaries. Their motivation was simple and valid—the bounce-back boundary condition has a relaxation time-dependent slip, and it cannot be easily generalized for mass inflows or moving walls. They were employing the
hexagonal D2Q7 lattice where only two distributions functions are unknown on the boundaries aligned with grid points, and two conditions are required to solve for them. Other commonly used lattices, such as D2Q9 and D3Q19 (see Figure 1) have more unknown functions, and therefore they require more conditions that come from linearly independent moments and a more general approach.

The more general moment-based method for imposing hydrodynamic boundary conditions was proposed recently by Bennett.\textsuperscript{22} He used the fact that since there is a one-to-one linear mapping from the distribution functions to its moments ($m = Mf$), this mapping can be inverted ($f = M^{-1}m$). One can switch between moments $m$ and particle distribution functions $f$ very easily and therefore can impose a condition on all $m$ to find all $f$. At a boundary, not all the moments are independent, but the idea is to impose conditions on linearly independent moments only and convert these into conditions on the distribution functions. The intention is to use as far as possible the hydrodynamic moments only because we are simulating hydrodynamics. In some cases, choosing the higher order velocity moments over the hydrodynamic ones might offer better stability, however, exploring the stability of the selected moments requires further research. Some other insights into stability could also come from References 31,36, which discuss numerical behavior of lattice Boltzmann boundary conditions at nodal points, or References 37,38 which discuss higher order contributions to the lattice Boltzmann stress at boundaries.

The LBM with moment-based boundary conditions has been successfully applied to various physical systems, where exact hydrodynamic boundary conditions must be employed.\textsuperscript{39-42} Furthermore, its stability and accuracy has also been commented on briefly,\textsuperscript{43} and some theoretical analysis has been performed,\textsuperscript{37} but there is still room for an in-depth stability analysis. Studying stability of the present 3D method is left for future research. The results presented in these works show that the method is second-order accurate for velocity and pressure, which matches the accuracy of the LBM, and it recovers the solution to the NSEs in unidirectional channel flow where boundaries are aligned with grid points exactly on all grid sizes. Another important finding is that the moment-based method in combination with the SRT collision operator works very well in the region of low to moderate Reynolds numbers, but more sophisticated collision operators (eg, TRT or MRT) are preferable for flows at high Reynolds numbers.

At present, the moment-based approach assumes walls are straight and aligned with grid point. Under such conditions the method is:

- **exact**—pressure, velocity or shear stress is specified directly on nodes, and thus satisfies the boundary conditions by construction. Bounce-back and diffuse reflection do not fully possess this property.\textsuperscript{44} However, it is unknown at present if the exactness property of the moment-based method can be extended to irregular geometries.

- **local**—only the information from the boundary cell is used in the calculations (like Zou and He,\textsuperscript{16} LSOB\textsuperscript{28}). The method can be parallelized easily for efficient computing. This is in contrast to the interpolation/extrapolation schemes. It should be noted that, at present, the application of the moment-based method is restricted to straight boundaries and thus these comments should not be taken out of context. The extension to more complicated geometries is a subject for further research.
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\caption{D3Q19 lattice. Rest particle velocity is not shown [Colour figure can be viewed at wileyonlinelibrary.com]}
\end{figure}
straightforward—the idea and the implementation of the method is relatively simple. The unknown distribution functions are calculated using the hydrodynamic moments that the boundary conditions are imposed on. The trickiest part might be finding a physical interpretation for the higher order moments that may need to be at edge or corner boundaries, see Section 3. Complexity wise it is not as simple as the bounce-back rule and lacks geometric flexibility as opposed to LSOB and MR meaning that it is currently limited to boundaries aligned with the grid points. However, it is conceptually simpler and more straightforward than other methods that involve a mixture of the bounce-back rule, hydrodynamic moments, momentum corrections and other modifications to the distribution functions.

Although we have not considered diagonal boundaries here we expect the methodology to be directly transferrable. That is, we can still find incoming distributions by imposing constraints on an equal number of linearly independent moments precisely and locally at grid points. However, a detailed consideration is reserved for future study.

The remainder of this article is organized as follows. In Section 2, the LBM is described for the D3Q19 lattice. In Section 3, the moment-based method for imposing boundary conditions is extended to three dimensions and conditions from this method are explicitly derived. The results from the validation of the method are presented in Section 4, and conclusions are drawn in Section 5. Derivation details of the method are given in Appendix A1. The moment-based formulation of boundary conditions for the D3Q15 model is given in the Appendix B1.

## 2 | LATTICE BOLTZMANN METHOD

The LBM is a discretized form of the Boltzmann equation that governs the evolution of the particle distribution function via streaming and collision processes.\(^{45}\) It can simply be written as

\[
f_i(x + \mathbf{c}_i \delta t, t + \delta t) - f_i(x, t) = -\frac{1}{\tau}(f_i(x, t) - f_i^{eq}(x, t)) \delta t + F_i(x, t) \delta t,\]

where \(f_i\) is the discrete particle distribution function and \(F_i\) is the source term. The BGK approximation\(^{46}\) is used to describe the collision operator. It assumes that the distribution functions relax to their local equilibria \(f_i^{eq}\) over a short collision time \(\tau\). The equilibria \(f_i^{eq}\) are prescribed to be

\[
f_i^{eq} = \rho w_i \left( 1 + \frac{3(c_i \cdot u)}{c^2} + \frac{9(c_i \cdot u)^2}{2c^4} - \frac{3u^2}{2c^2} \right),\]

where \(\rho\) is the fluid density, \(w_i\) and \(c_i\) are, respectively, the weights and discrete particle velocities given in Table 1, \(u\) is the fluid velocity \(\delta x/\delta t\) is the lattice speed, with \(\delta x\) and \(\delta t\) being the space and time steps. The sound speed \(c_s\) is a constant. The hydrodynamic variables, such as density, momentum and momentum flux can be calculated from the distribution functions by taking velocity moments as

\[
\rho = \sum_i f_i, \quad \rho u_\alpha = \sum_i f_i c_{i\alpha} + \frac{\delta t}{2} F_\alpha, \quad \Pi_{\alpha\beta} = \sum_i f_i c_{i\alpha} c_{i\beta},\]

redefining the local momentum with the half forcing term.

### 2.1 | From lattice Boltzmann to Navier-Stokes

The fact the NSEs are embedded within the LBM can be shown by performing a multiscale analysis. One such method that has been an integral part of all the major comprehensive literature on the topic of the LBM\(^{47-50}\) is the Chapman-Enskog

| i  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 |
|----|---|---|---|---|---|---|---|---|---|---|----|----|----|----|----|----|----|----|----|
| w_i | 1/3 | 1/3 | 1/3 | 1/3 | 1/3 | 1/3 | 1/3 | 1/3 | 1/3 | 1/3 | 1/3 | 1/3 | 1/3 | 1/3 | 1/3 | 1/3 | 1/3 | 1/3 |
| c_{ix} | 0 | 1 | -1 | 0 | 0 | 0 | 0 | 1 | -1 | -1 | 1 | 0 | 0 | 0 | 1 | -1 | -1 | 1 |
| c_{iy} | 0 | 0 | 0 | 1 | -1 | 0 | 0 | 1 | -1 | -1 | 1 | 1 | -1 | -1 | 1 | 0 | 0 | 0 |
| c_{iz} | 0 | 0 | 0 | 0 | 1 | -1 | 0 | 0 | 0 | 0 | 1 | -1 | 1 | -1 | 1 | -1 | 1 | -1 | 1 |
expansion, where $f_i$ is expanded formally about a small parameter $\varepsilon$ as

$$f_i = f_i^{(0)} + \varepsilon f_i^{(1)} + \varepsilon^2 f_i^{(2)} + \ldots.$$  \hfill (4)

The second-order Taylor series expansion in time and space is performed on (1) without the source term and neglecting the higher order terms. Separating the different $\varepsilon$ scales and taking moments of the LBM allows us to find order-by-order contributions to the nonconserved moments, and this eventually yields hydrodynamic partial differential equations. Only the equilibrium and first-order correction parts of $\Pi$ are needed to furnish the NSEs and higher order contributions are considered to be negligible here. It is found that the equilibrium and nonequilibrium part of the momentum flux tensor can be expressed as

$$\Pi_{a\beta}^{(0)} = \sum_i f_i^{(0)} c_i c_\beta = \rho u_a u_\beta + \rho c_s^2 \delta_{a\beta},$$  \hfill (5)

$$\Pi_{a\beta}^{(1)} = \sum_i f_i^{(1)} c_\alpha c_\beta = -\tau \delta t \frac{\rho}{3} (\partial_\alpha u_\beta + \partial_\beta u_\alpha) + O(Ma^3),$$  \hfill (6)

and the equilibrium part of the third-order moment, which appears in the recovery of $\Pi^1$ and hence the NSEs, is

$$Q_{a\beta\gamma}^{(0)} = \sum_i f_i^{(0)} c_\alpha c_\beta c_\gamma = \rho \frac{\partial}{3} (u_\alpha \delta_{\beta\gamma} + u_\beta \delta_{\alpha\gamma} + u_\gamma \delta_{\alpha\beta}).$$  \hfill (7)

Combining these expressions into the moment equations yields to order $\varepsilon^2$ the weakly compressible NSEs,

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0,$$  \hfill (8)

$$\frac{\partial (\rho \mathbf{u})}{\partial t} + \nabla \cdot (\rho \mathbf{u} \mathbf{u}) = -\nabla p + \nabla \cdot (\rho \nu (\nabla \mathbf{u} + (\nabla \mathbf{u})^T)) + O(Ma^3),$$  \hfill (9)

where the pressure $p = \rho c_s^2$ and the kinematic viscosity $\nu = (2\tau - \delta t) / 6$. The term weakly compressible means that the incompressible NSEs are recovered in the low Mach number limit.

2.2 Two relaxation time LBM

As the name suggests, the TRT collision operator uses two relaxation rates, one for the even order moments and one for the odd order moments. The relaxation time for the even moments is directly linked to the viscosity of the physical system, while the other is a free parameter that can be fine-tuned for optimal accuracy and stability. Since the truncation errors depend on the product of these two parameters, one can effectively tune the LBM for optimal performance with a judiciously chosen value of the so-called “magic parameter”:

$$\Lambda = \left( \frac{\tau^+}{\delta t} - \frac{1}{2} \right) \left( \frac{\tau^-}{\delta t} - \frac{1}{2} \right),$$  \hfill (10)

where $\tau^+$ is the symmetric relaxation time that is related to viscosity and $\tau^-$ is the antisymmetric time. While different values of $\Lambda$ offer improved stability for different problems, $\Lambda = 1/4$ appears to be the most stable choice according to Fourier advection-diffusion equation analysis.\(^{51,52}\) Still, any fixed value of $\Lambda$ assures the correct dimensionless scaling and independence of the relative errors on the viscosity.\(^{51}\) Because all the velocity sets are symmetric, distribution functions can be paired up in terms of their velocities as $c_i = -c_i$ forming the so-called link.\(^{36}\) Any link can be decomposed into its symmetric and antisymmetric parts as

$$f_i^+ = \frac{1}{2} (f_i + f_\ell), \quad f_i^- = \frac{1}{2} (f_i - f_\ell),$$

$$f_i^{eq+} = \frac{1}{2} (f_i^{eq} + f_\ell^{eq}), \quad f_i^{eq-} = \frac{1}{2} (f_i^{eq} - f_\ell^{eq}).$$  \hfill (11)
The rest population is its own opposite so it only has a symmetric part, \( f_0^+ = f_0 \) and \( f_0^{eq+} = f_0^{eq} \), and a zero antisymmetric component, \( f_0^- = 0 \) and \( f_0^{eq-} = 0 \). Using the introduced components, the TRT postcollision distribution function can be written as

\[
f_i^* = -\frac{1}{\tau^+}(f_i^+ - f_i^{eq+}) - \frac{1}{\tau^-}(f_i^- - f_i^{eq^-}).
\]  

The relaxation time related to the viscosity is the symmetric one:

\[
\nu = \frac{1}{6} (2\tau^+ - \delta t).
\]  

Due to symmetry the preparatory calculations in the collision step are performed only for one half of the populations. That makes TRT almost as computationally efficient as SRT, but with an improved control over stability and accuracy. And although TRT can be used to correct the numerical slip in bounce-back schemes, in the moment-based method it is chosen purely for numerical stability.

3 | MOMENT-BASED BOUNDARY CONDITIONS IN THREE DIMENSIONS

The D3Q19 model has exactly 19 independent moments, which are all listed in Equation (14), starting from the zeroth velocity moment, which is otherwise known as density, and going all the way to the third and fourth-order moments, whose physical interpretation are not as clear. These moments are used in calculating the incoming particle distribution functions at the local domain boundaries.

\[
\begin{align*}
0th: \quad \rho &= \sum_i f_i \quad 1 \text{ equation} \\
1st: \quad \rho u_\alpha &= \sum_i f_i c_i \alpha \quad 3 \text{ equations} \\
2nd: \quad \Pi_{\alpha\beta} &= \sum_i f_i c_i \alpha c_i \beta \quad 6 \text{ equations} \\
3rd: \quad Q_{\alpha\beta\gamma} &= \sum_i f_i c_i \alpha c_i \beta c_i \gamma \quad 6 \text{ equations} \\
4th: \quad S_{\alpha\beta\gamma\delta} &= \sum_i f_i c_i \alpha c_i \beta c_i \gamma c_i \delta \quad 3 \text{ equations}
\end{align*}
\]  

The information in the LBM can travel diagonally from one site to another. Therefore, apart from face boundaries we also need to separately consider edges, where two faces meet, and corners, where three faces meet.

There are five unknown distribution functions at every face boundary, nine unknowns at every edge boundary and 12 unknowns at every corner boundary. It means that five, nine, and 12 linearly independent moments are required at every face, edge, and corner, respectively, to solve for the unknown distribution functions. However, not all of the moments in Equation (14) are linearly independent at a boundary. In fact, they can be placed into groups of unique combinations of distribution functions for any given boundary whether it is at the face, edge, or corner boundary.

Next, the derivation process for each of these different cases will be described, distinguishing between velocity and pressure type boundaries, and the combination of them. Note that the pressure boundary considered here only allows the inflow or outflow normal to the face boundary. This is not to be confused with an open type boundary where the velocity can have arbitrary directions and the pressure distribution may not be uniform.

3.1 | Face velocity

From Equation (14), five hydrodynamic moments are chosen to impose a condition on a boundary face. If, for example, the west boundary is chosen, see Figure 2, the unknown incoming distributions at the west face are \( f_1, f_7, f_{10}, f_{15}, \) and \( f_{18} \). Grouped up moments and their corresponding combinations of \( f_i \) are shown in Table 2. Moments that are
**TABLE 2** Moment combinations at the west face boundary

| # | Moments | Unknown $f$ combinations | Selected |
|---|---------|---------------------------|----------|
| 1 | $\rho, \rho u_x, \Pi_{xx}$ | $f_1 + f_2 + f_{10} + f_{15} + f_{18}$ | $\rho u_x^y, \rho u_x^z$ |
| 2 | $\rho u_y, \Pi_{yy}, Q_{xyy}$ | $f_7 - f_{10}$ | $\rho u_y^x$ |
| 3 | $\rho u_z, \Pi_{zz}, Q_{zoz}$ | $f_{15} - f_{18}$ | $\rho u_z^x$ |
| 4 | $\Pi_{yy}, Q_{yy}, S_{xyy}$ | $f_7 + f_{10}$ | $\Pi_{yy}^x$ |
| 5 | $\Pi_{zz}, Q_{zz}, S_{xzz}$ | $f_{15} + f_{18}$ | $\Pi_{zz}^x$ |

Not listed in Table 2 do not contain the information of the unknown functions. They are $\Pi_{yz}, Q_{yzz}, Q_{yzz}, \text{ and } S_{yzz}$. By looking at their respective expressions in (14) one can confirm that they do not contain the unknown functions of interest.

The momentas in a row are not linearly independent so only one moment can be picked from each row to impose a constraint on it and to solve the system for the unknown $f_i$ at the boundary. The aim is to pick hydrodynamic moments only and avoid selecting the higher order moments as much as possible because they do not have a clear physical meaning.

For the velocity boundary it is logical to select the three momenta, $\rho u_x, \rho u_y, \text{ and } \rho u_z$. The remaining two moments are chosen to be $\Pi_{yy}$ and $\Pi_{zz}$ due to a natural physical interpretation (normal stresses) compared with the higher order moments. Now that there are five linearly independent equations for the five unknowns, the system can finally be solved. Before solving it, the momentum fluxes need to be defined. Using the first two terms from the Chapman-Enskog multiscale expansion, see Section 2.1, the momentum flux is approximated using the Chapman-Enskog expansion used to derive the NSEs from the LBM:

$$\Pi_{yy} = \Pi_{yy}^{(0)} + \epsilon \Pi_{yy}^{(1)} + O(\epsilon^2), \quad \Pi_{zz} = \Pi_{zz}^{(0)} + \epsilon \Pi_{zz}^{(1)} + O(\epsilon^2).$$  

(15)

Since the higher order contributions to the moments, which include temporal derivatives of conserved moments, are assumed negligible, replacing the terms in the above expressions with (5) and (6) gives

$$\Pi_{yy} = \rho c_s^2 + \rho u_x^y - \frac{2\rho \tau}{3} \frac{\partial u_y}{\partial y}, \quad \Pi_{zz} = \rho c_s^2 + \rho u_x^z - \frac{2\rho \tau}{3} \frac{\partial u_z}{\partial z}. \tag{16}$$

For simple boundaries, such as velocity inlet, slip walls and no-slip walls moving with a constant velocity, the tangential velocity derivatives in (16), which come from the $O(\epsilon)$ contributions to the moment, can be discarded giving the following expressions for the momentum fluxes at the velocity face boundary:

$$\Pi_{yy} = \rho c_s^2 + \rho u_x^y, \quad \Pi_{zz} = \rho c_s^2 + \rho u_x^z. \tag{17}$$
Setting the velocities at the face boundary to $U_x$, $U_y$, and $U_z$ and using the selected moment expressions from Table 2, the solution for the unknown distribution functions can be obtained as,

$$
\begin{align*}
\begin{cases}
    f_1 &= \rho \left( \frac{1}{3} U_x^2 - U_x^2 \right) - f_0 - f_2 + f_{11} + f_{12} + f_{13} + f_{14}, \\
    f_7 &= \frac{\rho}{2} \left( \frac{1}{3} + U_y (U_y + 1) \right) - f_3 - f_8 - f_{11} - f_{14}, \\
    f_{10} &= \frac{\rho}{2} \left( \frac{1}{3} + U_y (U_y - 1) \right) - f_4 - f_8 - f_{12} - f_{13}, \\
    f_{15} &= \frac{\rho}{2} \left( \frac{1}{3} + U_z (U_z + 1) \right) - f_5 - f_{11} - f_{13} - f_{17}, \\
    f_{18} &= \frac{\rho}{2} \left( \frac{1}{3} + U_z (U_z - 1) \right) - f_6 - f_{12} - f_{14} - f_{16},
\end{cases}
\end{align*}
$$

(18)

where the density is expressed through the consistency condition, which relates the density and the momentum normal to the west face boundary, as

$$
\rho = \frac{1}{1 - U_x} (f_0 + f_3 + f_4 + f_5 + f_6 + f_{11} + f_{12} + f_{13} + f_{14} + 2 (f_2 + f_8 + f_9 + f_{16} + f_{17})),
$$

(19)

More detailed step-by-step derivation process is given in Appendix A.1.

### 3.2 Face pressure

Pressure boundaries require the density to be specified, leaving out the normal momentum as it is now an unknown moment, see Table 2. So, the only change from the velocity type boundary is the selection of the density, $\rho$, in the first group. Other momenta, $\rho u_y$ and $\rho u_z$, and momentum fluxes, $\Pi_{yy}$ and $\Pi_{zz}$, remain unchanged.

Restricting the pressure inlet boundary to normal flow, the tangential velocities are set to zero. Due to the velocities being zero and their derivatives being zero, only the first terms in the momentum flux expressions remain from (16) giving

$$
\rho u_y = 0, \quad \rho u_z = 0, \quad \Pi_{yy} = \rho c_s^2, \quad \Pi_{zz} = \rho c_s^2.
$$

(20)

Setting the pressure value at the boundary to $p = \rho_0 c_s^2 = \frac{\rho_0}{3}$ in lattice unites ($\delta t = \delta x = 1$), where $\rho_0$ is being imposed, and solving the new system, gives the following unknown functions for the west face boundary:

$$
\begin{align*}
\begin{cases}
    f_1 &= \frac{\rho_0}{3} - f_0 - f_2 + f_{11} + f_{12} + f_{13} + f_{14}, \\
    f_7 &= \frac{\rho_0}{6} - f_3 - f_8 - f_{11} - f_{14}, \\
    f_{10} &= \frac{\rho_0}{6} - f_4 - f_8 - f_{12} - f_{13}, \\
    f_{15} &= \frac{\rho_0}{6} - f_5 - f_{11} - f_{13} - f_{17}, \\
    f_{18} &= \frac{\rho_0}{6} - f_6 - f_{12} - f_{14} - f_{16}.
\end{cases}
\end{align*}
$$

(21)

The normal velocity $u_x$ can be calculated from the set density $\rho_0$ and the known distribution functions through the consistency condition as

$$
\begin{align*}
    u_x &= 1 - \frac{1}{\rho_0} (f_0 + f_3 + f_4 + f_5 + f_6 + f_{11} + f_{12} + f_{13} + f_{14} + 2 (f_2 + f_8 + f_9 + f_{16} + f_{17})),
\end{align*}
$$

(22)

See Appendix A0.2 for more detailed solution.

### 3.3 Edge velocity

For the edge boundary, exactly nine linearly independent combinations are required to solve for the unknowns.
For example, for the south-west edge boundary, the unknown distribution functions are shown in red in Figure 3. They are the same five from the west face plus five functions from the south face. Because one function overlaps, $f_7$ in this case, there end up being nine unknown functions: $f_1, f_3, f_5, f_6, f_{10}, f_{11}, f_{14}, f_{15}$, and $f_{18}$. The different combinations of the incoming distribution functions and the corresponding moments are listed in Table 3. Ideally one would like to pick the first nine appropriate moments and be done with it, however, the combinations appearing to be different are not all linearly independent. One can easily check that by looking at the rows 4, 9, and 10 in Table 3, for example. The matrix composed from these expressions is a rank-two matrix meaning that only two of the involved different row moments can be selected to specify a boundary condition.

\[
\text{rank} \begin{bmatrix}
4 & f_{11} - f_{14} + f_{15} - f_{18} & \rho u_z \\
9 & f_{15} - f_{18} & \Pi_{xz} \\
10 & f_{11} - f_{14} & Q_{yzz}
\end{bmatrix} = 2
\]
The same simply noticeable restriction applies to the rows 7, 13, and 14.

\[
\begin{bmatrix}
7 & f_{11} + f_{14} + f_{15} + f_{18} & \Pi_{zz} \\
13 & f_{15} + f_{18} & S_{xxzz} \\
14 & f_{11} + f_{14} & S_{yyzz}
\end{bmatrix}
\quad = 2
\quad (24)
\]

So, in a situation where there are more unknown combinations than unknowns, the linearly independent rows have to be selected prioritizing the physically interpretable ones.

By looking at the rank of the matrix consisting of the unknown combinations for the south-west edge boundary, it turns out that the first seven rows from Table 3 are all linearly independent. Other dependencies are less obvious. The row 8 is a linear combination of the rows 1, 2, and 3.

\[
\begin{bmatrix}
1 & f_1 + f_2 + f_7 + f_9 + f_{10} + f_{11} + f_{14} + f_{15} + f_{18} & \rho \\
2 & f_1 + f_7 - f_9 + f_{10} + f_{15} + f_{18} & \mu_{ux} \\
3 & f_3 + f_7 + f_9 - f_{10} + f_{11} + f_{14} & \mu_{uy} \\
8 & f_7 - f_9 - f_{10} & \Pi_{xy}
\end{bmatrix}
\quad = 3
\quad (25)
\]

The rows 9 and 10 have already been covered earlier. The rows 11 and 12 are a linear combination of the rows 1, 3, 5 and 1, 2, 6, respectively.

\[
\begin{bmatrix}
1 & f_1 + f_3 + f_7 + f_9 + f_{10} + f_{11} + f_{14} + f_{15} + f_{18} & \rho \\
3 & f_3 + f_7 + f_9 - f_{10} + f_{11} + f_{14} & \mu_{uy} \\
5 & f_1 + f_7 + f_9 + f_{10} + f_{15} + f_{18} & \Pi_{xx} \\
11 & f_2 + f_9 - f_{10} & Q_{xxy}
\end{bmatrix}
\quad = 3
\quad (26)
\]

\[
\begin{bmatrix}
1 & f_1 + f_3 + f_7 + f_9 + f_{10} + f_{11} + f_{14} + f_{15} + f_{18} & \rho \\
2 & f_1 + f_7 - f_9 + f_{10} + f_{15} + f_{18} & \mu_{ux} \\
6 & f_3 + f_7 + f_9 + f_{10} + f_{11} + f_{14} & \Pi_{yy} \\
12 & f_2 - f_9 + f_{10} & Q_{xyy}
\end{bmatrix}
\quad = 3
\quad (27)
\]

And finally, the row 15 is a linear combination of the rows 1, 5, and 6.

\[
\begin{bmatrix}
1 & f_1 + f_5 + f_7 + f_9 + f_{10} + f_{11} + f_{14} + f_{15} + f_{18} & \rho \\
5 & f_1 + f_7 + f_9 + f_{10} + f_{15} + f_{18} & \Pi_{xx} \\
6 & f_3 + f_7 + f_9 + f_{10} + f_{11} + f_{14} & \Pi_{yy} \\
15 & f_2 + f_9 + f_{10} & S_{xxyy}
\end{bmatrix}
\quad = 3
\quad (28)
\]

Considering the available options from the analysis above, for the velocity boundary at the south-west edge, the first nine appropriate moments are the three momenta, \(\rho u_x, \rho u_y, \rho u_z\), the momentum fluxes and shear stresses, \(\Pi_{xx}, \Pi_{yy}, \Pi_{zz}, \Pi_{xy}, \Pi_{xz}\) or \(\Pi_{yz}\), and one higher order moment, \(Q_{xxyy}\) or \(Q_{yyxy}\). There is still some freedom in selecting the moments to complete the system, however, no matter how the nine moments are chosen, having the higher order moment in the selection is inevitable. By basing the choice of the two moments on the symmetry of the components, meaning that either \(\Pi_{xz}\) and \(Q_{yz}\) or \(\Pi_{yz}\) and \(Q_{xz}\) are selected, the final system is written as

\[
\begin{bmatrix}
2 & f_1 + f_7 - f_9 + f_{10} + f_{15} + f_{18} & \mu_{ux} \\
3 & f_3 + f_7 + f_9 - f_{10} + f_{11} + f_{14} & \mu_{uy} \\
4 & f_{11} - f_{14} + f_{15} - f_{18} & \mu_{uz} \\
5 & f_1 + f_7 + f_9 + f_{10} + f_{15} + f_{18} & \Pi_{xx} \\
6 & f_3 + f_7 + f_9 + f_{10} + f_{11} + f_{14} & \Pi_{yy} \\
7 & f_{11} + f_{14} + f_{15} + f_{18} & \Pi_{zz} \\
8 & f_7 - f_9 - f_{10} & \Pi_{xy} \\
9 & f_{15} - f_{18} & \Pi_{xz} \\
14 & f_{11} + f_{14} & Q_{yz}
\end{bmatrix}
\quad = 9.
\quad (29)
FIGURE 4  An example of two perpendicular pressure inlets [Colour figure can be viewed at wileyonlinelibrary.com]

Similar to using the truncated approximation (16) for the momentum fluxes, \( \Pi_{xx}, \Pi_{yy}, \) and \( \Pi_{zz} \), and shear stresses, \( \Pi_{xy} \) and \( \Pi_{xz} \), the higher order moment \( Q_{yzz} \) is approximated using its equilibrium value (7), where the terms of order \( O(u^3) \) are neglected. This can be justified by the fact that only the equilibrium value of \( Q_{xy} \) is used in the recovery of the NSE up to the second-order through the Chapman-Enskog analysis. The equilibrium approximation can be written as

\[
Q_{yzz} = \frac{\rho}{3} (u_y + u_z \delta_{yz} + u_x \delta_{xz}) = \frac{\rho}{3} u_y.
\]

(30)

The system of the unknowns and its solution is included in Appendix A0.3.

3.4  Edge pressure

Specifying the pressure inlet at the edge is not straightforward. The conditions here have to agree with the ones at both adjacent faces, but that cannot be achieved due to the uncertainty of the velocity values. At the south-west edge, the normal pointing into the domain has components on \( x \) and \( y \) axis. The conditions for velocities on the west face read \( u_x = \) unknown, \( u_y = 0 \) and \( u_z = 0 \), and on the south face they are \( u_x = 0 \), \( u_y = \) unknown and \( u_z = 0 \). Problems arise when trying to merge these conditions. Tangential velocity is easy, \( u_z = 0 \), but how can we know what value to set for the other velocities? Are they both unknown or both zero, or maybe one is unknown while the other is zero? This is not a common physical setup, in fact it is far from it. Rarely, if at all two pressure inlets are encountered being perpendicular to each other. One possible setup is shown in Figure 4 where two channels form the perpendicular pressure inlets. In this situation, there is a solid wall separating the two openings meaning that all the velocities are zero at that point. This is nothing else but a velocity edge discussed above in Section 3.3.

3.5  Edge pressure-velocity

The combination of the pressure and velocity type boundaries can be encountered when considering a simple channel flow with a pressure inlet or outlet, or both, for example. So, in situations where the two adjacent faces have different boundary conditions imposed on them, namely, velocity and pressure, the density together with the three momenta have to be specified simultaneously at the edge boundary. It means that \( \rho, \rho u_x, \rho u_y, \) and \( \rho u_z \) are definitely selected from Table 3. Momentum fluxes \( \Pi_{xx}, \Pi_{yy}, \) and \( \Pi_{zz} \) also get included. Only one of the shear stresses, \( \Pi_{xz} \) or \( \Pi_{yz} \), can be selected because of (23). And only one of the third-order moments, \( Q_{xxz} \) or \( Q_{yzz} \), is a viable option due to (24). Following the choice made earlier when talking about the velocity boundaries, the moments \( \Pi_{xz} \) and \( Q_{yz} \) are selected to complete the system. The only difference from the velocity edge boundary is that the pressure is known. Because of this and (25), the shear stress component \( \Pi_{xy} \) is left out of the selection.
FIGURE 5 Unknown incoming distribution functions (red) at the low-south-west corner boundary

The chosen moments are given in (31), and the solution is given in Appendix A0.4.

\[
\begin{bmatrix}
1 & f_1 + f_3 + f_7 + f_9 + f_{10} + f_{11} + f_{14} + f_{15} + f_{18} & \rho \\
1 & f_1 + f_3 + f_7 + f_9 + f_{10} + f_{15} + f_{18} & \rho u_x \\
1 & f_1 + f_3 + f_9 - f_{10} + f_{11} + f_{14} & \rho u_y \\
1 & f_1 - f_{14} + f_{15} - f_{18} & \rho u_z \\
5 & f_1 + f_3 + f_7 + f_9 + f_{10} + f_{15} + f_{18} & \Pi_{xx} \\
6 & f_1 + f_3 + f_7 + f_9 + f_{10} + f_{11} + f_{14} & \Pi_{yy} \\
7 & f_{11} + f_{14} + f_{15} + f_{18} & \Pi_{zz} \\
9 & f_{15} - f_{18} & \Pi_{xz} \\
14 & f_{11} + f_{14} & Q_{yzz}
\end{bmatrix} = 9. \quad (31)
\]

3.6 Corner velocity

For the corner boundary, the number of the unknown distribution functions and therefore the number of the required linearly independent equations is 12. The low-south-west corner node is considered here. It means that the 12 unknown functions are \( f_1, f_3, f_5, f_7, f_9, f_{10}, f_{11}, f_{13}, f_{14}, f_{15}, f_{17}, \) and \( f_{18}, \) see Figure 5.

Listing all the unknown combinations for the low-south-west corner boundary gives a total of 19 different combinations. They are shown in Table 4. Every moment has a unique combination of the unknown distribution functions so one is left with no choice but selecting the first 12 appropriate moments to impose the boundary conditions on them. See Appendix A0.5 for the description of the linear dependencies.

For the velocity boundary, the main thing is to pick the three momenta, \( \rho u_x, \rho u_y, \) and \( \rho u_z, \) followed by the momentum fluxes and shear stresses \( \Pi_{xx}, \Pi_{yy}, \Pi_{zz}, \Pi_{xy}, \Pi_{xz}, \) and \( \Pi_{yz}. \) Then ideally choosing the third-order moments before considering anything else. Therefore, the last three fourth-order moments from Table 4, \( S_{xxyy}, S_{xxzz}, \) and \( S_{yyzz}, \) are overlooked for now. There are enough moments to impose a boundary condition at the corner without them. So, not counting the density, the next ten moment combinations (rows 2-11) are linearly independent. Together with the rows 13 and 14 they make the basic complete system of equations ready to be solved, see Appendix A0.5 for details. Again, there is still some freedom left in choosing which moments will be included in the final system, but there is no clear reason why one would be chosen over the other. For instance, which is better out of the two in each case? Is it \( Q_{yxx} \) or \( Q_{xzz}, Q_{xyy} \) or \( Q_{yzz}, Q_{xzz} \) or \( Q_{yzz} \)? One could probably argue that there are two mathematically explainable options. From a symmetry point of view, either \( Q_{xxy}, Q_{yzz}, \) and \( Q_{xzz} \) are selected or \( Q_{xxz}, Q_{xyy}, \) and \( Q_{yzz} \) make the cut. This is as far as the mathematical reasoning can take. Any further choices are left to be made subjectively.

The final system of the moment combinations includes the momenta \( \rho u_x, \rho u_y, \) and \( \rho u_z, \) the momentum fluxes and shear stresses \( \Pi_{xx}, \Pi_{yy}, \Pi_{zz}, \Pi_{xy}, \Pi_{xz}, \) and \( \Pi_{yz}, \) and three higher order moments \( Q_{xxy}, Q_{yzz}, \) and \( Q_{xzz}. \) Alternatively, one can choose the other trio of the third-order moments. The details of the solution at the low-south-east corner boundary are given in Appendix A0.5.1.
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3.7 Corner pressure-velocity

As discussed earlier, for a system with mixed type boundaries, both the density and velocity conditions have to specified. If density \( \rho \) is to be included into the linearly independent moment selection then one of the moments must be left out. Velocities are set, which means that one of the shear stresses must be discarded. There is no clear sign for which is the odd one out as they form a closed symmetry group. But the choice has to be made so \( \Pi_{y_0} \) is discarded from the selection of moments, see Appendix A0.5.2 for more details.

4 RESULTS

In this section, the newly derived 3D moment-based boundary conditions are validated on various 2D and 3D benchmark cases testing the set conditions at the faces, edges and corners of the domain. The 2D simulations are used to verify our method, while the 3D simulations are used for the assessment of the method’s accuracy. Velocity boundaries are tested for stationary and moving walls with the no-slip condition applied. The relaxation time \( \tau^+ \) is defined via the Reynolds number, \( \text{Re} = UL/\nu \). The LB velocity is set to \( U = 1/c = \delta t/\delta x = 0.1 \), \( L = N - 1 \) so that \( \delta x = 1/L \) and \( \nu \) relates to \( \tau^+ \) through (13). From (10), \( \tau^- \) is always chosen so that \( \Lambda = 1/4 \) for the moment-based method in all examples.

One of the tests in 2D is the relaxation time independence study performed using the 2D Poiseuille flow case. Moreover, it is linked to the exact recovery of the no-slip condition for the velocity on the wall. Because the solution of the developed 2D Poiseuille flow is essentially one-dimensional, a relatively small numerical grid of \( 33 \times 3 \times 3 \) can be used in the calculations to test for the \( \tau^- \) dependence and the no-slip recovery. A grid size of \( 129^2 \times 3 \) is selected for the 2D lid-driven cavity flow to match the meshes employed by other authors.53,54 Velocity profiles along the centerlines as well as the extreme values of the stream functions are compared in order to validate the method.

For the 3D convergence studies, the grid size is being varied proportionally with the relaxation time fixing the Reynolds number. A changing grid of \( N_x \times N_y \times N_z \) up to \( 129^2 \times 3 \) is used for the 3D developed duct flow in 2D while fixing the

| # | Moments | Unknown f combinations | Selected |
|----|--------|------------------------|----------|
| 1  | \( \rho \) | \( f_1 + f_3 + f_5 + f_7 + f_9 + f_{10} + f_{11} + f_{14} + f_{15} + f_{17} + f_{18} \) | \( \rho^PV \) |
| 2  | \( \rho u_s \) | \( f_1 + f_7 - f_6 + f_{10} + f_{15} - f_{17} + f_{18} \) | \( \rho u_s^PV \) |
| 3  | \( \rho u_y \) | \( f_1 + f_7 + f_9 - f_{10} + f_{11} + f_{14} \) | \( \rho u_y^PV \) |
| 4  | \( \rho u_z \) | \( f_1 + f_{11} + f_{13} - f_{14} + f_{15} + f_{17} - f_{18} \) | \( \rho u_z^PV \) |
| 5  | \( \Pi_{xx} \) | \( f_1 + f_7 + f_9 + f_{10} + f_{15} + f_{17} + f_{18} \) | \( \Pi_{xx}^PV \) |
| 6  | \( \Pi_{yy} \) | \( f_1 + f_7 + f_6 + f_{10} + f_{11} + f_{14} \) | \( \Pi_{yy}^PV \) |
| 7  | \( \Pi_{zz} \) | \( f_1 + f_{11} + f_{13} + f_{14} + f_{15} + f_{17} + f_{18} \) | \( \Pi_{zz}^PV \) |
| 8  | \( \Pi_{xy} \) | \( f_7 - f_6 - f_{10} \) | \( \Pi_{xy}^PV \) |
| 9  | \( \Pi_{xz} \) | \( f_{15} - f_{17} - f_{18} \) | \( \Pi_{xz}^PV \) |
| 10 | \( \Pi_{yz} \) | \( f_{11} - f_{13} - f_{14} \) | \( \Pi_{yz}^PV \) |
| 11 | \( Q_{xy} \) | \( f_9 + f_9 - f_{10} \) | \( Q_{xy}^PV \) |
| 12 | \( Q_{xz} \) | \( f_{15} + f_{17} - f_{18} \) | \( Q_{xz}^PV \) |
| 13 | \( Q_{yy} \) | \( f_7 - f_6 + f_{10} \) | \( Q_{yy}^PV \) |
| 14 | \( Q_{zz} \) | \( f_{15} - f_{17} + f_{18} \) | \( Q_{zz}^PV \) |
| 15 | \( Q_{yz} \) | \( f_{11} + f_{13} - f_{14} \) | \( Q_{yz}^PV \) |
| 16 | \( S_{xxy} \) | \( f_{11} + f_{13} + f_{14} \) | \( S_{xxy} \) |
| 17 | \( S_{xzz} \) | \( f_7 + f_9 + f_{10} \) | \( S_{xzz} \) |
| 18 | \( S_{xyz} \) | \( f_{15} + f_{17} + f_{18} \) | \( S_{xyz} \) |
| 19 | \( S_{yyz} \) | \( f_{11} + f_{13} + f_{14} \) | \( S_{yyz} \) |

**TABLE 4** Unknown function combinations and the moments at the low-south-west edge boundary
FIGURE 6  τ independence study for the moment-based boundary conditions and the bounce-back rule using SRT and TRT collision schemes in a two-dimensional developed duct flow case. The relative $L_2$ norm (left) and the relative slip velocity measured next to the wall (right). The duct wall location is on-grid for the moment-based method and midway for the bounce-back scheme. SRT, single relaxation time; TRT, two relaxation time [Colour figure can be viewed at wileyonlinelibrary.com]

LB velocity at 0.1. Force is applied to the fluid domain in the $z$ direction in both 2D and 3D calculations. Zero Neumann boundary condition for the flow variables is applied to the redundant dimensions. A varying grid of $N_x \times N_y \times N_z$ up to $257^3$ is used for the 3D lid-driven cavity flow while fixing the Reynolds number at $Re = 100$ and $Re = 1000$.

4.1  2D validation of the method

The relaxation time dependence study is performed to see how the moment-based boundary conditions compare to the bounce-back scheme using SRT. Although the τ-dependence of the bounce-back relative error is removed with any fixed $\Lambda$ when using TRT, only $\Lambda = 3/16$ locates the solid walls midway in straight Poiseuille flows. The results are shown in Figure 6. For a fair comparison, the duct flow is considered with the on-grid wall location for the moment-based method and midway location for the bounce-back scheme. The moment-based boundary conditions with either of the collision schemes show a whole range of the relaxation time values for which the solution only has accumulated machine precision type error and does not change in general, apart from the small region where $\tau$ approaches its asymptotic lower limit, $\tau_{min} = 1/2$. The lower limit, $\tau_{min}$, simply restricts the fluid viscosity from becoming negative. Similar behavior to that of the moment-based boundary conditions can be seen for the bounce-back scheme with TRT, but not with SRT. This is the famous numerical slip error coming from the uncertainty of the wall position that depends on the relaxation time. Only when the wall is exactly in the middle between the fluid and boundary nodes, $\tau = \sqrt{3/16} + 1/2$, the numerical error vanishes resulting in a close-to-machine precision accumulated error.

A relaxation time dependence study confirms that the moment-based boundary conditions generate no slip at the walls, and they are $\tau$-independent, see Figure 6. The channel width and Reynolds number are both fixed while adjusting the magnitude of the flow driving force when sweeping through the LB viscosity values. The relative slip velocity for the bounce-back scheme using SRT increases monotonically with $\tau$ crossing the horizontal axis at $\tau = \sqrt{3/16} + 1/2$ which corresponds to the middle position of the wall. The slip velocity is scaled by the maximum flow velocity in the duct giving the relative slip velocity.

The 2D lid-driven cavity flow is selected as one of the benchmark cases to test the ability of the moment-based boundary conditions to describe more complicated flows. The performed grid convergence study reveals that the combination of the LBM and moment-based boundary conditions is of second-order accuracy, as shown in Figure 7. At $Re = 100$, the TRT scheme yields slightly better accuracy than SRT (not shown) due to its improved stability. At $Re = 1000$, the TRT results still show second-order convergence, but relatively larger errors. In addition, no stable SRT results were obtained at $Re = 1000$. For comparison, the grid convergence results of the 2D moment-based boundary conditions obtained by Mohammed and Reis using MRT and Reis using TRT have been included. The results of Mohammed and Reis show better accuracy at $Re = 100$, but interestingly the results of the present 3D TRT-LBM moment-based boundary conditions at $Re = 1000$ show slightly improved overall accuracy in comparison to the 2D lattice models. Velocity profiles along the centerlines as well as the extreme values of the stream functions have been compared with the data from the literature at Reynolds numbers $Re = 100$ and $Re = 1000$. The results shown in Figure 8 and Table 5 are in very good agreement.
FIGURE 7  Velocity field (left) and streamlines (middle) at $Re = 1000$. Grid convergence (right) of the two-dimensional lid-driven cavity flow case using the moment-based boundary conditions, and comparison with the results of Reis$^{38}$ and Mohammed and Reis$^{43}$. The relaxation time $\tau^+$ is defined via $Re$ and $\tau^-$ is chosen so that $\Lambda = 1/4$ [Colour figure can be viewed at wileyonlinelibrary.com]

FIGURE 8  A comparison of horizontal $u_x$ (left) and vertical $u_y$ (right) velocity along the center lines between the present work and the work by Ghia et al$^{53}$ and Botella and Peyret$^{54}$ at $Re = 100$ and $Re = 1000$ on a $129^2$ grid [Colour figure can be viewed at wileyonlinelibrary.com]

with the results obtained by Ghia et al$^{53}$ who were the first ones to do a comprehensive study on the lid-driven cavity flow, but more so with the results from Botella and Peyret$^{54}$ who used a spectral method in their work.

4.2  3D validation of the moment-based boundary conditions

3D cases are the most appropriate representatives of the method’s accuracy due to all boundaries being included. Because the LBM together with the moment-based boundary conditions can recover the simplest 2D Poiseuille flow velocity profile exactly, unlike Guo’s nonequilibrium method$^{23}$ a 3D duct flow is chosen to test the viscosity (or relaxation time) independence of the method’s accuracy and the grid convergence of the algorithm. The former study is performed at a fixed grid verifying whether the solution is set only by the fixed Reynolds number in combination with fixed magic parameter, in this case $Re = 100$ and $\Lambda = 1/4$. The latter study considers two flow driving mechanisms—external force and pressure difference. The analytical formula for the velocity in a developed 3D square duct flow has been adopted from the theory of elasticity when talking about the deflection surface of a membrane$^{55}$ It has the following form:

$$u_z = \frac{4L^2F_z}{\pi^3 \rho v} \sum_{i=1,3,5,\ldots}^{\infty} \frac{(-1)^{i-1}}{i^3} \cos \left( \frac{ix}{L} \right) \cosh \left( \frac{ix}{L} \right) \left[ 1 - \frac{\cosh \left( \frac{ix}{2} \right)}{\cosh \left( \frac{ix}{L} \right)} \right]. \quad (32)$$
**Table 5** Comparison of the extreme values of the stream function at Re = 100 and Re = 1000 on a 129² grid

| Reference | Primary vortex | Secondary vortex (BL) | Secondary vortex (BR) |
|-----------|----------------|-----------------------|----------------------|
|           | Re = 100       | Re = 1000             | Re = 100             | Re = 1000             |
| Present, $\psi$ | $-0.103402$ | $-0.119244$ | $1.51760 \times 10^{-6}$ | $2.30158 \times 10^{-4}$ | $1.21731 \times 10^{-5}$ | $1.72769 \times 10^{-3}$ |
| $x,y$     | $0.6172, 0.7344$ | $0.5313, 0.5625$ | $0.0313, 0.0391$ | $0.0859, 0.0781$ | $0.9453, 0.0625$ | $0.8594, 0.1094$ |
| Ghia et al,⁵³ $\psi$ | $-0.103423$ | $-0.117929$ | $1.74877 \times 10^{-6}$ | $2.31129 \times 10^{-4}$ | $1.25374 \times 10^{-5}$ | $1.75102 \times 10^{-3}$ |
| $x,y$     | $0.6172, 0.7344$ | $0.5313, 0.5625$ | $0.0313, 0.0391$ | $0.0859, 0.0781$ | $0.9453, 0.0625$ | $0.8594, 0.1094$ |
| Botella and Peyret ⁵⁴, $\psi$ | – | $-0.118937$ | – | $2.34353 \times 10^{-4}$ | – | $1.72972 \times 10^{-3}$ |
| $x,y$     | – | $0.5308, 0.5652$ | – | $0.0833, 0.0781$ | – | $0.864, 0.1118$ |

Abbreviations: BL, bottom left; BR, bottom right.

The expression for the velocity includes the information of the geometry of the square duct or the width $L$, fluid properties or the dynamic viscosity $\rho v$, and applied conditions or the driving force $F_z$. For pressure-driven duct flow the driving force is the pressure gradient $\frac{-dp}{dz}$. The infinite sum is used to account for the rectangular shape of the duct. The coordinates in the velocity solution (32) range from $-L/2$ to $L/2$ so that the origin $(0, 0)$ is placed in the middle of the duct. If the zeros are substituted into (32) then the formula for the maximum velocity can be obtained as

$$u_{\text{max}} = \frac{4L^2 F_z}{\rho v} \sum_{i=1,3,5,\ldots}^{\infty} \frac{(-1)^{i+1}}{(i\pi)^3} \left[ 1 - \frac{1}{\cosh \left( i\pi \frac{L}{2} \right)} \right].$$

Analytical velocity values of the 3D duct flow are recovered beyond the machine precision and are not affecting the grid convergence study. To evaluate the deviation from the exact solution, the $L_2$ relative error norm is calculated for the velocity field,

$$L_2 = \sqrt{\frac{\sum_i (u_i - u_i^*)^2}{\sum_i u_i^*}}.$$
In addition to the 3D duct flow case, the grid convergence study is also performed using the 3D lid-driven cavity flow. Reynolds number is fixed at \( \text{Re} = 1000 \) and the lid velocity is kept constant at \( u_{\text{lid}} = 0.1 \) in lattice units so that only the viscosity changes proportionally with the grid size. Figure 10 shows the results of the convergence study. The data are gathered from comparing the velocity field values at different grid sizes. The LBM results of the present work are compared with those obtained by Albensoeder and Kuhlmann\(^6^0\) (AK) who used a spectral method. The results of the present LBM at \( \text{Re} = 100 \) are also added for comparison. Because the lid driven cavity flow does not have an analytical solution, the variable field values obtained on the finest grid of \( 257^3 \) are used as the reference. For this purpose, (34) is expanded to a 3D vector field calculation as

\[
L_2 = \sqrt{\sum_i \left( (u_{xi} - u^*_xi)^2 + (u_{yi} - u^*_yi)^2 + (u_{zi} - u^*_zi)^2 \right)},
\]

(35)

where \( u^*_i \) is the velocity field value on the finest grid, here \( 257^3 \). The results show that the present method remains second-order accurate for the 3D lid-driven cavity flow. Although the AK results yield better accuracy than the present model at \( \text{Re} = 1000 \), their spectral method shows only \( O(N^{-1.5}) \) grid convergence. The velocity profiles along the center lines are plotted and compared with the results obtained by Albensoeder and Kuhlmann\(^6^0\) and Mei et al.,\(^5^9\) see Figure 11. In the present case, the velocity field at \( \text{Re} = 100 \) and \( \text{Re} = 1000 \) is calculated using a \( 33^3 \) and a \( 65^3 \) grid, respectively. The results show a very good match at \( \text{Re} = 100 \). Moreover, the present data at \( \text{Re} = 1000 \) show better agreement with the results obtained by Albensoeder and Kuhlmann, who used an accurate spectral method, rather than Mei et al who used the LBM SRT with interpolated boundaries.
5 | CONCLUSIONS

For the first time, the moment-based boundary conditions have been extended to three dimensions and explicitly derived for the D3Q19 model. Velocity, pressure, and pressure-velocity conditions have been specified for the face, edge, and corner boundaries, where appropriate. Due to the large 3D stencil, the use of the higher order moments on the boundaries is inevitable. For some cases, even when using the more sophisticated TRT collision scheme, it has been observed that the more ’physical’ or the asymmetric choice of moments on the corner boundary can lead to instabilities and further to the solution divergence at higher Reynolds numbers. However, the problem can be resolved by choosing a symmetric set of velocity moments, as predicted by Mohammed and Reis. Unfortunately, sometimes it means dropping the condition for the hydrodynamic moment in favor of the third-order moment, such as at edges and corners. It is noted that the LSOB method solves the rectangular matrix formulation and seems to avoid any symmetry breaking. Some preliminary stability analysis for the moment-based boundary method in 2D has been conducted, however, an in-depth stability analysis of the current 3D method requires further studies and is a topic for future. At present, a shortcoming of the moment-based method for boundary constraints is its limitation to boundaries aligned with grid points. Overcoming this is a subject for ongoing research.

The newly derived 3D moment-based boundary conditions have been validated on benchmark cases testing for the relaxation time dependence, grid convergence and solution accuracy at various flow regimes. The results of the proposed 3D method show excellent agreement with the data obtained using highly accurate spectral methods. Moreover, the method shows the expected second-order grid convergence for all the benchmark cases described. Unlike Guo’s nonequilibrium method, the moment-based method can recover the simplest 2D Poiseuille flow velocity profile exactly. In addition, contrary to the bounce-back rule, the present 3D hydrodynamic scheme recovers the no-slip boundary condition for velocity exactly on the wall, the position of which is independent of the relaxation time. This is all achieved locally and thus inherits the main computational advantages of the LBM.

This work comprises the derivation of the 3D moment-based method for the D3Q19 model, but it can be applied to other 3D lattices, D3Q15 and D3Q27 that is. A brief insight into the moment selection for the D3Q15 model is given in Appendix B1, which constitutes the future work of the full derivation and description of the moment-based boundary conditions for other lattices in 3D including the generalization of the symbolic description and stability analysis.

ACKNOWLEDGEMENTS

The authors would like to thank the anonymous reviewers for their careful consideration of this article and their helpful remarks which helped improved this work. Dr Krastins would like to acknowledge the financial support from the Vice-Chancellor’s Scholarship Fund at the University of Greenwich (Bursary Ref: VCS-ACH-08-14). This work forms part of the activities of the UK Consortium on Mesoscopic Engineering Science (Grant number EP/R029598/1).

ORCID

Timothy Reis https://orcid.org/0000-0003-2671-416X
REFERENCES

1. Frisch U, Hasslacher B, Pomeau Y. Lattice-gas automata for the Navier-Stokes equation. *Phys Rev Lett.* 1986;56(14):1505. https://doi.org/10.1103/PhysRevLett.56.1505.

2. d’Humieres D, Lallemand P, Frisch U. Lattice gas models for 3D hydrodynamics. *Europhys Lett.* 1986;2(4):291. https://doi.org/10.1209/0295-5075/2/4/006.

3. Qian Y, d’Humieres D, Lallemand P. Lattice BGK models for Navier-Stokes equations. *Europhys Lett.* 1992;17(6):479. https://doi.org/10.1209/0295-5075/17/6/001.

4. Chen S, Doolen GD. Lattice Boltzmann method for fluid flows. *Annu Rev Fluid Mech.* 1998;30(1):329-364. https://doi.org/10.1146/annurev.fluid.30.1.329.

5. Aidun CK, Clausen JR. Lattice-Boltzmann method for complex flows. *Annu Rev Fluid Mech.* 2010;42:439-472. https://doi.org/10.1146/annurev-fluid-121108-145519.

6. Sharma KV, Straka R, Tavares FW. Lattice Boltzmann methods for industrial applications. *Ind Eng Chem Res.* 2019;58(36):16205-16234. https://doi.org/10.1021/acs.iecr.9b02008.

7. Takaki T, Shimokawabe T, Ohno M, Yamanaka A, Aoki T. Unexpected selection of growing dendrites by very-large-scale phase-field simulation. *J Cryst Growth.* 2013;382:21-25. https://doi.org/10.1016/j.jcrysgro.2013.07.028.

8. Esfahani M, Jelinek B, Felicelli SD. Large-scale three-dimensional simulation of dendritic solidification using lattice Boltzmann method. *JOM.* 2015;67(8):1786-1792. https://doi.org/10.1007/s11837-015-1446-0.

9. Sakane S, Takaki T, Rojas R, et al. Multi-GPUs parallel computation of dendrite growth in forced convection using the phase-field-lattice Boltzmann model. *J Cryst Growth.* 2017;474:154-159. https://doi.org/10.1016/j.jcrysgro.2016.11.103.

10. Kao A, Krastins I, Alexandrakis M, Shevchenko N, Eckert S, Pericleous K. A parallel cellular automata lattice Boltzmann method for convection-driven solidification. *JOM.* 2019;71(1):48-58. https://doi.org/10.1007/s11837-018-3195-3.

11. Kao A, Shevchenko N, Alexandrakis M, Krastins I, Eckert S, Pericleous K. Thermal dependence of large-scale freckle defect formation. *Phil Trans R Soc A.* 2019;377(2143):20180206. https://doi.org/10.1098/rsta.2018.0206.

12. Skordos P. Initial and boundary conditions for the lattice Boltzmann method. *Phys Rev E.* 1993;48(6):4823. https://doi.org/10.1103/PhysRevE.48.4823.

13. Noble DR, Chen S, Georgiadas JG, Buckius RO. A consistent hydrodynamic boundary condition for the lattice Boltzmann method. *Phys Fluids.* 1995;7(1):203-209. https://doi.org/10.1063/1.868767.

14. Maier RS, Bernard RS, Grunau DW. Boundary conditions for the lattice Boltzmann method. *Phys Fluids.* 1996;8(7):1788-1801. https://doi.org/10.1063/1.868961.

15. Chen S, Martinez D, Mei R. On boundary conditions in lattice Boltzmann methods. *Phys Fluids.* 1996;69(8):2527-2536. https://doi.org/10.1063/1.869035.

16. Zou Q, He X. On pressure and velocity boundary conditions for the lattice Boltzmann BGK model. *Phys Fluids.* 1997;69(6):1591-1598. https://doi.org/10.1063/1.869307.

17. Guo Z, Zhao T. Lattice Boltzmann model for incompressible flows through porous media. *Phys Rev E.* 2002;66(3):036304. https://doi.org/10.1103/PhysRevE.66.036304.

18. Kang Q, Zhang D, Chen S, He X. Lattice Boltzmann simulation of chemical dissolution in porous media. *Phys Rev E.* 2002;65(3):036318. https://doi.org/10.1103/PhysRevE.65.036318.

19. Pan C, Luo LS, Miller CT. An evaluation of lattice Boltzmann schemes for porous medium flow simulation. *Comput Fluids.* 2006;35(8-9):898-909. https://doi.org/10.1016/j.compfluid.2005.03.008.

20. Ginzbourg I, Adler P. Boundary flow condition analysis for the three-dimensional lattice Boltzmann model. *J Phys II.* 1994;4(2):191-214. https://doi.org/10.1051/jp2:1994123.

21. He X, Zou Q, Luo LS, Dembo M. Analytic solutions of simple flows and analysis of nonslip boundary conditions for the lattice Boltzmann BGK model. *J Stat Phys.* 1997;87(1-2):115-136. https://doi.org/10.1021/acs.iecr.9b02008.

22. Bennett S. A lattice Boltzmann model for diffusion of binary gas mixtures [PhD thesis]. University of Cambridge; 2010. https://doi.org/10.17863/CAM.13983.

23. Zhao-Li G, Chu-Guang Z, Bao-Chang S. Non-equilibrium extrapolation method for velocity and pressure boundary conditions in the lattice Boltzmann method. *Chin Phys.* 2002;11(4):366. https://doi.org/10.1088/1009-1963/11/4/310.

24. Bouzidi M, Firdaouss M, Lallemand P. Momentum transfer of a Boltzmann-lattice fluid with boundaries. *Phys Fluids.* 2001;13(11):3452-3459. https://doi.org/10.1063/1.1399290.

25. Yu D, Mei R, Shyy W. A unified boundary treatment in lattice Boltzmann method. Paper presented at: 41st Aerospace Sciences Meeting and Exhibit; 2003;953. https://doi.org/10.2514/6.2003-953.

26. Guo Z, Zheng C, Shi B. An extrapolation method for boundary conditions in lattice Boltzmann method. *Phys Fluids.* 2002;14(6):2007-2010. https://doi.org/10.1063/1.1471914.

27. Hecht M, Harting J. Implementation of on-site velocity boundary conditions for D3Q19 lattice Boltzmann simulations. *J Stat Mech Theory Exp.* 2010;2010(01):P01018. https://doi.org/10.1088/1742-5468/2010/01/P01018.

28. Ginzbourg I, d’Humieres D. Local second-order boundary methods for lattice Boltzmann models. *J Stat Phys.* 1996;84(5-6):927-971. https://doi.org/10.1007/BF02174124.

29. Ginzbourg I, Steiner K. Lattice Boltzmann model for free-surface flow and its application to filling process in casting. *J Comput Phys.* 2003;185(1):61-99. https://doi.org/10.1016/S0021-9991(02)00048-7.
SUPPORTING INFORMATION
Additional supporting information may be found online in the Supporting Information section at the end of this article.

How to cite this article: Krastins I, Kao A, Pericleous K, Reis T. Moment-based boundary conditions for straight on-grid boundaries in three-dimensional lattice Boltzmann simulations. Int J Numer Meth Fluids. 2020;92:1948–1974. https://doi.org/10.1002/fld.4856

APPENDIX A. DERIVATIONS FOR THE BOUNDARY CONDITIONS

Here the missing steps from the derivation process of the conditions for the velocity and pressure face, edge, and corner boundaries are shown.

A.1 Face velocity
For the west face boundary, five selected moments from Table 2 are rearranged and written out to express the unknown distribution functions. By setting the velocities at the west face boundary to \( U_x, U_y, \) and \( U_z \) and putting all the unknowns on the left-hand side, the system of equations takes the following form:

\[
\begin{align*}
    f_1 + f_2 + f_{10} + f_{15} + f_{18} &= \rho U_x - f_2 + f_3 + f_6 + f_{10} + f_{16} + f_{17}, \\
    f_2 - f_{10} &= \rho U_y - f_3 + f_4 + f_5 - f_9 - f_{11} + f_{12} + f_{13} - f_{14}, \\
    f_{15} - f_{18} &= \rho U_z - f_6 + f_9 - f_{11} + f_{12} - f_{13} + f_{14} + f_{16} - f_{17}, \\
    f_2 + f_{10} &= \frac{\rho}{3} + \rho U_Z^2 - f_3 - f_4 - f_5 - f_9 - f_{11} - f_{12} - f_{13} - f_{14}, \\
    f_{15} + f_{18} &= \frac{\rho}{3} - f_3 - f_6 - f_{11} - f_{12} - f_{13} - f_{14} - f_{16} - f_{17}.
\end{align*}
\]

Solving the system (A1) yields the unknown distribution functions,

\[
\begin{align*}
    f_1 &= \rho \left( U_x - U_Y^2 - U_Z^2 - \frac{2}{3} \right) + f_2 + f_3 + f_4 + f_5 + f_6 + 2(f_9 + f_{11} + f_{12} + f_{13} + f_{14} + f_{16} + f_{17}), \\
    f_2 &= \frac{\rho}{2} \left( \frac{1}{3} + U_Y(U_Y + 1) \right) - f_3 - f_9 - f_{11} - f_{14}, \\
    f_{10} &= \frac{\rho}{2} \left( \frac{1}{3} + U_Y(U_Y - 1) \right) - f_4 - f_8 - f_{12} - f_{13}, \\
    f_{15} &= \frac{\rho}{2} \left( \frac{1}{3} + U_Z(U_Z + 1) \right) - f_5 - f_{11} - f_{13} - f_{17}, \\
    f_{18} &= \frac{\rho}{2} \left( \frac{1}{3} + U_Z(U_Z - 1) \right) - f_6 - f_{12} - f_{14} - f_{16},
\end{align*}
\]

which can be further simplified to obtain the solution at the west face velocity boundary given in (18).

A.2 Face pressure
For the west face pressure boundary, the system of equations is composed of the five moments from Table 2. Separating the knowns and unknowns yields the following,

\[
\begin{align*}
    f_1 + f_2 + f_{10} + f_{15} + f_{18} &= \rho_0 - f_2 - f_3 - f_4 - f_5 - f_6 - f_8 - f_9 - f_{11} - f_{12} - f_{13} - f_{14} - f_{16} - f_{17}, \\
    f_2 - f_{10} &= -f_3 + f_4 + f_5 - f_9 - f_{11} + f_{12} + f_{13} - f_{14}, \\
    f_{15} - f_{18} &= -f_5 + f_6 - f_{11} + f_{12} - f_{13} + f_{14} + f_{16} - f_{17}, \\
    f_2 + f_{10} &= \frac{\rho_0}{3} - f_3 - f_4 - f_5 - f_9 - f_{11} - f_{12} - f_{13} - f_{14}, \\
    f_{15} + f_{18} &= \frac{\rho_0}{3} - f_3 - f_6 - f_{11} - f_{12} - f_{13} - f_{14} - f_{16} - f_{17},
\end{align*}
\]

where the density \( \rho_0 \) is being imposed on the west face boundary. Solving (A3) leads to (21).
A.3 Edge velocity

For the south-west edge boundary, nine selected linearly independent moments from Table 3 are rearranged and written out to express the unknown distribution functions. Setting the south-west edge boundary velocities to $U_x$, $U_y$, and $U_z$, the unknown distribution functions can be calculated as

\[
\begin{align*}
    f_1 &= \rho \left( \frac{2}{3} (2U_y - 1) + U_x - U_y U_x - U_x^2 - U_y^2 \right) + f_2 + f_3 + f_6 + 2(f_4 + f_{16} + f_{17}) + 4(f_5 + f_{12} + f_{13}), \\
    f_2 &= \frac{\rho}{2} \left( \frac{2}{3} (2U_y - 1) + U_x - U_y U_x - U_x^2 \right) + f_4 + 2(f_2 + f_{16} + f_{17}) + 4f_5, \\
    f_3 &= \frac{\rho}{2} \left( -U_x - U_y + (U_x + U_y)^2 \right) - f_2 - f_4 - f_{12} - f_{13} - f_{16} - f_{17} - 3f_8, \\
    f_4 &= \frac{\rho}{2} \left( \frac{1}{3} - U_x + U_x^2 \right) - f_2 - f_5 - f_{16} - f_{17}, \\
    f_{10} &= \frac{\rho}{2} \left( \frac{1}{3} - U_y + U_x^2 \right) - f_4 - f_5 - f_{12} - f_{13}, \\
    f_{11} &= \frac{\rho}{2} \left( \frac{1}{3} U_y + U_z(1 - U_x) \right) - \frac{1}{2}(f_5 - f_6) + f_{12} + f_{16} - f_{17}, \\
    f_{14} &= \frac{\rho}{2} \left( \frac{1}{3} U_y - U_z(1 - U_x) \right) + \frac{1}{2}(f_5 - f_6) + f_{13} - f_{16} + f_{17}, \\
    f_{15} &= \frac{\rho}{2} \left( \frac{1}{3} (1 - U_y) + U_z(U_z + U_x) \right) - \frac{1}{2}(f_5 + f_6) - f_{12} - f_{13} - f_{16}, \\
    f_{18} &= \frac{\rho}{2} \left( \frac{1}{3} (1 - U_y) + U_z(U_z - U_x) \right) - \frac{1}{2}(f_5 + f_6) - f_{12} - f_{13} - f_{17}, \tag{A4}
\end{align*}
\]

The density in the above equations is given by the formula

\[
    \rho = \frac{f_0 + f_5 + f_6 + 2(f_2 + f_4 + f_{12} + f_{13} + f_{16} + f_{17} + 2f_8)}{1 - U_y - U_y + U_x U_y}, \tag{A5}
\]

which is expressed in terms of the known distribution functions and the relevant moments at the south-west edge boundary.

A.4 Edge pressure-velocity

For the south-west pressure-velocity edge boundary, setting the density to $\rho_0$ and velocities to $U_x$, $U_y$, $U_z$, and solving for the unknown distribution functions gives the following expressions:

\[
\begin{align*}
    f_1 &= \rho \left( \frac{1}{3} (1 + U_y) - U_x^2 - U_y^2 \right) - f_0 - f_2 + 2(f_{12} + f_{13}), \\
    f_2 &= \rho \left( \frac{1}{3} (2 - U_y) - U_x^2 \right) - f_0 - f_4 - f_5 - f_6 - 2(f_{12} + f_{13}), \\
    f_3 &= \frac{\rho}{2} \left( -\frac{4}{3} + U_x(1 + U_x) + U_y(1 + U_y) \right) + f_0 + f_2 + f_4 + f_5 + f_6 + f_8 + f_{12} + f_{13} + f_{16} + f_{17}, \\
    f_4 &= \frac{\rho}{2} \left( \frac{1}{3} - U_x + U_x^2 \right) - f_2 - f_5 - f_{16} - f_{17}, \\
    f_{10} &= \frac{\rho}{2} \left( \frac{1}{3} - U_y + U_x^2 \right) - f_4 - f_5 - f_{12} - f_{13}, \\
    f_{11} &= \frac{\rho}{2} \left( \frac{1}{3} U_y + U_z(1 - U_x) \right) - \frac{1}{2}(f_5 - f_6) + f_{12} + f_{16} - f_{17}, \\
    f_{14} &= \frac{\rho}{2} \left( \frac{1}{3} U_y - U_z(1 - U_x) \right) + \frac{1}{2}(f_5 - f_6) + f_{13} - f_{16} + f_{17}, \\
    f_{15} &= \frac{\rho}{2} \left( \frac{1}{3} (1 - U_y) + U_z(U_z + U_x) \right) - \frac{1}{2}(f_5 + f_6) - f_{12} - f_{13} - f_{16}, \\
    f_{18} &= \frac{\rho}{2} \left( \frac{1}{3} (1 - U_y) + U_z(U_z - U_x) \right) - \frac{1}{2}(f_5 + f_6) - f_{12} - f_{13} - f_{17}, \tag{A6}
\end{align*}
\]

A.5 Corner boundaries

The first nine rows of the moment combinations in Table 4 are all linearly independent. The row 10, not obvious at all, is a linear combination of the rows 1, 2, 3, 4, 8, and 9.
For the low-south-west velocity corner boundary, the 12 selected linearly independent moments are the following:

\[
\begin{bmatrix}
1 & f_1 + f_3 + f_5 + f_7 + f_9 + f_{10} + f_{11} + f_{13} + f_{14} + f_{15} + f_{17} + f_{18} & \rho \\
2 & f_1 + f_3 - f_9 + f_{10} + f_{15} - f_{17} + f_{18} & \rho \mu_x \\
3 & f_5 + f_7 + f_9 - f_{10} + f_{11} - f_{13} + f_{14} & \rho \mu_y \\
4 & f_5 + f_{11} + f_{13} - f_{14} + f_{15} + f_{17} - f_{18} & \rho \mu_z \\
8 & f_9 - f_{10} & \Pi_{xy} \\
9 & f_{15} - f_{17} + f_{18} & \Pi_{xz} \\
10 & f_{11} - f_{13} - f_{14} & \Pi_{yz} \\
\end{bmatrix}
\begin{bmatrix}
14 \\
5 \\
6 \\
9 \\
11 \\
12 \\
\end{bmatrix}
= 6
\]
(A7)

The row 12 is a linear combination of the rows 2, 5, 8, 9, and 11.

\[
\begin{bmatrix}
2 & f_1 + f_3 - f_9 + f_{10} + f_{15} - f_{17} + f_{18} & \rho \mu_x \\
5 & f_1 + f_3 + f_5 + f_7 + f_9 + f_{10} + f_{15} + f_{17} + f_{18} & \Pi_{xx} \\
8 & f_9 - f_{10} & \Pi_{xy} \\
9 & f_{15} - f_{17} - f_{18} & \Pi_{xz} \\
11 & f_9 - f_{10} & Q_{xyy} \\
12 & f_{15} + f_{17} - f_{18} & Q_{xyz} \\
\end{bmatrix}
\begin{bmatrix}
14 \\
5 \\
6 \\
9 \\
11 \\
12 \\
\end{bmatrix}
= 5
\]
(A8)

The rows 13 and 14 cannot be expressed as a linear combinations of the preceding rows so they both make the selection. However, the rows 15 and 16 can be expressed in terms of the rows 1, 2, 4, 6, 9, 13 and 1, 2, 3, 7, 8, 14, respectively.

\[
\begin{bmatrix}
1 & f_1 + f_3 + f_5 + f_7 + f_9 + f_{10} + f_{11} + f_{13} + f_{14} + f_{15} + f_{17} + f_{18} & \rho \\
2 & f_1 + f_3 - f_9 + f_{10} + f_{15} - f_{17} + f_{18} & \rho \mu_x \\
3 & f_5 + f_7 + f_9 - f_{10} + f_{11} - f_{13} + f_{14} & \rho \mu_y \\
4 & f_5 + f_{11} + f_{13} - f_{14} + f_{15} + f_{17} - f_{18} & \rho \mu_z \\
8 & f_{15} - f_{17} - f_{18} & \Pi_{xz} \\
9 & f_{11} - f_{13} - f_{14} & Q_{xyz} \\
10 & f_{11} + f_{13} - f_{14} & Q_{yzz} \\
\end{bmatrix}
\begin{bmatrix}
14 \\
5 \\
6 \\
9 \\
11 \\
12 \\
13 \\
15 \\
\end{bmatrix}
= 6
\]
(A9)

\[
\begin{bmatrix}
1 & f_1 + f_3 + f_5 + f_7 + f_9 + f_{10} + f_{11} + f_{13} + f_{14} + f_{15} + f_{17} + f_{18} & \rho \\
2 & f_1 + f_3 - f_9 + f_{10} + f_{15} - f_{17} + f_{18} & \rho \mu_x \\
3 & f_5 + f_7 + f_9 - f_{10} + f_{11} - f_{13} + f_{14} & \rho \mu_y \\
4 & f_5 + f_{11} + f_{13} - f_{14} + f_{15} + f_{17} - f_{18} & \rho \mu_z \\
8 & f_{15} - f_{17} + f_{18} & \Pi_{xz} \\
9 & f_{11} - f_{13} + f_{14} & Q_{xyz} \\
10 & f_{11} + f_{13} - f_{14} & Q_{yzz} \\
11 & f_{11} - f_{13} - f_{14} & Q_{yzz} \\
12 & f_{11} + f_{13} - f_{14} & Q_{yzz} \\
\end{bmatrix}
\begin{bmatrix}
14 \\
5 \\
6 \\
9 \\
11 \\
12 \\
13 \\
15 \\
\end{bmatrix}
= 6
\]
(A10)

A.6 Corner velocity

For the low-south-west velocity corner boundary, the 12 selected linearly independent moments are the following:

\[
\begin{bmatrix}
2 & f_1 + f_3 - f_9 + f_{10} + f_{15} - f_{17} + f_{18} & \rho \mu_x \\
3 & f_5 + f_7 + f_9 - f_{10} + f_{11} - f_{13} + f_{14} & \rho \mu_y \\
4 & f_5 + f_{11} + f_{13} - f_{14} + f_{15} + f_{17} - f_{18} & \rho \mu_z \\
5 & f_3 + f_5 + f_7 + f_9 + f_{10} + f_{15} + f_{17} + f_{18} & \Pi_{xx} \\
6 & f_3 + f_5 + f_7 + f_9 - f_{10} + f_{11} - f_{13} + f_{14} & \Pi_{xy} \\
7 & f_5 + f_{11} + f_{13} - f_{14} + f_{15} + f_{17} + f_{18} & \Pi_{xz} \\
8 & f_1 + f_3 + f_5 + f_7 + f_9 + f_{10} + f_{11} + f_{13} + f_{14} & \Pi_{yx} \\
9 & f_{15} - f_{17} - f_{18} & \Pi_{yz} \\
10 & f_{11} - f_{13} - f_{14} & \Pi_{zz} \\
11 & f_5 - f_{10} & Q_{xyy} \\
12 & f_{15} - f_{17} + f_{18} & Q_{xyz} \\
13 & f_{11} + f_{13} - f_{14} & Q_{yzz} \\
\end{bmatrix}
\begin{bmatrix}
14 \\
5 \\
6 \\
9 \\
10 \\
11 \\
12 \\
13 \\
14 \\
15 \\
\end{bmatrix}
= 12.
\]
(A11)
Using the derived approximations for the second and third-order moments at the boundaries, (16) and (30), and setting the low-south-west corner velocities to $U_x$, $U_y$, and $U_z$, the unknown incoming functions are calculated as

\[
\begin{align*}
 f_1 &= \rho \left( \frac{1}{3} (2U_x + U_z - 1) + U_y (1 - U_x - U_y - U_z) \right) + f_2 + 2f_4 + 4f_8 + 4f_{12}, \\
 f_3 &= \rho \left( \frac{1}{3} (2U_y + U_x - 1) + U_z (1 - U_x - U_y - U_z) \right) + f_4 + 2f_6 + 4f_{12} + 4f_{16}, \\
 f_5 &= \rho \left( \frac{1}{3} (2U_z + U_x - 1) + U_x (1 - U_x - U_y - U_z) \right) + f_6 + 2f_2 + 4f_8 + 4f_{16}, \\
 f_7 &= \frac{\rho}{2} \left( \frac{1}{3} (1 - U_x) + U_y \left( U_x + U_y + U_z - \frac{2}{3} \right) \right) - f_4 - f_8 - 2f_{12}, \\
 f_8 &= \frac{\rho U_x}{2} \left( \frac{1}{3} - U_y \right) + f_8, \\
 f_{10} &= \frac{\rho}{2} \left( \frac{1}{3} (1 - U_x) + U_y (U_x + U_y - 1) \right) - f_4 - f_8 - 2f_{12}, \\
 f_{11} &= \frac{\rho}{2} \left( \frac{1}{3} (1 - U_x) + U_z \left( U_x + U_y + U_z - \frac{2}{3} \right) \right) - f_6 - f_{12} - 2f_{16}, \\
 f_{13} &= \frac{\rho U_y}{2} \left( \frac{1}{3} - U_z \right) + f_{12}, \\
 f_{14} &= \frac{\rho}{2} \left( \frac{1}{3} (1 - U_x) + U_z (U_x + U_y - 1) \right) - f_6 - f_{12} - 2f_{16}, \\
 f_{15} &= \frac{\rho}{2} \left( \frac{1}{3} (1 - U_y) + U_x \left( U_x + U_y + U_z - \frac{2}{3} \right) \right) - f_2 - f_{16} - 2f_8, \\
 f_{17} &= \frac{\rho}{2} \left( \frac{1}{3} (1 - U_y) + U_x (U_x + U_y - 1) \right) - f_2 - f_{16} - 2f_8, \\
 f_{18} &= \frac{\rho U_z}{2} \left( \frac{1}{3} - U_z \right) + f_{16}.
\end{align*}
\]

(A12)

This is a general form including all the velocity components. It simplifies significantly when specific cases are considered. For example, all the velocity terms disappear when the no-slip condition is imposed at the corner. The density in the above Equation (A12) is calculated from the expression,

\[
\rho - \rho U_x - \rho U_y - \rho U_z + \Pi_{xy} + \Pi_{xz} + \Pi_{yz} = f_0 + 2(f_2 + f_4 + f_8) + 4(f_6 + f_{12} + f_{16}).
\]

(A13)

which links the density with the known distribution functions. Rearranging (A13) and substituting in the approximation values (17) for the moments gives the density at the low-south-west corner boundary as

\[
\rho = \frac{f_0 + 2(f_2 + f_4 + f_8) + 4(f_6 + f_{12} + f_{16})}{1 - U_x(1 - U_y - U_z) - U_y(1 - U_x - U_z) - U_z(1 - U_x - U_y)}.
\]

(A14)

A.7 Corner pressure-velocity

For the low-south-west pressure-velocity corner boundary, the 12 selected linearly independent moments from Table 4 are

\[
\begin{align*}
\text{rank} & \quad f_1 + f_3 + f_5 + f_7 + f_9 + f_{10} + \\
& + f_{11} + f_{13} + f_{14} + f_{15} + f_{17} + f_{18} & \rho \\
& \rho U_x & \rho U_y \\
& \rho U_z \\
& \rho U_{xy} & \rho U_{xz} \\
& \rho U_{yz} \\
& \Pi_{xy} & \Pi_{xz} \\
& \Pi_{yz} \\
& f_7 - f_9 - f_{10} & \Pi_{xy} \\
& f_{15} - f_7 - f_{18} & \Pi_{xz} \\
& f_7 + f_9 - f_{10} & Q_{xy} \\
& f_{15} - f_7 + f_{18} & Q_{xz} \\
& f_{11} + f_{13} - f_{14} & Q_{yz}
\end{align*}
\]

(A15)
Setting the density to $\rho_0$ and velocities to $U_x$, $U_y$, and $U_z$, the unknown distribution functions for pressure-velocity at the low-south-west corner boundary are given as

$$
\begin{align*}
    f_1 &= \rho_0 \left( \frac{1}{3} (2 - 2U_z - U_x) + U_x U_z - U_z^2 \right) - f_0 - f_2 - 2f_8 - 4f_{16}, \\
    f_3 &= \rho_0 \left( \frac{1}{3} (2 - 2U_x - U_y) + U_x U_y - U_y^2 \right) - f_0 - f_4 - 2f_8 - 4f_{16}, \\
    f_5 &= \rho_0 \left( \frac{1}{3} (2U_z + U_y - 1) + U_z (1 - U_x - U_y - U_z) \right) + f_6 + 2f_2 + 4f_8 + 4f_{16}, \\
    f_7 &= \rho_0 \left( \frac{1}{3} (2U_z + U_y - 2) + U_x - U_x U_z + U_z^2 \right) + \frac{1}{2} f_0 + f_2 + f_6 + f_8 + 2f_{16}, \\
    f_9 &= \rho_0 \frac{U_x}{2} \left( \frac{1}{3} - U_x \right) + f_8, \\
    f_{10} &= \rho_0 \frac{U_y}{2} \left( \frac{1}{3} (2U_z - 2) + U_x - U_x U_y - U_x U_z + U_z^2 \right) + \frac{1}{2} f_0 + f_2 + f_6 + f_8 + 2f_{16}, \\
    f_{11} &= \rho_0 \frac{U_z}{2} \left( \frac{1}{3} (2U_x + U_z - 2) + U_y - U_x U_y + U_y^2 \right) + \frac{1}{2} f_0 + f_2 + f_4 + f_8 + 2f_{12}, \\
    f_{13} &= \rho_0 \frac{1}{2} \left( 1 - \frac{2}{3} U_z - U_y - U_x (1 - U_y - U_z) \right) - \frac{1}{2} f_0 - f_2 - f_4 - f_6 - f_{12} - 2f_8 - 2f_{16}, \\
    f_{14} &= \rho_0 \frac{1}{2} \left( \frac{1}{3} (1 - U_z) + U_z (U_x + U_z - 1) \right) - f_6 - f_{12} - 2f_{16}, \\
    f_{15} &= \rho_0 \frac{1}{3} \left( 1 - U_y \right) + U_z \left( U_x + U_y + U_z - \frac{2}{3} \right) - f_2 - f_{16} - 2f_8, \\
    f_{17} &= \rho_0 \left( \frac{1}{3} (1 - U_y) + U_z \left( U_x + U_y + U_z - \frac{2}{3} \right) \right) - f_2 - f_{16} - 2f_8, \\
    f_{18} &= \rho_0 \frac{U_z}{2} \left( \frac{1}{3} - U_z \right) + f_{16}.
\end{align*}
$$  

To obtain the unknown distribution functions for the multiple pressure inlet at the low-south-west corner all the velocities in the above system of Equation (A16) have to be set to zero to realize the no-slip boundary condition for velocity, which greatly simplifies the equations.

APPENDIX B. MOMENT COMBINATIONS FOR D3Q15

Here, a possible selection of the velocity moments on the boundaries is shown for the D3Q15 model. There are five unknowns at the face boundary, eight at the edge and 10 at the corner boundary. Having fewer unknowns at the edge and corner boundaries theoretically allows for the selection of the hydrodynamic moments only. That is the case for the face (Table B1) and edge (Table B2) boundaries, and the corner pressure-velocity boundaries. However, the corner velocity boundary still requires a third-order moment to be included into the selection because the density is unknown, see Table B3.
### Table B1

Moment combinations at the west face boundary for D3Q15

| # | Moments | Unknown $f$ combinations | Selected |
|---|---------|---------------------------|---------|
| 1 | $\rho, \mu_{xx}$, $\Pi_{xx}$ | $f_1 + f_3 + f_9 + f_{10} + f_{11} + f_{12} + f_{13} + f_{14}$ | $\rho u^V, \rho^p$ |
| 2 | $\mu_{yx}$, $\Pi_{xy}$, $Q_{xyz}$ | $f_7 + f_{10} - f_{11} - f_{14}$ | $\rho u^V, \rho^p$ |
| 3 | $\mu_{yz}$, $\Pi_{yz}$, $Q_{xyz}$ | $f_5 - f_{10} + f_{11} - f_{14}$ | $\rho u^V, \rho^p$ |
| 4 | $\Pi_{xy}$, $\Pi_{yz}$, $Q_{xyz}$, $S_{xyz}$ | $f_7 + f_{10} + f_{11} + f_{14}$ | $\Pi_{xy}^V, \Pi_{yz}^V$ |
| 5 | $\Pi_{yz}$, $Q_{xyz}$ | $f_7 - f_{10} - f_{11} + f_{14}$ | $\Pi_{yz}^V$ |

### Table B2

Unknown function combinations and the moments at the south-west edge boundary for D3Q15

| # | Moments | Unknown $f$ combinations | Selected |
|---|---------|---------------------------|---------|
| 1 | $\rho$ | $f_1 + f_2 + f_{10} + f_{11} + f_{12} + f_{13} + f_{14}$ | $\rho^p^{V^V}$ |
| 2 | $\mu_{xx}$ | $f_1 + f_2 + f_{10} + f_{11} - f_{12} - f_{13} + f_{14}$ | $\rho u^V, \rho^p^{V^V}$ |
| 3 | $\mu_{yy}$ | $f_3 + f_4 - f_{10} + f_{11} + f_{12} + f_{13} - f_{14}$ | $\rho u^V, \rho^p^{V^V}$ |
| 4 | $\mu_{yz}$, $Q_{xyz}$ | $f_7 - f_{10} + f_{11} - f_{12} + f_{13} - f_{14}$ | $\rho u^V, \rho^p^{V^V}$ |
| 5 | $\Pi_{xx}$ | $f_1 + f_2 + f_{10} + f_{11} + f_{12} + f_{13} + f_{14}$ | $\Pi_{xx}^V$ |
| 6 | $\Pi_{xy}$ | $f_7 + f_{10} - f_{11} - f_{12} - f_{13} - f_{14}$ | - |
| 7 | $\Pi_{yz}$ | $f_2 - f_{10} + f_{11} + f_{12} - f_{13} - f_{14}$ | $\Pi_{yz}^V$ |
| 8 | $Q_{xy}$ | $f_7 + f_{10} - f_{11} + f_{12} + f_{13} + f_{14}$ | $\Pi_{yz}^V$ |
| 9 | $Q_{xz}$ | $f_7 - f_{10} - f_{11} - f_{12} - f_{13} - f_{14}$ | - |
| 10 | $Q_{xy}$ | $f_1 + f_2 + f_{10} + f_{11} + f_{12} + f_{13} + f_{14}$ | - |
| 11 | $Q_{xz}$ | $f_7 + f_{10} - f_{11} + f_{12} + f_{13} + f_{14}$ | - |
| 12 | $Q_{yz}$ | $f_7 - f_{10} + f_{11} - f_{12} + f_{13} + f_{14}$ | - |
| 13 | $Q_{xyz}$ | $f_7 - f_{10} - f_{11} + f_{12} - f_{13} + f_{14}$ | $Q_{xyz}$ |

### Table B3

Unknown function combinations and the moments at the low-south-west corner boundary for D3Q15

| # | Moments | Unknown $f$ combinations | Selected |
|---|---------|---------------------------|---------|
| 1 | $\rho$ | $f_1 + f_2 + f_3 + f_4 + f_{10} + f_{11} + f_{12} + f_{13} + f_{14}$ | $\rho^{V^V}$ |
| 2 | $\mu_{xx}$ | $f_1 + f_2 - f_3 + f_4 + f_{10} + f_{11} - f_{12} - f_{13} + f_{14}$ | $\rho u^V, \rho^{V^V}$ |
| 3 | $\mu_{yy}$ | $f_3 + f_4 - f_5 + f_{10} - f_{11} + f_{12} + f_{13} - f_{14}$ | $\rho u^V, \rho^{V^V}$ |
| 4 | $\mu_{yz}$ | $f_5 + f_6 + f_7 - f_8 + f_{10} - f_{11} - f_{12} + f_{13} - f_{14}$ | $\rho u^V, \rho^{V^V}$ |
| 5 | $\Pi_{xx}$ | $f_1 + f_2 + f_3 + f_{10} + f_{11} + f_{12} + f_{13} + f_{14}$ | $\Pi_{xx}^V$ |
| 6 | $\Pi_{xx}$ | $f_7 + f_8 + f_9 + f_{10} + f_{11} + f_{12} + f_{13} + f_{14}$ | $\Pi_{xy}^V, \Pi_{yz}^V$ |
| 7 | $\Pi_{xy}$ | $f_7 - f_9 - f_{10} + f_{11} + f_{12} + f_{13} + f_{14}$ | $\Pi_{xy}^V, \Pi_{yz}^V$ |
| 8 | $\Pi_{yz}$ | $f_7 - f_9 - f_{10} + f_{11} + f_{12} + f_{13} + f_{14}$ | $\Pi_{xy}^V, \Pi_{yz}^V$ |
| 9 | $\Pi_{xyz}$ | $f_7 + f_8 + f_9 - f_{10} + f_{11} + f_{12} + f_{13} + f_{14}$ | $\Pi_{xy}^V, \Pi_{yz}^V$ |
| 10 | $\Pi_{xyz}$ | $f_7 - f_9 - f_{10} - f_{11} + f_{12} + f_{13} + f_{14}$ | $\Pi_{xy}^V, \Pi_{yz}^V$ |
| 11 | $Q_{xy}$ | $f_7 - f_9 + f_{10} - f_{11} + f_{12} + f_{13} - f_{14}$ | - |
| 12 | $Q_{xyz}$ | $f_7 - f_9 - f_{10} + f_{11} - f_{12} + f_{13} + f_{14}$ | - |
| 13 | $Q_{xyz}$ | $f_7 - f_9 - f_{10} + f_{11} + f_{12} + f_{13} + f_{14}$ | $Q_{xyz}$ |
| 14 | $Q_{xyz}$ | $f_7 - f_9 + f_{10} + f_{11} + f_{12} + f_{13} + f_{14}$ | - |
| 15 | $S_{xy}$ | $f_7 + f_8 + f_9 + f_{10} + f_{11} + f_{12} + f_{13} + f_{14}$ | - |
In Table B1, only the hydrodynamic moments are used for both pressure and velocity face boundaries. Although the selection is physically sound, it will produce an antisymmetric solution that might lead to instabilities at higher Reynolds numbers. A symmetric solution can be achieved by replacing the $\Pi_{yy}$ with $Q_{zz}$. By including the third-order moment, the system of equations becomes symmetric and is less prone to developing instabilities.