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ABSTRACT
In this work, we present causal directed acyclic graphs (DAGs) as a unifying framework for the recent literature on fairness in dynamical systems. We advocate for the use of causal DAGs as a tool in both designing equitable policies and estimating their impacts. By visualizing models of dynamic unfairness graphically, we expose implicit causal assumptions which can then be more easily interpreted and scrutinized by domain experts. We demonstrate that this method of reinterpretation can be used to critique the robustness of an existing model/policy, or uncover new policy evaluation questions. Causal models also enable a rich set of options for evaluating a new candidate policy without incurring the risk of implementing the policy in the real world. We close the paper with causal analyses of several models from the recent literature, and provide an in-depth case study to demonstrate the utility of causal DAGs for modeling fairness in dynamical systems.

KEYWORDS
causal modeling, fairness, machine learning, dynamical systems, counterfactual generation, off-policy evaluation

1 INTRODUCTION
How do we design equitable policies for complex, evolving societies? A wide range of work in the social sciences aims to understand the long-term consequences of decisions and events [2, 15, 17, 18, 33, 58]. Recently, the literature on fairness in dynamical systems (a.k.a. "feedback loops") has begun exploring the role of algorithmic tools in shaping their environments over time [3, 9, 14, 21, 24, 31, 40, 46]. The key insight from this literature is that the repeated application of algorithmic tools in a changing environment can have long-term fairness impacts distinct from their short-term impacts. Each paper in this literature proposes a dynamics model for a particular domain (e.g. lending [46], hiring [24], recommendations [3]), exposing unfairness that arises from long-term reapplication of a baseline policy, and then proposes a "fair" policy to mitigate some of these biases. These works have moved forward in moving the fair machine learning literature towards more realistic modeling of a dynamic, changing world.

However, the study of fairness in dynamical systems is, at this point, quite disparate, with little overlap existing between various works in terms of modeling choices, goals, or sets of assumptions. Part of this is to be expected: context is important when considering fairness, and different problem setups will lead to different proposed solutions. However, a common language for expressing these models would nonetheless be helpful for simplifying the process of building on and synthesizing past work.

In this work, we propose causal DAGs (directed acyclic graphs) [7, 50, 53] as just such a common language (see Figure 1). We claim that the field of fairness in dynamical systems can be unified through the lens of causal DAGs, and advocate for this form of modeling when approaching this class of problems. While causal DAGs have been used to study one-shot fair decision-making [36, 37], they are uncommon in the fairness settings involving sequential decisions. In this context, we argue causal DAGs provide two distinct types of advantages: they provide a tool for interfacing with policymakers, enabling communication of frequently implicit causal exposition; and they enable technologists to investigate new candidate policies and evaluate their merit. Our contributions are:

- We show that causal DAGs are a unifying framework for the literature on fairness in dynamical systems. Using examples, we show that many dynamics models and proposed "fair" policies from this literature can be reformulated equivalently as structural causal models and policy interventions, respectively.
- We show that this framework enables inquiry (inspection and evaluation) into a rich set of further policy questions which were not explicit in each model's original formulation.

Figure 1: A structural causal model (SCM) formulation of the one-step model from Liu et al. [39]. We argue that formulating models of fairness in dynamical systems as causal DAGs enables a range of new questions about the model, in turn allowing more effective interpretation and communication, facilitating a range of model critiques and extensions, and yielding more robust policy evaluation. See Section 5 for further explanation of this figure, and Table 1 in Appendix B for symbol legend.
• Through a detailed case study of Liu et al. [39], we show how to refactor an existing model as a causal DAG. To demonstrate the flexibility of our proposed framework, we then extend the model to the fully dynamic multi-step scenario, and highlight novel interventions that capture interactions between multiple actors.

This paper proceeds as follows. In Section 2, we discuss background literature. In Section 3, we introduce our main argument regarding the advantages of using causal DAGs for these modeling problems. In Section 4, we present a simple example of SCM design and policy evaluation. In Section 5, we review this literature through a causal DAG lens, reformulating several previously proposed models in this manner. In Section 6, we provide a case study of one such model, using off-policy evaluation and SCMs to explore this model’s causal assumptions and implications. Finally, in Section 7, we discuss various extra topics and future work.

2 BACKGROUND & RELATED WORK

2.1 Fairness

Dynamical Systems. There has been work on modeling the long-term dynamics of fairness in a range of potential domains. Recently, the first paper to bring these issues to light was Lum and Isaac [40], discussing the bias feedback loops which could arise in predictive policing systems, with follow-up work by Ensign et al. [9]. Domains such as hiring [24], loans [46], and recommender systems [3, 21] have also been explored in this way. Other related explorations have dealt with short-term dynamics [39] and strategic actions [25, 44]. There is also a line of work studying the long-term effects of affirmative action, with some classic works from the economics literature [6, 12], and more recent computer science focused work [31]. On the theoretical side, several general algorithms for improved fairness in sequential decision-making have been characterized, with work discussing bandits [29], reinforcement learning [27], and importance sampling estimators [8].

Causality. Causal modeling has been used in a variety of non-dynamic machine learning approaches. Work on counterfactual fairness [37] has considered fairness definitions which encourage models to treat examples similarly to hypothetical situations where they were from the other group. Some other works focus on learning fair policies [36, 42, 48] or on learning decision rules which follow only causal paths deemed to be non-discriminatory [5, 32]. Outside of fairness, Everitt et al. [10] propose using influence diagrams as a framework for understanding AI safety systems.

2.2 Structural Causal Models

There are several ways of encoding causal assumptions in DAG form (see Section 7 for a discussion of alternatives). In this paper, we use one specific type of causal DAG, structural causal models (SCMs) [50], which we overview here1.

SCMs are similar to probabilistic graphical models (PGMs) [35]. They consist of nodes (random variables representing entities in the world) and edges (relationships between those entities). However, whereas PGMs only specify a set of conditional independence relationships, SCMs specify a unique data generating process (analogously, a particular probability factorization, as opposed to the multiple isomorphic factorizations available in a PGM).

There are two types of nodes in SCMs: endogenous and exogenous variables. Endogenous variables are entities which are part of the model. Exogenous variables are external to the model; they represent all the relevant inputs to the endogenous variables. Exogenous variables are stochastic and are the exclusive source of randomness in the observations. The edges between variables are deterministic functions called structural equations. Hence, a setting of the exogenous variables corresponds to exactly one setting of the endogenous variables. In Figure 2b, the dark squares are endogenous variables, representing specific entities such as a credit score, a medical treatment, a sensitive attribute, or an employee’s wages. Each endogenous variable is the output of a structural equation, e.g. \( T = f_T(X, U_T) \), \( Y = f_Y(T, X, U_Y) \). The light circles are exogenous variables, corresponding to stochasticity in the environment. Finally, plates sometimes enclose a set of endogenous and exogenous nodes, which denotes that multiple instances of the enclosed variables are generated i.i.d. from the same joint distribution2.

We can calculate causal quantities under a particular SCM by using the do-operator. Given the probability distribution implied by the SCM in Figure 2b (call the model \( M \) and the implied joint distribution \( p \)), we may wish to ask: “What would be the expected value of \( Y \) if \( T \) was set to 1?” The corresponding estimand can be notated \( \mathbb{E}_{p(\text{do}(T = 1))}[Y] \). This differs from the more straightforward conditional probability \( \mathbb{E}_{p}[Y | T = 1] \). The expression \( \mathbb{E}_{p(\text{do}(T = 1))}[Y] \) means we wish to calculate the expected value of \( Y \) under a modified SCM which is specified by \( \text{do}(T = 1) \) (call it \( M^{\text{do}(T=1)} \), with the associated probability distribution \( p^{\text{do}(T=1)} \)). \( M^{\text{do}(T=1)} \) is intended to simulate a randomized experiment — if the true data-generating process is represented by \( M \), what would happen to the observed data if we forcibly change the data-generating process, so that \( T = 1 \) always? Graphically, \( M^{\text{do}(T=1)} \) is created by starting with

1 Other overviews of various levels of detail can be found elsewhere [4, 42, 50]

2 The "sample size" of a plate appears in its lower-right corner, and specifies the number of i.i.d. draws. E.g., in Figure 1, the tuple \((U_A, A, U_X, X, U_Y, Y, U_T, T, X, u)\) is sampled \( N \) times (once for each of the \( N \) individuals). \( \Delta \) is sampled \( |\mathcal{A}| \) times (once for each group). There is only instance of \( \mathcal{U} \). If a variable is inside two overlapping plates with sample sizes \( m \) and \( n \), it is sampled \( mn \) times. A parent-to-child arrow between two non-overlapping plates (e.g. the arrow into \( \Delta \) in Figure 1) indicates each child sample depends on all of the parent samples.
\( M \) (Fig. 2b), removing from the graph all the incoming arrows to \( T \) (in this case, arrows originating from \( X \) and \( U_f \)), and setting \( T = 1 \) (yielding Fig. 2c). This is referred to as an intervention. Under certain conditions [50], we can identify \( \mathbb{E}[p_{\text{do}(T=1)}|Y] \) by using observational data generated by \( p \) to simulate sampling from \( p_{\text{do}(T=1)} \). Intervening on the value of \( T \) in this way is an atomic intervention. Alternatively, we can intervene directly on the structural equation governing \( T \) (Fig. 2d), resulting in model \( M^{\text{do}(f_T \rightarrow f_T)} \) with distribution \( p^{\text{do}(f_T \rightarrow f_T)} \) (a policy intervention). We discuss the implications of this type of intervention in Section 4.

3 ON THE ADVANTAGES OF CAUSAL DAGS

We assert that causal DAGs (for the purposes of this paper, SCMs) are a productive way to formulate models of dynamic fairness. We argue they enable three essential tasks:

1. **Visualization**: Laying out a complex mathematical model graphically as an SCM is beneficial for compactly exposing the structure of the model and communicating its content to others, particularly stakeholders who may not have mathematical expertise.

2. **Introspection**: Causal DAGs make explicit a number of implicit causal assumptions made by the modelers. This means that inspection of an already existing model by domain experts can yield candidates for further policies to consider, or alternatively allow for criticism of a model’s robustness to changes in its assumptions.

3. **Evaluation**: Interpreting a mathematical model as the structural equations governing an SCM allows for causal reasoning. Causal reasoning is useful for off-policy evaluation, which is essential for understanding the impact of policies in complex, high-stakes domains.

3.1 Visualization

Graphical models have been used to visualize algorithmic processes since the early days of programming. Their usage goes back at least as far as Goldstine and Von Neumann [16], who use “flow diagrams” to visualize the control flow of a program. Hand-drawn and automatically generated flowcharts were also frequently used in practice as a visualization tool [20, 34]. In the following decades, a range of work demonstrated the utility of this approach for program visualization [47]. Diagrammatic representations of programs were shown to help with understanding written code [43], algorithms [54], and written (non-programmatic) instructions [30], particularly for more complex algorithms [59].

3.2 Introspection

Beyond visualization, formalizing mathematical models in an SCM framework enables a range of additional tools for analyzing the models and their implications, which we call introspection. Causal models are useful for their ability to simulate counterfactual (“what-if”) scenarios, which can let users explore potential flaws in their model. Recent work [49] provides modeling tools for extending this procedure, and discusses its utility for detecting model mismatch through isolating cases where counterfactual outcomes are not as expected. Indeed, the management science literature recommends using scenario-based planning for policy-making [55], as a method of making decisions which are robust to a range of possible outcomes [38, 45].

3.3 Evaluation

When analyzing the fairness of various policies in dynamical systems, the conclusions could be seen as concrete policy proposals intended to mitigate bias towards disadvantaged groups. However, at least one major obstacle stands in the way of implementing these policies: evaluation. Causal modeling enables off-policy evaluation, a method which we argue is critical for the domains the fairness literature is usually concerned with. Off-policy evaluation has been studied extensively in the causal inference literature from both economics [1, 22, 23] and computer science perspectives [4, 49, 56], particularly in reinforcement learning [28, 51, 57].

In off-policy evaluation, the goal is to use data generated by (possibly biased) historical policies to evaluate prospective new policies, without running the new policies in the world. This contrasts with more straightforward forms of evaluation: experimentation, where one runs the policy in the real world on a random sample of the population (i.e., A/B testing), and simulation, where one runs the policy in a simulator believed to be an accurate representation of the real world. Being able to perform off-policy evaluation is essential, since neither of these methods are compatible in most domains where fairness is a concern — experimentation is risky or ethically dubious in most high-stakes scenarios, and accurate simulation of complex social phenomena is difficult.

4 POLICY INTERVENTIONS IN SCMS

Having motivated the usage of SCMs for modeling decision-making processes, we present a simple example: comparing various policies in a contextual bandit, presented as an SCM in Figure 3.

In a contextual bandit, a context \( U_c \) is first sampled, and an action \( A \) is taken (potentially stochastically, as defined by \( U_a \)). Following the action, some feedback \( O \) is observed (i.e., a reward signal), also affected by the context and a scenario \( U_o \) (e.g., measurement noise). A policy \( \pi \) represents the key decision function, choosing actions based on contexts. In this section, we walk through the process of policy evaluation in this SCM, using the simplest off-policy evaluation method, model-based policy evaluation.

4.1 Policy Interventions

First we introduce the relevant causal machinery for policy evaluations. In Section 2, we discussed how to intervene with the do-operation to set a variable’s value to some constant (e.g., do(T) = t).

![Figure 3: SCM for a contextual bandit with unknown context Uc, action A, feedback O and scenario Uo [4].](image-url)
which we will call a policy intervention. We can think of a policy intervention as intervening not on a node’s value, but on a structural equation’s value. Consider the SCM in Figure 3, with action \( A \) defined by the structural equation \( A = f_A(U_c, U_a) \). To estimate the expected value of \( O \) under an action value of \( A = 1 \), we specify our intervention with \( do(A = 1) \), which replaces the structural equation \( f_A \) with a constant value of 1, cutting all arrows into \( A \) in the SCM (analogous to Figure 2c). However, to estimate the expected value of \( O \) under a new treatment policy \( f_A \) (say, \( A = 1 \) if \( U_c < \frac{1}{2} \)), then we specify our intervention with \( do(f_A \rightarrow f_A) \), and the estimand would be \( E_{\rho^{\text{off}(f_A \rightarrow f_A)}}[Y] \) (analogous to Figure 2d). In general, to denote the expected value of a variable \( U \) under a target policy \( \pi \) which intervenes on a variable \( V \), we write \( E_{\rho^{\text{off}(V \rightarrow \pi)}}[U] \).

4.2 Policy Evaluation

We aim to evaluate three policies \( \pi \), each mapping contexts \( U_c \) to binary actions \( A \). The policies are: Policy 1 (noisy optimal), Policy 2 (nearly optimal on “easy” examples, very noisy otherwise), and Policy 3 (optimal). To evaluate these policies, we will perform model-based policy evaluation. This is the simplest form of off-policy evaluation: we evaluate our policy on simulated data from the model we propose. The estimand is \( E_{\rho^{\text{off}(A \rightarrow \pi)}}[O] \) — the average reward \( (O) \) observed when we generate data from the model distribution \( (p) \), after the policy intervention where we replace \( f_A \) (the structural equation for \( A \)) with the target policy \( (\pi) \). If our model is a perfect representation of the world, this will give us an unbiased evaluation. If we have model mismatch (e.g., measurement error [11, 13]), then this estimate will be biased. There are alternative forms of off-policy evaluation which attempt to mitigate the risk of mismatch; see Section 7 and Appendix D for a discussion and experiments in this vein.

Figure 4 shows model-based evaluations of the three policy interventions (see Appendix D for experimental details). We see that Policy 3, which is optimal, is indeed evaluated to be the best. This is not surprising, since there is no model mismatch in this experiment. However, this section simply serves as an introduction to policy evaluation in SCMs in a simple setting. In Sections 5 and 6, we examine more complex SCMs and policy interventions.

5 CAUSAL INTERPRETATIONS FOR THREE DYNAMICAL FAIRNESS MODELS

As argued in Section 3, SCMs are helpful for visualization (understanding the high level structure of a model’s assumptions), introspection (manipulating the model to ask a range of further questions), and evaluation (estimating the value of a hypothetical policy without actually implementing it). In this section, we will provide evidence for this argument with a brief review of the field of fairness in dynamical systems through the lens of SCMs.

We will discuss three models from the recent fairness in dynamical systems literature, ordered by increasing complexity (in Appendix A, we display a further selection of SCMs representing other papers in the literature):

1. Liu et al. [39]’s lending model outlines one time step of a loan application.
2. Hashimoto et al. [21]’s repeated classification model follows the dynamics of a changing population’s preferences with unobserved sensitive attributes.
3. Hu and Chen [24]’s hiring model is quite complex, representing the long-term dynamics of a two-stage labour market.

5.1 Lending

We begin with the model from Liu et al. [39], which examines threshold-based classification in general, but with specific focus on the lending setting. Our SCM formulation of this model can be seen in Figure 1. In this model, a person with group membership (a.k.a. sensitive attribute) \( A \) receives a credit score \( X \), and applies to a bank for a loan. The bank makes a binary decision \( T \) about whether to award the loan using the policy \( f_T \). The binary potential outcome \( Y \) is realized, which is converted to institutional profit or loss only if \( T = 1 \). Finally, the applicant’s credit score is modified to \( X \) (increased on repayment, decreased on default, static if \( T = 0 \)).

Utility is measured through the bank’s profit \( U \) (a sum over the individual profits \( u \)) as well as the expected score change \( \Delta j \), representing the average change in credit score after one time-step among members of group \( A = j \). Liu et al. [39] consider the effect of various (group-specific) thresholds for loan assignment under this model: what are the expected values of \( U \) and \( \Delta j \) for some group-specific thresholds \( \tau \) that offer loans to applicants of group \( j \) with score \( X \) if and only if their credit score \( X > \tau j \).

They show that different thresholds satisfy different criteria: maximum profit (MaxProp), demographic parity (DemPar), and equal opportunity (EqOpp). In the language of our paper, this is simply a policy evaluation. Define \( \pi_\tau \), as the threshold policy described above with thresholds \( \tau \). Then, the conclusions of the paper can be phrased with the tool of policy intervention: we are looking to evaluate the policy \( \pi_\tau \) by estimating the quantities \( E_{\rho^{\text{off}(T \rightarrow \pi_\tau)}}[U] \) and \( E_{\rho^{\text{off}(X \rightarrow \pi_\tau)}}[\Delta j] \) for various \( \tau \) computed under different fairness criteria. If the reader wants to follow this example all the way through they should skip ahead to Section 6, where we provide a detailed case study of this SCM, including several extensions to the model and novel policy evaluations.

5.2 Repeated Classification

We now turn to the repeated classification setting discussed by Hashimoto et al. [21], presented in SCM form in Figure 5. The

\[^3\] Therefore this model does not capture a notion of opportunity loss for not extending a loan to applicants who are qualified.

\[^4\] Likewise, the applicant’s score does not change in the absence of a loan; this assumption may be inaccurate, since not receiving a loan could create additional financial issues for a real-world applicant.
model is fairly general, and the authors discuss several domains where it could apply (e.g. speech recognition, text auto-completion).

A binary classifier with parameters \( \theta \) (Hashimoto et al. [21] use a logistic regression classifier) is repeatedly trained on a population of individuals with features \( X \) and labels \( Y \). The population distribution is a mixture of components \( P = \sum_k a_k P_k \), where each of the \( k \) demographic groups has proportion \( a_k \) and a unique distribution over the input-output pairs \( P_k(X, Y) \). Group memberships (i.e. cluster assignments) \( Z \in [1 \ldots k] \) are not observed.

The key idea is that the group distributions \( P_k \) remain static over time, but their relative proportions \( a_k \) change dynamically in response to the classifier performance on the \( k \)-th group. At the \( t \)-th step, the classifier is trained on the overall population \( \{(X_i^t, Y_i^t)\} \), yielding classifier parameter \( \theta^t \) and predictions \( \hat{Y}^t \). At each step, some subjects choose to stay in the population, some choose to leave, and some new subjects are added to the pool. In particular, the Poisson parameter \( \lambda_k \) (proportional to mixing coefficient \( a_k \)) is computed as a function of the per-group risk \( R_k \), which itself is a simple function of the predictions, e.g. classification error. Misclassified subjects are more likely to leave, so under-served groups shrink over time. The authors coin this phenomenon as disparity amplification. Interestingly, disparity amplification can improve the overall loss/accuracy since the shrinking minority group contributes less to these global metrics as time proceeds. To mitigate disparity amplification, Hashimoto et al. [21] propose a robust optimization technique that seeks low loss for worst-case group assignments \( Z \) (assuming a minimum group size).

The SCM framework suggests several interesting interventions.

1. Intervention on latent dynamics: do(\( f_3 \rightarrow \hat{f}_3 \)) represents an intervention on the population dynamics, which we could test how a given policy responds to environment changes or misspecified structural equations. do(\( b_k = \hat{b}_k \)) is a simple atomic intervention of a similar flavor, which changes the expected number of individuals entering each group at a given time step.

2. Intervention on group distributions: do(\( P_k \rightarrow \hat{P}_k \)) represents a static change to the group-\( k \) distribution over input-output pairs, which could be carried out at one or every time step. Modeling group distributions that change dynamically would require a modification to the SCM.

### 5.3 Hiring

Finally, we examine the hiring market model proposed in Hu and Chen [24] (Figure 6). Figure 6a shows the higher-level structure of the model: a global state of the hiring market \( \Theta \) progresses through time, a cohort of workers are initialized at each time step with attributes \( \Phi \) set by the current global state, and the cohorts progress through time, feeding back into the global state at each step.

Figure 6b shows the structure of each individual/cohort’s journey through the labour market. At the top of Figure 6b, we see the variables which constitute the global state \( \Theta \): wages \( w \), reputation \( \Lambda_\mu \) of group \( \mu \), and the proportion of “good” workers on the permanent labour market in group \( \mu \), \( \gamma_\mu \). The bottom plate of Figure 6b shows the variables which are part of \( \Phi \) and which correspond to attributes of an individual worker’s experience.

In this model, a worker is born into a sensitive group \( \mu \) with “ability” level \( \theta \); \( \theta \) and \( \mu \) are not correlated. The first choice they must make, which defines their working life and hiring potential, is how much to invest, defined by \( \eta \) e.g. how much money to spend on education or training. Workers from disadvantaged groups will face higher costs of investment; workers with higher ability will face lower costs. A worker chooses to invest more if their expected costs are lower than their expected wages. This investment affects their qualification status \( \varphi \); however, this qualification status does not affect hiring. Rather, a worker is hired onto the first stage of the labour market \((h = 1)\), the temporary labour market (TLM), when their investment \( \eta \) is high enough.

Once hired onto the TLM, the worker must choose how hard to work. The cost of effort \( e \) is determined by qualification level and ability: highly-qualified and high-ability workers can exert high effort with lower cost. Workers will exert high effort when its cost is lower than the expected wage increase from doing so. At each step, workers respond to the current wage signal \( w^t \) by exerting effort \( e^t \) at their job (regardless of whether they are in the TLM or PLM) resulting in an outcomes \( o^t \). If exerting high effort and having good qualifications yield a better chance of “good” outcomes. Using an average of the last \( T \) steps of their outcome history \( H_{t-T+1}^t \), a worker builds a reputation \( \pi_\mu \), which will affect the overall reputation \( \Pi_\mu \) of their group \( \mu \). The worker will be hired into the second stage, the permanent labour market (PLM), if their reputation is good enough. If hired, this affects \( g_\mu \), the overall quality of workers on the PLM, which in turn affects the wages \( w \) — an increased supply of good workers will lower wages.

Hu et al. [25] argue that the unconstrained dynamics of this systems produce inequality. By having higher costs of investment, workers from disadvantaged groups are less likely to invest, leading to worse outcomes for those workers. These worse outcomes will lower the reputation \( \pi_\mu \) of that group, raising the cost of investment even further. However, Hu et al. [25] propose a solution: by

---

3 Using held-out data for the predictions is expressible via a small change to the SCM.
Teal arrows denote structural functions going into the global state. Orange arrows denote structural functions going into \( \Theta \) via wage signals (6b). The choices of investment and effort and resulting outcomes in turn affect the workers themselves in a rich set of possible alternative policy interventions to consider.

This model is the most intricate of the three we study, resulting in a number of equilibria analyzed by Hu and Chen [24], and providing of workers from each group. constraining TLM firms to hire equal numbers of workers from each group \( \mu \), they show the PLM will in turn have an equal number of workers from each group.

Figure 6: SCM for the hiring model from Hu and Chen [24]. 6a shows macro-level causal assumptions. At step \( t \) the global state \( \Theta^t \) of the PLM affects the choices of all cohorts of workers (a cohort denotes workers that enter the market at the same step) via wage signals (6b). The choices of investment and effort and resulting outcomes in turn affect the workers themselves in terms of hiring decisions, and the global state of the market in terms of average group reputation and performance per group. Teal arrows denote structural functions going into the global state. Orange arrows denote structural functions going into the cohort state. Black arrows denote structural functions within the cohort state. See Table 3 in Appendix B for explanation of all symbols, and Section 5 for description of the dynamics.

We could consider lowering costs of investment for under-privileged groups, which would encourage them to invest more heavily.

We could ensure that all workers will be compensated at a higher rate for their labour by raising the minimum wage \( w \). This could indirectly reduce inequality if one group would otherwise be paid below that rate more frequently, giving that group higher incentive to invest and exert high effort.

We could lower costs of effort for workers from disadvantaged groups e.g. providing subsidized childcare makes it cheaper for primary caregivers (who are disproportionately women) to work overtime if they so choose. This would indirectly reduce inequality since workers with low qualifications are more likely to be from disadvantaged groups. Workers more likely to exert high effort will have improved outcomes and better group reputation.

All of the reasoning in the above list is significantly easier to perform with an SCM formulation at hand. The SCM is compactly specifies the inherent modeling assumptions and relationships, and facilitates evaluation of changes to these relationships. Hence, it is an effective tool for analyzing rich models such as the one presented by Hu and Chen [24], potentially discovering a range of new policy options implicit in the assumptions being made. We note that the reasoning we present here is not a policy recommendation or an assertion of efficacy; rather, it is an example of the type of analysis which is available using these causal tools.

### 6 CASE STUDY: INDIVIDUAL DYNAMICS

Here we present a case study whereby SCMs are used to evaluate fair policies in a lending setting. We begin by detailing our reinterpretation of the model proposed by Liu et al. [39] as a one-step causal DAG, including the relevant structural equations. To demonstrate the flexibility of the SCM framework, we then extend their model to compute a variety of new policy evaluations. The modularity of the SCM formulation facilitates a multi-step extension and, and novel interventions on the SCM can be used to estimate how the bank’s policy interacts with the policies of other actors.
6.1 SCM Analysis of Liu et al. [39]

As briefly discussed above, Liu et al. [39] propose a one-step feedback model for a decision-making setting then analyze several candidate policies—denoted by the structural equation \( f_T \) in our analysis—by simulating one step of dynamics to compute the institution’s profit and group outcomes for each policy. Figure 1 shows our SCM formulation of this dynamics model. Here we provide expressions for the specific structural equations used.

To sample over \( p(X, A) \) we start with Bernoulli sampling of \( A \), parameterized SCM-style like

\[
U_{A_i} \sim \text{Bernoulli}(U_{A_i} | \theta); \quad A_i = f_A(U_{A_i}) \triangleq U_{A_i}
\]

where \( \theta \in [0, 1] \) is the proportion of the \( A = 1 \) group.

We then sample scores by the inverse CDF trick. Given an inverse cumulative distribution function \( CDF_j^{-1} \) for each group \( j \in \{0, 1\} \), we can write

\[
U_{X_i} \sim \text{Uniform}(U_{X_i} | [0, 1])
\]

\[
X_i = f_X(U_{X_i}, A_i) \triangleq CDF_j^{-1}(U_{X_i})
\]

Liu et al. [39] discuss implementing threshold policies for each \( j \in \{0, 1\} \), which are parameterized by thresholds \( c_j \) and tie-breaking Bernoulli probabilities \( y \) (for simplicity of exposition we assume the tie-breaking probability is shared across groups).

The original expression was

\[
P(T = 1 | X, A = j) = \begin{cases} 1 & X > c_j \\ \theta & X = c_j \\ 0 & X < c_j. \end{cases}
\]

Then, after denoting by \( \mathbb{I}(\cdot) \) the indicator function, we can rephrase this distribution in terms of a structural equation governing treatment:

\[
U_{T_i} \sim \text{Bernoulli}(U_{T_i} | y)
\]

\[
T_i = f_T(U_{T_i}, X_i, A_i) \triangleq \mathbb{I}(X_i > c_{A_i}) \cdot \mathbb{I}(X_i = c_{A_i}) \cdot 0 \mathbb{I}(X_i < c_{A_i}).
\]

A policy \( f_T \) (which itself may or may not satisfy some fairness criteria) is evaluated in terms of whether loans were given to creditworthy individuals, and in terms of whether each demographic group successfully repaid any allocated loans on average. To capture the notion of creditworthiness, we introduce a potential outcome \( Y \) (repayment if the loan were given) for each individual, which is drawn\(^6\) from \( p(Y | X, A) \). By convention \( T = 1 \) as the “positive” treatment (e.g., got loan) and \( Y = 1 \) as the “positive” outcome (e.g., would have repaid loan if given) Note that \( Y \) is independent of \( T \) given \( X \), meaning \( Y \) is really an indicator of potential success. Formally, the potential outcome \( Y \) is distributed as \( Y_i \sim \text{Bernoulli}(Y_i | p(X_i, A_i)) \) for some function \( p : X \times A \to [0, 1] \). We reparameterize this as a structural equation using the Gumbel-max trick\(^9\) [19, 41]:

\[
U_{Y_i} \sim \text{Uniform}(U_{Y_i} | [0, 1])
\]

\[
Y_i = f_Y(U_{Y_i}, X_i, A_i) \triangleq \mathbb{I}\left( \frac{p(X_i, A_i)}{1 - p(X_i, A_i)} + \log \frac{U_{Y_i}}{1 - U_{Y_i}} > 0.5 \right).
\]

The institutional utility \( u_i \) and the updated individual score \( \tilde{X}_i \) are deterministic functions of the outcome \( Y_i \) and the treatment \( T_i \), and the original score \( X_i \):

\[
u_i = f_u(Y_i, T_i) \triangleq \begin{cases} u_0 & \text{if } T_i = 1 \\ 0 & \text{else} \end{cases}
\]

\[
\tilde{X}_i = f_X(X_i, Y_i, T_i) \triangleq \begin{cases} X_i & \text{if } Y_i = 1, T_i = 1 \\ X_i & \text{else} \end{cases}
\]

As mentioned in Section 5, \( (u_0, u_1, c_0, c_1, \ldots) \) are fixed parameters that encode expected gain/loss in utility/score based on payment/default of loan.

There are two global quantities of interest. Firstly, the institution cares about its overall utility at the current step (ignoring all aspects of the future), expressed as

\[
\mathcal{U} = f_u(u_{1:n}) \frac{1}{N} \sum_{i=1}^{N} u_i.
\]

Secondly, society (and possibly the institution) might care the average per-group score change induced by the policy, expressed for group \( A = j \) as

\[
\Delta_j = f_A(X_{1:n}, \tilde{X}_{1:n}, A_{1:n}) \triangleq \frac{1}{N_{A_j}} \sum_{i=1}^{N_{A_j}} (\tilde{X}_i - X_i)^3(A_i = j),
\]

with \( N_{A_j} \triangleq \sum_{i=1}^N 1(A_i = j) \) is the size of the \( A_j = 1 \) group.

6.2 Extensions: multi-step and multi-actor

Laying out the original model as an SCM begs several interesting policy evaluation questions. We show how simple modifications to the SCM allow us to scrutinize the causal assumptions implicit in the original model by analyzing long-term effects, interventions by third-party actors, and robustness of a policy to structural equation misspecifications.

Longer-term impacts. Given a policy whose one-step effect is purportedly fair, what can we say about its longer-term impacts? The modularity of the SCM formulation allows us to easily estimate these effects.\(^10\) For example, the structural equation \( \tilde{X}_i = f_X(X_i, Y_i, T_i) \) can be modified to the recursive update \( X_{t+1} = f_X(X_t, \tilde{X}_t, T_t) \).

Note that \( X_t^f \) (which does not directly depend on \( A \)) is only computed in this way for steps \( t > 0 \), since the original scores \( X^0 \) are sampled from \( p(X^0 | A) \) via Equation 3. On the other hand, since

\(^6\) This standard trick is used for sampling from distributions with known densities. Recalling that \( CDF_j \times X \sim [0, 1] \) is a monotonic (invertible) function representing \( CDF_j(X) = \int_{X}^{\infty} dX p(X < X) \). Then to sample \( X' \sim p \) first sample \( U \sim \text{Uniform}([0, 1]) \) then compute \( X' = CDF_j^{-1}(U) \).

\(^7\) The authors denoted by \( p(x) \) the probability of potential success at score \( X \). Various quantities were then computed, e.g., \( w(x) = u, p(x) \) + \$1 - p(x)$. We observe that this is equivalent to marginalizing over potential outcomes \( w(x) = E_{p(Y | X)} [u, Y - u, (1 - Y)] \) in our simulations we compute such expectations via Monte Carlo sampling with values of \( X \) explicitly sampled.

\(^8\) The authors use \( p(x) = p(Y | X, A) \) in their analysis (suggesting that potential outcome is independent of group membership conditioned on score) but \( p(X, A) = p(Y | X, A) \) in the code, i.e. the potential outcome depends differently on score for each group. The SCM as expressed in Figure 1 represents the codebase version.

\(^9\) This trick reparameterizes a Categorical or Bernoulli sample as a deterministic transformation of a Uniform sample. See Oberst and Sontag [49] for discussion of how to perform counterfactual inference for SCMs with Categorical random variables.\(^10\) See Appendix C for code snippets demonstrating ease-of-implementation.
the structural equations for $T^f_t$ and $Y^f_t$ (Equations 6 and 8) do not change in the multi-step setting, we see that group membership does indeed have a long-term influence\textsuperscript{11} on the outcomes and score trajectories for individuals.

**Intervention by credit bureau.** Liu et al. \cite{Liu2020} carry out policy evaluation based on statistics of FICO credit scores assigned by the credit bureau TransUnion \cite{TransUnion}. We note that these credit score decisions themselves constitute a policy, and moreover, the language of interventions in the SCM framework allows us to characterize decisions made by the credit bureau (rather than the bank) in terms of both fairness and profit metrics as before. Mechanically, this new actor is incorporated into the SCM by reinterpreting $X_i$ as features related to creditworthiness of an individual, then introducing $\hat{X}_i = f_X(X_i)$ as a score that is deterministically computed by the agency from the features. This modification is equivalent to the original model if we assume $f_X$ is the identity function.

We could additionally characterize the interaction between the policies of multiple actors. Policy evaluation under double intervention $\mathcal{A}^{do(f_Y \rightarrow f_Y)}$ estimates the sensitivity of the bank’s decisions to the decisions of the credit bureau (and vice versa), potentially leading to a game-theoretic analysis.

**Intervention by government.** Beyond the bank and credit agency, the government is another actor which can affect outcomes. Consider the effect of a new and far-reaching government policy such as a tax code change or economic stimulus legislation. We can cap-consider the effect of a new and far-reaching government policy such as a tax code change or economic stimulus legislation. We can cap-

\textsuperscript{11} This multi-step model is related to the one proposed by Mouzannar et al. \cite{Mouzannar2020}, which instead assumed static individual behavior but dynamic group behavior through the per-group score distributions $p(X|A)$ (See Appendix A for an SCM analysis of their model). Whereas Mouzannar et al. \cite{Mouzannar2020} focused their analysis on the limit as $t \to \infty$, we instead emphasize finite-time horizons, which may be more relevant to policy makers.

\textsuperscript{12} “Mismatch” refers here to structural equations with misspecified functional forms, not incorrect causal assumptions.
the credit bureau. The intervention involves the bureau setting the minimum score to 600 for all applicants via the structural equation \( \hat{f}_X(X) = \min(X, \tau_{CB}) \) with \( \tau_{CB} = 600 \). This intervention is unlikely in the real world because it contradicts the profit incentives of the bureau, which encourage well-calibrated scores. Nevertheless, it coarsely captures a potential scenario where an actor besides the bank seeks to encourage fair outcomes in a group-blind way, since under the new scoring policy minority applicants are more likely to receive loans. However, we see in Figure 9a that the average group outcome for Black applicants is negative when the bank’s group threshold is below 600, since in this case its policy offers loans to individuals who have good scores on paper but are unlikely to repay the loans. Interestingly, the expected profit (Figure 9b) under credit bureau intervention differs depending on the fairness criteria of the bank. This is because each fairness criteria differently constrains the relationship between the two thresholds \( \tau_{Black}, \tau_{White} \), so the choice of fairness criteria implicitly sets how many many applicants with boosted scores \( X < 600 \), thus \( X \geq 600 \) are selected for loans.

We observe that the EqOpp policy is less sensitive than DemPar to credit bureau intervention. This is because the DemPar constraint is more strict, and results in offering loans to more applicants with boosted scores who are unlikely to repay, and disproportionately belong to the minority group.

Figure 10 estimates robustness of the EqOpp policy to two forms of model mismatch described above. \( do(f_T \rightarrow \hat{f}_{EO}) \) recomputes the per-group thresholds under the EqOpp constraint, but using incorrect statistics from the credit bureau. In particular, the marginal \( p(Y|X) \) was used for both group’s repayment probabilities rather than the correct \( p(Y|X,A) \). The second intervention \( do(f_Y \rightarrow \hat{f}_{Y}) \) is more severe, where \( p(Y|X) \) is used to sample potential outcomes \( Y \) rather than just set the thresholds within \( f_T \). We measure error under each intervention relative to the “correct” baseline where the correct potential outcome distributions are used to set thresholds and sample data. We repeat this procedure over a varying number of steps to determine how errors compound over time. In Figure 10a we observe the institutional profits are surprisingly robust to both forms of intervention (compare the Y-axis with Figure 9c), while in Figure 10b we observe the per-group outcomes are more sensitive to these interventions, especially to \( do(f_Y \rightarrow \hat{f}_{Y}) \).

7 DISCUSSION

7.1 Off-Policy Evaluation Methods

In Section 6, we discuss model-based policy evaluation. However, there are other methods for off-policy evaluation, which can use historical data to overcome some of the weaknesses of model-based policy evaluation. We discuss three basic approaches to off-policy evaluation of a target policy \( \pi \) given a dataset of trajectories \( \tau \) that were generated by the historical policy \( \pi^{obs} \) interacting with the environment, and a model \( M \) of the environment.

(1) Importance sampling (IS): ignore the model and use historical data. Compute a reweighted expected reward, where the rewards from each trajectory \( r \) in the sample are reweighted according to density ratio \( \frac{p^{\pi^{obs}}(r)}{p^{\pi_{\upsilon}}(r)} \).

---

Figure 9: Policy evaluation under credit bureau intervention \( f_{X}(X) = \min(X, \tau_{CB}) \) with \( \tau_{CB} = 600 \). Group score change—formally \( E_{p^{\pi(X)} \sim f_{X}}(\Delta | \tau_{CB} = 600) \forall j \in \{Black, White\} \)—and institutional profits—formally \( E_{p^{\pi(Y)}}(\Delta | \tau_{CB} = 600) \)—are shown as functions of the two group thresholds \( \{\tau\} \). Bank profits depend on its fairness criteria.
(2) Model-based policy evaluation (MB-PE, discussed in Section 4): ignore the historical data and use the model. Given a model $M$, sample exogenous noise from the priors $p(U_i)$, produce trajectories $\tau$ by running the model $M$ along with the target policy $\pi$, and compute the expected reward.

(3) Counterfactual-based policy evaluation (CF-PE) [4]: Use historical data and model together. The same as MB-PE, except sample exogenous noise from the posterior $p(U|\tau)$ (conditioned on a historical trajectory $\tau$) rather than the prior $p(U)$. When there is no model mismatch, counterfactual policy evaluation is equivalent to model-based [4].

Using the contextual bandit (Section 4), we conduct a comparison between these three methods of off-policy evaluation under model mismatch. We evaluate three policies using these off-policy methods, and show results in Figure 11, finding that counterfactual-based policy evaluation — the method leveraging causal reasoning most fully — proves the most robust to model mismatch. We defer the details of this experiment to Appendix D. These experiments provide a proof-of-concept that causal reasoning can be used for more robust off-policy evaluation. If some historical data is available, this technique could be applied to any of the methods proposed in the fairness in dynamical systems literature, possibly providing a more complete picture of their performance and potential impacts.

7.2 On Limitations of SCMs

There has been significant criticism of the graphical approach to causal inference for social science, well-encapsulated by Imbens [26], who states that “the [SCM] literature has not shown much evidence of the benefits for empirical practice in settings that are important in economics.” This point is well-taken. We do not claim that graphical approaches are always superior for causal effect estimation, as they can suffer from model mismatch and make many assumptions which can be difficult to ensure.

The method we propose is not intended as a silver bullet to solve policy evaluation, which remains as a challenging problem. However, we believe the field of fairness in dynamical systems is concerned with a set of problems that are well-represented by SCMs; in Section 5 we show there is frequently an equivalency between the equations governing a model of dynamic unfairness and the structural equations of an SCM. So to the degree that one would take seriously conclusions drawn from any of the mathematical models cited by this paper, one should approach conclusions drawn from SCM-enabled policy evaluation similarly. Additionally, these models lends themselves to graphical approaches due to the number of variables included in them (the SCMs in this paper are an order of magnitude larger than canonical SCM examples [50]). Hence, SCMs provide a principled approach for drawing conclusions about candidate models and policies, possibly directing which policies will receive further investigation.

7.3 Different Types of Causal DAGs

Throughout this paper, we have focused on SCMs as our causal DAG formalism of choice. However, several exist. Here we discuss two: the major conclusions of this paper are compatible with both.

Single-World Intervention Graphs (SWIGs) [53]: SWIGs are a graphical formalism which uses counterfactual outcomes as a modeling primitive, and therefore is more consistent with the potential outcome theory of causal inference. They make slightly weaker assumptions than SCMs as they are able to express conditional independence relationships with specific counterfactual outcomes (e.g. “weak ignorability”). The graph surgery procedure representing intervention in SWIGs is done through “node-splitting” rather than removing arrows as in the do-operation.

Augmented DAGs/Influence diagrams [7]: Augmented DAGs (a form of influence diagrams) are a graphical formalism for causal inference with the advantage of not requiring graph surgery to represent interventions. Rather, “intervention variables” are added to the graph as parents of every node where an intervention is possible. Then, an intervention is represented by setting the value of the intervention node, and various causal conditions can be read off of the graph using standard rules for PGMs.

7.4 Future Work

A range of future work can be found at the intersection of existing fields:

- **Reinforcement learning and fairness**: Finding off-policy estimation methods better for low data, high-stakes regimes
- **Causal inference and dynamical systems**: Characterizing identifiability of long-term effects of policy interventions in terms of graphical criterion
- **Reinforcement learning and causal inference**: Developing methods for sensitivity analysis to estimate uncertainty of policy evaluations under confounding
- **Causal inference and visualization**: Visualizing complex, many-variable graphical models of policy problems
- **Fairness and decision science**: Integrating theoretical models of fairness in into scenario-based planning procedures

By advocating for this modeling approach, we hope to lay the groundwork in this paper for future research and practice in this area. We encourage researchers to formulate their dynamics models as causal DAGs and to consider running an off-policy evaluation of proposed models with historical data, where available. We hope that policymakers or stakeholders without mathematical backgrounds can find models of fairness in dynamical systems more accessible when presented as DAGs, and that they can become a useful tool in the researcher’s and policymaker’s toolbox.
A OTHER SCMS

Here we provide some SCMs for some additional papers from the literature:

- Figure 12 describes the multi-step loan setting discussed by Mouzannar et al. [46]. Their model is similar to the one discussed in Section 6.1. The main difference is that Mouzannar et al. [46] describes dynamics that unfold exclusively at the population level, where decisions rendered by the institution do not affect the future well-being of the individuals themselves.
- Figure 13 corresponds to the news recommender simulator discussed by Bountouridis et al. [3]. The goal of this simulator was to understand the long-term effects of recommender algorithms on news consumption behaviors.

B SYMBOL LEGENDS

Here we provide the following symbol decoders for SCMs expressed in the main body of text:

- Table 1 decodes the symbols used in Figure 1
- Table 2 decodes the symbols used in Figure 5
- Table 3 decodes the symbols used in Figure 6
- Table 4 decodes the symbols used in Figure 12
- Table 5 decodes the symbols used in Figure 13

C CODE SNIPPETS

One upside of SCM programming is modularity. Figures 14 and 15 show the single- and multi-step SCM simulation of a loan setting. The single-step code implements the model described by Liu et al. [39], while the multi-step scenario is realized by a straightforward extension of the single-step SCM implementation.

D EXPERIMENTAL DETAILS: OFF-POLICY EVALUATION IN CONTEXTUAL BANDITS

In this paper, we present two experimental results with contextual bandits: a model-based policy evaluation experiment in Section 4, with results presented in Figure 4; and a comparison of various off-policy evaluation methods referenced in Section 7, with results presented in Figure 11. In this appendix, we provide details on these experiments.

In the Section 4 experiment, the SCM of the bandit is defined as follows with \( \sigma = 5 \):

\[
\begin{align*}
U_c & \sim U\left(\frac{1-\sigma}{2}, \frac{1+\sigma}{2}\right) \\
U_0 & \sim N(0, 1) \\
O & = A(1 - U_c) + (1 - A)U_c
\end{align*}
\]  

(13)

The structural equation for \( A \) is not specified — this will be defined by our historical policy \( \pi_0 \).
The three policies we consider are:

Symbol | Meaning
--- | ---
$k$ | indexes groups
$P_k$ | distribution over $(X, Y)$ for group $k$
$b_k$ | expected group-$k$ baseline population growth at each step
$\lambda^i_k$ | expected population for group $k$ at time $t$
$\alpha^i_k$ | mixing coeff for group $k$ at time $t$
$N^i$ | Total population at time $t$
$Z^i_k$ | indicator of individual belonging to $k$th group
$X^i$ | input features for an individual at time $t$
$Y^i$ | label for an individual at time $t$
$U^i_{\theta}$ | Exogenous noise in learning algo. (e.g., random seed)
$\theta^t$ | Exogenous classifier parameters at time $t$
$R^i_k$ | Classification error for group $k$ at time $t$ (unobserved)

### Table 2: Symbol legend for Figure 5

Symbol | Meaning
--- | ---
t | indexes time
$i$ | indexes individuals
$j$ | indexes cohorts
$w^t_i$ | wages at time $t$
$\phi^j_k$ | proportion “good” group-$\mu$ workers in PLM
$\Pi^j_k$ | group-$j$ reputation at time $t$
$\mu_i$ | group membership for worker $i$
$\theta_i$ | individual $i$ ability
$c_i$ | cost of investment for individual $i$
$\eta_i$ | investment level for individual $i$
$\rho_i$ | qualification level for individual $i$
$e_i$ | individual-$i$ cost of effort
$e^t_i$ | individual-$i$ actual effort exerted at time $t$
$d^t_i$ | individual-$i$ outcome at time $t$

Symbol | Meaning
--- | ---
$H^{t-1} \pi^j_k$ | individual-$i$ r-recenent history (outcomes and TLM/PLM status)
$\pi^j_k$ | individual-$i$ reputation at time $t$
$F^t_i$ | was individual hired to PLM at step $t$?

### Table 3: Symbol legend for Figure 6

Symbol | Meaning
--- | ---
$A_i$ | Sensitive attribute for individual $i$
$U_A_i$ | Exogenous noise on sensitive attribute for individual $i$
$|A|$ | Number of demographic groups
$V_i$ | Qualification for individual $i$
$U_V_i$ | Exogenous noise on qualification for individual $i$
$|V|$ | Number of qualifications
$\theta_j^i$ | Bernoulli parameter of qualifications of group $j$ at time $t$
$N$ | Number of individuals
$T_j$ | “Treatment” (whether the institution gives loan) for individual $i$
$U_T_j$ | Exogenous noise on treatment for individual $i$
$u_i$ | Utility of individual $i$ (from the institution’s perspective)
$\beta_i$ | Selection rate for group $j$ members with qual. $u$ at step $t$
$U$ | Global institutional utility

### Table 4: Symbol legend for Figure 12

Symbol | Meaning
--- | ---
a$_j^t$ | t-th user topic vector at step $t$
$\theta'$ | Awareness decay with user-article distance
$\theta_0'$ | Awareness decay with article prominence
$\lambda$ | Prominent vs proximity in awareness computation
$w$ | Maximum awareness pool size for any user
$k$ | t-th user's sensitivity to article proximity in awareness computation
$\delta'$ | t-th user's sensitivity to article proximity in drift computation
$m$ | Number of articles read per user per step
$U_{\text{init}}$ | Exogenous noise on user $i$’s drift at step $t$
$|U|$ | Number of users
$a_j$ | t-th article topic vector
$z^j$ | initial prominence of article $j$ (possibly shared across topic)
$\rho$ | Prominence (linear) decay factor
$|A|$ | Number of articles
$\delta'$ | Distance between user $u_i$ and article $a_j$ at step $t$
$\rho'$ | prominence of article $j$ at step $t$
$\delta'$ | Distance between user $u_i$ and article $a_j$ at step $t$
$\rho'$ | prominence of article $j$ at step $t$
$\delta'$ | Distance between user $u_i$ and article $a_j$ at step $t$
$\delta'$ | Distance between user $u_i$ and article $a_j$ at step $t$
$\rho'$ | prominence of article $j$ at step $t$
$\delta'$ | Distance between user $u_i$ and article $a_j$ at step $t$
$\rho'$ | prominence of article $j$ at step $t$
$\delta'$ | Distance between user $u_i$ and article $a_j$ at step $t$
$\rho'$ | prominence of article $j$ at step $t$

### Table 5: Symbol legend for Figure 13

Figure 14: Example Python implementation of single-step loan dynamics as SCM.
were qualitatively similar. The second form of model mismatch we tested is omitted variable bias, which occurs when a variable is left out of the model. Here this is an unknown hidden confounder, depicted in Figure 16 — what if the confounding context contains two variables ($U_c$ and $U_h$), but we only model it as containing one?

This can be seen as a special type of misspecified prior in this specific example.

![Figure 16: SCM for a contextual bandit with unobserved context $U_c$, omitted context $U_h$, action $A$, feedback $O$ and scenario $U_0$.](image)

The SCM for the omitted variable bias experiment is defined by:

\[
U_c \sim U(0, 1) \\
U_h \sim U(-3, 3) \\
U_0 \sim N(0, 1)
\]

\[
O = A(1 - (U_c + U_h)) + (1 - A)(U_c + U_h)
\]

However, our model of the world does not include $U_h$ — equivalently, assuming $U_h = 0$ always. The policies we use are the same as the previous experiment, but with $(U_c + U_h)$ as the input to $A$ rather than $U_c$.

We display the results of the two model mismatch experiments in Figure 17.

![Figure 17: Mean average error in policy evaluation for importance sampling, model-based and counterfactual policy evaluation methods under various forms of model mismatch — misspecified prior distribution over contexts (Figure 17a) and omitted variable bias (Figure 17b).](image)