Abstract. In this paper, we study $l^1$-higher index theory and its pairing with cyclic cohomology for both closed manifolds and compact manifolds with boundary. We first give a sufficient geometric condition for the vanishing of the $l^1$-higher indices of Dirac-type operators on closed manifolds. This leads us to define an $l^1$-version of higher rho invariants. We prove a product formula for these $l^1$-higher rho invariants. A main novelty of our product formula is that it works in the general Banach algebra setting, in particular, the $l^1$-setting.

On compact spin manifolds with boundary, we also give a sufficient geometric condition for Dirac operators to have well-defined $l^1$-higher indices. More precisely, we show that, on a compact spin manifold $M$ with boundary equipped with a Riemannian metric which has product structure near the boundary, if the scalar curvature on the boundary is sufficiently large, then the $l^1$-higher index of its Dirac operator $D_M$ is well-defined and lies in the $K$-theory of the $l^1$-algebra of the fundamental group. As an immediate corollary, we see that if the Bost conjecture holds for the fundamental group of $M$, then the $C^*$-algebraic higher index of $D_M$ lies in the image of the Baum-Connes assembly map.

By pairing the above $K$-theoretic $l^1$-index results with cyclic cocycles, we prove an $l^1$-version of the higher Atiyah-Patodi-Singer index theorem for manifolds with boundary. A key ingredient of its proof is the product formula for $l^1$-higher rho invariants mentioned above.

1. Introduction

The higher index for elliptic differential operators on closed manifolds is far-reaching generalization of the classical Fredholm index for Fredholm operators. Usually, the higher index an elliptic operators on a closed manifold takes values in the $K$-theory of the reduced or maximal group $C^*$-algebra of the fundamental group of the manifold.

Suppose $(X, g)$ is a closed spin manifold equipped with a Riemannian metric $g$. If the scalar curvature $\kappa$ of $g$ is positive, then it follows from the Lichnerowicz formula that the Dirac operator $D$ on $X$ is invertible, which implies that the higher index $\text{Ind}^F(D)$ of the Dirac operator $D$ vanishes in $K_*(C^*_r(\Gamma))$ and $K_*(C^*_\text{max}(\Gamma))$. Here $\Gamma = \pi_1(X)$ is the fundamental group of $X$, and $C^*_r(\Gamma)$ (resp. $C^*_\text{max}(\Gamma)$) is the reduced (resp. maximal) group $C^*$-algebra of $\Gamma$. This vanishing result has some
interesting geometric consequence. For example, it implies the non-existence of positive scalar metrics on aspherical manifolds whose fundamental groups satisfy the strong Novikov conjecture, cf. [25, 26].

A standard construction of higher indices shows that the higher index of an elliptic operator on a closed manifold can always be represented by $K$-theory elements with finite propagation (cf. Definition 2.2). In particular, each such representative also lies in the $K$-theory $K_*(l^1(\Gamma))$ of the $l^1$-algebra of $\Gamma$. Let us denote the $l^1$-higher index class of an elliptic operator $D$ by $\text{Ind}_\Gamma^1(D)$. We will review the construction of these $l^1$-higher indices in Section 2.2. Unlike the $C^*$-algebraic setting, due to the lack of positivity in $l^1$-algebras, it remains an open question if the Lichnerowicz-type vanishing result still holds in the $l^1$-setting.

**Question 1.1.** Assume that $(X, g)$ is a closed spin Riemannian manifold equipped with a Riemannian metric $g$ whose scalar curvature is positive. Then does the $l^1$-higher index $\text{Ind}_{\Gamma}^1(D)$ of the Dirac operator $D$ on $X$ vanish in $K_*(l^1(\Gamma))$?

Our first main theorem of the current paper is a partial answer to the above question. Namely, we show that, if the scalar curvature of $g$ is sufficiently large in an appropriate sense, then the $l^1$-higher index $\text{Ind}_{\Gamma}^1(D)$ vanishes in $K_*(l^1(\Gamma))$. Before we state the theorem, let us fix some notation. Let $\tilde{X}$ be the universal cover of $X$ and $F$ be a fundamental domain of the $\Gamma$-action on $\tilde{X}$. Fix a finite symmetric generating set $S$ of $\Gamma$. Let $\ell$ be the length function on $\Gamma$ induced by $S$. We define

$$\tau = \liminf_{\ell(\gamma) \to \infty} \sup_{x \in F} \frac{\text{dist}(x, \gamma x)}{\ell(\gamma)}$$

(1.1)

and

$$K_\Gamma = \inf \{ K : \exists C > 0 \text{ s.t. } \# \{ \gamma \in \Gamma : \ell(\gamma) \leq n \} \leq C e^{Kn} \}.$$  

(1.2)

**Theorem 1.2.** Let $(X, g)$ be an $n$-dimensional closed spin Riemannian manifold. Denote the fundamental group $\pi_1(X)$ of $X$ by $\Gamma$. If the scalar curvature $\kappa$ of $g$ satisfies that

$$\inf_{x \in X} \kappa(x) > \frac{16 K_\Gamma^2}{\tau^2},$$

(1.3)

then the $l^1$-higher index $\text{Ind}_{\Gamma}^1(D)$ of the Dirac operator $D$ on $X$ vanishes in $K_n(l^1(\Gamma))$.

The numbers $K_\Gamma$ and $\tau$ may depend on the choice of generating set, but Theorem 1.2 holds as long as the inequality (1.3) is satisfied for one choice of generating set. In particular, if the group $\Gamma$ has sub-exponential growth, i.e., $K_\Gamma = 0$, then Theorem 1.2 holds as long as the scalar curvature is positive everywhere.

Recall that in the $C^*$-algebraic setting, the vanishing of the higher index of an elliptic operator together with a specific trivialization naturally induces a $C^*$-algebraic secondary invariant called higher rho invariant. These secondary invariants have various interesting applications in geometry and topology. For example, a positive scalar curvature metric on a closed spin manifold naturally defines a higher rho invariant associated to the given metric. The higher rho invariants for...
two positive scalar curvature metrics are the same if they are homotopic along a path of positive scalar curvature metric. Consequently, we can use higher rho invariants to distinguish different connected components of the space of positive scalar curvature metrics on a given closed spin manifold. In the $l^1$-setting, under the condition that the scalar curvature is sufficiently large \((1.3)\), we introduce an $l^1$-higher rho invariant, denoted by $\rho_1(g)$, that lies in some geometric Banach algebra $B_{L,0}(\tilde{X})^\Gamma$, cf. Definition 2.16. This $l^1$-higher rho invariant also remains unchanged for a continuous path of metrics, provided each metric has sufficiently large scalar curvature. For $C^*$-algebraic higher rho invariant, there is a product formula (cf. \([22][27]\)), which is important for geometric applications. In this paper, we prove a product formula for $l^1$-higher rho invariants. More precisely, we have the following theorem. Denote by $C^*_L(R)$ the localization algebra of the real line and $\text{Ind}_L(D_R) \in K_1(C^*_L(R))$ the local index of the Dirac operator on $\mathbb{R}$, cf. \([24]\).

**Theorem 1.3.** Assume that $(X, g)$ is an $m$-dimensional closed spin Riemannian manifold such that the scalar curvature function $\kappa$ of $g$ satisfies the inequality in line \((1.3)\). Then under the $K$-theory product map

\[ - \otimes - : K_*(B_{L,0}(\tilde{X})^\Gamma) \otimes K_1(C^*_L(\mathbb{R})) \to K_{*+1}(B_{L,0}(\tilde{X} \times \mathbb{R})^\Gamma), \]  

we have

\[ \rho_1(g) \otimes \text{Ind}_L(D_R) = \rho_1(g + dt^2) \in K_{m+1}(B_{L,0}(\tilde{X} \times \mathbb{R})^\Gamma), \]  

where $B_{L,0}(\tilde{X})^\Gamma$ is a certain geometric Banach algebra (cf. Definition 2.16), and $g + dt^2$ is the product metric on $X \times \mathbb{R}$ induced by $g$ and the standard Euclidean metric on $\mathbb{R}$.

When applied to the $C^*$-algebraic setting, our approach also proves the product formula for $C^*$-algebraic higher rho invariants. However, a main novelty of our approach is that it applies to the general Banach algebra setting, while the existing approaches in the $C^*$-algebra setting (cf. \([22][27]\)) do not seem to generalize to the Banach algebra setting. Now we turn to the case of manifolds with boundary. Given a compact spin manifold $M$ with boundary, if $M$ is equipped with a Riemannian metric which has product structure near the boundary and the scalar curvature is positive on the boundary, then the Dirac operator $D$ on $M$ defines a higher index $\text{Ind}^\Gamma(D)$ which lies in the $K$-theory of the reduced group $C^*$-algebra of the fundamental group $\Gamma = \pi_1(M)$ of $M$, cf. Section 3. It is an open question whether such a higher index lies in the image of the Baum-Connes assembly map. Let us briefly recall the definition of the Baum-Connes assembly map. Denote by $E\Gamma$ the classifying space of $\Gamma$ for proper actions, and $K^\Gamma_*(E\Gamma)$ its equivariant $K$-homology group. Each element of $K^\Gamma_*(E\Gamma)$ can be represented by a $\Gamma$-equivariant Dirac operator (possibly twisted by an auxiliary vector bundle) on a complete spin manifold (without boundary) that is equipped with an isometric, proper and cocompact
The Baum-Connes assembly map
\[ \mu: K^\Gamma_*(E\Gamma) \to K_*(C^*_r(\Gamma)) \]
is defined by mapping each twisted \( \Gamma \)-equivariant Dirac operator to its associated higher index.

The Baum–Connes conjecture claims that the assembly map is an isomorphism. The Baum-Connes conjecture has been verified for a large class of groups, including groups with Haagerup property \[8\] and hyperbolic groups \[11,15\]. In general, the conjecture is still wide open. In fact, the following more special question is still wide open.

**Question 1.4.** Given a compact spin manifold with boundary whose Riemannian metric has product structure and positive scalar curvature near the boundary, does the higher index of its Dirac operator lie in the image of the Baum-Connes assembly map?

A positive answer to the above question can be used to compute certain secondary index theoretic invariants, such as delocalized eta invariants and higher rho invariants associated to positive scalar curvature metrics on the boundary of a spin manifold, cf. \[20,23\].

Although we are mainly interested in Question 1.4 in the \( C^* \)-algebraic setting, the main tools we use in this paper for tackling such a question are in fact from the \( l^1 \)-setting. Let us briefly explain how the \( l^1 \)-setting and the \( C^* \)-algebraic setting are related. Recall that the algebra of \( l^1 \)-functions on \( \Gamma \) is a Banach algebra and a dense subalgebra of \( C^*_r(\Gamma) \). There is an analogue of the Baum-Connes conjecture in the \( l^1 \)-setting, called the Bost conjecture, which states that
\[ \mu_1: K^\Gamma_*(E\Gamma) \to K_*(l^1(\Gamma)) \] (1.6)
is an isomorphism. Here we have used that fact the standard construction of higher indices of twisted Dirac operators on \( spin^c \) \( \Gamma \)-manifolds (without boundary) implies that these higher indices can be represented by elements with finite propagation (cf. Definition 2.2), hence in particular lie in \( K_*(l^1(\Gamma)) \). Consequently, the Baum-Connes assembly map \( \mu: K^\Gamma_*(E\Gamma) \to K_*(C^*_r(\Gamma)) \) factors through the Bost assembly map \( \mu_1: K^\Gamma_*(E\Gamma) \to K_*(l^1(\Gamma)) \) as follows:
\[ K^\Gamma_*(E\Gamma) \to K_*(l^1(\Gamma)) \to K_*(C^*_r(\Gamma)), \]
where the second homomorphism is induced by the natural inclusion
\[ l^1(\Gamma) \hookrightarrow C^*_r(\Gamma). \]

One advantage of the \( l^1 \)-setting is that the Bost conjecture has been proved for a larger class of groups, which in particular includes all lattices in reductive Lie groups \[11\], while it is not yet known whether or not the Baum-Connes conjecture holds for \( SL_3(\mathbb{Z}) \). On the other hand, the Baum-Connes conjecture is more directly applicable to geometry and topology. In some sense, a main strategy of this paper is to work in a geometric setup where both conjectures intersect, that is, a geometric setup where methods from both the \( C^* \)-algebraic setting and
the $l^1$-setting apply. In particular, our next theorem states that if the scalar curvature on the boundary of a spin manifold is sufficiently large (in the sense of the inequality from line (1.3)), then the higher index of the associated Dirac operator, which is a priori an element in $K_*(C^*_r(\Gamma))$, actually lies in $K_n(l^1(\Gamma))$.

Before we state the theorem, let us fix some notation. Let $\tilde{M}$ be the universal cover of $M$ and $\mathcal{F}_0$ be a fundamental domain of the $\Gamma$-action on $\partial \tilde{M}$. Fix a finite symmetric generating set $S$ of $\Gamma$. Let $\ell$ be the length function on $\Gamma$ induced by $S$. We define

$$\tau_0 = \liminf_{\ell(\gamma) \to \infty} \sup_{x \in \mathcal{F}_0} \frac{\text{dist}(x, \gamma x)}{\ell(\gamma)}$$

and $K_\Gamma$ as in line (1.2).

**Theorem 1.5.** Let $M$ be an $n$-dimensional compact spin manifold with boundary. Suppose $M$ is equipped with a Riemannian metric $g$ that has product structure and positive scalar curvature near the boundary. Denote the fundamental group $\pi_1(M)$ of $M$ by $\Gamma$. If the scalar curvature $\kappa$ on $\partial M$ satisfies that

$$\inf_{x \in \partial M} \kappa(x) > \frac{16K^2_\Gamma}{\tau_0^2},$$

then the $C^*$-algebraic higher index $\text{Ind}\Gamma(D)$ of the Dirac operator $D$ on $M$ admits a natural preimage $\text{Ind}\Gamma^l_1(D)$ in $K_n(l^1(\Gamma))$ under the homomorphism

$$K_n(l^1(\Gamma)) \to K_n(C^*_r(\Gamma))$$

induced by the inclusion $l^1(\Gamma) \hookrightarrow C^*_r(\Gamma)$.

As before, the numbers $K_\Gamma$ and $\tau_0$ may depend on the generating set, but Theorem 1.2 holds as long as the inequality (1.8) is satisfied for one choice of generating set. In particular, if the group $\Gamma$ has sub-exponential growth, i.e., $K_\Gamma = 0$, then Theorem 1.5 holds as long as the scalar curvature on the boundary is positive.

As an application of Theorem 1.5, we have the following theorem, which gives a partial positive answer to Question 1.4 in the geometric setup of Theorem 1.5.

**Theorem 1.6.** Let $M$ be an $n$-dimensional compact spin manifold with boundary $\partial M$. Suppose $M$ is equipped with a Riemannian metric $g$ that has product structure near the boundary such that the scalar curvature $\kappa$ of $g$ on $\partial M$ satisfies that

$$\inf_{x \in \partial M} \kappa(x) > \frac{16K^2_\Gamma}{\tau_0^2}.$$ 

If the Bost conjecture holds for $\Gamma = \pi_1(M)$, then the $C^*$-algebraic higher index $\text{Ind}\Gamma(D)$ of the Dirac operator $D$ on $M$ lies in the image of the Baum–Connes assembly map.

Furthermore, by applying the techniques we develop for proving Theorem 1.5, we shall prove an $l^1$-version of the higher Atiyah-Patodi-Singer index formula. Roughly speaking, this $l^1$-higher Atiyah-Patodi-Singer index formula states that,
for a given compact spin manifold $M$ with boundary such that its Dirac operator is invertible on the boundary, the pairing between the higher index of the Dirac operator and a cyclic cohomology class $\varphi$ of $C\Gamma$ is equal to the sum of the integral of a local expression on $M$ and a higher eta invariant from the boundary. In particular, if $\varphi$ is a delocalized cyclic $n$-cocycle of $C\Gamma$ (cf. Definition 5.1), then the local term in such a pairing vanishes, thus the index pairing is equal to a higher eta invariant from the boundary in this case.

To state our $l^1$-higher Atiyah-Patodi-Singer index theorem, we shall need the following notion of exponential growth rate for cyclic cocycles of $\Gamma$. We say a cyclic $n$-cocycle $\varphi$ of $\Gamma$ has at most exponential growth with respect to a given length function $\ell$ on $\Gamma$ if there exist $K > 0$ and $C > 0$ such that

$$|\varphi(\gamma_0, \gamma_1, \cdots, \gamma_n)| \leq Ce^{K(\ell(\gamma_0) + \ell(\gamma_1) + \cdots + \ell(\gamma_n))}, \quad \forall \gamma_i \in \Gamma.$$ 

In this case, the infimum of such constants $K$ is called the exponential growth rate of $\varphi$ and will be denoted by $K_\varphi$ from now on.

**Theorem 1.7.** Let $M$ be a compact spin manifold with boundary $\partial M$ and $D$ the Dirac operator on $M$. Suppose $\varphi$ is a delocalized cyclic cocycle of $\Gamma = \pi_1(M)$ that has exponential growth rate $K_\varphi$. If $M$ is equipped with a Riemannian metric $g$ that has product structure near the boundary such that the scalar curvature $\kappa$ of $g$ on $\partial M$ satisfies that

$$\inf_{x \in \partial M} \kappa(x) > \frac{16(K_\Gamma + K_\varphi)^2}{\tau^2_{\partial}}$$

(1.9)

then we have

$$\text{ch}_\varphi(\text{Ind}_\Gamma(D)) = -\frac{1}{2} \eta_\varphi(D_\partial),$$

(1.10)

where $\text{ch}_\varphi(\text{Ind}_\Gamma(D))$ is the pairing between $\varphi$ and the Connes-Chern character of the higher index $\text{Ind}_\Gamma(D)$, and $\eta_\varphi(D_\partial)$ is the higher eta invariant (with respect to $\varphi$) of the Dirac operator $D_\partial$ on $\partial M$.

Let us recall the definitions of $\text{ch}_\varphi(\text{Ind}_\Gamma(D))$ and $\eta_\varphi(D_\partial)$ (cf. [3]). We will only give the formulas in the case where $\dim(M)$ is even. The odd dimensional case is similar. For simplicity, let us write $p = \text{Ind}_\Gamma(D)$, a representative with finite support on $\Gamma$. If $\varphi$ is a delocalized cyclic $2m$-cocycle, then we have

$$\text{ch}_\varphi(\text{Ind}_\Gamma(D)) := \frac{(2m)!}{m!} \varphi \# \text{tr}(p^{\otimes 2m+1})$$

(1.11)

and

$$\eta_\varphi(D_\partial) := \frac{m!}{\pi i} \int_0^\infty \varphi \# \text{tr}(\dot{u}_s u_s^{-1} \otimes ((u_s - 1) \otimes (u_s^{-1} - 1)))^{\otimes m}) ds,$$

(1.12)

where $\dot{u}_s$ is the derivative of $u_s$ with respect to $s \in (0, \infty)$ and $u_s$ is defined as follows. Let us denote the universal covering space of $M$ by $\tilde{M}$. The boundary
of $\tilde{M}$ is a $\pi_1(M)$-covering space of $\partial M$. Let $\tilde{D}_g$ be the lift of the Dirac operator $D_g$ on $\partial M$ to this covering space of $\partial M$. We define

$$u_s:=e^{2\pi i f(s^{-1} \tilde{D}_g)} \text{ with } f(x) = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{x} e^{-y^2} dy.$$ 

It was proved in [3, Theorem 3.24] that the integral formula for the higher eta invariant $\eta_\phi(D_g)$ in line (1.12) converges absolutely, provided that the scalar curvature of $\partial M$ is sufficiently large, i.e., satisfying the condition in line (1.9). In proving Theorem 1.7, we will also show that the formula in (1.11) (which is a summation of infinitely many terms) absolutely converges, provided that the condition in line (1.9) holds. A key ingredient for the proof of Theorem 1.7 is Theorem 1.3—the product formula for $l^1$-higher rho invariants.

Theorem 1.7 improves the higher Atiyah-Patodi-Singer index formula in [2, Theorem 3.36]. The index formula (1.10) in Theorem 1.7 can be viewed as the pairing of the $K$-theoretic higher Atiyah-Patodi-Singer index formula (as in [16, 22]) with cyclic cohomology. The main difficulties for proving (1.10) are to justify the convergence of the formulas for $\text{ch}_\phi(\text{Ind}_F(D))$ and $\eta_\phi(D_g)$, and to establish the equality while working with $K$-theory of Banach algebras (instead of $C^*$-algebras). Furthermore, although we have only stated Theorem 1.7 for delocalized cyclic cocycles, the same result actually holds for all cyclic cocycles with at most exponential growth except there is an extra local term on the right hand side (cf. Section 5.1).

The paper is organized as follows. In Section 2, we discuss the $l^1$-higher index theory for closed spin manifolds. We prove a vanishing theorem for the $l^1$-higher index of Dirac operator when the given scalar curvature is sufficiently large. Furthermore, we introduce an $l^1$-version of higher rho invariants and prove a product formula of these secondary invariants in the $l^1$-setting. In Section 3, we review the construction of $C^*$-algebraic higher index for Dirac operators on compact spin manifolds whose boundary has positive scalar curvature. In Section 4, we construct $l^1$-higher indices of Dirac operators on compact spin manifolds, provided the scalar curvature on the boundary is sufficiently large. We prove a generalized version of Theorem 1.5 (cf. Theorem 4.1 for the details). In Section 5, we apply the techniques in Section 4 to prove an $l^1$-higher Atiyah-Patodi-Singer index theorem (Theorem 1.7).

2. $l^1$-HIGHER INDEX THEORY FOR CLOSED SPIN MANIFOLD

In this section, we review the construction of the $l^1$-higher index of the Dirac operator and prove a vanishing theorem for the index. As an application, we define a higher rho invariant and prove a product formula.

2.1. Geometric $C^*$-algebras and their Banach analogues. In this section, we review the construction of Roe algebras and their analogue in the $l^1$-setting.
Let $X$ be a closed spin Riemannian manifold and $S(X)$ the spinor bundle over $X$. Denote by $\Gamma$ the fundamental group of $X$. Let $\tilde{X}$ be the universal cover of $X$ and $S(\tilde{X})$ be the lift of the spinor bundle.

Set $H = L^2(S(\tilde{X}))$, the Hilbert space of all square-integrable sections of $S(\tilde{X})$. Let $B(H)^\Gamma$ be the collection of all $\Gamma$-equivariant bounded operator on $H$. We choose a precompact fundamental domain $\mathcal{F}$ of the $\Gamma$-action on $\tilde{X}$ and denote by $\psi$ the characteristic function of $\mathcal{F}$.

Let $\| \cdot \|_{op}$ be the operator norm on $B(H)$. For any $T \in B(H)^\Gamma$ and $\gamma \in \Gamma$, we define

$$T_\gamma := \psi \circ T \circ \gamma \psi.$$ 

**Definition 2.1.** We define $B(H)^\Gamma$ to be the following subspace of linear operators

$$B(H)^\Gamma := \{ T \in B(H)^\Gamma : \sum_{\gamma \in \Gamma} ||T_\gamma||_{op} < \infty \}$$

equipped with the norm

$$||T||_1 = \sum_{\gamma \in \Gamma} ||T_\gamma||_{op}.$$ (2.1)

It is easy to verify that $(B(H)^\Gamma, \| \cdot \|_1)$ is a Banach $*$-algebra. Moreover, the definition of $B(H)^\Gamma$ is independent of the choice of the fundamental domain $\mathcal{F}$.

**Definition 2.2.**

(1) We say that $T \in B(H)^\Gamma$ has finite propagation if there exists $d > 0$ such that $\chi_A \circ T \circ \chi_B = 0$ for any two Borel sets $A$ and $B$ with $\text{dist}(A, B) > d$. Here for example $\chi_A$ is the characteristic function of $A$. The infimum of such $d$ is called the propagation of $T$.

(2) $T \in B(H)^\Gamma$ is called locally compact if $\chi_A \circ T$ and $T \circ \chi_A$ are compact for any precompact Borel set $A$.

**Definition 2.3.** Let $C(\tilde{X})^\Gamma$ be the collection of operators $T \in B(H)^\Gamma$ such that $T$ has finite propagation and is locally compact. Let $C^*(\tilde{X})^\Gamma$ (resp. $B(\tilde{X})^\Gamma$) be the completions of $C(\tilde{X})^\Gamma$ with respect to the operator norm $\| \cdot \|_{op}$ (resp. the $l^1$-norm $\| \cdot \|_1$ given in line (2.1)).

The map $T \mapsto \sum_{\gamma \in \Gamma} T_\gamma \gamma$ induces isomorphisms

$$C^*(\tilde{X})^\Gamma \cong \mathcal{K} \otimes C^*_r(\Gamma) \quad \text{and} \quad B(\tilde{X})^\Gamma \cong \mathcal{K} \otimes l^1(\Gamma)$$

where $\mathcal{K}$ is the algebra of compact operators and the norm on $\mathcal{K} \otimes l^1(\Gamma)$ is given by the $l^1$-norm

$$\| \sum_{\gamma \in \Gamma} a_\gamma \gamma \| := \sum_{\gamma \in \Gamma} ||a_\gamma||_{op}, \quad a_\gamma \in \mathcal{K},$$

which coincides with the maximal tensor product norm.

It is a well-known fact that $K$-theory of $C^*$-algebras is stable, that is,

$$K_* (A \otimes \mathcal{K}) = K_* (A)$$
for any $C^*$-algebra $A$. The following lemma shows that $K$-theory is also stable for $l^1$-algebras.\(^1\)

**Proposition 2.4.** Let $p$ be a rank one projection in $\mathcal{K}$. The following map
\[
\iota : l^1(\Gamma) \to \mathcal{K} \otimes l^1(\Gamma), \quad a \mapsto p \otimes a
\]
induces an isomorphism at the level of $K$-theory.

**Proof.** Given an element $\sum_{\gamma \in \Gamma} a_\gamma \gamma \in \mathcal{K} \otimes l^1(\Gamma)$, for $\varepsilon > 0$, there exist a finite subset $F \subset \Gamma$ and finite dimensional matrices $a'_\gamma \in M_n(\mathbb{C})$ for each $\gamma \in F$ such that
\[
\left\| \sum_{\gamma \in \Gamma} a_\gamma \gamma - \sum_{\gamma \in F} a'_\gamma \gamma \right\|_1 = \sum_{\gamma \in F} \| a_\gamma - a'_\gamma \|_{op} + \sum_{\gamma / \in F} \| a_\gamma \|_{op} < \varepsilon.
\]
Thus $\mathcal{K} \otimes l^1(\Gamma)$ is the direct limit of the following direct system:
\[
l^1(\Gamma) \overset{\iota_1}{\rightarrow} M_1(\mathbb{C}) \otimes l^1(\Gamma) \overset{\iota_2}{\rightarrow} M_2(\mathbb{C}) \otimes l^1(\Gamma) \overset{\iota_3}{\rightarrow} \cdots
\]
where the map
\[
\iota_n : M_n(\mathbb{C}) \otimes l^1(\Gamma) \to M_{n+1}(\mathbb{C}) \otimes l^1(\Gamma),
\]
is given by
\[
\sum_{\gamma \in \Gamma} b_\gamma \gamma \mapsto \sum_{\gamma \in \Gamma} \begin{pmatrix} b_\gamma \\ 0 \end{pmatrix} \gamma,
\]
and the norm on $M_n(\mathbb{C}) \otimes l^1(\Gamma)$ is given by
\[
\left\| \sum_{\gamma \in \Gamma} b_\gamma \gamma \right\|_1 = \sum_{\gamma \in \Gamma} \| b_\gamma \|_{op}.
\]
Clearly, the map $\iota_n$ induces an isomorphism at the level of $K$-theory, hence follows the lemma. \(\Box\)

Now we fix a symmetric generating set of $\Gamma$ and denote by $\ell$ the corresponding length function. We will need the following weighted $l^1$-completions of $\mathbb{C} \Gamma$.

**Definition 2.5.** Suppose $K$ is a non-negative real number.

1. Let $l^1_K(\Gamma)$ be the completion of $\mathbb{C} \Gamma$ with respect to the following norm
\[
\left\| \sum_{\gamma \in \Gamma} a_\gamma \gamma \right\|_{1,K} := \sum_{\gamma \in \Gamma} e^{K\ell(\gamma)} \| a_\gamma \|,
\]
for all finite sums $\sum_{\gamma \in \Gamma} a_\gamma \gamma \in \mathbb{C} \Gamma$.

\(^1\)It remains an open question whether $K$-theory is stable for general Banach algebras. More precisely, for any Banach algebra $B$, is there a suitable topological tensor product $B \otimes \mathcal{K}$ such that $K_*(B \otimes \mathcal{K}) \cong K_*(B)$?
(2) Similarly, define $B(\tilde{X})^\Gamma_K$ to be the completion of $C(\tilde{X})^\Gamma$ with respect to the following norm

$$\|T\|_{1,K} := \sum_{\gamma \in \Gamma} e^{Kt(\gamma)} \|T_\gamma\|_{\text{op}},$$

for all $T = \sum_{\gamma \in \Gamma} T_\gamma \gamma \in C(\tilde{X})^\Gamma$.

It is clear that $l^1_K(\Gamma)$ and $B(\tilde{X})^\Gamma_K$ are Banach algebras and $B(\tilde{X})^\Gamma_K$ is isomorphic to the maximal tensor product $l^1_K(\Gamma) \otimes K$.

2.2. $l^1$-higher index of Dirac operators. Now we recall the definition of the higher index in the $l^1$-setting.

**Definition 2.6.** A continuous function $F: \mathbb{R} \to [-1, 1]$ is called a normalizing function if

1. $F$ is an odd function, that is, $F(-t) = -F(t)$,
2. $\lim_{x \to \pm \infty} F(x) = \pm 1$,
3. the Fourier transform of $F$ is supported on $[-N_F, N_F]$ for some $N_F > 0$.

Note that, in this case, the Fourier transform of $F$ is also supported on $[-N_F, N_F]$ as a tempered distribution. Throughout the paper, we use the following choice of formula for the Fourier transform

$$\hat{f}(\xi) = \int f(x)e^{-ix\xi}dx,$$  \hspace{1cm} (2.3)

and its inverse Fourier transform is given by

$$f(x) = \frac{1}{2\pi} \int \hat{f}(\xi)e^{ix\xi}dx.$$  \hspace{1cm} (2.4)

Let $\tilde{D}$ be the associated Dirac operator on the universal cover $\tilde{X}$. By the Fourier inverse transform formula (2.4), we see that the operator $F(\tilde{D})$ has propagation no more than $N_F$, since the wave operator $e^{i\xi \tilde{D}}$ has propagation $\leq |\xi|$. Therefore, we have

$$\|F(\tilde{D})\|_{1,K} < \infty$$

for any $K \geq 0$.

When $X$ is even dimensional, the spinor bundle $S$ on $X$ admits a natural $\mathbb{Z}_2$-grading and the Dirac operator $D$ is an odd operator. As $F$ is an odd function, $F(\tilde{D})$ is an odd operator with respect to the $\mathbb{Z}_2$-grading on the spinor bundle $\tilde{S}$ of $\tilde{X}$, that is,

$$F(\tilde{D}) = \begin{pmatrix} 0 & F(\tilde{D})^- \\ F(\tilde{D})^+ & 0 \end{pmatrix}.$$

Let us write $U = F(\tilde{D})^+$ and $V = F(\tilde{D})^-$, and define an invertible element

$$W_{F(\tilde{D})} := \begin{pmatrix} 1 & U \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ -V & 1 \end{pmatrix} \begin{pmatrix} 1 & U \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.$$  \hspace{1cm} (2.6)
This allows us to define the following idempotent
\[
p_{F(\partial)} = W_{F(\partial)} \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} W_{F(\partial)}^{-1} = \begin{pmatrix} 1 - (1 - UV)^2 & (2 - UV)(1 - VU) \\ V(1 - UV) & (1 - VU)^2 \end{pmatrix}.
\] (2.7)

It is easy to see that \( p_{F(\partial)} - \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} \) is locally compact hence lies in \( \mathcal{B}(\tilde{X})_K^\Gamma \).

**Definition 2.7.** If \( \text{dim } X \) is even, then the \( l^1 \)-higher index of \( \tilde{D} \) is defined to be
\[
\text{Ind}_{1,K}^\Gamma(D) := [p_{F(\partial)}] - [\begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}] \in K_0(\mathcal{B}(\tilde{X})_K^\Gamma).
\]

When \( X \) is odd-dimensional, we see that \( e^{2\pi i \frac{F(\partial)+1}{2}} \) is locally compact and lies in the unitalization of \( \mathcal{B}(\tilde{X})_K^\Gamma \), as \( \| \cdot \|_{1,K} \) is an algebraic norm.

**Definition 2.8.** If \( \text{dim } X \) is odd, then the \( l^1 \)-higher index of \( \tilde{D} \) is defined to be
\[
\text{Ind}_{1,K}^\Gamma(D) := [e^{2\pi i \frac{F(\partial)+1}{2}}] \in K_1(\mathcal{B}(\tilde{X})_K^\Gamma).
\]

Obviously, the definition of the \( l^1 \)-higher index is independent of the choice of the normalizing function. In fact, any function \( F \) in Definition 2.6 with the condition (3) replaced by that \( \| F(\partial) \|_{1,K} < \infty \) also defines the same index class in \( K_*(\mathcal{B}(\tilde{X})_K^\Gamma) \).

### 2.3. \( l^1 \)-norm inequalities

In this subsection, we prove some \( l^1 \)-norm estimates of various operators.

We first fix some notations. Choose a finite symmetric generating set \( S \) of \( \Gamma \). Let \( \ell \) be the length function on \( \Gamma \) induced by \( S \). We define
\[
K_\Gamma = \inf\{ K : \exists C > 0 \text{ s.t. } \#\{ \gamma \in \Gamma : \ell(\gamma) \leq n \} \leq Ce^{Kn} \} \quad (2.8)
\]
and
\[
\tau = \liminf_{\ell(\gamma) \to \infty} \sup_{x \in \mathcal{F}} \frac{\text{dist}(x, \gamma x)}{\ell(\gamma)}, \quad (2.9)
\]
where \( \mathcal{F} \) is a fundamental domain of the \( \Gamma \)-action on \( \tilde{X} \).

For convenience, instead of the definitions of \( K_\Gamma \) and \( \tau \) in line (2.8) and (2.9), we assume that
\[
\#\{ \gamma \in \Gamma : \ell(\gamma) \leq n \} \leq Ce^{Kn}, \quad \forall n \geq 0 \quad (2.10)
\]
and
\[
\text{dist}(x, \gamma x) > \tau \ell(\gamma) - C_0, \quad \forall \gamma \in \Gamma, \quad \forall x \in \mathcal{F} \quad (2.11)
\]
with some \( C > 0 \) and \( C_0 > 0 \). We recall that \( \psi \) is the characteristic function of \( \mathcal{F} \). We denote the diameter of \( \mathcal{F} \) by \( \text{diam} \mathcal{F} \).
Lemma 2.9. Given $f \in C_0(\mathbb{R})$, suppose its Fourier transform $\hat{f} \in L^1(\mathbb{R})$. Then for any $\mu > 1$, we have
\[
\|f(\tilde{D})_\gamma\|_{op} \leq \frac{1}{2\pi} \int_{|\xi| > \frac{\tau\ell(\gamma)}{\mu}} |\hat{f}(\xi)| d\xi
\]
for all $\gamma \in \Gamma$ satisfying
\[
\ell(\gamma) > \mathfrak{M}_\mu := \sqrt{\mu}(C_0 + \text{diam}\mathcal{F}) \frac{\tau}{\sqrt{\mu} - 1},
\]
where $f(\tilde{D})_\gamma = \psi \circ f(\tilde{D}) \circ \gamma\psi$.

Proof. Fix $\mu > 1$. For each $\gamma \in \Gamma$ such that $\ell(\gamma) > \mathfrak{M}_\mu$, let $\chi$ be a smooth function on $\mathbb{R}$ that vanishes on the interval $[-\frac{\tau\ell(\gamma)}{\mu}, \frac{\tau\ell(\gamma)}{\mu}]$ and equals 1 on $(-\infty, -\frac{\tau\ell(\gamma)}{\sqrt{\mu}})$ and $(\frac{\tau\ell(\gamma)}{\sqrt{\mu}}, +\infty)$.

By the Fourier inverse transform formula, we have
\[
f(\tilde{D}) = \frac{1}{2\pi} \int \hat{f}(\xi) e^{i\xi \tilde{D}} d\xi.
\]
Let us define
\[
g(\tilde{D}) = \frac{1}{2\pi} \int \chi(\xi) \hat{f}(\xi) e^{i\xi \tilde{D}} d\xi.
\]
Since the wave operator $e^{i\xi \tilde{D}}$ has propagation $\leq |\xi|$, it follows that $f(\tilde{D}_c) - g(\tilde{D}_c)$ has propagation $\leq \frac{\tau\ell(\gamma)}{\sqrt{\mu}}$. Therefore, from line (2.11), we have $f(\tilde{D})_\gamma - g(\tilde{D})_\gamma = 0$ in this case. We conclude that
\[
\|f(\tilde{D})_\gamma\|_{op} = \|g(\tilde{D})_\gamma\|_{op} \leq \|g(\tilde{D})\|_{op} \leq \frac{1}{2\pi} \int_{|\xi| > \frac{\tau\ell(\gamma)}{\mu}} |\hat{f}(\xi)| d\xi.
\]
□

Definition 2.10. Let $f$ be a Schwartz function on $\mathbb{R}$. We say $f$ has Gaussian decay with rate $C$ if there exists $A > 0$ such that
\[
|f(x)| \leq Ae^{-Cx^2}
\]
for all $x \in \mathbb{R}$.

For example, the Gaussian function $e^{-x^2}$ as well as its Fourier transform has Gaussian decay.

Lemma 2.11. Given a Schwartz function $f$ on $\mathbb{R}$, suppose both $f$ and its Fourier transform $\hat{f}$ have Gaussian decay with rates $C$ and $\hat{C}$ respectively. Let $\sigma$ be the infimum of the spectrum of $|\tilde{D}|$. If there exists a constant $K \geq 0$ such that
\[
\sigma > \frac{K_T + K}{\tau \sqrt{CC}},
\]
then there exist $\varepsilon > 0$ and $\lambda > 0$ such that
\[
\|f(t\tilde{D})\|_{1,K} \leq \lambda \cdot e^{-\varepsilon t^2}
\]
where \( \| \cdot \|_{1,K} \) is the weighted \( l^1 \)-norm given in Definition 2.5.

**Proof.** By assumption, there exist positive constants \( A_0 \) and \( A_1 \) such that
\[
|f(x)| \leq A_0 e^{-C_2 x^2} \quad \text{and} \quad |\hat{f}(\xi)| \leq A_1 e^{-C_2 \xi^2}.
\]
Applying Lemma 2.9, it follows that for any \( \mu > 1 \), there exists \( A_2 > 0 \) such that
\[
\|f(tD)\|_{\text{op}} \leq A_2 e^{-\tilde{C}_2^2 \mu^2 t^2}
\]
for all \( \gamma \in \Gamma \) with \( \ell(\gamma) \geq \mathcal{N}_\mu \), where \( \mathcal{N}_\mu \) is the number given in line (2.12). On the other hand, since \( \sigma \) is the spectral gap of \( \tilde{D} \) at zero, we have
\[
\|f(t\tilde{D})\|_{\text{op}} \leq \|f(tD)\|_{\text{op}} \leq A_0 e^{-Ct^2 \sigma^2}.
\]
By assumption that \( \sigma > \frac{K_\Gamma + K}{\tau \sqrt{C}} \), we have
\[
\frac{C \sigma^2}{K_\Gamma + K} > \frac{(K_\Gamma + K) \mu^2}{\tilde{C}_T^2}
\]
for some \( \mu > 1 \). Fix such a \( \mu \) for the rest of the proof. There exists a positive number \( s \) such that
\[
\frac{C \sigma^2}{(K_\Gamma + K)s} > 1 > \frac{(K_\Gamma + K)s}{\tilde{C}_T^2 \mu^{-2}s^2}.
\]
It follows that there exists \( \varepsilon > 0 \) such that
\[
C \sigma^2 - (K_\Gamma + K)s > \varepsilon > 0 \quad \text{and} \quad \frac{\tilde{C}_T^2 s^2}{\mu^2} - (K_\Gamma + K)s > \varepsilon > 0.
\]
We conclude that
\[
\|f(tD)\|_{1,K} = \sum_{\ell(\gamma) \leq st^2 + \mathcal{N}_\mu} e^{K_\ell(\gamma)} \|f(tD_c)\|_{\text{op}} + \sum_{\ell(\gamma) > st^2 + \mathcal{N}_\mu} e^{K_\ell(\gamma)} \|f(tD_c)\|_{\text{op}}
\]
\[
\leq A_0 e^{-Ct^2 \sigma^2} e^{(K_\Gamma + K)(st^2 + \mathcal{N}_\mu)} + A_2 \sum_{n > st^2 + \mathcal{N}_\mu} e^{-\tilde{C}_T^2 n^2 \mu} e^{(K_\Gamma + K)n}
\]
\[
\leq A_0 e^{(K_\Gamma + K)\mathcal{N}_\mu} e^{-(C\sigma^2 - K_\Gamma s - Kn)t^2} + A_2 \sum_{n > st^2 + \mathcal{N}_\mu} e^{-\tilde{C}_T^2 n^2 - K_\Gamma - Kn} 
\]
\[
\leq A_3 e^{-\varepsilon t^2} + A_4 e^{-\varepsilon t^2}
\]
for some \( A_3 > 0 \) and \( A_4 > 0 \). The lemma follows by setting \( \lambda = A_3 + A_4. \)

2.4. **A vanishing theorem for \( l^1 \)-higher index.** In this subsection, we show that the \( l^1 \)-higher index of an elliptic differential operator \( \tilde{D} \) vanishes if the spectral gap of \( \tilde{D} \) at zero is sufficiently large.

**Theorem 2.12.** For any \( K \geq 0 \), if
\[
|\tilde{D}| > \frac{2(K_\Gamma + K)}{\tau}, \tag{2.13}
\]
then \( \text{Ind}_{1,K}^\Gamma(D) = 0 \) in \( K_\cdot(\mathcal{B}(\tilde{X})_K^\Gamma) \).
For example, by the Lichnerowicz formula, line (2.13) holds when the scalar curvature function $\kappa(x)$ on $M$ satisfying that there exists $K \geq 0$ such that

$$\kappa(x) > \frac{16(K_\Gamma + K)^2}{x^2}$$

for all $x \in X$.

In particular, if $K = 0$ and the group $\Gamma$ has sub-exponential growth (i.e. $K_\Gamma = 0$), then line (2.13) holds as long as $\tilde{D}$ is invertible.

**Proof of Theorem 2.12.** Let $\text{sgn}$ be the sign function

$$\text{sgn}(x) = \begin{cases} 1 & \text{if } x > 0, \\ 0 & \text{if } x = 0, \\ -1 & \text{if } x < 0. \end{cases}$$

We will prove in Lemma 2.13 and Lemma 2.15 that under the assumption (2.13), $\|\text{sgn}(\tilde{D})\|_{1,K}$ is finite, and there exists a family of normalizing function $\{G_t\}$ parameterized by $t \in [1, +\infty)$ such that $\|G_t(\tilde{D})\|_{1,K}$ is uniformly bounded and

$$\lim_{t \to \infty} \|G_t(\tilde{D}) - \text{sgn}(\tilde{D})\|_{1,K} = 0.$$

Since $\text{sgn}(\tilde{D})^2 = 1$, this shows that $\text{Ind}_{1,K}(D)$ is trivial. \hfill $\Box$

We consider the normalizing function

$$G(x) = \frac{2}{\sqrt{\pi}} \int_{-\infty}^{x} e^{-y^2} dy - 1 \quad (2.14)$$

and set $G_t(x) = G(tx)$.

**Lemma 2.13.** For each $t > 0$, $\|G_t(\tilde{D})\|_{1,K}$ is finite.

**Proof.** Without loss of generality, let us assume $t = 1$.

The distributional Fourier transform of $G$ is given by

$$\hat{G}(\xi) = \frac{2i}{\xi} e^{-\xi^2/4} - 2\pi \delta(\xi), \quad (2.15)$$

where $\delta$ is the delta function concentrated at the origin. Let $\chi$ be a cut-off function such that $\chi(\xi) = 1$ if $|\xi| < 1$, $\chi(\xi) = 0$ if $|\xi| > 2$ and $|\chi(\xi)| \leq 1$ for all $\xi \in \mathbb{R}$. We write $G$ as a sum of two functions $G = G^{(1)} + G^{(2)}$, where the Fourier transforms of $G^{(1)}$ and $G^{(2)}$ are $\hat{G}^{(1)} = \chi \cdot \hat{G}$ and $\hat{G}^{(2)} = (1 - \chi) \cdot \hat{G}$ respectively.

As $\hat{G}^{(1)}$ has compact support, it follows from the Fourier inverse transform formula (cf. line (2.4)) that $G^{(1)}(\tilde{D})$ has finite propagation. Therefore $\|G^{(1)}(\tilde{D})\|_{1,K}$ is finite. On the other hand, $\hat{G}^{(2)}$ is a Schwartz function with Gaussian decay. By Lemma 2.9, there exists $\varepsilon > 0$ such that

$$\|G^{(2)}(\tilde{D})\|_{\text{op}} \leq e^{-\varepsilon \ell(\gamma)^2}$$

as long as $\ell(\gamma)$ is sufficiently large. It follows that $\|G^{(2)}(\tilde{D})\|_{1,K}$ is also finite. This finishes the proof. \hfill $\Box$
Remark 2.14. The proof of Lemma 2.13 above does not require the invertibility of \( \tilde{D} \).

Note that, under the assumption that \( \tilde{D} \) is invertible, it is clear that
\[
G_t(\tilde{D}) \rightarrow \text{sgn}(\tilde{D}) \text{ in the operator norm, as } t \rightarrow \infty.
\]

The following lemma shows that the above convergence still holds with respect to the \( \| \cdot \|_{1,K} \) norm, provided the spectral gap of \( \tilde{D} \) at zero is sufficiently large.

**Lemma 2.15.** If \( |\tilde{D}| > \frac{2(K_{\Gamma} + K)}{t} \), then \( \| \text{sgn}(\tilde{D}) \|_{1,K} \) is finite. Furthermore, there exist \( C > 0 \) and \( \varepsilon > 0 \) such that for any \( t \geq 1 \),
\[
\| G_t(\tilde{D}) - \text{sgn}(\tilde{D}) \|_{1,K} \leq C e^{-\varepsilon t^2}. \tag{2.16}
\]

**Proof.** It follows from the proof of Lemma 2.13 that \( G_t(\tilde{D}) \) is a differentiable in \( t \) with respect to the \( \| \cdot \|_{1,K} \) norm. We have
\[
\frac{d}{dt} G_t(\tilde{D}) = \frac{2}{\sqrt{\pi}} \tilde{D}_c e^{-t^2 \tilde{D}_c^2} = \frac{1}{t} h(t \tilde{D}_c), \tag{2.17}
\]
where \( h(x) = \frac{2}{\sqrt{\pi}} xe^{-x^2} \). Note that \( h \) and \( \hat{h} \) have Gaussian decay with rates 1 and \( 1/4 \) respectively. By Lemma 2.11, there exist positive constants \( C_1 \) and \( \varepsilon > 0 \) such that
\[
\| h(t \tilde{D}) \| < C_1 e^{-\varepsilon t^2}. \tag{2.18}
\]
We conclude that
\[
\| G_t(\tilde{D}) - G_T(\tilde{D}) \|_{1,K} \leq \int_t^T \| \frac{d}{dt} G_t(\tilde{D}) \|_{1,K} \leq \int_t^T \frac{1}{s} C_1 e^{-\varepsilon s^2} ds \leq C e^{-\varepsilon t^2}
\]
for some fixed \( C > 0 \) and for all \( t < T \). The lemma follows by letting \( T \) go to infinity. \( \square \)

**2.5. \( l^1 \)-higher rho invariant.** In this subsection, we introduce \( l^1 \)-higher rho invariants for Dirac operators on complete spin manifolds whose scalar curvature is sufficiently large.

**Definition 2.16.** We denote by \( \mathcal{B}_L(\tilde{X})_{K}^r \) the completion of the collection of maps \( f : [0, \infty) \rightarrow \mathbb{C}(\tilde{X})^r \) that satisfy

1. \( f \) is uniformly bounded and uniformly continuous in \( t \) with respect to \( \| \cdot \|_{1,K} \), cf., Definition 2.5,
2. the propagation of \( f \) goes to zero as \( t \) goes to infinity,

with respect to the norm \( \| \cdot \|_{1,K} \) given by
\[
\| f \|_{1,K} := \sup_{s \geq 0} \| f(s) \|_{1,K}.
\]

Furthermore, we define
\[
\mathcal{B}_{L,0}(\tilde{X})_{K}^r = \{ f \in \mathcal{B}_L(\tilde{X})_{K}^r : f(0) = 0 \}.
\]
Let us first prove the following technical lemma, which gives a rather general sufficient condition for producing elements in the Banach localization algebra $\mathcal{B}_L(\tilde{X})_K^\Gamma$.

**Lemma 2.17.** Let $f \in C_0(\mathbb{R})$ be a continuous function on $\mathbb{R}$ vanishing at infinity. Let $\chi$ be a smooth cut-off function on $\mathbb{R}$ such that $\chi(\xi) = 0$ on $[-1, 1]$, $\chi = 1$ for $|\xi| \geq 2$ and $|\chi(\xi)| \leq 1$ for all $\xi \in \mathbb{R}$. Denote $\chi_N(\xi) = \chi(\xi/N)$ for $N > 0$. If there exist positive numbers $N, C_1$, and $C_2$ such that $\chi_N \cdot f \in C_0(\mathbb{R})$ and

$$|\chi_N(\xi)\hat{f}(\xi)| \leq C_1e^{-C_2|\xi|},$$

then there exists $s_0 \geq 0$ such that the path

$$h(s) = f\left(\frac{D}{s + s_0}\right) \text{ with } s \in [0, \infty)$$

defines an element in $\mathcal{B}_L(\tilde{X})_K^\Gamma$. Moreover, the norm of $h$ only depends on $N, C_1, C_2$ and the geometric data of $X$.

**Proof.** For any $\alpha > N$, we define

$$g_\alpha(x) = \frac{1}{2\pi} \int \chi(\alpha^{-1}\xi)\hat{f}(\xi)e^{ix\xi}d\xi.$$ 

Set $f_s(x) = f(x/s)$ and $g_{\alpha,s}(x) = g_\alpha(x/s)$. Since

$$|g_\alpha(x)| \leq \frac{1}{2\pi} \int_{|\xi| > \alpha} C_1e^{-C_2|\xi|}d\xi \leq \frac{C_1}{\pi C_2}e^{-C_2\alpha},$$

we have

$$\|g_{\alpha,s}(D)\gamma\|_{op} \leq \|g_{\alpha,s}(\tilde{D})\|_{op} \leq \frac{C_1}{\pi C_2}e^{-\alpha C_2}.$$

(2.19)

On the other hand, the Fourier transform of $g_{\alpha,s}$ is given by

$$\hat{g}_{\alpha,s}(\xi) = s \cdot \hat{g}_\alpha(s\xi) = \chi(\alpha^{-1}s\xi)\hat{f}(s\xi).$$

If $s \geq 1$, then $|\hat{g}_{\alpha,s}(\xi)| \leq C_1e^{-C_2s|\xi|}$. By Lemma 2.9, there exist $C'_1 > 0$ and $C'_2 > 0$ independent of $\alpha, s$ such that

$$\|g_{\alpha,s}(D)\gamma\|_{op} \leq C'_1e^{-C'_2s\ell(\gamma)}.$$

(2.20)

By combining line (2.19) and (2.20) together, we have for any $s \geq 1$,

$$\|g_{\alpha,s}(D)\gamma\|_{op} \leq Ce^{-C_2\alpha s\ell(\gamma)} - \frac{C'_2}{2} \ell(\gamma),$$

where $C = \sqrt{C_1C'_1}$. Therefore, if we choose $s_0$ large enough such that

$$e^{(K + K_\Gamma + s_0\ell(\gamma))} \leq \frac{1}{2},$$

then for any $s \geq s_0$,

$$\|g_{\alpha,s}(\tilde{D}_X)\|_{1,K} \leq \sum_{\gamma \in \Gamma} e^{K\ell(\gamma)}Ce^{-\frac{C_2\alpha}{2} - \frac{C'_2\ell(\gamma)}{2}} \leq Ce^{-\frac{C_2\alpha}{2}} \sum_{n=0}^{\infty} e^{-\frac{C'_2\ell}{n+(K_\Gamma+K)n}} \leq 2Ce^{-\frac{C_2\alpha}{2}}.$$
Hence if \( s \geq s_0 \), then
\[
\| f_s(\tilde{D}) - (f_s(\tilde{D}) - g_{\alpha,s}(\tilde{D})) \|_{1,K} = \| g_{\alpha,s}(\tilde{D}) \|_{1,K} \leq 2Ce^{-\frac{c\alpha}{2}}.
\]
Now observe that the operator \((f_s(\tilde{D}) - g_{\alpha,s}(\tilde{D}))\) has propagation \( \leq 2\alpha/s \). In particular, the path
\[
s \mapsto T_\alpha(s) = f_s(\tilde{D}) - g_{\alpha,s}(\tilde{D})
\]
with \( s \in [0, \infty) \) is a uniformly bounded and uniformly continuous with respect to the \( \| \cdot \|_{1,K} \)-norm and the propagation of \( T_\alpha(s) \) goes to 0, as \( s \to \infty \). We conclude that the element
\[
h(s) = f(\tilde{D}_{s+s_0})
\]
lies in \( \mathcal{B}_K(\tilde{X})^\Gamma \) for each \( s \in [0, \infty) \), and the path \( h \) can be approximated uniformly by paths such as \( T_\alpha \) by letting \( \alpha \to \infty \). This shows that \( h \) defines an element in \( \mathcal{B}_L(\tilde{X})^\Gamma_K \), hence finishes the proof. \( \square \)

The following theorem gives a large collection of functions \( f \) in \( C_0(\mathbb{R}) \) that satisfy the condition of Lemma \( 2.17 \).

**Theorem 2.18** ([18, Theorem IX.14]). Assume that \( f \in C_0(\mathbb{R}) \) admits an analytic continuation to \( \{ z \in \mathbb{C} : |\text{Im} z| < a \} \) for some \( a > 0 \). Let \( \varphi(x) = f(x + ib) \) for some fixed \( b \in \mathbb{R} \). Suppose there is \( M > 0 \) such that \( \varphi \in L^1(\mathbb{R}) \) and \( \| \varphi \| \leq M \) for all \( |b| < 2a/3 \). Then \( f \) is a bounded continuous function on \( \mathbb{R} \). Furthermore, there exists \( C > 0 \) that only depends on \( M \) and a such that
\[
|\hat{f}(\xi)| \leq Ce^{-\frac{a|\xi|}{2}}
\]
for all \( \xi \in \mathbb{R} \).

Given a closed spin Riemannian manifold \( X \) with metric \( g \), we assume that the scalar curvature function \( \kappa(x) \) of \( g \) satisfying that there exists \( K \geq 0 \) such that
\[
\kappa(x) > \frac{16(K_\Gamma + K)^2}{\tau^2} \quad \text{for all } x \in X,
\]
where \( K_\Gamma \) and \( \tau \) are given in line (2.10) and (2.11) respectively.

Assume \( \dim X \) is odd for the moment. Let us define
\[
u_s = \begin{cases} 
\exp(2\pi i F(s^{-1}\tilde{D})) & s > 0, \\
1 & s = 0,
\end{cases}
\tag{2.22}
\]
where \( F(x) := \frac{G(x)+1}{2} \) and \( G \) is the function defined in line (2.14).

**Lemma 2.19.** The path \( \{u_s\}_{s \in [0, \infty)} \) given in line (2.22) is an invertible element in \( \mathcal{B}_{L,0}(\tilde{X})_K^\Gamma \), the unitization of \( \mathcal{B}_{L,0}(\tilde{X})_K^\Gamma \).

**Proof.** Let \( \text{sgn} \) be the sign function and \( H \) the Heaviside step function \( \frac{\text{sgn}+1}{2} \). By the invertibility of \( \tilde{D} \), the element \( H(\tilde{D}) \) is an idempotent. Therefore, we have
\[
\exp(2\pi i \cdot H(\tilde{D}_X)) = 1.
\]
Hence
\[ u_s = \exp(2\pi i F(s^{-1}\tilde{D}) - 2\pi i H(s^{-1}\tilde{D})). \]
The function \(2\pi i (F - H)\) satisfies the condition in Lemma 2.17. It follows that there exists \(s_0 > 0\) such that the path
\[ \{2\pi i F(s^{-1}\tilde{D}_X) - 2\pi i H(s^{-1}\tilde{D}_X)\}_{s \in [s_0, \infty)} \]
defines an element in \(B_L(\tilde{X})^\Gamma_K\). On the other hand, it follows from Lemma 2.13 and Lemma 2.15 that \(u_s\) is a continuous map from \([0, s_0]\) to \(B(\tilde{X})^\Gamma_K\). Therefore the path \(\{u_s\}_{s \in [0, \infty)}\) defines an element in \((B_{L,0}(\tilde{X})^\Gamma_K)^+\). Similarly, the path
\[ u_s^{-1} = \begin{cases} \exp(-2\pi i F(s^{-1}\tilde{D})) & s > 0, \\ 1 & s = 0, \end{cases} \]
lies in \((B_{L,0}(\tilde{X})^\Gamma_K)^+\) and is the inverse of \(\{u_s\}_{s \in [0, \infty)}\).

Now we are ready to define the \(l^1\)-higher rho invariant.

**Definition 2.20.** Let \((X, g)\) be a closed spin Riemannian manifold and \(\tilde{X}\) the universal cover of \(X\). Suppose the scalar curvature of \(g\) satisfies the inequality in line (2.21).

1. If \(\dim X\) is odd, then we define the \(l^1\)-higher rho invariant \(\rho_{1,K}(g)\) to be the class \([u] \in K_1(B_{L,0}(\tilde{X})^\Gamma_K)\), where \(u = \{u_s\}_{s \in [0, \infty)}\).
2. If \(\dim X\) is even, then we define the \(l^1\)-higher rho invariant \(\rho_{1,K}(g)\) to be the class \([p] - [(1 0 0)] \in K_0(B_{L,0}(\tilde{X})^\Gamma_K)\), where \(p = \{p_s\}_{s \in [0, \infty)}\) and
\[ p_s = \begin{cases} p_{G(s^{-1}\tilde{D})} & s > 0, \\ (1 0 0) & s = 0, \end{cases} \]
with the formula for \(p_{G(s^{-1}\tilde{D})}\) given in line (2.7).

Observe that, if there exists a continuous path of metrics each of which satisfies the condition (2.21), then these metrics define the same \(l^1\)-higher rho invariant.

### 2.6. A product formula for \(l^1\)-higher rho invariant

In this subsection, we prove a product formula for the \(l^1\)-higher rho invariant. Our method of proof is inspired by Higson–Roe [9, 10] and Weinberger–Xie–Yu [21].

As in the previous subsection, assume that \((X, g)\) is a closed spin Riemannian manifold with scalar curvature function \(\kappa(x)\) of \(g\) satisfying that there exists \(K > 0\) such that
\[ \kappa(x) > \frac{16(K_\Gamma + K)^2}{\tau^2} \text{ for all } x \in X, \]
where \(K_\Gamma\) and \(\tau\) are given in line (2.10) and (2.11) respectively. We consider the Riemannian manifold \(X \times \mathbb{R}\) with the product metric \(dt^2 + g\), whose scalar curvature is still uniformly bounded below by a positive number. Similar to Definition 2.3, Definition 2.16 and Definition 2.20, we define the geometric Banach
algebras $^2\mathcal{B}(\tilde{X} \times \mathbb{R})_K^\Gamma$, $\mathcal{B}_L(\tilde{X} \times \mathbb{R})_K^\Gamma$ and $\mathcal{B}_{L,0}(\tilde{X} \times \mathbb{R})_K^\Gamma$ as well as the higher rho invariant

$$\rho_{1,K}(dt^2 + g) \in K_\ast(\mathcal{B}_{L,0}(\tilde{X} \times \mathbb{R})_K^\Gamma).$$

Note that, although the $\Gamma$-action on $\tilde{X} \times \mathbb{R}$ is no longer cocompact, these definitions still make sense due to the following observations.

1. The $l^1$-norms of the operators in $C(\tilde{X} \times \mathbb{R})^\Gamma$ are defined by using the fundamental domain $\mathcal{F} \times \mathbb{R}$, where $\mathcal{F}$ is a precompact fundamental domain for the $\Gamma$-action on $\tilde{X}$, where $\Gamma = \pi_1(\tilde{X})$. Compare with Definition 2.1 and Definition 2.5.

2. With respect to the given length function $\ell$ on $\Gamma$, we still have

$$\text{dist}((x, t), (\gamma x, t')) > \tau \ell(\gamma) - C_0, \quad \forall \gamma \in \Gamma, \text{ } \forall x \in \mathcal{F}, \text{ } \forall t, t' \in \mathbb{R}$$

with the same constants $C_0$ and $\tau$ as in line (2.11).

Let $C^\ast_l(\mathbb{R})$ be the $C^\ast$-algebraic localization algebra of the metric space $\mathbb{R}$, and $\text{Ind}_l(D_\mathbb{R}) \in K_1(C^\ast_l(\mathbb{R}))$ the local index class of the Dirac operator $D_\mathbb{R} = i\frac{d}{dx}$, cf. [24]. Then there is a natural product map

$$\mathcal{B}_{L,0}(\tilde{X})_K^\Gamma \otimes_{\text{max}} C^\ast_l(\mathbb{R}) \to \mathcal{B}_{L,0}(\tilde{X} \times \mathbb{R})_K^\Gamma,$$

which induces a homomorphism$^3$ at the level of $K$-theory

$$- \otimes \text{Ind}_l(D_\mathbb{R}) : K_\ast(\mathcal{B}_{L,0}(\tilde{X})_K^\Gamma) \to K_{\ast+1}(\mathcal{B}_{L,0}(\tilde{X} \times \mathbb{R})_K^\Gamma).$$

(2.26)

Theorem 2.21. Assume that $(X, g)$ is an $m$-dimensional closed spin Riemannian manifold with scalar curvature function $\kappa(x)$ of $g$ satisfying that there exists $K \geq 0$ such that

$$\kappa(x) > \frac{16(K \Gamma + K)}{\tau} \quad \text{for all } x \in X.$$

Then under the product map in line (2.26), we have

$$\rho_{1,K}(g) \otimes \text{Ind}_l(D_\mathbb{R}) = \rho_{1,K}(g + dt^2) \in K_{m+1}(\mathcal{B}_{L,0}(\tilde{X} \times \mathbb{R})_K^\Gamma).$$

Before we prove the theorem, let us introduce a different (but equivalent) representative of the $l^1$-higher rho invariant $\rho_{1,K}(g)$. First, we assume that $\dim X$ is odd. Set

$$v_s = \begin{cases} (\tilde{D} + si)(\tilde{D} - si)^{-1} & \text{if } s > 0, \\ 1 & \text{if } s = 0. \end{cases} $$

(2.27)

Lemma 2.22. For any $K \geq 0$, if $\dim X$ is odd and the scalar curvature $\kappa$ on $X$ satisfies that

$$\inf_{x \in X} \kappa(x) > \frac{16(K \Gamma + K)^2}{\tau^2},$$

---

$^2$Since the cocompactness fails for the $\Gamma$-action on $\tilde{X} \times \mathbb{R}$, the Banach algebra $B(\tilde{X} \times \mathbb{R})_K^\Gamma$ is no longer isomorphic to $\mathcal{K} \otimes l^1_\Gamma(\Gamma)$.

$^3$In fact, a standard Eilenberg swindle argument shows that the map

$$- \otimes \text{Ind}_l(D_\mathbb{R}) : K_\ast(\mathcal{B}_{L,0}(\tilde{X})_K^\Gamma) \to K_{\ast+1}(\mathcal{B}_{L,0}(\tilde{X} \times \mathbb{R})_K^\Gamma)$$

is an isomorphism.
then \( v = \{ v_s \}_{s \in [0, \infty)} \) in line (2.27) is an invertible element in \((B_{L,0}(\tilde{X})_K^\Gamma)^+\). Furthermore, we have
\[
[v] = \rho_1, K(g) \in K_1(B_{L,0}(\tilde{X})_K^\Gamma).
\]

Proof. By Lemma 2.11, we have
\[
\| e^{-y(s^2 \tilde{D}^2 + 1)} \|_{1,K} \leq C e^{-y(s^2 + 1)}
\]
for some \( C > 0 \) and \( \varepsilon > 0 \). It follows that the integral
\[
\frac{1}{s^2 \tilde{D}^2 + 1} = -\int_0^\infty e^{-y(s^2 \tilde{D}^2 + 1)} dy
\]
absolutely converges with respect to the \( \| \cdot \|_{1,K} \)-norm, hence
\[
\frac{1}{s^2 \tilde{D}^2 + 1} \in B(\tilde{X})_K^\Gamma
\]
and
\[
\left\| \frac{1}{s^2 \tilde{D}^2 + 1} \right\|_{1,K} \leq \frac{C}{s^2 \varepsilon^2 + 1}
\]
for all \( s > 0 \). Similarly, the integral
\[
\frac{1}{|D|} = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-s^2 \tilde{D}^2} ds
\]
absolutely converges with respect to the \( \| \cdot \|_{1,K} \)-norm. It follows that
\[
\frac{1}{|D|} \in B(\tilde{X})_K^\Gamma,
\]
which implies that
\[
\frac{1}{\tilde{D}} = \frac{\text{sgn}(\tilde{D})}{|D|} \in B(\tilde{X})_K^\Gamma
\]
since by Lemma 2.15 we have \( \text{sgn}(\tilde{D}) \in B(\tilde{X})_K^\Gamma \).

Let \( \sigma(\tilde{D}^{-1}) \) be the spectrum of \( \tilde{D}^{-1} \) in \((B(\tilde{X})_K^\Gamma)^+\). For each \( s \in \mathbb{R} \setminus \{0\} \), the element
\[
(\tilde{D}^{-1} - si)(\tilde{D}^{-1} + si) = \frac{1 + s^2 \tilde{D}^2}{\tilde{D}^2}
\]
is invertible in \((B(\tilde{X})_K^\Gamma)^+\), with its inverse given by
\[
\frac{\tilde{D}^2}{1 + s^2 \tilde{D}^2} = \frac{1}{s^2} \left( 1 - \frac{1}{1 + s^2 \tilde{D}^2} \right) \in (B(\tilde{X})_K^\Gamma)^+.
\]
It follows that \( (\tilde{D}^{-1} - si) \) is invertible in \((B(\tilde{X})_K^\Gamma)^+\) for each \( s \in \mathbb{R} \setminus \{0\} \). Equivalently, \( si \notin \sigma(\tilde{D}^{-1}) \) for all \( s \in \mathbb{R} \setminus \{0\} \).

Therefore, for any \( s \in \mathbb{R} \setminus \{0\} \), the Cayley transform
\[
\frac{\tilde{D} + si}{\tilde{D} - si} = 1 + \frac{2si}{\tilde{D} - si}
\]
is an invertible element in \((\mathcal{B}(\bar{X})_K^\Gamma)^+\). Furthermore, we have
\[
\lim_{s \to 0} \left\| \frac{\bar{D} + si}{\bar{D} - si} - 1 \right\|_{1,K} = 0,
\]
Thus for any \(T > 0\), the map \(s \mapsto v_s\) is a continuous map from \([0, T]\) to \((\mathcal{B}(\bar{X})_K^\Gamma)^+\).

Set \(f(x) = \frac{1}{x - 1}\). We have
\[
\hat{f}(\xi) = -ie^{-\xi} \chi_{(0, \infty)}(\xi),
\]
where \(\chi_{(0, \infty)}\) is the characteristic function of the interval \((0, \infty)\). Note that \(\hat{f}\) decays exponentially as \(|\xi| \to \infty\). Therefore by Lemma 2.17, there exists some \(s_0 > 0\) such that the path \(s \mapsto f_s(\bar{D})\) with \(s \in [s_0, \infty)\) is an element of \(\mathcal{B}_L(\bar{X})_K^\Gamma\).

Recall that the \(l^1\)-higher rho invariant \(\rho_{1,K}(\bar{D})\) is defined to be \(K\)-theory class represented by \(u = \{u_s\}_{s \in [0, \infty)} \in (\mathcal{B}_{L,0}(\bar{X})_K^\Gamma)^+\) in line (2.22). We shall show that
\[
[v] = [u] \in K_1(\mathcal{B}_{L,0}(\bar{X})_K^\Gamma).
\]

Note that for any fixed \(s > 0\), we have the following identity in \((C^*(\bar{X})^\Gamma)^+\):
\[
v_s = \exp\left( \int_0^s \frac{2i\bar{D}}{\bar{D}^2 + t^2} \, dt \right) = \exp\left( i \arctan(s^{-1}\bar{D}) - \pi i \text{sgn}(s^{-1}\bar{D}) \right).
\]

Set
\[
a_s = \int_0^s \frac{2i\bar{D}}{\bar{D}^2 + t^2} \, dt = i \arctan(s^{-1}\bar{D}) - \pi i \text{sgn}(s^{-1}\bar{D}).
\]

By the discussion above, we see that
\[
t \mapsto \frac{2i\bar{D}}{\bar{D}^2 + t^2}
\]
is a continuous path from \([0, s]\) to \(\mathcal{B}(\bar{X})_K^\Gamma\). It follows the integral
\[
\int_0^s \frac{2i\bar{D}}{\bar{D}^2 + t^2} \, dt
\]
absolutely converges in \(\mathcal{B}(\bar{X})_K^\Gamma\). Therefore for any \(T > 0\), the map
\[
a: [0, T] \to \mathcal{B}(\bar{X})_K^\Gamma \text{ by } a(s) = a_s
\]
is a continuous map. On the other hand, the function
\[
i \arctan(x) - \pi i \text{sgn}(x)
\]
satisfies the assumption of Lemma 2.17, which in particular implies there exists \(s'_0 > 0\) such that \(\{a_s\}_{s \in [s'_0, \infty)} \in \mathcal{B}_L(\bar{X})_K^\Gamma\). Therefore, the path \(\{a_s\}_{s \in [0, \infty)}\) is an element of \(\mathcal{B}_{L,0}(\bar{X})_K^\Gamma\).
Recall that
\[ u_s = \exp(2\pi i F(s^{-1} \bar{D}_X) - 2\pi i H(s^{-1} \bar{D}_X)), \]
cf. the proof of Lemma 2.19. Now the following homotopy of invertible elements
\[ \lambda \mapsto \exp \left( \lambda a_s + (1 - \lambda)(2\pi i F(s^{-1} \bar{D}) - 2\pi i H(\bar{D})) \right), \quad \lambda \in [0, 1] \]
connects \( v = \{ v_s \}_{s \in [0, \infty)} \) and \( u = \{ u_s \}_{s \in [0, \infty)} \) in \( (\mathcal{B}_{L,0}(\bar{X})^\Gamma_K)^+ \). This finishes the proof. \( \square \)

To prove the product formula for \( l^1 \)-higher rho invariants, we shall give an alternative but equivalent description of \( l^1 \)-higher rho invariants in terms of Clifford-linear Dirac operators. Recall the \( C\ell_n \)-Dirac bundle \( \mathcal{S}(X) \) over \( X \):
\[ \mathcal{S}(X) = P_{\text{Spin}(X)} \times \lambda \mathbb{C}^l_n \]
where \( \lambda : \text{Spin}_n \to \text{End}(C\ell_n) \) is the representation given by left multiplication. Equip \( \mathcal{S}(X) \) with the canonical Riemannian connection determined by the presentation \( \lambda : P_{\text{Spin}(X)} \to \text{End}(C\ell_n) \). Lift all geometric data to \( \tilde{X} \) and denote by \( \mathcal{S}(\tilde{X}) \) the associated the \( \mathbb{C}\ell_n \)-Dirac bundle on \( \tilde{X} \). The decomposition \( C\ell_n = \mathbb{C}^l_n \oplus C\ell^l_n \) gives rise to a parallel decomposition
\[ \mathcal{S}(\tilde{X}) = \mathcal{S}(\tilde{X})^0 \oplus \mathcal{S}(\tilde{X})^1. \]
Consider the (Clifford) volume element
\[ \omega = \imath^{\frac{\dim X - 1}{2}} e_1 e_2 \cdots e_n, \]
where \( \{ e_1, \ldots, e_n \} \) is an oriented local orthonormal frame of the tangent space. Let us denote by \( E \) the Clifford multiplication by \( \omega \).

The Clifford-linear Dirac operator \( \tilde{D} \) on \( \tilde{X} \) is defined to be the \( \mathbb{Z}_2 \)-graded Dirac operator acting on \( \mathcal{S}(\tilde{X}) \). In fact, when \( \dim X \) is odd, it is equivalent to consider the following (ungraded) Dirac-type operator
\[ \mathcal{D}E : C^\infty_c(\tilde{X}, \mathcal{S}(\tilde{X})^0) \to C^\infty_c(\tilde{X}, \mathcal{S}(\tilde{X})^0) \]
Note that \( \mathcal{D}E \) is self-adjoint in this case, since \( \mathcal{D} \) and \( E \) commute when \( \dim X \) is odd. With the natural identification \( C\ell^0_n \cong C\ell^l_{n-1} \), the operator \( \mathcal{D}E \) becomes \( C\ell_{n-1} \)-linear Dirac operator. From now on, if \( \dim X \) is odd, we shall write \( \mathcal{D} \) to denote the operator
\[ \mathcal{D} : C^\infty_c(\tilde{X}, \mathcal{S}(\tilde{X})^0) \to C^\infty_c(\tilde{X}, \mathcal{S}(\tilde{X})^1), \]
unless otherwise specified.

The \( l^1 \)-higher rho invariant of the spin Dirac operator \( \tilde{D} \) on \( \tilde{X} \) coincides with the \( l^1 \)-higher rho invariant of the Clifford-linear Dirac operator \( \mathcal{D} \). If \( \dim X \) is odd, it follows from Lemma 2.22 that the \( l^1 \)-higher rho invariant of \( \mathcal{D} \) can be represented by
\[ \left[ \{(\mathcal{D}E + si)(\mathcal{D}E - si)^{-1}\}_{s \in [0, \infty)} \right] = \left[ \{(\mathcal{D} + siE)(\mathcal{D} - siE)^{-1}\}_{s \in [0, \infty)} \right] \]
in \( K_1(\mathcal{B}_{L,0}(\tilde{X})^\Gamma_K) \). An alternative description of the \( l^1 \)-higher rho invariant for the even dimensional case is given in Lemma 2.24 below.
Definition 2.23. Let $\mathcal{D}(\bar{X})^\Gamma_K$ be the $\| \cdot \|_{1,K}$-completion of operators in $\mathcal{B}(H)^\Gamma$ with finite propagation and pseudo-local, i.e., $\chi_A \circ T - T \circ \chi_A$ is compact for any precompact Borel set $A$. Similarly, we also define $\mathcal{D}_L(\bar{X})^\Gamma_K$ and $\mathcal{D}_{L,0}(\bar{X})^\Gamma_K$, which are the obvious analogues of $\mathcal{B}_L(\bar{X})^\Gamma_K$ and $\mathcal{B}_{L,0}(\bar{X})^\Gamma_K$.

Obviously, $\mathcal{B}(\bar{X})^\Gamma_K$ (resp. $\mathcal{B}_{L,0}(\bar{X})^\Gamma_K$) is a closed two-sided ideal of $\mathcal{D}(\bar{X})^\Gamma_K$ (resp. $\mathcal{D}_{L,0}(\bar{X})^\Gamma_K$).

Lemma 2.24. For a given $K \geq 0$, suppose $\dim X$ is even and the scalar curvature $\kappa$ on $X$ satisfies that

$$\inf_{x \in X} \kappa(x) > \frac{16(K_\Gamma + K)^2}{\tau^2}.$$ 

Let us denote

$$P_{s,+} := \varphi(sE)$$

where

$$\varphi(x) = \begin{cases} 1, & x > 0, \\ 0, & x \leq 0. \end{cases}$$

Then the elements $\{P_{s,+}\}_{s \in [0,\infty)}$ and $\{P_{s,-}\}_{s \in [0,\infty)}$ lie in $(\mathcal{D}_L(\bar{X})^\Gamma_K)^+$, and the element $\{P_{s,+} - P_{s,-}\}_{s \in [0,\infty)}$ lies in $\mathcal{B}_{L,0}(\bar{X})^\Gamma_K$. Furthermore, we have

$$\rho_{1,K}(g) = [P_{s,+}] - [P_{s,-}]$$

in $K_0(\mathcal{B}_{L,0}(\bar{X})^\Gamma_K)$.

Proof. Note that $P_{s,+} = \varphi(sE) = \varphi(s^{-1}sE)$ for any $s > 0$. Recall the function $G$ in line (2.14) given by

$$G(x) = \frac{2}{\sqrt{\pi}} \int_{-\infty}^x e^{-y^2} dy - 1.$$

By Lemma 2.13, Lemma 2.15 and Lemma 2.22, we have for any $r \geq 1$, the element $\{G(r(s^{-1}sE))\}_{s \in [0,\infty)}$ lies in $\mathcal{D}_L(\bar{X})^\Gamma_K$, and

$$\|G(r(s^{-1}sE)) - \text{sgn}(s^{-1}sE)\|_{1,K}$$

$$\leq \int_r^\infty \|s^{-1}sE\|e^{-s^2\tau^2-t^2}\|dt$$

$$= \int_r^\infty \int_r^\infty \frac{1}{t} C_1 e^{-\frac{\tau^2}{t}} e^{-t^2} dt \leq C_2 \int_r^\infty e^{-t^2} dt,$$

where $\text{sgn}$ is the sign function and $C_1, C_2, \tau$ are positive constants independent of $r$ and $s$. By varying $r$, we see that the element $\{\text{sgn}(s^{-1}sE)\}_{s \in [0,\infty)}$ lies in $(\mathcal{D}_L(\bar{X})^\Gamma_K)^+$. Since $P_{s,+} = \frac{\text{sgn}(s^{-1}sE)+1}{2}$, it follows that $\{P_{s,+}\}_{s \in [0,\infty)}$ lies in $(\mathcal{D}_L(\bar{X})^\Gamma_K)^+$. Similarly, we also have $(s \mapsto P_+(sE)) \in \mathcal{D}_L(\bar{X})^\Gamma_K$. It follows from [9, Lemma 5.8] that the difference

$$\{P_{s,+} - P_{s,-}\}_{s \in [0,\infty)}$$

lies in $\mathcal{B}_{L,0}(\bar{X})^\Gamma_K$. 

Now we shall adapt the proof of [10, Theorem 5.5] to show that
\[ \rho_{1,K}(g) = [P_{s,+}] - [P_{s,-}] . \]
First, if we decompose \( \mathcal{S}(\tilde{X}) = \mathcal{S}(\tilde{X})^+ \oplus \mathcal{S}(\tilde{X})^- \) with respect to the grading operator \( E \), then the operator \( E \) and \( \mathcal{P} \) become
\[
E = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \quad \text{and} \quad \mathcal{P} = \begin{pmatrix} 0 & \mathcal{P}^- \\ \mathcal{P}^+ & 0 \end{pmatrix}.
\]
For each \( s > 0 \), let \( \chi_s : \mathbb{R} \to [-1, 1] \) be the normalizing function given by
\[
\chi_s(x) = \frac{x}{\sqrt{x^2 + s^2}}.
\]
With the decomposition \( \mathcal{S}(\tilde{X}) = \mathcal{S}(\tilde{X})^+ \oplus \mathcal{S}(\tilde{X})^- \), we have
\[
\chi_s(\mathcal{P}) = \begin{pmatrix} 0 & V_s \\ U_s & 0 \end{pmatrix}
\]
where \( V_s = \mathcal{P}^- (\mathcal{P}^+ \mathcal{P}^- + s^2)^{-1/2} \) and \( U_s = \mathcal{P}^+ (\mathcal{P}^- \mathcal{P}^+ + s^2)^{-1/2} \). By the explicit construction of \( \rho_{1,K}(g) \) (cf. formula (2.7)), we have
\[
\rho_{1,K}(g) = \left[ \begin{array}{cc} 1 - (1 - U_s V_s)^2 & (2 - U_s V_s) U_s (1 - V_s U_s) \\ V_s (1 - U_s V_s) & (1 - V_s U_s)^2 \end{array} \right] - \left[ \begin{array}{c} 1 \\ 0 \end{array} \right] - \left[ \begin{array}{c} 0 \\ 0 \end{array} \right]
\]
Note that the idempotent
\[
\left( \begin{array}{cc} 1 - (1 - U_s V_s)^2 & (2 - U_s V_s) U_s (1 - V_s U_s) \\ V_s (1 - U_s V_s) & (1 - V_s U_s)^2 \end{array} \right)
\]
\[
= \left( \begin{array}{c} 1 - \left( \frac{s^2}{\mathcal{P}^+ \mathcal{P}^- + s^2} \right)^2 \\ \frac{s^2}{\mathcal{P}^+ \mathcal{P}^- + s^2} \end{array} \right)
\]
\[
= \left( \begin{array}{c} 1 - \left( \frac{s^2}{\mathcal{P}^+ \mathcal{P}^- + s^2} \right)^2 \\ \frac{s^2}{\mathcal{P}^+ \mathcal{P}^- + s^2} \end{array} \right)
\]
is homotopic to the following projection
\[
\left( \begin{array}{cc} 1 - \frac{s^2}{\mathcal{P}^+ \mathcal{P}^- + s^2} & \frac{s \mathcal{P}^-}{\mathcal{P}^+ \mathcal{P}^- + s^2} \\ \frac{s \mathcal{P}^-}{\mathcal{P}^+ \mathcal{P}^- + s^2} & \frac{s^2}{\mathcal{P}^+ \mathcal{P}^- + s^2} \end{array} \right)
\]
through the path of idempotents
\[
\left( \begin{array}{cc} 1 - \left( \frac{s^2}{\mathcal{P}^+ \mathcal{P}^- + s^2} \right)^{2-a} + \left( \frac{s \mathcal{P}^-}{\mathcal{P}^+ \mathcal{P}^- + s^2} \right)^{2-a} - \frac{s^{2-a} \mathcal{P}^+}{(\mathcal{P}^- \mathcal{P}^+ + s^2)^{(3-a)/2}} & \frac{s^{2-a} \mathcal{P}^+}{(\mathcal{P}^- \mathcal{P}^+ + s^2)^{(3-a)/2}} \\ \frac{s^{2-a} \mathcal{P}^-}{(\mathcal{P}^+ \mathcal{P}^- + s^2)^{(3-a)/2}} & \left( \frac{s^2}{\mathcal{P}^+ \mathcal{P}^- + s^2} \right)^{2-a} \end{array} \right)
\].
Here we have implicitly used the fact that
\[
\left( \frac{s^2}{\psi^2 + s^2} \right)^b \text{ lies in } (\mathcal{B}_{L,0}(\bar{X})_{\Gamma_K})^+.
\]
for each \( b > 0 \). In fact, similar to the proof of Lemma 2.22, for any \( b > 0 \), we have
\[
\frac{1}{(s^{-2} \psi^2 + s^2)^b} = \frac{1}{C_b} \int_0^\infty e^{-t/s^2} (s^{-2} \psi^2 + 1) dt,
\]
where
\[
C_b = \int_0^\infty e^{-t/s^2} dt.
\]
By Lemma 2.11, we have
\[
\|e^{-y\psi^2}\|_{1,K} \leq C e^{-\varepsilon y}
\]
for some \( C > 0 \) and \( \varepsilon > 0 \). Therefore,
\[
\left\| \frac{1}{(s^{-2} \psi^2 + s^2)^b} \right\|_{1,K} \leq \frac{1}{C_b} \int_0^\infty C e^{-t/s^2} (s^{-2} \psi^2 + 1) dt = \frac{C}{(s^{-2} \psi^2 + 1)^b} \leq C.
\] (2.33)

Set \( S_1 = E \) and \( S_2 = \{ \text{sgn}(\psi + sE) \}_{s \in [0,\infty)} \), which are elements in \( \mathcal{D}_{L,0}(\bar{X})_{\Gamma_K} \)
whose squares are equal to 1. A straightforward calculation shows that
\[
-S_2 S_1 S_2 + 1 = \begin{pmatrix}
1 - \frac{s^2}{\psi^+ \psi^+ + s^2} & \frac{s \psi^+}{\psi^+ \psi^+ + s^2} \\
\frac{s \psi^-}{\psi^- \psi^- + s^2} & \frac{s^2}{\psi^- \psi^- + s^2}
\end{pmatrix}.
\]
From the above discussion, we conclude that
\[
\rho_{1, \Gamma}(g) = \left[ \frac{-S_2 S_1 S_2 + 1}{2} \right] - \left[ \frac{S_1 + 1}{2} \right].
\]
On the other hand, using the fact that \( \psi \) and \( E \) anticommute, we have that
\[
[P_{s,+}] - [P_{s,-}] = \left[ \frac{-S_1 S_2 S_1 + 1}{2} \right] - \left[ \frac{S_2 + 1}{2} \right].
\]
Now set \( U = S_1 S_2 \), which is obviously invertible. 

**Claim.** The spectrum of \( U \) excludes \( \{ -a : a \in \mathbb{R}, a \geq 0 \} \).

In fact, for any \( a > 0 \), we have
\[
U + a = S_1 S_2 + a S_1^2 = S_1 (a S_1 + S_2).
\]
It suffices to show that \((a S_1 + S_2)^2\) is invertible. In fact,
\[
(a S_1 + S_2)^2 = \left( s \mapsto 1 + a^2 + \frac{2as}{\sqrt{D^2 + s^2}} \right)
\]
\[
= \left( s \mapsto 2a \left( \frac{1 + a^2}{2a} + \frac{1}{\sqrt{s^2 D^2 + 1}} \right) \right).
\]
When \( a > 0 \), we have
\[
\frac{1 + a^2}{2a} > 1.
\]
Let $r$ be the spectral radius of $(s \mapsto \frac{1}{s - \frac{2}{D} + 1})$. By the spectral radius theorem, we have

$$r = \lim_{n \to \infty} \left\| \frac{1}{(s - \frac{2}{D}^2 + 1)^n} \right\|_{1,K} \leq \lim_{n \to \infty} \sqrt[n]{C} = 1.$$ 

Therefore, we see that $S_2 + aS_1$ is invertible for any $a > 0$. Our claim follows.

Since the spectrum of $U$ excludes $\{-a : a \in \mathbb{R}, a \geq 0\}$, $\sqrt{z}$ is a holomorphic function on the spectrum of $U$. Thus there is an invertible element $V \in \mathcal{D}_k(\tilde{X})_K$ such that $V^2 = U$.

Note that $S_1U = U^{-1}S_1$, $S_2U = U^{-1}S_2$.

As $S_1^2 = S_2^2 = 1$, it follows from the holomorphic functional calculus that $S_1V = V^{-1}S_1$, $S_2V = V^{-1}S_2$.

Set $W = VS_2$. Then we have

$$W^{-1}S_1W = S_2V^{-1}S_1VS_2 = S_2S_1V^2S_2 = S_2$$

and similarly $W^{-1}S_2W = S_1$. Therefore

$$[P_{s,+}] - [P_{s,-}] = [W^{-1}S_2S_1 + \frac{1}{2}W] - [W^{-1}S_2 + \frac{1}{2}W] = \rho_{1,K}(g).$$

This finishes the proof.

Now we are ready to prove Theorem 2.21.

**Proof of Theorem 2.21.** Let us first prove the even dimensional case, that is, when $n = \dim X$ is even. Recall that, the (Clifford) volume element on $\tilde{X}$ is given by

$$\omega = i^{\frac{n}{2}}e_1e_2\cdots e_n,$$

where $\{e_1, \cdots, e_n\}$ is an oriented local orthonormal frame of the tangent space of $\tilde{X}$. The corresponding volume element on $\tilde{X} \times \mathbb{R}$ is given by

$$\omega_{\tilde{X} \times \mathbb{R}} = i^{\frac{n}{2} + 1}e_1e_2\cdots e_ne_R,$$

where $e_R$ corresponds to the Clifford multiplication by the unit vector of $\mathbb{R}$. Let us denote by $E$ the operator determined by multiplication of $\omega$. Recall the natural isomorphism:

$$\mathcal{C}l_n \cong \mathcal{C}l_{n+1}^0$$

by sending $e_j$ to $e_{n+1}e_j$ for all $1 \leq j \leq n$. In particular, this induces natural identifications

$$\mathcal{S}(\tilde{X}) \cong \mathcal{S}(\tilde{X} \times \mathbb{R})^0$$

and

$$\mathcal{S}(\tilde{X} \times \mathbb{R})^1 \xrightarrow{e_R} \mathcal{S}(\tilde{X} \times \mathbb{R})^0 \cong \mathcal{S}(\tilde{X}),$$

Under these identifications, the operators

$$1 \otimes D_\mathbb{R} + \mathcal{D} \otimes 1 \pm E \otimes e_R : C_c^\infty(\tilde{X} \times \mathbb{R}, \mathcal{S}(\tilde{X} \times \mathbb{R})^0) \to C_c^\infty(\tilde{X} \times \mathbb{R}, \mathcal{S}(\tilde{X} \times \mathbb{R})^1)$$
become
\[ 1 \otimes \frac{d}{dt} + \mathcal{D} \otimes 1 \pm E \otimes 1: C^\infty_c(\widetilde{X} \times \mathbb{R}, \mathcal{G}(\widetilde{X})) \to C^\infty_c(\widetilde{X} \times \mathbb{R}, \mathcal{G}(\widetilde{X})). \]

In particular, the \( l^1 \)-higher rho invariant \( \rho_{1,K}(\rho + dt^2) \) is represented by
\[
\left[(1 \otimes D_R + \mathcal{D} \otimes 1 + isE \otimes ie_R)(1 \otimes D_R + \mathcal{D} \otimes 1 - isE \otimes ie_R)^{-1}\right]
\]
\[
= \left[(s^{-1} \otimes \frac{d}{dt} + s^{-1} \mathcal{D} \otimes 1 - E \otimes 1)(s^{-1} \otimes \frac{d}{dt} + s^{-1} \mathcal{D} \otimes 1 + E \otimes 1)^{-1}\right]
\]
\[
= \left[(1 \otimes iD_s + s^{-1} \mathcal{D} \otimes 1 - E \otimes 1)(1 \otimes iD_s + s^{-1} \mathcal{D} \otimes 1 + E \otimes 1)^{-1}\right]
\]
in \( K_1(\mathcal{B}_{L,0}(\widetilde{X} \times \mathbb{R})^r_K) \), where we have
\[ D_s := (1 + s)^{-1} \frac{d}{dt}. \]

Note that the path
\[
\frac{1 \otimes iD_s + s^{-1} \mathcal{D} \otimes 1 - E \otimes 1}{1 \otimes iD_s + s^{-1} \mathcal{D} \otimes 1 + E \otimes 1} = 1 - \frac{2E \otimes 1}{1 \otimes iD_s + (s^{-1} \mathcal{D} + E) \otimes 1}
\]
is homotopic to the path
\[
1 - \frac{2E(s^{-2} \mathcal{D}^2 + 1)^{-1/2} \otimes 1}{1 \otimes iD_s + (s^{-1} \mathcal{D} + E)(s^{-2} \mathcal{D}^2 + 1)^{-1/2} \otimes 1}
\]
through the family of paths
\[
\frac{1 \otimes iD_s + (s^{-1} \mathcal{D} - E)(s^{-2} \mathcal{D}^2 + 1)^{-r/2} \otimes 1}{1 \otimes iD_s + (s^{-1} \mathcal{D} + E)(s^{-2} \mathcal{D}^2 + 1)^{-r/2} \otimes 1} = 1 - \frac{2E(s^{-2} \mathcal{D}^2 + 1)^{-r/2} \otimes 1}{1 \otimes iD_s + (s^{-1} \mathcal{D} + E)(s^{-2} \mathcal{D}^2 + 1)^{-r/2} \otimes 1}
\]
where \( s \in [0, \infty) \) and \( r \in [0, 1] \). Let us denote
\[
b_r(s) = \begin{cases} 
2E(s^{-2} \mathcal{D}^2 + 1)^{-r/2} \otimes 1 & \text{if } s > 0, \\
1 \otimes iD_s + (s^{-1} \mathcal{D} + E)(s^{-2} \mathcal{D}^2 + 1)^{-r/2} \otimes 1 & \text{if } s = 0.
\end{cases}
\]

**Claim.** For each \( r \in [0, 1] \), the path
\[ \{b_r(s)\}_{s \in [0, \infty]} \] lies in \( \mathcal{B}_{L,0}(\widetilde{X} \times \mathbb{R})^r_K \).

Moreover, the family \( \{b_r\}_{r \in [0,1]} \) is continuous in \( r \).

Recall that
\[
(s^{-1} \mathcal{D} \pm E)^2 = s^{-2} \mathcal{D}^2 + 1.
\]
Therefore, there exists a constant $\delta > 0$ such that

\[
\frac{2E(s^{-2} \Delta^2 + 1)^{-r/2} \otimes 1}{1 \otimes iD_s + (s^{-1} \Delta + E)(s^{-2} \Delta^2 + 1)^{-1/2} \otimes 1} = \frac{(2E(s^{-2} \Delta^2 + 1)^{-r/2} \otimes 1) \cdot (1 \otimes iD_s + (s^{-1} \Delta + E)(s^{-2} \Delta^2 + 1)^{-1/2} \otimes 1)}{1 \otimes iD_s + (s^{-1} \Delta + E)(s^{-2} \Delta^2 + 1)^{-1/2} \otimes 1} \cdot \frac{1 \otimes (D_s^2 + \delta) + ((s^{-2} \Delta^2 + 1)^{1-r} - \delta) \otimes 1}{(s^{-2} \Delta^2 + 1)^{1-r} - \delta) \otimes (D_s^2 + \delta)^{-1}} - 2E(s^{-2} \Delta^2 + 1)^{-r/2} \otimes iD_s(D_s^2 + \delta)^{-1} + 2E(s^{-1} \Delta + E)(s^{-2} \Delta^2 + 1)^{-r/2} \otimes 1}
\]

where the last term lies in $\mathcal{B}_{L_0}(\tilde{\mathbb{X}} \times \mathbb{R})_K^1$ by estimates similar to those in the proof of Lemma 2.24 (cf. line (2.33)). Furthermore, the same estimates also show that the family $\{b_r\}_{r \in [0,1)}$ is continuous in $r \in [0,1]$.

Let $P_{s,+}$ be the positive projection of $s^{-1} \Delta + E$, that is, $P_{s,+} = \varphi(s^{-1} \Delta + E)$, where

\[
\varphi(x) = \begin{cases} 
1, & \text{if } x \geq 0, \\
0, & \text{if } x < 0.
\end{cases}
\]

Let $Q_{s,+} = 1 - P_{s,+}$. Similarly, we define $P_{s,-} = \varphi(s^{-1} \Delta - E)$ and $Q_{s,-} = 1 - P_{s,-}$. Then we have

\[
b_1(s) = 1 - \frac{2E(s^{-2} \Delta^2 + 1)^{-1/2} \otimes 1}{1 \otimes iD_s + (s^{-1} \Delta + E)(s^{-2} \Delta^2 + 1)^{-1/2} \otimes 1} = \frac{1 \otimes iD_s + (s^{-1} \Delta - E)(s^{-2} \Delta^2 + 1)^{-1/2} \otimes 1}{1 \otimes iD_s + (s^{-1} \Delta + E)(s^{-2} \Delta^2 + 1)^{-1/2} \otimes 1} = \frac{1 \otimes iD_s + (P_{s,-} - Q_{s,-}) \otimes 1}{1 \otimes iD_s + (P_{s,+} - Q_{s,+}) \otimes 1} = \frac{P_{s,-} \otimes (iD_s + 1) + Q_{s,-} \otimes (iD_s - 1)}{P_{s,+} \otimes (iD_s + 1) + Q_{s,+} \otimes (iD_s - 1)}
\]

A straightforward calculation shows that

\[
(P_{s,+} \otimes (iD_s + 1) + Q_{s,+} \otimes (iD_s - 1))^{-1} \quad \text{and} \quad (P_{s,+} \otimes (iD_s - 1))^{-1} + Q_{s,+} \otimes (iD_s - 1)^{-1}.
\]
It follows that
\[
\begin{align*}
P_{s,-} \otimes (iD_s + 1) + Q_{s,-} \otimes (iD_s - 1) \\
P_{s,+} \otimes (iD_s + 1) + Q_{s,+} \otimes (iD_s - 1)
\end{align*}
\]
\[
= P_{s,-}P_{s,+} \otimes 1 + P_{s,-}Q_{s,+} \otimes (iD_s + 1)(iD_s - 1)^{-1} \\
+ Q_{s,-}P_{s,+} \otimes (iD_s - 1)(iD_s + 1)^{-1} + Q_{s,-}Q_{s,+} \otimes 1 \\
= (P_{s,-} \otimes (iD_s + 1)(iD_s - 1)^{-1} + (1 - P_{s,-}) \otimes 1) \\
\cdot (P_{s,+} \otimes (iD_s - 1)(iD_s + 1)^{-1} + (1 - P_{s,+}) \otimes 1)
\]
whose \(K\)-theory class is precisely the \(K\)-theory product
\[
([P_{s,+}] - [P_{s,-}]) \otimes [(D_s + i)(D_s - i)^{-1}] = \rho_{1,K}(g) \otimes \text{Ind}_L(D_{\mathbb{R}}).
\]

Now let us prove the odd dimensional case, that is, when \(n = \dim X\) is odd. Let \(g + dx^2 + dy^2\) be the product metric on \(X \times \mathbb{R}^2\) determined by the metric \(g\) on \(X\).

**Claim.** The \(l^1\)-higher rho invariant \(\rho_{1,K}(g + dx^2 + dy^2)\) associated to the metric \(g + dx^2 + dy^2\) satisfies the following product formula:
\[
\rho_{1,K}(g + dx^2 + dy^2) = \rho_{1,K}(g) \otimes \text{Ind}_L(D_{\mathbb{R}^2}) \tag{2.34}
\]
in \(K_1(\mathcal{B}_{L,0}(\widetilde{X} \times \mathbb{R}^2)^\Gamma_K)\), where \(\otimes\) stands for the \(K\)-theory product
\[
- \otimes : K_1(\mathcal{B}_{L,0}(\widetilde{X})^\Gamma_K) \otimes K_0(C^*_L(\mathbb{R}^2)) \to K_1(\mathcal{B}_{L,0}(\widetilde{X} \times \mathbb{R}^2)^\Gamma_K).
\]

The proof of this claim is similar to the even dimensional case (cf. [21, Proposition D.3]), and we shall omit the details. Now by the product formula from the even dimensional case, we have
\[
\rho_{1,K}(g + dx^2 + dy^2) = \rho_{1,K}(g + dx^2) \otimes \text{Ind}_L(D_{\mathbb{R}}).
\]
Recall that we also have the following product formula for the Dirac operators in the \(C^*\)-algebraic setting:
\[
\text{Ind}_L(D_{\mathbb{R}^2}) = \text{Ind}_L(D_{\mathbb{R}}) \otimes \text{Ind}_L(D_{\mathbb{R}}).
\]
These, together with the formula (2.34), imply that
\[
\rho_{1,K}(g + dx^2) = \rho_{1,K}(g) \otimes \text{Ind}_L(D_{\mathbb{R}})
\]
for the case where \(\dim X\) is odd. This finishes the proof. \(\square\)

## 3. Higher Index on Manifolds with Boundary

In this section, we review the construction of higher indices of Dirac operators on spin manifolds with boundary whose metrics are assumed to have product structure near the boundary and also have positive scalar curvature near the boundary. This definition was originally introduced in [1,19] and is more detailed stated in [22].
**Geometric Setup 3.1.** Let $M$ be a compact spin manifold with boundary $\partial M$. Assume that the metric $g$ on $M$ has product structure near the boundary and we denote by $g_\infty$ the restriction of $g$ to $\partial M$. Let $M_\infty$ be the manifold obtained by attaching an infinite cylinder to $M$, that is, $M_\infty = M \cup \partial M \times [0, \infty)$. Since $g$ has product structure near the boundary, $g$ extends canonically to a Riemannian metric $g_\infty$ on $M_\infty$, where $g_\infty = g_0 + dt^2$ on the cylindrical part.

Now let $\tilde{M}_\infty$ be the universal cover of $M_\infty$ and $\Gamma$ the fundamental group of $M_\infty$, which is also the fundamental group of $M$. If we denote the universal cover of $M$ by $\tilde{M}$, then we have $\tilde{M}_\infty = \tilde{M} \cup \partial \tilde{M} \times [0, \infty)$. Let $S(\tilde{M}_\infty)$ be the spinor bundle on $\tilde{M}_\infty$. Endow $\tilde{M}_\infty$ with the metric $\tilde{g}_\infty$ which is the lift of the metric $g_\infty$ on $M_\infty$. The fundamental group $\Gamma$ acts isometrically on $\tilde{M}_\infty$ and $S(\tilde{M}_\infty)$. Let $\tilde{D}$ be the associated Dirac operator on $\tilde{M}_\infty$. Note that $\tilde{D}$ is $\Gamma$-equivariant, that is,

$$\tilde{D}(\gamma f) = \gamma \tilde{D} f, \forall \gamma \in \Gamma,$$

where $f$ is any compactly support smooth section of $S(\tilde{M}_\infty)$.

For $0 \leq s < \infty$, we denote $M_s = M \cup \partial M \times [0, s] \subset M_\infty$ and $\tilde{M}_s = \tilde{M} \cup \partial \tilde{M} \times [0, s] \subset \tilde{M}_\infty$.

Using the Hilbert space $L^2(\tilde{M}_\infty, S(\tilde{M}_\infty))$, the Hilbert space of all square-integrable sections of $S(\tilde{M}_\infty)$, we define the $C^*$-algebra $C^*(\tilde{M}_\infty)^\Gamma$ as in Definition 2.3.

**Definition 3.2.** We say an operator $T \in B(H)^\Gamma$ is supported on $\tilde{M}_s$ if

$$\chi_{\partial \tilde{M} \times [s, +\infty]} \circ T \text{ and } T \circ \chi_{\partial \tilde{M} \times [s, +\infty]}$$

are both zero. We define $C^*(\tilde{M}_s)^\Gamma$ to be the operators in $C^*(\tilde{M}_\infty)^\Gamma$ supported on $\tilde{M}_s$.

For any $0 < s < \infty$, we have

$$C^*(\tilde{M}_s)^\Gamma \cong \mathcal{K} \otimes C^*_r(\Gamma).$$

**3.1. Even dimensional case.** Let us assume the same notation as in the Geometric Setup 3.1. Recall that when $\dim M$ is even, the spinor bundle on $M_\infty$ admits a natural $\mathbb{Z}_2$-grading and the Dirac operator $D$ on $M_\infty$ is an odd operator with respect to this $\mathbb{Z}_2$-grading.

Recall the definition of normalizing function given in Definition 2.6. Given a normalizing function $F$, we obtain $p_F(\tilde{D})$ as in (2.7).

The difference from the definition of the higher index for closed manifold in Section 2.2 is the following cut-off function.

**Definition 3.3.** Let $\Psi$ be a smooth cut-off function on $\tilde{M}_\infty$ such that $|\Psi(x)| \leq 1$, $\Psi(x) = 1$ for all $x \in \tilde{M}_0 = \tilde{M}$ and $\Psi(x) = 0$ on $\partial \tilde{M} \times [1, +\infty)$. Also, we choose $\Psi$ so that on the subspace $\partial \tilde{M} \times [0, 1]$, it only depends on the parameter $t \in [0, 1]$. We furthermore define $\Psi_T$ on $\tilde{M}_\infty$ such that $\Psi_T = 1$ on $\tilde{M}_T$ and $\Psi_T(x, t) = \Psi(x, t - T)$ for $(x, t) \in \partial \tilde{M} \times [T, +\infty)$.
We define
\[ q_{F, \tilde{D}}(T) = (p_{F, \tilde{D}} - (1, 0, 0)) \Psi_T + (0, 0). \] (3.1)
Clearly, \( q_{F, \tilde{D}}(T) \) lies in \( M_2((C^*(\tilde{M}_{T+5N_p})^\Gamma)^+) \), where \( (C^*(\tilde{M}_{T+5N_p})^\Gamma)^+ \) is the unitization of \( C^*(\tilde{M}_{T+5N_p})^\Gamma \).

**Lemma 3.4.** With the same setup as above, let \( \tilde{D} \) be the Dirac operator on \( \widetilde{M}_\infty \). Then there exist \( T > 0 \) and a smooth normalizing function \( F \) whose Fourier transform is compactly supported such that
\[ \| q_{F, \tilde{D}}(T)^2 - q_{F, \tilde{D}}(T) \|_{\text{op}} < 1/2. \] (3.2)

**Proof.** Let \( \varphi \) be a smooth normalizing function whose Fourier transform is compactly supported. For each \( t > 0 \), we define a normalizing function \( \varphi_t \) by setting \( \varphi_t(x) = \varphi(tx) \) for all \( x \in \mathbb{R} \). Let \( \tilde{D}_c \) be the Dirac operator on \( \partial M \times \mathbb{R} \), where the metric \( g_{\partial M \times \mathbb{R}} \) is given by \( g_0 + dt^2 \).

By the Lichnerowicz formula
\[ \tilde{D}_c^2 = \nabla^* \nabla + \frac{\kappa}{4} \]
where \( \kappa \) is scalar curvature of the metric \( g_{\partial M \times \mathbb{R}} \), we see that \( \tilde{D}_c \) is an invertible operator, since the metric \( g_0 \) has positive scalar curvature.

It follows from the Fourier inverse transform formula (cf. line (2.4)) that \( \varphi_t(\tilde{D}) \) has propagation \( \leq N_\varphi \cdot t \). Moreover, the operator
\[ p_{\varphi_t(\tilde{D})} - q_{\varphi_t(\tilde{D}), 5N_p} = (p_{\varphi_t(\tilde{D})} - (0, 0))(1 - \Psi_{5tN_p}) \]
on \( \widetilde{M}_\infty \) coincides with the operator
\[ (p_{\varphi_t(\tilde{D}_c)} - (0, 0))(1 - \Psi_{5tN_p}) \]
on \( \partial \tilde{M} \times \mathbb{R} \) under the canonical identification between the subspace \( \partial \tilde{M} \times \mathbb{R}_{\geq 0} \) of \( \partial \tilde{M} \times \mathbb{R} \) and the cylindrical part \( \partial \tilde{M} \times \mathbb{R}_{\geq 0} \) of \( \tilde{M}_\infty \). Since \( \tilde{D}_c \) is invertible, we have
\[ \lim_{t \to \infty} \max\{\|1 - \varphi_t(\tilde{D}_c)^- \cdot \varphi_t(\tilde{D}_c)^+\|_{\text{op}}, \|1 - \varphi_t(\tilde{D}_c)^+ \cdot \varphi_t(\tilde{D}_c)^-\|_{\text{op}}\} = \lim_{t \to \infty} \|\varphi_t(\tilde{D}_c)^2 - 1\|_{\text{op}} = 0. \]

Since \( \|\varphi_t(\tilde{D}_c)^\pm\|_{\text{op}} \leq 1 \) for all \( t > 0 \), we have
\[ \lim_{t \to \infty} \|p_{\varphi_t(\tilde{D})} - q_{\varphi_t(\tilde{D}), 5tN_p}\|_{\text{op}} = 0. \] (3.3)

Moreover, we have \( \|p_{\varphi_t(\tilde{D})}\|_{\text{op}} \leq 64 \) for all \( t > 0 \) and \( p_{\varphi_t(\tilde{D})}^2 = p_{\varphi_t(\tilde{D})} \). It follows that
\[ \lim_{t \to \infty} \|q_{\varphi_t(\tilde{D}), 5N_p t}^2 - q_{\varphi_t(\tilde{D}), 5tN_p}\|_{\text{op}} = 0. \] (3.4)

Now the proof is finished by setting \( F = \varphi_t \) and \( T = 5tN_\varphi \) for some sufficiently large \( t \gg 0 \). \( \square \)
Let $\Theta$ be the function on the complex plane defined by
\[
\Theta(z) = \begin{cases} 0 & \text{Re} z \leq 1/2, \\ 1 & \text{Re} z > 1/2. \end{cases}
\]

Let $q_{F(\tilde{D}),T}$ be the operator constructed in the above lemma. It follows that $\Theta$ is holomorphic on the spectrum of $q_{F(\tilde{D}),T}$. Therefore $\Theta(q_{F(\tilde{D}),T})$ is an idempotent in $M_2((C^*(\tilde{M}_{T+5N_F}^T))^T)$ and $\Theta(q_{F(\tilde{D}),T}) - (\begin{smallmatrix} 1 & 0 \\ 0 & 0 \end{smallmatrix})$ lies in $M_2(C^*(\tilde{M}_{T+5N_F}^T)^T)$.

**Definition 3.5.** The higher index $\text{Ind}^\Gamma(D)$ of $\tilde{D}$ on $\tilde{M}_\infty$ is defined to be
\[
[\Theta(q_{F(\tilde{D}),T})] - [(\begin{smallmatrix} 1 & 0 \\ 0 & 0 \end{smallmatrix})] \in K_0(C^*(\tilde{M}_{T+5N_F}^T)^T) \cong K_0(C^*_r(\Gamma)).
\]

The higher index $\text{Ind}^\Gamma(D)$ is independent of the choice of $T$ and $F$, as long as the inequality (3.2) in Lemma 3.4 is satisfied.

### 3.2. Odd dimensional case

Let dim $M$ be odd and $\tilde{D}$ the associated Dirac operator on $\tilde{M}_\infty$.

Consider the function $P = (F + 1)/2$ where $F$ is a normalizing function. More precisely, we assume $P$ is a continuous function on $\mathbb{R}$ satisfying

(P1) $\lim_{x \to -\infty} P(x) = 0$ and $\lim_{x \to +\infty} P(x) = 1$;
(P2) and the Fourier transform of $P$ is supported on the interval $[-N_P, N_P]$ for some $N_P > 0$.

Again, it follows the Fourier inverse transform formula (cf. line (2.4)) that $P(\tilde{D})$ has propagation no more than $N_P$.

We define
\[
f_n(x) = \sum_{k=1}^{n} \frac{(2\pi i)^k}{k!} x^k - \left( \sum_{k=1}^{n} \frac{(2\pi i)^k}{k!} \right) x = \left( \sum_{k=1}^{n} \frac{(2\pi i)^k}{k!} \right) (x^2 - x) + \sum_{k=1}^{n} \frac{(2\pi i)^k}{k!} \sum_{j=0}^{k-2} x^j (x^2 - x),
\]
which satisfies
\[
e^{2\pi i x} - (1 + f_n(x)) = \sum_{k=n+1}^{\infty} \frac{(2\pi i)^k}{k!} x^k + \left( \sum_{k=1}^{n} \frac{(2\pi i)^k}{k!} \right) x.
\]

Note that $f_n(P(\tilde{D}))$ is locally compact and has propagation $\leq n \cdot N_P$.

**Lemma 3.6.** With the same notation as above, there exist $n > 0$, $T > 0$ and a continuous function $P$ satisfying conditions (P1)-(P2) above such that
\[
\|e^{2\pi i P(\tilde{D})} - (1 + f_n(P(\tilde{D})))\Psi_T\|_{op} < 1.
\]

where $\Psi_T$ is a compactly supported smooth function on $\tilde{M}_\infty$ as Definition 3.3.
Proof. Let \( \varphi \) be a smooth function on \( \mathbb{R} \) satisfying conditions (P1)-(P2). Define the function \( \varphi_t \) by setting \( \varphi_t(x) = \varphi(tx) \).

By the Fourier inverse transform formula (cf. line (2.4)), \( \varphi_t(\widetilde{D}) \) has propagation \( \leq tN_\varphi \). Hence \( f_n(\varphi_t(\widetilde{D})) \) has propagation \( \leq ntN_\varphi \). Moreover, the operator \( f_n(\varphi_t(\widetilde{D}))(1 - \Psi_{ntN_\varphi}) \) on \( \widetilde{M}_\infty \) coincides with the operator \( f_n(\varphi_t(\widetilde{D}_c))(1 - \Psi_{ntN_\varphi}) \) on \( \partial \widetilde{M} \times \mathbb{R} \) under the canonical identification between the subspace \( \partial \widetilde{M} \times \mathbb{R}_{\geq 0} \) of \( \widetilde{M} \times \mathbb{R} \) and the cylindrical part \( \partial \widetilde{M} \times \mathbb{R}_{\geq 0} \) of \( \widetilde{M}_\infty \).

Since \( \|e^{2\pi i\varphi_t(\widetilde{D})}(1 + f_n(\varphi_t(\widetilde{D})))\|_{\text{op}} \leq 1 \) and \( \|e^{2\pi i\varphi_t(\widetilde{D}_c)}(1 + f_n(\varphi_t(\widetilde{D}_c)))\|_{\text{op}} \leq 1 \), we have for any \( t > 0 \)

\[
\|e^{2\pi i\varphi_t(\widetilde{D})} - (1 + f_n(\varphi_t(\widetilde{D})))\|_{\text{op}} < \frac{1}{3} \quad \text{and} \quad \|e^{2\pi i\varphi_t(\widetilde{D}_c)} - (1 + f_n(\varphi_t(\widetilde{D}_c)))\|_{\text{op}} < \frac{1}{3},
\]

when \( n \) is sufficiently large.

As \( \widetilde{D}_c \) is invertible, we also have

\[
\|e^{2\pi i\varphi_t(\widetilde{D}_c)} - 1\|_{\text{op}} < \frac{1}{3},
\]

as long as \( t \) is sufficiently large. Therefore, when both \( n \) and \( t \) are sufficiently large, we have

\[
\|e^{2\pi i\varphi_t(\widetilde{D})} - (1 + f_n(\varphi_t(\widetilde{D}))\Psi_{ntN_\varphi})\|_{\text{op}} < \|e^{2\pi i\varphi_t(\widetilde{D})} - (1 + f_n(\varphi_t(\widetilde{D})))\|_{\text{op}} + \|f_n(\varphi_t(\widetilde{D}))(1 - \Psi_{ntN_\varphi})\|_{\text{op}}
\]

\[
= \|e^{2\pi i\varphi_t(\widetilde{D})} - 1 - f_n(\varphi_t(\widetilde{D}))\|_{\text{op}} + \|f_n(\varphi_t(\widetilde{D}_c))(1 - \Psi_{ntN_\varphi})\|_{\text{op}}
\]

\[
< \|e^{2\pi i\varphi_t(\widetilde{D})} - 1 - f_n(\varphi_t(\widetilde{D}))\|_{\text{op}} + \|1 + f_n(\varphi_t(\widetilde{D}_c)) - e^{2\pi i\varphi_t(\widetilde{D}_c)}\|_{\text{op}} + \|e^{2\pi i\varphi_t(\widetilde{D}_c)} - 1\|_{\text{op}} < 1.
\]

Now the proof is finished by setting \( P = \varphi_t \) and \( T = nN_\varphi \cdot t \) for some sufficiently large \( n \) and \( t \). \( \square \)

Now let \( (P, n, T) \) be the triple chosen as in Lemma 3.6 above so that the inequality (3.8) is satisfied. Note that \( \|e^{2\pi iP(\widetilde{D})}\|_{\text{op}} = 1 \). It follows that \( 1 + f_n(P(\widetilde{D}))\Psi_T \) is invertible in \( (C^*(\widetilde{M}_\infty)^\Gamma)^+ \). Moreover, \( 1 + f_n(P(\widetilde{D}))\Psi_T \) lies in \( (C^*(\widetilde{M}_{T+nN_\rho})^\Gamma)^+ \) by construction, hence is also invertible in \( (C^*(\widetilde{M}_T+nN_\rho)^\Gamma)^+ \), since \( (C^*(\widetilde{M}_{T+nN_\rho})^\Gamma)^+ \) is a \( C^* \)-subalgebra of \( (C^*(\widetilde{M}_\infty)^\Gamma)^+ \).

**Definition 3.7.** The higher index \( \text{Ind}^\Gamma(D) \) of \( \widetilde{D} \) is defined to be

\[
[1 + f_n(P(\widetilde{D}))\Psi_T] \in K_1(C^*(\widetilde{M}_{T+nN_\rho}^\Gamma)) \cong K_1(C_\tau^*(\Gamma)).
\]

The higher index \( \text{Ind}^\Gamma(D) \) is independent of the choice of \( (P, n, T) \), as long as the inequality (3.8) in Lemma 3.6 is satisfied.
In this section, we construct the $l^1$-indices of Dirac operators on spin manifolds whose scalar curvatures are sufficiently large on their boundaries. As a consequence, we prove Theorem 4.1, which is in fact a slightly improved version of Theorem 1.5.

Let us assume the same notation as in the Geometric Setup 3.1. Let $\mathcal{F}_\partial$ be a fundamental domain of the $\Gamma$-action on $\partial \tilde{M}$. Fix a finite symmetric generating set $S$ of $\Gamma$. Let $\ell$ be the length function on $\Gamma$ induced by $S$. We define

$$\tau_\partial = \liminf_{\ell(\gamma) \to \infty} \sup_{x \in \mathcal{F}_\partial} \frac{\text{dist}(x, \gamma x)}{\ell(\gamma)}$$

(4.1)

and

$$K_\Gamma = \inf \{ K : \exists C > 0 \text{ s.t. } \# \{ \gamma \in \Gamma : \ell(\gamma) \leq n \} \leq Ce^{Kn} \}.$$ (4.2)

**Theorem 4.1.** With the same notation as in the Geometric Setup 3.1, if there exists a constant $K \geq 0$ such that the scalar curvature $\kappa$ of the metric $g_\partial$ on $\partial M$ satisfies

$$\inf_{x \in \partial M} \kappa(x) > \frac{16(K_\Gamma + K)^2}{\tau_\partial^2},$$ (4.3)

then the higher index $\text{Ind}^\Gamma(D)$ of the Dirac operator $\tilde{D}$ on $\tilde{M}_\infty$ admits a natural preimage $\text{Ind}_{l^1,K}^\Gamma(D)$ in $K_n(l^1_K(\Gamma))$ under the inclusion

$$l^1_K(\Gamma) \hookrightarrow C^*_r(\Gamma),$$

where the Banach algebra $l^1_K(\Gamma)$ is defined in Definition 2.5.

By the Lichnerowicz formula

$$\tilde{D}^2_c = \nabla^* \nabla + \frac{\kappa}{4},$$

the lower bound on $\kappa$ in line (4.3) implies that

$$|\tilde{D}_c| > \frac{2(K_\Gamma + K)}{\tau_\partial},$$

where $\tilde{D}_c$ is the Dirac operator on $\partial \tilde{M} \times \mathbb{R}$ equipped with the metric $\tilde{g}_\partial + dt^2$.

As in Definition 2.3 and Definition 2.5, we define the Banach algebras $\mathcal{B}(\tilde{M}_\infty)^\Gamma_K$. Although the $\Gamma$-action on $\tilde{M}_\infty$ is not cocompact, the definitions make sense due to the following observations.

(1) To define the $l^1$-norm on $\mathbb{C}(\tilde{X} \times \mathbb{R})^\Gamma$, we should use a fundamental domain $\mathcal{F}_\infty \subset \tilde{M}_\infty$ such that

- $\mathcal{F}_\infty \cap \tilde{M}$ is a precompact fundamental domain of the $\Gamma$-action on $\tilde{M}$;
- $\mathcal{F}_\infty \cap (\partial \tilde{M} \times [0, +\infty)) = \mathcal{F}_\partial \times [0, +\infty) \subset \tilde{M}_\infty$, where $\mathcal{F}_\partial$ is a precompact fundamental domain of the $\Gamma$-action on $\partial \tilde{M}$.
(2) Given a length function on $\Gamma$, we still have
\[ \text{dist}(x, \gamma x) > \tau' \ell(\gamma) - C_0', \quad \forall \gamma \in \Gamma, \quad \forall x \in F_\infty \] (4.4)
for some positive constants $C_0$ and $\tau$.

Similarly to Definition 3.2, we define $B(\tilde{M}_s)_K$ to be the operators in $B(\tilde{M}_\infty)_K$ supported on $\tilde{M}_s$. For any $0 < s < \infty$, we have
\[ B(\tilde{M}_s)_K \cong \mathcal{K} \otimes l^1_K(\Gamma). \]

### 4.1. Even dimensional case.

Let us prove Theorem 4.1 in the case where $\dim M$ is even.

We assume the same notation as in the Geometric setup 3.1. In particular, $\tilde{D}$ is the Dirac operator on $\tilde{M}_\infty$ and $\tilde{D}_c$ is the Dirac operator on the cylinder $\partial \tilde{M} \times \mathbb{R}$.

Let $q_{F(\tilde{D}),T}$ be the element defined in line (3.1), where $T$ is some positive number and $F$ is a smooth normalizing function with $F''$ a Schwartz function. In particular, $\|q_{F(\tilde{D}),T}\|_{1,K}$ is finite, since the Fourier transform of $F$ has compact support.

Similar to the construction of the higher index $\text{Ind}^\Gamma(D) \in K_0(C^*_r(\Gamma))$ as in Definition 3.5. The proof of Theorem 4.1 for the even dimensional case can be reduced to the following claim, which is an $l^1$-analogue of Lemma 3.4.

**Claim 4.2.** If $|\tilde{D}_c| > \frac{2(K_1 + K)}{\gamma_0}$, then there exist a positive number $T$ and a smooth normalizing function $F$ whose Fourier transform is compactly supported such that
\[ \|q_{F(\tilde{D}),T}^2 - q_{F(\tilde{D}),T}\|_{1,K} < 1/2, \]
where $\| \cdot \|_{1,K}$ is the weighted $l^1$-norm given in Definition 2.5.

**Proof of Claim 4.2.** Let $\chi$ be a compactly supported smooth even function on $\mathbb{R}$ such that $\chi(x) = 1$ if $|x| < 1$, $\chi(x) = 0$ if $|x| > 2$ and $|\chi(x)| \leq 1$ for all $x \in \mathbb{R}$. Write $\chi_\lambda(x) = \chi(x/\lambda)$.

Let $G$ be the normalizing function given in line (2.14). The derivative of $G$ is $G'(x) = \frac{2}{\sqrt{\pi}} e^{-x^2}$. Set $G_t(x) = G(tx)$. Recall that in Lemma 2.13 and Lemma 2.15, we have seen that

1. $\forall \lambda \geq 1$, $\|G(t\tilde{D})\|_{1,K}$ and $\|G(t\tilde{D}_c)\|_{1,K}$ are uniformly bounded in $t$.
2. $\|\text{sgn}(\tilde{D}_c)\|_{1,K} < \infty$.
3. $\lim_{t \to \infty} \|G_t(\tilde{D}_c) - \text{sgn}(\tilde{D}_c)\|_{1,K} = 0$.

It follows that
\[ \lim_{t \to \infty} \|G_t(\tilde{D}_c)^2 - 1\| = 0 \] (4.5)
as $\text{sgn}(\tilde{D}_c)^2 = 1$.

We define
\[ F_{\alpha,t}(x) = \int_0^t (G' \ast \hat{\chi}_{at})(y)dy - 1, \] (4.6)
where $a$ is a fixed positive number satisfying $a > \frac{4(K_{t} + K_{T})}{\tau_{\theta}}$. Note that the distributional Fourier transform of $F_{a,t}$ is supported on $[-2at^{2}, 2at^{2}]$.

Let $\Psi_{T}$ be the cut-off function on $\widetilde{M}_{\infty}$ which vanishes on $\partial \widetilde{M} \times [T, \infty)$ given in Definition 3.3. Let $p_{F_{a,t},(\tilde{D})}$ and $q_{F_{a,t},(\tilde{D})}$ be the elements as defined in line (2.7) and (3.1) respectively. We have

$$
<q_{F_{a,t},(\tilde{D})},T> - q_{F_{a,t},(\tilde{D})},T = q_{F_{a,t},(\tilde{D})},T - q_{F_{a,t},(\tilde{D})},T - p_{F_{a,t},(\tilde{D})}^{2} + p_{F_{a,t},(\tilde{D})}
$$

$$
= - q_{F_{a,t},(\tilde{D})},T (p_{F_{a,t},(\tilde{D})} - q_{F_{a,t},(\tilde{D})},T) - (p_{F_{a,t},(\tilde{D})} - q_{F_{a,t},(\tilde{D})},T) p_{F_{a,t},(\tilde{D})}
$$

$$
+ (p_{F_{a,t},(\tilde{D})} - q_{F_{a,t},(\tilde{D})},T)
$$

$$
= - q_{F_{a,t},(\tilde{D})},T (p_{F_{a,t},(\tilde{D})} - (\frac{1}{0} 0))(1 - \Psi_{T})
$$

$$
- (p_{F_{a,t},(\tilde{D})} - (\frac{1}{0} 0))(1 - \Psi_{T}) \cdot p_{F_{a,t},(\tilde{D})} + (p_{F_{a,t},(\tilde{D})} - (\frac{1}{0} 0))(1 - \Psi_{T})
$$

The propagations of $q_{F_{a,t},(\tilde{D})},T$ and $p_{F_{a,t},(\tilde{D})}$ are no more than $12at^{2}$. Therefore, if we set $T = 24at^{2}$, then the operator

$$
<q_{F_{a,t},(\tilde{D})},24at^{2}> - q_{F_{a,t},(\tilde{D})},24at^{2}
$$

on $\widetilde{M}_{\infty}$ coincides with the operator

$$
<q_{F_{a,t},(\tilde{D}),24at^{2}} - q_{F_{a,t},(\tilde{D}),24at^{2}}
$$

on $\partial \widetilde{M} \times \mathbb{R}$ under the canonical identification between the subspace $\partial \widetilde{M} \times \mathbb{R}_{\geq 0}$ of $\partial \widetilde{M} \times \mathbb{R}$ and the cylindrical part $\partial \widetilde{M} \times \mathbb{R}_{\geq 0}$ of $\widetilde{M}_{\infty}$.

Note that $F_{t} - G_{t}$ is a Schwartz function and its Fourier transform is

$$
\hat{F}_{t} - \hat{G}_{t}(\xi) = \hat{G}_{t}(\xi) \cdot (1 - \chi_{at^{2}}(\xi)) = \frac{1}{t} \hat{G}(t^{-1}\xi)(1 - \chi(\frac{\xi}{at^{2}})).
$$

Since $\hat{G}$ has Gaussian decay (away from the origin) with rate $1/4$, the function $\hat{F}_{t} - \hat{G}_{t}$ has Gaussian decay on the whole real line with rate $1/4$. Therefore, by Lemma 2.9, for any $\mu > 1$, there exists $C_{1} > 0$ such that

$$
\|F_{a,t}(\tilde{D})_{\gamma} - G_{t}(\tilde{D})_{\gamma}\|_{op} \leq C_{1} e^{-\frac{\gamma^{2}}{4\mu^{2}at^{2}}}
$$

if $\ell(\gamma)$ is sufficiently large. Moreover, since the function $1 - \chi(\frac{\xi}{at^{2}})$ is supported on $\{\xi \in \mathbb{R} : |\xi| \geq at^{2}\}$, there exists $C_{2} > 0$ such that

$$
\|F_{a,t}(\tilde{D})_{\gamma} - G_{t}(\tilde{D})_{\gamma}\|_{op} \leq \|F_{a,t}(\tilde{D}) - G_{t}(\tilde{D})\|_{op}
$$

$$
\leq \frac{1}{2\pi} \int_{|\xi| \geq at^{2}} \frac{1}{t} \hat{G}(t^{-1}\xi)|d\xi| \leq C_{2} e^{-\frac{\gamma^{2}}{4\mu^{2}at^{2}}}
$$

(4.8)

Similar to the proof of Lemma 2.11, since we have $a > 4(K_{t} + K)/\tau_{\theta}$, there exist positive constants $C$ and $\delta$ such that for any $t > 0$,

$$
\|F_{a,t}(\tilde{D}) - G_{t}(\tilde{D})\|_{1,\infty} \leq C e^{-\delta t^{2}}.
$$

(4.9)
Therefore the norm \( \| F_{a,t}(\tilde{D}_c) \|_{1,K} \) is uniformly bounded for all \( t \geq 1 \). By the definition of \( p_{F_{a,t}}(\tilde{D}_c) \) (cf. line (2.7)), we see that the norm \( \| p_{F_{a,t}}(\tilde{D}_c) \|_{1,K} \) is also uniformly bounded for all \( t \geq 1 \), which in turn implies that the norm \( \| q_{F_{a,t}}(\tilde{D}_c)T \|_{1,K} \) is also uniformly bounded for all \( t \geq 1 \) and all \( T \geq 0 \), since the operator given by multiplication by \( \Psi_T \) has zero propagation and \( \| \Psi_T \|_{op} \leq 1 \) holds for all \( T \geq 0 \).

Furthermore, we have
\[
\| F_{a,t}(\tilde{D}_c)^2 - 1 \|_{1,K}
\leq \| F_{a,t}(\tilde{D}_c) - G_t(\tilde{D}_c) \|_{1,K} \cdot \| F_{a,t}(\tilde{D}_c) + G_t(\tilde{D}_c) \|_{1,K} + \| G_t(\tilde{D}_c)^2 - 1 \|_{1,K},
\]
where the right hand side goes to zero as \( t \) goes to infinity by line (4.9) and (4.5). It follows that
\[
\lim_{t \to \infty} \| p_{F_{a,t}}(\tilde{D}_c) - (\begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}) \|_{1,K} = 0. \tag{4.10}
\]
On the other hand, we have
\[
q_{F_{a,t}}^2(\tilde{D}_c,24at^2) - q_{F_{a,t}}(\tilde{D}_c,24at^2)
= - q_{F_{a,t}}(\tilde{D}_c,24at^2) \left( p_{F_{a,t}}(\tilde{D}_c) - (\begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}) \right) (1 - \Psi_{24at^2})
- \left( p_{F_{a,t}}(\tilde{D}_c) - (\begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}) \right) (1 - \Psi_{24at^2}) \cdot p_{F_{a,t}}(\tilde{D}_c)
+ \left( p_{F_{a,t}}(\tilde{D}_c) - (\begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}) \right) (1 - \Psi_{24at^2}).
\]
Applying line (4.10), we have
\[
\lim_{t \to \infty} \| q_{F_{a,t}}^2(\tilde{D}_c,24at^2) - q_{F_{a,t}}(\tilde{D}_c,24at^2) \|_{1,K} = 0.
\]
Hence the proof is finished by setting \( T = 24at^2 \) and \( F = F_{a,t} \) for some sufficiently large \( t \gg 0 \).

4.2. Odd dimensional case. Let us now turn to the proof of Theorem 4.1 for the case where \( \dim M \) is odd. Again, assume the same notation as in the Geometric setup 3.1. In particular, \( \tilde{D} \) is the Dirac operator on \( \tilde{M}_\infty \) and \( \tilde{D}_c \) the Dirac operator on the cylinder \( \partial \tilde{M} \times \mathbb{R} \).

Proof of Theorem 4.1 for the odd dimensional case. Similar to the construction of the higher index \( \text{Ind}^F(D) \in K_1(C^*_r(G)) \) as in Definition 3.7. The proof of Theorem 4.1 for the odd dimensional case can be reduced to the following claim, which is an \( l^1 \)-analogue of Lemma 3.6.

Claim 4.3. If \( |\tilde{D}_c| > \frac{2(K_0+K)}{7q_{t0}} \), then there exist a positive number \( T \), a positive integer \( n \), and a smooth function \( P \) satisfying condition (P1)-(P2) in Section 3.2 such that \( \| 1 + f_n(\pm P(\tilde{D})) \Psi_T \|_{1,K} < \infty \). Furthermore, we have both
\[
\| (1 + f_n(P(\tilde{D}))\Psi_T)(1 + f_n(-P(\tilde{D}))\Psi_T) - 1 \|_{1,K} < 1,
\]
and
\[
\| (1 + f_n(-P(\tilde{D}))\Psi_T)(1 + f_n(P(\tilde{D}))\Psi_T) - 1 \|_{1,K} < 1,
\]
where \( \Psi_T \) is the cut-off function on \( \tilde{M}_\infty \) which vanishes on \( \partial \tilde{M} \times [T, \infty) \) given in Definition 3.3 and \( f_n \) is the polynomial given in line (3.6).
Let us assume we have verified the claim for the moment. We conclude that the element $1 + f_n(P(\bar{D}))\Psi_T$ admits both left and right inverses in $(\mathcal{B}(\tilde{M}_{T+nN_p})^\Gamma)^+_K$, hence is invertible in $(\mathcal{B}(\tilde{M}_{T+nN_p})^\Gamma)^+_K$, where $(\mathcal{B}(\tilde{M}_{T+nN_p})^\Gamma)^+_K$ the unitization of $\mathcal{B}(\tilde{M}_{T+nN_p})^\Gamma_K$ (cf. Definition 2.5). It follows that the higher index $\text{Ind}^\Gamma(\bar{D})$ represented by this invertible element lies in $K_1(\mathcal{B}(\tilde{M}_{T+nN_p})^\Gamma_K) \cong K_1(\mathbb{H}_1(\Gamma))$, which proves Theorem 4.1 for the odd dimensional case.

We remark that an $l^1$-analogue of the inequality from line (3.8) does not imply that $(1 + f_n(P(\bar{D}))\Psi_T)$ is invertible, since the weighted $l^1$-norm of $e^{2\pi i P(\bar{D})}$ may be much greater than 1. This is the reason for trying to prove the two inequalities in Claim 4.3 instead.

Now let us prove Claim 4.3, hence complete the proof of Theorem 4.1 for the odd dimensional case.

Proof of Claim 4.3. Let $G_t$ and $F_{a,t}$ be the functions given in line (2.14) and (4.6) respectively. Set

$$P_{a,t} = \frac{F_{a,t} + 1}{2} \quad \text{and} \quad Q_t = \frac{G_t + 1}{2},$$

where $a$ is a fixed positive number satisfying $a > \frac{4(K_1 + K_2)}{\tau_0}$. By line (4.9), we see that there exists $A > 0$ such that $\|P_{a,t}(\bar{D}_c)\|_{1,K} \leq A$ and $\|Q_t(\bar{D}_c)\|_{1,K} \leq A$ for all $t \geq 1$. It follows from line (3.7) that

$$\|e^{2\pi i P_{a,t}(\bar{D}_c)}\|_{1,K} \leq e^{2\pi A}, \quad \|e^{2\pi i Q_t(\bar{D}_c)}\|_{1,K} \leq e^{2\pi A},$$

$$\|1 + f_n(P_{a,t}(\bar{D}_c))\|_{1,K} \leq e^{2\pi A} + e^{2\pi A},$$

and

$$\|e^{2\pi i P_{a,t}(\bar{D}_c)} - (1 + f_n(P_{a,t}(\bar{D}_c)))\|_{1,K} \leq \frac{e^{2\pi A} + e^{2\pi A}}{(n+1)!}. \quad (4.11)$$

By the inequality from line (4.9), we see that

$$\|P_{a,t}(\bar{D}_c) - Q_t(\bar{D}_c)\|_{1,K} \to 0,$$

as $t$ goes to infinity. Therefore we have

$$\|e^{2\pi i P_{a,t}(\bar{D}_c)} - e^{2\pi i Q_t(\bar{D}_c)}\|_{1,K} \leq \|e^{2\pi i P_{a,t}(\bar{D}_c)} - e^{2\pi i Q_t(\bar{D}_c)}\|_{1,K} \leq e^{2\pi A} \left( e^{2\pi A} - 1 \right), \quad (4.12)$$

which goes to zero as $t$ goes to infinity.

Let $H$ be the Heaviside step function $H(x) = \frac{\text{sgn}(x) + 1}{2}$. Since $\bar{D}_c$ is invertible, we have that $e^{2\pi i H(\bar{D}_c)} = 1$. By Lemma 2.15, we have

$$\|e^{2\pi i Q_t(\bar{D}_c)} - 1\|_{1,K} \leq \|e^{2\pi i Q_t(\bar{D}_c) - H(\bar{D}_c)} - 1\|_{1,K} \leq e^{2\pi \|Q_t(\bar{D}_c) - H(\bar{D}_c)\|_{1,K}} - 1, \quad (4.13)$$

which goes to zero as $t$ goes to infinity.
By combining the inequalities from line (4.11), (4.12) and (4.13), we see there exist \( t_c > 0 \) and \( n_c > 0 \) such that if \( n \geq n_c \) and \( t \geq t_c \), then
\[
(1 + e^{2\pi A} + e^{2\pi})\|f_n(P_{a,t}(\tilde{D}_c))\|_{1,K} < 1/6. \tag{4.14}
\]
The same inequality also holds if we replace \( P_{a,t}(\tilde{D}_c) \) by \(-P_{a,t}(\tilde{D}_c)\). Furthermore, since the operator given by the multiplication of \( \Psi_T \) has zero propagation and \( \|\Psi_T\|_{op} \leq 1 \) for all \( T \geq 0 \), it follows that
\[
(1 + e^{2\pi A} + e^{2\pi})\|f_n(P_{a,t}(\tilde{D}_c))\Psi_T\|_{1,K} < 1/6. \tag{4.15}
\]
for all \( T \geq 0 \). We conclude that
\[
\|(1 + f_n(P_{a,t}(\tilde{D}_c)))(1 + f_n(-P_{a,t}(\tilde{D}_c))) - 1\|_{1,K} < 1/3,
\]
and
\[
\|(1 + f_n(P_{a,t}(\tilde{D}_c))\Psi_T)(1 + f_n(-P_{a,t}(\tilde{D}_c))\Psi_T) - 1\|_{1,K} < 1/3,
\]
for all \( n \geq n_c \) and \( t \geq t_c \), which implies that
\[
\|(1 + f_n(P_{a,t}(\tilde{D}_c)))(1 + f_n(-P_{a,t}(\tilde{D}_c))) - (1 + f_n(P_{a,t}(\tilde{D}_c))\Psi_T)(1 + f_n(-P_{a,t}(\tilde{D}_c))\Psi_T)\|_{1,K} < 2/3. \tag{4.16}
\]
for all \( n \geq n_c \) and \( t \geq t_c \).

Now we turn to the Dirac operator \( \tilde{D} \) on \( \tilde{M}_\infty \). Note that \( \tilde{D} \) is not invertible in general, and the norm \( \|P_{a,t}(\tilde{D})\|_{1,K} \) may not uniformly bounded for \( t \geq 1 \) in general. On the other hand, by construction, \( P_{a,t}(\tilde{D}) \) has propagation \( < 2at^2 \), and \( \|P_{a,t}(\tilde{D})\|_{op} \leq 1 \) for all \( t > 0 \). Therefore by the definition of \( \|\cdot\|_{1,K} \) in Definition 2.5, there exist \( C > 0 \) and \( \lambda > 0 \) such that
\[
\|P_{a,t}(\tilde{D})\|_{1,K} = \sum_{\gamma \in \Gamma} e^{K\ell(\gamma)}\|P_{a,t}(\tilde{D})\gamma\|_{op} \leq Ce^{\lambda(K+Kr)at^2}, \tag{4.18}
\]
cf. line (4.4). Let us denote \( A_t = Ce^{\lambda(K+Kr)at^2} \). We have
\[
\|e^{2\pi i P_{a,t}(\tilde{D})}\|_{1,K} \leq e^{2\pi A_t}, \|1 + f_n(P_{a,t}(\tilde{D}))\|_{1,K} \leq e^{2\pi A_t} + e^{2\pi A_t},
\]
and
\[
\|e^{2\pi i P_{a,t}(\tilde{D})} - (1 + f_n(P_{a,t}(\tilde{D})))\|_{1,K} \leq \frac{e^{2\pi A_t} + e^{2\pi A_t}}{(n+1)!}. \tag{4.17}
\]
The same inequalities hold if we replace \( P_{a,t}(\tilde{D}) \) by \(-P_{a,t}(\tilde{D})\). Note that, for the positive numbers \( n_c \) and \( t_c \) from above, there exists a positive integer \( n_0 \) such that \( n_0 \geq n_c \) and
\[
\frac{(e^{2\pi A_t} + e^{2\pi A_t})^2}{(n_0+1)!} < 1/3. \tag{4.18}
\]
In particular, it follows that
\[
\|(1 + f_{n_0}(P_{a,t_c}(\tilde{D}))) (1 + f_{n_0}(-P_{a,t_c}(\tilde{D}))) - 1\|_{1,K} < 1/3, \tag{4.19}
\]
since \( e^{2\pi i P_{a,t_c}(\tilde{D})} e^{-2\pi i P_{a,t_c}(\tilde{D})} = 1 \).
Note that
\[
(1 + f_n(P_{a,t_c}(\tilde{D}))(1 + f_n(-P_{a,t_c}(\tilde{D}))) \\
- (1 + f_n(P_{a,t_c}(\tilde{D}))\Psi_T)(1 + f_n(-P_{a,t_c}(\tilde{D}))\Psi_T) \\
= f_n(P_{a,t_c}(\tilde{D}))(1 - \Psi_T) + f_n(-P_{a,t_c}(\tilde{D}))(1 - \Psi_T) \\
+ f_n(P_{a,t_c}(\tilde{D}))(1 - \Psi_T)f_n(-P_{a,t_c}(\tilde{D}))\Psi_T + f_n(P_{a,t_c}(\tilde{D}))f_n(-P_{a,t_c}(\tilde{D}))(1 - \Psi_T).
\]

Since the propagation of \( f_n(\pm P_{a,t_c}(\tilde{D})) \) is no more than \( 2n_0at_c^2 \), if we choose \( T = 4n_0at_c^2 \), then the operator
\[
(1 + f_n(P_{a,t_c}(\tilde{D}))(1 + f_n(-P_{a,t_c}(\tilde{D}))) \\
- (1 + f_n(P_{a,t_c}(\tilde{D}))\Psi_{4n_0at_c^2})(1 + f_n(-P_{a,t_c}(\tilde{D}))\Psi_{4n_0at_c^2})
\]
on \( \tilde{M}_\infty \) is identified with
\[
(1 + f_n(P_{a,t_c}(\tilde{D}))(1 + f_n(-P_{a,t_c}(\tilde{D}))) \\
- (1 + f_n(P_{a,t_c}(\tilde{D}))\Psi_{4n_0at_c^2})(1 + f_n(-P_{a,t_c}(\tilde{D}))\Psi_{4n_0at_c^2})
\]
on \( \partial \tilde{M} \times \mathbb{R} \) under the canonical identification between the subspace \( \partial \tilde{M} \times \mathbb{R} \geq 0 \) of \( \partial \tilde{M} \times \mathbb{R} \) and the cylindrical part \( \partial \tilde{M} \times \mathbb{R} \geq 0 \) of \( \tilde{M}_\infty \). Thus it follows from line (4.16) that
\[
\| (1 + f_n(P_{a,t_c}(\tilde{D}))(1 + f_n(-P_{a,t_c}(\tilde{D}))) \\
- (1 + f_n(P_{a,t_c}(\tilde{D}))\Psi_{4n_0at_c^2})(1 + f_n(-P_{a,t_c}(\tilde{D}))\Psi_{4n_0at_c^2}) \|_{1,K} < 2/3
\]
Together with line (4.19), we have proved
\[
\| (1 + f_n(P(\tilde{D}))\Psi_T)(1 + f_n(-P(\tilde{D}))\Psi_T) - 1 \|_{1,K} < 1,
\]
by setting \( P = P_{a,t_c}, n = n_0 \) and \( T = 4n_0at_c^2 \). The other inequality
\[
\| (1 + f_n(-P(\tilde{D}))\Psi_T)(1 + f_n(P(\tilde{D}))\Psi_T) - 1 \|_{1,K} < 1,
\]
can be proved in the exact same way in this case. This finishes the proof. \( \square \)

5. An \( l^1 \)-Atiyah-Patodi-Singer higher index formula

In this section, we prove an \( l^1 \)-version of the Atiyah-Patodi-Singer higher index theorem.

Let us first recall the following definition of cyclic cocycles (cf. [4, part II] [5, chapter 3, §1])

**Definition 5.1.** Let \( \Gamma \) be a discrete group.

1. We say a map
\[
\varphi: \Gamma^{n+1} = \underbrace{\Gamma \times \cdots \times \Gamma}_{(n+1) \text{ copies}} \to \mathbb{C}
\]
is a cyclic \( n \)-cocyle on \( \Gamma \) if \( \varphi \) is cyclic, that is,
\[
\varphi(\gamma_n, \gamma_0, \cdots, \gamma_{n-1}) = (-1)^n \varphi(\gamma_0, \gamma_1, \cdots, \gamma_n), \ \forall \gamma_i \in \Gamma,
\]
and \( \varphi \) is closed, that is,

\[
(b\varphi)(\gamma_0, \cdots, \gamma_{n+1}) := \sum_{i=0}^{n} (-1)^i \varphi(\cdots, \gamma_i \gamma_{i+1}, \cdots)
+ (-1)^{n+1} \varphi(\gamma_{n+1} \gamma_0, \cdots, \gamma_n) = 0,
\]

for \( \forall \gamma_i \in \Gamma \).

(2) A cyclic \( n \)-cocycle \( \varphi \) of \( \Gamma \) is said to be delocalized if

\[
\varphi(\gamma_0, \gamma_1, \cdots, \gamma_n) = 0
\]

for all \( \gamma_i \) such that \( \gamma_0 \gamma_1 \cdots \gamma_n = I \) where \( I \) is the identity element of \( \Gamma \).

Let us fix a length function \( \ell \) on \( \Gamma \). We have the following notion of exponential growth for maps on \( \Gamma^{n+1} \).

**Definition 5.2.** A map \( \varphi : \Gamma^{n+1} \to \mathbb{C} \) is said to have at most exponential growth with respect to the length function \( \ell \) on \( \Gamma \) if there are positive numbers \( C \) and \( K_\varphi \) such that

\[
|\varphi(\gamma_0, \gamma_1, \cdots, \gamma_n)| \leq Ce^{K_\varphi(\ell(\gamma_0)+\ell(\gamma_1)+\cdots+\ell(\gamma_n))}, \quad \forall \gamma_i \in \Gamma.
\]

If \( \varphi \) has exponential growth rate \( K_\varphi \), then it extends to a bounded linear functional on \( l^1_{K_\varphi}(\Gamma)^{\otimes(n+1)} \), where the maximal tensor product is used. Let \( S \) be the algebra of trace class operators on a Hilbert space. The map \( \varphi \) induces the following bounded linear functional

\[
\varphi \# \text{tr} : S \otimes l^1_{K_\varphi}(\Gamma)^{\otimes(n+1)} \to \mathbb{C}
\]

by setting

\[
\varphi \# \text{tr}(a) = \sum_{\gamma_0, \cdots, \gamma_n \in \Gamma} \text{tr}(a_{\gamma_0, \cdots, \gamma_n}) \varphi(\gamma_0, \cdots, \gamma_n),
\]

for all

\[
a = \sum_{\gamma_0, \cdots, \gamma_n \in \Gamma} a_{\gamma_0, \cdots, \gamma_n} \otimes \cdots \otimes \gamma_n \in S \otimes l^1_{K_\varphi}(\Gamma)^{\otimes(n+1)}.
\]

Now let us recall the definition of the delocalized higher eta invariant (cf. [3, section 3]). Let \( X \) be a complete Riemannian spin manifold. Let \( \Gamma \) be a finitely represented group and \( \tilde{X} \) a normal \( \Gamma \)-cover of \( X \).

**Definition 5.3.** Suppose the Dirac operator \( \tilde{D}_X \) on \( \tilde{X} \) is invertible.

(1) If \( \dim X \) is odd and \( \varphi \) is a delocalized cyclic \( (2m) \)-cocycle of \( \Gamma \), we define the delocalized higher eta invariant of \( \tilde{D}_X \) at \( \varphi \) to be

\[
\eta_\varphi(\tilde{D}_X) := \frac{m!}{\pi i} \int_0^\infty \varphi \# \text{tr}(\hat{u}_s^{-1} u_s^{-1} \otimes ((u_s - 1) \otimes (u_s^{-1} - 1)))^{\otimes m}) ds,
\]

where \( \{u_s\}_{s \in [0, \infty)} \) is the path of invertible elements given in line (2.22).
If \( \text{dim} X \) is even and \( \varphi \) is a delocalized cyclic \((2m+1)\)-cocycle, we define the delocalized higher eta invariant of \( \tilde{D}_X \) at \( \varphi \) to be

\[
\eta_\varphi(\tilde{D}_X) := \frac{(2m)!}{m!\pi i} \int_0^\infty \varphi \# \text{tr}([\hat{p}_s, p_s] \otimes (p_s - (1 0 \ 0 0))^{(2m+1)}) ds, \tag{5.2}
\]

where \( p_s \) is given in line (2.24).

In \([3, \text{Section 3.3}]\) the authors showed the integral of \( \eta_\varphi(\tilde{D}_X) \) converges absolutely, under the conditions that the delocalized cyclic cocycle \( \varphi \) has at most exponential growth with growth rate \( K_\varphi \) and

\[
|\tilde{D}_X| > \frac{4(K_T + K_\varphi)}{\tau}.
\]

In general, it is an open question whether the integral converges.

Recall that \( l^1_{K_\varphi}(\Gamma) \otimes S \) is a smooth dense subalgebra of \( l^1_{K_\varphi}(\Gamma) \otimes K \), that is, \( l^1_{K_\varphi}(\Gamma) \otimes S \) is dense and closed under holomorphic functional calculus in \( l^1_{K_\varphi}(\Gamma) \otimes K \).

In particular, we have

\[
K_*(l^1_{K_\varphi}(\Gamma) \otimes K) \cong K_*(l^1_{K_\varphi}(\Gamma) \otimes S).
\]

Denote by \( (l^1_{K_\varphi}(\Gamma) \otimes S)^+ \) the unitization of \( l^1_{K_\varphi}(\Gamma) \otimes S \). For a delocalized \( n \)-cocycle \( \varphi \) with exponential growth, we extend \( \varphi \# \text{tr} \) from \( (l^1_{K_\varphi}(\Gamma) \otimes S)^{(n+1)} \) to \( ((l^1_{K_\varphi}(\Gamma) \otimes S)^+)^{(n+1)} \) by setting its value to be zero when encountering the extra identity.

It follows that for each cyclic \((2m)\)-cocycle \( \varphi \) with exponential growth rate \( K_\varphi \), the Connes-Chern character map

\[
\text{ch}_\varphi(p) := \frac{(2m)!}{m!} \varphi \# \text{tr}(p^{\otimes 2m+1}) \tag{5.3}
\]

for idempotents \( p \in M_j(\mathbb{C}) \otimes (l^1_{K_\varphi}(\Gamma) \otimes S)^+ \), defines a homomorphism

\[
\text{ch}_\varphi : K_0(l^1_{K_\varphi}(\Gamma)) \to \mathbb{C}.
\]

Here \( (l^1_{K_\varphi}(\Gamma) \otimes S)^+ \) is the unitization of \( l^1_{K_\varphi}(\Gamma) \otimes S \). If \( \varphi \) is a cyclic \((2m+1)\)-cocycle \( \varphi \) with exponential growth rate \( K_\varphi \), then the Connes-Chern character map

\[
\text{ch}_\varphi : K_1(l^1_{K_\varphi}(\Gamma) \otimes K) \to \mathbb{C}
\]

is given by

\[
\text{ch}_\varphi(u) := \frac{1}{m!} \varphi \# \text{tr}((u^{-1} \otimes u)^{\otimes m}), \tag{5.4}
\]

for invertible elements \( u \) in \( M_j(\mathbb{C}) \otimes (l^1_{K_\varphi}(\Gamma) \otimes S)^+ \).

We have the following \( l^1 \)-version of the Atiyah-Patodi-Singer higher index theorem.
Theorem 5.4. Assume the same notation from the geometric setup 3.1. Let \( \varphi \) be the delocalized cyclic cocycle that has exponential growth rate \( K_{\varphi} \). If the scalar curvature \( k \) on \( \partial M \) satisfies that
\[
\inf_{x \in \partial M} k(x) > \frac{16(K_{\Gamma} + K_{\varphi})^2}{\tau_{\partial}^2},
\]
then we have
\[
\text{ch}_{\varphi}(\text{Ind}_{1,K_{\varphi}}^\Gamma(D)) = -\frac{1}{2} \bar{\eta}_{\varphi}(\bar{D}_{\partial}).
\]

Proof. We prove the case where \( \varphi \) is an even-degree cocycle and \( \dim \partial M \) is odd. The case where \( \varphi \) is an odd-degree cocycle and \( \dim \partial M \) is even can be proved in the same way.

As shown in [3, section 6], the formula in line (5.1) extends to a homomorphism
\[
\bar{\eta}_{\varphi} : K_1(B_{L,0}(\partial \tilde{M})_{K_{\varphi}}^\Gamma) \to \mathbb{C}
\]
in the following sense(cf. [3, Theorem 6.1(b)])
\[
\eta_{\varphi}(\bar{D}_{\partial}) = \bar{\eta}_{\varphi}(\rho_{1,K_{\varphi}}(g_{\partial})),
\]
where \( \rho_{1,K_{\varphi}}(g_{\partial}) \) is the \( l^1 \)-higher rho invariant of \((\partial M, g_{\partial})\) given in Definition 2.20. More precisely, the same proof of [3, Theorem 6.1(b)] can be used to prove the equality (5.5) above.

Consider the following short exact sequence
\[
0 \to B_{L,0}(\partial \tilde{M})_{K_{\varphi}}^\Gamma \to B_L(\partial \tilde{M})_{K_{\varphi}}^\Gamma \to B(\partial \tilde{M})_{K_{\varphi}}^\Gamma \to 0.
\]
We denote the boundary map in the associated \( K \)-theory long exact sequence by
\[
\partial : K_*(B(\partial \tilde{M})_{K_{\varphi}}^\Gamma) \cong K_*(l^1_{K_{\varphi}}(\Gamma)) \to K_{*+1}(B_{L,0}(\partial \tilde{M})_{K_{\varphi}}^\Gamma).
\]

By [3, Proposition 7.2], we have that
\[
\text{ch}_{\varphi}(\text{Ind}_{1,K_{\varphi}}^\Gamma(D)) = -\frac{1}{2} \bar{\eta}_{\varphi}(\partial(\text{Ind}_{1,K_{\varphi}}^\Gamma(D))).
\]

Let \( Y \) be a subspace of \( \partial \tilde{M} \times \mathbb{R} \). We define \( B_{L,0}(Y, \partial \tilde{M} \times \mathbb{R})_{K_{\varphi}}^\Gamma \) to be the completion of the collection of functions \( f : [0, \infty) \to C(\partial \tilde{M} \times \mathbb{R})_{K_{\varphi}}^\Gamma \) satisfying
\begin{enumerate}
\item \( \|f(s)\|_{1,K_{\varphi}} \) is uniformly bounded and uniformly continuous in \( s \),
\item the propagation of \( f(s) \) goes to zero as \( s \) goes to infinity,
\item \( f(0) = 0 \),
\item there exists \( \lambda > 0 \) such that for any \( s \geq 0 \), \( f(s) \cdot \chi_{Y,\lambda} = 0 \), where \( \chi_{Y,\lambda} \)
\end{enumerate}
is the characteristic function on the \( \lambda \)-neighborhood of \( Y \).

with respect to the norm \( \|f\|_{1,K_{\varphi}} := \sup_{s \geq 0} \|f(s)\|_{1,K_{\varphi}} \). Note that for each subspace \( Y \) of \( \partial \tilde{M} \times \mathbb{R} \), the Banach algebra \( B_{L,0}(Y, \partial \tilde{M} \times \mathbb{R})_{K_{\varphi}}^\Gamma \) is a closed two-sided ideal of \( B_{L,0}(\partial \tilde{M} \times \mathbb{R})_{K_{\varphi}}^\Gamma \).

Observe that
\[
B_{L,0}(\partial \tilde{M} \times \mathbb{R})_{K_{\varphi}}^\Gamma = B_{L,0}(\partial \tilde{M} \times \mathbb{R}_+, \partial \tilde{M} \times \mathbb{R})_{K_{\varphi}}^\Gamma + B_{L,0}(\partial \tilde{M} \times \mathbb{R}_+, \partial \tilde{M} \times \mathbb{R})_{K_{\varphi}}^\Gamma
\]
and
\[ \mathcal{B}_{L,0}(\partial \widetilde{M}, \partial \widetilde{M} \times \mathbb{R})^\Gamma_{K_\phi} = \mathcal{B}_{L,0}(\partial \widetilde{M} \times \mathbb{R}_+, \partial \widetilde{M} \times \mathbb{R})^\Gamma_{K_\phi} \cap \mathcal{B}_{L,0}(\partial \widetilde{M} \times \mathbb{R}_+, \partial \widetilde{M} \times \mathbb{R})^\Gamma_{K_\phi}. \]

Therefore, we have the following Mayer-Vietoris sequence in \( K \)-theory:
\[
\begin{array}{ccc}
K_0(\mathcal{B}_{L,0}(\partial \widetilde{M} \times \mathbb{R})^\Gamma_{K_\phi}) & \longrightarrow & K_0(\mathcal{B}_{L,0}(\partial \widetilde{M} \times \mathbb{R}_+ \cap \partial \widetilde{M} \times \mathbb{R}, \partial \widetilde{M} \times \mathbb{R})^\Gamma_{K_\phi}) \\
\oplus & & \oplus \\
\longrightarrow & & \longrightarrow \\
K_1(\mathcal{B}_{L,0}(\partial \widetilde{M} \times \mathbb{R})^\Gamma_{K_\phi}) & \leftarrow & K_1(\mathcal{B}_{L,0}(\partial \widetilde{M} \times \mathbb{R}_+ \cap \partial \widetilde{M} \times \mathbb{R}, \partial \widetilde{M} \times \mathbb{R})^\Gamma_{K_\phi})
\end{array}
\]  
where we have used the identification
\[ K_*(\mathcal{B}_{L,0}(\partial \widetilde{M}, \partial \widetilde{M} \times \mathbb{R})^\Gamma_{K_\phi}) \cong K_*(\mathcal{B}_{L,0}(\partial \widetilde{M})^\Gamma_{K_\phi}). \]

By the standard constructions of the boundary maps \( \partial \) and \( \partial_{MV} \), we have
\[ \partial(\text{Ind}_{1,K_\phi}^\Gamma(D)) = \partial_{MV}(\rho_{1,K_\phi}(g_\theta + dt^2)) \in K_1(\mathcal{B}_{L,0}(\partial \widetilde{M})^\Gamma_{K_\phi}), \]  
where \( \rho_{1,K_\phi}(g_\theta + dt^2) \) is the \( l^1 \)-higher rho invariant on \( \partial \widetilde{M} \times \mathbb{R} \) (cf. Definition 2.20) and \( \partial_{MV} \) is the boundary map
\[ \partial_{MV} : K_0(\mathcal{B}_{L,0}(\partial \widetilde{M} \times \mathbb{R})^\Gamma_{K_\phi}) \longrightarrow K_1(\mathcal{B}_{L,0}(\partial \widetilde{M})^\Gamma_{K_\phi}) \]
from the Mayer-Vietoris sequence above. By the standard construction of the boundary map \( \partial_{MV} \), we also have the following commuting diagram
\[
\begin{array}{ccc}
K_1(\mathcal{B}_{L,0}(\partial \widetilde{M} \times \mathbb{R})^\Gamma_{K_\phi}) & \xrightarrow{\partial_{MV}} & K_0(\mathcal{B}_{L,0}(\partial \widetilde{M})^\Gamma_{K_\phi}) \\
\oplus \text{Ind}_L(D_\mathbb{R}) & & \oplus \\
\downarrow & & \downarrow \\
K_0(\mathcal{B}_{L,0}(\partial \widetilde{M})^\Gamma_{K_\phi}) & \xrightarrow{\partial_{MV}} & K_1(\mathcal{B}_{L,0}(\partial \widetilde{M} \times \mathbb{R})^\Gamma_{K_\phi})
\end{array}
\]
where \( \text{Ind}_L(D_\mathbb{R}) \) is the local higher index of the Dirac operator \( D_\mathbb{R} = \frac{1}{i} \frac{d}{dt} \) on \( \mathbb{R} \) (cf. [24]). On the other hand, the product formula from Theorem 2.21 implies that
\[ \partial_{MV}(\rho_{1,K_\phi}(g_\theta + dt^2)) = \rho_{1,K_\phi}(g_\theta) \in K_1(\mathcal{B}_{L,0}(\partial \widetilde{M})^\Gamma_{K_\phi}). \]  
Hence we have
\[
\text{ch}_\phi(\text{Ind}_{1,K_\phi}^\Gamma(D)) = -\frac{1}{2} \tilde{\eta}_\phi(\partial(\text{Ind}_{1,K_\phi}^\Gamma(\tilde{D}))) = -\frac{1}{2} \tilde{\eta}_\phi(\partial_{MV}(\rho_{1,K_\phi}(g_\theta + dt^2))) \\
= -\frac{1}{2} \tilde{\eta}_\phi(\rho_{1,K_\phi}(g_\theta)) = -\frac{1}{2} \tilde{\eta}_\phi(\tilde{D}_\theta)
\]
This finishes the proof. \( \square \)
5.1. **An alternative proof of Theorem 5.4.** As pointed out in the introduction, Theorem 5.4 is a strengthening of the higher Atiyah-Patodi-Singer index formula in [2, Theorem 3.36]. Since [2, Theorem 3.36] was stated and proved using the language of $b$-calculus. In this subsection, for the convenience of the reader, we give an alternative proof of Theorem 5.4 using the language of $b$-calculus.

We retain the same notation from the geometric setup 3.1. For brevity, let us assume the dimension of $\partial M$ is odd. The other case is completely similar.

Let us briefly review Lott’s noncommutative differential higher eta invariant. We shall follow closely the notation in Lott’s paper [13]. For any $K > 0$, let $l^1_K(\Gamma)$ be the weighted $l^1$-algebra of $\Gamma$ from Definition 2.5. The universal graded differential algebra of $l^1_K(\Gamma)$ is defined to be

$$\Omega_*(l^1_K(\Gamma)) = \bigoplus_{j=0}^{\infty} \Omega_j(l^1_K(\Gamma))$$

where as a vector space, $\Omega_j(l^1_K(\Gamma)) = l^1_K(\Gamma) \otimes (l^1_K(\Gamma)/C)^{\otimes j}$. As $l^1_K(\Gamma)$ is a Banach algebra, we shall consider the Banach completion of $\Omega_*(l^1_K(\Gamma))$, which will still be denoted by $\Omega_*(l^1_K(\Gamma))$.

Let $S(\partial M)$ be the spinor bundle on $\partial M$. We denote the corresponding $l^1_K(\Gamma)$-vector bundle by $\mathfrak{S} = (\partial \widetilde{M} \times_{\Gamma} l^1_K(\Gamma)) \otimes S(\partial M)$ and the space of smooth sections by $C^\infty(\partial M; \mathfrak{S})$. Now suppose $\psi$ is a smooth function on $\partial \widetilde{M}$ with compact support such that

$$\sum_{\gamma \in \Gamma} \gamma \psi = 1.$$

Then we have a superconnection $\nabla : C^\infty(\partial M; \mathfrak{S}) \rightarrow C^\infty(\partial M; \mathfrak{S} \otimes l^1_K(\Gamma) \Omega_1(l^1_K(\Gamma)))$ given by

$$\nabla(f) = \sum_{\gamma \in \Gamma} (\psi \cdot \gamma f) \otimes l^1_K(\Gamma) \Omega_1(l^1_K(\Gamma)) d\gamma.$$

See [17] for more details of the superconnection formalism.

**Definition 5.5** ([13, Section 4.4 & 4.6]). Lott’s noncommutative differential higher eta invariant $\widetilde{\eta}(\widetilde{D}_\partial)$ is defined by the formula

$$\widetilde{\eta}(\widetilde{D}_\partial) = \int_0^\infty \text{STR}(\widetilde{D}_\partial e^{-(t\widetilde{D}_\partial + \nabla)^2}) dt,$$

where STR is the corresponding supertrace, cf. [13, Proposition 22].

Combining Quillen’s superconnection formalism with Melrose’s $b$-calculus formalism [14], for each $t > 0$, one defines the $b$-Connes-Chern character of $\widetilde{D}$ on $\tilde{M}_\infty$ to be

$$b\text{-Ch}_t(\widetilde{D}) = b\text{-STR}(e^{-(t\widetilde{D} + \nabla)^2}) \in \Omega_*(l^1_K(\Gamma)),$$

where $b\text{-STR}$ is the corresponding $b$-supertrace in the $b$-calculus setting. See for example [12] for more details.
Recall that every cyclic \( n \)-cocycle \( \varphi \) of \( \Gamma \) can be decomposed as \( \varphi = \varphi_e + \varphi_d \), where \( \varphi_d \) is the delocalized part of \( \varphi \), i.e.,

\[
\varphi_d(\gamma_0, \gamma_1, \cdots, \gamma_n) = \begin{cases} 
\varphi(\gamma_0, \gamma_1, \cdots, \gamma_n) & \text{if } \gamma_0 \gamma_1 \cdots \gamma_n \neq e, \\
0 & \text{otherwise}.
\end{cases}
\]

The following theorem is an strengthening of the higher Atiyah-Patodi-Singer index formula in [2, Theorem 3.36].

**Theorem 5.6.** Assume that \( \varphi \) is a cyclic cocycle of \( \Gamma \) with exponential growth rate \( K_\varphi \). If the scalar curvature \( k \) on \( \partial M \) satisfies that

\[
\inf_{x \in \partial M} k(x) > \frac{16(K_\Gamma + K_\varphi)^2}{\tau^2},
\]

then

\[
\text{ch}_\varphi(\text{Ind}^\Gamma_{(K_\varphi)}(D)) = \langle \varphi_e, \int_M \hat{A} \wedge \omega \rangle - \frac{1}{2}\langle \varphi, \hat{\eta}(\tilde{D}_\partial) \rangle,
\]

where \( \hat{A} \) is the associated \( \hat{A} \)-form on \( M \) and \( \omega \) is an element in \( \Omega^*(M) \otimes \Omega_*(l^1_{K_\varphi}(\Gamma)) \) (cf. [12, Theorem 13.6]) and \( \varphi_e \) (resp. \( \varphi_d \)) is the localized (resp. delocalized) part of \( \varphi \). Consequently, if both \( \Gamma \) and \( \varphi \) have sub-exponential growth, then the equality in line (5.11) holds as long as \( \tilde{D}_\partial \) is invertible.

**Proof.** Under the assumptions of the theorem, we have the following equality

\[
b\text{-Ch}_{t_1}(\tilde{D}) - b\text{-Ch}_{t_0}(\tilde{D}) = -\frac{1}{2} \int_{t_0}^{t_1} \text{STR}(\tilde{D}_\partial e^{-(s\tilde{D}_\partial + \nabla)^2}) ds + d \int_{t_0}^{t_1} b\text{-STR}(\tilde{D} e^{-(\nabla + s\tilde{D})^2}) ds
\]

holds in \( \Omega_*(l^1_{K_\varphi}(\Gamma)) \), where \( d: \Omega_*(l^1_{K_\varphi}(\Gamma)) \to \Omega_{*+1}(l^1_{K_\varphi}(\Gamma)) \) is the differential on \( \Omega_*(l^1_{K_\varphi}(\Gamma)) \), cf. [7, Section 6] [12, Proposition 14.2]. By pairing both sides of (5.12) with \( \varphi \), we have

\[
\langle \varphi, b\text{-Ch}_{t_1}(\tilde{D}) \rangle - \langle \varphi, b\text{-Ch}_{t_0}(\tilde{D}) \rangle = -\frac{1}{2} \int_{t_0}^{t_1} \langle \varphi, \text{STR}(\tilde{D}_\partial e^{-(s\tilde{D}_\partial + \nabla)^2}) \rangle ds.
\]

By [2, theorem 3.36], we have

\[
\lim_{t \to \infty} \langle \varphi, b\text{-Ch}_t(\tilde{D}) \rangle = \langle \varphi_e, \int_M \hat{A} \wedge \omega \rangle - \frac{1}{2}\langle \varphi, \hat{\eta}(\tilde{D}_\partial) \rangle.
\]

Now by Theorem 4.1, the higher index \( \text{Ind}^\Gamma(\tilde{D}) \) of \( \tilde{D} \) lies in \( K_0(l^1_{K_\varphi}(\Gamma)) \). By adapting the methods\(^4\) from [12, section 12 & 14], one shows that

\[
\lim_{t \to \infty} \langle \varphi, b\text{-Ch}_t(\tilde{D}) \rangle = \text{ch}_\varphi(\text{Ind}^\Gamma(\tilde{D})).
\]

This finishes the theorem.

\(^4\)In fact, the construction of the higher index \( \text{Ind}^\Gamma(\tilde{D}) \) in Section 4 can be thought as the \( K \)-theoretic equivalent of taking \( b \)-trace.
Let $\tilde{\eta}(\tilde{D}_\theta)$ be Lott’s noncommutative differential higher eta invariant from above. Clearly, we have

$$\langle \varphi, \tilde{\eta}(\tilde{D}_\theta) \rangle = \langle \varphi_e, \tilde{\eta}(\tilde{D}_\theta) \rangle + \langle \varphi_d, \tilde{\eta}(\tilde{D}_\theta) \rangle$$

In the following, we shall prove under the same assumptions as in Theorem 5.6 that

$$\langle \varphi_d, \tilde{\eta}(\tilde{D}_\theta) \rangle = \eta_{\varphi_d}(\tilde{D}_\theta), \quad (5.14)$$

where $\eta_{\varphi_d}(\tilde{D}_\theta)$ is the delocalized higher eta invariant of $\tilde{D}_\theta$ at $\varphi_d$ given in Definition 5.3. Consequently, for delocalized cyclic cocycles, Theorem 5.6 recovers Theorem 5.4.

The equality (5.14) for identifying two different formulas of the delocalized higher eta invariant was first established by the authors in [3, Section 8], under the assumption that $\Gamma$ has polynomial growth and $\varphi$ is a delocalized cyclic cocycle with polynomial growth. It was stated as an open question whether the equality holds in general. The following proposition answers this question positively for all groups, but under the condition that the spectral gap of $\tilde{D}_\theta$ is sufficiently large, i.e. the equality in line (5.10) holds.

In order to make the discussion more transparent and also consistent with that from [3, Section 8], we shall work with the periodic version of Lott’s noncommutative differential higher eta invariant.

**Definition 5.7** ([13, Section 4.4 & 4.6]). For each $\beta > 0$, we define $\tilde{\eta}(\tilde{D}_\theta, \beta)$ by the following integral

$$\tilde{\eta}(\tilde{D}_\theta, \beta) = \beta^{1/2} \int_0^\infty \text{STR}(\tilde{D}_\theta e^{-\beta(t\tilde{D}_\theta + \nabla)^2}) dt.$$ 

Then the periodic version of Lott’s noncommutative differential higher eta invariant of $\tilde{D}_\theta$ is defined to be

$$\tilde{\eta}^{\text{per}}(\tilde{D}_\theta) = \int_0^\infty e^{-\beta} \tilde{\eta}(\tilde{D}_\theta, \beta^2) d\beta.$$

In [3, Section 8], using the Laplace transform, the authors showed that of $\langle \varphi_d, \tilde{\eta}(\tilde{D}_\theta) \rangle$ is formally equal to the following integral

$$\sqrt{\pi} \cdot \frac{m!}{\pi i} \int_0^\infty \varphi \# \text{tr}(\hat{v}_s v_s^{-1} \otimes ((v_s - 1) \otimes (v_s^{-1} - 1)) \otimes m) ds, \quad (5.15)$$

where

$$v_s = \begin{cases} (\tilde{D} + si)(\tilde{D} - si)^{-1} & \text{if } s > 0, \\ 1 & \text{if } s = 0. \end{cases} \quad (5.16)$$

Now we are ready to prove the equality (5.14).

---

5Here under the condition that $\Gamma$ has polynomial growth, assuming $\varphi$ to have polynomial growth does not impose any serious restrictions. Indeed, if $\Gamma$ has polynomial growth, then every cyclic cohomology class of $\Gamma$ has a representative that has polynomial growth and furthermore any two such representatives differ by a cyclic coboundary with polynomial growth.
Proposition 5.8. Under the same assumptions as in Theorem 5.6, we have
\[ \langle \varphi_d, \eta_{\text{per}}(\tilde{D}_\vartheta) \rangle = \sqrt{\pi} \cdot \eta_{\varphi_d}(\tilde{D}_\vartheta). \]

Proof. By the estimates from Lemma 2.17, we see that the integrand in line (5.15) is finite for each \( t > 0 \) and the integral converges for large \( t \) (cf. [3, Lemma 3.27]). In Lemma 2.22, under the large scalar curvature assumption in line (5.10), we prove that \( \{v_s\}_{s \in [0, +\infty)} \) defines an invertible element in \((\mathcal{B}_{\mathcal{L},0}(\partial \mathcal{M}^T_{K,\varepsilon})^\perp)\). Consequently, it follows that the integrand in line (5.15) is continuous for all \( t \in [0, \infty) \), hence the integral also converges for small \( t \). This proves that \( \langle \varphi_d, \eta_{\text{per}}(\tilde{D}_\vartheta) \rangle \) is equal to the integral in line (5.15).

It remains to verify that the integral in line (5.15) is equal to \( \eta_{\varphi_d}(\tilde{D}_\vartheta) \) from Definition 5.3. This can be done by applying a standard transgression formula as follows. Let \( w_{\lambda,s} \), \( \lambda \in [0, 1] \) and \( s \in [0, \infty) \), be the path of invertible elements connecting \( v_s \) and \( u_s \) from line (2.31). A straightforward calculation shows that
\[ \partial_s \left( \varphi \# \text{tr}(w^{-1} \partial_\lambda w \otimes (w \otimes w^{-1})^\otimes m) \right) = \partial_\lambda \left( \varphi \# \text{tr}(w^{-1} \partial_s w \otimes (w \otimes w^{-1})^\otimes m) \right). \]

It follows that
\[
\int_0^T \varphi \# \text{tr}(iu^{-1} \otimes (u \otimes u^{-1})^\otimes m) ds - \int_0^T \varphi \# \text{tr}(iu^{-1} \otimes (u \otimes u^{-1})^\otimes m) ds \\
= \int_0^1 \varphi \# \text{tr}(w^{-1} \partial_\lambda w \otimes (w \otimes w^{-1})^\otimes m) \bigg|_{s=0}^{s=T} d\lambda \tag{5.17}
\]

By the \( l_1^K \)-norm estimates above (see also Lemma 2.17), we have
\[ \varphi \# \text{tr}(w^{-1} \partial_\lambda w \otimes (w \otimes w^{-1})^\otimes m) \to 0, \]
as \( s \to \infty \). Also, note that \( w_{\lambda,0} \equiv 1 \) for all \( \lambda \in [0, 1] \). This implies that the right hand side of the equality (5.17) goes to zero as \( T \) goes to infinity. This proves that the integral in line (5.15) is equal to \( \eta_{\varphi_d}(\tilde{D}_\vartheta) \) from Definition 5.3, hence completes the proof.

\[ \square \]
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