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Abstract. Due to the high computational cost, the application of deep neural networks (DNNs) to the real-time tasks has been limited. A possible solution is to compress the size of the model so that the demand for computation resources can be decreased. A popular method is called knowledge distillation (KD). The basic philosophy behind KD is to transfer the information extracted from the larger teacher network to the smaller student network. The general knowledge transfer strategy is to match the one-to-one logit or intermedia layers between the teacher and student networks, correspondingly. This objective may neglect the informative relationship information between different samples. In this paper, we borrow the idea of metric learning to transfer the contrastive relationship information learned from teacher network to the student. Specifically, we use the well-known Triplet loss to regularize the training of the student network. By the modified negative selection strategy, our Contrastive Knowledge Distillation (CKD) method can efficiently improve the performance of the student network compared with the traditional KD methods. Empirical experiments on KD benchmarks and real-world datasets also demonstrate the superiority of CKD.

1. Introduction

Deep learning (DL) has made impressive achievements in a large range of areas [1-5] due to the very deep and complicated architectures of various deep neural networks (DNNs). Despite their remarkable performance, a significant side effect of the cumbersome model architecture is the extreme demand of the computational resource, which makes it impossible for the deployment of a model on the edge or portable devices, such as mobile phones. Paradoxically, although smaller models require lower computation capacity, the performance of them is usually unsatisfied with some difficult tasks under a complex environment.

To shrink the model complexity while retaining the model performance, model compression has received more and more attention in recent years. The traditional model compression strategy includes parameter pruning [6-8] and model quantization [9-11]. Although the traditional methods can directly alleviate the heavy computation cost to some extent, the architecture of the model is still not modified.

Another type of model compression comes from the idea of transfer learning [12]. As for model compression, knowledge distillation (KD) [13] is one of the most commonly used methods. In the training setting of KD, there are two models, the teacher model, and the student model. By mimicking the so-called soft target (i.e., the output of the teacher model), the performance of the student model can be improved. Since proposed by [13], KD has achieved extensive advances in many learning tasks, such as image classification [14], reinforcement learning [15], and scene recognition [16].
Early KD methods only try to match the lower-level information between teacher and student models. Later works [17, 18] start to focus on the transfer of features extracted from intermedia layers, which may contain much more informative knowledge. [19] further employs an attention map to transfer the information more efficiently. However, the feature maps of DNNs may highly relate to their architectures. DNNs with different architecture designs will vary a lot concerning the feature maps of the same instance due to the different information flow and feature transformation. More importantly, the aforementioned methods only consider the one-to-one instance knowledge transfer. The relationship between different instances is underestimated.

Inspired by the idea of metric learning [20], we propose to transfer additional information about the contrastive relationship between different instances. Intuitively, if the student can learn the relationship information from the teacher, it would be better for the student to capture the global structural knowledge of the training data which is beneficial for downstream tasks. Specifically, our proposed contrastive knowledge distillation (CKD) regularizes the training of the student with a Triplet loss on the representation of data. The Triplet loss enforces the student to resemble the pair-wise contrastive relationship of an instance triple (i.e., anchor instance, positive instance, and negative instance) learned from the teacher model. However, it has been shown that randomly choosing the instance triple is inefficient, thus, followed by previous work, we select the negative instance as the sample which is closest to the positive class within a mini-batch for more evident contrast. In this way, the Triplet regularization can work more efficiently. To verify the effectiveness of CKD, we conduct several experiments on the benchmark KD dataset. The experimental results demonstrate that the proposed CKD can significantly improve the performance of the student model.

2. Preliminary
In this section, we first introduce the basic notations for clarification. Then we present the mathematical formulation of traditional KD methods for better understanding the motivation of our proposed approach.

2.1. Notations
In this paper, we consider the image classification task. Given $n$ training instances $x = \{x_i\}_{i=1}^n \in \mathbb{R}^d$, and their corresponding labels $y = \{y_i\}_{i=1}^n \in \mathbb{R}^c$ (one-hot embedding with $c$ classes), we let $S$ and $T$ represent the student and teacher model, respectively. $f_S(x)$ and $f_T(x)$ are the output of the student and teacher model (i.e., the logits before softmax). Specifically, in this paper, we simply use the cross-entropy (CE) loss as the classification penalty which can be formulated as follows:

$$L_{CE} = -\Sigma_i y_i \log \left( \text{softmax}(f(x)) \right). \quad (1)$$

2.2. Traditional KD methods
As mentioned before, traditional KD methods aim at minimizing the one-to-one difference between the output of $S$ and $T$. Thus, the generic objective of traditional KD can be written as:

$$L_{KD} = \ell \left( f_S(x), f_T(x) \right), \quad (2)$$

where $\ell(\cdot)$ is the loss to assess the difference between $f_S(x)$ and $f_T(x)$. For different purposes, $\ell(\cdot)$ has different forms. For example, the original KD which we denote as OKD [13] uses the Kullback-Leibler (KL) divergence to force the student to follow the output of the teacher:

$$L_{OKD} = KL(\text{softmax}(f_S(x)), \text{softmax}(f_T(x))/\tau), \quad (3)$$

where $KL(\cdot)$ denotes the KL divergence. Note that the OKD method introduces a temperature hyper-parameter $\tau$ to soften the probability distribution. Because, generally speaking, the predicted probability distribution of a well-trained teacher $T$ would be very deterministic to the correct class, while the probabilities of all the other classes would be close to 0. Thus, without the temperature hyper-parameter $\tau$, there may be insufficient information distilled from the teacher, so that the student can be improved very slowly.
Some other works expend the knowledge of the teacher from the logit to the intermedia layers. For example, [18] proposes FitNet to transfer the representations learned from the teacher to the student because the representation generally contains much more information than the logit. Specifically, the regularization of FitNet is defined as:

$$L_{Fr} = \left\| f(x) - g\left(f_S(x)\right) \right\|_2^2,$$

where the slight abuse of notation, $f_S(x)$ and $f_T(x)$ denote the representation extracted by the student and teacher model, respectively. $g(\cdot)$ is a linear transformation function to map the student representation to the same dimension as the teacher representation.

From Eq. (2) and Eq. (3), we can find that the traditional KD methods only focus on the corresponding relation of an individual instance.

3. Contrastive knowledge distillation

To explore the structural contrastive relationship between instances, we propose CKD by using the Triplet loss. Essentially, the Triplet loss can close the gap of instances within the same class, while keeping the instances from different classes far away from each other. Thus, a larger margin between different classes can be achieved.

Concretely, Triplet loss employs a tuple $\{x^a, x^p, x^n\}$ to extract the contrastive information from instances, where $x^a, x^p, x^n$ denote the anchor, positive, negative instance, respectively. The positive pair $(x^a, x^p)$ from the tuple is sampled from the same class, while the negative pair $(x^a, x^n)$ is sampled from different classes. The Triplet loss can be optimized when the difference between the positive pair is small, and the difference between the negative pair is big. We can formalize the standard Triplet loss as follows:

$$L_{Trip} = [D(f(x^a), f(x^p)) - D(f(x^a), f(x^n)) + \alpha]_+,$$

where $D(\cdot, \cdot)$ is a measure of difference, $\alpha$ represents the margin, and $[\cdot]_+$ prevents the loss from being negative. In this paper, we use the angular distance [21] to measure the difference as below:

$$D(f(x^a), f(x^p)) = 1 - \frac{\|f(x^a) - f(x^p)\|}{\|f(x^a)\| \cdot \|f(x^p)\|}.$$

The overall loss function is a combination of the CE loss, traditional KD loss, and the Triplet loss as:

$$L_{CKD} = L_{CE} + L_{KD} + \beta L_{CKD},$$

where $\beta$ denotes the trade-off between the traditional KD loss and the contrastive loss. Fig. 1 illustrates the mechanism of the CKD model.

3.1. Choice of positive and negative pairs

To transfer the contrastive relationship knowledge from the teacher to the student, we have to carefully select the positive and negative pair. Because we want the student to learn the contrastive relationship acquired by the teacher, thus, we utilize $(f_S(x^a), f_T(x^p))$ as the positive pair, and $(f_S(x^a), f_T(x^n))$ as the negative pair. In this way, our proposed CKD can push $f_S(x^a), f_T(x^p)$ close to each other, while keeping $f_S(x^a), f_T(x^n)$ far away, which means that the student model can capture the distance relationship of instances as the teacher model.
Besides, random choosing of negative instances is difficult to converge for the training of the student, because most of the negative instances are easy examples that can make barely contribute to the gradient. Therefore, among all the negative instances in a mini-batch, we choose the nearest one to the anchor.

Figure 2. Illustration of real-world monitoring dashboard data.

4. Experiments
In this section, we empirically verify the performance of the proposed CKD method.

4.1. Experiment settings

4.1.1. Datasets. MNIST [22]: MNIST dataset is composed of 70,000 handwriting digit grey-scale images that have a resolution of 28×28 pixels. We use the original training and testing set partition in our experiment.
- CIFAR10 [23]: CIFAR10 contains 60,000 32×32 RGB images. There are a total of 10 common object classes each of which evenly has 5000 training instances and 1000 testing instances. We adopt the standard widely-used data augmentation scheme as in [2].
- CTW [24]: CTW dataset is a very large Chinese text dataset in the wild. It contains about 1 million Chinese characters from 3,850 unique ones annotated by experts in over 30,000 street view images. We only utilize the CTW dataset to train the model and verify the performance on the characters collected from the computer room monitoring dashboards under a real-world setting.

4.1.2. Implementations. For the MNIST dataset, we only conduct preliminary experiments with very small networks. Specifically, we employ a maxout [25] network which has three convolutional layers (48-48-24 channels) as the teacher network. The student network is twice as deep as the teacher network but with less convolutional channels (6-16-16-16-12-12). The total parameters of the student network are approximately 8% of the teacher network.

For the CIFAR10 dataset, we use the well-known ResNet [2] as the base architecture of the teacher and student networks. Specifically, we use the Resnet14 (Resnet with 14 layers) as the teacher network and Resnet8 as the student network. For the real-world Chinese character recognition experiment, we use Resnet50-Resnet18 as the T-S model pair. For the OKD method, we set the temperature hyper-parameter τ as 4 followings [13]. For the training of the maxout network, we simply follow the implementation in [18]. Note that, different learning rates are applied to the convolutional and fully-connected layers. For the training of Resnet, we utilize the stochastic gradient descent (SGD) optimizer to update the parameters of the network. Specifically, the initial learning rate is set to be 0.05, the momentum and weight decay are set to be 0.9 and $5 \times 10^{-4}$, respectively.

4.2. Main results
We demonstrate the classification accuracy of different KD methods in Table 1. From the table, we can see that the KD-based method can improve the performance of the student network. Besides our
proposed CKD can outperform all the contradistinctive traditional KD methods. Note that in the experiment of MNIST, CKD and FitNet even outperform the teacher model. This is probably because the maxout network is inherently a redundant architecture. Compared with the traditional methods which only transfer the instance-to-instance information, we attribute the superiority of our approach to the contrastive relationship information distilled from the teacher network.

Table 1. Comparison of different KD methods on several datasets.

| Method                  | MNIST (%) | CIFAR10 (%) | CTW (%)  | Dashboard (%) |
|-------------------------|-----------|-------------|----------|---------------|
| Teacher                 | 99.45     | 91.31       | 78.39    | 98.25         |
| Non-KD                  | 98.10     | 87.79       | 76.23    | 92.47         |
| OKD [13]                | 99.35     | 88.35       | 76.94    | 96.33         |
| OKD+CKD (proposed)      | 99.40     | 88.69       | 77.82    | 97.54         |
| FitNet [18]             | 99.49     | 88.89       | 77.24    | 96.58         |
| FitNet+CKD (proposed)   | 99.52     | 89.25       | 77.67    | 97.88         |

4.3. Results under the real-world setting
The aforementioned real-world test data is collected from a computer room monitoring dashboards (see Fig. 2 for example). We deploy the character recognition model on the dashboard to monitor the working state of machines. For faster response and higher accuracy, we use the proposed CKD method to compress the larger teacher model (i.e., ResNet50) to a smaller model (i.e., ResNet18). The student model trained without KD can achieve 76.2% accuracy on the validation set of the CTW dataset when classifying 1001 categories, while trained with the proposed CKD can achieve 77.8% accuracy. On the test real-world collected dataset, more significant accuracy improvement of 5.1% can be observed. The detailed results are shown in the last two columns of Table 1.

5. Conclusion
In this paper, motivated by metric learning, we propose the CKD method which modifies the traditional KD training scheme for model compression. Specifically, we combine the Triplet loss with the traditional KD loss to transfer the contrastive relationship information of different instances. Compared with traditional KD methods, the student model trained by CKD can distill more knowledge from the teacher model, thus better mimic the behavior of the teacher. Experiments on benchmark and real-world datasets empirically demonstrate the superiority of our method. For future work, the effectiveness of more powerful metric learning methods can be investigated.
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