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Abstract: With the advent of a new generation of cosmological experiments that will provide high-precision measurements of the cosmic microwave background (CMB) and galaxies in the large-scale structure, it is pertinent to examine the potential of performing a joint analysis of multiple cosmological probes. In this paper, we study the cosmological information content contained in the one-loop power spectra and tree bispectra of galaxies cross-correlated with CMB lensing. We use the FFTLog method to compute angular correlations in spherical harmonic space, applicable for wide angles that can be accessed by forthcoming galaxy surveys. We find that adding the bispectra and cross-correlations with CMB lensing offers a significant improvement in parameter constraints, including those on the total neutrino mass, $M_\nu$, and local non-Gaussianity amplitude, $f_{NL}$. In particular, our results suggest that the combination of the Vera C. Rubin Observatory’s Legacy Survey of Space and Time (LSST) and CMB-S4 will be able to achieve $\sigma(M_\nu) = 42\text{ meV}$ from galaxy and CMB lensing correlations, and $\sigma(M_\nu) = 12\text{ meV}$ when further combined with the CMB temperature and polarization data, without any prior on the optical depth.
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1 Introduction

It is a remarkable fact that our seemingly complex universe can be well described by a simple parametrization of the standard cosmological model. Impressive though it may be, foundational questions regarding the nature of dark matter, the accelerated expansion rate, and the physics of the early universe remain largely unanswered. To gain further observational clues, the next generation of cosmic microwave background (CMB) experiments and large-scale structure (LSS) surveys are set to further refine measurements of cosmological parameters that characterize the geometry and late-time growth of structures in the universe.

The central observables in cosmology are correlations of matter density perturbations in the universe. As these—mostly dominated by non-luminous dark matter—are not directly observable, we infer them by measuring correlations of tracers of the underlying matter density. One important such tracer is the weak lensing of the CMB \([1]\), which depends on the entire trajectory of photons traveling from the last scattering surface to \(z = 0\), with its intensity peaking at \(z \approx 2\). In particular, CMB lensing probes the same matter distribution as other LSS tracers such as galaxies, which consequently makes them highly correlated with each other. So far Planck has detected CMB lensing with a statistical significance of \(40\sigma\) \([2]\), while in the near future CMB Stage-4 (CMB-S4) is expected to further enhance this significance by an order of magnitude \([3, 4]\). This makes cross-correlations between CMB lensing and galaxies a highly appealing cosmological probe, and stimulates a joint analysis between CMB-S4 and forthcoming high-redshift \((z \gtrsim 2)\) galaxy surveys such as the Vera C. Rubin Observatory’s Legacy Survey of Space and Time (LSST) \([5]\).

One of the key physics motivations for cross-correlations of CMB lensing with galaxy clustering is to measure the total mass \(M_\nu\) of the three neutrino species. Neutrino oscillation measurements have informed us that neutrinos must be massive and that their total mass must be bounded below by 60 or 100 meV for the normal and inverted hierarchies, respectively \([6]\). While Planck’s current 95% upper limit of \(M_\nu \leq 120\) meV \([7]\) is compatible with both mass ordering scenarios, the combination of CMB-S4 and LSST has strong prospects to determine the neutrino mass hierarchy over the next decade. Another important motivation is to improve the current constraint on the parameter \(f_{\text{NL}}\) that characterizes the size of primordial non-Gaussianity, especially that of the local type which leaves the largest imprint on LSS observables. A realistic observational target for upcoming LSS experiments is to reach \(\sigma(f_{\text{NL}}) \simeq 1\) for local non-Gaussianity, improving upon the state-of-the-art constraint \(f_{\text{NL}} = -0.9 \pm 5.1\) (68% CL) from Planck \([8]\). Achieving this will give us a better insight into the inflationary dynamics as \(f_{\text{NL}} \simeq 1\) is the natural level of non-Gaussianity generated in many physically motivated inflationary scenarios \([9]\).

Given that upcoming experiments will allow us to measure correlations of CMB lensing

\footnote{More specifically, the mass-squared splittings are given by \(m_2^2 - m_1^2 \simeq 7.6 \times 10^{-5} \text{eV}^2\) and \(|m_3^2 - m_1^2| \simeq 2.5 \times 10^{-3} \text{eV}^2\). Due to the unknown sign for the latter, there can be two scenarios with \(m_1 < m_2 < m_3\) (normal hierarchy) and \(m_3 < m_1 < m_2\) (inverted hierarchy).}
and galaxies with an unprecedented accuracy, it is equally important to be able to provide precise theoretical predictions for these observables. Being an integrated measure of the gravitational potential along the line of sight, CMB lensing is intrinsically defined on a two-dimensional celestial sphere. Moreover, galaxies are mapped by their redshifts and angular positions on the sky. The observables of interest are therefore (cross-)correlation functions of CMB lensing and galaxies in angular space. There is, however, a well-known numerical challenge associated with computing angular observables, namely that the two-dimensional projection integrals involve highly-oscillatory Bessel functions that complicate their numerical evaluation. The usual workaround is to adopt the so-called Limber approximation [10], which replaces the Bessel function with a Dirac delta function located at its first peak. Though surprisingly accurate, this naive substitution also comes with several limitations: it is only valid for correlations over small angular separations, with sufficiently wide and overlapping tomographic bins. These assumptions will no longer be fully justified for forthcoming galaxy surveys, which will probe wider angles with smaller redshift measurements errors. An accurate parameter inference will therefore require a means of efficiently computing angular correlations without relying on these assumptions.

In recent years there have been great advancements in the development of efficient approaches to cosmological correlation computations. A particularly noteworthy method is FFTLog [11] and its modern incarnations for computing Fourier-space correlators [12–15]. The novelty of the FFTLog-based methods is to expand the linear power spectrum as a finite sum over complex power-law functions (i.e. FFT in log $k$), after which the integrals associated with each summand can be done analytically. The resulting analytic expressions can then be efficiently evaluated and summed over with pre-computed coefficients. It turns out that this approach greatly enhance both the computational speed and numerical stability over brute-force integration, thus opening up a new path towards precision cosmology. FFTLog has also been applied to angular correlations in [16, 17] (see also [18–20]). This new analytical approach allows us to circumvent the oscillatory part of the projection integrals, providing a substantial numerical advantage compared to existing methods, without being tied to the limitations of the Limber approximation.

The aim of the present work is to use FFTLog to provide a precise and accurate forecast on cosmological parameters from the combination of CMB-S4 with LSST, extending the previous works [21, 22] in a number of directions. Specifically, the observables considered in our analysis are the angular power spectra and bispectra of CMB lensing and galaxy overdensity in spherical harmonic space, as well as their cross-spectra. For the power spectra, we also include one-loop corrections from perturbation theory. We will present a detailed discussion on its impact on parameter constraints as well as that of various other contributions such as the redshift space distortion, tomographic cross-spectra, and a CMB prior. Also discussed will be the biases induced by the Limber approximation in parameter estimation and its comparison with FFTLog.
Outline  The outline of the paper is as follows. In Section 2, we describe the theoretical model we employ in our analysis on the evolution of matter and galaxy densities in the presence of massive neutrinos. In Section 3, we describe cross-correlations between galaxy and CMB lensing in harmonic space. In Section 4, we forecast cosmological constraints from future CMB and LSS experiments, highlighting the constraint on the neutrino mass and $f_{\text{NL}}$. We conclude in Section 5. A number of appendices contain supplementary materials. Appendix A describes the bias evolution model that we use. Appendix B contains the expressions for the one-loop integrals. Appendix C collects experimental specifications and compares the forecasts between different experiments. Finally, Appendix D presents analytic formulas for evaluating angular power spectra.

2 Theoretical Model for Galaxy Clustering

We begin with a review of perturbative methods in cosmology, and describe the theoretical model that we work with in our analysis. We mostly describe observables in Fourier space in this section, leaving the discussion of their harmonic space counterparts to §3. In §2.1, we summarize the standard perturbative approach to matter clustering and its modifications in the presence of massive neutrinos and primordial non-Gaussianity. We then describe how matter overdensity is related to galaxy clustering in §2.2. This section consists mostly of review materials, and experts who are interested in details of the computation may skip to §3.

2.1 Perturbation Theory with Neutrinos

The main constituents of matter in the universe are cold dark matter (CDM) and baryons, while neutrinos make up a small fraction of the total matter density. We therefore start with a short summary of the standard cosmological perturbation theory (SPT) with zero neutrino density [23]. In this framework, CDM is treated as an effective pressureless fluid on large scales. The evolution of its density contrast $\delta$ and its velocity divergence $\theta \equiv \nabla \cdot \mathbf{v}$ are then described by the continuity and Euler equations, which in Fourier space take the form

$$
\delta' + \theta = -[\theta \ast \delta]_\alpha, \\
\theta' + \mathcal{H}\theta + \frac{3}{2}\mathcal{H}^2\Omega_m\delta = -[\theta \ast \theta]_\beta,
$$

(2.1)

where a prime denotes a derivative with respect to conformal time $\tau$, $\mathcal{H}$ is the conformal Hubble parameter, and $\Phi_g$ is the gravitational potential that obeys the Poisson equation $\nabla^2\Phi_g = \frac{3}{2}\mathcal{H}^2\Omega_m\delta$. The convolutions in the equations of motion are given by

$$
[\theta \ast \delta]_\alpha(k) \equiv \int_q \alpha(k,q)\theta(q)\delta(k-q), \quad \alpha(k,q) \equiv \frac{k\cdot q}{q^2},
$$

(2.2)

$$
[\theta \ast \theta]_\beta(k) \equiv \int_q \beta(k,q,k-q)\theta(q)\delta(k-q), \quad \beta(k,q_1,q_2) \equiv \frac{k^2(q_1\cdot q_2)}{2q_1^2q_2^2},
$$

(2.3)
where \( \int q_1, \cdots, q_n \equiv \int \frac{d^3q_1}{(2\pi)^3} \cdots \frac{d^3q_n}{(2\pi)^3} \). On large, quasi-linear scales, the equations (2.1) can be solved order by order in perturbation theory.\(^2\) While obtaining the solutions in a generic \( \Lambda \)CDM cosmology is rather complicated, a great simplification can be made by assuming that the growth rate of perturbations is the same as in the matter-only, Einstein-de Sitter (EdS) universe, which is known to be valid to a few percent accuracy [24, 25]. Under this assumption, the temporal and spatial dependences of the higher-order solutions factorize as

\[
\delta(z, k) = \sum_{n=1}^{\infty} D_+(z) \delta_n(k) ,
\]

and similarly for \( \theta \), where the linear growth function takes the form \( D_+(z) = (1 + z)^{-1} \) in the EdS universe, normalized to unity at \( z = 0 \). The \( n \)-th order solution is given in terms of the linear solution \( \bar{\delta}(k) \equiv \delta_1(z = 0, k) \) by

\[
\delta_n(k) = (2\pi)^3 \int q_1, \cdots, q_n \delta_D(k - q_1 \cdots q_n) F_n(q_1, \cdots, q_n) \bar{\delta}(q_1) \cdots \bar{\delta}(q_n) ,
\]

where \( q_1 \cdots q_n \equiv q_1 + \cdots + q_n \) and the kernels \( F_n \) are rational functions of the inner products \( q_i \cdot q_j \) that can be computed iteratively [26–28].

A few modifications to the SPT are necessary to incorporate free-streaming massive neutrinos. The total matter density contrast is now decomposed into two components as

\[
\delta = (1 - f_\nu) \delta_{cb} + f_\nu \delta_{\nu} ,
\]

where \( \delta_{cb} \) and \( \delta_{\nu} \) are the density contrasts for CDM+baryons and neutrinos, respectively, and

\[
f_\nu \equiv \frac{\Omega_\nu}{\Omega_m} \approx \frac{1}{\Omega_{m0} h^2} \frac{M_\nu}{93.14 \text{eV}}\]

(2.7)

denotes the fractional density of neutrinos, with \( M_\nu \) being the total mass of the three neutrino species and \( \Omega_{m0} \) the matter density today. Since the current constraint on the neutrino mass \([7]\)

\[
0.06 \text{eV} < M_\nu < 0.12 \text{eV}\]

(2.8)

implies \( f_\nu = O(10^{-2}) \), we can restrict ourselves to neutrino perturbations to linear order (see [29] for a review of neutrino mass constraints over the next decade). The total matter power spectrum in the presence of neutrinos is then given by

\[
P_{mm}(z, z', k) = (1 - 2f_\nu) P_{cb,cb}(z, z', k) + 2f_\nu P_{cb,\nu}(z, z', k) + O(f_\nu^2) ,
\]

(2.9)

where \( P_{cb,cb} \equiv \langle \delta_{cb} \delta_{cb} \rangle' \) and \( P_{cb,\nu} \equiv \langle \delta_{cb} \delta_{\nu} \rangle' \) denote the power spectra of the different components. The presence of massive neutrinos affect the matter power spectrum through the

\(^2\)The nonlinear scale can be identified as the scale \( k_{NL} \) at which the dimensionless matter power spectrum becomes unity. For \( k \gtrsim k_{NL} \), the perturbative expansion ceases to converge and one has to resort to either numerical simulations or empirical models.
correction $f_{\nu}$ as well as the modification of the growth function. This is because massive neutrinos induce a scale dependence in the evolution of matter fluctuations due to the fact that neutrinos become non-clustering below the free-streaming scale\(^3\) [34]

$$k_{fs} \approx 0.023 \left( \frac{M_\nu}{0.1 \text{eV}} \right) \left( \frac{2 + \Omega_{m0}}{1 + z} \frac{0.23}{0.2} \right)^{\frac{1}{2}} h \text{Mpc}^{-1}.$$ (2.10)

An important consequence of this is that the growth function can no longer be simply factored out from the momentum dependence as in (2.4), requiring a modification to the standard perturbative calculations that rely on the EdS approximation. A systematic treatment of massive neutrinos in perturbation theory using time-dependent Greens functions is given in [35]. We will, however, work with a simple ansatz and assume that the linear power spectrum factorizes as

$$P_{11}(z, z', k) \equiv \langle \delta_1(z, k) \delta_1(z', -k) \rangle' = D_+(z, k)D_+(z', k)P_{11}(k),$$ (2.11)

where $P_{11}(k)$ is the linear power spectrum at $z = z' = 0$ and a prime on $\langle \cdots \rangle$ means that the momentum-conserving delta function has been factored out. As was demonstrated in [36, 37], this ansatz provides a good fit to the numerical result with a few percent accuracy.

### 2.2 Galaxy Bias

We do not observe the distribution of matter directly but instead that of its tracers in the large-scale structure of the universe, e.g. galaxies. The relation between the two density distributions can be modeled in a perturbative framework of galaxy biasing (see [38] for a review). In this subsection, we describe relevant aspects of galaxy clustering and its relation to matter density.

It is well known that the SPT framework breaks down beyond leading order in perturbation theory due to uncontrolled ultraviolet divergences. A consistent perturbative framework is instead provided by the effective field theory of large-scale structure (EFTofLSS) [39, 40], which extends the SPT by systematically dealing with unphysical divergences through renormalization. The galaxy density field is then represented as a local functional, not of the matter density, but of the potentials $\Phi \in \{\Phi_g \equiv \nabla^{-2}\delta_{cb}, \Phi_v \equiv \nabla^{-2}\theta_{cb}\}$ and their derivatives.

We have

$$\delta_g = \sum_Q b_Q \mathcal{Q}(\Phi),$$ (2.12)

with the (renormalized) bias parameter $b_Q$ characterizing the size of the contribution from each (renormalized) operator $\mathcal{Q}$,\(^4\) which can in general be both redshift and scale dependent.

---

\(^3\)The free-streaming of neutrinos does not only modify the growth of matter density but also affects its bias relation to galaxy distributions. This is captured by a scale-dependent correction to the linear galaxy bias [30–33].

\(^4\)We denote bias operators by the symbol $\mathcal{Q}$, and reserve the symbol $O \in \{\delta_g, \kappa\}$ for external operators in angular correlation functions.
The redshift dependence, in particular, can be measured from simulations or directly from observations. For Gaussian initial conditions, the operators appearing in the bias expansion must be consistent with the equivalence principle. This implies that potentials must appear with at least two spatial derivatives, as a function of the tidal tensor $\partial_i \partial_j \Phi$.

At one loop, operators up to third order in $\delta_{cb}$ contribute to the galaxy power spectrum [42–45]. We use the following basis of operators for representing the galaxy bias to third order in perturbation theory:

$$
\delta_g = b_3 \delta_{cb} + b_5 \delta_{cb}^2 + b G_2[\Phi_g] + b_5 \delta_{cb}^3 + b G_2[\Phi_g] \delta_{cb} + b G_3[\Phi_g] + b_3 \Gamma_3 + O(\Phi^4),
$$

(2.13)

where $G_i$ are the Galileon operators defined by

$$
G_2[\Phi] \equiv (\partial_i \partial_j \Phi)^2 - (\partial^2 \Phi)^2,
$$

(2.14)

$$
G_3[\Phi] \equiv \frac{3}{2} (\partial_i \partial_j \Phi)(\partial^2 \Phi) - (\partial_i \partial_j \Phi)(\partial_k \partial_l \Phi) - \frac{1}{2} (\partial^2 \Phi)^3,
$$

(2.15)

and $\Gamma_3 \equiv G_3[\Phi] - G_2[\Phi_v]$ is an operator that characterizes the velocity tidal effects. The bare operators give rise to divergent one-loop integrals and therefore need to be renormalized. Some operators that give purely divergent contributions get fully absorbed by counterterms, and the only renormalized operators that give non-vanishing contributions to the one-loop power spectrum are $\delta_{cb}, \delta_{cb}^2, G_2, \Gamma_3$. Moreover, many terms give degenerate contributions, allowing us to consider a reduced set of loop integrals. For Gaussian initial conditions, the galaxy-matter and galaxy-galaxy power spectra at one loop are given by [44]

$$
P_{gm}^{\delta m} = b_8 (P_{11}^{cb,m} + P_{13}^{cb,m} + P_{22}^{cb,m}) + b G_2 T_{22}^{cb,m} + b G_3 T_{22}^{cb,m} + (b_3 G_2 + \frac{2}{5} b \Gamma_3) F_{22}^{cb,m},
$$

(2.16)

$$
P_{gg}^{\delta m} = b_8^2 (P_{11}^{cb,cb} + P_{13}^{cb,cb} + P_{22}^{cb,cb}) + 2 b G_2 (k/k_*)^2 P_{11}^{cb,cb} + 2 b G_2 (k/k_*)^2 T_{22}^{cb,cb} + 2 b b G_2 T_{22}^{cb,cb}
$$

$$
+ (2 b b G_2 + \frac{4}{5} b b \Gamma_3) F_{22}^{cb,cb} + b G_2 T_{22}^{cb,cb} + b G_2 T_{22}^{cb,cb} + b G_2 T_{22}^{cb,cb} + b G_2 T_{22}^{cb,cb},
$$

(2.17)

where $b G_2 \delta$ denotes the contribution from a higher-derivative operator and $k_*$ is a renormalization scale. For clarity, we have suppressed all arguments in the above expressions, and we present the redshift-dependent integral representations of $P_{13}$, $P_{22}$, $F_O$, $I_O$, $I_{OC'}$ in Appendix B. Note that $b \Gamma_3$ does not induce a new shape dependence at one loop. Moreover, it has the same redshift dependence as $b G_2$ in certain bias models, making the two biases almost degenerate with each other. For this reason, it is often preferred to fix the value of (or impose a sharp prior on) $b \Gamma_3$ in data analysis; see e.g. [46].

We also consider bispectra in our analysis. For simplicity, we restrict ourselves to bispectra at tree level, in which case we take the bias expansion up to second order in $\delta_{cb}$. The

---

5In practice, simulations measure halo biases, as it is difficult to simulate galaxy formation on large scales. The halo distribution can then be related to the galaxy distribution through modeling of the halo occupation distribution [41].

6To avoid clutter, we suppress the subscript ‘cb’ in the bias coefficients.
gravity-induced galaxy and matter bispectra at tree level are given by

\[ B^{mmm} = 2D_{1,2}D_{1,3}D_{2,3}P^{nm}_{2} P^{mm}_{3} T_{2}^{mm} F_{2}(k_{2}, k_{3}) + 2 \text{ perms}, \quad (2.18) \]

\[ B^{mgg} = 2D_{1,2}D_{1,3}D_{2,3}P^{nm}_{2} P^{cm}_{3} P^{cb,m}_{2} (b^{x,y}_{x,y} F_{2}(k_{2}, k_{3})) + (1 \leftrightarrow 2) \]
\[ + 2D_{1,1}D_{2,2}D_{3,3}P^{cb,m}_{2} P^{cb,m}_{2} (b^{x,y}_{x,y} L_{2}(k_{2}, k_{3}) + b^{x,y}_{x,y} F_{2}(k_{2}, k_{3})) , \quad (19) \]

\[ B^{gmg} = 2b_{6,2}D_{1,1}D_{2,2}D_{3,1}P^{cb,m}_{2} P^{cb,m}_{2} (b^{x,y}_{x,y} L_{2}(k_{1}, k_{2}) + b^{x,y}_{x,y} F_{2}(k_{1}, k_{2})) + (2 \leftrightarrow 3) \]
\[ + 2b_{6,2}b_{6,3}D_{1,2}D_{2,3}D_{3,1}P^{cb,m}_{2} P^{cb,m}_{2} F_{2}(k_{2}, k_{3}) , \quad (20) \]

\[ B^{gmm} = 2b_{6,1}b_{6,2}D_{1,2}D_{3,1}D_{3,2}P^{cb,m}_{2} P^{cb,m}_{2} (b^{x,y}_{x,y} L_{2}(k_{1}, k_{2}) + b^{x,y}_{x,y} F_{2}(k_{1}, k_{2})) \]
\[ + 2 \text{ perms} , \quad (21) \]

where to avoid clutter we have suppressed some arguments and introduced the shorthand notation \( b_{O,a} \equiv b_{O}(z_{a}) \), \( D_{a,b} \equiv D_{+}(z_{a}, k_{b}) \), \( P_{a}^{O\nu} \equiv P_{11}^{O\nu}(k_{a}) \), and \( L_{2}(k, q) \equiv (k \cdot q)^{2} - 1 \).

### 2.2.1 Non-Gaussian Initial Conditions

We have so far described correlations that arise due to matter clustering at late times for initially Gaussian density perturbations. If the initial statistics are instead non-Gaussian, then there are additional contributions. This can be seen from the relation between the linear matter density and the primordial potential \( \phi \):

\[ \delta^{(1)}(z, k) = \frac{2k^{2}T(z, k)}{3 \Omega_{m0} H_{0}^{2}} \phi(k) \equiv M(z, k) \phi(k) , \quad (22) \]

where \( T \) is the transfer function with normalization \( T(z = 0, k \rightarrow 0) = 1 \), with \( \phi \) also being related to the potential that appeared in the bias expansion in (2.12) by \( \Phi(z, k) = -\frac{2T(z, k)}{3 \Omega_{m0} H_{0}^{2}} \phi(k) \). The bispectrum of \( \phi \) then induces a nonzero matter bispectrum at tree level as

\[ B_{\text{PNG}}^{mmm}(\{z_{1}, k_{1}\}) = M(z_{1}, k_{1})M(z_{2}, k_{2})M(z_{3}, k_{3})B^{\phi\phi\phi}(k_{1}, k_{2}, k_{3}). \quad (23) \]

Since we are interested in the regime of weak non-Gaussianity, let us assume that the primordial potential is quadratic in a Gaussian field \( \phi_{g} \) and write \[48–50\]

\[ \phi(k) = \phi_{g}(k) + f_{NL} \int_{q} K_{\text{NL}}(q, k - q) \left[ \phi_{g}(q) \phi_{g}(k - q) - \langle \phi_{g}(q) \phi_{g}(k - q) \rangle \right] , \quad (24) \]

with the nonlinear kernel \( K_{\text{NL}} \) parametrizing the shape of the bispectrum. This assumption neglects terms higher order in \( \phi_{g} \) that contribute to the three-point function at loop level or higher-point functions at tree level. Note that this reduces to the familiar expression for

\[ \text{See [47] for an exact treatment for including massive neutrinos for the tree matter bispectrum.} \]
primordial non-Gaussianity of the local type \( \phi(x) = \phi_g(x) + f_{NL} (\phi_g^2(x) - \langle \phi_g^2 \rangle) \) in position space when \( K_{NL} = 1 \). The above ansatz yields the bispectrum

\[
B^{\phi\phi\phi}(k_1, k_2, k_3) = 2 f_{NL} K_{NL}(k_1, k_2) P^{\phi\phi}(k_1) P^{\phi\phi}(k_2) + 2 \text{ perms},
\]

with \( \frac{9}{25} \frac{k_3^3}{2\pi^2} P^{\phi\phi}(k) = A_s (k/k_*)^{n_s-1} \). The nonlinear kernel may be expanded around the squeezed limit, where the wavenumber of a long-wavelength mode, \( k_L \), is much smaller than the two other short-wavelength modes, \( k_S \gg k_L \), as

\[
K_{NL}(k_L, k_S) = \sum_{n, J=0}^{\infty} a_{n, J} \left( \frac{k_L}{k_S} \right)^{\Delta+n} P_J(\hat{k}_L \cdot \hat{k}_S),
\]

with \( \Delta \) parametrizing the leading power-law scaling in the squeezed limit. In the context of inflationary model building, \( \Delta \) may count the number of derivatives of the self-interaction of the curvature perturbation or reflect the mass \( m \) of the particle that contributes to the bispectrum through particle production. This basis naturally captures the inflationary bispectra that arise from the exchange of spin-\( J \) particles [51–53].

The long-wavelength limit of the primordial bispectrum then leads to the scale-dependent correction \( \Delta b_\delta \) to the linear bias \( b_\delta \); e.g. for \( J = 0 \), we have

\[
\Delta b_\delta(z, k) = \frac{2 f_{NL} (b_\delta(z) - 1) \delta_c}{M(k, z)} \left( \frac{k}{q_*} \right)^{\Delta} + \cdots,
\]

where \( \delta_c \approx 1.686 \) is the critical overdensity, \( q_* \) is some reference scale, and we have only kept the leading correction in the limit \( k \to 0 \). We see that this goes as \( \Delta b_\delta \sim 1/k^{2-\Delta} \) as \( k \to 0 \), and reproduces the well-known scale-dependent bias of [55] for local non-Gaussianity with \( \Delta = 0 \). While the scaling can lie anywhere within the interval \( \Delta \in [0, 2] \) for conventional early-universe scenarios, we focus our attention to the case \( \Delta = 0 \) in this work, which is the shape that can be best constrained through this effect.\(^8\)

### 2.3 Redshift Space Distortion

An important contribution to galaxy clustering is the redshift space distortion (RSD). This arises due to peculiar velocities of galaxies, which lead to an anisotropic correction to galaxy statistics on top of the Hubble flow. This presents both a challenge and an opportunity: while extra complications must be faced to deal with the RSD, it also provides an additional means of constraining the growth of structure.

At leading order in perturbation theory, the RSD is captured by the Kaiser formula [58]

\[
\delta_g(z, k) = \delta_c b_\delta(z, k)(b_\delta + f_+(z, k) \mu^2),
\]

\(^8\)See [54] for forecasts on the galaxy bispectrum of massive spinning particles with upcoming surveys.

\(^9\)See [56, 57] for forecasts on non-Gaussianity beyond the local type from the scale-dependent bias.
where $\mu \equiv \hat{k} \cdot \hat{n}$ is defined to be the angle between $\hat{k}$ and the line-of-sight direction $\hat{n}$, and $f_+ \equiv d \log D_+/d \log a$ is the logarithmic growth function. The RSD induces non-vanishing multipole moments of the power spectrum up to quartic order in $\mu$, and allows for a measurement of the growth rate $f_+$. In particular, since massive neutrinos suppress the growth of structure at small scales, they also suppress the RSD contribution at small scales and renders $f_+$ scale dependent. An accurate measurement of the RSD can therefore provide a more accurate constraint on the total neutrino mass [59, 60].

The linear RSD also introduces the following counterterms in the galaxy power spectrum at one loop:

$$P^{gg}(k) \supset 2 f_+(z, k)(d_1 \mu^2 + d_2 \mu^4)(k^2/k_+^2)P_{11}(k), \quad (2.29)$$

with $d_1, d_2$ unfixed parameters, as well as modifying the one-loop integrals. The RSD in general gives a subleading contribution to the power spectrum on large scales for typical galaxy window functions with wide tomographic bins. The additional RSD terms at one loop then only give small corrections, and we therefore restrict ourselves to the tree-level RSD in our analysis. We also neglect other types of relativistic effects that become relevant at very large angular scales, such as the (integrated) Sachs-Wolfe effect and the Doppler shift [61–63], which give subdominant contributions compared to the RSD in the multipole ranges that we consider in this work.

### 3 Harmonic Space Analysis

While galaxies have a three-dimensional distribution, CMB lensing depends only on the line-of-sight direction and is an intrinsically two dimensional observable. Analyzing the combined statistical properties of galaxies and CMB lensing therefore requires taking their cross-correlations in two-dimensional (spherical) harmonic space.

We begin by describing projected observables in harmonic space in §3.1. We then introduce analytical tools for evaluating the angular projection integrals in §3.2, and describe the computation of the angular power spectrum and bispectrum in §3.3. New results are presented in §3.2.3, where we apply the polynomial approximation to scale-dependent integral kernels and obtain analytical formulas for approximating the angular power spectrum.

#### 3.1 Projected Observables

A projected operator $O$ along the line-of-sight direction $\hat{n}$ takes the form

$$O(\hat{n}) = \int_0^\infty d\chi W_O(\chi)O(\chi, \chi \hat{n}) = \sum_{\ell m} O_{\ell m} Y_{\ell m}(\hat{n}), \quad (3.1)$$

where $\sum_{\ell m} \equiv \sum_{\ell = 0}^\infty \sum_{-\ell \leq m \leq \ell}$. $\chi$ is comoving distance and $W_O$ is a window function for $O$, and we have expanded the operator in terms of the spherical harmonics $Y_{\ell m}$. Abusing the
notation, we will sometimes distinguish the $z$ and $\chi$ dependence of a function only by its arguments, e.g. $O(\chi, \chi \hat{n}) = O(z, \chi \hat{n})$. The orthonormality of the spherical harmonics implies that the harmonic coefficient $O_{\ell m}$ can be obtained as

$$O_{\ell m} = 4\pi i^\ell \int_0^\infty d\chi W_\ell(\chi) \int_k j_\ell(k\chi)Y_{\ell m}^*(\hat{k})\tilde{O}(z, k), \quad (3.2)$$

where we have used the plane-wave expansion $e^{ik \cdot r} = 4\pi \sum_{\ell m} i^\ell j_\ell(kr)Y_{\ell m}(\hat{k})Y_{\ell m}(\hat{r})$ to relate the harmonic coefficient to the Fourier-space operator $\tilde{O}$. In this work, we will be interested in two types of projected operators: the CMB lensing convergence $\kappa$ and tomographic galaxy overdensity $\delta_g$.

CMB lensing is an integrated measure of the gravitational potential up to the last scattering surface. It therefore probes the matter distribution in the late universe and is complementary to other tracers of the large-scale structure. More precisely, the CMB lensing potential $\psi$ is defined as an effective integrated potential along the line of sight, given by $[1, 64]$

$$\psi(\hat{n}) = -2 \int_0^\infty d\chi \frac{\chi^* - \chi}{\chi\chi^*} \Theta(\chi^* - \chi)\phi(\chi, \chi \hat{n}), \quad (3.3)$$

where $\chi^*$ is the comoving distance to the last scattering surface and $\phi$ is the three-dimensional gravitational potential related to the matter overdensity by the Poisson equation $\nabla^2 \phi = -\frac{3}{2}\Omega_m H_0^2 (1 + z)\delta$. For weak lensing, the deflection angle is given by the two-dimensional gradient of the lensing potential, $\nabla_\hat{n} \psi$. The CMB lensing convergence, defined as $\kappa(\hat{n}) \equiv -\frac{1}{2} \nabla^2_\hat{n} \psi(\hat{n})$, then captures the intensity magnification due to weak lensing. This quantity is directly related to the total matter overdensity as

$$\kappa(\hat{n}) = \int_0^\infty d\chi W_\kappa(\chi)\delta(\chi, \chi \hat{n}), \quad (3.4)$$

$$W_\kappa(\chi) \equiv \frac{3}{2} \Omega_m H_0^2 \frac{1 + z(\chi)}{H(\chi)} \frac{\chi(\chi^* - \chi)}{\chi^*} \Theta(\chi^* - \chi). \quad (3.5)$$

Although the lensing window function $W_\kappa$ has a broad kernel that extends up to $z(\chi^*) \approx 1100$, it peaks around $z \approx 2$ and is highly correlated with the galaxy distribution probed by high-redshift surveys [21].

In redshift surveys, galaxies are mapped by their angular positions on the sky and their redshifts. Due to the imprecise nature of redshift measurements, observed galaxy samples are split into tomographic bins of finite widths. The galaxy overdensity for the $i$-th tomographic
bin, denoted $\delta_g^{(i)}$ is then given by the line-of-sight projection of $\delta_g$ as\footnote{In practice, there is an additional magnification bias that arises due to the altered number of observed galaxies by gravitational lensing \cite{65, 66}. This effect can be incorporated by modifying the window function as

$$W^{(i)}(\chi) \rightarrow W^{(i)}(\chi) + (5s - 2) \int_0^{\chi} d\chi' W_{\text{s}}(\chi') \frac{dn_i}{d\chi'}, \quad (3.6)$$

which depends on the slope $s = d \log N(< m_*) / dm_*$ of the number count $N(m_*)$ as a function of the magnitude limit $m_*$ \cite{67, 68}.}

$$\delta_g^{(i)}(\hat{n}) = \int_0^\infty d\chi W_g^{(i)}(\chi) \delta_g(\chi, \chi \hat{n}), \quad (3.7)$$

$$W_g^{(i)}(\chi) = \frac{1}{n_i} \frac{dn_i}{d\chi}, \quad \hat{n}_i = \int_0^\infty d\chi \frac{dn_i}{d\chi}, \quad (3.8)$$

where $W_g^{(i)}$ is the normalized redshift distribution of galaxies in the $i$-th bin, $dn_i/dz = -H(z)dn_i/d\chi$. We provide the specific form for the underlying redshift distribution for different experiments in Appendix C.

Observables of our interest are the expectation values of products of harmonic coefficients. For $n$ operators, this takes the form

$$\langle \mathcal{O}_{\ell_1 m_1} \cdots \mathcal{O}_{\ell_n m_n} \rangle = (4\pi)^n i^{\ell_1 \cdot \cdots \cdot n} \left[ \prod_{i=1}^n \int_0^\infty d\chi_i W_\mathcal{O}(\chi_i) \int_{k_i} j_\ell(k_i \chi_i) Y_{\ell_i m_i}^*(\hat{k}_i) \right] \langle \tilde{\mathcal{O}}_1 \cdots \tilde{\mathcal{O}}_n \rangle, \quad (3.9)$$

where $i^{\ell_1 \cdot \cdots \cdot n} \equiv i^{\ell_1 + \cdots + \ell_n}$, $\tilde{\mathcal{O}}_i \equiv \tilde{\mathcal{O}}_i(z_i, k_i)$, and $j_\ell$ is the spherical Bessel function. Inside the integrand is the Fourier-space $n$-point function

$$\langle \tilde{\mathcal{O}}_1 \cdots \tilde{\mathcal{O}}_n \rangle = f_n(\{z_i, k_i\}_{i=1}^n) \times (2\pi)^3 \delta_D(k_1 + \cdots + k_n), \quad (3.10)$$

with the delta function being present as a consequence of momentum conservation. Spatial isotropy implies that $f_n$ is a function only of dot products of external momenta.

The structure of the projection integral (3.9) crucially depends on the form of $f_n$. For correlations of matter overdensity, $f_n$ takes the form

$$f_n^G(\{z_i, k_i\}_{i=1}^n) = D^n_{i=1} \delta_{p_i}(k_1) \cdots \delta_{p_n}(k_n)'', \quad (3.11)$$

$$f_n^{NG}(\{z_i, k_i\}_{i=1}^n) = M_1 \cdots M_n \langle \phi(k_1) \cdots \phi(k_n)' \rangle', \quad (3.12)$$

for Gaussian and non-Gaussian initial conditions respectively, with $M_i \equiv M(z_i, k_i)$ and $\delta_{p_i}$ the $p_i$-th order perturbative solution (2.5). To understand their momentum dependence, let us first consider the choices of $p_i$ that are required to form an $L$-loop diagram from a Gaussian initial condition. This can be done by counting the number of integrals and delta functions, which we denote by $I$ and $D$, respectively. Each $p_i$-th order solution comes with $p_i$ density fields, $p_i$ integrals, and one delta function that imposes momentum conservation for
the vertex.\textsuperscript{11} We need an even number of fields to fully contract them, after which we get a product of power spectra and delta functions with half the number of fields contracted. This implies
\[
I = \sum_i p_i, \quad D = \frac{1}{2} \sum_i p_i + n, \quad (3.13)
\]
assuming \(\sum_i p_i = \text{even}\). Reserving one delta function for the total momentum conservation, we find that the condition for having an \(L\)-loop diagram is
\[
L = 1 - D + I = 1 - n + \frac{1}{2} \sum_i p_i. \quad (3.14)
\]
It is straightforward to see that this gives us the familiar power spectra: \(\{p_1, p_2\} = \{1, 1\}\) for \(L = 0\) and \(\{1, 3\}, \{2, 2\}\) for \(L = 1\).

Invariance under spatial rotations implies that the azimuthal dependence can always be factored out, after which the physical degrees of freedom are described by the multipoles corresponding to the edges and diagonals of an \(n\)-gon [20, 69, 70]. This can be achieved by first performing all the angular integrations, which, however, can be a rather involved exercise for generic \(n, L\).\textsuperscript{12} To demonstrate this procedure, let us consider the simplest case, for which (each term that contributes to) the Fourier-space correlator takes the following factorized form
\[
\langle \tilde{O}_1 \cdots \tilde{O}_n \rangle = g_1(z_1, k_1) \cdots g_n(z_n, k_n) \int_{\mathbb{R}^3} d^3r e^{ik_1 \cdot r} \cdots e^{ik_n \cdot r}, \quad (3.16)
\]
in terms of the external magnitudes \(k_i\), where we have used the integral representation of the delta function.

Using the plane-wave expansion and performing all the angular integrations, we arrive at
\[
\langle \mathcal{O}_{\ell_1 m_1} \cdots \mathcal{O}_{\ell_n m_n} \rangle = \mathcal{G}_{m_1 \cdots m_n}^{\ell_1 \cdots \ell_n} \frac{1}{(2\pi)^n} \int_0^\infty dr r^2 I^{(1)}_{\ell_1}(r) \cdots I^{(n)}_{\ell_n}(r), \quad (3.17)
\]
where we have defined
\[
\mathcal{G}_{m_1 \cdots m_n}^{\ell_1 \cdots \ell_n} = \int_{S^2} d\Omega_\hat{r} Y_{\ell_1 m_1}(\hat{r}) \cdots Y_{\ell_n m_n}(\hat{r}), \quad (3.18)
\]
\[
I^{(i)}_{\ell}(r) = 4\pi \int_0^\infty d\chi W_\ell(\chi) \int_0^\infty dk k^2 j_\ell(k) j_\ell(kr) g_i(\chi, k). \quad (3.19)
\]
\textsuperscript{11}For \(p_i = 1\) that corresponds to the linear solution, this implies one integral with a delta function, so the overall counting (3.14), which involves taking the difference between \(I\) and \(D\), is unaffected.
\textsuperscript{12}As an example, consider the contribution \(\{p_1, \cdots, p_n\} = \{1, \cdots, 1, n - 1\}\) to the \(n\)-point tree diagram
\[
f_n^G(\{z_i, k_i\}_{i=1}^n) = (n - 1)! D_1 \cdots D_{n-1} D_n^{n-1} P_1 \cdots P_{n-1} F_{n-1}(k_1, \cdots, k_{n-1}) + (n - 1) \text{ perms}, \quad (3.15)
\]
where the SPT kernel \(F_{n-1}\) is a rational function of dot products of its arguments. For \(n \geq 4\), not all dot products can be expressed just in terms of external momentum magnitudes, which makes it nontrivial to integrate all the angular factors against the spherical harmonics. See [20, 71, 72] for studies at \(n = 4\).
We see that for a separable ansatz in Fourier space, the angular integral conveniently factorizes. The geometric factor (3.18) can be evaluated by the iterative use of the spherical harmonics product expansion

\[ Y_{\ell_1 m_1} Y_{\ell_2 m_2} = \sum_{\ell_3 m_3} G_{\ell_1 \ell_2 \ell_3} Y_{\ell_3 m_3} = \sum_{\ell_3 m_3} g_{\ell_1 \ell_2 \ell_3} \left( \begin{array}{ccc} \ell_1 & \ell_2 & \ell_3 \\ m_1 & m_2 & m_3 \end{array} \right) Y_{\ell_3 m_3} \]

\[ \equiv \sum_{\ell_3 m_3} \sqrt{\frac{(2\ell_1 + 1)(2\ell_2 + 1)(2\ell_3 + 1)}{4\pi}} \left( \begin{array}{ccc} \ell_1 & \ell_2 & \ell_3 \\ 0 & 0 & 0 \end{array} \right) \left( \begin{array}{ccc} \ell_1 & \ell_2 & \ell_3 \\ m_1 & m_2 & m_3 \end{array} \right) Y_{\ell_3 m_3}, \quad (3.20) \]

where round-bracket matrices denote the Wigner 3-\( j \) symbols.

For \( n = 2, 3 \), we have

\[ \langle O_{\ell m} O_{\ell' m'} \rangle = \delta^K_{\ell \ell'} \delta^K_{m m'} C_{\ell}^{O O'}, \quad (3.21) \]

\[ \langle O_{1, \ell_1 m_1} O_{2, \ell_2 m_2} O_{3, \ell_3 m_3} \rangle = C_{\ell_1 \ell_2 \ell_3}^{O_1 O_2 O_3}, \quad (3.22) \]

where \( \delta^K \) is the Kronecker delta. The physical degrees of freedom of the angular bispectrum are characterized by the reduced bispectrum \( b^{O_1 O_2 O_3} \), which is constrained by the triangle inequality \( |\ell_i - \ell_j| \leq \ell_k \leq \ell_i + \ell_j \) for \( i \neq j \neq k \) as well as the conditions \( m_1 + m_2 + m_3 = 0 \) and \( \ell_1 + \ell_2 + \ell_3 = \text{even} \).

### 3.2 Projection Integrals

In the previous section, we used separability in Fourier space to write the angular power spectra and bispectra in the general form (3.17). Evaluating the remaining momentum integral (3.19), however, is numerically challenging due to the presence of spherical Bessel functions in the integral kernels. Fortunately, certain approximations can be employed to greatly simplify the integrals. In this section, we review the Limber approximation and the FFTLog method for computing correlators in angular space, and explain how approximating integral kernels with polynomials can be useful for dealing with scale-dependent kernels.

#### 3.2.1 Limber Approximation

A common approach to evaluate the projection integrals is to use the Limber approximation [10]. This amounts to replacing the spherical Bessel functions as delta functions, \( j_\ell(x) \approx \sqrt{\frac{\pi}{2\ell}} \delta_D(\ell + \frac{1}{2} - x) \), in which case the two-Bessel integral can be approximated as [10, 73, 74]

\[ \int_0^\infty dk k^2 j_\ell(k\chi) j_{\ell'}(k\chi') f(k) \approx \frac{\pi}{2\chi^2} f(\ell/\chi) \times \left\{ \begin{array}{ll} \delta_D(\chi - \chi'); & \ell' = \ell, \\
\frac{\ell + 1/2}{\ell} \delta_D(\frac{\ell+1}{\ell} \chi - \chi'); & \ell' = \ell + 1, \end{array} \right. \quad (3.23) \]
in the limit $\ell \gg 1$, where we have dropped subleading terms in $1/\ell$. With this approximation, the angular power spectrum is dramatically simplified to

$$C^\ell_{\Omega \Omega'} = \int_0^\infty \frac{d\chi}{\chi^2} W_\Omega(\chi) W_{\Omega'}(\chi) P^\ell_{\Omega \Omega'}(\chi, \chi, \ell/\chi).$$  (3.24)

The validity of the Limber approximation for angular spectra at small angular scales has been well studied, see e.g. [75–78].\textsuperscript{13} However, this approximation also has a number of known drawbacks: it fails for low multipoles, narrow tomographic bins, and tomographic cross-spectra. Since these might become relevant for future surveys, it is desired to have a more accurate numerical method for computing angular spectra.

3.2.2 FFTLog

The prime difficulty in computing angular spectra has to do with the presence of highly-oscillatory Bessel functions in the projection integral (3.19), which makes its evaluation rather complicated with a brute-force numerical method. Instead, the FFTLog algorithm [16–18] provides an efficient means to evaluate the angular spectra.

The FFTLog of a function is defined essentially as its discrete Fourier transform in log-$k$ space. This decomposes the function into a sum of complex power laws instead of the usual plane waves. Taking the FFTLog of $f(\chi, k)$ over a finite interval $[k_{\text{min}}, k_{\text{max}}]$, we get

$$f(\chi, k) \simeq \sum_{n=-N_n/2}^{N_n/2} c_n(\chi) k^{-b+i\eta_n} \quad \text{with} \quad \eta_n = \frac{2\pi n}{\log(k_{\text{max}}/k_{\text{min}})},$$  (3.25)

where the coefficients $c_m$ are given by the inverse transform

$$c_n(\chi) = \frac{2 - \delta_{|n|, N_n/2}}{2N_n} \sum_{m=0}^{N_n-1} f(\chi, k_m) k_m^{-b} k_m^{-\eta_n} e^{-2\pi i m n / N_n}.$$  (3.26)

Some care needs to be taken when using this method: since the transform is over a finite interval with a finite number of sampling points, not all functions have the same convergence properties. Notice above that we have implicitly taken the FFTLog of $k^{b} f(\chi, k)$ instead of $f(\chi, k)$, with some $b \in \mathbb{R}$. This extra parameter $b$ is in principle arbitrary but can be appropriately fixed to obtain a more convergent result.

The virtue of FFTLog is that the contribution of each summand to the projection integral can now be computed analytically. For example, taking the FFTLog of $g_i(\chi, k)$ in (3.19) gives

$$I^{(i)}_\ell(r) \simeq \sum_n \int_0^\infty d\chi c_n(\chi) W_\delta(\chi) \chi^{-\nu_n} V_{\ell, \chi}^{r, \nu_n},$$  (3.27)

\textsuperscript{13}An interesting counter-example is provided by the non-Gaussian covariance of the power spectrum (corresponding to the collapsed limit of the angular trispectrum), for which the Limber approximation fails even for high multipoles [20]. This is due to the intrinsic error of the approximation being larger than the precision required for accurate cancellation amongst different contributions.
where we have defined $\nu_n \equiv 3 - b + i\eta_n$ and

$$I_\ell(\nu, w) \equiv 4\pi \int_0^\infty dx \, x^{\nu-1} j_\ell(x) j_\ell(wx)$$

$$= \frac{2^{\nu-1} \pi^2 \Gamma(\ell + \frac{\nu}{2})}{\Gamma(3\nu/2) \Gamma(\ell + 3/2)} \, w^\ell \, _2F_1 \left[ \frac{\nu-1}{2}, \ell + \frac{\nu}{2}; \ell + \frac{3}{2}; w^2 \right] \quad (|w| \leq 1), \quad (3.28)$$

with $_2F_1$ the Gauss hypergeometric function. The answer for $|w| > 1$ can be obtained by $I_\ell(\nu, w) = w^{-\nu} I_\ell(\nu, \frac{1}{w})$. Note that the formula (3.28) is exact, meaning that unlike the Limber approximation the calculation is valid for any $\ell$, as long as the expansion in (3.25) converges in the first pace. Another nice feature of FFTLog is that $_2F_1$ has well-known analytic properties and admits fast-converging series representations, suitable for numerical evaluation. Efficient algorithms for evaluating the Gauss hypergeometric function in this context are provided in detail in [16, 17].

### 3.2.3 Polynomial Approximation

In order for the above method to work, it is necessary that the $\chi$- and $k$-dependent parts of the projection integral are factorized, so that the momentum integral can be done analytically. While this can be accomplished by allowing the coefficients $c_m$ to be $\chi$ dependent as in (3.25), we will find it more convenient to impose factorization first and then take the FFTLog of the purely $k$-dependent part.

For the power spectrum with massive neutrinos, the $k$-$\chi$ coupling comes from the linear growth function $D_+$ as well as its logarithmic derivative $f_+$ present in the RSD term. Since these are relatively smoothly varying functions of $\chi$ for a fixed $k$, it is possible to approximate them with a low-degree polynomial in $\chi$. To this end, we employ the following polynomial approximation scheme:

$$F(k, \chi) \simeq \sum_{p=0}^{N_{\text{poly}}} w_p^F(k) \chi^p, \quad (3.29)$$

where the function $F$ will be some combination of $D_+$, $f_+$, and the window function $W_\Omega$; for $F = W_\kappa$, its coefficients will be $k$ independent. To demonstrate the validity of this approximation, we show in Fig. 1 polynomial fits to $D_+$ as a function of $k$ for different redshifts and $W_\kappa$ as a function of $\chi$. We see that even cubic polynomials are sufficient to keep the error level down to $O(1\%)$ for $D_+$, while $O(10)$ terms is needed for a percent-level convergence of $W_\kappa$.

The expansion (3.29) allows us take the FFTLog of a purely $k$-dependent function, which usually involves the combination $w_k^F(k) P^{\Omega \Omega}(k)$. As we explain in Appendix D, the remaining

---

14See [79] for a similar prescription of using a polynomial approximation in the presence of massive neutrinos, taken at the level of the density field.
calculation then essentially boils down to evaluating integrals of the form

$$\int d\chi \chi^{\alpha-1} \int d\chi' \chi'^{\beta-1} I_\ell(v, \frac{\chi}{\chi'}),$$

(3.30)

with $\alpha, \beta \in \mathbb{C}$. Since $I_\ell$ is given by the hypergeometric $2F_1$, integrating it against power-law functions is straightforward, and gives the result in terms of the generalized hypergeometric function $3F_2$—another numerically-friendly special function. This provides a fully analytic way of computing angular power spectra, which in general outperforms numerical integration methods for doing the $\chi-\chi'$ integrals. We refer the interested reader to Appendix D for technical details of this approach.

### 3.3 Angular Polyspectra

In this section, we further elaborate on the FFTLog method and describe its application to our main observables: angular power spectra and bispectra.

#### 3.3.1 Angular Power Spectra

The angular power spectrum, defined in (3.21), can be expressed as

$$C_\ell^{\Omega\Omega'} = \frac{1}{2\pi^2} \int_0^\infty d\chi W_{\Omega}(\chi) \int_0^\infty d\chi' W_{\Omega'}(\chi') I_\ell^{\Omega\Omega'}(\chi, \chi'; 0),$$

(3.31)
with \( I_{\ell}^{\text{OO'}} = I_{\ell \ell'}^{\text{OO'}} \). As described in the previous section, the computation can be proceeded with either FFTLog or Limber’s method. As an illustration, Fig. 2 shows a comparison of the angular power spectra of galaxies and CMB lensing using the two methods, using a Gaussian window function \( W_g \propto e^{-(z-\bar{z})^2/2\sigma_z^2} \) at \( \bar{z} = 1, 1.2 \). Although the two methods appear to agree very well for the large chosen width \( \sigma_z = 0.1 \), it is apparent that the Limber-approximated galaxy power spectra start to deviate from the exact ones computed with FFTLog at low \( \ell \). This choice of \( \sigma_z \) reflects the expected size of redshift measurement errors for upcoming photometric surveys such as LSST (See Appendix C). For CMB lensing, the Limber approximation remains highly accurate due to its very wide window function. We will quantify the difference between the two methods in parameter estimation in Section 4.

It is straightforward to implement the linear Kaiser effect (2.28) in angular space by noting that \( \mu \to i k^{-1} \partial_x \). For example, the coupling integral for the galaxy-matter power spectrum at tree level in the presence of the RSD is

\[
I_{\ell}^{gm}(\chi, \chi'; 0) = 4\pi \int_0^\infty dk k^2 (b_\delta j_\ell(k\chi) - f_\perp(k, \chi) j''_\ell(k\chi')) j_\ell(k\chi') P_{mm}(\chi, \chi', k).
\]

We may express \( j''_\ell \) as a linear combination of \( j_\ell \) and \( j_{\ell+1} \), after which we get

\[
I_{\ell}^{gm}(\chi, \chi'; 0) = (1 + b_\delta) I_{\ell}^{mm}(\chi, \chi'; 0) - \frac{\ell(\ell - 1)}{k^2 \chi^2} I_{\ell}^{mm}(\chi, \chi'; -2) + \frac{2}{k\chi} I_{\ell+1}^{mm}(\chi, \chi'; 0).
\]

Making a similar replacement for \( P_{gg} \) results in a total of 9 terms. Another way of dealing with the RSD, which happens to be more convenient for window functions with vanishing contributions at the boundaries, is to integrate by parts so that the derivatives of the Bessel functions instead act on the \( \chi \) integrand. Doing this requires first putting the \( \chi \) and \( k \) integrals in a factorized form, which can be achieved with the polynomial approximation described in the previous section.

### 3.3.2 Angular Bispectra

Many physical tree bispectra can be expressed as a sum over separable terms of the form (3.16). The reduced angular bispectrum can then be represented as

\[
b_{\ell_1 \ell_2 \ell_3}^{O_1 O_2 O_3} = \sum_{p_1 p_2 p_3 n_2 n_3} \sum_{n_1 n_2 n_3} c_{n_1 n_2 n_3} \ell_{\ell_1 \ell_2 \ell_3}^{O_1 O_2 O_3}.
\]

\[\text{\textsuperscript{15}}\text{In the plane-parallel (distant-observer) approximation, the mapping between the redshift- and real-space coordinates, } s \text{ and } x, \text{ is given by } s = x - f_\perp(u \cdot \hat{n}) \hat{n} \text{, where } u \equiv -\nu/Hi. \text{ Using this relation and taking the Fourier transform of the redshift-space density field gives } [80] \]

\[
\delta_s(k) = \int d^3 x \ e^{ik \cdot x} e^{-i f_\perp \hat{n} \cdot \nabla} (\delta(x) + f \hat{n} \cdot \nabla (u \cdot \hat{n})).
\]

This is a fully nonlinear density field in the plane-parallel approximation, whose leading-order expansion gives the Kaiser effect. The higher-order terms can be treated perturbatively, and its implementation in angular space was studied recently in [81].
Figure 2: Shapes of tree power spectra computed using FFTLog (solid lines) and the Limber approximation (dashed lines). We set $b_\delta = 1$ and use the Gaussian window function with $\bar{z} = 1, 1.2$ and $\sigma_z = 0.1$ for galaxy overdensities denoted by $g_1$ and $g_2$, respectively.

\[
\times \int_0^\infty dr r^2 I_{\ell_1}^{O_1O_3}(r; n_1, p_1, p_3) I_{\ell_2}^{O_2O_3}(r; n_2, p_2, p_4) I_{\ell_3}^{O_3}(r; n_3, p_3, p_4) + 2 \text{ perms},
\]

where $c_{n_1n_2n_3}^{O_1O_2O_3}$ are constants and

\[
I_{\ell}^{O'O'}(r; n, p, q) \equiv 4\pi \int_0^\infty d\chi \chi^p W_{O_\chi}(\chi) \int_0^\infty dk k^{2+n} j_\ell(kr) j_\ell(k\chi) \omega_p(k) \omega_q(k) P^{O'O'}(k),
\]

\[
I_{\ell}^{O}(r; n, p, q) \equiv 4\pi \int_0^\infty d\chi \chi^{p+q} W_{O_\chi}(\chi) \int_0^\infty dk k^{2+n} j_\ell(kr) j_\ell(k\chi).
\]

Note that we have expanded the scale-dependent growth function as $D(k, \chi) = \sum_p \omega_p(k) \chi^p$ to preserve the desired separable form of the bispectra, as explained in Section 3.2.3. We have also defined the dressed window function

\[
W_{O_\chi}(\chi) \equiv \begin{cases} b_\delta(\chi) W_g(\chi) & O = g, Q \in \{\delta, \delta^2, G_2\}, \\ W_\kappa(\chi) & O = \kappa, \end{cases}
\]

that includes redshift-dependent bias parameters. For Gaussian initial conditions, this can be done by expressing the Fourier-space bispectra (2.18)–(2.21) in a separable form using

\[
L_2(k_1, k_2) = -\frac{1}{2} + \frac{k_1^2}{2k_2^2} + \frac{k_2^2}{2k_1^2} - \frac{k_1^2}{2k_2^2} - \frac{k_2^2}{2k_1^2} + \frac{k_3^4}{4k_1^2k_2^2},
\]

\[
F_2(k_1, k_2) = \frac{5}{14} - \frac{5}{28} \left( \frac{k_1^2}{k_2^2} + \frac{k_2^2}{k_1^2} \right) + \frac{3}{28} \left( \frac{k_3^2}{k_1^2} + \frac{k_3^2}{k_2^2} \right) + \frac{k_3^4}{14k_1^2k_2^2}.
\]

Due to high/low powers of each momentum, the individual $k$-integrals may naively seem divergent in the ultraviolet/infrared regimes, even though a careful regularization will render...
the final bispectrum finite. These spurious divergences arise due to the fact that we have changed the order of integrations so that the radial integration that imposes momentum conservation is performed last, as a result of which we are keeping track of unphysical momentum configurations in the intermediate steps [82].

To deal with this issue, it is convenient to shift powers of momenta between different integrals prior to numerical evaluation by the use of the differential operator [16, 18]

\[
D_\ell(r) \equiv -\partial_r^2 - \frac{2}{r} \partial_r + \frac{\ell(\ell + 1)}{r^2}, \quad D_\ell(r) j_\ell(kr) = k^2 j_\ell(kr).
\]  

For example, we can lower two powers of \( k_1 \) by integrating this operator by part as

\[
\int_0^\infty \! dr r^2 I_{\ell_1}^{O_1O_3}(r; n_1) I_{\ell_2}^{O_2O_3}(r; n_2) I_{\ell_3}^{O_3}(r; n_3) = \int_0^\infty \! dr r^2 I_{\ell_1}^{O_1O_3}(r; n_1 - 2) D_{\ell_1}(r) \left[ I_{\ell_2}^{O_2O_3}(r; n_2) I_{\ell_3}^{O_3}(r; n_3) \right].
\]

The radial derivative operator \( D_\ell(r) \) can then be taken analytically by

\[
D_\ell(r) \left[ I_{\ell_2}^{O_2O_3}(r; n_2) I_{\ell_3}^{O_3}(r; n_3) \right] = I_{\ell_2}^{O_2O_3}(r; n_2 + 2) I_{\ell_3}^{O_3}(r; n_3) + I_{\ell_2}^{O_2O_3}(r; n_2) I_{\ell_3}^{O_3}(r; n_3 + 2) - \frac{\ell(\ell + 1)}{r^2} I_{\ell_2}^{O_2O_3}(r; n_2) I_{\ell_3}^{O_3}(r; n_3) - 2 \partial_r I_{\ell_2}^{O_2O_3}(r; n_2) \partial_r I_{\ell_3}^{O_3}(r; n_3),
\]

\[16\] Recall that the outer \( r \) integral is precisely the radial part of the integral representation of the momentum-conserving delta function; c.f. (3.16).
and using the identity \( \partial_r j_\ell(kr) = \frac{\ell}{r} j_\ell(kr) - kj_{\ell+1}(kr) \) for the linear derivative term (see Appendix A of [20]).\(^\text{17}\) Because the \( r \) integrand is a smoothly-varying function for typical window functions, the derivatives may also be taken numerically.

A comparison of the bispectra of galaxies and CMB lensing using the Limber approximation and with the FFTLog method is shown in Fig. 3, for equilateral configurations (\( \ell_1 = \ell_2 = \ell_3 \)) and \( b_8 = 1, b_{g2} = b_{G2} = 0 \). As with the power spectrum case, the Limber approximation works well for CMB lensing, but it breaks down for galaxy spectra at low \( \ell \). In particular, the galaxy cross-spectrum flips its sign at low \( \ell \), which is not captured by the Limber approximation. More details on how these differences affect parameter constraints will be given in Section 4.

Similar considerations hold for angular bispectra from non-Gaussian initial conditions. The matter bispectrum for the local-type non-Gaussianity—Eq. (2.25) with \( K_{\text{NL}} = 1 \)—is in a manifestly separable form. The corresponding angular bispectrum is then given by

\[
b_{\ell_1 \ell_2 \ell_3}^{\Omega \Omega \Omega} = 2 f_{\text{NL}} \int_0^\infty dr \int_0^\infty d\chi \tilde{I}_{\ell_1}^{\Omega \Omega}(r;0) \tilde{I}_{\ell_2}^{\Omega \Omega}(r;0) \tilde{I}_{\ell_3}^{\Omega \Omega}(r;0) + 2 \text{ perms},
\]

where

\[
\tilde{I}_\ell^{\Omega \Omega}(r; n) = 4\pi \int_0^\infty d\chi \tilde{W}_{\Omega}(\chi) \int_0^\infty dk k^{2+n} j_\ell(kr) j_\ell(k\chi) M(\chi,k) P_{\phi \phi}(k),
\]

\[
\tilde{I}_\ell^{\Omega}(r; n) = 4\pi \int_0^\infty d\chi \tilde{W}_{\Omega}(\chi) \int_0^\infty dk k^{2+n} j_\ell(kr) j_\ell(k\chi) M(\chi,k),
\]

and \( \tilde{W}_{\Omega} \) is the same as \( W_{\Omega} \) in (3.39) with the restriction \( Q = \delta \). We see that (3.47) has the same structure as (3.36) modulo the growth function dependence.

\(^{17}\)In [16, 18], they instead considered \( D_\ell(k_\chi) \) on \( j_\ell(k_\chi) \) and integrated it by part to act on the window function as

\[
I_\ell^{\Omega \Omega'}(r; n) = 4\pi \int_0^\infty d\chi [\tilde{D}_\ell W_{\Omega}](\chi) \int_0^\infty dk k^n j_\ell(kr) j_\ell(k\chi) D_{\phi \phi}(\chi,k) P_{\phi \phi}^{\Omega \Omega'}(k) + \text{BT},
\]

where \( \text{BT} \) denotes boundary terms and

\[
\tilde{D}_\ell(\chi) \equiv -\partial_\chi^2 + \frac{2}{\chi} \partial_\chi + \frac{\ell(\ell+1) - 2}{\chi^2} = D_\ell(\chi) + \frac{4}{\chi} \partial_\chi - \frac{2}{\chi^2}.
\]

This representation is useful for smooth window functions with vanishing boundary terms. Note, in contrast, that there are no boundary terms in (3.43).
Summary of new results

- Applied the polynomial approximation (3.29) to scale-dependent line-of-sight kernels. For each tomographic bin, as less as three terms are typically sufficient to reach convergence at the level of $O(1\%)$, while the CMB lensing kernel requires about 15 terms.
- Derived fully analytic formulas for computing angular power spectra by combining the polynomial approximation and FFTLog. These are expressed in terms of the generalized hypergeometric functions $3F_2$ and the details are provided in Appendix D.

4 Parameter Forecasts

In this section, we use the standard Fisher methodology to forecast constraints on cosmological parameters. We first provide the details of the Fisher analysis of angular power spectra and bispectra in §4.1. We then present our forecast results for LSST and CMB-S4 in §4.2. The experimental specifications and the results for other galaxy surveys can be found in Appendix C.

4.1 Fisher Methodology

We use the Fisher matrix formalism [83] to obtain constraints on cosmological parameters and analyze the degeneracies between them. We consider the following set of parameters in

| Parameter | Meaning | Fiducial |
|-----------|---------|----------|
| $H_0$     | Hubble parameter at $z = 0$ [km/s/Mpc] | 67.4 |
| $\omega_c$ | Cold dark matter density at $z = 0$, $\omega_c = \Omega_c h^2$ | 0.120 |
| $\omega_b$ | Baryon density at $z = 0$, $\omega_b = \Omega_b h^2$ | 0.0224 |
| $10^9 A_s$ | Scalar amplitude at $k_* = 0.05$ Mpc$^{-1}$ | 2.100 |
| $n_s$      | Spectral tilt | 0.965 |
| $\tau$    | Optical depth | 0.054 |
| $M_\nu$   | Total neutrino mass [meV] | 60 |
| $f_{NL}$  | Local non-Gaussianity amplitude | 0 |

**Table 1**: List of parameters of the reference $\nu$CDM+$f_{NL}$ cosmology and their fiducial values, taken from [7].
our analysis:

\[
\lambda = \{H_0, \omega_c, \omega_b, A_s, n_s, \tau\} \cup \{M_\nu, f_{NL}\} \cup \bigcup_{i=1}^{N_z} \{\bar{b}^{(i)}_1, \bar{b}^{(i)}_2, \bar{b}^{(i)}_3, \bar{b}^{(i)}_4\}.
\]  (4.1)

The physical cosmological parameters—the six parameters of the flat ΛCDM cosmology and two additional parameters for non-minimal scenarios—and their fiducial values are summarized in Tab. 1. The index \(i\) for the nuisance parameters runs over tomographic bins, \(1, \ldots, N_z\), and \(\bar{b}^{(i)}_O\) parameterizes the amplitude of the bias operator \(O\) in the \(i\)-th tomographic bin. More precisely, the tomographic bias coefficients are expressed as \(\bar{b}^{(i)}_O b^{(i)}_O(z)\), where \(b^{(i)}_O(z)\) are fixed according to some fiducial redshift dependence, while \(\bar{b}^{(i)}_O\) are treated as free parameters. For \(b_8\), we fix its fiducial value according to the model chosen for each experiment. For the higher-order biases, we use the fitting formulas obtained from N-body simulations [84] to write them as functions of the linear bias; see Appendix A for details. Note that the bias \(b_{\Gamma_3}\) is not present in (4.1): it turns out that this is nearly degenerate with the other parameters (see e.g. [85, 86]), and hence we choose not to vary it. Although the bias/EFT parameters are interesting from the perspective of understanding the nonlinear galaxy formation process, we will eventually marginalize over them as our main interest is in obtaining constraints on the cosmological parameters.

In our Fisher analysis, we will only consider the leading contributions to the covariance matrix by only keeping its Gaussian (disconnected) part; that is, we assume that the density fields are Gaussian in the noise. This means that we neglect higher-order terms from connected four- and six-point correlation functions that give subleading contributions to the covariance in (4.5) and (4.7), respectively. These corrections have not yet been fully computed for galaxy statistics in the harmonic space (but see [20, 87]), and their impact on parameter constraints remains to be studied.

### 4.1.1 Power Spectrum

Here we present the details of the Fisher matrix for angular power spectra. LSST has an effective redshift coverage of \([0, 7]\), which we split into \(N_z\) bins. The set of observables is then

\[
\mathcal{O} \in \{\delta^{(1)}_g, \delta^{(2)}_g, \ldots, \delta^{(N_z)}_g, \kappa\}.
\]  (4.2)

For the power spectrum, we then have \(N_z + 1\) auto-spectra, \(M\) \(gg\) cross-spectra (with \(M\) depending on the overlap between different window functions, to be specified), and \(N_z\) \(g\kappa\) cross-spectra; this gives a total of \(2N_z + M + 1\) two-point observables to consider.

In our main forecast, we use the same redshift bin decomposition as in [22] with edges given by the set \(\{0, 0.2, 0.4, 0.6, 0.8, 1, 1.2, 1.4, 1.6, 1.8, 2, 2.3, 2.6, 3, 3.5, 4, 7\}\). We then take photometric redshift errors of LSST into account by convolving each non-overlapping tomographic bin with a Gaussian error kernel with width \(\sigma_z = 0.05(1 + z)\); see Fig. 4 and
Figure 4: Angular power spectra of the reference cosmology with LSST window function of 16 tomographic bins. The solid lines show the galaxy and CMB lensing auto- and cross-spectra at tree level. The horizontal dashed lines show the shot noise corresponding to different tomographic bins. We use the FFTLog method to compute the power spectra up to $\ell_L$ that corresponds to $k_L = 0.05 \, h \, \text{Mpc}^{-1}$, and use the Limber approximation for $\ell > \ell_L$. The dashed gray line shows the lensing reconstruction noise for CMB-S4.

Appendix C for details. These redshift errors induce nonzero overlaps between different tomographic bins, resulting in non-negligible tomographic cross-spectra. For $gg$ cross-spectra, we find it sufficient to include correlations between $\delta_g^{(i)}$ and $\delta_g^{(j)}$ with $|i - j| \leq 2$, i.e. those between adjacent bins and next-to-adjacent ones. In this case, there are $M = 2N_z - 3$ such cross-spectra, and the total number of two-point observables (including $\kappa\kappa, g\kappa$ and $gg$ auto-spectra) that we consider is $4N_z - 2 = 62$.

We model the covariance between two power spectra as

$$C_{\ell}^{X'Y',X''Y''} = \frac{1}{f_{\text{sky}}} \frac{1}{2\ell + 1} \left[ \left( C_{\ell}^{X'X'} + \delta_{X'X'} N_{\ell}^{X'} \right) \left( C_{\ell}^{Y'Y'} + \delta_{Y'Y'} N_{\ell}^{Y'} \right) + \left( X' \leftrightarrow Y' \right) \right],$$  \hspace{1cm} (4.3)

where $X, Y \in \mathcal{O}$ and $f_{\text{sky}}$ is the sky fraction observed. The noise spectra $N_{\ell}^{X}$ contribute only for auto-spectra, and it is given by either the lensing reconstruction noise for $X = \kappa$ or the shot noise

$$N_{\ell}^{g^{(i)}} = \left( \frac{dn_i}{dz} \right)^{-1},$$  \hspace{1cm} (4.4)

where $dn_i/dz$ is the galaxy number density in the $i$-th bin.
The Fisher matrix for angular power spectra is given by
\[
F^2_{\alpha\beta} = \sum_{X,Y} \sum_{X',Y'} \sum_{\ell} \frac{\partial C_{\ell}^{XY}}{\partial \lambda_\alpha} \left( C^{-1}\ell \right)^{X'Y'}_{\ell} \frac{\partial C_{\ell}^{XX'}}{\partial \lambda_\beta} \left( C^{-1}\ell \right)^{XY'}_{\ell} \tag{4.5}
\]
We often also include the CMB temperature and polarization data, which we assume to be an independent source of statistical information. This is done by allowing the components to run over $X,Y \in \{ T, E \}$, with $N^T_{\ell}$ given by the instrumental noise spectra for the CMB temperature $T$ and $E$-mode polarization measurements. For Gaussian beams, the noise spectra are typically modeled as
\[
N^T_{\ell} = \Delta_T^2 e^{\ell(\ell+1)/\ell_b^2}, \tag{4.6}
\]
where $\Delta_T$ is the detector noise level and $\ell_b \equiv \sqrt{8\log 2}/\theta_b$, with $\theta_b$ the full width at half maximum of the beam.

### 4.1.2 Bispectrum

As with the power spectrum case, we count cross-bispectra based on the amount of the overlap between tomographic bins. For the LSST photometric window functions with 16 bins, we include any $(i_1, i_2, i_3)$-bin spectra that satisfy $|i_a - i_b| \leq 2$ for $a, b \in \{1, 2, 3\}$. In this case, the number of $\delta_\xi \delta_\eta \delta_\zeta$, $\delta_\xi \delta_\eta \kappa$, $\delta_\xi \kappa \kappa$, and $\kappa \kappa \kappa$ bispectra are $6N_z - 8$, $3N_z - 3$, $N_z$, and 1, respectively, giving a total of $10(N_z - 1) = 150$ three-point observables to consider.

The Fisher matrix for angular bispectra is given by [88, 89]
\[
F^{3pt}_{\alpha\beta} = \frac{f_{\text{sky}}}{6} \sum_{X,Y,Z} \sum_{X',Y',Z'} \sum_{\ell_1 \ell_2 \ell_3} g_{\ell_1 \ell_2 \ell_3}^2 \frac{\partial B_{\ell_1 \ell_2 \ell_3}^{XYZ}}{\partial \lambda_\alpha} (D^{-1})_{\ell_1}^{X'Y'} (D^{-1})_{\ell_2}^{Y'Z'} (D^{-1})_{\ell_3}^{Z'X} \frac{\partial B_{\ell_1 \ell_2 \ell_3}^{X'Y'Z'}}{\partial \lambda_\beta}, \tag{4.7}
\]
where $X,Y,Z \in O$, the geometric factor $g_{\ell_1 \ell_2 \ell_3}$ was defined in (3.20), and $(D^{-1})_{\ell}^{X'Y'}$ is the inverse of $D_{\ell}^{X'Y'} \equiv C_{\ell}^{X'Y'} + \delta_{X'X'}N_{\ell}^{X}$. Rotational invariance and parity imply that we only get non-vanishing contributions when the sum of three multipoles is an even number, i.e. when $\frac{1}{2}(\ell_1 + \ell_2 + \ell_3) \in \mathbb{Z}$. This allows us to restrict the sum over multipoles to configurations with $\ell_1 \geq \ell_2 \geq \ell_3$, multiplied by appropriate symmetry factors.

To facilitate the computation of (4.7), we choose to sample the bispectra with a linear bin-width $\Delta \ell = 8$, with $\ell_{\text{min}} = 20$. We then approximate the Fisher matrix by the rescaling
\[
F^{3pt}_{\alpha\beta} \approx \frac{n_{\text{total}}}{n_{\text{sample}}} F^{3pt}_{\alpha\beta, \text{sample}}, \tag{4.8}
\]
where $n_{\text{total}}$ is the total number of possible multipole configurations, $n_{\text{sample}}$ is the number of the non-vanishing sampled configurations, and $F^{3pt}_{\alpha\beta, \text{sample}}$ is the Fisher matrix obtained by summing over the sampled bispectra. We make a further simplification by neglecting the galaxy cross-bispectra in the derivative part of the Fisher matrix while keeping them in the covariance matrix. Details on why this is reasonable will be given in §4.2.7.

---

\[18\] When including parity-odd observables such as the $B$-mode polarization, it is possible to construct parity-conserving bispectra for odd $\frac{1}{2}(\ell_1 + \ell_2 + \ell_3)$ [90, 91].
Table 2: Forecasted 1σ marginalized errors on the parameters of the reference $\nu\Omega_{\Lambda}CDE + f_{NL}$ cosmology for LSST combined with CMB-S4. We use $C^{gg}, B^{ggg}$ for the constraints from LSST and unlensed $C^{TT}, C^{TE}, C^{EE}$ for CMB temperature and polarization (T&P). For combinations between two experiments, we also include cross-correlations between galaxies and CMB lensing: $C^{g\kappa}, C^{\kappa\kappa}, B^{gg\kappa}, B^{g\kappa\kappa}, B^{\kappa\kappa\kappa}$. “PS” and “B” refer to the one-loop power spectra with $k_{\text{max}} = 0.3\ h\text{Mpc}^{-1}$ and the tree bispectra with $k_{\text{max}} = 0.1\ h\text{Mpc}^{-1}$, respectively.
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### 4.2 Forecast Results for CMB×LSS

In this section, we present the results of our forecast on cosmological parameters using the Fisher formalism just described. Here we focus on the combination of two forthcoming experiments: CMB-S4 [3, 4] and LSST [5]. The results for other galaxy surveys as well as a summary of the experimental specifications are given in Appendix C.

We compute angular spectra using a hybrid approach: we use FFTLog for low $\ell$ (for $\ell < k_{L\chi}(\bar{z}_i)$ with $k_L = 0.05\ h\text{Mpc}^{-1}$ and $\bar{z}_i$ the mean redshift of the $i$-th bin) and the Limber approximation for high $\ell$ up to $\ell_{\text{max}}(z) = k_{\text{max}}\chi(\bar{z}_i)$. The one-loop corrections to power spectra markedly contribute only at high $\ell$ and are therefore computed with the Limber approximation. We do not separate the baryon acoustic oscillation (BAO) from the broadband shape, but instead vary the whole power spectra and bispectra in our forecast. We choose $k_{\text{max}} = 0.1\ h\text{Mpc}^{-1}$ and $k_{\text{max}} = 0.3\ h\text{Mpc}^{-1}$ for tree and one-loop spectra, respectively, based on the fact that the SPT framework starts to break down at $k \simeq 0.1\ h\text{Mpc}^{-1}$ and $z = 0$ [92], while one-loop predictions of EFTofLSS agree well with simulations up to $k \simeq 0.3\ h\text{Mpc}^{-1}$ [93–95]. We use the same $k_{\text{max}}$ for the entire redshift range that we consider, which is a conservative choice given that perturbations are less nonlinear at higher redshifts.

Table 2 presents the forecasted 1σ constraints from CMB-S4 and LSST on parameters of the reference $\nu\Omega_{\Lambda}CDE + f_{NL}$ cosmology (see also Fig. 5 for a more direct visualization on the constraints on $M_\nu$ and $f_{NL}$). Our result shows that it is possible to reach $\sigma(M_\nu) = 21\ meV$ from the power spectrum information alone and $\sigma(M_\nu) = 12\ meV$ when further adding the bispectrum information. Since the inverted hierarchy of neutrino masses requires $M_\nu \geq$
100 meV, we see that the combination of these two experiments will be capable of ruling out the inverted hierarchy at about 4σ confidence if $M_\nu \simeq 60$ meV. It is worth mentioning that these constraints do not assume any prior information on the optical depth. Our results should be compared to that of [22], which showed that the cross-spectra between galaxies from LSST and CMB lensing from CMB-S4 can reach $\sigma(M_\nu) = 68$ meV without any prior information on the optical depth. (To be more precise, this corresponds to the LSST Gold galaxy sample with non-overlapping tomographic bins and tree-level power spectra with $k_{\text{max}} = 0.1 h$ Mpc$^{-1}$.) We improve upon this result by a factor of 5, which mainly comes from both adding the one-loop corrections to power spectra, which enables us to extend $k_{\text{max}}$ to $0.3 h$ Mpc$^{-1}$ from $0.1 h$ Mpc$^{-1}$, and adding the bispectrum information. Also, we see that the constraints on the local non-Gaussianity amplitude $\sigma(f_{\text{NL}}) \simeq 1$ will be achievable, which is about a factor of 5 improvement over the current constraint from Planck [8].

Figure 6 shows the 1σ and 2σ contours, showing correlations between different parameters. We see that when adding bispectra, the parameter constraints improve by a factor of 3 for $M_\nu$ and a factor of 2 for the rest the parameters. In turn, adding galaxy and CMB lensing cross-correlations improves the results by twofold for most parameters, except for $n_s$ and $A_s$ whose constraints improve by factors of 4 and 8, respectively. Because including CMB lensing strongly breaks the degeneracy between $A_s$ and the linear bias $b_8$, it significantly improves the constraint on $A_s$. Similar results can also be found in [21], in which they show that the precision of $\sigma_8$ improves by more than a factor of 10 with cross-correlations of CMB lensing.

4.2.1 CMB Lensing

CMB lensing serves as a tracer for the underlying matter density field. By cross-correlating it with a galaxy survey, we can circumvent the cosmic variance limited by the survey volume, and also partially cancel the degeneracy between different cosmological parameters. The idea
Figure 6: Forecasted 1σ and 2σ constraints on the parameters of the reference $\nu$CDM + $f_{NL}$ cosmology for LSST combined with CMB-S4. The blue contours represent the constraints from the galaxy one-loop power spectrum, and the yellow contours represent the constraints including the galaxy tree bispectrum. The red contours also include the cross-power spectra and cross-bispectra between galaxies and CMB lensing. All three cases include the CMB temperature and polarization power spectra from CMB-S4. We use $k_{\text{max}} = 0.1\,\text{hMpc}^{-1}$ for tree and $k_{\text{max}} = 0.3\,\text{hMpc}^{-1}$ for one-loop spectra. The dashed lines indicate the fiducial values of parameters given in Tab. 1. ($H_0$ is in units of $\text{km/s/Mpc}$ and $M_{\nu}$ is in units of eV.)
behind this is simply that by making use of two different tracers, we can partially cancel the random processes that form the same underlying density field [96]. For this to occur, it is important that the two experiments observe the same patch of the sky, so that their measured spectra are correlated.

As a consequence, the parameter constraints show a marked improvement with the addition of cross-correlations between CMB lensing and galaxies. First, it is well known that $g \kappa$ cross-correlations can help breaking the degeneracy between the amplitude parameters $A_s$ and $b_8$ of the tree galaxy power spectrum, since $C^{gg} \propto b_8^2 A_s$ and $C^{g\kappa} \propto b_8 A_s$. Indeed, we see that adding CMB lensing cross-correlations has a significant effect on measurements of $A_s$: we obtain an improvement factor 7 and 8 on its constraint, when adding the cross power spectra and bispectra, respectively. In addition, we obtain a factor of 3 and 2 improvement in the constraint on $M_\nu$ upon inclusion of the cross power spectra and bispectra, respectively, compared to galaxy-only correlations. A slightly less, about 50% error reduction is instead seen for the $f_{NL}$ constraint. This is partly because galaxy-only spectra, being proportional to higher powers of the scale-dependent galaxy bias $\delta_g$ than cross-spectra, have a stronger dependence on $f_{NL}$.

### 4.2.2 One-Loop Power Spectrum

Adding the one-loop corrections to the matter power spectrum generally has two competing effects. First, they introduce 4 new nuisance bias parameters, which, when marginalized over, result in degradation of overall constraints. At the same time, however, the new shape dependences they introduce can help breaking the degeneracies between certain parameters. For example, the linear bias and the scalar amplitude are fully degenerate at tree level because $P_{\text{tree}}^{gg} \propto b_8^2 A_s$, whereas at one loop there are additional terms proportional to $b_8^2 A_s^2$. Moreover, extending the theory to one loop allows us to increase the maximum wavelength $k_{\text{max}}$ up to which we can trust perturbation calculations, allowing access to an increased number of useful Fourier modes. The combined effect then generally depends on the value of $k_{\text{max}}$.

In our analysis, we set $k_{\text{max}} = 0.1 \, h\, \text{Mpc}^{-1}$ for tree power spectra and $k_{\text{max}} = 0.3 \, h\, \text{Mpc}^{-1}$ for one-loop power spectra. With this choice, we find that the loop corrections improve the constraints roughly by a factor of 2.5 for $M_\nu$, a factor of 8 for $A_s$, and a factor between 1–2 for the rest of the parameters, as shown in Fig. 7.

A similar but stronger conclusion was reached in [97] regarding the impact of adding the one-loop galaxy power spectrum, which showed about a factor of 5 improvement on the neutrino mass constraint for a forecast conducted in momentum space. Although the different modeling makes a direct comparison difficult, in general it is expected that we gain less number of quasi-nonlinear modes in angular space as we increase $k_{\text{max}}$, since these modes are restricted to the 2D projected surfaces perpendicular to the line of sight. To recover the full 3D information, it is necessary to simultaneously reduce the redshift uncertainty $\Delta z$ to have roughly the same size as the smallest wavelength we can probe, given by $k_{\text{max}}$ [98]. We have used the same tomographic binning scheme for both tree and one-loop power spectra in
**Figure 7**: Forecasted 1\(\sigma\) and 2\(\sigma\) constraints on the parameters of the reference \(\nu\Lambda\)CDM + \(f_{NL}\) cosmology for LSST combined with CMB-S4. The two types of purple contours compare constraints between tree and one-loop power spectra, whereas the yellow contours show the constraints from one-loop power spectra combined with tree bispectra. All three cases include the CMB temperature and polarization power spectra from CMB-S4 as well as cross-correlations between galaxies and CMB lensing. We use \(k_{\text{max}} = 0.1 \text{hMpc}^{-1}\) for tree and \(k_{\text{max}} = 0.3 \text{hMpc}^{-1}\) for one-loop spectra. The dashed lines indicate the fiducial values of parameters given in Tab. 1. (\(H_0\) is in units of km/s/Mpc and \(M_\nu\) is in units of eV.)
our comparison for simplicity, which accounts for the less dramatic impact of one-loop power spectrum that we have found.

4.2.3 Bispectra

At tree level, the matter bispectrum does not induce new bias parameters when added to the one-loop power spectrum, and its inclusion therefore helps to further break parameter degeneracies. Figure 7 shows a visualization of the improved parameter constraints after adding the tree bispectra of galaxies and CMB lensing. We see that $\omega_b$, $A_s$ and $n_s$ are already well-constrained by the one-loop power spectra and CMB T&P, and the bispectra do not add much more information. In contrast, the constraints on $H_0$, $\omega_c$, $M_\nu$ and $f_{NL}$ display a notable improvement with the addition of the bispectra, with their errors reduced by a factor of 1.5–2.5.

Let us also comment on other recent works that studied the impact of adding bispectra on parameter constraints. For example, [46] presented forecasted parameter constraints from the galaxy one-loop power spectrum and tree bispectrum for Euclid. Although they used a different, Markov Chain Monte Carlo (MCMC) method for their forecast and considered only galaxy spectra in Fourier space, they found an almost factor of 2 improvement on the constraint on $M_\nu$ when adding the bispectrum information. Specifically, they found the neutrino mass constraint for $P_{gg}^{1{\text{-loop}}}$ combined with Planck went down from $\sigma(M_\nu) = 23\,\text{meV}$ to $11\,\text{meV}$ when further including the tree bispectrum. In comparison, our results show $\sigma(M_\nu) = 21\,\text{meV}$ from $C_{gg,g\kappa,\kappa\kappa}^{1\text{-loop}}$ combined with CMB-S4 and $\sigma(M_\nu) = 12\,\text{meV}$ after the bispectrum information has been added. In another interesting work [99], the authors used $N$-body simulations to study the effects of nonlinear clustering on parameter constraints. For $k_{\text{max}} = 0.5\,h\,\text{Mpc}^{-1}$, they showed that the constraint on $M_\nu$ (with a Planck prior) including the bispectrum is about 1.8 times tighter than that of the power spectrum alone. Further, an MCMC analysis of [100] showed that the constraint on local $f_{NL}$ significantly improves with the addition of bispectra. Despite the number of differences in theoretical modeling, all of these works clearly indicate that the bispectrum contains a significant amount of information in addition to the power spectrum, which will be useful for tightening parameter constraints, especially that of $M_\nu$ and $f_{NL}$, in near-future surveys.

4.2.4 Limber vs. FFTLog

Using the Limber approximation has a number of ramifications in parameter estimation. First, as was indicated in Fig. 2 and Fig. 3, the Limber approximation has a tendency to underpredict the signal at large scales, therefore leading to larger errors on parameter constraints in general. But more importantly, an incorrect modeling of angular correlation functions due to the Limber approximation can lead to systematic biases in parameters’ best-fit values from their true values. While these errors have been sufficiently small so far for experiments that probed small angular scales, it is no longer guaranteed to so for the next generation of surveys.
In a typical cosmological analysis, we extract the best-fit values of parameters by maximizing the likelihood for an observable in a given theoretical model. If a wrong theoretical model is assumed, then inferred parameters will be displaced from their values in the true underlying cosmology. Assuming a Gaussian likelihood, the linear displacement of wrongly-inferred parameters from their true values is estimated by

\[
\Delta \lambda_\alpha = \sum_\beta (F^{\text{2pt}}_{\text{Limber}})^{-1}_{\alpha\beta} \left[ \sum_{\chi,\gamma} \sum_\ell \left( C_{\ell}^{X\chi} - C_{\ell,\text{Limber}}^{X\chi} \right) \left( C^{-1}_{\text{Limber}} \right)_{\ell,\chi\gamma} \partial C_{\ell,\text{Limber}}^{X\chi\gamma} \partial \lambda_\beta \right],
\]

where \( C_{\ell}^{X\chi} \) is the true underlying power spectrum and the subscript ‘Limber’ means that the quantity is computed under the Limber approximation.

To understand the impact of the Limber approximation more concretely, we also performed a simpler forecast for a wider multipole range with \( \ell_{\text{min}} = 10 \), using only tree power spectra (from LSST galaxies cross-correlated with CMB-S4 lensing) for 6 redshift bins with edges given by the set \{0, 0.5, 1, 2, 3, 4, 7\}. The result is visualized in Fig. 8, which shows a comparison of parameter constraints from the tree power spectra computed with FFTLog and the Limber approximation. We can see that Limber’s method induces biases on the best-fit values of most parameters, which are especially prominent for \( f_{\text{NL}} \) and \( M_\nu \) that show 1–2\( \sigma \) shifts. The physical origin of the shift for \( f_{\text{NL}} \) is easily understood: the galaxy power spectrum constrains \( f_{\text{NL}} \) through the scale-dependent bias (2.27), which only affects very large scales. Similarly, the shift for \( M_\nu \) arises due to the fact that the multipole corresponding to the neutrino free-streaming scale \( k_{\text{fs}} \) for our fiducial cosmology is smaller than the scale above which it is safe to use the Limber approximation; for example, \( k_{\text{fs}} \lesssim 0.02 \, h \text{Mpc}^{-1} \) for \( M_\nu = 60 \text{ meV} \) for the relevant redshifts (c.f. (2.10)), whereas typically the Limber approximation works well for \( k \gtrsim 0.05 \, h \text{Mpc}^{-1} \). For this reason, we also expect this shift to change with other fiducial cosmologies. Refs. [77, 78] also showed that the Limber approximation can induce a large systematic bias in \( f_{\text{NL}} \) constraints for future galaxy surveys.

Over the next few years, the most likely source of information on cross-correlations of galaxies with CMB lensing is going to be Dark Energy Spectroscopic Instrument (DESI) for galaxies, and Planck and Atacama Cosmology Telescope (ACT) [101] for the CMB. A short comparison of the forecast results between DESI and LSST is provided in Appendix C. Since these experiments access relatively higher \( \ell \) modes (with \( \ell_{\text{min}} \approx 100 \)), Limber-based calculations are likely to be sufficient for current datasets. More futuristically, we will have data from spectroscopic surveys such as Euclid [102] and the Roman Telescope [103] in the coming

\[\text{years}.\]

\[\text{We used } \ell_{\text{min}} = 20 \text{ for our main forecast in Tab. 2, corresponding to a maximum angular separation of } \theta_{\text{max}} \approx 9^\circ. \text{ This rather conservative choice of } \ell_{\text{min}}, \text{ however, resulted in not-so-large differences between FFTLog and the Limber approximation, giving about } 5\% \text{ differences for most forecasted constraints.} \]

\[\text{Ref. } [77, 78] \text{ studied biases from the galaxy-only power spectrum and worked with a lower } \ell_{\text{min}}, \text{ which led to a much larger, potentially greater than } 10\sigma \text{ shift for } f_{\text{NL}}. \text{ In addition, they found that not accounting for lensing magnification (3.6) may also result in non-negligible biases. Our findings show that these biases can persist at the } 2\sigma \text{ level, even after combining with less-Limber-sensitive CMB lensing power spectra (see Fig. 2) and using a relatively larger } \ell_{\text{min}} = 10, \text{ and that the constraints on } M_\nu \text{ suffer from similar biases.} \]
Figure 8: Forecasted 1σ and 2σ constraints on the parameters of the reference $\nu\Lambda\text{CDM} + f_{\text{NL}}$ cosmology for LSST combined with CMB-S4. The red contours show the constraints obtained using the Limber approximation, while the purple contours show the constraints obtained using the FFTLog method. The results here are obtained from the tree power spectra for LSST combined with CMB-S4 lensing, split into 6 tomographic bins. We use $k_{\text{max}} = 0.1\,h\,\text{Mpc}^{-1}$ and $\ell_{\text{min}} = 10$. The dashed lines indicate the fiducial values of parameters given in Tab. 1 ($H_0$ is in units of $\text{km/s/Mpc}$ and $M_\nu$ is in units of eV.)

decade. These will measure galaxy redshifts at higher precision than LSST, which would result in narrower tomographic bins and, as a consequence, make the Limber approximation worse. It would be instructive to scrutinize the applicability of the Limber approximation for
a wider set of experiments than the ones considered in this work.

4.2.5 Redshift Space Distortion

The effects of RSD on angular galaxy spectra strongly depend on the type of the window function used. In general, as the window function becomes wider, the peculiar velocities of galaxies are averaged out more within a selected tomographic bin. For the photometric LSST window function with $\Delta z \approx 0.1$, the RSD contribution leads to about 10–20% enhanced signal of the galaxy auto-spectra in the range $10 \lesssim \ell \lesssim 50$, which in turn leads to small percent-level changes in forecasted errors of most parameters. It turns out that the RSD effects on cross-bin spectra are more significant and cannot be neglected even for high multipoles if the two bins do not overlap; however, their small overall amplitudes relative to auto-spectra meant that they did not leave a significant impact on our parameter forecast either. In general, the Limber approximation and the RSD cannot be made compatible with each other; that is, the RSD only becomes relevant when the Limber approximation breaks down due to narrow tomographic bins (see [74] for more discussions).

4.2.6 Bias Parameters

Including one-loop power spectra and tree bispectra allows us to break most of the degeneracies between biases and cosmological parameters, e.g. that between $b_\delta$ and $A_s$, as we explained earlier. As an illustration, we show in Fig. 9 the forecasted constraints on $M_\nu$, $f_{NL}$, together with the bias parameters and the degeneracies among them, for simplicity in a single tomographic bin. First, we clearly see that $M_\nu$ and $f_{NL}$ are nearly uncorrelated with the bias parameters. This is because they have very different shape contributions to the power spectrum: $f_{NL}$ ($M_\nu$) leads to a scale-dependent growth (suppression) at low (intermediate) $\ell$, while the nonlinear biases modify the shape at high $\ell$. Since this behavior is true for any redshift, they remain uncorrelated in other tomographic bins, independent of the particular bias model used. (We adopt a specific co-evolution bias model described in Appendix A.) On the other hand, we see that the degeneracies between the bias amplitudes themselves are not fully broken (within a single tomographic bin). These residual degeneracies could be broken, for example, with the addition of the tree galaxy trispectrum [20], since it depends on the same set of nonlinear biases but does not itself introduce extra nuisance parameters.

4.2.7 Tomographic Cross-Spectra

When photometric errors are taken into account, there is a moderate amount of overlap between adjacent tomographic bins. To see this, let us refer back to Fig. 2 that shows the galaxy auto- and cross-spectrum for two overlapping Gaussian window functions centered at $z = 1, 1.2$, both with $\sigma_z = 0.1$. We see that the cross-spectrum has an amplitude that is as large as about 20% relative to the auto-spectrum. The two auto-spectra at $z = 1, 1.2$
Figure 9: Forecasted constraints on $M_\nu$, $f_{\text{NL}}$, and the bias parameters in a single tomographic bin $z \in [0.4, 0.6]$. The blue and yellow contours show the constraints from $C^{1\text{-loop}}$ and $B^{\text{tree}}$ (LSST combined with CMB-S4 Lensing), respectively.

Therefore cannot be treated as fully independent observables, and their cross-spectrum should be included to account for the degenerate information between them.

Having said that, computing all possible cross-bin correlations in a Fisher forecast can nonetheless be quite time-consuming, especially for bispectra. As we mentioned in §4.1.2, we have thus chosen to neglect the derivative part of the cross-bin bispectra in the main forecast. To check the validity of this approximation, we divided the 16 tomographic bins into 4 smaller subsets, and then compared the forecasted constraints with and without the cross-bin correlations in the derivative part. This resulted in at most 10% difference in the forecasted constraints on all cosmological parameters of the $\nu \Lambda \text{CDM} + f_{\text{NL}}$ cosmology between the two results. Although the parameter constraints were not substantially affected by this assumption, it would nevertheless be desirable to include the full contribution from cross-bin bispectra in a future analysis with a more advanced computational method.

The contribution from cross-bin correlations becomes more relevant when there are larger overlaps between different tomographic bins. The situation can be contrasted with galaxy cross-spectra from non-overlapping window functions, which have smaller amplitudes and even identically vanish under the Limber approximation. We find that fully incorporating the cross-bin spectra from the LSST photometric window functions with $\sigma_z = 0.05(1 + z)$ (see Appendix C for a precise definition) leads to about 25% degradation in the constraint on $M_\nu$ compared to the case of non-overlapping window functions considered in [21, 22].

4.2.8 CMB Prior

We add the information from the unlensed CMB temperature and polarization (T&P) spectra from CMB-S4 in most of our results, without additional priors on any of the parameters considered. Doing so, we find that the constraint on $M_\nu$ from the galaxy & CMB lensing power spectra and that also including the bispectra become 5 and 3.5 times better, respectively. (The
improvement factors for other parameters vary between 5 and 80, except for $f_{\text{NL}}$ for which there is less than 10% difference.) In comparison, the authors of [22] obtained roughly a twofold improvement on the $M_\nu$ constraint after adding CMB T&P to LSST cross-correlated with CMB lensing. This difference may be understood as coming from the one-loop corrections to power spectra. Even though the one-loop power spectra have more nuisance parameters due to higher-order biases, the degeneracies between cosmological parameters actually become smaller with the addition of the one-loop corrections. Note that this information is not visible from marginalized 1D constraints. The CMB T&P information is then capable of breaking the degeneracies between the higher-order biases, and adding it therefore has a larger impact on the one-loop power spectra.

### Summary of new results

- While the Limber approximation leads to small differences in the sizes of marginalized errors compared to the more accurate FFTLog, it can introduce systematic biases in the best-fit values of cosmological parameters. For example, we find 1–2\(\sigma\) biases for $M_\nu$ and $f_{\text{NL}}$ at tree level for $\ell_{\text{min}} = 10$.

- Adding the one-loop power spectra, tree bispectra, and cross-correlations between galaxies and CMB lensing each improves the overall parameter constraints by a factor of 1.5–2.5 for parameters $H_0$, $\omega_c$, $M_\nu$, and $f_{\text{NL}}$.

- A significant (over 3\(\sigma\)) detection of the total neutrino mass is possible, if we combine the cross-power spectra and cross-bispectra between galaxies and CMB lensing (including the CMB T&P information). For $M_\nu \simeq 60$ meV, this also rules out the inverted mass hierarchy.

### 5 Conclusions

Cross-correlations of galaxies with CMB lensing have a great potential to improve parameter constraints in future surveys. In this paper, we presented a detailed forecast on cosmological parameters from the combination of LSST and CMB-S4, highlighting the constraints on two parameters that extend the vanilla $\Lambda$CDM cosmology: the total neutrino mass $M_\nu$ and the local non-Gaussianity amplitude $f_{\text{NL}}$. In particular, we have extended the previous works [21, 22] in a number of directions.

First, our baseline theoretical model includes angular bispectra at tree level. In Fourier space, it has so far been demonstrated that the inclusion of the galaxy bispectrum can substantially improve parameter constraints (see e.g. [46, 99, 104] for recent works). However, its angular counterpart as well as its cross-bispectra with CMB lensing are comparatively much less studied, partly due to their computational complexity. In our work, we found that angular bispectra, too, carry substantial statistical information in addition to power spectra, improv-
ing overall parameter constraints by two- or threefold. Moreover, including cross-correlations with CMB lensing further improves the constraints by approximately a factor of 2 for most parameters, except for \( n_s \) and \( A_s \) whose constraints become 4 and 8 times better, respectively. In particular, our findings demonstrate that it would be possible to reach \( \sigma(M_\nu) = 12 \text{meV} \) and \( \sigma(f_{\text{NL}}) = 1 \) with the combination of LSST and CMB-S4.

In addition, we have included the one-loop corrections to angular power spectra using the effective field theory framework. The inclusion of these nonlinear corrections has the effect of breaking certain parameter degeneracies—especially the one between \( A_s \) and \( b_0 \)—and allows us to work with a slightly larger choice of the momentum cutoff \( k_{\text{max}} \) compared to a tree-level analysis. As a result, we found that the one-loop corrections can yield an eightfold improvement in the constraint on \( A_s \) and up to a twofold improvement for the rest of parameters, as shown in Fig. 7.

We used the FFTLog algorithm [16–18] to efficiently compute angular power spectra and bispectra in our analysis, and studied the impact of using the Limber approximation in our forecast for LSST. For example, for \( \ell_{\text{min}} = 10 \) we found that using purely the Limber approximation can result in about 1–2\( \sigma \) shifts in the parameter constraints for \( M_\nu \) and \( f_{\text{NL}} \) at tree level. This implies that the commonly-used Limber approximation could be a significant source of systematic bias for LSST. In particular, an accurate determination of \( M_\nu \) without such systematic bias will be crucial in order to correctly interpret the neutrino mass hierarchy from observational data.

There are many avenues in which our analysis can be further improved. First, it would be informative to perform a similar analysis for spectroscopic surveys such as Euclid or the Roman Telescope. Due to the large photometric redshift uncertainties that need to be smoothed over, the RSD did not play a considerable role in our forecast for LSST. This also implied that the Limber approximation remained valid over a somewhat large range of multipoles, down to \( \ell_{\text{min}} = 20 \). In contrast, relatively smaller redshift errors for spectroscopic surveys would invoke an earlier breakdown of the Limber approximation and, simultaneously, a larger impact induced by the RSD. Also, including nonlinear effects such as the IR resummation of the BAO [105–107], the nonlinear Kaiser effect [81], and the LSS theoretical error [97] would help refine our forecasted constraints. Lastly, it would also be interesting to see the impact of angular trispectra [20] and their contribution to the non-Gaussian (super-sample) covariance [87, 108] in parameter constraints. We leave these to future work.
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A Bias Model

In the local Lagrangian bias model (see [38]), the Eulerian biases $b_\delta$, $b_{\delta^2}$, and $b_{\delta^3}$ are given in terms of the corresponding Lagrangian biases as

$$
\begin{bmatrix}
  b_\delta \\
  b_{\delta^2} \\
  b_{\delta^3}
\end{bmatrix} =
\begin{bmatrix}
  1 & 0 & 0 \\
  1/2 & 1/2 & 0 \\
  0 & -1/6 & 0
\end{bmatrix}
\begin{bmatrix}
  b_{\delta^2} \\
  b_{\delta^3}
\end{bmatrix} +
\begin{bmatrix}
  1 \\
  0 \\
  0
\end{bmatrix}.
$$  \hspace{1cm} (A.1)

The above matrix can be inverted to express the Lagrangian biases in terms of the Eulerian ones. Using these relations, other Eulerian biases up to cubic order can be expressed in terms of $b_\delta$ and $b_{\delta^2}$ as

$$
\begin{bmatrix}
  b_G^2 \\
  b_G^2 \delta \\
  b_G^3 \\
  b_{\Gamma_3}
\end{bmatrix} =
\begin{bmatrix}
  2/7 & -2/7 & 2/8 & -3/7 \\
  16/147 & 16/147 & 8/7 & 22/63 \\
  22/147 & -22/147 & 22/147 & -22/63 \\
  -3/7 & 3/7 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
  1 \\
  b_\delta \\
  b_{\delta^2}
\end{bmatrix}.
$$  \hspace{1cm} (A.2)

We use the fitting functions from $N$-body simulations for the biases $b_2 = 2b_{\delta^2}$ and $b_3 = 6b_{\delta^3}$ in terms of $b_1$ given by [84]

$$
b_2 = 0.412 - 2.143 b_1 + 0.929 b_1^2 + 0.008 b_1^3, \hspace{1cm} (A.3)
$$

$$
b_3 = -1.028 + 7.646 b_1 - 6.227 b_1^2 + 0.912 b_1^3. \hspace{1cm} (A.4)
$$

Parameterizing the overall amplitudes with $\bar{b}_C$, we have

$$
b_\delta = \bar{b}_\delta \times b_1, \hspace{1cm} (A.5)
$$

$$
b_{\delta^2} = \bar{b}_{\delta^2} (0.206 - 1.072 b_1 + 0.465 b_1^2 + 0.004 b_1^3), \hspace{1cm} (A.6)
$$

$$
b_{\delta^3} = \bar{b}_{\delta^3} (-0.171 + 1.274 b_1 - 1.038 b_1^2 + 0.152 b_1^3), \hspace{1cm} (A.7)
$$

$$
b_{G^2} = \bar{b}_{G^2} (0.423 - 1.000 b_1 + 0.310 b_1^2 + 0.003 b_1^3), \hspace{1cm} (A.8)
$$

$$
b_{G^2 \delta} = \bar{b}_{G^2 \delta} (-0.344 + 1.333 b_1 - 0.531 b_1^2 - 0.005 b_1^3), \hspace{1cm} (A.9)
$$

$$
b_{G^3} = \bar{b}_{G^3} (0.349 - 0.349 b_1), \hspace{1cm} (A.10)
$$

$$
b_{\Gamma_3} = \bar{b}_{\Gamma_3} (-0.535 + 0.535 b_1). \hspace{1cm} (A.11)
$$

We show the redshift evolution of these bias parameters in Fig. 10. As mentioned in the main text, the biases $b_{\delta^3}$, $b_{G^2 \delta}$ and $b_{G^3}$ lead to shape contributions that are degenerate with the other shapes at one loop.

B Loop Integrals

In this appendix, we collect the expressions for one-loop power spectra in the presence of massive neutrinos. A fully systematic treatment for massive neutrinos has been developed.
Note that the integral $P_{11}^{O\gamma}$ in [24, 35], This makes use of scale-dependent Green’s functions, and the computational details are rather involved. Instead, we make a few assumptions to simplify numerical evaluation of the integrals. Namely, we use the EdS approximation that allows us to use the standard SPT kernels, but use the exact, scale-dependent linear power spectrum in the integrands. Moreover, we pull the scale-dependent growth functions out of the integrals, so that the redshift dependence factorizes.

With the assumption of the factorized growth function, all one-loop integrals scale as

$$P_{1\text{-loop}}^{O\gamma}(z, z', k) = D_+^2(z, k)D_+^2(z', k)P_{1\text{-loop}}^{O\gamma}(k).$$  \(\text{(B.1)}\)

The purely momentum-dependent part of the one-loop integrals then take the standard form [44]

$$P_{22}^{O\gamma}(k) = \int q F_2^2(q, k - q)P_{11}^{O\gamma}(q)P_{11}^{O\gamma}(|k - q|),$$  \(\text{(B.2)}\)

$$P_{13}^{O\gamma}(k) = 3P_{11}^{O\gamma}(k)\int q F_3(q, -q, k)(P_{11}^{O\gamma}(q) + P_{11}^{O\gamma}(q)), $$  \(\text{(B.3)}\)

$$\mathcal{T}_{\delta}^{O\gamma}(k) = 2\int q F_2(q, k - q)P_{11}^{O\gamma}(q)P_{11}^{O\gamma}(|k - q|),$$  \(\text{(B.4)}\)

$$\mathcal{T}_{G_2}^{O\gamma}(k) = 2\int q L_2(q, k - q)F_2(q, k - q)P_{11}^{O\gamma}(q)P_{11}^{O\gamma}(|k - q|),$$  \(\text{(B.5)}\)

$$\mathcal{T}_{G_2}^{O\gamma}(k) = 4P_{11}^{O\gamma}(k)\int q L_2(q, k - q)F_2(k, -q)P_{11}^{O\gamma}(q),$$  \(\text{(B.6)}\)

$$\mathcal{T}_{\delta^2 G_2}^{O\gamma}(k) = 2\int q P_{11}^{O\gamma}(q)P_{11}^{O\gamma}(|k - q|),$$  \(\text{(B.7)}\)

$$\mathcal{T}_{G_2^2}^{O\gamma}(k) = 2\int q L_2(q, k - q)^2P_{11}^{O\gamma}(q)P_{11}^{O\gamma}(|k - q|),$$  \(\text{(B.8)}\)

$$\mathcal{T}_{\delta^2 G_2}^{O\gamma}(k) = 2\int q L_2(q, k - q)P_{11}^{O\gamma}(q)P_{11}^{O\gamma}(|k - q|).$$  \(\text{(B.9)}\)

Note that the integral $P_{13}^{O\gamma}$ that involves perturbing $\delta$ to cubic order contains the average between the two power spectra $P_{11}^{O\gamma}$ and $P_{11}^{O\gamma}$ in the loop integrand. These integrals can be
computed efficiently with FFTLog [15]. This needs to be done only once, and the resulting functions provide inputs for the angular power spectra at one loop.

C Detailed Parameter Forecasts

In this appendix, we provide further details of our forecast. In particular, we present and compare the forecasted constraints for three individual experiments: BOSS, DESI, and LSST.

C.1 Experimental Specifications

This subsection summarizes the specifications of the CMB experiments and galaxy surveys that we consider in our analysis.

C.1.1 Planck & CMB-S4

We consider two different CMB experiments: Planck [112] and CMB-S4 [3, 8]. We summarize their relevant experiment configurations in Tab. 3. For the CMB lensing, we use the publicly available code quicklens to compute the reconstruction noise from the minimum variance quadratic estimator of [113, 114]. We also consider the improvement from the iterative lensing reconstruction [115, 116] on $EB$ noise by rescaling. The left panel of Fig. 11 shows the CMB lensing power spectrum together with the reconstruction noise. We see that Planck is noise dominated for the full multipole range, while CMB-S4 is signal dominated up to $\ell \sim 10^3$. These noise levels lead to signal-to-noise of approximately 40 and 400 for Planck and CMB-S4, respectively. The parameters $\ell_{\text{min}}$ and $f_{\text{sky}}$ for CMB lensing are set to be the same as those of the corresponding galaxy survey.

|            | $\theta_b [']$ | $\Delta_T [\mu K]$ | $\Delta_{E,B} [\mu K]$ | $f_{\text{sky}}$ | $\ell_{\text{min}}$ | $\ell_{\text{max}}^T$ | $\ell_{\text{max}}^{E,B}$ |
|------------|----------------|---------------------|------------------------|-----------------|-------------------|---------------------|---------------------|
| Planck     | 5              | 43                  | 81                     | 0.65            | 2                 | 2500                | 2500                |
| S4         | 1              | 1                   | 1.4                    | 0.4             | 50                | 3000                | 5000                |

Table 3: Experimental specifications of Planck and CMB-S4.

C.1.2 BOSS

For the Baryon Oscillation Spectroscopic Survey (BOSS), we use their spectroscopic sample of luminous red galaxies (LRG) and take the number density as given in [117] with the sky coverage of 9329 deg$^2$. The effective redshift range for the LRG sample is [0, 0.8], which we split into 4 non-overlapping tomographic bins with edges given by the set \{0, 0.2, 0.4, 0.6, 0.8\}. The linear bias is assumed to evolve as $b_b(z) = 1.7D_+^{-1}(z)$. 
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Figure 11: Left panel: Comparison between the signal $C_{\ell}^{\kappa\kappa}$ with the CMB lensing reconstruction noise $N_{\ell}^{\kappa\kappa}$ for Planck and CMB-S4 from the minimum variance quadratic estimator of [113, 114]. Right panel: Galaxy number density for the different LSS experiments considered in this work and the window function for CMB lensing. The blue/red filled curves show the redshift distributions of LSST Gold galaxy samples, which lead to the galaxy power spectra shown in Fig. 4.

C.1.3 DESI

For the Dark Energy Spectroscopic Instrument (DESI), we use their spectroscopic sample of emission line galaxies (ELG) and take the number density as given in Table 2.3 of [118] with the sky coverage of 14000 deg$^2$. The effective redshift range for the ELG sample is [0.6, 1.7], which we split into 4 non-overlapping tomographic bins with edges given by the set \{0.6, 0.9, 1.2, 1.5, 1.7\}. The linear bias is assumed to evolve as $b_1(z) = 0.84D_+^{-1}(z)$.

C.1.4 Vera Rubin Observatory

For LSST, we use the so-called “Gold” sample of galaxies [5], whose redshift distribution is modeled by

$$\frac{dn}{dz} \propto \frac{1}{2z_0} \left( \frac{z}{z_0} \right)^2 e^{-z/z_0}, \quad (C.1)$$

with $z_0 = 0.3$. This gives $\bar{n} = \int \frac{dn}{dz} dz = 40 \text{arcmin}^{-2}$ for the effective redshift range of [0, 7] and the sky coverage of 18000 deg$^2$. We split this into 16 non-overlapping tomographic bins with edges given by the set \{0, 0.2, 0.4, 0.6, 0.8, 1, 1.2, 1.4, 1.6, 1.8, 2, 2.3, 2.6, 3, 3.5, 4, 7\}. We employ a simple evolution model for the linear bias, with $b_1(z) = b_1(1 + z)$.

To account for photometric redshift errors, we follow the prescription of [119] of convolving the window function with the probability distribution function $p(\zph|z)$ of the photometric redshift $\zph$ at a given $z$. The true redshift galaxy distribution for $i$-th photo-$z$ bin $[z^{(i)}, z^{(i+1)}]$
\begin{tabular}{lcccccc}
\hline
 & LSS & \times CMB Lensing & + CMB T&P \\
\hline
\text{BOSS} & \text{DESI} & \text{LSST} & \text{BOSS} & \text{DESI} & \text{LSST} & \text{BOSS} & \text{DESI} & \text{LSST} \\
\hline
\sigma(H_0) [\text{km/s/Mpc}] & 119 & 47 & 4.35 & 39 & 6.01 & 1.71 & 1.75 & 0.96 & 0.31 \\
10^3\sigma(\omega_b) & 12930 & 5325 & 498 & 4266 & 709 & 21 & 13 & 2.8 & 2.5 \\
10^4\sigma(\omega_c) & 4747 & 1873 & 190 & 1536 & 230 & 57 & 13 & 7 & 3.5 \\
10^9\sigma(A_s) & 8.49 & 2.34 & 0.54 & 1.42 & 0.24 & 0.030 & 0.020 & 0.066 & 0.005 \\
10^4\sigma(n_s) & 10967 & 4314 & 537 & 2728 & 301 & 73 & 34 & 22 & 10 \\
\sigma(M_\nu) [\text{meV}] & 8018 & 1984 & 283 & 1693 & 371 & 102 & 159 & 96 & 21 \\
\sigma(f_{NL}) & 278 & 75 & 3.46 & 140 & 35 & 2.01 & 108 & 29 & 1.85 \\
\hline
\end{tabular}

**Table 4**: Comparison of parameter constraints from tree-level power spectra between different experiments. For CMB T&P, we use Planck for BOSS and CMB-S4 for DESI and LSST.

then becomes

$$\frac{dn_i}{dz} = \frac{dn}{dz} \int_{z^{(i)}}^{z^{(i+1)}} \text{d}z_{\text{ph}} p(z_{\text{ph}}|z).$$  \hfill (C.2)

It is convenient to consider a Gaussian probability distribution function

$$p(z_{\text{ph}}|z) = \frac{1}{\sqrt{2\pi}\sigma_z} \exp \left[ -\frac{(z - z_{\text{ph}} - z_{\text{bias}})^2}{2\sigma_z^2} \right],$$  \hfill (C.3)

where $z_{\text{bias}}$ is a bias parameter and $\sigma_z$ is the width, both of which can be redshift dependent. This then gives

$$\frac{dn_i}{dz} = \frac{1}{2} \frac{dn}{dz} \left[ \text{erf} \left( \frac{z - z^{(i)} - z_{\text{bias}}}{\sqrt{2}\sigma_z} \right) - \text{erf} \left( \frac{z - z^{(i+1)} - z_{\text{bias}}}{\sqrt{2}\sigma_z} \right) \right],$$  \hfill (C.4)

with ‘erf’ the error function. In our forecast, we set $z_{\text{b}} = 0$ and $\sigma_z = 0.05(1 + z)$. We show the corresponding window functions in the right panel of Fig. 11. The total effective number density after convolution is $\bar{n} \approx 25$ arcmin$^{-2}$, which is 37.5% smaller than the one without photometric errors.

**C.2 Results and Comparison**

In Table 4, we display a comparison between our forecast results for BOSS, DESI, and LSST. For the purpose of making a fair comparison, here we have only used the tree power spectrum information for all of the experiments. The three galaxy surveys all exhibit a similar trend when the CMB information has been added: the parameter constraints are significantly improved compared to using galaxy-only statistics. Looking at the combined LSS and CMB constraints, we see that LSST will be capable of substantially improving parameter constraints.
over BOSS and DESI (for the samples considered here). This can be understood from the fact that LSST will have access to a much higher number density of galaxies (see Fig. 11), which leads to much reduced shot noise in each tomographic bin.

D Analytical Method

The main advantage of the FFTLog method is that it allows the momentum integrals to be done analytically. When dealing with the scale-dependent growth function due to massive neutrinos, it is useful to combine FFTLog with the polynomial approximation introduced in §3.2.3, which allows us to evaluate the remaining integrals with fully analytic formulas. In this appendix, we provide details of this method for angular power spectra in §D.1 and comment on its computational efficiency in §D.2.

D.1 Angular Power Spectra

Recall that the angular power spectrum at tree level takes the form (c.f. (3.31); dropping operator labels to avoid clutter)

\[ C_\ell = \frac{1}{2\pi^2} \int_0^\infty d\chi W(\chi) \int_0^\infty d\chi' W(\chi') I_\ell(\chi, \chi'; 0), \tag{D.1} \]

\[ I_\ell(\chi, \chi'; n) \equiv 4\pi \int_0^\infty dk k^{2+n} j_\ell(k\chi) j_\ell(k\chi') P(\chi, \chi', k). \tag{D.2} \]

To simplify the integrals, we first write \( P(\chi, \chi', k) = D_+(\chi, k)D_+(\chi', k)P(k) \) and then apply the polynomial approximation to the window function together with the growth function as

\[ D_+(\chi, k)W(\chi) \simeq \sum_{p=0}^{N_{\text{poly}}} w_p(k)\chi^p. \tag{D.3} \]

We then apply the FFTLog decomposition to the whole \( k \)-dependent part as

\[ w_p(k)w_q(k)P(k) \simeq \sum_{n=0}^{N_{\eta}} \sum_{n_p,q} c_{npq} k^{-b+n_{npq}}, \tag{D.4} \]

for each \( p, q \), with constant coefficients \( c_{npq} \). The number of independent FFTLog transforms that need to be taken is \((N_{\text{poly}} + 1)(N_{\text{poly}} + 2)/2\). The cross power spectrum between the tomographic bins \( i \) and \( j \) can then be computed as

\[ C_\ell \simeq \frac{1}{2\pi^2} \sum_{n_p,q} c_{npq} \int_{Z_i} d\chi \chi^p \int_{Z_j} d\chi' \chi'^q I_\ell(\nu_{npq}, \frac{\chi}{\chi'}), \tag{D.5} \]

where \( I_\ell \) was defined in (3.28), \( \nu_{npq} \equiv 3 - b + i\eta_{npq} \), and \( \int_{Z_i} \) denotes the integral over the \( i \)-th tomographic bin. We see that the \( \chi, \chi' \) integrals are of the advertised form in (3.30). The task of computing \( C_\ell \) then boils down to evaluating integrals of the form

\[ K_\ell \equiv \int_a^b d\chi \chi^{a-1} \int_{a'}^{b'} d\chi' \chi'^{b'-1} I_\ell(\nu, \frac{\chi}{\chi'}), \tag{D.6} \]
where we have suppressed the arguments on the left-hand side for brevity. Without loss of
generality, suppose that \(a \leq a'\) and \(b \leq b'\). As depicted in Fig. 12, the domain of integration
\([a, b] \times [a', b']\) is in general divided into two subregions which we label by \(D\) and \(D'\), with
the line \(\chi = \chi'\) separating them. Note that the argument of \(I_\ell(n)\) in (D.6) becomes greater
than one in \(D\), in which case we need to use the inversion formula
\[
I_\ell(n, w) = w - \nu I_\ell(n, 1)
\]
to appropriately split the integrals.

Our task is to derive an analytic expression for the line-of-sight integral (D.6). This
integral falls into two types: ones with vanishing and non-vanishing \(D\). The former correspond
to cross-spectra with non-overlapping tomographic bins, while the latter encapsulates those
with overlapping tomographic bins as well as auto-spectra. The basic building blocks for
writing the result in terms of analytic expressions are the following indefinite integrals:

\[
\int d\chi \chi^{\alpha-1} \int d\chi' \chi'^{\beta-1} I_\ell(n, \chi, \chi') = \begin{cases} X_\ell(n, \chi, \chi') & \chi/\chi' \leq 1, \\
\tilde{X}_\ell(n, \chi, \chi') & \chi/\chi' > 1, \end{cases}
\]

\[
\int d\chi \chi^{\alpha-1} \left[ \int d\chi' \chi'^{\beta-1} I_\ell(n, \chi, \chi') \right]_{\chi'=\chi} = \begin{cases} Y_\ell(n, \chi) & \chi/\chi' \leq 1, \\
\tilde{Y}_\ell(n, \chi) & \chi/\chi' > 1, \end{cases}
\]

where we have defined the functions

\[
X_\ell(n, \chi, \chi') \equiv \frac{\chi^{\alpha} \chi'^{\beta}}{\alpha + \beta} \left[ F_\ell(\beta, n, \chi) - (\beta \leftrightarrow -\alpha) \right], \quad Y_\ell(n, \chi) \equiv \frac{\chi^{\alpha+\beta}}{\alpha + \beta} F_\ell(\beta, n, 1),
\]

with

\[
F_\ell(\beta, n, w) = \frac{2^{\nu-1} \pi^2 \Gamma(\ell + \nu)}{\Gamma(\nu) \Gamma(\nu - \ell + 1)} \left[ \begin{array}{c} \ell - \frac{1}{2} \\
\nu - \frac{1}{2} \\
\ell + \frac{3}{2} \\
\end{array} \right] \left[ \begin{array}{c} \ell - \beta \\
\ell - \beta - \frac{1}{2} \\
\ell - \beta - \frac{3}{2} \\
\end{array} \right] w^2,
\]

FIGURE 12: Domains of integration \(D\) and \(D'\) for the line-of-sight integral (D.6) in the \((\chi', \chi)\)-
plane. By assumption, \(D'\) has a larger area than \(D\). The limit in which the \(D\) and \(D'\) become
triangular and have an equal area corresponds to auto-spectra. The opposite limit in which
\(D\) vanishes corresponds to cross-spectra with non-overlapping bins. A general configuration
describes cross-spectra with overlapping bins.
and the generalized hypergeometric function $\text{}_{3}F_{2}$. The integral (D.6) can then be written as

$$K_{\ell} = X_{\ell}(a, a') - X_{\ell}(a, b') - X_{\ell}(a', a') + X_{\ell}(a', b') + Y_{\ell}(a') - Y_{\ell}(b) - X_{\ell}(a', b') + X_{\ell}(b, b')$$

$$+ \bar{X}_{\ell}(a', a') - \bar{X}_{\ell}(b, a') - \bar{Y}_{\ell}(a') + \bar{Y}_{\ell}(b), \quad (D.11)$$

where the first and second lines calculate the integrals for the domains $D'$ and $D$, respectively. For cross-spectra with non-overlapping bins, only the first four terms in (D.11) contribute, whereas only the last eight terms survive for auto-spectra.

### D.2 Performance and Precision

Let us compare the two methods for computing the angular power spectrum (D.5), which involve: (i) numerically integrating the line-of-sight integrals using Gaussian quadrature, which we dub “numerical”, and (ii) using the analytic expression given in (D.11), which we dub “analytical”. A comparison of the angular power spectrum computed with the numerical and analytic methods is shown in Fig. 13, for two representative tomographic bins of LSST. As we can see, the agreement is excellent.

Some parameters and benchmark performance of these methods are presented in Tab. 5. In particular, we see that the use of the analytic formula (D.11) can be roughly 15 times computationally more efficient than the numerical integration method when dealing with the scale-dependent growth function due to massive neutrinos. The line-of-sight integrals in (D.5)
Table 5: Parameters and benchmark performance for different computational methods. The last column denotes the approximate time taken for evaluating the galaxy angular power spectrum $C_{l}^{gg}$ at $N_{l}$ sampled points in the range $20 \leq l \leq 500$ using our Mathematica code on a laptop, with pre-computed FFTLog coefficients.

| Method       | $M_{\nu}$ | $N_{\eta}$ | $N_{\chi}$ | $N_{\text{poly}}$ | $N_{l}$ | Time  |
|--------------|-----------|------------|------------|-------------------|--------|-------|
| Numerical    | –         | 100        | 80         | –                 | 30     | 1 min |
| Analytical   | ✓         | 100        | –          | 3                 | 30     | 10 s  |
| Numerical    | ✓         | 100        | 80         | 3                 | 30     | 10 min|
| Analytical   | ✓         | 100        | –          | 3                 | 30     | 10 s  |

are two dimensional, so the computational cost scales as $N_{\chi}^{2}N_{\nabla F_{2}}$ for the numerical method, where $N_{\chi}$ and $N_{pF_{\eta}}$ are the numbers of terms required for the numerical $\chi$-integral and the hypergeometric series $pF_{q}$ for convergence, respectively. This is to be compared with the scaling that goes as $N_{sF_{2}}$ for the analytical method. The hypergeometric $3F_{2}$ converges very fast for the multipole range considered, with $N_{sF_{2}} \ll N_{\chi}^{2}N_{\nabla F_{1}}$.

While the analytical method generally performs superiorly to the numerical method, let us also mention some limitations of the former approach. Due to the polynomial approximation of the window function, the computational cost scales as $N_{\text{poly}}^{2}$. For windows such as Gaussian and the photometric window functions that decay fast near the boundaries of tomographic bins, one needs to use a relatively higher degree of the polynomial for convergence, with $N_{\text{poly}} \simeq 15$. Secondly, even though the generalized hypergeometric function $3F_{2}[\cdots|w]$ is absolutely convergent at $w = 1$ for the case at hand, its convergence rate becomes rather slow for $l \lesssim 10$. We have not attempted to exhaust all possible hypergeometric identities in this work, and further algebraic manipulations of $3F_{2}$ may help optimize the calculation at very low $l$. 
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