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Abstract—We propose a new algorithm to simplify the controller development for distributed robotic systems subject to external observations, disturbances, and communication delays. Unlike prior approaches that propose specialized solutions to handling communication latency for specific robotic applications, our algorithm uses an arbitrary centralized controller as the specification and automatically generates distributed controllers with communication management and delay compensation. We formulate our goal as nonlinear optimal control—using a regret minimizing objective that measures how much the distributed agents behave differently from the delay-free centralized response—and solve for optimal actions w.r.t. local estimations of this objective using gradient-based optimization. We analyze our proposed algorithm’s behavior under a linear time-invariant special case and prove that the closed-loop dynamics satisfy a form of input-to-state stability w.r.t. unexpected disturbances and observations. Our experimental results on both simulated and real-world robotic tasks demonstrate the practical usefulness of our approach and show significant improvement over several baseline approaches.

I. INTRODUCTION

We are interested in distributed multi-agent control of robots in environments with unknown conditions or obstacles. Examples of such settings include autonomous convoy driving following a human driver and autonomous formation control of a fleet that needs to change formations in response to obstacles. Unlike in applications with fixed formation [21], [10] or trajectory control [12], the agents’ behavior can vary significantly based on environmental observations, such as the observed trajectory of the lead car in the convoy setting or a narrow tunnel for the formation switching setting. Thus, it is preferable to specify the behavior of the robotic fleet, rather than their execution, as a desired ideal central controller. Unfortunately, such ideal central controllers cannot be executed directly in a distributed setting since each agent is only capable of observing their own local state, and communication latency leads to delayed observations of other agents. While there have been a few specialized solutions for handling communication latency for specific controllers such as formation control [19] and coordinated path following [11], synthesizing distributed controllers from arbitrary central controllers while accounting for communication delays has remained an open problem until now.

In this paper, we present OneVision, an algorithm for distributed control of multi-agent systems with local observations, in the presence of external disturbances and communication delays. OneVision accepts an ideal central control function for a multi-agent system as well as a system dynamics and observation model. Given the ideal central control function, OneVision generates local plans at every time step by minimizing a regret loss using gradient-based optimization. This regret loss is defined as the difference between the predicted future states and actions and an ideal fleet trajectory computed by forward-predicting the central controller on delay-compensated local observations from all agents. Since the ideal fleet trajectory cannot be locally computed in real time due to communication delays, each synthesized distributed controller also computes a local approximation of the ideal fleet trajectory and plans its future actions against this approximated objective.

Although OneVision works with arbitrary discrete-time multi-agent controllers, we limit our theoretical analysis to cases where the system dynamics and centralized controller are linear time-invariant. We prove that the distributed agents’ execution generated by OneVision converges to the ideal fleet trajectory and is stable in the sense that smaller external disturbances lead to staying closer to the ideal trajectory. In addition, we provide empirical evidence of convergence and stability for a number of non-linear examples.

We summarize our contributions as follows:

\begin{itemize}
  \item We present OneVision, a general algorithm for synthesizing distributed controllers from a centralized controller specification, under the presence of unknown local observations and disturbances.
  \item We analyze the close-loop behavior of our algorithm in a linear time-invariant special case and provide theoretical guarantees on the resulting performance. Our analysis provides an error bound that is independent of the amount of the delays.
  \item We implement the proposed algorithm, experimentally evaluate our algorithm on 4 multi-agent tasks, and demonstrate the practical usefulness of our approach.
\end{itemize}

II. RELATED WORK

a) Synthesis Techniques for Multi-Robot Systems:
There has been a long line of work on synthesizing reactive controllers from temporal logic specifications for multi-robot systems [14], [15]. These approaches typically create a discrete abstraction of the system and synthesize hybrid controllers that fulfill the logical specifications. In contrast, we focus on synthesizing continuous distributed controllers from a centralized controller specification.

b) Model Predictive Control (MPC): MPC has found use in several domains that are related to this work, including controlling distributed multi-agent systems [23] and
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distributed systems with time delays [18]. Recently, MPC has also been applied to robotics applications such as trajectory tracking [13], vehicle control [5], flight control [2], and cooperative landing [22]. Unlike many prior approaches where MPC is used to directly optimize a global performance objective defined across multiple agents, we use MPC mainly as a local control planning strategy to reduce the discrepancy between each agent’s own trajectory and the corresponding (centrally predicted) ideal fleet trajectory.

c) Distributed Control Designs and Applications: In recent control and robotics literature, many specialized distributed controllers have been proposed for various application domains such as coordinated trajectory tracking and path following [1], [11], vehicle formation control [10], traffic control [24], and information consensus [25], [26]. In this work, we take a different approach and instead aim at reducing the future effort required to develop these distributed systems using a general controller synthesis framework applicable to different robotic applications.

d) Centralized Formation Control: Lastly, there are many prior works on multi-vehicle formation control using a centralized control law [17], [7]; some also deal with the challenging case of nonholonomic robots [9], [6]. In our 2D formation experiments, we employ a simple centralized control scheme based on reference point tracking [8] and rotational repulsive forces [7].

III. PROBLEM DEFINITION

Formally, our goal is to synthesize distributed robotic controllers from a given centralized controller, dynamics model, and observation model—subject to sensor noise, external disturbances and communication, actuation, and observation delays—such that the joint behaviors of the synthesized controllers approximate that of the centralized controller. For a setting with $N$ robots, the inputs to our problem are:

(a) $f_i$, the discrete-time dynamics models of robot $i$, for $i \in \{1 \ldots N\}$, given in the form

$$x_i(t+1) = f_i(x_i(t), u_i(t), t),$$

where $t \in \mathbb{N}$ is the time index, $x_i(t) \in \mathbb{R}^{n_i}$ and $u_i(t) \in \mathbb{R}^{m_i}$ is robot $i$’s state and actuation vector at time step $t$, respectively. Note that $f_i$ can be different from the true dynamics $f_i$, with the difference being modeled as external disturbance. $f_i$ may be provided either as an analytic kinematic function, or a learned kinodynamic function [27].

(b) $h_i$, the local observation model of robot $i$, for $i \in \{1 \ldots N\}$, given in the form

$$z_i(t+1) = h_i(z_i(t), t),$$

where $z_i \in \mathbb{R}^{n_o}$ is the observation of robot $i$. Similarly, $h_i$ can be different from $h$, resulting in unexpected observations.

Note that here we require observations to be defined as some state-independent quantities. For example, instead of using the distance to an obstacle as $z$ (which depends on the position of the robot) we can define $z$ as the obstacle’s position (whose true value does not depend on where we perform the measurement).

(c) $\pi^c$, the centralized controller of the form

$$u(t) = \pi^c(x(t), z(t), t),$$

where $x(t) = [x_1(t), \ldots, x_N(t)]^T \in \mathbb{R}^{Nn_x}$ is the global state vector formed by vertically concatenating all robot states, and similarly, $z(t) = [z_1(t), \ldots, z_N(t)]^T \in \mathbb{R}^{Nn_z}$ and $u(t) = [u_1(t), \ldots, u_N(t)]^T \in \mathbb{R}^{Nn_u}$.

(d) $T^x$, $T^u$, $T^c \in \mathbb{N}^+$, the discrete-time observation, actuation, and communication delay of this robotic fleet.

From the inputs given above, we want to synthesize $N$ distributed controllers $\pi^d_i$, $\forall i \in \{1 \ldots N\}$ of the form

$$u_i(t+T^u) = \pi^d_i(X_i(t), Z_i(t), U_i(t), t)$$

where $X_i(t), Z_i(t), U_i(t)$ denote the parts of the entire fleet’s state history, observation history, and actuation history that are available to agent $i$ at time $t$, subject to constraints imposed by the delays. For example, we have $X_i(t) = \{x_i(\tau)|\tau \leq t - T^x\} \cup \{x_j(\tau)|j \neq i, \tau \leq t - T^x - T^c\}$.

Since our goal is to make the distributed agents behave like they were controlled by the centralized controller $\pi^c$, we need to formally define a loss that measures the distance between $\pi^d$ and $\pi^c$. In this work, we have considered two different ways to define such a loss.

Option 1: Action Loss Since our goal is to make every agent take actions similar to the ones given by the centralized controller, an intuitive way to define such a loss is as

$$\ell_{au}(t) = \|\pi^c(x(t), z(t), t) - u(t)\|,$$

which simply measures the difference between the actuation output by the centralized controller (given the current state and observation) and the actual actuation $u(t)$ output by the distributed controllers.

Minimizing this loss requires each agent to accurately predict the current state $x(t)$ and observation $z(t)$ of the entire fleet, such that we can define the output of $\pi^d_i$ as $\pi^d_i(\hat{x}^{(i)}(t), \hat{z}^{(i)}(t), t)$, where $\hat{x}^{(i)}(t) \approx x(t), \hat{z}^{(i)}(t) \approx z(t)$ are the $i$th agent’s prediction of the current fleet state and observation.

However, predicting $\hat{x}$ and $\hat{z}$ in the closed-loop dynamics can lead to an infinite recursion. To see this, note that each agent’s actuation depends on its prediction of other agent’s states since

$$\forall i, \quad u_i(t) = \pi^d_i(\hat{x}^{(i)}(t), \hat{z}^{(i)}(t), t).$$

But for agent $i$ to predict agent $j$’s state, it will further need to predict $j$’s action at the previous time step $t' = t - 1$:

$$\forall i, j, \quad \hat{x}^{(i)}(t) = \hat{f}_j(\hat{x}^{(j)}(t'), \hat{u}^{(j)}(t'), t').$$

But this in turn requires predicting how agent $j$ would have predicted other agent’s states:

$$\forall i, j, \quad \hat{u}^{(j)}(t') = \pi^d_j(\hat{x}^{(i,j)}(t'), \hat{z}^{(i,j)}(t), t'),$$

where the notation $\hat{x}^{(i,j)}(t')$ denotes agent $i$’s prediction (made at $t$) of agent $j$’s prediction (made at $t'$) of the fleet state at time $t'$. Therefore, we can keep unrolling the right hand side, resulting in an infinite recursion.
Option 2: Regret Loss In this formulation, instead of requiring each agent to predict the current states of other agent, we introduce the notion of an ideal fleet trajectory that—although not locally computable by each agent in real time—will always become computable later once more information become available through communication. We then define the loss as the difference between the actual fleet trajectory $(x, u)$ and this ideal fleet trajectory $(x^*, u^*)$:

$$\ell_{reg}(t) = \|x(t) - x^*(t)\|_{Q_x} + \|u(t) - u^*(t)\|_{Q_u} \tag{5}$$

for some positive definite $Q_x$ and positive semi-definite $Q_u$, with the notation $\|a\|_B = a^TBa$ denoting the quadratic norm of $a$ defined by matrix $B$.

Assuming the true observation dynamics $h(z, t) = \tilde{h}(z, t) + \delta z(t)$, and the true system dynamics $\dot{f}(x, u, t) = f(x, u, t) + \delta x(t)$, where $\delta z$ and $\delta x$ are the observation and state disturbance (both unknown a priori to us), we define the ideal fleet trajectory $x^*$ and $u^*$ as the solution to the closed-loop dynamics obtained by combining equations (1)–(3), with $\hat{f}$ and $\hat{h}$ replaced by $f$ and $h$:

$$x_i^*(t+1) = f_i(x_i^*(t), u_i^*(t), t)$$
$$u_i^*(t) = \pi^*(x^*(t), z^*(t), t)$$
$$z_i^*(t+1) = \hat{h}_i(z_i^*(t), t)$$ \tag{6}

Note that since $\delta x_i$ and $\delta z_i$ can be measured at time $t+1$ from the observed state and actuation (assuming no observation noise) using eq. (1) and (2) as

$$\delta x_i(t) = x_i(t+1) - \hat{f}_i(x_i(t), u_i(t), t)$$
$$\delta z_i(t) = z_i(t+1) - \hat{h}_i(z_i(t), t)$$

each agent will eventually be able to locally compute the same ideal fleet trajectory once other agents’ $\delta x$ and $\delta z$ become available through communication. However, because communication takes time, the most recent part of the ideal fleet trajectory will have to be predicted initially and revised later, hence loss (5) in general cannot be zero and is caused by the “regret” of each agent’s past predictions.

Since minimizing this loss only requires each agent to predict the ideal fleet trajectory, which is considerably easier than predicting the actual fleet trajectory, we use this second loss definition in this work.

IV. ONEVISION OVERVIEW

At a high level, our algorithm makes control decisions based on three main steps: forward prediction, self state estimation, and local planning. In forward prediction, each agent tries to locally compute an estimated ideal fleet trajectory using all the information currently available to itself. As we will show in Section V, an important property of this step is that despite agents only having access to limited state information about other agents, the differences between these predicted fleet trajectories computed by different agents do not accumulate over time. Then, in self state estimation, each agent uses its locally recorded actuation history and observed past state to predict its future state at $\tau+T_u$. Lastly, in local planning, each agent tries to plan its next action using model predictive control, with the goal of minimizing the discrepancy between its predicted future trajectory and the corresponding part in the estimated ideal fleet trajectory. These three steps are illustrated in Figure 1.

Let $\tau$ be the current time step, we now describe each of these three steps in more details:

1. Forward Prediction. Every robot $i$ uses the newest information available to itself (as defined in eq. (4)) to forward-predict the most probable future ideal fleet trajectory $\hat{x}_i^{(i)}$ by solving the following initial value problem for the time span $\tau - T^x - T^c - 1 \leq t < \tau + T_u + H$, where $H$ is the prediction horizon:

$$\begin{align*}
\dot{x}_j^{(i)}(t+1) &= \hat{f}_j(x_j^{(i)}(t), u_j^{(i)}(t), t) + \delta z_j^{(i)} \\
\dot{u}_j^{(i)}(t) &= \pi^*(\hat{x}_j^{(i)}(t), \hat{z}_j^{(i)}(t), t) \\
\hat{z}_j^{(i)}(t+1) &= \hat{h}_j(x_j^{(i)}(t), z_j^{(i)}(t), t) + \delta z_j^{(i)}
\end{align*} \tag{7}$$

for $j \in \{1 \ldots N\}$. Let $\tau_{init} = \tau - T^x - T^c - 1$, the above problem is subject to the initial conditions

$$\hat{x}_j^{(i)}(\tau_{init}|\tau) = \hat{x}_j^{(i)}(\tau_{init}|\tau-1) \tag{8}$$

where the notation $\hat{f}_j^{(i)}(t|\tau)$ means “the prediction of $\hat{f}_j(t)$ made by robot $i$ at time $\tau$”. The disturbance terms $\delta \hat{x}_j^{(i)}$ and $\delta \hat{z}_j^{(i)}$ are defined to be zero unless the corresponding trajectory information is available to robot $i$, i.e.,

$$\delta \hat{x}_j^{(i)} = \begin{cases} 
\delta x_j & j = i \text{ and } \tau_{init} \leq t < \tau - T^x \\
0 & \text{or } j \neq i \text{ and } t = \tau_{init} \\
0 & \text{otherwise}
\end{cases} \tag{9}$$

2. Self State Estimation. Every robot $i$ then estimates its actual state at time $\tau + T_u$ using its actuation history $u_i$ by solving the following initial value problem for $\tau - T^x \leq t < \tau + T_u$:

$$\bar{x}_i(t+1) = \hat{f}(\bar{x}_i(t), u_i(t), t) \tag{10}$$

Fig. 1: How OneVision works from the perspective of agent 1. On the time axis, $T^x$, $T^c$, and $T_u$ denote state, actuation, and communication delay, respectively. $\tau$ is the current time step, and $H$ is the prediction horizon. The two dotted lines, $\tilde{x}_1$ and $\tilde{x}_2$, represent the ideal fleet trajectories, while $\hat{x}_1^{(1)}$ and $\hat{x}_2^{(2)}$ represent the most probable ideal fleet trajectory predicted by agent 1. The solid line $\bar{x}_1$ represents the self estimation computed using agent 1’s recorded action history. Line $\tilde{x}_1$ represents a planned future trajectory obtained by minimizing the discrepancy between $\bar{x}_1$ and $\tilde{x}_2^{(1)}$ (shown as the colored area.)
subject to the initial condition
\[ \bar{x}_i(\tau - T^x) = x_i(\tau - T^x). \tag{11} \]
This gives the self state estimation \( \bar{x}_i(\tau + Tu) \), which will be used in the next step.

3. Local Planning. Every agent \( i \) then uses the predicted \( \hat{x}^{(i)} \) and \( \hat{u}^{(i)} \) from step 1 as the most probable approximation to the ideal fleet trajectory \( x^* \) and \( u^* \) and tries to locally minimize its future regret by solving the following optimization problem for the control time span \( \tau + Tu \leq t < \tau + Tu + H \):

\[ \text{Minimize}_{\{\hat{u}_i(t)|t\}} \sum_{t=\tau+Tu}^{\tau+Tu+H-1} \ell_i(t), \tag{12} \]

where
\[ \ell_i(t) = \|\hat{x}_i(t) - \hat{x}_i^{(i)}(t)\|_{Q_x} + \|\hat{u}_i(t) - \hat{u}_i^{(i)}(t)\|_{Q_u}, \]
subject to the initial condition
\[ \hat{x}_i(t) = \bar{x}_i(t), \text{ for } t = \tau + Tu \tag{13} \]
and the dynamics constraints
\[ \hat{x}_i(t+1) = \hat{f}(\hat{x}_i(t), \hat{u}_i(t), t), \tag{14} \]
for \( \tau + Tu \leq t < \tau + Tu + H \). Robot \( i \) then takes the first actuation from the optimal solution as its next actuation, i.e., we have \( u_i(\tau + Tu) = \hat{u}_i(\tau + Tu)|_{\tau} \).

Initialization OneVision needs an initial history of \( x, z \), and \( u \) to start with. In our implementation, we assume the initial condition of the entire fleet is available to all robots during initialization, and we simply initialize the history trajectories as constant functions whose value equals the corresponding initial condition.²

Remark (algorithm scalability). The running time of the OneVision algorithm is \( O(N) \) for each agent due to the forward prediction step (whereas both self state estimation and local planning take constant time w.r.t. \( N \)). Hence, this work mainly targets middle-ground applications where the number of coordinating agents is not too large. For larger applications, applying distributed control algorithms or exploiting some form of sparsity structure will be necessary, which we leave as future work.

V. THEORETICAL ANALYSIS

In this section, we analyze our algorithm’s closed-loop behavior in the special case of linear time-invariant (LTI) dynamics and controller. Our main goal is to answer the following two questions: 1) When our model error \( \delta x \) and \( \delta z \) is zero, how fast does the true fleet trajectory \( x \) converge to the ideal fleet trajectory \( x^* \)? 2) When \( \delta x \) and \( \delta z \) are small, does \( x \) stays close to \( x^* \)? We will answer these questions in Proposition V.5 at the end of this section, stated in the form of input-to-state stability.

²Our algorithm is not sensitive to the errors introduced during initialization as long as the initialization guarantees that all robots make the same forward prediction \( \hat{x}^{(i)} \) initially.

Lemma V.1 (Initial condition of forward prediction). Initial condition (8) in the forward prediction step initializes \( \hat{x}_j^{(i)} \) to the ideal fleet state \( x^* \) (as shown in Figure 1), i.e.,

\[ \hat{x}_j^{(i)}(\tau_{init}|\tau) = x_j^*(\tau_{init}), \forall j, \forall \tau \geq 0. \]

Proof. We prove this by induction. The base case at \( \tau = 0 \), \( \hat{x}_j^{(i)}(\tau_{init}|\tau) = x_j^*(\tau_{init}) \) holds because of the initialization step. For the inductive case, assume \( \hat{x}_j^{(i)}(\tau_{init+1}|\tau = x_j^*(\tau_{init}) \). Compare the dynamics (6) x*, with the dynamics (7) of \( \hat{x}^{(i)} \), we see that they become identical if \( \delta \hat{x}_j^{(i)}(t) = \delta x(t) \) and \( \delta \hat{z}_j(t) = \delta z(t) \). And from the history constraints (9), we see that this is indeed the case at \( t = \tau_{init} \), hence, we have \( \hat{x}_j^{(i)}(\tau_{init+1}|\tau) = x_j^*(\tau_{init}+1) \). Finally, apply the initial condition (8), we have \( \hat{x}_j^{(i)}(\tau_{init+1}|\tau) = x_j^*(\tau_{init}+1 \).

Next, we introduce the following LTI assumptions about the system dynamics and controllers.³

Assumption 1. For \( t \geq 0 \), all robots have the LTI dynamics of the form

\begin{align*}
\hat{f}_i(x_i, u_i, t) &= A_i x_i + B_i u_i + \hat{w}_i(t), \tag{15} \\
\hat{f}_i(x_i, u_i, t) &= A_i x_i + B_i u_i + w_i^*(t), \tag{16}
\end{align*}

in which \( A_i \) and \( B_i \) are constant matrices, and the time-dependent terms satisfy \( w_i^*(t) - \hat{w}_i(t) = \delta x(t) \). We also assume that \( \text{norm } |\lambda_k| \leq 1 \) for all eigenvalues \( \lambda_k \) of \( A_i \), i.e., the system dynamics is not exponentially unstable.

Assumption 2. For \( t \geq 0 \), the observation dynamics have LTI dynamics of the form

\begin{align*}
\hat{h}(z_i, t) &= C_i z_i + \hat{\mu}_i(t), \tag{17} \\
\hat{h}(z_i, t) &= C_i z_i + \mu_i^*(t), \tag{18}
\end{align*}

in which \( C_i \) has all its eigenvalues \( \lambda_k \)’s norm \( |\lambda_k| \leq 1 \), and \( \mu^*(t) - \hat{\mu}_i(t) = \delta z(t) \).

Assumption 3. For \( t \geq 0 \), the centralized controller \( \pi^c \) is also LTI w.r.t. \( x \) and \( z \) and has the form

\[ \pi^c(x, z, t) = -K_x x + K_z z + v(t), \]

and \( K_x \) stabilizes the closed-loop dynamics, i.e., \( |\lambda_k| < 1 \) for all eigenvalues \( \lambda_k \) of the matrix \( A - BK_x \). Here, \( A = \text{diag}\{A_i|\forall i\} \) and \( B = \text{diag}\{B_i|\forall i\} \) are the block-diagonal matrices of the overall system.

We next prove the following error bounds of the forward prediction and self state estimation step.

Lemma V.2 (Self estimation error). Let \( \Delta \hat{x}_i = \hat{x}_i - x_i \)

\[ \Delta \hat{w}_i = \hat{w}_i - w_i^*. \] At any given time \( \tau \geq 0 \), we have

\[ \|\Delta \hat{x}_i(\tau + Tu)\| \leq \beta_i(T^x + Tu) [\Delta \hat{w}_i], \]

³For mildly nonlinear systems, the following assumptions can hold temporarily by linearizing the system behavior around the current operating point.
where $\beta_i$ is a positive definite polynomial of order $m_i$ (when $A_i$ is stable, $\beta_i$ reduces to a constant), $m_i$ depends on the number of unit-norm eigenvalues of $A_i$, and

$$[\Delta \tilde{u}_i] = \max_{-T^x \leq \tau \leq T^x} \|\Delta \tilde{u}_i(\tau + t)\|$$

is the maximal norm of $\Delta \tilde{u}_i$ between $\tau - T^x$ and $\tau + T^u$.

**Proof.** Using (1), (10), we can write down the error dynamics as

$$\Delta \tilde{x}_i(t + 1) = A_i \Delta \tilde{x}_i(t) + \Delta \tilde{u}_i(t)$$

with the initial condition (due to (11))

$$\Delta \tilde{x}_i(\tau - T^x) = 0.$$ 

Solving this linear system gives us the value of $\Delta \tilde{x}$ at $\tau + T^u$:

$$\Delta \tilde{x}_i(\tau + T^u) = \sum_{i=1}^{T^x + T^u} (A_i)^i \Delta \tilde{u}_i(\tau + T^u - t).$$

Since $A_i$ contains no eigenvalues whose norm is greater than 1, (Assumption 1), we can bound $\|[(A_i)^i]\|$ by a polynomial of order $m_i'$ on $t$, where $m_i'$ is the number of unit-norm eigenvalues of $A_i$ whose algebraic multiplicity $\neq$ geometric multiplicity. Also bound $\|\Delta \tilde{u}_i(t)\|$ by $[\Delta \tilde{u}_i]$, we arrive at the conclusion by setting $m_i = m_i' + 1$.

Similarly, we now provide a bound for the prediction error

$$\Delta z^{(i)}(t|\tau) = \tilde{z}^{(i)}(t|\tau) - x^*(t)$$

and

$$\Delta \tilde{z}^{(i)}(t|\tau) = \tilde{z}^{(i)}(t|\tau) - \tilde{z}^{(i)}(\tau|\tau).$$

**Lemma V.3** (Forward prediction error). At any time $\tau \geq 0$, we have

$$\|\Delta \tilde{z}^{(i)}(\tau + T^u|\tau)\| \leq \gamma_i (T^\text{all}) \|\Delta \tilde{u}\|,$$

$$\|\Delta \tilde{z}^{(i)}(\tau + T^u|\tau)\| \leq \gamma_i (\Delta \tilde{u}) + b \|\Delta \tilde{u}\|.$$  

where $T^\text{all} = T^x + T^u + T^c$. $\gamma_i$ is a polynomial of order $m_i$ that depends on the eigenvalues of $C_i$'s, and $a_i, b$ are constants that depends on $A, B, K_x, K_z$, and $C$. $\Delta \tilde{u} = \Delta \tilde{u} - \mu^*$ is the prediction model error, and $\|\Delta \tilde{u}\|$ and $\|\Delta \tilde{u}\|$ are the corresponding maximal error norms between $\tau - T^x - T^c$ and $\tau + T^u$.

**Proof.** Take the difference of the dynamics of $z^{(i)}$ and $\tilde{z}^*$ using (17), we can write down the error dynamics of $\Delta \tilde{z}^{(i)}(t)$ as

$$\Delta \tilde{z}_j^{(i)}(t + 1) = C_j \Delta \tilde{z}_j^{(i)}(t) + \Delta \mu_j(t)$$

with the initial condition (which can be obtained from the history constraints (9))

$$\Delta \tilde{z}_j^{(i)}(\tau + T^x) = 0, \quad j = i$$

$$\Delta \tilde{z}_j^{(i)}(\tau + T^u) = 0, \quad j \neq i.$$ 

And since $C_i$ has no eigenvalues whose norm is greater than 1, similar to the argument in the proof of Lemma V.2, $\Delta \tilde{z}_j^{(i)}$ only grows at most polynomial speed, hence we have

$$\|\Delta \tilde{z}^{(i)}(\tau + T^u)\| \leq \gamma_i (T^\text{all} - T^x) \|\Delta \tilde{u}\| + \sum_{j \neq i} \gamma_j (T^\text{all}) \|\Delta \tilde{u}_j\|.$$ 

We can then bound the right-hand-side with $\gamma_i (T^\text{all}) \|\Delta \tilde{u}\|$ and arrive at (20).

Now using the linear form of $\pi^e$ given by Assumption 3, we can also write down the dynamics of $\Delta \tilde{z}^{(i)}$ as

$$\Delta \tilde{z}^{(i)}(t + 1) = (A - BK_x) \Delta \tilde{z}^{(i)}(t)$$

$$+ BK_z \Delta \tilde{z}^{(i)}(t) + \Delta \tilde{u}_j^{(i)}(t)$$

with the initial condition (which holds by Lemma V.1)

$$\Delta \tilde{z}^{(i)}(\tau_{\text{init}}) = 0.$$ 

Since $|\lambda_k| < 1$ for all eigenvalues $\lambda_k$ of $A - BK_x$ (Assumption 3), and $\Delta \tilde{z}^{(i)}$ grows at most polynomial speed, we can bound $\Delta \tilde{z}^{(i)}(\tau + T^u|\tau)$ using (21).

To simplify the analysis of local planning, we also assume that the prediction horizon $H$ is very long such that the resulting optimal action is linear feedback.

**Assumption 4.** The prediction horizon $H \to \infty$.

**Lemma V.4** (Local planning provides linear feedback). The optimal action given by the local planning step has the form

$$u_i(t) = \hat{u}_i^{(i)}(t|t - T^u) - K^{L}_x(\tilde{x}_i(t) - \tilde{z}^{(i)}(t|t - T^u)),$$

where $K^{L}_x$ is some constant matrix that stabilizes the system.

**Proof.** Take the difference between (14) and (7), and notice that there are no history constraints during $t \geq T^u$, we obtain

$$\dot{x}_i(t + 1) - \tilde{x}_i^{(i)}(t + 1) = A_i(\tilde{x}_i(t) - \tilde{x}_i^{(i)}(t|\tau))$$

$$+ B_i(\hat{u}_i(t) - \hat{u}_i^{(i)}(t|\tau))$$

for $t \geq T^u$, which—when combined with the objective (12) and the assumption $H \approx \infty$—matches the form of a linear quadratic regulator (LQR) problem. Hence, the optimal solution is a linear feedback law given by

$$\hat{u}_i(t) - \hat{u}_i^{(i)}(t|\tau) = -K_x^{L}(\tilde{x}_i(t|\tau) - \tilde{x}_i^{(i)}(t|\tau)),$$

where the gain $K_x^{L}$ stabilizes the system and can be obtained by solving the discrete-time algebraic Riccati equation [16].

Take $t = t + T^u$ in the above, and notice that $\dot{x}_i(t + T^u|\tau) = \tilde{x}_i(t + T^u)$ (equation (13)), we arrive at the conclusion.

We are now ready to prove our main result.

**Theorem V.5** (closed-loop stability). Let $\Delta x = x - x^*$ be the distance between the actual fleet trajectory and the ideal fleet trajectory, we have the following bound

$$\|\Delta x(t)\| \leq c_1 e^{-\lambda t}\|\Delta x(0)\| + d_1 \|\Delta \tilde{u}\| + d_2 \|\Delta \hat{u}\|,$$

where $c_1, \lambda, d_1, d_2$ are all constants independent of the delays, and the maximal norm $\|\cdot\|$ is defined on the interval $0 \leq t < \infty$.

**Proof.** We have the actual closed-loop dynamics

$$x(t + 1) = Ax(t) + Bu(t) + w^*(t),$$
where $u(t)$ is given by Lemma V.4. We also have the ideal dynamics

$$x^*(t + 1) = Ax^*(t) + Bu^*(t) + w^*(t).$$

Take the difference, we obtain

$$\Delta x(t + 1) = A\Delta x(t) + B\Delta u(t).$$

Expand $u$ and $u^*$’s definitions, and use the notation $\tilde{f}^i$ to denote $[f_{j}^{(i)} \forall j]^T$, we have

$$\Delta u = \tilde{u}^i - u^* - K^L(\tilde{x}(t) - \tilde{x}^i)$$

$$= [(K_x^i \Delta \tilde{x}^{(j)}j) \forall j]^T - K_x^i \Delta \tilde{x}^{(i)} - K_L^i(\Delta x + \Delta \tilde{x} - \Delta \tilde{x}^i),$$

in which the time arguments are omitted for brevity. Substitute the above into the previous equation, we obtain

$$\Delta x(t + 1) = (A - BK^L)\Delta x(t) + B\epsilon(t),$$

(23)

where the disturbance term

$$\epsilon(t) = [(K_x \Delta \tilde{x}^{(j)}j) \forall j]^T - (K_x - K^L)\Delta \tilde{x} - K_L^i \Delta \tilde{x}$$

is clearly bounded by the bound of $\Delta \tilde{x}^{(j)}$, $\Delta \tilde{x}^{(i)}$, and $\Delta \tilde{x}$ (given by Lemma V.3 and V.2). Thus, we can write the bound as

$$\|\epsilon(t)\| \leq \alpha_1(t)[\Delta \hat{u}] + \alpha_2(t)[\Delta \hat{w}],$$

using some polynomial $\alpha_1$ and $\alpha_2$ (whose concrete forms are not needed for this proof).

Since $A - BK^L$ has only eigenvalues with norms $< 1$, and $\|\epsilon(t)\|$ grows at most at polynomial rate, we can bound the solution to (23) with (22).

VI. EXPERIMENTAL EVALUATION

Implementation Our implementation of OneVision consists of around 2000 lines of Julia code and allows the user to write centralized controllers as ordinary Julia functions. To minimize the regret loss (5), we use the L-BFGS optimizer [4] implemented by the Optim package [20], which employs automatic differentiation to compute gradient information needed by the optimization process. To ensure convergence to the same local optimum between time steps when dealing with nonlinear dynamics, we always feed the solution found in the previous time step as the initial solution to the optimizer in the next time step.

Simulation Tasks We use the following 4 simulation tasks to compare OneVision with several other baseline controllers. We simulate 20 seconds for each task.

1) 1D Leader Linear: 1-dimensional leader-follower driving task with a linear (PID) controller. The leader’s goal is to reach a desired velocity, while the follower tries to stay close to the leader.

2) 1D Leader With Obstacle: 1-dimensional leader-follower task with an obstacle of unknown position. The leader can observe the obstacle when it is within its sensor’s range and will brake once the obstacle becomes too close. To control velocity, both robots use bang-bang control instead of linear control.

3) 2D Formation Driving: 4 car-like robots driving on a 2-dimensional plane. The leader car is assumed to be controlled by external commands (in the form of external observations), while the other four cars follow the leader and try to maintain a circular formation while avoiding collision with each other.

4) 2D Formation Switching: Similar to the task above, but the leader also controls the formation of the fleet. At some point, the leader will switch the formation from a triangle to a straight line. A simulation result of this task is shown in Figure 2.

Baseline Controller Frameworks We compare OneVision with 3 other baseline controller frameworks:

- Naive: This is the simplest controller framework that runs the centralized controller without performing any delay compensation—each agent simply treats their own observations as well as the information broadcasted by other agents as the current state of the fleet.
- Local: Under this controller framework, delay compensation is limited to local information. Each agent uses its local actuation history and dynamics model to predict away its state and observation delays.
- ConstU: This controller framework employs simple heuristics to perform global compensation by assuming other agent’s actuation remains constant during forward prediction. It also performs local compensation using the same strategy as Local.

Task-Specific Metrics To quantitively measure the performance on each task, in addition to the loss defined in (5), which is motivated by our proposed algorithm, we also define the following two method-independent, task-specific metrics.

- Average Distance (for task 1 and 2): defined as the time-averaged distance between the leader and follower in L2 norm, given by $\sqrt{\frac{1}{T} \int_0^T (p_1 - p_2)^2 dt}$, where $p_1$ and $p_2$ are the positions of each car, and $T$ is the length of the simulation.
| Task                  | Naive | Local  | ConstU | OneVision |
|----------------------|-------|--------|--------|-----------|
| Leader Linear        | 1.444 | 1.169  | 0.912  | -0.353    |
| Leader With Obstacle | 1.638 | 1.133  | 0.587  | -0.349    |
| Formation Driving    | 4.183 | 2.393  | 2.060  | 0.262     |
| Formation Switching  | 4.150 | 2.446  | 2.150  | 0.681     |

Table I: Simulation Performance (log loss)

| Task                  | Naive  | Local  | ConstU | OneVision |
|----------------------|--------|--------|--------|-----------|
| Leader Linear        | 0.101  | 0.100  | 0.027  | 0.022     |
| Leader With Obstacle | 0.083  | 0.082  | 0.027  | 0.022     |
| Formation Driving    | 1.151  | 0.272  | 0.206  | 0.204     |
| Formation Switching  | 1.234  | 0.343  | 0.281  | 0.272     |

Table II: Simulation Performance (task-specific metrics)

- **Average Deviation** (for task 3 and 4): defined as the time-averaged distance between each follower and their supposed position in the fleet formation, given by \[ \sqrt{\frac{1}{T(N-1)} \int_0^T \sum_{i=2}^N \| \mathbf{p}_i - \hat{\mathbf{p}}_i \|^2 dt}, \] where \( \mathbf{p}_i \) is the supposed position of follower \( i \).

**Default Parameters** Unless stated otherwise, we use the following parameters across different tasks: We run all controllers at 20Hz, with communication delay \( T_c = 50ms \), observation delay \( T_o = 30ms \), and actuation delay \( T_a = 40ms \). For sensor noise, we add Gaussian noise to the state vector at every time step, and for external disturbance, we also add Gaussian noise but it is limited only to velocity and steering angle. In both cases, the default noise strength is 0.005 (in SI units) at 100Hz. We set OneVision’s prediction horizon to be \( H = 20 \), which corresponds to a time span of 1 second. By default, we also assume the dynamics models accurately match the true dynamics (excluding noise).

**A. Performance under Default Parameters**

We run OneVision along with the 3 other baselines under the default parameters and compare their performance in Table I (regret loss) and Table II (task-specific metrics). Each datum is obtained by averaging 100 random runs. OneVision achieves consistently the best performance in all tasks under both performance measurements.

**B. Sensitivity Analysis**

In this section, we modify the default parameters to study the impact of sensor noise, disturbance, delays, model inaccuracy, and prediction horizon. We vary each of these variables and compare the performance of different controller frameworks on all 4 simulation tasks (all results are measured using 10 random runs). Due to space constraints, we only present a few representative examples in this section and describe general trends we observed for the rest cases.

**Sensor Noise** (Figure 3 upper left) We modify the sensor noise strength from 0 the 10 times the default strength and found that OneVision still achieves the best performance across this range. We also observe similar trends when varying the amount of communication delay from 10ms to 500ms, both measured in log loss and in average distance/deviation. Particularly, for the 1D Leader Linear task, we notice that OneVision’s performance is almost unaffected by the amount of the delay (Figure 3 upper right), confirming the results given by Theorem V.5.

**Model Error (Figure 3 lower left)** To study the sensitivity w.r.t. model error, we define model error for task 1 and 2 as \( r_1 - 1 \), where \( r_1 \) is the ratio between the modeled car acceleration and the actual acceleration, and for task 3 and 4 as \( r_2 - 1 \), where \( r_2 \) is the ratio between the modeled car wheelbase and the true wheelbase. By ranging the model error from 0 to 100%, we found that although OneVision still has better performance than other baselines when the error is small (\( \leq 60\% \)), OneVision is generally more sensitive to model error due to its heavy reliance on forward prediction. We also observe similar trends when varying the amount of external disturbances from 0X to 10X.

**Prediction Horizon** (Figure 3 lower right) As an ablation study, we change the prediction horizon \( H \) used by OneVision from 1 to 30 (default value is 20). We see that a very short horizon negatively impacts OneVision’s performance, suggesting that the local planning step plays an important role, but a horizon longer than 10 (corresponding to 0.5s) does not further improve the performance.

**C. Real-World Experiments**

We implemented two real-world versions of the simulation tasks on the UT AUTOMata, a fleet of scale 1/10 autonomous cars. All sensing and computation is performed on-board—the cars are equipped with 2D LIDAR for sensing, and an Nvidia Jetson TX2 for computation. Each car runs Episodic non-Markov Localization [3] using observations from the LIDAR to estimate their pose in the world, and...
Fig. 4: Deviation over time in real-world experiment.

communicates to the other cars via WiFi. To ensure that
the noise margin of localization is lower than the errors in
distributed control stemming from delays, and to account
for variability in transmission, the communication queue
performs per-message throttling to ensure that all messages
have a constant delay of 300ms for all controllers. We
run the controllers at 50Hz and use the estimated delay
parameters $T^x = 40ms$ and $T^u = 80ms$. We summarize
our results below and highlight the major differences from
the simulation tasks.

**1D Leader with Obstacle (quantitative study)** We
modify our 2D reference point tracking controller to fix the
leader’s reference point to be always on a straight line. We
also use 3 cars instead of 2 and maintain a triangular forma-
tion. For each controller framework, we run the experiment
5 times and report the average deviation below.

|          | Naive | Local | ConstU | OneVision |
|----------|-------|-------|--------|-----------|
|          | 0.396 | 0.407 | 0.239  | **0.192** |

We also plot how deviation changes over time in Figure 4,
which matches the expected trends and shows OneVision’s
superior performance compared to other baselines.

**2D Formation Switching (qualitative study)** We set
up the formation so that the leader was tele-operated by one
of the authors, while the other two cars followed the leader
in formation. Upon command from the leader, the followers had
to switch formations while performed obstacle avoidance. We
observed robust performance and were able to successfully
finish the task using OneVision. The followers were able to
quickly converge back to their target formation in response
to variation in the leader’s action. We recorded an example
execution as part of our supplementary video.
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