Model-Based Process Optimization for the Production of Macrolactin D by *Paenibacillus polymyxa*
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Abstract: In this study, we show the successful application of different model-based approaches for the maximizing of macrolactin D production by *Paenibacillus polymyxa*. After four initial cultivations, a family of nonlinear dynamic biological models was determined automatically and ranked by their respective Akaike Information Criterion (AIC). The best models were then used in a multi-model setup for robust product maximization. The experimental validation shows the highest product yield attained compared with the identification runs so far. In subsequent fermentations, the online measurements of CO$_2$ concentration, base consumption, and near-infrared spectroscopy (NIR) were used for model improvement. After model extension using expert knowledge, a single superior model could be identified. Model-based state estimation with a sigma-point Kalman filter (SPKF) was based on online measurement data, and this improved model enabled nonlinear real-time product maximization. The optimization increased the macrolactin D production even further by 28% compared with the initial robust multi-model offline optimization.
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1. Introduction

Process monitoring based on mechanistic nonlinear models combined with atline and online measurement data [1–8] enables the detection of undesired deviations over the course of fermentations. This kind of process intelligence is promoted by the Process Analytical Technology (PAT) initiative defined by the United States Food and Drug Administration (FDA) [9,10]. With increased precision and availability, Raman [11–13] and near-infrared (NIR) [13–17] spectroscopy are used more often in recent years for cultivation monitoring. Most of the time, a partial least squares regression (PLS) is used for multivariate data analysis to correlate the analyte, for example, biomass or glucose concentration in the cultivation broth, with the spectroscopic information contained in the spectra. In contrast to process spectroscopy, a nonlinear process model enables model-predictive control or real-time optimization of processes. This has successfully been applied for chemical processes [18] and is an established state-of-the-art method in chemical industry [19]. However, fewer examples of its application in the biotechnological sector have been published so far [1,20–25]. One of the very first applications in which the production of an antibiotic by a mycelial organism was optimized was reported in 1993 [26–28].

Some authors have performed offline optimization of fed-batch cultivations [29], but many focus on model-free process improvements [30] or model-free response surface optimizations using a classical design of experiments [31]. The biggest obstacle for the use of model-based approaches is the effort of obtaining a suitable biological process model. A possible solution is the automation of this step to facilitate the use of model-based methods. The approach published by Herold and King [32] can be used to automatically generate structured models of low complexity based on measurement data.
After interpolation of all the measured quantities in a cultivation, their change over time is merged in a few distinctive phenomena that are then compared to assign probabilities to model components for example limiting behavior of a substrate. As a result, a family of process models with a descending probability can be created in the form of differential equations in MATLAB code, and their respective model parameters can be estimated using automated code generation [33].

The organism Paenibacillus polymyxa (P.p.), which is used as an example in the current case study, produces macrolactin D under limiting conditions. Macrolactins are of interest because of their antibacterial and, in some cases, antiviral effects [34,35]. For further information, see [36]. Other use cases of P.p. are the production of enhanced 2,3-Butanediol. For this application, Okonkwo et al. [37] performed model-free optimization via response-surface methodology. A very basic model of P.p. was developed by Haughney and Nauman [38], which cannot necessarily be transferred to other strains of the organism. For the strain of P.p. used in this publication, a structured model was manually developed by Violet et al. [39]. Due to the high number of parameters, the identifiability of this model is rather poor. In contrast to the fact that the model is very sophisticated, the dynamics of the macrolactin production could not be captured correctly.

In this publication, a different approach was chosen. The basic model was not developed manually, but via the automated model identification approach presented by Herold [40]. In this publication, we show how such models can successfully be used for robust optimization. On top of that, we show that this model provides a good basis for model improvement and extension. The refined model is the first published structured model of small size of P.p. that includes a model for the off-gas concentration and the base consumption. In conclusion, we show that the attained model quality is satisfactory for state estimation and online optimization. Besides a publication that uses P.p. as an example for cultivation monitoring via florescence [41], this is the first publication that applies NIR-spectrosopy to P.p. and furthermore integrates the results in a model-based state estimator.

The current paper is organized as follows: After a description of the experimental setup in Section 2.1, a general model is introduced in Section 2.2 with a discussion of various uncertainties, i.e., measurement, parameter, and model uncertainties. Multivariate analysis based on NIR data and model-based process optimization are discussed in Sections 2.3 and 2.4, respectively. Optimization is divided up into an offline phase, named trajectory planning, and an online optimization. For optimization, a situation is considered in which a family of possible models is available. A state estimation using a sigma-point Kalman filter is summarized in Section 2.5 before the results of an online optimization and a discussion are presented in Section 3.

2. Materials and Methods

2.1. Experimental Setup

The experiments were performed at the Chair of Measurement and Control at Technische Universität (TU) Berlin using a wild-type strain Paenibacillus polymyxa capable of producing macrolactin D. The preculture protocol that was used for the cultivation of P.p. is given in [39]. The fermentations were carried out in a 22 L cultivation vessel (Biostat C, B. Braun Biotech Inc., Melsungen, Germany) initially containing 10.5 L chemically defined medium.

The feeding rates of the fed-batch cultivations were realized by proportional-integral-controlled pump-scale systems and can be altered online via a custom-made process control system based on a central mySQL database [33]. A gas analyzer (BlueInOne Cell, BlueSens gas sensor GmbH, Herten, Germany) was used to determine the off-gas fraction of CO₂. The pH value was measured using a glass electrode (405-DPAS-SC-K8S pH probe, Mettler-Toledo International Inc., Columbus, OH, USA) and controlled using sodium hydroxide and sulfuric acid to maintain a constant pH value of 7. The level of dissolved oxygen (InPro 6800, Mettler-Toledo International Inc., Columbus, OH, USA) was held at a minimum level of 50 % by a PI controller that uses a stirrer speed with a minimum of 200 rpm at a sparging rate of 10 slm. The temperature was held constant at 28 °C. In the last four experiments,
NIR spectra were recorded and processed online using a PGS 1.7 tc 512 (tec5 AG, Oberursel, Germany) equipped with the transmission probe Excalibur 12 (Hellma GmbH, Mullheim, Germany) with 1 mm gap width. The integration time of the sensors in the NIR spectrometer was 36 ms. Every 3 s, a spectrum was recorded and then pretreated and subsampled to a sampling frequency of $\frac{1}{6}$ min$^{-1}$. The same sampling frequency was applied for the off-gas carbon dioxide concentration and base consumed for pH control.

Substrate concentrations in the cultivation broth were determined photometrically using commercial enzyme kits (phosphate FS and glucose GOD FS, DiaSys Diagnostic Systems GmbH, Holzheim, Germany) and using the Berthelot reaction [42] for ammonium, here by applying fourfold determination in each case. The quantity of the product macrolactin D was determined via HPLC. The composition of the mobile phase changed linearly in 15 min from 100 % of an aqueous solution of 0.1 %H$_3$PO$_4$ to 100 % acetonitril and after 2 min again in a linear gradient over 4 min back to 100 % of an aqueous solution of 0.1 %H$_3$PO$_4$. With the precolumn LiChrospher 100 RP-19 (5 µm) endcapped and the main column LiChrospher 100 RP-19 (5 µm), both made by Merck KGaA (Darmstadt, Germany), the retention time of macrolactin D was ca. 7.4 min at a detection wavelength of 230 nm (Detector PDA-100, Dionex Corporation, Sunnyvale, CA, USA).

Processing of samples, with the exception of the biomass, was conducted after the end of the batch. The biomass was determined twofold through filtering a defined volume of broth through a preweighed 0.2 µm filter, rinsing with water, drying, and dividing the difference in filter weight through the filtered volume.

2.2. Mathematical Fermentation Modeling

The automatic model building tool by Herold and King [32] creates model equations in the form of

$$m_i = u_i - q_{out} + \sum_k (Y_k \cdot \Pi r_j \cdot P(m_i)),$$

(1)

where the mass $m_i$ denotes the states. For the state of a substrate, $u_i$ represents the feeding rate and $q_{out}$ the loss because of manual sampling, where the sampling volume is drawn within a few seconds. The yield coefficients $Y_k$ describe how much substrate is needed for a unit of a respective reaction product. The formal kinetics $r_j$ describe the influence of the component’s concentrations to the respective reaction. Finally, the proportional factor $P(m_i)$, for example, the total biomass, scales the specific reaction rate to an absolute reaction rate. Three different model types can be differentiated: unstructured models with substrates and a single biotic state biomass, structured models of small size permitting internal storage compartments and an active biomass, and finally structured models of medium size using the cell-intern mass of DNA, RNA, proteines, amino acids, and nucleotides as states. Structured models of small size were used for their good trade-off between model complexity and predictive capacity. All models were assumed to be nonsegregated, meaning that the composition of the biomass is the same for all cells.

2.2.1. Measurement Uncertainty

The measurement uncertainty is of interest because it is used for parameter identification via a maximum-likelihood estimation (see [43]), for model discrimination and in the state estimation. In contrast to the established approaches, the uncertainty was assumed to depend on the value of the measurement of the component $y_i$ at time $t$, as in Equation (2). The linear structure results from experimental investigations with a large number of measurements and covers all kinds of errors such as absolute inaccuracies in the measuring instruments and relative inaccuracies in dilution series.

$$\sigma_{t_iy_j} = a_{y_i} y_{i,j} + b_{y_j}$$

(2)
The coefficients \(a_i\) and \(b_i\) were determined based on the method created by Heine et al. [44] and are given in Table 1 for the concentration of biomass (X), ammonium (Am), phosphate (Ph), glucose (C), macolactin (ML), as well as the carbon dioxide (CO\(_2\)) fraction in the off-gas, and the volume of added base.

| \(X\) | Am | Ph | C | ML | CO\(_2\) | Base |
|-------|----|----|---|----|--------|------|
| \(a\) in % | 3  | 5.9 | 3.7 | 2.6 | 3.1 | 2 |
| \(b\) in g/L | 0.03 | 0.004 | 0.02 | 0.202 | 0.004 | 0.3 |
| \(b\) in mL | 2 | 2 | |

2.2.2. Parameter Uncertainty

The examination of the parameter uncertainty is a valuable tool for assessing the predictive capacity of a model. The covariance matrix of the parameters \(C_{\theta\theta}\) can be approximated by the inverse of the Fisher information matrix \(F\), which is a lower bound to \(C_{\theta\theta}\) [43]

\[
C_{\theta\theta} \geq F^{-1} = \left(\sum_{k=1}^{n_{\text{sample}}} F_k\right)^{-1}.
\]

The Fisher information matrix of a measurement \(i\) is as follows:

\[
F_i = \begin{bmatrix} \left(\frac{dy}{d\theta}\right)^T C_{yy}^{-1} \left(\frac{dy}{d\theta}\right) \end{bmatrix}
\]

with a diagonal covariance matrix of measurements \(C_{yy}\) based on Equation (2). The output sensitivities \(\frac{dy}{d\theta}\) can be obtained by integrating the sensitivity differential equations [45] or, as it is done here, by using orthogonal collocation as differential equation solver, which allows us to explicitly determine the sensitivities \(S\) in parallel to the integration of the system differential equation [46]. The output sensitivities needed in Equation (4) are then readily derived.

2.2.3. Model Uncertainty

The parameter uncertainty represented by \(C_{\theta\theta}\) can only poorly map the error of a false model structure. Thanks to the modelling framework developed by Herold and King [32], various model structures were available to provide a similarly good description of the experiments after an automated and optimized parameter identification, here by using the methods of Violet [47]. This has to be pointed out because the optimized feeding profiles determined below will drive the system into regions where the model outputs actually differ significantly even though all the models could explain the first set of identification experiments equally well. This situation is often seen when approximative models are used to describe a biological system instead of exactly describing the complete metabolism of an organism, which is mostly impossible. According to Hurvich et al. [48] the Akaike’s information criterion (AIC) [49] with the correction for a small number of measurements (AIC\(_c\)) can be used for discrimination between such models. The model with the smallest AIC\(_c\) shows the best fit. Based on the distance to it, all \(m\) models can be evaluated, and model “probabilities” \(w_k\) can be deducted.

\[
w_k = \frac{\exp \left( -\Delta_k \right)}{\sum_{j=1}^{m} \exp \left( -\Delta_j \right)} \quad \text{with} \quad \Delta_k = \text{AIC}_{c,k} - \text{AIC}_{c,\text{min}}
\]

The use of the AIC is based on the assumptions that the correct model exists in the model family. Therefore, it should only be used as an indication as no “real” model exists here. Nevertheless,
the model probabilities calculated in this way can be used as a first approximation for the multi-model approach of process optimization.

2.2.4. Parameter Subset Selection

Not all parameters in nonlinear biological models are easily identifiable. The parameter subset selection enables a reduction of the number of examined parameters. One way to reduce it is to use the singular value decomposition [50,51] to ensure an invertible Fisher information matrix at any time. The affected parameters are kept at the identified value, but their uncertainty is not considered further because they are not sensitive, i.e., they have no significant effect on the process. In the cases occurring here, an inversion of $F$ was still possible but with great uncertainties. A parameter-centered approach considers the root of the diagonal elements of $C_{\theta\theta}$, i.e., the standard deviation $\sigma_\theta$. By excluding extremely safe parameters and extremely unsafe parameters through deleting the corresponding rows and columns from $F$, the condition number of $F$ was improved. The bounds were set to 5000% of the parameter value as the upper bound and 0.01% of the parameter value as the lower bound. The reduced parameter covariance matrix $C_{\theta\theta}$ was then used for state estimation, as described below.

2.3. Multivariate Analysis of NIR Spectroscopy

For the data analysis, the python framework SciPy [52] was used. The NIR probe was placed directly in the agitated and aerated fermentation broth. To reduce the influence of gas bubbles and particle agglomerates, bubble detection was performed on all spectra. Equivalent to outlier detection [53], a modified z-score

$$M = \frac{x - \bar{x}}{\Delta},$$

was defined, where $\bar{x}$ is the median of the raw values $x$ and $\Delta$ is the median of all deviations $\Delta = \text{median}(x - \bar{x})$. All measurements with $M > 2.5$ were rejected. The methodology can be extended to a time series using the moving median $\bar{x}(t)$ and $\Delta(t)$, where a span of 71 values is employed. Two separate wavelength areas were relevant for the calculation of $M$. The average of the raw values between the wavelengths of 1418 nm and 1432 nm was used for the detection of gas bubbles, and the range 1014–1279 nm was used for the detection of particle agglomerates. The remaining sensor raw values were then smoothed over the wavelength using Whittaker’s smoother [54] with a smoothing parameter of 0.01 filtered over time via acausal moving average with a span of 71 values and subsampled to a sampling frequency of $\frac{1}{6}$ min$^{-1}$. The median span, as well as, the chosen wavelengths and value of $M$ depend on the NIR-data obtained and were used as tuning parameters. In general one has to define the correct values on a case-by-case basis to capture all the important phenomena and dynamics while eliminating noise and outliers.

Using a reference spectrum $I_0$, taken with demineralized water at 28 °C, the vector of the absorption $A$ was calculated using the vector of sensor raw values (intensity) $I$.

$$A = -\log(I) + \log(I_0)$$

At low substrate concentrations and in the absence of particular substance, the absorption $A$ is proportional to the concentration of the absorbing components in the sample [55]. Based on this assumption, a linear model in the form of $y = A^T \cdot \beta$ can be postulated to predict the concentration $y$ of the relevant components. The high correlation within the observed variables, here the spectrum $A$, makes it almost impossible to use an ordinary linear regression. The widely applied partial least squares (PLS) regression using a matrix decomposition is well suited for this task. Here, the implementation within Python Scikit [56] was employed. A relevant meta-parameter is the number of factors, which is similar to the number of components when using a principal component regression. For cross-validation, the data set was randomly split up into six parts. Five of them were used for PLS regression with the number of factors ranging from 1 to 10, and the remaining part was
used for validation. This was repeated five times until all measurements had been used for validation. This approach was repeated 10 times with different random splits. Based on the root mean square error of validation estimated this way, the number of factors could be determined to achieve a good match while avoiding overfitting.

The use of sample normalization (standard normal variate), as well as the use of derivatives obtained via Savitzky Golay filtering [57], had been rejected because it did not lead to superior regression performance.

2.4. Process Optimization

The constrained SQP algorithm SNOPT7 by Tomlab [58,59] was used for all optimization tasks. The general problem for the process optimization is given as:

\[
\{x_0, u(t)\} = \arg \min_{x_0, u(t)} \Phi \\
\text{s.t.: } \dot{x} = f(x(t), u(t), \theta), \quad x(t_0) = x_0 \\
\underline{u} \leq u(t) \leq \overline{u} \\
\underline{x} \leq x(t) \leq \overline{x}
\]

with an appropriate cost function \( \Phi \). The feeding rates of phosphate (Ph), ammonium (Am), and glucose (C) at a constant feed concentration \( u(t) \) served as the optimization variables. The initial conditions were not subject to optimization here.

2.4.1. Robust Planning

As long as it is not possible to differentiate sufficiently well between a set of identified models, all of the respective models should be included in the process optimization. There are different approaches for considering multiple models in a process optimization. The MinMax criterion [60] improves the worst result of all the models.

\[
\{x_0, u(t)\} = \arg \min_{x_0, u(t)} \max \Phi_k \\
\text{s.t.: } \dot{x} = f_k(x_k(t), u(t), \theta_k), \quad x(t_0) = x_0 \\
\underline{u} \leq u(t) \leq \overline{u} \\
\underline{x} \leq x_k(t) \leq \overline{x}
\]

where individual cost functions \( \Phi_k \) are calculated for \( n_k \) considered models. This approach focuses very strongly on the worst model. A less conservative result is obtained via the weighted sum of the results of all models. The model probability from the AIC can be taken into account for calculating this mean value. A complete failure of the experiments is prevented by the fact that the constraints have to be met for all the models. The optimization problem with the weights \( w_k \) of the respective model \( k \) results in the following task:

\[
\{x_0, u(t)\} = \arg \min_{x_0, u(t)} \sum_{k=1}^{n_k} w_k \Phi_k \\
\text{s.t.: } \dot{x}_k = f_k(x_k(t), u(t), \theta_k), \quad x(t_0) = x_0 \\
\underline{u} \leq u(t) \leq \overline{u} \\
\underline{x} \leq x_k(t) \leq \overline{x}
\]

The starting conditions \( x_0 \) are usually model independent. Some entries, for example, the initial amount of a cell-internal storage component, can be made model specific via model parameters \( \theta_k \).

Here, the mass of the produced macrolactin has to be maximized, or rather, the negative value of the mass has to be minimized, i.e.,

\[
\Phi = -x_{ML}(t_{end})
\]

The robust planning or multi-model trajectory planning (MMTP) is particularly helpful in the early modeling stage. At this point, the question arises whether the parameter uncertainties should
also be considered for planning because the parameter uncertainties may still be so large that an optimal experimental design is problematic from a numerical point of view. A common approach is to predict the uncertainties of the conditions from the parameter uncertainties by means of a simulation and to demand that the constraints are also met under uncertainties (chance-constrained programming, robust optimization) [61–63]. Particularly problematic with biological models is that especially in the early modeling phase, very large uncertainties occur; therefore, often no solution at all or extremely conservative solutions would be achieved. The Value@Risk formulation [64,65] aims at maximizing the optimization criterion while reducing the uncertainty of it with respect to uncertain parameters. The application of the Value@risk strategy would lead to a small sensitivity of the criterion (often a state such as product quantity) with respect to the uncertain parameters. In the optimal experimental design, the aim is the opposite, namely to maximize the sensitivity of the states with respect to the parameters. Therefore, as long as identification experiments are carried out, the use of the Value@risk strategy is rather obstructive.

2.4.2. Online Optimization

To use real-time optimization (RTO), all model states have to be known in real time. A mySQL database served as a central server for all fermentation, state estimation, and optimization data with at-line data. The optimization defined in (13)–(16) began whenever a measurement update had been performed and the current state \( x \) had been updated in the database by the state estimator. The prediction horizon was the complete remaining cultivation. All future manipulated variables \( u \) were subject to optimization starting 15 min after the last measurement update to reserve enough time for the optimization to converge.

2.5. Nonlinear State Estimation

2.5.1. Sigma-Point Kalman Filter

The sigma-point Kalman filter (SPKF) or the slightly different unscented Kalman filter is well-suited for the highly nonlinear biological process models. Here, the central difference formulation explained in detail by Van der Merwe et al. [66] was used. To ensure that the SPKF respected the physical boundaries at all times, modifications were made that have already been published [8]. The SPKF uses different kinds of uncertainty or noise parameters that are usually used as tuning parameters: the measurement uncertainty \( R \), the process noise spectral density matrix \( Q \), the covariance matrix of the parameters \( \Theta \), and the initial covariance matrix of the state \( P_{xx,0} \). Heuristic design approaches [67] based on the extended Kalman filter can be used for the SPKF as well. The scaling factor for the weighing of the different sigma points \( h \) was set to \( \sqrt{3} \), the optimal value for Gaussian priors [66]. Process noise was used to describe the effect of uncertain parameters. Because the covariance matrix \( \Sigma_{0} \) is available via the Fisher analysis, the approach described in [67] is used here as well. To improve the numerical performance, the number of relevant parameters was reduced via subset selection, as explained above.

2.5.2. Observability

A system is observable if the state vector can be determined in finite time with the help of the measured variables. A simple approach is to calculate the observability matrix for linear systems [68] and check the local observability at each measurement time with corresponding partial derivatives

\[
A = \frac{\partial f}{\partial x}(\xi(t), u(t), \theta) \quad \text{and} \quad C = \frac{\partial h}{\partial x}(\xi(t), u(t), \theta),
\]

with \( f \) being the right hand side of the differential equation and \( h \) being the measurement equation. A better approach to determine the observability is presented and implemented by Villaverde et al. [69,70] in the framework Strike Goldd, that is used here to perform the analytical calculation using Lie derivatives.
3. Results and Discussion

3.1. Automatically Generated Model (A)

In Herold’s dissertation [40], several hundred structured biological models of small size for *P. p.* were automatically proposed and built based on an automatically performed analysis of the fermentation data and on a set of rules. The model states are the mass of ammonium (Am), phosphate (Ph), glucose (C), and macrolactin (ML) in the supernatant and the cell-intern masses of active biomass (Xa) and, depending on the model, cell-internal storage compartments for ammonium (AmSt), phosphate (PhSt), and glucose (CSt). All cell compartments are summarized in the biomass (X). The complete model equations and parameters are given in Appendix A. The parameters were fit to four cultivations. After identification, the models were sorted according to the quality of the parameter identification. For the sake of convenience, only the best eight models with two internal storage compartments (CSt and AmSt) and the best three models with a single internal storage compartment (PhSt) were selected and considered further. Because of the increased number of states and reaction equations, the two-storage models have a significantly higher number of parameters. For each of these models, Herold [32] calculated the corrected information criterion according to the Akaike AICc and the derived model probability $w_k$. These are given in Table 2. The models are numbered by ascending AICc, meaning that No. 1 is the most probable.

A typical identification experiment is given in Figure 1. Because phosphate storage in *P. p.* is also mentioned in the literature [39], the best model with a phosphate storage (No. 9) is also taken into account in further planning to cover structural uncertainties, even though Akaike ruled it out. The models to be further used are highlighted in color (red, green, orange, and blue) in Figure 1 and termed model family A (in Table A1), and the remaining seven models are colored gray. The differences between the models are similarly large as the differences between the model and measured values. The AICc values also support this impression because no single model has a particularly high model probability. In other identification experiments (which are not shown here) the macrolactin simulation performed better. Model 9 was chosen as the best representative of its model structure, containing only a phosphate storage instead of ammonium and glucose storage. It is included in further process planning by manually assigning a model probability of 5%. It has to be noted that the decision to include model 9 was made before the extended model family B was developed. It turned out later that the phosphate storage approach is superior as will be discussed in the next subsection.

Overall, a purely visual differentiation and selection of the “best” model is difficult, and a model-based optimization based on only one seemingly “best”, nominal model would be at least questionable. For this reason, all good models as well as the best model with phosphate storage will be used, as shown below.

Table 2. AICc values and model probabilities for the automatically generated model family (A).

| Model No. | Stored Components | AICc  | $w_k$ |
|-----------|-------------------|-------|-------|
| 1         | Am, C             | −971.1| 0.39  |
| 2         | Am, C             | −971.0| 0.37  |
| 3         | Am, C             | −970.2| 0.24  |
| 4         | Am, C             | −941.2| 0     |
| 5         | Am, C             | −929.8| 0     |
| 6         | Am, C             | −929.6| 0     |
| 7         | Am, C             | −921.1| 0     |
| 8         | Am, C             | −809.7| 0     |
| 9         | Ph                | −715.8| 0     |
| 10        | Ph                | −712.9| 0     |
| 11        | Ph                | −680.7| 0     |
3.2. Extended Model (B)

The model family A was constructed fully automatically [40] and was used in the early modeling stage for robust planning; see Section 3.3.1 for the results. After performing the optimized experiment and installing process NIR spectroscopy as well as an online off-gas analysis, the new information was used to improve and extend the models towards a model family B.

There are some differences in the structure of model family A and model family B. The initial conditions such as the biomass concentration and the proportion of storage compartments within the cell in the inoculum are subject to disturbances. In model family A, the initial proportion of storage compartments was allowed to differ between experiments. The respective experiment-dependent parameters were found by optimization. The good adaptation that could be achieved in this way came at the expense of poor parameter identifiability. In the model family B, the parameters defining the proportion of storage compartments are set to a single global parameter for each component. The number of parameters that have to be determined by parameter identification is therefore drastically reduced and the identifiability is significantly improved.

Further changes from model family A to B concern biological phenomena. In family A, there is an “active biomass” $X_a$ and there are storage compartments. $X_a$ is degraded via a decay rate $r_{xa}$. The degraded biomass is not part of the measured biomass and is not converted back into substrates or any other usable form. This behaviour seems strange from a chemical and biological point of view. The source of this formulation could be automatic modelling based on the detection of phenomena.

After manual model checking, this behaviour is corrected in model family B. A state inactivated/deactivated biomass is added to the model, which consists of the cell-intern degraded active biomass.

$$\dot{m}_{dX} = r_{xa} \cdot m_{Xa}$$  \hfill (18)
For the modeling of the carbon dioxide content in the exhaust gas, only active biomass and the maintenance metabolism were taken into account. The dynamic effects of mass transport and storage in the liquid were neglected. This resulted in the CO$_2$ mass flow entering the gas phase of

$$F_{in, CO_2} = Y_{CCO_2} (Y_{CXa} r_{Xa}(t) m_{XA}(t) + Y_{M} r_{M}(t) m_{XM}(t));$$ (19)

The mass balance in the headspace can be written as follows:

$$\frac{d}{dt} m_{CO_2} = F_{in, CO_2} - 600 \text{ L/h} \cdot m_{CO_2} / (22 \text{ L} - V(t));$$ (20)

It is assumed that ammonium is absorbed in the form of NH$_3$, so the H$^+$ of the dissolved NH$_3^+$ must be compensated by the corresponding amount of base added to keep the pH constant [71]. Further modeling approaches such as the production of organic acids in the context of an overflow metabolism are not considered. The differential equation for the mass of correction fluid base $m_B$ results in the following:

$$\frac{d}{dt} m_B = Y_{BAm} r_{Xa} m_{XA}$$ (21)

The models developed in this way are based directly on model family A, so the numbering of the models in Section 3.1 is retained. After implementing the model modifications, another parameter estimation was performed. A typical identification experiment is shown in Figure 2.

![Figure 2](image-url)

**Figure 2.** Identification experiment for model family B; models used for planning are highlighted in color.

In contrast to the identification experiments of models A, the extended models show very large differences between the different models, especially in the description of CO$_2$, biomass, and glucose concentration. This could be because the additional measurement information is now available, while the number of parameters has increased only insignificantly. The AICc values and the corresponding probabilities are newly calculated. It is debatable whether the measurement data of CO$_2$ and base are
to be considered in the calculation of the AIC\textsubscript{c}. Both measured values have no influence on substrate consumption, biomass growth, and macrolactin production, and, therefore, are completely irrelevant for the process optimization. However, the correct description of the online measurements is relevant for the state estimation and should also be taken into account. Consequently, both approaches were pursued and are illustrated in Figure 3 in the form of AIC\textsubscript{c} values. If the model probabilities are calculated without continuous measurement data, there is an Akaike probability of almost 100\% for model 11. If online measurements are considered, model 11 also shows good performance because it scores second best with only a narrow distance to the best model but a large distance to the next-best model. Hence, model 11 is used for the online optimization and state estimation.

![Figure 3. AIC\textsubscript{c} values for the modified model family (B) with and without consideration of online measurement data.](image)

The differential equations for model 11, the parameter values, and the parameter standard deviations after the subset selection are given in the Appendix B.

3.2.1. NIR Spectroscopy

After the initial experiments, four more cultivations were run using NIR spectroscopy as an online measurement of the biomass concentration. The pretreated NIR spectra at the sampling times of the three cultivations that were used for the PLS regression are shown in Figure 4. It can be seen that the gradient with respect to the wavelength differs strongly, even at the same levels of absorption at wavelengths up to 1400 nm. A simple univariate interpretation that would focus on only one wavelength would not yield the desired outcome.

Based on the cross-validation, the number of factors was set to five. In Figure 5, the cross-validation of the PLSR predictions are plotted over the analytically measured reference values together with the ±2\textsigma error bars of the measurements. The model shows good accordance as the deviation from the ideal fit could be explained by the measurement errors associated with the offline measurements.
Figure 4. Pretreated NIR spectra of different cultivations used for PLS regression.

Figure 5. Cross-validation prediction of biomass concentrations based on NIR spectra using PLS regression.

Only the spectra with corresponding offline-measurements were used for the calibration. Once identified, the PLS model can be used to calculate the PLS predictions of the biomass concentration based on the almost continuously recorded NIR spectra. In Figure 6, the values are given for a fermentation used for calibration. In Figure 7, the validation experiment not used for PLSR is depicted. In the validation cultivation, the biomass concentration surpasses the values that were reached in the calibration cultivations, as shown in Figure 5. Above 15 g/L of \( c_X \), large deviations occur. Furthermore, in the first eight hours, the prediction deviates significantly from the measurement data. All in all, PLS predictions are rather precise at medium biomass concentrations between 2 and 14 g/L. Therefore, NIR spectroscopy perfectly complements the CO\(_2\) measurements that are more precise in the first part of the exponential growth phase at medium biomass concentrations between 0 and 2 g/L but that lack a good description of the limiting conditions.

Figure 6. Online biomass concentration based on PLS model auto-validation.
3.3. Early-Stage Robust Optimization

The use case of the multi-model trajectory planning (MMTP) is the early process design while the model is still being improved. Only four cultivations were performed prior to the MMTP experiment; the following results are based only on the model family A.

3.3.1. Reference Nominal Process Optimization

Nominal trajectory planning serves as the reference method by choosing the best model of the model family, according to the AIC criterion and using it for offline optimization. To avoid a limitation by the limited oxygen input, a maximum biomass concentration of 20 g/L and a maximum biomass growth of 17 g/h was determined. To prevent the depletion of glucose, even in case of uncertainties, a lower limit of 10 g/L was set for the optimization.

From the covariance matrix $C_{\theta\theta}$, the predicted uncertainties of the measured variables during the fermentation process were determined via the state sensitivities. The volume, the concentrations of biomass, macrolactin, ammonium, phosphate, and glucose, as well as the control profiles of the optimal trajectory for model 1 and the $\pm 2\sigma$ ranges of uncertainty, are shown in blue in Figure 8. In comparison, the curves of models 2, 3, and 9 are given, which occur if the manipulated variables optimized with model 1 were used for the simulation. Model 11 was not considered in this early phase, per Section 3.1.

In contrast to the parameter identification of model family A, the course of the various models differs considerably, shown in Figure 8. It is particularly noticeable in macrolactin production. The simulated macrolactin concentration with models 2, 3, and 9 is extremely low, whereas the quantity of 1.2 g/L computed with model 1 is significantly higher than the quantities achieved in the identification tests. Furthermore, it is noticeable that the simulation of the three models after 20 h fermentation time is far outside the $\pm 2\sigma$ range of model 1 for almost all the measured variables. The range within $\pm 2$ standard deviations $\sigma$ comprises about 95% of the possible results. If one had relied solely on model 1, one would assume that macrolactin concentrations of less than 0.5 g/L occur only in 2.5% of the cases. However, all other models predict values below 0.2 g/L. These low macrolactin concentrations would be extremely unlikely according to model 1. However, according to the AIC$_c$, models 1, 2, and 3 were almost equally likely based on the set of the four first identification experiments. Therefore, it is evident that the parametric uncertainty of model 1 does not cover the uncertainty of the model choice.

![Figure 7. Online biomass concentration based on PLS model external validation.](image-url)
3.3.2. Robust Planning and Experimental Validation

To address the problems outlined above, a subset of four models selected via the AIC$_c$ criterion was used in robust planning (multi-model trajectory planning: MMTP) with Equation (13). For model 9, a probability of 5% was defined, and the other weights were based on their Akaike probability and adjusted accordingly. The simulated courses of substrate, biomass, and macrolactin concentrations are shown together with the experimental results in Figure 9.

For a comparison with the nominal planning, only simulations are available. The most important parameter here is the product quantity achieved. To compare the MMTP (using models 1, 2, 3, and 9) and nominal planning (using model 1), the respective optimal feeding profile is used for simulations with the models (1, 2, 3, and 9). The resulting macrolactin masses are given in Table 3. For each case, the minimal and the mean macrolactin mass are determined and compared. Model 2 would yield only 1.1 g using the nominal optimization approach, whereas the smallest amount of macrolactin in the MMTP case is 281% higher. Similarly, the model-weighted mean is 33% higher for the MMTP case compared with the profiles obtained via nominal optimization. In the experimental realization, 6.8 g macrolactin were produced, which is less than the predicted average by the MMTP but still significantly more than the maximum 4.3 g achieved in the identification experiments. Furthermore, the effects of the parameter uncertainties on the fermentation were reduced without being explicitly taken into account. The computing time of the MMTP with an Intel i7 (3.07 GHz) of 72 min is only slightly more than twice as long as with the nominal planning, which requires 32 min.
The multi-model approach can be omitted once a final model can be deducted and its parameters identified, which is the case here after four additional cultivations using online measurements of CO$_2$, consumed base, and NIR spectroscopy. From the extended and modified model family B, model 11 is found to be satisfactorily predictive on its own. However, besides the model uncertainty, there are other sources of deviations; for example, the initial biomass in the inoculum. Whereas offline robust optimization can only account for general deviations and leads to a very conservative design, online optimization can deal with the measured or estimated disturbances in the process hence leading to better results.

3.4.1. State Estimation

Only minimal tuning of the SPKF was necessary. The measurement uncertainty of the online measurements is not kept at the values that were determined experimentally. For the state estimation, the relative part $a$ of Equation (2) is increased to take into account the deviation between the model value and measured value. The standard deviations of the corresponding measurements are given...
in Table 4. The measured value-dependent calculation of \( \sigma_y \) is particularly appropriate here because the CO\(_2\) concentration and the base consumption at low values, i.e., in the exponential growth phase, are a very good indicator of growth, while the model uncertainty is much more pronounced at higher concentrations. The absolute measurement uncertainty of the CO\(_2\) concentration was reduced to 0.1 \( \% \) CO\(_2\) to take better advantage of this effect. For the NIR spectroscopy, the opposite is the case. High uncertainty was assumed at low biomass levels, while the relative error is smaller compared with the \( \% \) CO\(_2\) and base.

No correlation between the measured values was assumed, \( \mathbf{R} \) was hence a diagonal matrix with the corresponding variances. For the uncertainties of the initial values, a heuristic approach \[67\] yielded a relative deviation of \( \sigma_{\hat{x}_0} = 40 \% \) for the biomass components and a value of \( \sigma_{\hat{x}_0} = 15 \% \) for the remaining states. For the creation of sigma points, the parameter covariance matrix \( \mathbf{C}_{\theta \theta} \) was used after the subset selection described above instead of \( \mathbf{Q} \). The corresponding standard deviations of the parameters are given in Table A2.

\[
P_{xx,0}^{-} = \text{diag}((\sigma_{\hat{x}_0}^2 \cdot \hat{x}_0^- + 0.001)^2)
\]  

(22)

Table 4. Modified coefficients of Equation (2) for use in the state estimation.

|       | b in \% CO\(_2\) | b in mL | b in g/L X NIR |
|-------|------------------|---------|----------------|
| a in \% | 7.5              | 7.5     | 5              |
| b     | 0.1              | 3       | 0.5            |

The SPKF was tested with a cultivation, where the effects of large deviations in the inoculation biomass could be observed. Here, temperature fluctuations in the preculture phase led to a change in the inoculation biomass. The planned course of the offline robust process planning (MMTP) with model family A is given together with the experimental results in Figure 10. For illustration, the SPKF based on the new model B 11 was used to estimate and plot the states. The SPKF combines the complementary online measurements in an optimal way to determine the nonmeasurable states. A more detailed analysis is given in \[8\].

Observability

In all models, the rank of the observation matrix is lower than the respective system order, i.e., the number of estimated states. The differential equations obtained from mass balances, as shown in Appendix B, make it clear that the macrolactin quantity in the cultivation has no effect on the other states. Therefore, it is not possible to infer the macrolactin concentration indirectly via measurements. If one removes the mass of macrolactin from the system description and calculates the observability matrix again, its rank corresponds to the system order of the respective model at any time. Thus, all states save for the macrolactin mass are observable. However, it is not ensured that macrolactin converges with the actual value, but Figure 10 shows that the prediction nevertheless shows acceptable agreement with the offline measured values.
3.4.2. Experimental Application of Online Optimization

A final cultivation was performed to show the applicability of real-time optimization (RTO) with an SPKF state estimation. Every 0.1 h, a measurement update with the current online measurements was performed. Subsequently, the RTO was performed based on the newly estimated state. The constraints of the concentrations applied formerly to the MMTP were slightly adjusted. For the RTO, the upper biomass limit was removed, and the biomass growth limit was raised to 25 g/h because a better model quality allowed for a more precise estimation of growth and, therefore, fewer safety buffers were needed. The limitation of the glucose concentration to 10 g/L and the volume to 13 L were maintained.

The experimental results of the online optimization are given in Figure 11. Additionally, different simulations are plotted. The result of the offline optimization is marked with planning in blue. In the initial offline optimization, the volumes of the correction fluids (acid, base, antifoam agent) were unknown and, therefore, not taken into account. The simulation $u_{\text{Offline}}$ in green is obtained by using the offline optimized control variables together with the actually consumed correction fluids and the known sampling volumes for the simulation. The simulation $u_{\text{Online}}$ in red corresponds to simulation $u_{\text{Offline}}$, but the online-optimized control variables are used in the simulation.
The planning shows the highest predicted macrolactin concentration, but if this planning was to be carried out, the disregard of the correction fluids would result in a lower macrolactin concentration and an unacceptable violation of the volume constraint. The online optimization processes the SPKF’s current estimate of volume and, therefore, complies with the volume constraint but at a 7% lower predicted macrolactin concentration. If one compares the manipulated variable profiles in Figure 11 with the offline planning, it is noticeable that considerably less feeding volume was added. In Table 5, the impressive savings of the feeding quantities (28% for glucose) are summarized.

Table 5. Feeding volumes of offline and online planning for validation experiment.

| Feeding Volume (L) | Offline TP | Online TP | Saving |
|--------------------|------------|-----------|--------|
| Am                 | 1.9        | 1.4       | 23%    |
| Ph                 | 0.7        | 0.6       | 9%     |
| C                  | 3.2        | 2.3       | 28%    |

The comparison of hypothetical, simulated macrolactin quantities is only of limited significance. However, if one compares the macrolactin concentrations achieved, the RTO with 0.73 g/L eclipses the maximum concentrations of the offline robust process optimization (0.57 g/L). Because of the reduction of the fermentation duration from 50 h to 44 h, the improvement of the spacetime yield is even more pronounced.
4. Conclusions

The current experimental study showed the high performance of model-based approaches for process improvement. Based on a family of automatically built models (A), robust offline optimization led to increased macrolactin yield while ensuring that the constraints would be met by all the models. The use of nominal optimization based only on the best model would have underestimated the uncertainty of the model selection. Experimental validation confirmed the higher product yield that was achieved via robust process optimization even after only four cultivations. The performed experiments showed great discriminatory potential, leading to the selection of one superior model (B). The relatively simple model with only nine states in total permits good interpretability of the results and a low numerical burden for identification, as well as state estimation and optimization. However, even if the model uncertainty was greatly reduced, the influence of the deviations in the inoculum still had a large impact on the fermentation and its productivity. It has been shown how a SPKF can successfully estimate the course of the cultivation in real time based on the measurements of base consumption for pH control and CO$_2$ concentration in the off-gas. The use of process NIR spectroscopy with PLS regression was incorporated in the SPKF and led to an even more robust estimation because of its complementary measurement information. The use of real-time product maximization was successfully tested for the production of macrolactin D by *Paenibacillus polymyxa*. Besides reducing the amount of glucose feed by 28% compared with the offline planning, the optimization led to the largest mass of macrolactin compared with all other performed cultivations in the same setting.

Further investigations have to evaluate how well RTO can compensate for disturbances such as feeding pump failure and temperature fluctuations because the focus of the current contribution was on the process of model development and fast deployment of model-based methods in the process development.
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Appendix A. Model Equations and Parameters for the Automatically Generated Model

Only model variants for which the results are given above are listed here, that is, models 1, 2, 3, and 9. A first basic structure without a phosphate storage is given by:

\[ m_X = m_{Xa} + m_{AmSt} + m_{CSt} \]  \hspace{1cm} (A1)

\[
\frac{d}{dt} \begin{pmatrix}
    m_{Xa}(t) \\
    m_{AmSt}(t) \\
    m_{CSt}(t) \\
    m_{Am}(t) \\
    m_{Ph}(t) \\
    m_{C}(t)
\end{pmatrix} = \begin{pmatrix}
    c_{Am, in} u_{Am}(t) \\
    c_{Ph, in} u_{Ph}(t) \\
    c_{C, in} u_{C}(t)
\end{pmatrix}
\begin{pmatrix}
    0 & 0 & 0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 1 & -1 & 0 \\
    -1 & 0 & -1 & 1 & 0 & 0 \\
    -Y_{PhXa} & 0 & 0 & 0 & 0 & 0 \\
    -Y_{Cxa} & 0 & 0 & -Y_{CSt} & 1 & -1
\end{pmatrix}
\]

\[ + m_X(t) \begin{pmatrix}
    r_{Xa}(t) \\
    r_{2Xa}(t) \\
    r_{AmSt}(t) \\
    r_{2AmSt}(t) \\
    r_{CSt}(t) \\
    r_{M}(t)
\end{pmatrix} \]  \hspace{1cm} (A2)

This is extended by the balances describing the volume and production of macrolactin.

\[
\frac{dm_{Ml}(t)}{dt} = r_{Ml}(t)m_X(t) - r_{2Ml}(t)V(t)
\]
\[
\frac{dV(t)}{dt} = u_{Am}(t) + u_{Ph}(t) + u_{C}(t)
\]

The measured concentrations are calculated according to the following:

\[ c_{iy} = \frac{m_{iy}}{V} \]  \hspace{1cm} (A3)

Formal kinetics were automatically identified that depend on these following variables:
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Because models 1, 2, and 3 differ only slightly, only the differences between the models are given here. For model 2, the following kinetics of the ammonium and glucose storage were used:

\[
\begin{align*}
    r_{AmSt}(t) &= \mu_{AmSt} \frac{c_{Am}(t)}{c_{Am}(t) + K_{AmStAm}} \frac{K_{AmStPh}}{c_{Ph}(t) + K_{AmStPh}} g_{AmSt}(t) \\
    r_{zAmSt}(t) &= \mu_{zAmSt} c_{Am}(t) c_C(t) g_{AmSt}(t) \\
    r_{CSt}(t) &= \mu_{CSt} \frac{c_{Am}(t)}{c_{Am}(t) + K_{CStAm}} \frac{K_{CStPh}}{c_{Ph}(t) + K_{CStPh}} c_C(t) + K_{CStC} g_{CSt}(t) \\
    r_{zCSt}(t) &= \mu_{zCSt} c_{Am}(t) + K_{zCStAm} c_{Ph}(t) + K_{zCStPh} c_C(t) + K_{zCStC} g_{CSt}(t) \\
    r_{Ml}(t) &= \mu_{Mlm} \frac{c_{Am}(t)}{c_{Am}(t) + K_{Mlm}} c_{Ph}(t) + K_{Mlm} c_C(t) + K_{Mlm} g_{Xa}(t) \\
    r_{zMl}(t) &= \mu_{zMlm} c_{Mlm}(t) \\
    r_{Ml}(t) &= \frac{Y_M c_{C}(t)}{c_{C}(t) + K_{M}}
\end{align*}
\]

In model 3, only the degradation rate of the glucose storage differs.

\[
    r_{zCSt}(t) = \mu_{zCSt} c_{Am}(t) c_{Ph}(t) c_C(t) g_{CSt}(t) \tag{A4}
\]

Model 9: In this structured model of small size, the biomass X is divided into active biomass Xa and a phosphate storage component, PhSt. Therefore, (A2) is replaced by the following:

\[
\begin{align*}
    \frac{d}{dt} \begin{pmatrix}
        m_{Xa}(t) \\
        m_{PhSt}(t) \\
        m_{Am}(t) \\
        m_{Ph}(t) \\
        m_{C}(t)
    \end{pmatrix} &= \begin{pmatrix}
        0 \\
        0 \\
        c_{Am,in} u_{Am}(t) \\
        c_{Ph,in} u_{Ph}(t) \\
        c_{C,in} u_{C}(t)
    \end{pmatrix} + m_X(t) \begin{pmatrix}
        Y_{Xa} & -1 & 0 & 0 & 0 \\
        0 & 0 & 1 & -1 & 0 \\
        -1 & 0 & 0 & 0 & 0 \\
        -Y_{PhXa} & 0 & -1 & 1 & 0 \\
        -Y_{CXa} & 0 & 0 & 0 & -1
    \end{pmatrix} \begin{pmatrix}
        r_{Xa}(t) \\
        r_{zXa}(t) \\
        r_{PhSt}(t) \\
        r_{zPhSt}(t) \\
        r_{Ml}(t)
    \end{pmatrix} \tag{A5}
\]

\[
\begin{align*}
    r_{Xa}(t) &= \mu_{Xa} \frac{c_{Am}(t)}{c_{Am}(t) + K_{XaAm}} \frac{c_{Ph}(t)}{c_{Ph}(t) + K_{XaPh}} \frac{c_{C}(t)}{c_{C}(t) + K_{XaPhSt}} g_{Xa}(t) \\
    r_{PhSt}(t) &= \mu_{PhSt} \frac{c_{Ph}(t)}{c_{Ph}(t) + K_{PhStPh}} g_{Xa}(t) \tag{A6}
\end{align*}
\]

\[
\begin{align*}
    r_{zPhSt}(t) &= \mu_{zPhSt} \frac{c_{Am}(t)}{c_{Am}(t) + K_{zPhStAm}} c_{Ph}(t) c_C(t) g_{PhSt}(t) \tag{A7}
\end{align*}
\]
In the preliminary tests, very high stirrer speeds occurred because of a poor oxygen supply, which led to an emergency shutdown of the fermenter because of excessive foam formation. Therefore, the sum of all absolute growth rates

$$R_X = \dot{m}_{Xa} + \dot{m}_{AmSt} + \dot{m}_{CSSt} + \dot{m}_{PhSt}$$  \hspace{1cm} (A9)

was chosen as a constraint for high oxygen consumption as a measured variable and limited accordingly in further process planning. It is assumed that the total biomass growth is responsible for oxygen consumption.

| Parameter Value | Mod. 1 Value | Mod. 2 Value | Mod. 3 Value | Mod. 9 Value | Unit |
|-----------------|--------------|--------------|--------------|--------------|------|
| $r_{Xa}$        | 0.0130       | 0.0406       | 0.0472       | 1.3274       | 1/h  |
| $K_{XaAm}$      | 0.0542       | 0.0359       | 0.0475       | g/L          |
| $K_{XaPh}$      | 0.0099       | 0.0139       | 0.0158       | g/L          |
| $K_{XaC}$       | 0.00029      | 0.00023      | 0.00021      | 0.0001       |
| $K_{XaPhSt}$    |              |              | 0.0002       | g/L          |
| $r_{zXa}$       | 0.0561       | 0.0485       | 0.0497       | 0.0013       | 1/h  |
| $r_{AmSt}$      | 0.0554       | 0.0342       | 0.0370       | 1/h          |
| $K_{AmStAm}$    | 0.3815       | 0.2844       | 0.3614       | g/L          |
| $K_{AmStPh}$    | 3.2159       | 0.6581       | 0.0300       | g/L          |
| $K_{AmStC}$     | 0.0001       |              |              | g/L          |
| $r_{zAmSt}$     | 0.2489       | 0.1467       | 2.2940       | 1/h          |
| $K_{zAmStAm}$   |              |              | 0.0060       | g/L          |
| $K_{zAmStPh}$   | 16.6722      | 0.7386       | 31.0420      | g/L          |
| $K_{zAmStC}$    |              |              | 0.1443       | g/L          |
| $r_{CSSt}$      | 0.1608       | 0.1352       | 0.1185       | 0.1608       | 1/h  |
| $K_{CSStAm}$    | 0.0001       | 0.0001       | 0.0001       | 0.0001       | g/L  |
| $K_{CSStPh}$    | 0.0386       | 0.0257       | 0.0309       | 0.0386       | g/L  |
| $K_{CSStC}$     | 0.2572       | 0.3142       | 0.2797       | 0.2572       | g/L  |
| $r_{zCSSt}$     | 0.00022      | 0            | 0            | 0            | 1/h  |
| $K_{zCSStAm}$   | 0.1003       | 0.1003       | 0.1003       | 0.1003       | g/L  |
| $K_{zCSStPh}$   |              |              | 0.1001       | g/L          |
| $K_{zCSStC}$    | 0.0095       | 0.0097       | 0.0095       | g/L          |
| $r_{PhSt}$      | 0.2880       |              |              | 16.098       | g/L  |
| $r_{zPhSt}$     |              |              |              | 0.0862       | g/L  |
| $r_{Ml}$        | 0.0141       | 0.0173       | 0.0079       | 0.0068       | 1/h  |
| $K_{MlAm}$      | 9.999        | 100          | 33.825       | 2.607        | g/L  |
| $K_{MlPh}$      | 0.0244       | 0.0152       | 0.0439       | 0.3427       | g/L  |
| $K_{MlC}$       | 20.902       | 8.919        | 39.521       | 100.0        | g/L  |
| $r_{zMl}$       | 0.0087       | 0.0116       | 0.0100       | 0.1668       | 1/h  |
| $r_{M}$         | 0.0488       | 0.0436       | 0.0423       | 0.0810       | 1/h  |
| $K_{M}$         | 0.01         | 0.01         | 0.01         | 0.01         | g/L  |
| $Y_{Xa}$        | 31.402       | 9.133        | 8.233        | 5.578        | g/L  |
| $Y_{PhXa}$      | 3.6319       | 0.9241       | 0.7598       | 0.2646       | g/g  |
| $Y_{CXa}$       | 3.0833       | 3.1094       | 0.4393       | 13.7042      | g/g  |
| $Y_{CCSt}$      | 4.831        | 4.515        | 5.015        | g/g          |
Appendix B. Modified Model for Continuous Measurement Data

Appendix B.1. Model B 11

\[ g_i(t) = \frac{m_i(t)}{m_X(t)}, m_X = m_{Xa} + m_{PhSt} + m_{dX} \]  

(A10)

\[ \frac{d}{dt} \begin{pmatrix} m_{Xa}(t) \\ m_{PhSt}(t) \\ m_{Am}(t) \\ m_{Ph}(t) \\ m_{C}(t) \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ c_{Am,in}u_{Am}(t) \\ c_{Ph,in}u_{Ph}(t) \\ c_{C,in}u_{C}(t) \end{pmatrix} + m_X(t) \begin{pmatrix} Y_{Xa} \\ 0 \\ -1 \\ -1 \end{pmatrix} \begin{pmatrix} r_{Xa}(t) \\ r_{zXa}(t) \\ r_{PhSt}(t) \\ r_{zPhSt}(t) \end{pmatrix} \]  

(A11)

\[ \frac{dm_{Ml}(t)}{dt} = r_{Ml}(t)m_X(t) - r_{zMl}(t)V(t) \]

\[ \frac{dV(t)}{dt} = u_{Am}(t) + u_{Ph}(t) + u_{C}(t) \]

\[ r_{Xa}(t) = \mu_{Xa} \frac{c_{Am}(t)}{c_{Am}(t) + K_{XaAm}} \]

\[ r_{zXa}(t) = \mu_{dXam} \frac{g_{Xa}(t)}{c_{Am}(t) + K_{XaAm}} \]

\[ r_{Ml}(t) = \mu_{Mlm} \frac{K_{MlAm}}{c_{Am}(t) + K_{MlAm}} \]

\[ r_{zMl}(t) = \mu_{zMlm} \frac{c_{Ml}(t)}{c_{Ml}(t) + K_E} \]

\[ r_{M}(t) = Y_{M} \frac{c_{C}(t)}{c_{C}(t) + K_{E}} g_{PhSt}(t) \]

\[ m_X(t) = m_{Xa}(t) + m_{CSt}(t) + m_{AmSt}(t) \]

\[ r_{PhSt}(t) = \mu_{PhSm} \frac{c_{Ph}(t)}{c_{Ph}(t) + K_{PhStPh}} \]

\[ r_{zPhSt}(t) = \mu_{zPhSm} c_{Ph}(t) \frac{c_{Am}(t)}{c_{C}(t) + K_{zPhStC}} \]

Table A2. Parameter values of model B 11 with parameter standard deviation after subset selection.

| Name            | \(\theta\) | \(\sigma\) | \(\sigma/\theta\) | Name            | \(\theta\) | \(\sigma\) | \(\sigma/\theta\) |
|-----------------|-------------|-------------|-------------------|-----------------|-------------|-------------|-------------------|
| \(\mu_{dXam}\)  | 0.14        | 0.0015      | 1.1%              | \(K_{XaAm}\)   | 0.0001      | 0.0002      | 184.1%            |
| \(\mu_{Mlm}\)   | 0.010       | 0.00030     | 3.1%              | \(K_{XaC}\)    | 0.0003      | 0.0001      | 33.6%             |
| \(\mu_{PhSm}\)  | 0.043       | 0.00039     | 0.9%              | \(K_{XaPh}\)   | 0.0343      | 0.0005      | 1.6%              |
| \(\mu_{Xam}\)   | 0.079       | 0.0004      | 0.5%              | \(K_{PhStC}\)  | 0.0001      | 0.00017     | 166.0%            |
| \(\mu_{zMlm}\)  | 0           | -           | -                 | \(K_{M}\)       | 0.01        | -           | -                 |
| \(\mu_{zPhSm}\) | 0.0116      | 0.00017     | 1.5%              | \(Y_{BAm}\)    | 0.024       | 0.0001      | 0.1%              |
| \(g_{0,PhSt}\)  | 0.75        | 0.007       | 0.9%              | \(Y_{M}\)       | 0.09        | 0.00054     | 0.6%              |
| \(K_{MIC}\)     | 100         | 9.77        | 9.8%              | \(Y_{CO2}\)    | 0.65        | 0.003       | 0.5%              |
| \(K_{MIPh}\)    | 0.084       | 0.007       | 8.1%              | \(Y_{PhXa}\)   | 0           | -           | -                 |
| \(K_{MIAm}\)    | 5.66        | 0.36        | 6.4%              | \(Y_{Xa}\)     | 5.53        | 0.019       | 0.3%              |
| \(K_{PhSt}\)    | 0.077       | 0.0014      | 1.8%              | \(Y_{CXa}\)    | 14.58       | 0.044       | 0.3%              |
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