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Abstract

Introduction: The risk prediction of the occurrence of a clinical event is often based on conventional statistical procedures, through the implementation of risk score models. Recently, approaches based on more complex machine learning (ML) methods have been developed. Despite the latter usually have a better predictive performance, they obtain little approval from the physicians, as they lack interpretability and, therefore, clinical confidence. One clinical issue where both types of models have received great attention is the mortality risk prediction after acute coronary syndromes (ACS).

Objective: We intend to create a new risk assessment methodology that combines the best characteristics of both risk score and ML models. More specifically, we aim to develop a method that, besides having a good performance, offers a personalized model and outcome for each patient, presents high interpretability, and incorporates an estimation of the prediction reliability which is not usually available. By combining these features in the same approach we expect that it can boost the confidence of physicians to use such a tool in their daily activity.

Methods: In order to achieve the mentioned goals, a three-step methodology was developed: several rules were created by dichotomizing risk factors; such rules were trained with a machine learning classifier to predict the acceptance degree of each rule (the probability that the rule is correct) for each patient; that information was combined and used to compute the risk of mortality and the
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reliability of such prediction. The methodology was applied to a dataset of 1111 patients admitted with any type of ACS (myocardial infarction and unstable angina) in two Portuguese hospitals, to assess the 30-days all-cause mortality risk, being validated through a Monte-Carlo cross-validation technique. The performance was compared with state-of-the-art approaches: logistic regression (LR), artificial neural network (ANN), and clinical risk score model (namely the Global Registry of Acute Coronary Events - GRACE).

**Results:** For the scenario being analyzed, the performance of the proposed approach and the comparison models was assessed through discrimination and calibration. The ability to rank the patients was evaluated through the area under the ROC curve (AUC), and the ability to stratify the patients into low or high-risk groups was determined using the geometric mean (GM) of specificity and sensitivity, the negative predictive value (NPV) and the positive predictive value (PPV). The validation calibration curves were also inspected. The proposed approach (AUC=81%, GM=74%, PPV=17%, NPV=99%) achieved testing results identical to the standard LR model (AUC=83%, GM=73%, PPV=16%, NPV=99%), but offers superior interpretability and personalization; it also significantly outperforms the GRACE risk model (AUC=79%, GM=47%, PPV=13%, NPV=98%) and the standard ANN model (AUC=78%, GM=70%, PPV=13%, NPV=98%). The calibration curve also suggests a very good generalization ability of the obtained model as it approaches the ideal curve (slope=0.96). Finally, the reliability estimation of individual predictions presented a great correlation with the misclassifications rate.

**Conclusion:** We developed and described a new tool that showed great potential to guide the clinical staff in the risk assessment and decision-making process, and to obtain their wide acceptance due to its interpretability and reliability estimation properties. The methodology presented a good performance when applied to ACS events, but those properties may have a beneficial application in other clinical scenarios as well.
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1. **Introduction**

In clinical practice, physicians must make several important decisions (interventions, medication, follow-up requirements, etc.) based on all available information. The risk assessment of a given event (i.e., its probability) is one of the most important elements in that decision-making. It is often accomplished through the guide of risk score models. They usually result from simple multivariable regression-based methods which take into account several prognostic factors commonly recorded in the routine medical evaluation. They identify the most important predictors (risk factors) and their relative contribution to the occurrence of the analyzed event, being the final risk a sum of scores attributed to each selected variable.
In recent years, machine learning (ML) methods have been proposed as an alternative to such standard approaches \[2, 3, 4\]. Those procedures can model more complex relations between the predictors and the output, usually achieving better predictive performance than the score models \[5\]. However, this has an associated cost: such methodologies are often seen by the physicians as a "black-box" with a significant lack of interpretability. This minimizes the confidence of clinicians in the generated models and consequently the trust of the patients as well, discouraging their widespread clinical application \[6\]. In the broad context of ML, interpretability is related to the ability of the user to understand the predictions produced by the model and retrieve domain knowledge from it \[7, 8\]. One of the factors that impact the interpretability of a given model is its complexity in terms of size \[9\]. It implies that if a given model is too large, even if every single element can be easily described, the complexity resulting from the combination of several elements may significantly impair its global interpretability. So, models which are a priori interpretable may become hard to explain. For example, a decision tree has its comprehensibility limited by its depth, number of rules, or length of rules condition \[9\].

Even so, these ML approaches present some advantages when compared to score models. They can more easily incorporate new features detected as important ones and be applied to incomplete data sets. Moreover, they often give more importance to the training patients with closer information to the one being evaluated. In other words, while the score models can be seen as a more generalized point system, the ML models are more related to personalized medicine. In fact, score models have been found to perform well at the population level but worse at the individual level \[10, 11\].

The state-of-the-art score and ML models focus on the prediction of the occurrence risk of a given event (e.g., death), taking into consideration the overall ability of the model to correctly predict that risk. However, they do not discern if the prediction of a particular patient is trustworthy. Even though some works have been developed about when a prediction should be or not be trusted \[12, 13, 14, 15\], this research has received little attention in the decision-making field. Nevertheless, this is very important when a given model’s prediction is used to guide critical decisions as in medical diagnosis. This allows the clinical staff to estimate how much they can rely on the algorithm output, identifying when the prediction is more likely to be misleading. It extends the total information available to make the best decisions possible. To the best of our knowledge, only one study was developed to assess the reliability in already existing clinical risk models \[16\].

The forecasting of patients’ prognosis in the next days, months or years after an acute coronary syndrome (ACS) event is one of the areas where great efforts of the scientific community have been made to develop tools to assist the health professionals. Cardiovascular disease is the leading cause of mortality worldwide \[17\], which urges such research. The ACS corresponds to a group of conditions related to low blood flow to the myocardium and it includes unstable angina (UA), non-ST-elevation myocardial infarction (NSTEMI) and ST-elevation myocardial infarction (STEMI).
In this context, several ACS risk score models have been developed from large clinical trial populations, such as the Platelet glycoprotein IIb/IIIa in Unstable angina: Receptor Suppression Using Integrilin (PURSUIT) [18], the Thrombolysis In Myocardial Infarction (TIMI) [19, 20], the Global Use of Strategies to Open Occluded Coronary Arteries in Acute Coronary Syndromes (GUSTO) [21, 22], and the Global Registry of Acute Coronary Events (GRACE) [23, 24]. In the last few years, several machine learning-based methodologies were proposed as well [25, 26, 27, 28, 29]. About the assessment of confidence level of an individual mortality risk prediction after an ACS event, to the best of our knowledge, only the aforementioned study [16] was developed, where the authors evaluated the reliability of the GRACE model predictions.

Our goal is to develop a new methodology that takes the advantageous features of machine learning methods (good performance), but also incorporates the interpretability level of the clinical score models, in order to create a tool able to predict the risk of any type of event. Furthermore, we intend to use the same approach to estimate the reliability of individual predictions, which is rarely available. Considering such characteristics, we aim to present a support system that not only performs well in terms of accuracy but also inspires trust in physicians through their white-box structure, contributing in a decisive way to support their treatment and follow-up decisions. In section 2 (Methods), the several steps of the proposed methodology will be deeply described, and some examples will be provided to help understand the procedure and its properties.

Such an approach is considered and validated in the context of the acute coronary syndrome problem. Therefore, in section 3 (Results), the outcomes of the application of the proposed procedure to the prediction of the 30-days mortality risk after an ACS event will be presented, and they will be compared with the performance of state-of-the-art models.

Finally, in sections 4 and 5 (Discussion and Conclusion), some final remarks will be considered, related to: the advantages and potential of the proposed methodology, the model generated for the examined clinical application, some limitations, and possible further work.

2. Methods

In this study, we developed a new approach to help the physicians in the decision-making process related to the forecasting of a given medical condition. Often such risk assessment is related to the risk of death after a given event. Therefore, even it can be used for other end-points, in this work it will be referred to as a predictor of mortality risk.

The procedure proposed in this study can be summarized in three sequential steps: 1) creation of several rules through the dichotomization of meaningful risk factors, 2) training of those rules with a machine learning technique to learn which rules are more suitable to evaluate each patient, 3) computation of the predicted mortality risk and its reliability estimate for each patient using such rules. These methods will be detailed in sections 2.1 to 2.3.
Further information and methods related to the clinical application and validation of the approach in the acute coronary syndromes scenario (dataset, missing values imputation, data balancing and performance assessment) will be described in sections 2.4 and 2.5.

2.1. Creation of rules, their outputs and acceptance

The first step is the creation of decision rules. It is carried out by taking important predictors (risk factors) and dichotomizing each one of them. The goal is to define a value that corresponds to the best overall separation threshold between the positive (death) and negative (survival) classes for each one of those variables. Therefore, binary rules are created, signalizing which rules (if any) identify the patient as a potential high-risk one, which is of great interest in the clinical context.

In order to accomplish that, two different approaches were considered: one based on a moving threshold and another based on centroids. The latter presented a more intelligible and better solution and so it is used. In that procedure, for each feature, two centroids are obtained from the training dataset, each one representing a class: the values of patients who died are used to create one of the centroids and the other is formed using the points corresponding to the patients who survived.

These two centroids represent then two virtual patients: the positive and negative ones. In this work, each centroid is computed using the mean (Euclidean distance) of the values of the corresponding group. However, if very skewed variables are considered, the use of the median may be advisable for performance and interpretability purposes.

Having such centroids, the mean distance between them can be seen as the separation threshold. More specifically, if a given sample is closer to the positive centroid then, according to that predictor, the patient is expected to die; otherwise, if it is closer to the negative one, the patient is expected to survive. Thus, the mean distance between centroids is the threshold value that defines the rule for a given feature, assuring the clinical interpretability of the rule. Figure 1 shows an example of this procedure for an arbitrary feature X and its values for the training group of patients.

Figure 1: An example of how to obtain the centroids that represent each class, and the corresponding threshold that defines the rule.
For the arbitrary feature X, the rule will then be defined as: \( \text{IF value}(X) \geq 84 \) \( \text{THEN death; ELSE survival} \). These death-or-survival suggestions will be further referred to as \textit{rules outputs} - figure 2, step 2.

Figure 1 shows an example of the rule creation for a continuous predictor. Ordinal and binary variables can be directly mapped as well, treating them as continuous ones to obtain the centroids and threshold. The threshold is then used to divide the categories and create the rule. For example, if a given predictor Z has 4 ordinal levels, and the threshold obtained from the centroids is 2.42, and higher the levels higher tendency to death, the rule will be defined as: \( \text{IF value}(Z)=3 \text{ OR value}(Z)=4, \text{ THEN death; ELSE survival} \). For non-ordinal categorical predictors, it is required to first transform them into ordinal or binary ones, for example creating dummy variables through a \textit{one-hot-encoding} approach.

In order to generalize the methodology for all the variables (which have different centroid values), the distance of each point to the centroids was evaluated through the \textit{normalized distance}:

\[
\text{normalized distance} = 1 - \frac{d_{\text{positive}}}{d_{\text{positive}} + d_{\text{negative}}} \tag{1}
\]

where \( d_{\text{positive}} \) is the Euclidean distance of that sample to the positive centroid and the \( d_{\text{negative}} \) is the distance to the negative one. This metric is then in the range [0,1]: normalized distance=0 if \( d_{\text{negative}}=0 \); normalized distance=1 if \( d_{\text{positive}}=0 \). Therefore, the normalized distance being greater than 0.5 is the equivalent to the point being closer to the positive virtual patient, and the rule for any feature Y becomes: \( \text{IF normalized distance}(Y) \geq 0.5, \text{ THEN death; ELSE survival} \). For a patient who survived (rule output = 1), or negative, when it suggests the patient’s survival (rule output = 0).

That same process is also applied to the testing samples - figure 2, step 3.

Once obtained the rules outputs, their acceptance for the training examples is computed. This \textit{rule acceptance} is a binary variable, with a value of 1 if the rule output corresponds to the true label and a value of 0 if they are different - figure 2, step 4. An example using five arbitrary rules is showed in table 1 for a patient who survived.

Table 1: Determination of rules and its acceptance, considering an arbitrary training example in a five rules scenario.

| Rule 1 | Rule 2 | Rule 3 | Rule 4 | Rule 5 |
|--------|--------|--------|--------|--------|
| Normalized distance | 0.32   | 0.12   | 0.73   | 0.64   | 0.20   |
| Rule output           | 0      | 0      | 1      | 1      | 0      |
| True output           | 0      | 0      | 1      | 1      | 0      |
| Rule acceptance       | 1      | 1      | 0      | 0      | 1      |

Instead of a single binary label related to the death or survival of the patient (the \textit{true output}), there will be several binary labels, each one related to the acceptance of a rule. Therefore, the rules acceptances are the new data labels.
2.2. Assessment of rules’ acceptance degree for new patients

In the training phase (section 2.1), the rule acceptance of a given rule is obtained by comparing its target (death or survival) with the rule output, and thus only one predictor is required to get it (the risk factor used to create the rule). However, for new samples (simulated by the testing dataset), that target is not known. Therefore, it is necessary to create a model able to predict the rule acceptance for such new samples. In order to perform it, a machine learning procedure is applied, taking all the original values of the risk factors as the training features. The single predictor used to build the rule would not allow a good prediction, and thus all the risk factors are used to train such a model. The idea is then to create a prediction model per rule which estimates if that rule is expected to be suitable to evaluate a given patient - figure 3, step 5. In fact, all the original feature values are used to train a different model for each rule, i.e., a different model to estimate each new label. In short, as in a standard machine learning procedure, the set of risk factors are used to train a model to predict the label of the new samples, but here such label corresponds to the correctness of a single rule and not to the occurrence of the event (death or survival).

For training patients, the future output (death or survival) is known, and thus the acceptance of each rule is computed as a yes/no response. However, for new patients, it is more meaningful for both algorithms and physicians to have a degree of acceptance, i.e., a likelihood of correctness. Therefore, the prediction
models are trained to produce a probability output (predicted probabilities of the rule acceptance) instead of a binary one, and then they are applied to the testing data - figure 3, step 6. For instance, if the predicted acceptance of a rule is closer to 1 (100%), there is a high probability that rule is correct for that patient; otherwise, if the predicted acceptance is closer to 0 (0%), it is likely to be misleading.

Consequently, only prediction models whose statistical foundation is to produce a probability output (value in the range [0,1]) are used. In our study, a logistic regression model and a neural network with a log-sigmoid activation function in the output layer were considered.

In order to optimize the models for the predictive task where the proposed approach is validated, the parameters of those models were tuned considering their validation performance (AUC value). For the neural network model, the following sets of parameters were considered in a grid search optimization - number of hidden layers: [1,2,3,4], number of neurons in such layers: [2,4,8,16,24,32,64,86,100], and the best combination was selected. Furthermore, regularization procedures were also considered to avoid some possible overfitting. More specifically, elastic-net regularization for the logistic regression model [30] (with a ratio between L1 and L2 regularization varying in the interval [0,1]) and Bayesian regularization for the neural network model [31]. These optimization procedures were also applied to the comparison models mentioned in section 3.3: standard logistic regression and neural network methods. For both the proposed approach and comparison models, it was verified that regularization did not statistically improve the validation performance, and so a simpler methodology (no regularization) was considered. Considering the neural network, the performance of the methods did not improve with more than 2 hidden layers and 8 neurons. More specifically, an architecture with 8 neurons in the first layer and 4 neurons in the second one was used for the proposed approach, and an architecture with 8 neurons in both hidden layers was considered for the comparison approach (standard neural network model).
5) Train each rule individually using a machine learning classifier considering all the features as training data, creating a different model per rule.

6) Apply each trained model to the testing dataset, predicting the acceptance of each rule for each patient. Each model corresponds to the equally numbered rule.

Figure 3: The step-by-step methodology related to the training of rules and the prediction of their acceptance degree in testing data. Five rules were used to illustrate the method. The \( m \) corresponds to the number of patients in the training dataset and the \( n \) to the number of patients in the testing dataset.

2.3. Prediction of mortality risk and reliability estimation

Knowing the outputs of each rule (figure 2, step 3) and obtaining their predicted acceptance (figure 3, step 6), the forecasting of each patient is assessed through two computed values: the predicted mortality risk and the predicted reliability estimate.

To forecast the mortality risk is the major goal in these clinical studies, as it allows the physicians to better identify the patients that are at higher risk and the ones with lower risk, and so defining a suitable treatment for each one. In this work, we intended to create a risk assessment tool considering all the created rules but giving more importance to the ones that are more likely to be correct. Therefore, we start by computing a score based on the mean of the multiplication of the dichotomized outcome of each rule (its binary output) and the corresponding predicted probability of being corrected (rule acceptances obtained as the output of the models related to each one of the rules):

\[
\text{predicted mortality score} = \frac{\sum_{i=1}^{r} (\text{rule output})_{i} \cdot (\text{predicted rule acceptance})_{i}}{r}.
\]

where \( r \) is the total number of rules. Until now, we considered a rule output value of 0 for the rules that suggested the patient’s survival (negative rules). However, that value would lead to the removal of all the portions of the equation
that are related to the negative rules. Therefore, here, it is considered a rule output of -1 for those rules instead. Thus, the obtained score is a value in the range [-1,1], which is then converted back to the range [0,1]:

\[ s_i = \frac{t_i - \min(t)}{\max(t) - \min(t)}, \quad (3) \]

where \( s_i \) is the score in the range [0,1], \( t_i \) is the score in the range [-1,1], \( \min(t)=-1 \) an \( \max(t)=1 \).

Ideally, the rules that suggest the correct output will have a higher predicted acceptance and the others a lower one. Therefore, the score is expected to tend to 0 in case of survival or to 1 in case of death.

In the proposed methodology, new labels (the decision rules) are created and used, instead of mapping directly the features into the outcomes. Thus, a calibration step is required to convert the predicted score into a meaningful predicted risk. Such a procedure is executed by creating a logistic regression model, based on the predicted scores in the training dataset and their corresponding true label (event or no event). The logistic regression calibration model is then applied to the predicted scores to obtain the final predicted risks:

\[ \text{predicted mortality risk} = \frac{\exp[\beta_0 + \beta_1(\text{predicted mortality score})]}{1 + \exp[\beta_0 + \beta_1(\text{predicted mortality score})]}, \quad (4) \]

where \( \beta_0 \) and \( \beta_1 \) are the coefficients obtained for the calibration model. In this study, we obtained a \( \beta_1=8.0, \) p-value<0.001, which represents a very good ability of the calibration procedure to convert the scores into risks.

Often it is only evaluated how correctly that risk is expected to be for the overall population, i.e., if the predicted risk is well obtained in general. However, usually, there is no way to know the trustfulness of the algorithm for a particular prediction, i.e., to identify patients where that forecasting is expected to be less accurate. The use of calibration curves helps to identify how likely the predictions are to be over or underestimated, based on the relation between the estimated rate of events and the observed one. Even so, this estimation is not often available, as calibration is less assessed than discrimination in research studies [32]. Furthermore, the calibration curves provide a general reliability of predictions at a given risk level (at a given risk X, the reliability is the same for all predictions), but not an individual one (at a given risk X, attribute a personalized and more adjustable reliability to each prediction).

Our goal was to create a tool that is able to provide a degree of confidence for each risk prediction, i.e., its reliability estimation. The goal is to estimate how reliable is the risk prediction for a given patient, providing physicians with additional valuable information: if they can trust the method being used and accept its outcome or, on the other hand, if the model is providing a very uncertain outcome. This has not only the potential to improve the decisions made by the clinical staff but also boost their confidence in this methodology as it becomes more transparent.
If a given patient dies then it is expected that the predicted acceptance degree of the rules with a positive output is much higher than the one of the rules that suggest the negative class; the opposite happens if the patient survives. Considering this evidence, a reliability estimation may be derived. Some approaches were explored, and one was found to be more suitable and to perform better.

More specifically, the higher the difference between the mean predicted acceptance probabilities of the rules that suggest the patient’s death and the ones that suggest the patient’s survival, the more confidence there is in the predicted risk (more reliable). For example, for a patient who survives, ideally, the predicted acceptance degree of the negative rules would be 100% and for the positive rules it would be 0%, so the reliability estimate is 100%. Thus, the lower the difference between such predicted acceptances, the lower the reliability.

Therefore, the reliability estimation of a particular prediction was computed as the absolute value of the difference between the means of the predicted acceptances of positive rules (output=1, death) and negative rules (output=0, survival):

\[
\text{predicted reliability estimate} = \left| \frac{1}{p} \sum_{j=1}^{p} (\text{predicted rule acceptance})_j - \frac{1}{q} \sum_{k=1}^{q} (\text{predicted rule acceptance})_k \right|
\]

where \( p \) is the number of rules that suggest the patient’s death and \( q \) is the number of rules that suggest the patient’s survival, as obtained in section 2.1.

The equation related to the mortality score computation, can also be represented as:

\[
\text{predicted mortality score} = \frac{1}{r} \left[ \frac{1}{p} \sum_{j=1}^{p} (\text{predicted rule acceptance})_j - \frac{1}{q} \sum_{k=1}^{q} (\text{predicted rule acceptance})_k \right] = \frac{p}{r} \left[ \frac{1}{p} \sum_{j=1}^{p} (\text{predicted rule acceptance})_j \right] - \frac{q}{r} \left[ \frac{1}{q} \sum_{k=1}^{q} (\text{predicted rule acceptance})_k \right]
\]

Therefore, it is possible to observe that the computation of the mortality score before normalization (equation 6), is a weighted version of the computation of the reliability estimate (equation 5). Thus, the latter is a special case (absolute value and weights=1) of the former. Furthermore, comparing both equations, it is possible to observe that it is possible to directly compute the
reliability estimate from the mortality score (before normalization) when the weights \((p/r\) and \(q/r\)) are equal, i.e., when the number of rules that suggest the patient’s death \((p)\) is equal to the number of rules that suggests patient’s survival \((q)\). This is only possible to obtain if the total number of rules \((r)\) is even. For such particular scenario:

\[
\text{predicted reliability estimate} = |2(\text{predicted mortality score before normalization})|
\]

which can also be presented in relation to the predicted mortality score after normalization to the interval \([0,1]\) as:

\[
\text{predicted reliability estimate} = |4(\text{predicted mortality score after normalization}) − 2|
\]

However, this is an exceptional case. For every other scenario, it is not possible to directly compute the reliability estimate from the mortality score. Thus, in general, the assessment of the likelihood that a given prediction is correct (reliability estimate) is obtained independently of the value of such prediction (mortality score).

Table 2 shows an example of two patients, the predicted acceptance degree of five arbitrary rules and their output (0 for survival and 1 for death). The predicted mortality score is presented as well. As it is possible to see in that table, the risk of death for patient 1 is higher than the one for patient 2. On the other hand, the reliability in the predicted mortality score of patient 2 is much higher than the one for patient 1, which means there is much more confidence in the score predicted for patient 2.

Table 2: Two examples of how to obtain and explain the reliability estimation, and the prediction score.

| Rule | Patient 1 | Patient 2 |
|------|-----------|-----------|
|      | predicted rule acceptance | rule output | predicted rule acceptance | rule output |
| Rule 1 | 73 % | 0 | 88 % | 0 |
| Rule 2 | 91 % | 0 | 95 % | 0 |
| Rule 3 | 41 % | 1 | 24 % | 3 |
| Rule 4 | 34 % | 1 | 11 % | 1 |
| Rule 5 | 70 % | 0 | 91 % | 0 |

| Predicted mortality score | 0.34 | 0.26 |
| Mean acceptance of positive rules | 37.50 % | 17.50 % |
| Mean acceptance of negative rules | 78.00 % | 91.33 % |
| Predicted reliability estimate | 40.50 % | 73.83 % |

2.4. Application of the procedure to the ACS scenario

The procedure described in sections 2.1 to 2.3 was applied and studied in a real problem related to the risk prediction of the 30-days all-cause mortality...
after an acute coronary syndrome (ACS) event.

The research resulted from the analysis of data from two different cohorts, both from Portuguese hospitals, related to patients admitted and diagnosed with an ACS by the physicians according to the guideline criteria. Both cohorts (one with 686 and the other with 590 patients) were unified into a single dataset. From the resulting final cohort, were excluded the patients who did not respect the following criteria: to have at least a follow-up of 30 days from the hospital admission day, to have a follow-up result (death or survival), and to have information about the death day (if applicable). According to these considerations, 1111 patients entered in our analysis.

From the variables available in the initial cohorts, only the ones registered in both cohorts were maintained at a first stage, and the necessary unit conversions were performed. This data collection included several types of information, such as demographics, baseline characteristics, previous medication and the presence of comorbidities. In a second stage, all the variables with more than 15% missing values were excluded, remaining 28 of them. The 15% value was chosen as a good cutoff for this selection, observing the missing distributions of values in the dataset. It was verified that the variables most commonly measured and registered in the clinical practice and the ones that are often identified as risk factors for the ACS problem were included in this group (15% of missing values at most).

The analysis included also patients who received any type of in-hospital reperfusion after admission, such as percutaneous coronary intervention (PCI) or coronary artery bypass surgery (CABG).

2.5. Performance evaluation, missing imputation and data balancing

Due to the small number of available samples in the problem being considered, the proposed approach was evaluated in the aforementioned dataset through a Monte Carlo cross-validation (MCCV) with 1000 repetitions to obtain a more realistic and robust evaluation, maintaining the death rate in each train-test sampling (stratification). From all data, 80% was used to form the training dataset (model development) and 20% for the testing one (model validation).

The ability to correctly predict the mortality risk was assessed through the AUC - area under the receiver operating characteristic (ROC) curve, which is commonly referred to as C-statistic in clinical studies. The threshold that stratifies the patients into the low or high-risk groups must reflect the overall clinical context, i.e., to not only be based on the available data but also on management, economic or healthy issues [33]. Therefore, the AUC is a suitable metric as it does not consider a particular threshold. However, the AUC alone may not be a suitable measure of the performance, especially in imbalanced scenarios [34].

In this situation, the dichotomization of patients into low or high-risk groups is also an important definition as some treatment guidelines depend on such stratification. So, to evaluate the overall stratification ability of the model, it was also assessed its geometric mean (GM):
Geometric mean = \( \sqrt{(\text{sensitivity})(\text{specificity})} = \sqrt{\left( \frac{TP}{TP + FN} \right) \left( \frac{TN}{TN + FP} \right)} \),

where \( TP = \text{true positives}, \ TN = \text{true negatives}, \ FP = \text{false positives}, \ FN = \text{false negatives} \). So, the sensitivity is the proportion of patients who died identified as high-risk ones, and specificity is the proportion of patients who survived identified as low-risk ones.

Even if the definition of the stratification threshold may require further analysis, it was necessary to select one to compute the TN, TP, FN and FP values. In order to estimate such metrics, in this study, the chosen threshold was the one that maximized the geometric mean in the training dataset.

For a better clinical assessment, two other discrimination metrics were considered, the negative predictive value (NPV) and the positive predictive value (PPV):

\[
\text{Negative predictive value} = \frac{TN}{TN + FN} \tag{10}
\]

\[
\text{Positive predictive value} = \frac{TP}{TP + FP} \tag{11}
\]

For the assessment of NPV and PPV, the TN, TP, FN and FP values were computed for a stratification threshold that achieves a high sensitivity, which is usually an important criterion in clinical applications. More specifically, a cut-off that achieves 80% of sensitivity was considered.

Besides the discrimination metrics (AUC, GM, NPV and PPV), the risk prediction performance was also assessed through calibration curves. About the reliability of each prediction, the performance of the proposed methodology was analyzed through the correlation between the predicted reliability estimates and the misclassifications rate.

The imputation of values for missing data was performed individually for each one of the MCCV repetitions, using a 10-nearest-neighbor imputation. More specifically, the training and testing missing values were replaced by the mean and mode of the ten training examples with the lowest Euclidean distance to them, for continuous and categorical variables respectively.

One of the main goals of the proposed methodology is to have meaningful rules, estimating the probability of each one of them to be correct. As a consequence of the imbalanced data, the rules more likely to be correct for the patients who survive would always have a high predicted acceptance, even for the positive patients, while the rules expected to be right for the patients who died would always have a low predicted acceptance.

In order to overcome this issue, an undersampling of negative samples in the training dataset was performed. This procedure originated a final 1.5:1 negative-positive ratio. Thus, the general predicted acceptance of the rules who suggested a positive output is higher than the ones who suggested a negative
output, for patients who died, and the opposite for patients who survived, as desirable. Fortunately, the smaller size of the dataset used for training did not have a substantial effect on model performance. This undersampling was executed selecting random negative samples, and it was only applied for the machine learning step (creation of the rule acceptance prediction models). In the remaining steps (rules creation, missing data imputation, and model calibration) all the available training samples were considered.

Even this necessity of data balancing was verified for this specific problem, it is expected that the same process may be required for the majority of clinical conditions, as typically the number of positive cases (occurrence of the analyzed event) is lower than the number of negative ones (no event).

3. Results

3.1. Patient characteristics

The overall information about the variables considered in this study is presented in table 3. In addition to the 28 pre-treatment variables, reperfusion rates are also reported. The 30-days all-cause death rate is 4.95%.

3.2. Feature selection

The group of variables that present a lower p-value of univariate analysis in our work (mainly the ones with $p<0.01$) is in agreement with the group of variables identified as risk factors in the several ACS studies referred to in the introduction section. As a smaller p-value is associated with a larger statistical incompatibility that the positive and negatives classes have the same distribution [35], we considered the selection of variables with $p<0.01$ as a reasonable criterion for the selection of risk factors in this work in a first stage. Furthermore, due to the small size of the dataset, a cutoff of 0.01 also imposes a more rigorous selection, giving more confidence on the selected set of features. Therefore, eleven variables were primarily selected: diagnosis, age, antecedent of stroke/transient ischemic attack, systolic and diastolic blood pressures, heart rate, Killip class, left ventricular ejection fraction, elevation of cardiac markers, glucose, hemoglobin.

From those, two variables were discarded: diastolic blood pressure (DBP) and elevation of cardiac markers, mainly due to their correlation with other predictors. The information of the latter is already implied in the diagnosis because it is used to discriminate between myocardial infarction and unstable angina. The DBP is known to have a strong correlation with the systolic blood pressure (SBP) [36], which was verified in this study ($r\approx0.7$); clinical studies only considered the SBP and, therefore, the same approach was followed here.

We are dealing with a small dataset and a small number of events, and a high rate of variables per event can lead to overfitting of the generated model. Therefore, we performed a final feature selection. From those nine variables, we selected only the ones that are used in at least one of the four risk score models most used in the clinical practice (GRACE, TIMI, PURSUIT, GUSTO).
This is a conservative and robust selection because the clinical relevance of those risk factors in this context was already been validated in large datasets. Moreover, this induces more confidence in clinical professionals as well. Thus, the final group of features to be used in our approach is composed of six variables: diagnosis, age, systolic blood pressure, heart rate, Killip class, and previous stroke/TIA.
Table 3: General information of the patients used in the analysis of this study. For the binary variables - diabetes, smoking, hypertension, stroke/TIA, myocardial infarction, unstable angina, PTCA, CABG, ST-segment deviation, elevation of cardiac markers, all types of medication, and reperfusion - the values are related to the positive class: the existence of such condition or characteristic. The reported values are related to the median and interquartile range for the continuous variables, and to the frequencies and percentages for the categorical ones.

|                          | Total     | Survival | Death     | p-value  |
|--------------------------|-----------|----------|-----------|----------|
| No. of patients          | 1111      | 1056     | 55        |          |
| Diagnosis                |           |          |           |          |
| UA                       | 247 (22.2%) | 244 (23.1%) | 3 (5.5%) | <0.001   |
| NSTEMI                   | 452 (40.7%) | 433 (41.0%) | 19 (34.5%) |          |
| STEMI                    | 402 (36.2%) | 369 (34.9%) | 33 (60.0%) |          |
| Demographics             |           |          |           |          |
| Gender                   |           |          |           |          |
| Female                   | 260 (23.4%) | 240 (22.7%) | 20 (36.4%) | 0.020    |
| Male                     | 851 (76.6%) | 816 (77.3%) | 35 (63.6%) |          |
| Age                      | 64 (54-73) | 64 (54-73) | 72 (63-81) | <0.001   |
| Risk factors / comorbidities|          |          |           |          |
| Diabetes                 | 280 (25%) | 261 (24.7%) | 19 (34.5%) | 0.106    |
| Smoking - current smoker  | 288 (25.9%) | 279 (26.4%) | 9 (16.4%) | 0.094    |
| Smoking - former smoker   | 268 (24.1%) | 261 (24.7%) | 7 (12.7%) | 0.038    |
| Hypertension             | 695 (62.6%) | 658 (62.3%) | 37 (67.3%) | 0.485    |
| PAD                      | 76 (6.8%) | 70 (6.6%) | 6 (10.9%) | 0.207    |
| Clinical antecedents     |           |          |           |          |
| Stroke and/or TIA        | 85 (7.7%) | 71 (6.7%) | 14 (25.5%) | <0.001   |
| Myocardial infarction    | 327 (29.4%) | 314 (29.7%) | 13 (23.6%) | 0.367    |
| Unstable angina          | 163 (14.7%) | 159 (15.1%) | 4 (7.3%) | 0.120    |
| PTCA                     | 233 (21.0%) | 227 (21.5%) | 6 (10.9%) | 0.067    |
| CABG                     | 128 (11.5%) | 126 (11.9%) | 2 (3.6%) | 0.064    |
| Characteristics at presentation|        |          |           |          |
| SBP (mmHg)               | 140 (121-160) | 140 (121-160) | 130 (107-150) | <0.001 |
| DBP (mmHg)               | 80 (70-90) | 80 (70-90) | 70 (63-82) | <0.001   |
| Heart rate (bpm)         | 75 (64-88) | 75 (64-87) | 90 (76-25) | <0.001   |
| Killip class             |           |          |           |          |
| I                        | 915 (82.4%) | 888 (84.1%) | 27 (49.1%) | <0.001   |
| II                       | 103 (9.3%) | 92 (8.7%) | 11 (20.0%) |          |
| III                      | 65 (5.9%)  | 54 (5.1%) | 11 (20.0%) |          |
| IV                       | 10 (1.0%)  | 6 (0.6%)  | 4 (7.3%)  |          |
| LEVF                     |           |          |           |          |
| >50 %                    | 677 (60.9%) | 664 (62.9%) | 13 (23.6%) | <0.001   |
| [30,50] %                | 293 (26.4%) | 278 (26.3%) | 15 (27.3%) |          |
| ST segment deviation     | 745 (67.1%) | 700 (66.3%) | 45 (81.8%) | 0.013    |
| Laboratory results       |           |          |           |          |
| Elevation of cardiac markers | 614 (55.3%) | 572 (54.2%) | 42 (76.4%) | 0.001    |
| Creatinine (mg/dL)       | 1.0 (0.9-1.2) | 1.0 (0.9-1.2) | 1.1 (1.0-1.5) | 0.066    |
| Glucose (mg/dL)          | 126 (101-169) | 125 (101-167) | 144 (123-209) | <0.001   |
| Hemoglobin (g/dL)        | 14.0 (12.8-15.0) | 14.0 (12.9-15.0) | 12.8 (11.8-14.4) | 0.001 |
| Medication pre-admission|           |          |           |          |
| Antiplatelet drugs       | 526 (47.3%) | 507 (48.0%) | 19 (34.5%) | 0.094    |
| Beta-blockers            | 292 (26.3%) | 279 (26.4%) | 13 (23.6%) | 0.715    |
| Calcium channel blockers | 245 (22.1%) | 234 (22.2%) | 11 (20.0%) | 0.767    |
| Statin                   | 254 (22.9%) | 242 (22.9%) | 12 (21.8%) | 0.918    |
| Antihypertensive drugs   | 325 (29.3%) | 307 (29.1%) | 18 (32.7%) | 0.485    |
| Reperfusion              | 621 (55.9%) | 596 (56.4%) | 25 (45.5%) | 0.110    |

UA: unstable angina, NSTEMI: non-ST-elevation myocardial infarction, STEMI: ST-elevation myocardial infarction, PAD: peripheral artery disease, TIA: transient ischemic attack, PTCA: percutaneous transluminal coronary angioplasty, CABG: coronary artery bypass grafting, SBP: systolic blood pressure, DBP: diastolic blood pressure, LVEF: left ventricular ejection fraction.

*The elevation of cardiac markers is related to the elevation above critical thresholds of cardiac injury biomarkers, such as troponin, myoglobin and creatine kinase (CK)-MB, accordingly to clinical guidelines.
3.3. Prediction of the mortality risk

As previously mentioned, for the rules acceptance prediction models, the neural network (with a simple 3-layers architecture) and the logistic regression models were considered. No statistical significance (p>0.1) was verified in the results obtained for both AUC and geometric mean using the two methods. Thus, the results further presented for the proposed approach were obtained using artificial neural networks, but they represent both methods, i.e., they characterize the proposed methodology in general. The methodology was also compared with three other procedures that are state-of-the-art methodologies: a clinical risk score model based on a system of points, a logistic regression, and an artificial neural network.

The risk prediction in clinical practice is typically performed using models based on a system of points (score models). Such a decision support system is the most easy-to-use and interpretable approach to forecast the occurrence of a clinical event. In this work, we considered the GRACE risk model [23], which was developed from a large cohort of patients admitted with acute coronary syndrome events. From the most known ACS risk score models, the GRACE showed to be the one that best predicts the 30-days mortality in a Portuguese study [37], being also the most used model.

Apart from that, we also applied two standard statistical/machine learning (ML) methodologies, i.e., models directly linking the original feature values with the binary label corresponding to death or survival after 30-days from admission. Even some procedures have been proposed to promote interpretable clinical risk predictions [38, 39, 40, 41, 42], such approaches lack further validation beyond their studies. Moreover, often interpretability-based ML methodologies focus on finding the importance attributed to each variable by more complex prediction models and thus retrieve some explainability from it. However, it can be assessed with a simple logistic regression as well. Therefore, from the well-established machine learning methodologies, the logistic regression is still the most interpretable one to deal with risk prediction. Furthermore, recent surveys show that the majority of clinical decision support systems used in emergency departments [43] and in hospital readmission prediction [44] are based on logistic regression, which means it is still the ‘gold standard’.

As we considered an artificial neural network (ANN) as a predictor to estimate the probability of each rule to be correct for each patient, we also applied a ‘pure’ ANN to further compare our approach. As for the standard logistic regression, to establish such comparison, we replaced the rule-based section with a neural network that directly estimates the outcome (event/no event) risk.

The three comparison models were applied to the same patients and following a similar procedure as before, i.e., the same methods for missing imputation and performance assessment; no data balancing was performed.

The results of the 30-days mortality risk prediction using the proposed approach and the comparison models are analyzed in terms of discrimination and calibration. About the former, the AUC, GM, PPV and NPV results, over the 1000 runs of Monte-Carlo cross-validation, are presented in table 4. The
associated boxplots related to AUC and GM of testing data are presented in figures 4 and 5. As explained in the Methods section, the NPV and PPV values are obtained using a fixed cut-off that achieves a sensitivity of 80%, for all the presented models. The GM is obtained using a cut-off threshold based on the maximization of the training dataset GM for the proposed approach and the standard machine-learning models, and for the GRACE model it is obtained considering the cut-off suggested in its development study [23].

As the models are all developed (except the GRACE one) and validated on the same datasets, Table 5 presents the results of the differences for each of the 1000 runs between the proposed method and each one of the comparison models, for all those discrimination metrics. The calibration is then assessed in figures 6 to 9 which show how the mortality rate varies with the predicted mortality risk in the validation group, for the proposed approach and the three comparison models (the standard machine learning methods and the GRACE model).

Table 4: Obtained results for the prediction of the mortality risk, related to the 1000 runs of Monte Carlo cross-validation (MCCV). They are represented by the 95% confidence interval. The parameters of the GRACE model are retrieved directly from its development study [23], and so a training phase was not performed. The GRACE results are related to its validation in the 1000 testing sets, as done for the other models.

| Metric (%) | Proposed approach | Logistic regression | Neural network | Clinical model |
|------------|-------------------|---------------------|---------------|---------------|
| AUC        | [84.1, 84.3]      | [84.5, 84.1]        | [82.2, 82.8]  | [77.8, 79.0]  |
| GM         | [79.2, 79.4]      | [72.1, 72.9]        | [76.4, 77.0]  | [69.9, 70.9]  |
| PPV        | [14.3, 14.6]      | [13.3, 13.4]        | [13.1, 13.6]  | [13.0, 13.8]  |
| NPV        | [98.5, 98.6]      | [98.5, 98.5]        | [98.2, 98.4]  | [98.4, 98.5]  |

Train.: training (development group), Test.: testing (validation group)

Table 5: Differences between the proposed method and the traditional logistic regression and artificial neural network models, for each of the 1000 Monte-Carlo cross-validation runs. The results are represented by the 95% confidence interval of each difference. The parameters of the GRACE model are retrieved directly from its development study [23], and so a training phase was not performed. The GRACE results are related to its validation in the 1000 testing sets, as done for the other models.

| Metric (%) | Proposed approach and logistic regression | Proposed approach and neural network | Proposed approach and GRACE |
|------------|------------------------------------------|-------------------------------------|------------------------------|
| δAUC       | [-0.8, -0.6]                             | [1.3, 2.1]                          | [1.5, 2.4]                   |
| δGM        | [1.9, 2.1]                               | [2.3, 2.9]                          | [26.0, 26.0]                 |
| δPPV       | [1.0, 1.3]                               | [1.0, 1.3]                          | [3.0, 4.5]                   |
| δNPV       | <-0.1, <0.1]                             | [0.2, 0.4]                          | [0.1, 0.2]                   |
Figure 4: Validation performance for the proposed approach and the comparison models, according to the area under the ROC curve (AUC) metric. It represents the boxplot of the 1000 runs of Monte-Carlo cross-validation.

Figure 5: Validation performance for the proposed approach and the comparison models, according to the geometric mean (GM) metric. It represents the boxplot of the 1000 runs of Monte-Carlo cross-validation.

Figure 6: Calibration curve for the proposed approach model in the testing dataset. Each point represents the mean and 95% confidence intervals of the means of the deciles of the predicted risk values, over the 1000 runs of Monte-Carlo cross-validation.

Figure 7: Calibration curve for the GRACE risk model in the testing dataset. Each point represents the mean and 95% confidence intervals of the means of the deciles of the predicted risk values, over the 1000 runs of Monte-Carlo cross-validation.
Considering the obtained results, the proposed procedure showed to perform very well in predicting the mortality risk after an ACS event in terms of discrimination metrics (tables 4 and 5, and figures 4 and 5). Even if it uses a smaller part of the dataset for the prediction models training due to the balancing step, it presents a similar performance when compared to the standard logistic regression: it seems to perform slightly better in terms of GM and slightly worst in terms of AUC. Also, it performs far better than the standard artificial neural network (ANN). The wide confidence intervals of figures 4 and 5 were already expected due to the sample size, which implies a higher variance in each one of the 1000 runs’ data-splits.

The testing calibration curve of the proposed methodology (figure 6) also suggests a very good generalization ability of the proposed model, with a curve very close to the ideal one, and a consequent slope close to 1. It seems to present a slightly better testing calibration than the standard logistic regression model (figure 8) and the standard ANN model (figure 9).

The developed approach has also a considerably better performance than the GRACE score model. The lower ability of GRACE to predict the mortality risk, evaluated by the AUC metric, may be explained by two reasons: 1) it has indeed a worse prediction ability than the proposed model, or 2) it is developed from a more heterogeneous population while the suggested method is derived from a Portuguese population where both methods are being validated. The high underfitting verified in the calibration curve (figure 7) supports the idea of the lower performance ability of the GRACE risk model in the dataset being analyzed.

In relation to the geometric mean, it can not be directly computed for the GRACE model, as that method categorizes the patients into three categories: low, intermediate or high-risk. Therefore, it was necessary to create only two
groups, joining the intermediate to another one. Several validation studies of the GRACE model have shown that the death rate of the intermediate group is much closer to the low-risk group than to the high-risk one [45, 46, 47], which was also verified in our data. Furthermore, it has been suggested that early intervention seems to be important to prevent future adverse events in patients identified as high-risk by the GRACE model, but not for the patients at low and intermediate-risk [48]. Considering such evidence, the following stratification of the GRACE results was performed: low-and-intermediate-risk or high-risk. Even some negative bias may result from such consideration, there is a very relevant difference between the obtained GM values, which suggests that the proposed procedure has a better capability of stratification.

Finally, the NPV and PPV metrics are highly dependent on the prevalence of the dataset [49, 50]; in this case, the rate of patients who died. As this prevalence is very low in this scenario (4.95%), the NPV is expected to be very high, and the PPV is expected to be low [49, 50], which is verified in the obtained results. As a consequence of that, it is also expected to obtain a lower variance in the NPV values between the models. Such issue is also verified in the results, as the obtained NPV values are in general equivalent for all the four models: the proposed approach has a NPV performance equivalent to the logistic regression and the GRACE models, and very slightly better than the neural network model. About the PPV values, the proposed approach performs significantly better than the neural network and GRACE models, and very slightly better than the logistic regression one. Thus, those results also support the idea that, besides its intrinsic characteristics which are potentially beneficial for the clinical domain, the methodology developed in this study achieves a good predictive performance.

The suggested approach was repeated without imputation, excluding the patients with missing data in the 6 used features. The results presented a similar training and testing performance (for the validation set, AUC=81%, GM=73%, NPV=98%, PPV=16%). Overall, the results are in favor of the effectiveness of the applied missing data imputation procedure.

3.4. Prediction of the reliability estimate

A visual representation of the relation between the predicted reliability estimates and the rate of misclassifications after the risk stratification is displayed in figure 1 for the validation group. The proposed solution efficiently estimates the reliability of the individual predictions as there is a noticeable relation between such values and the misclassifications number. As expected, higher reliability is highly correlated with a lower forecasting error. Moreover, the obtained results show that for individual predictions with a reliability estimate of 70% or higher, there is strong evidence that the physicians may trust the algorithm output almost blindly.
Figure 10: Variation of misclassifications rate according to the predicted reliability estimates, for the validation group. The reliability values were divided into subgroup of 10\% for easier interpretation. The points correspond to the mean values and the error bars to the 95\% confidence interval, both computed from the 1000 runs of Monte-Carlo cross-validation. The chi-squared test assesses whether there is an association between the stratified reliability groups (the 10 groups presented in the figure) and the misclassifications, i.e., it tests if the frequency of misclassifications decreases as the reliability increases. The null hypothesis is that the reliability is not associated with the misclassification rate: p-value < 0.0001, so the null hypothesis is rejected. All samples with a reliability in the range [90-100] were correctly classified, and thus there is no error bar for this group.

No comparison was made with the three other methods (risk score models and standard machine learning ones), as they do not naturally compute a reliability estimation: it is necessary to assess it with an external/auxiliary procedure. Furthermore, to the best of our knowledge, there are no well-established methods (i.e., strongly validated) to estimate the individual reliability of each new sample.

As aforementioned, the calibration curves allow the assessment of the overall reliability, but not the individual one. More specifically, we can only evaluate the expected rate of misclassifications for each level of prediction risk: a different and less personalized, and thus less meaningful, type of reliability. Even so, about this reliability by the level of prediction, it is possible to observe that each model (figures 6 to 9) is more accurate for some risk levels (when the rate of predicted events approaches the rate of observed events), and less accurate for others. Through the inspection of the calibration plots and their characteristics (slope and intercept), it is possible to conclude that the proposed approach seems to present the better overall reliability by prediction risk level: the curve approaches more the ideal one in general, which is supported by a slope closer to 1.

3.5. Rules interpretability

As mentioned before, taking the mean value between the virtual patients that represent the negative and positive classes for each feature (the obtained centroids), it is possible to get the thresholds used to create each rule. Therefore,
the clinical interpretability of such decision rules is straightforward. Table 6 presents the thresholds obtained in our study and the consequent rules.

The obtained rules highly agree with the scoring systems of the ACS risk models previously mentioned (GRACE, TIMI, PURSUIT and GUSTO) about how each feature relates to mortality. This observation supports the idea of clinical interpretability and meaning in the proposed methodology, which facilitates its approval by the physicians.

Table 6: Outputs advised by the created rules, considering the thresholds obtained from the mean value between the virtual patients. For the continuous variables, the thresholds correspond to the mean value of the 1000 Monte-Carlo runs.

| Rules                | Diagnosis       | Age               | SBP               | Heart rate  | Killip class | Previous stroke/TIA |
|----------------------|-----------------|-------------------|-------------------|-------------|--------------|---------------------|
|                      | UA/NSTEMI: survival | ≤ 67 years: survival | < 135 mmHg: death | < 83 bpm: survival | I: survival | No: survival |
|                      | STEMI: death     | ≥ 67 years: death  | ≥ 135 mmHg: survival | ≥ 83 bpm: death | II to IV: death | Yes: death          |

Note: the levels of the categorical variables (diagnosis, Killip class and previous stroke/TIA) have an ordinal nature from a milder to a more severe condition. Therefore, such variables can be considered as ordinal ones (more specifically, a binary one for the previous stroke/TIA) and the centroids are obtained the same way as for the continuous variables, and consequently the corresponding categorical threshold.

4. Discussion

4.1. Methodology and results

Strong interpretability of the clinical knowledge integrated into the proposed approach was one of the main goals in this work. It is easily achievable by the use of dichotomic rules, created based on virtual reference patients (one centroid representing the patients who die and another the patients who survive), and a mean threshold between them. Those binary rules allow to readily identify which variables (observed characteristics) suggest that a given patient may be at high risk. This immediate assessment of critical risk factors for a given patient through binarization is, to the best of your knowledge, a novelty in the risk prediction models.

Then, the interpretability is enhanced by the computation of the acceptance degree expected for each one of those rules, based on the information of previous patients as well. It also gives a sense of personalized medicine to the procedure. The score models present a scoring system that is applied equally to all patients, whereas the machine learning models give different weights to different variables for each patient, such as our approach. However, often that weighting is not easily available/interpretable in ML methodologies, while our model can efficiently show how much each rule is likely to be correct for a given patient.

Therefore, we believe that the proposed approach has an extent of interpretability that is comparable, or even superior, to the risk score models, and
far ahead of the standard machine learning models (including the logistic regression one).

Moreover, the proposed procedure adds the ability to predict the reliability of each particular prediction, which is rarely available to the clinical staff. This estimation can be computed using the same algorithm applied to determine the mortality risk, whereas the approach developed to assess the reliability of already existing score models such as the GRACE one [16] required an additional method.

As already mentioned, the general reliability of predictions with a given risk can be visually interpreted through calibration curves, when available. Other approaches have been proposed to compute the uncertainty in clinical risk predictions as well [51]. However, such uncertainty is obtained comparing the predicted versus the obtained rate of events and its associated confidence intervals. Therefore, it is estimated a general trustfulness measure of all predictions at the same risk; for example, all the predictions with a risk of 25% will have the same uncertainty. Contrariwise, the computation of reliability in our methodology is individualized for each prediction, i.e., some predictions with a risk of 25% can have a low uncertainty and others a high one, depending on the input values. This reliability is then adjustable and more suitable to each prediction.

The obtained results showed that there is a high potentiality to properly evaluate such reliability, estimating when the physicians can deeply trust the algorithm or when more uncertainty in the computed mortality risk is expected. We consider this a very powerful tool to assist the physicians in their decision-making process and to definitely increase their approval for this type of methodology.

Besides accounting for the mentioned novelties, the proposed approach showed the potential to perform well predicting the mortality risk of the patients after ACS and stratifying them into low or high-risk groups. It seems to be able to achieve the good performance of ML methodologies while maintaining higher interpretability. Furthermore, it seems to estimate efficiently the reliability of the individual predictions as well.

Finally, comparing with the standard artificial neural network, the proposed approach obtained better discrimination and calibration. It seems to suggest that the combination of the rule-based methodology with the ANN prediction of rules acceptance requires fewer training samples to reach a given performance and has a better generalization ability than the pure ANN.

Using information retrieved from two different cohorts, only the variables that were present in both datasets were used. Thus, it is expected that the variables being considered are available in the current clinical practice, at least in the Portuguese one. The model generated by the proposed procedure has the advantage to consider a small number of variables - only six were used - which can be obtained in the first 24 hours from admission, allowing to timely perform the advisable treatment. Such variables are already widely considered in existing clinical risk models.

While the score models used in the clinical practice take a fixed number of variables as input, we used a very simple and effective way to impute values when
some parameters are missing, which can complement the proposed approach.

Table 7 shows the application of the methodology to real data of a patient admitted with acute coronary syndrome: how the values observed and registered by the clinical staff are converted into the output (considering the threshold) and acceptance (considering the training data) of each rule. For this particular case, five rules (heart rate, diagnosis, previous stroke/TIA, age and, with a lower weight, Killip class) are the ones expected to be more suitable to forecast the patient’s condition - personalization; the remaining rule has low predictive power. Then, the outcomes of the conversion of such information into the predicted evaluation are also presented: mortality risk, reliability estimate and risk stratification. The categorization was based on a threshold value of 7%, which was found to be the one in the training dataset analysis that best splits the patients into low and high-risk groups.

Table 7: Application of the proposed approach to a real patient admitted with ACS. The rule has an output of 1 if it suggests the patient’s death or a value of 0 if it suggests the patient’s survival.

| Feature / Rule       | Observed Value | Rule Output | Predicted Rule Acceptance |
|----------------------|----------------|-------------|---------------------------|
| Diagnosis            | STEMI          | 1           | 87%                       |
| Age (years)          | 72             | 1           | 75%                       |
| SBP (mmHg)           | 155            | 0           | 11%                       |
| Heart rate (bpm)     | 99             | 1           | 91%                       |
| Killip class         | 1              | 0           | 59%                       |
| Previous stroke/TIA  | Yes            | 1           | 80%                       |

Predicted mortality risk: 39%
Predicted reliability: 72%
Stratification: high-risk group (mortality risk ≥ 7%)

The threshold optimized by the geometric mean (7%) approaches the death rate of the studied population (4.95%). It makes sense that patients with a risk of death higher than a value close to the death rate are considered high-risk. While AUC evaluates the ability to rank the patients according to their absolute risk, the GM assesses the capability to categorize the patients into one of two groups: low or high-risk. The above evidence shows that the threshold used to perform such stratification may depend on the population where it is applied.

Lastly, as the predicted mortality risk is used for such categorization, we can infer that small refinements of such absolute risk may be especially important for the patients whose risk is closer to the threshold of stratification. In fact, it may contribute to define if those patients are included in the low or the high-risk group, and consecutively a different decision (for example, a different treatment) may be applied depending on it.
4.2. Limitations and future work

In this study, we introduced a new methodology to incorporate high interpretability in good-performance risk prediction. We do not intend to affirm that our procedure is better or more suitable than others, but rather to present a new method that we believe to have the capability to develop new informative ways to aid the forecasting of patients conditions. Besides, even a Monte-Carlo cross-validation was executed to improve the robustness of the results, it lacks some external validation. In fact, the existing ACS risk score models are well-validated in large cohorts worldwide, while our results are based on a small Portuguese sample size (N=1111). We believe that the application of the proposed approach in such large datasets is imperative not only to validate it but also to improve the overall process, from the selection of features and creation of rules to the prediction of the mortality risk and its associated reliability, due to the larger and more heterogeneous patients information.

Apart from that, our research presents some limitations that are inherent to almost all the studies in this area. For example, the end-point is the all-cause mortality which is related to any type of death of the patients enrolled in the analysis, whereas the mortality related only to cardiac events would be more suitable, as some of the deaths may not be associated with cardiac issues. Moreover, we only considered the measurements available in the first 24 hours from admission in order to examine the pre-therapy conditions, when it is likely that the combination of some treatments, such as reperfusion and medication (intra-hospital and after discharge), may have had an important impact.

We presented the basis of a new approach that can be further improved. In this work, we selected the risk factors (variables) and then we applied all of them to be used both as rules (the new data labels) and as features to train all the rules acceptance predictors. However, a posterior optimization can be performed, where for example each rule is trained considering only some features and not all of them. This can be seen as an optimization of the multivariate analysis, which is typically performed in score and machine learning models (e.g., using a stepwise selection), maximizing the performance of the method.

Moreover, even if the application of the procedure is only presented for the 30-days all-cause mortality, the same approach performed similarly for shorter (14-days) and longer (6-months and 1-year) periods.

Finally, this approach can be applied to many other problems where it may be an appealing and beneficial tool, so it would be interesting to analyze how it performs beyond the ACS scenario, in order to further validate the proposed procedure.

5. Conclusion

Clinical decision-making is one of the most important scientific concerns as a misleading evaluation may result in a critical outcome for human health, death in several situations. In this study, we proposed a new decision support system that combines and enhances some of the best properties of both risk score models and machine learning ones into a single method to predict the occurrence
risk of a clinical event, and that can be easily implemented in a handheld device or computer. Some of the features incorporated in the described approach allow not only to achieve good performance but also to offer very high interpretability of that system. Additionally, the same procedure is able to compute an individual reliability estimate of such predictions, which is rarely available. The combination of those characteristics (interpretability and reliability) may be peremptory for the clinical acceptance of such a tool, as a wide application of more complex data-driven methodologies is often declined as their “black box” nature minimizes the confidence of the physicians in the generated models.

In this study, the proposed approach was analyzed in the prediction of the mortality risk after acute coronary syndromes, which has great medical importance due to the high cardiovascular death rate worldwide. Furthermore, it is a generic methodology so we believe the same proposed procedure may be successfully applied in other similar scenarios, mainly clinical ones, where the properties described in this study may be of great interest. Even if it requires further validation, it seems to have a significant potential to improve the decision-making process, and not only in ACS events.
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