In typical artificial neural networks, neurons adjust according to global calculations of a central processor, but in the brain neurons and synapses self-adjust based on local information. Contrastive learning algorithms have recently been proposed to train physical systems, such as fluidic, mechanical, or electrical networks, to perform machine learning tasks from local evolution rules. However, to date such systems have only been implemented in silico due to the engineering challenge of creating elements that autonomously evolve based on their own response to two sets of global boundary conditions. Here we introduce and implement a physics-driven contrastive learning scheme for a network of variable resistors, using circuitry to locally compare the response of two identical networks subjected to the two different sets of boundary conditions. Using this innovation, our system effectively trains itself, optimizing its resistance values without use of a central processor or external information storage. Once the system is trained for a specified set of inputs, the task is subsequently performed rapidly and automatically by the physical imperative to minimize power dissipation in response to the given voltage inputs. We demonstrate that, unlike typical computers, such learning systems are robust to extreme damage (and thus manufacturing defects) due to their decentralized learning. Our twin-network approach is therefore readily scalable to extremely large or nonlinear networks where its distributed nature will be an enormous advantage; a laboratory network of only 500 edges will already outpace its in silico counterpart.

The confluence of ideas from neuroscience and machine learning has contributed immensely to our fundamental understanding of the nature of learning [1, 2]. However, biological neural networks differ fundamentally from standard machine learning algorithms in an important way [3, 4]. A typical artificial neural network (ANN) requires a processing unit (e.g. CPU) that trains the network by minimizing a global cost function [5], while repeatedly storing and retrieving information from a separate electronic memory. This von Neumann architecture is very successful but creates a severe computational bottleneck. In contrast, the brain and other biological networks [6, 7] are more akin to extremely sophisticated and adaptive metamaterials: they are physical systems made of repeated, locally responsive elements (e.g. neurons and synapses) that generate learning as a highly complex emergent property. This distribution and parallelization of computation and memory storage allows the human brain (∼ 10^{11} neurons and ∼ 10^{14} synapses) to function at reasonable speeds despite signal propagation timescales millions of times slower than modern computational clock cycles. Furthermore, it allows the brain to recover from massive damage [8] while consuming only modest power [9] compared to typical computers.

These advantages of the brain have spurred efforts to imitate its features [10–13]. Several of these have only been realized in silico [14, 15] or in hybrid in situ–in silico form [16, 17]. Actual laboratory realizations of ‘neuromorphic’ hardware that bypass processors tend to mimic either standard machine learning algorithms (e.g. backpropagation) [20, 22] or phenomenological synaptic rules found in the brain (e.g. spike-timing-dependent plasticity) [23, 27].

An alternate approach to learning without a processor is to exploit physical processes in tandem with simple and local rules. Laboratory mechanical networks have been trained without any sort of processor to develop negative Poisson’s ratios using the process of ‘directed aging’ [25, 26], which exploits the natural physical tendency of a mechanical network to minimize elastic energy when a stress is applied. ‘Contrastive learning’ [30] compares the response of the system to two different boundary conditions to adjust the degrees of freedom; this works more robustly than directed aging in laboratory mechanical networks [31], but has thus far required an external entity to enact these local rules. The ‘equilibrium propagation’ framework [15, 32, 33] can be viewed as combining the concept of directed aging with contrastive learning and specifies simple local learning rules that in principle can be implemented in flow networks [15]. Equilibrium propagation nudges the network towards the desired target solution instead of imposing it directly: in the limit of infinitesimal nudges, the learning rule performs gradient descent on a loss function. A framework known as ‘coupled learning’ [34] builds on equilibrium propagation, providing the foundation for our work. In both frameworks, although the learning rules are spatially local, they require simultaneous access to two distinct states of the same system. As a result, they are not temporally local, and require the use of memory when implemented in silico. This issue has thus far prevented them from being realized in the laboratory.

In this study we report the laboratory realization of a physical learning machine composed of a pair of variable resistor networks. We resolve the highly restrictive and challenging requirement of contrastive learning in physical systems by using two identical twin networks to simultaneously measure responses of the ‘same’ physical system to two different sets of boundary conditions. When we expose the system to training data,
the physical imperative to minimize energy dissipation carries out the forward calculation to ‘compute’ the outputs within nanoseconds, while local rules that adjust the resistances of the edges take the place of backpropagation, obviating the need for a processor or memory storage. We demonstrate that such a network can learn to perform and switch among a variety of tasks, including allostery, regression, and classification. Finally, we show that because the learning is fully distributed and each edge learns individually, the network functionality is highly robust to network changes and damage, making it readily scalable.

APPROACH

In previous work, simulated and laboratory mechanical networks, and simulated flow networks, have been trained to perform desired tasks by adjusting their internal degrees of freedom $15, 28, 29, 31, 32, 34, 40–42$. This has been accomplished either by minimizing a global cost function $35–39$ or using local rules aided by an external processor $15, 28, 29, 31, 32, 34, 40–42$. Here we consider a self-adjusting electronic network comprised of nodes connected by variable resistors, whose values we will call the “learning degrees of freedom.” When voltages $V^I$ are applied at input nodes, the voltages at designated output nodes $V^O$ are physically determined as functions of the input voltages and the resistance values $R$ of the network edges, as the system minimizes the total energy dissipation. The coupled learning $34$ framework for supervised learning specifies local evolution rules for how each resistance should evolve to produce desired output voltages. In doing so, the system exploits the physical processes that govern the network to perform computation, and implements contrastive learning as a spatially local rule, in a similar manner as equilibrium propagation $32$.

In supervised learning, training examples determine the inputs $V^I$ as well as the desired output responses $V^D$ for each example. These desired output voltages can be achieved by adjusting the resistances of all the edges, $R$ (the learning degrees of freedom). During training $R$ are adjusted based on a comparison of two distinct electrical states imposed on the same network. In the free state, the network attempts the desired task: input voltages $V^I$ are applied, and the network produces output voltages $V^O_F$. In the clamped state, the same inputs $V^I$ are applied, but voltages are also applied at the output nodes; those voltages are clamped at values $V^O_C$ closer to the desired values than $V^O_F$:

$$V^O_C = ηV^D + (1 - η)V^O_F$$

where $0 < η ≤ 1$ is the amplitude of the nudge toward the desired state.

When input voltage values $V^I$ are applied to the network, physical laws adjust all other node voltages—which we call the “physical degrees of freedom,” to minimize total energy dissipation (the “physical cost function”). Therefore clamping the outputs nodes away from their “free” state towards the goal both requires additional power and creates a lower error electrical state. Small adjustments to the learning degrees of freedom, $R$, that lower the energy dissipation of the (higher-power) clamped state $P^C$ relative to the (lower-power) free state $P^F$ will create a new free state equilibrium with output voltages that lie between the old free and clamped states. Determining the direction to update each resistance requires only spatially local information, namely which state (free or clamped) has a higher energy dissipation (voltage drop) across the edge in question, allowing edges to update their own resistance. Similar
to equilibrium propagation, this algorithm approximates global gradient descent in the limit $\eta \ll 1$ \cite{34}, allowing a system to train itself by repeating this update process. However, this algorithm is not temporally local, in that it requires simultaneous access to the response for two distinct sets of boundary conditions which, by definition, cannot be imposed simultaneously. It is this requirement that makes contrastive learning in physical systems so challenging to realize.

Here we resolve this conundrum by building two identical electrical networks to run the free and clamped states. We use digital variable resistors (see Methods) on each edge, which have 128 possible discrete resistance values. The original (continuous) coupled learning update rule:

$$\Delta R_i = \frac{\gamma}{R_i^2} ((\Delta V_i^c)^2 - (\Delta V_i^f)^2)$$  \hspace{1cm} (2)

where $\gamma$ is a learning rate and $\Delta V_i^c, \Delta V_i^f$ are the voltage drops in edge $i$ of the clamped and free states respectively. In our digital resistor networks, the two networks adjust their (identical) resistances according to an approximation of the original rule,

$$\Delta R_i^c = \Delta R_i^f = \begin{cases} +\delta R & \text{if } |\Delta V_i^c| > |\Delta V_i^f|, \\ -\delta R & \text{otherwise}. \end{cases}$$  \hspace{1cm} (3)

equivalent to taking the sign of $\Delta V_i$ multiplied by $\gamma = 6R$. This now Boolean operation is carried out by integrated circuits housed on each edge of the network; the entire system is pictured in Fig. 1A. For details regarding the implementation of this rule, see Appendix C. Because the learning process is decentralized, our system functions without a central processor, and training the network to perform a task is straightforward. The procedure is detailed in Fig. 1B: apply the desired input voltages to the free and clamped networks, as well as clamped output voltages $V_i^c$ to the clamped network. Edge updates are triggered by a global clock, and no further instruction to the edges are required, as each edge is responsible for its own evolution.

To demonstrate operation of our learning elements, we train a two-edge network (Fig. 2A) as a voltage divider: We ask the network to produce a single desired voltage $V^D$ at its output (middle) node, while the input nodes (top and bottom) are held at 5 V and 0 V respectively. To train, the following algorithm is repeated every clock cycle:

1. Update the clamped state output node voltage, per Eq. (4).

2. Every edge updates its own resistance, per Eq. (3).

In machine learning language, the ‘supervisor’ tells the network the right answer through the clamped boundary condition. The network itself decides how to achieve this answer, as it receives no external instructions about which edges to push up or down in resistance. That is, shown the right answer, the network trains itself to produce it. In this simple example, this distinction may seem trivial, but as we increase the size of the network, the job of the supervisor does not grow in complexity; it is always given by Eq. (1). This is in stark contrast to ANNs, where the number of gradient calculations grows rapidly with network size.

As previously described, edges modify their resistance to bias the electrical state of the system away from the free state and towards the clamped state. This results in the free state output voltage(s) ‘following’ the clamped state voltages, which in turn move progressively towards
the desired voltage (Fig. 2B). In our voltage divider, the desired voltage was changed every 100 training steps. At the start, all edges are initialized at the center of their resistance ranges (~ 50 kΩ). Two phases in each training are evident. At first, the clamped and free networks are quite different, and the two edges evolve in opposite directions until the desired voltage is achieved (Fig. 2C). Once the network has reduced the error sufficiently, noise dominates the signal to the comparators, resulting in occasional incorrect evaluations when comparing voltages differing by less than 0.01 V (as mentioned previously, and shown in Appendix C, Fig. 5D). These occasional errors create an error floor, but also allow the network to explore the phase space of valid solutions; the ratio of the two resistance values (blue line in Fig. 2C) remains nearly constant while both resistance values drift. For more complex networks and tasks this stochasticity may be useful; similar exploration of the available solutions space can promote generalization in both biological [34] and artificial networks [32].

RESULTS

We now demonstrate the success of our system by training a 16-edge network (Fig. 4A) to perform three types of tasks inspired by biology (allostery), mathematics (regression), and computer science (classification). Then we demonstrate its flexibility and robustness.

Allostery is a common feature of proteins [35], in which an input signal, namely strain applied to a local region of the protein by binding a regulatory molecule, gives rise to a desired strain or conformational change elsewhere in the protein, enabling or preventing binding of a substrate molecule. In a related problem of ‘flow allostery’ [36][37], a pressure drop in one region of a flow network, (e.g. across input arteries in the brain vascular network) gives rise to desired pressure drops elsewhere in the brain at designated output locations that can be quite distant from the input arteries, allowing the vascular system to deliver enhanced blood flow and therefore more oxygen to active parts of the brain. In the context of electrical networks, allostery corresponds to producing specified output voltages in response to given input voltages. This functionality can be useful for tasks such as allocating power to various connected devices.

We choose a three-input, three-output allosteric task as an example (Fig. 3A inset). Using a nudge of \( \eta = 0.5 \), the network successfully learns to deliver 3 V at all output nodes, in response to three simultaneous input node voltages of 5, 1, and 0 V. The mean-squared error for this task drops during the learning process by over four orders of magnitude (Fig. 3A). We note that in theoretical treatment \( \eta \ll 1 \) is assumed; \( \eta \sim 1 \) will in effect be taking a finite-difference gradient with a large step size, and thus substantially degrade accuracy [34]. However, in a physical system, noise (order 0.01V) will dominate the learning process if \( \eta \) is too small. Thus the success of our system by training 16-edges network (Fig. 4A) to perform three types of tasks inspired by biology (allostery), mathematics (regression), and computer science (classification). Then we demonstrate its flexibility and robustness.

Allostery is a common feature of proteins [35], in which an input signal, namely strain applied to a local region of the protein by binding a regulatory molecule, gives rise to a desired strain or conformational change elsewhere in the protein, enabling or preventing binding of a substrate molecule. In a related problem of ‘flow allostery’ [36][37], a pressure drop in one region of a flow network, (e.g. across input arteries in the brain vascular network) gives rise to desired pressure drops elsewhere in the brain at designated output locations that can be quite distant from the input arteries, allowing the vascular system to deliver enhanced blood flow and therefore more oxygen to active parts of the brain. In the context of electrical networks, allostery corresponds to producing specified output voltages in response to given input voltages. This functionality can be useful for tasks such as allocating power to various connected devices.

We choose a three-input, three-output allosteric task as an example (Fig. 3A inset). Using a nudge of \( \eta = 0.5 \), the network successfully learns to deliver 3 V at all output nodes, in response to three simultaneous input node voltages of 5, 1, and 0 V. The mean-squared error for this task drops during the learning process by over four orders of magnitude (Fig. 3A). We note that in theoretical treatment \( \eta \ll 1 \) is assumed; \( \eta \sim 1 \) will in effect be taking a finite-difference gradient with a large step size, and thus substantially degrade accuracy [34]. However, in a physical system, noise (order 0.01V) will dominate the learning process if \( \eta \) is too small. Thus the success of our system by training 16-edges network (Fig. 4A) to perform three types of tasks inspired by biology (allostery), mathematics (regression), and computer science (classification). Then we demonstrate its flexibility and robustness.

Allostery is a common feature of proteins [35], in which an input signal, namely strain applied to a local region of the protein by binding a regulatory molecule, gives rise to a desired strain or conformational change elsewhere in the protein, enabling or preventing binding of a substrate molecule. In a related problem of ‘flow allostery’ [36][37], a pressure drop in one region of a flow network, (e.g. across input arteries in the brain vascular network) gives rise to desired pressure drops elsewhere in the brain at designated output locations that can be quite distant from the input arteries, allowing the vascular system to deliver enhanced blood flow and therefore more oxygen to active parts of the brain. In the context of electrical networks, allostery corresponds to producing specified output voltages in response to given input voltages. This functionality can be useful for tasks such as allocating power to various connected devices.

We choose a three-input, three-output allosteric task as an example (Fig. 3A inset). Using a nudge of \( \eta = 0.5 \), the network successfully learns to deliver 3 V at all output nodes, in response to three simultaneous input node voltages of 5, 1, and 0 V. The mean-squared error for this task drops during the learning process by over four orders of magnitude (Fig. 3A). We note that in theoretical treatment \( \eta \ll 1 \) is assumed; \( \eta \sim 1 \) will in effect be taking a finite-difference gradient with a large step size, and thus substantially degrade accuracy [34]. However, in a physical system, noise (order 0.01V) will dominate the learning process if \( \eta \) is too small. Thus the success
of the network at finite \( \eta \) is a nontrivial demonstration of its feasibility in real systems.

Regression is a more difficult test because the desired output voltages are not constants but rather functions of the input voltages. We ask the network to solve two equations for two unknowns, choosing the two equations

\[
V_1^D = 0.15V_1^I + 0.20V_2^I \quad V_2^D = 0.25V_1^I + 0.10V_2^I \quad (4)
\]

We generate a data set of 420 randomly chosen input pair values between 1 and 5 V, and calculate the desired voltage for each input pair using the above equations. We set an additional input node at 0 V to remove the freedom for a global shift in voltage, resulting in three input and two output nodes (Fig. 3D inset). We divide the data into a training set (400 elements) and a test set (20 elements). Every clock cycle, the network is shown a new example from the training set, and it updates its resistance values accordingly. Between these examples, the network is given the entire test set one by one, and its free state outputs are recorded as an indication of the network’s performance. Given these conditions and \( \eta = 0.2 \), our learning machine reduces the mean-squared error for the entire test set by over two orders of magnitude (Fig. 3B), producing an accurate result despite its small size (Fig. 3C). Note that during training the network finds an extremely good fit to the data around step 120, but cannot maintain it due to some combination of noise, sampling error from sequential training, and small bias in the internal logic circuitry of the edges. The observed rise in test error before the final plateau is a common feature in machine learning [18].

Data classification is an even more stringent test of the network. We use a benchmark data set of three species of iris flowers [45]. The network is tasked with classifying these flowers based on four measurements: petal and sepal length and width. We withhold 120 of the 150 flowers as a test set, and train on 30 flowers, 10 from each species. We designate 5 input nodes (one for each measurement plus one fixed ground) and three output nodes (Fig. 3D inset). Between training steps, the entire test set of 120 flowers is run through the network, and a flower is considered correctly classified if its three outputs are closest (\( L_2 \) norm) to the desired outputs of the correct species. We implement a custom output scheme in which the desired outputs for a given species are recalculated every epoch by averaging outputs of that species. This provides protection against training towards infeasible outputs, and robustness to initial conditions. See Appendix A for full task specification and training details. Using this algorithm with \( \eta = 0.1 \), the network is able to classify the iris dataset with over 95% accuracy (Fig. 3D). For comparison, a linear classifier trained using logistic regression on this data achieves a test accuracy of 98%. The 2D projection of the 4D input data (Fig. 3E) shows that incorrectly classified flowers lie along overlapping edges of class clusters.

We now highlight some features of the system. The first is the ability to learn new tasks. Unlike simulated networks, a physical learning machine must be physically manufactured. Therefore a given network is far more useful if it can switch from one task to another on demand. For our system, there is no imposed direction of information travel as in a feed-forward neural network, so any node can be used as an input node, output node, or hidden node. We demonstrate this flexibility by training our network to perform seven distinct tasks in succession, using different input-output configurations (Fig. 4A). In this sequence, our 16-edge network performs one classification task (i), 4 allosteric tasks with numbers of output nodes ranging from 1 to 4 V (ii-v), and two 2-parameter linear regression tasks (vi-vii). The network successfully learns each task in turn, as indicated by the reductions in mean-squared error (Fig. 4B). The edges are not reset between tasks, but simply find new values as the network adjusts to its new task and training examples (Fig. 4C). Because of this ability to retrain using any input-output combination, a network does not need to be designed specifically to perform certain tasks – it can be trained on any task that can be framed in terms of input and output voltages. This flexibility stems, in part, from the ability of the system to ‘solve’ a problem in multiple ways. In this sequence of tasks, our 16-edge network performs task ii, an allosteric task with one output, three different times. Each time the solution involves different values of edge resistances \( R \), and furthermore explores this space of approximately equally-valid solutions that lie within the noise floor (Fig. 4C). We purposefully bias this drift of resistor values to increase on average (see Appendix C), which pushes the network to avoid high-power solutions that may strain or damage hardware or waste energy. The network quickly erases memory of previous tasks, as is typical in linear networks [11, 49], as seen by the similar initial error in performing task ii at each time (Fig. 4B). The ‘capacity’ of these networks (e.g. the maximum number of trainable output nodes as a function of the number of nodes and edges in the system) and their ability to retain memory of previous tasks, are subjects for future work.

A second useful feature of our network as a learning system is its robustness to damage. Physical systems used to implement simulated neural networks, such as CPUs, are usually quite fragile. Breaking or removing part of a computer usually disables it completely. In contrast, biological systems can often function despite massive damage; given the right conditions, a plucked flower not only survives, it can generate an entirely new plant. While our system cannot grow new edges, it can easily recover its desired function after substantial damage. To demonstrate this feature, we train our network to perform a 2-output allosteric task (Fig. 5A inset). We track resistance values of five edges (Fig. 5A), removing one every 100 training steps. During training, our 16-edge network reduces the mean-squared error of the outputs by several orders of magnitude from its initial value (Fig. 5B). Removing an edge can produce an immediate spike in error as the currents adjust to the new network.
structure. However, the network recovers each time by finding a novel solution to the task even after nearly 1/3 of the network structure is destroyed. Because the network is homogeneous, no edge is special, and no single part of the network is essential to its proper functioning. We note that in this demonstration, we pruned edges empirically found to be important; that is, we chose edges whose removal produced a spike in error. In fact, a substantial fraction of edges produce only a modest change in error when pruned, as is the case for the third pruned edge. Even in this linear system, memories can be robust enough against damage that retraining often isn’t even needed.

DISCUSSION

We have built a flexible, robust, physics-driven learning circuit that learns complex tasks by adjusting its internal elements without top-down instruction from a human or computer. Even with only 16 edges, it is capable of a variety of tasks unspecified in its design, namely classification, regression, and allosteric functionality.

Four key concepts underlie the system. First, the edge resistances are ‘learning’ degrees of freedom, distinct from the node voltages, which are ‘physical’ degrees of freedom. Physics constantly adjusts the physical degrees of freedom to minimize energy dissipation while the learning degrees of freedom are only adjusted during training. Then they are frozen, preserving the ability to perform the learned task. Second, there are more than enough learning degrees of freedom even in our small system to satisfy all the constraints applied in the task examples. This is why the system is able to satisfy all the tasks and why it is robust to substantial damage. Third, our approach specifies a local rule for adjusting the learning degrees of freedom that approximates minimization of the cost function. The cost functions themselves are different for different learning tasks, but the form of the learning rule, i.e. the adjustment procedure of each edge, remains the same for any task. This is why the system can learn new tasks. Fourth, the implementation of two identical networks resolves a nontrivial constraint for contrastive learning, wherein two states of a single system, corresponding to different boundary conditions, must be compared. Our implementation does not require any additional on-board memory storage, help from a CPU, or use of temporal
signals to enact. As such it is massively scalable and robust to operate. It is also robust to manufacturing errors. There is still much to be understood about even our modest 16-edge system, but the simplicity of its local rules and basis in well-understood physical laws suggest the possibility of understanding exactly what and how it learns \[46, 47, 50\]. Certainly, theoretical understanding seems less difficult to attain for the physical learning machine than for many other neuromorphic realizations, not to mention the brain itself.

Although the abilities of our current prototype are modest compared to artificial neural networks, the successful realization of a physical learning machine opens numerous paths for future work. Potentiometers with more (or continuous) states, as well as logarithmic or pseudo-logarithmic spacing of the resistance values, will greatly improve the network flexibility and reduce the error floor \[24\]. Diodes or other non-linear circuit elements will allow the system to perform currently-prohibited operations such as mimicking an XOR gate \[13, 51\]. Importantly, we can improve both the network size and speed while diminishing the size of the components. Our largest network has only 16 edges, each on its own breadboard, and takes up several square feet. Our voltage application and measurement hardware limits the network to steps at 3–5 Hz, but the network itself is capable of operating multiple orders of magnitude faster. Furthermore, due to its Boolean logic and simultaneous comparison of two networks, as opposed to the use of memory or temporal signals, and its robustness to damage and thus manufacturing defects, the system is massively scalable. We estimate that the system can easily be scaled up in the number of edges and in the frequency of training steps by at least six orders of magnitude using readily available circuit fabrication methods \[52\]. Such a circuit would have a footprint five orders of magnitude smaller than our prototype (see Appendix B for back-of-envelope calculations of these numbers).

In computational neural networks, the computation time increases rapidly with the number of edges. An exciting feature of our system is that adding edges to the network does not increase computation time per training step, since all edges perform their own adjustments completely in parallel. This feature arises because outputs are not computed but are physical responses to stimuli, and because the job of imposing the clamping voltages does not increase in complexity as the network grows. The speed of learning depends on the physical size of the system and its inherent (tiny) capacitance, which together determine the timescale at which the voltages reach equilibrium (of order nanoseconds in our system). In the current prototype, this is far faster than our clock cycle time and thus does not affect training times. Furthermore, due to its non-specific structure, flexibility, and ability to withstand to damage, the scaling of our system is robust to imperfections and defects that invariably seep in when the number of components increase. It is possible that this ready scalability of physical learning machines may one day allow them to compete with computational neural networks. Already, with a modest increase of x100 in network size with no speed change, our prototype would outperform a simulation implementation as in \[34\] due to the simulation’s inherent bottleneck of relying on a processor and memory.

We can anticipate many potential uses for our system even in a realization closer to its current modest form. Because it draws little power and does not require separate memory storage, our system may be preferable to a CPU- or GPU-simulated neural network when energy or space are at a premium. Furthermore, power consumption is not concentrated (as in a CPU/GPU) but distributed evenly across the learning machine, allowing future versions to massively increase speeds without overheating. Because its function is not encoded in its design, our system may be appropriate for tasks that require on-demand flexibility, for example as a sensor that detects deviations from an as-yet unspecified background signal. Because it is robust to damage, it may be useful for scenarios where the system is exposed to danger.

Our system is robust to damage because it is composed of many repeated identical elements that update themselves in response to stimuli. It is therefore a kind of “learning material” or metamaterial in the sense that it is a many-element system with learning as an emergent collective property that is not inherent in the arrangement of its elements nor in the selection of input or
output locations. If constructed appropriately, physics-based learning networks should be easily modifiable after construction; just as removing arbitrarily-chosen edges does not destroy functionality, additional edges do not require precise placement to be useful. It is not outlandish to imagine a future adaptive realization of similar learning circuits that would have no need for any a priori design in order to learn, and could be augmented or divided like clay.
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Appendix A: Task Details

Tasks listed in Fig. 4 in the main text are detailed in Fig. 6. For allosteric tasks, input or desired output voltages are listed as single values. For regression tasks, training and test set inputs are selected using a uniform random distribution between 1 and 5 V, and output desired voltages are functions of these inputs, as listed. For the classification task, each input (e.g. all petal widths) are re-scaled to span 0 to 5 V. A typical classification output scheme in an artificial neural network (ANN) would designate one output node for each class and train towards producing a high value (e.g. 5 V) at the node of the correct class, and 0 s at all other output nodes. However, this output basis is not feasible because our network is linear. We instead choose an output basis as follows: At the start of every epoch (every 30 training steps), we measure the network’s output response to the average input values from each species of flower in the training set. In a linear network, this is identical to calculating the average output values from all elements in the training set, as done in previous work [24]. During the ensuing epoch, the desired output voltage for each flower is this average value for the appropriate species. These desired voltages evolve as the network trains, but eventually settles at consistent values. Because these output averages depend solely on training data, they may be useful in the future for determining when to stop training a learning network. Furthermore, this averaging method improves the initial accuracy beyond the expected 33%, since it picks target values with a minimal distance to the network response for a given species.

FIG. 6. Task Details. Voltage specification by node number for each task detailed in Fig. 4. Red cells are input nodes, purple-outlined cells are output nodes. Node numbers correspond to the network structure as shown in the inset.

Appendix B: Scaling the Electronics

Our prototype was not built with speed or scale as a priority, and as a result leaves much room for improvement in these regards. Our system takes up several square feet, and operates at about 3-5 Hz, limited by the data acquisition and voltage setting hardware. Analog networks utilizing variable weights and comparators (without utilizing physics-as-computation) have been accomplished with under 100 transistors per edge equivalent of our prototype (often referred to as synapses) [24]. State of the art CMOS fabrication can yield roughly 300 million transistors per mm², operating on nanosecond timescales or faster [52]. Using these estimates, a 10 million-edge physical learning network could be implemented with a footprint less than 10mm². Such a system would represent a 10⁶ increase in edge count, a 10⁸ decrease in footprint, and a 10⁹ increase in speed from our prototype.

Appendix C: Circuitry

Our electrical network uses variable resistors as edges (AD5220 digital potentiometers wired as rheostats). These ‘digipots’ are not continuously adjustable as assumed by the original coupled learning rule [34], but instead have 128 resistance values evenly spaced by δR = 100kΩ/128 ~ 781Ω. We therefore restrict the evolution of each edge to discrete steps ±δR in either direction. The coupled learning rule then simplifies to

$$\Delta R_i = \begin{cases} +\delta R & \text{if } |\Delta V_i^C| > |\Delta V_i^F|, \\ -\delta R & \text{otherwise}. \end{cases}$$

(C1)

Other learning rules that only depend on the signs of the gradient of cost functions have been shown to be successful [53]. This new rule is also easier to implement digitally as it only requires a Boolean comparison of voltage drops instead of a difference in energy dissipation. However, Eq. (C1) still requires access to both the free and
clamped electrical states. To this end, we construct two identical networks for comparison, one running the free state and one running the clamped state. Corresponding edges of the free and clamped networks always have the same resistance, and are housed on the same breadboard (Fig. 7A).

The absolute value comparison in Eq. (C1) is still non-trivial to evaluate electronically. A comparator produces a signed comparison $\Delta V^C_i > \Delta V^F_i$, but this will yield the *opposite* of our desired value if both drops are negative, which we cannot rule out *a priori*. We can, however, assume that the two voltage drops have the same sign. Empirically, we find this is nearly always the case, especially for $\eta \ll 1$. We can then use a second comparison, $\Delta V^C_i < 0$, to determine if $\Delta V^C_i > \Delta V^F_i$ is equivalent to $|\Delta V^C_i| > |\Delta V^F_i|$ (positive voltage) or its inverse (negative voltage). Our learning rule can now be written using only functions of common logical circuit components:

$$\Delta R_i = \begin{cases} +\delta R & \text{if XOR}[\Delta V^C_i > \Delta V^F_i, 0 < \Delta V^C_i] \\ -\delta R & \text{otherwise} \end{cases}$$

We implement Eq. (C2) with two comparators (LM339AN), one XOR gate (SN74ALS86N), and one D-Flop (TI CD74HC73E JK flop plus SN74ALS86N XOR gate) on every edge (Fig. 7B). On each edge, the output of XOR gate is stored in the D-Flop clock triggering a change in resistance. This avoids feeding the potentially fluctuating XOR signal directly into the digipot. (E) Average resistance change as a function of comparator voltages $V_C$ and $(V_C - V_F)$. Ideally we would have step functions jumping at $(V_C - V_F) = 0 \text{ V}$. Noise spreads out the transition, and in this edge, comparator bias shifts the curves to the right.

FIG. 7. A single edge of the network. (A) Image of an edge, as constructed on a breadboard. (B) Circuit diagram for a single edge, which houses circuitry for both both the free and clamped networks. Comparators and an XOR gate compute the direction of resistance change based on the relative voltage drops across the free and clamped variable resistors (digipots), and the XOR output is stored in a D-Flop before being fed back into the up/down input of the potentiometers. (C) Global clock circuitry. The control circuit receives an ascending or descending edge from the data acquisition card (computer) into the 'Trigger' port. This produces a cascading effect through the debouncer, changing output 1, then 2, then 3, which are fed into XOR gates. (D) This cascade results in a descending edge in the digipot chip select/D flop clock signal, then a descending edge in the digipot clock signal, and finally a return to high for both signals. As a result, the XOR output of the edge circuit shown in B is sampled and stored by the D flop ahead of the digipot clock triggering a change in resistance. This avoids feeding the potentially fluctuating XOR signal directly into the digipot. (E) Average resistance change as a function of comparator voltages $V_C$ and $(V_C - V_F)$. Ideally we would have step functions jumping at $(V_C - V_F) = 0 \text{ V}$. Noise spreads out the transition, and in this edge, comparator bias shifts the curves to the right.
(MC14490PG) circuit and three XOR gates are wired to generate two sequential descending edge signals (red and green in Fig. [7] B, C, and D). The first descending edge is used to trigger a D flop (TI CD74HC73E JK flop plus SN74ALS86N XOR gate) to store the output of the XOR gate (Eq. C2). Because the learning machine naturally moves the voltage of the free and clamped networks towards each other, this XOR output (U/D signal) will typically become dominated by noise by the end of training, and will oscillate rapidly. Storing the value in the D-flop ensures a clean signal in the U/D port of the digital potentiometers, as shown in Fig. [7]. Finally, the variable resistors (digipots) used in our system (AD5220 100k) have a slight bias in their logical evaluation. As a result, the update rule (Eq. C2) is imperfectly evaluated at similar free and clamped voltage drops, as shown in Fig. [7D]. These incorrect evaluations do not prevent our system from functioning, but do limit the error floor.

[1] B. A. Richards, T. P. Lillicrap, P. Beaudoin, Y. Bengio, R. Bogacz, A. Christensen, C. Clopath, R. P. Costa, A. de Berker, S. Ganguli, C. J. Gillon, D. Hafner, A. Kepecs, N. Kriegeskorte, P. Latham, G. W. Lindsay, K. D. Miller, R. Naud, C. C. Pack, P. Poirazi, P. Roelfsema, J. Sacramento, A. Saxe, B. Scellier, A. C. Schapiro, W. Senn, G. Wayne, D. Yamins, P. Zenke, J. Zyliberg, D. Therien, and K. P. Kording, A deep learning framework for neuroscience, Nature Neuroscience 22, 1761 (2019).

[2] U. Hassan, S. A. Nastase, and A. Goldstein, Direct Fit to Nature: An Evolutionary Perspective on Biological and Artificial Neural Networks, Neuron 105, 416 (2020).

[3] A. Tavanaei and A. Maida, BP-STDP: Approximating backpropagation using spike timing dependent plasticity, Neurocomputing 330, 39 (2019).

[4] A. Ganguly, R. Muralidhar, and V. Singh, Towards Energy Efficient non-von Neumann Architectures for Deep Learning, in 20th International Symposium on Quality Electronic Design (ISQED) (2019) pp. 335–342.

[5] Y. LeCun, Y. Bengio, and G. Hinton, Deep Learning, Nature 521, 436 (2015).

[6] A. Tero, R. Kobayashi, and T. Nakagaki, Physarum solver: A biologically inspired method of road-network navigation, Physica A: Statistical Mechanics and its Applications 363, 115 (2006).

[7] K. Alich, N. Andrew, A. Pringle, and M. P. Brenner, Mechanism of signal propagation in Physarum polycephalum, Proceedings of the National Academy of Sciences 114, 5136 (2017).

[8] R. A. McGovern, A. N. V. Moosa, L. Jehi, R. Busch, L. Ferguson, A. Gupta, J. Gonzalez-Martinez, E. Wylie, I. Najm, and W. E. Bingaman, Hemispherectomy in adults and adolescents: Seizure and functional outcomes in 47 patients, Epilepsia 60, 2416 (2019).

[9] B. Sengupta and M. B. Stemmler, Power Consumption During Neural Computation, Proceedings of the IEEE 102, 738 (2014).

[10] Y. Bengio, D.-H. Lee, J. Bornschein, T. Mesnard, and Z. Lin, Towards Biologically Plausible Deep Learning, arXiv:1502.04156 [cs] (2015).

[11] Y. Bengio and A. Fischer, Early Influence in Energy-Based Models Approximates Back-Propagation, arXiv:1510.02777 [cs] (2016).

[12] Y. Bengio, A. Fischer, T. Mesnard, S. Zhang, and Y. Wu, From STDP towards Biologically-Plausible Deep Learning, https://www.semanticscholar.org/paper/From-STDP-towards-Biologically-Plausible-Deep-Bengio-Fischer/bed43f73d851590433dead30116ba1ff5b7602 (2015).

[13] D. Marković, A. Mizrahi, D. Querlioz, and J. Grollier, Physics for neuromorphic computing, Nature Reviews Physics 2, 499 (2020).

[14] M. Ernoult, J. Grollier, and D. Querlioz, Using Memristors for Robust Local Learning of Hardware Restricted Boltzmann Machines, Scientific Reports 9, 1851 (2019).

[15] J. Kendall, R. Pantone, K. Manickavasagam, Y. Bengio, and B. Scellier, Training End-to-End Analog Neural Networks with Equilibrium Propagation, arXiv:2006.01981 [cs] (2020).

[16] E. Martin, M. Ernoult, J. Laydevant, S. Li, D. Querlioz, T. Petrisor, and J. Grollier, EqSpike: Spike-driven equilibrium propagation for neuromorphic implementations, Science 364, 102222 (2021).

[17] C. Li, D. Belkin, Y. Li, P. Yan, M. Hu, N. Ge, H. Jiang, E. Montgomery, P. Lin, Z. Wang, W. Song, J. P. Strachan, M. Barnett, Q. Wu, R. S. Williams, J. J. Yang, and Q. Xia, Efficient and self-adaptive in-situ learning in multilayer memristor neural networks, Nature Communications 9, 2385 (2018).

[18] P. Yao, H. Wu, B. Gao, J. Tang, Q. Zhang, W. Zhang, J. J. Yang, and H. Qian, Fully hardware-implemented memristor convolutional neural network, Nature 577, 641 (2020).

[19] L. G. Wright, T. Onodera, M. M. Stein, T. Wang, D. T. Schachter, Z. Hu, and P. L. McMahon, Deep physical neural networks trained with backpropagation, Nature 601, 549 (2022).

[20] M. Hu, J. P. Strachan, Z. Li, E. M. Grafals, N. Davila, C. Graves, S. Lam, N. Ge, J. J. Yang, and R. S. Williams, Dot-product engine for neuromorphic computing: Programming 1T1M crossbar to accelerate matrix-vector multiplication, in 2016 53rd ACM/EDAC/IEEE Design Automation Conference (DAC) (2016) pp. 1–6.

[21] Z. Wang, C. Song, W. Song, M. Rao, D. Belkin, Y. Li, P. Yan, H. Jiang, P. Lin, M. Hu, J. P. Strachan, N. Ge, M. Barnett, Q. Wu, A. G. Barto, Q. Qiu, R. S. Williams, Q. Xia, and J. J. Yang, Reinforcement learning with analogue memristor arrays, Nature Electronics 2, 115 (2019).

[22] W. Zhang, B. Gao, J. Tang, P. Yao, S. Yu, M.-F. Chang, H.-J. Yoo, H. Qian, and H. Wu, Neuro-inspired computing chips, Nature Electronics 3, 371 (2020).

[23] Y. Arima, M. Murasaki, T. Yamada, A. Maeda, and H. Shinohara, A refreshable analog VLSI neural network chip with 400 neurons and 40 K synapses, IEEE Journal of Solid-State Circuits 27, 1854 (1992).

[24] C. Schneider and H. Card, Analog CMOS deterministic Boltzmann circuits, IEEE Journal of Solid-State Circuits 28, 907 (1993).

[25] S. Kim, C. Du, P. Sheridan, W. Ma, S. Choi, and...
