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Abstract

We propose and analyze a pressure-stabilized projection Lagrange–Galerkin scheme for the transient Oseen problem. The proposed scheme inherits the following advantages from the projection Lagrange–Galerkin scheme. The first advantage is computational efficiency. The scheme decouples the computation of each component of the velocity and pressure. The other advantage is essential unconditional stability. Here we also use the equal-order approximation for the velocity and pressure, and add a symmetric pressure stabilization term. This enriched pressure space enables us to obtain accurate solutions for small viscosity. First, we show an error estimate for the velocity for small viscosity. Then we show convergence results for the pressure. Numerical examples of a test problem show higher accuracy of the proposed scheme for small viscosity.
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1 Introduction

We consider a finite element scheme for the transient Oseen problem, known as a linearization of the Navier–Stokes (NS) problem, with small viscosity. We need special cares to obtain accurate numerical solutions even in this linear problem.

We focus on the Lagrange–Galerkin (LG) method, which combines the method of the characteristics and Galerkin method. The LG method is a robust numerical technique for solving convection-dominated flow problems. It was first developed and analyzed in [28, 38], and the analysis for the NS problem was improved in [41]. The LG method is also applied to, e.g., natural convection problems [1] and viscoelastic models [26, 29]. One advantage of this method is the explicit treatment of the convection term so that the resulting matrix is symmetric. Moreover, the scheme is essentially unconditionally stable for the Oseen problem [35]. It means that stability conditions, such as $\Delta t \leq ch^\alpha$, are not needed, where $\Delta t$ is the time increment, $h$ is the mesh size, and $c$ and $\alpha$ are positive constants. We note that this stability is not influenced by small viscosity for the Oseen problem [35].

One of the main ingredients of this paper is the combination of LG and fractional-step projection methods. See [24] for the overview of the projection method. The main advantage is
the computational efficiency that decouples the velocity and pressure. Achdou and Guermond [1] have proposed a combined scheme of the incremental pressure correction projection and LG method using the inf-sup stable elements for the NS problem. They have derived error estimates for the velocity and pressure when the viscosity constant is 1. They used the solution of a system of ordinary differential equations (ODEs) as the trajectory map, which should be approximated in practical computation. Misawa [34] has considered an Euler approximated scheme of [1] and error estimates of the same order have been derived for the velocity and pressure. However, in [25], instability of the scheme [1] has been observed for relatively large time increment and Reynolds number. There, they have implemented the scheme [1] with some approximation and have computed a flow behind a backward-facing step. Guermond and Minev [25] have developed an LG/projection scheme for the NS problem, which is stable under the same condition, and derived an error estimate for the velocity. The estimate for the pressure, however, is not known to the best of the author’s knowledge.

Here we also focus on the dependence on the inverse of the viscosity. The above estimates are of the forms $c(\Delta t^\alpha + h^\beta)$. We note that the constant $c$ contains not only a Sobolev norm of the exact solution, $\| (u,p) \|_{X_1}$, but also a norm multiplied by the inverse of the viscosity, e.g., $\nu^{-1}\| (u,p) \|_{X_2}$. The effect of $\nu^{-1}$ in the latter term appears even when the exact solution does not show sharp boundary layers. See a recent survey [21].

One choice of eliminating the effect of the inverse of the viscosity is to enhance the divergence-free condition (mass conservation) by the grad-div stabilization [19]. Error analyses independent of the viscosity were performed for the Stokes problem [30], the transient Oseen problem [7, 12], and the transient NS problem [16] by relying on this term. However, a drawback is that the grad-div operator creates coupled matrices for the velocity [31].

Recently, without the grad-div stabilization, dependence on the inverse of the viscosity can be eliminated only by using equal-order pairs of finite elements with pressure stabilization, for the transient problems. Chen and Feng [9] have analyzed a semi-discrete scheme using the equal-order element with symmetric pressure stabilization for the transient NS problem to derive uniform error estimates with respect to the Reynolds number. De Frutos et al. [13] have analyzed a standard Galerkin scheme for the transient NS problem using the equal-order finite elements with local projection stabilization. Such estimates also hold for an LG scheme for the transient Oseen equations with the equal-order elements with the stabilization of Brezzi–Pitkäranta or its generalization to the higher order element [42].

In this paper, we propose a projection/LG scheme using the equal-order element with a pressure stabilization for the transient Oseen problem. The advantages of computational efficiency and essentially unconditional stability are inherited from the projection/LG scheme. The projection/LG part is based on Guermond and Minev for the inf-sup stable elements [25]. The pressure stabilized fractional-step projection part is mainly adopted from Burman et al. [7]. See also comments in Subsection 2.5 below. Firstly, we derive error estimates for the velocity in $L^2$-norm of order $\Delta t + h^k$ independent of the inverse of the viscosity, where $k$ is the degree of piecewise polynomials. Then, we show an error estimate of order $\Delta t + h^{k+1/2}$ for the pressure, which may depend on the viscosity. It is worth noting that even viscosity-dependent pressure estimates in the Oseen framework have not been obtained for the scheme [25] to the best of the author’s knowledge. The technical difficulty is, as in [12, 16, 22], the estimate of the time difference of the velocity.

We mention related works. Burman et al. [7] developed and analyzed a projection scheme for the Oseen problem. They used the equal-order elements with the continuous interior penalty method, and with terms including the grad-div and pressure stabilization. Robust error estimates with respect to the Reynolds numbers are derived for the velocity and a time-average of the pressure. The order is $\Delta t + h^{k+1/2}$ in $L^2$-norm for the velocity. The optimal estimate of
order $\Delta t + h^{k+1}$ independent of the viscosity is not known so far [21]. De Frutos et al. [16, 17] proposed and analyzed a projection scheme for the NS problem. They used the inf-sup stable standard Galerkin method with the grad-div stabilization. They derived viscosity-independent error estimates for the velocity. It seems difficult to get the viscosity-independent estimate for the pressure with optimal order. García-ARCHILLA et al. [22] analyzed the implicit Galerkin scheme with equal-order element and pressure stabilization for the NS problem and derived error estimates independent of the inverse of the viscosity. Badia and Codina [2] have developed and analyzed a non-incremental projection scheme for the NS problem using the equal-order element with a local projection type stabilization. De Frutos et al. [14, 15] have analyzed a projection scheme with non inf-sup stable elements for the Stokes and the NS problem. The stabilization term is the same as the discretized Laplacian in the pressure Poisson equation, thus, extra stabilization is not necessary. In these works [2, 14, 15], the condition $\Delta t \sim h^2$ is needed, and the error constant depends on the inverse of the viscosity.

The remainder of the paper is organized as follows. In the next section we state the Oseen problem and present a pressure-stabilized projection LG scheme with preparing notation. In Section 3 we show error estimates for the velocity with small viscosity and their proof. In Section 4 we show an error estimate for the pressure and its proof. In Section 5 we give some numerical results, where the Taylor–Hood pair and equal-order ones are compared. In Section 6 we give conclusions. In the appendix section we prove a lemma used in the LG methods.

2 Problem setting and a present scheme

2.1 Continuous problem

We prepare notation used throughout this paper, and state the Oseen problem.

Let $\Omega$ be a polygonal or polyhedral domain of $\mathbb{R}^d$ ($d=2, 3$). We use the Sobolev spaces $W^{m,p}(\Omega)$ equipped with the norm $\| \cdot \|_{m,p}$ and the seminorm $| \cdot |_{m,p}$ for $p \in [1, \infty]$ and a non-negative integer $m$. We denote $W_0^{m,p}(\Omega)$ by $L^p(\Omega)$. The space $W_0^{1,p}(\Omega)$ consists of functions in $W_0^{1,p}(\Omega)$ whose traces vanish on the boundary of $\Omega$. When $p = 2$, we denote $W^{m,2}(\Omega)$ by $H^m(\Omega)$ and drop the subscript 2 in the corresponding norm and seminorm. For the vector-valued function $w \in W^{1,\infty}(\Omega)^d$ we define the seminorm $|w|_{1,\infty}$ by

$$\left\| \sum_{i,j=1}^d \left( \frac{\partial w}{\partial x_j} \right)_i^2 \right\|_{0,\infty}^{1/2}.$$  

The pair of parentheses $(\cdot, \cdot)$ shows the $L^2(\Omega)^i$-inner product for $i = 1, d$ or $d \times d$. The space $L_0^2(\Omega)$ consists of functions $q \in L^2(\Omega)$ satisfying $(q, 1) = 0$. The dual space of $H_0^1(\Omega)$ is denoted by $H^{-1}(\Omega)$ with the norm $\| \cdot \|_{-1}$. We also use the notation $| \cdot |_{m,K}$ and $(\cdot, \cdot)_K$ for the seminorm and the inner product on a set $K$, respectively.

Let $T > 0$ be a time. For a Sobolev space $X(\Omega)^i$, $i = 1, d$, we use the abbreviations $H^m(X) = H^m(0, T; X(\Omega)^i)$ and $C(X) = C([0, T]; X(\Omega)^i)$. We define the function space $Z^m$ by

$$Z^m := \{ v \in H^1(0, T; H^{m-j}(\Omega)^d); j = 0, \ldots, m, \| v \|_{Z^m} < \infty \},$$

$$\| v \|_{Z^m} := \left( \sum_{j=0}^m \| v \|_{H^j(0, T; H^{m-j}(\Omega)^d)}^2 \right)^{1/2}.$$  

We also use the notation $H^m(t_1, t_2; X)$ and $Z^m(t_1, t_2)$ for spaces on a time interval $(t_1, t_2)$. 
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We consider the Oseen problem: find \((u, p) : \Omega \times (0, T) \rightarrow \mathbb{R}^d \times \mathbb{R}\) such that
\[
\frac{\partial u}{\partial t} + (w \cdot \nabla) u - \nu \Delta u + \nabla p = f \quad \text{in} \quad \Omega \times (0, T),
\]
\[
\nabla \cdot u = 0 \quad \text{in} \quad \Omega \times (0, T),
\]
\[
u u = 0 \quad \text{on} \quad \partial \Omega \times (0, T),
\]
\[
u u(\cdot, 0) = u^0 \quad \text{in} \quad \Omega,
\]
where \(\partial \Omega\) represents the boundary of \(\Omega\), the constant \(\nu(>0)\) represents a viscosity, and \(w, f : \Omega \times (0, T) \rightarrow \mathbb{R}^d\) and \(u^0 : \Omega \rightarrow \mathbb{R}^d\) are given functions. We assume \(w = 0\) on \(\partial \Omega\).

We define the bilinear forms \(a\) on \(H^1_0(\Omega)^d \times H^1_0(\Omega)^d\) by
\[
a(u, v) := \nu (\nabla u, \nabla v).
\]

Then, we can write the weak form of (1) as follows: find \((u, p) : (0, T) \rightarrow H^1_0(\Omega)^d \times L^2_0(\Omega)\) such that for \(t \in (0, T)\),
\[
\left(\frac{\partial u}{\partial t} + (w \cdot \nabla) u(t), v\right) + a(u(t), v) + (\nabla p(t), v) = (f(t), v), \forall v \in H^1_0(\Omega)^d, \tag{2a}
\]
\[
(\nabla \cdot u(t), q) = 0, \quad \forall q \in L^2_0(\Omega), \tag{2b}
\]
with \(u(0) = u^0\).

2.2 Temporal discretization

Let \(\Delta t > 0\) be a time increment, \(N_T := \lceil T/\Delta t \rceil\) the number of time steps, \(t^n := n\Delta t\), and \(\psi^n := \psi(\cdot, t^n)\) for a function \(\psi\) defined in \(\Omega \times (0, T)\).

Let \(w\) be smooth. The characteristic curve \(X(t; x, s)\) is defined by the solution of the system of ODEs,
\[
\frac{dX}{dt}(t; x, s) = w(X(t; x, s), t), \quad t < s,
\]
\[
X(s; x, s) = x. \tag{3}
\]

Then, we can write the material derivative term \(\frac{\partial u}{\partial t} + (w \cdot \nabla) u\) as follows:
\[
\left(\frac{\partial u}{\partial t} + (w \cdot \nabla) u\right)(X(t), t) = \frac{d}{dt}u(X(t), t).
\]

For \(w^* : \Omega \rightarrow \mathbb{R}^d\) we define the mapping \(X_1(w^*) : \Omega \rightarrow \mathbb{R}^d\) by
\[
(X_1(w^*))(x) := x - w^*(x)\Delta t. \tag{4}
\]

**Remark 2.1.** The image of \(x\) by \(X_1(w^*(\cdot, t))\) is the approximate value of \(X(t - \Delta t; x, t)\) obtained by solving (3) by the backward Euler method.

Then, it holds that
\[
\frac{\partial u^n}{\partial t} + (w^n \cdot \nabla) u^n = \frac{u^n - u^{n-1} \circ X_1(w^{n-1})}{\Delta t} + O(\Delta t),
\]
where the symbol \(\circ\) stands for the composition of functions, e.g., \((g \circ f)(x) := g(f(x))\).
2.3 Spatial discretization

Let \( \{T_h\}_{h>0} \) be a regular family of triangulations of \( \Omega \) \(^1\), \( h_K := \text{diam}(K) \) for an element \( K \in T_h \), and \( h := \max_{K \in T_h} h_K \). For a positive integer \( m \), the finite element space of order \( m \) is defined by

\[
W^m := \{ \psi_h \in C(\Omega) ; \psi_h|_K \in P_m(K), \forall K \in T_h \},
\]

where \( P_m(K) \) is the set of polynomials on \( K \) whose degrees are equal to or less than \( m \). For a pair of positive integers \((k, \ell)\), we define \( P_k/P_\ell \)-finite element space by

\[
V_h := [W_h^{(k)} \cap H^1_0(\Omega)]^d \times [W_h^{(\ell)} \cap L^2_0(\Omega)].
\]

The space \( Y_h := V_h + \nabla Q_h \) is also used in the projection method \(^2\). We denote by \( i_h^T \) the \( L^2 \)-projector from \( Y_h \) to \( V_h \), which is the dual operator of \( i_h \), the injection from \( V_h \) to \( Y_h \).

For the equal order \( P_k/P_k \)-element we use a symmetric positive semidefinite bilinear form \( s_1 : Q_h \times Q_h \to \mathbb{R} \) for stabilization, which is specified in Hypothesis 3 below. A typical example is

\[
s_1(p_h, q_h) := \sum_{K \in T_h} \frac{h^2}{h} \sum_{|\alpha|=k} (D^\alpha p_h, D^\alpha q_h)|_K,
\]

which is the stabilization by Brezzi and Pitkäranta \(^3\) for the \( P_1/P_1 \)-element and its extension to higher order elements \(^4\). We note that \( s_1 \) does not include the viscosity or a stabilization parameter. Practically a non-negative parameter \( \delta \) is included in the stabilization term as follows:

\[
s_\delta(p_h, q_h) := \delta s_1(p_h, q_h).
\]

2.4 Present scheme

We are now in position to define our pressure-stabilized projection LG scheme called Scheme\((k, \ell, \delta)\). Let \( T_h, \Delta t \), integers \( k, \ell \geq 1 \) and a real number \( \delta \geq 0 \) be given.

**Scheme\((k, \ell, \delta)\):** Let \( V_h \times Q_h \) be the \( P_k/P_\ell \)-finite element space on \( T_h \). Let \( (u^n_h, p^n_h) \in V_h \times Q_h \) be given. Find \( (\tilde{u}^n_h, u^{n+1}_h, p^{n+1}_h) \in V_h \times Y_h \times Q_h \), \( n = 1, \ldots, N_T \) such that for \( n = 0, 1, \ldots, N_T - 1 \)

\[
\left( \frac{\tilde{u}^{n+1}_h - (i_h^T u^n_h) \circ X_1(w^n)}{\Delta t}, v_h \right) + a(\tilde{u}^{n+1}_h, v_h) + (\nabla p^{n+1}_h, v_h) = (f^{n+1}, v_h), \quad \forall v_h \in V_h, \quad (6a)
\]

\[
\frac{u^{n+1}_h - \tilde{u}^{n+1}_h}{\Delta t} + \nabla (p^{n+1}_h - p^n_h) = 0, \quad (6b)
\]

\[
\frac{\Delta t}{\Delta t} \frac{\partial}{\partial t} (u^{n+1}_h, \nabla q_h) - s_\delta(p^{n+1}_h, q_h) = 0, \quad \forall q_h \in Q_h. \quad (6c)
\]

We later see in Lemma 3.4 that, for each \( w^n \in W_0^{1,\infty}(\Omega)^d \) and under the condition \( \Delta t|w^n|_{1,\infty} < 1 \), the inclusion \( (X_1(w^n))(\Omega) \subset \Omega \) holds. Thus the composite function \((i_h^T u^n_h) \circ X_1(w^n)\) is well-defined on \( \Omega \).

While we use \( i_h^T u^n_h \) in the practical scheme, the variable \( u^{n+1}_h \) is eliminated. For \( n \geq 1 \), we obtain the following practical scheme using the expression of \( u^{n+1}_h \) in \((6b)\), testing \((6b)\) with \( \nabla q_h \) and using \((6c)\).

Stage 1: find \( i_h^T u^n_h \in V_h \) such that

\[
(i_h^T u^n_h, v_h) = (\tilde{u}^n_h - \Delta t \nabla (p^n_h - p^{n-1}_h), v_h), \quad \forall v_h \in V_h. \quad (7)
\]
Stage 2: find \( \tilde{u}_h^{n+1} \in V_h \) such that
\[
\frac{1}{\Delta t}(\tilde{u}_h^{n+1}, v_h) + a(\tilde{u}_h^{n+1}, v_h) = \frac{1}{\Delta t} \left( (i_T^h u_h^n) \circ X_1(u^n), v_h \right) - (\nabla p_h^n, v_h) + (f^{n+1}, v_h), \\
\forall v_h \in V_h.
\] (8)

Stage 3: find \( p_h^{n+1} \in Q_h \) such that
\[
(\nabla p_h^{n+1}, \nabla q_h) + \frac{1}{\Delta t} s_3(p_h^{n+1}, q_h) = (\nabla p_h^n, \nabla q_h) + \frac{1}{\Delta t}(\tilde{u}_h^{n+1}, \nabla q_h), \\
\forall q_h \in Q_h.
\] (9)

2.5 Comments on the scheme

This scheme has an advantage in computational cost. We can decouple the left-hand side of (7), and (3) into each velocity component, respectively, as follows:
\[
(\tilde{U}_{h1}, v_{h1}) + (\tilde{U}_{h2}, v_{h2}),
\]
\[
\left( \frac{1}{\Delta t}(\tilde{u}_h^{n+1}, v_{h1}) + a(\tilde{u}_h^{n+1}, v_{h1}) \right) + \left( \frac{1}{\Delta t}(\tilde{u}_h^{n+1}, v_{h2}) + a(\tilde{u}_h^{n+1}, v_{h2}) \right),
\]
where \( (\tilde{U}_{h1}, \tilde{U}_{h2}) = i_T^h u_h^n, (\tilde{u}_h^{n+1}, \tilde{u}_h^{n+1}) = \tilde{u}_h^{n+1} \) and \( (v_{h1}, v_{h2}) = v_h \) if \( d = 2 \). Each part corresponds to the matrix in the discretized Poisson equation with the mass term, which is easy to handle by linear solvers such as the conjugate gradient method [3]. The matrix in (6) is the one in the discretized Poisson equation subject to the Neumann boundary condition with the symmetric stabilization term. In addition to the explicit treatment of the convection term, we do not need time restriction such as \( \Delta t \leq c h^\alpha \) for the error estimates in this paper.

We adopt the framework of Guermond and Minev [25] for the combination of the projection and the LG methods. Achdou and Guermond [1] also developed the combined scheme for the NS equations. To show the corresponding formulation in [1], we replace (6a) by
\[
\left( \frac{\tilde{u}_h^{n+1} - u_h^n}{\Delta t}, v_h \right) + \left( \tilde{u}_h^n - \tilde{u}_h^n \circ X_1(u^n), v_h \right) + a(\tilde{u}_h^{n+1}, v_h) + (\nabla p_h^n, v_h) = (f^{n+1}, v_h).
\]
Then (3) is replaced by the following form without \( i_T^h u_h^n \):
\[
\frac{1}{\Delta t}(\tilde{u}_h^{n+1}, v_h) + a(\tilde{u}_h^{n+1}, v_h) = \frac{1}{\Delta t} \left( \tilde{u}_h^n \circ X_1(u^n), v_h \right) - (\nabla (2p_h^n - p_h^{n-1}), v_h) + (f^{n+1}, v_h).
\]
However, it is difficult to derive the viscosity robust error estimate in Section 3.

Following Guermond and Minev [24], in (6a), we do not use the original \( u_h^n \in Y_h \) but the \( L^2 \)-projection \( i_T^h u_h^n \in V_h \). Our error estimates in Sections 3 and 4 are also valid if we replace \( i_T^h u_h^n \) by \( u_h^n \). However, from the implementation viewpoint, we need to integrate the term \((\tilde{u}_h^n - \nabla (p_h^n - p_h^{n-1})) \circ X_1(u^n), v_h)\) in view of (6a).

In the scheme of Burman et al. [7], the pressure stabilization is defined a functional on \( Y_h \).
Here we simply define \( s_3 \) as the bilinear form on \( Q_h \).

Finally, we mention an implementation issue. It is difficult to compute the term \((i_T^h u_h^n) \circ X_1(u^n), v_h)\) because the integrand is not polynomial on each element. It is known that rough quadrature leads to instability. A remedy is to introduce a locally linearized velocity \( w_h^n \), i.e., the \( P_1 \)-Lagrange interpolation of \( w^n \). Then the term
\[
(i_T^h u_h^n) \circ X_1(w_h^n), v_h)
\] (10)
can be exactly computable. The error estimates of this paper can be done with the Lagrange interpolation error of \( O(h^2) \). [10, 12].
3 Error estimates for the velocity with small viscosity

We use $c$ to represent a generic positive constant that is independent of $\nu$, $\Delta t$, $h$ and $\delta$ but depends on Sobolev norms of $w$, $u$ and $p$, and $T$, and may take a different value at each occurrence.

3.1 Hypotheses and the main theorem for the velocity

Hypothesis 1. The velocity $w$ and the exact solution $(u, p)$ of the Oseen problem \([\text{1}]\) satisfy
\[
w \in C(W_0^{1,\infty}) \cap H^1(L^\infty), \quad u \in Z^2 \cap H^1(H^k) \cap C(H^{k+1}), \quad p \in H^1(H^1) \cap C(H^{k+1}).
\]

Hypothesis 2. The time increment $\Delta t$ satisfies $0 < \Delta t \leq \Delta t_0$, where
\[
\Delta t_0 := \frac{1}{4|u|_{C(W_1^{1,\infty})}}.
\]

Hypothesis 3. The bilinear form $s_1$ satisfies the following conditions.

1. $s_1 : Q_h \times Q_h \to \mathbb{R}$ is a symmetric and positive semidefinite bilinear form.
2. For all $q_h \in Q_h$,
\[
s_1(q_h, q_h) \leq c\|q_h\|_0^2.
\]
3. There exists an operator $\Pi_h : L^2_0(\Omega) \to Q_h$ such that
\[
\|q - \Pi_h q\|_m \leq ch^{s+1-m}\|q\|_{s+1}, \quad q \in L^2_0(\Omega) \cap H^{s+1}(\Omega), \quad 0 \leq s \leq k, \quad m = 0, 1. \tag{11}
\]
\[
s_1(\Pi_h q, \Pi_h q)^{1/2} \leq ch^s\|q\|_s, \quad q \in L^2_0(\Omega) \cap H^s(\Omega), \quad 0 \leq s \leq k. \tag{12}
\]
4. There is an operator $T^k_h : V^{\text{div}} \to V_h$ such that for all $v \in V^{\text{div}}$ and $q_h \in Q_h$,
\[
|\langle \nabla \cdot (v - T^k_h v), q_h \rangle| \leq c\left(\sum_{K \in T_h} h_K^{-2}\|v - T^k_h v\|_{0, K} + \|v - T^k_h v\|_1^2\right)^{1/2}s_1(q_h, q_h)^{1/2}, \tag{13}
\]
\[
\|v - T^k_h v\|_m \leq ch^{k+1-m}\|v\|_{s+1}, \quad \forall v \in H^{s+1}(\Omega)^d, \quad 1 \leq s \leq k, \quad m = 0, 1. \tag{14}
\]

Here, $V^{\text{div}} = \{v \in H^1_0(\Omega)^d; \nabla \cdot v = 0\}$.

In view Hypothesis [\text{3}][\text{1}], we define the seminorm by
\[
|q_h|_s = s_1(q_h, q_h)^{1/2}, \quad \forall q_h \in Q_h.
\]

Then, the Schwarz inequality holds:
\[
s_1(q_h, r_h) \leq |q_h|_s|r_h|_s, \quad \forall q_h, r_h \in Q_h.
\]

From (13) and (14) we easily get
\[
|\langle \nabla \cdot (v - T^k_h v), q_h \rangle| \leq ch^k\|v\|_{k+1}|q_h|_s, \quad \forall v \in V^{\text{div}} \cap H^{k+1}(\Omega)^d, q_h \in Q_h. \tag{15}
\]

The term $s_1$ in (15) and $P_k/P_k$-element ($k \geq 1$) space $V_h \times Q_h$ satisfy Hypothesis [\text{3}][\text{1}] with $\Pi_h$ being the Clément interpolation [\text{11}][\text{1}], and $T^k_h$ being a modified Stokes projection [\text{12}][\text{1}] when $k \geq 2$, or Lagrange interpolation when $k = 1$. See [\text{22}][\text{32}][\text{42}]. We note that the constant does not depend on the viscosity.
Remark 3.1. Hypothesis 3 is mainly adopted from [22], although [11] is slightly stronger. As pointed out there, these assumptions are quite similar to those in [8]. We refer to [22] for other stabilization satisfying Hypothesis 3.

Hypothesis 4. The initial value \((u_h^0, p_h^0)\) is chosen so that there exists a positive constant \(c\) independent of \(h\) such that
\[
\|u_h^0 - u^0\| \leq c h^k, \quad \|\nabla (p_h^0 - p^0)\| \leq c.
\]

For a set of functions \(\psi = \{\psi_n\}_{n=0}^{N_T}\) we use two norms \(\|\cdot\|_{L^\infty(L^2)}\) and \(\|\cdot\|_{L^2(L^2)}\) and a seminorm \(\|\cdot\|_{L^2(s)}\) defined by
\[
\|\psi\|_{L^\infty(L^2)} := \max\{\|\psi_n\|; n = 0, \ldots, N_T\},
\|\psi\|_{L^2(L^2)} := \left(\Delta t \sum_{n=1}^{N_T} \|\psi_n\|^2\right)^{1/2},
|\psi|_{L^2(s)} := \left(\Delta t \sum_{n=1}^{N_T} |\psi_n|^2\right)^{1/2}.
\]

Theorem 3.2. Let \((u_h, p_h) := \{(u_{h,n}, p_{h,n})\}_{n=0}^{N_T}\) be the solution of Scheme \((k, k, \delta)\) with \(k \geq 1\) and \(\delta > 0\). Assume Hypothesis 3. Then the following estimate holds:
\[
\|u_h - u\|_{L^\infty(L^2)}, \quad \|\tilde{u}_h - u\|_{L^\infty(L^2)}, \quad \nu^{1/2} \|\nabla (\tilde{u}_h - u)\|_{L^2(L^2)}, \quad \delta^{1/2} |p_h - \Pi_h p|_{L^2(s)}
\leq c(1 + \nu^{1/2} + \delta^{1/2} + \delta^{-1/2})(\Delta t + h^k).
\]

Here, \(\Pi_h p\) is the interpolation in Hypothesis 3.

3.2 Preliminaries for the velocity estimates

We use the techniques developed in the finite element projection method [23, 26], LG method [35, 40], combined method [1, 29], pressure-stabilized method [8, 20], and projection with pressure-stabilized method [7].

For a function \(F\) defined on \([0, T]\), or sequence of functions \(F = \{F^n\}_{n=0}^{N_T}\),
\[
d_t F := F - F(-\Delta t), \quad d_t F^n := F^n - F^{n-1}.
\]

Let \(F \in H^1(X)\) or \(H^2(X)\) for a Banach space \(X(\Omega)^i, i = 1, d\). The following inequalities are frequently used:
\[
\|d_t F^n\|_X \leq \Delta t^{1/2} \left\|\frac{\partial F^n}{\partial t}\right\|_{L^2(t^n-1, t^n; X)},
\]
\[
\|d_t F^n - d_t F^{n-1}\|_X \leq c\Delta t^{3/2} \left\|\frac{\partial^2 F^n}{\partial t^2}\right\|_{L^2(t^n-2, t^n; X)}.
\]

First we recall a discrete version of the Gronwall inequality.

Lemma 3.3 (discrete Gronwall inequality). Let \(\gamma_1\) be a non-negative number, \(\Delta t\) be a positive number, and \(\{x^n\}_{n \geq n_0}, \{y^n\}_{n \geq n_0+1}\) be non-negative sequences. Suppose
\[
\frac{x^n - x^{n-1}}{\Delta t} + y^n \leq \gamma_1 x^{n-1} + b^n, \quad \forall n \geq n_0 + 1.
\]

Then, it holds that
\[
x^n + \Delta t \sum_{i=n_0+1}^{n} y^i \leq \exp[\gamma_1(n - n_0)\Delta t]\left(x^{n_0} + \Delta t \sum_{i=n_0+1}^{n} b^i\right), \quad \forall n \geq n_0 + 1.
\]
Lemma 3.3 is shown by using the inequalities
\[ x^n + y^n \Delta t \leq (1 + \gamma_1 \Delta t)x^{n-1} + b^n \Delta t \leq \exp(\gamma_1 \Delta t)(x^{n-1} + b^n \Delta t). \]

Instead of the well-known summation form of the discrete Gronwall inequality, e.g., in [28], we use this form because the condition on \( \Delta t \) does not include \( \gamma_1 \), making the proof simpler.

We prepare fundamental properties of the mapping \( X_1(w^*) \) for \( w^* \in W_0^{1,\infty}(\Omega)^d \). We refer to [38, 40] for the proofs.

Lemma 3.4. Let \( w^* \in W_0^{1,\infty}(\Omega)^d \) and \( X_1(w^*) \) be the mapping defined in [4].

(1) Under the condition \( \Delta t|w^*|_{1,\infty} < 1 \), it holds that \((X_1(w^*))(\Omega) \subset \Omega \) and \( X_1(w^*): \Omega \to \Omega \) is bijective.

(2) Under the condition \( \Delta t|w^*|_{1,\infty} \leq 1/4 \), the estimate
\[ \frac{1}{2} \leq J \leq \frac{3}{2} \]
holds, where \( J \) is the Jacobian of \( X_1(w^*) \).

(3) Under the condition \( \Delta t|w^*|_{1,\infty} \leq 1/4 \), there exists a positive constant \( c \) independent of \( \Delta t \) such that for \( v \in L^2(\Omega)^d \)
\[ \| v \circ X_1(w^*) \|^2_0 \leq (1 + c|w^*|_{1,\infty} \Delta t)\| v \|^2_0. \]

Lemma 3.3 is fundamental to establishing the stability in the error equations for the projection methods. We give a proof for completeness although it is natural extension of the classical argument [23, 26], and is derived in a similar way to Lemma 4.1 in [7].

Lemma 3.5. Let \( \{ \tilde{U}_h^n \}_{n=n_0}^{n_1} \subset V_h \), \( \{ U_h^n \}_{n=n_0}^{n_1} \subset Y_h \), \( \{ P^n \}_{n=n_0}^{n_1} \subset L^2(\Omega)^d \), and \( \{ \Psi_h^n \}_{n=n_0}^{n_1} \subset Q_h \), satisfy for \( n = n_0, n_0 + 1, \ldots, n_1 - 1 \),
\[ \left( \frac{\tilde{U}_h^{n+1} - G^n}{\Delta t}, v_h \right) + a(\tilde{U}_h^{n+1}, v_h) + (\nabla \Psi_h^n, v_h) = (F^{n+1}, v_h), \forall v_h \in V_h, \quad (21a) \]
\[ \frac{U_h^{n+1} - \tilde{U}_h^{n+1}}{\Delta t} + \nabla (P_h^{n+1} - \Psi_h^n) = 0, \quad (21b) \]
\[ (U_h^{n+1}, \Delta q_h) - s\delta(P_h^{n+1}, q_h) = (S^{n+1}, q_h), \forall q_h \in Q_h, \quad (21c) \]
with \( F^{n+1} \) and \( S^{n+1} \) being linear functionals on \( V_h \) and \( Q_h \), respectively. Then, it holds that for \( n = n_0, n_0 + 1, \ldots, n_1 - 1 \)
\[ \frac{1}{2\Delta t} \left( \| U_h^{n+1} \|^2_0 - \| G^n \|^2_0 + \| \tilde{U}_h^{n+1} - G^n \|^2_0 \right) \]
\[ + \nu \| \nabla \tilde{U}_h^{n+1} \|^2_0 + \frac{\Delta t}{2} \left( \| \nabla P_h^{n+1} \|^2_0 - \| \nabla \Psi_h^n \|^2_0 \right) + \delta |P_h^{n+1}|_s^2 \]
\[ = (F^{n+1}, \tilde{U}_h^{n+1}) - (S^{n+1}, P_h^{n+1}). \quad (22) \]

**Proof.** The equation (21a) with \( v_h = \tilde{U}_h^{n+1} \) and the identity \( (a - b)a = \frac{1}{4}a^2 - \frac{1}{2}b^2 + \frac{1}{2}(a - b)^2 \) yields
\[ \frac{1}{2\Delta t} \left( \| \tilde{U}_h^{n+1} \|^2_0 - \| G^n \|^2_0 + \| \tilde{U}_h^{n+1} - G^n \|^2_0 \right) \]
\[ + \nu \| \nabla \tilde{U}_h^{n+1} \|^2_0 + (\nabla \Psi_h^n, \tilde{U}_h^{n+1}) = (F^{n+1}, \tilde{U}_h^{n+1}). \quad (23) \]
Testing (21b) with $\Delta t \nabla \Psi_h^n$ and using the identity $(a - b)b = \frac{1}{2}a^2 - \frac{1}{2}b^2 - \frac{1}{2}(a - b)^2$, and again using (21b), we have

$\left(U_h^{n+1} - \tilde{U}_h^{n+1}, \nabla \Psi_h^n\right) + \frac{\Delta t}{2} \left(\|\nabla P_h^{n+1}\|^2_0 - \|\nabla \Psi_h^n\|^2_0\right) - \frac{1}{2\Delta t} \|U_h^{n+1} - \tilde{U}_h^{n+1}\|_0^2 = 0. \quad (24)$

Testing (21b) with $U_h^{n+1}$ yields

$\frac{1}{2\Delta t} \left(\|U_h^{n+1}\|^2_0 - \|\tilde{U}_h^{n+1}\|^2_0 + \|U_h^{n+1} - \tilde{U}_h^{n+1}\|^2_0\right) + (\nabla P_h^{n+1}, U_h^{n+1}) - (\nabla \Psi_h^n, U_h^{n+1}) = 0. \quad (25)$

Finally, (21c) with $q_h = P_h^{n+1}$ yields

$(U_h^{n+1}, \nabla P_h^{n+1}) - \delta |P_h^{n+1}|_2^2 = (S_h^{n+1}, P_h^{n+1}). \quad (26)$

Adding (23) - (25) and subtracting (26), we have the conclusion (22).

**Remark 3.6.** In Lemma 4.1 of [7], the corresponding estimate is not based on $U_h^n$ but on $\tilde{U}_h^n$, and the stabilization term is functional on $Y_h$.

### 3.3 Proof of Theorem 3.2

Let $(z_h(t), r_h(t)) \in V_h \times Q_h$ be the interpolation $(I_h^k u(t), \Pi_h p(t))$ in Hypothesis 3. We use the following notation:

$e_h^n = u_h^n - z_h^n, \quad \tilde{e}_h^n = \tilde{u}_h^n - z_h^n, \quad \eta(t) = u(t) - z_h(t), \quad (27a)$

$e_h^n = p_h^n - r_h^n, \quad \psi_h^n = p_h^n - r_h^{n+1}, \quad X_1^n = X_1(u^n). \quad (27b)$

We begin with error equations in $e_h^n, \tilde{e}_h^n$, and $e_h^n$. Connecting (23a) and (24a) at $t = t^{n+1}$, subtracting

$\left(\frac{z_h^{n+1} - \tilde{z}_h^{n+1} \circ X_1^n}{\Delta t}, v_h\right) + a(z_h^{n+1}, v_h) + (\nabla \tilde{z}_h^{n+1}, v_h),$

$\left(\frac{\tilde{e}_h^{n+1} \circ X_1^n}{\Delta t} - \frac{e_h^{n+1}}{\Delta t}\right) + \nabla (\tilde{e}_h^{n+1} - e_h^{n+1}) = 0,$

$\left(e_h^{n+1}, \nabla q_h\right) - s_\delta (e_h^{n+1}, q_h) = (S_1^{n+1}, q_h), \quad \forall q_h \in Q_h,$

from both sides of (23a) (equalling (24a)) and (25a), respectively, and noting $\tilde{z}_h^n = z_h^n$, we get the following error equation for $n = 0, 1, ..., N_T - 1$.

$\left(\frac{z_h^{n+1} - \tilde{z}_h^{n+1} \circ X_1^n}{\Delta t}, v_h\right) + a(z_h^{n+1}, v_h) + (\nabla \psi_h^n, v_h) = \langle R_1^{n+1}, v_h \rangle, \quad \forall v_h \in V_h,$

$\left(e_h^{n+1} \circ X_1^n, v_h\right) + \nabla (\tilde{e}_h^{n+1} - e_h^{n+1}) = 0,$

$\left(e_h^{n+1}, \nabla q_h\right) - s_\delta (e_h^{n+1}, q_h) = (S_1^{n+1}, q_h), \quad \forall q_h \in Q_h,$

where

$\langle R_1^{n+1}, v_h \rangle := (R_{11}^{n+1} + R_{12}^{n+1}, v_h) + a(\eta^{n+1}, v_h) + (\nabla (p_h^{n+1} - r_h^{n+1}), v_h),$

$R_{11}^{n+1} := \frac{\partial u_h^{n+1}}{\partial t} + (w^{n+1}, \nabla) u_h^{n+1} - \frac{u_h^{n+1} - u^n \circ X_1^n}{\Delta t}, \quad (29)$

$R_{12}^{n+1} := \eta^{n+1} - \eta^n \circ X_1^n \quad (30)$

$\langle S_1^{n+1}, q_h \rangle := -(z_h^{n+1}, \nabla q_h) + s_\delta (r_h^{n+1}, q_h).$
Since the estimates of $R_{11}^n$ and $R_{12}^n$ are obtained by standard techniques in the LG method (e.g., Lemmas 8, 10 in [12]), we omit their proofs.

**Lemma 3.7.** Suppose that $w \in C(W_{1}^{1,\infty}) \cap H^1(L^\infty)$ and $\Delta t |w|_{C(W_{1}^{1,\infty})} \leq 1/4$. Then, there exists a positive constant $c$ depending on the norm $\|w\|_{C(L^\infty)}$ such that

$$\|R_{11}^n\|_0 \leq c\sqrt{\Delta t} \left( \|u\|_{Z^2(t^n-1,t^n)} + \left\| \frac{\partial w}{\partial t} \right\|_{L^2(t^n-1,t^n;L^\infty)} \right) \|\nabla u^n\|_0, \quad \forall u \in Z^2,$$

$$\left\| \frac{v^n - v^{n-1} \circ X_{11}^{n-1}}{\Delta t} \right\|_0 \leq \frac{c}{\sqrt{\Delta t}} \|v\|_{H^1(t^n-1,t^n;L^2) \cap L^2(t^n-1,t^n;H^1)} \|v\|_{L^2(t^n;L^\infty)} \quad \forall v \in H^1(L^2) \cap L^2(H^1).$$

**Proof of Theorem 3.8.** We apply Lemma 3.5 to (28) and obtain

$$\frac{1}{2\Delta t} \left( \left\| e_h^{n+1} \right\|_0^2 - \left\| (i_T e_h^n) \circ X_{11}^n \right\|_0^2 + \left\| e_h^{n+1} - (i_T e_h^n) \circ X_{11}^n \right\|_0^2 + \nu \left\| \nabla e_h^{n+1} \right\|_0^2 \right) + \frac{\Delta t}{2} \left( \left\| \nabla e_h^{n+1} \right\|_0^2 - \left\| \nabla \psi_h^n \right\|_0^2 \right) = \left\langle R_{11}^n, e_h^{n+1} \right\rangle - \left\langle S_{11}^{n+1}, e_h^{n+1} \right\rangle. \quad (31)$$

For the estimate of $\|e_h^{n+1}\|_0$ we fix a $\gamma_0$ such that $\Delta t_0 \leq \frac{1}{8\gamma_0}$. In the following we will get the bounds for $\|(R_{11}^n, e_h^{n+1})\|$ and $\|(S_{11}^{n+1}, e_h^{n+1})\|$ in the same way as in [12]. From the Schwarz’s inequality,

$$\|R_{11}^{n+1}, e_h^{n+1}\|_0 \leq \frac{1}{\gamma_0} \|R_{11}^n\|_0^2 + \frac{\gamma_0}{4} \|e_h^{n+1}\|_0^2, \quad i = 1, 2. \quad (32)$$

Estimates for $\|R_{11}^{n+1}\|_0^2, i = 1, 2$, are obtained by Lemma 3.7 with $v = \eta$, and the following estimate is obtained by (14):

$$\|\eta\|_{H^1(t^n-1,t^n+1;L^2) \cap L^2(t^n-1,t^n+1,H^1)} \leq c\eta_k \|u\|_{H^1(t^n-1,t^n+1;H^1) \cap L^2(t^n-1,t^n+1,H^1)}.$$  

Bounds for the other terms in $\langle R_{11}^{n+1}, e_h^{n+1} \rangle$ are easily obtained from (14) and (11):

$$|a(\eta^{n+1}, e_h^{n+1})| \leq \frac{\nu}{2} \left\| \nabla \eta^{n+1} \right\|_0^2 + \frac{\nu}{2} \left\| \nabla e_h^{n+1} \right\|_0^2 \leq c\eta_k \left\| u^{n+1} \right\|_{k+1}^2 + \frac{\nu}{2} \left\| \nabla e_h^{n+1} \right\|_0^2,$$

$$\left\| (\nabla (p^{n+1} - r_h^{n+1}), e_h^{n+1}) \right\| \leq \frac{1}{\gamma_0} \left\| \nabla (p^{n+1} - r_h^{n+1}) \right\|_0^2 + \frac{\gamma_0}{4} \left\| e_h^{n+1} \right\|_0^2 \leq c\eta_k \left\| p^{n+1} \right\|_{k+1}^2 + \frac{\gamma_0}{4} \left\| e_h^{n+1} \right\|_0^2. \quad (33)$$

Bounds for the terms in $\langle S_{11}^{n+1}, e_h^{n+1} \rangle$ are obtained from (15) and (12) as follows:

$$\left\| (z_h^{n+1}, \nabla e_h^{n+1}) \right\| = \left\| (\nabla, (z_h^{n+1} - u^{n+1}), e_h^{n+1}) \right\| \leq c\eta_k \left\| u^{n+1} \right\|_{k+1} \left\| e_h^{n+1} \right\|_s,$$

$$\left\| (z_h^{n+1}, \nabla e_h^{n+1}) \right\| \leq \frac{c}{\delta} \left\| u^{n+1} \right\|_{k+1} + \frac{\delta}{4} \left\| e_h^{n+1} \right\|_s^2.$$

$$\left\| (s, r_h^{n+1}, e_h^{n+1}) \right\| \leq \delta \left\| r_h^{n+1} \right\|_s + \frac{\delta}{4} \left\| e_h^{n+1} \right\|_s^2 \leq c\delta \eta_k \left\| p^{n+1} \right\|_{k+1} + \frac{\delta}{4} \left\| e_h^{n+1} \right\|_s^2.$$

For $\|e_h^{n+1}\|_0^2$ in (32) and (33)

$$\gamma_0 \left\| e_h^{n+1} \right\|_0^2 \leq 2\gamma_0 \left\| e_h^{n+1} - (i_T e_h^n) \circ X_{11}^n \right\|_0^2 + 2\gamma_0 \left\| (i_T e_h^n) \circ X_{11}^n \right\|_0^2. \quad (34)$$
and since $2\gamma_0 \leq \frac{1}{\Delta t} < \frac{1}{\Delta x}$, the first term is absorbed by the left hand side of (31). From Lemma 3.3 and since $\tilde{i}^h_k$ is the $L^2$-projector,
\[
\|(i^h_k e^h_k) \circ X^h_t\|_0^2 \leq (1 + c\Delta t) \|i^h_k e^h_k\|_0^2 \leq (1 + c\Delta t) \|e^h_k\|_0^2.
\] (35)

The estimate for $\|\nabla \psi^h_k\|_0^2$ is obtained by (19) as follows:
\[
\|\nabla \psi^h_k\|_0^2 = \|\nabla e^h_k - \nabla (r^h_k - r^h_k)\|_0^2 \\
\leq (1 + \Delta t) \|\nabla e^h_k\|_0^2 + (1 + \frac{1}{\Delta t}) \|\nabla (r^h_k)\|_0^2,
\] (36)
and
\[
\leq (1 + \Delta t) \|\nabla e^h_k\|_0^2 + c \|r^h_k\|_{H^1(t^0, t^1; H^1)}.
\]

We note that $\|r^h_k\|_{H^1(t^0, t^1; H^1)} \leq c \|p\|_{H^1(t^0, t^1; H^1)}$ by (11).

Combining these estimates, from (31), we now obtain for $n = 0, 1, ..., N_T - 1$,
\[
\frac{x^{n+1} - x^n}{\Delta t} + y^{n+1} \leq c x^n + c b^{n+1},
\] (37)
where
\[
x^n = \|e^h_k\|_0^2 + \Delta t^2 \|\nabla e^h_k\|_0^2,
\]
\[
y^n = \frac{1}{2\Delta t} \|\tilde{e}^h_k - (i^h_k e^h_k - 1) \circ X^h_1\|_0^2 + c \|\nabla \tilde{e}^h_k\|_0^2 + \delta \|e^h_k\|_0^2,
\]
\[
b^n = \Delta t \|u\|_{Z^2(t^0, t^{-1}, t^1)} + \|w\|_{H^1(t^0, t^{-1}, t^1; L^\infty)} + \|p\|_{H^1(t^0, t^{-1}, t^1; H^1)} + \|\tilde{e}^h_k\|_{H^1(t^0, t^{-1}, t^1; L^2)} + c(1 + \nu + \delta + \delta^{-1})h^{2k},
\]
and $c$ is a constant depending on the Sobolev norms of $u$, $p$, and $w$, the constants in Hypothesis and in Lemmas 3.3 and 3.7. We apply Lemma 3.3 to (37) and obtain
\[
\|e^h_k\|_0^2 + \Delta t \sum_{i=1}^n c \|e^h_k\|_0^2 + \frac{1}{2} \sum_{i=1}^n \delta \|e^h_k\|_0^2
\leq c(1 + \nu + \delta + \delta^{-1})(\|e^h_k\|_0^2 + \Delta t^2 \|\nabla e^h_k\|_0^2 + \Delta t^2 + h^{2k}).
\] (38)

The estimate for the initial values are easily obtained from Hypotheses 3 and 3
\[
\|e^h_k\|_0 \leq \|u^0_h - u^0\|_0 + \|u^0 - z^0_h\|_0 \leq c h^k,
\]
\[
\Delta t \|\nabla e^h_k\|_0 \leq \Delta t \|\nabla (p^0 - r^h_k)\|_0 \leq c \Delta t.
\]

Now, the conclusion (17) follows from the triangle inequalities applied to $u_h - u = e_h - \eta$ and $\tilde{u}_h - u = \tilde{e}_h - \eta$, (33), and (11) for $\eta$. We note that the estimate of $\|e^h_k\|_0$ follows from (31), (35) and (38).

4 An error estimate for the pressure

In this section, to concentrate on the convergence order, we also use the notation $c_{\nu, \delta}$ that may depend on $\nu, 1/\nu, \delta$ and $1/\delta$. Additionally, we use notation and Lemmas in Subsections 3.1 and 3.2
4.1 Hypotheses and the main theorem for the pressure

**Hypothesis 5.** The velocity $w$ and the exact solution $(u, p)$ of the Oseen problem satisfy

$$w \in W^{2,\infty}(L^\infty) \cap H^1(W^{1,\infty}_0), \quad u \in Z^3 \cap H^2(H^{k+1}), \quad p \in H^2(H^k).$$

We introduce the Stokes projection $(\tilde{a}_h^*, \tilde{p}_h^*) \in V_h \times Q_h$ of $(u^*, p^*) \in H^1_0(\Omega)^d \times L^2_0(\Omega)$, which satisfies the following equations:

\begin{align}
    a(\tilde{a}_h^*, v_h) - (\tilde{p}_h^*, \nabla \cdot v_h) &= a(u^*, v_h) - (p^*, \nabla \cdot v_h) \quad \forall v_h \in V_h, \quad (39a) \\
    - (\nabla \cdot \tilde{a}_h^*, q_h) - s(\tilde{p}_h^*, q_h) &= - (\nabla \cdot u^*, q_h) \quad \forall q_h \in Q_h. \quad (39b)
\end{align}

**Hypothesis 6.** The initial value $(u_0^*, p_0^*)$ satisfies $(\tilde{u}_0^*, \tilde{p}_0^*) = (\tilde{u}_h^*, \tilde{p}_h^*)$.

**Theorem 4.1.** Let $(u_n, p_n) := \{(u_n^*, p_n^*)\}_{n=0}^N$ be the solution of Scheme $(k, \delta)$ with $k \geq 1$ and $\delta > 0$. Hypotheses 5, 2, 3, and 6. Then the following estimate holds:

$$\|p_n - p\|_{2(L^2)} \leq c_{\nu, \delta}(\Delta t + h^k). \quad (40)$$

**Remark 4.2.** For the initial value,

$$\|u_0^* - \tilde{u}_0^*\|_0, \quad \Delta t \|\nabla (p_0^* - \tilde{p}_0^*)\|_0 \leq c_{\nu, \delta} \Delta t (\Delta t + h^k)$$

is actually needed in the proof of Theorem 4.1 as in [11, 20]. Hypothesis 6 is a sufficient condition.

4.2 Preliminaries for the pressure estimate

**Lemma 4.3.** Under Hypothesis 5 there exists a positive constant $c$ independent of $h$ such that

$$\|q_h\|_0 \leq c \sup_{v_h \in V_h \setminus \{0\}} \frac{(\nabla \cdot v_h, q_h)}{\|v_h\|_1} + c_{s, 1}(q_h, q_h)^{1/2}, \quad \forall q_h \in Q_h.$$

**Lemma 4.4.** Let ${V_h, Q_h}$ be the $P_k/P_k$-element for $k \geq 1$. Suppose $(u^*, p^*) \in [H^{k+1}(\Omega)^d \cap H^k_0(\Omega)^d] \times [H^k(\Omega) \cap L^2_0(\Omega)]$. Assume Hypothesis 3 and $\delta > 0$. Then, there exists a positive constant $c_{\nu, \delta}$ independent of $h$ such that for $h$ the Stokes projection $(\tilde{a}_h^*, \tilde{p}_h^*)$ of $(u^*, p^*)$ defined in (39) satisfies

$$\|\nabla (u^* - \tilde{u}_h^*)\|_0, \quad \|p^* - \tilde{p}_h^*\|_0 \leq c_{\nu, \delta} h^\ell (\|u^*\|_{\ell+1} + \|p^*\|_\ell), \quad 1 \leq \ell \leq k. \quad (41)$$

**Lemma 4.5** is a direct consequence of Lemma 4.5 in [1], and Lemma 3.4 in [2] in this paper.

**Lemma 4.5.** Let $1 \leq q < \infty, 1 \leq p \leq \infty, 1/p + 1/p' = 1$ and $w_i \in W^{1,\infty}_0(\Omega)^d, i = 1, 2$. Under the condition $\Delta t |w_1|_{1, \infty} \leq 1/4$, it holds that, for $v \in W^1\varphi(\Omega)^d$,

$$\|v \circ X_1(w_1) - v \circ X_1(w_2)\|_{0,q} \leq 2^{1/\varphi'} \Delta t \|w_1 - w_2\|_{0,p}\|\nabla v\|_{0,q'},$$

where $X_1(\cdot)$ is defined in [4].
Lemma 4.6. Let $w_i \in W^{1,\infty}_0(\Omega)^d$ and $X_i(w_i)$ be the mapping defined in (1), $i = 1, 2$. Under the condition $\Delta t|w_i|_{1,\infty} \leq 1/4$, there exists a positive constant $c$ independent of $\Delta t$ such that for $v \in L^2(\Omega)^d$
\[
\|v \circ X_1(w_1) - v \circ X_1(w_2)\|_{-1} \leq c\Delta t\|v\|_0\|w_1 - w_2\|_{1,\infty}.
\]
(42)

Remark 4.7. Lemma 4.6 is a generalization of Lemma 1 in [18]. When $w_1 = w$ and $w_2 = 0$,
\[
\|v \circ X_1(w) - v\|_{-1} \leq c\Delta t\|v\|_0\|w\|_{1,\infty},
\]
(43)
which is Lemma 1 in [18].

Proof of Lemma 4.6. We denote $X_i(w_i)$ by $F_i$ and the Jacobian of $X_i(w_i)$ by $J_i$ for $i = 1, 2$, which is positive because of Lemma 3.3 (2).

In view of the definition
\[
v \circ F_1 - v \circ F_2 = \sup_{\Phi \in H^1_0(\Omega)^d \setminus \{0\}} \frac{(v \circ F_1 - v \circ F_2, \Phi)}{\|\Phi\|_1},
\]
(44)
we estimate $(v \circ F_1 - v \circ F_2, \Phi)$. By the change of variable $y = F_i(x)$ and noting that $F_i : \Omega \rightarrow \Omega$ is bijective for $i = 1, 2$ (Lemma 3.3 (1)), we have
\[
(v \circ F_1 - v \circ F_2, \Phi) = (v, (\Phi \circ F_1^{-1})J_1^{-1} - (\Phi \circ F_2^{-1})J_2^{-1})
\leq \|v\|_0\|((\Phi \circ F_1^{-1})J_1^{-1} - (\Phi \circ F_2^{-1})J_2^{-1})\|_0 =: \|v\|_0J_1.
\]
(45)
The boundedness of the Jacobian (Lemma 3.3 (2)) yields
\[
J_1 \leq \|(\Phi \circ F_1^{-1})J_1^{-1} - (\Phi \circ F_2^{-1})J_1^{-1}\|_0 + \|(\Phi \circ F_2^{-1})J_2^{-1} - J_1^{-1}\|_0 \leq \|\Phi \circ F_1^{-1} - \Phi \circ F_2^{-1}\|_0 + \|\Phi \circ F_2^{-1}\|_0\|J_1^{-1} - J_2^{-1}\|_0,\]
(46)
where we have used $J_1^{-1} - J_2^{-1} = J_1^{-1}J_2^{-1}$. By the change of variable $x = F_2^{-1}(y)$,
\[
\|\Phi \circ F_1^{-1} - \Phi \circ F_2^{-1}\|_0 = \|(\Phi \circ F_1^{-1})F_2 - (\Phi \circ F_1^{-1})\circ F_1\|_{1/2,0} \leq \|\Phi \circ F_1^{-1}\|_{0,\infty}\|w_1 - w_2\|_{1,\infty},
\]
(47)
where we have used Lemma 4.5 with $q = 2$, $p = \infty$, $p' = 1$ and $v = \Phi \circ F_1^{-1}$. We note that $|F_1(x_1) - F_1(x_2)| \geq |x_1 - x_2| - |w_1(x_1) - w_1(x_2)|\Delta t \geq (1 - |w_1|_{1,\infty}\Delta t)|x_1 - x_2|$, and $|w_1|_{1,\infty}\Delta t \leq 1/4$, which implies
\[
|F_1^{-1}(y_1) - F_1^{-1}(y_2)| \leq c|y_1 - y_2|
\]
and thus it holds that with the estimate of $J_1$
\[
\|\nabla(\Phi \circ F_1^{-1})\|_0 = \|\nabla((\Phi \circ F_1^{-1})\nabla(F_1^{-1}))\|_0 \leq \|(\nabla(\Phi \circ F_1^{-1})\nabla(F_1^{-1}))\|_{0,\infty} \leq c\|\nabla\Phi\|_0.
\]
(48)
We then have from (47) and (48)
\[
\|\Phi \circ F_1^{-1} - \Phi \circ F_2^{-1}\|_0 \leq c\Delta t\|\nabla\Phi\|_0\|w_1 - w_2\|_{0,\infty}.
\]
(49)

From the definition of Jacobian $\det(\delta_{mn} - \partial w_m / \partial x_n\Delta t)$, where $w = w_1$ or $w_2$, and $\Delta t|w_1|_{1,\infty}$, $\Delta t|w_2|_{1,\infty} \leq 1/4$,
\[
\|J_1 - J_2\|_{0,\infty} \leq c\Delta t\|w_1 - w_2\|_{1,\infty}.
\]
(50)
Now the conclusion follows from (44), (45), and (46) with (49) and (50).
4.3 Proof of Theorem 4.1

Let \((z_h(t), r_h(t))\) be the Stokes projection \((\tilde{u}_h(t), \tilde{p}_h(t))\) of \((u(t), p(t))\) defined in [39]. We use the same notation in [27] after replacing \((z_h(t), r_h(t))\). We note that the estimate

\[
\|e^n_h\|_{L^2} \leq c_{e,n}(\Delta t + h^k)
\]

(51)
still holds for the new definition because, from Theorem 3.2 and Lemma 4.3

\[
\|e^n_h\|_{L^2} = \|u - \tilde{u}_h\|_{L^2} \leq \|u - u\|_{L^2} + \|u - \tilde{u}_h\|_{L^2} \leq c_{e,n}(\Delta t + h^k).
\]

The estimate for \(\|\nabla e^n_h\|_{L^2}\) is done by the same way. For \(|e^n_h|_{L^2}\), from Hypothesis 3 Theorem 3.2 and Lemma 4.3 with \(\Pi_h\) being the interpolation operator in Hypothesis 3

\[
|e^n_h|_{L^2} = |p_h - \tilde{p}_h|_{L^2} \leq |p_h - \Pi_h p|_{L^2} + |\Pi_h p - \tilde{p}_h|_{L^2}
\]

\[
\leq |p_h - \Pi_h p|_{L^2} + c|\Pi_h p - p|_{L^2} + c|\tilde{p}_h|_{L^2} \leq c_{e,n}(\Delta t + h^k).
\]

With new \((z^n_h, r^n_h)\), we have the following error equations for \(n = 0, 1, ..., N_T - 1\) (cf. [28]):

\[
\begin{align*}
\frac{e^{n+1}_h - (i T^n e^n_h) \circ X^n}{\Delta t}, v_h + a(e^{n+1}_h, v_h) + (\nabla \psi^n_h, v_h) &= (R^{n+1}_{11} + R^{n+1}_{12}, v_h), \quad \forall v_h \in V_h, \quad (52a) \\
\frac{e^{n+1}_h - e^n_h}{\Delta t} + \nabla (e^{n+1}_h - \psi^n_h) &= 0, \quad (52b) \\
(e^{n+1}_h, \nabla q_h) - s_h(e^{n+1}_h, q_h) &= 0, \quad \forall q_h \in Q_h, \quad (52c)
\end{align*}
\]

where \(R^{n+1}_{11}\) and \(R^{n+1}_{12}\) are defined in (29) and (30), respectively.

Immediately we have from Lemma 4.3

\[
\|e^n_h\|_0 \leq \sup_{v_h \in V_h \setminus \{0\}} \frac{(\nabla e^n_h, v_h)}{\|v_h\|_1} + c s_1(e^{n+1}_h, e^{n+1}_h)^{1/2}.
\]

(53)

For the estimate of \((\nabla e^n_h, v_h)/\|v_h\|_1\), the following error equation is obtained from (52a) and (52b):

\[
\begin{align*}
\frac{e^{n+1}_h - e^n_h}{\Delta t} + \left(i T^n e^n_h - (i T^n e^n_h) \circ X^n\right) + a(e^{n+1}_h, v_h) + (\nabla e^{n+1}_h, v_h) &= (R^{n+1}_{11} + R^{n+1}_{12}, v_h), \quad \forall v_h \in V_h.
\end{align*}
\]

(54)

Here we note that \((i T^n e^n_h, v_h) = (e^n_h, v_h)\) for \(v_h \in V_h\).

The key is the estimate of \(\|\nabla (e^{n+1}_h - e^n_h)\|_1\), which is bounded by \(L^2\)-norm. Let us use the notation \(d_t\) in (18) to get error equations for \(d_t e^n_h\) and \(d_t e^{n+1}_h\). In (52a), we note that

\[
(i T^n e^n_h) \circ X^n - (i T^n e^{n+1}_h) \circ X^{n+1} = (i T^n d_t e^n_h) \circ X^n + (i T^n e^{n+1}_h) \circ X^n - (i T^n e^{n+1}_h) \circ X^{n+1}
\]

to obtain for \(n = 1, 2, ..., N_T - 1\)

\[
\begin{align*}
\frac{d_t e^{n+1}_h - (i T^n d_t e^n_h) \circ X^n}{\Delta t} + a(d_t e^{n+1}_h, v_h) + (\nabla d_t \psi^n_h, v_h) &= (R^{n+1}_{21}, v_h), \quad \forall v_h \in V_h, \quad (55a)
\end{align*}
\]

\[
\frac{d_t e^{n+1}_h - d_t e^n_h}{\Delta t} + \nabla (d_t e^{n+1}_h - d_t \psi^n_h) = 0, \quad (55b)
\]

\[
(d_t e^{n+1}_h, \nabla q_h) - s_h(d_t e^{n+1}_h, q_h) = 0, \quad \forall q_h \in Q_h.
\]

(55c)
where

\[ \langle R^{n+1}_2, v_h \rangle := \frac{1}{\Delta t} \left( (i^n_T e^{n-1}_h) \circ X^n_1 - (i^n_T e^{n-1}_h) \circ X^{n-1}_1, v_h \right) + (R^{n+1}_{11} - R^{n+1}_{12}, v_h). \]

The estimate for \( \| R^n_{11} - R^n_{12} \|_0 \) is found in [1] when the trajectory map is the solution of the ODE in [3], and we can obtain the same order for the Euler approximated map \( X_1(\cdot) \) [4].

We give a proof in Appendix A.1 for completeness.

**Lemma 4.8.** Suppose that \( w \in W^{2,\infty}(L^{\infty}) \cap C(W^{1,\infty}_0) \) and \( \Delta t |w|_{C(W^{1,\infty})} \leq 1/4 \). Then, there exists a constant \( c \) depending on the norm \( \| w \|_{W^{2,\infty}(L^{\infty})} \) such that

\[
\frac{\| R^n_{11} - R^n_{12} \|_0}{\Delta t} \leq c \Delta t^{3/2} \| u \|_{Z^{n}(t_{n-1},t_n)}, \quad \forall u \in Z^3, \quad \text{and} \quad (58)
\]

**Lemma 4.9.** Assume Hypotheses [2] [3] [4] and [5]. Then the following estimate holds for \( n = 1, 2, ..., N_T \): 

\[
\frac{1}{\Delta t} \left( \sum_{i=1}^{n-1} \left( \| d\tilde{e}^{n+1}_i \|_0^{2} - \| (i^n_T d_t e^n_h) \circ X^n_1 \|_0^{2} \right) \right) + \frac{\| \Delta t \| \sum_{i=1}^{n-1} \left( \| \nabla e^n_h \|_0 \right) \right) \}
\]

**Proof.** We apply Lemma 3.5 to (55) and obtain

\[
\frac{1}{\Delta t} \left( \frac{1}{2} \left( \| d\tilde{e}^{n+1}_h \|_0^{2} - \| (i^n_T d_t e^n_h) \circ X^n_1 \|_0^{2} \right) \right) + \frac{\| \Delta t \| \sum_{i=1}^{n-1} \left( \| \nabla e^n_h \|_0 \right) \right) \}
\]

for \( n = 1, ..., N_T - 1 \).

The first term in \( \langle R^{n+1}_2, d\tilde{e}^{n+1}_h \rangle \) is bounded by Lemma 4.6 with \( v = i^n_T e^{n-1}_h, w_1 = w^n \) and \( w_2 = w^{n-1} \), and (19):

\[
\frac{1}{\Delta t} \left( \frac{1}{2} \left( \| d\tilde{e}^{n+1}_h \|_0^{2} - \| (i^n_T d_t e^n_h) \circ X^n_1 \|_0^{2} \right) \right) + \frac{\| \Delta t \| \sum_{i=1}^{n-1} \left( \| \nabla e^n_h \|_0 \right) \right) \}
\]

Other terms in \( \langle R^{n+1}_2, d\tilde{e}^{n+1}_h \rangle \) can be estimated, as in (32), by

\[
\| (R^{n+1}_{11} + R^{n+1}_{12} - R^{n+1}_{12}, d\tilde{e}^{n+1}_h) \|_0 \leq \frac{1}{\gamma_0} \| R^{n+1}_{11} - R^{n+1}_{12} \|_0^2 + \frac{1}{\gamma_0} \| R^{n+1}_{12} - R^{n+1}_{12} \|_0^2 + \frac{\gamma_0}{2} \| d\tilde{e}^{n+1}_h \|_0^2
\]

and by Lemma 4.8 with \( v = \eta \). Here \( \gamma_0 \) is chosen so that \( \frac{1}{\Delta t} \geq \frac{\gamma_0}{2\Delta t_0} \geq \gamma_0 \). As in (31) and (35), we also use the inequalities

\[
\| (i^n_T d_t e^n_h) \circ X^n_1 \|_0^2 \leq \gamma_0 \| d\tilde{e}^{n+1}_h \|_0^2 - (i^n_T d_t e^n_h) \circ X^n_1 \|_0^2 + \gamma_0 \| (i^n_T d_t e^n_h) \circ X^n_1 \|_0^2
\]

\[
\| (i^n_T d_t e^n_h) \circ X^n_1 \|_0^2 \leq (1 + c\Delta t) \| i^n_T d_t e^n_h \|_0^2 \leq (1 + c\Delta t) \| d\tilde{e}^{n+1}_h \|_0^2
\]
The estimate for $\|d_t \nabla \psi^n_0\|_0^2$ is obtained by (20) as follows:
\[
\|d_t \nabla \psi^n_0\|_0^2 \leq (1 + \Delta t) \|d_t \nabla e^n_0\|_0^2 + \left(1 + \frac{1}{\Delta t}\right) \|\nabla d_t r_{n+1} - \nabla d_t r^n_0\|_0^2
\leq (1 + \Delta t) \|d_t \nabla e^n_0\|_0^2 + c\left(1 + \frac{1}{\Delta t}\right) \Delta t^3 \|r_{n+1}\|_0^2 H^2(t_{n-1}, t_{n+1}; H^1).
\]

Gathering these estimates, from (60), we now obtain for $n = 1, 2, ..., N_T - 1$,
\[
\frac{x^{n+1} - x^n}{\Delta t} \leq c x^n + c h^{n+1},
\]
where
\[
x^n = \|d_t c^n_0\|_0^2 + \Delta t^2 \|d_t \nabla c^n_0\|_0^2,
\]
\[
b^n = \frac{\Delta t}{\nu} \|e^n_0\|_{L^2}^2 + \nu \|\nabla c^n_0\|_0^2 + \delta \|c^n_0\|_0^2 + \frac{\Delta t}{2} (\|\nabla c^n_0\|_0^2 - \|\nabla c^0_0\|_0^2) = (R^{11} + R^{12}, c^n_0).
\]

By $e^n_0 = 0$ and (19),
\[
\|\nabla \psi^n_0\|_0^2 \leq 2 \|\nabla v^n_0\|_0^2 + 2 \|\nabla (r^n_0 - r^n_0)\|_0^2 \leq 2 \Delta t \|p\|_{H^2(t_{n-1}, t_n; H^1)}^2 \leq c \Delta t^2 \|p\|_{C^1(H^1)}^2.
\]

For the right hand side
\[
\|(R^{11} + R^{12}, c^n_0)\| \leq \Delta t (\|R^{11}\|_0^2 + \|R^{12}\|_0^2) + \frac{1}{2 \Delta t} \|c^n_0\|_0^2.
\]

The estimate of the first and second term are obtained by Lemma 3.3 with $v = \eta$, and the last term is absorbed by the left hand side of (63). We then have
\[
\|e^n_0\|_0^2 + \Delta t^2 \|\nabla e^n_0\|_0^2 \leq c_{\nu, \delta} \Delta t^2 (\Delta t^2 + h^{2k}).
\]

Now, the conclusion (59) follows from (44), (42) and (51).

Proof of Theorem 4.1. The inequality (63) with $v = i^n_h e^n_0$ and $w = w^n$ yields
\[
\left\|\frac{i^n_h e^n_0 - (i^n_h e^n_0) \circ X^n_t}{\Delta t}\right\|_{-1} \leq c \|i^n_h e^n_0\|_0 \|w^n\|_{1, \infty} \leq c \|e^n_h\|_0.
\]
From (51), the inequality \( \| \cdot \|_1 \leq \| \cdot \|_0 \), Lemma 4.9 and Lemma 3.7 with \( v = \eta \)
\[
\sup_{\nu \in V_h \setminus \{0\}} \frac{\| e_n^{n+1} - e_n^n \|}{\| v_h \|_1} \leq \left\| \frac{\epsilon_n^{n+1} - \epsilon_n^n}{\Delta t} \right\|_1 + \left\| \frac{i_t \epsilon_n^n - (i_T \epsilon_n^n) \circ X^n}{\Delta t} \right\|_1
\]
\[
+ \nu \| \nabla e_n^{n+1} \|_0 + \| R_{11}^{n+1} \|_1 + \| R_{12}^{n+1} \|_1
\leq c_{\nu,\delta} (\Delta t + h^k) + c \| e_h^n \|_0 + \nu \| \nabla e_h^{n+1} \|_0 + \| \eta \|_{H^1((t_n,t_{n+1});L^2)} + \| \eta \|_{H^1((t_n,t_{n+1});L^2)}.
\]

The estimate for \( \eta \) is obtained by Lemma 4.4. Then, from (53) with the estimate above, we have
\[
\| e_h \|_{\varepsilon(L^2)} \leq c_{\nu,\delta} (\Delta t + h^k) + c \| e_h \|_{\varepsilon(L^2)} + c \nu \| \nabla e_h \|_{\varepsilon(L^2)} + c \| \eta \|_{\varepsilon(L^2)}.
\]

The estimates for \( \| e_h \|_{\varepsilon(L^2)} \), \( \| \nabla e_h \|_{\varepsilon(L^2)} \) and \( |e_h|_{\varepsilon(s)} \) are obtained by (51). Now the conclusion
(40) follows from the triangle inequality applied to \( p_h - p = e_h - (p - \bar{p}_h) \) and Lemma 4.4.

5 Numerical results

We compare the result of Scheme(2,1,0) (Taylor–Hood element) to Scheme(\( k,k,\delta \)) with \( k = 1,2 \) and \( \delta > 0 \). We use the stability condition \( s_1 \) in (5). We implement the practical scheme (7)–(9).

We integrate the term (10) exactly instead of the original one \((i_t^2 u_h^0) \circ X_1(u^n, v_h)\) in (5).

Let \( \Omega = (0,1)^2 \), \( T = 1 \). The functions \( f \) and \( w^0 \) are defined so that the exact solution is
\[
u_1(x,t) = (1 + \sin(\pi t)) \sin(\pi x_1)^2 \sin(2\pi x_2),
\]
\[
u_2(x,t) = -(1 + \sin(\pi t)) \sin(2\pi x_1) \sin(\pi x_2)^2,
\]
\[
u(x,t) = -\cos(\pi x_2) + \frac{1}{2} \cos(4\pi(t + x_1)).
\]

The velocity \( w \) is also set to be \( u \).

FreeFEM [27] is used only for triangulations of the domain. Let \( N = 16, 23, 32, 45 \) and 64 be the division number of each side of \( \overline{\Omega} \), and we set \( h = 1/N \). Figure 1 shows the triangulation of \( \overline{\Omega} \) when \( N = 16 \). The time increment \( \Delta t \) is set to be \( \Delta t = h^2 \) for Scheme(2,1,0) and Scheme(2,2,\delta), and \( \Delta t = (1/16)h \) for Scheme(1,1,\delta) to observe the convergence behavior. This choice is not based on the stability condition.

The initial value \((u_h^0, p_h^0)\) is set to be the Lagrange interpolation of \((u^0, p^0)\) in \( P_k/P_\ell \)-element space for Scheme(\( k, \ell, \delta \)).
Table 1: Symbols used in the graphs.

| φ | u | X | ℓ∞(L2) | ℓ2(H10) | ℓ2(L2) |
|---|---|---|---------|---------|---------|
| Scheme(2, 1, 0) | ▲ | ● | ■ |
| Scheme(k, k, δ) | △ | ○ | □ |

Figure 2: Relative errors versus $h$ for $\nu = 1$. Scheme(2,1,0) with $\Delta t = h^2$ (left), Scheme(1,1,10−1) with $\Delta t = (1/16)h$ (center), Scheme(2,2,10−2) with $\Delta t = h^2$ (right).

Remark 5.1. Lagrange interpolation is sufficient for Hypothesis 4 in the velocity estimate (Section 3) but not for Hypothesis 6 in the pressure estimate (Section 4). For the effect to the pressure solution at the first step, see [8, 29].

Recall the norm notation in (16). The relative error $E_X$ is defined by

$$E_X(u) = \frac{\|u - \tilde{u}_h\|_{X,h}}{\|u\|_{X,h}}, \quad E_X(p) = \frac{\|p - p_h\|_{X,h}}{\|p\|_{X,h}},$$

where $X = \ell^\infty(L^2)$ or $\ell^2(H^1_0)$ for $u$, $X = \ell^2(L^2)$ for $p$, and $\| \cdot \|_{X,h}$ means that the spatial norm is computed approximately by numerical quadrature of order nine [30]. Table I shows the symbols used in graphs. Since every graph of the relative error $E_X$ versus $h$ is depicted in the logarithmic scale, the slope corresponds to the convergence order.

Figure 2 shows the graphs of the errors versus $h$ when $\nu = 1$. For Scheme(2,1,0) and Scheme(2,2,10−2), all convergence orders are almost two with no significant differences. For Scheme(1,1,10−1), the convergence orders of $E_{\ell^\infty(L^2)}(u)$ (▲) and $E_{\ell^2(L^2)}(p)$ (■) are greater than one. These exceed prediction from the theoretical result. Figure 3 shows the graphs when $\nu = 10^{-4}$. For Scheme(2,1,0) and Scheme(2,2,10−2), there are no significant differences in $E_{\ell^\infty(L^2)}(u)$ (▲, △) and $E_{\ell^2(L^2)}(p)$ (■, □). In Scheme(2,1,0), meanwhile, convergence order of $E_{\ell^2(H^1_0)}(u)$ (●) is about 0.8 to 1.4, which is less than 2. In Scheme(2,2,10−2), convergence order
of $E_{l^2(H_0^1)}(u)$ (○) is about 1.5 to 1.8. To observe the convergence order $O(h^2)$, finer meshes will be necessary. The error of Scheme(2,2,10^{-2}) (○) is almost ten times less than that of Scheme(2,1,0) (●) for $h = 1/64$. We also observe that the errors $E_{l^2(H_0^1)}(u)$ of Scheme(1,1,10^{-1}) (○) is less than that of Scheme(2,1,0) (●).

Figures 4-6 show the stereographs of $\tilde{u}_{h1}^n$, $\tilde{u}_{h2}^n$ and $p_n^h$ when $\nu = 10^{-4}$, $t^n = 1$, $h = 1/16$, and $\Delta t = 1/256$. In Figure 4 we observe unnatural oscillation in the velocity of Scheme(2,1,0), which corresponds to the large error $E_{l^2(H_0^1)}(u)$ (●) in Figure 3. For the solutions of Scheme(1,1,10^{-1}) and Scheme(2,2,10^{-2}), we have no significant oscillation.

6 Concluding remarks

We developed and analyzed a pressure-stabilized projection LG scheme for the Oseen problem. The scheme inherits the advantages of computational efficiency from the projection/LG combined scheme. Here, since the viscosity term in the Oseen equations is Laplacian, the matrices can be decoupled into each component of the velocity and the pressure. We used the equal-order pair of the finite element for the velocity and pressure. Approximability of the pressure space is actually used in the velocity error estimate for small viscosity. We also derived the pressure error estimate, where the constant depends on the viscosity. Numerical results showed higher accuracy of the equal-order element than the Taylor–Hood element for small viscosity.
Figure 4: Stereographs of $\tilde{u}^n_{h1}, \tilde{u}^n_{h2}$ and $p^n_h$ of Scheme(2,1,0), $\nu = 10^{-4}$, $t^n = 1$, $h = 1/16$, $\Delta t = h^2$.

Figure 5: Stereographs of $\tilde{u}^n_{h1}, \tilde{u}^n_{h2}$ and $p^n_h$ of Scheme(1,1,10$^{-1}$), $\nu = 10^{-4}$, $t^n = 1$, $h = 1/16$, $\Delta t = (1/16)h$. 
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Figure 6: Stereographs of \( \tilde{u}_{h1}^n, \tilde{u}_{h2}^n \) and \( p_h^n \) of Scheme(2,2,10\(^{-2}\)), \( \nu = 10^{-4}, t^n = 1, h = 1/16, \Delta t = h^2 \).

A Appendix

A.1 Proof of Lemma 4.8

Proof. We prove (57). We apply Taylor’s theorem

\[
\begin{align*}
g(1) &= g(0) + g'(0) + \frac{1}{2}g''(0) + \int_0^1 (1-s)^2 g'''(s) ds \\
&= u_{n-j}(x, t_j(s)) - u_{n-j+1}(x) + \frac{\Delta t}{2} D_{n-j} w_{n-j}^2 u_{n-j+1} + \frac{\Delta t}{2} \int_0^1 (1-s)^2 g'''(s) ds \\
&= \frac{\Delta t}{2} (D_{n-j}^2 w_{n-j})^2 u_{n-j+1}.
\end{align*}
\]

Here we have used the following material derivative

\[
D_{n-j}^w := \frac{\partial}{\partial t} + (w \cdot \nabla).
\]

We have

\[
R_{11}^{n-1} - R_{11}^{n-1} = D_{n-1}^w u^n - u^n - u^{n-1} \circ X_1(u^{n-1}) - \frac{\Delta t}{2} (D_{n-2}^w u^{n-1} - u^{n-1} - u^{n-2} \circ X_1(u^{n-2})) \\
- \int_0^1 (1-s)^2 \nabla u^n - [(w^n - w^{n-1}) \cdot \nabla] u^n - [(w^{n-1} - w^{n-2}) \cdot \nabla] u^{n-1} \\
= \frac{\Delta t}{2} (D_{n}^w)^2 u^n - \Delta t^2 \int_0^1 (1-s)^2 (D_{n}^w)^3 u(y_1(\cdot, s), t_1(s)) ds \\
- \Delta t^2 (D_{n}^w)^2 u^n + \Delta t^2 \int_0^1 (1-s)^2 (D_{n}^w)^3 u(y_2(\cdot, s), t_2(s)) ds \\
+ [(w^n - w^{n-1}) \cdot \nabla] u^n - [(w^{n-1} - w^{n-2}) \cdot \nabla] u^{n-1}.
\]

(65)
We denote the $j$-th term in (65) by $R_{ij}^n$. We use (10) to have the following bound:

$$\|R_{111}^n - R_{113}^n\| \leq \Delta t^{3/2} \left\| \frac{\partial}{\partial t} \left[ \frac{(1-s)^2}{2} \left( \frac{\partial}{\partial t} + u^n \cdot \nabla \right) \right] u \right\|_{L^2(t^{n-1}, t^n; L^2)} \leq c\|w\|_{W^{1,\infty}(L^\infty)} \Delta t^{3/2} \|u\|_{Z^3(t^{n-1}, t^n)}.$$

For the second term,

$$\|R_{112}^n\| \leq \Delta t^2 \int_0^1 \left\| \frac{(1-s)^2}{2} \left( \frac{\partial}{\partial t} + u^n \cdot \nabla \right) u(g(t,s), t) \right\|_0 ds \leq c\|w^n-1\|_{(0,\infty)} \Delta t^{3/2} \|u\|_{Z^3(t^{n-1}, t^n)}.$$

where we have used the transformation of independent variables from $x$ to $y$ and $s$ to $t$, and the estimate $|\text{det}(\partial x/\partial y)| \leq 2$ by virtue of Lemma 4.4 (2). By the same argument

$$\|R_{114}^n\| \leq c\|w^{n-2}\|_{(0,\infty)} \Delta t^{3/2} \|u\|_{Z^3(t^{n-2}, t^{n-1})}.$$

For the fifth and the sixth term,

$$R_{115}^n - R_{116}^n = \int_{t_{n-1}}^{t_{n}} \frac{\partial}{\partial t} \left[ \left( w(t) - w(t - \Delta t) \right) \cdot \nabla \right] u(t) dt = \int_{t_{n-1}}^{t_{n}} \left[ \left( w(t) - w(t - \Delta t) \right) \cdot \nabla \right] u(t) dt + \int_{t_{n-1}}^{t} \left[ \left( w(t) - w(t - \Delta t) \right) \cdot \nabla \right] u(t) dt,$$

where $\Phi_t = \frac{\partial}{\partial t}$. Thus,

$$\|R_{115}^n - R_{116}^n\| \leq c\|w\|_{W^{2,\infty}(L^\infty)} \Delta t^{3/2} \|u\|_{H^2(t^{n-1}, t^n; H^1)}.$$}

Gathering these estimates, from (65), we have the conclusion (57).

We prove (58). First, we decompose the residual function as follows:

$$\frac{1}{\Delta t} \left[ (w^n - w^{n-1} \circ X_1^{n-1}) - (w^n - w^{n-2} \circ X_1^{n-1}) \right] - \frac{1}{\Delta t} \left[ w^{n-2} \circ X_1^{n-2} - w^{n-2} \circ X_1^{n-2} \right] =: R_{41}^n - R_{42}^n.$$

Using $y(x, t, \tau) := x - w^{n-1}(x)(t - \tau)$, we have

$$R_{41}(x) = \frac{1}{\Delta t} \int_{t_{n-1}}^{t_{n}} \left[ v_t(x, t) - v_t(x - w^{n-1}(x) \Delta t, t - \Delta t) \right] dt,$$

and thus

$$\|R_{41}\| \leq c\Delta t^{1/2} \|v\|_{H^2(t^{n-2}, t^n; L^2)} + \|w^{n-1}\|_{(0,\infty)} \|v\|_{H^1(t^{n-2}, t^n; H^1)}.$$  (66)
Here, we have again used the transformation of independent variables from $x$ to $y$ and the estimate $|\det(\frac{\partial x}{\partial y})| \leq 2$.

The bound for $R_{ij}^{n2}$ is easily obtained by Lemma 4.5 with $q = 2$, $p = \infty$, $p' = 1$, $v = u^{n-2}$ and $w_i = u^{n-i}$, $i = 1, 2$:

$$\|R_{ij}^{n2}\|_0 \leq c\|\nabla v^{n-2}\|_0 w^{n-1} - w^{n-2}\|_0,\infty \leq c\Delta t\|\nabla v^{n-2}\|_0 \|w\|_{W^{1,\infty}(L^\infty)}.$$  \hfill (67)

The conclusion (58) follows from (66) and (67).
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