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Abstract The aim of this paper is to solve numerically the Cauchy problems of nonlinear partial differential equation (PDE) in a modified variational iteration approach. The standard variational iteration method (VIM) is first studied before modifying it using the standard Adomian polynomials in decomposing the nonlinear terms of the PDE to attain the new iterative scheme modified variational iteration method (MVIM). The VIM was used to iteratively determine the nonlinear parabolic partial differential equation to obtain some results. Also, the modified VIM was used to solve the nonlinear PDEs with the aid of Maple 18 software. The results show that the new scheme MVIM encourages rapid convergence for the problem under consideration. From the results, it is observed that for the values the MVIM converges faster to exact result than the VIM though both of them attained a maximum error of order $10^{-9}$. The resulting numerical evidences were competing with the standard VIM as to the convergence, accuracy and effectiveness. The results obtained show that the modified VIM is a better approximant of the above nonlinear equation than the traditional VIM. On the basis of the analysis and computation we strongly advocate that the modified with finite Adomian polynomials as decomposer of nonlinear terms in partial differential equations and any other mathematical equation be encouraged as a numerical method.
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1. Introduction

Real life situations are often modeled using partial differential equations (PDEs) because they possess the attribute of expressing more than one variable. Popular partial differential equations that have physical significant include: $u_{xx} - \frac{1}{c^2} u_{tt} = 0$. This equation has a magnificent application in the area of signal processing. Similarly, the diffusion equation (otherwise called the heat equation): $u_{xx} + u_{yy} = u_t$, describes the temperature distribution in a two-dimensional region in space and time. Also, it is significant in the study of reaction-diffusion systems such as the convection-reaction-diffusion systems; the Poisson equation: $u_{xx} + u_{yy} + u_z = g(x, y, z)$, is a very essential equation of mathematical physics that studies the spatial variation of potential function for given non-homogeneous term. It has a wide range of real-life applications in the modeling of ocean and electrostatics; the Navier Stokes equations [2]: $\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} + \frac{1}{\tau} \Delta \mathbf{u} - \nabla p = \frac{1}{\tau} \mathbf{F}$. This equation is most relevant in computational fluid dynamics, establishing a superb relationship between external forces and pressure acting on a fluid in the direction of the fluid flow. Also, various
forms of this equation are applicable in computations for
ship designs, climate modeling, aircraft, weather
forecasting, etc.; the Schrödinger equation (Adebiyi and
Fatumu, 2006): 

\[ \hbar^2/2\pi^2 \Delta^2 \psi(r, t) + V\psi(r, t) + \hbar^2/2m \partial \psi(r, t)/\partial t = 0 \]

is the primary equation of quantum mechanics. When expressed in time-dependent form, it is
widely used in the study of chemical reactions and in the
development of chemical weapons.

Over the years, researchers have come up with relevant
mathematical algorithms to explore and solve partial
differential equations due to their wide range of
applications to real-life situations. So far, researchers have
been able to come up with methods which can be classified
as either analytic or numerical methods. The analytic
methods such as the d-expansion method, change of
variable method, separation of variable method, etc., are
really freaky, complex and difficult to execute requiring
either linearization, quasi-linearization, perturbation, large
computational effort, etc., Also, computational errors and
round-off errors are very much renowned in the analytic
methods which offers inconsistent interpretation in
question with no regard to the internal and external
characteristics of the model. To this effect, numerical
methods (otherwise known as approximation methods)
have become more suitable methods for linear and
nonlinear PDE’s. This is so because, numerical methods
offer an approximate series solution of the analytic solution
of the model in question. They are the direct opposite of the
analytical methods requiring no hidden transformation, or
any form of linearization. They are programmable and
efficient. Popular numerical approaches include, the finite
element method (FEM), the finite difference method
(FDM), the Crank-Nicolson scheme (CNS), the
Bender-Smith method (BSM), the VIM, the ADM ([3] –
[7]) etc.

Recently, some researchers generalized the nonlinear
evolution equations (NLEEs) to new one and obtain lump
solution ([18], [19]).

The Chinese mathematician, He [7] proposed the
variational iteration method (VIM). The method over the
years has gained popularity with wide range applications to
many areas of mathematics such as; integral equations,
boundary and initial value problems, integro-differential
problems, delay differential equations, stochastic
differential equations, problems involving partial
derivatives, etc.

Now, given the differential equation be given

\[ L[u(x, t)] + R[u(x, t)] + N[u(x, t)] = g(x) \]  

with some prescribed conditions, \( u(x, t) \) is the unknown
function, \( L \) is linear differential operator of the highest
order, \( R \) is also a linear differential operator of order less
than \( L \), \( N \) is nonlinear term and \( g(x) \) is the source term.

The VIM involves the construction of a correction
functional for (1) given as

\[ u_{k+1}(x, t) = u_k(x, t) + \int_0^t \lambda(x, s)[L[u_k(x, s)] +
R(u_k(x, s)) + N[u_k(x, s)] - g(x)]ds, \]

where \( k \) is a positive integer greater than zero, \( \lambda(x, s) \)
is called the general language multiplier obtained optimally
via the variational theorem, and \( u_k(x, s) = 0 \), called the
restricted variable. The work of [9] gives the general
language multiplier, \( \lambda(x, s) \) as

\[ \lambda(x, s) = (-1)^n \frac{(s-x)^{(n-1)}}{(n-1)!}, \]

where \( n \) denotes order of the given differential equation.

The plan of this article is to decipher numerically the
Cauchy problems of nonlinear PDE of the form:

\[ \left( \frac{\partial u}{\partial t} - \Delta \right) \left( \frac{\partial^2 u}{\partial t^2} - \Delta \right) - F(u) = 0, \]

where \( F(u) \) is the nonlinear term, and \( \Delta \) is a Laplace
operator defined in \( \mathbb{R}^1 \). Specifically, equation (4) is a
special class of the hyperbolic-parabolic PDE. For
this purpose, we employ a modified version of VIM using
Adomian polynomials in decomposing the nonlinear terms
of the PDE. Maple 18 software is used implementing all the
computations in this research.

2. Standard Variational Iteration
   Method

Using equation (2), VIM for (4) becomes:

\[ u_{k+1}(x, t) = u_k(x, t) + \int_0^t \lambda(x, \xi)[(u_k(x) - \Delta)(\xi) - \Delta - F(u_k)]d\xi, k \geq 0 \]

For convenience sake, we can rewrite (5) as:

\[ u_{k+1}(x, t) = u_k(x, t) + \int_0^t \lambda(x, \xi)[\left( \frac{\partial^2}{\partial \xi^2} - \Delta \right) u_k(x, \xi) - F(u_k(x, \xi))]d\xi \]

Equation (6) can be transformed to the form;

\[ u_{k+1}(x, t) = u_k(x, t) + \int_0^t \lambda(x, \xi)[u_k(\xi) - k_1 u_k]d\xi \]

where

\[ u_k(\xi) = \left( \frac{\partial}{\partial \xi} - \Delta \right) \left( \frac{\partial^2}{\partial \xi^2} - \Delta \right) u_k(x, \xi) \quad \text{and} \quad G(u_k(x, \xi)) = \frac{u_k(x, \xi)}{k_1} \]

Thus, taking the variation \( \delta \) on both sides of (7) to get;

\[ \delta u_{k+1}(x, t) = \delta u_k(x, t) + \int_0^t \lambda(x, \xi)[u_k(\xi) - k_1 u_k]d\xi \]

\[ \Rightarrow \delta u_{k+1}(x, t) = \delta u_k(x, t) + \int_0^t \lambda(x, \xi)\delta u_k(\xi)d\xi - \int_0^t k_1 \lambda(x, \xi)\delta u_k(x, \xi)d\xi \]

By integration by part, the first integral gives
Let $u = \lambda(x, \xi) \Rightarrow \delta u = \lambda'(x, \xi) d\xi$; $dv = \delta(u_k(\xi)) = 0$

$$\delta u_{k+1}(x, t) = \delta u_k(x, t) + \lambda(x, \xi) \delta u_k(x, \xi)_{\xi=t} - \int_{0}^{t} \lambda'(x, \xi) \delta u_k(x, \xi) d\xi$$

Applying extremum condition, $\lambda'(x, \xi) + \kappa_1 \lambda(x, \xi) = 0$ \hspace{1cm} (8b)

Solving equation (8a) with initial condition $1 + \lambda(x, \xi)_{|\xi=t} = 0$, gives

$$\lambda(x, \xi) = -e^{-k_1(\xi-t)}, \ k_1 \neq 0$$ \hspace{1cm} (9)

Thus, the variational scheme for the nonlinear parabolic – hyperbolic Partial differential equation (4) is given as

$$u_{k+1}(x, t) = u_k(x, t) - \int e^{-k_1(\xi-t)} \left[ (u_k)_\xi - \Delta (u_k)_{\xi\xi} - t \right] d\xi, \ k \geq 0$$ \hspace{1cm} (10)

### 3. Modified Variational Iteration Method-VIM

This method takes the usual pattern of the VIM except that the nonlinear component in (4) is first decomposed using Adomian polynomials, that is,

$$F(u) = \sum_{r=0}^{k} A_r, \ k \geq 0$$ \hspace{1cm} (11)

Substituting (11) into the iterative scheme (10), we have

$$u_{k+1}(x, t) = u_k(x, t) - \int e^{-k_1(\xi-t)} \left[ \left( u_k \right)_\xi - \Delta \left( u_k \right)_{\xi\xi} - \sum_{r=0}^{k} A_r(x, \xi) \right] d\xi, \ k \geq 0$$ \hspace{1cm} (13)

Thus, the iteration scheme is called the MVIM. This treatment is for (4).

### 4. Numerical Experiments

Here, we apply the MVIM to nonlinear hyperbolic-parabolic PDEs as follows:

**Problem 1 [1]:**

Given

$$\frac{\partial u}{\partial t} - \frac{\partial^2 u}{\partial x^2} - \frac{\partial^2 u}{\partial t^2} - \frac{\partial^2 u}{\partial x^2} = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial t^2} - \frac{\partial u}{\partial t} + u, \hspace{1cm} (14)$$

with initial conditions $u(x,0) = e^x$, and analytic solution given as $u(x, t) = e^{x+t}$.

Using the MVIM (13) with Maple 18 software, we have:
Problem 2 [1]:
Consider
\[
\left( \frac{\partial u}{\partial t} - \frac{\partial^2 u}{\partial x^2} \right) \left( \frac{\partial^2 u}{\partial t^2} - \frac{\partial^2 u}{\partial x^2} \right) = \frac{\partial^4 u}{\partial t^4} + \frac{\partial^2 u}{\partial t^2} - u \frac{\partial u}{\partial t} + \frac{\partial^2 u}{\partial x^2} - \frac{\partial u}{\partial t} + 2u \tag{15}
\]
with initial condition \(u(x, 0) = \cos x\), and exact solution given as \(u(x, t) = e^{2t} \cos x\).
By MVIM, we have,
\[
u_1 := \frac{5}{2} \cos(x) - \frac{1}{2} e^{2t} \cos(x)^2 - \frac{3}{2} e^{2t} \cos(x) + \frac{1}{2} \cos(x)^2 \]
\[
u_2 := \frac{5}{2} e^{6t} \cos(x)^2 \sin(x)^2 + 6 e^{6t} \cos(x) \sin(x)^2 - \frac{3}{4} e^{4t} \cos(x)^2 \sin(x) \]
\[- \frac{9}{4} e^{4t} \cos(x) \sin(x)^2 - 6 e^{4t} \cos(x)^2 \sin(x)^2 - \frac{29}{2} e^{4t} \cos(x) \sin(x)^2 \]
\[- \frac{149}{8} e^{2t} \cos(x)^2 - 3 e^{2t} \cos(x) + 4 \cos(x) - 3 e^{2t} \cos(x)^4 - \frac{3}{2} e^{2t} \sin(x)^4 \]
\[- \frac{59}{4} e^{2t} \cos(x)^3 - \sin(x)^2 \cos(x)^2 - \frac{3}{4} \sin(x) \cos(x)^2 - \frac{5}{2} \cos(x) \sin(x)^2 \]
\[- \frac{15}{4} \sin(x) \cos(x) + \frac{9}{2} e^{2t} \cos(x)^2 \sin(x)^2 + \frac{3}{2} \sin(x) e^{2t} \cos(x)^2 \]
\[- 11 e^{2t} \cos(x) \sin(x)^2 + 6 \sin(x) e^{2t} \cos(x) - 3 e^{6t} \cos(x)^4 - \frac{1}{2} \cos(x)^4 \]
\[- \frac{57}{4} e^{6t} \cos(x)^3 - \frac{135}{8} e^{6t} \cos(x)^2 + \frac{255}{8} e^{4t} \cos(x)^2 + \frac{11}{2} e^{4t} \cos(x)^4 \]
\[+ \frac{3}{2} e^{4t} \sin(x)^4 + \frac{53}{2} e^{4t} \cos(x)^3 + \frac{29}{8} \cos(x)^2 + \frac{1}{2} \cos(x)^4 + \frac{1}{2} \sin(x)^4 \]
\[+ \frac{5}{2} \cos(x)^3 \]

Problem 3 [1]:
\[
\left( \frac{\partial u}{\partial t} - \frac{\partial^2 u}{\partial x_1^2} - \frac{\partial^2 u}{\partial x_2^2} \right) \left( \frac{\partial^2 u}{\partial t^2} - \frac{\partial^2 u}{\partial x_1^2} - \frac{\partial^2 u}{\partial x_2^2} \right) = \frac{\partial u}{\partial x_1} - \frac{\partial^2 u}{\partial t^2} + u \tag{16}
\]
with initial conditions \(u(x_1, x_2, 0) = e^{x_1 + x_2}\).
The exact solution is given as \(u(x, t) = e^{x_1 + x_2 + t}\).
By MVIM, we have,
\[
u_1 := e^{x_1 + x_2 - 4e} \]
\[
u_2 := e^{x_1 + x_2 - 8e} + 8 e^{x_1 + x_2 - 2e} + 8 e^{x_1 + x_2 - 2e} + 784 e^{x_1 + x_2 - 784e} + 112 e^{x_1 + x_2 - 112e} + 2576 e^{x_1 + x_2 - 2576e} + 240 e^{x_1 + x_2 - 240e} + 2816 e^{x_1 + x_2 - 2816e} + 128 e^{x_1 + x_2 - 128e} + 1024 e^{x_1 + x_2 - 1024e} \]
\[ \frac{\partial u}{\partial t} - \frac{\partial^2 u}{\partial x_1^2} - \frac{\partial^2 u}{\partial x_2^2} = \frac{\partial^2 u}{\partial t^2} - \frac{\partial^2 u}{\partial x_1^2} - \frac{\partial^2 u}{\partial x_2^2} = \frac{3}{2} \frac{\partial^2 u}{\partial x_2^2} + 2 \frac{\partial^2 u}{\partial t^2} + 2u \quad (17) \]

with initial conditions \( u(x_1, x_2, 0) = \sinh x_1 + e^{x_2} \),
and exact solution given as \( u(x_1, x_2, t) = \sinh x_1 + e^{x_2+2t} \).

By MVIM, we have,
5. Tables of Results

Table 1. Comparison of results between exact solution, VIM [1] and MVIM for Problem 1

| \( x \) | \( \text{Exact, } u(x,t) \) | \( \text{VIM, } u_1(x,t) \) | \( \text{VIM error} \) | \( \text{MVIM, } u_2(x,t) \) | \( \text{MVIM error} \) |
|---|---|---|---|---|---|
| 0.00 | 1.0000000 | 1.0000000 | 5.0000e-05 | 1.0001000 | 1.0000e-04 |
| 0.10 | 0.9950042 | 0.9950431 | 3.8962e-05 | 0.9949066 | 9.7527e-05 |
| 0.20 | 0.9800666 | 0.9801026 | 3.5985e-05 | 0.9797976 | 9.0423e-05 |
| 0.30 | 0.9553365 | 0.9553679 | 3.1458e-05 | 0.9552569 | 7.9576e-06 |
| 0.40 | 0.9210610 | 0.9210869 | 2.5948e-05 | 0.9209947 | 6.6289e-05 |
| 0.50 | 0.8775826 | 0.8776027 | 2.0095e-05 | 0.8775305 | 5.2052e-07 |
| 0.60 | 0.8253356 | 0.8253501 | 1.4508e-05 | 0.8252973 | 3.8296e-05 |
| 0.70 | 0.7648422 | 0.7648519 | 9.6646e-06 | 0.7648160 | 2.6173e-07 |
| 0.80 | 0.6967067 | 0.6967126 | 5.8515e-06 | 0.6966903 | 1.6415e-07 |
| 0.90 | 0.6216100 | 0.6216131 | 3.1474e-06 | 0.6216007 | 9.2809e-06 |
| 1.00 | 0.5403023 | 0.5403038 | 1.4500e-06 | 0.5402977 | 4.6045e-06 |

Figure 1. Graphical simulation the exact solution, VIM and MVIM for Problem 1

Table 2. Comparison of results between the exact solution, VIM [1] and MVIM Problem 2

| \( x \) | \( \text{Exact, } u(x,t) \) | \( \text{VIM, } u_1(x,t) \) | \( \text{VIM error} \) | \( \text{MVIM, } u_2(x,t) \) | \( \text{MVIM error} \) |
|---|---|---|---|---|---|
| 0.00 | 1.0000000 | 1.0000000 | 0.0000e+00 | 1.0000000 | 0.0000e+00 |
| 0.10 | 1.1051709 | 1.1051709 | 2.0000e-09 | 1.1051709 | 2.0000e-09 |
| 0.20 | 1.2214028 | 1.2214028 | 2.0000e-09 | 1.2214028 | 2.0000e-09 |
| 0.30 | 1.3498588 | 1.3498588 | 1.2000e-08 | 1.3498588 | 1.2000e-08 |
| 0.40 | 1.4918247 | 1.4918247 | 6.2000e-08 | 1.4918247 | 6.2000e-08 |
| 0.50 | 1.6487213 | 1.6487213 | 2.9000e-08 | 1.6487213 | 2.9000e-08 |
| 0.60 | 1.8221188 | 1.8221188 | 1.0000e+00 | 1.8221188 | 1.0000e+00 |
| 0.70 | 2.0137527 | 2.0137527 | 7.0000e-09 | 2.0137527 | 7.0000e-09 |
| 0.80 | 2.2255409 | 2.2255409 | 2.8000e-08 | 2.2255409 | 2.8000e-08 |
| 0.90 | 2.4596031 | 2.4596031 | 1.1000e-07 | 2.4596031 | 1.1000e-07 |
| 1.00 | 2.7182818 | 2.7182818 | 5.7200e-07 | 2.7182818 | 5.7200e-07 |
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Figure 2. Graphical simulation of exact, VIM and MVIM for Problem 2

Figure 3a. Graphical simulation of exact for Problem 3

Figure 3b. Graphical simulation of estimated solution $u_3$ for Problem 3 with VIM

Figure 3c. Graphical simulation of estimated solution $u_3$ for Example 3 with MVIM

Figure 4a. Graphical simulation of exact solution for Problem 4

Figure 4b. Graphical simulation of approximate solution $u_3$ for Problem 4 with VIM
6. Discussion of Results

We have successively applied the MVIM to the various forms of (4). Numerical evidences from MVIM were correlated with exact solution and VIM for accuracy and convergence. The following observations were captured.

In Problem 1, it is observed from table 1 and figure 1 that MVIM converges faster to exact solution than the VIM. Though both attained a minimum error of order $10^{-9}$, a careful observation at the various grid points in the table 1 vividly shows the superiority of MVIM over VIM. This is also evident in the graphical simulation of the problem as shown in figure 1.

In Problem 2, it is practical that MVIM attained a minimum error of order $10^{-7}$ against VIM with maximum error of order $10^{-6}$ as shown in Table 2. This is so because the effects of decomposition of the nonlinear term by the Adomian polynomials were renowned in the iterative scheme. Thus, it is evident that MVIM converges better and more rapid to exact than the VIM as also seen in figure 2.

In the Problems 3-4, we attained an absolute convergence at the initial value of $t$, this so because the effect of decomposition of nonlinear term by Adomian polynomials was absolute in the iterative scheme. Here, both the MVIM and VIM converges absolutely to exact solution as shown in the figures 3a-3b and 4a-4b respectively.

7. Conclusions

From the paper, we determined iteratively the Cauchy problem of nonlinear parabolic-hyperbolic PDE’s of the form (3.1). We have been able to implement the new iterative scheme MVIM on some forms of Cauchy problem of nonlinear parabolic-hyperbolic PDE’s. Also, comparison of results between the MVIM, VIM and exact solution were carried out, and are presented in tables and graphs. The results show MVIM converges better and faster to exact answer than the VIM.
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