Abstract

In this paper, we want to start the analysis of the models for compositional distributional semantics (CDS) with respect to the distributional similarity. We believe that this simple analysis of the properties of the similarity can help to better investigate new CDS models. We show that, looking at CDS models from this point of view, these models are strictly related with convolution kernels (Haussler, 1999), e.g.: tree kernels (Collins and Duffy, 2002). We will then examine how the distributed tree kernels (Zanzotto and Dell’Arciprete, 2012) are an interesting result to draw a stronger link between CDS models and convolution kernels.

1 Introduction

Distributional semantics (see (Turney and Pantel, 2010; Baroni and Lenci, 2010)) is an interesting way of “learning from corpora” meaning for words (Firth, 1957) and of comparing word meanings (Harris, 1964). A flourishing research area is compositional distributional semantics (CDS), which aims to leverage distributional semantics for accounting the meaning of word sequences and sentences (Mitchell and Lapata, 2008; Baroni and Zamparelli, 2010; Zanzotto et al., 2010; Guevara, 2010; Grefenstette and Sadrzadeh, 2011; Clark et al., 2008; Socher et al., 2011). The area proposes compositional operations to derive the meaning of word sequences using the distributional meanings of the words in the sequences.

The first and more important feature of distributional semantics is to compare the meaning of different words, a way to compute their similarity. But, when focusing on compositional distributional semantics, methods are presented with respect to the compositional operation of the vectors. A scarce attention is given to how these operations affect the principal objective of the process of compositional distributional semantics: assessing the similarity between two word sequences. This analysis is important as the similarity is generally used even by machine learning models such as the kernel machines (Cristianini and Shawe-Taylor, 2000).

In this paper, we want to start the analysis of the models for compositional distributional semantics with respect to the similarity measure. We focus on linear CDS models. We believe that this simple analysis of the properties of the similarity can help to better investigate new CDS models. We show that, looking CDS models from this point of view, these models are strictly related with the convolution kernels (Haussler, 1999), e.g., the tree kernels (Collins and Duffy, 2002). We will then examine how the distributed tree kernels (Zanzotto and Dell’Arciprete, 2012) are an interesting result to draw a strongest link between CDS models and convolution kernels.

The rest of the paper is organized as follows. Section 2 focuses on the description of two basic binary operations for compositional distributional semantics, their recursive application to word sequences (or sentences) with a particular attention to their effect on the similarity measure. Section 3 describes the tree kernels (Collins and Duffy, 2002), the distributed tree kernels (Zanzotto and Dell’Arciprete, 2012), and the smoothed tree kernels (Mehdad et al., 2010; Croce et al., 2011) to introduce links with similarity measures applied over compositionally obtained distributional vectors. Section 4 draws sketches the future work.
2 Compositional distributional semantics over sentences

Generally, the proposal of a model for compositional distributional semantics stems from some basic vector combination operations and, then, these operations are recursively applied on the parse tree on the sequence of words of the sentences. In the rest of the section, we describe some simple basic operations along with their effects on the similarity between pairs of words and we describe some simple recursive models based on these operations. We finally describe how these simple operations and their recursive applications affect the similarity between sentences.

2.1 Two Basic Composition Operations

As we want to keep this analysis simple, we focus on two basic operations: the simple additive model, (presented in (Mitchell and Lapata, 2008) and cited as a comparative method in many research papers), and the full additive model (estimated in (Zanzotto et al., 2010; Guevara, 2010)).

We analyze these basic operations when resulting composed vectors are used to compute the similarity between two pairs of words. For simplicity, we use the dot product as the similarity measure. Let \( a = a_1a_2 \) and \( b = b_1b_2 \) be the two sequences of words and \( \vec{a}_1, \vec{a}_2, \vec{b}_1, \vec{b}_2 \) be the related distributional vectors. Let \( \text{sim}(a_1a_2, b_1b_2) \) be the similarity computed applying the dot product on the vectors \( \vec{a} \) and \( \vec{b} \) compositionally representing the distributional semantics of \( a \) and \( b \).

The Basic Additive model (ADD) (introduced in (Mitchell and Lapata, 2008)) computes the distributional semantics of a pair of words \( a = a_1a_2 \) as:

\[
\text{ADD}(a_1, a_2) = (1 - \alpha)\vec{a}_1 + \alpha\vec{a}_2
\]

where \( 0 < \alpha < 1 \) weighs the first and the second word of the pair. Then, the similarity between two pairs of words is:

\[
\text{sim}(a, b) = \text{ADD}(a_1, a_2) \cdot \text{ADD}(b_1, b_2) = (1 - \alpha)^2\vec{a}_1 \cdot \vec{b}_1 + (1 - \alpha)\alpha\vec{a}_1 \cdot \vec{b}_2 + (1 - \alpha)\alpha\vec{a}_2 \cdot \vec{b}_1 + \alpha^2\vec{a}_2 \cdot \vec{b}_2
\]

that is, basically, the linear combination of the similarities \( \vec{a}_1 \cdot \vec{b}_1 \) between the words composing the sequences. For example, the similarity between \( \text{sim}(\text{animal extracts}, \text{beef extracts}) \) takes into consideration the similarity between \( \text{animal} \) (of the first pair) and \( \text{extracts} \) (of the second pair) that can be totally irrelevant.

The Full Additive model (FADD) (used in (Guevara, 2010) for adjective-noun pairs and (Zanzotto et al., 2010) for three different syntactic relations) computes the compositional vector \( \vec{a} \) of a pair using two linear transformations \( A_R \) and \( B_R \) respectively applied to the vectors of the first and the second word. These matrices generally only depend on the syntactic relation \( R \) that links those two words. The operation follows:

\[
\text{FADD}(a_1, a_2, R) = A_R\vec{a}_1 + B_R\vec{a}_2
\]

Then, the similarity between two pairs of words linked by the same relation \( R \) is:

\[
\text{sim}(a, b) = \text{FADD}(a_1, a_2) \cdot \text{FADD}(b_1, b_2) = A_R\vec{a}_1 \cdot A_R\vec{b}_1 + A_R\vec{a}_1 \cdot B_R\vec{b}_2 + B_R\vec{a}_2 \cdot A_R\vec{b}_1 + B_R\vec{a}_2 \cdot B_R\vec{b}_2
\]

which is a linear combination of similarities between elements such as \( A_R\vec{a}_1 \), mixing a syntactic factor, the matrix \( A_R \), and a single word of the sequence, \( a_1 \). In the above example, \( \text{sim}(\text{animal extracts}, \text{beef extracts}) \), (where we consider noun-noun (NN) as the syntactic relation) we also consider a factor (the similarity \( B_{NN}\text{extracts} \cdot A_{NN}\text{beef} \)) that may not be relevant in the similarity computation.

2.2 Recursive application on sentences and its effects on the similarity

The two linear models seem so simple that it is easy to think to recursively extend their application to whole sentences. To explain what is going on and what we are expecting, we will use two sentences as a driving example: \( \text{cows eat animal extracts} \) and \( \text{chickens eat beef extracts} \). These are similar because both have \( \text{animals eating animal extracts} \). This is what we expect the comparison between these two sentences should evaluate. Let
where \( \alpha_i = \alpha^{i-1}(1 - \alpha) \) if \( i < n \) and \( \lambda_n = \alpha^{n-1} \) depends on \( \alpha \) and the position of \( x_i \) in the sequence.

The similarity between two sentences \( x \) and \( y \) is then:

\[
sim(x, y) = \text{RADD}(x) \cdot \text{RADD}(y) = \sum_{i=1}^{n} \sum_{j=1}^{m} \lambda_i x_i^i \cdot y_j^j
\]

This is the weighted linear combination of the similarity among all the pairs of words taken from the sentences \( x \) and \( y \). Given these two sample sentences, this similarity measure hardly captures the similarity in terms of the generalized sentence \textit{animals eating animal extracts}. The measure also takes into consideration factors such as \textit{chicken} \cdot \textit{beef} that have a high similarity score but that are not relevant for the similarity of the whole sentence.

### 2.2.2 Recursive Full Additive Model

For the recursive Full Additive Model, we need to introduce a structured syntactic representation of the sentences. The full additive models (presented in Sec. 2.1) are defined on the syntactic dependency \( R \) between the words of the pair. We then use the dependency trees as syntactic representation. A dependency tree can be defined as a tree whose nodes are words and the typed links are the relations between two words. The root of the tree represents the word that governs the meaning of the sentence. A dependency tree \( T \) is then a word if it is a final node or it has a root \( r_T \) and links \((r_T, Rel, C_i)\) where \( C_i \) is the \( i \)-th subtree of the node \( r_T \) and \( Rel \) is the relation that links the node \( r_T \) with \( C_i \). The dependency trees of two example sentences are reported in Figure 1.

Stemming from the full additive models (FADD), the recursive FADD (RFADD) can be straightforwardly and recursively defined as follows:

\[
\text{RFADD}(T) = \sum_i (A_{Rel} r_T^i + B_{Rel} \text{RFADD}(C_i))
\]

where \((r_T, Rel, C_i)\) are the links originated in the root node \( r_T \).

By recursively applying the model to the first sentence of the example (see Fig. 1), the resulting vector is:

\[
\text{RFADD}(\text{cows eat animal extracts}) =
= A_{\text{VNeat}} + B_{\text{VNco\text{\'}}ws} + A_{\text{VNeat}} +
+B_{\text{VNeat}} \text{RFADD(animals extracts}) =
= A_{\text{VNeat}} + B_{\text{VNco\text{\'}}ws} + A_{\text{VNeat}} +
+B_{\text{VNeat}} \text{extracts} + B_{\text{VNbe\text{\'}}ef}
\]

A first observation is that each term of the sum has a part that represents the structure and a part that represents the meaning, for example:

\[
\overbrace{\text{structure}}^{B_{\text{VNeat}}} \overbrace{\text{meaning}}_{B_{\text{VNbe\text{\'}}ef}}
\]

It is possible to formally show that the function \( \text{RFADD}(T) \) is a linear combination of elements \( M_s \bar{w}_s \) where \( M_s \) is a product of matrices that represents the structure and \( \bar{w}_s \) is the distributional meaning of one word in this structure, that is:

\[
\text{RFADD}(T) = \sum_{s \in S(T)} M_s \bar{w}_s
\]

where \( S(T) \) are the relevant substructures of \( T \). In this case, \( S(T) \) contains the link chains.

Figure 2: Similarity using the recursive full additive model

\( x = x_1 \ldots x_n \) and \( y = y_1 \ldots y_m \) be two sentences (or word sequences).

#### 2.2.1 Recursive Basic Additive Model

The recursive basic additive model (RADD) is the first model we analyze. We can easily define the model as follows:

\[
\text{RADD}(x, x_{i+1} \ldots x_n) = (1 - \alpha) \bar{x}_i + \alpha \text{RADD}(x_{i+1} \ldots x_n)
\]

where \( \text{RADD}(x_n) = \bar{x}_n \). Then, \( \text{RADD}(x) \) is a weighted linear combination of the words in the sentence \( x \), that is:

\[
\text{RADD}(x) = \sum_{i=1}^{n} \lambda_i \bar{x}_i
\]

This similarity measure hardly captures the similarity in terms of the generalized sentence \textit{animals eating animal extracts}. The measure also takes into consideration factors such as \textit{chicken} \cdot \textit{beef} that have a high similarity score but that are not relevant for the similarity of the whole sentence.
Then, the similarity between two sentences in this case is:

\[
sim(T_1, T_2) = RFADD(T_1) \cdot RFADD(T_2) = \sum_{s_1 \in S(T_1), s_2 \in S(T_2)} \sum_{s_1 \in S(T_1), s_2 \in S(T_2)} M_{s_1} \cdot \vec{w}_{s_1} \cdot M_{s_2} \cdot \vec{w}_{s_2}
\]

The similarity between the two sentences \(T_a = \) cows eat animal extracts and \(T_b = \) chickens eat beef extracts in Figure 1 is represented in Figure 2. For the above dot product, \(B_{VN}A_{NN} \cdot \) extracts \( \cdot B_{VN}A_{NN} \text{extracts} = 1\) as these addend represents the same piece of structure, \(B_{VN}B_{NN} \cdot \) beef \( \cdot B_{VN}B_{NN} \text{animal} < 1\) and should be strictly related to the value of \(\text{beef} \cdot \text{animal}\) as these two parts are representing the branch of the tree describing the objects of the verb in the two sentences. The same should happen for \(B_{VN}cows \cdot B_{VN}chickens\). But, what do we expect for \(B_{VN}cows \cdot B_{VN}B_{NN} \text{beef}\)? We would like to have a similarity close to \(\text{beef} \cdot \text{coys}\) or a similarity near 0, as these words appear in a different part of the structure? Going back to the overall goal of evaluating the similarity between the two sentences is clear that the second option should be preferred.

3 Tree Kernels

We here come to the last point we want to describe, the tree kernels (Collins and Duffy, 2002) and some strictly related recent results, the distributed tree kernels (Zanzotto and Dell’Arciprete, 2012) and the smoothed tree kernels (Mehdad et al., 2010; Croce et al., 2011). We want to show that what is computed by the \(RADD\) and \(RFADD\) is extremely similar to what is computed in tree kernels.

Tree kernels are defined (Collins and Duffy, 2002) as convolution kernels (Haussler, 1999), thus, they are generally defined recursively. But, given two trees \(T_1\) and \(T_2\), these kernels are defined as to compute the dot product between vectors \(\Phi(T_1), \Phi(T_2)\), representing the trees in the feature space \(\mathbb{R}^n\). Each dimensions (or features) of this huge space \(\mathbb{R}^n\) is a relevant subtree \(t\) and we can consider that each relevant subtree \(t\) has an associated vector \(\vec{t}\). The vector \(\vec{t}\) is a vector of the orthonormal basis of the space \(\mathbb{R}^n\). Then, the function \(\Phi\), that maps trees into the space \(\mathbb{R}^n\), can be defined as follows:

\[
\Phi(T) = \sum_{t \in S(T)} \omega_t \vec{t}
\]

where \(\omega_t\) is a weight assigned to \(t\) in the tree \(T\). The tree kernel functions \(TK(T_1, T_2)\) then basically computes:

\[
TK(T_1, T_2) = \sum_{t_1 \in S(T_1), t_2 \in S(T_2)} \omega_{t_1} \omega_{t_2} \vec{t}_1 \cdot \vec{t}_2
\]

where \(\vec{t}_1 \cdot \vec{t}_2\) is the Kronecker’s delta between \(t_1\) and \(t_2\), that is: \(\vec{t}_1 \cdot \vec{t}_2 = \delta(t_1, t_2)\).

The equation above is incredibly similar to equation 1 that computes the similarity with the recursive full additive model. There are however two limitations in using tree kernels to encode compositional distributional semantics model: first, standard tree kernels only encode the structure; second, standard tree kernels work in \(\mathbb{R}^n\) where \(n\) is huge making it infeasible to use such a huge vectors. For the first issue, an interesting line of research are the smoothed tree kernels (Mehdad et al., 2010; Croce et al., 2011) that exploits distributional vectors to compute the similarity among nodes of the trees that contain words. For the second issue an interesting recent result is the distributed tree kernel (Zanzotto and Dell’Arciprete, 2012) that approximates tree kernels by encoding the huge space \(\mathbb{R}^n\) in a smaller space \(\mathbb{R}^d\), with \(d << n\). This allows to encode structural information into small vectors.

4 Conclusions

This paper presents some simple observations on one of the current approaches to compositional distributional semantics, drawing the link with the deeply studied tree kernels and convolution kernels. With this analysis, we aim to show that these approaches are not radically different. Instead, (linear) compositional distributional models can be rephrased as a compact version of some existing convolution kernels.

This paper is not conclusive as it leave open two avenues: first, we need to prove that distributed tree kernel (Zanzotto and Dell’Arciprete, 2012) can also encode distributional informations as described in the smoothed tree kernels (Mehdad et al., 2010; Croce et al., 2011); second, it still leaves unexplored how the similarity between sentences is affected by the other compositional distributional models (Mitchell and Lapata, 2008; Baron and Zamparelli, 2010; Zanzotto et al., 2010; Guevara, 2010; Grefenstette and Sadrozadeh, 2011; Clark et al., 2008; Socher et al., 2011).
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