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ABSTRACT
In this paper, we consider the network slicing problem which attempts to map multiple customized virtual network requests (also called services) to a common shared network infrastructure and allocate network resources to meet diverse service requirements, and propose an efficient two-stage algorithm for solving this NP-hard problem. In the first stage, the proposed algorithm uses an iterative linear programming (LP) rounding procedure to place the virtual network functions of all services into cloud nodes while taking traffic routing of all services into consideration; in the second stage, the proposed algorithm uses an iterative LP refinement procedure to obtain a solution for traffic routing of all services with their end-to-end delay constraints being satisfied. Compared with the existing algorithms which either have an exponential complexity or return a low-quality solution, our proposed algorithm achieves a better trade-off between solution quality and computational complexity. In particular, the worst-case complexity of our proposed algorithm is polynomial, which makes it suitable for solving large-scale problems. Numerical results demonstrate the effectiveness and efficiency of our proposed algorithm.

Index Terms—LP Relaxation, Network Slicing, Resource Allocation, Rounding-and-Refinement.

1. INTRODUCTION
Network function virtualization (NFV) plays a crucial role in the fifth generation (5G) and beyond 5G networks [1]. Different from traditional networks where service functions are processed by specialized hardwares in fixed locations, NFV efficiently takes the advantage of cloud technologies to configure some specific nodes (called cloud nodes) in the network to process network service functions on-demand, and then flexibly establishes a customized virtual network for each service request. However, as virtual network functions (VNFs) of all services run over a shared common network infrastructure, it is crucial to allocate network (e.g., cloud and communication) resources to meet the diverse service requirements.

The above resource allocation problem in the NFV-enabled network is called network slicing in the literature. Various approaches have been proposed to solve it or its variants; see [2]-[18] and the references therein. These approaches can generally be classified into two categories: (i) exact algorithms that solve the problem to global optimality and (ii) heuristic algorithms that aim to quickly find a feasible solution for the problem. In particular, references [2]-[6] proposed the mixed integer linear programming (MILP) formulations for the network slicing problem and used standard MILP solvers like Gurobi [19] to solve their problem formulations. References [7]-[10] proposed a column generation approach [20] to solve the related problems. Though the above two approaches can solve the network slicing problem to global optimality, they generally suffer from low computational efficiency as their worst-case complexities are exponential. Due to this, references [11]-[18] simplified the solution approach by decomposing the network slicing problem into a VNF placement subproblem (which maps VNFs into cloud nodes in the network) and a traffic routing subproblem (which finds paths connecting two adjacent VNFs in the network) and solving each subproblem separately. To obtain a binary solution for the VNF placement subproblem, references [11,12] first solved the linear programming (LP) relaxation of the network slicing problem and then used a rounding strategy while references [13]-[18] used some greedy heuristics (without solving any LP). Once the VNFs are mapped to the cloud nodes, the traffic routing subproblem is solved by using shortest path, k-shortest path, or multicommodity flow algorithms. However, solving the VNF placement subproblem without taking the global information (i.e., traffic routing of all services) into account can lead to infeasibility or low-quality solutions. Therefore, algorithms that find a high-quality solution of the network slicing problem while still enjoy a polynomial-time complexity are still highly needed.

In this paper, we propose a two-stage LP rounding-and-refinement algorithm which achieves a good trade-off between high solution quality and low computational complexity. Specifically, in the first stage, we solve the VNF placement subproblem by using an iterative LP rounding procedure, which takes traffic routing into account; in the second stage, we solve the traffic routing subproblem by using an iterative LP refinement procedure to find a solution that satisfies the end-to-end (E2E) delay constraints of all services. In particular, the proposed algorithm has a guaranteed polynomial-time worst-case complexity, and thus is particularly suitable for solving large-scale problems. Numerical results demonstrate the effectiveness and efficiency of our proposed algorithm over the existing ones.

2. SYSTEM MODEL AND PROBLEM FORMULATION
Let \( \mathcal{G} = (\mathcal{I}, \mathcal{L}) \) be the directed network, where \( \mathcal{I} = \{i\} \) and \( \mathcal{L} = \{(i,j)\} \) are the sets of nodes and links, respectively. Each link \( (i,j) \) has an expected (communication) delay \( d_{ij} \) \[14,17,18\], and a total data rate upper bounded by the capacity \( C_{ij} \). The set of cloud nodes is denoted as \( \mathcal{V} \subseteq \mathcal{I} \). Each cloud node \( v \) has a computa-
The total data rates on link \( f^k \) is upper bounded by capacity \( C_{ij} \):
\[
\sum_{k \in K, s \in \mathcal{F}(k) \cup \{0\}} \lambda_s(k) r_{ij}(k, s, p) \leq C_{ij}, \quad \forall (i, j) \in \mathcal{L}.
\]
To ensure that the functions of each flow \( k \) are processed in the prespecified order \( f^1 \to f^2 \to \cdots \to f^k \) and for each \( s \in \mathcal{F}(k) \cup \{0\} \) and \( p \in \mathcal{P}, \{ (i, j) : z_{ij}(k, s, p) = 1 \} \) forms a path, we need the flow conservation constraint (7).

Let \( \theta(k, s) \) denote the communication delay due to the traffic flow from the cloud node hosting function \( f^k \) to the cloud node hosting function \( f^k_{i+1} \). Then
\[
\theta(k, s) \geq \sum_{(i, j) \in \mathcal{L}} d_{ij} z_{ij}(k, s, p), \quad \forall (i, j) \in \mathcal{L}, \forall k \in K, \forall s \in \mathcal{F}(k) \cup \{0\}, \forall p \in \mathcal{P}.
\]
To ensure that flow \( k \)’s E2E delay is less than or equal to its threshold \( \Theta_k \), we need the following constraint:
\[
\theta_N(k) + \Theta_L(k) \leq \Theta_k, \quad \forall k \in K.
\]

The network slicing problem is to minimize a weighted sum of the total power consumption of the whole cloud network and the total delay of all services:
\[
\min_{x, y, z, \sigma, \theta} \sum_{v \in V} y_v + \sigma \sum_{k \in K} (\theta(k) + \theta_N(k))
\]
s.t.
\[
(1) - (9),
\]
\[
x_{v, s}(k), y_v \in \{0, 1\}, \forall k \in K, s \in \mathcal{F}(k), v \in V,
\]
\[
r(k, s, p), r_{ij}(k, s, p) \geq 0, \forall (i, j) \in \mathcal{L}, k \in K, s \in \mathcal{F}(k) \cup \{0\}, \forall p \in \mathcal{P},
\]
\[
\theta(k, s) \geq 0, \forall k \in K, s \in \mathcal{F}(k) \cup \{0\},
\]
( NS)
where \( \sigma \) is a constant value that balances the two terms in the objective function. It has been shown in [2] that problem (NS) can be equivalently reformulated as an MILP problem and thus can be solved using standard MILP solvers like Gurobi.

The following Theorem 1 shows the (strong) NP-hardness of problem (NS) in two very special cases and thus reveals the intrinsic difficulty of solving it. This motivates us to develop efficient algorithms for approximately solving problem (NS), especially when the problem’s dimension is large.

**Theorem 1.** (i) Problem (NS) is NP-hard even when there is only a single service. (ii) Problem (NS) is strongly NP-hard even when each node’s capacity, link’s capacity, and service’s E2E delay threshold are infinity. Moreover, there does not exist a constant approximation algorithm to solve it in this case.

### 3. AN LP ROUNDING-AND-REFINEMENT ALGORITHM

In this section, we focus on designing an efficient algorithm to obtain a high-quality solution for problem (NS). To do this, we first derive a compact LP relaxation for the problem and then develop a two-stage LP rounding-and-refinement algorithm based on it. The basic idea of the proposed algorithm is to decompose the hard problem (NS) into two relatively easy subproblems and solve two subproblems separately while taking their connection into account. Specifically, in the first stage, we find a binary vector \((x, y)\) for the VNF placement subproblem (i.e., \((x, y)\) satisfying constraints (1)-(3)) using an iterative LP rounding procedure, which takes traffic routing into account. In the second stage, based on the binary vector \((x, y)\), we use an LP refinement procedure to solve the traffic routing subproblem to obtain a solution that satisfies the E2E delay constraints (8)-(9) of all services.

**A Compact LP Relaxation**
As problem (NS) can be reformulated as an MILP problem [2], simply relaxing the binary variables \{y_v, \{x_{e,s}(k)\}, and \{z_{ij}(k, s, p)\} to be continuous variables will give a natural LP relaxation. Recall that in problem (NS), in order to model different paths for flow \((k, s)\), we introduce the notation \(\{p : p \in P\}\) and use \(\{(i, j) : r_{ij}(k, s, p) > 0\}\) to represent the \(p\)-th path of flow \((k, s)\) (cf. (5) and (7)). However, as \(z_{ij}(k, s, p) \in [0, 1]\) in the above natural LP relaxation, the traffic flow \(\{(i, j) : r_{ij}(k, s, p) > 0\}\) can be split into multiple paths. This reveals that there is some redundancy in the natural LP relaxation, i.e., we do not need to introduce the notation \(\{p : p \in P\}\) to model different paths for flow \((k, s)\) in it.

Inspired by this observation, below we derive a compact LP relaxation for problem (NS). Our strategy is to simply set \(P = \{1\}\). Then by (4), we have \(r(k, s, 1) = 1\), and hence constraint (5) reduces to \(r_{ij}(k, s, 1) = z_{ij}(k, s, 1)\). Furthermore, we can remove constraints (4), (5), and variables \{\(r_{ij}(k, s, p)\}\) and replace constraint (6) by

\[
\sum_{k \in K, s \in F(k), j \in [0]} \lambda_s(k) z_{ij}(k, s, 1) \leq C_{ij}, \forall (i, j) \in E.
\] (6')

The natural LP relaxation then reduces to

\[
\begin{align*}
\min_{x, y, z, \theta} & \quad \sum_{v \in V} y_v + \sigma \sum_{k \in K} (\theta_L(k) + \theta_N(k)) \\
\text{s.t.} & \quad (1) - (3), (6'), (7) - (9), \\
& \quad x_{e,s}(k), y_v \in [0, 1], \forall v \in V, \forall k \in K, s \in F(k), \\
& \quad z_{ij}(k, s, 1) \in [0, 1], \theta(k, s) \geq 0, \\
& \quad \forall (i, j) \in E, \forall k \in K, \forall s \in F(k) \cup \{0\}. \quad \text{(NS-LP)}
\end{align*}
\]

Theorem 2. The LP problem (NS-LP) is a relaxation of problem (NS) with any \(P \geq 1\).

Theorem 2 shows that the above LP problem (NS-LP) is also a relaxation of problem (NS). We note that the numbers of variables and constraints in problem (NS-LP) are much smaller than those in the natural LP relaxation of problem (NS), especially when \(P\) is large. As a result, solving problem (NS-LP) should be much more efficient than solving the natural LP relaxation.

### Solving the VNF Placement Subproblem

Next, we solve the VNF placement subproblem by constructing a binary vector \((\bar{x}, \bar{y})\) that satisfies constraints (1)-(3). Since vector \(\bar{y}\) can be uniquely determined by vector \(\bar{x}\), we follow the same way of constructing on the binary vector \(\bar{x}\). To do this, we first solve the LP relaxation problem (NS-LP), denoted its solution by \((x^*, y^*, z^*, \theta^*)\). If \(x^*\) is a binary vector, we obtain a feasible solution \(\bar{x} := x^*\) for the VNF placement subproblem. Otherwise, we set \(x_{v_0,s}(k) = 1\) in problem (NS-LP) if \(x_{v_0,s}^*(k) = 1\). Then we choose one variable, denoted as \(x_{v_0,s_0}(k_0)\), whose value \(x_{v_0,s_0}(k_0)\) is the largest among the remaining variables, i.e.,

\[
x_{v_0,s_0}(k_0) = \max \{x_{v_0,s}^*(k) : 0 < x_{v_0,s}^*(k) < 1, v \in V, k \in K, s \in F(k)\}. \tag{10}
\]

Next, we decide to round variable \(x_{v_0,s_0}(k_0)\) to one or zero. In particular, we first set \(x_{v_0,s_0}(k_0) = 1\) in problem (NS-LP). If the modified LP is infeasible, we set \(x_{v_0,s_0}(k_0) = 0\) and continue to round other variables respect to the values \(x_{v_0,s}^*(k)\). Otherwise, the modified LP is feasible and we repeat the above procedure to the solution of the modified LP until a binary solution is obtained. The details are summarized in the following Algorithm 1.

#### Algorithm 1 An iterative LP rounding procedure for solving the VNF placement subproblem

1. Initialize the set \(\hat{A} = \emptyset\);
2. Solve problem (NS-LP) to obtain its solution \((x^*, y^*, z^*, \theta^*)\);
3. while (there exists some \(v \in V, k \in K, s \in F(k)\) such that \(0 < x_{v,s}^*(k) < 1\)) do
   4. For each \(v \in V, k \in K, s \in F(k)\) with \(x_{v,s}(k) = 1\), if constraint \(x_{v,s}(k) = 1\) is not in set \(\hat{A}\), add it into set \(\hat{A}\);
   5. Let \((v_0, s_0, k_0)\) be the tuple in (10). Add constraint \(x_{v_0,s_0}(k_0) = 1\) into set \(\hat{A}\);
   6. Add the constraints in set \(\hat{A}\) into problem (NS-LP) to obtain a modified LP;
   7. If the modified LP is feasible, let \((x^*, y^*, z^*, \theta^*)\) be its solution; otherwise, replace constraint \(x_{v_0,s_0}(k_0) = 1\) by constraint \(x_{v_0,s_0}(k_0) = 0\) in set \(\hat{A}\) and set \(x_{v_0,s_0}(k_0) \leftarrow 0\);
8. end while

The above bounding strategy makes sure that we can round one variable, taking a fractional value at the current solution, at a time and more importantly this variable can be rounded to a binary value that is consistent to other already rounded variables. This is in sharp contrast to the algorithm in [12] where the variables are rounded without ensuring the consistency of the current rounding variable with other already rounded variables. It is worth remarking that our rounding strategy takes traffic routing into account (as the modified LP contains the information of traffic routing of all services).

### Solving the Traffic Routing Subproblem

Once we get a binary vector \((\bar{x}, \bar{y})\), we still need to solve the traffic routing subproblem by fixing \(\bar{x} = x\) and \(\bar{y} = y\) in problem (NS). In this case, the objective function in problem (NS) reduces to \(g(\theta) = \sum_{k \in K} \theta_L(k)\). Similarly, we solve the LP problem (NS-LP) with \(\bar{x} = x\) and \(\bar{y} = y\) to obtain another solution \((z^*, \theta^*)\). Due to the (possible) fractional values of \(\{z_{v,s}^*(k, s, 1)\}\), \(\theta^*(k, s)\) can be larger than the communication delay incurred by the traffic flow from the node hosting function \(f_0^k\) to the node hosting function \(f_{k+1}^k\). To recompute the communication delays between all pairs of nodes hosting two adjacent functions, we can compute the total delay of each service \(k\), denoted as \(\hat{\theta}(k)\). If \(\hat{\theta}(k) > \theta(k)\) for some service \(k\), the current refining strategy is infeasible as it violates the E2E delay constraint of service \(k\). We then use an iterative LP refinement procedure to try to get a solution that satisfies the E2E delay constraints of all services.

The idea of our refinement procedure is to increase the weights of the variables \(\theta_L(k)\) corresponding to the service whose E2E delay constraint is not satisfied at the current solution, in order to refine the solution. In particular, we change the objective function \(g(\theta)\) in problem (NS-LP) into \(\bar{g}(\theta) = \sum_{k \in K} \omega_k \theta_L(k)\) where \(\omega_k \geq 1\) for all \(k \in K\). At each iteration, we solve problem (NS-LP) (with the objective function \(g(\theta)\), \(x = \bar{x}\), and \(y = \bar{y}\)) to obtain its solution
and are upper bounded by $1(a)$ and $(\theta^*, \theta^*)$. If, for some service $k$, the E2E delay constraint is violated at some route $\omega_k$, we increase $\omega_k$ by a factor of $\rho > 1$, and solve the problem (NS-LP) again. The procedure is repeated until the solution satisfies the E2E delay constraints of all services or the iteration number reaches a predefined parameter $\text{IterMax}$. We summarize the above procedure in Algorithm 2.

Algorithm 2 An iterative LP refinement procedure for solving the traffic routing subproblem

1: Set $\omega_k = 1$ for all $k \in K$, $\rho > 1$, $\text{IterMax} \geq 1$, and $t = 0$;
2: while $t < \text{IterMax}$ do
3: Solve problem (NS) with the objective function $\hat{g}(\theta)$, $x = \bar{x}$, and $y = \bar{y}$ to obtain its solution $(z^*, \theta^*)$;
4: For each service $k \in K$, compute the total delay $\hat{d}(k)$ based on $(z^*, \theta^*)$ and $(\bar{x}, \bar{y})$. If $\hat{d}(k) \leq \Theta_k$ for all $k \in K$, we stop with the feasible solution $(z^*, \theta^*)$; otherwise, for each $k \in K$ with $\hat{d}(k) > \Theta_k$, we update $\omega_k \leftarrow \rho \omega_k$. Set $t \leftarrow t + 1$.
5: end while

- Complexity Analysis

The dominant computational cost of our algorithm is to solve the LP problems in form of (NS-LP). The number of solving problems (NS-LP) in Algorithms 1 and 2 are upper bounded by $|V| \sum_{k \in K} \ell_k$ and $\text{IterMax}$, respectively. Since an LP can be solved using the (polynomial-time) interior-point method [25], it follows that the worst-case complexity of our proposed algorithm is polynomial. In sharp contrast, the worst-case complexity of using the standard MILP solvers like Gurobi [19] to solve problem (NS) is exponential.

4. NUMERICAL SIMULATION

In this section, we present simulation results to illustrate the effectiveness and efficiency of our proposed LP rounding-and-refinement (LPRR) algorithm for solving the network slicing problem. We compare our proposed algorithm with the LP rounding (LPR) algorithm in [12] and the exact approach using standard MILP solvers (called EXACT) in [2]. We choose $\sigma = 0.001$ and $|\mathcal{P}| = 2$ in problem (NS). In Algorithm 2, we set $\rho = 2$ and $\text{IterMax} = 5$. We use Gurobi 9.0.1 [19] to solve all MILP and LP problems. When solving the MILP problems, we set a time limit of 1800 seconds for Gurobi.

We test all algorithms on the fish network topology [11], which contains 112 nodes and 440 links, including 6 cloud nodes. The cloud nodes’ and links’ capacities are randomly generated within $[50, 100]$ and $[5, 55]$, respectively. The NFV and communication delays on the cloud nodes and links are randomly generated within $\{3, 4, 5, 6\}$ and $\{1, 2\}$, respectively. For each service $k$, node $S(k)$ is randomly selected from the available nodes and node $D(k)$ is set to be the common destination node; SFC $\mathcal{F}(k)$ is a sequence of functions randomly generated from $\{f_1, \ldots, f_4\}$ with $|\mathcal{F}(k)| = 3$; $\lambda_s(k)$’s are the service function rates which are all set to be the same integer value, randomly generated within $[1, 11]$; $\Theta_k$ is set to $20 + (3 \times \text{dist}_k + \alpha)$ where dist is the delay of the shortest path between nodes $S(k)$ and $D(k)$ and $\alpha$ is randomly chosen in $[0, 5]$. The above parameters are carefully chosen to make sure that the constraints in problem (NS) are neither too tight nor too loose. For each fixed number of services, 100 problem instances are randomly generated and the results presented below are obtained by averaging over these problem instances.

Fig. 1 plots the performance of LPRR, LPR, and EXACT. We can clearly see the effectiveness of our proposed algorithm LPRR over LPR in Figs. 1(a) and 1(b). In particular, as shown in Fig. 1(a), using our proposed algorithm LPRR, we can find feasible solutions for much more problem instances, compared with using LPR. Indeed, LPR finds feasible solutions for almost all feasible problem instances and the difference of the number of feasible problem instances solved by EXACT and LPRR is small in Figs. 1(a). In addition, using LPRR, the number of activated cloud nodes is much smaller than that of using LRP, as shown in Fig. 1(b).

The comparison of the solution efficiency of LPRR, LPR, and EXACT is plotted in Fig. 1(c). Here we scale the solution time of LPR to be 1 and compute the CPU time ratio as follows:

$$\text{CPU time ratio} = \frac{T(LPRR) \text{(or T(EXACT))}}{T(LPR)},$$

where $T(LPR)$, $T(LPRR)$, and $T(EXACT)$ are the CPU time taken by LPR, LPRR, and EXACT, respectively. Fig. 1(c) shows that our proposed algorithm LPRR is much more computationally efficient than EXACT, and the solution efficiency of LPRR and LPR is comparable. Indeed, LPRR is at most four times slower than LPR in all cases while EXACT is even 100+ times slower than LPR when the problem is large (i.e., $|K| \geq 5$).

In summary, our simulation results illustrate the effectiveness and efficiency of our proposed algorithm LPRR. More specifically, compared with LPR in [12], it is able to find a much better solution; compared with EXACT in [2], it is much more computationally efficient.
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