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This work presents a novel realization approach to Quantum Boltzmann Machines (QBM). The preparation of the required Gibbs states, as well as the evaluation of the loss function’s analytic gradient is based on Variational Quantum Imaginary Time Evolution, a technique that is typically used for ground state computation. In contrast to existing methods, this implementation facilitates near-term compatible QBM training with gradients of the actual loss function for arbitrary parameterized Hamiltonians which do not necessarily have to be fully-visible but may also include hidden units. The variational Gibbs state approximation is demonstrated with numerical simulations and experiments run on real quantum hardware provided by IBM Quantum. Furthermore, we illustrate the application of this variational QBM approach to generative and discriminative learning tasks using numerical simulation.

I. INTRODUCTION

Boltzmann Machines (BMs) [1, 2] offer a powerful framework for modelling probability distributions. These types of neural networks use an undirected graph-structure to encode relevant information. More precisely, the respective information is stored in bias coefficients and connection weights of network nodes, which are typically related to binary spin-systems and grouped into those that determine the output, the visible nodes, and those that act as latent variables, the hidden nodes. Furthermore, the network structure is linked to an energy function which facilitates the definition of a probability distribution over the possible node configurations by using a concept from statistical mechanics, i.e., Gibbs states [3, 4]. The aim of BM training is to learn a set of weights such that the resulting model approximates a target probability distribution which is implicitly given by training data. This setting can be formulated as discriminative as well as generative learning task [5]. Applications have been studied in a large variety of domains such as the analysis of quantum many-body systems, statistics, biochemistry, social networks, signal processing and finance, see, e.g., [6–15]. However, BMs are complicated to train in practice because the loss function’s derivative requires the evaluation of a normalization factor, the partition function, that is generally difficult to compute. Usually, it is approximated using Markov Chain Monte Carlo methods which may require long runtimes until convergence [16, 17]. Alternatively, the gradients could be estimated approximately using contrastive divergence [18] or pseudo-likelihood [19] potentially leading to inaccurate results [20, 21].

Quantum Boltzmann Machines (QBM) [22] are a natural adaption of BMs to the quantum computing framework. Instead of an energy function with nodes being represented by binary spin values, QBM defines the underlying network using a Hermitian operator, a parameterized Hamiltonian

\[ H_\theta = \sum_{i=0}^{p-1} \theta_i h_i, \]

with \( \theta \in \mathbb{R}^p \) and \( h_i = \bigotimes_{j=0}^{n-1} \sigma_{j,i} \) for \( \sigma_{j,i} \in \{I, X, Y, Z\} \) acting on the \( j^{th} \) qubit. The network nodes are hereby characterized by the Pauli matrices \( \sigma_{j,i} \). This Hamiltonian relates to a quantum Gibbs state, \( \rho_{\text{Gibbs}} = e^{-H_\theta/(k_B T)}/Z \) with \( k_B \) and \( T \) denoting the Boltzmann constant and the system temperature, and \( Z = \text{Tr} \left[ e^{-H_\theta/(k_B T)} \right] \). It should be noted that those qubits which determine the model output are referred to as visible and those which act as latent variables as hidden qubits. The aim of the model is to learn Hamiltonian parameters such that the resulting Gibbs state reflects a given target system. In contrast to BMs, this framework allows the use of quantum structures which are potentially inaccessible classically. Equivalently to the classical model, QBM are suitable for discriminative as well as generative learning.

We present here a QBM implementation that circumvents certain issues which emerged in former approaches. The first paper on QBM [22] and several subsequent works [23, 24] are incompatible with efficient evaluation of the loss function’s analytic gradients if the given model has hidden qubits and

\[ \exists j : \left[ H_\theta, \frac{\partial H_\theta}{\partial \theta_j} \right] \neq 0. \]

Instead, the use of hidden qubits is either avoided, i.e., only fully-visible settings are considered [23, 24], or the gradients are computed with respect to an upper bound of the loss [22, 24], which is based on the Golden-Thompson inequality [27, 28]. It should be noted that training with an upper bound, renders the use of transverse Hamiltonian components, i.e., off-diagonal Pauli terms, difficult and imposes restrictions on the compatible models.
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Further, we would like to point out that, in general, it is not trivial to evaluate a QBM Hamiltonian with a classical computer, i.e., using exact simulation with Quantum Monte Carlo methods [29], because the underlying Hamiltonian can suffer from the so-called sign-problem [30–34]. As already discussed in [35], evaluations on quantum computers can avoid this problem.

Our QBM implementation works for generic Hamiltonians \( H \) with real coefficients \( \theta \) and arbitrary Pauli terms \( h_i \), and furthermore, is compatible with near-term, gate-based quantum computers. The method exploits Variational Quantum Imaginary Time Evolution [36, 37] (VarQITE), which is based on McLachlan’s variational principle [28], to not only prepare approximate Gibbs states, \( \rho^{Gibbs}_v \), but also to train the model with gradients of the actual loss function. During each step of the training, we use VarQITE to generate an approximation to the Gibbs state underlying \( H \) and to enable automatic differentiation for computing the gradient of the loss function which is needed to update \( \theta \). This Variational QBM algorithm (VarQBM) is inherently normalized which implies that the training does not require the explicit evaluation of the partition function.

We focus on training quantum Gibbs states whose sampling behavior reflects a classical probability distribution. However, the scheme could be easily adapted to an approximate quantum state preparation scheme by using a loss function which is based on the quantum relative entropy [24–26]. Hereby, the approximation to \( \rho^{Gibbs}_v \) is fitted to a given target state \( \rho^{data}_v \). Notably, this approach is not necessarily suitable for learning classical distributions. More precisely, we do not need to train a quantum state that captures all features of the density matrix \( \rho^{data}_v \) but only those which determine the sampling probability. It follows that fitting the full density matrix may impede the training.

The remainder of this paper is structured as follows. Firstly, we review classical BMs and VarQITE in Sec. II. Then, we outline VarQBM in Sec. III. Next, we illustrate the feasibility of the Gibbs state preparation and present QBM applications in Sec. IV. Finally, a conclusion and an outlook are given in Sec. V.

II. PRELIMINARIES

This section introduces the concepts which form the basis of our VarQBM algorithm. First, classical BMs are presented in Sec. II.A. Then, we discuss VarQITE, the algorithm that VarQBM uses for approximate Gibbs state preparation, in Sec. II.B.

A. Boltzmann Machines

Here, we will briefly review the original concept of classical BMs [1]. A BM represents a network model that stores the learned knowledge in connection weights between network nodes. More explicitly, the connection weights are trained to generate outcomes according to a probability distribution of interest, e.g., to generate samples which are similar to given training samples or to output correct labels depending on input data samples.

Typically, this type of neural network is related to an Ising-type model [33–40] such that each node \( i \) corresponds to a binary variable \( z_i \in \{-1, +1\} \). Now, the set of nodes may be split into visible and hidden nodes representing observed and latent variables, respectively. Furthermore, a certain configuration \( z = \{v, h\} \) of all nodes – visible and hidden – determines an energy, which is given as

\[
E_z = \{v, h\} = -\sum_i \tilde{\theta}_i z_i - \sum_{i,j} \theta_{ij} z_i z_j,
\]

with \( \tilde{\theta}_i, \theta_{ij} \in \mathbb{R} \) denoting the weights and \( z_i \) representing the value taken by node \( i \). It should be noted that the parameters \( \theta_{ij} \) correspond to the weights of connections between different nodes. More explicitly, if two nodes are connected in the network, then a respective term appears in the energy function. The probability to observe a configuration \( v \) of the visible nodes is defined as

\[
p^{BM}_v = \frac{e^{-E_v/(k_B T)}}{Z},
\]

where \( E_v = \sum_z E_z = \{v, h\} \), \( k_B \) is the Boltzmann constant, \( T \) the system temperature and \( Z \) the canonical partition function

\[
Z = \sum_{z=\{v, h\}} e^{-E_z/(k_B T)}.
\]

We would like to point out that BMs adopt a concept from statistical mechanics. Suppose a closed system that is in thermal equilibrium with a coupled heat bath at constant temperature. The possible configuration space is determined by the canonical ensemble, i.e., the probability for observing a configuration is given by the Gibbs distribution [3] which corresponds to Eq. (1).

Now, the goal of a BM is to fit the target probability distribution \( \rho^{data}_v \) with \( p^{BM}_v \). Typically, this training objective is achieved by optimizing the cross-entropy

\[
L = -\sum_v \rho^{data}_v \log p^{BM}_v.
\]

In theory, fully-connected BMs have interesting representation capabilities [1, 11–12], i.e., they are universal approximators [13]. However, in practice they are difficult to train as the optimization easily gets expensive. Thus, it has become common practice to restrict the connectivity between nodes which relates to restricted Boltzmann Machines (RBMs) [44]. Furthermore, several approximation techniques, such as contrastive divergence [13], have been developed to facilitate BM training. However, these approximation techniques typically still face issues
such as long computation time due to a large amount of required Markov chain steps or poor compatibility with multimodal probability distributions [17]. For further details, we refer the interested reader to [45, 47].

B. Variational Quantum Imaginary Time Evolution

Imaginary time evolution (ITE) [48] is an approach that is well known for (classical) ground state computation [36, 49, 50].

Suppose a starting state $|\psi_0\rangle$ and a time-independent Hamiltonian $H = \sum_{i=0}^{\ell} \theta_i h_i$ with real coefficients $\theta_i$ and Pauli terms $h_i$. Then, the normalized ITE propagates $|\psi_0\rangle$ with respect to $H$ for time $\tau$ according to

$$|\psi_\tau\rangle = C(\tau) e^{-H \tau} |\psi_0\rangle,$$

where $C(\tau) = 1/\sqrt{\text{Tr}[e^{-2H \tau} |\psi_0\rangle \langle \psi_0|]}$ is a normalization. The differential equation that describes this evolution is the Wick-rotated Schrödinger equation

$$\frac{d|\psi_\tau\rangle}{d\tau} = -(H - E_\tau)|\psi_\tau\rangle,$$

where $E_\tau = \langle \psi_\tau | H |\psi_\tau\rangle$ originates from the normalization of $|\psi_\tau\rangle$. The terms in $e^{-H \tau}$, corresponding to small eigenvalues of $H$, decay slower than the ones corresponding to large eigenvalues. Due to the continuous normalization, the smallest eigenvalue dominates for $\tau \to \infty$. Thus, $|\psi_\tau\rangle$ converges to the ground state of $H$ given that there is some overlap between the ground and starting state. Furthermore, if ITE is only evolved to a finite time, $\tau = 1/2(k_B T)$, then it enables the preparation of Gibbs states, see Sec. IIIA.

As introduced in [36, 49], an approximate ITE can be implemented on a gate-based quantum computer by using McLachlan’s variational principle [38]. The basic idea of the method is to introduce a parameterized trial state $|\psi_\omega\rangle$ and to project the temporal evolution of $|\psi_\tau\rangle$ to the parameters, i.e., $\omega := \omega(\tau)$. We refer to this algorithm as VarQITE and, now, discuss it in more detail.

First, we define an input state $|\psi_{in}\rangle$ and a quantum circuit $V(\omega) = U_q(\omega_q) \cdots U_1(\omega_1)$ with parameters $\omega \in \mathbb{R}^q$ to generate the parameterized trial state

$$|\psi_\omega\rangle := V(\omega) |\psi_{in}\rangle.$$ 

Now, McLachlan’s variational principle

$$\delta \| (d/d\tau + H - E_\tau) |\psi_\omega\rangle \| = 0$$

determines the time propagation of the parameters $\omega(\tau)$. This principle aims to minimize the distance between the right hand side of Eq. (3) and the change $d|\psi_\omega\rangle/d\tau$. Eq. (4) leads to a system of linear equations for $\dot{\omega} = d\omega/d\tau$, i.e.,

$$A \dot{\omega} = C$$

with

$$A_{pq}(\tau) = \text{Re} \left( \text{Tr} \left[ \frac{\partial V^\dagger(\omega(\tau))}{\partial \omega_p(\tau)} \frac{\partial V(\omega(\tau))}{\partial \omega_q(\tau)} \rho_{\text{in}} \right] \right)$$

$$C_p(\tau) = -\sum_i \theta_i \text{Re} \left( \text{Tr} \left[ \frac{\partial V^\dagger(\omega(\tau))}{\partial \omega_p(\tau)} h_i V(\omega(\tau)) \rho_{\text{in}} \right] \right),$$

where $\text{Re}(\cdot)$ denotes the real part and $\rho_{\text{in}} = |\psi_{in}\rangle \langle \psi_{in}|$. The vector $C$ describes the derivative of the system energy $\langle \psi_\omega | H |\psi_\omega\rangle$ and $A$ is proportional to the classical Fisher information matrix, a metric tensor that reflects the system’s information geometry [51]. To evaluate $A$ and $C$, we compute expectation values with respect to quantum circuits of a particular form which is illustrated and discussed in Appendix A.

This evaluation is compatible with arbitrary parameterized unitaries in $V(\omega)$ because all unitaries can be written as $U(\omega) = e^{iM(\omega)}$, where $M(\omega)$ denotes a parameterized Hermitian matrix. Further, Hermitian matrices can be decomposed into weighted sums of Pauli terms, i.e., $M(\omega) = \sum_p m_p(\omega) h_p$ with $m_p(\omega) \in \mathbb{R}$ and

$$h_p = \bigotimes_{j=0}^{n-1} \sigma_{j,p} \quad \text{for} \quad \sigma_{j,p} \in \{I, X, Y, Z\} \quad \text{acting on the} \quad j^\text{th} \text{qubit.}$$

Thus, the gradients of $U_k(\omega_k)$ are given by

$$\frac{\partial U_k(\omega_k)}{\partial \omega_k} = \sum_p i \frac{\partial m_{k,p}(\omega_k)}{\partial \omega_k} U_k(\omega_k) h_{k,p}.$$ 

This decomposition allows us to compute $A$ and $C$ with the techniques described in [36, 37, 53]. Furthermore, it should be noted that Eq. (6) is often ill-conditioned and may, thus, require the use of regularized regression methods, see Sec. IV A.

Now, we can use, e.g., an explicit Euler method to evolve the parameters as

$$\omega(\tau) = \omega(0) + \sum_{j=1}^{\tau/\delta\tau} \omega_j \delta\tau.$$ 

III. QUANTUM BOLTZMANN MACHINE ALGORITHM

A QBM is defined by a parameterized Hamiltonian $H_\theta = \sum_{i=0}^{p-1} \theta_i h_i$ where $\theta \in \mathbb{R}^p$ and $h_i = \bigotimes_{j=0}^{n-1} \sigma_{j,i}$ for $\sigma_{j,i} \in \{I, X, Y, Z\}$ acting on the $j^\text{th}$ qubit. Equivalent to classical BMs, QBM are typically represented by an Ising model [39], i.e., a 2-local system [54] with nearest-neighbor coupling that is defined with regard to a particular grid. In principle, however, any Hamiltonian compatible with Boltzmann distributions could be used.

In contrast to BMs, the network nodes, given by the Pauli terms $\sigma_{j,i}$, do not represent the visible and hidden units. These are defined with respect to certain sub-sets of qubits. More explicitly, those qubits which determine
the output of the QBM are the visible qubits, whereas the others correspond to the hidden qubits. Now, the probability to measure a configuration $v$ of the visible qubits is defined with respect to a projective measurement $\Lambda_v = |v\rangle \langle v| \otimes I$ on the quantum Gibbs state

$$\rho^{\text{Gibbs}} = \frac{e^{-H_{\theta}/(k_B T)}}{Z}$$

with $Z = \text{Tr} \left[ e^{-H_{\theta}/(k_B T)} \right]$, i.e., the probability to measure $|v\rangle$ is given by

$$p^{\text{QBM}}_v = \text{Tr} \left[ \Lambda_v \rho^{\text{Gibbs}} \right].$$

For the remainder of this work, we assume that $\Lambda_v$ refers to projective measurements with respect to the computational basis of the visible qubits. Thus, the configuration $v$ is determined by $v_i \in \{0, 1\}$. It should be noted that this formulation does not require the evaluation of the configuration of the hidden qubits.

Our goal is to train the Hamiltonian parameters $\theta$ such that the sampling probabilities of the corresponding $\rho^{\text{Gibbs}}$ reflect the probability distribution underlying given classical training data. For this purpose, the same loss function as described in the classical case, see Eq. (2), can be used

$$L = -\sum_v p^\text{data}_v \log p^{\text{QBM}}_v,$$

where $p^\text{data}_v$ denotes the occurrence probability of item $v$ in the training data set.

To enable efficient training, we want to evaluate the derivative of $L$ with respect to the Hamiltonian parameters. Unlike existing QBM implementations, VarQBM facilitates the use of analytic gradients of the loss function given in Eq. (7) for generic QBM. The presented algorithm involves the following steps. First, we use VarQITE to approximate the Gibbs state, see Sec. IIIA for further details. Then, we compute the gradient of $L$ to update the parameters $\theta$ with automatic differentiation, as is discussed in Sec. IIIB. The parameters are trained with a classical optimization routine where one training step consists of the Gibbs state preparation with respect to the current parameter values and a consecutive parameter update, as illustrated in Fig. 1.

In the remainder of this section, we discuss Gibbs state preparation with VarQITE in Sec. IIIA and VarQBM in more detail in Sec. IIIB.

### A. Gibbs State Preparation with VarQITE

The Gibbs state $\rho^{\text{Gibbs}}$ describes the probability density operator of the configuration space of a system in thermal equilibrium with a heat bath at constant temperature $T$. Originally, Gibbs states were studied in the context of statistical mechanics but, as shown in [45], the density operator also facilitates the description of quantum statistics.

Gibbs state preparation can be approached from different angles. Hereby, different techniques not only have different strengths but also different drawbacks. Some schemes [57–59] use Quantum Phase Estimation [60] as a subroutine, which is likely to require error-corrected quantum computers. Other methods enable the evaluation of quantum thermal averages [61] for states with finite correlations. However, since QBM-related states may exhibit long-range correlations, these methods are not the first choice for the respective preparation. A thermalization based approach is presented in [23], where the aim is to prepare a quantum Gibbs state by coupling the state register to a heat bath given in the form of an ancillary quantum register. Correct preparation requires a thorough study of suitable ancillary registers for a generic Hamiltonian as the most useful ancilla system is not a-priori known. Further, a variational Gibbs state preparation method has been presented [61] which is based on the fact that Gibbs states minimize the free energy of a system at constant temperature. Thus, the goal is to fit a parameterized quantum state such that it minimizes the free energy. The parameter update is hereby conducted with a finite difference method instead of analytic gradients which may impair the training accuracy. Additionally, the method requires the application of Quantum Amplitude Estimation [65], as well as matrix exponentiation of the input state, and thus, is not well suited for near-term quantum computing applications.

In contrast to these Eigenstate preparation methods, VarQITE is compatible with near-term quantum computers, and is neither limited to states with finite correlations nor requires ambiguous ancillary systems. In the following, we discuss how VarQITE can be utilized to generate an approximation of the Gibbs state $\rho^{\text{Gibbs}}$ for a generic $n$-qubit Hamiltonian $H_\theta = \sum_{i=0}^{p-1} \theta_i h_i$ with $\theta \in \mathbb{R}^p$ and $h_i = \bigotimes_{j=0}^{i-1} \sigma_{j,i}$ for $\sigma_{j,i} \in \{I, X, Y, Z\}$ acting on the $j^{i}\text{th}$ qubit.
First, we need to choose a suitable variational quantum circuit \( V(\omega), \omega \in \mathbb{R}^n \), and set of initial parameters \( \omega(0) \) such that the initial state is
\[
|\psi_0\rangle = V(\omega(0)) |0\rangle^\otimes 2n = |\phi^+\rangle^\otimes n
\]
where \( |\phi^+\rangle = \frac{1}{\sqrt{2}} (|00\rangle + |11\rangle) \) represents a Bell state. We define two \( n \)-qubit sub-systems \( a \) and \( b \) such that the first and second qubit of each \( |\phi^+\rangle \) is in \( a \) and \( b \), respectively. Accordingly, an effective \( 2n \)-qubit Hamiltonian \( H_{\text{eff}} = H_b^I + I_b \), where \( H_b \) and \( I \) act on sub-systems \( a \) and \( b \), is considered. It should be noted that tracing out sub-system \( b \) from \(|\psi_0\rangle\) results in an \( n \)-dimensional maximally mixed state
\[
\operatorname{Tr}_b \left[ |\phi^+\rangle^\otimes n \right] = \frac{1}{2^n} I.
\]
Now, the Gibbs state approximation \( \rho^\text{Gibbs}_\omega \) can be generated by propagating the trial state with VarQITE with respect to \( H_{\text{eff}} \) for \( \tau = 1/2(\kappa B T) \). The resulting state
\[
|\psi_\omega\rangle = V(\omega(\tau)) |0\rangle^\otimes 2n
\]
gives an approximation for the Gibbs state of interest
\[
\rho^\text{Gibbs}_\omega = \operatorname{Tr}_b \left[ |\psi_\omega(\tau)\rangle \langle \psi_\omega(\tau)| \right] \approx \frac{e^{-H_b/(\kappa B T)}}{Z}
\]
by tracing out the ancillary system \( b \). We would like to point out that the VarQITE propagation relates \( \omega \) to \( \theta \) via the energy derivative \( C \) given in Eq. (8).

Equivalently to Eq. (5), Eq. (10) is also prone to being ill-conditioned. Thus, the use of regularization schemes may be required. Notably, this is an approximate state preparation scheme that relies on the representation capabilities of \(|\psi_\omega\rangle\). However, since the algorithm is employed in the context of machine learning we do not necessarily require perfect state preparation. The noise may even improve the training, as discussed e.g., in [66].

McLachlan’s variational principle is not only the key component for Gibbs state preparation. It also enables the QBM training with gradients of the actual loss function for generic Pauli terms in \( H_b \), even if some of the qubits are hidden. Further details are given in Sec. III.B

B. Variational QBM

In the following, VarQBM and the respective utilization of McLachlan’s variational principle and VarQITE is discussed. We consider training data that takes at most \( 2^n \) different values and is distributed according to a discrete probability distribution \( p^\text{data} \). The aim of a QBM is to train the parameters of \( H_b \) such that the sampling probability distribution of the corresponding \( \rho^\text{Gibbs}_\omega = e^{-H_b/(\kappa B T)} / Z \) for \(|v\rangle, \ v \in 0, \ldots, 2^n - 1 \) with
\[
p^\text{QBM}_v = \operatorname{Tr} \left[ A_v \rho^\text{Gibbs}_\omega \right],
\]
approximates \( p^\text{data} \). The QBM model is trained to represent \( p^\text{data} \) by minimizing the loss, given in Eq. (7), with respect to the Hamiltonian parameters \( \theta \), i.e.,
\[
\min_{\theta} L = \min_{\theta} \left( -\sum_v p^\text{data}_v \log p^\text{QBM}_v \right).
\]
Now, VarQBM facilitates gradient-based optimization with the derivative of the actual loss function
\[
\frac{\partial L}{\partial \theta_k} = -\sum_v p^\text{data}_v \frac{\partial p^\text{QBM}_v}{\partial \theta_k}
\]
by using the chain rule, i.e., automatic differentiation. More precisely, the gradient of \( L \) can be computed by using the chain rule for
\[
\frac{\partial p^\text{QBM}_v}{\partial \theta_k} = \frac{\partial p^\text{QBM}_v}{\partial \omega(\tau)} \frac{\partial \omega(\tau)}{\partial \theta_k}
\]
Firstly, \( \partial p^\text{QBM}_v / \partial \omega_k(\tau) = \partial \operatorname{Tr} [A_v \rho^\text{Gibbs}_\omega] / \partial \omega_k(\tau) \) can be evaluated with quantum gradient methods discussed in [67][71] because the term has the following form \( \partial \operatorname{Tr} [\hat{O} |\phi(\alpha)\rangle \langle \phi(\alpha)|] / \partial \alpha \). Secondly, \( \partial \omega_k(\tau) / \partial \theta_i \) is evaluated by computing the derivative of Eq. (5) with respect to the Hamiltonian parameters
\[
\frac{\partial \omega_k(\tau)}{\partial \theta_i} = \frac{\partial C}{\partial \theta_i}.
\]
This gives the following system of linear equations
\[
A \left( \frac{\partial \omega_k(\tau)}{\partial \theta_i} \right) = \frac{\partial C}{\partial \theta_i} - \left( \frac{\partial A}{\partial \theta_i} \right) \omega(\tau).
\]
Now, solving for \( \partial \omega_k(\tau) / \partial \theta_i \) in every time step of the Gibbs state preparation enables the use of, e.g., an explicit Euler method to get
\[
\frac{\partial \omega_k(\tau)}{\partial \theta_i} = \frac{\partial \omega_k(\tau - \delta \tau)}{\partial \theta_i} + \frac{\partial \omega_k(\tau - \delta \tau)}{\partial \theta_i} \delta \tau
\]
\[
= \frac{\partial \omega_k(0)}{\partial \theta_i} + \sum_{j=1}^{\tau / \delta \tau} \frac{\partial \omega_k(j \delta \tau)}{\partial \theta_i} \delta \tau.
\]
parameters than the respective Hamiltonian, the automatic differentiation scheme presented in this section is favorable in terms of the number of evaluation circuits. A more detailed discussion on this topic can be found in Appendix [B]. An outline of the Gibbs state preparation and evaluation of $\partial \omega_k(\tau)/\partial \theta_i$ with VarQITE is presented in Algorithm [1].

Algorithm 1 VarQITE for VarQBM

```
input
$H_{\text{eff}} = H_0 + I$ 
$\tau = 1/2 (k_B T)$ 
$|\psi(\omega(0))\rangle = V(\omega(0)) |0\rangle^{2n} = |\phi^+\rangle^n$
with $|\phi^+\rangle = (|10\rangle + |11\rangle)/\sqrt{2}$

procedure
for $t \in \{\delta \tau, 2\delta \tau, \ldots, \tau\}$ do
    Evaluate $A(t)$ and $C(t)$
    Solve $A \omega(t) = C$
end for
for $i \in \{0, \ldots, p - 1\}$ do
    Evaluate $\partial \omega_i C$ and $\partial \omega_i A$
    Solve $A(\partial \omega_i \omega(t)) = \partial \omega_i C - (\partial \omega_i A) \omega(t)$
    Compute $\partial \omega_i \omega(t) = \partial \omega_i \omega(t - \delta \tau) + \partial \omega_i \omega(t) \delta \tau$
end for
Compute $\omega(t + \delta \tau) = \omega(t) + \omega(t) \delta \tau$
end for
return $\omega(\tau), \partial \omega(\tau)/\partial \theta$
```

Now, using a classical optimizer, such as Truncated Newton [72] or Adam [73], allows the parameters $\theta$ to be updated according to $\partial L/\partial \theta$ from Eq. (5). The VarQBM training is illustrated in Fig. [1].

IV. RESULTS

In this section, the Gibbs state preparation with VarQITE is demonstrated using numerical simulation as well as the quantum hardware provided by IBM Quantum [74]. Furthermore, we present numerically simulated QBM training results for a generative and a discriminative learning task. First, aspects which are relevant for the practical implementation are discussed in Sec. [IVA]. Next, experiments of quantum Gibbs state preparation with VarQITE are shown in Sec. [IVB]. Then, we illustrate the training of a QBM with the goal to generate a state which exhibits the sampling behavior of a Bell state, see Sec. [IVC] and to classify fraudulent credit card transactions, Sec. [IVD].

A. Methods

To begin with, we discuss the choice of a suitable parameterized trial state consisting of $V(\omega)$ and $|\psi_{in}\rangle$. Most importantly, the initial state $|\psi_{in}\rangle$ must not be an eigenstate of $V(\omega)$ as this would imply that the circuit could only act trivially onto the state. Furthermore, the state needs to be able to represent a sufficiently accurate approximation of the target state. If we have to represent, e.g., a non-symmetric Hamiltonian, the chosen trial state needs to be able to generate non-symmetric states. Moreover, $V(\omega)$ should not exhibit too much symmetry as this may lead to a singular $A$ which in turn causes ill-conditioning of Eq. (5). Assume, e.g., that all entries of $C$ are zero and, thus, that Eq. (5) is homogeneous. If $A$ is singular, infinitely many solutions exist and it is difficult for the algorithm to estimate which path to choose. If $A$ is non-singular, the solution is $\omega = 0$ and the evolution stops although we might have only reached a local extreme point. Another possibility to cope with ill-conditioned systems of linear equations are least-squares methods in combination with regularization schemes. We test Tikhonov regularization [75] and Lasso regularization [76] with an automatic parameter evaluation based on L-curve fitting [77], as well as an $\epsilon$-perturbation of the diagonal, i.e., $A \rightarrow A + \epsilon I$. It turns out that all regularization methods perform similarly well.

The results discussed in this section employ Tikhonov regularization. Furthermore, we use trial states which are parameterized by Pauli-rotation gates. Therefore, the gradients of the QBM probabilities with respect to the trial state parameters

$$\frac{\partial p\text{QB}M}{\partial \omega_k(\tau)} = \frac{\partial \text{Tr}[A_\omega r\text{Gi}bb\text{s}]}{\partial \omega_k(\tau)}$$

can be computed using a $\pi/2-$shift method which is, e.g., described in [71]. All experiments employ an additional qubit $|\text{0}\rangle_{\text{add}}$ and parameter $\omega_{\text{add}}$ to circumvent a potential phase mismatch between the target $|\psi_\tau\rangle$ and the trained state $|\psi(\omega(\tau))\rangle$ [36, 37, 51] by applying

$$R_Z(\omega_{\text{add}}) |0\rangle_{\text{add}}.$$

Notably, the additional parameter increases the dimension of $A$ and $C$ by one. The effective temperature, which in principle acts as a scaling factor on the Hamiltonian parameters, is set to $(k_B T) = 1$ in all experiments.

B. Gibbs State Preparation with VarQITE

To demonstrate that VarQITE is able to generate suitable approximations to Gibbs states, we illustrate the convergence of the state fidelity with respect to the target state for the following two simple one- and two-qubit Hamiltonians

$$H_1 = 1.0Z,$$
$$H_2 = 1.0ZZ - 0.2ZI - 0.2IZ + 0.3XI + 0.3IX.$$

corresponding to

$$\rho_1^{\text{Gibbs}} = \begin{pmatrix} 0.12 & 0. \\ 0. & 0.88 \end{pmatrix},$$
$$\rho_2^{\text{Gibbs}} = \begin{pmatrix} 0.10 & -0.06 & -0.06 & 0.01 \\ -0.06 & 0.43 & 0.02 & -0.05 \\ -0.06 & 0.02 & 0.43 & -0.05 \\ 0.01 & -0.05 & -0.05 & 0.05 \end{pmatrix}.$$
The results are computed using the parameterized quantum circuit shown in Fig. 2. The algorithm is executed for 10 time steps on different backends: an ideal simulator and the heibmq_johannesburg 20-qubit backend. Notably, readout error-mitigation \cite{78–80} is used to obtain the final results run on real quantum hardware. Fig. 3 depicts the results considering the fidelity between the trained and the target Gibbs state for each time step. It should be noted that the fidelity for the quantum backend evaluations employ state tomography. The plots illustrate that the method approximates the states, we are interested in, reasonably well and that also the real quantum hardware achieves fidelity values over 0.99 and 0.96, respectively.

C. Generative Learning

Now, the results from an illustrative example of a generative QBM model are presented. More explicitly, the QBM is trained to mimic the sampling statistics of a Bell state \((|00⟩ + |11⟩)/\sqrt{2}\), which is a state that exhibits non-local correlations. Numerical simulations show that the distribution can be trained with a fully visible QBM which is based on the following Hamiltonian

\[ H_0 = \theta_0 ZZ + \theta_1 IZ + \theta_2 ZI. \]

We draw the initial values of the Hamiltonian parameters \(\theta\) from a uniform distribution on \([-1, 1]\). The optimization runs on an ideal simulation of a quantum computer using AMSGrad \cite{31} with initial learning rate 0.1, maximum number of iterations 200, first momentum 0.7, and second momentum 0.99 as optimization routine. The Gibbs state preparation uses the initial trial state shown in Fig. 2 and 10 steps per state preparation.

The training is run 10 times using different randomly drawn initial parameters. The averaged values of the loss function as well as the distance between the target distribution \(p_{\text{data}} = [0.5, 0., 0., 0.5]\) and the trained distribution \(p_{\text{QBM}}\) with respect to the \(\ell_1\) norm are illustrated over 50 optimization iterations in Fig. 5. The plot shows that loss and distance converge toward the same values for all sets of initial parameters. Likewise, the trained parameters \(\theta\) converge to similar values. Furthermore, Fig. 6 illustrates the target probability distribution and for the best and worst of the trained distributions. The plot reveals that the model is able to train the respective distribution very well.

D. Discriminative Learning

QBMs are not only applicable for generative but also for discriminative learning. We discuss the application to a classification task, the identification of fraudulent credit card transactions.

To enable discriminative learning with QBMs, we use the input data points \(x\) as bias for the Hamiltonian weights. More explicitly, the parameters of the Hamiltonian

\[ H_\theta (x) = \sum_i f_i (\theta, x) h_i \tag{12} \]
FIG. 4 We train a QBM to mimic the sampling behavior of a Bell state. The underlying Gibbs state preparation with VarQITE uses the illustrated parameterized quantum circuit to prepare the initial trial state. The first two qubits represent the target system and the last two qubits are ancillas needed to generate the maximally-mixed state as starting state for the evolution.

FIG. 5 The figure illustrates the training progress of a fully-visible QBM model which aims to represent the measurement distribution of a Bell state. The green function corresponds to the loss and the pink function represents the distance between the trained and target distribution with respect to the $\ell_1$ norm at each step of the iteration. Both measures are computed for 10 different random seeds. The points represent the mean and the error bars the standard deviation of the results.

are given by a function $f_i(\theta, x)$ which maps $\theta$ and $x$ to a scalar in $\mathbb{R}$. Now, the respective loss function reads

$$L = -\sum_x p_x^{\text{data}} \sum_v p_v^{\text{data}} \log p_{v|x}^{\text{QBM}}$$

with

$$p_{v|x}^{\text{QBM}} = \text{Tr} \left[ \Lambda_v \rho(x)_{\omega}^{\text{Gibbs}} \right],$$

where $\rho(x)_{\omega}^{\text{Gibbs}}$ denotes the approximate Gibbs state corresponding to $H_\theta(x)$. The model encodes the class labels in the measured output configuration of the visible qubits $v$ of $\rho(x)_{\omega}^{\text{Gibbs}}$. Now, the aim of the training is to find Hamiltonian parameters $\theta$ such that, given a data sample $x$, the probability of sampling the correct output label from $\rho(x)_{\omega}^{\text{Gibbs}}$ is maximized.

FIG. 6 The figure illustrates the sampling probability of the Bell state (blue), as well as the best (pink) and worst (purple) probability distribution achieved from 10 different random seeds.

The training is based on 500 artificially created credit card transactions [82] with about 15% fraudulent instances. To avoid redundant state preparation, the training is run for all unique item instances in the data set and the results are averaged according to the item’s occurrence counts. The dataset includes the following features: location (ZIP code), time, amount, and Merchant Category Code (MCC) of the transactions. To facilitate the training, the features of the given data set are discretized and normalized as follows. Using k-means clustering, each of the first three features are independently discretized to 3 reasonable bins. Furthermore, we consider MCCs < 10000 and group them into 10 different categories. The discretization is discussed in more detail in Table I. Furthermore, for each feature, we map the values $x$ to $x' = \frac{x - \mu}{\sigma}$ with $\mu$ denoting the mean and $\sigma$ denoting the standard deviation.

| Feature | Condition | Value |
|---------|-----------|-------|
| Time    | 0AM–11AM  | 0     |
|         | 11AM–6PM  | 1     |
|         | 6PM–0AM   | 2     |
| Amount  | amount < $50 | 0 | |
|         | amount in $50–150 | 1 | |
|         | amount > $150 | 2 | |
| ZIP     | east      | 0     |
|         | central   | 1     |
|         | west      | 2     |

TABLE I The table discusses the clustering of a transaction fraud data set which is used to train a discriminative QBM model. MCC refers to the merchant category code and ZIP to zone improvement plan. Notably, the given values are approximate.

The complexity of this model demands a Hamiltonian that has sufficient representation capabilities. Our choice is the following

$$H_\theta(x) = f_0(\theta, x) \, ZZ + f_1(\theta, x) \, ZI + f_2(\theta, x) \, IZ + f_3(\theta, x) \, XI + f_4(\theta, x) \, IX,$$  (13)
where \( f_i(\theta, x) = \vec{\theta}_i \cdot \vec{x} \) corresponds to the dot product of the vector corresponding to the data item \( \vec{x} \) and a parameter vector \( \vec{\theta}_i \) of equal length. Additionally, the first and second qubit correspond to a hidden and visible qubit, respectively.

Since the numerical simulation of variational Gibbs state preparation for various \( H_\theta(x) \), with \( x \) corresponding to all unique data items, is computationally expensive, we decided to train the parameters \( \theta \) using an exact representation of the quantum Gibbs states. The resulting \( \theta \) are then used for Gibbs state preparation with VarQITE. Even though the parameters are not trained with variational Gibbs state preparation, the results discussed in this section demonstrate that we can find suitable parameters \( \theta \) such that VarQBM corresponds to a well-performing discriminative model.

The exact training uses a Truncated Netwon optimization routine \([72]\) with a maximum iteration number of 100 and the step size for the numerical approximation of the Jacobian being set to \( 10^{-6} \). The initial values for the Hamiltonian parameters are drawn from a uniform distribution on \([-1, 1]\).

![Figure 7](image-url)

**FIG. 7** Given a transaction instance, the measurement output of the QBM labels it as being either fraudulent or valid. The underlying Gibbs state preparation with VarQITE uses the illustrated parameterized quantum circuit as initial trial state. The first qubit is the visible node that determines the QBM output, the second qubit represents the hidden unit, and the last two qubits are ancillas needed to generate the maximally-mixed state as starting state for the evolution.

Given a test data set consisting of 250 instances, with about 10% fraudulent transactions, the Gibbs states, corresponding to the unique items of the test data, are approximated using VarQITE with the trained parameters \( \theta \) and the trial state shown in Fig. 7. To predict the labels of the data instances, we sample from the states \( \rho_{\text{Gibbs}} \) and choose the label with the highest sampling probability. These results are, then, used to evaluate the accuracy, precision, recall and \( F_1 \) score. It should be noted that we choose a relatively simple quantum circuit to keep the simulation cost small. However, it can be expected that a more complex parameterized quantum circuit would lead to further improvement in the training results.

The resulting values are compared to a set of standard classifiers defined in a scikit-learn \([83]\) classifier comparison tutorial \([84]\), see Tbl. II. The respective classifiers are used with the hyper parameters defined in this tutorial. Notably, the Linear SVM does not classify any test data item as fraudulent and, thus, the classifier sets precision and recall score to 0. The comparison reveals that the QBM performs similarly well to the classical classifiers considering accuracy, is competitive regarding precision, and even outperforms them in terms of recall. The best \( F_1 \) score is achieved with VarQBM.

| Model          | Accuracy | Recall | Precision | \( F_1 \) |
|----------------|----------|--------|-----------|-----------|
| Nearest Neighbours | 0.94     | 0.54   | 0.72      | 0.31      |
| Linear SVM      | 0.90     | 0      | 0         | 0         |
| RBF SVM         | 0.94     | 0.42   | 0.83      | 0.28      |
| Gaussian Process| 0.94     | 0.46   | 0.85      | 0.30      |
| Gaussian Naive Bayes | 0.91   | 0.42   | 0.56      | 0.24      |
| Decision Tree   | 0.94     | 0.42   | 0.83      | 0.28      |
| Random Forrest  | 0.93     | 0.29   | 1.00      | 0.22      |
| Multi-layer Perceptron | 0.94   | 0.38   | 0.9       | 0.27      |
| AdaBoost        | 0.94     | 0.54   | 0.81      | 0.32      |
| QDA             | 0.92     | 0.46   | 0.61      | 0.26      |
| VarQBM          | 0.95     | 0.63   | 0.83      | 0.36      |

TABLE II This table presents performance measures for scikit-learn standard classifiers, as well as the trained QBM. The Nearest Neighbours classifier uses a 3 nearest neighbours vote. The Linear and RBF Support Vector Machine (SVM) are based on a linear and radial kernel, respectively. The Linear SVM uses a regularization term of 0.25 and for the RBF SVM the kernel coefficient is set to 2. The maximum depth of the Decision Tree as well as the Random Forest is set to 5. Furthermore, the Random Forest classifier uses 10 trees and uses 1 feature to search for the best split. The Multi-layer Perceptron uses \( \ell_2 \) regularization with coefficient 1 and a maximum iteration number of 1000. QDA refers to Quadratic Discriminant Analysis. It should be noted that the remaining classifier properties are default settings.

V. CONCLUSION AND OUTLOOK

This work presents the application of McLachlan’s variational principle to facilitate VarQBM, a variational QBM algorithm, that is compatible with generic Hamiltonians and can be trained using analytic gradients of the actual loss function even if some of the qubits are hidden. Suppose a sufficiently powerful variational trial state, the presented scheme is not only compatible with local but also long-range correlations and for arbitrary system temperatures.

We outline the practical steps for utilizing VarQITE for Gibbs state preparation and verify that it can train states which are reasonably close to the target using simulation as well as real quantum hardware. Moreover, applications to generative learning and classification are discussed and illustrated with further numerical results. The presented model offers a versatile framework which
facilitates the representation of complex structures with quantum circuits.

An interesting question for future research is the investigation of performance measures that improve our understanding of the model’s representation capabilities. Furthermore, QBMs are not limited to the presented applications. They could also be utilized to train models for data from experiments with quantum systems. This is a problem that has recently gained interest, see e.g., [55]. Additionally, they might be employed for combinatorial optimization. Classical BMs have been investigated in this context [56] and developing and analyzing quantum algorithms for combinatorial optimization is an active area of research [57, 58].

All in all, there are many possible applications which still have to be explored.
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Appendix A: Evaluation of A, C and their gradients

The elements of the matrix A and the vector C, see Eq. (8) are of the following form

\[
\text{Re} \left( e^{i\alpha} \text{Tr} \left[ U^\dagger V \rho_{in} \right] \right)
\]

with \(\text{Re} (\cdot)\) denoting the real part and \(\rho_{in} = |\psi_{in} \rangle \langle \psi_{in}|\). As discussed in [55, 57, 58], such terms can be computed by sampling the expectation value of an observable \(Z\) with respect to the quantum circuit shown in Fig. 8.

Notably, the phase \(e^{i\alpha}\) in the first qubit is needed to include phases which may occur from gate derivatives. In our case, \(\alpha\) needs to be set to 0 respectively \(\pi/2\) when computing the terms of \(A\) or \(C\). More precisely, the first qubit is initialized by an \(H\) gate for \(A\) and \(H\) followed by an \(S\) gate for \(C\). These phases come from the fact that the trial states, used in this work, are constructed via Pauli rotations, i.e., \(U(\omega) = R_{\sigma_1}(\omega)\) with \(\sigma_1 \in \{X, Y, Z\}\), which leads to

\[
\frac{\partial L}{\partial \theta} = \frac{i}{2} \sigma_1 R_{\sigma_1}(\omega) .
\]

Furthermore, this method can be applied for the evaluation of \(\partial A/\partial \theta\) and \(\partial C/\partial \theta\), i.e., the respective terms can be written in the form of Eq. (A1). More precisely,

\[
\partial_\theta A_{p,q} (\tau) = \\
\sum_s \frac{\partial \omega_s (\tau)}{\partial \theta_i} \text{Re} \left( \text{Tr} \left[ \left( \frac{\partial^2 V^\dagger (\omega (\tau))}{\partial \omega_p (\tau) \partial \omega_s (\tau)} \frac{\partial V (\omega (\tau))}{\partial \omega_q (\tau)} \right) \rho_{in} \right] \right)
\]

and

\[
\partial_\theta C_p = \\
- \text{Re} \left( \text{Tr} \left[ \left( \frac{\partial V^\dagger (\omega (\tau))}{\partial \omega_p (\tau)} h_j V (\omega (\tau)) \rho_{in} \right) \right] \right) \\
- \sum_{i,s} \frac{\partial \omega_s (\tau)}{\partial \theta_i} \text{Re} \left( \text{Tr} \left[ \left( \frac{\partial V^\dagger (\omega (\tau))}{\partial \omega_p (\tau)} h_i \frac{\partial V (\omega (\tau))}{\partial \omega_s (\tau)} \right) \rho_{in} \right] \right). 
\]

Appendix B: Complexity Analysis

To compute the gradient \(\partial L/\partial \theta\) of the loss function, given in Eq. (7), we could use either a numerical finite differences method [59], or the analytic, automatic differentiation approach that is presented in this paper. In the following, we discuss the number of circuits that have to be evaluated for those gradient implementations for a trial state with \(q\) parameters, an \(n\)-qubit Hamiltonian with \(p\) parameters, and VarQITE for Gibbs state preparation using \(t\) steps.

The number of circuits that need to be evaluated for Gibbs state preparation with VarQITE are \(\Theta (tq^p)\) and \(\Theta (tqp)\) for \(A\) and \(C\), respectively. Therefore, the overall
The number of circuits is $\Theta(tq(q + p))$. Now, computing the gradient with forward finite differences reads

$$\frac{\partial L}{\partial \theta} \approx \frac{L(\theta + \epsilon) - L(\theta)}{\epsilon},$$

for $0 < \epsilon \ll 1$. For this purpose, VarQITE must be run once with $\theta$ and $p$ times with an $\epsilon$-shift which leads to a total number of $\Theta(tq(q + p))$ circuits.

The automatic differentiation gradient, given in Eq. (8), corresponds to

$$\frac{\partial L}{\partial \theta} = -\sum_{v} \sum_{k=0}^{q-1} \rho^\text{Gibbs}_{v} \frac{\partial}{\partial \omega_k} \frac{\partial}{\partial \theta}$$

with $\langle \ldots \rangle = \text{Tr} \left[ \rho^\text{Gibbs}_v \ldots \right]$. VarQITE needs to be run once to prepare $\rho^\text{Gibbs}$. Furthermore, the evaluation of $\partial \omega_k / \partial \theta$ requires that $\partial A / \partial \theta$ and $\partial C / \partial \theta$ are computed for every step of the Gibbs state preparation. This leads to $\Theta(tq^2(q + p))$ circuits. The resulting overall complexity of the number of circuits is $\Theta(tq^2(q + p))$.

The results are summarized in Table III. Automatic differentiation is more efficient than finite differences if $q < p$. For $q > p$, on the other hand, focusing mainly on computational complexity, one should rather use finite differences. Considering, e.g., a k-local Ising model that corresponds to a Hamiltonian with $\mathcal{O}(n^k)$ parameters. Suppose that we can find a reasonable variational $n$-qubit trial state with $\mathcal{O}(n)$ layers of parameterized and entangling gates, which results in $q = \mathcal{O}(n^2)$ parameters, then, automatic differentiation would outperform finite differences for $k > 2$.

| Method       | Number Circuits       |
|--------------|-----------------------|
| Finite Diff  | $\Theta(tqp(q + p))$  |
| Automatic Diff| $\Theta(tq^2(q + p))$  |

Table III Comparing the number of circuits needed to train a QBM with VarQITE using either finite differences or automatic differentiation. The number of Hamiltonian parameters is $p$, the number of trial state parameters is $q$ and the number of time steps during the Gibbs state preparation is $t$.
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