Recognition of a person named entity from the text written in a natural language
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Abstract. This work is devoted to the semantic analysis of texts, which were written in a natural language. The main goal of the research was to compare latent Dirichlet allocation and latent semantic analysis to identify elements of the human appearance in the text. The completeness of information retrieval was chosen as the efficiency criteria for methods comparison. However, it was insufficient to choose only one method for achieving high recognition rates. Thus, additional methods were used for finding references to the personality in the text. All these methods are based on the created information model, which represents person’s appearance.

1. Introduction

Named entity recognition belongs to the category of information retrieval tasks. Nowadays, there are many methods for extracting knowledge from the text. Despite the fact that this problem is relatively new, it is already one of the most important directions in the field of computer technology. A large amount of information in the text is described implicitly. For example, if extracted information relates to the elements of human appearance, maybe it becomes possible to conclude about person’s professional activities or habits. However, this task is not always easy as it seems because of the features of natural languages. Usually, the text is written in a free form and, therefore, it is quite difficult to interpret the meaning of words. [1]

This paper presents an investigation which method is better for recognition of the appearance elements of a man from the text, composed in a natural language. These two methods were selected for investigation since they are very common and show very good results in practice. In particular, the study was carried by the example of the Russian language. However, it is necessary to bear in mind that latent semantic analysis and latent Dirichlet allocation can be used for a large variety of natural languages.

2. The information model of person’s appearance

First of all, it was necessary to create an information model for providing a research basis. This model should met the following requirements:

- Scalability. Requirements could be changed after experiments.
- Model should fit easily into one of the common programming paradigms.
- Visibility. It should be easy to find necessary information.
Fullness. The model should contain detailed description of person’s appearance so that it was possible to visualize a human.

The frame representation language (FRL) was chosen as a formal description of person’s appearance since it has all necessary parameters. Figure 1 shows the information model of person’s appearance in FRL. Each slot of the frame has a gender determination procedure, which starts after the slot has been filled. The gender determination process relies heavily on morphological aspects of slot’s value. “M” is a predefined set of possible parameters for the appearance model.

```plaintext
{frame Human_Appearance
  (Height (value M) (IF_ADDED(detect_gender)))
  (Body (value M) (IF_ADDED(detect_gender)))
  (Head (value M) (IF_ADDED(detect_gender)))
  (Hair (value M) (IF_ADDED(detect_gender)))
  (Face (value M) (IF_ADDED(detect_gender)))
  (Forehead (value M) (IF_ADDED(detect_gender)))
  (Eyebrows (value M) (IF_ADDED(detect_gender)))
  (Eyes (value M) (IF_ADDED(detect_gender)))
  (Eyelashes (value M) (IF_ADDED(detect_gender)))
  (Nose (value M) (IF_ADDED(detect_gender)))
  (Lips (value M) (IF_ADDED(detect_gender)))
  (Chin (value M) (IF_ADDED(detect_gender)))
  (Teeth (value M) (IF_ADDED(detect_gender)))
  (Neck (value M) (IF_ADDED(detect_gender)))
  (Shoulders (value M) (IF_ADDED(detect_gender)))
  (Chest (value M) (IF_ADDED(detect_gender)))
  (Back (value M) (IF_ADDED(detect_gender)))
  (Legs (value M) (IF_ADDED(detect_gender)))
  (Arms (value M) (IF_ADDED(detect_gender)))
}
```

Figure 1. The person entity information model.

3. Latent semantic analysis and latent Dirichlet allocation

Latent semantic analysis (LSA) is a method for processing text information in a natural language, which examines the dependency of keywords on collection of documents (or sentences). The main purpose is to find a vector of documents, which is as close as possible to the specified keyword. [2]

The algorithm of latent semantic analysis is as follows:

- Select specified keywords. These keywords should describe the appearance of a person.
- Construct frequency matrix $A$, in which columns are documents and rows are keywords. Each element of the matrix should represent the occurrence of the keyword in the document.
- Apply a TF-IDF method on the basis of a frequency matrix to ensure that results are relevant. [3]
- It is necessary to use singular value decomposition on the basis of a resulting matrix. SVD separates the frequency matrix into a matrix of documents ($U$), a matrix of keywords ($V_t$) and a diagonal matrix ($S$).

$$A = U \cdot S \cdot V^T$$  \hspace{1cm} (1)

- A number of rows from matrix $V_t$ and columns from matrix $U$ can be dropped. This statement follows from the feature of singular value decomposition. Thus, less significant values will not take part in future computations. According to experiments, the best variant is to use $V_t$ with 2 rows and $U$ with 2 columns.
- Matrix $U$ contains the coordinates of keywords and $V_t$ – coordinates of documents. It is now possible to obtain the nearest documents, which has the same semantic meaning as a specified keyword. [4]
Latent Dirichlet allocation (LDA) serves the same purpose as LSA – it finds the dependency between the specified keyword and related documents, but in another form. LDA provides the information about how likely each keyword refers to each topic. On the other hand, the result contains probability of the document belonging to one of the topic. [5]

LDA takes at least three parameters as an input:

- Number of iterations.
- Number of topics.
- Text in a natural language.
- Set of keywords.

The algorithm of this method is as follows:

- Compose the list of keywords. These keywords should describe the appearance of a person.
- Assign topic for every word in each document. This assignment can be arbitrary or based on any external signs (in this case, it can be the same frequency matrix as in the LSA method).
- Calculate the percentage of topics, which relates to specified document \( p(t|d) \) and the probability that the word relates to current topic \( p(w|t) \). A specified word relates to the topic with probability:

\[
p = p(t|d) \times p(w|t)
\]

(2)

- Repeat the previous iteration of a predetermined number of times.

Both methods have much in common. The performance of these methods is low for the large document collection. Latent semantic analysis treats the text as a set of words that do not have any semantic links; so does latent Dirichlet allocation. However, this approach has an advantage in partial disambiguation from words with several meanings.

4. Person entity recognition

A person is one the most difficult named entity to recognize in the text. It is very easy to recognize the person if the text contains the name or surname of the entity. Nevertheless, such cases are extremely rare and references to an individual occurs differently. It is necessary to perform pre-processing of the text to increase the accuracy of latent semantic methods. LSA and LDA should perform searching of person’s appearance only in documents, which contain such description. [6, 9]

One common approach is to use contextual rules. Every rule represents a standard regular expression, which is constructs from the training sample as follows:

- Any mention of a person should be replaced with a special word \{PERSON\}.
- If the word in a training sample is an element of a human appearance, it should be set in its initial form.
- All other words should be replaced with its parts of speech.
- After processing the entire training sample, similar contextual rules should be combined using special characters. The ‘?’ symbol means that this position can be omitted, the ‘+’ symbol means that the position can be repeated one or more times in a row and the ‘|’ symbol represents logical “or”.
- Optionally, some phrases can be listed at the end of the training sample, which indicates that the sentence excludes the possibility of containing the entity.
Thus, the outputs are kind of regular expressions, which are applied to the text to define a named entity with it.

The next step is to resolve the reference of pronouns in the third person. Reference resolution of pronouns in the third form is one of the most common, but at the same time the simplest case, but completeness of information retrieval receives a great boost. This task can be considered as a problem of binary classification. Therefore, it is a good opportunity to use support vector machines (SVM). The simplest case of SVM was programmed using the linear classifier. Thereby the training sample must be compiled carefully to avoid the case of linear inseparability. [7, 8]

The list of parameters for support vector machines which were used for training:

- Number of sentences between antecedent and anaphora.
- Whether the antecedent is in the nominative.
- Position of the anaphora in the sentence.
- Position of the antecedent in the sentence.
- Number of nouns and pronouns, which are located in sentences with antecedent and anaphora.
- Is the antecedent and anaphora case matches.
- Is the antecedent and anaphora genus matches.
- Is antecedent and anaphora both in a plural or singular form.

5. Latent semantic methods comparison

All methods, which were mentioned in this paper, were written in Python 3. Pymorphy2 library was used for any morphological operations. It uses the “OpenCorpora” dictionary that counts about million and a half tokens at this moment.

A training set for support vector machines consists of five hundred samples. The training set for contextual rules also counts five hundred sentences. Latent semantic analysis and latent Dirichlet allocation do not need any training data.

Let \( N \) be a total number of person’s appearance elements, and \( N_r \) – the number of items found by one of the method. These two methods are compared by calculation of the completeness of information retrieval, which is as follows: [10]

\[
CIR = \frac{N_r}{N}
\]  

Experiment results are shown in table 1. Natural language texts used in the experiment were taken from areas that had been used to compile OpenCorpora, such as imaginative literature, blogs, Wikipedia and legal texts. Table 1 shows that if the search is performed only based on text passages that contain person references, the accuracy of recognition will increase greatly. In turn, the latent semantic analysis shows slightly better results for the recognition of human appearance in comparison with latent Dirichlet allocation regardless of the volume of the input information.

Table 1. The results of the comparison of latent semantic analysis and latent Dirichlet allocation.

| Number of documents | The approximate number of words per document | LSA without person recognition | LDA without person recognition | LSA with person recognition | LDA with person recognition |
|---------------------|---------------------------------------------|-------------------------------|--------------------------------|-----------------------------|-----------------------------|
| 1                   | 100                                         | 0.7                           | 0.68                           | 0.85                        | 0.83                        |
| 2                   | 100                                         | 0.69                          | 0.67                           | 0.84                        | 0.82                        |
| 5                   | 200                                         | 0.69                          | 0.67                           | 0.84                        | 0.82                        |
| 7                   | 200                                         | 0.67                          | 0.65                           | 0.83                        | 0.81                        |
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7. Conclusion
Completeness of information retrieval on the subject of human appearance has been investigated using the methods of latent semantic analysis and latent Dirichlet allocation. The completeness of information retrieval was chosen as the efficiency criteria for methods comparison. Both methods have shown quite good results in practice. However, LSA is slightly better than LDA in case of recognition the appearance of a person. Preprocessing the text with finding references to the person greatly increases the accuracy of both methods.

The program was written in Python 3 with the usage of pymorphy2 library for morphological analysis. OpenCorpora was chosen as a main dictionary, with the help of which words were put in their normal forms.
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