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Abstract

Cognitive radio (CR) is an effective solution to improve the spectral efficiency (SE) of wireless communications by allowing the secondary users (SUs) to share spectrum with primary users (PUs). Meanwhile, intelligent reflecting surface (IRS) has been recently proposed as a promising approach to enhance SE and energy efficiency (EE) of wireless communication systems through intelligently reconfiguring the channel environment. In this paper, we consider an IRS-assisted downlink CR system, in which a secondary access point (SAP) communicates with multiple SUs without affecting multiple PUs in the primary network and all nodes are equipped with multiple antennas. Our design objective is to maximize the achievable weighted sum rate (WSR) of SUs subject to the total transmit power constraint at the SAP and the interference constraints at PUs, by jointly optimizing the transmit precoding at the SAP and the reflecting coefficients at the IRS. To deal with the complex objective function, the problem are reformulated by employing the well-known weighted minimum mean-square error (WMMSE) method and an alternating optimization (AO)-based algorithm is proposed. Furthermore, a special scenario with only one PU is considered and an AO-based algorithm with lower complexity is proposed. Finally, some numerical simulations have been done to demonstrate that the proposed algorithm outperforms other benchmark schemes.
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I. INTRODUCTION

It is known that the spectral efficiency (SE) and energy efficiency (EE) are the two essential criteria for designing future wireless networks [1]. While cognitive radio (CR) has been proposed as one effective way to enhance the radio SE and EE [2]. Moreover, it has great potential in reducing the cost and the complexity and as well as energy consumption of the future 5G technologies such as massive MIMO with excessive antennas, and also can support the development of the sustainable and green wireless networks in the coming years [3]. Meanwhile, recently, a new technology following the development of the Micro-Electro-Mechanical Systems (MEMS) named as intelligent reflecting surfaces (IRS) has been proposed, which can reconfigure and achieve a smart wireless propagation environment via software-controlled reflection [4]–[6].

One the one hand, for the IRS assisted wireless communications, in [7], the problem of jointly optimizing the access point (AP) active beamforming and IRS passive beamforming with AP transmission power constraint to maximize the received signal power for one pair of transceivers was discussed. Based on the semidefinite relaxation (SDR) and the alternate optimization (AO), both the centralized algorithm and distributed algorithm were proposed therein. The work [8] extended the previous work to the multi-users scenario but with the individual signal-to-noise ratio (SNR) constraints, where the joint optimization of the AP active beamforming and IRS passive beamforming was discussed to minimize the total AP transmission power, and two suboptimal algorithms with different performance-complexity tradeoff were presented. Huang et al. considered the IRS-based multiple-input single-output (MISO) downlink multi-user communications for an outdoor environment, where [9] studied optimizing the base station (BS) transmission power and IRS phase shift with BS transmission power constraint and user signal-to-interference-and-noise-ratio (SINR) constraint to maximize sum system rate. Since the formulated resource allocation problem is non-convex, Majorization-Minimization (MM) and AO was jointly used, and the convergence of the proposed algorithm was analyzed. Different from the continuous phase shift assumption of the IRS reflecting elements in existing studies, [10] considered that each IRS reflecting element can only achieve discrete phase shift and the joint optimization of the multi-antenna AP beamforming and IRS discrete phase shift was discussed under the same scenario as [7]. Then the performance loss caused by the IRS discrete phase shift was quantitatively analyzed via comparing with the IRS continuous phase shift. It is surprised that, the results have shown that as the number of IRS reflecting elements approaches
infinity, the system can obtain the same square power gain as IRS with continuous phase shift, even based on 1-bit discrete phase shift. Furthermore, [11] and [12] discussed the joint AP power allocation and IRS phase-shift optimization to maximize system energy and spectrum efficiency, where the user has a minimum transmission rate constraint and the AP has a total transmit power constraint. Due to the presented problem is non-convex, the gradient descent (GD) based AP power allocation algorithm and fractional programming (FP) based IRS phase shift algorithm were proposed therein. For the IRS assisted wireless communication system, Han and Tang et al. [13] analyzed and obtained a compact approximation of system ergodic capacity and then, based on statistical channel information and approximate traversal capacity, the optimal IRS phase shift was proved. The authors also derived the required quantized bits of the IRS discrete phase shift system to obtain an acceptable ergodic capacity degradation. In [14], a new IRS hardware architecture was presented and then, based on compressed sensing and deep learning, two reflection beamforming methods were proposed with different algorithm complexity and channel estimation training overhead. Similar to [14], Huang and Debbah et al. [15] proposed a deep learning based algorithm to maximize the received signal strength for IRS-assisted indoor wireless communication environment. Some recently studies about the IRS assisted wireless communications could be found in [16]–[19], and they were focused on the IRS assisted millimeter band or non-orthogonal multiple access (NOMA) based wireless communications.

On the other hand, for the IRS assisted CR networks, considering that all nodes were equipped with single antenna, in [20], an IRS was deployed to assist in the spectrum sharing between a primary user (PU) link and an secondary user (SU) link. For which, authors aimed to maximize the achievable SU rate subject to a given SINR target for the PU link, by jointly optimizing the SU transmit power and IRS reflect beamforming. Different from [20], the CR system consisted of multiple SUs and the secondary access point (SAP) with multiple antennas was introduced in [21]. Specifically, based on both bounded channel state information (CSI) error model and statistical CSI error model for PU-related channels, robust beamforming design was investigated and the transmit precoding matrix at the SAP and phase shifts at the IRS were jointly optimized to minimize the total transmit power at the SAP subject to the quality of service of SUs, the limited interference imposed on the PU and unit-modulus of the reflective beamforming. In addition, in [22] and [23], Jie Yuan considered a CR system including multiple PUs and single SU, and maximized the transmission rate of SUs under the constraints of the maximum transmitting power
at the SAP and the interference leakage at the PUs. Moreover, the research result was extended to the case with imperfect CSI. It is noted that the system mentioned in [22] contained only one IRS, while multiple IRSs were introduced in [23]. Furthermore, in [24], the beamforming vectors at the base station and the phase shift matrix at the IRS are jointly optimized for maximization of the sum rate of the secondary system based on the network with multiple PUs and SUs, and the suboptimal solution was obtained by the AO-based algorithm. Considered the same scenario, [25] minimized the transmit power at the SAP equipped with multiple antennas and the AO-based algorithm was proposed as well. Furthermore, in [26], a IRS-assisted secondary network employed a full-duplex base station for serving multiple half-duplex downlink and uplink users simultaneously. The downlink transmit beamforming vectors and the uplink receive beamforming vectors at the full-duplex base station, the transmit power of the uplink users, and the phase shift matrix at the IRS are jointly optimized for maximization of the total sum rate of the secondary system. The design task is formulated as a non-convex optimization problem taking into account the imperfect CSI of the PUs and their maximum interference tolerance, for which, an iterative block coordinate descent (BCD)-based algorithm was developed. Combining IRS with physical layer security, [27] aimed to solve the security issue of CR networks. Specifically, an IRS-assisted MISO CR wiretap channel was studied. To maximize the secrecy rate of SUs subject to a total power constraint for the transmitter and interference power constraint for a single antenna PU, an AO algorithm is proposed to jointly optimize the transmit covariance at transmitter and phase shift coefficient at IRS by fixing the other as constant.

Note that, all the existing research about the IRS-assisted CR network only consider that PUs and SUs are equipped with single antenna [20]–[27]. However, in order to further improve the performance of the wireless systems, multi-antenna enabled technologies are adopted by many commercial standards, such as the IEEE 802.11ax, LTE and the fifth generation (5G) mobile networks. Therefore, it is necessary to study the IRS assisted CR system with multiple-transmit and multiple-receive antennas, and this is the focus of this work. After finishing the research of this work, we note that similar work has been done in [28] but with single PU. In specific, the author proposed an IRS assisted CR system which includes a SAP, a PU and multiple SUs. However, it should be noted that compared with [28], our work in this paper is more universal and the scenario studied in [28] can be seen as a special case of our work. Specifically, the contributions of this paper are summarized as follows.

- In this paper, an IRS-assisted downlink multiple-input multiple-output (MIMO) CR system
is discussed, that is, a SAP communicates with multiple SUs with the assistance of an IRS but without affecting multiple PUs in the primary network. We aim at maximizing the achievable WSR of SUs by jointly optimizing the transmit precoding matrix at the SAP and the reflecting coefficients at the IRS, subject to a total transmit power constraint at the SAP and interference temperature constraints at PUs. To deal with the complex objective function, the problem are reformulated by employing the well-known weighted minimum mean-square error (WMMSE) method and an AO-based algorithm is proposed. That is, for the auxiliary matrix, decoding matrices, SAP precoding matrix and IRS reflection coefficient matrix, one of them is iteratively obtained while keeping the others fixed, and the process continues until convergence.

- In addition, for the scenario with single PU, i.e., the same scenario as [28], a lower complexity algorithm is proposed. Since the algorithm proposed in [28] involves the inverse operation of the matrix in the iterative process for SAP precoding matrix optimization under given auxiliary matrix, decoding matrix and IRS reflection coefficients, whose complexity is very high. In this paper, the special structure of the matrices are used to remove the inverse operation. Further, without loss the performance, the algorithm with lower complexity is presented by the Lagrangian dual decomposition and successive convex approximation (SCA) method, and the optimal solution of the subproblem is obtained.

- Finally, some numerical simulations have been done to demonstrate that the proposed algorithm outperforms other benchmark schemes. Note that, simulation results include two part which are corresponding to the general scenario with multiple PUs and the special scenario with only one PU.

The rest of this paper is organized as follows. In Section II the system model and the considered optimization problem are presented. In Section III the considered problem is discussed and solved, and an AO-based algorithm is proposed. Then the discussion is extended to a special scenario with only one PU in Section IV and an AO-based algorithm with lower complexity is proposed therein. The simulation results are presented in Section V and we conclude at last.

**Notation:** We use uppercase boldface letters for matrices and lowercase boldface letters for vectors. \( E\{\bullet\} \) stands for the statistical expectation for random variables, and \(|\bullet|\), \( \text{arg}\{\bullet\} \), \( \Re\{\bullet\} \) and \((\bullet)^*\) denote the absolute value, the argument, the real part and the conjugate of a complex number, respectively. \( \det(\bullet) \) and \( Tr(\bullet) \) indicate the determinant and trace of a matrix, whereas \((\bullet)^T\), \((\bullet)^H\), \((\bullet)^{-1}\) and \((\bullet)\dagger\) represent the transpose, conjugate transpose, inverse and pseudo-
inverse of a matrix, respectively. In addition, $\mathbf{I}$ denotes the identity matrix with appropriate size, and $\text{diag}(\bullet)$ represents a diagonal matrix whose diagonal elements are from a vector. $\mathbf{A} \succeq 0$ and $\mathbf{A} > 0$ indicate that $\mathbf{A}$ are positive semi-definite and positive definite matrix.

II. SYSTEM MODEL AND THE PROBLEM

In this section, firstly, we present the system model of the intelligent reflecting surface (IRS)-assisted downlink multiple-input multiple-output (MIMO) cognitive radio (CR) system, referring to it as the IRS-MIMO-CR system. Then, we illustrate the signal model for our considered system, which includes the channel model and IRS reflecting model. Note that, as [7] and [8], the signals that are reflected by the IRS multi-times are ignored due to significant path loss. Moreover, to characterize the performance limit of the considered IRS-assisted secure communication system, the quasi-static flat-fading channel model is adopted herein and all the CSI are perfectly known at the SAP [29]. Finally, we formulate the discussed optimization problem.

A. System Model

Consider the IRS-MIMO-CR system, as shown in Fig. 1, where a secondary access point (SAP) serves multiple secondary users (SUs) without affecting the communications between primary access point (PAP) and multiple primary users (PUs) in the primary network. All nodes
are equipped with multiple antennas and the number of antennas at the PAP, PUs, SAP and SUs are $N_{PA}$, $N_{PU}$, $N_{SA}$ and $N_{SU}$, respectively. Denote the sets of PUs and SUs as $\mathcal{K} = \{1, 2, ..., K\}$ and $\mathcal{L} = \{1, 2, ..., L\}$, respectively. In addition, an IRS composed of $M$ passive elements, which are denoted as the set $\mathcal{M} = \{1, 2, ..., M\}$, is installed on a surrounding wall to assist the communications between the SAP and SUs. The IRS has a smart controller, who has the capability of dynamically adjusting the phase shift of each reflecting element based on the propagation environment learned through periodic sensing [7].

The number of data streams for each SU is assumed to be $d$, satisfying $1 \leq d \leq \min\{N_{SA}, N_{SU}\}$. The transmit signal from the BS is given by

$$x = \sum_{l=1}^{L} F_l s_l,$$

(1)

where $s_l \in \mathbb{C}^{d \times 1}, \forall l \in \mathcal{L}$ is the $d \times 1$ data symbol vector designated for the $l$th SU satisfying $\mathbb{E}[s_l s_l^H] = I$ and $\mathbb{E}[s_i s_j^H] = 0, \forall i, j \in \mathcal{L}, i \neq j$. In addition, $F_l \in \mathbb{C}^{N_{SA} \times d}, \forall l \in \mathcal{L}$ is the linear precoding matrix used by the SAP for the $l$th SU. As a result, the received signals, which are transmitted from SAP, at the $k$th PU and $l$th SU are given by

$$y_k = r_k + H_{sk} x + H_{rk} \Theta H_{sr} x + n_k$$

$$= r_k + (H_{sk} + H_{rk} \Theta H_{sr}) x + n_k \quad (2)$$

$$y_l = H_{sl} x + H_{rl} \Theta H_{sr} x + n_l$$

$$= (H_{sl} + H_{rl} \Theta H_{sr}) x + n_l \quad (3)$$

where $r_k \in \mathbb{C}^{N_{PU} \times 1}, \forall k \in \mathcal{K}$ stands for the signal which is transmitted from PAP and received by the $k$th PU. Moreover, the baseband equivalent channels from the SAP to the $k$th PU, from the SAP to the IRS, from the IRS to the $k$th PU, from the IRS to the $l$th SU are modelled by matrices $H_{sk} \in \mathbb{C}^{N_{PU} \times N_{SA}}, H_{sl} \in \mathbb{C}^{N_{SU} \times N_{SA}}, H_{sr} \in \mathbb{C}^{M \times N_{SA}}, H_{rk} \in \mathbb{C}^{N_{PU} \times M}$ and $H_{rl} \in \mathbb{C}^{N_{SU} \times M}$, respectively. Let $\Theta = diag(\theta) \in \mathbb{C}^{M \times M}$ denote the diagonal reflection matrix of the IRS, with $\theta = [\theta_1, \theta_2, ..., \theta_M]^T \in \mathbb{C}^{M \times 1}$ and $|\theta_m| = 1, \forall m \in \mathcal{M}$. Therefore, the effective MIMO channel matrix from the SAP to the $k$th PU and $l$th SU receiver is given by $G_{sk}(\Theta) = H_{sk} + H_{rk} \Theta H_{sr}$ and $G_{sl}(\Theta) = H_{sl} + H_{rl} \Theta H_{sr}$, respectively. $n_k \sim CN(0, \sigma_k^2 I)$ represents the additive white Gaussian noise at the $k$th PU, and $n_l \sim CN(0, \sigma_l^2 I)$.
is the equivalent noise at the \( l \)th SU, which captures the joint effect of the received interference from the primary network and thermal noise. \( \sigma_{k}^{2} \) and \( \sigma_{l}^{2} \) denote the corresponding average noise power at the \( k \)th PU and the \( l \)th SU. By substituting (1) into (3), the received signals of the \( l \)th SU are reformulated as

\[
y_{l} = G_{s l}(\Theta) F_{l} s_{l} + \sum_{i=1,i \neq l}^{L} G_{s l}(\Theta) F_{i} s_{i} + n_{l}. \tag{4}
\]

Denotes the collection of precoding matrixs used by the SAP as \( F = \{F_{1}, F_{2}, ..., F_{L}\} \). Hence, the transmit data rate (bit/s/Hz) of the \( l \)th SU is written as

\[
R_{l}(F, \Theta) = \log_{2} \det \left( I + G_{s l}(\Theta) F_{l} F_{l}^{H} G_{s l}^{H}(\Theta) J_{l}^{-1} \right), \tag{5}
\]

where \( J_{l} = \sum_{i=1,i \neq l}^{L} G_{s l}(\Theta) F_{i} F_{i}^{H} G_{s l}^{H}(\Theta) + \sigma_{l}^{2} I \) represents the interference-plus-noise covariance matrix of the \( l \)th SU. Moreover, the interference signal power imposed on the \( k \)th PU is denoted as

\[
IT_{k} = \sum_{l=1}^{L} \text{Tr} \left( G_{s k}(\Theta) F_{l} F_{l}^{H} G_{s k}^{H}(\Theta) \right). \tag{6}
\]

### B. Problem Formulation

As mentioned earlier, we discuss the joint optimization of the transmit precoding matrix at the SAP and the reflection coefficients at the IRS to maximize the achievable WSR of SUs subjected to the total transmit power constraint at the SAP, interference constraints at PUs and the reflection coefficient constraint at the IRS. Thus we have the following OP1,

\[
\max_{F, \Theta} \sum_{l=1}^{L} \omega_{l} R_{l}(F, \Theta)
\]

\[
s.t. \ C1 : \sum_{i=1}^{L} \text{Tr} \left( F_{i}^{H} F_{l} \right) \leq P_{\text{max}} \tag{7}
\]

\[
C2 : \sum_{l=1}^{L} \text{Tr} \left( G_{s k}(\Theta) F_{l} F_{l}^{H} G_{s k}^{H}(\Theta) \right) \leq \Gamma_{k}, \forall k \in \mathcal{K}
\]

\[
C3 : |\Theta_{mm}| = 1, \forall m \in \mathcal{M}
\]

In which, \( C1 \) characterizes the total transmit power constraint at the SAP, \( C2 \) defines the interference constraints at PUs, and \( C3 \) represents the IRS reflecting coefficient constraint, \( \Gamma_{k} \) denotes the maximum received interference power at the PU \( k \). It is obvious that the OP1 is a non-convex nonlinear programming with coupled variables \( F \) and \( \Theta \) and also the uni-modal constraint on each reflection coefficient \( \Theta_{mm} \), which makes it difficult to solve. Therefore, in the sequel, we pursue the suboptimal approach to handle the OP1.
III. Alternating Optimization Based Joint Optimization Algorithm

In this section, a suboptimal algorithm is proposed to solve the OP1. As aforementioned that, our formulated OP1 is a non-convex nonlinear programming, therefore, we first transform the OP1 into a more tractable one, which allows the decoupling of precoding matrices and the reflection coefficient matrix. Then, alternating optimization (AO) algorithm is proposed to solve the transformed problem.

A. Reformulation of the Original Problem

To deal with the complex objective function, we reformulate the OP1 by employing the well-known WMMSE [30] method. Specifically, the linear decoding matrix is applied to estimate the signal vector for each SU, which is denoted by

$$\hat{s}_l = U_l^H y_l, \forall l \in \mathcal{L}$$

(8)

where $U_l \in \mathbb{C}^{N_{SU} \times d}$ is the decoding matrix for the $l$th SU. Then, the MSE matrix for the $l$th SU is given by

$$E_l = \mathbb{E}_{s,n} \left[ (\hat{s}_l - s_l)(\hat{s}_l - s_l)^H \right]$$

$$= \left( U_l^H G_{sl}(\Theta) F_l - I \right) \left( U_l^H G_{sl}(\Theta) F_l - I \right)^H$$

$$+ \sum_{i=1, i \neq l}^L U_l^H G_{sl}(\Theta) F_i F_i^H G_{sl}(\Theta) U_l$$

$$+ \sigma_l^2 U_l^H U_l, \forall l \in \mathcal{L}$$

(9)

where $s$ and $n$ denote the collections of data symbols and noise vectors of all SUs, respectively. Denoting the sets of decoding matrices as $U = \{ U_l, \forall l \in \mathcal{L} \}$ and introducing a set of auxiliary matrices $W = \{ W_l \geq 0, \forall l \in \mathcal{L} \}$, the OP1 can be reformulated as the following OP2

$$\max_{W, U, F, \Theta} \sum_{l=1}^L \omega_l h_l(W, U, F, \Theta)$$

s.t. $C1, C2$ and $C3$

(10)

In which, $h_l(W, U, F, \Theta)$ is given by

$$h_l(W, U, F, \Theta) = \log_2 \det(W_l) - Tr(W_l E_l) + d.$$  

(11)

Note that, by iteratively obtaining one set of variables while keeping the others fixed, the objective function in OP2 is much easier to handle with AO. Since the decoding matrices $U$ and auxiliary
matrices $W$ only appear in $h_l (W, U, F, \Theta)$, the optimal solution of $U$ and $W$ can be obtained by setting the first-order derivative of $h_l (W, U, F, \Theta)$ with respect to $U_l$ and $W_l$ to zero while keeping the other matrices fixed. Hence, the optimal solutions are denoted as

$$
\hat{U}_l = (J_l + G_{sl}F_l F_l^H G_{sl}^H)^{-1}G_{sl}F_l ,
$$

$$
\hat{W}_l = \left(\hat{E}_l\right)^{-1}.
$$

Herein, given the reflection coefficient matrix $\Theta$ at the IRS, $G_{sl} (\Theta)$ is simplistically denoted as $G_{sl}$. Moreover, $\hat{E}_l$ is obtained by inserting $\hat{U}_l$ into the MSE matrix of the $l$th SU, yielding

$$
\hat{E}_l = I - F_l^H G_{sl}^H (J_l + G_{sl}F_l F_l^H G_{sl}^H)^{-1}G_{sl}F_l
$$

In the following, the precoding matrices $F$ and reflection coefficient matrix $\Theta$ are optimized with given $U$ and $W$.

**B. Optimization of the precoding matrices**

In this subsection, we discuss the precoding matrices optimization at the SAP for given the reflecting coefficients at the IRS, decoding matrices and auxiliary matrices. Hence, substituting $E$ into the objective function of OP2 and discarding the constant terms, the precoding matrices optimization problem can be transformed as the following OP3,

$$
\min_{F} \sum_{l=1}^{L} Tr \left( F_l^H X_0 F_l \right) - \sum_{l=1}^{L} 2Re \left\{ Tr \left( Y_l^H F_l^H \right) \right\}
$$

s.t.

$$
\sum_{l=1}^{L} Tr \left( F_l^H F_l \right) \leq P_{\max}
$$

$$
\sum_{l=1}^{L} Tr \left( F_l^H X_k F_l \right) \leq \Gamma_k, \forall k \in \mathcal{K}
$$

In which, $G_{sk}$ is the abbreviated form of $G_{sk} (\Theta)$ with given the reflection coefficient matrix $\Theta$ at the IRS. In addition, $X_0 = \sum_{m=1}^{L} \omega_m G_{sm}^H U_m W_m U_m^H G_{sm} \succeq 0$, $X_k = G_{sk}^H G_{sk} \succeq 0$, $\forall k \in \mathcal{K}$ and $Y_l = \omega_l W_l U_l^H G_{sl}$, $\forall l \in \mathcal{L}$. It is obvious that OP3 is quadratically constrained quadratic programming (QCQP) problem [31]. Since $X_0 \succeq 0$ and $X_k \succeq 0$, OP3 is convex and can be easily solved with standard interior-point methods.
C. Optimize the IRS reflecting coefficients

In this subsection, given the precoding matrices at the SAP, decoding matrices and auxiliary matrices, the optimization of the reflecting coefficient matrix $\Theta$ at IRS is discussed. Particularly, we have the following OP4.

$$\min_\Theta \sum_{l=1}^L \text{Tr} \left( \omega_l W_l U_l^H G_{sl} (\Theta) Q_s G_{sl}^H (\Theta) U_l \right)$$

$$- \sum_{l=1}^L 2 \text{Re} \left\{ \text{Tr} \left( \omega_l W_l U_l^H G_{sl} (\Theta) F_l \right) \right\}$$

$$\text{s.t.} \quad \text{Tr} \left( G_{sk} (\Theta) Q_s G_{sk}^H (\Theta) \right) \leq \Gamma_k, \forall k \in \mathcal{K}$$

$$|\Theta_{mm}| = 1, \forall m \in \mathcal{M}$$

where $Q_s = \sum_{m=1}^L F_m F_m^H$. By using $G_{sl} (\Theta) = H_{sl} + H_{rl} \Theta H_{sr}$, we have

$$\omega_l W_l U_l^H G_{sl} (\Theta) Q_s G_{sl}^H (\Theta) U_l = \omega_l W_l U_l^H H_{rl} \Theta H_{sr} Q_s H_{sr}^H \Theta^H H_{rl}^H U_l$$

$$+ \omega_l W_l U_l^H H_{rl} \Theta H_{sr} Q_s H_{sr}^H U_l$$

$$+ \omega_l W_l U_l^H H_{sl} Q_s H_{sr}^H \Theta^H H_{rl}^H U_l$$

$$+ \omega_l W_l U_l^H H_{sl} Q_s H_{sr}^H U_l$$

(17)

$$\omega_l W_l U_l^H G_{sl} (\Theta) F_l = \omega_l W_l U_l^H H_{rl} \Theta H_{sr} F_l + \omega_l W_l U_l^H H_{sl} F_l$$

(18)

$$G_{sk} (\Theta) Q_s G_{sk}^H (\Theta) = H_{rk} \Theta H_{sr} Q_s H_{sr}^H \Theta^H H_{rk}^H + H_{rk} \Theta H_{sr} Q_s H_{sk}^H$$

$$+ H_{sk} Q_s H_{sr}^H \Theta^H H_{rk}^H + H_{sk} Q_s H_{sk}^H$$

(19)

Based on the above conversions, discarding the constant terms, the OP4 can be transformed into the following formulation,

$$\min_\Theta \text{Tr} \left( B_0 \Theta C \Theta^H \right) + 2 \text{Re} \left\{ \text{Tr} \left( D_0^H \Theta^H \right) \right\}$$

$$\text{s.t.} \quad \text{Tr} \left( B_k \Theta C \Theta^H \right) + 2 \text{Re} \left\{ \text{Tr} \left( D_k^H \Theta^H \right) \right\} \leq \tilde{\Gamma}_k, \forall k \in \mathcal{K}.$$  

(20)

Herein, $B_0 = \sum_{l=1}^L \omega_l H_{rl}^H U_l W_l U_l^H H_{rl}$, $B_k = H_{rk}^H H_{rk} \geq 0$, $C = H_{sr} Q_s H_{sr}^H \geq 0$, $D_0 = \sum_{l=1}^L \omega_l H_{sr} Q_s H_{sr}^H U_l W_l U_l^H H_{rl}$, $D_k = H_{sr} Q_s H_{sk}^H H_{rk}$ and $\tilde{\Gamma}_k = \Gamma_k -$
Tr \(H_{sk}^H Q_s H_{sk}^H\). Since \(\Theta = \text{diag}(\theta)\) is a diagonal matrix, adopting the matrix identity in \([32]\), it follows that

\[
\begin{align*}
\text{Tr}(B_0 \Theta C \Theta^H) &= \theta^H (B_0 \odot C) \theta \\
\text{Tr}(B_k \Theta C \Theta^H) &= \theta^H (B_k \odot C) \theta.
\end{align*}
\]

(21)

Further, denote \(d_0 = [\langle D_0 \rangle_{1,1}, \langle D_0 \rangle_{2,2}, \ldots, \langle D_0 \rangle_{M,M}]^T\) and \(d_k = [\langle D_k \rangle_{1,1}, \langle D_k \rangle_{2,2}, \ldots, \langle D_k \rangle_{M,M}]^T\) as the collections of diagonal elements of \(D_0\) and \(D_k\). We thus have

\[
\text{Tr}(D_0^H \Theta^H) = \theta^H d_0^* \quad \text{and} \quad \text{Tr}(D_k^H \Theta^H) = \theta^H d_k^*.
\]

(22)

Therefore, the problem (20) can be simplified as

\[
\begin{align*}
\min_{\theta} \quad & \theta^H \Upsilon_0 \theta + 2 \text{Re} \{ \theta^H d_0^* \} \\
\text{s.t.} \quad & \theta^H \Upsilon_k \theta + 2 \text{Re} \{ \theta^H d_k^* \} \leqslant \tilde{\Gamma}_k, \forall k \in \mathcal{K}. \\
& |\theta_m| = 1, \forall m \in \mathcal{M}
\end{align*}
\]

(23)

Herein, since \(B_0 \succeq 0\), \(B_k \succeq 0\) and \(C \succeq 0\), there are \(\Upsilon_0 = B_0 \odot C^T \succeq 0\) and \(\Upsilon_k = B_k \odot C^T \succeq 0\). However, due to the non-convexity of the uni-modulus constraint on each reflection coefficient \(\theta_m\), the problem (23) is non-convex. Hence, penalty function (PF) and successive convex approximation (SCA) are adopted. Specifically, introducing the slack factor \(\lambda \leq 0\), the problem (23) can be reformulated as

\[
\begin{align*}
\min_{\theta} \quad & \theta^H \Upsilon_0 \theta + 2 \text{Re} \{ \theta^H d_0^* \} - \lambda \theta^H \theta \\
\text{s.t.} \quad & \theta^H \Upsilon_k \theta + 2 \text{Re} \{ \theta^H d_k^* \} \leqslant \tilde{\Gamma}_k, \forall k \in \mathcal{K} \\
& |\theta_m| \leqslant 1, \forall m \in \mathcal{M}
\end{align*}
\]

(24)

The term \(\lambda \theta^H \theta\) could ensure that the uni-modulus constraint \(|\theta_m| = 1\), \(\forall m \in \mathcal{M}\) is hold at the optimal solution when \(\lambda \to +\infty\). Note that, the objective function of the problem (24) is the sum of a convex function and a concave function which means (24) is non-convex. Hence, the SCA-based algorithm \([33], [34]\) is used to handle (24) and the convex part of the objective function is approximated by its first order Taylor expansion. In specific, given the initial point \(\theta^{(n)}\) and discarding the constant terms, the sub-problem can be denoted as

\[
\begin{align*}
\min_{\theta} \quad & \theta^H \Upsilon_0 \theta + 2 \text{Re} \{ \theta^H d_0^* \} - 2 \lambda \text{Re} \{ \theta^H \theta^{(n)} \} \\
\text{s.t.} \quad & \theta^H \Upsilon_k \theta + 2 \text{Re} \{ \theta^H d_k^* \} \leqslant \tilde{\Gamma}_k, \forall k \in \mathcal{K} \\
& |\theta_m| \leqslant 1, \forall m \in \mathcal{M}
\end{align*}
\]

(25)
Now, (25) is convex and can be solved by standard interior-point methods [31]. Therefore, (24) can be handled by solving a series of convex problems iteratively and the details are summarized in the Algorithm 1 as below.

**Algorithm 1: SCA-based Algorithm to Solve (24)**

1. Initialize \( \theta^{(0)} \), \( \varepsilon > 0 \), \( n = 0 \), calculate the objective value of (24) as \( z(\theta^{(0)}) \);
2. Given \( \theta^{(n)} \), obtain \( \hat{\theta}^{(n)} \) by solving problem (25) with CVX;
3. If \( \frac{z(\hat{\theta}^{(n)}) - z(\theta^{(n)})}{z(\theta^{(n)})} > \varepsilon \), set \( z(\theta^{(n+1)}) = z(\hat{\theta}^{(n)}) \), \( \theta^{(n+1)} = \hat{\theta}^{(n)} \), \( n = n + 1 \), go back to S2; else set \( \hat{\theta} = \hat{\theta}^{(n)} \);
4. Output \( \hat{\theta} \);

Based on the above discussion, we formulate the PF-based algorithm to solve the OP4 as the following Algorithm 2.

**Algorithm 2: PF-based Algorithm to Solve OP4**

1. Initialize \( \theta^{(0)} \), \( \varepsilon > 0 \), \( \lambda^{(0)} \), \( n = 0 \);
2. Given \( \lambda^{(n)} \), obtain \( \hat{\theta}^{(n)} \) by solving problem (24) using algorithm 1;
3. If \( \sum_{m=1}^{\beta} \left( |\hat{\theta}_m^{(n)}| - 1 \right)^2 > \varepsilon \), set \( \theta^{(n+1)} = \hat{\theta}^{(n)} \), \( n = n + 1 \), go back to S2; else set \( \hat{\theta} = \hat{\theta}^{(n)} \);
4. Output \( \hat{\theta} \);

Note that, we adopt the stopping criterion \( \sum_{m=1}^{\beta} \left( |\hat{\theta}_m^{(n)}| - 1 \right)^2 > \varepsilon \) to ensure the uni-modulus constraint is hold at the optimal solution for the Algorithm 2.

**D. Overall Algorithm**

In this subsection, the overall algorithm for the OP1 is provided. As mentioned, the algorithm is based on alternating optimization, which optimizes the objective function with respect to different subsets of optimization variables in each iteration while the other subsets are fixed. Therefore, it is summarized as the following Algorithm 3.
Algorithm 3: AO-based Algorithm to Solve OP1

S1: Initialize $\mathbf{F}^{(0)}$, $\mathbf{\theta}^{(0)}$, $\varepsilon > 0$, $n = 0$, calculate the WSR of all SUs as $R \left( \mathbf{F}^{(0)}, \mathbf{\theta}^{(0)} \right)$;

S2: Given $\mathbf{F}^{(n)}$ and $\mathbf{\theta}^{(n)}$, obtain $\hat{\mathbf{U}}^{(n)}$ and $\hat{\mathbf{W}}^{(n)}$ according to (12) and (13);

S3: Given $\hat{\mathbf{U}}^{(n)}$, $\hat{\mathbf{W}}^{(n)}$ and $\hat{\mathbf{\theta}}^{(n)}$, obtain $\hat{\mathbf{F}}^{(n)}$ by solving the OP3 with CVX;

S4: Given $\hat{\mathbf{U}}^{(n)}$, $\hat{\mathbf{W}}^{(n)}$ and $\hat{\mathbf{F}}^{(n)}$, obtain $\hat{\mathbf{\theta}}^{(n)}$ by solving the OP4 using algorithm 2;

S5: If $\left| R \left( \hat{\mathbf{F}}^{(n)}, \hat{\mathbf{\theta}}^{(n)} \right) - R \left( \mathbf{F}^{(n)}, \mathbf{\theta}^{(n)} \right) \right| > \varepsilon$, set $\mathbf{F}^{(n+1)} = \hat{\mathbf{F}}^{(n+1)}$

$\mathbf{\theta}^{(n+1)} = \hat{\mathbf{\theta}}^{(n)}$, $R \left( \mathbf{F}^{(n+1)}, \mathbf{\theta}^{(n+1)} \right) = R \left( \hat{\mathbf{F}}^{(n)}, \hat{\mathbf{\theta}}^{(n)} \right)$,

$n = n + 1$, go back to S2; else set $\hat{\mathbf{F}} = \hat{\mathbf{F}}^{(n)}$, $\hat{\mathbf{\theta}} = \hat{\mathbf{\theta}}^{(n)}$;

S6: Output $\hat{\mathbf{F}}$ and $\hat{\mathbf{\theta}}$;

where $\hat{\mathbf{U}}^{(n)}$, $\hat{\mathbf{W}}^{(n)}$, $\hat{\mathbf{F}}^{(n)}$ and $\hat{\mathbf{\theta}}^{(n)}$ represent the stable solutions obtained by solving the subproblems in the $n$th iteration, and $R \left( \mathbf{F}, \mathbf{\theta} \right)$ denotes the WSR of all SUs. Since the original problem is bounded and the progress of the alternative optimization is monotonically non-decreasing, thus the above algorithm is surely convergent. Furthermore, we analyze the computational complexity of the proposed Algorithm 3. The complexity of the algorithm mainly depends on the Step 3 and the Step 4, for which have the complexities of $O \left( Ld^3 N_{SA}^3 \right)$ and $O \left( T_1 T_2 M^3 \right)$ \textsuperscript{[31]}. In which, $T_1$, $T_2$ and $T_3$ denote the iteration numbers of the Algorithm 1, 2 and 3, respectively. Hence, the complexity of the overall algorithm is denoted as $O \left( T_3 (Ld^3 N_{SA}^3 + T_1 T_2 M^3) \right)$.

IV. THE SPECIAL SCENARIO WITH ONLY ONE PU

In this section, the IRS-assisted CR network with single PU is discussed and in which, an AO-based algorithm with the lower complexity is proposed. Specifically, let $\Gamma_p$ denote the maximum received interference power at the unique PU. $\mathbf{H}_{sp} \in \mathbb{C}^{N_{PU} \times N_{SA}}$ and $\mathbf{H}_{rp} \in \mathbb{C}^{N_{PU} \times M}$ represent the baseband equivalent channels from the SAP and the IRS to the PU, respectively. Therefore, the effective MIMO channel matrix from the SAP to the PU is given by $\mathbf{G}_{sp} (\mathbf{\theta}) = \mathbf{H}_{sp} + \mathbf{H}_{rp} \mathbf{\theta} \mathbf{H}_{sr}$. 
So, the OP1 can be simplified as the following OP5,

$$\max_{F, \Theta} \sum_{l=1}^{L} \omega_l R_l (F, \Theta)$$

s.t. $C1 : \sum_{l=1}^{L} Tr \left( F_l^H F_l \right) \leq P_{\text{max}}$

$$C2 : \sum_{l=1}^{L} Tr \left( G_{sp} (\Theta) F_l^H G_{sp}^H (\Theta) \right) \leq \Gamma_p$$

$$C3 : |\Theta_{mm}| = 1, \forall m \in \mathcal{M}$$

Note that, the model adopted in this section differs from that in the previous section only in the number of PUs, which only affects the number of interference constraints at PUs. Similarly, the OP5 is transformed to the following OP6 with the WMMSE method,

$$\max_{W, U, F, \Theta} \sum_{l=1}^{L} \omega_l h_l (W, U, F, \Theta)$$

s.t. $C1, C2$ and $C3$

Based on the above, the AO algorithm is adopted again and the optimal solution of $U$ and $W$ can be calculated by (12) and (13). In the following, the precoding matrices $F$ and reflection coefficient matrix $\Theta$ are optimized with given $U$ and $W$.

A. Optimization of the precoding matrices

In this subsection, we discuss the precoding matrices optimization at the SAP for given the reflecting coefficients at the IRS, decoding matrices and auxiliary matrices. Hence, substituting $E$ into the objective function of OP6 and discarding the constant terms, the precoding matrices optimization problem can be transformed as following OP7,

$$\min_{F} \sum_{l=1}^{L} Tr \left( F_l^H X_0 F_l \right) - \sum_{l=1}^{L} 2Re \left\{ Tr \left( Y_l^H F_l^H \right) \right\}$$

s.t. $C1 : \sum_{l=1}^{L} Tr \left( F_l^H F_l \right) \leq P_{\text{max}}$

$$C2 : \sum_{l=1}^{L} Tr \left( F_l^H X_p F_l \right) \leq \Gamma_p$$

Herein, $G_{sp}$ is the abbreviated form of $G_{sp} (\Theta)$ with given the reflection coefficient matrix $\Theta$ at the IRS. In addition, $X_0 = \sum_{m=1}^{L} \omega_m G_{sm}^H U_m W_m U_m^H G_{sm} \geq 0$, $X_p = G_{sp}^H G_{sp} \geq 0$ and
$Y_l = \omega_l W_l U_l^H G_{sl}, \ \forall l \in L$. Same as the OP3, since $X_0 \succeq 0$ and $X_p \succeq 0$, the OP7 is QCQP convex optimization problem \cite{31}, which can be solved by the standard convex solver packages such as CVX. However, the computational complexity is high. In the following, we provide a low-complexity SCA-based algorithm which can obtained the optimal solution of the OP7 by solving a series of simple convex problem with Lagrangian dual decomposition method. For which, we introduce the following proposition.

**Proposition 1**: Let $f_p(F) = \sum_{l=1}^{L} Tr (F_l^H X_p F_l)$, $X_p \succeq 0$, $Z_p = \lambda_p I$ and $\lambda_p$ denotes the maximum eigenvalue of the $X_p$. Then for $\forall F$ and given $F^{(n)}$, there exists
\[
\tilde{f}_p(F|F^{(n)}) = \sum_{l=1}^{L} Tr (F_l^H Z_p F_l) + \sum_{l=1}^{L} Tr (F_l^{(n)H} (Z_p - X_p) F_l^{(n)})
\]
\[- \sum_{l=1}^{L} 2 Re \left\{ Tr \left( F_l^{(n)H} (Z_p - X_p) F_l \right) \right\}
\]
(29)

which satisfies the following three conditions:

1. $\tilde{f}_p(F|F^{(n)}) = f_p(F^{(n)})$,
2. $\nabla_F^{*} \tilde{f}_p(F|F^{(n)})|_{F=F^{(n)}} = \nabla_F^{*} f_p(F)|_{F=F^{(n)}}$,
3. $\tilde{f}_p(F|F^{(n)}) \geq f_p(F)$.

**Proof**: Please see the Appendix A.

Based on Proposition 1, the interference constraint C2 in OP7 can be replaced by the following inequality,
\[
\sum_{l=1}^{L} Tr (F_l^H Z_p F_l) - \sum_{l=1}^{L} 2 Re \left\{ Tr \left( F_l^{(n)H} (Z_p - X_p) F_l \right) \right\} \leq \Gamma_p.
\]
(30)

Herein, $\Gamma_p = \Gamma_p - \sum_{l=1}^{L} Tr \left( F_l^{(n)H} (Z_p - X_p) F_l^{(n)} \right)$. Therefore, we have the following problem
\[
\min_{F} \sum_{l=1}^{L} Tr (F_l^H X_0 F_l) - \sum_{l=1}^{L} 2 Re \left\{ Tr \left( Y_l^H F_l^H \right) \right\}
\]
\[s.t. \ (28C1), \ (30)\]

We note that (31) is convex and thus traditional interior-point methods (IPM) can be used to handle it. However, to avoid high computational complexity of the IPM, herein, a low-complexity algorithm based on Lagrange duality decomposition is presented.

Specifically, assuming the optimal solution of (31) is $\bar{F}$, herein, according to whether the power constraint (28 C1) is an active constraint at $\bar{F}$, two cases are discussed in the following.
Case 1: Assuming the power constraint (28 C1) is an inactive constraint at $\hat{F}$, problem (31) can be transformed into the following problem,

$$\min_{F} \sum_{i=1}^{L} Tr\left( F_i^H X_0 F_i \right) - \sum_{i=1}^{L} 2Re \left\{ Tr\left( Y_i^H F_i^H \right) \right\}$$

s.t. (30)

Introducing the Lagrange multiplier $\mu$ associated with the interference constraint (30), the Lagrangian function for problem (32) can be derived as follows

$$L (F, \mu) = \sum_{i=1}^{L} Tr\left( F_i^H (X_0 + \mu Z_p) F_i \right) - \sum_{i=1}^{L} 2Re \left\{ Tr\left( Y_i^H F_i^H \right) \right\} - \mu \tilde{\Gamma}_p$$

$$- \sum_{i=1}^{L} 2\mu Re \left\{ Tr\left( F_i^{(n)H} (Z_p - X_p) F_i \right) \right\}$$

The dual function can be obtained by solving the following problem

$$g (\mu) \triangleq \min_{F} L (F, \mu) ,$$

and the dual problem is given by

$$\max_{\mu} g (\mu)$$

s.t. $\mu \geq 0$

By setting the first-order derivative of $L (F, \mu)$ w.r.t. $F$ to zero matrix, we can obtain the optimal solution $\hat{F} (\mu) = \left\{ \hat{F}_l (\mu), \forall l \in \mathcal{L} \right\}$ as follows:

$$\hat{F}_l (\mu) = (X_0 + \mu Z_p)^+ \left( Y_i^H + \mu (Z_p - X_p) F_i^{(n)} \right)$$

(36)

where pseudo inverse is adopted due to the fact that the matrix $X_0 + \mu Z_p$ is not full rank when $X_0$ is not full rank and $\mu = 0$. The value of $\mu$ should be chosen such that the complementary slackness condition for constraint (30) is satisfied, namely,

$$\mu \left( \sum_{l=1}^{L} Tr\left( F_l^{H} (\mu) Z_p F_l (\mu) \right) - \sum_{l=1}^{L} 2Re \left\{ Tr\left( F_l^{(n)H} (Z_p - X_p) F_l (\mu) \right) \right\} - \tilde{\Gamma}_p \right) = 0.$$

(37)

Hence, if the following condition holds

$$\sum_{l=1}^{L} Tr\left( F_l^{H} (0) Z_p F_l (0) \right) - \sum_{l=1}^{L} 2Re \left\{ Tr\left( F_l^{(n)H} (Z_p - X_p) F_l (0) \right) \right\} \leq \tilde{\Gamma}_p,$$

(38)

the optimal solution to problem (32) is given by $\hat{F} (\mu) |_{\mu=0}$. Otherwise, we need to find $\mu$ which satisfies the following equation:

$$J(\mu) = \sum_{l=1}^{L} Tr\left( F_l^{H} (\mu) Z_p F_l (\mu) \right) - \sum_{l=1}^{L} 2Re \left\{ Tr\left( F_l^{(n)H} (Z_p - X_p) F_l (\mu) \right) \right\} = \tilde{\Gamma}_p.$$

(39)
For which, the following proposition is introduced.

**Proposition 2**: $J(\mu)$ is a monotonically non-increasing function of $\mu$.

**Proof**: Please see the Appendix B. ■

Based on Proposition 2, the bisection search method can be used to find the solution of equation (39) and the algorithm is shown as below.

| Algorithm 4: Bisection Search Method for (39) |
|---------------------------------------------|
| S1: Initialize $\varepsilon > 0$, $n = 0$ and the bounds $\mu_{l}^{(0)}$ and $\mu_{u}^{(0)}$ of $\mu$; |
| S2: Let $\mu^{(n)} = (\mu_{l}^{(n)} + \mu_{u}^{(n)})/2$, calculate $\hat{F}(\mu_{u}^{(n)})$ and $J(\mu^{(n)})$ according to (36) and (39); |
| S3: If $J(\mu^{(n)}) \geq \Gamma_{p}$, set $\mu_{l}^{(n+1)} = \mu^{(n)}$ and $\mu_{u}^{(n+1)} = \mu_{u}^{(n)}$; |
| otherwise set $\mu_{l}^{(n+1)} = \mu_{l}^{(n)}$ and $\mu_{u}^{(n+1)} = \mu^{(n)}$; |
| Let $n = n + 1$; |
| S4: If $|\mu_{u}^{(n)} - \mu_{l}^{(n)}| > \varepsilon$, go back to S2; else, set $\hat{\mu} = \mu^{(n)}$; |
| S5: Output $\hat{\mu}$; |

In each iteration of Algorithm 4, we need to calculate $\hat{F}(\mu)$ in (36), which involves the calculation of $(X_{0} + \mu Z_{p})^{\dagger}$ with a complexity of $O(N_{SA}^{3})$. If the total number of iterations is $T$, the total complexity to calculate $(X_{0} + \mu Z_{p})^{\dagger}$ is $O(TN_{SA}^{3})$, which may be excessive. Here, we provide one method to reduce the computational complexity. Specifically, as $X_{0}$ is a semi-definite positive matrix, it can be decomposed as $X_{0} = QQ^{H}$ by using the eigenvalue decomposition, where $QQ^{H} = Q^{H}Q = I$ and $Q$ is a diagonal matrix with non-negative diagonal elements. Then, we have $(X_{0} + \mu Z_{p})^{\dagger} = Q(Q + \mu \lambda I)^{\dagger}Q^{H}$ since $Z_{p} = \lambda_{p}I$. Hence, in each iteration, we only need to calculate the product of matrices, which has much lower complexity than calculating the inverse of matrices with the same dimension.

**Case 2**: Assuming the power constraint (28 C1) is an active constraint at $\hat{F}$, problem (31) can be transformed into the following problem,

$$
\begin{align*}
\min_{F} & \sum_{l=1}^{L} Tr (F_{l}^{H}X_{0}F_{l}) - \sum_{l=1}^{L} 2Re \left\{ Tr (Y_{l}^{H}F_{l}^{H}) \right\} \\
\text{s.t.} & \quad C1 : \sum_{l=1}^{L} Tr (F_{l}^{H}F_{l}) \leq P_{\text{max}} \\
& \quad C2 : \sum_{l=1}^{L} 2Re \left\{ Tr \left( F_{l}^{(n)H}(Z_{p} - X_{p})F_{l} \right) \right\} \geq \Gamma_{p}
\end{align*}
$$

(40)
In which, $\tilde{\Gamma}_p = \lambda_p P_{\text{max}} - \tilde{\Gamma}_p$. Using lagrangian dual decomposition method and introducing the Lagrange multiplier $\lambda$ associated with the power constraint, the partial Lagrangian function for problem (40) can be derived as follows

$$L (F, \lambda) = \sum_{l=1}^{L} \text{Tr} \left( F_l^H X_0 F_l \right) - \sum_{l=1}^{L} 2 \text{Re} \left\{ \text{Tr} \left( Y_l^H F_l^H \right) \right\} + \lambda \sum_{l=1}^{L} \text{Tr} \left( F_l^H F_l \right) - \lambda P_{\text{max}}. \quad (41)$$

The dual function can be obtained by solving the following problem

$$g (\lambda) \triangleq \min_F L (F, \lambda) \quad ,$$

$$s.t. \ (40 \ C2) \quad (42)$$

and the dual problem is given by

$$\max_{\lambda} g (\lambda) \quad ,$$

$$s.t. \ \lambda \geq 0 \quad (43)$$

In order to solve the dual problem (43), we need to derive the expression of dual function $g(\lambda)$ by solving problem (42) with given $\lambda$. By introducing dual variable $\mu \geq 0$ associated with the interference constraint (30), the Lagrangian function for problem (42) is given by

$$L (F, \mu) = \sum_{l=1}^{L} \text{Tr} \left( F_l^H (X_0 + \lambda I) F_l \right) - \sum_{l=1}^{L} 2 \text{Re} \left\{ \text{Tr} \left( Y_l^H F_l^H \right) \right\} - \lambda P_{\text{max}} + \mu \tilde{\Gamma}_p$$

$$- \sum_{l=1}^{L} 2 \mu \text{Re} \left\{ \text{Tr} \left( F_l^{(n)} H (Z_p - X_p) F_l \right) \right\} \quad (44)$$

By setting the first-order derivative of $L (F, \mu)$ w.r.t. $F$ to zero matrix, we can obtain the optimal solution $\hat{F}_l(\mu) = \left\{ \hat{F}_l(\mu), \forall l \in \mathcal{L} \right\}$ as follows

$$\hat{F}_l(\mu) = (X_0 + \lambda I) \dagger \left( Y_l^H + \mu (Z_p - X_p) F_l^{(n)} \right). \quad (45)$$

In which, the value of $\mu$ should be chosen such that the complementary slackness condition for constraint (40 $C2$) is satisfied

$$\mu \left( \sum_{l=1}^{L} 2 \text{Re} \left\{ \text{Tr} \left( F_l^{(n)} H (Z_p - X_p) \hat{F}_l(\mu) \right) \right\} - \tilde{\Gamma}_p \right) = 0. \quad (46)$$

Hence, if the following condition holds

$$\sum_{l=1}^{L} 2 \text{Re} \left\{ \text{Tr} \left( F_l^{(n)} H (Z_p - X_p) \hat{F}_l(\mu) \right) \right\} |_{\mu=0} \geq \tilde{\Gamma}_p, \quad (47)$$
the optimal solution to (42) is given by \( \hat{F}^p_{\mu q|\mu = 0} \). Otherwise, the optimal \( \mu \) is given by

\[
\mu = \frac{\Gamma_p - \sum_{l=1}^{L} 2Re \left\{ Tr \left( F_l^{(n)H} (Z_p - X_p) (X_0 + \lambda I)^T Y_l^H \right) \right\}}{\sum_{l=1}^{L} 2Tr \left( F_l^{(n)H} (Z_p - X_p) (X_0 + \lambda I)^T (Z_p - X_p) F_l^{(n)} \right)}.
\]

(48)

With dual function, we start to solve the dual problem (43) to find the optimal \( \lambda \). Given \( \lambda \), denote the optimal solution of the problem (42) as \( \hat{F}_{\lambda p q|\lambda = 0} \). The value of \( \lambda \) should be chosen such that the complementary slackness condition for power constraint is satisfied

\[
\lambda \left( \sum_{l=1}^{L} Tr \left( \hat{F}_l^H (\lambda) \hat{F}_l (\lambda) \right) - P_{\text{max}} \right) = 0.
\]

(49)

If the following condition holds

\[
\sum_{l=1}^{L} Tr \left( \hat{F}_l^H (\lambda) \big|_{\lambda = 0} \hat{F}_l (\lambda) \big|_{\lambda = 0} \right) \leq P_{\text{max}},
\]

(50)

the optimal solution is given by \( \hat{F} (\lambda) \big|_{\lambda = 0} \). Otherwise, we need to find \( \lambda \) such that the following equation holds:

\[
P(\lambda) = \sum_{l=1}^{L} Tr \left( \hat{F}_l^H (\lambda) \hat{F}_l (\lambda) \right) = P_{\text{max}}
\]

(51)

For which, the following proposition is introduced.

**Proposition 3:** \( P(\lambda) \) is a monotonically non-increasing function of \( \lambda \).

**Proof:** The proof is similar to than for Proposition 2 and thus it is omitted herein. \( \blacksquare \)

Based on Proposition 3, the bisection search method can be used to find the solution of equation (51) and we formulate the algorithm shown below, i.e., the Algorithm 5.

**Algorithm 5:** Bisection Search Method for (51)

S1: Initialize \( \varepsilon > 0 \), \( n = 0 \) and the bounds \( \lambda_l^{(0)} \) and \( \lambda_u^{(0)} \) of \( \lambda \);

S2: Let \( \lambda^{(n)} = (\lambda_l^{(n)} + \lambda_u^{(n)}) / 2 \), if the condition (47) is satisfied, \( \mu = 0 \); otherwise, calculate \( \mu \) according to (48);,

S3: Calculate \( \hat{F} (\lambda_l^{(n)}) \) and \( P (\lambda_l^{(n)}) \) according to (45) and (51);

S3: If \( P (\lambda_l^{(n)}) \geq P_{\text{max}} \), set \( \lambda_l^{(n+1)} = \lambda_l^{(n)} \) and \( \lambda_u^{(n+1)} = \lambda_u^{(n)} \);

otherwise set \( \lambda_l^{(n+1)} = \lambda_l^{(n)} \) and \( \lambda_u^{(n+1)} = \lambda_u^{(n)} \);

Let \( n = n + 1 \);

S4: If \( |\lambda_u^{(n)} - \lambda_l^{(n)}| \geq \varepsilon \), go back to S2; else, set \( \hat{\lambda} = \lambda_l^{(n)} \);

S5: Output \( \hat{\lambda} \);
Similarly, in each iteration of Algorithm 5, we need to calculate \( \hat{\mathbf{F}}(\lambda) \) in (45), which involves the calculation of \((\mathbf{X}_0 + \lambda \mathbf{I})^\dagger\). Herein, the same approach as Algorithm 4 can be adopted to reduce the complexity.

Based on the above discussion, the details of the SCA algorithm to solve OP7 is summarized as the Algorithm 6 shown below.

**Algorithm 6: SCA-based Algorithm to Solve OP7**

S1: Initialize \( \varepsilon > 0, \mathbf{F}^{(0)}, n = 0 \), calculate the objective value of the OP7 as \( z(\mathbf{F}^{(0)}) \);

S2: Given \( \mathbf{F}^{(0)} \), obtain \( \hat{\mathbf{F}}^{(n)} \) by solving (32) using algorithm 4;

S3: if \( \hat{\mathbf{F}}^{(n)} \) satisfies the constraint (28 C1), go to S5;

S4: Given \( \mathbf{F}^{(0)} \), obtain \( \hat{\mathbf{F}}^{(n)} \) by solving (40) using algorithm 5;

S5: If \( \left| z(\hat{\mathbf{F}}^{(n)}) - z(\mathbf{F}^{(n)}) \right| > \varepsilon, \) set \( z(\mathbf{F}^{(n+1)}) = z(\hat{\mathbf{F}}^{(n)}) \), \( \mathbf{F}^{(n+1)} = \hat{\mathbf{F}}^{(n)} \), \( n = n + 1 \), go back to S2; else set \( \hat{\mathbf{F}} = \hat{\mathbf{F}}^{(n)} \);

S6: Output \( \hat{\mathbf{F}} \);

Also, we have the convergence conclusion for the Algorithm 6 as below.

**Proposition 4:** The sequence generated by Algorithm 6, i.e., \( \left\{ \hat{\mathbf{F}}^{(n)}, n = 0, 1, 2, \ldots \right\} \) converges to the KKT optimum point of OP7.

**Proof:** Please see the Appendix C.

Now, we briefly analyze the complexity of Algorithm 6. Firstly, assuming the number of iterations for Algorithm 6 is \( T \), the number of iterations for Algorithm 4 and Algorithm 5 to converge are given by \( \log_2 \left( \frac{\mu_u - \mu_l}{\varepsilon} \right) \) and \( \log_2 \left( \frac{\lambda_u - \lambda_l}{\varepsilon} \right) \), respectively. Note that, the main complexity lies in calculating \( \mathbf{F} \) in each iteration of Algorithm 6. Taking advantage of the structures of \( \mathbf{X}_0 + \mu \mathbf{Z}_p \) and \( \mathbf{X}_0 + \lambda \mathbf{I} \), the computation of \((\mathbf{X}_0 + \mu \mathbf{Z}_p)^\dagger\) and \((\mathbf{X}_0 + \lambda \mathbf{I})^\dagger\) can be simplified as the product of matrices by the eigenvalue decomposition of \( \mathbf{X}_0 \) before entering algorithm, whose complexities is \( O\left(N_{SA}^3\right) \). Assuming the complexities of calculating \( \mathbf{F} \) in each iteration of Algorithm 4 and Algorithm 5 are denoted by \( n_1 \) and \( n_2 \), therefore, the total complexity of Algorithm 6 is given by \( O\left(N_{SA}^3 + TL \left(n_1 \log_2 \left( \frac{\mu_u - \mu_l}{\varepsilon} \right) + n_2 \log_2 \left( \frac{\lambda_u - \lambda_l}{\varepsilon} \right) \right)\right) \).

**B. Optimize the IRS reflecting coefficients**

In this subsection, we focus on optimizing the reflecting coefficients at the IRS while fixing the other parameters. Based on the problem (20), the reflecting coefficients optimization problem
in the simplified model is given by the following OP8,
\[
\min_{\Theta} \text{Tr} \left( B_0 \Theta C \Theta^H \right) + 2 \text{Re} \left\{ \text{Tr} \left( D_0^H \Theta \right) \right\} \\
\text{s.t. } \text{Tr} \left( B_p \Theta C \Theta^H \right) + 2 \text{Re} \left\{ \text{Tr} \left( D_p^H \Theta \right) \right\} \leq \bar{\Gamma}_p.
\]
(52)

In which, \( B_p = H_{rp}^H H_{rp} \geq 0 \), \( D_p = H_{sr} Q_s H_{sp}^H H_{rp} \) and \( \bar{\Gamma}_p = \Gamma_p - \text{Tr} \left( H_{sp} Q_s H_{sp}^H \right) \). Being similar as the last section, the OP8 can be further transformed to
\[
\min_{\theta} \theta^H \Upsilon_0 \theta + 2 \text{Re} \left\{ \theta^H d_0^* \right\} \\
\text{s.t. } \theta^H \Upsilon_p \theta + 2 \text{Re} \left\{ \theta^H d_p^* \right\} \leq \bar{\Gamma}_p.
\]
(53)

Herein, \( \Upsilon_p = B_p \odot C^T \geq 0 \) and \( d_p = \left[ [D_p]_{1,1}, [D_p]_{2,2}, \ldots, [D_p]_{M,M} \right]^T \). Note that, the problem (53) could not be solved directly since the non-convexity of the uni-modular constraint, hence, SCA approach is adopted again. For which, we introduce the following proposition.

Proposition 5: Let \( f_0 (\theta) = \theta^H \Upsilon_0 \theta \geq 0 \), \( \Upsilon_0 = \lambda_{0,\text{max}} I_{M \times M} \) and \( \lambda_{0,\text{max}} \) denotes the maximum eigenvalue of the \( \Upsilon_0 \). Hence, for \( \forall \theta \), given \( \theta^{(n)} \), there exists
\[
\tilde{f}_0 (\theta|\theta^{(n)}) = \theta^H \Upsilon_0 \theta - 2 \text{Re} \left\{ \theta^H (\Upsilon_0 - \Upsilon_0^{(n)}) \theta^{(n)} \right\} + (\theta^{(n)})^H (\Upsilon_0^{(n)} - \Upsilon_0) \theta^{(n)}
\]
(54)

which satisfies the following three conditions:
1) \( \tilde{f}_0 (\theta^{(n)}|\theta^{(n)}) = f_0 (\theta^{(n)}) \),
2) \( \nabla_{\theta^*} \tilde{f}_0 (\theta|\theta^{(n)}) \bigg|_{\theta = \theta^{(n)}} = \nabla_{\theta^*} f_0 (\theta)|_{\theta = \theta^{(n)}} \),
3) \( \tilde{f}_0 (\theta|\theta^{(n)}) \geq f_0 (\theta) \).

Proof: The proof is similar to that for Proposition 1 and thus it is omitted herein.

Same as \( \tilde{f}_0 (\theta|\theta^{(n)}) \) in Proposition 5, let
\[
\tilde{f}_p (\theta|\theta^{(n)}) = \theta^H \Upsilon_p \theta - 2 \text{Re} \left\{ \theta^H (\Upsilon_p - \Upsilon_p^{(n)}) \theta^{(n)} \right\} + (\theta^{(n)})^H (\Upsilon_p^{(n)} - \Upsilon_p) \theta^{(n)}.
\]
(55)

Given \( \theta^{(n)} \), we have
\[
\max_{\theta} \tilde{f}_0 (\theta|\theta^{(n)}) + 2 \text{Re} \left\{ \theta^H d_0^* \right\} \\
\text{s.t. } \tilde{f}_p (\theta|\theta^{(n)}) + 2 \text{Re} \left\{ \theta^H d_p^* \right\} \leq \bar{\Gamma}_p
\]
(56)

\[
|\theta_m| = 1, \forall m \in \mathcal{M}
\]
Since $\theta^H \theta = M$, we have $\theta^H X_0 \theta = M \lambda_{0,\text{max}}$ and $\theta^H X_p \theta = M \lambda_{p,\text{max}}$, which is a constant. By removing all constant terms, the problem (56) can be rewritten as follows:

$$\max_{\theta} \text{Re} \left\{ \theta^H q_0^{(n)} \right\}$$

s.t. $C1 : \text{Re} \left\{ \theta^H q_p^{(n)} \right\} \geq \tilde{\Gamma}_p^{(n)}$; \hspace{1cm} (57)

$$C2 : |\theta_m| = 1, \ \forall m \in M$$

where $\tilde{\Gamma}_p^{(n)} = \left[ M \lambda_{p,\text{max}} + \left( \theta^{(n)} \right)^H (X_p - \Upsilon_p) \theta^{(n)} - \tilde{\Gamma}_p \right] / 2$, $q_0^{(n)} = \left( \lambda_{0,\text{max}} I_M - \Upsilon_0 \right) \theta^{(n)} - d^*_0$, and $q_p^{(n)} = \left( \lambda_{p,\text{max}} I_M - \Upsilon_p \right) \theta^{(n)} - d^*_p$. The problem (57) could not be solved directly since the non-convexity of the uni-modular constraint. Therefore, a price mechanism is introduced to solve the problem (57) that can obtain the globally optimal solution. In specific, we consider the following problem by introducing $\alpha \geq 0$:

$$\max_{\theta} \text{Re} \left\{ \theta^H q_0^{(n)} \right\} + \alpha \text{Re} \left\{ \theta^H q_p^{(n)} \right\}$$

$$|\theta_m| = 1, \ \forall m \in M$$ \hspace{1cm} (58)

For given $\alpha$, the globally optimal solution is given by

$$\theta(\alpha) = e^{j \text{arg} (q_0^{(n)} + \alpha q_p^{(n)})}$$ \hspace{1cm} (59)

Our objective is to find a $\alpha$ such that the following complementary slackness condition is satisfied:

$$\alpha \left( g(\alpha) - \tilde{\Gamma}_p^{(n)} \right) = 0.$$ \hspace{1cm} (60)

Herein, $g(\alpha) = \text{Re} \left\{ \theta(\alpha)^H q_p^{(n)} \right\}$. To solve this equation, we consider two cases: 1) $\alpha = 0$; 2) $\alpha > 0$.

**Case 1**: Consider $\alpha = 0$, $\theta(0) = e^{j \text{arg} (q_0^{(n)})}$ needs to satisfy constraint (57) C1. Otherwise, $\alpha > 0$.

**Case 2**: Consider $\alpha > 0$, equation (60) holds only when $g(\alpha) = \tilde{\Gamma}_p^{(n)}$. To solve this equation, we first provide the following proposition.

**Proposition 6**: $g(\alpha)$ is a monotonically non-decreasing function of $\alpha$.

*Proof:* The proof is similar to that for Proposition 2 and thus it is omitted herein. \hspace{1cm} \blacksquare

Based on Proposition 6, the bisection search method can be adopted to find the solution of the equation (60) and the algorithm is provided in the following.
Algorithm 7: Bisection Search Method for (60)

S1: Calculate $g(0)$. If $g(0) \leq \Gamma_p^{(n)}$, set $\hat{\alpha} = 0$ and terminate.
Otherwise, go to S2.

S2: Initialize $\epsilon > 0$, $n = 0$ and the bounds $\alpha_l^{(0)}$ and $\alpha_u^{(0)}$ of $\alpha$;
S3: Set $\alpha^{(n)} = \left(\alpha_l^{(n)} + \alpha_u^{(n)}\right)/2$ and calculate $g\left(\alpha^{(n)}\right)$;
S4: If $g\left(\alpha^{(n)}\right) \geq \Gamma_p^{(n)}$, set $\alpha_l^{(n+1)} = \alpha_l^{(n)}$ and $\alpha_u^{(n+1)} = \alpha_u^{(n)}$;
otherwise set $\alpha_l^{(n+1)} = \alpha_l^{(n)}$ and $\alpha_u^{(n+1)} = \alpha_u^{(n)}$.
Let $n = n + 1$;
S5: If $\mid\alpha_u^{(n)} - \alpha_l^{(n)}\mid \geq \epsilon$, go back to S3; else, set $\hat{\alpha} = \alpha^{(n)}$;
S6: Output $\hat{\alpha}$;

Although the problem (57) is a non-convex problem, in the following theorem, we prove that Algorithm 7 can obtain the globally optimal solution.

**Theorem 7:** Algorithm 7 can obtain the globally optimal solution of problem (57).

**Proof:** The proof is similar to the proof of Theorem 2 in [35] and omitted for simplicity.

Based on the above, we now provide the details of solving OP8 in Algorithm 8.

Algorithm 8: SCA-based Algorithm To Solve The OP8

S1: Initialize $\theta^{(0)}$, $\epsilon > 0$, $n = 0$, calculate the objective value of the OP8 as $z\left(\theta^{(0)}\right)$;
S2: Given $\theta^{(n)}$, obtain $\hat{\theta}^{(n)}$ by solving (57) using algorithm 7;
S3: If $z\left(\hat{\theta}^{(n)}\right) - z\left(\theta^{(n)}\right) > \epsilon$, set $z\left(\theta^{(n+1)}\right) = z\left(\hat{\theta}^{(n)}\right)$,
otherwise set $\theta^{(n+1)} = \theta^{(n)}$, $n = n + 1$, go back to S2; else set $\hat{\theta} = \theta^{(n)}$;
S4: Output $\hat{\theta}$;

In the following theorem, we prove that the sequence of $\left\{\hat{\theta}^{(n)}, n = 0, 1, 2, \ldots\right\}$ generated by Algorithm 8 converges to the KKT optimal point of OP8.

**Theorem 8:** The sequences of the objective value produced by Algorithm 8 is guaranteed to converge, and the final solution satisfies the KKT point of the OP8.

**Proof:** The proof is similar to the proof of Theorem 3 in [35] and omitted for simplicity.

Now, we further analyze the complexity of Algorithm 8. Firstly, we assume that the number of iterations for Algorithm 8 is $T$. Note that, the main complexity of the Algorithm 8 lies in calculating the maximum eigenvalue of $\Upsilon_0$ and $\Upsilon_0$ and the bisection search in the Algorithm 7. Herein, the maximum eigenvalue of $\Upsilon_0$ and $\Upsilon_0$, whose complexities are $O(M^3)$, only need to be calculated once before entering algorithm. Moreover, the number of iterations for Algorithm 7 to converge is characterized by $\log_2\left(\frac{\alpha_u - \alpha_l}{\epsilon}\right)$. Assuming the complexities of each iteration of
the bisection search in the Algorithm 7 is denoted by $n_1$, the total complexity of Algorithm 8 is given by $O(M^3 + Tn_1\log_2\left(\frac{a_n-a_l}{\varepsilon}\right))$.

C. Overall Algorithm

In this subsection, the overall algorithm based on alternating optimization for OP5 is provided and summarized as the Algorithm 9 as follows.

**Algorithm 9: AO-based Algorithm to Solve OP5**

S1: Initialize $F^{(0)}_p, \theta^{(0)}_p, \varepsilon > 0$, $n = 0$, calculate the WSR of all SUs as $R(F^{(0)}_p, \Theta^{(0)}_q)$;

S2: Given $F^{(n)}_p$ and $\theta^{(n)}_p$, obtain $\hat{U}^{(n)}_p$ and $\hat{W}^{(n)}_p$ according to (12) and (13);

S3: Given $\hat{U}^{(n)}_p$, $\hat{W}^{(n)}_p$ and $\theta^{(n)}_p$, obtain $\hat{F}^{(n)}_p$ by solving the OP7 using algorithm 6;

S4: Given $\hat{U}^{(n)}_p$, $\hat{W}^{(n)}_p$ and $\hat{F}^{(n)}_p$, obtain $\hat{\theta}^{(n)}_p$ by solving the OP8 using algorithm 8;

S5: If $\left| R(\hat{F}^{(n)}_p, \hat{\Theta}^{(n)}_q) - R(F^{(n)}_p, \Theta^{(n)}_q) \right| > \varepsilon$, set $F^{(n+1)}_p = \hat{F}^{(n+1)}_p$, $\theta^{(n+1)}_p = \hat{\theta}^{(n)}_p, R(F^{(n+1)}_p, \Theta^{(n+1)}_q) = R(\hat{F}^{(n)}_p, \hat{\Theta}^{(n)}_q)$, $n = n + 1$, go back to S2; else set $\hat{F} = \hat{F}^{(n)}_p, \hat{\theta} = \hat{\theta}^{(n)}_p$;

S6: Output $\hat{F}$ and $\hat{\theta}$;

where $\hat{U}^{(n)}_p$, $\hat{W}^{(n)}_p$, $\hat{F}^{(n)}_p$ and $\hat{\theta}^{(n)}_p$ represent the stable solutions obtained by solving the subproblems in the $n$th iteration, and $R(F, \Theta)$ denotes the WSR of all SUs. Since the original problem is bounded and the progress of the alternative optimization is monotonically non-decreasing, thus the above algorithm is surely convergent. Furthermore, the complexity of Algorithm 9 is mainly concentrated in Algorithm 7 in step 3 and Algorithm 8 in step 4, whose complexities have been explained in the above, hence, it will not be analyzed here.

V. Simulation Analysis

In this section, the performances of the proposed algorithms are evaluated by numerical simulations. Corresponding to the general scenario with multiple PUs in the section III and the special scenario with only one PU in the section IV, simulation results are given by two subsections.
A. General Scenario With Multiple PUs

In this subsection, simulation results about the general scenario are provided. In the considered IRS-MIMO-CR system, the SAP and the IRS are located at \((0,0)\) and \((30,5)\) in meter \((m)\) in a two-dimensional plane, respectively. In addition, there are three PUs and three SUs and they are uniformly and randomly scattered in a circle with radius 2 m and centered at \((50,0)\) and \((30,0)\), respectively. The other system parameters used in the simulations are following [35] and [36], that is, we set the antenna numbers of the SAP, PUs and SUs as \(N_{SA} = 4\) and \(N_{PU} = N_{SU} = 2\), respectively. The number of data streams for each SU is set as \(d = 2\). The noise power at all PUs and SUs is set as \(\sigma^2_R = \sigma^2_E = -40dBm\), \(\forall k \in \mathcal{K}\), \(l \in \mathcal{L}\) and the maximum total transmitted power is set as \(P_{max} = 5W\). The maximum interference at all PUs is set as \(IT_k = 2 \times 10^{-4}W\), \(\forall k \in \mathcal{K}\).

Without loss of generality, all the channels are modeled as \([8]\)

\[
H = \sqrt{\beta/\kappa + 1} \left( \sqrt{\kappa} H^{\text{LOS}} + H^{\text{NLOS}} \right),
\]

where \(\kappa\) is the Rician factor, while \(H^{\text{LOS}}\) and \(H^{\text{NLOS}}\) represent the deterministic line-of-sight (LoS) and Rayleigh fading/non-LoS (NLoS) components, respectively. \(\beta\) represents the path loss, and is given by \(\beta = \beta_0 - 10\alpha \log_{10} (d/d_0)\). Herein, \(\beta_0\) denotes the path loss at the reference distance \(d_0 = 1m\), \(\alpha\) and \(d\) represent the path loss exponent and the distance between the corresponding nodes. Assuming that the location of IRS can be carefully selected, the channels from IRS to PUs and SUs have LoS component and experience Rayleigh fading, simultaneously. However, the channels from SAP to PUs, SUs and IRS, only experience Rayleigh fading. Hence, the Rician factors are set as \(\kappa_{rk} = \kappa_{rl} = 1\) and \(\kappa_{sk} = \kappa_{sl} = \kappa_{sr} = 0\). In addition, path loss exponents of all channels are set as \(\alpha_{sk} = \alpha_{sl} = \alpha_{sr} = \alpha_{rk} = \alpha_{rl} = 2\).

Furthermore, in order to better understand the positive effects of the IRS in improving the performance for the IRS-MIMO-CR system and the performance gain of the proposed algorithms, some benchmark schemes are introduced in simulations for performance comparison and analysis. Thus, following three algorithms are evaluated in the simulations, i.e., ‘no-IRS’, ‘fixed-IRS’ and ‘AO’.

**no-IRS**: That is, no IRS is used in the system and the WSR is obtained by directly optimizing the OP1 under the conditions \(G_{sk}(\Theta) = H_{sk}\) and \(G_{sl}(\Theta) = H_{sl}\).

**fixed-IRS**: That is, all reflecting coefficients of the IRS have same phases, which are set to zeros, namely, \(\arg(\theta_m) = 0, m = 1, \ldots, M\).

**AO**: It is our proposed AO-based algorithm, i.e., the Algorithm 3.
At first, the WSR of different algorithms is evaluated by varying the available transmission power at the SAP, i.e., the $P_{\text{max}} \in [1, 10]W$, and the result is shown in Fig. 2. The ‘AO with $M = 20$’, ‘AO with $M = 40$’, and ‘AO with $M = 80$’ shown in the figure are used to identify Algorithm 3 when the number of IRS reflection elements is 20, 40, and 80, respectively. Apparently, with the increase of the available transmission power at the SAP, the WSR for all these algorithms is increased. Moreover, algorithms ‘no-IRS’ and ‘fixed-IRS’ obtain the worst performance and they are exceedingly close. Introducing the IRS optimization, the performance of ‘AO with $M = 20$’, ‘AO with $M = 40$’ and ‘AO with $M = 80$’ is improved obviously with the increase of the number of IRS reflection elements and better than that of ‘no-IRS’ and ‘fixed-IRS’. It is worth mentioning that the performance gaps between the various mechanisms become larger with the increase of the transmission power at the SAP, which means that the introduction of the IRS reflection coefficient optimization brings more significant performance gains at the higher transmission power.

Obviously, the performance of Algorithm 3 improves significantly as the number of IRS reflection units increases in Fig. 2. Then, to more intuitively verify the impact of the number of IRS reflection elements, Fig. 3 shows the trend of the WSR with the number of IRS reflection elements under three mechanisms. The maximum transmission power of the SAP is set as $P_{\text{max}} = 5W$, and the number of IRS reflection elements varies from 20 to 100. The ‘AO with $P_{\text{max}} = 5W$’ shown in the figure is used to identify Algorithm 3 with $P_{\text{max}} = 5W$. Note
that, the curve corresponding to ‘AO with $P_{\text{max}} = 5W$’ shows a significant upward trend, and is significantly improved compared to the other two mechanisms, while the performance of ‘no-IRS’ and ‘fixed-IRS’ mechanisms is not affected by the number of the IRS elements in the system. The fact means that the wireless communication environment can be improved by increasing the number of IRS reflection elements appropriately.

In order to evaluate the convergence of the proposed algorithm, the variation of WSR with the number of iterations is given in Fig. 4. Considering algorithms ‘AO with $M = 20$', ‘AO with $M = 40$’ and ‘AO with $M = 80$', the performance corresponding to 30 iterations is calculated.
in the figure. Note that, the proposed algorithm can converge quickly, i.e., no more than 10 outer iterations can surely promise the convergence of the AO algorithm. Whereafter, the performance of the algorithm is still improved as the iteration progresses but very small. In addition, with the number of IRS reflection elements increases, the performance of the proposed algorithm is also improved, which further proves that the wireless environment can be improved by appropriately increasing the number of IRS reflection elements.

B. Special Scenario With Only One PU

In this subsection, the simulation results about the special scenario are given. Note that, the location of the unique PU is set to \((50, 0)\), whereas the other system parameters are same as those in the general scenario. Furthermore, to prove the performance gain of the proposed algorithms, two benchmark algorithms used in last subsection are retained but the algorithm ‘AO’ is used to indicate the proposed Algorithm 9. Meanwhile, with same evaluated parameters, the simulation results shown below are the same as those obtained in the last section, which means that the Algorithm 9 has a much lower computational complexity than Algorithm 3 without the performance loss.

![Fig. 5 WSR VS the maximum transmit power](image)

Similarly, the WSR of different algorithms is evaluated by varying the available transmission power at the SAP, i.e., the \(P_{\text{max}} \in [1, 10]W\), and the result is shown in Fig. 5. The ‘AO with \(M = 20\)’, ‘AO with \(M = 40\)’, and ‘AO with \(M = 80\)’ shown in the figure are used to
identify algorithm 9 when the number of IRS reflection elements is 20, 40, and 80, respectively. Obviously, the WSR for all these algorithms is increased with the increase of the available transmission power at the SAP. Moreover, algorithms ‘no-IRS’ and ‘fixed-IRS’ obtain the worst performance and they are exceedingly close. Introducing the IRS optimization, the performance of ‘AO with $M = 20$’, ‘AO with $M = 40$’ and ‘AO with $M = 80$’ is improved distinctly with the increase of the number of IRS reflection elements and better than that of ‘no-IRS’ and ‘fixed-IRS’. It is worth mentioning that the performance gaps between the various mechanisms become larger with the increase of the transmission power at the SAP, which means that the introduction of the IRS reflection coefficient optimization brings more significant performance gains at the higher transmission power.

![Fig. 6 WSR VS the number of reflecting elements](image)

Then, Fig. 6 shows the trend of the WSR with the number of IRS reflection elements under three mechanisms to prove the impact of the number of IRS reflection elements visually. The maximum transmission power of the SAP is set as $P_{\text{max}} = 5W$, and the number of IRS reflection elements varies from 20 to 100. The ‘AO with $P_{\text{max}} = 5W$’ shown in the figure is used to identify algorithm 9 with $P_{\text{max}} = 5W$. Note that, compared to other two mechanisms, the performance of ‘AO with $P_{\text{max}} = 5W$’ is significantly improved, while the performance of ‘no-IRS’ and ‘fixed-IRS’ mechanisms is not affected by the number of the IRS elements in the system. The fact means that the wireless communication environment can be improved by increasing the number of IRS reflection elements appropriately.
Finally, the convergence behavior of the proposed algorithm 9 is evaluated and the result is shown in Fig. 7. Considering algorithms ‘AO with $M = 20$’, ‘AO with $M = 40$’ and ‘AO with $M = 80$’, the performance corresponding to 30 iterations is calculated in the figure. Note that, the proposed algorithm can converge quickly, i.e., no more than 6. Whereafter, the performance of the algorithm is still improved as the iteration progresses but very small. In addition, with the number of IRS reflection elements increases, the performance of the proposed algorithm is also improved, which further proves that the wireless environment can be improved by appropriately increasing the number of IRS reflection elements. It is worth mentioning that algorithm 9 has a faster convergence speed than algorithm 3.

VI. CONCLUSION

In this paper, the joint transmit precoding and reflect beamforming for the IRS-MIMO-CR system is discussed and solved. Our design objective is to maximize the achievable WSR of SUs by jointly optimizing the transmit precoding matrices at the SAP and the reflecting coefficients at the IRS, subject to a total transmit power constraint at the SAP and interference constraints at PUs. Since the formulated problem is non-convex with coupled variables, thus the WMMSE is adopted to transfer it to a tractable one and then an AO-based algorithm is proposed. Furthermore, a special scenario with only one PU is considered and an AO-based algorithm with lower complexity is presented. Numerical simulation results confirm that the proposed algorithms can obtain significantly performance gain over the benchmark schemes. In
addition, for our considered scenario, the beamforming optimization at IRS can bring much more performance improvement as higher transmission power is allowed at the SAP. It is important to note that, the work in this paper based on the hypothesis of perfect CSI, however, the channel estimation is bound to have a certain degree of error in practice. Therefore, the problem with imperfect CSI is more interesting and this is one of our feature work.

APPENDIX A
PROOF OF PROPOSITION 1

Proof: Herein, let $T = Z_p - X_p$ and $f(F) = \sum_{l=1}^{L}Tr(F_{l}^{H}TF_l)$. Given $F^{(n)}$, the first order Taylor expansion of the function $f(F)$ is

$$\tilde{f}(F|F^{(n)}) = \sum_{l=1}^{L}2Re\left\{Tr\left(F_{l}^{(n)H}TF_l\right)\right\} - \sum_{l=1}^{L}Tr\left(F_{l}^{(n)H}TF_{l}^{(n)}\right).$$

Hence, we have $\tilde{f}(F|F^{(n)}) = f(F^{(n)})$ and $\nabla_{F^{*}}\tilde{f}(F|F^{(n)})|_{F=F^{(n)}} = \nabla_{F^{*}}f(F)|_{F=F^{(n)}}$. Substitute $T = Z_p - X_p$ into the previous equation, the conditions 1) and 2) are proved.

Moreover, since $Z_p = \lambda_p I$ and $\lambda_p$ is the maximum eigenvalue of the $X_p$, $T \geq 0$. which means that $f(F)$ is the convex function with respect to $F$. Hence,

$$f(F) \geq \tilde{f}(F|F^{(n)}).$$

Similarly, substitute $T$ into the above equation and transfer the term, we obtain the condition 3). That is, we have the proposition.

APPENDIX B
PROOF OF PROPOSITION 2

Proof: Consider two dual variables $\mu_1$ and $\mu_2$ where $\mu_2 > \mu_1$. Let $\hat{F}(\mu_1)$ and $\hat{F}(\mu_1)$ be the optimal solutions of problem (34) with $\mu_1$ and $\mu_2$, respectively. Since $\hat{F}(\mu_1)$ is the optimal solution of (34) with $\mu = \mu_1$, we have

$$L(\hat{F}(\mu_1), \mu_1) \leq L(\hat{F}(\mu_2), \mu_1).$$

Meanwhile, we also have

$$L(\hat{F}(\mu_2), \mu_2) \leq L(\hat{F}(\mu_1), \mu_2).$$

By adding these two inequalities and simplifying them, we have $(\mu_1 - \mu_2)J(\mu_1) \leq (\mu_1 - \mu_2)J(\mu_2)$. Since $\mu_2 > \mu_2$, we have $J(\mu_1) \leq J(\mu_2)$. Therefore, we have this proposition.
APPENDIX C
PROOF OF PROPOSITION 4

Proof: Note that, the algorithm 6 obtains the optimal solution of (31) in each iteration. Based on the fact, denote the convergent solution obtained by algorithm 6 as $\hat{\mathbf{F}}$. Moreover, let $f_0(\mathbf{F})$, $f_1(\mathbf{F})$ and $f_2(\mathbf{F})$ denote the objective function, left parts of the power constraint and the interference power constraint of the OP7, respectively.

Given the initial point $\hat{\mathbf{F}}$, we construct the problem (31) and let $\tilde{\mathbf{f}}_2(\mathbf{F}|\hat{\mathbf{F}})$ denote the left part of the approximate interference power constraint. The optimal solution of the problem is $\hat{\mathbf{F}}$ since it is the convergent solution obtained by algorithm 6. Now, there exist $\lambda^* \geq 0$ and $\mu^* \geq 0$ which satisfy the KKT conditions of the problem (31) as follows:

$$
\begin{aligned}
    f_1(\hat{\mathbf{F}}) &\leq P_{\text{max}} \\
    \tilde{\mathbf{f}}_2(\hat{\mathbf{F}}|\hat{\mathbf{F}}) &\leq \hat{\Gamma}_p \\
    \lambda^* \left( f_1(\hat{\mathbf{F}}) - P_{\text{max}} \right) & = 0 \\
    \mu^* \left( \tilde{\mathbf{f}}_2(\hat{\mathbf{F}}|\hat{\mathbf{F}}) - \hat{\Gamma}_p \right) & = 0 \\
    \nabla f_0(\hat{\mathbf{F}}) + \lambda^* \nabla f_1(\hat{\mathbf{F}}) + \mu^* \nabla \tilde{\mathbf{f}}_2(\hat{\mathbf{F}}|\hat{\mathbf{F}}) & = 0
\end{aligned}
$$

In addition, given $\hat{\mathbf{F}}$, there are $f_2(\hat{\mathbf{F}}) = \tilde{\mathbf{f}}_2(\hat{\mathbf{F}}|\hat{\mathbf{F}}) + \sum_{i=1}^L \text{Tr} \left( \mathbf{F}_i^{(n)} H (\mathbf{Z}_p - \mathbf{X}_p) \mathbf{F}_i^{(n)} \right)$ and $\nabla f_2(\hat{\mathbf{F}}) = \nabla \tilde{\mathbf{f}}_2(\hat{\mathbf{F}}|\hat{\mathbf{F}})$, so the KKT conditions of the OP7 is satisfied with $\lambda^*$ and $\mu^*$ as follows,

$$
\begin{aligned}
    f_1(\hat{\mathbf{F}}) &\leq P_{\text{max}} \\
    f_2(\hat{\mathbf{F}}) &\leq \Gamma_p \\
    \lambda^* \left( f_1(\hat{\mathbf{F}}) - P_{\text{max}} \right) & = 0 \\
    \mu^* \left( f_2(\hat{\mathbf{F}}) - \Gamma_p \right) & = 0 \\
    \nabla f_0(\hat{\mathbf{F}}) + \lambda^* \nabla f_1(\hat{\mathbf{F}}) + \mu^* \nabla f_2(\hat{\mathbf{F}}) & = 0
\end{aligned}
$$

Meanwhile, the OP7 is a convex optimization problem. Hence, $\hat{\mathbf{F}}$ obtained by algorithm 6 is the optimal solution of the OP7 [31]. Therefore, we have this proposition. ■
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