M-LIO: Multi-lidar, multi-IMU odometry with sensor dropout tolerance
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Abstract—We present a robust system for state estimation that fuses measurements from multiple lidars and inertial sensors with GNSS data. To initiate the method, we use the prior GNSS pose information. We then perform motion estimation in real-time, which produces robust motion estimates in a global frame by fusing lidar and IMU signals with GNSS translation components using a factor graph framework. We also propose methods to account for signal loss with a novel synchronization and fusion mechanism. To validate our approach extensive tests were carried out on data collected using Scania test vehicles (5 sequences for a total of \( \approx 7 \) Km). From our evaluations, we show an average improvement of 61% in relative translation and 42% rotational error compared to a state-of-the-art estimator fusing a single lidar/inertial sensor pair, in sensor dropout scenarios.

Index Terms—SLAM, Odometry estimation, Sensor fusion

I. INTRODUCTION

State estimation, which is a sub-problem of Simultaneous Localization and Mapping (SLAM), is a fundamental building block of autonomous navigation. To develop robust SLAM systems, proprioceptive (IMU – Inertial Measurement Unit, wheel encoders) and exteroceptive (camera, lidar, GNSS – Global Navigation Satellite System) sensors are fused. Existing systems have achieved robust and accurate results [1]–[3]; however, state estimation in dynamic conditions and when there is measurement loss or noise is still challenging.

Compared to visual SLAM, lidar-based SLAM has higher accuracy as lidar range measurements of up to 100m directly enable precise motion tracking. Moreover, owing to the falling cost of lidars, mobile platforms are increasingly equipped with multiple lidars [4], [5], to give complementary and complete 360° sensor coverage (see Fig. 1, for our data collection platform). This also improves the density of measurements which may be helpful for state estimation in degenerate scenarios such as tunnels or straight highways. We can also estimate the reliability of a state estimator by computing the covariance of measurement errors produced from multiple lidar measurements.

Meanwhile, IMUs are low cost sensors which can be used to estimate a motion prior for lidar odometry by integrating the rotation rate and accelerometry measurements. However, IMUs suffer from bias instability and are susceptible to noise. An array of multiple IMUs (MIMUs) could provide enhanced signal accuracy with bias and noise compensation as well as increasing operational robustness to sensor dropouts. Multi-lidar odometry [6], [7] and MIMU odometry [8], [9] have been studied separately; however to the best of our knowledge the fusion of the combined set has not yet been explored.

A. Motivation

As our vehicles are equipped with a GNSS system, we perform the state estimation in global frame and take advantage
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of it to limit the drift rate. Since GNSS information is unreliable in urban environments (‘urban canyon’) or in underground scenarios (such as mining) we also need to fuse information from onboard sensors (which might be susceptible to signal loss) to create robust state estimates.

To achieve this, we have identified two broad problems: Problem 1: State estimation over long time horizons with onboard sensing inherently suffers from drift. Problem 2: Sensor signals are susceptible to loss, due to networking or operational issues, which might affect reliability of the state estimates using onboard sensing.

In our work we have addressed Problem 1) by fusing the onboard state estimator with GNSS-based estimates. For Problem 2) we provide our formulation for the fusion of multiple lidars and MIMU to create robust signals under noisy conditions, which can give robustness both to failure of an individual lidar or IMU sensor as well as expanding the lidar field-of-view.

B. Contribution

Our work is motivated by the broad literature in lidar and IMU based state estimation. Our proposed contributions are:

- Multi-lidar odometry using a single fused local submap and handling lidar dropout scenarios.
- MIMU fusion with misaligned IMU reference frames and accounting for potential signal loss.
- A factor graph framework to jointly fuse multiple lidars, MIMUs and GNSS signals for robust state estimation in a global frame.
- Experimental results and verification using data collected from Scania vehicles with the sensor setup shown in Fig. 2, with FoV schematics similar to Fig. 1.

II. RELATED WORK

There have been multiple studies of lidar and IMU-based SLAM after the seminal LOAM paper by Zhang et al. [10] which is itself motivated by generalized-ICP work by Segal et al. [11]. In our discussion we briefly review the relevant literature.

A. Direct tightly coupled multi-lidar odometry

To develop real-time SLAM systems simple edge and plane features are often extracted from the point clouds and tracked between frames for computational efficiency [3], [12], [13]. Using IMU propagation, motion priors can then be used to enable matching of point cloud features between key-frames. However, this principle cannot be applied to featureless environments. Hence, instead of feature engineering, the whole point cloud is often processed which has an analogy to processing the whole image in visual odometry methods such as LSD-SLAM, [14], which is known as direct estimation. To support direct methods, recently Xu et al. [15] proposed the *ikd-tree* in their Fast-LIO2 work which efficiently inserts, updates, searches and filters to maintain a local submap. The *ikd-tree* achieves its efficiency through “lazy delete” and “parallel tree re-balancing” mechanisms.

Fig. 2. Reference frames conventions for our vehicle platform. The world frame $\mathcal{W}$ is a fixed frame, while the base frame $\mathcal{B}$, as shown in Fig. 1, is located at the rear axle center of the vehicle. Each sensor unit contains the two optical frames $\mathcal{C}$, an IMU frame, $\mathcal{I}$, and lidar frame $\mathcal{L}$. The cameras are shown for illustration only and they are not used for this work.

Furthermore, instead of point-wise operations the authors of Faster-LIO [16] proposed voxel-wise operations for point cloud association across frames and reported improved efficiency. In our work we also maintain an *ikd-tree* of the fused lidar measurements and tightly couple the relative lidar poses, IMU preintegration and GNSS prior in our propose estimator. Since, we jointly estimate the state based on the residual cost function built upon the multiple modalities we consider this a tightly coupled system.

While there have been many studies of state estimation using single lidar and IMU, there is limited literature available for fusing multi-lidar and MIMU systems. Our idea closely resembles M-LOAM [7], where state estimation with multiple lidars and calibration was performed. However, the working principles are different as M-LOAM is not a direct method and MIMU system is not considered in their work.

Finally, most authors do not address how to achieve reliability in situations of signal loss — an issue which is important for practical operational scenarios.

III. PROBLEM STATEMENT

A. Sensor platform and reference frames

The sensor platform with its corresponding reference frames is shown in Fig. 2 along with the illustrative sensor fields-of-view in Fig. 1. Each of the sensor housings contain a lidar with a corresponding embedded IMU and two cameras. Although we do not use the cameras in this work they are illustrated here to show the full sensor setup. We used logs from a bus and a truck with similar sensor housings for our experiments. The two lower mounted modules from the rear, present in both the vehicles, are not shown here in the picture. The embedded IMUs within the lidar sensors are used to form the MIMU setup.

Now we describe the necessary notation and reference frames used in our system according to the convention of Furgale [17]. The vehicle base frame, $\mathcal{B}$ is located on the center of the rear-axle of the vehicle. Sensor readings from GNSS, lidars, cameras and IMUs are represented in their respective sensor frames as $\mathcal{G}$, $\mathcal{L}^{(k)}$, $\mathcal{C}^{(k)}$ and $\mathcal{T}^{(k)}$ respectively. Here, $k \in [F_L, F_R, R_L, R_R]$ denotes the location of the sensor in the vehicle corresponding to front-left, front-right, rear-left and rear-right respectively. The GNSS measurements are reported in world fixed frame, $\mathcal{W}$ and transformed to $\mathcal{B}$ frame by performing a calibration routine outside the scope of this
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### B. Problem formulation

Our primary goal is to estimate the position $\mathbf{q}^{\text{gs}}$, orientation $\mathbf{R}^{\text{gs}}$, linear velocity $\mathbf{v}^{\text{gs}}$, and angular velocity $\mathbf{\omega}^{\text{gs}}$ of the base frame B, relative to the fixed world frame W. Additionally, we also estimate the MIMU biases $\mathbf{b}^g$, $\mathbf{b}^a$ expressed in B frame, as that is where it can be sensed. Hence, our estimate of vehicle’s state $x_i$ at time $t_i$, is denoted as:

$$ x_i = [\mathbf{R}_i, t_i, \mathbf{v}_i, \mathbf{\omega}_i, \mathbf{b}^g, \mathbf{b}^a] \in \text{SE}(3) \times \mathbb{R}^{12}, $$

where, the corresponding measurements are in the frames mentioned above.

### IV. METHODOLOGY

#### A. Initialization

To provide an initial pose we use the GNSS measurements, $\mathbf{q}^{\text{gs}}$, and determine an initial estimate of the starting yaw and translation component, $\mathbf{x}^{\text{ws}}$, in UTM co-ordinates. The GNSS unit also provides IMU measurements in G frame using its internally embedded IMU, which is transformed to B frame. For gravity alignment we use the equations [18, Eq. 25, 26] to estimate roll and pitch after collecting IMU data when the vehicle is static for $t$ seconds according to the GNSS estimate. Subsequently, only the translation component $\mathbf{q}^{\text{ws}}$ from the GNSS measurements are used.

Meanwhile, the noise processes and starting bias estimates for the embedded IMU sensors were characterized in advance by estimating the Allan Variance [19] parameters using logs collected while stationary.

#### B. Handling lossy signal scenario

To synchronize the different signals and to handle signal drop we maintain individual buffer queues for each of the lidar and IMU signals. We read data from the buffers in a FIFO approach and compare the header timestamps (within a threshold of 10 ms for lidar and 1 ms for IMU) to associate corresponding signals across different sensors as illustrated in Fig. 3. We add an age penalty for unused messages in the buffer queue to avoid unbounded queue growth. Unlike the default approximate time sync policy (in ROS) we ensure that data from a single sensor is returned if the other corresponding signals are unavailable. As an illustration, in Fig. 3, let us assume we receive lossy lidar and IMU signals from our sensor setup. The green cells represent signal availability in the buffer queue, whereas the white cells represent signal loss. The signals are read in a FIFO approach and fused after corresponding associations are formed based on timestamps, which is shown with links between the messages in the middle part of Fig. 3. The right hand side illustrates the components of the fused signal. For example at $t_2$, the fused signals comprises of $F_L$ and $R_R$ signal only.

#### C. Lidar fusion

After using the prior extrinsic calibration and signal correspondences we fuse the lidar data from the individual sensors in the B frame using an ikd-tree [15] and downsample them to a 5 cm voxel resolution. To compensate for the motion distortion during a lidar scan, all points are projected to a pose corresponding to the beginning of the corresponding scan using IMU pre-integration [20] between the start and end of the lidar scan. We use the dual quaternion (DQ) operator to handle interpolation of translation and rotation components together using screw linear interpolation (ScLERP) [21]. Let, $p_t$ be the received lidar point at time $t \in [t_i, t_{i+1}]$. The point can be transformed to the beginning of the scan as $T^{-1}_{L_{t_i}L_t}p_t$, where, $T_{L_{t_i}L_t}$ can be recovered in DQ form as $(Q)$ is the DQ form of $T$.

$$ Q_{L_{t_i}L_t} = Q_{L_i} \otimes (Q_{L_i}^{-1} \otimes Q_{L_{i+1}})^{\eta}, \quad \eta = \frac{t - t_i}{t_{i+1} - t_i} \tag{2}. $$

#### D. IMU fusion

To create a robust IMU signal we fuse the available embedded IMUs as a set, which we call a MIMU. A naive approach for MIMU signal fusion would be averaging. Instead we use a MLE approach for the fusion [8]. We also consider the frame orientation misalignment of the individual IMUs in the MIMU setup, which was not considered in prior work.

1) **IMU transformation with Coriolis compensation:** Let, $[\mathbf{R}_{\mathbf{g}^{\text{I}(k)}}, t_{\mathbf{g}^{\text{I}(k)}}]$ be the calibration parameters between the B and the $k^{th}$ IMU frame, $\mathbf{T}^{(k)}, t^{(k)}, \omega^{(k)}$ are the linear acceleration and angular velocity measurements for the $k^{th}$ IMU in its corresponding sensor frame, $\mathbf{T}^{(k)}$. Before the fusion of the MIMU signals, all the IMU measurements must be converted to the B frame by compensating for the Coriolis force illustrated in Fig. 4. Please note we have omitted $k$ superscript for brevity in rest of the discussion. Additionally, since the IMU frame orientations are not aligned we applied the orientation...
transformation to the IMU signal, before applying the Coriolis compensation.

\[ R_{BI}^{-1} f_t = f_B + \omega \times (x_{BI} t_{BI}) + \omega \times t_{BI} \]  

(3)

\[ R_{BI}^{-1} f_t = f_B + [\omega] x [\omega] x t_{BI} + [\omega] x t_{BI} \]  

(4)

where, \( [\cdot] \times \) is a skew-symmetric matrix and \( [a]_x b = -[b]_x a \). In the first step of the IMU fusion, we orient all the IMU measurements in their respective sensor frames to B frame by applying eq. 4 with suitable calibration and noise parameters, estimated in advance while characterizing the IMUs.

2) Accelerometer signal model: From eq. 4 we can also derive the following signal model for an array of \( K \) accelerometers, where \( y_f \) is the acceleration measurement vector and \( \eta^f \) is the measurement noise of the accelerometers:

\[ y_f = h_f(\omega) + \Phi \omega + \eta^f, \]  

(5)

where,

\[ h_f(\omega) = \begin{bmatrix} \omega_z^2 \\ \vdots \\ \omega_z^{K} \end{bmatrix} , \quad H = \begin{bmatrix} -[t_{BI(1)}]_x I_3 \\ \vdots \\ -[t_{BI(K)}]_x I_3 \end{bmatrix}, \quad \Phi = \begin{bmatrix} \omega \end{bmatrix} f_B. \]  

(6)

3) Gyroscope signal model: The angular velocity is sensed by gyroscope on a rigid body is the same no matter where the sensor is located, the same applies for angular acceleration. Hence we can derive a simple model for the measurement vector \( \eta^\omega \), given the gyro measurement noise \( \eta^\omega \):

\[ y_\omega = h_\omega(\omega) + \eta^\omega, \]  

(7)

where, \( h_\omega(\omega) = \begin{bmatrix} R_{BI}^{-1} \omega_1^{(1)} \\ \vdots \\ R_{BI}^{-1} \omega_1^{(K)} \end{bmatrix} \). Note that we do not model the bias in eq. 7, as it has been done in IMU pre-integration.

4) MIMU signal model: Concatenation of eq. 5 and eq. 7 yields:

\[ y = h(\omega) + \Phi \omega + \eta, \]  

(8)

where,

\[ y = \begin{bmatrix} y_f \\ y_\omega \end{bmatrix}, \quad h(\omega) = \begin{bmatrix} h_f(\omega) \\ h_\omega(\omega) \end{bmatrix}, \quad H = \begin{bmatrix} H_f \\ 0_{1K,6} \end{bmatrix}, \quad \eta = \begin{bmatrix} \eta^f \\ \eta^\omega \end{bmatrix}, \]  

(9)

and \( 0_{m,n} \) denotes a zero matrix of size \( m \) by \( n \).

5) Maximum likelihood estimator: The objective is to use eq. 8 to form a log-likelihood function with the assumption of zero-mean Gaussian distribution of measurement noises:

\[ L(\omega, \Phi) = \frac{1}{2} \| y - h(\omega) - \Phi \omega \|_Q^{-1}. \]  

(10)

Here, \( Q \) is the covariance matrix of the system and the norm is given by \( \| X \|_2^2 = X^T \Sigma X \). The maximum likelihood estimator is then defined as:

\[ \{ \omega^*, \Phi^* \} = \arg \max_{\omega, \Phi} [L(\omega, \Phi)] . \]  

(11)

To solve eq. 11, a trivial way is to fix the parameter for \( \omega \), and to maximize the likelihood function with respect to \( \Phi \), and to then replace the solution in the function. As the angular velocity over the sensor array is the same and independent of the location, we can easily calculate the fused \( \omega^* \) as weighted least square of gyro measurements as:

\[ \omega^* = (\{1_K \otimes I_3\} Q^{-1} (1_K \otimes I_3))^{-1} (1_K \otimes I_3) Q^{-1} y_\omega. \]  

(12)

Using the estimated \( \omega^* \), we can now solve eq. 11 as follows:

\[ \Phi^*_{\omega} = \arg \max_{\Phi} [L(\omega^*, \Phi)] = \arg \max_{\Phi} \left( H^T Q^{-1} H \right)^{-1} H^T Q^{-1} (y - \Phi(\omega^*)) \]  

(13)

Note that the right hand term represents the error, i.e. measurements vector \( y \) subtracted from the measurement model \( h(\omega^*) \).

E. Factor graph formulation

A factor graph is a type of probabilistic graphical model for Bayesian inference, which can exploit the conditional independence between variables in the model and has been used widely for estimation problems in robotics [22]. In our setup we optimize the intra-modal fused measurements in between keyframe at \( t_1 \) and \( t_2 \) for state estimation. Let, \( Z_{ij}, L_{ij} \) and \( G_{ij} \) be the IMU, lidar and GNSS measurements between \( t_1 \) and \( t_2 \) and \( \mathcal{K} \) be the set of all keyframes. If the measurements are assumed to be conditionally independent then the current state at keyframe \( kf \), can be estimated as,

\[ x_{k,f}^* = \arg \min_{x_{k,f}} \frac{1}{2} \| r_0 \|_{z_{0}}^2 + \sum_{(i,j) \in \mathcal{K}_{kf}} \left( \| r_{x_{ij}} \|_{z_{x_{ij}}}^2 + \| r_{r_{ij}} \|_{z_{r_{ij}}}^2 + \| r_{g_{ij}} \|_{z_{g_{ij}}}^2 \right), \]  

(14)

where, each term is the squared residual error associated to a factor type, weighted by the inverse of its covariance matrix. The notations: \( r_0, r_{x_{ij}}, r_{r_{ij}}, r_{g_{ij}} \) represent residuals for state prior, pre-integrated IMU, lidar odometry and GNSS factors respectively, described in the following sections.

Fig. 5. Factor graph structure with preintegrated IMU and lidar factors. GNSS poses are also added as unary factors in the graph.
1) Prior factor: Prior factors are used to constrain the system with the \( \mathbf{W} \) frame. Assuming known prior \( \mathbf{v}_{i}^{\text{GNSS}} \) from a stationary position, we can anchor our system to the \( \mathbf{W} \) frame by computing the residual between the estimated state \( \hat{x}_{0}^{a} \) and the first and last estimated poses from the lidar odometry between factor \( \Delta T_{ij} \). The residual becomes:

\[
\mathbf{r}_{ij} = \begin{pmatrix}
\mathbf{I}^T (\mathbf{T}_{ij}^{-1} \mathbf{T}_{ij}) \\
\hat{\mathbf{v}}_{ij} - [0 0 0]^T \\
\hat{\mathbf{b}}_{ij} - b_{ij} \\
\hat{\mathbf{b}}_{ij} - b_{ij}^a
\end{pmatrix}
\]  

(15)

where, \( \mathbf{I} \) is the lifting operator used to solve the optimization in tangent space according to the “lift-solve-retract” principle presented in [20].

2) IMU pre-integration factor: We use the standard formulation for IMU measurement pre-integration [20] to create the IMU factor between consecutive nodes of the pose graph using the fused IMU signal from MLE. The high frequency pose update (at about 100Hz) is also used by the lidar odometry module. The residual has the form (with a derivation taken from [20]):

\[
\mathbf{r}_{ij} = \begin{pmatrix}
\hat{\mathbf{b}}_{ij} - \mathbf{b}_{ij}^a \\
\hat{\mathbf{v}}_{ij} - \mathbf{v}_{ij}
\end{pmatrix}
\]  

(16)

3) Lidar odometry and between factor:

3a) Lidar odometry: For the lidar odometry we register the fused downsampled point cloud directly to local submap using ikd-tree [15] leveraging its computational efficiency when finding correspondences. The ikd-tree helps in fusing only the new information and hence it saves on the time consuming process of recreating the submap from scratch. We also discard points in the local submap once it has aged more than 7 seconds. ICP is performed between corresponding points to infer relative motion, using a motion prior from IMU pre-integration. We register lidar poses at ICP frequency (≈ 2 Hz), so as to used to maintain a smooth local submap. Since we directly register the raw point clouds to the local submap without feature engineering it improves the accuracy of the odometry system in feature-less environments. Also, as we are not specifically doing SLAM, we update the local submap periodically. This helps in managing a small memory footprint unlike maintaining a global map (which would need large memory) required for the lidar odometry.

3b) Between factor formulation: Based on our optimization window we may sample multiple lidar odometry measurements between \( t_{i} \) and \( t_{j} \). However, to constrain the pose graph with a single between factor \( \mathbf{w}_{ij} \) within the smoothing window we use the first and the last estimated poses from the lidar odometry module, denoted as, \( \mathbf{T}_{ij} \) and \( \mathbf{T}_{ij}^{-1} \) respectively. Note that we add the term \( \epsilon \) to denote the lidar odometry module processing time. Considering \( \epsilon \to 0 \), the residual has the form:

\[
\mathbf{r}_{ij} = \mathbf{I}^T (\mathbf{T}_{ij}^{-1} \mathbf{T}_{ij})^{-1} \mathbf{I}^T \Delta \mathbf{T}_{ij}
\]  

(17)

4) GNSS prior factor: Lidar inertial odometry will drift over time. Hence, to constrain the state estimation over long distances, we add only the \( \mathbf{v}_{ij}^{\text{GNSS}} \) represented in UTM coordinates as a prior on our factor graph formulation if the estimated position covariance is larger than the GNSS position covariance adapted from [13]. Note that our graph formulation will naturally produce state estimates even when no GNSS information is available. Since, we only use the translation components, the residual becomes:

\[
\mathbf{r}_{ij} = |\mathbf{v}_{ij} - \mathbf{v}_{ij}^i|.
\]  

(18)

For simplicity, we have used constant values for the covariances of IMU pre-integration factor, lidar between factor and GNSS prior factor for our experiments.

V. EXPERIMENTAL RESULTS

To demonstrate system performance, we conducted several experiments in real world environments including urban and highway driving scenarios to collect data using two vehicles with the sensor setup illustrated in Fig. 2. We also demonstrate our working results here: https://youtu.be/-xSbfaroEPs.

A. Dataset

All sensing data in our vehicle is synchronized using PTP (Precision Time Protocol). For ground truth (GT) pose estimates, we use data from a GNSS receiver.

We use the following notation to distinguish between different sensor configurations – \( L_{n_1} I_{n_1} G_{n_2} \) (L: Lidar, I: IMU and G: GNSS); with \( n_1, n_1, \) and \( n_2, \) indicating the corresponding number of sensor.

We collected 5 test sequences which are described in details in Table I. Lossy signal conditions were emulated manually for our experiments by dropping individual sensor signals randomly once for a period of 5-10 seconds in two data logs. For the single modality experiments, we use the \( F_L \) lidar and its corresponding IMU in both the bus and the truck logs. We demonstrate the lidar fusion method and its results in signal dropout scenario in the supplementary video.

B. IMU fusion

All the IMUs from the integrated sensor housing (shown in Fig. 2) are oriented along the B frame using the predefined calibration parameters. Due to limited space availability, we only visualize and discuss the results of the fusion of the angular velocity (Y-component) for Seq-1 and confirm that a similar hypothesis holds true for the other IMU signal components in all the sequences. As seen in Fig. 6, the angular velocity
components look out-of-phase, since they are not transformed to the B frame. Also, around fifth second in Fig. 6, we observe that there was a signal loss for the $F_L$ and $R_R$ IMU for around 10 seconds.

After applying the MIMU fusion technique, described in Sec. IV-D, with the correct calibration parameters we get a fused MIMU signal in B frame, which is robust to signal loss as seen in Fig. 7. We also analyzed the fused signal wrt GT and verify the quality of the fusion. The GT IMU signal is logged from the GNSS system in B frame. As seen in Fig. 7 our fused signal for the angular velocity (Y-component) closely corresponds to its respective GT.

![Fig. 6. IMU raw signal of angular velocity (Y-component).](image)

![Fig. 7. IMU fusion of angular velocity (Y-component).](image)

To provide more detailed analysis we summarize our RMSE error for the fused signal wrt the GT signal and compare its performance to a fusion approach based on averaging of the error for the fused signal wrt GT. The measured RMSE for the liner acceleration (m/s²) and angular velocity (rad/s) are given in Table II.

### TABLE II

| Data | Average Fusion | MLE Fusion |
|------|----------------|------------|
|      | Linear acceleration | Angular velocity | Linear acceleration | Angular velocity |
| Seq-1 | 2.868 | 0.004 | 1.716 | 0.003 |
| Seq-2 | 2.219 | 0.003 | 1.814 | 0.003 |
| Seq-3 | 2.186 | 0.003 | 1.792 | 0.003 |
| Seq-4 | 2.041 | 0.008 | 1.818 | 0.007 |
| Seq-5 | 2.263 | 0.008 | 1.820 | 0.007 |

RMSE = Linear acceleration [m/s²], Angular velocity [rad/s].

#### C. State Estimation

The relative pose error (RPE) and absolute pose error (APE) metrics are used to evaluate the local and global consistency respectively of the estimated poses. RPE compares the relative pose along the estimated and the reference trajectory between two timestamps $t_i$ and $t_j$, using the relative transform over a specific distance traveled (10 m) as,

$$\text{RPE}_{i,j} = (T_{GT, i}^{-1} T_{GT, j})^{-1} (\hat{T}_{i}^{-1} \hat{T}_{j}).$$

APE is based on the absolute relative pose difference between two poses $T_{GT, i}$ and $\hat{T}_{i}$ at timestamp $t_i$ and is compared for the whole trajectory of $N$ timestamps as,

$$\text{APE}_N = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \| T_{GT, i}^{-1} \hat{T}_{i} - I_{4 \times 4} \|^2}. \quad (20)$$

In our experiments to demonstrate the performance improvement of using multiple sensors versus a single sensor when signal loss occurs we used the $L_4 I_4$ configuration, described in Sec. V-A. To illustrate the reduction in drift when additionally fusing GNSS, we used the $L_4 I_4 G_1$ configuration.

As seen in Fig. 6, signal loss for few seconds occurs in Seq-1 (Fig. 8). Fast-LIO2 drifts quickly at that point — but maintains consistency in the rest of the trajectory. Meanwhile, the $L_4 I_4$ configuration handles this situation seamlessly using the other available sensor signals.

In the highway scenario of Seq-2 (Fig. 9), we see that again $L_4 I_4$ configuration outperforms Fast-LIO2 as there are very few environmental structures. Hence, expanding the lidar field-of-view using $L_4 I_4$ gives more constraints for the ICP matching, outperforming Fast-LIO2.

In Seq-5 (Fig. 11), we manually induced a data drop in the $F_L$ lidar and IMU for 8 seconds. Fast-LIO2 again fails to recover from the situation, whereas, $L_4 I_4$ configuration performs well again.

#### TABLE III

| Pose Error – RPE (Translation[m], Rotation [°]) / APE |
|---------|----------------|---------------|
| Data    | $L_4 I_4$         | $L_4 I_4 G_1$  | Fast – LIO2² |
| Seq-1   | 0.676, 1.248 / 4.992 | 0.115, 1.719 / 3.574 | 0.977, 1.458 / 11.137 |
| Seq-2   | 0.419, 0.264 / 5.376 | 0.158, 0.804 / 4.342 | 0.673, 0.458 / 24.422 |
| Seq-3   | 0.361, 0.228 / 3.479 | 0.221, 0.655 / 2.268 | 0.421, 0.298 / 13.770 |
| Seq-4   | 0.835, 0.471 / 3.446 | 0.106, 0.719 / 0.785 | 0.824, 0.457 / 9.6940 |
| Seq-5   | 1.265, 0.454 / 9.556 | 0.605, 1.479 / 1.645 | 26.815, 2.238 / 4613.7 |

*Fast-LIO2 = $L_4 I_4$ configuration.

We have presented a method for multi-lidar and MIMU state estimation in a factor graph optimization framework and additionally demonstrated the use of GNSS priors. The proposed method produces comparable performance to a state-of-the-art lidar-inertial odometry system (Fast-LIO2) but...
outperforms it when there are signal dropouts with an average improvement of 61% in relative translation and 42% in relative rotational error. For future work we aim to introduce radars and cameras as additional modalities to discard dynamic environmental points for improving the odometry estimate.
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