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Abstract

Recent Salient Object Detection (SOD) systems are mostly based on Convolutional Neural Networks (CNNs). Specifically, Deeply Supervised Saliency (DSS) system has shown it is very useful to add short connections to the network and supervising on the side output. In this work, we propose a new SOD system which aims at designing a more efficient and effective way to pass back global information. Richer and Deeper Supervision (RDS) is applied to better combine features from each side output without demanding much extra computational space. Meanwhile, the backbone network used for SOD is normally pre-trained on the object classification dataset, ImageNet. But the pre-trained model has been trained on cropped images in order to only focus on distinguishing features within the region of the object. The ignored background information is also significant in the task of SOD. We try to solve this problem by introducing the training data designed for object detection. A coarse global information is learned based on an entire image with its bounding box before training on the SOD dataset. The large-scale of object images can slightly improve the performance of SOD. Our experiment shows the proposed RDS network achieves the state-of-the-art results on five public SOD datasets.

1. Introduction

Human beings tend to focus more on salient regions within a natural image. Using machines to predict where humans fixate on, known as saliency prediction, plays an important role in various vision tasks, e.g. image classification [32, 21], visual tracking [31, 4] and semantic segmentation [12, 17]. Most of the recently proposed Salient Object Detection (SOD) systems are based on deep Convolutional Neural Networks (CNNs) to extract informative features [22, 23, 20, 26, 30, 46, 43, 39, 13, 11, 40, 28, 44, 47, 25]. It has been shown that the depth of CNN models affects the performance of the learned feature, e.g. object recognition [34, 10], fixation prediction [7, 14] or face classification [36, 15]. Intuitively, a deeper CNN model can also better extract low-level and high-level features for SOD from the bottom and the top side outputs respectively.

In practice, a deep CNN architecture may not be able to deliver a better performance if the combination of global and local features is not well-designed. Moreover, it is difficult to stack more layers for SOD because the saliency-oriented designs require much computational space e.g. recurrent module [28, 47], stage-wise refinement [39, 13] or side outputs [11, 30]. Another problem in the use of deep CNNs is the limited training data for SOD. Comparing with bounding boxes for object detection, the available data for SOD is much smaller due to the labour-intensive process of pixel-level labelling. In this paper, we intend to solve these two problems by proposing a new network structure and introducing related annotated data from the vision task of object detection.

It has been shown to be effective to apply supervision on side outputs of a CNN model for contour detection [42]. Furthermore, this idea has been applied successfully for SOD using short connections (DSS) [11]. But the design of DSS passes limited global information to bottom layers, which may hinder the performance. Increasing the num-

Figure 1: Examples of object detection (bounding boxes) and salient object detection (pixel-wise annotations).
number of channels will require a huge number of parameters for the transposed convolution. In this study, we propose a new network aiming at delivering richer representations from deeper CNN layers, denoted as RDS network. More global and local features are retained and combined in a more efficient way, see Section 3.1.

To overcome the bottleneck of limited data, one solution is learning SOD features from closely related vision tasks, e.g. using bounding boxes [16] or contour knowledge [25]. It is common to fine-tune a CNN model that pre-trained on the object dataset, ImageNet [8], to extract saliency features. This suggests the learned feature from one vision task can be used for another. Furthermore, a recent survey [3] has shown the close relationship among SOD, fixation prediction and object detection, see Figure 1. There also exist studies for object detection based on saliency features [2, 35]. Therefore, we propose to learn SOD features using the annotated data which is designed for object detection. The advantages of using object data are two-fold: a) the number of available annotated images is much larger than SOD because bounding box is easier to label. b) comparing with object classification, the images contain back ground information which is informative to SOD. The ImageNet DET [8] and the PASCAL-VOC [9] datasets are merged to formulate a new dataset to pre-train our RDS network for a coarse knowledge about location, see Section 3.2.

In our experiment, we directly compare our RDS with the DSS network under the same setting to show that RDS can combine global and local features more effectively. We can have a slight gain for SOD after training on the merged object dataset. Finally, we compare our RDS network with other state-of-the-art methods on five public SOD datasets, HKU-IS [22], ECSSD [33], PASCAL-S [27], DUT-OMRON [43] and DUT-S [38]. The experiment shows our method outperforms most of the competitors on the metrics of F-measure and Mean Absolute Error (MAE).

2. Related Work

Early SOD methods are mainly based on hand-crafted features to capture saliency information, e.g. global contrast [5], multiple color spaces [18], clustering on reconstruction error [24] and objectness cues [16]. But traditional methods can hardly outperform CNN-based because low-level features are not rich enough to encode saliency information. In this section, we mainly discuss CNN-based state-of-the-art methods because they are more related to our work.

Li et al. [22] proposed to apply CNN on three different scales of segmentation. The extracted information is merged to compute the final saliency map. Later they proposed a two-stream system to combine pixel-wise and segment-wise features [23]. Lee et al. generated a distance map between a query region and other parts, and the map is combined with CNN-based features for SOD [20]. Li et al. [26] applied regularized regression on super-pixel to shape CNN features for a more precise boundary. Luo et al. [30] combined local and global information using multiple side outputs and the Mumford-Shah functional was also applied to measure smoothness within each sub-regions. Zhang et al. [46] proposed reformulated dropout (R-dropout) to formulate uncertain ensemble CNN features. The R-dropout operation can be drawn from any probability distribution but the summation of mask weights is one. The authors also proposed to combine coarse semantics and details at multi-level resolutions [45]. Wang et al. added a refinement module on the output of a CNN model. The refinement module consists of another CNN model and CNN filters with different sizes and strides for pyramid pooling. Amirul et al. [13] also applied a refinement module to shape a sharper boundary but their method is based on large kernel filters to capture global context. Zeng et al. [44] applied a CNN model to map pixels and regions of an image into a sub-space, in which nearest neighbour is utilized to find salient regions. Wang et al. [40] applied recurrent network on intermediate CNN features from ResNet for global localization. Another network is applied to refine the boundary by multiplying a coefficient. Liu et al. [28] used the ReNet [37] model, a recurrent network, to capture global context. The local feature is extracted by using CNN filters with large kernel. Zhang et al. [47] applied recurrent network to integrate attention information in a progressive way. Softmax
Figure 3: Flowchart of our proposed RDS network.

and average pooling are applied on each channel to create channel-wise attention, which is later being element-wise multiplied by the traditional spatial activation. Li et al. [25] proposed a system that can learn contour and SOD features at the same time to further improve the performance.

One recently proposed method [11] is closely related to ours because both methods exploit multiple side outputs and short connections. As shown in Figure 2, HED [25] was proposed to detect contour, but no short connections are applied. The DSS network [25] connects each layer to all the previous layers. But the large-size transposed convolution requires much space to compute, it becomes more problematic when passing more channels. While our design of RDS (2c) only concatenates neighbouring side outputs using transposed convolution with a small kernel to save space.

Another related work is [16] because we both utilize the objectness cue to predict salient regions without using category information. Their method [16] used various hand-crafted features to propose box candidates. Pixel-level scores are computed by applying the Gaussian process. Our method is CNN-based and we try to simply convert the task of object detection into SOD.

3. Methodology

Let’s first define the input data as \((x_i, y_i), i = 1, 2 \ldots N\), where \(x_i\) and \(y_i\) represent the \(i\)th input image and its ground truth respectively, totally \(N\) images in the training set. For each input image, \(x \in R^{H \times W \times C}\), a transformation function \(f\) (a series of convolutional operations) is applied to predict a saliency map, \(\hat{y} = f(\theta, x) \in R^{H \times W}\), where \(\theta\) is the weight of the model. Let \(Z = \{z_1, z_2, \ldots, z_M, z_{\text{fuse}}\}\) denote predicted maps from different outputs and the final fused one, where \(M\) is the total number of side outputs. We apply ResNet [10] as our backbone in this paper, five CNN layers (\(M = 5\)) are selected as side outputs, \(conv1, res2c, res3d, res4f\) and \(res5c\). The loss for \(m\)th side output can be computed:

\[
\ell_m = \sigma(z_m, y), \quad z_m = f(x, \theta)
\]

\[
z_{\text{fuse}} = h(\sum_{m=1}^{M} z_m)
\]

\[
L_{\text{total}} = \ell_{\text{fuse}} + \sum_{m=1}^{M} \ell_m
\]

where \(\sigma\) denotes the loss metric, we use mean squared loss in our experiment. The total loss to optimize is the summation of each side loss and the fused one.
3.1. Richer and Deeper Supervision

Supervising on CNN side outputs was applied for edge detection [42] by extracting five layers from the VGGNet [34]. Later the architecture was extended for SOD [11] by connecting one more CNN layer from pool5 and two additional convolutional layers were added on each side output. In their study, maps from higher levels contain more information about location whereas lower side outputs pay more attention on details. But the design of DSS compresses each side output into one channel before concatenating with previous layers and we believe there is a significant information loss in the short connection.

To leverage the power of deep CNN models, we encode each side output into \( k \) (\( k = 32 \)) channels to retain more features, see Table 1. But this “wider” short connection requires more space for computation such that it is difficult to deploy a “deeper” CNN model. For instance, there are \( 64 \times 64 = 4,096 \) parameters when applying transposed convolution between the top and the bottom outputs. It grows linearly \( 4,096 \times k \) when increasing the number channels. We can not deploy this design (ResNet152 with 32 channels using DSS) on one Nvidia Titan graphic card, even though dropout is applied on the short connections according to Equation (19) in [11].

To solve the trade-off between “wide” and “deep”, we avoid direct connection from the top to the bottom as used in Figure 2b. Large-size transposed convolutional filters have been removed in our design. Instead, we apply small filters, two by two, with a stride of two for up-sampling. Each side output only connects to the previous one layer. The last column of Table 1 shows the number of concatenated channels and the size of each output after up-sampling. The bottom side output has 160 channels, that is the number of required parameters for up-sampling is 640, five time less than the large size filter used in DSS. In this way, a richer representation of global view can be merged with low-level features. Although more computational load is needed between Layer 2 and Layer 3 in Table 1, our RDS with ResNet-152 can be trained using a single Titan card. Batch normalization and ReLU are added after each convolution and transposed. Figure 3 shows the whole RDS network system and the final output is the fused saliency map from Equation 3.

### Table 1: Table of convolutional filters for each side output.

| Side Output | Layer 1          | Layer 2          | Layer 3          | Channels                  |
|-------------|------------------|------------------|------------------|---------------------------|
| conv1       | Conv3@128        | Conv3@128        | Conv1@32         | (160, H, W)               |
| res2c       | Conv5@256        | Conv5@256        | Conv1@32         | (128, H/2, W/2)           |
| res3d       | Conv5@256        | Conv5@256        | Conv1@32         | (96, H/4, W/4)            |
| res4f       | Conv5@512        | Conv5@512        | Conv1@32         | (64, H/8, W/8)            |
| res5c       | Conv7@512        | Conv7@512        | Conv1@32         | (32, H/16, W/16)          |

3.2. Category-Independent Objectness Cues

The annotation for SOD is very difficult because it requires precise pixel-level labelling. While it is easier to obtain labelled training data for object classification or detection because only category labels or bounding boxes are needed respectively. To further exploit our rich and deep design, object images for detection (bounding boxes) are used to learn coarse SOD features.

The CNN model pre-trained on ImageNet [8] contains knowledge about objects. But the models, VGG [34] and ResNet [10], only focus on distinguishing features of some specific objects. The location of the object or noisy background is ignored by center cropping and this leads to contextual information loss. Therefore, we introduce the datasets designed for object detection, VOC (2010) [9] and ImageNet [8], to learn objectness cues, as shown in Figure 4.
because we report our saliency result on the PASCAL-S [27] and the DUTS [38] datasets. The bounding box of each image was converted to a saliency ground truth. Given an image \( x \) from the object dataset, a new saliency is initialized by \( y_{\text{obj}} \leftarrow x \), \( y_{\text{obj}} \in R^{H \times W} \). Then salient region within the map is computed by:

\[
y_{\text{obj}}(i, j) = \begin{cases} 1, & \text{if } (i, j) \text{ within a bounding box.} \\ 0, & \text{otherwise.} \\ \end{cases}
\]

\[i = 1 \ldots H, \quad j = 1 \ldots W\]

The resulting binary saliency map \( y_{\text{obj}} \) is the ground truth of the object dataset, as shown in Figure 4. The map can be considered as a coarse salient region without pixel-level annotations. We try to further refine this dataset by removing some uninformative maps with low entropy. We formulate this problem by simply computing:

\[
\alpha = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} y_{\text{obj}}(i, j)
\]

We only kept those images with \( \alpha < 0.8 \) to train the RDS network. Lower \( \alpha \) value, e.g. less than 0.2, is also considered as containing rich background information. Finally, the total number of the object dataset contains 305, 401 images, 4, 217 from VOC and 301, 184 from ImageNet respectively.

4. Experimental Setup

4.1. Saliency Data sets

Besides the object dataset, six public saliency datasets are used for training and testing.

SOD Training Set : Two large-scale SOD datasets are used to train our RDS network. THUS10K (THUS) and DUT-S. The THUS dataset [6] contains 10,000 annotated images. The data was collected from the MSRA dataset which is for object detection [29]. The whole THUS dataset is used to learn SOD features. The DUT-S dataset [38] contains 10,533 images for training and 5,019 for testing. Only the training set of DUT-S, (DUTS-TR), is used for training. Totally we have 20, 533 images in our SOD training set.

SOD Test Set : The 5,019 images from the DUT-S test set are used to report result, denoted as DUTS-TE [38]. The ECSSD [33] dataset contains 1,000 images which are collected from internet and annotated by five helpers. HKU-IS [22] has 4,447 annotated images which are considered to be more challenging than THUS, because more disconnected objects or objects near the boundary are included. The PASCAL-S dataset [27] contains 850 pixel-wise labelled images from the test set of PASCAL-VOC 2010 challenge [9]. DUT-OMRON [43] was built based on the SUN dataset [41], more than five thousand images are annotated for SOD. These five datasets are used to report result and compare with other methods.

4.2. Evaluation Metrics

We evaluate our RDS network using three measures, Precision-Recall (PR) curve, F-measure score and Mean Absolute Error (MAE). The output saliency map, \( Z_{\text{fuse}} \), is continuous and in the range of \([0, 255]\). The normalized saliency map and ground truth are re-scaled to \([0, 1]\), denoted as \( \tilde{Z}_{\text{fuse}} \) and \( \tilde{y} \). The MAE can be computed by:

\[
\text{MAE} = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} |\tilde{Z}_{\text{fuse}} - \tilde{y}|
\]

The output saliency map is also converted into a binary map by applying different threshold values. This binarized map is used to compute PR curve as well as the F-measure with a coefficient \( \beta \):

\[
F_{\beta} = \frac{(1 + \beta^2) \text{Precision} \times \text{Recall}}{(\beta^2 \text{Precision}) + \text{Recall}}
\]

We choose \( \beta^2 = 0.3 \) as suggested by [11] to pay more attention on precision and the maximum F-measure is reported in our experiment.

4.3. Augmentation and CRF

During each training epoch, we augment the training set by horizontally flipping the input image with a probability
of 0.5. After generating the final output, we apply the fully connected Conditional Random Field (CRF) [19] on each map as a post process, implemented within PyDenseCRF.

### 4.4. Validation of RDS Network

We first compare the proposed RDS network with DSS under the same training protocol, the merged object dataset is not applied in this experiment. The DSS and RDS are applied on both ResNet-50 and ResNet-152 to show the differences of depth of the model and the design of connections. The final output of RDS is the fused one, $\hat{z}_{fuse}$. But DSS predicts the saliency map using the average of the selected outputs $\hat{y} = Mean(z_2, z_3, z_4, z_{fuse})$ as used in [11].

The input image was resized to 320 by 320 and the number of training epoch was 25. The initial learning rate was set to 0.01 and it was reduced by multiplying a coefficient of 0.1 every 10 epochs. Weight decay was set to $1e^{-4}$ and the momentum value was 0.9. The size of the training batch was 8. The whole network was trained using a single Nvidia Titan graphic card.

We show the comparison of PR-curve and the F-measure on the five SOD datasets in Figure 5. Generally, the DSS-152 network outperforms DSS-50 due to the deeper architecture. Comparing with DSS-152, our RDS-50 achieved higher results on ECSSD, HKU-IS and PASCAL-S. This shows the effect of more channels can retain richer representation from the top to bottom. The RDS-152 network obtained the best result on most of the benchmarks except DUT-OMRON.

### 4.5. RDS Network with Objectness Cues

In this experiment, we use the setting of RDS-152 from the last experiment to further investigate the effect of objectness cue. The CNN model used for SOD is initialized using the weight that pre-trained on ImageNet. The learned distinguishing object feature can also be applied for SOD even though contextual knowledge is omitted [44]. We train RDS on the merged object dataset to learn coarse location features, but knowledge from ImageNet classification is also desired. Due to the catastrophic forgetting, we only fine-tuned the model on the object dataset for one epoch using a learning rate of 0.001. Then the pre-trained network was further fine-tuned on the SOD training set using the same setting from the last experiment.

We compare out methods with 15 state-of-the-art SOD systems on the five datasets. The saliency maps compared were produced by the authors. In Figure 7, we can see that the RDS-152-OBJ achieved a slightly better result than RDS-152 from the last experiment. But the difference is not large and we believe it is due to the issue of catastrophic forgetting. The model weights are learned toward SOD

![Figure 5: PR-curve and F-measure under different thresholds on the five public SOD datasets.](https://github.com/lucasb-eyer/pydensecrf)
| Methods   | ECSSD $F_\beta$ | ECSSD MAE | HKU-IS $F_\beta$ | HKU-IS MAE | PASCAL-S $F_\beta$ | PASCAL-S MAE | DUT-OMRON $F_\beta$ | DUT-OMRON MAE | DUTS-TE $F_\beta$ | DUTS-TE MAE | PASCAL-SOD $F_\beta$ | PASCAL-SOD MAE |
|-----------|----------------|-----------|------------------|-------------|--------------------|--------------|---------------------|---------------|----------------|-------------|---------------------|----------------|
| MDF [22]  | 0.881          | 0.105     | 0.897            | 0.129       | 0.836              | 0.150        | -                   | -             | -              | -           | 0.771              | 0.137          |
| DCL [23]  | 0.923          | 0.067     | 0.927            | 0.048       | -                  | -            | -                   | -             | -              | -           | -                   | -              |
| ELD [20]  | 0.900          | 0.078     | -                | -            | 0.828              | 0.125        | 0.806              | 0.079         | 0.806         | 0.079       | -                   | -              |
| DS [26]   | 0.915          | 0.121     | -                | -            | -                  | -            | -                   | -             | -              | -           | 0.767              | 0.123          |
| NLDF [30] | 0.924          | 0.062     | 0.921            | 0.047       | 0.872              | 0.103        | -                   | -             | -              | -           | 0.799              | 0.105          |
| UCF [46]  | 0.922          | 0.069     | 0.902            | 0.061       | 0.874              | 0.111        | 0.744              | 0.120         | 0.787         | 0.111       | 0.788              | 0.126          |
| AMU [45]  | 0.929          | 0.058     | 0.909            | 0.050       | 0.876              | 0.098        | 0.761              | 0.097         | 0.789         | 0.084       | 0.795              | 0.112          |
| SRM [39]  | 0.931          | 0.054     | 0.916            | 0.045       | 0.876              | 0.088        | 0.797              | 0.069         | 0.843         | 0.058       | 0.810              | 0.094          |
| CAR [13]  | 0.937          | 0.050     | -                | -            | 0.858              | 0.096        | 0.794              | 0.059         | -              | -           | 0.785              | 0.093          |
| DSS [11]  | 0.919          | 0.051     | 0.914            | 0.040       | 0.842              | 0.104        | 0.769              | 0.063         | -              | -           | 0.771              | 0.100          |
| CKT [25]  | 0.928          | 0.054     | 0.910            | 0.048       | 0.875              | 0.085        | 0.793              | 0.072         | 0.829         | 0.062       | 0.818              | 0.093          |
| DGLR [40] | 0.917          | 0.040     | 0.905            | 0.035       | 0.868              | 0.079        | 0.756              | 0.061         | 0.813         | 0.049       | 0.774              | 0.087          |
| LPSD [44] | 0.937          | 0.041     | 0.926            | 0.033       | 0.873              | 0.079        | 0.780              | 0.060         | 0.840         | 0.048       | 0.792              | 0.086          |
| PAGR [47] | 0.935          | 0.060     | 0.923            | 0.047       | 0.865              | 0.098        | 0.787              | 0.071         | 0.862         | 0.054       | 0.818              | 0.095          |
| PIC [28]  | 0.942          | 0.034     | 0.928            | 0.030       | 0.873              | 0.073        | 0.805              | 0.054         | 0.862         | 0.040       | 0.805              | 0.078          |
| RDS-152   | -              | -         | 0.874            | 0.080       | 0.837              | 0.050        | 0.867              | 0.044         | 0.817         | 0.083       | 0.817              | 0.083          |
| RDS-152-OBJ | -              | -         | 0.942            | 0.028       | 0.872              | 0.080        | 0.838              | 0.049         | 0.871         | 0.043       | 0.818              | 0.081          |

Table 3: Quantitative comparison between the RDS network and the state-of-the-art results. The top one is highlighted in red and the second place is in blue.

Figure 6: Visual comparison between RDS and other state-of-the-art methods. GT: Groundtruth.

RDS-152-OBJ and RDS-152 were the top two scores. We also obtained the highest F-measure on ECSSD, HKU-IS and the DUTS-TE datasets. We show the qualitative comparison between our work and other recently proposed SOD methods in Figure 6. However, our RDS network (RDS-152) achieved 0.874 F-measure on the PASCAL-S dataset, 0.002 lower than AMU [45] and SRM [39]. When studying the failure case, we found out the ground truth of PASCAL-S.
In this paper, we have proposed a new structure, RDS, to better combine features of each side output. Richer representations of global and local knowledge can be merged more effectively to deliver a better performance. We have also introduced the images designed for object detection to better combine features of each side output. Richer representations of global and local knowledge can be merged more effectively to deliver a better performance. We have also introduced the images designed for object detection to learn coarse features before fine-tuning the network on the SOD dataset. The result shows the large-scale object data can improve SOD performances. Our proposed network obviously outperforms other competitors by a large margin. But the problem of catastrophic forgetting may affect the procedure of pre-training on the object dataset. We will continue study on how to better integrate objectness cues in the future work.

5. Conclusion

In this paper, we have proposed a new structure, RDS, to better combine features of each side output. Richer representations of global and local knowledge can be merged more effectively to deliver a better performance. We have also introduced the images designed for object detection to learn coarse features before fine-tuning the network on the SOD dataset. The result shows the large-scale object data can improve SOD performances. Our proposed network obviously outperforms other competitors by a large margin. But the problem of catastrophic forgetting may affect the procedure of pre-training on the object dataset. We will continue study on how to better integrate objectness cues in the future work.
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