Detection and Classification of Human Stool Using Deep Convolutional Neural Networks
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ABSTRACT The diagnosis of functional gastrointestinal disorders and chronic digestive system diseases such as irritable bowel syndrome relies heavily on macroscopic examination of human stool specimens. However, traditional manual stool analysis processes are time-consuming and prone to human subjectivity errors that may lead to incorrect judgments. In this study, we employed deep convolutional neural networks (CNN) to automatically recognize and classify stools in macroscopic images. This approach is advantageous because it reduces the amount of direct interaction required by patients or medical staff, lowers the risk of cross-infection, and removes subjectivity in stool analysis. The U-Net segmentation model is applied to define the region of stools by generating a mask image. After combining the mask and the corresponding original image, the ResNeXt-50 classifier classifies the pre-processed stool image according to the modified Bristol Stool Form Scale (BSFS). Overall, the U-Net model yielded a mean intersection-over-union (mIoU) of 93.75% and an F-score of 0.9570, as the ResNeXt-50 classifier had a classification accuracy of 94.35% and showed decent performance in terms of predictive power. Our study may help to improve the quality of diagnosis and monitoring of diseases associated with bowel movement habits by providing reliable measurements in terms of stool form and consistency.

INDEX TERMS bristol stool form scale, convolutional neural network, deep learning, functional bowel disease, stool classification, stool segmentation.

I. INTRODUCTION

The human stool is a heterogeneous complex waste product naturally excreted from the body that involves a mixture of bacteria and food residues. The novel coronavirus “COVID-19”, which has caused a pandemic and has spread globally since the year 2020, was discovered in stool specimens from the infected patients, implying that it could be a potential source of virus transmission [1]. Besides, the global prevalence of functional bowel diseases is estimated to be around 11.7% [2], and irritable bowel syndrome (IBS) is the most common among all gastrointestinal (GI) disorder problems, accounting for 9.2% of all morbidity [3]. Unfortunately, only about 30% of people who have suffered IBS symptoms will seek medical attention to address their health problems [4], and approximately 10% of IBS patients may experience inappropriate medication interactions causing severe health problems and disrupts the quality of life [5], [6].

Unlike ordinary pathological assessments applied for cancer treatment, stool analysis depends primarily on visual inspection. Stool analysis is essential to diagnose various diseases involving functional bowel disorders and GI symptoms (including IBS [7], [8], pancreatitis [9], colorectal cancer [10], digestive system infections [11], chronic constipation [12], and chronic diarrhea [13]). But most comprehensive stool analyses can only be performed in medical laboratories [14], which would invariably necessitate the use of more expensive analytical equipment. Instead of inspecting the biochemical composition of stools under a microscope, stool samples can be examined macroscopically in terms of consistency, form, size, and color [15]. Analyzing the stool forms and consistency provides a more clinically feasible and straightforward method for gaining clinical insights into a wide range of diseases affecting the human GI tract [16]. The Bristol stool form scale (BSFS) is the most popular...
A significant amount of effort and time. Furthermore, few owing to a scarcity of stool images labeled by experts. The detection and classification systems have been developed, work is advantageous, only a few automatic human stool evaluation of treatment options [26].

According to a study, equipment and are routinely used in diagnostic procedures, cal images are typically generated by specialized diagnosis gradually evolved to facilitate accurate detection, recognition, and classification tasks of medical images [25]. Medical images are typically generated by specialized diagnosis equipment and are routinely used in diagnostic procedures, which benefits in the analysis of disease symptoms and the evaluation of treatment options [26].

Even though using CNN to replace manual inspection work is advantageous, only a few automatic human stool detection and classification systems have been developed, owing to a scarcity of stool images labeled by experts. The annotation and labeling of the stool images often require a significant amount of effort and time. Furthermore, few patients were willing to provide their stool samples due to shameful and embarrassing reasons [27], [28]. Hence, the shortage of labeled stool image datasets is currently an impediment to innovation in this field. To the extent of our knowledge, a few works [20], [29] obtained their fully labeled stool image dataset according to the BSFS, but they were unavailable at the time of writing. The other publicly available stool image datasets compiled by Leng et al. [28] and Yang et al. [30] were incompatible with our study because the sample images were not classified using the BSFS. In this manner, we attempted to collect and compile our dataset for research purposes that adhered to the BSFS classification scheme.

We present a deep learning-based approach to detect and classify human stools in macroscopic images in this paper. This study aims to provide an automatic assessment of bowel movements by analyzing stool forms and consistency. Our contributions are summarized below:

1) We attempt to develop an automated method for stool detection and type recognition using deep learning via CNN. The encoder-decoder architecture U-Net is used to remove background noise from the stool images, and the 50-layer CNN ResNet-50 is then used to classify the type of stool based on BSFS. On our own collected stool image dataset, the proposed method achieves higher segmentation and classification accuracy results when compared to related state-of-the-art methods.

2) Our method is applicable in a variety of medical and homecare settings because it can provide valuable and accurate information in assessing bowel movement habits. It also helps to reduce the burden and risk of cross-infection on medical staff while also assisting doctors in improving disease diagnosis and the efficacy of future treatments for patients.

The rest of this paper is structured as follows: Section II introduces the related works. Section III goes into detail about the proposed method. Section IV illustrates the experiments and results. Section V provides the discussion of our study, and Section VI draws the overall conclusions.

II. RELATED WORKS

A. MEDICAL IMAGE SEGMENTATION

The primary goal of image segmentation is to detect, localize, and predict the dense pixel-wise output of the object of interest. Deep learning has recently demonstrated great promise for general image semantic segmentation tasks in the healthcare sector [31]. For example, recognizing brain tumors in Magnetic Resonance Imaging (MRI) images [32], cancer detection [33], [34] and lesions identification [35], [36]. These works have all produced excellent results when neither the sizes, shapes, nor positions are fixed and will be useful to doctors in assessing and managing medical treatments and pathogenesis [37].

Nevertheless, object detection of human stools has been strategically challenging due to a lack of annotated stool
image datasets, which have prevented the widespread use of the automatic stool detection and tracking system. Some methods used threshold-based segmentation techniques to localize the stool region in the original images [27], [28], [30]. However, because of the inability to remove all unrelated background information, these methods frequently produced unsatisfactory predictions. Unlike the threshold-based segmentation scheme, Hachuel et al. [29] used a deep learning CNN segmentation algorithm named SegNet [38] and produced moderate results.

B. STOOL SPECIMEN CLASSIFICATION
Stool form refers to the visible shape and texture of the stool, which can be examined visually and used as a proxy measurement. In the 7-level BSFS, the type of stools near the clinical decision points (such as the boundary between type-2 and type-3 stools; and the boundary between type-5 and type-6 stools) were found extremely difficult to distinguish [18], [21]. Several studies have revealed that modifying the BSFS is required [18], [39] to improve the classification accuracy, and a common approach is merging the 7-level BSFS into three main classes (see Table 1) [39].

Hachuel et al. [29] introduced a deep structured CNN residual neural network (ResNet) [40] to classify macroscopic synthetic stool images. Because of its faster execution time and smaller parameter size, ResNet-18, the shallowest architecture (with 18 denoting the number of layers contained in the model), was chosen over other variations. Park et al. [20] utilized the Inception v.3 [41] CNN to create a human stool image analysis unit and integrated it into a mountable toilet system. Both works have used the modified BSFS as their classification standard and proved that modified BSFS may improve the recognition performance.

Some other researchers discovered shallow structured CNN are useful to classify stool medical images in hospital settings. Leng et al. [28] developed a lightweight practical CNN classifier for recognizing feces traits. Yang et al. [30] proposed a similar shallow framework CNN dubbed “StoolNet” to classify the colors of fecal images. But the goals of these works were not to investigate the stool forms and consistency. Hence, the classification schemes did not follow the well-known BSFS.

III. MATERIALS AND METHODS
In this section, we will first introduce the stool dataset that we collected for this study. Then we present the encoder-decoder U-Net CNN architecture to detect the location of stools through semantic segmentation. Next, after localizing the stool region, the deep structured CNN named ResNeXt-50 classifies the preprocessed image based on the modified BSFS taxonomy. Fig. 2 depicts the overall framework of our proposed method.

A. OVERVIEW OF THE STOOL IMAGE DATASET
To the best of our knowledge, no publicly available stool image datasets followed the BSFS as the classification standard. Therefore, we collected 1103 stool image samples from online search engines (keywords included ‘human stool’ and ‘feces’) and with the addition of 15 stool images captured by ourselves using the back camera of an Honor Magic 2 smartphone. Due to a large portion of the stool specimen images in our dataset being either provided or anonymously uploaded to the internet, the age and gender of patients, location, and time range of data collection were all unknown. In general, the dataset mainly contains images of stools in toilets, and Table 2 shows a breakdown of our dataset.

| Stool image collection strategy | Total |
|--------------------------------|-------|
| Acquired from the internet     | 1,103 |
| Captured by ourselves          | 15    |
| **Total**                      | **1,118** |

We noticed a range of factors that affect the image quality, such as complicated background illumination, containing irrelevant items causing severe occlusions, and low-resolution imaging. This is primarily because each image was taken from different resolutions, various toilet constructions, distinct background illumination levels, and altered camera configurations. Furthermore, when the stools were immersed or soaked in toilet water, their texture could soften and their shape may alter, making the stool form recognition relatively difficult with low data quality issues.

To ensure reliable predictions for the classification task, we removed the stool images that were either out of focus or displayed severe occlusions. We are aware that any incorrect labels or descriptions provided by specialists may significantly impair the training efficiency of the CNN for classification. As a result, only 724 clear and identifiable stool image samples were evaluated by expert physicians.
using the modified BSFS shown in Table 1. After the expert physicians categorized the stool images according to the modified BSFS, we experienced an unequal distribution of classes in the dataset as shown in Fig. 3.

The encoder module is also known as the feature extraction backbone. As recommended by the authors in [42], the encoder backbone is based on the pre-trained 16-layer Visual Geometry Group (VGG-16) framework [44]. In this manner, we employed transfer learning to shorten training time and conserve computational resources during training. Transfer learning implies that the deep learning network is first trained to solve one initial specific task, and then the trained model is used as a new starting point for solving another related task [45].

The decoder module includes four feature layer blocks and an output layer. The main objective is to combine and semantically project the learned features from the encoder onto the pixel space. A series of operations such as up-sampling and concatenation was used to obtain a final feature layer that contains all contextual information. Each layer block starts with two 3 × 3 convolutional layers, followed by a batch-normalization (BN) layer and Rectified Linear Unit (ReLU) activation. The convolutional layers have filter numbers 64, 128, 256, and 512, which correspond to the VGG-16 layers in the encoder. At the end of the network, the classification output layer is a 1 × 1 convolutional layer with sigmoid activation to generate the prediction map, which estimates the probability of each pixel in the original input image belonging to the target region.

Selecting the suitable loss function for a CNN is essential as it delivers a way to quantify the discrepancy between the predicted segmentation results and the ground truth manual annotations. Class imbalance issues are common in stool image segmentation because fecal matter areas can take shape in small or thin segments of the entire image. Therefore, we adopted the “Dice and cross-entropy (CE)” hybrid loss function, which is effective in addressing class imbalanced issues [46]. The “Dice and CE” loss function improves segmentation quality by gradually learning better model parameters and preventing model parameters from remaining at bad local minima, and is computed by the following equations:

\[
Loss_{Total} = Loss_{CE} + Loss_{Dice} \\
Loss_{CE} = -\sum_{i}^{N} y_i \log p_i \\
Loss_{Dice} = 1 - \frac{\sum_{i}^{N} y_i \cdot p_i}{\sum_{i}^{N} y_i + \sum_{i}^{N} p_i}
\]
where \( y_i \) and \( p_i \) are the ground-truth value and the predicted value of the \( i \)-th pixel of an image, respectively, and \( N \) represents the total number of pixels in the stool image.

### C. IMAGE PREPROCESSING STAGE

One of the preliminary steps in solving general classification problems is to remove the background from the image and identify the region of interest (ROI). The ROI has a direct impact on the accuracy predicted by the latter CNN classifier. We obtain the ROI accurately by combining the mask image generated by the U-Net model from the previous stage with the corresponding original image, as displayed in Fig. 5.

![Figure 5. Localizing the stool region through image processing.](image)

The previous deep structured CNN stool image classification methods by Hachuel et al. [29] and Park et al. [20] were selected as the basis of our approach. Following this manner, we decided to utilize ResNeXt [47], as the invention of the ResNeXt architecture draws on the advantages of both the ResNet [40] and Inception [41] networks.

The ResNeXt CNN is constructed by stacking a series of identical topology blocks together with aggregate residual transformations. It incorporates the main architectural characteristics of ResNet and Inception, such as multiscale pathway block, split-transform-merge paradigm, and skip connections between layers to boost the accuracy while maintaining low network complexity. The authors in [47] introduced the cardinality parameter, which is defined as the number of aggregate transformations. Fig. 6 portrays the residual block structure of ResNeXt that consists of 32 blocks with the same topology, meaning that the cardinality value is 32.

The ResNeXt-50 (32 × 4d) was chosen for the stool classification task because it has the shallowest architecture among all other ResNeXt variant models. As implied by its name, it contains 50 layers and the parameters inside the bracket represent cardinality and width of the bottleneck layer, respectively. For the sake of simplicity, this network is referred to as ResNeXt-50 throughout the rest of this paper.

Moreover, we establish a trichotomous decision classifier, which corresponds to the three different types of stool in the modified BSFS classes shown in Table 1 (i.e. “constipated,” “normal,” or “loose”). We adopted the CE loss function (equation 2) because it is well-suited to multiclass classification problems. Softmax function is then applied at the

![Figure 4. Structure of the U-Net segmentation model](image)
probability distribution. Softmax is defined as follows:

$$softmax(z_i) = \frac{e^{z_i}}{\sum_{j=1}^{k} e^{z_j}}$$  \hspace{1cm} (4)$$

where i represents the class index, $z_i$ is the probability of i-th class, and k is the total number of classes.

IV. EXPERIMENTS AND RESULTS

In this section, we use experimental comparisons to assess the performance of our proposed methodology. Each module is described in detail, including data processing and augmentation, evaluation metrics, and implementation details. We also demonstrate the results of the CNN by comparing our method to other methods in the same field.

Furthermore, all experiments in this paper were carried out with our own collected stool image dataset. The CNN models were trained and configured with an Intel Core i7-7500U CPU @2.70GHz, 16GB internal storage, NVIDIA GeForce 940MX GPU, and a Windows 10 64-bit operating system. The image preprocessing and training codes were written in Python, with Pycharm serving as the integrated development environment (IDE) compiler.

A. STOOL IMAGE SEGMENTATION EXPERIMENTS AND RESULTS

1) Data augmentation

Data augmentation is useful to avoid the problem of overfitting and algorithm bias. During the segmentation experiment, the training data are artificially expanded to boost the expressive power. We utilized the following augmentation transformation techniques: random horizontal and vertical flips, random rotations and skews, and random crops or zooms with scales ranging from 0.5 to 1.5.

2) Evaluation metrics

The mean intersection-over-union (mIoU) and F-score (also known as Dice score) are commonly used to evaluate the segmentation performance of a CNN. The mIoU is used to compare the similarity between the stool region recognized by the model and the ground truth, and it can be calculated in the following equations:

$$IoU = \frac{TP}{TP + FP + FN}$$  \hspace{1cm} (5)$$

$$mIoU = \frac{1}{k+1} \sum_{i=0}^{k} IoU_i$$  \hspace{1cm} (6)$$

where TP represents the number of true positives; FP is the number of false positives; FN means false negatives estimated by the model.

F-score is the weighted harmonic mean of precision and recall and is defined as:

$$F-score = 2 \cdot \frac{Precision \cdot Recall}{Precision + Recall}$$  \hspace{1cm} (7)$$

where the mean precision is the fraction of accurately predicted stool pixels to the number of pixels predicted to be stool; the mean recall is the fraction of accurately predicted stool pixels to the number of ground truth stool pixels in the image.

In addition, inference time is used to assess the computational efficiency of the SegNet and our U-Net model, which denotes the milliseconds (ms) required for segmentation on a single stool image.

3) Implementation details

We loaded the VGG-16 pre-trained weights which have been previously trained on the ImageNet dataset (around 1.4 million labeled images and 1000 object categories) [48]. Moreover, we employ the reduced learning rate on the plateau strategy to let the learning rate automatically be reduced by a constant factor during training. The base learning rate is set to 0.001. We also adopt the stochastic gradient descent (SGD) with a momentum value of 0.9 and a batch size of 2 to optimize the U-Net for a duration of 100 iterations. Before being fed into the CNN, each original stool image in our dataset was resized using cubic spline interpolation, whereas each ground-truth label was resized using nearest-neighbor interpolation to a resolution of 512 $\times$ 512. Following the standard CNN training procedure, we randomly divided the stool image dataset into 75% for training and the remaining 25% for validation testing.

4) Comparison with state-of-the-art methods

Since there are very few developed deep CNN-based stool image segmentation methods, we could only compare the test performance of our U-Net with the state-of-the-art model named SegNet in [29]. However, the approach in [29] takes the binary CE loss function into account, and the model was trained using their proprietary dataset. Therefore, we separately trained and tested a SegNet model using the same...
setup as our experiments. Additionally, to evaluate the effectiveness of the “Dice and CE” loss function, we trained and tested a comparison experiment with the binary CE loss function on both U-Net and SegNet. In Table 3, we present the numerical test results of comparisons, which include training and validation loss values as well as evaluation metrics such as the inference time, F-score, and mIoU. We also compared our F-score and mIoU ratings to Otsu’s threshold-based edge detection method [49], which had previously been used by researchers in the same field [27], [28], [30].

From Table 3, we can see that our U-Net with “Dice and CE” loss function increases the mIoU rating from the most of 50.69% to 93.75% by 43.06%, and we achieve an F-score of 0.9570. SegNet and U-Net have comparable average inference times because both models have a similar structure and number of total trainable parameters. In addition, the “Dice and CE” loss function tends to yield lower training loss and validation loss values than the “Binary CE” loss function in both SegNet and U-Net models. In particular, U-Net has the lowest training and validation loss values of 0.0564 and 0.0453, respectively, indicating greater robustness. The parameters of the loss function become smaller as the mIoU between the predicted map and the ground-truth mask increases.

Fig. 7 shows the training and validation loss curves of U-Net with “Dice and CE” loss. At the start of the training process, both loss curves drop rapidly. After around 10 epochs, the training loss curve continues to decline while the validation loss curve fluctuates, signaling that the model can be further optimized. Later, both loss curves become smooth, with only minor fluctuations remaining, demonstrating that the U-Net has appropriately converged.

Fig. 8 depicts a visual qualitative analysis of the image segmentation method outputs. Fig. 8(a) shows the original stool images taken in different flush toilets, Fig. 8(b) shows the ground-truth mask images, and Fig. 8(c), (d), (e) displays the predicted mask images generated by Otsu’s method, SegNet and our proposed method, respectively.

We observe that Otsu’s method cannot exclude the edges of the toilet construction, resulting in unsatisfactory and noisy results in Fig. 8(c). On the other hand, although Table 3 listed that the F-score and mIoU ratings for both U-Net and SegNet are similar, the predicted stool mask images are quite different according to Fig. 8(d) and (e). U-Net predicted masks are much more similar in shape to the ground truth with appropriate stool contours, whereas SegNet tends to segment the target with irregularities along the ROI boundaries. Even though the position, sizes, and shapes of the stool, and the level of background illumination vary in the original images, U-Net can still accurately segment the ROI as a continuous region, demonstrating the robustness of the model. Hence, we can conclude that our proposed method achieves accurate and clearer results in the stool detection task.

**B. STOOL IMAGE CLASSIFICATION EXPERIMENTS AND RESULTS**

1) **Image processing and data augmentation**

We used the simple binary bitwise operations from the OpenCV library [50] in Python to suppress background noise and localize the stool region for each image sample in our dataset.

As previously stated, we removed the images with occlusions caused by reflections or irrelevant objects, leaving only 724 clear stool images remaining. But we experienced an unequal distribution of classes in the dataset as shown in Fig. 3, the classifier estimations could then be one-sided or biased towards the group that appeared more frequently in the dataset.

As we observed, the classifier method was unable to handle the different types of stools. The classifier consistently predicted the “Constipated” class, even though the stool images were quite different. To address this issue, we decided to augment the stool images in specific classes. Each image in the “Constipated” class was rotated seven times,

---

**TABLE 3.** Experimental results for stool segmentation (best results marked bold)

| Model            | Inference Time (ms) | Loss Function   | Training Loss | Validation Loss | F-score | mIoU(%) |
|------------------|---------------------|-----------------|---------------|-----------------|---------|---------|
| SegNet [29]      | 475                 | Binary CE       | 0.0978        | 0.0864          | 0.9285  | 74.82   |
|                  |                     | Dice and CE     | 0.0730        | 0.0680          | 0.9403  | 90.14   |
| U-Net (Proposed) | 462                 | Binary CE       | 0.1150        | 0.1052          | 0.9042  | 76.93   |
|                  |                     | Dice and CE     | 0.0564        | 0.0453          | 0.9570  | 93.75   |
| Otsu’s           | -                   | -               | -             | -               | 0.2654  | 50.69   |

FIGURE 7. The loss trends of U-Net.
while each image in the “Loose” class was rotated three times. The augmented images were then horizontally flipped. After that, we added Gaussian noise to each original and augmented image to increase the total number of training samples. At last, the dataset contains 3540 stool images, with 1218, 1236, and 1088 images in the “Constipated”, “Normal”, and “Loose” classes, respectively.

Some of the augmented images with horizontal and vertical flips and rotations produced different shapes. However, the other augmented images salted with Gaussian noise were assumed to have the same stool reference shape and orientation as the original image. Thus, instead of randomly dividing the expanded dataset, we try to place images with identical reference stool shapes in either the training or validation sets whenever possible. We were driven to accomplish this procedure for two reasons. Firstly, on most practical occasions, finding two duplicate stool specimens is very uncommon. Secondly, we purposefully enhanced the complexity by limiting the number of shape styles that may be learned through training, which is reasonable for verifying the effect and robustness of our proposed CNN classifier. After all, we split the dataset into 75% (2605 samples) for training and the remainder 25% (885 samples) for validation. The images were resized using cubic spline interpolation to a resolution of $224 \times 224$ pixels while maintaining the average aspect ratio to suit the input size of the ResNeXt-50 network.

2) Evaluation metrics
To effectively evaluate the performance of the classification CNN, we combined the experience from previous studies. Leng et al. [28], Hachuel et al. [29], and Yang et al. [30] selected the accuracy as a measurement indicator, while Park et al. [20] used the area under the receiver operating characteristic (ROC) curve (AUC) as a performance metric. Moreover, we included the inference time metric to examine the average time required for each model to classify a single stool image. The accuracy is a popular assessment criterion to describe the percentage of accurately predicted images made by the classifier and is defined as follows:

$$\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (8)$$

where the variables TP, TN, FP, FN denotes True Positive, True Negative, False Positive, and False Negative, respectively.

We also adopt the AUC-ROC analysis to evaluate the predictive power of the classifier. But because the AUC is typically used for diagnostic tests with dichotomous outcomes, we employ the one-versus-all approach to reduce the multi-class classification into multiple binary classification problems for each of the modified BSFS classes. This approach compares how well the classifier can predict positive samples from the corresponding class against the negative samples from all other classes. Hence, in this experiment, we generate ROC curves and AUC for each of the “Constipated,” “Normal,” and “Loose” classes, and AUC is defined as follows:

$$AUC = \frac{1}{2} \cdot \sum_{i=1}^{m-1} (x_{i+1} - x_i)(y_i + y_{i+1}) \quad (9)$$

where $x$ represents the value of true positive rate (TPR) and $y$ is the false positive rate (FPR) from the ROC curve. In this experiment, we obtained the AUC by using the algorithm provided in the Scikit-learn Python library. Additionally, the classification accuracy, the inference time, ROC curves, and AUC scores are computed based on the validation dataset, which contains 304, 309, and 272 stool images, respectively, for the “Constipated,” “Normal,” and “Loose” classes.
3) Implementation details

The adaptive momentum (Adam) [51] optimizer is adopted with a learning rate of 0.001, a batch size of 8, and the maximum epoch is set to 100. Following the standard practice in transfer learning, we loaded the ResNeXt-50 pre-trained weights which have been previously trained on the ImageNet dataset [48].

4) Comparison with state-of-the-art methods

Previous research used either deep or shallow structured CNN to classify stool types automatically. However, no comparisons were made between the various methods for recognizing stools with the BSFS. For this reason, we compared our proposed method to state-of-the-art models on our stool image dataset using the same experimental setup, including both deep structured CNN (ResNet-18 [29] and GoogLeNet Inception v.3 [20]) and lightweight shallow CNN (the model proposed by Leng et al. [28] and StoolNet [30]).

As shown in Table 4, the deep CNN structured models have a significantly longer inference time because of the complexity of the structure. However, the ResNeXt-50 had a classification accuracy of at least 2.94% higher than the other state-of-the-art methods. We also demonstrated the confusion matrix in Fig. 9 to present a more intuitive understanding of the results. We expect most of the values to be on the diagonal cells of the confusion matrix, indicating that the samples are correctly classified. The darker the blue color in the confusion matrix square, the greater the value, while a light blue color cell represents lower values.

Fig. 9 shows that most of the values are along with the dark blue colored diagonal cells, and the other cells have remained in light blue. It indicates the classification accuracy of the model was excellent. Furthermore, the predictions made by the ResNeXt-50 were unbiased, meaning that we have addressed the issue of uneven stool specimen ratings through data augmentation.

As for the AUC-ROC analysis, we display the AUC scores for the corresponding modified BSFS classes of various CNN methods in Table 5. We then present the ROC curves for our ResNeXt-50 classifier and the related state-of-the-art methods in Fig. 10. The black diagonal dotted line represents a random guessing classifier with an AUC of 0.5, which means it can only predict whether an image belongs to the appropriate category at random.

As can be seen in Fig. 10, all ROC curves for different methods have a convex shape and are significantly higher above the random guessing black dotted line. The ROC curves of the ResNeXt-50 model in Fig. 10(c) showed that slopes are the steepest, and Table 5 shows that the AUC scores for our method are the highest in each of the modified BSFS classes when compared to other various methods. It means that our proposed method has better performance in terms of predictive power. Hence, the ResNeXt-50 outperforms all other state-of-the-art methods by a considerable margin and can accurately follow the labeling decisions made by the expert physicians in our collected dataset.

V. DISCUSSION

Although our approach is similar to the Hachuel et al. [29] study on the recognition and characterization of human stool in macroscopic images, the two are not directly comparable due to several significant differences, which are summarized below:

1) There are differences between the stool image datasets. The method described in [29] trained their deep-CNN classifier on a stool image dataset containing only Type-1 to Type-5 synthetic stool samples. In contrast, our dataset contains real human stool images, including loose stools (Type-6 and Type-7) from all modified BSFS categories;

2) The method described in [29] did not preprocess the stool images to remove background noise before feeding them into the classifier for training and validation. On the other hand, we preprocessed each stool image sample in our dataset by combining the generated mask image and the corresponding original image;

3) The experimental results show that the method described in [29] is incapable of maintaining the level of performance demonstrated in this paper. Our proposed method performs well in both the automatic detection/segmentation and classification tasks.

One current limitation of our approach is that the type-7 stools have a similar phase and color appearance of urine in deep flush toilets. The annotation of type-7 stool images is challenging because it lacks a distinct shape or size, and we only have a limited number of type-7 stool image samples in our collected dataset. Consequently, the segmentation of the watery stool region becomes challenging in these extreme cases.
TABLE 4. The classification accuracy and inference time comparison of different methods (best results marked bold)

| CNN structure | Model | Accuracy(%) | Inference Time (ms) |
|---------------|-------|-------------|---------------------|
| Deep          | Inception v.3 [20] | 55.37 | 408                  |
|               | ResNet-18 [29]    | 91.41 | 167                  |
|               | ResNeXt-50 (Proposed) | **94.35** | **240**             |
| Shallow       | Leng et al. [28]  | 62.49 | 33                   |
|               | StoolNet [30]     | 79.77 | 89                   |

FIGURE 10. Multiclass receiver operating characteristic (ROC) curve and area under the curve (AUC) for our proposed model and the various state-of-the-art methods. (a) Inception v.3 classifier. (b) ResNet-18 classifier. (c) Our proposed ResNeXt-50 classifier. (d) Light-weight classifier proposed by Leng et al. [28]. (e) StoolNet classifier.

TABLE 5. Values of AUC between various methods under different modified BSFS classes (best results marked bold)

| Model             | Constipated | Normal | Loose  |
|-------------------|-------------|--------|--------|
| Inception v.3 [20]| 0.943       | 0.881  | 0.940  |
| ResNet-18 [29]    | 0.976       | 0.959  | 0.982  |
| ResNeXt-50 (Proposed) | **0.988** | **0.979** | **0.994** |
| Leng et al. [28]  | 0.881       | 0.784  | 0.835  |
| StoolNet [30]     | 0.870       | 0.900  | 0.788  |

Hence, in the future, we intend to enlarge our stool image dataset. We seek to obtain more stool image samples from an actual hospital setting, especially the watery stool images.

To avoid watery stools mixing with urine or dissolving in toilet water, we could recommend the patients dispose of their stools properly in a transparent excrement container, if possible. The dataset scale expands when more stool images are collected, and the performance of both segmentation and classification CNN will be further improved [20].

The CNN models used in our study have a deep depth network, which requires longer average inference time to generate results than shallow structures. So, we will try to optimize our approach further using Multi-Task Joint Learning (MTL) to improve the computational efficiency of our algorithms, ultimately leading to the development of a quick, precise, and robust stool detection and examination method.

In addition, we can use a similar approach described in this paper to evaluate other aspects of stool, such as its color and size. This will be useful to provide a detailed description...
of the hydrodynamics of human defecation [52]. At last, we look forward to applying our method in conjunction with additional clinically relevant assays to a “Smart Toilet” system for prognostic and continuous health monitoring purposes.

VI. CONCLUSION

In this paper, we describe an automated clinically relevant stool analysis using a deep-CNN approach. We acquired actual human stool images to establish a dataset for appearance detection and classification of stool form. The technical contribution of our paper is to combine the U-Net model with the “Dice and CE” hybrid loss function and the ResNeXt-50 model to extract and characterize the stool object in macroscopic images. To that end, the VGG-16 network is used in the U-Net encoder module; both the VGG-16 and the ResNeXt-50 networks are off-the-shelf networks that allow us to take advantage of transfer learning. Comprehensive experimental results revealed that U-Net could precisely segment the boundaries of the stool target region, and the ResNeXt-50 classifier accurately classifies the images based on the modified BSFS with clinical-level decision-making performance. Overall, our proposed method satisfies the requirements for practical application, such as serving as a treatment evaluation or a daily bowel movement tracking system to facilitate accurate communication between patients and doctors. The findings of our study are potentially an important contribution to improving the diagnosis and monitoring of disorders connected with bowel movement behaviors.
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