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Abstract

Data augmentation has always been an effective way to overcome overfitting issue when the dataset is small. There are already lots of augmentation operations such as horizontal flip, random crop or even Mixup. However, unlike image classification task, we cannot simply perform these operations for object detection task because of the lack of labeled bounding boxes information for corresponding generated images. To address this challenge, we propose a framework making use of Generative Adversarial Networks (GAN) to perform unsupervised data augmentation. To be specific, based on the recently supreme performance of YOLOv4, we propose a two-step pipeline that enables us to generate an image where the object lies in certain position. In this way, we can accomplish the goal that generating an image with bounding box label.

1 Introduction

Computer Vision is one of the most important areas in Artificial Intelligence. It contains several basic tasks: image classification [10], object detection [7], instance segmentation [9] and semantic segmentation [5]. Among them, object detection has attracted widespread attention from researchers all over the world. It solves two main problems in real world applications: "What is the object?" and "Where is the object?". Current methods are simulating human vision and cognition in specific application scenarios, such as pedestrian detection, face detection and text detection. In recent years, with the development of deep learning technology, significant breakthroughs have been made in object detection, and it has also been applied to more fields such as automatic driving, robot vision, and video surveillance.

Although object detection has developed rapidly and new algorithms have constantly refreshing the scores of major rankings, one of its shortcomings is its difficulty in obtaining labeled data compared to classification task because of the tedious bounding box annotations process. A straightforward solution to this is generating pseudo label from trained detection model with confidence directly. However, it seems useless or even harmful since it’s possible that the trained model will make mistake even if it gives out high confidence value.

During the survey, we found that some methods start using Generative Adversarial Network (GAN) for data augmentation recently, which achieve better results than traditional methods. For example, DAGAN [11] succeed in generating augmented images for human face as shown in Figure 2 where only the left top one is real image. And after training on those augmented images, their model perform
much better compared to those methods only using the real images. Inspired by these methods, we raise an enlightening question about this.

- What if we can design a framework about GAN to generate augmented image together with the bounding box labels?

To answer the above question, we develop a framework aiming to perform data augmentation for object detection based on the success of YOLOv4 and GAN. To be specific, we propose a two-step framework. In first step, our goal is to train a GAN for normal data augmentation based on original dataset, i.e., be able to generate real images. In second step, our goal is further extended to generate images where object should lies in certain position. And we use YOLOv4 to localize the position of object in the generated images and thus instruct the training of generator. With this model, the only thing we need to do is providing a position to the generator, then we can get the generated images that meet the requirement. Further more, we can use this technique to generate some hard samples, such as images with small or bias object. With these hard samples, model may become more robust after training.

In summary, the contributions of this paper are three folds:

- Propose a novel data augmentation framework to solve the essential problem of lacking labeled sample in object detection.
- Encode the position constraint into the generated images.
- Provide comprehensive analysis and discussion on our results and experiment process, which should be useful to other people who are also new to this area.

To our best knowledge, this is the first work that applying GAN to generate the whole images directly based on a pure condition for object detection task.

2 Related Work

2.1 Object Detection

Most of the early object detection methods were constructed based on manual features. Due to the lack of effective image representation at that time, people could only design complex feature representations. A well-known method is the Viola Jones detector [21]. The VJ detector uses a sliding window to view all possible window sizes and positions in an image. With the performance of manual feature selection technology becoming saturated, object detection has reached a stable development period after R. Girshick et al. proposed a region with CNN features (RCNN) for object detection in 2014 [8]. Since then, object detection has developed at an unprecedented speed. In the era of deep learning, object detection can be divided into two categories: "two-stage detection" and "one-stage detection".

The former defines the detection frame as a "from coarse to fine" process, the most typical methods are RCNN [20], Fast RCNN [6], Faster RCNN [17], and later also proposed a variety of improvements, including RFCN and Light head RCNN.

The latter defines it as "one step in place", and typical methods include YOLO, SSD [16], and RetinaNet [14]. We used the YOLOv4 [4] framework this time, the backbone used is the improved CSPDarknet [22] and the new feature map usage method BiFPN [19] is used, both of which are robust methods in the field of object detection. In Figure 1, we can see that even difficult sample containing small objects, YOLOv4 can still provide excellent results. So we can rely it on generating pseudo bounding box labels to some degree.

2.2 Generative Adversarial Network

GAN was first proposed by Ian Goodfellow in 2014. By introducing the concept of adversarial learning, generator and discriminator trying their best to compete with each other and gradually both become better during this process. Because of its success in generating samples, GAN has been paid more and more attention by researchers in recent years and has been applied to different fields such
as style transfer, portrait generation (StyleGAN [12]), few-shot, one-shot, and zero-shot learning (AFHN [13]).

GAN usually consists of a generator and a discriminator, where the generator needs to generate fake samples to fool the discriminator while the discriminator needs to have the ability to distinguish between real and fake samples.

However, GAN has suffered from lots of problems such as model collapse, difficulty in finding a balance between generator and discriminator, and the lack of variety in generated samples. Many papers have tried to solve the problem, but the effect is not satisfactory and the problem has not been completely solved.

To solve the balance problem between generator and discriminator, which may cause model collapse, Wasserstein GAN (WGAN) [2] introduce gradient penalty and Wasserstein distance, while the latter can also act as the indicator for the training progress. It also has some other simple modifications in GAN’s structure such as removing logarithm from the loss function, removing the final Sigmoid layer of discriminator and outputs the score of input samples rather than probability. All these simple changes largely solve the above mentioned problems of GAN.

2.3 Data Augmentation

In object detection, traditional data augmentation methods include random crop, changing picture size, changing picture tone, and random clip. Based on the idea of traditional methods, this year there are also many outstanding improvement methods such as mosic [4], mixup [24], roimix [15]. The above-mentioned methods all transform the original image to the augmented data. They can be well explained, but most of them are not effective and cannot generate some unseen images.

Besides these traditional methods, people also use deep learning methods, such as GAN, for data augmentation. ASDN[23] use masks in the feature layer to block some parts and generate images without some important features. This method improves the network’s utilization of various features. MTGAN[3] use data augmentation for small objects detection, and they use GAN to expand the resolution for small objects with low pixels. This can improve the recognition accuracy of small objects, but both methods do not expand the dataset. AugGan[11] converts images in daytime to other time like night, which could improve generalization ability of object detection model. However, this model requires semantic segmentation information of input samples, which is hard to acquire in ordinary datasets.

3 Methodology

In this section, we will talk about our overall framework and its possible useful application.
3.1 Overall Framework

Our model is proposed to generate visually plausible images with objects in certain position. For this purpose, we design a 2-step training framework as shown in Figure 3.

**Step 1** In the first step, in order to generate indistinguishable fake images, we first train a GAN which is able to translate noise to the target image domain. In this part, we adopt Wasserstein GAN structure for the framework.

In this framework, there are two main components: generator and discriminator. For generator, we used a network following the general architecture of U-Net [18] as shown in Figure 4. Then for the discriminator, a straightforward convolutional neural network is applied to predict the score of input samples. Note that CNN model is able to get a probability for each patch of input images. For example, if the size of input image is $256 \times 256 \times 3$, and the size of patch for discriminator is $8 \times 8$, then the output of discriminator will be $32 \times 32 \times 1$, representing the score for each patch.

For weight update of the GAN model, we used the similar way as WGAN, that is minimizing the Wasserstein distance between real distance and generated distance. In this model, a function $f_w$ with parameters $w$ are defined to construct the loss:

$$\mathcal{L}_D = E_x \ p_x [f_w(x)] - E_x \ p_g [f_w(x)]$$  \hspace{1cm} (1)
where the \( P_r \) is the distribution of real samples and \( P_g \) is the distribution of generated samples, and \( f_w \) is K-Lipschitz function. And the generator loss \( L_G \) and discriminator loss \( L_D \) are:

\[
L_G = -E_x P_r[f_w(x)] \\
L_D = E_x P_g[f_w(x)] - E_x P_r[f_w(x)]
\] (2) \( \) (3)

By minimizing \( L_G \) and \( L_D \) iteratively, we then can get a model that could generate visually plausible images.

**Step 2** Then in the next step, the GAN is further trained to generate images with target object conditioned on input position. A sequence of coordinate \([x1, y1, x2, y2]\) is first converted to a mask, where the corresponding pixels are set to one while the rest are zero. Then we fed it into an encoder and concatenate its feature with noise as the input of generator.

For the generated images, if they get relatively high score from discriminator, which means they are real enough and could be used for object detection, thus we can use a trained detection model to get the position of object from the generated images, compare it with the input bounding box data, and calculate an object position loss to generator as the generation constrain.

To achieve this, we applied a loss function similar to YOLO. It can be divided into three parts: bounding box regression loss, confidence loss and classification loss.

We applied CIoU loss \([25]\) as bounding box regression loss:

\[
L_{CIoU} = 1 - IoU + \frac{\rho^2(B, B_{gt})}{c^2} + \alpha v
\]

where \( IoU \) is the naive Intersection over Union(IoU) metrics, \( B \) and \( B_{gt} \) denote the central points of detected bounding central points of detected bounding box and target bounding box, \( \rho(\cdot) \) is the Euclidean distance and \( x \) is the diagonal length of the smallest enclosing box covering the two boxes. \( v \) refers to width-height consistency ratio,

\[ v = \frac{4}{\pi^2}(\arctan{\frac{w_{gt}}{h_{gt}}} - \arctan{\frac{w}{h}})^2 \]

and \( \alpha \) is a trade-off parameter defined as:

\[ \alpha = \frac{v}{(1 - IoU) + v} \]

The confidence loss is used to determine whether there are objects in the prediction box, which is defined as below:

\[
L_{conf} = \sum_{i=0}^{S^2} \sum_{j=0}^{B} 1^\text{obj}_{ij} (C_i - \hat{C}_i)^2 + \lambda_{\text{noobj}} \sum_{i=0}^{S^2} \sum_{j=0}^{B} 1^\text{noobj}_{ij} (C_i - \hat{C}_i)^2
\] (4)

The classification loss is used to determine whether the object in the prediction frame is the predicted object type:

\[
L_{clf} = \sum_{i=0}^{S^2} 1^\text{obj}_i \sum_{c \in \text{classes}} (p_i(c) - \hat{p}_i(c))^2
\] (5)

Thus, the overall loss function is a linear combination between these three and can be written as follow:

\[
L = \alpha L_{CIoU} + \beta L_{conf} + \theta L_{clf}
\] (6)

### 3.2 Application

After training, we can feed the object position into this model to get augmented image together with the bounding box information. Moreover, we can generate some difficult training samples where object is small or object lies in the corner.

With these generated images, we can construct an augmented dataset consists of both original images and generated images from our generator and retrain the object detection model on this augmented dataset.
4 Experiments

4.1 Experiment Setting

**Dataset** We use VOC2007 as our dataset. It has totally 9k images where each image is labeled with several bounding boxes. We resize those images to $64 \times 64 \times 3$ before feeding into the discriminator. Given the coordinate of bounding box, we also generate mask of size $64 \times 64 \times 1$ to match the size of input images and then feed into the generator together.

**GAN Model** We adopt Unet generator and N-Layer discriminator from Pix2Pix. We also adopt gradient penalty as WGAN-GP because of its advantages in both performance and stability. Generator and discriminator are trained iteratively. The goal of training generator is to generate indistinguishable samples for discriminator while the goal of training discriminator is to make sure it recognize real samples correctly.

**Detection Model** We adopt YOLOv4 as our detection model, which is both fast and accurate. As is observed from our experiments, the YOLOv4 model pretrained on COCO dataset is also suitable for detection on VOC2007 dataset since 20 classes of VOC2007 are actually a subset of the 80 classes of COCO. So during training, we made use of pretrained YOLOv4 model to help us calculate the object position loss.

4.2 Results Analysis

**Step one** Results of the first step are shown in Figure 5, where the left image is real and the right one is generated. As can be seen, our model can generate similar image as real image. Although human being can recognize the object in generated image, i.e., a horse, a rider and the prairie background, there are still many noise-like pixels inside the generated image. These pixels may largely affect the performance of detection model. This phenomenon might due to the usage of WGAN, where the unsuitable magnitude of gradient penalty may distract its weights. Then the generator may not be able to concentrate fully on the competitive game itself, but also need to fulfill the requirement of gradient penalty item.

![Figure 5: Outcome of 1st-step model. Left: Real image from VOC dataset after resizing into $64 \times 64 \times 3$. Right: Corresponding generated image from our model.](image)

**Step two** The results of second step are shown in Figure 6. As shown in images, there is a rectangle in each generated image. This is because in the input of generator, we concatenate a mask to the noise in channel dimension. Without telling what generator shall do with this mask, it just automatically recognizes it as a shape it needs to display and thus there is an obvious boundary around the rectangle in each image. It is an interesting phenomenon, but it is actually not what we desired. In the future, one of our key directions is finding a better way to help generator understand the purpose of these input coordinates.

4.3 Discussion

In this part, we will analyze our problems met during experiment.
It’s well-known that GAN training is unstable. To address this, we’ve tried several methods to help stabilize the GAN training besides gradient penalty after our failure at the very beginning: learning rate decay after certain epochs and spectral normalization. Besides this, the largest problem is definitely about finding the balance between generator and discriminator.

During training, we found that the discriminator outperforms generator most of the time even if we use the architectures proved to have similar capacity between generator and discriminator. The loss of such situation is shown in Figure 7 left, where the generator cannot fool the discriminator after certain epochs. To address this, we use multiple tricks from internet, including adding Gaussian noise onto the input of discriminator, training generator with more steps at each iteration or just directly increasing the number of parameters of generator. However, it seems that this might relieve the problem to some degree, but the balance is still too fragile to maintain in our application. Most of the time, they compete with each other well at first, but after maybe several hours, things suddenly go wrong and the model just falls into the above situation that needs to stop and restart training.

On the contrary, if we train the generator more frequently than discriminator, for example with a ratio of 3:1, then the loss curve will look like Figure 7 right. It seems like this figure shows a perfect competition process, but actually, the generated images are even worse than the previous situation. The reason is that in this situation, the ability of discriminator is too poor to identify real images. A possible solution to these two situations is increasing both the number of discriminator steps and generator steps per iteration.

What’s more, compared to other application that use GAN for data augmentation, it seems that their GAN training is not so difficult as ours. One possible reason is that object detection dataset has more complex and distinct background between different images, which might confuse the generator a lot.
4.4 Future Work

From our perspectives, this topic is interesting and creative. So we are going to continue on this after this module if possible.

Our future work can be further extended in the following aspects:

• Continue on finding a better way to tell generator the purpose of giving it those coordinates.
• Train a detection model based on augmented dataset to see if there are performance improvement compared to the case when only using original dataset.
• Further extend this framework, so that it can handle situation with multiple input coordinates and generate multiple objects on the generated image at the same time.

5 Conclusion

In this paper, we propose a novel framework to address one of the largest shortages of object detection task: lack of labeled training data. With the augmented dataset, we can further improve the performance of detection model intuitively.
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