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The main purpose of this paper is to considerably improve (in completely explicit form) the best known effective upper bounds for the solutions of $S$-unit equations and decomposable form equations.

1. Introduction. Several effective bounds have been established for the heights of the solutions of unit equations and, more generally, of $S$-unit equations in two unknowns; see e.g. [12], [13], [1], [5], [2], [17], [4], [21] and the references given there. Except in [1] and [2], their proofs rely on Baker’s method and its $p$-adic analogue as well as certain quantitative results concerning fundamental/independent systems of units. In our Theorems 1 and 2 we improve upon the best known estimates for $S$-unit equations in terms of the parameters of $S$ and the ground field $K$. As a consequence of Theorem 2 we deduce a completely explicit result (cf. Corollary 2) in the direction of the $abc$ conjecture over number fields.

To prove our results we use, among other things, some recent improvements due to Matveev [25] and Yu [33] concerning linear forms in logarithms of algebraic numbers, a recent theorem of Loher and Masser [22] on multiplicatively independent algebraic numbers, and our improved estimates for fundamental/independent systems of $S$-units. In proving our Theorem 1 we follow the arguments of [5] with some refinements and utilize the improvements mentioned above.

In the bound in Theorem 1 there is a factor of the form $s^{2s}$, where $s$ denotes the cardinality of $S$. This factor arises from the use of estimates concerning fundamental $S$-units. To avoid such a factor in Theorem 2, we
do not employ fundamental $S$-units and $S$-regulator in the proof. Instead we combine some arguments of [12] with the aforementioned new ingredients, and reduce the proof to the special case of our Theorem 1 with $S = S_\infty$. The removal of $s^{2s}$ is crucial in some applications, e.g. in our Corollaries 4 and 5.

The first author reduced a large class of decomposable form equations to ($S$-)unit equations and then, using his effective results concerning such equations (cf. [10], [12], [13], [17] and the joint work [5] with Bugeaud), gave upper bounds for the solutions of the decomposable form equations in question; see e.g. [10], [19], [11], [14]–[16], [6], [17]. Our Theorems 1 and 2 together with thorough refinements upon the arguments of [17] enable us to improve the earlier bounds for the solutions of decomposable form equations (cf. Theorem 3) and, in particular, of Thue equations in $S$-integers (cf. Corollary 3). As an application, we obtain lower bounds for the greatest prime factors of decomposable forms at integral points (cf. Corollary 4), and get some new information about the arithmetical properties of integers represented by decomposable forms (cf. Corollary 5). Further applications of Theorem 2 are given in [18] and [20].

2. Bounds for the solutions of $S$-unit equations. The following standard notation will be used throughout this paper. Let $K$ be an algebraic number field of degree $d$ with regulator $R$, class number $h$ and unit rank $r$. Let $S$ denote a finite set of places on $K$ containing the set $S_\infty$ of infinite places. Denote by $s$ the cardinality of $S$, by $t$ the number of finite places in $S$, and by $P$ the largest norm of the prime ideals $p_1, \ldots, p_t$ corresponding to the finite places in $S$ with the convention that $P = 1$ if $S = S_\infty$ (i.e. $t = 0$). Further, denote by $O_S$ the ring of $S$-integers, and by $O_S^*$ the group of $S$-units in $K$, which has rank $s - 1 = r + t$. The case $s = 1$ being trivial, we assume throughout the paper that $s \geq 2$. We denote by $R_S$ the $S$-regulator of $K$ (for its definition see e.g. [5]). For $S = S_\infty$ (i.e. $t = 0$) we have $R_S = R$, and $O_S$ is just the ring of integers $O_K$ of $K$.

For any algebraic number $\alpha$, we denote by $h(\alpha)$ the absolute logarithmic height of $\alpha$ (cf. Section 4). By height we shall always mean the absolute logarithmic height. We use the notation $\log^* a$ for $\max\{\log a, 1\}$.

Let $\alpha$ and $\beta$ be non-zero elements of $K$ with $$\max\{h(\alpha), h(\beta)\} \leq H,$$
where, for technical reasons, we assume that $H \geq \max\{1, \pi/d\}$. Consider the $S$-unit equation
\begin{equation}
(1.a) \quad \alpha x + \beta y = 1 \quad \text{in } x, y \in O_S^*.
\end{equation}
For $S = S_\infty$, this is an ordinary unit equation.
THEOREM 1. All solutions $x, y$ of (1.a) satisfy
\begin{equation}
\max\{h(x), h(y)\} < c_1 P R_S (1 + (\log^* R_S)/\log^* P) H
\end{equation}
where
\[ c_1 = c_1(d, s) = s^{2s+3.5} 2^{7s+27} \log(2s) d^{2(s+1)} (\log^*(2d))^3. \]

Further, if in particular $S = S_\infty$ (i.e. $t = 0$), then the bound in (2) can be replaced by
\begin{equation}
\max\{h(x), h(y)\} < c_2 R (\log^* R) H
\end{equation}
where
\[ c_2 = c_2(d, r) = (r + 1)^{2r+9} 2^{3.2(r+12)} \log(2r + 2) (d \log^*(2d))^3. \]

 Remark 1. It is clear that the factor $\left(1 + (\log^* R S)/\log^* P\right)$ in (2) does not exceed $2 \log^* R_S$, and if $\log^* R_S \leq \log^* P$, then it is at most 2.

 Remark 2. Theorem 1 is an improvement of the Theorem of Bugeaud and Győry [5]. Our constants $c_1$ and $c_2$ are smaller than the corresponding ones in [5] (and do not contain any parameter related to the Lehmer problem). Further, from the upper bound in [5] concerning $\max\{h(x), h(y)\}$ an extra factor $\log^* R_S$ has been eliminated. We recall that in [5], [6] and [17] the absolute height is used.

Consider now equation (1.a) in homogeneous form
\begin{equation}
\alpha_1 x_1 + \alpha_2 x_2 + \alpha_3 x_3 = 0 \quad \text{in} \quad x_1, x_2, x_3 \in O^*_S,
\end{equation}
where $\alpha_1, \alpha_2, \alpha_3$ are non-zero numbers in $K$ with $\max_k h(\alpha_k) \leq H$ ($H \geq 2$).

For $t > 0$, set
\[ T = \begin{cases} 1 & \text{if } r = 0 \\ 2^t & \text{if } r \geq 1 \end{cases} \cdot \prod_{i=1}^{t} \max\{h_i \log N(p_i), c_3 d R\}, \]
where $h_i$ denotes the smallest positive integer for which the ideal $p_i^{h_i}$ is principal (and thus $h_i \mid h$). The constant $c_3$ (coming from Lemma 3) is defined by
\[ c_3 = \begin{cases} 0 & \text{if } r = 0, \\ 1/d & \text{if } r = 1, \\ 29er!r \sqrt{r-1} \log d & \text{if } r \geq 2. \end{cases} \]

Further, let
\[ R = \max\{h, c_3 d R\}, \]
and for brevity, write $\mathcal{S} = O_K \cap O^*_S$.

THEOREM 2. Let $t > 0$. For every solution $x_1, x_2, x_3$ of (1.b) there are $\sigma \in O^*_S$ and $\varrho_1, \varrho_2, \varrho_3 \in \mathcal{S}$ such that
\begin{equation}
x_k = \sigma \varrho_k, \quad k = 1, 2, 3,
\end{equation}
and
\[
\max_{1 \leq k \leq 3} h(q_k) < c_4 h R^2 (\log^* R) R (1 + (\log^* R) / \log^* P) (P / \log^* P) T H,
\]
where
\[
c_4 = c_4(d, r, t) = (r + 1)^{4r + 10} 2^{10(r + t) + 63} (r + t + 1)^{3.5} d^{r + t + 5} (\log^* (2d))^6.
\]
If in particular \( r = 0 \), then the bound in (5) can be replaced by
\[
c_5 h^2 (1 + (\log^* h) / \log^* P) (P / \log^* P) \left\{ \prod_{i=1}^{t} h_i \log N(p_i) \right\} H,
\]
with
\[
c_5 = c_5(d, t) = 2^{10t + 21} t^{3.5} d^{t + 2} (\log^* (2d))^3.
\]
Finally, if \( x_k \in \mathcal{S} \) for \( k = 1, 2, 3 \), then \( \sigma \) can be chosen from \( \mathcal{S} \).

Remark 3. Equations (1.a) and (1.b) can be transformed into each other. For \( t > 0 \), the inequalities
\[
R \prod_{i=1}^{t} \log N(p_i) \leq R_S \leq h R \prod_{i=1}^{t} \log N(p_i)
\]
(see e.g. [5]) and
\[
\prod_{i=1}^{t} \log N(p_i) \leq T \leq (2R)^t \prod_{i=1}^{t} \log^* N(p_i)
\]
make it easier to compare the upper bounds in Theorems 1 and 2. In the important special case \( K = \mathbb{Q} \), the bound in (2) takes the form
\[
c_1(t) P (\log p_1) \cdots (\log p_t) H,
\]
where \( c_1(t) = (t + 1)^{2t + 6.5} 2^{7t + 34} \log(2t + 2) \). The same bound can be deduced from Theorem 2 for the solutions of (1.a) but with \( c_1(t) \) replaced by \( 2^{10t + 23} t^{3.5} / \log^* P \), which is smaller than \( c_1(t) \) for all \( t \geq 1 \). Here \( p_1, \ldots, p_t \) denote the rational primes corresponding to the finite places in \( S \), and \( P \) is the maximum of these primes.

In terms of \( S \), \( s^{2s} \) is the dominating factor in the bound in (2) whenever \( t > \log P \). In the bounds of Theorem 2 there is no factor of the form \( s^s \) or \( t^t \). This improvement plays an important role in some applications; see [18], [20] and Section 3 of the present paper.

Remark 4. The factor \( s^{2s} \) occurring in the bound of Theorem 1 is a consequence of the use of Lemma 2 concerning \( S \)-units. To obtain a bound in Theorem 2 without this factor \( s^{2s} \), we shall combine the proof of Lemma 6 of [12] with our Theorem 1 with \( t = 0 \).
Let $\alpha_1, \alpha_2, \alpha_3$ be non-zero elements in $K$ with heights at most $H$ ($H \geq 2$). In some applications, it is more convenient to consider the following equation instead of (1.b):  
\begin{align*}
\text{(1.c)} \quad \alpha_1 x_1 + \alpha_2 x_2 + \alpha_3 x_3 &= 0 \quad \text{in } x_k \in OS \setminus \{0\} \\
&\quad \text{with } N_S(x_k) \leq N \text{ for } k = 1, 2, 3,
\end{align*}
where $N_S$ denotes the $S$-norm (see Section 4). Then setting \[ Q = N(p_1 \cdots p_t) \quad \text{if } t > 0, \quad Q = 1 \quad \text{if } t = 0 \]
and \[ N = c_3 R + \frac{h}{d} \log Q + H + \frac{1}{d} \log N, \]
it is easy to deduce from Theorems 1 and 2 (for $t > 0$) and Theorem 1 (for $t = 0$) the following.

**Corollary 1.** For every solution $x_1, x_2, x_3$ of (1.c) there is an $\varepsilon \in OS^*$ such that $\max_{1 \leq k \leq 3} h(\varepsilon x_k)$ is bounded above by  
\begin{equation}
2.001 c_1 P R_S(1 + (\log^* R_S)/\log^* P) N \tag{8.a}
\end{equation}
and, for $t > 0$, by  
\begin{equation}
c_4 h R^2(\log^* R) R(1 + (\log^* R)/\log^* P)(P/\log^* P) T N \tag{8.b}
\end{equation}
with $c_1$ and $c_4$ occurring in Theorems 1 and 2. Further, if in particular $t = 0$, the bound in (8.a) can be replaced by  
\begin{equation}
2.001 c_2 R(\log^* R) N, \tag{8.c}
\end{equation}
where $c_2$ denotes the constant specified in Theorem 1.

We note that $\log Q \leq t \log P$. Our Corollary 1 improves upon Lemma 6 of [12] and the Corollary of [5].

Denote by $D$ the discriminant of $K$, and by $\log_i$ the $i$th iterate of the logarithmic function with $\log_1 = \log$. Further, let $Q_0$ denote the product of the distinct prime factors of $Q = N(p_1 \cdots p_t)$. Then we have \[ Q_0 \leq Q \leq Q_0^d. \]
The next corollary is a consequence of Theorem 2. We recall that $S = OK \cap OS^*$. Put \[ Q_0^* = \max(Q_0, 16). \]

**Corollary 2.** Let $t > 0$. If $x_1, x_2, x_3 \in OS^*$ satisfy (1.b), then there exist $\sigma \in OS^*$ and $\varrho_1, \varrho_2, \varrho_3 \in S$ such that $x_k = \sigma \varrho_k$ ($1 \leq k \leq 3$) and  
\begin{equation}
\max_{1 \leq k \leq 3} h(\varrho_k) \leq c_6 |D|^{3/2}(\log^* |D|)^{3d-1} \frac{P}{\log^* P} \times Q_0^d(c_7 \log^* |D|+19.2 \log_3 Q_0^*)/\log_2 Q_0^* H, \tag{9}
\end{equation}
where
\[
c_6 = \begin{cases} 
2^{22} & \text{if } d = 1, \\
2^{26} & \text{if } d = 2 \text{ with } r = 0, \\
2^{66}d^8(\log(2d))^6 & \text{if } r = 1, \\
(r + 1)^{5r+15}2^{9r+71}d^{r+9}(\log(2d))^8 & \text{if } r \geq 2,
\end{cases}
\]
and
\[
c_7 = \begin{cases} 
12.4 & \text{if } d = 1, \\
14.7 & \text{if } d = 2 \text{ with } r = 0, \\
9.7d & \text{if } r = 1, \\
8.9d^2\log d & \text{if } r \geq 2.
\end{cases}
\]

Further if \(d = 2\) with \(r = 0\), the expression \(|D|^{3/2}(\log^* |D|)^{3d-1}\) can be replaced by \(|D|(\log^* |D|)^{2d-1}\). Finally, if \(x_k \in \mathcal{I} (1 \leq k \leq 3)\), then \(\sigma\) may be chosen from \(\mathcal{I}\).

We note that \(P \leq Q_0^d\). Corollary 2 can be readily compared with [21, Theorem 3.1] and [29, Theorem 1.5], and may be considered as an explicit result related to the abc conjecture over number fields; see e.g. [3] and [24]. In the special case \(K = \mathbb{Q}\), in order to apply Corollary 2 to the equation
\[x + y = z \quad \text{with } (x, y, z) = 1 \text{ and } z > 2,
\]
in positive rational integers \(x, y, z\), which is the equation in Stewart and Yu [28, Theorem 2], we take \(K = \mathbb{Q}\), and \(S \setminus S_\infty\) to be the set of all distinct prime factors of \(xyz\). Then we have \(D = 1, H = 2, \sigma = \pm 1\). Let \(p_x, p_y, p_z\) be the greatest prime factors of \(x, y, z\), respectively, with the convention that if \(x = 1\) \((y = 1)\), then \(p_x = 1\) \((p_y = 1)\). Put \(P = \max\{p_x, p_y, p_z\}\) and \(p' = \min\{p_x, p_y, p_z\}\). In the notation of [28], we have \(Q_0 = G, Q_0^* = G^*\). Now our Corollary 2 implies, on noting \(12.4 + 19.2\log_3 G^* \leq 653\log_3 G^*\), that
\[z < \exp\left(2^{23} \frac{P}{\log P} G^{653(\log_3 G^*)/\log_2 G^*}\right).
\]
Although this is completely explicit, it is still weaker than [28, Theorem 2] in general, since there \(p'\) occurs in place of the expression \(2^{23}P/\log P\). Furthermore, Chim Kwok Chi [7], following the proof of [28], has proved that
\[z < \exp(p'G^{710(\log_3 G^*)/\log_2 G}).
\]

3. Bounds for the solutions of decomposable form equations.
Keeping the notation of Section 2, consider the equation
\[F(\mathbf{x}) = \beta \quad \text{in } \mathbf{x} = (x_1, \ldots, x_m) \in O_S^m,
\]
where \(\beta \in K \setminus \{0\}\), and \(F(\mathbf{X}) = F(X_1, \ldots, X_m)\) is a decomposable form of degree \(n \geq 3\) in \(m \geq 2\) variables which factorizes into linear forms over \(K\).
These linear factors of $F$ are uniquely determined over $K$ up to proportional factors from $K$. Fix a factorization of $F$ into linear forms, and denote by $L_F$ the system of these linear forms.

The first author established several effective bounds for the solutions of equation (10), subject to certain assumptions on $L_F$ (see e.g. [10], [19], [14]–[17] and the references given there). The most general effective results were obtained in [17]. Here we slightly refine the assumptions on $L_F$ in [17], in order to make them more transparent.

For a system $L$ of non-zero linear forms in $X_1, \ldots, X_m$ over $K$, let $L^*$ denote a maximal subset of pairwise linearly independent linear forms of $L$. We denote by $G(L^*)$ the graph with vertex set $L^*$ in which distinct $l, l'$ in $L^*$ are connected by an edge if $\lambda l + \lambda' l' + \lambda'' l'' = 0$ for some $l'' \in L^*$ and some non-zero $\lambda, \lambda', \lambda''$ in $K$. Let $L_1, \ldots, L_k$ be the vertex sets of the connected components of $G(L^*)$. When $k = 1$ and $L^*$ has at least three elements, $L$ is said to be triangularly connected (cf. [19]). If $k > 1$, we introduce the graph $H(L_1, \ldots, L_k)$ with vertex set $\{L_1, \ldots, L_k\}$, in which the pair $[L_i, L_j]$ is an edge if there exists a non-zero linear form which can be expressed simultaneously as a linear combination over $K$ of the forms in $L_i$ and of the forms in $L_j$.

Now we apply the above terminology to $L_F$. We suppose that the decomposable form $F$ in (10) satisfies the following conditions:

(i) $L_F$ has rank $m$;
(ii) denoting by $L_1, \ldots, L_k$ the vertex sets of the connected components of $G(L_F^*)$, either $k = 1$ or $k > 1$ with the graph $H(L_1, \ldots, L_k)$ being connected.

It is obvious that (ii) depends only on $L_F$, but not on the choice of $L_F^*$. For $k = 1$, assumptions (i) and (ii) imply that $L_F$ is triangularly connected.

In (ii) with $k > 1$, for each edge $[L_i, L_j]$ of the graph $H(L_1, \ldots, L_k)$ there is one (and apart from proportional factors at most finitely many) non-zero linear form $l_{i,j}$ which can be expressed as $\sum_{l \in L_i} \lambda_l l = \sum_{l \in L_j} \lambda_l l$ such that the total number of non-zero terms on both sides of the equality is minimal. We pick up for each edge $[L_i, L_j]$ such an $l_{i,j}$, and we denote by $L'_F$ the set of the $l_{i,j}$’s so chosen (1).

We recall that, throughout the paper, by height we mean the absolute logarithmic height.

**Theorem 3.** Let $F$ be a decomposable form as above with properties (i) and (ii). Further, let $\beta \in K \setminus \{0\}$ with $h(\beta) \leq B$, and suppose that the heights of the coefficients of the linear forms in $L_F$ do not exceed $A$ ($\geq 1$).

(1) As will be seen in the proof, it is enough to consider an $L'_F$ which consists of $l_{i,j}$ for a minimal number of edges $[L_i, L_j]$ ensuring the connectedness of $H(L_1, \ldots, L_k)$. 


With the above notation, all solutions \( x = (x_1, \ldots, x_m) \in O_S^n \) of (10) (with \( l(x) \neq 0 \) for all \( l \in \mathcal{L}'_F \) if \( k > 1 \)) satisfy

\[
\max_{1 \leq i \leq m} h(x_i) < c'_1 PR_S(1 + (\log^* R_S)/\log^* P) \\
\times \left( c_3 R + \frac{h}{d} \log Q + mndA + B \right)
\]

and, for \( t > 0 \),

\[
\max_{1 \leq i \leq m} h(x_i) < c'_4 hR^2(\log^* R)R(1 + (\log^* R)/\log^* P) \\
\times (P/\log^* P)T \left( c_3 R + \frac{h}{d} \log Q + mndA + B \right).
\]

Further, if \( t = 0 \) (i.e. \( O_S = O_K \)), then the bound in (11) can be replaced by

\[
c'_2 R(\log^* R)(c_3 R + mndA + B).
\]

Here if \( k = 1 \), then \( c'_i = 25m(n-1)c_i \) (i = 1, 2) and \( c'_4 = 12.5m(n-1)c_4 \), and if \( k > 1 \), then \( c'_i = 50m(m+1/2)(n-1)c_i \) (i = 1, 2) and \( c'_4 = 25m(m+1/2) \times (n-1)c_4 \), where \( c_1, c_2 \) are the constants specified in Theorem 1, and \( c_4 \) is specified in Theorem 2.

Our bounds improve upon the corresponding estimates of Theorem 1 of [16] and Theorem 1 of [17]. Further, (12) implies an improved and explicit version of Theorem 3.4 of [21]. It should be observed that there is no factor of the form \( s^s \) or \( t^t \) in the bound in (12). This will be important for Corollaries 4 and 5.

It is clear that binary forms having at least three pairwise non-proportional linear factors are triangularly connected. Further, as is known (see e.g. [19], [16] and [17]), discriminant forms and index forms are also triangularly connected, and a large class of norm forms in \( m \) variables satisfies conditions (i), (ii), with \( k > 1 \) and \( \mathcal{L}'_F = \{X_m\} \). Therefore our Theorem 3 improves upon the bounds in Corollaries 2, 3, 4.1 and 5 of [16] on the \( S \)-integer solutions of norm form, discriminant form and index form equations.

We present a consequence of Theorem 3 for the Thue equation

\[
F(x_1, x_2) = \beta \quad \text{in } x_1, x_2 \in O_S,
\]

where \( F(X_1, X_2) \) denotes a binary form of degree \( n \) with splitting field \( K \) and with at least three pairwise non-proportional linear factors. Suppose that the heights of the coefficients of \( F \) do not exceed \( A \) (\( \geq 1 \)).

The next corollary is a significant improvement of Corollary 1 of [17].

**Corollary 3.** All solutions \((x_1, x_2) \in O_S^2 \) of (14) satisfy (11) and (12) for \( t > 0 \) and (13) for \( t = 0 \) (when \( O_S = O_K \)), with \( c'_i \) for \( k = 1 \) replaced by \( 5d^2n^5c'_i \) for \( i = 1, 4, 2 \), respectively.
As is known (see e.g. [16]), equation (10) is in fact equivalent to the equation of Mahler type
\[ F(x) \in \beta \mathcal{S} \text{ in } x = (x_1, \ldots, x_m) \in O_K^m, \]
where, as above, \( \mathcal{S} = O_K \cap O_S^* \). If \( F \) satisfies the assumptions of Theorem 3 and \( x_1, \ldots, x_m \) is a solution of (15) for which the norm \( N((x_1, \ldots, x_m)) \) of the ideal \( (x_1, \ldots, x_m) \) is bounded, then Theorem 3 implies an explicit upper bound for \( \max_{1 \leq i \leq m} h(\varepsilon x_i) \) with an appropriate \( \varepsilon \in O_K^* \).

We formulate a further consequence of Theorem 3. We denote by \( \omega(\alpha) \) the number of distinct prime ideal divisors of \( \alpha \in O_K \setminus \{0\} \), and by \( P(\alpha) \) the greatest of the norms of these prime ideals (with the convention that \( P(\alpha) = 1 \) if \( \alpha \in O_K^* \)).

**Corollary 4.** Let \( F \) be a decomposable form as in Theorem 3 with coefficients in \( O_K \), and let \( N_0 \) be a positive integer. If \( x = (x_1, \ldots, x_m) \in O_K^m \) and \( N((x_1, \ldots, x_m)) \leq N_0 \) with \( F(x) \neq 0 \) (and with \( l(x) \neq 0 \) for \( l \in \mathcal{L}_F \) if \( k > 1 \)) then
\[ P(\log P)^\omega > c_8 (\log N)^{c_9} \]
and
\[ P > \begin{cases} c_{10}(\log N)^{c_{11}} & \text{if } \omega \leq \log P/\log_2 P, \\ c_{12}(\log_2 N)(\log_3 N)/(\log_4 N) & \text{otherwise,} \end{cases} \]
provided that \( N = \max_{1 \leq i \leq m} |N_{K/Q}(x_i)| \geq N_1 \), where \( P = P(F(x)) \) and \( \omega = \omega(F(x)) \). Here \( c_8, \ldots, c_{12} \) and \( N_1 \) are effectively computable positive numbers which depend at most on \( F, K, \) and \( N_0 \).

An important special case is when \( k = 1, m = 2 \), i.e. when \( F \) is a binary form with splitting field \( K \) and with at least three pairwise non-proportional linear factors. Our Corollary 4 can be compared with the estimate (10) in [11], Theorem 7 in [15], and with Theorems 3.3 and 3.5 in [21] where, for \( k = 1 \), the second of our lower estimates in (17) is proved for all \( \omega \).

We note that if \( F(X) \in O_K[X] \) is a polynomial of degree \( n \) with splitting field \( K \) and with at least two distinct zeros, then, applying Corollary 4 to the binary form \( Y^{n+1}F(X/Y) \), we obtain (16) and (17) for \( P = P(F(x)) \), \( \omega = \omega(F(x)) \), \( N = |N_{K/Q}(x)| \) with \( x \in O_K \), provided that \( N \) is sufficiently large.

Corollary 4 motivates the following.

**Conjecture.** With the assumptions and notation of Corollary 4, we have
\[ P > c_{13}(\log N)^{c_{14}} \text{ if } N \geq N_1, \]
where \( c_{13}, c_{14} \) and \( N_1 \) are effectively computable positive constants depending at most on \( F, K \) and \( N_0 \).
The following corollary enables us to obtain some new information about the arithmetical structure of those algebraic integers of $K$ which can be represented by a decomposable form of the above type.

**Corollary 5.** Suppose $F$ and $N_0$ are as in Corollary 4. Let $F_0$ be any non-zero integer in $K$ represented by $F(x_1, \ldots, x_m)$, where $x_1, \ldots, x_m \in \mathcal{O}_K$ with $N((x_1, \ldots, x_m)) \leq N_0$ (and with $l(x_1, \ldots, x_m) \neq 0$ for $l \in \mathcal{L}'_F$ if $k > 1$).

Then

$$P > \begin{cases} c_{15}(\log N)^{c_{16}} & \text{if } \omega \leq \log P/\log 2, \\ c_{17}(\log_2 N)(\log_3 N)/(\log_4 N) & \text{otherwise,} \end{cases}$$

provided that $N = |N_{K/\mathbb{Q}}(F_0)| \geq N_2$, where $P = P(F_0)$ and $\omega = \omega(F_0)$. Here $c_{15}, c_{16}, c_{17}$ and $N_2$ are effectively computable positive numbers which depend at most on $F$, $K$, and $N_0$.

This is a generalization and a considerable improvement of Corollary 1 of [11]. As was mentioned above, binary forms, discriminant forms and index forms (with $k = 1$) and a large class of norm forms satisfy the conditions of our Corollaries 4 and 5.

**4. Auxiliary results.** Keeping the notation of the preceding sections, let again $K$ denote an algebraic number field with the parameters $d$, $R$, $h$ and $r$ specified above. Denote by $M_K$ the set of places on $K$. For every place $v$ we choose a valuation $| \cdot |_v$ in the usual way: if $v$ is infinite and corresponds to $\sigma : K \to \mathbb{C}$, then we put, for $\alpha \in K$, $|\alpha|_v = |\sigma(\alpha)|^{d_v}$, where $d_v = 1$ or 2 according as $\sigma(K)$ is contained in $\mathbb{R}$ or not; if $v$ is a finite place corresponding to the prime ideal $p$ in $K$, then we put $|\alpha|_v = N(p)^{-\ord_p \alpha}$ for $\alpha \in K \setminus \{0\}$, and $|0|_v = 0$. Here, for $\alpha \neq 0$, $\ord_p \alpha$ denotes the exponent to which $p$ divides the principal fractional ideal $(\alpha)$.

The absolute logarithmic height $h(\alpha)$ of $\alpha \in K$ is defined by

$$h(\alpha) = \frac{1}{d} \sum_{v \in M_K} \log \max\{1, |\alpha|_v\}.$$  

It depends only on $\alpha$, and not on the choice of the number field $K$ containing $\alpha$. For properties of this height, we refer to [31].

As in Section 2, $p_1, \ldots, p_t$ will denote the prime ideals of $K$ corresponding to the finite places of $S$. For $\alpha \in K \setminus \{0\}$, the fractional ideal $(\alpha)$ can be written uniquely as a product of two fractional ideals $a_1, a_2$, where $a_1$ is composed of $p_1, \ldots, p_t$ and $a_2$ is composed solely of prime ideals different from $p_1, \ldots, p_t$. Then the $S$-norm of $\alpha$ is defined as $N_S(\alpha) = N(a_2)$.

Finally, $\omega_K$ will denote the number of roots of unity in $K$. 
Proposition 1. For $n \geq 1$, let $\alpha_1, \ldots, \alpha_n$ be multiplicatively independent non-zero elements of $K$. If $K$ is of degree $d \geq 2$, then
\[ 58(n!e^n/n^n)d^{n+1}(\log d)h(\alpha_1)\cdots h(\alpha_n) \geq \omega_K, \]
while if $d = 1$, the expression $58d^{n+1}(\log d)$ can be replaced by $17$.

Proof. This is a consequence of Theorem 3 of Loher and Masser [22].

As is known, $n!e^n/n^n$ is asymptotic to $\sqrt{2\pi n}$ and
\[ n!e^n/n^n \leq e\sqrt{n}. \]
For simplicity, we shall apply Proposition 1 together with (18).

For $s \geq 2$, let
\[ c_{18} = ((s-1)!)^2/(2^{s-2}d^{s-1}), \quad c_{18}' = (s-1)!/d^{s-1}. \]
Further, for $s \geq 3$, let
\[ c_{19} = \frac{8.5e\sqrt{s-2}}{2} c_{18} \quad \text{resp.} \quad c_{19}' = \frac{29e\sqrt{s-2}}{d} d^{s-1}(\log d) c_{18} \quad \text{resp.} \quad c_{19}' \]
and
\[ c_{20} = \begin{cases} \frac{(s-1)!)^2}{2^{s-2}\log 2} c_{19} & \text{if } d = 1, \\ \frac{(s-1)!)^2}{2^{s-1}(\log(3d))^3} c_{19}' \end{cases} \quad \text{if } d \geq 2. \]

Lemma 2. Let $s \geq 2$. There exists in $K$ a fundamental (resp. independent) system \{\(\varepsilon_1, \ldots, \varepsilon_{s-1}\}\) of S-units with the following properties:

(i) $\prod_{i=1}^{s-1} h(\varepsilon_i) \leq c_{18} R_S$ (resp. $c_{19} R_S$);

(ii) $\max_{1 \leq i \leq s-1} h(\varepsilon_i) \leq c_{19} R_S$ (resp. $c_{19}' R_S$) if $s \geq 3$;

(iii) the absolute values of the entries of the inverse matrix of $(\log |\varepsilon_i|_{v_j})_{i,j=1,\ldots,s-1}$ of the fundamental system \{\(\varepsilon_1, \ldots, \varepsilon_{s-1}\)\} do not exceed $c_{20}$.

We note that (i) and (iii) were proved in [5] and [6], respectively, in the “fundamental” case, and (i) was obtained in [4] in the “independent” case. The inequality (ii) is an improvement, at least in terms of $s$, of the corresponding statements of [5], [6] and [4].

Proof of Lemma 2. For the proof of (i), see Lemma 1 in [5] and its proof. (ii) is an immediate consequence of (i), Proposition 1 and (18). To prove (iii), it is enough to combine the proof of (iii) in Lemma 1 of [5] with the inequality
\[ dh(\varepsilon_i) \geq \begin{cases} \log 2 & \text{if } d = 1, \\ 2/(\log 3d)^3 & \text{if } d \geq 2, \end{cases} \]
which, for $d \geq 2$, is due to Voutier [30].
The next lemma has various variants in the literature.

**Lemma 3.** For every $\alpha \in O_S \setminus \{0\}$ and for every integer $n \geq 1$ there exists an $\varepsilon \in O_S^*$ such that

$$h(\varepsilon^n \alpha) \leq \frac{1}{d} \log N_S(\alpha) + n \left( c_3 R + \frac{h}{d} \log Q \right)$$

with $c_3$ defined in Section 2.

Lemma 3 was proved in [5] and [17] with a larger $c_3$. We remark that in the special case $t = 0$, the unit $\varepsilon \in O_K^*$ occurring in Lemma 3 can be chosen from the group generated by independent units having properties specified in (i) and (ii) of Lemma 2.

**Proof of Lemma 3.** We combine the proof of Lemma 2 of [5] with our Lemma 2. First consider the case $t = 0$, when $\alpha \in O_K \setminus \{0\}$. If $r = 0$, the assertion immediately follows with $\varepsilon = 1$. Suppose that $r \geq 1$, and choose a system of independent units $\varepsilon_1, \ldots, \varepsilon_r$ in $K$ with the properties specified in Lemma 2. As in [5], consider the system of linear equations

$$\sum_{j=1}^{r} (\log |\varepsilon_j|_{v_i}) X_j = -\log(M^{-d_{v_i}/d} |\alpha|_{v_i}), \quad i = 1, \ldots, r+1,$$

where $M = |N_K/Q(\alpha)|$ and $v_1, \ldots, v_{r+1}$ denote the infinite places on $K$. This system has a unique solution $(x_1, \ldots, x_r) \in \mathbb{R}^r$. Let $(b_1, \ldots, b_r)$ be the unique point in $\mathbb{Z}^r$ such that

$$x_j = nb_j + \varrho_j \quad \text{with} \quad -\frac{1}{2} n < \varrho_j \leq \frac{1}{2} n, \quad j = 1, \ldots, r.$$

Putting $\varepsilon = \varepsilon_1^{b_1} \cdots \varepsilon_r^{b_r}$, we infer that

$$|\log(M^{-d_{v_i}/d} |\varepsilon^n \alpha|_{v_i})| \leq \frac{n}{2} \sum_{j=1}^{r} |\log |\varepsilon_j|_{v_i}|$$

for $i = 1, \ldots, r+1$. Then using the product formula for $\varepsilon_j$, we deduce that

$$h(\varepsilon^n \alpha) \leq \frac{1}{d} \sum_{i=1}^{r+1} |\log |\varepsilon^n \alpha|_{v_i}| \leq \frac{1}{d} \log M + \frac{n}{d} \sum_{j=1}^{r} \sum_{i=1}^{r} |\log |\varepsilon_j|_{v_i}|.$$

We assert that if $r > 1$, then the inner sum in the extreme right-hand side of the above inequality is at most $(d/r)c_3 R$. This can be seen by using [5, (9), (10)], the second inequality of [5, (12)] and by applying Proposition 1 to any $r - 1$ of the $\varepsilon_i$ ($1 \leq i \leq r$). Thus Lemma 3 is proved for $r > 1$. If $r = 1$, we can use (i) of Lemma 2 to prove the assertion.
The case \( t > 0 \) of our lemma follows from the case \( t = 0 \) in the same way as in the proof of Lemma 10 of [8], observing that \( Q \) can be taken everywhere in place of \( P^{td} \) with \( P = \max\{p_1, \ldots, p_t\} \) considered in [8].

Let
\[
A = \alpha_1^{b_1} \cdots \alpha_n^{b_n} - 1,
\]
where \( \alpha_1, \ldots, \alpha_n \) are \( n \geq 2 \) non-zero elements of \( K \), and \( b_1, \ldots, b_n \) are rational integers, not all zero, with
\[
B^* = \max\{|b_1|, \ldots, |b_n|\}.
\]
Set
\[
A_i \geq \max\{dh(\alpha_i), \pi\}, \quad i = 1, \ldots, n.
\]
The following result is a consequence of a deep theorem of Matveev [25].

**Proposition 4.** Suppose \( \Lambda \neq 0, b_n = \pm 1 \) and \( B \) satisfies
\[
(21) \quad B \geq \max\{B^*, 2e \max(n\pi/\sqrt{2}, A_1, \ldots, A_{n-1})A_n\}.
\]
Then
\[
(22) \quad \log |A| > -c_{21}(n, d)A_1 \cdots A_n \log(B/(\sqrt{2} A_n)),
\]
where
\[
c_{21}(n, d) = \min\{1.451(30\sqrt{2})^{n+4}(n+1)^{5.5}, \pi 2^{6.5n+27}\}d^2 \log(ed).
\]

**Proof.** Let \( \log \) denote the principal value of the logarithm. There exists an even rational integer \( b_0 \) such that \( |b_0| \leq |b_1| + \cdots + |b_n| \leq nB^* \) and that \( |\text{Im}(\Sigma)| \leq \pi \), where
\[
\Sigma := b_0 \log \alpha_0 + b_1 \log \alpha_1 + \cdots + b_n \log \alpha_n
\]
and \( \alpha_0 = -1 \). The assumption \( \Lambda \neq 0 \) implies that \( \Sigma \neq 0 \). We may assume that \( |e^{\Sigma} - 1| = |A| \leq 1/3 \). Then \( |\Sigma| \leq 0.6 \), whence
\[
(23) \quad |A| \geq \frac{1}{2} |\Sigma|.
\]
Using \( |\log \alpha_i| \leq dh(\alpha_i) \), it is easy to show that
\[
|\log \alpha_i| \leq \sqrt{2} \max(dh(\alpha_i), \pi), \quad i = 1, \ldots, n.
\]
Thus, setting \( A_0 = \pi/\sqrt{2} \), we have
\[
\sqrt{2} A_i \geq \max\{dh(\alpha_i), |\log \alpha_i|, 0.16\}, \quad i = 0, 1, \ldots, n.
\]
Further, (21) implies
\[
\left( \frac{B}{\sqrt{2} A_n} \right)^2 \geq e \max\{1, \max_{0 \leq i \leq n} \left( \frac{|b_i|A_i}{A_n} \right) \}.
\]
By applying now Corollary 2.3 of [25] to \( |\Sigma| \) and using (23), we obtain (22).
For $s \geq 3$, let
\[
c_{22} = e^{\sqrt{s-2}((s-1)!)^2/2^{s-2}} \pi^{s-2} \left\{ \begin{array}{ll}
8.5 & \text{if } d = 1, \\
29d \log d & \text{if } d \geq 2.
\end{array} \right.
\]

When we apply Proposition 4, we shall get better bounds by using the following technical lemma.

**Lemma 5.** Let $\{\varepsilon_1, \ldots, \varepsilon_{s-1}\}$ be a fundamental system of $S$-units in $K$ with the properties specified in Lemma 2. Then
\[
\prod_{i=1}^{s-1} \max(\delta h(\varepsilon_i), \pi) \leq \begin{cases} 
\max(R_S, \pi) & \text{if } s = 2, \\
c_{22} R_S & \text{if } s \geq 3.
\end{cases}
\]

**Proof.** The case $s = 2$ is trivially true by Lemma 2. Suppose $s \geq 3$. Let $k$ denote the number of indices $i$ with $1 \leq i \leq s-1$ such that $\delta h(\varepsilon_i) < \pi$.

Suppose first $1 \leq k \leq s-2$ and, without loss of generality, $\delta h(\varepsilon_i) < \pi$ for $i = 1, \ldots, k$ and $\delta h(\varepsilon_j) \geq \pi$ for $j = k+1, \ldots, s-1$. Thus, using Proposition 1 and Lemma 2, we infer that
\[
\prod_{i=1}^{s-1} \max(\delta h(\varepsilon_i), \pi) = \frac{\pi^k}{d^k h(\varepsilon_1) \cdots h(\varepsilon_{s-1})} d^{s-1} h(\varepsilon_1) \cdots h(\varepsilon_{s-1})
\]
\[
\leq \frac{\pi^k}{d^k} \left\{ \begin{array}{ll}
8.5 & \text{if } d = 1, \\
29d^{k+1} \log d & \text{if } d \geq 2
\end{array} \right\} e^{\sqrt{k} \frac{((s-1)!)^2}{2^{s-2}} R_S} \leq c_{22} R_S,
\]
which proves (24).

If $k = 0$, then (24) immediately follows from (i) of Lemma 2. Consider now the case $k = s-1$. Then (7) and $R_K \geq 0.2052$ (cf. [9]) imply that if $s \geq 3$ then
\[
R_S \geq \begin{cases} 
(\log 3)(\log 2) & \text{if } d = 1, \\
0.2052(\log 2)^{s-2} & \text{if } d \geq 2.
\end{cases}
\]
By $k = s-1$ we have $\delta h(\varepsilon_i) < \pi$ for all $i$. Hence (24) follows from (25). □

Consider again $A$ defined by (20). Let $B$ and $B_n$ be real numbers satisfying
\[
B \geq \max\{|b_1|, \ldots, |b_n|\}, \quad B \geq B_n \geq |b_n|.
\]
Denote by $\mathfrak{p}$ a prime ideal of $O_K$ lying above the prime number $p$, and by $e_p$ and $f_p$ the ramification index and the residue class degree of $\mathfrak{p}$, respectively. Thus $N(\mathfrak{p}) = p^{f_p}$.

The following result is due to Yu [33].

**Proposition 6.** Assume that $\text{ord}_p b_n \leq \text{ord}_p b_j$ for $j = 1, \ldots, n$, and set
\[
h'_j = \max\{h(\alpha_j), 1/(16e^2d^2)\} \quad (j = 1, \ldots, n).
\]
If \( \Lambda \neq 0 \), then for any real \( \delta \) with \( 0 < \delta \leq 1/2 \) we have

\[
\ord_p A < c_{23}(n,d) c_p^n \frac{N(p)}{(\log N(p))^2} \max \left\{ \frac{h_1' \cdots h_n'}{B_n c_{24}(n,d)}, \frac{\delta B}{B_n c_{24}(n,d)} \right\},
\]

where

\[
c_{23}(n,d) = (16ed)^{2(n+1)} n^{3/2} \log(2nd) \log(2d),
\]

\[
c_{24}(n,d) = (2d)^{2n+1} \log(2d) \log^3(3d),
\]

and

\[
M = (B_n/\delta)c_{25}(n,d) N(p)^{n+1} h_1' \cdots h_{n-1}'
\]

with

\[
c_{25}(n,d) = 2e^{n+1}(6n+5) d^{3n} \log(2d).
\]

**Proof.** This is the Corollary of Theorem 4 in [33]. As is remarked in [33], for \( p > 2 \), the expression \((16ed)^{2(n+1)}\) can be replaced by \((10ed)^{2(n+1)}\). \( \blacksquare \)

Proposition 6 will be used in the proof of Theorem 1. In the proof of Theorem 2 we shall apply the next proposition, which is sharper than Proposition 6 in the dependence on \( d \) and \( n \) when all \( \alpha_j \) \( (j = 1, \ldots, n) \) are \( p \)-adic units.

**Proposition 7.** Suppose that \( \ord_p b_n \leq \ord_p b_j \) and \( \ord_p \alpha_j = 0 \) for \( j = 1, \ldots, n \), and that \( \alpha_1, \ldots, \alpha_{n-1} \) are multiplicatively independent. Set

\[
h_n'' = \max\{h(\alpha_n), 1/(8e^2 d)\}.
\]

If \( \Lambda \neq 0 \), then for any real \( \delta \) with \( 0 < \delta \leq 1/2 \) we have

\[
\ord_p A < c_{23}'(n,d) c_p^n \frac{N(p)}{(\log N(p))^2} \times \max \left\{ \frac{h(\alpha_1) \cdots h(\alpha_{n-1}) h_n'' h_n' \log M'}{B_n c_{24}'(n,d)}, \frac{\delta B}{B_n c_{24}'(n,d)} \right\},
\]

where

\[
c_{23}'(n,d) = ca^n n^{3/2} d^{n+2} \log(2nd) \log(2d)
\]

with

\[
c = \begin{cases} 1692, & p > 2, \\ 292, & p = 2, \end{cases} \quad a = \begin{cases} 48e^2, & p > 2, \\ 128e^2, & p = 2, \end{cases}
\]

\[
c_{24}'(n,d) = (2d)^{n+1} \log(2d) \log^3(3d),
\]

and

\[
M' = (B_n/\delta)c_{25}'(n,d) N(p)^{n+1} h(\alpha_1) \cdots h(\alpha_{n-1})
\]

with

\[
c_{25}'(n,d) = 2e^{n+1}(6n+5) d^{2n+1} \log(2d).
\]

**Proof.** This is again a consequence of Theorem 4 in [33]. \( \blacksquare \)
5. Proofs of the theorems

Proof of Theorem 1. We follow the proof of the Theorem of [5], and only those steps will be detailed which differ from those in [5].

Let $x, y$ be a solution of (1.a). We may assume that $h(x) \geq h(y)$. Let $\varepsilon_1, \ldots, \varepsilon_{s-1}$ be a fundamental system of $S$-units in $K$ with the properties specified in Lemma 2. Then $y$ can be written in the form

$$y = \zeta \varepsilon_1^{b_1} \cdots \varepsilon_{s-1}^{b_{s-1}},$$

where $\zeta$ is a root of unity in $K$ and $b_1, \ldots, b_{s-1}$ are rational integers. We derive as in [5] that

$$\max \{|b_1|, \ldots, |b_{s-1}|\} \leq 2c_{20}dh(x).$$

Set $\alpha_s = \zeta \beta$ and $b_s = 1$. Let $v \in S$ for which $|x|_v$ is minimal. Then, using (1.a), we deduce that

$$\log |\varepsilon_1^{b_1} \cdots \varepsilon_{s-1}^{b_{s-1}} \alpha_s^{b_s} - 1|_v = \log |\alpha x|_v \leq -\frac{d}{s} h(x) + dH.$$

First assume that $v$ is infinite. We shall prove that

$$h(x) < c_{26}(s, d) R_S(\log^* R_S) H,$$

where

$$c_{26}(s, d) = \min \{s^{2s+7} 2^{3.2s+35.2}, s^{2s+1.5} 2^{4.3s+\lambda}\} \log(2s) (d \log^*(2d))^3$$

with

$$\lambda = \begin{cases} 
40 \quad \text{if } s \geq 3, \ d \geq 2, \\
37.3 \quad \text{if } s = 2 \text{ with } d \geq 2, \text{ or } s \geq 3 \text{ with } d = 1, \\
35.4 \quad \text{if } s = 2, \ d = 1. 
\end{cases}$$

Set

$$A_i = \max(dh(\varepsilon_i), \pi), \quad i = 1, \ldots, s-1,$$

$$A_s = dH \geq \max(dh(\alpha_s), \pi).$$

We may assume that

$$2c_{20}dh(x) > 2e \max(s\pi/\sqrt{2}, A_1, \ldots, A_{s-1}) A_s,$$

since otherwise (30) follows easily from Lemma 2 and Proposition 1. By applying Proposition 4 and Lemma 5, and using (29) and (4), we infer that

$$\log |\alpha x|_v > -d_v c_{21}(s, d) \begin{cases} 
\max\{R_S, \pi\} \quad \text{if } s = 2 \\
c_{22} R_S \quad \text{if } s \geq 3 
\end{cases} \cdot dH \log \left(\frac{2c_{20}h(x)}{\sqrt{2} H}\right)$$

with the $c_{21}(s, d), c_{22}$ occurring in Proposition 4 and Lemma 5, respectively. Together with (29) this implies (30).

We note that for $t = 0$, (30) implies the second part of Theorem 1.
Next assume that \( v \) is finite, corresponding to the prime ideal \( p \). So the equality in (29) implies that

\[
\log |\alpha x|_v = -\text{ord}_p(\varepsilon_{b_1} \cdots \varepsilon_{s-1}^{b_{s-1}} \alpha_{s}^{b_s} - 1) \cdot \log N(p).
\]

We set \( B = 2c_{20}dh(x) \). Further, we assume that

\[
B \geq 2c_{24}(s, d)h(\varepsilon_1) \cdots h(\varepsilon_{s-1})H,
\]

since otherwise, using Lemma 2, we obtain (2). In view of (19) and \( H \geq 1 \), for \( i = 1, \ldots, s - 1 \) we have

\[
h'_i = \max \left\{ h(\varepsilon_i), \frac{1}{16e^2d^2} \right\} = h(\varepsilon_i), \quad h'_s = \max \left\{ h(\alpha_s), \frac{1}{16e^2d^2} \right\} \leq H.
\]

We choose

\[
\delta = c_{24}(s, d)h(\varepsilon_1) \cdots h(\varepsilon_{s-1})H/B.
\]

Then, by (33), we have \( \delta \leq 1/2 \). Applying Proposition 6 we get the following lower bound for the right side of (32):

\[
-c_{23}(s, d)d^s \frac{N(p)}{\log N(p)} \max \left\{ h(\varepsilon_1) \cdots h(\varepsilon_{s-1})H \log M, \frac{\delta B}{c_{24}(s, d)} \right\},
\]

where

\[
M = \delta^{-1}c_{25}(s, d)N(p)^{s+1}h(\varepsilon_1) \cdots h(\varepsilon_{s-1})
\]

and \( c_{23}, c_{24}, c_{25} \) denote the expressions occurring in Proposition 6, with \( n \) replaced by \( s \). Using (29), (34), our choice of \( \delta \), and Lemma 2(i), we infer that

\[
\frac{d}{s}h(x) < (1 + 10^{-11})c_{18}(s, d)c_{23}(s, d)d^s \frac{N(p)}{\log N(p)} RSH \log Y_1,
\]

where

\[
Y_1 = \frac{c_{25}(s, d)}{c_{24}(s, d)} \frac{2c_{20}(s, d)dh(x)}{H} N(p)^{s+1},
\]

whence

\[
\frac{Y_1}{\log Y_1} < 2(1 + 10^{-11})c_{18}(s, d)c_{20}(s, d)c_{23}(s, d) \frac{c_{25}(s, d)}{c_{24}(s, d)} sd^s \frac{N(p)^{s+2}}{\log N(p)} R_S
\]

\[
=: M_1.
\]

This gives

\[
Y_1 < 1.059M_1 \log M_1,
\]

since \( M_1 > 2.24 \cdot 10^{32} \). Observe that \( N(p)/\log N(p) \leq (1/\log 2)P/\log^* P \) and

\[
\log M_1 < 10.2 s^2 \log^*(2d)(\log^* P + \log^* R_S),
\]

where 10.2 can be replaced by 7.9 when \( d \geq 2 \). Now

\[
h(x) < s^{2s+3.5}2^{7s+19.4} \log(2s)d^{2s+2}(\log^*(2d))^3 P R_S (1 + (\log^* R_S)/\log^* P) H
\]

by a careful computation. On combining this with (30), we arrive at (2). ■
Proof of Theorem 2. To obtain better bounds, we combine the proof of Lemma 6 of [12] with the case $t = 0$ of our Theorem 1. Further, we use Lemmas 2 and 3 in the present improved forms, and replace the estimate used in [12] for linear forms in logarithms in the $p$-adic case by a recent improved bound of Yu’s (cf. Proposition 7).

We may assume without loss of generality that, in (1.b), $x_k \in O_K \cap O_S^*$ for $k = 1, 2, 3$. This can be achieved by multiplying (1.b) by an appropriate $S$-unit. We write

$$(x_k) = p_1^{u_{1k}} \cdots p_t^{u_{tk}} \quad \text{and} \quad u_{ik} = h_iv_{ik} + r_{ik}$$

with rational integers $u_{ik}, v_{ik} \geq 0$ and $0 \leq r_{ik} < h_i$ for $k = 1, 2, 3$ and $i = 1, \ldots, t$. There are integers $\pi_i$ and $\gamma_k$ in $O_K$ such that $p_i^{h_i} = (\pi_i)$ and $(\gamma_k) = p_1^{r_{1k}} \cdots p_t^{r_{tk}}$. Further, by Lemma 3 with $t = 0$, $\pi_i$ and $\gamma_k$ can be chosen so that

$$h(\pi_i) \leq 2 \max \left\{ \frac{h_i}{d} \log N(p_i), c_3 R \right\} \leq \frac{2}{d} R \log^* P, \quad i = 1, \ldots, t,$$

and

$$h(\gamma_k) \leq \frac{1}{d} \sum_{i=1}^{t} h_i \log N(p_i) + c_3 R \leq 2 \max \left\{ \frac{1}{d} \sum_{i=1}^{t} h_i \log N(p_i), c_3 R \right\} =: Z, \quad k = 1, 2, 3.$$

Then we have

$$(37) \quad x_k = \varepsilon_k \gamma_k \pi_1^{v_{1k}} \cdots \pi_t^{v_{tk}}, \quad k = 1, 2, 3,$$

with some units $\varepsilon_k$ from $K$. We note that if $r = 0$, then $c_3 = 0$ and the factor $2$ in (35) and (36) can be replaced by $1$.

Let $a_i = \min_k v_{ik}$ and $v'_{ik} = v_{ik} - a_i$ for $k = 1, 2, 3$ and $i = 1, \ldots, t$. We may assume that $V := \max_{i,k} v'_{ik} = v'_{11} > 0$ and $v'_{13} = 0$. If $r \geq 1$, let $\eta_1, \ldots, \eta_r$ be a fundamental system of units in $K$ with the properties specified in Lemma 2. Then

$$(38) \quad \varepsilon_k / \varepsilon_3 = \zeta_k \eta_1^{w_{1k}} \cdots \eta_r^{w_{rk}}, \quad k = 1, 2, 3,$$

where $\zeta_k$ is a root of unity in $K$ and $w_{1k}, \ldots, w_{rk}$ are rational integers such that $\zeta_3 = 1$ and $w_{13} = \cdots = w_{r3} = 0$. Obviously, (38) holds for $r = 0$ as well. Putting $\sigma = \varepsilon_3 \pi_1^{a_1} \cdots \pi_t^{a_t}$, we infer that

$$(39) \quad x_k = \sigma \varrho_k, \quad k = 1, 2, 3,$$

where

$$(39) \quad \varrho_k = \zeta_k \gamma_k \eta_1^{w_{1k}} \cdots \eta_r^{w_{rk}} \pi_1^{v'_{1k}} \cdots \pi_t^{v'_{tk}} \in O_K \cap O_S^*, \quad k = 1, 2, 3.$$
We are going to derive an upper bound for \( V \). In order to be able to apply Proposition 7 and avoid the use of \( \gamma_k \) (which yields a slight improvement in our bound on \( V \)), we introduce some further notation. Put
\[
W = \max_{j,k} |w_{jk}| \quad \text{and} \quad B = \max\{V, W\}.
\]

For \( r \geq 1 \), there are rational integers \( t_{1k}, \ldots, t_{rk} \) and a root of unity \( \zeta'_k \) in \( K \) such that
\[
\gamma_k^h = \zeta'_k \eta_{1}^{t_{1k}} \cdots \eta_{r}^{t_{rk}} \pi_{1}^{r'_{1k}} \cdots \pi_{t}^{r'_{tk}}, \quad k = 1, 2, 3,
\]
where \( r'_{ik} = r_{ik} h / h_i \) for \( i = 1, \ldots, t \). This implies that
\[
\sum_{j=1}^{r} t_{jk} \log |\eta_j|_v = h \log |\gamma_k|_v - \sum_{i=1}^{t} r'_{ik} \log |\pi_i|_v
\]
for each infinite place \( v \) of \( K \) (which are normalized as in Lemma 2). Using the fact that \( \log |\alpha|_v \leq dh(\alpha) \) for \( \alpha \in \mathcal{O}_K \setminus \{0\} \) and applying (35), (36) and Lemma 2, we deduce that
\[
\max_{j,k} |t_{jk}| \leq c_{27} Z
\]
with \( c_{27} = (t + 3)hdc_{20}^* \), where \( c_{20}^* \) denotes the constant \( c_{20} \) with the choice \( s = r + 1 \), i.e. \( c_{20}^* = (r!)^2 (\log(3d))^{3/2} \) for \( r \geq 1 \). For \( r = 0 \), let \( c_{27} = 0 \). We may assume that
\[
V > 17dH.
\]
We show that \( \alpha_2 \theta_2 / (\alpha_3 \theta_3) \) is not a root of unity. Indeed, if \( \alpha_2 \theta_2 = \zeta \alpha_3 \theta_3 \) with some root of unity \( \zeta \), then (1.b) gives
\[
\alpha_1 \theta_1 = -(1 + \zeta) \alpha_3 \theta_3.
\]
But we have
\[
|\text{ord}_{p_1} \alpha| \leq \frac{d}{\log N(p_1)} h(\alpha)
\]
for each \( \alpha \in K, \alpha \neq 0 \) (see e.g. [32, p. 124]). Hence we deduce that
\[
h_1 V \leq \text{ord}_{p_1} \theta_1 \leq \text{ord}_{p_1} ((1 + \zeta) \alpha_3 / \alpha_1) + \text{ord}_{p_1} \theta_3 \leq \frac{3d}{\log 2} H + h_1,
\]
which contradicts (42).

In view of (42) it follows that \( \text{ord}_{p_1} \left( \frac{\alpha_1 \theta_1}{\alpha_3 \theta_3} \right) > 0 \). Thus we infer from (1.b), (39) and (42) that
\[
0.8h_1 V < \text{ord}_{p_1} \left( \frac{\alpha_1 \theta_1}{\alpha_3 \theta_3} \right) \leq \text{ord}_{p_1} \left( \left( \frac{-\alpha_2 \theta_2}{\alpha_3 \theta_3} \right)^h - 1 \right).
\]
To apply Proposition 7 to the right side of (44) we have to make some preparation. In view of (39) and (40) we can write

\[(45) \left( -\frac{\alpha_2 \rho_2}{\alpha_3 \rho_3} \right)^h = \eta_1^{b_1} \cdots \eta_r^{b_r} \pi_2^{b_r+2} \cdots \pi_t^{b_r+t} (\pi_1^{b_{r+1}} \beta_{r+t}), \]

where \(b_1, \ldots, b_{r+t}\) are rational integers and \(\beta_{r+t} = \zeta'(-\alpha_2/\alpha_3)^h\) with an appropriate root of unity \(\zeta'\). Further, by virtue of (41) and \(h < 2c_27Z\) if \(r \geq 1\), we obtain

\[(46) \max_{1 \leq j \leq r+t, j \neq r+1} |b_j| \leq hB + 2c_27Z.\]

We infer from (44) that \((-\alpha_2 \rho_2/(\alpha_3 \rho_3))^h\) is a \(\mathfrak{p}_1\)-adic unit. Then, by (45), \(\pi_1^{b_{r+1}} \beta_{r+t}\) is also a \(\mathfrak{p}_1\)-adic unit, that is, we have

\[(47) \text{ord}_{\mathfrak{p}_1} \beta_{r+t} + h b_{r+1} = 0.\]

Putting \(\beta'_{r+t} = \beta_{r+t} \pi_1^{b_{r+1}}\) and using (43) and (47), we obtain

\[(48) h(\beta'_{r+t}) \leq \frac{6}{h_1 \log N(p_1)} \max\{h_1 \log N(p_1), c_3dR\} hH.\]

Here 6 may be replaced by 4 if \(r = 0\). We note that

\[h''_{r+t} : = \max \left\{ h(\beta'_{r+t}), \frac{1}{8e^2d} \right\}\]

has the same upper bound. Further, we recall that \(\eta_1, \ldots, \eta_r, \pi_2, \ldots, \pi_t\) are \(\mathfrak{p}_1\)-adic units and are multiplicatively independent.

We are now in a position to apply Proposition 7. We may assume that in (46),

\[(49) hB + 2c_27Z \leq \frac{5}{4} hB =: B',\]

since otherwise we get at once a better upper bound for \(B\), and hence also in (5), than required. For brevity, we write

\[\Pi = h(\eta_1) \cdots h(\eta_r) h(\pi_2) \cdots h(\pi_t).\]

We may assume that

\[(50) B' \geq c'_{24}(r + t, d)e^{4(r+t+1)} P^{2/3} h''_{r+t} \max\{\Pi, 1\},\]

since otherwise we again obtain a better upper bound for \(B\) than required. We choose

\[\delta = \frac{c'_{24}(r + t, d) h''_{r+t} \Pi}{B'}.\]

Then, by (50), we have \(0 < \delta < 1/2\). Proposition 7 gives the upper bound

\[c'_{23}(r + t, d) d^{r+t} \frac{N(p_1)}{(\log N(p_1))^2} \Pi h''_{r+t} \log M'.\]
for the right side of (44), where
\[
M' := \frac{c'_{25}(r + t, d)}{c'_{24}(r + t, d)} N(p_1)^{r+t+1} \frac{B'}{h''_{r+t}}.
\]
In view of (50) we have
\[
\log M' \leq 2(r + t + 1) \log \left( \frac{B'}{h''_{r+t}} \right).
\]
Set
\[
T' = 2^{t-1} \prod_{i=2}^{t} \max\{h_i \log N(p_i), c_3 dR\},
\]
where $2^{t-1}$ may be replaced by 1 if $r = 0$. Using now (35), (45), (46), (48), (49), (50) and Lemma 2 we deduce that
\[
c_{28} \frac{N(p_1)}{(\log N(p_1))^2} R T' h''_{r+t} \log \left( \frac{B'}{h''_{r+t}} \right)
\]
is an upper bound for the right side of (44), where
\[
c_{28} = 2(r + t + 1)d^{r+1} c_{18} c_{23}(r + t, d).
\]
Here $c_{18}$ denotes the constant $c_{18}$ with the choice $s = r + 1$, i.e. $c_{18} = (r!)^2/(2^{r-1}d^r)$ if $r \geq 1$, and $c_{18} = 1$ if $r = 0$. In view of (44) we infer that
\[
V < c_{29} \frac{N(p_1)}{(\log N(p_1))^2} R T' h''_{r+t} \log \left( \frac{B'}{h''_{r+t}} \right),
\]
where $c_{29} = 1.25 c_{28}$.

If $V = B$ then (51) and (49) yield
\[
\frac{Y_2}{\log Y_2} < 1.25 c_{29} \frac{N(p_1)}{(\log N(p_1))^2} h R T' =: M_2
\]
for $Y_2 = B'/h''_{r+t}$. Now $M_2 > 1.53 \cdot 10^6$ if $r = 0$ and $M_2 > 2.41 \cdot 10^{11}$ if $r \geq 1$. Thus
\[
Y_2 < 1.2 M_2 \log M_2,
\]
where 1.2 can be replaced by 1.13 if $r \geq 1$. By the definition of $T$ in Section 2, the definition of $T'$ and (48), we have
\[
T' h''_{r+t} \leq 4 T h H/\log N(p_1),
\]
where 4 can be replaced by 3 if $r \geq 1$. Observe further that
\[
\log M_2 < 0.646(\log c_{29})(\log^* \mathcal{P} + \log^* \mathcal{R}),
\]
and that
\[
\frac{N(p_1)}{(\log N(p_1))^3} < \frac{2}{19} \left( \frac{\log 19}{\log 2} \right)^3 \frac{P}{(\log^* P)^3}.
\]
It follows from the above estimates that

$$(52) \quad B < c_{30} \frac{P}{(\log^* P)^2} R h(\log^* P + \log^* R) T H,$$

where $c_{30} = 25.02 c_{29} (\log c_{29})$, and 25.02 may be replaced by 17.68 if $r \geq 1$.

If in particular $r = 0$, then obviously $V = B$. In this case $c_3 = 0$, $R = h$, and the right-hand side of (52) is greater than $4.59 \cdot 10^8$. Thus using (39), (35), (36), we obtain

$$\max_k h(\varrho_k) < (B + 1) \frac{t}{d} h \log^* P$$

$$< (1 + 2.18 \cdot 10^{-9}) c_{30} \frac{t}{d} \frac{P}{(\log^* P)^2} h^2 (\log^* P + \log^* h) T H,$$

which yields the bound (6) for $\max_k h(\varrho_k)$, since

$$(1 + 2.18 \cdot 10^{-9}) c_{30} t < c_5 (d, t) d$$

(in fact the left-hand side of the above inequality reaches its maximum 0.789 ... at $r = 0$, $d = 2$, $t = 13$). If $r \geq 1$ and $B = V$, then (39), (35), (36), Lemma 2(ii) and (52) imply

$$(53) \quad \max_k h(\varrho_k) < (B + 1) (2t/d + r!/(d 2^{r-1})) R \log^* P$$

$$< c_{31} \frac{P}{(\log^* P)^2} \log R (\log^* P + \log^* R) T H,$$

where $c_{31} = (4t/d) (r! / 2^{r-1}) c_{30}$.

There remains the case $r \geq 1$ with $B = W$. In this case we shall use (51).

We reduce equation (1.b) to the case $t = 0$ of equation (1.a). Let

$$\alpha = -\zeta_1 \left( \frac{\alpha_1 \gamma_1}{\alpha_3 \gamma_3} \right) \prod_{i=1}^t \pi_{i-1} \pi_i^{v_i-1} \pi_i'$$

$$\beta = -\zeta_2 \left( \frac{\alpha_2 \gamma_2}{\alpha_3 \gamma_3} \right) \prod_{i=1}^t \pi_{i-1} \pi_i \pi_i'$$

Then

$$x = \eta_1^{w_1} \cdots \eta_t^{w_t}, \quad y = \eta_1^{w_1} \cdots \eta_t^{w_t}$$

is a solution of equation (1.a) in $x, y \in O_K$. We may assume that $h(x) \geq h(y)$. Then we deduce as in (28) that $B = W \leq 2 dc_{20}^* h(x)$, where $c_{20}^* = c_{29}(d, r + 1) = ((r!)^2 / 2^r) (\log (3d))^3$. We may assume further that $h(x) \geq 2.5 h d c_{29}^* h''_{r+t}$. Thus we have, by (49), $B' / h''_{r+t} \leq (h(x) / h''_{r+t})^2$. In view of (35), (36), (42) and (51) we obtain

$$(54) \quad \max \{ h(\alpha), h(\beta) \} \leq 2H + (t + 1 + Vt)(2/d) R \log^* P$$

$$\leq V \frac{2t}{d} R \log^* P \left( \frac{1}{17t} + \frac{t + 1}{68t} + 1 \right) \leq \frac{37}{17} \frac{t}{d} V R \log^* P$$

$$< 4.353 c_{29} \frac{t}{d} \frac{N(p_1) \log^* P}{(\log N(p_1))^2} R R T h''_{r+t} \log \frac{h(x)}{h''_{r+t}} =: H'.$$
With the above choice of \( \alpha, \beta \) we can now apply the case \( t = 0 \) of our Theorem 1 to equation (1.a) and we get
\[
h(x) < c_2(d, r) R (\log^* R) H'
\]
\[
\leq c_{32} \frac{N(p_1) \log^* P}{(\log N(p_1))^2} R^2 (\log^* R) \mathcal{R} T'' h''_{r+t} \log \left( \frac{h(x)}{h''_{r+t}} \right)
\]
with \( c_{32} = 4.353(t/d)c_{29}c_2(d, r) \), where \( c_2(d, r) \) denotes the constant occurring in (3). This implies that, with \( Y_3 := h(x)/h''_{r+t} \),
\[
\frac{Y_3}{\log Y_3} < c_{32} \frac{N(p_1) \log^* P}{(\log N(p_1))^2} R^2 (\log^* R) \mathcal{R} T' =: M_3.
\]
On noting \( M_3 > 1.74 \cdot 10^{28} \), we get \( Y_3 < 1.066 M_3 \log M_3 \). Observing further that
\[
\log M_3 < 0.646 (\log c_{31}) (\log^* P + \log^* \mathcal{R}), \quad T'h''_{r+t} \leq 3T h H/\log N(p_1),
\]
\[
N(p_1)/(\log N(p_1))^3 < (2/19) (\log 19/\log 2)^3 P/(\log^* P)^3,
\]
we obtain
\[
(55) \quad h(x) < c_{33} \frac{P}{(\log^* P)^2} h R^2 (\log^* R) \mathcal{R} (\log^* P + \log^* \mathcal{R}) T H =: X_0,
\]
where \( c_{33} = 16.67 c_{32} \log c_{32} \). Putting
\[
\tau_k = \zeta_k \gamma_k \pi_1^{v_1} \cdots \pi_t^{v_t}, \quad k = 1, 2, 3,
\]
we have
\[
(56) \quad \varrho_1 = x \tau_1, \quad \varrho_2 = y \tau_2, \quad \varrho_3 = \tau_3.
\]
Fix \( k \in \{1, 2, 3\} \). If \( h(\tau_k) \leq h(x) \), then (56) and (55) give
\[
(57) \quad h(\varrho_k) \leq 2X_0 \quad \text{for this } k.
\]
Now suppose that \( h(\tau_k) > h(x) \). We deduce as in (54) that
\[
(58) \quad h(\tau_k) \leq (t + 1 + 2V t)(1/d) \mathcal{R} \log^* P
\]
\[
\leq V \frac{t}{d} \mathcal{R} \log^* P \left( \frac{t + 1}{68t} + 2 \right) \leq \frac{69}{34} \frac{t}{d} V \mathcal{R} \log^* P
\]
\[
< 4.06 c_{29} \frac{t}{d} \frac{N(p_1) \log^* P}{(\log N(p_1))^2} R \mathcal{R} T' h''_{r+t} \log \left( \frac{h(\tau_k)}{h''_{r+t}} \right)
\]
\[
< c_{32} \frac{N(p_1) \log^* P}{(\log N(p_1))^2} R^2 (\log^* R) \mathcal{R} T' h''_{r+t} \log \left( \frac{h(\tau_k)}{h''_{r+t}} \right)
\]
since \( c_2(d, r) R \log^* R > 1 \) by the fact that \( R > 0.2052 \) (cf. [7]). As before, this gives \( h(\tau_k) < X_0 \). Hence we obtain (57) again. On combining (57) with (53) and noting that
\[
c_{31}/R \leq c_{31}/0.2052 \leq 2c_{33} < c_4(d, r, t)
\]
(in fact $2c_{33}/c_4(d,r,t)$ reaches its maximum 0.59... at $r = 1$, $d = 2$, $t = 13$), we see that (5) holds when $r \geq 1$. It is readily seen that the right-hand side of (5) with $r = 0$ is greater than the quantity in (6). Thus Theorem 2 follows.

**Proof of Corollary 1.** The assertion with the bounds (8.a) and (8.c) follows from Theorem 1 in the same way as the Corollary was deduced from the Theorem in [5], but using the fact that, by (7),

$$R_S \geq 0.2052(\log 2)^t \geq 0.2052(\log 2)^s.$$  

Next suppose that $t > 0$. If the bound in (8.b) is greater than that in (8.a) then we are done. Consider now the case when the bound (8.b) does not exceed (8.a). Let $x_1, x_2, x_3$ be a solution of (1.c). Then, by Lemma 3, there are $\varepsilon_k \in \mathcal{O}_S^*$ such that

$$h(x_k/\varepsilon_k) \leq N - H, \quad k = 1, 2, 3.$$  

Now $\varepsilon_1, \varepsilon_2, \varepsilon_3$ satisfy

$$\beta_1 \varepsilon_1 + \beta_2 \varepsilon_2 + \beta_3 \varepsilon_3 = 0,$$

where $\beta_k = \alpha_k x_k/\varepsilon_k$, $k = 1, 2, 3$. Note that $h(\beta_k) \leq h(\alpha_k) + h(x_k/\varepsilon_k) \leq N$. By Theorem 2, there exists $\varepsilon \in \mathcal{O}_S^*$ such that

$$h(\varepsilon \varepsilon_k) < 0.6c_4 hR^2(\log^* R)\mathcal{R}(1 + (\log^* \mathcal{R})/\log^* P)(P/\log^* P)TN$$

$$(k = 1, 2, 3).$$

Here for the factor 0.6 see the end of the proof of Theorem 2. Thus for $k = 1, 2, 3$ we have

$$h(\varepsilon x_k) \leq h(\varepsilon \varepsilon_k) + h(x_k/\varepsilon_k)$$

$$< c_4 hR^2(\log^* R)\mathcal{R}(1 + (\log^* \mathcal{R})/\log^* P)(P/\log^* P)TN,$$

which completes the proof of Corollary 1.

**Proof of Corollary 2.** In view of Theorem 2 it suffices to deduce (9) from (5) for $r \geq 1$ and from (6) for $r = 0$. We have

$$hR \leq |D|^{1/2}(\log^* |D|)^{d-1}.$$  

This can be seen as follows. If $K = \mathbb{Q}$ or $K = \mathbb{Q}(\sqrt{-3})$, we have $h = R = 1$, and $D = 1$ or $D = -3$, respectively, hence (59) holds trivially. The remaining cases of (59) follow from (2) in [23] and

$$\omega_K \leq 20d \log_2 d \quad \text{if } d \geq 3,$$

where $\omega_K$ denotes the number of roots of unity in $K$. Since Euler’s function $\phi(\omega_K)$ divides $d$, (60) is an immediate consequence of [27, Theorem 15].

We treat first the case $r \geq 1$. Using the notation of Theorem 2, we infer from (59) and $R \geq 0.2052$ that

$$\mathcal{R} \leq c_{34} |D|^{1/2}(\log^* |D|)^{d-1}.$$
with \( c_{34} = \max \{c_{3d}, 4.88\} \), and

\[
T \leq (c_{35}|D|^{1/2}(\log^*|D|)^{d-1})^t \prod_{i=1}^t \log N(p_i),
\]

where \( c_{35} = (2/\log 2)c_{34} \). Further it follows from (59) and (61) that

\[
hR^2(\log^* R)R\left(1 + \frac{\log^* R}{\log^* P}\right) \leq 4d^2c_{34}|D|^{3/2}(\log^*|D|)^{3d-1};
\]

here we have used the facts that \( 1.5 + (d-1)/e \leq 1.5d \) and \( \log c_{34} + 0.5 + (d-1)/e \leq 1.32d \log c_{34} \).

Denote by \( t_0 \) the number of distinct prime factors of \( Q = N(p_1 \cdots p_t) \). Then \( t \leq dt_0 \). It follows from explicit estimates in [27] or [26] that

\[
t_0 < 1.5 \frac{\log Q_0}{\log_2 Q_0^*}.
\]

Further, from (64), \( t \leq dt_0 \), and

\[
\prod_{i=1}^t \log N(p_i) \leq \left(\frac{\log Q}{t}\right)^t \leq \left(\frac{d \log Q_0}{t}\right)^t,
\]

it follows that

\[
\prod_{i=1}^t \log N(p_i) \leq Q_0^{19.16d(\log_3 Q_0^*)/\log_2 Q_0^*}.
\]

Indeed, let

\[
\eta = t \log \left(\frac{d \log Q_0}{t}\right) \left(\frac{d(\log Q_0) \log_3 Q_0^*}{\log_2 Q_0^*}\right)^{-1} = \left(\frac{d \log Q_0}{t}\right)^{-1} \log \left(\frac{d \log Q_0}{t}\right) \frac{\log_2 Q_0^*}{\log_3 Q_0^*}.
\]

If \( \log_2 Q_0^* < 1.5e \), then

\[
\eta \leq \frac{1}{e} \max \left(\frac{\log_2 16}{\log_3 16}, \frac{1.5e}{\log(1.5e)}\right) < 19.16.
\]

In the opposite case we have

\[
\frac{d \log Q_0}{t} \geq \frac{\log Q_0}{t_0} \geq \frac{\log_2 Q_0^*}{1.5} \geq e.
\]

Hence

\[
\left(\frac{d \log Q_0}{t}\right)^{-1} \log \left(\frac{d \log Q_0}{t}\right) \leq \left(\frac{\log_2 Q_0^*}{1.5}\right)^{-1} \log \left(\frac{\log_2 Q_0^*}{1.5}\right) \leq 1.5 \frac{\log_3 Q_0^*}{\log_2 Q_0^*}
\]

and \( \eta \leq 1.5 \). Thus we get (65).
Now using the facts that $r \geq 1$, $t \geq 1$, whence $r + t + 1 \leq (r + 1)(t + 0.5)$ and $(t + 0.5)^{3.5} \leq 2^{2.32t}$, we see that
\[c_4 \leq (2^{12.32d})^t c_{36}\] with $c_{36} = (r + 1)^{4r + 13.5} 2^{10r + 63} d^{r + 5} (\log^*(2d))^6$
and
\[
(66) \quad \log(2^{12.32d} c_{35} |D|^{1/2} (\log^* |D|)^{d-1}) \leq 2.42d (\log c_{35}) \log^* |D|.
\]
By $t \leq dt_0$, (64) and (66), we obtain
\[
(67) \quad (2^{12.32d} c_{35} |D|^{1/2} (\log^* |D|)^{d-1})^t \leq Q_0^{3.63d^2 (\log c_{35}) (\log^* |D|)/\log_2 Q_0^*}.
\]

Let $c'_7 = 3.63d \log c_{35}$. Then the product of the left-hand sides of (67) and (65) does not exceed
\[
Q_0^d (c'_7 \log^* |D| + 19.16 \log_3 Q_0^*)/\log_2 Q_0^*.
\]

If $r = 1$, then $c_{35} = 9.76/\log 2$, while if $r \geq 2$, then $\log c_{35} \leq 2.43d \log d$ (here we used the fact that $r + 1 \leq d$). Thus $c'_7 \leq c_7$ if $r \geq 1$.

Let
\[
c'_6 = 4d^2 c_{34} (\log c_{34}) c_{36}.
\]
We recall that $c_{34} = 4.88$ if $r = 1$, and $c_{34} = c_3d$ if $r \geq 2$. Hence we have $\log c_{34} \leq 1.3d (\log 2d)$ if $r \geq 2$. It is readily verified that $c'_6 \leq c_6$ if $r \geq 1$.

Summing up, we obtain (9) for the case $r \geq 1$ from inequality (5) in Theorem 2. The results for the cases $d = 1$ and $d = 2$ with $r = 0$ can be deduced from inequality (6) in Theorem 2 and we omit the details here. ■

Denote by $|\alpha|$ the maximum absolute value of the conjugates of an algebraic number $\alpha$, and by $\text{den}(\alpha)$ the denominator of $\alpha$. The fact will be used in the next proofs that $|\alpha + \beta| \leq |\alpha| + |\beta|$, $|\alpha\beta| \leq |\alpha||\beta|$ for $\alpha, \beta \in K$, $h(\alpha) \leq \log |\alpha| \leq dh(\alpha)$ for $\alpha \in O_K \setminus \{0\}$ and $\text{den}(\alpha) \leq \exp\{dh(\alpha)\}$ for $\alpha \in K$.

Proof of Theorem 3. In fact we follow the proof of Theorem 1 of [17] with some modifications, corresponding to the refined assumptions on $\mathcal{L}_F$ introduced in Section 3. Moreover, to obtain as good upper bounds as possible, we shall need more detailed deduction. Hence we give here a self-contained proof for our theorem.

Multiplying (10) by the product of the denominators of the coefficients of the linear factors of $F$, we can write (10) in the form
\[
\prod_{i=1}^n l_i(\mathbf{x}) = \beta,
\]
where the linear forms $l_i(\mathbf{X})$ already have integral coefficients in $K$ with heights $A_1 = (md + 1)A$ and $\beta$ is of height at most $B_1 = mndA + B$. We may assume that $\beta \in O_S$, since otherwise our equation is not solvable.
Let $x = (x_1, \ldots, x_m) \in O^m_S$ be a solution of (10) (with $l(x) \neq 0$ for all $l \in \mathcal{L}_F^*$ if $k > 1$). Put $l_i(x) = \beta_i$ for $i = 1, \ldots, n$. Let $\mathcal{L}_F^*$ be a maximal subset of pairwise linearly independent linear forms from $\mathcal{L}_F$, and consider the vertex sets $\mathcal{L}_1, \ldots, \mathcal{L}_k$ of the connected components of $\mathcal{G}(\mathcal{L}_F^*)$. Then $L_1, \ldots, L_k$ is a partition of $\mathcal{L}_F^*$.

For $j$ with $1 \leq j \leq k$, denote by $\mathcal{I}_j$ the set of $i$ with $l_i \in \mathcal{L}_j$ and by $n_j$ the cardinality of $\mathcal{I}_j$. Then either $n_j \geq 3$ or $n_j = 1$. If $n_j \geq 3$ and $l_{i_1}, l_{i_2} \in \mathcal{L}_j$ are connected by an edge in $\mathcal{G}(\mathcal{L}_j)$, then there are $l_{i_1,2} \in \mathcal{L}_j$ and non-zero $\lambda_{i_1}, \lambda_{i_2}, \lambda_{i_1,2} \in O_K$ with heights at most $H := 4A_1 + \log 2$ such that

$$\lambda_{i_1}l_{i_1} + \lambda_{i_2}l_{i_2} + \lambda_{i_1,2}l_{i_1,2} = 0,$$

whence

$$\max_{q=1,2} h(qj\beta_{i_q}) \leq E'_1,$$

where $E'_1$ denotes the bound from (8.a) or (8.b) for $t > 0$ and the bound from (8.c) for $t = 0$ with

$$N = c_3R + \frac{h}{d} \log Q + H + \frac{1}{d} \log N,$$

where $H$ and $N$ are given above. It is easy to see that for $t \geq 0$,

$$N \leq 3.12 \left( c_3R + \frac{h}{d} \log Q + mndA + B \right).$$

Write $E_1$ for $E'_1$ with $N$ replaced by its upper bound in (69). If now $l_{i_2}, l_{i_3}$ are also connected by an edge in $\mathcal{G}(\mathcal{L}_j)$, then we deduce in the same way that $\max_{q=2,3} h(q\beta_{i_q}) \leq E_1$ with some $\varepsilon \in O^*_S$, whence it follows that

$$\max_{1 \leq q \leq 3} h(qj\beta_{i_q}) \leq 3E_1.$$
We now consider the case $k = 1$. Thus $n \geq n_1 \geq 3$. If $l_i' \in \mathcal{L}_F \setminus \mathcal{L}_F^*$ is proportional to a linear form $l_i \in \mathcal{L}_F$, then $l_i' = \delta l_i$ with some non-zero $\delta \in K$ of height at most $2A_1$. Then $\beta_i' = \delta \beta_i$, and so (70) implies

$$(71) \quad h(\eta_1 \beta_i) \leq (2n - 3)E_1 + 2A_1 + \frac{1}{n} B_1$$

Then it follows that

$$h(\eta_1) \leq \frac{1}{n} h\left(\frac{(\eta_1 \beta_1) \cdots (\eta_1 \beta_n)}{\beta_1 \cdots \beta_n}\right) \leq (2n - 3)E_1 + 2A_1 + \frac{1}{n} B_1.$$

Together with (71) this gives

$$h(\beta_i) \leq (4n - 6)E_1 + 7mdA_1 + \frac{1}{n} B = E_2 \quad \text{for } i = 1, \ldots, n.$$  

We may assume, without loss of generality, that $l_1, \ldots, l_m$ are linearly independent. Denote by $A$ the $m \times m$ matrix whose $i$th row consists of the coefficients, say $a_{i1}, \ldots, a_{im}$, of $l_i$. Then

$$(72) \quad A(x_1, \ldots, x_m)^\tau = (\beta_1, \ldots, \beta_m)^\tau,$$

where $\tau$ signifies matrix transposition. Since $\det A \in O_K$, we infer that

$$h(\det A) \leq \log \sum a_{1i_1} \cdots a_{mi_m} \leq \log(\max |a_{1i_1} \cdots a_{mi_m}|) + \log(m!)
\leq mdA_1 + \log(m!) = A_2.$$

Let $A_i$ be the $m \times m$ matrix obtained by replacing the $i$th column of $A$ by $(\beta_1, \ldots, \beta_m)^\tau$. Expanding $\det A_i$ by its $i$th column, we have

$$\det A_i = \beta_1 C_{1i} + \beta_2 C_{2i} + \cdots + \beta_m C_{mi},$$

where $C_{ji}$ is the $(j, i)$-cofactor of $A_i$ and hence

$$h(C_{ji}) \leq (m - 1)dA_1 + \log((m - 1)!) = A_3$$

for $1 \leq j \leq m$. We deduce that

$$h(\det A_i) \leq m(E_2 + A_3) + \log m.$$  

Hence we get, for each $i$,

$$(73) \quad h(x_i) = h(\det A_i/\det A) \leq m(E_2 + A_3) + A_2 + \log m.$$  

If $E_1$ denotes the bound from (8.a), one can show by careful computation that each of $mdA_1$, $mdA_1$, $n^{-1}B$, $\log(m!)$ is smaller than $10^{-14}E_1$. Thus it follows from (73) that

$$h(x_i) < 4m(n - 1)E_1 \quad \text{for } i = 1, \ldots, m.$$  

This gives (11) for $k = 1$. Using the bounds $E_1$ from (8.b) and (8.c), one can deduce in a similar manner (12) and (13) for $k = 1$.

Now we treat the case $k > 1$. By assumption (ii) of Theorem 3, the graph $\mathcal{H}(\mathcal{L}_1, \ldots, \mathcal{L}_k)$ is connected. Assume, for convenience, that $[\mathcal{L}_1, \mathcal{L}_2]$ is an edge in this graph. Then there is a non-zero $l_{1,2} \in \mathcal{L}_F'$ which can be represented in the form
such that the total number of non-zero $\lambda_i \in K$ in both sides of (74) is minimal. Denote by $n'_1$ and $n'_2$, respectively, the number of non-zero $\lambda_i$ in these sums. Putting $m' = n'_1 + n'_2$, it is easy to see that among the linear forms $l_i$ in (74) with non-zero coefficients exactly $m' - 1$ are linearly independent, whence $m' \leq m + 1$. Note that $m' \geq 4$, since $L_1$ and $L_2$ are the vertex sets of distinct connected components of $G(L'_p)$.

Comparing the coefficients of $x_1, \ldots, x_m$ in (74), we obtain a homogeneous linear system of $m' - 1$ linearly independent equations in $m'$ unknowns $\lambda_i$, among which exactly one, say $\lambda_{i_0}$, is a free variable. Moving $\lambda_{i_0}$ to the right-hand side of each equation, we obtain a system of $m' - 1$ linearly independent equations in $m' - 1$ unknowns, with the coefficient matrix denoted by $A'$. Setting $\lambda_{i_0} = \det A'$, this system of linear equations determines uniquely the values $\lambda_i \in O_K \setminus \{0\}$ for which $h(\lambda_i) \leq A_2$. With this set of $\lambda_i$’s, the two linear combinations in (74) are equal to $\lambda_{1,2}l_{1,2}$ for some $\lambda_{1,2} \in K \setminus \{0\}$.

For the solution $\mathbf{x}$ considered above we deduce from (74) and (70) that

$$h(\eta_q \lambda_{1,2}l_{1,2}(\mathbf{x})) \leq n'_q(A_2 + (2n_q - 1)E_1) + \log n'_q \quad \text{for } q = 1, 2.$$ 

But $l_{1,2}(\mathbf{x}) \neq 0$, hence it follows that

$$h(\eta_1/\eta_2) \leq (m + 1)A_2 + m((2n_1 - 1) + (2n_2 - 1))E_1 + 2\log m = E_3.$$ 

In view of (70) this implies

$$h(\eta_1 \beta_i) \leq E_3 + (2n_2 - 1)E_1 \quad \text{for each } i \in I_2.$$ 

Using the fact that $H(L_1, \ldots, L_k)$ is connected and repeating this procedure with the shortest path connecting two vertices, we infer that

$$h(\eta_1 \beta_i) \leq (m(4n - 2k - 2) + 2n - 2k + 1)E_1$$

$$+ (k - 1)(m + 1)A_2 + 2(k - 1) \log m = E_4$$

for each $i \in I_1 \cup \cdots \cup I_k$. It follows as above in the case $k = 1$ that $h(\eta_1 \beta_i) \leq E_4 + 2A_1 = E_5$ for $i = 1, \ldots, n$, and so

$$h(\beta_i) \leq 2E_5 + \frac{1}{n} B_1 = E_6 \quad \text{for } i = 1, \ldots, n.$$ 

We now infer in the same way as in the case $k = 1$ that for $i = 1, \ldots, m$,

$$h(x_i) \leq m(E_6 + A_3) + A_2 + \log m.$$ 

We deduce from (75) with careful computation that

$$\max_{1 \leq i \leq m} h(x_i) \leq 8m(m + 1/2)(n - 1)E_1.$$ 

Finally, this implies (11), (12) or (13) according as $E_1$ is from (8.a), (8.b) or (8.c). ■
Proof of Corollary 3. We follow the proof of Corollary 1.1 in [16], but we use here our Theorem 3 in place of Theorem 1 of [16] and we work with logarithmic height instead of the usual height $H(\cdot)$.

There is an $a \in \mathbb{Z}$ with $1 \leq a \leq n$ such that $F(1,a) \neq 0$. Consider the binary form $G(X,Y) = F(X,aX+Y)$ in which the coefficient of $X^n$ is $F(1,a) \neq 0$ and the heights of the coefficients of $G$ do not exceed $(n+1) \times (A + n \log n) + \log(n+1) = A_1$. Denoting by $d_0$ the product of the denominators of the coefficients of $G$, we can write

\begin{equation}
\label{eq:76}
d_0G(X,Y) = a_0X^n + a_1X^{n-1}Y + \cdots + a_nY^n
= a_0(X - \alpha_1Y) \cdots (X - \alpha_nY)
\end{equation}

where $a_0, \ldots, a_n$ are already integers in $K$ with heights not exceeding $d(n+1)A_1 + A_1 = A_2$. Further, at least three from among $\alpha_1, \ldots, \alpha_n$ are pairwise distinct.

We infer that for each solution $x_1, x_2$ of (14),

\begin{equation}
\label{eq:77}
x = a_0x_1, \quad y = -ax_1 + x_2
\end{equation}

is a solution of the equation

\begin{equation}
\label{eq:78}
(x - a_0\alpha_1y) \cdots (x - a_0\alpha_ny) = \beta',
\end{equation}

where $\beta' = d_0a_0^{n-1}\beta$. It follows from (76) that $a_0\alpha_i \in O_K$ and

\begin{equation}
\label{eq:79}
(a_0\alpha_i)^n + a_1a_0(a_0\alpha_i)^{n-1} + \cdots + a_n a_0^{n-1} = 0
\end{equation}

for each $i$. Put $\max_{0 \leq i \leq n} |\alpha_i| = A_0$. Then (79) implies that $|a_0\alpha_i| \leq nA_0^n$, whence

\[ h(a_0\alpha_i) \leq ndA_2 + \log n = A_3 \quad \text{for each } i. \]

Further,

\[ h(\beta') \leq d(n+1)A_1 + (n-1)A_2 + B = B_1. \]

Applying now our Theorem 3 to (78), we obtain

\begin{equation}
\label{eq:80}
\max\{h(x), h(y)\} \leq E_1,
\end{equation}

where $E_1$ denotes the bound in (11) or (12) for $t > 0$ and (13) for $t = 0$, with the choice $k = 1$ and with $A$ and $B$ replaced by $A_3$ and $B_1$, respectively. It follows from (80) and (77) that

\[ \max\{h(x_1), h(x_2)\} \leq 2E_1 + A_2 + \log 2n. \]

But it is easy to see that

$$2ndA_3 + B_1 \leq 2.45d^2n^5(2ndA + B),$$

hence $x_1, x_2$ satisfy (11), (12) for $t > 0$ and (13) for $t = 0$, with $c_i'$ for $k = 1$ replaced by $5d^2n^5c_i'$ for $i = 1, 4, 2$. ■

Proof of Corollary 4. Below, $c_{37}, \ldots, c_{43}$ will denote effectively computable positive constants which depend at most on $F$, $K$ and $N_0$. Let
\( x = (x_1, \ldots, x_m) \in O_K^m \) with \( N((x_1, \ldots, x_m)) \leq N_0 \). Suppose that \( F(x) \neq 0 \) and that \( l(x) \neq 0 \) for \( l \in \mathcal{L}_F \) if \( k > 1 \). Denote by \( p_1, \ldots, p_t \) the distinct prime ideal divisors of \( F(x) \), and by \( S \) the set consisting of \( S_\infty \) and of the finite places corresponding to \( p_1, \ldots, p_t \). Keeping the above notation, by Lemma 3 there is an \( \varepsilon \in O_S^* \) such that

\[
(81) \quad h(F(\varepsilon x_1, \ldots, \varepsilon x_m)) \leq c_{37} \log N.
\]

Then (12) and (13) in Theorem 3 and, for \( t > 0 \), the inequality \( \log Q \leq t \log^* P \) imply that

\[
(82) \quad \max_{1 \leq i \leq m} h(\varepsilon x_i) < c_{38} c_{39} P \prod_{i=1}^t \log^* N(p_i) := C_1.
\]

For \( t = 0 \) this gives \( \log N \leq dc_{38} \), where \( N = \max_{1 \leq i \leq m} |N_{K/\mathbb{Q}}(x_i)| \). Hence, if \( \log N > dc_{38} \), then \( t > 0 \) must hold.

Inequality (82) implies that \( -\text{ord}_{p_i} \varepsilon x_i(\log 2) \leq dc_1 \) for each \( i \) and \( j \). Further, in view of \( N((x_1, \ldots, x_m)) \leq N_0 \) we infer that for each \( j \) there is an \( i \) such that \( \text{ord}_{p_j} x_i \leq \log N_0 / \log 2 \). Thus \( -\text{ord}_{p_j} \varepsilon \leq (dc_1 + \log N_0) / \log 2 \) \( := C_2 \) for all \( j \). By Lemma 3 we can choose a \( g \in O_K \setminus \{0\} \) such that

\[
(83) \quad (g) = (p_1 \cdots p_t)^{[C_2 + 1]} h \quad \text{and} \quad h(g) \leq c_{40} C_2 \log Q.
\]

Then \( g \varepsilon \in O_K \) and, for each \( i \), we have

\[
(84) \quad \log |N_{K/\mathbb{Q}}(x_i)| \leq \log |N_{K/\mathbb{Q}}(g \varepsilon x_i)| \leq dh(g \varepsilon x_i) \leq c_{41} C_2 \log Q.
\]

If \( N > N_1 \) for a sufficiently large and effectively computable \( N_1 \) depending only on \( F, K \) and \( N_0 \) then (16) follows from (84) and (82). For \( t \leq \log P / \log_2 P \), the first inequality of (17) is an immediate consequence of (16).

It follows from Theorem 1 of [27] that \( t \leq c_{42} P / \log P \). Now the second inequality of (17) follows from (16), provided that \( N_1 \) is large enough. \( \square \)

**Proof of Corollary 5.** Let \( F(x_1, \ldots, x_m) = F_0 \) with some \( x_1, \ldots, x_m \in O_K \) such that \( N((x_1, \ldots, x_m)) \leq N_0 \) (and with \( l(x_1, \ldots, x_m) \neq 0 \) for \( l \in \mathcal{L}_F^0 \) if \( k > 1 \)). Following the proof of Corollary 4 and using its notation, we deduce from (81) and (83) that

\[
(85) \quad h(F(g \varepsilon x_1, \ldots, g \varepsilon x_m)) \leq c_{44} C_1 (t + 1) \log^* P,
\]

where \( P = P(F_0), t = \omega(F_0) \) and \( c_{44} \) is an effectively computable positive number which depends only on \( F, K \) and \( N_0 \). But \( g \varepsilon \in O_K \), hence

\[
(86) \quad \log N \leq dh(F(g \varepsilon x_1, \ldots, g \varepsilon x_m))
\]

where \( N = |N_{K/\mathbb{Q}}(F_0)| \). If now \( N \geq N_2 \) with a sufficiently large and effectively computable \( N_2 \), then (85) and (86) imply the required lower estimates for \( P \). \( \square \)

**Acknowledgements.** The first author acknowledges with gratitude the hospitality of the Hong Kong University of Science and Technology and of
the Forschungsinstitut für Mathematik, ETH-Zürich where some part of this work was done. The second author would also like to thank the hospitality of FIM, ETH-Zürich, where the two authors could have useful discussions on their work, as well as the hospitality of Professor G. Wüstholz. Finally, we are grateful to Professor Y. Bugeaud for his useful comments.

References

[1] E. Bombieri, **Effective diophantine approximation on** $\mathbb{G}_m$, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4) 20 (1993), 61–89.

[2] E. Bombieri and P. B. Cohen, **Effective Diophantine Approximation on** $\mathbb{G}_M$, II, 24 (1997), 205–225.

[3] J. Browkin, **The abc-conjecture**, in: Number Theory, Birkhäuser, 2000, 75–105.

[4] Y. Bugeaud, **Bornes effectives pour les solutions des équations en S-unités et des équations de Thue–Mahler**, J. Number Theory 71 (1998), 227–244.

[5] Y. Bugeaud and K. Györy, **Bounds for the solutions of unit equations**, Acta Arith. 74 (1996), 67–80.

[6] —, —, **Bounds for the solutions of Thue–Mahler equations and norm form equations**, ibid., 273–292.

[7] C. K. Chi, **New explicit result related to the abc-conjecture**, MPhil. thesis, Hong Kong Univ. of Science and Technology, 2005.

[8] J. H. Evertse and K. Györy, **Effective finiteness results for binary forms with given discriminant**, Compositio Math. 79 (1991), 169–204.

[9] E. Friedman, **Analytic formulas for the regulator of the number field**, Invent. Math. 98 (1989), 599–622.

[10] K. Györy, **Sur les polynômes à coefficients entiers et de discriminant donné III**, Publ. Math. Debrecen 23 (1976), 141–165.

[11] —, **On the greatest prime factors of decomposable forms at integer points**, Ann. Acad. Sci. Fenn. Ser. A I Math. 4 (1978/1979), 341–355.

[12] —, **On the number of solutions of linear equations in units of an algebraic number field**, Comment. Math. Helv. 54 (1979), 583–600.

[13] —, **On the solutions of linear diophantine equations in algebraic integers of bounded norm**, Ann. Univ. Sci. Budapest. Eötvös Sect. Math. 22–23 (1979–1980), 225–233.

[14] —, **Explicit upper bounds for the solutions of some diophantine equations**, Ann. Acad. Sci. Fenn. Ser. A I Math. 5 (1980), 3–12.

[15] —, **On the representation of integers by decomposable forms in several variables**, Publ. Math. Debrecen 28 (1981), 89–98.

[16] —, **On S-integral solutions of norm form, discriminant form and index form equations**, Studia Sci. Math. Hungar. 16 (1981), 149–161.

[17] —, **Bounds for the solutions of decomposable form equations**, Publ. Math. Debrecen 52 (1998), 1–31.

[18] —, **Polynomials and binary forms with given discriminant**, to appear.

[19] K. Györy and Z. Z. Papp, **Effective estimates for the integer solutions of norm form and discriminant form equations**, Publ. Math. Debrecen 25 (1978), 311–325.

[20] K. Györy, I. Pink and A. Pintér, **Power values of polynomials and binomial Thue–Mahler equations**, ibid. 65 (2004), 341–362.

[21] J. Haristoy, **Équations diophantiennes exponentielles**, thèse de docteur, Strasbourg, 2003.
Bounds for the solutions of $S$-unit equations

[22] T. Loher and D. Masser, *Uniformly counting points of bounded height*, Acta Arith. 111 (2004), 277–297.

[23] S. Louboutin, *Explicit bounds for residues of Dedekind zeta functions, values of L-functions at $s = 1$, and relative class numbers*, J. Number Theory 85 (2000), 263–282.

[24] D. W. Masser, *On abc and discriminants*, Proc. Amer. Math. Soc. 130 (2002), 3141–3150.

[25] E. M. Matveev, *An explicit lower bound for a homogeneous rational linear form in logarithms of algebraic numbers. II*, Izv. Ross. Akad. Nauk Ser. Mat. 64 (2000), no. 6, 125–180 (in Russian); English transl.: Izv. Math. 64 (2000), 1217–1269.

[26] G. Robin, *Estimation de la fonction de Tchebychef $\theta$ sur le $k$-ième nombre premier et grandes valeurs de la fonction $\omega(n)$ nombre de diviseurs premiers de $n$, Acta Arith. 42 (1983), 367–389.

[27] J. B. Rosser and L. Schoenfeld, *Approximate formulas for some functions of prime numbers*, Illinois J. Math. 6 (1962), 64–94.

[28] C. L. Stewart and K. R. Yu, *On the abc conjecture, II*, Duke Math. J. 108 (2001), 169–181.

[29] A. Surroca, *Sur l’effectivité du théorème de Siegel et la conjecture abc*, to appear.

[30] P. Voutier, *An effective lower bound for the height of algebraic numbers*, Acta Arith. 74 (1996), 81–95.

[31] M. Waldschmidt, *Diophantine Approximation on Linear Algebraic Groups*, Springer, 2000.

[32] K. R. Yu, *Linear forms in $p$-adic logarithms*, Acta Arith. 53 (1989), 107–186.

[33] —, *p-adic logarithmic forms and group varieties III*, Forum Math., to appear.

Institute of Mathematics
Number Theory Research Group of the
Hungarian Academy of Sciences
University of Debrecen
H-4010 Debrecen, P.O.B. 12, Hungary
E-mail: gyory@math.klte.hu

Department of Mathematics
Hong Kong University
of Science and Technology
Clear Water Bay
Kowloon, Hong Kong
E-mail: makryu@ust.hk

Received on 29.6.2005
and in revised form on 12.1.2006