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1. Introduction

Anyonic quantum statistics is a notion that refers to situations when an interchange of (quasi)particles in a physical model results with some general unitary transformation of a possibly multicomponent many-body wave function. Quasi-particles that obey anyonic statistics are called anyons. They are generalisations of bosons and fermions in the following sense. If a pair of bosons is exchanged, the many-particle wave function remains unchanged, i.e., is multiplied by the trivial phase factor \( e^{i\pi} \). On the other hand, an exchange of two fermions results with the multiplication of the wave function by factor \( -1 = e^{i\pi} \). For single-component wave functions, an exchange of a pair of anyons results with the multiplication by factor \( e^{i\theta} \), for \( \theta \in [0, \pi] \). Such scalar anyons are known to appear, for instance, in certain ansätze for multi-electron wave functions realising the fractional quantum Hall effect (FQHE) [1, 2]. More specifically, they approximately describe excited states of FQHE Hamiltonians. FQHE Hamiltonians also provide models for anyons described by multi-component wave functions, called non-abelian anyons, see e.g. [3]. While there exist physical models realising anyons on graphs, this field of study is still quite unexplored. The already existing models have found use in quantum computing [4] and in solid state physics [5, 6].
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The a priori existence of different types of anyons is strongly restricted by the topology of the space where the anyons are constrained to move. For instance, scalar anyons do not exist in the three-dimensional Euclidean space, \( \mathbb{R}^3 \) [7]. The same holds true when anyons are constrained to move on a closed orientable two-manifold [8]. For \( \mathbb{R}^2 \) the existence of scalar anyons is allowed and there are no restrictions for the exchange phase \( \theta \). If anyons are constrained to move on a sphere, then the allowed exchange phases are \( \theta = n\pi/N \), where \( N \) is the number of anyons and \( 0 \leq n \leq 2N - 3 \) [9]. It is not clear how to realise anyon exchange on the line, \( \mathbb{R} \), as it is not possible there to exchange particles without a collision. However, on graphs, i.e., on networks built out of one-dimensional line segments, the existence of many junctions allows for a well-defined particle exchange without collisions. This fact has been explored in recent papers [10–13] to set out a framework for studying abelian and non-abelian anyons on graphs. In particular, it has been shown that different types of quantum statistics are possible on graphs, depending on the topology of a given graph. For scalar anyons, only bosons and fermions are possible on 3-connected graphs, whereas on 2-connected and 1-connected graphs a great variety of abelian anyons is possible [10]. Much less is known about non-abelian anyons on graphs. By computing certain topological invariants of graph configurations spaces called homology groups [12, 13], using arguments based on K-theory, it has been shown that for wave functions with a sufficiently large number of components, for many families of graphs there is just one class of non-abelian quantum statistics.
In this paper, we focus on modelling non-abelian anyons on graphs via unitary representations of graph braid groups. Let us next briefly revisit main steps of this construction. For \( N \) particles constrained to move in a topological space \( X \), we consider wave functions as functions from the \( N \)-particle configuration space, \( C_N(X) \), to complex numbers, \( \mathbb{C} \). The considered wave functions can have more than one component. If this is the case, the \( k \)-component wave function is described by a vector \( \Psi = (\psi_1(q), \ldots, \psi_k(q)) \), where \( q \) describes a configuration of \( N \) particles in \( X \). Configuration space \( C_N(X) \) encodes some basic properties of the studied particles. In particular, we consider only hard-core particles, i.e., from the traditional \( N \)-fold cartesian product, \( X^N \), we exclude collision points given by \( \Delta = \{(q_1, \ldots, q_n) : \exists j \neq j \ s.t. \ q_i = q_j\} \). Furthermore, we impose the indistinguishability of particles by identifying configurations that differ by a permutation of particles. This can be written concisely as the quotient \( C_N(X) = (X^N - \Delta)/S_N \). It is a well-known fact that such configuration spaces lead to a correct description of anyonic quantum statistics [2, 7, 14]. Another crucial ingredient is the notion of a parallel transport of wave functions around loops in \( C_N(X) \). Wave functions are interpreted as sections of such a vector bundle and gauge potentials are incorporated as connections on the considered vector bundle. Recall that in such a setting, flat connections correspond to the vanishing of classical forces in the considered quantum system. This happens, for instance, when a screened magnetic field is present in the system so that it vanishes in the region where the particles are allowed to move. However, a magnetic potential can still be present and can affect the behaviour of the quantum system. Such a flat connection leads to the parallel transport, \( T \), that for a given loop \( \gamma \subset C_N(X) \) (i) transforms wave functions via unitary operators \( T_\gamma \psi = U_\gamma \psi \), \( U_\gamma \in U(k) \), (ii) operators depend only on the homotopy class of loops, i.e., \( U_\gamma = U_\gamma' \) if \( \gamma \) is homotopy equivalent to \( \gamma' \). This gives rise to a unitary representation of the fundamental group of \( C_N(X) \), which is called the \( n \)-strand braid group of \( X \) and denoted by \( Br_N(X) \). Therefore, in general, different quantisations of a classical system described by configuration space \( C_N(X) \) are in a one-to-one correspondence with isomorphism classes of irreducible unitary representations of \( Br_N(X) \). A related mathematical object is called the moduli space of flat bundles given by the quotient

\[
\mathcal{M}_N(X,U(k)) := \frac{\text{Hom}(Br_N(X),U(k))}{U(k)}.
\]  

In other words, all non-abelian quantum statistics for particles constrained to move in topological space \( X \) are given by points of \( \mathcal{M}_N(X,U(k)) \), while scalar quantum statistics correspond to \( \mathcal{M}_N(X,U(1)) \), i.e., abelian representations of \( Br_N(X) \).

In the main body of this paper we review chosen algorithms for constructing presentations of graph braid groups [15, 16], i.e., groups \( Br_N(X) \), where \( X = \Gamma \), a graph. The aim of the first part of the paper is to provide a comprehensive overview of an algorithm for constructing so-called minimal presentations of graph braid groups [16]. In the second part we analyse the algorithm from the point of view of anyonic quantum statistics, i.e., unitary representations of graph braid groups constructed from their minimal presentations. In particular, (i) we provide arguments for the stabilisation of \( \mathcal{M}_N(I,U(k)) \), i.e., if \( I \) is 2-connected, there exists \( N_0 \) such that for all \( N > N_0 \) we have \( \mathcal{M}_N(I,U(k)) \cong \mathcal{M}_{N_0}(I,U(k)) \), (ii) in analogy to anyons on a torus [17], we define so-called locally abelian anyons on graphs which are anyons that locally braid as abelian anyons, but globally behave in a non-abelian way. Throughout the paper, we analyse examples of graphs and their corresponding braid groups and derive their minimal presentations in terms of loops in \( C_N(\Gamma) \).

2. Presentations of graph braid groups — a review

Graph configuration spaces are aspherical, i.e., their fundamental group is their only non-vanishing homotopy group. Equivalently, the universal covering space of \( C_N(\Gamma) \) is contractible. Therefore, graph braid groups encode all topological information about graph configuration spaces (see e.g. [18]). However, finding the form of \( Br_N(\Gamma) \) for a given graph is known to be a difficult task. All graph braid groups (we restrict our attention only to finite graphs) are finitely presented. This means that there exists a finite set of generators \( \alpha_1, \ldots, \alpha_r \) and a finite set of relators \( R_1(\alpha_1, \ldots, \alpha_r), \ldots, R_s(\alpha_1, \ldots, \alpha_r) \) in the form of finite words in \( \alpha_1, \ldots, \alpha_r \) and their inverses such that

\[
Br_N(\Gamma) = \langle \alpha_1, \ldots, \alpha_r | R_1(\alpha_1, \ldots, \alpha_r) = 1, \\
\ldots, R_s(\alpha_1, \ldots, \alpha_r) = 1 \rangle.
\]

Equation (2) is called a presentation of group \( Br_N(\Gamma) \). There exists a certain intuitive choice of generators for \( Br_N(\Gamma) \) in terms of particles moving on junctions and loops in \( \Gamma \) [10, 19]. However, this intuitive choice of generators leads to many redundancies and can be greatly simplified. Moreover, except for the two-particle case [20], it is not clear how to complete such a description and write down the set of relators. Therefore, we will shortly proceed with a different method that relies on discrete Morse theory [15, 16] and leads to a minimal presentation of \( Br_N(\Gamma) \) as the fundamental group of a much smaller space called the Morse complex of \( C_N(\Gamma) \) and denoted here by \( \tilde{D}_N(\Gamma,T) \), where \( T \) is a spanning tree of \( \Gamma \). One of the drawbacks of the Morse-complex method is that additional work has to be done in order to interpret generators as loops back in \( C_N(\Gamma) \). Nevertheless, we show how one can accomplish such an interpretation and we realise it in examples.
Let us start with the aforementioned intuitive set of generators. The construction of such a set relies on an analysis of two small canonical graphs. The first canonical graph is a $Y$-graph which describes an exchange of a pair of particles on a junction in $\Gamma$. The exchange is called a $Y$-exchange and goes as shown in Fig. 1, left to right.

The second graph is a lasso graph (also called a lollipop graph) that consists of a circle with a lead attached. The exchange is called a $Y$-generator and is shown in Fig. 2.

**Example 2.1** Two-strand braid group of a $\Theta$-graph. Group $Br_2(\Gamma_\Theta)$ is a free group on three generators $[20]$, $Br_2(\Gamma_\Theta) = \langle \alpha_D, \alpha_U, \gamma_L \rangle$ (see Fig. 3). Generators $\alpha_U$ and $\alpha_D$ are of the $O$-type while generator $\gamma_L$ denotes a $Y$-exchange on the left junction. Clearly, it is possible to have an analogous exchange on the right junction, $\gamma_R$. Such an exchange depends on the above generators as

$$\gamma_R \sim \alpha_D \alpha_U \gamma_L^{-1} \alpha_D^{-1} \alpha_U^{-1}$$

(see Fig. 4 for a pictorial proof).

2.1. General properties

Before we proceed with the discrete Morse theory for graphs, we summarise some general properties of graph braid groups that will play important roles in further sections. Firstly, recall the definition of the commutator subgroup. For any group $G$, its commutator subgroup, denoted here by $G'$, is the group generated by group commutators of elements of $G$:

$$G' := \langle \alpha \beta \alpha^{-1} \beta^{-1} : \alpha, \beta \in G \rangle.$$
2.2. Morse presentations

Graph configuration spaces have homotopy types of CW-complexes. There are different ways to obtain a CW-complex as a deformation retract of $C_N(Γ)$, one of which is due to Abrams [21] and an other one due to Świątkowski [22]. The algorithm which we analyse in this paper relies on Abrams’s complex which we denote by $D_N(Γ)$. The deformation retraction $C_N(Γ) → D_N(Γ)$ is valid if graph $Γ$ is sufficiently subdivided. This means that one has to subdivide edges of $Γ$ by adding an appropriate number of vertices of degree 2 so that the following conditions are met [23].

1. Each path between distinct essential vertices (vertices of degree not equal to 2) contains at least $N − 1$ edges.

2. Each nontrivial cycle in $Γ$ contains at least $N + 1$ edges.

An important property of $D_N(Γ)$ is that it is a regular cube complex. This means that its cells are cubes that are glued with each other by identifying their faces (gluing maps are injective). Cells of $D_N(Γ)$ are denoted as sets of cardinality $N$ whose elements are either edges or vertices of $Γ$, all disjoint with each other. While computing graph braid groups we will only be interested in one- and two-dimensional cells of $D_N(Γ)$. Hence, let us write down explicitly the general form of a 1-cell and a 2-cell.

A 1-cell of $D_N(Γ)$ is of the form

$$\{e, v_1, \ldots, v_{N−1}\},$$  

(4)

where $e ∈ E(Γ)$, $\{v_1, \ldots, v_{N−1}\} ⊂ V(Γ)$, $v_1 ≠ v_i$ for $i ≠ j$ and $e \cap v_i = Φ$ for all $i$. Similarly, a general 2-cell of $D_N(Γ)$ is of the form

$$\{e, e′, v_1, \ldots, v_{N−2}\},$$  

(5)

where $\{e, e′\} ∈ E(Γ)$, $\{v_1, \ldots, v_{N−2}\} ⊂ V(Γ)$, $v_1 ≠ v_j$ for $i ≠ j$, and $e \cap v_i = e′ \cap v_i = Φ$ for all $i$. In order to define a boundary map, we choose a spanning tree $T ⊂ Γ$ and order its vertices in the following way. We choose a planar embedding of $T$ and choose a vertex of degree 1 to be the root of $T$. This choice fully determines a boundary map on $D_N(Γ)$, the resulting Morse complex and presentation of $Br_N(Γ)$. The root has label 1. Next, we move along the tree from the root and number the consecutive vertices with consecutive natural numbers.

When a junction of degree $d$ is met, the branches are indexed by $0, 1, \ldots, d − 1$, where branch 0 is the one that leads to the root and the remaining branches are indexed increasingly in the clockwise direction from branch 0. The priority in numbering have (unnumbered) vertices that lie on the branch with the lowest index. After finishing the labelling process, the vertices of $Γ$ form a totally ordered set. Every edge $e ∈ E(Γ)$ has its initial and final vertex which are denoted by $ι(e)$ and $τ(e)$, respectively, and satisfy $τ(e) < ι(e)$. This gives an orientation of 1-cells of $D_N(Γ)$. Namely, a cell of the form (4) is oriented from $\{ι(e), v_1, \ldots, v_{N−1}\}$ to $\{τ(e), v_1, \ldots, v_{N−1}\}$.

Presentations of $Br_N(Γ)$ will be phrased in terms of oriented 1-cells and their inverses treated as an alphabet.

To every 2-cell (5) we assign its boundary word as follows (Fig. 5):

$$\{e, ι(e'), τ(e'), \overline{v}\} \{e', ι(e'), \overline{v}\}^{-1} \{e', ι(e), \overline{v}\}^{-1},$$  

(6)

where $\overline{v}$ is a shorthand notation for $v_1, \ldots, v_{N−2}$.

The Morse complex $\tilde{D}_N(Γ, T)$ is constructed via a Morse matching $W$ on $D_N(Γ)$. $W$ is a collection of functions $\{W_i\}_{i=0}^{\dim D_N(Γ)−1}$, each of which is a function from the set of i-cells of $D_N(Γ)$ to the set of $i + 1$-cells of $D_N(Γ)$. Each $W_i$ is a partial function which means that it is not surjective and its domain is only a subset of i-cells, called the set of redundant i-cells. Cells that belong to the image of $W_i$ are called collapsible. The sets of redundant and collapsible i-cells are always disjoint.

Moreover, if $W_i(σ) = τ$, then $τ$ is an $i + 1$-cell whose boundary contains cell $σ$. Cells which are neither collapsible nor redundant are called critical and these are the cells that constitute the Morse complex. A Morse matching has to satisfy a few more general conditions, for which we refer the reader to [24]. Let us next proceed to the exact form of the Morse matching that we will use. We will focus on functions $W_0$ and $W_1$ as these are the relevant ones in computing $Br_N(Γ)$. Intuitively, the Morse matching gives a set of rules to slide particles down the tree $T$ as if the particles were attracted to the root. For any vertex $v ∈ V(Γ)$ we define its corresponding edge $e(v)$ as the unique edge in $T$, which satisfies $ι(e(v)) = v$. Let $σ$ be a 0-cell or a 1-cell. This means that $σ$ is either a subset of $N$ vertices of $Γ$ or $σ$ is of the form (4). We say that vertex $v ∈ σ$ is unblocked if $(σ \setminus \{v\}) \cup e(v)$ is a cell of $D_N(Γ)$. In other words, one can slide $v$ down the tree without colliding with other elements of $σ$. Otherwise, vertex $v$ is called blocked. Another important notion is the notion of a non-order-respecting edge. An edge $e ∈ σ$ is non-order-respecting if (i) $e$ is not in $T$ (in that case $e$ is also called a deleted edge), or (ii) there is a vertex $v ∈ σ$ such that $ι(e) > v > τ(e)$ and $e(v) ∩ e = τ(e)$. Otherwise, $e$ is order-respecting. Intuitively, this gives a priority rule for particles meeting at junctions of $T$ — the particle occupying the branch of the lowest index has the priority to move. Critical cells are now easily

Fig. 5. A 2-cell of $D_N(Γ)$ and its oriented boundary.
characterised as those whose all vertices are blocked and all edges are non-order-respecting. Moreover, we will always choose the spanning tree $T$, so that there is just one critical 0-cell. Such a critical 0-cell is necessarily of the form $\{1, 2, \ldots, N\}$. It follows that all other 0-cells of $D_N(\Gamma)$ are redundant. A 0-cell $\sigma^{(0)}$ is mapped by $W_0$ to a 1-cell by replacing the lowest unblocked vertex $v \in \sigma$ by its corresponding edge $e(v)$. A 1-cell, $\sigma^{(1)}$, is redundant if and only if it is not in the image of $W_0$ and it is not critical. If this is the case, then $W(\sigma^{(1)})$ is determined by replacing the lowest unblocked vertex $v \in \sigma^{(1)}$ with $e(v)$. Now we have all the building blocks that are needed to compute the Morse presentation of $Br_N(\Gamma)$. Denote by $w_i$ an arbitrary word from the alphabet built on oriented 1-cells of $D_N(\Gamma)$ and their inverses. The following two theorems constitute a foundation of our further considerations.

**Theorem 2.1** [15, 24] $Br_N(\Gamma)$ is generated by all critical 1-cells subject to relations that come from boundary words (2.2) of critical 2-cells by the following set of moves.

1. **Free cancellation.** If $w = w_1\sigma^{-1}w_2$ or $w = w_1\sigma w_2$, do $w \rightarrow w_1w_2$.
2. **Collapsing.** If $w = w_1\sigma w_2$ or $w = w_1\sigma^{-1}w_2$ and $\sigma$ is collapsible, do $w \rightarrow w_1w_2$.
3. **Simple homotopy.** If $w = w_1\sigma w_2$ or $w = w_1\sigma^{-1}w_2$ and $\sigma w_3$ is a boundary word of a 2-cell $\tau$ such that $W_1(\sigma) = \tau$, do $w \rightarrow w_1w_3^{-1}w_2$ or $w \rightarrow w_1w_3w_2$, respectively.

By iterating the above set of moves, one ends up with an invariant word $\tilde{w}$ which consists only of critical 1-cells.

**Theorem 2.2** [15] Let $T \subset \Gamma$ be a spanning tree such that the corresponding Morse complex consists of only one critical 0-cell. Then,

$$Br_N(\Gamma) = \bigg\langle \Sigma^{(1)}|b(\tau) = 1, \tau \in \Sigma^{(2)} \bigg\rangle,$$

where $\Sigma^{(i)}$ denotes the set of critical $i$-cells of the Morse complex $D_N(\Gamma, T)$ and $b(\sigma)$ denotes the boundary word of $\sigma$, as in (2.2).

A Python implementation of the above Theorems 2.1 and 2.2 created by the authors of this paper can be found on website [24] in a program which computes Morse presentations of graph braid groups.

**Example 2.2** Morse presentations for a $\Theta$-graph for $N \leq 4$. Consider a $\Theta$-graph in Fig. 6, which is sufficiently subdivided for 5 particles (the reasons for subdividing the graph more than necessary will become clear in Sect. 2.4). For $N = 2$ we have the following critical 1-cells in $D_2(\Gamma_{\Theta})$:

$$\tilde{a}_1 = \{e_1^5, 2\}, \quad \tilde{a}_2 = \{e_1^1, 2\}, \quad \tilde{\gamma} = \{e_6^5, 6\}.$$  \(\text{(8)}\)

There are no critical 2-cells in $D_2(\Gamma_{\Theta})$, hence we have reproduced the result from Fig. 3 — $Br_2(\Gamma_{\Theta})$ is a free group on 3 generators (8). For $N = 3$, the critical 1-cells read

$$\tilde{\alpha}_1 = \{e_1^5, 2, 3\}, \quad \tilde{\alpha}_2 = \{e_1^1, 2, 3\}, \quad \tilde{\gamma} = \{e_6^5, 1, 6\}, \quad \sigma_1 = \{e_6^5, 6, 7\}, \quad \sigma_2 = \{e_6^5, 6, 10\}.$$  \(\text{(9)}\)

while the critical 2-cells read

$$\tau_1 = \{e_1^8, e_6^5, 6\}, \quad \tau_2 = \{e_1^1, e_6^5, 6\}.$$  \(\text{(10)}\)

It is straightforward to verify (perhaps with the aid of a computer program) that the boundary words are respectively

$$b(\tau_1) = \tilde{\alpha}_1\tilde{\gamma}^{-1}\tilde{\alpha}_1^{-1}\tilde{\gamma}^{-1}\sigma_1, \quad b(\tau_2) = \tilde{\alpha}_2\tilde{\gamma}^{-1}\tilde{\alpha}_2^{-1}\sigma_2.$$  \(\text{(10)}\)

From the corresponding pair of relators we get that (i) $\sigma_1 = \tilde{\alpha}_1\tilde{\gamma}\tilde{\alpha}_1^{-1}$, (ii) $\sigma_2 = \tilde{\alpha}_2\tilde{\gamma}\tilde{\alpha}_2^{-1}$. Hence, via the Tietze transformations we obtain an analogous situation as for $N = 2$, i.e.,

$$Br_3(\Gamma_{\Theta}) = \langle \tilde{\alpha}_1, \tilde{\alpha}_2, \tilde{\gamma} \rangle.$$  \(\text{(11)}\)

Finally, let us demonstrate that $Br_4(\Gamma_{\Theta})$ is no longer a free group. The critical 1-cells read

$$\tilde{\alpha}_1 = \{e_1^5, 2, 3, 4\}, \quad \tilde{\alpha}_2 = \{e_1^1, 2, 3, 4\}, \quad \tilde{\gamma} = \{e_6^3, 1, 2, 6\}, \quad \sigma_1 = \{e_6^3, 1, 6, 7\}, \quad \sigma_2 = \{e_6^3, 1, 6, 10\}, \quad \sigma_3 = \{e_6^3, 6, 7, 8\},$$  \(\text{(11)}\)

while the critical 2-cells read

$$\tau_1 = \{e_1^1, e_6^3, 2, 6\}, \quad \tau_2 = \{e_1^1, e_6^3, 2, 6\}, \quad \tau_3 = \{e_1^1, e_6^3, 6, 7\}, \quad \tau_4 = \{e_1^1, e_6^3, 6, 10\}, \quad \tau_5 = \{e_1^1, e_6^3, 6, 10\}, \quad \tau_6 = \{e_6^8, e_6^5, 6, 10\}.$$  \(\text{(11)}\)

Boundary words for cells $\tau_1$ and $\tau_2$ are exactly the same expressions as in (10). Besides that, we have

$$b(\tau_3) = \tilde{\sigma}_2\sigma_1^{-1}\tilde{\sigma}_2^{-1}\sigma_4,$$

$$b(\tau_4) = \tilde{\sigma}_1\sigma_1^{-1}\tilde{\sigma}_1^{-1}\sigma_3,$$

$$b(\tau_5) = \tilde{\sigma}_2\sigma_2^{-1}\tilde{\sigma}_2^{-1}\sigma_5,$$

$$b(\tau_6) = \tilde{\sigma}_1\sigma_2^{-1}\tilde{\sigma}_1^{-1}\tilde{\sigma}_2^{-1}\sigma_4.$$  \(\text{(12)}\)

To obtain a minimal presentation of $Br_4(\Gamma_{\Theta})$ we realise the following Tietze transformations. From $b(\tau_3) = 1$ and from the expression for $\sigma_1$ we extract

Fig. 6. A $\Theta$-graph sufficiently subdivided for $N \leq 5$ together with a choice of a spanning tree and vertex order.
\[\sigma_4 \equiv \tilde{\sigma}_2 \tilde{\gamma}_1 \tilde{\gamma}_1^{-1} \tilde{\alpha}_2^{-1}\]. Similarly, from \(b(\tilde{\tau}_4) = 1\) and \(b(\tilde{\tau}_5) = 1\) we obtain expressions for \(\sigma_3\) and \(\sigma_5\), respectively. Hence, the only non-trivial relation in \(Br_4(\Gamma_9)\) comes from \(b(\tilde{\tau}_6) = 1\) after plugging in expressions for \(\sigma_4\) and \(\sigma_2\). One can rewrite the result as follows:

\[Br_4(\Gamma_9) = \langle \tilde{\alpha}_1, \tilde{\alpha}_2, \tilde{\gamma}_1, Ad_{\tilde{\alpha}_2} \rangle = 1,\]

(13) where we use a shorthand notation \(Ad_{\tilde{\alpha}_2}(g) := ghg^{-1}\).

2.3. Minimal presentations

Example 2.2 shows some of the crucial features of computations related to the Morse presentations of graph braid groups. First of all, the number of generators can be greatly reduced via the Tietze transformations by utilising some of the relations. As shown in [16], this can be done in a systematic way by dividing the critical 1-cells into sets of so-called pivotal, separating, and free cells. Free cells automatically contribute to the minimal Morse presentation. All pivotal cells and some of the separating cells can be removed via boundary words of appropriate critical 2-cells. In this section, we will briefly review this construction. Secondly, for a graph which is sufficiently subdivided for \(N\) particles, boundary words of critical 2-cells for \(N'\) particles, \(N' < N\), are inherited as boundary words of appropriate critical 2-cells for \(N' + 1\) particles. We will utilise this fact in Sect. 3. We start this section with recalling the following crucial lemma.

**Lemma 2.3** Minimal presentations [16]. Group \(Br_N(\Gamma)\) has a minimal presentation over \(m_{N,F} + p_{N,F}\) generators for \(m_{N,F}\) and \(p_{N,F}\) that are natural numbers, which determine \(H_1(C_N(\Gamma),\mathbb{Z}) = \mathbb{Z}^{m_{N,F}} \oplus (\mathbb{Z}_2)^{p_{N,F}}\).

As a corollary, we obtain that for a planar graph \(Br_N(\Gamma)\) has a presentation over \(m_{N,F}\) generators. Moreover, if \(\Gamma\) is 2-connected, then the number of generators of a minimal presentation satisfies with \(N\) for \(N \geq 2\), i.e., \(m_{N,F} = m_{2,F}\) and \(p_{N,F} = p_{2,F}\). This can be observed in Example 2.2, where for \(N \geq 2\) we have \(H_1(C_N(\Gamma_9)) = H_1(C_2(\Gamma_2)) = \mathbb{Z}^3\).

In order to find a minimal Morse presentation of \(Br_N(\Gamma)\) we have to introduce a few technical notions from paper [16]. However, in order to keep the presentation clear and concise, when possible, we will skip some of the details.

We say that an edge \(e \in E(\Gamma)\) is separated in \(T \subset \Gamma\) by \(v \in V(\Gamma)\) if \(v(e)\) and \(\tau(e)\) lie in two distinct connected components of \(\Gamma - \{v\}\). The first technical step is to choose a spanning tree \(T \subset \Gamma\) which satisfies the following conditions of Lemma 2.5 in [19]. Thus, \(T_1\) — for every edge \(e \in E(\Gamma) - E(T)\) we have that \(v(e)\) is of valency 2; \(T_2\) — every edge \(e \in E(\Gamma) - E(T)\) is not separated in \(T\) by any vertex \(v \in V(\Gamma)\) such that \(v < \tau(e)\). For the sake of completeness, we mention that there is an additional property \(T_3\), which is phrased in terms of other geometric properties of \(\Gamma\), however we will not write it down here. We only point out that in paper [16] there is an algorithmic way to choose a tree which satisfies properties \(T_1\), \(T_2\), and \(T_3\). The choice of such a tree is essential for definitions of pivotal, separating, and free cells to work. One of the key notions is the size of a critical 1-cell denoted by \(s(\sigma)\). For a critical cell \(4\), \(s(\sigma)\) is the number of vertices in \(\sigma\) that are blocked behind \(\tau(e)\) on branches incident to \(\tau(e)\) with index greater than 0. In Example 2.2, cells from Eq. (11) have sizes \(s(\tilde{\alpha}_1) = s(\tilde{\alpha}_2) = 0\), \(s(\tilde{\gamma}_1) = 1\), \(s(\tilde{\sigma}_2) = s(\tilde{\sigma}_2) = 2\), and \(s(\tilde{\sigma}_3) = 3\).

In the remaining part of this subsection, we specify our considerations to 2-connected graphs, as we anticipate that such graphs appear in most of the physically relevant situations. The notion of the size of a critical cell was necessary for introducing a simple criterion for separating out most of the pivotal cells. We state this criterion without a proof in the form of the following fact.

**Fact 2.4** [16]. Every critical 1-cell \(\sigma\) with \(s(\sigma) \geq 2\) is pivotal, hence can be expressed as a word in free and separating 1-cells.

It follows that effectively all relevant generators in a minimal Morse presentation of \(Br_N(\Gamma)\) appear already on the level of \(N = 2\). This can be seen by noting that vertices in a critical cell that are blocked behind the root of \(T\) can be ignored to give the corresponding critical cell in \(D_2(\Gamma)\). In this way, the minimal set of generators of \(Br_N(\Gamma)\) can be found only by considering the two-vertex case. For \(N > 2\), additional work has to be done to eliminate new pivotal cells and make appropriate Tietze transformations in order to recover new relations between the minimal generators from the boundary words of critical 2-cells. This can be done in an algorithmic way by ordering the pivotal 1-cells and critical 2-cells in an appropriate way, as described in [16]. We anticipate to incorporate this algorithm in our Python implementation [25].

2.4. Relating minimal presentations to particle exchanges

As our considerations from the preceding sections show, it is not clear how to connect generators of \(Br_N(\Gamma)\) in its Morse presentation with some physical particle exchange operators \(T\). In this subsection we show how this can be accomplished. Presentations of \(Br_N(\Gamma)\), where generators can be directly interpreted as particle exchanges will be called physical presentations. It turns out that physical presentations can be derived from minimal Morse presentations. However, in order to recover particle exchange from a minimal Morse presentation of \(Br_N(\Gamma)\), one usually has to add some new generators and new relations.

We start by introducing two classes of loops in \(D_N(\Gamma)\). Assume that \(T\) is a spanning tree of \(\Gamma\) which satisfies conditions \(T_1, T_2,\) and \(T_3\) described in Sect. 2.3. The first loop is associated with an exchange of a pair of particles on a \(Y\)-junction in \(T\). More precisely, choose a \(Y\)-subgraph of \(T\), which is spanned on vertices \(k, l, m, n\) such that \(k < l < m < n\) and vertex \(l\) has degree at least 3. To such a \(Y\)-subgraph we associate the following word, which we call the \(Y\)-loop:
Lemma 2.5. Let $\gamma$ be a $Y$-loop in $D_N(\Gamma)$ as in (14). If $\tau = \{1, 2, \ldots, N - 2\}$, then $\gamma$ is mapped to the Morse complex as critical cell $\{e^m, m, \tau\}^{-1}$.

Sketch of a proof. By the assumption about the form of $\tau$, cells $\{e^i, m - 1, \tau\}, \{e^m, n, \tau\}, \{e^i, n, \tau\}$ are collapsible. Cells $\{e^i, k, \tau\}, \{e^m, k, \tau\}$ are redundant. To find the image of the redundant cells under the Morse flow we use Lemma 2.3 in [16], which shows that they are carried by the Morse flow to collapsible cells $\{e^m, 1, 2, \ldots, N - 1\}$ and $\{e^i, 1, 2, \ldots, N - 1\}$, respectively.

The other type of generators are loops associated to oriented simple cycles in $\Gamma$. Such generators will be called $O$-loops. Denote by $O = v_1 \to v_2 \to \cdots \to v_p \to v_1$ an oriented simple cycle in $\Gamma$ that passes through the sequence of vertices $(v_1, v_2, \ldots, v_p, v_1)$, where $v_i$ is adjacent in $\Gamma$ to $v_{i-1}$ and $v_{i+1}$ for $i \in \{2, \ldots, p\}$. For any $\tau$, a set of $N - 1$ vertices of $\Gamma$ such that $O \cap \tau = \emptyset$ we define the corresponding $O$-loop as the product:

$$\alpha_O(\tau) := \prod_{e \in E(\Gamma) \cap O} \{e, \tau\}^{a_e},$$

where $a_e = 1$ if the orientation of $e$ inherited from the order of vertices in the spanning tree agrees with the orientation of cycle $O$ and $a_e = -1$ otherwise.

Lemma 2.6. Let $O = \tau$ be an $O$-loop in $D_N(\Gamma)$ as defined in (15). Let $\tau = \{1, 2, \ldots, N - 1\}$ if for all deleted edges $e \in O \cap (E(\Gamma) - E(T))$ we have $\tau(e) > 1$ and let $\tau = \{2, 3, \ldots, N\}$ otherwise. Then, word $\alpha_O(\tau)$ is mapped to the Morse complex as:

$$\alpha_O(\tau) \mapsto \prod_{e \in O \cap (E(\Gamma) - E(T))} \{e, \tau_e\}^{a_e},$$

where $\tau_e = \{1, 2, \ldots, N - 1\}$ if $\tau(e) > 1$ and $\tau = \{2, 3, \ldots, N\}$ otherwise.

Sketch of a proof. If $e \in E(T)$, then $\{e, \tau\}$ is collapsible. Otherwise, if $e \in (E(\Gamma) - E(T))$, the image of cell $\{e, \tau\}$ in the Morse complex can be easily found using Lemma 2.3 in [16].

The general strategy is to express generators of a minimal Morse presentation of $B_N(\Gamma)$ as words in $Y$- and $O$-loops. There is one technical detail to make sure that all loops are based at the same point given by configuration $\{1, \ldots, N\}$. This can be easily dealt with by conjugating $Y$- and $O$-loops with words that connect their initial configurations with the base point. The following lemma allows us to make sure that such a conjugation does not affect the image of $Y$- and $O$-loops in the Morse complex.

Lemma 2.7 [15]. The set of collapsible 1-cells in $D_N(\Gamma)$ is a spanning tree of the 1-skeleton of $D_N(\Gamma)$.

Hence, there exists a path $P_\tau$ from $\{1, \ldots, N\}$ to any configuration $\tau = \{v_1, \ldots, v_N\}$ that is a word consisting of only collapsible cells.

The next crucial step is to find the actual images of $Y$- and $O$-loops in the Morse complex. Although the above Lemmas 2.5 and 2.6 provide some simplification, for arbitrary configurations of free particles $\tau$ this is usually a complicated task.

Example 2.3. Physical presentations of $B_N(\Gamma)$. Let us start with $N = 2$ and minimal Morse presentation of $B_2(\Gamma)$ given in Eq. (8). Consider $Y$-loop $\gamma_{4, 6, 9} = \{e^1, 4\} \{e^2, 4\}^{-1} \{e^2, 6\}^{-1} \{e^1, 6\}^{-1} \{e^6, 9\} \{e^9, 9\}$. By Lemma 2.5, we have $\gamma_{4, 6, 9} \mapsto \{e^9, 6\}^{-1} = \tilde{\gamma}_{1}$. Next, let us take $O$-loops $\alpha_D(\{2\})$ and $\alpha_D(\{9\})$, where the corresponding simple cycles read

$$D = 5 \to 6 \to 7 \to 8 \to 9 \to 10 \to 9 \to 5,$$

$$U = 1 \to 2 \to 3 \to 4 \to 5 \to 6 \to 7 \to 8 \to 1.$$

By Lemma 2.6, we have $\alpha_D(\{2\}) = \{e^1, 2\} \{e^1, 2\}^{-1} = \tilde{\alpha}_{2} \tilde{\alpha}_{1}$ and by a direct calculation we check out that $\alpha_D(\{9\}) = \{e^9, 6\} \{e^9, 6\}^{-1} = \tilde{\gamma}_{1}$. Hence, we invert the above expressions as

$$\tilde{\gamma}_{1}^{-1} \tilde{\alpha}_{1} = \alpha_D(\{9\}),$$

(16) where we denote the $Y$-loop $\gamma_{4, 6, 9}$ as $\gamma$ and the $O$-loops shortly as $\alpha_D$ and $\alpha_D$. Because $B_2(\Gamma)$ is free, we simply have

$$B_2(\Gamma) = \langle \gamma_{4, 6, 9}, \alpha_D(\{2\}), \alpha_D(\{9\}) \rangle.$$
The additional relators are obtained from boundary words (13). In particular, we have \(1 = \bar{a}_2 \bar{a}_1^2 \bar{a}_3^{-1} \sigma_2 \sigma_3\) and \(1 = \bar{a}_3 \bar{a}_2 \bar{a}_1^2 \sigma_2 \sigma_3\). After substituting Morse generators with expressions (17), we get
\[
R_2 = Ad_{\bar{a}_2^{-1}} \gamma' \gamma' \sigma_4^{-1} (\gamma')^{-1},
\]
\[
R_3 = Ad_{\sigma_1^2} \gamma' \gamma' \sigma_4^{-1} (\gamma')^{-1}. \tag{18}
\]
Summing up, we have replaced minimal Morse presentation (13) with 3 generators and 1 relator with a physical matrix. Hence, we immediately see that \([\bar{a}_1^1 \ldots \bar{a}_k^k] = \bar{a}_1^1 \ldots \bar{a}_k^k\) is the boundary word for a critical 2-cell \(\tau\), i.e., \(b(\tau) = \bar{a}_1^1 \ldots \bar{a}_k^k\), then \(b(\tau_+^1) = (\bar{a}_1^1)^{a_1^1} \ldots (\bar{a}_k^k)^{a_k^k}\).

Proof. Boundary word for \(b(\tau_+)\) for \(\tau_+\) is obtained from \(b(\tau)\) simply by adding vertex \(v\) to each cell in \(b(\tau)\). Furthermore, if \(\sigma \mapsto \bar{\sigma}\) then if \(v\) is such that \(\bar{\sigma}_+ = \bar{\sigma} \cup \{v\}\) then we have \(\sigma \cup \{v\} \mapsto \bar{\sigma}_+\) under the Morse flow. \(\square\)

The above lemma directly implies that for 2-connected graphs generators of the minimal Morse presentation of \(B_{\Gamma}^N\) are in a one-to-one correspondence with generators of the minimal Morse presentation of \(B_{\Gamma}^{N+1}\) via map + as defined in 3.1. Furthermore, if \(R\) is a relator for the above minimal Morse presentation of \(B_{\Gamma}^N\), then \(R_+\) is a relator for \(B_{\Gamma}^{N+1}\). This means that \(M_{\Gamma}^{N+1}(\Gamma, U(k)) \subset M_{\Gamma}^N(\Gamma, U(k))\) as an algebraic subvariety. In other words, \(M_{\Gamma}^{N+1}(\Gamma, U(k))\) satisfies all polynomial equations that define \(M_{\Gamma}^N(\Gamma, U(k))\) and some additional polynomial equations coming from new relators. Because the number of complex variables is fixed by the number of generators of the minimal Morse presentation and by number \(k\), the procedure of adding new equations has to stabilise at some point.

Example 3.1 Space \(M_4(\Gamma, \Theta, U(k))\). Assign \((\bar{\gamma}, \bar{\alpha}_1, \bar{\alpha}_2) \mapsto (U_\gamma, U_1, U_2) \subset U(k)^3\). On the level of matrices, relator from presentation (13) can be rewritten as \([U_\gamma, Ad_{U_1^2}U_2(U_\gamma)] = 0\), where by square brackets we mean here the algebraic commutator \([A, B] = AB - BA\). Using the conjugation freedom, one can diagonalise both \(U_\gamma\) and \(Ad_{U_1^2}U_2(U_\gamma)\) at the same time. Note that matrices \(U_1\) and \(Ad_{U_1^2}U_2(U_\gamma)\) are isospectral. Hence after the aforementioned diagonalisation, conjugation \(Ad_{U_1^2}U_2(U_\gamma)\) can only permutate eigenvalues of \(U_\gamma\). If the spectrum of \(U_\gamma\) is non-degenerate, this means that \(U_1(U_2^2) = e^{i\theta} P\), where \(P\) is a permutation matrix. In other words, \(M_4(\Gamma, \Theta, U(k))\) contains \(k!\) isotypical connected components \(M_P\) labelled by elements of the symmetric group, \(P \in S_k\). Each component is of the form
\[
M_P \cong U(k) \times U(1) \times \frac{(U(1)^k - \Delta)}{S_k}
\]
Factor \((U(1)^k - \Delta)/S_k\) where \(\Delta := \{(z_1, \ldots, z_k) \in U(1)^k \mid z_i = z_j \text{ for some } i \neq j\}\) corresponds to the quotient of the set of diagonal \(U(k)\) matrices with non-degenerate spectra by the action of the Weyl group which permutes the eigenvalues. A tuple

\[
R_1 = \left[\gamma^{-1}, Ad_{\gamma' \gamma' \sigma_4 \sigma_4^{-1}} \alpha_1 \gamma' \gamma' \sigma_4^{-1} (\gamma^{-1})\right].
\]
\((U, e^{i\alpha}, [(e^{i\phi_1}, \ldots, e^{i\phi_k})]) \in \mathcal{M}_P\) determines \(U_1 = U, U_2 = U^{\dagger} e^{i\alpha} P\) and \(U_\gamma = \text{diag}(e^{i\phi_1}, \ldots, e^{i\phi_k})\).

If matrix \(U_3\) has a \(d\)-fold degeneracy in its spectrum, matrix \(U_1 U_2\) must be of the form \(e^{i\alpha} P B\), where \(B\) is a block-diagonal matrix with a \(d \times d\) block forming a \(U(d)\) matrix and ones outside the \(d \times d\) block. Matrix \(P\) is a permutation matrix from the quotient \(S_k/S_d\). Thus, we have components

\[
\mathcal{M}_P^{(d)} \cong U(k) \times U(d) \times U(1)^2 \times \frac{(U(1)^{k-d} - A)}{S_k - d}.
\]

A tuple \((U, B, e^{i\alpha}, e^{i\phi}, [(e^{i\phi_1}, \ldots, e^{i\phi_k-a})]) \in \mathcal{M}_P^{(d)}\) determines \(U_1 = U, U_2 = U^\dagger e^{i\alpha} P B\) and \(U_\gamma = \text{diag}(e^{i\phi_1}, \ldots, e^{i\phi_k}, e^{i\phi_{k-a}})\). In the extreme case, where \(U_\gamma = e^{i\phi} 1\), \(U_1 U_2\) can be any \(U(k)\) matrix. Hence, in this case we have only one component \(M_0 \cong U(d) \times U(d) \times U(1)\), where a tuple \((U, U^\dagger, e^{i\phi})\), determines \(U_1 = U, U_2 = U^\dagger\) and \(U_\gamma = \text{diag}(e^{i\phi}, \ldots, e^{i\phi})\).

Summing up, we have obtained the following decomposition into connected components:

\[
\mathcal{M}_4(\Gamma_\theta, U(k)) = M_0 \sqcup \bigcup_{P \in S_k} \mathcal{M}_P \sqcup \bigcup_{d=2}^{k-1} \bigcup_{P \in S_k/S_d} \mathcal{M}_P^{(d)}.
\]

The above decomposition simplifies slightly when specified to \(k = 2\). Then, the spectrum of \(U_\gamma\) is either non-degenerate or \(U_\gamma = e^{i\phi} 1\). Component \(M_0 = U(2)^2 \times U(1)\). There are two “non-degenerate” components \(M_P\) that correspond to the identity and the transposition element of \(S_2\). Both \(M_P\) are of the form \(U(2) \times U(1) \times C_2(U_1)\), where \(C_2(U_1)\) is a two-point unordered configuration space of \(U(1)\), which is a topological circle. It is known that \(C_2(S^1)\) is topologically \(S^1\).

### 4. Locally abelian anyons

Following the concept of generalised fractional statistics on a torus which was introduced in [17], we show how to define analogous statistics on graphs using physical presentations of graph braid groups from Sect. 2.4. The idea is to construct \(U(k)\)-representations of \(B_{\mathcal{N}}(\Gamma)\), where to generating \(Y\)-loops we assign matrices of the form \(e^{i\phi} 1\) and only to generating \(O\)-loops we assign general unitary matrices. The interpretation is that \(Y\)-loops correspond to exchanges of pairs of particles which are local in the sense that they are localised on junctions of \(\Gamma\). Hence, \(Y\)-loops only utilise the local structure of \(\Gamma\) as a star graph. On the other hand, \(O\)-loops are global entities in the sense that they take a particle around a simple cycle in \(\Gamma\), which can cross many junctions and hence they utilise the global structure of \(\Gamma\). We say that anyons arising as such representations of graph braid groups are locally abelian anyons. This is because matrices from local \(Y\)-loops commute with each other and result with the multiplication of the multi-component wave function by an abelian phase factor.

It has been shown in [17] that quasiholes in certain Laughlin wave functions with periodic boundary conditions can be subject to generalised fractional statistics. Finding a physical model for locally abelian anyons on graphs is an open problem.

Let us next show how locally abelian anyons are realised on a \(\Theta\)-graph.

**Example 4.1 Locally abelian anyons on a \(\Theta\)-graph**

Let us examine the physical presentation of \(B_{\mathcal{R}}(\Gamma_\theta)\) that we derived in Example 2.3. For the \(Y\)-loops we assign \(\gamma \mapsto U_\gamma = e^{i\phi} 1\), \(\gamma' \mapsto U_{\gamma'} = e^{i\phi} 1\), \(\gamma'' \mapsto U_{\gamma''} = e^{i\phi} 1\). To the \(O\)-loops we assign general \(U(k)\) matrices \(\alpha_\mu \mapsto U_{\mu}\) and \(\alpha_\nu \mapsto U_{\nu}\). Relations between \(\phi, \phi'\) and \(\phi''\) can be derived from relators \(R_1, R_2,\) and \(R_3\) in Eq. (19). In particular, because unitary matrices assigned to \(Y\)-loops are proportional to identity, they are invariant under conjugation. Hence, \(R_1 = 1\) is satisfied automatically while \(R_2 = 1\) and \(R_3 = 1\) yield

\[
\phi = \phi' = \phi'' \mod 2\pi.
\]

Hence, locally abelian anyons from \(B_{\mathcal{R}}(\Gamma_\theta)\) are determined by an arbitrary choice of local exchange phase \(\phi \in [0, 2\pi]\) and global gauge \(U(k)\) operators \(U_\mu\). This exactly corresponds to component \(M_0\) of \(\mathcal{M}_4(\Gamma_\theta, U(k))\) in Eq. (21).
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