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ABSTRACT

Context. Probing the structure of complex astrophysical objects requires effective three-dimensional (3D) numerical simulation of the relevant radiative transfer (RT) processes. As with any numerical simulation code, the choice of an appropriate discretization is crucial. Adaptive grids with cuboidal cells such as octrees have proven very popular, however several recently introduced hydrodynamical and RT codes are based on a Voronoi tessellation of the spatial domain. Such an unstructured grid poses new challenges in laying down the rays (straight paths) needed in RT codes.

Aims. We show that it is straightforward to implement accurate and efficient RT on 3D Voronoi grids.

Methods. We present a method for computing straight paths between two arbitrary points through a 3D Voronoi grid in the context of a RT code. We implement such a grid in our RT code SKIRT, using the open source library Voro++. to obtain the relevant properties of the Voronoi grid cells based solely on the generating points. We compare the results obtained through the Voronoi grid with those generated by an octree grid for two synthetic models, and we perform the well-known Pascucci RT benchmark using the Voronoi grid.

Results. The presented algorithm produces correct results for our test models. Shooting photon packages through the geometrically much more complex 3D Voronoi grid is only about three times slower than the equivalent process in an octree grid with the same number of cells, while in fact the total number of Voronoi grid cells may be lower for an equally good representation of the density field.

Conclusions. The benefits of using a Voronoi grid in RT simulation codes will often outweigh the somewhat slower performance.
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1. Introduction

The radiation observed from most astrophysical systems has been substantially affected by the gas and/or dust residing in or in front of the system under study. Many of these systems have a complicated three-dimensional (3D) geometry, for example arm structures in spiral galaxies (Misiriotis et al. 2000; Fritz et al. 2012), filaments and clumps in star-forming regions (Goldsmith et al. 2008; Paron et al. 2013; Fallscheer et al. 2013), and bow-shocks around evolved stars (Decin et al. 2012; Wang et al. 2013). Properly probing the structure of these systems requires a 3D numerical treatment of the relevant radiative transfer (RT) processes (Disney et al. 1989; Witt et al. 1992; Baes & Dejonghe 2001), which may include dust, line, ionizing UV, Lyα, neutron and neutrino RT.

Due to the complexities involved in multiple anisotropic scattering, absorption and reemission, the full radiative transfer problem is highly nonlocal and nonlinear. It is not feasible to directly integrate the equations in three dimensions except for the simplest problems. Consequently virtually all modern RT codes use ray tracing or Monte Carlo techniques (Gordon et al. 2001; Ciardi et al. 2001; Kurosawa & Hillier 2001; Juvela & Padoan 2003; Wolf 2003; Stamatellos & Whitworth 2003; Bethell et al. 2004; Harries et al. 2004; Wood et al. 2004; Doty et al. 2005; Ercolano et al. 2005; Niccolini & Alcolea 2006; Jonsson 2006; Pinte et al. 2006; Verhamme et al. 2006; Tasitsiomis 2006; Steinacker et al. 2006; Bianchi 2008; Laursen et al. 2009; Baes et al. 2011; Robitaille 2011; Heymann & Siebenmorgen 2012; Abdikamalov et al. 2012; Lunttila & Juvela 2012; Steinacker et al. 2013). In addition to their intrinsic 3D nature, these techniques are common for example, a clumpy medium (Witt & Gordon 1996, 2000; Bianchi et al. 2000; Dory et al. 2005; Stalevski et al. 2012; Schechtmann-Rook et al. 2012), polarization (Code & Whitney 1995; Goosmann & Gaskell 2007) or kinematical information (Matthews & Wood 2001; Baes & Dejonghe 2002; Baes et al. 2003). Recent RT applications explicitly using 3D include models of young stellar objects (Wolf et al. 1998), protostellar to protoplanetary disks (Indebetouw et al. 2006; Niccolini & Alcolea 2006), reflection nebulae (Witt & Gordon 1996), molecular clouds (Pelkonen et al. 2009; Steinacker et al. 2005), spiral galaxies (Bianchi 2008; Schechtmann-Rook et al. 2012; De Loore et al. 2012a), interacting and starburst galaxies (Chakrabarti et al. 2007; Heyward et al. 2011), and active galactic nuclei (Schartmann et al. 2008; Stalevski et al. 2012).

For the purpose of numerical computation, the domain under study must be discretized. Since memory requirements and computation time rapidly increase with the number of grid cells, modern 3D RT codes employ an adaptive grid, placing more and smaller cells in areas that require a higher resolution. Starting from a cuboidal root cell that spans the complete spatial domain, an adaptive mesh refinement (AMR) scheme recursively subdivides each cell in $k \times l \times m$ cuboidal subcells until the required resolution is reached. In the special case of an octree, $k = l = m = 2$ so that each cell is subdivided in eight subcells (hence the name of the data structure). AMR-based grids and especially octree
claimed to combine the best features of SPH and the traditional spatial domain (see Sect. 2.1 and Fig. 1). This new scheme employs a moving mesh based on a Voronoi tessellation of the spatial domain. Recent codes including TESS (Duflot & MacFadyen 2011) and AREPO (Springel 2010, 2011) introduce a new scheme that employs a moving mesh based on a Voronoi tessellation of the spatial domain (see Sect. 2.1 and Fig. 1). This new scheme is claimed to combine the best features of SPH and the traditional Eulerian approach, and it is becoming increasingly popular. It has already been applied to various problems including the formation of stars, galaxies and cosmological structure (Greif et al. 2011; Bauer & Springel 2012; Sijacki et al. 2012; Kereš et al. 2012; Vogelsberger et al. 2012; Torrey et al. 2012; Nelson et al. 2013; Marinacci et al. 2013). While the output from a moving mesh code can be re-gridded to an AMR grid to perform RT, the resampling process unavoidably introduces inaccuracies and represents additional overhead; one would rather perform both aspects of the simulation (MHD and RT) on the same grid.

These considerations lead to the question whether it is possible to perform accurate and efficient RT on unstructured Voronoi grids. One approach is to approximate a straight path through the grid by a sequence of non-collinear segments connecting neighboring sites. For example in the SimpleX code (Paardekooper et al. 2010) and in the LIME code (Brinch & Hogerheijde 2010) radiation travels along the edges of the Delaunay triangulation corresponding to the Voronoi grid (see Sect. 2.1; the Delaunay tessellation for 400 random sites (in grey), bounded by a cube. Voronoi cell edges are shown in red, Delaunay edges in blue.)

Fig. 1. A Voronoi tessellation for 400 random sites (in grey), bounded by a cube. Voronoi cell edges are shown in red, Delaunay edges in blue.

Fig. 2. A single Voronoi cell (in red) with its neighboring sites (in grey) and corresponding Delaunay edges (in blue). A straight path through the cell is shown (in green) with its intersection points with the cell boundary at entry and exit.

To verify this claim, we ran a few tests with particles distributed uniformly over the spatial domain, and with particles representing a galaxy generated by a hydrodynamical simulation.

1 To verify this claim, we ran a few tests with particles distributed uniformly over the spatial domain, and with particles representing a galaxy generated by a hydrodynamical simulation.
edges are shown in blue in Fig. 1). While it facilitates calculating the paths, this approximation requires additional mechanisms to compensate for errors in path length (see Fig. 5 in Paardekooper et al. 2010) and direction (see Fig. 4 in Brinch & Hogerheijde 2010). The distance covered by the path inside a particular grid cell becomes a fuzzy concept, while this is an important quantity in many RT codes, e.g. for tracking the amount of energy absorbed in the cell. And finally the spread on direction makes it hard to produce high-resolution images of the simulated object.

In Sect. 2 we present instead an efficient method of calculating a straight path between two arbitrary points through a 3D Voronoi grid, applicable in any RT code based on ray tracing or Monte Carlo techniques. The path segments inside each grid cell are calculated to high precision using a straightforward algorithm that relies on the mathematical properties of Voronoi tessellations. In Sect. 3 we introduce an implementation of the method in our dust RT code SKIRT (Baes et al. 2011). We demonstrate the method’s reliability, accuracy and efficiency by comparing results obtained through the Voronoi grid with those generated by existing well-tested grids. In Sect. 4 we summarize our conclusions.

2. Method

2.1. Voronoi tessellations of 3D space

Given a set of points \( \{ \mathbf{p}_1, \mathbf{p}_2, \ldots, \mathbf{p}_n \} \) in 3D space, called sites, the corresponding Voronoi tessellation (Dirichlet 1850; Voronoi 1908) is a set of cells \( \{ C_i \} \) where each cell \( C_i \) consists of all the points \( \mathbf{p} \) at least as close to \( \mathbf{p}_i \) as to any other site. The corresponding Delaunay triangulation (Delaunay 1934) is a graph created by placing a straight edge between any two sites that share a cell boundary in the Voronoi tessellation. Thus every site is connected to its nearest neighbors.

An example Voronoi tessellation is shown in Fig. 1, and a single Voronoi cell is illustrated in Fig. 2. A Voronoi cell is delimited by a convex polyhedron. A Delaunay edge, i.e. a line segment that connects two sites sharing a polygonal face, is perpendicularly bisected by the plane containing the face, although the bisection point may lie outside the face. For a set of sites chosen randomly from a uniform distribution, the number of nearest neighbors (or equivalently the number of cells sharing a face with any given cell) has an expectation value of 15.54 (van de Weygaert 1994).

To obtain an optimal grid in the context of a RT simulation, the Voronoi sites should be more densely packed (generating smaller cells) in regions where a higher resolution is desired. For example one could select the positions randomly from a probability distribution that follows the density of the RT medium, and perhaps place extra sites near sharp edges or large gradients. If the density field is defined by a set of smoothed particles, the particle locations form natural Voronoi sites. And of course if the density field is already defined on a Voronoi mesh, the original site locations can be used.

2.2. A straight path through a Voronoi grid

Consider a cuboidal spatial domain \( \mathcal{D} \) defined by its corner points \( (\mathbf{D}_{\min}, \mathbf{D}_{\max}) \), and a set of sites \( \{ \mathbf{p}_m \in \mathcal{D}, m = 1 \ldots M \} \). All sites are inside the domain, and the corresponding Voronoi cells are clipped by the domain walls, as illustrated in Fig. 1. Given a ray describing the path of a photon package, defined by a starting point \( \mathbf{r}_0 \in \mathcal{D} \) and a direction \( \mathbf{k} \), our aim is to calculate the ray’s consecutive intersection points with the Voronoi cell walls – or equivalently, the distance travelled in each cell – until the ray leaves the domain. This is illustrated in Fig. 2 for a single cell. The presented method can easily be adjusted for other domain geometries, or for rays that originate outside the domain.

During a setup phase, before any straight paths are calculated, the following data is prepared:

1. The domain boundaries \( (\mathbf{D}_{\min}, \mathbf{D}_{\max}) \).
2. The positions of the sites \( \{ \mathbf{p}_m, m = 1 \ldots M \} \).
3. For each site \( \mathbf{p}_n \), the indices \( \{ m_{ni}, i = 1 \ldots I_n \} \) of all sites neighboring that site, or equivalently of all cells neighboring the cell corresponding to that site. Domain walls are represented by special (e.g. negative) index values.

Data items (1) and (2) are externally specified as part of the problem definition. The neighbor lists (3) can be easily derived from a Voronoi tessellation or Delaunay triangulation for the specified set of sites, since nearest neighbor information is the defining characteristic of these concepts. No information is needed on the vertices, edges or faces of the polyhedra delimiting the Voronoi cells.

To begin calculating a straight path, the current point \( \mathbf{r} \) is set to the starting point, and the current cell index \( m \), is set to the index of the cell containing the starting point. By definition of a Voronoi tessellation, finding the cell containing a given point \( \mathbf{r} \) is equivalent to locating the site \( \mathbf{p} \), nearest to \( \mathbf{r} \). This is a straightforward operation that can easily be optimized as described later in Sect. 2.3. For the time being assume that there is a function \( C(\mathbf{r}) \) that returns the index \( m \) of the cell containing a given point.

Once initialized, the method loops over the algorithm that computes the exit point from the current cell, i.e. the intersection of the ray formed by the current point \( \mathbf{r} \) and the direction \( \mathbf{k} \) with the current cell’s boundary. The algorithm also produces the index of the neighboring cell without extra cost. If an exit point is found, the loop adds a path segment to the output, updates the current point and the current cell index, and continues to the next iteration. If the exit is towards a domain wall, the loop is terminated. Due to computational inaccuracies it may occur that no exit point is found. In that case, no path segment is added to the output, the current point is advanced in the direction \( \mathbf{k} \) over an
infinitesimal distance \( \epsilon \ll \|D_{\text{max}} - D_{\text{min}}\| \) and the new current cell index is determined by calling the function \( C(r) \).

The algorithm computing the exit point from the current cell requires the following input data: the current point \( r \), the ray’s direction \( k \) as a unit vector; the index \( m_i \) of the current cell; the indices \( \{m_i, i = 1 \ldots I\} \) of all cells neighboring the current cell, with domain walls represented by special (e.g. negative) values; the positions of the sites \( \{p_m, m = 1 \ldots M\} \); and the domain boundaries \( (D_{\text{min}}, D_{\text{max}}) \).

The line containing the ray under consideration can be written as \( L(s) = r + s k \) with \( s \in \mathbb{R} \). The exit point can similarly be written as \( q = r + s_q k \) with \( s_q > 0 \), and the distance covered within the cell is given by \( s_q \). The index of the cell next to the exit point is denoted \( m_q \) and is easily determined as follows.

1. Calculate the set of values \([s_i]\) for the intersection points between the line \( L(s) \) and the planes defined by the neighbors \( m_i \) (see below for details on this calculation).
2. Select the smallest nonnegative value \( s_q = \min([s_i], s_i > 0) \) in the set to determine the exit point and the corresponding neighbor \( m_q \).
3. If there is no nonnegative value in the set, no exit point has been found.

To calculate \( s_i \) in step (1) for a regular neighbor \( m_i > 0 \), intersect the line \( L(s) = r + s k \) with the plane bisecting the sites \( p(m_i) \) and \( p(m_j) \). An unnormalized vector perpendicular to this plane is given by

\[
\mathbf{n} = \mathbf{p}(m_i) - \mathbf{p}(m_j) \tag{1}
\]

and a point on the plane is given by

\[
\mathbf{p} = \frac{\mathbf{p}(m_i) + \mathbf{p}(m_j)}{2} \tag{2}
\]

The equation of the plane can then be written as

\[
\mathbf{n} \cdot (\mathbf{x} - \mathbf{p}) = 0. \tag{3}
\]

Substituting \( \mathbf{x} = r + s_i k \) and solving for \( s_i \) provides

\[
s_i = \frac{\mathbf{n} \cdot (\mathbf{p} - r)}{\mathbf{n} \cdot k}. \tag{4}
\]

If \( \mathbf{n} \cdot k = 0 \) the line and the plane are parallel so that there is no intersection, and the above equation produces \( s_i = \pm \infty \). When using standard IEEE 754 floating point arithmetic there is no reason to test for this special case, since the infinite value will never be selected as the exit point in step (2).

To calculate \( s_i \) in step (1) for a domain wall \( m_i < 0 \), substitute the appropriate normal and position vectors for the wall plane in Eq. 4. For example, for the left wall one has \( \mathbf{n} = (-1, 0, 0) \) and \( \mathbf{p} = (D_{\text{min}}, x, 0) \) so that

\[
s_i = \frac{D_{\text{min}} - r_x}{k_x}. \tag{5}
\]

In an actual implementation of this algorithm there is no need to accumulate the complete set of \([s_i]\) values; one can simply keep track of the smallest nonnegative value. As a further optimization, part of the intersection calculation can be avoided for about half of the planes by noting that the sign of \( \mathbf{n} \cdot k \) determines the sign of \( s_i \) in Eq. 4. Indeed, the site \( \mathbf{p}(m_i) \) and the current point \( r \) are on the same side of the plane defined by Eq. 3 (unless \( r \) lies in the plane), so that the numerator of Eq. 4 is always positive (or zero if \( r \) lies in the plane).

### 2.3. Finding the cell containing a given point

We now return to the implementation of the function \( C(r) \) that identifies the Voronoi cell containing a given query point. By definition of a Voronoi tessellation, this operation is equivalent to finding the site closest to the query point. There are many sophisticated ways to accelerate this nearest neighbor search, for example by building a kd-tree (Friedman et al. 1977) or an R-tree (Guttman 1984) data structure. We chose to use a simple mechanism, since this function is usually invoked only once per path and thus its performance is not overly critical.

Assume the domain \( D \) is partitioned in a set of cuboidal blocks \( \{B_k, k = 1 \ldots K\} \) according to a regular linear grid. During the setup phase described in the beginning of Sect. 2.2, an additional data structure is constructed containing, for each block \( B_k \) in the partition of the domain \( D \), the indices \( \{m_{ik}, j = 1 \ldots J_k\} \) of all Voronoi cells that possibly overlap that block. Determining these lists in principle requires an intersection test between each block and each cell. In practice it suffices to consider the cell’s bounding box, which can be easily intersected with the blocks.

One might be tempted to derive a Voronoi cell’s bounding box from the positions of the neighboring sites; however the convex hull of a cell’s neighboring sites does not necessarily fully enclose the cell. Because a Voronoi cell is convex, its bounding box can be easily calculated from the list of its vertices. This requires fully constructing the cell, however this is needed anyway to calculate the cell volume for use in other areas of the RT simulation (e.g. determining the specific energy absorbed per unit mass by the medium in the cell). In any case the cell geometry is needed solely during setup and does not have to be retained thereafter.

The function \( C(r) \) receives the following input data: the query point \( r \); for each block \( B_k \), the indices \( \{m_{ik}, j = 1 \ldots J_k\} \) of all Voronoi cells that possibly overlap that block; the positions of the sites \( \{p_m, m = 1 \ldots M\} \); and the domain boundaries \( (D_{\text{min}}, D_{\text{max}}) \).

For each query, the function \( C(r) \) performs these steps:

1. Verify that the query point is inside the domain; if not return a special index, e.g. a negative value.
2. Locate the block containing the query point; this is trivial since blocks are on a regular linear grid.
3. Retrieve the list of cells possibly overlapping that block, and thus possibly containing the query point.
4. Calculate the squared distance from the query point to the sites for each of these cells. By definition of a Voronoi tessellation, the closest site determines the Voronoi cell containing the query point.

### 3. Tests, results and discussion

#### 3.1. Implementation

SKIRT (Baes et al. 2011) is a 3D continuum RT code based on the Monte Carlo technique. It is used for studying dusty astrophysical objects including spiral galaxies (De Looze et al. 2012a,b; De Geyter et al. 2012) and active galactic nuclei (Stalevski et al. 2012, 2013). Input models can be defined through a range of built-in geometries, or imported from the results of a MHD simulation. SKIRT also offers various dust grid options, including regular grids and adaptive grids (Safly et al. 2013).

We implemented a Voronoi dust grid in SKIRT according to the method presented in Sect. 2. This allowed us to use the built-in geometries for creating synthetic test models, and to compare...
We employed the open source library Voro++ (Rycroft 2009) to setup the input data described in Sects. 2.2 and 2.3. The library and its data structures are used only during setup. All relevant information is extracted and stored in our own data structures for reference after setup.

3.2. Test models

We tested the Voronoi dust grid with two synthetic models of our own making, called torus and spiral, and we ran the RT benchmark described by Pascucci et al. (2004). We first present the results for our models, and in Sect. 3.5 we discuss the results for the Pascucci benchmark.

The torus model consists of a central light source surrounded by an axisymmetric dusty torus, as might be present in the center of active galactic nuclei. The dust geometry is described by a radial power-law density from a given inner to outer radius, with an opening angle of 50 degrees. A cut through the dust distribu-

![Fig. 4. Illustration of the results for the torus model with three different dust grids. Rows – top: the dust density distribution (cut through the central edge-on plane); middle: the calculated dust temperature (cut through the central edge-on plane); bottom: the calculated flux density escaping from the model (edge-on view). Columns – left: regular 2D cylindrical grid with $250^2 = 62,500$ cells; middle: adaptive octree grid with $\approx 950,000$ cells; right: Voronoi grid with $\approx 950,000$ uniformly distributed cells.](image-url)
The spiral model represents an idealized spiral galaxy with three arms, similar to the spiral model presented in Saftly et al. (2013). The stellar distribution includes a flattened Sérsic bulge and a double-exponential disk with a spiral arm perturbation. The dust is distributed in a thinner, similarly perturbed double-exponential disk. Cuts through the dust distribution are shown in the top row of Figs. 5 and 6. In this case the sites for the Voronoi dust grid are selected randomly from the dust distribution, as opposed to a uniform distribution. Areas with a higher dust density are thus – on average – covered with smaller cells.

### Table 1. Grid quality

The difference between the theoretical and gridded dust density is sampled at a large number of random points, uniformly distributed over the domain. The standard deviation on this difference is used as a quality measure for the grid. In the table, the value for the octree grid is normalized to unity for each model. Smaller numbers indicate better quality.

| Model       | Cylindrical | Octree | Voronoi |
|-------------|-------------|--------|---------|
| Torus       | 0.82        | 1      | 1.75    |
| Spiral      | –           | 1      | 1.68    |

Fig. 5. Illustration of the results for the spiral model, edge-on view. **Rows** – top: the dust density distribution (cut through the central edge-on plane); bottom: the calculated flux density escaping from the model (edge-on view). **Columns** – left: adaptive octree grid with $\approx 1\,350\,000$ cells; right: Voronoi grid with $\approx 1\,350\,000$ cells with a non-uniform, weighed distribution.

Fig. 6. Illustration of the results for the spiral model, face-on view. **Rows** – top: the dust density distribution (cut through the central face-on plane); bottom: the calculated flux density escaping from the model (face-on view). **Columns** – left: adaptive octree grid with $\approx 1\,350\,000$ cells; right: Voronoi grid with $\approx 1\,350\,000$ cells with a non-uniform, weighed distribution.
3.3. Test grids

For the torus model we ran simulations with three different dust grids: a regular 2D cylindrical grid with \(250^2 = 62500\) cells; an adaptive octree grid with \(\approx 950000\) cells; and a Voronoi grid with about the same number of uniformly distributed cells. The top row of Fig. 4 shows a cut through the gridded dust density distribution for each of these grids. The cylindrical grid captures the sharp edges of the model perfectly, because the cylindrical coordinate axes are lined up with the edges. The octree grid does a fine job as well due to its adaptive nature: smaller cells are automatically created along the sharp edges. The Voronoi grid doesn’t do particularly well at the edges, due to the random placement of its cells. This would not be an issue when importing a grid from a moving mesh code, because the cell sizes would already be properly adjusted to the underlying gradients.

For the spiral model we ran simulations with two different dust grids: an adaptive octree grid with \(\approx 1350000\) cells; and a Voronoi grid with about the same number of cells, placed using a weighed distribution according to the dust density (smaller cells in higher density areas). The top rows of Figs. 5 and 6 show a cut through the gridded dust density distribution for each of these grids. The differences between the grids are most easily seen in the lower density areas.

Although this study does not focus on grid quality, we still need to ensure that our Voronoi grid implementation properly represents the theoretical dust densities defined by the synthetic models. To obtain an objective quality measure, we sample the theoretical dust density \(\rho_d\) and the gridded dust density \(\rho_g\) at a large number of random points uniformly distributed over the domain. We use the standard deviation of the difference \(\rho_d - \rho_g\) as a measure for how well the grid reflects the theoretical density distribution. Table 1 lists the resulting numbers for the various grids and models. For each model the value for the octree grid is normalized to unity.

Table 2. Run time. The elapsed time for the photon shooting phase of a simulation is divided by the number of grid cells crossed during that phase. The result is an indication of the time spent per cell crossing, including grid traversal calculations and some overhead for generating the random paths and for storing results. The tests were performed on a typical desktop computer using a single core. The last column lists the ratio between the run times for the Voronoi and octree grids. Larger numbers indicate slower performance.

| Model       | Simulation type | Time per cell crossing (ns) | Octree | Voronoi | Vor./Oct. |
|-------------|-----------------|-----------------------------|--------|---------|-----------|
| Torus       | monochromatic   | 219                         | 693    | 3.2     |           |
| Torus       | panchromatic    | 400                         | 1006   | 2.5     |           |
| Spiral      | monochromatic   | 309                         | 903    | 2.9     |           |
| Spiral      | panchromatic    | 442                         | 1095   | 2.5     |           |

3.4. Results

Shooting photon packages through the grid is the more important test in the context of this study.

The middle row of Fig. 4 shows the dust temperature calculated by a panchromatic simulation for the torus model, using the three grids described above. All quantities, including the radiation field and the amount of dust absorption, are discretized on the same grid as the dust density. In each simulation, the central light source emits \(10^5\) photon packages for each of 100 wavelength bins on a logarithmic grid. Scattering events cause additional photon packages to be created, which is particularly relevant for this model due to the high optical depth of the torus. In the end each simulation traces about 700 million photon packages through the dust grid.

The bottom rows of Figs. 4, 5 and 6 show the flux density calculated by a monochromatic simulation for each model and grid combination. The Poisson noise is caused by the statistical nature of the Monte Carlo technique. In each simulation, the light sources emit 10 million photon packages at a fixed wavelength, and scattering events again cause additional photon packages to be created.

Other than the effects of grid resolution and the unavoidable noise, the calculated temperature and flux density maps are the same for the various grids. In particular, as noted in Sect. 3.3, the Voronoi grid does not resolve the central area of the dust distribution as well as the other grids, causing some deviation in the central area of the calculated flux density field. This effect is ultimately due to the naive placement of the Voronoi cells in our tests, and would not be present for a properly adjusted grid.

These results validate the accuracy of our straight path calculation method for Voronoi grids.

Table 2 provides an indication of the processing time spent per cell crossing for each simulation. To obtain these numbers, the elapsed time for the photon shooting phase of a simulation is divided by the number of grid cells crossed during that phase. The result thus includes some overhead for generating the random paths and for storing results, in addition to the grid traversal calculation itself. The tests were performed on a typical desktop computer using a single core. The last column lists the ratio between the cell crossing times for the Voronoi and octree grids. The Voronoi grid performs roughly three times slower than our highly optimized octree implementation (which maintains, for example, a neighbor list for each cell to accelerate the process of finding the next cell on a path). This seems surprisingly fast in view of the high geometric complexity of a Voronoi grid (illustrated in Figs. 1 and 2) compared to the cuboidal cells in an octree. Moreover, as noted in the introduction, an octree grid may need many more cells than the Voronoi grid to represent a particular density field, further balancing performance in favor of the Voronoi grid.

As discussed in Sect. 2.2, the cell crossing algorithm may occasionally fail to find an exit point due to computational inaccuracies. In our tests this occurred at most once per 50 million cell crossings, so this issue does not affect the algorithm’s performance.

3.5. The Pascucci benchmark

The Pascucci benchmark (Pascucci et al. 2004) models a star embedded in a circumstellar disk with an inner cavity free of dust, prescribing an analytical 2D distribution and a set of optical depths and viewing angles. A cut through the central edge-on plane of the dust density distribution is shown in the left panel of Fig. 7.

We ran panchromatic simulations for this model with optical depths \(\tau = 0.1, 1\) and 10 using a 3D Voronoi grid consisting of one million cells randomly placed according to a \(1/r\) distribution. This distribution serves to properly resolve the intense radiation field in the center of the model. In each simulation, the central light source emits \(10^5\) photon packages for each of 150 wavelength bins on a logarithmic grid.
The two rightmost panels of Fig. 7 compare the spectral energy distribution (SED) produced by our SKIRT simulations with the corresponding benchmark results published in Pascucci et al. (2004). The center panel shows the SEDs for the various optical depths at a nearly face-on disk inclination of 12.5°, the right panel at a nearly edge-on inclination of 77.5°. Dots indicate benchmark reference points; solid lines represent our simulation results using the 3D Voronoi grid shown in the left panel.

For higher optical depths our simulation results deviate slightly because the SKIRT code is not optimized for operation in this regime; running the benchmark with a 2D axially symmetric logarithmic grid results in the same deviation (not shown). These results further validate our method for calculating straight paths through a Voronoi grid.

3.6. Applicability

From Sect. 2 it follows that the presented method requires as input data solely the coordinates of the Voronoi sites, plus any relevant physical properties (such as mass densities) for the cell surrounding each site. In other words the interface between the input model and the RT code is very thin, opening up a wide range of possibilities. An input model can be defined by SPH particles, serving as Voronoi sites; or by a Voronoi mesh produced by an MHD code; or by appropriately distributed random points generated from (semi)-analytical density or opacity fields, similar to the approach in e.g. Paardekooper et al. (2010).

We also note in Sects. 2.2 and 2.3 that the path calculation algorithm itself requires no information on a Voronoi cell other than its bounding box and the locations of its own site and all neighboring sites. The required data structures can be easily built from the input data using a publicly available Voronoi library. The library code is invoked only during the initialization phase, minimizing its impact on performance and robustness, and allowing it to be easily replaced by another code if the need arises. For example, while we are happy with the Vorono++ library’s ease of use and with its performance during the tests, we may in the future consider using a parallelized method (Lo 2012; Springel 2011).

As a consequence the presented method allows the RT code producing the input model. This decreases the complexity of the interface, and allows cooperation even when source code is not publicly available. In contrast to this approach, for example, the Sunrise RT code (Jonsson 2006) directly invokes parts of the non-public Arepo moving mesh code (Springel 2011) to implement the interface and to build its Voronoi grid (Hayward 2011).

4. Conclusions

The choice of an appropriate discretization is crucial in any numerical simulation code. Due to the large dynamic range of the physical quantities, in most problems the resolution of the grid must scale with the field densities or gradients. Adaptive grids with cuboidal cells, such as octrees or more generally AMR grids, have proven very popular in part because of their relative ease of implementation. However several recent codes have adopted unstructured grids based on Voronoi tessellations, or equivalently, Delaunay triangulations. These grids tend to more closely reflect dynamic ranges in the model with fewer cells, presenting cell boundaries that are more adjusted to the underlying gradients. Since a Voronoi grid is defined solely by its generating points, the cell size and distribution can be easily fine-tuned by placing these sites in the appropriate locations.

In a RT simulation the Voronoi grid can be a very flexible tool. Appropriate sites can be generated randomly, distributed according to the input model’s density or opacity fields; if needed extra sites can be added in high-gradient areas. In the case of a particle-based input model, the particle locations themselves can serve a sites; and for an input model already based on a Voronoi mesh no re-gridding is required at all.

In this work we have shown that it is straightforward to implement accurate and efficient RT on Voronoi grids. In spite of the geometric complexity of the cell boundaries, calculating straight paths between two arbitrary points through a 3D Voronoi grid is only about three times slower than a highly optimized octree implementation with the same number of cells, while in practice the total number of Voronoi grid cells may be lower for an equally good representation of the density field. The presented method automatically yields the precise distance covered by the path inside each grid cell, and eliminates the need for...
