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Abstract

We develop a fully discrete finite volume element scheme of the two-dimensional space-fractional convection–diffusion equation using the finite volume element method to discretize the space-fractional derivative and Crank–Nicholson scheme for time discretization. We also analyze and prove the stability and convergence of the given scheme. Finally, we validate our theoretical analysis by data from three examples.
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1 Introduction

Fractional differential equations are generalizations of the integer-order differential equations; they contain noninteger-order derivatives and can effectively describe the memory and genetic properties of a variety of substances. Such equations play an increasingly important role in mathematical physics, mechanical applications, biological engineering, electronic science and technology, control theory, financial mathematics, and other fields [1–5].

Abnormal diffusion in physics originally developed from the random walk model [6–8]. Fractional convective diffusion equations are a powerful tool to simulate various abnormal diffusion phenomena. We consider the following one-dimensional random walk model. First, we denote by $n$ the random walk step size and assume that the waiting time obeys an exponential distribution with mean $\frac{2}{n}$ and the probability density function $\lambda(x)$ of the jump step obeys a stable distribution. We define the probability density function $W(x, t)$ of the particle at time $t$ at the position $x$. Then

$$W(x, t) = \int_0^t \eta(x, t') \Psi(t - t') dt',$$

where $\Psi(t) = 1 - \int_0^t w(t') dt$ is the probability that the particle does not jump within the time interval $(0, t)$, $\eta(x, t')$ is the probability that the particle is at the position of $x$ at time $t'$. 
t' multiplied by the probability that the particle jumps \( x - x' \) step in time \( t - t' \), namely, the Markov supplement process in the random process \( \eta(x, t) = \int_{-\infty}^{\infty} \int_{0}^{\infty} \eta(x', t') \psi(x - x', t - t') \, dt' \, dx' + \delta(x) \delta(t) \), where \( \delta(x) \delta(t) \) is the initial condition, and \( \psi(x, t) = w(t) \lambda(x) \). Then taking the Laplace transform of \( \Psi(t) \) and the Fourier and Laplace transforms of \( x \) and \( t \) in \( \mathcal{W}(x, t) \) and \( \eta(x, t) \), respectively, we get

\[
\tilde{\Psi}(s) = \frac{1 - w(s)}{s}, \quad \tilde{\eta}(\kappa, s) = \frac{1}{1 - \Psi(\kappa, s)}, \quad \tilde{\mathcal{W}}(\kappa, s) = \frac{1 - \tilde{\mathcal{W}}(s)}{s} \frac{1}{1 - \tilde{\mathcal{W}}(s) \lambda(s)}.
\]

On the basis of the above, we discuss the random movement of particles in a fluid with mean velocity \( V \) located in the porous medium. We assume that the particles are stuck in place while waiting for the next jump. Since the fluid is located in the porous medium, the particles may be confined to the pores, and so our hypothesis is reasonable. We denote by \( n \) the number of random walk steps, by \( \sigma^2 \) the diffusion coefficient, and by \( \vartheta \) the tilt angle of the transition probability density function. Then we introduce the similar variable \( \xi = x - Vt \) to obtain the corresponding probability density function \( \phi(x, t) = \psi(x - Vt, t) \). In this case, the special function \( \tilde{\lambda}(\kappa) = \exp[-(\kappa^2 \exp[\imath \vartheta \kappa / 2])^{\infty} + O(\frac{1}{n}) \]. After transformation and derivation, \( \tilde{\mathcal{W}}(\kappa, s) \) can be rewritten as

\[
\tilde{\mathcal{W}}_n(\kappa, s) = \frac{1}{s + iV \kappa + n^* (c_+ (-\imath \kappa)^\alpha + c_- (\imath \kappa)^\alpha) + O(1)},
\]

where \( n^* = \frac{\sigma^2}{\tau}, \ c_+ = c_+ (\alpha, \vartheta) = \frac{\sin[(\alpha - \vartheta) \pi / 2] \sin(\alpha \pi)}{\sin(\alpha \pi)} \), and \( c_- = c_- (\alpha, \vartheta) = \frac{\sin[(\alpha + \vartheta) \pi / 2] \sin(\alpha \pi)}{\sin(\alpha \pi)} \). As \( n \to \infty \), we get

\[
\frac{\tilde{\mathcal{W}}_n(\kappa, s)}{s} = -n^* (c_+ (-\imath \kappa)^\alpha + c_- (\imath \kappa)^\alpha) \tilde{\mathcal{W}}_n(\kappa, s) - iV \kappa \tilde{\mathcal{W}}_n(\kappa, s).
\]

Finally, we can obtain the following one-dimensional space fractional convection–diffusion equation by the inverse Laplace and Fourier transforms of the above equation:

\[
\frac{\partial \mathcal{W}}{\partial t} = -n^* \left( c_+ (\alpha, \vartheta) \frac{\partial^{\alpha} W}{\partial x^{\alpha}} + c_- (\alpha, \vartheta) \frac{\partial^{\alpha} W}{\partial (-x)^{\alpha}} \right) - V \frac{\partial \mathcal{W}}{\partial x} + \delta(x) \delta(t). \tag{1}
\]

When \( \vartheta = 0 \) and \( \alpha = 1 + \alpha_1 \) \((0 < \alpha_1 < 1)\), equation (1) can be written in the form

\[
\frac{\partial \mathcal{W}}{\partial t} = K^{1+\alpha_1} \frac{d^{1+\alpha_1} \mathcal{W}}{d|x|^{1+\alpha_1}} - V \frac{\partial \mathcal{W}}{\partial x} + \delta(x) \delta(t). \tag{2}
\]

In this paper, we study the two-dimensional form of equation (2) with source terms. The finite volume element (FVE) method \([9-13]\), also known as the generalized difference method, is important for solving differential equations. In recent years, more and more researchers used the finite volume element method to discretize fractional differential equations. In 2014, Liu et al. \([14]\) used a new FVE method to give a fully discrete scheme for a class of one-dimensional space fractional diffusion equations with variable coefficients and nonlinear source terms. In 2015, Feng et al. \([15]\) designed an implicit fractional finite vol-
ume element scheme to solve the space fractional diffusion equation and proved the sta-

bility and convergence of the scheme. In 2017, Karaa et al. [16] constructed a fully dis-

tcrete FVE scheme for the two-dimensional Riemann–Liouville fractional diffusion equation by using the piecewise linear discontinuous Galerkin method and FVE method and carried out error analysis and numerical calculation experiments. In 2019, Fu et al. [17, 18] used the CN-FVE method to give fully discrete finite volume element schemes for Riemann–Liouville space fractional diffusion equations in one and two dimensions and adopted a new fast algorithm in numerical experiments. In 2020, Zhao et al. [19] proposed a fully discrete CN-FVE scheme to solve the Caputo time fractional Sobolev equation and verified the feasibility of this method. In the same year, Zhao et al. [20] used the WSGD formula to approximate the Riemann–Liouville fractional derivative and interpolation operator, established the second-order fully discrete FVE scheme for the nonlinear time fractional movable/immovable transport equation, and carried out stability analysis and error estimation of the scheme. In addition to the FVE method, researchers also used many other numerical methods to study fractional differential equations, such as the finite difference method [21–26], finite element method [27–31], spectral method [32–34], and so on [35–40].

The main work we have done in this paper is obtaining a fully discrete finite volume ele-

ment scheme of the two-dimensional Riesz space fractional convection-diffusion equa-

tion (3) by using the CN-FVE method. Also, we prove the uniqueness, stability, and con-

vergence of the scheme in the $L^2$-norm. To save time, we consider the characteristics of

Toplitz matrices, and use the FAST-BICGSTAB algorithm to solve the numerical exam-

ples, so as to verify the accuracy of our theoretical analysis.

The remainder of this paper is organized as follows. In Sect. 2, we give the fractional

convection–diffusion equation (3) and its fully discrete finite volume element scheme. In

Sect. 3, we analyze and prove the stability and convergence of the scheme. In Sect. 4, we
give three numerical examples to verify the accuracy of the theoretical analysis. Finally in

Sect. 5, we provide conclusions of this paper.

2 Finite volume element scheme

In this section, we consider the following two-dimensional space-fractional convection–

diffusion equation:

\[
\begin{align*}
\frac{\partial u}{\partial t} - K_1 \frac{\partial^{1+\beta} u}{\partial |x|^{1+\beta}} - K_2 \frac{\partial^{1+\gamma} u}{\partial |y|^{1+\gamma}} + K_3 \frac{\partial u}{\partial x} + K_4 \frac{\partial u}{\partial y} &= f, \quad (x, y) \in \Omega, 0 < t \leq T, \\
u &= 0, \quad (x, y) \in \partial \Omega, 0 < t \leq T, \\
u &= u_0, \quad (x, y) \in \Omega, t = 0,
\end{align*}
\]

where $\Omega = (0, L_1) \times (0, L_2), 0 < \beta, \gamma < 1$, $\frac{\partial^{1+\beta} u}{\partial |x|^{1+\beta}} = K_{0,\beta} \frac{\partial}{\partial x} \left( \int_0^x (x-\xi)^{-\beta} u(\xi) \, d\xi \right)$, $K_{0,\beta} > 0$, $\frac{\partial^{1+\gamma} u}{\partial |y|^{1+\gamma}} = K_{0,\gamma} \frac{\partial}{\partial y} \left( \int_0^y (y-\eta)^{-\gamma} u(\eta) \, d\eta \right)$, $K_{0,\gamma} > 0$, $\frac{\partial u}{\partial x} = -\frac{1}{2 \cos \left( \frac{\pi \beta}{2} \right)} \frac{\partial}{\partial x} \int_0^x (x-\xi)^{-\beta} u(\xi) \, d\xi$, $K_i (i = 1, 2, 3, 4)$ are given constants, $K_i \geq 0$ $(i = 1, 2)$, $K_1 + K_2 > 0$, and $f \in L^2(\Omega)$. We assume that the solution of equation (3) has the smoothness and boundedness required in our analysis.
Based on the definition of the Riesz fractional derivative, we can write the following equivalent form of equation (3):

\[
\begin{align*}
\frac{\partial u}{\partial t} - K_1 K_0 \frac{\partial}{\partial x} \left[ \frac{\partial^\beta u}{\partial x^\beta} \right] - \frac{\partial^\gamma u}{\partial (-x)^\gamma} - K_2 K_0 \frac{\partial}{\partial y} \left[ \frac{\partial^\nu u}{\partial y^\nu} \right] - \frac{\partial^\nu u}{\partial (-y)^\nu} + K_3 \frac{\partial u}{\partial x} + K_4 \frac{\partial u}{\partial y} &= f, \\
u &= 0, \quad (x, y) \in \Omega, 0 < t \leq T, \\
u &= u^0, \quad (x, y) \in \Omega, t = 0.
\end{align*}
\]

Let \( M \) be a positive integer, let \( \tau = \frac{T}{M} \), and let \( t_m = m\tau \) \((m = 0, 1, \ldots, M)\). We use the CN-scheme to discretize the time derivative in equation (3) and get

\[
\begin{align*}
u(x, y, t_m) &= \frac{K_0 x K_1}{2} \frac{\partial^\beta u(x, y, t_m)}{\partial x^\beta} - \frac{\partial^\gamma u(x, y, t_m)}{\partial (-x)^\gamma} \\
&\quad + K_3 \frac{\partial u(x, y, t_m)}{\partial x} + K_4 \frac{\partial u(x, y, t_m)}{\partial y} + f(x, y, t_m, -1) + O(\tau^3), \quad (x, y) \in \Omega, 0 < t \leq T, \\
u &= 0, \quad (x, y) \in \partial \Omega, 0 < t \leq T, \\
u &= u^0, \quad (x, y) \in \Omega, t = 0.
\end{align*}
\]

Next, let \( N_x \) and \( N_y \) be positive integers, and let \( h_x = \frac{L_1}{N_x+1} \) and \( h_y = \frac{L_2}{N_y+1} \). We divide the region \( \Omega \) into a uniform grid with grid nodes \( x_i = ih_x \) \((0 \leq i \leq N_x + 1)\) and \( y_j = jh_y \) \((0 \leq j \leq N_y + 1)\). Denote the element \( \Omega_{ij} = [x_i, x_{i+1}] \times [y_j, y_{j+1}] \) \((0 \leq i \leq N_x, 0 \leq j \leq N_y)\). Besides, for \( i = 1, \ldots, N_x, j = 1, \ldots, N_y, m = 1, \ldots, M \), let \( u^n_{ij} \) be the finite volume element approximation of \( u(x_i, y_j, t_m) \).

We take the trial function space \( S_h(\Omega) \subset H^1_0(\Omega) \) as the linear element space with respect to the space subdivision mentioned above: for \( u_h \in S_h \subset H^1_0(\Omega) \), we have \( S_h = \{ u_h \in C(\Omega) : u_h |_{\Omega_{ij}} \in P_1; u_h |_{\partial \Omega_{ij}} = 0 \} \), where \( P_1 \) is the set of all linear polynomials on \( \Omega_{ij} \). Then the approximate solution \( u_h(x, y, t_m) \) of equation (3) can be expressed as follows:

\[
u_{ij}(x, y, t_m) = \sum_{k=1}^{N_x} \sum_{l=1}^{N_y} u^n_{ij} \phi^x_k(x) \phi^y_l(y),
\]

where \( \phi^x_k(x) \) are linear basis functions in the direction of \( x \), expressed as follows:

\[
\phi^x_k(x) = \begin{cases} \frac{x-x_i}{h}, & x \in [x_i, x_{i+1}], \\ 0, & \text{elsewhere,} \end{cases}
\]

\[
\phi^y_l(x) = \begin{cases} \frac{x-x_i}{h}, & x \in [x_{i-1}, x_i], \\ 0, & \text{elsewhere,} \end{cases}
\]
\[
\phi_{N_{x+1}}^x(x) = \begin{cases} 
\frac{x-N_{x}}{k}, & x \in [x_{N_x}, L_1], \\
0, & \text{elsewhere,}
\end{cases}
\]  
(6)

and the definition of \(\phi^j(y)\) in the \(y\) direction is similar.

The dual elements are \(\Omega_{0,0}^i = [x_{0},x_{\frac{1}{2}}] \times [y_{0},y_{\frac{1}{2}}]\), \(\Omega_{i,j}^* = [x_{\frac{i}{2}},x_{i+\frac{1}{2}}] \times [y_{\frac{j}{2}},y_{j+\frac{1}{2}}] (1 \leq i \leq N_x, 1 \leq j \leq N_y)\), and \(\Omega_{N_{x}+1,N_{y}+1}^* = [x_{N_x+\frac{1}{2}},x_{N_x+1}] \times [y_{N_y+\frac{1}{2}},y_{N_y+1}]\). Accordingly, we choose the test function space as the piecewise constant function space \(V_h = \{\psi_h \in L^2(\Omega) : \psi_h|_{\Omega_{i,j}^*} = \text{constant}; \psi_h|_{\Omega_{0,0}^i} = 0\}\).

The basis functions of \(V_h\) are

\[
\psi_{ij}(x,y) = \begin{cases} 
1, & (x,y) \in \Omega_{i,j}^*, 1 \leq i \leq N_x, 1 \leq j \leq N_y + 1, \\
0, & \text{elsewhere.}
\end{cases}
\]  
(7)

On dual element \(\Omega_{i,j}^* (1 \leq i \leq N_x, 1 \leq j \leq N_y + 1)\), we use \(u_h^m = u_h(x,y,t_m)\) instead of \(u(x,y,t_m)\) in equation (4) and omit the time-truncated error term. Then we get the following variational form:

\[
(u_h^m, \psi_{ij}) - \left(\frac{K_{0,0}K_1}{2} \frac{\partial}{\partial x} \left( \frac{\partial \phi_h^m}{\partial x} \frac{\partial \phi_h^m}{\partial (x)} \right), \psi_{ij}\right)
- \left(\frac{K_{0,j}K_2}{2} \frac{\partial}{\partial y} \left( \frac{\partial \phi_h^m}{\partial y} \frac{\partial \phi_h^m}{\partial (-y)} \right), \psi_{ij}\right)
+ \left(\frac{\tau K_3}{2} \frac{\partial u_h^{m-1}}{\partial y}, \psi_{ij}\right) + \left(\frac{\tau K_4}{2} \frac{\partial u_h^{m-1}}{\partial y}, \psi_{ij}\right)
\]
\[
= (u_h^{m-1}, \psi_{ij}) + \left(\frac{K_{0,0}K_1}{2} \frac{\partial}{\partial x} \left( \frac{\partial \phi_h^{m-1}}{\partial x} \frac{\partial \phi_h^{m-1}}{\partial (x)} \right), \psi_{ij}\right)
+ \left(\frac{K_{0,j}K_2}{2} \frac{\partial}{\partial y} \left( \frac{\partial \phi_h^{m-1}}{\partial y} \frac{\partial \phi_h^{m-1}}{\partial (-y)} \right), \psi_{ij}\right)
- \left(\frac{\tau K_3}{2} \frac{\partial u_h^{m-1}}{\partial x}, \psi_{ij}\right) - \left(\frac{\tau K_4}{2} \frac{\partial u_h^{m-1}}{\partial x}, \psi_{ij}\right) + \tau (f^{m-\frac{1}{2}}, \psi_{ij}).
\]  
(8)

We expand formula (8) to obtain the following fully discrete finite volume element scheme:

\[
\sum_{k=1}^{N_x} \sum_{l=1}^{N_y} u_{ij}^m \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \phi_h^m(x) \phi_h^m(y) \, dx \, dy
- \tau K_{0,0}K_1 \sum_{k=1}^{N_x} \sum_{l=1}^{N_y} u_{ij}^m \left( \frac{\partial \phi_h^m(x)}{\partial x} \frac{\partial \phi_h^m(x)}{\partial (x)} \right) \bigg|_{x_l}^{x_{l+1}} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \phi_h^m(y) \, dy
- \tau K_{0,j}K_2 \sum_{k=1}^{N_x} \sum_{l=1}^{N_y} u_{ij}^m \left( \frac{\partial \phi_h^m(y)}{\partial y} \frac{\partial \phi_h^m(y)}{\partial (-y)} \right) \bigg|_{y_{j} \cdot}^{y_{j+1}} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \phi_h^m(x) \, dx
+ \tau K_3 \sum_{k=1}^{N_x} \sum_{l=1}^{N_y} u_{ij}^m \phi_h^m(x) \bigg|_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \int_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \phi_h^m(y) \, dy
+ \tau K_4 \sum_{k=1}^{N_x} \sum_{l=1}^{N_y} u_{ij}^m \phi_h^m(y) \bigg|_{y_{j-\frac{1}{2}}}^{y_{j+\frac{1}{2}}} \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} \phi_h^m(x) \, dx
\]
where

\[
\begin{align*}
\frac{\partial^\beta \phi_k^x(x)}{\partial x^\beta} \bigg|_{x_{i-\frac{1}{2}}} &= \frac{1}{h_x^\beta \Gamma(2-\beta)} \begin{cases} 
0, & k > i, \\
\xi_{i,k}^{(1-\beta)}, & k \leq i,
\end{cases} \\
\frac{\partial^\beta \phi_k^x(x)}{\partial x^\beta} \bigg|_{x_{i+\frac{1}{2}}} &= \frac{1}{h_x^\beta \Gamma(2-\beta)} \begin{cases} 
0, & k > i + 1, \\
\xi_{i,k+1}^{(1-\beta)}, & k \leq i + 1,
\end{cases} \\
\frac{\partial^\beta \phi_k^x(x)}{\partial (-x)^\beta} \bigg|_{x_{i-\frac{1}{2}}} &= \frac{1}{h_x^\beta \Gamma(2-\beta)} \begin{cases} 
\xi_{i,k}^{(1-\beta)}, & k \geq i - 1, \\
0, & k < i - 1,
\end{cases} \\
\frac{\partial^\beta \phi_k^x(x)}{\partial (-x)^\beta} \bigg|_{x_{i+\frac{1}{2}}} &= \frac{1}{h_x^\beta \Gamma(2-\beta)} \begin{cases} 
\xi_{i,k}^{(1-\beta)}, & k \geq i, \\
0, & k < i,
\end{cases}
\end{align*}
\]  

(11)

where

\[
\xi_{i}^{(1-\beta)} = \begin{cases} 
(\frac{1}{2})^{(1-\beta)}, & i = 0, \\
(\frac{3}{2})^{(1-\beta)} - 2 \cdot (\frac{1}{2})^{(1-\beta)}, & i = 1, \\
(i + \frac{1}{2})^{(1-\beta)} - 2 \cdot (i - \frac{1}{2})^{(1-\beta)} + (i - \frac{3}{2})^{(1-\beta)}, & 2 \leq i \leq N_x.
\end{cases}
\]  

(12)
Lemma 3 For $k = 1, 2, \ldots, N_x$, we have

$$
\phi^k(x) = \begin{cases} 
\frac{1}{2}, & k = i + 1, \\
-\frac{1}{2}, & k = i - 1, \\
0, & \text{otherwise}
\end{cases}
$$

(13)

Let $u_m$ and $F_m$ be $N := N_xN_y$-dimensional vectors, defined as follows:

$$
u_m = \left[ u_{m}^{1,1}, \ldots, u_{m}^{N_x,1}, u_{m}^{1,2}, \ldots, u_{m}^{N_x,2}, \ldots, u_{m}^{1,N_y}, \ldots, u_{m}^{N_x,N_y} \right]^T,
$$

$$
F_m = \left[ \bar{f}_{m,1}^{1,1}, \ldots, \bar{f}_{m,1}^{N_x,1}, \bar{f}_{m,1}^{1,2}, \ldots, \bar{f}_{m,1}^{N_x,2}, \ldots, \bar{f}_{m,1}^{1,N_y}, \ldots, \bar{f}_{m,1}^{N_x,N_y} \right]^T,
$$

(14)

where

$$
\bar{f}_{m,i,j} := \frac{1}{h_xh_y} \int_{x_{i-1} - \frac{h_x}{2}}^{x_{i+\frac{1}{2}}} \int_{y_{j-1} - \frac{h_y}{2}}^{y_{j+\frac{1}{2}}} f(x, y, t_{m-1\frac{1}{2}}) \, dy \, dx.
$$

(15)

Then we define the following $N_x$th-order mass matrix $A_x$, $N_x$th-order stiffness matrix $B_x$, and $N_x$th-order matrix $C_x$:

$$A_x = \frac{1}{8} \text{tridiag}(1, 6, 1),
$$

$$B_x = K_{0,\beta} \left[ T^{1-\beta, N_x} \right]^T + \left( T^{1-\beta, N_x} \right)^T,
$$

$$C_x = \text{tridiag} \left( -\frac{1}{2}, 0, \frac{1}{2} \right),
$$

(16)

where $T^{1-\beta, N_x}$ is a Toeplitz matrix of the following form:

$$
T^{1-\beta, N_x} = 
\begin{bmatrix}
q_1^{(1-\beta)} & q_0^{(1-\beta)} & 0 & \cdots & 0 & 0 \\
q_2^{(1-\beta)} & q_1^{(1-\beta)} & q_0^{(1-\beta)} & \ddots & \ddots & 0 \\
\vdots & q_2^{(1-\beta)} & q_1^{(1-\beta)} & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
q_{N_x-1}^{(1-\beta)} & \ddots & \ddots & q_1^{(1-\beta)} & q_0^{(1-\beta)} & q_0^{(1-\beta)} \\
q_{N_x}^{(1-\beta)} & q_{N_x-1}^{(1-\beta)} & \cdots & \cdots & q_1^{(1-\beta)} & q_0^{(1-\beta)}
\end{bmatrix}
$$

(17)

with

$$
q_i^{(1-\beta)} = \begin{cases} 
-s_0^{(1-\beta)}, & i = 0, \\
-s_i^{(1-\beta)}, & i = 1, \ldots, N_x. 
\end{cases}
$$

(18)

Similarly, we can get three matrices $A_y$, $B_y$, and $C_y$ in the $y$ direction defined as follows:

$$A_y = \frac{1}{8} \text{tridiag}(1, 6, 1),
$$

$$B_y = K_{0,\gamma} \left[ T^{1-\gamma, N_y} \right]^T + \left( T^{1-\gamma, N_y} \right)^T,
$$

$$C_y = \text{tridiag} \left( -\frac{1}{2}, 0, \frac{1}{2} \right),
$$

(19)
We introduce the following definition and lemmas to give the matrix form of the fully discrete scheme (9).

**Definition 1** ([41]) For \( A \in \mathbb{R}^{m \times n} \) and \( B \in \mathbb{R}^{r \times s} \), their Kronecker product is the partitioned \( mr \times ns \) matrix

\[
A \otimes B = \begin{bmatrix}
a_{11}B & \cdots & a_{1n}B \\
\vdots & \ddots & \vdots \\
am_{m1}B & \cdots & a_{mn}B
\end{bmatrix}.
\] (20)

**Lemma 4** ([41]) The Kronecker product satisfies the following bilinear and associative properties:

\[
A \otimes (B + C) = A \otimes B + A \otimes C \quad \text{(if \( B \) and \( C \) have the same size)},
\]
\[
(A + C) \otimes B = A \otimes B + B \otimes C \quad \text{(if \( A \) and \( B \) have the same size)},
\]
\[
(kA) \otimes B = A \otimes (kB) = k(A \otimes B),
\]
\[
(A \otimes B) \otimes C = A \otimes (B \otimes C),
\]

where \( A, B, \) and \( C \) are matrices, and \( k \) is a constant.

**Lemma 5** ([17, 41]) If \( A, B, C, \) and \( D \) are four matrices and if the matrix products \( AC \) and \( BD \) exist, then

\[
(A \otimes B)(C \otimes D) = AC \otimes BD.
\]

**Lemma 6** ([17, 41]) The matrix \( A \otimes B \) is invertible if and only if \( A \) and \( B \) are invertible, and its inverse is \( (A \otimes B)^{-1} = A^{-1} \otimes B^{-1} \).

**Lemma 7** ([17, 41]) Let \( A \) and \( B \) be square matrices of sizes \( n \) and \( m \), respectively. Let \( \lambda_1, \lambda_2, \ldots, \lambda_n \) be the eigenvalues of \( A \), and let \( \mu_1, \mu_2, \ldots, \mu_m \) be the eigenvalues of \( B \). Then the eigenvalues of \( A \otimes B \) are

\[
\lambda_i\mu_j \quad (i = 1, 2, \ldots, n, j = 1, 2, \ldots, m).
\] (21)

Thus the finite volume element scheme (9) can be expressed in the following matrix form:

\[
(A_y \otimes A_x + \eta_\beta A_y \otimes B_x + \eta_\gamma B_y \otimes A_x + \omega_\beta A_y \otimes C_x + \omega_\gamma C_y \otimes A_x)u^{mt} = (A_y \otimes A_x - \eta_\beta A_y \otimes B_x - \eta_\gamma B_y \otimes A_x - \omega_\beta A_y \otimes C_x - \omega_\gamma C_y \otimes A_x)u^{m-1} + \tau F^{mt},
\] (22)

where \( \eta_\beta = \frac{k_{1\gamma}}{2(1-\beta)\mu_y}, \eta_\gamma = \frac{k_{2\gamma}}{2(1-\gamma)\mu_y}, \omega_\beta = \frac{k_{1\gamma}}{2\mu_x}, \omega_\gamma = \frac{k_{2\gamma}}{2\mu_x} \).

### 3 Stability and Convergence Analysis

In this section, to investigate the stability and convergence of scheme (22), we need the following lemmas.
Lemma 8 ([17, 42]) An nth-order real matrix $C$ is positive definite if and only if its symmetric part $H = \frac{C + C^T}{2}$ is positive definite if and only if all eigenvalues of $H$ are positive.

Lemma 9 ([17]) For any $0 < \beta < 1$, we have
\[
s_1^{(1-\beta)} < s_0^{(1-\beta)}, \quad 0 < s_2^{(1-\beta)} - s_1^{(1-\beta)} + s_0^{(1-\beta)} < 2,
\]
and for $i = 2, 3, \ldots$, we have
\[
s_i^{(1-\beta)} < s_{i+1}^{(1-\beta)} < 0.
\]

Lemma 10 ([17]) Suppose that $A, B \in \mathbb{R}^{n \times n}$ are symmetric and positive definite. Then the matrix $A \otimes B$ is also symmetric and positive definite, that is,
\[
v^T (A \otimes B)v > 0, \quad 0 \neq v \in \mathbb{R}^n.
\]

Lemma 11 ([17]) Let $A_x$ and $A_y$ be defined by (16) and (19), respectively. Then $A_y \otimes A_x$ is symmetric and positive definite, and for all $v \in \mathbb{R}^N$, we have
\[
\frac{1}{4} v^T v \leq v^T (A_y \otimes A_x)v \leq v^T v.
\]

Lemma 12 For $0 < \beta, \gamma < 1$, the stiffness matrices $A_y \otimes B_x$ and $B_y \otimes A_x$ are positive definite, that is,
\[
v^T (A_y \otimes B_x)v > 0, \quad v^T (B_y \otimes A_x)v > 0, \quad 0 \neq v \in \mathbb{R}^N.
\]

Proof According to Lemma 8, to prove that the matrices $A_y \otimes B_x$ and $B_y \otimes A_x$ are positive definite, we just have to prove that their symmetric parts
\[
G_1 := \frac{A_y \otimes B_x + (A_y \otimes B_x)^T}{2} = \frac{A_y \otimes B_x + A_y \otimes B_x^T}{2} = A_y \otimes G_x
\]
and
\[
G_2 := \frac{B_y \otimes A_x + (B_y \otimes A_x)^T}{2} = \frac{B_y \otimes A_x + B_y \otimes A_x^T}{2} = G_y \otimes A_x
\]
are positive definite, where $G_x := \frac{B_x + B_x^T}{2}$, $G_y := \frac{B_y + B_y^T}{2}$. According to (16) and (17), we find that the elements $g_{ij}$ of $G_x$ satisfy
\[
g_{ij} = K_{ij, \beta} = \begin{cases} s_i^{(1-\beta)} - s_{i+1}^{(1-\beta)}, & j < i - 1, \\
2(s_i^{(1-\beta)} - s_{i-1}^{(1-\beta)} - s_j^{(1-\beta)}), & j = i - 1, \\
\frac{2(s_i^{(1-\beta)} - s_j^{(1-\beta)})}{s_i^{(1-\beta)} - s_j^{(1-\beta)}}, & j = i, \\
g_{ij}, & j \geq i + 1. \end{cases}
\]

By Lemma 9 we can infer that
\[
g_{ij} > 0, \quad g_{ij} < 0, \quad j \neq i,
\]
and

\[
\sum_{j=1, j\neq i}^N |g_{i,j}| = -\left[ \sum_{j=1}^{i-2} g_{i,j} + g_{i,i-1} + g_{i,i+1} + \sum_{j=i+2}^N g_{i,j} \right]
\]

\[
= 2K_0 \beta \left( s_2^{(1-\beta)} - s_1^{(1-\beta)} + s_0^{(1-\beta)} \right) + 2K_0 \beta \sum_{j=2}^{i-1} \left( s_{j+1}^{(1-\beta)} - s_j^{(1-\beta)} \right)
\]

\[
+ K_0 \beta \sum_{j=2}^{N-i} \left( s_{j+1}^{(1-\beta)} - s_j^{(1-\beta)} \right)
\]

\[
< 2K_0 \beta \left( s_2^{(1-\beta)} - s_1^{(1-\beta)} + s_0^{(1-\beta)} + \sum_{j=2}^{N-1} \left( s_{j+1}^{(1-\beta)} - s_j^{(1-\beta)} \right) \right)

\]

\[
= 2K_0 \beta \left( s_2^{(1-\beta)} - s_1^{(1-\beta)} + s_0^{(1-\beta)} + s_N^{(1-\beta)} - s_2^{(1-\beta)} \right)
\]

\[
< 2K_0 \beta \left( s_0^{(1-\beta)} - s_1^{(1-\beta)} \right) = g_{i,i}.
\]

Thus the matrix \( G_x \) is a symmetric strictly diagonally dominant matrix with positive diagonal elements. It follows that the matrix \( G_x \) is positive definite. Similarly, we can prove that the matrix \( G_y \) is symmetrically positive definite. The matrices \( A_x \) and \( A_y \) are also symmetrically positive definite. Therefore by Lemma 10 we can infer that the matrices \( G_1 \) and \( G_2 \) are positive definite. This completes the proof.

\[\square\]

**Lemma 13** Let \( C_x \) and \( C_y \) be defined by (16) and (19), respectively. Then the matrices \( C_y \otimes A_x \) and \( A_y \otimes C_x \) satisfy

\[
v^T (A_y \otimes C_x) v = 0, \quad v^T (C_y \otimes A_x) v = 0, \quad 0 \neq v \in \mathbb{R}^N.
\]

**Proof** For any \( N \)-dimensional vector \( v = [v_1, v_2, \ldots, v_N]^T \), we write it as the \( N_x \)-dimensional block vector

\[
v = [v_1^T, v_2^T, \ldots, v_N^T]^T,
\]

where each block \( v_i = [v_{(i-1)N_x+1}, v_{(i-1)N_x+2}, \ldots, v_{iN_x}]^T \) is an \( N_x \)-dimensional column vector. Because of the symmetry of \( A_x \), we get

\[
v^T (C_y \otimes A_x) v
\]

\[
= [v_1^T, v_2^T, \ldots, v_N^T] \text{tridiag} \left( -\frac{1}{2} A_x, 0, \frac{1}{2} A_x \right) [v_1^T, v_2^T, \ldots, v_N^T]^T
\]

\[
= -\frac{1}{2} \sum_{i=1}^{N-1} v_{i+1}^T A_x v_i + \frac{1}{2} \sum_{i=1}^{N-1} v_i^T A_x v_{i+1}
\]

\[
= 0,
\]
and since $C_x$ is an antisymmetric matrix, we obtain

$$v^T(A_y \otimes C_x)v = \frac{1}{8} [v_1^T, v_2^T, \ldots, v_{N_y}^T] \text{tridiag}(C_x, 6C_x, C_x) [v_1^T, v_2^T, \ldots, v_{N_y}^T]^T$$

$$= \frac{6}{8} \sum_{i=1}^{N_y-1} v_i^T C_x v_i + \frac{1}{8} \sum_{i=1}^{N_y-1} v_{i+1}^T C_x v_i + \frac{1}{8} \sum_{i=1}^{N_y-1} v_i^T C_x v_{i+1}$$

$$= 0.$$  

This completes the proof. \(\Box\)

Next, according to Lemma 11, a two-dimensional weighted discrete norm is defined as

$$\|v\|_A := (h_x h_y v^T(A_y \otimes A_x)v)^{\frac{1}{2}}$$

and

$$\|v^m\|_2 := \left(h_x h_y \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} (v^m_{ij})^2 \right)^{\frac{1}{2}}.$$  

We can easily verify that $\| \cdot \|_A$ and $\| \cdot \|_2$ are equivalent, and by Lemma 11 we have

$$\frac{1}{2} \|v\|_2 \leq \|v\|_A \leq \|v\|_2.$$  

**Theorem 1** For any $0 < \beta, \gamma < 1$, the finite volume element scheme (22) is uniquely solvable.

**Proof** It is obvious from equation (9) that the scheme is solvable. Next, to prove that scheme (22) is uniquely solvable, we need to prove that the homogeneous system of equations $(A_y \otimes A_x + \eta \beta A_y \otimes B_x + \eta \gamma B_y \otimes A_x + \omega \beta A_y \otimes C_x + \omega \gamma C_y \otimes A_x)u^m = 0$ has only zero solution. Now left multiplying both sides of this system by $h_x h_y (u^m)^T$, we organize it into the following form:

$$\|u^m\|^2_A = h_x h_y (u^m)^T (A_y \otimes A_x)u^m$$

$$= -\eta \beta h_x h_y (u^m)^T (A_y \otimes B_x)u^m - \eta \gamma h_x h_y (u^m)^T (B_y \otimes A_x)u^m$$

$$- \omega \beta h_x h_y (u^m)^T (A_y \otimes C_x)u^m - \omega \gamma h_x h_y (u^m)^T (C_y \otimes A_x)u^m.$$  

By Lemmas 12 and 13 we know

$$-\eta \beta h_x h_y (u^m)^T (A_y \otimes B_x)u^m - \eta \gamma h_x h_y (u^m)^T (B_y \otimes A_x)u^m$$

$$- \omega \beta h_x h_y (u^m)^T (A_y \otimes C_x)u^m - \omega \gamma h_x h_y (u^m)^T (C_y \otimes A_x)u^m \leq 0,$$

so $\|u^m\|^2_A \leq 0$, that is, $\|u^m\|^2_A = 0$, and thus $u^m = 0$. This completes the proof. \(\Box\)
**Theorem 2** For any $0 < \beta, \gamma < 1$, the finite volume element scheme (22) is unconditionally stable in the sense of the discrete norm, that is,

$$
\|u^m\|_2 \leq 2 \|u^0\|_2 + 4\tau \sum_{d=1}^m \|F^d\|_2, \quad 1 \leq m \leq M.
$$

**Proof** First, we organize (22) into the following form:

$$
(A_y \otimes A_x)(u^m - u^{m-1}) + \eta\beta (A_y \otimes B_x)(u^m + u^{m-1}) + \eta\gamma (B_y \otimes A_x)(u^m + u^{m-1}) \\
+ \omega\beta (A_y \otimes C_x)(u^m + u^{m-1}) + \omega\gamma (C_y \otimes A_x)(u^m + u^{m-1}) = \tau F^m.
$$

Then left multiplying both sides of equation (37) by $h_xh_y (u^m + u^{m-1})^T$, by Lemmas 11, 12, and 13 we get

$$
\|u^m\|^2_A - \|u^{m-1}\|^2_A = h_xh_y (u^m + u^{m-1})^T (A_y \otimes A_x)(u^m - u^{m-1}) \\
\leq \tau h_xh_y (u^m + u^{m-1})^T \tau F^m \\
\leq \tau \|u^m + u^{m-1}\|_2 \|F^m\|_2 \\
\leq 2\tau \|u^m + u^{m-1}\|_A \|F^m\|_2,
$$

where in the last two steps we used the Cauchy–Schwarz inequality and formula (33), respectively. Subtracting $\|u^m + u^{m-1}\|_A$ from both sides of this equation, we have

$$
\|u^m\|_A \leq \|u^{m-1}\|_A + 2\tau \|F^m\|_2.
$$

By iteration we get

$$
\|u^m\|_A \leq \|u^0\|_A + 2\tau \|F^m\|_2.
$$

Again by formula (33) we obtain

$$
\|u^m\|_2 \leq 2\|u^0\|_2 + 4\tau \sum_{d=1}^m \|F^d\|_2.
$$

This completes the proof. □

**Lemma 14** ([15]) For $W(x) \in C^2[0,L]$, we have

$$
W(x) = \sum_{k=1}^{N_x} W_k \phi_k^* (x) + O(h^2)
$$

and

$$
\int_{x_{i-1/2}}^{x_{i+1/2}} W(x) \, dx = \sum_{k=1}^{N_x} W_k \phi_k^* (x) \, dx + O(h^3).
$$
Lemma 15 ([15]) Let \( W(x) \in C^{\beta+1}[0,L] \) for some \( 0 < \beta < 1 \). Then

\[
\left( \frac{\partial^\beta W(x + \frac{h}{2})}{\partial x^\beta} - \frac{\partial^\beta W(x - \frac{h}{2})}{\partial x^\beta} \right) \bigg|_{x_i} = \frac{\partial^\beta W(x)}{\partial x^\beta} \bigg|_{x_i}^{\frac{1}{2}} = O(h),
\]
\[
\left( \frac{\partial^\beta W(x + \frac{h}{2})}{\partial (-x)^\beta} - \frac{\partial^\beta W(x - \frac{h}{2})}{\partial (-x)^\beta} \right) \bigg|_{x_i} = \frac{\partial^\beta W(x)}{\partial (-x)^\beta} \bigg|_{x_i}^{\frac{1}{2}} = O(h).
\]

(44)

Corollary 1 ([15]) Combining Lemmas 14 and 15, we get

\[
\frac{\partial^\beta u(x)}{\partial x^\beta} \bigg|_{x_i}^{\frac{1}{2}} = \sum_{k=1}^{N_x} u_k \left( \frac{\partial^\beta \phi^R_k(x_i + \frac{1}{2})}{\partial x^\beta} - \frac{\partial^\beta \phi^R_k(x_i - \frac{1}{2})}{\partial x^\beta} \right) + O(h^3),
\]
\[
\frac{\partial^\beta u(x)}{\partial (-x)^\beta} \bigg|_{x_i}^{\frac{1}{2}} = \sum_{k=1}^{N_x} u_k \left( \frac{\partial^\beta \phi^L_k(x_i + \frac{1}{2})}{\partial (-x)^\beta} - \frac{\partial^\beta \phi^L_k(x_i - \frac{1}{2})}{\partial (-x)^\beta} \right) + O(h^3).
\]

(45)

Lemma 16 For \( W(x) \in C^1[0,L] \), we have

\[
W \left( x + \frac{h}{2} \right) - W \left( x - \frac{h}{2} \right) = W(x) \bigg|_{x_i}^{\frac{1}{2}} = O(h).
\]

(46)

Proof Applying the Lagrange mean value theorem, we get

\[
W \left( x + \frac{h}{2} \right) - W \left( x - \frac{h}{2} \right) = hW'(\xi) = h \frac{\partial W(\xi)}{\partial x}, \quad x - \frac{h}{2} < \xi < x + \frac{h}{2}.
\]

Since \( W(x) \in C^1[0,L] \), we have

\[
\left| W \left( x + \frac{h}{2} \right) - W \left( x - \frac{h}{2} \right) \right| = \left| h \frac{\partial W(\xi)}{\partial x} \right| \leq Ch.
\]

This completes this proof.

Corollary 2 Combining Lemmas 14 and 16, we obtain

\[
u(x) \bigg|_{x_i}^{\frac{1}{2}} = \sum_{k=1}^{N_x} u_k \left[ \phi^R_k(x_i + \frac{1}{2}) - \phi^L_k(x_i - \frac{1}{2}) \right] + O(h^3).
\]

(47)

Proof By Lemma 14 we have

\[
u(x) = \sum_{k=1}^{N_x} u_k \phi^R_k(x) + O(h^2),
\]

and by Lemma 16 we get

\[
\left[ u(x) - \sum_{k=1}^{N_x} u_k \phi^R_k(x) \right] \bigg|_{x_i}^{\frac{1}{2}} = O(h \cdot h^3) = O(h^3).
\]

This completes this proof.
Theorem 3 Let $U^m \in H^2(\Omega)$, and let $U_{td}^m = u(x_i, y_j, t_m)$ be the exact solution of equation (3), let $u_{td}^m = u(x_i, y_j, t_m)$ be the numerical solution of the finite volume element scheme (22). Then we have the error estimate

$$
\| U^m - u^m \|_2 \leq 4T \sqrt{L_1 L_2} C (\tau^2 + h_x^2 + h_y^2).
$$

Proof. By the previous analysis the exact solution $U_{td}^m = u(x_i, y_j, t_m)$ of the form (22) has a local truncation error

$$
O(\tau^2 h_x h_y + \tau h_x^2 h_y + \tau h_x h_y^2) = \tau O(\tau^2 h_x h_y + h_x^2 h_y^2).
$$

Let $e^m = U^m - u^m$ be the global truncation error of the initial value $e^0 = 0$. We can obtain the following error equation in the matrix form:

$$
(A_y \otimes A_x + \eta_\beta A_y \otimes B_x + \eta_\gamma B_y \otimes A_x + \omega_\beta A_y \otimes C_x + \omega_\gamma C_y \otimes A_x) e^m
$$

$$
= (A_y \otimes A_x - \eta_\beta A_y \otimes B_x - \eta_\gamma B_y \otimes A_x - \omega_\beta A_y \otimes C_x - \omega_\gamma C_y \otimes A_x) e^{m-1}
$$

$$
+ \tau O(\tau^2 + h_x^2 + h_y^2) E,
$$

where $E = [1, 1, \ldots, 1]^T$. Then according to the statement on stability in Theorem 2, we have

$$
\| e^m \|_2 \leq 2 \| e^0 \|_2 + 4 \tau \sum_{d=1}^m \| C (\tau^2 + h_x^2 + h_y^2) E \|_2
$$

$$
\leq 4T \sqrt{L_1 L_2} C (\tau^2 + h_x^2 + h_y^2).
$$

This completes this proof. \(\square\)

4 Numerical examples

First, we give a fast algorithm for calculating the product of block Toeplitz matrices with vectors [21, 43]. It is known that the matrices $A_y \otimes A_x$, $A_y \otimes B_x$, $B_y \otimes A_x$, $A_y \otimes C_x$, and $C_y \otimes A_x$ are block Toeplitz–Toeplitz block matrices. Taking the matrix $A_y \otimes A_x$ as an example, we first extend every $N_x \times N_x$ Toeplitz block matrix of $A_y \otimes A_x$ into a $2N_x \times 2N_x$ cyclic matrix, so that the original matrix is expanded into an $N_y \times N_y$ block Toeplitz–cyclic block matrix. Then we assemble the new block Toeplitz matrix into a $2N_y \times 2N_y$ block cycle matrix, so that we generate a $2N_y \times 2N_y$ block cycle matrix with each inner block of $2N_x \times 2N_x$ block cycle, represented by $C$. Let $F = F_{2N_y} \otimes F_{2N_y}$ represent the two-dimensional discrete Fourier transform matrix, and let $c$ represent the first column of the newly assembled block cyclic–cyclic block matrix, so that we obtain the Fourier transform of the vector $c$:

$$
\hat{c} = Fc = (F_{2N_y} \otimes F_{2N_y}) c.
$$

Next, we use the following property of the cyclic matrix:

$$
C = F^{-1} \text{diag}(\hat{c}) F = (F_{2N_y} \otimes F_{2N_y})^{-1} \text{diag}(\hat{c})(F_{2N_y} \otimes F_{2N_y}).
$$
We can implement the fast matrix multiplication vector algorithm for two-dimensional problems, which reduces the computation amount of matrix vector multiplication from the traditional $O(N^3)$ to $O(N \log N)$.

We give several numerical examples to verify the validity of the finite volume element scheme. Just for simplicity of the rest of calculation, let $h_x = h_y = h$.

**Example 1** First, we consider the following two-dimensional Riesz fractional diffusion equation:

\[
\begin{aligned}
\frac{\partial u}{\partial t} - \frac{\partial^{1+\beta} x}{\partial |x|^{1+\beta}} - \frac{\partial^{1+\gamma} y}{\partial |y|^{1+\gamma}} &= f, \quad (x, y) \in \Omega, 0 < t \leq 1, \\
u &= 0, \quad (x, y) \in \partial \Omega, 0 < t \leq 1, \\
u &= x^2(1 - x)^2 y^2(1 - y)^2, \quad (x, y) \in \partial \Omega, t = 0,
\end{aligned}
\]

where $\Omega = (0, 1) \times (0, 1)$, $0 < \beta, \gamma < 1$, the source term $f = e^x x^2 (1 - x)^2 y^2 (1 - y)^2 + \frac{\beta^2}{2 \cos \left( \frac{(1 + \beta) \pi}{2} \right)} \left[ \frac{12}{\Gamma(2-\beta)} [x^{2-\beta} + (1 - x)^{2-\beta}] + \frac{2}{\Gamma(3-\beta)} [x^{1-\beta} + (1 - x)^{1-\beta}] \right] y^2 (1 - y)^2 + \frac{\beta^2}{2 \cos \left( \frac{(1 + \gamma) \pi}{2} \right)} \left[ \frac{12}{\Gamma(2-\gamma)} [y^{2-\gamma} + (1 - y)^{2-\gamma}] + \frac{2}{\Gamma(3-\gamma)} [y^{1-\gamma} + (1 - y)^{1-\gamma}] \right] x^2 (1 - x)^2$, and the exact solution $u = e^x x^2 (1 - x)^2 y^2 (1 - y)^2$.

We define the $L^2$-norm of the error between the exact solution $U_M$ and numerical solution $u^M$ as follows:

\[
\text{Error} = \left\| U_M - u^M \right\| = \sqrt{\frac{1}{h^2} \sum_{i=1}^{N} [U_{i}^M - u_{i}^M]^2}.
\]

Based on the above analysis, the $L^2$-norm and convergence order of Example 1 calculated by MATLAB program are shown in the following tables. Tables 1 and 2 give the $L^2$-norm and spatial convergence rate under the condition of $\tau = h$ and different $\beta, \gamma$. Tables 3 and 4 give the $L^2$-norm and time convergence rate under the condition of $h = 2^{-8}$ and different $\beta, \gamma$. In agreement with the theoretical analysis given before, the time convergence rate and the space convergence rate are both of order 2. Tables 5 and 6 show the comparison of the calculation time of the three different calculation methods. We easily see that the fast bicgstab method greatly improves the calculation speed.

To make the data results more intuitive, we present two groups of images. Figure 1 shows the comparison of numerical solutions and exact solutions under the same conditions. We can find that the two groups of images are roughly the same. Figure 2 shows the spatial convergence order images under different $\beta$ and $\gamma$ conditions, and we clearly see that the image data conform to the theoretical results.

| Table 1 | $L^2$-norm and convergence rate when $\beta = \gamma = 0.3, 0.5, 0.8$ and $\tau = h$ |
|---------|---------------------------------|
| $h$     | $\beta = \gamma = 0.3$         | $\beta = \gamma = 0.5$ | $\beta = \gamma = 0.8$ |
|         | Error Rate                      | Error Rate              | Error Rate               |
| $1/2^4$ | 3.7106e–05 –                    | 3.7573e–05 –            | 3.9845e–05 –            |
| $1/2^5$ | 1.0136e–05 1.8722               | 1.0213e–05 1.8793      | 1.0749e–05 1.8902      |
| $1/2^6$ | 2.6712e–06 1.9239               | 2.6777e–06 1.9313      | 2.6043e–06 1.9385      |
| $1/2^7$ | 6.9103e–07 1.9507               | 6.8902e–07 1.9584      | 7.1849e–07 1.9646      |
| $1/2^8$ | 1.7735e–07 1.9621               | 1.7567e–07 1.9717      | 1.8242e–07 1.9777      |
Table 2 \(L^2\)-norm and convergence rate when \(\beta = 0.3, 0.4, 0.5, \gamma = 0.8, 0.7, 0.6,\) and \(\tau = h\)

| \(h\) | \(\beta = 0.3, \gamma = 0.8\) | \(\beta = 0.4, \gamma = 0.7\) | \(\beta = 0.5, \gamma = 0.6\) |
|------|-----------------|-----------------|-----------------|
|      | Error | Rate | Error | Rate | Error | Rate |
| \(\frac{1}{2^1}\) | 3.9727e–05 | – | 3.8506e–05 | – | 3.7885e–05 | – |
| \(\frac{1}{2^2}\) | 1.0777e–05 | 1.8822 | 1.0454e–05 | 1.8810 | 1.0287e–05 | 1.8808 |
| \(\frac{1}{2^3}\) | 2.8327e–06 | 1.9323 | 2.7390e–06 | 1.9323 | 2.6934e–06 | 1.9328 |
| \(\frac{1}{2^4}\) | 7.2630e–06 | 1.9594 | 7.0428e–06 | 1.9594 | 6.9254e–06 | 1.9600 |
| \(\frac{1}{2^5}\) | 1.8508e–06 | 1.9734 | 1.7935e–06 | 1.9734 | 1.7631e–06 | 1.9738 |

Table 3 \(L^2\)-norm and convergence rate when \(\beta = \gamma = 0.3, 0.5, 0.8\) and \(h = 2^{–8}\)

| \(\tau\) | \(\beta = \gamma = 0.3\) | \(\beta = \gamma = 0.5\) | \(\beta = \gamma = 0.8\) |
| ------ | ----------------- | ----------------- | ----------------- |
| \(\frac{1}{2^1}\) | 1.1622e–04 | – | 1.1477e–04 | – | 1.1043e–04 | – |
| \(\frac{1}{2^2}\) | 3.0637e–05 | 1.9235 | 3.1111e–05 | 1.8832 | 3.1833e–05 | 1.7945 |
| \(\frac{1}{2^3}\) | 7.5963e–06 | 2.0119 | 7.7286e–06 | 2.0091 | 7.9457e–06 | 2.0023 |
| \(\frac{1}{2^4}\) | 1.7927e–06 | 2.0832 | 1.8160e–06 | 2.0894 | 1.8646e–06 | 2.0931 |

Table 4 \(L^2\)-norm and convergence rate when \(\beta = 0.3, 0.4, 0.5, \gamma = 0.8, 0.7, 0.6,\) and \(h = 2^{–8}\)

| \(\tau\) | \(\beta = 0.3, \gamma = 0.1\) | \(\beta = 0.4, \gamma = 0.7\) | \(\beta = 0.5, \gamma = 0.6\) |
| ------ | ----------------- | ----------------- | ----------------- |
| \(\frac{1}{2^1}\) | 1.1640e–04 | – | 1.1388e–04 | – | 1.1415e–04 | – |
| \(\frac{1}{2^2}\) | 3.0373e–05 | 1.9382 | 3.1248e–05 | 1.8657 | 3.1216e–05 | 1.8706 |
| \(\frac{1}{2^3}\) | 7.5240e–06 | 2.0132 | 7.7430e–06 | 2.0128 | 7.7576e–06 | 2.0086 |
| \(\frac{1}{2^4}\) | 1.7773e–06 | 2.0818 | 1.8122e–06 | 2.0952 | 1.8198e–06 | 2.0918 |

Table 5 Comparison of the time taken by Gauss elimination, BICGSTAB, and FAST-BICGSTAB methods when \(\beta = \gamma = 0.3\) and \(\tau = h\)

| \(h\) | Method | Time 1 | Method | Time 2 | Method | Time 3 |
|------|--------|--------|--------|--------|--------|--------|
| \(\frac{1}{2^1}\) | Gauss | 0.009686 s | BICGSTAB | 0.008474 s | FAST-BICGSTAB | 0.061735 s |
| \(\frac{1}{2^2}\) | 0.526368 s | 0.241088 s | 0.354841 s |
| \(\frac{1}{2^3}\) | 61.452817 s | 6.339914 s | 2.628164 s |
| \(\frac{1}{2^4}\) | 416.0579938 s | 183.270371 s | 15.732230 s |
| \(\frac{1}{2^5}\) | – | – | 182.436328 s |
| \(\frac{1}{2^6}\) | – | – | 1897.905645 s |

Table 6 Comparison of the time taken by Gauss elimination, BICGSTAB, and FAST-BICGSTAB methods when \(\beta = \gamma = 0.8\) and \(\tau = h\)

| \(h\) | Method | Time 1 | Method | Time 2 | Method | Time 3 |
|------|--------|--------|--------|--------|--------|--------|
| \(\frac{1}{2^1}\) | Gauss | 0.000587 s | BICGSTAB | 0.012225 s | FAST-BICGSTAB | 0.123099 s |
| \(\frac{1}{2^2}\) | 0.500738 s | 0.503436 s | 0.947818 s |
| \(\frac{1}{2^3}\) | 62.099249 s | 24.926117 s | 9.177119 s |
| \(\frac{1}{2^4}\) | 420.554038 s | 995.119451 s | 67.557581 s |
| \(\frac{1}{2^5}\) | – | – | 962.377248 s |
| \(\frac{1}{2^6}\) | – | – | 1014.873806 s |

Example 2 Consider the following two-dimensional Riesz fractional convection–diffusion equation:

$$
\begin{align*}
\frac{\partial u}{\partial t} - 1^{1+\beta} \frac{\partial}{\partial |x|^{1+\beta}} u - 1^{1+\gamma} \frac{\partial}{\partial |y|^{1+\gamma}} u + \frac{\partial u}{\partial x} + \frac{\partial u}{\partial y} &= f, \quad (x,y) \in \Omega, 0 < t \leq 1, \\
u &= 0, \quad (x,y) \in \partial \Omega, 0 < t \leq 1, \\
u &= x^2(1-x)^2 y^2(1-y)^2, \quad (x,y) \in \Omega, t = 0,
\end{align*}
$$

(51)
where \( \Omega = (0,1) \times (0,1) \), \( 0 < \beta, \gamma < 1 \), the source term \( f = e^t x^2(1-x)^2 y^2(1-y)^2 + e^t \frac{d^2}{2 \cos\left(\frac{12\pi t}{2}\right)} \left\{ \frac{24}{\Gamma(4-\beta)} [x^\beta(1-x)^{3-\beta]} - \frac{12}{\Gamma(3-\beta)} [x^{1-\beta}(1-x)^{1-\beta}] [y^{1-\gamma}(1-y)^{1-\gamma}] + \frac{2}{\Gamma(2-\gamma)} [y^{1-\gamma}(1-y)^{2-\gamma}] + \frac{2}{\Gamma(1-\gamma)} [y^{1-\gamma}(1-y)^{3-\gamma}] \right\} x^2(1-x)^2 + e^t (4x^3 - 6x^2 + 2x)(1-y)^2 + e^t (4y^3 - 6y^2 + 2y)x^2(1-x)^2 \), and the exact solution \( u = e^t x^2(1-x)^2 y^2(1-y)^2 \).

The \( L^2 \)-norm and convergence order of Example 2 calculated by MATLAB program are shown in Tables 7–12. As in Example 1, our final results are consistent with the theoretical analysis.

Similarly, we present two sets of images to more graphically depict the data. Figure 3 shows the errors between the numerical and exacts solutions for different \( \beta, \gamma \). We can...
see that when $\tau = h = 2^{-8}$, the error between the exact and numerical solutions reaches $1e-07$. Figure 4 shows the spatial convergence orders under different $\beta, \gamma$, and the data agree with the theoretical results.
Example 3 Consider the following two-dimensional Riesz fractional convection-diffusion equation:

\[
\begin{align*}
\frac{\partial u}{\partial t} - 3 \frac{\partial^{1+\beta} u}{\partial |x|^{1+\beta}} - 3 \frac{\partial^{1+\gamma} u}{\partial |y|^{1+\gamma}} - 5 \frac{\partial u}{\partial x} - 5 \frac{\partial u}{\partial y} &= f, & (x,y) \in \Omega, 0 < t \leq 1, \\
0 &= u, & (x,y) \in \partial \Omega, 0 < t \leq 1, \\
0 &= u, & (x,y) \in \partial \Omega, t = 0,
\end{align*}
\]

where \( \Omega = (0,1) \times (0,1), 0 < \beta, \gamma < 1 \), the source term \( f = 3t^2x^2(1-x)^2y^2(1-y)^2 + \frac{3\pi^2}{2\cos(\frac{\pi\beta}{2})} \left\{ \frac{24}{\Gamma(3-\beta)} [x^{3-\beta} + (1-x)^{3-\beta}] - \frac{12}{\Gamma(2-\beta)} [x^{2-\beta} + (1-x)^{2-\beta}] + \frac{2}{\Gamma(1-\beta)} [x^{1-\beta} + (1-x)^{1-\beta}] \right\} y^2(1-y)^2 + \frac{3\pi^2}{2\cos(\frac{\pi\gamma}{2})} \left\{ \frac{24}{\Gamma(3-\gamma)} [y^{3-\gamma} + (1-y)^{3-\gamma}] - \frac{12}{\Gamma(2-\gamma)} [y^{2-\gamma} + (1-y)^{2-\gamma}] + \frac{2}{\Gamma(1-\gamma)} [y^{1-\gamma} + (1-y)^{1-\gamma}] \right\} x^2(1-x)^2 - 5t^3(4x^3 - 6x^2 + 2x)y^2(1-y)^2 - 5t^3(4y^3 - 6y^2 + 2y)x^2(1-x)^2, \) and the exact solution \( u = t^3x^2(1-x)^2y^2(1-y)^2. \)

As in the previous two examples, we use the MATLAB program to produce the following data results (see Tables 13–14 and Fig. 5). We find that the calculated data are consistent with the theoretical results obtained from our previous analysis.

5 Conclusion

In this paper, we have successfully given the Crank–Nicolson finite volume element scheme for two-dimensional Riesz space-fractional convection-diffusion equations. We use the finite volume element scheme to discretize the space-fractional derivatives and the
Table 13 $L^2$-norm and convergence rate when $\beta = \gamma = 0.3, 0.5, 0.8$ and $\tau = h$

| $h$   | $\beta = \gamma = 0.3$ | $\beta = \gamma = 0.5$ | $\beta = \gamma = 0.8$ |
|-------|-------------------------|-------------------------|-------------------------|
|       | Error                   | Rate                    | Error                   | Rate                    | Error                   | Rate                    |
| $1/2^4$ | 1.5804e-05              | –                       | 1.4156e-05              | –                       | 1.2805e-05              | –                       |
| $1/2^5$ | 4.2150e-06              | 1.9067                  | 3.8236e-06              | 1.8884                  | 3.5015e-06              | 1.8707                  |
| $1/2^6$ | 1.0833e-06              | 1.9601                  | 9.9123e-07              | 1.9476                  | 9.1644e-07              | 1.9339                  |
| $1/2^7$ | 2.7406e-07              | 1.9829                  | 2.5219e-07              | 1.9747                  | 2.3463e-07              | 1.9657                  |
| $1/2^8$ | 6.8920e-08              | 1.9915                  | 6.3652e-08              | 1.9862                  | 5.9574e-08              | 1.9776                  |

Table 14 $L^2$-norm and convergence rate when $\beta = 0.3, 0.4, 0.5$, $\gamma = 0.1, 0.5, 0.6$, and $h = 2^{-8}$

| $\tau$ | $\beta = 0.3, \gamma = 0.1$ | $\beta = 0.4, \gamma = 0.5$ | $\beta = 0.5, \gamma = 0.6$ |
|--------|-----------------------------|-----------------------------|-----------------------------|
|        | Error                       | Rate                        | Error                       | Rate                        | Error                       | Rate                        |
| $1/2^1$ | 2.9489e-04                 | –                           | 2.9544e-04                 | –                           | 2.9512e-04                 | –                           |
| $1/2^2$ | 7.2841e-05                 | 2.0174                      | 7.3103e-05                 | 2.0149                      | 7.3263e-05                 | 2.0101                      |
| $1/2^3$ | 1.8106e-05                 | 2.0083                      | 1.8163e-05                 | 2.0089                      | 1.9625e-05                 | 1.9904                      |
| $1/2^4$ | 4.4716e-06                 | 2.0176                      | 4.4856e-06                 | 2.0176                      | 4.5131e-06                 | 2.1205                      |

Figure 5 Comparison of color contour plots of the exact solution $u^M$ and the numerical solution $U^M$ when $\beta = \gamma = 0.3$ and $\tau = h = 2^{-8}$

CN-scheme to approximate the time derivatives. We show that the fully discrete scheme is stable and convergent. Finally, we verify the correctness and validity of the theoretical analysis through three examples.
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