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Abstract

Measuring the perceptual quality of images automatically is an essential task in the area of computer vision, as degradations on image quality can exist in many processes from image acquisition, transmission to enhancing. Many Image Quality Assessment (IQA) algorithms have been designed to tackle this problem. However, it still remains unsettled due to the various types of image distortions and the lack of large-scale human-rated datasets. In this paper, we propose a novel algorithm based on the Swin Transformer [31] with fused features from multiple stages, which aggregates information from both local and global features to better predict the quality. To address the issues of small-scale datasets, relative rankings of images have been taken into account together with regression loss to simultaneously optimize the model. Furthermore, effective data augmentation strategies are also used to improve the performance. In comparisons with previous works, experiments are carried out on two standard IQA datasets and a challenge dataset. The results demonstrate the effectiveness of our work. The proposed method outperforms other methods on standard datasets and ranks 2nd in the no-reference track of NTIRE 2022 Perceptual Image Quality Assessment Challenge [53]. It verifies that our method is promising in solving diverse IQA problems and thus can be used to real-world applications.

1. Introduction

Image quality assessment aims to quantitatively evaluate the perceptual quality of images [1–3]. It has wide applications in many areas such as image acquisition, compression and processing [4–6]. Owing to its important roles in these areas, image quality assessment has gained increasing research interest during the years.

General methods of assessing image quality can be mainly classified into two categories: subjective rating and objective metrics. Subjective rating measures image quality by Mean Opinion Score (MOS), where a group of people will be asked to rate a series of images according to their visual quality. The quality of each image is then represented by the average of human ratings. Although subjective scores are accurate, collecting them is time-consuming and complicated. It requires a lot of people to participate in rating each image, and these people will need to be well-trained. Research show that the subjective scores can be influenced by a great range of aspects, including the number of participants, watching distances and display devices [7], thus they are not practical to be used real-time and large-scale IQA tasks.

As alternatives, objective metrics employ computer vision techniques to automatically learn the relationship between tested images and human perceived quality [8–12]. The predicted results of these methods are expected to be equal to human ratings. According to the availability of original pristine-quality images, there are different kinds of objective IQA algorithms that are used in corresponding situations: no-reference (NR), full-reference (FR) and reduced-reference (RR) algorithms [13–15]. In this paper, we are discussing the NR-IQA algorithms, which do not require references from original pristine-quality images and thus can be used when distorted images are the only inputs.

In the past few years, traditional NR-IQA algorithms such as BRISQUE [16] and NIQE [17] are put forward to solve this problem. These traditional algorithms have implemented handcrafted features of image statistics or learn with codebooks to predict image quality. Research found that performances of traditional algorithms can compare with human ratings in assessing the quality of images generated in well-controlled laboratory environments, but are not satisfying when employed in real-world applications [10]. With the advancement of deep learning techniques,
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in computer vision, algorithms based on neural networks are widely developed [18]. Convolutional Neural Network (CNN) such as AlexNet [19] and ResNet [20] are proposed. Well-designed CNNs can extract both global and local visual features, which prove to be effective in many fields of computer vision, including image classification, detection, segmentation and so on [19–21]. Research in [22] is the first work integrating CNN into IQA tasks. This research is then greatly extended by rankIQA [23], DBCNN [24], hyperIQA [25] and so on.

After this, the vision transformers (ViTs) emerge as competitive alternatives to CNNs, which outperform the preceding CNN architecture in the mentioned vision tasks [26–28]. TRIQ [29], MUSIQ [30] are previous works that integrate ViTs into no-reference image quality assessment. These works show that the vision transformers have a lot of potential for addressing the problem. Different from the ViTs in pioneering works, our proposed method is based on the transformer with hierarchy architecture and shifted windows (Swin Transformer) [31,32]. We use it as the backbone because it inherits the advantages of both CNNs and previous ViTs, which achieves a trade-off between inference speed and accuracy. To evaluate the distortions of different scales, a multi-stage fusion strategy is adopted to aggregate information. Features from intermediate layers are of vitality to IQA tasks. We also employ data augmentation and training strategies to improve performance. Experiments are carried out to compare the proposed method with pioneering works. The results prove the superiority of our method in terms of both SRCC and PLCC on two standard IQA datasets. The proposed algorithm also ranked 2nd in the no-reference track of NTIRE 2022 Perceptual Image Quality Assessment Challenge. We will discuss the details about the challenge later.

In the subsequent sections, this paper will be organized as follows. In Section 2, related works will be introduced. In Section 3 and 4, details of the proposed method and experimental results will be demonstrated. Conclusions will be summarized in the last section.

2. Related work

2.1. Image quality assessment

Research about image quality assessment attempts to develop a method that is capable of predicting perceptual quality of images automatically without human participating [3]. There is an increasing desire of IQA techniques in the image processing systems nowadays, as the visual content of images can undergo a various types of distortions [33,34] in every part of the systems. Image quality assessment techniques help optimize the steps in image processing, by evaluating their outputs and giving a feedback on how the quality is changing. This can be done by subjective ratings. However, accurate subjective ratings are restricted to only particular circumstances, which arouses extensive research about objective metrics [2]. Early objective IQA algorithms mainly use handcrafted features or learn with codebooks [16,17,35–37]. In the wake of developments in deep learning techniques [18–20], the employment of neural networks further improves the performance of IQA algorithms to a new stage [25,38,39]. CNNs, vision transformers and combinations of both become frequently used backbones. The differences of these approaches will be discussed in the later sections.

2.2. Learning to rank

One of the most common loss functions for training objective NR-IQA models is regression loss such as Mean Squared Error (MSE) and Mean Absolute Error (MAE), which measures the difference between the predicted quality score and the ground truth for each image [40]. However, regression loss alone is not enough for training deep learning models if there is no sufficient labeled data [7]. As mentioned before, obtaining large-scale IQA datasets is no easy. Thus, learning-based algorithms utilizing only regression loss are further developed by researchers. Learning to rank affords us with approaches taking better use of labeled IQA data. These approaches judge the rank of predicted results with corresponding ground-truths in pair-wise comparisons, without hardly forcing them to be the same [41,42]. This technique is applied widely in recommendation and searching algorithms for a few years, but the information of rankings is first introduced by RankIQA [23] to the NR-IQA tasks. The authors also point out that pair-wise rank loss can be more efficient when using batched training strategy by sequentially calculating the loss between each image pair in the batches. RankIQA has achieved good performance in publicly released datasets at that time. Later works about learning to rank makes great effort in designing losses [43,44], which also promote the study of ranking-based IQA algorithms.

2.3. IQA based on vision transformers

The transformer takes the form of encoder-decoder architecture and employs multi-head attention to gather information from different representation subspaces and positions [27]. It has already gained huge success in the field of natural language processing (NLP) [45–47], which also inspires the application of transformer architecture in vision tasks. Recent works in this area [26–28,48,49] demonstrate its excellent performance in solving computer vision problem. Among these, One of the most typical models is the Vision Transformer [27,48]. ViT takes cropped image patches as sequential inputs, and designed a position embedding to model the relationship between different patches. Another significant improvement is Swin Transformer [31].
it implements the hierarchy architecture with shifted windows to improve both accuracy and computation efficiency. Previous works of transformer-based IQA algorithms are usually modified in the scheme of ViT [29, 30, 50–52, 54]. TRIQ [29] takes CNN features as the input of transformer encoder and utilizes a position embedding with fixed length to gather the information across different positions. MUSIQ [30] presents a multi-scale IQA transformer to capture perceptual quality at different granularities. TranSLA [52] incorporates an auxiliary network to predict saliency maps, which forces the main network to pay more attention to salient areas. These works have achieved even superior performances than the CNN-based ones. In the following part of this paper, we will also compare the results of these methods on publicly available datasets with our proposed method.

3. Proposed method

In this paper, we have proposed an no-reference IQA algorithm based on Swin Transformer with fused features from multiple stages. Fig.1 illustrates the overall architecture of our proposed model. It is composed by a fusing stage Swin Transformer backbone to extract quality features and a multi-layer fully connected header to predict the score. Cropped patches from resized images serve as the inputs of the network. Then we concatenate features from different stages together before feeding them into the prediction head. Rank and regression loss are combined together to perform model optimization. In the meantime, Siamese networks with shared parameters are employed to accommodate the pair-wise training strategies. The tested images are cropped after augmentations such as random rotation and color space changing. These tricks also bring significant improvements to our model performance.

3.1. Multi-Stage fusing Swin Transformer based Model

To extract quality features of different scales, we adopt the Swin Transformer as our backbone and modify it with feature fusion from multiple stages. The Swin Transformer integrates the advantages of CNNs with that of vision transformers, which helps us achieve a better trade-off between accuracy and efficiency in IQA tasks. The model framework is represented in Fig.1. The distorted images are rotated and resized to a fixed resolution. Then, the resized RGB images will be split into non-overlapping patches by a path splitting module [31]. These patches are treated as "token". The token features are defined as raw RGB values. In our case, we use 4x4 as the patch size, hence the feature dimension of each patch is 4x4x3=48. Swin Transformer blocks [31] will process these patches as tokens with a total number of $H_4 \times W_4 \times C$ afterwards, where H and W represent the height and width of input image. We fuse four stage outputs of Swin Transformer and concatenate them together to aggregate hierarchical information of the input image. The output size of each Swin Transformer stage is $H_8 \times W_8 \times 4C$, $H_{16} \times W_{16} \times 4C$, $H_{32} \times W_{32} \times 8C$ where $C$ denotes arbitrary dimension processed by linear embedding. After concatenating and flattening the outputs of four stages, a fused feature map with size $H_4 \times W_4 \times C$ is obtained. A MLP header is used to map obtained feature map to image quality score. Two fully connected(FC) layers are used in the MLP module. The first FC layer is followed by GELU activation, and the last layer will generate final score of given distorted image.

Our model adopt the Siamese networks which trains two images simultaneously to learn from image rankings. [23] The two networks are sharing weights during the overall training process. Pairs of images and MOS labels are sent into the model. The outputs of the Siamese networks are sent to the loss module. As mentioned before, the loss term used here combines rank loss with regression loss, where the rank loss guarantees the relative relationship of given image pairs.

3.2. Data augmentation

Several data augmentation techniques are performed to increase the number of images in the training dataset and enhance robustness of our model. Firstly, we resize images to a certain resolution and randomly crop patches of images for training. The label of each patch is simply set to be the same as the MOS of original image. Secondly, random rotations and colorspace changes are employed to the cropped patches. In the training time, the patches will be changed to one of these four color spaces at random: RGB, HSV, LAB and grayscale. While in the test phase, these patches will be kept in original RGB. Besides, for PI-PAL dataset suffering from extremely unbalanced data, we use a weighted sampling strategy to get a more balanced distribution. The histogram in Fig.2 shows the number of image distributions with respect to their MOSs. It can be seen that the number of images with low scores and high scores are taking relatively small portions of the total images, hence images with these scores will be up-sampled in each batch by the weighted sampling strategy. The test time augmentations(TTAs) are also performed on the test dataset. For TID2013 and KonIQ-10k datasets, five-crop was used on the resized input images and harmonic mean is calculated on the patch scores. The formula of harmonic mean is presented as below, where $n$ represents total number of patches from a given image and $x_i$ denotes the i-th image patch score predicted by our model.

$$\text{harmonic\_mean} = \frac{n}{\sum_{i=1}^{n} \frac{1}{x_i}}$$ (1)
For PIPAL dataset, we use N random crops from every test image and a harmonic mean of patch scores is calculated as the final prediction. Setting N to a larger number brings better performance on test data of PIPAL, but the improvements are very small while N is too large.

### 3.3. Pairwise training

With ideas borrowed from learning to rank [41, 42, 60] and ranking-based IQA algorithms [23, 60], we implement the ranking constraint together with the regression loss during the training process. A loss function with two terms, including both ranking and regression, is utilized to jointly optimize the model:

\[
\text{loss}_{\text{total}} = \text{loss}_{\text{reg}} + \text{loss}_{\text{rank}}
\]  

For the regression task, we use Euclidean loss, which is given by:

\[
\text{loss}_{\text{reg}} = \frac{1}{2N} \sum_{i=1:N} |\hat{y}_i - y_i|^2
\]  

where \(y_i\) is the ground-truth score for image-\(i\), and \(\hat{y}_i\) is the estimated score by our model. The regression loss is calculated between the prediction and the ground truth of each image to evaluate the absolute distance between them. For the ranking task, we adopt a pair-wise ranking loss [60] to explicitly exploit relative rankings of image pairs in the PIPAL dataset. The ranking loss we employ here is in an exponential form, addressing the different importance of pairs with small and large ranking errors. The ranking loss is given by:

\[
\text{loss}_{\text{rank}} = \frac{2}{N} \sum_{i=0:2:N} \begin{cases} 
  e^{\hat{y}_i - \hat{y}_{i+1}}, & \text{if } y_i < y_{i+1} \\
  0, & \text{others}
\end{cases}
\]
rankings for model training. The use of either alone can not reach the performance of the combined loss, which will be proved by ablation studies in the next section.

4. Experiments

4.1. Datasets and evaluation metrics

The performance of our proposed method are evaluated on three publicly available NR-IQA datasets. The first one is a synthetically distorted dataset, which is TID2013 [56] with 25 reference images and 3000 distorted images. The distortions of TID2013 images are mostly traditional ones, such as quantization noise, gaussian blur, compression, artifacts caused by image denoising and so on, while the MOSs are obtained in laboratory environments. The second is an authentically distorted dataset, KonIQ-10k [55]. It has 10073 images with MOS. Most images in KonIQ-10k are generated in the wild. Detailed comparisons are made on these two datasets between the proposed method and existing NR-IQA algorithms, with results demonstrated in Section 4.3. Another dataset is PIPAL [57], which is released by NTIRE 2022 Perceptual Image Quality Assessment Challenge. Distortions of PIPAL images are quite different from the aforementioned ones, which can be induced by traditional and GAN-based image enhancement algorithms, or even a mixture of both [53]. The ground truth labels of validation and test data in PIPAL dataset are not provided, so we only compare the results announced by the challenge organizers in the final testing phase. Here we employ two commonly used evaluation metrics in performance comparison: Spearman’s Rank-order Correlation Coefficient (SRCC) and Pearson’s Linear Correlation Coefficient (PLCC). SRCC measures the monotonic relationship between the predicted results and the ground truths, which is computed as:

$$SRCC = 1 - \frac{6\sum_{i=1}^{N}d_i^2}{N(N^2 - 1)}$$

where $d_i$ is the distance between rank orders in predictions and in MOS labels of the same image, $N$ is number of images. Slightly different from SRCC, PLCC measures the linear correlation of predictions and ground truths:

$$PLCC = \frac{\Sigma_{i=1}^{N}(s_i - \bar{s})(p_i - \bar{p})}{\sqrt{\Sigma_{i=1}^{N}(s_i - \bar{s})^2\Sigma_{i=1}^{N}(p_i - \bar{p})^2}}$$

where $p_i$ and $s_i$ are the predicted score and MOS of each image respectively.

4.2. Implementation details

The proposed model was implemented by PyTorch framework with model training conducted on 4 TESLA V100 GPUs. Instead of training from scratch, we employed pretrained model on ImageNet and finetuned it on IQA datasets. It takes about 1 hour for each round of training. For TID2013 and KonIQ-10k, we randomly sampled 80% images for training and 20% for testing like previous works do [23, 25, 29, 52]. For PIPAL, we simply used the provided training data and results were tested on the online server. In the training phase, the input image will be resized to a certain resolution and a patch of fixed size will be cropped from the resized image. For experiments on TID2013 and KonIQ10k, which have higher resolution images, the size of the patch fed into model is set as 384 × 384. When it comes to PIPAL with image resolution of 288 × 288, we set a smaller patch size of 224 × 224. The cropped patches will then be augmented and batched by data pre-processing procedure during the process of training. In the testing phase, image patches are also acquired from the given image. We randomly extract N overlapping patches and the final quality score is calculated by the harmonic mean of N individual patch scores. The training is conducted using an ADAMW optimizer with parameters $\beta_1 = 0.9$, $\beta_2 = 0.999$. The batch size of every single GPU is set to 64. Parallel training is performed on multiple GPUs to accelerate learning with large batch size. The basic learning rate is initialized as $2e^{-5}$ and a cosine learning strategy is used with a few warm-up epochs at the beginning.

4.3. Experimental results

The benchmark results of the existing IQA methods on TID2013 and KonIQ-10k are shown in Table 1, with results given by the proposed algorithm listed at the bottom. These models are trained and tested on each dataset respectively. Some results are borrowed from the original papers [16, 25, 54, 58, 59]. This table demonstrates that our method outperforms recent developed algorithms with competitive performance, in terms of both PLCC and SRCC metrics. It proves to be a promising approach in the field of quality assessment on different datasets with both synthetic and authentic distortions. The scalar plots of ground truth MOSs and model predicted results of different datasets are shown in Fig.4. It can be seen that the predicted scores of our proposed method show good consistency with the human-rated MOSs, which means it tends to give a higher score when the perceptual image quality is higher. Figure 3 shows a typical case that the image pairs have obtained different quality scores from different algorithms. The characters in red indicate the image of higher quality. It appears that the predicted scores of our proposed method show better consistency with the MOSs.

Results produced by different algorithms on PIPAL dataset are listed in Table 2. Besides the leading results on the other two standard datasets, the performance of proposed method on this dataset again surpasses those of the available state-of-the-art algorithms, which shows a strong
Figure 3. Typical comparison case (choose from TID2013 [56]) of image pairs with different quality scores from different algorithms.

| Datasets | KonIQ-10k | TID2013 |
|----------|-----------|---------|
| Methods  | PLCC | SRCC | PLCC | SRCC |
| BRISQUE [16] | 0.681 | 0.665 | 0.610 | 0.544 |
| HyperIQA [25] | 0.917 | 0.906 | 0.858 | 0.840 |
| MetaIQA [58] | 0.887 | 0.850 | 0.868 | 0.856 |
| FPR [59] | 0.901 | 0.899 | 0.887 | 0.872 |
| TReS [54] | 0.928 | 0.915 | 0.883 | 0.863 |
| **Ours** | **0.954** | **0.946** | **0.895** | **0.882** |

Table 1. Overall performance evaluation on two image databases.

Figure 4. Scalar plots of ground-truth scores against the predicted scores of proposed IQA model finetuned on TID2013 and KonIQ 10k.

4.4. Ablation Studies

Ablation studies are carried out to analyze the effectiveness of the proposed algorithm. We have performed experiments on the network architecture. Table 3 shows the results of models with and without the feature fusion module. It indicates that models with fused features have better performance. This is in accordance to our previous analysis as these models obtained more information from different scales. The effects of the rank and regression loss terms are also analyzed. Table 4 shows the results of models trained with different loss terms: regression loss, rank loss and a combination of both. The sole utilization of regression and rank loss has both achieved poorer performance compared with the joint training strategy. It illustrates the necessity of simultaneously optimizing the model with both information.

4.5. NTIRE 2022 Perceptual IQA Challenge Track 2 No-reference

For NTIRE 2022 Perceptual Image Quality Assessment Challenge, we employed essentially the same model as the
Table 5. Result of NTIRE 2022 No-Reference IQA Challenge in testing phase.

| Teams | MainScore | PLCC  | SRCC  |
|-------|-----------|-------|-------|
| 1st   | 1.444     | 0.740 | 0.704 |
| DTIQA | 1.437     | 0.737 | 0.700 |
| 3rd   | 1.422     | 0.725 | 0.697 |
| 4th   | 1.407     | 0.726 | 0.681 |
| 5th   | 1.390     | 0.720 | 0.671 |

aforementioned one. In addition, an ensembling strategy was performed to improve the robustness of model, and prevent the occurrence of both over-fitting and under-fitting. The ensembling is done by averaging the results of models with different sizes of resized input images, different types of backbones and also different combinations of augmentations. In detail, the final result is averaged from four models, which are: Base-224, Large-256 and two Large-288. The 'Base' and 'Large' indicate the type of backbones, and the numbers after them indicate the size of resized images. Patch size is kept 224 × 224. These four models are ensembled together to further improve the prediction. The results of the challenge are shown in Table 5. We got second place in the testing phase and the MainScore is very close to the top method.

5. Conclusion

In this paper, we proposed a method to assess perceptual image quality based on the architecture of Swin Transformer. The method was first developed for the NTIRE 2022 Perceptual IQA Challenge, but also proved effective when tested on other IQA datasets with diverse types of distortions. A unified loss function was used to train the model using prior knowledge from both absolute ground truths and relative rankings. Data augmentations and training tricks were employed to improve performance. The model takes randomly cropped image patches as inputs, and predicts a score for every patch. A harmonic mean of output patch scores was calculated to represent the predicted quality of original image. The experiment results show the superior performance of the algorithm, thus it can be a promising method in solving NR-IQA problems.
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