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Abstract. Based on Spiridonov’s analysis of elliptic generalizations of the Gauss hypergeometric function, we develop a common framework for 7-parameter families of generalized elliptic, hyperbolic and trigonometric univariate hypergeometric functions. In each case we derive the symmetries of the generalized hypergeometric function under the Weyl group of type $E_7$ (elliptic, hyperbolic) and of type $E_6$ (trigonometric) using the appropriate versions of the Nassrallah-Rahman beta integral, and we derive contiguous relations using fundamental addition formulas for theta and sine functions. The top level degenerations of the hyperbolic and trigonometric hypergeometric functions are identified with Ruijsenaars’ relativistic hypergeometric function and the Askey-Wilson function, respectively. We show that the degeneration process yields various new and known identities for hyperbolic and trigonometric special functions. We also describe an intimate connection between the hyperbolic and trigonometric theory, which yields an expression of the hyperbolic hypergeometric function as an explicit bilinear sum in trigonometric hypergeometric functions.

1. Introduction

The Gauss hypergeometric function, one of the cornerstones in the theory of classical univariate special functions, has been generalized in various fundamental directions. A theory on multivariate root system analogues of the Gauss hypergeometric function, due to Heckman and Opdam, has emerged, forming the basic tools to solve trigonometric and hyperbolic quantum many particle systems of Calogero-Moser type and generalizing the Harish-Chandra theory of spherical functions on Riemannian symmetric spaces (see [8] and references therein). A further important development has been the generalization to $q$-special functions, leading to the theory of Macdonald polynomials [16], which play a fundamental role in the theory of relativistic analogues of the trigonometric quantum Calogero-Moser systems (see e.g. [25]) and in harmonic analysis on quantum compact symmetric spaces (see e.g. [18], [14]). In this paper, we focus on far-reaching generalizations of the Gauss hypergeometric function within the classes of elliptic, hyperbolic and trigonometric univariate special functions.

Inspired by results on integrable systems, Ruijsenaars [24] defined gamma functions of rational, trigonometric, hyperbolic and elliptic type. Correspondingly there are four types of special function theories, with the rational (resp. trigonometric) theory being the standard theory on hypergeometric (resp. $q$-hypergeometric) special functions, while the hyperbolic theory is well suited to deal with unimodular base $q$. The theory of elliptic special functions, initiated by Frenkel and Turaev in [4], is currently in rapid development. The starting point of our analysis is the definition of the various generalized hypergeometric functions as an explicit hypergeometric integral of elliptic, hyperbolic and trigonometric type depending on seven auxiliary parameters (besides the bases). The elliptic and hyperbolic analogue of the hypergeometric function are due to Spiridonov [33], while the trigonometric analogue of the hypergeometric function is essentially an integral representation of the function $\Phi$ introduced and studied extensively by Gupta and Masson in [7]. Under a suitable parameter discretization, the three classes of generalized hypergeometric functions reduce to Rahman’s [20] (trigonometric), Spiridonov’s [33] (hyperbolic), and Spiridonov’s and Zhedanov’s [35], [33] (elliptic) families of biorthogonal rational functions.

Spiridonov [33] gave an elementary derivation of the symmetry of the elliptic hypergeometric function with respect to a twisted action of the Weyl group of type $E_7$ on the parameters using the elliptic analogue of the Nassrallah-Rahman [17] beta integral. In this paper we follow the
same approach to establish the $E_6$-symmetry (respectively $E_7$-symmetry) of the trigonometric (respectively hyperbolic) hypergeometric function, using now the Nassrallah-Rahman beta integral (respectively its hyperbolic analogue from [37]). The $E_6$-symmetry of $\Phi$ has recently been established in [15] by different methods. Spiridonov [33] also gave elementary derivations of contiguous relations for the elliptic hypergeometric function using the fundamental addition formula for theta functions (see [30]), entailing a natural elliptic analogue of the Gauss hypergeometric differential equation. Following the same approach we establish contiguous relations and generalized Gauss hypergeometric equations for the hyperbolic and trigonometric hypergeometric function. For $\Phi$ it leads to simple proofs of various results from [7].

Although the elliptic hypergeometric function is the most general amongst the generalized hypergeometric functions under consideration (rigorous limits between the different classes of special functions have been obtained in the recent paper [26] of the second author), it is also the most rigid in its class, in the sense that it does not admit natural degenerations within the class of elliptic special functions itself (there is no preferred limit point on an elliptic curve). On the other hand, for the hyperbolic and trigonometric hypergeometric functions various interesting degenerations within their classes are possible, as we point out in this paper. It leads to many nontrivial identities and results, some of which are new and some are well known. In any case, it provides new insight in identities, e.g. as being natural consequences of symmetry breaking in the degeneration process, and it places many identities and classes of univariate special functions in a larger framework. For instance, viewing the trigonometric hypergeometric function as a degeneration of the elliptic hypergeometric function, we show that the breaking of symmetry (from $E_7$ to $E_6$) leads to a second important integral representation of $\Phi$.

Moreover we show that Ruijsenaars’ [26] relativistic analogue $R$ of the hypergeometric function is a degeneration of the hyperbolic hypergeometric function, and that the $D_4$-symmetry [28] of $R$ and the four Askey-Wilson second-order difference equations [26] satisfied by $R$ are direct consequences of the $E_7$-symmetry and the contiguous relations of the hyperbolic hypergeometric function. Similarly, the Askey-Wilson function [11] is shown to be a degeneration of the trigonometric hypergeometric function. In this paper we aim at deriving the symmetries of (degenerate) hyperbolic and trigonometric hypergeometric functions directly from appropriate hyperbolic and trigonometric beta integral evaluations using the above mentioned techniques of Spiridonov [33]. The rational level, in which case the Wilson function [6] appears as a degeneration, will be discussed in a subsequent paper of the first author.

We hope that the general framework proposed in this paper will shed light on the fundamental, common structures underlying various quantum relativistic Calogero-Moser systems and various quantum noncompact homogeneous spaces. In the present univariate setting, degenerations and specializations of the generalized hypergeometric functions play a key role in solving rank one cases of quantum relativistic integrable Calogero-Moser systems and in harmonic analysis on various quantum $SL_2$ groups. On the elliptic level, the elliptic hypergeometric function provides solutions of particular cases of van Diejen’s [2] very general quantum relativistic Calogero-Moser systems of elliptic type (see e.g. [34]), while elliptic biorthogonal rational functions have been identified with matrix coefficients of the elliptic quantum $SL_2$ group in [12]. On the hyperbolic level, the Ruijsenaars’ $R$-function solves the rank one case of a quantum relativistic Calogero-Moser system of hyperbolic type (see [29]) and arises as a matrix coefficient of the modular double of the quantum $SL_2$ group (see [11]). On the trigonometric level, similar results are known for the Askey-Wilson function, which is a degeneration of the trigonometric hypergeometric function (see [11] and [10]). For higher rank only partial results are known, see e.g. [18], [21] (elliptic) and [30] (trigonometric).

The outline of the paper is as follows. In Section 2 we discuss the general pattern of symmetry breaking when integrals with $E_7$-symmetry are degenerated. In Section 3 we introduce Spiridonov’s [33] elliptic hypergeometric function. We shortly recall Spiridonov’s [33] techniques to derive the $E_7$-symmetry and the contiguous relations for the elliptic hypergeometric function. In Section 4 these techniques are applied for the hyperbolic hypergeometric function and its top level degenerations. We show that a reparametrization of the top level degeneration of the hyperbolic hypergeometric function is Ruijsenaars’ [26] relativistic hypergeometric function $R$. Key properties of $R$, such as a new integral representation, follow from the symmetries and contiguous
relations of the hyperbolic hypergeometric function. In Section 5 these techniques are considered on the trigonometric level. We link the top level degeneration of the trigonometric hypergeometric function to the Askey-Wilson function. Moreover, we show that the techniques lead to elementary derivations of series representations and three term recurrence relations of the various trigonometric integrals. The trigonometric integrals are contour integrals over indented unit circles in the complex plane, which can be re-expressed as integrals over the real line with indentations by “unfolding” the trigonometric integral. We show that this provides a link with Agarwal type integral representations of basic hypergeometric series (see [2] Chapter 4). Finally, in Section 6 we extend the techniques from [37] to connect the hyperbolic and trigonometric theory. It leads to an explicit expression of the hyperbolic hypergeometric function as a bilinear sum of trigonometric hypergeometric functions. For the top level degeneration, it provides an explicit link between Ruijsenaars’ relativistic hypergeometric function and the Askey-Wilson function.
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1.1. Notation. We denote \( \sqrt{\cdot} \) for the branch of the square root \( z \mapsto z^{1/2} \) on \( \mathbb{C} \setminus \mathbb{R}_{<0} \) with positive values on \( \mathbb{R}_{>0} \).

2. Weyl groups and symmetry breaking

The root system of type \( E_7 \) and its parabolic root sub-systems plays an important role in this article. In this section we describe our specific choice of realization of the root systems and Weyl groups, and we explain the general pattern of symmetry breaking which arises from degenerating integrals with Weyl group symmetries.

Degeneration of integrals with Weyl group symmetries in general causes symmetry breaking since the direction of degeneration in parameter space is not invariant under the symmetry group. All degenerations we consider are of the following form. For a basis \( \Delta \) of a given irreducible, finite root system \( R \) in Euclidean space \( (V,\langle \cdot,\cdot \rangle) \) with associated Weyl group \( W \) we denote

\[
V^+(\Delta) = \{ v \in V \mid \langle v, \alpha \rangle \geq 0 \ \forall \alpha \in \Delta \}
\]

for the associated positive Weyl chamber. We will study integrals \( I(u) \) meromorphically depending on a parameter \( u \in \mathcal{G} \). The parameter space will be some complex hyperplane \( \mathcal{G} \) canonically isomorphic to the complexification \( V_{\mathbb{C}} \) of \( V \), from which it inherits a \( W \)-action. The integrals under consideration will be \( W \)-invariant under an associated twisted \( W \)-action. We degenerate such integrals by taking limits in parameter space along distinguished directions \( v \in V^+(\Delta) \). The resulting degenerate integrals will thus inherit symmetries with respect to the isotropy subgroup

\[
W_v = \{ \sigma \in W \mid \sigma v = v \},
\]

which is a standard parabolic subgroup of \( W \) with respect to the given basis \( \Delta \), generated by the simple reflections \( s_\alpha, \alpha \in \Delta \cap v^\perp \) (since \( v \in V^+(\Delta) \)).

All symmetry groups we will encounter are parabolic subgroups of the Weyl group \( W \) of type \( E_8 \). We use in this article the following explicit realization of the root system \( R(E_8) \) of type \( E_8 \). Let \( e_k \) be the \( k \)th element of the standard orthonormal basis of \( V = \mathbb{R}^8 \), with corresponding scalar product denoted by \( \langle \cdot, \cdot \rangle \). We also denote \( \langle \cdot, \cdot \rangle \) for its complex bilinear extension to \( \mathbb{C}^8 \). We write \( \delta = \frac{1}{2}(e_1 + e_2 + \cdots + e_8) \). We realize the root system \( R(E_8) \) of type \( E_8 \) in \( \mathbb{R}^8 \) as

\[
R(E_8) = \{ v = \sum_{j=1}^{8} c_j e_j + c\delta \mid \langle v, v \rangle = 2, \ c_j, c \in \mathbb{Z} \ \text{and} \ \sum_{j=1}^{8} c_j \ \text{even} \}.
\]

For later purposes, it is convenient to have explicit notations for the roots in \( R(E_8) \). The roots are \( \pm \alpha_{jk}^+ (1 \leq j < k \leq 8), \alpha_{jk}^- (1 \leq j \neq k \leq 8), \beta_{jklm} (1 \leq j < k < l < m \leq 8), \pm \gamma_{jk} (1 \leq j < k \leq 8) \).
and $\pm \delta$, where
\begin{align*}
\alpha_{jk}^+ &= \epsilon_j + \epsilon_k, \\
\alpha_{jk}^- &= \epsilon_j - \epsilon_k, \\
\beta_{jklm} &= \frac{1}{2}(\epsilon_j + \epsilon_k + \epsilon_l + \epsilon_m - \epsilon_n - \epsilon_p - \epsilon_q - \epsilon_r), \\
\gamma_{jk} &= \frac{1}{2}(-\epsilon_j - \epsilon_k + \epsilon_l + \epsilon_m + \epsilon_n + \epsilon_p + \epsilon_q + \epsilon_r)
\end{align*}
and with $(j, k, l, m, n, p, q, r)$ a permutation of $(1, 2, 3, 4, 5, 6, 7, 8)$.

The canonical action of the associated Weyl group $W$ on $\mathbb{C}^8$ is determined by the reflections $s_u u = u - \langle u, \gamma \rangle \gamma$ for $u \in \mathbb{C}^8$ and $\gamma \in R(E_8)$. It is convenient to work with two different choices $\Delta_1, \Delta_2$ of bases for $R(E_8)$, namely
\begin{align*}
\Delta_1 &= \{\alpha_{76}^-, \beta_{1234}, \alpha_{65}^-, \alpha_{54}^+, \alpha_{43}^-, \alpha_{32}^-, \alpha_{21}^+, \alpha_{18}^+\}, \\
\Delta_2 &= \{\alpha_{23}^-, \alpha_{56}^-, \alpha_{34}^-, \alpha_{45}^-, \beta_{5678}, \alpha_{18}^-, \alpha_{87}^-, \gamma_{18}\},
\end{align*}
with corresponding (affine) Dynkin diagrams
\begin{align}
\delta &\quad \alpha_{18}^- \quad \alpha_{21}^- \quad \alpha_{32}^- \quad \alpha_{43}^- \quad \alpha_{54}^- \quad \alpha_{65}^- \quad \alpha_{76}^- \\
\beta_{1234}
\end{align}
and
\begin{align}
\delta &\quad \gamma_{18} \quad \alpha_{87}^- \quad \alpha_{18}^- \quad \beta_{5678} \quad \alpha_{45}^- \quad \alpha_{34}^- \quad \alpha_{23}^- \\
\alpha_{56}^-
\end{align}
respectively, where the open node corresponds to the simple affine root, which we have labeled by the highest root of $R(E_8)$ with respect to the given basis (which in both cases is given by $\delta \in V^+(\Delta_j)$). The reason for considering two different bases is the following: we will see that degenerating an elliptic hypergeometric integral with $W(E_7)$-symmetry to the trigonometric level in the direction of the basis element $\alpha_{18}^+ \in \Delta_1$, respectively the basis element $\gamma_{18} \in \Delta_2$, leads to two essentially different trigonometric hypergeometric integrals with $W(E_8)$-symmetry. The two integrals can be easily related since they arise as degeneration of the same elliptic hypergeometric integral. This leads directly to highly nontrivial trigonometric identities, see Section 5 for details.

This remark in fact touches on the basic philosophy of this paper: it is the symmetry breaking in the degeneration of hypergeometric integrals which lead to various nontrivial identities. It forms an explanation why there are so many more nontrivial identities on the hyperbolic, trigonometric and rational level when compared to the elliptic level.

Returning to the precise description of the relevant symmetry groups, we will mainly encounter stabilizer subgroups of the isotropy subgroup $W_{-\delta}$. Observe that $W_{-\delta}$ is a standard parabolic subgroup of $W$ with respect to both bases $\Delta_j$ since $-\delta \in V^+(\Delta_j)$ ($j = 1, 2$), with associated simple reflections $s_\alpha$, $\alpha \in \Delta_1 := \Delta_1 \setminus \{\alpha_{18}^+\}$, respectively $s_\alpha$, $\alpha \in \Delta_2 := \Delta_2 \setminus \{\gamma_{18}\}$. Hence $W_{-\delta}$ is isomorphic to the Weyl group of type $E_7$, and we accordingly write
\[
W(E_7) := W_{-\delta}.
\]
We realize the corresponding standard parabolic root system $R(E_7) \subset R(E_8)$ as
\[
R(E_7) = R(E_8) \cap \delta^+ \subset \mathbb{R}^8.
\]
Both $\Delta_1$ and $\Delta_2$ form a basis of $R(E_7)$, and the associated (affine) Dynkin diagrams are given by

\begin{align}
\alpha_{21} & \quad \alpha_{32} & \quad \alpha_{43} & \quad \alpha_{54} & \quad \alpha_{65} & \quad \alpha_{76} & \quad \alpha_{78} \\
& \downarrow \beta_{1234}
\end{align}

(2.3)

and

\begin{align}
\alpha_{87} & \quad \alpha_{18} & \quad \beta_{5678} & \quad \alpha_{45} & \quad \alpha_{34} & \quad \alpha_{23} & \quad \beta_{1278} & \quad \alpha_{56} \\
& \downarrow
\end{align}

(2.4)

respectively (where we have used that $\alpha_{78}$, respectively $\beta_{1278}$, is the highest root of $R(E_7)$ with respect to the basis $\Delta_1$, respectively $\Delta_2$). Note that the root system $R(E_7)$ consists of the roots of the form $\alpha_{jk}$ and $\beta_{jklm}$.

The top level univariate hypergeometric integrals which we will consider in this article depend meromorphically on a parameter $u \in G_c$ with $G_c \subset V_C = \mathbb{C}^8$ ($c \in \mathbb{C}$) the complex hyperplane

$$G_c = \frac{c}{2} \delta + \delta^\perp = \{u = (u_1, u_2, \ldots, u_8) \in \mathbb{C}^8 \mid \sum_{j=1}^8 u_j = 2c\}.$$

The action on $\mathbb{C}^8$ of the isotropy subgroup $W(E_7) = W_{-\delta} \subset W$ preserves the hyperplane $\delta^\perp$ and fixes $\delta$, hence it canonically acts on $G_c$. We extend it to an action on the associated affine Weyl group $W_a(E_7)$ of $R(E_7)$ as follows. Denote $L$ for the $(W(E_7)$-invariant) root lattice $L \subset \delta^\perp$ of $R(E_7)$, defined as the Z-span of all $R(E_7)$-roots. The affine Weyl group $W_a(E_7)$ is the semi-direct product group $W_a(E_7) = W(E_7) \ltimes L$. The action of $W(E_7)$ on $G_c$ can then be extended to an action of the affine Weyl-group $W_a(E_7)$ depending on an extra parameter $z \in \mathbb{C}$ by letting $\gamma \in L$ act as the shift

$$\tau^z \gamma \gamma = u - z\gamma, \quad u \in G_c.$$

We suppress the dependence on $z$ whenever its value is implicitly clear from context.

We also use a multiplicative version of the $W(E_7)$-action on $G_c$. Consider the action of the group $C_2$ of order two on $\mathbb{C}^8$, with the non-unit element of $C_2$ acting by multiplication by $-1$ of each coordinate. We define the parameter space $H_c$ for a parameter $c \in \mathbb{C}^\times = \mathbb{C} \setminus \{0\}$ as

$$H_c = \{t = (t_1, \ldots, t_8) \in \mathbb{C}^8 \mid \prod_{j=1}^8 t_j = c^2\}/C_2.$$

Note that this is well defined because if $t$ satisfies $\prod_{j=1}^8 t_j = c^2$, then so does $-t$. We sometimes abuse notation by simply writing $t = (t_1, \ldots, t_8)$ for the element $\pm t$ in $H_c$ if no confusion can arise.

We view the parameters $t \in H_{\exp(c)}$ as the exponential parameters associated to $u \in G_c$. Modding out by the action of the $2$-group $C_2$ allows us to put a $W_a(E_7)$-action on $H_{\exp(c)}$, which is compatible to the $W_a(E_7)$-action on $G_c$ as defined above. Concretely, consider the surjective map $\psi_c : G_c \rightarrow H_{\exp(c)}$ defined by

$$\psi_c(u) = \pm(\exp(u_1), \ldots, \exp(u_8)), \quad u \in G_c.$$

For $u \in G_c$ we have $\psi_c^{-1}(\psi_c(u)) = u + 2\pi i L$, where $L$ is the root lattice of $R(E_7)$ as defined above. Since $L$ is $W(E_7)$-invariant, we can now define the action of $W_a(E_7)$ on $H_{\exp(c)}$ by $\sigma\psi_c(u) = \psi_c(\sigma u)$, $\sigma \in W_a$ (for any auxiliary parameter $z \in \mathbb{C}$).

Regardless of whether we view the action of the affine Weyl group additively or multiplicatively, we will use the abbreviated notations $s_{jk} = s_{\alpha_j \alpha_k}$, $w = s_{\beta_{1234}}$ and $\tau^z_{jk} = \tau^z_{\alpha_j \alpha_k}$ throughout the article. Note that $s_{jk}$ ($j \neq k$) acts by interchanging the $j$th and $k$th coordinate. Furthermore, $W(E_7)$ is generated by the simple reflections $s_\alpha$ ($\alpha \in \Delta_1$), which are the simple permutations $s_{j,j+1}$ ($j = 1, \ldots, 6$) and $w$. The multiplicative action of $w$ on $H_c$ is explicitly given by $w(\pm t) = \pm(st_1, st_2, st_3, st_4, s^{-1}t_5, s^{-1}t_6, s^{-1}t_7, s^{-1}t_8)$ where $s^2 = c/t_1t_2t_3t_4 = t_5t_6t_7t_8/c$. Finally, note that
the longest element $v$ of the Weyl group $W(E_7)$ acts by multiplication with $-1$ on the root system $R(E_7)$, and hence it acts by $vu = c/2 - u$ on $G_c$ and by $v(\pm t) = \pm(e^2/t_1, \ldots, e^2/t_8)$ on $H_c$.

3. The univariate elliptic hypergeometric function

3.1. The elliptic gamma function. We will use notations which are consistent with [5]. We fix throughout this section two bases $p, q \in \mathbb{C}$ satisfying $|p|, |q| < 1$. The $q$-shifted factorial is defined by

$$(a; q)_{\infty} = \prod_{j=0}^{\infty} (1 - aq^j).$$

We write $(a_1, \ldots, a_m; q)_{\infty} = \prod_{j=1}^{m} (a_j; q)_{\infty}$, $(az^{\pm 1}; q)_{\infty} = (az, az^{-1}; q)_{\infty}$ etc. as shorthand notations for products of $q$-shifted factorials. The renormalized Jacobi theta-function is defined by

$$\theta(a; q) = (a, aq/a; q)_{\infty}.$$ The elliptic gamma function [24], defined by the infinite product

$$\Gamma_e(z; p, q) = \prod_{j,k=0}^{\infty} \frac{1 - z^{-1}p^{j+1}q^{k+1}}{1 - zp^{j}q^{k}},$$

is a meromorphic function in $z \in \mathbb{C}^\times = \mathbb{C} \setminus \{0\}$ which satisfies the difference equation

$$\Gamma_e(qz; p, q) = \theta(z; p)\Gamma_e(z; p, q),$$

satisfies the reflection equation

$$\Gamma_e(z; p, q) = 1/\Gamma_e(pq/z; p, q),$$

and is symmetric in $p$ and $q$,

$$\Gamma_e(z; p, q) = \Gamma_e(z; q, p).$$

For products of theta-functions and elliptic gamma functions we use the same shorthand notations as for the $q$-shifted factorial, e.g.

$$\Gamma_e(a_1, \ldots, a_m; p, q) = \prod_{j=1}^{m} \Gamma_e(a_j; p, q).$$

In this section we call a sequence of points a downward (respectively upward) sequence of points if it is of the form $ap^jq^k$ (respectively $ap^{-j}q^{-k}$) with $j, k \in \mathbb{Z}_{\geq 0}$ for some $a \in \mathbb{C}$. Observe that the elliptic gamma function $\Gamma_e(a; p, q)$, considered as a meromorphic function in $z$, has poles at the upward sequence $a^{-1}p^{-j}q^{-k}$ ($j, k \in \mathbb{Z}_{\geq 0}$) of points and has zeros at the downward sequence $a^{-1}p^{j+1}q^{k+1}$ ($j, k \in \mathbb{Z}_{\geq 0}$) of points.

3.2. Symmetries of the elliptic hypergeometric function. The fundamental starting point of our investigations is Spiridonov’s [31] elliptic analogue of the classical beta integral,

$$\frac{(q; q)_{\infty}(p; p)_{\infty}}{2} \int_\mathcal{C} \prod_{j=1}^{6} \frac{\Gamma_e(t_j z^{\pm 1}; p, q)}{\Gamma_e(z^{\pm 2}; p, q)} \frac{dz}{2\pi iz} = \prod_{1 \leq j < k \leq 6} \frac{\Gamma_e(t_j t_k; p, q)}{\Gamma_e(z^{\pm 2}; p, q)}$$

for generic parameters $t \in \mathbb{C}^6$ satisfying the balancing condition $\prod_{j=1}^{6} t_j = pq$, where the contour $\mathcal{C}$ is chosen as a deformation of the positively oriented unit circle $\mathbb{T}$ separating the downward sequences $t_j p^{2j}q^{2j} (j = 1, \ldots, 6)$ of poles of the integrand from the upward sequences $t_j^{-1} p^{2j}q^{2j} (j = 1, \ldots, 6)$. Note here that the factor $1/\Gamma_e(z^{\pm 2}; p, q)$ of the integrand is analytic on $\mathbb{C}^\times$. Moreover, observe that we can take the positively oriented unit circle $\mathbb{T}$ as contour if the parameters satisfy $|t_j| < 1$ ($j = 1, \ldots, 6$). Several elementary proofs of (3.2) are now known, see e.g. [91], [92] and [21].

We define the integrand $I_e(t; z) = I_e(t; z; p, q)$ for the univariate elliptic hypergeometric function as

$$I_e(t; z; p, q) = \frac{\prod_{j=1}^{8} \Gamma_e(t_j z^{\pm 1}; p, q)}{\Gamma_e(z^{\pm 2}; p, q)},$$
where \( t = (t_1, t_2, \ldots, t_8) \in (\mathbb{C}^*)^8 \). For parameters \( t \in \mathbb{C}^8 \) with \( \prod_{j=1}^{8} t_j = p^2 q^2 \) and \( t_i t_j \not\in p^{2 \leq 0} q^{2 \leq 0} \) for \( 1 \leq i, j \leq 8 \) (possibly equal), we can define the elliptic hypergeometric function \( S_e(t) = S_e(t; p, q) \) by

\[
S_e(t; p, q) = \int_{\mathcal{C}} I_e(t; z; p, q) \frac{dz}{2\pi i z},
\]

where the contour \( \mathcal{C} \) is a deformation of \( T \) which separates the downward sequences \( t_j p^{2 \geq 0} q^{2 \geq 0} \) (\( j = 1, \ldots, 8 \)) of poles of \( I_e(t; \cdot) \) from the upward sequences \( t_j^{-1} p^{2 \leq 0} q^{2 \leq 0} \) (\( j = 1, \ldots, 8 \)). If the parameters satisfy \( |t_j| < 1 \) this contour can again be taken as the positively oriented unit circle \( T \).

The elliptic hypergeometric function \( S_e \) extends uniquely to a meromorphic function on \( \{ t \in \mathbb{C}^8 : \prod t_j = p^2 q^2 \} \). In fact, for a particular value \( \tau \) of the parameters for which the integral is not defined, we first deform for \( \tau \) in a small open neighborhood of \( \tau \) the contour \( \mathcal{C} \) to include those upward poles which collide at \( t = \tau \) with downward poles. The resulting expression is an integral which is analytic at an open neighborhood of \( \tau \) plus a sum of residues depending meromorphically on the parameters \( t \). This expression yields the desired meromorphic extension of \( S_e(t) \) at \( \tau \). For further detailed analysis of meromorphic dependencies of integrals like \( S_e \), see e.g. [26] and [21].

Since \( I_e(t; -z) = I_e(-t; z) \) where \( -t = (-t_1, \ldots, -t_8) \), we have \( S_e(t) = S_e(-t) \), hence we can and will view \( S_e \) as a meromorphic function \( S_e : \mathbb{H}_{pq} \to \mathbb{C} \). Furthermore, \( S_e(t) \) is the special case \( \Pi_{BC}^1 \) of Rains’ [21] multivariate elliptic hypergeometric integrals \( \Pi_{BC}^m \), and it coincides with Spiridonov’s [33] elliptic analogue \( V(\cdot) \) of the Gauss hypergeometric function.

**Remark 3.1.** Note that \( S_e(t; p, q) \) reduces to the elliptic beta integral \( \Pi_{BC}^2 \) when e.g. \( t_1 t_6 = pq \). More generally, for e.g. \( t_1 t_6 = p^{m+1} q^{n+1} \) (\( m, n \in \mathbb{Z}_{\geq 0} \)) it follows from [34, Thm. 11] that \( S_e(t; p, q) \) essentially coincides with the two-index elliptic biorthogonal rational function \( R_{nm} \) of Spiridonov [34, Thm. 11], which is the product of two very-well-poised terminating elliptic hypergeometric \( 11_2 V_{11} \) series (the second one with the role of the bases \( p \) and \( q \) reversed).

Next we determine the explicit \( W(E_7) \)-symmetries of \( S_e(t) \) in terms of the \( W(E_7) \) action on \( t \in \mathbb{H}_{pq} \) from Section 6. This result was previously obtained by Rains [21] and by Spiridonov [33]. We give here a proof which is similar to Spiridonov’s [33] §5 proof.

**Theorem 3.2.** The elliptic hypergeometric function \( S_e(t) \) (\( t \in \mathbb{H}_{pq} \)) is invariant under permutations of \( (t_1, \ldots, t_8) \) and it satisfies

\[
S_e(t; p, q) = S_e(w t; p, q) \prod_{1 \leq j < k \leq 4} \Gamma_e(t_j t_k; p, q) \prod_{5 \leq j < k \leq 8} \Gamma_e(t_j t_k; p, q)
\]

as meromorphic functions in \( t \in \mathbb{H}_{pq} \), where (recall) \( w = s_{1234} \).

**Proof.** The permutation symmetry is trivial. To prove (3.3) we first prove it for parameters \( t \in \mathbb{C}^8 \) satisfying \( \prod_{j=1}^{8} t_j = p^2 q^2 \) and satisfying the additional restraints \( |t_j| < 1 \) (\( j = 1, \ldots, 8 \)), \( |t_j| > |pq|^\frac{1}{8} \) (\( j = 5, \ldots, 8 \)) and \( |\prod_{j=1}^{8} t_j| < |pq| \) (which defines a non-empty open subset of parameters of \( \{ t \in \mathbb{C} \mid \prod_{j=1}^{8} t_j = p^2 q^2 \} \) since \( |p|, |q| < 1 \)). For these special values of the parameters we consider the double integrand

\[
\int_{T^2} \prod_{j=1}^{8} \frac{\Gamma_e(t_j z^{\pm 1}; p, q) \Gamma_e(s z^{\pm 1} z^{\pm 1}; p, q) \prod_{j=5}^{8} \Gamma_e(t_j s^{-1} x^{\pm 1})}{\Gamma_e(z^{\pm 2}, x^{\pm 2}; p, q)} \frac{dz \, dx}{2\pi i z \, 2\pi i x},
\]

where \( s \) is chosen to balance both the \( z \) as the \( x \) integral, so \( s^2 \prod_{j=1}^{8} t_j = pq = s^{-2} \prod_{j=5}^{8} t_j \). By the additional parameter restraints we have \( |s| < 1 \) and \( |t_j| < |s| \) for \( j = 5, \ldots, 8 \), hence the integration contour \( T \) separates the downward pole sequences of the integrand from the upward ones for both integration variables. Using the elliptic beta integral \( \Pi_{BC}^2 \) to integrate this double integral either first over the variable \( z \), or first over the variable \( x \), now yields (3.3). Analytic continuation then implies the identity (3.3) as meromorphic functions on \( \mathbb{H}_{pq} \).

An interesting equation for \( S_e(t) \) arises from Theorem 5.2 by considering the action of the longest element \( v \) of \( W(E_7) \), using its decomposition

\[
v = s_{45} s_{36} s_{48} s_{37} s_{46} s_{12} w s_{37} s_{48} w s_{35} s_{46} w
\]
as products of permutations and $w$.

**Corollary 3.3.** We have

\[(3.5)\]

\[S_e(t; p, q) = S_e(vt; p, q) \prod_{1 \leq j < k \leq 8} \Gamma_e(t_j t_k; p, q)\]

as meromorphic functions in $t \in \mathcal{H}_{pq}$.

**Remark 3.4.** Corollary 3.3 is the special case $n = m = 1$ of [21 Thm. 3.1], see also [33 §5, (iii)] for a proof close to our present derivation.

### 3.3. Contiguous relations.

For sake of completeness we recall here Spiridonov’s [33 §6] derivation of certain contiguous relations eq. difference equations for the elliptic hypergeometric function $S_e(t)$ (most notably, Spiridonov’s elliptic hypergeometric equation). The starting point is the fundamental theta function identity [5, Exercise 2.16],

\[(3.6)\]

\[\frac{1}{y} \theta(ux^{1+}, yz^{1+}; p) + \frac{1}{z} \theta(uy^{1+}, zx^{1+}; p) + \frac{1}{x} \theta(ux^{1-}, xy^{1+}; p) = 0,\]

which holds for arbitrary $u, x, y, z \in \mathbb{C}^\times$. For the $W_a(E_7)$-action on $\mathcal{H}_{pq}$ we take in this subsection $\tau_{ij} = \tau_{ij}^{-\log(q)}$, which multiplies $t_i$ by $q$ and divides $t_j$ by $q$. Note that the $q$-difference operators $\tau_{ij}$ are already well defined on \( \{ t \in \mathbb{C}^8 \mid \prod_{j=1}^8 t_j = p^2 q^2 \} \).

Using the difference equation \( \text{(3.1)} \) of the elliptic gamma function and using \( \text{Corollary 3.3} \), we have

\[\frac{\theta(q^{-1} t_6 t_7^{\pm 1}; p)}{\theta(t_6 t_7^{\pm 1}; p)} I_e(\tau_{68} t; z) + (t_6 \leftrightarrow t_7) = I_e(t; z),\]

where $(t_6 \leftrightarrow t_7)$ means the same term with $t_6$ and $t_7$ interchanged. For generic $t \in \mathbb{C}^8$ with $\prod_{j=1}^8 t_j = p^2 q^2$ we integrate this equality over $z \in \mathbb{C}$, with $\mathbb{C}$ a deformation of $\mathbb{T}$ which separates the upward and downward pole sequences of all three integrands at the same time. We obtain

\[(3.7)\]

\[\frac{\theta(q^{-1} t_6 t_7^{\pm 1}; p)}{\theta(t_6 t_7^{\pm 1}; p)} S_e(\tau_{68} t) + (t_6 \leftrightarrow t_7) = S_e(t)\]

as meromorphic functions in $t \in \mathcal{H}_{pq}$. This equation is also the $n = 1$ instance of [22 Thm. 3.1]. Note that in both terms on the left hand side the same parameter $t_8$ is divided by $q$, while two different parameters $(t_6$ and $t_7$) are multiplied by $q$. We can obtain a different equation (i.e. not obtainable by applying an $S_8$ symmetry to \( \text{Corollary 3.3} \)) by substituting the parameters $vt$ in \( \text{Corollary 3.3} \), where $v \in W(E_7)$ is the longest Weyl group element, and by using \( \text{Corollary 3.3} \). The crux is that $\tau_{68} vt = v \tau_{68} t$. We obtain

\[(3.8)\]

\[\frac{\theta(t_7/q t_6; p)}{\theta(t_7/t_6; p)} \prod_{j=1}^5 \theta(t_j t_6/q; p) S_e(\tau_{68} q) + (t_6 \leftrightarrow t_7) = \prod_{j=1}^5 \theta(t_j t_6; p) S_e(t)\]

for $t \in \mathcal{H}_{pq}$. We arrive at Spiridonov’s [33 §6] elliptic hypergeometric equation for $S_e(t)$.

**Theorem 3.5** [31]. We have

\[(3.9)\]

\[A(t) S_e(\tau_{78} t; p, q) + (t_7 \leftrightarrow t_8) = B(t) S_e(t; p, q)\]

as meromorphic functions in $t \in \mathcal{H}_{pq}$, where $A$ and $B$ are defined by

\[A(t) = \frac{1}{t_8 \theta(t_7/q t_6, t_8/t_7; p)} \prod_{j=1}^6 \theta(t_j t_7/q; p)\]

\[B(t) = \frac{\theta(t_7 t_8; p)}{t_6 \theta(t_7/q t_6, t_8/q t_6; p)} \prod_{j=1}^5 \theta(t_j t_6/p) - \frac{\theta(t_6 t_8; p)}{t_8 \theta(t_7/q t_6, t_7/q t_8, t_8/t_7; p)} \prod_{j=1}^5 \theta(t_j t_7/q; p)\]

\[\quad - \frac{\theta(t_6 t_7, t_8 t_7; p)}{t_6 \theta(t_7/t_8, t_8/q t_6, t_8/q t_7; p)} \prod_{j=1}^5 \theta(t_j t_8/q; p).\]
Remark 3.6. Note that $B$ has an $S_6$-symmetry in $(t_1, t_2, \ldots, t_6)$ even though it is not directly apparent from its explicit representation.

Proof. This follows by taking an appropriate combination of three contiguous relations for $S_c(t)$. Specifically, the three contiguous relations are (4.1) and (4.2) with $t_6$ and $t_8$ interchanged, and (4.1) with $t_7$ and $t_8$ interchanged. \hfill $\square$

By combining contiguous relations for $S_c(t)$ and exploring the $W(E_7)$-symmetry of $S_c(t)$, one can obtain various other contiguous relations involving $S_c(\tau, t)$, $S_c(\tau, u)$, and $S_c(\tau, t)$ for suitable root lattice vectors $x, y, z \in L$. A detailed analysis of such procedures is undertaken for three term transformation formulas on the trigonometric setting by Lievens and Van der Jeugt [15] (see also Section 3).

Remark 3.7. Interchanging the role of the bases $p$ and $q$ and using the symmetry of $S_c(t; p, q)$ in $p$ and $q$, we obtain contiguous relations for $S_c(t; p, q)$ with respect to multiplicative $p$-shifts in the parameters.

4. Hyperbolic hypergeometric integrals

4.1. The hyperbolic gamma function. We fix throughout this section $\omega_1, \omega_2 \in \mathbb{C}$ satisfying $\Re(\omega_1), \Re(\omega_2) > 0$, and we write

$$\omega = \frac{\omega_1 + \omega_2}{2}.$$ 

Ruijsenaars' [24] hyperbolic gamma function [24] is defined by

$$G(z; \omega_1, \omega_2) = \exp \left( i \int_0^\infty \left( \frac{\sin(2zt)}{2 \sin(\omega_1 t) \sinh(\omega_2 t)} - \frac{z}{\omega_1 \omega_2 t} \right) dt \right)$$

for $z \in \mathbb{C}$ satisfying $|\Im(z)| < \Re(\omega)$. There exists a unique meromorphic extension of $G(\omega_1, \omega_2; z)$ to $z \in \mathbb{C}$ satisfying

$$G(z; \omega_1, \omega_2) = G(z; \omega_2, \omega_1),$$

$$G(z; \omega_1, \omega_2) = G(-z; \omega_1, \omega_2)^{-1},$$

$$G(z + i\omega_1; \omega_1, \omega_2) = -2i s((z + i\omega)/\omega_2) G(z; \omega_1, \omega_2),$$

where we use the shorthand notation $s(z) = \sinh(\pi z)$. In this section we will omit the $\omega_1, \omega_2$ dependence of $G$ if no confusion is possible, and we formulate all results only with respect to $i\omega_1$-shifts. We use similar notations for products of hyperbolic gamma functions as for $q$-shifted factorials and elliptic gamma functions, e.g.

$$G(z_1, \ldots, z_n; \omega_1, \omega_2) = \prod_{j=1}^n G(z_j; \omega_1, \omega_2).$$

The hyperbolic gamma function $G$ is a degeneration of the elliptic gamma function $\Gamma_e$.

$$\lim_{r \to 0} \Gamma_e \left( \exp(2\pi i r z); \exp(-2\pi i \omega_1 r), \exp(-2\pi i \omega_2 r) \right) \exp \left( \frac{\pi(z - i\omega)}{6ir\omega_1\omega_2} \right) = G(z - i\omega; \omega_1, \omega_2)$$

for $\omega_1, \omega_2 > 0$, see [24] Prop. III.12].

In this section we call a sequence of points a downward (respectively upward) sequence of points if it is of the form $a + i\mathbb{Z}_{\leq 0}\omega_1 + i\mathbb{Z}_{\leq 0}\omega_2$ (respectively $a + i\mathbb{Z}_{\geq 0}\omega_1 + i\mathbb{Z}_{\geq 0}\omega_2$) for some $a \in \mathbb{C}$. Observe that the hyperbolic gamma function $G(\omega_1, \omega_2; z)$, viewed as meromorphic function in $z \in \mathbb{C}$, has poles at the downward sequence $-i\omega + i\mathbb{Z}_{\leq 0}\omega_1 + i\mathbb{Z}_{\leq 0}\omega_2$ of points and has zeros at the upward sequence $i\omega + i\mathbb{Z}_{\geq 0}\omega_1 + i\mathbb{Z}_{\geq 0}\omega_2$ of points. The pole of $G(z; \omega_1, \omega_2)$ at $z = -i\omega$ is simple and

$$\text{Res}_{z=-i\omega} \left( G(z; \omega_1, \omega_2) \right) = \frac{i}{2\pi} \sqrt{\omega_1\omega_2}.$$ 

All contours in this section will be chosen as deformations of the real line $\mathbb{R}$ separating the upward pole sequences of the integrand from the downward ones.
We will also need to know the asymptotic behavior of $G(z)$ as $\Re(z) \to \pm\infty$ (uniformly for $\Im(z)$ in compacta of $\mathbb{R}$). For our purposes it is sufficient to know that for any $a, b \in \mathbb{C}$ we have
\begin{equation}
\lim_{\Re(z) \to \infty} \frac{G(z - a; \omega_1, \omega_2)}{G(z - b; \omega_1, \omega_2)} \exp\left(\frac{\pi i z}{\omega_1 \omega_2} (b - a)\right) = \exp\left(\frac{\pi i}{2 \omega_1 \omega_2} (b^2 - a^2)\right),
\end{equation}
where the corresponding $o(\Re(z))$-tail as $\Re(z) \to \infty$ can be estimated uniformly for $\Im(z)$ in compacta of $\mathbb{R}$, and that for periods satisfying $\omega_1 \omega_2 \in \mathbb{R}_{>0}$,
\begin{equation}
|G(u + x; \omega_1, \omega_2)| \leq M \exp\left(\pi \Im\left(\frac{u}{\omega_1 \omega_2}\right)|x|\right), \quad \forall x \in \mathbb{R}
\end{equation}
for some constant $M > 0$, provided that the line $u + \mathbb{R}$ does not hit a pole of $G$. See [24, Appendix A] for details and for more precise asymptotic estimates.

4.2. Symmetries of the hyperbolic hypergeometric function. The univariate hyperbolic beta integral [24] is
\begin{equation}
\int \frac{G(i\omega \pm 2z; \omega_1, \omega_2)}{\prod_{j=1}^6 G(u_j \pm z; \omega_1, \omega_2)} dz = 2\sqrt{\omega_1 \omega_2} \prod_{1 \leq j < k \leq 6} G(i\omega - u_j - u_k; \omega_1, \omega_2)
\end{equation}
for generic $u_1, \ldots, u_6 \in \mathbb{C}$ satisfying the additive balancing condition $\sum_{j=1}^6 u_j = 4i\omega$. Note that this integral converges since the asymptotic behaviour of the integrand at $z = \pm\infty$ is $O(\exp(-4\pi z|z/\omega_1 \omega_2|))$ in view of (4.3).

We define now the integrand of the hyperbolic hypergeometric function $I_h(u; z) = I_h(u; z; \omega_1, \omega_2)$ by
\begin{equation}
I_h(u; z; \omega_1, \omega_2) = \frac{G(i\omega \pm 2z; \omega_1, \omega_2)}{\prod_{j=1}^6 G(u_j \pm z; \omega_1, \omega_2)}
\end{equation}
for parameters $u \in \mathbb{C}^6$. The hyperbolic hypergeometric function $S_h(u) = S_h(u; \omega_1, \omega_2)$ is defined by
\begin{equation}
S_h(u; \omega_1, \omega_2) = \int_\mathbb{C} I_h(u; z; \omega_1, \omega_2) dz
\end{equation}
for generic parameters $u \in \mathcal{G}_{2i\omega}$ (see Section 2 for the definition of $\mathcal{G}_{2i\omega}$). The asymptotic behaviour of $I_h(u; z)$ at $z = \pm\infty$ is again $O(\exp(-4\pi z|z/\omega_1 \omega_2|))$, so the integral absolutely converges.

It follows from (4.2) and the analytic difference equations for the hyperbolic gamma function that $S_h(u)$ has a unique meromorphic extension to $u \in \mathcal{G}_{2i\omega}$ of the analysis for the elliptic hypergeometric function $S_t(t)$. We thus can and will view $S_h(u)$ as a meromorphic function in $u \in \mathcal{G}_{2i\omega}$.

Note furthermore that the real line can be chosen as integration contour in the definition of $S_h(u)$ if $u \in \mathcal{G}_{2i\omega}$ satisfies $\Im(u_j - i\omega) < 0$ for all $j$. The hyperbolic hypergeometric function $S_h(u)$ ($u \in \mathcal{G}_{2i\omega}$) coincides with Spiridonov’s [33, §5] hyperbolic analogue $s(t)$ of the Gauss hypergeometric function.

Using (4.1) and the integral equation of $G$, we can obtain the hyperbolic hypergeometric function $S_h(vu; \omega_1, \omega_2) = S_h(i\omega - u_1, \ldots, i\omega - u_6; \omega_1, \omega_2)$ ($u \in \mathcal{G}_{2i\omega}$) formally as the degeneration $r \downarrow 0$ of the elliptic hypergeometric function $S_t(t; p, q)$ with $p = \exp(-2\pi \omega_1 r)$, $q = \exp(-2\pi \omega_2 r)$ and $t = \psi_{2i\omega}(2\pi iru) \in \mathcal{H}_{\exp(-4\pi ru)} = \mathcal{H}_{pq}$. This degeneration, which turns out to preserve the $W(E_7)$-symmetry (see below), can be proven rigorously, see [24]. This entails in particular a derivation of the hyperbolic beta integral [4.3] as rigorous degeneration of the elliptic beta integral [4.2] (see [37, §5.4] for the formal analysis).

Next we give the explicit $W(E_7)$ symmetries of $S_h(u)$ in terms of the $W(E_7)$ action on $u \in \mathcal{G}_{2i\omega}$ from Section 2.

**Theorem 4.1.** The hyperbolic hypergeometric function $S_h(u)$ ($u \in \mathcal{G}_{2i\omega}$) is invariant under permutations of $(u_1, \ldots, u_6)$ and it satisfies
\begin{equation}
S_h(u; \omega_1, \omega_2) = S_h(uu; \omega_1, \omega_2) \prod_{1 \leq j < k \leq 4} G(i\omega - u_j - u_k; \omega_1, \omega_2) \prod_{5 \leq j < k \leq 8} G(i\omega - u_j - u_k; \omega_1, \omega_2)
\end{equation}
as meromorphic functions in $u \in \mathcal{G}_{2i\omega}$.
Proof. The proof is analogous to the proof in the elliptic case (Theorem 4.2). For the $w$-symmetry we consider for suitable $u \in \mathcal{G}_{2i\omega}$ the double integral

$$\int_{\mathbb{R}^2} \frac{G(i\omega \pm 2z, i\omega \pm 2x)}{\prod_{j=1}^{8} G(u_j \pm z)G(i\omega + s \pm x \pm z) \prod_{k=5}^{8} G(u_k - s \pm x)} dz dx$$

with $s = i\omega - \frac{1}{2}(u_1 + u_2 + u_3 + u_4) = -i\omega + \frac{1}{2}(u_5 + u_6 + u_7 + u_8)$. We impose the conditions $\mathfrak{R}(s) < 0$ and

$$\mathfrak{R}(u_j - i\omega) < 0 \quad (j = 1, \ldots, 4), \quad \mathfrak{R}(u_k - i\omega) < \mathfrak{R}(s) \quad (k = 5, \ldots, 8)$$

on $u \in \mathcal{G}_{2i\omega}$ to ensure that the upward and downward pole sequences of the integrand of the double integral are separated by $\mathbb{R}$. Next we show that the parameter restraints

$$-\mathfrak{R}\left(\frac{\omega}{\omega_1 \omega_2}\right) < \mathfrak{R}\left(\frac{s}{\omega_1 \omega_2}\right) < 0$$

on $u \in \mathcal{G}_{2i\omega}$ suffice to ensure absolute convergence of the double integral. Using the reflection equation and asymptotics (4.3) of $G$ we obtain the estimate

$$\frac{1}{|G(i\omega + s \pm x \pm z)|} \leq M \exp\left(-2\pi\mathfrak{R}\left(\frac{s + i\omega}{\omega_1 \omega_2}\right)(|z + x| + |z - x|)\right), \quad \forall (x, z) \in \mathbb{R}^2$$

for some constant $M > 0$. It follows that the factor $G(i\omega + s \pm x \pm z)^{-1}$ of the integrand is absolutely and uniformly bounded if $\mathfrak{R}\left((i\omega + s)/\omega_1 \omega_2\right) \geq 0$, i.e. if $\mathfrak{R}(s/\omega_1 \omega_2) \geq -\mathfrak{R}(\omega/\omega_1 \omega_2)$ (observe that $\mathfrak{R}(\omega_1 \omega_2) > 0$ due to the imposed conditions $\mathfrak{R}(\omega_j) > 0$ on the periods $\omega_j$ ($j = 1, 2$)).

The asymptotic behaviour of the remaining factors of the integrand (which breaks up in factors only depending on $x$ or on $z$) can easily be determined by (4.3), leading finally to the parameter restrictions (4.5) for the absolute convergence of the double integral.

It is easy to verify that the parameter subset of $\mathcal{G}_{2i\omega}$ defined by the additional restraints $\mathfrak{R}(s) < 0$, (4.6) and (4.7) is non-empty (by e.g. constructing parameters with small associated balancing parameter $s$). Using Fubini’s Theorem and the hyperbolic beta integral (4.3), we now reduce the double integral to a single integral by either evaluating the integral over $x$, or by evaluating the integral over $z$. Using furthermore that

$$wu = (u_1 + s, u_2 + s, u_3 + s, u_4 + s, u_5 - s, u_6 - s, u_7 - s, u_8 - s)$$

for $u \in \mathcal{G}_{2i\omega}$, it follows that the resulting identity is the desired $w$-symmetry of $S_h$ for the restricted parameter domain. Analytic continuation now completes the proof. □

The symmetry of $S_h(u)$ ($u \in \mathcal{G}_{2i\omega}$) with respect to the action of the longest Weyl group element $v \in W(E_7)$ is as follows.

**Corollary 4.2.** The hyperbolic hypergeometric function $S_h$ satisfies

$$S_h(u; \omega_1, \omega_2) = S_h(vu; \omega_1, \omega_2) \prod_{1 \leq j < k \leq 8} G(i\omega - u_j - u_k; \omega_1, \omega_2)$$

as meromorphic functions in $u \in \mathcal{G}_{2i\omega}$.

**Proof.** This follows from Theorem 4.1 and (4.3). □

4.3. **Contiguous relations.** Contiguous relations for the hyperbolic hypergeometric function $S_h$ can be derived in exactly the same manner as we did for the elliptic hypergeometric function $S_e$ (see Section 4.3 and [33, §6]). We therefore only indicate the main steps. Using the $p = 0$ case of (4.6) we have

$$s(x \pm y)s(y \pm z) + s(x \pm y)s(z \pm v) + s(x \pm z)s(v \pm y) = 0,$$

where $s(x \pm v) = s(x + v)s(x - v)$. In this subsection we write $\tau_{jk} = \tau_{jk}^{\omega_1}$ ($1 \leq j \neq k \leq 8$), which acts on $u \in \mathcal{G}_{2i\omega}$ by subtracting $i\omega_1$ from $u_j$ and adding $i\omega_1$ to $u_k$. We now obtain in analogy to the elliptic case the difference equation

$$\frac{s((u_8 + i\omega \pm (u_7 - i\omega))/\omega_2)}{s((u_6 - i\omega \pm (u_7 - i\omega))/\omega_2)} S_h(\tau_{68} u) + (u_6 \leftrightarrow u_7) = S_h(u)$$

on $u \in \mathcal{G}_{2i\omega}$.
as meromorphic functions in $u \in \mathcal{G}_{2i\omega}$. Using \eqref{eq:4.8} we subsequently obtain
\[
\frac{s((u_7 - u_8 + 2i\omega)/\omega_2)}{s((u_7 - u_6)/\omega_2)} \prod_{j=1}^{5} s((u_j + u_6 - 2i\omega)/\omega_2) s_b(\tau_{86}u) + (u_6 \leftrightarrow u_7) = \prod_{j=1}^{5} s((u_j + u_8 - 2i\omega)/\omega_2) s_b(u)
\]
as meromorphic functions in $u \in \mathcal{G}_{2i\omega}$. Combining these contiguous relations and simplifying we obtain
\[
A(u) S_b(\tau_{87}u) - (u_7 \leftrightarrow u_8) = B(u) S_b(u), \quad u \in \mathcal{G}_{2i\omega},
\]
where
\[
A(u) = s((2i\omega - u_7 + u_8)/\omega_2) \prod_{j=1}^{6} s((u_j + u_7)/\omega_2),
\]
\[
B(u) = \frac{s((u_8 \pm u_7)/\omega_2) s((2i\omega + u_8 - u_7)/\omega_2) s((2i\omega + u_8 + u_7)/\omega_2)}{s((2i\omega + u_8 - u_6)/\omega_2) s((2i\omega + u_7 - u_6)/\omega_2)} \prod_{j=1}^{5} s((-2i\omega + u_j + u_6)/\omega_2)
\]
\[
- \frac{s((2i\omega - u_8 + u_7)/\omega_2) s((u_7 - u_6)/\omega_2) s((-2i\omega + u_6 + u_7)/\omega_2)}{s((2i\omega + u_8 - u_6)/\omega_2)} \prod_{j=1}^{5} s((u_j + u_8)/\omega_2)
\]
\[
+ \frac{s((2i\omega + u_8 - u_7)/\omega_2) s((u_8 - u_6)/\omega_2) s((-2i\omega + u_6 + u_8)/\omega_2)}{s((2i\omega + u_7 - u_6)/\omega_2)} \prod_{j=1}^{5} s((u_j + u_7)/\omega_2).
\]

This leads to the following theorem.

**Theorem 4.3.** We have
\[
A(u)(S_b(\tau_{87}u) - S_b(u)) - (u_7 \leftrightarrow u_8) = B_2(u) S_b(u)
\]
as meromorphic functions in $u \in \mathcal{G}_{2i\omega}$, where $A(u)$ is as above and with $B_2(u)$ defined by
\[
B_2(u) = \frac{s((u_7 \pm u_8)/\omega_2) s((u_7 - u_8 \pm 2i\omega)/\omega_2)}{4} \left( \sum_{j=7}^{8} s((2i\omega + u_j)/\omega_2) - \sum_{j=1}^{6} s((2i\omega - u_j)/\omega_2) \right).
\]

**Proof.** It follows from \eqref{eq:4.9} that \eqref{eq:4.10} holds with $B_2(u) = B(u) - A(u) - A(\tau_{87}u)$. The alternative expression \eqref{eq:4.11} for $B_2$ was obtained by Mathematica. Observe though that part of the zero locus of $B_2(u)$ ($u \in \mathcal{G}_{2i\omega}$) can be predicted in advance. Indeed, the left hand side of \eqref{eq:4.10} vanishes if $u_7 = u_8$ (both terms then cancel each other), and it vanishes if $u_7 = u_8 \pm i\omega$ (one term vanishes due to a $s$-factor, while the other term vanishes since either $S_b(\tau_{87}u) = S_b(u)$ or $S_b(\tau_{87}u) = S_b(u)$). The zero of $B_2(u)$ at $u_7 = -u_8$ can be predicted from the fact that all hyperbolic hypergeometric functions $S_b$ in \eqref{eq:4.10} can be evaluated for $u_7 = -u_8$ using the hyperbolic beta integral \eqref{eq:4.16}.

4.4. **The degeneration to the hyperbolic Barnes integral.** In this subsection we degenerate the hyperbolic hypergeometric function $S_b(u)$ ($u \in \mathcal{G}_{2i\omega}$) along the highest root $\beta_{1278}$ of $R(E_7)$ with respect to the basis $\Delta_2$ of $R(E_7)$ (see \cite{24} for the associated Dynkin diagram). The resulting degenerate integral $B_b(u)$ thus inherits symmetries with respect to the standard maximal parabolic subgroup
\[
W_2(D_6) := W(E_7)_{\beta_{1278}} \subset W(E_7),
\]
which is isomorphic to the Weyl group of type $D_6$ and is generated by the simple reflections $s_\alpha$ ($\alpha \in \Delta_2 \setminus \{\alpha_{23}^\pm\}$). The corresponding Dynkin diagram is
\[
\begin{array}{cccccccccc}
\alpha_{87}^- & \alpha_{18}^- & \beta_{0678}^- & \alpha_{45}^- & \alpha_{34}^- & \alpha_{23}^- & \alpha_{56}^- \\
\end{array}
\]
Concretely, for generic parameters \( u \in \mathcal{G}_{2\omega} \) we define \( B_h(u) = B_h(u; \omega_1, \omega_2) \) by

\[
B_h(u; \omega_1, \omega_2) = 2 \int \frac{\prod_{j=3}^6 \Gamma(z - u_j; \omega_1, \omega_2)}{\prod_{j=1,2,7,8} \Gamma(z + u_j; \omega_1, \omega_2)} \, dz.
\]

This integral converges absolutely since the asymptotic behaviour of the integrand at \( z = \pm \infty \) is \( \exp(-4\pi \omega |z|/\omega_1 \omega_2) \). We may take the real line as integration contour if \( u \in \mathcal{G}_{2\omega} \) satisfies \( \Im(u_j - i \omega) < 0 \) for all \( j \). Observe that the integral \( B_h(u) \) has a unique meromorphic extension to \( u \in \mathcal{G}_{2\omega} \). We call \( B_h(u) \) the hyperbolic Barnes integral since it is essentially Ruijsenaars’ hyperbolic generalization of the Barnes integral representation of the Gauss hypergeometric function, see Subsection 4.4.

Remark 4.4. The parameter space of the hyperbolic Barnes integral \( B_h \) is in fact the quotient space \( \mathcal{G}_{2\omega}/\mathbb{C} \beta_{1278} \). Indeed, for \( \xi \in \mathbb{C} \) we have

\[ B_h(u + \xi \beta_{1278}) = B_h(u) \]

as meromorphic functions in \( u \in \mathcal{G}_{2\omega} \), which follows by an easy application of (4.3) and Cauchy’s Theorem.

Proposition 4.5. For \( u \in \mathcal{G}_{2\omega} \) satisfying \( \Im(u_j - i \omega) < 0 \) (\( j = 1, \ldots, 8 \)) we have

\[
\lim_{r \to \infty} S_h(u - r \beta_{1278}) \exp\left(\frac{2\pi r \omega}{\omega_1 \omega_2}\right) \exp\left(\frac{\pi i}{2 \omega_1 \omega_2} \left( \sum_{j=1,2,7,8} u_j^2 - \sum_{j=3}^6 u_j^2 \right)\right) = B_h(u).
\]

Proof. The conditions on the parameters \( u \in \mathcal{G}_{2\omega} \) allows us to choose the real line as integration contour in the integral expression of \( S_h(u - r \beta_{1278}) \) (\( r \in \mathbb{R} \)) as well as in the integral expression of \( B_h(u) \). Using that the integrand \( I_h(u; z) \) of \( S_h(u) \) is even in \( x \), using the reflection equation for the hyperbolic gamma function, and by a change of integration variable, we have

\[
S_h(u - r \beta_{1278}) e^{2 \pi z/\omega} = e^{2 \pi z/\omega} \int_{-\infty}^{\infty} \frac{G(i \omega + 2z)}{\prod_{j=1,2,7,8} \Gamma(u_j - \frac{\omega_1}{2} \pm z) \prod_{j=3}^6 \Gamma(u_j + \frac{\omega_1}{2} \pm z)} \, dz
\]

\[
= 2 e^{2 \pi z/\omega} \int_0^\infty \frac{G(i \omega + 2z)}{\prod_{j=1,2,7,8} \Gamma(u_j - \frac{\omega_1}{2} \pm z) \prod_{j=3}^6 \Gamma(u_j + \frac{\omega_1}{2} \pm z)} \, dz
\]

\[
= 2 \int_{-\frac{z}{2}}^{\infty} k_1(2z + r) k_2(z + r) L(z) \, dz,
\]

where

\[
L(z) = \frac{\prod_{j=3}^6 \Gamma(z - u_j)}{\prod_{j=1,2,7,8} \Gamma(z + u_j)},
\]

\[
k_1(z) = \frac{G(z + i \omega)}{G(z - i \omega)} e^{-\frac{2 \pi z}{\omega}} = (1 - e^{-2\pi z/\omega})(1 - e^{-2\pi z/\omega^2}),
\]

\[
k_2(z) = \frac{\prod_{j=1,2,7,8} \Gamma(z - u_j)}{\prod_{j=3}^6 \Gamma(z + u_j)} e^{2 \pi z/\omega}.
\]

Here the second expression of \( k_1 \) follows from the analytic difference equations satisfied by \( G \). The pointwise limits of \( k_1 \) and \( k_2 \) are

\[
\lim_{z \to -\infty} k_1(z) = 1 \quad \lim_{z \to \infty} k_2(z) = e^{2 \pi z/\omega} (\sum_{j=3}^6 u_j^2 - \sum_{j=1,2,7,8} u_j^2).
\]

Moreover, observe that \( k_1(z) \) is uniformly bounded for \( z \in \mathbb{R}_{\geq 0} \) by 4 and that \( k_2(z) \), being a continuous function on \( \mathbb{R}_{\geq 0} \) with finite limit at infinity, is also uniformly bounded for \( z \in \mathbb{R}_{\geq 0} \).
Denote by $\chi_{(-r/2,\infty)}(z)$ the indicator function of the interval $(-r/2, \infty)$. By Lebesgue's theorem of dominated convergence we now conclude that

$$\lim_{r \to \infty} S_h(u - r\beta_{1278}) e^{\frac{\pi i \omega}{\omega_{1/2}}} = 2 \lim_{r \to \infty} \int_{-\infty}^{\infty} k_1(2z + r)k_2(z + r)L(z)dz$$

$$= 2 \int_{-\infty}^{\infty} \lim_{r \to \infty} \chi_{(-r/2,\infty)}(z)k_1(2z + r)k_2(z + r)L(z)dz$$

$$= 2e^{\frac{\pi i \omega}{\omega_{1/2}}} (\sum_{j=3}^{6} u_j^2 - \sum_{j=1,2} u_j^2) \int_{-\infty}^{\infty} L(z)dz$$

$$= e^{\frac{\pi i \omega}{\omega_{1/2}}} (\sum_{j=3}^{6} u_j^2 - \sum_{j=1,2} u_j^2) B_h(u),$$

as desired. \hfill \Box

In the following corollary we use Proposition 4.6 to degenerate the hyperbolic beta integral 15. The resulting integral evaluation formula is an hyperbolic analogue of the nonterminating Saalschütz formula 5 (2.10.12), see Subsection 5.4.

**Corollary 4.6.** For generic $u \in \mathbb{C}^6$ satisfying $\sum_{j=1}^{6} u_j = 4i\omega$ we have

$$\int_{\mathcal{C}} \frac{G(z - u_4, z - u_5, z - u_6)}{G(z + u_1, z + u_2, z + u_3)} dz = \sqrt{\omega_{1/2}} \prod_{j=1}^{3} \prod_{k=4}^{6} G(i\omega - u_j - u_k).$$

**Proof.** Substitute the parameters $u' = (u_1, u_2, u_4, u_5, u_6, 0, u_3)$ in Proposition 4.6 with $u_j \in \mathbb{C}$ satisfying $\Im(u_j - i\omega) < 0$ and $\sum_{j=1}^{6} u_j = 4i\omega$. Then $B_h(u')$ is the left hand side of (4.12), multiplied by 2. On the other hand, by Proposition 4.6 and 4.5 we have

$$B_h(u') = \lim_{r \to \infty} S_h(u' - r\beta_{1278}) \exp \left( \frac{2\pi r \omega}{\omega_{1/2}} + \frac{\pi i}{\omega_{1/2}} \left( \sum_{j=1}^{3} u_j^2 - \sum_{j=4}^{6} u_j^2 \right) \right)$$

$$= 2\sqrt{\omega_{1/2}} \prod_{j=1}^{3} \prod_{k=4}^{6} G(i\omega - u_j - u_k)$$

$$\times \lim_{r \to \infty} \prod_{1 \leq j < k \leq 4} G(i\omega - u_j - u_k + r) \prod_{4 \leq j < k \leq 6} G(u_j + u_k - i\omega + r) \exp \left( \frac{2\pi r \omega}{\omega_{1/2}} + \frac{\pi i}{\omega_{1/2}} \left( \sum_{j=1}^{3} u_j^2 - \sum_{j=4}^{6} u_j^2 \right) \right)$$

$$= 2\sqrt{\omega_{1/2}} \prod_{j=1}^{3} \prod_{k=4}^{6} G(i\omega - u_j - u_k),$$

where the last equality follows from a straightforward but tedious computation using 4.5. The result for arbitrary generic parameters $u \in \mathbb{C}^6$ satisfying $\sum_{j=1}^{6} u_j = 4i\omega$ now follows by analytic continuation. \hfill \Box

Next we determine the explicit $W_2(D_6)$-symmetries of $B_h(u)$.

**Proposition 4.7.** The hyperbolic Barnes integral $B_h(u)$ ($u \in \mathcal{G}_{2i\omega}$) is invariant under permutations of $(u_1, u_2, u_7, u_8)$ and $(u_3, u_4, u_5, u_6)$ and it satisfies

$$B_h(u) = B_h(wu) \prod_{j=1,2} \prod_{k=3,4} G(i\omega - u_j - u_k) \prod_{j=5,6} \prod_{k=7,8} G(i\omega - u_j - u_k)$$

as meromorphic functions in $u \in \mathcal{G}_{2i\omega}$.

**Proof.** The permutations symmetry is trivial. The symmetry (4.13) can be proven by degenerating the corresponding symmetry of $S_h$, see Theorem 4.4. We prove here the $w$-symmetry by considering the double integral

$$\int_{\mathbb{R}^2} \frac{G(z - u_3, z - u_4, x - u_5 + s, x - u_6 + s, z - x - i\omega - s)}{G(z + u_1, z + u_2, x + u_7 - s, x + u_8 - s, z - x + i\omega + s)} dz dx$$
with \( s = i\omega - \frac{1}{2}(u_1 + u_2 + u_3 + u_4) = -i\omega + \frac{1}{2}(u_5 + u_6 + u_7 + u_8) \), where we impose on \( u \in \mathcal{G}_{2i\omega} \) the additional conditions

\[
-\Re\left(\frac{\omega}{\omega_1 \omega_2}\right) < \Im\left(\frac{s}{\omega_1 \omega_2}\right) < \Re\left(\frac{\omega}{\omega_1 \omega_2}\right)
\]

to ensure the absolute convergence of the double integral (this condition is milder than the corresponding condition \(4.17\) for \( S_h \) due to the missing factors \( G(i\omega \pm 2z, i\omega \pm 2x) \) in the numerator of the integrand), and the conditions \(4.16\) to ensure that the upward and downward pole sequences are separated by \( \Re \). Using Fubini’s Theorem and the hyperbolic beta integral \(4.12\), similarly as in the proof of Theorem \(4.1\) yields \(4.13\).

### 4.5. The degeneration to the hyperbolic Euler integral

In this subsection we degenerate the hyperbolic hypergeometric function \( S_h(u) \ (u \in \mathcal{G}_{2i\omega}) \) along the highest root \( \alpha_{78}^- \) of \( R(E_7) \) with respect to the basis \( \Delta_1 \) of \( R(E_7) \) (see \(2.3\) for the associated Dynkin diagram). The resulting degenerate integral \( E_h(u) \) thus inherits symmetries with respect to the standard maximal parabolic subgroup

\[
W_1(D_6) := W(E_7)_{\alpha_{78}^-} \subset W(E_7),
\]

which is isomorphic to the Weyl group of type \( D_6 \) and is generated by the simple reflections \( s_\alpha \) \((\alpha \in \Delta_1 \setminus \{\alpha_{76}\})\). The corresponding Dynkin diagram is

\[
\begin{array}{c}
\alpha_{21} & \alpha_{32} & \alpha_{43} & \alpha_{54} & \alpha_{65} & \alpha_{76} \\
\end{array}
\]

The assumptions on the parameters ensure that the integration contours in \( S_h \) and \( E_h \) are separated by \( \Re \). We call \( E_h(u) \) the hyperbolic beta integral since its trigonometric analogue is a natural generalization of the Euler integral representation of the Gauss hypergeometric function, see Subsection \(5.4\) and \([5, \S 6.3]\).

**Proposition 4.8.** For \( u \in \mathcal{G}_{2i\omega} \) satisfying \( \Im(u_j - i\omega) < 0 \ (j = 1, \ldots, 8) \), \( \Im((u_7 + u_8)/\omega_1 \omega_2) \geq 0 \) and \(4.15\), we have

\[
\lim_{r \to \infty} S_h(u - r\alpha_{78}^-) \exp\left(-\frac{\pi i}{\omega_1 \omega_2}(u_7 + u_8)(2r - u_7 + u_8)\right) = E_h(u_1, u_2, u_3, u_4, u_5, u_6).
\]

**Remark 4.9.** Proposition \(4.8\) is trivial when \( u_7 = -u_8 \) due to the reflection equation for \( G \). The resulting limit is the hyperbolic beta integral \(4.13\) (since the balancing condition reduces to \( \sum_{j=1}^{6} u_j = 4i\omega \)).

**Proof.** The assumptions on the parameters ensure that the integration contours in \( S_h \) and \( E_h \) can be chosen as the real line. We denote the integrand of the Euler integral by

\[
J(z) = \frac{G(i\omega \pm 2z)}{\prod_{j=1}^{6} G(u_j \pm z)}
\]
and we set
\[ H(z) = \frac{G(z - u_7)}{G(z + u_8)} \exp \left( -\frac{\pi i z}{\omega_1 \omega_2} (u_7 + u_8) \right). \]

This allows us to write
\[ I_h(u - r\alpha; z) \exp \left( \frac{2\pi i r}{\omega_1 \omega_2} (u_7 + u_8) \right) = J(z) H(r + z) H(r - z), \]

where (recall) \( I_h(u; z) \) is the integrand of the hyperbolic hypergeometric function \( S_h(u) \). Observe that \( H \) is a continuous function on \( \mathbb{R} \) satisfying
\[
\lim_{z \to \infty} H(z) = \exp \left( \frac{\pi i}{2\omega_1 \omega_2} (u_8^2 - u_7^2) \right),
\]
\[
\lim_{z \to -\infty} H(z) \exp \left( \frac{2\pi i z}{\omega_1 \omega_2} (u_7 + u_8) \right) = \exp \left( \frac{\pi i}{2\omega_1 \omega_2} (u_7^2 - u_8^2) \right)
\]
by (4.13) and by the reflection equation for the hyperbolic gamma function. Moreover, \( H \) is uniformly bounded on \( \mathbb{R} \) in view of the parameter condition \( \Im(u_7 + u_8/\omega_1 \omega_2) \geq 0 \) on the parameters, and we have
\[
\lim_{r \to \infty} H(r + z) H(r - z) = \exp \left( \frac{\pi i}{\omega_1 \omega_2} (u_8^2 - u_7^2) \right)
\]
for fixed \( z \in \mathbb{R} \).

By Lebesgue’s theorem of dominated convergence we conclude that
\[
\lim_{r \to \infty} S_h(u - r\alpha) \exp \left( -\frac{2\pi i r}{\omega_1 \omega_2} (u_7 + u_8) \right) = \lim_{r \to \infty} \int_{\mathbb{R}} J(z) H(r + z) H(r - z) dz
\]
\[
= \int_{\mathbb{R}} J(z) \lim_{r \to \infty} H(r + z) H(r - z) dz
\]
\[
= E_h(u_1, \ldots, u_6) \exp \left( \frac{\pi i}{\omega_1 \omega_2} (u_8^2 - u_7^2) \right),
\]
as desired. \( \square \)

As a corollary of Proposition 4.8 we obtain the hyperbolic beta integral of Askey-Wilson type, initially independently proved in [29] and in [37].

**Corollary 4.10.** For generic \( u = (u_1, u_2, u_3, u_4) \in \mathbb{C}^4 \) satisfying \( \Im \left( \frac{1}{\omega_1 \omega_2} \sum_{j=1}^4 u_j \right) > \Re \left( \frac{2\omega}{\omega_1 \omega_2} \right) \) we have
\[
(4.17) \quad \int_c \prod_{j=1}^4 G(u_j + z) dz = 2\sqrt{\omega_1 \omega_2} G(u_1 + u_2 + u_3 + u_4 - 3i\omega) \prod_{1 \leq j < k \leq 4} G(i\omega - u_j - u_k).
\]

**Proof.** Apply Proposition 4.8 under the additional condition \( u_5 = -u_6 \) on the associated parameters \( u \in \mathcal{G}_{2\omega} \). Using the reflection equation for the hyperbolic gamma function we see that the right hand side of (4.16) becomes the hyperbolic Askey-Wilson integral. On the other hand, \( S_h(u - r\alpha) \) can be evaluated by the hyperbolic beta integral (4.13), resulting in
\[
\int_c \prod_{j=1}^4 G(u_j + z) dz = 2\sqrt{\omega_1 \omega_2} G(i\omega - u_7 - u_8) \prod_{1 \leq j < k \leq 4} G(i\omega - u_j - u_k)
\]
\[
\times \lim_{r \to \infty} \exp \left( -\frac{\pi i}{\omega_1 \omega_2} (u_7 + u_8)(2r - u_7 + u_8) \right) \prod_{j=1}^4 \frac{G(i\omega - u_j - u_7 + r)}{G(-i\omega + u_j + u_8 + r)}
\]
\[
= 2\sqrt{\omega_1 \omega_2} G(u_1 + u_2 + u_3 + u_4 - 3i\omega) \prod_{1 \leq j < k \leq 4} G(i\omega - u_j - u_k),
\]
where we used the balancing condition on \( u \) and the asymptotics (4.13) of the hyperbolic gamma function to obtain the last equality. The additional parameter restrictions which we have imposed in order to be able to apply Proposition 4.8 can now be removed by analytic continuation. \( \square \)
Since both the Euler and Barnes integrals are limits of the hyperbolic hypergeometric function we can connect them according to the following theorem.

**Theorem 4.11.** We have

\begin{equation}
B_h(u) = E_h(u_2 - s, u_7 - s, u_8 - s, u_3 + s, u_4 + s, u_5 + s) \prod_{j=3}^{5} G(i\omega - u_1 - u_j) \prod_{j=2, 7, 8} G(i\omega - u_6 - u_j).
\end{equation}

as meromorphic functions in \( \{ u \in \mathcal{G}_{2i\omega} \mid \Im((u_1 + u_6)/\omega_1) < \Re(2\omega/\omega_1) \} \), where

\[ s = \frac{1}{2}(u_2 + u_6 + u_7 + u_8) - i\omega = i\omega - \frac{1}{2}(u_1 + u_3 + u_4 + u_5). \]

**Proof.** This theorem can be proved by degenerating a suitable \( E_7 \)-symmetry of \( S_h \) using Proposition 4.8 and Proposition 4.8. We prove the theorem here directly by analyzing the double integral

\[ \frac{1}{\sqrt{i\omega + \omega_2}} \int_{\mathbb{R}^2} \frac{G(i\omega \pm 2z) \prod_{j=3}^{5} G(x - u_j)}{G(i\omega + s + x \pm z)G(x + u_1) \prod_{j=2, 7, 8} G(u_j - s \pm z)} dxdz \]

for \( \Re(\omega_1), \Re(\omega_2) > 0, u \in \mathcal{G}_{2i\omega} \) and \( s = \frac{1}{2}(u_2 + u_6 + u_7 + u_8) - i\omega \), where we impose the additional parameter restraints \( \omega_1 \omega_2 \in \mathbb{R}_{>0} \) and

\[ |\Im(s)| < \Re(\omega), \quad \Im(u_6 + s) < 0 \]

to ensure absolute convergence of the double integral (which follows from a straightforward analysis of the integrand using (4.3) and (4.3), cf. the proof of Theorem 4.11), and

\[ \Im(s) < 0, \quad \Im(i\omega - u_j) > 0 \quad (j = 1, 3, 4, 5), \quad \Im(i\omega - u_k + s) > 0 \quad (k = 2, 7, 8) \]

to ensure pole sequence separation by the integration contours. Note that these parameter restraints imply the parameter condition \( \Im(u_1 + u_6) < 2\Re(\omega) \) needed for the hyperbolic Euler integral in the right hand side of (4.18) to be defined. Integrating the double integral first over \( z \) and using the integral evaluation formula (4.12) of Barnes type, we obtain an expression of the double integral as a multiple of \( E_h(u_2 - s, u_3 + s, u_4 + s, u_5 + s, u_7 - s, u_8 - s) \). Integrating first over \( z \) and using the hyperbolic Askey-Wilson integral (4.17), we obtain an expression of the double integral as a multiple of \( B_h(u) \). The resulting identity is (4.18) for a restricted parameter domain. Analytic continuation now completes the proof.

**Corollary 4.12.** The hyperbolic Euler integral \( E_h(u) \) has a unique meromorphic continuation to \( u \in \mathbb{C}^6 \) (which we also denote by \( E_h(u) \)).

From the degeneration from \( S_h \) to \( E_h \) (see Proposition 4.8) it is natural to interpret the parameter domain \( \mathbb{C}^6 \) as \( \mathcal{G}_{2i\omega}/\mathbb{C}\alpha_{78} \) via the bijection

\begin{equation}
\mathbb{C}^6 \ni u \mapsto (u_1, \ldots, u_6, 2i\omega - \sum_{j=1}^{6} u_j, 0) + \mathbb{C}\alpha_{78}.
\end{equation}

We use this identification to transfer the natural \( W_1(D_6) = W(E_7)_{\alpha_{78}} \)-action on \( \mathcal{G}_{2i\omega}/\mathbb{C}\alpha_{78} \) to the parameter space \( \mathbb{C}^6 \) of the hyperbolic Euler integral. It is generated by permutations of \( (u_1, \ldots, u_6) \) and by the action of \( w \in W_1(D_6) \), which is given explicitly by

\begin{equation}
w(u) = (u_1 + s, u_2 + s, u_3 + s, u_4 + s, u_5 - s, u_6 - s), \quad u \in \mathbb{C}^6,
\end{equation}

where \( s = i\omega - \frac{1}{2}(u_1 + u_2 + u_3 + u_4) \). An interesting feature of \( W_1(D_6) \)-symmetries of the hyperbolic Euler integral (to be derived in Corollary 4.13), is the fact that the nontrivial \( w \)-symmetry of \( E_h \) generalizes to the following explicit integral transformation for \( E_h \).

**Proposition 4.13.** For periods \( \omega_1, \omega_2 \in \mathbb{C} \) with \( \Re(\omega_1), \Re(\omega_2) > 0 \) and \( \omega_1 \omega_2 \in \mathbb{R}_{>0} \) and for parameters \( s \in \mathbb{C} \) and \( u = (u_1, \ldots, u_6) \in \mathbb{C}^6 \) satisfying

\begin{equation}
\Im\left(\frac{s}{\omega_1 \omega_2}\right) > -\Re\left(\frac{\omega}{\omega_1 \omega_2}\right), \quad \Im\left(\frac{u_1 + u_2 + u_3 + u_4}{\omega_1 \omega_2}\right), \Im\left(\frac{u_5 + u_6 - 2s}{\omega_1 \omega_2}\right) > \Re\left(\frac{2\omega}{\omega_1 \omega_2}\right)
\end{equation}
and
\[(4.22)\quad \Im(u_j - i\omega) < 0 \quad (j = 1, \ldots, 4), \quad \Im(u_k - i\omega) < \Im(s) < 0 \quad (k = 5, 6), \]
we have
\[(4.23)\quad \int_{\mathbb{R}} E_h(u_1, u_2, u_3, u_4, i\omega + s + x, i\omega + s - x) \frac{G(i\omega \pm 2x)}{G(u_5 - s \pm x, u_6 - s \pm x)} \, dx \]
\[= 2\sqrt{\omega_1 \omega_2} \frac{G(i\omega - u_5 - u_6 + 2s)}{G(i\omega - u_5 - u_6, i\omega + 2s)} E_h(u). \]

Proof. Observe that the requirement \(\omega_1 \omega_2 \notin \mathbb{R}_{>0}\) ensures the existence of parameters \(u \in \mathbb{C}^6\) and \(s \in \mathbb{C}\) satisfying the restraints (4.21) and (4.22). Furthermore, (4.21) ensures that
\[
\Im\left(\frac{1}{\omega_1 \omega_2} \left(\sum_{j=1}^{6} u_j\right)\right), \Im\left(\frac{1}{\omega_1 \omega_2} \left(\sum_{j=1}^{4} u_j + 2i\omega + 2s\right)\right) > \Re\left(\frac{2\omega}{\omega_1 \omega_2}\right),
\]
hence both hyperbolic Euler integrals in (4.23) are defined. We derive the integral transformation (4.23) by considering the double integral
\[
\int_{\mathbb{R}^2} \frac{G(i\omega \pm 2x, i\omega \pm 2x)}{G(i\omega + s \pm x \pm z) \prod_{j=1}^{6} G(u_j \pm z) \prod_{k=5}^{6} G(u_k - s \pm x)} \, dx \, dz,
\]
which absolutely converges by (4.21). Integrating the double integral first over \(x\) using the hyperbolic Askey-Wilson integral (4.17) yields the right hand side of (4.23). Integrating first over \(z\) results in the left hand side of (4.23).

Corollary 4.14. The hyperbolic Euler integral \(E_h(u)\) \((u \in \mathbb{C}^6)\) is symmetric in \((u_1, \ldots, u_6)\) and it satisfies
\[(4.24)\quad E_h(u) = E_h(\omega u)G(i\omega - u_5 - u_6)G(\sum_{j=1}^{6} u_j - 3i\omega) \prod_{1 \leq j < k \leq 4} G(i\omega - u_j - u_k)
\]
as meromorphic functions in \(u \in \mathbb{C}^6\).

Proof. The permutation symmetry is trivial. For (4.24) we apply Proposition 4.13 with \(s = i\omega - \frac{1}{2}(u_1 + u_2 + u_3 + u_4)\). The hyperbolic Euler integral in the left hand side of the integral transformation (4.23) can now be evaluated by the hyperbolic beta integral (4.5). The remaining integral is an explicit multiple of \(E_h(\omega u)\). The resulting identity yields (4.24) for a restricted parameter domain. Analytic continuation completes the proof.

Remark 4.15. The \(w\)-symmetry (4.24) of \(E_h\) can also be proved by degenerating the \(w\)-symmetry of \(S_h\), or by relating (4.24) to a \(W_2(D_6)\)-symmetry of \(B_h\) using Theorem 4.11.

The longest Weyl group element \(v_1 \in W_1(D_6)\) and the longest Weyl group element \(v \in W(E_7)\) have the same action on \(G_{2i\omega}/\mathbb{C}o_{7,8}\). Consequently, under the identification (4.19), \(v_1\) acts on \(\mathbb{C}^6\) by
\[
v_1(u) = (i\omega - u_1, \ldots, i\omega - u_6), \quad u \in \mathbb{C}^6.
\]

Corollary 4.16. The symmetry of the hyperbolic Euler integral \(E_h(u)\) with respect to the longest Weyl group element \(v_1 \in W_1(D_6)\) is
\[
E_h(u) = E_h(\omega v_1 u)G(-3i\omega + \sum_{j=1}^{6} u_j) \prod_{1 \leq j < k \leq 6} G(i\omega - u_j - u_k)
\]
as meromorphic functions in \(u \in \mathbb{C}^6\).

Proof. For parameters \(u \in G_{2i\omega}\) such that both \(u\) and \(v u\) satisfy the parameter restraints of Proposition 4.13 we degenerate the \(v\)-symmetry (4.13) of \(S_h\) using (4.16). Analytic continuation completes the proof.

The contiguous relations for \(S_h\) degenerate to the following contiguous relations for \(E_h\).
Lemma 4.17. We have
\[
\prod_{j=1}^{4} \frac{s((u_j + u_5)/\omega_2)}{s((u_5 - u_6 + 2i\omega)/\omega_2)} (E_h(\tau_{65}^\omega u) - E_h(u)) - (u_5 \leftrightarrow u_6) \\
= s((u_5 \pm u_6)/\omega_2)s((2i\omega - \sum_{j=1}^{6} u_j)/\omega_2)E_h(u)
\]
(4.25)
as meromorphic functions in \( u \in \mathbb{C}^6 \).

Proof. Use Proposition 4.18 to degenerate the contiguous relation (4.10) for the hyperbolic hypergeometric function \( S_h \) to \( E_h \). \qed

4.6. Ruijsenaars’ \( R \)-function. Motivated by the theory of quantum integrable, relativistic particle systems on the line, Ruijsenaars [26] introduced and studied a generalized hypergeometric \( R \)-function \( R \), which is essentially the hyperbolic Barnes integral \( R(u) \) with respect to a suitable reparametrization (and re-interpretation) of the parameters \( u \in \mathbb{C} \). The new parameters will be denoted by \((\gamma, x, \lambda) \in \mathbb{C}^6 \) with \( \gamma = (\gamma_1, \ldots, \gamma_4)^T \in \mathbb{C}^4 \), where \( x \) (respectively \( \lambda \)) is viewed as the geometric (respectively spectral) parameter, while the four parameters \( \gamma_j \) are viewed as coupling constants. As a consequence of the results derived in the previous subsections, we will re-derive many of the properties of the generalized hypergeometric \( R \)-function, and we obtain a new integral representation of \( R \) in terms of the hyperbolic Euler integral \( E_h \).

Set
\[
N(\gamma) = \prod_{j=1}^{3} G(i\gamma_0 + i\gamma_j + i\omega).
\]
Ruijsenaars’ [26] generalized hypergeometric function \( R(\gamma; x, \lambda; \omega_1 \omega_2) = R(\gamma, \lambda) \) is defined by
\[
R(\gamma; x, \lambda) = \frac{1}{2\sqrt{\omega_1 \omega_2}} \frac{N(\gamma)}{G(i\gamma_0 \pm x, i\gamma_0 \pm \lambda)} B_h(u)
\]
(4.26)where \( u \in \mathbb{C}^6 \) with
\[
u_1 = i\omega, \quad u_2 = i\omega + i\gamma_0 + i\gamma_1, \quad u_3 = -i\gamma_0 + x, \quad u_4 = -i\gamma_0 - x,
\]
(4.27)
\[
u_5 = -i\gamma_0 + \lambda, \quad u_6 = -i\gamma_0 - \lambda, \quad u_7 = i\omega + i\gamma_0 + i\gamma_2, \quad u_8 = i\omega + i\gamma_0 + i\gamma_3.
\]
Note that \( R(\gamma; x, \lambda; \omega_1 \omega_2) \) is invariant under permuting the role of the two periods \( \omega_1 \) and \( \omega_2 \). Observe furthermore that the map \((\gamma, x, \lambda) \to u + \mathbb{C}^6 \) defines a bijection \( \mathbb{C}^6 \to \mathbb{C}^6 \).

We define the dual parameters \( \check{\gamma} \) by
\[
\check{\gamma} = \frac{1}{2} \begin{pmatrix}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & -1 & -1 & 1
\end{pmatrix} \gamma.
\]
(4.28)
We will need the following auxiliary function
\[
c(\gamma; y) = \frac{1}{G(2y + i\omega)} \prod_{j=0}^{3} G(y - i\gamma_j).
\]

The following proposition was derived by different methods in [28].

Proposition 4.18. \( R \) is even in \( x \) and \( \lambda \) and self-dual, i.e.
\[
R(\gamma; x, \lambda) = R(\gamma; -x, \lambda) = R(\gamma; x, -\lambda) = R(\check{\gamma}; x, \lambda).
\]
Furthermore, for an element \( \sigma \in W(D_4) \), where \( W(D_4) \) is the Weyl-group of type \( D_4 \) acting on the parameters \( \gamma \) by permutations and even numbers of sign flips, we have
\[
\frac{R(\gamma; x, \lambda)}{c(\gamma; x)c(\check{\gamma}; \lambda)N(\gamma)} = \frac{R(\sigma\gamma; x, \lambda)}{c(\sigma\gamma; x)c(\check{\sigma\gamma}; \lambda)N(\sigma\gamma)}.
\]
Proof. These symmetries are all direct consequences of the $W_2(D_6)$-symmetries of the hyperbolic Barnes integral $B_h$ (see Proposition 4.17). Concretely, note that the $W_2(D_6)$-action on $\mathbb{C}^6 \cong \mathcal{G}_{2i\omega}/\mathbb{C}\beta_{1278}$ is given by

\[
\begin{align*}
s_{78}(\gamma, x, \lambda) &= (\gamma_0, \gamma_1, \gamma_3, \gamma_2, x, \lambda), \\
s_{18}(\gamma, x, \lambda) &= (-\gamma_3, \gamma_1, \gamma_2, -\gamma_0, x, \lambda), \\
w(\gamma, x, \lambda) &= (\gamma_1, \gamma_0, \gamma_2, \gamma_3, x, \lambda), \\
s_{45}(\gamma, x, \lambda) &= \frac{1}{2}(\gamma_0 + \gamma_1) + \frac{i}{2}(x + \lambda), \frac{1}{2}(\gamma_1 + \gamma_1) - \frac{i}{2}(x + \lambda), \frac{1}{2}(\gamma_1 + \gamma_2) - \frac{i}{2}(x + \lambda), \\
&\quad \frac{1}{2}(\gamma_3 + \gamma_3) - \frac{i}{2}(x + \lambda), \frac{i}{2}(\gamma_0 - \gamma_0) + \frac{1}{2}(x - \lambda), \frac{i}{2}(\gamma_0 - \gamma_0) + \frac{1}{2}(\lambda - x)), \\
s_{44}(\gamma, x, \lambda) &= (\gamma, -x, \lambda), \\
s_{56}(\gamma, x, \lambda) &= (\gamma, x, -\lambda).
\end{align*}
\]

The fact that $R(\gamma; x, \lambda)$ is even in $x$ and $\lambda$ follows now from the $s_{44} \in W_2(D_6)$ and $s_{56} \in W_2(D_6)$ symmetry of $B_h$, respectively (see Proposition 4.17). Similarly, the duality is obtained similarly from the action of $s_{35}s_{46}$ and using that $\gamma_0 + \gamma_i = \tilde{\gamma}_0 + \tilde{\gamma}_i$ ($i = 1, 2, 3$), while the $W(D_4)$-symmetry in $\gamma$ follows from considering the action of $s_{27} \in W_2(D_6)$ (which interchanges $\gamma_1 \leftrightarrow \gamma_2$), $s_{78}$, $s_{18}$ and $w$. \hfill \square

Remark 4.19. Corollary 4.6 implies the explicit evaluation formula

\[
R(\gamma; i\omega + i\gamma_3, \lambda; \omega_1, \omega_2) = \prod_{j=1}^{2} G(i\omega + i\gamma_0 + i\gamma_j) G(i\gamma_j + \lambda).
\]

Using the $W(D_4)$-symmetry of $R$, this implies

\[
R(\gamma; i\omega + i\gamma_0, \lambda; \omega_1, \omega_2) = 1,
\]

in accordance with [28 (3.26)].

Using Proposition 4.17 and Theorem 4.11 we can derive several different integral representations of the $R$-function. First we derive the integral representation of $R$ which was previously derived in [11] by relating $R$ to matrix coefficients of representations of the modular double of the quantum group $\mathfrak{sl}_2(\mathbb{C})$.

Proposition 4.20. We have

\[
R(\gamma; x, \lambda) = \frac{N(\gamma)}{2\sqrt{\omega_1\omega_2}} G(x - i\gamma_0, x - i\gamma_1, \lambda - i\gamma_0, \lambda - i\gamma_1) B_h(v),
\]

where

\[
\begin{align*}
v_{1/2} &= x - \frac{\lambda}{2} + i\frac{\omega}{2} + i\frac{1}{2}(\gamma_0 - \gamma_1), \\
v_{3/4} &= -x - \frac{\lambda}{2} + i\frac{\omega}{2} + i\frac{1}{2}(\gamma_3 - \gamma_2), \\
v_{5/6} &= \frac{\lambda}{2} + i\frac{\omega}{2} + i\frac{1}{2}(\gamma_0 - \gamma_1), \\
v_{7/8} &= \frac{\lambda}{2} + i\frac{\omega}{2} + i\frac{1}{2}(\gamma_2 + \gamma_3)
\end{align*}
\]

and $v_{\alpha/\beta} = \alpha \pm \beta$ means $v_j = \alpha + \beta$ and $v_k = \alpha - \beta$.

Proof. Express $B_h(s_{35}w_{s_{35}}s_{28}w_{s_{28}}u)$ in terms of $B_h(u)$ using the $W_2(D_6)$-symmetries of the hyperbolic Barnes integral $B_h$ (see Proposition 4.7) and specialize $u$ as in (4.27). This gives the desired equality. \hfill \square

Moreover we can express $R$ in terms of the hyperbolic Euler integral $E_h$, which leads to a previously unknown integral representation.
Theorem 4.21. We have
\[ R(\gamma; x, \lambda) = \frac{1}{2\sqrt{\omega_2}} \prod_{j=1}^{3} G(i\gamma_0 + i\gamma_j + i\omega, \lambda - i\hat{\gamma}_j) E_h(u) \]
\[ \frac{1}{2\sqrt{\omega_2}} \prod_{j=1}^{3} G(i\gamma_0 + i\gamma_j + i\omega, \lambda - i\hat{\gamma}_j) E_h(v), \]
where \( u \in \mathbb{C}^6 \) is given by
\[ u_j = \frac{i\omega}{2} + i\gamma_{j-1} - \frac{i\hat{\gamma}_0}{2} + \frac{\lambda}{2}, \quad (j = 1, \ldots, 4), \quad u_{5/6} = \frac{i\omega}{2} \pm x + \frac{i\hat{\gamma}_0}{2} - \frac{\lambda}{2}, \]
and \( v \in \mathbb{C}^6 \) is given by
\[ v_j = \frac{i\omega}{2} - i\gamma_{j-1} + \frac{i\hat{\gamma}_0}{2} + \frac{\lambda}{2}, \quad (j = 1, \ldots, 4), \quad v_{5/6} = \frac{i\omega}{2} \pm x - \frac{i\hat{\gamma}_0}{2} - \frac{\lambda}{2}. \]

Proof. To prove the first equation, express \( R(\gamma; x, \lambda) \) in terms of \( R(-\gamma_3, \gamma_1, \gamma_2, -\gamma_0; x, \lambda) \) using the \( W(D_4) \)-symmetry of \( R \) (see Proposition 4.13). Subsequently use the identity relating \( B_h \) to \( E_h \) (see Proposition 4.11). To obtain the second equation, apply the symmetry of \( E_h \) with respect to the longest Weyl-group element \( v_1 \in W(D_6) \) (see Corollary 4.10) in the first equation and use that \( R \) is even in \( \lambda \).

The contiguous relation for \( E_h \) (Lemma 4.17) now becomes the following result.

Proposition 4.22. Ruijsenaars’ \( R \)-function satisfies the Askey-Wilson second order difference equation
\[ A(\gamma; x, \omega_1, \omega_2)(R(\gamma; x + i\omega_1, \lambda) - R(\gamma; x, \lambda)) + (x \leftrightarrow -x) = B(\gamma; \lambda, \omega_1, \omega_2)R(\gamma; x, \lambda), \]
where
\[ A(\gamma; x, \omega_1, \omega_2) = \prod_{j=0}^{3} s((i\omega + x + i\gamma_j)/\omega_2) \]
\[ B(\gamma; \lambda, \omega_1, \omega_2) = s((\lambda - i\omega - i\hat{\gamma}_0)/\omega_2)s((\lambda + i\omega + i\hat{\gamma}_0)/\omega_2). \]

Remark 4.23. As is emphasized in [26], \( R \) satisfies four Askey-Wilson second order difference equations; two equations acting on the geometric variable \( x \) (namely \( 4.24 \), and (4.24) with the role of \( \omega_1 \) and \( \omega_2 \) interchanged), as well as two equations acting on the spectral parameter \( \lambda \) by exploring the duality of \( R \) (see Proposition 4.15).

For later purposes, it is convenient to rewrite \( 4.24 \) as the eigenvalue equation
\[ (L_{\gamma}^{\omega_1, \omega_2}R(\gamma; \cdot, \lambda, \omega_1, \omega_2))(x) = B(\gamma; \lambda, \omega_1, \omega_2)R(\gamma; x, \lambda, \omega_1, \omega_2) \]
for the Askey-Wilson second order difference operator
\[ (L_{\gamma}^{\omega_1, \omega_2}f)(x) := A(\gamma; x, \omega_1, \omega_2)(f(x + i\omega_1) - f(x)) + (x \leftrightarrow -x). \]

5. Trigonometric hypergeometric integrals

5.1. Basic hypergeometric series. In this section we assume that the base \( q \) satisfies \( 0 < |q| < 1 \). The trigonometric gamma function [21] is essentially the \( q \)-gamma function \( \Gamma_q(x) \), see [5]. For ease of presentation we express all the results in terms of the \( q \)-shifted factorial \( (z; q)_{\infty} \), which are related to \( \Gamma_q(x) \) by
\[ \Gamma_q(x) = \frac{(q; q)_{\infty}}{q^{x}(q; q)_{\infty}}(1 - q)^{1-x} \]
(with a proper interpretation of the right hand side). The \( q \)-shifted factorial is the \( p = 0 \) degeneration of the elliptic gamma function,
\[ \Gamma_{e}(z; 0, q) = \frac{1}{(z; q)_{\infty}}. \]
while the role of the first order analytic difference equation is taken over by
\[(z; q)_\infty = (1 - z)(qz; q)_\infty.\]

However there is no reflection equation anymore; its role is taken over by the product formula for
Jacobi’s (renormalized) theta function
\[\theta(z; q) = (z, q/z; q)_\infty.\]

As a function of \(z\) the \(q\)-shifted factorial \((z; q)_\infty\) is entire with zeros at \(z = q^{-n}\) for \(n \in \mathbb{Z}_{\geq 0}\). In this section we call a sequence of the form
Jacobi’s (renormalized) theta function
\[\frac{\theta(z; q)}{\theta(z/r; q)}, \quad \text{where} \quad (a; q)_n = \prod_{k=0}^{n-1} (1 - aq^k) \text{ and with the usual convention regarding products of such expressions.}
\]

The very-well-poised \(r+1\phi_r\) basic hypergeometric series is
\[\theta(z; q) = \sum_{n=0}^{\infty} \frac{(a_1, \ldots, a_{r+1}; q)}{(q, b_1, \ldots, b_r; q)_n} z^n, \quad |z| < 1,
\]
where \((a; q)_n = \prod_{k=0}^{n-1} (1 - aq^k)\) and with the usual convention regarding products of such expressions. The very-well-poised \(r+1\phi_r\) basic hypergeometric series is
\[\sum_{n=0}^{\infty} \frac{(a_1, a_4, a_5, \ldots, a_{r+1}; q)}{(q, a_1, q/a_4, q/a_5, \ldots, q/a_{r+1}; q)_n} z^n
\]

Finally, the bilateral basic hypergeometric series \(r\psi_r\) is defined as
\[\frac{(a_1, a_2, \ldots, a_r; q)}{(b_1, b_2, \ldots, b_r; q)_n} z^n,
\]
provided that \(|b_1 \cdots b_r/a_1 \cdots a_r| < |z| < 1\) to ensure absolute and uniform convergence.

We end this introductory subsection by an elementary lemma which we will enable us to rewrite trigonometric integrals with compact integration cycle in terms of trigonometric integrals with noncompact integration cycle. Let \(\mathbb{H}_+\) be the upper half plane in \(\mathbb{C}\). In this section we choose \(\tau \in \mathbb{H}_+\) such that \(q = e(\tau)\) once and for all, where \(e(x)\) is a shorthand notation for \(\exp(2\pi i x)\). We furthermore write \(\Lambda = \mathbb{Z} + \mathbb{Z}\tau\).

\textbf{Lemma 5.1.} Let \(u, v \in \mathbb{C}\) such that \(u \not\in v + \Lambda\). There exists an \(\eta = \eta(u, v) \in \mathbb{C}\), unique up to \(\Lambda\)-translates, such that
\[
\frac{\theta(e(u + v - \eta - x), e(x - \eta); q)}{\theta(e(u - \eta), e(v - \eta); q)} = \frac{(e((u - v)/\tau) - 1)\theta(e(x - u), e(v - x); q)}{\tau(q, q; q) \theta(e(v - u); q) \sum_{n=-\infty}^{\infty} \frac{1}{(1 - e((v - x - n)/\tau))(e((x + n - u)/\tau) - 1)}}.
\]

\textbf{Proof.} Set \(\bar{q} = e(-1/\tau)\). The bilateral sum
\[f(x) = \sum_{n=-\infty}^{\infty} \frac{1}{(1 - e((v - x - n)/\tau))(e((x + n - u)/\tau) - 1)}
\]
defines an elliptic function on \(\mathbb{C}/\Lambda\), with possible poles at most simple and located at \(u + \Lambda\) and at \(v + \Lambda\). Hence there exists a \(\eta \in \mathbb{C}\) (unique up to \(\Lambda\)-translates) and a constant \(C_\eta \in \mathbb{C}\) such that
\[f(x) = C_\eta \frac{\theta(e(u + v - \eta - x), e(x - \eta); q)}{\theta(e(u - \eta), e(v - x); q)}.\]
We now compute the residue of $f$ at $u$ in two different ways:

$$\text{Res}(f) = \frac{\tau}{2\pi i} \cdot \frac{1}{(1 - e((v - u)/\tau))}$$

from the bilateral series expression of $f$, and

$$\text{Res}(f) = -\frac{C_\eta}{2\pi i} \frac{\theta(e(u - \eta), e(v - \eta); q)}{(q, q; q) \theta(e(v - u); q)}$$

from the expression of $f$ as a quotient of theta-functions. Combining both identities yields an explicit expression of the constant $C_\eta$ in terms of $\eta$, resulting in the formula

$$f(x) = \frac{\tau(q, q; q) \theta(e(v - u); q)}{(e((v - u)/\tau) - 1) \theta(e(x - u), e(v - x), e(u - \eta), e(v - \eta); q)}$$

for $f$. Rewriting this identity yields the desired result. \hfill \square

### 5.2. Trigonometric hypergeometric integrals with $E_8$ symmetries

We consider trigonometric degenerations of $S_c(t)$ ($t \in H_{pq}$) along root vectors $\alpha \in R(E_8)$ lying in the $W(E_7) = W(E_8)_{\gamma}$-orbit

$$\mathcal{O} := W(E_7) (\alpha^+_{18}) = \{ \alpha^+_j, \gamma_j \mid 1 \leq j < k \leq 8 \},$$

cf. Section 2. The degenerations relate to the explicit bijection

$$G_0 \sim \mathcal{G}_{\log(pq)}((u_1, \ldots, u_8) \mapsto (u_1, \ldots, u_8) + \log(pq)\alpha)$$

on the parameter spaces (in logarithmic form) of the associated integrals. We obtain two different trigonometric degenerations, depending on whether we degenerate along an orbit vector of the form $\alpha = \alpha^+_j$, or of the form $\gamma_j$.

Specifically, we consider the trigonometric degenerations $S_t(t)$ respectively $U_t(t)$ ($t \in H_1$) of $S_c(t)$ ($t \in H_{pq}$) along the orbit vector $\alpha^+_8$ and $\gamma_8$ respectively. The orbit vector $\alpha^+_8$ (respectively $\gamma_8$) is the additional simple root turning the basis $\Delta_1$ (respectively $\Delta_2$) of $R(E_7)$ into the basis $\Delta_1$ (respectively $\Delta_2$) of $R(E_8)$, see Section 2. The induced symmetry group of $S_t(t)$ ($t \in H_1$) is the isotropy subgroup $W(E_7)_{\alpha^+_8}$ of $W(E_7)$, while the induced symmetry group of $U_t(t)$ ($t \in H_1$) is $W(E_7)_{\gamma_8}$. It follows from the analysis in Section 2 that $W(E_7)_{\alpha^+_8} = W(E_7)_{\gamma_8}$ is a maximal, standard parabolic subgroup of $W(E_7)$ with respect to both bases $\Delta_1$ and $\Delta_2$, isomorphic to the Weyl group $W(E_6)$ of type $E_6$, with corresponding simple roots $\Delta_1' = \Delta_1 \setminus \{ \alpha_{21} \}$ and $\Delta_2' = \Delta_2 \setminus \{ \alpha_{87} \}$, and with corresponding Dynkin diagrams

\[
\begin{array}{cccccccc}
\alpha_{21} & \alpha_{32}^{-} & \alpha_{43}^{-} & \alpha_{54}^{-} & \alpha_{65}^{-} & \alpha_{76}^{-} & \alpha_{87}^{-} & \alpha_{56}^{-} \\
\beta_{1234} & & & & & & & \\
\end{array}
\]

Observe that $\alpha_{18}^-$ and $\alpha_{76}^-$ are the highest roots of the standard parabolic root system $R(E_6)$ of type $E_6$ in $R(E_7)$ corresponding to the bases $\Delta_1'$ and $\Delta_2'$ respectively. From now on we write

$$W(E_6) := W(E_7)_{\alpha^+_8} = W(E_7)_{\gamma_8}.$$

We first introduce the trigonometric hypergeometric integrals $S_t(t)$ and $U_t(t)$ ($t \in H_1$) explicitly. Their integrands are defined by

$$I_t(t; z) = \frac{\prod_{j=2}^7 (t_j z; q) \prod_{i=2}^7 (z/t_i; q)}{(z/t_1; q) \prod_{i=2}^7 (t_i z; q) \prod_{j=1,8} (t_j z/q, t_j/z; q)}$$

and

$$J_t(t; z) = \frac{\prod_{i=2}^7 (z/t_i; q) \prod_{j=1,8} (t_j z/q, t_j/z; q)}{(z/t_1; q) \prod_{i=2}^7 (t_i z; q) \prod_{j=1,8} (t_j z/q, t_j/z; q)}$$

where

$$\prod_{i=2}^7 (z/t_i; q) \prod_{i=2}^7 (z/t_i; q) \prod_{j=1,8} (t_j z/q, t_j/z; q)$$
where \( t = (t_1, \ldots, t_8) \in (\mathbb{C}^\times)^8 \). For generic \( t = (t_1, \ldots, t_8) \in \mathbb{C}^8 \) satisfying \( \prod_{j=1}^8 t_j = 1 \) and generic \( \mu \in \mathbb{C} \) we now define the resulting trigonometric hypergeometric integrals as

\[
S_t(t) = \int_{\mathcal{C}} I_t(t; z) \frac{dz}{2\pi iz}, \quad U_t^{\mu}(t) = \int_{\mathcal{C}'} J_t^{\mu}(t; q) \frac{dz}{2\pi iz}
\]

where \( \mathcal{C} \) (respectively \( \mathcal{C}' \)) is a deformation of the positively oriented unit circle \( \mathbb{T} \) including the pole sequences \( t_j q^{2z_0} (j = 2, \ldots, 7) \) of \( I_t(t; z) \) and excluding their reciprocals (respectively including the pole sequences \( t_j q^{2z_0} (j = 1, 8) \) and \( t_j^{-1} q^{2z_0} (i = 2, \ldots, 7) \)). As in the elliptic and hyperbolic cases, one observes that \( S_t(t) \) (respectively \( U_t^{\mu}(t) \)) admits a unique meromorphic extension to the parameter domain \( \{ t \in \mathbb{C}^8 | \prod_{j=1}^8 t_j = 1 \} \) (respectively \( \{(\mu, t) \in \mathbb{C}^\times \times \mathbb{C}^8 | \prod_{j=1}^8 t_j = 1 \} \)). We call \( S_t(t) \) the trigonometric hypergeometric function.

**Lemma 5.2.** The integral \( U_t^{\mu}(t) \) is independent of \( \mu \in \mathbb{C}^\times \).

**Proof.** There are several different, elementary arguments to prove the lemma, we give here the argument based on Liouville’s Theorem. Note that \( U_t^{\mu}(t) = U_t^{\mu}(t) \), and that the possible poles of \( \mu \mapsto U_t^{\mu}(t) \) are at \( t_j q^{2} (j = 1, 8) \). Without loss of generality we assume the generic conditions on the parameters \( t \in \mathbb{C}^8 \) \( (\prod_{j=1}^8 t_j = 1) \) such that \( U_t^{\mu}(t) \) admits the integral representation as above, and such that \( t_1 \notin t_8 q^{2} \). The latter condition ensures that the possible poles \( t_1 q^{2}, t_8 q^{2} \) of \( \mu \mapsto U_t^{\mu}(t) \) are at most simple. But the residue of \( U_t^{\mu}(t) \) at \( \mu = t_j (j = 1, 8) \) is zero, since it is an integral over a deformation \( \mathcal{C}' \) of \( \mathbb{T} \) whose integrand is analytic within the integration contour \( \mathcal{C}' \) and vanishes at the origin. Hence \( \mathbb{C}^\times \ni \mu \mapsto U_t^{\mu}(t) \) is bounded and analytic, hence constant by Liouville’s Theorem. \( \square \)

In view of Lemma 5.2 we omit the \( \mu \)-dependence in the notation for \( U_t^{\mu}(t) \). Since \( I_t(-t; z) = I_t(t; -z) \) and \( J_t^{\mu}(-t; z) = J_t^{-\mu}(t; -z) \), we may and will view \( S_t \) and \( U_t \) as meromorphic function on \( \mathcal{H}_1 \).

By choosing a special value of \( \mu \), we are able to derive another, ”unfolded” integral representation of \( U_t(t) \) as follows. Let \( \mathbb{H}_+ \) by the upper half plane in \( \mathbb{C} \). Choose \( \tau \in \mathbb{H}_+ \) such that \( q = e(\tau) \), where \( e(x) \) is a shorthand notation for \( \exp(2\pi i x) \). Recall the surjective map \( \psi_0 : \mathcal{G}_0 \to \mathcal{H}_1 \) from Section 2.

**Corollary 5.3.** For generic parameters \( u \in \mathcal{G}_0 \) we have

\[
U_t(\psi_0(2\pi i u)) = \frac{2}{\tau(q; q)_\infty} \left( \frac{e((u_8 - u_1)/\tau) - 1}{e(u_1) \theta(e(u_8 - u_1); q)} \right) \prod_{j=2}^7 \left( \frac{e(x - u_j); q)_\infty}{e(x + u_j); q)_\infty} \times \frac{q e(x)}{1 - e((u_8 - x)/\tau)} \right) dx
\]

where the integration contour \( \mathcal{L} \) is some translate \( \xi + \mathbb{R} \) (\( \xi \in i\mathbb{R} \)) of the real line with a finite number of indentations, such that \( \mathcal{C} \) separates the pole sequences \( -u_1 + \mathbb{Z} + \mathbb{Z}_{\leq 1} \tau, -u_8 + \mathbb{Z} + \mathbb{Z}_{\leq 1} \tau \) and \( -u_j + \mathbb{Z} + \mathbb{Z}_{\geq 0} \tau (j = 2, \ldots, 7) \) of the integrand from the pole sequences \( u_1 + \mathbb{Z}_{\geq 0} \tau \) and \( u_8 + \mathbb{Z}_{\geq 0} \tau \).

**Remark 5.4.** Note that always \( \xi \neq 0 \) in Corollary 5.3. Due to the balancing condition \( \sum_{j=1}^8 u_j = 0 \), there are no parameter choices for which \( \mathcal{L} = \mathbb{R} \) can be taken as integration contour. This is a reflection of the fact that there are no parameters \( t \in \mathcal{H}_1 \) such that the unit circle \( \mathbb{T} \) can be chosen as integration cycle in the original integral representation \( U_t(t) = \int_{\mathcal{C}} J_t^{\mu}(t; z) \frac{dz}{2\pi iz} \) of \( U_t(t) \).

**Proof.** In the integral expression

\[
U_t(\psi_0(2\pi i u)) = \int_{\mathcal{C}'} J_t^{\mu}(\psi_0(2\pi i u); z) \frac{dz}{2\pi iz}
\]
we change the integration variable to \( z = e(x) \), take \( \mu = e(\eta(u_1, u_8)) \), and we use Lemma 5.5 to rewrite the quotient of theta-functions in the integrand as a bilateral sum. Changing the integration over the intended line segment with the bilateral sum using Fubini’s Theorem, we can rewrite the resulting expression as a single integral over a noncompact integration cycle \( \mathcal{L} \). This leads directly to the desired result.

In the following lemma we show that \( U_t(t) \) can be expressed as a sum of two nonterminating very-well-poised \( 10\phi_9 \) series.

**Lemma 5.5.** As meromorphic functions in \( t \in \mathcal{H}_1 \), we have

\[
U_t(t) = \frac{2}{(q, t_1^2, t_1 t_8/q, t_8/q, t_1 q, t_8)} \prod_{j=2}^{7} \left( \frac{t_1/t_j; q}{t_1 t_j; q} \right)_{\infty} \int_{\mathcal{L}} \frac{W_{9,1}}{t_1 t_2 t_3 \ldots t_7 t_8 q} + (t_1 \leftrightarrow t_8).
\]

*Proof.* By (3.6), we have the identity

\[
U_t(t) = \int_{\mathcal{L}} J_t^\mu(t; z) \frac{dt}{t_{12} t_{13} \ldots t_{17} t_{18}}
\]

to the origin while picking up the residues at the pole sequences \( t_1 q^{2\geq 0} \) and \( t_8 q^{2\geq 0} \) of the integrand \( J_t^\mu(t; z) \). The resulting sum of residues can be directly rewritten as a sum of two very-well-poised \( 10\phi_9 \) series, leading to the desired identity (cf. the general restrict technique in [Zi §4.10]).

*Remark 5.6.* Lemma 5.5 yields that \( U_t(t) \) is, up to an explicit rescaling factor, an integral form of the particular sum \( \Phi \) of two very-well-poised \( 10\phi_9 \) series as e.g. studied in [17] and [15] (see [17 (1.8)], [15 (9c)]). Note furthermore that the explicit \( \mu \)-dependent quotient of theta-functions in the integrand of \( U_t^\mu(t; z) \) has the effect that it balances the very-well-poised \( 10\phi_9 \) series when picking up the residues of \( J_t^\mu(t; z) \) at the two pole sequences \( t_1 q^{2\geq 0} \) and \( t_8 q^{2\geq 0} \).

In the following proposition we show that \( S_t \) (respectively \( U_t \)) is the degeneration of \( S_e \) along the root vector \( \alpha_8^\pm \) (respectively \( \gamma_8^\pm \)).

**Proposition 5.7.** Let \( t = (t_1, \ldots, t_8) \in \mathbb{C}^8 \) be generic parameters satisfying the balancing condition \( \prod_{j=1}^8 t_j = 1 \). Then

\[
S_t(t) = \lim_{p \to 0} S_e(p q t_1, t_2, \ldots, t_7, p q t_8),
\]

\[
(5.5)
U_t(t) = \lim_{p \to 0} \theta(t_1 t_8/p q; q) S_e((p q)^{-\frac{1}{2}} t_1, (p q)^{\frac{1}{2}} t_2, \ldots, (p q)^{\frac{1}{2}} t_7, (p q)^{-\frac{1}{2}} t_8).
\]

*Proof.* For the degeneration to \( S_t(t) \) we use that

\[
I_e(p q t_1, t_2, \ldots, t_7, p q t_8; z) = \frac{\prod_{j=2}^{7} \Gamma_e(t_j z^{\pm 1}; p, q)}{\Gamma_e(z^{\pm 2}, t_1 z^{\pm 1}, t_8 z^{\pm 1}; p, q)}
\]

in view of the reflection formula for \( \Gamma_e \), which (pointwise) tends to \( I_0(t; z) \) as \( p \to 0 \) in view of [Z]. A standard application of Lebesgue’s dominated convergence theorem leads to the limit of the associated integrals.

The degeneration to \( U_t(t) \) is more involved, since one needs to use a nontrivial symmetry argument to cancel some unwanted sequences of poles of \( I_e(t; z) \). To ease the notations we set

\[
t_p = (p q)^{-\frac{1}{2}} t_1, (p q)^{\frac{1}{2}} t_2, \ldots, (p q)^{\frac{1}{2}} t_7, (p q)^{-\frac{1}{2}} t_8
\]

and we denote

\[
Q(z) = \frac{\theta((p q)^{-\frac{1}{2}} t_1 t_8/m z, (p q)^{-\frac{1}{2}} t_1 z, (p q)^{-\frac{1}{2}} t_8 z, (p q)^{\frac{1}{2}} z/m; q)}{\theta(z^2; q)}.
\]

By [3.8], we have the identity

\[
Q(z) + Q(z^{-1}) = \theta(t_1 t_8/p q, t_1/m, t_8 \mu; q).
\]

Since the integrand \( I_e(t_p; z) \) is invariant under \( z \mapsto z^{-1} \), we can consequently write

\[
\theta(t_1 t_8/p q; q) S_e(t_p; z) = \frac{2}{\theta(t_1/m, t_8 \mu; q)} \int_C Q(z) I_e(t_p; z) \frac{dz}{2 \pi i z}.
\]
with \( C \) a deformation of the positively oriented unit circle \( T \) separating the downward pole sequences of the integrand from the upward pole sequences. Taking \((pq)^{\frac{1}{2}}z\) as a new integration variable and using the functional equation and reflection equation of \( \Gamma_c \), we obtain the integral representation

\[
\theta(t_1 t_8/pq; q) S_c(t_p; z) = 2 \int_C \theta(t_1 t_8/\mu z, z/\mu; q) \theta(z^2/\mu; q) \prod_{j=2}^{7} \Gamma_c(t_j z/p, q) \prod_{j=1,8} \Gamma_c(t_j z/q, t_j/z; p, q) \frac{dz}{2\pi iz},
\]

where \( C \) is a deformation of the positively oriented unit circle \( T \) which includes the pole sequences \( t_1 p^{2z>0}, t_6 q^{2z>0} \) and \( t_j p^{2z>1}, t_j q^{2z>1} \) \((j = 2, \ldots, 7)\), and which excludes the pole sequences \( t_1^{-1} p^{2z<0}, t_6^{-1} q^{2z<0} \) and \( t_j^{-1} p^{2z<1}, t_j^{-1} q^{2z<1} \) \((j = 2, \ldots, 7)\). We can now take the limit \( p \to 0 \) in (5.6) with \( p \)-independent, fixed integration contour \( C \), leading to the desired limit relation

\[
\lim_{p \to 0} \theta(t_1 t_8/pq; q) S_c(t_p) = U_1^\mu(t).
\]

Remark 5.8. Observe that Lemma 5.6 and the proof of Proposition 5.7 entail independent proofs of Lemma 5.2.

By specializing the parameters \( t \in \mathcal{H}_1 \) in Proposition 5.7 further, we arrive at trigonometric integrals which can be evaluated by (5.2). The resulting trigonometric degenerations lead immediately to the trigonometric Nassrallah-Rahman integral evaluation formula (6.4.1) and Gasper's integral evaluation formula (4.11.4):

**Corollary 5.9.** For generic \( t = (t_1, \ldots, t_6) \in \mathbb{C}^6 \) satisfying the balancing condition \( \prod_{j=1}^{6} t_j = 1 \) we have

\[
\int_C \frac{\theta(t_5 t_6/\mu z, z/\mu; q)}{\theta(t_5/\mu, t_6/\mu; q)} \prod_{j=1}^{6} \frac{1}{(t_j z/q, t_j z; q)} \frac{dz}{2\pi iz} = \left( \frac{\prod_{1 \leq j < k \leq 6} (1/t_j t_k; q)_\infty}{(q, t_5 t_6/q; q)_\infty} \right) \prod_{j=1}^{4} \prod_{k=5}^{6} (t_j t_k; q)_\infty,
\]

where \( C \) is the deformation of \( T \) separating the pole sequences \( t_j q^{2z>0} \) \((j = 2, \ldots, 6)\) of the integrand from their reciprocals, and where \( C' \) is the deformation of \( T \) separating the pole sequences \( t_5 q^{2z<0}, t_6 q^{2z<0} \) of the integrand from the pole sequences \( t_j^{-1} q^{2z<0} \) \((j = 1, \ldots, 4)\), \( t_5^{-1} q^{2z<1} \) and \( t_6^{-1} q^{2z<1} \).

**Proof.** For the first integral evaluation, take \( t \in \mathcal{H}_1 \) and \( t_7 = t_8^{-1} \) in the degeneration from \( S_c \) to \( S_c' \), and use the elliptic Nassrallah-Rahman integral evaluation formula (3.2).

For the second integral evaluation, take \( t \in \mathcal{H}_1 \) with \( t_6 = t_7^{-1} \) in the degeneration from \( S_c \) to \( U_1^\mu \) and again use (3.2) to evaluate the elliptic integral. It leads to the second integral evaluation formula with generic parameters \( (t_1, t_2, t_3, t_4, t_5, t_8) \in \mathbb{C}^6 \) satisfying \( t_1 \cdots t_5 t_8 = 1 \).

\( \square \)
The second integral in Corollary 5.9 can be unfolded using Corollary 5.11. We obtain for generic parameters \( u \in \mathbb{C}^6 \) satisfying \( \sum_{j=1}^{6} u_j = 0 \),

\[
\int_{\mathcal{L}} \left\{ 1 - \frac{e(2x)}{q} \right\} \prod_{j=1}^{4} \frac{e(x - u_j); q)\infty}{(e(x + u_j); q)\infty} \frac{(qe(x - u_5), qe(x - u_6); q)\infty}{(q^{-1}e(x + u_5), q^{-1}e(x + u_6); q)\infty}
\]

\[
\times \frac{e(x)}{(1 - e((u_6 - x)/\tau))(1 - e((x - u_5)/\tau))} \right\} dx
\]

\[
= \frac{\tau t_5 t_6 (t_5 t_6; q)\infty}{(e((u_6 - u_5)/\tau) - 1) (t_5 t_6/q)\infty} \prod_{j=1}^{6} \prod_{k=5}^{t_j t_k; q)\infty}
\]

where \( \tau \in \mathbb{H}_4 \) such that \( q = e(\tau) \), where \( t_j = e(u_j) \) \( (j = 1, \ldots, 6) \) and where the integration contour \( \mathcal{L} \) is some translate \( \xi + \mathbb{R} (\xi \in i\mathbb{R}) \) of the real line with a finite number of indentations, such that \( \mathcal{L} \) separates the pole sequences \( -u_5 + Z + Z \leq_1 \tau, -u_6 + Z + Z \leq_1 \tau \) and \( -u_j + Z + Z \leq_0 \tau \) \( (j = 1, \ldots, 4) \) of the integrand from the pole sequences \( u_5 + Z \geq_1 \tau \) and \( u_6 + Z \geq_0 \tau \). This is Agarwal’s identity [5] (4.7.5).

Furthermore, using Lemma 5.5 the second integral in Corollary 5.9 can be written as a sum of two very-well-poised \( s_{\phi_7} \)-series. We obtain for generic \( t \in \mathbb{C}^6 \) satisfying \( \prod_{j=1}^{6} t_j = 1 \),

\[
\frac{1}{(q, t_5^2, t_5 t_6/q, t_6/t_5; q)\infty} \prod_{j=1}^{4} \frac{(t_j t_5 t_6; q)\infty}{(t_j t_5 t_6; q)\infty} W_7 \left( \frac{t_j^2}{q} \right| t_5 t_1, t_5 t_2, t_5 t_3, t_5 t_4, t_5 t_6/q; q, q) + (t_5 \leftrightarrow t_6)
\]

which is Bailey’s summation formula [5] (2.11.7) of the sum of two very-well-poised \( s_{\phi_7} \) series.

We can now compute the (nontrivial) \( W(E_6) \)-symmetries of the trigonometric hypergeometric integrals \( S_t \) and \( U_t \) by taking limits of the corresponding symmetries on the elliptic level using Proposition 5.7. We prefer to give a derivation based on the trigonometric evaluation formulas (see Corollary 5.9), in analogy to our approach in the elliptic and hyperbolic cases.

**Proposition 5.10.** *The trigonometric integrals \( S_t(t) \) and \( U_t(t) \) \( (t \in \mathcal{H}_1) \) are invariant under permutations of \( (t_1, t_8) \) and of \( (t_2, \ldots, t_7) \). Furthermore,

\[
S_t(t) = S_t(wt) \frac{(1/t_1 t_2, 1/t_1 t_3, 1/t_1 t_4, 1/t_1 t_5, 1/t_1 t_6, 1/t_1 t_7; q)\infty}{(t_2 t_3, t_2 t_4, t_2 t_5, t_2 t_6, t_2 t_7; q)\infty}
\]

\[
U_t(t) = U_t(wt) \frac{(1/t_2 t_3, 1/t_2 t_4, 1/t_2 t_5, 1/t_2 t_6, 1/t_2 t_7; q)\infty}{(t_1 t_2, t_1 t_3, t_1 t_4, t_1 t_5, t_1 t_6, t_1 t_7; q)\infty}
\]

as meromorphic functions in \( t \in \mathcal{H}_1 \).***

**Proof.** In order to derive the \( w \)-symmetry of \( S_t(t) \) we consider the double integral

\[
\int_{\mathbb{T}^2} \frac{(z^{\pm 2}, x^{\frac{1}{2} \pm 2}, t_1^{-1} x^{\pm 1}, s t_8^{-1} x^{\pm 1}; q)\infty}{(z \pm 2, x \pm 2, t_1 \pm 2, s^{t_8^{-1}} \pm 1; q)\infty} 2\pi i z 2\pi i x
\]

for parameters \( (t_1, \ldots, t_8) \in \mathbb{C}^8 \) satisfying \( \prod_{j=1}^{6} t_j = 1 \), where \( s^2 t_1 t_2 t_3 t_4 = 1 = s^{-2} t_5 t_6 t_7 t_8 \) and where we assume the additional parameter restraints

\[
|t_2|, |t_3|, |t_4|, |t_5/s|, |t_6/s|, |t_7/s| < 1
\]

to ensure that the integration contour \( \mathbb{T} \) separates the downward sequences of poles of from the upward sequences. The desired transformation then follows by either integrating the double integral first to \( x \), or first to \( z \), using in each case the trigonometric Nasrallah-Rahman integral evaluation formula (see Corollary 5.9).
The proof of the \( w \)-symmetry of \( U_t(t) \) follows the same line of arguments. For \( \epsilon > 0 \) we denote \( T^\epsilon \) for the positively oriented circle in the complex plane with radius \( \epsilon \) and centered at the origin. The \( w \)-symmetry
\[
U_t^{\mu/s}(t) = U_t^{\mu}(w t) \frac{(1/t_2 t_3, 1/t_2 t_4, 1/t_3 t_4, 1/t_5 t_6, 1/t_5 t_7, 1/t_6 t_7; q)_\infty}{(t_1 t_2, t_1 t_3, t_1 t_4, t_2 t_3, t_4 t_5, t_2 t_6, t_3 t_7; q)_\infty}
\]
for \( t \in \mathcal{H}_1 \), where \( s^2 t_2 t_3 t_4 = 1 = s^{-2} t_5 t_6 t_7 t_8 \), by considering for \( (t_1, \ldots, t_8) \in \mathbb{C}^8 \) satisfying \( \prod_{j=1}^8 t_j = 1 \) the double integral
\[
\int_{\{qs \mid \theta \}} \int_{\{qs \mid \theta \}} \frac{(z/t_2, z/t_3, z/t_4, z/z/s, z/z/t_5, z/z/t_6, z/z/t_7; q)_\infty}{(t_1 z/q, t_1 z/t_2 z/t_3 z/t_4, z/z/q, z/z/s, z/z/t_5, z/z/t_6, z/z/t_7, q)_\infty} \frac{dz}{dz} \frac{dx}{dx}
\]
with \( s^2 t_2 t_3 t_4 t_5 = 1 = s^{-2} t_5 t_6 t_7 t_8 \), where we assume the additional parameter restraints
\[
0 < |s| < |q^2|, \quad |t_1|, |t_2^{-1}|, |t_3^{-1}|, |t_4^{-1}| < |qs|, \quad |t_5|, |t_6|, |t_7| < |q^{-1}|, \quad |t_8| < |qs^2|
\]
to ensure a proper separation by the integration contours of the upward sequences of poles from the downward sequences. Using the second trigonometric integral evaluation formula of Corollary 5.9 then yields the desired result for the restricted parameter domain. Analytic continuation completes the proof.

Remark 5.11. Rewriting \( U_t(t) \) as a sum of two very-well-poised \( 10 \phi_9 \) series (see Lemma 5.5 and Remark 5.6), the \( w \)-symmetry of \( U_t(t) \) becomes Bailey’s four-term transformation formula (2.12.9), see also [4]. The identification of the symmetry group of \( U_t \) with the Weyl group of type \( E_8 \) has been derived by different methods in [10].

Finally we relate the two trigonometric integrals \( S_t \) and \( U_t \). We can obtain the following proposition as a degeneration of a particular \( W(E_7) \)-symmetry of \( S_t \), but we prefer here to give a direct proof using double integrals.

**Proposition 5.12.** As meromorphic function in \( t \in \mathcal{H}_1 \), we have
\[
S_t(t) = \prod_{2 \leq j < k \leq 5} (t_j t_k; q)_\infty (t_1 t_7; q)_\infty = U_t(t_6/s, t_2, s t_3, s t_4, s t_5, t_1/s, t_8/s, t_7/t_8),
\]
where \( t_2 t_3 t_4 t_5 t_6 = 1 = t_1 t_6 t_7 t_8/s^2 \)

**Proof.** For \( (t_1, \ldots, t_8) \in \mathbb{C}^8 \) satisfying \( \prod_{j=1}^8 t_j = 1 \) we consider the double integral
\[
\int_{z \in \partial T} \int_{x \in \partial T} \frac{\theta(\mu z, t_6 t_7 t_8/s^2 z)}{\theta(t_6 t_7 t_8/s^2 z)} \frac{1}{1 - \frac{z^2}{q}} \prod_{j=2}^5 \frac{1}{(t_j x^{1 \pm 1}; q)_\infty} \frac{dz}{dz} \frac{dx}{dx}
\]
with \( s^2 t_2 t_3 t_4 t_5 = 1 = s^{-2} t_5 t_6 t_7 t_8 \) and with \( 0 < \eta < \min(|s^{-1}|, |q^{1/2}|) \), where we assume the additional parameter restraints
\[
|t_2|, |t_3|, |t_4|, |t_5| < 1, \quad |t_6|, |t_7| < \eta |s|, \quad |t_1|, |t_8| < \eta^{-1} |s|
\]
to ensure a proper separation by the integration contours of the upward sequences of poles from the downward sequences. Using Corollary 5.9 we can first integrate over \( x \) using the trigonometric Nassrallah-Rahman integral evaluation formula, or first integrate over \( z \) using the second integral evaluation formula of Corollary 5.9. The resulting identity gives the desired result for restricted parameter values. Analytic continuation completes the proof.
Remark 5.13. (i) Combining Proposition 5.12 with Lemma 5.5 we obtain an expression of $S_t(t)$ as a sum of two very-well-poised $_{10}\phi_9$ series, which is originally due to Rahman [20 (6.4.8)].

(ii) For example, $t_1 t_6 = q^m$ ($m \in \mathbb{Z}_{\geq 0}$), it follows from (i) (see also [20 and 5.5 (6.4.10)]) that the $S_t(t, p, q)$ essentially coincides with the biorthogonal rational function of Rahman [20], which is explicitly given as a terminating very-well-poised $_{10}\phi_9$ series.

5.3. Contiguous relations. The fundamental equation on this level equals

\[(1 - tx^\pm 1)/(1 - yz^\pm 1) + \frac{1}{x}(1 - xy^\pm 1)(1 - zt^\pm 1) + \frac{1}{z}(1 - vx^\pm 1)(1 - xy^\pm 1) = 0\]

where \((1 - ax^\pm 1) = (1 - ax)(1 - ax^{-1})\). The fundamental relation \[(5.8)\] is the $p = 0$ reduction of \[(5.8)\]. In this section $\tau_{ij} = \tau_{ij}^{\log(q)}$ acts as in the elliptic case by multiplying $t_i$ by $q$ and dividing $t_j$ by $q$. Formula \[(5.8)\] leads as in the elliptic case to the difference equation

\[(1 - t_i t_6^\pm q)/(1 - t_4 t_6^\pm q) S_t(\tau_{45} t) + (1 - t_5 t_4^\pm q)/(1 - t_6 t_4^\pm q) S_t(\tau_{65} t) = S_t(t), \quad t \in \mathcal{H}_1.\]

To obtain a second difference equation between trigonometric hypergeometric functions where two times the same parameter is multiplied by $q$, we can mimic the approach in the elliptic case with the role of the longest Weyl group element taken over by the element $u = w_s t_3 5 s_4 w \in W(E_6)$. Alternatively, one can rewrite the difference equation \[(5.8)\] for $S_t$ in the form

\[
\frac{\theta(t_3/q t_4, 1/t_1 t_5, 1/t_8 t_5, t_2 t_5/q, t_5 t_6/q, t_5 t_7/q; p)}{\theta(t_3/t_5; p)} S_e(\tau_{45} \tilde{t}) + (t_3 \leftrightarrow t_5) = \theta(1/q t_1 t_4, 1/q t_8 t_4, t_2 t_4, t_4 t_6, t_4 t_7; p) S_e(\tilde{t})
\]

where $t \in \mathcal{H}_1$ and $\tilde{t} = (pq t_1, t_2, \ldots, t_7, p q t_8)$, and degenerate it using Proposition 5.14. We arrive at

\[(5.10)\]

\[
\prod_{j=1,8} \frac{(1 - t_3 t_4/q)}{(1 - t_3/t_5)} \prod_{j=2,6,7} \left(1 - t_5 t_j/q\right) S_t(\tau_{45} t) + (t_3 \leftrightarrow t_5) = S_t(t), \quad t \in \mathcal{H}_1.
\]

Together these equations imply the following result.

**Proposition 5.14.** We have

\[(5.11)\]

\[A(t) S_t(\tau_{45} t) + (t_4 \leftrightarrow t_5) = B(t) S_t(t)\]

as meromorphic functions in $t \in \mathcal{H}_1$, where

\[
A(t) = \frac{(1 - 1/t_1 t_4)(1 - 1/t_6 t_5)}{t_4(1 - t_4 t_5)(1 - t_5 t_5)} \sum_{j=2,3,6,7} (1 - t_j t_5/q)\]

and

\[
B(t) = \frac{(1 - 1/q t_1 t_4)(1 - 1/q t_6 t_5)}{t_6(1 - t_6 t_5)(1 - t_5 t_5)} \sum_{j=2,3,6,7} (1 - t_j t_4/q)\]

Despite the apparent asymmetric expression $B$ still satisfies $B(s_0 t) = B(t)$. The contiguous relation for the elliptic hypergeometric function $S_e$ with step-size $p$ can also be degenerated to the trigonometric level. A direct derivation is as follows. By \[(5.8)\] we have

\[
\frac{\theta(t_4 t_6^{\pm 1}; q)}{\theta(t_6 t_7^{\pm 1}; q)} I_e(t_1, t_2, \ldots, t_5, q t_{18}, t_7, t_6/q; z) + \frac{\theta(t_5 t_6^{\pm 1}; q)}{\theta(t_7 t_6^{\pm 1}; q)} I_e(t_1, t_2, \ldots, t_6, q t_{18}, t_7/q; z) = I_e(t_1, t_2, \ldots, t_6, q t_{18}, t_7/q; z).
\]
Integrating this equation we obtain

\begin{equation}
\frac{\theta(t_5 t_7^1: q)}{\theta(t_6 t_7^1; q)} S_4(t_1, t_2, \ldots, t_6, q, t_7, t_8/\rho) + (t_6 \leftrightarrow t_7) = S_4(t)
\end{equation}

as meromorphic functions in $t \in \mathcal{H}_1$, a three term transformation for $S_4$. The three term transformation \((\mathcal{E}, (5.5))\) is equivalent to the sum of two equations of this type (in which the parameters are chosen such that two terms coincide and two other terms cancel each other).

**Remark 5.15.** In \cite{15} it is shown that there are essentially five different types of three term transformations for $\Phi$ (see Remark \ref{5.6}), or equivalently of the integrals $U_i$ and $S_i$. The different types arise from a careful analysis of the three term transformations in terms of the $W(E_7)$-action on $\mathcal{H}_1$. It is likely that all five different types of three term transformations for $\Phi$ can be re-obtained by degenerating contiguous relations for $S_i$ with step-size $p$ (similarly as the derivation of \ref{5.12}); concretely, the five prototypes are in one-to-one correspondence to the orbits of

$$\{(\alpha, \beta, \gamma) \in \mathcal{O}^3 | \alpha, \beta, \gamma \text{ are pair-wise different}\}$$

under the diagonal action of $W(E_7)$, where $\mathcal{O}$ is the $W(E_7)$-orbit \ref{5.8}.

### 5.4. Degenerations with $D_5$ symmetries

In this section we consider degenerations of $S_i$ and $U_i$ with symmetries with respect to the Weyl group of type $D_5$. Compared to the analysis on the hyperbolic level, we introduce a trigonometric analog of the Euler and Barnes' type integrals, as well as a third, new type of integral arising as degeneration of $U_i$. We first introduce the degenerate integrals explicitly.

For generic $t = (t_1, \ldots, t_6) \in (\mathbb{C}^\times)^6$ we define the trigonometric Euler integral as

\begin{equation}
E_i(t) = \int_{\mathcal{C}} \frac{(z^{\pm 2}; z^{1}; q)_\infty}{\prod_{j=2}^6 (t_j^{1}; q)_\infty} \frac{dz}{2\pi i z},
\end{equation}

where $\mathcal{C}$ is a deformation of the positively oriented unit circle $T$ separating the decreasing pole sequences $t_j q^{2z}$ ($j = 2, \ldots, 6$) of the integrand from their reciprocals. We have $E_i(-t) = E_i(t)$, and $E_2$ has a unique meromorphic extension to $(\mathbb{C}^\times)^6$. The resulting meromorphic function on $(\mathbb{C}^\times)^6/C_2$ is denoted also by $E_i$.

For generic $\mu \in \mathbb{C}^\times$ and generic $t = (t_1, \ldots, t_8) \in \mathbb{C}^8$ satisfying the balancing condition $\prod_{j=1}^8 t_j = 1$ we define the trigonometric Barnes integral as

\begin{equation}
B_i(t) = 2 \int_{\mathcal{C}} \frac{\theta(t_2 t_7; \mu z, z/\mu; q)}{\theta(t_2/\mu, t_7/\mu; q)} \frac{(z/t_1, z/t_8; q)_\infty}{(t_j; q)_\infty (t_j/z; q)_\infty} \frac{dz}{2\pi i z},
\end{equation}

where $\mathcal{C}$ is a deformation of $T$ separating the decreasing pole sequences $t_2 q^{2z}$ and $t_7 q^{2z}$ of the integrand from the increasing pole sequences $t_j^{-1} q^{2z}$ ($j = 3, \ldots, 6$). Analogously to the analysis of the integral $U_i(t)$, we have that the trigonometric Barnes integral $B_i(t)$ uniquely extends to a meromorphic function in $\{(\mu, t) \in \mathbb{C}^\times \times \mathbb{C}^8 | \prod_{j=1}^8 t_j = 1\}$ which is independent of $\mu$ (cf. Lemma \ref{5.2}). Furthermore, by a change of integration variable we have $B_i(-t) = B_i(t)$, hence $B_i$ may (and will) be interpreted as meromorphic function on $\mathcal{H}_1$.

Finally, for generic $t = (t_1, \ldots, t_6) \in (\mathbb{C}^\times)^6$ we consider

\begin{equation}
V_i(t) = 2 \int_{\mathcal{C}} \frac{\theta(q t_2 t_3 t_4 t_5 t_6; q)}{\theta(q t_1 t_2 t_3 t_4 t_5 t_6; q)} \left(1 - \frac{z^2}{q}\right) \prod_{j=2}^6 \frac{(z/t_j; q)_\infty}{(t_j; q)_\infty} \frac{1}{(t_1 z/q, t_1/z/q)_\infty} \frac{dz}{2\pi i z},
\end{equation}

where $\mathcal{C}$ is a deformation of $T$ separating the decreasing pole sequence $t_1 q^{2z}$ of the integrand from the remaining (increasing) pole sequences. As before, $V_i$ uniquely extends to a meromorphic function on $(\mathbb{C}^\times)^6/C_2$.

Similarly as for $U_i(t)$, the trigonometric Barnes integral $B_i(t)$ can be unfolded. Recall that $q = e(\tau)$ with $\tau \in \mathbb{H}_+$, where $e(x)$ is a shorthand notation for exp(2$\pi i x$).
Lemma 5.16. For generic parameters $u \in G_0$ we have

$$B_t(\psi_0(2\pi i u)) = \frac{2}{\tau(q, q; q)_{\infty}} \left( e((u_7 - u_2)/\tau) - 1 \right) e(u_2) \theta(e(u_7 - u_2); q)$$

$$\times \int_{\mathcal{C}} \left\{ \frac{e(x - u_1), qe(x - u_2), qe(x - u_7), e(x - u_8); q_{\infty}}{(x + u_4), e(x + u_4), e(x + u_5), e(x + u_6); q_{\infty}} \right\} dx,$$

where the integration contour $\mathcal{L}$ is some translate $\xi + \mathbb{R} (\xi \in i\mathbb{R})$ of the real line with a finite number of indentations, such that $\mathcal{C}$ separates the pole sequences $-u_j + \mathbb{Z} + \mathbb{Z}_{\geq 0}\tau$ ($j = 3, \ldots, 6$) of the integrand from the pole sequences $u_2 + \mathbb{Z}_{\geq 0}\tau$ and $u_7 + \mathbb{Z}_{\geq 0}\tau$.

Proof. The proof is similar to the proof of Corollary 5.23.

For $B_t(t)$ and $V_t(t)$ we have the following series expansions in balanced $q\phi_3$’s (respectively in a very-well-poised $q\phi_7$).

Lemma 5.17. (a) We have

$$B_t(t) = \frac{2(t_{2}/t_1, t_{2}/t_6; q)_{\infty}}{(q, t_7/t_2, t_2; q)_{\infty}} \phi_3 \left( t_{2}; t_1, t_3, t_5, t_6; q_{\infty} \right) + (t_2 \leftrightarrow t_7)$$

as meromorphic functions in $t \in H_1$.

(b) We have

$$V_t(t) = \frac{2}{(q, t_1; q)_{\infty}} \sum_{j=2}^{6} \left( \frac{t_1}{t_2} ; t_1, t_2, \ldots, t_{2}; q_{\infty} \right) \phi_7 \left( \frac{t_1^2}{q}; t_1, t_2, \ldots, t_{6}; q_{\infty}, \frac{1}{t_1 t_2 t_3 t_4 t_5 t_6} \right)$$

as meromorphic functions in $t \in (C^\times)^6/C_2: |t_1 t_2 t_3 t_4 t_5 t_6| > 1$.

Proof. This follows by a straightforward residue computation as in the proof of Lemma 5.26 (cf. also [3] §4.10). For (a) one picks up the residues at the increasing pole sequences $t_2 q^{2\geq 0}$ and $t_7 q^{2\geq 0}$ of the integrand of $B_t(t)$; for (b) one picks up the residues at the single increasing pole sequence $t_1 q^{2\geq 0}$ of the integrand of $V_t(t)$.

Proposition 5.18. For generic $t \in H_1$ we have

$$\lim_{u \to 0} S(t_1, \ldots, t_6, t_7 u, t_8/u) = E_t(t_1, \ldots, t_6),$$

$$\lim_{u \to 0} (t_2 t_7 / u ; q)_{\infty} S_t(t_1 u^{-\frac{1}{2}}, t_2 u^{-\frac{1}{2}}, t_3 u^{\frac{1}{2}}, t_4 u^{\frac{1}{2}}, t_5 u^{\frac{1}{2}}, t_6 u^{\frac{1}{2}}, t_7 u^{-\frac{1}{2}}, t_8 u^{-\frac{1}{2}}) = B_t(t),$$

$$\lim_{u \to 0} (t_1 t_7 / u ; q)_{\infty} U_t(t_1, \ldots, t_6, t_7/u, t_8 u) = V_t(t_1, \ldots, t_6),$$

$$\lim_{u \to 0} U_t(t_2 u^{\frac{1}{2}}, t_1 u^{\frac{1}{2}}, t_3 u^{-\frac{1}{2}}, t_4 u^{-\frac{1}{2}}, t_5 u^{-\frac{1}{2}}, t_6 u^{-\frac{1}{2}}, t_8 u^{\frac{1}{2}}, t_7 u^{\frac{1}{2}}) = B_t(t).$$

Proof. The first limit is direct. For the second limit, we follow the same approach as in the proof of Proposition 5.27. Define $Q(z)$ as

$$Q(z) = \frac{\theta(t_2 z s^{-\frac{1}{2}}, t_7 z s^{-\frac{1}{2}}, t_2 t_7 t_8^{-\frac{1}{2}} z^{-1} ; q)}{\theta(z^2 ; q)}.$$

Using (3.14) we obtain the equation

$$Q(z) + Q(z^{-1}) = \theta(t_2 t_7 / s, t_2 t_7 / q),$$

and hence, as in the proof of Proposition 5.27

$$(t_2 t_7 / u ; q)_{\infty} S_t(u) = \frac{(t_2 t_7 / u; q)_{\infty}}{\theta(t_2 t_7 / u, t_2 t_7 / q)} \int_{\mathcal{C}} I_t(u; z) Q(z) \frac{dz}{2\pi i z}.$$
for an appropriate contour $C$, where we use the abbreviated notation
\[ t_u = (t_1 u^{-\frac{1}{2}}, t_2 u^{-\frac{1}{2}}, t_3 u^{\frac{1}{2}}, t_4 u^{\frac{1}{2}}, t_5 u^{\frac{1}{2}}, t_6 u^{\frac{1}{2}}, t_7 u^{-\frac{1}{2}}, t_8 u^{\frac{1}{2}}). \]

Taking $u^{-\frac{1}{2}} z$ as new integration variable we obtain
\[
(ut_2 t_7; q) S(t_u) = 2 \int_C \frac{\theta(t_1 z, t_2 t_7; z; q)}{\theta(t_1, t_2; z; q)} \frac{(z/t_1, z/t_7; q)_{\infty}}{\prod_{j=3}^6 (t_j z, z/t_j; q)_{\infty}} dz \cdot (1 - \frac{u}{z^2}) \frac{(ut_1^{-1} z, ut_6^{-1} z, qu^{-1} z, q u t_7^{-1} z; q)_{\infty}}{(qu/t_2 t_7; q)_{\infty} \prod_{j=3}^6 (t_j u/z, q)_{\infty}} \frac{dz}{2 \pi i z},
\]
where, for $u$ small enough, we take $C$ to be a $u$-independent deformation of $T$ separating the decreasing pole sequences $t_2 q^{\geq 0}, t_q q^{\geq 0}$ and $t_j u q^{\geq 0}$ $(j = 3, \ldots, 6)$ of the integrand from the decreasing pole sequences $t_j q^{\leq 0}$ $(j = 3, \ldots, 6)$. The limit $u \to 0$ can be taken in the resulting integral, leading to the desired result.

To prove the third limit, we set $\mu = q/t_1 t_7 t_8$ in the integral expression of $U(t) = \int_C J^\mu(t; z) \frac{dz}{2 \pi i z}$ to remove the contribution $(t_7 z; q)_{\infty}$ in the denominator of the integrand:
\[
U(t) = 2 \int_C \frac{\theta(t_1 t_2 t_8; z; q)}{\theta(t_1, t_7, t_8; q)} \frac{(z/t_1 t_2 t_8; q)_{\infty}}{(z/t_1 t_2; q)_{\infty} (t_7 z, t_1, t_8 z, t_8 z, t_7 z; q)_{\infty}} dz \cdot \prod_{j=2}^3 \frac{(z/t_1 z, q; q)_{\infty}}{(q/t_1 z, q; q)_{\infty}} dz.
\]
In the resulting integral the desired limit can be taken directly, leading to the desired result.

For the fourth limit, one easily verifies that
\[
B(t) = \lim_{u \to 0} U_{t u}^{\mu} (t_2 u^{\frac{1}{2}}, t_1 u^{\frac{1}{2}}, t_3 u^{-\frac{1}{2}}, t_4 u^{-\frac{1}{2}}, t_5 u^{\frac{1}{2}}, t_6 u^{\frac{1}{2}}, t_7 u^{-\frac{1}{2}}, t_8 u^{\frac{1}{2}})
\]
for generic $t \in \mathcal{H}_1$ after changing integration variable $z$ to $zu^{\frac{1}{2}}$ on the right hand side.

Proposition 5.18 and Corollary 5.19 immediately lead to the following three trigonometric integral evaluations (of which the first is the well known Askey-Wilson integral evaluation 6 (6.1.4)).

**Corollary 5.19.** For generic parameters $t = (t_1, t_2, t_3, t_4) \in \mathbb{C}^4$ we have
\[
\int_C \frac{(z^{\frac{1}{2}}; q)_{\infty}}{\prod_{j=1}^4 (t_j z^{\frac{1}{2}}; q)_{\infty}} \frac{dz}{2 \pi i z} = \frac{2 (t_1 t_2 t_3 t_4; q)_{\infty}}{(q; q)_{\infty} \prod_{1 \leq j < k \leq 4} (t_j t_k; q)_{\infty}},
\]
\[
\int_C \frac{\theta(q t_1 t_2 t_3 t_4; z)_{\infty}}{\theta(q t_1 t_2 t_3 t_4; q)_{\infty}} (1 - \frac{z^2}{q}) \frac{(z/t_1 z, q; q)_{\infty}}{(q/t_1 z, q; q)_{\infty}} \frac{dz}{2 \pi i z} = \frac{(q t_1 t_2 t_3 t_4, 1/t_1 t_2 t_3, 1/t_2 t_4, 1/t_3 t_4; q)_{\infty}}{(q, t_1 t_2, t_1 t_3, t_1 t_4; q)_{\infty}},
\]
with $C$ (respectively $C'$) a deformation of $T$ separating the sequences $t_j q^{\geq 0}$ $(j = 1, \ldots, 4)$ from their reciprocals (respectively separating $t_1 t_2 q^{\geq 0}$ from $t_1^{-1} t_2^{-1} q^{\geq 0}, t_3^{-1} q^{\leq 0}$ and $t_4^{-1} q^{\leq 0}$).

For generic $\mu \in \mathbb{C}^\times$ and $t \in \mathbb{C}^6$ satisfying $\prod_{j=1}^6 (t_j; q) = 1$ we have
\[
\int_C \frac{\theta(t_1 t_5 / \mu z, z; \mu; q)_{\infty}}{\theta(t_1, t_5; \mu; q)_{\infty}} \frac{(z/t_1 z; q)_{\infty}}{(t_1 z, t_2 z, t_3 z, t_4 z, t_2 z, t_5 z; q)_{\infty}} \frac{dz}{2 \pi i z} = \frac{1}{(q; q)_{\infty}} \prod_{j=2}^4 \frac{(1/t_j t_k; q)_{\infty}}{(t_1 t_j, t_1 t_k; q)_{\infty}},
\]
with $C$ a deformation of $T$ separating the pole sequences $t_1 q^{\geq 0}, t_2 q^{\geq 0}$ from $t_2^{-1} q^{\leq 0}, t_3^{-1} q^{\leq 0}$ and $t_4^{-1} q^{\leq 0}$.

**Proof.** Specializing the degeneration from $S_t$ to $E_t$ in Proposition 5.18 to generic parameters $t \in \mathcal{H}_1$ under the additional condition $t_1 t_2 = 1$ and using the trigonometric Nassallah-Rahman integral evaluation (Corollary 5.9) leads to the Askey-Wilson integral evaluation with corresponding parameters $(t_3, t_4, t_5, t_6)$.

Similarly, specializing the degeneration from $U_t$ to $V_t$ (respectively $S_t$ to $B_t$) to generic parameters $t \in \mathcal{H}_1$ under the additional condition $t_2 t_3 = 1$ (respectively $t_1 t_3 = 1$) and using the
Nassrallah-Rahman integral evaluation we obtain the second (respectively third) integral evaluation with parameters \((t_1, t_4, t_5, t_6)\) (respectively \((t_2, t_4, t_5, t_6, t_7, t_8)\)).

Various well-known identities are direct consequences of Corollary \[\text{5.19}\] Firstly, analogous to the unfolding of the integrals \(U_i\) and \(V_i\) (see Corollary \[\text{5.8}\] and Lemma \[\text{5.10}\]), the left hand side of the third integral evaluation can be unfolded. We obtain for generic \(u \in \mathbb{C}^6\) with \(\sum_{j=1}^6 u_j = 0\),

\[
\int_{\mathcal{L}} \frac{(qe(x-u_1), qe(x-u_5), e(x-u_6); q)_\infty}{e(x)} \frac{e(x)}{(1-e((u_5-x)/\tau))(1-e((x-u_1)/\tau))} dx
\]

where \(\tau \in \mathbb{H}_+\) such that \(q = e(\tau)\), where \(t_j = e(u_j) \ (j = 1, \ldots, 6)\) and where the integration contour \(\mathcal{L}\) is some translate \(\xi + \mathbb{R} \ (\xi \in i\mathbb{R})\) of the real line with a finite number of indentations such that \(\mathcal{C}\) separates the pole sequences \(-u_1 + \mathbb{Z}_{\geq 0}\tau\) and \(u_5 + \mathbb{Z}_{\geq 0}\tau\). This integral identity is Agarwal’s \[\text{5. (4.4.6)}\] trigonometric analogue of Barnes’ second lemma.

The left hand side of the second integral evaluation in Corollary \[\text{5.19}\] can be rewritten as a unilateral sum by picking up the residues at \(t_1 q^{2z} = 0\), cf. Lemma \[\text{5.3}\] The resulting identity is

\[
\phi_5 \left( \frac{q^{-1} t_1^2, 1/t_1, 1/t_1-t_1/t_2, t_1/t_2, t_1/t_3, t_1/t_4, q}{q^{-1} t_1, -q^{-2} t_1, t_1/t_2, t_1/t_3, t_1/t_4} \cdot \frac{1}{t_1 t_2 t_3 t_4} \right) = \frac{t_1}{t_1 t_2 t_3 t_4},
\]

for generic \(t \in \mathbb{C}^6\) satisfying \(t_1 t_2 t_3 t_4 > 1\), which is the \(\phi_5\) summation formula \[\text{5. (2.7.1)}\].

For generic \(t \in \mathbb{C}^6\) satisfying \(\prod_{j=1}^6 t_j = 1\) the left hand side of the third integral evaluation in Corollary \[\text{5.19}\] can be written as a sum of two unilateral series by picking up the poles of the integrand at the decreasing sequences \(t_1 q^{2z} = 0\) and \(t_5 q^{2z} = 0\) of poles of the integrand. The resulting identity is

\[
\phi_2 \left( \frac{t_1 t_2, t_1 t_3, t_1 t_4, q}{t_5/t_1, t_1 t_3, t_1 t_4} \right) + (t_1 \leftrightarrow t_5) = \prod_{j=2}^4 \left( \frac{t_1 t_2 t_3 t_4}{t_1 t_j, t_j t_5, q} \right)
\]

for generic \(t \in \mathbb{C}^6\) satisfying \(\prod_{j=1}^6 t_j = 1\), which is the nonterminating version \[\text{5. (2.10.12)}\] of Saalschütz formula.

We now return to the three trigonometric hypergeometric integrals \(E_t, B_t\) and \(V_t\). Recall that the symmetry group of \(S_t\) and \(U_t\) is the subgroup \(W(E) = W(E_7)_{\alpha_{18}} = W(E_7)_{\gamma_{18}}\), which is a maximal standard parabolic subgroup of \(W(E_7)\) with respect to both bases \(\Delta_1\) and \(\Delta_2\) of \(R(E_7)\) (see Section \[\text{2}\]), with corresponding sub-bases \(\Delta'_1 = \Delta_1 \setminus \{\alpha_{12}\}\) and \(\Delta'_2 = \Delta_2 \setminus \{\alpha_{18}\}\) respectively. The four limits of Proposition \[\text{5.8}\] now imply that the trigonometric integrals \(E_t, B_t\) and \(V_t\) have symmetry groups \(W(E_6)_{\alpha_{76}}\) or \(W(E_6)_{\alpha_{1278}}\). The stabilizer subgroup \(W(E_6)_{\alpha_{76}}\) is a standard maximal parabolic subgroup of \(W(E_6)\) with respect to both bases \(\Delta_1'\) or \(\Delta_2'\), with corresponding sub-basis \(\Delta'(D_5) = \Delta_1' \setminus \{\alpha_{76}\} = \Delta_2' \setminus \{\alpha_{18}\}\) and with corresponding Dynkin sub-diagrams

\[
\begin{array}{cccccccc}
& & & & & \alpha_{32} & & \alpha_{34} & \alpha_{43} & \alpha_{45} & \alpha_{54} & \alpha_{56} \\beta_{1234} & & & & & & & & & \alpha_{23} & & \alpha_{23} & \alpha_{23} & \alpha_{23} & \alpha_{23} \\end{array}
\]

respectively. Similarly, \(W(E_6)_{\alpha_{1278}}\) is a standard maximal parabolic subgroup of \(W(E_6)\) with respect to the basis \(\Delta_2'\), with corresponding sub-basis

\[
\Delta'(D_5) = \Delta_2' \setminus \{\alpha_{23}\}
\]

and with corresponding Dynkin sub-diagram
Proof. We write

\[ W(D_5) = W(E_6)_{β_{78}}, \quad W'(D_5) = W(E_6)_{β_{1278}} \]

for the corresponding isotropy group, which are both isomorphic to the Weyl group of type \( D_5 \).

The isotropy group \( W(D_5) \) acts on \( (\mathbb{C}^\times)^6/C_2 \): the simple reflections corresponding to roots of the form \( \alpha_{ij} \in Δ(D_5) \) act by permuting the \( i \)th and \( j \)th coordinate, while \( w \) acts by

\[ w(±t) = ±(st_1, st_2, st_3, t_4, t_5/s, t_6/s), \quad s^2 = 1/t_1t_2t_3t_4. \]

With this action, the degenerations to \( E_t \) and \( V_t \) in Proposition 5.18 are \( W(D_5) \)-equivariant in an obvious sense.

We can now directly compute the \( W(D_5) \)-symmetries of the trigonometric integrals \( E_t \) and \( V_t \), as well as \( W'(D_5) \)-symmetries of \( B_t \), by taking limits of the corresponding symmetries for \( S_t \) and \( U_t \) using Proposition 5.18. This yields the following result.

**Proposition 5.20.** a) The trigonometric hypergeometric integrals \( E_t(t) \) and \( V_t(t) \) \((t \in (\mathbb{C}^\times)^6/C_2)\) are invariant under permutations of \((t_2, \ldots, t_6)\). Furthermore,

\[ E_t(t) = E_t(wt) \frac{(1/t_1t_2, 1/t_1t_3, 1/t_1t_4, t_1t_2t_3t_4t_5t_6; q)_\infty}{(t_2t_3, t_2t_4, t_3t_4, t_5t_6; q)_\infty}, \]

\[ V_t(t) = V_t(wt) \frac{(1/t_2t_3, 1/t_2t_4, 1/t_3t_4, 1/t_5t_6; q)_\infty}{(t_1t_2t_3, t_3t_4, 1/t_3t_4t_5t_6; q)_\infty} \]

as meromorphic functions in \( t \in (\mathbb{C}^\times)^6/C_2 \).

b) The trigonometric Barnes integral \( B_t(t) \) \((t \in H_1)\) is invariant under permutations of the pairs \((t_1, t_3), (t_2, t_7)\) and of \((t_3, t_4, t_5, t_6)\). Furthermore,

\[ B_t(t) = B_t(wt) \frac{(1/t_1t_3, 1/t_1t_4, 1/t_5t_6, 1/t_6t_8; q)_\infty}{(t_2t_4, t_2t_3, t_5t_7, t_6t_7; q)_\infty} \]

as meromorphic functions in \( t \in H_1 \).

**Remark 5.21.** The \( w \)-symmetry of \( V_t \), rewritten in series form using Lemma 5.12, gives the transformation formula \([5, (2.10.1)]\) for very-well-poised \( 8φ_7 \) basic hypergeometric series.

Similarly as in the hyperbolic theory, the \( w \)-symmetry of \( E_t \) generalizes to the following integral transformation formula for the trigonometric Euler integral \( E_t \).

**Proposition 5.22.** For \( t \in (\mathbb{C}^\times)^6 \) and \( s \in \mathbb{C}^\times \) satisfying

\[ \|t_2\|, \|t_3\|, \|t_4\|, \|s\|, \|t_5/s\|, \|t_6/s\| < 1 \]

we have

\[ \int_{\mathbb{T}} E_t(t_1, t_2, t_3, t_4, sx, sx^{-1}) \frac{(x^{±2}; q)_\infty}{(t_5x^{±1}/s, t_6x^{±1}/s; q)_\infty} \frac{dx}{2\pi i} = \frac{2(t_5t_6; q)_\infty}{(q, s^2, t_5t_6/s^2; q)_\infty} E_t(t_1, \ldots, t_6). \]

**Proof.** The proof is similar to the hyperbolic case (see Proposition 5.13), now using the double integral

\[ \int_{\mathbb{T}^2} \frac{(z^{±2}, z^{±1}/t_1, x^{±2}; q)_\infty}{(z^{±1}x^{±1}; q)_\infty} \frac{dz}{2\pi i} \frac{dx}{2\pi i}. \]

Specializing \( s^2 = 1/t_1t_2t_3t_4 \) in Proposition 5.22 and using the trigonometric Nassrallah-Rahman integral (see Corollary 5.19), we re-obtain the \( w \)-symmetry of \( E_t \) (see Proposition 5.20).

The three trigonometric integrals \( E_t, B_t \) and \( V_t \) are interconnected as follows.
Proposition 5.23. We have
\[ B_t(t) = \frac{(1/t_1t_6,1/t_8t_6; q)_\infty}{(t_2t_3,t_2t_4,t_2t_5,t_6t_7; q)_\infty} V_t(t_7/s,t_3s,t_4s,t_5s,t_1/s,t_8/s), \]
\[ = \frac{(1/t_1t_3,1/t_1t_4,1/t_1t_5,1/t_6t_8; q)_\infty}{(t_2t_6,t_7t_8; q)_\infty} E_t(t_8/v,t_7/v,t_3v,t_4v,t_5v,t_2/v), \]
as meromorphic functions in \( t \in \mathcal{H}_1 \), where \( s^2 = t_1t_6t_7t_8 = 1/t_2t_3t_4t_5 \) and \( v^2 = t_2t_6t_7t_8 = 1/t_1t_3t_4t_5 \).

Proof. This follows by combining Proposition 5.12 and Proposition 5.18. Concretely, to relate \( B_t \) and \( V_t \) one computes for generic \( t \in \mathcal{H}_1 \) and with \( s^2 = 1/t_2t_3t_4t_5 \),
\[ B_t(t) = \lim_{u \to 0} (t_2t_7/u;q)_\infty S_t(t_u^{-\frac{1}{2}},t_2u^{-\frac{1}{2}},t_3u^{-\frac{1}{2}},t_4u^\frac{1}{2},t_5u^\frac{1}{2},t_6u^\frac{1}{2},t_7u^{-\frac{1}{2}},t_8u^{-\frac{1}{2}}) \]
\[ = \frac{(1/t_1t_6,1/t_8t_6; q)_\infty}{(t_2t_3,t_2t_4,t_2t_5,t_6t_7; q)_\infty} \lim_{u \to 0} (t_2t_7/u;q)_\infty U_t(t_7/s,t_3s,t_4s,t_5s,t_1/s,t_8/s,t_2s/u,t_6u/s) \]
\[ = \frac{(1/t_1t_6,1/t_8t_6; q)_\infty}{(t_2t_3,t_2t_4,t_2t_5,t_6t_7; q)_\infty} V_t(t_7/s,t_3s,t_4s,t_5s,t_1/s,t_8/s), \]
where the first and third equality follows from Proposition 5.18 and the second equality follows from Proposition 5.12. To relate \( B_t \) and \( E_t \), we first note that Proposition 5.12 is equivalent to the identity
\[ (5.16) \quad U_t(t) = \frac{(1/t_6t_7; q)_\infty}{(1/t_1t_6,t_1t_6,t_3t_6,t_6t_7; q)_\infty} S_t(t_6/s,t_2s,t_3s,t_4s,t_5s,t_1/s,t_8/s,t_7/s), \]
where \( t \in \mathcal{H}_1 \) and \( s^2 = 1/t_2t_3t_4t_5 \). For generic \( t \in \mathcal{H}_1 \) and with \( v^2 = 1/t_1t_3t_4t_5 \) we then compute
\[ B_t(t) = \lim_{u \to 0} U_t(t_2u^\frac{1}{2},t_3u^\frac{1}{2},t_4u^{-\frac{1}{2}},t_5u^{-\frac{1}{2}},t_6u^\frac{1}{2},t_7u^\frac{1}{2},t_8u^{-\frac{1}{2}},t_9u^{-\frac{1}{2}}) \]
\[ = \frac{(1/t_1t_3,1/t_1t_4,1/t_1t_5,1/t_6t_8; q)_\infty}{(t_2t_6,t_7t_6; q)_\infty} \lim_{u \to 0} S_t(t_8/v,t_7/v,t_3v,t_4v,t_5v,t_2/v,t_1v/v,t_6/v) \]
\[ = \frac{(1/t_1t_3,1/t_1t_4,1/t_1t_5,1/t_6t_8; q)_\infty}{(t_2t_6,t_7t_6; q)_\infty} E_t(t_8/v,t_7/v,t_3v,t_4v,t_5v,t_2/v), \]
where the first and third equality follows from Proposition 5.18 and the second equality follows from (5.10). \( \square \)

Remark 5.24. a) Combining the interconnection between \( E_t \) and \( V_t \) from Proposition 5.23 with the expression of \( V_t \) as very-well-poised \( \phi_7 \) series from Lemma 5.17 yields the Nassrallah-Rahman integral representation \[ \phi_7 \] (6.3.7)].

b) Similarly, combining the interconnection between \( B_t \) and \( V_t \) from Proposition 5.23 with their series expressions from Lemma 5.17 yields the expression \[ \phi_7 \] (2.10.10)] of a very-well-poised \( \phi_7 \) series as a sum of two balanced \( \phi_7 \) series.

Degenerating the contiguous relations of \( S_t \) using Proposition 5.18 leads directly to contiguous relations for \( E_t, B_t \) and \( V_t \). For instance, we obtain

Proposition 5.25. We have
\[ A(t)E_t(t_1,t_2,t_3,qt_4,t_5/q,t_6) + (t_4 \leftrightarrow t_5) = B(t)E_t(t) \]
as meromorphic functions in \( t \in (\mathbb{C}^*)^6/C_2 \), where
\[ A(t) = -\frac{1 - \frac{t_4t_5}{t_1t_6}}{t_4(1 - \frac{t_4t_5}{t_1t_6})(1 - \frac{t_4t_5}{q})}, \]
\[ B(t) = \frac{q}{t_4t_5} - t_2t_3t_6 + \frac{qt_4}{t_5}A(t) + \frac{qt_5}{t_4}A(s_4t). \]
Proof. Substitute \( t = (t_1, t_2, t_3, t_4, t_5, t_7u, t_6, t_8/u) \) with \( \prod_{j=1}^8 t_j = 1 \) in (5.11) and take the limit \( u \to 0 \).

For later purposes, we also formulate the corresponding result for \( B_t(t) \). We substitute \( t = (t_1 u^{-\frac{t}{2}}, t_7 u^{-\frac{t}{2}}, t_3 u^{-\frac{t}{2}}, t_5 u^{-\frac{t}{2}}, t_2^{-\frac{t}{2}}, t_6 u^{-\frac{t}{2}}, t_8 u^{-\frac{t}{2}}) \) for generic \( t \in \mathbb{C}^8 \) satisfying \( \prod_{j=1}^8 t_j = 1 \) in (5.11), multiply the resulting equation by \( u^\frac{t}{2}(t_2 t_7/u; q)_\infty \), and take the limit \( u \to 0 \). We arrive at

\[
(5.17) \quad \alpha(t) B_t(t_1, t_2, t_3, t_4 t_5 t_6 t_7 t_8) + (t_4 \leftrightarrow t_5) = \beta(t) B_t(t), \quad t \in \mathcal{H}_1,
\]

where

\[
\alpha(t) = -\frac{(1 - \frac{1}{t_4 t_5})(1 - \frac{t_4 t_5}{q_t})(1 - \frac{1}{t_4 t_5})}{t_4(1 - \frac{1}{q_t})},
\]

\[
\beta(t) = t_7(1 - t_2 t_3)(1 - t_2 t_6) + \frac{(1 - t_2 t_4)}{(1 - t_2 t_5)} \alpha(t) + \frac{(1 - t_2 t_4)}{(1 - t_2 t_5)} \alpha(s_4 s_5 t).
\]

The degeneration of (5.12) yields Bailey’s [5, (2.11.1)] three term transformation formula for very-well-poised \( \phi_8 \)’s:

**Proposition 5.26.** We have

\[
\frac{\theta(t_1, t_2; q)}{\theta(t_3, t_4; q)} E_t(t_3/q, qt_1, t_2, t_4, t_5, t_6) + (t_2 \leftrightarrow t_3) = E_t(t).
\]

Proof. Consider (5.12) with \( t_1 \) and \( t_8 \), \( t_2 \) and \( t_7 \), and \( t_3 \) and \( t_6 \) interchanged. Subsequently substitute the parameters \((t_1, t_2, t_3, t_4, t_5, t_6, t_7u, t_8/u)\) with \( \prod_{j=1}^8 t_j = 1 \) and take the limit \( u \to 0 \).

5.5. **The Askey-Wilson function.** In this subsection we relate the trigonometric hypergeometric integrals with \( D_5 \) symmetry to the nonpolynomial eigenfunction of the Askey-Wilson second order difference operator, known as the Askey-Wilson function. The Askey-Wilson function is the trigonometric analog of Ruijsenaars’ \( R \)-function, and is closely related to harmonic analysis on the quantum SU(1,1) group.

As for the \( R \)-function, we introduce the Askey-Wilson function in terms of the trigonometric Barnes integral \( B_t \). Besides the usual Askey-Wilson parameters we also use logarithmic variables in order to make the connection to the \( R \)-function more transparent. We write the base \( q \in \mathbb{C}^\times \) with \( |q| < 1 \) as \( q = e(\omega_1/\omega_2) \) with \( \omega = \omega_1/\omega_2 \in \mathbb{H}_+ \) and \( e(x) = \exp(2\pi ix) \) as before. From the previous subsection it follows that the parameter space of \( B_t(t) \) is \( \mathcal{H}_1/\mathbb{C}e(\beta_1)278 \). In logarithmic coordinates, this relates to \( \mathcal{G}_0/\mathbb{C}^\beta_1278 \). We identify \( \mathcal{G}_0/\mathbb{C}^\beta_1278 \) with \( \mathbb{C}^6 \) by assigning to the six-tuple \((\gamma, x, \lambda) = (\gamma_0, \gamma_1, \gamma_2, \gamma_3, \lambda, x)\) the class in \( \mathcal{G}_0/\mathbb{C}^\beta_1278 \) represented by \( u = (u_1, \ldots, u_8) \in \mathcal{G}_0 \) with

\[
\begin{align*}
 u_1 &= (-\gamma_0 - \gamma_1 - 2\omega)/\omega_2, & u_2 &= 0, \\
 u_3 &= (\gamma_0 + \omega - i\lambda)/\omega_2, & u_4 &= (\gamma_0 + \omega - i\lambda)/\omega_2, \\
 u_5 &= (\gamma_0 + \omega + i\lambda)/\omega_2, & u_6 &= (\gamma_0 + \omega + i\lambda)/\omega_2, \\
 u_7 &= (-\gamma_0 - \gamma_3)/\omega_2, & u_8 &= (-\gamma_0 - \gamma_2 - 2\omega)/\omega_2,
\end{align*}
\]

where \( \omega = \frac{1}{2}((\omega_1 + \omega_2)) \) as before. We define the corresponding six-tuple of Askey-Wilson parameters \((a, b, c, d, \mu, z)\) by

\[
(a, b, c, d) = (e((\gamma_0 + \omega)/\omega_2), e((\gamma_1 + \omega)/\omega_2), e((\gamma_2 + \omega)/\omega_2), e((\gamma_3 + \omega)/\omega_2)),
\]

\[
(\mu, z) = (e(-i\lambda/\omega_2), e(-ix/\omega_2)).
\]

The four-tuple \((a, b, c, d)\) represents the four parameter freedom in the Askey-Wilson theory, while \( z \) (respectively \( \mu \)) plays the role of geometric (respectively spectral) parameter. Furthermore, we define the dual Askey-Wilson parameters by

\[
(a, b, c, d) = (e((\gamma_0 + \omega)/\omega_2), e((\gamma_1 + \omega)/\omega_2), e((\gamma_2 + \omega)/\omega_2), e((\gamma_3 + \omega)/\omega_2)),
\]

\[
(\mu, z) = (e(-i\lambda/\omega_2), e(-ix/\omega_2)).
\]
with $\hat{\gamma}$ the dual parameters defined by (4.28). We furthermore associate to the logarithmic parameters $t = \psi_0(2\pi iu) \in \mathcal{H}_1$, so that

\[
t = \psi_0(2\pi iu) = (1/ab, 1, \tilde{a}u, az, a/z, \tilde{a}/\mu, q/ad, 1/ac)
\]

We define the Askey-Wilson function $\phi(\gamma; x, \lambda) = \phi(\gamma; x, \lambda; \omega_1, \omega_2)$ by

\[
\phi(\gamma; x, \lambda) = \frac{(q, ts\lambda_3, ts\lambda_4, ts\lambda_5, ts\lambda_6; q)_\infty}{2} B_1(t)
\]

with $t = \psi_0(2\pi iu) \in \mathcal{H}_1$ and $u$ given by (5.18). Note the similarity to the definition of Ruijsenaars’ $R$-function, see (4.26).

From the series expansion of $B_1$ as sum of two balanced $4\phi_3$, we have in terms of Askey-Wilson parameters (4.19),

\[
\phi(\gamma; x, \lambda) = \frac{(ab, ac; q)_\infty}{(q/\lambda; q)_\infty} 4\phi_3 \left( a_{\pm 1}, \tilde{a}_{\mp 1}; ab, ac, ad : q, q \right)
\]

\[
+ \frac{(qb/d, qc/d, \tilde{a}_{\pm 1}, az_{\pm 1}; q)_\infty}{(ad/q, q\tilde{a}_{\pm 1}; ad, qz_{\pm 1}; d; q)_\infty} 4\phi_3 \left( qz_{\pm 1}/d, q\tilde{a}_{\mp 1}/ad, q^{3}/ad, qb/d, qc/d : q, q \right),
\]

which shows that $\phi(\gamma; x, \lambda)$ is, up to a $(z, \gamma)$-independent rescaling factor, the Askey-Wilson function as defined in e.g. (11).

We now re-derive several fundamental properties of the Askey-Wilson function using the results of the previous subsection. Comparing the symmetries of the Askey-Wilson function $\phi(\gamma; x, \lambda)$ to the symmetries of the $R$-function (Proposition (5.18), we have a broken symmetry in the parameters $\gamma$ is broken (from the Weyl group of type $D_4$ to the Weyl group of type $D_3$). The most important symmetry (self-duality) is also valid for the Askey-Wilson function and has played a fundamental role in the study of the associated generalized Fourier transform (see (11)). Self-duality of the Askey-Wilson function has a natural interpretation in terms of Cherednik’s theory on double affine Hecke algebras, see (30). Concretely, the symmetries of the Askey-Wilson function are as follows.

**Proposition 5.27.** The Askey-Wilson function $\phi(\gamma; x, \lambda)$ is even in $x$ and $\lambda$ and is self-dual,

$\phi(\gamma; x, \lambda) = \phi(\gamma; -x, \lambda) = \phi(\gamma; x, -\lambda) = \phi(\gamma; -x, \lambda)$.

Furthermore, $\phi(\gamma; x, \lambda)$ has a $W(D_3)$-symmetry in the parameters $\gamma$, given by

$\phi(\gamma_1, \gamma_2, \gamma_3; x, \lambda) = \frac{e((-\gamma_3 + \omega \pm i\lambda)/\omega_2; q)_\infty}{e((\gamma_2 + \omega \pm i\lambda)/\omega_2; q)_\infty} \phi(\gamma; x, \lambda)$,

$\phi(\gamma_0, \gamma_2, \gamma_1, \gamma_3; x, \lambda) = \phi(\gamma; x, \lambda)$,

$\phi(\gamma_0, \gamma_1, \gamma_2, \gamma_3; x, \lambda) = \frac{e((-\gamma_3 + \omega \pm i\lambda)/\omega_2; q)_\infty}{e((\gamma_2 + \omega \pm i\lambda)/\omega_2; q)_\infty} \phi(\gamma; x, \lambda)$.

**Proof.** Similarly as for the $R$-function (see Proposition (4.18), the symmetries of the Askey-Wilson function correspond to the $W(D_3)$-symmetries of $B_1$. Alternatively, all symmetries follow trivially from the series expansion (5.22) of the Askey-Wilson function, besides its symmetry with respect to $\gamma_0 \leftrightarrow \gamma_1$ and $\gamma_2 \leftrightarrow -\gamma_3$. These two symmetry relations are equivalent under duality, since

$$(\gamma_1, \gamma_0, \gamma_2, \gamma_3) = (\tilde{\gamma}_0, \tilde{\gamma}_1, -\tilde{\gamma}_3, -\tilde{\gamma}_2),$$

so we only discuss the symmetry with respect to $\gamma_0 \leftrightarrow \gamma_1$. By Proposition (5.20) we have, with parameters $t$ given by (5.20) and (5.18),

$$\phi(\gamma_1, \gamma_0, \gamma_2, \gamma_3; x, \lambda) = \frac{\langle q, e((\gamma_1 + \omega \pm i\lambda)/\omega_2), e((\gamma_0 + \omega \pm i\lambda)/\omega_2); q \rangle_\infty}{2} B_1(w_{s_35}t)$$

$$= \frac{e((-\gamma_3 + \omega \pm i\lambda)/\omega_2; q)_\infty}{e((\gamma_2 + \omega \pm i\lambda)/\omega_2; q)_\infty} \phi(\gamma; x, \lambda),$$

as desired. □
Next we show that the Askey-Wilson function satisfies the same Askey-Wilson second order difference equation (with step-size $i\omega_1$) as Ruijenaars’ $R$-function, a result which has previously been derived from detailed studies of the associated Askey-Wilson polynomials in [9], cf. also [11].

Lemma 5.28. The Askey-Wilson function $\phi(\gamma; x, \lambda)$ satisfies the second order difference equation

$$A(\gamma; x; \omega_1, \omega_2)(\phi(\gamma; x + i\omega_1, \lambda; \omega_1, \omega_2) - \phi(\gamma; x, \lambda; \omega_1, \omega_2)) + (x \leftrightarrow -x) = B(\gamma; \lambda; \omega_1, \omega_2)\phi(\gamma; x, \lambda; \omega_1, \omega_2),$$

where $A$ and $B$ are given by

$$A(\gamma; x; \omega_1, \omega_2) = \prod_{j=0}^{3} \sinh(\pi(\omega + i\gamma_j)/\omega_2),$$

$$B(\gamma; \lambda; \omega_1, \omega_2) = \sinh(\pi(\lambda - i\omega - i\gamma_0)/\omega_2) \sinh(\pi(\lambda + i\omega + i\gamma_0)/\omega_2).$$

Proof. Specialize the parameters according to (5.20) and (5.18) in (5.17). Subsequently express $B_1(t), B_4(t, \tau_4 t)$ and $B_4(\tau_4 t)$ in terms of $\phi(\gamma; x, \lambda)$, $\phi(\gamma; x + i\omega_1, \lambda)$ and $\phi(\gamma; x - i\omega_1, \lambda)$ respectively. The resulting equation is the desired difference equation. \qed

Remark 5.29. Denoting $\Phi(z; \mu) = \Phi(a, b, c; d; z, \mu)$ for the Askey-Wilson function in the usual Askey-Wilson parameters, Lemma 5.28 becomes the Askey-Wilson second order difference equation

$$A(z)(\Phi(qz; \mu) - \Phi(z, \mu)) + A(z^{-1})(\Phi(z/q; \mu) - \Phi(z, \mu)) = (a(\gamma + \gamma^{-1}) - 1 - \tilde{a}^2)\Phi(z, \mu),$$

where

$$A(z) = \frac{(1-a z)(1-b z)(1-c z)(1-d z)}{(1-q z^2)(1-z^2)}$$

and $\tilde{a} = e((-\gamma_0 + \omega)/\omega_2)$.

We have now seen that the $R$-function $R(\gamma; x, \lambda; \omega_1, \omega_2)$ as well as the Askey-Wilson function $\phi(\gamma; x, \lambda; \omega_1, \omega_2)$ are solutions to the eigenvalue problem

$$(5.23)\quad \mathcal{L}^\omega_{\gamma} f = B(\gamma; \lambda; \omega_1, \omega_2) f$$

for the Askey-Wilson second order difference operator $\mathcal{L}^\omega_{\gamma}$ with step-size $i\omega_1$. These two solutions have essentially different behaviour in the $i\omega_2$-step direction: the Askey-Wilson function $\phi(\gamma; x, \lambda)$ is $i\omega_2$-periodic, while the $R$-function $R(\gamma; x, \lambda)$ is $\omega_1 \leftrightarrow \omega_2$ invariant (hence is also an eigenfunction of the Askey-Wilson second order difference operator $\mathcal{L}^\omega_{\gamma}$ with step-size $i\omega_2$, with eigenvalue $B(\gamma; \lambda; \omega_2, \omega_1)$). On the other hand, note that $\tau = -\omega_2/\omega_1 \in \mathbb{H}_+$ and that

$$A(\gamma; x; \omega_2, \omega_1) = A(-\gamma; -x; -\omega_2, \omega_1), \quad B(\gamma; \lambda; \omega_2, \omega_1) = B(-\gamma; \lambda; -\omega_2, \omega_1)$$

with $-\gamma = (-\gamma_0, -\gamma_1, -\gamma_2, -\gamma_3)$, so that the Askey-Wilson function $\phi(-\gamma; x, \lambda; -\omega_2, \omega_1)$ (with associated modular inverted base $\tilde{q} = e(-\omega_2/\omega_1)$) does satisfy the second Askey-Wilson second order difference equation

$$(5.24)\quad (\mathcal{L}^\omega_{\gamma} \phi(-\gamma; \cdot, \lambda; -\omega_2, \omega_1))(x) = B(\gamma; \lambda; \omega_2, \omega_1)\phi(-\gamma; x, \lambda; -\omega_2, \omega_1),$$

cf. [27] [6.6]. In the next section we match the hyperbolic theory to the trigonometric theory, which in particular entails an explicit expression of the $R$-function in terms of products of Askey-Wilson functions in base $q$ and base $\tilde{q}$.

Note furthermore that Proposition 5.22 hints at the fact that the solution space to the Askey-Wilson eigenvalue problem admits a natural twisted $W(D_4)$-action on the parameters $\gamma$. In fact, the solution space to $\tau$ is invariant under permutations of $(\gamma_0, \gamma_1, \gamma_2, \gamma_3)$. Furthermore, a straightforward computation shows that

$$g(\gamma; \cdot)^{-1} \circ \mathcal{L}^\omega_{\gamma} \circ g(\gamma; \cdot) = \mathcal{L}^\omega_{(\gamma_0, \gamma_1, -\gamma_3, -\gamma_2)} + B(\gamma; \lambda; \omega_1, \omega_2) - B(\gamma_0, \gamma_1, -\gamma_3, -\gamma_2; \lambda; \omega_1, \omega_2)$$

for the gauge factor

$$g(\gamma; x) = \left(\frac{e((\gamma_2 + \omega \pm ix)/\omega_2); q}{e((-\gamma_3 + \omega \pm ix)/\omega_2); q}\right)_\infty,$$
which implies that for a given solution \( F_\lambda(\gamma_0, \gamma_1, -\gamma_3, -\gamma_2; \cdot) \) to the eigenvalue problem

\[
\mathcal{L}^{\omega_1, \omega_2}_{(\gamma_0, \gamma_1, -\gamma_3, -\gamma_2)} f = B(\gamma_0, \gamma_1, -\gamma_3, -\gamma_2; \lambda; \omega_1, \omega_2) f,
\]

we obtain a solution

\[
\tilde{F}_\lambda(\gamma; x) := g(\gamma; x) F_\lambda(\gamma_0, \gamma_1, -\gamma_3, -\gamma_2; x)
\]

to the eigenvalue problem \([5.23]\). A similar observation forms the starting point of Ruijsenaars’ \([25]\) analysis of the \( W(D_4) \)-symmetries of the \( R \)-function (see also Section \( 4.6 \)).

**Remark 5.30.** A convenient way to formalize the \( W(D_4) \)-symmetries of the eigenvalue problem \([5.23]\), in the present trigonometric setting, is by interpreting \( \omega_2 \)-periodic solutions to \([5.23]\), depending meromorphically on \((\gamma, x, \lambda)\), as defining a sub-vectorbundle \( \tilde{\Gamma}^0(\omega_1, \omega_2) \) of the meromorphic vectorbundle \( \Gamma^0(\omega_1, \omega_2) \) over

\[
X = (\mathbb{C}/\mathbb{Z}\omega_2)^4 \times \mathbb{C}/(\mathbb{Z}\omega_1 + \mathbb{Z}i\omega_2) \times \mathbb{C}/\mathbb{Z}i\omega_2
\]

consisting of meromorphic functions in \((\gamma, x, \lambda) \in (\mathbb{C}/\mathbb{Z}\omega_2)^4 \times \mathbb{C}/(\mathbb{Z}\omega_1 + \mathbb{Z}i\omega_2) \times \mathbb{C}/\mathbb{Z}i\omega_2\). The above analysis can now equivalently be reformulated as the following property of \( \tilde{\Gamma}^0(\omega_1, \omega_2) \): the sub-vectorbundle \( \tilde{\Gamma}^0(\omega_1, \omega_2) \) is \( W(D_4) \)-invariant with respect to the twisted \( W(D_4) \)-action

\[
(\sigma \cdot f)(\gamma; x, \lambda) := V_{\sigma}(\gamma; x, \lambda)^{-1} f(\sigma^{-1} \gamma; x, \lambda), \quad \sigma \in W(D_4)
\]

on \( \tilde{\Gamma}^0(\omega_1, \omega_2) \), where \( V_{\sigma}(\gamma; x, \lambda) = h(\sigma^{-1} \gamma; x, \lambda)/h(\gamma; x, \lambda) \quad (\sigma \in W(D_4)) \) is the 1-coboundary with

\[
h(\gamma; x, \lambda) = h(\gamma; x, \lambda; \omega_1, \omega_2)
\]

e.g. given by

\[
h(\gamma; x, \lambda; \omega_1, \omega_2) = \frac{\theta(e((\gamma_3 - \gamma_0 + ix)/\omega_2); \omega) \prod_{j=0}^{3} (e((\omega - \gamma_j + ix)/\omega_2); \omega)_\infty}{\theta(e((\omega - \gamma_3 + ix)/\omega_2); \omega) \prod_{j=0}^{3} (e((\omega - \gamma_j + ix)/\omega_2); \omega)_\infty} \in \Gamma^0(\omega_1, \omega_2)^\times,
\]

and where \( W(D_4) \) acts on the \( \gamma \) parameters by permutations and even sign changes. By a straightforward analysis using Casorati-determinants and the asymptotically free solutions to the eigenvalue problem \([5.23]\), one can furthermore show that \( \tilde{\Gamma}^0(\omega_1, \omega_2) \) is a (trivial) meromorphic vectorbundle over \( X \) of rank two (compare with the general theory on difference equations in \([19]\)).

We end this subsection by expressing the Askey-Wilson function \( \phi(\gamma; x, \lambda) \) in terms of the trigonometric integrals \( E_t \) and \( V_t \) using Proposition \([5.23]\). Note its close resemblance with the hyperbolic case, cf. Theorem \([4.21]\).

**Lemma 5.31.** a) We have

\[
\phi(\gamma; x, \lambda) = \frac{(q; q)_\infty}{2} \frac{e((\gamma_0 + \omega - i\lambda)/\omega_2), e((\gamma_1 + \omega + i\lambda)/\omega_2), e((\gamma_2 + \omega - i\lambda)/\omega_2); q)_\infty}{e((-\gamma_3 + \omega - i\lambda)/\omega_2); q}_\infty \times \prod_{j=0}^{3} (e((\gamma_j + \omega \pm ix)/\omega_2); q)_\infty E_t(t)
\]

with

\[
t_1 = e((-3\omega/2 + \gamma_3 - \gamma_0 + i\lambda/2)/\omega_2), \quad t_2 = e((\omega/2 + \gamma_2 - \gamma_0 + i\lambda/2)/\omega_2),
\]

\[
t_3 = e((\omega/2 + \gamma_1 - \gamma_0 + i\lambda/2)/\omega_2), \quad t_4 = e((\omega/2 + \gamma_0 - \gamma_0 + i\lambda/2)/\omega_2),
\]

\[
t_5 = e((\omega/2 + \gamma_0 + ix - i\lambda/2)/\omega_2), \quad t_6 = e((\omega/2 + \gamma_0 - ix + i\lambda/2)/\omega_2).
\]

b) We have

\[
\phi(\gamma; x, \lambda) = \frac{(q; q)_\infty}{2} \frac{e((\gamma_0 + \omega + i\lambda)/\omega_2), e((\gamma_1 + \omega - i\lambda)/\omega_2), e((\gamma_2 + \omega - i\lambda)/\omega_2); q)_\infty}{e((-\gamma_3 + \omega + i\lambda)/\omega_2); q}_\infty V_t(t)
\]
with
\[ t_1 = e((\frac{3}{2} \omega - \gamma_3 + \frac{\gamma_0}{2} - i \lambda)/\omega_2), \quad t_2 = e((\frac{-1}{2} \omega - \gamma_2 + \frac{\gamma_0}{2} - i \lambda)/\omega_2), \]
\[ t_3 = e((\frac{-1}{2} \omega - \gamma_3 + \frac{\gamma_0}{2} - i \lambda)/\omega_2), \quad t_4 = e((\frac{-1}{2} \omega - \gamma_0 + \frac{\gamma_0}{2} - i \lambda)/\omega_2), \]
\[ t_5 = e((\frac{-1}{2} \omega - \frac{\gamma_0}{2} + i x + i \lambda)/\omega_2), \quad t_6 = e((\frac{-1}{2} \omega - \frac{\gamma_0}{2} - i x + i \lambda)/\omega_2). \]

**Proof.**

**a)** We use Proposition 5.24 to rewrite \( \phi(\gamma; x, \lambda) \) in terms of \( \phi(\gamma_0, \gamma_1, \gamma_2; x, -\lambda) \) Subsequently we use the defining expression of \( \phi(\gamma_0, \gamma_1, \gamma_2; x, -\lambda) \) to obtain
\[ \phi(\gamma; x, \lambda) = \frac{(q, e((\gamma_1 + \omega \pm i \lambda)/\omega_2), e((\gamma_0 + \omega \pm i x)/\omega_2), e((\gamma_2 + \omega \pm i x)/\omega_2); q)_{\infty}}{2(1 - e((\gamma_3 + \omega \pm i x)/\omega_2); q)_{\infty}} B_1(\xi) \]
with
\[ \xi = (e((\gamma_0 - \gamma_1 - 2\omega)/\omega_2), 1, e((\gamma_1 + \omega + i \lambda)/\omega_2), e((\gamma_0 + \omega + i x)/\omega_2), e((\gamma_0 + \omega + i x)/\omega_2), e((\gamma_2 - \gamma_0)/\omega_2), e((\gamma_3 - \gamma_2)/\omega_2), e((\gamma_3 - \gamma_0 - 2\omega)/\omega_2)). \]

With this specific ordered set \( \xi \) of parameters we apply Proposition 5.24 directly to the definition (6.24) of \( \phi(\gamma; x, \lambda) \). 

**b)** This follows from applying Proposition 5.24 directly to the definition (6.24) of \( \phi(\gamma; x, \lambda) \).

Using the expression of the Askey-Wilson function in terms of \( V_1 \) and using Lemma 5.17, we thus obtain an expression of the Askey-Wilson function as very-well-poised \( \phi_7 \) series.

### 6. Hyperbolic versus Trigonometric Theory

#### 6.1. Hyperbolic versus Trigonometric Gamma Functions

We fix throughout this section periods \( \omega_1, \omega_2 \in \mathbb{C} \) with \( \Re(\omega_1) > 0, \Re(\omega_2) > 0 \) and \( \tau = \omega_1/\omega_2 \in \mathbb{H}_+ \). We set
\[ q = q_{\omega_1, \omega_2} = e(\omega_1/\omega_2), \quad \bar{q} = \bar{q}_{\omega_1, \omega_2} = e(-\omega_2/\omega_1), \]
where \( e(x) = \exp(2\pi i x) \) as before, so that \( |q|, |\bar{q}| < 1 \).

Shintani’s [30] product expansion is
\[ (6.1) \quad G(\omega_1, \omega_2; x) = \frac{1}{48} e \left( \frac{\omega_2}{\omega_1} \right) e \left( \frac{x^2}{4\omega_1\omega_2} \right) \frac{e((i x + \omega)/\omega_2); q)_{\infty}}{(e((i x - \omega)/\omega_1); q)_{\infty}} \]
where \( \omega = \frac{1}{2}(\omega_1 + \omega_2) \) as before. For a proof of (6.1), see [37] Prop. A.1. In other words, the product expansion (6.1) expresses the hyperbolic gamma function as a quotient of two trigonometric gamma functions (one in base \( q \), the other in the modular inverted base \( \bar{q} \)). In this section we explicitly write the base-dependence; e.g. we write \( S_l(t; q) \) to denote the trigonometric hypergeometric function \( S_l(t) \) in base \( q \).

#### 6.2. Hyperbolic versus Trigonometric Hypergeometric Integrals

We explore (6.1) to relate the hyperbolic integrals to their trigonometric analogs. We start with the hyperbolic hypergeometric function \( S_h(u) \) \((u \in \mathbb{C}_{\text{iiw}} \). For \( u \in \mathbb{C}_{\text{iiw}} \) we write
\[ (6.2) \quad t_j = e((i u_j + \omega)/\omega_2), \quad \bar{t}_j = e((i u_j - \omega)/\omega_1), \quad j = 1, \ldots, 8. \]
Observe that \( \prod_{j=1}^{8} t_j = q^2 \) and \( \prod_{j=1}^{8} \bar{t}_j = \bar{q}^8 \).

**Theorem 6.1.** As meromorphic functions of \( u \in \mathbb{C}_{\text{iiw}} \) we have
\[ (6.3) \quad S_h(u) = \omega_2 e((2 \omega_2 + \sum_{j=1}^{5} u_j^2 - u_6^2 + u_6^2 - u_7^2)/2\omega_1\omega_2) \frac{(\bar{q}, \bar{t}_j; \bar{q})_{\infty}}{(\bar{t}_j; \bar{q}_{\infty}} \]
\[ \times \prod_{j=1}^{5} \frac{\theta(t_j\bar{t}_j; \bar{q}; \bar{q})}{\theta(t_j; \bar{q}; \bar{q})} U_1(q^2/t_1, q^2/t_1, \ldots, q^2/t_6, q^2/t_7; \bar{q}) S_l(t_6/q, t_1, \ldots, t_5, t_7, t_8; q; q) + (u_6 \leftrightarrow u_7), \]
with the parameters \( t_j \) and \( \tilde{t}_j \) given by (6.2).

**Proof.** We put several additional conditions on the parameters, which can later be removed by analytic continuity. We assume that \( \omega_1, -\omega_2 \in \mathbb{H}_+ \) and that \( \Re(\omega) < 0 \). We furthermore choose parameters \( u \in G_{2\omega} \) satisfying \( \Re(u_j - i\omega) > 0 \) and \( \Im(u_j - i\omega) < 0 \) for \( j = 1, \ldots, 8 \). Then

\[
S_h(u) = \int \frac{G(i\omega + 2x)}{\prod_{j=1}^{8} G(u_j + x)} dx
\]

\[= e\left(\frac{7}{24} \frac{\omega_1}{\omega_2} + \frac{\omega_2}{\omega_1}\right) e((\omega^2 + \sum_{j=1}^{8} u_j^2)/2\omega_1\omega_2) \int_{\mathbb{R}} W(x) \tilde{W}(x) dx,
\]

where

\[
W(x) = \frac{(e(\pm i\omega/\omega_2); q)_\infty}{\prod_{j=1}^{8} (t_j e(\pm i\omega/\omega_1); q)_\infty},
\]

\[\tilde{W}(x) = e(2x^2/\omega_1\omega_2) \frac{\prod_{j=1}^{8} (\tilde{t}_j e(\pm i\omega/\omega_1); \tilde{q})_\infty}{(q e(\pm 2i\omega/\omega_1); \tilde{q})_\infty}
\]

by (6.1). Using Cauchy’s Theorem and elementary asymptotic estimates of the integrand, we may rotate the integration contour \( \mathbb{R} \) to \( i\omega_2 \mathbb{R} \). Since the factor \( W(x) \) is \( i\omega_2 \)-periodic, we can fold the resulting integral, interchange summation and integration by Fubini’s Theorem, to obtain the expression

\[S_h(u) = e\left(\frac{7}{24} \frac{\omega_1}{\omega_2} + \frac{\omega_2}{\omega_1}\right) e((\omega^2 + \sum_{j=1}^{8} u_j^2)/2\omega_1\omega_2) \int_{0}^{i\omega_2} W(x) F(x) dx,
\]

where

\[
F(x) = \sum_{n=-\infty}^{\infty} \tilde{W}(x + mi\omega_2)
\]

\[= \tilde{W}(x) 10\psi_{10} \left( \tilde{q} e(ix/\omega_1), -\tilde{q} e(ix/\omega_1), \{\tilde{q}^{-1} e(ix/\omega_1)\}^{8}_{j=1}; \tilde{q}, \tilde{q} \right),
\]

At this stage we have to resort to [5] (5.6.3)], which expresses a very-well-poised \( 10\psi_{10} \) bilateral series as a sum of three very-well-poised \( 10\phi_9 \) unilateral series. This results in the formula

\[
F(x) = e(2x^2/\omega_1\omega_2) e(\tilde{t}_6 e(\pm i\omega_1), \tilde{t}_7 e(\pm i\omega_1); \tilde{q})
\]

\[\times \frac{(\tilde{q}; q)_\infty \prod_{j=1}^{8} (\tilde{t}_j \tilde{t}_8/q, \tilde{q} \tilde{t}_j / \tilde{t}_8; q)_\infty}{(q^2 / t_6 t_8, \tilde{q}^2 / t_7 t_8, t_8 / t_6, t_8 / t_7, \tilde{q}^3 / t_8^2; q)_\infty} 10W_9(\tilde{q}^2 / \tilde{t}_8^2; \{\tilde{q}^2 / t_j \tilde{t}_j\}^{7}_{j=1}; \tilde{q}, \tilde{q}) \]

\[+ (u_8; u_6, u_7),
\]

where \((u_8; u_6, u_7)\) means cyclic permutation of the parameters \((u_8, u_6, u_7)\). Note that the \( 10\phi_9 \) series in the expression of \( F(x) \) are independent of \( x \). Combining Jacobi’s inversion formula, the Jacobi triple product identity and the modularity

\[
(q; q)_\infty \frac{(q'; q')_\infty}{(q'; q')_\infty} = \sqrt{\frac{\omega_2}{-i\omega_1}} e\left(-\frac{1}{24} \left(\frac{\omega_1}{\omega_2} + \frac{\omega_2}{\omega_1}\right)\right)
\]

of Dedekind’s eta function, we obtain

\[
\theta(e(u/\omega_1); q) = e\left(-\frac{1}{24} \left(\frac{\omega_1}{\omega_2} + \frac{\omega_2}{\omega_1}\right)\right) e\left((u + \omega)^2/2\omega_1\omega_2\right) \theta(e(-u/\omega_2); q)
\]

for the rescaled Jacobi theta function \( \theta(\cdot) \), see e.g. [4] or [37]. As a result, we can rewrite the theta functions in the expression of \( F(x) \) as theta functions in base \( q \),

\[
e(2x^2/\omega_1\omega_2) \theta(\tilde{t}_6 e(\pm i\omega_1), \tilde{t}_7 e(\pm i\omega_1); \tilde{q}) = e\left(-\frac{1}{6} \left(\frac{\omega_1}{\omega_2} + \frac{\omega_2}{\omega_1}\right)\right) e(-u_8^2 + u_7^2)/\omega_1\omega_2)
\]

\[\times \theta(q e(\pm i\omega_2)/t_6, q e(\pm i\omega_2)/t_7; q),
\]
We thus obtain the expression

\[ S_h(u) = C(u_6; u_6, u_7) \int_0^{\pi/2} \theta(qe(\pm ix/\omega_2)/t_6, qe(\pm ix/\omega_2)/t_7; q) W(x) dx + (u_6; u_6, u_7) \]

(6.6)

where we have used that \(|t_j| < 1\) for \(j = 1, \ldots, 6\), with

\[
C(u_6; u_6, u_7) = e\left(\frac{1}{8} \omega_1 + \frac{\omega_2}{\omega_1}\right) e\left((-\omega_2^2 + \sum_{j=1}^{5} a_j^2 - d_j^2 + e_j^2 + u_6^2) / 2\omega_1 \omega_2\right)
\]

\[
\times \prod_{j=1}^{5} \frac{\theta(q^2/t_j s_j/q, q^2/t_j s_j/q; q)}{\theta(t_j s_j/q, t_j s_j/q; q)} \prod_{j=1}^{5} \frac{\theta(t_j s_j/q, t_j s_j/q; q)}{\theta(t_6 s_j/q, t_6 s_j/q; q)} 10W_9(q^2/t_j s_j; q^2/t_j s_j)_{j=1}^{7} = \frac{\omega_1}{\omega_2}.
\]

We thus have obtained an expression of \(S_h(u)\) as a sum of three trigonometric hypergeometric functions \(S_i\) in base \(q\), with coefficients expressed as very-well-poised \(10\phi_9\) series in base \(q\). The next step is to use a three term transformation for \(S_i\) to write \(S_h(u)\) as a sum of two trigonometric hypergeometric functions \(S_i\) in base \(q\), with coefficients now being a sum of two very-well-poised \(10\phi_9\) series.

Concretely, we consider the contiguous relation \(3.3\) for \(S_c\) with \(p \leftrightarrow q\) and with parameters specialized to \((t_1, \ldots, t_5, p t_6, p t_7, t_8)\). Taking the limit \(p \rightarrow 0\) leads to the three term transformation

\[ S_i(t_6/q, t_1, \ldots, t_5, t_8, t_7/q; q) = \frac{\theta(t_7/t_6; q)}{\theta(t_7/t_6; q)} \prod_{j=1}^{5} \frac{\theta(t_j t_6; q)}{\theta(t_j t_6; q)} S_i(t_7/q, t_1, \ldots, t_6, t_8/t_7; q) + (u_6 \leftrightarrow u_7) \]

(6.7)

for \(S_i\). Rewriting the coefficients in \(6.7\) in base \(q\) using the Jacobi inversion formula \(6.3\),

\[
\frac{\theta(t_7/t_6; q)}{\theta(t_7/t_6; q)} \prod_{j=1}^{5} \frac{\theta(t_j t_6; q)}{\theta(t_j t_6; q)} = e((u_6^2 - u_7^2)/\omega_1 \omega_2) \frac{\theta(t_8/t_7; q)}{\theta(t_6/t_7; q)} \prod_{j=1}^{5} \frac{\theta(q^2/t_j t_6; q)}{\theta(q^2/t_j t_6; q)}
\]

and using the resulting three term transformation in \(6.6\), we obtain

\[ S_h(u) = D(u_6, u_7) S_i(t_7/q, t_1, \ldots, t_6, t_8/q; q) + (u_6 \leftrightarrow u_7) \]

with

\[
D(u_6, u_7) = i\omega_2 \left(\frac{(u_6^2 - u_7^2)/\omega_1 \omega_2} {\theta(t_6/t_7; q)} \prod_{j=1}^{5} \frac{\theta(q^2/t_j t_6; q)}{\theta(q^2/t_j t_6; q)}\right) C(u_8; u_6, u_7) + C(u_6; u_7, u_8)\]

The coefficient \(D(u_6, u_7)\) is a sum of two very-well-poised \(10\phi_9\) series in base \(q\), which can be expressed in terms of the trigonometric integral \(U_i\) (in base \(q\)) by direct computations using Lemma \(5.3\). This yields the desired result. \(\square\)

Remark 6.2. i) Note that the \(W(E_6)\)-symmetry of the trigonometric integrals \(S_i\) and \(U_i\) is upgraded to a \(W(E_7)\)-symmetry in Theorem \(6.7\) since the second term in the right hand side of \(6.3\) is the first term with the role of \(u_6\) and \(u_7\) interchanged.

ii) Specializing the parameters in Theorem \(6.1\) to \(u \in G_{2i\omega}\) with \(u_1 = -u_6\) (so that \(t_1 t_6 = q\) and \(t_1 t_6 = \bar{q}\)), the left hand side of the identity can be evaluated by the hyperbolic Nassrallah-Rahman integral evaluation \(4.3\). For the right hand side of the identity, the second term vanishes because \(\theta(t_1 t_6; q, \bar{q}) = 0\) under the particular parameter specialization. The remaining product of two trigonometric integrals can be evaluated by Corollary \(5.3\). The equality of both sides of the resulting identity can be reconfirmed using \(6.1\) and \(4.3\). It follows from this argument that the evaluation of the hyperbolic Nassrallah-Rahman integral is in fact a consequence of fusing trigonometric identities, an approach to hyperbolic beta integrals which was analyzed in detail in \(3.7\).

iii) More generally, specializing \(6.3\) at generic \(u \in G_{2i\omega}\) satisfying \(u_1 + u_6 = n i \omega_1 + m i \omega_2\) \((n, m \in \mathbb{Z}_{\geq 0})\), the second term on the right hand side of \(6.3\) still vanishes while the first term
reduces to the product of two terminating very-well-poised _10φ_9 series, one in base \( q \) and the other in base \( \tilde{q} \). The terminating _10φ_9 series is Rahman’s [20] biorthogonal rational _10φ_9 function (cf. Remark [21, ii]), while the resulting expression for \( S_h \) is the corresponding two-index hyperbolic analogue of Rahman’s biorthogonal rational function, considered by Spiridonov [22, §8.3] (cf. Remark [23] on the elliptic level).

**Corollary 6.3.** We have

\[
E_h(u) = \omega_2 e \left( \frac{2\omega^2 + \sum_{j=1}^{4} u_j^2 - u_5^2 + u_6^2}{2\omega_1\omega_2} \right)
\times \frac{2}{(\bar{q}, \tilde{q}; q)} \prod_{j=1}^{4} \frac{\theta(t_j t_6; q; \bar{q})}{\theta(t_j t_5; \tilde{q})} V_i \left( \frac{\bar{q}^2}{t_6}, \frac{\tilde{q}^2}{t_1}, \ldots, \frac{\tilde{q}^2}{t_5}; \tilde{q} \right) E_i \left( \frac{t_5}{q}, t_1, \ldots, t_4, t_6; q \right)
\]

\[+ (u_5 \leftrightarrow u_6)\]

as meromorphic functions in \( u \in \mathbb{C}^6 \), where \( t_j = e((iu_j + \omega)/\omega_2) \) and \( \bar{t}_j = e((iu_j - \omega)/\omega_1) \) (\( j = 1, \ldots, 6 \)) as before.

**Proof.** For generic \( u \in \mathcal{G}_{2i\omega} \) we have

\[
E_h(u_2, \ldots, u_7) = \lim_{s \to \infty} S_h(u_1 + s, u_2, \ldots, u_7, u_8 - s) e^\left( \frac{(us - u_1 - 2s)(u_1 + us)}{2\omega_1\omega_2} \right)
\]

under suitable parameter restraints by Proposition [24]. By Theorem 6.1 we alternatively have

\[
\lim_{s \to \infty} S_h(u_1 + s, u_2, \ldots, u_7, u_8 - s) e^\left( \frac{(us - u_1 - 2s)(u_1 + us)}{2\omega_1\omega_2} \right) =
\]

\[
\lim_{s \to \infty} \omega_2 e \left( \frac{2\omega^2 + \sum_{j=2}^{5} u_j^2 - u_6^2 + u_7^2}{2\omega_1\omega_2} \right) \frac{2}{(\bar{q}, \tilde{q}; q)} \prod_{j=2}^{5} \frac{\theta(t_j t_6; q; \bar{q})}{\theta(t_j t_5; \tilde{q})} \theta(t_6 t_5; \tilde{q})
\]

\[
\times U_i \left( \frac{\bar{q}^2}{t_6}, \frac{\tilde{q}^2}{t_1}, \ldots, \frac{\tilde{q}^2}{t_5}; t_6 \bar{q}, \frac{\bar{q}^2}{t_1}, \frac{\tilde{q}^2}{t_5}; t_6 \tilde{q}, \frac{\tilde{q}^2}{t_1}; q \right) S_i \left( t_6, t_2, \ldots, t_5, t_7, t_1 u, t_8 / q u; q \right)
\]

\[+ (u_6 \leftrightarrow u_7)\]

where \( u = e(is/\omega_2) \) and \( \bar{u} = e(is/\omega_1) \). We have \( u, \bar{u} \to 0 \) as \( s \to \infty \) since \( \Re(\omega_1), \Re(\omega_2) > 0 \), hence application of Proposition 5.18 gives the right hand side of the desired identity with respect to the parameters \( (u_2, \ldots, u_7) \).

**Remark 6.4.** Alternatively Corollary 6.3 can be proved by repeating the arguments of Theorem 6.1. The argument simplifies, since one now only needs the expression \([25] (5.6.1)\) of a very-well-poised \( s_8 / q_8 \) as a sum of two very-well-poised \( s_6 / q_6 \) series, and one does not need to use three term transformations for the trigonometric integrals.

We conclude this section by relating the \( R \)-function to the Askey-Wilson function using Corollary 6.3. The answer deviates from Ruijsenaars’ [26, §6.5] hunch that \( R \) is (up to an elliptic prefactor) the product of an Askey-Wilson function in base \( q \) and an Askey-Wilson function in base \( \tilde{q} \): it is the appearance below of two such terms which upgrades the \( W(D_3) \)-symmetry of the Askey-Wilson functions to the \( W(D_4) \)-symmetry of \( R \) (cf. Remark 5.21). For notational convenience, we write \( w_0 = -1 \in W(D_4) \) for the longest Weyl group element, acting as \( w_0 \gamma = -\gamma \) on the Askey-Wilson parameters \( \gamma \). We define \( \psi(\gamma; x, \lambda) = \psi(\gamma; x, \lambda; \omega_1, \omega_2) \) by

\[
\psi(\gamma; x, \lambda; \omega_1, \omega_2) = \frac{h(\gamma; \lambda, x; \omega_1, \omega_2)}{h(-\gamma; \lambda, x; \omega_1, \omega_2)} (w_0 \cdot \phi)(\gamma; x, \lambda; \omega_1, \omega_2)
\]

\[
= \frac{h(\gamma; x, \lambda; \omega_1, \omega_2)}{h(-\gamma; x, \lambda; \omega_1, \omega_2)} h(\tilde{\gamma}; x, \lambda; \omega_1, \omega_2) \phi(-\gamma; x, \lambda; \omega_1, \omega_2),
\]

where the gauge factor \( h \) is given by \([27, 20]\). Note that \( \psi(\gamma; x, \lambda; \omega_1, \omega_2) \) is a self-dual solution of the Askey-Wilson difference equation \([28, 30]\), see Remark 5.30. We furthermore define the multiplier

\[
M(\gamma; x) = \frac{\theta(e((\gamma_0 - \gamma_3 - ix)/\omega_2), e((\omega + \gamma_3 - ix)/\omega_2); q)}{\theta(e((\gamma_3 - \gamma_0 - ix)/\omega_2), e((\omega + \gamma_0 - ix)/\omega_2), e((\omega + \gamma_1 - ix)/\omega_2); q)},
\]
which is elliptic in \(x\) with respect to the period lattice \(Zi\omega_1 + Zi\omega_2\).

**Theorem 6.5.** We have

\[
R(\gamma; x, \lambda; \omega_1, \omega_2) = K(\gamma)M(\gamma; x)\phi(s_{23}\gamma; x, \lambda; \omega_1, \omega_2)\psi(-\gamma; x, \lambda; -\omega_2, \omega_1) + (\gamma_2 \leftrightarrow \gamma_3),
\]

where \(s_{23}\gamma = (\gamma_0, \gamma_1, \gamma_3, \gamma_2)\) and with

\[
K(\gamma; \omega_1, \omega_2) = \sqrt{-e\left(-\frac{1}{24}(\omega_1 + \omega_2 + \omega_1^2)/(\omega_1\omega_2)\right)} \prod_{j=1}^{3} P_{\gamma}(i\omega + i\gamma_j) \prod_{j=1}^{3} P_{\gamma}(i\omega - i\gamma_j)/i\omega_1 \omega_2
\]

Proof. Using the second hyperbolic Euler integral representation of \(R\) from Theorem [121] and subsequently applying Corollary 6.3 we obtain an expression of \(R(\gamma; x, \lambda; \omega_1, \omega_2)\) in terms of trigonometric integrals \(E_i\) and \(V_i\) with parameter specializations which allows us to rewrite them as Askey-Wilson functions by Lemma 5.3! This leads to the expression

\[
(6.8) \quad R(\gamma; x, \lambda; \omega_1, \omega_2) = C(\gamma; x, \lambda; \omega_1, \omega_2)\phi(s_{23}\gamma; x, \lambda; \omega_1, \omega_2)\psi(-\gamma; x, \lambda; -\omega_2, \omega_1) + (\gamma_2 \leftrightarrow \gamma_3),
\]

with the explicit prefactor

\[
C(\gamma; \lambda; x; \omega_1, \omega_2) = \sqrt{-e\left(-\frac{1}{2}(\omega_1 + \omega_2 + \omega_1^2)/(\omega_1\omega_2)\right)} \prod_{j=1}^{3} P_{\gamma}(i\omega + i\gamma_j) \prod_{j=1}^{3} P_{\gamma}(i\omega - i\gamma_j)/i\omega_1 \omega_2
\]

Elaborate but straightforward computations using (6.1), (6.4) and (6.6) now yields the desired result.
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