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Abstract: Higher-order symmetries are constructed for a linear anomalous diffusion equation with the Riemann–Liouville time-fractional derivative of order $\alpha \in (0, 1) \cup (1, 2)$. It is proved that the equation in question has infinite sequences of nontrivial higher-order symmetries that are generated by two local recursion operators. It is also shown that some of the obtained higher-order symmetries can be rewritten as fractional-order symmetries, and corresponding fractional-order recursion operators are presented. The proposed approach for finding higher-order symmetries is applicable for a wide class of linear fractional differential equations.
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1. Introduction

The theory of higher-order symmetries is an important branch of modern group analysis of differential and integro-differential equations [1–4]. In this theory, it is assumed that for a given differential equation or for a system of such equations, the coordinates of infinitesimal generators of symmetry groups depend on a finite number of derivatives of all dependent variables. Such group generator corresponds to a one-parameter local transformation group, and corresponding transformations are known as higher-order tangent local transformations or as Lie–Bäcklund transformations [1,4–6].

In general case, Lie–Bäcklund transformations are invertible infinite-order tangent transformations acting in infinite-dimensional space [7]. The infinitesimal description of such transformations leads to an infinite system of first-order ordinary differential equations that are similar to the classical Lie equations. It had been proved that this system is reduced to a finite-dimensional system only for Lie point transformations and for contact transformations [5]. As a result, applications of the theory of infinite-order tangent transformation groups to differential equations lead to more complex calculations than the classical theory of Lie point transformation groups. However, higher-order symmetries play an important role in practical applications of symmetry analysis because they give an opportunity to find new exact solutions and conservation laws for differential equations. At present, there are some techniques for finding higher-order symmetries, and a lot of sequences of such symmetries have been found for numerous integer-order differential equations that are of great importance for many fields of science and technology (see, e.g., [1,2,4,8–14] therein).

Nevertheless, the theory of higher-order symmetries has not been yet extended to fractional differential equations (FDEs) [15]. At present, the basic methods of classical Lie group analysis have been successfully adopted to investigation of symmetry properties of FDEs with different types of fractional derivatives. A detailed discussion of this branch of Lie group analysis can be found in [16–18]. By using these methods, numerous Lie point
symmetries, invariant solutions and conservation laws had been found for different classes of FDEs (see, e.g., the overview given in the last section of [17]). However, to the best of our knowledge, there are not examples of finding higher-order symmetries for FDEs. In this paper, we overcome this drawback. We illustrate the possibility of finding higher-order symmetries for fractional differential equations by a simple example of the linear one-dimensional anomalous diffusion equation given by

\[ 0D^\alpha_t u = u_{xx}, \quad \alpha \in (0, 1) \cup (1, 2), \]

where

\[ 0D^\alpha_t u = \frac{1}{\Gamma(n - \alpha)} \frac{\partial^n}{\partial t^n} \int_0^t \frac{u(\tau, x)}{(t - \tau)^{n-\alpha+1}} d\tau, \quad n = [\alpha] + 1 \]

is the Riemann–Liouville time-fractional derivative (see, e.g., [15]). The Equation (1) is known as the subdiffusion equation for \( \alpha \in (0, 1) \), and as the diffusion-wave equation for \( \alpha \in (1, 2) \). In the limiting case of \( \alpha = 1 \), Equation (1) coincides with the linear diffusion (heat) equation. For this equation, the corresponding higher-order symmetries and recursion operators had been firstly calculated by Ibragimov [19]. If \( \alpha = 2 \), Equation (1) coincides with the linear wave equation which admits an infinite-dimensional algebra of Lie–Bäcklund symmetries [1].

We prove that Equation (1) has infinite sequences of nontrivial higher-order symmetries that are generated by two local recursion operators. We also show that for the considered equation, some higher-order symmetries can be rewritten as fractional-order symmetries, and corresponding fractional recursion operators are presented in an explicit form.

The paper is organised as follows. In Section 2, we give a brief overview on higher-order symmetries. Section 3 is devoted to construction of second-order symmetries for the Equation (1). Recursion operators for the considered equation are derived in Section 4. A brief discussion about generalization of the obtained results is given in the Conclusions.

2. Brief Preliminary

In this section, we recall some necessary definitions of the theory of higher-order symmetries for integer-order differential equations [1,14]. For simplicity, we restrict our attention to the case of two independent variables \( t \) and \( x \), and one dependent variable \( u = u(t, x) \).

Let \( \tau, \xi \) and \( \eta \) be the functions of \( t, x, u, u_t, u_x, \) etc. Then a differential operator

\[ X = \tau \frac{\partial}{\partial t} + \xi \frac{\partial}{\partial x} + \eta \frac{\partial}{\partial u} + \xi_t \frac{\partial}{\partial u_t} + \xi_x \frac{\partial}{\partial u_x} + \xi_{tt} \frac{\partial}{\partial u_{tt}} + \xi_{xx} \frac{\partial}{\partial u_{xx}} + \cdots, \]

where

\[ \xi_i = D_i(\eta - \tau u_t - \xi u_x) + \tau D_i(u_t) + \xi D_i(u_x), \quad i \in \{t, x\}; \]

\[ \xi_{ij} = D_iD_j(\eta - \tau u_t - \xi u_x) + \tau D_iD_j(u_t) + \xi D_iD_j(u_x), \quad i, j \in \{t, x\}; \]

\[ \cdots \]

is called a Lie–Bäcklund operator. Here, \( D_i \) is the total derivative operator with respect to the variable \( i \in \{t, x\} \).

It is proved that any operator of the form (3) is equivalent to the operator

\[ X = \tau D_t - \xi D_x = (\eta - \tau u_t - \xi u_x) \frac{\partial}{\partial u} + \cdots. \]
An operator of the form
\[ X = f \frac{\partial}{\partial u} + D_t(f) \frac{\partial}{\partial u_t} + D_x(f) \frac{\partial}{\partial u_x} + \cdots, \]
where \( f = f(t, x, u, u_t, u_x, u_{tt}, u_{tx}, u_{xx}, \ldots) \), is called a canonical Lie-Bäcklund operator.

A Lie–Bäcklund operator generates a one-parameter transformation group, which is called a Lie–Bäcklund transformation group, and corresponding transformations are called Lie–Bäcklund transformations or infinite-order tangent transformations.

The operator \( X \) is called an infinitesimal Lie–Bäcklund symmetry or a higher-order symmetry for a differential equation \( F = 0 \) if
\[ \left. XF \right|_{F=0} = 0, \]
where \( [F = 0] \) is the so-called extended frame of the equation \( F = 0 \) defined by
\[ F = 0, \quad D_t F = 0, \quad D_t D_t F = 0, \ldots. \]

The equation (5) is called the determining equation for higher-order symmetries. Note that since the operator (4) is fully defined by a function \( f \), this function is also often called a higher-order symmetry.

3. Second-Order Symmetries of the Linear Anomalous Diffusion Equation

First of all, we note that similarly to the case of Lie point symmetry groups, the Lie–Bäcklund operator (3) can be prolonged to the fractional-order dependent variable \( 0 D_t^\alpha u \) as
\[ \tilde{X} = X + \zeta_\alpha \frac{\partial}{\partial (0 D_t^\alpha u)}, \]
where \( \zeta_\alpha \) is defined by using the prolongation formula
\[ \zeta_\alpha = 0 D_t^\alpha (\eta - \tau u_t - \xi u_x) + \tau_0 D_t^{\alpha+1} u + \xi D_x (0 D_t^\alpha u), \]
which has been obtained earlier for the Lie point transformation groups (see, e.g., [16,17]).

Then, the prolonged canonical Lie–Bäcklund operator (4) has the form
\[ \tilde{X} = f \frac{\partial}{\partial u} + D_t(f) \frac{\partial}{\partial u_t} + D_x(f) \frac{\partial}{\partial u_x} + 0 D_t^\alpha (f) \frac{\partial}{\partial (0 D_t^\alpha u)} + \cdots. \]

Similarly to the integer-order case, the operator (4) will be called an infinitesimal Lie–Bäcklund symmetry for a time-fractional differential equation \( F(t, x, u, 0 D_t^\alpha u, u_x, u_{xx}, \ldots) = 0 \) if
\[ \left. \tilde{X} F \right|_{\{F=0\}} = 0, \]
where the time-fractional extended frame \( \{F = 0\} \) of FDE \( F = 0 \) is defined by
\[ F = 0, \quad D_x F = 0, \quad 0 D_t^\alpha F = 0, \quad 0 D_x D_x F = 0, \quad \ldots. \]

For the considered Equation (1), the determining Equation (7) takes the form
\[ \left. (0 D_t^\alpha f - D_x^2 f) \right|_{\{0 D_t^\alpha u - u_{xx} = 0\}} = 0. \]

Note that this equation can be obtained as a consistency condition of Equation (1) with the equation
\[ \frac{\partial u}{\partial a} = f(t, x, u, u_t, u_x, \ldots), \]
where \( a \) is a group parameter.
It is obvious that for a classical evolution equation of the form \( u_t = F(t, x, u, u_x, u_{xx}, u_{xxx}, \ldots) \), all time derivatives in the function \( f \) can be excluded by this equation. Therefore, in this case, the function \( f \) depends only on spatial derivatives of \( u \), i.e., \( f = f(t, x, u, u_x, u_{xx}, u_{xxx}, \ldots) \). However, it is not valid for time-fractional evolution equation such as Equation (1). Nevertheless, since Equation (1) is linear, we can exclude all even-order spatial derivatives from the function \( f \) and rewrite it as a function of fractional differential variables (note that such variables are nonlocal ones). Thus, we have

\[
f = f(t, x, u, u_t, u_{xx}, u_{tt}, 0D^2_t u, u_{ttx}, 0D^4_t u, u_{ttxx}, 0D^4_t u_{xx}, \ldots).
\]

At first, we will find second-order symmetries of Equation (1) in the form

\[
f = f(t, x, u, u_t, u_{xx}, u_{tt}, u_{ttx}, u_{xx}, u_{xxx}),
\]

or in the equivalent form

\[
f = f(t, x, u, u_t, u_{xx}, u_{tt}, u_{ttx}, 0D^2_t u).
\]

It is easy to show by direct calculations that in this case, the function \( D^2_t f \) is a linear function with respect to variables \( u_{ttxx} = 0D^4_t u, u_{ttxx} = 0D^4_t u_x \) and \( u_{ttxxx} = 0D^4_t u_{xx} \). Then, from the determining Equation (8), it follows that \( 0D^2_t f \) also has to be a linear function of these variables. It is possible if and only if the function \( f \) is linear with respect to \( u_{tt}, u_{tx} \) and \( 0D^2_t u \). Thus, we can write

\[
f = \varphi u_{tt} + \psi u_{tx} + \theta_0 D^2_t u + \omega,
\]

where \( \varphi, \psi, \theta, \) and \( \omega \) are functions of variables \( t, x, u, u_t, u_x \).

Now, we consider the structure of \( 0D^2_t f \). It follows from solvability conditions of the Cauchy-type problem for Equation (1) (see Theorem 6.1 in [15]) that the initial condition for this equation should have the form \( 0D^{n-\alpha}_t u |_{t=0} = u_0(x) \), where \( 0D^{n-\alpha}_t u \) is a fractional integral of order \( n - \alpha \) with \( n = |\alpha| + 1 \). It means that the function \( u \) has a singularity at the point \( t = 0 \), and the main term of its asymptotic expansion \( \sim t^{\alpha-n} \) when \( t \rightarrow 0 \). In this case, the fractional derivatives \( 0D^2_t u_{tx} \) and \( 0D^2_t u_{tt} \) do not exist and, therefore, we cannot use the generalized Leibniz rule

\[
0D^2_t (yz) = \sum_{k=0}^{\infty} \binom{\alpha}{k} 0D^{\alpha-k}_t y D^k_t z
\]

for the terms in the right-hand side of Equation (9). Moreover, \( 0D^2_t (\varphi u_{tt}) \) exists only if

\[
\varphi |_{t=0} = 0, \quad \varphi' |_{t=0} = 0,
\]

and \( 0D^2_t (\psi u_{tx}) \) exists only if

\[
\psi |_{t=0} = 0.
\]

We will assume that these conditions are satisfied and that the functions \( \varphi \) and \( \psi \) are analytic as functions of \( t \). For such functions, the conditions given above lead to more strict conditions

\[
(\varphi u)|_{t=0} = 0, \quad (u D_t \varphi)|_{t=0} = 0, \quad (\psi u)|_{t=0} = 0.
\]

The right-hand side of (9) can be rewritten in a more convenient form by using the following obvious equalities:

\[
\varphi u_{tt} = D^2_t u \varphi - 2D_t (u D_t \varphi) + u D_t^2 \varphi, \quad \psi u_{tx} = D_t (u_x \psi) - u_x D_t \psi.
\]
In view of (13), we have
\[ 0D_t^\alpha D_t^2 (u \varphi) = 0D_t^{\alpha+2} (u \varphi), \quad 0D_t^\alpha D_t (u D_t \varphi) = 0D_t^{\alpha+1} (u D_t \varphi), \quad 0D_t^\alpha D_t (u \chi \varphi) = 0D_t^{\alpha+1} (u \chi \varphi). \]

Thus, we obtain
\[ 0D_t^\alpha f = 0D_t^{\alpha+2} (u \varphi) - 2_0D_t^{\alpha+1} (u D_t \varphi) + 0D_t^\alpha (u D_t^2 \varphi) + \alpha_0D_t^{\alpha+1} (u_x \varphi) - \alpha_0D_t^\alpha (u D_t \varphi) + \alpha_0D_t^\alpha (\theta_0 D_t^\alpha u) + \alpha_0D_t^\alpha (\omega). \]

Now, we can use the generalized Leibniz rule (10) in this expression. After simple calculations, we get
\[ 0D_t^\alpha f = \varphi_0 D_t^{\alpha+2} u + \alpha_D (\varphi_0 D_t^{\alpha+1} u + \frac{\alpha(\alpha - 1)}{2} D_t^2 (\varphi_0 D_t u) + \sum_{k=1}^{\infty} \left( \frac{\alpha}{k + 2} \right) D_t^{\alpha-k} u D_t^{k+2} \varphi \]
\[ + \psi_0 D_t^{\alpha+1} u_x + \alpha_D \psi_0 D_t^\alpha u_x + \sum_{k=1}^{\infty} \left( \frac{\alpha}{k + 1} \right) D_t^{\alpha-k} u_x D_t^{k+1} \varphi \]
\[ + \theta_0 D_t^\alpha D_t^\alpha u + \sum_{k=1}^{\infty} \left( \frac{\alpha}{k} \right) D_t^{\alpha-k} (D_t^\alpha u) D_t^\alpha \varphi. \]

By using (9), we can also write
\[ D_t^2 f = \varphi_0 D_t^{\alpha+2} u + 2D_x \varphi u_{tx} + D_x^2 \varphi u_{tt} + \varphi_0 D_t^{\alpha+1} u_x + 2D_x \psi_0 D_t^\alpha u + D_x^2 \psi u_{tx} + \]
\[ \theta_0 D_t^\alpha D_t^\alpha u + 2D_x \theta_0 D_t^\alpha u_x + D_x^2 \theta_0 D_t^\alpha u + D_x^2 \omega. \]

The functions \( \varphi, \psi \) and \( \omega \) do not depend on fractional variables \( 0D_t^{\alpha-k} u_x \) and \( 0D_t^{\alpha-k} u_{tx} \). Moreover, for Equation (1) such variables cannot arise under differentiation by \( x \). Thus, \( D_t^2 f \) does not contain such variables. Nevertheless, such variables can be generated by \( 0D_t^\alpha \omega \). We can use the chain rule for the Riemann–Liouville fractional derivative to get the expansion of this function, but this technique is very complex. For this reason, we will use a more simple approach. We represent the function \( \omega \) in the form
\[ \omega(t, x, u, u_t, u_{tx}) = \mu(t, x, u, u_t, u_{tx}) u_x + \nu(t, x, u, u_t). \]

Then, by using the generalized Leibniz rule (10), we obtain
\[ 0D_t^\alpha \omega = \mu_0 D_t^\alpha u_x + \sum_{k=1}^{\infty} \left( \frac{\alpha}{k} \right) D_t^{\alpha-k} u_x D_t^\alpha \mu + 0D_t^\alpha \nu. \]

After substituting this representation into the determining equation, we can isolate the terms containing \( 0D_t^{\alpha-k} u_x \) and set them equal to zero. As a result, we get an infinite chain of equations
\[ \left( \frac{\alpha}{k} \right) D_t^\alpha \mu + \left( \frac{\alpha}{k + 1} \right) D_t^{k+1} \psi = 0, \quad k = 1, 2, \ldots. \]

The solution of these equations can be written as
\[ \psi \equiv \psi(t, x) = \psi_2(x) f^2 + \psi_1(x) t + \psi_0(x), \quad \mu \equiv \mu(t, x) = (1 - \alpha) \psi_2(x) t + \mu_0(x), \]

where \( \psi_0, \psi_1, \psi_2, \mu_0 \) are arbitrary functions of \( x \). The initial condition (12) yields \( \psi_0(x) = 0 \).

Next, we represent the function \( \nu \) in the form
\[ \nu(t, x, u, u_t) = \rho(t, x, u, u_t) u_t + \sigma(t, x, u) u + \lambda(t, x). \]
Since \( \partial D_t^k u_t \) does not exist in the general case, an additional condition
\[
\rho|_{t=0} = 0 \quad (16)
\]
have to be fulfilled. As earlier, we assume that the function \( \rho \) is an analytic function with respect to \( t \). Then,
\[
v = D_t(\rho u) + (\sigma - D_t\rho)u + \lambda,
\]
and, by using (10), we obtain
\[
\partial D_t^k v = \partial D_t^k(\rho u) + \partial D_t^k[(\sigma - D_t\rho)u] + \partial D_t^k \lambda
= \rho \partial D_t^{k+1} u + \alpha \partial D_t^k \rho \partial D_t^k u + \sigma \partial D_t^k \lambda + \sum_{k=1}^{\infty} (\alpha \lambda) \partial D_t^{k-1} u \partial D_t^k \lambda + \sum_{k=1}^{\infty} \sum_{i=1}^{\infty} (\alpha \lambda) \partial D_t^{k-i} u \partial D_t^i \lambda.
\]
After substituting this representation into the determining equation, we can isolate the terms containing \( \partial D_t^{-k} u \) and set them equal to zero. As a result, we obtain an infinite chain of equations
\[
\left( \frac{\alpha}{k} \right) D_t^k \sigma + \left( \frac{\alpha}{k+1} \right) D_t^{k+1} \rho + \left( \frac{\alpha}{k+2} \right) D_t^{k+2} \phi = 0, \quad k = 1, 2, \ldots
\]
which has the following solution:
\[
\begin{align*}
\varphi &\equiv \varphi(t, x) = \varphi_0(x) + \varphi_1(x)t + \varphi_2(x)t^2 + \varphi_3(x)t^3 + \varphi_4(x)t^4, \\
\rho &\equiv \rho(t, x) = \rho_0(x) + \rho_1(x)t + \rho_2(x)t^2 + 2(2 - \alpha) \varphi_4(x)t^3, \\
\sigma &\equiv \sigma(t, x) = \sigma_0(x) + (1 - \alpha) \rho_2(x) + (\alpha - 2) \varphi_3(x)t + (1 - \alpha)(2 - \alpha) \rho_4(x)t^2,
\end{align*}
\]
where \( \varphi_i, \rho_i, \sigma_i \) are arbitrary functions of \( x \). The initial conditions (11) and (16) yield
\[
\begin{align*}
\varphi_0(x) &= 0, & \varphi_1(x) &= 0, & \rho_0(x) &= 0.
\end{align*}
\]
Finally, we can isolate the terms containing \( \partial D_t^{-k}(\partial D_t^k u) \). By setting all of them equal to zero, we get the system of equations
\[
D_t^k \theta = 0, \quad k = 1, 2, \ldots.
\]
It follows from this system that \( \theta = \theta(x) \).

So, we prove that the function \( f \) is a linear function with respect to \( u \) and all their derivatives. It has the form
\[
f = \varphi(t, x)u_t + \psi(t, x)u_{t2} + \theta(t, x)\partial D_t^k u + \rho(t, x)u_t + \mu(t, x)u_x + \sigma(t, x)u + \lambda(t, x).
\]
Thus, all second-order symmetries of Equation (1) are linear with respect to \( u \).

The determining Equation (8) reduces to
\[
\left( \frac{\alpha(\alpha - 1)}{2} \right) \varphi_1 + \alpha \varphi_1 + \alpha \rho_1 \right) \partial D_t^k u + \alpha \psi_1 \partial D_t^k u_x + \alpha \partial D_t^k \lambda - (2\psi_x + \theta_x + 2\varphi_x + 2\mu_x) \partial D_t^k u
= 2\theta_x \partial D_t^k u_x - 2\psi_x u_{t2} - \varphi_x u_{t2} - \psi_x u_{t2} - \rho_x u_t - \mu_x u_x - \sigma_x u - 2\sigma_x u_x - \lambda_{xx} = 0.
\]
We split this equation with respect to terms containing \( u \) and their derivatives. As a result, we obtain the following system of equations:
These symmetries are the second-order symmetries of the fractional anomalous diffusion 
Equation (1) (see [20]).

Indeed, in view of Equation (1), they can be rewritten in the form of local symmetries as

\[ 0 D_t^\alpha u : \frac{\alpha(\alpha - 1)}{2} \psi_{tt} + \alpha \varphi_t + \alpha \varphi - 2 \psi_x - \theta_x - 2 \mu_x = 0, \]
\[ 0 D_t^\beta u_x : \alpha \psi_t - 2 \theta_x = 0, \]
\[ u_{\infty} : \varphi_x = 0, \]
\[ u_0 : \varphi_{xx} = 0, \]
\[ u_\infty : \psi_{xx} = 0, \]
\[ u_1 : \rho_{xx} = 0, \]
\[ u_\infty : \mu_{xx} + 2 \sigma_x = 0, \]
\[ u : \sigma_{xx} = 0, \]

In view of representations (15) and (17), one can obtain the solution of this system in the form

\[ \sigma = C_0, \quad \mu = C_1 + C_2 \frac{\alpha}{2} \lambda, \quad \theta = C_3 + C_4 \frac{\alpha}{2} x + C_5 \frac{\alpha^2}{4} x^2, \]
\[ \rho = C_3 t + C_5 \left(1 - \frac{\alpha}{2}\right) t, \quad \psi = C_4 t + C_5 ax_3, \quad \varphi = C_3 \lambda, \]

where \( C_i (i = 1, \ldots, 5) \) are arbitrary constants. The corresponding symmetries are

\[ f_0 = u, \quad f_1 = u_x, \quad f_2 = tu_t + \frac{\alpha}{2} xu_x, \quad f_3 = 0 D_t^\alpha u, \quad f_4 = tu_{tx} + \frac{\alpha}{2} t \partial_x u, \]
\[ f_5 = \left(1 - \frac{\alpha}{2}\right) tu_t + t^2 u_{tt} + ax_x + \frac{\alpha^2}{4} x^2 u_{xx}. \]

The remaining part of the determining equation is

\[ 0 D_t^\alpha \lambda - \lambda_{xx} = 0. \]  \hspace{1cm} (18)

This equation is identical to the initial linear fractional diffusion Equation (1). It gives an infinity number of symmetries of the form \( f_\infty = \lambda(t, x) \), where \( \lambda(t, x) \) is an arbitrary solution to Equation (18).

Note that symmetries \( f_3, f_4 \) and \( f_5 \) are nonlocal ones because they contain the fractional derivative \( 0 D_t^\alpha u \). Nevertheless, these symmetries are local on solutions of Equation (1). Indeed, in view of Equation (1), they can be rewritten in the form of local symmetries as

\[ f_3 = u_{xx}, \quad f_4 = tu_{tx} + \frac{\alpha}{2} xu_{xx}, \quad f_5 = \left(1 - \frac{\alpha}{2}\right) tu_t + t^2 u_{tt} + ax_x + \frac{\alpha^2}{4} x^2 u_{xx}. \]

These symmetries are the second-order symmetries of the fractional anomalous diffusion Equation (1).

Note that the symmetries \( f_0, f_1, f_2 \) and \( f_\infty \) correspond to the classical Lie point symmetries of Equation (1) (see [20])

\[ X_0 = u \frac{\partial}{\partial u}, \quad X_1 = \frac{\partial}{\partial x}, \quad X_2 = t \frac{\partial}{\partial t} + \frac{\alpha}{2} x \frac{\partial}{\partial x}, \quad X_\infty = \lambda(t, x) \frac{\partial}{\partial u}. \]

4. Recursion Operators

It is easy to see that

\[ f_1 = D_x f_0, \quad f_3 = D_x f_1, \quad f_4 = D_x f_2 - \frac{\alpha}{2} f_1 = D_x \left( f_2 - \frac{\alpha}{2} f_0 \right) \]

and

\[ f_2 = \left( t D_t + \frac{\alpha}{2} x D_x \right) f_0, \]
\[ f_5 = \left( t D_t + \frac{\alpha}{2} x D_x \right) f_2 - \frac{\alpha}{2} f_2 = \left( t D_t + \frac{\alpha}{2} x D_x \right) \left( f_2 - \frac{\alpha}{2} f_0 \right). \]
Thus, we can introduce two differential operators
\[ R_1 = D_x, \quad R_2 = tD_t + \frac{\alpha}{2} xD_x \] (19)
that permit to obtain symmetries \( f_1, f_2, f_3, \tilde{f}_4 \) and \( \tilde{f}_5 \) from the single symmetry \( f_0 = u \).
In particular, for the Lie point symmetries we have
\[ f_1 = R_1 f_0, \quad f_2 = R_2 f_0. \]
Similarly to the case of integer-order differential equations \([1,8]\), we will call operators \( R_1 \) and \( R_2 \) the recursion operators.

Note that the operator \( R_1 \) coincides with the first recursion operator obtained in \([19]\) (see also \([1]\)) for the linear heat (diffusion) equation. The second recursion operator \( 2tD_x + x \) for this equation can be also obtained from the operator \( R_2 \) in view of the fact that for \( \alpha = 1 \), we have \( D_t u = D_x^2 u \).

Let us introduce the linear fractional differential operator
\[ L = _0D_t^\alpha - D_x^2. \]
Then Equation (1) can be written as \( Lu = 0 \), and the determining Equation (8) is \( Lf \big|_{Lu=0} = 0 \). Since \( D_x (_0D_t^\alpha) = _0D_t^\alpha (D_x) \), it is obvious that the commutator
\[ [L, R_1] \equiv LR_1 - R_1 L = 0. \]
Additionally, it is easy to prove that
\[ [L, R_2] \equiv LR_2 - R_2 L = 0. \]
So, when \( f = R_i u \ (i = 1, 2) \), the determining equation is fulfilled identically because
\[ L(R_i u) \big|_{Lu=0} = R_i (Lu) \big|_{Lu=0} = 0. \] (20)
Thus, the recursion operators \( R_1 \) and \( R_2 \) convert any solution of the determining equation into another solution of this equation. Note that these operators satisfy the commutation relation
\[ [R_1, R_2] = \frac{\alpha}{2} R_1, \]
i.e., the linear span of these operators is the two-dimensional Lie algebra.

We can also introduce fractional recursion operators for the Equation (1). Indeed, since \( D_x^2 u = _0D_t^\alpha u \), the operator
\[ R_3 = _0D_t^\alpha \]
is also the recursion operator for Equation (1), and we have \( f_3 = R_3 f_0 \). It is easy to prove that
\[ [L, R_3] = 0, \quad [R_1, R_3] = 0, \quad [R_2, R_3] = -\alpha R_3. \]
The composition of recursion operators \( R_1 \) and \( R_2 \) gives the fractional recursion operator
\[ R_4 = tD_t D_x + \frac{\alpha}{2} x_0 D_t^\alpha \]
such that \( f_4 = R_4 f_0 \), and
\[ [L, R_4] = 0, \quad [R_1, R_4] = \frac{\alpha}{2} R_3, \quad [R_2, R_4] = -\frac{\alpha}{2} R_4, \quad [R_3, R_4] = \alpha R_1 R_3. \]
Similarly, one can find other fractional recursion operators. Such operators can be also used for constructing higher-order symmetries and can be useful for investigating qualitative properties of Equation (1). Nevertheless, it is necessary to note that all these operators can
be obtained in view of Equation (1) from the operators $R_1$ and $R_2$, and, therefore, such fractional operators should not be considered as primary recursion operators.

5. Conclusions

The obtained results indicate that higher-order symmetries of linear fractional partial differential equations can be found explicitly in the same manner as Lie point symmetries of such equations. The local higher-order symmetries for linear FDEs can be obtained from the Lie point symmetries by local recursion operators that can be obtained from the analysis of the first-order and second-order symmetries. It is natural to expect that such equations have infinite sequences of higher-order symmetries. For example, any linear FDE of the form

$$0D^\alpha_t u = b(t) + \sum_{k=0}^n a_k(t) \frac{\partial^k u}{\partial x^k}$$

has the symmetries $f_0 = u$ and $f_1 = u_x$. As a result, there is a recursion operator $R = D_x$, and the equation given above has an infinite sequence of higher-order symmetries $f_k = \frac{\partial^k u}{\partial x^k}$ ($k = 0, 1, 2, \ldots$). Additionally, some of such symmetries can be rewritten as fractional symmetries by initial FDE.

Nevertheless, the algorithm of finding higher-order symmetries described in this paper is not applicable for nonlinear FDEs because in this algorithm, all fractional integral variables are assumed to be independent and several linearization procedures are used. Moreover, it is likely that the fractional-order form of higher symmetries is more suitable for nonlinear FDEs. Thus, the development of methods of finding higher-order symmetries for nonlinear FDEs remains a challenging problem of modern group analysis of fractional differential equations.
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