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Abstract

We present a technique for a complete 3D reconstruction of small objects moving in front of a textured background. It is a particular variation of multibody structure from motion, which specializes to two objects only. The scene is captured in several static configurations between which the relative pose of the two objects may change. We reconstruct every static configuration individually and segment the points locally by finding multiple poses of cameras that capture the scene’s other configurations. Then, the local segmentation results are combined, and the reconstructions are merged into the resulting model of the scene. In experiments with real artifacts, we show that our approach has practical advantages when reconstructing 3D objects from all sides. In this setting, our method outperforms the state-of-the-art. We integrate our method into the state of the art 3D reconstruction pipeline COLMAP.

1. Introduction

Structure-from-Motion (SfM) [49] is an important problem of estimating the 3D model of a scene from two-dimensional images of the scene [51, 52, 49, 13, 31], image matching [43, 11], visual odometry [37, 1] and visual localization [47, 54, 55].

In the digitization of cultural heritage [9], movie [5] and game [17] industries, it is crucial to reconstruct complete models of small objects. Often, this is done by running an SfM pipeline on images of small objects presented from all sides on a featureless background [39]. Small objects, however, often have repetitive structures and are close to planar in some views. Hence, they do not provide reliable camera poses, which leads to low quality 3D reconstructions. This can be remedied by capturing a structured background together with the object, Fig. 1. Then, however, segmentation is needed to reconstruct the moving object in front of the background. To this end, we develop the TBSfM method, a particular variation of two-body SfM for high-quality complete 3D reconstruction of objects moving in front of a textured background.

SfM is well understood for static scenes with a single rigid object and has many practical applications in, e.g., cartography [10], archaeology [68], and film industry [4]. In the case of dynamic scenes, the majority of works [15, 57, 41, 48, 38, 44] and [14, 45, 24, 23, 66, 16] assume video input, while the case of unordered input images has not been fully explored yet. To our best knowledge, there is no full Multi-Body SfM (MBSfM) pipeline producing satisfactory results in industrial quality. Existing partial results [41, 38, 48, 53] indicate that the multi-body segmentation in SfM is a difficult task. Hence, we address a specialized version of an MBSfM problem by restricting ourselves to two objects and to a semidynamic acquisition of the images of the scene. Although the setting is more restrictive when compared to the general MBSfM, the problem is still challenging and has practical use.

We consider unordered and unstructured input images, which is a typical setup for SfM 3D reconstruction. There-
fore, the works which assume video input, for example [15, 57, 41, 48, 38, 44, 14, 45, 24, 23, 66, 16], cannot solve our problem. We also assume that the images may capture the scene from different viewpoints and most of the points are observed only by a small portion of cameras. The MBSfM works based on factorization, e.g., [62, 72, 64, 42, 30, 12, 27, 20, 8, 28, 46, 22], use a track completion, as the factorization itself requires complete tracks. However, in our setting, the track completion is an underconstrained problem, as [6] proves the existence of a lower bound on the number of samples present in a matrix, below which no algorithm can guarantee a successful matrix completion. (Sec. 4.2) Other MBSfM works, e.g., [29, 26, 71], evaluate the distances between each pair of points and therefore are not suitable for large scenes with more than tens of thousands of points because the distances are unable to fit into computer memory. We assume arbitrarily large scenes, therefore, these methods are not suitable for our setting too.

1.1. Contribution

We present Two-Body Structure from Motion for Semi-dynamic Scenes, a generalization of SfM to two independently moving objects in the scene, assuming that the scene is captured in several static configurations between which the relative pose of the two objects may change. Our TBSfM reconstructs every static configuration individually and segments the points locally by finding multiple poses of cameras which capture the other configurations of the scene. We demonstrate that TBSfM has a practical use in the reconstruction of small artifacts and that it outperforms the state-of-the-art. It is able to improve the quality of the reconstruction of small and repetitive objects when placed on a textured background. Most of the existing MBSfM pipelines reconstruct each object individually, and therefore, they are not able to resolve the problem of scale consistency. To overcome this problem, we reconstruct the foreground object together with the background and segment points afterwards, which is possible thanks to the semidynamic setting. Then, the scale of the foreground model is consistent with the scale of the background model.

Our method has two significant advantages when compared to the general approach to MBSfM, which is to first segment tracks and then reconstruct each object individually. First, we evade the segmentation of the 2D tracks, which is a difficult task which might be degenerated [18]. Secondly, the experiments show that the presence of the background in the reconstruction step may significantly improve the result. (See Section 4.3)

1.2. Related work

General MBSfM is closely related to Motion segmentation (MS), which clusters points into different motions. Two view MS can be achieved with multiple model fitting. MS methods use consensus analysis [70, 65, 75, 35], preference analysis [74, 58, 7, 32, 40, 34], energy minimization [19, 3], branch and bound [56], subspace segmentation [63], or information theory [60]. Three-view MS is described in [64]. Some multiview MS methods use subspace segmentation [62, 72, 64, 42, 30, 12, 27, 20]. The subspace segmentation requires complete tracks. Therefore, these methods demand a completion of the tracks to pass from incomplete tracks to the complete ones. The completion of tracks works only when a small number of observations are missing. In our case, the points are observed by a few cameras and, therefore, the track completion is an underconstrained problem. Other methods combine results from two view methods [29, 26, 71, 2]. Except for [2], these methods evaluate the distances between each pair of points and, therefore, are not suitable for large scenes due to their spatial complexity. Work [25] assumes that the motion is known a priori and detects the moving objects as points inconsistent with the motion. The goal of MBSfM is to segment moving objects in the scene and to provide their 3D reconstruction. Works [15, 57, 41, 48, 38, 44, 14] and [45, 24, 23, 66, 16] require video sequences as the input. Work [15] introduces a constraint on internal parameters and segments points together with building the tracks. In [57], the initial segmentation is found and propagated throughout the video sequence. In [41] a matrix indicating the similarity between two points is found and decomposed with SVD. [48] builds tentative motions and selects the most relevant ones with an information criterion. In [38], 3D reconstruction and motion segmentation are performed simultaneously. The work handles incomplete tracks and changing number of motions. In [44], the structure, motion and segmentation are found simultaneously with energy minimization and the output is a dense reconstruction. Work [24] performs SfM with additional feedback from motion segmentation and from a particle filter. Work [14] handles articulated motions. Non-rigid motions are addressed in [45, 23, 66, 16]. Works [8, 28, 46, 22] use subspace clustering. All the above methods require complete tracks. While [8] assumes affine projection, [28, 46] handle perspective projection. [22] handles multiple nonrigid motions. Work [73] requires the motion segmentation as its input, it outputs a corrected segmentation together with the 3D model.

The most relevant previous work is YASFM [53]. Unlike the majority of the methods, [53] handles unordered input images and does not require complete tracks. In [53], the planes are segmented with growing homographies and grouped together if they belong to the same motion according to a planar homology score. Unfortunately, due to the greedy nature of the grouping algorithm, [53] typically fails if there is no motion between some images. Our work is an
extension of COLMAP SfM pipeline [49], which already contains some elements used in MBSfM. For instance, it can verify matches from different objects. However, [49] does not deal with dynamic scenes with multiple objects.

2. Problem formulation

We will now formulate TBSfM problem. We use the nomenclature from [18], $\pi$ denotes the calibrated perspective projection, i.e., $\pi([x, y, z]) = [x/z, y/z]$. $[1, n]$ is an abbreviation of $1, \ldots, n$.

The scene we wish to reconstruct consists of two objects; the background and the foreground. The scene contains $n$ points and is captured in $k$ different static configurations by image sequences called takes. The background remains static, while the foreground moves between the takes.

Let $i \in [1, n]$ denote a point id. We introduce point-labeling function $o(i) \in \{B, F, U\}$, which assigns points to the foreground (F), background (B), and marks as unknown (U) points that were not assigned to F or B, e.g. due to mismatches. Then, $X_{t, i, o}^{i} \in \mathbb{R}^3$ denotes the $i^{th}$ point in the initial configuration and in the world coordinate system $\delta$.

2.1. Motion between the takes

We will now describe how the points move between different configurations.

The points appear in different positions according to take $t \in [1, k]$, in which they are captured. Let $X_{t, i, o}^{i} \in \mathbb{R}^3$ be the position of point $i$ in take $t$ and in the world coordinate system $\delta$. Let $(A_{t, o}^{i}, a_{t, o}^{i})$, with rotation $A_{t, o}^{i}$ and translation $a_{t, o}^{i}$, denote the motion of object $o \in \{B, F\}$ from the initial configuration to take $t$. Then we have

$$X_{t, i, o}^{i} = A_{t, o}^{i} X_{t, o}^{o(i)} + a_{t, o}^{i} \quad (1)$$

The background remains static and the initial position is equal to take 1, therefore if $o = B$ or $t = 1$, we can write

$$A_{1, B}^{i} = I; a_{1, B}^{i} = 0 \quad (2)$$

Let $(A_{s, t, o}^{i}, a_{s, t, o}^{i})$ denote the motion of object $o$ from take $s$ to take $t$. This motion is composed of the motions between the takes and the initial position as

$$A_{s, t, o}^{i} = A_{t, o}^{i} (A_{s, o}^{-1})^{-1}; a_{s, t, o}^{i} = a_{t, o}^{i} - A_{t, o}^{i} (A_{s, o}^{-1})^{-1} a_{s, o}^{i} \quad (3)$$

A scene with the motions is illustrated in Fig. 2(a).

2.2. Cameras observing the configurations

Next, we explain how the configurations of the scene are observed by cameras.

Every take $t \in [1, k]$ is captured by $m_t \geq 2$ cameras. We assume the perspective camera model [18]. Let $m = \sum_{t=1}^{k} m_t$ be the total number of cameras. Let $j \in [1, m]$ be the id of a camera. Let $t(j)$ be the take observed by the camera $j$. Let $P_{o}^{j} = K_{o}^{j} [R_{o}^{j} | -R_{o}^{j} e_{3}]$ denote the camera matrix and $x_{t(j), o}^{j} = X_{t(j), o}^{i} + a_{t(j), o}^{i}$ denote the projection of point $X_{t(j), o}^{i}$ into camera $P_{o}^{j}$. The point is projected as

$$\alpha x_{t(j), o}^{j} = K_{o}^{j} R_{o}^{j} (X_{t(j), o}^{i} + a_{t(j), o}^{i}); \alpha \in \mathbb{R} \quad (4)$$

$$\alpha x_{t(j), o}^{j} = K_{o}^{j} R_{o}^{j} (A_{t(j), o}^{i} X_{t(j), o}^{i} + a_{t(j), o}^{i} - c_{3}^{i}) \quad (5)$$

The cameras observing the scene are illustrated in Fig. 2(b).

2.3. The two-body SfM task

We will now formulate our main task.

First, we define the reprojection error of the observation $x_{t(j), i}^{j}$ as follows. For point labels $o(i) \in \{B, F\}$, we set

$$e_{t(j), i}^{j} = \| \pi(x_{t(j), o}^{j}) - \pi(R_{o}^{j} (A_{t(j), o}^{i} X_{t(j), o}^{i} + a_{t(j), o}^{i} - c_{3}^{i})) \|

For $o(i) \in \{U\}$, we set it to a constant value $\epsilon$, i.e., $e_{t(j), i}^{j} = \epsilon$. 

Figure 2: Example of a scene with $k = 3$ takes and $m = 4$ points. The red, green and blue boxes represent three different positions of the object. The black line represents the motion of the object. The black arrow represents the motions between those. (b) The scene is observed with 7 cameras. Every take is observed by the cameras of the corresponding color.
Then, introducing points $\theta_1 = \{X_{t,i}^o; i = [1, n]\}$, foreground motions $\theta_2 = \{(A_{t,i}^F, a_{t,i}^F); t = [2, k]\}$, and camera projections $\theta_3 = \{P_i^j; i = [1, m]\}$, the scene can be described with parameters $\theta = \{o(i), \theta_1, \theta_2, \theta_3\}$.

**The TBSfM task is to**
1) Segment the scene into two objects, $F$ and $B$, and points with label $U$ by finding the optimal labeling

$$o(i)^* = \arg\max_\phi \#(e^j_{t,i}) = \epsilon$$

with $o(i)^* = U$ when $e^j_{t,i} \geq \epsilon$.

2) Reconstruct the two objects in the initial position from input observations $x_{t,i}^o$, by finding optimal parameters $\phi = \{\theta_1, \theta_2, \theta_3\}$

$$\phi^* = \arg\min_\phi \sum_{i,j}(e^j_{t,i})^2$$

The value of the function (7) does not depend on the points labeled by $U$ because their reprojection error is set to the constant $\epsilon$.

**3. Proposed TBSfM method**

TBSfM task is known to be hard and its exact solution is not feasible [36]. We thus propose a greedy approximate solution and show that it achieves good results in practice.

Our method, which is concisely presented in Alg. 1, starts with reconstructing static configurations with a state-of-the-art pipeline [49]. Then, it finds the poses of the cameras from other takes towards the background and towards the foreground. Inliers of these poses give local segmentations. Then, the poses are grouped to obtain the global segmentation to merge partial reconstructions of the static configurations into the resulting model. We will next describe the individual elements of the TBSfM algorithm.

---

**Algorithm 1:** Two Body SfM.

**input:** Images of the scene in different takes

**output:** Model of the scene with point labelling $o(i)$

**for** take $t \in [1, k] **do**$

- (Sec. 3.1) Reconstruct model of take $t$;
- (Sec. 3.2) Sequentially register cameras from other takes $s, s \neq t$ towards $t$;
- (Sec. 3.3) Merge the observations of the sequentially registered cameras;

**end** Sec. 3.5

Merge the groups of points from different takes;

(Sec. 3.6) Merge the models according to [21];

Perform Bundle Adjustment [61] where function (7) is minimized;

---

3.1. Reconstruction of the takes

The input of the method is a set of images grouped into takes. The first step is to reconstruct every take separately by COLMAP SfM pipeline [49]. The output is a set of $k$ models with matches between the corresponding 3D points.

The models reconstructed separately from the takes are in their own coordinate systems $\delta_s$, $t \in [1, k]$. Let $X_{t,i}^o$ be the position of point $X_{t,i}^o$ in coordinate system $\delta_t$. Let $(B_t, b_t, \beta_t)$, $B_t \in SO(3), b_t \in \mathbb{R}^3, \beta_t \in \mathbb{R}^+$ denote the change of coordinates between systems $\delta$ and $\delta_t$. Then,

$$X_{t,i}^o = \beta_t B_t X_{t,i}^o + b_t$$

The change of coordinates $(B_s, b_s, \beta_s)$ between systems $\delta_s, \delta_t$ is composed from the changes of coordinates between the systems and the world coordinate system $\delta$ as

$$B_{s,t} = B_t B_s^{-1}; \quad b_{s,t} = b_t - \frac{\beta_t}{\beta_s} B_t B_s^{-1} b_s; \quad \beta_{s,t} = \frac{\beta_t}{\beta_s}$$

Let $P_{t,i}^j$ denote camera $P_{t,i}^j$ in system $\delta_t$, and $(A_{s,t}, \alpha_{s,t})$ denote the motion $(A_{s,t}^o, \alpha_{s,t}^o)$ of object $o$ in coordinate system $\delta_t$.  

Figure 3: (a) Illustration of two poses of a camera from take $s$ towards take $t$. The figure shows that a camera has two different poses towards a different take; one towards the background and one towards the foreground. (b) Different results of the sequential PnP. Three cameras from take $s$ which were registered towards take $t$. Inliers to the first pose are green, inliers to the second pose are red, inliers to the third pose are yellow.
3.2. Registration of cameras from other takes

The next task is to find the segmentation of the points and to combine the \(k\) models into one. We will first show how the poses of the cameras from other takes can be used to label the points.

The key observation is that camera \(P^s_t\) from take \(s\) has two different poses towards take \(t \neq s\): one towards the background and one towards the foreground, as shown in Fig. 3a. Let us denote by \(P_t^{s,B}\) the pose towards the background and by \(P_t^{s,F}\) the pose towards the foreground.

Then, the projection of point \(X_{s,i,\delta_s}\) from the foreground onto camera \(P_t^{s,F}\) is the same as the projection of point \(X_{s,i,\delta_s}\) onto camera \(P_t^{s}\). So, the reprojection error of points from foreground on camera \(P_t^{s,F}\) is small. This holds analogously for points from background and camera \(P_t^{s,B}\).

Therefore, if the poses are known, the inliers to pose \(P_t^{s,F}\) can be assigned to the background, while the inliers to pose \(P_t^{s,B}\) can be assigned to the foreground.

The poses of camera \(P_t^i\) towards take \(t\) are obtained with Sequential RANSAC [65]. It extracts minimal random samples out of the correspondences and computes poses with PnP [69]. The pose maximizing the number of inliers is accepted and the subsequent model fitting is performed on the remaining data. The output is a set of poses \(P_t^i\). If the registration is not successful, the set is empty.

We use Sequential RANSAC to register poses of every camera towards every take. Fig. 3b shows that Sequential RANSAC does not guarantee the order of the objects. In addition, a camera may be registered multiple times towards the same object. Thus, we aim at grouping the observations of the found poses such that one group will contain the observations of the background and the other group will contain the observations of the foreground.

3.3. Local observation grouping

We proceed from the sets \(P_t^i\) of camera poses found in the sequential registration of the cameras. The goal is to find two groups of the points: one from the background and the other one from the foreground. We use a two step-scheme to group the camera poses:

1) For every take \(t\) cluster the observations of the poses of cameras registered towards take \(t\).

2) Group the clusters found in 1) together.

Now, we will show how the observations of the cameras sequentially registered towards the same take \(t\) can be clustered. For given take \(t\), we select all sets of poses \(P_t^i, s \neq t\) obtained with the sequential registration of camera \(P_t^i\) observing take \(t\). From each of these sets, we extract camera pairs \((P_t^{1,1}, P_t^{1,2})\) and \((P_t^{1,1}, P_t^{1,2})\) and we cluster these pairs using a linkage procedure similar to [33, 59]:

Let us have two pairs of cameras, \((P_t^{1,1}, P_t^{1,2})\) and \((P_t^{1,1}, P_t^{1,2})\). Let \(O_{t,\gamma}\) denote a set of points, which are observed by a camera \(P_t^{1,\gamma}\) where \(\gamma \in \{1, 2\}\). If the first camera \(P_t^{1,1}\) in the first pair observes the same object as the first camera \(P_t^{1,1}\) in the second pair and, at the same time, the second camera \(P_t^{1,2}\) in the first pair observes the same object as the second camera \(P_t^{1,2}\) in the second pair, we can expect the intersections \(O_{t,1} \cap O_{t,1}, O_{t,2} \cap O_{t,2}\) to be large and the intersections \(O_{t,1} \cap O_{t,2}, O_{t,2} \cap O_{t,1}\) to be small or empty. If, on the other hand, the first camera in the first pair observes the same object as the second camera in the second pair and, at the same time, the second camera in the first pair observes the same object as the first camera in the second pair, we can expect the intersections \(O_{t,1} \cap O_{t,2}, O_{t,2} \cap O_{t,1}\) to be large and the intersections \(O_{t,1} \cap O_{t,1}, O_{t,2} \cap O_{t,2}\) to be empty. Therefore, we propose the following linkage scheme:

\[
(i^*, j^*) = \arg\max_{i,j} (|O_{t,1} \cap O_{t,1}| + |O_{t,2} \cap O_{t,2}|) \\
\text{s.t.} |O_{t,1} \cap O_{t,2}| < \theta_{1,2}, |O_{t,2} \cap O_{t,1}| < \theta_{2,1}
\]

\[
(i^{**}, j^{**}) = \arg\max_{i,j} (|O_{t,1} \cap O_{t,2}| + |O_{t,2} \cap O_{t,1}|) \\
\text{s.t.} |O_{t,1} \cap O_{t,2}| < \theta_{1,1}, |O_{t,1} \cap O_{t,2}| < \theta_{2,2}
\]

In every step, we select the pair out of \((i^*, j^*)\), \((i^{**}, j^{**})\), which produces the larger union and we merge the corresponding observations. Namely, if \(|O_{t,1} \cap O_{t,1}| + |O_{t,2} \cap O_{t,2}| > |O_{t,1} \cap O_{t,2}| + |O_{t,2} \cap O_{t,1}|\), then \(O_{t,1} := O_{t,1} \cup O_{t,2} \cap O_{t,1}\); otherwise \(O_{t,2} := O_{t,1} \cup O_{t,2}\). Otherwise \(O_{t,1} := O_{t,1} \cap O_{t,2}\); \(O_{t,2} := O_{t,2} \cap O_{t,1}\). If there is no pair, that can be merged, we terminate. Threshold \(\theta_{\rho\sigma}\) is selected empirically as 2% of \(|O_{t,\rho} \cap O_{t,\sigma}|\), where \(\rho, \sigma \in \{1, 2\}\).

During the linkage, we remember from which cameras the resulting sets of observed points arise. In the subsequent steps of the algorithm, we use the pair of sets of points, which has been merged from the highest number of cameras. The rationale behind this is that, although some of the cameras might have been registered wrongly, we might expect large consensus on the correct sets, while the individual incorrect results differ from each other. We denote the selected pair of sets of points \((G_t^1, G_t^2)\). We may expect that one set from this pair contains points from the background, while the other set contains points from the foreground.

3.4. Track building

To group the clusters, we use the fact, that if two cameras observe the same points, they observe the same object. However, after reconstructing models, we do not know

\(^1 An additional optional criterion based on the motion of the object, which is suitable for takes containing many objects, is described in the Supplementary material.
which points from different models correspond to the same real points. Therefore, we need to find the corresponding points before we group the clusters.

We build a graph, where the points are the vertices. We connect two points \( X_{s,i,\delta} \) and \( X_{t,i,\delta} \) from different models \( s, t \) with an edge, if a camera \( P^s_\delta \) with poses \( P^s_\delta \) and \( P^t_\delta \) exists, such that \( P^s_\delta \) projects \( X_{s,i,\delta} \) onto the same observation onto which \( P^t_\delta \) projects \( X_{t,i,\delta} \).

We call a set of all reconstructed 3D points from different models, which correspond to the same real point, a track. Every track is built in such way that it contains the points that belong to the same connected component in the graph.

### 3.5. Point segmentation

Now, we will describe how the points are labeled.

For every take \( t \), we have found a pair of sets of points \( (G^t_r, G^t_o) \), such that the first set contains the points from the background and the second set contains the points from the foreground, or vice versa. Our task is to merge the points from reconstructions of different takes in such a way, that the first group contains the points from the background and the second one contains the points from the foreground, or vice versa.

First, we replace the points with the tracks, which have been found in Section 3.4. Then, we use a greedy scheme in order to merge the track sets arising from different takes.

First, we select the reference take \( r \) as the take whose pair \( (G^1_r, G^2_r) \), which has been merged from the highest number of cameras. In every step, we select one pair \( (G^1_r, G^2_r) \) which maximizes the linkage criterion (10) or (11) and merge it with \( (G^1_r, G^2_r) \) in the appropriate order. We stop if all pairs are merged or if no remaining pair can be merged.

We have found a pair of sets of points \( (G^1_r, G^2_r) \), where one set contains points from the background and the other set contains the points from the foreground. From now on we assume that \( G^2_r \) contains the points from the background.

We define the labelling \( o(i) \in [1, n] \rightarrow \{ B, F, U \} \) as follows

- \( X_{i,\delta} \in G^1_r \) Point \( X_{i,\delta} \) belongs to the background, so \( o(i) = B \).
- \( X_{i,\delta} \in G^2_r \) Point \( X_{i,\delta} \) belongs to the background, so \( o(i) = F \).
- \( X_{i,\delta} \notin G^1_r, X_{i,\delta} \notin G^2_r \) We do not know to which object the point belongs; thus we have \( o(i) = U \).

Typically, the majority of the points end up being unlabeled after the first step. We, therefore proceed to the second step.

For every unlabeled point \( X_{i,\delta} \), we find \( k \) nearest labeled points among all models. If all the nearest points are assigned to the background, we assign the point to the background \( o(i) = B \). If all the nearest points are assigned to the foreground, we assign the point to the foreground \( o(i) = F \). Otherwise, we leave the point unlabeled.

### 3.6. Reconstruction merging

We have found an approximate solution to task (6), therefore, we can proceed to the solution to task (7). We aim at merging the models of the takes \([1, k]\) into a single model.

We use the reference take \( r \) from Section 3.5. The order \( t_1, \ldots, t_k \) in which the models are transformed is the same as the order, in which the pairs were merged in Section 3.5.

For every take \( t \in [1, k] \setminus \{r\} \) in the given order, the transformation \( B^t_{o,r}, b^t_{o,r}, \beta^t_{o,r} \) is found using the least squares according to [21]. All points in model of take \( t \) are transformed with the obtained transformation and added to the model of take \( r \).

Next, we transform every camera \(^t_o, t(j) = s \) to its pose \( P^j_{o,B} \) in the reference take towards the background. The formula for transformation of the camera depends on take \( s \) from which the camera origins, take \( t \) towards which it was registered and object \( o \) which it observes.

After all the models have been merged, we perform the bundle adjustment [61], where the function (7) is minimized using the gradient descent. To prevent the model from over-fitting, we use constraints which require that the motion between the two poses of the same camera is the same for every camera from the same take.

### 4. Experiments

The problem described in this paper has not exactly been considered before, and no datasets existed just for it. Thus first, to demonstrate that our approach delivers good and interesting results, we have created a new dataset, and we evaluate the performance of our method. Our motivation in this experiment is to reconstruct small 3D artifacts and the dataset corresponds to this setting. We considered 12 different scenes, each of which consists of a foreground object and a textured background. We acquired 150 to 330 images of every scene; each one was depicted in 4 - 8 different configurations (takes), Fig. 4.

#### 4.1. Qualitative results

Fig. 5 shows the results of our method on our dataset. The hyper-parameters were tuned mostly using datasets Daliborka, Lycan, Salt Lamp and Colosseum. The other models were reconstructed with the same settings as the previously mentioned ones. The method did not manage to reconstruct sequence "Buddha". We assume, Sec. 3.5, that the first cameras observe the background and the second cameras observe the foreground. This assumption was not met in datasets (e), (h), (k). Hence, the background and the foreground are swapped.

\(^3\)See the description of the camera transformation in the Supplementary
Figure 4: Sample images from our dataset. For every object, the table shows numbers of takes and images as well as the number of images without background, which are used for the comparison with COLMAP.

Figure 5: Results of our method. Foreground is green, background is red.

4.2. Comparison with State-of-the-Art

A direct competitors to our method is hard to do, as this problem had not been really addressed before, but we compare our approach to the most relevant previous approaches. It makes sense to compare our method to a general approach to motion segmentation and 3D reconstruction. However, as we use unordered input images, we omit the comparison with the methods assuming video input. Also, in our setup, the points are observed by a small portion of cameras, thus the tracks are very sparse, and the track completion is an under-constrained task. The methods based on factorization, therefore, fail, as shows [6], as well as the results of ALC [42], SSC [12] and RSIM [20].

For the motion segmentation, we used six state-of-the-art algorithms: SSC [12], RSIM [20], ALC [42], Subset [71], MODE [2] and YASFM [53]. However, none of the considered methods has produced a satisfactory motion segmentation of sequences from our dataset. SSC outputs wrong results, where almost all points are assigned to one motion. RSIM reports badly conditioned matrices, ALC reports unbounded system during track completion. Subset and MODE run out of memory. If we make the input data shorter, up to 20 images, both Subset and MODE give an incorrect segmentation. YASFM splits the points into more than two models, most of which contain points from both the foreground and the background.

4.3. Comparison with Single body SfM

The motivation for our paper was to find out whether the presence of a background can improve the quality of a model of a given object. To answer this question, we reconstructed the same objects in a classical SfM pipeline COLMAP [49], which is considered to be the state-of-the-art method. COLMAP cannot work with multiple objects, therefore, we run COLMAP on a different dataset with a similar number of images, where the object is depicted without background. The number of the images for the datasets with and without background is in table in Fig. 4.

We compared two metrics: (1) the number of reconstructed points and (2) the median of the reprojection error, Tab. 1. In the case of our method, we count only the points on the foreground.

In the most cases, our method reconstructed models with more points than the standard method. In addition to that, our method achieved lower median reprojection errors for every object. Note, that our method reconstructed the “Lego” model, which COLMAP could not reconstruct. We can see that the camera poses can be better estimated from a large object with many features when compared to a small object with few features. Thus, the presence of the background in the scene may improve the reconstruction.

The results of Subset, MODE and YASFM are shown in the Supplementary Material.

The models reconstructed with TBSfM and with COLMAP are shown in the Supplementary Material.

Example of images from such dataset is in Supplementary Material.
| Dataset | Points | Error |
|---------|--------|-------|
|         | TBSfM  | COLMAP| TBSfM | COLMAP |
| (a)     | 52 397 | 49418 | 1.206 | 1.483 |
| (b)     | 39024 | 38833 | 1.418 | 1.792 |
| (c)     | 35179 | 34539 | 1.142 | 1.852 |
| (d)     | 15 305 | 10049 | 1.298 | 1.889 |
| (e)     | 13 408 | 198728 | 1.147 | 2.342 |
| (f)     | 25 229 | 14 372 | 1.463 | 2.644 |
| (g)     | 18 244 | 20 571 | 1.326 | 1.739 |
| (h)     | 80 04 | 10 143 | 2.350 | 2.832 |
| (i)     | 76 92 | 0     | 1.818 | -     |

Table 1: Comparison of the number of points and the median reprojection error between our method and COLMAP.

4.3.1 Computation time

To compare computation time of TBSfM with the standard SfM, we evaluate the computation times for dataset (e). We get: 2.3 mins feature extraction, 1065 mins feature matching, 14.3 mins 3D reconstruction. Original COLMAP for the same dataset takes 2.3 mins extraction, 449 mins matching, 5.9 mins 3D reconstruction. Our method takes 2.37 times more time in feature matching and 2.4 times more in 3D reconstruction. We solve for two objects, instead of one. It roughly doubles the computation times. Further speedups would be possible if the pipeline was not build on COLMAP but directly designed for multiple objects.

4.4. Experiments with ETH 3D dataset

To further evaluate our method, we have chosen sequences motion_1, motion_2, motion_3 and motion_4 from the SLAM benchmark of the ETH 3D dataset\(^6\). According to the website of the dataset, sequences motion_3 and motion_4 remain unsolved. These four sequences depict a dynamic scene captured by a rig of two synchronized cameras. Although the objects in the scene perform an independent motion, the objects do not move between any two images taken at the same time by the two cameras of the rig. Therefore, each pair of images taken at the same time builds one take. If we limit ourselves only to such parts of sequence where one object is moving, we may be able to reconstruct the parts of sequences using our method.

We have extracted parts of sequences motion_1, motion_2, motion_3 and motion_4 where there is always one moving object. When compared to our dataset, the images from the ETH 3D dataset have less textured background, worse quality of images, more takes, each of which consists only of two images. In addition to that, there is a person moving the objects, that may confuse the segmentation.

\(^6\)https://www.eth3d.net/slam_datasets

Figure 6: Results of our method on the sequences extracted from the ETH 3D dataset. Foreground is blue, background is red.

The results of our method on the sequences from the ETH Dataset are in Figure 6. Our method reconstructs and segments all sequences successfully. In most of the results, a person is assigned to the foreground. In sequences (b), (d), (g) the person is not reconstructed. In sequences (a), (i) a person is assigned to the background. In sequence (k) the hand of the person is assigned to the foreground, while the rest of the body is assigned to the background. In sequence (l), the background and the foreground are swapped.

5. Conclusion

Our TBSfM method for complete 3D reconstruction of objects moving in front of a textured background outperforms the state of the art, Table 1. Real experiments on real data show that it reconstructs objects moving in front of a textured background, Fig. 5, with more points and lower reprojection errors on the objects. All code and data will be made open source.
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Reconstructing Small 3D Objects in front of a Textured Background

Here we present additional details, such as experiments and detailed derivations. Sec. 6 contains the experiments with TBSfM. Sec. 6.1 provides a more detailed description of the datasets introduced in Sec. 4 of the main paper, as well as the resulting models reconstructed with TBSfM algorithm. Sec. 6.2 compares the models reconstructed with TBSfM and the models reconstructed with a single-body SfM pipeline [49] from images without background. Sec. 6.3 shows the result of multi-body SfM pipeline YASFM [53] on images from our dataset. Sec. 6.4 shows the result of the segmentation by MODE [2] and Sec. 6.5 shows the result of the segmentation by Subset [71]. Sec. 6.6 shows the model which outputs a single-body SfM pipeline COLMAP [49], if it is given images from different takes. Sec 6.7 contains the experiments conducted with ETH 3D dataset [50].

Sec. 7 contains the derivation of the formula for foreground motion, which is used in Sec. 8. Sec. 8 describes an additional criterion for local observation grouping, which is based on the foreground motion. Sec. 9 contains the derivation of the formula for transformation of points between reconstructed models, which is used in Sec. 10. Sec. 10 describes transformation of the cameras, which is used in Sec. 3.6 of the main paper.

Code in C++ is available on Github. Please, follow the readme file to compile and run a representative experiment.

6. Experiments

6.1. Datasets and results of TBSfM

In this section we give a detailed description of the datasets introduced in Sec. 4 of the main paper. We provide a further view on the models reconstructed by TBSfM from our datasets, which are described in Sec. 4.1 in the main paper.

Table 2 describes the properties of the datasets, such as the number of takes, the number of images and special characteristics of the objects (planar, repetitive, ...) or the datasets (translational motion only). Properties of the reconstructed models are shown in Table 3.

The images of the scenes together with the results of TBSfM on them are shown in Figures 7, 8, 9, 10. In each row, the image on the left is an image taken from the dataset, while the image on the right depicts the 3D model reconstructed from the dataset with TBSfM. TBSfM was not able to reconstruct the dataset “Buddha” (Fig. 9(c)), due to the small density of features, reflections on the surface of the object and small overlaps between neighboring takes. Other models were reconstructed successfully. The points assigned to the foreground are displayed green, while the points assigned to the background are red. Figures 7(h), 8(f), 9(d) show that if the foreground is dominant, it may be swapped with the background. Figures 7, 8, 9, 10 show that the quality of the segmentation, as well as the quality of the reconstruction is high.

| Foreground | Background | Takes | Images | Special       | Figure |
|------------|------------|-------|--------|---------------|--------|
| Daliborka  | Nissan GTR | 8     | 338    | NONE          | 7(a)   |
| Lycan      | Nissan GTR | 8     | 140    | NONE          | 8(a)   |
| Colosseum  | Peugeot 908| 8     | 294    | NONE          | 8(c)   |
| Vatican    | Peugeot 908| 8     | 270    | NONE          | 8(e)   |
| Ganesha    | Peugeot 908| 4     | 160    | Only translation | 8(g)  |
| Salt lamp  | Seat Ibiza | 8     | 330    | Translucent  | 9(a)   |
| Buddha     | Peugeot 908| 8     | 300    | Shiny         | 9(c)   |
| Pillow     | Seat Ibiza | 8     | 278    | Repetitive    | 9(e)   |
| Car        | Audi S8    | 8     | 329    | NONE          | 9(g)   |
| Ship       | Audi S8    | 8     | 277    | NONE          | 10(a)  |
| Catalog    | Seat Ibiza | 5     | 150    | Planar        | 10(c)  |
| Lego       | Seat Ibiza | 4     | 264    | Repetitive, Planar | 10(e) |

Table 2: Properties of the datasets.
| Dataset     | Figure | Points Fg. | Points Bck. | Swapped |
|------------|--------|------------|-------------|---------|
| Daliborka  | 7(b)   | 37755      | 26324       | NO      |
| Lycan      | 8(b)   | 40347      | 12345       | NO      |
| Colosseum  | 8(d)   | 52397      | 33335       | NO      |
| Vatican    | 8(f)   | 39024      | 35160       | NO      |
| Ganesha    | 8(h)   | 35179      | 40643       | YES     |
| Salt lamp  | 9(b)   | 15305      | 63828       | NO      |
| Pillow     | 9(d)   | 134086     | 30532       | YES     |
| Car        | 9(f)   | 25229      | 46878       | NO      |
| Ship       | 10(h)  | 18244      | 21983       | NO      |
| Catalog    | 10(b)  | 8004       | 20757       | YES     |
| Lego       | 10(d)  | 7692       | 29964       | NO      |

Table 3: Results of the reconstructions.

Figure 7: Reconstructed datasets, Part 1.
Figure 8: Reconstructed datasets, Part 2.
Figure 9: Reconstructed datasets, Part 3.
6.2. Comparison with single body SfM

This section shows the result of the comparison proposed in Sec. 4.3 of the main paper. We show, for which kinds of objects and how much, TBSfM improves the reconstruction. We have created sets of photographs of the same objects but this time without any background, like in Figure 11. We compare the models reconstructed with TBSfM on the data with background and the models of the same objects reconstructed with state-of-the-art SfM pipeline COLMAP [49] without the background. We measure two quantities: the number of reconstructed points and the median reprojection error.

Table 4 compares the numbers of reconstructed points and the median reprojection error. In the results of TBSfM, only the points from the foreground are assumed. In 6 out of 9 cases the model reconstructed with TBSfM has more points than the model reconstructed without the background, including model “Lego”, which the state-of-the-art pipeline COLMAP did not manage to reconstruct without the background. Table 4 shows that TBSfM achieved lower median reprojection error for all considered models.
| Dataset | Points TBSfM | Points COLMAP | Error TBSfM | Error COLMAP |
|---------|--------------|---------------|-------------|--------------|
| Colosseum | 52397        | 49418         | 1.206       | 1.483        |
| Vatican | 39024        | 38833         | 1.418       | 1.792        |
| Ganesha | 35179        | 34539         | 1.142       | 1.852        |
| Salt lamp | 15308       | 10049         | 1.298       | 1.889        |
| Pillow  | 134086       | 198728        | 1.147       | 2.342        |
| Car     | 25229        | 14372         | 1.463       | 2.644        |
| Ship    | 18244        | 20571         | 1.326       | 1.739        |
| Catalog | 8004         | 10143         | 2.350       | 2.832        |
| Lego    | 7692         | 0             | 1.818       | -            |

Table 4: Comparison of the number of points and the median reprojection error between TBSfM and COLMAP.

![Figure 11: Example of the images of an object without the background.](image1)

Figures 12, 13, 14 compare the models of the objects reconstructed with TBSfM and with COLMAP. In each row, the image on the left depicts a model of the foreground object reconstructed using TBSfM, while the image on the right depicts model of the same object reconstructed in COLMAP without background. TBSfM reconstructed significantly denser models of objects "Ganesha" (Fig. 12(e)), "Lamp" (Fig. 13(a)) and "Car" (Fig. 13(e)). Also notice, that TBSfM managed to reconstruct some parts of objects, which COLMAP could not reconstruct, like the wall on the back side of the "Vatican" object (Fig. 12(c)) or the base of the "Lamp" object (Fig. 13(a)). In addition to that, TBSfM managed to reconstruct object "Lego" (Fig. 14(e)), which could not be reconstructed by COLMAP without the background due to its planar and repetitive shape. On the other hand, COLMAP reconstructed better models of objects "Ship" (Fig. 14(a)) and "Catalog" (Fig. 14(c)).
Figure 12: Comparison of the models reconstructed with and without the background. The models on the left side have been reconstructed with the background.
Figure 13: Comparison of the models reconstructed with and without the background. The models on the left side have been reconstructed with the background.
6.3. Results of YASFM

In this section we give an example of the result, which outputs a MBSfM pipeline YASFM [53], if it is given the images from our dataset. Figure 15 shows that YASFM typically splits the model into more than two objects, most of which contain points from both the foreground and the background. For example the reconstruction of the “Daliborka” object was split into five models, which are shown in Figure 15. Figures 15(a), 15(b), 15(c) show models which contain points from both the foreground and the background. Figures 15(d), 15(e) show very sparse models. The result of our method on this dataset is
shown in Figure 7(b).

Figure 15: Models reconstructed from Daliborka dataset in YASFM. The reconstruction has split into five models.

6.4. Results of MODE

In this section we give an example of the result of the segmentation, which outputs MODE [2], if it is given the images from our dataset. If the whole datasets are used as the input, MODE runs out of memory. We have, therefore, shortened our dataset to 7 images, which were used as the input for the method. Figure 16 shows that the result of the segmentation is not correct and that both clusters contain points from the foreground object, as well as from the background. Our method is able to correctly segment and reconstruct the shortened version of the dataset, the result of our method is shown in Figure 17.
Figure 16: Result of motion segmentation by MODE. Points belonging to the first object are purple and points belonging to the second object are yellow.
6.5. Results of Subset

In this section we give an example of the result of the segmentation, which outputs Subset [71] if it is given the images from our dataset. If the whole datasets are used as the input, Subset runs out of memory. Therefore, we have shortened our dataset to 7 images, which were used as the input for the method. Paper [71] describes six different spectral clustering schemes to fuse the clustering information: (a) Affine, (b) Homography, (c) Fundamental, (d) Kernel Addition, (e) Co-Regularization, (f) Subset Constrained Multi-View Spectral Clustering. All the schemes assign all the points to one object. If we enforce 2 objects, all spectral clustering schemes give incorrect segmentation results, which are shown in Figure 18. Our method is able to correctly segment and reconstruct the shortened version of the dataset, the result of our method is shown in Fig. 17.
Figure 18: Result of motion segmentation by Subset. Points belonging to the first object are blue and points belonging to the second object are red. Particular images are results of (a) Affine, (b) Homography, (c) Fundamental, (d) Kernel Addition, (e) Co-Regularization, (f) Subset Constrained Multi-View Spectral Clustering.

6.6. Results of COLMAP

In this section we show the result, which outputs the single body SfM pipeline COLMAP [49], if it is given images from different takes. COLMAP is not able to segment the points from different objects. The section is related to Sec. 4.2 of the main paper. We see in Figure 19 that the resulting model contains one background, on which the foreground object is reconstructed multiple times on different positions, once for each take.
| ID | Dataset | Object     | First Image | Last Image | Length |
|----|---------|------------|-------------|------------|--------|
| (a)| motion_1| Einstein Bust | 7603.638892 | 7607.214650 | 98     |
| (b)| motion_2| Backpack   | 7978.918332 | 7981.867380 | 130    |
| (c)| motion_3| Brown Bear | 8020.794811 | 8024.628573 | 105    |
| (d)| motion_3| White Bear | 8005.828393 | 8007.855864 | 56     |
| (e)| motion_3| Ball       | 8012.353162 | 8017.403406 | 138    |
| (f)| motion_3| Frieze 1   | 8028.019978 | 8032.885907 | 133    |
| (g)| motion_4| Backpack   | 8086.964071 | 8088.991541 | 56     |
| (h)| motion_4| White Bear | 8075.094154 | 8076.863582 | 49     |
| (i)| motion_4| Frieze 2   | 8077.674570 | 8081.508333 | 105    |
| (j)| motion_4| Dinosaur   | 8107.607406 | 8110.150959 | 70     |
| (k)| motion_4| Ball       | 8111.478031 | 8114.021584 | 70     |
| (l)| motion_4| Brown Bear | 8132.637449 | 8138.277503 | 154    |

Table 5: Properties of the sequences extracted from ETH 3D dataset, which have been used to evaluate our method.

Figure 19: Model reconstructed from the whole Daliborka dataset in COLMAP.

6.7. Experiments with ETH 3D dataset

In this section we show the result of the experiments with the sequences, which have been extracted from the ETH 3D SLAM datasets [50]. The experiment has been proposed in Sec. 4.4 of the main paper. The sequences have been extracted from datasets motion_1, motion_2, motion_3, motion_4, which depict a dynamic scene with a synchronized rig of two cameras. Although the objects in the scene perform an independent motion, the objects do not move between any two images taken at the same time by the two cameras of the rig. Therefore, we obtain the semi-dynamic setting, where each pair of images taken at the same time builds one take. We have extracted every sequence in such a way that it contains one object moving with respect to the background. The properties of the sequences are in Table 5.
The quality of the images in these sequences is lower than in the case of our dataset, the images are darker and every take contains only two images. Moreover, the scene contains the person, who moves the objects. Still, our method is able to reconstruct these scenes and segment the objects. Examples of the images from the sequences together with the results are shown in Figure 20. The properties of the resulting models are shown in Table 6. In the most of the cases, the person is segmented together with the foreground, as in the sequences the person moves together with the foreground object. In sequences (a), (i) the person is segmented together with the background. In sequences (b), (c), (d), (g) the person is not reconstructed. In sequence (k) the hand of the person is assigned to the foreground, while the rest of the body is assigned to the background. In sequence (l), the background and the foreground are swapped. Model (c) has been reconstructed together with its shadow.

The results on the sequences extracted from the ETH 3D dataset show, that our method is able to reconstruct and segment scenes which are less controlled than the scenes from our dataset. It also shows, that although our semi-dynamic setting may seem to be too restrictive and impractical, it indeed has a practical use when reconstructing fully dynamic scenes observed by multiple synchronized cameras.

| ID | Figure | #Points Fg. | #Points Bck. | Person          | Swapped |
|----|--------|-------------|--------------|-----------------|---------|
| (a)| 20 (a) | 353         | 1015         | background      | NO      |
| (b)| 20 (b) | 2734        | 2345         | not reconstructed| NO      |
| (c)| 20 (c) | 1402        | 852          | not reconstructed| NO      |
| (d)| 20 (d) | 1130        | 382          | not reconstructed| YES     |
| (e)| 20 (e) | 616         | 539          | foreground      | NO      |
| (f)| 21 (a) | 624         | 1206         | foreground      | NO      |
| (g)| 21 (b) | 2091        | 2073         | not reconstructed| NO      |
| (h)| 21 (c) | 2042        | 1362         | foreground      | NO      |
| (i)| 21 (d) | 233         | 1337         | background      | NO      |
| (j)| 21 (e) | 891         | 442          | foreground      | NO      |
| (k)| 22 (a) | 314         | 1202         | split, hand with Fg. | NO      |
| (l)| 22 (b) | 1564        | 793          | foreground      | YES     |

Table 6: Results of the models reconstructed from the sequences extracted from ETH 3D dataset.
Figure 20: Results of our method on the sequences extracted from the ETH Dataset. Left: image from the sequence, Middle: front view, Right: top view.
Figure 21: Results of our method on the sequences extracted from the ETH Dataset. Left: image from the sequence, Middle: front view, Right: top view.
Figure 22: Results of our method on the sequences extracted from the ETH Dataset. Left: image from the sequence, Middle: front view, Right: top view.
7. Foreground motion calculation

In this section we show that we can compute the motion \((A_{t,s,\delta_t}^F, a_{t,s,\delta_t}^F)\) of the foreground from a camera pair \((P_{s,\delta_s}^F, P_{s,\delta_s}^B)\) obtained with the sequential registration of an image \(P_{s,\delta_s}^F\) capturing configuration \(s\) towards model of configuration \(t\). Camera \(P_{s,\delta_s}^F\) is registered towards the background while \(P_{s,\delta_s}^B\) is registered towards the foreground. The computed motion is in coordinate system \(\delta_t\). The result is used in Sec. 3.3 of the main paper.

Let \(X_{s,i,\delta_s}^F\) be a point from the foreground in model of take \(s\). Let \(x_{s,i}^F\) be the projection of \(X_{s,i,\delta_s}^F\) onto camera \(P_{s,\delta_s}^F\).

Figure 23: Example of a camera from take \(s\) after the sequential PnP registration towards take \(t\).

Figure 23 shows that if camera \(P_{s,\delta_s}^F\) from take \(s\) is registered towards the foreground points from model of take \(t\), it projects the foreground points from model of take \(t\) onto the same 2D points onto which they are projected in the model of take \(s\). Let \(X_{t,i,\delta_t}^F\) be reconstruction of point \(X_{s,i,\delta_s}^F\) in model of take \(t\). Then \(x_{t,i}^F\) is a projection of point \(X_{t,i,\delta_t}^F\) into camera \(P_{s,\delta_s}^F\).

Figure 23 also shows that if the same camera \(P_{s,\delta_s}^F\) from the second take is registered towards the background points from the model of take \(t\), the position of the camera towards the background is the same as in take \(s\). This means that if a foreground point is transformed to the configuration of take \(s\), it will be projected onto the same 2D feature onto which it is projected in take \(s\). Let \(X_{s,i,\delta_s}^F = A_{s,\delta_s}^F X_{t,i,\delta_t}^F + a_{s,\delta_s}^F\) be point \(X_{t,i,\delta_t}^F\) in coordinate system \(\delta_t\) and position of take \(s\). Then \(x_{s,i}^F\) is a projection of point \(X_{s,i,\delta_s}^F\) onto camera \(P_{s,\delta_s}^B\).

The following equation must therefore hold true:

\[
\alpha P_{s,\delta_s}^F X_{s,i,\delta_s}^F = \alpha P_{s,\delta_s}^B \left[ X_{t,i,\delta_t}^F \right] \quad (12)
\]

We can replace \(X_{s,i,\delta_s}^F\) with \(A_{s,\delta_s}^F X_{t,i,\delta_t}^F + a_{s,\delta_s}^F\) and rewrite the equation using symbols for rotation, center and camera calibration matrix for cameras \(P_{s,\delta_s}^F\) and \(P_{s,\delta_s}^B\) as:

\[
\alpha K_{s,\delta_s}^F R_{s,\delta_s}^F (X_{t,i,\delta_t}^F - c_{s,\delta_s}^F) = \alpha K_{s,\delta_s}^B R_{s,\delta_s}^B (A_{s,\delta_s}^F X_{t,i,\delta_t}^F + a_{s,\delta_s}^F - c_{s,\delta_s}^B) \quad (13)
\]

We can eliminate \(K\) and \(\alpha\) and replace:

\[
R_{s,\delta_s}^F (X_{t,i,\delta_t}^F - c_{s,\delta_s}^F) = R_{s,\delta_s}^B (A_{s,\delta_s}^F X_{t,i,\delta_t}^F + a_{s,\delta_s}^F - c_{s,\delta_s}^B) \quad (14)
\]
Because the equation has to hold true for all $X_{t,i,\delta_t}^F$, it holds true also for $X_{t,i,\delta_t}^F = 0$, which implies that the following two equations also hold true:

\[
-R_{s,\delta_s}^{j_s,F} c_{s,\delta_s}^{j_s,F} = R_{s,\delta_s}^{j_s,B} a_{t,s,\delta_t} - R_{s,\delta_s}^{j_s,B} c_{s,\delta_s}^{j_s,B}
\]

\[
R_{s,\delta_s}^{j_s,F} = R_{s,\delta_s}^{j_s,B} A_{t,s,\delta_t}^F
\]

(15)

We can easily find the relative rotation $A_{t,s,\delta_t}^F$ from the latter equation as

\[
A_{t,s,\delta_t}^F = (R_{s,\delta_s}^{j_s,B})^{-1} R_{s,\delta_s}^{j_s,F}
\]

(17)

We can substitute (17) into (15) to obtain:

\[
-R_{s,\delta_s}^{j_s,F} c_{s,\delta_s}^{j_s,F} = R_{s,\delta_s}^{j_s,B} a_{t,s,\delta_t} - R_{s,\delta_s}^{j_s,B} c_{s,\delta_s}^{j_s,B}
\]

(18)

We can find translation $a_{t,s,\delta_t}^F$ as

\[
a_{t,s,\delta_t}^F = c_{s,\delta_s}^{j_s,B} - A_{t,s,\delta_t}^F c_{s,\delta_s}^{j_s,F}
\]

(19)

We can compute the motions of the foreground from take $s$ to take $t$ according to equations (17), (19), if we have a pair of cameras obtained with sequential registration of a camera $P_{s,\delta_s}^{j_s}$ towards take $t$. One camera pair is enough for finding the relative motion.

8. Additional criterion for local observation grouping

Local observation grouping, which is based on common observed points, is described in Main paper in Section 3.3. In this section, we describe an additional criterion, which is based on the motion of the object. This criterion compares the motion of the object, which is computed from the pair of sequentially registered cameras according to Section 7. As this criterion requires multiple pairs from the same take to be registered towards the current take, it is suitable for datasets, where every take contains many images. Now, we will show that the cameras can be clustered by the motion of the foreground, which can be computed from the sequentially registered poses.

If poses $P_{s,\delta_s}^{j_s,B}$ and $P_{s,\delta_s}^{j_s,F}$ are known, the motion $(A_{t,s,\delta_t}^F, a_{t,s,\delta_t}^F)$ can be computed by (17), (19). Note that the motion (17), (19) in is coordinate system $\delta_t$ of take $t$.

Let us have two different poses $P_{s,\delta_s}^{j_s,1}$, $P_{s,\delta_s}^{j_s,2}$ of the same camera $P_{s,\delta_s}^{j_s}$. Suppose that we follow formulas (17), (19) to compute the motion. Four different situations can occur:

1. **Forward motion** Pose $P_{s,\delta_s}^{j_s,1}$ observes the background and pose $P_{s,\delta_s}^{j_s,2}$ observes the foreground; then formulas (17), (19) give motion $(A_{t,s,\delta_t}^F, a_{t,s,\delta_t}^F)$.

2. **Backward motion** Pose $P_{s,\delta_s}^{j_s,1}$ observes the foreground and pose $P_{s,\delta_s}^{j_s,2}$ observes the background. It can be easily shown that formulas (17), (19) give motion $(A_{t,s,\delta_t}^F, a_{t,s,\delta_t}^F)$, which is the inverse of the original motion $(A_{t,s,\delta_t}^F, a_{t,s,\delta_t}^F)$.

3. **Zero motion** Both poses observe the same object; formulas (17), (19) give zero motion, i.e., it is close to $(I, 0)$.

4. **Wrong result** At least one of the poses is badly estimated, (17), (19) give a result different from the previous ones.

For given takes $s, t$ we select all the sets of poses $P_{s,\delta_s}^{j_s}, j_s \in [1, m_s]$ obtained with sequential registration of cameras from take $s$ towards take $t$. From each of these sets, we extract camera pairs $P_{s,\delta_s}^{j_s,1}, P_{s,\delta_s}^{j_s,2}$ and then we compute the motion from these camera pairs using formulas (17), (19).

The computed motions cluster around the correct motion values $(A_{t,s,\delta_t}^F, a_{t,s,\delta_t}^F)$, $(A_{s,t,\delta_t}^F, a_{s,t,\delta_t}^F)$, $(0, I)$, Fig. 24. First, we remove the zero motions with spectral clustering [67]. Then, we use Sequential RANSAC to find the clusters of the forward motions and the backward motions.

For every two takes $s, t, s \neq t$, we have obtained clusters $C_{s,t}^l, l \in [1, q_{s,t}]$ of ordered camera pairs. In the forward motion cluster, the first camera in a pair observes the background and the second one observes the foreground. In the backward motion cluster it is vice versa. We can merge the clusters which observe the same reconstruction using the linkage scheme described in Sec 3.3 of the main paper. Then, the clusters obtained in Sec 3.3 of the main paper, are further merged according to Sec 3.5 of the main paper.
Figure 24: Euler vectors (a) and translations (b) of the motions calculated with (17), (19). Three clusters representing the forward, backward and zero motions are observable.

9. Calculation of transformation of points between takes

In this section we compute transformation \((B_{o,s,t}^o, b_{o,s,t}^o, \beta_{o,s,t}^o)\) of the points of object \(o\) from model of take \(s\) to model of take \(t\) from a camera \(P_{s,\delta_s}^j\) from take \(s\) and its pose \(P_{s,\delta_s}^{j,s,o}\) registered towards object \(o\) in model of take \(t\). The result of this section is used in Section 10.

Let \(X_{o,s,i,\delta_s}\) be an arbitrary point from object \(o\) in model of take \(s\). Let \(X_{o,t,i,\delta_t}\) be the point \(X_{o,s,i,\delta_s}\) in model of take \(t\). Then, there holds true:

\[
X_{o,t,i,\delta_t} = \beta_{o,s,t}^o B_{o,s,t}^o X_{o,s,i,\delta_s} + b_{o,s,t}^o
\]

(20)

The 3D point is projected onto the same point on the camera in both reconstructions, so there holds true:

\[
\alpha P_{s,\delta_s}^{j,s} (X_{t,i,\delta_t} - c_{s,\delta_s}) = \alpha P_{s,\delta_s}^{j,s} (X_{s,i,\delta_s} - c_{s,\delta_s})
\]

(21)

We assume that both poses belong to the same camera, so the camera calibration matrix \(K\) is the same for both pictures. We rewrite the equation using symbols for rotation, center and camera calibration matrix as:

\[
\alpha_1 K P_{s,\delta_s}^{j,s} (X_{t,i,\delta_t} - c_{s,\delta_s}) = \alpha_2 K P_{s,\delta_s}^{j,s} (X_{s,i,\delta_s} - c_{s,\delta_s})
\]

(22)
We eliminate \( K \), introduce \( \sigma = \frac{\alpha_1}{\alpha_2} \) and replace \( X_{t,i,\delta_t}^o \) with \( \beta_{s,t}^{o} B_{s,t}^o X_{s,i,\delta_s} + b_{s,t}^o \):

\[
\sigma R_{s,\delta_t}^j (\beta_{s,t}^{o} B_{s,t}^o X_{s,i,\delta_s} + b_{s,t}^o - c_{s,\delta_t}) = R_{s,\delta_s}^j (X_{s,i,\delta_s}^o - c_{s,\delta_s})
\]  

(23)

This equation has to hold true for every \( X_{s,i,\delta_s}^o \), so following two equations hold true:

\[
\sigma \beta_{s,t}^{o} R_{s,\delta_t}^j B_{s,t}^o = R_{s,\delta_s}^j
\]  

(24)

\[
\sigma R_{s,\delta_t}^j b_{s,t}^o - \sigma R_{s,\delta_t}^j c_{s,\delta_t}^{j^o} = -R_{s,\delta_s}^j c_{s,\delta_s}^{j^o}
\]  

(25)

Because \( R_{s,\delta_t}^j, B_{s,t}^o \) and \( R_{s,\delta_s}^j \) are all rotation matrices, in order for the first equation to hold true, \( \sigma \beta_{s,t}^{o} \) must be equal to 1, so we can compute the rotation \( B_{s,t}^o \) from (24) as:

\[
B_{s,t}^o = (R_{s,\delta_t}^j)^{-1} R_{s,\delta_s}^j
\]  

(26)

Rotation between coordinate systems can be found with one camera pair.

We substitute \( \beta_{s,t}^{o} \) into (25):

\[
P_{s,\delta_t}^j b_{s,t}^o - R_{s,\delta_t}^j c_{s,\delta_t}^{j^o} = -\beta_{s,t}^{o} R_{s,\delta_s}^j c_{s,\delta_s}^{j^o}
\]  

(27)

We can rewrite (27) in matrix form as:

\[
\begin{bmatrix}
R_{s,\delta_t}^j & R_{s,\delta_s}^j c_{s,\delta_s}^{j^o}
\end{bmatrix}
\begin{bmatrix}
b_{s,t}^o \\
\beta_{s,t}^{o}
\end{bmatrix}
= R_{s,\delta_s}^j c_{s,\delta_s}^{j^o}
\]  

(28)

If only one camera pair is considered, equation (28) is underdetermined. It can be solved with least squares if at least two camera pairs are available.

10. Transformation of the cameras

In this section we describe the transformation of the cameras to the coordinate system of the reference take \( r \). The result is used in Sec. 3.6 in the main paper. Let \( P_{t,\delta_t}^{j^r} \) be a camera from take \( t \) which is registered towards points from object \( o \) in model \( s \). If \( s = t \), the camera observes both objects. In that case we define \( o = A \).

The task is to find poses \( P_{t,\delta_r}^{j^r,B} \) and \( P_{t,\delta_r}^{j^r,F} \) of camera \( P_{t,\delta_r}^{j^r} \) transformed to take \( r \), where \( P_{t,\delta_r}^{j^r,B} \) is towards the background and \( P_{t,\delta_r}^{j^r,F} \) is towards the foreground. Apart from \( P_{t,\delta_r}^{j^r} \), we know the transformations \( (B_{u,r}^B, b_{u,r}^B, \beta_{u,r}^B), (B_{u,r}^F, b_{u,r}^F, \beta_{u,r}^F), \) of the points from take \( u \in [1,k] \) to take \( r \), and the motions \( (A_{u,r,\delta_r}^B, \alpha_{u,r,\delta_r}^B), (A_{u,r,\delta_r}^F, \alpha_{u,r,\delta_r}^F) \) of the foreground from take \( u \in [1,k] \) to take \( r \).

First, we find \( P_{t,\delta_r}^{j^r,B} \), then we follow to find the transformation which transforms \( P_{t,\delta_r}^{j^r,B} \) to \( P_{t,\delta_r}^{j^r,F} \). The formula to compute \( P_{t,\delta_r}^{j^r,B} \) depends on \( s, t, o \).

\[ s = r, o \in \{A, B\} \quad \text{The camera is already in the desired position, no transformation is necessary.} \]

\[ s \neq r; o \in \{A, B\} \quad \text{The camera is in another coordinate system.} \]
The transformation to the reference take is performed according to the equations (26), (27) as:

\[ R_{ij, t}^r = R_{ij, o}^s (B_{s,r}^r)^{-1} \quad (29) \]
\[ c_{ij, o}^r = b_{s,r}^B + \beta_{s,r} (R_{ij, t}^r)^{-1} R_{ij, o}^s c_{ij, o}^s \quad (30) \]

Transformation \((B_{s,r}^B, b_{s,r}^B, \beta_{s,r}^B)\) transforms the points from the background in the coordinate system \(s\) to the reference take \(r\). The transformed camera with pose \((R_{ij, t}^r, c_{ij, o}^r)\), therefore, observes the points from the background in the reference take, which is the desired result.

\( s \neq r; o = F; t = r \quad \) The camera comes from the reference take \(r\) but it has been registered onto another reconstruction towards the foreground points.

The pose of the camera \(P_{ij, t}^o\) observing the foreground points in the reference take transformed from take \(s\) by \((B_{s,r}^F, b_{s,r}^F, \beta_{s,r}^F)\) can be computed according to the equations (26), (27):

\[ R_{ij, t}^F = R_{ij, o}^s (B_{s,r}^F)^{-1} \quad (31) \]
\[ c_{ij, t}^F = c_{ij, o}^s + \sigma_{s,r} (R_{ij, t}^F)^{-1} R_{ij, o}^s c_{ij, o}^s \quad (32) \]

The pose of the transformed camera is towards the foreground points. But because the camera arises from the reference take, the pose towards the foreground and the background in the reference take is the same, so \(R_{ij, t}^r = R_{ij, t}^F, c_{ij, t}^r = c_{ij, t}^F\).
\[ s = r; \mathbf{o} = F; t \neq r \quad \text{The camera is already in the target coordinate system but it is registered towards the foreground. It has to be moved to the position where it would observe the background points.} \]

Camera \( P_{t, \delta_s}^{i_s, o} \) observes point \( X_{t, i, \delta_t}^F \) on position \( X_{r, i, \delta_r}^F \) where it is in the reference take. If the camera was registered towards the background, it would observe the point on its original position in take \( t \): \( X_{t, i, \delta_t}^F \).

\[
X_{t, i, \delta_t}^F = A_{r, t, \delta_t}^r X_{r, i, \delta_r}^F + a_{r, t, \delta_t}^F
\]

(33)

Rotation and centre of the camera registered towards the background points can be found according to equations (17), (18) as:

\[
R_{t, \delta_r}^{i_t, B} = R_{t, \delta_s}^{i_s, o} (A_{r, t, \delta_t}^r)^{-1} = R_{t, \delta_s}^{i_s, o} A_{r, t, \delta_r}^r
\]

(34)

\[
c_{t, \delta_r}^{i_t, B} = a_{r, t, \delta_r}^r + (R_{t, \delta_r}^{i_t, B})^{-1} R_{t, \delta_s}^{i_s, o} c_{t, \delta_s}^{i_t, o}
\]

(35)

\[ s \neq r; \mathbf{o} = F; t \neq r \quad \text{The camera does not come from the reference take, so transformation} \ (B_{s, r}^F, b_{s, r}^F, \beta_{s, r}^F) \text{ does not bring the desired result. This case can however be solved as a combination of the two previous ones.} \]

If camera \( P_{t, \delta_r}^{i_t, o} \) is transformed with \((B_{s, r}^F, b_{s, r}^F, \beta_{s, r}^F)\) according to equations (31), (32) to the reference take \( r \), the transformed camera \( P_{t, \delta_r}^{i_t, F} \) observes the foreground points of the reference take on the same features where the original camera \( P_{t, \delta_s}^{i_t, o} \) observed the foreground points in take \( s \).

\[
R_{t, \delta_r}^{i_t, F} = R_{t, \delta_s}^{i_s, o} (B_{s, r}^F)^{-1}
\]

(36)
\[ c_{t,\delta_r}^j, F = b_{s,r}^F + \beta_{s,r}^F (R_{t,\delta_r}^{j,s})^{-1} R_{t,\delta_s}^{j,s} c_{t,\delta_s}^j \]  

(37)

This converts the problem to the previous one where the task is to transform the camera \( P_{t,\delta_r}^{j,F} \) observing the foreground to the camera \( P_{t,\delta_r}^{j,B} \) which observes the background. This can be done according to the equations (34), (35)

\[ R_{t,\delta_r}^{j,B} = R_{t,\delta_r}^{j,F} (A_{r,t,\delta_r}^F)^{-1} = R_{t,\delta_r}^{j,F} A_{t,r,\delta_r}^F \]  

(38)

\[ c_{t,\delta_r}^{j,B} = a_{r,t,\delta_r}^F + (R_{t,\delta_r}^{j,B})^{-1} R_{t,\delta_s}^{j,s} c_{t,\delta_s}^j \]  

(39)

**Finding the camera towards the foreground** We have found the camera \( P_{t,\delta_r}^{j,B} \) towards the background. The pose \( P_{t,\delta_r}^{j,F} \) towards the foreground can be calculated from the pose \( P_{t,\delta_r}^{j,B} \) using the inverse of the equations (34), (35):

\[ R_{t,\delta_r}^{j,F} = R_{t,\delta_r}^{j,B} A_{r,t,\delta_r}^F \]  

(40)

\[ c_{t,\delta_r}^{j,F} = (A_{r,t,\delta_r}^F)^{-1} (c_{t,\delta_r}^{j,B} - a_{r,t,\delta_r}^F) \]  

(41)

The observations of the camera \( P_{t,\delta_r}^{j,t} \) are split in such way, that the camera \( P_{t,\delta_r}^{j,B} \) observes the points which belong to the background and the camera \( P_{t,\delta_r}^{j,F} \) observes the points which belong to the foreground.