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Abstract—Recent advances in federated learning (FL) have brought large-scale collaborative machine learning opportunities for massively distributed clients with performance and data privacy guarantees. However, most current works focus on the interest of the central controller in FL and overlook the interests of the FL clients. This may result in unfair treatment of clients, which discourages them from actively participating in the learning process and damages the sustainability of the FL ecosystem. Therefore, the topic of ensuring fairness in FL is attracting a great deal of research interest. In recent years, diverse fairness-aware FL (FAFL) approaches have been proposed in an effort to achieve fairness in FL from different perspectives. However, there is no comprehensive survey that helps readers gain insight into this interdisciplinary field. This article aims to provide such a survey. By examining the fundamental and simplifying assumptions, as well as the notions of fairness adopted by the existing literature in this field, we propose a taxonomy of FAFL approaches covering major steps in FL, including client selection, optimization, contribution evaluation, and incentive distribution. In addition, we discuss the main metrics for experimentally evaluating the performance of FAFL approaches and suggest promising future research directions toward FAFL.

Index Terms—Client selection, data valuation, fairness, federated learning (FL), incentive mechanism.

I. INTRODUCTION

FEDERATED learning (FL) [1], [2] is a new machine learning paradigm for collaboratively training models involving multiple data owners (a.k.a. clients) with the aim to protect data privacy [3], as shown in Fig. 1. Its potential to help the field of artificial intelligence (AI) thrive in privacy-respecting societies has attracted increasing attention from academia and industry alike. During federated model training, the data owners contribute not only their local data but also computation and communication resources to facilitate collaborative model training. As the quality and quantity of the data, as well as the local resources, vary among data owners, their contributions to the final FL model will vary. This, in turn, may affect the benefits they receive from the data federations they join, in cases where FL incentive mechanisms are deployed [4]. Ensuring fairness in FL is an emerging research challenge that requires an interdisciplinary approach [5]. Since the FL server is the controller, it should ideally not make decisions that unfairly favor any particular group of data owners. However, in most current FL paradigms, fair treatment of data owners is not given a high priority. Problems of fairness [6] can arise throughout the FL training process, as described in the following.

First, unfairness may arise in the stage of client selection. Methods have been proposed for client selection in FL, but most of them focus only on the server’s interest (e.g., increasing convergence speed [7], [8], [9], [10] or enhancing the model performance [11]). These methods favor clients who can respond quickly or contribute to better final model performance [12]. As a result, clients with weaker capabilities might be excluded from the FL process. This reduces weaker clients’ chances of: 1) receiving a model that fits their local data distributions well and 2) receiving any incentives that might be involved. From the server’s perspective, the final model may not generalize well because the excluded clients may contain samples that the current model does not cover.

Second, fairness issues can also occur during the FL model optimization. When performing the global optimization by aggregating clients’ model updates, the server aims to minimize a loss function under a specific distribution [13], [14].
However, this distribution may not be able to capture the diversity of the entire distributed training set [13], leading to prediction biases on individual clients’ local datasets.

Third, unfairness can occur during FL incentive distribution. In FL, rewards (monetary or otherwise) may be needed to compensate for clients’ local resources (e.g., computation power, battery power, and communication bandwidth) and motivate participation. Under the standard FL setting, the FL system distributes the same aggregated model as rewards to all the clients. However, such a scheme ignores the fact that local updates of clients are of inconsistent qualities due to diverse local dataset qualities and training capabilities [15]. The scheme can be perceived as unfair by clients who contribute more significantly to the final FL model performance. Such a problem, referred to as the free-rider issue in FL [16], can discourage future participation of high-quality FL clients [17], which, in turn, harms the FL system.

Last but not least, contribution evaluation is an essential step in FL to promote fairness in the client selection and incentive distribution stages. Contribution evaluation in FL aims to estimate the contribution made by each client without exposing its private local data [18]. The evaluation can be based on self-reported information, such as data quantity [17], data quality [17], [19], or observations on marginal model improvement [20], [21], [22]. FL schemes that use client contribution as a reference to select high-quality clients in order to improve model performance are emerging [9]. FL incentive schemes also often take client contribution evaluation results into account [17], [19]. Thus, unfairness in FL client contribution evaluation can have a far-reaching impact throughout the FL pipeline.

These fairness-related issues can have an adverse impact on both the FL clients and the FL server if not handled properly. On the one hand, unfair treatment can discourage clients from joining FL training. On the other hand, blindly treating clients equally without regard to their potential contributions can reduce the server’s ability to attract high-quality clients, resulting in FL models that may not generalize well. Hence, ensuring fairness in FL is essential as it is the key to sustainable healthy collaboration in such an ecosystem.

As FL research is attracting increasingly significant attention, many survey papers have been published. They provide different perspectives on various topics about FL. For example, Yang et al. [1] and Li et al. [23] provide an overview of general methods and applications of FL. Lim et al. [24] review the methods and applications of FL in the context of mobile edge networks. In [25] and [26], topics of security and privacy in FL are surveyed. Tan et al. [27] provide a review of FL personalization techniques for dealing with data heterogeneity. The topic of FL incentive mechanism design is reviewed in [4] and [18]. In recent years, diverse fairness-aware FL (FAFL) approaches have been proposed to achieve fairness from different angles. There is currently no comprehensive survey on this topic.

In this article, we bridge this gap by providing a comprehensive review of the existing literature on FAFL. This article contributes to the AI literature in the following ways.

1) We analyze the fundamental and simplifying assumptions commonly adopted in existing FL work and discuss their potential impact on incorporating FL work and discuss their potential impact on incorporating FL.
2) We summarize the main notions of fairness adopted in existing FAFL approaches to provide an overview of the diverse motivations in this field.
3) We propose a taxonomy of FAFL based on the major steps in FL and summarize the challenges in each step. To the best of our knowledge, it is the first such taxonomy on this topic and provides new perspectives to existing works in this field.
4) We discuss the common evaluation metrics adopted in existing FAFL approaches, thereby providing readers with a useful guide on experiment design.
5) We outline promising future research directions toward FAFL approaches. For each direction, we analyze the limitations in the current literature and propose potential ways forward.

II. COMMON ASSUMPTIONS

In order to understand the background of existing FAFL approaches, it is important to examine the assumptions made in existing FL approaches. As horizontal FL (HFL) [1] is currently the most studied FL approach, we focus our discussions on HFL settings. The main aim of HFL [28] is to allow multiple data owners to collaboratively train a shared model while preserving the privacy of sensitive local data. At the beginning of each training round, the FL server first selects a group of data owners as its FL clients and distributes the latest global model to them. Then, the clients train models locally and upload them to the server for aggregation.

Existing FL approaches use many assumptions, which can be summarized into two categories.

1) Fundamental Assumptions: These assumptions are essential in the operation of FL and are widely adopted. The most common ones include the following [5].
   a) Client’s local data are assumed to be sensitive and shall not be exposed to anyone else.
   b) The server and the clients are self-interested and rational.
2) Simplifying Assumptions: These assumptions are made to enable specific FL approaches to operate. They are usually limited to specific scenarios and are not necessarily widely adopted in this field. They include the following.
   a) FL Clients Are Trustworthy: Clients are assumed to be honest in that they use their real private data to perform local training and submit the local models truthfully to the FL server. This assumption enables some FL frameworks to trust clients’ self-reports about their local data quantity/quality to the FL server for making decisions related to client selection and incentive distribution [16], [17], [29], [30].
   b) FL Server Is Trustworthy: The server often plays a central role in FL. It is assumed that the server can be trusted to make reliable decisions when...
selecting clients and distributing incentives [17], [29], [30].

c) Data Owners Always Agree to Join FL: When the server sends out invitations to data owners to join FL, it is assumed that they will accept the invitations [8].

d) Prior Information About the Clients Is Available: Some works assume that the prior information (e.g., client capabilities, data quality, and past task performance) can be tracked by the FL server [31], [32] or obtained by the FL server from a third party (e.g., a blockchain) [16], [33]. This information is then utilized for subsequent client selection or incentive distribution.

e) Client Dedicates All Its Resources to a Given FL Training Task: After a client joins FL training, it is assumed that it will dedicate all its computational resources to the learning task (i.e., a client only joins one data federation at any given time).

f) Clients’ Local Data Remain Unchanged During FL Training: An FL task typically requires multiple training rounds (i.e., the system repeats local model training and global model aggregation until a desired training accuracy is achieved). It is commonly assumed that clients’ local data do not change during FL training [7].

g) Monopoly FL Server: Most existing FL works implicitly assume that there is only one data federation (i.e., a monopoly) in a given application scenario [19].

While the fundamental assumptions remain unchanged, some of the simplifying assumptions have been relaxed to include FAFL approaches for achieving various notions of fairness.

III. NOTIONS OF FAIRNESS IN FAFL

Fairness has been studied in many disciplines. In machine learning, dozens of fairness notions have been proposed [34]. Each notion focuses on a particular aspect and the interest of a specific group of stakeholders. Thus, it is not suitable to compare the relative merits of these fairness notions. In this section, we provide an overview of fairness notions adopted by existing FAFL approaches, focusing on their motivations and the stakeholders in the FL paradigm that they serve.

1) Performance Distribution Fairness: This notion of fairness aims to generalize standard accuracy parity [34] by measuring the degree of uniformity in performance across FL client devices [14]. Model \( w \) is more fair than model \( \tilde{w} \) if the performance of model \( w \) on the \( n \) devices is more uniform than that of model \( \tilde{w} \). The mean and the variance of the accuracy values are used to measure the degree of uniformity. It is individual-level fairness.

2) Good-Intent Fairness: This notion of fairness minimizes the maximum loss for the underlying protected groups, so as to avoid overfitting any particular model at the expense of others [13]. This notion is applied to the scenario where the dataset is split into different groups.

This notion optimizes the group with the worst performance, hence reducing the variance of the accuracy values across all the groups.

3) Group Fairness: This notion of fairness aims to minimize the disparities in algorithmic decisions across different groups [35]. The disparity in algorithmic decisions can be measured by demographic parity [36] and equal opportunity fairness notions [37].

4) Selection Fairness: This notion of fairness aims to mitigate the bias in an FL model by increasing the chance of participation for under- or never-represented clients [38]. One existing approach to ensure this is through setting the sampling constraints (e.g., long-term fairness constraint [39]). Another possible approach is to set the clients’ selection probabilities proportional to their cost and their potential contribution to the FL model. It is individual-level fairness for client selection.

5) Contribution Fairness: Under this notion of fairness which has its foundation in game theory [40], a client’s payoff shall be proportional to its contribution to the FL model. It is a type of distribution fairness that is not concerned with optimizing the FL model accuracy. Rather, it is individual-level fairness, often adopted by FL incentive schemes to guide reward allocation [41], [42].

6) Regret Distribution Fairness: This notion of fairness aims to minimize the difference of the regret among FL clients as a result of waiting to receive incentive payout [31]. Regret refers to the difference between what the data owner has received so far and what he is supposed to receive while taking into account how long he has been waiting to receive the full payoff. This notion is individual-level fairness.

7) Expectation Fairness: This notion of fairness builds on top of the regret distribution fairness, which is also individual-level fairness. It aims to minimize the inequity among the clients at different points in time as incentive rewards are gradually paid out over a period of time [31]. Regret distribution fairness and expectation fairness are useful in situations where the incentive budget is derived from future earnings of the FL model, and the participating FL clients are gradually compensated as earnings are generated.

Good-intent fairness and group fairness are designed to protect the interest of the eventual users of an FL model. Selection fairness and performance distribution fairness are primarily designed to serve the interest of the FL clients while aiming to enhance FL model performance during the process (thereby also protecting the interest of the FL server and the eventual users of the FL model). Contribution fairness, regret distribution fairness, and expectation fairness are designed to guide FL incentive mechanisms to take fairness into account.

Contributions fairness is commonly adopted by both monetary and nonmonetary FL incentive schemes [18], while regret distribution fairness and expectation fairness are used for situations in which incentives are derived from future earnings.

Existing notions of fairness in FL can also be categorized from two perspectives, as shown in Table I: 1) performance fairness and cooperation fairness, which are categorized...
regarding different training steps and 2) individual-level fairness and group-level fairness, which are categorized regarding different target entities.

From the first perspective, performance fairness aims to encourage similar performance across different clients or subgroups formed based on sensitive attributes. Performance fairness usually occurs in the model optimization stage of FL. Cooperation fairness is fairness in the interaction between server and clients, which aims to promote fair treatment of FL clients and attract more clients to participate in training. This approach of fairness usually occurs in client selection and incentive distribution stages.

For the second perspective, individual-level fairness is proposed to encourage the model to have similar performance over different clients. In contrast, group fairness is designed to eliminate prejudice toward a specific group of stakeholders. Different from centralized training, groups in FL can be formed not only based on their sensitive attributes (e.g., gender, race) [35] but also on other variables (e.g., class label). Moreover, the groups can also be newly added clients. Group-level fairness can also be degenerated into individual-level fairness by treating every device as a group.

IV. PROPOSED TAXONOMY OF FAFL

Based on the discussion of the common assumptions and notions of fairness adopted by FAFL approaches, we propose the taxonomy shown in Fig. 2. Existing studies are classified according to the major aspects of FL, including client selection, the model optimization process, contribution evaluation, and incentive mechanism. Some FAFL approaches address several aspects simultaneously, while others focus on a single aspect. The studies in contribution evaluation are also related to the problem of client selection and incentive mechanism, as the client contribution is often used as a basis to invite data owners and distribute the rewards to each client. In this section, we discuss existing works following this taxonomy, highlighting the fairness notions adopted, their approaches and limitations.

A. Fairness in FL Client Selection

One source of potential unfair treatment of FL clients is the FL client selection approach. Many approaches focus on serving the FL server’s interest (e.g., increasing convergence speed [7] or enhancing the model accuracy [11]) while ignoring the interests of the FL clients. These works typically use threshold-based approaches to select FL clients (e.g., FedCS [8]). Such approaches commonly use thresholds (e.g., transmission speed, bandwidth, and local accuracy) to filter out unqualified clients and select high-quality clients. For example, mobile edge FL systems are often sensitive to network transmission rates. In such cases, data owners with higher transmission rates are more likely to be selected, while those with consistently poor channel conditions may never be selected. However, this brings up another problem of oversampling of clients from specific groups, which leads to the global FL model biasing toward the data owned by these clients, hence causing model performance deterioration [43]. Moreover, these approaches threaten the interests of clients. The continued participation of clients is the key to maintaining the long-term sustainable operation of an FL system. However, under the threshold-based approaches, clients with relatively poor quality might not get the chance to join FL (a.k.a. unfair selection among clients). As a result, they cannot receive any rewards. This drives these clients to leave the system, resulting in the attrition of FL participants. Hence, it is crucial to pursue fairness in FL client selection.

It is important to note that fair client selection does not mean selecting everyone with equal probabilities. The heterogeneity among clients also needs to be considered. To achieve fairness in client selection, FAFL approaches need to strike a balance between the interests of the FL server and those of the FL clients. In this section, we review existing FAFL client selection approaches. These works can be divided into two categories: 1) considering fairness factors to ensure that each client has a reasonable probability to be selected and 2) customizing the model and training procedure for each client.

1) FL Client Selection Probability Control: To mitigate the bias against FL clients with lower computational capabilities or smaller datasets, recent works study the design of sampling constraints for addressing fair client selection. They consider...
fairness factors to allow less-frequently selected clients to join FL training more often, hence reducing selection bias.

Huang et al. [39] introduced a long-term fairness constraint toward achieving fair FL client selection. This constraint applies a constant fairness parameter to ensure that the average participation rate of every client is no less than the expected guaranteed rate. A Lyapunov optimization-based framework has been proposed to transfer the original off-line problem into an online optimization problem, where FL clients’ participation rates are optimized through a queuing dynamics approach. Similar to [39], [44] also utilize a fairness constraint to reserve a certain probability of selection for each client. However, instead of using dynamic queues, Huang et al. [44] adapt the Exp3 algorithms [45] for the adversarial bandit to calculate the selection probability for each round. Moreover, in [44], the fairness parameter that is used to determine the selection probability in each round is not necessarily the same. The results of both works show that a fairer strategy for FL client selection can improve the final accuracy at the cost of training efficiency due to more constraints being involved.

Yang et al. [46] also aimed to promote the selection of less-frequently selected clients. They formulated the client selection problem as a combinatorial multiarmed bandit (CMAB) problem. Each arm represents one client. Its reward is defined by the class distribution of its raw data. The reward of a super arm depends on the rewards of all the pulled arms. While frequently selected clients are regarded as more trustworthy and receive a higher payoff, the system also provides opportunities for less-frequently engaged clients to join FL by increasing their estimated rewards.

One shortcoming of [39], [44], and [46] is that they do not take into account the real-time contribution of individual clients when designing the fairness factors. This shortcoming has been addressed by [47]. They proposed a reputation-based client selection policy with fairness constraints. A reputation table is maintained for all clients based on their historical behaviors. A fairness parameter is used to control the tradeoff between reputation and the number of successful transmissions. The fairness parameter restricts highly reputable clients with a larger number of successful transmissions so that those with fewer successful transmissions can also be selected.

2) Client Customization: Another approach to FAFL client selection focuses on customized model settings or customized training procedures. System heterogeneity and statistical heterogeneity are two key challenges in the deployment of FL applications. However, despite the client heterogeneity, current FL paradigms often distribute the same initial models to all clients at the beginning of training rounds. As a result, clients with lower capabilities (in terms of computing hardware, network connections, and so on) can often be excluded from subsequent rounds. The reason for this is that these clients need more time to complete model training and would be perceived as stragglers by the FL server. To mitigate this problem, works have been proposed to dynamically adapt the FL model framework or the training procedure based on client capabilities. It promotes fairness by enabling under- or never-represented clients to participate in FL.

2) Customizing client models: Several FAFL works have leveraged the dropout technique [48] to adapt FL models to reduce the bias caused by threshold-based client selection schemes. In [49], federated dropout (FD) was proposed. It allows each FL client to receive a submodel with a size suitable for local training based on its computational resources. The model updates from the clients are then reconstructed by the FL server and aggregated to form the global model. The training procedures are summarized in Fig. 3. For fully connected layers, a number of activations are often dropped. For convolutional layers, a fixed ratio of filters is often dropped. This reduces the computational and communication costs, as smaller submodels enable more efficient local training and model exchanges between the FL server and the FL clients. Lossy compression is applied to further reduce the communication cost. It is a simple approach that can be applied to CNN-based FL frameworks. By using FD, clients with low capabilities can join FL by training a pruned submodel.

While FD successfully decreases communication and local computation costs, it drops activation nodes randomly and does not address the decomposition of the neural networks. It treats them as black-box functions without inspecting the changes in the internal structure of the model as a result of the dropout operations. To address these issues, adaptive FD (AFD) was proposed in [50]. It maintains an activation score map that is used to select a group of important activation nodes to generate the submodel that best fits each client, so as to speed up convergence and reduce accuracy loss.

FD and AFD promote equitable treatment of heterogeneous clients by allowing those with low capabilities to participate in FL training. However, these two approaches have important limitations. First, both of them forward the same pruned model to all clients in a single round and do not investigate how to provide custom pruned submodels to different clients (i.e., clients with strong capabilities are restricted by those with low capabilities and are not allowed to update more weights). Second, FD does not provide the computational benefits at the time of inference because the original model is deployed after training [51].

To address these limitations, Horváth et al. [52] extended FD to introduce ordered dropout (OD), which reduces the computational and memory overhead during training and inference deployment. OD distributes custom-pruned submodels to clients based on the clients’ capabilities. Compared to FD,
OD drops adjacent components of the model instead of random neurons. Clients with similar computational capabilities are divided into clusters. Those in the same cluster use the same dropout rate. This allows clients with better capabilities to update more weights. For those with weaker memory-related capabilities, the knowledge distillation method [53] is used to improve model accuracy by enhancing feature extraction for smaller submodels. OD can also reduce the inference cost, as a client’s load can be dynamically adjusted by dropping the least important units at inference time.

b) Customizing client workloads: The idea of customizing the amount of work for an FL client in order to enhance fair client treatment has been explored by current literature. Clients with lower capabilities are assigned less work to enable them to pass threshold-based FL client selection. In [54], FedProx was proposed to allow partial training to be performed by each client based on its available resources. Instead of assigning a uniform number of epochs to each client, FedProx allows local epochs to vary. This encourages more clients to participate in training, hence reducing the negative impact of system heterogeneity. However, a large number of local updates may lead each client toward the optima of its local objective as opposed to the global objective, resulting in model divergence in the presence of heterogeneous data. Therefore, a proximal term was introduced to restrict the local updates and stabilize the method. The proximal term benefits the training process by: 1) encouraging higher quality local updates by constraining the local updates to be closer to the global model and 2) safely aggregating local model updates produced from different amounts of work.

c) Customizing based on client network connectivity: Client selection can also be affected by a client’s communication capabilities (e.g., bit rates and packet loss). When a client sends its local updates to the server during FL, some packets may be lost. Upon detecting a lost packet, the server sends a retransmission request to the client in an attempt to recover the lost packet. However, for clients with slower networks, the retransmission may cause additional delays in FL model training. Thus, model updates from clients with poorer communication channels are less likely to be aggregated into the final model, thereby resulting in model bias.

To handle this issue, Zhou et al. [38] proposed a loss-tolerant FL framework, ThrowRightAway (TRA). The main idea is that packet loss may not always be harmful. Based on this assumption, TRA accelerates FL training by ignoring some of the lost packets. In the beginning, all participating FL clients indicate their network conditions to the FL server. Based on their reports, the server classifies the clients into the sufficient type and the insufficient type. The server then randomly selects the clients to whom to send the global model and waits for their model updates. When a packet loss is detected, the server only sends a retransmission request if the client belongs to the sufficient type. Otherwise, it simply records the lost packet as zero. After clients finish uploading, TRA recalculates the aggregation based on the packet loss records. The effectiveness of this approach depends heavily on accurately categorizing the clients into different types. It implicitly assumes that the FL clients can accurately assess their own network conditions and will honestly report this information to the FL server. This assumption may not be realistic in practice.

B. Fairness in Model Optimization

Besides client selection that occurs before FL model training, the optimization process during FL model training can also cause biases in the global FL model. This could cause the model to discriminate against certain protected groups or to overfit certain clients at the expense of others. As a result, a global model can exhibit inequitable performance across the clients, which can be viewed as unfair treatment by the FL clients. Consider an image recognition scenario in which the FL server has accessed many mobile devices used by younger users, but only a few used by other age groups. The model may perform very well on the devices of the younger age group but not so well on devices of other age groups. Recent works have started to investigate the fairness issues in the FL model optimization process. They can be broadly divided into two approaches: 1) objective function-based approaches and 2) gradient-based approaches.

1) Objective Function-Based Approaches: One common approach to tackle the fairness problem during FL model training is to optimize the global/local objectives of the FL model (e.g., minimizing the loss function), so as to satisfy the target fairness constraints. Some existing works with this approach aim to achieve uniform performance across FL clients in terms of prediction accuracy, i.e., performance distribution fairness [55]. They mainly focus on reducing the variance of model accuracy across clients while maintaining similar average accuracy.

AFL [13] is one of the earliest works to address fairness in FL training. It aims to achieve the good-intent notion of fairness by preventing the overfitting of the model to any particular client at the expense of others. The authors argue that the distribution over clients, adopted in standard HFL, may not coincide with the target distribution. Hence, under AFL, the global model is optimized for any target distribution formed by a mixture of clients. This does not negatively affect the model performance of other clients as long as they do not increase the loss of the worst-performing client. However, AFL is found to perform well only for a small number of clients. When the number of clients becomes large, the generalization guarantees of the model may not be achievable.

To mitigate the scalability limitation of AFL, q-FFL was proposed [14], inspired by fair resource allocation methods in wireless communication networks. q-FFL achieves a more uniform accuracy distribution across FL devices, i.e., performance distribution fairness. It achieves this by using a new parameter q to reweigh the aggregate loss by assigning higher weights to devices with higher losses and vice versa. Compared to AFL, q-FFL is more flexible as the degree of fairness can be adjusted by tuning q. By setting q to a large value, q-FFL performs similar to AFL. A more communication-efficient FL aggregation approach based on q-FFL, q-FedAvg, was also proposed. q-FFL achieves a lower variance of accuracy (i.e., higher fairness) and faster convergence than AFL.
Although these approaches promote fairness to a certain extent, they fail short in terms of robustness. For example, both q-FFL and AFL are not robust against adversarial attacks. If a client maliciously increases its loss, it can result in a deterioration in model performance by misleading the global objectives of AFL and q-FFL. To improve the model’s robustness while maintaining good-intent fairness, the FedMGDA+ approach was proposed in [56]. It performs a multiobjective optimization by optimizing the loss function of each FL client separately and simultaneously. It uses Pareto-stationary solutions to find a common descent direction for all selected clients, so as to avoid sacrificing the performance of any client. Moreover, two techniques, gradient normalization and a built-in robustness method inspired by the Chebyshev approach, are also incorporated to enhance robustness against inflated loss attacks. Nevertheless, the accurate identification of malicious clients remains an open problem.

Li et al. [57] have also addressed the same issue. They proposed a personalized multitask FL algorithm, called Ditto, which simultaneously improves fairness and robustness. As mentioned earlier, with adversaries, learning globally introduces corruption, while local learning does not generalize well due to the small sample size. Ditto offers a tradeoff between these two extremes. After optimizing a global objective function, Ditto allows clients to run finetuning to minimize their individual losses. A regularization term is added to make the personalized models close to the optimal global model. The regularization term in Ditto is similar to the proximal term in FedProx [54]. The difference is that Ditto learns personalized models, whereas FedProx only learns a global model.

While the aforementioned approaches have generally focused on performance distribution fairness, research works on group fairness are starting to emerge. Du et al. [35] proposed a fairness-aware method, AgnosticFair, which examines the group fairness of the model by using kernel reweighting functions to assign a reweighting value to each training sample in both the loss function and the fairness constraint. It incorporates an agnostic fairness constraint to achieve the demographic parity notion of fairness. AgnosticFair is designed to deal with data shift scenarios [58]. It has been shown to achieve good accuracy and fairness on unknown testing data distribution. Another advantage of AgnosticFair is that fairness can be guaranteed for each local client due to the agnostic fairness constraint, even if the distribution is shifted between the clients and the server. However, prior knowledge is required to determine the reweighting function. This limits its application in dynamically changing system environments.

Cui et al. [59] proposed a multiobjective optimization framework, FCFL, which achieves good-intent fairness and group fairness simultaneously. Following the idea of AFL, FCFL minimizes the loss of the worst-performing client, leading to a min–max style of fairness guarantees. However, unlike AFL, FCFL utilizes a smooth surrogate maximum function that considers all client objectives instead of using a single nonsmooth objective of the worst-performing client. It also adds a fairness constraint on each client to measure disparities across all clients. FCFL employs a gradient-descent-based procedure to find the Pareto solution. The results show that FCFL achieves consistent performance across different clients compared to other methods and also performs significantly better in measuring group fairness. A limitation of FCFL is that it only focuses on local disparity (i.e., client-level group fairness), and it cannot guarantee reasonable global disparity (i.e., group fairness at the global level).

2) Gradient-Based Approaches: Compared to the objective function-based approaches, gradient-based approaches are still in the early stages of development. The gradient mentioned here refers to clients’ local gradient updates in each round. The gradient of client $i$ at iteration $t$ is calculated by $\Delta_i^t = M_i^t - M^t$, where $M^t$ is a global model and $M_i^t$ is the updated submodel after training $M^t$ on client $i$’s data. Some works with this approach aim to compute a fairer average of client updates to achieve uniform performance across clients.

FedFV [60] is one of the earliest works studying fairness guarantees at the gradient level. It mitigates gradient conflicts [61] among FL clients before averaging the gradients in the global objective function. The authors argue that the global model could sacrifice model accuracy for some clients for the sake of improving performance for those clients whose gradients differ greatly (these situations often lead to unfairness during FL training). FedFV uses gradient projection to reduce the conflicts that consist of internal conflicts among selected clients and external conflicts between the selected clients and the unselected clients. FedFV has been shown to strike a balance between fairness, accuracy, and efficiency. However, the gradient estimation methods applied to mitigate external conflicts might not be consistently reliable because the estimated gradients based on the previous rounds may become out-of-date and incompatible with the latest updates. Directly applying the estimated gradients to the latest global updates may cause model divergence. A more reliable gradient estimation method that works in conjunction with the FL client selection approach is needed to address this issue.

C. Fairness in Contribution Evaluation

Contribution evaluation is a subfield of FL that allows an FL system to assess the importance of the contribution of each client without having access to its local data. The common approach for obtaining this information is through evaluating each client’s impact on the aggregated FL model performance. The clients’ contribution values may, in turn, be used for client selection and incentive reward distribution in FL. Hence, a fair evaluation of FL clients’ contributions is critical. There have been many data valuation methods designed for nonprivacy-preserving machine learning settings [62]. However, they cannot be directly applied under FL settings. Existing FL contribution evaluation approaches can be divided into five categories: 1) self-reported information; 2) individual evaluation; 3) utility game; 4) Shapley value (SV); and 5) empirical methods.

1) Self-Reported Information: Here, client contributions are evaluated based on their self-reported information. Such information can be regarding the quality, quantity, and collection costs of their local datasets, as well as the computational and communication capabilities that they commit to FL.
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In [17], data owners are required to report publicly verifiable factors about their local datasets (e.g., data quality, data volume, and data collection cost) to the FL server. The server then uses the reported information to assign ratings to the clients. Kang et al. [19] and Ye et al. [32] applied a similar approach to use self-reported information to build an FL incentive scheme based on the contract theory [63]. The server designs contract items and broadcasts them to the data owners. Each item contains rewards and information regarding the clients’ local data. Each client selects the most desired items reflecting their contribution types as a commitment to participate in FL. Sarikaya and Ercetin [29] proposed an FL incentive scheme based on a Stackelberg game [64]. The clients’ optimal strategy under this game-theoretic setting is to truthfully report their desired prices for one unit of CPU power to the FL task publisher. Self-reported information is also used in auction-based FL incentive mechanism design as such mechanisms allow the data owners to report their costs frequently. In [65], the data owners submit their bids that consist of information about the combination of resources, local accuracy, and costs. The FL server uses the bid information to measure each client’s potential contribution and then determines the winners.

It should be noted that these methods assume that clients are capable and trustworthy such that they can reliably assess their own situations and report the information truthfully. In practice, this assumption may not be valid.

2) Individual Evaluation: Individual evaluation approaches measure the contribution of a client based on its performance on specific tasks. It focuses on individual performance instead of the overall performance of the FL model.

A reputation mechanism is widely used to keep track of the historical contribution of an FL participant. The reputation mechanisms are often designed to reflect the participant’s reliability and contribution, which can be leveraged by client selection and reward distribution schemes. They can be used in centralized or decentralized FL systems. In [42], [47], [66], reputation mechanisms were introduced under centralized FL settings. The reputation values are maintained by the FL server. In [42], the reputation values are updated based on the validation accuracy achieved by each client. Xu and Lyu [66] use cosine similarity between a local model update and the server model update to evaluate the client’s reputation. In [47], the beta reputation system [67], [68] is utilized to evaluate the credibility of each client. Based on the value of the loss function, the reputation model classifies client behaviors into positive behaviors or negative behaviors and then updates the reputation of each client after every round. For these schemes to work, an accurate and balanced validation dataset is required by the FL server.

In [69], [70], and [71], reputation mechanisms for decentralized FL systems were proposed. Each task publisher calculates a client’s reputation from two sources: 1) direct reputation opinions from interaction histories with the task publisher and 2) indirect reputation opinions from other task publishers. The indirect reputation opinions are openly shared and are stored in a blockchain so that no party can tamper with the reputation scores. In [69], the reputation is evaluated by attack detection schemes. Besides, Kang et al. [70] also use local computation time for reputation evaluation. Both Kang et al. [69], [70] utilize a subjective logic model [72] to evaluate reputation. In [71], reputation is measured based on the clients’ local model gradient updates in each round. Each reputation evaluation method has its own limitations. Both Kang et al. [69] and [70] rely on Assumption 2a (i.e., the clients are trustworthy), which may not always be realistic. For example, in [70], the task publisher uses the local computation time and dataset size to estimate the proportion of local data that the client has dedicated to training the FL model. This method is susceptible to cheating by misbehaving clients who intentionally lengthen their local computation times, so as to appear to be using a large proportion of local data for training. For [71], the task publisher needs to save all local models and the global model during all historical rounds of training. This can result in high storage overhead as the number of clients and/or the number of training iterations increase.

Besides reputation, there are other approaches for evaluating an FL client’s individual contribution. Zeng et al. [30] proposed a score function based on each client’s bid and resource quality under an auction-based FL client selection scheme. The top-scoring clients are selected to participate in FL. Lyu et al. [16] proposed a mutual evaluation-based approach for pairs of FL participants to assess each other’s potential value. Such assessments leverage data generated based on each participant’s local data and protected through local differential privacy [73].

Two assumptions are often adopted in individual evaluation approaches: 1) both the FL server and the FL clients are trustworthy and 2) a participant with a local model similar to models from other participants (or with the global model) is deemed to provide more contribution. These two assumptions might not always hold in practice. For Assumption 1, it is well-known that the FL server and the FL clients may be selfish and misbehave. For Assumption 2, under non-i.i.d. settings, participants usually hold datasets with heterogeneous class distributions. In such cases, dissimilar model updates from participants with different data distributions can provide valuable complementary knowledge for improving FL model performance. These factors, if not handled properly, negatively affect the perceived fairness of contribution evaluation.

3) Utility Game: Utility game-based FL contribution evaluation approaches are closely related to profit-sharing schemes [74]—rules that map the utility produced by the participants into their corresponding rewards. There are three widely adopted profit-sharing schemes.

1) Egalitarian: Any unit of utility produced by a team is divided equally among the team members.
2) Marginal Gain: The payoff of a participant is equal to the utility that the team gained when he/she joins.
3) Marginal Loss: The payoff of a participant is equal to the utility lost when he/she leaves the team.

1“non-i.i.d.” means data are not identically distributed. More precisely, the data distributions of different clients may be different from each other.
For marginal gain and marginal loss, the payoff amount received by each client depends on its order of joining, as payoff schemes generally aim to motivate clients to join as early as possible.

The most commonly used scheme in FL is the marginal loss scheme. Wang et al. [75] adopted the marginal loss approach to measure the contributions of different parties in HFL. They use an approximation algorithm to implement the influence measures. Nishio et al. [76] adopted the marginal loss scheme to evaluate the contribution of each client during a single FL training process in order to reduce communication and computation overhead. These approaches aim to achieve the notion of contribution fairness.

Simple marginal loss schemes are suitable for fairly evaluating the contribution of a given client among a given set of clients who are collaboratively training an FL model. This is a relative evaluation (i.e., it depends on how much the other participating clients contribute) and does not reflect the actual value of the client’s local data. SV has been leveraged to address this shortcoming.

4) Shapley Value: SV-based FL contribution evaluation approaches have attracted much research attention in recent years. SV, a marginal contribution-based scheme, was introduced in 1953 as a solution concept in cooperative game theory [77]. Consider $n$ clients with datasets $D_1, D_2, \ldots, D_n$, a machine learning algorithm $A$, and a standard test set $T$. $D_S$ is a multiset, where $S \subseteq N = \{1, 2, \ldots, n\}$. A model trained on $D_S$ through algorithm $A$ is denoted by $M_S(A)$, which is abbreviated as $M_S$. The performance of model $M$ evaluated on the standard test set $T$ is denoted by $U(M, T)$, abbreviated as $U(M)$. The SV $\phi_i(A, D_N, T, D_i)$, abbreviated as $\phi_i$, can be used to calculate the contribution of each FL client $i$

$$\phi_i = C \sum_{S \subseteq N \setminus \{i\}} \frac{U(M_{S \cup \{i\}}) - U(M_S)}{\binom{n}{S}}$$

where $C$ is a constant.

By averaging the sum of the marginal contribution over all subsets of $D$ not containing $i$, SV reflects $i$’s contribution to the FL model as a result of only its local data, regardless of its order of joining the coalition. In this way, it can produce fairer client contribution evaluation. Nevertheless, the computational complexity of calculating SV is $O(2^n)$, which is exponential. To improve the efficiency of SV calculation, many heuristic methods have been proposed in traditional machine learning (e.g., Truncated Monte Carlo Shapley (TMC-Shapley) and Gradient Shapley [78]). Inspired by these approaches, SV-based FL client contribution evaluation approaches are emerging.

a) Client-based approaches: Song et al. [20] proposed two gradient-based SV methods: 1) one-round reconstruction (OR) and 2) multiround reconstruction (MR). Both methods gather gradient updates from FL clients to reconstruct the FL model, instead of retraining with different subsets of clients. OR gathers all the gradient updates over all the training rounds. Then, it reconstructs the models for all the subsets in the final round. OR calculates SV only once by using the reconstructed models in the final round. In contrast, MR calculates a set of SVs in each round of training and then aggregates them to compute the final SV-based contribution values. Wei et al. [22] extended MR to propose the truncated multiround (TMR) method. TMR improves MR in two ways. First, it assigns higher weights to the training rounds with higher accuracy values. Second, TMR improves efficiency by skipping the last few rounds.

By leveraging these gradient-based SV estimation methods, the efficiency of evaluating FL client contribution can be significantly improved. However, we still need to evaluate the submodels for different subsets of clients in each round of training. To further reduce the computational cost, Wang et al. [21] proposed two efficient approximation approaches to improve the efficiency of within-round SV calculation, inspired by [79]: 1) permutation sampling-based approximation and 2) group testing-based approximation. Liu et al. [80] proposed the Guided Truncation Gradient Shapley (GTG-Shapley) approach that combines between-round and within-round truncations to further reduce the training cost. Between-round truncation eliminates entire rounds of SV when the remaining marginal gain is small. Within-round truncation skips the remaining submodel evaluation in permutations when the remaining marginal gain is small.

5) Empirical Methods: Data-based counterfactual contribution evaluation, such as SV, has produced promising results for FL contribution evaluation. However, their high computational costs and imprecision as a result of estimation to enhance efficiency still limit their scalability. Empirical methods for contribution evaluation have been studied as alternatives to theory-based FL client contribution evaluation. Shyn et al. [81] proposed FedCCEA, which learns the data quality of each client by constructing an accuracy approximation model (AAM) with sampled data size. This method robustly and efficiently approximates the client’s contribution by using the sampled data size and allows partial participation by clients by setting the desired sizes of local data to be used for FL model training. FedCCEA consists of a simulator and an evaluator. The simulator obtains the inputs (i.e., sampled data size) and the targets (i.e., round-wise accuracy) of AAM by running one-epoch FL classification tasks. Then, the evaluator optimizes the weight vectors from AAM by using the stored inputs and targets. After model convergence, the shared weights of the first layer are extracted to learn the importance of data size for each client. Nevertheless, since AAM is built upon a very simple neural network architecture, FedCCEA is currently limited to simple FL tasks, making it less well-suited for practical applications.
D. Fairness in Incentive Mechanisms

Existing works on FL usually assume that FL clients are always willing to join FL when invited. However, in reality, FL clients may be reluctant to join the training as: 1) clients need to contribute their computational/communication resources and 2) the malicious attackers may still infer the private information of training data from the local gradients. Such training costs and security risks hamper clients’ continued participation. Imagine when an FL platform invites companies from the same business sector for the FL tasks. The companies are generally reluctant to join FL since contributing their data to train a federated model that is subsequently shared with potential competitors can incur significant opportunity costs to a company. Hence, fair incentive mechanisms, which provide satisfactory compensation arrangements, should be designed for FL to encourage companies (a.k.a. data owners) to participate in collaborative model training. A fair incentive mechanism distributes “fair” rewards to FL clients based on their contributions and training costs. For higher accuracy of the client model updates, there will be an increase in the reward for the corresponding clients such that the system can attract high-quality clients to join the training continually. Many incentive mechanisms for FL have been proposed in recent years [4]. Not all of them focus on enhancing fairness. For example, in Stackelberg game-based FL scenarios [29], [82], the server and the clients compete to optimize their own utilities. The equilibrium solution of the game achieves a tradeoff between the two parties but might not be fair. In this section, we focus on FL incentive mechanism designs that take fairness into consideration. Different approaches and fairness criteria have been proposed. We classify these incentive mechanisms into two categories: 1) monetary incentive mechanisms that distribute monetary payoffs to FL clients and 2) nonmonetary incentive mechanisms that use FL models with different levels of performance to incentivize FL clients.

1) Monetary Incentive Mechanisms: Zeng et al. [30] proposed FMORE that extends the multidimensional procurement auction from [83] to motivate more high-quality data owners to join FL while minimizing total cost. Although it uses game theory to derive the optimal strategy for distributing profits among the clients (which accounts for competition among data owners), it takes fairness into consideration during contribution evaluation. In the bidding stage, the server broadcasts its asking price with a scoring rule to the clients

\[ s(q_{i1}, q_{i2}, \ldots, q_{im}, p_i) = s(q_{i1}, q_{i2}, \ldots, q_{im}) - p_i \]  

where \( s(\cdot) \) is the utility function of the FL server. \( q = (q_{i1}, \ldots, q_{im}) \) is the quality vector of clients’ resources (i.e., local data, computation capability, bandwidth, CPU cycle, and so on). \( p_i \) is the expected payment for \( i \). After receiving an ask, the clients decide on whether to bid or not based on their available resources. After collecting sufficient bids, the server selects clients based on their estimated contribution values. By applying the same scoring rule, the clients can determine whether they are being treated fairly. This may further encourage clients’ participation.

One shortcoming of FMORE is that it does not consider fairness in client selection. Hence, to tackle this issue, the authors further proposed an extension of FMORE, \( \psi \)-FMORE, which accounts for fairness in client selection. \( \psi \)-FMORE assigns a probability \( \psi \) to each client, which is used to increase the winning probability of low-score clients and decrease the winning probability of high-score clients as situations change. However, this work assumes that both the server and the clients bid truthfully. In the presence of misbehaving FL participants, the training performance deteriorates. Moreover, privacy preservation needs to be enhanced in the score calculation stage to avoid revealing sensitive information.

Besides accurately evaluating the contribution of each client, a fair incentive mechanism also needs to ensure that each client is paid fairly based on its contribution to the FL model (referred to as contribution fairness). Cong et al. [84] proposed Fair-VCG (FVCG) based on the VCG mechanism. FVCG incentivizes the data owners to truthfully report their costs and data qualities. Then, the server distributes the rewards to all the data owners by setting the same unit price for data quality for all data owners. However, as aforementioned, the truthfulness of self-reported information cannot be guaranteed in practice.

To address this limitation, Zhang et al. [71] leveraged reputation to reflect the quality and reliability of the data owners indirectly, instead of asking them to self-report. It proposed the RRAFL mechanism based on reputation and reverse auction for decentralized FL systems. The FL task publisher is responsible for keeping track of clients’ historical behaviors to derive direct reputation value. In addition, reputation records from multiple FL task publishers can be shared to obtain indirect reputation values. The task publisher sorts the FL participants based on their unit reputation bid prices and selects the \( k \) participants with the lowest unit reputation bid prices to join FL. Then, the task publisher uses the unit reputation bid price of the \((k+1)\)th participant to determine the payoff for each selected participant since the final unit bid price provided by the task publisher would be higher than the unit bid prices of all the selected participants. As a result, the selected participants can be effectively motivated to join FL. However, reputation-based approaches rely on the availability of historical records of FL client performance. The issue of bootstrapping the reputation system in FL needs to be addressed in order for these approaches to operate.

Contract theory [63] has also been adapted to design FL incentive mechanisms. In mobile networks, there exists information asymmetry between the task publisher and the mobile devices (i.e., the task publisher does not know the data quality, data quantity, and available computational resources of each mobile device). It may incur a high cost if it were to monitor such information. To reduce the impact of information asymmetry, Kang et al. [19] applied the contract theory to design an efficient incentive mechanism to attract mobile devices with high-quality data to join FL. It defines a parameter of local data quality as the type of the contract model. The task publisher uses the observations in the previous round to design different contracts for data owners with different data qualities. As a result, devices with higher quality data
and more computational resource contribution receive higher rewards from the task publisher. Similarly, Ye et al. [32] also used the contract theory to design an incentive mechanism for FL in vehicular edge computing settings. It introduces a 2-D contract to determine the appropriate rewards based on clients’ data quality and computational capabilities. One shortcoming of these approaches is that they assume a monopoly market with only one FL task publisher. As the monopolist, the task publisher only provides limited contract choices to each device, which negatively impacts the mobile devices’ profits. In practice, there could be many FL task publishers competing to attract FL clients. Currently, such scenarios have not yet been adequately accounted for by existing FL incentive mechanisms.

The abovementioned FL incentive mechanisms implicitly assume that the incentive budget has been predetermined. There are situations in which the incentive budget is not available at the time of FL model training. Instead, the participants expect to be rewarded with the revenue generated by the FL model at a later time [5]. To account for this scenario, Yu et al. [31] defined two notions of fairness criteria that are important to the long-term sustainable operation of FL in addition to contribution fairness: regret distribution fairness and expectation fairness. Regret distribution fairness requires that clients be treated fairly based on their waiting time for receiving their incentive rewards. Since the training and commercialization of the FL models take time, the server may not have enough revenue to compensate for the participants at the early stage. This leads to a temporary mismatch between clients’ contributions and the rewards that they hitherto receive. To overcome this issue, Yu et al. [31] proposed a dynamic payoff-sharing scheme—FL Incentivizer (FLI)—which dynamically distributes the rewards to the clients by maximizing the collective utility and minimizing inequality between data owners’ regret and waiting time. It ensures that the clients, who have contributed more high-quality data and have waited longer for the full payoff, will receive more revenues in the subsequent rounds. During the gradual payout of clients’ rewards, the notion of expectation fairness is used to ensure that the clients’ regret values are reduced as equitably as possible in lieu of their contributions.

2) Nonmonetary Incentive Mechanisms: Another category of FL incentive mechanisms is not based on monetary rewards. Instead, they seek to motivate clients by assigning them FL models with different performances based on their contributions. These approaches are suitable for application scenarios in which: 1) a monetary incentive budget is not available; 2) leveraging future revenues generated by the FL model to reward the clients is not feasible; or 3) there is competition among FL clients, which causes high contribution clients to feel unfairly treated if they receive the same FL model as low contribution clients (i.e., the free-rider problem [5]).

Zhang et al. [17] proposed the hierarchically fair FL (HFFL) framework. HFFL ensures fairness among the clients by providing the clients with higher quality data with higher quality model updates. HFFL first classifies the clients into different levels based on their characteristics (e.g., data quality and data size). Then, it trains multiple FL models—one for each level. To train a lower level model, clients from higher levels only contribute the same amount of data as those from lower levels. On the other hand, clients from lower levels are required to contribute all their local data when collaboratively training a higher level FL model. As a result, clients at higher levels receive FL models with better performance. However, HFFL has several shortcomings. First, the clients at the same level may not have the same amount of data since additional factors are being considered when categorizing clients. Second, some of the client characteristics used for categorizing clients are obtained through self-reporting, which makes the approach susceptible to fake reporting.

In contrast to HFFL, which divides all the clients into different clusters and trains one model for each cluster, Lyu et al. [16] proposed a decentralized fair and privacy-preserving deep learning (FPPDL) framework in which each participant receives a different variant of the final FL model based on his contribution. In FPPDL, each participant earns a certain number of transaction points based on their local credibility and commitment level. The local credibility system is maintained by mutual evaluation between any two participants. Then, participants can use their transaction points to download gradients from other participants. As a result, each participant can obtain an improved local model compared to their standalone models without collaboration, and the improvement gained by each participant is proportional to his corresponding contribution. Moreover, FPPDL also preserves data privacy by incorporating differentially private GAN (DPGAN) and a three-layer onion-style encryption scheme. Nevertheless, the current approaches still lack precision control when it comes to constructing a machine learning model with a specific level of performance.

V. FAFL EVALUATION METRICS

For the long-term sustainability of FAFL, it is important to establish a set of performance evaluation metrics so that the relative advantages of various proposed approaches can be objectively assessed. In this section, we discuss some common evaluation metrics adopted in current FAFL research.

1) Accuracy: It is used as the performance metric for client selection [39], [44], [54], training optimization [13], [14], [56], [60], and reward distribution [17]. Training loss [30], [54], [56] has also been used to measure FL model performance related to accuracy. In FAFL, most works adopt average validation accuracy and accuracy variance to evaluate the performance of the FL model [7], [14], [56], [60]. Nevertheless, some works have also used test accuracy to evaluate the performance of the FL model on each FL client [42], [56], [60], [81], [85], [86]. Test accuracy has the following advantages.

a) It avoids sacrificing the performance of any client for the sake of improving the overall performance.

b) Clients can be rewarded accordingly for their contributions.

2) Efficiency: It is another commonly used FL performance metric. Many works measure training efficiency by tracking the total time used for model training [8],
Fairness-related metrics have been adopted by FAFL research.

In addition to performance evaluation metrics, the following fairness-related metrics have been adopted by FAFL research.

1) **Average Variance (AV):** The AV is usually applied to measure the performance variation of an algorithm across different devices. It is used to quantify the degree of fairness during optimization [14], [56], [60]. AV has been extended to the FL setting as follows:

\[
AV = \frac{1}{n} \sum_{i=1}^{n} (F_i(t) - \overline{F}(t))^2
\]

where \(\overline{F}(t)\) refers to the average accuracy across all FL clients. A lower AV value indicates a higher degree of fairness for a given FL method. Let \(\{F_1(t), \ldots, F_n(t)\}\) and \(\{F'_1(t'), \ldots, F'_n(t')\}\) be the accuracy distribution among \(n\) clients for two FL methods \(t\) and \(t'\), respectively. We say that method \(t\) is fairer than \(t'\) if \(AV(F_1(t), \ldots, F_n(t)) < AV(F'_1(t'), \ldots, F'_n(t'))\). Some research works [57] use the standard deviation of performance across different devices to measure fairness. Since both standard deviation and AV share the same idea of reflecting the variability in distribution (i.e., the standard deviation is the square root of AV), we also include these works in this section. There are some drawbacks of using AV to evaluate algorithmic fairness: 1) it is sensitive to outliers and 2) it only measures the relative fairness by assigning a higher degree of fairness to the method with lower AV.

2) **Distance Metrics:** These [e.g., cosine distance, euclidean distance, maximum difference, and mean absolute error (MAE)] have been applied to measure the similarity between the performance of various FL methods in order to study their fairness. They are commonly adopted by FL contribution evaluation methods [20], [22], [80] to measure how accurate the estimated FL participants’ contributions are. Let \(\phi^* = \langle \phi^* _1, \phi^* _2, \ldots, \phi^* _n \rangle\) and \(\phi = \langle \phi_1, \phi_2, \ldots, \phi_n \rangle\) be the vectors of normalized contributions for \(n\) clients calculated by two methods \(t^*\) and \(t\) based on (1). Normalization is performed to remove numerical differences and reflect the ratio difference between the contributions of two clients. Here, \(t^*\) is a method that can compute the ground-truth contributions by the FL participants.

a) The **Euclidean distance** between \(\phi^*\) and \(\phi\) is

\[
D_E = \sqrt{\sum_{i=1}^{n} (\phi^*_i - \phi_i)^2}.
\]

The disadvantages of using (4) are given as follows.

i) It is not scaled in-variant (i.e., \(\phi^*_i\) and \(\phi_i\) need to be normalized before being applied).

ii) It does not perform well in high-dimensional spaces due to the curse of dimensionality [87]. Hence, it may not be suitable when there are a large number of clients.

b) The **Manhattan distance** is computed as

\[
D_M = \sum_{i=1}^{n} |\phi^*_i - \phi_i|.
\]

\(D_M\) measures the sum of the absolute differences between the two vectors. It is more suitable for high-dimensional data than the Euclidean distance [87].

c) The **cosine distance** is computed as

\[
D_C = 1 - \cos(\phi^*, \phi) = 1 - \frac{\sum_{i=1}^{n} \phi^*_i \times \phi_i}{\sqrt{\sum_{i=1}^{n} \phi^*_i^2} \times \sqrt{\sum_{i=1}^{n} \phi_i^2}}.
\]

\(D_C\) measures the similarity in angles of vectors \(\phi^*_i\) and \(\phi_i\), but not in their magnitude [88].

d) The **maximum difference** is computed as

\[
D_{Max} = \max_{i=1}^{n} |\phi^*_i - \phi_i|.
\]

\(D_{Max}\) represents the greatest difference between two vectors along any coordinate dimension. Unlike the Euclidean distance and the cosine distance, the maximum distance is typically used in specific use cases. In [20], it is used to measure the maximum percentage difference between the performance of a client’s local model and the FL model.

e) The **MAE** is

\[
MAE = \frac{\sum_{i=1}^{n} |\phi_i - \phi^*_i|}{n}.
\]

f) The **root mean square error** (RMSE) is

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (\phi_i - \phi^*_i)^2}{n}}.
\]

MAE and RMSE are both commonly used to evaluate errors. They have been adapted to measure the distance between an FL client’s contribution calculated by a proposed method and the ground-truth contribution value.

3) **Pearson Correlation Coefficient (PCC):** The PCC with the actual SV computed by the canonical SV formulation has been used to measure the fairness of contribution evaluation methods. Let \(\phi_i\) denote client \(i\)’s SV calculated by a given approximation method and \(\phi^*_i\) denote client \(i\)’s ground-truth SV. \(\overline{\phi^*}\) and \(\overline{\phi}\) are means of values of \(\phi^*\) and \(\phi\), respectively. Let \(s_{\phi^*}\) and \(s_{\phi}\) represent the corresponding standard deviations. PCC is computed as

\[
PCC = \frac{\sum_i (\phi^*_i - \overline{\phi^*})(\phi_i - \overline{\phi})}{s_{\phi^*} \times s_{\phi}}.
\]

The points essentially become uniformly distanced from each other in high-dimensional spaces.
The higher the PCC value achieved by a given method, the fairer it is in terms of evaluating an FL participant’s contribution to the FL model. The drawbacks of PCC are: 1) it is sensitive to outliers and 2) the result may be inaccurate if \( \phi \) and \( \phi^* \) are not linearly related since PCC assumes that the two data variables have a linear relationship.

4) Jain’s Fairness Index (JFI): Jain’s index [89] is a fairness measure widely used in computer networks and resource allocation (e.g., to identify underutilized communication channels). In [90], [91], and [92], researchers adapted JFI to evaluate the fairness in terms of uniform local performance across clients. It is computed as

\[
\text{JFI} = \frac{(\sum_{i=1}^{n} F_i(t))^2}{n \times \sum_{i=1}^{n} (F_i(t))^2}
\]

where \( F_i(t) \) is the local objective function of client \( i \).

The values of JFI range from \( 1/n \) (i.e., most unfair) to 1 (i.e., most fair), where 1 means that all clients have the same performance (i.e., following performance distribution fairness). JRI is flexible enough to accommodate a variety of notions of fairness. \( F_i(t) \) can also be replaced by the amount of information received from client \( i \) [93] or the number of times of participation by client \( i \) to quantify selection fairness. Besides (11), JFI can also be formulated as

\[
\text{JFI} = \frac{(\sum_{i=1}^{n} \frac{x_i}{z_i})^2}{n \times \sum_{i=1}^{n} \left( \frac{x_i}{z_i} \right)^2}
\]

where \( (x_i/z_i) \) is a normalized value about a given client \( i \), which can represent any characteristics related to how the FL scheme treats \( i \) (e.g., \( (x_i/z_i) \) can be \( i \)’s reward or \( i \)’s times of participation \( x_i \) divided by its contribution index \( z_i \)). In this way, JFI can be further adapted to evaluate contribution fairness. JRI is more advantageous compared to the aforementioned metrics, which can only measure the relative fairness of different FL approaches but not how close they are to absolute fairness.

5) Risk Difference Metrics: Risk difference measures the disparity between positive predictions on the sensitive group and those on the nonsensitive group, which is used to quantify group fairness. In [35] and [59], the risk difference of a classifier \( f \) is measured by two metrics.

a) The marginal-based metric demography parity [36]

\[
D_P(f) = |P(\hat{Y} = 1|A = 0) - P(\hat{Y} = 1|A = 1)|.
\]

(13)

b) The conditional-based metric equal opportunity [37]

\[
O_E(f) = |P(\hat{Y} = 1|A = 0, Y = 1) - P(\hat{Y} = 1|A = 1, Y = 1)|
\]

(14)

where \( \hat{Y} \) is the predicted value of \( f \), \( A \) is the binary sensitive attribute, and \( Y \) is the true target outcome.

A low-risk difference value implies a high degree of fairness.

VI. PROMISING FUTURE RESEARCH DIRECTIONS

FAFL research is still in its infancy. Much research is still needed to strike a balance between the FL server and the FL client interests. In Fig. 4, we summarize the proposed taxonomy together with the assumptions, notions of fairness, and fairness evaluation metrics that our review has uncovered. It can be observed that the fundamental assumptions (A1 and A2) are adopted in most FAFL approaches. For simplifying assumptions, the FL incentive mechanism research commonly rejects assumption B3 (i.e., data owners always agree to join FL when invited). Assumption B5 (i.e., a client dedicates all its resources to a given FL training task) is being relaxed in client customization research under FAFL. In the nonmonetary incentive mechanism domain, there are works starting to emerge that relax assumption B7 (i.e., monopoly market structure). Among the notions of fairness, notion F5 (i.e., contribution fairness) is most widely adopted in contribution evaluation and incentive mechanism research. Notion F1 (i.e., performance distribution fairness) is commonly adopted in model optimization research, while notion F4 (i.e., selection fairness) is widely adopted in client selection research. Nevertheless, these notions of fairness are not jointly addressed in any one approach. There is a diversity of opinions among researchers in this area. One important finding in the usage of evaluation metrics is that the most relevant evaluation metric—JFI (metric E4)—is capable of evaluating diverse notions of fairness. While most works focused on applying JFI to Notion F1 (i.e., performance distribution fairness), future work can further adopt JFI to evaluate other fairness notions. In addition to the aforementioned potential areas of improvement, we highlight six promising future research directions in FAFL.

A. Temporal Consideration in Contribution Evaluation

Existing FL contribution evaluation works mainly focus on evaluating data quality, data collection cost, or improvement in model performance. However, recent research has pointed out that there is a temporary mismatch between contributions and rewards [31]. In scenarios where the incentive for FL participants comes from future revenues generated by the resulting models, FL clients’ waiting time for receiving the full payoff needs to be accounted for fair treatment. These temporal costs incurred by FL participants need to be taken into account when designing holistic FL contribution evaluation schemes.

B. Incentive Mechanism for Nonmonopoly FL Settings

In current FL incentive mechanism design research, most works assume a monopoly market setting consisting of only one FL task publisher and multiple FL clients. The task publisher distributes the rewards to the clients to incentivize them to participate in the federated model training. Under this assumption, the single-task publisher faces no competition (i.e., clients can only choose to join this federation or not with no other alternatives). Such an assumption is not realistic and
Fig. 4. Types of assumptions, fairness notions and evaluation metrics used in different FAFL approaches: 1) the Tick symbol means that it is commonly adopted by the given approach; 2) the cross symbol means that it is avoided by the given approach; and 3) the star symbol means that some studies in the given approach are starting to relax the given assumption. The blank cells indicate that it is not applicable to the given approach.

hinders the development of more FAFL incentive schemes. A nonmonopoly market setting deserves further study as it involves many task publishers. The task publishers compete with each other to attract more clients. In such a scenario, a task publisher faces stronger pressure to provide more reasonable rewards to motivate clients to join federated training. This may inspire fairer FL incentive schemes to emerge.

C. Deterrence Mechanism Design

As mentioned in Section II, existing FAFL approaches mostly assume that FL clients are trustworthy. However, in reality, there exist malicious clients who might tamper with the gradients and other information that they pass to the FL server. This can severely degrade model performance. Although there have been works focusing on defending against privacy attacks, they generally overlook fairness. For example, some methods may filter out rare but informative updates from clients with minority classes, leading to unfair treatment of such clients and potentially biased FL models [94]. Hence, more work is needed to study attacks and defense models to design robust approaches toward fairness in FL. One potential direction is to establish a penalty system to deter misbehaving clients. For example, Stackelberg game-based approaches [64] can be leveraged to dynamically inspect client local model updates for potential attacks and design corresponding punitive measures. The key is to ensure that the expected utility gain from an attack is negative, so as to deter any rational attacker.

D. Model Performance Control for Nonmonetary Incentive

In model-based nonmonetary FL incentive mechanisms, the clients are rewarded with different versions of models having performance commensurate with their contributions. If Client A contributes more than Client B, Client A will receive a final model with better performance. However, existing approaches cannot precisely control the performance of the different variants of the FL model allocated to each client. In order for such schemes to be adopted in practice, this research challenge needs to be overcome.

E. Social Norm-Based Federation Formation

Existing FL client selection approaches are mostly designed from the perspective of the FL server. The monopoly assumption implies that clients are not able to choose alternative servers. In order to support the emergence of more realistic FL-based data exchange marketplaces to emerge, future research works should consider the interests of servers and clients. The field of social norm formation [95] can be leveraged to study how clients can form collective opinions about servers (i.e., task requesters) so that they can persuade them to provide equitable treatment. This development will motivate FL servers to improve their perceived reputations [96] among clients.

F. Trust Building Through Explainability

Enhancing explainability is useful for dealing with biases in machine learning [97], [98]. In FL, explainability research
can enhance fairness. From FL clients’ perspectives, they lack mechanisms to determine whether they are being treated fairly. Such uncertainty might hamper some clients’ future decisions on joining FL. The goal of building explainability is to provide a global understanding of how the FL server makes decisions and how they impact each client’s interest in order to build trust between the two parties. However, research in FL explainability must be framed within the context of privacy preservation to avoid conflicting with the primary goal of FL [99].

VII. CONCLUSION

In this article, we provided a comprehensive review of FAFL approaches. We summarized the common assumptions and main notions of fairness adopted in existing FL approaches. We proposed a new taxonomy of FAFL based on the major steps involved in FL and summarized the challenges faced in each step. After a review of the current studies, we discussed the main evaluation metrics adopted to experimentally measure the performance of FAFL algorithms in order to support the long-term sustainability of this field. Finally, we suggest some promising future research directions that can help enhance the fairness of future FL approaches. For an interdisciplinary field, such as FAFL, collaboration among researchers and industry practitioners from various fields is essential for progress. We hope that this first-of-its-kind survey on FAFL will serve as a useful roadmap toward building FAFL systems.
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