The axiomatic and the operational approaches to resource theories of magic do not coincide
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Stabiliser operations occupy a prominent role in fault-tolerant quantum computing. They are defined operationally: by the use of Clifford gates, Pauli measurements and classical control. These operations can be efficiently simulated on a classical computer, a result which is known as the Gottesman-Knill theorem. However, an additional supply of magic states is enough to promote them to a universal, fault-tolerant model for quantum computing. To quantify the needed resources in terms of magic states, a resource theory of magic has been developed. Stabiliser operations (SO) are considered free within this theory, however they are not the most general class of free operations. From an axiomatic point of view, these are the completely stabiliser-preserving (CSP) channels, defined as those that preserve the convex hull of stabiliser states. It has been an open problem to decide whether these two definitions lead to the same class of operations. In this work, we answer this question in the negative, by constructing an explicit counter-example. This indicates that recently proposed stabiliser-based simulation techniques of CSP maps are strictly more powerful than Gottesman-Knill-like methods. The result is analogous to a well-known fact in entanglement theory, namely that there is a gap between the operationally defined class of local operations and classical communication (LOCC) and the axiomatically defined class of separable channels.

I. INTRODUCTION

Despite the advances in the development of quantum platforms, understanding the precise set of quantum phenomena that is required for a quantum advantage over classical computers remains an elusive task. However, for the design of fault-tolerant quantum computers, it seems imperative to understand these necessary resources. Here, the magic state model of quantum computing offers a particularly fruitful perspective. In this model, all operations performed by the quantum computer are divided into two classes. The first class consists of the preparation of stabiliser states, the implementation of Clifford gates, and Pauli measurements. These stabiliser operations by themselves can be efficiently simulated classically by the Gottesman-Knill Theorem [1, 2]. Secondly, the quantum computer needs to be able to prepare magic states, defined as states that allow for the implementation of any quantum algorithm when acted on by stabiliser operations [3]. In this sense, the magic states provide the “non-classicality” required for a quantum advantage.

During recent years, there has been an increasing interest in developing a resource theory of quantum computing that allows for a precise quantification of magic. First resource theories were developed for the somewhat simpler case of odd-dimensional systems, based on a phase-space representation via Wigner functions. There, the total negativity in the Wigner function of a state is a resource monotone called mana, and non-zero mana is a necessary condition for a quantum speed-up [4–10]. In the practically more relevant case of qubits, this theory breaks down, which has led to a number of parallel developments [11–18]. A common element is that the finite set of stabiliser states, or more generally their convex hull, the stabiliser polytope, is taken as the set of free states. Since stabiliser operations preserve the stabiliser polytope, they are considered free
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operations in this theory and any monotones should be non-increasing under those. A number of such magic monotones have been studied and their values linked to the runtime of classical simulation algorithms [15, 19–21]. In this sense, the degree of magic present in a quantum circuit does seem to correlate with the quantum advantages it confers – thus validating the premise of the approach.

The set of stabiliser operations (SO) are defined in terms of concrete actions (“prepare a stabiliser state, perform a Clifford unitary, make a measurement, ...”) and thus represent an operational approach to defining free transformations in a resource theory of magic. It is often fruitful to start from an axiomatic point of view, by defining the set of free transformations as those physical maps that preserve the set of free states. This approach has been introduced recently by Seddon and Campbell [13]. They suggest to refer to a linear map as completely stabiliser-preserving (CSP) if it preserves the stabiliser polytope, even when acting on parts of an entangled system. It has been shown that the magic monotones mentioned above are also non-increasing under CSP maps [15].

A natural question is therefore whether the two approaches coincide – i.e. whether SO = CSP, or whether there are CSP maps that cannot be realised as stabiliser operations [13].

To build an intuition for the question, consider the analogous problem in entanglement theory, where the free resources are the separable states. The axiomatically defined free transformations are the separable maps – completely positive maps that preserve the set of separable states. The operationally defined free transformations are those that can be realised by local operations and classical communication (LOCC). It is known that the set of separable maps is strictly larger than the set of LOCC [22, 23] – a fact that leads e.g. to a notable gap in the success probability of quantum state discrimination [24, 25] and entanglement conversion [26] between the two classes.

In this work, we show that – also in resource theories of magic – the axiomatic and the operational approaches lead to different classes, that is SO ≠ CSP.

As an auxiliary result, we derive a normal form for stabiliser operations which is used to prove our main result. From this form, it is evident that any stabiliser operation can be realised in a finite number of rounds – a statement which is known to not hold for LOCC operations in entanglement theory [27]. Furthermore, we give a characterisation of CSP channels in terms of certain generalised stabiliser measurements and adaptive Clifford operations. This characterisation has been used in a classical simulation algorithm of CSP channels by Seddon et al. [15].

**Outline**

In Section II we give an introduction to the relevant concepts used throughout the main part of this work. Next, we prove a minimal version of our main result and illustrate our proof technique for the 2-qubit case in Section III. There, we show that there is a 2-qubit CSP channel that is not a stabiliser operation. In Section IV we generalise this minimal result to an arbitrary number of qudits. Furthermore, we prove equality of CSP and SO for a single qudit. In Section V we describe additional properties of CSP channels and give some examples. We conclude the main part by commenting on potential implications and future work in Sec. VI.

**II. PRELIMINARIES**

**A. Stabiliser formalism**

Consider the Hilbert space $\mathcal{H} = (\mathbb{C}^d)^\otimes n$ of $n$ qudits of dimension $d$, where we assume that $d$ is prime. We label the computational basis $|x\rangle$ by vectors $x$ in the discrete vector space $\mathbb{F}_d^n$. Here, $\mathbb{F}_d$ is the finite field of $d$ elements which can be taken to be the residue field $\mathbb{Z}/d\mathbb{Z}$ of integers modulo
Let \( \omega = e^{2\pi i/d} \) be a \( d \)-th root of unity, then we define the \( n \)-qudit \( Z \) and \( X \) operator as usual by their action on the computational basis:

\[
Z(z) |y\rangle := \omega^{yz} |y\rangle, \quad X(x) |y\rangle := |y + x\rangle, \quad z, x, y \in \mathbb{F}_d^n.
\]

(1)

Here, all operations take place in the finite field \( \mathbb{F}_d \) (i.e. modulo \( d \)), if not stated otherwise. To treat the slightly different theory for even and odd \( d \) on the same footing, we introduce the convention

\[
\tau := (-1)^d e^{2\pi i/d}, \\
D := \begin{cases} 2d & \text{if } d = 2 \\
\; \; \; d & \text{else.}
\end{cases}
\]

(2)

Note that \( \tau \) is always a \( D \)-th root of unity such that \( \tau^2 = \omega \). We group the \( Z \) and \( X \) operators and their coordinates to define an arbitrary (generalised) Pauli operator indexed by \( a = (a_2, a_x) \in \mathbb{F}_d^{2n} \):

\[
w(a) := \tau^{-\gamma(a)} Z(a_2) X(a_x), \quad \gamma(a) := a_2 \cdot a_x \mod D.
\]

(3)

Finally, the Heisenberg-Weyl or generalised Pauli group is the group generated by Pauli operators and can be written as:

\[
\mathcal{P}_n(d) := \{ w(a) \mid a \in \mathbb{F}_d^{2n} \} = \{ \tau^k w(a) \mid k \in \mathbb{Z}_D, a \in \mathbb{F}_d^{2n} \}.
\]

(4)

The Clifford group is defined as the group of unitary symmetries of the Pauli group:

\[
\text{Cl}_n(d) := \{ U \in U(d^n) \mid U \mathcal{P}_n(d) U^\dagger = \mathcal{P}_n(d) \} / U(1).
\]

(5)

We take the quotient with respect to irrelevant global phases in order to render the Clifford group a finite group. If the dimension \( d \) is clear from the context, we often omit it to simplify notation.

An Abelian subgroup \( S \subset \mathcal{P}_n(d) \) that does not contain \( \omega I \) is called a stabiliser group. The subspace \( C(S) \subset (\mathbb{C}^d)^\otimes n \) of common fixed points of \( S \) is the stabiliser code associated with \( S \). One verifies easily that the orthogonal projection onto \( C(S) \) is given by

\[
P_S = |S|^{-1} \sum_{s \in S} s.
\]

(6)

By taking traces, it follows that the dimension \( \dim C(S) \) equals \( d^n / |S| = d^{n-k} \), where \( k = \text{rank}(S) \) is the rank of \( S \). Hence, \( S \) defines a \([n, n-k]\) quantum code and we denote by \( \text{STAB}(d, n, k) \) the set of these stabiliser codes. Of particular interest is the case \( k = n \), for which \( P_S \) is rank 1 and thus defines a pure quantum state, called stabiliser state. The set of pure stabiliser states \( \text{STAB}(d, n) \equiv \text{STAB}(d, n, n) \) spans a convex polytope that is full-dimensional in state space, the stabiliser polytope \( \text{SP}_n(d) := \text{conv} \text{STAB}(d, n) \). For a single qubit, i.e. \( d = 2 \) and \( n = 1 \), this is the well-known octahedron spanned by the Pauli \( X, Y, Z \) eigenstates, see Fig. 1 Elements of \( \text{SP}_n(d) \) will be referred to as mixed stabiliser states.

![Figure 1. Bloch representation of the single-qubit stabiliser polytope, which is the octahedron spanned by the six \( \pm 1 \) eigenstates of the Pauli \( X, Y, \) and \( Z \) operators. The simple geometry is not representative for the general situation in high dimensions.](image-url)
B. Stabiliser operations

The Gottesman-Knill theorem states that stabiliser operations can be simulated in a time which is polynomial in the system size \[1, 2\]. These operations are defined as follows.

**Definition 1 (Stabiliser operation).** A quantum channel taking \(n\) input qudits to \(m\) output qudits, each of prime dimension \(d\), is a stabiliser operation, if it is composed of the following fundamental operations:

- preparation of qudits in stabiliser states,
- application of Clifford unitaries,
- Pauli measurements, and
- discarding of qudits.

An arbitrary random function of previous measurement outcomes can be used to decide which fundamental operation to perform in each step. The set of all stabiliser operations is denoted by \(SO_{n,m}(d)\), with \(SO_n(d) := SO_{n,n}(d)\). If the dimension \(d\) is clear from the context, we often omit it to simplify notation.

Typically, one requires that the classical control logic can be implemented in a computationally efficient way (and the Gottesman-Knill Theorem applies only under this additional assumption). In the present paper we will drop the efficiency requirement and show that even the resulting larger class of stabilizer operations is smaller than the set of CSP channels. As we lay out in Remark 1 this strengthening of the problem formulation is actually necessary in order to avoid a trivial separation of SO and CSP due to their different computational capabilities.

Because of the possibility to make use of randomness, the set of stabiliser operations \(SO_{n,m}\) is convex. Its extreme points will turn out to play an important role in our construction.

By definition, stabiliser operations can be seen as an iterative protocol where a quantum computer capable of performing fundamental stabiliser operations interacts with a classical control logic. Generalising results on the structure of Kraus operators of stabiliser operations obtained in Ref. [28], we will establish in Thm. 4 that any operation in \(SO_{n,m}\) requires at most \(n\) interactive rounds. This stands in contrast to the class LOCC studied in entanglement theory, where no analogous finite bound exists [27].

In our analysis, we will come across the class of stabiliser operations that involve no measurements or classical randomness. This class coincides with the set of channels whose dilation can be realized with a Clifford unitary:

**Definition 2.** A superoperator \(\mathcal{E} : L((\mathbb{C}^d)^\otimes n) \rightarrow L((\mathbb{C}^d)^\otimes m)\) has a Clifford dilation if there exists a number \(k\), a \(k\)-qudit stabiliser state \(|s\rangle\), and a Clifford unitary \(U\) on \(n + k\) qudits such that

\[
\mathcal{E}(\rho) = \text{Tr}_{m+1,...,n+k} [U(\rho \otimes |s\rangle \langle s|)U^\dagger].
\]

C. Completely stabiliser-preserving channels

From a resource-theoretic perspective, the maximal set of free operations is the set of quantum channels which do not generate resources, i.e. which preserve the set of free states, see e.g. Ref. [29]. If we take the set of free states to be the stabiliser polytope \(SP_n(d)\), the resource non-generating (RNG) channels are the stabiliser-preserving (SP) channels. For this maximal set of free operations, relatively strong statements can be made from general resource-theoretic arguments. For
instance, it has been recently shown that the resource theory with stabiliser-preserving channels is asymptotically reversible which implies that resource-optimal distillation rates can be achieved with stabiliser-preserving channels \[18\).

In general, a resource theory with RNG channels has the disadvantage that it is not closed under tensor products since RNG channels may fail to be free when applied to subsystems. The class of RNG channels for which this is still the case are the completely resource non-generating channels \[29\]. For some resource theories, these two classes coincide, but not for the resource theory of magic \[13\].

Following this idea, Seddon and Campbell \[13\] and Seddon et al. \[15\] have studied completely stabiliser-preserving (CSP) channels as the free operations in a resource theory of magic state quantum computing.

**Definition 3.** A superoperator \(E : L((C^d)^\otimes n) \to L((C^d)^\otimes m)\) is called completely stabiliser-preserving (CSP) if and only if \(E \otimes \text{id}_k(\text{SP}_{n+k}(d)) \subset \text{SP}_{m+k}(d)\) for all \(k \in \mathbb{N}\). The set of CSP maps is denoted by \(\text{CSP}_{n,m}(d)\) and \(\text{CSP}_n(d) := \text{CSP}_{n,n}(d)\). If the dimension \(d\) is clear from the context, we often omit it to simplify notation.

As it is the case for completely positive maps, one can show that it is indeed enough to check the condition for \(k = n\) \[13, Lem. 4.1\].

It will be helpful to characterise CSP maps via their *Choi-Jamiołkowski representation*. Recall that in this representation, a linear map \(E : L((C^d)^\otimes n) \to L((C^d)^\otimes m)\) is associated with an operator 
\[J(E) := E \otimes \text{id}_n(|\phi^+\rangle \langle \phi^+|) \in L((C^d)^\otimes m) \otimes L((C^d)^\otimes n),\]
where \(|\phi^+\rangle = d^{-n} \sum_{x \in \mathbb{F}_d^n} |xx\rangle\) is the standard maximally entangled state with respect to the computational basis. Choi’s theorem states that \(E\) is completely positive if and only if its Choi-Jamiołkowski representation lies in the positive semidefinite cone
\[\text{PSD}_{n+m}(d) \subset L((C^d)^\otimes m) \otimes L((C^d)^\otimes n).\]
What is more, the map \(E\) is trace-preserving if and only if its Choi-Jamiołkowski representation lies in the affine space
\[\text{TP}_{n,m}(d) = \left\{ \rho \in L((C^d)^\otimes m) \otimes L((C^d)^\otimes n) \mid \text{Tr}_1 \rho = 1/d^m \right\}.\]

In particular, for the set \(\text{CPTP}_{n,m}(d)\) of completely positive and trace-preserving maps, we have the characterization
\[J(\text{CPTP}_{n,m}(d)) = \text{PSD}_{n+m}(d) \cap \text{TP}_{n,m}(d).\]

We now turn to the CSP version of this theory. It turns out that the CSP property has strong implications:

**Lemma 1.** Any CSP map is completely positive and trace-preserving.

**Proof.** The first claim follows from the Choi-Jamiołkowski Theorem, because \(|\phi^+\rangle\) is a stabiliser state. As for the second claim: Because the set of stabiliser states (as projections) spans \(L((C^d)^\otimes n)\), every Hermitian trace-one operator can be written as an affine combination of stabiliser states. By definition, any CSP map maps this to an affine combination of stabiliser states in the output space \(L((C^d)^\otimes m)\). In particular, it is trace-preserving.

The CSP-analogue of Eq. (10) was proven in Ref. \[13\].
Lemma 2 (Lem. 4.2 in [13]). A linear map \( E : L((\mathbb{C}^d) \otimes^n) \rightarrow L((\mathbb{C}^d) \otimes^m) \) is CSP if and only if its Choi representation lies in the intersection of the stabiliser polytope with the affine space \( TP_{n,m}(d) \):

\[
\mathcal{J}(CSP_{n,m}(d)) = SP_{n+m}(d) \cap TP_{n,m}(d).
\]  

(11)

In particular, \( CSP_{n,m}(d) \) is a convex polytope.

Additional properties of CSP channels, as well as a collection of examples, are provided in Sec. V.

For this work, the focus lies on channels which map the input space to itself, i.e. \( n = m \). In the main part of this paper, we study the relation between completely stabiliser-preserving channels \( CSP_n(d) \) and stabiliser operations \( SO_n(d) \). In particular, we show that they agree if and only if \( n = 1 \). The definitions in this section, as well as the general version of our main result, apply both to qubits \( d = 2 \) and to qudits, where \( d \) is an odd prime number.

However, we point out that in odd prime dimensions, the set of free states can be enlarged to include all states with a non-negative Wigner function. This is a convex set \( W_n^+(d) \) given as the intersection of a probability simplex with the cone of positive-semidefinite matrices, and strictly larger than the stabiliser polytope [3, 30]. The resulting resource theory differs quite significantly from the qubit case [6–8] and naturally leads to a different class of resource-non generating channels, namely those which do not induce Wigner negativity, see e.g. Ref. [31]. Thus, the questions we ask are arguably better motivated in the qubit case.

Another difference between the resource theories in even and odd dimensions is given by Ahmadi et al. [32]. They show that for a single qutrit, there is a stabiliser-preserving channel which can induce negativity in a state’s Wigner function, in particular it cannot be a stabiliser operation. This shows that SP channels are not the correct free operations for a resource theory of magic in odd dimensions. In contrast, we show in this work that the set of completely stabiliser-preserving channels agrees with the set of stabiliser operations for a single qudit, independent of the dimension. Moreover, arbitrary multi-qudit CSP channels for odd \( d \) cannot induce negativity in the Wigner function by the following argument. Analogous to Lemma 2 one can show that the set \( CWPP_{n,m}(d) \) of completely \( W_n^+(d) \)-preserving channels corresponds to \( W_{n+m}^+(d) \cap TP_{n,m}(d) \). This follows from the Choi-Jamiołkowski inversion formula and the fact that \( \phi^+\phi^+ \in SP_{n+m}(d) \subset W_{n+m}^+(d) \). Therefore, \( CSP_{n,m}(d) \) is contained in \( CWPP_{n,m}(d) \) and, in particular, cannot induce negativity in the Wigner function. This establishes the chain of inclusions \( SO_{n,m}(d) \subset CSP_{n,m}(d) \subset CWPP_{n,m}(d) \) for odd prime \( d \), where our main result 3 implies that the first inclusion is proper for \( n,m > 1 \).

While one cannot readily dismiss the possibility that the last inclusion is an equality, we conjecture that it is indeed proper, too.

Remark 1. The definition of CSP allows for quantum channels of the form [33]

\[
\mathcal{E}(|x\rangle\langle y|) := \delta_{x,y} |O(x)\rangle\langle O(x)|
\]  

(12)

where \( O \) can be an arbitrary Boolean function. The definition does not preclude one to consider families \( \mathcal{E}_n \) of channels that are associated with Boolean functions \( O_n \) that are not Turing computable (e.g. functions that decide the halting problem). The discussion shows that it is meaningless to compare stabiliser operations with computational efficiency requirements to CSP channels defined without such constraints. To avoid a trivial separation of the classes, we show here that even stabiliser operations where the classical control logic can consist of arbitrary random functions of previous measurement results cannot implement all CSP channels.
III. THE CSP CLASS IS STRICTLY LARGER THAN THE CLASS OF STABILISER OPERATIONS

In this section, we prove a minimal version of the main result. The general version, treating the multi-qudit case, is stated and proven in Sec. IV.

Theorem 1. For two qubits, the set $\text{CSP}_2(2)$ is strictly larger than $\text{SO}_2(2)$.

Concretely, we will establish that the following two-qubit channel is completely stabiliser-preserving, but not a stabiliser operation:

$$\Lambda(\rho) := \rho_{00,00} |++\rangle\langle++| + \sum_{x \in \{01,10,11\}} \rho_{x,x} |x\rangle\langle x| + \frac{1}{2} \sum_{x,y \in \{01,10,11\}, x \neq y} \rho_{x,y} |x\rangle\langle y|,\quad (13)$$

where $|+\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$ and $\rho_{x,y} = \langle x|\rho|y\rangle$.

The intuition behind the counter-example is as follows: First, consider a projective measurement that distinguishes between $|00\rangle$ and its orthocomplement. It is plausible that one cannot implement such a measurement using stabiliser operations – if for no other reason than that Pauli measurements lead to Kraus operators whose rank is a power of two. The channel $\Lambda$ may be realized by such a measurement, followed by the application of Hadamard gates on all qubits when the outcome $|00\rangle$ is obtained, or a partial dephasing operation in the alternate case. It turns out that the second step makes $\Lambda$ CSP, while the no-go argument concerning the measurement remains valid.

Appendix B describes some properties of $\Lambda$ that are not directly required for the proof below.

In the proof, we will use the fact that the channel (13) is an extreme point in the convex set $\text{CSP}_2 \equiv \text{CSP}_2(2)$. To show this, it turns out to be sufficient to restrict attention to the intersection of $\text{CSP}_2$ with a fairly low-dimensional affine space – a step that greatly simplifies the description of the convex geometry.

Concretely, we define the convex set of almost-diagonal channels $\text{AD}_2$ as the set of two-qubit quantum channels $E$ that act on the pure states of the computational basis in the following way:

$$E(|00\rangle\langle00|) = |++\rangle\langle++|, \quad E(|x\rangle\langle x|) = |x\rangle\langle x| \quad x \in \{01,10,11\}.\quad (14)$$

By comparison with Eq. (13) it is immediate that $\Lambda$ lies in $\text{CSP}_2 \cap \text{AD}_2$. This intersection is isomorphic, as a convex set, to a subpolytope of the two qubit stabiliser polytope.

Definition 4. Let $P_2$ be the polytope of complex $4 \times 4$ matrices $\sigma$ that (1) are a convex combination of two-qubit stabiliser states, and (2), when expressed in the $\{|00\rangle, |01\rangle, |10\rangle, |11\rangle\}$-basis, are of the form

$$\sigma = \frac{1}{3} \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & * & * \\ 0 & * & 1 & * \\ 0 & * & * & 1 \end{pmatrix}$$

with $*$'s denoting arbitrary complex values.

Lemma 3. A map $E$ lies in $\text{CSP}_2 \cap \text{AD}_2$ if and only if there exists a $\sigma \in P_2$ such that

$$E(\rho) = 3 \sigma \circ \rho + \langle 00|\rho|00\rangle |++\rangle\langle++|,\quad (15)$$

where $\circ$ is the Hadamard (or element-wise) product. In particular, the polytopes $\text{CSP}_2 \cap \text{AD}_2$ and $P_2$ are isomorphic.
Proof. “Only if”: Assume that \( \mathcal{E} \) is CSP, i.e. its Choi state is expressible as
\[
\mathcal{J}(\mathcal{E}) = \sum_{s \in \text{STAB}(4)} p_s |s\rangle \langle s|.
\] (16)

The Choi state has the property that
\[
\mathcal{E}(|x\rangle \langle y|) = 4(1 \otimes |x\rangle) \mathcal{J}(\mathcal{E})(1 \otimes |y\rangle) = 4 \sum_{s} p_s (1 \otimes |x\rangle) |s\rangle \langle s| (1 \otimes |y\rangle) \quad \forall x,y \in \mathbb{F}_2^2.
\] (17)

Evaluating Eq. (17) on the diagonal and using Eq. (14) implies that, for all \( s \) with \( p_s \neq 0 \),
\[
(1 \otimes \langle 00|) |s\rangle \propto |++\rangle, \quad (1 \otimes \langle x|) |s\rangle \propto |x\rangle \quad \forall x \neq 00,
\] (18) (19)

where \( \propto \) denotes equality up to a proportionality constant including 0.

There must be at least one \( |s\rangle \) with \((1 \otimes \langle 00|) |s\rangle \neq 0\). We claim that this implies \( |s\rangle = |++\rangle \langle 00| \) and \( p_s = \frac{1}{4} \). Indeed, assume for the sake of reaching a contradiction that \( |s\rangle \) has Schmidt rank larger than one. Then for at least one \( x \in \mathbb{F}_2^2 \), the contraction \((1 \otimes \langle x|) |s\rangle \) is not proportional to \(|++\rangle \). By a well-known property of stabiliser states (c.f. Prop. 2), \((1 \otimes \langle x|) |s\rangle \) is then orthogonal to \(|++\rangle \), which contradicts (19). Thus \( |s\rangle \) is a product state. The claimed form follows from (18), and the value of \( p_s \) from (17).

We now treat the terms \( |s\rangle \) different from \(|++\rangle \langle 00| \). Equations (18) (19) and Proposition 2 imply that these stabiliser states are “diagonal in the computational basis” in the sense that
\[
|s\rangle = \sum_{x \in \mathbb{F}_2^2} \tilde{s}(x) |x\rangle \langle x| \quad \text{for some } \tilde{s} : \mathbb{F}_2^2 \to \mathbb{C} \text{ with } \tilde{s}(00) = 0.
\]

Define the \( n \)-qudit state \( |\tilde{s}\rangle = \sum_x \tilde{s}(x) |x\rangle \). Then \( |\tilde{s}\rangle \) is orthogonal to \(|00\rangle \). It is also a normalised stabiliser state, because it arises from the action of a Clifford unitary on \(|s\rangle\):
\[
|\tilde{s}\rangle \otimes |00\rangle = CX_{1,3} CX_{2,4} |s\rangle,
\]
where \( CX_{i,j} \) is the controlled-NOT gate with the \( i \)-th qubit controlling the \( j \)-th one. Setting
\[
\sigma = \frac{4}{3} \sum_{s \neq |++\rangle \langle 00|} p_s |\tilde{s}\rangle \langle \tilde{s}| \in P_2,
\]
we get that for all \((x,y) \neq (00,00)\),
\[
\mathcal{E}(|x\rangle \langle y|) = 4 \sum_{s} p_s (1 \otimes \langle x|) |s\rangle \langle s| (1 \otimes |y\rangle) = 4 \sum_{s \neq |++\rangle \langle 00|} p_s \tilde{s}(x) \tilde{s}(y) |x\rangle \langle y| = 3 \sigma \circ |x\rangle \langle y|.
\]

“If”: The construction above can be reversed straight-forwardly. \(\square\)

Under the correspondence given in Lemma 15 the channel \( \Lambda \) defined in Eq. (13) corresponds to the matrix
\[
\lambda = \frac{1}{6} \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 2 & 1 & 1 \\
0 & 1 & 2 & 1 \\
0 & 1 & 1 & 2
\end{pmatrix},
\] (20)

Using the relative simplicity of the polytope \( P_2 \), we can now show that \( \Lambda \) is an extremal CSP channel.
Lemma 4. The matrix $\lambda$ in Eq. (20) is a vertex of $P_2$. What is more, $\Lambda$ is a vertex of $CSP_2$.

Proof. We will establish the first claim by showing that $\lambda$ is the unique maximiser in $P_2$ of the linear functional

$$L : P_2 \rightarrow \mathbb{R}, \quad \sigma \mapsto \langle +|\sigma|+ \rangle = \sum_s p_s |\langle +|s \rangle|^2.$$ 

There are 15 stabiliser states $|s\rangle$ orthogonal to $|00\rangle$, given by

$$|01\rangle, \quad 2^{-1/2}(|01\rangle + \omega |10\rangle), \quad \omega \in \{1, -1, i, -i\},$$

and their images under permutations of the set $\{|01\rangle, |10\rangle, |11\rangle\}$. Among those, the inner product $|\langle +|s \rangle|^2$ attains its maximum (of 1/2) exactly for the cases $2^{-1/2}(|01\rangle + |10\rangle)$, $2^{-1/2}(|01\rangle + |11\rangle)$, $2^{-1/2}(|10\rangle + |11\rangle)$. Among the linear combinations of their projection operators, a uniform mixture is the unique solution to the three constraints $\sigma_{x,x} = 1/3$. This solution is equal to $\lambda$.

To prove the second claim, assume that $AD_2 \cap CSP_2 \ni \mathcal{E} = p\mathcal{E}_1 + (1-p)\mathcal{E}_2$ for some CSP maps $\mathcal{E}_1$ and $\mathcal{E}_2$, and $p \in [0, 1]$. The extremality of the pure states on the right hand sides of Eq. (14) forces $\mathcal{E}_1$ and $\mathcal{E}_2$ to fulfil the same constraints, i.e. $\mathcal{E}_1, \mathcal{E}_2 \in AD_2 \cap CSP_2$. Hence, a channel $\mathcal{E} \in AD_2 \cap CSP_2$ is extremal in CSP2 if and only if it is extremal in the subpolytope $AD_2 \cap CSP_2$. \hfill $\Box$

If $\Lambda$ was a stabiliser operation, Lem. 4 would imply that it is extremal in the convex set $SO_2$. This is because extremality of a point in a convex set implies extremality in every convex subset containing the point. Our strategy now is to identify a property shared by all extremal stabiliser operations, and then to show that $\Lambda$ fails to possess it.

Theorem 2 (Pauli invariance of extremal stabiliser operations). Let $\mathcal{O} \in SO_2$ be an extremal stabiliser operation that does not have a Clifford dilation. Then the kernel of $\mathcal{O}$ contains a Pauli operator.

The proof will make use of the following lemma. It says that the operation “preparing an ancilla stabiliser state and performing a Pauli measurement jointly on an input and the ancilla” can be replaced by a random Clifford channel, if the stabiliser state is not an eigenstate of the Pauli operator. (One could also approach the statement through the theory of quantum error correction. In this language, the measured Pauli is a correctable error or the stabiliser code ($\mathbb{C}^2 \otimes^n \otimes |s\rangle$, and the Clifford unitaries that appear are the ones correcting the projections onto the eigenspaces of the Pauli operator.)

Lemma 5. Let $w(a) \otimes w(b)$ be an $(n+k)$-qubit Pauli operator. Denote the projectors onto the two eigenspaces of $w(a) \otimes w(b)$ by $P_{\pm}$. Let $|s\rangle$ be a $k$-qubit stabiliser state that is not an eigenstate of $w(b)$. Then there are two $(n+k)$-qubit Clifford unitaries $U_{\pm}$ such that, for all $n$-qubit states $|\psi\rangle$, we have $P_{\pm} |\psi\rangle \otimes |s\rangle = \frac{1}{\sqrt{2}} U_{\pm} |\psi\rangle \otimes |s\rangle$.

Proof. There is a $k$-qubit Clifford unitary $V$ which maps $|s\rangle \mapsto |0^k\rangle$ and $(w(b)|s\rangle) \mapsto |1|0^{k-1}$. There is also an $n$-qubit Clifford unit such that $Uw(a)U^\dagger = Z_1$. It thus suffices to show the claim for the special case $w(a) = Z_1$ and $w(b)|0^k\rangle = |1|0^{k-1}$. In terms of a controlled $Z$-gate $CZ_{(n+1),1}$ (first ancilla qubit controlling the first input qubit):

$$P_{\pm} (|\psi\rangle \otimes |0^k\rangle) = \frac{1}{2} [ |\psi\rangle \otimes |0\rangle \pm (Z_1 |\psi\rangle) \otimes |1\rangle ] \otimes |0^{k-1}\rangle = \frac{1}{\sqrt{2}} [ CZ_{(n+1),1} |\psi\rangle |\pm\rangle ] \otimes |0^{k-1}\rangle. \quad (21)$$

Hence, we can choose $U_+ = CZ_{(n+1),1} H_{n+1}$ and $U_- = CZ_{(n+1),1} X_{n+1}$ where $H_{n+1}$ and $X_{n+1}$ are the Hadamard and $X$ gate acting on the first ancilla qubit, respectively. \hfill $\Box$
Proof of Theorem \[2\]. Consider an implementation of $\mathcal{O}$ using elementary Clifford operations. By extremality, we may assume that no classical randomness is used. Thus the implementation must contain at least one Pauli measurement, for else $\mathcal{O}$ would have a Clifford dilation. Propagating the first Pauli measurement past preceding Clifford unitaries if necessary, there is no loss of generality in assuming that the implementation starts by preparing $k$ ancilla qubits in a stabiliser state $|s\rangle$ and then immediately measures an $(n + k)$-qubit Pauli operator $w(a) \otimes w(b)$ with $a \in \mathbb{F}_{2^n}$ and $b \in \mathbb{F}_{2^k}$.

We will show now that one may in fact assume that $a \neq 0$ and $b = 0$, i.e. that the implementation starts by measuring a non-trivial Pauli without involving the ancillas.

Indeed, if $a = 0$, the measurement only acts on the ancilla systems. We can thus write $\mathcal{O} = p_1\mathcal{O}_1 + p_-\mathcal{O}_-1$, where $\mathcal{O}_\pm$ are the operations conditioned on the outcome, and the probabilities $p_\pm$ do not depend on the input state. Extremality implies that either $\mathcal{O}_1 = \mathcal{O}_-1$ or only one of the $p_\pm$ differs from 0. Hence one can eliminate the measurement from the implementation and restart the proof. Iterating this argument if necessary, we will eventually obtain a Pauli measurement with $a \neq 0$, as $\mathcal{O}$ does not have a Clifford dilation.

Next assume that $b \neq 0$. First consider the case where $|s\rangle$ is not an eigenstate of $w(b)$. By Lemma \[5\] the measurement can be replaced by a process that applies one of two Clifford unitaries, each with probability 1/2. Arguing as above, this process either contradicts extremality or can be eliminated. Thus we may assume that $|s\rangle$ is an eigenstate of $w(b)$. In this case, the ancilla system affects the measurement process only by changing the labels of the measurement results (specifically by multiplying them with the eigenvalue). Absorbing this deterministic relabelling into any classical control, we may set $b = 0$.

Let $P_\pm = \frac{1}{2}(\mathbb{I} \pm w(a))$ be the projections onto the eigenspaces of $w(a)$. Choose any two-qubit Pauli operator $w(u)$ that anti-commutes with $w(a)$. Using the above expression for $P_\pm$, one finds that

\[
P_+ w(u)P_+ + P_- w(u)P_- = 0
\]

and thus $w(u) \in \ker \mathcal{O}$. 

The following lemma is thus sufficient to establish Theorem \[4\].

Lemma 6. Let $\Lambda$ be as in Eq. \[13\]. Then $\Lambda$ has no Clifford dilation, and $\ker \Lambda$ does not contain a Pauli operator.

Proof. Assume, for the sake of reaching a contradiction, that $\Lambda$ does have a Clifford dilation. Then $\Lambda^\dagger$ maps Pauli operators to Pauli operators, up to a phase. From Eq. \[13\]:

\[
0 = \langle ++ | Z_1 | ++ \rangle = \text{Tr} \left( |00\rangle\langle 00| \Lambda^\dagger(Z_1) \right), \quad (22)
\]

\[
(-1)^s = \langle xy | Z_1 | xy \rangle = \text{Tr} \left( |xy\rangle\langle xy| \Lambda^\dagger(Z_1) \right), \quad |xy\rangle \in \{|01\}, |10\}, |11\} \right). \quad (23)
\]

Eq. \[22\] implies that $\Lambda^\dagger(Z_1)$ is proportional to $X$ or $Y$ on at least one of the factors. This, however, is incompatible with Eq. \[23\], which is the sought-for contradiction.

One reads off Eq. \[13\] that $\Lambda(|x\rangle\langle y|) = 0$ if and only if $x = 0$ and $y \neq 0$ or $x \neq 0$ and $y = 0$. That means that the kernel of $\Lambda$ consists of the operators of the form

\[
\begin{pmatrix}
0 & * & * \\
* & 0 & 0 \\
* & 0 & 0 \\
* & 0 & 0
\end{pmatrix}, \quad (24)
\]

each of which has rank at most 2. In particular, this rules out Pauli operators. 

IV. GENERAL FORMULATION

In this section, we generalise Theorem 1 to our main result: $\text{CSP}_n(d)$ strictly contains $\text{SO}_n(d)$ for any (prime) dimension $d$ and system size $n \geq 2$.

**Theorem 3 (SO$_n \subsetneq$ CSP$_n$).** For any prime dimension $d$, we have $\text{CSP}_n(d) = \text{SO}_n(d)$ if and only if $n = 1$. In particular, the set of CSP maps is strictly larger than the set of stabiliser operations for $n \geq 2$.

The proof of Theorem 3 is accomplished in two parts. The equality in the case $n = 1$ is proven independently in Sec. IV C. For the case $n \geq 2$, we start with an identical approach as in Sec. III and concentrate on the intersection of $\text{CSP}_n(d)$ with almost-diagonal (AD) channels. Although the proof strategy of Sec. III based on Pauli invariances, i.e. Theorem 2 also works for arbitrary $d$ and $n \geq 2$, we follow a more direct route in this section. As we show, the restriction to AD channels directly simplifies the description of both general CSP channels and stabiliser operations considerably. Using this result, it is then straightforward to define a linear functional $L$ which separates the almost-diagonal CSP channels from stabiliser operations. As we show, this linear functional is again maximal on a generalisation of the $\Lambda$ channel to be defined later, cp. Eq. (13).

To arrive at the mentioned simplification for stabiliser operations, we first derive a suitable “normal form” in Sec. IV A.

A. Normal form for stabiliser operations

In this section, we show that any stabiliser operation is a convex combination of circuits performing a projective stabiliser measurement on the input followed by a global, ancilla-assisted Clifford unitary conditioned on the measurement outcome.

**Theorem 4 (Kraus decomposition of SO).** Consider the family of stabiliser operations in $\text{SO}_{n,m}(d)$ of the following type:

$$\mathcal{E}(\rho) = \text{Tr}_{m+1,...,n+r} \sum_i U_i \rho P_i \otimes |0^r\rangle \langle 0^r| U_i^\dagger,$$

where $\{P_i\}$ is a projective measurement given by mutually orthogonal stabiliser code projectors and the $U_i$’s are Clifford unitaries acting on $n+r$ qudits. Then, the following holds:

(i) Any $\mathcal{O} \in \text{SO}_{n,m}(d)$ is a convex combination of SO of the above type (25).

(ii) In particular, any stabiliser operation can be realised in at most $n$ rounds.

**Remark 2.** A projective measurement composed of mutually orthogonal stabiliser code projectors is not necessarily associated to a single set of mutually commuting Pauli operators (i.e. a syndrome measurement). An example for this is the measurement of the basis $\{|00\rangle, |01\rangle, |1+\rangle, |1-\rangle\}$.

The proof of Theorem 4 is similar to related results in Ref. [28] and Ref. [16, Thm. 5.3]. However, the latter works focus on the form of post-selected stabiliser operations, i.e. on the form of a single Kraus operator in Eq. (25). Moreover, Ref. [16] only considers the form of post-selected stabiliser operations which map a fixed input to a fixed output state. Here, we show that a careful argumentation allows us to manipulate all Kraus operators simultaneously to arrive at a similar result for the entire quantum channel. The

To prove Theorem 4, we use Lemmata 7 and 8 to eliminate non-commuting Pauli measurements and Pauli measurements on ancilla qudits. In this way, an arbitrary stabiliser operation can be iteratively decomposed into a convex combination of stabiliser operations of the form (25).

Lemma 7 generalises [28, Sec. 6] and [16, Prop. A8] to arbitrary prime dimension $d$. 


Lemma 7. Suppose $P_1$ and $P_2$ are non-commuting $[[n,n-1]]$ stabiliser code projectors. Then, $P_1P_2 = d^{-1/2}V P_2$ for a suitable Clifford unitary $V$.

Proof. Pairs of non-commuting $[[n,n-1]]$ stabiliser codes form a single orbit under the Clifford group. To see this, let $w_1$ and $w_2$ be Pauli operators that generate such a pair $P_1$ and $P_2$ and let $\tilde{w}_1$, $\tilde{w}_2$ generate another pair $\tilde{P}_1$ and $\tilde{P}_2$. By redefining the generators with a suitable power of $\omega$, we can assume that $w_1w_2 = \omega w_2w_1$ and $\tilde{w}_1\tilde{w}_2 = \omega \tilde{w}_2\tilde{w}_1$. Then there is a Clifford unitary $U$ mapping $w_1$ to $\tilde{w}_1$ and $w_2$ to $\tilde{w}_2$ and thus $P_1 \to \tilde{P}_1$ and $P_2 \to \tilde{P}_2$ as claimed. Thus, we may assume that $P_1 = \langle + \rangle \langle + \rangle \otimes I_{n-1}$ and $P_2 = \langle 0 \rangle \langle 0 \rangle \otimes I_{n-1}$ and clearly $P_1P_2 = \langle + \rangle \langle + \rangle \langle 0 \rangle \langle 0 \rangle \otimes I_{n-1} = \frac{1}{\sqrt{d}}HP_2$ where $H$ is the Hadamard gate.

The following lemma is a generalisation of Lemma 5 to any prime dimension $d$.

Lemma 8. Let $w(a) \otimes w(b)$ be a $(n+k)$-qudit Pauli operator and let $|s\rangle$ be a $k$-qudit stabiliser state which is not an eigenstate of $w(b)$. For any $x \in \mathbb{F}_d$, denote the projector onto the eigenspace of $w(a) \otimes w(b)$ with eigenvalue $\omega^x$ by $P_x$. Then, there are Clifford unitaries $U_x$ such that $P_x |\psi\rangle \otimes |s\rangle = d^{-1/2}U_x |\psi\rangle \otimes |s\rangle$ for all $x \in \mathbb{C}^d$ and $x \in \mathbb{F}_d$.

Proof. Since $|s\rangle$ is not an eigenstate of $w(b)$, the stabiliser states $w(xb) |s\rangle$ for $x \in \mathbb{F}_d$ are part of the same stabiliser basis. In particular, there is a Clifford unitary $V$ such that $V w(xb) |s\rangle = |x\rangle |0^{k-1}\rangle$. Moreover, there is a Clifford unitary $U$ such that $U w(a) U^\dagger = Z_1$. Thus, up to acting with $U$ on the input register, and with $V$ on the ancilla register, we may assume that $w(a) = Z_1$ and $w(xb) |0^k\rangle = |x\rangle |0^{k-1}\rangle$. In terms of a controlled $Z$-gate $CZ_{n+1,1}$ (first ancilla qudit controlling the first input qudit), the action of the projections onto the eigenspaces of $w(a) \otimes w(b)$ is then given by

$$P_x |\psi\rangle \otimes |0^k\rangle = \frac{1}{d} \left[ \sum_{y \in \mathbb{F}_d} \omega^{xy} (Z_1^x |\psi\rangle \otimes |x\rangle) \otimes |0^{k-1}\rangle \right] = \frac{1}{\sqrt{d}} \left[ CZ_{n+1,1} ( |\psi\rangle \otimes H |x\rangle ) \right] \otimes |0^{k-1}\rangle.$$ (26)

Thus, the claim holds for the Clifford unitary $U_x := CZ_{n+1,1} H_{n+1} X_{n+1}(x)$.

Proof of Theorem 3. Suppose $O$ is a stabiliser operation which does not explicitly use classical randomness and involves $l$ Pauli measurements with outcomes labelled by the diststring $x = (x_1,\ldots,x_l) \in \mathbb{F}_d^l$. Let us introduce the shorthand notation $x[k] := (x_1,\ldots,x_k)$. Since the partial trace is linear and the size of the ancilla system stays fixed throughout the proof, we can ignore the possibility of tracing out qudits. Hence, $O$ can be taken as follows:

$$O(\rho) = \sum_{x \in \mathbb{F}_d^l} K(x)\rho \otimes |0^l\rangle \langle 0^l| K(x)^\dagger, \quad K(x) = U(x)P(x_1 | x_{l-1})P(x_{l-1} | x_{l-2}) \cdots P(x_1).$$ (27)

Without loss of generality, the Kraus operators $K(x)$ are given by consecutive projectors $P$ associated to outcomes of Pauli measurements, and a global Clifford unitary $U$ at the end. All operations may be conditioned on previous measurement outcomes. The projectors fulfil the POVM condition $\sum_{x_k} P(x_k | x_{k-1}) = 1$ for all $k$ and previous outcomes $x_{k-1} \in \mathbb{F}_d^{k-1}$. We can visualise the SO as a regular tree with root given by the initial measurement and branches corresponding to sequences of measurement outcomes. The vertices of the tree are labelled by Pauli measurements (see Fig. 2).

We first argue that we can write $O$ as a convex combination of stabiliser operations which do not measure ancilla qudits. To this end, we use Lemma 5 to replace any Pauli measurement involving the ancilla system by a convex combination of suitable Clifford unitaries acting on input and ancilla system. We prove this via induction over the depth $k$ of the tree, starting from the root $k = 1$ and progressing to the leaves $k = l$. Assume that up to depth $k - 1$, all measurements
are acting trivially on the ancilla system. This implies that in every branch, the ancilla system is still in the initial state $|0\rangle$. Let $X_{k-1}$ be the set of previous outcomes $x_{[k-1]}$, such that the $k$-th measurement conditioned on $x_{[k-1]} \in X_{k-1}$ acts non-trivially on ancilla qudits. By Lemma 5 we can then write $P(x_k|x_{[k-1]}) \langle \psi | 0 \rangle = d^{-1/2}U(x_{[k]}) \langle \psi | 0 \rangle$ for all input states $\langle \psi |$ and suitable Clifford unitaries $U(x_{[k]})$. For branches starting with $x_{[k-1]}$, we can thus treat $x_k$ as the outcome of a classical, uniformly distributed random variable $Y$. By conditioning on the outcome $y \in \mathbb{F}_d$ of this random variable, we get new stabiliser operations $\mathcal{O}(y)$ given by the Kraus operators

$$K'(x_l, \ldots, x_{k+1}, y, x_{[k-1]}) := d^{1/2}K(x_l, \ldots, x_{k+1}, y, x_{[k-1]}), \quad x_{[k-1]} \in X_{k-1}, \quad (28)$$

$$K'(x_l, \ldots, x_k, x_{[k-1]}) := K(x_l, \ldots, x_k, x_{[k-1]}), \quad x_{[k-1]} \notin X_{k-1}. \quad (29)$$

$\mathcal{O}(y)$ performs the same operation as $\mathcal{O}$ if the first $k-1$ outcomes are not in $X_{k-1}$ and otherwise applies the Clifford unitary $U(y, x_{[k-1]})$ and follows the branch determined by $(y, x_{[k-1]})$, see Fig. 2. In particular, it is indeed a stabiliser operation and $\mathcal{O} = d^{-1} \sum_y \mathcal{O}(y)$. Moreover, all measurements in $\mathcal{O}(y)$ act trivially on the ancilla system up to depth $k$. We proceed with the induction for $\mathcal{O}(y)$. This shows that $\mathcal{O}$ is a convex combination of stabiliser operations of the form (27), where the measurements do not act on the $k$ ancilla qudits.

Next, let us assume that the measurements in $\mathcal{O}$ act on the input system only. Then, using Lemma 7 we show that it is a convex combination of stabiliser operations where the measurements are given by mutually orthogonal stabiliser code projectors. To this end, we consider consecutive measurements along a branch and argue again via induction over the depth $k$ of the tree. Assume that up to depth $k - 1$, all consecutive measurements are mutually commuting. Let $X_{k-1} \subset \mathbb{F}_d$ be the set of outcomes $x_{[k-1]}$ such that the Pauli measurement given by $P(x_k|x_{[k-1]})$ is not commuting with a previous measurement, say $P(x_t|x_{[t-1]})$ for $t < k$. Since by assumption the

---

**Figure 2. Illustration of a tree model of a qubit stabiliser operation.** The nodes correspond to outcomes of measurements which in turn depend on the previous outcomes $x_{[t]} \in \mathbb{F}_2^k$. We omit all nodes given by trivial measurements. If a Pauli measurement acts non-trivially on the ancilla state (in the given case $P(0|0)$ and $P(1|0)$ in red), the SO coincides with a uniform convex combination of two SOs, where the measurements $P(0|0)$ and $P(1|0)$ are replaced by Clifford unitaries $U(00)$ and $U(10)$.
previous measurements mutually commute, we can write using Lemma 4
\[
P(x_k | x_{[k-1]})P(x_{k-1} | x_{[k-2]}) \cdots P(x_{t} | x_{[t-1]}) \cdots P(x_1) \\
= P(x_k | x_{[k-1]})P(x_{t} | x_{[t-1]})P(x_{k-1} | x_{[k-2]}) \cdots P(x_1) \\
= d^{-1/2}V(x_k)P(x_{t} | x_{[t-1]})P(x_{k-1} | x_{[k-2]}) \cdots P(x_1) \\
= d^{-1/2}V(x_k)P(x_{k-1} | x_{[k-2]}) \cdots P(x_{t} | x_{[t-1]}) \cdots P(x_1),
\]
for suitable Clifford unitaries \(V(x_k)\). Note that the remaining projectors are mutually commuting by assumption. As before, this implies that for all branches starting with \(x_{[k-1]} \in X_{k-1}\), we can treat \(x_k \equiv y\) as the outcome of a classical, uniformly distributed random variable \(Y\) and obtain new stabiliser operations \(O(y)\) by conditioning on its outcomes \(y \in \mathbb{F}_d^\ast\):
\[
K'(x_1, \ldots, x_{k+1}, y, x_{[k-1]}) := d^{1/2}K(x_1, \ldots, x_{k+1}, y, x_{[k-1]}), \quad x_{[k-1]} \in X_{k-1},
\]
\[
K'(x_1, \ldots, x_k, x_{[k-1]}) := K(x_1, \ldots, x_k, x_{[k-1]}), \quad x_{[k-1]} \notin X_{k-1}.
\]
As in the previous argument, we have \(O = d^{-1} \sum_y O(y)\) and proceeding with the induction for all \(O(y)\) shows that \(O\) can be written as a convex combination of stabiliser operations involving only mutually commuting, consecutive measurements.

Combining the above arguments shows that the initial stabiliser operation \(O\) defined in Eq. 23 is a convex combination of stabiliser operations \(O'\) where all consecutive measurements are mutually commuting and not acting on ancilla qudits. This implies that the mutually commuting projectors in every branch \(i\) of the SO \(O'\) define a stabiliser code projector \(P_i\) and trace-preservation requires that \(\sum_i P_i = 1\). Taking the trace inner product with some \(P_j\) shows that this can only be fulfilled if the projectors are mutually orthogonal. Hence, the terms in the convex combination are of the required type (25). The additional use of classical randomness simply allows for arbitrary convex combinations of stabiliser operations of type (25). \(\square\)

**B. Separation of CSP and SO in higher dimensions**

To prove our main Theorem 8 we proceed by generalising the results of Sec. 111 on almost-diagonal channels and derive constraints on almost-diagonal stabiliser operations using the normal form in Thm. 14.

As in Sec. 111 we define the convex set of almost-diagonal channels \(A_{d,n}(d)\) as the set of quantum channels \(E : L((\mathbb{C}^d)^\otimes n) \to L((\mathbb{C}^d)^\otimes n)\) that act on the computational basis in the following way:
\[
E(|0\rangle\langle 0|) = |+\rangle\langle +|,
\]
\[
E(|x\rangle\langle x|) = |x\rangle\langle x| \quad x \in \mathbb{F}_d^n \setminus 0,
\]
where we denote \(|+\rangle := d^{-n/2} \sum_{x \in \mathbb{F}_d^n} |x\rangle\). A high-level reason why \(A_{d,n}(d)\) might be relevant for the separation of CSP\(_n(d)\) and SO\(_n(d)\) is given by the observation that \(A_{d,n}(d)\) defines a face of the convex set of quantum channels. In particular, \(A_{d,n}(d) \cap \text{CSP}_n(d)\) is a face of the CSP polytope and thus lies in its boundary. To see this, consider the linear functional on quantum channels,
\[
L(E) := \frac{1}{d^n} \left( \langle + | E(|0\rangle\langle 0|) | + \rangle + \sum_{x \neq 0} \langle x | E(|x\rangle\langle x|) | x \rangle \right) \leq \frac{1}{d^n}(1 + (d^n - 1) \cdot 1) = 1,
\]
with equality if and only if \(E\) satisfies Eq. 22. This shows that \(A_{d,n}(d)\) is the intersection of a supporting hyperplane with the set of quantum channels, in particular it is a face.

As in the case \(d = n = 2\), the subpolytope \(A_{d,n}(d) \cap \text{CSP}_n(d)\) of \(\text{CSP}_n(d)\) is isomorphic to a subpolytope \(P_n(d)\) of the \(n\)-qudit stabiliser polytope which we define in the following.
Let \( P_n(d) \) be the polytope of matrices \( \sigma \) such that (1) \( \sigma \) is a convex combination of \( n \)-qudit stabiliser states orthogonal to \( |0\rangle \), and (2) the diagonal entries are \( \sigma_{x,x} = (d^n - 1)^{-1} \delta_{x \neq 0} \).

**Lemma 9.** Let \( \mathcal{E} \in \text{AD}_n(d) \) be an almost-diagonal quantum channel on \( n \) qudits. Then \( \mathcal{E} \) is CSP if and only if it is of the form

\[
\mathcal{E}(\rho) = (d^n - 1) \sigma \circ \rho + \langle 0 | \rho | 0 \rangle |+\rangle \langle + |,
\]

where \( \circ \) denotes the Hadamard (or element-wise) product of two matrices and \( \sigma \in P_n(d) \). In particular, the polytopes \( \text{AD}_n(d) \) and \( P_n(d) \) are isomorphic.

The proof of Lemma 9 is analogous to the case \( d = n = 2 \), i.e. Lemma 8 and is thus omitted. Lemma 9 implies that any CSP map fulfilling the constraints (33) is indeed “almost-diagonal” in the computational basis in the sense that \( \mathcal{E}(|x\rangle \langle y|) \propto |x\rangle \langle y| \) except for \( x = y = 0 \). Hence, the matrix representation of \( \mathcal{E} \) is a diagonal matrix with the first column (corresponding to \( x = y = 0 \)) replaced by \((d^n - 1, \ldots, d^n)^\top\).

**Lemma 10.** Any stabiliser operation in the subpolytope \( \text{AD}_n(d) \cap \text{CSP}_n(d) \) is in the convex hull of stabiliser operations \( \mathcal{O} \) defined through Lemma 8 by mixed stabiliser states

\[
\sigma = \frac{1}{d^n - 1} \sum_{K \in \mathcal{K}} |K| |s_K\rangle \langle s_K| \in P_n,
\]

where \( \mathcal{K} \) is a disjoint partition of \( \mathbb{F}_d^n \setminus \{0\} \) by affine spaces \( K \subset \mathbb{F}_d^n \) and \( |s_K\rangle \) are stabiliser states supported on \( K \).

**Remark 3.** Note that not every \( \sigma \) of the form (36) gives rise to a stabiliser operation \( \mathcal{E} \in \text{AD}_n(d) \cap \text{SO}_n(d) \). For stabiliser operations, only particular partitions \( \mathcal{K} \) are allowed. These partitions exhibit a certain tree structure, as explained in Proposition 7 and 28.

Moreover, not all such \( \sigma \) are extremal within the polytope \( P_n(d) \). For example, if a stabiliser operation contains the measurement of a Pauli operator and the measurement is not followed by an operation that is conditioned on at least one of the measurement outcomes, then such an operation cannot be extremal. In this case, the measurement can be replaced by a convex combination of Clifford unitaries. This is a consequence of Lemma 16 in App. C.

To prove Lemma 10, we make use of the following Lemma which allows us to discard ancillary qubits for stabiliser operations in \( \text{AD}_n(d) \).

**Lemma 11.** Assume \( U \in \text{Cl}_{n+k}(d) \) acts as \( U(|0^k\rangle \otimes |x\rangle) = c_x \ |s_{x}\rangle \otimes |x\rangle \) for \( c_x \in \mathbb{C} \), some \( k \)-qudit stabiliser state \( |s_{x}\rangle \) and \( x \) is taking values in a subset \( K \subset \mathbb{F}_d^n \). Then, there exists a diagonal Clifford unitary \( D \in \text{Cl}_n(d) \) and a subspace \( M \subset \mathbb{F}_d^n \) such that the following identity holds for all \( x, y \in K \):

\[
\text{Tr}_{1 \ldots k} \left( U|0^k\rangle \langle 0^k| \otimes |x\rangle \langle y| U^\dagger \right) = D \left( \sum_{j=1}^{[M]} Q_j |x\rangle \langle y| Q_j^\dagger \right) D^\dagger.
\]

Here, \( Q_j \) are the mutually orthogonal projectors onto the joint eigenspaces of \( Z(z) \) for \( z \in M \).

As we do not use this formulation in the following, we leave it to the reader to verify that the right hand side of Eq. (37) can also be written as

\[
\sum_{j=1}^{[M]} Q_j |x\rangle \langle y| Q_j = \frac{1}{[M]} \sum_{z \in M} Z(z) |x\rangle \langle y| Z(z)^\dagger, \quad \forall x, y \in \mathbb{F}_d^n.
\]
Proof. The stabilisers of the states $|s_x\rangle$ can only differ by a character and hence we can find a Clifford $V \in Cl_k(d)$ on the first system such that $V |s_x\rangle = |f(x)\rangle$ with $f(x) \in F_d^k$ for all $x \in K$. Moreover, we find using the cyclicity of the partial trace:

$$\text{Tr}_{1,...,k} \left( U|0^k\rangle\langle 0^k| \otimes |x\rangle\langle y| U^\dagger \right) = \text{Tr}_{1,...,k} \left( (V \otimes 1)U|0^k\rangle\langle 0^k| \otimes |x\rangle\langle y| U^\dagger (V^\dagger \otimes 1) \right).$$  (39)

Hence, we may without loss of generality assume that $U(|0^k\rangle \otimes |x\rangle) = c_x |f(x)\rangle \otimes |x\rangle$ for a suitable function $f$ on $K \subset F_d^k$. It is well-known that the Clifford subgroup which normalise the group of Pauli $Z$ operators is given as the semi-direct product of diagonal Clifford unitaries and $CX$ circuits (this follows for instance from the properties of the associated "Siegel parabolic subgroup" of the symplectic group $Sp$). Thus, the only Clifford unitaries which map computational basis states to computational basis states up to phases are given by this normaliser and $X$ gates. Since the second system is fixed for all $x \in K$, we can assume that the $X$ gates act on the first system only and can thus be discarded using the cyclicity of the partial trace, cp. Eq. (39). Then, the form of diagonal Cliffords (see e.g. Ref.) implies that $c_x = \langle x| D |x\rangle$ for some diagonal Clifford unitary $D \in Cl_n(d)$. Moreover, we can find a linear map $F \in \text{GL}_{n+k}(F_d)$ such that $F(0,x) = (f(x), x)$ and hence, $f$ is linear.

Next, we argue that we can infer whether $\langle f(y)| f(x)\rangle$ is zero or one by a suitable measurement on the second system. To this end, note that this overlap is one exactly if $f(x) = f(y)$, i.e. $x-y \in \ker f$. This in turn the case if and only if $z \cdot (x-y) = 0$ for all $z \in M := \ker f$, hence if and only if $x$ and $y$ lie in the same joint eigenspace of the stabiliser group $\{Z(z) | z \in M\}$. Note that any computational basis state always lies in one of the eigenspaces. Let $Q_j$ for $j = 1, \ldots, |M|$ be the stabiliser groups. We thus find

$$D \left( \sum_{j=1}^{|M|} Q_j |x\rangle\langle y| Q_j \right) D^\dagger = c_y c_x \langle f(y)| f(x)\rangle |x\rangle\langle y| = \text{Tr}_{1,...,k} \left( U|0^k\rangle\langle 0^k| \otimes |x\rangle\langle y| U^\dagger \right).$$  (40)

Proof of Lemma 11. Assume that $O \in AD_n(d)$ is a stabiliser operation. Without loss of generality, we can assume that $O$ is extremal in $SO_n(d)$, since any $O \in AD_n(d) \cap SO_n(d)$ can be written as a convex combination of extremal SO in $AD_n(d)$ by the same argument as in Lemma 1. By Proposition 4, we can thus assume that $O$ has the following form

$$O(\rho) = \text{Tr}_{1,...,k} \sum_{i=1}^N U_i \left( |0^k\rangle\langle 0^k| \otimes P_i \rho P_i^\dagger \right) U_i^\dagger,$$

where the $P_i$ are mutually orthogonal stabiliser code projectors of rank $d^m-r_i$ on the input system, and the $U_i$ are Clifford unitaries conditioned on the measurement outcomes. Let $O \in SO_{n,n+k}$ be the SO given by Eq. (41) without the partial trace. Since the defining condition (14) for $AD_n$ requires that the reduced state $\text{Tr}_{1,...,k} O(|x\rangle\langle x|)$ is pure for all $x \in F_d^n$, it is necessary that $O(|x\rangle\langle x|) = \rho_x \otimes |x\rangle\langle x|$ for $x \neq 0$ and $O(|0\rangle\langle 0|) = \rho_0 \otimes |+\rangle\langle +|$ else. Similar to Eq. (15) before, this requires that

$$U_i \left( |0^k\rangle \otimes P_i |0^n\rangle \right) \propto |s_{i,0}\rangle \otimes |+\rangle,$$

$$U_i \left( |0^k\rangle \otimes P_i |x\rangle \right) \propto |s_{i,x}\rangle \otimes |x\rangle,$$

where proportionality can also mean that the RHS vanishes.

Let $i$ be such that Eq. (42) holds with non-vanishing constant, without loss of generality $i = 1$. If any of the $P_i$ were non-diagonal, a standard argument (cp. Lem. 14 in App. A) would show that
there exist distinct computational basis states $|x\rangle \neq |y\rangle$ such that $P_i |x\rangle = P_i |y\rangle \neq 0$, which would contradict Eqs. (42) and (43).

Thus, all $P_i$ are diagonal. Moreover, if $P_i$ had rank larger than 1, there would be a $x \neq 0$ such that $P_i |x\rangle = |x\rangle$ is orthogonal to $P_i |0\rangle = |0\rangle$. But then, the second factor of $U_1(|0\rangle \otimes P_i |x\rangle)$ has to be an $X$ eigenstate, in contradiction to Eq. (43).

Hence, the projectors have the form

$$P_1 = |0\rangle \langle 0|, \quad P_i = \sum_{x \in K_i} |x\rangle \langle x|,$$

where $0 \notin K_i \subset \mathbb{F}_d^n$ is an affine subspace not containing zero. Then, orthogonality of the $P_i$ implies that the $K_i$ form a disjoint partition of $\mathbb{F}_d^n \setminus 0$.

Note that we can assume that $U_1 = V \otimes H^{\otimes n}$ (up to $Z$ operators). Therefore, we can simply trace out the ancilla for the first term. For $i > 1$, consider the conditional Clifford unitary $U_i$ which acts on the code space $K_i$ as $U_i |0\rangle \otimes |x\rangle = c_i(x) |s_i,x\rangle \otimes |x\rangle$ where $c_i(x) \in \mathbb{C}$. Then, we can use Lemma 11 to replace this action by a diagonal Clifford $D_i$ and $m_i$ mutually orthogonal diagonal stabiliser code projectors on the input system. We can write these projectors as

$$Q_j^i = \sum_{x \in A_j^i} |x\rangle \langle x|, \quad j = 1, \ldots, m_i,$$

where $A_j^i \subset \mathbb{F}_d^n$ are suitable affine subspaces (which might contain zero), forming a disjoint partition of $\mathbb{F}_d^n$. Now consider

$$P_{i,j} := Q_j^i P_i = \sum_{x \in A_j^i \cap K_i} |x\rangle \langle x|.$$

Here, $K_j := A_j^i \cap K_i$ is an affine subspace not containing zero. Note that $\{K_j\}_{j=1,\ldots,m_i}$ is a disjoint partition of $K_i$ and thus, the affine subspaces $\mathcal{K} := \{K_j^i | i = 2, \ldots, N, j = 1, \ldots, m_i\}$ obtained in this way form a disjoint partition of $\mathbb{F}_d^n \setminus 0$. Finally, we can write

$$\mathcal{O}(\rho) = |+\rangle \langle 0| \rho |0\rangle \langle +| + \sum_{i=2}^N \sum_{j=1}^{m_i} D_i Q_j^i P_i \rho P_i Q_j^i D_i^\dagger = |+\rangle \langle 0| \rho |0\rangle \langle +| + (d^\alpha - 1) \sigma \circ \rho,$$

where

$$\sigma = \frac{1}{d^\alpha - 1} \sum_{(i,j)} |K_j^i| |s_{i,j}\rangle \langle s_{i,j}|, \quad |s_{i,j}\rangle := |K_j^i\rangle^{\frac{1}{2}} \sum_{x \in K_j^i} D_i |x\rangle.$$

To see that this is indeed an AD channel, note that any of the $|s_{i,j}\rangle$ is a stabiliser state and as the $K_j^i$ form a disjoint partition of $\mathbb{F}_d^n \setminus 0$, $\sigma$ is a proper convex combination and hence in $\text{SP}_n(d)$. Finally, we have $\langle 0| \sigma |x\rangle = 0$ for all $x \in \mathbb{F}_d^n$ and for $x \neq 0$:

$$(d^\alpha - 1) \langle x| \sigma |x\rangle = \sum_{(i,j)} |K_j^i||\langle x|s_{i,j}\rangle|^2 = \sum_{(i,j)} 1_{K_j^i}(x).$$

Since any $x \neq 0$ is in exactly one affine subspace $K_j^i$, we thus find $\sigma \in \text{P}_n(d)$.

In Section III, Lemma 12 has been proven for the case $n = d = 2$. Here, we treat the general case.
Lemma 12. The matrix $\lambda$ with elements

$$\lambda_{x,t} = \lambda_{t,x} = (d^n - 1)^{-1} \delta_{t,1}, \quad \forall x \in \mathbb{F}_d^n, t \in \mathbb{F}_d, \quad \lambda_{x,y} = d^{-1}(d^n - 1)^{-1}, \quad \forall 0 \neq x \neq y \neq 0$$

is the unique maximiser in $P_n$ of the linear function $L : \sigma \mapsto \langle + | \sigma | + \rangle$ with $L(\lambda) = 1/d$. In particular, $\lambda$ is a vertex of $P_n$.

Proof of Lemma 12. For any $\sigma \in P_n$, we have

$$L(\sigma) = \langle + | \sigma | + \rangle = \sum_s p_s |\langle + | s \rangle|^2,$$

(50)

where $|s\rangle$ ranges over stabiliser states orthogonal to $|0\rangle$. Among those, the inner product $|\langle + | s \rangle|^2$ is maximal and equal to $1/d$ exactly for states such that $\langle x | s \rangle$ is proportional to an indicator function on an affine space $K$ of codimension 1 with $0 \neq K$. We call $K$ a proper affine hyperplane.

We can write any affine hyperplane as $K = V + w$ where $V$ is a linear subspace of codimension 1 and $w$ is an affine shift. Those are only determined modulo $V$, hence there are $|\mathbb{F}_d^n / V| = d$ many. The condition $0 \neq K$ implies that the shift cannot be trivial, eliminating one possibility.

The number of linear subspaces of codimension 1 is given by the Gaussian binomial coefficient $\left( \frac{n}{d-1} \right)_d = \frac{1}{1-d} - \frac{d^n}{d}$, hence the number of proper affine hyperplanes is $(d-1) - \frac{d^n}{d} = d^n - 1$.

Define $\lambda$ to be the uniform convex combination of all maximising stabiliser states $|K\rangle$ given by indicator functions on the proper affine hyperplanes $K$. For any $x \in \mathbb{F}_d^n \setminus 0$, the diagonal entry $\lambda_{x,x}$ is the overlap $\langle x | K \rangle \propto 1_K(x)$ averaged over $K$. As $GL(\mathbb{F}_d^n)$ acts transitively on both the non-zero points in $\mathbb{F}_d^n$ and the affine spaces not containing zero, $\lambda_{x,x}$ cannot depend on $x \neq 0$. Since $\text{Tr} \lambda = 1$ and $\lambda_{0,0} = 0$, we thus find $\lambda_{x,x} = (d^n - 1)^{-1}$. For the off-diagonal entries $\lambda_{x,y}$ with $x \neq y$, we can argue similarly. First, as no $K$ contains zero, we have $\lambda_{x,0} = \lambda_{0,x} = 0$. Moreover, if $x \in K$, no non-trivial multiple of $x$ is in $K$, thus $\lambda_{x,tx} = \lambda_{tx,x} = 0$ for $t \neq 1$. In any other case, $\{x,y\}$ is linearly independent and transitivity again implies that $\lambda_{x,y}$ cannot depend on $(x,y)$. There are in total $(d^n - 1)(d^n - d)$ many of these pairs. By construction, $L(\lambda) = 1/d$, and writing out this condition then yields $\lambda_{x,y} = d^{-1}(d^n - 1)^{-1}$.

It remains to be shown that this solution is unique. To this end, we claim that the $d^n - 1$ indicator functions $1_K$ on the proper affine hyperplanes $K$ are linearly independent. As the main diagonal of the density matrix of any stabiliser state $|K\rangle$ is proportional to $1_K$, the $d^n - 1$ constraints $\sigma_{x,x} = (d^n - 1)^{-1}$ for $x \neq 0$ defining $P_n$ then single out the above constructed $\lambda$.

To prove the claim, we apply the standard (cyclic) Fourier transform on $\mathbb{F}_d^n$. Clearly, the set of indicator functions on proper affine hyperplanes $\{1_K\}$ is linearly independent if and only if their Fourier transforms are. The image of the indicator function on $K = V + w$ is a function with support on $V^\perp$ and values proportional to the additive character

$$\chi : V^\perp \to \mathbb{C}, \quad x \mapsto \omega^{w \cdot x}.$$ 

As we assume $w$ to be non-trivial, varying $w$ results in the set of non-trivial characters on the one-dimensional subspace $V^\perp$. Thus, the set $\{1_K\}$ maps to the set of non-trivial characters on the one-dimensional subspaces of $\mathbb{F}_d^n$. On a fixed subspace $V^\perp$, the non-trivial characters are linearly independent and this is still true for their restriction to the non-zero points $V^\perp \setminus 0$. Since the non-zero points of one-dimensional subspaces form a disjoint partition of $\mathbb{F}_d^n \setminus 0$, the set of all non-trivial characters of one-dimensional subspaces is also linearly independent.

From the proof and Lemma 9 it is clear that the matrix $\lambda$ defines a CSP channel which should be understood as a generalisation of the $\Lambda$ channel given for $n = d = 2$ in Sec. 11. For qubits,
$d = 2$, this channel reads as follows:

$$\Lambda(\rho) := \rho_{00} |+\rangle \langle +| + \sum_{x \in \mathbb{F}_2^n \setminus 0} \rho_{xx} |x\rangle \langle x| + \frac{1}{2} \sum_{x, y \in \mathbb{F}_2^n \setminus 0 \atop x \neq y} \rho_{xy} |x\rangle \langle y|, \quad \rho_{xy} := \langle x| \rho| y\rangle. \quad (51)$$

The $n \geq 2$ case in our main Theorem 3 now follows from the straightforward observation that the linear functional $L$ is always strictly less than its maximum $1/d$ on elements of the form given in Lemma 10, in particular on stabiliser operations.

**Corollary 1** (SO$_n \cap$ AD$_n \neq$ CSP$_n \cap$ AD$_n$). For $n \geq 2$, the value of the linear functional $L$ on SO$_n \cap$ AD$_n$ is strictly smaller than $1/d = L(\lambda)$. In particular, SO$_n \cap$ AD$_n \neq$ CSP$_n \cap$ AD$_n$.

**Proof.** Consider a stabiliser operation with $\sigma \in \mathcal{P}_n$ as constructed in Lemma 10, i.e.

$$\sigma = \frac{1}{d^n - 1} \sum_{K \in \mathcal{K}} |K| |s_K\rangle \langle s_K|.$$  

(52)

Since $n \geq 2$, the disjoint partition $\mathcal{K}$ of $\mathbb{F}_2^n \setminus \{0\}$ cannot only contain affine subspaces $K$ of codimension 1, so $|\langle +|s_K\rangle|^2 \leq 1/d$ and $|\langle +|s_K\rangle|^2 < 1/d$ for at least one $K \in \mathcal{K}$. Hence,

$$\langle +|\sigma|+\rangle = \frac{1}{d^n - 1} \sum_{K \in \mathcal{K}} |K| |\langle +|s_K\rangle|^2 < \frac{1}{d^n - 1} \sum_{K \in \mathcal{K}} |K| \frac{1}{d} = \frac{1}{d}. \quad (53)$$

Remark 4. To get a quantitative statement about the separation of SO$_n$ and CSP$_n$ within the polytope AD$_n$, we give a upper bound for

$$\max_{\sigma \in \text{SO}_n \cap \text{AD}_n} \langle +|\sigma|+\rangle.$$  

(54)

As in Eq. 53, we have

$$\langle +|\sigma|+\rangle = \frac{1}{d^n - 1} \sum_{K \in \mathcal{K}} |K| |\langle +|s_K\rangle|^2 \leq \frac{1}{d^n - 1} \sum_{K \in \mathcal{K}} |K| \frac{|K|}{d^n} = \frac{1}{d^n(d^n - 1)} \sum_{K \in \mathcal{K}} |K|^2. \quad (55)$$

The RHS gets large when affine subspaces in the disjoint partition $\mathcal{K}$ of $\mathbb{F}_2^n \setminus \{0\}$ have large cardinality. However, the partition $\mathcal{K}$ must be chosen according to Thm. 4. Thus, all projectors $|s_K\rangle \langle s_K|$ belong to a projective measurement, which also contains the measurement of $|0^n\rangle \langle 0^n|$, due to the proof of Lemma 10. We conjecture that such a projective measurement which maximizes (55) has the following form:

(i) Measure the first qudit in the computational basis.

(ii) If $x \neq 0$ is measured, do nothing. If $0$ is measured, measure the second qudit in the computational basis. Continue in this fashion until all qubits are measured.

(iii) If $0$ has been measured on every qudit, apply a Hadamard gate to every qudit.

Then, $|s_K\rangle = \sum_{x \in K} |x\rangle$ and every $K$ is of the form

$$K = xe_i + (0^i \oplus \mathbb{F}_d^{n-i}) \quad \text{with} \quad x \in \{1, \ldots, d - 1\}, \quad |K| = d^{n-i}, \quad (56)$$

where $e_i$ is the $i$-th standard basis vector for $i = 0, \ldots, n - 1$. Thus, we have

$$\sum_{K \in \mathcal{K}} |K|^2 = \sum_{k=0}^{n-1} (d - 1)d^{2k} = (d - 1)\frac{d^{2n-2}}{d^2 - 1}, \quad (57)$$
where we used that the expression is a geometric sum. Hence,
\[
\langle +|\sigma|+ \rangle = \sum_{K \in \mathcal{K}} |K| \frac{|K|}{d^n} \sum_{K \in \mathcal{K}} |K|^2 = \frac{1}{d^n(d^n - 1)} \sum_{K \in \mathcal{K}} |K|^2 = \frac{(d-1)d^{2n-2}}{d^n(d^n - 1)(d^2 - 1)} = \frac{(d-1)d^{n-2}}{(d^n - 1)(d^2 - 1)} \approx \frac{1}{d^2}.
\]
(58)

As the above stabiliser operation gives a upper bound on \( \max_{\sigma \in \text{SO}_n \cap \text{AD}_n} \langle +|\sigma|+ \rangle \), this shows a separation between \( \text{SO}_n \cap \text{AD}_n \) and \( \text{CSP}_n \cap \text{AD}_n \) which depends, however, only on \( d \) and not on \( n \).

C. Equality of SO and CSP in the single-qudit case

In this section, we will prove that CSP-channels coincide with stabiliser operations in the single-qudit case. More precisely, we will show that every extremal CSP-map is a Pauli measurement followed Clifford unitaries conditioned on the possible measurement outcomes. In the proof we will make use of the polar form of CSP-maps, Eq. (63), App. V (for more details, see [34]).

To prove the statement, we will use the following auxiliary lemma:

**Lemma 13.** Suppose \( \mathcal{E} \in \text{CSP}_n \) is a CSP map given in the polar form (69)
\[
\mathcal{E} = \sum_i c_i U_i P_i \cdot P_i U_i^\dagger,
\]
where \( c_i > 0 \) for all \( i \).

Assume that there exists an index pair \( (k, \ell) \) with \( P_k = P_\ell \) but \( U_k P_k \neq U_\ell P_\ell \). Then, \( \mathcal{E} \) is not extremal.

**Proof.** Since \( \mathcal{E} \in \text{CSP}_n \), the projectors \( P_i \) satisfy the TP-condition (70)
\[
1 = c_k P_k + c_\ell P_\ell + \sum_{k \neq i \neq \ell} c_i P_i
\]
and therefore
\[
1 = (c_k + c_\ell) P_k + \sum_{k \neq \ell} c_i P_i \quad \text{and} \quad 1 = (c_k + c_\ell) P_\ell + \sum_{k \neq \ell} c_i P_i.
\]
(61)

Hence, \( \mathcal{E} \) is a convex combination \( \mathcal{E} = \frac{c_k}{c_k + c_\ell} \mathcal{E}_k + \frac{c_\ell}{c_k + c_\ell} \mathcal{E}_\ell \) of the two distinct CSP-channels
\[
\mathcal{E}_k = (c_k + c_\ell) U_k P_k \cdot P_k U_k + \sum_{k \neq \ell} c_i U_i P_i \cdot P_i U_i^\dagger,
\]
\[
\mathcal{E}_\ell = (c_k + c_\ell) U_\ell P_\ell \cdot P_\ell U_\ell + \sum_{k \neq \ell} c_i U_i P_i \cdot P_i U_i^\dagger,
\]
(62)

so \( \mathcal{E} \) cannot be extremal.

**Theorem 5.** Let \( \mathcal{E} \in \text{CSP}_1 \) be an extremal CSP map on a single qudit of prime dimension \( d \). Then, either \( \mathcal{E} = U \cdot U^\dagger \) for some Clifford unitary \( U \) or \( \mathcal{E} \) is of the form
\[
\mathcal{E} = \sum_{i=1}^d U_i P_i \cdot P_i U_i^\dagger,
\]
(63)

where \( \{P_i\} \) are the \( d \) mutually orthogonal stabiliser code projectors associated to the eigenspaces of a Pauli operator and \( \{U_i\} \) are Clifford unitaries. Since such a channel \( \mathcal{E} \) can be realised via stabiliser operations, it follows \( \text{SO}_1 = \text{CSP}_1 \).
Proof. Using the characterization of completely stabiliser preserving maps, cf. Eq. (69), we may assume that a 1-qudit CSP channel is of the form

$$E = d \sum_i \lambda_i U_i P_i \cdot P_i U_i^\dagger + \sum_j \hat{\lambda}_j V_j \cdot V_j^\dagger$$

for coefficients $\lambda_i, \hat{\lambda}_j \geq 0$ with $\sum_i \lambda_i + \sum_j \hat{\lambda}_j = 1$, Clifford unitaries $U_i, V_j$ and stabiliser code projectors $P_i$ which satisfy the TP-condition (70):

$$1 = E^\dagger(1) = d \sum_i \lambda_i P_i.$$  

Since any channel that simply conjugates the input with a Clifford unitary $U$ is already an extremal CSP channel, $E$ can only be extremal if (1) there is exactly one non-zero $\hat{\lambda}_j$ and $\lambda_i = 0$ for all $i$ (which means that $E = U \cdot U^\dagger$ for some Clifford unitary $U$), or (2) $\hat{\lambda}_j = 0$ for all $j$.

In the second case, note that for $n = 1$, all stabiliser projectors have rank 1 and project onto a stabiliser state. There are in total $d(d+1)$ stabiliser states $|\phi_{i,a}\rangle$ which form a complete set of mutually unbiased bases, in particular for any $a = 1, \ldots, d + 1$ the set $\{|\phi_{i,a}\rangle\}$ is an orthonormal basis. By Lemma 13 we can assume that every projector $|\phi_{i,a}\rangle\langle\phi_{i,a}|$ only occurs at most once in $E$. Thus, grouping the projectors by their basis, we can write the CSP channel $E$ as

$$E = d \sum_{a=1}^{d+1} \sum_{i=1}^d \lambda_{i,a} U_{i,a} |\phi_{i,a}\rangle\langle\phi_{i,a}| \cdot |\phi_{i,a}\rangle\langle\phi_{i,a}| U_{i,a}^\dagger.$$  

Since every basis $\{|\phi_{i,a}\rangle\}_i$ is the eigenbasis of a (non-trivial) Pauli operator $w$ and $\text{Tr}(w |\phi_{i,a}\rangle\langle\phi_{i,a}| |\phi_{i,a'}\rangle\langle\phi_{i,a'}|) = 0$ for $a \neq a'$, taking the trace inner product of Eq. (65) multiplied with $w$ implies

$$0 = \sum_{i=1}^d \lambda_{i,a} \omega^i,$$

which forces the $\lambda_{i,a}$ to be either identically zero or independent of $i$. Setting $\hat{\lambda}_a = d^{-1}\lambda_{i,a}$, we thus arrive at a convex combination of $E$ into CSP channels $E_a$:

$$E = \sum_{a=1}^{d+1} \hat{\lambda}_a E_a, \quad E_a := \sum_{i=1}^d U_{i,a} |\phi_{i,a}\rangle\langle\phi_{i,a}| \cdot |\phi_{i,a}\rangle\langle\phi_{i,a}| U_{i,a}^\dagger.$$  

Hence, extremality of $E$ implies that it is of the desired form.

V. ADDITIONAL PROPERTIES OF CSP CHANNELS AND EXAMPLES

In this section, we derive additional properties of completely stabiliser-preserving channels which are not directly used to show the main result of this paper. We characterise CSP channels in terms of certain generalised stabiliser measurements and adaptive Clifford unitaries. This is what we call the polar form and has been used in Sec. IV C as well as in the simulation protocol of Seddon et al. 15. We then use this characterisation to compile a list of examples of CSP channels.

By Lemma 2, completely stabiliser-preserving maps are in bijection with the subset of the bipartite $2n$-qudit stabiliser polytope fulfilling the TP condition. Notably, bipartite stabiliser states have a special structure that can be exploited to bring them into a standard form which we call the polar form. It is given by $|s\rangle = d^{k/2} U P \otimes |\phi^\perp\rangle$ for a Clifford unitary $U \in \text{Cl}_n(d)$ and a stabiliser code projector $P$ of rank $d^{n-k}$. Note that from this form, one can immediately derive
the Schmidt rank of $|s\rangle$ as $\log_d \text{rank}(P) = n - k$. While this fact seems to be folk knowledge in the relevant community and related results can be found in Refs. [30, 33], we have been unable to find an explicit formulation in the literature. A proof of this fact can be found in the PhD thesis of one of the authors [34, Sec. 12.3.2].

**Proposition 1.** The $2n$-qudit state $|s\rangle \in (\mathbb{C}^d)^{\otimes 2n}$ is a stabiliser state if and only if there is a Clifford unitary $U \in \text{Cl}_n(d)$ and a stabiliser code $P \in \text{STAB}(k,n)$ such that $|s\rangle = d^{k/2} UP \otimes \phi^+$. While the projective part in the polar form of a stabiliser state is unique, the unitary part is not. This is because replacing the Clifford unitary by $U \mapsto UV$ where $V$ acts trivially on the code space gives an equivalent presentation of the state. Technically, this means that the unitary part is unique up to the left Clifford stabiliser of the stabiliser code.

Using the polar form, the polytope of CSP maps can be characterised as follows: The $\text{SP}_{2n}(d)$ polytope corresponds under the inverse Choi-Jamiołkowski isomorphism to the polytope which is spanned by channels with a single stabiliser Kraus operator $d^{k/2} U P$. Hence, any CSP map is of the form

$$E = \sum_{i=1}^{r} \lambda_i \frac{d^n}{\text{rank} P_i} U_i P_i \cdot P_i^\dagger,$$

where the $\lambda_i$ form a probability distribution. However, Eq. (69) only defines a valid CSP map $E$ if it is trace-preserving. We can cast the TP condition into an appealing form: $E$ is a CSP map if and only if in addition to Eq. (69), it fulfils

$$1 = E^\dagger(1) = \sum_{i=1}^{r} \frac{d^n \lambda_i}{\text{rank} P_i} P_i.$$

Thus, a sufficient and necessary condition for a convex combination of stabiliser Kraus operators to define a CSP map is that the rescaled projective parts $\tilde{P}_i := (d^{n} \lambda_i / \text{rank} P_i) P_i$ form a POVM. In this context, the CSP channel $E$ in Eq. (69) can be seen as the quantum instrument associated with the stabiliser POVM $\{\tilde{P}_i\}$ combined with the application of Clifford unitaries $U_i$ conditioned on outcome $i$.

A possible solution to Eq. (70) is a syndrome measurement, i.e. the POVM that is defined by the measurement of a set of mutually commuting Pauli operators (cp. example 3 below). Then, the corresponding CSP channel $E$ is a stabiliser operation. However, as stabiliser operations are also allowed to use auxiliary qubits, they can effectively induce more complicated POVMs that fulfil Eq. (70). A priori, it is thus not clear whether CSP channels are different from stabiliser operations (this is, of course, answered by our main theorem [3]). Interestingly, it even seems to be difficult to find solutions to Eq. (70) in terms of admissible stabiliser codes $P_i$ and coefficients $\lambda_i$. In particular, one could think of arranging overlapping codes with the right weights in non-trivial ways such that they yield the identity on Hilbert space. Indeed, an example of a CSP channel defined via overlapping stabiliser codes is the $\Lambda$ channel used for our main argument, see also App. B. Note that given a set of stabiliser codes, it is in principle possible to decide whether there exist coefficients such that Eq. (70) holds by solving a linear system of equations which depends on the structure of code overlaps.

Finally, let us give some examples of CSP maps:

1. **Mixed Clifford channels.** Take $P_i \equiv 1$, then $d^n / \text{rank} P_i = 1$ and Eq. (70) is trivially fulfilled for any convex combination.

2. **Dephasing in a stabiliser basis.** Take a basis of stabiliser states, and let $P_i$ be the rank-one projectors onto the basis. A uniform convex combination $\lambda_i = d^{-n}$ of these fulfils the
TP condition Eq. (70). Such a channel corresponds to a dephasing in the chosen basis, followed by the potential application of conditional Clifford unitaries $U_i$ depending on the basis measurement outcome $i$.

3. **Dephasing in stabiliser codes.** More generally, take an arbitrary stabiliser group $S = \langle g_1, \ldots, g_k \rangle$ and let $P_i$ be all $d^k$ orthogonal stabiliser codes corresponding to different phases of the generators and $\lambda_i = d^{-k}$. This defines a POVM ("syndrome measurement").

4. **Reset channels.** Let $s \in \text{STAB}(n)$ be an arbitrary stabiliser state and consider the channel which replaces every input by $s$, i.e. $R_s : X \mapsto \text{Tr}(X)s$. It is clearly CSP and is a special case of the second example where $|s\rangle$ is completed to a stabiliser basis and the Clifford unitaries are chosen such that all basis elements are mapped to $|s\rangle$.

**VI. SUMMARY AND OPEN QUESTIONS**

In this work, we have studied and compared two classes of free operations in the resource theory of magic state quantum computing, namely completely stabiliser-preserving (CSP) channels and stabiliser operations (SO). Our main result shows that the set of multi-qudit CSP channels is always strictly larger than its subset of stabiliser operations. In the single-qudit case, however, the two classes coincide. Thus, our result is in analogy with the well-known fact from entanglement theory that LOCC operations are contained but not equal to the set of separable quantum channels.

Our proof strategy is simplified by the observation that it is sufficient to show the separation of CSP and SO in a suitable subspace. Having derived restrictions on the form of CSP and SO channels in this subspace, we then give a linear functional which is able to separate the two sets. In particular, we explicitly construct a CSP channel which is the unique maximiser of said functional and thus extremal in CSP.

As an auxiliary result, we restrict the form of Kraus operators of extremal stabiliser operations. In particular, this implies that stabiliser operations can be realised in a finite number of rounds. This is in contrast to entanglement theory, where the analogous LOCC operations become strictly more powerful with the number of rounds.

In our operational definition of SO, we intentionally allow for arbitrary classical control logic. As laid out in Sec. II B this is implicit in the axiomatic definition of CSP and a separation would otherwise be trivial. However, as our proof does not depend on the details of the classical control, the separation still holds if we restrict the latter to efficient classical algorithms. For CSP, this has to be understood in the sense of Sec. V i.e. as efficient classical processing of the outcomes of generalised stabiliser POVMs and control of adaptive Clifford operations.

Some magic monotones, such as the *dyadic negativity* can be connected to classical simulation algorithms [15]. These allow to efficiently simulate a restricted class of CSP channels which is, however, strictly smaller than CSP with efficient classical control. The main reason for this is that it is not clear how to efficiently simulate the generalised stabiliser POVMs introduced in Sec. V. Therefore, additional assumptions on these POVMs are necessary. However, it is plausible that CSP with these restricted POVMs is still strictly larger than SO. Hence, we expect that the algorithm by Seddon et al. [15] allows for simulation beyond the Gottesman-Knill theorem. A thorough analysis of the simulability of CSP channels and comparison with the Gottesman-Knill theorem is left for future work.

Finally, we think that our result will stimulate further research in the resource theory of magic state quantum computing. The axiomatic approach to free operations has the advantage that it is possible to directly apply results from general resource theory and obtain explicit bounds
on e.g. state conversion and distillation rates \([7, 15, 39–41]\). For the case of stabiliser-preserving channels, it is also known that the theory is asymptotically reversible [18]. Here, it would be interesting to investigate which results still hold when the set of free operations is restricted to CSP. Moreover, if “free” shall have an operational meaning, then the question of simulability and the power of classical control will have to be discussed.

Our separation result opens the possibility that tasks like magic state distillation show a gap in the achievable rates between CSP channels and stabiliser operations. Again, this question is motivated from entanglement theory, where a significant separation between separable channels and LOCC operations for e.g. entanglement conversion is known [26].
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Appendix A: Miscellaneous facts on stabiliser states

Here, we state a fact (Proposition 22) on stabiliser bases that seems to be widely known, but for which we could not find a direct reference. It is used in the proof of Lemma 3.

Let $S$ be a stabiliser group on $n$ qudits of size $|S| = d^n$. There is a unique (up to phases) joint eigenbasis $\{ |\alpha_i\rangle \}_i$ of all elements $s$ of $S$. Concretely: The eigenvalue equations

$$\chi_i(s) |\alpha_i\rangle = |\alpha_i\rangle, \quad s \in S$$

establish a one-one correspondence between the set of characters of $S$ and elements of the common eigenvectors. Bases arising this way are called stabiliser bases.

The argument uses basic notions from the description of Pauli operators and stabiliser states in terms of discrete symplectic vector spaces [30]. In particular, two Pauli operators $w(a), w(b)$ for commute if and only if the symplectic inner product

$$[a, b] = \sum_{i=1}^n (a_z)_i (b_x)_i - \sum_{i=1}^n (a_x)_i (b_z)_i$$

is zero (as an element of $\mathbb{F}_d$). A subset $M \subset \mathbb{F}_d^{2n}$ is isotropic if the symplectic inner product vanishes between any two elements of $M$. An isotropic subspace $M$ is maximal if $\dim M = n$.

Witt’s Lemma implies that every isotropic set is contained in a maximal isotropic subspace.

**Lemma 14.** Let $M \subset \mathbb{F}_d^{2n}$ be an isotropic set. There is a stabiliser basis such that all pure states in the linear span of $\{ w(a) \mid a \in M \}$ belong to that basis.

**Proof.** Choose a basis $b_1, \ldots, b_n$ for some maximal isotropic subspace containing $M$. Then the operators $w(b_1), \ldots, w(b_n)$ generate a stabiliser group $S$ of size $d^n$. Their unique common eigenbasis is a stabiliser basis. By construction, any pure state $|\psi\rangle$ contained in the span of $\{ w(a) \mid a \in M \}$ commutes with the elements in $S$ and is thus a joint eigenvector of all elements in $S$, which implies that $|\psi\rangle$ belongs to the stabiliser basis of $S$. \qed

**Proposition 2.** Let $|\psi\rangle \in (\mathbb{C}^d)^{\otimes n_1} \otimes (\mathbb{C}^d)^{\otimes n_2}$ be a bi-partite stabiliser state. Let $\{ |\alpha_1\rangle, \ldots, |\alpha_{d^{n_1}}\rangle \}$ be a stabiliser basis on the first subsystem. Then there is a stabiliser basis on the second subsystem such that each of the the partial contractions

$$|\beta_i\rangle = (|\alpha_i\rangle \otimes 1)|\psi\rangle \in (\mathbb{C}^d)^{\otimes n_2}$$

is proportional to some element of this basis (with a proportionality constant of 0 being allowed).

**Proof.** Let $S$ be the stabiliser group of $|\alpha_1\rangle$. There exists an isotropic subspace $\hat{S} \subset \mathbb{F}_d^{2n_1}$ and a function $f_S: \hat{S} \rightarrow \mathbb{C}$ such that

$$S = \{ f_S(\hat{s}) w(\hat{s}) \mid \hat{s} \in \hat{S} \}.$$

Let $\chi_i$ be the character associated with $|\alpha_i\rangle$ as in [A1]. Analogously, write the stabiliser group of $|\psi\rangle$ as

$$T = \{ f_T(\hat{t}) w(\hat{t}) \mid \hat{t} \in \hat{T} \}$$

for a suitable isotropic subspace $\hat{T} \subset \mathbb{F}_d^{2(n_1+n_2)}$ and phase function $f_T: \hat{T} \rightarrow \mathbb{C}$. Let

$$\hat{U} = \{ \hat{t}_2 \in \mathbb{F}_d^{2n_2} \mid \exists \hat{s} \in \hat{S}, \hat{s} \oplus \hat{t}_2 \in \hat{T} \}.$$
The fact that $\hat{S}$ and $\hat{T}$ are isotropic implies that the same is true for $\hat{U}$.

Using Eq. 10, we obtain
\[
|\beta_i\rangle \langle \beta_i| = (|\alpha_i\rangle \otimes \text{Id}) |\psi\rangle \langle |\alpha_i\rangle \otimes \text{Id})
\]
\[
\propto \sum_{s \in S, t \in T} \chi_i(s) \text{Tr}_1((s \otimes \text{Id}) t)
\]
\[
= \sum_{s \in S, l_1 \otimes l_2 \in T} \chi_i(s) f_S(s) f_T(\hat{t}) \text{Tr}(w(\hat{s}) w(\hat{t}_1)) w(\hat{t}_2)
\]
\[
\propto \sum_{l_2 \in U} w(\hat{t}_2) \left( \sum_{s \in S, \hat{s} \otimes \hat{u} \in T} \chi_i(\hat{s}) f_S(\hat{s}) f_T(\hat{s} \otimes \hat{t}_2) \right).
\]

The statement follows by invoking Lemma 14. \qed

Next, we show a property of stabiliser code projectors used in the proof of Lemma 10.

**Lemma 15.** Suppose that $P$ is a projector onto a stabiliser code. If $P$ is non-diagonal, then there are $|x\rangle \neq |y\rangle$ such that $P |x\rangle = P |y\rangle \neq 0$.

**Proof.** We can assume that the stabiliser group of $P$ has $l \geq 1$ non-diagonal generators, given as $\omega^{x_j} w(z_j, x_j)$ for $s_j \in F_d$, $z_j, x_j \in F^n_d$, and $x_j \neq 0$. The remaining, diagonal generators are of the form $\omega^{-z \cdot b} Z(z)$ for some $b \in F_d$ and $z$ is an element of a suitable subspace $M$, such that
\[
M \subset L := \{ z \in F_d^n \mid Z(z) w(z_j, x_j) = w(z_j, x_j) Z(z) \Leftrightarrow z \cdot x_j = 0 \ \forall j = 1, \ldots, l \}.
\]
For any $|x\rangle$, its stabilisers are $\omega^{-z \cdot x} Z(z)$ for $z \in \text{im} P = L \oplus L^\perp$. Under the projection $P$, the stabilisers with $z \in L^\perp$ are replaced by the group generated by $\omega^{s_j} w(z_j, x_j)$. For $P |x\rangle$ to be non-zero it is then necessary and sufficient that $z \cdot x = z \cdot b$ for all $z \in M$. We then have $P |x\rangle = P |y\rangle \neq 0$ if moreover $z \cdot x = z \cdot y$ for all $z \in L$. Since this enforces $\dim L = n - l$ constraints on $x$, there are $d^l > 1$ possible solutions. Thus, we can always find at least two distinct states $x \neq y$ such that $P |x\rangle = P |y\rangle \neq 0$, as claimed. \qed

**Appendix B: Properties of the counter-example $\Lambda$**

In this section, we analyse the properties of the $\Lambda$-channel in the case of qubits. Its action on the computational basis is given by
\[
\Lambda(\rho) := \rho_{00} |+\rangle \langle +| + \sum_{x \neq 0} \rho_{xx} |x\rangle \langle x| + \frac{1}{2} \sum_{x \neq y, x \neq 0, y \neq 0} \rho_{xy} |x\rangle \langle y|,
\]
\[
\rho_{xy} := \langle x | \rho | y\rangle. \quad (B1)
\]
From the definition, it is evident that $\Lambda$ is trace-preserving. However, it is not obvious that $\Lambda$ is completely stabiliser-preserving, a fact which is proven by Lem. 12. Here, we give an independent, self-contained proof for the CSP property which also sheds a bit of light on the interpretation of the channel $\Lambda$.

To this end, we claim that $\Lambda$ has a Kraus decomposition given by
\[
\Lambda(\rho) = H^{\otimes n} |0\rangle \langle 0| \rho |0\rangle \langle 0| H^{\otimes n} + \frac{1}{2^n - 1} \sum_{z \in F_2^n \setminus 0} P_z \rho P_z, \quad (B2)
\]

\footnotesize{\textsuperscript{1} A similar analysis can also be done for qudits which is however more evolved.}
where $P_z = (1 - Z(z))/2$ projects onto the stabiliser code given by the span of computational basis states $|x\rangle$ with $x \cdot z \neq 0$. Then, by the polar decomposition, Eq. (B3), of CSP channels discussed in App. V the Kraus decomposition (B2) defines a CSP channel since

$$|0\rangle\langle 0| + \frac{1}{2^n} \sum_{z \in \mathbb{F}_2^n \setminus \{0\}} (1 - Z(z)) = 1 + |0\rangle\langle 0| - \frac{1}{2^n} \sum_{z \in \mathbb{F}_2^n} Z(z) = 1.$$ (B3)

Alternatively, it is also straightforward to compute the Choi state from Eq. (B2). Let us define for any $z \in \mathbb{F}_2^n \setminus \{0\}$ the affine subspace $K_z := \{x \in \mathbb{F}_2^n : z \cdot x = 1\}$ and the 2n-qubit stabiliser state

$$|\psi_z\rangle := 2^{-\frac{n-1}{2}} \sum_{x \in K_z} |xx\rangle.$$ (B4)

Then, the Choi state is

$$\mathcal{J}(\Lambda) = \frac{1}{2^n} \left( |+\rangle\langle +| \otimes |0\rangle\langle 0| + \sum_{z \neq 0} |\psi_z\rangle\langle \psi_z| \right),$$ (B5)

which lies in the stabiliser polytope $SP_{2n}$.

Finally, to prove the Kraus decomposition (B2), we check that it agrees with Eq. (B1) on the computational basis. To this end, let us denote the channel Eq. (B2) as $\Lambda$. Note that $P_z |x\rangle\langle y| P_z$ is zero if and only if $x$ or $y$ is orthogonal to $z$ and $|x\rangle\langle y|$ otherwise. Thus, $\hat{\Lambda}(|0\rangle\langle 0|) = |+\rangle\langle +|$. For any $x \neq 0$, the linear equation $x \cdot z = 1$ has exactly $2^{n-1}$ solutions $z \in \mathbb{F}_2^n$. Since the first term in Eq. (B2) yields 0, we get $\hat{\Lambda}(|x\rangle\langle x|) = |x\rangle\langle x|$ for any $x \neq 0$. Furthermore, adding the condition $y \cdot z = 1$ for any $y \notin \{0, x\}$ will further half the solution space, yielding $2^{n-2}$ vectors which are not orthogonal to both $x$ and $y$. Thus, given two non-zero vectors $x \neq y$, we get $\hat{\Lambda}(|x\rangle\langle y|) = \frac{1}{2} |x\rangle\langle y|$ which then shows that $\hat{\Lambda} = \Lambda$.

A natural question to ask is whether $\Lambda$ can be expressed in terms of more elementary quantum channels. We can write the channel as a composition of the following three operations:

1. Perform a projective measurement with projectors $\{|0^n\rangle\langle 0^n|, 1 - |0^n\rangle\langle 0^n|\}$. This channel sets all off-diagonal terms in the first row and column of $\rho$ to zero, i.e. it block-diagonalises $\rho$ with respect to the entry at position $(0,0)$.
2. Partial dephasing in the computational basis with probability 1/2. This channel reduces the amplitude of the off-diagonal terms by 1/2.
3. Apply a global Hadamard gate on all qubits conditioned on the “0” outcome of the measurement.

Interestingly, all three components are necessary for $\Lambda$ to have the desired properties. If we leave out the second channel, it is possible to show that the composition of 1 and 3 is not stabiliser-preserving for $n \geq 2$, while for $n = 1$ it is simply a stabiliser operation. Moreover, if we leave out channel 2 and 3, then we can rewrite the block-diagonalisation as a uniform convex combination of the identity and the diagonal n-qubit gate $V_n := \text{diag}(-1,1,\ldots,1)$. Note that $V_n = X^{\otimes n} (C^{n-1} Z) X^{\otimes n}$, thus it is in the $n$-th level of the Clifford hierarchy. Hence, for $n \leq 2$, this is a mixed Clifford channel and in particular a stabiliser operation. For $n > 2$, the same technique as before can be used to show that this channel is not CSP. The effect of the dephasing channel is to sufficiently reduce the “magic” of the overall channel. With increasing dephasing strength, it approaches the CSP polytope from the outside and eventually becomes CSP. Figuratively speaking, the Hadamard gate in the last step fine-tunes the direction from which the CSP polytope is being approached, resulting in a channel which is a vertex.

---

2 This can in principle be done by computing the Choi states of the corresponding channels and then finding a hyperplane that separates them from the stabiliser polytope $SP_{2n}$.
Appendix C: Measurements that are not followed by adaptive operations are never extremal

**Lemma 16.** Suppose $E = \sum_i K_i \cdot K_i \in \text{CSP}_n$ is an extremal CSP map with Kraus operators $K_i$. Then $E$ does not contain a set of $d$ Kraus operators that are Pauli measurements of the form $PP_0,...,PP_{d-1}$ for some fixed Pauli projector $P$ and where $P_0,...,P_{d-1}$ are projectors onto the $d$ eigenspaces of some Pauli operator $w(z,x)$.

**Proof.** Let $O$ be the map that is composed of the $d$ Kraus operators $PP_0,...,PP_{d-1}$, i.e.

$$O(\rho) = \sum_{x=0}^{d-1} PP_x \rho P_{x}.$$ 

There is a Clifford $C$ such that $PP_x = C \tilde{P} \otimes |x\rangle\langle x| C^\dagger$ for a projector $\tilde{P}$ acting on the first $n-1$ qudits. Define the operation

$$M(\rho) = \frac{1}{d} \sum_{i=0}^{d-1} (\tilde{P} \otimes C_i) \rho (\tilde{P} \otimes C_i^\dagger).$$

so $O(\rho) = C M(C^\dagger \rho C) C^\dagger$.

Let $s_0,...,s_{d-1}$ be the eigenstates of some Pauli operator $w(z,x)$ for $z,x \in F_2$ and let $C_i = \text{diag}(d s_i) \in \text{Cl}_1$ be the diagonal Clifford unitary with diagonal proportional to $s_i$. We claim that

$$M(\rho) = \frac{1}{d} \sum_{i=0}^{d-1} (\tilde{P} \otimes C_i) \rho (\tilde{P} \otimes C_i^\dagger).$$

It suffices to check the equation for inputs of the form $A \otimes |x\rangle\langle y|$ for $x,y \in F_2$ and a Hermitian matrix $A$ acting on $n-1$ qubits. We have $M(A \otimes |x\rangle\langle y|) = (x|y) \tilde{P} A \tilde{P} \otimes |x\rangle\langle y|$ and for the RHS of (C2)

$$\frac{1}{d} \sum_{i=0}^{d-1} \tilde{P} A \tilde{P} \otimes C_i |x\rangle\langle x| C_i^\dagger = \frac{1}{d} \tilde{P} A \tilde{P} \otimes \sum_{i=0}^{d-1} C_i |x\rangle\langle x| C_i^\dagger = \tilde{P} A \tilde{P} \otimes \sum_{i=0}^{d-1} \overline{s_i(y)} s_i(x) |x\rangle\langle y|$$

$$= \tilde{P} A \tilde{P} \otimes |x\rangle\langle y| \sum_{i=0}^{d-1} s_i(x) s_i(y)$$

$$= (x|y) \tilde{P} A \tilde{P} \otimes |x\rangle\langle y|,$$

where the last equality stems from the fact that

$$\sum_{i=0}^{d-1} s_i(x) s_i(y) = \left(\sum_{i=0}^{d-1} |s_i\rangle\langle s_i|\right)(x,y) = I_d(x,y) = (x|y) |x\rangle\langle y|.$$

Hence,

$$O(\rho) = C M(C \rho C^\dagger) C^\dagger = C M(C^\dagger \rho C) C^\dagger$$

$$= \frac{1}{d} \sum_{i=0}^{d-1} C(\tilde{P} \otimes C_i) C^\dagger \rho C(\tilde{P} \otimes C_i) C^\dagger.$$

If the original channel $E$ decomposes as $E = O + O^c$, then we can write it now as a convex combination of distinct operations

$$E = \frac{1}{d}(E_1 + \cdots + E_{d-1}) \quad \text{with} \quad E_i(\rho) = C(P \otimes C_i) C^\dagger \rho C(P \otimes C_i) C^\dagger + O^c(\rho).$$
The maps $\mathcal{E}_i$ are completely positive and trace-preserving because

\[
\mathcal{E}_i^\dagger(\mathbb{1}_n) = C(\hat{P} \otimes C_i^\dagger)C^\dagger \mathbb{1}_n C(\hat{P} \otimes C_i)C^\dagger + (\mathcal{O}^c)^\dagger(\mathbb{1}_n)
\]

\[
= C(\hat{P} \otimes \mathbb{1}_1)C^\dagger + (\mathcal{O}^c)^\dagger(\mathbb{1}_n)
\]

\[
= \mathcal{O}^\dagger(\mathbb{1}_n) + (\mathcal{O}^c)^\dagger(\mathbb{1}_n)
\]

\[
= \mathcal{E}^\dagger(\mathbb{1}_n)
\]

\[
= \mathbb{1}_n,
\]

where the third equation follows from

\[
\mathcal{O}^\dagger(\mathbb{1}_n) = \sum_{x=0}^{d-1} C(\hat{P} \otimes |x\rangle\langle x|)C^\dagger \mathbb{1}_n C(\hat{P} \otimes |x\rangle\langle x|)C^\dagger
\]

\[
= C \left( \sum_{x=0}^{d-1} \hat{P} \otimes |x\rangle\langle x| \right) C^\dagger
\]

\[
= C(\hat{P} \otimes \mathbb{1}_1)C^\dagger.
\]

This proves that $\mathcal{E}$ cannot be extremal. \qed