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A controlled diffusion/infiltration column experimental activity was carried out with the aim of monitoring the leakage of a salty water plume by time-lapse self-potential (SP) measurements. In particular, three tracer tests with different NaCl concentrations (6.00, 1.00, and 0.25 g L\(^{-1}\)) were performed and all the measured SP signals showed a sharp reduction corresponding to the arrival of saline front with negative electrical potential values (\(-78.99 \pm 3.24 \text{ mV}, -54.52 \pm 2.28 \text{ mV}, \text{ and } -24.12 \pm 1.21 \text{ mV}\)) which decrease with increasing volume of tracer introduced into the column. Then, measured self-potential values were converted into salt concentration ones by the Planck-Henderson equation and sand diffusion (\(D\)) and longitudinal dispersivity (\(\alpha_L\)) values were estimated by modelling the transport equations in the COMSOL Multiphysics environment. Finally, the results show that measured and estimated NaCl concentrations are well correlated.

1. Introduction

One of the most difficult tasks for the hydrogeologist is to characterize solute transport mechanism in heterogeneous aquifers; in fact, flow pathways and velocity and the medium permeability are necessary information to evaluate the possible contamination effect and to design and optimize remediation strategies. Usually, subsoil heterogeneities, linked to rock texture, pore-space geometry, and mineralogy, affect solute transport processes that could display a heterogeneous behaviour and significant spatial-temporal changes of solute concentrations.

As a result of this high variability degree of the involved phenomena, typical measurements, for example, invasive soil and water sampling, are mostly unable to adequately characterize transport properties and processes.

Therefore, in the last year, environmental geophysicists have concentrated their research activity on the development of high resolution geophysical techniques for the study of flow and transport processes. In particular, several works have shown the efficacy of coupling geophysical prospecting and tracer test as a useful device to reconstruct solute transport phenomena in the subsoil [1–4]. In fact, the use of a noninvasive and indirect methodology with a high sampling density, the possibility to acquire data in an automated time-lapse manner, and the ability to modulate the measurement scale by suitable survey strategy make the geophysical methods an important tool for subsurface transport characterization. However, in order to improve the reconstruction of solute transport phenomena in heterogeneous subsoil starting from geophysical imaging techniques, it is necessary to use petrophysical relationships that link geophysical parameters to transport related ones.

The most suited geophysical methods for the transport processes monitoring are techniques sensitive to variations in the subsoil electrical properties. Traditionally, the monitoring of salt plume by geophysical techniques is performed by electrical resistivity tomography (ERT) or ground penetrating radar (GPR) [1–3]; however, also the self-potential (SP) method has been shown to be a suitable tool for monitoring solute transport processes because it is sensitive both to groundwater flow (electrokinetic potential) [5–9] and to electrochemical processes (electrochemical potential) related to gradients of the ionic species chemical potential and redox potential (\(E_{\text{H}}\)) in the pore water [10–23]. The most recent efforts have been those to estimate hydrological properties, starting from electrical potential values measured, using coupling equations linked by coupling coefficients.
that describe the groundwater flow and the self-potential phenomena [3, 13, 14, 24–30]. One of the approaches consists in converting the measured electrical potential into solute concentration using hydrogeophysical relations [31], and then the estimated solute concentrations, combined with direct hydrologic observations, are used to condition an inversion procedure for calculating medium parameters such as hydraulic conductivity and longitudinal dispersivity. In particular, Maineult et al. [13, 14, 29] estimated NaCl plume concentration in sandbox-controlled experiments from SP measurement, while Revil and Jardani [30] assessed, using a stochastic approach, the hydraulic conductivity and dispersivity values of a fine sand using time-lapse self-potential measurements. Moreover, Ikard et al. [32] localized preferential fluid flow pathways in a porous medium by measuring time-lapse electrical potential values during a salt tracer injection in a sandbox experiment. In order to replicate the time-lapse self-potential distribution measured, they performed a synthetic case study and, with a finite element model by COMSOL Multiphysics, they determined the porosity and hydraulic conductivity of the medium.

In this work, the self-potential method was applied to trace in real time the front of a leaking salt plume during three pulse input tracer tests at different salt concentration and estimated the diffusion and the dispersivity parameters of the porous material applying a hydrogeophysical inversion approach. A laboratory experiment was performed at the Hydrogeosite Laboratory of IMAA-CNR of Marsico Nuovo (Italy). The main objective of this study was to analyse in time-lapse the contamination phenomenon by self-potential measurements in the presence of simulated constant water flow and evaluate the transport processes occurring in a homogeneous porous medium in saturated conditions. In detail, a sand column was set up performing a controlled diffusion/infiltration experiment in order to monitor the leakage of a salty water plume by time-lapse self-potential measurements. Finally, a finite element inversion model was implemented with COMSOL Multiphysics software, in order to build a numerical model and to have a comparison between experimental measurements and the modelled one. Moreover, inversion approach refines and improves the interpretation of experimental studies by providing system transport parameters assessment.

2. Theoretical Background

The self-potential (SP) method is a passive geoelectrical technique consisting in measuring the electrical potential differences (V) long profiles and/or maps, between two nonpolarisable electrodes driven into the ground, at the surface of the earth, or in boreholes. These voltage differences are linked to electric fields generated by natural sources distributed in the subsoil, produced by various phenomena (hydraulic, chemical, and thermal).

The instrumentation typically used in SP measurement surveys consists of a multimeter, two nonpolarisable electrodes, and electric cables (Figure 1). Currently, there are multichannel systems for SP measurement not only for a better spatial coverage along profiles or maps, but also for a continuous observation during time of the evolution of the related phenomena [34].

In the last years, the objective of SP interpretation became to solve coupled problems characterized by a system of linear equations, in order to obtain information about where and how the natural electrical current sources generate SP signal measured at surface and how big these sources are.

From Poisson’s equation continuity, the general equation for SP signals can be written as follows:

\[ \nabla \cdot (\sigma \nabla \varphi) = \nabla \cdot J_s, \]

where \( \sigma \) is the bulk electrical conductivity, \( \varphi \) is the self-potential, \( J_s \) is the external current density (electrical current source), and the total electric current density is divergence-free [17]. The self-potential source mechanisms were firstly theorized in the framework of Onsager’s equations for coupled flows [5, 35, 36]:

\[ J_s = \sum_i j_i, \]

\[ J_i = -\sum_k L_{ik} \nabla x_k, \]

where \( \nabla x_k \) are external forces (hydraulic, chemical, and thermal gradients) and \( L_{ik} \) are the phenomenological coefficients (coupling coefficients). The self-potential data are therefore a function of the medium electrical resistivity, of the remote thermal, chemical, and hydraulic gradient, and of the coupling coefficient distribution.

Neglecting the thermal contribution, the self-potential source term can be described as the superposition of two components: the so-called electrokinetic and electrochemical potentials.

2.1. Electrokinetic Potential. The electrokinetic potential (or streaming potential) is induced by the motion of electrolytic fluids through porous media. It is generated, in particular, by the flow of the water circulating in the subsoil that, during its path in the interconnected pores, carries with
it electrical charges present at the mineral/water interface, where it generates a triple electric layer [37–39].

The fluid, under a pressure gradient, flows and carries with it a part of the cations, causing a separation of electric charges at the mineral/water interface. Consequently, an electric field, induced along it, develops, whose potential difference is called ζ potential.

In particular, in saturated and isothermal conditions, the current density (I) is linked to the pressure (VP) and the electric potential (VV) gradients by the coupling equation:

\[ J_s = -L_{22} VV - L_{21} VP. \]  \hspace{1cm} (3)

The first term represents Ohm’s law, where the coupling coefficient \( L_{22} \) is the bulk electrical conductivity \( \sigma_f \) (S m\(^{-1}\)), while \( L_{21} \) represents the electrokinetic conductivity coefficient that is usually experimentally obtained by applying a hydraulic gradient and measuring the resulting electric potential (ΔV):

\[ C_{sat} \frac{L_{21}}{\sigma_f} \Delta P = \frac{\xi_e}{\mu_f \sigma_f}, \]  \hspace{1cm} (4)

where \( \mu_f \) is the electrolyte dynamic viscosity (kg m\(^{-1}\) s\(^{-1}\)), \( \varepsilon_f \) is the electrolyte dielectric constant (F m\(^{-1}\)), \( \sigma_f \) is the electrolyte electrical conductivity (S m\(^{-1}\)), and \( \Delta P = \rho_\omega g \Delta h \) is the pressure gradient (Pa) with \( \rho_\omega \), \( g \), and \( \Delta h \) corresponding to fluid density (kg m\(^{-3}\)), gravity acceleration coefficient (m s\(^{-2}\)), and hydraulic head (m), respectively.

Considering the modern approach that tries to interpret SP solving coupled problems characterized by a system of linear equations, \( J_s \) generated by the water flux in the subsoil can be described by [40]:

\[ J_s = Q_v \mu_u, \]  \hspace{1cm} (5)

where \( Q_v \) (C m\(^{-3}\)) is the effective charge per unit pore volume that can be dragged by the flow of the pore water and \( u \) is the Darcy velocity (m s\(^{-1}\)). Equation (5) is valid also under unsaturated conditions, and, in saturated condition, Revil and Leroy [40] related \( Q_v \) to the coupling coefficient \( C_{sat} \) (V Pa\(^{-1}\)) through

\[ Q_v = -\frac{C_{sat} \sigma_f \mu_f}{\rho_\omega g K_0}, \]  \hspace{1cm} (6)

where \( K_0 \) is the hydraulic conductivity (m s\(^{-1}\)). Laboratory measurements suggest that \( C_{sat} \) is mainly dependent by the pore water electrical conductivity \( \sigma_f \) [41]; moreover, Jardani et al. [42] showed that \( Q_v \) increases with decreasing hydraulic conductivity.

2.2. Electrochemical Potential. The electrochemical potential was used primarily in the mining exploration because the greatest anomalies of self-potential are generated in correspondence with bodies of pyrite, graphite, or other metallic-conductor minerals [43].

Electrochemical sources can be produced by several phenomena. The common ones are the diffusion of ions dissolved in water and the presence of a redox potential. In the last case, the current source \( I_s \) can be generated by the contaminant biodegradation through microbiologically mediated redox reactions and can be described by the following equation [23]:

\[ J_s = -\sigma_e \nabla E_{H^+}. \]  \hspace{1cm} (7)

where \( \sigma_e \) is the electrical conductivity of an electronically conducting body and \( E_{H^+} \) is the redox potential. This phenomenon is equivalent to the corrosion of two metals in a short-circuited energy-producing cell described by Bockris and Reddy [44]. For this reason, this kind of self-potential source has been defined as “biogeobattery” [23, 45–47].

The absence of strong SP anomalies may be due to the lack of an electron conductor (\( \sigma_e \) in (7)). In this case, the SP signals are explained as diffusion potential [21].

The diffusion potential is another common electrochemical source mechanism caused by the presence of a gradient of the ionic species chemical potential in groundwater. It is described by the following equation:

\[ J_s = -k_b T \sum_{i=1}^n n_i \sigma_{i\omega} \nabla \ln \left[C_i\right], \]  \hspace{1cm} (8)

where \( k_b \) is the Boltzmann constant, \( T \) is the absolute temperature (K), \( n_i \) is the Hitotrof transport number of a species \( i \) dissolved in water, \( q_i \) is the charge of the species \( i \), and \( C_i \) is the concentration of ions (g L\(^{-1}\)).

The diffusion potential is also called junction potential when an electrical double layer of positive and negative charges is created at the junction of two solutions at different concentration. The more concentrated solution will tend to spread into the less concentrated one, developing a potential difference at the point of connection, due to the ionic transfer. The electrical potential anomaly generated depends on the relative speeds of the ions.

Assume the case of a saturated porous medium where a very small amount of NaCl solution behaving as a tracer is injected. Ideally, it is possible to neglect the variation of the electrokinetic potential due to the introduction of the NaCl solution, while the junction potential (\( \phi \)) can be calculated by integrating (8). Therefore, according to Revil [31], Mainueit et al. [13, 14], and Martinez-Pagan et al. [3], the measured electrical potential differences (\( \Delta \phi, V \)) inside a moving saline front depend on (Planck-Henderson equation)

\[ \Delta \phi = -n_i K_b T \left(2t^+ - 1\right) \frac{VC}{C} = n^\alpha C^*, \]  \hspace{1cm} (9)

where \( n \) is the porosity, \( e \) is the elementary charge of the electron (\( e = 1.602 \times 10^{-19} \) C), \( C \) (g L\(^{-1}\)) represent the solution concentration, and \( C^* \) is called junction coupling coefficient that, for a NaCl tracer, is around 5.15 \times 10^{-2} \ V [30].

As suggested by Bol`eve et al. [48] and Crespy et al. [49], (8) and (9) are valid in porous media only for small Dukhin numbers (i.e., the ratio between the surface conductivity of the grains and the pore water electrical conductivity).
The junction potential term can be obtained by integrating (9):

$$\varphi = -\frac{\varphi_0}{\ln(n\alpha^* + 1)} \ln \left( \frac{C_0 + n\alpha^* C}{C_0 (1 + n\alpha^*)} \right).$$

(10)

Therefore, (10) allows us to estimate, starting from electrical potential measurements, the salt solution breakthrough curve at each point, where the junction potential is measured during the experiment:

$$C = -\frac{C_0}{n\alpha^*} \left[ (n\alpha^* + 1)^{(\varphi - \varphi_0)/\varphi_0 - 1} \right].$$

(11)

Considering one-dimensional flow and transport, the analytical solution of the breakthrough curve is [50] as follows:

$$\frac{C(x,t)}{C_0} = \frac{1}{2} \operatorname{erfc} \left[ \frac{x - (u/n_c) t}{2\sqrt{D_t/n_c}} \right] + \exp \left( \frac{ux}{D} \right) \operatorname{erfc} \left[ \frac{x + (u/n_c) t}{2\sqrt{D_t/n_c}} \right],$$

(12)

where $u$ is Darcy’s velocity (m s$^{-1}$), $n_c$ is the kinematic porosity (dimensionless), and $D$ is the dispersion (m$^2$ s$^{-1}$). In conclusion, (12) allows us to estimate the medium diffusion ($D$) and dispersivity values ($\alpha_L$).

### 3. Materials and Methods

#### 3.1. Sand Column Experimental Setup

The aim of this experiment was to use SP method for locating the front of a leaking salt plume during a tracer test experiment and estimating the dispersivity parameters of a porous material. The experimental setup is shown in Figure 2. The experiment was performed in a 1 m high Plexiglas column with a radius of about 6 cm. The column is open at the top and close at the bottom where a little hole was done to allow the water outflow. The water level in the column can be controlled by a hydraulic circuit consisting of two tanks connected to the column. This system is also used to keep the recharge rate constant.

The column was partially filled with well-sorted silica sand, saturated by tap water, for a total height of 0.50 m. This sand has been already used in previous hydrogeophysical experiments at the laboratory [51–53] and is characterized by mostly spherical grains, with a diameter ranging from 0.063 to 0.125, a porosity $n = 0.49$, an ortotropy $\tau = 0.79$, and a hydraulic conductivity of $5.26 \times 10^{-6}$ m s$^{-1}$. Moreover, the sand is characterized by an electrical resistivity value of 50 $\Omega$m (in tap water saturated conditions) and a formation factor $F$ of about 2.62.

The first step was to fix nine flat nonpolarising Ag-AgCl electrodes of 1 mm diameter (FIAB) along one column side with a spacing of 5 cm. These electrodes used for medical applications (electrocardiogram) have very high performance in terms of noise and voltages offset. Moreover, a reference electrode was put in the first recharge tank, in direct contact with freshwater, and always kept outside the salt plume.

In order to monitor SP signal during the infiltration experiment, all the electrodes were connected to a multichannel voltmeter (2700/EDMM, Keithley Instruments Inc.) and a PC, to collect and visualise the electrical potential differences between column electrodes and the reference one in real time. For the entire experiment, the sand into column was kept saturated; in particular, a hydraulic head of about 0.70 m was set in order to establish a one-dimensional steady-state flow in the sand ($Q = 0.35$ L.h$^{-1}$). In this way, about 2 litres of...
3.2. Tracer Test Monitoring by SP. One day after steady-state flow was created, a salt solution of tap water and NaCl was injected at the top of the sand; in this way, the salt water began to migrate in the column by advection and diffusion. Three experimental phases were performed with a diminishing amount of salt concentration by injecting small volumes of salt solution into the system in order to make steady-state flow disturbances negligible. During the three experiments, the SP signals and the solution concentration were monitored every 1 and 15 minutes, respectively. The water electrical conductivity was measured both in the column and in a small box at the column end (output box) where the spreading solutions were collected (Figure 3).

The experiments lasted about 40 hours which was a time long enough to observe the return of normal conditions of water electrical conductivity in the output box.

The first experimental phase consisted in the monitoring by self-potential measurements of the saline front movement after the injection of 6.00 g L\(^{-1}\) NaCl solution at the top of the column. When this salt solution was injected up to the sand body, the water was mixed to the tap water in order to ensure a homogeneous input concentration. These actions required less than 15 seconds; therefore, we can approximate the solution injection as a pulse. Few minutes after the injection, the electrical conductivity of water suddenly increased from 312 to 1455 \(\mu\)S cm\(^{-1}\) (normalized at 20\(^\circ\) C) and then quickly reduced its values as the effect of the migration of salt solution and the inflow of tap water from the recharge tanks.

The second experimental phase consisted in the monitoring by SP of the saline front movement after the injection of 1.00 g L\(^{-1}\) NaCl solution. In this case, when this salt solution was injected, the electrical conductivity of water increased from 295 to 458 \(\mu\)S cm\(^{-1}\) (normalized at 20\(^\circ\) C).

Finally, the third experimental phase consisted in monitoring by SP the saline front movement after the injection of 0.25 g L\(^{-1}\) NaCl solution. In this last experimental phase, after the salt solution injection, the electrical conductivity of water recorded a small variation from 308 to 343 \(\mu\)S cm\(^{-1}\) (normalized at 20\(^\circ\) C). Converting water electrical conductivity into solution concentration, it was possible to monitor the input salt concentrations evolution at the top of the column during the three experiments (Figure 4).
4. Results and Discussion

Figure 5 shows the SP values, acquired during the tracer test, at different salt solution concentration, while Figure 6 shows the comparison between SP values measured at different salt solution concentration (blue = 6.00 g L\(^{-1}\), green = 1.00 g L\(^{-1}\), and violet = 0.25 g L\(^{-1}\)), at three different positions of the column. SP data have been corrected taking into account SP signals measured during the characterization experimental phase.

In particular, analysing SP measured values, it is possible to observe that (1) all electrodes measured a sharp reduction of the SP signal, in correspondence with the saline front passage; (2) this phenomenon is more rapid with the diminishing concentration of injected solution; and (3) the absolute values of SP anomaly increase with increasing amount of NaCl solution added to the system, where the greater negative measured SP anomalies were about −78.99 ± 3.24 mV for the salt concentration of 6.00 g L\(^{-1}\), −54.52 ± 2.28 mV for the salt concentration of 1.00 g L\(^{-1}\), and −24.12 ± 1.21 for the salt concentration of 0.25 g L\(^{-1}\). During the last experimental phase, the electrode SP8 measured very low SP values (−5 mV) with a great noise level; therefore, it is not considered in the following discussions.

Moreover, analysing the response of SP electrodes, it is possible to see that, in all experimental phases, the SP3 electrode reacts to the salt passage with some delay; therefore, also in this case SP3 was not considered.

The salt front took about 21 min to reach the first electrodes (SP9). The average travel time of the salt front at each electrode resulted to be 39.22, 32.33, and 29.67 min with an error of ±1.27 min, for salt concentrations of 6.00, 1.00, and 0.25 g L\(^{-1}\), respectively.

| Parameters                      | Values                        |
|---------------------------------|-------------------------------|
| Hydraulic permeability \(K\)    | \(5.26 \times 10^{-6}\) (m s\(^{-1}\)) |
| Porosity \(\theta\)             | 0.49 (dimensionless)          |
| Dispersivity                    | \(10^{-3}\) (m)               |
| Diffusion coefficient           | \(1 \times 9 \times 10^{-3}\) (m\(^2\) s\(^{-1}\)) |
| Tortuosity factor               | 0.79 (dimensionless)          |

For a one-dimensional flow configuration, the salt front average velocity at each electrode can be calculated, for the different salt concentration, knowing the average travel time. The average flow velocities were estimated to be 1.3, 1.5, and 1.7 mm min\(^{-1}\) with an error of ±0.2 mm min\(^{-1}\), for the 6.00, 1.00, and 0.25 g L\(^{-1}\) concentrations, respectively.

4.1. SP Modelling. In order to estimate sand dispersivity parameters and determine the flow pathway of the salt solution and its concentration changes inside the column, a hydrogeophysical inversion approach has been used. In particular, self-potential measurements were transformed in salt concentration values using (11) and then concentration values were optimized to obtain transport parameters (see (12)). Figure 7 shows concentration curves obtained from SP data at different time instants and heights in the column.

Both the forward finite element model and the inversion were performed with COMSOL Multiphysics 4.3b, a multiphysics software tool for the solution of partial differential equations (PDEs), which is based on the finite element method. Physical properties used in the starting forward model are assumed to be constant throughout the entire solution domain and are summarized in Table 1.

The sand column is fully saturated and a water flux was created. The system physical conditions allowed us to use the module Fluid Flow → Porous Media and Saturated Flow → Darcy’s Law → Stationary conditions to estimate Darcy’s velocity field that was characterized by \(u = v_x = 0\), \(v = v_y = 0\), and \(w = v_z \neq 0\).

Because the salt solution travels through the column according to the advection-dispersion equation, the Fluid Flow module was coupled to the module Chemical Species Transport → Solute transport → Time depending conditions. Moreover, in order to perform the optimization of transport parameters the Optimization module has been further added to the simulation. The entire 3D domain was discretized in 1247 domain tetrahedral elements.

In the case of a pulse tracer injection from the top, the boundary condition at the top of the column \((x = 0.5\ m)\) is that, (1) for \(t = 0\ s\), the concentration \(C\) is null \((C_0 = 0)\), and the hydraulic head is \(H = 0.70\ m\), while (2) at the time \(t\), \(H\) remains constant due to the low concentrations of solute introduced.

Moreover, considering the salt solution small amount injected, it is possible to neglect the effect of salt concentration upon dynamic viscosity and mass density of the pore water.
On the contrary, the boundary condition at the bottom of the column (x = 0 m) is atmosphere/gauge for the Fluid Flow module and outflow for the Solute transport one. Finally, the sides boundaries are characterized by no flow and no flux conditions.

The input parameters for the Optimization module are constituted by salt breakthrough curves inside the column during all the experiments estimated starting from measured SP measurements (Figure 7). On the contrary, the terms $D$ and $\alpha_L$ (diffusion and dispersion) represent the parameters to optimize because they mostly influence the variation of the saline concentrations in the investigated medium. The dispersion tensor is constituted by the linear terms $\alpha_x = \alpha x L$; $\alpha_y = \alpha y L/10$; and $\alpha_z = \alpha z L/10$. In particular, the nonlinear last square Nelder-Mead optimization method was chosen.

Figure 8 shows the results of the inversion obtained by COMSOL Multiphysics of the saline trace test in the column (input salt concentration of $6.00 \text{ g L}^{-1}$), where the solution concentration inside the sand body reaches the maximum values just after the injection and then decreases during time. The values of $D$ and $\alpha_L$, determined for all three experiments, are shown in Table 2. The diffusion and longitudinal dispersivity values estimated are comparable with fine sands typical ones measured in laboratory [13, 30].

For each experiment, Figure 9 shows a comparison between the NaCl concentrations calculated by (11), starting from the electrical potential differences measured by SP electrodes, and those modelled by the COMSOL Multiphysics inverse procedure. These results confirm the validity of the model, showing a good agreement between the modelled and observed NaCl concentrations.

5. Conclusions

At the Hydrogeosite Laboratory of CNR-IMAA, a controlled diffusion/infiltration sand column experimental activity was
carried out with the aim of monitoring the leakage of a plume of salty water using time-lapse self-potential measurements.

In particular, three pulse input tracer tests were monitored by SP and the diffusion and the dispersivity parameters of the porous material were estimated applying a hydrogeophysical inversion approach.

The salt plume movement inside the column generated clear negative self-potential anomalies; in fact, all electrodes showed a sharp reduction in the measured SP signal, in correspondence with the saline front passage. In particular, this phenomenon is more rapid with the diminishing concentration of injected solution, while the absolute values of SP anomaly increase with increasing NaCl solution added to the system.

These measured self-potential anomalies were produced by the combination of the streaming potential, due to the pore water flow, and the diffusion potential linked to the ions chemical potential gradients in groundwater. Moreover, due to the low concentrations of solute introduced into the system, we assumed that the electrokinetic effect linked to the injection of the NaCl solution was negligible.

Self-potential measurements have been used to obtain diffusion ($D$, m$^2$ s$^{-1}$) and longitudinal dispersivity ($\alpha_L$, m)

### Table 2: Values of diffusion and longitudinal dispersivity calculated using self-potential signals registered at each electrode along the column using a hydrogeophysical inversion approach.

| Tracer test (kg m$^{-3}$) | $D$ (m$^2$ s$^{-1}$) | $\alpha_L$ (m) | $R^2$ |
|--------------------------|---------------------|----------------|-------|
| 6.00                     | $1e - 8.95$         | 0.00186        | 0.986 |
| 0.95                     | $1e - 8.95$         | 0.00128        | 0.985 |
| 0.26                     | $1e - 9.03$         | 0.00014        | 0.984 |

Figure 6: Comparison between SP values measured at different salt solution concentration (blue = 6.00 g L$^{-1}$, green = 1.00 g L$^{-1}$, and violet = 0.25 g L$^{-1}$), at three different positions of the column. The red lines indicate the arrival time of the saline front at the electrodes.
This paper shows the capability of self-potential as a cheap tool to detect contaminants at very low concentrations. Moreover, the use of the SP data allows us to define and optimize the physical parameters of the model that simulates the distribution of the contaminant in the simulated aquifer.
More field work of this nature is necessary to validate the usefulness of self-potential in real heterogeneous conditions with limited hydrological data.
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