Spectroscopic study of ion temperature in minimum-B ECRIS plasma
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Abstract

Experimentally determined ion temperatures of different charge states and elements in minimum-B confined electron cyclotron resonance ion source (ECRIS) plasma are reported. It is demonstrated with optical emission spectroscopy, complemented by the energy spread measurements of the extracted ion beams, that the ion temperature in the JYFL 14 GHz ECRIS is 5–28 eV depending on the plasma species and charge state. The reported ion temperatures are an order of magnitude higher than previously deduced from indirect diagnostics and used in simulations, but agree with those reported for a quadrupole mirror fusion experiment. The diagnostics setup and data interpretation are discussed in detail to demonstrate adequate understanding of the line broadening mechanisms and instrumental effects, which justifies the use of the measured Doppler broadening of the emission lines to derive the corresponding ion temperature. The ion temperatures of the high charge state plasma of the minimum-B ECRIS are compared to those measured from low temperature singly charged microwave and arc discharge plasmas to exclude systematic errors. The ion temperatures in the minimum-B ECRIS plasmas are shown to increase with the charge state and injected microwave power whereas two-frequency heating and plasma instabilities have only a minor effect on them. Possible mechanisms causing the higher-than-expected ion temperatures are hypothesized and assessed based on the reported experimental data. Finally, the implications of the results are discussed, demonstrating the need for further experiments especially with charge breeder ECR ion sources, and experimental data on ion confinement times.
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1. Introduction

Minimum-B electron cyclotron resonance ion sources (ECRIS) are used for the production of highly charged heavy ion beams. In the ECR ion source plasma free electrons are heated as a result of energy transfer from microwave electric field to the electrons in relativistic electron cyclotron resonance at the magnetic field isosurface where $\omega_{ce} = \omega_{RF}$ i.e. when the electron gyrofrequency in the static magnetic field of the ion source equals the frequency of the injected microwave radiation. The resulting electron energy distribution function is non-Maxwellian and is generally treated as three different populations; cold, warm and hot electrons with energies of 10–100 eV, 0.1–10 keV and 10–100 keV, respectively [1]. In order to produce highly charged ions (HCI) it is necessary for the ions to undergo multiple ionizing collisions with electrons. Thus, a long ion confinement time and a sufficient electron density are required for HCI production. The ionization potential increases with the charge state of the ion, which implies that the electron (average)
energy needs to be sufficiently high, up to 1 keV order of magnitude, to reach the desired charge states with mass-to-charge \( M/Q \)-ratio of 3–5 (in atomic mass unit/charge state), used often for nuclear physics experiments. Contrary to the ionization process, charge exchange between the HCI and neutral atom can reduce the charge state. Therefore, low neutral gas pressure is important for HCI production. Unlike the magnetized electrons, ions are considered to be electrostatically confined as their high collisionality prevents magnetic confinement, i.e. the ion–ion collision frequency of high charge state ions exceeds their gyrofrequency. In a widely accepted model, suggested by Pastukhov [2], the ions are electrostatically confined in a potential dip of the plasma potential profile, formed as a consequence of the well-confined hot electron population accumulating to the plasma core of the minimum-B ECRIS where \( B < B_{\text{ECR}} \) [3–5]. In this model the ion confinement (of charge \( q \)) is strongly affected by the depth of the potential dip \( \Delta \phi \) and the ion temperature \( T_i \) as the confinement time \( \tau_{\text{conf}} \propto e^{q\Delta \phi/kT_i} \) [6, 7].

The ion energy distribution function of minimum-B ECRISs and the corresponding ion temperature, have not been thoroughly studied mainly due to the complexity of the required measurement setup. Studying the ion temperature is challenging as invasive diagnostic methods inherently affect the plasma properties. A suitable non-invasive and direct diagnostic method is optical emission spectroscopy (OES). Using OES to characterize ECRIS plasmas and to measure the ion temperature through Doppler broadening requires a setup with a good signal-to-noise ratio (SNR) as the emission lines of high charge state ions are often weak in their intensities. Furthermore, a high resolution is required to resolve the Doppler broadening from instrumental effects and other broadening mechanisms. Studying the ion temperature of ECRIS plasmas is relevant for several reasons. The ion temperature affects their confinement through the ion collisionality (magnetic confinement) and escape rate from the potential dip (electrostatic confinement). Thus, experimentally determined ion temperatures can be used for assessing the validity of different confinement models including those based on the potential dip and ambipolar diffusion [6, 8]. Furthermore, several numerical ECRIS plasma simulations use the ion temperature as an input parameter [9] or utilize assumptions that imply low ion temperature for all charge states [10]. The ion temperature also affects the ion beam quality and transport as it contributes to the emittance of the extracted ion beam [11] whereas in charge breeder ECR ion sources the \( 1^+ \) ion capture depends strongly on the ion temperature [12].

Direct ion temperature measurements on ECRIS plasmas hardly exist. Based on extracted currents of high charge state ions and the power balance of the ECRIS plasma Melin et al [7] argue that the ions are cold compared even to the cold electron population with their temperature ranging from 0.5 to 2.0 eV and being the same for all charge states due to high ion–ion collision frequency. Effective ion temperatures have been measured in [13] indirectly from the extracted beam using a retarding field analyzer, reporting temperatures of 10–30 eV depending on the ion species and increasing with the charge state. In [14] the ion temperature of the Constance-B quadrupole mirror confinement device, which is essentially similar to a minimum-B ECRIS, has been measured with OES. A high resolution spectrometer was used to measure the Doppler broadening of oxygen emission lines in that work. Approximately 20 eV ion temperatures were obtained without ion cyclotron resonance heating (ICRH) and 30–500 eV with the ICRH applied. It was also reported that the temperature of ions escaping from the Constance-B device is substantially higher than those probed by OES, the deviation increasing linearly with the (oxygen) charge state [14, 15].

In this study, a high resolution spectrometer [16] was connected to the JYFL 14 GHz minimum-B ECRIS [17] and the Doppler broadening of a number of emission lines of neutral atoms and ions (He, N, Ne and Ar) was measured in continuous operation mode of the ion source. The results indicate that the temperatures of neutral atoms are in the range of 1–6 eV whereas the temperatures of the ions are in the range of 10–30 eV, depending on the ion charge state. These temperatures are higher than is generally assumed [7] and therefore used in numerical simulations. Hence, this study can be expected to motivate further experiments and to have a high impact on theoretical studies and simulations of ECRIS plasmas. In subsequent sections different optical emission line broadening mechanisms will be discussed to demonstrate that they can be excluded in our case and the characteristics of Doppler broadening can be identified from the observed emission lines. The ion temperatures are determined from the line broadening of different elements and charge states, and compared to the effective ion temperatures measured earlier with the retarding field analyzer. Finally, the implications of the ion temperature on the confinement of high charge state ions is discussed together with possible ion heating mechanisms.

2. Line broadening mechanisms and profiles

Using optical emission line broadening as a diagnostic method requires identifying and resolving the effects of different broadening mechanisms on the line width. Fortunately each broadening mechanism has a specific wavelength dependence as explained hereafter. Furthermore, the magnitude of the broadening effect depends on the type of the transition (upper and lower states), which can be used to identify the broadening mechanism responsible for the experimental observation. The main optical emission line broadening mechanisms are:

- Doppler broadening
- Natural broadening
- Collisional/Pressure broadening
- Stark broadening
- Resonance broadening
- Van der Waals broadening
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• Zeeman broadening
• Broadening due to measurement geometry and plasma drifts
• Instrumental broadening

In the above list, the last two are caused by the measurement setup and geometry whereas the rest are due to fundamental physics as described below.

2.1. Doppler broadening

In plasma individual atoms and ions have a velocity component \( v \) towards or away from the observer, which in the case discussed hereafter is the optical output from the ECRIS plasma chamber. When the atom or ion emits a photon with a frequency of \( f_0 \), the observer detects the radiation at the frequency

\[
f = f_0 \left( 1 \pm \frac{v}{c} \right),
\]

where the + and − signs correspond to an approaching and receding source, respectively. The distribution of individual Doppler shifts of an ensemble of sources can be derived from the corresponding (one-dimensional) distribution of velocities along the line of sight. For convenience it is assumed that the velocity distribution is Maxwellian i.e.

\[
n(v)dv = \frac{m_i}{\sqrt{2\pi k_B T}} \exp\left(\frac{-m_i v^2}{2k_B T}\right)dv,
\]

where \( n(v) \) is the number of particles within the velocity interval \( v + dv \), \( m_i \) is the ion (or neutral atom) mass and \( k_B T \) is their temperature. Substituting the velocity derived from equation (1), we obtain the intensity distribution function of frequencies around the center frequency \( f_0 \)

\[
I(f) = I_0 \exp\left(\frac{-m_i c^2 (f_0 - f)^2}{2k_B T f_0^2}\right).
\]

This distribution has a Gaussian profile and is called the Doppler profile of an emission line. The full width at half maximum (FWHM) of the line broadening is given by

\[
\Delta f = \frac{\Delta \lambda}{\lambda_0} = 2 \sqrt{2 \ln 2} \frac{k_B T}{m_i c^2},
\]

(4)

where \( \frac{k_B T}{\sqrt{m_i \tau}} \) is the standard deviation of the (normal) distribution of frequencies and corresponding wavelengths. Thus, for Doppler broadening of a given ion species \( \Delta \lambda \propto \lambda_0 \). It is worth noting also that \( \Delta \lambda \propto 1/\sqrt{m_i} \) resulting in an isotopic effect of a given emission line. Both of these dependencies can be used for resolving the Doppler broadening (temperature dependent) from other line broadening mechanisms as discussed in section 4. Measuring the Doppler broadening of the emission lines in ECRIS plasmas requires the resolution of the spectrometer to be on the order of picometers as, for example, the thermal Doppler FWHM of 10 eV Ar\(^{1+}\) (441.2556 nm) is approximately 17 pm.

In ECRIS plasmas ions are moving in a complex electromagnetic field and can therefore, depending on the ratio of ion collision and gyrofrequencies, be subjected to bulk motion such as rotation or local plasma drifts, e.g. the \( E \times B \)-drift and gradient-curvature-drift. In addition to Doppler broadening caused by thermal motion, such bulk movement can result to Doppler shift and subsequent broadening of emission lines, which is utilized e.g. for measuring the speed of plasma rotation in centrifugal confinement machines and tokamaks. The observed broadening of the emission lines could therefore depend on the measurement geometry, which needs to be excluded when assessing the ion temperature derived from OES by comparing the Doppler broadening profiles of the emission lines measured from different viewing (solid) angles as reported in section 4.

2.2. Natural broadening

Natural broadening of emission lines follows from the Heisenberg uncertainty principle \( \Delta E \Delta t > h/2 \). The quantum mechanical uncertainty of the energy levels with finite intrinsic lifetimes generates broadening of the corresponding emission lines. The emission line width of a decay with an upper state lifetime of 10 ns, typical for the transitions studied hereafter and listed in tables A1–A4 of the appendix is on the order of \( 10^{-3} \) eV [18], which is small in comparison to the Doppler broadening corresponding to 1 eV thermal spread and cannot be resolved with most high-resolution spectrometers. This broadening mechanism gives rise to a Lorentzian emission line profile.

2.3. Pressure broadening

The pressure broadening can be considered as a superposition of multiple different broadening mechanisms. The broadening is caused by the electromagnetic interaction between the emitter and its neighboring particles. The energy exchange between the interacting particles in collisions of atoms and ions can reduce the effective lifetime of an electronic state and lead to broadening of the emission lines. The line broadening \( \Delta f \) of a transition emitting a photon at the wavelength \( \lambda \) is given by

\[
\Delta f = \frac{\Delta \lambda}{\lambda^2 c} = \frac{1}{2\pi \tau},
\]

(5)

where \( \tau \) is the mean time between collisions. Thus, it follows that the magnitude of collisional broadening due to the presence of an electric force depends on the emission wavelength as \( \Delta \lambda \propto \lambda^2 \) for a given charge state ion (constant \( \tau \)). Contrary to Doppler broadening, pressure broadening leads to Lorentzian emission line profile, which can be used for identifying the broadening mechanism from experimentally determined emission lines. The contribution of the collisional broadening on the observed emission line profile depends strongly on the gas pressure and charged particle density due to the effect of the collision time i.e. \( \Delta \lambda \propto \tau^{-1} \propto n \), where \( n \) is the particle density. In ECRIS plasmas where the ion–ion collision frequency of high charge state ions (dominating collision process) is on the order of \( 10^9 \) Hz as a maximum [7], the intrinsic collisional broadening of e.g. the 488 nm emission line of Ar\(^{1+}\) (studied later) can be estimated to be on the
order of 0.01 pm, which is well below the instrumental broadening of the spectrometer described later.

The exact mechanisms contributing to the pressure broadening can be classified by the nature of the perturbing force [19]. For example, collisions between identical particles can lead to so-called resonance broadening, which is limited to emission lines corresponding to electrical dipole transitions to the ground state [20]. In addition to intrinsic fields due to surrounding charged particles, ions in ECRIS plasma are under the influence of external electric fields e.g. due to sheath potentials and microwave radiation. Atoms and ions with an electric dipole moment experience a splitting of their energy levels under the influence of an electric field. This splitting which can exceed the intrinsic collisional broadening and affect the measured line profile is called the Stark effect. The energy shift $\Delta E$ and subsequent line broadening due to the Stark effect is a superposition of linear and quadratic (to the electric field) terms [21]. The linear Stark effect caused by point-like charge, i.e. under the influence of a neighboring particle, is of the form

$$\Delta E^{(E_0)} = q_e a_0 E_0 S = q_e a_0 S \left( \frac{q}{4\pi \varepsilon_0 r_0} \right),$$

where $q_e a_0 E_0 S$ is the atomic dipole moment of the upper energy level of the electronic transition and $E_0$ is the local electric field [21]. The quadratic Stark effect is of the form

$$\Delta E^{(E_0)} \approx q_e^2 a_0^2 S^2 \frac{r_0^2}{\hbar \omega_{ij}} E_0^2,$$

where $\hbar \omega_{ij}$ is the energy difference between the upper an lower states $i$ and $j$ [21]. The sensitivity of a spectral line to the Stark effect depends strongly on the specific electronic state of the atom or ion. Thus, a comparison of different emission lines’ linewidths of a given emitting particle can be used for assessing the contribution of the Stark effect on the experimentally observed line shape. Experimental results for Stark line widths and shifts can be found from [22], where the Stark broadenings of Ar$^{19}$ transitions measured in this paper (see section 4) are listed. Although the discharge conditions in the ECRIS plasma are different, the data in [22] indicates that Stark broadening would cause a factor of two difference in line broadenings among the specific transitions without a specific dependence on the wavelength whereas the experimentally observed line widths deviate from each other much less, and exhibit a linear dependence on the wavelength as shown later in figure 5. Thus, it is concluded that although there are static and time-varying electric fields in ECRIS plasmas, their contribution to observed line broadening is negligible. Finally, van der Waals broadening occurs when the emitting particle (electronically excited atom) is perturbed by a neutral atom via van der Waals dipolar interactions [21, 23]. Such an effect is often negligible in comparison to other broadening mechanisms under discharge conditions typical to ECRIS.

2.4. Zeeman broadening

The Zeeman effect (broadening) refers to the splitting of spectral lines into several components in the presence of a static magnetic field $B$ and the corresponding broadening of the detected spectral line. The shift $\Delta E$ of the atom/ion energy levels depends on the upper and lower states of the transition as

$$\Delta E_0 = \mu_0 \cdot B = -\mu_B g_l m_l B,$$

where $g_l$ is the Landé $g$-factor, $\mu_B$ is the Bohr magneton and $m_j$ is the projection of the total angular momentum $J = L + S$ of the quantum state. The corresponding change of the emission wavelength $\Delta \lambda$ can be written for small change in energy as

$$\Delta \lambda = -\frac{\chi^2}{\hbar c} \Delta E_0,$$

i.e. the shift (broadening) depends quadratically on the wavelength of the emitted radiation, similar to Stark effect. Zeeman broadenings for helium and argon are reported for example in [24] in magnetic fields of 0.5–1.1 T relevant for ECRIS plasmas. The observed Zeeman broadening for the 587 nm and 811 nm emission lines of He and Ar are 7–16 pm and 18–34 pm, respectively. The emission lines observed in this work are predominantly in the range of 400–500 nm for which the Zeeman broadening can be expected to be $\leq 5$ pm corresponding to emission from the dense core of the ECRIS plasma where $B \leq 0.5$ T.

2.5. Instrumental broadening

In addition to emission line broadening caused by fundamental physics, the experimental setup and apparatus result in instrumental broadening of the observed emission lines. In the experimental setup used in this study, the instrumental broadening has a Gaussian profile. Its wavelength dependence can be calculated and verified with a laser (632 nm HeNe + 532 nm diode-pumped frequency-doubled single-mode laser). The instrumental broadening, which in our setup is comparable to the Doppler broadening, and its wavelength dependence are discussed in detail in section 3.

2.6. Voigt profile

As the line broadening is a superposition of multiple mechanisms yielding both, Gaussian and Lorentzian line shapes, a convolution of the two must be used when analyzing the experimental line profiles. The convolution is called a Voigt profile

$$V(x; \sigma, \gamma) = \int_{-\infty}^{\infty} G(x'; \sigma) L(x - x'; \gamma) dx',$$

in which $x$ is the shift from the line center, $G(x; \sigma)$ describes the Gaussian profile

$$G(x; \sigma) = \frac{e^{-x^2/2\sigma^2}}{\sqrt{2\pi \sigma}},$$

$$L(x; \gamma) = \frac{2}{\pi \gamma} \frac{1}{1 + \frac{x^2}{\gamma^2}}.$$
Figure 1. The plasma chamber of the JYFL 14 GHz ECRIS viewed towards the injection iron plug from the extraction end (left) and the cross section view of the ion source (right). The radial pumping slot(s) (red) and the miniature oven port (blue) used as optical viewports are indicated by arrows.

where $\sigma$ is the standard deviation and $L(x - x'; \gamma)$ the Lorentzian profile

$$L(x; \gamma) = \frac{\gamma}{\pi(x^2 + \gamma^2)},$$ (12)

where $\gamma$ is the half-width at half-maximum (of the line profile). Deconvolution of the Voigt fit allows the Gaussian and Lorentzian contributions to be separated. Each component of the Voigt line profile is a superposition of different broadening mechanisms. For the purpose of this study the Doppler broadening and the instrumental broadening, both giving rise to a Gaussian line profile, have to be separated to obtain the ion temperature. The Doppler broadening $\Delta \lambda_D$ can be separated from the instrumental broadening $\Delta \lambda_I$ with a quadratic deconvolution

$$\Delta \lambda_D = \Delta \lambda_G^2 - \Delta \lambda_I^2,$$ (13)

where $\Delta \lambda_G$ is the Gaussian part of the Voigt deconvolution [25]. Determining the instrumental broadening and excluding the effect of plasma bulk motion (drifts) therefore allows to calculate the ion temperature from the measured line widths.

3. Experimental setup

This study has been conducted with the JYFL 14 GHz ECRIS [17] and a high resolution spectrometer [16]. The magnetic field of the JYFL 14 GHz ECRIS is a superposition of axial and sextupole magnetic fields generated by two solenoid coils and a NdFeB permanent magnet sextupole array, hence enabling the production of HCl in minimum-B configuration. The plasma is sustained by microwave radiation at the frequency of 14.1 GHz. More detailed information about the JYFL 14 GHz ECRIS, depicted in figure 1, can be found in [17].

The spectrometer consists of three main components; the optical interface, i.e. viewport and coupling system, connected to the ECRIS, high-resolution optical monochromator and photomultiplier tube (PMT) connected to a phase-locking data acquisition system. The optical emission spectrum of the plasma can be measured from two different viewports having different line-of-sights; from injection utilizing an opening in the iron plug, used regularly for inserting miniature ovens for metal beam production, and from one of the radial pumping slots, both indicated in figure 1. The radial line-of-sight, which was used for the majority of the experiments described hereafter, offers a cross sectional view through the plasma sheath and the dense plasma core inside the resonance zone. Since the radial port is situated between the magnetic poles (see the pumping slots in figure 1), the emission of the ions escaping the confinement along the magnetic field flux lines intercepting the chamber wall and thus neutralizing is not detected. The line-of-sight from the injection was used to ensure that the geometric effects combined with bulk plasma motion (drift or rotation), do not affect the measured line broadening. The solid angle viewed from the injection also includes the chamber wall. However, as the majority of the upper states of the transitions studied hereafter are not metastable, i.e. their typical lifetimes are on the order of nanoseconds, the contribution of the emission from the plasma chamber wall can be considered negligible also in this case. The effect of the ion dynamics in the collisional pre-sheath on the measured line widths cannot be distinguished from the thermal spread of the ion velocities. The chosen (radial) line-of-sight avoiding the flux intercepting the wall is believed to minimize the pre-sheath effect especially in the case of high charge states found predominantly in the core plasma [9].

The light emitted by the ECRIS plasma is coupled into an optical fiber which is connected to the monochromator through a chopper providing a reference for the lock-in data acquisition. The monochromator is a Fastie-Ebert type device equipped with a rotating diffraction grating. The focal length of the monochromator is approximately 1 m and the groove density of the diffraction grating is 2200 lines mm$^{-1}$. Two different exit slits, with widths of 100 and 10 $\mu$m, were used to verify that the ion temperatures reported hereafter are not affected by systematic errors in estimating the instrumental broadening. The benefit of the wider slit is the increased signal level i.e. better SNR and shorter acquisition time. The instrumental broadening (FWHM) of the setup as a function of the measured wavelength can be calculated from

$$\lambda_{\text{FWHM}}(\text{nm}) = \frac{d\lambda}{dx} \cdot w = \frac{10^6 \cos \beta}{knL} \cdot w,$$ (14)
where d\(\lambda\)/dx is the linear dispersion, \(w\) is width of the exit slit, \(k\) is the diffraction order, \(n\) is the groove density in grooves/mm, \(L\) is the exit arm length in mm and \(\beta\) is the angle of diffraction. Three different lasers providing well-known narrow line widths were used for determining the instrumental FWHM in the wavelength range of 450–650 nm. These included a HeNe laser at 632 nm, diode-pumped frequency-doubled single-mode laser at 532 nm and an argon ion laser at 458, 488 and 514 nm. The measured and calculated instrumental FWHMs are presented in figure 2 where the solid symbols correspond to HeNe and the diode laser and the open symbols to the argon ion laser. As the measured points match the calculated ones very well, it can be assumed that the calculated values can be used for the deconvolution of the Gaussian fit to the emission lines at those wavelengths that are not directly accessible with the above lasers.

The wavelength separated light signal emanating from the monochromator exit slit is directed into a high sensitivity PMT. The PMT is cooled with Peltier elements to achieve better SNR and stabilize the output. The output current from the photomultiplier is fed into a current-to-voltage amplifier (Stanford Research Systems SR570). In the amplifier, the signal is amplified with a gain of 1 \(\mu\)A V\(^{-1}\) and bandpass filtered with a 6 dB/decade high pass filter at 3 kHz and low pass filter at 10 kHz. The signal from the transimpedance amplifier is fed into Stanford Research Systems SR830 lock-in amplifier which is connected to the combined monochromator control and data acquisition system. The data are gathered by averaging 50 (or more) current readings of the PMT at each monochromator grating position scanned across the emission line of interest.

In addition to optical methods the ion temperature of the JYFL 14 GHz ECRIS has been estimated in the past [13] by measuring the energy spread of the \(M/Q\)-analyzed ion beams with a retarding field analyzer [26]. The device can be used for measuring the plasma potential and effective ion temperature of the extracted beam as the energy of the ions of charge \(q\) is due to the source potential (\(V_s\)), plasma potential \(V_p\) and ion temperature i.e. \(E = q(V_s + V_p) + kT_i\). The plasma potential and the effective ion temperature can be determined by measuring the beam current as a function of a decelerating voltage \((V_{dec} = V_s + V_{dc})\) applied into the retarding electrode (mesh) of the analyzer. The adjustable voltage supply \((V_{dc})\) for the mesh floats on the high voltage of the ion source \((V_s)\), which eliminates the possible measurement error due to the source potential and its possible fluctuation. It is emphasized that both, the spatial distribution of the plasma potential combined with collisional diffusion of the ions to the extraction and the ion temperature cause a distribution of energies to be measured. The plasma potential and effective ion temperature are deduced from the shift (plasma potential) and distribution (effective ion temperature) of the differential IV-curves representing the fraction of ions stopped by the retarding potential barrier at given voltage intervals. The effective ion temperatures of different charge states are deduced by applying a Gaussian fit to the measured differential IV-curves i.e. the effective ion temperature corresponds to the energy spread of the ion beams around the plasma potential, which is equal for all charge states [13].

It is emphasized that probing the effective ion temperature of the extracted beams is fundamentally different from measuring the temperature of the ions confined in the ECRIS plasma. This is because the alleged electrostatic confinement of the ions in the potential dip favors losses of hot ions that have enough energy to overcome the potential barrier and form the extracted beam. Thus, it can be expected that the effective temperature of the beam is higher than the temperature of the ions in the plasma which has indeed been observed with the Constanse-B device, where a similar technique was applied to the study the energy distribution of ions escaping the confinement [14, 15]. Furthermore, it needs to be emphasized that the connection between the temperature of the electrostatically confined ion population and the effective temperature of the extracted ion beam determined from the energy spread is not unambiguous. It has been shown by Baalrud et al that ion–ion streaming instabilities, which are present in the plasma-boundary transition region (pre-sheath), can lead to an instability-enhanced collisional friction between the ion species at least in the case of singly charged ions [27]. The friction together with the generalized Bohm criterion determines the flow speed of each ion species as it leaves the plasma effectively slowing down high charge state ions and accelerating low charge states towards a common system sound speed of \(c_s = \sqrt{\frac{\Sigma q_i c_{i,\text{si}}}{\Sigma q_i n_i}}\) instead of their individual, charge-state dependent sound speeds \(c_{s,i} = \sqrt{\frac{q_i c_i}{M_i}}\) [27]. Such effects presumably could obscure the connection between the plasma ion temperature and ion beam energy spread, which is the reason why we refer to the latter as effective temperature in the absence of experimental data on ion–ion streaming instabilities of minimum-B ECR ion sources.
in MHz-range of beam current noise. Nevertheless, it can be argued that the two diagnostics methods should yield ion temperatures that are on the same order of magnitude with each other and also exhibit similar dependencies on the charge state. The results of the OES and retarding field analyzer are compared in the following section. Such a comparison is carried out to give confidence on the reliability of the measured ion temperatures, which are shown to be significantly higher than those reported in the literature \cite{7} and compare our results to those obtained with the Constance-B machine \cite{14, 15}.

4. Experimental results

The experiments were started by establishing that the emission lines measured from the ECRIS plasma are Gaussian (rather than Lorentzian) i.e. the observed line width is due to a superposition of instrumental and Doppler broadenings. This was done by measuring emission lines of both low and high charge states, i.e. $\text{Ar}^{13+}$ and $\text{Ar}^{1+}$ at 487.986 and 441.256 nm, and using different exit slits of the monochromator. The measured emission line profiles are shown in figures 3(a)–(c) together with the corresponding Voigt fits yielding the Gaussian and Lorentzian components of the line broadening.

Figure 3. Measured optical emission lines of (a) $\text{Ar}^{13+}$ and (b) $\text{Ar}^{1+}$ with the 100 $\mu$m monochromator exit slit, and (c) $\text{Ar}^{1+}$ with the 10 $\mu$m slit. The black lines represent experimental data while the red ones are the corresponding Voigt fits. The corresponding Voigt fits with the following Gaussian (G) and Lorentzian (L) FWHMs are also shown: (a) ($45.4 \pm 0.4$ pm (G)/(0.8 $\pm$ 0.5) pm (L), (b) ($39.50 \pm 0.04$) pm (G) and (c) ($25.5 \pm 0.7$) pm (G)/(2.4 $\pm$ 0.1) pm (L). The Lorentzian FWHM for (b) is smaller than 0.1 pm but cannot be determined accurately for numerical reasons.
Gaussian, it could be argued that the instrumental broadening of the spectrometer prohibits detecting the Lorentzian component of the line broadening. In order to demonstrate that the spectrometer is able to measure Lorentzian line profiles reliably, the 427 nm Ar\(^{1+}\) emission line measured from the ECRIS plasma was compared to the 362 nm emission line of a neutral Hg measured from a mercury spectral lamp (Osram Hg/100), which is known to produce Lorentzian line profiles with distinguishable ‘wings’ of the emission line due to pressure broadening. The result of the comparison is shown in figure 4. The difference of the line shapes is apparent, which establishes that the resolution of the spectrometer is adequate for resolving the Gaussian and Lorentzian components of the line broadening. This enables determining the ion temperature through the deconvolution of the broadening mechanisms yielding Gaussian line profiles i.e. subtracting the effect of the wavelength-dependent instrumental broadening (see figure 2).

Before reporting individual ion temperatures or conducting parametric studies, it needs to be established that the deconvoluted line broadening (after the subtraction of the instrumental broadening) is indeed due to the Doppler effect, and that there is no systematic error increasing (or decreasing) the measured ion temperatures. The fact that the line broadening is due to Doppler effect was confirmed with two experiments. First, the line widths of several emission lines of Ar\(^{1+}\) emitted by the ECRIS plasma and covering the wavelength range of 390–620 nm were measured to probe the wavelength dependence of the line broadening. The result is shown in figure 5 where the line widths of different emission lines are plotted first as measured and then after subtracting the wavelength dependent instrumental broadening (also shown) through the described deconvolution process. The error bars of the Doppler broadening in figure 5 as well as in all consecutive plots of line widths and ion temperatures calculated from equation (4) correspond to 95% confidence interval of the FWHM of the fit to the experimental line profile and take into account the error associated to the instrumental broadening. The fit shown in the figure demonstrates that the wavelength dependence of the line broadening after subtracting the wavelength dependent instrumental effect is of the form \(\Delta \lambda \propto \lambda\), characteristic to the Doppler effect. The data implies that the contribution of Stark effects...
and Zeeman effects on the measured line profiles is negligible and highlights the necessity of determining the wavelength dependence of the instrumental broadening.

The mass-dependence of the line broadening was probed by comparing the line widths of \(^{3}\text{He}\) and \(^{4}\text{He}\) isotopes of helium under the same ECR ion source parameters (microwave power, gas pressure and magnetic field) in the range of 400–600 nm. The results are shown in figure 6 showing the experimental ratios and the theoretical prediction (blue line) following the \(\Delta \lambda \propto \frac{1}{m} -\text{dependence of the Doppler broadening. It is evident that the experimental data fits well with the expected behavior thus reasserting the notion that the measured line widths are determined by Doppler broadening and well-understood instrumental broadening, which allows calculating the corresponding ion temperatures from the experimental line profiles.}

The first OES measurement of the ECRIS ion temperature was conducted with argon. Figure 7 shows the \(\text{Ar}^{1+}\) ion temperature determined from multiple optical transitions with two exit slits of the monochromator. All transitions and both slits yield ion temperatures of 13 ± 2 eV, which are significantly higher than those (on the order of ~1 eV) estimated previously in the literature through indirect measurements [7] and used in simulation studies [9, 12]. The ion temperature is essentially the same with both slits resulting to different instrumental broadening, which warrants using the wider slit for the subsequent studies. The benefit of the wider slit is that it makes weaker emission lines accessible and improves the SNR whereas the narrow slit produces smaller error bars.

As the measured ion temperature is controversially high, it is necessary to demonstrate that the spectrometer does not suffer from a systematic error. This was done by comparing the ion temperatures of \(\text{Ar}^{1+}\) from different ion source plasmas, namely the JYFL 14 GHz ECRIS, a single-coil 2.45 GHz microwave driven ion source [28] and a filament-driven arc discharge ion source [29]—the latter two expected to have low ion temperatures due to short ion confinement time and high neutral gas pressure. The result of this experiment is shown in figure 8. The experiment was conducted by keeping the spectrometer operational (to avoid alignment issues) and routing a long optical fiber to different ion sources across the laboratory. The emission lines of all ion sources were found to be Gaussian. The data demonstrates clearly that the argon ions in the microwave and filament discharges, where the electron confinement is poor and the dominating ion species is singly charged argon, the ion temperature is significantly lower (2–4 eV) than in the high-frequency minimum-B ECRIS producing multicharged ions (11–16 eV). The comparison allows estimating that the maximum systematic error is on the order of 1–2 eV which together with the data in figure 7 implies strongly that in the minimum-B ECRIS plasma the ions are hotter by an order of magnitude than previously thought. Furthermore, the result suggests that ion dynamics in the pre-sheath do not artificially inflate the measured ion temperatures of the minimum-B ECRIS as the plasma potential is in the same order of magnitude, i.e. ~10 V, in all aforementioned discharges.

Further assurance of eliminating any possible instrumental effect causing a systematic error in the calculated ion temperatures was sought by measuring the line broadening of a specific emission line of nitrogen utilizing the first and second order diffractions in the monochromator. The 399 nm emission line was chosen as it allows measuring the second order diffraction thanks to its high intensity and wavelength, compatible with the monochromator (second order diffraction at grating position corresponding to 800 nm or less). The instrumental broadening of the second order diffraction is 50% of the first order broadening as indicated by equation (14). Thus, if there was a systematic error affecting the measured line widths, the ion temperatures calculated from different order diffractions would presumably differ from each other. However, the corresponding ion temperatures were found to be consistent with those measured using the first order diffraction, confirming the reliability of the spectrometer’s instrumental broadening measurement.
temperatures differ less than 0.6% from their average, which reasserts the claim that the instrumental effects are well-understood and there are no systematic errors in measuring the linewidths with the described setup.

Figure 9 shows the ion temperatures of different charge states of argon measured with the JYFL 14 GHz ECRIS. Three data series are presented; two measured with OES showing the accessible charge states (with detectable transitions in the wavelength range of the spectrometer) and one obtained earlier with the retarding field analyzer (previously unpublished). The difference between the OES data series is the tune of the ion source. The first series was obtained when the ion source was tuned for the maximum production of Ar\(^{9+}\) beam whereas the second one represents a non-optimized source tune. The following observations can be made: (i) the ion temperature is not the same for all charge states, (ii) the optical data agrees well with the energy analysis of the extracted beams although the effective ion temperature of the extracted ions, measured from the beam energy spread, is higher than the ion temperature in the plasma (similar to Constance-B [14]), and (iii) optimizing the production of Ar\(^{9+}\) results in a drop of the ion temperature of charge states Ar\(^{9+}\) and Ar\(^{10+}\) (observed consistently throughout the experiments).

Figure 10 shows a collection of ion temperature data measured with different elements (argon, neon, nitrogen and helium\(^6\)) and ion source operational parameters, namely the microwave power, neutral gas pressure and magnetic field strength \(B_{\text{inj}}/B_{\text{ex}}/B_{\text{min}}\) (injection, extraction and minimum) ranging from 100 W, \(1 \times 10^{-7}\) mbar and 2.00 T/0.34 T to 650 W, \(1 \times 10^{-6}\) mbar and 2.06 T/0.37 T, respectively. The pressure is monitored with a Penning gauge connected to the radial port of the vessel surrounding the plasma chamber i.e. the given range must be considered only as an indicative measure of the true pressure in the plasma chamber. It was observed with all the elements that the ion temperature is higher than previously thought and it tends to increase with increasing charge state (charge to mass-ratio, \(Q/M\)), which is also contrary to the generally accepted notion of all charge states having equal temperatures [7]. This tendency, however, is strongly affected by the ion source tune with the high charge state ion temperatures typically being reduced when their extracted currents are optimized.

---

\(^{6}\) The emission lines of the hydrogen-like He\(^{+}\) are degenerate and their fine-structure cannot be resolved with the described spectrometer. The corresponding effect on the measured line broadening is unknown, which implies a higher uncertainty of He\(^{+}\) ion temperatures in comparison to other ions and neutrals in figure 10.
Before discussing the implications of the higher-than-expected ion temperatures and possible ion heating mechanisms in ECRIS plasmas we present the temperatures of Ar$^{+}$, Ar$^{9+}$ and Ar$^{13+}$ as a function of total microwave power in single (14 GHz) and double frequency (14 and 11.5 GHz) heating modes.

![Figure 12. The ion temperatures of Ar$^{+}$, Ar$^{9+}$ and Ar$^{13+}$ as a function of total microwave power in single (14 GHz) and double frequency (14 and 11.5 GHz) heating modes.](image)

The implications of this observation are discussed in section 5.

### Table 1. Ion temperatures of Ar$^{+}$, Ar$^{9+}$ and Ar$^{13+}$ measured from the radial and axial viewports under similar ion source operational parameters i.e. 500 W microwave power, 1.5 $\times$ 10$^{-7}$ mbar pressure and magnetic field $B_{\text{min}}/B_{\text{ext}}$ of 2.02 T/0.93 T/0.35 T.

| Charge state $(q)$ | Temperature from radial viewport (eV) | Temperature from axial viewport (eV) |
|-------------------|--------------------------------------|-------------------------------------|
| 1                 | 16.0 ± 0.7 eV                        | 16.1 ± 0.7 eV                       |
| 9                 | 18.4 ± 0.5 eV                        | 19 ± 3 eV                           |
| 13                | 25 ± 1 eV                            | 22 ± 2 eV                           |

The ion temperatures derived from the OES and ion beam energy spread measurements of the JYFL 14 GHz ECRIS are consistent with those obtained earlier with the Constance-B quadrupole machine [14, 15]. Both experiments indicate that the ion temperature in minimum-B ECR devices is significantly higher than previously considered [7]. Although the exact path for the ions to acquire their kinetic energy is unknown, possible ion heating mechanisms can be discussed and assessed based on the experimental data presented above. These include (i) microinstabilities, (ii) conversion of chemical potential to ion kinetic energy (applicable for molecular gas species), (iii) electron–ion collisions (electron drag) combined with long (>10 ms) ion confinement time leading to energy equipartition between the cold electrons and ions, (iv) ion heating through charge exchange collisions and (v) ion heating through electron impact ionization in spatially varying plasma potential (dip). Additionally, the measured ion temperatures allow discussing their implications on the understanding of ECRIS physics.

#### 5.1. Ion heating mechanisms in ECRIS plasmas

(i) The higher-than-expected ion temperatures measured for the Constance-B device were attributed to turbulent heating by electron microinstabilities of kinetic origin [14, 31]. Kinetic instabilities are known to give rise to electric fields expelling hot electrons from the minimum-B confinement and have been detected with the JYFL 14 GHz ECRIS [32]. Such instabilities occur when the anisotropy and hot electron fraction of the electron velocity distribution exceed a certain threshold—a process that can be controlled by adjusting the strength of the ECRIS magnetic field ($B_{\text{min}}/B_{\text{ECR}}$) and to some degree the neutral gas pressure and microwave power.
Most importantly, the instabilities can be suppressed by applying microwave power at a secondary frequency [33]. Thus, the double-frequency experiment discussed in the previous section serves as a test for the hypothesis of the instability-driven ion heating since periodic instabilities were detected with a scintillator detector measuring bursts of bremsstrahlung caused by high energy electrons escaping the confinement in the single frequency heating mode when the ion source was tuned for the production of Ar$^{13+}$ whereas the instabilities were suppressed as the microwave power at the secondary frequency of 11.5 GHz was applied. The ion temperatures being virtually identical in both operation modes indicates that the kinetic instabilities alone cannot explain the anomalous ion temperatures.

(ii) The conversion of chemical potential, namely the molecular binding energy, to ion kinetic energy through dissociation from repulsive molecular states could potentially lead to increased ion temperature as the fragments carry away the typical few eV Franck–Condon energy associated with the process. This should however manifest itself as increased ion temperature in the case of molecular gas species such as nitrogen in comparison to noble gases. Such a trend was not observed in the experiment (see figure 10) and, therefore, it is concluded that molecular dissociation does not dictate the ion temperature in ECRIS plasmas.

(iii) If the ions were to gain energy from the cold electron population, they must spend considerable lengths of time confined within the plasma, owing to the low electron–ion momentum transfer rate. Traditionally, the ion confinement times have been considered to be too short, i.e. on the order of a millisecond, for this heating method to be relevant [7, 8]. Experimental methods, however, place the estimate of the cumulative ion confinement time in the tens of milliseconds [34, 35]—a result recently corroborated by experiments made using the JYFL 14 GHz ECRIS [36]. It is argued in [36], that the confinement times found in the literature are actually measures of the confinement of the escaping ion population. This is because the confinement times are conventionally obtained (see e.g. [8]) from the saturation beam current, which is comprised solely of the unconfined portion of the ion population. The transient method applied in [34–36], on the other hand, probes the entire ion population. In response, the cumulative confinement time, measuring the lifetime of a given particle, from the moment it is injected as neutral to the moment it is extracted at the charge state $q$, is introduced in [36]. It is this long cumulative confinement time which could allow the ion populations to obtain high temperatures via heating by the electron-drag.

The effect of the electron drag on the ion temperature can be determined from the ion energy balance equation [7]

$$\frac{d\left(\frac{2}{3}n_i T_i^q\right)}{dt} = 3 \times \frac{n_i}{2} \left(\frac{T_i - T_{eq}^q}{\tau_{eq}^q} + \sum_q 3 \frac{n_i}{2} \left(\frac{T_i^q - T_{eq}^q}{\tau_{eq}^{q-q}}\right)\right) - 3 \frac{n_i}{2} \frac{T_i^q}{\tau_i^q}$$

(15)

where it is assumed, that the ions of different charge states gain energy in collisions with electrons (first term), transfer it between themselves via ion–ion collisions (second term), and lose it via diffusion or transport processes (third term). The energy transfer between electrons and ions occurs in the timescale $\tau_{eq}^q$, which is determined by the electron–ion energy equipartition rate $\nu_{eq}^q$ according to [7]

$$\frac{1}{\tau_{eq}^q} \sim \nu_{eq}^q \sim \frac{3.2 \times 10^{-9} \ln \Lambda n_i q^2}{T_i^{3/2}} A$$

(16)

The ion–ion collision frequency $\nu_{ii}$ [7] between ions of the same species is used as an approximation of the ion–ion energy equipartition time $\tau_{eq}^{q-q}$ such that

$$\frac{1}{\tau_{eq}^{q-q}} \sim \nu_{ii} \approx 6.8 \times 10^{-8} \ln \Lambda \frac{q^2}{\sqrt{A}} n_i q_{diff}$$

(17)

The ion confinement time $\tau_i^q$ is assumed to be equal to the ion energy confinement time, and assuming electrostatic confinement of ions within a potential dip in the plasma potential profile, it is given by [6]

$$\tau_i^q = \frac{R \sqrt{\pi L}}{v_F} \exp\left(\sqrt{q \Delta \phi / T_i^q}\right)$$

(18)

where $\Delta \phi$ is the depth of the potential dip relative to the peak of the plasma potential, $v_F = \sqrt{2T_i/m}$ the thermal velocity, $R$ the mirror ratio and $L$ the characteristic length of the plasma.

The ion energy balance equation (15) can—in part—explain the observed $Q/M$-dependence of the ion temperatures. The rate of change of the ion temperature depends on the energy exchange rate and ion confinement time as

$$\frac{dT_i^q}{dt} \propto \nu_{eq}^{q-q} - \frac{T_i^q}{\tau_i^q} \propto \frac{q^2}{A} - \frac{T_i^q}{\sqrt{q \Delta \phi / T_i^q}}.$$  

(19)

It can be seen that the rate of ion temperature change increases with longer confinement time and higher electron–ion energy equipartition rate. Both of these factors depend on the ion charge state causing the higher charge states to absorb energy at a greater rate. The temperature gain of an ion population ultimately ceases, when the confinement time and energy exchange rates are in equilibrium, i.e. $dT_i^q/dt = 0$.

Equation (15) defines a system of equations for ions of species $i$ and charge states $q = 1, 2, \ldots, N$, which absorb energy in collisions with the cold electron population. The hot, ECR-heated electron population accounting for the ionization of high charge state ions in the plasma core does not contribute significantly to the ion temperature in the electron-drag model, due to the inefficiency of the energy transfer at high electron temperatures. This system can be numerically solved in the steady state ($d/dt = 0$) to obtain the ion temperatures. In addition, it is assumed here that the ions only interact with their neighboring charge states, i.e. the sum over $q'$ in equation (15) is limited to $q' = (q - 1, q, q + 1)$. This condition was included based on the spatial charge state distribution as obtained through simulations [9], which show that the different charges dwell in different locations within the plasma volume, with high charge states in the plasma core and lower charges in the peripheral plasma. This causes a source of error, because
the ion–ion collision frequency already assumes collisions between all charge states, which is a necessary evil as the ion densities are unknown. Solving the ion temperatures separately for each charge state expands the approach adopted in [7], where all ions were assumed to have the same temperature, to better reflect the experimental observations.

The numerically calculated ion temperatures are plotted in figure 13 as a function of the cold electron temperature assuming a potential dip depth of 1 V (left) and 5 V (right). These potential dip values were chosen to represent a commonly accepted 1 V order-of-magnitude [12] and a value of \( \Delta \phi = kT_e/2 \) [5], yielding 5 V based on the experimental \( \sim 10 \text{ eV} \) ion temperature. It can be seen that the ions may acquire rather high temperatures of \( >10 \text{ eV} \) given a cold electron temperature of \( >20 \text{ eV} \) and a potential dip of a few volts. The ion temperatures are seen to saturate with the (cold) electron temperature, due to the decrease in the effectiveness of the electron–ion heating and the increased ion loss rates as the ions gain energy, which increases their diffusive losses. In the saturation region the numerical solution becomes unstable, which is why the calculations were only performed up to electron temperatures of 20 eV and 30 eV, respectively. The effect of the potential dip depth is evident from the figure; the effectiveness of the electrostatic confinement depends strongly on the value of the potential dip allowing only those ions with sufficient energies to escape, which is reflected in the ion temperature. In other words, as the temperature of a population increases, so does the fraction of ions able to escape. An analysis of the different terms in equation (15) shows, that the high charge states absorb energy from the cold electron population at a higher rate than their energy is depleted via diffusion. This energy is then distributed to the lower charge states—essentially immediately—via ion–ion collisions. It is worth emphasizing that the numerical result in figure 13 implies that the ion temperature increases with the charge state, thus matching the experimental observation, with the high charge states being more sensitive to variations of the cold electron temperature above 10 eV.

(iv) Charge exchange, the process where a positively charged ion captures an electron from the outer shell of a neutral atom i.e. \( A^{q^+} + B \rightarrow A^{(q-1)^+} + B^+ \), can potentially heat the ions in the ECRIS plasma. This is due to the conversion of the (electric) potential energy of the two ions into their kinetic energy as they repel each other after the charge exchange reaction. The maximum kinetic energy acquired by the \( A^{(q-1)^+} \) and \( B^+ \) ions (the species A and B are the same in the following example) can be calculated by interpreting the charge exchange cross section \( \sigma \) as geometrical area \( \sigma = A = \pi R_0^2 \), where \( R_0 \) is
the distance between the two particles where the force binding the outer shell electron to the neutral atom equals the attractive force exerted on it by the positive ion. The resulting charge exchange cross section [37] is of the form

$$
\sigma_{q,q-1} = \pi a_0^2 \left( \frac{J_0}{T} \right)^2 Z_{\text{eff}},
$$

(20)

where $a_0$ is the Bohr radius, $q$ the charge state of the ion, $J_0$ the ionization potential of hydrogen (13.6 eV), $T$ the first ionization potential of the neutral atom and $Z_{\text{eff}}$ the effective atomic number of the ion experienced by the valence electron of the neutral atom ($Z_{\text{eff}} \approx Z$ due to electron cloud screening effect). The cross sections derived from the above equation are in good agreement with experimental results [38, 39]. The conversion of the potential energy into ion kinetic energy can be estimated by calculating the ion energies acquired as they distance from each other. It is assumed here that the electric field $E$ experienced by each ion is of the form

$$
E = E_0 e^{-\frac{r}{\lambda_\text{Debye}}} = \frac{Q}{4\pi\varepsilon_0} e^{-\frac{r}{\lambda_\text{Debye}}},
$$

(21)

where $E_0$ is the electric field of a point charge $Q$ ($Q$ is either $(q - 1)e$ or $e$ where $e$ is the elementary charge) and $\lambda_\text{Debye}$ is the local Debye length of the ECR discharge. As an example table 2 shows numerically integrated energies of $1^+$ and $(q - 1)^+$ Ar ions acquired after a charge exchange reaction. It is assumed that the kinetic energy is acquired when the ions move apart from a distance of $R_0$ to five Debye lengths where the electric field has decreased to less than a percent of the unscreened field of a point charge, and the resulting energy is distributed equally between the ions i.e. both charges are moving apart from each other. The local Debye length of the ECRIS plasma is considered to be determined by the cold, $\sim$10 eV electron population having a density on the order of $10^{11}$–$10^{12}$ cm$^{-3}$, yielding a value of approximately $5 \times 10^{-3}$ m.

The (maximum) kinetic energies listed in table 2 suggest that charge exchange reactions could contribute significantly to ion heating in ECRIS plasmas as the energy acquired by the receding charges is distributed to an ensemble of ions through ion–ion collisions. However, the volumetric rate of this ion heating process depends strongly on the neutral density. The characteristics of the charge exchange induced ion heating are consistent with four experimental observations: (a) the order of magnitude of the acquired energies matches well with the OES data, (b) most importantly charge exchange could explain why $1^+$ ions that do not have time to exchange energy with the electron population are measured to be relatively hot ($\sim$10 eV in the case of argon), (c) high-Z elements for which the charge exchange cross sections are larger have higher temperatures and (d) high charge states that have larger charge exchange cross sections have higher temperatures.

(v) Yet another process that could contribute to ion heating is ionization in the spatially varying electrostatic potential, i.e. inside the potential dip that is believed to confine the ions electrostatically. This heating mechanism can be best explained considering the following simplified example ignoring energy equipartition through collisions. Let us assume that an ion with a charge state $q$ has an (initial) energy of $E_i$ at the bottom of the potential dip. If $E_i$ is not sufficient to overcome the potential barrier, the ion is confined and as it moves in the potential well its kinetic energy $E_k$ varies in the range of $0 \leq E_k \leq E_i = qV_{\text{max}}$ where $V_{\text{max}}$ is the potential at the turning point of the ion i.e. the kinetic energy is converted into potential energy and vice versa depending on the local electric potential. If the ion undergoes ionization, potential energy is converted into kinetic energy now varying in the range of $0 \leq E_k \leq (q + 1)V_{\text{max}}$ in other words ionization can gradually heat the ions but does not explain how they eventually can exit the potential dip. Such a process is analogous to the heating of so-called Yushmanov-trapped ions, which are presumably caught between a magnetic mirror peak and the peak of the plasma potential barrier and gaining energy proportional to their charge state as hypothesized in [14] to explain the deviation between the ion temperatures obtained through OES and end-loss energy analysis. Although the heating through ionization could explain the ion temperature increasing with the charge state, it fails to account for the anomalous temperature of the $1^+$ ions as well as the difference between the elements.

The relative importance of each ion heating mechanism cannot be conclusively assessed based on the existing experimental data. However, the electron drag and charge exchange combined with electrostatic ion confinement are the most likely processes to account for the $\sim$10 eV ion temperature increasing with the ion charge state. The microwave power dependence of the ion temperature (figure 11) implies a connection between the plasma energy content [30], i.e. hot electron density and temperature and the ion temperature, which could be explained by the accumulation of hot electrons [40] affecting the depth of the potential dip. On the other hand the high temperature of the $1^+$ ions would be best explained by charge exchange reactions. The rate of ion heating through charge exchange reactions

### Table 2. Charge exchange cross sections and maximum energies of argon ions acquired through Coulomb repulsion in a charge exchange reaction.

| Charge state ($q$) | Cross section ($10^{-19}$ m$^2$) | Ion kinetic energy (eV) |
|-------------------|----------------------------------|-------------------------|
| 2                 | 0.89                             | 8.6                     |
| 3                 | 1.33                             | 10.5                    |
| 4                 | 1.78                             | 12.1                    |
| 5                 | 2.22                             | 13.5                    |
| 6                 | 2.67                             | 14.8                    |
| 7                 | 3.11                             | 16                      |
| 8                 | 3.56                             | 17.1                    |
| 9                 | 4.00                             | 18.2                    |
| 10                | 4.44                             | 19.1                    |
| 11                | 4.89                             | 20.1                    |
| 12                | 5.33                             | 21                      |
| 13                | 5.78                             | 21.8                    |
| 14                | 6.22                             | 22.6                    |
| 15                | 6.67                             | 23.4                    |
| 16                | 7.11                             | 24.2                    |
| 17                | 7.56                             | 24.9                    |
| 18                | 8.00                             | 25.7                    |
would depend on the neutral density and its spatial variation in the ECRIS plasma affecting the equipartition of the energy gained in single charge exchange reaction. Although the experiments have established that the ion temperatures in ECRIS plasmas are higher than expected and helped to identify possible mechanisms accounting for the discrepancy, it can be concluded that further experiments probing the connection between plasma energy content, cumulative ion confinement time and neutral particle density are required to identify the contribution of each process. The data provided here can be used for designing follow-up experiments.

5.2. Implications of the measured ion temperatures

The higher-than-expected ion temperature has implications on the quality of the ion beams extracted from ECR ion sources as well as the collisionality of the ions in ECRIS plasma, which affects e.g. the capture of the injected 1+ ion beam in charge breeders. The (theoretical) ratio of the transverse normalized-rms-emittances due to ion temperature and (decrease of) the magnetic field at the extraction can be written as [11, 41]

\[ \eta = \frac{\epsilon_{\text{rms}, n}}{\epsilon_{\text{rms}, m}} = \frac{4}{r} \sqrt{\frac{m k T_i}{\pi B q}}, \]

where \( r \) is the radius of the extraction aperture, \( kT_i \) is the ion temperature, \( m \) is the ion mass, \( q \) is the ion charge and \( B \) is the magnetic field at the extraction. This means that the contribution of the ion temperature on the emittance of the extracted beam could be more than three times higher than previously thought as the ion temperature is higher by an order of magnitude i.e. \( \sim 10 \) eV instead of \( \sim 1 \) eV. For the JYFL 14 GHz ECRIS the radius of the extraction aperture and magnetic field at the extraction are 4 mm and 0.9 T, respectively. Hence, for 10 eV Ar\(^{2+}\) ion the above ratio is approximately 0.3 i.e. the contribution of the ion temperature on the transverse emittance could be more than 20% instead of the negligible few percent as previously thought. For high charge states that are shown to be even hotter and are extracted near the source axis from an effective radius smaller than the extraction aperture [42, 43], the contribution of the thermal emittance is even larger.

In addition to having an influence on the quality (emittance and longitudinal energy spread) of the extracted beams, the higher-than-expected ion temperature has implications on the modeling of the 1+ ion capture process of charge breeder ion sources and the interpretation of \( \gamma \) injection diagnostics. It is generally believed that the capture process in ECRIS charge breeders is a consequence of cumulative small-angle scatterings of the incident 1+ ions in ion–ion collisions [44]. The slowing down coefficient [45] of the 1+ ions reaches its maximum when the longitudinal component of the incident ion velocity equals the average velocity of the plasma ions. Experimental and simulation studies [12, 46] of the 1+ ion capture at different injection energies have lead to the conclusion that the ion temperature in the ECRIS plasma is below 1 eV if the capture process is indeed dominated by cumulative ion–ion collisions. Such a notion contradicts the experimental results presented herein, therefore suggesting that electron impact ionization of the injected 1+ enhancing the Coulomb interactions could instead be the primary capture mechanism. The situation calls for measurements of the ion temperature in charge breeder ECR ion sources.
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Appendix

The optical transitions [47] used in this work for determining the Doppler broadening are listed in tables A1–A4.

**Table A1.** List of optical transitions of helium used for determining the ion (neutral) temperatures in the plasma of the JYFL 14 GHz ECRIS.

| Ion species \((q)\) | Wavelength (nm) | Upper state | Lower state |
|-----------------|-----------------|-------------|-------------|
| He\(^{0+}\)     | 414.376         | 1s2d \(^2\)D\(_2\) | 1s2p \(^2\)P\(_1\) |
| He\(^{0+}\)     | 438.793         | 1s5d \(^2\)D\(_2\) | 1s2p \(^2\)P\(_1\) |
| He\(^{0+}\)     | 443.755         | 1s5s \(^2\)S\(_0\) | 1s2p \(^2\)P\(_1\) |
| He\(^{0+}\)     | 492.193         | 1s4d \(^2\)D\(_2\) | 1s2p \(^2\)P\(_1\) |
| He\(^{0+}\)     | 501.568         | 1s3p \(^2\)P\(_0\) | 1s2s \(^2\)S\(_0\) |
| He\(^{0+}\)     | 504.774         | 1s4s \(^2\)S\(_0\) | 1s2p \(^2\)P\(_1\) |
| He\(^{0+}\)     | 587.597         | 1s3d \(^2\)D\(_1\) | 1s2p \(^2\)P\(_0\) |
| He\(^{0+}\)     | 656.185         | 1s3d \(^2\)D\(_1\) | 1s2p \(^2\)P\(_1\) |
| He\(^{+}\)      | 468.570         | 4\(^f\)2\(^F\(_3/2\)\) | 3\(^d\)2\(^D\(_3/2\)\) |
| He\(^{+}\)      | 656.014         | 6\(^f\)2\(^F\(_5/2\)\) | 4\(^d\)2\(^D\(_5/2\)\) |

**Table A2.** List of optical transitions of nitrogen used for determining the ion temperatures in the plasma of the JYFL 14 GHz ECRIS.

| Ion species \((q)\) | Wavelength (nm) | Upper state | Lower state |
|-----------------|-----------------|-------------|-------------|
| N\(^{+1}\)      | 399.500         | 2\(^s\)2\(^p\)3\(^p\) \(^1\)D\(_2\) | 2\(^s\)2\(^p\)2\(^s\) \(^3\)P\(_2\) |
| N\(^{+1}\)      | 463.054         | 2\(^s\)2\(^p\)3\(^p\) \(^1\)P\(_1\) | 2\(^s\)2\(^p\)2\(^s\) \(^3\)P\(_2\) |
| N\(^{+1}\)      | 566.663         | 2\(^s\)2\(^p\)3\(^p\) \(^1\)D\(_2\) | 2\(^s\)2\(^p\)2\(^s\) \(^3\)P\(_2\) |
| N\(^{+1}\)      | 571.077         | 2\(^s\)2\(^p\)3\(^p\) \(^1\)D\(_2\) | 2\(^s\)2\(^p\)2\(^s\) \(^3\)P\(_2\) |
| N\(^{+2}\)      | 336.736         | 2\(^s\)2\(^p\)2\(^p\)3\(^p\) \(^3\)P\(_2\) | 2\(^s\)2\(^p\)2\(^p\)3\(^3\)S\(_3\) |
| N\(^{+2}\)      | 409.736         | 2\(^s\)2\(^p\)2\(^p\)3\(^p\) \(^3\)P\(_2\) | 2\(^s\)2\(^p\)2\(^p\)3\(^3\)S\(_3\) |
| N\(^{+2}\)      | 453.086         | 2\(^s\)2\(^p\)2\(^p\)3\(^p\) \(^3\)D\(_2\) | 2\(^s\)2\(^p\)2\(^p\)3\(^3\)S\(_3\) |
| N\(^{+3}\)      | 347.872         | 1\(^s\)2\(^s\)3\(^p\) \(^3\)P\(_2\) | 1\(^s\)2\(^s\)2\(^p\)3\(^3\)S\(_1\) |
| N\(^{+3}\)      | 348.300         | 1\(^s\)2\(^s\)2\(^p\) \(^3\)P\(_0\) | 1\(^s\)2\(^s\)2\(^p\)3\(^3\)S\(_1\) |
Table A3. List of optical transitions of neon used for determining the ion (neutral) temperatures in the plasma of the JYFL 14 GHz ECRIS.

| Ion species (q) | Wavelength (nm) | Upper state | Lower state |
|-----------------|----------------|-------------|-------------|
| Ne2+            | 534.109        | 2s2p2(3P_y^0)4d 3(1/2) | 2s2p2(3P_y^0)3p 3(1/2) |
| Ne2+            | 607.434        | 2s2p2(3P_y^0)3p 3(1/2) | 2s2p2(3P_y^0)3s 3(3/2) |
| Ne2+            | 609.616        | 2s2p2(3P_y^0)3p 3(3/2) | 2s2p2(3P_y^0)3s 3(3/2) |
| Ne3+            | 331.972        | 2s2p2(1D)_3p 2p_y^0 | 2s2p2(1D)_3s 2D_y^0 |
| Ne3+            | 332.374        | 2s2p2(3P_y^0)3p 2p_y^0 | 2s2p2(3P_y^0)3s 2P_y^0 |
| Ne3+            | 334.440        | 2s2p2(3P_y^0)4d 2D_y^0 | 2s2p2(3P_y^0)3s 2P_y^0 |
| Ne3+            | 334.545        | 2s2p2(1D)_3p 2p_y^0 | 2s2p2(1D)_3s 2D_y^0 |
| Ne3+            | 337.822        | 2s2p2(3P_y^0)3p 2p_y^0 | 2s2p2(3P_y^0)3s 2P_y^0 |
| Ne3+            | 347.952        | 2s2p2(3P_y^0)3p 2p_y^0 | 2s2p2(3P_y^0)3s 2P_y^0 |
| Ne3+            | 356.850        | 2s2p2(1D)_3p 2P_y^0 | 2s2p2(1D)_3s 2D_y^0 |
| Ne3+            | 369.421        | 2s2p2(3P_y^0)3p 2p_y^0 | 2s2p2(3P_y^0)3s 2P_y^0 |
| Ne3+            | 375.378        | 2s2p2(1D)_3p 2P_y^0 | 2s2p2(1D)_3s 2D_y^0 |

Table A4. List of optical transitions of argon used for determining the ion (neutral) temperatures in the plasma of the JYFL 14 GHz ECRIS.

| Ion species (q) | Wavelength (nm) | Upper state | Lower state |
|-----------------|----------------|-------------|-------------|
| Ar2+            | 459.610        | 3s2p3(3P_y^0)5p 3(3/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 750.387        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 397.935        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 405.292        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 413.172        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 427.753        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 430.924        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 438.506        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 442.600        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 447.476        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 448.181        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 454.505        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 457.935        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 460.857        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 465.790        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 472.687        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 473.591        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 476.486        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 480.602        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 484.781        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 487.986        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 496.508        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 514.178        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 514.531        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 611.492        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 333.617        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 334.476        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 348.050        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 351.115        | 3s2p3(3P_y^0)4p 1(1/2) | 3s2p3(3P_y^0)4s 1(1/2) |
| Ar2+            | 553.327        | 2s2p2(3P_y^0)4p 1(1/2) | 2s2p2(3P_y^0)4s 1(1/2) |
| Ar2+            | 691.688        | 2s2p2(3P_y^0)4p 1(1/2) | 2s2p2(3P_y^0)4s 1(1/2) |
| Ar2+            | 441.256        | 2s2p2(3P_y^0)4p 1(1/2) | 2s2p2(3P_y^0)4s 1(1/2) |
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