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In many everyday situations in which a queue is formed, queueing models may play a key role. By using such models, which are idealizations of reality, accurate performance measures can be determined, such as traffic intensity ($\rho$), which is defined as the ratio between the arrival rate and the service rate. An intermediate step in the process includes the statistical estimation of the parameters of the proper model. In this study, we are interested in investigating the finite-sample behavior of some well-known methods for the estimation of $\rho$ for single-server finite Markovian queues or, in Kendall notation, $M/M/1/K$ queues, namely, the maximum likelihood estimator, Bayesian methods, and bootstrap corrections. We performed extensive simulations to verify the quality of the estimators for samples up to 200. The computational results show that accurate estimates in terms of the lowest mean squared errors can be obtained for a broad range of values in the parametric space by using the Jeffreys’ prior. A numerical example is analyzed in detail, the limitations of the results are discussed, and notable topics to be further developed in this research area are presented.

1. Introduction

Queueing models are idealizations of many real systems. However, they enable the accurate determination of performance measures as long as a previous step has been fulfilled; that step is the statistical estimation of its parameters [1, 2]. It is impossible to discuss inference in queues without mentioning the pioneering work of Clarke in the 1950s, who describes maximum likelihood estimators for the arrival rates and service times in simple queues, and the work of Schruben and Kulkarni in the 1980s, who consider the problem of bias in queue estimation. It is also important to mention the Bayesian papers on the subject, including that of Muddapur in the 1970s, who published one of the first results that extended Clark’s methodology, the series of papers from Armero and Bayarri [3, 4], Armero and Conesa [5–8], Choudhury and Borthakur [9], and, more recently, Chowdhury and Mukherjee [10, 11], Cruz et al. [12], and Quinino and Cruz [13]. These are only a few examples of the papers in this important research area.

The purpose of this paper is to evaluate the behavior of a traffic intensity estimator ($\rho$), which is defined as the ratio between the arrival rate ($\lambda$) and the service rate ($\mu$), specifically for single-server finite Markovian queues, which model various real systems [14]. The type of queue researched in this paper is typically seen in many service-oriented settings, where there is a finite queue in front of a server. Think of a gas station, where cars can queue up for a limited amount of space, and the traffic intensity should be not too high, as in this case cars might not join the queue. An alternative example is observed within a supermarket context where customers line up for the check out. Having a good understanding of the traffic intensity is crucial in these situations. Good estimations are needed to properly design...
the system (e.g., to install the gas pump buffer sizes needed) or to properly manage the system (e.g., to set waiting spaces for the store clerks at checkout).

In summary, previous results obtained for infinite Markovian queues are extended here for finite Markovian queues. To reach this goal this paper combines some techniques and approaches from the work of Almeida and Cruz [15] (i.e., Bayesian inference and Monte Carlo simulation for evaluation of estimators under finite samples) with other classical tools (e.g., Gibbs sampling and bootstrapping).

The remainder of the paper is organized as follows. Section 2 details the queue equations and estimators for system. The probability of an number of customers simultaneously allowed in the queueing system at once. Therefore, the likelihood function is

$$ L(\rho, x) = \frac{\rho^x (1 - \rho)}{1 - \rho^K} \times \cdots \times \frac{\rho^x (1 - \rho)}{1 - \rho^{K+1}} $$

$$ = \frac{\rho^y (1 - \rho)^n}{(1 - \rho^{K+1})^n}, $$

where $y = \sum_{i=1}^{n} x_i$. Note that the likelihood is a function of traffic intensity $\rho$ and sample $x$, although only its size, $n$, and its sum, $y$, which is a sufficient statistic for $\rho$, are necessary.

Needless to say that, for the implementation of maximum likelihood estimator (MLE), any bounded optimization algorithm could be used. However for the sake of simplicity, the implementation used in this study was encoded in R [17] and can be seen in Listing 1. For convenience, the logarithm of the likelihood function was considered because it allows products to be turned into sums. Maximizing the log-likelihood is done numerically through an R internal function. However, tests (not shown) were conducted with the original likelihood function; they indicated that the results did not change significantly in terms of accuracy or computational effort.

A nice feature about the MLEs is their invariance to transformations [18] in such a way that if $\bar{\theta}$ is the MLE of $\theta$ and $\alpha = h(\theta)$ is a function of $\theta$, then $\bar{\alpha} = h(\bar{\theta})$ is the MLE of $\alpha$. Thus, the expected number of customers in the system and the average queue length have, respectively, the following MLEs [14]:

$$ \hat{\lambda} = \frac{\hat{\rho}}{1 - \hat{\rho}} \left( \frac{1}{(K + 1)} \right) $$

$$ \hat{L}_q = \frac{\hat{\rho}^1 (K + 1) \hat{\rho}^K}{1 - \hat{\rho}^{K+1}}, $$

in which $\hat{\rho}$ is the MLE for $\rho$.

### 2.2. Bayesian Inference

One of the alternatives for making inferences is the Bayesian method. One of its main differences from the classical method is that Bayesian inference allows the incorporation of some a priori information into the model of the unknown parameters. Unlike the classical method, the Bayesian method considers these parameters random variables, i.e., associates them with probability distributions.
Therefore, the knowledge that the manager has regarding a given unknown parameter can be considered. Two different prior distributions are described as follows. However, other alternatives are possible, such as those proposed in the study by Armero and Bayarri [3]. Lingappaiah [19] also considered a Bayesian approach to this distribution.

2.2.1. Beta Prior. Therefore, the inference process for estimating \( \rho \) starts with (2) and assumes an a priori beta distribution, that is, \( p(\rho) \sim \text{Beta}(a, b) \), which has been successfully used in inference in other Markovian queues [12, 13] and results in the following a posteriori distribution:

\[
p_1(\rho | X) \propto L(\rho, x) \times p(\rho) \propto \rho^x (1 - \rho)^{n} (1 - \rho^{K+1})^n \times \frac{\Gamma(a + b)}{\Gamma(a) \Gamma(b)} (1 - \rho)^{(a-1)(b-1)},
\]

Because the a posteriori distribution of \( \rho \) (5) is not a known distribution, it is necessary to use an approximation method to generate samples from the distribution. The implementation of the Bayesian estimator for beta prior is shown in Listing 2. Note that this is a bounded one-dimensional problem, and numerical integrations could be used as well to find the a posteriori distribution, which should be followed by another numerical integration to compute the estimator. An open research question is whether or not one method could be consistently superior to the other depending on the sample sizes in Gibbs sampling and the precision of the two numerical integrations.

A sample is extracted from the a posteriori distribution by using the function arms (for size 5,000), which is available in R's HI package [20]. The a posteriori distribution was represented by the logarithm of the probability density function (without the normalization constant). Because a quadratic loss function is considered, the Bayes point estimator is simply the average of the sample. Examples of a priori beta distributions are shown in Figure 1.

2.2.2. Jeffreys Prior. Someone might argue that it would be more natural to use a noninformative Jeffreys’ prior distribution, which is defined in terms of the Fisher information given by

\[
I(\rho) = E \left[ -\frac{\partial^2 \log p(X | \rho)}{\partial \rho^2} \right].
\]

Thus, the following prior distribution for \( \rho \) can be obtained:

\[
p(\rho) \propto [I(\rho)]^{1/2}.
\]

Thus, from (1), a \( p(\rho) \) can be found as follows. The logarithm of \( p(X | \rho) \), from (1), is given by

\[
\log p(X | \rho) = X \log \rho + \log (1 - \rho) - \log (1 - \rho^{K+1}),
\]

for \( \rho \neq 1 \).

First and second derivatives are given, respectively, by

\[
\frac{\partial \log p(X | \rho)}{\partial \rho} = \frac{X}{\rho} - \frac{1}{1 - \rho} + \frac{(K + 1) \rho^K}{1 - \rho^{K+1}},
\]
require(Hi)
EleRoMMIK<-function(K, samp) {
    loge.f<-function(rho, K, n, sumxi) {
        logpost<-sumxi*log(rho)+n*log(1-rho)-n*log(1-rho^K+1)
        Irho<-(1/rho^2)*(rho/(1-rho)−(K+1)*rho^K+1/(1−rho^K+1))−1/(1−rho)^2−(K+1)*rho^K−(K−1)+1/(rho^K−rho)^2
        if (((!is.nan(Irho)) && (Irho>0)) {
            logpost<-logpost+0.5*log(Irho)
        }
        return(logpost)
    }
    sSize<−1000
    n<-length(samp)
    sumxi<-sum(samp)
    res<-arms(runif(1), loge.f, function(x, K, n, sumxi)((x>0)*(x<1)), sSize, K, n, sumxi)
    return(mean(res))
}

Listing 3: Bayes estimator for $\rho$ for Jeffreys’ prior.

\[
\frac{\partial^2 \log p(X \mid \rho)}{\partial \rho^2} = - \frac{X}{\rho^2} + \frac{1}{(1 - \rho)^2} + \frac{(K + 1) \left( K \rho^{K-1} + 1 \right)}{(\rho^K - \rho)^2},
\]

in which $0 < \rho < 1$.

Note that, unlike the case shown earlier, (5), the posterior distribution given by (14) is fixed. Indeed, it is not possible to vary Jeffreys’ prior, which assumes a specific form. The implementation of the Bayesian estimator for Jeffreys’ prior is shown in Listing 3. Because the logarithm of the posterior distribution is used, variable $I_{\text{rho}}$, as defined in Listing 3, must be such that $0 < I_{\text{rho}} < \infty$.

2.3. Bootstrap Correction. Among the bias correction methods that are commonly used for estimators, the bootstrap method is widely used [21]. In its nonparametric version, the method consists of making several (usually $B = 1,000$) resamplings $x^*$ with replacement. The parameter of interest is reestimated by some (usually biased) method, $\hat{\Theta}^*$. Then, the average is calculated, $\bar{\hat{\Theta}}$, and the bias is estimated using

\[
\text{bias} = \bar{\hat{\Theta}} - \hat{\Theta},
\]

where $\hat{\Theta}$ is the estimate obtained from the original sample. Then, the following corrected version of the estimator is obtained:

\[
\tilde{\Theta}_B = 2\bar{\hat{\Theta}} - \hat{\Theta}^*.
\]

The procedure is illustrated in Figure 2. The R code [17] for the bootstrap corrected estimator is shown in Listing 4. The parameter $K$ is the maximum number of users simultaneously (in service and waiting) in the $M/M/1/K$ queue. Note that 1,000 bootstrap replicates are used and that the correction occurs as part of the MLE (see Listing 1).
Besides bias correction, the bootstrap method has been used by many researchers in the past with good results in confidence interval building and hypothesis testing [22]. As an example, an empirical bootstrap confidence interval is used in this work as a simple way of interval estimation for \( \rho \).

If the distribution of \( \delta = \hat{\Theta} - \Theta \) was known then the critical values \( \delta_{\alpha/2} \) and \( \delta_{1-\alpha/2} \) could be found, where \( \delta_i \) is its \( i \)th percentile, and then

\[
\Pr \left( \delta_{\alpha/2} \leq \hat{\Theta} - \Theta \leq \delta_{1-\alpha/2} \mid \Theta \right) = (1 - \alpha) \implies (17)
\]

\[
\Pr \left( \Theta - \delta_{\alpha/2} \geq \hat{\Theta} \geq \Theta - \delta_{1-\alpha/2} \mid \Theta \right) = (1 - \alpha) ,
\]

which gives an \( (1 - \alpha)100\% \) confidence interval of

\[
\text{CI}_{\alpha/(1-\alpha)100\%} = \left[ \Theta - \delta_{1-\alpha/2}; \Theta - \delta_{\alpha/2} \right]. \quad (18)
\]

The bootstrap makes it possible to estimate the distribution of \( \delta \) by the distribution of \( \delta^* = \hat{\Theta}^* - \Theta \), where \( \hat{\Theta}^* \) is the estimate obtained from an empirical bootstrap sample as explained earlier.

2.4. Simulation \( M/M/1/K \) of Queues. The number of users present in an \( M/M/1/K \) queue follows the distribution given by (1). To efficiently generate random variables from a discrete distribution several methods are widely used in the literature, including function `sample`, from R [17]. The method used here is the discrete analog of the inverse transformation method, in which it is necessary to generate numbers \( R \sim \text{Unif}(0, 1) \), i.e., from a uniform distribution between 0 and 1, and to know the probabilities of interest, \( P[X = j] = p_j, \forall j \).

Therefore, to simulate a discrete random variable \( X \) with the probability function

\[
P \left[ X = j \right] = p_j, \quad j = 0, 1, \ldots, \sum_{j} p_j = 1, \quad (19)
\]

it is necessary to compute

\[
X = \begin{cases} 
0, & \text{if } R \leq p_0, \\
1, & \text{if } p_0 < R \leq p_0 + p_1,
\end{cases}
\]

\[
\vdots
\]

\[
\begin{cases} 
\vdots, \quad \text{if } \sum_{i=0}^{j-1} p_i < R \leq \sum_{i=0}^{j} p_i, \\
\vdots, \quad \text{if } \sum_{i=0}^{n} p_i < R \leq \sum_{i=0}^{n} p_i,
\end{cases}
\]

(20)

because

\[
P \left[ X = j \right] = P \left\{ \sum_{i=0}^{j-1} p_i < R \leq \sum_{i=0}^{j} p_i \right\} = p_j, \quad (21)
\]

and \( X \) follows the required probability distribution.

For \( M/M/1/K \) queues and from (1), the following must hold:

\[
\sum_{i=0}^{n} p_i = 1 - \rho^{n+1}, \quad n = 0, 1, \ldots, K. \quad (22)
\]

Setting \( \epsilon = 1 - \rho^{K+1} \), it follows that

\[
\sum_{i=0}^{n} p_i < R \leq \sum_{i=0}^{n+1} p_i \iff
\]
Therefore, for $\rho = \frac{1}{c}$, $R \leq 1 - \frac{\rho^{1+c}}{c}$, we have

$$
\log(1 - Rc) \leq \log(\rho) - 1 \leq \frac{\log(1 - Rc)}{\log(\rho)}.
$$

Using this bound, we can approximate the number of customers in the system as

$$
X = \left\lceil \frac{\log(1 - Rc)}{\log(\rho)} - 1 \right\rceil,
$$

where $\lceil y \rceil$ is the ceiling function; that is, its value is the least integer that is not inferior to $y$.

Listing 5 presents the R implementation [17] used in this study with a sample call.

3. Computational Results

To analyze the performance of the estimators, 10,000 Monte Carlo replications were made using the R code [17] shown in Listing 6. Note that `fEst(K, samp, ...) can be any of the

Table 1: Mean estimates for $\rho$ and the mean squared error (MSE, in parentheses) for $K = 5$.

| Estimate | $\rho$ | 10 | 20 | 50 | 100 | 200 |
|----------|-------|----|----|----|-----|-----|
| MLE      | 0.01  | 0.00928 (0.00084) | 0.00960 (0.00045) | 0.01000 (0.00019) | 0.01003 (0.00010) | 0.01007 (0.00005) |
|          | 0.10  | 0.09172 (0.00715) | 0.09614 (0.00384) | 0.09845 (0.00160) | 0.09907 (0.00081) | 0.09964 (0.00041) |
|          | 0.20  | 0.18449 (0.01214) | 0.19235 (0.00644) | 0.19700 (0.00258) | 0.19833 (0.00130) | 0.19921 (0.00065) |
|          | 0.50  | 0.48492 (0.01946) | 0.49422 (0.00932) | 0.49824 (0.00338) | 0.49884 (0.00180) | 0.49952 (0.00088) |
|          | 0.90  | 0.87466 (0.01703) | 0.88854 (0.00953) | 0.89839 (0.00467) | 0.90021 (0.00271) | 0.90044 (0.00142) |
|          | 0.99  | 0.92503 (0.01488) | 0.93683 (0.00734) | 0.96396 (0.00303) | 0.97225 (0.00159) | 0.97854 (0.00083) |
| Beta     | 0.01  | 0.09043 (0.00699) | 0.09578 (0.00226) | 0.09264 (0.00052) | 0.09153 (0.00018) | 0.09148 (0.00007) |
|          | 0.10  | 0.15663 (0.00793) | 0.13021 (0.00396) | 0.11251 (0.00160) | 0.10617 (0.00080) | 0.10321 (0.00041) |
|          | 0.20  | 0.23444 (0.00989) | 0.21739 (0.00567) | 0.20690 (0.00244) | 0.20327 (0.00126) | 0.20167 (0.00064) |
|          | 0.50  | 0.50855 (0.01688) | 0.50669 (0.00913) | 0.50295 (0.00357) | 0.50116 (0.00180) | 0.50067 (0.00088) |
|          | 0.90  | 0.81770 (0.01385) | 0.85318 (0.00654) | 0.88214 (0.00283) | 0.89387 (0.00178) | 0.89954 (0.00114) |
|          | 0.99  | 0.85425 (0.02303) | 0.89296 (0.01853) | 0.92818 (0.00491) | 0.94668 (0.00248) | 0.96038 (0.00121) |
| Jeffreys  | 0.01  | 0.05000 (0.00215) | 0.03182 (0.00084) | 0.01931 (0.00026) | 0.01476 (0.00012) | 0.01244 (0.00005) |
|          | 0.10  | 0.11630 (0.00497) | 0.10928 (0.00314) | 0.10422 (0.00149) | 0.10202 (0.00078) | 0.10113 (0.00040) |
|          | 0.20  | 0.19457 (0.00908) | 0.19512 (0.00520) | 0.19804 (0.00229) | 0.19907 (0.00123) | 0.19963 (0.00063) |
|          | 0.50  | 0.49320 (0.02081) | 0.50148 (0.01058) | 0.50337 (0.00377) | 0.50230 (0.00175) | 0.50121 (0.00084) |
|          | 0.90  | 0.81749 (0.01400) | 0.85312 (0.00655) | 0.88216 (0.00283) | 0.89387 (0.00178) | 0.89954 (0.00115) |
|          | 0.99  | 0.85415 (0.02308) | 0.89294 (0.01186) | 0.92819 (0.00491) | 0.94668 (0.00249) | 0.96037 (0.00121) |
| Bootstrap| 0.01  | 0.00992 (0.00096) | 0.01000 (0.00049) | 0.01018 (0.00020) | 0.01013 (0.00010) | 0.01012 (0.00005) |
|          | 0.10  | 0.09746 (0.00791) | 0.09970 (0.00409) | 0.10009 (0.00164) | 0.09993 (0.00082) | 0.10007 (0.00041) |
|          | 0.20  | 0.19446 (0.01290) | 0.19837 (0.00665) | 0.19976 (0.00262) | 0.19977 (0.00131) | 0.19994 (0.00065) |
|          | 0.50  | 0.49647 (0.01868) | 0.50011 (0.00901) | 0.50665 (0.00353) | 0.50007 (0.00178) | 0.50012 (0.00088) |
|          | 0.90  | 0.89517 (0.01990) | 0.90321 (0.01177) | 0.90473 (0.00574) | 0.90256 (0.00314) | 0.90074 (0.00152) |
|          | 0.99  | 0.95199 (0.01453) | 0.96522 (0.00742) | 0.97635 (0.00317) | 0.98100 (0.00170) | 0.98475 (0.00090) |

Listing 5: Sample generation for $M/M/1/K$ queues.

Listing 6: Monte Carlo simulation.

where $\lceil y \rceil$ is the ceiling function; that is, its value is the least integer that is not inferior to $y$.

Listing 5 presents the R implementation [17] used in this study with a sample call.

3. Computational Results

To analyze the performance of the estimators, 10,000 Monte Carlo replications were made using the R code [17] shown in Listing 6. Note that `fEst(K, samp, ...)` can be any of the
implemented estimation functions for $\rho$ (MLE, Bayesian, and bootstrap corrected MLE) and that the state of the random seed `GlobalEnv$.Random.seed` was stored immediately before the function `fESt(K)` and was reloaded immediately after its call to ensure that the samples generated for the estimates were the same for all estimators.

### 3.1 Simulation Results

Samples were generated from (24) and Listing 5, for sizes $n \in \{10; 20; 50; 100; 200\}$ and traffic intensities $\rho \in \{0.01; 0.10; 0.20; 0.50; 0.90; 0.99\}$. In these scenarios, averages of 10,000 Monte Carlo replications were computed (via code from Listing 6), and point estimates of $\rho$ were computed by

(i) the MLE via numerical maximization of the likelihood function, (2), and code from Listing 1;

(ii) the Bayesian method via an *a priori* Beta(1.0, 1.0) distribution and an average of 5,000 samples from the *a posteriori* distribution, (5), obtained by the function `arms` [23] from R’s HI package [20] via code from Listing 2;

(iii) the Bayesian method via Jeffreys prior distribution and an average of 1,000 samples from the *a posteriori* distribution, (14), obtained by the function `arms` [23] from R’s HI package [20] via code from Listing 3;

(iv) the bootstrap corrected MLE, (16), and code from Listing 4. Additionally, mean squared errors (MSEs) were calculated.

The results are shown in Tables 1, 2, and 3 and summarized in Figures 3, 4, and 5. In Figures 3, 4, and 5, the average estimation error and the mean squared error (MSE), defined as $MSE(\hat{\rho}) = Var(\hat{\rho}) + Bias^2(\hat{\rho}, \rho)$, are shown as functions of both the traffic intensity, $\rho$, and the sample size, $n$ (averaged over all sample sizes), and the sample size, $n$ (averaged over all traffic intensities).

For queues with capacity $K = 5$ (Figure 3), an approximately constant average estimation error is observed for the MLE and the bootstrap corrected MLE, except when $\rho < 0.5$ (Figure 3(a)). The Bayesian estimators (beta prior and Jeffreys’ prior) did not show equivalent performance; their estimates tended to overestimate the true value (positive error) when $\rho > 0.5$ and to underestimate otherwise. Regarding the sample size, $n$, all of the estimators showed a monotonic decrease in error (Figure 3(c)). From the MSE side, both Bayesian estimators presented themselves generally as the best alternative because they presented the lowest values most of the time. Although the bootstrap corrected MLE presented the lowest bias, the method achieves this performance at the cost of high variability, as reflected by its highest MSEs.

When the queue capacity was increased slightly to $K = 20$ (Figure 4), a very similar behavior was noted. However, the
replications. Similarly for a \( \text{average of } \) 10,000 Monte Carlo
\( n \in \{10, 20, 50, 100\} \)
\( L \in \{0.5, 1, 2, 4, 8, 16\} \)
obtained for the bootstrap method and without inflation of the MSEs, the
Table 5 and Figure 7. In summary, at an extra cost of the
\( \text{difficulty of estimation for traffic intensities } \rho \approx 1.0 \text{ seemed to decrease, and the highest MSEs} \),
\( \text{occurred when } \rho < 0.5 \text{ and negative bias otherwise. The errors of all of the} \)
\( \text{estimators converged to zero as the sample size grew. The} \)
\( \text{bootstrap corrected MLE presented an average estimation} \)
\( \text{error near zero for samples} \)
\( \text{the smaller values were again obtained using the Bayesian methods (beta and Jeffrey's prior).} \)
\( \text{Finally, for queues with } K = 80 \) (Figure 5), the observed
\( \text{behavior could be considered, for practical purposes, as being} \)
equal to that of an infinite Markovian queue in terms of the
\( \text{average estimation error and the MSE. This behavior was} \)
\( \text{observed for infinite Markovian queues (M/M/1 queues)} \)
[15]. This finding is merely evidence of the correctness of our
\( \text{implementations and the quality of the computational results} \).

Additionally, computational experiments were performed for the estimators for \( L, (3) \), and for \( \hat{L}_{q}, (4) \), and for their bootstrap corrected versions, with 1,000 resamplings, and \( K = 20 \). Table 4 and Figure 6 show the results obtained for \( L \in \{0.5, 1, 2, 4, 8, 16\} \), for sample sizes \( n \in \{10, 20, 50, 100\} \) and averages of 10,000 Monte Carlo replications. Similarly for \( \hat{L}_{q} \), the results are presented in Table 5 and Figure 7. In summary, at an extra cost of the bootstrap method and without inflation of the MSEs, the
researcher may achieve with samples of size \( n = 10 \) estimates for \( L \) and \( L_{q} \) with the same average error of the MLE for samples of size \( n = 100 \), a reduction that is relevant in practical terms because it may lead to reduction in time and cost to obtain the estimates. Note that the bootstrap method always provides smaller errors and MSEs than the MLE method for all estimates of \( L \) and \( L_{q} \), even when \( \rho > 1 \). Also note the jump up and down in the errors and MSEs when \( \rho \) transitions from \( \rho < 1 \) to \( \rho > 1 \).

Finally, to illustrate the ease of use of the bootstrap in the interval estimation of the traffic intensity \( \rho \), computational experiments were performed. The length and coverage of empirical bootstrap intervals computed from (18) and from a normal distribution approximation (i.e., \( \hat{\Theta} \pm z_{\alpha/2} \sigma_{\hat{\Theta}} \), where \( z_{\alpha} \) is the \( \alpha\% \)th percentile of the standard normal distribution and the standard deviation \( \sigma_{\hat{\Theta}} \) was estimated also by bootstrapping) were evaluated for \( \rho \in \{0.1, 0.2, 0.5, 0.9\} \), for sample sizes \( n \in \{10, 20, 50, 100, 200\} \), averages of 10,000 Monte Carlo replications, and \( K = 20 \). The satisfactory performance of the bootstrap was demonstrated, as presented in Table 6, with the coverages approaching the nominal confidence of 95% (that is, \( 1 - \alpha = 0.95 \)) as the sample sizes increase.

3.2. Numerical Example. To better illustrate an application of the method, a numerical application based on the data considered in Table 7, collected in a large supermarket network

| Estimate | \( \rho \) | \( n \) |
|----------|---------|-------|
| MLE      |         |       |
| 0.01     | 0.00928 (0.00084) | 0.00960 (0.00045) | 0.01000 (0.00019) | 0.01003 (0.00010) | 0.01007 (0.00005) |
| 0.10     | 0.09158 (0.00710) | 0.09609 (0.00383) | 0.09844 (0.00159) | 0.09906 (0.00081) | 0.09964 (0.00041) |
| 0.20     | 0.18345 (0.01178) | 0.19186 (0.00631) | 0.19684 (0.00255) | 0.19827 (0.00128) | 0.19919 (0.00064) |
| 0.50     | 0.47366 (0.01422) | 0.48783 (0.00666) | 0.49453 (0.00255) | 0.49750 (0.00127) | 0.49885 (0.00062) |
| 0.90     | 0.89001 (0.00144) | 0.89551 (0.00057) | 0.89835 (0.00020) | 0.89915 (0.00010) | 0.89960 (0.00005) |
| 0.99     | 0.98737 (0.00016) | 0.98903 (0.00008) | 0.98982 (0.00003) | 0.98995 (0.00002) | 0.98998 (0.00001) |

Table 3: Mean estimates for \( \rho \) and the mean squared error (MSE, in parentheses) for \( K = 80 \).
Figure 3: Performance of estimators for $\rho$ and $K = 5$.

Table 4: Mean estimates for $L$ and the mean squared error (MSE, in parentheses) for $K = 20$.

| Estimator  | $L$   | $\rho$  | $n$  |
|------------|-------|---------|------|
|            | 10    | 20      | 50   | 100  |
| MLE        |       |         |      |      |
|            | 0.50  | 0.33333 | 0.45010 (0.01698) | 0.47586 (0.00806) | 0.49098 (0.00303) | 0.49523 (0.00150) |
|            | 1.00  | 0.50000 | 0.90008 (0.02353) | 0.95255 (0.00877) | 0.98190 (0.00286) | 0.99007 (0.00137) |
|            | 2.00  | 0.66714 | 1.80441 (0.04755) | 1.90696 (0.01287) | 1.96438 (0.00283) | 1.98120 (0.00112) |
|            | 4.00  | 0.80959 | 3.72455 (0.08082) | 3.87956 (0.01669) | 3.95673 (0.00268) | 3.97720 (0.00092) |
|            | 8.00  | 0.94574 | 7.88487 (0.01625) | 7.97002 (0.00230) | 7.99390 (0.00057) | 7.99583 (0.00029) |
|            | 16.0  | 1.23520 | 16.2965 (0.09872) | 16.1779 (0.03702) | 16.0743 (0.00747) | 16.0377 (0.00238) |
| Bootstrap  | 0.50  | 0.33333 | 0.48573 (0.01586) | 0.49686 (0.00777) | 0.50033 (0.00299) | 0.50009 (0.00149) |
|            | 1.00  | 0.50000 | 0.97570 (0.01460) | 0.99583 (0.00661) | 1.00076 (0.00254) | 0.99982 (0.00127) |
|            | 2.00  | 0.66714 | 1.96026 (0.01062) | 1.99245 (0.00416) | 2.00066 (0.00154) | 1.99975 (0.00076) |
|            | 4.00  | 0.80959 | 3.97317 (0.00515) | 4.00156 (0.00204) | 4.00475 (0.00081) | 4.00113 (0.00039) |
|            | 8.00  | 0.94574 | 7.96978 (0.00350) | 8.00755 (0.00138) | 8.00792 (0.00059) | 8.00277 (0.00027) |
|            | 16.0  | 1.23520 | 16.1315 (0.03011) | 16.0376 (0.00699) | 16.0043 (0.00188) | 16.0037 (0.00095) |
Figure 4: Performance of estimators for $\rho$ and $K = 20$.

Table 5: Mean estimates for $L_q$ and the mean squared error (MSE, in parentheses) for $K = 20$.

| Estimator | $L_q$ | $\rho$ | 10   | 20   | 50   | 100  |
|-----------|-------|--------|------|------|------|------|
| MLE       |       |        |      |      |      |      |
| 0.50      | 0.50000 | 0.42637 (0.01897) | 0.46470 (0.00776) | 0.48647 (0.00272) | 0.49256 (0.00132) |
| 1.00      | 0.61818 | 0.86547 (0.02882) | 0.93515 (0.00918) | 0.97534 (0.00248) | 0.98726 (0.00108) |
| 2.00      | 0.73449 | 1.77618 (0.05718) | 1.89501 (0.01417) | 1.96115 (0.00266) | 1.97942 (0.00099) |
| 4.00      | 0.84574 | 3.74340 (0.06999) | 3.89252 (0.01340) | 3.96186 (0.00214) | 3.97930 (0.00077) |
| 8.00      | 0.97126 | 7.94718 (0.00577) | 7.99972 (0.00141) | 8.00478 (0.00056) | 8.00520 (0.00028) |
| 16.0      | 1.32722 | 16.1536 (0.03518) | 16.1286 (0.02392) | 16.0683 (0.00800) | 16.0254 (0.00210) |
| Bootstrap |       |        |      |      |      |      |
| 0.50      | 0.50000 | 0.48185 (0.01434) | 0.49688 (0.00660) | 0.50057 (0.00254) | 0.49986 (0.00127) |
| 1.00      | 0.61818 | 0.97175 (0.0146)  | 0.99492 (0.00493) | 1.00110 (0.00185) | 1.00049 (0.00092) |
| 2.00      | 0.73449 | 1.96521 (0.00787) | 1.99479 (0.00303) | 2.00236 (0.00113) | 2.00027 (0.00056) |
| 4.00      | 0.84574 | 3.97906 (0.00409) | 4.00426 (0.00174) | 4.00649 (0.00069) | 4.00667 (0.00033) |
| 8.00      | 0.97126 | 7.96303 (0.00394) | 8.00653 (0.00136) | 8.00732 (0.00058) | 8.00362 (0.00028) |
| 16.0      | 1.32722 | 16.1202 (0.03015) | 16.0862 (0.01687) | 16.0226 (0.00418) | 16.0228 (0.00229) |
in a region of interest [12], is provided. The goal is to evaluate traffic intensity, which, for managerial reasons, should not exceed 87%; if it does, users may leave. The data comprise 200 random observations of the number of customers in the system at random times sufficiently spaced and previously defined by the person responsible for collecting the data to avoid correlation. The observed values (V) and frequency (F) are presented in Table 7. For instance, of the 200 observations, at 8 times, no customers were found in the system; at 21 times, only 1 customer was found, and so on.

The estimates are shown in Table 8; they were calculated using the MLE (Listing 1) and the Bayesian estimators.
MLE Bootstrap

|       |        |        |        |
|--------|--------|--------|--------|
| 0.50   | L      | 0.000  |
| 1.00   | L      | 0.005  |
| 2.00   | L      | 0.010  |
| 4.00   | L      | 0.015  |
| 8.00   | L      | 0.020  |
| 16.00  | L      | 0.025  |
| 32.00  | L      | 0.030  |
| 64.00  | L      | 0.035  |
| 128.00 | L      | 0.040  |

Figure 6: Performance of estimates for $L$.

Table 7: Observed values (V) and frequency (F) for a sample of size $n = 200$ with $K = 14$ [12].

| V | F |
|---|---|
| 0 | 8 |
| 1 | 21|
| 2 | 27|
| 3 | 39|
| 4 | 29|
| 5 | 28|
| 6 | 16|
| 7 | 15|
| 8 | 6 |
| 9 | 5 |
| 10| 2 |
| 11| 1 |
| 14| 3 |

(Listings 2 and 3) based on an a priori Beta(1.0, 1.0) and 5,000 samples and Jeffreys' distribution and 1,000 samples from the a posteriori distribution; the bootstrap corrected MLE (Listing 4) was based on 1,000 resamplings. The complete script is shown in Listing 7.

According to the results presented in the previous section, the Bayesian estimates should be the most reliable. It is notable that the system utilization seemed to be below the target ($\hat{\rho} = 0.8405396 < 0.87$). Note that the analysis is based only on counts of the number of users in the system. It is not necessary to estimate the arrival and service rates separately to determine $\rho$.

4. Conclusions and Final Observations

The problem of traffic intensity estimation in finite Markov queues ($M/M/1/K$ queues) is presented as quite challenging. In fact, no estimator is absolutely superior to another in all...
Figure 7: Performance of estimates for $L_q$.

Listing 7: Estimations from real data.

```R
# read sample
samp<-(rep(0, 8), rep(1, 21), rep(2, 27), rep(3, 39), rep(4, 29), rep(5, 28), rep(6, 16),
        rep(7, 15), rep(8, 6), rep(9, 5), rep(10, 2), rep(11, 1), rep(14, 3))
# MLE estimate
K<5
hatrhoMLE<-MLERoMM1K(K, samp)
# Bayesian estimate
a<-1.0
b<-1.0
set.seed(13579)
hatrhoBayes<-EBaRoMM1K(K, samp, a, b)
# Bayesian Jeffreys estimate
set.seed(13579)
hatrhoJe<-EJeRoMM1K(K, samp)
# Bootstrap corrected estimate
set.seed(13579)
hatrhoBoot<-EBoRoMM1K(K, samp)
c(hatrhoMLE, hatrhoBayes, hatrhoJe, hatrhoBoot)
> [1] 0.8405396 0.8403625 0.8403625 0.8405683
```
parametric space. Although the estimates of the MLE and the bootstrap corrected MLE exhibit less bias, the Bayesian estimates (beta and Jeffreys’ prior) present the lowest MSE in general. Perhaps due to the skewness of the a posteriori distribution, the Bayesian estimators do not present low bias. In general, for sample size $n = 50$ and queues with $K \geq 20$, the average estimation error is less than 0.005; this value was only exceeded by the Bayesian estimator for queues with total capacity $K = 5$.

In regard to the behavior of the average estimation error and the average MSE as functions of the traffic intensity $\rho$, the major errors are observed when the sample size is small ($n \leq 20$) and the traffic intensities are $\rho \approx 1.0$, unlike in the case of the $M/M/1$ queues, which exhibit higher biases when $\rho \approx 0.5$. Perhaps due to the truncation of the number of users to the maximum queue length, $K$, systems with high traffic intensities require more computational effort and are the most difficult to estimate.

Finally, it is important to note that, for queues with capacity $K = 80$, the system’s behavior is similar to that of an infinite Markovian queue (an $M/M/1$ queue), as expected. That is, the average estimation error is greater, and the MSE is highest when $\rho \approx 0.5$.

Future work in this area includes testing other Bayesian point estimators (e.g., the median, because of the asymmetry of the a posteriori distribution), developing interval estimators, hypothesis testing methods, or even Kernel-based methods [24].
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