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Abstract—As the number of heterogenous IP-connected devices and traffic volume increase, so does the potential for security breaches. The undetected exploitation of these breaches can bring severe cybersecurity and privacy risks. Anomaly-based Intrusion Detection Systems (IDSs) play an essential role in network security. In this paper, we present a practical unsupervised anomaly-based deep learning detection system called ARCADE (Adversarially Regularized Convolutional Autoencoder for unsupervised network anomaly DEtection). With a convolutional Autoencoder (AE), ARCADE automatically builds a profile of the normal traffic using a subset of raw bytes of a few initial packets of network flows so that potential network anomalies and intrusions can be efficiently detected before they cause more damage to the network. ARCADE is trained exclusively on normal traffic. An adversarial training strategy is proposed to regularize and decrease the AE’s capabilities to reconstruct network flows that are out-of-the-normal distribution, thereby improving its anomaly detection capabilities. The proposed approach is more effective than state-of-the-art deep learning approaches for network anomaly detection. Even when examining only two initial packets of a network flow, ARCADE can effectively detect malware infection and network attacks. ARCADE presents 20 times fewer parameters than baselines, achieving significantly faster detection speed and reaction time.

Index Terms—Unsupervised anomaly detection, autoencoder, generative adversarial networks, automatic feature extraction, deep learning, cybersecurity.

I. INTRODUCTION

THE PROLIFERATION of IP-connected devices is skyrocketing and is predicted to surpass three times the world’s population by 2023 [1]. As the number of connected devices increases and 5G technologies become more ubiquitous and efficient, network traffic volume will follow suit. This accelerated growth raises overwhelming security concerns due to the exchange of vast amounts of sensitive information through resource-constrained devices and over untrusted heterogeneous technologies and communication protocols. Advanced security controls and analysis must be applied to maintain a sustainable, reliable, and secure cyberspace. IDSs play an essential role in network security, allowing for detecting and responding to potential intrusions and suspicious activities by monitoring network traffic. IDSs can be implemented as signature-based, anomaly-based, or hybrid. Signature-based IDSs detect intrusions by comparing monitored behaviors with predefined intrusion patterns, while anomaly-based IDSs focus on knowing normal behavior to identify any deviation [2].

The vast majority of existing network IDSs are based on the assumption that traffic signatures from known attacks can be gathered so that new traffic can be compared to these signatures for detection. Despite high detection capabilities for known attacks, signature-based approaches cannot detect novel attacks since they can only detect attacks for which a signature was previously created. Regular database maintenance cycles must be performed to add novel signatures for threats as they are discovered. Acquiring labeled malicious samples, however, can be extremely difficult or impossible to obtain. The definition of signature-based IDSs, or any other supervised approach for the task, becomes even more challenging when the known class imbalance problem is faced while dealing with public network traffic datasets is considered. Network traffic datasets are known for being highly imbalanced towards examples of normality (non-anomalous/non-malicious) [3] while lacking in examples of abnormality (anomalous/malicious) and offering only partial coverage of all possibilities can encompass this latter class [4].

In contrast, anomaly-based IDSs relies on building a profile of the normal traffic. These systems attempt to estimate the expected behavior of the network to be protected and generate anomaly alerts whenever a divergence between a given observation and the known normality distribution exceeds a pre-defined threshold. Anomaly-based IDSs do not require a recurrent update of databases to detect novel attack variants, and their main drawback usually is the False Alarm Rate (FAR), as it is challenging to find the boundary between the normal and abnormal profiles. These approaches have gained popularity in recent years due to the explosion of attack variants [5], [6], which relates to their ability to detect previously unknown or zero-day threats. Additionally, they do not suffer from the dataset imbalance problem since it only requires normal traffic during training.

Deep Learning (DL) has emerged as a game-changer to help automatically build network profiles through feature learning. It can effectively learn structured and complex non-linear traffic feature representations directly from the raw bytes of a large volume of normal data. Based on a well-represented traffic profile, it is expected that the system’s capabilities for isolating anomalies from the normal traffic will increase while...
of ARCADE’s effectiveness and complexity with respect to the considered baselines. Finally, Section VI concludes this paper.

II. BACKGROUND

A. Generative Adversarial Networks

The GANs [11] framework establishes a min-max adversarial game between a generative model $G$ and a discriminative model $D$. The discriminator $D(x)$ computes the probability that a point $x$ in data space is a sample from the data distribution rather than a sample from our generative model. The generator $G(z)$ maps samples $z$ from the prior $p(z)$ to the data space. $G(z)$ is trained to maximally confuse the discriminator into believing that the samples it generates come from the data distribution. The process is iterated, leading to the famous minimax game [11] between generator $G$ and discriminator $D$

$$\min_G \max_D \mathbb{E}_{x \sim P_r} \log (D(x)) + \mathbb{E}_{x \sim P_g} \log (1 - D(\hat{x})), \quad (1)$$

where $P_r$ is the data distribution and $P_g$ is the model distribution implicitly defined by $\hat{x} = G(z)$, where $z \sim p(z)$ is the noise drawn from an arbitrary prior distribution.

Suppose the discriminator is trained to optimality before each generator parameter update. In that case, minimizing the value function amounts to minimizing the Jensen-Shannon divergence (JSD) between $P_r$ and $P_g$ [11], but doing so often leads to vanishing gradients as the discriminator saturates [12], [13].

B. Wasserstein Generative Adversarial Networks

To overcome the undesirable JSD behavior, Arjovsky et al. [12] proposed Wasserstein Generative Adversarial Networks (WGAN) that leverages Wasserstein distance $W(q, p)$ to produce a value function that has better theoretical properties than the original. They modified the discriminator to emit an unconstrained real number (score) rather than a probability. In this context, the discriminator is now called a critic. The min-max WGAN training objective is given by

$$\min_G \max_C \mathbb{E}_{x \sim P_r} [C(x)] - \mathbb{E}_{\hat{x} \sim P_g} [C(\hat{x})]. \quad (2)$$

When the critic $C$ is Lipschitz smooth, this approach approximately minimizes the Wasserstein-1 distance $W(P_r, P_g)$. To enforce Lipschitz smoothness, the weights of $C$ are clipped to lie within a compact space $[-c, c]$. However, as described in [12], weight clipping is a terrible approach to enforcing the Lipschitz constraint.

Gulrajani et al. [13] proposed an alternative approach where a soft version of the constraint is enforced with a penalty on the gradient norm for random samples $x \sim P_x$. When considering the WGAN-GP proposed in [13], the critic’s loss is given by

$$\mathbb{E}_{x \sim P_r} [C(x)] - \mathbb{E}_{\hat{x} \sim P_g} [C(\hat{x})] + \lambda_C \mathcal{L}_{GP}, \quad (3)$$

where $\lambda_C$ is the penalty coefficient, and

$$\mathcal{L}_{GP} = \mathbb{E}_{\hat{x} \sim P_{\hat{x}}} [(||\nabla_{\hat{x}} C(\hat{x})||_2 - 1)^2], \quad (4)$$

where $P_{\hat{x}}$ is the distribution defined by the following sampling process: $x \sim P_r$, $\hat{x} \sim P_g$, $\alpha \sim U(0, 1)$, and $\hat{x} = \alpha x + (1-\alpha)\tilde{x}$. 

An extensive validation of ARCADE conducted on several network traffic datasets to assess its capabilities in detecting anomalous traffic of several types of malware and attacks.

The remainder of the paper is laid out as follows: Section II provides the necessary background for Generative Adversarial Networks (GANs). Section III reviews and discusses previous relevant works in the field of DL for anomaly detection and network anomaly detection. Section IV describes the proposed network flows preprocessing pipeline, model architecture, loss functions, and adversarial training strategy. Section V presents the ablation studies and experimental analysis and comparison decreasing the FAR. However, the na"ive adoption of DL may lead to misleading design choices and the introduction of several drawbacks, such as slow detection and reaction time. In addition to carefully defining the model’s architecture, training artifacts could be exploited to improve the method’s effectiveness without degrading the efficiency due to the increased number of parameters and model size.

In this paper, we propose ARCADE, an unsupervised DL approach for network anomaly detection that automatically builds a profile of the normal traffic (training exclusively on the normal traffic) using a subset of bytes of a few initial packets of network traffic flow as input data. It allows early attack detection preventing any further damage to the network security while mitigating any unforeseen downtime and interruption. The network traffic can be originated from real-time packet sniffing over a network interface card or from a .pcap file. The proposed approach combines two deep neural networks during training: (i) an AE trained to encode and decode (reconstruct) normal traffic; (ii) a critic trained to provide high score values for real normal traffic samples, and low scores values for their reconstructions. An adversarial training strategy is settled where the critic’s knowledge regarding the normal traffic distribution is used to regularize the AE, decreasing its potential to reconstruct anomalies, addressing the known generalization problem [7], [8], [9], where (in some scenarios) anomalies are reconstructed as well as normal samples. During detection, the error between the input traffic sample and its reconstruction is used as an anomaly score, i.e., traffic samples with high reconstruction error are considered more likely to be anomalous. The significant contributions of this paper are summarized as follows:

- An unsupervised DL-based approach for early anomaly detection that automatically builds the network traffic profile based on the raw packet bytes of network flows of the normal traffic. It can detect (novel) network anomalies given a few initial packets of network flows, allowing it to prevent network attacks before they could cause further damage.
- A Wasserstein Generative Adversarial Networks with Gradient Penalty (WGAN-GP) adversarial training to regularize AEs, decrease its generalization capabilities towards out-of-the-normal distribution samples, and improve its anomaly detection capabilities.
- A compact convolutional AE model inspired by Deep Convolutional GAN (DCGAN) [10]. The model presents higher accuracy, faster reaction time, 20 times fewer parameters than baselines.
- An extensive validation of ARCADE conducted on several network traffic datasets to assess its capabilities in detecting anomalous traffic of several types of malware and attacks.

The remainder of the paper is laid out as follows: Section II provides the necessary background for Generative Adversarial Networks (GANs). Section III reviews and discusses previous relevant works in the field of DL for anomaly detection and network anomaly detection. Section IV describes the proposed network flows preprocessing pipeline, model architecture, loss functions, and adversarial training strategy. Section V presents the ablation studies and experimental analysis and comparison of ARCADE’s effectiveness and complexity with respect to the considered baselines. Finally, Section VI concludes this paper.
III. RELATED WORK

Herein, we discuss the relevant works employing DL for anomaly detection. We first present DL anomaly detection approaches that have emerged as leading methodologies in the field of image and video. Then, we comprehensively analyze these novel DL methods and their potential application to network anomaly detection. We categorize unsupervised anomaly detection methods into generative models or pretrained networks, introduced in Sections III-A and III-B, respectively. Finally, Section III-C presents the DL-related works for network traffic classification and baselines for unsupervised anomaly detection.

A. Generative-Based Anomaly Detection

Generative models, such as AEs [6], [23] and GANs [11], [12], [13], can generate samples from the manifold of the training data. Anomaly detection approaches using these models are based on the idea that anomalies cannot be generated since they do not exist in the training set.

AEs are neural networks that attempt to learn the identity function while having an intermediate representation of reduced dimension (or some sparsity regularization) serving as a bottleneck to induce the network to extract salient features from some dataset. These approaches aim to learn some low-dimensional feature representation space on which normal data instances can be well reconstructed. The heuristic for using these techniques in anomaly detection is that, since the model is trained only on normal data, normal instances are expected to be better reconstructed from the latent space than anomalies. Thus, the distance between the input data and its reconstruction can be used as an anomaly score. Although AEs have been successfully applied across many anomaly detection tasks, in some cases, they fail due to their strong generalization capabilities [7], i.e., sometimes anomalies can be reconstructed as well as normal samples. Bergmann et al. [23] shows that AEs using the Structural Similarity Index Measure (SSIM) [24] can outperform complex architectures that rely on a per-pixel value $\ell_2$-loss. Gong et al. [8] tackle the generalization problem by employing memory modules which can be seen as a discretized latent space. Zhai et al. [9] connect regularized AEs with energy-based models to model the data distribution and classify samples with high energy as an anomaly.

GAN-based approaches assume that only positive samples can be generated. These approaches generally aim to learn a latent feature space of a generative network so that the latent space well captures the normality underlying the given data [25]. Some residual between the real and generated instances is then defined as an anomaly score. One of the early GAN-based methods for anomaly detection is AnoGAN [26]. The fundamental intuition is that given any data instance $x$, it aims to search for an instance $z$ in the learned latent features space of the generative network $G$ so that the corresponding generated instance $G(z)$ and $x$ are as similar as possible. Since the latent space is enforced to capture the underlying distribution of training data, anomalies are expected to be less likely to have highly similar generated counterparts than normal instances. One main issue with AnoGAN is the computational inefficiency, which can be addressed by adding an extra network that learns the mapping from data instances onto latent space, i.e., an inverse of the generator, resulting in methods like EBGAN [27]. Akcay et al. [28] proposed GANomaly that further improves the generator over the previous works by changing the generator to an encoder-decoder-encoder network. The AE is trained to minimize a per-pixel value loss, whereas the second encoder is trained to reconstruct the latent codes produced by the first encoder. The latent reconstruction error is used as an anomaly score.

The idea behind AEs is straightforward and can be defined under different Artificial Neural Network (ANN) architectures. Several authors have already investigated the applicability of AEs for network anomaly detection [5], [6]. However, its naive adoption can lead to unsatisfactory performance due to its vulnerability to noise in the training data and its generalization capabilities. We propose an adversarial regularizer strategy with a carefully designed and compact AE parameterized by 1D-Convolutional Neural Network (CNN). The adversarial training is employed to deal with the aforementioned AE’s weaknesses. Similarly to GANomaly, our approach employs an adversarial penalty term to the AE to enforce it to produce normal-like samples. Therefore, we also consider the GANomaly framework as a baseline and compare it with the proposed ARCADE for network anomaly detection.

B. Pretrained-Based Anomaly Detection

Pretrained-based anomaly detection methods use models trained on large datasets, such as ImageNet, to extract features [29]. These pre-trained models produce separable semantic embeddings and, as a result, enable the detection of anomalies by using simple scoring methods such as $k$-Nearest Neighbor (k-NN) or Gaussian Mixture Models [30]. Surprisingly, the embeddings produced by these algorithms lead to good results even on datasets that are drastically different from the pretraining ones. Recently, [31] showed that using a $k$-Nearest Neighbor for anomaly detection as a scoring method on the extracted features of a pre-trained ResNet model trained on the ImageNet produces highly effective and general anomaly detection methods on images. That alone surpassed almost all unsupervised and self-supervised methods. In [32], it is shown that fine-tuning the model using either center loss or contrasting learning leads to even better results.

The application of those methods for network anomaly detection is challenging primarily due to the detection’s complexity related to the additional required scoring step. Even with a compact model, such as the proposed in Section IV-B with 184k parameters, or the EfficientNet B0 with 5.3M parameters, the requirement for a post-processing scoring procedure makes it unsuitable for online detection, e.g., after forwarding the sample through the model for feature extraction, computing the anomaly score for a given sample’s feature vector with $k$-Nearest Neighbor as the scoring method (as proposed in [31]), implies $O(nl)$ time complexity, where $n$ is the number of training samples, and $l$ is the length of the feature vectors. These techniques appear unexplored and may stand out for offline network anomaly detection.
TABLE I
DEEP LEARNING RELATED WORKS FOR NETWORK INTRUSION DETECTION. FOR WORKS THAT USED RAW NETWORK TRAFFIC AS INPUT, WHEN SPECIFIED, WE PRESENT THE NUMBER OF PACKETS (N) AND BYTES (L) USED AS INPUT

| Paper                  | UD | AT | RT | Granularity | Input Data             | Architecture                              |
|------------------------|----|----|----|-------------|------------------------|-------------------------------------------|
| Vu et al. [14]         | ○  | ☐  | ☐  | Session     | Hand-designed features | Augmented dataset with AC-GAN              |
| Truong-Huu et al. [5]  | ☐  | ☐  | ☐  | Flow/Session| Hand-designed features | MLP GAN with AE Generator                 |
| Doriguzzi-Corin et al. [15] | ☐  | ☐  | ☐  | Flow        | Hand-designed features | 1D-CNN                                    |
| Wang et al. [16]       | ☐  | ☐  | ☐  | Flow        | All layers, l = [600, 800] | 2D-CNN and LSTM                           |
| Wang et al. [17]       | ☐  | ☐  | ☐  | Flow/Session| All L7 layers, l = 784 | 2D-CNN                                    |
| Yu et al. [18]         | ☐  | ☐  | ☐  | Session     | All layers, l = 1000  | Dilated 2D-CNN                            |
| Wang et al. [19]       | ☐  | ☐  | ☐  | Flow/Session| All L7 layers, l = 784 | 1D-CNN                                    |
| Acelo et al. [20]      | ☐  | ☐  | ☐  | Session     | All L7 layers, n ∈ [4, 32], l ∈ [256, 2304] | 1D/2D-CNN, LSTM                          |
| Lotfollahi et al. [21] | ☐  | ☐  | ☐  | Packet      | IP packet, l = 1024   | 2D-CNN                                    |
| Hwang et al. [6]       | ☐  | ☐  | ☐  | Flow        | All layers, n ∈ [2, 5], l ∈ [40, 80] | 1D-CNN with MLP AE                       |
| Ahmad et al. [22]      | ☐  | ☐  | ☐  | Session     | All layers, n ∈ [1, 3], l = 450 | 1D-CNN                                    |

This paper ☐ ☐ ☐ Flow/Session All layers, n ∈ [2, 5], l = 100 1D-CNN GAN with AE Generator

1 Unsupervised anomaly detection  2 Adversarial Training  3 Raw Traffic  4 Baseline

TABLE II
ISCX-IDS DATASET

| Normal Traffic Type | # of Flows |
|--------------------|------------|
| HTTP, SMTP, SSH, IMAP, POP3, and FTP | 869,978 |

| Anomaly Traffic Type | # of Flows |
|---------------------|------------|
| Infiltration        | 9,925      |
| HTTP DoS            | 3,427      |
| DDoS                | 21,129     |
| Brute Force SSH     | 6,964      |

TABLE III
USTC-TFC DATASET

| Normal App           | Traffic Type | # of Flows |
|----------------------|--------------|------------|
| BitTorrent           | P2P          | 15.00      |
| Facetime             | Voice/Video  | 6,000      |
| FTP                  | Data transfer| 202,034    |
| GMail                | Email/Webmail| 17,178     |
| MySQL                | Database     | 172,114    |
| Outlook              | Email/Webmail| 14,984     |
| Skype                | Chat/IM      | 12,000     |
| SMB                  | Data transfer| 77,781     |
| Webbo                | Social Network| 79,810     |
| World of Warcraft    | Game         | 15,751     |

| Anomaly Traffic Type | # of Flows |
|---------------------|------------|
| Cryptex             | 24,581     |
| Geodo               | 47,666     |
| Htbot               | 12,652     |
| Miuref              | 20,755     |
| Niri                | 44,605     |
| Nsir-ay             | 11,014     |
| Shifu               | 15,766     |
| Tuba                | 16,208     |
| Virtu               | 58,638     |
| Zeus                | 21,741     |

C. Deep Learning for Network Traffic Classification

Several works have studied DL network traffic classification under the supervised setting. Few works also have studied adversarial training strategies for network traffic classification based on hand-designed features. Nonetheless, feature learning-based unsupervised network anomaly detection with adversarial training appears currently unexplored. Table I summarizes our related works, which are categorized into: (i) Unsupervised anomaly detection (UD) when only normal traffic is considered at the training stage. (ii) Adversarial Training (AT) when GAN-based strategies are applied during training. (iii) Raw Traffic (RT) when the input is the raw network traffic. When RT is considered, the considered protocol layers, the number of initial bytes l, and the number of packets n are presented. Most deep learning-based traffic classification and anomaly detection approaches rely on feature engineering. We highlight a few works in which adversarial training or unsupervised anomaly detection was addressed and which rely on hand-designed features. Vu et al. [14] proposed the use of a GANs for dealing with the imbalanced data problem in network traffic classification. The synthetic samples are generated to augment the training dataset. The sample’s generation, as well as the classification, is done based on 22 statistical features extracted from network flows. Truong-Huu et al. [5] studied the capability of a GAN for unsupervised network anomaly detection where 39 hand-designed features extracted from traffic flows and sessions are used as input. Results show that their proposed approach managed to obtain better results when compared to the autoencoder without any enhanced adversarial training. Doriguzzi-Corin et al. [15] proposed a spatial representation that enables a convolutional neural network to learn the correlation between 11 packet’s features to detect Distributed Denial of Service (DDoS) traffic.
Network traffic feature learning is predominantly performed through ANN architectures like 1D-CNN, 2D-CNN, and Long Short-Term Memory (LSTM). Extracted bytes from network traffic flows (or packets) are kept sequential for the 1D-CNN and LSTM case, whereas for the 2D-CNNs, extracted bytes are seen as pixels of grayscale images, as illustrated in Figure 1. Wang et al. [16] proposed an approach that relies on the advantages of both 2D-CNNs and LSTMs to extract spatial-temporal features of network traffic. Results show that accuracy is improved when both architectures are combined. Wang et al. [17] proposed a supervised DL approach for malware traffic classification that uses 2D-CNNs to extract spatial features from headers and payloads of network flows and sessions. Two different choices of raw traffic images (named “ALL” and “L7”) dependent on the protocol layers considered to extract the input data are used to feed the classifier, showing that sessions with “ALL” are the most informative and reach elevate performance for all the metrics considered. Yu et al. [18] proposed a self-supervised learning 2D-CNN Stacked Autoencoder (SAE) for feature extraction, which is evaluated through different classification tasks with malware traffic data. Wang et al. [19] have shown that 1D-CNN outperforms 2D-CNN for encrypted traffic classification. Aceto et al. [20] performed an in-depth comparison on the application of Multilayer Perceptron (MLP), 1D-CNN, 2D-CNN, and LSTM architectures for encrypted mobile traffic classification. Numerical results indicated that 1D-CNN is a more appropriate choice for network traffic classification since it can better capture spatial dependencies between adjacent bytes in the network packets due to the nature of the input data that is, by definition, one-dimensional. Lotfollahi et al. [21] used 1D-CNN to automatically extract network traffic features and identify encrypted traffic to distinguish Virtual Private Network (VPN) and non-VPN traffic. Ahmad et al. [22] employed 1D-CNN-based classifier for early detection of network attacks. It is shown that a high degree of accuracy can be achieved by analyzing 1 to 3 packets.

The works mentioned above perform the task of traffic classification or anomaly detection based on labeled datasets. Recently, [6] proposed an “unsupervised” approach for anomaly detection, so-called D-PACK, in which only normal traffic is used during training. The model architecture is composed of 1D-CNN that performs feature extraction, followed by MLP softmax classifier given a labeled dataset of normal traffic, i.e., they assume the normal traffic is labeled into multiple classes (that is the reason why its respective UD bullet is partially filled in Table I). The extracted features from an intermediate layer of the MLP are used as the input for a MLP-based AE. The anomaly score is based on a $\ell_2$-distance between the extracted features and the AE reconstruction. Results indicate that normal and malware traffic, such as the Mirai Botnet, can be effectively separated even when only two packets are used for detection. We implemented and included D-PACK in our experiments as a baseline model.

IV. METHODOLOGY

In this section, we present our so-called “ARCADE” proposed approach. The network flow preprocessing procedure is presented in Section IV-A. The model’s architecture is presented in Section IV-B. The AE distance metrics and adversarial training are presented in Section IV-C and Section IV-D, respectively. Finally, the anomaly score calculation is presented in Section IV-E.

A. Network Traffic Flow Preprocessing

Network traffic classification or anomaly detection can be performed at different granularity units, e.g., packet, flow, and session. It is worth noting that most of the works shown in Table I considered either flows or sessions as the relevant classification objects. A network flow is a unidirectional sequence of packets with the same 5-tuple (source IP, source port, destination IP, destination port, and transport-level protocol) exchanged between two endpoints. A session is defined as a bidirectional flow, including both directions of traffic. We increment the aforementioned flow definition by considering that a network flow is to be terminated or inactivated when the flow has not received a new packet within a specific flow timeout (e.g., 120 seconds). When the underlying network protocol is TCP, we consider the network connection closed (and the corresponding flow completed) upon detecting the first flow packet containing a FIN flag. Note that, in the case of TCP sessions, a network connection is considered closed when both sides have sent a FIN packet. Upon the termination of a network flow, unprocessed buffered packets should be discarded.

It is well known that the initial packets of each network flow contain the most information that allows for the discrimination between normal and abnormal activities [6], [20], [22], depicting the fundamental concept behind early detection approaches, which conduct the detection given a small number of initial packets of a flow. The smaller the number of packets required as input for the anomaly detection procedure, the lower the reaction time and overhead imposed by the DL method. Instead of analyzing every packet of a network flow on a time window, we use the $n$ initial packets of a network flow as input. In this sense, $n$ denotes the exact number of initial packets of a network flow required to form the input for ARCADE. For each active flow, $n$ packets are buffered and trimmed into a fixed length of 100 bytes, starting with the header fields, i.e., packets are truncated to 100 bytes if larger; otherwise, padded with zeros. Packets are cleaned such that MAC and IP addresses are anonymized. Finally, bytes are normalized in [0, 1] and packets concatenated into the
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Fig. 2. An illustration of the proposed network traffic preprocessing pipeline with $n = 2$. Packets with the same color represent network flows. Traffic can be originated from a real-time packet sniffing or a .pcap file. Packets are filtered according to their 5-tuple, and $n$ initial packets are buffered. MAC and IP addresses are masked, and according to their length, packets are truncated (if larger than 1) or padded with zeros (if smaller than 1). Finally, bytes are normalized, and packets are concatenated. Traffic preemption is not required.

Fig. 3. An illustration of the proposed model architecture. Note that ARCADE is parametrized by 1D CNNs, as described in Section IV-B.

final input form, i.e., a sample $x$ can be denoted as $x \in \mathbb{R}^w$ where $w = 100n$ is the sequence length. Figure 2 illustrates the essential steps of the proposed network traffic flow preprocessing pipeline. Note that traffic preemption is not required. However, it is crucial to consider the reaction time, which relates to the processing power capabilities of the device in which the ARCADE will run. The analysis of the complexity and detection speed of ARCADE given different devices is provided in Section V-E.

B. Model Architecture

Several recent papers focus on improving training stability and the resulting quality of GAN samples [10], [12], [13]. Our proposed model is inspired by DCGAN [10], who introduce a convolutional generator network by removing fully connected layers and using convolutional layers and batch-normalization throughout the network. Strided convolutions replace pooling layers. This results in a more robust model with higher sample quality while reducing the model size and number of parameters to learn. Our proposed architecture shown in Figure 3 consists of two main components: (i) the AE (which can be seen as the generator) composed of an encoder $E$ and a decoder $D$, and (ii) the critic $C$. Given the findinds in [20], our functions $E$, $D$ and $C$ are parameterized by 1D-CNNs. Note that ARCADE can be easily modified to be used as an anomaly detection method for other anomaly detection tasks, such as image or time series anomaly detection. Moreover, the proposed adversarial regularization strategy can be applied to any AE, independent of its ANN architecture.

The AE consists of an encoder function $E : \mathbb{R}^w \mapsto \mathbb{R}^d$ and a decoder function $D : \mathbb{R}^d \mapsto \mathbb{R}^w$, where $d$ denotes the dimensionality of the latent space. The overall encoding and decoding process can be summarized as

$$\tilde{x} = D(E(x)) = G(x),$$

where $\tilde{x}$ is the reconstruction of the input. The encoder uses strided convolutions to down-sample the input, followed by batch normalization and Leaky Rectified Linear Unit (Leaky ReLU). Differently from a deterministic pooling operation, strided convolutions allow the model to learn its own downsampling/upsampling strategy. The decoder uses strided transpose convolutions to up-sample the latent space, followed by Rectified Linear Unit (ReLU) and batch normalization. The critic function $C : \mathbb{R}^w \mapsto \mathbb{R}$, whose objective is to provide a score to the input $x$ and the reconstruction $\tilde{x}$, has a similar architecture to the encoder $E$. It also uses strided convolutions to down-sample the input $x$ and $\tilde{x}$, respectively.

C. Autoencoder Distance Metric

The core idea behind ARCADE is that the model must learn the normal traffic distribution to reconstruct it correctly. The hypothesis is that the model is conversely expected to fail to reconstruct attacks and malware traffic as it is never trained on such abnormal situations. A loss function must be defined to train an AE to reconstruct its input. For simplicity, a per-value $L_2$ loss is typically used between the input $x$ and reconstruction $\tilde{x}$, and can be expressed as

$$L_2(x, \tilde{x}) = \sum_{i=1}^{w} (x_i - \tilde{x}_i)^2,$$

where $x_i$ is the $i$-th value in the sequence. During the evaluation phase, the per-value $L_2$-distance of $x$ and $\tilde{x}$ is computed to obtain the residual map.

As demonstrated by [23], AEs that make use of $L_2$ loss may fail in some scenarios to detect structural differences between the input and their reconstruction. Adapting the loss and evaluation functions to the SSIM [24] that capture local interdependencies between the input and reconstruction regions can improve the AE’s anomaly detection capabilities. This is also verified in this work, as demonstrated in Section V. The SSIM index defines a distance measure between two $K \times K$ patches $p$ and $q$ is given by

$$\text{SSIM}(p, q) = \frac{(2\mu_p\mu_q + c_1)(2\sigma_{pq} + c_2)}{(\mu_p^2 + \mu_q^2 + c_1)(\sigma_p^2 + \sigma_q^2 + c_2)},$$

where $\mu_p$ and $\mu_q$ are the patches’ mean intensity, $\sigma_p^2$ and $\sigma_q^2$ are the variances, and $\sigma_{pq}$ the covariance. The constants $c_1$ and $c_2$ ensure numerical stability and are typically set to $c_1 = 0.01$ and $c_2 = 0.03$.

The SSIM is commonly used to measure the similarity between images, performed by sliding a $K \times K$ window that moves pixel-by-pixel. Since in our case $x$ is a sequence, we split it into $n$ subsequences of length $l$, i.e., each subsequence

$$x' = \{x_j \in [0, 1] : j \in \{1 + (i - 1)l, \ldots, il\}\},$$
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where \( i \in \{1, 2, \ldots, n\} \) and \( l = 100 \) can be seen as the subset of 100 bytes of the \( i \)-th packet that was originally used to compose the sequence \( x \). Finally, subsequences are reshaped \( x'_i \in \mathbb{R}^l \rightarrow x'_i \in \mathbb{R}^{K \times K} \), where \( K = \sqrt{l} \) and \( l \) is a perfect square number. An illustration of this procedure is shown in Figure 4. The mean SSIM gives the overall structural similarity measure of the sequence (MSSIM), defined as

\[
\text{MSSIM}(x, \bar{x}) = \frac{1}{nM} \sum_{i=1}^{n} \sum_{j=1}^{M} \text{SSIM}(x'_i(j), \bar{x}'_i(j)),
\]

where \( M \) is the number of local windows, and \( x'_i(j) \) and \( \bar{x}'_i(j) \) are the contents at the \( j \)-th local window of the \( i \)-th subsequences \( x'_i \) and \( \bar{x}'_i \).

### D. Adversarial Training

We address the generalization problem by regularizing the AE through adversarial training. Additionally to maximizing MSSIM, we further maximize the reconstruction scores provided by the critic \( C \). By doing so, besides generating contextually similar reconstructions, the AE must reconstruct normal-like samples as faithfully as possible so the scores given by the critic \( C \) are maximized. During training, the AE is optimized to maximize

\[
\mathcal{L}_G = \mathbb{E}_{x \sim \mathcal{P}_r} \left[ \text{MSSIM}(x, \hat{x}) + \lambda_C C(\hat{x}) \right],
\]

where \( \lambda_C \) is the regularization coefficient that balance the terms of the AE’s objective function.

In Equation (9), it is assumed that critic \( C \) can provide high scores for real normal traffic samples and low scores for reconstruction. To do so, the critic \( C \) must learn the normal and reconstruction data distributions. Therefore, during training, the critic \( C \) is optimized to maximize

\[
\mathcal{L}_C = \mathbb{E}_{x \sim \mathcal{P}_r} \left[ C(x) - C(\hat{x}) \right] + \lambda_C \mathcal{L}_{GP},
\]

where \( \mathcal{L}_{GP} \) is given by Equation (4), and \( \lambda_C = 10 \) as suggested in [13]. Our adversarial training strategy is based on the WGAN-GP framework described in Section II-B. Algorithm 1 summarizes the essential steps of the proposed adversarial training.

### E. Anomaly Score

An anomaly score \( A(x) \) is a function that provides a score to a sample \( x \) in the test set concerning samples in the training set. Samples with more significant anomaly scores are considered more likely to be anomalous. Traditionally, AE strategies for anomaly detection rely on the reconstruction error between the input, and the reconstruction of the input has been used as an anomaly score. Another widely adopted anomaly score is the feature matching error based on an intermediate layer of the discriminator [5], [26]. Experiments with the feature matching error as an anomaly score did not significantly improve ARCADE’s performance. At the same time, it considerably increased the inference time since it is required to feed \( x \) and \( \tilde{x} \) through \( C \) for feature extraction. Similarly, we found that using MSSIM as an anomaly score leads to a more discriminative anomaly function when compared to \( \mathcal{L}_C \). However, the gains in efficiency are not meaningful enough to justify the loss in efficiency due to the SSIM’s complexity. Therefore, for a given sample \( x \) in the test set, its anomaly score computed using ARCADE is denoted as \( A(x) = \mathcal{L}_G(x, \tilde{x}) \).

## V. EXPERIMENTAL EVALUATION

The present section investigates and compares the performance of ARCADE with baselines on three network traffic datasets. The considered datasets and baselines are described in Section V-A and Section V-B, respectively. Implementation, training details, and hyper-parameter tuning are described in Section V-C. In Section V-D, we assess the effectiveness of ARCADE and baselines on the three considered datasets. Section V-E present the analysis of the complexity and the detection speed of ARCADE and D-PACK baseline.

### A. Datasets Description

We used three datasets to evaluate the performance of the proposed approach with real-world normal and malicious network traffic: ISCX-IDS [33], USTC-TFC [17], and MIRAI-RGU [34]. The choice of datasets is based on the requirement for raw network traffic. The selected datasets are among the most well-known datasets for intrusion detection, which provide raw network traffic (.pcap) in addition to hand-designed features (.csv). For example, the KDD’99 and NSL-KDD datasets provide only hand-designed extracted features, which limits their use in this work. It is worth noting that the number of flows presented in dataset Table II, III, and IV described...
below are the number of flows achieved after the preprocessing procedure proposed in Section IV-A.

The ISCX-IDS dataset [33] is a realistic-like dataset originally proposed for the development of enhanced intrusion detection and anomaly-based approaches. The network traffic was collected for seven days. Packets collected on the first and sixth days are normal traffic. Normal and attack packets are collected on the second and third days. In the fourth, fifth, and seventh days, besides the normal traffic, HTTP DoS, DDoS using an IRC Botnet, and Brute Force (BF) SSH packets are collected, respectively. Table II provides an overview of the ISCX-IDS dataset. The USTC-TFC dataset [17] includes ten classes of normal traffic and ten classes of malware traffic from public websites, which were collected from a real network environment from 2011 to 2015. Table III provides an overview of the USTC-TFC dataset. The MIRAI-RGU dataset includes normal traffic from Internet of the Things (IoT) Internet Protocol (IP) cameras and ten classes of malicious traffic from the Mirai botnet malware, such as HTTP flood, UDP flood, DNS flood, Mirai infection traffic, VSE flood, GREIP flood, GREETH flood, TCP ACK flood, TCP SYN flood, and UDP/PLAIN flood. Table IV provides an overview of the MIRAI-RGU dataset.

We split each dataset into training, validation, and test sets. The training set is composed only of normal samples. Normal and anomaly samples are used only for testing and validation. We balance the test set such that each subset of classes in the test set presents the same number of samples. Note that the normal traffic in the test set is not a subset of the training set. The validation set is composed of 5% of the samples of each class from the test set, randomly selected and removed for validation purposes.

### TABLE IV

| MIRAI-RGU DATASET                      |
|----------------------------------------|
| **Normal Traffic Type**               |
| **# of Flows**                        |
| HTTP                                  |
| 3,526,212                             |

| **Anomaly Traffic Type**              |
| **# of Flows**                        |
| Infection                             |
| 2,795,422                             |
| GREETH Flood                          |
| 67,116                                |
| VSE Flood                             |
| 4,990                                 |
| ACK Flood                             |
| 137,838                               |
| DNS Flood                             |
| 9,704                                 |
| HTTP Flood                            |
| 272                                   |
| UDP PLAIN Flood                       |
| 18                                    |
| UDP Flood                             |
| 32,418                                |
| SYN Flood                             |
| 47,682                                |
| GREIP Flood                           |
| 77,293                                |

ARCADE. GANomaly was chosen due to the similarities in the adversarial regularization strategies. Comparing ARCADE with GANomaly allows us to assess the effectiveness of our proposed adversarial strategy. Moreover, comparing ARCADE with AE-ℓ2 and AE-SSIM allows us to confirm the findings presented by [23] and also assess the effectiveness of the proposed adversarial regularization since ARCADE with λG = 0 is equivalent to AE-SSIM. We also implemented and performed experiments with probabilistic models such as Variational Autoencoder (VAE) and Adversarial Autoencoder (AAE); however, they did not produce satisfactory results when compared to deterministic AEs. Therefore, their results are not reported. Below we describe each competing method and its respective parameters.

1) **Shallow Baselines:** (i) One-Class SVM (OC-SVM) [35] with Gaussian kernel. We optimize the hyperparameters γ and ν via grid search using the validation set with γ ∈ {2^{−10}, 2^{−9}, . . . , 2^{9}}, and ν ∈ {0.01, 0.02, . . . , 0.1}.

(ii) Kernel density estimation (KDE). We optimize the bandwidth h of the Gaussian kernel via grid search, given ten values spaced evenly between −1 to 1 on a logarithmic scale.

(iii) Isolation Forest (IF) [36]. As recommended in the original work, we set the number of trees to 100 and the subsampling size to 256. For all three shallow baselines, we reduce the dimensionality of the data via Principal Component Analysis (PCA), where we choose the minimum number of eigenvectors such that at least 95% of the variance is retained.

2) **Deep Baselines:** (i) D-PACK [6], recently proposed for unsupervised network anomaly detection, can be considered the state-of-the-art DL method for the task. D-PACK’s performance serves as a point of comparison for ARCADE’s effectiveness and efficiency. The original D-PACK formulation assumes that normal traffic is split into multiple classes, as in the USTC-TFC dataset. However, this is not the circumstance for most public datasets, such as the other two datasets considered here. We empirically assessed that removing the softmax classifier degrades the method’s efficiency. Therefore, we keep the original D-PACK formulation even for datasets without labeled normal training data. The network architecture, training strategy, and hyperparameters were kept as recommended in the original work. (ii) GANomaly [28] was originally proposed for image anomaly detection. Here, we do not employ it as an out-of-the-box anomaly detection approach. However, we use its adversary training framework with the proposed 1D-CNN model architecture presented in Section IV-B. The idea is to compare GANomaly’s training strategy with our proposed adversarial training strategy. Note that GANomaly defines the generator G as an encoder-decoder-encoder. Therefore, a second encoder E′ with the same architecture of E (without sharing parameters) is added to the proposed AE, where the input of E′ is the outcome of the decoder D, i.e., the input for encoder E′ is the reconstruction of the input. Finally, we modify the critic C to align with their proposed discriminator D. We modify C, so batch normalization is used instead of layer normalization, and a Sigmoid activation function is added after the last layer. The anomaly score is given by the ℓ2-distance between the latent space of E and the latent space of E′. We performed grid search...
optimize $w_{rec} \in \{50, 75, 100, 125, 150\}$ and results suggest that $w_{rec} = 75$ lead to best results. All the other parameters were kept as suggested in the original work. (iii) AE-$\ell_2$ is an AE with the same proposed network architecture in Section IV-B, where $\ell_2$ loss is used as distance metric during training, and $\ell_2$ is also used for the anomaly score computation. (iv) AE-SSIM is an AE with the same proposed network architecture in Section IV-B, where MSSIM loss is used for training, and $\ell_2$ is used for computing the anomaly scores. In this work, we used the PyTorch Image Quality (PIQ) [37] implementation of the SSIM loss with Gaussian kernel and kernel size $K = 3$, obtained through a grid search optimization with $K \in \{3, 5, 7, 9\}$.

C. Training Recipe and Ablation Study

The training objective (described in Section IV-D) is optimized via Adam optimizer [38] with $\alpha = 1e-4$, $\beta_1 = 0$, and $\beta_2 = 0.9$. It is worth noting again that Algorithm 1 describes the main steps of the proposed adversarial training procedure. Additionally, we employ for all approaches a two-phase (“searching” and “fine-tuning”) learning rate $1e-4$ for 100 epochs. In the fine-tuning phase, we train with the learning rate $1e-5$ for another 50 epochs. The latent size $d$ is computed with PCA, equivalent to the minimum number of eigenvectors such that the sum of their explained variance is at least 95%, i.e., $d \approx 50$ with $n = 2$ for all three datasets.

Given the hyperparameters and training recipe above, we performed ablation experiments to assess the performance of ARCADE with and without the proposed adversarial regularization and varying input sizes. The validation set was used for the ablation experiments. To assess the effectiveness of the proposed adversarial regularization, we performed experiments with the ISCX-IDS dataset with $n = 5$, and $\lambda_G \in \{0, 0.001, 0.01, 0.02, 0.03\}$. Figure 5 illustrates the mean AUROC convergence (lines) and standard deviation (error bars amplified 50 times for visualization purposes). We can verify that the proposed adversarial-based regularization improves the capabilities of the AE for network anomaly detection concerning the same AE without the adversarial regularization, i.e., with $\lambda_G = 0$ ARCADE is equivalent to AE-SSIM. The proposed adversarial training strategy can be exploited to improve the network anomaly detection capabilities of similar DL approaches, especially for scenarios where increasing the model size is not an option due to hardware constraints. Based on these results, we fix the adversarial regularization coefficient to $\lambda_G = 0.01$ for all the following experiments. We also analyze the ARCADE performance given different input sizes. Table V presents the mean AUROC and standard deviations on the three datasets with $n \in \{2, 3, 4, 5, 6\}$. ARCADE achieves nearly 100 AUROC with $n = 2$ on the USTC-TFC and MIRAI-RGU datasets. For the ISCX-IDS dataset, the method achieves 86.7 and 99.1 AUROC with 2 and 4 packets, respectively. The following experiments further investigate the considerable difference in performance given varying values of $n$. For the MIRAI-RGU dataset, the AUROC decreases with $n > 5$. Scaling the model depth and width given the input size could help since, for larger input sizes, more layers and channels would lead to an increased receptive field and more fine-grained patterns. Note that additional ablation experiments concerning the $\ell_2$ and SSIM loss functions are provided in the following section.

D. Network Traffic Anomaly Detection Results

We now systematically compare the proposed ARCADE’s effectiveness with the baselines. Table VI presents the results of the considered shallow baselines on the three network traffic datasets. ARCADE outperforms all of its shallow competitors. Table VII presents the results of ARCADE and considered deep baselines. Here, we expand the evaluations to include a one-class anomaly detection setting, where each anomaly class is evaluated separately. Therefore, the table also includes the AUROC and F1-score concerning the evaluation performed exclusively on each anomaly class presented in each dataset. Note that the anomaly samples used for this evaluation are not necessarily a subset of the test set and were fixed for all methods. This allows each method to be evaluated separately against each attack or malware in each dataset.

The results for the deep baselines, considering normal and all anomalies, show that ARCADE outperforms all other methods on the three considered datasets. The methods rank ARCADE, AE-SSIM, AE-$\ell_2$, GANomaly, and D-PACK for
### TABLE VII

**AUROC and F1-Score (%) of ARCADE and Deep Baselines**. Each Method was trained exclusively on Normal Network Traffic, and the results are in the format Mean (± STD.) obtained over 10-folds. For the ISCX-IDS, we run two experiments with \( n \in \{2, 5\} \).

| ISCX-IDS | D-PACK | AE-\(\ell_2\) | AE-SSIM | GANomaly | ARCADE |
|----------|--------|----------------|---------|-----------|---------|
|          | AUROC  | F1             | AUROC   | F1        | AUROC   | F1        | AUROC   | F1        | AUROC   | F1        |
| Infiltration | 99.36 (±0.1) | 99.07          | 99.20 (±0.1) | 99.04      | 99.13 (±0.0) | 99.10      | 99.12 (±0.0) | 98.94      | 99.43 (±0.0) | 99.16 |
| HTTP DoS    | 83.63 (±2.8)  | 67.53          | 77.59 (±0.3)  | 61.96      | 77.98 (±0.4)  | 62.15      | 79.63 (±0.5)  | 66.06      | 81.22 (±2.2)  | 68.70 |
| DDoS        | 47.06 (±5.2)  | 44.53          | 43.31 (±0.5)  | 46.51      | 44.05 (±1.4)  | 44.51      | 40.97 (±1.2)  | 21.98      | 55.35 (±1.0)  | 66.61 |
| BF SSH      | 97.35 (±2.0)  | 86.51          | 99.66 (±0.0)  | 98.73      | 99.68 (±0.0)  | 98.80      | 99.29 (±0.1)  | 98.20      | 99.76 (±0.1)  | 99.24 |

**Input Size 200**

| Infiltration | 80.86 (±1.8)  | 72.31          | 83.05 (±0.4)  | 75.19      | 83.63 (±0.3)  | 75.35      | 82.66 (±0.3)  | 75.98      | 86.73 (±0.1)  | 77.19 |

| HTTP DoS    | 96.68 (±2.4)  | 93.88          | 99.32 (±0.0)  | 99.01      | 99.35 (±0.0)  | 99.09      | 99.26 (±0.0)  | 98.69      | 99.62 (±0.0)  | 99.17 |
| DDoS        | 95.40 (±1.2)  | 94.73          | 89.89 (±0.2)  | 92.78      | 90.26 (±0.2)  | 92.59      | 89.55 (±0.6)  | 92.46      | 91.04 (±0.4)  | 93.19 |
| BF SSH      | 99.11 (±0.3)  | 96.91          | 99.81 (±0.0)  | 99.47      | 99.91 (±0.0)  | 99.49      | 99.99 (±0.0)  | 99.66      | 99.96 (±0.0)  | 99.63 |

**Input Size 500**

| Infiltration | 96.38 (±2.5)  | 93.14          | 98.58 (±0.0)  | 96.72      | 98.62 (±0.0)  | 96.90      | 98.58 (±0.0)  | 97.22      | 99.32 (±0.0)  | 97.29 |

#### Results

- **Isolated Validations for the ISCX-IDS with** \( n = 2 \), USTC-TFC with \( n = 2 \), and MIRAI-RGU with \( n = 2 \). In experiments with the ISCX-IDS with \( n = 5 \), the methods rank ARCADE, GANomaly, AE-SSIM, AE-\(\ell_2\), and D-PACK. Despite having approximately 20 times more parameters than the proposed model, D-PACK achieved the worst results among the deep baselines. Results for the AE-SSIM and AE-\(\ell_2\), similarly to the results provided in [23], show that using SSIM as a distance metric during training can improve the AE's capabilities in detecting anomalies. ARCADE, which also uses SSIM as a distance metric during training and employs the proposed adversarial regularization strategy, achieved better results than AE-SSIM, emphasizing the advantages of the proposed adversarial training strategy. The GANomaly framework, comprised of its distinct model architecture, adversarial training strategy, and anomaly score, did not achieve better results than ARCADE. It is worth noting that GANomaly used the same AE architecture as ARCADE with the requirement of an additional encoder, as described in Section V-B2.

The isolated validations for the ISCX-IDS with \( n = 2 \) show that ARCADE achieved the best F1-score values for all classes and best AUROC values for Infiltration, DDoS, and BF SSH, where D-PACK achieved the best AUROC for HTTP DoS. With \( n = 5 \), ARCADE achieved the best results for Infiltration and HTTP DoS, where D-PACK achieved the best results for DDoS, and GANomaly achieved the best results for BF SSH. The low performance of the considered methods on DoS and DDoS with \( n = 2 \) indicates that analyzing the spatial relation between bytes among multiple subsequent packets is essential to detect such attacks. A single packet of a flood attack does not characterize an anomaly; e.g., an SYN packet can be found within the normal traffic. However, multiple SYN...
packets in sequence can be characterized as an SYN flood attack. This indicates that the spatial relation between bytes among subsequent packets is essential to detect such attacks. In isolated experiments with anomaly classes from the USTC-TFC dataset, ARCADE achieved maximum results with 100 AUROC and 100 F1-score in all malware classes. Results from the isolated experiments with anomaly classes from the MIRAI-RGU show that, if we consider D-PACK, AE-ℓ2, AE-SSIM, and GANomaly, there is no clear winner. ARCADE achieved the best AUROC and F1-score values on the 8 and 6 classes, respectively. GANomaly ranked second with four best AUROC and three best F1-score values.

In practice, a threshold value must be set to distinguish between normal and anomalous traffic based on the anomaly score distribution of the normal traffic. In a supervised scenario where the normal and known anomalies’ anomaly score distribution does not overlap, the maximum anomaly score of the normal traffic can lead to 100% Detection Rate (DR) and 0% FAR. This is commonly adopted since it leads to small FAR. To avoid the impact of extreme maximum anomaly scores, the 99th percentile of the anomaly score distribution of the normal traffic can be used as an alternative. The downside of this approach is that approximately 1% FAR is expected. Regardless, the definition of the threshold is problem-dependent and is strongly related to IDS architecture altogether, e.g., in a hybrid IDS (anomaly-based and signature-based), where the anomaly-based method is used as a filter to avoid unnecessary signature verification, a high threshold could lead to low detection rates. In this case, a lower threshold, such as the 99th percentile (or even smaller), would be preferable since the signature-based approach would further validate false positives.

In practice, a threshold value must be set to distinguish between normal and anomalous traffic based on the anomaly score distribution of the normal traffic. In a supervised scenario where the normal and known anomalies’ anomaly score distribution does not overlap, the maximum anomaly score of the normal traffic can lead to 100% Detection Rate (DR) and 0% FAR. This is commonly adopted since it leads to small FAR. To avoid the impact of extreme maximum anomaly scores, the 99th percentile of the anomaly score distribution of the normal traffic can be used as an alternative. The downside of this approach is that approximately 1% FAR is expected. Regardless, the definition of the threshold is problem-dependent and is strongly related to IDS architecture altogether, e.g., in a hybrid IDS (anomaly-based and signature-based), where the anomaly-based method is used as a filter to avoid unnecessary signature verification, a high threshold could lead to low detection rates. In this case, a lower threshold, such as the 99th percentile (or even smaller), would be preferable since the signature-based approach would further validate false positives.

We further compare ARCADE and D-PACK considering accuracy, precision, recall, and F1-score given two thresholds: (i) the 99th percentile, and (ii) the maximum value of the normal traffic anomaly scores. This comparison aims to analyze the effectiveness of ARCADE compared to the D-PACK baseline, originally proposed for network anomaly detection. The other deep baselines use the same model architecture as ARCADE and can be seen as contributions to this work we implemented. Table VIII presents the accuracy, precision, recall, and F1-score of ARCADE and D-PACK given both thresholds, with \( n = 2 \) for the USTC-TFC and MIRAI-RGU datasets, and \( n = 5 \) for the ISCX-IDS dataset. The results of the 99th percentile show that ARCADE achieved the highest recall rate for the USTC-TFC and MIRAI-RGU datasets. This is because ARCADE produced no false negatives. ARCADE achieved an 11.79% higher F1-score than D-PACK. When the maximum threshold is used, the ARCADE enhancement in performance is more clearly seen. As expected, both approaches were able to achieve the highest precision. However, D-PACK only achieved 8.69% mean recall, while ARCADE achieved 64.54%. This is an improvement of 642.69%. Figure 6 shows the anomaly score distribution of ARCADE and D-PACK computed using the model parameters that led to the best AUROC obtained over 10-folds on the three datasets. The detection rate is reported and calculated using the 99th percentile threshold, also presented in the figures. When considering the best model parameters and a 99th percentile threshold, ARCADE outperformed D-PACK in terms of detection rates by 22.35%, 3.44%, and 0.14% on the ISCX-IDS, USTC-TFC, and Mirai-RGU datasets, respectively.

### E. Model Complexity and Detection Speed

Here we evaluate the efficiency of ARCADE by comparing with D-PACK the number of samples processed per second, model sizes, and floating-point operations (FLOPS). Figure 7 presents ARCADE and D-PACK efficiency, effectiveness, and model size on the ISCX-IDS with \( n = 2 \) and \( n = 5 \), where our ARCADE significantly outperforms D-PACK in all evaluated measures. We analyze the detection speed performance of ARCADE and D-PACK by assessing how many samples per second they can process in different environments with distinct processing capabilities that we categorize as edge, fog, and cloud. The device specifications and the experimental environment are summarized in Table XI. We consider a Raspberry Pi 4B as an edge device, UP Xtreme and Jetson Xavier NX as fog devices, and a desktop personal computer with an AMD Ryzen Threadripper 3970X 32-core CPU.
Fig. 6. The anomaly score distributions for normal and abnormal traffic from the test set of each considered dataset. Anomaly scores were computed using the best model’s parameters over 10-folds for each method. The DR was calculated based on the 99th percentile threshold of the normal traffic scores. Blue and red bars represent normal and abnormal traffic flows, respectively.

Fig. 7. Comparison between efficiency, effectiveness, and model size of ARCADE and D-PACK. We report AUROC (%) vs. floating-point operations (FLOPS) required for a single forward pass is reported with $n \in \{2, 5\}$. The size of each circle corresponds to the model size (number of parameters). ARCADE achieves higher AUROC with approximately 20 times fewer parameters than D-PACK.

ARCADE can process over 1.9M flows per second on the RTX 3090 GPU. The definition of an “optimal model” in an online network detection scenario cannot be well-defined since there is a clear trade-off between the model’s effectiveness and complexity. In this sense, the proposed model can be easily adapted by changing the number of layers and channels, together with the input size, to better suit the needs of a particular environment given its processing power capabilities.

### VI. Conclusion

In this work, we introduced ARCADE, a novel unsupervised DL method for network anomaly detection that automatically builds the normal traffic profile based on raw network bytes as input without human intervention for feature engineering. ARCADE is composed of a 1D-CNN AE that is trained exclusively on normal network traffic flows and regularized through a WGAN-GP adversarial strategy. We experimentally demonstrated that the proposed adversarial regularization improves the performance of the AE. The proposed adversarial regularization strategy can be applied to any AE independently of its model architecture, and it can also be applied to other anomaly detection tasks. Once the AE is trained on the normal NVIDIA GeForce RTX 3090 GPU, and 128 GB RAM as a cloud device. Detection speed experiments were conducted with and without GPU support to account for the fact that edge (and sometimes fog) nodes may not have a GPU device, as is the case with the Raspberry Pi 4 and the UP Xtreme board. The NVIDIA Jetson Xavier NX and the personal computer were given a GPU warm-up stage of 5 seconds immediately before starting the experiment. The mean amount of processed flows per second was computed given ten runs. All experiments were implemented in Python 3.8 PyTorch version 1.8 without any improvement to speed up inference. Table IX present the detection speed results with $n = 2$. The results show that ARCADE outperformed D-PACK in all environments, with ARCADE being approximately 8, 3, 2.8, 2, 2.16 times faster on the Raspberry Pi 4, UP Xtreme, NVIDIA Jetson, Threadripper CPU, and RTX 3090 GPU, respectively. ARCADE can process over 1.9M flows per second on the RTX 3090 GPU. The definition of an “optimal model” in an online network detection scenario cannot be well-defined since there is a clear trade-off between the model’s effectiveness and complexity. In this sense, the proposed model can be easily adapted by changing the number of layers and channels, together with the input size, to better suit the needs of a particular environment given its processing power capabilities.

### TABLE IX

| Device                          | Detection Speed (flows/s) |
|---------------------------------|---------------------------|
|                                 | D-PACK                    | ARCADE                    |
| Raspberry Pi 4 Model B          | 79                        | 661                       |
| UP Xtreme WHL17-A20-16064       | 4,120                     | 12,471                    |
| NVIDIA Jetson Xavier NX         | 23,270                    | 66,737                    |
| Ryzen Threadripper 3970X        | 22,659                    | 47,478                    |
| NVIDIA GeForce RTX 3090        | 888,492                   | 1,926,169                 |

---
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network traffic using the proposed approach, ARCADE can effectively detect unseen network traffic flows from attacks and malware. Our results suggest that even considering only two initial packets of a network flow as input, ARCADE can detect most of the malicious traffic with nearly 100% F1-score, except for HTTP DoS and DDoS, where 68.70% and 66.61% F1-scores were obtained. While considering five packets, ARCADE achieved 91.95% and 93.19% F1-scores for HTTP DoS and DDoS, respectively. Experiments show that the proposed AE model is 20 times smaller than baselines and still presents significant improvement in accuracy, model complexity, and detection speed.

**APPENDIX**

See Tables X and XI.
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