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Abstract

We present PredProp, a method for optimization of weights and states in predictive coding networks (PCNs) based on the precision of propagated errors and neural activity. PredProp jointly addresses inference and learning via stochastic gradient descent and adaptively weights parameter updates by approximate curvature. Due to the relation between propagated error covariance and the Fisher information matrix, PredProp implements approximate Natural Gradient Descent. We demonstrate PredProp’s effectiveness in the context of dense decoder networks and simple image benchmark datasets. We found that PredProp performs favorably over Adam, a widely used adaptive learning rate optimizer in the tested configurations. Furthermore, available optimization methods for weight parameters benefit from using PredProp’s error precision during inference. Since hierarchical predictive coding layers are optimised individually using local errors, the required precisions factorize over hierarchical layers. Extending beyond classical PCNs with a single set of decoder layers per hierarchical layer, we also generalize PredProp to deep neural networks in each PCN layer by additionally factorizing over the weights in each PCN layer.

1 Introduction

In the context of machine learning, neural networks are often trained by updating a set of parameters \( p \) in order to optimize an objective function \( L(p) \). Stochastic Gradient Descent (SGD) is a widely used iterative method that optimizes the objective function by updating the parameters with randomly sampled batches from a dataset using the negative gradient of the cost function \( \frac{\partial L(p)}{\partial p} \). Under the assumption that derivatives for the parameters can be computed, this results in simple update rules for the parameters \( p_t \) at discrete steps \( t \) in the form of:

\[
p_{t+1} = p_t + \Delta p_t = p_t - \eta g_t
\]

where \( g_t = \frac{\partial L(p_t)}{\partial p_t} \) is the gradient of the parameters at step \( t \) and \( \eta \) is a learning rate that modulates the size of the update.
Training of neural networks typically focuses on a global optimization of weight parameters and inference is usually restricted to a single step, by computing the network’s prediction given a particular input. Recently, (gradient based) optimisation of generative models, consisting of a hierarchy of state parameters and multiple, locally optimised weights has seen increased attention in neuroscience and machine learning research [2–6]. Our focus here is predictive coding (PC) on static inputs, a general approach to addressing state inference and parameter learning in complex generative models [4, 7–9]. In predictive coding networks (PCNs), each hierarchical layer is optimised independently using local prediction and prediction error signals. Because a PCN’s parameter space is factorized into multiple smaller parts, this lets us consider optimisation methods, such as (approximate) natural gradient descent (NGD) [10]. NGD can be tricky to implement and is computationally expensive in the context of deep neural networks without such factorized parameter sets [11, 12]. Next to weights learning, state inference in PCNs can be cast as an iterative gradient descent procedure as well, allowing us to employ advanced optimisation strategies during state updates.

2 Predictive coding networks

Predictive coding is a theory that originates from cognitive neuroscience and aims at explaining brain function [4, 13–16]. It offers a description of neural operations required for maintaining a hierarchical generative model using a relatively simple algorithmic motif based on prediction error minimisation and bidirectional processing [7, 13, 14, 17]. PCNs optimise neural activity and, on a slower timescale, neural plasticity in order to minimize the prediction error between an observed stimulus and its prediction.

In more detail, PCNs infer weights $\theta$ and (cause) state parameters $v$ of a generative model $p(u; \theta) = \int p(u | v; \theta)p(v; \theta)dv$ from data $u$.

PCNs aim at encoding the conditional distribution of the cause states given observed data, by inverting the generative model:

$$p(v | u; \theta) = \frac{p(u | v; \theta)p(v; \theta)}{p(u; \theta)}$$

To do so, PCNs optimise an approximate density $q(v)$ that can easily be parameterized using Gaussian assumptions. Learning and inference then can be cast as E and M step of an expectation–maximization (EM) scheme [18]. Usually, the E or inference step focuses on determining the the conditional mean $\mu$ of the cause states, i.e. the first moment of $q(v)$. The learning, or M, step finds the optimal value of the weights parameters $\theta$ given the expectation inferred via $\mu$. Critically, E and M step can be cast as a gradient descent scheme on the same objective function, the model’s free energy $F$:

$$F = \ln p(u; \theta) - KL\{q(v), p(v | u; \theta)\}$$

Predictive coding networks minimize the free energy $F$ based on prediction errors $e$ and their precision, the inverse of the error covariance $\Sigma_e = \text{Cov}(e)$ [7, 19].

2
For a single layer PCN, the generative model has the following form:

\[
\begin{align*}
    u &= g(v, \theta) + e^{(1)} \\
    v &= \eta + e^{(2)}
\end{align*}
\]  

(4)

where \(g(v, \theta)\) is a complex and nonlinear function parameterized by the weights \(\theta\) of a (deep) neural network. Given the inferred cause state \(v\) (in terms of its conditional mean \(\mu\)), this decoder network \(g(v, \theta)\) outputs a prediction of the expected sensory observation \(u\). Prior assumptions on the inferred cause are given by \(\eta\) and \(\Sigma^{(2)}\). Often times, \(\eta\) is zero and \(\Sigma^{(2)}\) is the identity matrix. More complex hierarchical models are constructed by stacking intermediate hierarchical layers:

\[
\begin{align*}
    v^{(1)} &= g \left( v^{(2)}, \theta^{(1)} \right) + e^{(1)} \\
    v^{(2)} &= g \left( v^{(3)}, \theta^{(2)} \right) + e^{(2)} \\
    v^{(3)} &= \ldots
\end{align*}
\]  

(5)

where the prediction of a respective higher hierarchical layer provides an empirical (i.e. learned) prior \(p\left(v^{(i)} \mid v^{(i+1)}; \theta^{(i)}\right) = N \left( g^{(i)}, \Sigma^{(i)} \right)\) on the inferred cause state distribution of the respective lower hierarchical layer [7, 14].

In PCNs, the state parameters are updated via the gradient of the objective function \(\dot{\mu}^{(i)} = -\frac{\partial F}{\partial \mu^{(i)}}\) and the weight parameters are updated via \(\dot{\theta}^{(i)} = -\frac{\partial F}{\partial \theta^{(i)}}\). More precisely, PCNs are optimized by a gradient descent on a free energy objective that depends only on the precision weighted prediction error in each hierarchical layer:

\[
F = -\frac{1}{2} \xi^{(1)} \xi^{(1)} + \frac{1}{2} \xi^{(2)} \xi^{(2)} - \ldots
\]  
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where the precision weighted prediction errors are defined as:

\[
\xi^{(i)} = \Sigma^{-1/2} \left( \mu^{(i)} - g \left( \mu^{(i+1)}, \theta^{(i)} \right) \right)
\]  

(7)

In the context of PCNs, the prediction error precision \(\Sigma_e\) plays an important role, e.g. in parameterizing attention, by modulating the gain on prediction errors [7]. From another perspective, the prediction error precision \(\Sigma_e\) plays the role of parameterizing an empirical prior on the activity in lower states [14]. More elaborate PCN models cover state-dependent precisions as part of their predictions, allowing them to express dynamic attentional processes [20]. In practice however, the prediction error precision \(\Sigma_e\) is often assumed simply to be constant (e.g. the identity matrix) during learning and the corresponding terms in the free energy objective that depend only on the precision are ignored. We will follow the same simplification here, i.e. assume that the prediction error precision itself is constant and not dynamically inferred. However, we will address precision at a later stage of prediction error processing, at the stage of the back-propagated error signal that drives parameter updates in gradient-based learning. More precisely, we will focus on the inverse covariance of the gradient of the model’s squared prediction error (i.e. of the free energy objective) with respect to the optimised parameter (including cause states \(v\) and weights \(\theta\)). We suggest...
that this precision of the propagated error does not parameterize (sensory) attention or empirical priors directly, but plays an important role for the efficiency, accuracy and attentional modulation of the parameter updates since it captures the uncertainty about inferred parameters given observations. Since the quality of state inference influences the quality of parameter learning (and vice versa) and computational resources are limited for iterative inference (especially in online learning settings and in biologically plausible implementations), fast and reliable parameter updates are crucial.

A particularly interesting optimisation method in this context is (approximate) Natural Gradient Descent (NGD), which takes into account information about the curvature of the objective function when updating model parameters \[21\]. Information about this curvature is approximated with (variants of) the Fisher information matrix (FIM) of the optimised parameters. The covariance of the score, i.e. of the gradient of the log-likelihood function with respect to a parameter \(p = \{\theta, v\}\) gives information about the approximate curvature of the objective function, referred to as the empirical FIM, for a batch \(B\) of observations \[22\]. The empirical FIM for weights \(\theta\) is

\[
I(\theta) = \mathbb{E}_u \left[ \nabla^2_{\theta} \log p(u|\theta) \right] = \mathbb{E}_u \left[ \nabla_{\theta} \log p(u|\theta) \nabla^T_{\theta} \log p(u|\theta) \right]
\]

and similarly for the inferred state mean \(\mu\):

\[
I(\mu) = \mathbb{E}_u \left[ \nabla^2_{\mu} \log p(u|\mu) \right] = \mathbb{E}_u \left[ \nabla_{\mu} \log p(u|\mu) \nabla^T_{\mu} \log p(u|\mu) \right]
\]

A nice property of the empirical FIM is that it does not require any additional information next to the gradients of the objective function, which are already computed during standard gradient descent. The diagonal elements of the empirical FIM have found widespread use in adaptive learning rate optimizers, such as RMSProp and Adam \[23\]. These, however, do not resort to the off-diagonal elements of the gradient covariance, which approximate curvature. In comparison to the empirical FIM, the true FIM is based on gradients from the model’s predictive distribution \[21\, 22\]. Here, we will focus on the empirical FIM.

## 2.1 Prediction error and gradient precision in linear PCNs

Recent work has noticed that the prediction error precision of top-down predictions of the state parameters is equivalent to the Fisher information in linear PCNs \[4\]:

\[
\mathcal{I}(\mathcal{F}, \mu_l) = \mathbb{E} \left[ \frac{\partial^2}{\partial \mu^2_i} \mathcal{F} \right] = \mathbb{E} \left[ \Sigma^{-1}_{(e, l)} \right] = \Sigma^{-1}_{(e, l)}
\]

Similarly, the Fisher information with respect to the weights in linear PCNs is equal to the prediction error precision multiplied by the covariance of input activity \[4\]:

\[
\mathcal{I}(\mathcal{F}, \theta_l) = \mathbb{E} \left[ \frac{\partial^2}{\partial \theta^2} \mathcal{F} \right] = \Sigma^{-1}_{(e, l)} \mathcal{V} [\mu_{l+1}]
\]

This approach, however, does not include the propagated bottom-up prediction error from the outgoing prediction, which also induces changes in the state parameters during inference. Furthermore, the assumption of linearity does not generally hold.

Since we here deal with gradient-based predictive coding networks in the context of automatic differentiation, we can directly compute the gradient of the objective function.
with respect to the parameter in question. This, however, results in relatively large gradient
covariance matrices and makes it difficult to see a direct relation to the prediction error
precision, a ubiquitous quantity in the predictive coding theory.

Recent work on Natural Gradient descent in the context of linear networks and Gaussian
likelihood functions (like the free energy objective treated here) has proposed a similar, but
more general factorization of the Fisher information matrix \[24\]. They showed that the
NGD update for weights parameter \( \theta \) can be expressed via the covariance of input activity
and the covariance of the propagated prediction error:

\[
\frac{d\theta^{(i)}}{dt} \propto (\tilde{\Lambda}_i + \lambda I)^{-1} \langle e_i x_{i-1}^T \rangle (\Lambda_i + \lambda I)^{-1}
\]  

(12)

where \( \langle e_i x_{i-1}^T \rangle \) is the standard gradient, \( \tilde{\Lambda} \) is the covariance of input activity and \( \Lambda \) is the
covariance of the propagated prediction error, estimated separately for each batch. These
covariance matrices are generally smaller in size than the covariance of the standard gradient
itself. In this context, the gradient of the objective function with respect to the (intermedi-
ate) outputs of the models is the propagated error signal. This propagated propagated error
signal generally is not identical to the prediction error signal itself. The following sections
will introduce PredProp, which uses this sort of factorization to train predictive coding net-
works with nonlinear neural networks. In contrast to \[24\], PredProp uses an empirical FIM,
where the propagated prediction error signal is computed simply based on the prediction
error instead of the model predictive distribution.

3 PredProp

PredProp uses approximate curvature information during state inference and weights learn-
ing based on a factorization of the FIM into activity and output gradient covariance. This is
inspired by the factorization of the true FIM in recent work on exact natural gradients in lin-
ear networks, however in the context of nonlinear PCNs and the empirical FIM \[24\]. Similar
factorizations have been employed in the context of training large DNN models, for example
in K-FAC, where the Fisher information in the nonlinear case is efficiently computed block-
wise \[11\]. In the following, we will first focus on PCNs with a single, non-linearly activated,
network layer in each hierarchical layer. In this case, the outgoing prediction in each PCN
\( i \) layer is computed by a function \( \hat{\mu}^{(i-1)} = g(\mu^{(i)}, \theta^{(i)}) \) that includes a single set of weights
\( \theta^{(i)} \) and a nonlinear activation function. Predprop requires only a single prediction pass (i.e.
the backwards prediction from the perspective of PCNs) followed by the computation of the
gradients of weight parameters and the predictions (i.e. the forward pass in PCNs), which
is already a requisite for standard stochastic gradient descent.

3.1 The M-step: Weights learning

During learning, the gradient \( g' \) of the objective function \( F \) with respect to the weights
is modulated by the covariance of the gradients of the output \( \hat{\mu}^{(i-1)} \) (i.e. the outgoing
prediction) and the covariance of the input \( \mu^{(i)} \) (i.e. the inferred state). In PCNs with
strictly single layer decoder networks, the covariance of the gradients of the output (i.e. the
propagated prediction error) \( \hat{\mu}^{(i-1)} \) is closely related to the covariance of the prediction error.
However, we keep the general notation here, since we are also interested in generalizing to multi-layer decoder networks later on. Based on this factorization, we can formulate updates to the generative weights $w^{(i)}$ of a particular PCN layer as:

$$
\frac{d\theta^{(i)}}{dt} \propto (\Sigma_{\hat{g}} + \lambda_{\hat{g}} I)^{-1} g'_t (\Sigma_\mu + \lambda_\mu I)^{-1}
$$

(13)

where $g'_t$ is the gradient of the objective function $F$ with respect to the weight parameters at iteration $t$ and $\hat{g}_i$ is the gradient of the cost function with respect to the outgoing prediction $\hat{\mu}$, the propagated prediction error. All covariances here and in the following E step are estimated across the batch. Similar to related work on linear networks, we use two damping parameters $\lambda_\mu$ and $\lambda_{\hat{g}}$ multiplied with identity matrices $I$ to help stabilize the updates [24]. We found 0.001 and 0.1 to be good starting points for $\lambda_\mu$ and $\lambda_{\hat{g}}$ respectively. We use a high learning rate, e.g. $\alpha_M = 0.5$ when applying these updates to the weights. The pseudo-code includes this M-step of the PredProp optimiser. In theory, the M step could be repeated multiple times in each iteration of the EM scheme, potentially leading to more data efficient weight parameter updates [25]. Here, however, we focus on a simple approach that uses a single weights update step in combination with an iterative E step for inference.

### 3.1.1 Multi-layer decoder networks

When the decoder function $\hat{\mu}^{(i-1)} = g(\mu^{(i)}, \theta^{(i)})$ in PCN layer $i$ consists of multiple, non-linearly activated layers with parameters $\theta_j^{(i)}$, the factorization can be extended to cover input activity and propagated error covariance for each individual layer $j$. In this setting, the updates for parameters $\theta_j^{(i)}$ are computed as

$$
\frac{d\theta_j^{(i)}}{dt} \propto (\Sigma_{\hat{g}_j} + \lambda_{\hat{g}} I)^{-1} g'_j t (\Sigma_{\mu_j} + \lambda_\mu I)^{-1}
$$

(14)

where the gradient of weights $g'_j$ in each layer $j$ is modulated by its respective input covariance $\Sigma_{\mu_j}$ and the covariance of its gradient $\Sigma_{\hat{g}_j}$. Here, in order to keep notation simple, we denote the intermediate activations in the decoder network as $\mu_j$ and $\hat{\mu}_j$, where the $\mu = \mu_0$ is the input to the decoder network and $\hat{\mu} = \hat{\mu}_n$ is the final prediction for a DNN with $n$ layers. While covariances are computed for each layer, the damping parameters are shared between all layers.

### 3.2 The E-step: State inference

Similar to the optimisation of weight parameters, we approach the optimisation of state parameters by using a combination of the activity and error gradient covariances. During inference in the E step, the resulting updates of state parameters in PCN layer $i$ are:

$$
\frac{d\mu^{(i)}}{dt} \propto (\Sigma_\mu + \lambda_\mu I)^{-1} (\Sigma_{g_t} + \lambda_{\hat{g}} I)^{-1} g_t
$$

(15)

where $g_t$ is the gradient of the objective function $F$ with respect to the state parameter $\mu$. $\Sigma_\mu$ is the covariance of the inferred state itself, while $\Sigma_{g_t}$ is the covariance of its gradient $g_t$. In contrast to the weights updates, the activity covariance for the states directly expresses uncertainty about the optimised parameter. Again, the covariances are damped...
using identity matrices $I$ and damping factors $\lambda_g$ and $\lambda_{\Sigma_{\mu}}$. Like the respective damping factors used in the M step, these damping could be dynamically adjusted between updates. Here, however, we treat them as fixed parameters. We found $\lambda_g = 0.9$ and $\lambda_{\Sigma_{\mu}} = 0.9$ to be good starting points for rapid, yet stable updates. Like in the M step, we use a high learning rate $\alpha_E = 0.9$ to apply these updates. Pseudo-code shows these state updates in the PredProp optimiser. Unlike in the M step, we make multiple E steps in each EM iteration. Instead of terminating the E step at convergence, we use a fixed amount of inference steps, e.g. 10 or 20.

**Algorithm 1 PredProp**

**Require:** $\theta_{\text{init}}, \mu_{\text{init}}$: Initial weight and state parameters

**Require:** $\alpha_M, \alpha_E$: Learning rates for weights and states

**Require:** $\lambda_\mu, \lambda_g, \lambda_{\hat{g}}, \lambda_{\Sigma_{\mu}}$: Damping parameters

$\theta_t \leftarrow \theta_{\text{init}}$  
$t \leftarrow 0$  

while not converged($\theta_t$) do

**E step (Inference):**

$t_E \leftarrow 0$

$\mu_{t_E} \leftarrow \mu_{\text{init}}$

while not converged($\mu_t$) do

$t \leftarrow t + 1$

$g_t \leftarrow \nabla_{\mu} F(\theta_t, \mu_t)$

$\Sigma_\mu = \text{Cov}(\mu_{t_E})$

$\Sigma_{g_t} = \text{Cov}(g_t)$

$g_t \leftarrow (\Sigma_\mu + \lambda_{\Sigma_{\mu}} I)^{-1}(\Sigma_{g_t} + \lambda_g I)^{-1}g_t$

$\mu_{t_E} \leftarrow \mu_{t_E} + \alpha_E \cdot g_t$

end while

$\mu_t \leftarrow \mu_{t_E}$

**M step (Learning):**

$t \leftarrow t + 1$

$g_t' \leftarrow \nabla_{\theta} F(\theta_t, \mu_t)$

$\hat{g}_t \leftarrow \nabla_{\hat{g}} F(\theta_t, \mu_t)$

$\Sigma_{\hat{g}_t} = \text{Cov}(\hat{g}_t)$

$g_t' \leftarrow (\Sigma_{\hat{g}} + \lambda_{\hat{g}} I)^{-1}g_t(\Sigma_\mu + \lambda_{\Sigma_{\mu}} I)^{-1}$

$\theta_t \leftarrow \theta_t + \alpha_M \cdot g_t'$

end while
4 Experiments

To empirically evaluate the proposed method, we compare PCNs trained with PredProp, SGD and the Adam optimizer on three popular datasets for supervised and unsupervised learning: MNIST, FashionMNIST and OMNIGLOT. Here, we focus on completely unsupervised inference and learning in PCNs with three hierarchical layers and dense decoder networks. We first inspect the training of PCNs where the predictions in each hierarchical layer are made using a single set of weights that are non-linearly activated. During training, we assess the quality of the learned weights in terms of the accuracy of the prediction made from the deepest hierarchical layer, after iterative inference. In contrast to the accuracy of the prediction of the lowest PCN layer, this “global” prediction is computed using a pass through the entire network. Intuitively, global predictions with high accuracy require all layers in the PCN to maintain a consistent hierarchical generative model.

In all experiments, we train the PCNs with a fixed amount of inference steps (10 or 20) followed by a single update of the weights given the inferred posterior states. We initialise the highest state with a zero prior plus a small value \(1e^{-5}\). The prior states in intermediate hierarchical layers are initialised with their top-down prediction. All following experiments use densely connected weights with Glorot initialization \[26\]. We did not use biases. In all presented settings, we weight the top-down error by a constant factor of \(1/10\), which can be interpreted as a hyper-parameter, that assigns more weights to the bottom-up error in comparison to the top-down error. Inference was done with a constant learning rate of 0.9 in all baseline models. Automatic differentiation and matrix inversion was done using PyTorch \[27\].

4.1 Single-layer generative networks

We trained PCNs with three PC layers and state sizes of 64, 64 and 128 units, with increasing size towards PCN layers closer to the data. Each PC layer consist of a single set weights followed by a hyperbolic tangent (tanh) activation function. We trained for 3000 weight update steps with a batch size of 128. We ran the PredProp optimiser using \(0.0001\) and \(0.1\) for \(\lambda_p\) and \(\lambda_g\) and \(0.9\) for both \(\lambda_{\Sigma_p}\) and \(\lambda_g\).

While PredProp was run using a single setting for all datasets, we evaluated a variety of configurations for the baseline optimisers, SGD, Adam and SGD with momentum. Learning rates for the baselines covered \([0.1, 0.01, 0.001]\), the first order momentum covered \([0.0, 0.1, 0.9]\) and second order momentum covered \([0.0, 0.999]\).

Figure 1 visualizes the accuracy of the global prediction of PCNs trained with PredProp, SGD and Adam. Also shown is a variant of PredProp, PredProp-L, that does not use precision weighting during iterative inference, i.e. restricts the influence of curvature information on the weights updates in the M step. We compared two different setups, one experiment with 10 iterative inference steps and another configuration with 20 inference steps. In both settings, PredProp outperforms the baseline optimization methods SGD, Adam and SGD with momentum. In all experiments with single-layer generative networks we found that including precision weighting during inference generally improves the accuracy of the model in early stages of training. In many cases, training the PCN with a baseline optimiser and high learning rates (e.g. 0.1 with SGD and momentum) allows to outperform PredProp at the start of training. These configurations, however, diverge when the model gets more ac-
curate and more precise updates are necessary. PredProp, in contrast, also shows relatively fast convergence early on, while preventing divergence when the model is starting to get accurate.

4.2 Multi-layer generative networks

In the experiments with multi-layer generative networks, the PCNs had three layers with 64 state units each. Each PCN layer had a generative network with three layers, of which the first two were ReLU activated. The size of hidden activations in each generative network was set to 256 units. Training was done for 3000 weight update steps with a batch size of 128 and 20 iterative inference steps. We used 0.005 and 0.1 for $\lambda_{\mu}$ and $\lambda_{\hat{g}}$ and 0.9 for both $\lambda_{\Sigma}$ and $\lambda_g$. We compared a model trained with PredProp to baseline models trained with the Adam optimiser at learning rates covering $[0.001, 0.0005, 0.0001]$ and fixed $\beta_1 = 0.9$ and $\beta_2 = 0.999$ values. We trained all configurations with and without PredProp’s precision weighting during iterative inference. Figure 2 shows train set and test set results for MNIST and OMNIGLOT. Not shown are the results on FashionMNIST, which were comparable. In the tested configurations, PredProp outperforms the baseline models trained with the Adam optimiser. Including PredProp’s precision weighting lead to a noticeable increase in overall prediction accuracy in all trained configurations.
Figure 2: Training predictive coding networks with multi-layer generative networks on MNIST and OMNIGLOT. Shown are mean squared errors during training, reflecting the mean of three different runs. Circles indicate the corresponding scores from batches of the test set. Compared are models trained using PredProp and Adam for weights optimisation. Each configuration is evaluated with (True) and without (False) PredProp’s precision weighting during inference.

5 Discussion and future work

Our results indicate the usefulness of using the precision of the propagated error, and the precision of gradients more generally, when training predictive coding networks, with performance gains during iterative inference as well as learning. However, the presented experiments and evaluated baselines are relatively small scale and the employed datasets are fairly simple. Future work could investigate the role of gradient precision in more complex architectures, e.g. by including bias or using convolutional layers. Throughout or experiments, we used relatively large batch sizes and estimated covariances from scratch for each batch. Future work could improve covariance estimation, e.g. by incorporating estimations from previous batches as prior knowledge. Another interesting avenue could be to analyse the importance of precision weighting in temporal predictive coding models. The close interaction between precision weighting of the prediction errors and the propagated prediction errors yet needs to be explored in detail. Another interesting direction of research could address the influence of state-dependent prediction error precision, such as proposed in [20] or other means of adaptive precision-based modulation in scaled-up predictive coding networks.
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