PscanChIP: finding over-represented transcription factor-binding site motifs and their correlations in sequences from ChIP-Seq experiments
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ABSTRACT
Chromatin immunoprecipitation followed by sequencing with next-generation technologies (ChIP-Seq) has become the de facto standard for building genome-wide maps of regions bound by a given transcription factor (TF). The regions identified, however, have to be further analyzed to determine the actual DNA-binding sites for the TF, as well as sites for other TFs belonging to the same TF complex or in general co-operating or interacting with it in transcription regulation. PscanChIP is a web server that, starting from a collection of genomic regions derived from a ChIP-Seq experiment, scans them using motif descriptors like JASPAR or TRANSFAC position-specific frequency matrices, or descriptors uploaded by users, and it evaluates both motif enrichment and positional bias within the regions according to different measures and criteria. PscanChIP can successfully identify not only the actual binding sites for the TF investigated by a ChIP-Seq experiment but also secondary motifs corresponding to other TFs that tend to bind the same regions, and, if present, precise positional correlations among their respective sites. The web interface is free for use, and there is no login requirement. It is available at http://www.beaconlab.it/pscan_chip_dev.

INTRODUCTION
The regulation of eukaryotic gene transcription is a complex process, which depends on interactions between transcription factors (TFs) and their binding sites on DNA (TFBSs), as well as on chromatin structure and other epigenetic factors like DNA methylation (1). Chromatin immunoprecipitation (ChIP), followed by the application of next-generation sequencing technologies to the immunoprecipitated DNA (ChIP-Seq), permits to build genome-wide maps of protein–DNA interactions, like TF binding, histone modifications or any other protein involved in the process (2).

The typical output of a ChIP-Seq experiment for a TF (the ChIP’ed TF, hence, on) is a list of thousands of genomic regions with associated enrichment scores and corresponding $P$-values or false discovery rates. The plot of the enrichment (sequence read density) against the genome shows for these regions a ‘peak’ shape (Supplementary Figure S1), usually with a clear local maximum (‘summit’) point (3). As these regions may range in length from hundreds to thousands of base pairs (bp), further bioinformatic sequence analysis is still required to identify the actual TF-binding sites within them (3), either by de novo motif discovery (4) or by using descriptors (5–8) like position weight matrices [PWMs or motif profiles, (9)] available in databases like TRANSFAC (10) and JASPAR (11). These methods usually assess motif enrichment by comparing motif counts in the regions with background random models, which are essential to obtain reliable significance measures. However, the resolution offered by modern next-generation sequencing technologies is such that binding sites for the ChIP’ed TF are typically located in close proximity of the summit points. Motif discovery and enrichment analyses can take advantage from this fact, confining the analysis to 100–150 bp around them (3) or including positional bias in the measures used to assess motif significance (4). On the other hand, detecting not only the sites bound by the ChIP’ed TF but also secondary motifs for putative co-factors is a point of the utmost importance, as reported by recent large-scale studies (12,13) that unveiled widespread interactions among TFs and precise arrangements of their binding sites.
Indeed, the latest methods using PWMs designed for ChIP-Seq, like CENTDIST (14) and CentriMo (15) altogether bypass the definition of a suitable ‘genome-wide’ background, and they do not evaluate actual motif enrichment in the input regions, but rather ‘maximum central enrichment’. That is, they determine whether putative binding sites described by a given PWM matching it above a given or estimated threshold value tend to cluster toward the center of the regions, and if the clustering is significant assuming a random uniform distribution. However, in this way, actual enrichment of the motifs in the regions with respect to the rest of the genome is not explicitly evaluated, making harder to assess, in case of different motifs presenting the same bias, which one can be considered to be the most likely candidate to describe the binding of the TF studied and/or its most significant co-factors. The latter could in fact be present only in a limited subset of the input regions (and, hence, the positional bias because of a limited number of motif instances), or vice versa, secondary motifs actually enriched might show a much less marked clustering around the peak summit and thus deemed to be less significant.

**MATERIALS AND METHODS**

To address the issues just discussed, we developed PsCanChIP, based on our previous tool for promoter analysis PsCan (5). In PsCanChIP we introduce different criteria to assess motif overrepresentation and positional bias in analysis of ChIP-Seq peak regions. Our idea is that motifs actually corresponding to TF binding should be first of all overrepresented in the ChIP-Seq regions with respect to the rest of the genome (that is, the portion of the genome accessible for TF binding), and the same should hold true for motifs corresponding to other TFs interacting with the ChIP’ed one in a significant number of regions. Also, matches to a given PWM should present not only a positional bias, but also yield higher scores in the preferred positions, that is, they should better fit the matrix in the positions where they tend to cluster.

PsCanChIP takes as input a set of genomic coordinates corresponding to ChIP-Seq peaks, assuming that they are centered on their summits and considers the 150 bp genomic regions around their center. The regions are scanned on both strands by PWMs available in the JASPAR and TRANSFAC databases, and optionally with additional PWMs that can be submitted by users. The scan returns for each oligo in the input regions a score between 0 and 1 (Supplementary Methods), and the best (highest scoring) oligo is selected from each input region. As in the original PsCan, we bypass the need to define matching thresholds for PWMs to predict likely TFBS instances, comparing instead for each matrix the mean score of the best-matching oligos in the input regions to expected values defined according to different backgrounds. TFs mostly bind DNA in accessible regions (12), and genome-wide maps of open chromatin can be built through experiments like DNaseI- or Faire-Sequencing (16). The result is a collection of segments of DNA that are accessible to regulatory factors and other DNA interacting molecules. Thus, given a PWM, we compare the matching scores on the input sequences with an expected background value computed by considering the matching scores in a collection of DNA accessible regions of the same length. In particular, we used for this task the ENCODE regions available at the UCSC Genome Browser database (17), which have been identified through DNaseI Digital Genomic Footprinting (18). The regions differ according to the tissue/cell line studied, and thus yield cell-line–specific expected values. Therefore, as input, users have to select also the cell line/tissue on which their ChIP experiment has been performed, or the closest relative in the list of available possibility (e.g. HepG2 for liver cells). But, if no suitable choice is available, we also included a ‘mixed’ background, made by a sample of non-overlapping accessible regions built by taking at random a subset of the regions from each of the cell lines available, and a ‘promoter’ background, to be used if the input comes mostly from promoter regions. Each of the background sequence sets (cell-line specific or mixed) is made of ~200 000 regions.

Once the matching scores for a PWM are available both in the input and the background sequence sets, global enrichment can be computed, by comparing with a t-test average and standard deviation of the best-match score in the input regions with average and standard deviation of best matches on the background sequence set, yielding enrichment P-values with a two-tailed t distribution. Global enrichment can be used to identify motifs that, in general, are overrepresented in the regions, but with no assumption on their location within the regions or any positional bias with respect to the peak summits. Sites for the ChIP’ed TF should anyway be the most significantly enriched according to this measure, and also PWMs for other ‘co-regulating’ TFs, that is, binding a significant number of the input regions, should yield low P-values.

Also, PsCanChIP evaluates local enrichment, comparing with a t-test mean and standard deviation of the score of the best matching oligos in the input regions to mean and standard deviation of the best match in the genomic regions flanking the input ones. Local enrichment can be used to identify motifs with significant preference for binding within the regions, that is, the motif corresponding to the ChIP’ed TF, as well as other TFs likely to interact with it and binding in its neighborhood. It should be noticed that with respect to similar methods, local enrichment not only assesses positional bias but also how well the matches fit the profile used, without establishing a pre-determined matching threshold. Finally, PsCanChIP evaluates motif positional bias within the input regions, by splitting them into overlapping sub-regions of 10 bp. Mean and standard deviation for the best match score within each sub-region are compared with mean and standard deviation across all the sub-regions, again with a t-test. Once again, motifs showing a positional bias, but more importantly having their best matches associated with a given sub-region, can be singled out. The bias can be for the center (as usually shown for the sites of the ChIP’ed TF), but it can be
identified for any other sub-region. Further details on the calculations performed can be found in the Supplementary Methods.

These different measures can detect different types of overrepresented motifs. The PWM corresponding to the ChIP‘ed TF or to the co-factor(s) recruiting it should be the highest ranking (lowest P-values) with respect to all the three different measures. In case of ChIP-Seq experiments with low resolution (e.g. with low quantities of IP‘ed DNA or a weakly specific antibody) and without sharp peak summits, the global P-value should be nevertheless low. PWMs corresponding to possible interactors (or competitors) of the ChIP‘ed TF (often, but not necessarily always, binding DNA in its neighborhood) should have low global and local P-values, but rank after the ChIP‘ed TF. Positional bias could also appear for these—but not as a rule. ‘Co-regulators’ (TFs that often bind the same promoters/enhancers of the ChIP‘ed TF) tend to regulate the same genes, but do not have to bind cooperatively with it, and should have low global P-values but not necessarily low local P-values and no positional bias. On the other hand, PWMs with low local P-values only (better if substantiated by positional bias) might correspond to TFs interacting with the ChIP‘ed one only in a limited subset of the input.

THE USER INTERFACE

Input

Users have to submit a list of genomic coordinates in BED format (e.g. chromosome-start-end) corresponding to ChIP-Seq peak regions. PscanChIP assumes that the regions are centered on the point of maximum enrichment within the peak and will automatically retrieve and analyze the 150-bp sequences around that point (Supplementary Methods). There is no limit on the number of regions that can be input. Optionally, if regions are input by users sorted in decreasing order according to region enrichment and/or significance P-value (the most enriched at the top), PscanChIP will also assess the correlation between the enrichment of a motif and the enrichment of the regions in the ChIP-Seq.

Input parameters that have to be set are the organism (human or mouse at the moment) and the genome assembly that was used for the ChIP-Seq analysis. The background field is used to select the genomic background to be used to assess global enrichment of motifs as explained in the previous section. Finally, the ‘Select Descriptors’ option specifies whether the analysis has to be performed with profiles available in the JASPAR or TRANSFAC (public release) databases, and ‘Additional Descriptors’ permits to upload a specific matrix set that will be added to the chosen database (see the online help page for further details on the custom matrix format).

The time required by computations depends on the number of regions and of matrices involved in the analysis, anyway seldom exceeding a couple of minutes on typical TF ChIP-Seq experiments of several thousands of regions.

Output

The output will appear in the middle of the page. For each matrix of the selected set and the custom matrices (if any), PscanChIP outputs, as shown in Figure 1a:

1. **Name and ID**: the name and the database ID of the matrix.
2. **Local enrichment P-value (L.PV)**: describing whether the motif is over- or underrepresented in the 150 bp input regions with respect to the genomic regions flanking them, with an arrow (L.O/U) indicating whether the motif is over- (red upward) or underrepresented (green downward).
3. **Global enrichment P-value (G.PV)**: describing whether the motif is over- or underrepresented in the input regions with respect to the global background used, with the respective arrow (G.O/U). Notice that for computation reasons, this value is not calculated for user-submitted matrices.
4. **Spearman correlation coefficient (SP.COR)**: if the input regions were ranked according to their enrichment, this value represents the Spearman rank correlation coefficient between the ranking of the input regions and their ranking with respect to the motif. Positive values indicate that the more enriched regions are the best matches they contain for the motif, and vice versa.
5. **Preferred position (P.POS) and position bias (P.POS.PV)**: this indicates the position (10bp sub-region) within the input regions where oligos tend to be found with best matches to the matrix. Coordinates are relative to the center of the regions, which has coordinate 0. The associated P-value indicates the significance of the positional bias of the motif.

The output table can be sorted according to any column value by clicking on the corresponding header. Clicking on a matrix name (NFYA in Figure 1a), opens a detailed output page for it (Figure 1b). This page permits to retrieve, for each region submitted, its genomic coordinates and the best-matching oligo, its score, and its position and strand, with respect to the region itself (0 is the center of the region). It also includes a simple graphical representation of the location of the best matching oligos within the regions, as well as the corresponding histogram. Notice that the mostly enriched sub-region according to the P-value does not have to correspond to the local maximum sub-region of the histogram. Rather, disagreement between those two measures is an indicator of low-quality sites clustering in the histogram.

Performing a motif-centered analysis

The ‘Run Pscan-Chip centered on these sites’ button associated with the occurrences list of any PWM permits to start automatically a motif-centered analysis on the PWM itself. For all the regions containing a best match with score higher than the global background average,
Figure 1. The overall output of PscanChIP (a), and detailed NFYA PWM output (b) for the ENCODE ChIP-Seq of NF-YA in K562 cells.
PscanChiP will process the 150 bp genomic regions around the matching oligo.

Similar computations are performed, e.g. by the SpaMo tool (19), but in our implementation, positional correlations between PWMs are incorporated and integrated with other types of enrichment analysis, overall providing a more complete picture.

The computations of the motif-centered analysis and its output are identical to the default one, with the sole difference that for the matrix chosen (whose best matches fall exactly in the middle of the regions analyzed) PscanChiP will instead report in the detailed output page the position of the second best match, to detect whether there is preferential arrangements of sites for the same TF.

RESULTS

We ran PscanChiP on several different data sets retrieved from literature and compared the results with other similar tools. The full results are available in Supplementary Material and can be reproduced by running PscanChiP on the samples included in the web interface. All the parameters required will be set automatically.

‘Core’ TFs in mouse embryonic stem cells

A seminal work showing the full potential of ChiP-Seq is the analysis of 13 different ‘core’ TFs in mouse embryonic stem cells [Nanog, Oct4, STAT3, Smad1, Sox2, Zfx, c-Myc, n-Myc, Klf4, Esrrb, Tcfcp2l1, E2F1 and CTCF (20)]. Once the binding regions on the genome for each TF had been determined, further processing identified binding correlations among the different TFs, forming two main multi transcription factor loci (MTL), the first always containing c-Myc and/or n-Myc-binding sites, but not Nanog, Oct4 and Sox2, and vice versa the second.

This data set represents a good benchmark to assess whether the global enrichment measure used by PscanChiP is able to retrieve the same correlations obtained in the original study. The matrix for the main TF investigated was singled out in each experiment as the most enriched both locally and globally, with a marked positional bias for the summit location, showing the reliability of the enrichment measures we used (see Supplementary Table S1 for the full results), whereas for Nanog and Smad1, a PWM for the corresponding TF is not available either in JASPAR or in the free version of TRANSFAC included in the interface. Moreover, although we cannot expect the results to be symmetrical, that is, the enrichment for motif X in the ChiP for factor Y will be different from the enrichment of motif Y in the ChiP of X, matrices corresponding to TFs co-binding in a significant number of loci can be anyway singled out consistently in the ChIP of their partners, with global enrichment P-values reproducing the correlations reported in the study [see Figure 2 and compare with Figure 4A in (20)]. The two MTLs can be clearly identified, one comprising n-Myc, c-Myc, Zfx and E2F1 and the other Oct4, Sox2, Nanog and Smad1 (in the latter two the Oct4 and Sox2 matrices are highly enriched), and also the high correlations among Esrrb, Klf4 and Tcfcp2l1. Also, the Myc PWMs are underrepresented in the Oct/Sox MTL regions, and vice versa. The STAT3 motif, on the other hand, shows little enrichment in all the data sets, confirming its lower correlation to the other experiments shown in the study. The sole exception is the E2F1 regions, in which, as also previously observed (15), E2F-like matrices lacked marked central enrichment and positional bias. On the same data set, CENTDIST (run on the best 10000 regions included in the web interface, which is the maximum number of regions it can process) ranks E2F the second place after SP1, but using a weakly conserved SP1-like non-canonical motif (SSCSS), whereas for PscanChiP also the canonical JASPAR E2F1 site (TTT GCCGC) has very low global and local P-values, but no relevant positional bias. In this data set, E-box-like motifs (c-Myc and n-Myc) are among the highest ranking ones for PscanChiP (global P-value = 0), with also positional bias toward the center of the regions, whereas in CENTDIST, they are ranked at the seventh place. On the other hand, these ChiP-Seqs show a significant overlap between E2F1 and/or n-Myc- and c-Myc-bound sites in ESC cells (35–45% of Myc sites falling within 100 bp from an E2F1 site). To further substantiate the hypothesis that an E-box motif could be required for E2F1 binding, at least in some contexts, we applied PscanChiP to the ENCODE E2F1-binding sites in HeLa cells retrieved from the UCSC Genome Browser database (17). Once again, the two highest ranking motifs are E2F1 (canonical) and the E-box (n-Myc or c-Myc), with the lowest global and local P-values simultaneously, and both showing a positional bias toward the summit (Supplementary Table S1). CENTDIST again reports SP1 as the most enriched motif, ranking the canonical E2F1 motif at the fourth place, and E-boxes around the 10th. YY1, identified by CentriMo as the more likely candidate for the recruitment of E2F1 (15), presents only marginal local enrichment. All in all, our results hint to possible recruitment of E2F1 by one of the E-box–binding factors, as indeed has already been demonstrated for c-Myc (21). Finally, in the CTCF sample (>30000 regions), we identified again the E-box as a possible co-binding motif, confirming its preference for c/n-Myc MTLs and recovering already known possible associations between CTCF and MYC (22). The same test could not be replicated with CENTDIST because of the limit of 10000 regions allowed as input.

STAT3 binding in four different cell lines

In a recent work (23), binding regions of STAT3 have been determined through ChiP-Seq in four different mouse cell lines [embryonic stem cells (ESC), CD4⁺ T cells, macrophages and AtT-20 cells (PEC)]. Analysis of the regions through motif discovery, protein–protein interaction data and overlap with other ChiP-Seq experiments revealed distinct transcription regulatory modules, with different co-factors singled out to be essential for cell-line–specific binding of STAT3. PscanChiP was able to identify STAT motifs as the most enriched with respect
to every measure used (globally, locally and with positional bias) in the ESC and AtT-20 data sets (Supplementary Table S2). In CD4+, STAT motifs are the most enriched globally, have a local \( P \)-value near 0 and are the only ones presenting positional bias, whereas CENTDIST ranks them at the second place. In this cell line, IRF and GATA motifs are the most likely candidates to represent main interactors of STAT3 [confirming the findings of (23)], and indeed, the analysis motif centered on STAT3 shows their preferential arrangement immediately upstream or downstream (Supplementary Figure S2). On the other hand, on the ESC data set, PscanChIP confirmed Esrrb as a possible interactor, whereas OCT4 and Sox2, identified in the study as essential co-factors, did not show any significant global or local motif enrichment and a moderate enrichment for CENTDIST with a low number of estimated regions containing the motif. The fact that PWMs for other ESC core TFs like Klf4 and Tcfcp211 are more enriched both globally and locally (the latter confirmed also by CENTDIST) leads us to conjecture that other factors could be involved in the recruitment of STAT3, or that the respective binding motifs are not essential for the function of Oct4 and Sox2. As described previously (23), on the data set comprised by regions in any cell line shared with other ChIP-Seq experiments ('any three'), PscanChIP is able to retrieve as significantly enriched also E-box motifs (c-Myc or n-Myc).

Notably, in the PEC macrophage data set, composed of 1300 regions, PscanChIP could not find any ‘dominating motif’ (i.e. ranking first for all the measures used as in the previous examples). However, the only motifs with significantly low \( P \)-value \((<10^{-5})\) both for global and local enrichment were those corresponding to STAT matrices, even if with no clear positional bias toward the region summits. We think that the result might be due to experimental issues in the ChIP-Seq experiment or in the peak calling pipeline, because in the other cell lines STAT binding could be clearly determined, and most importantly in these regions no other motif could be detected showing both global and local enrichment, differently

![Figure 2. Heatmap of PscanChIP global \( P \)-values associated with the JASPAR PWMs of core TFs in mouse ESC peak regions (positive and negative values denote over- and underrepresented motifs, respectively). Rows correspond to ChIP-Seq experiments, columns to motifs. MTLs reported previously (20) are highlighted in green (c-Myc/n-Myc) and yellow (Nanog/Oct4/Sox2).](image-url)
from virtually all the other published summit-centered data sets we analyzed with PscanChIP. The fact that the study reports that >70% of these regions do not contain any variant of the annotated STAT3 motifs seems to further consolidate our hypothesis. On these regions, CENTDIST ranked STAT matrices at the third place, with a *P*-value of 0.002, because of the moderate bias of STAT sites toward the center of the regions. This example shows how using different measures of enrichment can help solve cases in which there is no clear signal emerging from the data, and to point out possible issues either in the ChIP or in the downstream bioinformatic analysis. Finally, a 'core' set of 32 binding regions was determined, conserved across the four cell lines, which co-regulates a set of key genes important for STAT3 function in multiple cell types. These 400-bp regions were not summit centered, as they were derived from the intersection of four different experiments with different summits. On this small data set, PscanChIP reveals again STAT profiles as the most locally and globally enriched, with, among others, E2F1 (shown to be needed to recruit STAT3 to these genomic loci), MYC and KLF4 as putative co-regulators. This example shows the robustness of the enrichment measures we used even in small and not summit-centered data sets. On this example, CENTDIST fails to find any enriched matrix, all the profiles output having *P*-values of 0.5.

**NF-Y binding in human K562 cells**

In this experiment, we analyzed the list of ENCODE peaks for NF-YA in K562 cells retrieved from the UCSC Genome Browser database (17). The output, also shown in Figure 1a, lists several JASPAR matrices with low *P*-values, and expectedly the one associated with NF-YA (NFYA, CCAAT-box) is the highest ranking one for all the measures. Moreover, as the input was ranked according to enrichment, it shows a positive Spearman correlation (0.36) with the enrichment in the ChIP. In the detailed output page for NFYA (Figure 1b), the histogram in the bottom right corner shows a clear preference for the center of the regions, but with a bimodal distribution (Figure 3a, left), mostly because of the fact that NF-Y often binds DNA in two consecutive CCAAT boxes at a preferred distance of ~33 bp.

The fact that there are several other matrices with low local and global *P*-values is an indicator that there might be other TFs binding cooperatively, each in a significant subset of the regions. Among these, API (bound by the FOS-JUN complex) shows only a low local *P*-value but no global enrichment, whereas for CENTDIST it does not have any significant enrichment. Indeed (Supplementary Table S3 and histograms in Figure 3) results of the analysis centered on the NFYA motif show that there are other matrices presenting—other than local or global enrichment—also marked positional bias for sub-regions not corresponding to the center (which is occupied by NF-Y itself), like E-boxes (Myc, MAX, USF and so on), TBP, SP1 and also AP1 PWMs (Figure 3b). Also, the second-best NF-Y motif occurrences have a clear preference for a 30–35 bp distance with respect to the central CCAAT box (Figure 3a, right). Indeed, sites predicted for API could be further ‘validated’ by regions bound by FOS in K562 cells.

![Figure 3](image-url)
in the respective ChIP-Seq experiment, showing a correlation between sites for the two factors in LTR repeated regions [see (24), also for further discussion on the other motif arrangements found with respect to the CCAAT box]. The AP1-NFY relationship is an example of a correlation resulting from a limited number of secondary sites that are not enough to reach a significant global but only a marginal local enrichment, but when present have a precise positional correlation highlighted by the corresponding $P$-values. This latter case, however, should be thoroughly checked, to determine whether the lack of global enrichment is indeed because of the presence of just a low number of 'high-quality' sites (which can be confirmed by the positional $P$-value as in this example), or instead to a high number of 'low-quality sites', unlikely to be bound by the corresponding TF.

**CONCLUSIONS**

PsCanChIP is a web server that given a set of ChIP-Seq enriched regions finds overrepresented TFBS motifs described by PWMs. Overrepresentation is evaluated
according to different criteria, by adapting the statistical framework we introduced in our previous tool Pscan.

As other similar tools, PscanChIP can be used to identify the correct descriptor for the binding specificity of TFs investigated by ChIP-Seq experiments, but as we have shown in the examples can correctly single out additional motifs corresponding to other TFs cooperating with the ChIP'ed one, with or without taking advantage of positional arrangements of their respective binding sites within the regions. Indeed, the three different measures of enrichment can solve dubious cases, or help in presence of noisy data, and their combination can be used to identify general co-regulators (i.e. usually binding the same promoters or enhancers), or to discover precise positional correlations hinting a cooperative binding even in a limited number of the ChIP'ed regions.

SUPPLEMENTARY DATA
Supplementary Data are available at NAR Online: Supplementary Tables 1–3, Supplementary Figures 1–2 and Supplementary Methods.
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