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Abstract

We introduce a data bus, for reducing the qubit counts within quantum computations (protected by surface codes). For general computations, an automated trade-off analysis (software tool and source code are open sourced and available online) is performed to determine to what degree qubit counts are reduced by the data bus: is the time penalty worth the qubit count reductions? We provide two examples where the qubit counts are convincingly reduced: 1) interaction of two surface code patches on NISQ machines with 28 and 68 qubits, and 2) very large-scale circuits with a structure similar to state-of-the-art quantum chemistry circuits. The data bus has the potential to transform all layers of the quantum computing stack (e.g., as envisioned by Google, IBM, Riggeti, Intel), because it simplifies quantum computation layouts, hardware architectures and introduces lower qubits counts at the expense of a reasonable time penalty.

1 Introduction

Useful quantum algorithms are reliant on error correction \cite{1,2}. Current quantum computers do not have the required qubit capacity to implement useful algorithms with a sufficient degree of fault tolerance. There are still too few
qubits, and, despite being below threshold (for some operations), the error rate is still high. Furthermore, the overhead for fault-tolerant computation is huge.

To allow useful quantum computation as soon as possible, algorithms need to be optimized such that less logical qubits are required. Additionally, fault-tolerant computation protocols need to be optimized such that the overhead of physical qubits is reduced. For the latter optimization, we turn our attention to the surface code [3, 4, 5] as the underlying error-correction protocol, and lattice surgery [6] as a means of computation.

Recent works [7, 8, 9] reduce the overhead in time and physical qubits by moving to lattice-surgery-based methods of computation. In particular, [7] achieves an order of magnitude improvement over braiding with the introduction of multi-qubit measurements. These measurements require all-to-all connectivity between logical qubits, and logical ancilla patches are introduced for this.

In this paper, we remove the space overhead of the ancillary patches. We introduce a thin data bus between planar-code patches instead of the ancilla patches (e.g., Fig. 1). We show that this approach is completely consistent with the surface code and can be implemented on any architecture that supports the surface code. However, nothing comes for free, and there is a trade-off to be made: while our scheme reduces the overhead for all ancilla patches and physical qubits, the time to execute a multi-qubit measurement takes longer depending on the distance of the surface code.

Our work is motivated by a realistic observation: Considering the slow increase of the qubit counts in quantum hardware, any method that enables the reliable execution of relevant quantum computations is welcomed. The herein presented trade-off analysis is based on worst-case assumptions and approximations. We also link to an online tool which we authored to automatically analyze and visualize, in great detail, the trade-offs of different optimization heuristics within the surface code. The presented trade-off results seem beneficial in most cases. We give two positive examples, and calculate, for each example, the total qubit savings when the data bus is used.

2 Results

The basic idea of our approach is to use the physical qubits in between different patches of logical qubits as a data bus. The data bus is a single long-range stabilizer [10], that acts on logical qubit states. Unlike surface-code stabilizers which are regularly measured during syndrome extraction, this logical stabilizer is only enforced once logical information has to be manipulated (i.e., merge, split operations). Information is manipulated by measuring logical qubit patches simultaneously. Thus, a single bit of information is necessary to interpret the measurement result, and the data bus is used to store this bit. This classical bit of information does not require the full error correction that a logical qubit needs. Instead, the bit can be encoded using simpler error correction methods such as the repetition code.

We propose the architecture shown in Figure 1 (layout and architecture
Figure 1: The grey squares are planar-code patches and the green lines make up the data bus. The data bus consists of a single layer of qubits that allows all-to-all connectivity between the data patches.

are used interchangeably in the following), where logical operators are stored on patches of planar code surrounded by a **single string of repetition code**. The grid between different planar code patches has a thickness of only one (physical) qubit. This is in stark contrast to the thickness of ancilla patches where the thickness is given by the distance $d$ of the planar code.

The data bus implements the same operation as a merge operation does (i.e., a joint parity measurement). This parity measurement can be performed between arbitrarily many qubits. The measurement can be implemented fault-tolerantly (see next Section).

The data bus has several advantages. First, the overhead in terms of ancilla patches is reduced. Second, it allows arbitrary connectivity of different surface code patches without any movement. Third, $Y$-state measurements and parity checks are supported without any additional overhead during the computation.

The data bus supports both un-rotated [3] and rotated data patches [6]. In both the non-rotated and rotated layout of the planar code the qubits that are required during merge operations can be used to make up the data bus. The reduction in ancilla qubits does not come at the cost of adding additional qubits.

This data bus architecture can be used for communication between different quantum computers and allows interfaces between different fault-tolerant architectures. Lattice surgery between various codes has been shown to be possible in [11], and these methods can be extended to arbitrary connectivity using this data bus protocol. It might also be used as a means for quantum chip design [12], where individual patches of surface code are placed far enough apart to minimize cross-talk. Similar to FPGA-design [13] clusters of nearest neighbor patches that operate with higher speed are connected to each other by the data bus.
To see how many qubits can be saved by the data bus, we investigate two industrially relevant and practical scenarios:

1. a simple noisy intermediate-scale quantum (NISQ) [14] experiment that implements a joint parity check of arbitrary basis (e.g., XX, XY, YZ) on two logical qubits;

2. quantum circuits where the Clifford part dominates the total of qubits necessary (a single distillation procedure is executed at a time, but the circuits operate on many qubits, e.g. 1024 qubit wide adder).

In the NISQ case, a data bus architecture gives a 75% reduction, from 157 qubits to 55 qubits, which makes it possible to implement the experiment on the current generation of quantum chips, for example the Bristlecone 72-qubit chip [15]. In the latter scenario, for large Clifford-dominated circuits, the data bus can provide reductions of roughly 15% in the total number of qubits.

Hardware reductions come at the cost of time penalties: a classical trade-off. The disadvantage of the bus is that repetitions are necessary for computational fault-tolerance. Each preparation of the data bus requires $d$ rounds of stabilizer measurements. The whole procedure needs to be repeated $d$ times, and this results in a time cost per data bus usage of $d^2$. A merge operation only requires $d$ rounds of error correction. Thus, the time penalty of using the data bus, compared to not using it, is approximately $d$. The positive aspect is that the time penalty is not orders of magnitude, and its value is approximately the distance of the necessary surface code. All calculations assume a worst-case scenario for the data bus, where each operation is scaled by the distance $d$ in time. Nearest-neighbor interactions do not require the usage of the data bus and a hybrid model where the application of the data bus is mixed with traditional lattice surgery operations is very likely to lead to better results.

The factor $d$ time penalty increases the volume [16] of the fault-tolerant computation, which in turn is used to determine the surface code distance. As a result, in specific scenarios, the increased distance leads to larger qubit counts than when the data bus is not used. Nevertheless, the penalty is a worst-case estimation, and the discussion section sketches solutions (e.g., depth reduction by parallel quantum operations, data-bus sharing etc.) for reducing the time penalty and consequently qubit counts. The sketched solutions are typical computer engineering and architecture problems, and we are certain this work will spark the interest of those communities.

Table 1 includes qubit count (QC) estimations for quantum algorithms of practical interest: quantum chemistry [17] and Shor's algorithm [18]. We compare the qubit counts with the most up-to-date results from [19]. We verify the correctness of our count estimations by comparing the qubit counts without the data bus with the ones provided in [19]: the values are almost equal. The table shows that around 15% qubit count reductions can be achieved by using the data bus (qubit counts with Bus). The time penalty is reflected in the hours of execution with data bus (Hours with Bus) compared to the original execution times (Hours without Bus).
The conclusion is that quantum chemistry simulations are still running in reasonable time, and require overall around 15% less qubits.

For Shor’s algorithm the time penalty is increasing an execution time which was not practical from the beginning: 49100 hours are approximately five years, and the data bus increases the execution time (in the worst case) to 220 years.

3 Methods

The data bus is a fault-tolerant long-range parity-check operation. Long-range parity checks on surface code architectures have been investigated before in [20, 21]. We use the same underlying method as in [21], but for a different purpose.

Long-range parity checks provide a recipe for performing arbitrary length fault-tolerant parity checks. We first describe the individual steps needed for the check operation. Afterwards we show that the operation has the desired properties.

1. Produce a GHZ-state with $N$ data qubits (four time steps), and keep it corrected against bit-flip errors ($d$ cycles).

2. Perform a transversal CNOT operation between all connected surface code patches and their part of the GHZ-state. The CNOTs can be applied in parallel and, thus, require only one time step.

3. Without the measurement of any further stabilizers, all data qubits of the complete chain of the GHZ-state are measured (one time step).

4. Repeat steps 1-3 for $d$ times, and use majority voting over the individual measurement results to obtain the error-corrected measurement result in
Figure 2: Example of a $XX$-parity check between two logical patches using the data bus. The illustrated surface code patches are of distance 2, but in practice arbitrary distances can be used. $X$-stabilizers are colored in dark grey, whereas $Z$-stabilizers are colored light grey. Data qubits of the planar code patches are red dots, and syndrome qubits are blue crosses. Logical $X$ and logical $Z$ operators are the blue and yellow chains. The data bus is colored in green, and the meaning of syndrome and data qubits are flipped (crosses are the data qubits of the repetition code). The CNOT operations are used between nearest-neighbor data qubits of the codes to perform a transversal CNOT.

3.1 Does the data bus have the intended effect?

Yes. Let us take a look at the $XX$-parity check between logical qubits using the data bus. In the first step, a $N$-qubit GHZ-state has been prepared and its errors have been corrected. We can assume that the GHZ-state is given by:

$$|\psi\rangle = |00\ldots0\rangle + |11\ldots1\rangle$$  \hspace{1cm} (1)

This GHZ-state can be expressed in the $X$-basis:

$$|\psi\rangle = \frac{1}{\sqrt{N}} \sum_{s \in \{+,-\}^N \text{ even # of } - \text{ in } s} |s\rangle$$  \hspace{1cm} (2)

This means that the total parity of the GHZ-state is even in the $X$-basis. It also means that the total parity of this repetition code does not change under the application of any even number of physical $Z$-operations on the data qubits. Figure 2 shows how individual patches of logical qubits are connected with the data bus.
to this data bus (GHZ-state) that supports Z-parity checks. The CNOTs are applied on a chain of qubits that correspond to the logical X-operator of the individual planar-code patches. Each of the patches will add an odd number of Z operations to the GHZ-state if they are in the |−⟩ state and thus flip the total parity. To flip the state from |+⟩ to −⟩, a logical Z operation needs to be applied. If a data qubit is in the |+⟩ state, the total parity will not change. During the third step, a measurement in the X basis of each individual qubit of the GHZ-state will result in the total parity of all logical qubits. The exact operation can also be seen on a stabilizer table, where the changes due to the CNOTs are colored in dark red.

The row with the X operators is of particularly interest, because it represents a product of the total parity of the GHZ-state in the X-basis with the XX parity of both patches. The total parity of this stabilizer is even. Therefore, one is able to deduce the logical XX measurement with a measurement of the parity of the GHZ-state.

For a ZZ-parity check, the same general procedure can be performed, with the exception of the GHZ-state being initialized in the X-basis: |φ⟩ = |+...+⟩ + |−...−⟩. The CNOTs need to connect the GHZ-state with the logical Z operator chain and the CNOTs are inverted (target qubits of the CNOTs on the data bus). The final measurement needs to be in the Z-basis for the ZZ-parity check.

### 3.2 Do arbitrary length parity-check operators accumulate errors?

No, and we demonstrate this by using the construction of arbitrary-size super operators as shown in Ref. [21]. We review the construction for the ZZ-parity-check as was presented above. The main ingredient is the error-corrected N-qubit GHZ-state. The circuit in Figure 3 creates the GHZ-state along a line of qubits where each second qubit is a syndrome qubit that can detect a change in the ZZ-parity of its neighbors. Each stabilizer measurement is repeated d times to correct for measurement errors.

After the GHZ-state has been created and verified, a transversal CNOT between the surface-code patches and the GHZ-state can be performed. Immediately afterwards, the data qubits of the GHZ-state are measured. Because this measurement is not protected, it has to be repeated d times. The measurement will collapse the state into one of two sub-spaces. One subspace has an even number of Pauli-X errors. The protected quantity of interest is the total parity.
Figure 3: Generation of a GHZ-state. Every second qubit is a syndrome qubit whose measurement has to be repeated \( d \) times.

along the data bus. An even number of errors does not influence the total result. The probability of this happening is given by

\[
P_{\text{even}} = \mathcal{N} \sum_{i=0}^{\infty} p_{\text{phys}}^{2i}
\]

where \( \mathcal{N} \) is a normalization factor to ensure that the probabilities of all odd and even outcomes sum to 1.

The other sub space has an odd number of errors and results in the wrong logical result. The probability for such an event is given by:

\[
P_{\text{odd}} = \mathcal{N} \sum_{i=0}^{\infty} p_{\text{phys}}^{2i+1} = \mathcal{N} p_{\text{phys}} \sum_{i=0}^{\infty} p_{\text{phys}}^{2i} = p_{\text{phys}} P_{\text{even}}
\]

The odd subspace which results in a wrong measurement is less likely by a factor of \( p_{\text{phys}} \) and repeated measurements can be performed for better protection against errors. For a \( N \)-qubit GHZ-state, \( N \) measurements are needed. The majority of the measurement results will give the error-protected result of the parity between the two patches.
3.3 How high is the time overhead?

It is \( d \), because we can show that even though the data bus consists of an \( N \)-qubit GHZ state, it needs only \( d \) cycles of verification. The whole verification procedure is repeated only \( d \) times. Thus, the overhead of the data bus is constant in its length and only depends on the distance \( d \) of the surface code patches.

The success probability for a single logical qubit in unit time \( P_L \) can be calculated using a fixed total success probability for the whole quantum algorithm, which is usually fixed as \( P_{\text{tot}} \).

\[
P_{\text{tot}} = (1 - P_L)^V
\]

The volume \( V \) is given by the product of the total number of logical qubits and the execution time for the whole circuit. This is a worst-case approximation because ancilla qubits are not active at all times and errors cannot affect the computation while the logical ancilla qubits are inactive. For an arbitrary calculation, the ancilla qubits for routing can be replaced by the data bus. The data bus roughly introduces the same number of distance-\( d \) corrected GHZ-states as there were ancilla patches. For a distance calculation, the number of logical qubits (or bits with the inclusion of the data bus) will not be changed, but the data bus will reduce the total number of physical qubits because the ancilla patches are now \( d \cdot 1 \) instead of \( d \cdot d \). However, the distance might increase while using the data bus because the volume increases (larger time).

The repetition code can be seen as a 1D version of the surface code (i.e., a single slice from the 2D surface) [22]. Due to the restriction to one dimension, it can only correct for one type of errors. Nevertheless, the same decoding techniques (minimum-weight perfect matching) can be applied resulting in a comparable threshold and similar logical error rates [22]. The distance \( d \) has been chosen so that with probability \( P_{\text{tot}} \) no error-chains of size \( d/2 \) appear at any logical qubit (data bus or otherwise). Thus, it suffices to use \( d \) repetitions of syndrome measurements instead of \( N \) to verify the GHZ state for a protection of up to \( d/2 \)-qubit error chains.

The measurement procedure only needs to be of distance \( d \) as well. This can be achieved by repeating the parity measurement at least \( d \) times. The data bus is therefore a distance \( d \) repetition code which is composed of \( N \) qubits.

3.4 Computation-specific analysis

The applicability of the data bus is the result of a quantum algorithm and quantum circuit specific trade-off analysis. Such a trade-off analysis is performed by a software tool that allows to compare the footprint in total number of physical qubits for a variety of optimization heuristics. The tool is open-source and can be accessed at [23].

The applicability of the data bus is presented in a NISQ experiment proposal, and in the case of large quantum circuits. The trade-off analysis is computation-specific, and should be executed for any circuit considered for optimization. The
Figure 4: The smallest viable setup for arbitrary two-qubit parity checks. In (a) the setup with ancillas is shown. The additional ancilla patches are needed for rotation of the qubits and their connection. In (b) the data bus can perform the same operation using far less physical qubits.

previous two examples benefit from the bus, but we present a counter-example too, which is the 15-to-1 \( T \)-state distillation circuit from [7].

In the following, we will refer to the safety factor [8], which is an integer value related to the failure rate of an entire fault-tolerant quantum computation (total success probability for the quantum algorithm). To compare our qubit counts (resource estimations) with [8] and [19] we also consider this factor.

Another parameter is the routing factor, which is the ratio between the number of ancilla patches and the number of data patches. For example, in Table 1 the routing factor is 0.5, because \( A = 0.5 \times Q \) across all circuits considered. A value of 0.5 is both reasonable and practical in the presence of computer-generated layouts [24, 25, 26, 27].

### 3.4.1 NISQ experiment

To the best of our knowledge, surface code correction has not been demonstrated for more than one logical qubit. The following sketches the structure of a two-qubit experiment which, in theory, could be mapped to the Bristlecone 72-qubit machine [15].

In this setup, two logical qubits are encoded in surface code patches of distance two. This distance is too short, and only allows error detection but not correction. Post-selection should be used on the measurement results. Fault-tolerant measurement of any two qubit Pauli stabilizers (e.g., \( XX \), \( XY \), \( ZY \)) are performed.

The qubit layouts for NISQ-style experiments: (a) without the data bus architecture, and (b) with the bus are given in Figure 4. For the original layout, the total qubit count is 77, and by using the data bus the qubit count is reduced
Figure 5: Similar circuits (the same spacial footprint, but different volumes) are compared. The horizontal axis indicates by which factor the volume of the circuit is changed. The vertical axis illustrates the total number of physical qubits for the original layout (red) and for the data bus layout (green). For 1.0 on the horizontal axis, the volume is not scaled: it is the initial volume (the one which could be computed for example for surface code protected circuits). In this plot, the distance is set to three and the safety factor is equivalent between the two volumes; nevertheless, the safety factor is always larger than a parameter specified by the designed circuit (e.g., 1% failure rate of the entire computation).

3.4.2 Large-scale computation

For large-scale computation, the routing often comprises one third of the number of qubits for a circuit [19]. This entails routing the magic states from their distillation [5, 28] to the qubits where they are injected. For large volumes, the
Figure 6: A plot similar to Figure 5. This plot compares the achieved qubit savings in the case of a large scale computation. The number of qubits required for the original architecture (red) is larger compared to when the data bus is used. Just before distance jumps, due to a fixed total success probability, the data bus is worse due to its increase in execution time.

The application of a data bus seems to be beneficial, as can be seen in Figure 6. An interactive version of this Figure is hosted at [23]. In general, after a distance change, the addition of the data bus (green) is beneficial because the additional penalty in time does not necessitate another change in distance.

The parameters considered for the plot from Fig. 6 were randomly chosen, but similar plots exhibit the same properties. This fact can be verified by using the online tool available at [23] and by comparing the table from the Results section with the qubit count estimations from [19]. In particular, for Fig. 6, the parameters are: volume is 6144 × 3000, the number of patches (data and ancilla) is 6144, the physical error rate is 0.1%. The qubit count is reduced about 15%, from 6,500,352 (without data bus) to 5,537,792 (with data bus). The reduction of the total qubits number can be attributed to fewer qubit requirements thanks to the data bus. A $4 \times d^2$ patch is replaced by a $2d$ chain (including measurement qubits).

3.5 Counter-example

The data bus and the associated trade-off analysis were used to understand the advantages when applied to smaller volume circuits, such as $T$ state distillations.
For this we used the distillation circuit presented in [7]. That circuit has a volume of $11 \times 23$, where four patches are used for routing and the total number of patches is 11. Thus, the routing factor is $7/11 \approx 0.63$. The qubit count did not reduce for any distance in the integer range $[15, 45]$. The reason why this circuit seems, at least for the moment, not automatically optimizable is that: a) it requires large distances, because they are used for suppressing injected errors; b) have low volumes, and are (semi-) hand optimized.

Other already hand-optimized circuits, such as those from [19], are almost impossible to automatically optimize by using the data bus directly. Such circuits include patch connections and placements, which cannot be abstracted through a single parameter (e.g., the routing factor).

4 Discussion

The data bus is, from a technical perspective, a surface code patch protected against a single type of errors (instead of the two, bit and phase errors). This has the advantage that it reduces the qubit counts necessary for the ancillary patches used to intermediate between the logical qubit patches. The disadvantage is that hardware reductions come at the cost of time penalties. Nevertheless, considering the challenges of increasing the number of qubits, it may be worth to take this penalty in the first and maybe the second generation of quantum computers.

Intuition would suggest that removing the error protection on certain patches will reduce the fault-tolerance of the entire computation beyond control. Surprisingly, this work shows that this is not always the case. The successful usage of the data bus depends on the distance and on the depth of the volume estimating the computation (see Appendix for the intuition behind the plots). The cases for which the data bus reduces the qubit counts are the space-time volumes for which even with additional time overhead the same distance is sufficient for the quantum computation. The opposite cases are when the time penalty increases the total space-time volume, such that higher distances (and qubit counts) are used.

Instead of minimizing the number of logical qubits a quantum circuit operates on, in the presence of the data bus, it makes sense to parallelize as many of the single qubit gates. While the bus is operated, many data patches are, in the worst case considered herein, not used for computation. This leaves, for each bus operation, a window of $d$-time length which could be used for pre-caching computational results to be communicated later along the bus (slowly for the moment, compared to individual data patches). This data bus model shows the possibility of directly using computer engineering [29, 30], distributed systems [31, 32], and classical network [33] methods for optimizing reliable quantum computations.

This paper contributes to multiple areas of reliable quantum computer engineering. The entire stack of fault-tolerant quantum computations will be influenced by the data bus, because it changes how high-level circuits are designed,
Figure 7: Preparation and syndrome measurement for a mixed GHZ state as described by Equation 4.

how quantum chip can be layed out, as well as to how distributed quantum architectures are implemented.
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5 Appendix

5.1 Explicit calculation of mixing different bases

To be able to measure the joint parity of different bases, such as a logical XZ-measurement, the data bus has to be prepared in a state of the following form:

$$|\psi\rangle = |00\ldots0 + + \ldots + \rangle + |11\ldots1 - - \ldots - \rangle$$  (4)
The measurement procedure for two planar code patches in different bases (rotated). The GHZ-state has a basis change from $Z$-basis to the $X$-basis to be able to encode both the logical $Z$-operator (left) and logical $X$-operator (right). The CNOT operations need to be flipped. It can be confirmed that this gives the correct logical operation by calculating the stabilizer table.

The first part of this GHZ state describes the logical $X$ contribution and the latter part describes the $Z$ contribution of the parity check. This GHZ state can be equally verified using stabilizer measurements shown in [7]. In Figure 8 the surface code patches are rotated appropriately, to be able to connect different bases of the logical qubits. The state, before the CNOTs are applied, is given by the following stabilizer table:

```
  1  2  3  4  5  6  7  8  9 10 11 12 13 14
 X  X  X  X  X  X  X  Z  Z  Z  Z  Z  Z  Z
```

The first part of this table corresponds to the leftmost planar code patch. The second block consists of the right surface code patch and the last qubits (11-14) in the stabilizer table describe the mixed GHZ state. Now the CNOTs are
Figure 9: The measurement procedure for the Y-state. The operation builds upon the idea of mixing bases in the GHZ-state as was the case before, when patches were rotated. The order in which the transversal CNOTs are applied is important to deduce the Y-state from the parity measurement of the GHZ-state.

applied resulting in:

The XZ-parity can be deduced using the total measurement result of the mixed GHZ-state. The data bus qubits that are responsible for the X contribution of the logical parity check have to be measured in the X basis. Similarly, the Z contribution has to be measured in the Z-basis. From the total parity of the GHZ state one can deduce the result of the XZ-measurement.

5.2 Explicit calculation of the Y-state measurement

In the following, we will explicitly calculate the stabilizers for the smallest patches to see how a Y-state measurement can be performed using the data bus.

Two transversal CNOTs are applied in Figure 9: 1) one for the X-state, and 2) another one for the Z-state. The total parity stored in the GHZ-state is correlated to the Y-state measurement result. These two transversal CNOT operations anti-commute. The order in which the two CNOTs are performed is required to deduce the measurement result from the parity. This will become
obvious in the following stabilizer calculation. Before the application of the CNOTs, the state is given by:

\[
\begin{matrix}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
X & X & X & X & X & X & X & X & X \\
Z & Z & Z & Z & Z & Z & Z & Z & Z \\
X & X & Z & Z & X & Z & Z & Z & Z \\
Z & X & Z & Z & X & Z & Z & Z & Z \\
\end{matrix}
\]

The numbers for each qubit are shown in Figure 9. The stabilizers towards the upper left of the stabilizer table originate from the distance-2 planar-code patch and the stabilizers towards the bottom right stem from the GHZ-state. One can see that the GHZ-state has a basis-change halfway through because the parity of both the logical \(X\) and \(Z\)-operator has to be measured. In order to avoid error propagation, the following schedule for the application of CNOTs \([34, 35]\) should be used: north, south, east, west. Thus, the CNOTs contributing to the \(X\)-operator are performed first. This changes the stabilizer table to the following one:

\[
\begin{matrix}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
X & X & X & X & X & X & X & X & X \\
Z & Z & Z & Z & Z & Z & Z & Z & Z \\
X & X & Z & Z & X & X & Z & Z & Z \\
Z & Z & X & X & Z & Z & X & Z & Z \\
\end{matrix}
\]

Now, the CNOTs along the vertical part of the GHZ-state are performed changing the stabilizer table to:

\[
\begin{matrix}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
X & X & X & X & X & X & X & X & X \\
Z & Z & Z & Z & Z & Z & Z & Z & Z \\
X & X & Z & Z & X & X & Z & Z & Z \\
Z & Z & X & X & Z & Z & X & Z & Z \\
\end{matrix}
\]

The logical \(Y\)-operator is given by \(Y = iXZ = i(X_1X_4)(Z_4Z_5)\). After measuring the parity of the GHZ-state \((X_9X_7Z_8Z_9)\) one can deduce the result of the \(Y\) state. However, one first has to permute the \(Z_4X_4 = -X_4Z_4\), and thus flip the parity result to obtain the \(Y\)-measurement result.

5.3 Rotated patches and their layout

The formalism developed in this work can also be applied to rotated patches. In Figure 10 the arrangement is shown for four patches. The stabilizer measurements of rotated patches have to be performed around the box of data qubits. This requires the GHZ-state to be on a zig-zag path around the patches. Nevertheless, the data bus qubits are also required for merges and thus no additional qubits are required.
Figure 10: Layout of the data bus between rotated patches: The qubits needed for merges and splits can be used for the GHZ-chain. The GHZ-chain is colored green and each red dot indicates a data qubit. The blue crosses are the data qubits used for syndrome extraction.
5.4 Intuition behind the trade-off plots

The usage of the data bus is accompanied by a preliminary analysis using trade-off plots, such as the ones illustrated in Fig. 11. Their usage can be scripted into design automation tools (see Discussion section). Simple rules for interpreting the plot’s meaning are necessary.

The most important conclusion drawn from such plots is related to the distance between the green and the red line. The further apart, the higher the reduction of the qubit counts. The parameters governing their form are, as mentioned, for example, in Fig. 11: volume, number of patches, physical error rate, and targeted success rate of the overall computation (expressed as volume and patches number).

The plots include vertical (orange lines), which are boundaries of so-called distance bins. Between two consecutive orange lines the distance necessary to protect the computation is the same. A vertical line is marking the jump from a distance to the next one (e.g., from 23 to 25).

The vertical orange lines refer to the circuit without data bus (red line). Therefore, in the same distance bin, the red line is parallel to the horizontal axis. Once the red line intersects an orange line, its value (qubit count) is higher, because of the larger distance being used. The green lines expose the same behaviour like the red lines, but their value jumps are delayed, because of the qubit count savings: lower volume implies shorter distance.

The following rules show how the green and red lines behave with the plot parameters:

• increasing volume: the distance bin jumps of the green and red line move to the left;
• increasing number of patches: green and red line move downwards;
• increasing routing overhead: moves only the green line downwards, the red line is kept at position.

5.5 Approximations for the worst case

The length of the data bus is governed by the total number \( Q \) of logical qubit patches (data patches). The maximum total number of qubits necessary for the bus is achieved when the bus replaces all ancillary patches, and touches on two sides each data patch. The bus includes both data and syndrome qubits, and its qubit count is \( B = (2 \times Q) \times (2d + 1) \).

The total number of qubits \( T \) necessary for implementing a computation with \( Q \) data patches and a \( B \)-sized bus is \( T = (4 \times d^2 \times Q) + B \). It is reasonable to assume that a surface patch layout, in the absence of the data bus, requires \( A = 0.5 \times Q \) ancilla patches, where 0.5 is the routing factor. This has been the case for both the small and large circuits, and such parameter was also used in the latest chemistry and Shor’s algorithm estimations [ ].
Figure 11: This figure will give some intuition, how a change in parameters affects the performance of the data bus. The initial volume is given by $10^6$ with 500 surface-code patches and a routing overhead of one third. For a reduction of 100 (logical) qubit patches, the total number of physical qubits decreases equally for both approaches. An increase in volume by a factor of 5 results in a shift to the left, and a larger routing overhead (from 1/3 to 1/2) increases the difference in total number of qubits between the two methods.
In the following we will present the method used within [23] to compute the result of the trade-off analysis. This method was used to generate the data from Table 1. For the beginning, let $d_a$ be the distance necessary to fault-tolerantly execute a computation with $(Q + A)$ surface code patches and of volume $V_a$; this is the layout which does not use the data bus. The target now is to determine $d_b$, which is the distance necessary for implementing the same computation, but having now a volume $V_b = V_a \times d_b$.

An additional worst case assumption is that the bus contributes to the failure-estimation of the entire computation with the same number of logical qubits as the number of patches that it replaces.

The final worst case assumption is that the logical failure rate of $V_b$ having $d_b$ should be strictly less or equal to the failure rate of $V_a$ having $d_a$. This is a strong limitation, because computational rounding errors (for the moment [23] does not include arbitrary precision floating-point calculations) may result in too large distances, which determine too high qubit counts.

Even under the previous list of strong assumptions the following iterative approach generated the numbers presented in the Results section:

1. Consider $Q$, a scaled down version by the routing factor of $(Q + A)$.
2. Let $d_b$ be initialized to $d_a$.
3. Compute a volume $V_s = 0.5 \times V_a \times d_b$. The quantity $V_s$ is the volume that is scaled down by the introduction of the data bus, and which operates on $(Q + A)$ qubits (patches), but is delayed by $d_b$.
4. Let $d_s$ be the distance to execute $V_s$ with same safety factor as $V_a$.
5. If $d_s > d_b$, then a distance jump is necessary (see Intuition behind plots), such that $V_s$ is estimated using the next valid $d_b$ value.
6. Repeat Steps 4, 5 and 6 until $d_s \leq d_b$ and the safety factor for $V_b$ is larger than for the original computation $V_a$.
7. Compute the qubit count for $d_a$ and for $d_b$. If the first (red line in plots) is larger than the latter (green line in plots), a reduction was achieved.
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