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Abstract

This survey gives an overview of Monte Carlo methodologies using surrogate models, for dealing with densities which are intractable, costly, and/or noisy. This type of problem can be found in numerous real-world scenarios, including stochastic optimization and reinforcement learning, where each evaluation of a density function may incur some computationally-expensive or even physical (real-world activity) cost, likely to give different results each time. The surrogate model does not incur this cost, but there are important trade-offs and considerations involved in the choice and design of such methodologies. We classify the different methodologies into three main classes and describe specific instances of algorithms under a unified notation. A modular scheme which encompasses the considered methods is also presented. A range of application scenarios is discussed, with special attention to the likelihood-free setting and reinforcement learning. Several numerical comparisons are also provided.
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1 Introduction

Bayesian methods and their implementations by means of sophisticated Monte Carlo techniques, such as Markov chain Monte Carlo (MCMC) and importance sampling (IS) schemes, have become very popular [56, 39]. In the last years, there is a broad interest in performing Bayesian inference in models where the posterior probability density function (pdf) is analytically intractable, and/or costly to evaluate, and/or its evaluation is noisy. Namely, there are several practical situations where the posterior distribution cannot be evaluated pointwise or its evaluation is expensive [23, 2, 49, 42]. Such models occur in a wide range of applications including spatial statistics, social network analysis, statistical genetics, finance, etc. For instance, (a) for the use of massive datasets where the likelihood consists of a product of a large number of terms [10], or (b) for the existence of a large number of latent variables that we should marginalize out (hence, the posterior pdf can be obtained only solving a high dimensional integral) [5]. Moreover, another scenario is (c) when a piece of likelihood function
is analytically unknown and it should be approximated [19] [25]. The intractable likelihood models arising from, for example, Markov random fields, such as those found in spatial statistics and network analysis [58]. In many settings, (d) the likelihood function is induced by a complex stochastic computer model which is costly to evaluate pointwise [40]. (e) In other application fields, such as reinforcement learning, a target function (usually a policy) cannot be exactly evaluated neither quickly nor precisely, since such an evaluation corresponds to interaction with an environment (possibly in the real world) which is inherently lengthy to obtain and susceptible to contamination by noise perturbation. Hence, the evaluation is obtained with a certain degree of uncertainty [17].

Noisy computational schemes. The solutions proposed in the literature to performing the inference in the scenarios (a)-(b)-(c) above, have been carried out using Monte Carlo algorithms which often consider noisy evaluations of the target density [10] [5] [3] [49]. A natural approach in these cases is to replace the intractable/costly model with an approximation (or with a pointwise estimation in the case of a noisy model). Thus, the corresponding Monte Carlo schemes also involve the use a surrogate model via regression techniques. Furthermore, in the scenario (d), if it is possible to draw artificial data according the observation model, sometimes is preferable to generate fake data (given some parameters) and to measure the discrepancy between the generated data and the actual data, instead of evaluating the costly likelihood function [11] [42]. This approach is known as Approximate Bayesian Computation (ABC). This area has generated much activity in the literature (see, e.g., [55]). The discrepancy measure plays the role a surrogate model and, due to the stochastic generation of the artificial data, it also adds uncertainty (i.e., as a noise perturbation) in the internal evaluations within the ABC-Monte Carlo methods [42]. Finally, The last scenario (e) is intrinsically noisy, so that it also requires specific computational solutions.

The three different cases above, intractable, costly and noisy evaluations of a posterior distribution can appear and/or can be addressed separately [40] [2] [42]. In all of these cases, a surrogate model can accelerate the Monte Carlo method or approximate the posterior distribution [18] [50] [59] [34]. As described above, these cases also appear jointly in real-world applications (specially, if we consider the algorithms designed to address those issues): ‘intractable and costly’, ‘intractable and noisy’, or ‘costly and noisy’ posterior evaluations, etc. The challenge posed by these contexts has led to the development of recent theoretical and methodological advances in the literature. Furthermore, surrogate models have been considered as an alternative to Monte Carlo for approximating complicated integrals. Here, the surrogate is substituted directly into the integral of interest, instead of the original density (e.g., a posterior). A cubature rule is subsequently obtained, which makes a more efficient use of the posterior evaluations [14] [36] [37].

Contribution. In this work, we provide a survey of methods which use surrogate models within Monte Carlo algorithms for dealing with noisy and costly posteriors. Some of them have been introduced only in the context of expensive posteriors [18]. Other schemes have been designed only for improving the efficiency of the Monte Carlo methods considering a more sophisticated proposal density (see for instance, [22] [40]). However, all of them can be applied also in a noisy scenario. In Sections 2 and 3, we provide a general joint framework which encompasses most of the techniques in the literature. We introduce the vanilla schemes for noisy MH method (well studied in the literature, e.g., [5] [22]) and also of a noisy IS scheme (which also has been studied in the literature in works such as [26] [63]). We focus mainly on the static batch scenario for MCMC and IS algorithms. However, most of the results presented in this work can be extended to the sequential framework (consider, e.g., the recent work of [13]). We classify the studied techniques in different families, and provide several explanatory tables and
figures. More specifically, we divide the algorithms in the literature in three broad classes: 1) two-stage, 2) iterative refinement, and 3) exact. In Section 4 we also provide detailed descriptions of specific examples of algorithms. For instance, we provide a generic description of Metropolis-Hastings (MH) schemes on an iterative surrogate. The moving target MH algorithm is a specific example of this [67]. Then, we describe some specific implementation of the so-called Delayed Acceptance MH (DA-MH) methods [9]. We also introduce Noisy Deep Importance Sampling (N-DIS) which is a noisy version of the Deep IS method in [10]. The range of application of the methods described above is also discussed in Section 5. More specifically, we give a detailed description of two scenarios: the likelihood-free approach in Section 5.1 and the reinforcement learning (RL) setting in Section 5.2 [62, 32]. We test the presented algorithms in different numerical experiments in Section 6. The application to a benchmark RL problem, the double cart-pole system [33], is given in Section 6.3. Finally, we conclude with brief discussion in Section 7.

2 General framework

Let us assume that our goal is the study of the unnormalized density \( p(\theta) \), \( \theta \in \Theta \subset \mathbb{R}^d \) using Monte Carlo methods. For instance, \( p(\theta) \) may represent a posterior density in a Bayesian inference problem. There are two problems: (P1) for any \( \theta \), we cannot evaluate \( p(\theta) \) exactly, but we only have access to a related noisy realization, and (P2) obtaining such a noisy realization is expensive. Typically, this occurs in applications where the function of interest \( p(\theta) \) is intractable or expensive to evaluate. More specifically, in many practical cases, we have access to a noisy realization related to \( p(\theta) \), i.e.,

\[
\tilde{m}(\theta) = H(p(\theta), \epsilon),
\]

where \( H \) is a non-linear transformation involving \( p(\theta) \) and \( \epsilon \), that is some noise perturbation. Thus, for a given \( \theta \), \( \tilde{m}(\theta) \) is a random variable with

\[
\mathbb{E}[\tilde{m}(\theta)] = m(\theta), \quad \text{var}[\tilde{m}(\theta)] = s^2(\theta),
\]

for some mean function, \( m(\theta) \), and variance function, \( s^2(\theta) \). Some examples of noisy models with the corresponding mean and variance functions are given in Appendix C. The unbiased case, \( m(\theta) = p(\theta) \), appears naturally in some applications, or it is often assumed as a pre-established condition by the authors. In some other scenarios, the noisy realizations are known to be unbiased estimates of some transformation of \( p(\theta) \), e.g., of \( \log p(\theta) \). This situation can be encompassed by the following special case. If we consider an additive perturbation,

\[
\tilde{m}(\theta) = G(p(\theta)) + \epsilon, \quad \text{with } \mathbb{E}[\epsilon] = 0,
\]

we have \( m(\theta) = G(p(\theta)) \). If \( G(\cdot) : \mathbb{R} \to \mathbb{R} \) is known and invertible, we have \( p(\theta) = G^{-1}(m(\theta)) \).

Remark 1. Generally, transforming \( \tilde{m}(\theta) \) into an unbiased realization of \( p(\theta) \) is not straightforward, since \( \mathbb{E}[G^{-1}(\tilde{m}(\theta))] \neq p(\theta) \). However, there are cases such as \( \tilde{m}(\theta) = \log p(\theta) + \epsilon \), where we can take \( \tilde{p}(\theta) = e^{\tilde{m}(\theta)} \) which fulfills \( \mathbb{E}[\tilde{p}(\theta)] \propto p(\theta) \) [34, 23].

In a general case, we can state that \( m(\theta) \) always contains statistical information related to \( p(\theta) \). The subsequent use of \( m(\theta) \) depends on the specific application. In some settings, it is also possible
to control the noise level, by adding/removing data to the mini-batches (e.g., in the context of Big Data) or interacting with an environment over longer/shorter periods of time (e.g., in reinforcement learning). See the Section 5 and, in particular, Section 5.2 for more details.

Different noise models have different behaviours of the variance function $s^2(\theta)$. For instance, an additive Gaussian noise with standard deviation $\sigma(\theta)$ is usually assumed in the noisy optimization literature \[7, 35\]. The location dependence of $\sigma(\theta)$ give rise to different behaviors. Some authors consider $\sigma(\theta) \propto p(\theta)$, i.e., noise strength proportional to function values, which is interesting in practice \[7, 35, 48\] (see also Figure 2). An illustrative one-dimensional example is provided below, showing a bimodal $p(\theta)$ perturbed with two different noises, and the corresponding $m(\theta)$.

### Illustrative example in 1D.

As an illustration, let us consider the one-dimensional density $p(\theta) = \frac{1}{2} \mathcal{N}(\theta; -1, 1) + \frac{1}{2} \mathcal{N}(\theta; 5, 2)$, restricted in the finite domain $[-8, 17]$, and two noisy versions

$$\tilde{m}_1(\theta) = \max(0, p(\theta) + \epsilon), \text{ and } \tilde{m}_2(\theta) = |p(\theta) + \epsilon|,$$

where $\epsilon \sim \mathcal{N}(0, 0.05^2)$. Namely, $\tilde{m}_i(\theta)$, $i = 1, 2$, correspond to rectified Gaussian and folded Gaussian random variables, respectively (for any $\theta$). In Figure 1-(a), we show one realization of $\tilde{m}_1(\theta)$. In Figure 1-(b), we show the average of $\tilde{m}_1(\theta)$ (empirically and theoretically). In Figure 1-(c), we show the histogram of samples obtained by running a (pseudo-marginal) MH algorithm on $\tilde{m}_1(\theta)$. In these cases, the expected values do not coincide with $p(\theta)$, i.e., $m_i(\theta) \neq p(\theta)$. Analytical expressions of $m_i(\theta)$, as well as $s^2_i(\theta)$, can be obtained as shown in App. C. The variance behaviors are depicted in Figures 2(a)–(b).
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Figure 1: (a) The target pdf $p(\theta)$ and a realization of $\tilde{m}_1(\theta) = \max(0, p(\theta) + \epsilon)$. (b) Again the target pdf $p(\theta)$ (dashed line), the mean function $m(\theta) = \mathbb{E}[\tilde{m}(\theta)]$ and its empirical approximation averaging several realizations. (c) Histogram of the samples generated by a noisy MCMC scheme.

### 2.1 Vanilla schemes for Noisy MH and noisy IS

In this Section, we present two basic Monte Carlo algorithms working with noisy realizations $\tilde{m}(\theta)$.

**Noisy MH.** The standard MH algorithm produces correlated samples from a target distribution $p(\theta)$ by sampling candidates from a proposal density which are either rejected or accepted according to a suitable probability. The evaluation of the target density $p(\theta)$ is required at each iteration. A noisy version of this algorithm is obtained when we substitute the evaluations of $p(\theta)$ (at the
candidate points) with a realization of the random variable $\tilde{m}(\theta)$. The algorithm is shown in Table 1. If a different noisy realization $\tilde{m}(\theta_{i-1})$ is obtained at each iteration, this algorithm is called Monte Carlo-within-Metropolis technique [46]. On the contrary, if it is recycled from the previous iteration, the algorithm is called pseudo-marginal MH (PM-MH) algorithm [43]. The latter approach ensures the algorithm is “exact” (see Theorem 1).

**Noisy IS.** In a standard IS scheme, a set of samples is drawn from a proposal density $q(\theta)$. Then each sample is weighted according to the ratio $\frac{p(\theta)}{q(\theta)}$. Like in the MH case, a noisy version of importance sampling can be obtained when we substitute the evaluations of $p(\theta)$ with noisy realizations of $\tilde{m}(\theta)$. See Table 2.

**Theorem 1.** Under certain conditions, the estimators constructed from the output of noisy MH algorithm and noisy IS converge to expectations under $m(\theta)$.

**Proof.** For the MH algorithm, see [5, 6] and App. A. For noisy IS, see App. B.

**Theorem 2.** The noisy estimators derived from noisy MH and noisy IS have higher variance than their non-noisy counterparts.

**Proof.** For the MH algorithm, see [6]. For noisy IS, see App. B.

### 2.2 Accelerating and denoising by surrogates

The vanilla schemes described above can be improved by building surrogate regression models $\hat{m}(\theta)$ from the noisy realizations. More specifically, considering the set of $J$ observed points $\{\theta_i, \tilde{m}(\theta_i)\}_{i=1}^J$, we apply a regression model for obtaining $\hat{m}(\theta)$. We assume to use a surrogate regression model such that $\hat{m}(\theta)$ converges to $m(\theta)$ as $J \to \infty$. The locations of the nodes can be chosen appropriately for ensuring the convergence when $J \to \infty$, under mild conditions. The accelerated schemes are obtained replacing $\tilde{m}(\theta)$ with $\hat{m}(\theta)$ in the Tables 1 and 2 above. Then, the resulting algorithms target $\hat{m}(\theta)$.

**Remark 2.** A necessary condition is that the construction of $\hat{m}(\theta)$ must be strictly positive, $\hat{m}(\theta) > 0$, for all $\theta$ where $m(\theta) > 0$. 

![Figure 2: Behavior of the variance $s_i^2(\theta)$ in both models. (a) On the left: Plots of $\sqrt{s_i^2(\theta)}$ versus $\theta$ for $i = 1, 2$. (b) Plots of $\sqrt{s_i^2(\theta)}$ versus $p(\theta)$ for $i = 1, 2$.](image)
### Table 1: Noisy Metropolis-Hastings (N-MH) algorithms

1. **Inputs:** Initial state $\theta_0$ and realization $\tilde{m}(\theta_0)$.
2. For $t = 1, \ldots, T$:
   - (a) Sample $\theta_{\text{prop}} \sim \varphi(\theta|\theta_{t-1})$ and obtain realization $\tilde{m}_{\text{now}} = \tilde{m}(\theta_{\text{prop}})$.
   - (b) In the so-called pseudo-marginal MH (PM-MH) set $\tilde{m}_{\text{bef}} = \tilde{m}(\theta_{t-1})$; otherwise, in the so-called Monte Carlo-within-MH, obtain a new realization $\tilde{m}$ at $\theta_{t-1}$ and set $\tilde{m}_{\text{bef}} = \tilde{m}(\theta_{t-1})$.
   - (c) With probability
     \[
     \alpha(\theta_{t-1}, \theta_{\text{prop}}) = \min\left\{1, \frac{\tilde{m}_{\text{now}} \varphi(\theta_{t-1}|\theta_{\text{prop}})}{\tilde{m}_{\text{bef}} \varphi(\theta_{\text{prop}}|\theta_{t-1})}\right\},
     \]
     accept $\theta_{\text{prop}}$, i.e., set $\theta_t = \theta_{\text{prop}}$. Otherwise, reject $\theta_{\text{prop}}$, i.e., set $\theta_t = \theta_{t-1}$.
3. **Outputs:** the chain $\{\theta_t\}_{t=1}^T$.

### Table 2: Noisy importance sampling algorithm

1. **Inputs:** Proposal distribution $q(\theta)$.
2. For $n = 1, \ldots, N$:
   - (a) Sample $\theta_n \sim q(\theta)$ and obtain realization $\tilde{m}(\theta_n)$.
   - (b) Compute
     \[
     w_n = \frac{\tilde{m}(\theta_n)}{q(\theta_n)}
     \]
     3 Compute normalized weights: $\bar{w}_n = \frac{w_n}{\sum_{j=1}^N w_j}$, $j = 1, \ldots, N$.
4. **Outputs:** the weighted samples $\{\theta_n, \bar{w}_n\}_{n=1}^N$.

**Remark 3.** Note that, if the transformation in Eq. (3) is known, we can undo it in order to obtain $\hat{p}(\theta) = G^{-1}(\tilde{m}(\theta))$ and use it within the algorithms, which will target $\hat{p}(\theta)$, instead of $\tilde{m}(\theta)$.

**Remark 4.** Even if the transformation $G$ is known in Eq. (3), and we can obtain $\hat{p}(\theta) = G^{-1}(\tilde{m}(\theta))$, in general we have $\mathbb{E}[\hat{p}(\theta)] \not\propto p(\theta)$. One exception is the case $G(p(\theta)) = \log p(\theta)$, which implies $\mathbb{E}[\hat{p}(\theta)] = \mathbb{E}[\exp(G^{-1}(\tilde{m}(\theta)))] = \mathbb{E}[\exp(\epsilon p(\theta))] = \mathbb{E}[\exp(\epsilon)] p(\theta) \propto p(\theta)$.

Clearly, the selection of the design nodes $\{\theta_i, \tilde{m}(\theta_i)\}_{i=1}^J$ is a very important point. In the Monte Carlo literature, strategies for obtaining the set of design nodes are, for instance, running a pilot MCMC run [23], applying Bayesian experimental design algorithms [31, 61], space-filling heuristics [18, 41], or optimization [12]. In iterative refinement, the path of the chain can also be used to update the surrogate, either directly by including some of the states of the chain [67], or indirectly by guiding the search of design points with other techniques [18].
Note that the use of a surrogate is beneficial for working with both costly and noisy target pdfs. In the following, we review different MCMC and IS approaches that can deal with noisy and expensive target distributions. Some of these methods have been originally proposed only for the expensive or just noisy case (i.e., in a more restricted range of application), but they can address the complete problem considered in this work. A schematic summary of the main notation of the work is given below.

| Density | Noisy realization | Surrogate |
|---------|-------------------|-----------|
| $p(\theta)$ | $\tilde{m}(\theta) = H(p(\theta), \epsilon)$ | $\hat{m}(\theta)$ |

More generally, in the MCMC context, approximations of the whole acceptance ratio can be built and used instead of the true one. Properties of these “approximate” chains are studied in [2].

3 Overview and generic scheme

In this Section, we present a general scheme that combines Monte Carlo with the use of surrogates, which encompasses most of the methods proposed in the literature for costly or noisy target pdfs. Moreover, we distinguish three main classes of methods: (C1) two-stage, (C2) iterative refinement, and (C3) exact schemes. Below, we provide a brief description of each of them.

A graphical representation of the generic scheme is given in Figure 3, that is composed of a series of blocks. Each approach in the literature is formed by a different combination of blocks (e.g., see Table 4). The three main classes C1, C2, C3 have in common the Block 2, i.e., performing one or more Monte Carlo iterations (e.g., MH or IS) with respect to (w.r.t.) the surrogate $\hat{m}(\theta)$ instead of $\tilde{m}(\theta)$.

Remark 5. Note that this block can be viewed as sampling from a non-parametric proposal. Furthermore, the application of Monte Carlo in Block 2 could be substituted with a direct sampling of the surrogate when it is possible [4].

Blocks 1 and 3 refer to the two possible strategies for building the surrogate. The former considers an offline construction, that is totally independent of the Monte Carlo algorithm that will be run afterwards. The latter construction aims to build the surrogate online, i.e., during the Monte Carlo iterations. Lastly, Block 4 refers to making a correction for the fact that we are working w.r.t. $\tilde{m}(\theta)$, and ultimately implies obtaining a noisy realization $\tilde{m}(\theta)$. The schemes are presented in increasing order of complexity.

Two-stage schemes (offline approximation). This scheme includes blocks 1 and 2. A two-stage scheme consists in running Monte Carlo algorithm on a fixed surrogate, that has been built offline, i.e., before the start of the algorithm. This scheme is preferred when the computational budget is limited in advance, so it is all devoted to the surrogate construction. This scheme is very common in, e.g., the calibration of expensive computer codes [12, 17]. The estimators derived from this scheme are biased (w.r.t. $m(\theta)$). However, since this scheme does not imply obtaining costly realizations $\tilde{m}(\theta)$ in the second stage, the algorithms can be run for many iterations and produce estimators with low variance. For this scheme to be worth, the decrease in variance must compensate the presence of bias.
Recent methods proposed in the literature follow this scheme. For instance, in [23], a pilot run of Monte-Carlo-within-Metropolis is carried out using unbiased estimates of the likelihood function, in order to obtain the design points and build a GP surrogate of $\log p(\theta)$. In [34], a GP regression model of $\log p(\theta)$ is built from noisy realizations by sequentially maximizing sophisticated acquisition functions, derived from Bayesian decision theory/Bayesian experimental design. In [50], they propose accelerating algorithms for doubly intractable posteriors by replacing the IS estimates (of the ratio of intractable constants) with estimates provided by a surrogate. This surrogate is built in a previous stage using GPs on the outputs of exchange algorithm runs.

**Iterative refinement schemes (online approximation).** This second scheme comprises Blocks 1 (optionally), 2 and 3. It considers iteratively building the surrogate along with the execution of the Monte Carlo algorithm, i.e., $\hat{m}_t$ depends on $t$. In every iteration, a test is performed in order to decide if we update the surrogate (i.e., obtain a new noisy realization $\tilde{m}(\theta)$). The surrogate refinement can be made at the end and/or beginning of the iteration (i.e., Block 3 could be placed before and/or after Block 2). This scheme is also biased, but a continual refinement of the surrogate can produce an algorithm that is asymptotically exact (in the sense of approximating $m(\theta)$) [IS 67]. See [20] for continual refinement strategies of local approximations within MCMC algorithms. Generally speaking, if the surrogate is improved infinitely often, and in a suitable way (e.g., with a space-filling strategy), the error between the surrogate $\hat{m}_t(\theta)$ and $m(\theta)$ will approach zero. An initial surrogate $\hat{m}_0(\theta)$ could be built offline by using some of the strategies of the methods from the previous scheme. Clearly, constantly changing the target density within a Monte Carlo algorithm difficult its analysis. Moreover, in MCMC algorithms, updating the surrogate using past states of the chain produces the loss of Markov property, so (as in the adaptive MCMC literature)
one needs to carefully address this point [67, 18]. Some proposed methods that follow this scheme are [33, 18]. In [33], a GP regression model of $\log p(\theta)$ is built online by maximizing acquisition functions derived in order to decrease the uncertainty in the computation of the MH accept-reject test (i.e., using Bayesian decision theory/Bayesian experimental design). This algorithm can be considered as a two-stage procedure if we use a pilot run for the construction. In [18], a local GP or polynomial approximation is built on $\log p(\theta)$ and refined over the MCMC iterations by using space-filling heuristics.

**Exact schemes (with correction step).** This scheme includes blocks (optionally) 1, 2, (optionally) 3 and 4. The main difference w.r.t. the previous schemes is the correction step. At some iterations of the method, we obtain a noisy realization $\tilde{m}(\theta)$, in order to ensure the correctness of the algorithm, which will approximate and/or converge to $m(\theta)$. The underlying idea is to use the surrogate $\hat{m}(\theta)$ as a (non-parametric) proposal density within a Monte Carlo method that targets $m(\theta)$. If $\hat{m}(\theta)$ is a good approximation to $m(\theta)$, we would propose very good candidates. Working with $\hat{m}(\theta)$ is usually cheaper than obtaining new realizations $\tilde{m}(\theta)$. However, the fact that a new realization $\hat{m}(\theta)$ has to be obtained for every “correction” usually prevents significant computational savings. This scheme can be used with a fixed offline-built surrogate, an online surrogate or combination of both.

Some examples of methods leveraging surrogate models to produce efficient proposals in the literature are the following (mostly in the non-noisy context, i.e., $\tilde{m}(\theta) = m(\theta) = p(\theta)$). In the MCMC context, the delayed acceptance (DA) schemes (see next Section) are two-step MH algorithms that perform one MH iteration w.r.t. the surrogate and then compute a corrected acceptance probability for the resulting proposal in order to preserve correctness [16, 9]. Hence, DA schemes rely on approximate sampling from the surrogate via one MH step. Other works consider an standard MH algorithm where the surrogate is sampled with direct methods [44]. A rejection sampling (RS) scheme for sampling the surrogate is applied in [68], where a kriging-based surrogate is built within a delayed rejection MH [30]. In the IS context, the authors in [40] propose sampling the surrogate with IS resampling steps, and then weigh the resulting samples w.r.t. the true target.

**Remark 6.** Note that the online improvement of the surrogate corresponds to the adaptation of the equivalent proposal of block B2 (see Remark 5) using not only the information of past samples, but also the history of noisy evaluations of the target.

Table 3 provides some examples of methods belonging to this class and specifying the type of Monte Carlo technique in the blocks 2 and 4. Finally, Table 4 provides a summary of the relationship between the three main classes and the blocks 2 and 4 in Figure 3.

**Honorable mentions.** Other ways of using surrogates to improve Monte Carlo methods that do not compromise the exactness are, e.g., HMC with gradient computations based on the surrogate [54]. In [27], the authors introduce extensions of the previous idea to multimodal scenarios by combining it with parallel tempering, where only the lowest temperature chain addresses the true posterior while the other chains at higher temperatures work with surrogates.
Table 3: Summary of specific algorithms, attending to the Blocks 2 and 4.

| Algorithm/Technique                              | Block 2 | Block 4 |
|-------------------------------------------------|---------|---------|
| Sticky MCMC [44]                                | direct  | MCMC    |
| Noisy Deep IS [40]                              | IS      | IS      |
| Kriging AIS [8]                                  | MCMC    | IS      |
| Delayed-acceptance MH [16, 9]                   | MCMC    | MCMC    |
| Kriging-based delayed rejection MH [68]         | RS      | MCMC    |

Table 4: Relationship between the four main classes and the blocks (B1, B2, B3 and B4) enumerated in Figure 3. In parenthesis, we write the blocks that are optional to each family of methods.

| Family                        | Two-stage | Iterative refinement | Exact – w.r.t. $m(\theta)$ |
|-------------------------------|-----------|----------------------|-----------------------------|
| Blocks                        | B1, B2    | (B1), B2, B3         | (B1), B2, (B3), B4          |

4 Specific instances of noisy Monte Carlo methods

In this section, we describe some specific techniques which are included in the generic scheme described in the previous section. They are Monte Carlo algorithms that were introduced mainly in the context of costly, but non-noisy, targets, but their extension to the noisy setting is straightforward. We focus on the iterative and exact families of methods, but it should be noted that the strategies for building offline surrogates (from the algorithms within the two-stage scheme) could also be used to initialize the surrogates and hence further improve these algorithms.

MH schemes on iterative surrogate. A generic MH algorithm targeting a surrogate that is refined over $T$ iterations is given in Table 6. This algorithm falls within the iterative refinement scheme from the previous section. We also summarize different variants using a joint description. Indeed, at each iteration, the surrogate is updated with probability $\rho_{\text{update}}$, obtaining a noisy realization and including it in the set of active nodes. The different variants are obtained by designing a different probability $\rho_{\text{update}}$ and deciding the search strategy.

Note that the updating probability could depend on many features, e.g., on the current surrogate $\rho_{\text{update}}^{(t)}(\hat{m}_{t-1}, \psi)$ and other hyperparameters $\psi$. The new point to be included, $\theta_{\text{new}}$, can be chosen by different strategies [18, 33]. As an example, in this work we will specifically consider

Table 5: Several works in the literature classified into the three presented classes.

| Two-stage | Iterative refinement | Exact |
|-----------|----------------------|-------|
| [12]      | [18]                 | [16]  |
| [34]      | [67]                 | [59]  |
| [23]      | [33]                 | [40]  |
| [64]      | [20]                 | [44]  |
and compare two basic algorithms. The first one corresponds to $\rho_{\text{update}} = 1$, while the second one considers $\rho_{\text{update}} = \alpha(t)$. In both, we consider the simple choice $\theta_{\text{new}} = \theta'$, i.e., the new node is the proposed state at that iteration. The updating block could be also placed before the MH acceptance test and repeated until some criterion is met [18] [33].

Table 6: Metropolis-Hastings on surrogate with iterative refinement (MH-S)

1. **Inputs:** Initial state $\theta_0$ and initial surrogate $\hat{m}_0(\theta) = \hat{m}_0(\theta, S^{(0)})$.
2. For $t = 1, \ldots, T$:
   
   (a) Sample $\theta_{\text{prop}} \sim \varphi(\theta|\theta_{t-1})$.
   
   (b) With probability
   
   $$\alpha(\theta_{t-1}, \theta_{\text{prop}}) = \min \left\{ 1, \frac{\hat{m}_{t-1}(\theta_{\text{prop}})}{\hat{m}_{t-1}(\theta_{t-1})} \frac{\varphi(\theta_{t-1}|\theta_{\text{prop}})}{\varphi(\theta_{\text{prop}}|\theta_{t-1})} \right\},$$

   accept $\theta_{\text{prop}}$, i.e., set $\theta_t = \theta_{\text{prop}}$. Otherwise, reject $\theta_{\text{prop}}$, i.e., set $\theta_t = \theta_{t-1}$.
   
   (c) With probability $\rho_{\text{update}}$,
   
   (a) Search $\theta^*$ and obtain realization $\tilde{m}(\theta^*)$.
   
   (b) Update design nodes set $S^{(t)} = S^{(t-1)} \cup \{\theta^*, \tilde{m}^*(\theta^*)\}$

3. **Outputs:** The chain $\{\theta_t\}_{t=1}^T$ and the final surrogate $\hat{m}_T(\theta)$.

**Delayed-acceptance Metropolis-Hastings.** The DA-MH algorithm is a modified MH algorithm (also called ‘two-step MH’ or ‘MH with early rejection’ [16] [9]) where, at each iteration, the proposed state $\theta_{\text{prop}}$ undergoes two MH accept-reject tests. We consider here delayed-acceptance pseudo-marginal MH (DA-PM-MH), where noisy evaluations are recycled as commented above. At each iteration, the proposed state is tested first against $\hat{m}(\theta)$ (i.e., block B2 is a MH step on the surrogate) and, upon acceptance, then against $\tilde{m}(\theta^*)$ (i.e., block B4 is a noisy MH step).

The computational savings occur when $\theta_{\text{prop}}$ is rejected in the first test, since it avoids performing the second MH test and computing the costly noisy realization $\tilde{m}(\theta_{\text{prop}})$. In this work, we consider a general version DA-PM-MH (also called surrogate transition method [39]) that allows for multiple iterations w.r.t. $\tilde{m}$ in the first step. The details are given in Table 7. The standard DA-PM-MH algorithm is recovered setting $T_{surr} = 1$. The standard DA-PM-MH has always a lower acceptance than vanilla PM-MH [9], but can provide better performance. However, for $T_{surr} \geq 1$, the acceptance probability can be higher than in the standard MH.

Indeed, this general form of the DA-PM-MH algorithm makes it clear that first step aims at obtaining a good candidate $\xi_{T_{surr}}$ by sampling (via MCMC) from a proposal density $\hat{m}$ built by a (usually non-parametric) surrogate model. The candidate sample $\xi_{T_{surr}}$ is then employed in a MH test w.r.t. $\tilde{m}$. It is important to note that, if all tests in the secondary chain got rejected, then $\theta_{\text{prop}} = \xi_{T_{surr}} = \theta_{t-1}$, so the MH test of the main chain is trivially accepted without needing to obtain a new noisy realization, i.e., the chain remains at $\theta_{t-1}$. We can interpret the DA-MH as a two-step algorithm where, in the first step, samples approximately distributed as the surrogate are generated. Thus, other algorithms such as sticky MCMC [4] can be considered as ‘ideal’ version of
DA-MH, since the samples are drawn directly from the surrogate (i.e. the acceptance probability in the first step is always one).

Table 7: DA-PM-MH algorithm

1. **Inputs:** Initial state $\theta_0$, initial realization $\hat{m}(\theta_0)$, surrogate $\hat{m}_0(\theta; S^{(0)})$, and number of ‘inner’ iterations $T_{\text{surr}}$.
2. For $t = 1, \ldots, T$:
   (a) Starting from $\theta_{t-1}$, run $T_{\text{surr}}$ iterations of MH with respect to $\hat{m}(\theta)$. That is, set $\xi_0 = \theta_{t-1}$ and do for $k = 1, \ldots, T_{\text{surr}}$:
      (i) Sample $\xi' \sim q(\theta|\xi_{k-1})$
      (ii) With probability $\alpha_1(\xi_{k-1}, \xi') = \min\left\{1, \frac{\hat{m}_{t-1}(\xi')\varphi(\xi_{k-1}|\xi')}{\hat{m}_{t-1}(\xi_{k-1})\varphi(\xi'|\xi_{k-1})}\right\}$, accept $\xi'$, i.e., set $\xi_k = \xi'$. Otherwise, reject $\xi'$, i.e., set $\xi_k = \xi_{k-1}$.
   (b) Set $\theta_{\text{prop}} = \xi_{T_{\text{surr}}}$, and accept it with probability $\alpha_1(\theta_{t-1}, \theta_{\text{prop}}) = \min\left\{1, \frac{\hat{m}(\theta_{\text{prop}})\hat{m}_{t-1}(\theta_{t-1})}{\hat{m}(\theta_{t-1})\hat{m}_{t-1}(\theta_{\text{prop}})}\right\}$, i.e., set $\theta_t = \theta_{\text{prop}}$. Otherwise, reject $\theta_{\text{prop}}$, i.e., set $\theta_t = \theta_{t-1}$.
   (c) With probability $\rho_{\text{update}}$:
      1. Search $\theta^*$ and obtain realization $\hat{m}(\theta^*)$.
      2. Update design nodes set $S^{(t)} = S^{(t-1)} \cup \{\theta^*, \hat{m}(\theta^*)\}$
3. **Outputs:** The chain $\{\theta_t\}_{t=1}^T$.

Noisy Deep Importance Sampling (N-DIS). The Deep Importance Sampling (DIS) is an adaptive IS scheme introduced in [40], which uses a non-parametric surrogate as its proposal density. It can be seen as a multivariate extension of the technique in [44]. Here, we consider a noisy version of DIS, which is described in Table 8. Again the underlying idea is to use the surrogate $\hat{m}(\theta)$ as proposal density. For sampling from $\hat{m}(\theta)$, N-DIS employs a Sampling Importance Resampling (SIR) approach [52], using an auxiliary/parametric proposal, $q(\theta)$ (i.e., block B1 is a SIR scheme). More specifically, a set $\{y\}_{t=1}^L$ is sampled from $q(\theta)$, with $L \gg 1$, and weighted according to $\hat{m}$. Then, $N$ resampling steps ($N \ll L$) are performed to obtain $\{\theta_i\}_{i=1}^N$, that are approximately distributed as $\hat{m}(\theta)$ [57]. These samples are finally weighted considering the corresponding realizations $\hat{m}(\theta_i)$ (i.e., block B4 is a IS iteration). Thus, N-DIS is as a two-stage IS scheme, where the inner IS stage is employed to draw from the surrogate $\hat{m}$. Furthermore, N-DIS is an iterative algorithm where the previous steps are repeated and the set $\{\theta_i\}_{i=1}^N$ is used to refine the surrogate at each iteration. Hence, compared to a standard IS scheme, N-DIS improves the performance by using a non-parametric surrogate proposal density $\hat{m}(\theta)$ that gets closer and closer to $m(\theta)$. Moreover, N-DIS could be interpreted as an IS version equivalent to the DA-MH algorithm. Note that, N-DIS uses deterministic mixture IS weights in Eq. (7) which provide more stability in the results [19].
Table 8: N-DIS algorithm with noisy realizations

1. **Inputs:** Proposal distribution $q(\theta)$ and initial surrogate $\hat{m}_0(\theta) = \hat{m}_0(\theta; S^{(0)})$.

2. For $t = 1, \ldots, T$:
   
   (a) Sample $\xi_{t,\ell} \sim q(\theta), \ell = 1, \ldots, L$
   
   (b) Compute $\gamma_{t,\ell} = \frac{\hat{m}_{t-1}(\xi_{t,\ell})}{q(\xi_{t,\ell})}, \ell = 1, \ldots, L$
   
   (c) Resample $\theta_{t,n} \sim \{\xi_{t,\ell}\}_{\ell=1}^{L}, n = 1, \ldots, N$, with probabilities proportional to $\{\gamma_{t,\ell}\}_{\ell=1}^{L}$ (with $N \ll L$)
   
   (d) Obtain noisy realizations and compute ($n = 1, \ldots, N$)

   $w_{t,n} = \frac{\hat{m}(\theta_{t,n})}{\frac{1}{L} \sum_{\tau=0}^{t-1} \hat{m}_{\tau}(\theta_{t,n})}$; (7)

   (e) Update design nodes set $S^{(t)} = S^{(t-1)} \cup \{(\theta_{t,n}, \hat{m}(\theta_{t,n}))\}_{n=1}^{N}$.

3 Compute normalized weights: $\bar{w}_n = \frac{w_n}{\sum_{j=1}^{N} w_j}, j = 1, \ldots, N$.

4 **Outputs:** the weighted samples $\{\theta_n, \bar{w}_n\}_{n=1}^{N}$ and the final surrogate $\hat{m}_t(\theta)$.

5 Application scenarios

A brief description of practical scenarios where we must handle noisy and costly target evaluations is provided below. Namely, all the settings given below can be encompassed in the general framework described above.

**Pseudo-Marginal approach:** Here, the unnormalized density can be expressed as a marginal distribution, i.e., $p(\theta) = \int_V p(\theta, v) dv$ where $v$ is an auxiliary variable. Hence, $p(\theta)$ cannot be computed in closed-form. When the aim is to run a MH algorithm on $p(\theta)$, rather than on the joint $p(\theta, v)$, the evaluation of $p(\theta)$ at each $\theta$ can be estimated noisily by using IS [5, 4].

**ABC, likelihoods-free.** In the likelihood-free (and/or synthetic likelihood) inference setting, it is assumed that the likelihood function is unknown or we cannot evaluate it, but we are able to generate independent data from it. In this scenario, substituting the intractable likelihood with an approximate likelihood is one possibility. This approximation is in turn approximated pointwise with Monte Carlo using pseudo-data sets [43, 53]. See Section 5.1 below for more details.

**Doubly intractable posteriors.** When only a part of the likelihood can be evaluated and another piece of the likelihood is unknown (typically a partition function $Z(\theta)$), we are in doubly intractable posterior setting. Note that differently from the ABC case, here some part of the likelihood is available. In this case, the unknown part of the likelihood must be estimated, so that the evaluation of the complete likelihood will be noisy.

**Use of mini-batches (Big Data).** The evaluation of the likelihood function can be prohibitively expensive when there are huge amounts of data. In this context, a subsampling strategy consists in computing the log-likelihood function using a random subset of data points, hence forming an
unbiased estimator of the complete log-likelihood \[10].

**Reinforcement learning (RL).** Direct policy search is an important branch of reinforcement learning, particularly in robotics \[21, 15\]. In this context, \( \theta \) is the parametrization of the policy of some agent, and \( p(\theta) \) represents an expected return (i.e., a payoff function) for that policy. The expected return is approximated by the empirical return over an episode, i.e., the agent is run for a number of time steps and accumulates a payoff. More details are given in Section 5.2.

**Other application scenarios.** The topic of inference in noisy and costly settings is also of interest in the inverse problem literature, such as in the calibration of expensive computer codes \[24, 17, 12\]. Noisy likelihood evaluations are also considered for building surrogates, and then use them in order to obtain a variational approximations to the posterior \[1\].

### 5.1 Likelihood-free context

The Likelihood-free framework in Bayesian inference presents some peculiarities which deserve a specific discussion. We start with a brief description of a generalized approximate Bayesian computation (ABC) scheme in the same fashion of \[60, 12\]. Given some vector of data \( y_{\text{true}} \in \mathbb{R}^{D_Y} \), in several applications, sampling from a posterior distribution \( p(\theta) = p(\theta | y_{\text{true}}) \propto \ell(y_{\text{true}} | \theta)g(\theta) \) is required, where \( \ell(y_{\text{true}} | \theta) \) represents a likelihood function and \( g(\theta) \) a prior density. In some context, the pointwise evaluation of \( \ell(y_{\text{true}} | \theta) \) is not possible, but we can generate artificial data, \( y' \sim \ell(y | \theta) \).

Hence, we could draw samples in an extended space, \([\theta', y']\), from the joint pdf \( q(\theta, y) = \ell(y | \theta)g(\theta) \), drawing first \( \theta' \sim g(\theta) \) and then \( y' \sim \ell(y | \theta) \).

The idea behind several ABC algorithms is the following. Let us consider the following extended target pdf in the extended space \([\theta, y]\),

\[
p_{c}(\theta, y | y_{\text{true}}, \epsilon) \propto h(y_{\text{true}} | y, \theta, \epsilon)\ell(y | \theta)g(\theta),
\]

where \( h(y_{\text{true}} | y, \theta, \epsilon) \geq 0 \) is a surrogate extended likelihood and \( \epsilon > 0 \) is a positive parameter, chosen by the user. In many ABC approaches, different authors consider a simplified version where

\[
h(y_{\text{true}} | y, \theta, \epsilon) = h(y_{\text{true}} | y, \epsilon),
\]

for instance, \( h(y_{\text{true}} | y, \epsilon) \propto \exp \left( -\frac{||y_{\text{true}} - y||^2}{2\epsilon^2} \right) \). Hence, we can simplify the previous expression as

\[
p_{c}(\theta, y | y_{\text{true}}) \propto h(y_{\text{true}} | y, \epsilon)\ell(y | \theta)g(\theta).
\]

The simplest choice, as in the rejection-ABC scheme, is

\[
\begin{align*}
&h(y_{\text{true}} | y, \epsilon) \propto 1 \quad \text{if} \quad ||y_{\text{true}} - y|| < \epsilon, \\
&h(y_{\text{true}} | y, \epsilon) = 0 \quad \text{if} \quad ||y_{\text{true}} - y|| \geq \epsilon.
\end{align*}
\]

Therefore, the ABC target density is

\[
m_{ABC}(\theta | y_{\text{true}}, \epsilon) = \int_{\mathbb{R}^{D_Y}} p_{c}(\theta, y | y_{\text{true}}, \epsilon)dy \propto \int_{\mathbb{R}^{D_Y}} h(y_{\text{true}} | y, \epsilon)\ell(y | \theta)g(\theta)dy.
\]

The function \( h(y_{\text{true}} | y, \epsilon) \) must be chosen such that \( m_{ABC}(\theta | y_{\text{true}}, \epsilon) \) converges to \( p(\theta | y_{\text{true}}) \) as \( \epsilon \to 0 \). Several computational algorithms designed for the ABC context are based on the following noisy naive Monte Carlo scheme in the extended space with target pdf \( m_{ABC}(\theta | y_{\text{true}}, \epsilon) \) in Eq. (9), and proposal density \( q(\theta, y) = \ell(y | \theta)g(\theta) \):
For $t = 1, \ldots, T$:

1. Draw $\theta_t \sim g(\theta)$,
2. Draw $N$ artificial data, $y_t^{(1)}, \ldots, y_t^{(N)} \sim \ell(y|\theta_t)$.
3. Assign to $\theta_t$, the noisy evaluation

$$
\tilde{m}_t(\theta_t) = \frac{1}{N} \sum_{n=1}^{N} h(y_{\text{true}}|y_t^{(n)}, \epsilon).
$$

Thus, the pairs $\{\theta_t, \tilde{m}_t(\theta_t)\}$ can be used for performing inference on $m_{ABC}(\theta|y_{\text{true}}, \epsilon)$. Indeed, by standard Monte Carlo arguments, $\tilde{m}_t(\theta) \approx \int_{\mathbb{R}^{D_y}} h(y_{\text{true}}|y, \epsilon)\ell(y|\theta) g(\theta) dy$. Increasing $N$, we reduce the variance of $\tilde{m}_t(\theta)$, becoming closer and closer to $m_{ABC}(\theta|y_{\text{true}}, \epsilon)$. Decreasing $\epsilon \to 0$, we reduce the bias between $m_{ABC}(\theta|y_{\text{true}}, \epsilon)$ and $p(\theta|y_{\text{true}})$. Instead of sampling $\theta_t$ from $g(\theta)$, we can use a generic proposal $q(\theta)$ (i.e., $q(y, \theta) = \ell(y|\theta)q(\theta)$) and we obtain

$$
\tilde{m}_t(\theta_t) = \left[ \frac{1}{N} \sum_{n=1}^{N} h(y_{\text{true}}|y_t^{(n)}, \epsilon) \right] \frac{q(\theta_t)}{q(\theta)}, \quad \theta_t \sim q(\theta).
$$

**Remark 7.** Clearly, for a fixed computational cost, there exists a trade-off between exploration and accuracy, i.e., between $T$ and $N$. For a related discussion, see [22, 38].

Since simulating $N$ datasets for each $\theta$ can be costly, it has been proposed to use surrogates in order to accelerate the ABC algorithms. For instance, we can build a surrogate $\tilde{m}(\theta)$ considering the pairs $\{\theta_t, \tilde{m}_t(\theta_t)\}$ or some related evaluations. In [66], a two-stage approach is used, where a GP surrogate of $\log m_{ABC}$ is built offline, and then a random-walk MH algorithm is applied on this surrogate An iterative refinement scheme using simulations $(\theta_t, y_t^{(n)})$ is considered in [17]. Finally, the work by [29] combines Bayesian optimization with ABC in a two-stage scheme to build a surrogate of the discrepancy function $\Delta(\theta)$ which measures the difference between $y_{\text{true}}$ and $y_\theta$, the data generated with parameter $\theta$.

**Remark 8.** In the ABC context, we identify two surrogate functions: an internal surrogate $h(y_{\text{true}}|y, \theta, \epsilon)$ (that, generally, could also depends on $\theta$ as in the synthetic likelihood approach [53]) and the external surrogate $\tilde{m}(\theta)$, for accelerating the algorithm.

### 5.2 Application to Reinforcement Learning

Reinforcement learning (RL), which has many connections with control theory [28, 60], is a popular and fast-growing area of machine learning. An agent interacts with an environment by taking an action and, as a result of this action, it receives a state/observation and a reward. This occurs at each time step. One interaction/step is summarized as a state-action-reward triplet, $(s_t, a_t, r_t)$, where $t$ denotes the time index. Therefore, an episode consists of $T$ steps over the environment (e.g.,

\footnote{Note that $\{\theta_t, y_t^{(n)}\} \sim q(\theta, y)$ for all $n$. See the generalized chain rule in [45].}
playing a game, if the environment represents a game, or otherwise interacting with the environment – such as in robotics)

\[ \tau = \{ s_0, (s_1, a_1, r_1), (s_2, a_2, r_2), \ldots, (s_T, a_T, r_T) \} = \{ s_{0:T}, a_{1:T}, r_{1:T} \}. \]  

The dynamics of the environment can be represented as follows, in the case of Markovian processes. For \( t = 1, 2, \ldots, T \):

\[
\begin{align*}
    a_t &\sim \pi_\theta(a|s_{t-1}), \\
    s_t &\sim p_{\text{env}}(s|s_{t-1}, a_t), \\
    r_t &\sim r_{\text{env}}(r|s_t, a_t, s_{t-1}),
\end{align*}
\]  

where the reward function \( r_{\text{env}} \) and the transition function \( p_{\text{env}} \) are determined by the application/environment. The policy \( \pi_\theta(\cdot) \) determines which action the agent takes. Deterministic rules can be also employed for deciding \( a_t \) and receiving a reward \( r_t \). The payoff (i.e., accumulated reward, known as the return, or gain) for each episode is

\[ R(\theta; \tau) = \sum_{t=1}^{T} r_t. \]  

In certain settings, one can control the length \( T \) of the episode \( \tau \). The goal is to find an optimal policy (i.e., optimal \( \theta \)) that maximizes the expected cumulative reward. There are a plethora of approaches to reinforcement learning, many falling under the category of so-called value-based methods (see [60] for an introduction and overview). Here, however, we focus specifically on the area of direct policy search, which is particularly apt for applications with continuous and small-but-complex action spaces such as robotics [21], and possibly non-Markovian settings (we refer to \( p_{\text{env}} \)). More specifically, we focus on model-free policy search, i.e., learning the policy based on sampling trajectories; we do not attempt to recover \( p_{\text{env}} \) or \( r_{\text{env}} \). In this sense also, we are close to the large area of stochastic optimization [51]. We are interested in studying the following function in the parameter space,

\[ p(\theta) = \mathbb{E}_{\tau}[R(\theta; \tau)] = \int \sum_{t=1}^{T} R(\theta; \tau)p(\tau|\theta)d\tau, \]  

where \( R(\cdot) \) from Eq. (14), and \( \tau \sim p(\tau|\theta) \) is generated following the model in Eq. (13), i.e.,

\[ p(\tau|\theta) = p(s_{0:T}, a_{0:T}, r_{1:T}|\theta), \]

\[ = p_0(s_0) \prod_{t=1}^{T} r_{\text{env}}(r_t|s_t, a_t, s_{t-1})p_{\text{env}}(s_t|s_{t-1}, a_{t-1})\pi_\theta(a_{t-1}|s_{t-1}). \]  

In a model-free direct search, we are not able to evaluate the distribution \( p(\tau|\theta) \), but we can draw from it by “playing the game”. Namely, we can estimate \( p(\theta) \) by using sampled episodes. Given \( N \) episodes \( \tau_i \sim p(\tau|\theta) \) \((i = 1, \ldots, N) \) generated according to \( p(\tau|\theta) \) with fixed \( \theta \) (and fixing \( T \)), we can obtain the Monte Carlo estimation of the expected return

\[ \tilde{m}(\theta) = \frac{1}{N} \sum_{i=1}^{N} R(\theta; \tau_i), \quad \tau_i \sim p(\tau|\theta), \]  

\[ = \frac{1}{N} \sum_{i=1}^{N} \sum_{t=1}^{T} r_t^{(i)}. \]
In this case, we have \( m(\theta) = \mathbb{E}[\tilde{m}(\theta)] = p(\theta) \). The variance
\[
s^2(\theta) = \text{var}[\tilde{m}(\theta)] = p(\theta).
\]
The term \( \text{var}[R(\theta, \tau)] \) can have different forms depending on multiple aspects. The magnitude of the noise is reduced by averaging multiple episodes since the variance \( s^2(\theta) \) decreases at rate \( \frac{1}{N} \).

**Remark 9.** As in the ABC setting, there is clearly a trade-off between precision in the evaluation of the target function and overall computational cost (which increases as \( N \) grows). This trade-off has been studied in the context of MCMC and IS \([22, 38]\).

Note that the distribution \( \tilde{m}(\theta) \) also depends on the length \( T \) of the episode. More specifically, the variance of the random variable \( \tilde{m}(\theta) \) decreases with \( T \). If the process is ergodic, averaging over very long periods is equivalent to repeating the process multiple times. The noise can therefore be reduced by both prolonged simulation or repeated sampling at the expense of a higher computational cost per function evaluation.

6 Numerical experiments

In this section, we compare different algorithms discussed in Section 4. It is important to remark that all the techniques are always compared with the same number of evaluations (denoted as \( E \)) of the noisy target pdf. Moreover, a k-nearest neighbor (kNN) regression is applied in order to construct the surrogate function. Recall that the baseline PM-MH algorithm is not using a surrogate model (see Table 1).

In the first experiment, the target is a two-dimensional banana-shaped density which is non-linear benchmark in the literature \([19]\), perturbed with two different noises: one is an unbiased noise, and with the other noisy the target distribution becomes a heavy-tailed banana pdf. The second experiment considers a multimodal target density. Finally, we apply the algorithms in a benchmark RL problem consisting on balancing two poles attached to a cart.

6.1 Non-linear banana density

We consider a banana-shaped target pdf,
\[
p(\theta) \propto \exp \left( -\frac{(\eta_1 - B\theta_1 - \theta_2^2)^2}{2\eta_0^2} - \frac{\theta_1^2}{2\eta_1^2} - \frac{\theta_2^2}{2\eta_2^2} \right),
\]
with \( B = 4, \eta_0 = 4 \) and \( \eta_i = 3.5 \) for \( i = 1, \ldots, 2 \), where \( \Theta = [-10, 10] \times [-10, 10] \), i.e., bounded domain. The goal is to compare the performance of the different algorithms against a vanilla PM-MH algorithm for two different noises. Specifically, we compare

- (1) DA-PM-MH with \( T_{\text{surr}} = 1 \),
- (2) DA-PM-MH with \( T_{\text{surr}} = 5 \),
- (3) MH-S with \( \rho_{\text{update}} = 1 \),
• (4) MH-S with $\rho_{\text{update}} = \alpha_{\text{MH}}$.

The baseline corresponds to a PM-MH algorithm with 5000 iterations. We consider the same proposal $\varphi(\theta'|\theta) = \mathcal{N}(\theta', \sigma^2 I_2)$ for all the methods (including the baseline). The surrogate is built with k-nearest neighbor (kNN) regression using $K \in \{1, 10, 100\}$ neighbors. For all methods, the surrogate is initialized as a uniform distribution and updated from there on using the incoming realizations $\tilde{m}(\theta)$. Note that MH-S with $\rho = 1$ is equivalent to PM-MH when $K = 1$. We include it in that case for the sake of completeness. We set $E = 5000$ as the budget of noisy target evaluations. In addition, we have applied IS schemes for the two noises. Specifically, we compare standard (noisy) IS against N-DIS, using again the nearest neighbor surrogate. For the standard noisy IS, we use a uniform proposal in $X$. For N-DIS, we test $T = 5$, $N = 1000$ and $T = 10$, $N = 500$, so that the total number of evaluations is $E = NT = 5000$.

**Unbiased banana.** First, we consider the noise $\tilde{m}(\theta) = \epsilon p(\theta)$ with $\epsilon \sim \text{Exp}(1)$. In this case, the expected target is $p(\theta)$. We consider the estimation of the mean and the diagonal of the covariance matrix, whose ground truths are $\mu = [-0.48, 0]$ and $\text{diag}(\Sigma) = [1.38, 8.90]$. We show the results in Figures 4 and 6.

**Heavy-tailed banana.** Then, we consider the noise $\tilde{m}(\theta) = \max(0, p(\theta) + \epsilon)$ with $\epsilon \sim \mathcal{N}(0, 0.01^2)$. For this choice, we have $m(\theta) \neq p(\theta)$, so we have to evaluate the performance in the estimation of the new moments, i.e., this noise changes the density that the methods target, whose ground truths are $\tilde{\mu} = [-0.38, 0]$ and $\text{diag}(\tilde{\Sigma}) = [6.74, 12.84]$. The resulting density $m(\theta)$ has constant tails since this noise introduce bias in the low probability regions (as in Figure 1). We show the results in Figures 5 and 7.

### 6.1.1 Dependence on the surrogate

The use of surrogate improves the performance, but can be detrimental as well. This duality accounts for the differences in performance between estimating $\mu$ (upper rows of Figures 4 and 5) and estimating $\text{diag}(\Sigma)$ (lower rows of Figures 4 and 5).

**Benefits of using surrogates.** For both noises, the considered algorithms perform better than the baseline in the estimation of $\mu$ for all $K$, something that it is related to properly visiting the regions of high probability. In this sense, it shows that using surrogates within MCMC algorithms help in discovering high-probability regions. In IS, the use of surrogates also improves the performance in the estimation of the mean, as it can be seen in Figure 9(a) and Figure 7(a).

**Pathological constructions.** Both choices of noise produce noisy realizations $\tilde{m}(\theta)$ that are skewed towards 0, specially in the low-probability regions. A surrogate built with such evaluations may difficult the exploration of the tails of the distribution. This can be seen at the error in estimating the variance in Figure 4(d) and Figure 5(d), where the considered methods perform worse than the baseline. Although the DA-PM-MH algorithms (with $T_{\text{surr}} = 1$ and $T_{\text{surr}} = 5$) are “exact”, they fail at estimating the variance since the surrogate does not fulfill the minimum requirements. In fact, a ‘bad’ surrogate is preventing the chain to explore the regions properly. Increasing $K$ makes the surrogate smoother and hence should improve the variance estimation. This is confirmed in Figure 4(e)-(f) and Figure 5(e)-(f), where the DA-PM-MH algorithms perform better than the baseline. The MH-S algorithms present a trade-off between performance and exactness/bias as we increase $K$, that we comment below.
6.1.2 Bias in iterative refinement algorithms

Since these algorithms target the surrogate, the choice of $K$ affects the performance. In Figures 4(a)-(c), we see the algorithms MH-S with $\rho = 1$ and $\rho = \alpha$ beat the baseline in the estimation of $\mu$. However, in Figures 4(d)-(f) the situation is the opposite, performing worse than the baseline in the estimation of $\text{diag}(\Sigma)$ for the $K$ considered. As we commented above, the exponential distribution with $\lambda = 1$ concentrates around 0, hence this noise tends to give noisy realizations that underestimate the true density. In low-probability regions and when $K = 1$, this phenomenon amplifies since realizations with very low value difficult that their neighborhood gets properly explored. This is why MH-S is able to estimate $\mu$ with $K = 1$ (i.e. the high-probability region is properly visited), but fails at estimating $\text{diag}(\Sigma)$.

We increase $K$ in order to reduce this problem. However, attending to Figures 4(e)-(f) for $K = 10$ and $K = 100$, both MH-S still perform poorly in the estimation of $\text{diag}(\Sigma)$. Now, this is because the surrogate has huge bias (since, for fixed number of nodes, as we consider more neighbors, the surrogate becomes a flattened version of $p(\theta)$). In other words, regarding the choice of $K$ for the MH-S, the increase in performance is traded off with exactness. Note that this bias is detected when estimating the variance, since this biased surrogate has $\mu$ almost unaltered.

Regarding the second type of noise in Figure 5, the conclusions are similar. In Figure 5(d), we see that estimation of the variance is even worse with this second noise, since the target has now constant tails which are not captured by the surrogate with $K = 1$. However, MH-S algorithms perform better (w.r.t. the previous noise) in the estimation of the variance for $K = 10$. This is probably due to the surrogate having a low bias w.r.t. the true target $m(\theta)$, which is broader than in the previous noise.

6.2 Bimodal target density

Now, we consider the density

$$p(\theta) = \frac{1}{2} N(\theta|\theta_1, 3^2I_2) + \frac{1}{2} N(\theta|\theta_2, 3^2I_2),$$

where $\Theta = [-20, 20] \times [-20, 20]$, i.e., bounded domain. We consider the noise $\tilde{m}(\theta) = \epsilon p(\theta)$ with $\epsilon \sim \text{Exp}(1)$. As in the previous experiment, we compare the algorithms in the estimation of the mean $\mu = [0, 0]^T$ and the diagonal of the covariance matrix $\text{diag}(\Sigma) = [108.87, 9]^T$. For the MCMC algorithms, this time we consider a proposal, $\varphi(\theta|\theta') = N(\theta|\theta', 2^2I_2)$, intentionally chosen so that the mixing can be slow for some initializations. We set $E = 5000$ as the budget of noisy evaluations. Results are shown in Figure 8. The results of the IS schemes on the same noisy target are shown in Figure 9.

Improved exploration by surrogates. In this example, the chosen proposal $\varphi(\theta'|\theta)$ is not able to explore efficiently the space since the two modes are rather distant. For this reason, the results of PM-MH are much worse than the algorithms that perform several steps w.r.t. the surrogate, namely, DA-PM-MH with $T_{\text{surr}} = 5$ and MH-S with $\rho = \alpha$, as can be seen in Figure 8. This shows that performing several steps w.r.t. surrogate is beneficial for the exploration and for discovering different modes, specially when the proposal does not propose big jumps. Regarding the results of IS, we see in Figure 9 that the use of surrogates improve the performance, but not as much as in the MCMC test, since IS with uniform density already performs very well as compared to PM-MH.
Figure 4: Relative median squared error in estimation of the mean (upper row) and variance (lower row) of the banana pdf with multiplicative exponential noise.

Pathological constructions. In this example, we encounter the negative effect of a bad surrogate construction. In Figures 8(a)-(b)-(d)-(e), we see that DA-PM-MH with $T_{surr} = 1$ performs equal or worse than the baseline technique, i.e., PM-MH. This is probably due to the joint effect of small jumps proposed by $\varphi(\theta|\theta')$ and performing only one step w.r.t. the surrogate, which in turn makes a myopic construction of the surrogate possibly missing one of the modes. This pathological behavior is worst when $K = 1$, but improves as we increase $K$, matching the performance of PM-MH for $K = 100$.

6.3 Double cart pole

We consider a variant of the popular cart-pole system, which is a standard benchmark in RL [31]. In the basic cart-pole environment, the goal is to balance a pole that is hinged on a cart. The cart is able to move freely along the x-axis. The observations are the position $x$ and velocity $\dot{x}$ of the cart, and the angle $\alpha$ and angular velocity $\dot{\alpha}$ of the pole. The action is continuous and corresponds to the force applied to the cart. The agent receives one point for each iteration that $x$ and $\alpha$ are within some bounds.

We consider here the more challenging variant where another shorter pole is hinged on the cart (see Figure 10). Hence, the state vector is $s = [x, \dot{x}, x_1, \dot{x}_1, x_2, \dot{x}_2, \ldots]$. The transition $p_{env}$ is deterministic, determined by the evolution of the dynamical system, where each iteration corresponds to 0.02s [65]. We consider the simplest neural network for the policy $a = \pi_\theta(s) = \theta^T s$, i.e., a linear policy.
Figure 5: Relative median squared error in estimation of the mean (upper row) and variance (lower row) of the banana pdf perturbed as $f(\theta) = \max(0, p(\theta) + \epsilon)$, $\epsilon \sim N(0, 0.01)$.

Figure 6: Relative median squared error in estimation of the mean (left) and variance (right) of the banana pdf with multiplicative exponential noise, by importance sampling schemes.

Hence, the parameter $\theta \in \mathbb{R}^{6}$.

The use of more sophisticated architectures (such as including hidden layers with variable number of hidden units, biases and skip-layers) can produce more effective controllers at the expense of increasing the dimensionality of $\theta$. 

2The use of more sophisticated architectures (such as including hidden layers with variable number of hidden units, biases and skip-layers) can produce more effective controllers at the expense of increasing the dimensionality of $\theta$. 
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Figure 7: Relative median squared error in estimation of the mean (left) and variance (right) of the banana pdf with rectified additive Gaussian noise, by importance sampling schemes.

Figure 8: Relative median squared error in estimation of the mean (upper row) and variance (lower row) of the bimodal pdf with multiplicative exponential noise.

or $\alpha_2$ go out of bounds, where $T_{\text{max}} = 1000$. Hence, the maximum return is 1000. Regarding the parameters such as the masses, lengths, friction coefficients, etc., we take the same values as in [31]. At the beginning of each episode, the initial state is obtained by sampling each component uniformly within the following intervals: $x \in [-1.944, 1.944]$, $\dot{x} \in [-1.215, 1.215]$, $\alpha_1 \in [-0.0472, 0.0472]$, $\alpha_2 \in [-0.0472, 0.0472]$. 
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Figure 9: Relative median squared error in estimation of the mean (left) and variance (right) of the bimodal pdf with multiplicative exponential noise, by importance sampling schemes.

\[\dot{\alpha}_1 \in [-0.135088, 0.135088], \quad \alpha_2 \in [-0.10472, 0.10472] \quad \text{and} \quad \dot{\alpha}_2 \in [-0.135088, 0.135088].\]

Note that, in this example, the noisiness comes only from the initial distribution.

Figure 10: Double pole balancing problem.

We consider a realization \( \tilde{m}(\theta) \) of \( p(\theta) \) by simulating one single episode. We first run \( 10^6 \) iterations of PM-MH on \( \tilde{m}(\theta) \) in order to have a rough estimation (groundtruth) of the marginal histograms w.r.t. we can compare the algorithms. We consider a bounded domain \( \theta \in [-60, 60]^6 \). We compare two MH-S algorithms and one DA-PM-MH algorithm using again a nearest neighbor surrogate, with \( K = 100 \). The budget is \( E = 10^5 \) evaluations. A PM-MH algorithm with the same number of evaluations is also considered. In Figure 11, we show the estimated marginal densities. In Table 9, we show the MMSE estimations of \( \theta \) provided by the different algorithms. We can observe that the compared techniques are able to approximate the groundtruth marginal histograms. However, the DA-PM-MH scheme seems to provide slightly better approximations.
| Algorithm  | $\theta_1$  | $\theta_2$  | $\theta_3$  | $\theta_4$  | $\theta_5$  | $\theta_6$  | Exp. return |
|-----------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| PM-MH ($T = 10^6$) | -7.1281     | -15.0300    | 5.1756      | 15.0946     | 15.4696     | 4.9734      | 1000        |
| PM-MH ($T = 10^5$) | -5.6738     | -15.7544    | 3.0080      | 14.9182     | 16.3909     | 6.0570      | 1000        |
| MH-S ($\rho = 1$)  | -6.6351     | -10.2346    | -1.9859     | 12.5025     | 12.8274     | 6.0455      | 1000        |
| MH-S ($\rho = \alpha$) | -8.9285     | -17.0432    | 4.0197      | 13.3249     | 15.7900     | 3.9512      | 1000        |
| DA-PM-MH ($T_{surr} = 5$) | -5.7748     | -17.5469    | 6.6250      | 15.9932     | 17.5892     | 5.2058      | 1000        |

Table 9: MMSE estimates for the double cart pole system computed by the different algorithms.

Figure 11: Marginal densities of the double cart pole system, obtained by the different algorithms.

7 Conclusions

We have provided an overview of Monte Carlo methods which use surrogate models built with regression techniques, for dealing with noisy and costly densities. Indeed, by employing surrogate models, we can avoid the evaluation of expensive true models and perform a smoothing of the noisy realizations. This has important implications for performance in real-world applications.

We have described a general joint framework which encompasses most of the techniques in the literature. We have given a classification of the analyzed techniques in three main families. We have highlighted the connections and differences among the algorithms by means of several explanatory tables and figures. The range of application of the methods have been discussed. Specifically, a detailed description of the likelihood-free approach and the reinforcement learning setting is presented.

Numerical simulations have shown that, generally, the use of surrogates can improve the performance of the algorithms. Indeed, the surrogate plays the role of an adaptive non-parametric proposal which is adapted using not only the spatial information contained in the samples, but also the noisy evaluations of the target. This increases the efficiency of the corresponding Monte Carlo estimators since it fosters the exploration of the space. On the other hand, pathological constructions of the surrogate, i.e., when the surrogate takes small values in high probability regions of the target pdf,
can jeopardize the performance of the algorithms, at least in the first iterations. Furthermore, the correction step in the exact algorithms yields more robust schemes.
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A Proof for noisy MH algorithm

We provide here a simple proof showing that the invariant density of a MH algorithm using noisy realizations \( \tilde{m}(\Theta) \) is \( m(\Theta) \) (i.e. a pseudo-marginal MH algorithm). For more details see [5, 6]. Let us consider the acceptance ratio of the noisy MH algorithm

\[
 r(\Theta_{t-1}, \Theta_{\text{prop}}) = \frac{\tilde{m}(\Theta_{\text{prop}}) \varphi(\Theta_{t-1}|\Theta_{\text{prop}})}{\tilde{m}(\Theta_{t-1}) \varphi(\Theta_{\text{prop}}|\Theta_{t-1})}.
\]

(21)

Now, let us rewrite it as

\[
 r(\Theta_{t-1}, \Theta_{\text{prop}}) = \frac{\tilde{m}(\Theta_{\text{prop}}) m(\Theta_{\text{prop}}) \varphi(\Theta_{t-1}|\Theta_{\text{prop}})}{\tilde{m}(\Theta_{t-1}) m(\Theta_{t-1}) \varphi(\Theta_{\text{prop}}|\Theta_{t-1})}.
\]

(22)

Define \( \lambda = \frac{\tilde{m}(\Theta)}{m(\Theta)} \) as a random variable with pdf given by \( g(\lambda|\Theta) \). Note that \( \mathbb{E}[\lambda|\Theta] \propto 1 \) for any \( \Theta \). Denoting \( \lambda_{\text{prop}} = \frac{\tilde{m}(\Theta_{\text{prop}})}{m(\Theta_{\text{prop}})} \) and \( \lambda_{t-1} = \frac{\tilde{m}(\Theta_{t-1})}{m(\Theta_{t-1})} \), multiplying by \( g(\lambda_{\text{prop}}|\Theta_{\text{prop}}) g(\lambda_{t-1}|\Theta_{t-1}) \) in both numerator and denominator, and rearranging the terms we see that the acceptance ratio is

\[
 r(\Theta_{t-1}, \Theta_{\text{prop}}) = \frac{\lambda_{\text{prop}} m(\Theta_{\text{prop}}) g(\lambda_{\text{prop}}|\Theta_{\text{prop}}) \varphi(\Theta_{t-1}|\Theta_{\text{prop}}) g(\lambda_{t-1}|\Theta_{t-1})}{\lambda_{t-1} m(\Theta_{t-1}) g(\lambda_{t-1}|\Theta_{t-1}) \varphi(\Theta_{\text{prop}}|\Theta_{t-1}) g(\lambda_{\text{prop}}|\Theta_{\text{prop}})}.
\]

(23)

Now, let us define \( q_{\text{equiv}}(\Theta, \lambda|\Theta', \lambda') = g(\lambda|\Theta) \varphi(\Theta|\Theta') \) as the equivalent proposal in the joint space \( (\Theta, \lambda) \). Hence, the ratio is finally expressed as

\[
 r(\Theta_{t-1}, \Theta_{\text{prop}}, \lambda_{t-1}, \lambda_{\text{prop}}) = \frac{\lambda_{\text{prop}} m(\Theta_{\text{prop}}) g(\lambda_{\text{prop}}|\Theta_{\text{prop}}) q_{\text{equiv}}(\Theta_{t-1}, w_{t-1}|\Theta_{\text{prop}}, \lambda_{\text{prop}})}{\lambda_{t-1} m(\Theta_{t-1}) g(\lambda_{t-1}|\Theta_{t-1}) q_{\text{equiv}}(\Theta_{\text{prop}}, w_{\text{prop}}|\Theta_{t-1}, \lambda_{t-1})}.
\]

(24)

It can be seen now that the invariant density is proportional to \( \lambda \cdot m(\Theta) \cdot g(\lambda|\Theta) \), whose marginal is \( \int \lambda m(\Theta) g(\lambda|\Theta)d\lambda \propto m(\Theta) \).
B Proof for noisy IS

We show that an IS estimator built with noisy realizations $\tilde{m}(\theta)$, converges to expectations w.r.t. $m(\theta)$. Let $q(\theta)$ denote a proposal pdf, and let

$$\tilde{Z} = \frac{1}{N} \sum_{i=1}^{N} \frac{\tilde{m}(\theta_i)}{q(\theta_i)} = \frac{1}{N} \sum_{i=1}^{N} \tilde{w}_i,$$

be the IS estimator built with noisy realizations, where $\tilde{w}_i = \frac{\tilde{m}(\theta_i)}{q(\theta_i)}$ are the noisy weights, and $\{\theta_i\}_{i=1}^{N}$ are iid samples from $q$. The non-noisy IS estimator

$$\hat{Z} = \frac{1}{N} \sum_{i=1}^{N} \frac{m(\theta_i)}{q(\theta_i)} = \frac{1}{N} \sum_{i=1}^{N} w_i,$$

is an unbiased estimator of $Z = \int m(\theta) d\theta$, i.e., $\mathbb{E}[\hat{Z}] = Z$, converging as $N \to \infty$ at rate $\frac{1}{N}$. We aim to show that $\tilde{Z}$ is also an unbiased estimator of $Z$, with greater variance than $\hat{Z}$, but the same convergence speed, i.e., its variance decreases at $\frac{1}{N}$ rate.

Let $\Theta = (\theta_1, \ldots, \theta_N)$ denote the $N$ samples from $q$. By the law of total expectation, we have that $\mathbb{E}[\tilde{Z}] = \mathbb{E} \left[ \mathbb{E}[\tilde{Z} | \Theta] \right]$. In the inner expectation, we use the fact the $\tilde{w}_i$'s are i.i.d., hence

$$\mathbb{E}[\tilde{Z} | \Theta] = \frac{1}{N} \sum_{i=1}^{N} \mathbb{E}[\tilde{w}_i | \theta_i] = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{q(\theta_i)} \mathbb{E}[\tilde{m}(\theta_i) | \theta_i] = \tilde{Z},$$

and

$$\mathbb{E}[\tilde{Z}] = \mathbb{E} \left[ \mathbb{E}[\tilde{Z} | \Theta] \right] = \mathbb{E}[\tilde{Z}] = Z.$$

By the law of total variance, we have that

$$\text{var}[\tilde{Z}] = \mathbb{E} \left[ \text{var}[\tilde{Z} | \Theta] \right] + \text{var} \left[ \mathbb{E}[\tilde{Z} | \Theta] \right].$$

Using the above result, we have that the second term is

$$\text{var} \left[ \mathbb{E}[\tilde{Z} | \Theta] \right] = \text{var}[\tilde{Z}] = O(1/N).$$

(30)

Regarding the first term, we have

$$\text{var}[\tilde{Z} | \Theta] = \frac{1}{N^2} \sum_{i=1}^{N} \text{var}[\tilde{w}_i | \theta_i] = \frac{1}{N^2} \sum_{i=1}^{N} \frac{1}{q(\theta_i)^2} \text{var}[\tilde{m}(\theta_i) | \theta_i]$$

$$= \frac{1}{N^2} \sum_{i=1}^{N} \frac{s^2(\theta_i)}{q(\theta_i)^2}. $$

(31)
Assuming that \( \frac{s^2(\theta)}{q(\theta)} \) < \( \infty \) for all \( \theta \), we have that

\[
E \left[ \text{var} \left( \tilde{Z} | \Theta \right) \right] = \frac{1}{N^2} \sum_{i=1}^{N} E \left[ \frac{s^2(\theta_i)}{q(\theta_i)^2} \right] = \frac{1}{N} E \left[ \frac{s^2(\theta)}{q(\theta)^2} \right].
\]  

(32)

Hence, we finally have that

\[
\text{var} \left( \tilde{Z} \right) = \frac{1}{N} E \left[ \frac{s^2(\theta)}{q(\theta)^2} \right] + \text{var} \left( \tilde{Z} \right) = \mathcal{O} \left( \frac{1}{N} \right)
\]

\[
\geq \text{var} \left( \tilde{Z} \right).
\]  

(33)

From this expression, we can deduce that the variance of \( \tilde{Z} \) depends on the mismatch between \( q(\theta) \) and \( s^2(\theta) \). Proving that the noisy IS estimator \( \tilde{I} = \frac{1}{N} \sum_{i=1}^{N} \tilde{m}(\theta_i)/q(\theta_i) \) converges to \( I = \int f(\theta)m(\theta)d\theta \) is immediate. Thus, the ratio \( \frac{\tilde{I}}{\tilde{Z}} = \frac{1}{\sum_{i=1}^{N} \tilde{w}_i} \sum_{i=1}^{N} \tilde{w}_i f(\theta_i) \), (i.e. the noisy self-normalized IS estimator) is a consistent estimator of \( \int_{\Theta} \frac{f(\theta)m(\theta)d\theta}{\int_{\Theta} m(\theta)d\theta} \).

### C Analytical expressions of the noise models in illustrative example

Let \( \epsilon \sim \mathcal{N}(0, \sigma^2) \). The analytical expressions of \( m(\theta) \) for the noise models in the illustrative example of Sect. 2 are provided here.

**Rectified Gaussian.** By setting \( \tilde{m}(\theta) = \max(0, p(\theta) + \epsilon) \), then \( \tilde{m}(\theta)|\theta \sim \mathcal{N}(p(\theta), \sigma^2) \) is a rectified Gaussian random variable, whose mean is

\[
m(\theta) = \left( p(\theta) + \sigma \frac{\phi(-p(\theta)/\sigma)}{1 - \Phi(-p(\theta)/\sigma)} \right) [1 - \Phi(-p(\theta)/\sigma)],
\]

where \( \phi(\theta) \) and \( \Phi(\theta) \) are the pdf and cdf, respectively, of the standard normal distribution.

**Folded Gaussian.** The random variable \( \tilde{m}(\theta) = |p(\theta) + \epsilon| \) corresponds to a folded Gaussian random variable. We have

\[
m(\theta) = \sigma \sqrt{\frac{2}{\pi}} \exp \left( -p^2(\theta)/2\sigma^2 \right) + p(\theta) [1 - 2\Phi(-p(\theta)/\sigma)].
\]