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Abstract—In the multiterminal secret key agreement problem, a set of users want to discuss with each other until they share a common secret key independent of their discussion. We want to characterize the maximum secret key rate, called the secrecy capacity, asymptotically when the total discussion rate goes to zero. In the case of only two users, the capacity is equal to the Gács–Körner common information. However, when there are more than two users, the capacity is unknown. It is plausible that a multivariate extension of the Gács–Körner common information is the capacity, however, proving the converse is challenging. We resolved this for the hypergraphical sources and finite linear sources, and provide efficiently computable characterizations. We also give some ideas of extending the techniques to more general source models.

I. INTRODUCTION

We consider the multiterminal secret key agreement problem where a set of users want to agree on a common secret key after observing some private correlated sources and discussing in public at asymptotically zero rate. Following the work of [1], which showed that public discussion helped agree on a secret key, the problem was formulated in the two-user case by [2, 3]. The model was later extended to the case with a helper in [4] and the general multiterminal case in [5] with arbitrary number of users and helpers. The goal is to characterize the maximum achievable secret key rate called the secrecy capacity.

The trade-off between the secrecy capacity and discussion rate was first studied in [4]. However, the problem is difficult and only solvable or partially solvable in special cases, such as the case in [4] with certain order of discussion, the two-user gaussian case in [6, 7], the high-rate regime where the secrecy capacity is maximized [8–10], the multiterminal case in [11] with hypergraphical sources [12] and linear discussion, and the multiterminal case in [13, 14] with hypergraphical sources and the pairwise independent networks proposed in [15, 16].

We simplify the problem by considering the case with asymptotically zero discussion rate. Unlike the case with no discussion at all, some discussion is allowed as long as the rate is zero. While it is well-known that the secrecy capacity with no discussion is the Gács–Körner common information [17] because the problem formulations are the same, the secrecy capacity at asymptotically zero discussion rate appears to be unknown in the general multiterminal case with interactive public discussion. To the best of our knowledge, other than the special discussion model in [4], the equivalence was known only in the two-user case for the general source model, following from the result of [9] (evaluated using the double Markov inequality as in [8]). The proof techniques using Csiszár sum inequality does not seem to extend to the multiterminal case.

In this work, we conjecture that the secrecy capacity with no discussion is equivalent to the case with asymptotically zero discussion in the general multiterminal case. We show that the conjecture holds for both the hypergraphical sources and finite linear sources, and obtain explicit characterizations of the corresponding secrecy capacities. In proving the results, we also strengthened an upper bound on the secrecy capacity in [14] that uses the lamination technique in submodular function optimization. We also explain how the idea can be extended to more general source models to give non-trivial bounds.

II. PROBLEM FORMULATION

We are given a finite set \( V := \{1, \ldots, m\} \) of \( m \geq 2 \) users and a discrete memoryless multiple source

\[
Z_V := (Z_i \mid i \in V)
\]

with the joint distribution denoted as \( P_{Z_V} \) and a finite alphabet set \( Z_V := \prod_{i \in V} Z_i \). (We will use sans serif font for random variables and the normal font their alphabet set.) Each user \( i \in V \) can generate a private random variable \( U_i \) independently, with \( P_{U_i} = \prod_{i \in V} P_{U_i} \). Then, user \( i \in V \) observes privately an \( n \)-sequence \( Z^n_i \) i.i.d. generated according to \( Z_i \), with \( P_{Z^n_V} = P^n_{Z_V} \).

The users can then discuss in public interactively in multiple rounds. More precisely, at the \( t \)-th round, for some \( t \in \{1, 2, \ldots\} \), some user \( i_t \in V \) broadcast to everyone in public the message

\[
F_t := f_t(F^{t-1}_t, \tilde{Z}_t),
\]

which is a function of the previous message \( F^{t-1}_t := (F_\tau \mid \tau \leq t) \) and the private knowledge \( \tilde{Z}_t := (U_{i_t}, Z^n_{i_t}) \) of user \( i_t \). For convenience, the entire sequence of public messages is denoted by

\[
F := (F_1, F_2, \ldots).
\]
The users then identify and recover a secret key $K$, satisfying the following recoverability and secrecy constraints: There exists some functions $\phi_i$ for $i \in V$ such that
\[
\lim_{n \to \infty} \Pr \left( \exists i \in V, K \neq \phi_i(F, \hat{Z}_i) \right) = 0 \tag{3.1}
\]
\[
\lim_{n \to \infty} \sup \frac{1}{n} \log |K| - H(K|F) = 0. \tag{3.2}
\]
N.b., since we will focus on the converse proof techniques, weak secrecy is used to derive stronger results.

The secrecy capacity under the total discussion rate $R \geq 0$ is defined as
\[
C_S(R) := \lim_{n \to \infty} \inf \frac{1}{n} \log |K| \quad \text{such that} \quad \lim_{n \to \infty} \sup \frac{1}{n} \log |F| \leq R \tag{3.3}
\]
We are interested in characterizing $C_S(0)$, namely, the secrecy capacity with asymptotically zero discussion rate.

III. PRELIMINARIES

Following from the result of Gács and Körner in [17], a secret key rate achievable without public discussion is as follows:

**Proposition 3.1** $C_S(0) \geq J_{GK}(Z_V)$ where
\[
J_{GK}(Z_V) := \max \{ H(G) \mid H(G|Z_i) = 0, \forall i \in V \} \tag{3.4}
\]
is called the (multivariate) Gács–Körner common information.

The optimal solution $G$ is called the maximum common function, since it is a function of each $Z_i$, and its entropy is maximized. It can be shown that every common function of $Z_i$'s is a function of $G$. Although $G$ can be computed systematically using the ergodic decomposition in [17], the computation may take exponential time.

The proof of the achievable result is quite straightforward because, without any discussion, users can agree on $G^n$ perfectly with no error. From $G^n$, a secret key of rate $H(G)$ can be extracted by the usual compression technique. The challenge is to prove the converse and resolve the following conjecture:

**Conjecture 1** $C_S(0) = J_{GK}(Z_V)$.

To simplify the problem, we further consider the following source models.

**Definition 3.1 ([12])** The source $Z_V$ is said to be hypergraphical if, for all $i \in V$, $Z_i$ is equivalent to
\[
(X_e \mid e \in E, i \in \xi(e)), \tag{3.5}
\]
up to bijections, where $E$ is the edge set and $\xi : E \to 2^V \setminus \{\emptyset\}$ is called the edge function. The hypergraph $(V, E, \xi)$ and the edge (random) variables $X_e$'s define the source.

A simple example of the hypergraphical source is as follows:

Example 3.1 Let $X_a$, $X_b$ and $X_c$ be uniformly random and independent bits. With $V := \{1, 2\}$, define
\[
Z_1 := (X_a, X_b, X_c), \quad Z_2 := (X_b, X_c), \quad \text{and} \quad Z_3 := (X_a, X_c).
\]
This source is hypergraphical with $E = \{a, b, c\}$, $\xi(a) = \{1, 2\}$, $\xi(b) = \{1, 3\}$ and $\xi(c) = \{1, 2, 3\}$.

Another source model we will consider is:

**Definition 3.2 ([18])** The source $Z_V$ is said to be a finite linear source if, for all $i \in V$, $Z_i$ is equivalent to
\[
xM_i, \tag{3.6}
\]
up to bijections, where $x$ is a uniformly random vectors with elements taking values from some finite field $F_q$, and $M_i$ is a deterministic matrix with elements from $F_q$.

The following is an example of a finite linear source that is not hypergraphical.

Example 3.2 Again with $X_a$, $X_b$ and $X_c$ being uniformly random and independent bits, define $V := \{1, 2, 3\}$,
\[
Z_1 := X_a, \quad Z_2 := X_b, \quad \text{and} \quad Z_3 := X_a \oplus X_b,
\]
where $\oplus$ is the XOR operation. This is a finite linear source because, with $x := [X_a \ X_b]$,
\[
Z_1 = x[1 \ 0], \quad Z_2 = x[0 \ 1], \quad Z_3 = x[1 \ 1],
\]
and $x$ is uniformly distributed over $F_2^2$, where the matrix multiplications are over $F_2$, and $x$ is uniformly over $F_2^2$. Note that $Z_i$’s are pairwise independent and so there is no edge variable with strictly positive entropy covering more than one node. There is no edge covering one node either, because each $Z_i$ is completely determined by other $Z_j$'s. However, $H(Z_V) = 2 > 0$, and so it cannot be a hypergraphical source with no edge variable.

IV. MAIN RESULTS

Conjecture 1 can be resolved in the affirmative for both hypergraphical and finite linear sources. The characterization of the capacity can also be evaluated more explicitly and computed efficiently.

**Theorem 4.1** For hypergraphical sources (in Definition 3.1), $C_S(0) = J_{GK}(Z_V)$ with the optimal solution to (3.4) being
\[
G = X_{\{e \in E \mid \xi(e) = V\}}, \tag{3.7}
\]
and the edge variables observed by every user.

For the hypergraphical source defined in Example 3.1, we have $G = X_a$ and so $C_S(0) = H(G) = H(X_a) = 1$. To the best of our knowledge, this simple result is not directly covered by any existing results.

**Theorem 4.2** For finite linear sources (in Definition 3.2), $C_S(0) = J_{GK}(Z_V)$ with the optimal solution to (3.6) being
\[
G = x M, \tag{3.8}
\]
where \( M \) is a matrix whose column space is \( \langle M \rangle = \bigcap_{i \in V} \langle M_i \rangle \), namely the intersection of the column spaces of all \( M_i \)'s. \( \langle M \rangle \) is also the maximum common subspace arg \( \max_i \{ \dim S \mid S \subseteq \langle M_i \rangle \forall i \in V \} \).

For the finite linear source defined in Example 3.2, the maximum common subspace of the column spaces of \( M_i \)'s is the trivial vector space \( \{0\} \). A non-trivial example is given below.

**Example 4.1** Again with \( X_a, X_b \) and \( X_c \) being uniformly random and independent bits, define \( V := \{1, 2\} \),
\[
Z_1 := (X_a, X_b, X_a \oplus X_b),
\]
\[
Z_2 := (X_c, X_a \oplus X_b, X_c).
\]
This is a finite linear source because, with \( x := [x_a, x_b, x_c] \),
\[
Z_1 = x \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & 1 \\ 0 & 0 & 0 \end{bmatrix}, \quad Z_2 = x \begin{bmatrix} 0 & 1 \\ 0 & 1 \\ 1 & 1 \end{bmatrix},
\]
and \( x \) is uniformly distributed over \( F_2^3 \).

Before computing \( G \) in (4.2), notice that \( M_1 \) does not have full column rank because the last column is the sum of the first two. We may remove the last column and consider instead

\[
Z_1 = x \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & 1 \\ 0 & 0 & 0 \end{bmatrix} \quad \text{and} \quad Z_2 = x \begin{bmatrix} 0 & 1 \\ 0 & 1 \\ 1 & 1 \end{bmatrix}.
\]

To compute \( \langle M_1 \rangle \cap \langle M_2 \rangle \), note that the null space of \( [M_1 \ M_2] = \begin{bmatrix} 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 0 & 0 & 1 \end{bmatrix} \) is spanned by \( \begin{bmatrix} u \\ v \end{bmatrix} \) with \( u = v = [1] \).

Therefore, the matrix
\[
M := M_1 u = -M_2 v = [1 \ 1 \ 0]^T
\]
spans the desired intersection \( \langle M_1 \rangle \cap \langle M_2 \rangle \). Hence, \( G = xM = X_a \oplus X_b \).

**V. PROOFS**

**A. Proof of Theorem 4.1**

To prove the result for hypergraphical sources, we will strengthen the laminating bound in [14, Theorem 4.3] as follows:

**Lemma 5.1** For any hypergraphical sources and partition \( P \) of \( V \) into at least two non-empty disjoint sets,

\[
\alpha(P) R \geq [1 - \alpha(P)] \left[ C_S(R) - H(G) \right] \quad \text{where} \quad \alpha(P) := \max_{e \in E \mid \xi(e) \neq V} \left\{ \left| \{C \in P \mid |C \cap \xi(e) | \neq 0 \} \right| - 1 \right\} / |P| - 1
\]

where \( G := X_{\{e \in E \mid \xi(e) = V\}} \) as defined in (4.1).

N.b., the original bound in [14, (4.7)] has neither the term \( -H(G) \) nor the condition \( \xi(e) \neq V \) in (5.1a).

To prove Theorem 4.1 using the above lemma, it suffices to show that \( \alpha(P) \in [0, 1) \) for some partition \( P \), because then, (5.1a) with \( R = 0 \) implies \( C_S(0) \leq H(G) \). Since \( G \) is a common function of \( Z_i \)'s, we have \( H(G) \leq J_{EK}(Z_V) \), which must be satisfied with equality as desired by Proposition 3.1.

Now, substitute into (5.1b) the partition \( \{\{i\} \mid i \in V\} \) of \( V \) into singletons:

\[
\alpha(\{\{i\} \mid i \in V\}) = \frac{\max_{e \in E \mid \xi(e) \neq V} |\xi(e)| - 1}{|V| - 1}
\]

which is within \([0, 1)\) as desired because \( \emptyset \subseteq \xi(e) \subseteq V \).

It remains to prove the above lemma.

**Proof (Lemma 5.1)** By the recoverability condition (2.1), for some \( \delta_n \to 0 \), we have

\[
n \delta_n \geq \sum_{C \in P} H(K[F, \tilde{Z}_C]) = \sum_{C \in P} \frac{1}{|C|} H(F[\tilde{Z}_C]) - \sum_{C \in P} H(F)\tilde{Z}_C)
\]

By [5, Lemma B.1] for interactive discussion \( F \),

\[
\delta_n \geq \sum_{C \in P} H(K[F, \tilde{Z}_C], G^n)
\]

To bound \( \delta_n \), let \( Z_V \) be the same hypergraphical source as \( Z_V \) but with all edges \( e \in E \) such that \( \xi(e) = V \) removed. For convenience, write \( \tilde{Z}_i \) for \( (Z_V^n, U_i) \), just like \( \tilde{Z}_i \) for \( (Z_V^n, U_i) \).

Since \( G \) is determined by \( Z_i \) for any \( i \in V \),

\[
\delta_n \geq \sum_{C \in P} H(K[F, \tilde{Z}_C], G^n) \geq \sum_{C \in P} \frac{1}{|C|} H(K[F, \tilde{Z}_C], G^n) - |P| - 1 H(F)\tilde{Z}_C)
\]

where the last inequality is by the laminination technique. (See [19, Proposition B.1] and its application in [19, (B.10)].)

\[
\delta_n \geq \sum_{C \in P} \frac{1 - \alpha(P)}{|P| - 1} H(K[F, \tilde{Z}_C], G^n) - |P| - 1 H(F)\tilde{Z}_C)
\]

Altogether, we have

\[
\delta_n \geq \liminf_{n \to \infty} \frac{H(K[F])}{n} \geq \liminf_{n \to \infty} \frac{1}{n} \log |K| = C_S(R)
\]

by the secrecy constraint (2.2) and the definition of the capacity (2.3), and

\[
\limsup_{n \to \infty} \frac{H(F)}{n} \leq \limsup_{n \to \infty} \frac{\log |F|}{n} \leq R
\]

by (2.4).
B. Proof of Theorem 4.2

To prove the result for finite linear sources, we first show the base case with two users, i.e., \( V = \{1, 2\} \), and then extend it to the more general case with multiple users. The base case follows immediately from that of hypergraphical sources because of the following observation, the proof of which will be given later in this section:

**Lemma 5.2** A finite linear source involving \( |V| = 2 \) users is hypergraphical. \( \Box \)

Unfortunately, the above result does not extend to \( |V| > 2 \). A counter-example is in Example (3.2), which gives a finite linear source that is not hypergraphical. To prove the desired Theorem 4.2 with the above lemma, we will use a more contrived argument below.

First of all, similar to the proof of Lemma 5.1, the recoverability constraint (2.1) implies that, for some \( \delta_n \to 0 \),

\[
\frac{n\delta_n}{\sum_{i \in V} H(K,F|Z_i)} - \sum_{i \in V} H(F|Z_i) \geq 0
\]

where \( \sum_{i \in V} H(F|Z_i) \geq (|V| - 1)H(F) \) by [5, Lemma B.1]. We will show by induction that

\[
\frac{1}{\sum_{i \in V} H(K,F|G^n)} \geq \frac{1}{\sum_{i \in V} H(K,F|G^n)} - \frac{1}{|V| - 1} \frac{H(F)}{n}
\]

where \( 0 \leq C_G(0) - H(G) \) with \( R = 0 \) by the secrecy constraint (2.2), definition (2.3) of the capacity and the discussion rate constraint (2.4). The inequality must be satisfied with equality because \( G \) is a common function of \( Z_i \)'s and so \( H(G) \leq J_{\text{IC}}(Z_V) \) as desired.

To prove (5.2) by induction. For the base case \( V = \{1, 2\} \),

\[
H(K,F|Z_1) + H(K,F|Z_2) = H(K,F|Z_1, Z_2, G^n) + H(K,F|G^n) \geq (|V| - 1)H(F)
\]

where the first equality is because \( G \) is a common function of \( Z_i \)'s, the second inequality follows again from the laminating technique in [19, Proposition B.1] since \( (Z_1, Z_2) \) is hypergraphical by Lemma 5.2. For the induction, consider \( |V| > 2 \) and any \( j \in V \). Assume as an inductive hypothesis that

\[
\sum_{i \in V \setminus\{j\}} H(K,F|Z_i) \geq H(K,F|\tilde{G}^n)
\]

where the first inequality is by the inductive hypothesis (5.4) and the fact that \( G \) is a common function of all \( Z_i \)'s. The last inequality is again by the laminating technique in [19, Proposition B.1] because \( Z_1 := G \) and \( Z_2 := (Z_1, G) \) defines a finite linear source \( (Z_1', Z_2') \), which is also hypergraphical by Lemma 5.2. It remains to prove this lemma.

**Proof (Lemma 5.2)** By (3.3), write \( Z_1 = xM_1 \) and \( Z_2 = xM_2 \), for some uniformly random \( x \) with elements from a finite field \( \mathbb{F}_q \). Without loss of generality, we can choose \( M_1 \) and \( M_2 \) such that they both have full column ranks. This is because, if the column rank of \( M_i \) is not full, any column of \( M_i \) linearly dependent on others columns correspond to redundant observations that can be removed.

Let \( M \) be the matrix such that \( \langle M \rangle = \langle M_1 \rangle \cap \langle M_2 \rangle \) as in (4.2). Without loss of generality, suppose

\[
M_1 = \begin{bmatrix} M & N_1 \end{bmatrix}, \quad M_2 = \begin{bmatrix} M & N_2 \end{bmatrix}
\]

for some matrices \( N_1 \). This is possible by some invertible transformations of the rows of \( M_i \)'s (post-multiplying an invertible matrix), because \( \langle M \rangle \) is a common subspace of the column spaces of \( M_1 \) and \( M_2 \).

It follows that

\[
T := \begin{bmatrix} M & N_1 & N_2 \end{bmatrix}
\]

must have full column rank. Suppose to the contrary that \( T \) does not have full column rank, i.e.,

\[
\begin{bmatrix} M & N_1 & N_2 \end{bmatrix} \begin{bmatrix} u^T & v^T & w^T \end{bmatrix}^T = 0
\]

for some row non-zero vector \( \begin{bmatrix} u^T & v^T & w^T \end{bmatrix}^T \). Then, \( v \) is non-zero because, otherwise, \( \begin{bmatrix} u^T & w^T \end{bmatrix}^T \) is non-zero but \( M_2 \begin{bmatrix} u^T & w^T \end{bmatrix}^T = 0 \), contradicting the assumption that \( M_2 \) has full column rank. Similarly, \( w \) is non-zero. Hence, we can write \( N_2w = -M_1 \begin{bmatrix} u^T & v^T \end{bmatrix}^T \), which is therefore in \( \langle M_1 \rangle \cap \langle M_2 \rangle \) and therefore \( \langle M \rangle \), contradicting the assumption that \( M_2 \) has full column rank.

To show that \( (Z_1, Z_2) \) is hypergraphical, write

\[
Z_1 = x^T \begin{bmatrix} I & 0 & 0 \\ 0 & I & 0 \end{bmatrix}, \quad Z_2 = x^T \begin{bmatrix} I & 0 & 0 \\ 0 & 0 & I \end{bmatrix}
\]

where \( I \) denotes the identity matrix. The above equalities can be easily verified by substituting the value of \( T \) in (5.6) to give (5.5). Since \( T \) has full column rank, the elements of \( x' \) are independent and uniformly random over \( \mathbb{F}_q \). Furthermore, since every column of \( M_i' \) and \( M_j' \) contains only one non-zero entry, the source \( (Z_1, Z_2) \) is hypergraphical. \( \Box \)

We will illustrate the above proof using Example 4.1. Recall the source written in (4.3) in terms of the matrices \( M_1 \) and \( M_2 \). Recall also the matrix \( M \) defined in (4.4) for (4.2) that spans the intersection of the column spaces of \( M_1 \) and \( M_2 \). The orthogonal complements of \( \langle M \rangle \) in \( \langle M_1 \rangle \) and \( \langle M_2 \rangle \) are spanned respectively by

\[
N_1 := \begin{bmatrix} 0 & 1 & 0 \end{bmatrix}^T \quad \text{and} \quad N_1 := \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}^T
\]
and so, as in (5.5), we can equivalently consider
\[ Z_1 = x M N_1 = x \begin{bmatrix} M_1 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} , \quad Z_2 = x M N_2 = x \begin{bmatrix} M_2 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} . \]

With \( T \) defined in (5.6), and
\[ x' := xT = [X_a \ X_b \ X_c] \begin{bmatrix} 1 & 0 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} = [X_a \oplus X_b, X_b, X_c] , \]
we have \( x' \) uniformly distributed over \( \mathbb{F}_2^3 \),
\[ Z_1 = x' \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} , \quad \text{and} \quad Z_2 = x' \begin{bmatrix} 0 & 1 \\ 0 & 1 \end{bmatrix} . \]

Hence, \((Z_1, Z_2)\) is hypergraphical (see Definition 3.1) with \( E = \{ a', b, c \} \), \( \xi(a') = \{ 1, 2 \} \), \( \xi(b) = \{ 1 \} \) and \( \xi(c) = \{ 2 \} \).

VI. EXPANSIONS TO MORE GENERAL SOURCES

In this work, we showed for hypergraphical and finite linear sources that the secrecy capacity at asymptotically zero discussion rate is given by the multivariate Gács–Körner common information. The main property for proving the results is the lamination technique in [14] for hypergraphical sources. In the case with two users \( V = \{ 1, 2 \} \), it simplifies to (3.5):
\[ H(F, K|\bar{Z}_1, G^n) + H(F, K|\bar{Z}_2, G^n) \geq H(F, K|\bar{Z}_1, \bar{Z}_2, G^n) + H(F, K|G^n) \]
where \( G \) is the maximum common function of \( Z_1 \) and \( Z_2 \).

The proof for finite linear source also boils down to this case, by noticing that a finite linear source for two users is a hypergraphical source. For more general source models, however, the above inequality does not hold, and so the techniques considered does not directly extend.

It is easy to show, however, that the above inequality still holds for the general sources if \( G \) is replaced by a random variable \( W \) that satisfies the Markov chain \( Z_1 \rightarrow W \rightarrow Z_2 \). In particular, \( W \) can be the Wyner common information [20] between \( Z_1 \) and \( Z_2 \). This allows us to derive upper bounds on \( C_S(0) \) for general sources such as
\[ C_S(0) \leq H(W_m) \]
for any \( W_m \) with \( W_1 = Z_1 \) and the Markov chains \( Z_{j+1} \rightarrow W_j \rightarrow W_{j+1} \) for all \( j > 1 \). For hypergraphical and finite linear sources, it can be shown that the tightest bound is given by the choice of \( W_j \) being the Wyner common information between \( Z_{j+1} \) and \( W_j \). Since the Wyner common information is the same as the Gács–Körner common information for two-user hypergraphical or finite linear sources, the above bound is precisely \( J_{GK}(Z_j) \). In general, however, Wyner common information may not be equal to the Gács–Körner common information, so the bound may not be tight. There are also possible improvements to the bound, by considering different ordering of elements in \( V \), and impose a Markov tree instead of a chain. Proving conjecture 1 for general sources remains an interesting open problem.
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