Sim-Env: Decoupling OpenAI Gym Environments from Simulation Models
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Abstract. Reinforcement learning (RL) is one of the most active fields of AI research. Despite the interest demonstrated by the research community in reinforcement learning, the development methodology still lags behind, with a severe lack of standard APIs to foster the development of RL applications. OpenAI Gym is probably the most used environment to develop RL applications and simulations, but most of the abstractions proposed in such a framework are still assuming a semi-structured methodology. This is particularly relevant for agent-based models whose purpose is to analyse adaptive behaviour displayed by self-learning agents in the simulation. In order to bridge this gap, we present a workflow and tools for the decoupled development and maintenance of multi-purpose agent-based models and derived single-purpose reinforcement learning environments, enabling the researcher to swap out environments with ones representing different perspectives or different reward models, all while keeping the underlying domain model intact and separate. The Sim-Env Python library generates OpenAI-Gym-compatible reinforcement learning environments that use existing or purposely created domain models as their simulation back-ends. Its design emphasizes ease-of-use, modularity and code separation.
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1 Introduction

Reinforcement learning is a field of AI concerned with the problem of modelling situated agents which can learn by receiving rewards from an environment [20], without explicitly programming the behaviour of the agents. The research community has been particularly active in recent years, with applications of RL in traffic control [14], game theory [8], walking robots [21], swarm optimisation [5], automatic control [12]. This research has even intensified with the advent of deep learning architectures for reinforcement learning [1].
In spite of the thriving development from the algorithmic perspective, the software engineering methodology is still lagging behind.

The *OpenAI Gym* initiative has created a platform and programming interface for reinforcement learning (RL) agents to interact with environments [2]. A significant number of OpenAI-Gym-compatible environments have been made available since, allowing researchers to test and benchmark their RL algorithms.

These existing environments act as accessible and easy-to-use benchmarks, reducing the work needed to carry out reproducible RL research. We argue that, in recent years, this increased availability has helped increase the body of research in the field. For instance, [13] present an extensive library of pre-trained agents for OpenAI Gym environments.

However, for researchers working on agent-based domain models [11] for the purpose of simulations of adaptive behaviours, creating a new Open-AI-Gym-compatible RL environment (or any type of RL environment) for their domain model still requires custom software development specifically for the purpose of the desired environment. This can lead to code duplication and hard-to-maintain bridging code, particularly in the light of change management and in cases of a non-trivial matrix of research problems and if parameter sweeps in the problem domain are desired.

The main contribution of this work it to propose a workflow which reduces the coupling between the domain model and the RL environment(s), and present the Python library *Sim-Env* as a suitable tool to facilitate this workflow. The researcher is enabled to use an existing or newly developed domain model to generate one or several different RL environments with minimal effort, which may represent different (single- or multi-agent) RL research problems. As the task of creating a thoroughly validated model is a serious investment of time and effort, this decoupling increases the model’s re-usability and therefore its value for research.

Additionally, Sim-Env allows researchers to easily create plugins that orthogonally extend domain model capability (for instance, replacing static financial assets with another asset management model). Sharing these plugins with the community adds modular contributions to the public collection of environments that are available to all users of the OpenAI Gym framework.

This approach has several advantages above creating OpenAI-Gym-compatible environments from scratch: While previously, environments usually were inseparable from their domain model, they can now be maintained separately and more granularly. At the same time, this does not detract from creating reproducible results, as the ability to rigorously version specific environments is retained.

In this paper, Section 3 describes the proposed workflow as well as the design aspects and usage of Sim-Env; Section 4 demonstrates the viability of Sim-Env on an example; Section 5 positions our work in the field of RL tools; Section 6 summarises our work and discusses relevant future directions.
2 Background

2.1 Reinforcement Learning

Reinforcement learning (RL) is a machine learning approach to decision making problems. A software agent takes actions which affect the environment. Its inputs at each step in time are some representation of the current state of the environment and the reward signal belonging to the current state of the environment. Its goal is to take a sequence of actions which maximise the cumulative reward received.

![Interaction between the agent and the environment in RL.](image)

This being a problem of action decisions in a discrete sequence, finite Markov decision processes (MDPs) serve as the mathematical foundation of RL. A MDP describes the probability of ending up in state $s'$ and obtaining reward $r$ when taking action $a$ in state $s$:

$$p(s', r|s, a) = Pr\{S_{t+1} = s', R_{t+1} = r | S_t = s, A_t = a\}. \quad (1)$$

This is the central description of the process dynamics of a finite MDP. Based on this information, other quantities can be calculated, such as state-transition probabilities or expected rewards for state-action pairs [18, p. 63].

The RL agent tasked with maximising the cumulative rewards can be implemented in any of a wide variety of approaches that may or may not include a model of the environment when computing the state transition probabilities. In some cases, the agent may be programmed to learn a control policy optimisation without considering any potential model of the world. In the specific case of model-based reinforcement learning, so far the focus has been into defining predictive models that would allow the agent to guess the best action or sequences of actions to be performed [6].

We argue that, in both model-based and model-free approaches, the definition of the RL software library with properly specified software abstractions would add sufficient expressive flexibility to both simplify the formulation of the RL problem, and, when ready, the deployment of the RL model in a real environment.
2.2 OpenAI Gym Environments

The OpenAI Gym initiative has created an interface for the interaction of RL agents with RL environments[2]. This interface is being widely used, and is useful to adopt when creating RL environments for re-use and publication.

A compatible OpenAI Gym environment is a Python class inheriting from `gym.Env` and implementing, as a minimum, the methods `reset` and `step`, where the `reset` method takes no arguments and returns an observation (an OpenAI Gym object representing the current state), and where the `step` method takes the argument action and returns a tuple of the observation and the reward value after taking the action.

To be usable in a standardised way, an OpenAI Gym environment should employ `gym`’s package registration mechanism.

3 Approach

For a researcher tasked with creating a simulation-based OpenAI-Gym-compatible environment based on a domain model, we propose the following cyclic workflow:

1. Develop the domain model in a project which is separate from the simulation and environment specifics.
2. Determine the research question for which an RL-problem-specific environment should be created.
3. For the environment, create a package or project for above research question, separate from the domain model. Using Sim-Env functionality, implement the `SimulationInterface` and use `make_step` to define the environment.
4. If desired, add orthogonal dimensions to the domain using the extension mechanism `expose_to_plugins`.
5. Employ the environment or environments to carry out the RL experiment or experiments.
6. If required, re-iterate from one of these steps, for instance, swap out the environment for a different one, not needing to touch the model (Step 3).

Above workflow enables the researcher to create and publish the generic domain model separately from the environment or environments, while still being able to publish any of the resulting environments, for instance as domain-specific baselines. In the latter, one may choose to include the used domain model, or reference it as a dependency.

This workflow minimises the amount of custom environment-specific code, which is particularly useful if the researcher is tasked with a non-trivial matrix of research questions. This independence also allows for clean and maintainable model code. See 4.2 for an object-oriented example model.

With respect to change management, we note that the domain model, as well as each of the environments, should be versioned separately.
3.1 Guiding Principles

Sim-Env has been developed with the following goals in mind:

- **Convenience for simple cases, extensibility for complex cases.** Common RL problems should be very straightforward to implement, but a large number of more complex use cases can also be created in a clean fashion that does not violate the other design considerations.

- **Separation between domain model and RL problem environment.** The researcher should be able to model and simulate the domain independently of specific design choices that would have to be made for a particular RL problem environment. This minimises perceived and actual environment-related constraints that may otherwise influence and limit the model’s applicability.

- **Flexible agency.** There should be no precluded perspective of which modeled entities will act as agents, and which decisions will be handled by a RL algorithm. This enables the researcher to re-use the same model for a greater variety of research questions, such as a combination of rule-based and machine-learning-based principles [3].

- **Extensibility.** It should be possible to update the RL problem without having to change the model’s code. For instance, the action and observation spaces can be changed on a finalised model, as can be the reward function. It is also possible to provide any function with plug-in hooks that can be extended without changing the model’s code or the environment’s code.

---

**Fig. 2.** The Sim-Env workflow for iterative simulation-based RL research.
3.2 Underlying Technologies

In order to generate broadly usable environments, we use the interfaces and functionality of the OpenAI Gym library [2], such as representations of observation and action spaces, as well as OpenAI’s environment registration mechanism.

In addition, we use Python’s threading package, managing turns in order to create the necessary unification of the perspectives of the domain model and the OpenAI environment user:

– **Domain perspective.** The simulation, which orchestrates the domain model, is in the lead and contains the main loop. It determines when to give entities of the domain model (i.e. potential agents) the opportunity to perform an action. From the domain perspective, the environment user’s logic is located inside the body of the action decision function or method.

– **Environment user perspective.** The agent is in the lead and agent-focused code contains the main loop. By choosing an action, the agent gives the environment (i.e. the simulation) the opportunity to react. From the environment user perspective, the domain logic is located inside the body of the `reset` and `step` methods.

As mandated by the guiding principles, this has been implemented in a manner that neither changes the OpenAI Gym interface nor requires the user to deal with callbacks or similar API complexity. In order to keep interfaces for both sides as simple as calling one function each, the concept of continuations has been employed (in spirit, not as a Python construct), through interlocking threads.

Continuations are a concept in computer science that reifies the control state of a computer program. By turning the way that a program can continue into a first-class object, continuations provide sufficient expressiveness to implement many control patterns like breaks or returns, throwing and catching exceptions, coroutines and generators [10].

The decision function jumps to the continuation of whatever comes after the environment’s current call to the step function (usually the remainder of the current and beginning of the next iteration of the environment user), while the step function jumps to the continuation of whatever comes after the domain simulation’s call to the decision function (also usually the remainder of the current and beginning of the next iteration, only this time of the domain simulation code).

3.3 API Design

The environment-generating interface is located in the *sim_env* module. This module contains several functions and class definitions which set up, register and run simulations as an OpenAI Gym environment. As shown in the example below, a compatible simulation needs to implement the `SimulationInterface`:
Fig. 3. Internals of the unification of environment user and simulation perspectives. From the environment user perspective, all simulation code runs inside reset and step. From the simulation perspective, all of the environment user’s code runs inside chooseAction.

Fig. 4. How perspective-switching works. The jump marks starting with colon (:) signify the beginning of the respective continuations.
from gym_fin.envs.sim_interface import SimulationInterface
import my_model

class ExampleSimulation(SimulationInterface):
    def __init__(self):
        self.entity = None
        self.should_stop = False
    ...
    def reset(self):
        """Return simulation to initial state."""
        self.entity = my_model.ActingEntity()
        self.should_stop = False
    def run(self):
        """Run the simulation loop. Terminate at end of an episode."""
        while (not self.should_stop):
            if (entity.should_go_left()):
                entity.go_left()
            else:
                entity.go_right()
    ...
    def stop(self):
        """Tell the simulation to stop/abort the episode."""
        self.should_stop = True

This simulation class is also the right place for any simulation-specific housekeeping. An environment is then defined by using the `make_step` decorator on a decision function of the model:

class ActingEntity:
    [...]  
    @make_step(
        observation_space=spaces.Box(len(grid_w * grid_h)),
        observation_space_mapping=lambda self: self.to_obs(),
        action_space=spaces.Discrete(2),
        action_space_mapping={0: True, 1: False},
        reward_mapping=lambda self: 1 if self.active else 0,
    )
    def should_go_left(self):
        # Hard-wired or rule-based agent behaviour which runs
        # if no environment for this decision is created.
        return random.choice([[True, False]])

The parameters to the `make_step` decorator define the generated Gym environment. The decorated decision function or method (here `should_go_left`) is replaced by the RL agent’s action-taking. It returns the action passed to `env.step` to the domain model.
The decision points marked by the `make_step` decorator are registered automatically when importing `env_sim`, and an environment for each one these registered decision points is created (in `sim_env.generate_env`), each registered with the OpenAI Gym framework and available through `gym.make`.

The `sim_env` module also provides a simple plugin system, where any function in the simulation code decorated with `expose_to_plugins` can at a later point be extended with additional functionality without having to touch the simulation’s code base. One example would be to swap out one financial asset management model for another. This compositionality is orthogonal to the inheritance tree of the simulation classes, making evaluation of different combinations of setups easier.

In order to separate the `SimulationInterface` subclass from the domain model, we advise to keep it in a separate module from which to import and reference the relevant portions of the domain model.

To separate domain-model-related code from the simulation class or environment definition, these decorators can also be applied from outside the domain model:

```python
from gym_fin.envs.sim_env import make_step
import my_model

wrap = make_step(
    observation_space=spaces.Box(len(grid_w * grid_h)),
    observation_space_mapping=lambda self: self.to_obs(),
    action_space=spaces.Discrete(2),
    action_space_mapping={0: True, 1: False},
    reward_mapping=lambda self: 1 if self.active else 0,
)

my_model.should_go_left = wrap(my_model.should_go_left)
```

### 3.4 Extensions

Many RL research problems require the researcher to deal with a matrix of experiment parameters and/or sweeps across a problem space. While sweeps are well-supported on the side of parametrising RL algorithms, this is less so for the environments that are used to evaluate the RL algorithms.

If a researcher has to vary the complexity of the environment to, for instance, evaluate different RL algorithms with different levels of complexity for a particular problem, there are two choices:

- Branch off a new version of the domain model that is the basis of the environment, and apply the necessary changes to it locally.
- Make the domain model extensible, so behaviour can be changed without modifying the domain model’s code base.

The former approach has the disadvantage of creating duplicate code which may become difficult to maintain in the future.
The latter approach is made simple by Sim-Env’s `expose_to_plugin` decorator. By applying this decorator to the relevant functions or methods (either from outside or inside the domain model’s code), they are registered for plugins or other modifications of their behaviour.

The three possible ways to extend a registered function are by attaching "before", "after" or "instead" handlers. Below conceptual example demonstrates the basics of the extension mechanism.

```python
import gym_fin.envs.sim_env as se

def my_func(input):
    """Let’s assume my_func is part of a
    black-box domain model in another module""
    return input + 1

# Non-extended my_func example:
print(my_func(2))  # prints 3

# Making my_func extendable
my_func = se.expose_to_plugins(my_func)

# A simple "before" handler
def before_func(input):
    print(f"got {input}")
se.attach_handler(before_func, my_func, "before")

print(my_func(2))  # prints "got 2" and 3

# A handler can intercept and change input or output
# by returning a ChangedArgs or ChangedResult object.
se.remove_handler(my_func, "before")
def manipulate(input):
    return se.ChangedArgs(input * 2)

print(my_func(2))  # prints 5

# Similarly, handlers can be registered at positions
# "after" and "instead" for functions or methods,
# as well as "before_next" and so on for iterables.
```

In our experience, this extension technique works well for most well-structured domain models. It allows the researcher to keep the specifics of the experiment design separate from the core domain model code and allows for managing parametrisation using a design of experiments package of their choice (for example pyDOE2).
4 Evaluation

In this section, we describe our experiences with the proposed workflow and tool, and demonstrate them in a typical use-case.

4.1 Research Applications

Sim-Env has been used by PhD students and Data Scientists to create simulations to use in RL-related research. In PhD research, it has been used to create and evaluate different approaches of applying RL to business processes in the financial services sector. [15,17] Data Scientists have used the package in experimenting with and evaluating the potential viability of approaches of debtor management [16].

Previously, domain model versions and experiment-specific code had been clumped into the same code base, as the combination of them was regarded as "the RL environment." Although the resulting proliferation of versions for the various research avenues is somewhat manageable through version control techniques such as feature branches, significant effort still was necessary in order to propagate one fix or improvement in the domain model to all relevant environments. We also found ourselves in the dilemma between keeping the models the same while having to implement experiment-specific model behaviour, which led to over-parametrising the model with behaviour that was needed only in one or two experiments, while irrelevant in the rest of the experiments. The Sim-Env workflow and Python package, by cleanly separating the domain model from environment specifics, have been found to help managing the various avenues of research cleanly, and allowing for a significantly higher fraction of shared code.

4.2 Showcase

In this section, we will demonstrate the workflow and package by applying it to a small experimental problem. This particular problem is simple enough to be handled without Sim-Env or with custom parametrisation. But we still hope that it makes clear how the techniques are relevant for larger and more complex experimental problems.

Step 1: Develop the domain model. Our domain model will be a greenhouse watering system. For brevity, we are using drastically simplified physical models:

- Each day’s temperature is randomly chosen from a uniform distribution between 15 °C and 35 °C.
- The daily air exchange (and humidity exchange) is fixed at 20%, where outside relative humidity is constant at 60%.
- The daily evaporated mass of water \( m_e \) is governed by \( m_e = \frac{m_l T}{100 - \phi} \), where \( m_l \) is the liquid water available in plants, \( T \) is the temperature in °C, and \( \phi \) is the relative humidity of the greenhouse air.
Fig. 5. Main components of the Greenhouse example.

Fig. 6. UML representation of the Greenhouse example.
This example’s code can be found in supporting material S1. We made this model more interesting by having \texttt{choose\_water\_amount} over-water the plants by default. Running the simulation shows this:

```python
>>> from model import Greenhouse
>>> g = Greenhouse()
>>> for day in range(10):
...    alive = [p.health > 0 for p in g.pots]
...    print(f"day {day} alive: {sum(alive)}, "
...          f"dead: {len(alive)-sum(alive)}")
...    g.update_day()
...
day 0 alive: 200, dead: 0
day 1 alive: 200, dead: 0
[...]
day 8 alive: 189, dead: 11
day 9 alive: 149, dead: 51
```

\textbf{Step 2: Define the separate environment.} This module contains the code needed to run the simulation (extending \texttt{SimulationInterface}) and the environment definition. Please refer to supporting information S2 for this step’s source code.

We can now access our environment by importing and instantiating its class \texttt{enf\_def.env\_cls}.

\textbf{Step 3: Optionally extend the domain model.} This is an example for extending an existing domain model for the purposes of a specific experiment.

```python
# Added to env\_def.py before generating env\_cls:
from gym\_fin\_envs\_sim\_env import expose\_to\_plugins, attach\_handler
def new\_air\_exchange(self):
    """Faster air replacement with higher temperatures"""
    factor = (self.temp - 15) / 20
    self.humidity += factor * (self.outside\_humidity - self.humidity)

Greenhouse.update\_air\_exchange = \
    expose\_to\_plugins(Greenhouse.update\_air\_exchange)
attach\_handler(
    new\_air\_exchange,
    "model\_Greenhouse\_update\_air\_exchange",
    "instead"
)
```

To extrapolate the possibilities at this point, we could also change the function \texttt{new\_air\_exchange} to rely on a newly defined decision function for regulating
ventilation. This would be defined as another entry point for a new environment (using `make_step`), enabling a cooperative multi-agent setting. The same means would also enable us to combine this new ventilation action with the existing watering action for an extended single-agent setting, creating a new environment that unifies those actions in a two-dimensional action space.

**Step 4: Use the environment.** The generated environment uses the OpenAI Gym interface and can therefore be used as as any other environment, as can be seen in the code fragment below.

```python
from random import random
import gym

def rand_policy(obs):
    return random()

env = gym.make("env_def:Greenhouse-v0")
obs0 = env.reset()
obs1, rew1, done, info = env.step(rand_policy(obs0))
obs2, rew2, done, info = env.step(rand_policy(obs1))

# day 0 alive: 200, dead: 0
# day 1 alive: 200, dead: 0
# day 2 alive: 182, dead: 18
```

The example given in this section should make evident how environments with different properties can be defined without needing to adapt the domain model. If the domain model requires corrections, these are easily propagated to all dependent environments, usually without requiring any code changes. If an experiment requires specific adaptations that deviate from the canonical domain model, those are implemented using the extension mechanism shown.

5 Related Work

The *SuperSuit* Python library provides wrappers for increasing compatibility of existing RL environments [19]. Some features it offers are the transformation of action and observation spaces, as well as environment vectorising and multi-agent interfacing. While it shares some principles with our present work, like not requiring to adapt existing modules, it differs in that its goal is not the creation of new environments as such, but enabling more flexible use of already existing environments, in which SuperSuit and Sim-Env complement each other.

The *MASON* simulation toolkit offers a variety tools for efficient modelling, execution and analysis of agent-based models (among others). While it offers interoperability with a variety of technologies, it still does not tap into the universe of OpenAI-Gym-compatible agents [9].
Zamora et al. present an interface that makes it possible to expose robotics simulations based on ROS and Gazebo as an OpenAI Gym environment [22]. While this toolset combines a modelling framework for robotics problems with the ability to create environments, its focus lies on the robotics domain, and unlike Sim-Env, it is not sensible to use it in any other domain.

*OffWorld Gym* is an API and online service which uses the previously mentioned interface to provide robotics environments both as simulations as well as in the real-world [7]. While strictly a mere application of Zamora et al.’s work, it showcases the flexibility that can be gleaned by abstracting over RL environments.

The *MushroomRL* library, similarly to Sim-Env, strives to accelerate RL research by making it possible to combine existing building blocks [4]. Unlike Sim-Env, however, it focuses on flexibly applying RL algorithms to existing environments. It does not help the issue of creating new RL environments while re-using existing domain models.

As stated in the introduction, there exists extensive work researching complex systems through simulations, much of which not does not yet include the aspect of self-learning RL agents. The relation to the present work lies in the possibility to re-use their domain models without the need of major adaptations.

### 6 Conclusions and Future Work

In this paper, we have illustrated the Sim-Env workflow and library. Our approach decouples domain model maintenance from RL environment maintenance and thereby aids the acceleration of simulation-based RL research. We expect Sim-Env to contribute as an RL research tool which not only makes it easier but also encourages users to develop environments that use the de-facto standard OpenAI Gym interface and that are more broadly re-usable (as are their components).

The present work’s limitations include: 1. a lack of direct support of multi-agent reinforcement learning (MARL) and 2. a lack of direct support of alternative interfaces such as vectorised environments, and 3. the use of interlocking threads instead of Python-native continuations.

To address 1. and 2. we plan to extend Sim-Env API compatibility towards PettingZoo [19] and goal-based environments (*gym.GoalEnv*) [2]. We intend to mitigate 3. with native coroutines or, if achievable, native continuations.

In order to further lower the barriers of entry to simulation-based RL, specifically in the financial services sector, we intend to create a domain base model called *Fin-Base* which contains many building blocks of creating a simulation of interactions between financial entities, that is to be exposed as RL environment using Sim-Env.
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Supplementary Material:
Sim-Env: Decoupling OpenAI Gym Environments from Simulation Models Title

S1 Domain Model Code of Showcase Example

This is the source code of the greenhouse watering system model.

```python
# model.py
from math import exp
from random import random, seed

class Greenhouse:
    def __init__(self, seed_val=None):
        if seed_val is not None:
            seed(seed_val)
        self.pots = [Plant(self) for _ in range(200)]
        self.water_use = 0
        self.temp = 20 # degrees C
        self.humidity = 0.6 # relative %
        self.outside_humidity = 0.6
        self.size = 2400 # cubic metres

    def update_humidity(self):
        evaporation_factor = self.temp / 100 * (1 - self.humidity)
        evaporated = 0
        for plant in self.pots:
            evaporated += evaporation_factor * plant.water
            plant.water = max(0,
                               plant.water - evaporation_factor * plant.water)
        max_saturation = 0.20 # kg/m3 at 22 degrees C
        saturation = \
            self.humidity * max_saturation + evaporated / self.size
        self.humidity = saturation / max_saturation

    def update_air_exchange(self):
        # 20% air exchange per day
        self.humidity = 0.8 * self.humidity + 0.2 * self.outside_humidity

    def choose_water_amount(self):
        return 200
```
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def water_plants(self):
    water_amount = self.choose_water_amount()
    for plant in self.pots:
        plant.water += water_amount / len(self.pots)
    self.water_use += water_amount

def update_day(self):
    self.temp = min(35, max(15, self.temp + int(random()*5) - 2))
    self.update_humidity()
    self.update_air_exchange()
    for plant in self.pots:
        plant.update_day()
    self.water_plants()

class Plant:
    def __init__(self, greenhouse):
        self.greenhouse = greenhouse
        self.water = 2  # litres in pot
        self.health = random() * 0.8 + 0.1
        self.req_water = 0.3 * random() + 0.1

    def update_health(self):
        if self.health == 0:
            return
        if self.water <= 0 or self.water > 3:
            self.health = max(0, self.health - 0.25)
        else:
            self.health = min(1, self.health + 0.1)

    def update_day(self):
        self.water = max(0, self.water - self.req_water)
        self.update_health()

S2 Simulation and Registration Code of Showcase
Example

This is the code needed to run the simulation (extending SimulationInterface)
and of the environment definition. It results in a widely usable OpenAI Gym
environment.

# env_def.py
from gym import spaces
from gym_fin.envs.sim_env import make_step
from gym_fin.envs.sim_interface import SimulationInterface
import numpy as np
from model import Greenhouse

# Create the simulation runner class
class GreenhouseSim(SimulationInterface):
    def __init__(self, seed=None):
        self.seed = seed
        self.greenhouse = None
        self.should_stop = False
        self.day = 0

    def reset(self):
        self.greenhouse = Greenhouse(self.seed)
        self.should_stop = False
        self.day = 0

    def run(self):
        while (not self.should_stop):
            alive = [p.health > 0 for p in self.greenhouse.pots]
            print(f"day {self.day} alive: {sum(alive)}, "
                  f"dead: {len(alive)-sum(alive)}")
            self.greenhouse.update_day()
            self.day += 1
            if sum(alive) == 0:
                self.should_stop = True

    def stop(self):
        self.should_stop = True

# Define the environment:
def obs_from_greenhouse(g):
    # all spaces normalised to make broadly usable
    t = (g.temp - 15) / 20
    h = g.humidity
    n = min(len(g.pots), 1000) / 1000
    alive = [p.health > 0 for p in g.pots]
    a = sum(alive)/len(alive)
    return np.array([t, h, n, a])

last_water_use = 0
def reward_from_greenhouse(g):
    alive = [p.health > 0 for p in g.pots]
    alive_percent = sum(alive)/len(alive)
    global last_water_use
water_diff = g.water_use - last_water_use
water_cost = water_diff / 1000
last_water_use = g.water_use
return alive_percent - water_cost

env_def = make_step(
    # all spaces normalised to make broadly usable
    observation_space=spaces.Box(
        low=np.array([0.0, 0.0, 0.0, 0.0]),
        high=np.array([1.0, 1.0, 1.0, 1.0])
    ),
    observation_space_mapping=obs_from_greenhouse,
    action_space=spaces.Box(low=0.0, high=1.0, shape=(1,)),
    action_space_mapping=lambda w: min(max(0, w*1000), 1000),
    reward_mapping=reward_from_greenhouse
)
Greenhouse.choose_water_amount = \
    env_def(Greenhouse.choose_water_amount)

# Create the env class
from gym.envs.registration import register
from gym_fin.envs.sim_env import generate_env
env_cls = generate_env(
    GreenhouseSim(),
    "model.Greenhouse.choose_water_amount"
)
register(
    id="Greenhouse-v0",
    entry_point="env_def:env_cls",
    kwargs={},
)