A Passive Phase Noise Cancellation Element
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The emergence of self-oscillation has a major scientific significance as a widespread phenomenon in physics, chemistry, and biology [1]. Oscillators are also extremely useful, frequently appearing as crucial elements in the electrical devices that surround us in our highly technological environment. Essentially, oscillators are devices generating a periodic signal at an inherent frequency, whose primary function is therefore to provide a time or a frequency reference. An ideal self-sustained oscillator is mathematically described as a limit-cycle in the phase space of dynamical variables, or equivalently as a periodic solution of a set of autonomous differential equations, independent of an external time reference. The ideal oscillator can thus be described in terms of a steadily increasing phase variable corresponding to the phase space point advancing around the limit-cycle, with a $2\pi$ phase change corresponding to a period of the motion. This phase is highly sensitive to additional stochastic terms, or noise, in the equations of motion, as the appearance of periodicity without an external time reference implies the freedom to drift along the phase direction. The stochastic phase dynamics lead to a broadening of the peaks in the power spectrum of the oscillator output, which are perfectly discrete in the ideal case [2, 3], and to a degradation of the performance as a time or frequency reference [4]. Thus, an essential task in the design of a good oscillator is to reduce the effects of the noise, present in the system, on the oscillator phase.

In this letter we propose a general scheme to reduce, or even eliminate, the noise in the output of an oscillator by passing the signal through a second passive noise cancellation device, rather than manipulating the oscillator itself. It is therefore broadly applicable to enhance the performance of existing oscillator designs. It is also valuable from a basic physics perspective, eliminating the need to analyze the active resonator-amplifier feedback system: instead, the noise performance is mapped to a passive element, whose fundamental stochastic properties are more amenable to the powerful tools of statistical physics [5].

The context of our work is to use nanoscale or microscale resonators to build high precision oscillators as illustrated in Fig. 1, although our scheme applies more generally. The nano- or micro-electromechanical systems (NEMS or MEMS) implementation shown in Fig. 1 consists of a pair of coupled resonating elements that are parametrically-driven with a noisy frequency near the sum of their linear mode frequencies. As explained below, it produces a signal with reduced noise at a frequency near the difference of these linear frequencies. The generation of a two-frequency signal by parametric excitation at the frequency sum is called non-degenerate parametric excitation, a phenomenon that has been studied in mechanical systems [6], but is more common in the context of optical parametric oscillators [7], where our scheme also applies.

The ability of an oscillator based on a nonlinear resonator to suppress phase noise was demonstrated by Yurke et al. [8], who studied a nonlinear beam resonator driven into self-oscillation through an active feedback loop, composed of an amplifier driven to saturation and a phase shifter. They showed that if the resonator is operated at the critical Duffing point, by applying the minimal drive required for making the amplitude vs. frequency curve multivalued, and by choosing the phase shift in the feedback loop between the signal and the drive to be $2\pi/3$, the noise in the phase of the feedback signal has no effect on the oscillator phase. This was understood in terms of the insensitivity of the resonator frequency to the drive phase at this specific operating point. Here we generalize this understanding of noise reduction in the feedback oscillator, and show that in the present case the output phase noise due to phase noise in the drive may be eliminated by operating at any points for which the output frequency itself is insensitive to the drive frequency.

We initiate our analysis by modeling a pair of coupled resonators, like the ones shown in Fig. 1, by two dimen-
These equations are

\[
\frac{dA_1}{dT} = -\frac{1}{2}(1 + i\Omega_p)A_1 + i\frac{g}{4\omega_1}A_2^2 + \frac{(3i - \eta_1\omega_1)}{8\omega_1}(|A_1|^2A_1 + 2|A_2|^2A_1),
\]

\[
\frac{dA_2}{dT} = -\frac{1}{2}(1 + i\Omega_p)A_2 + i\frac{g}{4\omega_2}A_1^2 + \frac{(3i - \eta_2\omega_2)}{8\omega_2}(|A_2|^2A_2 + 2|A_1|^2A_2),
\]

where \(\omega_1^2 = 1\) and \(\omega_2^2 = 1 + 2\Delta\) are the linear frequencies of the in-phase and out-of-phase modes, respectively, \(\epsilon\Omega_p = \omega_p - \omega_1 - \omega_2\) is the small difference between the drive frequency and the sum of the linear mode frequencies, and \(g = (\hbar_1 - \hbar_2)/2\). Similar slow equations for pairs of coupled resonators were recently introduced to study chaotic dynamics [11] and to analyze the so-called Bifurcation-Topology Amplifier [12].

In magnitude-phase coordinates, \(A_n = a_ne^{i\phi_n}\), Eqs. (2) can be transformed into four dynamical equations for the variables \(a_1, a_2, \Phi = \phi_1 + \phi_2\), and \(\Psi = \phi_1 - \phi_2\),

\[
\frac{da_1}{dT} = -\frac{a_1}{2} + \frac{ga_2}{4\omega_1}\sin \Phi - \eta_1 \left(\frac{a_1^2}{2} + 2a_2^2a_1\right) = f_1(a_1, a_2, \Phi),
\]

\[
\frac{da_2}{dT} = -\frac{a_2}{2} + \frac{ga_1}{4\omega_2}\sin \Phi - \eta_2 \left(\frac{a_2^2}{2} + 2a_1^2a_2\right) = f_2(a_1, a_2, \Phi),
\]

\[
\frac{d\Phi}{dT} = -\Omega_p + \frac{g}{4}\cos \Phi \left(\frac{a_2}{a_1\omega_1} + \frac{a_1}{a_2\omega_2}\right) + \frac{3}{8} \left(\frac{a_1^2 + 2a_2^2}{\omega_1\omega_2} + \frac{a_2^2 + 2a_1^2}{\omega_2}\right) = f_3(a_1, a_2, \Phi),
\]

\[
\frac{d\Psi}{dT} = \frac{g}{4}\cos \Phi \left(\frac{a_2}{a_1\omega_1} - \frac{a_1}{a_2\omega_2}\right) + \frac{3}{8} \left(\frac{a_1^2 + 2a_2^2}{\omega_1\omega_2} - \frac{a_2^2 + 2a_1^2}{\omega_2}\right) = f_4(a_1, a_2, \Phi).
\]

The right hand sides of these equations depend only on the three variables \(a_1, a_2\) and \(\Phi\). The absence of a dependence on \(\Psi\) reflects the fact that Eqs. (2) are unchanged by the transformation \((\phi_1, \phi_2) \rightarrow (\phi_1 + \beta, \phi_2 - \beta)\). This property of the non-degenerate response to parametric excitation is well known [13], and does not occur in the degenerate case, where \(\omega_1 = \omega_2\), in which both phases are fixed, corresponding to oscillations that are locked to the phase of the drive. The fixed point solutions \((a_{1,0}, a_{2,0}, \Phi_0)\) of the three dynamical equations (3a)-(3c) correspond to periodic orbits of Eqs. (2) with frequency \(\Omega_0/2\), where \(\Omega_0 = f_1(a_{1,0}, a_{2,0}, \Phi_0)\). The amplitudes and frequency of these solutions are shown in Fig. 2 as a function of the drive frequency for \(g = 10, \eta = 1\), and a coupling \(\Delta = 7\), corresponding to a linear mode splitting of \(\sqrt{1 + 2\Delta} - 1 \approx 2.87\) in units of the resonance frequency \(\omega_0\).
We now demonstrate how the dynamics can be utilized to eliminate the phase noise of the driving oscillator. We model this noise as white noise of intensity $F_{Ω_p}$ in the frequency of the drive, replacing $Ω_p$ with $Ω_p + Ξ_p(T)$, and assuming that $⟨Ξ_p(T)Ξ_p(T′)⟩ = F_{Ω_p} δ(T - T′)$. This noise causes the phase of the driving source $Φ_p$ to diffuse as $⟨Φ_p(T + τ) − Φ_p(T)⟩ = F_{Ω_p} |τ|$. Additional noise in the amplitude of the drive signal can be suppressed by using a limiter or a highly saturated amplifier [8, 14]. The output signal, which is obtained by mixing and filtering the response to this drive, is proportional to $\cos[(ω_2 − ω_1)t + Ψ(T)]$. At the steady state of oscillation, the phase $Ψ$ can be expressed as $Ψ(T) = Ω_Ω T + ψ(T)$, where $ψ$ is the small stochastic perturbation induced by the noise $Ξ_p$. The phase perturbation $ψ$ can be calculated by solving the linearized version of the polar amplitude equations (3) spectrally, as was done for a single oscillator by Yurke et al. [8], or using the secular perturbation method of Demir et al. [3]. This gives diffusion of the phase of the output signal, with the variance of the phase difference growing linearly in time

$$\langle ⟨ψ(T + τ) − ψ(T)⟩^2 \rangle = D_{Ω_p} F_{Ω_p} |τ|,$$

where the diffusion constant $D_{Ω_p}$ quantifies the sensitivity of the phase of the output signal to the noise $Ξ_p$ in the drive frequency. This expression applies in the limit that the time $τ$ is much longer than the decay time onto the limit cycle for the noiseless oscillator. This approximation corresponds to frequency offsets close to the oscillator frequency. This is the relevant regime to explore since the width of the oscillator spectral peak is typically narrower than that of the driven resonator, whose width is determined by the quality factor, which in turn sets the decay time. The phase diffusion induced by white drive-frequency noise corresponds to a Lorentzian spectral peak of the output signal with a width of $D_{Ω_p} F_{Ω_p}$ times the resonator bandwidth $ω_0$. Equation (4) is the expected result because after transients have decayed and the system has settled onto the limit cycle, the net effect of the stochastic dynamics is a Brownian motion of the free phase.

Without going into the details of the calculation, we note that the diffusion coefficient $D_N$ for a white noise source $N$ in Eqs. (3) may be calculated as the squared scalar product of two vectors $D_N = (v_⊥ \cdot v_N)^2$. The vector $v_⊥$ captures the phase sensitivity of the system, through the Jacobian matrix of Eqs. (3) describing the linearized flow in the vicinity the limit-cycle. Specifically, it is the eigenvector of the transpose of this Jacobian matrix that corresponds to the zero eigenvalue. $v_N$ is the noise vector, whose nth entry is the term multiplying the noise source in the function $f_n$ ($v_N = (0, 0, 1, 0)$ for the current example since $Ω_p$ only appears in Eq. (3c) and it has a coefficient of magnitude one). This description of the diffusion coefficient is a simplification of the general approach described in Ref. [3] for systems in which motion along the limit-cycle is described by a steadily advancing phase variable $Ψ$ which does not affect the time evolution of the dynamical system, and thus the limit-cycle is represented by a fixed point in all other variables. In terms of the current example, this reducibility of the dynamical system is expressed by the fact that $Ψ$ does not appear on the right hand sides of Eqs. (3). In the more general case the corresponding vectors $v_⊥(t)$ and $v_N(t)$ are time dependant: they are periodic, having the period of the limit-cycle, and the diffusion coefficient is given by the time average of their squared scalar product.

In systems such as the current one under consideration, calculating the zero mode of the transposed Jacobian ma-
trix provides a way to calculate the phase diffusion that results from any white noise vector acting on a limit-cycle. However, if the noise originates from fluctuations in some parameter of the equations $p$ so that the noise vector is $v_N = v_p = \left( \frac{\partial f}{\partial p_1}, \frac{\partial f}{\partial p_2}, \ldots, \frac{\partial f}{\partial p_n} \right)$, the long time phase diffusion is directly related to the dependence of the oscillation frequency on the parameter $p$ through

$$D_p = (v_\perp \cdot v_p)^2 = \left( \frac{df}{dp} \right)_p^2.$$  \hspace{1cm} (5)

The second equality follows from a perturbation analysis of the change in frequency $\delta\Omega_p$ due to a small perturbation $\delta p$ in the parameter $p$. Eq. (5) shows that to reduce the frequency stability degradation due to parameter noise we seek extremum points in the curves of the oscillation frequency vs. the noisy parameter. This possibility of complete noise elimination is due to the reducibility of the dynamical description, which makes the two vectors used for calculating the diffusion coefficient $D_p$ orthogonal to each other. In calculating $D_p$ for a single parameter and make these vectors orthogonal [15].

We now apply the ideas of the previous paragraphs to our noise reduction setup, for which the noisy parameter is $p = \Omega_p$. Figure 2(b) shows an extremum we can exploit at the maximum of the frequency curve. By operating at this point, i.e. at the drive frequency $\Omega_{\text{max}}$ of the oscillator, the effect of drive frequency noise on the phase diffusion is eliminated, as shown in Fig. 3, and the corresponding frequency spectrum is narrowed (to a sharp peak in the absence of other noise terms). It is also noteworthy that for the parameters used to plot the diffusion coefficient $D_{\Omega_p}$ in Fig. 3, the frequency stability is also improved along most of the curve, since $D_{\Omega_p} < 1$, and thus the output frequency noise is less than input frequency noise.

An examination of the different curves in the figure indicates that larger nonlinear damping makes $\Omega_{\text{max}}^p$ more accessible experimentally, since this increases the frequency separation between the maximum ($d\Omega_0/d\Omega_p = 0$) and the saddle-node ($d\Omega_0/d\Omega_p = \infty$). It is possible to control the nonlinear parameters of a resonator (both Duffing and damping terms) by adding a parametric feedback loop, as we have recently shown elsewhere [16].

The ability of the device to clean phase noise is limited by the thermal noise floor. To discover this fundamental limit we add the complex thermal noise terms $\Xi_n = \Xi_{\text{th}} + i\Xi_{\text{lm}}$ to each of Eqs. (2), with the individual noise components white, uncorrelated, and of the same intensity $F_{\text{th}}$. Our analysis shows that the phase diffusion resulting from thermal noise is then given by Eq. (4), but with the coefficients $D_{\Omega_p} F_{\Omega_p}$ replaced by $D_{\text{th}} F_{\text{th}}$, where $D_{\text{th}}$ is plotted in Fig. 4. In terms of the actual physical parameters, the lower phase diffusion limit is $(k_B T/E_c) D_{\text{th}}$ (in units of the bandwidth $\omega_0$) with $k_B T$ the thermal energy, $E_c = m^2 \omega_0^2 \hat{\alpha}$ the potential energy of the resonator element when driven to the Duffing critical amplitude, $\hat{\alpha}$ the Duffing nonlinearity parameter (in units of force per volume), and $m$ the resonator mass (see Ref. [10]). Since thermal noise does not originate from some fluctuating parameter, it cannot be eliminated by finding extremum points in the dependence of the output frequency. Nevertheless, it is possible to lower the thermal noise limit by reducing $D_{\text{th}}$. The idea is based on the fact that the direct effect of thermal noise on the phase variable is reduced at large amplitudes, so in the large amplitude limit, the only cause of phase diffusion is the conversion of noise from the amplitude to the phase (AM-PM conversion). For a single oscillator, this conversion is completely eliminated by operating at a point for which the resonator frequency is insensitive to the amplitude [17], and this approach can be generalized to achieve amplitude-phase detachment in our system as well.

In conclusion, we have described a passive device that eliminates phase noise in oscillators. The device is made of two coupled resonators, driven parametrically in the non-degenerate mode by the output of a conventional oscillator. We find a driving frequency for which the resulting limit-cycle oscillation frequency is insensitive to the drive frequency and show that operating at this point eliminates the phase noise in the driving oscillator. We have discussed the operational limitation due to thermal noise, and have suggested ways to improve this limit. Along with the interesting physics it portrays, this device offers a practical way to handle the extensively studied, cardinal problem of oscillator phase noise.

This research was supported by DARPA through the DEFYS program.

* Corresponding author: eyalk@caltech.edu

[1] S. H. Strogatz, Nonlinear Dynamics And Chaos: With Applications To Physics, Biology, Chemistry, And Engi-
neering (Perseus Books Publishing, 1994).

[2] M. Lax, Phys. Rev. 160, 290 (1967).

[3] A. Demir, A. Mehrotra, and J. Roychowdhury, Circuits and Systems I: Fundamental Theory and Applications, IEEE Transactions on 47, 655 (2000).

[4] J. Vig and Y. Kim, Ultrasonics, Ferroelectrics and Frequency Control, IEEE Transactions on 46, 1558 (1999).

[5] A. A. Clerk, M. H. Devoret, S. M. Girvin, F. Marquardt, and R. J. Schoelkopf, Rev. Mod. Phys. 82, 1155 (2010).

[6] R. Baskaran and K. L. Turner, Journal of Micromechanics and Microengineering 13, 701 (2003).

[7] N. M. Kroll, Phys. Rev. 127, 1207 (1962); N. C. Wong, Opt. Lett. 15, 1129 (1990).

[8] B. Yurke, D. S. Greywall, A. N. Pargellis, and P. A. Busch, Phys. Rev. A 51, 4211 (1995).

[9] R. Lifshitz and M. C. Cross, Phys. Rev. B 67, 134302 (2003).

[10] R. Lifshitz and M. C. Cross, in Review of Nonlinear Dynamics and Complexity, Vol. 1, edited by H. G. Schuster (Wiley, Meinheim, 2008) pp. 1–52.

[11] R. B. Karabalin, M. C. Cross, and M. L. Roukes, Phys. Rev. B 79, 165309 (2009); E. Kenig, Y. A. Tsarin, and R. Lifshitz, Phys. Rev. E 84, 016212 (2011).

[12] R. B. Karabalin, R. Lifshitz, M. C. Cross, M. H. Matheny, S. C. Masmanidis, and M. L. Roukes, Phys. Rev. Lett. 106, 094102 (2011).

[13] R. Graham, Phys. Lett. A 32, 373 (1970); M. D. Reid and P. D. Drummond, Phys. Rev. A 40, 4493 (1989); B. C. Sanders and M. D. Reid, ibid. 42, 6767 (1990); P. D. Drummond and M. D. Reid, ibid. 41, 3930 (1990); J. J. Slosser and G. J. Milburn, ibid. 50, 793 (1994).

[14] D. S. Greywall, B. Yurke, P. A. Busch, A. N. Pargellis, and R. L. Willett, Phys. Rev. Lett. 72, 2992 (1994).

[15] For a general limit-cycle, the result equivalent to Eq. (5) separates into two equations: $D_p = t_p^{-1} \int_0^{t_p} [v(t) \cdot v(t)]^2 dt$ and $t_p^{-1} \int_0^{t_p} v(t) \cdot v(t) dt = d\Omega_0 / dp$, where $t_p$ is the period [3]. For this general case the two vectors need to be orthogonal at every point in time in order for the phase diffusion coefficient to be zero, and generally it is not possible to achieve this by tuning a single parameter.

[16] L. G. Villanueva, R. B. Karabalin, M. H. Matheny, E. Kenig, M. C. Cross, and M. L. Roukes, Nano Lett. 11, 5054 (2011).

[17] M. I. Dykman, R. Mannella, P. V. E. McClintock, S. M. Soskin, and N. G. Stocks, Europhys. Lett. 13, 691 (1990).