Figure 3. Dendrograms obtained by applying hierarchical cluster analysis to the same data set using different interpretation methods: (a) expert system, (b) manual interpretation, (c) conventional program.
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standards, which provide both estimates of the instrument response and its variability over the concentration range of interest. These estimates of uncertainty are fitted to a model for errors in $y_{i}(\sigma_{i})$ in an iterative fashion. Each iteration is a weighted fit of the error model. The weights, $1/\sigma_{i}^{2}$, are calculated from the estimates of $\sigma_{i}$ from the previous fit. Once the coefficients of the error model are obtained, a final set of $\sigma_{i}$'s is calculated and used for the weighted fit of the calibration curve. Uncertainty bands over the calibrated range are then constructed by combining the uncertainty interval for successive measurements of unknown samples and the calibration band uncertainty. Concentration estimates and confidence intervals for the unknowns can then be obtained (cf. ref. [1], fig. 3). To combine this approach with the problem of errors in $x$, we apply adjustments to both the error model fit and the calibration curve fit. The matrices used in the calculations contain standards concentration data, error estimates for both $y$ and $x$, the estimated calibration curve slope, and the coefficients for $y$-error model.

Care must be exercised in using this approach, because the general problem of calibrating with analyzed reference materials can violate some key assumptions regarding the calibration model. Analyzed reference materials are often complex solids that may be impossible to completely dissolve. Reference value estimates and uncertainties cannot be used for analytes lost in the dissolution process. Furthermore, preparation of calibration standards with analyte concentrations at various levels over the range of calibration will also result in matrix concentrations that also vary. If chemical matrix-matched calibration is required to reduce systematic errors in the analysis, various dilutions of analyzed reference materials are likely to change the slope of the calibration curve at each calibrated point. When analyzed reference materials are diluted into a constant chemical matrix, this type of calibration may be appropriate. Examples of this would include the mixture of geological materials in an excess of fusion flux for dissolution or the dilution of wear metals in oil standards in a constant excess of organic solvent.
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