ERROR ESTIMATES FOR A FINITE VOLUME SCHEME FOR ADVECTION–DIFFUSION EQUATIONS WITH ROUGH COEFFICIENTS
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Abstract. We study the implicit upwind finite volume scheme for numerically approximating the advection–diffusion equation with a vector field in the low regularity DiPerna–Lions setting. That is, we are concerned with advecting velocity fields that are spatially Sobolev regular and data that are merely integrable. We prove that on unstructured regular meshes the rate of convergence of approximate solutions generated by the upwind scheme towards the unique solution of the continuous model is at least one. The numerical error is estimated in terms of logarithmic Kantorovich–Rubinstein distances and provides a bound on the rate of weak convergence.
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1. Introduction

The advection–diffusion equation is of great relevance in a wide range of different scientific fields. Also referred to as the Fokker–Planck equation or convection-diffusion equation, it appears related to the Navier–Stokes equation in fluid dynamics, to the Black–Scholes equation in financial mathematics, in semiconductor physics, in biology or engineering. It describes the transport of a scalar quantity $\theta \in \mathbb{R}$ under the effect of a vector field $u \in \mathbb{R}^d$ and in the presence of diffusion [6].

In this paper we are concerned with a bounded domain $\Omega \subset \mathbb{R}^d$, a bounded time interval $(0, T)$ and a positive constant diffusion coefficient $\kappa > 0$. Given vector field $u : [0, T] \times \Omega \to \mathbb{R}^d$, we study the evolution of a scalar quantity $\theta : [0, T) \times \Omega \to \mathbb{R}$ described by the Cauchy problem

$$\begin{cases}
\partial_t \theta + \nabla \cdot (u \theta) = \kappa \Delta \theta & \text{in } (0, T) \times \Omega, \\
\theta(0, \cdot) = \theta^0 & \text{in } \Omega,
\end{cases}$$

(1)

where $\theta^0$ is the initial configuration.

In addition we assume that there is no loss of mass across the boundary of the domain,

$$(\kappa \nabla \theta - u) \cdot n = 0 \quad \text{in } (0, T) \times \partial \Omega, \tag{2}$$
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where \( n = n(x) \) represents the outer unit vector normal to the boundary of the domain on every point \( x \in \partial \Omega \).

This assumption implies that solutions to the advection–diffusion equation (1) conserve their mass in time,

\[
\int_{\Omega} \theta(t, x) \, dx = \int_{\Omega} \theta^0(x) \, dx \quad \text{for all } t \in (0, T).
\]

Well-posedness of solutions for smooth vector fields and initial data goes back to the classical theory of parabolic equations, see Ladyženskaja et al. [26]. In some specific contexts in physics, for instance, when studying the transport of a mass, dye, or any scalar quantity by a turbulent flow [34, 44], the vector field involved has a very low regularity, thus a mathematical theory for transport and advection–diffusion equations with rough vector fields is needed.

In this context, well-posedness of renormalized solutions to the equation (1) is obtained for Sobolev regular vector fields by DiPerna and Lions [18]. This new solution concept is based on the least possible regularity such that the chain rule still holds, providing qualitative stability and hence uniqueness results. We say a vector field \( u \) is in the DiPerna–Lions setting if for some \( 1 \leq p \leq \infty \) it holds

\[
u \in L^1((0, T); W^{1,p}(\Omega)) \quad \text{and} \quad (\nabla \cdot u)^- \in L^1((0, T); L^\infty(\Omega)),
\]

where we write \( f^- = \max\{0, -f\} \) referring to the negative part of a function \( f \). For works explicitly handling diffusion in this regularity setting, see also [6, 10, 21, 27].

Considering then \( \theta^0 \in L^q \) with \( q > 1 \) such that \( 1/p + 1/q \leq 1 \), there is a unique distributional solution to the advection–diffusion equation (1) with vector field in the DiPerna–Lions setting such that

\[
\theta \in L^\infty((0, T); L^q(\Omega)) \cap L^1((0, T); W^{1,1}(\Omega)).
\]

Such regularity for the solution to (1) can be straightforwardly derived from the standard a priori estimate

\[
\frac{1}{q(q-1)} \frac{d}{dt} \|\theta\|^q_{L^q} + \kappa \int_{\Omega} |\theta|^{q-2} |\nabla \theta|^2 \, dx \leq \frac{1}{q} \| (\nabla \cdot u)^- \|_{L^\infty} \| \theta \|_{L^q}^q,
\]

with \( q > 1 \). Then one can see that the solution begins \( L^\infty((0, T); L^q(\Omega)) \) is obtained by integrating (4) and dropping the term with \( \nabla \theta \) so that we get

\[
\| \theta \|_{L^\infty(L^q)} \leq \Lambda^{1-\frac{1}{q}} \| \theta^0 \|_{L^q},
\]

where \( \Lambda = \exp(\| (\nabla \cdot u)^- \|_{L^1(L^\infty)}) \) is the compressibility constant of the vector field. Here and in the following we use the Bochner space notation \( L^r(L^q) \) to denote the space \( L^r((0, T); L^q(\Omega)) \) and similarly for other Banach spaces. Since we dropped the term with \( \nabla \theta \) in order to get (5), the estimate holds for both the transport equation \((\kappa = 0)\) and the advection–diffusion equation \((\kappa > 0)\). However, the presence of diffusion provides better regularity for the solution, which is obtained from the term involving \( \nabla \theta \) in (4) as

\[
\kappa \int_0^T \int_{\Omega} |\theta|^{q-2} |\nabla \theta|^2 \, dx \, ds \leq \frac{1}{q} \left( \frac{1}{q-1} + \Lambda^{-1} \log \Lambda \right) \| \theta^0 \|^q_{L^q}.
\]

This control over the gradient provides that the solution to (1) lives in \( L^1((0, T); W^{1,1}(\Omega)) \) (see the beginning of Sect. 4).

Throughout this paper, we will work with vector fields in the DiPerna–Lions setting. However, solutions can also be defined for other types of non-smooth vector fields. For instance, there exists the so-called Ladyženskaja–Prodi–Serrin setting, recently revisited in [5], where solutions are well-posed for vector fields with no control on the spatial derivatives but instead additional time integrability. Ambrosio [2] proved well-posedness for vector fields with bounded variation regularity, \( u \in L^1(BV) \). Some other rough settings could be considered, for example, when \( u \) is a singular integral of an \( L^1 \) function, see [13, 32], which is of special interest for fluid dynamics.
Nonetheless, it is remarkable that out of the DiPerna–Lions setting, well-posedness is not guaranteed, even with diffusion. If $p$ and $q$ are such that $1/p + 1/q > 1 + 1/d$, Modena, Sattig and Székelyhidi proved nonuniqueness of solutions in $[30,31]$. Whether solutions are well-posed or not in the gap between DiPerna–Lions and Modena–Sattig–Székelyhidi remains an open problem in the class $L^\infty(L^q)$. However, Cheskidov and Luo [12] very recently proved nonuniqueness for solutions in the class $L^1(L^q)$ for every exponent such that $1/p + 1/q > 1$ at the expense of a worse time-integrability.

The main objective of this paper is to develop (optimal) error estimates for an upwind scheme on unstructured meshes based on a finite volume approximation of distributional solutions to the advection–diffusion equation (1) when the vector field is in the DiPerna–Lions setting. This result arises as a continuation of the works by Schlichting and Seis [39,40], where the authors study the upwind scheme for the transport equation, i.e.,

$$(1)$$

when the vector field is in the DiPerna–Lions setting. This result arises as a continuation of the works by Schlichting and Seis [39,40], where the authors study the upwind scheme for the transport equation, $\forall x \in \Omega$.

The study of numerical approximations for the advection equation with diffusion has been of great interest along the last decades, from classical results with $C^1(\overline{\Omega})$ vector fields and Cartesian meshes [37, 38, 48] to less regular settings [4, 11, 24, 33, 50].

In this paper, we need to use the Lagrangian setting to prove one estimate related to the time-discretization of the vector field. Since we are dealing with a parabolic equation, the characteristics are solutions to stochastic differential equation, for which reason we include a short introduction to Lagrangian stochastic flows in Appendix A.

In addition, it is remarkable that working in a low regularity setting carries over a substantial change in topology compared to the smooth setting. Here we quantify the rate of weak convergence, following the spirit of...
of previous works for the transport equation, e.g., [15, 39, 40]. For Lipschitz vector fields instead, it is possible to derive bounds in strong norms. However, for the DiPerna–Lions setting, we introduce the Kantorovich–Rubinstein distance that metrizes weak convergence and hence it is a natural tool for studying this case, since only for those stability estimates are available [32].

In this work, we focus on the upwind finite volume scheme for linear advection, since it is the easiest to analyze and has the needed stability properties. An interesting question is, if the here presented proofs generalize to the analysis of structure preserving schemes for singular aggregation-diffusion equations, like the ones studied for regular aggregation in [16, 41].

This paper is organized as follows: In Section 2 we present a precise definition of the admissible meshes, the finite volume numerical scheme, and its properties together with a presentation and a discussion of the main results. In Section 3 we introduce the logarithmic Kantorovich–Rubinstein distance that plays a pivotal role in the results here presented. Section 4 contains all the proofs related to the main result of this paper. Finally, Appendix A provides an overview of stochastic Lagrangian flows on bounded domains, which is a needed tool to estimate the error related to the time-discretization of the vector field.

2. Setting and main result

2.1. Definition of the numerical scheme

In this Section we present a formal and detailed definition of the upwind scheme that we will use. To begin with, recall from [20] the definition of admissible meshes for the finite volume discretization of advection–diffusion equations.

Definition 1 (Admissible meshes). Let \( \Omega \subset \mathbb{R}^d \) be an open, locally convex and bounded set with \( C^{1,1} \) boundary. We say \( \mathcal{T} \) is an admissible tessellation of \( \Omega \) if it consists of a finite family of cells or control volumes \( K \in \mathcal{T} \) and a finite family of points \( \{x_K\}_{K \in \mathcal{T}} \subset \overline{\Omega} \) such that

- every control volume \( K \in \mathcal{T} \) is a closed, connected and convex subset in \( \Omega \);
- the control volumes have disjoint interiors and satisfy \( \overline{\Omega} = \bigcup_{K \in \mathcal{T}} K \);
- each cell is polygonal in the interior of \( \Omega \), in the sense that the interior boundary of each cell \( \partial K \setminus \partial \Omega \) is the union of finitely many subsets of \( \Omega \) contained in hyperplanes of \( \mathbb{R}^d \) with strictly positive \( \mathcal{H}^{d-1} \)-measure;
- the family of points \( \{x_K\}_{K \in \mathcal{T}} \) satisfies \( x_K \in \overline{K} \setminus \partial \Omega \) for all \( K \in \mathcal{T} \).

In general, see [20], the geometry of \( \partial \Omega \) is restricted to the case in which it is polygonal itself. However in our specific case, we need a construction of a stochastic Lagrangian flow (see Appendix A), for which certain error terms can only be controlled on domains satisfying a uniform exterior ball condition (11), for which a \( C^{1,1} \) boundary is a sufficient condition. Since, we are working under a no-flow boundary condition (2), we can indeed consider sufficiently smooth domains \( \Omega \) such that Definition 1 holds and the numerical cells are only polygonal inside of the domain \( \Omega \).

It is important to remark that the convexity requirement for the cells is needed in our analysis in order to prove Lemma 11 invoking a specific construction, the Brenier maps. Nonetheless we believe that this might not be strictly needed in general and one could come up with an similar construction that allows some relaxation for the convexity assumption.

A two dimensional example of two admissible control volumes is illustrated in Figure 1. We denote by \( L \sim K \) whenever \( K \) and \( L \) are two neighbouring cells and we write \( K \mid L \) to denote the common edge. If \( L \sim K \), we define \( d_{KL} = |x_L - x_K| \) and \( n_{KL} \) to be the unit vector on \( K \mid L \) pointing in the direction \( x_L - x_K \). In addition, abusing the notation, we write \( |K|L| = \mathcal{H}^{d-1}(K \mid L) \) the \((d-1)\)-dimensional Hausdorff measure of the edge \( K \cap L \) and \( |K| = \mathcal{L}^d(K) \) the \( d \)-dimensional Lebesgue measure of a cell \( K \in \mathcal{T} \).

The mesh size \( h \) is defined to be the maximal cell diameter, \( h = \max_{K \in \mathcal{T}} \text{diam } K \), and hence it holds \( d_{KL} \lesssim h \) for all \( K \in \mathcal{T} \) and \( L \sim K \). For the time discretization we call \( k \) the time step such that there exists \( N \in \mathbb{N} \) with
T = kN and we adopt the convention \( t_j = jk \) for all \( 0 \leq j \leq N \). For the sake of shorter notation, we write \([0, N]\) to denote the collection of numbers \( \{0, 1, \ldots, N\} \).

In addition it is required to consider some regularity assumptions for the boundary of the domain and the mesh to ensure that, at least, the standard geometric constants arising on the Poincaré and the trace inequalities do not depend on the size of the mesh. Namely, it is needed that for every \( f \in W^{1,1}(K) \cap C(K) \),

\[
\begin{align*}
\|f\|_{L^1(\partial K)} &\lesssim \|\nabla f\|_{L^1(K)} + h^{-1}\|f\|_{L^1(K)}, \\
\|f - f_K\|_{L^1(K)} &\lesssim h\|\nabla f\|_{L^1(K)},
\end{align*}
\]

uniformly in \( K \in \mathcal{T} \) and \( h > 0 \). These are respectively the trace and Poincaré inequalities and for a classical proof of these results we refer to Sections 4.3 and 4.5 from [19]. We denote by \( f_K \) the average of \( f \) over the cell \( K \), to be more specific \( f_K = \frac{1}{|K|} \int_K f \, dx \). One direct consequence of the trace estimate is the so-called isoperimetric property of the mesh, that guarantees that every cell \( K \) of the tessellation has a volume of order \( h^d \) and a surface of order \( h^{d-1} \), and reads as follows

\[
\frac{|\partial K|}{|K|} \lesssim \frac{1}{h}.
\]

In Definition 1 we assumed the boundary of \( \Omega \) to be \( C^{1,1} \), i.e., \( C^1 \) with Lipschitz derivative. This requirement is sufficient because with such regularity \( \partial \Omega \) satisfies the uniform exterior ball condition: For some \( r_0 > 0 \) and for all \( x \in \partial \Omega \) it holds

\[
\forall y \in \Omega \setminus \{x\} : \frac{x - y}{|x - y|} \cdot n(x) + \frac{1}{2r_0}|x - y| \geq 0.
\]

In order to define explicitly the numerical scheme that we are considering here, we first need to approximate the initial datum. Since the finite volume scheme approximates the solution by averaging on every cell, we can consider the discretization of the initial datum in this way,

\[
\theta^0_K = \int_K \theta^0 \, dx
\]

and hence \( \theta^0_h(x) = \theta^0_K \) for every \( x \in K \) and every \( K \in \mathcal{T} \). Since the scheme considers net fluxes across the cell faces, we define the discretized normal velocity from a control volume \( K \) to a neighboring one \( L \sim K \) by

\[
u^n_{KL} = \int_t^{t+1} \int_{K|L} u \cdot n_{KL} \, d\mathcal{H}^{d-1} \, dt.
\]
Both $u_{KL}^n$ and $\theta_0^{n}$ are well-defined thanks to the trace theorem for Sobolev vector fields, i.e., (9). Notice that by definition the discretization of the velocity is antisymmetric with respect to the control volumes, i.e., it holds $u_{KL}^n = -u_{L,K}^n$, which is useful for many calculations.

Making use again of the notation $f^+$ and $f^-$ to denote the positive and negative part of a function, we define the finite volume scheme for the advection–diffusion equation (1) as

$$\frac{\theta_{K}^{n+1} - \theta_{K}^{n}}{k} + \sum_{L \sim K} \frac{|K|}{|K|} (u_{KL}^{n+1} \theta_{K}^{n+1} - u_{KL}^{n-1} \theta_{L}^{n-1}) + \kappa \sum_{L \sim K} \frac{|K|}{|K|} \frac{\theta_{K}^{n+1} - \theta_{L}^{n+1}}{d_{KL}} = 0$$

for every $n \in \{0, N - 1\}$ and $K \in \mathcal{T}$. Therefore the approximate solution $\theta_{k,h}$ is defined by

$$\theta_{k,h}(t,x) = \theta_{K}^{n} \quad \text{for almost every } (t,x) \in [t^n, t^{n+1}) \times K$$

for every $n \in \{0, N - 1\}$ and $K \in \mathcal{T}$. If $n = 0$ we directly define $\theta_{k,h}^0 = \theta_0^0$.

Within the next section we show that this numerical problem is well-posed (see Lem. 1) and we will derive analogous stability estimate to (5) and (6) (see Lem. 2). These results follow under the assumption that the time step verifies $k \leq k_{\text{max}}$. The definition of the maximal time step $k_{\text{max}}$ follows a similar construction as in [8, 40], where it is given depending on some $\alpha > 1$ as the smaller number $k_{\text{max}} = k_{\text{max}}(\alpha)$ such that

$$\frac{q - 1}{q} \int_0^T \| (\nabla \cdot u)^- \|_{L^q} \, dt \leq \frac{\alpha - 1}{\alpha} \quad \forall I \subseteq [0, T) \text{ with } |I| \leq k_{\text{max}}(\alpha).$$

The constant $\alpha > 1$ is used as a measure of how close the numerical solution $\theta_{k,h}$ is from satisfying the a priori estimate (5). Indeed, we will see in Lemma 2 that the exponent $1 - 1/q$ on the compressibility constant is replaced by $\alpha (1 - 1/q)$ and thus $\alpha = 1$ for incompressible vector fields, i.e., if $\nabla \cdot u = 0$.

### 2.2. Main result

The main result here presented concerns an estimate for the error generated by the finite volume scheme (14) as an approximation of the advection–diffusion equation (1). Without further ado let us recall the precise hypotheses we need for Theorem 1. First of all we consider a vector field in the DiPerna–Lions setting for some $p \in (1, \infty]$. Then assume the initial datum is integrable with

$$\theta^0 \in L^q(\Omega) \quad \text{with } q \in (1, \infty] \quad \text{such that } \frac{1}{p} + \frac{1}{q} \leq 1.$$  

(16)

Last, for the numerical analysis we need to consider bounded vector fields,

$$u \in L^\infty((0, T) \times \Omega).$$

(17)

Although this is not required for the derivation of the continuous stability estimates (5) and (6), it is a standard and not very restrictive assumption for numerical experiments, see for instance [40]. The main result therefore states as follows.

**Theorem 1.** Consider $\theta^0$, $u$ and $k_{\text{max}}$ such that (3), (15), (16) and (17) hold. Consider an admissible tessellation of $\Omega$ that satisfies (9). Let $\theta$ be the unique distributional solution to (1), (2) and for $k \in (0, \min\{k_{\text{max}}, 1\})$ and $h \in (0, 1)$ let $\theta_{k,h}$ be the unique approximate solution given by the numerical scheme (14). Then, for any $\delta > 0$ it holds

$$\sup_{0 \leq t \leq T} \mathcal{D}_3(\theta(t), \theta_{k,h}(t)) \leq 1 + \frac{h}{\delta} \min \left\{ \|u\|_\infty \sqrt{T \kappa} \sqrt{T \|u\|_\infty}, \sqrt{T \|u\|_\infty} \right\} + \frac{\sqrt{k}}{\delta} \left( \sqrt{T \|u\|_\infty} + \sqrt{\kappa} \right).$$

(18)
Here, $\mathcal{D}_\delta(\cdot, \cdot)$ defined as in (7), refers to a distance from the theory of optimal transportation with a logarithmic cost. This particular distance is of great use for equations with rough coefficients because it metrizes weak convergence. Namely, if we choose $\delta = h + \sqrt{k}$ then we get

$$\theta_{k,h} \rightharpoonup \theta \quad \text{as } k, h \to 0$$

weakly with rate (at most) $\delta = h + \sqrt{k}$, we elaborate more on the properties of the Kantorovich–Rubinstein distance in Section 3.

The estimate (18) here is presented in such form to make explicit that it is a generalization of the result for transport equations ($\kappa = 0$) in [40]. One can appreciate that assuming $\kappa > 0$, Theorem 1 reads

$$\sup_{0 \leq t \leq T} \mathcal{D}_\delta(\theta(t), \theta_{k,h}(t)) \lesssim 1 + \frac{h\|u\|_\infty}{\delta} \sqrt{\frac{T}{\kappa}} + \frac{\sqrt{kT\|u\|_\infty}}{\delta} (\sqrt{T\|u\|_\infty} + \sqrt{k}) ,$$

which yields an error of order $O(h + \sqrt{k})$ as stated before.

Another consequence of Theorem 1 is that in the limit $\kappa \to 0$ the estimate (18) takes the form

$$\sup_{0 \leq t \leq T} \mathcal{D}_\delta(\theta(t), \theta_{k,h}(t)) \lesssim 1 + \frac{hT\|u\|_\infty}{\delta} + \frac{\sqrt{kT\|u\|_\infty}}{\delta} ,$$

and thus recovers the result from [40], i.e., an error of order $O(\sqrt{h} + \sqrt{k})$.

For the diffusionless transport equation, the main source of the spatial discretization error is the phenomenon of numerical diffusion. That is, the numerical scheme acts like creating a diffusion term with diffusion coefficient $h$, that for the transport equation reads as an advection–diffusion equation of the form

$$\partial_t \theta + \nabla \cdot (u\theta) = h \Delta \theta.$$

Therefore one would expect the rate of convergence for $h$ to be of order $1/2$ since that is the known optimal rate for the vanishing diffusion or inviscid limit case, see [43]. However, with $\kappa > 0$, numerical diffusion acts modifying the already existing diffusion coefficient $\kappa$ to $\kappa + h$

$$\partial_t \theta + \nabla \cdot (u\theta) = (\kappa + h) \Delta \theta,$$

and hence by the recent result [32], the expected rate of convergence for $h$ has to be of order 1.

Let us close the discussion of the main result, by remarking on including source-sink distributions and non-homogeneous boundary conditions for (1). First, a flux boundary condition where (2) is replaced by $(\kappa \nabla \theta - u) \cdot n = g$ in $(0, T) \times \partial \Omega$ for some $g : [0, T] \times \partial \Omega \to \mathbb{R}$ can be transformed into a source-sink distribution $f : [0, T] \times \Omega \to \mathbb{R}$ in the domain using a suitable extension. Hence, it is sufficient to do the analysis instead of (1) for

$$\partial_t \theta + \nabla \cdot (u\theta) = \kappa \Delta \theta + f \quad \text{in } (0, T) \times \Omega.$$

with suitable initial data and no-flux boundary condition (2). By another standard transformation, which consists of renormalizing the density $\theta$, we can ensure that the total sources and sinks are balanced, which amounts to $\int_\Omega f(t, x) \, dx = 0$ for all $t \in [0, T]$. In particular, these transformations ensure that $\theta$ conserves mass. This is essential for using the optimal transport distance $\mathcal{D}_\delta$ to compare the solution $\theta$ with its numerical approximation $\theta_{k,h}$.

This situation with a balanced source-sink distribution was investigated in [40] for the diffusionless transport equation, and we expect that the analysis carries over to the present case with diffusion. The source-sink term will introduce additional discretization errors when we discuss the discretization of data in Lemmas 5–7. For the temporal discretization, where we use a stochastic Lagrangian representation of the solution, becomes more involved in the presence of a source-sink distribution and we omit it for the sake of concise presentation.
2.3. Properties of the numerical scheme

First of all we state a result on the well-posedness of the numerical scheme.

**Lemma 1.** Under the hypothesis for Theorem 1, there exists a unique solution to the implicit upwind scheme (21) that is mass preserving and monotone, i.e., the solution remains positive for positive initial data.

This is a classical result and we refer to Theorem 4.1 from [20] for a detailed proof.

The main aim of this section is to develop stability estimates for the numerical scheme that are analogous to the a priori estimates (5) and (6). In order to do so it is convenient first to recall that some of the discretized versions of the functions involved on the scheme are controlled by their continuous counterpart. Specifically, recall that for the initial datum \( \theta_0^0 \) and the divergence of the velocity field \( \nabla \cdot u \) it holds

\[
\left\| \theta^n_h \right\|_{L^q} \leq \left\| \theta^0 \right\|_{L^q},
\]

\[
\left\| (\nabla \cdot u)_n \right\|_{L^1(L^\infty)} \leq \left\| (\nabla \cdot u)^- \right\|_{L^1(L^\infty)},
\]

We omit the proof for the sake of brevity but it can be found on Lemma 3 from [40].

Let us now rewrite the upwind scheme (14) in the following equivalent form:

\[
\frac{\theta^{n+1}_K - \theta^n_K}{\kappa} + \sum_{L \sim K} \frac{|K| L}{|K|} u^{n+1}_K + \frac{\theta^{n+1}_L + \theta^n_L}{2} + \sum_{L \sim K} \frac{|K| L}{|K|} u^n_L \right| \frac{\theta^{n+1}_K - \theta^n_L}{2} \]

\[
\quad + \kappa \sum_{L \sim K} \frac{|K| L}{|K|} \frac{\theta^{n+1}_K - \theta^n_L}{d_{KL}} = 0
\]

for every \( n \in [0, N - 1] \) and \( K \in T \). This is a straightforward consequence of the identities

\[
u^n_{KL} = \frac{|u_{KL}| + u_{KL}}{2} \quad \text{and} \quad \bar{u}^n_{KL} = \frac{|u_{KL}| - u_{KL}}{2}.
\]

Then, the stability estimates for the finite volume scheme hold as follows.

**Lemma 2** (Stability estimates). Let \( \theta_{k,h} \) be the solution to the upwind scheme (14) with nonnegative initial data. Then for any \( q \in (1, \infty) \), \( \alpha > 1 \) and \( k \leq k_{max}(\alpha) \) as defined in (15), it holds

\[
\left\| \theta_{k,h} \right\|_{L^\infty(L^q)} \leq \Lambda_{k,h}^{\alpha(\frac{1}{q} - \frac{1}{2})} \left\| \theta_0^0 \right\|_{L^q}
\]

where \( \Lambda_{k,h} = \exp(\left\| (\nabla \cdot u)_{k,h} \right\|_{L^1(L^\infty)}) \). Moreover, if \( r \in (1, \min\{q, 2\}] \) it also holds,

\[
\sum_{n} \sum_{K} |K| \left( \frac{\theta^{n+1}_K + \theta^n_K}{2} \right)^{r-2} \left( \frac{\theta^{n+1}_K - \theta^n_K}{2} \right)^2
\]

\[
\quad + \kappa \sum_{n} \sum_{K} \sum_{L \sim K} \frac{|K| L}{|K|} \left( \frac{|u^n_{KL}| + \frac{\kappa}{d_{KL}}}{2} \right)^{r-2} \left( \frac{\theta^{n+1}_K + \theta^n_L}{2} \right)^r \left( \frac{\theta^{n+1}_K - \theta^n_L}{2} \right)^{2r-2}
\]

\[
\leq C_r (1 + (r - 1) \log \Lambda_{k,h}) \Lambda_{k,h}^{\alpha(r-1)} \left\| \theta_0^0 \right\|_{L^r}
\]

with \( C_r \) being a positive constant that satisfies \( C_r \to \infty \) as \( r \to 1 \).

**Proof.** By the monotonicity of the scheme and the nonnegativity of the initial datum, we deduce that the solution of the numerical scheme \( \theta_{k,h} \) is nonnegative. In order to study those stability estimates we will work
On the one hand, for the first addend we can symmetrize again such that we get
\[
|K|\left(\theta_{K}^{n+1} - \theta_{K}^{n}\right) + k \sum_{L \sim K} |K|L |u_{KL}^{n} \frac{\theta_{K}^{n+1} + \theta_{L}^{n+1}}{2} \\
+ k \sum_{L \sim K} |K|L |u_{KL}^{n} \frac{\theta_{K}^{n+1} - \theta_{L}^{n+1}}{2} + \kappa k \sum_{L \sim K} |K|L \frac{\theta_{K}^{n+1} - \theta_{L}^{n+1}}{d_{KL}} = 0.
\]

We denote the four addends as $I_{1}^{n} + I_{2}^{n} + II_{1}^{n} + IV_{1}^{n} = 0$. Analogously to the continuous setting, we will obtain the stability estimates by testing with $(\theta_{K}^{n+1})^{q-1}$ and summing over $K \in T$, namely
\[
\sum_{K} \sum_{q} I_{1}^{n} (\theta_{K}^{n+1})^{q-1} + \sum_{K} II_{1}^{n} (\theta_{K}^{n+1})^{q-1} + \sum_{K} III_{1}^{n} (\theta_{K}^{n+1})^{q-1} + \sum_{K} IV_{1}^{n} (\theta_{K}^{n+1})^{q-1} = 0.
\]

For the first term, we can apply Hölder’s inequality,
\[
I_{1}^{n} = \sum_{K} |K| |(\theta_{K}^{n+1})^{q} - \sum_{K} |K| \theta_{K}^{n} (\theta_{K}^{n+1})^{q-1} \geq \left| \frac{\theta_{K}^{n+1}}{L_{q}} \right| - \left| \frac{\theta_{K}^{n}}{L_{q}} \right| \left( \frac{\theta_{K}^{n+1}}{L_{q}} \right)^{q-1}.
\]

For the second term we recall that $u_{KL}^{n} = -u_{KL}^{n}$, hence we can symmetrize $II_{1}^{n}$ as follows
\[
II_{1}^{n} = \frac{k}{2} \sum_{K} \sum_{L \sim K} |K|L |u_{KL}^{n} \frac{\theta_{K}^{n+1} + \theta_{L}^{n+1}}{2} \left( (\theta_{K}^{n+1})^{q-1} - (\theta_{L}^{n+1})^{q-1} \right).
\]

We introduce the $q$-mean defined as a function $\Theta_{q} : \mathbb{R}^{+} \times \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$ such that
\[
\Theta_{q}(x, y) = \frac{q - 1}{q} \cdot \frac{x^{q} - y^{q}}{x^{q-1} - y^{q-1}}.
\]

Note that $\Theta_{2}(x, y)$ is the arithmetic mean. Now, the above expression can be split into two factors, $II_{1}^{n} = II_{1}^{n} + II_{2}^{n}$, defined as
\[
II_{1}^{n} = \frac{q - 1}{q} \sum_{K} \sum_{L \sim K} |K|L |u_{KL}^{n} (\theta_{K}^{n+1})^{q} - (\theta_{L}^{n+1})^{q} |,
\]
\[
II_{2}^{n} = \frac{k}{2} \sum_{K} \sum_{L \sim K} |K|L (\Theta_{2} - \Theta_{q}) (\theta_{K}^{n+1}, \theta_{L}^{n+1}) \left( (\theta_{K}^{n+1})^{q-1} - (\theta_{L}^{n+1})^{q-1} \right).
\]

On the one hand, for the first addend we can symmetrize again such that
\[
II_{1}^{n} = \frac{q - 1}{q} k \sum_{K} (\theta_{K}^{n+1})^{q} \sum_{K \sim L} |K|L |u_{KL}^{n} = \frac{q - 1}{q} k \sum_{K} (\theta_{K}^{n+1})^{q} (\nabla \cdot u)^{n}_{K} \geq -\frac{q - 1}{q} k \lambda^{n} \|\theta_{K,h}(t^{n+1})\|_{L^{q}}^{q}
\]
where $\lambda^{n} = k \|(\nabla \cdot u(t^{n}))\)_{k,h}\|_{L_{\infty}}$. On the other hand, we estimate $II_{2}^{n}$ using the following bound
\[
|\Theta_{2}(x, y) - \Theta_{q}(x, y)| \leq \frac{|q - 2|}{q} \frac{|x - y|}{2}
\]
(24)

for all $x, y > 0$. More information about the $q$-mean and a detailed proof of the latter estimate can be found on Appendix A from [40]. By the estimate (24) follows
\[
II_{2}^{n} \geq -\frac{k}{2} \frac{|q - 2|}{q} \sum_{K} \sum_{L \sim K} |K|L |u_{KL}^{n} \|\theta_{K}^{n+1} - \theta_{L}^{n+1}\|_{2} \left( (\theta_{K}^{n+1})^{q-1} - (\theta_{L}^{n+1})^{q-1} \right).
Analogously, for both $\mathrm{III}^n$ and $\mathrm{IV}^n$ the symmetrization procedure might be applied to get the bounds

$$\begin{align*}
\mathrm{III}^n \geq & \frac{k}{2} \sum_K \sum_{L \sim K} |K| |u^n_K| \frac{\theta^{n+1}_K - \theta^n_L}{d_{KL}} \left( (\theta^{n+1}_K)^{q-1} - (\theta^{n+1}_L)^{q-1} \right) \\
\mathrm{IV}^n = & \frac{k}{2} \sum_K \sum_{L \sim K} |K| |L| \frac{\theta^{n+1}_K - \theta^{n+1}_L}{d_{KL}} \left( (\theta^{n+1}_K)^{q-1} - (\theta^{n+1}_L)^{q-1} \right).
\end{align*}$$

All in all we get the estimate

$$\left\| \theta^{n+1}_{k,h} \right\|_{L^q}^q + \frac{k}{2} \sum_K \sum_{L \sim K} |K| |u^n_K| \frac{\theta^{n+1}_K - \theta^n_L}{d_{KL}} \left( (\theta^{n+1}_K)^{q-1} - (\theta^{n+1}_L)^{q-1} \right) \left\| \theta^{n+1}_{k,h} \right\|_{L^q} \leq \left\| \theta^n_{k,h} \right\|_{L^q} \left\| \theta^{n+1}_{k,h} \right\|_{L^q},$$

(25)

In order to obtain the first stability estimate (22) we can drop the second and third addends in (25) such that, dividing by $\left\| \theta^{n+1}_{k,h} \right\|_{L^q}$, we get

$$\left( 1 - \frac{q-1}{q} \lambda^n \right) \left\| \theta^{n+1}_{k,h} \right\|_{L^q} \leq \left\| \theta^n_{k,h} \right\|_{L^q}.$$

Now, if $k \leq k_{\max}(\alpha)$ it holds that

$$\frac{q-1}{q} \lambda^n \leq \frac{\alpha - 1}{\alpha},$$

and therefore

$$\frac{1}{1 - \frac{q-1}{q} \lambda^n} \leq 1 + \frac{\alpha (q-1)}{q} \lambda^n \leq \exp \left( \frac{\alpha (q-1)}{q} \lambda^n \right).$$

By an iterative argument we get

$$\left\| \theta^n_{k,h} \right\|_{L^q} \leq \exp \left( \frac{\alpha (q-1)}{q} \sum_{i=1}^n \left\| (\nabla \cdot u(t^{i-1})^-)_{k,h} \right\|_{L^\infty} \right) \left\| \theta^0_{k,h} \right\|_{L^q},$$

for every $n \in [0, N]$ and thus we get the first stability estimate (22).

To establish the temporal and spatial gradient estimate (23) we repeat a similar computation. However now we need to develop a different bound for the term $I^n$ and thus we use the estimate

$$rx^{r-1}(x-y) \geq x^r - y^r + \frac{r(r-1)}{2^{3-r}} \left( \frac{x+y}{2} \right)^{r-2} (x-y)^2$$

that holds for $r \in (1, 2]$ and comes from the convexity of the map $x \mapsto x^r$. Then, by setting $x = \theta^{n+1}_K$, $y = \theta^n_K$ and $r \in (1, \min\{q, 2\}]$, we get the following lower bound for $I^n$,

$$I^n = \sum_K |K| (\theta^{n+1}_K)^{r} - \sum_K |K| \theta^n_K (\theta^{n+1}_K)^{r-1} = \sum_K |K| (\theta^{n+1}_K)^{r-1} (\theta^{n+1}_K - \theta^n_K) \geq \frac{1}{r} \sum_K |K| (\theta^{n+1}_K)^{r} - (\theta^n_K)^{r} + \frac{r-1}{2^{3-r}} \sum_K |K| \left( \frac{\theta^{n+1}_K + \theta^n_K}{2} \right)^{r-2} (\theta^{n+1}_K - \theta^n_K)^2,$$
and adding it to the stability estimate (25) instead of the previous one, we get

\[
\frac{1}{r} \left\| \theta_{n+1} \right\|_{L^r}^r + \frac{r-1}{2} \sum_{K} |K| \left( \frac{\theta_{n+1} + \theta_n}{2} \right)^{r-2} \left( \theta_{n+1} - \theta_n \right)^2 \\
+ \frac{r-1}{2} \sum_{K} |K/L| u_n K_L \left( (\theta_{n+1} - \theta_{n+1}) \left( (\theta_{n+1})^{-1} - (\theta_{n+1})^{-1} \right) \\
+ \frac{r-1}{2} \sum_{K} \left| K/L \right| \frac{\theta_{n+1} - \theta_n}{d_{KL}} \left( (\theta_{n+1})^{-1} - (\theta_{n+1})^{-1} \right) \\
\leq \frac{1}{r} \left\| \theta_{n+1} \right\|_{L^r}^r + \frac{r-1}{2} \lambda \left\| \theta_{n+1} \right\|_{L^r}^r.
\]

We now rewrite the advection and diffusion terms using the following elementary inequality that holds for any \( r \in (1, 2] \) and \( x, y > 0 \),

\[
(x - y^2 \left( \frac{x + y}{2} \right)^{r-2} \leq (x - y) \frac{x^{r-1} - y^{r-1}}{r-1}.
\]

Choosing \( x = \theta_{n+1}^K, y = \theta_{n+1}^L \) we thus get

\[
\frac{r-1}{2^{r-1}} \sum_{K} |K| \left( \frac{\theta_{n+1}^K + \theta_n^K}{2} \right)^{r-2} \left( \theta_{n+1}^K - \theta_n^K \right)^2 \\
+ \frac{r-1}{2} \sum_{K} \left| K/L \right| \left( \frac{u_n K_L}{d_{KL}} \right) \left( \frac{\theta_{n+1}^K - \theta_n^L}{2} \right) \left( \theta_{n+1}^K - \theta_n^L \right)^2 \\
\leq \frac{1}{r} \left\| \theta_{n+1} \right\|_{L^r}^r + \frac{r-1}{2} \lambda \left\| \theta_{n+1} \right\|_{L^r}^r.
\]

Summing over \( n \) and applying (22) it yields the desired estimate (23) with constant

\[
C_r = 2 \max \left\{ \frac{2^{2-r}}{r}, \frac{r}{r-1} \right\}.
\]

\[\Box\]

Lemma 2 provides a discrete version of the standard stability and energy estimates in the continuous setting. On the one hand (22) is the discrete version of (5), while on the other hand (6) is reproduced in the numerical scheme setting by (23) dropping the addends related to the time derivative and the advection field.

A direct consequence of Lemma 2 together with (19) and (20) is that the expressions on the right hand side innu (22) and (23) are controlled by \( \| \theta^0 \|_{L^q} \) and \( \| (\nabla \cdot u)^- \|_{L^1(L^\infty)} \) and therefore they are \( O(1) \). In particular it holds

\[
\| \theta_{n+1} \|_{L^\infty(L^q)} \lesssim 1,
\]

which is certainly not surprising since that also holds for the exact solutions of (1).

Let us introduce now two weak BV estimates which will be a key tool to obtain the desired result from Theorem 1. These estimates are a consequence of numerical diffusion.

**Lemma 3** (BV estimates). Let \( \theta_{n+1} \) be a solution of the numerical scheme (14). Under the assumptions of Theorem 1 we get the following BV estimates

\[
\sum_n \sum_K |K| \left\| \theta_{n+1}^K - \theta_n^K \right\| \lesssim \sqrt{\frac{T}{k}},
\]  

(26)
The first estimate on the time discretization (26) does not have a counterpart in the continuous setting and it is a by-product of the numerical diffusion introduced by the temporal discretization of the scheme. The second one (27) instead presents two differentiated parts. First we obtain a spatial strong BV estimate

\[ k \sum_{n} \sum_{K} \sum_{L \sim K} |K|L \left( \sqrt{\frac{k}{T}} + \sqrt{\frac{h}{T\|u\|_{\infty}}} |u_{K,L}^{n}\right) \left| \theta_{K}^{n+1} - \theta_{L}^{n+1} \right| \lesssim 1. \tag{27} \]

Then, via Cauchy–Schwarz,

\[ \sum_{K} |K||\theta_{K}^{n+1} - \theta_{K}^{n}| \left( \frac{\theta_{K}^{n+1} + \theta_{K}^{n}}{2} \right)^{-r/2} \left( \frac{2}{2} \right)^{2-r} = 1^n. \]

By Lemma 2 and (20), the first factor of the product is controlled by a constant depending on \( r \), the \( L^1(L^\infty) \) norm of \((\nabla \cdot u)^-\) and the \( L^r \) norm of the initial datum. Therefore, summing over \( n \) and applying Jensen’s inequality for the time variable now we can write,

\[ \sum_{n} \Gamma^n \lesssim \left[ \sum_{K} |K| \left( \frac{\theta_{K}^{n+1} + \theta_{K}^{n}}{2} \right)^{-2} \right]^{1/2} \left[ \sum_{K} |K| \left( \frac{\theta_{K}^{n+1} + \theta_{K}^{n}}{2} \right)^{2-r} \right]^{1/2} \lesssim \sum_{n} \left[ \sum_{K} |K| \left( \left( \frac{\theta_{K}^{n+1}}{2} \right)^{2-r} + \left( \frac{\theta_{K}^{n}}{2} \right)^{2-r} \right) \right]^{1/2} \]

Hence, by (19) and (20) we get the weak BV estimate (26) for nonnegative initial data. Once this is established, for general initial data the estimate follows via triangle inequality.

We start proving (26). Let us first consider a nonnegative initial datum. Let

\[ \text{Proof.} \]
we can just apply a triangle inequality. Smuggling the same weight as before, with \( r \in (1, \min\{q, 2\}] \), together with a factor \( d_{KL} \) we can write via Cauchy–Schwarz inequality,

\[
k \sum_n \sum_K \sum_{L \sim K} |K| |L| |\theta_{K}^{n+1} - \theta_{L}^{n+1}| = k \sum_n (\Pi_{S}^{n})^{1/2} (\Pi_{S}^{i})^{1/2} = \left( k \sum_n \Pi_{S}^{n} \right)^{1/2} \left( k \sum_n \Pi_{S}^{i} \right)^{1/2}
\]

with

\[
\Pi_{S}^{n} = \sum_K \sum_{L \sim K} |K| |L| \left( \frac{\theta_{K}^{n+1} - \theta_{L}^{n+1}}{d_{KL}} \right)^2 \left( \frac{\theta_{K}^{n+1} + \theta_{L}^{n+1}}{2} \right)^{r-2},
\]

\[
\Pi_{S}^{i} = \sum_K \sum_{L \sim K} |K| |L| d_{KL} \left( \frac{\theta_{K}^{n+1} + \theta_{L}^{n+1}}{2} \right)^{2-r}.
\]

The term involving \( \Pi_{S}^{n} \) is controlled thanks to (23) by

\[
\left( k \sum_n \Pi_{S}^{n} \right)^{1/2} \lesssim \frac{1}{\sqrt{K}}.
\]

For \( \Pi_{S}^{i} \) we can use the identity \((x+y)/2)^{2-r} \leq x^{2-r} + y^{2-r}\) for any \( x, y > 0 \) and the trivial bound \( d_{KL} \leq 2h \). Then by the isoperimetric property of the mesh (10) we get

\[
\Pi_{S}^{i} \leq h \sum_K (\theta_{K}^{n+1})^{2-r} \sum_{L \sim K} |K| |L| \lesssim \sum_K |K| (\theta_{K}^{n+1})^{2-r} = \| \theta_{k,h}(t^n) \| \text{L}^{2-r}.
\]

Again we can estimate \( \| \theta_{k,h}(t^n) \| \text{L}^{2-r} \) by \( \| \theta_{k,h}(t^n) \| \text{L}^{r} \) and a factor depending on \( |\Omega| \) so that it yields the remaining term

\[
\left( k \sum_n \Pi_{S}^{i} \right)^{1/2} \lesssim \sqrt{T}.
\]

Thus, we obtain the strong BV estimate (28).

For the weak BV estimate (29) we follow a similar argument. Let \( r \in (1, \min\{q, 2\}] \) and apply Cauchy–Schwarz as before,

\[
k \sum_n \sum_K \sum_{L \sim K} |K| |L| |u_{KL}^{n}||\theta_{K}^{n+1} - \theta_{L}^{n+1}| = k \sum_n (\Pi_{W}^{n})^{1/2} (\Pi_{W}^{i})^{1/2} = \left( k \sum_n \Pi_{W}^{n} \right)^{1/2} \left( k \sum_n \Pi_{W}^{i} \right)^{1/2}
\]

where now we define

\[
\Pi_{W}^{n} = \sum_K \sum_{L \sim K} |K| |L| |u_{KL}^{n}|^2 (\theta_{K}^{n+1} - \theta_{L}^{n+1})^2 \left( \frac{\theta_{K}^{n+1} + \theta_{L}^{n+1}}{2} \right)^{r-2},
\]

\[
\Pi_{W}^{i} = \sum_K \sum_{L \sim K} |K| |L| \left( \frac{\theta_{K}^{n+1} + \theta_{L}^{n+1}}{2} \right)^{2-r}.
\]

Then a direct application of (23) and following the previous argument for the strong BV estimate we obtain

\[
\left( k \sum_n \Pi_{W}^{n} \right)^{1/2} \lesssim \sqrt{\|u\|_{\infty}} \quad \text{and} \quad \left( k \sum_n \Pi_{W}^{i} \right)^{1/2} \lesssim \sqrt{T} / h
\]

so that we complete the proof of (27). \( \square \)
3. LOGARITHMIC KANTOROVICH–RUBINSTEIN DISTANCES

In this section we give an overview about the optimal transport distance that we use to measure the errors in Theorem 1. For a deeper understanding and proofs of the results here mentioned we refer to the monograph by Villani [52].

Consider two nonnegative measures $\mu_1, \mu_2 \in L^1_+(\Omega) = \{\mu \in L^1(\Omega) \mid \mu \geq 0\}$. We define the set of all transport plans between $\mu_1$ and $\mu_2$, denoted by $\Pi(\mu_1, \mu_2)$, as the collection of all measures $\pi$ on $\Omega \times \Omega$ such that

$$\pi[A \times \Omega] = \mu_1[A] \text{ and } \pi[\Omega \times A] = \mu_2[A] \quad \text{for all measurable } A \subseteq \Omega,$$

or equivalently such that

$$\int_{\Omega \times \Omega} (f_1(x) + f_2(y)) \, d\pi(x, y) = \int_{\Omega} f_1 \, d\mu_1 + \int_{\Omega} f_2 \, d\mu_2$$

for all $f_1 \in L^1(\mu_1)$, $f_2 \in L^1(\mu_2)$.

We define a non-decreasing function $c : [0, \infty) \to [0, \infty)$ called cost function that models the cost of the transport of an infinitesimal part of the configurations. The optimal transport problem consists of finding the transport plan in $\Pi(\mu_1, \mu_2)$ that minimizes the total cost of transportation from one configuration to another, more precisely

$$\mathcal{D}_c(\mu_1, \mu_2) = \inf_{\pi \in \Pi(\mu_1, \mu_2)} \int_{\Omega \times \Omega} c(|x - y|) \, d\pi(x, y).$$

When the cost function is given by a distance $d(x, y) = c(|x - y|)$ then the quantity $\mathcal{D}_c(\mu_1, \mu_2)$ defines a metric in the space of measures, the so-called Kantorovich–Rubinstein metric. In addition, if the cost function is concave, the optimal transport problem admits a dual formulation that reads as follows,

$$\mathcal{D}_c(\mu_1, \mu_2) = \sup_{\zeta : \Omega \to \mathbb{R}} \left\{ \int_{\Omega} \zeta(x)(\mu_1(x) - \mu_2(x)) \, dx : \left| \zeta(x) - \zeta(y) \right| \leq c(|x - y|) \right\},$$

where the optimal $\zeta$ in this representation will be referred as the Kantorovich potential.

By means of the dual formulation we see that the distance $\mathcal{D}_c(\mu_1, \mu_2)$ only depends on the difference $\mu_1 - \mu_2$ (when the cost function is concave) and we thus can consider negative or not-signed densities as long as both $\mu_1$ and $\mu_2$ are of the same mass, i.e., $\mu_1[\Omega] = \mu_2[\Omega]$. This way, the quantity $\mathcal{D}_c(\mu_1, \mu_2)$ defines a distance on the space of densities with same total mass.

In this context, for any mean-zero density, i.e., for any $\mu \in L^1(\Omega)$ such that

$$\int_{\Omega} \mu(x) \, dx = 0$$

we can conveniently define the norm

$$\mathcal{D}_c(\mu) = \mathcal{D}_c(\mu, 0) = \mathcal{D}_c(\mu^+, \mu^-).$$

For the results here presented we are specifically interested in a particular concave cost function. For any $\delta > 0$ we define

$$c(z) = \log\left(\frac{z}{\delta} + 1\right)$$

such that the optimal transportation distance that we use in Theorem 1 reads,

$$\mathcal{D}_{\delta}(\mu_1, \mu_2) = \inf_{\pi \in \Pi(\mu_1, \mu_2)} \int_{\Omega \times \Omega} \log\left(\frac{|x - y|}{\delta} + 1\right) \, d\pi(x, y)$$

(30)
for all $\mu_1, \mu_2 \in L^1(\Omega)$ with same total mass. Furthermore, the Kantorovich potential associated to this logarithmic cost has the Lipschitz property,
\[
\| \nabla \zeta \|_{L^\infty} \leq \frac{1}{\delta}
\]  
(31)

The logarithmic cost has been used in previous works to study transport and advection–diffusion equations, see [13,32,42], since similar expressions appear naturally when searching for stability estimates for the transport equation in the smooth setting. It is of particular interest for us here because the distance is singular when $\delta \to 0$, therefore if we find a uniform bound for the distance as $\delta \to 0$, it means that $\mu_1 \to \mu_2$ (in some sense) with rate, at most, $\delta$. Since finding optimal rates of convergence is the main goal of this work, it appears natural to make use of the distance (30).

The convergence $\mu_1 \to \mu_2$ takes place in the weak topology, i.e., $\mu_1 \to \mu_2$, because one of the most powerful properties of the Kantorovich–Rubinstein distances is that they metrize weak convergence, see Theorem 7.12 of [52]. This means that $D_\epsilon(\mu_1, \mu_2) \to 0$ if and only if $\mu_1 \to \mu_2$.

To sum up we present a result that deals with the differentiability properties of the properties of the logarithmic Kantorovich–Rubinstein distance (30). This is very useful for the derivation of some of the stability estimates presented on the next section, especially when measuring the distance between two solutions of the advection–diffusion equation (1).

**Lemma 4.** Let $\mu_1, \mu_2 \in L^\infty(L^q) \cap L^1(W^{1,1})$ with $q > 1$ be two solutions to the advection–diffusion equation (1) with vector fields $u_1, u_2$ and diffusion coefficients $\kappa_1, \kappa_2$ respectively. Then the mapping $t \mapsto D_\delta(\mu_1(t), \mu_2(t))$ is absolutely continuous with
\[
\frac{d}{dt} D_\delta(\mu_1(t), \mu_2(t)) = \int_\Omega \nabla \zeta_t \cdot (u_1(t)\mu_1(t) - u_2(t)\mu_2(t)) \, dx - \int_\Omega \nabla \zeta_t \cdot (\kappa_1 \nabla \mu_1(t) - \kappa_2 \nabla \mu_2(t)) \, dx,
\]  
(32)
where $\zeta_t$ is the Kantorovich potential corresponding to $D_\delta(\mu_1(t), \mu_2(t))$.

For a proof of this result in the whole space we refer to Lemma 4 of [32]. Everything is straightforwardly adaptable to bounded domains with the no-flux boundary condition (2). Furthermore, for a bounded domain $\Omega$, if $q > 1$ then the first moments are finite and standard embeddings of Lebesgue spaces imply $\theta_1, \theta_2 \in L^1(W^{1,1})$.

### 4. Proof of Theorem 1

In this section we will prove the main result of the paper. In order to do so we need to derive all the error estimates coming from the different discretizations that contribute to the stability estimate (18). There are two main sources of error: on the one hand the discretization in time and space of the initial datum and the vector field and on the other hand there is the error associated to the scheme, also known as truncation error. For the diffusionless transport equation one can see (for instance, in [39,40]) that the error that governs the convergence of the numerical solution comes exclusively in form of truncation error. However in our case we will see how both sources of error, truncation and discretization of data, contribute equally to the final estimate.

Before turning to the proof of the Theorem let us first mention essential mathematical tools to study stability estimates for the advection–diffusion equations in a low regularity framework.

On the one hand, we use the Hardy–Littlewood maximal function from the Calderón–Zygmund theory in harmonic analysis. Given a measurable function $f : \mathbb{R}^d \to \mathbb{R}$, we say $M$ is the maximal function operator and it is defined by
\[
Mf(x) = \sup_{R > 0} \frac{1}{R^d} \int_{B_R(x) \cap \Omega} |f(y)| \, dy.
\]

The operator is continuous from $L^p$ to $L^p$ for every $1 < p \leq \infty$ and therefore we get the estimate,
\[
\|Mf\|_{L^p} \lesssim \|f\|_{L^p}, \quad \text{for } 1 < p \leq \infty.
\]  
(33)
Moreover, via the maximal function we can establish bounds for the different quotients of a measurable function through the so-called Morrey’s inequality, that is
\[
\left| \frac{f(x) - f(y)}{|x - y|} \right| \lesssim (M \nabla f)(x) + (M \nabla f)(y)
\]
for almost every \( x, y \in \Omega \) and where \( f \) denotes a Sobolev regular extension of \( f \) to the full space \( \mathbb{R}^d \). These type of arguments with Morrey’s inequality to deal with transport and advection–diffusion equations on the DiPerna–Lions setting have been broadly used, see for instance [7,13,32,42].

On the other hand, as stated in the introduction the stability estimate (6) provides for any \( I \subset [0,T] \) an explicit control on the \( L^1(I; W^{1,1}(\Omega)) \) norm of the solution to (1). We can see this by choosing \( r \in (1, \min \{ q, 2 \}) \), then we have
\[
\int I \int_\Omega |\nabla \theta| \, dx \, dt \leq \left( \int I \int_\Omega |\theta|^{-2} |\nabla \theta|^2 \, dx \, dt \right)^{1/2} \left( \int I \int_\Omega |\theta|^{2-r} \, dx \, dt \right)^{1/2} \lesssim \sqrt{\frac{I}{\kappa}} \| \theta \|_{L^r}
\]
where we have used Hölder’s inequality and we have estimated \( \| \theta \|_{L^{\infty}(L^{2-r})} \) by \( \| \theta \|_{L^{\infty}(L^r)} \) with a factor depending on \( |\Omega| \) via
\[
\int I \int_\Omega |\theta|^{2-r} \, dx \, dt \lesssim \left( \int I \int_\Omega |\theta|^r \, dx \right)^{2-r} \lesssim |I| \| \theta \|^{2-r}_{L^{\infty}(L^r)}.
\]

4.1. Error due to the discretization of the data

We start with the contribution to the error estimates caused by the discretization in time.

**Lemma 5.** Let \( t \in [t^n, t^{n+1}) \) with \( n \in [0, N-1] \). Then it holds
\[
D_\delta(\theta(t), \theta(t^n)) \lesssim \frac{k}{\delta} \| u \|_{\infty} + \sqrt{\frac{k}{\kappa}}.
\]

**Proof.** Let \( \zeta(t) \) be the optimal Kantorovich potential corresponding to the distance \( D_\delta(\theta(t), \theta(t^n)) \) at time \( t \in [t^n, t^{n+1}) \) for some \( n \in [0, N-1] \), such that
\[
D_\delta(\theta(t), \theta(t^n)) = \int_\Omega \zeta(t)(\theta(t,x) - \theta(t^n,x)) \, dx.
\]

By means of (32) we can rewrite the distance as
\[
D_\delta(\theta(t), \theta(t^n)) = \int_I \int_\Omega \nabla \zeta(t)(x) \cdot (u(s,x) \theta(s,x) - \theta(s,x)) \, dx \, ds - \kappa \int_I \int_\Omega \nabla \zeta(t)(x) \cdot \nabla \theta(s,x) \, dx \, ds,
\]
that to shorten the notation we denote as \( D_\delta(\theta(t), \theta(t^n)) = I + II \). The first addend can be controlled by the standard estimate (31) as follows,
\[
I = \int_I \int_\Omega \nabla \zeta(t)(x) \cdot u(s,x) \theta(s,x) \, dx \, ds \lesssim \frac{k}{\delta} \| u \|_{\infty} \| \theta \|_{L^{\infty}(L^1)}.
\]

For the second term, we apply the estimate (35) on the time interval \([t^n, t]\) and we get
\[
\| \nabla \theta \|_{L^1([t^n, t]; L^1(\Omega))} \lesssim \sqrt{\frac{t - t^n}{\kappa}} \leq \sqrt{\frac{k}{\kappa}}
\]
and thus it yields the bound for \( II \) via
\[
II = -\kappa \int_I \int_\Omega \nabla \zeta(t)(x) \cdot \nabla \theta(s,x) \, dx \, ds \lesssim \frac{\kappa}{\delta} \int_I \int_\Omega |\nabla \theta(s,x)| \, dx \, ds \lesssim \frac{\sqrt{kk}}{\delta}.
\]

Thus, putting everything together it yields the estimate (36). \( \square \)
Next in order we study the error caused by the spatial discretization of the initial datum \( \theta^0 \). We define \( \theta^n(x) = \theta^k(x) \) as in (12) piecewise for almost every \( x \in K \) and for each \( K \in T \). This result is a straightforward consequence of the stability estimate for the advection–diffusion equation (8).

**Lemma 6.** Let \( \theta^h \) be the solution to the advection–diffusion equation (1) with initial datum \( \theta^0_h \). Then it holds

\[
\sup_{0 \leq t \leq T} D_h(\theta(t), \theta^h(t)) \lesssim 1 + \frac{h}{\delta}. \tag{37}
\]

**Proof.** In this case \( \theta \) and \( \theta^h \) are solutions to the same equation with same velocity fields and same diffusion coefficients, therefore a direct application of (8) yields

\[
\sup_{0 \leq t \leq T} D_h(\theta(t), \theta^h(t)) \lesssim 1 + D(\theta^0, \theta^0_h).
\]

Now let us write \( \zeta_t \) to denote the optimal Kantorovich potential such that it holds

\[
D(\theta^0, \theta^0_h) = \int_{\Omega} \zeta_t(x)(\theta^h(x) - \theta^0_h) \, dx = \int_{\Omega} (\zeta_t(x) - (\zeta_t)_h(x)) \theta^0(x) \, dx
\]

where the second equality comes from the symmetry property of the cell-averaging \((\cdot)_h\) operator, that is

\[
\int_{\Omega} f(x)g_h(x) \, dx = \sum_K |K| \int_K \int_K f(x)g(y) \, dy \, dx = \int_{\Omega} f_h(x)g(x) \, dx
\]

for all integrable \( f \) and \( g \) such that its product is also integrable. Furthermore, we use the definition of the Kantorovich potential together with its Lipschitz bound (31) pointwise in \( x \in K \) so that,

\[
|\zeta_t(x) - (\zeta_t)_h(x)| \leq \int_K |\zeta_t(x) - \zeta_t(y)| \, dy \leq \int_K \log \left( \frac{|x-y|}{\delta} + 1 \right) \, dy \leq \log \left( \frac{h}{\delta} + 1 \right) \leq \frac{h}{\delta}.
\]

We thus find the final estimate (37) just by combining everything. \( \square \)

In addition we must also consider the error due to the time discretization for the coefficients of the equation. We denote by \( u^k \) the vector field averaged in time over \([t^n, t^{n+1}]\) as follows,

\[
u^k(t, x) = \int_{t^n}^{t^{n+1}} u(t, x) \, dt \text{ for a.e. } t \in [t^n, t^{n+1}].
\]

**Lemma 7.** Let \( \theta^k \) be the solution to the advection–diffusion equation (1) with vector field \( u^k \). Then it holds for any \( m \in \mathbb{Z}^+ \)

\[
D(\theta(t^m, \cdot), \theta^k(t^m, \cdot)) \lesssim 1 + \frac{k(\|u\|_\infty + 1)}{\delta} + \frac{\sqrt{K_K}}{\delta}. \tag{38}
\]

For the proof of the lemma we need to introduce a stochastic Lagrangian representation for the advection–diffusion equation. Consider a filtered probability space \((\mathcal{U}, \mathcal{F}, \mathcal{F}_t, \mathbb{P})\), for any \( t \geq 0 \) we say the map \( X_t : \Omega \to \Omega \) is an **stochastic Lagrangian flow** if for every \( x \in \Omega \) it solves the stochastic differential equation

\[
X_t = X^x_t = x + \int_0^t u(s, X_s(x)) \, ds + \sqrt{2K} B_t - \int_0^t n(X_s(x)) \, dL_s. \tag{39}
\]

Here \( \{B_t\}_{t \geq 0} \) is a \( \mathcal{F}_t \)-adapted Brownian motion and \( \{L_t\}_{t \geq 0} \) is an \( \mathcal{F}_t \)-adapted local time of the process \( \{X_t\}_{t \geq 0} \) at the boundary \( \partial \Omega \). By the classic Doob maximal martingale inequality (see [36]), we have for any \( q > 1 \) the bound for the Brownian motion,

\[
\mathbb{E} \left[ \sup_{0 \leq s \leq t} |B_s|^q \right]^{\frac{1}{q}} \leq \frac{q}{q-1} \sqrt{t}. \tag{40}
\]
Since the setting and tools needed for the proof of this lemma use some language from stochastic analysis and differs from the rest of the mathematical tools presented in this paper, we include for the convenience of the reader the Appendix A reviewing some of the abstract setting and the formal definitions that will be used along this proof.

**Proof of Lemma 7.** We can assume by a density argument that \( u \) and \( u^k \) are smooth in space and continuous in time. Indeed, this a consequence of a classic approximation argument leading to the emergence of a commutator, which can be estimated along the lines of Lemma 2.1 from [18] or Section 2 from [17], and the fact that the logarithmic Kantorovich–Rubinstein distance metrizes weak convergence.

Without loss of generality, we assume that \( \theta^0 \) is a probability measure. Hence, by the results stated in the Appendix we find processes \( \{X_t\}_{t \geq 0} \) and \( \{X^k_t\}_{t \geq 0} \), strong solutions to the reflected SDE (A.1) started with law \( \theta^0 \) driven by the same Brownian motion \( \{B_t\}_{t \geq 0} \) with vector field \( u \) and \( u^k \), respectively. The according local times at the boundary are denoted by \( \{L_t\}_{t \geq 0} \) and \( \{L^k_t\}_{t \geq 0} \). In this way, we constructed a pathwise coupling of \( \theta(t) \) and \( \theta^k(t) \), i.e., law \( X_t = \theta(t) \) and law \( X^k_t = \theta^k(t) \) and we can straightforwardly estimate the logarithmic Kantorovich–Rubinstein distance with the help of the Lagrangian coupling for any \( t \in [0, T] \) by

\[
D_\delta(\theta(t), \theta^k(t)) \leq \mathbb{E}_{\theta^0}\left[ \log\left( \frac{|X_t - X^k_t|}{\delta} + 1 \right) \right]
\]

\[
\leq e^{\frac{r_0}{\delta}} \mathbb{E}_{\theta^0}\left[ \log\left( \frac{|X_t - X^k_t|}{\delta} e^{-\frac{1}{\pi_0}(L_t + L^k_t)} + 1 \right) \right],
\]

\[
\leq \mathbb{E}_{\theta^0}\left[ \log\left( \frac{|X_t - X^k_t|}{\delta} e^{-\frac{1}{\pi_0}(L_t + L^k_t)} + 1 \right) \right],
\]

where we used the fact that the boundary local times satisfy \( |L_t|, |L^k_t| \leq t \) for any \( t \in [0, T] \) and where \( r_0 \) is the constant given by the uniform exterior ball condition for the domain (11). We have also estimated \( e^{t/r_0} \) with \( e^{-t/r_0} \) and absorbed this constant in \( \gama \). Hence, by telescoping and using that \( X_0 = X^k_0 \), we arrive at the estimate

\[
D_\delta(\theta(t^n), \theta^k(t^n)) \leq \sum_{n=0}^{m-1} \left( \mathbb{E}_{\theta^0}\left[ \log\left( \frac{|X_{t^{n+1}} - X_{t^{n+1}}^k|}{\delta} e^{-\frac{1}{\pi_0}(L_{t^{n+1}} + L^k_{t^{n+1}})} + 1 \right) \right] - \mathbb{E}_{\theta^0}\left[ \log\left( \frac{|X_{t^{n}} - X_{t^{n}}^k|}{\delta} e^{-\frac{1}{\pi_0}(L_{t^{n}} + L^k_{t^{n}})} + 1 \right) \right] \right).
\]

The representation (39) and Itô’s formula allows to estimate for any \( n \in [0, m-1] \)

\[
\mathbb{E}_{\theta^0}\left[ \log\left( \frac{|X_{t^{n+1}} - X_{t^{n+1}}^k|}{\delta} e^{-\frac{1}{\pi_0}(L_{t^{n+1}} + L^k_{t^{n+1}})} + 1 \right) \right] - \log\left( \frac{|X_{t^{n}} - X_{t^{n}}^k|}{\delta} e^{-\frac{1}{\pi_0}(L_{t^{n}} + L^k_{t^{n}})} + 1 \right)
\]

\[
= \mathbb{E}_{\theta^0}\left[ \int_{t^n}^{t^{n+1}} e^{-\frac{1}{\pi_0}(L_t + L^k_t)} \frac{X_t - X^k_t}{|X_t - X^k_t|} \cdot (dX_t - dX^k_t) - \frac{1}{2\pi_0}|X_t - X^k_t|(dL_t + dL^k_t) \right]
\]

\[
\leq \mathbb{E}_{\theta^0}\left[ \int_{t^n}^{t^{n+1}} \frac{X_t - X^k_t}{|X_t - X^k_t|} \cdot (dX_t - dX^k_t) - \frac{1}{2\pi_0}|X_t - X^k_t|(dL_t + dL^k_t) \right]
\]

\[
\leq \mathbb{E}_{\theta^0}\left[ \int_{t^n}^{t^{n+1}} \frac{|u(t, X_t) - u^k(t, X^k_t)|}{|X_t - X^k_t|} e^{\frac{1}{\pi_0}(L_t + L^k_t)} dt \right]
\]

\[
- \mathbb{E}_{\theta^0}\left[ \int_{t^n}^{t^{n+1}} \frac{X_t - X^k_t}{|X_t - X^k_t|} \cdot n(X_t) dL_t - \frac{X_t - X^k_t}{|X_t - X^k_t|} \cdot n(X^k_t) dL^k_t + \frac{1}{\pi_0}|X_t - X^k_t|(dL_t + dL^k_t) \right].
\]
Next, we rearrange the integrands in the dominator of the second term in such a way that those have a sign thanks to the exterior ball condition (11). Indeed, we observe that for $X_t, X_t^k \in \Omega$, one has

$$\frac{X_t - X_t^k}{|X_t - X_t^k|} \cdot n(X_t) + \frac{1}{2r_0} |X_t - X_t^k| \geq 0,$$

and

$$-\frac{X_t - X_t^k}{|X_t - X_t^k|} \cdot n(X_t^k) + \frac{1}{2r_0} |X_t - X_t^k| = \frac{X_t^k - X_t}{|X_t^k - X_t|} \cdot n(X_t^k) + \frac{1}{2r_0} |X_t^k - X_t| \geq 0.$$

Hence, it is enough to continue to estimate the first one, for which we first get rid of the exponential factor in the denominator again using the property $|L_t|, |L_t^k| \leq t$. Summarizing our findings so far, we get

$$\mathcal{D}_q(\theta(t^m), \theta^k(t^m)) \lesssim \exp \left( \frac{2q^m}{r_0} \right) \sum_{n=0}^{m-1} I^n$$

(41)

where

$$I^n = \mathbb{E}_{q^0} \left[ \int_{t^n}^{t^{n+1}} \frac{|u(t, X_t) - u^k(s, X_t^k)|}{|X_t - X_t^k| + \delta} ds \right].$$

Using the definition of $u^k$ and Morrey’s estimate (34) we can bound the first addend by

$$|u(s, X_t) - u^k(s, X_t^k)| \leq \int_{t^n}^{t^{n+1}} |u(t, X_t) - u(t, X_t^k)| ds \lesssim \int_{t^n}^{t^{n+1}} \left( (M\nabla \eta)(t, X_t) + (M\nabla \eta)(t, X_t^k) \right) |X_t - X_t^k| ds.$$

Plugging this estimate into $I^n$, we introduce the normalized Lebesgue measure

$$d\omega_0(x) = \frac{I_O(x)}{|\Omega|} dx$$

and using Hölder’s inequality we can write

$$I^n \lesssim |\Omega| \int_{t^n}^{t^{n+1}} \int_{t^n}^{t^{n+1}} \mathbb{E}_{q_0} \left[ \left( (M\nabla \eta)(s, X_s) + (M\nabla \eta)(s, X_s^k) \right) \frac{|X_s - X_s^k|}{|X_t - X_t^k| + \delta} |\theta_0|^{\frac{2}{q}} \right] d\tau ds$$

$$\lesssim |\Omega| \int_{t^n}^{t^{n+1}} \int_{t^n}^{t^{n+1}} \mathbb{E}_{q_0} \left[ \left| M\nabla \eta(s, X_s) \right|^p + \left| M\nabla \eta(s, X_s^k) \right|^p \right] \frac{1}{2} \mathbb{E}_{q_0} \left[ \left( \frac{|X_s - X_s^k|}{|X_t - X_t^k| + \delta} |\theta_0| \right)^{\frac{2}{q}} \right] d\tau ds$$

$$\leq \int_{t^n}^{t^{n+1}} \int_{t^n}^{t^{n+1}} \left( \int_\Omega \left| M\nabla \eta(s, x) \right|^p d\omega_s + \int_\Omega \left| M\nabla \eta(s, x) \right|^p d\omega_s^k \right) \frac{1}{2} \mathbb{E}_{q_0} \left[ \left( \frac{|X_s - X_s^k|}{|X_t - X_t^k| + \delta} |\theta_0| \right)^{\frac{2}{q}} \right],$$

where $\omega_t$ and $\omega_t^k$ are by the representation (A.7) solutions to (1) with initial datum $\omega_0$ driven by $u$ and $u^k$, respectively.

Now the $L^p$ norm of the maximal function is directly controlled by the fundamental inequality for maximal functions (33). For the rest we can apply the elemental inequality,

$$|X_s - X_s^k|^q \leq 2^{q-1} \left( |X_s - X_s^k|^q + |X_s^k - X_t^k|^q \right)$$
and by the definition of the stochastic flow (39) we have for any \( t, s \in [t^n, t^{n+1}], s \leq t \), the estimate
\[
\mathbb{E}[X_t - X_s|^q] \leq \mathbb{E} \left[ \int_{t^n}^{t^{n+1}} u(s, X_s) \, ds \right]^q + (2\kappa)^{q/2} \mathbb{E}[|B_{t^{n+1}} - B_{t^n}|^q] + \mathbb{E} \left[ \int_{t^n}^{t^{n+1}} n(X_s) \, dL_s \right]^q
\]
\[
\leq \|u\|_{L^\infty}^q k^q + (2\kappa k)^{q/2} + k^q
\]
where we have used the Doob maximal martingale inequality for the Brownian motion (40) and the standard bound for the \( \mathcal{F}_t \)-adapted process \( L_t \) (A.2) together with the trivial property of the normal vector \( \|n\|_{L^\infty} = 1 \). Therefore, by means of these last two inequalities we can write
\[
\mathbb{E} \left[ \left( \frac{|X_s - X_t|^q}{|X_t - X_s|^q + \delta} \right)^q \right] \leq \mathbb{E} \left[ \frac{2^{q-1}(|X_s - X_t|^q + |X_t - X_s|^q)}{(|X_t - X_s|^q + \delta)^{q}} \right]
\]
\[
\leq \mathbb{E} \left[ \frac{|X_s - X_t|^q + |X_t - X_s|^q}{|X_s - X_t|^q + \delta} \right] \leq 1 + \frac{(\|u\|_{L^\infty}^q + 1)k^q + (\kappa k)^{q/2}}{\delta^q}.
\]
Finally, noticing that \((1 + x^q)^{1/q} \leq 1 + x + (x^q + y^q)^{1/q} \leq x + y\) for all \( q > 1 \) and \( x, y > 0 \), it yields the estimate for \( \Gamma^n \),
\[
\Gamma^n \lesssim \left( 1 + \frac{\|u\|_{L^\infty}^q + 1}{\delta^q} \right)^{1/q} \|\theta^0\|_{L^q} \int_{t^n}^{t^{n+1}} \|\nabla \pi(s)\|_{L^p} \, ds
\]
\[
\lesssim \left( 1 + \frac{\|u\|_{L^\infty}^q}{\delta^q} \frac{k}{\delta} + \frac{\sqrt{\kappa k}}{\delta} \right) \|\theta^0\|_{L^q} \int_{t^n}^{t^{n+1}} \|\nabla \pi(s)\|_{L^p} \, ds
\]  
(42)
and hence by combining it with (41) and using that \( u \in L^1(W^{1,p}) \) we get the result stated by the lemma. \( \square \)

At this point we collect the three discretization errors (time, initial data, vector-field) from Lemmas 5 to 7. Since the Kantorovich–Rubinstein distance \( D_\delta(\cdot, \cdot) \) satisfies the triangle inequality we can just write now for any \( t \in [t^n, t^{n+1}] \) and any \( m \in \{0, N - 1\}, \)
\[
D_\delta(\theta(t), \theta_{k,h}(t)) \leq D_\delta(\theta(t), \theta(t^m)) + D_\delta(\theta(t^m), \theta(h(t^m))) + D_\delta(\theta(h(t^m), \theta_{k,h}(t^m))) + D_\delta(\theta_{k,h}(t^m), \theta_{k,h}(t^n)),
\]
where \( \theta_{k,h} \) is the unique solution to the advection–diffusion equation (1) with vector field \( u^k \) and initial datum \( \theta^0 \). Notice that Lemmas 5 and 6 yield control over the first two addends. In order to get the bound for the third addend we apply Lemma 7 with \( \theta^0 = \theta^0 \), and hence we arrive to the expression
\[
D_\delta(\theta(t), \theta_{k,h}(t)) \lesssim 1 + \frac{h + k\|u\|_{L^\infty} + \sqrt{\kappa k}}{\delta} + D_\delta(\theta_{k,h}(t^m), \theta_{k,h}(t^m)).
\]  
(43)
The last addend in (43) corresponds to the so-called truncation error or error caused by the scheme. We will concentrate on it in the next section.

4.2. Error due to the scheme

Since we already studied the errors coming from the discretization of the initial datum and vector field, we can consider now the continuous problem (1) with vector field \( u^k \) and initial datum \( \theta^0 \). Also we can assume that \( t = t^m \) for some \( m \in [0, N] \) such that we have \( \theta(t, x) = \theta_{k,h}(t^m, x) \). However, for the sake of a clear notation, along this section we will write \( \theta \) denoting \( \theta_{k,h} \).
We want to study the distance \( D_\delta(\theta(t^n), \theta_{k,h}(t^n)) \) and in order to do so it is more convenient to consider a piecewise linear temporal approximation of \( \theta_{k,h} \) defined by

\[
\hat{\theta}_{k,h}(t, x) = \frac{t - t^n}{k} \theta_{k, h}^{n+1} + \frac{t^{n+1} - t}{k} \theta_k^n \quad \text{for a.e. } (t, x) \in [t^n, t^{n+1}) \times K
\]

for all \( K \in \mathcal{T} \) and all \( n \in [0, N] \). One can check that indeed for the time points of the mesh \( t^n \) with \( n \in [0, N] \) it holds \( \theta_{k,h}(t^n) = \theta_{k,h}(t^n) \) and hence no additional error term must be considered. This piecewise linear temporal approximation is particularly convenient because it is weakly differentiable and by construction it holds,

\[
\partial_t \hat{\theta}_{k,h}(t, x) = \frac{\theta_{k, h}^{n+1} - \theta_k^n}{k} \quad \text{for a.e. } (t, x) \in [t^n, t^{n+1}) \times K.
\]

Therefore we can directly apply (32) to obtain

\[
\frac{d}{dt} D_\delta(\theta, \hat{\theta}_{k,h}) = \int \nabla \zeta \cdot u \theta \, dx + \kappa \int \nabla \Delta \theta \, dx - \frac{1}{k} \sum_k \int_K \zeta (\theta_{k, h}^{n+1} - \theta_k^n) \, dx.
\]

where \( \zeta \) represents the optimal Kantorovich potential associated to the distance \( D_\delta(\theta, \hat{\theta}_{k,h}) \).

For the last term in the right hand side we can use the definition of the upwind scheme (21) in an analogous process to what it is done with the continuous part. Then, after integration over \([t^n, t^{n+1})\) we get

\[
D_\delta\left(\theta(t^{n+1}), \hat{\theta}_{k,h}(t^{n+1})\right) - D_\delta\left(\theta(t^n), \hat{\theta}_{k,h}(t^n)\right) = I^n + II^n + III^n + IV^n
\]

with

\[
I^n = \int_{t^n}^{t^{n+1}} \int \nabla \zeta \cdot u (\theta - \theta_h^{n+1}) \, dx \, dt,
\]

\[
II^n = \int_{t^n}^{t^{n+1}} \int \nabla \zeta \cdot u \theta_h^{n+1} \, dx \, dt + k \sum_k \zeta^n_k \sum_{L \sim K} |K| |u_{KL}| \frac{\theta_{k, h}^{n+1} + \theta_L^{n+1}}{2},
\]

\[
III^n = k \sum_k \zeta_k^n \sum_{L \sim K} |K| |u_{KL}| \frac{\theta_{k, h}^{n+1} - \theta_L^{n+1}}{2},
\]

\[
IV^n = \kappa \int_{t^n}^{t^{n+1}} \sum_k \int_K \zeta \left( \Delta \theta - \sum_{L \sim K} |K| |u_{KL}| \frac{\theta_{k, h}^{n+1} - \theta_L^{n+1}}{d_{KL}} \right) \, dx \, dt,
\]

where we use the notation

\[
\zeta_k^n = \int_{t^n}^{t^{n+1}} \int_K \zeta \, dx \, dt.
\]

We will study the contribution to the final error caused by the scheme analysing the four terms separately in the following lemmas.

**Lemma 8** (Error from \( I^n \)). The first contribution to the error caused by the scheme is

\[
\sum_n I^n \lesssim 1 + \frac{\sqrt{KT}\|u\|_\infty}{\delta}.
\]

We will omit the proof of this lemma for the sake of brevity because the argument is completely analogous to the one in Lemma 7 from [40]: a combination of properties of the optimal transport distance, Morrey’s inequality and stability estimates.

From now on our procedure here diverges from the techniques in [40], providing indeed the better convergence rate for the size of the mesh \( h \).
Lemma 9 (Error from $\Pi^n$). The second contribution to the error caused by the scheme is

$$\sum_n \Pi^n \lesssim \frac{h}{\delta} \min\left\{ \|u\|_\infty \sqrt{\frac{T}{K}}, \sqrt{\frac{T}{h}} \right\}.$$

Proof. In order to prove the estimate for $\Pi^n$ first it is convenient to rewrite it in a more suitable way. Let us abuse the notation for the sake of a clear exposition of the results and write $u^n$ for $u(t^n)$ and $\zeta^n$ for the average of $\zeta$ over the interval $[t^n, t^{n+1})$. With this notation for the first addend in $\Pi^n$ notice that

$$\int_K \nabla \zeta \cdot u^n \, dx = \sum_{L \sim K} \int_{K|L} \zeta u^n \cdot n_{KL} \, d\mathcal{H}^{d-1} - \int_K \zeta \nabla \cdot u^n \, dx.$$

Meanwhile, since $u^0_{KL} = -u^0_{K,L}$, for the second addend it holds

$$k \sum_{L \sim K} |K|L |u^0_{KL}\frac{\theta_K^{n+1} + \theta_K^n}{2} = k \sum_{L \sim K} |K|L u^n_{KL} \frac{\zeta^n_K}{2}.$$

Therefore we can develop the whole term as follows

$$\Pi^n = k \sum_{L \sim K} \frac{\theta_K^{n+1}}{2} \left[ \int_{K|L} \zeta u^n \cdot n_{KL} \, d\mathcal{H}^{d-1} - |K|L |u^n_{KL} \frac{\zeta^n_K + \zeta^n_L}{2} \right] - k \sum_{L \sim K} \frac{\theta_K^n}{2} \int_K (\zeta^n - \zeta^n) \nabla \cdot u^n \, dx$$

$$= k \sum_{L \sim K} \frac{\theta_K^{n+1}}{2} \int_{K|L} \zeta^n \left[ (u^n - u^n_K) - \int_{K|L} (u^n - u^n_K) \, d\mathcal{H}^{d-1} \right] \cdot n_{KL} \, d\mathcal{H}^{d-1}$$

$$+ k \sum_{L \sim K} \frac{\theta_K^{n+1}}{2} \int_{K|L} u^n_{KL} \left( \int_{K|L} \zeta^n \, d\mathcal{H}^{d-1} - \frac{\zeta^n_K + \zeta^n_L}{2} \right) - k \sum_{L \sim K} \frac{\theta_K^n}{2} \int_K (\zeta^n - \zeta^n_K) \nabla \cdot u^n \, dx,$$

so that we call the three addends $\Pi^n_1$, $\Pi^n_2$ and $\Pi^n_3$ respectively.

First, to estimate $\Pi^n_1$, we can use the fact that $\zeta^n_K$ is constant to add and subtract on each $L \sim K$ a term of the form

$$\zeta^n_K \int_{K|L} (u^n - u^n_K) \cdot n_{KL} \, d\mathcal{H}^{d-1}$$

such that we obtain

$$\Pi^n_1 = k \sum_{L \sim K} \frac{\theta_K^{n+1}}{2} \int_{K|L} (\zeta^n - \zeta^n_K)(u^n - u^n_K) \cdot n_{KL} \, d\mathcal{H}^{d-1} + k \sum_{L \sim K} \frac{\theta_K^n}{2} \int_{K|L} \zeta^n(u^n - u^n_K) \cdot n_{KL} \, d\mathcal{H}^{d-1}$$

$$- k \sum_{L \sim K} \frac{\theta_K^{n+1}}{2} \int_{K|L} (u^n - u^n_K) \, d\mathcal{H}^{d-1} \cdot n_{KL} \, d\mathcal{H}^{d-1}$$

$$\leq 2k \sum_{K} \theta_K^{n+1} \|\zeta^n - \zeta^n_K\|_{L^\infty} \int_{\partial K} |u^n - u^n_K| \, d\mathcal{H}^{d-1}.$$

Now on the one hand we use the Lipschitz condition of the Kantorovich potential, i.e., for every $x \in K$ it holds

$$|\zeta(x) - \zeta_K| = \left| \int_K (\zeta(x) - \zeta(y)) \, dy \right| \leq \|\nabla\zeta\|_{L^\infty} \int_K |x - y| \, dy \lesssim \frac{h}{\delta}.$$

(49)

On the other hand by means of the trace and the Poincaré inequality (9) we obtain

$$\int_{\partial K} |u^n - u^n_K| \, d\mathcal{H}^{d-1} \lesssim \|\nabla u^n\|_{L^1(K)} + \frac{1}{h} \|u^n - u^n_K\|_{L^1(K)} \lesssim \|\nabla u^n\|_{L^1(K)}.$$
Therefore combining everything, summing over \( n \) and using Hölder’s inequality we get the estimate,
\[
\sum_n \Pi_n^2 \lesssim \frac{kh}{\delta} \sum_n \sum_K |K||L| |u^n||L^1(K)| \leq \frac{h}{\delta} \|\theta_{k,h}\|_{L^\infty(L^p)}\|\nabla u\|_{L^1(L^p)}.
\]

For \( \Pi_2^2 \) instead we use again that \( u_{KL}^n = -u_{LK}^n \) and hence we can rewrite the term as
\[
\Pi_2^2 = k \sum_K \frac{\theta_{KL}^{n+1} - \theta_{LK}^{n+1}}{2} \sum_{L \sim K} |K||L| |u_K^n| \int_{K,L} \zeta_n dH^{d-1} - \frac{\zeta_{KL}^n + \zeta_{LK}^n}{2},
\]

so that by the Lipschitz property of \( \zeta \) the last factor is bounded by
\[
\int_{K,L} \zeta_n dH^{d-1} - \frac{\zeta_{KL}^n - \zeta_{LK}^n}{2} \lesssim \int_{K,L} (\zeta_n(x) - \zeta_n(y)) dH^{d-1}(x) dy \lesssim \frac{h}{\delta}.
\]

Therefore, \( \Pi_2^2 \) is controlled then by a term of the form
\[
\Pi_2^2 \lesssim \frac{kh}{\delta} \sum_K \sum_{L \sim K} |K||L| |u_K^n| \left| \theta_{KL}^{n+1} - \theta_{LK}^{n+1} \right|,
\]

and thus a direct application of (27) yields
\[
\sum_n \Pi_2^2 \lesssim \frac{h}{\delta} \min \left\{ \|u\|_\infty \sqrt{\frac{T}{K}}, \sqrt{\frac{T\|u\|_\infty^p}{kh}} \right\}.
\]

Finally for the third addend \( \Pi_3^n \) we make use again of the Lipschitz property of \( \zeta \) from (49) and we bound the divergence of the vector field \( u^n \) by its gradient and some dimension dependant constant such that we obtain
\[
\Pi_3^n \lesssim \frac{kh}{\delta} \sum_K |K| |L| |u_K^n| |\nabla u^n| dx \leq \frac{kh}{\delta} \|\theta_{KL}^{n+1}\|_{L^p} \|\nabla u^n\|_{L^p}.
\]

After summation in \( n \) we get a bound analogous to the bound that we got for \( \Pi_1^n \) and thus all three addends in \( \Pi^n \) are controlled by the factor stated in the claim of the Lemma. \( \Box \)

**Lemma 10 (Error from \( \Pi^n \)).** The third contribution to the error caused by the scheme is
\[
\sum_n \Pi_3^n \lesssim \frac{h}{\delta} \min \left\{ \|u\|_\infty \sqrt{\frac{T}{K}}, \sqrt{\frac{T\|u\|_\infty^p}{kh}} \right\}.
\]

*Proof.* The proof of this lemma follows a similar strategy to what has been performed in the previous one. First of all notice that this time \( |u_K^n| = |u_{KL}^n| \) and hence we can symmetrize \( \Pi_3^n \) as
\[
\Pi_3^n = k \sum_K \sum_{L \sim K} |K||L| |u_K^n| \frac{\zeta_K^n - \zeta_L^n}{2} \left| \theta_{KL}^{n+1} - \theta_{LK}^{n+1} \right|.
\]

Since the Kantorovich potential is Lipschitz we have the bound
\[
|\zeta_K^n - \zeta_L^n| \leq \int_K \int_L |\zeta_n(x) - \zeta_n(y)| dx dy \leq \|\nabla \zeta\|_{L^\infty} \int_K \int_L |x - y| dx dy \lesssim \frac{h}{\delta}
\]

and hence
\[
\Pi_3^n \lesssim \frac{kh}{\delta} \|u\|_\infty \sum_K \sum_{L \sim K} |K||L| \left| \theta_{KL}^{n+1} - \theta_{LK}^{n+1} \right|.
\]

After summation in \( n \), by means of the BV estimate (27) as before we obtain the statement of the lemma. \( \Box \)
Finally, to study the contribution made by the diffusion term we will follow a similar technique to what it is done in Lemma 5 but adapting it now to the setting of a finite volume scheme. In order to make this suitable approximation of the Laplacian we need to argue as follows.

Given an admissible tessellation $\mathcal{T}$ of $\Omega$ and two neighboring cells $K, L \in \mathcal{T}$ we define a diffeomorphism $\phi_{KL} : K \to L$ with constant Jacobian derivative, what means

$$J \phi_{KL} \equiv |\det \nabla \phi_{KL}| = \frac{|L|}{|K|}$$

such that the mass is preserved. Since all the admissible cells are convex the existence of this map is guaranteed, for instance consider an appropriate Brenier map $[9, 28]$ or some other analogous construction $[1]$. Then, using this diffeomorphism we can define a finite-volume-based approximation of the Laplacian such as

$$\Delta^h f(x) = \sum_{L \sim K} \frac{|K|L|}{|K|} \frac{f \circ \phi_{KL}(x) - f(x)}{d_{KL}}$$

for a.e. $x \in K$ and all $K \in \mathcal{T}$.

Indeed, for sufficiently regular functions $f$ it holds $\lim_{h \to 0} \Delta f = \Delta f$. This will be a key instrument in the proof of the next and last Lemma.

**Lemma 11 (Error from $IV^n$).** The fourth term does not contribute to the error caused by the scheme, that is

$$\sum_n IV^n \leq 0.$$

**Proof.** To prove this result we follow an adapted version of the technique used in Lemma 5 that the authors explain in more detail in $[32]$. This technique in turn comes inspired by Fournier and Perthame $[22]$. Let us start by considering an approximation of the Laplacian as explained in the previous paragraphs. By means of $\Delta^h$ we can also define an approximation to $IV^n$ as follows,

$$\frac{1}{\kappa} IV^n_h = \int_{t^n}^{t^{n+1}} \sum_K \int_K (\Delta^h \theta - \sum_{L \sim K} \frac{|K|L|}{|K|} \frac{\theta_{L}^{n+1} - \theta_{K}^{n+1}}{d_{KL}}) dx \, dt$$

$$= \int_{t^n}^{t^{n+1}} \sum_K \int_K \zeta(x) \left( \sum_{L \sim K} \frac{|K|L|}{|K|} \frac{\theta \circ \phi_{KL}(x) - \theta(x)}{d_{KL}} - \sum_{L \sim K} \frac{|K|L|}{|K|} \frac{\theta_{L}^{n+1} - \theta_{K}^{n+1}}{d_{KL}} \right) dx \, dt.$$

Notice that since $\zeta \in W^{1, \infty}$ and $\theta \in W^{1, 1}$ it holds

$$\lim_{h \to 0} IV^n_h = IV^n,$$

and thus it is enough to study the approximation $IV^n_h$ instead of $IV^n$.

Through a convenient change of variables $y = \phi_{KL}(x)$ on the first addend that we can make because $\phi_{KL}$ is a diffeomorphism, it yields

$$\frac{1}{\kappa} IV^n_h = \int_{t^n}^{t^{n+1}} \sum_K \sum_{L \sim K} \frac{|K|L|}{|K|} \frac{1}{d_{KL}} \int_K \zeta(x) [(\theta \circ \phi_{KL}(x) - \theta_{L}^{n+1}) - (\theta(x) - \theta_{K}^{n+1})] dx \, dt$$

$$= \int_{t^n}^{t^{n+1}} \sum_K \sum_{L \sim K} \frac{|K|L|}{|L|} \frac{1}{d_{KL}} \int_L \zeta \circ \phi_{KL}^{-1}(y) (\theta(y) - \theta_{L}^{n+1}) dy \, dt$$

$$- \int_{t^n}^{t^{n+1}} \sum_K \sum_{L \sim K} \frac{|K|L|}{|K|} \frac{1}{d_{KL}} \int_K \zeta(x) (\theta(x) - \theta_{K}^{n+1}) dx \, dt.$$
where we have used that the Jacobian derivative of \( \phi_{KL} \) is constant and equals \(|L|/|K|\). Then notice that by definition \( \zeta \) is the optimal Kantorovich potential for the distance between \( \theta \) and \( \theta_{k,h} \), i.e.,

\[
\sum_K \int_K \zeta(x)(\theta(x) - \theta_{k,h}^{n+1}) \, dx = D_\delta(\theta, \theta_{k,h}).
\]

Furthermore, the optimal \( \zeta \) is taken as the supremum over a set of functions where \( \zeta \circ \phi_{KL}^{-1} \) also belongs to. Therefore it holds

\[
\sum_K \int_K \zeta \circ \phi_{KL}^{-1}(x)(\theta(x) - \theta_{k,h}^{n+1}) \, dx \leq D_\delta(\theta, \theta_{k,h})
\]

and hence, after relabelling in a suitable way

\[
\frac{1}{k} IV^n_h \leq \int_{t^n}^{t^{n+1}} \sum_{K \sim K} \frac{|K|}{|L|} \frac{1}{d_{KL}} (D_\delta(\theta, \theta_{k,h})|_{K} - D_\delta(\theta, \theta_{k,h})|_{KL}) \, dt = 0, \tag{50}
\]

where we denote by \( D_\delta(\theta, \theta_{k,h})|_{K} \) the restriction of the distance \( D_\delta(\theta, \theta_{k,h}) \) to the subset \( K \subset \Omega \). Since (50) holds uniformly in \( h \), it yields that in the limit \( IV^n_h \) does not contribute to the error caused the scheme.

\[ \square \]

**Proof of Theorem 1.** Finally we can get the result on Theorem 1 with a straightforward combination of Lemmas 5–11. The first three of them already yield the intermediate estimate (43). For the remaining term we just notice that by definition \( \theta^{k,h}(0) = \theta_{k,h}(0) = \theta^0_h \) and thus we can sum on (44) so that

\[
D_\delta(\theta^{k,h}(t^n), \theta_{k,h}(t^n)) = \sum_{n=0}^{m} (I^n + II^n + III^n + IV^n)
\]

\[
\lesssim 1 + \frac{h}{\delta} \min \left\{ \|u\|_\infty \sqrt{\frac{T}{k}}, \sqrt{\frac{T \|u\|_\infty}{h}} \right\} + \sqrt{kT \|u\|_\infty}.\]

Combining this with (43) we get the estimate on Theorem 1. \[ \square \]

**Appendix A. Stochastic Lagrangian flows on bounded domains**

The proof of Lemma 6 is based on a Lagrangian representation of the solution to (1). As discussed in the beginning of the proof of Lemma 6, we can assume without loss of generality that the driving vector field \( u \) is smooth, which we shall do throughout this appendix. Due to the presence of the Laplacian, the Lagrangian representation will be stochastic. Hence, we fix a filtered probability space \((U, \mathcal{F}, \mathcal{F}_t, \mathbb{P})\) on which we define the according stochastic process. For a domain \( \Omega \) having for each \( x \in \partial \Omega \) a unique normal \( n(x) \), it is well-know (see e.g., [35], Chap. 3.1) that any smooth solution of (1) is intimately related to the solution to the SDE

\[
dX_t = u(t, X_t) \, ds + \sqrt{2\kappa} \, dB_t - n(X_t) \, dL_t,
\]

(A.1)

where \( \{B_t\}_{t \geq 0} \) is an \( \mathcal{F}_t \)-adapted Brownian motion on \( \mathbb{R}^d \) and \( \{L_t\}_{t \geq 0} \) is an \( \mathcal{F}_t \)-adapted local time of the process \( \{X_t\}_{t \geq 0} \) at the boundary \( \partial \Omega \), that is a non-decreasing process with \( L_0 = 0 \) such that

\[
\int_0^t dL_s \leq t, \quad \int_0^t 1_{X_s \not\in \partial \Omega} \, dL_s = 0. \tag{A.2}
\]

The representation is obtained via the Kolmogorov backward equation associated to (1), that is a solution \( f : [0, t] \times \Omega \to \mathbb{R} \) of the backward parabolic equation with some terminal condition \( g \in C^2(\Omega) \) satisfying

\[
\partial_t f + \kappa \Delta f + u \cdot \nabla f = 0 \quad \text{in } [0, t] \times \Omega,
\]
\[ \nabla f(s,x) \cdot n(x) = 0 \quad \text{for} \ (s,x) \in [0,t] \times \partial \Omega, \]
\[ f(t,\cdot) = g \quad \text{in} \ \Omega. \quad \text{(A.3)} \]

Then, any solution of (A.1) provides a solution to (A.3) via the observable representation
\[ f(s,x) = \mathbb{E}_{s,x}[g(X(t))] = \mathbb{E}[g(X(t))|X(s)=x] \quad \text{for} \ (s,x) \in (0,t) \times \Omega. \quad \text{(A.4)} \]

From here we arrive at measure-valued solutions to (1) via duality, which we give in the following definition.

**Definition 2** (Measure-valued solution to (1)). A Borel curve \( \theta = (\theta_t)_{t \in [0,T]} \subset \mathcal{M}(\mathbb{R}^d) \) is a measure-valued solution to the advection–diffusion equation (1) provided that
\[ \int_0^T \left( \int \kappa + |u(t,\cdot)| \right) d|\theta_t(\cdot)| \, dt < \infty \quad \text{(A.5)} \]
and for all \( f \in C^{1,2}([0,T] \times \Omega) \cap \{ \partial_n f \equiv 0 \text{ on } \partial \Omega \} \) and all \( 0 \leq t_1 \leq t_2 \leq T \) it holds
\[ \int_{\Omega} f(t_2,\cdot) \, d\theta_{t_2} - \int_{\Omega} f(t_1,\cdot) \, d\theta_{t_1} = \int_{t_1}^{t_2} \int \left( \partial_t + \kappa \Delta + u \cdot \nabla \right) f(t,x) \, d\theta_t(x) \, dt = 0. \quad \text{(A.6)} \]

By a standard density argument ([3], Lem. 8.1.2), it holds that any measure-valued solution in the sense of Definition 2 admits a narrowly continuous representative, coinciding with \( (\theta_t)_{t \in [0,T]} \) for a.e. \( t \in (0,T) \), in the space \( \mathcal{M}(\mathbb{R}^d) \) conserving the mass, i.e., \( \theta_t(\Omega) = \theta_0(\Omega) \) for all \( t \in (0,T) \). Hence, we can without loss of generality consider narrowly continuous paths \( (\theta_t)_{t \in [0,T]} \subset \mathcal{P}(\Omega) \) solution to the advection–diffusion equation in the sense of Definition 2.

For smooth \( u \), we find a unique classical solutions \( f \in C^{1,2}([0,T] \times \Omega) \) to the system (A.3) (see [23]) with terminal value \( g \in C^{0,2}(\Omega) \). In particular this identifies via (A.6), becoming for \( t_1 = 0 \) and \( t \in (0,T) \) the identity \( \int_{\Omega} g(\cdot) \, d\theta_t = \int_{\Omega} f(0,\cdot) \, d\theta_0 \) a unique family \( (\theta_t)_{t \in [0,T]} \subseteq \mathcal{P}(U) \).

Based on the stochastic representation (A.4), we obtain the pathwise Lagrangian representation
\[ \int_{\Omega} g(\cdot) \, d\theta_t = \int_{\Omega} \mathbb{E}_{X_0}[g(X_t)] \, d\theta_0 = \mathbb{E}[g(X_t)|\text{law} X_0 = \theta_0] = \mathbb{E}_{\theta_0}[g(X_t)]. \quad \text{(A.7)} \]

**Remark 1** (Stochastic Lagrangian flows). For the case of \( \Omega = \mathbb{R}^d \), i.e., no reflection, the Lagrangian representation (A.7) was obtained in [21], for bounded coefficients and in [49] under the sole integrability condition (A.5). The identification, also called stochastic Lagrangian flow, is based on martingale solutions to (A.1), which is a weak solution concept for SDEs going back to [45,46].

It seems also possible to directly generalize the concept of stochastic Lagrangian flows on a bounded set with reflecting boundary conditions to measurable vector fields just satisfying (A.5). Here, one would use the martingale problem formulation from [47] for the reflected SDE (A.1) (see also [35], Chap. 3.2) and do similar approximation steps as outlined in Appendix A from [49].
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