BOUNDARY REGULARITY OF MINIMAL ORIENTED
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Abstract. In this article we prove that all boundary points of a minimal oriented hypersurface in
a Riemannian manifold are regular, that is, in a neighborhood of any boundary point, the minimal
surface is a $C^{1,1/4}$ submanifold with boundary.
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1. Introduction

Minimal surfaces have been studied in the last two centuries by various mathematicians. In the 1930’s, T.
Radó [20] and J. Douglas [13] proved the existence of 2-dimensional minimal surfaces in $\mathbb{R}^3$ and for this work,
Douglas was awarded the Fields medal. Since then a lot of progress has been made and moreover, a new language
was invented in order to understand the higher dimensional case. The language that we use in this article is
the one of Geometric Measure Theory, where we see surfaces as currents supported in a Riemannian manifold
and area minimizing currents are those having least mass among all currents sharing the same boundary. The
existence of such minimizers has been proven by H. Federer and W. Fleming [15] in the 1960’s. However, such
a minimizing (integral) current is supported on a rectifiable set and thus a priori can have many singularities.

A posteriori singularities are rare. In his Ph.D. thesis [1], W. Allard proved that, in case the boundary is
contained in the boundary of a uniformly convex set and the ambient manifold is the euclidean space, then all
boundary points are regular. This means, in a neighborhood of a boundary point, the support of the current is a
regular manifold with boundary. Later, R. Hardt and L. Simon came to the same conclusion in [18] when having
replaced the assumption of the uniform convexity by the fact that the current is of codimension 1. However, as
the result of Hardt and Simon is stated and proved only in the euclidean space, in this paper, we provide an
adaptation of the arguments to the case of general Riemannian manifolds. We show the following

Theorem. Let $U \subset \mathbb{R}^{n+k}$ be open and $T$ an $n$-dimensional locally rectifiable current in $U$ that is area minimizing
in some smooth $(n + 1)$-manifold $\mathcal{M}$ and such that $\partial T$ is an oriented $C^2$ submanifold of $U$. Then for any point
$a \in \text{spt}(\partial T)$, there is a neighborhood $V$ of $a$ in $U$ satisfying that $V \cap \text{spt}(T)$ is an embedded $C^{1,1/4}$ submanifold
with boundary.
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The theorem of Hardt and Simon is then a case of the one stated above, however we follow their strategy of proof with a few modifications in order to deal with additional error terms coming from the ambient manifold in the main estimates. The main difference to [18] is that the blow-up procedure depends on the ambient manifold. On a technical level, even though the current has codimension 1 compared to the ambient manifold, we embed both in some higher dimensional euclidean space, and thus every point has many more components which have to be estimated (compared to the arguments in [18]).

Notice that the complete absence of singular points only happens at the boundary and only in codimension 1. Indeed, in 2018, C. De Lellis, G. De Philippis, J. Hirsch and A. Massaccesi showed in [12] that in the case of higher codimension and on a general Riemannian manifold, there can be singular boundary points but anyway, the set of regular ones is dense. Moreover, in the interior of an area minimizing current, we know thanks to the works of E. Bombieri, E. De Giorgi, E. Giusti [5], W. Allard [2, 3] and J. Simons [22], that the set of singularities of an \( n \)-dimensional current in an \( (n + 1) \)-dimensional manifold is of dimension at most \( n - 7 \). In the case of higher codimension, the sharp dimension bound is \( n - 2 \) which was first proven in Almgren’s Big regularity paper [4] and then revisited and shortened by De Lellis and Spadaro in [7–11].

1.1. Overview of the proof

We would like to measure how flat a current \( T \) is. Therefore we introduce its excess in a cylinder of radius \( r \) and denote it by \( E_C(T, r) \). It is the scaled version of the difference between the mass of the current in a cylinder and the mass of its projection. The main ingredient to deduce the boundary regularity is the fact that this excess scales (up to a small rotation) like \( r \) assuming that the curvature of both the boundary of the current \( \kappa_T \) and the ambient manifold \( A \) are small.

Theorem (Excess decay). Let \( \mathcal{M} \) be a smooth manifold and let \( T \) be area minimizing in \( \mathcal{M} \) such that \( \max\{E_C(T, 1), A, \kappa_T\} \leq \frac{1}{C} \). Then there is a real number \( \eta \) such that for all \( 0 < r < R \) the following holds

\[
E_C(\gamma_{\eta \#} T, r) \leq Cr.
\]

The precise statement can be found in 4.2. In order to prove it, we first analyze in Section 3 the current away from the boundary. There we can use results from the interior regularity theory and to find that the current is supported on a union of graphs of functions fulfilling the minimal surface equation. When zooming in (up to rescaling), the boundary (and the ambient manifold) become more flat and therefore, we can find the interior graphs closer to the boundary. The point is then to study what happens in the limit when the graphs on both sides of the boundary grow together. This limiting rescaled functions we call the harmonic blow-ups and they are introduced in Section 4.

After proving the uniform convergence of the harmonic blow-ups also at boundary points, we show in a first step that in case the harmonic blow-ups are linear, they coincide on both sides of the boundary, see the collapsing Lemma 5.4. Having proven some technical estimates on the excess (Thm. 6.3), the assumption of linearity then is dropped in Theorem 7.2. This follows by blowing up the harmonic blow-ups a second time. To do so we need to make some estimates on the harmonic blow-ups (Lem. 7.1) to guarantee the existence of this second blow-up.

Then knowing that the harmonic blow-ups coincide and in fact merge together in a smooth way, we prove the excess decay via a compactness argument: if the excess decay did not hold, there would be a sequence of currents whose blow-ups cannot coincide. Then this decay leads to a \( C^{1,\frac{1}{4}} \)-continuation up to the boundary of the functions whose graphs describe the current (Cor. 4.3) assuming that the excess and the curvatures are sufficiently small. In Section 9 we then collect everything together and deduce that either the current lies only on one side of the boundary or both sides merge together smoothly. In case of a one-sided boundary, Allard’s boundary regularity theory [3] covers the result.
2. Notation and preliminaries

2.1. Notation

In this paper, $k$, $m$ and $n$ denote fixed natural numbers with $m \geq 1$ and $n, k \geq 2$. $C_1, \ldots, C_{n0}$ are positive constants depending only on $n, k$ and $m$.

2.1.1. Notation associated with $\mathbb{R}^n$

We define the following sets for $y \in \mathbb{R}^n$, $j \in \{1, \ldots, n\}$ and any real numbers $r > 0$ and $0 < \sigma < 1$

$$\mathcal{B}^r_\sigma(y) = \{x \in \mathbb{R}^n : |x - y| < r\},$$
$$\overline{\mathcal{B}}^r_\sigma(y) = \{x \in \mathbb{R}^n : |x - y| \leq r\},$$
$$\omega_n = \mathcal{L}^n(\mathcal{B}^0_0(0)),$$
$$\mathcal{L} = \{x = (x_1, \ldots, x_n) \in \mathcal{B}_1^0(0) : x_n = 0\},$$
$$\mathcal{V} = \{x = (x_1, \ldots, x_n) \in \mathcal{B}_1^0(0) : x_n > 0\},$$
$$\mathcal{W} = \{x = (x_1, \ldots, x_n) \in \mathcal{B}_1^0(0) : x_n < 0\},$$
$$\mathcal{V}_\sigma = \{x \in \mathcal{V} : \text{dist}(x, \partial \mathcal{V}) > \sigma\},$$
$$\mathcal{W}_\sigma = \{x \in \mathcal{W} : \text{dist}(x, \partial \mathcal{W}) > \sigma\},$$
$$Y_j : \mathbb{R}^n \to \mathbb{R} : Y_j(y) = y_j.$$

2.1.2. Notation associated with $\mathbb{R}^{n+k}$

We define the following sets for $a \in \mathbb{R}^{n+k}$, $j \in \{1, \ldots, n + k\}$ and any real numbers $\omega$ and $r > 0$

$$\mathcal{B}_r = \{x \in \mathbb{R}^{n+k} : |x| < r\},$$
$$\overline{\mathcal{B}}_r = \{x \in \mathbb{R}^{n+k} : |x| \leq r\},$$
$$\mathcal{C}_r = \{x \in \mathbb{R}^{n+k} : |p(x)| \leq r\} \text{ where } p : \mathbb{R}^{n+k} \to \mathbb{R}^n, p(x_1, \ldots, x_{n+k}) = (x_1, \ldots, x_n),$$
$$e_j = (0, \ldots, 0, 1, 0, \ldots, 0) \text{ where the 1 is at the } j\text{-th component},$$
$$X_j : \mathbb{R}^{n+k} \to \mathbb{R} : X_j(x) = x_j,$$
$$X = (X_1, \ldots, X_{n+k}).$$

For the following maps, we identify $\mathbb{R}^{n+k}$ with $\mathbb{R}^{n+1} \times \mathbb{R}^{k-1}$.

$$\tau_a : \mathbb{R}^{n+k} \to \mathbb{R}^{n+k}, \tau_a(x, y) = (x, y) + a,$$
$$\mu_r : \mathbb{R}^{n+k} \to \mathbb{R}^{n+k}, \mu_r(x, y) = r(x, y),$$
$$\gamma_\omega : \mathbb{R}^{n+k} \to \mathbb{R}^{n+k}, \gamma_\omega(x, y) = (x_1, \ldots, x_{n-1}, x_n \cos(\omega) - x_{n+1} \sin(\omega), x_n \sin(\omega) + x_{n+1} \cos(\omega), y).$$

2.1.3. Notation associated with the current $T \in \mathcal{R}_n(\mathbb{R}^{n+k})$

For any real number $r > 0$, we define the cylindrical excess as

$$E_C(T, r) = r^{-n}M(T \sqcup \mathcal{C}_r) - r^{-n}M(p_\#(T \sqcup \mathcal{C}_r))$$

and the spherical excess as

$$E_S(T, r) = r^{-n}M(T \sqcup \overline{\mathcal{B}}_r) - \omega_n \Theta^n(||T||, 0),$$
whenever \( \Theta^n(\|T\|, 0) = \lim_{r \downarrow 0} \frac{\|T\|}{\omega_n r^n} \) exists. Notice that this differs from

\[
\frac{1}{2r^n} \int_{B_r} |T - e_1 \wedge \cdots \wedge e_n|^2 d\|T\|,
\]

which is in the literature also called the spherical excess.

In Section 9, we will see that it suffices to consider only currents with compact support and whose boundary lies on a \((n-1)\)-dimensional \(C^2\)-graph going through the origin. Namely, we define \( \mathcal{T} \) to be the collection of pairs \((T, \mathcal{M})\) where \( \mathcal{M} \) is an embedded \((n+1)\)-manifold and \( T \in \mathcal{R}_n(\mathbb{R}^{n+k}) \) is an absolutely area minimizing integer rectifiable current for which there exist a positive integer \( m, \varphi_T, \psi_T \in C^2(\{z \in \mathbb{R}^{n-1} : |z| \leq 2\}) \) and a smooth map \( \Phi_M : B_4^{n+1}(0) \to \mathbb{R}^{k-1} \), such that

- \( \{ z \in C_3 : z \in \mathcal{M} \} = \{ (x, \Phi_M(x)) : x \in B_3^{n+1}(0) \} \),
- \( \Phi_M(0) = 0 \) and \( D\Phi_M(0) = 0 \),
- \( A \leq 1 \),
- \( \text{spt}(T) \subset B_3 \cap \mathcal{M} \),
- \( \mathcal{M}(T) \leq 3^n(1 + m\omega_n) \),
- \( \Theta^n(\|T\|, 0) = m - 1/2 \),
- \( \mathcal{P}(T \subset C_2) = m(E^n \subset \{ y \in B_2^n(0) : y_n > \varphi_T(y_1, \ldots, y_{n-1}) \}) + (m - 1)(E^n \subset \{ y \in B_2^n(0) : y_n < \varphi_T(y_1, \ldots, y_{n-1}) \}) \)
- \( \varphi_T(0) = 0 = \psi_T(0) \),
- \( \varphi_T(0) = 0 = \psi_T(0) \),
- \( D\varphi_T(0) = 0 = D\psi_T(0) \),
- \( (\partial T) \subset \{ x \in \mathbb{R}^{n+1} : |(x_1, \ldots, x_{n-1})| < 2, |x_n| < 2 \} = (-1)^{n+k}(F_T)_{\#}(\mathbb{E}^{n-1} \subset \{ z \in \mathbb{R}^{n-1} : |z| < 2 \}) \),
- \( \kappa_T \leq 1 \),

where

\[
A := \|D^2\Phi_M\|_{C^1(B_2)},
\]

\[
E^j := \|R^j \times \{0\}\| \in \mathcal{R}(\mathbb{R}^{n+k}) \text{ for all } j \leq n,
\]

\[
F_T(z) := (z, \varphi_T(z), \psi_T(z), \Phi_M(z, \varphi_T(z), \psi_T(z))),
\]

\[
\kappa_T := \|D^2(\varphi_T, \psi_T)\|_{C^0}.
\]

Notice that \( A \) and \( \kappa_T \) are comparable to the second fundamental forms of \( \mathcal{M} \) and \( \text{spt}(\partial T) \) respectively.

### 2.2. First variation and monotonicity

We start this paper with the following monotonicity estimates. The first two can be read in ([12], Thm. 3.2) and the third one, we prove in Section 10.

**Lemma 2.1** (Monotonicity Formula). *For \((T, \mathcal{M}) \in \mathcal{T} \) and \( 0 < r < s < 2 \), the following holds*

\[
\frac{\|T\|}{s^n} - \frac{\|T\|}{r^n} = \int_{B_s \setminus B_r} |X^\perp|^2 |X|^{-n-2} d\|T\|
\]

\[
= \int_r^s \rho^{-n-1} \left( \int_{B_s}\int X^\perp \cdot \overrightarrow{H} d\|T\| + \int_{\text{spt}(\partial T) \cap B_s} X \cdot \nu d\mathcal{H}^{n-1} \right) d\rho,
\]

*where \( X^\perp \) denotes the component orthogonal to the tangent plane of \( T \) and \( \overrightarrow{H} \) the curvature vector of \( \mathcal{M} \).*
Remark 2.2. There exists $C_1$ such that $|\mathbf{H}| \leq C_1 \mathbf{A}_M$.

Lemma 2.3. There is a dimensional constant $C_2 > 0$ such that for $(T,M) \in \mathcal{T}$ and $0 < r < 2$, the map

$$r \mapsto \exp \left( C_2 (\mathbf{A}_M + \kappa_T) r \right) \frac{\|T\|}{r^n \omega_n}$$

is monotonously increasing.

Corollary 2.4. For $(T,M) \in \mathcal{T}$ and $0 < r < s < 2$, the following holds

$$\left| \frac{\|T\|}{s^n} \frac{\|T\|}{r^n} - \int_{\mathcal{B}_r} |X^\perp|^2 |X|^{-n-2} d\|T\| \right| \leq C_3 (\mathbf{A}_M + \kappa_T) (s - r).$$

Letting $r \downarrow 0$, we deduce also

Corollary 2.5. For $(T,M) \in \mathcal{T}$ and $0 < r < 2$, the following holds

$$\left| E_S(T, r) - \int_{\mathcal{B}_r} |X^\perp|^2 |X|^{-n-2} d\|T\| \right| \leq C_4 (\mathbf{A}_M + \kappa_T).$$

3. Interior sheeting and nonparametric estimates

In this chapter we prove that the minimizing current is, away from the boundary, supported on graphs.

Definition 3.1. Let $u : U \subset \mathbb{R}^n \rightarrow \mathbb{R}$. Then we define

$$\text{graph}(u, \Phi) := \{(x, u(x), \Phi(x, u(x))) : x \in U \}.$$  

Away from the boundary, the interior regularity theory gives us functions whose graphs describe the current. Moreover they fulfill the Riemannian minimal surface equation (see Def. 3.7) that is elliptic and therefore, we can deduce estimates on the gradient of these functions. These estimates are crucial as they guarantee the existence of the harmonic blow-ups introduced in Section 4.

Theorem 3.2. Let $(T,M) \in \mathcal{T}$ and assume $A \leq 1/4$. Then there are constants $C_5 \geq 12, C_6 \geq 1$ such that if

$$E_C(T, 1) + \kappa_T + A \leq (4C_5)^{-2n-3}$$

and we denote $\sigma_T := C_5 (E_C(T, 1) + \kappa_T + A)^{1/(2n+3)}$, $V_T := V_{\sigma_T}$ and $W_T := W_{\sigma_T}$, then for $i \in \{1, \ldots, m\}$, $j \in \{1, \ldots, m-1\}$ and $k \in \{1, 2, 3\}$ there are smooth functions $v_i^T : V_T \rightarrow \mathbb{R}$ and $w_j^T : W_T \rightarrow \mathbb{R}$ satisfying the Riemannian minimal surface equation and such that

(i.) $v_1^T \leq v_2^T \leq \cdots \leq v_m^T$ and $w_1^T \leq w_2^T \leq \cdots \leq w_{m-1}^T$,

(ii.) $p^{-1}(V_T) \cap \text{spt}(T) = \bigcup_{i=1}^m \text{graph} (v_i^T, \Phi)$ and $p^{-1}(W_T) \cap \text{spt}(T) = \bigcup_{i=1}^{m-1} \text{graph} (w_i^T, \Phi),$

(iii.) $|D^k v_i^T(y)| \leq C_7 \sqrt{E_C(T, 1) + \kappa_T + A} \text{dist}(y, \partial V)^{-k-n-1/2}$ for all $y \in V_T,$

(iv.) $|D^k w_j^T(y)| \leq C_7 \sqrt{E_C(T, 1) + \kappa_T + A} \text{dist}(y, \partial W)^{-k-n-1/2}$ for all $y \in W_T,$
(v.) \[ \int_{V_T} \left( \frac{\partial}{\partial r} v_i^T(y) \right)^2 |y|^{2-n} d\mathcal{L}^n(y) + \int_{W_T} \left( \frac{\partial}{\partial r} w_j^T(y) \right)^2 |y|^{2-n} d\mathcal{L}^n(y) \leq 2^{n+7} E_S(T, 1) + C_{8}(A + \kappa T) \]

\[ \leq 2^{n+7} E_C(T, 1) + C_{9}(A + \kappa T), \]

where \( \frac{\partial}{\partial r} f(y) := \frac{y}{|y|} \cdot Df(y). \)

For the existence of these graphs, we need to split the current into pieces and show that each piece is supported on a graph. Then, once we have these graphs, we show the estimates by using the regularity theory of elliptic PDEs. This will be done in detail in Section 3.3.

3.1. Comparison between excess and height

To prove the estimate in Theorem 3.2(iii), (iv.), we will deduce from the PDE theory an estimate on the values of the functions \( v_i^T, w_j^T \) respectively. This can be translated into the height of the current in the \((n+1)\)-component. We wish to estimate the latter quantity with the excess of \( T \) and hence, we need the following lemmata comparing the (cylindrical) excess with the height. The proofs are given in Section 10.

First notice that as in the original paper ([18], 1.4(1)), we infer that for \( 0 < r \leq s \leq 2 \), the following holds

\[ E_C(T, r) \leq \left( \frac{s}{r} \right)^n E_C(T, s) \] (3.1)

and

\[ E_S(T, r) \leq E_C(T, r) + m r \kappa T. \] (3.2)

**Lemma 3.3.** There are positive constants \( C_{10} \) and \( C_{11} \) such that for all \( 0 < \sigma < 1 \) and \((T, M) \in \mathcal{T}\), the following holds

\[ \frac{\sigma^2}{C_{10}} E_C(T, 1) - \kappa T - A \leq \int_{C_{1+\sigma}} X_{n+1}^2 d\|T\| \leq C_{11} \sup_{C_{1+\sigma} \cap \text{spt}(T)} X_{n+1}^2. \]

Not only it is true, that the height bounds the excess, but also the other way around. The following estimates rely on an area comparison lemma (Lem. 10.1). Its proof will give us a constant \( C_{12} \) which we will use to prove the following

**Lemma 3.4.** If \( 0 < \sigma < 1, A^2 \leq \sigma/8 \) and \( A \leq (7C_1 + C_{12} + 1)^{-1} \) then there are positive constants \( C_{13} \) and \( C_{14} \geq 2 \) such that for \((T, M) \in \mathcal{T}\), the following holds

(i.) \[ \frac{\sigma^n}{C_{13}} \sup_{C_{1-\sigma} \cap \text{spt}(T)} X_{n+1}^2 \leq \int_{C_{1-\sigma/2}} X_{n+1}^2 d\|T\| + \kappa_T. \]

(ii.) \[ \int_{C_{1-\sigma/2}} X_{n+1}^2 d\|T\| \leq \frac{C_{14}-1}{\sigma^{n+1}} (E_C(T, 1) + \kappa_T + A). \]

In particular, we have

\[ \sup_{C_{1-\sigma} \cap \text{spt}(T)} X_{n+1}^2 \leq \frac{C_{13}C_{14}}{\sigma^{2n+1}} (E_C(T, 1) + \kappa_T + A). \]

3.2. Splitting of the minimizing current \( T \)

Here we prove the fact, that if a current has no boundary, its excess is not too large and the projection has multiplicity \( j \), then it consists of \( j \) many layers whose projection are of multiplicity 1.
Lemma 3.5. Let $j \in \mathbb{N}_+$, $V \subset \mathbb{R}^n$ be open and consider the cylinder $\Gamma := \{(x, \Phi(x)) \in M : p(x) \in V\}$. If $S \in \mathcal{R}_n(\Gamma)$ satisfies

- $(\partial S) \cap \Gamma = 0$
- $p_\# S = j(E^\alpha \cap V)$
- $\mathcal{M}(S) - \mathcal{M}(p_\# S) < H^n(V)$,

then for all $i \in \{1, \ldots, j\}$ there exists $S_i \in \mathcal{R}_n(\Gamma)$ such that

$$\hat{\Gamma} \cap \text{spt}(\partial S_i) = \emptyset, \quad p_\# S_i = E^\alpha \cap V,$$

$$S = \sum_{i=1}^j S_i, \quad \|S\| = \sum_{i=1}^j \|S_i\|.$$

Proof. Denote by $\bar{p}$ the projection to $\mathbb{R}^{n+1}$ and consider $\bar{S} := \bar{p}\# S$. Then we have

- $(\partial \bar{S}) \cap \Gamma = (\bar{p}\# (\partial S)) \cap \Gamma = \bar{p}\# ((\partial S) \cap \Gamma) = 0$
- $p_\# \bar{S} = p_\# S = j(E^\alpha \cap V)$
- $\mathcal{M}(\bar{S}) - \mathcal{M}(p_\# \bar{S}) \leq \mathcal{M}(S) - \mathcal{M}(p_\# S) \leq H^n(V)$.

Therefore, we can argue as in the original paper ([18], Lem. 5.1) to deduce a decomposition for $\bar{S}$: There are $\bar{S}_i \in \mathcal{R}_n(\mathbb{R}^{n+1})$ such that

$$\Gamma \cap \text{spt}(\partial \bar{S}_i) = \emptyset, \quad p_\# \bar{S}_i = E^\alpha \cap V,$$

$$\bar{S} = \sum_{i=1}^j \bar{S}_i, \quad \|\bar{S}\| = \sum_{i=1}^j \|\bar{S}_i\|.$$

We conclude by putting $S_i := (\text{id}, \Phi)_\# \bar{S}_i$.

In the situation of Theorem 3.2, each of these $S_i$ is area minimizing in $M$ and so the smallness of the excess implies that locally the function, whose graph describe $\text{spt}(S_i)$, fulfills an elliptic equation. Thus, we can deduce the following Schauder estimate:

Lemma 3.6. Let $U$ be an open neighborhood of $0 \in \mathbb{R}^n$ and $u : U \to \mathbb{R}$ such that $u(0) = 0$, $Du(0) = 0$ and $\text{graph}(u, \Phi) \subset M$ is a minimal surface in $M$. Then there is $r_0 > 0$ such that for all $0 < r < r_0$ we have

$$r\|Du\|_{C^0(B_{r/2})} + r^2\|D^2u\|_{C^0(B_{r/2})} + r^{2+\alpha} \left[D^2u\right]_{C^0(B_{r/2})} \leq C_{15} \left(\|u\|_{C^0(B_r)} + \|D^2\Phi\|_{C^0(B_r)}\right),$$

where

$$\|f\|_{C^0(\Omega)} := \sup_{x \in \Omega} \text{dist}(x, \partial \Omega) \left|f(x)\right| + \sup_{x, y \in \Omega} \max_{x, y \in \Omega} \left\{\text{dist}(x, \partial \Omega), \text{dist}(y, \partial \Omega)\right\}^{2+\alpha} \left|f(x) - f(y)\right|.$$

Proof. We use the Euler-Lagrange equation in the form of Schoen-Simon in Section 1 of [21]. Then we use Gilbarg-Trudinger ([16], Thm. 6.2) to deduce the estimate. Indeed, we define

$$F(z, \nu(z)) := \sqrt{\det((\text{id} - \nu \otimes \nu)g_M)}$$
\[
\sqrt{\det \left( (e_i + \partial_i u, e_j + \partial_j u)_{g_M} \right)} = J_{g_M}(\text{id}_{\mathbb{R}^n}, u),
\]

where \(g_M = (\text{id}_{\mathbb{R}^{n+1}}, \Phi)^\#g_{\mathbb{R}^{n+1}} = (\delta_{ij} + (\partial_i \Phi, \partial_j \Phi))_{ij}\) is the pullback metric on \(M\). Then

\[
\int_{\text{graph}(u) \cap C^0} F(z, \nu(z)) dH^n(z) = \int_{B_{r_0}} J_{g_M}(\text{id}_{\mathbb{R}^n}, u) = Vol(\text{graph}(u, \Phi))
\]

and we can apply [21] (in particular, [21], Rem. 1 describes our situation perfectly). The Euler-Lagrange equation then reads

\[
\text{div} \left( \frac{Du}{\sqrt{1 + |Du|^2}} \right) = \sum_{i,j=1}^n a_{ij}(x) \partial_{ij} u(x) + b(x), \tag{3.3}
\]

where

\[
a_{ij}(x) = \int_0^{1/n} \sum_{k=1}^{1/n+1} \partial z_k p_k F(tz, -Du, 1) dt \quad \text{evaluated in } z = (x, u(x)), \quad p = (-Du, 1),
\]

\[
b(x) = \sum_{i=1}^{n+1} \partial z_i p_i F(z, p) \quad \text{evaluated in } z = (x, u(x)), \quad p = (-Du, 1).
\]

In order to use elliptic estimates, we define

\[
A_{ij} := \frac{\delta_{ij} (1 + |Du|^2) - \partial_i u \partial_j u}{(1 + |Du|^2)^{3/2}} - a_{ij}
\]

and notice that for \(r_0 > 0\) small enough, we have \(|Du| + \max_{ij} |a_{ij}| / 12\) in \(B_{r_0}\) and therefore \(\frac{1}{2} \text{id} \leq A \leq 2 \text{id}\) as a quadratic form. The only thing left to do is to notice that

\[
\|b\|_{C^0}^\ast \leq C_{16} \|D^2 \Phi\|_{C^0}^\ast.
\]

**Definition 3.7.** We define (3.3) to be the Riemannian minimal surface equation.

### 3.3. Proof of Theorem 3.2

**Proof of Theorem 3.2.**

Let \(\varepsilon > 0\) be as in Theorem 5.3.14 of [14] with \(\lambda, \kappa, m, n\) replaced by 1, 1, \(n, n + 1\) respectively and we choose the parametric integrand to be the one associated to \(M\):

\[
\Psi : \mathbb{R}^n \times \mathbb{R} \times \Lambda_n(\mathbb{R}^{n+k}) \longrightarrow \mathbb{R},
\]

\[
((x, y), \zeta) \longmapsto |\zeta| h \left( \left( \begin{array}{c} \text{id} \\ D\Phi(x, y) \end{array} \right) (v_1 \cdots v_n) \right),
\]

where \(h\) is the map from Lemma 3.6 and \(\{v_1, \ldots, v_n\}\) are orthonormal and such that

\[
v_1 \wedge \cdots \wedge v_n = \frac{\zeta}{|\zeta|}.
\]
We require $C_5$ to fulfill $(4C_5)^{-2n-3} \leq \mathcal{L}^n(V_T)$ implying that $\text{spt}(\partial T) \cap p^{-1}(V_{\sigma T/3} \cup W_{\sigma T/3}) = \emptyset$, because $\kappa_T < 9^{-n}\sigma_T$. Indeed,

$$\kappa_T \leq \left( \frac{\sigma_T}{C_5} \right)^{2n+3} \leq \frac{\sigma_T}{9n} \frac{9^n}{4^{2n+2}C_5^{2n+3}} \leq \frac{\sigma_T}{9n}.$$ 

Then, we have

$$p_#(T \cap p^{-1}(V_{\sigma T/3})) = m(E^n \cap V_{\sigma T/3}) \quad \text{and} \quad p_#(T \cap p^{-1}(W_{\sigma T/3})) = (m-1)(E^n \cap W_{\sigma T/3})$$

and we can apply Lemma 3.5. We obtain for $i \in \{1, \ldots, m\}, j \in \{1, \ldots, m-1\}$ on $\mathcal{M}$-area minimizing currents $S_i$ and $\tilde{S}_j$ satisfying

$$\sum_{i=1}^m S_i = T \cap p^{-1}(V_{\sigma T/3}) \quad \text{and} \quad \sum_{j=1}^{m-1} \tilde{S}_j = T \cap p^{-1}(W_{\sigma T/3}),$$

$$p_#S_i = E^n \cap V_{\sigma T/3} \quad \text{and} \quad p_#\tilde{S}_j = E^n \cap W_{\sigma T/3}.$$ 

Denote again by $\tilde{p}$ the projection to $\mathbb{R}^{n+1}$. Then $\tilde{p}_#S_i$ and $\tilde{p}_#\tilde{S}_j$ are absolutely $\Psi$-minimizing. Now, we cover $p^{-1}(V_{\sigma T/3})$ with cylinders $C_{\sigma T/3}(x)$ for all $x \in V_{2\sigma T/3} \cap \text{spt}(p_#(S_i))$. In each of these cylinders, we want to use ([14], Cor. 5.3.15) replacing $\lambda, r, m, n, r, S$ by $1, 1, n, n+1, \sigma T/3, \sigma T/3, \tau-x#\tilde{p}_# S_i$ respectively. To do so, we must have $(4C_5)^{-2n-3} \leq (\varepsilon/2)^{n+1}$. As a result, we get in each cylinder $C$ a solution $u_C$ of the Riemannian minimal surface equation whose graph forms $\text{spt}(\tilde{p}_#S_i) \cap \overline{B}_{\sigma T/3}(x)$ and hence, $\text{graph}(u_C, \Phi) \cap \overline{B}_{\sigma T/3}(x) = \text{spt}(S_i) \cap \overline{B}_{\sigma T/3}(x)$. These solutions yield a unique function $v_T$ whose graph on $\mathcal{M}$ is $\text{spt}(S_i) \cap p^{-1}(V_{2\sigma T/3})$. As the integrand is smooth in $(x,y)$, so are the solutions. In $p^{-1}(W_{\sigma T/3})$ we argue analogously. By construction of the splitting $\{S_i\}_i$, there is a numbering such that (i.) holds.

Now, we prove (iii.). We want to use Lemma 3.6 and Lemma 3.4 with $\sigma = 2\sigma T/3$. To do so, we notice that as $C_5 \geq 12$, we have

$$A^2 \leq \frac{C_5}{12} (E_C(T, 1) + \kappa_T + A)^{1/(2n+3)} = \frac{\sigma T}{12} = \frac{1}{8} \left( \frac{2^2}{3^2} \sigma_T \right).$$

Thus,

$$\sup_{c_{1-2\sigma T/3} \in \text{spt}(T)} X_{c_{1+\sigma T/3}}^2 \leq \frac{C_{13} C_{14}}{\left( \frac{2}{3} \right)^{2n+1} \sigma_T^{2n+3}} (E_C(T, 1) + \kappa_T + A) \leq \left( \frac{2}{3} \sigma_T \right)^{2n+1} \frac{C_{13} C_{14}}{C_5^{2n+3} \sigma_T^2}. \quad (3.4)$$

Let $y \in V_T$. We differ between two cases. Either $y$ is near the boundary having distance to $\partial V$ which is comparable with $\sigma_T$, or $y$ lies more in the inner of $V$, then $\sigma_T$ is much smaller than the distance, but on the other hand, we can choose larger balls. More formally:

**Case 1:** $\sigma_T < \text{dist}(y, \partial V) < 2\sigma_T$.

We define $\delta := \text{dist}(y, \partial V_{2\sigma T/3})$. Notice that

$$\overline{B}_{\delta}(y) \subset V_{2\sigma T/3} \quad \text{and} \quad \delta = \text{dist}(y, \partial V) - \frac{2}{3} \sigma_T \geq \frac{1}{3} \delta \geq \frac{1}{3} \sigma_T.$$
Lemma 3.6, (3.4) and Lemma 3.4 (with $\sigma$ replaced by $2\sigma_T/3$) then yield for $k \in \{1, 2, 3\}$

$$|D^k v_i^T(y)| \leq \frac{2^k C_{15}}{\delta^k} \left( \sup_{B_i^c(y)} |v_i^T| + \|D^2 \Phi\|_{C^1(B_\delta)}^* \right)$$

$$\leq 24 C_{15} \left( \frac{1}{\delta^k} \sup_{c_{1-2\sigma_T/3}^c \cap spt(T)} |X_{n+1}| + \frac{1}{\delta^k} \|D^2 \Phi\|_{C^1(B_\delta)}^* \right)$$

$$\leq 24 C_{15} \left( \frac{C_{13} C_{14}}{\delta^2 \|\Sigma_{k+1} \|_{C^1}} \left( E_{C}(T, 1) + \kappa_T + A \right) + \frac{1}{\delta^3} \|D^2 \Phi\|_{C^1(B_\delta)}^* \right)$$

$$\leq \frac{C_T}{\text{dist}(y, \partial V)n + k + 1/2} \sqrt{E_C(T, 1) + \kappa_T + A}.$$

**Case 2:** $\text{dist}(y, \partial V) \geq 2\sigma_T$.

We choose $\delta := \text{dist}(y, \partial V)/2 \geq \sigma_T$. Notice that also in this case $B_\delta^n(y) \subset V_{2\sigma_T/3}$. Indeed, the following holds

$$\text{dist}(y, \partial V_{2\sigma_T/3}) = \text{dist}(y, \partial V) - \frac{2}{3}\sigma_T \geq 2\delta - \frac{2}{3}\delta > \delta.$$

also $B_\delta^n(y) \subset V_\delta$. Therefore, Lemma 3.6 and Lemma 3.4 (with $\sigma$ replaced by $\delta$) imply

$$|D^k v_i^T(y)| \leq \frac{2^k C_{15}}{\delta^k} \left( \sup_{B_i^c(y)} |v_i^T| + \|D^2 \Phi\|_{C^1(B_\delta)}^* \right)$$

$$\leq 16 C_{15} \left( \frac{1}{\delta^k} \sup_{c_{1-2\sigma_T/3}^c \cap spt(T)} |X_{n+1}| + \frac{1}{\delta^k} \|D^2 \Phi\|_{C^1(B_\delta)}^* \right)$$

$$\leq 16 C_{15} \left( \frac{C_{13} C_{14}}{\delta^2 \|\Sigma_{k+1} \|_{C^1}} \left( E_{C}(T, 1) + \kappa_T + A \right) + \frac{1}{\delta^3} \|D^2 \Phi\|_{C^1(B_\delta)}^* \right)$$

$$\leq \frac{C_T}{\text{dist}(y, \partial V)n + k + 1/2} \sqrt{E_C(T, 1) + \kappa_T + A}.$$

This shows (iii).

(iv.) is done as (iii).

For (v), we fix $i \in \{1, \ldots, m\}$, $j \in \{1, \ldots, m-1\}$ and abbreviate $v := v_i^T$, $w := w_j^T$. Additionally to the conditions before, we now require for $C_5$ to fulfil $C_5^{2n+3} \geq C_{13} C_{14} (2^{2/(n+2)} - 1)^{-1}$. Then Lemma 3.4 implies that

$$\sup_{c_{1-\sigma_T} \cap spt(T)} X_{n+1}^2 \leq \frac{C_{13} C_{14}}{C_5^{2n+3}} \leq \frac{\sigma_T^2 (2^{2/(n+2)} - 1)}{2^{2/(n+2)} - 1}.$$

In the following, let $y \in V_T$ (thus $|y| \geq y_n > \sigma_T$) and $\delta := \text{dist}(y, V_{2\sigma_T/3})$. Then we have

$$\left| \langle y, v(y), \Phi(y, v(y)) \rangle \right|^2 = |y|^2 + v(y)^2 + |\Phi(y, v(y))|^2 \leq (1 - \sigma_T)^2 + \sigma_T^2 + |D\Phi|^2 \leq 1 + |D\Phi|^2.$$
Denote by $K := \|D\Phi\|_{C^0(B_1)}$. Then $p^{-1}(V_T) \cap \text{spt}(T) \subset B_{1+\kappa}$.

Last, we let $C_5$ also fulfil $C_5^{2n+3} \geq 144 (\frac{3}{2})^{2n+1} C_5^2 C_{13} C_{14}$. By Lemma 3.6, the following holds

\[
(y, v(y), \Phi(y, v(y))) \quad n+2 = (|y|^2 + |v(y)|^2 + |\Phi(y, v(y))|^2)^{(n+2)/2} \\
\leq (|y|^2 + (2^{2/(n+2)} - 1)|y|^2 |D\Phi|^2 (1 + |Dv|^2)|y|^2)^{(n+2)/2} \\
\leq 2^{2+n/2} |y|^{n+2}, \quad (3.6)
\]

\[
|Dv(y)|^2 \leq \left( \frac{2C_{15}}{\delta} \right)^2 \left( \sup_{B_1(B_1)} |v|^2 \right) + \|D^2\Phi\|^2_{L^1(B_1)}^2 \\
\leq \frac{8C_{15}^2}{\delta^2} \frac{C_{13} C_{14}}{\alpha \gamma^{n+1}} \left( E_Y(T, 1) + \kappa + \lambda \right) + \frac{8C_{15}^2}{\delta^2} \left( \|D^2\Phi\|^2_{L^1(B_1)} \right)^2 \\
\leq 72C_{15}^2 \left( \frac{3}{2} \right)^{2n+1} \frac{C_{13} C_{14}}{C_5^{2n+3}} \|D^2\Phi\|^2_{L^1} \leq 1. \quad (3.7)
\]

Now, we compute

\[
\frac{\partial}{\partial r} \frac{v(y)}{|y|} = \frac{y}{|y|} \left( \frac{Dv(y)}{|y|} - v(y) \frac{y}{|y|^2} \right) = \frac{yDv(y) - v(y)}{|y|^2}. \quad (3.8)
\]

We notice that this is similar to the projection on span \{$(Dv(y), -1, 0)$\}. Let $\zeta(y) := \frac{1}{\sqrt{1 + |Dv(y)|^2}} (Dv(y), -1, 0) \in \mathbb{R}^{n+k}$. Then

\[
\langle (y, v(y), \Phi(y, v(y)), \zeta(y)) \rangle = \frac{\langle y, Dv(y) \rangle - v(y)}{\sqrt{1 + |Dv(y)|^2}}. \quad (3.9)
\]

Moreover, the approximate tangent space of $\text{spt}(T)$ at $(y, v(y), \Phi(y, v(y)))$ is spanned by the vectors $\partial_i G(y)$ for $i \leq n$ and $G(y) = (y, v(y), \Phi(y, v(y)))$. As $(Dv(y), -1, 0)$ is normal to all of $\partial_i G(y)$, we have that $\zeta(y)$ is normal to the approximate tangent space of spt(T) at $(y, v(y), \Phi(y, v(y)))$. In particular,

\[
\left| \langle (y, v(y), \Phi(y, v(y))), \zeta(y) \rangle \right| \leq \left| (y, v(y), \Phi(y, v(y)))^\perp \right|, \quad (3.10)
\]

where $X^\perp$ denotes the component orthogonal to the approximate tangent space of $T$.

Therefore, we deduce by using (3.8), (3.9), (3.7), (3.6), (3.10) and (3.5)

\[
\int_{V_T} \left( \frac{\partial}{\partial r} \frac{v(y)}{|y|} \right)^2 \frac{|y|^{2-n} d\mathcal{L}^n(y)}{2} = \int_{V_T} \left( \langle (y, v(y), \Phi(y, v(y)), \zeta(y)) \rangle \right)^2 \frac{1 + |Dv(y)|^2}{|y|^{n+2}} d\mathcal{L}^n(y) \\
\leq \int_{V_T} \left| (y, v(y), \Phi(y, v(y)))^\perp \right|^2 \frac{2^{2+n/2} \sqrt{2}}{|(y, v(y), \Phi(y, v(y)))|^{n+2} \sqrt{1 + |Dv(y)|^2}} d\mathcal{L}^n(y) \\
\leq 2^{(n+5)/2} \int_{B_{1+\kappa} \cap p^{-1}(V_T)} |X^\perp|^2 |X|^{-n-2} d\mathcal{L}(T) .
\]
We argue in the same manner to extract
\[
\int_{\mathcal{W}_T} \left( \frac{\partial}{\partial r} |y| \right)^2 |y|^{2-n} d\mathcal{L}^n(y) \leq 2^{(n+5)/2} \int_{\mathcal{B}_{1+K} \cap p^{-1}(\mathcal{W}_T)} |X^\perp|^2 |X|^{-n-2} d\|T\|.
\]
By Corollary 2.5 and (3.2), we could conclude here the desired estimate but with radius of the excess being 1 + K instead of 1. However, we use (10.1) to see
\[
\int_{\mathcal{B}_{1+K} \setminus \mathcal{B}_i} |X \cdot \zeta^T|^2 |X|^{-n-2} d\|T\| \leq 4 \|\mathcal{B}_{1+K} \setminus \mathcal{B}_i\| 
\]
\[
\quad \leq 4 \left( C_{43}(1 + K)^n - \frac{1}{C_{43}} \right) \leq C_{17} K \leq C_{17} A.
\]
In total, we deduce
\[
\int_{\mathcal{V}_T} \left( \frac{\partial}{\partial r} v_i^T(y) \right)^2 |y|^{2-n} d\mathcal{L}^n(y) + \int_{\mathcal{W}_T} \left( \frac{\partial}{\partial r} w_j^T(y) \right)^2 |y|^{2-n} d\mathcal{L}^n(y) 
\]
\[
\quad \leq 2^{(n+5)/2} (E_3(T, 1) + C_4(A + \kappa_T) + C_{17} A)
\]
\[
\quad \leq 2^{(n+5)/2} (E_C(T, 1) + (C_4 + m + C_{17})(A + \kappa_T)).
\]
\]
\]
\]
\]
\]
\]
\]
\]
\]
\]
\]

4. Blow-up sequence and statement of the excess decay

We now know that, away from the boundary, our minimizing current \( T \) is supported on graphs. We would like to extend that fact up to the boundary. To do so, we use that the functions describing the current are bounded by the square root of the excess such that we can introduce a blow-up procedure by rescaling by the latter quantity. Notice that the domain of the functions converges to the half ball as the excess tends to zero.

We aim to extend the graphs up to the boundary of \( T \) and such that they are merging together smoothly. To do so, we will show that the harmonic blow-ups on \( V \) (or \( W \) respectively) are all identical (see Thm. 7.2), which will lead to an excess decay (Thm. 4.2) which will then lead to the extension of the graphs (Cor. 4.3).

First we describe the blow-up procedure.

**Definition 4.1.** For \( \nu \in \mathbb{N}, \nu \geq 1, i \in \{1, \ldots, m\}, j \in \{1, \ldots, m - 1\} \) and \( (T_\nu, \mathcal{M}_\nu) \in \mathcal{T} \), we define \( A_\nu := A_{M_\nu}, \varepsilon_\nu := \sqrt{E_C(T_\nu, 1)}, \kappa_\nu := \kappa_{T_\nu}, v_i^{(\nu)} := v_i^{T_\nu} 1_{V_{T_\nu}} : V \to \mathbb{R} \) and \( w_j^{(\nu)} := w_j^{T_\nu} 1_{W_{T_\nu}} : W \to \mathbb{R} \). We call \( \{(T_\nu, \mathcal{M}_\nu)\}_{\nu \geq 1} \) a blowup sequence with associated harmonic blow-ups \( f_i, g_j \) if the following holds as \( \nu \to \infty, \)

(i.) \( \varepsilon_\nu \to 0, \)

(ii.) \( \varepsilon_\nu^{-2} \kappa_\nu \to 0, \)

(iii.) \( A_\nu \to 0, \)

(iv.) \( \frac{v_i^{(\nu)}}{\max\{\varepsilon_\nu, A_\nu^{1/4}\}} \to f_i \) uniformly on compact subsets of \( V, \)

(v.) \( \frac{w_j^{(\nu)}}{\max\{\varepsilon_\nu, A_\nu^{1/4}\}} \to g_i \) uniformly on compact subsets of \( W. \)
Notice that by the estimates of Theorem 3.2, the Riemannian minimal surface equation and ([14], 5.3.7), it follows that $f_i, g_j$ are harmonic. Furthermore, by Lemma 3.4, we have for $0 < \rho < 1$

$$\sup_{x \in \mathcal{B}_p(0)} |f_i|^2 + \sup_{y \in \mathcal{B}_p(0)} |g_j|^2 \leq \limsup_{\nu \to \infty} \left( \frac{2}{\max\{\varepsilon_{\nu}, A^{1/4}_\nu\}} \sup_{x \in \text{spt}(\nu)} X^2_{n+1} \right) \leq \frac{4C_{13}C_{14}}{(1 - \rho)^{2n+1}}. \quad (4.1)$$

Notice that by the Arzelà-Ascoli Theorem and Theorem 3.2, every sequence $\{(S_{\nu}, M_{\nu})\}_{\nu \geq 1} \subseteq \mathcal{T}$ satisfying

$$\lim_{\nu \to \infty} \left( E_C(S_{\nu}, 1) + \frac{\kappa_{S_{\nu}}}{E_C(S_{\nu}, 1)} + A_{\nu} \right) = 0 \quad (4.2)$$

contains a blow-up subsequence.

The main result of this section is the following excess decay: We define $C_{18}, C_{19}$ and $\theta$ later (in Rem. 7.3, Rem. 8.1 and Thm. 8.1) and claim

**Theorem 4.2.** Let $(T, M) \in \mathcal{T}$ and assume that $\max\{E_C(T, 1), A, C_{19} \kappa_T \} \leq \frac{\theta}{C_{19}}$. Then there is a real number $|\eta| \leq 2C_{18} \sqrt{\frac{\theta}{C_{19}}} \quad (4.3)$

such that for all $0 < r < \theta/4$ the following holds

$$E_C(\gamma_{\eta R}T, r) \leq \frac{\theta^{-n+1}}{C_{19}} r. \quad (4.4)$$

A direct consequence of the Theorem 4.2 is the following

**Corollary 4.3.** Let $T, M, \eta, C_5$ and $\theta$ be as in Theorem 4.2 and Theorem 3.2. If we define the real numbers

$$\beta := \frac{1}{4n+11} \quad \text{and} \quad \delta := \theta^{2(1+n)}(4C_5)^{-(4n+6)}$$

and the sets

$$\mathcal{V} := \{y \in B^0_{\beta}(0) : y > |y|^{1+\beta}\} \quad \text{and} \quad \mathcal{W} := \{y \in B^0_{\beta}(0) : y < -|y|^{1+\beta}\},$$

then there are functions $\mathcal{V} := \{y \in B^0_{\beta}(0) : y > |y|^{1+\beta}\}$ such that

(i.) $p^{-1}(\mathcal{V}) \cap \text{spt}(\gamma_{\eta R}T) = \bigcup_{i=1}^{m-1} \text{graph}(\bar{v}_i, \gamma_{\eta} \circ \Phi)$ and $p^{-1}(\mathcal{W}) \cap \text{spt}(\gamma_{\eta R}T) = \bigcup_{j=1}^{m} \text{graph}(\bar{w}_j, \gamma_{\eta} \circ \Phi)$.

(ii.) $\bar{v}_1 \leq \bar{v}_2 \leq \cdots \leq \bar{v}_m$ and $\bar{w}_1 \leq \bar{w}_2 \leq \cdots \leq \bar{w}_{m-1}$.

In order to handle the rotations and scalings of $T$, we state the following computations that we will prove in Section 10.

**Remark 4.4.** For $C_{20} := C_3 + 6^n(1 + m\omega_n)$, $(T, M) \in \mathcal{T}$ and $r \geq 3$ the following holds: if $E_C(T, 1) + \kappa_T + A \leq \frac{1}{C_5}$, then

$$((\mu_{r R}T) \cup B_3, \mu_r(M)) \in \mathcal{T}, \quad A_{\mu_r(M)} \leq \frac{A_M}{r} \quad \text{and} \quad \kappa_{(\mu_{r R}T) \cup B_3} \leq \frac{\kappa_T}{r}.$$
Indeed, we apply Corollary 2.4 with \( r, s \) replaced by \( 3/r, 1 \):

\[
\left( \frac{r}{3} \right)^n \|T\| (\mathcal{B}_{3/r}) + \int_{\mathcal{B}_{1} \setminus \mathcal{B}_{3/r}} |X|^{-2} |X|^{-n-2} d\|T\| \leq \|T\| (\mathcal{B}_1) + C_3 (A + \kappa_T) \left( 1 - \frac{3}{r} \right).
\]

Therefore, we have

\[
\mathcal{M} \left( (\mu_{r\#} T) \sqsubseteq \mathcal{B}_3 \right) \leq s^n \mathcal{M} (T \sqsubseteq \mathcal{B}_{3/r}) \\
\leq 3^n \left( \|T\| (\mathcal{B}_1) + C_3 (A + \kappa_T) \right) \\
\leq 3^n \left( \mathcal{E}_C (T, 1) + m \omega_n + C_3 (A + \kappa_T) \right) \\
\leq 3^n (1 + m \omega_n).
\]

The estimate on \( \kappa (\mu_{r\#} T) \sqsubseteq \mathcal{B}_3 \) follows from classical differential geometry.

**Remark 4.5.** Let \( (T, \mathcal{M}) \in \mathcal{T} \) and \( |\omega| \leq 1/8 \) and assume that

\[
A \leq \max \left\{ \frac{1}{8}, (7C_1 + C_{12} + 1)^{-1} \right\}
\]

Then, we have

(i.) if \( \mathcal{E}_C (T, 1) + \kappa_T + A \leq (C_1 C_14 4^{2n+4})^{-1}, \) then \( \sup_{C_{3/4} \text{opt}(T)} |X_{n+1}| \leq \frac{1}{8} \).

(ii.) if \( \mathcal{E}_C (T, 1) + \kappa_T + A \leq \min \left\{ C_2^{-1}, (C_1 C_14 4^{2n+4})^{-1} \right\}, \) then

\[
(\mu_{4\#} \gamma_{\omega\#} T) \sqsubseteq \mathcal{B}_3 = (\gamma_{\omega\#} \mu_{4\#} T) \sqsubseteq \mathcal{B}_3 \in \mathcal{T}.
\]

(iii.) if \( 12 \leq r < \infty \) and \( \omega^2 + \mathcal{E}_C (T, 1) + \kappa_T + |D \Phi|^2 + |D^2 \Phi| \leq C_{21}^{-1}, \) where \( C_{21} = 4^{2n+4} C_2 C_{10} (1 + C_{10}) (1 + C_{13}) C_{14}, \) then \( (\mu_{r\#} \gamma_{\omega\#} T) \sqsubseteq \mathcal{B}_3 \in \mathcal{T} \) and

\[
\kappa (\mu_{r\#} \gamma_{\omega\#} T) \sqsubseteq \mathcal{B}_3 \leq \frac{\kappa_T}{r}.
\]

**Proof of Corollary 4.3.** We only show it for \( \tilde{v}_i, \) the argument for \( \tilde{w}_j \) goes analogously.

Let \( 0 < \rho < \delta \) and define \( S_\rho := (\mu_{1/\rho\#} \gamma_{\eta\#} T) \sqsubseteq \mathcal{B}_3, \) \( \mathcal{M}_\rho := \mu_{1/\rho} \mathcal{M}. \) By Remark 4.5 \( (S_\rho, \mathcal{M}_\rho) \in \mathcal{T}. \)

Moreover, notice that by Theorem 3.2, Theorem 4.2 and Remark 4.5 the following holds

\[
\sigma_{S_\rho} = C_5 \left( \mathcal{E}_C (S_\rho, 1) + \kappa_{S_\rho} + \mathcal{A}_{M_{\rho}} \right)^{1/(2n+3)} \\
\leq C_5 \left( \mathcal{E}_C (\gamma_{\eta\#} T, \rho) + \rho (\kappa_T + A) \right)^{1/(2n+3)} \\
\leq C_5 \left( \left( \frac{\theta^{-n-1} \rho}{C_{19}} + \rho \frac{2 \theta}{C_{19}} \right) \right)^{1/(2n+3)} \\
= C_5 \rho^{1/(4n+6)} \left( \rho^{1/2} \frac{3 \theta^{-n-1}}{C_{19}} \right)^{1/(2n+3)} \\
\leq C_5 \rho^3 \left( \delta^{1/2} \frac{4}{C_{19} \theta^{-n-1}} \right)^{1/(2n+3)} \\
= C_5 \rho^3 \left( \frac{4^{2n+5}}{C_{19} C_{19}^{2n+3}} \right)^{1/(2n+3)}
\]
Now, we look for functions whose graph contain $\text{spt}(\gamma \eta \# T)$. For a fixed $\rho$, we apply Theorem 3.2 to $(S_\rho, \mathcal{M}_\rho)$ and get $v_1^{S_\rho} \leq v_2^{S_\rho} \leq \cdots \leq v_m^{S_\rho}$ whose $\Phi_{\mathcal{M}_\rho}$-graph form the spt$(S_\rho)$. Using Theorem 3.2(iii.) (with $T, \mathcal{M}, k$ replaced by $S_\rho, \mathcal{M}_\rho, 1$ and 2) for all $i \in \{1, \ldots, m\}$

\[
\sup_{\mathbb{V}_{4/\rho^3}} |Dv_i^{S_\rho}| \leq C_7 \sqrt{E_{C}(S_\rho, 1) + \kappa_{S_\rho} + A_{\mathcal{M}_\rho}} \sup_{y \in \mathbb{V}_{4/\rho^3}} \text{dist}(y, \partial \mathbb{V})^{-1-n-1/2} \\
\leq C_7 \sqrt{3 \rho \theta^{-n-1} \left( \frac{4}{\rho^3} \right)^{n+3/2}} \\
\leq C_{22} \rho^{1/4},
\]

\[
\sup_{\mathbb{V}_{4/\rho^3}} |D^2v_i^{S_\rho}| \leq C_7 \sqrt{E_{C}(S_\rho, 1) + \kappa_{S_\rho} + A_{\mathcal{M}_\rho}} \sup_{y \in \mathbb{V}_{4/\rho^3}} \text{dist}(y, \partial \mathbb{V})^{-2-n-1/2} \\
\leq C_7 \sqrt{3 \rho \theta^{-n-1} \left( \frac{4}{\rho^3} \right)^{n+5/2}} \\
\leq C_{22} \rho^{1/4}. 
\]

Define $\rho_k := \left( \frac{7}{8} \right)^k$, $k \in \mathbb{Z}$, and look at the annuli

\[
A_k := \left\{ y \in \tilde{\mathbb{V}} : \frac{1}{2} \rho_k \leq |y| \leq \frac{2}{3} \rho_k \right\}. 
\]

These annuli are overlapping as $\frac{1}{2} \rho_k < \frac{2}{3} \rho_{k+1}$ and moreover their union covers all of $\tilde{\mathbb{V}}$. Notice that for $y \in A_k$ the following holds

\[
\frac{y_n}{\rho_k} > \frac{|y|^{1+\beta}}{\rho_k \rho_k^\beta} \geq \left( \frac{\rho_k}{2} \right)^{1+\beta} \frac{1}{\rho_k} \geq \frac{\rho_k^{\beta}}{4} \geq \sigma_{S_\rho k}. 
\]

Therefore, $y/\rho_k \in \mathbb{V}_{S_\rho k}$ and we can define for $y \in A_k$

\[
\tilde{v}_i(y) = \rho_k v_i^{S_\rho k} \left( \frac{y}{\rho_k} \right). 
\]

Then

\[
\mathbf{p}^{-1}(\tilde{\mathbb{V}}) \cap \text{spt}(\gamma \eta \# T) = \bigcup_{i=1}^m \text{graph}(\tilde{v}_i, \gamma \eta \circ \Phi),
\]

because $S_\rho := (\mu_{1/\rho^\#} \gamma \eta \# T) \subset \mathcal{B}_3$. Moreover, all $\tilde{v}_i$ fulfill the Riemannian minimal surface equation on $\tilde{\mathbb{V}}$ and $\tilde{v}_1 \leq \tilde{v}_2 \leq \cdots \leq \tilde{v}_m$. The only thing we still have to prove is the $C^{1,1/4}$-regularity. By using the bounds in (4.3), we estimate for each $y \in \tilde{\mathbb{V}}$

\[
|D\tilde{v}_i(y)| \leq C_{22} \rho_k^{1/4} \leq 2C_{22} |y|^{1/4}, \quad (4.4)
\]

\[
|D^2\tilde{v}_i(y)| \leq \frac{1}{\rho_k} C_{22} \rho_k^{1/4} \leq C_{22} |y|^{-3/4}. \quad (4.5)
\]
Let \( y, z \in \tilde{V} \) be arbitrary. We want to deduce that 
\[
|D\tilde{v}_i(y) - D\tilde{v}_i(z)| \leq 4C_{22}|y - z|^{1/4}.
\]
We differ between the following cases:

**Case 1:** \( \max \{|y|, |z|\} \leq 2|y - z| \).

Then the following holds by (4.4)
\[
|D\tilde{v}_i(y) - D\tilde{v}_i(z)| \leq |D\tilde{v}_i(y)| + |D\tilde{v}_i(z)| \\
\leq 2C_{22}|y|^{1/4} + 2C_{22}|z|^{1/4} \\
\leq 4C_{22}|y - z|^{1/4}.
\]

**Case 2:** \( \max \{|y|, |z|\} > 2|y - z| \).

Wlog \( \max \{|y|, |z|\} = |y| \). We claim that also the path between these two points fulfills this inequality. Indeed, for every \( t \in [0, 1] \) we have
\[
|y + t(y - z)| \geq ||y| - t|z - y|| \geq 2|y - z| - t|y - z| \geq |y - z|
\]
and
\[
|y + t(y - z)|^{-3/4} \leq |y - z|^{-3/4}.
\]

We use this together with (4.5) to infer
\[
|D\tilde{v}_i(y) - D\tilde{v}_i(z)| \leq |y - z| \int_0^1 |D^2\tilde{v}_i(y + t(y - z))| \, dt \leq C_{22}|y - z|^{1/4}.
\]

Thus the Hölder regularity holds up to the boundary and by (4.4) we conclude (iii.).

\[ \square \]

### 5. Glueing of harmonic blow-ups and first collapsing lemma

We aim to prove that under certain conditions, the harmonic blow-ups agree in order to deduce later that the graphs are equal on \( V \) and \( W \) respectively. The first step in this direction is to show that if we glue them together, the result is weakly differentiable.

**Lemma 5.1.** Let \( \{ (T_\nu, \mathcal{M}_\nu) \}_{\nu \geq 1} \subset \mathcal{T} \) be a blow-up sequence with associated harmonic blow-ups \( f_1, \ldots, f_m \). Define \( h, \mu : B^1_1(0) \to \mathbb{R} \) by
\[
h(x) = \begin{cases} 
\sum_{i=1}^m f_i(x), & \text{if } x \in V \\
\sum_{j=1}^{m-1} g_j(x), & \text{if } x \in W \\
0, & \text{if } x \in L
\end{cases}
\]
and
\[
\mu(x) = \begin{cases} 
\min \{|f_1(x)|, \ldots, |f_m(x)|\}, & \text{if } x \in V \\
0, & \text{if } x \in W \cup L.
\end{cases}
\]

Then \( h \) and \( \mu \) are in \( W^{1,2}_{\text{loc}}(B^0_1(0)) \).

**Remark 5.2.** Consider the notion of trace as in Chapter 26 of [24]. The previous lemma implies that \( \mu|_V \) has zero trace on \( L \).
Proof of Lemma 5.1. Let \( \{ (T_\nu, \mathcal{M}_\nu) \}_{\nu \geq 1} \subset \mathcal{T} \) be a blow-up sequence with associated harmonic blow-ups \( f_i, g_j \) and denote \( \mathbf{A}_\nu, \varepsilon_\nu, \kappa_\nu \) as in the Definition 4.1 and \( \Phi_\nu := \Phi_{\mathcal{M}_\nu} \). Observe that \( \sqrt{1 + t} \geq 1 + \frac{1}{2} t - \frac{1}{9} t^2 \) for all \( 0 \leq t \leq 1 \). We use Theorem 3.2(ii.) to estimate for any \( i \in \{ 1, \ldots, m \} \)

\[
\varepsilon^2_\nu = \mathcal{M}(T_\nu \cap C_1) - \mathcal{M}(\mathbf{p}(T_\nu \cap C_1)) \\
\geq \mathcal{M}(T_\nu \cap \mathbf{p}^{-1}(V_{\sqrt{\delta}})) - \mathcal{M}(\mathbf{p}(T_\nu \cap \mathbf{p}^{-1}(V_{\sqrt{\delta}}))) \\
\geq \int_{V_{\sqrt{\nu}}} \left( \sqrt{1 + |Dv_i^{(\nu)}|^2} - 1 \right) \, d\mathcal{L}^n \\
\geq \int_{V_{\sqrt{\nu}}} \left( \frac{1}{2} |Dv_i^{(\nu)}|^2 - \frac{1}{9} |Dv_i^{(\nu)}|^4 \right) \, d\mathcal{L}^n \\
\geq \frac{1}{2} \int_{V_{\sqrt{\nu}}} |Dv_i^{(\nu)}|^2 \left( 1 - \frac{2}{9} C_1 (\varepsilon_\nu^2 + \kappa_\nu + \mathbf{A}_\nu) \right) \sigma_n - 3/2 \right) \, d\mathcal{L}^n \\
= \frac{1}{2} \int_{V_{\sqrt{\nu}}} |Dv_i^{(\nu)}|^2 \left( 1 - \frac{2}{9} C_1 (\varepsilon_\nu^2 + \kappa_\nu + \mathbf{A}_\nu) \right) \sigma_n \, d\mathcal{L}^n.
\]

Hence, for \( \nu \) large enough, it follows that

\[
\int_{V_{\sqrt{\nu}}} |Dv_i^{(\nu)}|^2 \, d\mathcal{L}^n \leq 3 \varepsilon^2_\nu.
\]

Moreover, fix \( \delta > 0 \). For all \( \nu \) such that \( \sigma_\nu \leq \delta^2 \) the following holds

\[
\int_{V_{\sqrt{\nu}}} |Dv_i^{(\nu)}|^2 \, d\mathcal{L}^n \leq \int_{V_{\sqrt{\nu}}} \frac{|Dv_i^{(\nu)}|^2}{\max\{\varepsilon^2_\nu, \mathbf{A}_\nu^{1/2}\}} \, d\mathcal{L}^n \leq 3 \varepsilon^2_\nu \leq 3.
\]

and by locally uniform convergence, we deduce

\[
\lim_{\delta \to 0} \int_{V_{\sqrt{\nu}}} |Df_i|^2 \, d\mathcal{L}^n \leq 3.
\]

As \( \delta \) was arbitrary, we can conclude the integrability of the weak derivative of \( f_i \) in all of \( V \) and analogously for \( g_j \) in \( W \). The fact that the trace is zero, we deduce in the same manner as in Lemma 6.2 of [18] (which is based on [14], 5.3.7). Thus, we also conclude that \( h \) and \( \mu \) are in \( W^{1,2}_{\text{loc}} \).

As a next step, we see that around boundary points, we have local uniform convergence. In fact, the proof of the original paper ([18], Lem. 6.3) carries over and thus, we omit the details here.

**Lemma 5.3.** Let \( 0 < \sigma < 1/2, \ a \in L \cap B^c_{\delta - 2\sigma}(0), \ U := B^c_{\sigma}(a), \ B := \partial U, \ C \subset p^{-1}(U) \) compact and \( \{ (T_\nu, \mathcal{M}_\nu) \}_{\nu \geq 1} \subset \mathcal{T} \) a blowup sequence with associated harmonic blowups \( f_i \) and \( g_j \). Denote \( \varepsilon_\nu := \sqrt{E_C(T_\nu, 1)} \) and \( m_\nu := \max\{\varepsilon_\nu, \mathbf{A}_\nu^{1/4}\} \). Then, the following holds

\[
\lim_{\nu \to \infty} \sup_{C \cap \text{upt}(T_\nu)} \frac{X_{n+1}}{m_\nu} \leq \max \left\{ \sup_{B \cap V} f_m, \sup_{B \cap W} g_{m-1}, 0 \right\},
\]

\[
\lim_{\nu \to \infty} \inf_{C \cap \text{upt}(T_\nu)} \frac{X_{n+1}}{m_\nu} \geq \min \left\{ \inf_{B \cap V} f_1, \inf_{B \cap W} g_1, 0 \right\}.
\]
As a first step to the fact, that the harmonic blow-ups coincide, we prove it under the strong assumptions that they are linear. This will be useful, as for the excess decay we will use a blow-up argument in which the inequality of Theorem 3.2(v.) forces them to be linear. The argument for the equality of the blow-ups relies on the fact, that in case they are not equal, we find a better competitor for the minimization problem.

Lemma 5.4 (Collapsing lemma). Let \( \{(T_\nu, M_\nu)\}_{\nu \geq 1} \subset \mathcal{T} \) be a blowup sequence and denote \( \varepsilon_\nu := \sqrt{\text{E}_C(T_\nu, 1)} \) and \( m_\nu := \max\{\varepsilon_\nu, A_\nu^{1/4}\} \). Assume the harmonic blowups are of the form

\[
\begin{align*}
  f_i &= \beta_i Y_n|_V, \\
  g_j &= \gamma_j Y_n|_W,
\end{align*}
\]

for some real numbers \( \beta_1 \leq \cdots \leq \beta_m, \gamma_1 \geq \cdots \geq \gamma_{m-1} \). Then the following holds

\[
\beta_1 = \cdots = \beta_m = \gamma_1 = \cdots = \gamma_{m-1}
\]

and for every \( 0 < \rho < 1 \)

\[
\lim_{\nu \to \infty} \sup_{C_\nu \cap \text{spt}(T_\nu)} \left| \frac{X_{n+1}}{m_\nu} - \beta_1 X_n \right| = 0.
\]

Proof. Let \( v_i^{(\nu)} \) and \( w_j^{(\nu)} \) be as in Definition 4.1, define \( \zeta := \max\{|\beta_1|, |\beta_m|, |\gamma_1|, |\gamma_{m-1}|\} \), \( \delta := \min\{|1| \cup \{\beta_{i+1} - \beta_i : \beta_{i+1} \neq \beta_i\} \cup \{\gamma_{i+1} - \gamma_i : \gamma_{i+1} \neq \gamma_i\}\} \) and let \( 0 < \sigma < \min\{\delta/2, 1/16\} \). By Theorem 3.2(iii.), (iv.), Definition 4.1(i.)-(v.) and the previous Lemma 5.3, we can choose \( N_\sigma > 0 \) such that for all \( \nu \geq N_\sigma \) the following holds

\[
\begin{align*}
  \sigma_{T_\nu} &< \frac{\sigma}{4}, \\
  m_\nu^2 &< \sigma, \\
  \kappa_{T_\nu} &< \sigma^3 m_\nu^2 \\
  \sup_{V_{\nu/2}} |v_i^{(\nu)} - m_\nu \beta_i Y_n|^2 &\leq \sigma^{n+4} m_\nu^2 \quad \text{for all } 0 \leq i \leq m \\
  \sup_{W_{\nu/2}} |w_j^{(\nu)} - m_\nu \gamma_j Y_n|^2 &\leq \sigma^{n+4} m_\nu^2 \quad \text{for all } 0 \leq j \leq m - 1 \\
  \sup_{C_\nu \cap \text{spt}(T_\nu) \setminus \mathrm{p}^{-1}(V_{\nu} \cap W_{\nu})} |X_{n+1}| &\leq 2 \zeta \sigma m_\nu + \sigma m_\nu.
\end{align*}
\]

The grey area in the sketch stands for the set where the supremum in (5.4) is taken. We divide the proof into several steps.

Step 1: For all \( i \in \{1, \ldots, m\}, j \in \{1, \ldots, m - 1\} \) the following holds

\[
\begin{align*}
  \sup_{V_\nu} |D(v_i^{(\nu)} - m_\nu \beta_i Y_n)|^2, \\
  \sup_{W_\nu} |D(w_j^{(\nu)} - m_\nu \gamma_j Y_n)|^2 \leq C_{23} \sigma^2 m_\nu^2.
\end{align*}
\]

Step 2: There is a Lipschitzian map \( F_\nu^\sigma \) such that

\[
\mathcal{M}(F_\nu^\sigma \# T_\nu) - \mathcal{M}(T_\nu) \leq C_{24}(1 + \zeta)^2 \sigma m_\nu^2.
\]

The maps \( F_\nu^\sigma \) are constructed by performing the blowup process backwards: we multiply the harmonic blowups with \( \varepsilon_\nu \) and move it by \( \sigma \) to the origin. These compressed sheets then almost recreate the original currents.
Step 3: With the help of $F^\nu$, we show that

$$
\eta : B^{1/2}_1(0) \to \mathbb{R}, \quad \eta(y) = \begin{cases} 
\beta_m Y_n(y), & \text{if } y \in B^{1/2}_1(0) \cap V \\
\gamma_m Y_n(y), & \text{if } y \in B^{1/2}_1(0) \cap W
\end{cases}
$$

is harmonic in $B^{1/2}_1(0)$. In particular, $\eta$ is differentiable in 0 and hence, $\beta_m = \gamma_m - 1$. We argue similarly to deduce that also $\beta_1 = \gamma_1$.

Step 4: $$\lim_{\nu \to \infty} \sup_{C_{\rho \cap \text{spt}(T^\nu)}} \left| \frac{X_{n+1}^m + \frac{1}{2} \beta_1 X_n}{m^2} \right| = 0.$$ 

Proof of step 1: Away from the boundary, we want to use Corollary 6.3 of [16] on the function $u := v^{(\nu)} - m_\nu \beta_1 Y_n$. Recall the coefficients $a_{ij}$ and $b$ of (3.3) and define $a^{(\nu)}_{ij}$, $b^{(\nu)}$ accordingly. Then for

$$A_{kl} := \frac{\delta_{k,l} \sqrt{1 + |Dv^{(\nu)}_i|^2}}{1 + |Dv^{(\nu)}_i|^2/2} - \frac{D_k v^{(\nu)}_i D_l v^{(\nu)}_i}{(1 + |Dv^{(\nu)}_i|^2/2)^3/2} - a_{kl},$$

we have $\sum_{k,l=1}^n A_{kl} \partial_{kl} u = \sum_{k,l=1}^n A_{kl} \partial_{kl} v^{(\nu)}_i = b^{(\nu)}$ and for $\nu$ large enough, $A_{kl}$ are elliptic in $V_{\sigma/3}$. Hence, we have

$$\sup_{V^{\sigma}} |D(v^{(\nu)}_i - m_\nu \beta_1 Y_n)|^2 \leq C_{25} \sigma^2 \left( \sup_{V_{\sigma/3}} |v^{(\nu)}_i - m_\nu \beta_1 Y_n|^2 + \|b^{(\nu)}\|^2_{L^2(V_{\sigma/3})} \right) \leq \frac{C_{23}}{2} \left( \sigma^2 m_\nu^2 + m_\nu^8 \right)$$

$$\leq C_{23} \sigma^2 m_\nu^2.$$ 

In the same manner we show that

$$\sup_{W^{\sigma}} |D(w^{(\nu)}_j - m_\nu \gamma_j Y_n)|^2 \leq C_{23} \sigma^2 m_\nu^2.$$ 

Proof of step 2: Fix $i \in \{1, \ldots, m\}$, $j \in \{1, \ldots, m-1\}$ and define the following subsets of $\mathbb{R}^{n+1}$:

$$H^\sigma := \{ x \in \mathbb{R}^{n+1} : |x_n| \leq \sigma \},$$

$$I^\sigma_i := \{ x \in \mathbb{R}^{n+1} : (x_1, \ldots, x_n) \in V_{\sigma} \text{ and } |x_{n+1} - \beta_i x_n| < \frac{\delta \sigma}{2} \},$$

$$J^\sigma_j := \{ x \in \mathbb{R}^{n+1} : (x_1, \ldots, x_n) \in W_{\sigma} \text{ and } |x_{n+1} - \gamma_j x_n| < \frac{\delta \sigma}{2} \}.$$
Notice that $J_i^\nu \cap I_k^\nu = \emptyset$ for all $\beta_i \neq \beta_k$ and $J_i^\nu \cap J_j^\nu = \emptyset$ for all $\gamma_j \neq \gamma_l$ by the definition of \( \delta \). Additionally, define the maps $\beta_{\nu} : \mathbb{R}^{n+1} \to \mathbb{R}^{n+1}, (x,y) \mapsto (x_1, \ldots, x_n, rx_{n+1})$ for $r > 0$. We define

$$G^\nu_{\sigma} := H^\nu \cup \beta_{m_{\nu}} \left( \bigcup_{i=1}^{m} I_i^\nu \right) \cup \beta_{m_{\nu}} \left( \bigcup_{j=1}^{m-1} J_j^\nu \right),$$

$$\lambda^\nu_{\sigma} : G^\nu_{\sigma} \to \mathbb{R}^{n+1}$$

$$x \mapsto \begin{cases} (x_1, \ldots, x_n, 0), & \text{if } x \in H^\nu \\ (x_1, \ldots, x_n, m_{\nu}\beta_i(x_n - \sigma)), & \text{if } x \in \beta_{m_{\nu}}(I_i^\nu) \\ (x_1, \ldots, x_n, m_{\nu}\gamma_j(x_n - \sigma)), & \text{if } x \in \beta_{m_{\nu}}(J_j^\nu), \end{cases}$$

Now, we want to construct a homotopy between $\lambda^\nu_{\sigma}$ and the identity map. For this we take a $C^1$ function $\mu : \overline{B}_1(0) \to [0, 1]$ satisfying $\mu|_{\overline{B}_1/2(0)} \equiv 0$, $\mu|_{\overline{B}_1(0) \setminus B_{3/4}(0)} \equiv 1$ and $\sup_{\overline{B}_1(0)} |D\mu| \leq 5$. Then, we define

$$\Lambda^\nu_{\sigma} := G^\nu_{\sigma} \cup (\mathbb{R}^{n+1} \setminus C_{3/4}) \longrightarrow \mathbb{R}^{n+1}$$

$$x \mapsto \begin{cases} x, & \text{if } x \in \mathbb{R}^{n+1} \setminus C_{3/4} \\ (1 - \mu \circ \mathbf{p}(x)) \lambda^\nu_{\sigma}(x) + (\mu \circ \mathbf{p}(x))x, & \text{if } x \in G^\nu_{\sigma} \end{cases}$$

and finally map everything to $\mathcal{M}_{\nu}$ with

$$F^\nu_{\sigma} : (G^\nu_{\sigma} \times \mathbb{R}^{k-1}) \cup (\mathbb{R}^{n+k} \setminus C_{3/4}) \longrightarrow \mathcal{M}_{\nu} \subset \mathbb{R}^{n+k}$$

$$(x,y) \mapsto (\Lambda^\nu_{\sigma}(x), \Phi_{\nu}(\Lambda^\nu_{\sigma}(x))).$$

We know that in $\mathbf{p}^{-1}(V_\sigma)$, $\text{spt}(T_\nu)$ lives on the $\Phi_{\nu}$-graphs of $v_i^{(\nu)}$. As $v_i^{(\nu)} m_{\nu}^{-1}$ converges to $\beta_1 Y_n$, for $\nu$ big enough, $\text{graph}(v_i^{(\nu)}, \Phi_{\nu}) \subset (\text{id}, \Phi_{\nu}) \circ \beta_{m_{\nu}}(I_i^\nu)$. Therefore

$$\mathbf{p}^{-1}(V_\sigma) \cap \text{spt}(T_\nu) = \bigcup_{i=1}^{m} \text{graph}(v_i^{(\nu)}, \Phi_{\nu}) \subset (\text{id}, \Phi_{\nu})(G^\nu_{\sigma}).$$

Now, we compute the functions whose $\Phi_{\nu}$-graph describes $\text{spt}(F^\nu_{\sigma} \# T_\nu) \cap \mathbf{p}^{-1}(V_\sigma)$:

$$u_i^{(\nu)} = (1 - \mu)m_{\nu}\beta_i(Y_n - \sigma) + \mu v_i^{(\nu)}$$

$$= (1 - \mu)m_{\nu}\beta_i Y_n + \mu v_i^{(\nu)} - (1 - \mu)m_{\nu}\beta_i \sigma$$
Recall \( \zeta := \max \{ |\beta_1|, |\beta_2|, |\gamma_1|, |\gamma_{m-1}| \} \). We bound by step 1 and (5.2)

\[
\sup_{V_\sigma} |Du_i^{(\nu)}| \leq \sup_{V_\sigma} \left( |D\mu|v - m_\nu \beta_i Y_n| + |D(v_i^{(\nu)} - m_\nu \beta_i Y_n)| + m_\nu |\beta_i| + m_\nu |\beta_i D\mu| \right)
\leq 5\sigma m_\nu + \sqrt{C_{23}} m_\nu + m_\nu \zeta + 5m_\nu \zeta \sigma
\leq C_{26} m_\nu (1 + \zeta),
\]

\[
\sup_{V_\sigma} |Du_i^{(\nu)}| \leq \sup_{V_\sigma} \left( |D(v_i^{(\nu)} - m_\nu \beta_i Y_n)| + |D(m_\nu \beta_i Y_n)| \right)
\leq C_{26} m_\nu (1 + \zeta),
\]

\[
\sup_{V_\sigma} |Du_i^{(\nu)} - Du_i^{(\nu)}| \leq \sup_{V_\sigma} \left( |D\mu|v - m_\nu \beta_i Y_n| + |D(v_i^{(\nu)} - m_\nu \beta_i Y_n)| + m_\nu |\beta_i D\mu| \right)
\leq 5\sigma + 2\sqrt{C_{23}} m_\nu + 5m_\nu \zeta \sigma
\leq C_{26} m_\nu (1 + \zeta).
\]

With this we can estimate

\[
\mathcal{M}(F^{\sigma}_{\nu}(T_\nu \sqcup p^{-1}(V_\sigma))) - \mathcal{M}(T_\nu \sqcup p^{-1}(V_\sigma))
\leq \sum_{i=1}^{m} \int_{V_\sigma} \left( 1 + |Du_i^{(\nu)}|^2 - \sqrt{1 + |Du_i^{(\nu)}|^2} \right) d\mathcal{L}^n
\leq 2 \sum_{i=1}^{m} \int_{V_\sigma} \left( 1 - |Du_i^{(\nu)}|^2 - \sqrt{1 + |Du_i^{(\nu)}|^2} \right) d\mathcal{L}^n
\leq 2 \sum_{i=1}^{m} \int_{V_\sigma} |Du_i^{(\nu)} - Du_i^{(\nu)}|(|Du_i^{(\nu)}| + |Du_i^{(\nu)}|) d\mathcal{L}^n
\leq C_{27} (1 + \zeta)^2 m_\nu^2 \sigma.
\]

In the same manner, we deduce

\[
\mathcal{M}(F^{\sigma}_{\nu}(T_\nu \sqcup p^{-1}(W_\sigma))) - \mathcal{M}(T_\nu \sqcup p^{-1}(W_\sigma)) \leq C_{27} (1 + \zeta)^2 m_\nu^2 \sigma. \tag{5.7}
\]

Outside of \( p^{-1}(V_\sigma \cup W_\sigma) \) we notice that \( F^{\sigma}_{\nu} \) is the identity in \( M_\nu \cap ((H^\sigma \times \mathbb{R}^{k-1}) \setminus C_{3/4}) \) and hence

\[
\mathcal{M}(F^{\sigma}_{\nu}(T_\nu \sqcup ((H^\sigma \times \mathbb{R}^{k-1}) \setminus C_{3/4}))) = \mathcal{M}(T_\nu \sqcup ((H^\sigma \times \mathbb{R}^{k-1}) \setminus C_{3/4})). \tag{5.8}
\]

In \( (H^\sigma \times \mathbb{R}^{k-1}) \cap C_{3/4} \), the following holds

\[
F^{\sigma}_{\nu}(x, y) = (x_1, \ldots, x_n, \mu(x_1, \ldots, x_n)x_{n+1}, \Phi_\nu(x_1, \ldots, x_n, \mu(x_1, \ldots, x_n)x_{n+1})).
\]
Hence, we can use Lemma 10.1 (with $A = (H^\sigma \times \mathbb{R}^{k-1}) \cap C_{3/4}$, $\tau = \sigma, \rho = 5\sigma$) to bound

\[
M(F_\nu \# (T \cap (H^\sigma \times \mathbb{R}^{k-1}))) - M(T \cap (H^\sigma \times \mathbb{R}^{k-1}))
\]
\[
= C_{44} \left( \kappa_{T_\nu}^2 + 2 \int_{(H^{2\sigma} \times \mathbb{R}^{k-1}) \cap C_{3/4+\sigma}} X_{n+1}^2 \|T_\nu\| + 27A_\nu \right)
\]
\[
\leq \frac{C_{44}}{\sigma^2} \left( \kappa_{T_\nu}^2 + 27A_\nu + 2\|T_\nu\|((H^{2\sigma} \times \mathbb{R}^{k-1}) \cap C_{3/4+\sigma})(2\zeta\sigma m_\nu + \sigma m_\nu)^2 \right).
\]

Further, we see that by the monotonicity property (3.1) and the projection property of currents in $T$, the following holds

\[
\|T_\nu\|((H^{2\sigma} \times \mathbb{R}^{k-1}) \cap C_{3/4+\sigma})
\]
\[
= \left( \frac{3}{4} + \sigma \right)^n E_C(T_\nu, \frac{3}{4} + \sigma) + M(p_\#(T_\nu \cap (H^{2\sigma} \times \mathbb{R}^{k-1}) \cap C_{3/4+\sigma}))
\]
\[
\leq \varepsilon_\nu^2 + m\sigma \left( \frac{3}{4} + \sigma \right)^{n-1}
\]
\[
\leq C_{28}\sigma,
\]
where we used (5.1) in the last inequality.

Therefore,

\[
M(F_\nu \# (T \cap (H^{2\sigma} \times \mathbb{R}^{k-1}))) - M(T \cap (H^{2\sigma} \times \mathbb{R}^{k-1}))
\]
\[
\leq \frac{C_{44}}{\sigma^2} \left( \kappa_{T_\nu}^2 + 27A_\nu + 2C_{28}\sigma(2\zeta\sigma m_\nu + \sigma m_\nu)^2 \right)
\]
\[
\leq C_{29}(1 + \zeta^2)m_\nu^2\sigma.
\]

Putting this together with (5.6) and (5.7) yields

\[
M(F_\nu \# T_\nu) - M(T_\nu) \leq C_{24}(1 + \zeta^2)m_\nu^2\sigma
\]

for all $\nu \geq N_\sigma$.

Proof of step 3: We define

\[
\eta : \overline{B}_{1/2}^0(0) \to \mathbb{R}, \eta(y) = \begin{cases} 
\beta_m Y_\nu(y), & \text{if } y \in \overline{B}_{1/2}^0(0) \cap \overline{V} \\
\gamma_m Y_\nu(y), & \text{if } y \in \overline{B}_{1/2}^0(0) \cap \overline{W}.
\end{cases}
\]

To show that $\eta$ is harmonic, we prove that it minimizes the Dirichlet integral. To do so, we take some arbitrary Lipschitz function $\theta : \overline{B}_{1/2}^0(0) \to \mathbb{R}$ satisfying $\theta|_{\partial \overline{B}_{1/2}^0(0)} = \eta|_{\partial \overline{B}_{1/2}^0(0)}$. Then we notice that $\int |D\eta|^2 - \int |D\theta|^2$ is comparable to the difference of the Hausdorff measure of the graphs of $\eta$ and $\theta$. These graphs, we express as currents and use the minimality of $T_\nu$ to deduce that $\int |D\eta|^2 - \int |D\theta|^2 \leq 0$. To make this precise, we approximate both of these functions. Indeed, let $\{\sigma_k\}_{k \geq 1}$ be a monotonously decreasing null sequence with
σ_1 < \min\{\delta/2, 1/16\}. For each k ≥ 1, let ν_k = N_{σ_k},

\[ \eta_k : \overline{B}_{1/2}^n(0) \to \mathbb{R}, \eta_k(y) = \begin{cases} \beta_m(Y_n(y) - σ_k), & \text{if } y \in \overline{B}_{1/2}^n(0) \cap V_{σ_k} \\
\gamma_m-1(Y_n(y) + σ_k), & \text{if } y \in \overline{B}_{1/2}^n(0) \cap W_{σ_k} \\
0, & \text{if } y \in \overline{B}_{1/2}^n(0) \setminus (V_{σ_k} \cup W_{σ_k}), \end{cases} \]

and choose some C^1 function θ_k : \overline{B}_{1/2}^n(0) → \mathbb{R} with θ_k|_{∂B_{1/2}^n(0)} = \eta_k|_{∂B_{1/2}^n(0)}.

\[ \limsup_{k \to \infty} \sup_{B_{1/2}^n(0)} |Dθ_k| < \infty \text{ and } \lim_{k \to \infty} \int_{B_{1/2}^n(0)} |Dθ_k - Dθ|^2 dL^n = 0. \]

With this, we define two auxiliary currents associated to the \( Φ_ν \)-graphs of \( m_ν η_k \) and \( m_ν θ_k \) respectively:

\[ R_k := \left( (id_n, m_ν θ_k, Φ_ν (id_n, m_ν η_k))_# (E^n \cap \overline{B}_{1/2}^n) \right) \subset C_{1/2}, \]

\[ S_k := \left( (id_n, m_ν θ_k, Φ_ν (id_n, m_ν θ_k))_# (E^n \cap \overline{B}_{1/2}^n) \right) \subset C_{1/2}. \]

Notice that \( R_k, S_k \) are supported in \( M_{ν_k} \) and moreover, in \( C_{1/2} \cap G^n_ν \) the following holds \( F^σ_{ν_k} = (id, Φ_ν) \circ Λ^σ_{ν_k} = (id, Φ_ν) \circ λ^σ_{ν_k} \) and hence,

\[ M(F^σ_{ν_k} \# (T_{ν_k} \subset C_1)) = M(F^σ_{ν_k} \# (T_{ν_k} \subset C_1) - R_k) + M(R_k). \quad (5.9) \]

In addition, we define \( q(t, x) = (id, Φ)(x_1, \ldots, x_{n-1}, tx_n, tx_{n+1}) \) and \( Q_{ν_k} := q_# ([0, 1] \times ((∂T_{ν_k} \cap C_2)) \subset C_1 \). This is the filling between \( B_{1/2}^{n-1} \times \{0\} \) and \( spt(∂T_{ν}) \cap C_1 \) mapped onto \( M_{ν_k} \). Then we consider \( P_k := Q_{ν_k} - F^σ_{ν_k} \# Q_{ν_k} \). Because \( F^σ_{ν_k} |_{∂C_1} = (id, Φ_ν)(∂C_1), θ_k|_{∂B_{1/2}^n(0)} = η_k|_{∂B_{1/2}^n(0)} \) and the homotopy formula ([14], 4.1.9), the following holds

\[ \partial R_k = ∂S_k, \]

\[ \partial P_k = ∂Q_{ν_k} - ∂(F^σ_{ν_k} \# Q_{ν_k}) \]

\[ = (∂T_{ν_k}) \cap C_1 - (id, Φ_ν)_#((E^{n-1} \times \{0\}) \cap C_1) - F^σ_{ν_k} #((∂T_{ν_k}) \cap C_1) + (id, Φ_ν)_#((E^{n-1} \times \{0\}) \cap C_1) \]

\[ = (∂T_{ν_k}) \cap C_1 - F^σ_{ν_k} #((∂T_{ν_k}) \cap C_1) \]

\[ = (∂T_{ν_k} \cap C_1) - (∂F^σ_{ν_k} \# (T_{ν_k} \subset C_1)). \]

Moreover, the area minimality of \( T_{ν_k} \) in \( M_{ν_k} \) implies

\[ M(T_{ν_k} \subset C_1) \leq M(F^σ_{ν_k} \# (T_{ν_k} \subset C_1) + P_k - R_k + S_k) \]

\[ \leq M(F^σ_{ν_k} \# (T_{ν_k} \subset C_1) - R_k) + M(P_k) + M(S_k). \]

Together with step 2 and (5.9), we deduce

\[ M(R_k) - M(S_k) = M(F^σ_{ν_k} \# (T_{ν_k} \subset C_1)) - M(F^σ_{ν_k} \# (T_{ν_k} \subset C_1) - R_k) - M(S_k) \]

\[ \leq M(F^σ_{ν_k} \# (T_{ν_k} \subset C_1)) - M(T_{ν_k} \subset C_1) + M(P_k) \]

\[ \leq M(P_k) + C_{24}(1 + ζ)^2 m^2_{ν_k} σ_{ν_k}. \]
Notice that again by the homotopy formula ([14], 4.1.9), \( M(Q_{\nu_k}) \leq C_{30}(\kappa T_{\nu_k} + m_{\nu_k}^4) \). Then the condition \((ii.\) in Definition 4.1 yields
\[
\limsup_{k \to \infty} \frac{M(P_k)}{m_{\nu_k}^2} \leq \limsup_{k \to \infty} (1 + \text{Lip}(F_{\nu_k}^\nu))^n M(Q_{\nu_k}) = 0.
\]
Thus,
\[
0 \geq \limsup_{k \to \infty} \frac{M(R_k) - M(S_k)}{m_{\nu_k}^2}
= \limsup_{k \to \infty} \left( \int_{B_{r/2}^n(0)} \frac{\sqrt{1 + m_{\nu_k}^2 |D\eta_k|^2}}{m_{\nu_k}^2} \, d\mathcal{L}^n - \int_{B_{r/2}^n(0)} \frac{\sqrt{1 + m_{\nu_k}^2 |D\theta_k|^2}}{m_{\nu_k}^2} \, d\mathcal{L}^n - C_{31} \frac{|D\Phi_{\nu_k}|}{m_{\nu_k}^2} \right)
= \limsup_{k \to \infty} \int_{B_{r/2}^n(0)} \frac{(1 + m_{\nu_k}^2 |D\eta_k|^2) - (1 + m_{\nu_k}^2 |D\theta_k|^2)}{m_{\nu_k}^2 (\sqrt{1 + m_{\nu_k}^2 |D\eta_k|^2} + \sqrt{1 + m_{\nu_k}^2 |D\theta_k|^2})} \, d\mathcal{L}^n
= \frac{1}{2} \int_{B_{r/2}^n(0)} |D\eta|^2 - |D\theta|^2 \, d\mathcal{L}^n.
\]
As \( \theta \) was arbitrary, \( \eta \) minimizes the Dirichlet integral and hence, is a harmonic function. In particular, \( \eta \) is differentiable in 0 and thus, \( \beta_m = \gamma_m - 1 \). We argue similarly to deduce that also \( \beta_1 = \gamma_1 \).

**Step 4:** Let \( 0 < \rho < 1 \) and assume \( 0 < \sigma < (1 - \rho)/2 \). Then by Definition 4.1\((iii.),(iv.)\), it follows that
\[
\limsup_{\nu \to \infty} \sup_{\text{spt}(T_{\nu}) \setminus H^{r/2}} \left| \frac{X_{n+1}}{m_{\nu}} - \beta_1 X_n \right| = 0
\]
and by Lemma 5.3
\[
\limsup_{\nu \to \infty} \sup_{\text{spt}(T_{\nu}) \cap H^{r/2} \cap C_{\rho}} \left| \frac{X_{n+1}}{m_{\nu}} - \beta_1 X_n \right| \leq \limsup_{\nu \to \infty} \sup_{\text{spt}(T_{\nu}) \cap H^{r/2} \cap C_{\rho}} \left| \frac{X_{n+1}}{m_{\nu}} \right| + \left| \beta_1 \right| \frac{\sigma}{2} \leq \left| \beta_1 \right| \sigma.
\]
Letting \( \sigma \downarrow 0 \) concludes the proof.

---

### 6. Comparison between spherical and cylindrical excess

In some situations it is more convenient to work with the spherical excess rather than with the cylindrical one. However, in the context of blow-ups, we see that they are in fact comparable.

**Lemma 6.1.** There exist positive constants \( C_{32}, C_{33}, C_{34} \) such that if \((T, \mathcal{M}) \in \mathcal{T} \) satisfies
\[
E_C(T, 1) + \kappa_T + A \leq \frac{1}{C_{32}} \quad \text{and} \quad \sup_{C_{1/4} \cap \text{spt}(T)} X_{n+1}^2 \leq \frac{E_C(T, 1/3)}{C_{33}},
\]
then
\[
E_C(T, 1/3) \leq C_{34} (E_S(T, 1) + \kappa_T + A).
\]
We will give the very technical proof for this in Section 10. It follows by computing the first variation of a suitable vectorfield.

Instead of asking $X^2_{n+1}$ to be small, we now only assume that $T$ is optimal with respect to rotations. We will argue by contradiction, finding a suitable blow-up sequence and then we will reduce it to the case when the harmonic blow-ups are linear (in order to use Lem. 5.4). Here, we give a sufficient condition for this to happen.

**Remark 6.2.** Let $h : V \to \mathbb{R}$ be a harmonic function such that for all $y \in V$ and $0 < \rho < 1$ the following holds $h(\rho y) = \rho h(y)$. Then it follows

(i.) If $h \geq 0$, then $h$ has zero trace on $L$.

(ii.) If $h$ has zero trace on $L$, then there is some $\beta \in \mathbb{R}$ satisfying $h = \beta Y_n|_V$.

The proof of this fact can be read in the original paper ([18], Rem. 7.2).

**Theorem 6.3.** Let $(T, M) \in \mathcal{T}$ and recall $C_{32}$ and $C_{34}$ from Lemma 6.1. Then there is a positive constant $C_{35}$ such that if for all real numbers $|\eta| < 1/8$ the following holds

$$
\hat{E}_C(T, 1) + \kappa_T + A \leq \frac{1}{2C_{32}},
$$

$$
E_C(T, \frac{1}{3}) + \frac{\kappa_T}{E_C(T, \frac{1}{3})} \leq \frac{1}{C_{35}},
$$

$$
E_C(T, \frac{1}{4}) \leq 2E_C(\gamma_{\eta}^n T, \frac{1}{4}),
$$

then

$$
E_C(T, \frac{1}{4}) \leq C_{35}(E_S(T, 1) + \kappa_T + A).
$$

**Proof.** We argue by contradiction. Assume that no matter how large $C_{35}$ is, there is a current satisfying the four conditions but not the fifth one. This means, there is a sequence $\{(T_\nu, M_\nu)\}_{\nu \geq 1} \subset \mathcal{T}$ such that for every $\nu \geq 1$ and $|\eta| < 1/8$ the following holds

$$
E_C(T_\nu, 1) + \kappa_{T_\nu} + A_\nu \leq \frac{1}{2C_{32}},
$$

$$
E_C(T_\nu, \frac{1}{3}) \leq 2E_C(\gamma_{\eta}^n T_\nu, \frac{1}{4}),
$$

$$
\lim_{\nu \to \infty} \left( E_C(T_\nu, \frac{1}{3}) + \frac{\kappa_{T_\nu}}{E_C(T_\nu, \frac{1}{3})} \right) = 0,
$$

$$
\lim_{\nu \to \infty} \left( E_S(T_\nu, 1) + \kappa_{T_\nu} + A_\nu \right) = 0.
$$

We define $S_\nu := (\mu_{\eta} T_\nu) \big| B_3$. By Remark 4.4 $(S_\nu, \mu_{\eta} (M_\nu)) \in \mathcal{T}$ and moreover

$$
\varepsilon_\nu := \sqrt{E_C(S_\nu, 1)} = \sqrt{E_C(T_\nu, \frac{1}{3})}, \quad \kappa_\nu := \kappa_{S_\nu} \leq \kappa_{T_\nu} \quad \text{and} \quad m_\nu := \max \left\{ \varepsilon_\nu, \left( \frac{1}{3} A_\nu \right)^{1/4} \right\}.
$$

Up to subsequence (which we do not relabel) is $\{(S_\nu, \mu_{\eta} (M_\nu))\}_{\nu \geq 1}$ a blowup sequence (see (4.2)) with harmonic blowups $f_i$ and $g_j$. We want to show that they are of the form $\beta Y_n$. Then we will be able to deduce that $\beta \neq 0$ which will make it impossible for $E_C(T_\nu, \frac{1}{4}) \varepsilon_\nu^{-2}$ to converge to zero. This then leads to a contradiction to (6.1).
Notice that by Lemma 2.3, the following holds
\[ e^{\frac{C_2(A_{\nu} + \kappa_{T_{\nu}})}{2}} 3^n \| T_{\nu} \| (B_{1/3}) \leq e^{\frac{C_2(A_{\nu} + \kappa_{T_{\nu}})}{2}} \| T_{\nu} \| (B_1). \]

From this, it follows
\[ E_S(S_{\nu}, 1) = E_S \left( T_{\nu}, \frac{1}{3} \right) \]
\[ \leq 3^n \| T_{\nu} \| (B_{1/3}) - \omega_{\nu} \left( m - \frac{1}{2} \right) \]
\[ \leq e^{\frac{\beta_{C_2(A_{\nu} + \kappa_{T_{\nu}})}}{2}} \| T_{\nu} \| (B_1) - \omega_{\nu} \left( m - \frac{1}{2} \right) \]
\[ \leq e^{\frac{\beta_{C_2(A_{\nu} + \kappa_{T_{\nu}})}}{2}} E_S(T_{\nu}, 1) + \left( e^{\frac{\beta_{C_2(A_{\nu} + \kappa_{T_{\nu}})}}{2}} - 1 + \kappa_{T_{\nu}} \right) \omega_{\nu} \left( m - \frac{1}{2} \right) \]
\[ \leq \left( e^{\frac{C_2}{C_{32}} + 2 \frac{C_2}{C_{32}}} \right) \left( E_S(T_{\nu}, 1) + \kappa_{T_{\nu}} \right) \]
and hence,
\[ \limsup_{\nu \to \infty} \frac{E_S(S_{\nu}, 1)}{\varepsilon_{\nu}^2} \leq \left( \frac{4}{3} \right)^n \left( e^{\frac{C_2}{C_{32}} + 2 \frac{C_2}{C_{32}}} \right) \limsup_{\nu \to \infty} \frac{E_S(T_{\nu}, 1) + \kappa_{T_{\nu}}}{E_S(T_{\nu}, \frac{1}{3})} = 0, \]
(6.4)

where we used (6.3).

We can apply Theorem 3.2(v.) (with $T$ replaced by $S_{\nu}$) combined with Definition 4.1(iv.),(v.) (with $T_{\nu}$ replaced by $S_{\nu}$), (6.2) and (6.4) to infer
\[ \int_{V_{\nu}} \left( \frac{\partial f_i(y)}{\partial r} \right)^2 |y|^{2-n} d\nu(y) + \int_{W_{\nu}} \left( \frac{\partial g_j(y)}{\partial r} \right)^2 |y|^{2-n} d\nu(y) \]
\[ \leq 2^{n+7} \limsup_{\nu \to \infty} \frac{E_S(S_{\nu}, 1) + C_S(A_{\nu} + \kappa_{T_{\nu}})}{m_{\nu}^2} \]
\[ = 0. \]

Hence, both terms must vanish and therefore the following holds for all $0 < \rho < 1$
\[ f_i(\rho y) = \rho f_i(y) \quad \text{for } y \in V \quad \text{and} \quad g_j(\rho y) = \rho g_j(y) \quad \text{for } y \in W. \]

This allows us to use Remark 6.2(i.) to the nonnegative functions $f_m - f_1, g_{m-1} - g_1$ having vanishing trace on $L$. We notice that
\[ |f_i| = (|f_i| - \min\{|f_1|, \cdots, |f_m|\}) + \min\{|f_1|, \cdots, |f_m|\} \]
\[ \leq (f_m - f_1) + \min\{|f_1|, \cdots, |f_m|\} \]
and so, also each $f_i$ has zero trace on $L$ by Lemma 5.1. Remark 6.2(ii.) gives that $f_i = \beta_i Y_n|_V$ for some $\beta_i \in \mathbb{R}$. The analogous statement holds for $g_j$ because Lemma 5.1 implies that also $\sum_{i=1}^{m-1} g_i$ has zero trace on $L$ and
we can bound

\[(m - 1)|g_j| = \left| \sum_{l=1}^{m-1} (g_j - g_l) + \sum_{l=1}^{m-1} g_l \right| \leq (m - 1)(g_{m-1} - g_1) + \left| \sum_{l=1}^{m-1} g_l \right|.
\]

Then we can apply Lemma 5.4 to deduce

\[
\beta_1 = \cdots = \beta_m = \gamma_1 = \cdots = \gamma_{m-1},
\]

\[
\lim_{\nu \to \infty} \sup_{C_{T/6 \cap \text{spt}(S_\nu)}} \frac{X_{n+1}}{m_\nu} - \beta_1 X_n = 0.
\] (6.5)

Next, we infer \(\beta_1 \neq 0\). Indeed, if this were not the case, then Lemma 6.1 would imply that

\[
0 = \limsup_{\nu \to \infty} \left( \frac{E_S(T_\nu, \mathbb{1}) + \kappa T_\nu}{E_C(T_\nu, \frac{1}{4})} \right) \geq \limsup_{\nu \to \infty} \left( \frac{1}{C_{34}} \frac{E_C(T_\nu, \frac{1}{4}) - A_\nu}{E_C(T_\nu, \frac{1}{4})} \right) \geq \frac{3^n}{4^n C_{34}} > 0,
\]

where we used (6.3) for the last inequality.

Now, we rotate \(T_\nu\) such that the new blowup sequence has a vanishing harmonic blowups. To do so, let

\[\eta_\nu := \arctan(\beta_1 m_\nu)\]

and consider

\[R_\nu := (\mu_4 \# \gamma_\eta_\nu \circ T_\nu) \circ B_3.\]

From Remark 4.5(ii.), we know that \((R_\nu, (\mu_4 \circ \gamma_\eta_\nu)(M_\nu)) \in T\) for \(\nu\) large enough. We use again Lemma 3.3 (with \(T, \sigma\) replaced by \(R_\nu, 1/6\)) and Lemma 5.3 to obtain

\[
\limsup_{\nu \to \infty} \frac{E_C(\gamma_\eta_\nu \# T_\nu, \frac{1}{4})}{m_\nu} = \limsup_{\nu \to \infty} \frac{E_C(R_\nu, 1)}{m_\nu} \leq \limsup_{\nu \to \infty} 36C_{10} \left( C_{11} \sup_{C_{T/6 \cap \text{spt}(R_\nu)}} \frac{X_{n+1}^2}{m_\nu^2} + \frac{\kappa + A_\nu}{m_\nu} \right),
\] (6.6)

\[
= 0.
\]

But by Lemma 3.4 (with \(T, \sigma\) replaced by \(R_\nu, 7/8\))

\[
\liminf_{\nu \to \infty} \frac{E_C(T_\nu, \frac{1}{4})}{m_\nu^2} = \liminf_{\nu \to \infty} \frac{E_C(\mu_4 \# T_\nu, 1)}{m_\nu^2} \geq \liminf_{\nu \to \infty} \left( \frac{7}{8} \right)^{2n+1} \frac{1}{C_{12} C_{14}} \left( \sup_{C_{T/6 \cap \text{spt}(\mu_4 \# T_\nu)}} \frac{X_{n+1}^2}{m_\nu^2} - \frac{\kappa T_\nu + A_\nu}{m_\nu} \right) = \frac{7^{2n+1}}{8^{2n+1} C_{12} C_{14}} \left( \frac{\beta_1}{8} \right)^2 > 0.
\]

For \(\nu\) large enough, together with (6.6), this contradicts (6.1).

\(\Box\)

7. Coincidence of the harmonic sheets

As mentioned before, the excess decay will follow from the fact, that the harmonic blow-ups coincide on \(V\) and \(W\) respectively. To see this, we want to blow-up the harmonic blow-ups in a homogeneous way. Thus, we need to make sure that the limit exists, i.e. we prove that the harmonic blow-ups are \(C^{0,1}\) up to the boundary. The proof uses suitable rotations of \(T_\nu\) and the uniform convergence of the blow-up sequence at the boundary.
Lemma 7.1. Let \( \{(T_\nu, \mathcal{M}_\nu)\}_{\nu \geq 1} \in \mathcal{T} \) be a blow-up sequence with harmonic blow-ups \( f_i \) and \( g_j \). Then for all \( 0 < \rho < 1, i \in \{1, \ldots, m\} \) and \( j \in \{1, \ldots, m - 1\} \) the following holds

\[
\sup_{y \in \partial F_\rho(y)} \frac{|f_j(y)|}{|y|} < \infty \quad \text{and} \quad \sup_{y \in \partial F_\rho(0)} \frac{|g_j(y)|}{|y|} < \infty.
\]

Proof. For \( \nu \in \mathbb{N} \) with \( \nu \geq 1 \), we define \( \varepsilon_\nu := \sqrt{\mathcal{E}_C(T_\nu, 1)} \) and \( \kappa_\nu := \kappa_{T_\nu} \). Let \( 0 < \sigma \leq 1/12 \) and \( \omega(\nu, \sigma) \in \mathbb{R} \) such that for all \( |\eta| \leq 1/8 \)

\[
\mathcal{E}_C(\gamma_{\omega(\nu, \sigma)\#T_\nu, \sigma}, \gamma_{\sigma/4}^{C_36}) \leq 2\mathcal{E}_C(\gamma_{\eta\#T_\nu, \sigma}, \sigma_{/4}).
\]  

(7.1)

Notice that by the monotonicity of the excess (3.1) and Definition 4.1(i), it follows \( \lim_{\nu \to \infty} \mathcal{E}_C(T_\nu, \sigma) = 0 \). As (7.1) also must hold for \( \eta = 0 \), it follows by Lemma 3.3 that also

\[
\lim_{\nu \to \infty} \omega(\nu, \sigma) = 0.
\]  

(7.2)

This implies that

\[
\lim_{\nu \to \infty} \mathcal{E}_C(\gamma_{\omega(\nu, \sigma)\#T_\nu, \sigma}) = 0.
\]  

(7.3)

In a first step, we show that there is a constant \( C_{36} \) such that for infinitely many \( \nu \) the following holds

\[
\sup_{\mathcal{C}_36} |X_{n+1}| \leq C_{36}.n.\sigma.
\]

To do so, we first bound \( \mathcal{E}_C(\gamma_{\omega(\nu, \sigma)\#T_\nu, \sigma/4}) \) by looking at two different cases:

Case 1: \( \mathcal{E}_C(\gamma_{\omega(\nu, \sigma)\#T_\nu, \sigma/4}) < \varepsilon_\nu^2 \) for infinitely many \( \nu \).

We use the monotonicity of the excess (3.1) to deduce

\[
\mathcal{E}_C(\gamma_{\omega(\nu, \sigma)\#T_\nu, \sigma/4}) \leq \left(\frac{4}{3}\right)^n \mathcal{E}_C(\gamma_{\omega(\nu, \sigma)\#T_\nu, \sigma}, \sigma) \leq \left(\frac{4}{3}\right)^n \varepsilon_\nu^2
\]

for infinitely many \( \nu \).

Case 2: \( \mathcal{E}_C(\gamma_{\omega(\nu, \sigma)\#T_\nu, \sigma/4}) \geq \varepsilon_\nu^2 \) for all \( \nu \geq N \) for some \( N \) large enough.

We define \( S_\nu := (\gamma_{\omega(\nu, \sigma)\#T_\nu}) \mathcal{B}_3 \) and \( M_\nu := \gamma_{\omega(\nu, \sigma)} \circ M_{\nu} \). By Remark 4.5(iii) is \( (S_\nu, M_\nu) \in \mathcal{T} \). Recall the constants \( C_{32} \) and \( C_{35} \) of Theorem 6.3. By (3.1), (10.28), (7.3), (7.1) and Definition 4.1, there is an integer \( N_\nu \) such that for all \( \nu \geq N_\nu \) the following holds

- \( \kappa_\nu \leq \varepsilon_\nu^2 \).
- \( \mathcal{E}_C(S_\nu, 1) + \kappa_{S_\nu} + A_{M_\nu} \leq \mathcal{E}_C((\gamma_{\omega(\nu, \sigma)\#T_\nu}) \mathcal{B}_3, \sigma) + \sigma(\kappa_\nu + A_\nu) \leq \frac{1}{2C_{32}} \).
- \( \mathcal{E}_C(S_\nu, 1) + \kappa_{S_\nu} \leq 3^n \mathcal{E}_C((\gamma_{\omega(\nu, \sigma)\#T_\nu}) \mathcal{B}_3, \sigma) + \sigma \frac{\kappa_\nu}{\varepsilon_\nu^2} \leq \frac{1}{C_{35}} \).
- \( \mathcal{E}_C(S_\nu, 1) \leq 2\mathcal{E}_C(\gamma_{\eta\#S_\nu}, \sigma/4) \) for all \( |\eta| \leq \frac{1}{8} \).
Therefore, we can apply Theorem 6.3 (with $T$ replaced by $S_\nu$ for $\nu \geq N_\sigma$) to deduce

$$E_C(\gamma_{\omega(\nu,\sigma)\# T_\nu}, \frac{\sigma}{4}) = E_C(S_\nu, \frac{1}{4}) \leq C_{35} (E_S(S_\nu, 1) + \kappa_{S_\nu} + A_{S_\nu})$$

$$\leq C_{35} (E_S(T_\nu, \sigma) + \sigma(\kappa_{T_\nu} + A_{T_\nu})). \quad (7.4)$$

Notice that by Lemma 2.3, the following holds

$$e^{C_2(A_{T_\nu} + \kappa_{T_\nu})} \sigma^{-n} \|T_\nu\|_\sigma(B_\sigma) \leq e^{C_2(A_{T_\nu} + \kappa_{T_\nu})} \|T_\nu\|_\sigma(B_1).$$

Therefore,

$$E_S(T_\nu, \sigma) = \sigma^{-n} \|T_\nu\|_\sigma(B_\sigma) - (m - \frac{1}{2}) \alpha(n)$$

$$\leq e^{C_2(A_{T_\nu} + \kappa_{T_\nu})} \|T_\nu\|_\sigma(B_1) - (m - \frac{1}{2}) \omega_n + \left(e^{C_2(A_{T_\nu} + \kappa_{T_\nu})} - 1\right) (m - \frac{1}{2}) \omega_n.$$

With this and (3.2), we can continue to estimate (7.4) with

$$C_{35} (E_S(T_\nu, \sigma) + \sigma(\kappa_{T_\nu} + A_{T_\nu})) \leq C_{35} (E_C(T_\nu, 1) + \kappa_{T_\nu} + A_{T_\nu}) \leq C_{37} m^2.$$ 

Hence, in both cases we have infinitely many $\nu$ satisfying

$$E_C(\gamma_{\omega(\nu,\sigma)\# T_\nu}, \frac{\sigma}{4}) \leq C_{38} m^2.$$

For these $\nu$ we apply Lemma 3.4 (with $\sigma$, $T$ replaced by $1/5$, $(\gamma_{\omega(\nu,\sigma)\# \mu_{4/\sigma} T_\nu}) \bigcap \mathbb{B}_3$) and infer

$$\sup_{C_{\sigma/5} \cap \text{spt}(\gamma_{\omega(\nu,\sigma)\# T_\nu})} |x_{n+1}| = \sup_{C_{k/5} \cap \text{spt}(\gamma_{\omega(\nu,\sigma)\# \mu_{4/\sigma} T_\nu})} \frac{\sigma}{4} |x_{n+1}|$$

$$\leq \frac{\sigma}{4} C_{13} C_{14} 5^{2n+1} (E_C(\gamma_{\omega(\nu,\sigma)\# T_\nu}, \frac{\sigma}{4}) + \frac{\sigma}{4} (\kappa_{T_\nu} + A_{T_\nu}))$$

$$\leq C_{39} m, \sigma.$$

With this, we now prove the bound on $f_i$ and $g_j$.

To be able to jump between $V$ and $W$, we define for $y \in \mathbb{R}^n$ the map $y \mapsto \bar{y} := (y_1, \ldots, y_{n-1}, -y_n)$. Denote by $v_i^{(\nu)}$ and $w_j^{(\nu)}$ the maps whose $\Phi_{\nu}$-graphs form the spt($T_\nu$) as in Definition 4.1. By the previous inequality and (7.2), we can bound for infinitely many $\nu$, arbitrary $0 < \tau < 1$, $i \in \{1, \ldots, m\}$ and $j \in \{1, \ldots, m - 1\}$

$$|v_i^{(\nu)}(y) + w_j^{(\nu)}(\bar{y})| \leq 2C_{39} m, \sigma \quad \text{for } y \in V_\tau \cap \mathbb{B}_{\sigma/5}^n(0).$$

Consider now any $0 \neq y \in V \cap \mathbb{B}_{1/60}^n(0)$. Then let $\sigma := 5|y| \leq 1/12$. The previous bounds imply that

$$\left|\frac{v_i^{(\nu)}(y)}{m, \nu} + \frac{w_j^{(\nu)}(\bar{y})}{m, \nu}\right| \leq 2C_{39} \sigma = 10C_{39} |y|.$$
for infinitely many $\nu$. Hence, by local uniform convergence,

$$|f_{i}(y) + g_{j}(\bar{y})| \leq 10C_{39}|y| \quad \text{for } y \in V \cap \overline{B}_{1/60}(0). \quad (7.5)$$

Moreover, by (4.1), for $y \in V \cap (\overline{B}_{\rho}(0) \setminus \overline{B}_{1/60}(0))$, $i \in \{1, \ldots, m\}$ and $j \in \{1, \ldots, m-1\}$, the following holds

$$|f_{i}(y)|^2 + |g_{j}(\bar{y})|^2 \leq \frac{4C_{13}C_{14}((1-\rho)^{2n+1}(60|y|)^2}. \quad (7.6)$$

Now, we define the following auxiliary functions $h : B_{1}(0) \to \mathbb{R}$, $h(y) = \begin{cases} \sum_{i=1}^{m} f_{i}(y), & \text{for } y \in V \\ \sum_{j=1}^{m-1} g_{j}(y), & \text{for } y \in W \\ 0, & \text{for } y \in L \end{cases}$, and $H : B_{1}(0) \to \mathbb{R}$, $H(y) = h(y) - h(\bar{y})$.

By Lemma 5.1, these two functions have locally square integrable weak gradients. Moreover, $H$ is odd in the $n$-th variable and $H|_{V \cup W}$ is harmonic. The weak version of the Schwarz reflection principle implies that $H$ is harmonic on all $B_{1}(0)$. Therefore, the following holds for all $0 < \rho < 1$

$$\sup_{B_{\rho}(0)} \frac{|H(y)|}{|y|} < \infty. \quad (7.7)$$

Notice that for $y \in V$, we can write

$$f_{i}(y) = H(y) - \sum_{k=1}^{i-1} (f_{k}(y) + g_{k}(\bar{y})) - \sum_{k=i+1}^{m} (f_{k}(y) + g_{k-1}(\bar{y})),
\quad g_{j}(\bar{y}) = (f_{1}(y) + g_{j}(\bar{y})) - f_{1}(y).$$

(7.5), (7.6) and (7.7) then imply the lemma. \hfill \Box

Now, we are ready to prove that all harmonic blowups coincide even if they are not linear. The definition of the homogeneous blow-up of the harmonic blow-ups and the estimate in Theorem 3.2(v.) will imply that they are linear, and hence, coincide with each other. Then we will use the E.Hopf boundary point Lemma for harmonic functions to deduce that also the harmonic blow-ups need to coincide themselves.

**Theorem 7.2.** Let $\{(T_{\nu}, \mathcal{M}_{\nu})\}_{\nu \geq 1} \subset \mathcal{T}$ be a blowup sequence with harmonic blowups $f_{i}$, $g_{j}$. Then

(i.) $f_{1} = \cdots = f_{m}$ and $g_{1} = \cdots = g_{m-1}$.

(ii.) The functions

$$f : V \cup L \to \mathbb{R}, \quad y \mapsto \begin{cases} f_{1}(y), & \text{for } y \in V \\ 0, & \text{for } y \in L \end{cases}$$

$$g : W \cup L \to \mathbb{R}, \quad y \mapsto \begin{cases} g_{1}(y), & \text{for } y \in W \\ 0, & \text{for } y \in L \end{cases}$$
are $C^2$.

(iii.) $Df(0) = Dg(0)$.

Proof. We first blow $f_1, g_j$ up and show the equality of these limiting functions. Then we deduce that also the $f_i, g_j$ coincide.

Let $i \in \{1, \ldots, m\}, j \in \{1, \ldots, m - 1\}, 4 \leq \rho < \infty$ and define the functions $f_i^{(\rho)} := \rho f_i(\frac{\cdot}{\rho})$ and $g_j^{(\rho)} := \rho g_j(\frac{\cdot}{\rho})$. Then $f_i^{(\rho)}$ and $g_j^{(\rho)}$ are harmonic and by Lemma 7.1 uniformly bounded.

Indeed, for all $4 \leq \rho < \infty$

$$
\sup_{V} |f_i^{(\rho)}| = \rho \sup_{V} f_i \left( \frac{y}{\rho} \right) = \rho \sup_{V \cap \mathbb{R}^{n}_{1/\rho}(0)} |f_i| \leq \sup_{V \cap \mathbb{R}^{n}_{1/\rho}(0)} \frac{|f_i(y)|}{|y|} \leq \sup_{V \cap \mathbb{R}^{n}_{1/\rho}(0)} \frac{|f_i(y)|}{|y|} < \infty.
$$

Then Theorem 2.11 of [16] implies that, up to subsequence, they converge pointwise to a harmonic function. This means, there exist a strictly increasing sequence $\nu_k \to \infty$ as $k \to \infty$ and harmonic functions $f_1^{*}, \ldots, f_m^{*}$ on $V$, $g_1^{*}, \ldots, g_m^{*}$ on $W$ such that for all $i \in \{1, \ldots, m\}, j \in \{1, \ldots, m - 1\}$

$$
\lim_{k \to \infty} f_i^{(\nu_k)}(y) = f_1^{*}(y) \quad \text{and} \quad \lim_{k \to \infty} Df_i^{(\nu_k)}(y) = Df_i^{*}(y) \quad \text{for } y \in V,
$$

$$
\lim_{k \to \infty} g_j^{(\nu_k)}(y) = g_j^{*}(y) \quad \text{and} \quad \lim_{k \to \infty} Dg_j^{(\nu_k)}(y) = Dg_j^{*}(y) \quad \text{for } y \in W.
$$

We want to deduce their equality by using Lemma 5.4. To do so, we first must show that $f_i^{*}, g_j^{*}$ are of the form $\beta Y_n$ for some $\beta \in \mathbb{R}$. A sufficient condition for this is the following identity $\frac{\partial f_i^{*}(y)}{\partial r_1} \frac{1}{|y|} = \frac{\partial g_j^{*}(y)}{\partial r_2} \frac{1}{|y|}$, as we have seen in the proof of Theorem 6.3. By Theorem 3.2(v.), we have

$$
\int_V \left( \frac{\partial f_i^{*}(y)}{\partial r_1} \right)^2 |y|^{2-n} d\mathcal{L}^n(y) + \int_W \left( \frac{\partial g_j^{*}(y)}{\partial r_2} \right)^2 |y|^{2-n} d\mathcal{L}^n(y) \leq 2^{n+5} C_{40} < \infty,
$$

and hence, Fatou’s Lemma implies that

$$
\int_V \left( \frac{\partial f_i^{*}(y)}{\partial r_1} \right)^2 |y|^{2-n} d\mathcal{L}^n(y) + \int_W \left( \frac{\partial g_j^{*}(y)}{\partial r_2} \right)^2 |y|^{2-n} d\mathcal{L}^n(y) \leq \lim \inf_{k \to \infty} \left( \int_V \left( \frac{\partial f_i^{(\nu_k)}(y)}{\partial r_1} \right)^2 |y|^{2-n} d\mathcal{L}^n(y) + \int_W \left( \frac{\partial g_j^{(\nu_k)}(y)}{\partial r_2} \right)^2 |y|^{2-n} d\mathcal{L}^n(y) \right)
$$

$$
\leq \lim \inf_{k \to \infty} \left( \int_{V \cap \mathbb{R}^{n}_{1/\nu_k}(0)} \left( \frac{\partial f_i(y)}{\partial r_1} \right)^2 |y|^{2-n} d\mathcal{L}^n(y) + \int_{W \cap \mathbb{R}^{n}_{1/\nu_k}(0)} \left( \frac{\partial g_j(y)}{\partial r_2} \right)^2 |y|^{2-n} d\mathcal{L}^n(y) \right) = 0.
$$

Therefore, there exist real numbers $\beta_1 \leq \cdots \leq \beta_m, \gamma_1 \geq \cdots \geq \gamma_m$ such that $f_i^{*} = \beta_i Y_n|_V$, $g_j^{*} = \gamma_j Y_n|_W$. Now, we show that all these numbers coincide.

This must hold by Lemma 5.4, if we find a blowup sequence whose associated harmonic blowups are exactly $f_i^{*}, g_j^{*}$. For $k \in \mathbb{N}, k \geq 1$, we define

$$
S_k := (\mu_{\rho_k} T_{\rho_k}) \mathcal{B}_3.
$$
Then there is an \( N > 0 \) such that for \( \nu \geq N \) the following holds \( E_C(T_\nu, 1) + \kappa_\nu + A_\nu \leq \frac{1}{\nu^{\frac{1}{20}}} \) and hence, by Remark 4.4, \((S^k_\nu, \mu_{\rho_k} (M_\nu)) \in T\). Moreover, by Definition 4.1(iv), (v) for all \( i \in \{1, \ldots, m\}, j \in \{1, \ldots, m - 1\} \) we have

\[
\lim_{\nu \to \infty} \frac{v^{S^k_\nu}_i}{m_\nu} = f_i^{(\rho_k)} \quad \text{on compact subsets of } V,
\]

\[
\lim_{\nu \to \infty} \frac{w^{S^k_\nu}_j}{m_\nu} = g_j^{(\rho_k)} \quad \text{on compact subsets of } W.
\]

We choose now for every \( k \) an \( \nu_k \geq \max\{N, k\} \) satisfying the following three properties:

1. 
   \[
   \max \left\{ \sup_{V \cap \overline{B}_{1/2}} |f_1^{(\rho_k)|}, \sup_{V \cap \overline{B}_{1/2}} |f_m^{(\rho_k)|}, \sup_{W \cap \overline{B}_{1/2}} |g_1^{(\rho_k)|}, \sup_{W \cap \overline{B}_{1/2}} |g_{m-1}^{(\rho_k)|} \right\} \leq \sup_{C_{1/2\cap \mathrm{spt}(S^k_{\nu_k})}} \frac{|X_{n+1}|}{m_{\nu_k}} + \frac{1}{k}.
   \]

2. 
   \[
   \sup_{C_{3/2\cap \mathrm{spt}(S^k_{\nu_k})}} \frac{|X_{n+1}|}{m_{\nu_k}} \leq 3 \max \left\{ \sup_{V} |f_1^{(\rho_k/3)|}, \sup_{V} |f_m^{(\rho_k/3)|}, \sup_{W} |g_1^{(\rho_k/3)|}, \sup_{W} |g_{m-1}^{(\rho_k/3)|} \right\} + \frac{1}{k}.
   \]

This is possible by Lemma 5.3, where \( \{(T_\nu, M_\nu)\}_{\nu \geq 1}, a, \sigma \) are replaced by \( \{(\mu_{\rho_k/3} T_\nu, \mu_{\rho_k/3} (M_\nu))\}_{k \geq 1}, 0, 1/2 \) and because

\[
\sup_{C_{3/2\cap \mathrm{spt}(S^k_{\nu_k})}} \frac{|X_{n+1}|}{m_{\nu_k}} = \sup_{C_{1/2\cap \mathrm{spt}(\mu_{1/3\cap \mathrm{spt}(S^k_{\nu_k})})}} \frac{3|X_{n+1}|}{m_{\nu_k}} = 3 \sup_{C_{1/2\cap \mathrm{spt}(\mu_{\rho_k/3\cap \mathrm{spt}(S^k_{\nu_k})})}} \frac{|X_{n+1}|}{m_{\nu_k}}.
\]

3. We define the (blowup) sequence \( \{(S^*_k, M^*_k)\}_{k \geq 1} \) by \( S^*_k := S^k_{\nu_k} \) and \( M^*_k := \mu_{\rho_k} (M_{\nu_k}) \) and notice

\[
\lim_{k \to \infty} \frac{v^{S^*_k}_i}{m_{\nu_k}} = f^*_i \quad \text{and} \quad \lim_{k \to \infty} \frac{w^{S^*_k}_j}{m_{\nu_k}} = g^*_j.
\]

(7.8)

If all \( f^*_i, g^*_j \) vanish, then also \( 0 = \beta_1 = \cdots = \beta_m = \gamma_1 = \cdots = \gamma_m - 1 \). If not, we want to see whether \( \{S^*_k\}_{k \geq 1} \) is a blowup sequence to \( f^*_i, g^*_j \). Hence, we aim for (7.8) with \( m_{\nu_k} \) replaced by \( m_{S^*_k} \). Therefore, we shall compare these two quantities. First, we notice that by Remark 4.4,

\[
0 \leq \frac{\kappa_{S^*_k} + A_{M^*_k}}{m_{\nu_k}} \leq \frac{\kappa_{\nu_k} + A_{\nu_k}}{\rho_k m_{\nu_k}} \to 0 \quad \text{as } k \to \infty.
\]

Then by Lemmas 3.3 and 3.4 (with \( T, M, \sigma \) replaced by \( S^*_k, M^*_k 1/2 \)) and the conditions 1. and 2., it follows that

\[
\limsup_{k \to \infty} \frac{E_C(S^*_k, 1)}{m_{\nu_k}} \leq \limsup_{k \to \infty} \frac{1}{4C_1} \left( \sup_{V \cap \overline{B}_{1/2}} C_{11} \left( \frac{C_1}{m_{\nu_k}} \sup_{C_{3/2\cap \mathrm{spt}(S^*_k)}} X_{n+1}^2 + \frac{\kappa_{S^*_k} + A_{M^*_k}}{m_{\nu_k}} \right) \right)
\]

\[
\leq 36C_{10} C_{11} \max \{ \sup_{V \cap \overline{B}_{1/2}} (f^*_i)^2, \sup_{W \cap \overline{B}_{1/2}} (g^*_j)^2 : i, j \}.
\]
Moreover, the E. Hopf boundary point Lemma ([16], Lem. 3.4) implies that if 
\( y \) are nonpositive and harmonic functions. By Lemma 5.1,
From this, we want to deduce that also 
\( s \) satisfying (7.8) as well. Then ([16], Thm. 3.5) implies that
Hence, 0 is not a strict maximum point and there must be a point in 
\( \text{supp}(f^*_i) \) for some fixed \( \gamma \in \mathbb{R} \) by (7.8). As they are of the form as in Lemma 5.4 it follows that
and we can find a subsequence \( \{(S_{k_i}^*, M_{k_i}^*)\}_{i \geq 1} \) which is a blowup sequence and whose associated harmonic blowups are \( \gamma f_i^* \), \( \gamma g_j^* \) for some fixed \( \gamma \in \mathbb{R} \) by (7.8). As they are of the form as in Lemma 5.4 it follows that
there is a \( \beta \in \mathbb{R} \) satisfying
\[
\begin{aligned}
f_1^* = \cdots = f_m^* = \beta \, y_n |_V \quad \text{and} \quad g_1^* = \cdots = g_{m-1}^* = \beta \, y_n |_W.
\end{aligned}
\]
From this, we want to deduce that also \( f_1 = \cdots = f_m \) and \( g_1 = \cdots = g_{m-1} \). Notice that \( f_1 - f_m \) and \( g_1 - g_{m-1} \) are nonpositive and harmonic functions. By Lemma 5.1, \( f_i \) and \( g_j \) have zero trace on \( L \). Hence,
Moreover, the E. Hopf boundary point Lemma ([16], Lem. 3.4) implies that if \( y_0 \in L \) is a strict maximum point, then the outer normal derivative at \( y_0 \) (if it exists) must be positive. But at zero, the following holds
\[
\begin{aligned}
\frac{\partial (f_1 - f_m)}{\partial n}(0) &= \lim_{t \to 0} \frac{(f_1 - f_m)(0, \ldots, 0, t)}{t} = (f_1^* - f_m^*)(0, \ldots, 0, 1) = 0, \\
\frac{\partial (g_1 - g_{m-1})}{\partial n}(0) &= \lim_{t \to 0} \frac{(g_1 - g_{m-1})(0, \ldots, 0, -t)}{t} = (g_1^* - g_{m-1}^*)(0, \ldots, 0, -1) = 0.
\end{aligned}
\]
Hence, 0 is not a strict maximum point and there must be a point in \( V \) (\( W \) respectively) reaching 0 (\textit{i.e.} the maximum) as well. Then ([16], Thm. 3.5) implies that \( f_1 - f_m \), and \( g_1 - g_{m-1} \) must be constant. In fact, by the vanishing trace, \( f_1 - f_m = 0 = g_1 - g_{m-1} \). Therefore, (i.) must hold. Also by the vanishing trace and weak version of the Schwarz reflection principle, there are harmonic functions \( f \in C^2(V \cap L) \), \( g \in C^2(W \cup L) \) satisfying (ii.) and (iii.).

Remark 7.3. Let \( f, g \) denote harmonic blow-ups as in Theorem 7.2(ii.). Then there are constants \( C_{41}, C_{18} \) such that
(i.) \( |Df(0)| = |Dg(0)| \leq C_{41} \min \left\{ \int_{V \cup B_{1/2}^+(0)} |f|^2 dL^n, \sqrt[4]{\int_{W \cap B_{1/2}^-} |g|^2 dL^n} \right\} \leq C_{18} \).
(ii.) For all \( y \in B_{1/4}^+(0) \) the following holds
\[
|f(y) - y \cdot Df(0)| \leq C_{41} |y|^2 \int_{V \cup B_{1/2}^+(0)} |f|^2 dL^n \leq C_{18} |y|^2.
\]
(iii.) For all \( y \in \mathbb{B}_{1/4}^n(0) \) the following holds

\[
|g(y) - y \cdot Dg(0)| \leq C_{41} |y|^2 \sqrt{\int_{W \cap \mathbb{B}_{1/2}^n(0)} |g|^2 d\mathcal{L}^n} \leq C_{18} |y|^2.
\]

Proof. (i.) By the Schwarz reflection principle, we can extend \( f \) to an harmonic function \( \tilde{f} \) defined on \( \mathbb{B}_{1/2}^n(0) \). Then by the interior estimates for harmonic functions ([16], Thm. 2.10), the mean value property and Hölder’s inequality, it follows that

\[
|Df(0)| \leq 8n \sup_{\mathbb{B}_{1/4}^n} |\tilde{f}| \leq 8n \frac{2^n}{\omega_n} \int_{\mathbb{B}_{1/2}^n} |\tilde{f}| d\mathcal{L}^n \leq 8n \left( \frac{2^n}{\omega_n} \right)^2 \sqrt{\int_{\mathbb{B}_{1/2}^n} |f|^2 d\mathcal{L}^n}.
\]

Moreover, by Lemma 3.4(ii.) (with \( \sigma \) replaced by \( 1/2 \)) and Definition 4.1(iii.), this integral is bounded by \( 2^{n+1} C_{14} \). The same holds for \( g \).

(ii.) By the Taylor formula, \(|f(y) - y \cdot Df(0)| \leq C |D^2 f(0)||y|^2\). Also by Theorem 2.10 of [16], the following holds

\[
|D^2 f(0)| \leq \frac{n^2}{16} \sup_{\mathbb{B}_{1/4}^n} |\tilde{f}|.
\]

The inequalities follow then as in (i.).

(iii.) Similar to (ii.).

\[
8. \text{ Excess decay}
\]

With the \( C^2 \) functions from Theorem 7.2, we prove the following inequalities of the excess. We will use them to prove Theorem 4.2 by constructing inductively a sequence of currents which will show that the excess of the (slightly rotated) original current decays at most proportional to the radius.

**Theorem 8.1.** Let \((T, \mathcal{M}) \in \mathcal{T}\) and define \( \theta := (C_{21}(1+C_{18}))^{-2} \) (see Rems. 4.5(iii.) and 7.3). There is a constant \( C_{19} \geq 1 \) such that if \( T \) fulfils \( \max\{|E_C(T,1),C_{19}\kappa_T,\sqrt{A}\} \leq \frac{1}{\nu_{19}} \), then there is a real number \( \omega \) satisfying

\[
|\omega|^2 \leq C_{18} \max\left\{ E_C(T,1), \sqrt{A} \right\} \quad \text{and} \quad E_C(\gamma_{\omega T},T,\theta) \leq \theta \max\left\{ E_C(T,1), C_{19}\kappa_T, \sqrt{A} \right\}.
\]

Proof. We argue by contradiction. If the theorem did not hold, then there would be a sequence \( \{ (T_\nu, \mathcal{M}_\nu) \}_{\nu \geq 1} \subset \mathcal{T} \) such that for all \( |\omega| \leq C_{18} \nu_\nu \) the following holds

\[
\max\{\varepsilon_\nu^2, \sqrt{A_\nu}, \nu_\nu \} \leq \frac{1}{\nu}, \quad (8.1)
\]

\[
E_C(\gamma_{\omega T_\nu},T_\nu,\theta) > \theta \max\{\varepsilon_\nu^2, \sqrt{A_\nu}, \nu_\nu \}, \quad (8.2)
\]

where \( \varepsilon_\nu := \sqrt{E_C(T_\nu,1)}, \kappa_\nu := \kappa_{T_\nu} \) and \( A_\nu := A_{\mathcal{M}_\nu} \). Notice that by the monotonicity of the excess (3.1), the condition (8.2) (with \( \omega = 0 \)) implies

\[
\theta \nu_\nu \nu_\nu \leq \theta \max\{E_C(T_\nu,1), \sqrt{A_\nu}, \nu_\nu \} < E_C(T_\nu,\theta) \leq \frac{\varepsilon_\nu^2}{\nu}. \]
Hence, by (8.1), we can assume that
\[ \varepsilon_{\nu}^2 + \kappa_{\nu} + A_{\nu} < \frac{2}{\nu} + \frac{1}{\nu^{\theta n+1}}. \]

Therefore, we notice that as in (4.2), \((T_\nu, M_\nu)\) is, up to subsequence, a blowup sequence with associated harmonic blowups \(f_i, g_j\). Let \(f, g\) denote the \(C^2\)-functions as in Theorem 7.2. As they vanish on \(L\), for every \(0 < \sigma < 1\) the functions \(\varepsilon_{\nu}^{-1} v_{i}^{(\nu)}, \varepsilon_{\nu}^{-1} w_{j}^{(\nu)}\) converge uniformly on \(V_\sigma, W_\sigma\). Thus, we derive from Lemma 5.3 that
\[
\limsup_{\nu \to \infty} \sup_{C_1/2 \cap p^{-1}(V) \cap \text{spt}(T_\nu)} |X_{n+1}/m_{\nu} - f \circ p| = 0,
\]
\[
\limsup_{\nu \to \infty} \sup_{C_1/2 \cap p^{-1}(W) \cap \text{spt}(T_\nu)} |X_{n+1}/m_{\nu} - g \circ p| = 0.
\]

From Remark 7.3 and the proof of Theorem 7.2, we deduce the existence of some \(\beta \in [-C_{18}, C_{18}]\) satisfying
\[ Df(0) = (0, \ldots, 0, \beta) = Dg(0). \]

Therefore, by applying Remark 7.3(ii.), (iii.), it follows
\[
|f(x) - \beta x_n| = |f(x) - xDf(0)| \leq C_{18}|x|^2 \quad \text{for} \quad x \in V \cap B^n_{1/4}(0),
\]
\[
|g(x) - \beta x_n| = |g(x) - xDg(0)| \leq C_{18}|x|^2 \quad \text{for} \quad x \in W \cap B^n_{1/4}(0).
\]

Then we rotate the currents such that the new differential vanishes. Indeed, let \(\omega_\nu := \arctan(\beta m_\nu).\) Then
\[ |\omega_\nu| \leq |\beta|m_\nu \leq C_{18}m_\nu. \]

Consider now \(S_\nu := (\mu_{1/\theta} \gamma_{\omega_\nu} \# T_\nu) \subset B_3\) and \(\tilde{M}_\nu := \mu_{1/\theta} / (\gamma M_\nu).\) By (8.1), the assumptions of Remark 4.5(iii.) are fulfilled for \(\nu\) large enough, and hence, \((S_\nu, \tilde{M}_\nu) \in \mathcal{I}\) and
\[ A_{S_\nu} \leq \theta A_\nu. \]

By (8.3), (8.4) and the Remark 7.3(ii.), (iii.), it follows
\[
\limsup_{\nu \to \infty} \sup_{C_2 \cap \text{spt}(S_\nu)} \left| X_{n+1}/m_\nu \right| \leq \limsup_{\nu \to \infty} \sup_{C_3 \cap \text{spt}(\mu_{1/\theta} \# T_\nu)} \left| X_{n+1}/m_\nu - \beta X_n \right|
\]
\[
\leq \frac{1}{\theta} \limsup_{\nu \to \infty} \sup_{C_3 \cap \text{spt}(T_\nu)} \left| X_{n+1}/m_\nu - \beta X_n \right|
\]
\[
\leq \frac{1}{\theta} \left( \limsup_{\nu \to \infty} \sup_{C_3 \cap \text{spt}(V) \cap \text{spt}(T_\nu)} |f \circ p - \beta Y_n| + \limsup_{\nu \to \infty} \sup_{C_3 \cap \text{spt}(W) \cap \text{spt}(T_\nu)} |g \circ p - \beta Y_n| \right)
\]
\[
\leq \frac{1}{\theta} C_{18}((3\theta)^2 + (3\theta)^2)
\]
\[
= 18C_{18}\theta.
\]
Using this inequality then (8.1).

Proof. 8.1. Proof of Theorem 4.2

Together with Lemma 3.3 (with \( \sigma \uparrow 1 \) and \( T \) replaced by \( S_\nu \)), (8.6) and Definition 4.1(iii.), we yield

\[
\limsup_{\nu \to \infty} \frac{\mathbf{E}_C(\gamma_{\omega_{\nu} \# T_\nu}, \theta)}{m_\nu^T} = \limsup_{\nu \to \infty} \frac{\mathbf{E}_C(S_\nu, 1)}{m_\nu^T} \\
\leq \limsup_{\nu \to \infty} C_{10} \left( \frac{C_{11} \sup_{C_2(S_\nu)} \frac{X_{n+1}^2}{m_\nu^2} + \kappa_{S_\nu} + A_{\nu} \omega_{\nu}}{m_\nu^2} \right) \\
\leq C_{10} \left( C_{11} \limsup_{\nu \to \infty} \sup_{C_2(S_\nu)} \frac{X_{n+1}^2}{m_\nu^2} + \theta \limsup_{\nu \to \infty} \frac{\kappa_{\nu} + A_{\nu}}{m_\nu^2} \right) \\
\leq (18)^2 C_{10} C_{19}^2 \theta^2 < \theta.
\]

As \( \omega_\nu \) is bounded (see (8.5)), the latter inequality contradicts (8.2) for \( \nu \) large enough.

\[ \square \]

8.1. Proof of Theorem 4.2

Proof. We construct a sequence of currents \( \{(T_\nu, M_\nu)\}_{\nu \in \mathbb{N}} \subset \mathcal{T} \) and real numbers \( \{\omega_\nu\}_{\nu \geq 1} \) inductively. We start with \( (T_0, M_0) := (T, M) \). Assume that for some fixed \( j \in \mathbb{N} \), we already have \( (T_j, M_j) \in \mathcal{T} \) and denote by \( A_j := A_{\mathcal{M}_j} \) and \( m_j := \max\{\sqrt{\mathbf{E}_C(T_j, 1)}, A_j^{1/4}\} \). By Theorem 8.1, there is a real number \( |\omega_{j+1}| \leq C_{18} m_j \) such that if we define

\[
T_{j+1} := (\mu_{1/\theta^j} \gamma_{\omega_{j+1} \# T_j}) \pitchfork B_3 \quad \text{and} \quad M_{j+1} := \mu_{1/\theta^j}(\mathcal{M}_j)
\]

then \( (T_{j+1}, M_{j+1}) \in \mathcal{T} \) and by Remark 4.5(iii.)

\[
\max \{ \mathbf{E}_C(T_{j+1}, 1), A_{j+1}, C_{19} \kappa_{T_{j+1}} \} \leq \theta \max \{ \mathbf{E}_C(T_j, 1), A_j, C_{19} \kappa_T \}.
\]

Using this inequality \( j \) times, we deduce

\[
\max \{ \mathbf{E}_C(T_{j+1}, 1), A_j, C_{19} \kappa_{T_{j+1}} \} \leq \theta^{j+1} \max \{ \mathbf{E}_C(T, 1), A, C_{19} \kappa_T \} \leq \frac{\theta^{j+2}}{C_{19}}.
\]

Moreover, the following holds

\[
|\omega_{j+1}| \leq C_{18} \sqrt{\frac{\theta^{j+1}}{C_{19}}}, \quad (8.7)
\]

\[
\mathbf{E}_C(T_j, 1) + \kappa_{T_j} + A_j \leq 3 \max \{ \mathbf{E}_C(T_j, 1), A_j, \kappa_T \} \leq \frac{3 \theta^{j+1}}{C_{19}} \quad (8.8)
\]

Then we define \( \eta_j := \sum_{k=1}^{j} \omega_k \) and \( \eta := \lim_{j \to \infty} \eta_j \). This is a valid choice for \( \eta \) as (8.7) and the fact that \( \theta^{1/2} \leq 1/2 \) implies

\[
|\eta| \leq C_{18} \sum_{k=1}^{\infty} \sqrt{\frac{\theta^k}{C_{19}}} = C_{18} \sum_{k=1}^{\infty} (\theta^{1/2})^k = C_{18} \sum_{k=1}^{\infty} (\theta^{1/2})^k = C_{18} \sum_{k=1}^{\infty} \frac{\theta^{1/2}}{1 - \theta^{1/2}} \leq 2 \frac{C_{18}}{\sqrt{C_{19}}} \theta^{1/2}.
\]
Fix $0 < r < \theta/4$ and choose an appropriate $j \in \mathbb{N}$ such that $\theta^{j+1} \leq 4r < \theta^{j}$. Then we use the inequalities (8.7), (8.8) together with (10.28) from the proof of Remark 4.5(iii) (with $T$, $M$, $\omega$ replaced by $T_j$, $M_j$, $\eta - \eta_j$) and the excess monotonicity (3.1) to derive

$$E_C(\gamma_{\eta\#T}, r) \leq \left(\frac{\theta^j}{4r}\right)^n E_C(\gamma_{\eta\#T}, \frac{\theta^j}{4}) \leq \theta^{-n} E_C(\gamma_{\eta\#T}, \frac{\theta^j}{4})$$

$$= \theta^{-n} E_C(\mu_4\#\gamma_{\eta\#T}, \theta^j)$$

$$= \theta^{-n} E_C(\gamma_{\eta\#\mu_4\#\gamma_{\eta-\eta_j}\#T}, \theta^j)$$

$$= \theta^{-n} E_C(\mu_4(\mu_1)^{\#}\gamma_{\eta\#\mu_4\#\gamma_{\eta-\eta_j}\#T}, 1)$$

$$= \theta^{-n} E_C(\mu_4\#\gamma_{\eta-\eta_j}\#T_j, 1)$$

$$\leq \theta^{-n} \frac{C_{21}}{C_{20}} \left( \sum_{k=j+1}^{\infty} \omega_k \right)^2 + E_C(T_j, 1) + \kappa T_j + A_j$$

$$\leq \theta^{-n} \frac{C_{21}}{C_{20}} \left( \sum_{k=j+1}^{\infty} \omega_k^2 + 3 \frac{\theta^{j+1}}{C_{19}} \right)$$

$$\leq \theta^{-n} \frac{C_{21}}{C_{20}} \left( \frac{C_{18}^2}{C_{19}} \frac{\theta^{j+1}}{1 - \theta} + 3 \frac{\theta^{j+1}}{C_{19}} \right)$$

$$\leq \theta^{-n} \frac{C_{21}}{C_{20}} \frac{3(C_{18}^2 + 1)}{C_{19}} \theta^{j+1}$$

$$\leq \theta^{-n-1} \frac{C_{21}}{C_{19}} \frac{3(C_{18}^2 + 1)}{C_{19}} (4r)$$

$$\leq \frac{\theta^{-n-1}}{C_{19}} r.$$ 

\[\square\]

9. The boundary regularity theorem

**Theorem 9.1.** Let $U \subset \mathbb{R}^{n+k}$ be open and $T$ an $n$-dimensional locally rectifiable current in $U$ that is area minimizing in some smooth $(n + 1)$-manifold $M$ and such that $\partial T$ is an oriented $C^2$ submanifold of $U$. Then for any point $a \in \text{spt}(\partial T)$, there is a neighborhood $V$ of $a$ in $U$ satisfying that $V \cap \text{spt}(T)$ is an embedded $C^{1,\frac{1}{2}}$ submanifold with boundary.

Hardt and Simon found out, that it is enough to consider currents whose tangent cones at boundary are in fact a tangent planes. Once we have this tangent plane, we can parametrize the support of the current with graphs over the plane.

**Lemma 9.2.** Let $Q \in \mathcal{R}^{loc}_n(\mathbb{R}^{n+1})$ be an absolutely area minimizing cone with $\partial Q = E^{n-1} \times \delta_0 \times \delta_0$. Then, the support of $Q$ is contained in a hyperplane.

**Proof.** This can be read in the original paper ([18], Thm. 11.1; Step II). \[\square\]

**Lemma 9.3.** Let $U$, $T$ and $M$ be as in Theorem 9.1 and assume further that for every $a \in \text{spt}(\partial T)$, there is a tangent cone $C$ at $a$ such that $\text{spt}(C)$ is contained in a hyperplane. Then for any point $a \in \text{spt}(\partial T)$, there is a neighborhood $V$ of $a$ in $U$ satisfying that $V \cap \text{spt}(T)$ is an embedded $C^{1,\frac{1}{2}}$ submanifold with boundary.
Proof. After some translation, reflection and rotation, we can assume wlog that \( a = 0 \) and the hyperplane is \( \{ (y, 0) : y \in \mathbb{R}^n \} \subset \mathbb{R}^{n+k} \). Hence, for \( m = \Theta^{|T|}, 0 \) + \( \frac{1}{2} \in \mathbb{N} \),

\[
\left( m \left( E^n \mathbb{L} \{ y \in \mathbb{R}^n : y_n > 0 \} \right) + (m - 1) \left( E^n \mathbb{L} \{ y \in \mathbb{R}^n : y_n < 0 \} \right) \right) \times \delta_0
\]

is an oriented tangent cone of \( T \) at \( 0 \) ([14], 4.1.31(2)). Therefore, we find a nullsequence \( \{ r_k \}_{k \geq 1} \subset \mathbb{R}^+ \) such that \( \mu_{1/r_k#}T \) converges in \( \mathcal{R}_{n}^{loc}(\mathbb{R}^{n+k}) \) to this cone as \( k \to \infty \). Moreover, we assume that for every \( k \) we have \( 3r_k < \text{dist}(0, \partial U) \). Then it follows that

\[
\lim_{k \to \infty} \sup_{B_r \cap \text{spt}(T)} \frac{X_{n+1}}{r_k} = \lim_{k \to \infty} \sup_{B_1 \cap \text{spt}(\mu_{1/r_k#}T)} X_{n+1} = 0. \tag{9.1}
\]

By ([14], 5.4.2), also the associated measures converge weakly and hence,

\[
\lim_{k \to \infty} r_k^{-n}M(T \mathbb{L} (B_{3r_k} \cap C_{r_k})) = \lim_{k \to \infty} M((\mu_{1/r_k#}T) \mathbb{L} (B_3 \cap C_1)) = m\mathcal{L}^n(V) + (m - 1)\mathcal{L}^n(W) = (m - \frac{1}{2})\omega_n,
\]

which implies that

\[
\lim_{k \to \infty} \left| r_k^{-n}M(p_{#}((T \mathbb{L} (B_{3r_k} \cap C_{r_k}))) - (m - \frac{1}{2})\omega_n\right| \leq \lim_{k \to \infty} \left| M(p_{#}((\mu_{1/r_k#}T) \mathbb{L} (B_3 \cap C_1))) - M((\mu_{1/r_k#}T) \mathbb{L} (B_3 \cap C_1))\right| = 0,
\]

where we also have used (9.1).

Thus, if we define \( T_k := (\mu_{1/r_k#}T) \mathbb{L} B_3 \) and \( M_k := \mu_{1/r_k}(\mathcal{M}) \), then for \( k \) large enough, we have \( (T_k, M_k) \in \mathcal{T} \) and

\[
\max \{ E_C(T_k, 1), C_{19} \kappa_{T_k}, A_k \} \leq \frac{\theta}{C_{19}}.
\]

Then we can apply Theorem 4.2 (with \( T \) replaced by \( T_k \)) and notice that we can choose \( \eta \) to be zero, to find the decay

\[
E_C(T_k, r) \leq \frac{\tilde{\theta}^{-n-1}}{C_{19}} r.
\]

Now, we differ between two cases.

Case 1: \( m = 1 \). This is a corollary of Allard’s interior regularity theorem. However, a self-contained proof could be given from the results of the previous sections. Observe first that, by Corollary 4.3, in a sufficiently small neighborhood of \( x \), the current \( T \) is supported in the \( \Phi \)-graph of \( \tilde{v}_1 \) and so we can assume, wlog, that \( \text{spt}(T) \setminus \text{spt}(\partial T) \) is connected. By the Constancy Lemma, it follows that the density \( \Theta \) is an integer constant \( k \) at every interior point of such neighborhood. So the current is actually \( k \) times the one induced by the \( \Phi \)-graph of \( \tilde{v}_1 \). However, since the boundary of \( T \) is a current with multiplicity 1 we easily conclude that \( k \) is actually 1. The current \( T \) is thus the current induced by the \( \Phi \)-graph of the \( C^{1, \frac{1}{2}} \) function \( \tilde{v}_1 \). Notice that there is a neighborhood \( U \) of 0 such that \( \Theta^n(||T||, y) = \frac{1}{2} \) for all \( y \in U \cap \text{spt}(\partial T) \).
Case 2: \( m > 1 \). We fix \( k \) and use Corollary 4.3 with \( \gamma \eta^T \) replaced by \( T_k \). Hence, we get functions \( \tilde{v}_i, \tilde{w}_j \) whose \( \Phi \)-graphs around zero form \( \text{spt}(T_k) \). Moreover, we know that \( D\tilde{v}_1(0) = 0 = D\tilde{w}_1 \). Hence, similar to the proof of Theorem 7.2, by the E. Hopf boundary point Lemma for quasilinear equations ([19], Thm. 2.7.1), we deduce that \( \tilde{v}_m - \tilde{v}_1 \equiv 0 \equiv \tilde{w}_m - \tilde{w}_1 \). Therefore, they all coincide.

Notice that the regular points of

\[
B_{r_k} \cap (\text{spt}(T) \setminus \text{spt}(\partial T)) = \mu_{r_k}(B_1 \cap (\text{spt}(T_k) \setminus \text{spt}(\partial T_k))) \supseteq \mu_{r_k}(\text{graph}(\tilde{v}_1) \cup (\text{graph}(\tilde{w}_1)))
\]

consist of at least two connected components. Let \( G \) denote that component of the regular points containing \( \mu_{r_k}(\text{graph}(\tilde{v}_1)) \) and consider

\[
S := \frac{1}{m}(T \setminus G).
\]

Notice that by 4.1.31(2) of [14], the density \( \Theta(||T||, x) \) is constantly \( m \) for all \( x \in G \). We will show later that on some open neighborhood \( V \) of 0 in \( U \), we have that \( \text{spt}(T) = \text{spt}(T - S) \), \( T - S \) has no boundary in \( W \) and then, we apply interior regularity theory.

First notice that as \( T, S \) are area minimizing in \( M \) and \( ||T|| = ||S|| + ||T - S|| \) holds, is follows that \( T - S \) is also area minimizing \( M \).

Then, we denote \( W := B_{r_k} \cap C_{\delta r_k} \), where \( \delta \) is as in Corollary 4.3, and aim to show that

\[
(\partial S) \sqcap W = (\partial T) \sqcap W. \tag{9.2}
\]

Notice that

\[
\text{spt}(\partial S) \subset \text{spt}(\overline{(\partial T) \sqcap G}) \cup \text{spt}(\overline{T \sqcap (\partial G)})
\]

and hence,

\[
\text{spt}(\overline{(\partial S) \sqcap W}) \subset \text{spt}(\overline{(\partial T) \sqcap W}) \cup \text{spt}(\overline{T \sqcap (\partial G \cap W)}) = \text{spt}(\overline{(\partial T) \sqcap W}).
\]

Moreover, we can use the Constancy Theorem ([14], 4.1.7) to derive

\[
P_\#(\overline{(\partial S) \sqcap W}) = \left( \partial \left( \frac{1}{m} p_\#(T \sqcap (G \cap W)) \right) \right) \sqcap p(W)
\]

\[
= \left( \partial \left( E^n \setminus \{ r_ky \in p(W) : y_n > \varphi_{T_k}(y_1, \ldots, y_{n-1}) \} \right) \right) \sqcap p(W)
\]

\[
= \left( \partial (p_\#(T \sqcap W)) \right) \sqcap p(W)
\]

\[
= p_\#(\overline{(\partial T) \sqcap W}).
\]

As the map \( p_\#|_{\text{spt}(\overline{(\partial T) \sqcap W})} \) is a \( C^2 \)-diffeomorphism, (9.2) must hold. Then \( T - S \) has in \( W \) no boundary and by (9.1), a tangent cone of \( T - S \) at 0 is contained in \( X_{-1}^{-1}(0) \). Therefore, we can apply ([14], Thm. 5.3.18) to \( p_\#(T - S) \) and deduce that there is an open neighborhood \( V \) of 0 in \( U \) such that

\[
V \cap \text{spt}(T) = V \cap \text{spt}(T - S)
\]

is a smooth embedded submanifold of \( M \).

Putting the previous two lemmas together, we deduce the boundary regularity theorem:
Recall that $C_{10.2}$.

**Proof of Lemma 10.2.** By Lemma 2.3, we have for $0 < r < 2$

\[ \|T\|((B_r) \leq r^n \omega_n \exp(\frac{1}{2^n} (2 - r)) \leq 2^{-\frac{1}{2^n}} \omega_n \]

and

\[ \|T\|((B_r) \geq r^n \omega_n \lim_{s \downarrow 0} \left( \exp(\frac{1}{2^n} (s - r)) \right) \left( \frac{T||((B_s))}{s^n \omega_n} \right) \geq \omega_n e^{-4C_2 m r^n}. \]

Hence, there is a constant $C_{10.1} > 0$ such that

\[ \frac{1}{C_{10.1}} \leq \|T\|((B_r) \leq C_{10.1} r^n. \]

Recall that $C_{10.1}$ is such that $|\tilde{H}| \leq C_{10.1} \omega_n$. Then we use Lemma 2.1 to estimate

\[ \int_{B_s \setminus B_r} |X|^2 |X|^{-n-2} d\|T\| \]

\[ \leq \int_s^2 \rho^{-n-1} (C_1 \rho \omega_n ||T||((B_r) + \rho \omega_n \alpha \kappa_T \rho^n) \int \rho \]

\[ \leq C_3 (\omega_n + \kappa_T) (s - r). \]

**10. Proof of the technical statements**

**10.1. Proof of Corollary 2.4**

**Proof.** By Lemma 2.3, we have for $0 < r < 2$

\[ \|T\|((B_r) \leq r^n \omega_n \exp(\frac{1}{2^n} (2 - r)) \leq 2^{-\frac{1}{2^n}} \omega_n \]

and

\[ \|T\|((B_r) \geq r^n \omega_n \lim_{s \downarrow 0} \left( \exp(\frac{1}{2^n} (s - r)) \right) \left( \frac{T||((B_s))}{s^n \omega_n} \right) \geq \omega_n e^{-4C_2 m r^n}. \]

Hence, there is a constant $C_{10.1} > 0$ such that

\[ \frac{1}{C_{10.1}} \leq \|T\|((B_r) \leq C_{10.1} r^n. \]

Recall that $C_{10.1}$ is such that $|\tilde{H}| \leq C_{10.1} \omega_n$. Then we use Lemma 2.1 to estimate

\[ \int_{B_s \setminus B_r} |X|^2 |X|^{-n-2} d\|T\| \]

\[ \leq \int_s^2 \rho^{-n-1} (C_1 \rho \omega_n ||T||((B_r) + \rho \omega_n \alpha \kappa_T \rho^n) \int \rho \]

\[ \leq C_3 (\omega_n + \kappa_T) (s - r). \]

**10.2. Proof of Lemma 3.3**

The proof of Lemma 3.3 is based on the rather technical area comparison lemma: if we change slightly the $(n + 1)$-component of a current, then its new mass stays close to its original mass.

In the following, we will denote points in $\mathbb{R}^{n+k}$ by $(x, y)$, where $x \in \mathbb{R}^{n+1}$ and $y \in \mathbb{R}^{k-1}$.

**Lemma 10.1.** Let $0 < \tau < 1$, $\rho > 0$ and $A \subseteq C_1$ be a Borel set which is a cylinder (i.e. $A = p^{-1}(p(A))$). Let $\mu : \mathbb{R}^n \to [0, 1]$ be a $C^1$-function satisfying $\sup_{p(A)} |D\mu| \leq \rho/\tau$ and consider the map

\[ F : \mathbb{R}^{n+k} \to \mathbb{R}^{n+k}, F(x, y) = (x_1, \ldots, x_n, \mu(x_1, \ldots, x_n)x_{n+1}, \Phi(x_1, \ldots, x_n, \mu(x_1, \ldots, x_n)x_{n+1})). \]

Then there is a constant $C_{10.2} > 0$ only depending on $n, k$ and $m$ such that for any current $T$ with $(T, M) \in T$ the following holds

\[ \mathcal{M}(F_#(T \llcorner A)) - \mathcal{M}(T \llcorner A) \leq C_{10.2} \left( \frac{1 + \rho^2}{\tau^2} \int_A X_{n+1}^2 d\|T\| + \frac{\kappa_T}{\tau^2} + (2 + \frac{\rho^2}{\tau^2}) A \right), \]
where \( A_\tau := \{ x \in \mathbb{R}^{n+1} : \text{dist}(x, A) < \tau \} \) is an enlargement of \( A \) by \( \tau \).

**Proof.** By Section 4.1.30 of [14], we infer that for any \( \omega \in \mathcal{D}^n(\mathbb{R}^{n+1}) \)

\[
(F_\#(T \sqcap A))(\omega) = \int_A \langle \omega(F(x)), \omega(F(x)) \rangle d\|T\|.
\]

We expand the tangent vector in the following basis for \( T_{(x, \Phi(x))}\mathcal{M} \)

\[
v_j(x) := \langle e_j, \partial_j \Phi(x) \rangle \quad \text{for } j \in \{1, \ldots, n+1\},
\]

where \( e_j \) denotes the \( j \)-th standard basis vector in \( \mathbb{R}^{n+1} \). Then there are real numbers \( T_j \) such that

\[
\hat{T} = \sum_{j=1}^{n+1} T_j v_1 \wedge \cdots \wedge \hat{v}_j \wedge \cdots \wedge v_{n+1}.
\]

We compute

\[
F_\#(\hat{T})(x, y) = T_{n+1} v_1(F(x)) \wedge \cdots \wedge v_n(F(x))
\]

\[
+ \sum_{j=1}^n (T_j \mu - T_{n+1} x_{n+1} \partial_j \mu) v_1(F(x)) \wedge \cdots \wedge (F_j(F(x)) \wedge \cdots \wedge v_{n+1}(F(x))
\]

and therefore, we have

\[
|F_\#(\hat{T})|^2 \leq \left( T_{n+1}^2 + \sum_{j=1}^n (T_j \mu - T_{n+1} x_{n+1} \partial_j \mu)^2 \right) \left( \sum_{j=1}^{n+1} |v_1 \wedge \cdots \wedge \hat{v}_j \wedge \cdots \wedge v_{n+1}|^2 \right)
\]

\[
\leq \left( T_{n+1}^2 + \sum_{j=1}^n (T_j \mu - T_{n+1} x_{n+1} \partial_j \mu)^2 \right) (1 + C_{15} |D\Phi|^2)
\]

\[
\leq T_{n+1}^2 + \sum_{j=1}^n (T_j \mu - T_{n+1} x_{n+1} \partial_j \mu)^2 + C_{16} |D\Phi|^2 \left( 1 + \frac{\rho^2}{\tau^2} \right).
\]

We argue as in the original paper ([18], Lem. 3.1.1) to deduce

\[
\mathcal{M}(F_\#(T \sqcap A)) - \mathcal{M}(T \sqcap A) \leq 2 \rho^2 \int_A X_{n+1}^2 d\|T\| + \int_A (1 - T_{n+1}^2) d\|T\| + C_{46} A^2 \left( 1 + \frac{\rho^2}{\tau^2} \right) \mathcal{M}(T).
\]

In order to bound the second integral, we compute the first variation of \( T \) with respect the following vectorfield

\[
\Xi : \mathbb{R}^{n+k} \to \mathbb{R}^{n+k}, \quad (x, y) \mapsto (x_{n+1} - \psi T(x_1, \ldots, x_{n-1}) \lambda^2(x) e_{n+1},
\]

where \( e_{n+1} \) denotes the \((n+1)\)-th basis vector of \( \mathbb{R}^{n+k} \) and \( \lambda : \mathbb{R}^{n+1} \to [0, 1] \) is a \( C^1 \) cut-off function with \( \text{spt}(\lambda) \subset A_\tau, \lambda|_A = 1 \) and \( \sup |D\lambda| \leq C_{47}/\tau \). Notice that \( \Xi \) vanishes on \( \text{spt}(\partial T) \) and therefore, by Theorem 3.2 of [12]

\[
\int \hat{H}_T(x) d\|T\|(x),
\]

(10.5)
where $\vec{H}_T$ is the mean curvature vector.

As $\text{spt}(T) \subset \mathcal{M}$, we have $\text{div}_T \Xi = \text{div}_{\mathcal{M}} \Xi - \text{div}_v \Xi$ where $v \in T_{(x, \Phi(x))} \mathcal{M}$ is the outer (?) normal vector to $\vec{T}$. We compute $\nu$ by expanding everything in the basis in (10.2):

\[
\nu = \sum_{j=1}^{n+1} \nu_j v_j
\]

\[
\vec{T} = \tau_1 \wedge \cdots \wedge \tau_n \quad \text{with} \quad \tau_i = \sum_{j=1}^{n+1} t_{i,j} v_j.
\]

As $\nu$ is normal to $\vec{T}$, we can use the expansion (10.3) to find the following equalities for all $j \in \{1, \ldots, n+1\}$ and $t_i := (t_{i,1}, \ldots t_{i,n+1})^T$ with $i \in \{1, \ldots, n\}$:

\[
T_j = \det^{1, \ldots, j, \ldots, n+1} (t_1, \ldots, t_n),
\]

\[
0 = \langle \nu, \tau_i \rangle = \langle \begin{pmatrix} \nu_1 \\ \vdots \\ \nu_{n+1} \end{pmatrix}, \nu \rangle = \langle \begin{pmatrix} \nu_1 \\ \vdots \\ \nu_{n+1} \end{pmatrix}, (g \cdot t_i) \rangle,
\]

(10.6)

where $g = ((v_i, v_j)_{i,j}) = \text{id}_{n+1} + ((\partial_i \Phi, \partial_j \Phi)_{i,j}) =: \text{id}_{n+1} + B$ is the metric.

From (10.7), we deduce that

\[
\nu_j = *((g \cdot t_i) \wedge \cdots \wedge (g \cdot t_n)) = (-1)^j \det^{1, \ldots, j, \ldots, n+1} (g \cdot t_1, \ldots, g \cdot t_n).
\]

We compute

\[
\text{div}_v \Xi = \sum_{j=1}^{n+k} (D_v \Xi)_j = (D_v \Xi_{n+1})_{n+1}
\]

\[
= \left( D \left( (x_{n+1} - \psi_T(x_1, \ldots, x_{n-1})) \lambda^2(x) \right), \nu \right)_n
\]

\[
= \left( \lambda^2 \nu^2_{n+1} - \lambda^2 \sum_{j=1}^{n-1} \nu_{n+1} \nu_j \partial_j \psi_T + 2 \lambda(X_{n+1} - \psi_T) \sum_{j=1}^{n+1} \nu_{n+1} \nu_j \partial_j \lambda \right)_{n+1}
\]

(10.8)

On the other hand, we need to compute the divergence with respect to $\mathcal{M}$. To do so, we compute the projection on $\mathcal{M}$: Let $M$ be the matrix with column vectors $v_1, \ldots v_{n+1} \in \mathbb{R}^{n+k}$. Then we have

\[
\text{div}_{\mathcal{M}} \Xi = \sum_{j=1}^{n+k} (D_M \Xi)_j = (D_M \Xi_{n+1})_{n+1}
\]

\[
= (M \cdot g^{-1} \cdot M^T \cdot D \left( (x_{n+1} - \psi_T(x_1, \ldots, x_{n-1})) \lambda^2(x) \right))_{n+1}
\]
Together with (10.5), we have

\[-\]

In order to regain the term 1

\[\]

Hence,

\[\]

This together with (10.8) yields

\[
\begin{aligned}
\lambda^2 g_{n+1,n+1} - \lambda^2 \sum_{j=1}^{n-1} g^{n+1,j} \partial_j \psi_T + 2\lambda(X_{n+1} - \psi_T) \sum_{j=1}^{n+1} g^{n+1,j} \partial_j \lambda.
\end{aligned}
\]

Together with (10.5), we have

\[
\begin{aligned}
- \int \Xi \cdot H_T \, d\|T\| = \lambda^2 \left( g^{n+1,n+1} - \frac{\nu_{n+1}^2}{|\nu|^2} \right) - \lambda^2 \sum_{j=1}^{n-1} \left( g^{n+1,j} - \frac{\nu_{n+1} \nu_j}{|\nu|^2} \right) \partial_j \psi_T \\
+ 2\lambda(X_{n+1} - \psi_T) \sum_{j=1}^{n+1} \left( g^{n+1,j} - \frac{\nu_{n+1} \nu_j}{|\nu|^2} \right) \partial_j \lambda \, d\|T\|.
\end{aligned}
\]

In order to regain the term 1 - \( T_{n+1}^2 \), we first estimate \( \nu_{n+1} \):

\[
(-1)^{n+1} \nu_{n+1} = \det^{1 \ldots n} \frac{g \cdot t_1 \ldots g \cdot t_n}{|\nu|^2} = \det^{1 \ldots n} \left( (\text{id} + (\partial_1 \Phi, \partial_j \Phi)_{i,j}) \cdot (t_1 \ldots t_n) \right)
\]

\[
= \sum_{\sigma \in S_n} \text{sgn}(\sigma) \left( t_{1,1} + \sum_{j=1}^{n+1} t_{1,j} (\partial_{1}(\Phi, \partial_j \Phi)) \right) \ldots \left( t_{n,1} + \sum_{j=1}^{n+1} t_{n,j} (\partial_{n}(\Phi, \partial_j \Phi)) \right)
\]

\[=
\]

Hence,

\[
\nu_{n+1}^2 \leq T_{n+1}^2 + C_{48} |D \Phi|^2.
\]

(10.11)
Now, we compute the norm of $\nu$. We use that the Hodge star is norm-preserving and therefore, we have for $\tilde{\nu} := (\nu_1, \ldots, \nu_{n+1})$

$$|\tilde{\nu}|^2 = \det \left( (\langle g \cdot t_i, g \cdot t_j \rangle)_{i,j} \right) = \det \left( (\langle t_i, t_j \rangle + 2\langle t_i, Bt_j \rangle + \langle t_i, B^2t_j \rangle)_{i,j} \right).$$

Notice that

$$\langle t_i, t_j \rangle + 2\langle t_i, Bt_j \rangle + \langle t_i, B^2t_j \rangle \geq \langle t_i, t_j \rangle - 2\|B\|_{op}\|t_i\|\|t_j\|$$

$$\geq \langle t_i, t_j \rangle - (2\|B\| + \|B\|^2)\|t_i\|\|t_j\|$$

$$\geq \langle t_i, t_j \rangle - (2\sqrt{n+1}|D\Phi|^2 + (n+1)|D\Phi|^4)\|t_i\|\|t_j\|$$

$$\geq \langle t_i, t_j \rangle - 2(n+1)|D\Phi|^2,$$

where we used in the last inequality the fact

$$|t_i|^2 = \sum_{j=1}^{n+1} t_{i,j} (e_j, \partial_j \Phi) = \sum_{j=1}^{n+1} t_{i,j} \partial_j \Phi \leq |\tau_i|^2 = 1.$$ 

Therefore, we estimate

$$|\tilde{\nu}|^2 = \sum_{\sigma \in P_n} \prod_{i=1}^n \text{sgn}(\sigma) \langle g \cdot t_i, g \cdot t_{\sigma(i)} \rangle$$

$$\geq \sum_{\sigma \in P_n} \left( \prod_{i=1}^n \text{sgn}(\sigma) \langle t_i, t_{\sigma(i)} \rangle - 2^n (2(n+1))^n|D\Phi|^2 \right)$$

$$\geq \det (\langle t_i, t_j \rangle) - 2^{2n} n!(n+1)^n|D\Phi|^2. \quad (10.13)$$

Now, we use that $\tau_1, \ldots, \tau_n$ are orthonormal to deduce that

$$\delta_{i,j} = \langle \tau_i, \tau_j \rangle = \langle \sum_{k=1}^{n+1} t_{i,k}(e_k, \partial_k \Phi), \sum_{l=1}^{n+1} t_{i,l}(e_l, \partial_l \Phi) \rangle$$

$$= \langle \sum_{k=1}^{n+1} t_{i,k} e_k, \sum_{l=1}^{n+1} t_{i,l} e_l \rangle + \langle \sum_{k=1}^{n+1} t_{i,k} \partial_k \Phi, \sum_{l=1}^{n+1} t_{i,l} \partial_l \Phi \rangle$$

$$= \langle t_i, t_j \rangle + \sum_{k,l=1}^{n+1} t_{i,k} t_{j,l} \langle \partial_k \Phi, \partial_l \Phi \rangle$$

and hence,

$$|\delta_{i,j} - \langle t_i, t_j \rangle| \leq 2(n+1)|D\Phi|^2.$$

By a similar argument as in (10.13), it follows that

$$\det (\langle t_i, t_j \rangle) \geq 1 - 2^n n!(n+1)^n|D\Phi|^2.$$
Putting this into (10.13), we yield
\[
|\nu|^2 = \left( \sum_{j=1}^{n+1} \nu_j v_j \right)^2 = \nu_1^2 + \cdots + \nu_{n+1}^2 + \left( \sum_{j=1}^{n+1} \nu_j \partial_j \Phi \right)^2 \geq |\tilde{\nu}|^2 \geq 1 - 2^{2n+1} n! (n+1)^n |D\Phi|^2.
\]
Therefore,
\[
\frac{1}{|\nu|^2} \leq \frac{1}{1 - 2^{2n+1} n! (n+1)^n |D\Phi|^2} \leq 1 + C_{49} |D\Phi|^2. \tag{10.14}
\]
Now, we take care of $g^{-1}$. By the geometric series and the fact $g = \text{id} + (\langle \partial_i \Phi, \partial_j \Phi \rangle)_{i,j}$, we have
\[
g^{-1} = \text{id} - (\langle \partial_i \Phi, \partial_j \Phi \rangle)_{i,j} + \sum_{l \geq 2} (-1)^l (\langle \partial_i \Phi, \partial_j \Phi \rangle)_{i,j}^l \tag{10.15}
\]
and hence,
\[
|g^{i,j}| \leq \delta_{i,j} - \langle \partial_i \Phi, \partial_j \Phi \rangle + C_{12} |D\Phi|^4. \tag{10.16}
\]
Now, we are ready to estimate piece by piece the right hand side of (10.10)

- We use (10.11), (10.14) and (10.16) to deduce
  \[
  \int \lambda^2 \left( g^{n+1}_{n+1} - \frac{\nu_{n+1}^2}{|\nu|^2} \right) d\|T\| \geq \int \lambda^2 (1 - |\partial_{n+1} \Phi|^2 - C_{12} |D\Phi|^4 - T_{n+1}^2 - C_{50} |D\Phi|^2) d\|T\|
  \geq \int \lambda^2 (1 - T_{n+1}^2) d\|T\| - C_{51} M(T) A^2.
  \]

- We use (10.11), (10.14) and (10.16) to deduce
  \[
  \int \lambda^2 \sum_{j=1}^{n-1} \left( g^{n+1,j} - \frac{\nu_{n+1} v_j}{|\nu|^2} \right) \partial_j \psi_T \ d\|T\|
  \leq \int \lambda^2 \left( C_{52} |D\Phi|^2 + \frac{|(\nu_1, \ldots, \nu_n)|}{|\nu|} \right) \kappa_T \ d\|T\|
  \leq \kappa_T \int \lambda^2 \frac{|\tilde{\nu}|^2 - \nu_{n+1}^2}{|\nu|^2} d\|T\| + C_{53} M(T) |D\Phi|^2
  \leq \kappa_T \int \lambda^2 \sqrt{1 - T_{n+1}^2} + C_{54} |D\Phi|^2 \left( 1 + C_{49} |D\Phi|^2 \right) d\|T\| + C_{53} M(T) A^2
  \leq \kappa_T \int \lambda^2 \sqrt{1 - T_{n+1}^2} + C_{55} |D\Phi|^2 d\|T\| + C_{53} M(T) A^2.
  \]

- We use (10.11), (10.14), (10.16) and a similar argument as in (10.13) to deduce
  \[
  \int 2\lambda (X_{n+1} - \psi_T) \sum_{j=1}^{n+1} \left( g^{n+1,j} - \frac{\nu_{n+1} v_j}{|\nu|^2} \right) \partial_j \lambda \ d\|T\|
  \]
Putting all this into (10.5) yields

\[
\int 2\lambda(1 - T_{n+1}^2) d\|T\| = \int 2\lambda(1 - T_{n+1}^2) d\|T\| \\
\leq 2 \int \lambda|D\lambda|(1 - T_{n+1}^2) d\|T\| + \frac{C_{47}}{\tau} \int \lambda|X_{n+1}|(1 - T_{n+1}^2 + C_{59}|D\Phi|^2) d\|T\|.
\]

Again putting this into (10.17) yields

\[
\int \lambda^2(1 - T_{n+1}^2) d\|T\| \\
\leq \int \kappa_T \lambda^2 \sqrt{1 - T_{n+1}^2 + C_{55}|D\Phi|^2} d\|T\| + \frac{C_{47}}{\tau} \int \lambda|X_{n+1}| \sqrt{1 - T_{n+1}^2 + C_{59}|D\Phi|^2} d\|T\|.
\]

Using three times the Cauchy inequality \((2ab \leq a^2 + b^2)\), we estimate

\[
\bullet \int \kappa_T \lambda^2 \sqrt{1 - T_{n+1}^2 + C_{55}|D\Phi|^2} d\|T\| \leq \int \frac{\lambda^2}{4} (1 - T_{n+1}^2 + C_{55}|D\Phi|^2) d\|T\| + \int \kappa_T \lambda^2 d\|T\|,
\]

\[
\bullet \frac{C_{47}}{\tau} \int \lambda|X_{n+1}| \sqrt{1 - T_{n+1}^2 + C_{59}|D\Phi|^2} d\|T\| \leq \frac{1}{16} \int \frac{\lambda^2}{4} (1 - T_{n+1}^2 + C_{59}|D\Phi|^2) d\|T\| + \frac{C_{47}}{\tau^2} \int A_{n+1} X_{n+1}^2 d\|T\|,
\]

\[
\bullet \frac{C_{47}}{\tau} \int \kappa_T \lambda \sqrt{1 - T_{n+1}^2 + C_{59}|D\Phi|^2} d\|T\| \leq \frac{1}{16} \int \frac{\lambda^2}{4} (1 - T_{n+1}^2 + C_{59}|D\Phi|^2) d\|T\| + \frac{C_{47}}{\tau^2} \int \kappa_T^2 d\|T\|.
\]

Again putting this into (10.17) yields

\[
\int \lambda^2(1 - T_{n+1}^2) d\|T\| \leq \frac{1}{2} \int \lambda^2 (1 - T_{n+1}^2) d\|T\| + \frac{C_{47}}{\tau^2} \int A_{n+1} X_{n+1}^2 d\|T\| + \int \Xi \cdot \hat{H} d\|T\| + C_{62} M(T) \left( A^2 + \kappa_T^2 + \frac{\kappa_T^3}{\tau^2} \right).
\]
Moreover, by Remark 26.21(2) of [23], the following holds
\[
\int_A (1 - T_{n+1}^2) d\|T\| \leq \int_{A_r} \chi^2 (1 - T_{n+1}^2) d\|T\|
\]
\[
\leq 2 \frac{C_{47}}{\tau^2} \int_A X_{n+1}^2 d\|T\| + C_{63} M(T) \left( \frac{\kappa_2^2}{\tau^2} + \frac{\kappa_T^2}{\tau^2} + 2A \right).
\]

Using (10.4), we deduce the desired inequality
\[
\mathbb{M}(F_#(T \sqcup A)) - \mathbb{M}(T \sqcup A)
\]
\[
\leq C_{64} \frac{1 + \rho^2}{\tau^2} \int_A X_{n+1}^2 d\|T\| + C_{63} M(T) \frac{\kappa_2^2}{\tau^2} + C_{65} M(T) A \left( 2 + \frac{\rho^2}{\tau^2} \right).
\]

Now we have all the tools to estimate the excess of T with its height.

**Proof of Lemma 3.3.** The second inequality holds true with \(C_{11} \geq 3^n (1 + m \omega_n) \geq \mathbb{M}(T)\).

For the first inequality, we want to use Lemma 10.1 for \(A := C_{1+\tau} \setminus C_1\), \(\rho = 3\) and \(\tau = \sigma/2\). Consider \(F\) as in the lemma for some \(C^1\)-function \(\mu : \mathbb{R}^n \to [0, 1]\) satisfying \(\sup_{p(A)} |D\mu| \leq \rho/\tau\) and
\[
\begin{cases}
\mu(z) = 0 & \text{if } |z| \leq 1 \\
\mu(z) > 0 & \text{if } 1 < |z| < 1 + \tau \\
\mu(z) = 1 & \text{if } |z| \geq 1 + \tau.
\end{cases}
\]

Moreover, we define for \(t \in \mathbb{R}\) and \((x, y) \in \mathbb{R}^{n+k}\) the homotopy
\[
H_t(x, y) := \left( p(x), ((1 - t) \mu \circ p(x) + t)x_{n+1}, \Phi(p(x), ((1 - t) \mu \circ p(x) + t)x_{n+1}) \right).
\]

Notice that \(F\) is the identity on \(\mathcal{M} \setminus C_{1+\tau}\) and \(F = (p, 0, \Phi(p, 0))\) on \(C_1\).

Then for \(R_T := H_#([0, 1] \times \partial T)\) we have \(\text{spt}(R_T) \subset \mathcal{M}\) and
\[
\partial(T \sqcup C_{1+\tau} - F_#(T \sqcup C_{1+\tau}) - R_T) = \partial(T - F_#T - R_T) = 0.
\]

Hence, by the area minimality of \(T\) in \(\mathcal{M}\), we have
\[
\mathbb{M}(T \sqcup C_{1+\tau}) \leq \mathbb{M}(F_#(T \sqcup C_{1+\tau})) + \mathbb{M}(R_T).
\]

Moreover, by Remark 26.21(2) of [23], the following holds
\[
\mathbb{M}(R_T) \leq \sup_{\text{spt}(\partial T)} |\partial_t H| \sup_{\text{spt}(\partial T)} |\partial_x H| \mathbb{M}(\partial T \sqcup C_j).
\]

Therefore, we compute
\[
|\partial_t H|^2 \leq (X_{n+1} - X_{n+1} \mu \circ p)^2 + |D\Phi|^2 (X_{n+1} - X_{n+1} \mu \circ p)^2
\]
\[
\leq (1 + |D\Phi|^2) |X_{n+1}|^2 (1 - \mu \circ p)^2
\]
\[
\leq \kappa_T^2 (1 + |D\Phi|^2),
\]
\[ |\partial_x H|^2 \leq n + |D\mu|^2 X_{n+1}^2 + |D\Phi|^2 (n + |D\mu| X_{n+1})^2 + (|\mu| + 1)^2 + |D\Phi|^2 (|\mu| + 1)^2 \]
\[ \leq n + \left( \frac{6}{\sigma} \right)^2 \kappa_T^2 + |D\Phi|^2 \left( 4 + \left( n + \frac{6\kappa_T}{\sigma} \right)^2 \right) + 4 \]
\[ \leq C_{66} \left( 1 + \frac{\kappa_T}{\sigma} \right)^2, \]

\[ M((\partial T)|\subseteq C_2) \leq \omega n^{-1} 2^{n-1} \sqrt{n + \kappa_T^2 + A^2 (1 + \kappa_T^2)} \leq C_{67} (1 + \kappa_T). \]

Thus, we have

\[ M(R_T) \leq C_{68} \frac{\kappa_T}{\sigma}(1 + A). \]

Now, we argue as originally in Lemma 4.1 of [18] and use Lemma 10.1 to deduce

\[ E_C(T, 1) \leq M(F_\#(T|\subseteq A)) - M(T|\subseteq A) + C_{68} \frac{\kappa_T}{\sigma}(1 + A) \]
\[ \leq C_{10} \frac{\kappa_T}{\sigma^2} \left( \kappa_T + \int_{C_{1+\sigma}} X_{n+1}^2 d\|\!\|T\|\!\| + A \right). \]

**10.3. Proof of Lemma 3.4**

*Proof.* We call a function \( f \) \( T \)-subharmonic if

\[ \int \langle D_T f, D_T \zeta \rangle d\|\!\|T\|\!\| \leq 0 \quad \text{for all } \zeta \in C^1(\mathbb{R}^{n+k}; \mathbb{R}_{\geq 0}) \text{ with spt}(\zeta) \cap \text{spt}(\partial T) = \emptyset. \]

The functions

\[ h_i : \mathbb{R}^{n+k} \to \mathbb{R}, \quad (x, y) \mapsto (-1)^i x_{n+1} + x_{n+1}^2, \quad \text{for } i \in \{1, 2\} \]

are \( T \)-subharmonic as

\[ \int \langle D_T h_i, D_T \zeta \rangle d\|\!\|T\|\!\| = \int (\pi \cdot D h_i, \pi \cdot D \zeta) d\|\!\|T\|\!\| = \int (D h_i, \pi \cdot D \zeta) d\|\!\|T\|\!\| \]
\[ = \int ((-1)^i e_{n+1} + 2X_{n+1} e_{n+1} + \pi \cdot D \zeta) d\|\!\|T\|\!\| \]
\[ = \int \left( \text{div}_{-\tilde{T}} \left( \zeta ((-1)^i + 2X_{n+1}) e_{n+1} \right) - 2\zeta \pi_{n+1, n+1} \right) d\|\!\|T\|\!\| \]
\[ = \int \left( -\zeta ((-1)^i + 2X_{n+1}) e_{n+1} \cdot \tilde{H} - 2\zeta g^{n+1, n+1} \right) d\|\!\|T\|\!\| \]
\[ \leq \int \zeta \left( 7C_1 |D^2 \Phi| - 2 \left( 1 - \left| \partial_{n+1} \Phi \right|^2 - C_{12} |D \Phi|^4 \right) \right) d\|\!\|T\|\!\| \]
\[ \leq \int \zeta \left( 7C_1 |D^2 \Phi| - 2 \left( 1 - (1 + C_{12})|D \Phi|^4 \right) \right) d\|\!\|T\|\!\|. \]
where \( \pi(x) \) denotes the orthogonal projection to the tangent plane of \( T \) at \( x \) and we used (10.16), Theorem 3.2 of [12] and the fact \( \text{spt}(\zeta e_n)_1 \cap \text{spt}(\partial T)) \subset \text{spt}(\zeta) \cap \text{spt}(\partial T)) = \emptyset \).

Consider the nonnegative, convex function

\[
f : \mathbb{R} \to \mathbb{R}, \ t \mapsto \begin{cases} t - 2\kappa T, & \text{if } t \geq 2\kappa T \\ -t - 2\kappa T, & \text{if } t \leq -2\kappa T, \\ 0, & \text{else} \end{cases}
\]

Notice that \( f((-1)^i X_{n+1} + X_{n+1}^2) \) vanishes on \( \text{spt}(\partial T) \). If \( f \) were additionally smooth, than by Lemma 7.5(3) of [2] \( f((-1)^i X_{n+1} + X_{n+1}^2) \) would be \( T \)-subharmonic. Therefore, we take a smooth nonnegative mollifier \( \eta \) satisfying \( \text{spt}(\eta) \subset (-1,1) \) and \( \int \eta(x) \, dx = 1 \). Define \( \eta_\epsilon(x) := \frac{1}{\epsilon} \eta(x/\epsilon) \) and \( f_\epsilon := f \ast \eta_\epsilon \). \( f_\epsilon \) is smooth, convex and converges uniformly to \( f \) when \( \epsilon \to 0 \). Therefore \( f_\epsilon \circ ((-1)^i X_{n+1} + X_{n+1}^2) \) is \( T \)-subharmonic and by Theorem 7.5(6) of [2]

\[
\sup_{C_{1-\sigma}/\text{spt}(T)} f((-1)^i X_{n+1} + X_{n+1}^2)^2 \\
= \sup_{\epsilon \in (0)} \sup_{\tau \in (B_{1-\sigma}/\text{spt}(T))} f((-1)^i X_{n+1} + X_{n+1}^2)^2 \\
= \sup_{\epsilon \in (0)} \lim_{\epsilon \to 0} \left( \sup_{\tau \in (B_{1-\sigma}/\text{spt}(T))} (f_\epsilon \circ ((-1)^i X_{n+1} + X_{n+1}^2))^2 \right) \\
\leq \sup_{\epsilon \in (0)} \lim_{\epsilon \to 0} \left( \frac{C_{66}}{\sigma^n} \int_{\tau \in (B_{1-\sigma}/2)} (f_\epsilon \circ ((-1)^i X_{n+1} + X_{n+1}^2))^2 d\|T\| \right) \\
\leq \frac{C_{66}}{\sigma^n} \int_{C_{1-\sigma}/2} f^2((-1)^i X_{n+1} + X_{n+1}^2) d\|T\|.
\]

We deduce further that in \( \overline{B}_2 \) the following holds

\[
X_{n+1}^2 - 40\kappa T \leq (|X_{n+1}| + X_{n+1}^2)^2 - 40\kappa T \\
\leq \begin{cases} (X_{n+1} + X_{n+1}^2)^2 - 20\kappa T, & \text{if } |X_{n+1} + X_{n+1}^2| \geq 2\kappa T \\ 0, & \text{else} \end{cases} \\
+ \begin{cases} ( - X_{n+1} + X_{n+1}^2)^2 - 20\kappa T, & \text{if } |X_{n+1} - X_{n+1}^2| \geq 2\kappa T \\ 0, & \text{else} \end{cases} \\
\leq f^2(X_{n+1} + X_{n+1}^2) + f^2(-X_{n+1} + X_{n+1}^2)
\]

and

\[
f^2(X_{n+1} + X_{n+1}^2) + f^2(-X_{n+1} + X_{n+1}^2) \leq 2 \left( (X_{n+1} + X_{n+1}^2)^2 + (-X_{n+1} + X_{n+1}^2)^2 + 8\kappa^2 T \right) \\
\leq 4(|X_{n+1}| + X_{n+1}^2)^2 + 16\kappa^2 T \\
\leq 36(X_{n+1}^2 + \kappa^2 T).
\]
Putting (10.18), (10.19) and (10.20), we conclude

\[
\sup_{C_{1-\sigma/2} \cap \text{spt}(T)} X_{n+1}^2 \leq \frac{C_{69}}{\sigma^n} \int_{C_{1-\sigma/2}} \left( f^2(X_{n+1} + X_{n+1}^2) + f^2(-X_{n+1} + X_{n+1}^2) \right) \|T\| + 40\kappa T \\
\leq \frac{36C_{69}}{\sigma^n} \int_{C_{1-\sigma/2}} \left( X_{n+1}^2 + \kappa_T^2 \right) \|T\| + 40\kappa T \\
\leq \frac{C_{13}}{\sigma^n} \left( \int_{C_{1-\sigma/2}} X_{n+1}^2 \|T\| + \kappa_T \right).
\]

For (ii.), we specify \(C_{70}\) later and let

\[
\tilde{C} := 12 \cdot 3^{n+2} (7 + 2m + 2C_4 + C_{70}) C_{13} (1 + m\omega_n).
\]

**Case 1:** \(E_C(T, 1) + \kappa_T + A \geq 3^{n+2} (1 + m\omega_n) \frac{2^{n+1}}{C} \).

In this case, as \(\text{spt}(T) \subset \overline{B}_3\), we can bound

\[
\int_{\overline{B}_3} X_{n+1}^2 \|T\| \leq 3^{n+2} (1 + m\omega_n) \leq \frac{\tilde{C}}{\sigma^{n+1}} (E_C(T, 1) + \kappa_T + A).
\]

**Case 2:** \(E_C(T, 1) + \kappa_T + A < 3^{n+2} (1 + m\omega_n) \frac{2^{n+1}}{C} \).

Here, we aim to show that \(C_{1-\sigma/2} \cap \text{spt}(T) \subset \overline{B}_1\). If this were true, the following would conclude the lemma. Namely, recall the normal vector \(\nu\) from the proof of Lemma 10.1. Then, by Cauchy’s inequality, we can deduce

\[
\int_{\overline{B}_i} X_{n+1}^2 \|T\| = \int_{\overline{B}_i} \left( \langle X, \frac{\nu}{|\nu|} \rangle + \langle X, e_{n+1} - \frac{\nu}{|\nu|} \rangle \right)^2 \|T\| \\
\leq 2 \int_{\overline{B}_i} \left( |X|^2 + |X|^2 |e_{n+1} - \frac{\nu}{|\nu|}|^2 \right) \|T\| \\
\leq 2 \int_{\overline{B}_i} \left( |X|^2 |X|^{-n-2} + \left\| e_{n+1} \cdot e_{n+1}^T - \frac{1}{|\nu|^2} \nu \cdot \nu \right\| \right) \|T\| \tag{10.22}
\]

Now, we recall that the cylindrical excess can also be expressed by

\[
\frac{1}{r^n} \int_{C_r} \|p\|^2 \|T\|,
\]

where \(p(x)\) still denotes the orthogonal projection to the tangent plane of \(T\) at \(x\). We compute for \((x, y) \in \overline{B}_1\)

\[
(p - p)(x, y) = \left( M \cdot g^{-1} \cdot M^T (x, y)^T - \langle (x, y), \frac{\nu}{|\nu|} \rangle \frac{\nu}{|\nu|} \right) - \sum_{j=1}^n x_j e_j \\
= B(x, y) + x_{n+1} e_{n+1} - \langle (x, y), \frac{\nu}{|\nu|} \rangle \frac{\nu}{|\nu|},
\]

where \(B(x, y)\) is the inner product of the vectors.
As \( 6 + 2 \gamma \), we have for (i.)

First, we notice that due to a similar reasoning as we did for \( \minimizing \) the continuity of \( \langle s \rangle \).

Consider now for \( \text{spt} \).

Hence, by Corollary 2.5 and the inequality (3.2), we can continue the estimate of (10.22) in the following way:

\[
\int_{\mathcal{B}_1} X_{n+1}^2 d\|T\| \leq 2 \left( E_S(T, 1) + C_4(\mathbf{A} + \kappa_T) + \int_{\mathcal{B}_1} 2 \left( \|\pi - \mathbf{p}\|^2 + \|B\|^2 \right) d\|T\| \right)
\]

\[
\leq 2E_S(T, 1) + 2C_4(\mathbf{A} + \kappa_T) + 4E_C(T, 1) + C_7A^2
\]

\[
\leq (6 + 2m + 2C_4) (E_C(T, 1) + \kappa_T) + (2C_4 + C_70) A.
\]

As \( 6 + 2m + 2C_4 + C_70 \leq \tilde{C} \leq \tilde{C} \sigma^{-n-1} \), we are left with proving that

\[
C_{1-\sigma/2} \cap \text{spt}(T) \subset \mathcal{B}_1.
\]

First, we notice that due to a similar reasoning as we did for (i.) and using (10.23), we have

\[
\sup_{\mathcal{B}_{1-\sigma/6} \cap \text{spt}(T)} X_{n+1}^2 \leq \frac{6^n}{\sigma^n} C_{13} \left( \int_{\mathcal{B}_1} X_{n+1}^2 d\|T\| + \kappa_T \right)
\]

\[
\leq \frac{6^n C_{13}}{\sigma^n} \left( (7 + 2m + 2C_4) (E_C(T, 1) + \kappa_T) + (2C_4 + C_70) A \right) \leq \frac{\sigma}{12}. \tag{10.24}
\]

As a next step, we show that \( \text{spt}((\partial T) \bigcap C_{1-\sigma/3}) \subset \mathcal{B}_{1-\sigma/6} \).

We argue by continuity: Assume by contradiction that this is not the case. Then we would find a \( z \in \mathbb{R}^{n-1} \) such that \( (z, \varphi_T(z), \psi_T(z), \Phi(z, \varphi_T(z), \psi_T(z))) \in C_{1-\sigma/3} \setminus B_{1-\sigma/6} \), hence, \( |(z, \varphi_T(z))| < 1 - \sigma/3 \) but \( |(z, \varphi_T(z), \psi_T(z), \Phi(z, \varphi_T(z), \psi_T(z)))| \geq 1 - \sigma/6 \). Then it must hold that

\[
\psi_T(z)^2 + |\Phi(z, \varphi_T(z), \psi_T(z))|^2 \geq \left( 1 - \frac{\sigma}{6} \right)^2 - \left( 1 - \frac{\sigma}{3} \right) = \frac{\sigma}{3} - \frac{\sigma^2}{12}. \tag{10.26}
\]

Consider now for \( t \in [0, 1] \) the curve \( \gamma(t) := (tz, \varphi_T(tz), \psi_T(tz), \Phi(tz, \varphi_T(tz), \psi_T(tz))) \in \mathbb{R}^{n+k} \). As \( \gamma(0) = 0 \) and \( \gamma(1) \notin B_{1-\sigma/6} \), there is by the mean value theorem a \( t \in [0, 1] \) such that \( |\gamma(t)| = 1 - \sigma/6 \). Let \( \tilde{s} := \min\{t \in [0, 1] : |\gamma(t)| = 1 - \sigma/6 \} > 0 \). Then for all \( 0 < s < \tilde{s} \), we have \( \gamma(s) \in B_{1-\sigma/6} \) and by (10.24), \( \psi_T(sz)^2 < \sigma/12 \).

But then we get by (10.26)

\[
|\gamma(s) - \gamma(\tilde{s})| \geq |\psi_T(sz) - \psi_T(sz)| \geq \sqrt{\frac{\sigma}{3} - \frac{\sigma^2}{12}} - |\Phi(sz, \varphi_T(sz), \psi_T(sz))|^2 - \sqrt{\frac{\sigma}{12}}
\]

\[
\geq \sqrt{\frac{\sigma}{4} - |\partial T|^2 \left( 1 - \frac{\sigma}{3} \right)^2} - \sqrt{\frac{\sigma}{12}} \geq \sqrt{\frac{\sigma}{24}},
\]

where we used the assumption of the lemma in the latter inequality. As \( 0 < s < \tilde{s} \) was arbitrary, this contradicts the continuity of \( \gamma \). Hence, (10.25) holds true.

And then \( \text{spt}(T) \bigcap C_{1-\sigma/2} \) stays in the unit ball: We denote by \( p \) to projection to \( \mathbb{R}^{n+1} \). Then as \( T \) is minimizing in \( M \), \( p_T \) is minimizing a parametric integrand described Lemma 3.6. Then we can use ([17],
Cor. 4.2) to deduce that \( \text{spt}(p \# T) \) is contained in the convex hull of \( \text{spt}(\partial(p \# T)) \). Hence, \( \text{spt}(p \# T \mathbin{\cap} C_{1-\sigma/2}) \subset B_{1-\sigma/6} \). Using the fact that \( T = (\text{id}, \Phi)_{p \# T} \) and \( |D\Phi| \leq \sigma/6 \), we conclude that \( \text{spt}(T) \mathbin{\cap} C_{1-\sigma/2} \subset B_1 \). \( \square \)

10.4. Proof of Remark 4.4

Proof. (i.) we choose \( \sigma = 1/4 \) in Lemma 3.4 and get that

\[
\sup_{C_{3/4} \cap \text{spt}(T)} X_{n+1}^2 \leq 4^{2n+1} C_{13} C_{14} (E_C(T, 1) + \kappa T + A) \leq \left( \frac{1}{8} \right)^2.
\]

(ii.) We first check, whether we created additional boundary while taking the intersection with \( B_3 \). If this were the case, then for \( |\omega| \leq \frac{1}{8} \), there is a point

\[
(u, v) \in \{ x \in \gamma_\omega(M) : |(x_1, \ldots, x_{n-1})| \leq \frac{1}{2}, |x_n| < \frac{1}{2} \} \cap \gamma_\omega (X_{n+1}^{-1} [\left( -\frac{1}{8}, \frac{1}{8} \right) \cap \partial B_{3/4} \cap M)
\]

with

- \( u = (x_1, \ldots, x_{n-1}, x_n \cos(\omega) - x_{n+1} \sin(\omega), x_n \sin(\omega) + x_{n+1} \cos(\omega)) \)
- \( v = \Phi(x_1, \ldots, x_{n-1}, x_n \cos(\omega) - x_{n+1} \sin(\omega), x_n \sin(\omega) + x_{n+1} \cos(\omega)) \)
- \( |x_{n+1}| \leq \frac{1}{8} \)
- \( x_1^2 + \cdots + x_{n+1}^2 + |\Phi(x_1, \ldots, x_{n+1})|^2 = \frac{9}{16} \)
- \( x_1^2 + \cdots + x_{n-1}^2 \leq \frac{1}{4} \)
- \( |x_n \cos(\omega) - x_{n+1} \sin(\omega)| < \frac{1}{2} \)

This implies that \( x_n^2 \geq \frac{10}{64} - |\Phi(x_1, \ldots, x_{n+1})|^2 \geq \frac{9}{32} \) and hence,

\[
\frac{1}{2} > |x_n \cos(\omega) - x_{n+1} \sin(\omega)| \\
\geq \sqrt{\frac{9}{32} \cos(\omega) + \frac{1}{8} (\cos(\omega) - \sin(\omega))} \\
\geq \sqrt{\frac{19}{8}} - \cos \left( \frac{1}{8} \right) + \frac{1}{8} \left( \cos \left( \frac{1}{8} \right) - \sin \left( \frac{1}{8} \right) \right) \\
> \frac{1}{2}.
\]

Hence, there is no such \( x \) and the intersection is trivial, thus we have

\[
\partial((\mu_4 \# \gamma_\omega \# T) \mathbin{\cap} B_3) = (\partial(\mu_4 \# \gamma_\omega \# T)) \mathbin{\cap} B_3.
\]

The remaining conditions for \( (\mu_4 \# \gamma_\omega \# T) \mathbin{\cap} B_3 \) to belong to \( T \) follow like in the original paper ([18], Rem. 4.2).

(iii.) We write \( (\mu_r \# \gamma_\omega \# T) \mathbin{\cap} B_3 = (\mu_{r/4} \# \mu_4 \# \gamma_\omega \# T) \mathbin{\cap} B_3 \) in order to use Remark 4.4. As in the original paper ([18], Rem. 4.2), we deduce

\[
\sup \left\{ x_{n+1}^2 : x \in \text{spt}(\gamma_\omega \# T) \mathbin{\cap} C_{1/2} \right\} \leq 4 \left( \omega^2 + \sup_{C_{3/4} \cap \text{spt}(T)} |X_{n+1}| \right).
\]
Hence, by using Lemma 3.3 (with \( \sigma \uparrow 0 \) and Lemma 3.4, we have

\[
E_C((\mu_4 \omega \# T)\mathbb{B}_3, 1) \leq C_{10} \left( C_{11} \sup_{\mathcal{C}_{1/2} \cap \text{sp}(\gamma \omega \# T)} X_{n+1}^2 + \frac{\kappa_T + A}{4} \right)
\]

\[
\leq C_{10} \left( 16 C_{11} \sup_{\mathcal{C}_{1/2} \cap \text{sp}(\gamma \omega \# T)} X_{n+1}^2 + \kappa_T + A \right)
\]

\[
\leq C_{10} \left( 4^3 C_{11} \omega^2 + 4^3 C_{11} \sup_{\mathcal{C}_{3/4} \cap \text{sp}(T)} X_{n+1}^2 + \kappa_T + A \right)
\]

\[
\leq \frac{C_{21}}{C_{20}} (\omega^2 + E_C(T, 1) + \kappa_T + A)
\]

\[
\leq \frac{1}{C_{20}}.
\]

Thus, we can use Remark 4.4 and conclude.

\[\Box\]

10.5. Proof of Lemma 6.1

Proof. The plan to prove this lemma is as follows: First, we bound the excess with \( \int X_{n+1}^2 \|T\| \) by Lemma 3.3. Then, we construct a vectorfield and compute the associated first variation. By minimality of \( T \) this can be expressed by the mean curvature vector. Moreover, by the choice of the vectorfield, we can bound \( \int X_{n+1}^2 \|T\| \) with \( \int |X_{n+1}^2| |X|^{-2} \|T\| \). By Corollary 2.5 this carries over to the spherical excess.

Let \( T \) be as in the lemma and \( C_{10} \) as in Lemma 3.3. Moreover, we define

\[
C_{32} = 2^{2n+2} C_{13} C_{14},
\]

\[
C_{33} = 3^{2n+8} C_{10} (1 + m \omega_n).
\]

We apply Lemma 3.4 with \( \sigma = 1/2 \) to deduce

\[
\sup_{\mathcal{C}_{1/2} \cap \text{sp}(T)} X_{n+1}^2 \leq 2^{2n+1} C_{13} C_{14} \left( E_C(T, 1) + \kappa_T + A \right) \leq \frac{1}{2}.
\]

Hence, for all \( x = (\tilde{x}, \tilde{y}) \in \mathcal{C}_{1/2} \cap \text{sp}(T) \) the following holds

\[
|x|^2 \leq (1 + |D \Phi(\tilde{x})|^2)(|p(x)|^2 + x_{n+1}^2) \leq \frac{4}{3} \left( \frac{1}{4} + \frac{1}{2} \right) = 1.
\]

(10.29)

For \( x = (\tilde{x}, \tilde{y}) \in \mathbb{R}^{n+k} \) the projection to the tangent space of \( M \) at \( (\tilde{x}, \Phi(\tilde{x})) \) is given by

\[
P = P_{\tilde{x}} := Mg^{-1} M^T = \left( \begin{array}{cc} \text{id} & D \Phi \end{array} \right) g^{-1} \left( \begin{array}{cc} \text{id} & D \Phi \end{array} \right)^T = \left( \begin{array}{cc} g^{-1} & g^{-1} \cdot D \Phi \end{array} \right) \left( \begin{array}{cc} D \Phi^T & g^{-1} \cdot D \Phi \end{array} \right).
\]

Therefore

\[
\text{tr}_{n+1}(P) := \sum_{i=1}^{n+1} P_{ii} \leq n + 1 + C_{72} |D \Phi|^2
\]

(10.30)
and
\[
| (P - \text{id}) \left( \begin{array}{c} \bar{x} \\ 0 \end{array} \right) | = \left| \left( g^{-1} \bar{x} - \bar{x} \right) \left( \frac{\partial \Phi^{-1}}{\partial D\Phi} \left( g^{-1} \bar{x} \right) \right) \right| \leq C_{73} |D\Phi(\bar{x})|,
\]
(10.31)
where we used (10.15).

Denote by \( \nu \) the outer unit normal vector being tangent to \( \mathcal{M} \) and normal to the approximate tangent space of \( T \). As \( \nu = (\nu_1, \ldots, \nu_{n+k}) \in \text{span}\{ (e_i, \partial_i \Phi) : i \leq n+1 \} \), we have
\[
\nu_{n+1} = \sum_{i=1}^{n+1} \nu_i \partial_i \Phi^j \quad \text{for all} \ j \leq k - 1.
\]

Denote by \( \tilde{\nu} = (\nu_1, \ldots, \nu_{k+1}) \). Then the following holds
\[
|\nu| \leq (1 + |D\Phi|) |\tilde{\nu}|.
\]
Moreover, define \( A := B_1 \setminus B_{1/4} \) where \( B_{1/4} = B_{1/4}^{n+1} \times \mathbb{R}^{k-1} \). Denote \( \kappa := \kappa_T, \varepsilon := \sqrt{E_{C}(T,1/3)} \), \( \beta := 4C_{a3}^{-1/2} \) and for all \( x \in \mathbb{R}^{n+k} \) let
\[
\lambda(x) := \max \left\{ 0, \frac{x_{n+1}}{|x|} - \beta \varepsilon - \kappa \right\}.
\]

Then in \( A \) we have
\[
\left| \langle \langle \tilde{X}, 0 \rangle, D_{\tilde{T}} \lambda \rangle \right| \leq \left| \langle \langle \tilde{X}, 0 \rangle, D_{\tilde{T}} \left( \frac{X_{n+1}}{|X|} \right) \rangle \right| = \left| \langle \langle \tilde{X}, 0 \rangle, \left( (P - \nu \otimes \nu) \left( \frac{e_{n+1}}{|X|} - \frac{X_{n+1}}{|X|^2} \tilde{X}, 0 \right) \right) \rangle \right|
\leq \frac{\nu_{n+1}}{|X|} \langle \tilde{X}, \tilde{\nu} \rangle - \frac{X_{n+1}}{|X|^2} \langle \tilde{X}, \tilde{\nu} \rangle^2 + 8C_{73} |D\Phi|
\leq 2 \left( \frac{\langle \tilde{X}, \tilde{\nu} \rangle}{|X|} \right)^2 + 8C_{73} |D\Phi|.
\]

Let \( k \in \mathbb{N} \) with \( k \geq 1 \) and choose a \( C^1 \) function \( \mu_k : \mathbb{R} \to \mathbb{R} \) such that for \( t \geq 1/4 \) we have
\[
\mu_k(t) = \max \{ 0, t^{-n-1} \}^{1+1/k}.
\]

Moreover, let \( h_k : \mathbb{R}^{n+k} \to \mathbb{R}^{n+k} \) be a \( C^1 \) vectorfield satisfying \( h_k |_{B_{1/4} \cap \text{supp}(T)} \equiv 0 \) and
\[
h_k(x) = \lambda^2(x) \mu_k(|\bar{x}|) (\bar{x}, 0) \quad \text{for} \ x \notin B_{1/4}.
\]

Notice that for \( x \in (\text{supp}(\partial T) \cap B_2) \subset \{ x \in \mathbb{R}^{n+k} : x_{n+1} \leq |\bar{x}|(\beta \varepsilon + \kappa) \} \) we have \( \lambda(x) = 0 \), and when \( |\bar{x}| \geq 1 \), \( \mu_k(|\bar{x}|) = 0 \). Hence, \( h_k \) vanishes on
\[
\text{supp}(\partial T) \cup (B_{1/4} \cap \text{supp}(T)) \cup \{ x \in \mathbb{R}^{n+k} : x_{n+1} \leq |\bar{x}|(\beta \varepsilon + \kappa) \}
\]
and by Theorem 3.2 of [12],
\[
\int_{B_3} \text{div}_T h_k \, d\|T\| = -\int h_k \cdot \vec{H}_T \, d\|T\|,
\]
(10.34)
We compute
\[
\text{div}_{\mathcal{T}} h_k = \sum_{j=1}^{n+1} \left( (P - \nu \otimes \nu) (2X_j \lambda \mu_k D \lambda + X_j \lambda^2 \frac{\mu_k'}{|X|} (\tilde{X}, 0) + e_j \lambda^2 \mu_k) \right)_j
\]
\[
= 2\lambda \mu_k ((\tilde{X}, 0), D^\mathcal{T} \lambda) + \lambda^2 \mu_k' ((\tilde{X}, 0), (P - \nu \otimes \nu) \frac{(\tilde{X}, 0)}{|X|}) + \text{tr}_{n+1} (P - \nu \otimes \nu) \lambda^2 \mu_k.
\]

Using (10.34), (10.30), (10.31), (10.32) and (10.33) we find
\[
\begin{align*}
\lim_{k \to \infty} \int_A h_k \cdot \vec{H}_T \ d||T||
\leq \lim_{k \to \infty} \int_A 4\lambda \mu_k \left| \frac{\langle \tilde{X}, \tilde{\nu} \rangle}{|X|} \right| + \lambda^2 \mu_k' \frac{(\tilde{X}, (\text{id} - \tilde{\nu} \otimes \tilde{\nu}) \tilde{X})}{|X|} + n\lambda^2 \mu_k d||T|| + C_{74}A \\
= \int_A 4\lambda (|\tilde{X}|^{-n} - 1) \left| \frac{\langle \tilde{X}, \tilde{\nu} \rangle}{|X|} \right| + \lambda^2 n |\tilde{X}|^{-n} - \lambda^2 n |\tilde{X}|^{-n-2} (\langle \tilde{\nu}, \tilde{X}\rangle)^2 + n\lambda^2 (|\tilde{X}|^{-n} - 1) d||T|| + C_{74}A \\
= \int_A \left( 4\lambda (|\tilde{X}|^{-n} - 1) \left| \frac{\langle \tilde{X}, \tilde{\nu} \rangle}{|X|} \right| - \lambda^2 n |\tilde{X}|^{-n-2} (\langle \tilde{\nu}, \tilde{X}\rangle)^2 - n\lambda^2 \right) d||T|| + C_{74}A
\end{align*}
\]
and hence,
\[
\begin{align*}
n \int_A \lambda^2 d||T|| &\leq \int_A \left( 4\lambda (|\tilde{X}|^{-n} - 1) \left| \frac{\langle \tilde{X}, \tilde{\nu} \rangle}{|X|} \right| - \lambda^2 n |\tilde{X}|^{-n-2} (\langle \tilde{\nu}, \tilde{X}\rangle)^2 \right) d||T|| + C_{75}A \\
&\leq C_{76} \left( \int_A \lambda \left| \frac{\langle \tilde{X}, \tilde{\nu} \rangle}{|X|} \right| d||T|| + A \right) \\
&\leq \frac{n}{2} \int_A \lambda^2 d||T|| + \frac{C_{77}}{2} \left( \int_A \left| \frac{\langle \tilde{X}, \tilde{\nu} \rangle}{|X|} \right|^2 d||T|| + A \right).
\end{align*}
\]
We conclude
\[
\int_A \lambda^2 d||T|| \leq C_{77} \left( \int_A \left| \frac{\langle \tilde{X}, \tilde{\nu} \rangle}{|X|} \right|^2 d||T|| + A \right).
\]
We argue in the same way to prove the same inequality for
\[
\tilde{\lambda} := \min \left\{ 0, \frac{X_{n+1}}{|X|} + \beta \varepsilon + \kappa \right\}.
\]
As the $\text{spt}(\lambda) = \{ x \in \mathbb{R}^{n+k} : x_{n+1} \geq \bar{x} \} \neq \emptyset$ and $\text{spt}(\bar{\lambda}) = \{ x \in \mathbb{R}^{n+k} : x_{n+1} \leq \bar{x} \} \neq \emptyset$, we see that $\text{spt}(\lambda^2 + \bar{\lambda}^2) = \{ x \in \mathbb{R}^{n+k} : |x| \geq |\bar{x}| \}$. Hence

$$
\int_A X^2_{n+1} d\|T\| \leq \int_A \frac{X^2_{n+1}}{|X|^2} d\|T\|
= \int_A (\frac{X_{n+1}}{|X|} - (\beta \varepsilon + \kappa)) \left( \frac{X_{n+1}}{|X|} + (\beta \varepsilon + \kappa) \right) d\|T\| + (\beta \varepsilon + \kappa)^2 \|T\|(A)
\leq \int_A \left( \frac{X_{n+1}}{|X|} - (\beta \varepsilon + \kappa) \right) \left( \frac{X_{n+1}}{|X|} + (\beta \varepsilon + \kappa) \right) 1_{\text{spt}(\lambda^2 + \bar{\lambda}^2)} d\|T\| + (\beta \varepsilon + \kappa)^2 \|T\|(A)
\leq \frac{1}{2} \int_A (\lambda^2 + \bar{\lambda}^2) d\|T\| + 2(\beta^2 \varepsilon^2 + \kappa^2) \|T\|(A)
\leq C_{78} \left( \int_A \left( \frac{\bar{X}, \nu}{|X|} \right)^2 d\|T\| + A \right) + 2(\beta^2 \varepsilon^2 + \kappa^2) \|T\|(A)
\leq C_{77} \left( \int_A |X|^{-2} |X|^{-n-2} d\|T\| + A \right) + 2(\beta^2 \varepsilon^2 + \kappa^2) \|T\|(A).
$$

Notice that by the assumption of the lemma

$$
\int_{B_{1/4}} X^2_{n+1} d\|T\| \leq \frac{E_C(T, 1)}{C_{33}} \|T\|(B_{1/4}) = \frac{E_C(T, 1)}{16} \beta^2 \|T\|(B_{1/4}) \leq \varepsilon^2 \beta^2 \|T\|(B_{1/4}).
$$

We use Lemma 3.3 (with $T, \sigma$ replaced by $(\mu_3 \# T) \setminus B_3, 1/2$, (10.29)) and Corollary 2.5 (with $s = 1$) to deduce

$$
\varepsilon^2 = E_C((\mu_3 \# T) \setminus B_3, 1)
\leq 4C_{10} \left( \kappa_{(\mu_3 \# T) \setminus B_3} + \int_{C_{3/2}} X^2_{n+1} d\|\mu_3 \# T\| + A_{\mu_3}(\mathcal{M}) \right)
\leq 4 \cdot 3^n C_{10} \left( \kappa + \int_{C_{1/2}} X^2_{n+1} d\|T\| + A \right)
\leq 3^{n+2} C_{10} \left( \kappa + \int_{B_1} X^2_{n+1} d\|T\| + A \right)
\leq 3^{n+2} C_{10} \left( C_{77} \left( \int_A |X|^{-2} |X|^{-n-2} d\|T\| + 2A \right) + 2\mathcal{M}(T)(\beta^2 \varepsilon^2 + \kappa) \right)
\leq 3^{n+2} C_{10} \left( C_{77} \left( E_S(T, 1) + C_4 \kappa + (2 + C_4)A \right) + 2\mathcal{M}(T)(\beta^2 \varepsilon^2 + \kappa) \right)
\leq \frac{3^{2n+3} C_{10} (1 + m \alpha(n)) 16}{3^{2n+8} (1 + m \alpha(n)) C_{10}} \varepsilon^2 + \frac{C_{34}}{2} \left( E_S(T, 1) + \kappa + A \right)
\leq \varepsilon^2 + \frac{C_{34}}{2} \left( E_S(T, 1) + \kappa + A \right).
$$

$\square$
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