Fuzzy Kernel Based Effective Clustering Techniques in Analyzing Heterogeneous Databases
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Abstract. The aim of this paper is to introduce an effective fuzzy clustering technique based kernel function to find appropriate subgroups in heterogeneous databases. This paper introduces the effective fuzzy clustering that incorporates weighted bias field information, kernel distance, possibilistic memberships and fuzzy memberships into memberships equation and prototype equation. The effectiveness and efficiency of the proposed clustering techniques have been shown through the experimental results on benchmark heterogeneous databases.
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1. Introduction
The main aim of this paper is to analyze the heterogeneous databases which can be capable to analyze liver cancer databases [3], [11], [12]. Research is focused on analyzing the available partition in heterogeneous databases using clustering techniques [2], [4], [6], [7], [13], [21], [32], [34]. Fuzzy clustering techniques are of considerable benefits because they could retain more information from the heterogeneous databases than other clustering techniques [10], [14], [15], [17], [22], [29], [31]. But the existed methods are not robust and received the low accuracy in finding subclasses [25], [27], [28]. Therefore this paper tries to introduce effective fuzzy clustering techniques by incorporating the fuzzy membership function, typicality of possibilistic c-means, weighted bias field information, and kernel distance functions into the objective function of fuzzy c-means.

The weighted kernel induced distance converts the original pattern space into the higher dimensional feature space to have reliable membership for an object in the noise region. This paper shows the effectiveness of the proposed clustering technique in clustering the available classes through benchmark heterogeneous database. The rest of this paper is organized as follows. This paper reviews the standard fuzzy c-means in section 2. The kernel based clustering methods are discussed in section 3. Section 4 proposes the proposed method. The experimental results on bench mark heterogeneous databases are reported in section 5. Section 6 provides the conclusion of this paper.
2. Standard Fuzzy C-Means (SFCM)

The Standard Fuzzy C-Means algorithm (SFCM) was first proposed by Dunn in [9] and then it has been extended by Bezdek [1]. It is an iterative approach, where the membership values and the cluster centers are updated in each step. The FCM algorithm involves in partitioning the \( n \) elements \( X = \{x_1, x_2, \ldots, x_n\} \) into \( c \) clusters. Given a finite set of data, the algorithm returns a list of \( c \) cluster centers \( V = \{v_1, v_2, \ldots, v_c\} \) and a partition matrix \( U = \{u_{ij}\}, u_{ij} \in [0,1], i = 1,2,\ldots,n \text{ and } j = 1,2,\ldots,c \), where each element \( u_{ij} \) gives the degree to which element \( x_i \) belongs to cluster \( v_j \). The SFCM algorithm is a probabilistic clustering algorithm, which means that the sum of the membership degrees for each data item equals

\[
\sum_{j=1}^{c} u_{ij} = 1 \forall i \in \{1,2,\ldots,n\}
\]

and the condition for the partitioning is as:

\[
\sum_{i=1}^{n} u_{ij} > 0 \forall j \in \{1,2,\ldots,c\}
\]

The main objective of fuzzy c-means algorithm is to minimize the following objective function:

\[
J(U,V) = \sum_{i=1}^{n} \sum_{j=1}^{c} u_{ij}^m \|x_i - v_j\|^2
\]

Where \( \|x_i - v_j\| \) is the Euclidean distance between the object \( x_i \) and cluster center \( v_j \) & \( m > 1 \) is the degree of fuzzifier lies in \((1,\infty)\). Minimization of the objective function is achieved by iteratively optimizing in terms of \( U \) and \( V \). The cluster centers and the memberships are computed as follows:

\[
v_j = \frac{\sum_{i=1}^{n} u_{ij}^m x_i}{\sum_{i=1}^{n} u_{ij}^m}
\]

\[
u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{\|x_i - v_j\|}{\|x_i - v_k\|} \right)^{m-1}}
\]

The FCM algorithm consists of the following steps:

- Fix the number of prototypes and then select initial prototypes randomly
- Use Equation (5) for obtaining membership partition matrix
- Update the prototypes using Equation (4).
- Repeat Steps (4)–(5) until the termination criterion is satisfied.

3. Kernel Based Distance

In recent years kernel function is used widely in analyzing the available information in high dimensional medical [5, 24, 30] databases by mapping the data objects into a higher dimensional feature space from lower dimension. The kernel function connects the gap between the linearity and
the non-linearity to any algorithm that can be expressed in terms of dot product of two vectors. For the given dataset, a non linear mapping \( \phi : X^p \rightarrow F \) exists, that transforms the \( p \)-dimensional data from \( X^p \) into a high or infinite dimensional inner product feature space \( F \). A clustering method is performed in this space \( F \). To compute the inner products, the kernel inner product space is defined as \( K(x, y) = \phi(x)^T \phi(y) \). By applying the kernel trick the kernel based distance is defined as

\[
\|\phi(x) - \phi(y)\|^2 = 2(1 - K(x, y))
\]  

3.1 Kernelized fuzzy C-means algorithm (KFCM)

Kernel function is used to convert the data object from lower dimension to higher dimensional spaces which can effective to separate the data objects into better structure. Therefore objective function of SFCM has been modified using kernel function and a new kernelized objective function of FCM algorithm is discussed as:

\[
J(U, V) = 2 \sum_{i=1}^{c} \sum_{k=1}^{c} (u_{ik}^m) \|\phi(x_k) - \phi(v_i)\|^2
\]  

The parameter \( m \) is called weighting parameter which control the fuzziness of memberships in resulting classification. The \( x_k \) is the partitioning dataset and \( v_i \) is a center of cluster. The partitioning matrix \([u_{ik}]\) will satisfy the following conditions:

\[
\sum_{k=1}^{c} u_{ik} > 0 \text{ for all } i
\]

\[
\sum_{i=1}^{n} u_{ik} = 1 \text{ for all } k
\]

3.2 Kernel Possiblyilistic Fuzzy C-Means (KPFCM)

In order to reduce the sensitivity of FCM algorithm in the region of noise and outliers, kernel based fuzzy possibilistic c-means (KPFCM) clustering algorithm was introduced [33]. The KPFCM relax the condition of membership function and the objective function of KPFCM is

\[
J(\tau, U, V) = 2 \sum_{i=1}^{c} \sum_{k=1}^{c} \left( u_{ik}^m + \tau_{ik}^n \right) \|\phi(x_k) - \phi(v_i)\|^2
\]

Where \( \|\phi(x_k) - \phi(v_i)\|^2 = \langle \phi(x_k), \phi(x_k) \rangle + \langle \phi(v_i), \phi(v_i) \rangle - 2\langle \phi(x_k), \phi(v_i) \rangle \)

4. Proposed Method

4.1 Weighted Kernel Induced Fuzzy Possiblyilistic C-Means (WFPCM)

To evaluate the relationship between cluster prototypes and high dimensional Liver medical data objects, this subsection proposes effective clustering methods by enhancing the objective function of proposed methods using new kernel induced distance, fuzziness weighting exponent, the typicality
The proposed objective function of weighted fuzzy possibilistic c-means is given by

$$J_{WFPCM}(U,V) = 2\sum_{i=1}^{c} \sum_{k=1}^{n} (u_{ik}^m + \tau_{ik}^\eta) \left(1 - T(x_k - w_k b_k, v_j)\right)$$

(10)

Where $T(x_k - w_k b_k, v_j) = 1 - \|T(x_k - w_k b_k, v_j)\|^2$, and $T$ represents weighted kernel induced distance. The proposed objective function satisfies the following conditions:

$$0 \leq u_{ik} \leq 1, \text{ for } 1 \leq i \leq c, 1 \leq k \leq n$$

$$\sum_{i=1}^{c} u_{ik} = 1, k = 1, \ldots, n$$

(11)

$$\sum_{k=1}^{n} \tau_{ik} = 1, i = 1, \ldots, c$$

The parameters $m$ & $\eta$ are weighting exponent and the parameters try to reduce the vagueness in classifying the objects for the suitable classes. The weighting exponents compute the amount of fuzziness in the resulting classification in order to obtain proper center of cluster from the database which has similar gene expression. Using Lagrangian multiplier, the equation (10) can be written:

$$L_{WFPCM}(U,V) = 2\sum_{i=1}^{c} \sum_{k=1}^{n} (u_{ik}^m + \tau_{ik}^\eta) \left(1 - T(x_k - w_k b_k, v_j)\right) - \lambda_k \left(\sum_{i=1}^{c} u_{ik} - 1\right) - \delta_i \left(\sum_{k=1}^{n} \tau_{ik} - 1\right)$$

(12)

Where $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_c), \delta = (\delta_1, \delta_2, \ldots, \delta_c)$ and $b_k$ is weighted Bias field information. The above objective function is minimized subject to the following constraints:

$$\sum_{i=1}^{c} u_{ik} = 1 \ \& \ \sum_{k=1}^{n} \tau_{ik} = 1$$

(13)

4.1.1 Membership & Typicality

By minimizing the objective function in (12) this subsection gets the following equation of membership function $u_{ik}$:

$$u_{ik} = \left(\frac{\lambda_k}{m}\right)^{\frac{1}{m-1}} \left(\frac{1}{1 - T(x_k - w_k b_k, v_j)}\right)^{\frac{1}{m-1}}$$

Using the fuzzy membership constraint, we have the following generalized $u_{ik}$:
The objective function in (12) is minimized subject to the constraint of typicality \(\tau_{ik}\) and we obtain the following typicality membership function:

\[
\tau_{ik} = \left(\frac{\delta_i}{2\eta}\right)^{-\frac{1}{\eta-1}} \left(\frac{1}{1-T(x_k-w_kb_k,v_i)}\right)^{\frac{1}{\eta-1}}
\]

Using the constraint of typicality \(\tau_{ik}\), we have the generalized typicality \(\tau_{ik}\):

\[
\tau_{ik} = \left(\frac{1}{1-T(x_k-w_kb_k,v_i)}\right)^{\frac{1}{\eta-1}}
\]

4.1.2 Cluster Center

The objective function in \(J_{WFPCM}(U,V)=2\sum_{i=1}^{n}(u_{ik}^m + \tau_{ik}^\eta)(1-T(x_k-w_kb_k,v_i))\) is minimized with respect to \(v_i\), to obtain the equation for updating the cluster center or prototypes of WFPCM. The generalized cluster center equation is as:

\[
v_j = \frac{\sum_{k=1}^{n}(u_{ik}^m + \tau_{ik}^\eta)(x_k-w_kb_k)}{\sum_{k=1}^{n}(u_{ik}^m + \tau_{ik}^\eta)}
\]

4.1.3 Weighted Bias field information

The objective function \(J_{WFPCM}(U,V)=2\sum_{i=1}^{n}\sum_{k=1}^{c}(u_{ik}^m + \tau_{ik}^\eta)(1-T(x_k-w_kb_k,v_i))\) is minimized with respect to \(b_k\) and this subsection is obtained the following weighted bias field information:

\[
b_k = \frac{1}{w_k} \left( x_k - \frac{\sum_{i=1}^{c}(u_{ik}^m + \tau_{ik}^\eta)v_i}{\sum_{i=1}^{c}(u_{ik}^m + \tau_{ik}^\eta)} \right)
\]
The clustering steps of WFPCM Algorithm are summarized as:
- Fix the number of cluster
- Initialize the prototypes using Prototype initialization method
- Calculate the membership using (14)
- Update the prototypes using (16)
- Repeat Step (14) and (16) until the algorithm reaches the terminal value.

5. Experimental results with Heterogeneous Benchmark Databases

In order to investigate the effects of the proposed algorithms, this subsection uses Banana dataset (Data Dimension: 5300x2, No. of Classes: 2), Heart dataset (Data Dimension: 462x9, No. of Classes: 2), and Thyroid Disease dataset (Data Dimension: 462x9, No. of Classes: 2) [29] during the experimental works. Table 1 & 2 list the clustering results on Banana dataset, Heart dataset, and Thyroid Disease dataset using the algorithms SFCM [1], FPCM [29], KFCM [30], KPFCM [33], and the proposed methods. As shown in Table 1, the best clustering accuracy, running time, and number of iterations was obtained using proposed algorithm. The error matrix [8], [20] in Table 2 provides the accuracy between reference classes and the obtained classes of Banana dataset, Heart dataset, and Thyroid disease dataset during the experimental study. The Table 2 affords the superiority of the proposed methods through the accuracy between reference classes and the obtained classes.

Table 1: Comparison of Iteration Count, Running Time and clustering accuracy

|                | SFCM | FPCM | KFCM | KPFCM | WFPCM |
|----------------|------|------|------|-------|-------|
| No. of Iterations | 18   | 16   | 15   | 15    | 5     |
| Accuracy        | 74%  | 80.81% | 84.23% | 85.65% | 99.17% |

Heart Dataset

|                | SW Cluster1 | SW Cluster2 | ASW | Accuracy | Running Time | No. of Iterations |
|----------------|-------------|-------------|-----|----------|--------------|-------------------|
| SFCM           | 0.75        | 0.75        | 0.75| 75%      | 7 Seconds    | 15                |
| FPCM           | 0.81        | 0.81        | 0.81| 81%      | 7 Seconds    | 15                |
| KFCM           | 0.82        | 0.82        | 0.82| 81%      | 7 Seconds    | 12                |
| KPFCM          | 0.83        | 0.85        | 0.83| 84%      | 4 Seconds    | 7                 |
| WFPCM          | 0.98        | 0.98        | 0.98| 98%      | 2 Seconds    | 5                 |
Thyroid Dataset

|                | SW Cluster1 | SW Cluster2 | ASW | Accuracy | Running Time | No. of Iterations |
|----------------|-------------|-------------|-----|----------|--------------|-------------------|
| SFCM           | 0.74        | 0.74        | 0.75| 74%      | 7 Seconds    | 17                |
| FPCM           | 0.76        | 0.76        | 0.76| 76%      | 8 Seconds    | 16                |
| KFCM           | 0.84        | 0.84        | 0.84| 84%      | 5 Seconds    | 11                |
| KPFCM          | 0.85        | 0.85        | 0.85| 85%      | 5 Seconds    | 10                |
| WFPCM          | 0.93        | 0.94        | 0.94| 94%      | 2 Seconds    | 6                 |

Table 2. Error Matrix

|                | SFCM | FPCM | KFCM | KPFCM | WFPCM |
|----------------|------|------|------|-------|-------|
| Banana dataset | 76%  | 82%  | 84%  | 85%   | 97%   |
| Heart dataset  | 71%  | 81%  | 84%  | 85%   | 97%   |
| Thyroid dataset| 76%  | 82%  | 86%  | 92%   | 96%   |

The results on Banana dataset, Heart dataset, and Thyroid Disease dataset are shown that the proposed method is effective in determining the available subtypes in heterogeneous datasets.

6. Conclusion
The analysis of subclasses in heterogeneous database through effective fuzzy clustering techniques has been done, and shown the proposed methods are robust in finding the subclasses. The superiority of the proposed methods has been shown through cluster validation, error matrix, running time, number of iterations and well separated clusters in clustering the heterogeneous database.
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