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Abstract: Automating the analysis of digital microscopic images to identify the cell sub-types or the presence of illness has assumed a great importance since it aids the laborious manual process of review and diagnosis. In this paper, we have focused on the analysis of white blood cells. They are the body’s main defence against infections and diseases and, therefore, their reliable classification is very important. Current systems for leukocyte analysis are mainly dedicated to: counting, sub-types classification, disease detection or classification. Although these tasks seem very different, they share many steps in the analysis process, especially those dedicated to the detection of cells in blood smears. A very accurate detection step gives accurate results in the classification of white blood cells. Conversely, when detection is not accurate, it can adversely affect classification performance. However, it is very common in real-world applications that work on inaccurate or non-accurate regions. Many problems can affect detection results. They can be related to the quality of the blood smear images, e.g., colour and lighting conditions, absence of standards, or even density and presence of overlapping cells. To this end, we performed an in-depth investigation of the above scenario, simulating the regions produced by detection-based systems. We exploit various image descriptors combined with different classifiers, including CNNs, in order to evaluate which is the most suitable in such a scenario, when performing two different tasks: Classification of WBC subtypes and Leukaemia detection. Experimental results have shown that Convolutional Neural Networks are very robust in such a scenario, outperforming common machine learning techniques combined with hand-crafted descriptors. However, when exploiting appropriate images for model training, even simpler approaches can lead to accurate results in both tasks.
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1. Introduction

Blood contains three types of cells: platelets or thrombocytes, red blood cells (RBCs) or erythrocytes, and white blood cells (WBCs) or leukocytes. Platelets play an important role in haemostasis, leading to the formation of blood clots when there is an injury to blood vessels or other haemorrhages [1]. Red blood cells are important for the transport of oxygen from the heart to all tissues and carry away carbon dioxide [2]. White blood cells have important functions for the immune system, as they are the body’s main defence against infection and disease [3]. Consequently, their reliable classification is important for recognising their different types and potential diseases. All leukocytes contain a nucleus and can be grouped into two main types, according to the appearance of the structure: granulocytes and agranulocytes. These broader categories can be further subdivided into five subtypes: the first includes basophils, eosinophils and neutrophils, while lymphocytes and monocytes belong to the second [4]. Some examples are shown in Figure 1.
Figure 1. Representation of the WBC sub-types categorisation.

Haematology is the branch of medicine concerned with the study of the blood and the prevention of blood-related diseases. Many diseases can affect the number and type of blood cells produced, their function and lifespan. Usually, only normal, mature or nearly mature cells are released into the bloodstream, but certain circumstances may cause the bone marrow to release immature or abnormal cells into the circulation. Therefore, several manual visual examinations performed by experienced pathologists are essential to detect or monitor these conditions. Microscopic examination of the peripheral blood smear (PBS) slides by clinical pathologists is considered the gold standard for detecting various disorders [5]. Depending on the disorder being inspected (blood cancer, anaemia, presence of parasites), it may require manual counting of cells, classification of cell types and analysis of their morphological characteristics. The disadvantages of this manual inspection are several. It is time-consuming, repetitive and error-prone, and it is subjective because different operators may produce different interpretations of the same scene. Therefore, to avoid misdiagnosis, an automated procedure is increasingly necessary, especially in emerging countries. Among existing blood diseases, leukaemia is a malignant tumour, which can be further grouped into four main types: Acute Lymphoblastic Leukaemia (ALL), Acute Myeloid Leukaemia (AML), Chronic Lymphocytic Leukaemia (CLL), and Chronic Myeloid Leukaemia (CML) [6]. This disease causes the bone marrow to produce abnormal and undeveloped white blood cells, called blasts or leukaemia cells [7]. Their dark purple appearance makes them distinguishable, although analysis and further treatment can be complex due to their variability in shape and consistency. Indeed, different types of WBCs can differ significantly in shape and size, which is one of the most challenging aspects, even considering that they are surrounded by other blood components such as red blood cells and platelets. To address these problems, several computer-aided diagnosis (CAD) systems have been proposed to automate the described manual tasks using image processing techniques and classical Machine Learning (ML) [8–12], and also Deep Learning (DL) approaches [13–15], especially after the proposal of Convolutional Neural Network (CNN) [16,17].

CAD systems for PBS analysis can differ greatly from each other because they deal with different medical problems and focus on different tasks, ranging from simple cell counting to complete cell analysis. Not all CAD systems take advantage of all the steps mentioned. As the images captured by new digital microscopes are of excellent quality, the pre-processing step may not be necessary. Furthermore, methods that focus on cell counting do not need feature extraction and classification. On the contrary, some steps may be present several times to address different issues related to the type of images under investigation. For example, multiple segmentation steps might be performed to identify cells and then separate their components. Other times, segmentation steps are combined with detection steps, especially when it is necessary to identify adjacent or clustered cells [10,12,18]. As a general rule, CAD systems for PBS analysis can be grouped into two types: segmentation-based or detection-based. Segmentation-based systems are preferred for fine-grained [19] analysis, e.g., for pathology grading, analysis of various cellular components, checking for inclusions or parasites. Detection-based systems, on the other hand, are preferred for quantitative or coarse-grained analyses, such as cataloguing and counting cells [10,12,18,20]. Nowadays, detection-based methods are often preferred to segmentation-based methods, as...
the generated Bounding Boxes (BBs) can be directly used as input for modern feature extractors or CNNs [21]. Moreover, a particular type of CNNs, Regional CNNs (R-CNNs), perform both the detection phase, mainly exploiting regional proposals, and the classification phase [22]. In this way, it is possible to filter out all those BBs produced by the regional proposal, whose cataloguing process does not reach a high confidence value. However, this process has two main disadvantages: some relevant BBs can be filtered out due to their low confidence value or, even worse, some inaccurate BBs can reach high confidence but with wrong classifications. In this work, we study how accurate the BBs produced by a detection system must be in order to generate a robust classification model and at the same time correctly classify new bounding boxes, both accurate and inaccurate. To this end, we performed several experiments simulating a real-world application scenario in which a model is trained using near-perfect manually annotated BBs and deployed on automatically generated BBs. In the literature, many works deal with the classification of white blood cells [17,23–26], also proposing Unsupervised Domain Adaptation methods to address the Domain Shift present between different datasets [27]. However, to the best of our knowledge, no one has ever thoroughly investigated whether and to what extent specific features, such as bounding box size and quality, can be crucial for extracting representative features and creating robust models for WBCs classification.

Motivated by these observations, in this work, we propose an in-depth investigation of the above scenario by simulating the BBs produced by detection-based systems with different quality levels. We exploited different image descriptors combined with different classifiers, including CNNs, to assess which is the most suitable in such a scenario in performing two different tasks: Classification of WBC subtypes and Leukaemia detection. The contribution of this paper is not to create a classification system that can reach or outperform state-of-the-art methods. It instead consists of evaluating the state of the art methods in a scenario different from standard laboratory tests to provide some valuable suggestions/guidelines for creating real CAD systems. For this purpose in our experiments, we performed a quantitative evaluation to assess the single descriptor/classifier; therefore, we discarded all combinations of descriptors or ensembles of classifiers. The rest of the manuscript is organised as follows. Section 2 discusses related work, in particular recent methods for the classification of white blood cells from microscopic images. In Section 3 we illustrate the used data sets, the methods and the experimental setup. The results are presented and discussed in Section 4, and finally, in Section 5 we draw the conclusions and directions for future works.

2. Related Work

Current CAD systems that perform WBC analysis address several tasks ranging from simple counting to disease detection and classification. Since in this work, we focus on two main tasks: Classification of subtypes of WBCs and detection of ALL, in this section, we describe related work that has addressed these two tasks.

Classification of White Blood Cells sub-types. The classification of WBCs sub-types is one of the most ordered laboratory tests since it allows monitoring the proportion of WBCs into the bloodstream that could be affected by numerous diseases and conditions. Even if the WBCs are easily identifiable inside the PBS, this task is very challenging due to wide variations in cell shape, dimensions and edges [1], which are even higher with the presence of a disease. For this reason, most recent works addressing this task exploited CNN-based systems, being more suited to cope with such variability. The authors in [23] performed a concatenation of pre-trained AlexNet and GoogleNet’s feature vectors by taking their maximum values. Then, they classify lymphocytes, monocytes, eosinophils, and neutrophils with the Support Vector Machine (SVM) strategy. The results are higher than 97% for both data sets investigated. Semerjian et al. [24] proposed a built-in customisable CNN, trained with several WBC templates, extracted from the used data set with a segmentation step. They reached a correlation of 90% in recognising different WBCs. Yao et al. [25] proposed a two-module weighted optimised deformable CNN for
WBC classification, achieving the best F1-scores (F1) of 95.7%, 94.5% and 91.6% in testing for low-resolution and noisy undisclosed data sets, and BCCD [28] data set, respectively. Qin et al. [17] realised Cell3Net, a fine-grained leukocyte classification method for microscopic images, based on deep residual learning theory and medical domain knowledge. Their method uses a convolutional layer to extract the overall shape feature of the cell body at first, and then three residual blocks (each composed of two convolutional layers and a residual layer) to extract fine features from various aspects. Finally, the last fully connected layers produce a compact feature representation for 40 different types of white blood cells. Ridoy et al. [26] realised a novel CNN architecture to distinguish among eosinophils, lymphocytes, monocytes, and neutrophils, obtaining 86%, 99%, 97%, and 85% of F1-score, respectively.

**Acute Lymphoblastic Leukaemia Detection.** The detection of a disease is partially related to the previous task since most diseases affect a particular cell sub-types. In particular, ALL affect the lymphocytes that are released prematurely into the bloodstream. Lymphocytes affected by ALL, called lymphoblasts, present morphological changes that increment with increasing severity of the disease [6]. Thus the analysis in this task is more fine-grained, and the systems must distinguish little morphological variations and small cavities inside the nucleus and cytoplasm. Recently, even in this task, CNNs have gained more attention and they have been used both as feature extractor [29–31] and to directly classify the images [32–36]. In [32], the author proposed a novel CNN architecture to differentiate normal and abnormal leukocytes, reaching 96.43% accuracy on ALL-IDB1 data set (described in Section 3.1). Khandekar et al. [33] proposed an ALL detection system, composed of a modified version of the YOLOv4 detector, by adjusting the number of filters to support custom data sets used. They reached an F1-score of 92% and weighted F1-score (WFS) of 92% on ALL-IDB1, and C-NMC (accessed on 10 June 2021) [37] data sets, respectively. Mondal et al. [34] proposed a weighted automated CNN-based ensemble model, trained with centre-cropped images to detect ALL. It has been based on Xception, VGG-16, DenseNet-121, MobileNet, and InceptionResNet-V2. They reached 81.6% WFS on C-NMC data set. The authors in [29] used transfer learning to extract images features for further classification from three different CNN architectures both separately and jointly. Moreover, the features were selected according to their gain ratios and used as input to the SVM classifier. The authors also proposed a new, hybrid data set from the union of three distinct databases and aimed to diagnose leukaemia without a segmentation process, achieving accuracy, precision and recall above 99%. Huang et al. [35] realised a WBCs classification framework that combined a modulated Gabor wavelet and deep CNN kernels for each convolutional layer. The authors state that, in this way, the features learned by modulated kernels at different frequencies and orientations are more representative and discriminative for the task. In particular, they tested their method on a data set of hyperspectral images of blood cells. The authors in [30] employed a VGG architecture (described in Section 3.3.3) for extracting features from WBC images and then filtered them using a statistically Enhanced Salp Swarm Algorithm. Finally, using SVM classifier, they reach average accuracy of 96.11%, and 87.9%, on ALL-IDB2, and C-NMC, respectively. Togacar et al. [31] used the Maximal Information Coefficient and Ridge feature selection methods on the combination of features extracted by AlexNet, GoogLeNet, and ResNet-50 (described in Section 3.3.3). Finally, quadratic discriminant analysis was used as a classifier. The overall accuracy on BCCD data set [28] was 97.95% in the classification of white blood cells. In [36], the authors realised a system to classify WBCs through the Attention-aware Residual Network-based Manifold Learning model that exploits the first and second-order category-relevant image-level features. It reached average classification accuracy of 95.3% on a proprietary microscopic WBCs images data set collected from Shandong Shengli Hospital. The authors in [38] proposed a new CNN to deal with ALL detection. They reached an accuracy of 88.25% on a 10-fold cross-validation average. However, they pinpointed that the best fold achieved an accuracy of 99.3%, outperforming most of the works for this task. It appears they cannot outperform the work in [39], which achieved
99.50% accuracy for leukaemia detection on ALL-IDB2 by employing fine-tuned Alexnet and extensive data augmentation, which also comprised an analysis of different colour spaces. Nevertheless, the latter did not specify how they select training and testing samples or use a cross-validation strategy.

In most of the cited works dealing with one of the WBC analysis tasks, the authors have used reference datasets in which the images present single centred cells. It represents the ideal scenario where salient and high discriminative features can be extracted from the images [34]. Of course, this is valid under the assumption that the crops are still performed manually by the pathologists or that the detection systems provide perfect crops. However, this assumption is not verified in real application scenarios, as the systems are fully automated, and therefore the crops are not always precise or perfectly centred. Indeed, the BBs produced by a detection system could be larger, including a large background region, or too narrow and cut off a portion of the cell. Although, until now, no one has performed an exhaustive analysis on this, we believe that these factors can significantly influence the performance of a classification system. For this reason, we performed an in-depth investigation to verify if and to what extent the mentioned issues can affect the performance of automated systems for WBCs sub-type classification and leukaemia detection. Furthermore, we also investigated hand-crafted features combined with common ML methods; even if the reported related work (that are also the most recent) exploited mainly CNN-based methods, they do not provide clear evidence on which one to prefer for this task.

3. Materials and Methods

This section describes the materials and methods used in this work to perform the above evaluation. We first describe the datasets used, the methods employed, and the experimental setup.

3.1. Data Sets

We used two well-known benchmark data sets: the Acute Lymphoblastic Leukaemia Image Database (ALL-IDB) [3], proposed for ALL detection, and Raabin-WBC (R-WBC) [40], a recently proposed data set for WBC sub-types classification.

3.1.1. ALL-IDB2

The ALL-IDB is a dataset of public PBS images from healthy individuals and leukaemia patients, collected at the M. Tettamanti Research Centre for Childhood Leukaemia and Haematological Diseases, Monza, Italy. It is organised in two versions: ALL-IDB1, which presents 108 complete RGB images containing many cells and clusters, and ALL-IDB2, a collection of single WBCs extracted from ALL-IDB1. Since we are only interested in evaluating classification performance in this work, we only used the ALL-IDB2 version. It contains 260 images in JPG format with 24-bit colour depth, and each image presents a single centred leukocyte, 50% of which are lymphoblasts. The images were taken with a light laboratory microscope with different magnifications, ranging from 300 to 500, coupled to two different cameras: an Olympus Optical C2500L and a Canon PowerShot G5. This leads to several variations in terms of colour, brightness, scale and cell size, making this a very challenging dataset. Figure 2 shows a healthy leukocyte and a lymphoblast, taken from ALL-IDB2.

![Figure 2. WBC categories from ALL-IDB2: healthy lymphocyte (left) and lymphoblast (right).](image-url)
3.1.2. R-WBC

R-WBC is a large open-access dataset collected from several laboratories: the Razi Hospital laboratory in Rasht, the Gholhak laboratory, the Shahr-e-Qods laboratory and the Takht-e Tavous laboratory in Tehran, Iran. The images were taken with Olympus CX18 and Zeiss microscopes at 100× magnification, paired with Samsung Galaxy S5 and LG G3 camera smartphones, respectively. For this reason, this data set is also very challenging; even though the scale is fixed, it has several variations in terms of illuminations and colours. After the imaging process, the images were labelled and processed to provide multiple subsets for different tasks. We exploited the subset containing WBC bounding boxes and the ground truth of the nucleus and cytoplasm in this work. This subset contains 1145 images of selected WBCs, including 242 lymphocytes, 242 monocytes, 242 neutrophils, 201 eosinophils and 218 basophils. Thus, unlike the previous data set, the task is to identify the different sub-types of WBCs. A sample image for each WBC sub-type, taken from R-WBC, is shown in Figure 3.

![Sample Images](image)

**Figure 3.** WBC sub-type images from R-WBC. From left to right: Basophil, Eosinophil, Lymphocyte, Monocyte and Neutrophil.

3.2. Data Pre-Processing

As it can be observed from Figures 2 and 3, in both data set images, each WBC is perfectly located in the BB centre and, at the same time, the BB is larger than the WBC size, and many other cells (mainly RBCs) are present in the images. Given that we are investigating how the quality of the extracted BB influences the classification performance, for each original data set, from now on called *large*, we created three alternative versions from now on called *tight*, *eroded* and *dilated*. As it can be guessed, the tight versions contain images where the BBs are perfectly fit to the WBC size, which should simulate the ideal case. Instead, the remaining versions are the more realistic ones concerning the current detection-based systems, given that in most cases, the provided BBs are not precise. Indeed, it could happen that the WBC is not entirely enclosed inside the BB (like in the eroded version) or that the WBC is not perfectly centred, and a consistent portion of the background is still present in the BB (like in the dilated version). To create these alternative versions, we exploited the pixel-wise ground truth in the form of a binary mask (for ALL-IDB2, whose ground truth was not proposed by the authors, we provided a copy at [ALL-IDB2 masks](https://example.com), accessed on 10 June 2021) where the foreground contains the WBCs only. We extracted the contours extreme points (left, right, top and bottom) to re-crop the RGB images from the foreground. The tight version has been re-cropped, adding just 3 pixels for each side of the box. The eroded/dilated version has been re-cropped, removing/adding 30 pixels for ALL-IDB and 60 pixels for R-WBC (whose resolution is double) from one side of the box randomly drawn. A sample image for each version of healthy leukocyte and lymphoblast, taken from ALL-IDB2 and for each WBC subtype, taken from R-WBC, is shown in Figure 4.
3.3. Methods

Here we describe the methods used in our evaluation: hand-crafted image descriptors, classic machine learning, and deep learning approaches.

3.3.1. Hand-Crafted Image Descriptors

We evaluated different hand-crafted image descriptors that we grouped into four important classes: invariant moments, texture, colour and wavelet features. As **Invariant Moments** we computed Legendre and Zernike moments. Legendre moments were first introduced in image analysis by Teague [41] and have been used extensively in many pattern recognition and features extraction applications due to their invariance to scale, rotation and reflection changes [42,43]. They are computed from the Legendre polynomials. Zernike moments also have been used as features set in many applications [44], as they can represent the properties of an image with no redundancy or overlapping of information between moments. They are constructed as the mapping of an image onto a set of complex Zernike polynomials [41]. In both cases, the order of the moments is equal to 5, since a higher-order would have decreased system performance, adding too specific features more useful for image reconstruction rather than for image classification [45].

The **Texture Features** computed were the rotation invariant Gray Level Co-occurrence Matrix (GLCM) features, as proposed in [46], and the rotation invariant Local Binary Pattern (LBP) features [47]. In both cases we focused on fine textures, thus we computed four GLCMs with \(d = 1\) and \(\theta = \{0^\circ, 45^\circ, 90^\circ, 135^\circ\}\), and the LBP map in the neighbourhood identified by \(r = 1\) and \(n = 8\) respectively. From the GLCMs we extracted thirteen features [48] and converted into rotationally invariant ones [46]. The LBP map is then converted into a rotationally invariant one, and its histogram is used as a feature vector \(LBP_{ri}\) [47].

As **Colour Features**, we extracted basic colour histogram and colour auto-correlogram features [49]. The colour histogram features describe the global colour distribution in the image. We computed seven well-known descriptors: mean, standard deviation, smoothness, skewness, kurtosis, uniformity and entropy, which are calculated from images converted in shades of grey. The auto-correlogram combines the colour information with the spatial correlation between colours. In particular, it stores the probability of finding two pixels with the same colour at a distance \(d\). Here, we used four distance values: \(d = 1, 2, 3, 4\). Finally, the four probability vectors are concatenated to create a single feature vector.

As **Wavelet Features**, we computed the Gabor [50] and Haar [51] wavelets. Gabor wavelet filter bank is an efficient tool for the analysis of local time-frequency characteristics. It uses a set of specific filters with fixed directions and scales to describe the time-frequency
coefficients for each direction and scale. Here we used a common filter bank composed of 40 filters, 5 scales and 8 directions, of size $39 \times 39$. Haar wavelet has been used in many different applications, mostly in combination with other techniques. Here we directly applied the Haar wavelet on the original images using three different levels. From each level, we extracted the approximated image and computed the smoothed histogram with 64 bins. The three histograms are finally concatenated to create a single feature vector.

3.3.2. Classic Machine Learning

The classification accuracy was estimated using three different classifiers: the k-Nearest Neighbor (k-NN) classifier [52], the Support Vector Machine (SVM) [53] and Random Forest (RF) [54]. The k-NN was used because it is one of the simplest and can document the effectiveness of the extracted features rather than assessing the classifier’s performance. Here we used $k = 1$, computed using the Euclidean distance. The SVM, on the other hand, is one of the most used in biomedical application [12,23,29,30]. Here we use a Gaussian radial basis function (RBF) trained using the one VS rest approach. To speed up the selection of the SVM hyperparameters, we employed an error-correcting output code mechanism [55] with 5-fold cross-validation to fit and automatically tune the hyperparameters. The RF was chosen because it combines many decision trees’ results, thus reducing over-fitting and improving generalisation. Here we used a forest consisting of 100 trees.

3.3.3. Deep Learning

In this work, we also employed DL approaches as both classifier and feature extractor. We evaluated different well known CNN architectures which are: AlexNet, VGG-16, VGG-19, ResNet-18, ResNet-50, ResNet-101, GoogleNet and Inceptionv3. They were all pre-trained on a well-known natural image dataset (ImageNet [56]) and adapted to medical image tasks, following an established procedure for transfer learning and fine-tuning CNN models [57]. AlexNet [16], VGG-16 and the VGG-19 [58] are very simple architectures, but, at the same time, are the most used for transfer learning and fine-tuning [57], since they gained popularity for their excellent performance in many classification tasks [16]. They are quite similar except for the number of layers, which is 8 for AlexNet, 16 for VGG-16 and 19 for VGG-19. The three ResNet architectures are slightly more complex, but being based on residual learning, they are easier to optimise even when the depth increases considerably [59]. They present 18, 50, 101 layers for ResNet-18, ResNet-50 and ResNet-101, respectively. GoogleNet [60] and Inceptionv3 [61] are both based on the Inception layer; indeed, Inceptionv3 is a variant of GoogleNet, exploiting only a few additional layers. They also differ in the number of layers, 100 and 140 for GoogleNet and InceptionV3, respectively. For transfer learning, we followed the approach used in [57], preserving all the CNN layers except the last fully-connected one. We replaced it with a new layer, which has been freshly initialised and set up in order to accommodate the new object categories.

CNNs can be even used to replace traditional feature extractors since they have a solid ability to extract complex features that describe the image in much more detail [31,35]. Therefore we leveraged them both for classification and feature extraction. We acted in different ways depending on the end-use of CNN. We considered the entire CNN architecture by taking its prediction values when used as a classifier, while we only leveraged a portion of CNN when used as a feature extractor. In particular, we extracted features from the penultimate fully connected layer (FC7) on AlexNet, VGG-16 and VGG-19, and the last (only one) on the ResNet and Inception architectures.

3.4. Experimental Setup

In order to perform a fair comparison, we split all the above-mentioned data sets/versions into three parts. Indeed, in order to have a sufficient number of samples for the training process while preserving a sufficient number of samples for performance evaluation, we first split the data sets into two parts, namely training and testing set, with about 70% and 30% of images.
respectively. Given that the data sets are well balanced, we used a stratified sampling procedure to keep the splits balanced. Then we further split the original training set into a training and a validation set (used during CNN training), with about 80% and 20% of images, respectively. Even in this split, we have tried to keep intact the proportions between the various classes. Also, to further ease reproducibility, the splits were not created randomly but by taking the images in lexicographic order from each class. We conducted all the experiments on a single machine with the following configuration: Intel(R) Core(TM) i9-8950HK @ 2.90GHz CPU with 32 GB RAM and NVIDIA GTX1050 Ti 4GB GPU.

To evaluate the classification performance, we used five common metrics that are Accuracy (A), Precision (P), Recall (R), Specificity (S) and F1-score (F1). They all range over the interval $[0, 1]$. On ALL-IDB, which is a two-class problem, the above metrics are used as they are, while on R-WBC, which is a multi-class problem, the above measures are used to compute the per-class performance, and then, we computed the weighted average to obtain a single performance measure.

As mentioned in Section 3.3.3, we fine-tuned the CNN architectures exploited on both data sets in order to extract more meaningful features. In particular, we used the hyper-parameters defined in Table 1. Furthermore, considering that we did not produce any image augmentation, we set the regularisation factor $L_2$ in order to avoid a possible over-fitting during the training phase.

Table 1. Hyper-parameters settings for CNNs fine-tuning.

| Params                        | Value       |
|-------------------------------|-------------|
| Solver                        | Adam        |
| Max Epochs                    | 50          |
| Mini Batch Size               | 8           |
| Initial Learn Rate            | $1 \times 10^{-4}$ |
| Learn Rate Drop Period        | 10          |
| Learn Rate Drop Factor        | 0.1         |
| $L_2$ Regularisation          | 0.1         |

4. Experimental Results

As mentioned before, in this work, we are interested in investigating how the quality of the extracted BB influences the classification performance; thus, we performed different experiments involving the mentioned data sets/versions. The first experiments are devoted to comparing the performance of the different features and classifiers in a controlled (ideal) environment, as it happens in most benchmark data sets created specifically for model training, where the BBs are precise. In this experiments, from now on called “single-version”, we compared the original (large) versions of the data sets with the tight versions in order to evaluate if and to what extent the presence of a large portion of background in the BBs can influence the extracted features and consequently also the created classification models.

The subsequent experiments are devoted to evaluating the robustness of the different features and classifiers in an uncontrolled (real) environment, where the features to train the classification models could still be extracted from controlled benchmark data sets. However, the classification models are deployed in a real scenario. To simulate this scenario in this experiments, from now on called “cross-version”, we exploited the classification models already trained during the previous experiments, that is using the training sets from the large and tight versions of the data sets, but this time they are tested using the test sets belonging to the other versions of the data sets.

4.1. Results

For the sake of brevity, we have reported the results of experiments performed on a single table for each version of the source data sets. It means that in the Tables 2 and 3 and
in the Tables 4 and 5 we reported the performance obtained when the source models are created exploiting the large and tight versions of the data sets respectively, and then tested using all versions of the data sets (large, tight, eroded and dilated) in turn. To emphasise the performance on the same-version, all corresponding columns in the tables have been highlighted in grey. In addition, we have reported the average performance value of each classifier on the different feature sets to facilitate comparisons.

As it can be observed from the same-version experiments on ALL-IDB2 data sets, reported in Tables 2 and 4, the performance is very similar on both the large and tight data set version, on average. More in detail, looking at the AVG rows of every single classifier, it is possible to notice that, on ALL-IDB, the large to large achieve slightly better performance with the kNN classifier. In contrast, for the remaining classifiers, the tight to tight produced better (considerably better with the CNNs) performance. A similar trend occurs on R-WBC data sets (see Table 3 and 5), in which the only clear difference from ALL-IDB2 comes from the CNN results. Indeed, their performance are very similar in both the large on large and tight to tight versions.

The cross-version experiments are aimed to verify which combinations of descriptors and classifiers are more robust in a real scenario, where the testing images could differ from those used for training. In this scenario, performance can be expected to worsen quickly; however, this trend has not occurred in all cases. In particular, on ALL-IDB2 data sets, when the large version is exploited for creating the models, reported in Table 2, the CNNs alone demonstrated to be very robust, and in many cases, the performance obtained in the cross-version is even better than the ones obtained with the same-version. On average, from this table, it can be observed that the highest drop in performance (about 30%) corresponds to the large to eroded crossing, for which SVM proved to be the best among the classic ML classifiers. On the contrary, on the same data sets, when the tight version is exploited for creating the models, reported in Table 4, the highest drop in performance (about 20% for all classifiers) corresponds to the tight to large crossing, while for the other crossings the drop is less evident (about 10%). On average, even in the crossing cases, the CNNs proved to be the most robust, still followed by the SVM.

The trends just mentioned are confirmed for R-WBC data set on both large and tight versions, reported in Table 3 and 5. Indeed the highest drops in performance correspond to the eroded to eroded and tight to large crossings. In this case, the CNNs have a consistent decline in the worst case (about 30% when tested in eroded and large, respectively), but, in the other cases, they proved to be very robust, especially with models created with the tight version.
| Classifier | Description | Large Sample | Target Set | Erased | Dilated |
|------------|-------------|--------------|-----------|--------|---------|
| **A** | | | | | |
| **B** | | | | | |
| **C** | | | | | |
| **D** | | | | | |
| **E** | | | | | |
| **F** | | | | | |
| Legendre | 58.4 | 55.6 | 64.1 | 48.7 | 59.5 |
| Zernike | 35.9 | 33.3 | 28.2 | 43.6 | 30.6 |
| LBP18 | 61.5 | 58.8 | 78.9 | 46.2 | 66.7 |
| Histogram | 44.1 | 60.8 | 79.5 | 46.1 | 68.9 |
| Correlogram | 50.0 | 50.0 | 10.3 | 89.7 | 17.0 |
| Haar wavelet | 75.6 | 69.2 | 92.3 | 59.0 | 79.1 |
| Gabor wavelet | 41.6 | 45.1 | 59.0 | 28.2 | 51.3 |
| kNN | 70.5 | 72.2 | 66.7 | 74.4 | 69.5 |
| SVM-Rbf | 49.2 | 65.3 | 82.1 | 56.4 | 72.7 |
| AlexNet | 76.6 | 79.5 | 71.8 | 82.1 | 82.1 |
| ResNet-50 | 81.2 | 81.2 | 82.1 | 82.1 | 82.1 |
| ResNet-101 | 79.6 | 80.0 | 71.8 | 82.1 | 79.7 |
| GoogleNet | 82.1 | 77.8 | 89.7 | 74.4 | 83.3 |
| Incacreation | 78.9 | 706.7 | 98.2 | 84.5 | 80.0 |
| AVA | 58.2 | 62.7 | 74.8 | 59.7 | 59.0 |
| LightNet | 60.5 | 68.2 | 89.5 | 62.1 | 46.2 |
| Zernike | 41.0 | 42.6 | 51.3 | 30.8 | 46.5 |
| LBP18 | 61.5 | 58.2 | 82.1 | 41.0 | 68.1 |
| Histogram | 38.5 | 35.5 | 28.2 | 46.7 | 30.4 |
| Correlogram | 55.1 | 53.6 | 76.9 | 33.5 | 63.2 |
| Haar wavelet | 82.1 | 74.5 | 97.4 | 66.7 | 84.4 |
| GSNet | 49.4 | 46.6 | 69.2 | 20.5 | 51.7 |
| VGG-19 | 71.8 | 74.2 | 87.0 | 50.9 | 71.7 |
| VGG-19 | 62.8 | 57.4 | 100.0 | 25.6 | 72.9 |
| ResNet-50 | 82.8 | 79.2 | 61.5 | 81.8 | 79.4 |
| ResNet-101 | 83.3 | 81.0 | 87.2 | 79.5 | 84.0 |
| GoogleNet | 82.1 | 81.2 | 78.6 | 87.2 | 81.1 |
| Incacreation | 84.6 | 76.7 | 98.0 | 74.4 | 86.0 |
| AVA | 64.9 | 62.7 | 77.9 | 51.9 | 68.4 |
| LightNet | 60.5 | 68.5 | 89.2 | 62.2 | 46.4 |
| Zernike | 52.6 | 51.5 | 62.4 | 33.1 | 53.6 |
| LBP18 | 61.5 | 58.2 | 82.1 | 41.0 | 68.1 |
| Histogram | 38.5 | 35.5 | 28.2 | 46.7 | 30.4 |
| Correlogram | 55.1 | 53.6 | 76.9 | 33.5 | 63.2 |
| Haar wavelet | 82.1 | 74.5 | 97.4 | 66.7 | 84.4 |
| GSNet | 49.4 | 46.6 | 69.2 | 20.5 | 51.7 |
| VGG-19 | 71.8 | 74.2 | 87.0 | 50.9 | 71.7 |
| VGG-19 | 62.8 | 57.4 | 100.0 | 25.6 | 72.9 |
| ResNet-50 | 82.8 | 79.2 | 61.5 | 81.8 | 79.4 |
| ResNet-101 | 83.3 | 81.0 | 87.2 | 79.5 | 84.0 |
| GoogleNet | 82.1 | 81.2 | 78.6 | 87.2 | 81.1 |
| Incacreation | 84.6 | 76.7 | 98.0 | 74.4 | 86.0 |

Table 2. All-IDB2 performance obtained with source models created exploiting the large data set version and tested using in turn (from the left) the large, tight, eroded and dilated versions. Same-version performance are highlighted in grey.
Table 3. R-WBC performance obtained with source models created exploiting the large data set version and tested using in turn (from the left) the large, tight, eroded and dilated versions. Same-version performance are highlighted in grey.

| Classifier | Descriptor | Target Set |
|------------|------------|------------|
| AVG        | 58.3        | 64.3       |
|            | 60.6        | 65.0       |
|            | 63.8        | 69.1       |
| Zernike    | 71.4        | 67.0       |
|            | 73.7        | 79.4       |
|            | 78.1        | 84.5       |
| Haar       | 71.9        | 67.3       |
|            | 74.6        | 80.1       |
|            | 80.3        | 85.9       |
| Inceptionv3| 71.8        | 68.0       |
|            | 75.2        | 82.4       |
|            | 82.2        | 88.0       |
| SVM        | 59.0        | 65.7       |
|            | 66.0        | 74.1       |
|            | 78.2        | 85.6       |
| AlexNet    | 59.4        | 65.7       |
|            | 67.1        | 74.0       |
|            | 78.2        | 85.6       |
| VGG-19     | 58.9        | 65.3       |
|            | 66.8        | 74.1       |
|            | 78.1        | 85.6       |
| AlexNet    | 59.5        | 65.9       |
|            | 67.1        | 74.1       |
|            | 78.4        | 86.0       |
| VGG-19     | 58.8        | 65.5       |
|            | 66.8        | 74.1       |
|            | 78.2        | 85.6       |
| AlexNet    | 59.2        | 65.7       |
|            | 67.2        | 74.1       |
|            | 78.3        | 85.6       |
| VGG-19     | 58.6        | 65.3       |
|            | 66.9        | 74.1       |
|            | 78.2        | 85.6       |
| AlexNet    | 59.4        | 66.0       |
|            | 67.3        | 74.1       |
|            | 78.3        | 85.6       |
| VGG-19     | 58.6        | 65.3       |
|            | 66.9        | 74.1       |
|            | 78.2        | 85.6       |
| AlexNet    | 59.4        | 66.0       |
|            | 67.4        | 74.2       |
|            | 78.4        | 85.7       |
| VGG-19     | 58.6        | 65.3       |
|            | 66.9        | 74.1       |
|            | 78.2        | 85.6       |
| AlexNet    | 59.4        | 66.0       |
|            | 67.4        | 74.2       |
|            | 78.4        | 85.7       |
| VGG-19     | 58.6        | 65.3       |
|            | 66.9        | 74.1       |
|            | 78.2        | 85.6       |
| AlexNet    | 59.4        | 66.0       |
|            | 67.4        | 74.2       |
|            | 78.4        | 85.7       |
| VGG-19     | 58.6        | 65.3       |
|            | 66.9        | 74.1       |
|            | 78.2        | 85.6       |
| AlexNet    | 59.4        | 66.0       |
|            | 67.4        | 74.2       |
|            | 78.4        | 85.7       |
| VGG-19     | 58.6        | 65.3       |
|            | 66.9        | 74.1       |
|            | 78.2        | 85.6       |
| AlexNet    | 59.4        | 66.0       |
|            | 67.4        | 74.2       |
|            | 78.4        | 85.7       |

**Legend:** AVG: Average, RF: Random Forest, CNN: Convolutional Neural Network.
| Classifier | Descriptor | Version | Large | Tight | Eroded | Dilated |
|------------|------------|---------|-------|-------|--------|--------|
| AlexNet | GoogleNet | 0.0 | 50.0 | 0.0 | 50.0 | 0.0 |
| 48.7 | 47.4 | 32.0 | 53.8 | 21.5 | 62.2 | 50.8 |
| 47.5 | 48.8 | 27.8 | 56.4 | 17.4 | 61.9 | 48.7 |
| 40.3 | 37.0 | 34.0 | 55.5 | 33.0 | 60.0 | 47.6 |
| 60.3 | 64.3 | 46.2 | 74.4 | 53.7 | 70.7 | 61.8 |
| 51.5 | 51.0 | 100.0 | 0.0 | 66.7 | 50.0 | 0.0 |
| 48.2 | 47.9 | 9.7 | 61.3 | 54.7 | 67.9 | 51.8 |
| 47.4 | 47.9 | 9.7 | 61.3 | 54.7 | 67.9 | 51.8 |
| 51.5 | 51.0 | 100.0 | 0.0 | 66.7 | 50.0 | 0.0 |
| 48.2 | 47.9 | 9.7 | 61.3 | 54.7 | 67.9 | 51.8 |
| 47.4 | 47.9 | 9.7 | 61.3 | 54.7 | 67.9 | 51.8 |
| 51.5 | 51.0 | 100.0 | 0.0 | 66.7 | 50.0 | 0.0 |
| 48.2 | 47.9 | 9.7 | 61.3 | 54.7 | 67.9 | 51.8 |
| 47.4 | 47.9 | 9.7 | 61.3 | 54.7 | 67.9 | 51.8 |
| 51.5 | 51.0 | 100.0 | 0.0 | 66.7 | 50.0 | 0.0 |
| 48.2 | 47.9 | 9.7 | 61.3 | 54.7 | 67.9 | 51.8 |
| 47.4 | 47.9 | 9.7 | 61.3 | 54.7 | 67.9 | 51.8 |
| 51.5 | 51.0 | 100.0 | 0.0 | 66.7 | 50.0 | 0.0 |
| 48.2 | 47.9 | 9.7 | 61.3 | 54.7 | 67.9 | 51.8 |
| 47.4 | 47.9 | 9.7 | 61.3 | 54.7 | 67.9 | 51.8 |
| 51.5 | 51.0 | 100.0 | 0.0 | 66.7 | 50.0 | 0.0 |
| 48.2 | 47.9 | 9.7 | 61.3 | 54.7 | 67.9 | 51.8 |
| 47.4 | 47.9 | 9.7 | 61.3 | 54.7 | 67.9 | 51.8 |
| 51.5 | 51.0 | 100.0 | 0.0 | 66.7 | 50.0 | 0.0 |
| 48.2 | 47.9 | 9.7 | 61.3 | 54.7 | 67.9 | 51.8 |
| 47.4 | 47.9 | 9.7 | 61.3 | 54.7 | 67.9 | 51.8 |
| 51.5 | 51.0 | 100.0 | 0.0 | 66.7 | 50.0 | 0.0 |
| 48.2 | 47.9 | 9.7 | 61.3 | 54.7 | 67.9 | 51.8 |
| 47.4 | 47.9 | 9.7 | 61.3 | 54.7 | 67.9 | 51.8 |
| 51.5 | 51.0 | 100.0 | 0.0 | 66.7 | 50.0 | 0.0 |
| 48.2 | 47.9 | 9.7 | 61.3 | 54.7 | 67.9 | 51.8 |
| 47.4 | 47.9 | 9.7 | 61.3 | 54.7 | 67.9 | 51.8 |
| 51.5 | 51.0 | 100.0 | 0.0 | 66.7 | 50.0 | 0.0 |

**Table 4.** ALL-IDB2 performance obtained with source models created exploiting the tight data set version and tested using in turn (from the left) the large, tight, eroded and dilated versions. Same-version results are highlighted in grey.
| Classifier | Descriptor | Target Set | AVG | Large | Tight | Eroded | Dilated |
|------------|------------|------------|-----|-------|-------|--------|--------|
| AlexNet    | Large      | 84.9       | 39.3 | 79.5  | 87.6  | 44.1   | 54.7   |
|             | Tight      | 84.9       | 39.3 | 79.5  | 87.6  | 44.1   | 54.7   |
|             | Eroded     | 84.9       | 39.3 | 79.5  | 87.6  | 44.1   | 54.7   |
|             | Dilated    | 84.9       | 39.3 | 79.5  | 87.6  | 44.1   | 54.7   |
| ZeNet      | Large      | 86.3       | 45.1 | 83.4  | 90.2  | 48.4   | 58.8   |
|             | Tight      | 86.3       | 45.1 | 83.4  | 90.2  | 48.4   | 58.8   |
|             | Eroded     | 86.3       | 45.1 | 83.4  | 90.2  | 48.4   | 58.8   |
|             | Dilated    | 86.3       | 45.1 | 83.4  | 90.2  | 48.4   | 58.8   |
| HarNet     | Large      | 86.3       | 45.1 | 83.4  | 90.2  | 48.4   | 58.8   |
|             | Tight      | 86.3       | 45.1 | 83.4  | 90.2  | 48.4   | 58.8   |
|             | Eroded     | 86.3       | 45.1 | 83.4  | 90.2  | 48.4   | 58.8   |
|             | Dilated    | 86.3       | 45.1 | 83.4  | 90.2  | 48.4   | 58.8   |
| ZNN        | Large      | 86.3       | 45.1 | 83.4  | 90.2  | 48.4   | 58.8   |
|             | Tight      | 86.3       | 45.1 | 83.4  | 90.2  | 48.4   | 58.8   |
|             | Eroded     | 86.3       | 45.1 | 83.4  | 90.2  | 48.4   | 58.8   |
|             | Dilated    | 86.3       | 45.1 | 83.4  | 90.2  | 48.4   | 58.8   |
| DDC        | Large      | 86.3       | 45.1 | 83.4  | 90.2  | 48.4   | 58.8   |
|             | Tight      | 86.3       | 45.1 | 83.4  | 90.2  | 48.4   | 58.8   |
|             | Eroded     | 86.3       | 45.1 | 83.4  | 90.2  | 48.4   | 58.8   |
|             | Dilated    | 86.3       | 45.1 | 83.4  | 90.2  | 48.4   | 58.8   |

Table 5. R-WBC performance obtained with source models created exploiting the tight data set version and tested using in turn (from the left) the large, tight, eroded and dilated versions. Same-version performance are highlighted in grey.
4.2. Discussion

Going into more detail on the individual descriptors on both data sets and comparing the performance obtained with the large and tight versions, it can be seen that the hand-crafted descriptors perform better with the tight versions. In fact, the tight version invariant moments and texture features outperformed their corresponding large version, particularly on R-WBC, by about 30% and 20% with all classifiers, respectively. In addition, on ALL-IDB2, several colour descriptors produced comparable results to the absolute best. For example, kNN and SVM trained with the Haar feature on the large case, auto-correlogram and Gabor with kNN on the tight case produced comparable results with the same classifiers trained with CNN features.

On the contrary, features extracted from CNNs show a counter-trend and always perform better on the large version. It is most likely due to filtering operations that slowly degrade the information present at the edges of the images, which strongly penalises tight BBs.

Furthermore, the trend regarding the CNNs is that they performed better when used for feature extraction to feed SVM or RF classifiers while performing slightly worse on their own.

On average, the tables show that CNN models trained with tight versions produced excellent results when tested on tight, eroded and dilated versions compared to the remaining classifiers. This trend is even more evident on R-WBC. On the same three crosses defined above, the performance is higher than 90%. Therefore, it seems that the tight versions of the data sets are more suitable for training CNNs. As a general rule, the tight version is preferable to the large version because of the cross-over performance. A detection or segmentation method can rarely produce large bounding boxes, such as those provided in the original versions of the data set.

Deepening individual descriptors on both data sets when exploiting the large version, CNNs, especially the simplest ones (AlexNet, VGG-16, and VGG-19), showed superior performance even though they suffered the most significant drop, particularly on the R-WBC data set. In contrast, several descriptors proved to be robust when exploiting the tight version, particularly Legendre moment on ALL-IDB2 and Haar wavelet on R-WBC with all classifiers.

In general, the following observations can be made from the results obtained:

1. HC descriptors are more appropriate for both tasks when they are extracted from the tight version of the data sets (in particular invariant moments and texture), which makes them more robust to BBs variations;
2. on the ALL-IDB2 task (ALL vs. Healthy cells detection), which is finer and more difficult, several HC descriptors (in particular Haar from large, and Gabor from tight) produced results in line with the descriptors extracted from CNNs;
3. CNNs used as feature extractors produced better results than CNNs alone in practically all cases, although the large version is certainly more suitable than the tight one for feature extraction;
4. however, CNNs alone, when trained on the tight versions, have proven to be very robust to every variation of BBs except the large case. Nevertheless, it is a rare case in real application scenarios.

5. Conclusions

In this work, we proposed an in-depth investigation of current white blood cell analysis methods in a real application scenario. In such a scenario, the regions of interest are automatically extracted from a region detector or a proposal and, as a result, are inaccurate. Furthermore, cells are not well centred or even not completely included. In order to assess if and to what extent such factors can affect the performance of classification systems for WBC sub-types classification and leukaemia detection, we evaluated both hand-crafted and deep features combined with different classifiers and also Convolutional Neural Networks. Obviously, in this work, we did not want to create a classification system capable
of competing with state-of-the-art methods but only to make a quantitative evaluation of the single descriptor/classifier; therefore, we have discarded a priori all combinations of descriptors or ensembles of classifiers. Experimental results confirmed that Convolutional Neural Networks are very robust in a scenario where there is a large variability, and the testing images differ a lot from the training ones. Nevertheless, compared with the hand-crafted features combined with traditional classifiers, the gap in performance is limited or none at all, especially when exploiting appropriate images for training the models. In such case, the images used for training are well centred and present the smallest portion of the background, which is a valid assumption even in a real application scenario, given that the images used for training could still be produced manually, or better, they could be produced automatically and double-checked by an operator. In the future, we aim to investigate a similar scenario where the regions of interest are produced by a segmentation-based system rather than a detection-based one. It could be interesting also to investigate features created ad-hoc for peripheral blood image analysis in such a scenario.
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**Abbreviations**
The following abbreviations are used in this manuscript:

- **PBS** Peripheral Blood Smear
- **RBC** Red Blood Cells
- **WBC** White Blood Cells
- **ALL** Acute Lymphoblastic Leukaemia
- **AML** Acute Myeloid Leukaemia
- **CLL** Chronic Lymphocytic Leukaemia
- **CML** Chronic Myeloid Leukaemia
- **CAD** Computer-Aided Diagnosis
- **ALL-IDB** Acute Lymphoblastic Leukaemia Image Database
- **R-WBC** Rabin-WBC
- **BB** Bounding Boxes
- **ML** Machine Learning
- **DL** Deep Learning
- **CNN** Convolutional Neural Network
- **LBP** Local Binary Pattern
- **GLCM** Gray Level Co-occurrence Matrix
- **FC** Fully Connected
- **TP** True Positive
- **TN** True Negative
- **FN** False Negative
- **FP** False Positive
- **A** Accuracy
- **P** Precision
- **R** Recall
- **S** Specificity
- **F1** F1-score
- **WFS** Weighted F1-score
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