Classification Models of Action Research Arm Test Activities in Post-Stroke Patients Based on Human Hand Motion
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Abstract: The Action Research Arm Test (ARAT) presents a ceiling effect that prevents the detection of improvements produced with rehabilitation treatments in stroke patients with mild finger joint impairments. The aim of this study was to develop classification models to predict whether activities with similar ARAT scores were performed by a healthy subject or by a subject post-stroke using the extension and flexion angles of 11 finger joints as features. For this purpose, we used three algorithms: Support Vector Machine (SVM), Random Forest (RF), and K-Nearest Neighbors (KNN). The dataset presented class imbalance, and the classification models presented a low recall, especially in the stroke class. Therefore, we implemented class balance using Borderline-SMOTE. After data balancing the classification models showed significantly higher accuracy, recall, f1-score, and AUC. However, after data balancing, the SVM classifier showed a higher performance with a precision of 98%, a recall of 97.5%, and an AUC of 0.996. The results showed that classification models based on human hand motion features in combination with the oversampling algorithm Borderline-SMOTE achieve higher performance. Furthermore, our study suggests that there are differences in ARAT activities performed between healthy and post-stroke individuals that are not detected by the ARAT scoring process.
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1. Introduction

Machine learning (ML) is considered a subfield of computer science where knowledge from artificial intelligence and statistics is applied to the generation of computational models. ML algorithms can learn automatically and generate a model from input data without being explicitly programmed to produce a particular output [1]. The learning process is performed through training and the dataset for training is known as training data [2]. The classification algorithms belong to supervised learning. In supervised learning, the algorithm learns through a labeled data set (for example, a set of images labeled as containing a cat or a lion), where each training data sample is presented in the form of an input value with an output label [3]. The algorithm trains a model that, from the input values, can predict the correct response based on the features defined in the process [2]. The classification problems are commonly categorized into binary classification and multi-class classification. The dataset is classified into two classes in binary classification, while in multi-class classification, the given dataset is classified into more than two classes [4].

In recent years classification models have been used in various clinical applications, for example, in medical diagnosis, disease classification, prediction of clinical outcomes, and treatment responses [5–8]. There are several ML classification algorithms, three of the most widely used in healthcare applications are Support Vector Machine (SVM), Random Forest (RF), and K-Nearest Neighbors (KNN) [9–11]. However, in most classification problems in real-life applications, the sample sizes between the different classes are unbalanced [12]. Therefore, the imbalanced data problem is commonly solved with oversampling and
undersampling techniques. Synthetic minority oversampling technique (SMOTE), random oversampling (ROS), and random undersampling (RUS) are some of the most commonly used balancing techniques for imbalanced data [13]. The advantage of oversampling over undersampling is that no samples are lost from the original training set since all data from the minority and majority classes are preserved [14]. On the other hand, there is a new oversampling method called Borderline-SMOTE derived from SMOTE that has shown good results in healthcare applications [4,15,16]. SMOTE uses the k-nearest neighbor algorithm to generate new and synthetic data to oversample the minority class [17]. In contrast, Borderline-SMOTE generates the synthetic data around the borderline between the two classes, unlike SMOTE, where synthetic data is created randomly in all the minority samples [18].

Stroke remains one of the leading causes of death and disability in Europe, and projections show that the burden of stroke will not decrease in the next decade or beyond [19]. An important contributing factor to this is that the number of older persons in Europe is rising, with a projected increase of 35% between 2017 and 2050 [20]. After a stroke, one of the main sequelae produced is the loss of mobility in the upper extremities of the human body. Therefore, in the assessment of upper extremity (UE) function it’s important to improve the effectiveness of rehabilitation programs, and the use of standardized outcome measures (OMs) which can lead to more efficient rehabilitation programs for post-stroke patients [21,22]. There are several types of OMs used for evaluating patients with UE disability with good psychometric properties, these are: the Fugl-Meyer assessment (FMA), the Action Research Arm Test (ARAT), the Box and Block test (BBT), the Chedoke Arm and Hand Inventory (CAHAI), the Nine Hole Peg Test (9-HPT), and the Wolf Motor Function Test (WMFT). However, one of the most used OMs by physical therapists and other health care professionals to assess the performance of the UEs in people post-stroke is the ARAT. The ARAT is a measurement tool used to assess UE functional impairments that evaluate 19 movement tasks divided into four subtests (grasp, grip, pinch, and gross arm movement) that assess a patient’s ability to handle objects differing in size, weight, and shape [23]. However, the ARAT, requires a human examiner to transform observations of the patient’s movement into a score [24]. Therefore, the scoring process can be limited to assessing only the quality of performance on each task. In addition, ARAT presents a ceiling effect that prevents detection of improvements produced with rehabilitation treatments in subjects with mild impairments with high ARAT scores [25].

Nevertheless, in recent years several ML models have been developed using hand motion data obtained during the performance of the ARAT. Dutta et al. evaluated grasp abilities and predicted scores in the ARAT test with Support Vector Machine (SVM) algorithms in healthy subjects and post-stroke patients using an instrumented glove composed of six flex sensors, three force sensors, and a motion processing unit [26]. In contrast, Bochniewicz et al. used a Random Forest model to classify UE movement into functional and non-functional, using inertial measurement units (IMU) during the performance of the ARAT [27]. Lum et al. developed several machine learning algorithms K-Nearest Neighbors (KNN), Random Forest, Linear SVM, and SVM Radial Basis Function (RBF) to classify functional and nonfunctional activities using a wrist-worn inertial measurement unit (IMU) during the performance of the ARAT [28]. Moreover, Kanzler et al. predicted outcomes scores with the ARAT, BBT, or NHPT using several machine learning models (decision tree, KNN, linear regression and random forests (RF)) with clinical data, and digital health metrics [29]. However, to the best of our knowledge no machine learning models have been focused on classifying ARAT activities between post-stroke patients with mild impairments and healthy individuals based on hand motion data. Therefore, we present this work, which has two main objectives: (I) Develop classification models to predict whether the ARAT activities were performed by a healthy subject or by a subject post-stroke with good upper extremity functionality, based on the hand motion information obtained with the CyberGlove II® (CyberGlove Systems. LLC, San José, CA, USA). Hence, the high performance of the classification models will demonstrate that there are differences
between the activities of healthy and post-stroke subjects that are not detected with the ARAT scoring method. On the other hand, this study has a second objective: (II) Evaluate if data class balancing using the Borderline-SMOTE method allows better performance-classifiers to be obtained. This paper is structured as follows. The data collection and the machine learning architecture development is presented in Section 2. Section 3 presents the results of the performance and comparison of the classification models before and after data class balancing. The discussion is presented in Section 4. Finally, Section 5 concludes this paper.

2. Materials and Methods

In this work, we selected three of the most widely used and best-performing classification algorithms in machine learning (ML), which are Support Vector Machine (SVM), Random Forest (RF), and K-Nearest Neighbors (KNN). The development of each of the classification models is presented in this section.

2.1. Data Source

The data in this study were obtained from previous studies and comes from the publicly available Finger Joints Angles ARAT database [30]. This section briefly describes the experimental protocol for data acquisition. The extension and flexion angles of eleven finger joints in healthy subjects [31] and post-stroke patients [32] were measured during the performance of sixteen activities of the Action Research Arm Test (ARAT) corresponding to the subtests (grasp, grip, and pinch) using an instrumented glove (Cyberglove Systems LLC; San Jose, CA, USA). The eleven finger joints angles recorded were: thumb carpometacarpal (CMC) joint, thumb, index, middle, ring, and little metacarpophalangeal (MCP) joints, thumb interphalangeal (IP) joint, and index, middle, ring, and little proximal interphalangeal (PIP) joints. For more information about the study protocol, please refer to [31,32]. The information obtained allowed us to construct a dataset composed of the flexion and extension angles of 25 healthy subjects during the performance of 400 ARAT activities and 12 post-stroke patients during the execution of 144 ARAT activities. All the activities were completed with an ARAT score of 2 or 3.

2.2. Data Preprocessing

In the dataset each sample was labeled according to the class to which each activity belonged (Control = 0; Stroke = 1). There were 800 cases in class ‘0’ and 288 cases in class ‘1’. Table 1 shows the structure of the dataset used in the model. There were no missing values in the dataset and therefore all 1088 samples were used.

**Table 1. Dataset variables.**

| y1 | x1   | x2     | x3     | x4 (°) | x5 (°) | x6 (°) | x7 (°) | x8 (°) | x9 (°) | x10 (°) | x11 (°) | x12 (°) | x13 (°) | x14 (°) |
|----|------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| 0  | Test 01 | Grasp  | Extension | 4.47   | 13.51  | 1.73   | −16.75 | 7.72   | 8.02   | 3.93   | −17.50 | 3.16   | 8.64   | 2.13   |
| 1  | Test 12 | Grip   | Flexion | 18.42  | 17.87  | 23.39  | 28.44  | 9.41   | 27.20  | 10.76  | 11.30  | 13.52  | 21.26  | 4.42   |
| 0  | Test 13 | Grasp  | Extension | 6.70   | 13.78  | 0.65   | 20.91  | 13.05  | 22.22  | 11.41  | 13.85  | 12.03  | 20.11  | 3.68   |
| 1  | Test 04 | Pinch  | Flexion | 13.85  | 15.30  | 7.08   | 17.12  | 10.53  | 19.67  | 8.00   | 13.23  | 10.31  | 18.02  | 4.89   |

\( y1 \) = response of the dataset; \( x1-x14 \) = features of the dataset; \( x1 = \) activity, \( x2 = \) subtest; \( x3 = \) type of motion; \( x4 = \) thumb CMC, \( x5 = \) thumb MCP, \( x6 = \) thumb IP, \( x7 = \) index MCP, \( x8 = \) index PIP, \( x9 = \) middle MCP, \( x10 = \) middle PIP, \( x11 = \) ring MCP, \( x12 = \) ring PIP, \( x13 = \) little MCP, \( x14 = \) little PIP; ° = degree.

In the dataset we identified the input and output variables, the input was known as feature, and the output was known as response. The dataset has 14 features; the first three correspond to “Activity”, “Subtest”, and “Motion (Extension or Flexion)”, and the remaining eleven correspond to the angles of the finger joints. On the other hand, the response variable is the class to which the subject corresponds (0-Control, 1-Stroke). Hence, the categorical features in the dataset (\( x1, x2, x3 \)) were transformed into binary values using one-Hot encoding method. One-Hot encoding transforms a single categorical variable with \( p \) observations and \( d \) distinct values, to \( d \) binary variables with \( p \) observations each.
Therefore, each distinct value is converted into a new column and assigned a binary value indicating the true (1) or false (0) value to the column. Importantly, other demographic characteristics were not considered in the ML classifiers because the objective of the study was focused on assessing hand motion information.

2.3 Validation Methods

In order to evaluate the overall performance of the classification models, two validation methods were used. The first method used was the hold-out, in which we split our dataset into two parts, a training set and a test set. In each classification model we used 75% of the data as the training set and the remaining 25% as the test set. In addition, the second method used to measure the classification model’s performance was the 5x2cv test. Unlike the common hold-out method, in which we usually split the data set into two parts: a training set and a test set, in the 5x2cv test, we performed five replications of two-fold cross-validation. In each replication, the dataset is divided into two equal sets (50% training and 50% test data).

2.4 Tuning Hyperparameters

Hyperparameters are user-adjustable parameters that can vary in quantity from one model to another. There are several computational methods to find the optimal hyperparameters of the model. Two of the most commonly used are GridSearchCV and Randomized Search CV. We decided to use the GridSearchCV; this technique uses all possible permutations of the hyperparameters of a given model. The performance of each model was then evaluated, and the best hyperparameter values were selected. In addition, GridSearchCV has the advantage of performing a K-Fold cross validation, where the number of folds is specified by its cv parameter. If it is not specified, it applied a five-fold cross validation by default. Cross-validation is a technique to identify different problems during model training, such as the occurrence of overfitting. To do this, GridSearchCV will split the training data into training and test partitions to tune the hyperparameters on these data [33].

2.5 Classification Metrics

Evaluation metrics for classification models can be applied in two phases. Firstly, in the training phase, to produce a more accurate prediction result in the future evaluation of the classification model. Subsequently, in the testing phase, evaluation metrics are used to measure the efficacy of the classifier when tested on unseen data [34]. Therefore, knowing the different metrics and making the proper selection is crucial to improving the model’s performance. Therefore, to evaluate the performance of the classification models, we used the following metrics in this work: confusion matrix (not a metric but fundamental to the others), precision, accuracy, recall, F1-score, area under the receiver operating characteristics (AU-ROC), and the classification report. The formulas corresponding to the evaluation metrics are shown in Table 2.

Table 2. Formulas of evaluation metrics.

| Metric   | Formula           | Description                                                                 |
|----------|-------------------|-----------------------------------------------------------------------------|
| Accuracy | \( \frac{TP+TN}{TP+FP+TN+FN} \) | Accuracy measures the ratio of the number of correct predictions over the total number of predictions. Therefore, accuracy measures how often the classifier correctly predicts. |
| Precision| \( \frac{TP}{TP+FP} \)       | Precision measures the positive instances that are correctly predicted from the total predicted instances in a positive class. |
| Recall   | \( \frac{TP}{TP+FN} \)       | Precision measures the positive instances that are correctly predicted from the total predicted instances in a positive class. |
| F1-score | \( 2 \times \frac{Recall \times Precision}{Recall + Precision} \) | F-score or F1-score evaluates the recall and precision at the same time. Therefore, F-score is maximum if the recall is equal to the precision. |
Confusion Matrix

A confusion matrix is a useful tool for analyzing the performance of classification models when tested on unseen data. A confusion matrix is a cross table of true labels versus model predictions. Each row of the confusion matrix represents instances of an actual class, and each column represents instances of a predicted class [34]. Typically, it is used for binary classification problems but can also be applied to multi-class classification problems. In Figure 1 a binary confusion matrix of $2 \times 2$ is shown.

![Confusion Matrix Binary Classification]

**Figure 1.** Confusion Matrix Binary Classification; TP represents the number of positive and TN the negative instances that are correctly classified. For its part, FP and FN represent the number of misclassified negative and positive instances, respectively.

2.6. Over-Sampling Data

In this work, the classes in the data set are slightly unbalanced. Therefore, the imbalanced data problem is solved with oversampling or undersampling techniques. The advantage of oversampling over undersampling is that no samples are lost from the original training set, since all data from the minority and majority classes are preserved [14]. However, in a large dataset, the time and memory consumption could be very large and costly in oversampling. Since the dataset in our study is not huge and the imbalance is mild, we do not face this problem. Therefore, we selected an oversampling technique. We decided to use the Borderline-SMOTE algorithm motivated by the results in studies of arrhythmia detection [15], estimation of brain metastasis [16] and emotion recognition [4].

Borderline-SMOTE is an algorithm derived from SMOTE (Synthetic Minority Oversampling Technique). Borderline-SMOTE generates the synthetic data around the borderline between the two classes [18]. The procedure is as follows: First, we calculate the nearest neighbors in the minority class $N$ in all the training set samples. Next, we identified the nearest neighbors; if the majority correspond to the majority class, the samples are put in a set called Danger. The samples in Danger correspond to the borderline data of the minority class. Then, we selected a random $N$ nearest neighbors for each sample in Danger to create the synthetic data. Therefore, we calculate the distance between the sample and its $N$ nearest neighbors and multiply by a random number between 0 and 1. Finally, the synthetic samples of the minority class are generated:

$$
\text{Synthetic} = p_j + r_j \times \text{dif}_j, \quad j = 1, 2, \ldots, s
$$

where $p_j$ represents the samples in Danger, $r_j$ represents a random number between [0, 1], and $\text{dif}_j$ represents the distance between the samples and the $N$ nearest neighbor.
2.7. Statistical Analysis

The three classification models (RF, SVM, KNN) were compared to determine which has the best performance. First, we presented the results obtained with the GridSearchcv technique on the three classification models in different evaluation metrics such as Accuracy, Precision, Recall, F1-score, and AUC-ROC using the hold-out method. Next, the overall performance of the models were obtained and compared with the 5x2cv combined F test [35] using the MLxtend library by Sebastian Raschka [36], which provided the f-statistic and p-value. Subsequently, we evaluated the performance of the three classification models using the hold-out method with several evaluation metrics after balancing the data classes with the technique Borderline-SMOTE. Then, the evaluation metrics of the three models after data balancing were obtained and compared using the 5x2cv combined F test. Finally, each classification model was compared before balancing and after balancing using the 5x2cv t paired test. The statistical analysis was conducted using the software Anaconda (Anaconda Inc, Austin, TX, USA) with Python 3.9. A p-value of less than 0.05 was considered statistically significant for all the statistical analyses.

3. Results

In this section, the results of the performance and the comparison of the classification models Random Forest (RF), K-nearest Neighbor (KNN), and Support Vector Machine (SVM) are presented.

3.1. Hyperparameters Selection

The GridSearchCV technique was applied to each of the classification algorithms (RF, KNN, SVM) developed in this work using a cross validation fold value of five. The best performing hyperparameter values obtained in each of the classification models were as follows.

1. SVM: ['C': 10, 'gamma': 0.1, 'kernel': 'rbf']
2. KNN: ['leaf_size': 20, 'metric': 'minkowski', 'n_neighbors': 10, 'p': 3, 'weights': 'distance']
3. RF: ['max_depth': 50, 'min_samples_leaf': 1, 'min_samples_split': 3, 'n_estimators': 500]

3.2. Classification Models with GridSearchCV

The hyperparameter values obtained were used to evaluate each classifier in the prediction of results in the test set and the results were as follows.

3.2.1. Random Forest

The RF classifier showed an accuracy of 93% and a high precision of 96.5%. In contrast, the recall of 76.4% and the f1-score of 85.3% were low. Table 3 shows that the recall and the f1-score values were higher in the control class but were lower in the stroke class. In contrast, the precision was higher in the stroke class, as is shown in the confusion matrix in Figure 2.

| Classes | Precision | Recall | F1-Score | Support |
|---------|-----------|--------|----------|---------|
| Control | 0.92      | 0.99   | 0.95     | 200     |
| Stroke  | 0.96      | 0.76   | 0.85     | 72      |

3.2.2. K-nearest Neighbor

The KNN classifier presented a high precision of 95.3% and an accuracy of 87.9%. In contrast, the recall of 56.9% and the f1-score of 71% were low. Table 4 shows that the recall and f1-score were higher in the control class. While the precision was low in the control class as is shown in Figure 3.
3.2.1. Random Forest

The RF classifier showed an accuracy of 93% and a high precision of 96.5%. In contrast, the recall of 76.4% and the f1-score of 85.3% were low. On the other hand, the classification report presented in Table 3 shows that the recall and the f1-score values were higher in the control class but were lower in the stroke class. In contrast, the precision was higher in the stroke class, as is shown in the confusion matrix in Figure 2.

| Classes   | Precision | Recall | F1-Score | Support |
|-----------|-----------|--------|----------|---------|
| Control   | 0.92      | 0.99   | 0.95     | 200     |
| Stroke    | 0.96      | 0.76   | 0.85     | 72      |

Figure 2. Random Forest Confusion Matrix.

3.2.2. K-nearest Neighbor

The KNN classifier presented a high precision of 95.3% and an accuracy of 87.9%. In contrast, the recall of 56.9% and the f1-score of 71% were low. Table 4 shows that the recall and f1-score were higher in the control class. While the precision was low in the control class as is shown in Figure 3.

| Classes   | Precision | Recall | F1-Score | Support |
|-----------|-----------|--------|----------|---------|
| Control   | 0.86      | 0.99   | 0.92     | 200     |
| Stroke    | 0.95      | 0.57   | 0.71     | 72      |

Figure 3. K-nearest Neighbor Confusion Matrix.

3.2.3. Support Vector Machine

The SVM classifier showed a high precision of 98.3% and a high accuracy of 94.5%. In contrast, the SVM classifier showed a recall of 80.5% and an f1-score of 88.5%. However, the classification report in Table 5 showed high values in precision, recall, and f1-score in the control class and in the precision of the stroke class, as is shown in the confusion matrix in Figure 4.

| Classes   | Precision | Recall | F1-Score | Support |
|-----------|-----------|--------|----------|---------|
| Control   | 0.93      | 0.99   | 0.96     | 200     |
| Stroke    | 0.98      | 0.81   | 0.89     | 72      |

Figure 4. Support Vector Machine Confusion Matrix.

3.3. Performance Comparison of Classification Models

Table 6 shows the mean values and standard deviation of several evaluation metrics for the RF, SVM, and KNN classifiers. The results showed that the three models have
Table 5. Support Vector Machine model classification report.

| Classes   | Precision | Recall | F1-Score | Support |
|-----------|-----------|--------|----------|---------|
| Control   | 0.93      | 0.99   | 0.96     | 200     |
| Stroke    | 0.98      | 0.81   | 0.89     | 72      |

Figure 4. Support Vector Machine Confusion Matrix.

3.3. Performance Comparison of Classification Models

Table 6 shows the mean values and standard deviation of several evaluation metrics for the RF, SVM, and KNN classifiers. The results showed that the three models have similar precision, and no significant differences were found among the three classifiers ($p > 0.05$). The SVM classifier showed significantly higher accuracy and f1-score than the KNN classifier. In contrast, no significant differences ($p > 0.05$) were found in accuracy and f1-score between the SVM and RF classifiers. In addition, the SVM classifier showed a significantly higher recall and AUC than the RF and the KNN classifiers.

Table 6. Comparison of classification models in different evaluation metrics.

| Evaluation Metric | RF       | SVM      | KNN      | RF-VM    | RF-KNN   | SVM-KNN  |
|-------------------|----------|----------|----------|----------|----------|----------|
|                   | Mean ± SD| Mean ± SD| Mean ± SD| f        | p        | f        | p        | f        | p        |
| Precision         | 0.961 ± 0.02 | 0.969 ± 0.03 | 0.951 ± 0.02 | 1.459    | 0.355    | 1.788    | 0.271    | 1.421    | 0.366    |
| Accuracy          | 0.933 ± 0.01 | 0.958 ± 0.01 | 0.913 ± 0.01 | 2.917    | 0.124    | 2.2      | 0.199    | 26.388   | 0.001 ***|
| Recall            | 0.781 ± 0.04 | 0.872 ± 0.04 | 0.710 ± 0.07 | 8.959    | 0.013 *  | 1.089    | 0.513    | 45.417   | 0.00 ***  |
| F1-score          | 0.861 ± 0.02 | 0.917 ± 0.02 | 0.811 ± 0.04 | 3.789    | 0.077    | 1.7      | 0.29     | 36.179   | 0.00 ***  |
| AUC               | 0.980 ± 0.01 | 0.984 ± 0.03 | 0.939 ± 0.02 | 5.445    | 0.038 *  | 8.15     | 0.016 ** | 11.754   | 0.007 **  |

RF = Random Forest; SVM = Support Vector Machine; KNN = K-nearest Neighbors; SD = standard deviation; f = f statistic; *: $p \leq 0.05$; **: $p \leq 0.01$; ***: $p \leq 0.001$.

3.4. Borderline-SMOTE Data Balancing

The dataset in this work presented a mild case of imbalanced data between the two classes (control and stroke) as is shown in Figure 5. The results presented earlier in this work showed a high accuracy in the three classifiers. However, the accuracy metric is not a good indicator when there are imbalanced classes, as in this case. In contrast, the classifiers KNN and RF showed a lower recall especially in the classification of subjects of the control class. Therefore, to optimize the performance of the classifiers, we decided to use the Borderline-SMOTE algorithm for data oversampling. In contrast, Figure 6 shows the classes after the data balancing with Borderline-SMOTE.
3.5. Classification Models with Borderline-SMOTE

The three classification models showed an improvement in the classification of both classes (control and stroke), as is shown in Table 7 after data balancing with Borderline-SMOTE. Previously, the classification models showed difficulty in classifying subjects with stroke due to the class imbalance. The improvement was remarkable, particularly in the metrics of recall and f1-score. The overall performance of the classification models in the test set was evaluated with the following evaluation metrics: accuracy, precision, recall, F1-score, and AUC-ROC. The results were as follows: The SVM classifier showed a precision of 98%, while the RF classifier showed a precision of 96.4%, and the KNN classifier showed a precision of 86.3%. On the other hand, the KNN classifier presented a recall value of 98%, but analyzing the classification report in Table 7 we observed a low recall value of 84% in the control class. In contrast, the SVM classifier presented a recall value of 97.5% and the RF presented a recall of 94% and both classifiers had a uniform recall value in the two classes. In addition, the SVM classifier showed the highest f1-score of 97.7%, while the RF classifier showed a f1-score of 95.2% and the KNN classifier showed a f1-score of 91.8%. Finally, the AUC-ROC of the three classifiers is shown in Figure 7.

Figure 5. Distribution of each class in the dataset; 0 = Control and 1 = Stroke.

Figure 6. Distribution of each class in the dataset after Borderline-SMOTE; 0 = Control and 1 = Stroke.

### Table 7. Comparison of classification models in different evaluation metrics

| Evaluation Metric | SVM | RF | KNN |
|-------------------|-----|----|-----|
| Accuracy          | 0.984 ± 0.03 | 0.958 ± 0.01 | 0.969 ± 0.03 |
| Precision         | 0.781 ± 0.04 | 0.961 ± 0.02 | 0.920 ± 0.01 |
| F1-score           | 0.939 ± 0.02 | 0.811 ± 0.04 | 0.513 ± 0.07 |
| Recall            | 0.861 ± 0.02 | 0.861 ± 0.02 | 0.984 ± 0.03 |
| AUC               | 0.710 ± 0.07 | 0.913 ± 0.01 | 0.984 ± 0.03 |

See Table 6 for the complete statistical analysis.
Table 7. Classification Report of the three classification models after data balancing (Borderline-SMOTE).

| Evaluation Metric | RF | SVM | KNN |
|-------------------|----|-----|-----|
| Precision         | 0.94 ± 0.014 | 0.968 ± 0.008 | 0.914 ± 0.021 |
| Recall            | 0.96 ± 0.010 | 0.978 ± 0.006 | 0.948 ± 0.014 |
| F1-score          | 0.971 ± 0.010 | 0.989 ± 0.007 | 0.989 ± 0.009 |
| Support           | 200 ± 200 | 200 ± 200 | 200 ± 200 |
| Accuracy          | 0.95 | 0.98 | 0.91 |

RF = Random Forest; SVM = Support Vector Machine; KNN = K-nearest Neighbors.

Table 8. Comparison of classification models after Borderline-SMOTE in different evaluation metrics.

| Evaluation Metric | BS_RF | BS_SVM | BS_KNN | BS_RF-BS_SVM | BS_RF-KNN | BS_SVM-KNN |
|-------------------|-------|--------|--------|--------------|-----------|------------|
| Mean ± SD         | 0.971 ± 0.014 | 0.978 ± 0.006 | 0.948 ± 0.014 | F | p | 0.95 ± 0.004 | 0.989 ± 0.007 | 0.989 ± 0.009 | F | p | 0.971 ± 0.010 | 0.989 ± 0.007 | 0.989 ± 0.009 | F | p |

3.6. Performance Comparison between Classifiers after Borderline-SMOTE

Table 8 shows the mean values and standard deviation of several evaluation metrics for the RF, SVM, and KNN classifiers using Borderline-SMOTE. As can be seen, the three classification models have a similar and consistent performance. The results showed no significant differences (p > 0.05) in accuracy, recall, and F1-score among the three classifiers. However, the RF classifier showed significantly higher precision than the KNN classifier. In contrast, the RF and the SVM classifiers showed a significantly higher AUC than the KNN classifier.

Figure 7. The receiver operating characteristic curves (ROC) of the three classification models with Borderline-SMOTE; Subfigure (left) shows the ROC of the classifier Random Forest; Subfigure (center) shows the ROC of the classifier Support Vector Machine; Subfigure (right) shows the ROC of the classifier K-nearest neighbor.

3.7. Performance Comparison of the Classifiers before and after Data Balancing

In general, the three classification models RF, KNN, SVM showed an improvement after the data balancing process using the Borderline-SMOTE technique in several metrics. In the statistical comparison of the classifiers with unbalanced data and with data balancing, the following results were obtained. In precision metrics, no significant differences were
found in the RF and SVM classifiers before data balancing and after data balancing. In contrast, the KNN classifier after data balancing showed significantly lower precision than before balancing, as is shown in Figure 8. On the other hand, the RF, SVM, and KNN classifiers showed significantly higher accuracy, recall, f1-score, and AUC after data balancing, as is shown in Figures 8–12.

**Figure 8.** Comparison of precision between classification models with imbalanced and oversampled data. RF = Random Forest; BS_RF = Borderline-SMOTE in Random Forest; SVM = Support Vector Machine; BS_SVM = Borderline-SMOTE in Support Vector Machine; KNN = K-nearest Neighbors; BS_KNN = Borderline-SMOTE K-nearest Neighbors; ns: p > 0.05; **: p ≤ 0.01.

**Figure 9.** Comparison of accuracy between classification models with imbalanced and oversampled data. RF = Random Forest; BS_RF = Borderline-SMOTE Random Forest; SVM = Support Vector Machine; BS_SVM = Borderline-SMOTE Support Vector Machine; KNN = K-nearest Neighbors; BS_KNN = Borderline-SMOTE K-nearest Neighbors; **: p ≤ 0.01; ****: p ≤ 0.0001.
Figure 10. Comparison of recall between classification models with imbalanced and oversampled data. RF = Random Forest; BS_RF = Borderline-SMOTE Random Forest; SVM = Support Vector Machine; BS_SVM = Borderline-SMOTE Support Vector Machine; KNN = K-nearest Neighbors; BS_KNN = Borderline-SMOTE K-nearest Neighbors; ****: $p \leq 0.0001$.

Figure 11. Comparison of F1-score between classification models with imbalanced and oversampled data. RF = Random Forest; BS_RF = Borderline-SMOTE Random Forest; SVM = Support Vector Machine; BS_SVM = Borderline-SMOTE Support Vector Machine; KNN = K-nearest Neighbors; BS_KNN = Borderline-SMOTE K-nearest Neighbors; ***: $p \leq 0.001$; ****: $p \leq 0.0001$. 
In this work, three binary classification models were developed using the following algorithms: Support Vector Machine (SVM), Random Forest (RF), and K-nearest neighbor (KNN). We used as features, the angles of flexion and extension of 11 finger joints during the performance of the activities of the Action Research Arm Test (ARAT) to classify activities between two classes: healthy subject (0 = Control) and post-stroke patients (1 = Stroke). Importantly, the activities included in the dataset of the stroke group obtained a score of 2–3 on the ARAT. While in all the activities included in the dataset of the control group, a score of 3 was obtained. Therefore, based on the ARAT score all tasks were completed and there is not much difference between the tasks in one group and the other. In this way, using completed tasks based on the ARAT score, the performance of the classifier is evaluated.

The result showed that the SVM classifier had the best performance in the test set before data balancing with a precision of 98.3%, an accuracy of 94.5 %, a recall of 80.5%, f1-score of 88.5% and an AUC of 0.989. In addition, the recall and AUC were significantly higher than the RF and KNN classifiers. However, the recall values in the three classifiers were low especially in the stroke group. The lower recall showed that the model was classifying stroke patients as healthy subjects as is shown in the confusion matrices in Figures 2–4. Besides, we detected a mild imbalance between classes, so we decided to use the oversampling technique Borderline-SMOTE. The results showed that after Borderline-SMOTE the three classifiers showed significantly higher accuracy, recall, f1-score, and AUC. In the recall, there was an increase in the RF (17.6%), SVM (17%), and KNN (41.1%). However, the KNN classifier showed a recall of 84% in the control class while the RF and SVM classifiers had a balanced recall in both classes. In addition, the precision of the KNN was significantly lower after data balancing. Finally, all the classification models showed an AUC > 0.95. In fact, the RF and SVM showed the best performance after data balancing and no significant differences were found in any metric between the two classifiers. However, the SVM showed a high accuracy, recall and f1-score and therefore a more balanced performance. Hence, The SVM was the model with the best performance after data balancing with Borderline-SMOTE and before data balancing.

**Figure 12.** Comparison of AUC between classification models with imbalanced and oversampled data. RF = Random Forest; BS_RF = Borderline-SMOTE Random Forest; SVM = Support Vector Machine; BS_SVM = Borderline-SMOTE Support Vector Machine; KNN = K-nearest Neighbors; BS_KNN = Borderline-SMOTE K-nearest Neighbors; *: p ≤ 0.05; **: p ≤ 0.01; ***: p ≤ 0.001.
The results in our study showed that after data balancing using Borderline-SMOTE the classification models showed an improved performance as in other research. Reddy et al. applied the Borderline-SMOTE algorithm on convolutional neural networks (CNN) to detect arrhythmias using electrocardiogram signals. Their results showed a significantly higher f1-score and accuracy after the use of Borderline-SMOTE [15]. The results of our work were similar, where the three classification models obtained significantly higher accuracy, recall and f1-score after using the Borderline-SMOTE technique. On the other hand, Chang et al. presented a study for emotion recognition with electroencephalogram (EEG) signals using data augmentation with the Borderline-SMOTE method [4]. They compared traditional machine learning methods, and their results showed that SVM and XGBoost had better performance in average accuracy and average macro f1-score than decision tree and KNN models. Our work obtained similar results where the SVM algorithm showed higher accuracy and f1-score than the KNN and RF models. However, our study used a binary classification analysis, and in the study of Chang et al., a multiclass classification method was used.

In addition, there are few studies that have developed machine learning models with data obtained from the ARAT test. Dutta et al. developed an SVM classifier with an accuracy of 92% to predict ARAT scores in patients with different degrees of disability. They used a glove with six flex sensor and three force sensors and a motion processing unit [26]. In contrast, Dutta et al. predicted ARAT scores (0, 1, 2, 3) using a multiclass classification model and presented problems in classifying classes 0 and 2. On the other hand, Rheme et al. used an SVM model to predict good and poor motor outcomes of stroke patients based on the ARAT score, grip force index, and magnetic resonance imaging (fMRI) using a SVM classifier with an accuracy of 76% [37]. However, the outcome of patients with initially moderate impairment could not be predicted with the information of the ARAT score and the grip force test. The results of the above studies demonstrate that it is difficult to predict in post-stroke subjects with moderate impairments based on the ARAT scoring process which confirms what was established in our study. Therefore, the difference with our work is that our study was not based on the ARAT score, but on the information of eleven finger joints angles obtained with the human hand motion system composed by a data glove with 18 flexion sensors during the performance of the ARAT. In addition, in our study we obtained an accuracy of 97.8% with the SVM model, 97.1% with the RF model, and 94.8% with the KNN model classifying ARAT activities. Therefore, our classification models presented better results than those presented in the studies by Dutta et al. and Rheme et al. Furthermore, to our knowledge, there are no previous studies that have developed machine learning models to classify ARAT activities using the range of motion of the finger joints as features and, therefore, a direct comparison with other studies will be biased as most of these use demographic characteristics and scores on several outcome measures as features.

For these reasons, our results demonstrate that using human hand motion information allows the development of high-performance Machine Learning models (SVM, KNN, RF) for classifying ARAT activities. However, to achieve these results it was necessary to balance the classes using the Borderline-SMOTE algorithm. Importantly, we demonstrate that there are differences not detected by the ARAT scoring process that are limited only to evaluate the quality performance. Therefore, these results are of clinical relevance for physiotherapists and other health care professionals who can use a classification model for the detection of finger joint impairments not only in people post-stroke but also after surgical procedures, hand injuries and other hand disorders.

Nevertheless, the present study had some limitations. We were limited to the use of traditional machine learning classifiers, but the use of Ensemble Machine Learning methods has shown very good results in clinical studies [38,39], so that in future work we could implement an ensemble classifier and compare the results. In addition, deep learning has also been used for classification problems in the area of healthcare, especially Convolutional neural networks (CNNs), showing good results in combination with Borderline-SMOTE [4,15].
Moreover, Fraiwan et al. used deep transfer learning to detect scoliosis and spondylolisthesis [40]. Therefore, the use of deep learning should also be considered for future studies. On the other hand, other research to improve the performance of disease predictions uses the development of a classification algorithm based on a multi-level iterative influence measure that would be interesting to use in future research [41]. Another limitation we had is that it was not possible to access patient demographic data. This would have allowed us to evaluate the impact of these features on the classification algorithm. Finally, we limited ourselves to evaluating patients with good upper extremity function according to the ARAT score. Therefore, it would be interesting to evaluate subjects with different degrees of upper extremity impairment to perform a classification model to predict ARAT scores based on information from the eleven finger joints. On the other hand, it is essential to consider the recall results since the activities of post-stroke patients identified as the control group could have been performed in the same way as a healthy person. Therefore, the bias would not be in the classifier model, but in the fact that there were no significant differences in certain activities between post-stroke patients and healthy subjects.

5. Conclusions

In this study, we present the novel development of classification models based on human hand motion features in combination with the oversampling algorithm Borderline-SMOTE. The classifiers with unbalanced data showed a low recall and f1-score especially in the stroke class, after the implementation of Borderline-SMOTE the three classifiers showed a significantly higher accuracy, recall, f1-score, and AUC. However, the SVM classifier showed the higher performance with a precision of 98%, a recall of 97.5% and an AUC of 0.996 after data balancing. Therefore, the results showed that the classification models using Borderline-SMOTE achieve a higher performance. In addition, the high performance of the classifiers showed that there are differences between the activities performed between healthy and post-stroke individuals that are not detected by the ARAT scoring process. Regardless, the recall results can show activities in which people from both classes performed equally well. Furthermore, the classification model based on hand motion information can be used in future work for the detection of finger joint impairments not only in people post-stroke but also after surgical procedures, hand injuries, and other hand disorders.
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Abbreviations

The following abbreviations are used in this manuscript:

- ARAT: Action Research Arm Test
- ADLs: Activities of Daily Living
- AUC: Area Under the Curve
- ANNs: Artificial Neural Networks
- BBT: Box and Block Test
- CMC: Carpometacarpal Joints
- CAHAI: Chedoke Arm and Hand Inventory
- CNNs: Convolutional Neural Networks
- FMA: Fugl-Meyer Assessment
- IMU: Inertial Measurement Unit
- IP: Interphalangeal Joints
- KNN: K-Nearest Neighbors
- ML: Machine Learning
- MCP: Metacarpophalangeal Joints
- 9-HPT: Nine Hole Peg Test
- OMs: Outcome Measures
- PIP: Proximal Interphalangeal Joints
- RBF: Radial Basis Function
- RF: Random Forest
- ROM: Range of Motion
- ROC: Receiver Operating Characteristic
- SVM: Support Vector Machine
- UE: Upper Extremity
- WMFT: Wolf Motor Function Test

References

1. El Naqa, I.; Murphy, M.J. *Machine Learning in Radiation Oncology*; Springer International Publishing: Cham, Switzerland, 2015.
2. Bastanlar, Y.; Özuysal, M. *Introduction to Machine Learning*; Yousef, M., Allmer, J., Eds.; Humana Press: Totowa, NJ, USA, 2014; Volume 1107, pp. 105–128.
3. Mehta, P.; Bukov, M.; Wang, C.H.; Day, A.G.; Richardson, C.; Fisher, C.K.; Schwab, D.J. A high-bias, low-variance introduction to Machine Learning for physicists. *Phys. Rep.* 2018, 810, 1–124. [CrossRef] [PubMed]
4. Chen, Y.; Chang, R.; Guo, J. Effects of Data Augmentation Method Borderline-SMOTE on Emotion Recognition of EEG Signals Based on Convolutional Neural Network. *IEEE Access* 2021, 9, 47491–47502. [CrossRef]
5. Wu, Y.; Fang, Y. Stroke prediction with machine learning methods among older chinese. *Int. J. Environ. Res. Public Health* 2020, 17, 1828. [CrossRef] [PubMed]
6. Govindarajan, P.; Soundararandian, R.K.; Gandomi, A.H.; Patan, R.; Jayaraman, P.; Manikandan, R. Classification of stroke disease using machine learning algorithms. *Neural Comput. Appl.* 2020, 32, 817–828. [CrossRef]
7. Uddin, S.; Khan, A.; Hossain, M.E.; Moni, M.A. Comparing different supervised machine learning algorithms for disease prediction. *BMC Med. Inform. Decis. Mak.* 2019, 19, 281. [CrossRef]
8. Fatima, M.; Pasha, M. Survey of Machine Learning Algorithms for Disease Diagnostic. *J. Intell. Learn. Syst. Appl.* 2017, 9, 1. [CrossRef]
9. Thamara, A.; Elsersy, M.; Sherif, A.; Hassan, H.; Abdelsalam, O.; Almotairi, K.H. A Novel Classification of Machine Learning Applications in Healthcare. In Proceedings of the 2021 3rd IEEE Middle East and North Africa COMMunications Conference (MENACOMM), Agadir, Morocco, 3–5 December 2021; pp. 80–85. [CrossRef]
10. Dhillon, A.; Singh, A. Machine Learning in Healthcare Data Analysis: A Survey. *J. Biol. Today’s World* 2018, 8, 1–10.
11. Sarwar, M.A.; Kamal, N.; Hamid, W.; Shah, M.A. Prediction of Diabetes Using Machine Learning Algorithms in Healthcare. In Proceedings of the 2018 24th International Conference on Automation and Computing (ICAC), Newcastle upon Tyne, UK, 6–7 September 2018; pp. 1–6.
12. Krawczyk, B. Learning from imbalanced data: Open challenges and future directions. *Prog. Artif. Intell.* 2016, 5, 221–232. [CrossRef]
13. He, H.; Garcia, E.A. Learning from Imbalanced Data. *IEEE Trans. Knowl. Data Eng.* 2009, 21, 1263–1284.
14. Yun-Chung Liu, A. *The Effect of Oversampling and Undersampling on Classifying Imbalanced Text Datasets*; The University of Texas at Austin: Austin, TX, USA, 2004.
15. Reddy, S.; Seshadri, S.B.; Bothra, G.S.; Suhas, T.G.; Thundiyil, S.C. Detection of Arrhythmia in Real-time using ECG Signal Analysis and Convolutional Neural Networks. In Proceedings of the 2020 IEEE 21st International Conference on Computational Problems of Electrical Engineering (CPEE), Online Conference, Poland, 16–19 September 2020; pp. 1–4.
16. Wang, K.-J.; Adrian, A.M.; Chen, K.-H.; Wang, K.-M. A hybrid classifier combining Borderline-SMOTE with AIRS algorithm for estimating brain metastasis from lung cancer: A case study in Taiwan. Comput. Methods Programs Biomed. 2015, 119, 63–76. [CrossRef]
17. Chawla, N.V.; Bowyer, K.W.; Hall, L.O.; Kegelmeyer, W.P. SMOTE: Synthetic Minority Over-sampling Technique. J. Artif. Intell. Res. 2002, 16, 321–357. [CrossRef]
18. Han, H.; Wang, W.; Mao, B. Borderline-SMOTE: A New Over-Sampling Method in Imbalanced Data Sets Learning. In Proceedings of the ICIC’05: Proceedings of the 2005 International Conference on Advances in Intelligent Computing, Hefei, China, 23–26 August 2005; pp. 876–887.
19. Lindsay, M.P.; Norrving, B.; Sacco, R.L.; Brainin, M.; Hacke, W.; Martins, S.; Pandian, J.; Feigin, V. World Stroke Organization (WSO): Global Stroke Fact Sheet 2022. Int. J. Stroke 2022, 17, 18–29.
20. United Nations, Department of Economic and Social Affairs. World Population Ageing 2017-Highlights (ST/ESA/SER.A/397); United Nations, Department of Economic and Social Affairs: New York, NY, USA, 2017.
21. Santisteban, L.; Téremetz, M.; Bleton, J.P.; Baron, J.C.; Maier, M.A.; Lindberg, P.G. Upper limb outcome measures used in stroke rehabilitation studies: A systematic literature review. PLoS ONE 2016, 11, e0154792. [CrossRef]
22. Sullivan, J.E.; Crownier, B.E.; Kluding, P.M.; Nichols, D.K.; Rose, D.K.; Yoshida, R.; Pinto Zipp, G. Outcome measures for individuals with stroke: Process and recommendations from the American physical therapy association neurology section task force. Phys. Ther. 2013, 93, 1383–1396. [CrossRef] [PubMed]
23. Lyle, R.C. A performance test for assessment of upper limb function in physical rehabilitation treatment and research. Int. J. Rehabil. Res. 1981, 4, 483–492. [CrossRef]
24. Yozbatiran, N.; Der-Yeghiaian, L.; Cramer, S.C. A standardized approach to performing the action research arm test. Neurorehabil. Neural Repair 2008, 22, 78–90. [CrossRef]
25. Carpinella, I.; Cattaneo, D.; Ferrarin, M. Quantitative assessment of upper limb motor function in Multiple Sclerosis using an instrumented Action Research Arm Test. J. Neuroeng. Rehabil. 2014, 11, 67. [CrossRef]
26. Dutta, D.; Aruchamy, S.; Mandal, S.; Sen, S. Poststroke Grasp Ability Assessment Using an Intelligent Data Glove Based on Action Research Arm Test: Development, Algorithms, and Experiments. IEEE Trans. Biomed. Eng. 2022, 69, 945–954. [CrossRef]
27. Bochniewicz, E.M.; Emmer, G.; McLeod, A.; Barth, J.; Dromerick, A.W.; Lum, P. Measuring Functional Arm Movement after Stroke Using a Single Wrist-Worn Sensor and Machine Learning. J. Stroke Cerebrovasc. Dis. 2017, 26, 2880–2887. [CrossRef]
28. Lum, P.S.; Shu, L.; Bochniewicz, E.M.; Tran, T.; Chang, L.C.; Barth, J.; Dromerick, A.W. Improving Accelerometry-Based Measurement of Functional Use of the Upper Extremity After Stroke: Machine Learning Versus Counts Threshold Method. Neurorehabil. Neural Repair 2020, 34, 1078–1087. [CrossRef] [PubMed]
29. Kanzler, C.M.; Lamers, I.; Feys, P.; Gassert, R.; Lamberty, O. Personalized prediction of rehabilitation outcomes in multiple sclerosis: A proof-of-concept using clinical data, digital health metrics, and machine learning. Med. Biol. Eng. Comput. 2022, 60, 249–261. [CrossRef]
30. Padilla-Magaña, J.F. Finger Joints Angles ARAT. Figshare. 2022. Available online: https://figshare.com/articles/dataset/Finger_Joints_Angles_ARAT/19467269/1 (accessed on 25 May 2022).
31. Padilla-Magaña, J.F.; Peña-Pitarach, E.; Sánchez-Suarez, I; Tíció-Falguera, N. Hand Motion Analysis during the Execution of the Action Research Arm Test Using Multiple Sensors. Sensors 2022, 22, 3276. [CrossRef] [PubMed]
32. Padilla-Magaña, J.F.; Peña-Pitarach, E.; Sánchez-Suarez, I; Tíció-Falguera, N. Quantitative Assessment of Hand Function in Healthy Subjects and Post-Stroke Patients with the Action Research Arm Test. Sensors 2022, 22, 3604. [CrossRef] [PubMed]
33. User Guide Scikit-Learn. Available online: https://scikit-learn.org/stable/user_guide.html (accessed on 4 August 2021).
34. Hossin, M.; Sulaiman, N.M. A Review on Evaluation Metrics for Data Classification Evaluations. Int. J. Data Min. Knowl. Manag. Process 2015, 5, 01–11.
35. Alpaydin, E. Combined5x2 cv F Test for Comparing Supervised Classification Learning Algorithms. Neural Comput. 1999, 11, 1885–1892. [CrossRef]
36. Raschka, S. MLxtend: Providing machine learning and data science utilities and extensions to Python’s scientific computing stack. J. Open Source Softw. 2018, 3, 638. [CrossRef]
37. Rehme, A.K.; Volz, L.J.; Feis, D.-L.; Eickhoff, S.B.; Fink, G.R.; Greffkes, C. Individual prediction of chronic motor outcome in the acute post-stroke stage: Behavioral parameters versus functional imaging. Hum. Brain Mapp. 2015, 36, 4553–4565. [CrossRef]
38. Ani, R.; Krishna, S.; Anju, N.; Aslam, M.S.; Deepa, O.S. Iot based patient monitoring and diagnostic prediction tool using ensemble classifier. In Proceedings of the 2017 International Conference on Advances in Computing, Communications and Informatics (ICACCI), Udupi, India, 13–16 September 2017; pp. 1588–1593.
39. Dietterich, T.G. Ensemble Methods in Machine Learning; Springer: Berlin/Heidelberg, Germany, 2000; pp. 1–15.
40. Fraiwan, M.; Audat, Z.; Fraiwan, L.; Mansareh, T. Using Deep Transfer Learning to Detect Scoliosis and Spondylolisthesis from X-Ray Images. PLoS ONE 2022, 17, e0267851. [CrossRef]
41. Ananthajothi, K.; Subramaniam, M. Multi Level Incremental Influence Measure Based Classification of Medical Data for Improved Classification. Cluster Comput. 2019, 22, 15073–15080. [CrossRef]