Edge-preserving Near-light Photometric Stereo with Neural Surfaces
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Abstract. This paper presents a near-light photometric stereo method that faithfully preserves sharp depth edges in the 3D reconstruction. Unlike previous methods that rely on finite differentiation for approximating depth partial derivatives and surface normals, we introduce an analytically differentiable neural surface in near-light photometric stereo for avoiding differentiation errors at sharp depth edges, where the depth is represented as a neural function of the image coordinates. By further formulating the Lambertian albedo as a dependent variable resulting from the surface normal and depth, our method is insusceptible to inaccurate depth initialization. Experiments on both synthetic and real-world scenes demonstrate the effectiveness of our method for detailed shape recovery with edge preservation.
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1 Introduction

Photometric stereo [32,28] recovers detailed surface shape from image observations under varying illuminations. While many of the photometric stereo methods assume distant directional lights, in which light sources are placed infinitely far away from the scene, it is desirable in practice to work with a near-light setting where light sources are placed nearby the scene.

Given near-light image observations and calibrated point light positions, near-light photometric stereo (NLPS) aims at recovering the depth, surface normal, and reflectance at each scene point. Since a surface normal is perpendicular to the surface tangent plane modeled by depth partial derivatives, the NLPS problem naturally involves differentiation of the surface to associate it with the surface normal. Previous NLPS methods [24,15,26,14] represent depth and surface normal as a grid map in a discrete manner and rely on finite differentiation to approximate the depth partial derivatives. However, the approximation does not hold well at the sharp depth edges, leading to inconsistent estimates of the surface normal and depth.

To avoid finite differentiation and achieve edge-preserving NLPS, this paper proposes the use of analytically differentiable representation of surfaces. As

³ Source code and dataset will be made available upon acceptance.
Fig. 1: Given near light image observations and calibrated light positions, our method recovers accurate shapes with preserving the depth edges as highlighted in the close-up views. In addition, our method is robust against the depth initialization $z_0$ compared to the state-of-the-art methods.

shown in Fig. 1, the proposed method can faithfully recover the shape and surface normal, particularly better at the depth discontinuities compared to the existing state-of-the-art method [24]. In our method, we represent the depth as an analytical function of the image coordinates, where the partial depth derivatives are modeled by the analytical expression of the function derivatives. In this way, consistent surface normal and depth can be obtained from the analytical function without relying on finite differentiation. Besides ensuring the depth-normal consistency, the analytical depth function is effective for representing complex and sharp depth edges. Specifically, we use a neural surface representation based on a differentiable neural network as the analytical depth function. With the neural surface, our NLPS method is capable of detailed shape recovery with edge preservation.

In addition, by treating the albedo as a dependent variable resulting from the surface normal and depth, our method is made robust against inaccurate surface initialization. Compared to previous NLPS approaches that require a careful shape initialization, our method empirically exhibits preferable convergence to the accurate shape as shown in Fig. 1 (bottom) even with diverse initial shapes.

To summarize, we present an accurate NLPS method by making two technical contributions: We propose the use of an analytical neural surface representation in NLPS for accurate shape recovery, particularly effective at the depth discontinuities. In addition, by treating albedos as dependent variables, we frame NLPS as an optimization of the neural surface parameters only, making our method robust against diverse initial guesses.
2 Related Works

From the early works of Iwahori et al. [10] and Clark [4], NLPS has been continuously studied. NLPS is a non-linear problem since the surface position and light fall-off of light sources are coupled with the surface normal. Even with the Lambertian assumption and calibrated settings where the light positions are known, the problem remains difficult due to the non-linear nature of the problem.

To solve the problem, previous approaches cast the problem as a non-linear optimization [14, 1, 2, 5, 9, 20, 35], in which surface normals are first estimated and depth maps are then recovered by surface normal integration techniques [33, 25], or use variational methods [15, 17, 24, 19, 18, 13] to jointly solve for surface normals and depths via partial differential equations. To handle non-Lambertian surfaces, NLPS methods based on the Blinn-Phong reflectance model [15] and neural representation of reflectances [26, 14] have also been proposed.

In the past, the problem of depth-edge preservation in NLPS has drawn little attention despite of its importance for accurate shape recovery. Indeed, based on the evaluation by Mecca et al. [16] on their real-world near-light photometric stereo dataset, inaccurate estimates near depth discontinuities turned out to be the main error source of existing NLPS methods. There has been a work that exploits the sparsity of depth discontinuities and uses $L_1$ minimization to improve the robustness of NLPS against the discontinuities [17]. While their method is mathematically solid, the sparse discontinuity assumption is limited to model the real world discontinuous surfaces, such as the stairs, where the inaccurate finite differences along the edges cannot be treated as sparse outliers. We consider that the error source at the depth discontinuities is due to the use of finite differentiation and propose to use an analytical surface representation, with which we can compute exact derivatives.

Another largely overlooked but important issue in NLPS is its sensitivity to the initial surface given to the solution methods. To obtain a good initial guess, Liu et al. [13] use differential images obtained under a circular LED board. While it requires a specialized hardware, they have shown accurate shape recovery in the NLPS setting. In our method, we show that by treating albedos as dependent variables, the sensitivity to the initial guess is significantly relaxed.

Our method is also related to analytical surface representations. In the context of shape from shading and surface normal integration, there have been works that use a Fourier basis representation [7] and Shapelet representation [12]. More recently, there are deep neural network-based differentiable surface representations, such as DeepSDF [23], DISN [34], and LDIF [8] that are used for shape reconstruction and completion tasks. Sitzmann et al. [29] represent surface shapes with fully connected neural networks, SIREN, with periodic trigonometric functions as the activation. Their representation is differentiable and shown to have high representation power for fitting complicated signals. These network-based surface representations have not been applied in the context of photometric
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4 Results shown in the supplementary materials
stereo so far, but we are going to show their usefulness in this paper, particularly for modeling depth discontinuities.

3 Proposed Method

Our method takes image observations under calibrated near-point lights as input and recovers the albedo, surface normal, and depth of the scene. Using a neural surface model, the depth, surface normal, and albedo can all be represented by the same set of neural surface parameters \( \theta \), which are the only unknowns in our NLPS method. In this paper, we limit our method to assuming the Lambertian reflectance model for the purpose of demonstrating the effectiveness of the neural surface for depth edge preservation.

The overall pipeline of the proposed method is depicted in Fig. 2. In the forward pass (blue arrows), the neural surface model takes one point in the image coordinates as input and outputs the depth and its analytical derivatives at the point simultaneously, from which we can obtain the surface normal. The albedo in our method is modeled as a dependent variable of the surface normal and depth. Specifically, given image observations and the shading computed from the surface normal and depth in the forward pass, the albedo is computed by minimizing the distance between the shading and image observations under the Lambertian model. Combining the depth, surface normal, and albedo, we reconstruct the image observations based on the near-light image formation model. In the backward pass (green arrows), the unknown network parameters \( \theta \) are...
self-supervised by evaluating the reconstruction loss in a similar spirit to Taniai
and Maehara’s method [30].

Throughout this paper, function $\gamma(\cdot) : \mathbb{R}^3 \rightarrow S^2 \subset \mathbb{R}^3$ denotes the normal-
ization of a 3D vector, i.e., $\gamma(x) = \frac{x}{\|x\|_2}$.

### 3.1 Near-light Image Formation Model

In NLPS, observations of a scene point is related to its albedo, surface normal, and light source positions. In this section, we first describe the geometric relationship among surface normal, depth, and scene point positions under the perspective projection, followed by the near-light image formation model.

#### Relationship between depth and surface normal

Denote $p = [u, v]^\top \in \mathbb{R}^2$ as a pixel location in the image coordinates, under perspective projection, its corresponding 3D scene point $x \in \mathbb{R}^3$ in the world coordinates is written as

$$x = \begin{bmatrix} z & f^2u^2 + z^2v & z^2f^2 + z^2 \end{bmatrix}^\top = \begin{bmatrix} zf^2p & z \end{bmatrix}^\top,$$

where $z \in \mathbb{R}$ is the depth value at $p$, and $f$ is the camera’s focal length.

Surface normal $n \in S^2 \subset \mathbb{R}^3$ is a unit vector that is perpendicular to the tan-
tent plane at $x$. Following Queau et al. [25], the surface normal under perspective
projections is written as

$$n = \gamma(zf\nabla z, -z - z^2p)^\top,$$

where $\nabla z = \begin{bmatrix} \frac{\partial z}{\partial u}, \frac{\partial z}{\partial v} \end{bmatrix}^\top$ is the partial derivatives of the depth. Our method can
work with both orthogonal and perspective projections. From a practical viewpoint, we use the perspective camera model in the rest of the paper.

#### Near-light image formation

Under the near-light setting, the light direction at a scene point $x \in \mathbb{R}^3$ is given by

$$l = \gamma(q - x),$$

where $q \in \mathbb{R}^3$ is the light position. It contributes the shading $s \in \mathbb{R}_+$ on $p$ as

$$s = \Phi \frac{1}{\|q - x\|_2^2} \max(1^\top n, 0),$$

where $\max(\cdot, 0)$ accounts for attached shadows, $\frac{1}{\|q - x\|_2^2}$ models the light fall-off, $\Phi \in \mathbb{R}_+$ is the radiant intensity of the light source. For anisotropic light sources, the radiant intensity is modeled by [17,24]

$$\Phi = \Phi_0 (1^\top \omega)^\mu,$$
where the radiant parameters $\Phi_0$, $\mu$, and $\omega$ are the light irradiance, principal direction and the attenuation parameters. Similar to previous works [24,22], we assume both light source positions and radiant parameters are known from light calibration. Combining Eqs. (1) to (5) and removing the redundant variables including $l, n, x$, the shading $s$ becomes a function $S$ of pixel position $p$, point light source position $q$, depth $z$, and its derivatives $\nabla z$, i.e.,

$$s = S(p, q, z, \nabla z),$$

where the radiant parameters ($\Phi_0$, $\mu$, and $\omega$) and camera’s focal length $f$ are constant and thus omitted.

If the global illumination effects, e.g., cast shadows and inter-reflections, are negligible, and the camera has a linear response, then the Lambertian image observation at pixel $p$ under the near point light at $q$ can be written as

$$m_{p,q} = \rho_p S(p,q,z_p,\nabla z_p),$$

where $\rho_p \in \mathbb{R}_+$ is the diffuse albedo. Given image observations and calibrated light source positions, NLPS aims at recovering depth and albedo via minimizing

$$(z^*, \rho^*) = \arg\min_{z, \rho} \sum_{p,q} (m_{p,q} - \rho_p S(p,q,z_p,\nabla z_p))^2.$$

Our NLPS method uses a similar energy function to previous methods but represents both depth and albedo with neural surface parameters, as we will show in the following subsection.

### 3.2 Edge-preserving Near-light Photometric Stereo

In this section, we introduce our NLPS with a neural surface model to handle sharp edges and solve the neural surface parameters with the reconstruction loss.

We begin with depicting the distinction between finite and analytical surface differentiations. Figure 3 shows a simple stair surface represented in a discrete and an analytical manner, respectively. The depth derivatives for a near-edge scene point $p$ are approximated inaccurately via the finite difference in the discrete surface model, leading to inconsistent depth and surface normal. With analytical surface representation, where the stair surface is represented by the product of two sigmoid functions $\sigma(\cdot)$ in this particular example, the surface normal and depth are guaranteed to be consistent for every scene point from the analytical expression, and there is no approximation in computing the analytical depth derivatives.

Our neural surface belongs to analytical surface representation and is empowered by flexibility of neural networks to model sharp edges. We represent the surface depth as an analytical neural function of 2D image coordinates $Z$, i.e., $z_p = Z(p; \theta)$, where $\theta$ encodes all the network parameters. As the analytical neural surface is differentiable w.r.t. the pixel position, the first order partial derivatives of the depth $\nabla z_p$ can be exactly calculated as

$$\nabla z_p = \left( \frac{Z_u(p; \theta)}{Z_v(p; \theta)} \right) = \nabla Z(p; \theta),$$

where

$$s = S(p, q, z, \nabla z).$$
GT surface \[ Z(u, v) = \begin{cases} 1 & u > 0, v > 0 \\ 0 & \text{Others} \end{cases} \]

Discrete surface representation \[ z_p = \begin{cases} 1 & p \in \Omega_1 \\ 0 & p \in \Omega_0 \end{cases} \]

Analytical surface representation \[ Z(u, v; k) = \sigma(ku) \cdot \sigma(kv) \]

**GT derivative** Finite difference approximation Analytical derivative

\[ \nabla z_p = \begin{bmatrix} \partial z_p / \partial u \\ \partial z_p / \partial v \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \]

\[ \nabla z_p \approx \begin{bmatrix} z_u + z_u - 2\Delta u \\ z_v + z_v - 2\Delta v \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}. \]

**Analytical derivative**

\[ \nabla z_p = \begin{bmatrix} k\sigma(ku) \sigma(kv)(1 - \sigma(ku)) \\ k\sigma(ku) \sigma(kv)(1 - \sigma(kv)) \end{bmatrix} \approx \begin{bmatrix} 0 \\ 0 \end{bmatrix}. \]

**Fig. 3:** Illustration of finite and analytical differentiation at a near-edge scene point \( p \) shown in blue. The finite differentiation results in inaccurate derivatives \( \nabla z_p \) and surface normals \( n_p \) along depth edges. Analytical surface representation (e.g., product of sigmoid functions \( \sigma(\cdot) \)) provides consistent analytical derivatives and surface normals to the depth, which could be more accurate with a proper setting of parameter \( k \).

which is also an analytical function of the neural surface parameters \( \theta \). Therefore, the surface normal from the depth partial derivatives can be obtained together with the depth (see Eq. (2)) from the same set of parameters. If the neural surface is sufficiently flexible to represent the true depth, both the surface normal and depth can be accurately represented by the network parameters, including the areas with sharp edges and high-frequency curvatures.

Theoretically, any analytical surface models can be used in our NLPS method. In this paper, we use SIREN \[29\] as our neural surface model, which has a strength in modeling finely detailed signals. Taking a single SIREN neuron as an example, the depth is represented by a weighted sum of a set of sine functions with varying frequencies as

\[ Z(p; \theta) = w_1^\top \sin(W_2p + b_2) + b_1, \tag{10} \]

where \( w_1 \in \mathbb{R}^k \) and \( b_1 \in \mathbb{R} \) are the coefficients and bias of the sine functions, respectively, and \( W_2 \in \mathbb{R}^{k \times 2} \) and \( b_2 \in \mathbb{R}^k \) encode the \( k \) diverse frequencies and phases in the sine functions. All these parameters are embedded in \( \theta \). With more neurons in the network, we can represent high-frequency curvatures such as sharp edges. As the SIREN network is differentiable, we can obtain the analytical depth derivatives as

\[ \nabla Z(p; \theta) = W_2^\top \text{diag}(\cos(W_2p + b_2))w_1, \tag{11} \]

where \( \text{diag}(\cdot) \) is a diagonalization operator. Based on the analytical derivatives, the surface normal vector can be obtained following Eq. (2).

**Reconstruction loss** We use the near-light image formation model to optimize the neural surface parameters \( \theta \) by evaluating the reconstruction loss. Our method
treats albedos that appear in the image formation model as dependent variables of surface normals and depths. Thus, the albedos are also governed by the neural surface parameters $\theta$.

By rewriting the Lambertian near-light image formation model of Eq. (7) with neural surface parameters $\theta$, we have

$$m_{p,q} = \rho_p \mathcal{T}(p, q, Z(p; \theta), \nabla Z(p; \theta))$$

$$\equiv \rho_p \mathcal{T}(p, q; \theta).$$

(12)

Under the illumination of $f$ near-point lights, we have a vector of image observations $m_p = [m_{p,q_1}, \ldots, m_{p,q_f}]^\top$. The corresponding shading vector is obtained by $s_p = [S(p, q_1; \theta), \ldots, S(p, q_f; \theta)]^\top$. From the measurement and shading vectors, we obtain the least-squares approximate albedo $\hat{\rho}_p$ as

$$\hat{\rho}_p = \frac{m_p^\top s_p}{s_p^\top s_p}.$$  (13)

Because the shading $s_p$ is a function of the neural surface parameters $\theta$ and the image observations $m_p$ are constant, the albedo only depends on the network parameters $\theta$. In this manner, the NLPS optimization shown in Eq. (8) reduces from depth and albedo to the neural surface parameters $\theta$ only.

Based on the the least-squares approximate albedo, surface normal, and depth, we reconstruct the images based on Eq. (12). The reconstruction loss is evaluated by the $L_1$ distance between input image observations and the reconstructed ones as

$$\mathcal{L} = \frac{1}{pf} \sum_{p,q} |m_{p,q} - \hat{\rho}_p S(s, p; \theta)|,$$  (14)

where $p$ is the number of pixels. Supervised by the reconstruction loss, we update the neural surface parameters $\theta$ in the backward process until convergence. From optimized neural surface parameters, the surface normal, depth, and albedo can be reconstructed accordingly. Empirically, our loss based on the albedos as dependent variables exhibits robustness against the initial guess, as we will see in the experiment section.

**Implementation** Our neural surface model consists of 5 fully-connected hidden layers with a sine activation function and 1 linear output layer. Each layer contains 256 channels. Overall, this 6-layer network is rather lightweight with 0.3M learnable parameters compared to the non-parametric depth map representation [26]. We initialize the network parameters $\theta$ following the setting of Siren [29]. The image coordinates in the network are scaled to the range of $[-1, 1]$. We adopt the Adam optimizer [11] with default settings ($\beta_1 = 0.9$ and $\beta_2 = 0.99$). The learning rate is initially set to $1 \times 10^{-4}$ and divided by 2 at every 8000 iterations. The optimization is terminated when the reconstruction loss becomes lower than $1 \times 10^{-6}$. Besides, to ignore the influence of cast shadows, we discard shadowed pixels based on a thresholding strategy similar to [27], i.e., discard the pixels with intensities less than 5% of the median of the intensities in each image. Please refer to our supplementary material for more details.
4 Experiments

We evaluate our method on both synthetic and real-world datasets. We choose QD18 [17] and LB20 [14] as the baseline methods, which are the state-of-the-art NLPS methods for Lambertian and non-Lambertian reflectances. Additional comparisons with MQ16 [17] and SM20 [26] are summarized in the supplementary material. Following the initialization setting of the baseline methods, we use a plane located at the mean distance between the object and camera as the initial shape for the existing method.

4.1 Experiments on Synthetic Dataset

We render five synthetic objects shown in Fig. 4 with a Lambertian reflectance using the renderer Blender 2.80 [6]. The camera is placed at the world origin with focal length and image resolution of 50 mm and 512 × 512, respectively. To synthesize realistic appearances, the renderings include cast shadows. For the lighting condition, we use 81 point light sources arranged in a 9 × 9 regular grid with a uniform intensity ($\mu = 0, \Phi_0 = 1$). The light source locations are in the range of $(X,Y,Z) = (\pm1, \pm1, 0)$, with the unit of meter. The object is scaled and roughly located in the range of $(X,Y,Z) = (\pm1, \pm1, 3 \pm0.5)$.

The comparison with the baseline methods is shown in Fig. 5. From the ground-truth (GT) shape, we can observe that the stair region in the Tent, the ear part of the Bunny, and the arm and foot areas of the Buddha contain depth discontinuities. Our method shows the strength of depth edge preservation in such regions compared to the baseline methods, and yields shapes that are close to GTs. From Bunny’s error distribution, we observe that the estimation error around the ear region does not influence the shape recovery at the surrounding area with our method. As summarized in Table 1, our method achieves smaller mean angular errors (MAngE) of the surface normal and the mean absolute errors (MAbsE) of the depth compared with existing NLPS methods.

Effectiveness of analytical derivatives To assess the effectiveness of the analytical differentiation over finite differentiation, we compare our method with the version where the analytical derivatives are replaced by finite differences calculated from depth estimates in each forward pass. The comparison is summarized in Fig. 6. Compared to our method with the analytical derivatives, the method with finite differences shows greater errors. In particular, our method based on analytical derivatives shows faithful recovery around the depth discontinuities.
Fig. 5: Comparison with QD18 [24] and LB20 [14] on synthetic data. Left side shows the GT and estimated shapes and surface normals. The right side gives the corresponding error distributions. Results and error distributions of SM20 [26] and MQ16 [17] are provided in supplementary materials.

Table 1: Summary of depth and surface normal estimation errors.

| Object | QD18 [24] | LB20 [14] | SM20 [26] | MQ16 [17] | Ours |
|--------|------------|------------|------------|------------|------|
| Tent   | 5.41       | 55.2       | 2.29       | 93.5       | 9.99 | 371.1 | 10.99 | 111.3 | 1.72 | 11.3 |
| Bunny  | 1.66       | 24.1       | 3.94       | 30.8       | 7.43 | 57.9  | 8.54  | 60.0  | 0.33 | 2.73 |
| Buddha | 7.84       | 70.9       | 4.44       | 129.1      | 12.19| 149.2 | 10.44 | 97.2  | 2.11 | 9.00 |
| Average| 4.97       | 50.1       | 3.57       | 84.5       | 9.87 | 192.7 | 9.98  | 89.5  | 1.39 | 4.80 |

1 MAngE unit: Degree  2 MAbsE unit: mm
Robustness against depth initialization

In our method, the initial shape is determined by the initialization of network parameters. We use the initialization strategy of the SIREN [29] network, with which the initial depth follows a normal distribution centered at an offset. The initial depth offset is controlled by the initial bias value of the output layer/neurons. To evaluate the robustness of our method against the depth initialization, we vary the initial depth offset \( \{z_0\} \) and evaluate the shapes recovered by the baseline and our methods. To eliminate the influence of discontinuities to the baseline methods, we choose a smooth shape in this experiment.

Under the varying initial depths in a relatively large range, our method always converges to the same shape estimation, which consistently overlaps with the GT shape as shown in Fig. 7. From the estimation error of surface normal and depth shown in the plots of Fig. 7, our method is not sensitive to the initial shape as our method jointly optimizes the surface shape and albedo by only updating the neural surface parameters. Compared to the ground truth, the recovered shapes from LB20 [14] and QD18 [24] become either flat \((z_0 = 1.5 \text{ m})\) or inflating \((z_0 = 3.5 \text{ m})\) depending on the initial depth settings. When the depth is initialized as the mean distance between the target object and the camera \((z_0 = 2.5 \text{ m} \text{ in the experiment})\), the baseline methods achieve the high accuracy in the surface normal and depth estimation.
Influence of non-Lambertian reflectances. Our NLPS method assumes Lambertian diffuse surfaces. To evaluate the influence of non-Lambertian reflectances, we test our method using a more general diffuse reflectance rendered by Oren–Nayar model [21], and also the specular reflectance modeled by Disney principled BSDFs [3]. We render the image observations with varying diffuse roughness $\sigma_d$ and specular roughness $\sigma_s$ values of the two reflectance models, and evaluate the influence of non-Lambertian reflectances on our method.

Figure 8 (left) shows the image observations under Lambertian diffuse reflectance, Oren–Nayar reflectance, and Disney principled specular reflectance based on different settings of $\sigma_d$ and $\sigma_s$. From the error distribution of the surface normal estimates, Oren–Nayar reflectance brings errors to surface normals with large elevation angles, and specular reflectance influences the area where specular highlights are observed. The estimation errors of our method under varying roughnesses are shown on the right side. As expected, the surface normal and depth estimation accuracies decrease with the reflectance deviating from the Lambertian reflectance. However, the influences of the non-Lambertian reflectance are rather limited in this experiment. The surface normal estimation error increases from 0.33° to less than 2.4°. The depth error increase from 2.73 mm to 40 mm for the BUNNY object with the size of 2 m.

The accuracy of our NLPS method for non-Lambertian scenes has also been tested using real dataset LUCES [16] containing diverse materials. The results presented in the supplementary material show that our method yields reasonable shape recoveries for a set of non-Lambertian surfaces.

4.2 Experiments on Real-world Dataset

Besides the synthetic evaluation, we also test our method using real captured data to assess our method on real scenarios. In this section, we first introduce our hardware setup for near-light image data capture, then we compare the shape recovery results with the baseline methods.
Fig. 9: Hardware setup for near-light photometric stereo. The object size and the LED to object distance are designed to maintain a near light illumination. Green area indicates the LED droids used for our data capturing.

**Hardware setup** As shown in Fig. 9, we build a device for capturing near-light image observations, in which the LED positions and object size are designed to ensure the near-light setting. We calibrate the LED positions and the intrinsics of our camera (FLIR BFS-U3-123S6C-C) with a 16 mm lens. Since all the LEDs are of the same product\(^5\), we assume they share the same radiant parameters ($\Phi_0 = 1, \mu = 0.574$).

Fig. 10: Comparison on real data. Values in blue boxes give the measured distance (object appearance column) and the estimated ones (shape recovery columns) of two scene points labeled by green dots, revealing the shape estimation accuracy near the discontinuity.

\(^5\) Normand SC6812RGBW LED, [http://www.normaled.com/Product/view/id/883.html](http://www.normaled.com/Product/view/id/883.html). Retrieved March 7th, 2022.
Evaluation As shown in Fig. 10, we capture three surfaces and compare the surface normal and 3D shape recovery with the baseline methods. For all the objects, the initial depth for QD18 [24] and LB20 [14] are set to 400 mm, which is close to the true object depth. Based on the visualization of recovered 3D shapes, our method yields more reasonable shape recoveries particularly near depth discontinuities, such as the step area of STAIR, the wing and neck regions of ANGEL, and the book region of PLATO. We measure the distance between two scene points of the real surface, as shown in the object appearance column of Fig. 10. The distances between the same two points on our recovered shapes are closer to the measured ones, showing our strength over the baseline methods on shape recovery with edge preservation.

Results on LUCES We also present a quantitative evaluation of our method on a public near-light photometric stereo dataset LUCES [16] containing 14 objects with diverse shapes and materials. Compared to existing methods on the benchmark [16], our method achieved more accurate surface normal and relative depth estimates on 12 objects in average, except for two metallic surfaces BELL and Cup that significantly deviate from the Lambertian assumption. More detailed analyses can be found in our supplementary material.

5 Conclusion

In this paper, we propose a NLPS method to recover detailed surface shapes with an emphasis on depth edge preservation. The finite difference approximation used in existing NLPS methods is inaccurate to model the depth derivatives along the depth discontinuities, leading to shape distortions. Our method avoids the problem by introducing an analytical neural surface representation in NLPS, where depth derivatives can be analytically derived. Besides, by treating albedos as dependent variables of surface normal and depth under the Lambertian reflectance assumption, we cast NLPS as an optimization of the neural surface parameter only, making our method robust against the initial depth. Based on the experiments, our method shows faithful shape estimates with preserving depth discontinuities and is less sensitive to the initial depth guess.

Limitations This paper focuses on the geometric aspect of NLPS by proposing an edge-preserving NLPS based on neural surface representation. Although the reconstruction loss in our NLPS method is based on the Lambertian assumption to gain robustness against depth initialization, it is certainly preferable to be able to deal with non-Lambertian reflectances. One potential direction for our future study would be incorporating a parametric/neural reflectance model to represent non-Lambertian reflectances, such as Spherical Gaussian bases [31] and MLPs applied in recent multi-view inverse rendering techniques [36,37]. By optimizing both the reflectance and neural surface parameters using the image reconstruction loss, the surface shape and non-Lambertian reflectances may be jointly recovered.
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