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1. Introduction

In the last few decades, the research on traveling wave solutions for soliton equations is one of most prominent events in the field of nonlinear sciences. Researching the exact traveling wave solutions can help both mathematicians and physicists to understand the mechanism of phenomena in nature which have been described by these soliton equations.

In recent years, some of powerful methods have been proposed to get solutions of different equations. Abourabia and Morad [1] applied two different exact methods to obtain exact traveling wave solutions of the van der Waals normal form for fluidized granular matter. The results show that the exact solutions of the model introduce solitary waves with different types. Applying the $G'/G$ expansion method, Alquran and Qawasmeh [2, 12] investigated the traveling wave solutions
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solutions determined by the generalized shallow water wave equation, and also investigated the Whitham-Broer-Kaup model for dispersive long waves in the shallow water small-amplitude regime. Rehman et al. [13] investigated the possible classes of traveling wave solutions of some members of a recently-derived integrable family of generalized Camassa-Holm equations, and got smooth and non-smooth traveling wave solutions of some generalized Camassa-Holm equations. Zhao and Ruan [19] researched the existence, uniqueness, and asymptotic stability of time periodic traveling wave solutions for a class of periodic advection-reaction-diffusion systems under certain conditions. Lin [11] applied Schauder fixed point theorem to prove the existence of traveling wave solutions for integro-difference systems of higher order. Then the asymptotic behavior of traveling wave solutions was studied by using the idea of contracting rectangles. Li et al. [10] applied the extended Riccati equation method to the Zakharov-Kuznetsov equation and then obtained more general exact traveling wave solutions under specific parametric conditions. Using the bifurcation theory of dynamical systems to the (2+1)-dimensional generalized asymmetric Nizhnik-Novikov-Veselov equation, Zhang and Han [17] obtained the existence of solitary wave solutions and uncountably infinite many smooth and non-smooth periodic wave solutions in different regions of parametric spaces.

In [3, 4, 14], four (2+1)-dimensional nonlinear models generated by the Jaulent-Miodek hierarchy were developed in the form

\[ w_t = -(w_{xx} - 2w^3)_x - \frac{3}{2}(w_x \partial_x^{-1} w_y + w w_y), \quad (1.1a) \]

\[ w_t = \frac{1}{2}(w_{xx} - 2w^3)_x - \frac{3}{2}(-\frac{1}{4} \partial_x^{-1} w_{yy} + w w_y), \quad (1.1b) \]

\[ w_t = \frac{1}{4}(w_{xx} - 2w^3)_x - \frac{3}{4} \frac{1}{4} \partial_x^{-1} w_{yy} + w_x \partial_x^{-1} w_y), \quad (1.1c) \]

\[ w_t = 2(w_{xx} - 2w^3)_x - \frac{3}{4}(\partial_x^{-1} w_{yy} - 2w_x \partial_x^{-1} w_y - 6w w_y), \quad (1.1d) \]

where \( \partial_x^{-1} \) is the inverse of \( \partial_x \) with \( \partial_x \partial_x^{-1} = \partial_x^{-1} \partial_x = 1 \), and

\[ \partial_x^{-1} = \int_{-\infty}^{x} f(t), \quad (1.2) \]

under the decaying condition at infinity. The model of (1.1a) above was studied by using a perturbation technique in Wu [16]. Wazwaz [14] studied the model (1.1c) to derive multiple kink solutions and multiple singular kink solutions by use of Hirota’s bilinear method [6], and then the author gave soliton solutions in terms of exponential polynomials. The other models can be researched in a similar manner.

Wazwaz [15] extended the works in [3, 4, 13], and have further researched four (3+1)-dimensional nonlinear models generated by the Jaulent-Miodek hierarchy. The (3+1)-dimensional nonlinear models were developed in the form

\[ w_t = -(w_{xx} - 2w^3)_x - \frac{3}{2}(w_x \partial_x^{-1} w_y + w w_y) + \alpha \partial_x^{-1} w_{zz}, \quad (1.3a) \]

\[ w_t = \frac{1}{2}(w_{xx} - 2w^3)_x - \frac{3}{2}(-\frac{1}{4} \partial_x^{-1} w_{yy} + w w_y) + \alpha \partial_x^{-1} w_{zz}, \quad (1.3b) \]

\[ w_t = \frac{1}{4}(w_{xx} - 2w^3)_x - \frac{3}{4} \frac{1}{4} \partial_x^{-1} w_{yy} + w_x \partial_x^{-1} w_y) + \alpha \partial_x^{-1} w_{zz}, \quad (1.3c) \]

\[ w_t = 2(w_{xx} - 2w^3)_x - \frac{3}{4}(\partial_x^{-1} w_{yy} - 2w_x \partial_x^{-1} w_y - 6w w_y) - \frac{3}{4} \partial_x^{-1} w_{zz} - \frac{1}{4} w_z - \frac{1}{2} w_y, \quad (1.3d) \]
where $\alpha$ is a parameter. It is obvious that these (3+1)-dimensional nonlinear models are developed by adding $\alpha \frac{\partial^{-1}w_{zz}}{4}$ to the first three models in (1.1), and the terms $-\frac{3}{4} \frac{\partial^{-1}w_{zz}}{4} w_z - \frac{1}{4} w_y$ to the fourth model in (1.1).

Wazwaz [15] applied the method of Hereman-Nuseir [5] to model (1.3a) and (1.3d) to derive multiple soliton solutions. The single soliton solution, two-soliton solutions and three-soliton solutions for model (1.3a) were obtained. In addition, the single soliton solution, two-soliton solutions and three-soliton solutions for model (1.3d) were also obtained respectively.

In order to obtain traveling wave solutions for a class of nonlinear integrable evolution equations, it is always significant to decompose a nonlinear partial differential equation into a pair of systems of ordinary differential equations both in theoretical point and practical point of view. This approach aims to decompose integrable soliton equations into finite-dimensional Hamiltonian systems, and it also makes it very natural to compute solutions of soliton equations. Li [7–9] applied these effective methods from the dynamical systems theory to prove the existence of solitary wave, kink wave and periodic wave solutions of different singular nonlinear traveling wave equations.

The present paper will keep the focus on the nonlinear model (1.3a) by use of the method introduced in [7–9]. We take a traveling wave transformation, such that the partial differential equation becomes a associated “traveling wave system”. We also discuss the dynamical behaviors of the “traveling wave system”. Using the known dynamical behaviors of the “traveling wave system”, we obtain the nonlinear wave profiles for the partial differential equation.

The outline of the paper is as follows. The rest of the present paper is divided into four sections. In section 2, we obtain an ordinary differential system (traveling wave system) in phase plane ($\phi, \eta = \frac{d\phi}{d\xi}$) from the nonlinear model by using the potential introduced in [15] and the associated traveling wave transformation introduced in [7–9]. In section 3, we investigate the equilibrium points bifurcation and obtain the bifurcation curves(sets) of the ordinary differential system. In section 4, we compute the solitary wave solution, the periodic wave solution and the kink(anti-kink) wave solution of the nonlinear model (1.3a).

2. Traveling Wave System in Phase Plane ($\phi, \eta = \frac{d\phi}{d\xi}$) from (1.3a)

In this section, we obtain an ordinary differential system in phase plane ($\phi, \eta = \frac{d\phi}{d\xi}$) from equation (1.3a) by using the potential introduced in [15] and the traveling wave transformation introduced in [7–9].

We apply the potential

$$u(x, y, z, t) = u_\xi(x, y, z, t),$$

(2.1)

to remove the integral term in (1.3a) and then equation (1.3a) becomes as follows

$$u_{xx} + u_{xxx} - 6u_{x}^2 u_{xx} + \frac{3}{2} u_{x} u_{xx} u_{yy} + \frac{3}{2} u_{x} u_{xy} - \alpha u_{zz} = 0.$$  

(2.2)

By letting $u(x, y, z, t) = u(\xi) = u(ax + by + cz - dt)$, where $d$ is the propagating wave velocity and $a \neq 0$. We have

$$-(ad + \alpha c^2)u'' + a^4 u^{(4)} - 6a^2 (u')^2 u'' + 3a^2 b u' u'' = 0,$$

(2.3)
where “′” stands for the derivative with respect to ξ.

Integrating equation (2.3) with respect to ξ once and setting φ = uξ, we have

\[-2(ad + αc^2)φ + 2a^4φ'' - 4a^4φ^3 + 3a^2bφ^2 = 0. \tag{2.4}\]

By letting φ' = η, we have the following planar system (traveling wave system) with Hamiltonian function \( H = H(φ, η) \),

\[
\frac{dφ}{dξ} = η = \frac{∂H}{∂η}, \quad \frac{dη}{dξ} = 2φ^3 + f_1φ^2 + f_2φ = -\frac{∂H}{∂φ}, \tag{2.5}
\]

where \( f_1 = -\frac{3a^2b}{2αa^4}, f_2 = \frac{ad + αc^2}{a^3} \).

3. Bifurcation of the Phase Portraits and the Wave Profiles Determined by the Orbits of (2.5)

In this section, we investigate the dynamical behaviors of traveling wave system (2.5). Based on the bifurcation theory of dynamical systems [18], we study the bifurcation of equilibrium points and obtain the bifurcation curves (sets) of system (2.5). According to these curves, we consider the bifurcation of the phase portraits of system (2.5) in different regions of parametric spaces.

3.1. Bifurcation of Equilibrium Points of System (2.5)

Through system (2.5), we have theorem as follows.

**Theorem 3.1.** We denote that \( Δ_1 = f_1^2 - 8f_2 \), so

(i) If \( Δ_1 > 0 \), System (2.5) has three different equilibrium points, \( (φ_1, η_1) = (0, 0), \quad (φ_2, η_2) = \left(\frac{f_1 + \sqrt{f_1^2 - 8f_2}}{4}, 0\right), \quad (φ_3, η_3) = \left(\frac{-f_1 - \sqrt{f_1^2 - 8f_2}}{4}, 0\right)\);

(ii) If \( Δ_1 = 0 \), System (2.5) has two equilibrium points, \( (φ_1, η_1) = (0, 0), \quad (φ_2, η_2) = (φ_3, η_3) = \left(\frac{-f_1}{4}, 0\right)\);

(iii) If \( Δ_1 < 0 \), System (2.5) has only one real equilibrium points, \( (φ_1, η_1) = (0, 0)\).

We notice that the Jacobian of the linearized system of (2.5) at equilibrium point \( (φ_i, η_i) \) is given by \( J(φ_i, η_i) \). Let \( M(φ_i, η_i) \) be the coefficient matrix of the linearized system of (2.5) at an equilibrium point \( (φ_i, η_i) \). We have

\[
J(0, 0) = \det M(0, 0) = -f_2,
\]

\[
J\left(\frac{-f_1 + \sqrt{f_1^2 - 8f_2}}{4}, 0\right) = \frac{-f_1}{4}(\sqrt{f_1^2 - 8f_2 - f_1}),
\]

\[
J\left(\frac{-f_1 - \sqrt{f_1^2 - 8f_2}}{4}, 0\right) = \frac{-f_1}{4}(\sqrt{f_1^2 - 8f_2 + f_1}),
\]

and

\[
tricem(0, 0) = tricem\left(\frac{-f_1 + \sqrt{f_1^2 - 8f_2}}{4}, 0\right) = tricem\left(\frac{-f_1 - \sqrt{f_1^2 - 8f_2}}{4}, 0\right) = 0.
\]
Remark 3.1. For a system,

\[
\frac{dx}{dt} = \frac{1}{f^2(x)} \frac{\partial H}{\partial y}, \quad \frac{dy}{dt} = -\frac{1}{f^2(x)} \frac{\partial H}{\partial x},
\]

where \( H \) is the first integral of the system above and \( f^2(x) \) is an integral factor. There exist a equilibrium point \((x_0, y_0)\), according to [17], we have

(i) If \( J(x_0, y_0) < 0 \), then the equilibrium point is a saddle point;
(ii) If \( J(x_0, y_0) > 0 \) and \((\text{tr} \cdot M(x_0, y_0))^2 - 4J(x_0, y_0) < 0(> 0)\), then the equilibrium point is a center point (a node point);
(iii) If \( J(x_0, y_0) = 0 \) and the Poincare index of the equilibrium point is 0, then the equilibrium point is a cusp.

Remark 3.2. System (2.5) is a completely integrable system, so any nondegenerate equilibrium point of system (2.5) is either a saddle point or a center. Furthermore,

(i) The saddle point of (2.5) corresponds to a strict maximum of the Hamiltonian function;
(ii) The center of (2.5) corresponds to a strict minimum of the Hamiltonian function.

3.2. Bifurcation of the Phase Portraits of System (2.5)

Based on Hamiltonian function of system (2.5), we denote that 

\[
F(\phi) = \frac{1}{2} \phi^2 + \frac{1}{3} f_1 \phi + \frac{1}{2} f_2, \quad \Delta_1 = f_1^2 - 9 f_2.\]

There are four bifurcation curves in the \((f_1, f_2)\) parameter plane (see Figure 1) as follows

\[
L_1 : f_1^2 - 8 f_2 = 0, \\
L_2 : f_1^2 - 9 f_2 = 0, \\
L_3 : f_1 = 0 (f_2 < 0), \\
L_4 : f_2 = 0,
\]

these curves divide \((f_1, f_2)\) parameter plane into several sections. Let 

\[
h_i = H(\phi_{(i)}, \eta_{(i)}), \quad i = 1, 2, 3, 
\]

for a fixed \( h \), the level curve \( H(\phi, \eta) = h \) determines a set of solution curves of system (2.5), which includes different branches of curves. We compute the type of equilibrium point and compare the value of Hamiltonian function at each equilibrium point of system (2.5) under different regions of parametric spaces in Figure 1. Based on the basic information above, we can describe the orbits of system (2.5) approximately.

(1) Section (I). Parameters condition is \( f_1^2 = 8 f_2 \), and \( f_1 > 0 \), we have \( h_2 < h_1 \) and the system (2.5) have a saddle point at \( (\phi_1, 0) \) and two cusps coincide at \( (\phi_2, 0) \).

(2) Section (II). Parameters condition is \( 8 f_2 < f_1^2 < 9 f_2 \), and \( f_1 > 0 \), we have \( h_2 < h_3 < h_1 \) and the system (2.5) have two saddle points at \( (\phi_{1,3}, 0) \) and a center at \( (\phi_2, 0) \). The curve on the right hand side of saddle point \( (\phi_3, 0) \) defined by \( H(\phi, \eta) = h_3 \) give rise to a homoclinic orbit. The homoclinic orbit is also the limit curve of the family of periodic orbits of (2.5) defined by \( H(\phi, \eta) = h, h \in (h_2, h_3) \).
(3) Section (III). Parameters condition is \( f_1^2 = 9f_2 \), and \( f_1 > 0 \), we have \( h_2 < h_1 = h_3 \) and the system (2.5) have two saddle points at \( (\phi_{1,3},0) \) and a center at \( (\phi_2,0) \). The curve connect \( (\phi_{1,3},0) \) defined by \( H(\phi,\eta) = h_1 \) give rise to two heteroclinic orbits (or so called connecting orbit). The heteroclinic orbits is also the limit curve of the family of periodic orbits of (2.5) defined by \( H(\phi,\eta) = h, h \in (h_2, h_1) \).

(4) Section (IV). Parameters condition is \( f_1^2 > 9f_2 \), and \( f_1 > 0 \), we have \( h_2 < h_1 < h_3 \) and the system (2.5) have two saddle points at \( (\phi_{1,3},0) \) and a center at \( (\phi_2,0) \). The curve on the left hand side of saddle point \( (\phi_1,0) \) defined by \( H(\phi,\eta) = h_2 \) give rise to a homoclinic orbit. The homoclinic orbit is also the limit curve of the family of periodic orbits of (2.5) defined by \( H(\phi,\eta) = h, h \in (h_1, h_2) \).

(5) Section (V). Parameters condition is \( f_2 = 0 \), and \( f_1 > 0 \), we have \( h_1 = h_2 < h_3 \) and the system (2.5) have a saddle point at \( (\phi_3,0) \) and two cusps coincide at origin.

(6) Section (VI). Parameters condition is \( f_2 < 0 \), and \( f_1 > 0 \), we have \( h_1 < h_2 < h_3 \) and the system (2.5) have two saddle points at \( (\phi_{2,3},0) \) and a center at \( (\phi_1,0) \). The curve on the left hand side of saddle point \( (\phi_2,0) \) defined by \( H(\phi,\eta) = h_2 \) give rise to a homoclinic orbit. The homoclinic orbit is also the limit curve of the family of periodic orbits of (2.5) defined by \( H(\phi,\eta) = h, h \in (h_1, h_2) \).

(7) Section (VII). Parameters condition is \( f_1 = 0 \), and \( f_2 < 0 \), we have \( h_1 < h_2 = h_3 \) and the system (2.5) have two saddle points at \( (\phi_{2,3},0) \) and a center at \( (\phi_1,0) \). The curve connect \( (\phi_{2,3},0) \) defined by \( H(\phi,\eta) = h_2 \) give rise to two heteroclinic orbits. These heteroclinic orbits are also the limit curve of the family of periodic orbits of (2.5) defined by \( H(\phi,\eta) = h, h \in (h_1, h_2) \).

(8) Section (VIII). Parameters condition is \( f_1 < 0 \), and \( f_2 < 0 \), we have \( h_1 < h_3 < h_2 \) and the system (2.5) have two saddle points at \( (\phi_{2,3},0) \) and a center at \( (\phi_1,0) \). The curve on the right hand side of saddle point \( (\phi_3,0) \) defined by \( H(\phi,\eta) = h_3 \) give rise to a homoclinic orbit. The homoclinic orbit is also the limit curve of the family of periodic orbits of (2.5) defined by \( H(\phi,\eta) = h, h \in (h_1, h_3) \).

(9) Section (IX). Parameters condition is \( f_2 = 0 \), and \( f_1 < 0 \), we have \( h_1 = h_3 < h_2 \) and the system (2.5) have a saddle point at \( (\phi_2,0) \) and two cusps coincide at origin.

(10) Section (X). Parameters condition is \( f_1^2 > 9f_2 \), and \( f_1 < 0 \), we have \( h_3 < h_1 < h_2 \) and the system (2.5) have two saddle points at \( (\phi_{1,3},0) \) and a center at \( (\phi_3,0) \). The curve on the right hand side of saddle point \( (\phi_1,0) \) defined by \( H(\phi,\eta) = h_1 \) give rise to a homoclinic orbit. The homoclinic orbit is also the limit curve of the family of periodic orbits of (2.5) defined by \( H(\phi,\eta) = h, h \in (h_3, h_1) \).
(11) Section (XI). Parameters condition is $f_2^2 = 9f_2$, and $f_1 < 0$, we have $h_3 < h_1 = h_2$ and the system (2.5) have two saddle points at $(\phi_{1,2}, 0)$ and a center at $(\phi_3, 0)$. The curve connect $(\phi_{1,2}, 0)$ defined by $H(\phi, \eta) = h_1$ give rise to two heteroclinic orbits. The heteroclinic orbits is also the limit curve of the family of periodic orbits of (2.5) defined by $H(\phi, \eta) = h, h \in (h_3, h_1)$.

(12) Section (XII). Parameters condition is $8f_2 < f_2^2 < 9f_2$, and $f_1 < 0$, we have $h_3 < h_2 < h_1$ and the system (2.5) have two saddle points at $(\phi_{1,2}, 0)$ and a center at $(\phi_3, 0)$. The curve on the left hand side of saddle point $(\phi_2, 0)$ defined by $H(\phi, \eta) = h_2$ give rise to a homoclinic orbit. The homoclinic orbit is also the limit curve of the family of periodic orbits of (2.5) defined by $H(\phi, \eta) = h, h \in (h_3, h_2)$.

(13) Section (XIII). Parameters condition is $f_2^2 = 8f_2$, and $f_1 < 0$, we have $h_2 < h_1$ and the system (2.5) have a saddle point at $(\phi_1, 0)$ and two cusps coincide at $(\phi_2, 0)$.

Remark 3.3. According to the qualitative theory of differential equations [18], System (2.5) has only one equilibrium point which is degenerate saddle point at the origin in parametric space under the parameters condition is $f_1 = f_2 = 0$.

We obtain the bifurcation of the phase portraits of system (2.5) in different regions of parametric spaces with maple (see Figure 2).

4. Relationship Between Special Bounded Orbits of System (2.5) and Exact Nonlinear Wave Solutions of System (1.3a)

In this section, we obtain several important wave profiles based on some special phase orbits, such as solitary wave, periodic wave and kink(anti-kink) wave.

4.1. Special bounded orbits of system (2.5) in Figure 2

According to qualitative theory of dynamical system, we suppose that $\phi(\xi)$ is a smooth solution of a system with smoothness for $\xi \in (-\infty, \infty)$ and $\lim_{\xi \to -\infty} \phi(\xi) = \alpha$, $\lim_{\xi \to \infty} \phi(\xi) = \beta$. It is well known that

(i) $\phi(\xi)$ is called a smooth solitary wave solution if $\alpha = \beta$;
(ii) $\phi(\xi)$ is called a smooth kink or anti-kink wave solution if $\alpha \neq \beta$.

Usually a smooth solitary wave solution of partial differential system corresponds to a smooth homoclinic orbit of a traveling wave equation. A smooth kink(anti-kink) wave solution corresponds to a smooth heteroclinic orbit of a traveling wave equation. In some references, a kink wave solution is called a wavefront. Similarly, a periodic wave solution corresponds to a smooth periodic orbit of traveling wave equation.

Through the analysis above, we can obtain some special and important bounded orbits of system (2.5) from Figure 2.

4.1.1. Smooth homoclinic orbit of system (2.5)

Theorem 4.1. From Figure 2, we have that
Figure 2. The Bifurcation phase portraits of the system (2.5). (1)-(4) $f_1 > 0, f_2 > 0$. (1) $f_1^2 = 8f_2$. (2) $8f_2 < f_1^2 < 9f_2$. (3) $f_1^2 = 9f_2$. (4) $f_1^2 > 9f_2$. (5) $f_1 > 0, f_2 = 0$. (6) $f_1 > 0, f_2 < 0$. (7) $f_1 = 0, f_2 < 0$. (8) $f_1 < 0, f_2 < 0$. (9) $f_1 < 0, f_2 = 0$. (10)-(13) $f_1 < 0, f_2 > 0$. (10) $f_1^2 > 9f_2$. (11) $f_1^2 = 9f_2$. (12) $8f_2 < f_1^2 < 9f_2$. (13) $f_1^2 = 8f_2$. 
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Figure 2. Continued

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure2}
\caption{The smooth homoclinic orbit of system (2.5). (1) \( f_1, f_2 \in \text{section (II)} \). (2) \( f_1, f_2 \in \text{section (IV)} \).}
\end{figure}

(i) \( f_1, f_2 \in \text{section (II), section (VIII) and section (X)}, \) system (2.5) has a smooth homoclinic orbit and the curve is on the right hand side of saddle point;

(ii) \( f_1, f_2 \in \text{section (IV), section (VI) and section (XII)}, \) system (2.5) has a smooth homoclinic orbit and the curve is on the left hand side of saddle point.

The smooth homoclinic orbit of system (2.5) under parameters conditions that \( f_1, f_2 \in \text{section (II)} \) and \( f_1, f_2 \in \text{section (IV)} \) shown in Figure 3 respectively. In section 4.2, we determine the profiles and solutions of nonlinear solitary waves from the known portraits of Figure 3.

4.1.2. Smooth heteroclinic orbit of system (2.5)

**Theorem 4.2.** From figure 2, we have that \( f_1, f_2 \in \text{section (III), section (VII) and section (XI)}, \) system (2.6) has a smooth heteroclinic orbit.

The smooth heteroclinic orbit of system (2.5) under parameters conditions that \( f_1, f_2 \in \text{section (III)} \) shown in Figure 4. In section 4.2, we determine the profiles and solutions of nonlinear kink(or anti-kink) waves from the known portraits of Figure 4.
Figure 4. The smooth heteroclinic orbit and the smooth periodic orbit of system (2.6) with \( f_1, f_2 \in \text{section (III)} \).  

4.1.3. Smooth periodic orbit of system (2.5)  

Theorem 4.3. From Figure 2, we have that parameters \( f_1 \) and \( f_2 \) in the sections in which system (2.5) has a center, system (2.5) has a family of smooth periodic orbit.

The smooth periodic orbit of system (2.5) under parameters conditions that \( f_1, f_2 \in \text{section (III)} \) shown in Figure 4. In section 4.2, we determine the profiles and solutions of nonlinear periodic waves from the known portraits of Figure 4.

4.2. Exact Nonlinear Wave Solutions of System (1.3a)  

In this section, we compute and determine the profiles and explicit expressions of nonlinear waves from the known portraits of Figure 3 and Figure 4.

4.2.1. Smooth Solitary Wave of System (1.3a)  

From Figure 3(1), the intersection points of curve defined by \( H(\phi, \eta) = h_3 \) with \( \eta = 0 \) is \( \phi_{a1}, \phi_{b1} \) and \( \phi_{c1} \), with  
\[
\phi_{a1} < \phi_{b1} < \phi_{c1}. \tag{4.1}
\]

Based on the Hamiltonian function of system (2.5), we can get that  
\[
\eta_1 = \pm \sqrt{(\phi - \phi_{a1})^2 (\phi_{b1} - \phi)(\phi_{c1} - \phi)}, \tag{4.2}
\]

by using (4.2) and the first equation of system (2.5), we have  
\[
\pm \int_{\phi}^{\phi_1} \frac{1}{(s - \phi_{a1}) \sqrt{(\phi_{b1} - s)(\phi_{c1} - s)}} \, ds = \int_0^\xi dt, \tag{4.3}
\]

where \( \phi_{a1} < \phi_1 << \phi_{b1} \). From (4.3), we obtain,  
\[
\phi_1 = \phi_{a1} - 2 \frac{(\phi_{a1} - \phi_{b1})(\phi_{a1} - \phi_{c1})}{(\phi_{b1} - \phi_{c1}) \cosh \left( \frac{(\phi_{a1} - \phi_{b1})(\phi_{a1} - \phi_{c1}) \xi}{2 \phi_{a1} - \phi_{b1} - \phi_{c1}} \right) + 2 \phi_{a1} - \phi_{b1} - \phi_{c1}}. \tag{4.4}
\]
By integrating equation (4.4) with respect to $\xi$ once, according to equation (2.1), we have the parametric representation of solitary wave solution of (1.3a) as follows (see Figure 5(1)),

$$w_1 = a(\phi_{a1} - 2 \frac{(\phi_{a1} - \phi_{b1})(\phi_{a1} - \phi_{c1})}{(\phi_{b1} - \phi_{c1}) \cosh \left( \sqrt{(\phi_{a1} - \phi_{b1})(\phi_{a1} - \phi_{c1})\xi} \right) + 2 \phi_{a1} - \phi_{b1} - \phi_{c1}}). \tag{4.5}$$

Similarly, from Figure 3(2), we obtain parametric representation of the smooth solitary wave of (1.3a) as follows (see Figure 5(2)),

$$w_2 = a(\phi_{a2} - 2 \frac{(\phi_{a2} - \phi_{b2})(\phi_{a2} - \phi_{c2})}{(\phi_{b2} - \phi_{c2}) \cosh \left( \sqrt{(\phi_{a2} - \phi_{b2})(\phi_{a2} - \phi_{c2})\xi} \right) + 2 \phi_{a2} - \phi_{b2} - \phi_{c2}}), \tag{4.6}$$

where $\phi_{a2}$, $\phi_{b2}$ and $\phi_{c2}$ are intersection points of curve defined by $H(\phi, \eta) = h_1$ with $\eta = 0$ under parameter $f_1, f_2 \in \text{section (IV)}$, and

$$\phi_{c2} < \phi_{b2} < \phi_{a2}. \tag{4.7}$$

4.2.2. Smooth Kink(or Anti-Kink) Wave of System (1.3a)

From Figure 4, the intersection points of curve defined by $H(\phi, \eta) = h_1$ with $\eta = 0$ is $\phi_{a1}$, $\phi_{a3}$ and $\phi_{b3}$, with

$$\phi_{b3} < \phi_{a3}. \tag{4.8}$$

Based on the Hamiltonian function of system (2.5), we can get that

$$\eta_3 = \pm \sqrt{(\phi_{a3} - \phi)^2(\phi - \phi_{b3})^2}. \tag{4.9}$$

by using (4.9) and the first equation of system (2.5), we have

$$\pm \int_{\phi_3}^\phi \frac{1}{\sqrt{(\phi_{a3} - \phi)^2(\phi - \phi_{b3})^2}} \, ds = \int_0^\xi d\xi, \tag{4.10}$$

where $\phi_{b3} < \phi_3 << \phi_{a3}$.
From (4.10), we obtain,
\[ \phi_3 = \frac{\phi_a3 + \phi_b3}{2} + \frac{\phi_a3 - \phi_b3}{2} \tanh\left(\frac{\phi_a3 - \phi_b3}{4} \xi\right), \] (4.11)
and
\[ \phi_3' = \frac{\phi_a3 + \phi_b3}{2} + \frac{\phi_a3 - \phi_b3}{2} \tanh\left(-\frac{\phi_a3 - \phi_b3}{4} \xi\right). \] (4.12)

By integrating equation (4.11) and (4.12) with respect to \( \xi \) once, according to equation (2.1), we have the parametric representation of kink wave and anti-kink wave solution of (1.3a) as follows (see Figure 6 respectively),
\[ w_3 = a\left(\frac{\phi_a3 + \phi_b3}{2} + \frac{\phi_a3 - \phi_b3}{2} \tanh\left(\frac{\phi_a3 - \phi_b3}{4} \xi\right)\right), \] (4.13)
and
\[ w_3' = a\left(\frac{\phi_a3 + \phi_b3}{2} + \frac{\phi_a3 - \phi_b3}{2} \tanh\left(-\frac{\phi_a3 - \phi_b3}{4} \xi\right)\right). \] (4.14)

Figure 6. (1) Smooth kink wave with \( a=1 \). (2) Smooth anti-kink wave with \( a=1 \).

### 4.2.3. Smooth Periodic Wave of System (1.3a)

From Figure 4, the intersection points of curve defined by defined by \( H(\phi, \eta) = h, h \in (h_2, h_1) \) with \( \eta = 0 \) is \( \phi_{a4}, \phi_{b4}, \phi_{c4} \) and \( \phi_{d4} \) with
\[ \phi_{d4} < \phi_{c4} < \phi_{b4} < \phi_{a4}. \] (4.15)

Based on the Hamiltonian function of system (2.5), we can get that
\[ \eta_4 = \pm \sqrt{(\phi_{a4} - \phi)(\phi_{b4} - \phi)(\phi - \phi_{c4})(\phi - \phi_{d4})}, \] (4.16)
by using (4.16) and the first equation of system (2.5), we have
\[ \pm \int_{\phi_4}^{\phi} \frac{1}{\sqrt{(\phi_{a4} - \phi)(\phi_{b4} - \phi)(\phi - \phi_{c4})(\phi - \phi_{d4})}} d\phi = \int_0^\xi dt, \] (4.17)
where \( \phi_{c4} < \phi_4 << \phi_{b4} \).
From (4.17), we obtain,

$$\phi_4 = \frac{(\phi_{b4} - \phi_{d4})\phi_{c4} - (\phi_{b4} - \phi_{c4})\phi_{d4}sn^2\left(\frac{\xi}{g}, k\right)}{(\phi_{b4} - \phi_{d4}) - (\phi_{b4} - \phi_{c4})sn^2\left(\frac{\xi}{g}, k\right)},$$  \hspace{1cm} (4.18)

where $g = \frac{2}{\sqrt{(\phi_{a4} - \phi_{c4})(\phi_{a4} - \phi_{d4})}}$ and $k = \sqrt{\frac{(\phi_{b4} - \phi_{c4})(\phi_{a4} - \phi_{d4})}{(\phi_{a4} - \phi_{c4})(\phi_{b4} - \phi_{d4})}}$.

By integrating equation (4.18) with respect to $\xi$, according to equation (2.1), we have the parametric representation of periodic wave solution of (1.3a) as follows (see Figure 7),

$$w_4 = a\left(\frac{(\phi_{b4} - \phi_{d4})\phi_{c4} - (\phi_{b4} - \phi_{c4})\phi_{d4}sn^2\left(\frac{\xi}{g}, k\right)}{(\phi_{b4} - \phi_{d4}) - (\phi_{b4} - \phi_{c4})sn^2\left(\frac{\xi}{g}, k\right)}\right).$$  \hspace{1cm} (4.19)

Figure 7. The smooth periodic wave with $h=0.00018$ and $a=1$.

Thus, to summarize, we have the following main results.

**Theorem 4.4.** Through the analysis and computation above, we have

(i) Under parameters $f_1, f_2 \in$ section (II), (VIII) and (X), partial differential equation (1.3a) have a solitary wave of peak type. Under parameters $f_1, f_2 \in$ section (IV), (VI) and (XII), partial differential equation (1.3a) have a solitary wave of valley type.

(ii) Under parameters $f_1, f_2 \in$ section (III), (VII) and (XI), partial differential equation (1.3a) have a Kink (anti-kink) wave.

(iii) Under parameters $f_1, f_2$ in the sections mentioned in theorem above, partial differential equation (1.3a) have a family of periodic wave.

**Remark 4.1.** To sum up, for ease of understanding, we show the wave profiles determined by different phase portraits of system (2.5) (see Figure 8).

5. Conclusion

In this paper, we apply the bifurcation theory method of dynamical systems to find exact traveling wave solutions and their dynamics. We obtain the profiles and solutions of nonlinear waves for a class of (3+1)-dimensional nonlinear equation.
Figure 8. The profiles of wave determined by phase portraits of the system (2.5). (1) Homoclinic orbit to left equilibrium. (2) Solitary wave of peak type. (3) Homoclinic orbit to right equilibrium. (4) Solitary wave of valley type. (5) Smooth periodic orbit and two smooth heteroclinic orbits. (6) Smooth periodic wave. (7) Smooth kink wave. (8) Smooth anti-kink wave.
from known phase portraits of traveling wave equations. We can find that system (2.5) has not singular property and new waves for singular nonlinear traveling wave equations were not arised in this paper.

In fact, nonlinear wave phenomena are of great importance in the physical world and have been for a long time a challenging topic of research for both pure and applied mathematicians. There are numerous nonlinear evolution equations for which we need to analyze the properties of the solutions for time evolution of the systems. The investigation of the traveling wave solutions to nonlinear evolution equations plays an important role in the mathematical physics.

To find exact traveling wave solutions for a given nonlinear wave system, since 1970’s, a lot of methods have been developed such as the inverse scattering method, Darboux transformation method, Hirota bilinear method, algebraic geometric method, et al. Usually, the mathematical modeling of important phenomena arising in physics and biology often leads to integrable nonlinear wave equations. Generally, their traveling systems are ordinary differential equations. The studies of solitons and complete integrability of nonlinear wave equations and bifurcations, chaos of dynamical systems are two very active fields in nonlinear science [7–9]. A homoclinic orbit of a traveling wave system corresponds to a solitary wave solution of a nonlinear wave equation, while a heteroclinic orbit of a traveling wave system corresponds to a kink wave solution of a nonlinear wave equation. These relationships provide intersection points for the above two study fields. To consider traveling wave solutions of a partial differential equation, the essential work is to investigate the dynamical behavior of the corresponding ordinary differential equations (travelling wave systems) [7–9]. Therefore, the theory and method of dynamical systems play the pivotal role in the qualitative study of traveling wave solutions.

Acknowledgements

The research project is supported by National Natural Science Foundation of China (11372014, 11072007, 11290152 and 11072008) and also supported by Beijing Natural Science Foundation (1172002, 1122001), the International Science and Technology Cooperation Program of China (2014DFR61080), the Funding Project for Academic Human Resources Development in Institutions of Higher Learning under the Jurisdiction of Beijing Municipality (PHRHLB), the Research Fund for the Doctoral Program of Higher Education of China (20131103120027), Beijing Key Laboratory on Nonlinear Vibrations and Strength of Mechanical Structures, College of Mechanical Engineering, Beijing University of Technology, Beijing 100124, China. All authors wish to thank professor Jibin Li for many valuable suggestions for this paper.

References

[1] A. M Abourabia and A. M Morad, Exact traveling wave solutions of the van der Waals normal form for fluidized granular matter, Physica A, 2015, 437, 333–350.

[2] M. Alquran and A. Qawasmeh, Soliton solutions of shallow water wave equations by means of $G'/G$ expansion method, J. Appl. Anal. Comput., 2014, 4(3), 221–229.
[3] X. Geng, C. Cao and H. Dai, *Quasi-periodic solutions for some (2+1)-dimensional integrable models generated by the Jaulent-Miodek hierarchy*, Journal of Physics A: Mathematical and General, 2001, 34(5), 989–1004.

[4] X. Geng and Y. Ma, *N-soliton solution and its Wronskian form of a (3+1)-dimensional nonlinear evolution equation*, Phys. Lett. A, 2007, 369(4), 285–289.

[5] W. Hereman and A. Nuseir, *Symbolic methods to construct exact solutions of nonlinear partial differential equations*, Math. Comput. Simulation, 1997, 43(1), 13–27.

[6] R. Hirota, *The direct method in soliton theory*, Cambridge University Press, Cambridge, 2004.

[7] J. Li and F. Chen, *Exact travelling wave solutions and their dynamical behavior for a class coupled nonlinear wave equations*, Discrete Cont. Dyn. Sys., Series B, 2013, 18(1), 163–172.

[8] J. Li and G. Chen, *On a class of singular nonlinear traveling wave equations*, Int. J. Bifur. Chaos, 2007, 17(11), 4049–4065.

[9] J. Li and T. He, *Exact traveling wave solutions and bifurcations in a nonlinear elastic rod equation*, Acta Math. Appl. Sin., English Seris, 2010, 26(2), 283–306.

[10] X. Li, J. Han and F. Wang, *The extended Riccati equation method for traveling wave solutions of ZK equation*, J. Appl. Anal. Comput., 2012, 2(4), 423–430.

[11] G. Lin, *Traveling wave solutions for integro-difference systems*, J. Differential Equations, 2015, 258, 2908–2940.

[12] A. Qawasmeh and M. Alquran, *Soliton and Periodic Solutions for (2+1)-Dimensional Dispersive Long Water-Wave System*, Appl. Math. Sci., 2014, 8(50), 2455–2463.

[13] T. Rehman, G. Gambino and S. Roy Choudhury, *Smooth and non-smooth traveling wave solutions of some generalized Camassa-Holm equations*, Commun. Nonlinear Sci. Numer. Simul., 2014, 19, 1746–1769.

[14] A. M Wazwaz, *Multiple kink solutions and multiple singular kink solutions for (2+1)-dimensional nonlinear models generated by the Jaulent-Miodek hierarchy*, Phys. Lett. A, 2009, 373(21), 1844–1846.

[15] A. M Wazwaz, *Multiple soliton solutions for some (3+1)-dimensional nonlinear models generated by the Jaulent-Miodek hierarchy*, Appl. Math. Lett., 2012, 25, 1936–1940.

[16] J. Wu, *N-soliton solution, generalized double Wronskian determinant solution and rational solution for a (2+1)-dimensional nonlinear evolution equation*, Phys. Lett. A, 2008, 373(1), 83–88.

[17] K. Zhang and J. Han, *Bifurcations of traveling wave solutions for the (2+1)-dimensional generalized asymmetric Nizhnik-Novikov-Veselov equation*, Appl. Math. Comput., 2015, 251, 108–117.

[18] Z. Zhang, T. Ding, W. Huang and Z. Dong, *Qualitative theory of differential equations*, Science Press, Beijing, 1985.

[19] G. Zhao and S. Ruan, *Time periodic traveling wave solutions for periodic advection-reaction-diffusion systems*, J. Differential Equations, 2014, 257, 1078–1147.