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Abstract

In the attention-deficit hyperactivity disorder (ADHD) study, children are prescribed different stimulant medications. The height measurements are recorded longitudinally along with the medication time. Differences among the patients are captured by the parameters suggested the Superimposition by Translation and Rotation (SITAR) model using three subject-specific parameters to estimate their deviation from the mean growth curve. In this paper, we generalize the SITAR model in a Bayesian way with time-invariant covariates. The time-invariant model allows us to predict latent growth factors. Since patients suffer from a common disease, they usually exhibit a similar pattern, and it is natural to build a nonlinear model that is shaped invariant. The model is semi-parametric, where the population time curve is modeled with a natural cubic spline. The original shape invariant growth curve model, motivated by epidemiological research on the evolution of pubertal heights over time, fits the underlying shape function for height over age and estimates subject-specific deviations from this curve in terms of size, tempo, and velocity using maximum likelihood. The usefulness of the model is illustrated in the attention deficit hyperactivity disorder (ADHD) study. Further, we demonstrated the effect of stimulant medications on pubertal growth by gender.
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Introduction

The analysis of childhood growth curves has played a vital role in estimating the growth trajectory of populations as well as identifying critical factors corresponding to various shapes of those trajectories, such as sex. Indeed, early origins of growth curve modeling utilized cross-sectional growth curves, in which the population data were used to derive the growth patterns for various age and gender groups. The two widely known references of using cross-sectional data are the CDC growth chart Kuczmarski [1] and WHO growth standards Organization [2], which are mainstays in clinical care. More recently, growth curve analyses based on longitudinal data have allowed more accurate identification of growth patterns, since the longitudinal data allows incorporating within- and between-subject effects simultaneously Willemesen et al. [3]. Earlier work fitted growth curves based on one of two parametric assumptions, namely logarithmic or exponential. Logarithmic curves assume a quick growth increase at the beginning, but the gains slowly disappear as time passes. Logarithmic growth curves broadly applied in bacterial growth Zwietering & Barry [4,5], biodegradation Schmidt et al. [6] fitness and strength training and learning ability. By contrast, the exponential curve assumes that growth is slower at the beginning with gains that are more rapid over time. Karlberg [7] explained growth curve modeling through exponential curves. Jenss [8] proposed a different model adding a linear term which was fitted by Berkey [9] and found a poor fit of the data based on the systematic variation of the residual Beath [10].

Moreover, Berkey [11] also analyzed the model proposed by Count Earl [12] and found an exponential model as a better model. Different parametric growth curve models were proposed over the last two decades, such as the linear model, reciprocal model, logistic model, Gompertz model, and the Weibull model. Milani & Wingerd [13,14] explored other approaches of growth curves and found a poor fit. Wishart [15] explained growth data analysis using polynomial regression. One limitation of polynomial regression is that it requires a higher degree of polynomial to provide an adequate fit with the resulting coefficients without having any significant interpretation. Alternative approaches to analyze growth curve data were...
proposed by Geva, Ong, Newell & Rao [16-19]. Nonparametric models using regression splines to model the underlying shape function have been shown to decrease bias, thereby improving the estimation of subject-specific effects Viele et al. [20]. Furthermore, regression splines, such as natural splines, have been shown to provide a better-localized fit to the mean response, compared to global polynomials Lambert et al. [21]. Equally important to finding an appropriate model to depict growth patterns is understanding the risk factors that contribute to adverse growth.

The growth model is essential for designing an intervention trial or increase public health awareness surrounding potential benefits and adverse effects of various environmental exposures and growth patterns. Further- more, having interpretable estimates for growth characteristics, such as peak height velocity, can ameliorate confounding in epidemiologic studies. Simpkin et al. [22]. Other examples, which have motivated statistical developments ranging from hierarchical linear models to multivariate analysis methods, include psychological change over time Hertzog [23], cardiovascular study Llabre et al. [24], associations between adolescent moderate-vigorous physical activity and depressive symptoms in young adulthood Brunet et al. [25], associations among the timing of sexual victimization and timing of drinking behavior Griffin et al. [26], examine longitudinal associations among cognition, function, and depression in Alzheimer’s Disease patients Zahodne et al. [27], describing the change in personality trait Jackson et al. [28] In recent years, shape invariant modeling (SIM) has become an active area of research for nonparametric growth curve modeling, where a single function (or curve) is transformed by scaling and shifting it to fit each subject usually through affine transformations. Lawton et al. [29], Who first proposed SIM called it self-modeling regression; in their approach, the function for the underlying shape illustrated for various parametric functions. Later, Beath [10] developed a model to explain longitudinal growth patterns and extended the SIM to include time-dependent covariates. Cole et al. [30] extended the model by changing the sign of the velocity parameter and named it STAR (Superimposition by Translation and Rotation). As a type of SIM, the regression spline expressed as a basis function consisting of a different set of knots; the resulting structure fitted as a nonlinear mixed-effects model and parameters typically estimated using maximum likelihood. This allows estimating the parameters for the between-subjects variation. Based on the underlying pattern of the data, various shape invariant models have proposed.

Bayesian growth curve modeling have also seen similar progress with many applications to real datasets as well as longitudinal growth datasets Barry [5], Arjas et al. [31-34]. One of the main advantages of a Bayesian approach is that it generates the uncertainty estimates [i.e., the estimate for the variance] for all unknown parameters naturally since each parameter explained by a probability distribution. Other advantages include the use of prior probability distributions to assimilate information from previous studies or expert’s opinion and allows to control confounding; having posterior probabilities as easily interpretable alternatives to p-values; in hierarchical modeling, incorporating latent variables such as an individual’s true disease status in the presence of a diagnostic error. Moreover, MCMC methodology facilitates the implementation of Bayesian analyses of complex data sets containing missing observations and multidimensional outcomes Dunson et al. [32]. Due to this flexibility and better prediction of the exposure-outcome relation- ship, researchers are becoming more interested in Bayesian modeling. Notable work in Bayesian growth curve modeling includes the multivariate extension by Willemsen et al. [3] the original SIM model.

A brief outline of the paper is as follows. In Section 2, a short description of the original SIM model and the interpretation of various model parameters provided. Section 3 described the Bayesian implementation of the SIM model with and without subject-specific covariates, and also the DAG representations of these models. Part 4 illustrated the MCMC implementation, the specification for the prior distributions; the full conditional distribution and the posterior distribution for each model parameter; and how the assessment of model performance. The full derivation of posterior distributions given in the Appendix. Applications with real data provided in Section 5 and the Final Section includes the discussion and some proposals to the future extension.

Shape Invariant Model (SIM)

Shape invariant model (SIM) is a non-parametric model where a single function is transformed by shifting and scaling to fit each subject. In SIM a regression spline is used as the function, with log transformation of the data. For this study we followed the notation from Beath [10], the SIM model can be expressed as:

\[ y_{ij} = \gamma_{ij} + h(\frac{y_{ij} - \gamma_a}{\exp(-\gamma_s)}) + \epsilon_{ij} \]

Here, the \( y_{ij} \) is the growth measure of \( i \) child at the \( j \) time points which corresponds to age (in years) in our motivating example. Subject-specific coefficients \( \gamma = (\gamma_\theta, \gamma_\phi, \gamma_a) \) enable each individual’s growth trajectory to be aligned to a common growth curve, \( h(\cdot) \), via transformations to the \( x \)- and \( y \)-axes. In this formulation, we will estimate \( h(\cdot) \) using a spline function and let \( \epsilon_{ij} \) be measurement error. The goal is to estimate the subject-specific vector \( \gamma \) such that the corresponding individual growth curve from deviations from the average curve \( h(\cdot) \). Following previously described work by Cole and others in equation (1), \( \gamma_a \) is termed as Size. \( \gamma_a \) can also be interpreted as subject-specific shift up or down in the spline curve along the response axis. \( \gamma_a \) is a random intercept term; when the response measure is height, \( \gamma_a \) is larger for taller children and smaller for shorter children. \( \gamma_\theta \) termed Tempo, which is a random time intercept and corresponds to differences in the timing of the growth spurt. This subject-specific left-right shift in the growth curve positive for late puberty and negative for early. The scaling factor within the spline function, \( \gamma_\phi \) is termed Velocity and corresponds to differences in the duration of the growth spurt between individuals. The Velocity parameter shrinks or stretches the time scale [30].
Bayesian implementation of shape invariant model

The above SIM model presented in equation (1) can be written with basis representation as follows.

\[ y_i = y_{i2} + Z_i^T \beta_{y_{i2}} + s_i; \quad i = 1,...,N, \text{ and } j = 1,...,T_i = 1 \]

Where,

\[ Z_i = B(\exp(\gamma_i)(t_i - \gamma_0)) \]

\[ \gamma_i = (\gamma_{i1}, \gamma_{i2}, \gamma_{i3}), \gamma_i \sim N_i(0, \Sigma), \text{ and } s_i \sim N(0, \sigma^2) \]

\( Z_i \) is the basis of the natural cubic spline, evaluated at \((\exp(\gamma_i)(t_i - \gamma_0))\). Thus, \( Z_i \) is a vector of length \( \kappa + 2 \), and \( \beta \) is the regression coefficient vector of same length. Subject-specific \( \gamma_i \) is assumed to have multivariate normal of order 3 with 0 mean vector and \( \Sigma \), variance-covariance matrix. We assume that \( s_i \) is independently normally distributed with mean 0 and variance \( \sigma^2 \), and also independent of \( \gamma_i \). The other distributions for \( s_i \) such as Student’s-t can also be considered depending on the type of growth data.

With subject-specific covariates: In many growth curves analyses, the needs for the inclusion of covariates for better predictability, as well as for better explanation of growth mechanisms are essential. For example, it may be of interest to know how the gender difference affects the growth patterns, or how the medication at early age for a specific disease condition affects the growth at later ages specifically by size, tempo, and velocity. The subject-specific covariates can be included in the model specified for \( \gamma_i \) with a non-zero mean vector. If we assume \((p-1)\) subject-specific covariates, the mean and the variance of \( \gamma_i \) becomes,

\[ \gamma_i \sim N_i(AX_i, \Sigma) \]

where,

\[ X_i = (x_{i1}, x_{i2}, ..., x_{ip}) \]

\[ \Sigma = \Sigma_1 \]

The first column of the regression coefficient matrix \( A \) is for the intercept, and the remaining columns are for each \((p-1)\) covariate coefficients. Similarly, the first column of the design matrix \( X \) contains the value 1. Directed acyclic graph (DAG): DAG is a graphical representation of a hierarchical model that shows how the observed data and the unobserved parameters are conditionally dependent on each other (Figure 1). In the graph, the circle indicates the stochastic node (or, the unobserved parameters that need to be estimated), and the rectangle indicates observed data or the hyper-parameters where they were assigned to fixed values apriori (Figure 1A). When the Bayesian hierarchical model has a complex dependency structure, DAG helps in better visualization of the model as a whole, and the derivation of the posterior distribution for each stochastic node. (Figure 2) shows the DAG of the SIM model without covariates (a), and with subject-specific covariates (b) (Figure 2A).

**Figure 1:** Schematic representation of shape invariant model with Horizontal shift (\( \gamma_1 \)), vertical shift(\( \gamma_2 \)) and stretch(\( \gamma_3 \))

**Figure 1A:** Normality assumption of the subject-specific parameter for the subject-specific parameters (a) \( \gamma_1 \) (b) \( \gamma_2 \) and (c) \( \gamma_3 \). The Q-Q plot indicates the normality assumption is satisfied.
Figure 2: Graphical representation of the model without (a). and with subject-specific covariates (b). The subject specific covariates are shown in red.

Figure 2A: Trace plot for the subject-specific parameters (a) $\gamma_1$ (b) $\gamma_2$ and (c) $\gamma_3$. Trace plot indicates the convergence of the model parameters. We randomly selected a person and checked the trace plot, which indicates the model parameters converged.

**MCMC implementation**

**Prior distributions:** The prior distribution for all model parameters is assumed to be independent apriori and follow uninformative flat probability distribution in general. The residual variance was assumed to follow an inverse gamma distribution with fixed shape and scale parameters such that $\sigma^2 \sim IG(0.001, 0.001)$. Alternative prior distributions for the residual variance parameter can also be used following Gelman [35]. For covariate coefficients and basis coefficient, we have assumed $\alpha \sim N(0, 1000)$ and $\beta \sim N(0, 1000)$, respectively. The vector $\alpha$ was defined after stacking the $A$ matrix. The variance-covariance matrix for $\gamma_i$ is assumed to follow an inverse Wishart distribution with 3 degree of freedom and 0.01 scale parameter, $\Sigma_\gamma \sim IW(3, 0.01)$.

**Full conditional distributions:** In Bayesian framework the joint posterior distribution is proportional to the product of the likelihood function and the prior distributions. Therefore, the full posterior distribution for the model in (2) with subject-specific covariates is as follows:

$$
p(\alpha, \beta, \sigma^2, \gamma, \Sigma | \gamma_0) \propto \prod_i N(y_i | \gamma_0 + \frac{x_i^T \beta}{\sigma}, \sigma^2) \prod_k N(k_i | 0, \sigma_k^2) \times IG(\sigma^2 | \sigma_0^2, 2) \times IW(\Sigma | \delta, \psi)
$$

We follow the block update procedures in MCMC iterations whenever the posterior distribution has a standard form. It improves the convergence and mixing as well, and also saves computational time. Following the Gibbs sampling procedure, the updates for each parameter are as shown below. For the sake of simplicity, covariate effects and subject-specific notation (i) are omitted for portions of the updates.

**Updating $\alpha$:**

$$
p(\alpha | \beta, \sigma^2, \gamma, \Sigma, y) \propto N(\overline{X}^T \otimes \Sigma_i^{-1} + I_{m_i} \sigma_i^2}_{(3.1)}
$$
Where, $\sum_c = [X'X \otimes \Sigma^2 + \Sigma^2 I_n]$ and $\gamma_{vec}$ is a vector of stacked $\gamma'$.

Updating $\beta$:

$$p(\beta | \alpha, \sigma^2, \gamma, \Sigma, y) \propto N(\sigma^2 \sum_{\beta} Z' Z (y - \gamma), \sigma^2 Z' Z + \sigma^2 I_{k+2})$$

Where, $\sum_{\beta} = [\sigma^2 Z' Z + \sigma^2 I_{k+2}]$

Updating $\sigma^2$:

$$p(\sigma^2 | \alpha, \beta, \gamma, \Sigma, y) \propto \text{Inverse Gamma} \left( \frac{\gamma_{vec} - \sum_{\beta} Z' Z (y - \gamma)}{1 + \alpha}, \frac{1}{1 + \alpha} \right)$$

where, $\delta$ is degrees of freedom and $\psi$ is the scale matrix.

Updating $\Sigma$ (without covariate)

$$p(\Sigma | \alpha, \beta, \gamma, \sigma^2, y) \propto \text{Inverse Wishart} \left( \delta + n, (\psi^{-1} + y'y)^{-1} \right)$$

where, $\delta$ is degrees of freedom and $\psi$ is the scale matrix.

Updating $\Sigma$ (with covariate)

$$p(\Sigma | \alpha, \beta, \gamma, \sigma^2, y) \propto \text{Inverse Wishart} \left( \delta + n, (\psi^{-1} + y'y)^{-1} \right)$$

where, $\gamma_i, \delta, \alpha, \beta, \sigma^2, \Sigma, N(\gamma_i | \alpha \Sigma, \Sigma)$, and $N(y_i | \gamma_i + R \exp(\gamma_i K_{x_i} + \gamma_i), \Sigma)$.

Moreover, for the full conditional of the subject-specific parameter, $\gamma$ is given by,

For updating $\gamma$, we used a random walk Metropolis-Hastings (M-H) algorithm to generate posterior samples for subject-specific effect. The candidate samples are generated from multivariate Student’s-t distribution with 5 degrees of freedom and mean at the current value. The variance parameter of multivariate Student’s-t was appropriately tuned to ensure that the acceptance rate of candidate samples to posterior samples in M-H step is around 20-30%.

**Convergence, mixing, and identifiability**

Before summarizing the MCMC samples (or, posterior samples) as posterior mean, median, or highest posterior region, it is essential to check that the posterior samples for each parameter are converging, mixing well, and has less auto-correlation. The convergence of MCMC samples indicates how close we are to the actual posterior distribution and mixing suggests how well the parameter space explored. There are different ways of checking these, namely, trace plot, autocorrelation plot, QQ plot, Brooks plot, Gelman-Rubin test, etc. A simple exploration of the trace plot gives an insight into the characteristics of the MCMC samples. Trace plots are produced for each parameter and checked whether different starting values led to better mixing and convergence, saving the computational time as well.

The SIM model requires to specify the Spline function with a specific number of knots. We used both B-spline and the natural cubic spline functions for checking their relative performances. As for specifying the number of knots, we used five equally spaced knots for both spline function, three interior and two exteriors. The number of knots was determined based on a compromise between optimizing a fit criterion and the computational burden of the prior distributions specified according to Section 4.1. The MCMC implementation followed a block update procedure with a mix of Gibbs and M-H algorithm. In an application, the inverse-Wishart distribution for the posterior distribution for $\Sigma$ redefined as a scaled inverse-Wishart distribution for correct estimation of correlation matrix as well as for quick convergence.

We ran multiple chains with a relatively more extended burn-in period. The model runs for 500,000 iterations with 90% burn-in samples. Then we have 50,000 samples for posterior inference. We further reduced the posterior samples to size 5,000 after thinning by parameter 10 for lowering the autocorrelation in posterior samples. All the results reported in this manuscript derived from these 5,000 posterior samples. Convergence was checked by examining the trace plot of the posterior samples for each parameter and by using the Gelman [36] test. We have also checked the autocorrelation from the autocorrelation plot, and it showed a much faster rate of decreasing towards zero with the increasing lag values. The variance-covariance matrix of the proposal density in the M-H algorithm was tuned accordingly so that the acceptance rate was approximately 20%.

Mixing well of posterior samples is a valuable property to ensure that there is no specific trend in posterior samples among the parameters, and they are independent as much as possible. We randomly selected three patients and their posterior samples for a horizontal shift ($\gamma_1$) and stretch ($\gamma_3$) parameters plotted in (Figure 3). The plot shows there is no specific trend in posterior samples for these two parameters, and they scattered around the center, indicating low correlation (Figure 3A).

![Figure 3: Contour plot of posterior samples for horizontal shift ($\gamma_1$) and stretch ($\gamma_3$) parameters for randomly selected three patients.](image-url)
ADHD children data

Longitudinal data from retrospective chart review for heights and weights for 197 ADHD (Attention-deficit Hyperactivity Disorder) children who visited community-based pediatric primary care practices in Cincinnati (Ohio, USA) collected. The children were in the age range: 5-16 years, and under stimulant medications to effectively reduce symptoms of ADHD. The objective of the original study was to evaluate how the age at start of stimulant medication may have impacted child growth trajectories. The original ADHD data had 6,134-time points recorded on 197 patients, among them only 3084 height measures were available for the analysis. The longitudinal study design is appeared to be unbalanced. The study enrolled 138 males (70%). For the 197 unique patients the age range was (5.02, 16.76) with the mean age 9.3 years, and the height range (76.2, 183.2) with the mean height 134.4cm. Each patient has prescribed a stimulant medication at a certain visit. The mean age at stimulant medication start was 7.9 years and ranged from 4.2 to 12.3 years. Descriptive statistics of the ADHD patient data is shown in (Table 1).

Table 1: Descriptive statistics of the ADHD patient data.

| Variable                        | Min | 1st.Q | Median | Mean  | 3rd.Q | Max  | SD   |
|---------------------------------|-----|-------|--------|-------|-------|------|------|
| Age                             | 5   | 8     | 9.86   | 9.83  | 11.59 | 15.96| 2.52 |
| Height                          | 76.2| 122.6 | 134.6  | 134.4 | 147.3 | 183.2| 18.86|
| Weight                          | 9.072| 21.32 | 28.12  | 31.71 | 38.33 | 114.3| 31.51|
| Start age of stimulant medication | 4.17| 6.75  | 7.86   | 7.949 | 9.12  | 12.33| 1.6  |

The height data were analyzed using Bayesian shape invariant growth curve model (equation 2) with and without covariates such that all individuals are assumed to have the same under-lying shape of the growth curve, subject to three simple transformations. This mean curve is estimated along with three subject-specific parameters termed size, tempo, and velocity that transform the mean curve to fit individual growth curves. The size parameter for each child shifts the fitted curve up/down, reflecting differences in size; the tempo parameter shifts it left/right, reflecting differences in puberty timing; and the velocity parameter stretches/shrinks the underlying age scale to make the curve shallower/steeper, reflecting differences in growth rate. The model fits the mean growth curve as a fixed effect natural cubic spline with specified degrees of freedom, and the parameters size, tempo, and velocity are estimated as subject-specific random effects. The models were found to fit better after log-transforming age, and the resulting coefficients can be multiplied by 100 and viewed as percentage differences. Figure 4 shows the height, shown (left) plotted as growth curves illustrating the sparsity of the ADHD patient data during puberty. We used different colors to separate the growth curves and the right plot indicates the plots after adjustment (Figure 4).
Looking at the individual curves, some children are consistently taller than average, and others always shorter (Figure 4A). Also, some start relatively early and become taller, while others do the opposite. Besides, all the children have a time when they grow appreciably faster than before or after called a pubertal growth spurt, and the timing of the spurt varies between 11 and 14 years. The shape invariant mean growth curve is estimated by taking the adjusted curves and fitting a natural cubic spline through them and shown in Table 2. The mean height velocity curve for male and female, calculated as the first derivative of the mean curve, is also shown in the Appendix. In general, a shift on the log scale translates to scaling on the original size. So, a left-right change on the log age scale corresponds to a shrinking-stretching on the age scale. Thus, for the log age model, the age scale can be viewed as elastic and fixed at zero, with the range shrunk for early puberty and stretched for later puberty. (Table 2) summarizes these effects, confirming that, for male children without medication were on average taller, later into adolescence, and less growing than earlier with medication children. The apparent exception is for girls’ height, where the tempo effect (corresponding to age at peak weight velocity) was slightly first for medicated children. The velocity effect was dramatic, with growth in 1% faster for girls and 3% slower for males. It reflects a shape invariant model’s attempt to reconcile materially different curve shapes in the two groups (Table 3). The mean growth curve for male and female and age at peak height is shown as a dashed vertical line in appendix A.4, and Subject-specific posterior mean estimates of $\gamma$ with 95% credible interval is shown in appendix plot A.5.

Figure 4: Age and Height curve data before and after adjustment.

Figure 4A: we plotted the mean growth curve for Male and Female. The mean age at peak height is shown as a dashed vertical line. Mean growth curve plot indicates the mean growth difference between male and female after adjusting for age at first medication.
Table 2: Mean parameter estimates without and with covariate.

|               | Without Covariate | With Covariate |
|---------------|-------------------|----------------|
|               | Male              | Female         | Male           | Female         |
| Size (inch)   | 35.96             | 35             | 35.72          | 35.63          |
| Tempo         | 2.2               | 0.48           | 2.33           | 0.47           |
| Velocity      | -0.15             | 0.16           | -0.18          | 0.17           |

Table 3: Comparisons between growth parameters derived without and with age at first medication data, sexes combined.

|            | Without Covariate | With Covariate |
|------------|-------------------|----------------|
| Residual SD| 0.48              | 0.47           |
| SD of size | 3.55              | 3.24           |
| SD of tempo| 1.27              | 1.13           |
| SD of velocity | 0.11      | 0.1            |

Figure 5: Mean growth curve with velocity for male(left) and female(right). Here the dotted vertical line indicates the velocity before adjusting for age at first medication variable and the red line indicates the mean growth curve after adjusting for the age at first medication variable.

The results of the models are affected by medication status. The mean age at a peak velocity of height is shown in Figure 5. Without medication, the age at peak velocity (APV) is 13.35 for males and 11.50 for females. With medication, the age at peak velocity (APV) changed to 13.26 for males and 11.51 for females, respectively. APV is marked by the vertical dotted line in the plots. The mean peak velocity of height without medication is 3.65 and 3.20cm/year for males and females, respectively, whereas the peak velocity changed to 3.68 and 3.27cm/year for males and females. Figure 5 shows age at peak velocity and peak velocity of the height data by sex for ADHD patients with and without medication status, illustrating the sparsity of the ADHD data during puberty.

Table 4: Comparisons between growth models with and without covariates.

| Model             | Natural Cubic Spline | Basis Spline |
|-------------------|----------------------|--------------|
| Without Covariate | 19430.39             | 24718.74     |
| With Covariate    | 12523.75             | 24693.43     |

Table 4 shows the fit of the models, in terms of the residual standard deviations (RSDs) and the SDs of the random effects, without and with age at first medication. In the without medication models, the RSD for height was more substantial than with the medication model for both sexes. Compared with without prescription, the tempo SD and the velocity SD are smaller in with the medication model. The results for the without and with medication models in Table 4 are broadly similar, showing that additional covariate effect on fit. It slightly reduced the RSD for height growth.

Correlating the random effects in the without medication models with those in the with medication models indicates that adding medication status increases the correlation between size and tempo for the male and female increase from 0.60 to 0.65 in boys and 0.31 to 0.33 in girls indicating improved estimates. The association between tempo and growth rate decrease 6% for male and 1% for female. Comparison of shape invariant tempo (the age they grow fast), Table 5 shows the correlations in the boys and girls.
between the measures of puberty timing and the shape invariant parameters from the with and without age at first medication models. As a result, faster growth is associated with early puberty and hence a shorter growth spurt (Table 5).

Table 5: Correlations of shape invariant parameters with puberty timing as obtained from the with and without Covariate.

| Without Covariate | With Covariate |
|-------------------|---------------|
| **Male**          | **Female**    |
| Size | Tempo | Velocity | Size | Tempo | Velocity |
| Size | 1     | 0.6      | 0.32 | 1     | 0.31     | 0.3      |
| Tempo | 0.6   | -0.37    | 1    | 0.3   | -0.57    |
| Velocity | 0.32 | 1      |
| **Male** | **Female** |
| Size | 1     | 0.65     | 0.3  | 1     | 0.33     | 0.34     |
| Tempo | 0.65  | 1        | -0.43 | 0.33 | 1        | -0.58    |
| Velocity | 0.3   | -0.43    |

Model selection

We implemented both the original SIM model and the Bayesian SIM model on the ADHD data. Two spline functions, B-spline and natural cubic spline used in the Bayesian SIM model. In all spline functions, five knots used. We checked the DIC values for the two spline functions for the Bayesian SIM model to test the model adequacy. Smaller the DIC is indicative of a parsimonious model. It appeared that the Bayesian SIM model with a natural cubic spline was performing better in both of these criteria (Table 4).

Discussion

We have extended the SITAR model of Cole et al. [30] and incorporated the time-invariant covariate to analyze longitudinal growth curve data Stoe et al. [37]. The proposed model ensures that an individual’s response curve adjusted to a standard shape curve, and that is a particular individual’s response curve is some simple transformation of the usual shape curve. The model is semi-parametric when the population growth curve is modeled with a penalized regression spline. This model is useful in explaining subject-specific deviations in terms of size, tempo, and velocity from the underlying shape curve. This model estimates the standard error for estimates of subject-specific deviations for size, tempo, and velocity from the posterior samples for the subject-specific parameter (γ). Our model is flexible to assimilate information from previous studies or expert’s opinions by specifying informative prior distributions. We implemented the model using different (e.g., Basis spline, natural cubic spline) spline functions and with an optimum number of knots on attention-deficit hyperactivity disorder data with and without time-invariant covariates to identify the effect of stimulant treatment on a growth spur of children. We observed that our model with natural cubic spline function and time-invariant covariates has a better predictive ability. In our future works, we plan to extend the Bayesian SIM model in finding clustering patterns in shape invariant parameters (γ), size (γ), and velocity (γ). In many applications of shape invariant models in growth curve modeling, finding the group of subjects with similar growth patterns in terms of size, tempo, and velocity have real significance. Another extension can include but not limited to extending the model to free knot natural cubic spline, where we will utilize the Bayesian adaptive regression spline (BARS). It was shown earlier that BARS provides a parsimonious fit DiMatteo et al. [38].
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