The Consistency of the CUSUM-Type Estimator of the Change-Point and Its Application
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Abstract: In this paper, we investigate the CUSUM-type estimator of mean change-point models based on $m$-asymptotically almost negatively associated ($m$-AANA) sequences. The family of $m$-AANA sequences contains AANA, NA, $m$-NA, and independent sequences as special cases. Under some weak conditions, some convergence rates are obtained such as $O_P(n^{1/p-1})$, $O_P(n^{1/p-1} \log^{1/p} n)$ and $O_P(n^{-\alpha -1})$, where $0 \leq \alpha < 1$ and $1 < p \leq 2$. Our rates are better than the ones obtained by Kokoszka and Leipus (Stat. Probab. Lett., 1998, 40, 385–393). In order to illustrate our results, we do perform simulations based on $m$-AANA sequences. As important applications, we use the CUSUM-type estimator to do the change-point analysis based on three real data such as Quebec temperature, Nile flow, and stock returns for Tesla. Some potential applications to change-point models in finance and economics are also discussed in this paper.
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1. Introduction

Change-point problems originally arose in the context of quality control, where one typically observes the output of a production line and would wish to signal deviation from an acceptable level while observing the data. The change-point problems may be changes of the mean, variance, and other parameters. Therefore, detecting a change-point and estimating its location are both very important in data processing, modeling, estimation, and inference. The cumulative sum (CUSUM) method is a popular method to solve this problem; see Csörgő and Horváth [1] and Shiryaev [2], and among others. In this paper, we consider the mean change-point models, which can be applied in many fields. For example, investors pay attention to the mean changes of the economic growth rate, consumption level, exchange rate, stock returns, and so on. Therefore, we consider the mean change-point models in this paper. For some $0 < \tau^* < 1$, let $k^* = \lfloor n\tau^* \rfloor$. Here, $\lfloor x \rfloor$ denotes the largest integer not exceeding $x$. For $n \geq 1$, suppose the observations $X_1, \ldots, X_n$ satisfy the model:

$$X_i = \theta_0 + \delta_n I(k^* + 1 \leq i \leq n) + Z_i, \quad 1 \leq i \leq n,$$

(1)

where mean parameter $\theta_0$, change-amount $\delta_n$, as well as change-point location $k^*$ are unknown and $Z_1, \ldots, Z_n$ are mean zero random variables. In Model (1), the estimators of $k^*$ and $\tau^*$ based on the CUSUM method (see Kokoszka and Leipus [3]) are, respectively:

$$\hat{k}_n(a) = \arg \max_{1 \leq k \leq n-1} |U_k(a)| \quad \text{and} \quad \hat{\tau}_n(a) = \frac{\hat{k}_n(a)}{n},$$

(2)
where:
\[ U_k(a) = \left( \frac{k(n-k)}{n} \right)^{1-a} \left( \frac{1}{k} \sum_{i=1}^{k} X_i - \frac{1}{n-k} \sum_{i=k+1}^{n} X_i \right), \ 1 \leq k \leq n-1, \]
and \( 0 \leq a < 1 \). Kokoszka and Leipus [3] used the Hájek–Rényi-type inequalities to obtain the convergence rate of CUSUM-type estimator \( \hat{\tau}_n(a) \). In this paper, we also study the consistency of estimator \( \hat{\tau}_n(a) \) in (2) based on dependent sequences of \( \{Z_n, n \geq 1\} \). Now, let us recall some related definitions. Block et al. [4] introduced an important concept of negative associated (NA) random variables, which can be applied in reliability theory, percolation theory, and multivariate analysis.

**Definition 1.** A finite family of random variables \( \{Z_i, 1 \leq i \leq n\} \) is said to be NA if for every pair of disjoint subsets \( A \) and \( B \) of \( 1, 2, \ldots, n \),
\[ \text{Cov}(f(Z_i, i \in A), g(Z_j, j \in B)) \leq 0. \]
whenever \( f \) and \( g \) are coordinatewise nondecreasing and the covariance exists.

Motivated by the notion of NA random variables, Chandra and Ghosal [5] introduced the concept of asymptotically almost negatively associated (AANA) random variables.

**Definition 2.** A sequence \( \{Z_n, n \geq 1\} \) of random variables is called AANA if there exists a nonnegative sequence \( q(n) \to 0 \) as \( n \to \infty \) such that:
\[ \text{Cov}(f(Z_n), g(Z_{n+1}, \ldots, Z_{n+k})) \leq q(n)\left[\text{Var}(f(Z_n))\text{Var}(g(Z_{n+1}, \ldots, Z_{n+k}) \right]^{1/2}, \]
for all \( n \geq 1, k \geq 1 \) and for all coordinatewise nondecreasing continuous functions \( f \) and \( g \) whenever the variances exist. The sequence \( \{q(n), n \geq 1\} \) is said to be the mixing coefficients of \( \{Z_n, n \geq 1\} \).

Hu et al. [6] gave a natural extension of \( m \)-NA from NA random variables.

**Definition 3.** Let \( m \geq 1 \) be a fixed integer. A sequence of random variables \( \{Z_n, n \geq 1\} \) is said to be \( m \)-NA if for any \( n \geq 2 \) and any \( i_1, i_2, \ldots, i_m \), such that \( |i_k - i_j| \geq m \) for all \( 1 \leq k \neq j \leq n \), we have that \( Z_{i_1}, Z_{i_2}, \ldots, Z_{i_m} \) are NA random variables.

Motivated by Hu et al. [6], Nam et al. [7] gave the concept of \( m \)-AANA.

**Definition 4.** Let \( m \geq 1 \) be a fixed integer. A sequence of random variables \( \{Z_n, n \geq 1\} \) is said to be \( m \)-AANA if there exists a nonnegative sequence \( q(n) \to 0 \) as \( n \to \infty \) such that:
\[ \text{Cov}(f(Z_n), g(Z_{n+m}, \ldots, Z_{n+m+k})) \leq q(n)\left[\text{Var}(f(Z_n))\text{Var}(g(Z_{n+m}, \ldots, Z_{n+m+k}) \right]^{1/2}, \]
for all \( n \geq 1, k \geq m \), and for all coordinatewise nondecreasing continuous functions \( f \) and \( g \) whenever the variances exist.

Nam et al. [7] obtained the maximal inequalities for \( m \)-AANA sequences and gave its applications to Hájek–Rényi-type inequalities and the strong law of large numbers. Ko [8] extended the results of Nam et al. [7] to the Hilbert space. The family of \( m \)-AANA sequences contains AANA (with \( m = 1 \)), NA, \( m \)-NA, and independent sequences as special cases. The notions of NA and AANA have received increasing attention recently. One can refer to [9–15], etc.

For the mean change-point model (1), Shi et al. [16] extended the results of Kokoszka and Leipus [3] to NA sequences and obtained the strong convergence rate for the estimator \( \hat{\tau}_n(a) \) in (2). Since the \( m \)-AANA sequence is weaker than the NA sequence, we study the convergence rate for the estimator \( \hat{\tau}_n(a) \) based on \( m \)-AANA sequences. For more research on the change-point models, we can refer to many works such as [1,17–24] and the references therein. In addition, many researchers have
joined the study of change-point models in mathematical finance and econometrics. For example, Shiryaev [25] considered a Brownian motion with mean drift, depending on $\theta$,

$$X_t = \mu(t - \theta)I(t \geq \theta) + \sigma B_t, \quad t \geq 0, \quad (4)$$

where $\mu \neq 0$ and $\sigma > 0$ are known constants (as a rule) and $\theta$ is the “disorder” time or change-point location, which can be either a random variable or simply an unknown parameter. Here, $\{B_t, t \geq 0\}$ is a standard Brownian motion. Obviously, (4) is very important to study Black–Scholes models in finance and economics. For more stochastic models of asset pricing in finance based on change-points, we can refer to Shiryaev [25].

The rest of this paper is organized as follows. Section 2 presents some convergence rates of $\hat{\tau}_n(\alpha) - \tau^*$ (for example, $O_p(n^{1/p-1})$, $O_p(n^{1/p-1} \log^{1/p} n)$ and $O_p(n^{\alpha-1})$). Section 3 provides some simulations to check the results obtained in this paper. As important applications, three real data examples are provided to do the mean change-point analysis in Section 4. The conclusions and further research are discussed in Section 5. Lastly, the main proofs are presented in Section 6.

2. Main Results

First, some assumptions are listed as follows.

**Assumption 1.** For some $1 < p \leq 2$, let $\{Z_n, n \geq 1\}$ be a mean zero sequence of $m$-AANA random variables with $\sup_{n \geq 1} E|Z_n|^p < \infty$ and the mixing coefficient sequence $\{q(n), n \geq 1\}$ satisfy $\sum_{n=1}^\infty q^2(n) < \infty$.

**Assumption 2.** For $0 \leq \alpha < 1$ and $1 < p \leq 2$, denote:

$$g_n(\alpha, p) = \begin{cases} n^{1/p-1}, & \text{if } 0 \leq \alpha < \frac{1}{p}, \\ n^{1/p-1} \log^{1/p} n, & \text{if } \alpha = \frac{1}{p}, \\ n^{\alpha-1}, & \text{if } \frac{1}{p} < \alpha < 1. \end{cases}$$

Let:

$$\delta_n \neq 0 \text{ and } g_n(\alpha, p)/\delta_n \to 0 \text{ as } n \to \infty. \quad (5)$$

Then, we obtain the convergence rate of $\hat{\tau}_n(\alpha) - \tau^*$ in Theorem 1.

**Theorem 1.** Let $1 < p \leq 2$ and Assumptions 1 and 2 be satisfied. Then, for any given $0 \leq \alpha < 1$,

$$\hat{\tau}_n(\alpha) - \tau^* = O_p(g_n(\alpha, p)/\delta_n). \quad (6)$$

As an application of Theorem 1, we have Corollary 1.

**Corollary 1.** Let $1 < p \leq 2$. If $\delta_n = \delta_0 \neq 0$ in Theorem 1, then for any given $0 \leq \alpha < 1$,

$$\hat{\tau}_n(\alpha) - \tau^* = \begin{cases} O_p(n^{1/p-1}), & \text{if } 0 \leq \alpha < \frac{1}{p}, \\ O_p(n^{1/p-1} \log^{1/p} n), & \text{if } \alpha = \frac{1}{p}, \\ O_p(n^{\alpha-1}), & \text{if } \frac{1}{p} < \alpha < 1. \end{cases}$$

**Remark 1.** If in the mean change-point model (1), if $\delta_n = \delta_0 \neq 0$ and $\{Z_n, n \geq 1\}$ is an independent and identically distributed sequence of random variables with $EZ_1 = 0$ and $\text{Var}(Z_1) = \sigma^2 > 0$, then, by Corollary 1, it has:
\[ \hat{\tau}_n(\alpha) - \tau^* = \begin{cases} 
O_p(n^{-1/2}), & \text{if } 0 \leq \alpha < \frac{1}{2}, \\
O_p(n^{-1/2} \log^{1/2} n), & \text{if } \alpha = \frac{1}{2}, \\
O_p(n^{a-1}), & \text{if } \frac{1}{2} < \alpha < 1, 
\end{cases} \]

which was obtained by (1.5) of Kokoszka and Leipus [3]. Obviously, our rate (6) is better than that of (9). Thus, our Theorem 1 extends Theorem 1.1 and Corollary 1.1 of [3] to the case of the m-AANA sequence. On the other hand, one can take

where

Let:

\[ \delta_n \neq 0 \text{ and } \tilde{g}_n(\alpha, \beta) / \delta_n \rightarrow 0 \text{ as } n \rightarrow \infty. \]

Then, Kokoszka and Leipus [3] obtained that:

\[ \hat{\tau}_n(\alpha) - \tau^* = O_p(\tilde{g}_n(\alpha, \beta) / \delta_n), \]

(see Corollary 1.1 of [3]). Obviously, our rate (6) is better than that of (9). Thus, our Theorem 1 extends Theorem 1.1 and Corollary 1.1 of [3] to the case of the m-AANA sequence. On the other hand, one can take \( \delta_n \rightarrow 0 \) or \( \delta_n \rightarrow \infty \) in (6) (or (9)), provided \( \tilde{g}_n(\alpha, p) / \delta_n \rightarrow 0 \) (or \( \tilde{g}_n(\alpha, \beta) / \delta_n \rightarrow 0 \)) as \( n \rightarrow \infty \). Furthermore, let \( \delta_n = \delta_0 \neq 0 \) and \( \{Z_n, n \geq 1\} \) be an NA sequence. Shi et al. [16] obtained a strong convergence rate \( \hat{\tau}_n - \tau^* = o\left(\frac{M(n)}{n}\right) \), a.s. for any \( M(n) \) satisfying \( M(n) \rightarrow \infty \) and \( M(n)/n = o(1) \). Our convergence rates are weaker than Shi et al. [16]; however, our m-AANA sequence \( \{Z_n, n \geq 1\} \) is weaker than the NA sequence, and our change-amort\( \delta_n \) can go to zero or infinity.

3. Simulations

In the mean change-point model (1), we assume that there exists a mean change point location \( k^* \) such that:

\[ X_i = \theta_0 + \delta_n I(k^* + 1 \leq i \leq n) + Z_i, \quad 1 \leq i \leq n, \]

where \( Z_1, \ldots, Z_n \) satisfy:

\[ (Z_1, Z_2, \ldots, Z_n) \overset{d}{=} w_1 N_n(0, I_n) + w_2 N_n(0, \Sigma_n), \]

where \( w_1, w_2 \geq 0, w_1 + w_2 = 1, I_n \) is an identity matrix, and \( \Sigma_n \) is:

\[ \Sigma_n = \begin{bmatrix} 1 + 1/n & \rho & \rho^2 & \cdots & \rho^{n-1} \\
\rho & 1 + 2/n & \rho & \cdots & \rho^{n-2} \\
\rho^2 & \rho & 1 + 3/n & \cdots & \rho^{n-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\rho^{n-1} & \cdots & \cdots & \cdots & \rho \\
\end{bmatrix}_{n \times n} \]

and \(|\rho| < 1\). It is easy to verify that \( \{Z_1, \ldots, Z_n\} \) is a m-AANA sequence with \( m = 2 \) and mixing coefficients \( q(n) = O(|\rho|^n) \). For simplicity, we take \( \theta_0 = 1, \tau^* = 0.5, k^* = \lceil \tau^* n \rceil, w_1 = w_2 = 1/2, \rho = -0.6 \) in (10)–(12) to do the simulation with 10000 replications. For the sample \( n = 50, 100, 200, 800, 1400, 2000 \), Figure 1 shows the box plots of \( \hat{\tau}_n(\alpha) - \tau^* \) with different \( \alpha \) (for example, \( \alpha = 0, 0.1, 0.5, 0.7, 0.9 \)) and \( \delta_n \) (for example, \( \delta_n = n^{-0.3}, n^{-0.2}, n^{-0.1}, n^{0}, n^{0.1} \)), where \( \hat{\tau}_n(\alpha) \) is defined by (2).
Figure 1. Cont.
In Figure 1, the $y$-axis is the value of $\hat{\tau}_n(\alpha) - \tau^*$, and the $x$-axis is the sample $n$. By the box plots in Figure 1, the differences of $\hat{\tau}_n(\alpha) - \tau^*$ go to zero as sample $n$ increases, which agrees with the consistency of (6) in Theorem 1. It has a similar performance if we take different values $\rho$, so the details are omitted here.

4. Real Data Examples

In this section, we use the CUSUM-type estimator $\hat{k}_n(\alpha) = n \hat{\tau}_n(\alpha)$ in (2) to do the mean change-point analysis with three real datasets. The first dataset is for the monthly mean temperature of Quebec in Canada from 1944 to 2008. The data can be found at http://climate.weather.gc.ca. For simplicity, we take the data of monthly mean temperatures for June and October, which contain 76 observations denoted by $x_{1,i}$ and $x_{2,i}$, $1 \leq i \leq 76$, respectively. Let $x_i = x_{1,i}$ if $i = 1, \ldots, 76$ and
\( x_i = x_{2j - 76} \) if \( i = 76 + 1, \ldots, 152 \). Figure 2 shows the plot graph of \( x_i, 1 \leq i \leq 152 \), where the \( y \)-axis is the value of temperature \( x_i \) and the \( x \)-axis is the sample \( n \).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{plot_graph.png}
\caption{The plot graph of monthly mean temperatures based on June and October data.}
\end{figure}

Obviously, the mean temperature of June is different from that of October, so the change-point location \( k^* \) is 76 (or \( \tau^* = 0.5 \)). Now, we use the CUSUM-type estimator \( \hat{k}_n(\alpha) \) to detect \( k^* \), i.e., \( \hat{k}_n(\alpha) \) is defined by:

\[
\hat{k}_n(\alpha) = \arg\max_{1 \leq k \leq n-1} |U_k(\alpha)|
\]

where \( 0 \leq \alpha < 1 \) and:

\[
U_k(\alpha) = \left( \frac{k(n-k)}{n} \right)^{1-\alpha} \left( \frac{1}{k} \sum_{i=1}^{k} x_i - \frac{1}{n-k} \sum_{i=k+1}^{n} x_i \right), \ 1 \leq k \leq n-1.
\]

Table 1 shows the values of \( \hat{k}_n(\alpha) \) with different values \( \alpha \) such as \( \alpha = 0, 0.1, \ldots, 0.9 \).

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|c|c|c|c|c|c|}
\hline
\( \alpha \) & 0 & 0.1 & 0.2 & 0.3 & 0.4 & 0.5 & 0.6 & 0.7 & 0.8 & 0.9 \\
\hline
\( \hat{k}_n(\alpha) \) & 76 & 76 & 76 & 76 & 76 & 76 & 76 & 76 & 76 & 76 \\
\hline
\end{tabular}
\caption{The values of \( \hat{k}_n(\alpha) \) based on the temperature data.}
\end{table}

By Table 1, the estimator \( \hat{k}_n(\alpha) \) with different \( \alpha \) successfully detects the true change-point location \( k^* = 76 \).

Second, we also use estimator \( \hat{k}_n(\alpha) \) to detect a time series of the annual flow of the Nile River at Aswan from 1871 to 1970 (see, for example, Zeileis et al. [26]). It measures annual discharge at Aswan in \( 10^8 \) m³ and is depicted in Figure 3 (there are 100 observations denoted by \( x_i, 1 \leq i \leq 100 \)). In Figure 3, the \( y \)-axis is the annual flow of the Nile River \( x_i \), and the \( x \)-axis is the sample \( n \).
Similar to Table 1, the values of $\hat{k}_n(\alpha)$ are given in Table 2.

**Table 2.** The values of $\hat{k}_n(\alpha)$ based on the Nile River data.

| $\alpha$ | 0   | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
|----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $\hat{k}_n(\alpha)$ | 28  | 28  | 28  | 28  | 28  | 28  | 28  | 28  | 28  | 28  |

By Table 2, we get a change-point location of 28 or equivalently the year 1898 (see Figure 3). On the other hand, Zeileis et al. [26] and Gao et al. [27] respectively used $F$-statistics and CUSUM statistics to detected the same change-point location of 28. It is well known that Aswan dam was built in 1898. It significantly changes the annual flow of the river Nile.

Lastly, we do the change-point analysis of returns based on a financial time series. Let $P_t$ be the closing prices of Tesla stock. Therefore, the return is defined as $r_t = \log P_t - \log P_{t-1}$. Figure 4 shows 138 daily returns on the prices of Tesla stock from 1 August 2016 to 13 February 2017. In Figure 4, the $y$-axis is the $i$-th return $r_i$, and the $x$-axis is the sample $n$. The data were downloaded from Yahoo Finance. Tesla announced on 22 November 2016 that it had completed the acquisition of SolarCity. It seems that the mean returns changed after that time of 22 November 2016 (the observation is 80). Therefore, we perform the test for this change-point of mean returns.

**Figure 4.** The plot graph of the mean returns of Tesla stock from 2016 to 2017.
Similar to Kokoszka and Leipus’s CUSUM estimator $\hat{k}_n(a)$ defined by (2), for any given $0 \leq a < 1$, Antoch et al. [17] investigated the following CUSUM estimator $\hat{k}_n$ of $k^*$ defined as:

$$\hat{k}_n(a) = \arg\max_{1 \leq k \leq n-1} |\hat{U}_k(a)|,$$

where:

$$\hat{U}_k(a) = \left( \frac{n}{k(n-k)} \right)^a \sum_{i=1}^{k} \left( x_i - \bar{x}_n \right), \ 1 \leq k \leq n-1,$$

and $\bar{x}_n = \frac{1}{n} \sum_{i=1}^{n} x_i$. Therefore, we use these CUSUM-type estimators $\hat{k}_n(a)$ by (13) and $\hat{k}_n(a)$ by (14) to detect the change-point location $k^*$, where $x_i = r_i, \ 1 \leq i \leq 138$. With the different $a = 0, 0.1, \ldots, 0.9$, the values of $\hat{k}_n(a)$ and $\hat{k}_n(a)$ are presented in Table 3.

**Table 3.** The values of $\hat{k}_n(a)$ and $\hat{k}_n(a)$ based on Tesla’s returns data.

| $a$   | 0   | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 |
|-------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| $\hat{k}_n(a)$ | 86  | 86  | 86  | 86  | 86  | 86  | 86  | 86  | 86  | 86  |
| $\hat{k}_n(a)$ | 86  | 86  | 86  | 86  | 86  | 86  | 86  | 86  | 86  | 86  |

By Table 3, the estimators $\hat{k}_n(a)$ and $\hat{k}_n(a)$ find the same change-point location of 86 (1 December 2016). Thus, the capital market recognized Tesla’s acquisition of SolarCity on 22 November 2016 (see Figure 4). The mean returns significantly changed from negative to positive after the time of 1 December 2016.

5. Conclusions

The CUSUM method is a popular method to detect the change-point. In this paper, we investigate the consistency of CUSUM-type estimator $\tau_n(a)$ based on $m$-AANA sequences, which contain many dependent sequences such as NA, $m$-NA, and AANA sequences. Under the $p$-th moment ($1 < p \leq 2$) condition, we obtain a general consistency rate $\tau_n(a) - \tau^* = O_p(g_n(a,p)/\delta_n)$, where $g_n(a,p)$ is defined by (6) and $0 \leq a < 1$. By taking $\delta_n = \delta_0 \neq 0$ in Theorem 1, we obtain the convergence rates as:

$$\hat{\tau}_n(a) - \tau^* = \begin{cases} O_p(n^{1/p-1}), & \text{if } 0 \leq a < \frac{1}{p}, \\ O_p(n^{1/p-1}\log^{1/p} n), & \text{if } a = \frac{1}{p}, \\ O_p(n^{a-1}), & \text{if } \frac{1}{p} < a < 1. \end{cases}$$

Therefore, our Theorem 1 and Corollary 1 generalize the results of Kokoszka and Leipus [3]. In addition, $\delta_n$ in Theorem 1 can be taken as $\delta_n \to 0$ or $\delta_n \to \infty$, if $g_n(a,p)/\delta_n \to 0$ as $n \to \infty$. Let $\delta_n = \delta_0 \neq 0$ and $\{M(n), n \geq 1\}$ be any positive constant sequence satisfying $M(n) \to \infty$ and $M(n)/n = o(1)$. Shi et al. [16] obtained a strong convergence rate $\hat{\tau}_n - \tau^* = o\left(\frac{M(n)}{n}\right)$, a.s. for the case of NA sequence. Our convergence rates are weaker than Shi et al. [16]; however, the $m$-AANA sequence is weaker than the NA sequence, and the change-amount $\delta_n$ can go to zero or infinity. In order to check our results, some simulations are shown in Figure 1, which agree with the consistency of Theorem 1. Lastly, three real dataset of Quebec temperature, Nile flow, and returns for Tesla in Section 4 are discussed to show that the CUSUM-type estimator $\hat{k}_n(a)$ defined by (13) can successfully detect the change-point location. In addition, it is interesting for scholars to study the strong convergence rate and limit distribution of CUSUM-type estimator $\hat{\tau}_n(a)$ based on the $m$-AANA sequence or other dependent sequences in future research. Furthermore, Shiryaev [25] discussed the stochastic disorder problems, which are known as the quickest detection problems. For example, Shiryaev [25] considered the Black–Scholes models with mean drift. Thus, we should pay attention to the applications of change-point models in mathematical finance and econometrics.
6. Proofs of the Main Results

For convenience, in the proofs, let $C, C_1, C_2, \ldots$ be some positive constants that are independent of $n$ and may have different values in different expressions.

**Lemma 1.** (Theorem 3 of Nam et al. [7]). For some $1 < p \leq 2$, let $\{Z_n, n \geq 1\}$ be an $m$-AANA sequence of zero mean random variables with mixing coefficients $\{q(n), n \geq 1\}$ satisfying $\sum_{n=1}^{\infty} q^2(n) < \infty$. Let $\{b_n, n \geq 1\}$ be a nondecreasing sequence of positive numbers. Then, for any $\varepsilon > 0$ and any integer $n \geq 1$, we have:

$$P \left( \max_{1 \leq k \leq n} \left| \frac{1}{b_k} \sum_{i=1}^{k} Z_i \right| \geq \varepsilon \right) \leq \frac{2^p m^{p-1} C_p}{\varepsilon^p} \sum_{j=1}^{n} E|Z_j|^p,$$

where $C_p$ is a positive constant depending only on $p$.

**Proof of Theorem 1.** Let $\tau_n = \lfloor k/n \rfloor$. For any given $0 \leq \alpha < 1$, we have by (1) and (3) that:

$$EU_k(\alpha) = \left( \frac{k(n-k)}{n} \right)^{1-\alpha} \left( \frac{1}{k} \sum_{i=1}^{k} EX_i - \frac{1}{n-k} \sum_{i=k+1}^{n} EX_i \right)$$

$$= \left\{ \begin{array}{ll}
-\delta_n n^{1-\alpha} (1 - \tau_n)^{-\alpha} (1 - \tau^*), & \text{if } k \leq k^*, \\
-\delta_n n^{1-\alpha} (1 - \tau_n)^{1-\alpha} \tau^*, & \text{if } k > k^*, 
\end{array} \right. \quad (15)$$

and:

$$EU_{k^*}(\alpha) = -\delta_n n^{1-\alpha} (\tau^*)^{1-\alpha} (1 - \tau^*)^{1-\alpha}. \quad (16)$$

Therefore, we have by (3.11) of Kokoszka and Leipus [3] that:

$$|\delta_n |\tau n^{1-\alpha}| \tau_n - \tau^* | \leq \frac{2}{\alpha} \max_{1 \leq k \leq n-1} |U_k(\alpha) - EU_k(\alpha)|, \quad (17)$$

where $\tau := (1 - \alpha) (\tau^*)^{-\alpha} (1 - \tau^*)^{-\alpha} \min \{ \tau^*, 1 - \tau^* \}$. By (1) and (3), it is easy to see that:

$$n^{\alpha - 1} \max_{1 \leq k \leq n-1} |U_k(\alpha) - EU_k(\alpha)| \leq n^{\alpha - 1} \max_{1 \leq k \leq n-1} \left| \frac{1}{k^{\alpha}} \sum_{i=1}^{k} (X_i - EX_i) \right|$$

$$+ n^{\alpha - 1} \max_{1 \leq k \leq n-1} \left| \frac{1}{(n-k)^{\alpha}} \sum_{i=k+1}^{n} (X_i - EX_i) \right| \quad (18)$$

$$= n^{\alpha - 1} \max_{1 \leq k \leq n-1} \left| \sum_{i=1}^{k} Z_i \right| + n^{\alpha - 1} \max_{1 \leq k \leq n-1} \left| \sum_{i=k+1}^{n} Z_i \right|$$

$$:= D_1 + D_2.$$

By (5), (17), and (18), in order to prove (6), we have to prove that:

$$D_i = O_P(g_n(\alpha, p)), \quad i = 1, 2, \quad (19)$$

where $g_n(\alpha, p)$ is defined (5). On the one hand, for any $\varepsilon > 0$, it follows from Lemma 1 with $\sup_{n \geq 1} E|Z_n|^p < \infty$ that:
\[
P\left( \max_{1 \leq k \leq n-1} \frac{1}{k^a} \left| \sum_{i=1}^{k} Z_i \right| > \varepsilon n^{1-a} \right) \leq \frac{C_1}{(\varepsilon n^{1-a})^p} \sum_{i=1}^{n} E|Z_i|^p \quad \leq \frac{C_2}{\varepsilon^p n^{p-a} - p} \sum_{i=1}^{n} E|Z_i|^p \quad (20)
\]

where \(C_i, i = 1, \ldots, 5\), are positive constants independent of \(n\). Consequently, by (18)–(20), we have:

\[
D_1 = O_P(g_n(\alpha, p)).
\]

On the other hand, it can be checked that:

\[
D_2 = n^{a-1} \max_{1 \leq k \leq n-1} \frac{1}{(n-k)^a} \left| \sum_{i=k+1}^{n} Z_i \right| = n^{a-1} \max_{1 \leq k < n} \frac{1}{k^a} \left| \sum_{i=1}^{k} Z_{n-i+1} \right|.
\]

Therefore, one can obtain analogously the same result that

\[
D_2 = O_P(g_n(\alpha, p)).
\]

Thus, the proof of (6) is completed. \(\square\)

**Proof of Corollary 1.** By taking \(\delta_n = \delta_0 \neq 0\) in Theorem 1, one can immediately obtain Corollary 1. \(\square\)
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