Abstract—To accomplish complex swarm robotic missions in the real world, one needs to plan and execute a combination of single robot behaviors, group primitives such as task allocation, path planning, and formation control, and mission-specific objectives such as target search and group coverage. Most such missions are designed manually by teams of robotics experts. Recent work in automated approaches to learning swarm behavior has been limited to individual primitives with sparse work on learning complete missions. This paper presents a systematic approach to learn tactical mission-specific policies that compose primitives in a swarm to accomplish the mission efficiently using neural networks with special input and output encoding. To learn swarm tactics in an adversarial environment, we employ a combination of 1) map-to-graph abstraction, 2) input/output encoding via Pareto filtering of points of interest and clustering of robots, and 3) learning via neuroevolution and policy gradient approaches. We illustrate this combination as critical to providing tractable learning, especially given the computational cost of simulating swarm missions of this scale and complexity. Successful mission completion outcomes are demonstrated with up to 60 robots. In addition, a close match in the performance statistics in training and testing scenarios shows the potential generalizability of the proposed framework.

I. INTRODUCTION

Swarm robotic systems promise new operational capabilities in uncertain and often adversarial environments such as in disaster response, surveillance, and tactical assistance on battlefields [1], [2]. Swarm systems require basic capabilities such as dynamically partitioning the swarm into groups and commanding the groups to carry out different tasks that collectively ensure the success of the mission. Adversarial environments present additional challenges to regular swarm applications because the swarms have to make tactical decisions such as opting for suboptimal choices that depend on the decision to ensure safety or sacrifice part of the swarm for the success of the mission. Existing approaches for guiding swarm-level decision-making (with 10s-100s of robots) can be broadly divided into handcrafted and automated approaches, with most implementations tested on simplified environments and often over rudimentary tasks as opposed to operationally relevant missions. Handcrafted approaches are algorithms for swarm deployment created by an expert and require expert guidance for every new deployment/scenario. These lack the ability to address various environmental/mission complexities and do not scale well with respect to the size of the swarm due to the need for tedious heuristics for every scenario [2], [3]. Automated approaches, such as the use of reinforcement learning (RL) and/or evolutionary computing to design swarm behavior, have mostly been limited to the design of individual swarm primitives such as formation control [4], coverage [5] and target tracking [6]. These automated approaches have also been restricted to small, homogeneous teams of robots and relatively simple environments [7], [8], [9], [10] and it is challenging to scale them up directly. Recently, deep RL approaches have also been applied to swarm systems [4] and multi-vehicle problems [11], [12], [13], [14]. Nonetheless, it remains challenging to tackle the large state spaces presented by large-scale swarms operating in complex environments involving obstacles and uncertain adversarial factors. Large input/output spaces, which demand large neural networks-based policy models, are known to cause problems for RL approaches in general [15], [16], [17].

However, ubiquitous realization of swarm robotics in operationally-relevant scenarios needs tactical intelligence that can bridge the gap between high-level mission objectives and swarm primitives – a capability that the current learning or evolutionary approaches rarely provision. We believe that our work is one of the first to provide a methodology to learn such tactic-level policies for robot swarms. We primarily use a recently proposed neuroevolution algorithm [18] for this purpose. Our framework is also capable of incorporating other evolutionary and policy gradient methods, which is demonstrated by comparing the neuroevolution results with a that of a standard actor-critic (A2C) RL algorithm [19]). We are able to achieve this by innovating in several aspects:

Group Abstraction: A major challenge in observing the state of the swarm for planning is an explosion of the state space. Motivated by grouping explosion strategy [20], we design our learning system to command groups instead of individual robots and thereby reduce the input complexity.

Topological Graph: Similarly, continuous input/output spaces [21] in swarm operations result in misleading, sparse or delayed rewards [22] and costs that burden the number
of learning samples [23]. We address this problem through a topological graph abstraction of the mission environment over which swarm commands are given, which provides a much simpler representation of the state/action spaces.

Pareto Optimality: Further, we use Pareto optimality to creatively identify a smaller subset of critical points of interest in the action space for improved mission outcomes.

End-of-Mission Rewards: Given the uncertainty of each deployment and the presence of adversaries, it is challenging to design consistent intermediate rewards during the mission. Therefore, we formulate end-of-mission rewards that closely align with mission objectives.

Novel Simulation Environment To tackle the end-of-mission nature of rewards, we needed a fast simulation environment that is also reasonably representative of the environment complexity to be used in learning. To this end, we custom-built an environment that uses PyBullet for realistic physics and incorporates several open-source libraries and custom implementations of swarm primitives such as path planning, formation control, and adversary avoidance for group control. We provide an easy way to create and import topological maps for the output space abstraction in this simulator. Most importantly, our simulator runs much faster than real-time for quick learning, even at the scale of 10s of robots and an area of 100s of sq. m.

To demonstrate these contributions, we consider a swarm mission that deploys 6-40 unmanned ground vehicles (UGVs) and 10-40 unmanned aerial vehicles (UAVs) of two types. This swarm searches a multi-block urban area to find the building (among multiple candidates) that contains a target, while tackling multiple adversarial squads that can engage and disable the swarm robots. While this swarm application was specific to our project, we believe that most of its elements generalize to interesting problems such as search-&-rescue, disaster response and pollution-cleanup.

For the rest of the paper, we distinguish between primitives and tactics in swarm behavior design. We refer to the single behaviors of a group as a primitive. Examples could be source localization [26], group coverage [27], and others. Tactics are ensembles of primitives commanded on multiple groups for swarm behavior. In this work, we assume that group primitives have been previously implemented and are available for use. Thus, the objective of this work is to learn swarm tactics given the primitives for efficient swarm operation in the presence of uncertainty and adversaries.

II. Swarm Tactics Learning Framework

Figure 1 shows the overall framework used for learning. The topological graph, group abstraction, and the Pareto encoding of the graph form the state abstraction and encoding processes producing the effective input features for the neural network-based tactics model. The groups (or squads) and primitives commanded to them form the action decoding,
which is the neural network’s output. The primitives are managed in the simulation through the primitives’ manager. Similarly, the states are obtained from the simulation environment through the State manager. On execution of the scenario, the rewards are calculated and fed back to the neuroevolution algorithm, which evolves a population of neural network models termed as candidate tactics (policy) models in Fig. 1. Iteratively, this framework converges to an efficient neural network that is suitable for the task at hand.

We will now describe each component in more detail.

A. Encoding State and Action Spaces for Learning

A major challenge in learning swarm behaviors is state explosion. Realistically modeling the swarm’s perception, control, and coordination, and learning over that state space is usually intractable. One of the major contributions of this work is the abstraction of this state-space to make the learning problem tractable while allowing the framework to learn the dimensions of importance to execute the end application efficiently. We use various approaches to reduce the state and action spaces while mitigating loss of information or representation flexibility. These include i) a topological graph abstraction of the urban environment map, ii) Pareto encoding of critical nodes of the graph, iii) modeling the impact of adversarial units, and iv) spatial clustering of the robots to encode the input space. These methods then feed into the input and output encoding processes, which are all further described below.

1) Group Abstraction: We define groups of robots in the swarm and command these groups with various primitives. These groups can change over time depending on the mission requirement. Spatial proximity drives the grouping for efficiency. Such grouping is used to construct the state input that is fed into the tactics (policy) model embodied by a feed-forward (tanh) neural network – Figure 1(d). In Figure 1, squads refer to the groups of robots defined by the output or action space of the tactics model. Action determines the relative sizes of squads, Pareto points to be visited by each squad, and the relative (normalized) degree of caution used in (avoidance) path planning in response to adversarial units. By encoding these outputs in relative space, we can generalize the tactics network across mission scenarios and possibly (with some additional tuning) transfer it between urban environments. The actions of the tactics network are processed by the task abstraction layer to form squads of exact sizes (by the dynamic regrouping of the swarm), allocate them to exact destination nodes (in the topological graph) to be visited and provide the de-normalized level of caution to use in avoiding adversarial units.

2) Map Abstraction: Here we use a graph representation of the map, as illustrated in Figure 1(b). This graph is generated by encoding locations of interest – such as intersections, buildings, and building entrances – to nodes connected via edges with lengths equal to the Euclidean distance between the corresponding data points on the map. By converting the continuous map space into a graph, we can associate the state of a robot (or a cluster of robots) to graph nodes and assign robots (or squads of robots) to visit any node as an action. In other words, this conversion significantly reduces both the input and output space dimensionality. Moreover, it allows focusing on items in the map/environment that are contextually important (e.g., buildings, intersections, etc.).

3) The Pareto Encoding of Nodes: There remains an opportunity for further encoding because all nodes do not have equal importance or may not serve as suitable destination points for the robot squads allocated from the tactics model. To this end, we bring in the concept of Pareto optimality, where the critical points for robots to visit are skinned out using a non-dominated sorting process [28]. The process is illustrated in Figure 1(e). This process considers the effort required to reach each potential goal and the likelihood of this goal containing the target objective (e.g., victims), assuming that there are always multiple potential target buildings at the start (based on prior intelligence available to the swarm). Only a single building is assumed to actually contain victims, with other potential target buildings being empty. The Pareto filtering process that identifies candidate destination nodes can be expressed as:

\[ k^* = \arg \min_k f_i(k) = P(G_1) \times \lambda \left( X_k \rightarrow G_1 \right), \quad l = 1, 2, \ldots, N_l \]  

Here, \( p_l \) is the number of potential targets; \( X_k \) represents the spatial location of the \( k \)-th graph node that can be allocated as a destination to a squad; \( \lambda \left( X_k \rightarrow G_1 \right) \) is the time taken to reach a potential target \( G_1 \), from the point \( X_k \), and \( P(G_1) \) is the probability that the target \( G_1 \) contains the target objective (victims). The probability is calculated based on the search progress of the UAVs and UGVs, with the initial probabilities being all equal to \( 1/N_l \). Once the correct target (say \( G_1^* \)) has been identified (through simulated indoor search), \( P(G_1^*) = 1 \) and \( P(G_1) = 0, \forall l \neq l^* \). Here, indoor search is the search conducted by UGVs and outdoor search is conducted by UAVs. Conversely, if one potential target building (say \( G_1 \)) has been (indoors) searched and victims are not found there, then we set \( P(G_1) = 0 \) and \( P(G_1) = 1/(N_l - 1), \forall l \neq l^* \).

4) Adversaries: Real-world conditions contain several types of hazards that we label adversaries. As an illustration, motivated by post-disaster and combat environments, we consider three types of adversaries: 1) smoke, 2) static adversarial unit, and 3) dynamic adversarial squads. We should note that our framework can incorporate other adversaries as long as their properties can be accurately modeled in the simulation environment. We model the impact of smoke by reducing the speed of the robots while passing through it. A static adversarial unit is location-based; it cannot be observed or neutralized by the swarm robots and causes complete failure of a robot that comes within a threshold distance of its location. The dynamic adversarial units, which can also cause the failure of swarm robots, appear as squads with specific paths. These adversarial units are observable when in the perception range of the swarm robots and can be neutralized by the swarm robots based on an engagement model. At the same time, swarm robots can also take circuitous paths to avoid these dynamic adversarial units, depending on the degree of caution set by the tactics model,
5) Input Encoding: There are three major types of inputs: (i) state of the robots w.r.t. the environment, (ii) state of our knowledge of the environment w.r.t. target buildings, and (iii) mission state. Mission state is represented in terms of remaining time, assuming that the total allowed time is \( t \) and \( \Delta t \) is the elapsed time. Here \( \Delta t \) is the remaining time, \( \Delta t \) is the maximum moving speed out of all robots. The tactical actions are based on the current state of the swarm. Table I lists the inputs to the tactics model and their size. 

### TABLE I

| Parameter | Size |
|-----------|------|
| **Input States** | |
| 1) Remaining time | 1 |
| 2) Prob. of the Target to be the Actual Target | 3 |
| 3) Size of UxV Clusters | \( 3 \times 3 \) |
| 4) Distance of UxV Clusters to each other | \( 3 \times 3 \) |
| 5) Dist. of UxV Clusters to Pareto Nodes | \( 3 \times 3 \times (5 + 3) \) |
| 6) Normal Dist. of Adversaries to Lines | \( 9 \times 3 \times 2 \) |
| **Total # of Inputs** | 148 |
| **Output Actions** | |
| Node to visit for each UxV Squads | \( 3 \times 3 \) |
| Size of each UAV/UGV Squads | \( 3 \times 3 \) |
| Degree of Avoidance of Dyn. Adversaries | \( 3 \times 3 \) |
| **Total # of Outputs** | 27 |

To generalize the tactics and adversaries, we perform K-means clustering of the robot locations separately for each type of robot. We consider one type of UGV and two types of UAVs in our experiments, with each type of robots allowed to form 3 clusters, leading to 9 clusters in total. Figure 1 illustrates the clustering of the UAVs and UGVs using the position information extracted from the environment in the state encoding module. Post clustering, the input state attributed to robots is encoded as (i) size of each cluster, (ii) distance of each cluster’s centroid to each Pareto node \( (k_i) \), (iii) distances of clusters to each other, and (iv) normal distance of each dynamic adversary to the straight lines connecting clusters to potential target buildings. The last item here seeks to encode the impact of the adversaries on likely future actions based on the current state of the swarm.

### Output Encoding:

The squads \((S_i), i = 1, 2, \ldots, m\) are the node to be visited by each squad \( (k_j) \), and \( \gamma_j \) is the degree of cautious avoidance to be used by each squad w.r.t. dynamic adversaries. Output 1 is encoded in relative terms allowing scalability to any swarm size. Output 2 uses the Pareto encoding of the graph space of the mission environment, i.e., only Pareto nodes can be assigned as squad destinations. To generalize the tactics network across different environments and mission scenarios that could lead to different total numbers of Pareto nodes, we fix the size \( K \) of the set of nodes assigned as squad destinations. To this end, we apply the crowding distance criteria [29] to the Pareto set to further filter out the most diverse set of \( K \) nodes that can serve as squad destinations.

### B. MDP formulation

The problem can be modeled as a Markov decision process (MDP) [30] problem. In the current formulation, the states, actions, and rewards can be defined based on Eq. (2)

\[
\begin{align*}
  s &= F_s(N_{C,i}, \Delta(C_{C,i}, X_{k^*}), P(G_i), t) \\
  a &= F_a(N_{s,j}, X_{k^*}, \gamma_j) \\
  r &= F_r(\Delta(C_{C,i}, G_i), \psi_l, N_{C,i}, t)
\end{align*}
\]

Here \( N_{C,i} \) is the size of the \( i \)th cluster, \( \Delta(C_{C,i}, X_{k^*}) \) is the distance between the center of that cluster and the Pareto node location \( X_{k^*} \), \( P(G_i) \) is the probability of each goal \( G_i \), and \( t \) denotes time elapsed since the start of the mission. Similarly, \( N_{s,j} \) is the size of the \( j \)th squad, \( k_j^* \) is the Pareto node to be visited by this squad, and \( \gamma_j \) is the cautious level with which the squad must proceed. Finally, the reward is defined as a function of four terms: distance between clusters and the goals, size of the remaining clusters, the progress of each dynamic adversary to the straight lines connecting clusters to potential target buildings.

The state set comprises different terms itself, including:

\[
\begin{align*}
  s_1 &= (t_f - t) \times V_{max} / \sqrt{\Delta X^2 + \Delta Y^2} \\
  s_2 &= P(G_i) \\
  s_5 &= N_{C,i} / N_0 \\
  s_14 &= |C_{C,i} - C_{C,j}| \\
  s_23 &= |C_{C,i} - X_{k^*}| \\
  s_85 &= |(G_i - C_{C,j}) \times (r_a - C_{C,j})| / |(G_i - C_{C,i})|
\end{align*}
\]

Here \( t \) and \( t_f \) are the elapsed time and the total allowable mission time; \( \Delta X, \Delta Y \) are the size of the map, and \( V_{max} \) is the maximum moving speed out of all robots (in this case, UAVs). The first state variable is the remaining time \((t_f - t)\) normalized by the required time to travel across the map \((\frac{V_{max}}{\sqrt{\Delta X^2 + \Delta Y^2}})\). This term allows perception of the required time to allow more or less aggressive actions. The second state variable-set is associated with the probability of having a goal \((P(G_i))\) in each target location, \( G_i \). The third state variable sub-set gives the relative size of each dynamically abstracted cluster\( - i \), with \( N_{C,i} \) being the number of agents in that cluster and \( N_0 \) being the total number of agents of the respective type at the start of the mission. Another feasible choice for normalizing would be the predicted size of the required team \((N_0')\). The fourth and the fifth sub-sets define the distance of robot cluster centers \( C_{C,i} \) to each other and the Pareto front points \( P_i \) (points of interest). Here we use 5 Pareto front points based on distance (caution level \( \gamma = 0 \)) and 3 other points based on cautious path planning (caution level \( \gamma = 1 \)). The last sub-set finds the normal distance of \( \text{observed adversarial agents}, r_a \), to the straight line connecting robots in the swarm to the targets.
The action set includes the following different parameters for each squad:

$$\mathcal{F}_a = \begin{cases} a_{1...9} = k_j^*, \\ a_{10...18} = N_S \frac{j}{\sum_{j=1}^{N^C} N_{C,j}}, \\ a_{19...27} = \gamma_j, \end{cases}$$

where \(k_j^*\) is a generic Pareto node, and \(N_S\) and \(N_C\) are respectively the sizes of squads and clusters.

An illustration of actions is shown in Fig. 1 (f), where a squad of robots is chosen to go to the desired node and follow a path planning algorithm based on the location of the adversaries.

The reward is defined based on rescue time and the casualties with a soft constraint for failure.

Due to the stochastic nature of the problem, a Partially Observable Markov Decision Process (POMDP) [31] formulation would have been more appropriate. However, we follow the more straightforward MDP formulation to preserve the tractability of the problems which could have been compromised by the increased computational complexity of the POMDP formulation.

The choices about the number of clusters \((N_C = 3\) for each type of robot), number of squads \((N_S = 3\) for each type of robots), and number of Pareto nodes \((K = 5 + 3\) were made to keep the problem size tractable, and were also found to work well for the given number of goals \((N_I = 3\) in our case studies. However, in the future, we could make these choices adaptive to other environmental factors such as the size of the map, the number of possible targets, and human intent regarding how soon the mission must be completed.

C. Learning Algorithm: Adaptive Genomic Evolution of Neural Network Topologies (AGENT):

Neuroevolution is a direct policy search method. Unlike policy gradient type RL approaches, neuroevolution uses a specialized genetic algorithm to evolve neural network models that map states to actions for a given problem. We specifically use the AGENT [18] algorithm, which falls into the class of neuroevolution methods that simultaneously evolve the topology and weights of neural networks. AGENT builds upon the neuroevolution of augmenting topologies or NEAT paradigm [32] and its variations [33]. We chose to use AGENT because of its demonstrated adaptive control of reproduction operators and 2-way variation in topological complexity [18], which can help alleviate stagnation issues otherwise affecting earlier neuroevolution methods.

During the neuroevolution process, here, every candidate tactics model is evaluated over a set of mission scenarios, with its fitness given by the mission-level reward function aggregated over these scenarios:

$$\mathcal{F} = \sum_{n_c=1}^{N_c} R_{sc}/N_{sc}.$$ 

III. SWARM SIMULATION ENVIRONMENT

While the abstractions simplified the learning problem, we observed that it would still take a very long time to learn swarm tactics if we used simulators with 3D physics, such as ROS or Gazebo. Therefore, we designed a new simulator (that’s also used for human-swarm interaction studies [34]) to perform simulations that run much faster than real-time.

To build our swarm simulation, we use the open-source PyBullet [35] library. The full-scale 3D computer-aided model layout of a 300m × 150m urban area (as shown in Fig. 1(b)) is developed using Autodesk Inventor and imported into Pybullet through URDF. The simulation considers only the kinematic behavior, implemented as a positional constraint between the robot (UAV or UGV) and origin. The simulation has a headless mode without UI for fast execution and a GUI mode for visual analysis and demonstration [34].

A. Primitives

We utilized different primitives in the paper. The main primitives included in our experiments are:

1) Task Allocation: A simplified task allocation approach is used for computational tractability, executed at each tactical decision-making instance. It divides the swarm into 9 squads (3 squads each for the two types of UA Vs and 3 squads of UGVs). The task allocation algorithm then separates the idle robots from non-idle robots and randomly distributes the task among idle robots.

Algorithm 1: The skeleton graph for path planning

1: Segmented image of the environment; G: Graph; $S \leftarrow$ Skeletonize image I;
$G$.init($x_{init}$);
for pixel in medial-axis of $S$ do
$x_{new} \leftarrow$ pixel position; $E_{edge} \leftarrow$ Edge($x_{init}$, $x_{new}$); $G$.addedge($x_{new}$, $G$.addedge($x_{edge}$));
end for
return $G$;

2) Path Planning: To implement the path planning primitive, we extract the continuous positions on the map in the form of the graph, as shown in Figure 1(b). To extract the node graph of pathways from the 3D environment, we extract the occupancy grid – highlighting only the roads – and skeletonize the image to obtain the medial axis. This medial axis is then converted into a graph structure [36]. Finally, the resulting graph network is used to query the shortest distance between the current position of a given squad (using Dijkstra’s Algorithm [37] ) and the desired

Algorithm 2: Updating skeleton graph w/ adversaries

$G$.init($x_{init}$);
while Scenario is not done do
for $\forall$ Smoke ($D_i$) in Environment do
if $D_i$ is observed then
for $e_j \in G[e_j \in D_i]$ do
$e_j = e_j \times (1 + f(D_i, e_j))$;
end for
end if
end for
for $\forall$ Enemy ($L_i$) in Environment do
if $L_i$ is observed then
for $e_j \in G[e_j \in L_i]$ do
$e_j = e_j \times (1 + \text{Caution Level}, e_j)$;
end for
end if
end for
end while
location on the map (Algorithm [1]). To model the impact of and tactical response to adversaries, we update the skeleton graph based on the location of the smoke and dynamic adversarial units that our swarm robots have observed. Here, the weight of each edge (inter-node travel cost) is updated to reflect the impact of smoke and dynamic adversarial units; i.e., $w_{ij} = w_{ij} + \Delta w$. For smoke, the $\Delta w$ is computed as a linear decay function of the radial distance from the location of the smoke unit (up to a set radius), scaled by a set constant. For dynamic adversarial units, the weight adaption ($\Delta w$) of each edge is directly given by the third output of the tactics model (see Section II-A,6 and Table I). Algorithm 3 explains this procedure. Algorithm 5 explains this procedure. This primitive is also able to update the map based on the observed enemy units.

3) Formation Control: A region-based formation control method [24] is used here. It is a decentralized formation control technique that is useful for controlling large swarms of robots. It uses two components weighted by prescribed geometric constraints. Algorithm 3 explains this procedure. This primitive is also able to update the map based on the observed enemy units.

Algorithm 3: The formation control algorithm

```
for each robot in the swarm do
    $X \leftarrow$ Position vector of the neighbours;
    $d_{min} \leftarrow$ Minimum distance;
    $S \leftarrow$ Shape parameters;
    $H_i \leftarrow$ Component to avoid inter robot collision;
    $F_i \leftarrow$ Component to maintain robots inside region;
    for neighbour in $X$ do
        $d_{ij} \leftarrow$ Distance to neighbours $- d_{min}$;
        $x_{ij} \leftarrow$ Relative position vector;
        $H_i = \max(0, d_{ij})x_{ij} + H_i$;
    end for
    for constrain in Total constraint do
        $f_i \leq 0$ - check constraint;
        $F_i = \max(0, f_i)x_{ij} + F_i$;
    end for
    Velocity = Path velocity + $\alpha H_i + \beta F_i$;
end for
```

IV. CASE STUDY: URBAN SEARCH & RESCUE MISSION

We study an urban search and rescue mission in a combat environment with these components in the backdrop. This environment includes complexities such as smoke and static and dynamic adversarial squads. We assume a set of UAVs and UGVs with the following capabilities: i) UAVs: have a maximum speed of 5 m/s and are capable of identifying potential and true target building; and ii) UGVs: move with a maximum speed of 1 m/s and are capable of identifying potential and true target buildings, and reaching the victims inside the building (for rescue), which is a requirement for successful mission completion. Furthermore, both UAVs and UGVs are capable of engaging/neutralizing dynamic adversaries, with UGVs possessing a greater probability of neutralizing. Finally, we assume an initial map of the environment is known apriori, while the locations of victims and adversarial units are unknown.

Mission Objective $\rightarrow$ Reward Function Formulation:

The swarm tactics model is trained by maximizing the following objective (or reward) function, which measures the performance of the policy over $N_{sc}$ different scenarios.

$$
\max_{\theta_{NN}} f = \sum_{sc=1}^{N_{sc}}[\delta_{sc} \times \tau_{sc} \times (\Lambda_{sc})^{C_S} + (1 - \delta_{sc}) \times \sum_{l=1}^{N_S} \Psi_{sc,l}] 
$$

where $\delta_{sc}$ is set at 1 if scenario-$sc$ is successful, i.e., robots rescue the victims in a given maximum allowed mission time. Otherwise, $\delta_{sc}$ is set at 0 (if the scenario-$sc$ failed). In Eq. [5], timeout (mission failure) is added to the mission success metric as a soft constraint. The parameters of the neural network (policy model) are specified as $\theta_{NN}$, which includes its structure, weights, and biases.

If scenario-$sc$ is successful, the tactics policy is incentivized to finish the mission faster with lower casualty of the swarm robots (higher survival rate). The survivability coefficient $C_S \in [0, \infty)$ balances the survival rate and the rescue time – a higher value of $C_S$ puts greater importance on the survival rate. The rescue time ($\tau_{sc}$) is the time taken to rescue the victims, normalized by maximum allowed mission time. The survival rate, $\Lambda_{sc}$, is the ratio of the number of surviving robots (end of mission) to the swarm size at the start of the mission in scenario-$sc$. If scenario-$sc$ fails, the tactics policy is rewarded based on the search progress made. The search progress ($\Psi$) is computed as follows:

$$
\Psi_l = (1 - N_{sc}) + \frac{1}{N_l} \sum_{l=1}^{N_l} \psi_{l, in} + \psi_{l, out} - \frac{2}{2} 
$$

Here, the terms, $\psi_{l, in}$ and $\psi_{l, out}$ are indoor and outdoor search progress over $N_G$ potential target buildings. The search progress $\psi_{l, in}$ can be estimated by the area searched by robots compared to the whole search area for each building either inside or outside of the building. The term $(1 - N_{sc})$ prioritizes mission success over rescue time.

V. RESULTS AND DISCUSSION

We study our learning framework by simulating three distinct experiments, listed in Table I and defined as:

Experiment 1: study the network topology variation, learning convergence, and generalizability for scenarios with no dynamic adversaries, to showcase the overall viability of the neuroevolution-driven swarm tactics generation framework.

Experiment 2: evaluate the trade-offs between rescue time and survival rate, over training and testing scenarios (incl. prolonged operations that use the surviving swarm for sequential search & rescue missions.

Experiment 3: demonstrate the utility of input and output encodings and their impact on scalability with swarm size, both with independent and collective ablation tests. For all the test cases, we have used the same sample scenario as shown in Figure I.6(e). All simulations are run by executing a parallel version of our learning framework on a workstation with 2 Intel Xeon Gold 6148 processors (each w/ 20 core CPUs) and 192 GB RAM. In creating the pool of experiment scenarios, environmental parameters such as the location of target buildings and adversarial agents are designed manually to allow a sufficient environment complexity to be encountered by the swarm.
A. Experiment 1: Learning Curve

In the first experiment, we assess the learning performance using a population of 36 genomes, each evaluated over 15 (training) mission scenarios, with neuroevolution allowed to run for a maximum of 20 generations. These settings increased the diversity of scenarios while keeping the problem computationally tractable. The training scenarios consist of 3 squads of UAVs and 3 squads of UGVs, and dynamic adversarial units are not included in this case. Subsequently, $C_S$ is set at zero to focus purely on rescue time. The convergence history in this case, as illustrated by Fig. 2, provides a promising reduction of 7 minutes of mission completion time (25% improvement) compared to the initial randomized policies. In this process, the network complexity increases from roughly 3 to 14 layers (estimated), with the final network (comprising 84 nodes and 594 edges) shown as a docked diagram inside Fig. 2.

Concerning the rescue time in minutes, the trained tactics model yields a mean of 20.72 and a standard deviation of 1.23. Furthermore, across the 6 unseen test cases, we observe a mean rescue time (in mins) of 20.50 and a standard deviation of 1.01, thereby demonstrating the potential generalizability of the learning framework.

B. Experiment 2: Analysis of the Survivability Coefficient

This section studies the impact of the survivability coefficient on the learned tactics model over two different test conditions. Here, we run the learning for two different values of $C_S$ in the reward function, as follows: 1) $C_S = 0$: the reward function is only a function of the rescue time, and 2) $C_S = 1$: the reward function is a function of both rescue time and survival rate. Table I summarizes the range of values used to generate training and test scenarios. A set of 15 and 54 different scenarios are generated, respectively, as training and test sets by combining different numbers of robots and adversarial units (incl. smoke, static and dynamic adversarial units) and different distribution of potential target buildings. The map of the environment is kept the same for all training and test scenarios. The maximum allowed mission time is set at 40 minutes. The learning algorithm is executed for 10 generations with a population of 36 genomes.

For each learned tactics model, we evaluate its performance on the 54 unseen test scenarios with two different test conditions: 1) Test with Independence (Test-I): Each scenario is independent of other scenarios (each scenario is treated as one mission with termination), and 2) Test with Continuation (Test-C): Each scenario is executed using surviving units from the previous scenario (continuation). For each scenario, we identify the highest survival rate and the shortest path time. The performance of each learned model ($C_S = 0$ and $C_S = 1$) in terms of both mission rescue time and survival rate are shown in Figs. 3(a) and 3(b) respectively. It can be seen that the rescue time and the survival rate increase on both test conditions by changing the survivability coefficient ($C_S$) from 0 to 1. The improvement in survival rate is expected, but the increase in both metrics can be explained as follows: with the survivability coefficient set at 1 ($C_S = 1$), the tactics model explores to find less dangerous solutions, and if the shorter paths in the training set include adversaries, then the tactics model prefers larger path deviation and limits encounters.

Figures 3(a) and 3(b) show a significant difference in the performance of the learned tactics, in terms of both rescue time and survival rate, over two different test conditions. We observe a higher survival rate in Test-C in comparison with Test-I. One explanation for this observation is that the effectiveness of the engagement of dynamic adversarial teams is modeled such that it decreases with an increasing number of robots that they are engaged with. In Test-C, a larger number of robots are available, which can alleviate the effect of adversaries, and the survival rate is higher. In addition, due to lower casualties in Test-C, the robots can identify the target and rescue the victims sooner. On further analysis of the tactical level behavior, we observe a positive correlation between the average adversarial unit avoidance of robots and mission rescue time and survival rate.
C. Experiment 3: Ablation Study on Encoding

We perform an ablation study to analyze the effect of input and output encoding by creating the following four cases: 1) **Both (input & output)**: In this case, we ablate both the input and output encoding. 2) **Input**: The clustering procedure in the input encoding is removed, and the states of robots are directly fed into the tactics model; However, we keep the output encoding. 3) **Output**: The Pareto filtering approach is removed from the output encoding while keeping only input encoding. 4) **None**: This represents our primary framework with both input and output encoding. For brevity, we only report the results of the reward function with $C_5 = 0$ (i.e., the survival rate is omitted). The settings are listed in Table III.

Figure 4 summarizes the results of each case in terms of rescue time over unseen test scenarios. Our results illustrate the remarkable importance of output encoding (the Pareto filtering approach). When learned without output encoding, the resulting tactics model cannot complete any mission within the max allowed mission time (40 mins). This observation is expected since without an output encoding the robot action space will be quite large. On the other hand, input encoding is not as critical for learning successful tactics. Having said that, the input encoding is still important. First, the input encoding improves the quality of the learned tactics. For example, the full encoding shows 10.5% improvement in average performance and a 60% improvement in variance compared to the output-only encoding. Secondly, and most importantly, the input encoding enables the generation of tactics relatively invariant to swarm size.

D. Reinforcement Learning

To demonstrate the generality of our framework, we replace Neuroevolution with a popular gradient-based reinforcement learning (RL) method, the actor-critic algorithm or A2C [19], to learn suitable tactical policies. Table III lists the parameters used for implementing RL. Due to the computational burden of running A2C, we limited our simulations to three training scenarios and 15 testing scenarios. All the scenarios are from the same pool as those previously used for neuroevolution. With RL, learning is again executed with and without encoding. A total of 300,000 time steps of training are allowed for A2C. The policy network is defined to be a multi-layer perceptron with two hidden layers with 64 neurons per layer and an output action layer.

Since a much smaller learning cost was allowed to A2C compared to that allowed for Neuroevolution in terms of the number of training samples and computing time (for ease of quick computation), the learned policies of A2C tended to be noticeably poorer. As a result, when testing the A2C generated policies, we increase the maximum allowed mission time to be 400 mins instead of 40 mins. The test results (rescue time) thereof are shown in Fig. 5. The results obtained via A2C again emphasize the importance of encoding, especially output encoding. Future work will more comprehensively explore the applicability of A2C and other policy gradient methods for learning swarm tactics in such complex environments.

VI. Conclusion

This paper proposes a new computational framework to learn optimal policies for tactical planning of swarm robotic operations in complex urban environments. The tactics can also be learned in scenarios involving uncertain and adversarial conditions. The main contributions of our framework are: 1) neural network-based representation of swarm tactics that encompasses optimal assignment of tasks and associated swarm primitives to sub-groups; 2) dynamic regrouping of heterogeneous robots for reduced state space representation over a special graph encoding of urban maps; 3) concept of Pareto filtering of points of interest to decrease the state/action dimensionality, which enhances learning tractability. We demonstrate the feasibility of learning swarm tactics for search & rescue missions involving up to 60 UGVs and UAVs, mainly using a neuroevolution algorithm and a preliminary implementation of standard policy gradient RL algorithm (the latter demonstrates the generality of the framework). Promising generalizability was observed with levels of performance over unseen test scenarios being comparable to those obtained in training. This proposed framework can easily translate to other scenarios, swarm settings, and applications. We performed an ablation study highlighting the significance of input/output encoding, which showed that swarm performance decreases substantially when the tactics are learned without encoding state/action spaces.

Future work should explore modifying policy gradient methods and combining them with neuroevolution for greater efficiency in tactics generation and subsequent extension to
a wider variety of problems involving complex, uncertain environments with additional modalities of perception and action. Furthermore, while the framework readily adapts to varying swarm sizes (demonstrated herein with up to 60 robots), in its current form, it can only deal with a predefined number of squads and Pareto nodes; these restrictions can be relaxed in the future through graph encoding of the tactical action space itself.

**References**

[1] F. Matsuno and S. Tadokoro, “Rescue robots and systems in Japan,” in 2004 IEEE International Conference on Robotics and Biomimetics. IEEE, 2004, pp. 12–20.

[2] A. Ilachinski, “AI, Robots, and Swarms: Issues, Questions, and Recommended Studies,” CNA, 3003 Washington Boulevard, Arlington, VA 22222, Tech. Rep. DFM-2017-U-014796, 2017.

[3] M. Franchi, I. Ferrante, M. Birattari, and M. Dorigo, “Swarm robotics: a review from the swarm engineering perspective,” Swarm Intelligence, vol. 7, no. 1, pp. 1–41, 2013.

[4] M. Hüttenrauch, S. Adrian, G. Neumann et al., “Deep reinforcement learning for swarm systems,” Journal of Machine Learning Research, vol. 20, no. 54, pp. 1–31, 2019.

[5] C. Jiang, Z. Chen, and Y. Guo, “Multi-robot formation control: a comparison between model-based and learning-based methods,” Journal of Control and Decision, vol. 7, no. 1, pp. 90–108, 2020.

[6] D. Baldazo, J. Parras, and S. Zazo, “Decentralized multi-agent deep reinforcement learning in swarms of drones for flood monitoring,” in 2019 27th European Signal Processing Conference (EUSIPCO).IEEE, 2019, pp. 1–5.

[7] Y. Tan and Y.Z. Zheng, “Research advance in swarm robotics,” Defence Technology, vol. 9, no. 1, pp. 18–39, 2013.

[8] V. Kim, “A design space exploration method for identifying emergent behavior in complex systems,” Ph.D. Dissertation, Georgia Institute of Technology, 2016.

[9] D. D. Fan, E. Theodorou, and J. Reeder, “Evolving cost functions for model predictive control of multi-agent UAV combat swarms,” in Proceedings of the Genetic and Evolutionary Computation Conference Companion. ACM, 2017, pp. 55–56.

[10] A. Gajurel, S. J. Louis, D. J. Méndez, and S. Liu, “Neuroevolution for RTS micro,” in 2018 IEEE Conference on Computational Intelligence and Games (CIG). IEEE,2018, pp. 1–8.

[11] P. Stodola and J. Mazal, “Tactical decision support system to aid commanders in their decision-making,” in International Workshop on Modelling and Simulation for Autonomous Systems. Springer, 2016, pp. 396–406.

[12] M. Mukadam, A. Cosgun, A. Nakhaei, and K. Fujimura, “Tactical decision making for lane changing with deep reinforcement learning,” NIPS 2017.

[13] C.-J. Hoel, K. Wolff, and L. Laine, “Tactical decision-making in autonomous driving by reinforcement learning with uncertainty estimation,” arXiv preprint arXiv:2004.10439, 2020.

[14] Z. Kokkinogenis, M. Teixeira, P. M. d’Orey, and R. J. Rossetti, “Tactical level decision-making for platoons of autonomous vehicles using auction mechanisms,” in 2019 IEEE Intelligent Vehicles Symposium (IV). IEEE, 2019, pp. 1632–1638.

[15] G. E. Hinton and R. R. Salakhutdinov, “Reducing the dimensionality of data with neural networks,” Science, vol. 313, no. 5786, pp. 504–507, 2006.

[16] T. P. Lillicrap, J. H. Hunt, A. Pritzel, N. Heess, T. Erez, Y. Tassa, D. Silver, and D. Wierstra, “Continuous control with deep reinforcement learning,” arXiv preprint arXiv:1509.02971, 2015.

[17] O. Guéant and I. Manziuk, “Deep reinforcement learning for market-making in corporate bonds: beating the curse of dimensionality,” arXiv preprint arXiv:1910.13205, 2019.

[18] A. Behjat, S. Chidambaram, and S. Chowdhury, “Adaptive genomic evolution of neural network topologies(agents) for state-to-action mapping in autonomous agents,” in 2019 International Conference on Robotics and Automation (ICRA). IEEE, 2019, pp. 9638–9644.

[19] I. Grondman, L. Busoniu, G. A. Lopes, and R. Babuska, “A survey of actor-critic reinforcement learning: Standard and natural policy gradients,” IEEE Transactions on Systems, Man, and Cybernetics, Part C (Applications and Reviews), vol. 42, no. 6, pp. 1291–1307, 2012.