Beamforming has been extensively investigated for multi-channel audio processing tasks. Recently, learning-based beamforming methods, sometimes called neural beamformers, have achieved significant improvements in both signal quality (e.g. signal-to-noise ratio (SNR)) and speech recognition (e.g. word error rate (WER)). Such systems are generally non-causal and require a large context for robust estimation of inter-channel features, which is impractical in applications requiring low-latency responses. In this paper, we propose filter-and-sum network (FaSNet), a time-domain, filter-based beamforming approach suitable for low-latency scenarios. FaSNet has a two-stage system design that first learns frame-level time-domain adaptive beamforming filters for a selected reference channel, and then calculate the filters for all remaining channels. The filtered outputs at all channels are summed to generate the final output. Experiments show that despite its small model size, FaSNet is able to outperform several traditional oracle beamformers with respect to scale-invariant signal-to-noise ratio (SI-SNR) in reverberant speech enhancement and separation tasks. Moreover, when trained with a frequency-domain objective function on the CHiME-3 dataset, FaSNet achieves 14.3% relative word error rate reduction (RWERR) compared with the baseline model. These results show the efficacy of FaSNet particularly in reverberant and noisy signal conditions.
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2. INTRODUCTION

Beamforming, also known as spatial filtering, is a powerful microphone array processing technique that extracts the signal-of-interest in a particular direction and reduces the effect of noise and reverberation from a multi-channel signal [1]. With the dominance of deep learning methods in almost all audio processing tasks, deep learning-based beamformers, sometimes called neural beamformers, have also proven effective especially when jointly trained together with backend models for tasks such as automatic speech recognition (ASR) [2].

Most neural beamformers can be broadly categorized into three main categories. The first category, which we refer to as the filtering-based (FB) approach, aims at learning a set of beamforming filters to perform filter-and-sum (FaS) beamforming in either the time domain [3-5] or frequency domain [6-9]. FaS beamforming applies the beamforming filters to each channel and then sums them up to generate a single-channel output, within which the filters can be either fixed or adaptive depending on the model design. The second category, which we refer to as the masking-based (MB) beamforming, estimates the FaS beamforming filters in frequency domain by estimating time-frequency (T-F) masks for the sources of interest [10-23]. The T-F masks specify the dominance of each T-F bin and are used to calculate the spatial covariance features required to obtain optimal weights for beamformers such as minimum variance distortionless response (MVDR) [24] and generalized eigenvalue (GEV) beamformer [25]. The third category, which we refer to as the regression-based (RB) approach, implicitly incorporates beamforming within a neural network without explicitly generating the beamforming filters [26-27]. In this framework, the input channels are directly passed to a neural network (typically a convolutional neural network) and the training objective is to learn a mapping between the multi-channel inputs and the target source of interest. The beamforming operation is thus assumed to be implicitly included in the mapping function defined by the model. Other methods that are not part of these three main categories include ones that combine neural networks and beamforming in different ways. For example, [28] uses a single-channel speech enhancement network to first estimate the source of interest and then applies time-domain Wiener filtering based beamforming.

Previous studies have shown that frequency-domain neural beamformers significantly outnumber time-domain neural beamformers for several reasons. First, neural beamformers are typically designed and applied to ASR tasks in which frequency-domain methods are still the most common approaches. Second, frequency-domain beamformers are known to be more robust and effective than time-domain beamformers in various tasks [29-30]. However, in applications and devices where online, low-latency processing is required, frequency-domain methods have the disadvantage that the frequency resolution and the input signal length needed for a reasonable performance might result in a large, perceivable system latency. For example, mask-based (MB) beamforming methods rely on the efficacy of the mask estimation network whose performance will typically degrade in online or causal scenarios [21-22].

To address the limitation of previous neural beamformers, here we propose filter-and-sum network (FaSNet), a time-domain adaptive FaS beamforming framework suitable for realtime, low-latency applications. FaSNet consists of two stages where the first stage estimates the beamforming filter for a selected reference channel, and the second stage utilizes the output from the first stage to estimate beamforming filters for all remaining channels. The input for both stages consists of the target channel to be beamformed as well as the use of the normalized cross-correlation (NCC) between channels as the inter-channel feature. Both stages make use of the temporal con-
3.1 Problem definition

The problem of time-domain FaS beamforming is defined as estimating a set of time-domain filters for a microphone array of \( N \geq 2 \) microphones, such that the summation of the filtered signals of all microphones provides the best estimation of a signal of interest in a selected reference microphone. We first split the signals at each microphone into frames of \( L \) samples with a hop size of \( H \in [0, L - 1] \)

\[
x'_t = x^t[H : tH + L - 1], \quad t \in \mathbb{Z}, \quad i = 1, \ldots, N
\]

where \( t \) is the frame index, \( i \) is the index of the microphone and the operation \( x[a : b] \) selects the values of vector \( x \) from index \( a \) to index \( b \). To account for the time difference of arrival (TDOA) of the signal of interest at different microphones, the FaS operation is applied on a context window around frame \( t \) for each microphone to generate the beamformed output at frame \( t \)

\[
\hat{y}_t = \sum_{i=1}^{N} h'_i \odot x'_i
\]

where \( \hat{y}_t \in \mathbb{R}^{1 \times L} \) is the beamformed signal at frame \( t \), \( x'_i \) is the concept window around \( x_i \) for microphone \( i \), and \( h'_i \in \mathbb{R}^{1 \times (2L+1)} \) is the beamforming filter to be learned for microphone \( i \), and \( \odot \) represents the convolution operation. For frames where \( tH < L \) or \( tH + 2L > l \) where \( l \) is the total length of the signal, zero is padded to the context windows. The use of context window \( x'_i \) to make sure the model can capture cross-microphone delays of \( \pm L \) samples, since the directions of the sources are always known. As shown in [4], the use of the context window incorporates the estimation of cross-microphone delay into the learning process of \( h'_i \). The problem of FaS beamforming thus becomes estimating \( h'_i \) given the observations of \( x'_i \). For simplicity, we drop the frame index \( t \) in the following discussions where there is no ambiguity.

3.2 Reference channel processing

The first stage in FaSNet is to calculate the beamforming filter for the reference microphone which is randomly selected from the array (the first channel in all our experiments). Motivated by the GCC-PHAT feature in other frequency-domain beamformers and tasks such as direction of arrival (DOA) and TDOA estimation, we use frame-level normalized cross-correlation (NCC) as the inter-channel feature. To be specific, let \( \hat{x}^1 \in \mathbb{R}^{1 \times 3L} \) be the context window of the signal in the reference microphone, and \( \hat{x}^i \in \mathbb{R}^{1 \times L}, i = 2, \ldots, N \) be the corresponding center frame of all the other microphones with same index, then the NCC feature, which we defined as the cosine similarity in our case, is calculated between \( \hat{x}^1 \) and \( \hat{x}^i \):

\[
\begin{align*}
\hat{x}^j_t &= \hat{x}^j(j : j + L - 1) \\
gc_{i,j} &= \frac{\hat{s}_i^j(\hat{y}_t)^T}{\|\hat{x}^i\|_2 \|\hat{x}^j\|_2}, \quad j = 1, \ldots, 2L + 1
\end{align*}
\]

where \( f^i \in \mathbb{R}^{1 \times (2L+1)} \) is the cosine similarity between reference microphone and microphone \( i \). The NCC feature contains both the TDOA information and the content-dependent information of the signal of interest in the reference microphone and the other microphones. In order to combine the \( N - 1 \) such features \( f^i, i = 2, \ldots, N \) for all non-reference microphones in a permutation-free manner (i.e. independent from microphone indexes), we simply apply mean-pooling to them

\[
f^i = \frac{1}{N - 1} \sum_{i=2}^{N} f^i
\]

For channel-specific feature, a linear layer is applied on \( x' ] \in \mathbb{R}^{1 \times L} \), the center frame of \( \hat{x}^1 \), to create a \( K \)-dimensional embedding \( R^i \in \mathbb{R}^{1 \times K} \)

\[
R^i = x^iU
\]

where \( U \in \mathbb{R}^{L \times K} \) is the weight matrix. \( R^i \) is then concatenated with \( f^i \) and passed to a TCN with the same design as [31] followed by a gated output layer to generate \( C \) beamforming filters \( h^c_l \in \mathbb{R}^{1 \times (2L+1)}, c = 1, \ldots, C \) where \( C \) is the number of sources of interest:

\[
P^c_1, \ldots, C = H_1 \left( R^1, f^1 \right)
\]

\[
h^c_l = tanh(p^c_1W^1 + b^1) \odot \sigma(p^c_1V^1 + q^1)
\]

where \( H_1(\cdot) \) is the mapping function defined by the TCN, \( p^c_1 \in \mathbb{R}^{1 \times K} \) is the output of the TCN, \( W^1, V^1 \in \mathbb{R}^{K \times (2L+1)} \) and \( b^1, q^1 \in \mathbb{R}^{1 \times (2L+1)} \) are weight and bias parameters of the gated output layer respectively, \( tanh(\cdot) \) and \( \sigma(\cdot) \) denote the hyperbolic tangent and sigmoid functions respectively, and \( \odot \) represents the Hadamard product. \( h^c_l \) is then convolved with \( \hat{x}^1 \) to generate the beamformed output of source \( c, y^c_i \in \mathbb{R}^{1 \times L} \), for the reference microphone

\[
\hat{y}^c_i = \hat{x}^1 \odot h^c_i
\]

3.3 Remaining channel processing

The second stage in FaSNet is to estimate the beamforming filters \( h^c_i, i = 2, \ldots, N \) for all remaining microphones. Using the output of each estimated sources of interest from the first step \( \hat{y}^c_i \) as the cue, we apply the similar procedure as above to all the remaining microphones. For microphone \( i \) with context window \( x^i \in \mathbb{R}^{1 \times 3L} \), the NCC feature is calculated between it and \( \hat{y}^c_i \):

\[
\begin{align*}
\hat{x}^j_t &= \hat{x}^j(j : j + L - 1) \\
gc_{i,j} &= \frac{\hat{s}_i^j(\hat{y}_t)^T}{\|\hat{x}^i\|_2 \|\hat{x}^j\|_2}, \quad j = 1, \ldots, 2L + 1
\end{align*}
\]

Another TCN with its corresponding mapping function \( H_2(\cdot) \) is used to generate \( h^c_i \) given \( gc^c_i \in \mathbb{R}^{1 \times (2L+1)} \) and the linear transformation \( R^i = x^iU \):

\[
P^c_i = H_2 \left( R^i, gc^c_i \right)
\]

\[
h^c_i = tanh(p^c_iW^2 + b^2) \odot \sigma(p^c_iV^2 + q^2)
\]
where \( W^2, V^2 \in \mathbb{R}^{K \times (2L+1)} \) and \( h^2, q^2 \in \mathbb{R}^{1 \times (2L+1)} \) are weight and bias parameters of the gated output layer respectively. Note that all remaining microphones share the same TCN and gated output layer. The filters \( h^c \) are then convolved with \( \hat{x}^i \) and summed up to \( \hat{y}^c \) to generate the final beamformed output of source \( c \)

\[
\hat{y}_c = \hat{y}^c + \sum_{i=2}^{N} \hat{x}^i \odot h^c
\]

(12)

Finally, all segments in \( \hat{y}_c \) are transformed back to the full utterance \( y^*_c \in \mathbb{R}^{1 \times L} \) through the overlap-and-add operation. Figure 1 shows the full diagram of the system.

3.4. Combination with single-channel systems

The output of FaSNet can also be passed to any single-channel enhancement system for further performance improvement. As FaSNet directly generates waveforms, the tandem system can still be trained end-to-end for either time-domain or frequency-domain objectives. Section 3.5 shows that the tandem configuration leads to improved performance compared to both the single-channel system and FaSNet-only system.

3.5. Training objectives

The training objective can either be in time- or frequency-domain depending on the actual task to solve. For tasks that take signal quality as an evaluation measure, we use the scale-invariant signal-to-noise ratio (SI-SNR) and scale-invariant mean-square-error (SI-MSE) as the training objective:

\[
L_{\text{obj}} = \frac{1}{C} \sum_{c=1}^{C} \text{SI-SNR}(y^*_c, \hat{y}^c).
\]

(13)

For tasks where frequency-domain output is favored (e.g., ASR), we use mel-spectrogram with scale-invariant mean-square-error (SI-MSE) as the training objective:

\[
\begin{align*}
\begin{cases}
Y_c & = \text{STFT}(y^*_c) \\
\hat{Y}_c & = \text{STFT}(\hat{y}^c)
\end{cases} \\
L_{\text{obj}} = \frac{1}{C} \sum_{c=1}^{C} \text{MSE}(Y_cM, \hat{Y}_cM)
\end{align*}
\]

(14)

4. EXPERIMENT CONFIGURATIONS

We evaluate the proposed FaSNet on various types of multi-microphone audio processing tasks. To be specific, we design three different experiments:

1. **Echoic noisy speech enhancement (ESE):** We jointly perform speech denoising and dereverberation in an echoic environment;
2. **Echoic noisy speech separation (ESS):** We separate the direct path of two speakers in a noisy, echoic environment.

3. **Multichannel noisy ASR:** We use the 3rd CHiME challenge dataset [38] for ASR task.

The direct-path speech signals for all sources of interest are always used as the target.

### 4.1. Data generation

For ESE and ESS tasks, we assume a circular omni-directional microphone array with a maximum of 4 microphones evenly distributed. The diameter of the array is fixed to 10 cm. The positions of the sources (speakers and the noise) and the center of the microphone array are randomly sampled, with the constraint that all sources should be at least 0.5 m away from the room walls. The height for all sources is fixed to 1 m. We then simulate the room impulse response (RIR) filters with the image method [39], and specifically with the gpRIR toolbox [40]. We randomize the length and the width of the rooms within the range $[3, 8]$ m and fix the height to 3 m.

We then generate a dataset for simulated ESS and ESE scenarios with the TIMIT dataset [41]. We first randomly split each speaker’s utterance into 7 training, 2 validation and 1 test samples, and then generate the training, validation and test sets within the corresponding categories that contain 20000, 5000 and 3000 rooms respectively. Each room contains two speakers and one noise source, within which the noise is randomly sampled from first 80 samples in [42] for training and validation sets and all 100 samples for the test set. For ESE, the relative SNR between the speaker and the noise is randomly sampled between $[-5, 15]$ dB. In ESS, the relative SNR between the two speakers is randomly sampled between $[-5, 5]$ dB and the noise is randomly sampled between $[-5, 15]$ dB with respect to the low energy speaker.

### 4.2. Hyperparameters setting

Table 1 shows the symbols for the hyperparameters in the system. Each TCN has an identical design to [31] and contains $R$ repeats of the 1-D convolutional blocks with $P$ blocks in each repeat. In all experiments, we set $R = 2$ and $P = 5$. The size of the 1-D convolutional kernel in each 1-D convolutional block is 3, and the input and hidden channels in each block are set to 64 and 320 respectively. The embedding dimension $K$ is set to 64. The number of parameters in each TCN is thus 0.76M. The effect of different frame length $L$ is discussed in Section 5.2. For tandem systems with a single-channel system for second-stage enhancement, we adopt the Conv-TasNet configuration [31] but change the masking layer into a direct regression layer. The model size of the single-output Conv-TasNet is 1.9M.

| Symbol | Description |
|--------|-------------|
| $L$    | Frame size (in samples) |
| $P$    | Number of convolutional blocks in each repeat in TCN |
| $R$    | Number of repeats in TCN |
| $K$    | Dimension of embeddings as well as the output of TCN |

Table 1: Hyperparameters in the proposed system.

In the ASR and ESE tasks, each TCN estimates one beamforming filter at each frame, while in the ESS task, each TCN estimates two beamforming filters corresponding to the two speakers.

### 4.3. Traditional beamformers

In order to show the advantages and performance of the proposed approach, FaSNet is compared against a variety of classical beamformers. Both beamformers in the time- and frequency-domain are considered. The comparison on the time-domain beamformers is carried out since it represents a fairer comparison to FaSNet which is also based on the time domain. This comparison is extended to more traditional and more robust frequency-domain beamformers which are vastly used in practice.

Four classes of beamformers are considered in the comparison. The first class is time-domain beamformers and comprises time-domain (TD) multi-channel Wiener filter (MWF) and TD MVDR beamformers [43]. The second class is frequency-domain (FD) beamformers and considers the speech distortion weighted MWF (SDW-MWF) and MVDR [44] beamformers. For both these classes the eigendecomposition method is used in order to estimate the steering vector [45] from the estimated spatial covariance. The third class comprises MB beamformers, specifically MVDR [13] and GEV [10] beamformers. Both these MB beamformers use the ideal binary mask (IBM) to estimate the beamforming filters. In the interest of space, the exact formulation of each of these beamformers is omitted. We direct the interested reader to the original formulations, which are referenced in Table 2 and the open source implementation [30].

### 5. Results and Discussion

#### 5.1. Benchmarking oracle beamforming techniques on signal quality measurement

All the beamformers described in Section 4.3 are tested on both ESE and ESS tasks and evaluated with signal quality measurement (i.e. SI-SNR). Both time- and frequency-domain beamformers use the full utterance to estimate the spatial covariance and consequently calculate the steering vector. Similarly, MB beamformers use the oracle IBM on the full utterance to calculate the spatial covariance matrices. Table 2 provides the SI-SNR improvement of all described traditional beamformers. Among the time-domain beamformers, TD-MVDR shows better performance in the ESS task while TD-MWF is better in the ESE task. Even though the differences are minimal, we confirm the statement in [43] that for speech enhancement in time domain, MVDR is typically better than MWF. Among the frequency-domain beamformers, the SDW-MWF beamformer is significantly better than MVDR, given the fact that by design SDW-MWF also leads to better dereverberation. For mask-based beamformers, MVDR shows significantly better performance than GEV. This confirms the observation in [10] that GEV suffers from phase adjustment problems which can significantly decrease signal quality. The overall performance of frequency-domain beamformers is significantly better than time-domain beamformers especially with an increasing number of microphones [30].

As FaSNet has a fixed receptive field defined by the TCNs, we also conduct another experiment where the spatial covariances and masks are estimated based on short segments of length...
Table 2: Performance of oracle beamformers. SI-SNR improvement is reported. CC: close-condition (development) set. OC: open-condition (evaluation) set.

| Method       | # of mics | SI-SNRi (dB) |
|--------------|-----------|--------------|
|              |           | ESE          | ESS          |
|              |           | CC | OC | CC | OC |
| TD-MVDR [43] | 2         | 2.1 | 2.6 | 3.2 | 3.4 |
|              | 3         | 2.5 | 2.9 | 4.2 | 4.3 |
|              | 4         | 2.8 | 3.2 | 3.9 | 4.3 |
| TD-MWF [43]  | 2         | 1.6 | 1.8 | 3.1 | 3.2 |
|              | 3         | 2.1 | 2.5 | 3.9 | 4.2 |
|              | 4         | 2.5 | 2.7 | 4.4 | 4.5 |
| FD-MVDR [44] | 2         | 2.1 | 2.0 | 2.1 | 2.1 |
|              | 3         | 3.2 | 3.0 | 3.5 | 3.5 |
|              | 4         | 4.1 | 3.9 | 4.6 | 4.5 |
| FD-SDW-MWF [44] | 2   | 3.7 | 3.6 | 3.1 | 3.1 |
|              | 3         | 6.4 | 6.2 | 5.9 | 5.9 |
|              | 4         | 8.1 | 7.9 | 7.6 | 7.5 |
| MB-MVDR [13] | 2         | 3.9 | 3.8 | 4.1 | 3.3 |
|              | 3         | 5.8 | 5.7 | 6.2 | 5.1 |
|              | 4         | 6.7 | 6.6 | 7.5 | 6.3 |
| MB-GEV [10]  | 2         | -4.8 | -5.7 | -4.1 | -3.6 |
|              | 3         | 0.8 | 0.9 | 1.1 | 0.6 |
|              | 4         | 2.5 | 2.5 | 2.9 | 2.3 |

$s \in \{100, 250, 500\}$ ms with two possible ways for the estimation: the spatial covariance is calculated over time for every non-overlapping segment, or only estimated once based on a segment randomly selected within the utterance. We found empirically that the two ways lead to results lacking significant differences, so here we only report the results from the former configuration. Table 3 shows the comparison of the best performing oracle beamformers in Table 2 with different segment sizes. For the widely-used MB-MVDR, a large enough receptive field is crucial for a reasonable performance which makes it harder to apply in rapid changing conditions.

Table 3: Performance of oracle beamformers with different segment sizes for spatial covariance estimation. SI-SNR improvement is reported only on the OC set.

| Method       | Segment size (ms) | # of mics | SI-SNRi (dB) |
|--------------|-------------------|-----------|--------------|
|              |                   |           | ESE          | ESS          |
|              |                   | CC | OC | CC | OC |
| TD-MVDR [43] | 100               | 4  | 4.5 | 4.0 |
|              | 250               | 4  | 5.7 | 5.3 |
|              | 500               | 4  | 6.5 | 6.1 |
| FD-SDW-MWF [44] | 100  | 4  | -0.3 | -1.2 |
|              | 250               | 4  | 3.0 | 2.7 |
|              | 500               | 4  | 4.7 | 4.6 |
| MB-MVDR [13] | 100               | 4  | 6.5 | 6.1 |
|              | 250               | 4  | 7.0 | 6.8 |
|              | 500               | 4  | 8.2 | 8.1 |

5.2. Results of FaSNet on various tasks

We first investigate the effect of frame size $L$ in FaSNet while fixing other hyperparameters. Table 4 shows how different frame sizes affect the system performance. We can see that a longer frame size leads to constantly better performance, which is expected as higher frequency resolution can be achieved. As the system latency of FaSNet is $2L$, tradeoff between performance and frame size needs to be considered for applications that strictly require low-latency processing. In this paper, we select the best performing system, i.e. $L = 16$, for all following experiments.

We then compare FaSNet with a single-channel time-domain method, the Conv-TasNet [31], on both tasks with various configurations. We choose this comparison as both models are based on the same TCN modules and have similar model design paradigm. Table 5 provides the comparison across different number of microphones and causality settings. We can observe that in a non-causal setting, FaSNet achieves on par performance with the single-channel Conv-TasNet baseline of 4 microphones, while in a causal setting, it outperforms Conv-TasNet even with only 2 microphones. Moreover, adding a post single-channel enhancement network constantly improves the performance across almost all configurations on both tasks. The 4-channel tandem system is able to achieve on par performance with an MB-MVDR system with oracle IBM, and is significantly better than the segment-level oracle MB-MVDR. This shows that when comparing with frequency-domain beamformers which highly rely on a long segment for robust spatial covariance estimation, FaSNet has better potential for low-latency processing on much shorter segments.

Table 4: Dependence of SI-SNR improvement on frame size for a 2-ch FaSNet in ESE task.

| Frame (ms) | 2 | 4 | 8 | 16 |
|------------|---|---|---|----|
| CC         | 1.6 | 2.4 | 3.3 | 4.0 |
| OC         | 1.4 | 2.2 | 3.0 | 3.7 |

Table 5: Performance of FaSNet and tandem system in both ESE and ESS tasks.

| Method       | Model size | Causal | # of mics | SI-SNRi (dB) |
|--------------|------------|--------|-----------|--------------|
|              |            |        |           | ESE          | ESS          |
|              |            |        | CC | OC | CC | OC |
| Conv-TasNet  | 1.9M       | ×      | 1  | | 5.3 | 5.0 | 4.1 | 4.1 |
|              |            |        | 3.5 | 3.3 | 2.7 | 2.6 |
| FaSNet       | 1.5M       | ×      | 3  | | 4.4 | 4.1 | 4.0 | 3.9 |
|              |            |        | 4  | | 5.3 | 5.0 | 4.7 | 4.6 |
| Tandem       | 3.4M       | ×      | 3  | | 5.3 | 5.0 | 4.4 | 4.4 |
|              |            |        | 4  | | 5.3 | 5.0 | 5.5 | 5.5 |

We also evaluate FaSNet on CHiME-3 dataset to investigate its potential as the front-end for speech recognition systems. Table 6 shows the performance of FaSNet with respect to signal quality measure. Two different training targets, the reverberant clean signal or...
the original clean signal, are applied during training. Note that the original clean source has an unknown shift with the oracle direct path signal in the reference microphone, so we adopt shift invariant training (SIT) where we calculate the maximum SI-SNR between the system output and the original clean signal with ±2 ms of shift. We can see that FaSNet is significantly better than the Conv-TasNet baseline with both targets, further proving its effectiveness on real-world recordings.

Table 7 compares the word error rate (WER) of FaSNet and the official CHiME-3 baseline system on the recognition task. We use the officially provided DNN baseline recognizer as our backend ASR system, although more advanced systems with fully end-to-end training may further boost the performance. We can see from the table that when training with the original clean source as target and SI-SNR as objective, FaSNet is able to achieve 9.3% relative word error rate reduction (RWERR) compared with the MVDR baseline, and when training with the mel-spectrogram of the original clean signal as target with SI-MSE as objective, FaSNet achieves a 14.3% RWERR. This result proves that when training with a frequency-domain objective that favors ASR backends, FaSNet can also serve as an effective ASR front-end.

Table 6: Performance of FaSNet on CHiME-3 evaluation dataset. SI-SNR improvement is reported.

| Target                  | Method   | Causal | SI-SNRi (dB) |
|-------------------------|----------|--------|--------------|
| Reverberant clean       | Conv-TasNet | ×      | 8.7          |
|                         | FaSNet    | ×      | 12.2         |
|                         |           | ✓      | 10.6         |
| Clean source            | Conv-TasNet | ×      | 7.5          |
|                         | FaSNet    | ×      | 11.6         |
|                         |           | ✓      | 11.1         |

5.3. Visualization of FaSNet filters

To better understand the beampatterns of the time-domain filters generated by FaSNet, Fig. 2 visualizes them for two example utterances in the ESS task. The figure shows the beampatterns estimated by FaSNet at different frames of the utterances. The beampatterns are shown as a function of frequency and DOA. As we can see, FaSNet learns specific beampatterns which are content-dependent within each utterance, where different regions have different beampatterns. Specifically, nonspeech regions receive filters with null pattern for both utterances, further proving the adaptation ability of FaSNet across the utterance.

6. CONCLUSION

In this paper, we proposed FaSNet, a time-domain adaptive beamforming method especially suitable for online, low-latency applications. FaSNet was designed as a two-stage system, where the first stage estimated the beamforming filter for a randomly selected reference microphone, and the second stage used the output of the first stage to calculate the filters for all the remaining microphones. FaSNet can also be concatenated with any other single-channel system for further performance improvement. Experimental results showed that FaSNet achieved better or on par performance than several oracle traditional beamformers on both echoic noisy speech enhancement (ESE) and echoic noisy speech separation (ESS) tasks. Moreover, when training with a frequency-domain objective that is favored by backend systems for speech recognition, FaSNet improved the word error rate on CHiME-3 by 14.3% compared with a baseline model. Visualization on the beampatterns generated by FaSNet showed that it can estimate content-dependent adaptive filters for speech and nonspeech regions. Future work includes investigations into the system performance on more diverse environments, e.g., with nonstationary speakers, and the evaluation of the system performance when trained with an ASR backend in a fully end-to-end manner.
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