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ABSTRACT

The processing of signals supported on non-Euclidean domains has attracted large interest recently. Thus far, such non-Euclidean domains have been abstracted primarily as graphs with signals supported on the nodes, though the processing of signals on more general structures such as simplicial complexes has also been considered. In this paper, we give an introduction to signal processing on (abstract) regular cell complexes, which provide a unifying framework encompassing graphs, simplicial complexes, cubical complexes and various meshes as special cases. We discuss how appropriate Hodge Laplacians for these cell complexes can be derived. These Hodge Laplacians enable the construction of convolutional filters, which can be employed in linear filtering and non-linear filtering via neural networks defined on cell complexes.
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1. INTRODUCTION

Graph signal processing (GSP) has become important to study signals defined over non-Euclidean spaces. GSP provides tools for processing signals supported on discrete spaces abstracted as graphs, leveraging ideas from both signal processing and graph theory [1]. Recently, there has been increased interest in extending these ideas to more general topological spaces described, e.g., via simplicial complexes (SCs) [2–9]. Underpinning this development is the notion that encoding a richer set of relationships can a) help to capture relevant invariants in data supported on complex spaces more faithfully; b) enable the extraction of a richer set of structural features, ultimately leading to more powerful signal processing methods.

Similarly, geometric deep learning architectures, which have mostly been defined as neural networks on graphs, have recently been extended to domains modeled via SCs [10–14] and hypergraphs [15, 16]. In this context, having a richer set of interactions between neurons can reshape the information flow and enlarge the set of possible computations, which can increase the expressiveness of neural networks [17]. Similar ideas have also appeared in the study of dynamical systems defined on networks [18].

To some extent, these developments mirror ideas from the burgeoning area of topological data analysis (TDA) [19]. The goal of topological data analysis is to understand the “shape of data” [20], by constructing various complexes such as SCs, cubical complexes, etc., which provide discrete approximations of the (topological) space containing the observed data. These complexes can then be analysed using tools such as persistent homology [21], or the mapper algorithm [22]. Interestingly, whereas in TDA many different kinds of constructions for complexes have been considered, outside of TDA most works have focused on SCs.

Indeed, (abstract) SCs are arguably the simplest kind complexes and are already equipped with many desirable features: they extend graphs by allowing for relationships not just between vertex pairs, but also larger vertex sets. From a GSP point of view, SCs come equipped with natural shift operators in the form of Hodge Laplacians and their associated boundary maps [8–10]. Despite these aspects, SCs have certain disadvantages as modelling tools for discrete domains. In particular, within an SC any relationship between $k$ entities must be built from relationships of all the corresponding subsets of $k − 1$ entities. Consequently, encoding a space via an SC can require an relatively large amount of data and memory. This complexity of encoding the domain can, e.g., impact the scalability of training neural networks; see [23] for a discussion related to graphs.

Furthermore, if we want to process signals on an already discrete domain, e.g., traffic-flows on a (rectangular) street network, constructing a meaningful SC can be challenging due to an inherent lack of available simplices. To illustrate some of these shortcomings on an intuitive level, consider the example of a 2-torus. A compact way (but not the most compact) to describe the topology of the torus with an SC requires 9 nodes, 27 edges, and 18 triangles. This is shown in Fig. 1 (left), where the torus is triangulated to form an SC.

Contributions. Can we find a simpler representation of this space that preserves the algebraic structure of SCs, which we can exploit for signal processing? In this article, we argue that the theory of cell complexes provides the necessary generalization for SCs to answer this question affirmatively. Related ideas for signal processing on cell complexes can be found in [24, 25]. In particular, concepts for
signal processing on general topological spaces (modeled, e.g., by cell complexes) have previously been discussed in [5, 25].

The purpose of this article is to present the main ingredients necessary for signal processing on cell complexes in an accessible and compact manner, generalizing the expositions in [8–10] for simplicial complexes. In particular, we provide a combinatorial characterization of cell complexes, which facilitates the construction of appropriate linear (shift) operators for signal processing.

At an intuitive level, a cell complex (CC) generalizes an SC in that rather than allowing only for simplices as building blocks, we are allowed to use cells of arbitrary shape. Accordingly, every cell can have an arbitrary number of lower dimensional cells on its boundary. This flexible type of complex yields, e.g., a substantially simpler model of the torus – see Fig. 1 (right). Instead of having to divide the surface of the torus into triangles, the torus can be modeled with 4 nodes, 8 edges, and 4 faces describing bounded regions by these edges. Besides increased flexibility to model various domains, we may also gain numerical stability when replacing SCs with CCs. For instance, in geometry processing, CCs in the form of polygonal meshes are preferable to SCs for solving PDEs on a surface, and are best suited for high-order surface modeling [26].

**Outline.** We provide mathematical background on CCs and their combinatorial representations in Section 2. We then introduce Hodge Laplacians on CCs and discuss how these matrices can serve as shift operators for signals supported on CCs. With these Hodge Laplacians we construct linear convolutional filters for signals on CCs and illustrate their utility in Section 4. Finally, we show how to devise non-linear filters via neural networks defined on CCs in Section 5. We close with a brief discussion on future work.

2. **CELL COMPLEXES AND SIGNALS ON CELLS**

**Cell Complexes as topological domains.** CCs form a natural generalization of almost all discrete domains that are important in practice, such as multigraphs, 3D shapes, SCs, point clouds, polyhedral complexes, delta complexes and cubical complexes [27]. In this paper, all CCs are assumed to be regular and consist of finitely many cells.

It is instructive to informally think of CCs as geometric spaces inductively built up from *cells*. Starting with points as 0-cells, k-cells are defined such that their geometric boundary consists of a (finite) collection of k − 1 cells. For instance, a line is a 1-cell with two 0 dimensional points as boundary, and a polygon may serve as a 2-cell, with a boundary consisting of a set of line segments. We may now think of a CC as a topological space consisting of a set of cells for which we have “glued together” the boundaries of a finite collection of cells, such that two cells may now have a joint boundary.

Furthermore, by definition, the boundaries of every cell are always part of the CC. Thus, a CC typically consists of a collection of cells of varying dimensions which are related via their boundaries. In particular, the cells that bound a cell are called the *faces* of that cell. The faces of a k-cell in a regular cell complex are (k − 1)-cells: the set of faces of a 0-cell is the empty set.

Formally, a regular cell complex $\mathcal{X}$ is a topological space with a partition into subspaces (cells) $\{X_\alpha\}$, such that for all $\alpha, \beta$, we have [27, 28]: a) $X_\alpha \cap X_\beta = \emptyset$ only if $X_\beta \subset X_\alpha$, where $\mathcal{X}$ refers to the closure of set $X$; b) there exists a homeomorphism $\psi$ (a continuous bijection with a continuous inverse) from $X_\alpha$ to $\mathbb{R}^{n_\alpha}$ for some $n_\alpha \in \mathbb{N}$, called the dimension of the cell; c) there exists a homeomorphism, called an attaching map, of the closed unit ball to $X_\alpha$, such that homeomorphically maps the interior of the ball onto $X_\alpha$. Fig. 2 depicts these definitions. In particular, each 2-cell is bounded by 1-cells (edges), and each 1-cell is bounded by 0-cells (nodes). Moreover, the cells are homeomorphic to closed balls of corresponding dimension in Euclidean space: the closed disc, the closed interval, and a point for 2-cells, 1-cells, and 0-cells, respectively.

For simplicity, we will concentrate on CCs with at most 2 dimensional cells in the following, even though the theory extends beyond this case. As explained in the following subsections, we can describe CC in a compact combinatorial manner, akin to graphs.

**A combinatorial description of cell complexes.** Consider a cell complex $\mathcal{X}$ and denote the set of k-cells in $\mathcal{X}$ by $X^k$, with cardinality $N_k = |X^k|$. In analogy to graphs, we call the elements of the set $X^0$ the nodes and denote them by $v_i$ for $i = 1, \ldots, N_0$. Similarly, we call the elements of $X^1$ the edges of the cell complex and denote them by $e_i$ for $i = 1, \ldots, N_1$. Finally, we call the elements of $X^2$ the 2-cells of the complex, and denote them by $\theta_i$ for $i = 1, \ldots, N_2$.

It is customary to introduce a reference orientation to each edge and 2-cell. This choice of an orientation is a matter of bookkeeping: similar to labeling the nodes of a graph to encode it in an adjacency matrix, those reference orientations are essential for performing appropriate numerical computations with (flow) signals on cell complexes. We denote the k-th oriented edge going from node $v_i$ to node $v_j$ via the ordered tuple $e_{ij} = [v_i, v_j]$. The corresponding oppositely oriented edge will be denoted by $e_{ji} = [v_j, v_i]$. The k-th oriented 2-cell will be denoted by the ordered tuple $\theta_i = [e_{ij}, \ldots, e_{kl}]$ defined by a sequence $e_{ij}, \ldots, e_{kl}$ of oriented edges that form a non-intersecting closed path of length $m \geq 2$. Note that the path defining $\theta_i$ may contain edges traversed against their reference orientation as well. Any cyclic permutation of the ordered tuple $\theta_i$ defines the same 2-cell; a flip of both the orientation and ordering of all the edges defining $\theta_i$ corresponds to a change in the orientation of the 2-cell, i.e., $\theta_i = [e_{ji}, \ldots, e_{ki}]$. Unlike for SC just flipping a single edge in $\theta_i$ may lead to an inconsistent closed path (cell), and thus is not feasible, in general. Indeed, in an SC any permutation of the vertex labels of a simplex leads to consistent path.

Given a reference orientation for each cell, for each k we can define a finite-dimensional vector space $C_k$ with coefficients in $\mathbb{R}$ whose basis elements are the oriented k-cells. An element $\chi_k \in C_k$ is called a k-chain and may be thought of as a formal linear combination of these basis elements. For instance, a 1-chain may be written as $\chi_1 = \sum a_i e_i$ for some $a_i \in \mathbb{R}$. We augment the construction of $C_k$ by one more aspect: an orientation change of the basis elements is defined to correspond to a change in the sign of the coefficient $a_i$. Hence, if we flip the orientation of a basis element, we have to multiply the corresponding coefficient $a_i$ by $-1$, e.g., $a_i e_i = -a_i e\overline{i}$.

Observe that for any k the space $C_k$ is isomorphic to $\mathbb{R}^{N_k}$, so we may compactly represent each element $\chi_k \in C_k$ by a vector
Signals on cell complexes: cochains. In the following, we concentrate on edge-signals on CCs, which we will think of as flows. Such flows can be conveniently described by so-called cochains, which may be thought of as maps that assign a scalar value to each cell. Such a cochain may be interpreted as a signal supported on the cells of the complex and be conveniently represented by a vector.

Formally, the space of $k$-cochains is the dual space of the space of $k$-chains and denoted as $C^k \defeq C^k_\ast$. In the finite case, these spaces are isomorphic, but interpreted in different ways. Namely, $k$-chains are interpreted as weighted collections of cells, while $k$-cochains are functions assigning scalar values to $k$-cells. In the context of smooth manifolds, $k$-cochains are related to differential forms, which one integrates over a domain described by a $k$-chain.

Mappings between different dimensions: boundary maps. Chains of different dimensions can be related via boundary maps $\partial_k : C_k \to C_{k-1}$, which map a chain to a sum of its boundary components. We can define these linear maps via their action on the basis elements, which are simply each of the oriented cells. In our setting, we have $\partial_1(\mathbf{e}_i) = \mathbf{v}_i - \mathbf{v}_j$ and $\partial_2(\mathbf{e}_{ij}) = \mathbf{e}_i - \mathbf{e}_j$. Since all the spaces involved are finite dimensional we can represent these boundary maps via matrices $B_0$ and $B_2$, respectively, which act on the corresponding vector representations of the chains.

The dual of these boundary maps are the co-boundary maps $\partial^k_0 : C^{k-1} \to C^k$, which map cochains of lower to higher-dimensions. Given the inner-product structure of $C_k$ defined above, these are simply the adjoint maps to $\partial_k$ and their matrix representation is accordingly given by $B_0^\top$ and $B_2^\top$, respectively. Fig. 2 illustrates all of these concepts. We illustrate a 2-chain using an oriented circular arrow on the rightmost face. Applying the boundary map $\partial_2$ to this 2-chain yields a sum of the oriented edges bounding the 2-cell, illustrated by the red arrows. Similarly, if we consider a 0-cochain, which simply assigns a real number to each vertex as illustrated by the green vertex, the coboundary operator applied to that vertex induces a nonzero 1-cochain on the edges incident to that node, having no effect elsewhere in the CC.

3. LINEAR FILTERS ON CELL COMPLEXES AND THE HODGE LAPLACIAN

Having defined the domain (regular cell complexes) and the signals of interest (cochains), we now consider how we can use the structure of the domain to process said signals. We take a GSP approach to this problem. First, we establish a suitable operator that reflects the combinatorial structure of the domain. Then, under the hypothesis that the signal’s properties are reflective of the domain, we use the chosen operator to build filters that reinforce the hypothesis.

Given a regular CC $X$ with boundary matrices as defined above we define the $k$-th combinatorial Hodge Laplacian by:

$$L_k = B_0^\top B_0 + B_{k+1}^\top B_{k+1}. \quad (1)$$

The $k$-th Hodge Laplacian provides a mapping from the space of signals on $k$-cells onto itself. Specifically, the 0-th Hodge Laplacian operator, is simply the graph Laplacian $L_0 = B_0^\top B_0$ of the graph corresponding to the 1-skeleton of the CC (note that $B_0 := 0$ by convention). Similar to the graph Laplacian, the Hodge Laplacian is a positive semidefinite operator and its eigenvalues can be interpreted in terms of non-negative frequencies [8, 9].

Using the fact that $\partial_k \circ \partial_{k+1} = 0$ and the definition of $L_k$, it can be shown that the space of $k$-cochains on $X'$ admits a so-called Hodge-decomposition [10, 25, 29]:

$$C^k = \text{Im}(\partial_{k+1}) \oplus \text{Im}(\partial_k^\top) \ominus \ker(L_k). \quad (2)$$

In the context of flow-signals, i.e., 1-cochains, this decomposition is the discrete equivalent of the celebrated Helmholtz decomposition for a continuous vector field into curl, gradient and harmonic components. Specifically, we can create any gradient signal via a vector $\phi$ assigning a potential $\phi_i$ to each vertex $i$ in the complex, and then applying the co-boundary map $\partial^1_0$. Likewise, any curl flow can be created by applying the boundary map $\partial_1$ to a vector $\eta$ of 2-cell potentials. (Note how this is precisely analogous to the scalar and vector potentials appearing in the Helmholtz decomposition).

Importantly, it can be shown that each of the above discussed three subspaces is spanned by a set of eigenvectors of the Hodge Laplacian. Namely, the eigenvectors of the lower Laplacian $L_{k, \text{low}} = B_0^\top B_0$ precisely span $\text{Im}(B_0^\top)$ (the gradient space); the eigenvectors of the upper Laplacian $L_{k, \text{up}} = B_{k+1}^\top B_{k+1}$ span $\text{Im}(B_{k+1})$ (curl space), and the eigenvectors associated to zero eigenvalues span the harmonic subspace.

Using the Hodge Laplacian in lieu of the graph Laplacian as a shift operator for signals supported on CCs, we can define a cell-filter $H$ of order $M$ via the matrix polynomial

$$H(L_k) = \sum_{\ell=0}^{M} h_{\ell} L_k^\ell. \quad (3)$$

Examining (3), we see that $H(L_0)$ is simply a weighted sum of powers of $L_k$. Considering the way that $L_0$ is defined, one can check that $[L_0]_{ij} \neq 0$ only if the $i^{\text{th}}$ and $j^{\text{th}}$-k-cells are incident to one another. Then, it follows that for $\ell \geq 0$, we have that $[L_k^\ell]_{ij} \neq 0$ only if the $i^{\text{th}}$ and $j^{\text{th}}$-k-cells are at most $\ell$ “hops” away from one another in the CC. Thus, higher order terms in a polynomial reflect increasingly longer-range relationships among elements in the CC.

Much like in GSP, a typical hypothesis is that signals on the domain are smooth with respect to the Laplace operator. For instance, one might assume that 1-cochains (edge flows) are approximately harmonic [2, 30], and are thus mostly supported by the eigenvectors of the Hodge Laplacian with small eigenvalues. To denoise or represent such a signal, then, it may be appropriate to design the polynomial $H(\cdot)$ as a low-pass filter. That is to say, $H(\lambda)$ should take values close to one for small $\lambda$, and be close to zero for large $\lambda$.

4. NUMERICAL ILLUSTRATION

To illustrate the utility of the Hodge Laplacian as a shift operator for filtering, we consider a flow denoising task. We consider flows (1-cochains) on the Sioux Falls road network [31], as illustrated in Fig. 3 (a). The flow corresponds to the sum of 1000 trajectories on the edges created by picking a source node from the northern side, a target node from the southern side, and then generating a random walk that starts at the source and terminates at the target.

As the Sioux Falls road network forms a planar graph, we take each “hole” in the graph to be a 2-cell, turning the network into a regular CC with (24, 38, 15) 0-cells, 1-cells, and 2-cells, respectively. Given the initial flow $f^\ast$, created as described above, we assume that we observe a noisy version of this flow, of the form $f = f^\ast + \varepsilon$, where $\varepsilon$ is white Gaussian noise. To estimate the true flow $f^\ast$, we perform the computation $\hat{f} = Hf$ via a filter $H$ defined as follows:

$$H(S) = (I - \lambda_{\text{max}}^{-1}S)^3, \quad (4)$$

where $\lambda_{\text{max}}$ is the largest eigenvalue of $L_k$. It can be shown that $H$ is a low-pass filter, as desired.
where $\lambda_{\text{max}}$ is the maximum eigenvalue of the matrix $S$. Note that the described filter is a low-pass filter, in the sense that it removes components of signals that correspond to the eigenvectors of the matrix $S$ with large eigenvalues. We apply this filter for multiple operators $S : C^1 \rightarrow C^1$, including a) the cellular Hodge Laplacian, b) the simplicial Hodge Laplacian, which only uses faces bounded by exactly three edges, c) the edge Laplacian [2], and d) the lineigraph Laplacian [2]. We report the mean squared error over 500 trials in recovering the ground truth flow signal in Fig. 3 (b). One immediately sees that the lineigraph Laplacian is poorly suited to the flow denoising task, for reasons explained by [2, 9]. The simplicial and edge Laplacians also fare poorly, particularly under large amounts of noise, due to their failure to leverage the relevant cellular structure of the network. Finally, the cellular Laplacian performs the best, since it captures more general phenomena by expressing the geometry of the underlying CC. For instance, the notion of curl in a vector field can only be measured with respect to 2-cells: if there is a 2-cell that (without splitting the cell artificially into simplices) can only be represented by a CC and not a simplicial complex, there is not an immediate way to define a notion of curl around that cell using a simplicial complex model. The good performance of this operator indicates that the flexibility of CC for modeling flow signals has utility over the stricter class of simplicial complexes, even in relatively benign examples such as this one.

5. NONLINEAR FILTERS: DEEP LEARNING ON CELL COMPLEXES

After we have seen how to construct linear filters for cell-signals in terms of polynomials of the Hodge Laplacian, in this section we discuss how these filters can serve as building blocks for more general nonlinear filters: neural networks supported on CCs [32].

Convolutional Neural Networks for $k$-chains. The success of deep convolutional networks for images [33] has been a main driver for the extension of such models to non-Euclidean domains, primarily modeled as graphs [34]. In their simplest form, convolutional graph neural networks consist of layers that each comprise a linear graph filter based on the graph Laplacian or an appropriate adjacency matrix as shift operator, and a pointwise nonlinearity. In the following we use $s^j_k$ to denote the vector representation of $k$-cochains (signals) at the $j$-th layer of a neural network.

Building on previous works that exploited the 1-Hodge Laplacian operator for linear filtering (e.g., [2, 4, 8, 9]), some of the earliest work in this direction was done in [35]. Namely, letting $s^j_k \in \mathbb{R}^{H^j_{1 \times F}}$ denote the vector of initial edge-signals, where $F$ is the dimension of the feature space, [35] considered neural network layers that basically have the form:

$$s^{j+1}_k = \sigma(Hs^j_k W^{j+1}),$$

where $H$ is a polynomial of the Hodge Laplacian $L_k$, and $W^{j+1} \in \mathbb{R}^{F \times F}$ is a learnable parameter matrix. This setting was extended to other dimensions for simplicial [11] and cell complexes [32]:

$$s^{j+1}_k = \sigma(Hs^j_k W^{j+1}),$$

where $H$ is a polynomial of the Hodge Laplacian $L_k$ or any matrix capturing the (upper and lower) adjacency information of the $k$-cells.

Separate weightings for up and down Laplacian. As discussed in Section 3, the Hodge decomposition allows us to decompose an arbitrary signal into gradient, curl and harmonic parts, described by the upper and lower parts of the Hodge Laplacian. This suggests that separate weights for upper and lower Laplacian are useful to enable a separate tuning of the curl and gradient spaces, as demonstrated in [7]. This idea has also been recently exploited in the neural network architecture proposed by [12], defined via:

$$s^{j+1}_k = \sigma(L^\text{low}s^j_k W^\text{low}_k + s^j_k W^\text{up}_k + L^\text{up} G s^j_k W^\text{up}_k) =: \sigma(\Phi(s^j_k, W^\text{up}_k)), \quad (7)$$

where $W^\text{up}_k$ are again parameter matrices. Such a separation of weights was used, e.g., by [12] for trajectory projection tasks. Neural networks for cochains of different dimensions. The architectures suggested above can be extended to simultaneously process cochains of different dimensions. Namely, thinking of the Hodge Laplacian as an operator that maps a $k$–cochain to another $k$-cochain, equations (6,7) can be extended by replacing the Hodge Laplacian by an appropriate linear operators $G_i : C^1 \rightarrow C^1$, such as (co)boundary maps) that map upper or lower co-chains to co-chains according to their incidence relations. This yields the general form:

$$s^{j+1}_k = \sigma(\Phi(s^j_k, W^\text{up}_k) + \sum_i G_i s^j_k \tilde{W}^{k+1}_k), \quad (8)$$

with parameter matrices $\tilde{W}^\text{up}_k$ and $W^\text{up}_k$. Such variants have appeared in multiple works recently including [9, 10, 12–14, 32]. We remark that we have only scratched the surface here, and there remains a large space of architectures to be explored and analysed.

6. DISCUSSION

Based on the recent work in signal processing on simplicial complexes, we have considered definitions of signals and boundary operators on regular cell complexes. In doing so, we allow for more flexible models of non-Euclidean spaces that allow for implementation of familiar filtering operations, simply by taking polynomials of suitably defined Hodge Laplacians. By reducing the typical topological definition of a regular cell complex down to a purely combinatorial description, we demonstrate how these operators can be treated as simple matrices acting on real vectors. The flexibility afforded by modeling spaces as cell complexes proves advantageous, as it is not restricted by the simplicial structure of existing approaches. Moreover, these simple operators form the foundation of modern graph neural network architectures, which interleave linear filtering operations with nonlinear activation functions.
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