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Abstract—In this paper, we consider a discrete-time Stackelberg mean field game with a leader and an infinite number of followers. The leader and the followers each observe types privately that evolve as conditionally independent controlled Markov processes. The leader commits to a dynamic policy and the followers best respond to that policy and each other. Knowing that the followers would play a mean field game based on her policy, the leader chooses a policy that maximizes her reward. We refer to the resulting outcome as a Stackelberg mean field equilibrium (SMFE). In this paper, we provide a master equation of this game that allows one to compute all SMFE. Based on our framework, we consider two numerical examples. First, we consider an epidemic model where the followers get infected based on the mean field population. The leader chooses subsidies for a vaccine to maximize social welfare and minimize vaccination costs. In the second example, we consider a technology adoption game where the followers decide to adopt a technology or a product and the leader decides the cost of one product that maximizes his returns, which are proportional to the people adopting that technology.

I. INTRODUCTION

With increasing amount of integration of technology in our society and with recent advancements in computation and algorithmic technologies, there is an unprecedented scale of interaction among people and devices. As an example, smartphones have penetrated our society in the last decade and more than 65% of the world is connected through the internet. Such deep inter-connectedness of the society demands a need to design and understand the behavior of the resulting large scale interactions and a need to design policies by the government and private players to better govern and optimally respond. In this paper, we present a new methodology to analyze such interactions through Stackelberg mean-field dynamic games.

The theory of dynamic games is a powerful tool to model such sequential strategic interaction among selfish players, introduced by [1]. Discrete-time dynamic games with Markovian structure have been studied extensively to model many practical applications in both engineering and economics, such as as dynamic auctions [2], [3], security [4], markets [5], [6], traffic routing [7], [8], wireless systems [9], social learning [10], [11], oligopolies—i.e. competition among firms (e.g. [12], [13]), and more.

In dynamic games with perfect and symmetric information, subgame perfect equilibrium (SPE) is an appropriate equilibrium concept. Markov Perfect Equilibria (MPE), introduced in [14], is a refinement of SPE that is also used, where players’ strategies depend on a coarser Markovian state of the systems, instead of the whole history of the game which grows exponentially with time and thus becomes unwieldy. An analogous notion to SPE for incomplete information games is perfect Bayesian equilibrium (PBE). However, when the number of players is large, computing MPE/PBE becomes intractable. To model the behavior of large population strategic interactions, mean-field games were introduced independently by [15], and [16]. In such games, there are large number of homogeneous strategic players, where each player has infinitesimal effect on system dynamics and is affected by other players through a mean-field population state. There have been a number of applications such as economic growth, security in networks, oil production, volatility formation, population dynamics (see [17]–[23] and references therein).

In this paper, we consider discrete-time Stackelberg mean field games where there is a leader and infinitely many followers. The leader and each follower sequentially make strategic decisions and are affected by other players through a mean-field population state of the followers’ and the leader’s actions. Each follower has a private type that evolves through a controlled Markov process which only she observes, and leader and all the followers observe the current population state which is the distribution of all the followers’ types. As before, the leader commits to the entire dynamic policy and all the followers best respond to it while being in equilibrium with each other such that for each time $t$ and given the leader’s policy, a follower’s policy (symmetric across all followers) maximizes her reward to go so that she doesn’t gain by unilaterally deviating while all the other followers play the equilibrium policy. Similarly the leader plays a strategy such that when all the followers’ best respond to the leader’s strategy and are in equilibrium with each other, then the leader’s policy maximizes her reward to go. One can think of this framework as a dynamic mechanism design where the leader can influence followers’ behaviour by her actions to maximize her reward to go. A special case is when the leader is social welfare maximizing and her instantaneous reward is the sum of the followers’ expected rewards, where expectation is defined through the mean field state.

In such games, a Stackelberg Mean Field Equilibrium (SMFE) is defined through a coupled fixed-point equation as follows: the mean-field state evolves through a Fokker-Planck forward equation given an SMFE policy profile of the leader and the followers. The followers’ (symmetric) policy is a best response to the leader’s equilibrium policy, given the mean-field state evolution process. Finally, the leader’s policy is optimum given that followers play the best response. As a
result, in order to compute an SMFE, one needs to solve a coupled fixed-point equation in the space of mean-field states and the equilibrium policies of the leader and the followers. In principle, one can solve this fixed-point equation across time for the whole game; however, the resulting complexity will increase double exponentially with time. In this paper, we present an algorithm which can equivalently solve for smaller fixed-point equations for each time \( t \). This algorithm is equivalent to the master equation of continuous-time mean field games \([24]\) that allows one to compute all mean field equilibria and Stackelberg equilibria of such games.

Our algorithm is motivated by the developments in the theory of dynamic games with asymmetric information in \([25]–[30]\), where authors in these works have considered different models of such games and provided a sequential decomposition framework to compute Markovian perfect Bayesian equilibria and Stackelberg equilibria of such games.

Using our framework, we consider two problems. The first example we consider is a malware spread problem in a cyber-physical system where the followers correspond to nodes in the system. Nodes get infected by an independent random process where each node has a higher risk of getting infected if there are more infected nodes in the system, due to the negative externality imposed by other infected nodes. At each time \( t \), each follower privately observes her own state and publicly observes the population of infected nodes, based on which she has to make a decision to repair or not. Furthermore, there is a leader (e.g., a government) that decides on subsidies to take the action ‘repair’ with the goal of maximizing social welfare and minimizing the total cost of the subsidy. In the second example, we consider technology adoption for two technologies, one with a constant exogenous price and second with a price set by the firm, who dynamically prices its product to get most customers. We assume there is some “stickiness” to the product such that if a buyer chooses that product, it is more likely to prefer that next time as well.

The paper is structured as follows. In Section II, we present the model, our notation and background. In Section III, we present the notion of a Stackelberg Mean Field Equilibrium (SMFE) and the common information approach. In Section IV, we present our main results, where we present an algorithm to compute a SMFE for the finite horizon game. We present numerical examples in Section VI. We conclude in Section VII. All proofs are presented in \([31]\).

Notation: We use uppercase letters for random variables and lowercase for their realizations. For any variable, subscripts represent time indices and superscripts represent player identities. We use notation \(-i\) to represent all players other than player \( i \) i.e., \(-i = \{1, 2, \ldots, i-1, i+1, \ldots, N\}\). We use \( a_{i:t} \) to represent the vector \((a_{1i}, a_{2i}, \ldots, a_{i-1i}, a_{i+1i}, \ldots, a_{Ni})\). We remove superscripts or subscripts if we want to represent the whole vector.

II. Model

We consider a stochastic Stackelberg mean field game over a time horizon \([T] \supseteq \{1, 2, \ldots, T\}\) with perfect recall as follows. Suppose there are two kinds of players: a leader and an infinite number of followers. Both the leader and the followers have private types, \(x^i_t \in X^i\) for the leader and \(x^f_t \in X^f\), for the follower \(i\) at time \(t\), where \(x^f_t, x^f_t\) evolve as a conditionally independent controlled Markov processes in the following way, where for any finite \(N\) number for followers,

\[
P(x^f_{1:t}, x^f_{t+1}, \ldots, x^f_{t+N}|z_{1:t-1}, a_{1:t-1}, x_{1:t-1}) = Q(x^f_{t}|z_{t-1}, a^f_{t-1}, x^f_{t-1}) \prod_{i=1}^N Q(x^f_i|z_{t-1}, a^f_i(x^i_t), x^f_{t-1}, x^f_{t-1}),
\]

where \(a_t = (a^l_t, a^f_t)\) is the actions taken by the leader and followers at time \(t\) and \(Q\) is a known kernel. The leader takes action \(a^l_t \in A^l\) at time \(t\) on observing \(z_{1:t}, x^f_{1:t}\), and the follower \(i\) takes action \(a^f_{i,t} \in A^f\) at time \(t\) on observing \(z_{1:t}\) and \(x^f_{1:t}\), where \(z_t\) is the mean field population state of the followers at time \(t\), i.e.,

\[
z_t(x) \triangleq \lim_{N \to \infty} \sum_{i=1}^N \frac{1}{N} 1(x^f_{i,t} = x).
\]

Here, \(z_{1:t}\) is common information among players, and \(x^f_{1:t}\) is private information of the leader (and the followers, respectively). We denote the set of possible values of the mean-field state by \(Z\).

At the end of interval \(t\), the leader receives an instantaneous reward \(R^l_t(z_t, x^f_t, a^l_t)\) and the follower \(i\) receives an instantaneous reward \(R^f_i(x^f_t, x^f_t, a^f_t, a^l_t, z_t)\). Note that the leader’s reward only depends on the followers’ actions through the mean-field state. Likewise for each follower, their reward depends on the actions of the other followers through the mean-field state, but does depend directly on the action of the leader and the follower’s own action.

The sets \(A^l, A^f, X^l, X^f\) are assumed to be finite. Let \(\sigma^i = (\sigma^i_t)_{t \in [T]}\) be a probabilistic strategy of player \(i \in \{l, f\}\) where \(\sigma^l_t : (Z)^t \times (A^l)^{t-1} \times (X^l)^t \to \mathcal{P}(A^l)\), and \(\sigma^f_t : (Z)^t \times (A^f)^{t-1} \times (X^f)^t \to \mathcal{P}(A^f)\) such that the leader plays action \(A^l_t\) according to \(A^l_t \sim \sigma^l_t(z_{1:t}, a^l_{1:t-1}, x^f_{1:t})\), and the follower plays action \(A^f_t\) according to \(A^f_t \sim \sigma^f_t(z_{1:t}, a^l_{1:t-1}, x^f_{1:t})\). Let \(\sigma^i = (\sigma^i_t)_{t \in [T]}\) be a strategy profile of all players. Suppose players discount their rewards by a discount factor \(\delta \leq 1\).

III. Preliminaries

In this section, we first present the definition of a Stackelberg Mean field equilibrium (SMFE) which we will use in this paper. We then discuss the common agent approach that we will utilize in deriving an algorithm for finding an SMFE.

A. Stackelberg mean field equilibrium

In this paper, we will consider followers’ Markovian equilibrium policies that only depend on their current states \(x^f_t\), current mean field state \(z_t\) and a common belief \(\pi_t\),
where \( \pi_t(x_t) = P_{\sigma^f_t, \sigma^l_t}(x_t | z_{1:t}, a_{1:t-1}) \) i.e. \( \pi_t \) is the common belief on the leader’s state given the common information \( (z_{1:t}, a_{1:t-1}) \). Thus, at equilibrium \( a_t^{f,i} \sim \sigma^f_t(\cdot | \pi_t, z_t, x_t^{f,i}) \) and the leader’s strategy \( a_t^{l} \sim \sigma^l_t(\cdot | \pi_t, z_t, x_t^{l}) \).

For the game considered, we first define several mappings as follows that we will use in turn to define a Stackelberg mean-field equilibrium.

Let \( BR^f_t : P(\mathcal{X}^f) \times Z^f \times (\mathcal{A}^f)^{t-1} \times (\mathcal{S}^f)^{t-1} \rightarrow \mathcal{S}_f \) be defined by

\[
BR^f_t(\pi_t, z_{1:t}, a_{1:t-1}, x_{1:t}^{f,i}, \sigma_t^{f,i}) := \arg \max_{\sigma_t^f} \mathbb{E}^{\sigma_t^f, \sigma_t^l, \pi_t} \left\{ \sum_{n=t}^{T} \gamma_n(z_{n+1}) \right\},
\]

This mapping determines the mean-field trajectory as a function of \( \sigma_t^f \) and \( \sigma_t^l \).

**B. Common agent approach**

We recall that in general, the leader and the followers generate their actions at time \( t \) as follows, \( a_t^l \sim \sigma_t^l(\cdot | z_{1:t}, a_{1:t-1}, x_{1:t}^l) \) and \( a_t^f \sim \sigma_t^f(\cdot | z_{1:t}, a_{1:t-1}, x_{1:t}^f) \). An alternative way to view the problem is as follows. As is done in the common information approach [32], at time \( t \), a fictitious common agent observes the common information \( z_{1:t}, a_{1:t-1} \) and generates prescription functions \( \gamma_t = (\gamma_t^f, \gamma_t^l) = \psi_t(z_{1:t}, a_{1:t-1}) \). Follower \( i \) uses its prescription function \( \gamma_t^i \) to operate on its private information \( x_{1:t}^i \) to produce its action \( a_t^i \), i.e. \( \gamma_t^i : (X^i, t) \rightarrow \mathcal{A}^i \). Similarly, leader uses its prescription function \( \gamma_t^l \) to operate on its private information \( x_{1:t}^l \) to produce its action \( a_t^l \), i.e. \( \gamma_t^l : X^l \rightarrow \mathcal{A}^l \) and \( a_t^l \sim \gamma_t^l(|x_{1:t}^l) \).

It is easy to see that for any \( \sigma \) policy profile of the players, there exists an equivalent \( \psi \) profile of the common agent (and vice versa) that generates the same control actions for every realization of the information of the players.

Here, we will consider Markovian common agent’s policy as follows. We call a common agent’s policy be of “type \( \theta \)” if the common agent observes the mean field population state \( z_t \) and common belief \( \pi_t \) and generates prescription functions \( \gamma_t = (\gamma_t^f, \gamma_t^l) = \theta_t(\pi_t, z_t) \). The follower \( i \) uses prescription function \( \gamma_t^i \) to operate on its current private type \( x_{1:t}^i \) to produce its action \( a_t^i \), i.e. \( \gamma_t^i : X^i \rightarrow \mathcal{A}^i \) and \( a_t^i \sim \gamma_t^i(|x_{1:t}^i) \). The leader uses prescription function \( \gamma_t^l \) to operate on its current private type \( x_t^l \) to produce its action \( a_t^l \), i.e. \( \gamma_t^l : X^l \rightarrow \mathcal{A}^l \) and \( a_t^l \sim \gamma_t^l(|x_{1:t}^l) \).

Then the mean field is updated as

\[
z_{t+1} = \sum_{x_{t+1}^{f,i}} z_t(x_t^i) \pi_t(x_t^i) Q^f(|x_t^i, a_t^i, a_t^l, z_t) \]

**Lemma 1:** There exists a function \( F \) independent of the strategy \( \theta \) such that

\[
\pi_{t+1} = F(\pi_t, z_{t+1}, \gamma_t^f, a_t^l)
\]

**Proof:**

\[
\pi_{t+1}(x_{t+1}^i) = P^\theta(x_{t+1}^i | z_{t+1}, a_{t+1}^l)
\]

\[
\sum_{x_{t+1}^{f,i}} \pi_t(x_t^i) \phi(z_{t+1} | \pi_t, z_t, \gamma_t) \gamma_t^i(a_t^{i} | x_t^i) Q^f(x_{t+1}^i | z_t, x_t^i, a_t^i) = \sum_{x_{t+1}^{f,i}} \pi_t(x_t^i) \phi(z_{t+1} | \pi_t, z_t, \gamma_t) \gamma_t^i(a_t^{i} | x_t^i)
\]
\[
\sum_{x_l^t, a_l^t} \pi_t(x_l^t) \gamma_t^l(a_l^t | x_l^t) Q^l(x_{l+1}^t | z_l, x_l^t, a_l^t) = \sum_{x_l^t, a_l^t} \pi_t(x_l^t) \gamma_t^l(a_l^t | x_l^t) \]

In the next section, we design an algorithm to compute SMFE of the game.

IV. ALGORITHM FOR SMFE COMPUTATION

A. Backward Recursion

In this section, we define an equilibrium generating function \( \theta = (\theta_t^{l,f})_{(l,f) \in [T]} \) where \( \theta_t^{l,f} : \mathcal{P}(X^l) \times \mathcal{P}(\mathcal{X}^l) \to \mathcal{X}^{f,t} \to \mathcal{P}(\mathcal{L}^{f,l}) \) and a sequence of functions \( (V_t^l, V_t^{l,f})_{(l,f) \in [1,2,\ldots,T+1]} \), where \( V_t^l : \mathcal{P}(X^l) \times \mathcal{P}(\mathcal{X}^l) \times \mathcal{X}^l \to \mathbb{R} \) and \( V_t^{l,f} : \mathcal{P}(X^l) \times \mathcal{P}(\mathcal{X}^l) \times \mathcal{X}^{f,t} \to \mathbb{R} \), in a backward recursive way, as follows.

1. Initialize \( \forall \pi_{t-1} \in \mathcal{P}(X^t), z_{t+1} \in \mathcal{P}(X^t)' \),

\[
V_{T+1}^l(\pi_{T+1}, z_{T+1}, x_{T+1}^f) = 0.
\]

2. For \( t = T, T-1, \ldots, 1 \), \( \forall \pi_t \in \mathcal{P}(X^t), z_t \in \mathcal{P}(X^t)' \), let \( \theta_t(\pi_t, z_t) \) be generated as follows. Set \( \hat{\gamma}_t = \theta_t(\pi_t, z_t) \), where \( \hat{\gamma}_t = (\hat{\gamma}_t^l, \hat{\gamma}_t^{l,f}) \) is the solution of the following fixed-point equation. For a given \( \pi_t, z_t, \hat{\gamma}_t \), define \( BR_t^l(\pi_t, z_t, \hat{\gamma}_t) \) as follows,

\[
BR_t^l(\pi_t, z_t, \hat{\gamma}_t) := \{ \hat{\gamma}_t^l : \forall x_l^t \in \mathcal{X}^l, \hat{\gamma}_t^{l,f}(\cdot | x_l^t) \in \text{arg \max}_{\gamma_t^{l,f}(\cdot | x_l^t)} \}
\]

where expectation in (15a) is with respect to random variables \( (X_l^t, A_l^t, X_{t+1}^f) \) through the measure \( \pi_t(x_l^t) \gamma_t^l(a_l^t | x_l^t) \gamma_t^{l,f}(a_l^{t,f} | x_l^t) \) \( Q^l(x_{t+1}^f | x_l^t, x_l^f, a_l^f, a_l^t) \) and \( \phi \) is defined in (8). Then let for all \( \pi_t, z_t, \hat{\gamma}_t \), \( \hat{\gamma}_t \) is a solution of the following optimization equation (if it exists),

\[
\hat{\gamma}_t \in BR_t^l(\pi_t, z_t, \hat{\gamma}_t)
\]

and

\[
\hat{\gamma}_t^{l,f} \in \text{arg \ max}_{\hat{\gamma}_t^{l,f}} \mathbb{E}_{\hat{\gamma}_t^{l,f}}[z_{t+1}^{l,f}] \{ R_t^{l,f}(z_t, X_l^t, A_l^t) + \delta \}
\]

where \( \hat{\gamma}_t^{l,f} \in BR_t^{l,f}(\pi_t, z_t, \hat{\gamma}_t^{l,f}) \)

the above expectation is defined with respect to random variables \( (X_l^t, X_{t+1}^f, A_l^t) \) through the measure \( \pi_t(x_l^t) z_t(x_l^t) \gamma_t^l(a_l^t | x_l^t) \gamma_t^{l,f}(a_l^{t,f} | x_l^t) Q^l(x_{t+1}^f | z_t, x_l^t, x_l^f, a_l^f, a_l^t) \), and \( \hat{\gamma}_t^{l,f} \in BR_t^{l,f}(\pi_t, z_t, \hat{\gamma}_t^{l,f}) \).

Based on \( \theta_t \) defined in the backward recursion above, we now construct a set of strategies \( \sigma \) through forward induction as follows. For \( t = 1, 2, \ldots, T, \pi_t, z_t, x_{t-1}^f \in (\mathcal{X}^t)' \), \( a_{t-1}^f \in (\mathcal{A}^t)' \), \( a_{t-1}^f \in (\mathcal{A}^t)' \)

\[
\pi_1(x_1^f) = Q^l(x_1^f)
\]

and \( \hat{\gamma}_t^{l,f} \in BR_t^{l,f}(\pi_t, z_t, \gamma_t^{l,f}) \). Let \( (\hat{\gamma}_t^l, \hat{\gamma}_t^{l,f}) \) be a pair of solution of the above operation. Then set \( V_t^l(\pi_t, z_t, x_t^f) \)

\[
V_t^l(\pi_t, z_t, x_t^f) \triangleq \mathbb{E}_{\hat{\gamma}_t^{l,f}}(\cdot | z_t) \gamma_t^{l,f} \{ R_t^l(z_t, X_t^f, A_t) + \delta \}
\]

where expectation \( (15a) \) is with respect to random \( \hat{\gamma}_t^{l,f} \) \( (\gamma_t^{l,f} | x_t^f) \) \( Q^l(x_{t+1}^f | z_t, x_t^f, x_t^f, a_t^f, a_t^t) \) and \( \phi \) is defined in (8). Then let for all \( \pi_t, z_t, \hat{\gamma}_t \), \( \hat{\gamma}_t \) is a solution of the following optimization equation (if it exists),

\[
\hat{\gamma}_t \in BR_t^l(\pi_t, z_t, \hat{\gamma}_t)
\]

and \( \hat{\gamma}_t^{l,f} \in BR_t^{l,f}(\pi_t, z_t, \hat{\gamma}_t^{l,f}) \).

Theorem 1: A strategy profile \( \hat{\sigma} \), as constructed through backward-forward recursion algorithm above is an SMFE of the game.

Proof: We will prove this theorem in two parts. In Part 1, we prove that \( \hat{\sigma} \in BR(z, \hat{\sigma}) \) i.e. \( \forall t \in [T], \forall \sigma, a_{t-1}^f, x_t^f \in (\mathcal{X}^t)' \),

\[
\mathbb{E}^{\hat{\sigma}, T, T-1, \pi_t, \sigma} \{ \sum_{n=t}^{T} \mathbb{E}^{\sigma, z_t, a_{t-1}^f, x_t^f} \}
\]

where expectation in (15a) is with respect to random variables \( (X_l^t, A_l^t, X_{t+1}^f) \) through the measure \( \pi_t(x_l^t) \gamma_t^l(a_l^t | x_l^t) \gamma_t^{l,f}(a_l^{t,f} | x_l^t) \) \( Q^l(x_{t+1}^f | x_l^t, x_l^f, a_l^f, a_l^t) \) and \( \phi \) is defined in (8). Then let for all \( \pi_t, z_t, \hat{\gamma}_t \), \( \hat{\gamma}_t \) is a solution of the following optimization equation (if it exists),

\[
\hat{\gamma}_t \in BR_t^l(\pi_t, z_t, \hat{\gamma}_t)
\]

and \( \hat{\gamma}_t^{l,f} \in BR_t^{l,f}(\pi_t, z_t, \hat{\gamma}_t^{l,f}) \).

In Part 2 for the leader, we show that \( \forall z, t, \sigma, a_{t-1}^f, x_t^f \in (\mathcal{X}^t)' \),

\[
\mathbb{E}^{\hat{\sigma}, T, T-1, \pi_t, \sigma} \{ \sum_{n=t}^{T} \mathbb{E}^{\sigma, z_t, a_{t-1}^f, x_t^f} \}
\]

where expectation \( (15a) \) is with respect to random variables \( (X_l^t, A_l^t, X_{t+1}^f) \) through the measure \( \pi_t(x_l^t) \gamma_t^l(a_l^t | x_l^t) \gamma_t^{l,f}(a_l^{t,f} | x_l^t) \) \( Q^l(x_{t+1}^f | x_l^t, x_l^f, a_l^f, a_l^t) \) and \( \phi \) is defined in (8). Then let for all \( \pi_t, z_t, \hat{\gamma}_t \), \( \hat{\gamma}_t \) is a solution of the following optimization equation (if it exists),

\[
\hat{\gamma}_t \in BR_t^l(\pi_t, z_t, \hat{\gamma}_t)
\]

and \( \hat{\gamma}_t^{l,f} \in BR_t^{l,f}(\pi_t, z_t, \hat{\gamma}_t^{l,f}) \).

In the following, we show that every Stackelberg mean field equilibrium can be found using the above backward recursion. This also enables us to comment on the existence of the solution of the fixed-point equation (15).

Theorem 2: Suppose there exists an SMFE \( (\hat{\sigma}, \hat{\sigma}, z) \) that is a solution of the fixed point equation defined in Definition 1. Then there exists an equilibrium generating function
... \theta \) that satisfies (15) in backward recursion \( \forall \pi_t, z_t \) such that \((\tilde{\sigma}^l, \tilde{\sigma}^f, z)\) is defined through forward recursion using \( \theta \). This also implies that there exists a solution of (15) for each \( t \).

**Proof:** Suppose there exists an SMFE \((\tilde{\sigma}^l, \tilde{\sigma}^f, z)\) of the game. The proof in [31] show that all SMFE can be found using backward/forward recursion. This proves that there exists a solution of (15) for every \( t \).

**Remark:** When the leader is social welfare maximizing, her utility can be given by

\[
R_t(z_t, x_t^l, a_t^i, \gamma_t^f) = \sum_{x_t^l, a_t^l} z_t(x_t^l) \gamma_t^f(a_t^l | x_t^l) R_t(z_t, x_t^f, a_t^f).
\]

(24)

**V. SPECIAL CASE: WHEN THE LEADER DOESN’T HAVE A PRIVATE STATE**

In this paper, we consider the special case when the leader doesn’t have a private state. The algorithm in previous section simplifies as follows.

**A. Algorithm for SMFE computation: Backward Recursion**

In this section, we define an equilibrium generating function \( \theta = (\theta_t^{f,l})_{t \in [T]} \), where \( \theta_t^{f,l} : \mathcal{P}(X^f) \rightarrow \mathcal{P}(X^f) \) and a sequence of functions \( (V_t^l, V_t^f)_{t \in \{1,2,...,T\}} \), where \( V_t^l : \mathcal{P}(X^l) \rightarrow \mathbb{R} \) and \( V_t^{f,i} : \mathcal{P}(X^f) \times X^l \rightarrow \mathbb{R} \), in a backward recursive way, as follows.

1. Initialize \( \forall \pi_{T+1} \in \mathcal{P}(X^f), x_{T+1}^T \in X^f \),

\[
V_{T+1}(z_{T+1}) = 0,
\]

(25)

\[
V_{T+1}(z_{T+1}, x_{T+1}^T) = 0
\]

(26)

2. For \( t = T, T-1, \ldots, 1 \), \( \forall z_t \in \mathcal{P}(X^f) \), let \( \theta_t[z_t] \) be generated as follows. Set \( \hat{\gamma}_t = \theta_t[z_t] \), where \( \hat{\gamma}_t = (\hat{\gamma}_t^l, \hat{\gamma}_t^f) \) is the solution of the following fixed-point equation. For a given \( z_t, \gamma_t^f \), define \( BR_t^l(z_t, \gamma_t^f) \) as follows,

\[
BR_t^l(z_t, \gamma_t^f) = \{ \tilde{\gamma}_t^f \in X^f | \tilde{\gamma}_t^f(x_t^f) = \arg \max_{\gamma_t^f(x_t^f)} \mathbb{E}^{\gamma_t^f(x_t^f)}[z_t R_t(z_t, x_t^f, A_t) + \delta V_{t+1}^{f,i}(\phi(z_t, \tilde{\gamma}_t^f, \tilde{\gamma}_t^f)|z_t, x_t^f)] \},
\]

(27)

where expectation in (27) is with respect to random variables \((A_t, X_t^{l,f})\) through the measure \( \gamma_t^f(a_t^f | x_t^f) \gamma_t^l(a_t^l | x_t^l) \) and \( \phi \) is defined in (8).

Then let for all \( z_t, \theta_t[z_t] = (\hat{\gamma}_t^l, \hat{\gamma}_t^f) \) is a solution of the following fixed-point equation (if it exists),

\[
\hat{\gamma}_t^f \in BR_t^l(z_t, \hat{\gamma}_t^f)
\]

(28)

and

\[
\hat{\gamma}_t^l \in \arg \max_{\gamma_t^l} \mathbb{E}^{\gamma_t^f, \gamma_t^l}[R_t(z_t, A_t^l) + \delta V_{t+1}^{f,i}(\phi(z_t, \gamma_t^f, \gamma_t^l)|z_t)]
\]

(29)

where \( \hat{\gamma}_t^l \in BR_t^l(z_t, \hat{\gamma}_t^l) \)

(30)

where the above expectation is defined with respect to random variables \((X_t^f, A_t^l)\) through the measure \( z_t(x_t^f) \gamma_t^f(a_t^f | x_t^f) \gamma_t^l(a_t^l | x_t^l) \) and \( \hat{\gamma}_t^l \in BR_t^l(z_t, \hat{\gamma}_t^l) \).

Let \((\hat{\gamma}_t^l, \hat{\gamma}_t^f)\) be a pair of solution of the above operation. Then set \( \forall x_t^l \in X^l \),

\[
V_t^l(z_t, x_t^l) = \mathbb{E}^{\hat{\gamma}_t^l}(z_t) R_t^l(z_t, x_t^l, A_t) + \delta V_{t+1}^l(\phi(z_t, \hat{\gamma}_t^f, \hat{\gamma}_t^l)|z_t, x_t^l)
\]

(31)

\[
V_t^f(z_t) = \mathbb{E}^{\hat{\gamma}_t^l}(z_t) R_t^f(z_t, A_t) + \delta V_{t+1}^f(\phi(z_t, \hat{\gamma}_t^f, \hat{\gamma}_t^l)|z_t)
\]

(32)

Based on \( \theta \) defined on the backward recursion above, we now construct a set of strategies \( \hat{\sigma} \) through as follows.

For \( t = 1, 2 \ldots T, z_t, x_t^l, x_t^f \in (X^f)^l \)

\[
\hat{\sigma}_t^l(a_t^l | z_t, a_{t-1}^l, x_{t-1}^f) := \theta_t[z_t](a_t^l | x_t^l)
\]

(33)

\[
\hat{\sigma}_t^f(a_t^f | z_t, a_{t-1}^l, x_{t-1}^f) := \theta_t[z_t](a_t^f)
\]

(34)

\[
z_{t+1} = \phi(z_t, \hat{\gamma}_t^l, \hat{\gamma}_t^f)
\]

(35)

**VI. NUMERICAL EXAMPLES**

**A. Infection spread**

We consider a vaccination problem in a society with negative externalities. It is a discretized version of the malware problem presented in [20]-[22], [33]. Some other applications of this model include security of cyberphysical systems, entry and exit of firms, investment, network effects. In this model, suppose there are large number of agents where each agent has a private state \( x_t^l \in \{0,1\} \) where \( x_t^l = 0 \) represent ‘healthy’ state and \( x_t^l = 1 \) is the infected state. Each node can take action \( a_t^f \in \{0,1\} \), where \( a_t^f = 0 \) implies “do nothing” and \( a_t^l = 1 \) implies repair. The dynamics are given by

\[
x_{t+1} = \begin{cases} x_t^l + (1 - x_t^l) w_t^l & \text{for } a_t^l = 0 \\ 0 & \text{for } a_t^l = 1. \end{cases}
\]

(36)

where \( w_t^l \in \{0,1\} \) is a binary valued random variable that represents probability of getting infected and is proportional to the population of infected nodes in the systems such that \( P(w_t^l = 1) = q z(1) \). Also each infected node pays a cost \( k \) and each node pays \( \lambda \) to repair,

\[
R_t^l(x_t^l, a_t^f, a_t^l, z_t) = -k x_t^l - c_l a_t^f.
\]

(37)

where \( c_l \) is the cost of repair and \( k \) represents the cost of being infected. The leader is a social welfare maximizer that choose the cost of vaccines \( c_l \in [0, C] \). The leader doesn’t have a private type. The leader’s reward is given by

\[
R_t^l(z_t, c_l) = z_t(0) R_t^l(0, 0, z_t) + z_t(0) R_t^l(0, 1, z_t) + z_t(1) R_t^l(1, 0, z_t) + z_t(1) R_t^l(1, 1, z_t) + (c_l - c)
\]

(38)

We pose it as an infinite horizon discounted dynamic game. We consider parameters \( k = 0.2, \delta = 0.9, q = 0.9 \) and \( \lambda = 0.2 \) for numerical results presented in Figures 4-7, and \( \lambda = 0.21 \) in Figures 8-10. We note that the mean field state converges to a stationary mean-field value of 1 i.e. all agents get healthy.
where we assume that $p^1 < p^2 < 1/2$. This indicates that there is some sense of “stickiness” or inertia with the product such that if a follower has a preference for product A and choose the product A, the probability that her preference would change to the product B is lower than if she chose the product B in the first place. She receives a utility

$$r^f_i(z_t, x_{t}^{f,i}, a^i_t) =
\begin{cases}
  x^f_i a^f_i + (2z_t(1) - 1) a^f_i - c^f_i & \text{if } a^i_t = 1 \\
  x^f_i a^f_i + (2z_t(1) - 1) a^f_i - c^{-1} & \text{if } a^i_t = -1
\end{cases}
$$

where $\{c^f_i, c_{-1}\}$ are the costs associated with actions $a^f_i = \{1, -1\}$ respectively. We assume that cost of product by the other firm is $c^{-1} = -1$ is fixed and exogenous, however, the firm can decide the cost of the product 1. The leader is profit maximizing and has utility

$$r^l_i(z_t, a^i_t) = c_1 \gamma^f_l (1|1) z_t(1) + c_1 \gamma^f_l (1|1) z_t(0)$$

**B. Technology adoption**

We consider a game where a firm decides the price of its product whose utility for a user depends on its personal preference and is also directly proportional to the number of other users who use that product. Each follower $i$ chooses one of the two technologies with action $a^f_i \in \{-1, 1\}$. She has a binary valued random variable $x^f_i \in \{-1, 1\}$ that it privately observes which determines her preference for the product. The form is competing against another firm the price of whose product is fixed. The preferences of the players also evolve in an independent Markovian fashion such that

$$P(x_{t+1}^{f,i} \neq x_t^{f,i} | a^f_t) =
\begin{cases}
  p^1 & \text{if } a^f_t = x_t^{f,i} \\
  p^2 & \text{if } a^f_t \neq x_t^{f,i},
\end{cases}
$$

**Fig. 1:** $\gamma(1|0), \gamma(1|1)$: Probability of choosing repair when state $x^i = 0, 1$
Interestingly, in this game, the leader can only benefit by incentivizing to the population until the mean field converges. However, the population does eventually converge.

VII. CONCLUSION

In this paper, we present the equivalent of Master equation for discrete time Stackelberg mean field games where the leader and the followers observe Markovian states privately and publicly observe a mean field population state. The leader commits to a dynamic policy that the followers respond to optimally. The leader, knowing that the followers will do best response, commits to a policy that maximizes her total expected reward. We define Stackelberg Mean field equilibrium (SMFE) of the game which consists of solution of a fixed-point equation across time, which consists of best response of the leader, follower and the evolution of the mean field state. We propose an algorithm to compute all SMFE of the game in a sequential manner. Based on this methodology, we numerically compute SMFE of two games: Infection spread and technology adoption. Future work involves finding sufficient conditions for the existence of the mean field equilibrium.
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