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Abstract

Outlier detection is one of the most important processes taken to create good, reliable data in machine learning. The most methods of outlier detection leverage an auxiliary reconstruction task by assuming that outliers are more difficult to be recovered than normal samples (inliers). However, it is not always true, especially for auto-encoder (AE) based models. They may recover certain outliers even outliers are not in the training data, because they do not constrain the feature learning. Instead, we think outlier detection can be done in the feature space by measuring the feature distance between outliers and inliers. We then propose a framework, MCOD, using a memory module and a contrastive learning module. The memory module constrains the consistency of features, which represent the normal data. The contrastive learning module learns more discriminating features, which boost the distinction between outliers and inliers. Extensive experiments on four benchmark datasets show that our proposed MCOD achieves a considerable performance and outperforms nine state-of-the-art methods.

1. Introduction

Outliers, also named anomalies, are unknown samples that deviate significantly from the distribution of normal samples (inliers). Outliers could be the lesions in medical images [26], frauds of banking transactions [39], and abnormal behavior in video surveillance [24, 32]. Detecting outliers is a crucial issue and important in everyday life. Since outliers rarely appear and are unpredictable, outliers and inliers are commonly unlabeled. The tasks of outlier detection (OD) in practice are unsupervised, which aims at identifying the commonalities within the unlabeled data to facilitate outlier detection [3]. The challenge of OD is that the data distribution of inliers and outliers can be extremely complicated, especially, they are unlabeled [15].

In the era of deep learning, many studies tried to leverage an auxiliary deep reconstruction model for OD. In particular, auto-encoder (AE) [1] is a widely used model [22, 33], as shown in Fig. 1. AE based methods determine if a sample is outlier or not according to the reconstruction error in the pixel space, because they assume that inliers are easier to be reconstructed than outliers. However, it is not always true. The reason behind this fact is that AE models mainly focus on the quality of sample reconstruction, do not care about if the encoded features solely represent the inlier rather than outliers. Specifically, most AE based methods do not constrain the consistency of encoded feature for intra-class samples and the discrimination for inter-class samples during training process. Consistency denotes the features of samples in the same class are close, and discrimination means the features in different classes are distinct. Due to the lack of these two constraints, the encoded feature in AE may include the shared features between inliers and outliers that induce a small reconstruction error for outliers. The research [22] that also reported the outliers could be well reconstructed, even if the model was only trained on inliers.

In our study, we find that the outlier can be detected in the feature space, not necessary to leverage the reconstruction model. To this end, the extracted features must be consistent for inliers, meanwhile, discriminating to separate outliers from inliers. Following this idea, we propose an un-
supervised outlier detection method using memory and contrastive learning (MCOD) shown in Fig. 2. Firstly, we propose a memory module [7, 8, 21] to learn the consistent features of inliers. It has three operations (writing, forgetting, and reading) and a memory slot. The memory slots store the memory prototype of each class, which is the predicted cluster center of the class. The writing computes memory prototypes and updates them into memory slots. More importantly, we propose a forgetting operation that adds perturbations to prototypes to suppress the outlier prototypes in memory slots. The reading constrains the feature of sample to be close to its corresponding prototype. Therefore, MCOD is able to learn the consistent features. Secondly, we design a self-supervised contrastive learning module to learn the discriminating features from unlabeled inliers and outliers. It has two symmetrical encoders in which the sample label is obtained by self-augmentation.

The main contributions of this paper are concluded as follows:

- We propose an outlier detector framework (MCOD), which learns the discriminating feature by means of self-supervised contrastive learning and the consistent feature using memory mechanism.
- We conduct the outlier detection in the feature space without reconstructing the original samples.
- MCOD is trained by an end-to-end mode. Extensive experiments on four benchmarks demonstrate that MCOD outperforms nine SOTA methods.

2. Related work

Outlier detection. The mainstream approaches of outlier detection (OD) are unsupervised frameworks, which assume that outliers are minority and significantly deviated from inliers [3]. Generally, they can be grouped into two categories: discrimination-based and reconstruction-based methods. The discrimination-based OD methods detect outliers according to the hyperplane or hypersphere in the feature space, in which inliers are distributed in the hypersphere and outliers are outside. The representative methods are one-class SVM (OC-SVM) [28], support vector data descriptor (SVDD) [29] and the deep version of SVDD (deep SVDD) [23], which detect outliers by minimizing the volume of the hypersphere of the inliers. However, they have less ability of learning the distribution of complex high-dimensional data.

The reconstruction-based OD methods often employ auto-encoders to detect outliers by measuring the reconstruction errors [6, 12, 33, 38, 41]. They think that outliers are more difficult to be reconstructed than inliers because outliers are the minority. Zong et al. [41] integrated AE and a density estimation model based on Gaussian Mixture Model (GMM) for a better inlier reconstruction. Zhou et al. [38] proposed a deep auto-encoder (RDAE) associated with the robust principal component analysis (RPCA) to discard the outlier in the feature space. Lai et al. [12] followed this idea and designed a robust subspace recovery layer (RSR) for AE. Unlike these methods, the work [33] gradually separated inliers and outliers by alternatively minimizing reconstruction errors according to labeled inliers. All above methods made great efforts to achieve a better reconstruction, even relied on inliers only for training. Nevertheless, they neglected to constrain the features to solely represent inliers. Therefore, such AE based methods may reconstruct outliers to some extent.

Self-supervised contrastive learning. Self-supervised method is able to learn feature representation of unlabeled data by means of supervision. The method [30] applied the self-supervised learning to build pseudo labels using different pretext tasks and utilized the uncertainty of discriminating model to detect outliers. Instead of matching predictions to pseudo labels, contrastive learning [5, 9, 10] both maximizes the agreement between a sample and its augmentations, and the differences between different samples. To effectively enlarge the number of negative samples and maintain consistency of samples across preceding several preceding mini-batches, MoCo [9] proposed a dynamic dictionary as a queue that enqueue current mini-batch samples coming from an updated encoder and dequeue the earliest sample. In this work, we apply contrastive leaning and queue to learn the discriminating features of unlabeled data, which facilitates cluster predictions for subsequently memory module learning [37].

Memory mechanism. Recently, memory mechanism has demonstrated a remarkable effectiveness on many tasks [14, 25, 40]. It has also been applied for anomaly detection problems [7, 21]. However, their feature learning is based on auto-encoder and semi-supervised architecture, whose training data are inliers only. With appropriate reading and writing operations, the memory module is able to learn the prototypes that represent inliers and ignore outliers. Due to this property, we leverage memory mechanism to achieve the consistent features from data mixed with unlabeled inliers and outliers.

3. The proposed framework

The framework of our proposed unsupervised outlier detector MCOD is shown in Fig. 2. The contrastive learning takes charge of learning the discriminating features. The memory module is responsible for learning the consistent prototypes of inliers. More details are given in the following sections.
3.1. Problem formulation

Let us consider a dataset \( X \subset \mathcal{X} \), where \( \mathcal{X} \) is the data space spanned by all samples in the space. The dataset is mixed up with both inliers \( X_{\text{in}} \) and outliers \( X_{\text{out}} \), and satisfy \( X = X_{\text{in}} \cup X_{\text{out}} \) and \( X_{\text{in}} \cap X_{\text{out}} = \emptyset \). The number of outliers \( X_{\text{out}} \) is much smaller than the number of \( X_{\text{in}} \). The goal of outlier detection is to separate \( X_{\text{out}} \) from data \( X \).

Generally, the feature of outliers \( X_{\text{out}} \) should be out of the feature distribution of inliers \( X_{\text{in}} \). Thus, it is reasonable to detect outliers in the feature space. Our goal is to design a framework to learn the consistent feature of the entire data distribution to represent inliers, and the discriminating features to separate outliers from inliers.

3.2. Contrastive learning for discriminating feature

Since the data are unlabeled, we leverage a self-supervised contrastive learning to learn the discriminating features. Usually, contrastive learning framework has two encoders, which are contrastively optimized by sample pairs. The framework tries to maximize the feature similarity of positives (a sample and its self-arguments) and the feature difference of negatives (two different samples).

In MCOD, a sample is augmented by various transformations, including random flipping, random rotating, random crop, random contrast changes, and Gaussian blur. Then, we have a self-labeled pair \((x^q_i, x^k_i)\). We design two symmetrical encoders as shown in the contrastive learning block of Fig. 2. The input of the first encoder \( E_q \) is \( x^q_i \), and the input of the second encoder \( E_k \) is \( x^k_i \). The features \( f^q_i \) and \( f^k_i \) of the sample-pair are formulated as

\[
f^q_i = E_q(x^q_i), \quad f^k_i = E_k(x^k_i),
\]

To keep more information in features, we build a non-linear embedding layer \( g_q \) after encoders \( E_q \), and then conduct contrastive learning using these embedding representations,

\[
z^q_i = g_q(f^q_i), \quad z^k_i = g_k(f^k_i),
\]
where \( z^q_i \) and \( z^k_i \) are the embedding representations of image \( x^q_i \) and \( x^k_i \) respectively.

To better optimize the embedding representations from contrastive learning, we follow the idea of [9] that expands the set of negative samples from preceding mini-batches by create a queue. The queue has a capacity of 4096, and will be filled up after first few iterations. Afterwards, the new embeddings in the later mini-batches are added to the queue (enqueue), meanwhile, the earliest embeddings are removed (dequeue). To optimize the embedding representations from contrastive learning, we adopt the InfoNCE loss \([4, 9, 20]\)

\[
\mathcal{L}_z = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{\exp(z^q_i \cdot z^k_i / \tau_z)}{\sum_{z_j \in Z} \exp(z^q_i \cdot z_j^k / \tau_z)},
\]
where \( N \) indicates the size of mini-batch, \( Z = \{z^q_i\} \cup \{z\} \), \( z \) represents embedding stored in the queue, \( \tau_z \) is the temperature parameter.

3.3. Memory module for consistent feature

As outliers are significantly deviated from inliers, they should be separated according to the distance in the feature space. We need a consistent feature to represent inliers, which can be considered as the cluster center of sample features in one class, called prototypes. Therefore, we design
a memory module which maintain explicit memory slots to store the renewable prototypes as shown in the memory model block of Fig. 2. The features of inputs are constrained to be similar with their corresponding prototypes.

**Memory relevancy prediction.** To compute a memory prototype, we need to predict the relationship between a sample and each cluster center. Then, we add a clustering layer, \( h(\cdot) \), after the embedding layer, \( g(\cdot) \), which is a fully connected layer for relation estimation. Its output is a probability,

\[
c^i_q = h_q(z^q_i), \quad c^k_i = h_k(z^k_i),
\]

where \( c^i_q = \{ c^i_{iq} \} \) and \( c^k_i = \{ c^k_{ij} \} \), \( j = 1 \ldots K \) represent the probabilities of the samples \( x^q_i \) and \( x^k_j \) belonging to the \( j \)th memory prototype, respectively. We call them as the relevancy prediction. \( K \) is the number of memory prototypes. A sample is expected to be close to its corresponding prototype, but distant from other prototypes. In other words, the sample should locate in one cluster, but not other clusters. This can be achieved by InfoNCE loss using \( K \) predictions as samples,

\[
\mathcal{L}_c = -\frac{1}{K} \sum_{i=1}^{K} \log \frac{\exp(v^q_i \cdot v^T_i / \tau_c)}{\sum_{j=1}^{K} \exp(v^q_i \cdot v^T_j / \tau_c)},
\]

where \( v^q_i \in \{ c^q_{iq} \} \), \( v^k_i \in \{ c^k_{ij} \}, j = 1 \ldots K \). \( \tau_c \) is a temperature parameter. \( v^q_i \) and \( v^k_i \) are normalized before the optimization.

Moreover, we add a regularization to prevent the model falling into a local minimum where the majority gathers to the minority clusters [37]. It is formulated as

\[
\mathcal{L}_r = \frac{1}{N} \sum_{j=1}^{K} \left( \sum_{i=1}^{N} c^q_{ij} \right)^2,
\]

**Memory reading.** To ensure the consistence of features, we need to minimize the distance between the sample feature and its corresponding memory prototype. To this end, we apply a reading operation with assistance of the memory relevancy prediction.

Given memory prototypes \( M = \{ m_1, \ldots, m_j \} \in \mathcal{R}^{K \times d} \), finding the most similar prototype can be achieved by a hard assignment memory reading \( r(\cdot) \),

\[
f^q_i = r(c^q_{ij}, m_j) = \arg \max_{m_j \in M} c^q_{ij},
\]

where \( f^q_i \) is the read memory prototype of sample \( x^q_i \) from memory slots, and \( c^q_{ij} \) is the memory relevancy prediction between \( f^q_i \) and \( m_j \). Considering that samples usually share certain features across a few relevant clusters, we adopt a soft assignment memory reading,

\[
f^q_i = r(c^q_{ij}, m_j) = \sum_{j=1}^{K} \varphi(c^q_{ij}) m_j,
\]

where \( \varphi(\cdot) \) is the softmax function.

In training process, our goal is to minimize the distance between \( f^q_i \) and \( f^q_i \) under current memory prototypes and cluster prediction. The feature consistency loss based on the Euclidean distance is

\[
\mathcal{L}_m = \frac{1}{N} \sum_{i=1}^{N} \| f^q_i - f^q_i \|^2,
\]

By this way, \( \mathcal{L}_m \) can push \( f^q_i \) closer to its corresponding memory prototype.

**Memory writing.** To find better consistent features, memory prototypes should be updated during the training. Thus, we employ memory writing operation to generate new memory prototypes according to the features and their cluster predictions stored in the queue. The writing operation, \( w(\cdot) \), is

\[
m_j = w(f^q_{\text{queue}}, c^q_{\text{queue}}) = \sum_{i=1}^{N_Q} \varphi(c^q_{ij}) f^q_i,
\]

where \( N_Q = 4096 \) is the number of features stored in the queue. We update the memory in the queue at each training iteration, which can keep memory prototypes more stable.

**Memory forgetting.** Due to the training data are mixed with outliers, the learned memory prototypes may also include outlier features and result in a worse performance. Then, we propose a memory forgetting operator to add perturbations to the memory prototypes using the attention mechanism. The weight assignment of each memory prototype is determined by the number of related support samples,

\[
n_j = \sum_{i=1}^{N_Q} \mathbb{1}_{\max}(c^q_{ij}),
\]

where \( \mathbb{1}_{\max}(\cdot) \) is 1 when \( c^q_{ij} \) is the maximal output value for sample \( x_i \), otherwise is 0. \( n_j \) is the number of the support samples of the \( i \)th memory prototype, and \( n_1 + n_2 + \cdots + n_K = N_Q \). The smaller \( n_j \), the more likely the prototype belongs to outliers. Thus, we add the Gaussian noise to suppress the these prototypes in the memory slots. The forgetting operation is formulated as

\[
m_j = m_j + \eta_j,
\]

where \( \eta_j \sim \mathcal{N}(0, \sigma_j) \) and \( \sigma_j = 1 - n_j / N_Q \).

The memory forgetting operation can force the outliers to keep distant from memory prototypes.
Learning and inference. The overall objective function of MCOD can be formulated as

\[ \mathcal{L} = \mathcal{L}_z + \mathcal{L}_c + \mathcal{L}_m + \lambda \mathcal{L}_r, \]  

where \( \lambda \) is a weight parameter of \( \mathcal{L}_r \).

In the training process, \( E_g \) plays as a general network, and \( E_r \) plays as a a momentum network. Their parameters are gradually updated as

\[ \theta^k := \alpha \theta^k + (1 - \alpha) \theta^g. \]  

where \( \theta^g \) and \( \theta^k \) are the parameters set of \( (E_g, g_q, h_q) \) and \( (E_k, g_k, h_k) \) respectively. \( \alpha \in [0, 1) \) is momentum coefficient which is empirically set to be \( \alpha = 0.999 \) in all our experiment. The training procedure of MCOD is summarized in Algorithm 1.

In the inference process, the reading operation selects the corresponding memory prototypes of samples. The outliers can be detected according to the distance between their feature and the read memory prototype.

**Algorithm 1:** Training algorithm of MCOD

**Input:** Training samples \( X \in \mathcal{X} \), the number of memory prototypes \( K \), temperature parameters \( \tau_z \) and \( \tau_r \),

**Output:** A trained MCOD with parameters sets \( \Theta \) for each iteration do

**Step1:** Choose a random mini-batch of samples and generate augmentations for the samples;

**Step2:** Calculate \( \mathcal{L}_z, \mathcal{L}_c \) and \( \mathcal{L}_r \) by the outputs \( z \) and \( c \) using Eq. 3, Eq. 5 and Eq. 6;

**Step3:** Add current \( f_q, z_q \) and \( c_q \) into the queue and remove the earliest ones;

**Step4:** Conduct reading operation \( r(\cdot) \) based on current memory prototypes \( M \) using Eq. 8 and calculate \( \mathcal{L}_m \) in Eq. 9;

**Step5:** Conduct writing operation \( w(\cdot) \) using Eq. 10 to update memory prototypes \( M \);

**Step6:** Conduct forgetting operation defined in Eq. 12.

end

4. Experiment

To demonstrate the superiority of our MCOD, we compare the MCOD with the baselines OC-SVM [27] and nine state-of-the-arts including CAE [19], DRAE [33], DSEBM [36], RDAE [38], MOGAL [17], RSRAE [12], RSRAE+ [12] SSD-IF [30] and E3Out [30]. The experiments are conducted on four benchmarks: MNIST [13], Fashion-MNIST [34], CIFAR10 [11], and CIFAR100 [11]. MCOD is implemented on NVIDIA GTX 2080.

4.1. Dataset

**MNIST** [13] contains 70K gray-scale images of ten digits from “0” to “9” size of \( 28 \times 28 \).

**Fashion-MNIST** (F-MNIST) [34] contains 70K clothing and accessories gray-scale images with size of \( 28 \times 28 \).

**CIFAR10** [11] contains 60K images with size of \( 32 \times 32 \), which are grouped into ten classes.

**CIFAR100** [11] contains the same images in CIFAR10, but has 100 fine-grained classes or 20 coarse-grained classes. Following the settings in papers [30, 31], we select 20 coarse-grained classes in our experiment.

4.2. Evaluation metrics

To evaluate the outlier detection performance, we adopt the Area under the Receiver Operating Characteristic curve (AUROC) and Area under the Precision-Recall curve (AUPR) as evaluation metrics [2]. The higher AUROC and AUPR represent a better performance. The AUPR scores usually are computed in following ways: taking inliers as positive samples (AUPR-IN) and taking outliers as positive samples (AUPR-OUT). All experiments are performed independently for five times and report the average results.

4.3. Implementation details

To test the effectiveness of our MCOD, we follow the standard experimental setting in previous studies [31, 33, 38]. Taking the images from the same semantical category as inliers and the random samples from other categories as outliers. We carry out the cross-validation, each category plays as inliers in turn, and report the average performance.

We use Wide ResNet (WRN) [35] as our backbone network with the widen factor as 4. The dimensions of encoded features and embedding representations are 256 and 128, respectively. The model is optimized by Adam optimizer with \( \beta = (0.9; 0.999) \). The mini-batch size is 256. The learning rate is 0.0001 and the weight decay is 0.0005. For MNIST and F-MNIST, the temperature parameters \( \tau_z \) and \( \tau_r \) are both set as 1. For CIFAR10 and CIFAR100, they are set as 10 and 0.01, respectively. \( \lambda \) is 0.05 in all experiments. By default, the number of prototypes stored in the memory is 10. In the training process, we warm-up our network without using memory module in first 100 epochs, afterwards, include memory in later 100 epochs.

4.4. Performance comparison

We compare the MCOD with the state-of-the-arts including seven AE based methods: CAE [19], DRAE [33], DSEBM [36], RDAE [38], MOGAL [17], RSRAE [12], RSRAE+ [12] and two self-supervised based methods: SSD-IF [30] and E3Out [30]. SSD-IF shares the same self-supervised discriminating network with E3Out, but uses the Isolation Forest (IF) [16] as detector. The proportions of
Table 1. Comparison with nine SOTA methods on four datasets with two different proportions of outliers ($p = 0.1$ and $p = 0.2$). The best performance is shown in bold.

| Dataset   | p   | CAE [19] | DRAE [33] | DSEBM [36] | RDAE [38] | MOGAL [17] | RSRAE [12] | RSRAE+ [12] | SSD-IF [30] | E3Out [30] | MCOD |
|-----------|-----|----------|-----------|------------|-----------|------------|------------|------------|------------|------------|------|
| MNIST     | 0.1 | 68.4±0.7 | 66.9±2.6  | 60.5±8.5   | 71.8±1.0  | 30.9±1.4   | 84.8±0.9   | 73.9±1.4   | 93.8±0.4   | 94.9±0.1   | 96.2±2.1 |
|           | 0.2 | 64.0±1.0 | 67.3±2.1  | 56.3±6.5   | 67.0±0.7  | 37.8±2.4   | 78.9±1.7   | 74.6±0.8   | 90.5±0.0   | 92.9±0.1   | 94.1±3.3 |
| F-MNIST   | 0.1 | 70.3±0.9 | 67.1±1.8  | 53.2±3.0   | 75.3±1.2  | 22.8±1.3   | 78.3±2.0   | 84.6±1.4   | 91.0±0.0   | 93.5±0.1   | 98.7±6.6 |
|           | 0.2 | 64.4±1.8 | 65.7±1.9  | 53.1±5.6   | 70.9±1.1  | 34.0±2.9   | 74.5±3.1   | 82.1±1.3   | 87.7±0.0   | 92.1±0.1   | 94.8±0.9 |
| CIFAR10   | 0.1 | 55.8±1.4 | 56.0±3.1  | 56.2±0.7   | 56.4±1.1  | 55.5±2.6   | 64.3±0.0   | 84.7±2.0   | 87.6±4.1   | 93.5±1.7   | 85.3±2.2 |
|           | 0.2 | 54.7±1.2 | 55.6±3.3  | 54.2±0.9   | 55.7±1.3  | 55.6±1.7   | 57.4±1.2   | 58.9±0.1   | 80.3±0.2   | 85.3±1.7   | 85.3±0.2 |
| CIFAR100  | 0.1 | 51.2±0.4 | 51.0±0.6  | 59.2±1.0   | 55.6±0.8  | 53.2±1.0   | 57.1±0.8   | 57.7±0.5   | 56.4±0.0   | 81.3±0.2   | 87.7±4.2 |
|           | 0.2 | 54.4±0.9 | 55.5±0.3  | 57.9±1.0   | 54.9±0.6  | 53.1±1.5   | 56.3±0.7   | 56.2±0.8   | 53.2±0.1   | 79.1±0.2   | 84.7±1.2 |

Figure 3. Comparison of changes of AUROC ( % vertical axis) with varied outlier proportion $p$ (horizontal axis) from 0.05 to 0.25. The step is 0.05.

Figure 4. T-SNE visualization of learned features of digits 1 to 10 in MNIST (first line) and class 1 to 10 in F-MNIST (second line). Blue and red dots represent inliers and outliers in the feature space.
outliers in datasets are set to be \( p = 0.1 \) and \( p = 0.2 \). The numerical results of AUROC, AUPR-IN and AUPR-OUT are listed in Table 1.

We can see that our MCOD outperforms most other methods on all datasets in terms of all evaluation metrics. Specially, when \( p = 0.1 \), MCOD achieves a considerable improvement on AUROC (MNIST 28.2%, F-MNIST 28.4%, CIFAR10 31.8% and CIFAR100 36.5%) compared with CAE. For the simpler dataset MNIST, MCOD outperforms six AE based methods (DRAE 29.3%, DSEBM 35.7%, RDAE 24.4%, MOGAL 65.3%, RSRAE 11.4%, RSRAE+ 22.3%). For complicated datasets (CIFAR10 and CIFRA100), our superiority become more significant. These results demonstrate that learning consistent and discriminating features does facilitate the performance of outlier detection.

Compared to self-supervised based methods, in terms of the metric AUROC and \( p = 0.1 \), MCOD outperforms SSD-IF (MNIST 2.4%, F-MNIST 7.7%, CIFAR10 23.3% and CIFAR100 31.3%) and E3Out (MNIST 1.3%, F-MNIST 5.2%, CIFAR10 2.9% and CIFAR100 6.4%), respectively. Although its performs slightly worse than E3Out on MNIST in terms of AUPR-IN, MCOD achieves better scores on F-MNIST, CIFAR10, and CIFAR100. E3Out aims at recognizing the types of sample augmentations, and assumes that the augmentations of inlier samples could be recognized to their corresponding types with a high confidence, but the augmentations of outlier samples could not. Such mechanism of recognizing different types of sample augmentations makes the learned features of outlier and inlier less discriminating. For the simpler dataset MNIST, E3Out achieves a higher AUPR-IN score, but a much lower AUPR-OUT score. For the complicated datasets CIFAR10 and CIFAR100, E3Out commonly performs worse than MCOD in terms of both AUPR-IN and AUPR-OUT scores. This indicates that E3Out is inclined to recognize the simple outliers as inliers and mistakes complicated inlier data as outliers.

Unlike AUPR-IN, AUPR-OUT chooses outliers as positive samples, which is a more intuitive metric of outlier detection. MCOD outperforms all other methods, especially, is better than E3Out with remarkable 14.5% and 12.2% gains on MNIST. When \( p = 0.2 \), the performances of CAE, DSEBM, RDAE, and RSRAE drop dramatically. By contrast, the performance of MCOD is still stable. This significant advantage on AUPR-OUT demonstrates the superiority of our MCOD on learning more discriminating features of outliers. Other methods focus on learning a better fitting model for inlier because inlier is the majority, but consider less on the discrimination of features. By contrast, our MCOD takes both sides into account. The memory model learns the consistent feature to fit inliers. The contrastive learning model forces the features of inlier and outlier more distinct. Therefore, MCOD demonstrates more performance gains on AUPR-OUT against AUPR-IN.

Figure 10 shows the visualization of learned features of inliers and outliers in MNIST and F-MNIST by t-SNE [18]. We can see that outliers are grouped together and keep a distance to inliers in most cases. This intuitive result illustrates the effectiveness of our MCOD. The features of inliers are consistent, meanwhile, the features of outliers are distinct from inliers. It also proves that the outlier detection can be done in the feature space.

4.5. Varied proportions of outliers

As outlier proportion \( p \) can severely affect the performances of OD methods, we test MCOD in terms of AUROC with varied \( p = [0.05, 0.1, 0.15, 0.2, 0.25] \). We also compare it with eight competing methods, including two baseline lines (OC-SVM and MOOC-OCC), four AE-based methods (CAE, CAE-IF, DRAE, RDAE), and two self-supervised methods (SSD-IF and E3Out). OC-SVM utilizes the raw data as input. Instead, MOOC-OCC uses features learned by MoCo [9] as the input for OC-SVM. CAE-IF uses IF as the outlier detector. The AUROC curves of performance are shown in Fig. 3.

We can see our MCOD demonstrate an obvious superiority on most outlier proportions, except that E3Out and SSD-IF show a better AUROC score only when \( p = 0.05 \). With the outlier proportion increasing, the gap between MCOD and others is gradually enlarged. On MNIST and F-MNIST, the comparable methods are E3Out and SSD-IF. On complicated datasets CIFAR10 and CIFAR100, only E3Out is comparable with MCOD. This result indicate that self-supervised methods is superior than AE based methods. And the contrastive learning can contribute

![AUROC](image.png)
more performance gain. The possible reason could be following. As p increases, outliers (randomly sampled data) are more likely to join to AE model training. Thus, AE based methods result in a better outlier reconstruction. For the self-supervised method, E3Out is based on the accuracy of recognizing the types of sample augmentations. With more outliers being involved, E3Out may predict the type of outlier augmentation with a less uncertainty (higher confidence), which degrade the performance of outlier detection. Although our MCOD also faces more outliers, the memory model constrains the consistency of inlier features. It makes MCOD detect outlier easier by measuring the distance between samples and their corresponding prototypes.

4.6. Ablation study

Evaluation of memory forgetting operation. Since the forgetting operation plays a crucial role of suppressing the outlier prototypes in memory slots, we report the AUROC scores with (W/ Forg.) and without forgetting operations (W/O Forg.) when vary p from 0.05 to 0.5 in Fig. 5. We can see MCOD (W/ Forg.) shows a significant superiority than MCOD (W/O Forg.) on more complicated datasets CIFAR10 and CIFAR100 when p < 0.3. But MCOD (W/ Forg.) quickly downgrades when p ≥ 0.3, because it breaks the assumption that outliers are minority. For the simpler datasets MNIST and F-MNIST, we can observe a similar trend. Since images in MNIST and F-MNIST are simpler, the memory model is easy to learn the consistent features of inliers. Thus, our proposed forgetting operator demonstrates less advantages. Images in CIFAR10 and CIFAR100 are complex and diverse. Such random outliers in the data disrupt the consistent features learning. However, our proposed forgetting operation can alleviate this influence, and demonstrates an obvious performance gain on CIFAR10 and CIFAR100 when p < 0.3.

Evaluation on varied memory prototype numbers. Since the memory prototypes is essential for learning the consistent feature of inlier, we report performance of MCOD with varied number of memory prototypes [5, 10, 20, 30, 50] in terms of AUROC, AUPR-IN, and AUPR-OUT on MNIST, F-MNIST, CIFAR10, and CIFAR100 dataset. The experiments is conducted with outliers proportion p = 0.1. Figure 6 illustrates that MCOD is insensitive to the change of prototype numbers. Considering both performances and efficiency, we select the prototypes number as 10.

Evaluation on varied temperature parameters. We report the AUROC scores with different temperature parameters τz and τc in Eq. 3 and 5. Each of them is set as [0.01, 0.05, 0.1, 0.5, 1, 10, 100] and the results are reported in Fig. 7. According to this result, we set τz = 1 and τc = 1 for MNIST and F-MNIST, and τz = 10 and τc = 0.01 for CIFAR10 and CIFAR100.

5. Conclusion

In this paper, we proposed an unsupervised outlier detection framework using a memory module with specially designed reading, writing, and forgetting operations and a contrastive learning module. Unlike conventional AE based methods detecting outliers according to the reconstruction errors in the pixel space, our proposed MCOD distinguishes outliers and inliers in the feature space. The experimental results on four benchmark datasets, which have various data distributions, have demonstrated the superiority of our MCOD compared to nine stat-of-the-art methods. The de-
tailed analysis shows that the memory module does learn consistent features for inliers, and the contrastive learning module extracts the discriminating features to separate outliers from inliers. Our future work will investigate prior features of inliers to strengthen the feature consistency.
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Supplementary

A. Evaluation on more datasets

To evaluate the robustness of MCOD, we test it on two more challenging datasets: STL-10 and Tiny Imagenet. They both have less training data compared to the four datasets in main manuscript. Moreover, the inliers and outliers in Tiny Imagenet are much more divers, which raises the difficulty of outlier detection.

**STL-10** contains 500 training images, 800 test images per class (10 classes) with size of 96 × 96. In our experiment, we combine training and test images together to get 1.3K images per class. The images from the same semantical category are taken as inliers and the random samples from other categories are considered as outliers.

**Tiny Imagenet** contains 200 classes of images from a distinct subset of Imagenet with size of 64 × 64. We select the first 20 categories with 500 images per category as inliers respectively. The outliers are from other 199 categories besides of the current inliers category.

The data setting is as the same as that in the main manuscript. The temperature parameters $\tau_z$ and $\tau_c$ are set as 10 and 0.01 for both STL-10 and Tiny Imagenet. Other implementation details are set as the same as in Section 4.3 of the main manuscript. We run each scenario 5 times and report the average results in table 2, when $p = 0.1$ and $p = 0.2$. MCOD demonstrates a considerable effectiveness on both datasets. In terms of AUROC, MCOD achieves 94.8% ($p = 0.1$) and 89.0% ($p = 0.2$) on STL-10. For more complicated outliers MCOD gets 81.8% ($p = 0.1$) and 79.2% ($p = 0.2$) and 81.8% on Tiny Imagenet. When the proportion of outliers increases, the performance of MCOD on these two datasets decreases slightly (89.0% on STL-10 and 79.2% on Tiny Imagenet) which shows the consistent tendency as discussed in the main manuscript.

B. The visualization of feature distribution of MNIST and F-MNIST

| Dataset   | AUROC% | AUPR-IN% | AUPR-OUT% |
|-----------|--------|----------|-----------|
| STL-10    | 94.8   | 99.3     | 70.8      |
|           | 89.0   | 96.4     | 68.8      |
| Tiny Imagenet | 81.8 | 92.6     | 48.8      |

To illustrate that the learned features can be utilized to detect outliers, we calculate the differences between the extracted features of each inlier/outlier sample and the corresponding prototype read from memory defined in Eq. 9, and normalized the difference in a range $[0, 1]$. Bigger value means a smaller difference. The histogram of the difference distribution is plotted in Fig. 8 and Fig. 9, which have 100 bins. Each bin represents the number of outliers and inliers who have similar difference value. Inliers are shown in green bins and outliers are shown in red bins.

We can see an the obvious different distribution of outliers and inliers, which illustrates that it is feasible to detect outliers in the feature space. Moreover, one can see the distribution of outliers has a large variation, but the variation of inliers is rather small. The reason is that the outliers are from different classes, different from the memory prototypes. Thanks to the consistency learning, the learned features of inliers have a pretty high similarity.

C. TSNE visualization on CIFAR10 and CIFAR100

The visualization of learned features on CIFAR10 and CIFAR100 are shown in Fig. 10. Specifically, (a) shows the visualizations of t-SNE of CIFAR10. 10 classes are given according to top-to-bottom and left-to-right order. (b) shows the visualizations of t-SNE of CIFAR-100. 20 classes are given according to top-to-bottom and left-to-right order. Blue dots are inliers and red dots are outliers. In most cases, outliers can be well separated from inliers.
Figure 8. Feature difference distribution of ten classes in MNIST. The horizontal axis is the difference value and the vertical axis is the number of samples in each bin.
Figure 9. Feature difference distribution of ten classes in F-MNIST. The horizontal axis is the difference value and the vertical axis is the number of samples in each bin.
(a) CIFAR10

(b) CIFAR100

Figure 10. T-SNE visualization of features $f$ on CIFAR10 (a) (from class 1 to class 10) and CIFAR100 (b) (from class 1 to class 20). Blue and red dots represent inliers and outliers in feature space.