Higher differentiability for bounded solutions to a class of obstacle problems with \((p, q)\)-growth
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Abstract

We establish the higher fractional differentiability of bounded minimizers to a class of obstacle problems with non-standard growth conditions of the form

\[
\min \left\{ \int_{\Omega} F(x, Dw) dx : w \in K_\psi(\Omega) \right\},
\]

where \(\Omega\) is a bounded open set of \(\mathbb{R}^n, n \geq 2\), the function \(\psi \in W^{1,p}(\Omega)\) is a fixed function called obstacle and \(K_\psi(\Omega) := \{ w \in W^{1,p}(\Omega) : w \geq \psi \text{ a.e. in } \Omega \}\) is the class of admissible functions. If the obstacle \(\psi\) is locally bounded, we prove that the gradient of solution inherits some fractional differentiability property, assuming that both the gradient of the obstacle and the mapping \(x \mapsto D_x F(x, \xi)\) belong to some suitable Besov space. The main novelty is that such assumptions are not related to the dimension \(n\).
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1 Introduction

In this paper we study the higher fractional differentiability properties of the gradient of bounded solutions \(u \in W^{1,p}(\Omega)\) to obstacle problems of the form

\[
\min \left\{ \int_{\Omega} F(x, Dw) dx : w \in K_\psi(\Omega) \right\}.
\] (1.1)

Here \(\Omega\) is a bounded open set of \(\mathbb{R}^n, n \geq 2\), the function \(\psi : \Omega \to [-\infty, +\infty)\), called obstacle, belongs to the Sobolev class \(W^{1,p}(\Omega)\) and

\[
K_\psi(\Omega) := \{ w \in W^{1,p}(\Omega) : w \geq \psi \text{ a.e. in } \Omega \}
\] (1.2)

is the class of admissible functions. Note that the set \(K_\psi(\Omega)\) is not empty since \(\psi \in K_\psi(\Omega)\).
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In what follows, we assume that the energy density $F : \Omega \times \mathbb{R}^n \to [0, +\infty)$ is a Carathéodory function with Uhlenbeck structure, i.e. there exists a function $\tilde{F} : \Omega \times [0, +\infty) \to [0, +\infty)$ such that

$$F(x, \xi) = \tilde{F}(x, |\xi|)$$

for a.e. $x \in \Omega$ and every $\xi \in \mathbb{R}^n$.

Moreover, we also assume that there exist positive constants $\tilde{\nu}$, $\tilde{\nu}$, exponents $2 \leq p < q < +\infty$ and a parameter $\mu \in [0, 1]$, that will allow us to consider in our analysis both the degenerate and the non-degenerate situation, such that the following assumptions are satisfied:

$$\frac{1}{t}(|\xi|^p - \mu^p) \leq F(x, \xi) \leq \tilde{\nu}(\mu^2 + |\xi|^2)^{\frac{q}{2}}$$

$$\langle D_\xi F(x, \xi), \lambda \rangle \geq \nu(\mu^2 + |\xi|^2)^{\frac{q}{2}} |\lambda|^2$$

$$|D_\xi F(x, \xi)| \leq \tilde{L}(\mu^2 + |\xi|^2)^{\frac{q}{2}}$$

for a.e. $x, y \in \Omega$ and every $\xi \in \mathbb{R}^n$.

Very recently, in [13] it has been proved that, under the structure assumption (F1), (F3) and (F4) imply (F2), i.e. if $p < q$, the functional $F$ has non-standard growth conditions of $(p, q)$-type, as initially defined and studied by Marcellini [39, 40].

We say that function $F$ satisfies assumption (F5) if there exists a non-negative function $g \in L^p_{\text{loc}}(\Omega)$, with $0 < \beta < \alpha < 1$, such that

$$|D_\xi F(x, \xi) - D_\xi F(y, \xi)| \leq |x - y|^\alpha (g(x) + g(y))(\mu^2 + |\xi|^2)^{\frac{q-1}{2}}$$

for a.e. $x, y \in \Omega$ and every $\xi \in \mathbb{R}^n$.

On the other hand, we say that assumption (F6) is satisfied if there exists a sequence of measurable non-negative functions $g_k \in L^{p+2\alpha}_{\text{loc}}(\Omega)$, with $0 < \alpha < 1$, such that

$$\sum_{k=1}^{\infty} \|g_k\|_{L^{p+2\alpha}_{\text{loc}}(\Omega)} < \infty,$$

for some $\sigma \geq 1$, and at the same time

$$|D_\xi F(x, \xi) - D_\xi F(y, \xi)| \leq |x - y|^\alpha (g_k(x) + g_k(y))(\mu^2 + |\xi|^2)^{\frac{q-1}{2}}$$

for a.e. $x, y \in \Omega$ such that $2^{-k}\text{diam}(\Omega) \leq |x - y| < 2^{-k+1}\text{diam}(\Omega)$ and for every $\xi \in \mathbb{R}^n$.

It is well known that the regularity of the minima often comes from the fact that they are also solutions to the corresponding Euler-Lagrange system, in the unconstrained setting, or, in the case of obstacle problems, to the corresponding variational inequality. In the case of standard growth conditions, that is $p = q$, $u \in W^{1,p}(\Omega)$ is a solution to the obstacle problem in $K_{\varphi}(\Omega)$ if, and only if, $u \in K_{\varphi}(\Omega)$ solves the variational inequality

$$\int_{\Omega} \langle A(x, Du), D(\varphi - u) \rangle \, dx \geq 0$$

for all $\varphi \in K_{\varphi}(\Omega)$, where we set

$$A(x, \xi) = D_\xi F(x, \xi).$$
On the other hand, in the case of non-standard growth conditions, even in the unconstrained case, the relation between extremals and minima is an issue that requires a careful investigation (see for example [7] [8] [21]).

From conditions (F2)–(F4), we deduce the existence of positive constants \( \nu, L, l \) such that the following \( p \)-ellipticity and \( q \)-growth conditions are satisfied by the map \( \mathcal{A} \):

\[
|\mathcal{A}(x, \xi)| \leq l(\mu^2 + |\xi|^2)^{\frac{p-1}{p}} \tag{A1}
\]

\[
\langle \mathcal{A}(x, \xi) - \mathcal{A}(x, \eta), \xi - \eta \rangle \geq \nu|\xi - \eta|^2(\mu^2 + |\xi|^2 + |\eta|^2)^{\frac{p-2}{p}} \tag{A2}
\]

\[
|\mathcal{A}(x, \xi) - \mathcal{A}(x, \eta)| \leq L|\xi - \eta|(\mu^2 + |\xi|^2 + |\eta|^2)^{\frac{p-2}{p}} \tag{A3}
\]

for a.e. \( x, y \in \Omega \), for every \( \xi, \eta \in \mathbb{R}^n \).

Furthermore, if condition (F5) or (F6) holds, then \( \mathcal{A} \) satisfies assumption (A4), or (A5), respectively i.e.

\[
|\mathcal{A}(x, \xi) - \mathcal{A}(y, \xi)| \leq |x - y|^s(g(x) + g(y))(\mu^2 + |\xi|^2)^{\frac{p-1}{p}} \tag{A4}
\]

for a.e. \( x, y \in \Omega \) and every \( \xi \in \mathbb{R}^n \). or

\[
|\mathcal{A}(x, \xi) - \mathcal{A}(y, \xi)| \leq |x - y|^s(g_k(x) + g_k(y))(\mu^2 + |\xi|^2)^{\frac{p-1}{p}} \tag{A5}
\]

for a.e. \( x, y \in \Omega \) such that \( 2^{-k}\text{diam}(\Omega) \leq |x - y| < 2^{-k+1}\text{diam}(\Omega) \) and for every \( \xi \in \mathbb{R}^n \).

The study of obstacle problems started with the works by Stampacchia [46] and Fichera [22] and has since then attracted much attention. It is usually observed that the regularity of the solutions to the obstacle problems is influenced by the one of the obstacle; for example, for linear obstacle problems, obstacle and solutions have the same regularity [3, 5, 37]. This does not apply in the nonlinear setting, hence there have been intense research activities in this direction (see [11] [12] [18] [41], just to mention a few).

In recent years, there has been a considerable interest in analyzing how an extra differentiability of integer or fractional order of the obstacle transfers to the gradient of solutions: for instance we quote [9, 19, 20, 25, 26, 33] in the setting of standard growth conditions, [10, 16, 23, 24, 27, 31, 33, 48] in the setting of non-standard growth conditions.

The analysis comes from the fact that the regularity of the solutions to obstacle problem (1.3) is strictly connected to the analysis of the regularity of the solutions to partial differential equations of the form

\[
\text{div}\mathcal{A}(x, Du) = \text{div}\mathcal{A}(x, D\psi),
\]

whose higher differentiability properties have been widely investigated (see for instance [1] [2] [13] [29] [30] [31] [43] [44]).

It is well known that no extra differentiability properties for the solutions can be expected even if the obstacle \( \psi \) is smooth, unless some assumption is given on the coefficients of the operator \( \mathcal{A} \). Therefore, recent results concerning the higher differentiability of solutions to obstacle problems show that a \( W^{1,r} \) Sobolev regularity, with \( r \geq n \), or a \( B^{n/p}_r \) Besov regularity, with \( r \geq \frac{n}{s} \), on the partial map \( x \mapsto \mathcal{A}(x, \xi) \) is a sufficient condition (see [19] [23] [24] [25] for the case of Sobolev class of integer order and [19] [34] for the fractional one).

When referring to functionals with non-standard growth conditions, by looking at the counterexamples in [28] [10], if the ratio \( q/p \to 1 \) when \( n \to \infty \), then minimizers become unbounded. On the other hand, many regularity results require that \( q/p \to 1 \) when \( n \to \infty \). Now, it is well known that, both for unconstrained and constrained problems with \( (p, q) \)-growth,
when dealing with bounded minimizers, regularity results for the gradient can be proved under dimension-free conditions on the gap $q/p$ and weaker assumptions on the data of the problem (see [6, 14, 26, 27, 31]). Moreover, in [26, 27, 31], the higher differentiability of integer order of bounded solutions to (1.3) is obtained assuming that the coefficients of $A$ and the gradient of the obstacle belong to a Sobolev class that is not related to the dimension $n$ but to the ellipticity and the growth exponents of the functional.

Recently, in [17], it has been proved that, assuming the local boundedness of the obstacle $\psi$, the solution to obstacle problem (1.1) is locally bounded under a sharp relation between $p$ and $q$. Here, we study higher fractional differentiability properties of bounded solutions to obstacle problems satisfying $(p, q)$-growth conditions. The novelty of this work consists in showing that, even in the fractional setting, the higher differentiability properties of bounded solutions to (1.1) hold true assuming that the Besov type regularity on the partial map $x \mapsto A(x, \xi)$ and on the gradient of the obstacle are not related to the dimension $n$. We observe that the bound (1.5) is only needed to get the local boundedness of the solution (see Theorem 2.3). Therefore, if we deal with a priori bounded minimizers, then the result holds without the hypothesis (1.5).

More precisely, we shall prove the following theorems.

**Theorem 1.1.** Let $F(x, \xi)$ satisfy (F1)–(F5) for exponents $2 \leq p < q$ such that

$$q < p + \beta$$

and

$$\frac{1}{q} \geq \frac{1}{p} - \frac{1}{n - 1}.$$  

Let $u \in K_\psi(\Omega)$ be the solution to the obstacle problem (1.1). If $\psi \in L^\infty_{\text{loc}}(\Omega)$, then we have

$$D\psi \in B^{\alpha}_{p,2,\alpha+2\beta,\infty,\text{loc}}(\Omega) \Rightarrow (\mu^2 + |Du|^2)\frac{p-4}{p+1+\beta-q}Du \in B^{\alpha}_{2,\infty,\text{loc}}(\Omega),$$  

provided $0 < \beta < \alpha < 1$.

On the other hand, a Besov regularity of the type $B^\alpha_{p,\sigma}$, with $\sigma$ finite, is stronger than the one of the type $B^\alpha_{p,\infty}$. In this case, we prove higher fractional differentiability properties for bounded minimizers under weaker assumptions both on the coefficients of $A$ and on the gradient of the obstacle and on the bound for the gap $q/p$. The main difference is that a stronger embedding theorem between Sobolev and Besov spaces holds (see Lemma 3.3).

**Theorem 1.2.** Let $F(x, \xi)$ satisfy (F1)–(F4) and (F6) for exponents $2 \leq p < q$ verifying (1.5) and

$$q < p + \alpha.$$  

Let $u \in K_\psi(\Omega)$ be the solution to the obstacle problem (1.1). If $\psi \in L^\infty_{\text{loc}}(\Omega)$, then we have

$$D\psi \in B^{\alpha}_{p,2,\alpha,\sigma,\text{loc}}(\Omega) \Rightarrow (\mu^2 + |Du|^2)\frac{p-4}{p+1+\beta-q}Du \in B^{\alpha}_{2,\sigma,\text{loc}}(\Omega),$$  

provided $\sigma(1 + \alpha) \leq 2$.

The structure of this paper is the following. After recalling some notation and preliminary results in Section 2, a Gagliardo-Niremberg type inequality in Besov spaces is established in Section 3 for a priori bounded minimizers. Then, we concentrate on proving our main result.
The strategy is to prove uniform a priori estimates for solutions to a family of approximating problems. Therefore, in Section 4, we present the approximation lemma that allows to construct a sequence of functions satisfying $p$-growth conditions that converges to the initial problem. In Section 5, we prove Theorem 1.1. In particular, we derive the a priori estimates in Section 5.1 and, in Section 5.2, we pass to the limit in the approximating problems. Eventually, in Section 6, we give the proof of Theorem 1.2, focusing only on the a priori estimate since the approximation procedure works exactly in the same way as in the proof of Theorem 1.1.

The local boundedness allows us to use an interpolation inequality (see Lemma 3.2) that gives the higher local integrability $L^{p+2\alpha}$ of the gradient of the solutions. Such higher integrability is the key tool in order to weaken the assumptions on the function $g$ and on $D\psi$ with respect to the higher differentiability result established in [34]. Indeed, for $p < n - 2\alpha$ and $q < p + \alpha - \frac{\alpha(p+2\alpha)}{n}$, we have $L^\frac{n}{\alpha} \subset L^{\frac{p+2\alpha}{p+\alpha-q}}$, and, moreover, under our assumption on the gap, i.e. $q < p + \alpha$, $B^\alpha_{2q-p,\sigma} \subset B^\alpha_{p+2\alpha,\sigma}$.

2 Notations and preliminary results

For the rest of the paper, we denote by $C, c, \pi$ general positive constants. Different occurrences from line to line will be still denoted using the same letters. Relevant dependencies on parameters will be emphasized using parentheses or subscripts. We denote by $B(x, r) = B_r(x) = \{ y \in \mathbb{R}^n : |y - x| < r \}$ the ball centered at $x$ of radius $r$. We shall omit the dependence on the center and on the radius when no confusion arises. For a function $u \in L^1(B)$, the symbol

$$\int_B u(x)dx = \frac{1}{|B|} \int_B u(x)dx.$$ 

will denote the integral mean of the function $u$ over the set $B$.

It is convenient to introduce an auxiliary function

$$V_p(\xi) = (\mu^2 + |\xi|^2)^{\frac{p-2}{2}} \xi$$

defined for all $\xi \in \mathbb{R}^n$. One can easily check that, for $p \geq 2$, it holds

$$|\xi|^p \leq |V_p(\xi)|^2.$$ (2.1)

For the auxiliary function $V_p$, we recall the following estimate (see the proof of [32, Lemma 8.3]):

**Lemma 2.1.** Let $1 < p < +\infty$. There exists a constant $c = c(n, p) > 0$ such that

$$c^{-1}(\mu^2 + |\xi|^2 + |\eta|^2)^{\frac{p-2}{2}} \leq \frac{|V_p(\xi) - V_p(\eta)|^2}{|\xi - \eta|^2} \leq c(\mu^2 + |\xi|^2 + |\eta|^2)^{\frac{p-2}{2}}$$

for any $\xi, \eta \in \mathbb{R}^n$, $\xi \neq \eta$.

Now we state a well-known iteration lemma (see [32, Lemma 6.1] for the proof).
Lemma 2.2. Let $\Phi : [\frac{R}{2}, R] \to \mathbb{R}$ be a bounded nonnegative function, where $R > 0$. Assume that for all $\frac{R}{2} \leq r < s \leq R$ it holds

$$\Phi(r) \leq \theta \Phi(s) + A + \frac{B}{(s-r)^2} + \frac{C}{(s-r)^\gamma}$$

where $\theta \in (0, 1)$, $A, B, C \geq 0$ and $\gamma > 0$ are constants. Then there exists a constant $c = c(\theta, \gamma)$ such that

$$\Phi\left(\frac{R}{2}\right) \leq c \left(A + \frac{B}{R^2} + \frac{C}{R^{\gamma}}\right).$$

The following regularity result, whose proof can be found in [17] in a more general setting, allows us to obtain the local boundedness of solutions to obstacle problem (1.1).

Theorem 2.3. Let $u \in W^{1,p}(\Omega)$ be a solution to (1.1) under assumptions (F2) and (F3), for exponents $2 \leq p < q$ verifying (1.5). If $\psi \in L^\infty_{loc}(\Omega)$, then $u \in L^\infty_{loc}(\Omega)$ and the following estimate

$$\sup_{B_{R/2}} |u| \leq C(\sup_{B_R} |\psi| + \|u\|_{W^{1,p}(B_R)})^\pi,$$

holds for every ball $B_R \Subset \Omega$, for $\pi := \pi(n, p, q)$ and with $C := C(n, p, q, R)$.

2.1 Difference quotient

We recall some properties of the finite difference quotient operator that will be needed in the sequel. Let us recall that, for every function $F : \mathbb{R}^n \to \mathbb{R}$ the $r$-th finite difference operator is defined by

$$\tau_{s,h} F(x) := F(x + he_s),$$

$$\tau_{s,h}^r F(x) := \tau_{s,h}(\tau_{s,h}^{r-1} F(x)), \quad r \in \mathbb{N}, r \geq 1,$$

where $h \in \mathbb{R}^n$, $e_s$ is the unit vector in the $x_s$ direction and $s \in \{1, \ldots, n\}$.

We start with the description of some elementary properties that can be found, for example, in [32].

Proposition 2.4. Let $F \in W^{1,p}(\Omega)$, with $p \geq 1$, and let us consider the set

$$\Omega_{|h|} = \{x \in \Omega : \text{dist}(x, \partial \Omega) > |h|\}.$$

Then

(i) $\tau_h F \in W^{1,p}(\Omega_{|h|})$ and

$$D_i(\tau_h F) = \tau_h(D_i F).$$

(ii) If at least one of the functions $F$ or $G$ has support contained in $\Omega_{|h|}$, then

$$\int\Omega F \tau_h G dx = \int\Omega G \tau_h F dx.$$

(iii) We have

$$\tau_h(FG)(x) = F(x + h)\tau_h G(x) + G(x)\tau_h F(x).$$
The next result about finite difference operator is a kind of integral version of Lagrange Theorem.

**Lemma 2.5.** If $0 < \rho < R$, $|h| < \frac{R-\rho}{2}$, $1 < p < +\infty$ and $F \in L^p(B_R)$, then

$$\int_{B_\rho} |\tau_h F(x)|^p dx \leq c(n,p)|h|^p \int_{B_R} |DF(x)|^p dx.$$

Moreover,

$$\int_{B_\rho} |F(x + h)|^p dx \leq \int_{B_R} |F(x)|^p dx.$$

### 2.2 Besov-Lipschitz spaces

Let $v : \mathbb{R}^n \to \mathbb{R}$ be a function. As in [36 Section 2.5.12], given $\alpha > 0$ and $1 \leq p, s < \infty$, we say that $v$ belongs to the Besov space $B^\alpha_{p,s}(\mathbb{R}^n)$ if $v \in L^p(\mathbb{R}^n)$ and

$$\|v\|_{B^\alpha_{p,s}(\mathbb{R}^n)} = \|v\|_{L^p(\mathbb{R}^n)} + [v]_{B^\alpha_{p,s}(\mathbb{R}^n)} < \infty,$$

where

$$[v]_{B^\alpha_{p,s}(\mathbb{R}^n)} = \left( \int_{\mathbb{R}^n} \left( \int_{\{|h| \geq \delta\}} \frac{|\tau_h v(x)|^p}{|h|^s} \frac{dh}{|h|^n} \right)^{\frac{s}{p}} \right)^{\frac{1}{2}} < \infty.$$

Here and in what follows, $r$ is the smallest integer larger than $\alpha$. Equivalently, we could simply say that $v \in L^p(\mathbb{R}^n)$ and $\frac{\tau_h v}{|h|^s} \in L^s\left(\frac{dh}{|h|^n}; L^p(\mathbb{R}^n)\right)$. As usual, if one integrates for $h \in B(0, \delta)$ for a fixed $\delta > 0$ then an equivalent norm is obtained, because

$$\left( \int_{\{|h| \geq \delta\}} \left( \int_{\mathbb{R}^n} \frac{|\tau_h v(x)|^p}{|h|^s} \frac{dh}{|h|^n} \right)^{\frac{s}{p}} \right)^{\frac{1}{2}} \leq c(n, \alpha, p, s, \delta)\|v\|_{L^p(\mathbb{R}^n)}.$$

Similarly, we say that $v \in B^\alpha_{p,\infty}(\mathbb{R}^n)$ if $v \in L^p(\mathbb{R}^n)$ and

$$[v]_{B^\alpha_{p,\infty}(\mathbb{R}^n)} = \sup_{h \in \mathbb{R}^n} \left( \int_{\mathbb{R}^n} \frac{|\tau_h v(x)|^p}{|h|^s} \frac{dx}{|h|^n} \right)^{\frac{1}{p}} < \infty.$$

Again, one can simply take supremum over $|h| \leq \delta$ and obtain an equivalent norm. By construction, one has $B^\alpha_{p,s}(\mathbb{R}^n) \subset L^p(\mathbb{R}^n)$. One also has the following version of Sobolev embeddings (a proof can be found at [36 Proposition 7.12]).

**Lemma 2.6.** Suppose that $0 < \alpha < 1$.

(a) If $1 < p < \frac{n}{\alpha}$ and $1 \leq s \leq p^*_\alpha = \frac{np}{n-\alpha p}$, then there is a continuous embedding $B^\alpha_{p,s}(\mathbb{R}^n) \subset L^{p^*_\alpha}(\mathbb{R}^n)$.

(b) If $p = \frac{n}{\alpha}$ and $1 \leq s \leq \infty$, then there is a continuous embedding $B^\alpha_{p,s}(\mathbb{R}^n) \subset \text{BMO}(\mathbb{R}^n)$, where $\text{BMO}$ denotes the space of functions with bounded mean oscillations [32, Chapter 2].

For further needs, we recall the following inclusions ([36 Proposition 7.10 and Formula (7.35)]).
Lemma 2.7. Suppose that $0 < \beta < \alpha$.
(a) If $1 < p < \infty$ and $1 \leq s \leq t \leq \infty$, then $B^\alpha_{p,s}(\mathbb{R}^n) \subset B^\beta_{p,t}(\mathbb{R}^n)$.
(b) If $1 < p < \infty$ and $1 \leq s, t \leq \infty$, then $B^\alpha_{p,s}(\mathbb{R}^n) \subset B^\beta_{p,t}(\mathbb{R}^n)$.

Given a domain $\Omega \subset \mathbb{R}^n$, we say that $v$ belongs to the local Besov space $B^\alpha_{p,s,loc}(\mathbb{R}^n)$ whenever $\varphi v \in B^\alpha_{p,s}(\mathbb{R}^n)$ whenever $\varphi \in C_c^\infty(\Omega)$. It is worth noticing that one can prove suitable version of Lemma 2.6 and Lemma 2.7 by using local Besov spaces.

We have the following lemma, which can be found in [2] in the case $\alpha \in (0,1)$.

Lemma 2.8. A function $v \in L^p_{loc}(\Omega)$ belongs to the local Besov space $B^\alpha_{p,s,loc}(\mathbb{R}^n)$, with $0 < \alpha < 2$, if, and only if,

$$
\left\| \frac{\tau_h v}{|h|^\alpha} \right\|_{L^1\left(\frac{dh}{|h|^n}; L^p(\mathbb{R}^n)\right)} < \infty,
$$

for any ball $B \subset 2B \subset \Omega$ with radius $r_B$. Here the measure $\frac{dh}{|h|^n}$ is restricted to the ball $B(0, r_B)$ on the $h$-space.

Proof. Let $\alpha \in [1, 2)$. Using twice Proposition 2.3 (iii), for any smooth and compactly supported test function $\varphi$, the following pointwise identity

$$
\frac{\tau_h^2(\varphi v)(x)}{|h|^\alpha} = \frac{\tau_h(\varphi(x+h) \tau_h v(x) + v(x) \tau_h \varphi(x))}{|h|^\alpha} = \varphi(x + 2h) \frac{\tau_h v(x)}{|h|^\alpha} + 2 \frac{\tau_h v(x) \tau_h \varphi(x + h)}{|h|^\alpha} + v(x) \frac{\tau_h^2 \varphi(x)}{|h|^\alpha}
$$

(2.3)

holds.

It is clear that

$$
\left| \frac{\tau_h v(x) \tau_h \varphi(x + h)}{|h|^\alpha} \right| \leq \left| \frac{\tau_h v(x)}{|h|^{\alpha-1}} \right| \|D\varphi\|_\infty,
$$

(2.4)

and so, since $\alpha - 1 < 1$ and $v \in B^{\alpha-1}_{p,s,loc}(\Omega)$ from Lemma 2.7 (b), one has

$$
\frac{\tau_h v(x) \tau_h \varphi(x + h)}{|h|^\alpha} \in L^1\left(\frac{dh}{|h|^n}; L^p(\mathbb{R}^n)\right).
$$

Moreover, it holds

$$
\left| \frac{v(x) \tau_h^2 \varphi(x)}{|h|^\alpha} \right| \leq |v(x)| \left| \tau_h D\varphi \right|_\infty |h|^{1-\alpha}
$$

(2.5)

and therefore we have

$$
\frac{v(x) \tau_h^2 \varphi(x)}{|h|^\alpha} \in L^1\left(\frac{dh}{|h|^n}; L^p(\mathbb{R}^n)\right).
$$

As a consequence, we have the equivalence

$$
\varphi v \in B^\alpha_{p,s}(\mathbb{R}^n) \iff \varphi(x + 2h) \frac{\tau_h^2 v(x)}{|h|^\alpha} \in L^1\left(\frac{dh}{|h|^n}; L^p(\mathbb{R}^n)\right).
$$

However, it is clear that $\varphi(x + 2h) \frac{\tau_h^2 v(x)}{|h|^\alpha} \in L^1\left(\frac{dh}{|h|^n}; L^p(\mathbb{R}^n)\right)$ for every $\varphi \in C^\infty_c(\Omega)$ if, and only if, the same happens for every $\varphi = \chi_B$ and all ball $B \subset 2B \subset \Omega$. This concludes the proof. □
It is known that Besov-Lipschitz spaces of fractional order $\alpha \in (0,1)$ can be characterized in pointwise terms. Given a measurable function $v : \mathbb{R}^n \to \mathbb{R}$, a fractional $\alpha$-Hajlasz gradient for $v$ is a sequence $\{g_k\}_k$ of measurable, non-negative functions $g_k : \mathbb{R}^n \to \mathbb{R}$, together with a null set $N \subset \mathbb{R}^n$, such that the inequality
\[ |v(x) - v(y)| \leq (g_k(x) + g_k(y))|x - y|^\alpha \]
holds whenever $k \in \mathbb{Z}$ and $x, y \in \mathbb{R}^n \setminus N$ are such that $2^{-k} \leq |x - y| < 2^{-k+1}$. We say that $\{g_k\}_k \in l^s(\mathbb{Z}; L^p(\mathbb{R}^n))$ if
\[ \|\{g_k\}_k\|_{l^p(\mathbb{R})} = \left( \sum_{k \in \mathbb{Z}} \|g_k\|_{L^p(\mathbb{R}^n)}^p \right)^{\frac{1}{p}} < \infty. \]

The following result was proved in [38].

**Theorem 2.9.** Let $0 < \alpha < 1$, $1 \leq p < \infty$ and $1 \leq s \leq \infty$. Let $v \in L^p(\mathbb{R}^n)$. One has $v \in B^s_{p,s}(\mathbb{R}^n)$ if, and only if, there exists a fractional $\alpha$-Hajlasz gradient $\{g_k\}_k \in l^s(\mathbb{Z}; L^p(\mathbb{R}^n))$ for $v$. Moreover,
\[ \|v\|_{B^s_{p,s}(\mathbb{R}^n)} \simeq \inf \|\{g_k\}_k\|_{l^p(\mathbb{R})}, \]
where the infimum runs over all possible fractional $\alpha$-Hajlasz gradients for $v$.

## 3 Gagliardo-Niremberg inequality

In this section, we collect some results in Besov spaces that will be useful later.

**Lemma 3.1.** Let $v \in W^{1,p}_{\text{loc}}(\mathbb{R}^n)$. If $Dv \in B^\gamma_{p,\text{loc}}(\mathbb{R}^n)$, for some $1 \leq s \leq \infty$ and $0 < \gamma < 1$, then $v \in B^{1+\gamma}_{p,s,\text{loc}}(\mathbb{R}^n)$. Moreover, the following estimate
\[ [v]_{B^{1+\gamma}_{p,s}(B_R)} \leq c[Dv]_{B^\gamma_{p,s}(B_R)} \]
holds for every ball $B_\rho \subset B_R$, with $c := c(n, p)$.

**Proof.** We give the proof of Lemma 3.1 only for $s = \infty$, since the case $s$ finite can be obtained in a similar way.

Fix $0 < \rho < R$, $|h| < \frac{R-\rho}{2}$ and consider balls $B_\rho \subset B_R$. Since $1 < 1 + \gamma < 2$, we have that
\[ [v]_{B^{1+\gamma}_{p,\infty}(B_\rho)} = \sup_{h \in \mathbb{R}^n} \left( \int_{B_\rho} \frac{|\tau_h v(x)|^p}{|h|^{(1+\gamma)p}} \, dx \right)^{\frac{1}{p}}. \]

Now, using the fact that $v \in W^{1,p}_{\text{loc}}(\mathbb{R}^n)$ and Lemma 2.5, we obtain
\[ \int_{B_\rho} \frac{|\tau_h v(x)|^p}{|h|^{(1+\gamma)p}} \, dx \leq c |h|^p \int_{B_R} \frac{|\tau_h Dv(x)|^p}{|h|^{(1+\gamma)p}} \, dx \]
\[ = c \int_{B_R} \frac{|\tau_h Dv(x)|^p}{|h|^{\gamma p}} \, dx \leq c[Dv]^p_{B^{\gamma}_{p,\infty}(B_R)}, \]
which is finite by the assumption on $Dv$. This completes the proof. \( \square \)

The following interpolation inequality can be found in [45].
Lemma 3.2. Let $1 \leq p < \infty$, $1 \leq s \leq \infty$, $\gamma > 0$ and $0 < \theta < 1$. Then, the following interpolation inequality
\[
\|v\|_{B_{p,s}^{\theta,\gamma}(\mathbb{R}^n)} \leq c \|v\|_{B_{p,s}^{\theta,\gamma}(\mathbb{R}^n)}^{1-\theta} \|v\|_{L^\infty(\mathbb{R}^n)}^\theta \tag{3.1}
\]
holds for every $v \in B_{p,s}^{\gamma}(\mathbb{R}^n) \cap L^\infty(\mathbb{R}^n)$. For the next result, see e.g. [12].

Lemma 3.3. Let $\gamma > 0$, $1 \leq p < \infty$ and $1 \leq s \leq \infty$. If $m \in \mathbb{N}$, $\gamma > m$, then there is a continuous embedding $B_{p,s}^{\gamma}(\mathbb{R}^n) \subset W^{m,p}(\mathbb{R}^n)$.

Now, we are able to prove the following higher integrability result.

Proposition 3.4. Let $v \in W_{loc}^{1,p}(\mathbb{R}^n) \cap L_{loc}^\infty(\mathbb{R}^n)$ and let $Dv \in B_{p,\infty}^{\gamma}(\mathbb{R}^n)$, for some $1 \leq p < \infty$ and $0 < \gamma < 1$. Then $Dv \in L_p^{(1+\beta)}(\mathbb{R}^n)$, for every $0 < \beta < \gamma$. Moreover, the following estimate
\[
\int_{B_r} |Dv|^{p(1+\beta)} \, dx \leq C \|v\|_{L^\infty(B_r)}^{p\beta} \left(\|Dv\|_{B_{p,\infty}^{\gamma}(B_r)}^p + \frac{1}{(R-r)^{p\beta}} \right)
\]
holds for every ball $B_r \subset B_R$, with $C := C(n,p,\gamma,\beta)$.

Proof. Thanks to Lemma 3.1 we obtain
\[
v \in B_{p,\infty}^{1+\gamma}(\mathbb{R}^n) \text{ locally.}
\]
Then, Lemma 3.2 yields
\[
v \in B_{p,\infty}^{\theta(1+\gamma)}(\mathbb{R}^n) \text{ locally,} \tag{3.2}
\]
for every $\theta \in (0,1)$.

Choosing $\theta = \frac{1}{1+\beta}$, for $0 < \beta < \gamma$, we have
\[
\theta(1+\gamma) = \frac{1+\gamma}{1+\beta} > 1.
\]

Let us consider $0 < \rho < R \leq 1$ and fix balls $B_\rho \subset B_R$ and a cut-off function $\eta \in C_c^\infty(B_{R+\rho})$, $\eta = 1$ on $B_\rho$ such that $|D\eta| \leq \frac{C}{R-\rho}$ and $|D^2\eta| \leq \frac{C}{(R-\rho)^2}$. By virtue of Lemma 3.3, we have
\[
\int_{B_\rho} |Dv|^{p(1+\beta)} \, dx \leq \|\eta v\|_{W^{1,p(1+\beta)}(\mathbb{R}^n)}^{p\beta} \leq c \|\eta v\|_{B_{p,\infty}^{\gamma}(\mathbb{R}^n)}^{p\beta}. \tag{3.3}
\]

From Lemma 3.2 we get
\[
\|\eta v\|_{W^{1,p(1+\beta)}(\mathbb{R}^n)}^{p\beta} \leq c \|v\|_{L^\infty(B_R)}^{p\beta} \|\eta v\|_{B_{p,\infty}^{\gamma}(\mathbb{R}^n)}^{p\beta}. \tag{3.4}
\]

Using identity (2.3) and properties of $\eta$, we infer
\[
\|\eta v\|_{B_{p,\infty}^{1+\gamma}(\mathbb{R}^n)}^{p} \leq C \|v\|_{L^p(B_{R+\rho})}^{p} + C \sup_{|h| \leq \frac{\rho}{2}} \int_{\mathbb{R}^n} |\eta(x+2h)|^p \left| |Dv|^{p(1+\gamma)} \right| \, dx
\]
\[+ C \sup_{|h| \leq \frac{\rho}{2}} \int_{\mathbb{R}^n} |\tau_h \eta(x+h)|^p \left| Dv \right| \, dx \]
\[+ C \sup_{|h| \leq \frac{\rho}{2}} \int_{B_{3\rho+\rho}} \left| \tau_h \eta(x+h) \right| \left| Dv \right| \, dx \]
\[+ C \sup_{|h| \leq \frac{\rho}{2}} \int_{B_{3\rho+\rho}} \left| \tau_h \eta(x+h) \right| \left| Dv \right| \, dx.
\]
\[
\leq C\|v\|_{L^p(B_{R+\rho})}^p + C \sup_{|h| \leq \frac{R-\rho}{4}} \int_{B_{3R+\rho}} \frac{|\tau_h v|^p}{|h|^{p(1-\gamma)}}
+ C \sup_{|h| \leq \frac{R-\rho}{4}} \int_{\mathbb{R}^n} \|D\eta\|_{L^\infty(B_{3R+\rho})}^p \frac{|\tau_h v|^p}{|h|^{p\gamma}} dx
+ C \sup_{|h| \leq \frac{R-\rho}{4}} |h|^{p(1-\gamma)} \int_{B_{3R+\rho}} \|D^2\eta\|_{L^\infty(B_{3R+\rho})}^p \|v\| dx
\leq C\|v\|_{L^p(B_{R+\rho})}^p + C[v]_{B^{1+\gamma}_{p,\infty}(B_{3R+\rho})}^p
+ \frac{C}{(R-\rho)^p} \sup_{|h| \leq \frac{R-\rho}{4}} |h|^{p(1-\gamma)} \int_{B_R} \|Dv\| dx
+ \frac{C}{(R-\rho)^{2p}} \int_{B_{3R+\rho}} \|v\| dx
\leq C[v]_{B^{1+\gamma}_{p,\infty}(B_{3R+\rho})}^p + \frac{C}{(R-\rho)^{2p}} \|v\|_{W^{1,p}(B_R)}^p. \tag{3.5}
\]

Combining inequalities (3.3), (3.4) and (3.5) and Lemma 3.1 we derive
\[
\int_{B_R} |Dv|^{p(1+\beta)} dx \leq C\|v\|_{L^p(B_R)}^{p\beta} [v]_{B^{1+\gamma}_{p,\infty}(B_{3R+\rho})}^{p\beta} + \frac{C}{(R-\rho)^{2p}} \|v\|_{L^p(B_R)}^{p\beta} \|v\|_{W^{1,p}(B_R)}^p
\leq C\|v\|_{L^p(B_R)}^{p\beta} [Dv]_{B^{1+\gamma}_{p,\infty}(B_{3R+\rho})}^{p\beta} + \frac{C}{(R-\rho)^{2p}} \|v\|_{L^p(B_R)}^{p\beta} \|v\|_{W^{1,p}(B_R)}^p,
\]
i.e. the desired estimate. \[\square\]

The following proposition is an immediate consequence of the previous result and will be a fundamental tool for the proof of Theorem 1.1.

**Proposition 3.5.** Let \(v \in W^{1,p}_{\text{loc}}(\mathbb{R}^n) \cap L^\infty_{\text{loc}}(\mathbb{R}^n)\), for some \(p \geq 2\), and assume that \(V_p(Dv) \in B^\gamma_{3,\infty,\text{loc}}(\mathbb{R}^n)\), for some \(0 < \gamma < 1\). Then \(Dv \in L^{p+2\beta}_{\text{loc}}(\mathbb{R}^n)\), for every \(0 < \beta < \gamma\). Moreover, the following inequality
\[
\int_{B_R} |Dv|^{p+2\beta} dx \leq C\|v\|_{L^p(B_R)}^{2\beta} \left( [V_p(Dv)]_{B^\gamma_{3,\infty}(B_R)}^{2\beta} + \frac{1}{(R-\rho)^{2p}} \|v\|_{W^{1,p}(B_R)}^p \right)
\]
holds for every ball \(B_\rho \subset B_R\), with \(C := C(n, p, \gamma, \beta)\).
Proof. By Lemma 2.1, we get
\[ |\tau_h V_p(Dv)|^2 \geq c|\tau_h Dv|^2(\mu^2 + |Dv(x + h)|^2 + |Dv(x)|^2)^{\frac{p-2}{2}} \geq c|\tau_h Dv|^p, \]  
(3.6)
where in the last inequality we used the fact that \( p \geq 2 \).

Estimate (3.6) implies \[ \int_{B_R} \frac{|\tau_h Dv|^p}{|h|^{\frac{2p-2}{p}}} = \int_{B_R} \frac{|\tau_h Dv|^p}{|h|^{2\gamma}} dx \leq c \int_{B_R} \frac{|\tau_h V_p(Dv)|^2}{|h|^{2\gamma}} dx \] for every \( h \).

(3.7)

Now, taking the supremum over \( h \) in (3.7) and by virtue of the assumption on \( V_p(Dv) \), we derive that
\[ Dv \in B_{p,\infty}^{\frac{2p}{\gamma}}(\mathbb{R}^n) \text{ locally.} \]  
(3.8)

Thanks to Lemma 3.1 and (3.8), we obtain
\[ v \in B_{p,\infty}^{1+\frac{2p}{\gamma}}(\mathbb{R}^n) \text{ locally.} \]

By virtue of Lemma 3.4 and (3.7), it follows
\[ \int_{B_R} |Dv|^{p+2\gamma} dx \leq C \|v\|_{\gamma}^{\frac{2\gamma}{2}} \|V_p(Dv)\|_{B_{2,\infty}^{\gamma}(B_R)}^2 + \frac{C}{(R-\rho)^2p} \|v\|_{L^\infty(B_R)}^{2\gamma} \|v\|_{W^{1,p}(B_R)}^p \]
for every \( 0 < \beta < \gamma \).

Moreover, we have the following embeddings between Sobolev and Besov spaces (see [47]).

**Lemma 3.6.** Let \( \gamma > 0, 1 < p < \infty \) and \( 1 \leq s \leq \min\{p, 2\} \). Then, there is a continuous embedding \( B_{p,s}^\gamma(\mathbb{R}^n) \subset W^{\gamma,p}(\mathbb{R}^n) \).

Arguing similarly, but assuming that \( V_p(Dv) \in B_{2,s,loc}^\gamma(\mathbb{R}^n) \), for some \( 1 \leq s < \infty \), we are able to prove the following result.

**Proposition 3.7.** Let \( v \in W^{1,p}_{loc}(\mathbb{R}^n) \cap L^\infty_{loc}(\mathbb{R}^n) \), for some \( p \geq 2 \), and assume that \( V_p(Dv) \in B_{2,s,loc}^\gamma(\mathbb{R}^n) \), for some \( 1 \leq s(1+\gamma) \leq 2 \) and \( 0 < \gamma < 1 \). Then \( Dv \in L^{p+2\gamma}_{loc}(\mathbb{R}^n) \). Moreover, the following inequality
\[ \int_{B_R} |Dv|^{p+2\gamma} dx \leq C \|v\|_{\gamma}^{\frac{2\gamma}{2}} \left( \|V_p(Dv)\|_{B_{2,\infty}^{\gamma}(B_R)}^2 + \frac{1}{(R-\rho)^2p} \|v\|_{W^{1,p}(B_R)}^p \right) \]
holds for every ball \( B_{\rho} \subset B_R \), with \( C := C(n, p, \gamma) \).

## 4 Approximation lemma

The main tool to prove Theorem 1.1 is the following approximation lemma (see [31] for the proof).

**Lemma 4.1.** Let \( F : \Omega \times \mathbb{R}^n \to [0, +\infty), F = F(x, \xi) \), be a Carathéodory function satisfying assumptions (F1), (F2), (F3) and (F5). Then there exists a sequence \( (F_j) \) of Carathéodory functions \( F_j : \Omega \times \mathbb{R}^n \to [0, +\infty) \) monotonically convergent to \( F \), such that
(i) for a.e. \( x \in \Omega \) and every \( \xi \in \mathbb{R}^n \), \( F_j(x, \xi) = \tilde{F}_j(x, |\xi|) \),

(ii) for a.e. \( x \in \Omega \), for every \( \xi \in \mathbb{R}^n \) and for every \( j \), \( F_j(x, \xi) \leq F_{j+1}(x, \xi) \leq F(x, \xi) \),

(iii) for a.e. \( x \in \Omega \) and every \( \xi \in \mathbb{R}^n \), we have \( \langle D_{\xi\xi}F_j(x, \lambda) \lambda, \lambda \rangle \geq \tilde{\nu}(\mu^2 + |\xi|^2)^{\frac{p-1}{2}}|\lambda|^2 \), with \( \tilde{\nu} \) depending only on \( p \) and \( \nu \),

(iv) for a.e. \( x \in \Omega \) and for every \( \xi \in \mathbb{R}^n \), there exist \( L_1 \), independent of \( j \), and \( \tilde{L}_1 \), depending on \( j \), such that

\[
1/L_1(|\xi|^p - \mu^p) \leq F_j(x, \xi) \leq L_1(\mu + |\xi|)^q, \\
F_j(x, \xi) \leq \tilde{L}_1(j)(\mu + |\xi|)^p,
\]

(v) there exists a constant \( C(j) > 0 \) such that

\[
|D_{\xi}F_j(x, \xi) - D_{\xi}F_j(y, \xi)| \leq |x - y|^\alpha(k(x) + k(y))(\mu^2 + |\xi|^2)^{\frac{p-1}{2}}, \\
|D_{\xi}F_j(x, \xi) - D_{\xi}F_j(y, \xi)| \leq C(j)|x - y|^\alpha(k(x) + k(y))(\mu^2 + |\xi|^2)^{\frac{p-1}{2}}
\]

for a.e. \( x, y \in \Omega \) and for every \( \xi \in \mathbb{R}^n \).

Assuming (F6) instead of (F5), statement (v) would change as follows.

(v) There exists a constant \( C(j) > 0 \) such that

\[
|D_{\xi}F_j(x, \xi) - D_{\xi}F_j(y, \xi)| \leq |x - y|^\alpha(g_k(x) + g_k(y))(\mu^2 + |\xi|^2)^{\frac{p-1}{2}}, \\
|D_{\xi}F_j(x, \xi) - D_{\xi}F_j(y, \xi)| \leq C(j)|x - y|^\alpha(g_k(x) + g_k(y))(\mu^2 + |\xi|^2)^{\frac{p-1}{2}}
\]

for a.e. \( x, y \in \Omega \) such that \( 2^{-k}\text{diam}(\Omega) \leq |x - y| < 2^{-k+1}\text{diam}(\Omega) \) and for every \( \xi \in \mathbb{R}^n \).

5 Proof of Theorem 1.1

This section is devoted to the proof of Theorem 1.1. In particular, in Section 5.1 we derive the a priori estimates for regular minimizers of obstacle problems (1.1), while in Section 5.2 we conclude through an approximation argument.

5.1 A priori estimate

We have the following theorem.

**Theorem 5.1.** Let \( F(x, \xi) \) satisfy (F1)–(F5) for exponents \( 2 \leq p < q \) such that (1.4) and (1.5) hold. Let \( u \in K_\psi(\Omega) \) be the solution to the obstacle problem (1.1). Suppose that

\[
g \in L_{\text{loc}}^{\frac{p+\beta}{p+\beta-q}}(\Omega), \ \psi \in L_{\text{loc}}^\infty(\Omega) \text{ and } D\psi \in B^{\alpha}_{\frac{p+\beta}{p+\beta-q}}(\Omega),
\]

for \( 0 < \beta < \alpha < 1 \). If we a priori assume that

\[
V_p(Du) \in B^{\alpha}_{2,\infty}(\Omega),
\]

then
then the following estimates
\[
\int_{B_{R/4}} |Du|^{p+2\beta} \, dx \leq C(\|\psi\|_{L^\infty(B_R)} + \|u\|_{W^{1,p}(B_R)})^\pi \\
\quad \cdot \left( \int_{B_R} (g^{p+2\beta} + 1) \, dx + \|D\psi\|_{\dot{B}^{p+2\beta}_{p+1\beta-q,\infty}(B_R)}^\pi \right)
\]  
(5.1)

and
\[
\int_{B_{R/4}} |\tau_h V_p(Du)|^2 \, dx \leq C|h|^{2\beta}(\|\psi\|_{L^\infty(B_R)} + \|u\|_{W^{1,p}(B_R)})^\pi \\
\quad \cdot \left( \int_{B_R} (g^{p+2\beta} + 1) \, dx + \|D\psi\|_{\dot{B}^{p+2\beta}_{p+1\beta-q,\infty}(B_R)}^\pi \right)
\]  
(5.2)

hold for all balls $B_{R/4} \subset B_R \subseteq \Omega$, for positive constants $C := C(n, p, q, \nu, L, R)$ and $\pi := \pi(n, p, q, \beta)$.

Proof. By virtue of assumption (1.5) and Theorem 2.3, $u \in L^\infty_{\text{loc}}(\Omega)$. Hence, using Proposition 3.5, we deduce that $Du \in L^{p+2\beta}_{\text{loc}}(\Omega)$.

Notice that $Du \in L^{p+2\beta}_{\text{loc}}(\Omega)$ implies that the $u$ satisfies the variational inequality (1.3) for every $\varphi \in W^{1,q}(\Omega)$ such that $\varphi \geq \psi$. Indeed, let $\varphi \in W^{1,q}(\Omega)$, $\varphi \geq \psi$, then the function $u + \varepsilon(\varphi - u)$ belongs to the admissible class, for every $\varepsilon \in (0, 1)$, since

$$u + \varepsilon(\varphi - v) = \varepsilon\varphi + (1 - \varepsilon)u \geq \psi.$$  

Hence, by minimality of $u$, we get
\[
\int_\Omega F(x, Du) \, dx \leq \int_\Omega F(x, Du + \varepsilon D(\varphi - u)) \, dx,
\]
which leads to
\[
\int_\Omega [F(x, Du + \varepsilon D(\varphi - u)) - F(x, Du)] \, dx \geq 0.
\]

From Lagrange’s theorem, for $\theta \in (0, 1)$ it holds
\[
\int_\Omega \langle A(x, Du + \varepsilon \theta D(\varphi - u)), \varepsilon D(\varphi - u) \rangle \, dx \geq 0.
\]

Since $\varepsilon > 0$, we get
\[
\int_\Omega \langle A(x, Du + \varepsilon \theta D(\varphi - u)), D(\varphi - u) \rangle \, dx \geq 0.  
\]
(5.4)

Now, from assumption (A1), we obtain
\[
|\langle A(x, Du + \varepsilon \theta D(\varphi - u)), D(\varphi - u) \rangle| \\
\quad \leq |A(x, Du + \varepsilon \theta D(\varphi - u))| \cdot |D(\varphi - u)|
\]
\[
\leq C(1 + |Du + \varepsilon \theta D(\varphi - u)|^{q - 1})|D(\varphi - u)| \\
\leq C(1 + |Du|^q + |D\varphi|^q),
\]

where we also used that \(\varepsilon, \theta \in (0, 1)\).

On the other hand, by virtue of assumption (1.4) and (5.3), we have

\[
1 + |Du|^q + |D\varphi|^q \in L^1_{loc}(\Omega).
\]

Therefore, by applying the Dominated convergence theorem, we can pass to the limit for \(\varepsilon \to 0^+\) in (5.4), getting the inequality (1.3), for every \(\varphi \in W^{1,q}(\Omega)\) such that \(\varphi \geq \psi\).

Fix \(0 < \frac{R}{4} < \rho < s < t < t' < \frac{R}{2}\) such that \(B_R \subset \Omega\) and a cut-off function \(\eta \in C^1_0(B_t)\) such that \(0 \leq \eta \leq 1\), \(\eta = 1\) on \(B_s\), \(|D\eta| \leq \frac{C}{t-s}\).

Now, for \(|h| \leq t' - t\), we consider functions

\[
v_1(x) = \eta^2(x)[(u - \psi)(x + h) - (u - \psi)(x)]
\]

and

\[
v_2(x) = \eta^2(x - h)[(u - \psi)(x - h) - (u - \psi)(x)].
\]

Then

\[
\varphi_1(x) = u(x) + tv_1(x), \tag{5.5}
\]

\[
\varphi_2(x) = u(x) + tv_2(x) \tag{5.6}
\]

are admissible test functions for all \(t \in [0, 1)\).

Inserting (5.5) and (5.6) in (1.3), we obtain

\[
\int_{\Omega} \langle A(x, Du), D(\eta^2 \tau_h (u - \psi)) \rangle dx + \int_{\Omega} \langle A(x, Du), D(\eta^2 (x - h) \tau_{-h} (u - \psi)) \rangle dx \geq 0. \tag{5.7}
\]

By means of a simple change of variable, we can write the second integral on the left hand side of the previous inequality as follows

\[
\int_{\Omega} \langle A(x + h, Du(x + h)), D(-\eta^2 \tau_h (u - \psi)) \rangle dx \tag{5.8}
\]

and so inequality (5.7) becomes

\[
\int_{\Omega} \langle A(x + h, Du(x + h)) - A(x, Du(x)), D(\eta^2 \tau_h (u - \psi)) \rangle dx \leq 0 \tag{5.9}
\]

We can write previous inequality as follows

\[
0 \geq \int_{\Omega} \langle A(x + h, Du(x + h)) - A(x + h, Du(x)), \eta^2 D\tau_h u \rangle dx \\
- \int_{\Omega} \langle A(x + h, Du(x + h)) - A(x + h, Du(x)), \eta^2 D\tau_h \psi \rangle dx \\
+ \int_{\Omega} \langle A(x + h, Du(x + h)) - A(x + h, Du(x)), 2\eta D\eta \tau_h (u - \psi) \rangle dx
\]
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that yields

\[ I_1 \leq |I_2| + |I_3| + |I_4| + |I_5| + |I_6|. \]  

(5.11)

The ellipticity assumption (A2) and Lemma 2.1 imply

\[
I_1 \geq \nu \int_{\Omega} \eta^2 |\tau_h D\psi|^2 \left( \mu^2 + |Du(x+h)|^2 + |Du(x)|^2 \right)^{\frac{p-2}{2}} dx \\
\geq C(\nu) \int_{\Omega} \eta^2 |\tau_h V_p(Du)|^2 dx. 
\]  

(5.12)

From the growth condition (A3), Young’s and Hölder’s inequalities, Lemma 2.1 and assumption on \( D\psi \), we get

\[
|I_2| \leq L \int_{\Omega} \eta^2 |\tau_h Du|(\mu^2 + |Du(x+h)|^2 + |Du(x)|^2)^{\frac{p-2}{2}} |\tau_h D\psi| dx \\
\leq \varepsilon \int_{\Omega} \eta^2 |\tau_h Du|^2 \left( \mu^2 + |Du(x+h)|^2 + |Du(x)|^2 \right)^{\frac{p-2}{2}} dx \\
+ C(\varepsilon) \left( \int_{\Omega} \eta^2 |\tau_h D\psi|^2 \left( \mu^2 + |Du(x+h)|^2 + |Du(x)|^2 \right)^{\frac{p-2}{2}} dx \right)^{\frac{2}{p-2}} \\
\leq \varepsilon \int_{\Omega} \eta^2 |\tau_h D\psi|^2 dx \\
+ C(\varepsilon) \int_{B_\varepsilon} (1 + |Du|)^{p+2\beta} dx \\
\leq \varepsilon \int_{\Omega} \eta^2 |\tau_h V_p(Du)|^2 dx \\
+ C(\varepsilon) \left| h \right|^{2\alpha} \left[ D\psi \right]_{B_\varepsilon} \left( \int_{B_\varepsilon} (1 + |Du|)^{p+2\beta} dx \right)^{\frac{2}{p+2\beta}}. 
\]  

(5.13)

Arguing analogously, we get

\[
|I_3| \leq 2L \int_{\Omega} \eta |D\eta| |\tau_h Du|(\mu^2 + |Du(x+h)|^2 + |Du(x)|^2)^{\frac{p-2}{2}} |\tau_h (u - \psi)| dx \\
\leq \varepsilon \int_{\Omega} \eta^2 |\tau_h Du|^2 \left( \mu^2 + |Du(x+h)|^2 + |Du(x)|^2 \right)^{\frac{p-2}{2}} dx \\
+ \frac{C(\varepsilon)}{(l-s)^2} \int_{B_\varepsilon} |\tau_h (u - \psi)|^2 (\mu^2 + |Du(x+h)|^2 + |Du(x)|^2)^{\frac{p-2}{2}} dx \\
\leq \varepsilon \int_{\Omega} \eta^2 |\tau_h V_p(Du)|^2 dx 
\]
Using Lemma 2.5, we obtain
\[
|I_3| \leq \varepsilon \int_\Omega \eta^2 |\tau_h V_p(Du)|^2 dx + C_e (L) \frac{|h|^2}{(t - s)^2} \left( \int_{B_t} |(u - \psi)| \frac{p + 2\beta}{p + 1 + \beta - q} dx \right)^2 \left( \int_{B_t} (1 + |Du|)^{p + 2\beta} dx \right)^{\frac{2q - p - 2}{p + 2\beta}}.
\]

In order to estimate the integral $I_4$, we use assumption (A4), Young’s and Hölder’s inequalities and Lemma 2.1 as follows
\[
|I_4| \leq \int_\Omega \eta^2 |\tau_h Du||h|^\alpha (g(x + h) + g(x))(1 + |Du(x)|)^{\frac{q + 1}{2}} dx
\]
\[
\leq \varepsilon \int_\Omega \eta^2 |\tau_h Du|^2 (\mu^2 + |Du(x + h)|^2 + |Du(x)|^2)^{\frac{q - 2}{2}} dx + C_e |h|^{2\alpha} \int_{B_t} (g(x + h) + g(x))^2 (1 + |Du|)^{2q - p} dx
\]
\[
\leq \varepsilon \int_\Omega \eta^2 |\tau_h V_p(Du)|^2 dx + C_e |h|^{2\alpha} \left( \int_{B_R} g^{\frac{p + 2\beta}{p + \beta - q}} dx \right) \left( \int_{B_t} (1 + |Du|)^{p + 2\beta} dx \right)^{\frac{2q - p - 2}{p + 2\beta}}.
\]

We now take care of $I_5$. Similarly as above, exploiting assumption (A4) and Hölder’s inequality, we infer
\[
|I_5| \leq \int_\Omega \eta^2 |\tau_h D\psi||h|^\alpha (g(x + h) + g(x))(1 + |Du|)^{\frac{q + 1}{2}} dx
\]
\[
\leq |h|^{\alpha} \left( \int_{B_t} g^{\frac{p + 2\beta}{p + \beta - q}} dx \right) \left( \int_{B_t} |\tau_h D\psi|^{\frac{p + 2\beta}{q + 3}} (1 + |Du|)^{\frac{(q - 1)(p + 2\beta)}{q + 3}} dx \right)^{\frac{q + 3}{p + 2\beta}}
\]
\[
\leq |h|^{\alpha} \left( \int_{B_t} g^{\frac{p + 2\beta}{p + \beta - q}} dx \right) \left( \int_{B_t} |\tau_h D\psi|^{\frac{p + 2\beta}{p + 1 + \beta - q}} dx \right)^{\frac{p + 2\beta}{p + 1 + \beta - q}}
\]
\[
\cdot \left( \int_{B_t} (1 + |Du|)^{\frac{(q - 1)(p + 3)}{2q - p - 1}} dx \right)^{\frac{2q - p - 1}{p + 2\beta}}.
\]

Now, we observe
\[
\frac{(q - 1)(p + 2\beta)}{2q - p - 1} < p + 2\beta \iff p < q.
\]

Hence
\[
|I_5| \leq |h|^{2\alpha} \left( \int_{B_R} g^{\frac{p + 3\beta}{p + \beta - q}} dx \right)^{\frac{p + 3\beta}{p + \beta - q}} (B_R) \left( \int_{B_t} (1 + |Du|)^{p + 2\beta} dx \right)^{\frac{q - 1}{p + 2\beta}}.
\]
From assumption (A4), hypothesis \(|D\eta| < \frac{C}{t-s}\) and Hölder’s inequality, we infer the following estimate for \(I_6\).

\[
|I_6| \leq \frac{C}{t-s} |h|^\alpha \int_{B_t} |\tau_h(u - \psi)|(g(x + h) + g(x))(1 + |Du|^2)^{\frac{q-1}{2}} dx
\]

\[
\leq \frac{C}{t-s} |h|^\alpha \left( \int_{B_t} g^{\frac{p+2\beta}{p+\beta-\beta_q-q}} dx \right)^{\frac{p+\beta-q}{p+2\beta}} \left( \int_{B_t} \left| \tau_h(u - \psi) \right|^{\frac{p+2\beta}{p+1+\beta-q}} dx \right)^{\frac{p+1+\beta-q}{p+2\beta}} \cdot \left( \int_{B_t} (1 + |Du|)^{\frac{(q-1)(p+2\beta)}{2q-p-1}} dx \right)^{\frac{2q-p-1}{p+2\beta}}.
\]

Using once again Hölder’s inequality, inequality (5.16) and Lemma 2.5, we have

\[
|I_6| \leq \frac{C}{t-s} |h|^\alpha+1 \left( \int_{B_R} g^{\frac{p+2\beta}{p+\beta-\beta_q-q}} dx \right)^{\frac{p+\beta-q}{p+2\beta}} \left( \int_{B_t} |D(u - \psi)|^{\frac{p+2\beta}{p+1+\beta-q}} dx \right)^{\frac{p+1+\beta-q}{p+2\beta}} \cdot \left( \int_{B_t} (1 + |Du|)^{p+2\beta} dx \right)^{\frac{q-1}{p+2\beta}}.
\]

Inserting estimates (5.12), (5.13), (5.14), (5.15), (5.17) and (5.18) in (5.11), we infer

\[
C(\nu) \int_\Omega \eta^2 |\tau_h V_p(Du)|^2 dx
\]

\[
\leq 3\varepsilon \int_\Omega \eta^2 |\tau_h V_p(Du)|^2 dx
\]

\[
+ C(\nu) |h|^{2\alpha} |D\psi|^{2\alpha}_{B_t^\alpha, p+2\beta, p+1+\beta-q} \int_{B_t} (1 + |Du|)^{p+2\beta} dx^{\frac{2(p+1+\beta-q)}{p+2\beta}}
\]

\[
+ \frac{C(\nu)}{(t-s)^2} |h|^2 \left( \int_{B_t} |D(u - \psi)|^{\frac{p+2\beta}{p+1+\beta-q}} dx \right)^{\frac{2(p+1+\beta-q)}{p+2\beta}} \left( \int_{B_t'} (1 + |Du|)^{p+2\beta} dx \right)^{\frac{2q-p-2}{p+2\beta}}
\]

\[
+ C(\nu) |h|^{2\alpha} \left( \int_{B_t} g^{\frac{p+2\beta}{p+\beta-\beta_q-q}} dx \right)^{\frac{2(p+1+\beta-q)}{p+2\beta}} \left( \int_{B_t} (1 + |Du|)^{p+2\beta} dx \right)^{\frac{2q-p-2}{p+2\beta}}
\]

\[
+ \frac{C(\nu)}{(t-s)} |h|^{\alpha+1} \left( \int_{B_t} g^{\frac{p+2\beta}{p+\beta-\beta_q-q}} dx \right)^{\frac{p+\beta-q}{p+2\beta}} \left( \int_{B_t'} |D(u - \psi)|^{\frac{p+2\beta}{p+1+\beta-q}} dx \right)^{\frac{p+1+\beta-q}{p+2\beta}} \cdot \left( \int_{B_t} (1 + |Du|)^{p+2\beta} dx \right)^{\frac{q-1}{p+2\beta}}.
\]

Choosing \(\varepsilon = \frac{C(\nu)}{6}\), we can reabsorb the first integral in the right hand side of the previous estimate by the left hand side, thus getting
\[
\int_{\Omega} \eta^2 |\tau_h V_p(Du)|^2 \, dx \\
\leq C(L)|h|^{2\alpha} M_R^2 \left( \int_{B_t} (1 + |Du|)^{p+2\beta} \, dx \right)^{\frac{2q-p-2}{p+2\beta}} \\
+ \frac{C(L)}{(t-s)^{\frac{1}{2}}} |h|^2 \left( \int_{B_t} |D(u - \psi)|^{\frac{p+2\beta}{p+1+\beta-q}} \, dx \right)^{\frac{2q-p-2}{p+2\beta}} \left( \int_{B_t} (1 + |Du|)^{p+2\beta} \, dx \right)^{\frac{2q-p-2}{p+2\beta}} \\
+ C|h|^{2\alpha} M_R^2 \left( \int_{B_t} (1 + |Du|)^{p+2\beta} \, dx \right)^{\frac{2q-p-2}{p+2\beta}} \\
+ \frac{C}{t-s} |h|^\alpha M_R \left( \int_{B_t} |D(u - \psi)|^{\frac{p+2\beta}{p+1+\beta-q}} \, dx \right)^{\frac{2q-p-2}{p+2\beta}} \left( \int_{B_t} (1 + |Du|)^{p+2\beta} \, dx \right)^{\frac{2q-p-2}{p+2\beta}} \left( \int_{B_t} (1 + |Du|)^{p+2\beta} \, dx \right)^{\frac{2q-p-2}{p+2\beta}},
\tag{5.20}
\]

where we set \( M_R := \|g\|_{L^\infty(B_R)} + \|D\psi\|_{B^\alpha_{p+2\beta \over p+1+\beta-q}}(B_R) \).

From Young’s inequality, we infer
\[
\int_{\Omega} \eta^2 |\tau_h V_p(Du)|^2 \, dx \\
\leq C_\theta(L, M_R)|h|^{2\alpha} + \theta |h|^{2\alpha} \int_{B_t} (1 + |Du|)^{p+2\beta} \, dx \\
+ \frac{C_\theta(L)}{(t-s)^{\frac{1}{2}}} |h|^2 \int_{B_t} |D(u - \psi)|^{\frac{p+2\beta}{p+1+\beta-q}} \, dx + \theta |h|^2 \int_{B_t} (1 + |Du|)^{p+2\beta} \, dx \\
+ C_\theta(M_R)|h|^{2\alpha} + \theta |h|^{2\alpha} \int_{B_t} (1 + |Du|)^{p+2\beta} \, dx \\
+ C_\theta(M_R)|h|^{2\alpha} + \theta |h|^{2\alpha} \int_{B_t} (1 + |Du|)^{p+2\beta} \, dx \\
+ \frac{C_\theta(M_R)}{(t-s)^{\frac{1}{2}}} |h|^\alpha + \left( \int_{B_t} |D(u - \psi)|^{\frac{p+2\beta}{p+1+\beta-q}} \, dx \right)^{\frac{2q-p-2}{p+2\beta}} \left( \int_{B_t} (1 + |Du|)^{p+2\beta} \, dx \right)^{\frac{2q-p-2}{p+2\beta}} \\
+ \theta |h|^\alpha \int_{B_t} (1 + |Du|)^{p+2\beta} \, dx,
\tag{5.21}
\]

where \( \tilde{\alpha} := \frac{p+2\beta}{p+1+\beta-q} \) and \( \tilde{\alpha}^* := \frac{p+2\beta}{p+1+\beta-q+1} \).

Using Young’s inequality, we estimate the third and the second last integral appearing in the right hand side of estimate (5.21) as follows
\[
\frac{C_\theta(L)}{(t-s)^{\frac{1}{2}}} |h|^2 \int_{B_t} |D(u - \psi)|^{\frac{p+2\beta}{p+1+\beta-q}} \, dx \\
\leq \frac{C_\theta(L)}{(t-s)^{\frac{1}{2}}} |h|^2 \int_{B_t} |Du|^{\frac{p+2\beta}{p+1+\beta-q}} \, dx + \frac{C_\theta(L)}{(t-s)^{\frac{1}{2}}} |h|^2 \int_{B_t} |D\psi|^{\frac{p+2\beta}{p+1+\beta-q}} \, dx
\]
\[ \leq \theta |h|^2 \int_{B_t} |Du|^{p+2\beta} \, dx + \frac{C_\theta(L)}{(t-s)^p} |h|^2 |B_R| + \frac{C_\theta(L, M_R)}{(t-s)^p} |h|^2, \quad (5.22) \]

and analogously

\[ \frac{C_\theta(M_R)}{(t-s)^p} |h|^{\alpha+1} \left( \int_{B_{t'}} |D(u - \psi)|^{\frac{p+2\beta}{p+\beta}} \, dx \right)^{\frac{p^{*}(p+1+\beta-q)}{p+2\beta}} \leq C_\theta(M_R) |h|^{\alpha+1} + \frac{C_\theta}{(t-s)^p} |h|^{\alpha+1} \int_{B_{t'}} |D(u - \psi)|^{\frac{p+2\beta}{p+\beta}} \, dx \]

\[ \leq C_\theta(M_R) |h|^{\alpha+1} + \frac{C_\theta(L)}{(t-s)^p} |h|^2 |B_R| + \frac{C_\theta(L, M_R)}{(t-s)^p} |h|^2, \quad (5.23) \]

where \( p' := \frac{p+1+\beta-q}{p+\beta-q} \) and \( p'' := \frac{p+2\beta}{p+1+\beta-q} \).

Inserting (5.22) and (5.23) in (5.21), we get

\[ \int_{\Omega} \eta^2 |\tau_h V_p(Du)|^2 \, dx \]

\[ \leq C_\theta(L, M_R) |h|^{2\alpha} + \theta |h|^{2\alpha} \int_{B_{t'}} (1 + |Du|)^{p+2\beta} \, dx \]

\[ + \theta |h|^2 \int_{B_t} |Du|^{p+2\beta} \, dx + \frac{C_\theta(L)}{(t-s)^p} |h|^2 |B_R| + \frac{C_\theta(L, M_R)}{(t-s)^p} |h|^2 \]

\[ + \theta |h|^2 \int_{B_{t'}} (1 + |Du|)^{p+2\beta} \, dx \]

\[ + C_\theta(M_R) |h|^{2\alpha} + \theta |h|^{2\alpha} \int_{B_t} (1 + |Du|)^{p+2\beta} \, dx \]

\[ + C_\theta(M_R) |h|^{\alpha+1} + \theta |h|^2 \int_{B_t} |Du|^{p+2\beta} \, dx + \frac{C_\theta(L)}{(t-s)^p} |h|^2 |B_R| \]

\[ + \frac{C_\theta(L, M_R)}{(t-s)^p} |h|^2 + \theta |h|^{\alpha+1} \int_{B_{t'}} (1 + |Du|)^{p+2\beta} \, dx. \quad (5.24) \]

We can rewrite the previous estimate as

\[ \int_{\Omega} \eta^2 |\tau_h V_p(Du)|^2 \, dx \]

\[ \leq 5\theta |h|^{2\alpha} \int_{B_t} (1 + |Du|^{p+2\beta}) \, dx + 2\theta |h|^{2\alpha} \int_{B_{t'}} (1 + |Du|^{p+2\beta}) \, dx \]

\[ + C_\theta |h|^{2\alpha} \left( 1 + \frac{1}{(t-s)^p} + \frac{1}{(t-s)^p} \right), \]

for a constant \( C_\theta := C_\theta(\nu, L, M_R, R) \).

Dividing both sides of previous estimate by \( |h|^{2\alpha} \), recalling that \( \eta = 1 \) in \( B_s \) and passing to the limit as \( t' \to t^+ \), we get
\[
\int_{B_r} \frac{|\tau_h V_p(Du)|^2}{|h|^{2\alpha}} dx \\
\leq 7\theta \int_{B_t} (1 + |Du|^{p+2\beta}) dx \\
+ C_\theta \left(1 + \frac{1}{(t-s)^p} + \frac{1}{(t-s)^q} + \frac{1}{(t-s)^p\!\!'}\right), \tag{5.25}
\]

for every \(h \in \mathbb{R}^n\).

Since \(u \in L_0^\infty(\Omega)\) and \(V_p(Du) \in B_{2,\infty,loc}^\alpha(\Omega)\), by virtue of Proposition 3.5 and Theorem 2.2, we infer the following inequality

\[
\int_{B_r} |Du|^{p+2\beta} dx \leq C\|u\|_{L^\infty(B_r)}^{2\beta} \sup_h \int_{B_r} \frac{|\tau_h V_p(Du)|^2}{|h|^{2\alpha}} dx \\
+ \frac{C}{(s-\rho)^{2p}}\|u\|_{L^\infty(B_r)}^{2\beta}\|u\|_{W^{1,p}(B_r)}^p \sup_h \int_{B_r} \frac{|\tau_h V_p(Du)|^2}{|h|^{2\alpha}} dx \\
\leq C(\|\psi\|_{L^\infty(B_r)} + \|u\|_{W^{1,p}(B_r)})^\pi \sup_h \int_{B_r} \frac{|\tau_h V_p(Du)|^2}{|h|^{2\alpha}} dx \\
+ \frac{C}{(s-\rho)^{2p}}C(\|\psi\|_{L^\infty(B_r)} + \|u\|_{W^{1,p}(B_r)})^\pi, \tag{5.26}
\]

for a constant \(\pi := \pi(n,p,q)\).

Taking the supremum over \(h\) in the left hand side of (5.25) and using estimate (5.26), we obtain

\[
\int_{B_r} |Du|^{p+2\beta} dx \leq C(\|\psi\|_{L^\infty(B_r)} + \|u\|_{W^{1,p}(B_r)})^\pi \theta \int_{B_t} (1 + |Du|^{p+2\beta}) dx \\
+ C_\theta(\|\psi\|_{L^\infty(B_r)} + \|u\|_{W^{1,p}(B_r)})^\pi \left[1 + \frac{1}{(t-s)^p} + \frac{1}{(t-s)^q} + \frac{1}{(t-s)^p\!\!'}\right] \\
+ \frac{C}{(s-\rho)^{2p}}(\|\psi\|_{L^\infty(B_r)} + \|u\|_{W^{1,p}(B_r)})^\pi, \tag{5.27}
\]

for every \(0 < \frac{R}{2} < \rho < s < t < \frac{R}{2}\).

Now, choosing \(s\) such that \(s-\rho = t-s\), i.e. \(s = \frac{t+\rho}{2}\), it follows

\[
\int_{B_r} |Du|^{p+2\beta} dx \leq C(\|\psi\|_{L^\infty(B_r)} + \|u\|_{W^{1,p}(B_r)})^\pi \theta \int_{B_t} (1 + |Du|^{p+2\beta}) dx \\
+ C_\theta(\|\psi\|_{L^\infty(B_r)} + \|u\|_{W^{1,p}(B_r)})^\pi \left[1 + \frac{1}{(t-\rho)^p} + \frac{1}{(t-\rho)^q} + \frac{1}{(t-\rho)^p\!\!'}\right] \\
+ \frac{C}{(t-\rho)^{2p}}(\|\psi\|_{L^\infty(B_r)} + \|u\|_{W^{1,p}(B_r)})^\pi. \tag{5.28}
\]

Setting

\[
\Phi(r) = \int_{B_r} |Du|^{p+2\beta} dx,
\]
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we can write inequality (5.28) as
\[
\Phi(\rho) \leq C(\|\psi\|_{L^\infty(\Omega)} + \|u\|_{W^{1,p}(\Omega)})^\pi \theta(t) + C\theta(\|\psi\|_{L^\infty(\Omega)} + \|u\|_{W^{1,p}(\Omega)})^\pi \left[ \frac{1}{(t-\rho)^p} + \frac{1}{(t-\rho)^p} + \frac{1}{(t-\rho)^p} \right]
\]
\[
+ \frac{C}{(t-\rho)^{2p}}(\|\psi\|_{L^\infty(\Omega)} + \|u\|_{W^{1,p}(\Omega)})^\pi.
\]
By virtue of Lemma 2.2, choosing \( \theta \) such that
\[
C(\|\psi\|_{L^\infty(\Omega)} + \|u\|_{W^{1,p}(\Omega)})^\pi \theta = \frac{1}{2},
\]
we obtain
\[
\Phi\left(\frac{R}{4}\right) \leq C(\|\psi\|_{L^\infty(\Omega)} + \|u\|_{W^{1,p}(\Omega)})^\pi \left[ \frac{1}{R^p} + \frac{1}{R^p} + \frac{1}{R^p} \right]
\]
\[
+ \frac{C}{R^{2p}}(\|\psi\|_{L^\infty(\Omega)} + \|u\|_{W^{1,p}(\Omega)})^\pi,
\]
with \( C := C(n, p, q, \nu, L, M_R) \). Now, recalling the definition of \( \Phi \), we obtain
\[
\int_{B_{R/4}} |Du|^{p+2\beta} dx \leq C(\|\psi\|_{L^\infty(\Omega)} + \|u\|_{W^{1,p}(\Omega)})^\pi \cdot \left( \int_{B_R} (\frac{p+2\beta}{p+\beta-q}) + 1 \right) dx + \|D\psi\|_{B_{p+2\beta}^{p+2\beta}(\Omega)}^\pi,
\]
(5.29)
thus, inserting (5.29) in (5.25), we deduce the a priori estimate
\[
\int_{B_{R/4}} |\tau_h V_p(Du)|^2 dx \leq C|h|^{2\alpha}(\|\psi\|_{L^\infty(\Omega)} + \|u\|_{W^{1,p}(\Omega)})^\pi \cdot \left( \int_{B_R} (\frac{p+2\beta}{p+\beta-q}) + 1 \right) dx + \|D\psi\|_{B_{p+2\beta}^{p+2\beta}(\Omega)}^\pi,
\]
for constants \( C := C(n, p, q, \nu, L, R) \) and \( \pi := \pi(n, p, q, \beta) \). \( \square \)

Now, we are able to establish the following higher differentiability result for obstacle problems with \( p \)-growth.

**Theorem 5.2.** Assume that \( A(x, \xi) \) satisfies (A1)-(A3) for an exponent \( 2 \leq p = q \) and let \( u \in K_\psi(\Omega) \) be the solution to the obstacle problem (1.3). If there exists a non-negative function \( g \in L^\infty(\Omega) \) such that
\[
\|A(x, \xi) - A(y, \xi)\| \leq \|x - y\|^{\alpha}(g(x) + g(y))(\mu^2 + |\xi|^2)^{\frac{\mu-1}{2}},
\]
for a.e. \( x, y \in \Omega \) and for every \( \xi \in \mathbb{R}^n \), then the following implication
\[
\psi \in L^{\infty}(\Omega), D\psi \in B_{p/2}^{p/2} \chi_{\infty, \Omega}(\Omega) \Rightarrow (\mu^2 + |Du|^2)^{p/2} Du \in B_{2, \infty, \Omega}(\Omega),
\]
holds, provided \( 0 < \beta < \alpha < 1 \).

**Proof.** Using Proposition 3.4 we infer \( D\psi \in L^\infty(\Omega) \). Hence, Theorem 2.6 yields \( Du \in L^{p+2\beta}(\Omega) \). Arguing as in the proof of Theorem 5.1 we derive estimate (5.25) in the case \( p = q \). This completes the proof. \( \square \)
5.2 Passage to the limit

Proof of Theorem 1.1. Let \( u \in \mathcal{K}_\psi(\Omega) \) be a solution to (1.1), and let \( F_j \) be defined as in Lemma 3.1. Fixed \( B_R \Subset \Omega \), let \( u_j \) be the solution of the problem

\[
\min \left\{ \int_{B_R} F_j(x,Dw)dx : w \geq \psi \text{ a.e. in } B_R, \ w \in u + W_0^{1,p}(B_R) \right\}. \tag{5.30}
\]

Setting

\[
A_j(x,\xi) = D_\xi F_j(x,\xi),
\]

one can easily check that \( A_j \) satisfies (A1)–(A4) and the following assumptions:

\[
|A_j(x,\xi)| \leq l_1(j)(\mu^2 + |\xi|^2)^{\frac{p-1}{2}} \tag{5.31}
\]

\[
|A_j(x,\xi) - A_j(x,\eta)| \leq L_1(j)|\xi - \eta|(\mu^2 + |\xi|^2 + |\eta|^2)^{\frac{p-2}{2}} \tag{5.32}
\]

\[
|A_j(x,\xi) - A_j(y,\xi)| \leq \Theta(j)|x - y|^\alpha(g(x) + g(y))(\mu^2 + |\xi|^2)^{\frac{p-2}{2}} \tag{5.33}
\]

for a.e. \( x,y \in \Omega \), for every \( \xi, \eta \in \mathbb{R}^n \) and \( j \in \mathbb{N} \). It is well known that \( u_j \in \mathcal{K}_\psi(B_R) \) is a minimizer of problem (5.30) if, and only if, the following variational inequality holds

\[
\int_{\Omega} \langle A_j(x,Du_j), D(\varphi - u_j) \rangle dx \geq 0, \ \forall \varphi \in \mathcal{K}_\psi(B_R). \tag{5.34}
\]

Let \( \Omega' \Subset \Omega \) be an open set. Fix a non-negative smooth kernel \( \phi \in C_0^\infty(B_1(0)) \) such that \( \int_{B_1(0)} \phi = 1 \) and consider the corresponding family of mollifiers \( \{\phi_m\}_{m \in \mathbb{N}} \). Setting

\[
g_m = g \ast \phi_m
\]

and

\[
A_{jm}(x,\xi) = \int_{B_1(0)} \phi(y)A_j(x + my,\xi)dy, \tag{5.35}
\]

an easy computation shows that \( A_{jm} \) satisfies assumptions (A1)–(A3), (5.31)–(5.32) and the conditions:

\[
|A_{jm}(x,\xi) - A_{jm}(y,\xi)| \leq |x - y|^\alpha(g_m(x) + g_m(y))(\mu^2 + |\xi|^2)^{\frac{p-2}{2}} \tag{A4'}
\]

\[
|A_{jm}(x,\xi) - A_{jm}(y,\xi)| \leq \Theta(j)|x - y|^\alpha(g_m(x) + g_m(y))(\mu^2 + |\xi|^2)^{\frac{p-2}{2}} \tag{5.36}
\]

for a.e. \( x,y \in \Omega \), for every \( \xi, \eta \in \mathbb{R}^n \) and every \( j, m \in \mathbb{N} \).

Step 1. Fixed \( j \in \mathbb{N} \), let \( A_{jm} \) be defined as in (5.35) and let \( u_{jm} \in u_j + W_0^{1,p}(B_R) \) be the solution to the variational inequality

\[
\int_{B_R} \langle A_{jm}(x,Du_{jm}), D(\varphi - u_{jm}) \rangle dx \geq 0, \ \forall \varphi \in \mathcal{K}_\psi(B_R). \tag{5.37}
\]

By the ellipticity assumption (A1), we have

\[
\nu \int_{B_R} (\mu^2 + |Du_j|^2 + |Du_{jm}|^2)^{\frac{p-2}{2}} |Du_{jm} - Du_j|^2 dx
\]
\[
\leq \int_{B_R} \langle A_{jm}(x, Du_{jm}) - A_{jm}(x, Du_j), Du_{jm} - Du_j \rangle dx \\
= \int_{B_R} \langle A_{jm}(x, Du_{jm}), Du_{jm} - Du_j \rangle dx \\
- \int_{B_R} \langle A_{jm}(x, Du_j), Du_{jm} - Du_j \rangle dx \\
= \int_{B_R} \langle A_{jm}(x, Du_{jm}), Du_{jm} - Du_j \rangle dx \\
- \int_{B_R} \langle A_j(x, Du_j), Du_{jm} - Du_j \rangle dx \\
+ \int_{B_R} \langle A_j(x, Du_j) - A_{jm}(x, Du_j), Du_{jm} - Du_j \rangle dx
\]  
(5.38)

Since \( u_j \) and \( u_{jm} \) are solutions to (5.30) and (5.37) respectively, we notice that

\[
\int_{B_R} \langle A_{jm}(x, Du_{jm}), Du_{jm} - Du_j \rangle dx - \int_{B_R} \langle A_j(x, Du_j), Du_{jm} - Du_j \rangle dx \leq 0
\]  
(5.39)

Combining (5.38) and (5.39), we get

\[
u \int_{B_R} (\mu^2 + |Du_j|^2 + |Du_{jm}|^2)^{\frac{p-2}{2}} |Du_{jm} - Du_j|^2 dx \\
\leq \int_{B_R} \langle A_j(x, Du_j) - A_{jm}(x, Du_j), Du_{jm} - Du_j \rangle dx \\
\leq \left( \int_{B_R} |A_j(x, Du_j) - A_{jm}(x, Du_j)|^{\frac{p}{p-1}} dx \right)^{\frac{p-1}{p}} \left( \int_{B_R} |Du_{jm} - Du_j|^p dx \right)^{\frac{1}{p}},
\]  
(5.40)

where in the last inequality we used Hölder’s inequality.

Since \( p \geq 2 \), from (5.40), we obtain

\[
\int_{B_R} |Du_{jm} - Du_j|^p dx \leq C \int_{B_R} |A(x, Du_j) - A_{jm}(x, Du_j)|^{\frac{p}{p-1}} dx.
\]  
(5.41)

Since \( A_{jm}(x, Du_j) \) satisfies

\[
|A_{jm}(x, Du_j)| \leq l_1(j)(\mu^2 + |Du_j|^2)^{\frac{p-1}{2}},
\]

and \( A_{jm}(x, Du_j) \to_{m \to \infty} A(x, Du_j) \) a.e. in \( \Omega \), applying the Dominated convergence theorem, we have

\[
A_{jm}(x, Du_j) \to_{m \to \infty} A(x, Du_j) \quad \text{strongly in } L^{\frac{p}{p-1}}(\Omega).
\]

Therefore, passing to the limit for \( m \to \infty \) in (5.41), we deduce that

\[
u \int_{B_R} (\mu^2 + |Du_j|^2 + |Du_{jm}|^2)^{\frac{p-2}{2}} |Du_{jm} - Du_j|^2 dx \\
\leq \int_{B_R} \langle A_j(x, Du_j) - A_j(x, Du_j), Du_{jm} - Du_j \rangle dx
\]

(5.42)

Moreover, since \( g \in L^{\frac{p+2\beta}{p+\beta-q}}_{\text{loc}}(\Omega) \), we have

\[
g_m \to g \in L^{\frac{p+2\beta}{p+\beta-q}}_{\text{loc}}(\Omega).
\]  
(5.43)
By virtue of Theorem 5.2, $V_p(Du_{jm}) \in B_{2,\infty,loc}(B_R)$. Hence, from Theorem 5.1, $u_{jm}$ satisfies the a priori estimate

$$
\int_{B_{R/4}} |Du_{jm}|^{p+2\beta} \, dx \leq C(\|\psi\|_{L^\infty(B_R)} + \|u_{jm}\|_{W^{1,p}(B_R)})^\pi
\cdot \left( \int_{B_R} (g_{jm}^{\frac{p+2\beta}{p+1}}} + 1) \, dx + \|D\psi\|_{B^{\frac{p+2\beta}{p+1}}(B_R)} \right)^\pi, \tag{5.44}
$$

for constants $C := C(n, p, q, \nu, L, R)$ and $\pi := \pi(n, p, q, \beta)$, both independent of $j$ and $m$.

Finally, by weak lower semicontinuity, (5.42) and (5.43), we get

$$
\int_{B_{R/4}} |Du_j|^{p+2\beta} \, dx \leq \liminf_{m \to \infty} \int_{B_{R/4}} |Du_{jm}|^{p+2\beta} \, dx
\leq C(\|\psi\|_{L^\infty(B_R)} + \|u_j\|_{W^{1,p}(B_R)})^\pi
\cdot \left( \int_{B_R} (g^{\frac{p+2\beta}{p+1}}} + 1) \, dx + \|D\psi\|_{B^{\frac{p+2\beta}{p+1}}(B_R)} \right)^\pi. \tag{5.45}
$$

**Step 2.** From Lemma 4.1 (iv), there exists $c_1 > 0$ such that

$$
|\xi|^p \leq c_1 (1 + F_j(x, \xi)), \quad \forall j \in \mathbb{N}.
$$

The previous estimate and the minimality of $u_j$ imply

$$
\int_{B_R} |Du_j|^p \, dx \leq c_1 \int_{B_R} (1 + F_j(x, Du_j)) \, dx
\leq c_1 \int_{B_R} (1 + F_j(x, Du)) \, dx
\leq c_1 \int_{B_R} (1 + F(x, Du)) \, dx, \tag{5.46}
$$

where in the last inequality we used Lemma 4.1 (ii). Thus, up to subsequences,

$$
u_j \rightharpoonup \tilde{u} \quad \text{in} \quad u + W^{1,p}_0(B_R). \tag{5.47}
$$

Now, fix $j_0 \in \mathbb{N}$. Then, by Lemma 4.1 (ii) and the fact that $u_j$ is a minimum for $F_j$, for every $j > j_0$, we might write

$$
\int_{B_R} F_{j_0}(x, Du_j) \, dx \leq \int_{B_R} F_j(x, Du_j) \, dx
\leq \int_{B_R} F_j(x, Du) \, dx \leq \int_{B_R} F(x, Du) \, dx.
$$

From weak lower semicontinuity of $F_{j_0}$ and (5.47), it holds,

$$
\int_{B_R} F_{j_0}(x, D\tilde{u}) \, dx \leq \liminf_{j \to +\infty} \int_{B_R} F_{j_0}(x, Du_j) \, dx \leq \int_{B_R} F(x, Du) \, dx.
$$
Combining these last inequalities, we get
\[\int_{B_R} F(x, D\tilde{u}) \, dx = \lim_{j_0 \to +\infty} \int_{B_R} F_{j_0}(x, D\tilde{u}) \, dx \leq \int_{B_R} F(x, Du) \, dx,\]
where we also applied the monotone convergence theorem, according to Lemma 4.1 (ii).
Moreover, by the weak convergence \((5.47)\), the limit function \(\tilde{u}\) still belongs to \(K_\psi(B_R)\), since this set is convex and closed. Thus, by strict convexity of \(F\), we have that \(\tilde{u} = u\) a.e. in \(B_R\).

Now, from estimates \((5.45)\) and \((5.46)\), it follows
\[\int_{B_{R/4}} |Du|^p + 2\beta \, dx \leq C(\|\psi\| L_\infty(B_R) + \|u_j\| W_1,p(B_R))^\pi \cdot \left( \int_{B_R} (g^{p/2+\beta-q} + 1) \, dx + \|D\psi\|_{B_\alpha_{p+2\beta-q}}^{p+2\beta-q}(B_R) \right)\]
for constants \(C := C(n, p, q, \nu, L, R)\) and \(\pi := \pi(n, p, q, \beta)\), both independent of \(j\).
Hence, from \((5.47)\) and weak lower semicontinuity, it follows
\[\int_{B_{R/4}} |Du|^p + 2\beta \, dx \leq \liminf_{j \to \infty} \int_{B_{R/4}} |Du_j|^p + 2\beta \, dx \leq C(\|\psi\| L_\infty(B_R) + \|u\| + F(x, Du)) \, dx \]
\[\cdot \left( \int_{B_R} (g^{p/2+\beta-q} + 1) \, dx + \|D\psi\|_{B_\alpha_{p+2\beta-q}}^{p+2\beta-q}(B_R) \right),\]
Eventually, proceeding as in the proof of Theorem 5.1, we derive that \(V_p(Du) \in B_\alpha_{2,\infty,loc}(\Omega)\).

6 Proof of Theorem 1.2

Proof of Theorem 1.2. We derive only the a priori estimates, since the approximation procedure is achieved using the same arguments presented in Section 5.2.
We a priori assume that \(V_p(Du) \in B_\alpha_{2,\infty,loc}(\Omega)\). By virtue of assumption \((1.5)\) and Theorem 2.3, \(u \in L_\infty(\Omega)\). Hence, using Proposition 3.7, we deduce that
\(Du \in L_{loc}^{p+2\alpha}(\Omega)\).
Arguing analogously as in the proof of Theorem 5.1, but taking into account the new assumptions (A5) on the coefficients of the map \(A(x, \xi)\) and on the gradient of the obstacle, from inequality \((5.20)\), we obtain the following estimate
\[\int_\Omega \eta^2 |\gamma_h V_p(Du)|^2 \, dx\]
\[ \leq C \left( \int_{B_{r}} |D\psi|^{2p+2\alpha} dx \right)^{2(p+1+\alpha)/p+2\alpha} \left( \int_{B_{r}} (1 + |Du|)^{p+2\alpha} dx \right)^{2q-p-2/p+2\alpha} \\
+ \frac{C}{(t-s)^2} |h|^2 \left( \int_{B_{r}} |D(u - \psi)|^{2p+2\alpha} dx \right)^{2(p+1+\alpha)/p+2\alpha} \left( \int_{B_{r}} (1 + |Du|)^{p+2\alpha} dx \right)^{2q-p-2/p+2\alpha} \\
+ C|h|^{2\alpha} \left( \int_{B_{R/2}} (g_k(x + h) + g_k(x))^{p+2\alpha} dx \right)^{2(p+1+\alpha)/p+2\alpha} \left( \int_{B_{r}} (1 + |Du|)^{p+2\alpha} dx \right)^{2q-p-2/p+2\alpha} \\
+ |h|^{\alpha} \left( \int_{B_{R/2}} (g_k(x + h) + g_k(x))^{p+2\alpha} dx \right)^{p+\alpha}/p+2\alpha} \left( \int_{B_{r}} (1 + |Du|)^{p+2\alpha} dx \right)^{p+\alpha}/p+2\alpha} \\
\cdot \left( \int_{B_{r}} (1 + |Du|)^{2p+2\alpha} dx \right)^{2q-p-2/p+2\alpha}, \quad (6.1) \]

for a positive constant \( C := C(n, p, q, \nu, L) \), where \( 2^{-k(t' - t)} \leq |h| \leq 2^{-k+1}(t' - t), \ k \in \mathbb{N} \). Recalling that \( \eta = 1 \) on \( B_s \) and dividing both sides by \( |h|^{2\alpha} \), we get

\[ \int_{B_s} \frac{|\tau_h V_p(Du)|^2}{|h|^{2\alpha}} dx \]
\[ \leq C \left( \int_{B_{r}} |D\psi|^{2p+2\alpha} dx \right)^{2(p+1+\alpha)/p+2\alpha} \left( \int_{B_{r}} (1 + |Du|)^{p+2\alpha} dx \right)^{2q-p-2/p+2\alpha} \\
+ \frac{C}{(t-s)^2} |h|^{2(1-\alpha)} \left( \int_{B_{r}} |D(u - \psi)|^{2p+2\alpha} dx \right)^{2(p+1+\alpha)/p+2\alpha} \left( \int_{B_{r}} (1 + |Du|)^{p+2\alpha} dx \right)^{2q-p-2/p+2\alpha} \\
+ C \left( \int_{B_{R/2}} (g_k(x + h) + g_k(x))^{p+2\alpha} dx \right)^{2(p+1+\alpha)/p+2\alpha} \left( \int_{B_{r}} (1 + |Du|)^{p+2\alpha} dx \right)^{2q-p-2/p+2\alpha} \\
+ \left( \int_{B_{R/2}} (g_k(x + h) + g_k(x))^{p+2\alpha} dx \right)^{p+\alpha}/p+2\alpha} \left( \int_{B_{r}} (1 + |Du|)^{p+2\alpha} dx \right)^{p+\alpha}/p+2\alpha} \\
\cdot \left( \int_{B_{r}} (1 + |Du|)^{2p+2\alpha} dx \right)^{2q-p-2/p+2\alpha}. \quad (6.2) \]

We need now to take the \( L^\sigma \) norm with the measure \( \frac{dh}{|h|} \) restricted to the ball \( B(0, t' - t) \) on
the $h$-space of the $L^2$ norm of the difference quotient of order $\alpha$ of the function $V_p(Du)$. Since the functions $g_k$ are defined for $2^{-k}(t' - t) \leq |h| \leq 2^{-k+1}(t' - t)$ we interpret the ball $B(0, t' - t)$ as

$$B(0, t' - t) = \bigcup_{k=1}^{\infty} B(0, 2^{-k+1}(t' - t)) \setminus B(0, 2^{-k}(t' - t)) =: \bigcup_{k=1}^{\infty} E_k.$$ 

We obtain the following estimate

$$\begin{align*}
\int_{B_{t'-1}} \left( \int_{B_r} \frac{|\tau_h V_p(Du)|^2}{|h|^{2\alpha}} \, dx \right)^{\frac{q}{2}} \, dh &\leq C \left( \int_{B_{t'}} (1 + |Du|)^{p+2\alpha} \, dx \right)^{\frac{q}{2}} \left( \int_{B_{t'-1}} \left( \int_{B_R} \frac{|D\psi|^{p+2\alpha}}{|h|^{\alpha(p+2\alpha)}} \, dx \right) \frac{|h|^{(\alpha+2\alpha)p+2\alpha}}{|h|^{n+1+\alpha\sigma}} \, dh \right)^{\frac{q}{2}} \\
&\quad \cdot \left( \int_{B_t} (1 + |Du|)^{p+2\alpha} \, dx \right)^{\frac{q}{2}} \sum_{k=1}^{\infty} \frac{C}{(t-s)^2} \left( \int_{B_{t'}} (1 + |Du|)^{p+2\alpha} \, dx \right)^{\frac{q}{2}} \left( \int_{B_{t'-1}} \left( \int_{B_R} \frac{|\tau_h D\psi|^{p+2\alpha}}{|h|^{\alpha(p+2\alpha)}} \, dx \right) \frac{|h|^{(\alpha+2\alpha)p+2\alpha}}{|h|^{n+1+\alpha\sigma}} \, dh \right)^{\frac{q}{2}} \\
&\quad \cdot \left( \int_{B_t} (1 + |Du|)^{p+2\alpha} \, dx \right)^{\frac{q}{2}} \sum_{k=1}^{\infty} \frac{C}{t-s} \int_{E_k} \frac{|h|^{\frac{q(1-\alpha)}{2}}}{|h|^{\frac{(p+\alpha)(p+2\alpha)}{2(p+2\alpha)}}} \left( \int_{B_{t'}} (1 + |Du|)^{p+2\alpha} \, dx \right)^{\frac{q}{2}} \\
&\quad \cdot \left( \int_{B_t} |D(u - \psi)|^{p+2\alpha} \, dx \right)^{\frac{q}{2}} \left( \int_{B_{t'}} (1 + |Du|)^{p+2\alpha} \, dx \right)^{\frac{q}{2}}.
\end{align*} \tag{6.3}$$

Note that, since $\alpha \leq \gamma$, the integral

$$J_1 := \int_{B_{t'-1}} \left( \int_{B_R} \frac{|\tau_h D\psi|^{p+2\alpha}}{|h|^{\alpha(p+2\alpha)}} \, dx \right) \frac{|h|^{(\alpha+2\alpha)p+2\alpha}}{|h|^{n+1+\alpha\sigma}} \, dh$$

is controlled by the norm in the Besov space $B^{\alpha}_{p+2\alpha, p+1+\alpha\sigma}$ on $B_R$ of the gradient of the obstacle which is finite by assumptions. The integral

$$J_2 := \int_{B_{t'-1}} |h|^{\sigma(1-\alpha)} \, dh$$

can be calculated in polar coordinates as follows

$$J_2 = C(n) \int_0^{t'-t} \theta^{\sigma(1-\alpha)-1} \, d\theta \leq C(n) \int_0^{R/4} \theta^{\sigma(1-\alpha)-1} \, d\theta = C(n, \alpha, \sigma, R),$$
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since \( t' - t \leq \frac{R}{4} \) and \( \alpha \in (0, 1) \).

Now, we take care of the integral

\[
J_3 := \sum_{k=1}^{\infty} \int_{E_k} \left( \int_{B_{R/2}} \left( g_k(x + h) + g_k(x) \right)^{\frac{p+2\alpha}{p+\alpha-q}} dx \right)^{\frac{\sigma(p+\alpha-q)}{p+2\alpha}} dh \left| h \right|^n.
\]

We write the right hand side of the previous estimate in polar coordinates, so \( h \in E_k \) if, and only if, \( h = r\xi \) for some \( 2^{-k+1}(t' - t) \leq m < 2^{-k}(t' - t) \) and some \( \xi \) in the unit sphere \( S^{n-1} \) on \( \mathbb{R}^n \). We denote by \( dS(\xi) \) the surface measure on \( S^{n-1} \). We infer

\[
J_3 \leq \sum_{k=1}^{\infty} \int_{m_{k-1}}^{m_k} \int_{S^{n-1}} \left( \int_{B_{R/2}} \left( g_k(x + h) + g_k(x) \right)^{\frac{p+2\alpha}{p+\alpha-q}} dx \right)^{\frac{\sigma(p+\alpha-q)}{p+2\alpha}} dS(\xi) \frac{dm}{m}
\]

\[
= \sum_{k=1}^{\infty} \int_{m_{k-1}}^{m_k} \int_{S^{n-1}} \left\{ (\tau_m \xi g_k + g_k) \right\}^{\frac{\sigma(p+\alpha-q)}{L_{p+\alpha-q}}(B_{R/2})} dS(\xi) \frac{dm}{m},
\]

where we set \( m_k = 2^{-k}(t' - t) \). We note that for each \( \xi \in S^{n-1} \) and \( m_{k-1} \leq m \leq m_k \)

\[
\left\{ (\tau_m \xi g_k + g_k) \right\}^{\frac{\sigma(p+\alpha-q)}{L_{p+\alpha-q}}(B_{R/2})} \leq \left\{ g_k \right\}^{\frac{\sigma(p+\alpha-q)}{L_{p+\alpha-q}}(B_{R/2} - m_{k-1})} + \left\{ g_k \right\}^{\frac{\sigma(p+\alpha-q)}{L_{p+\alpha-q}}(B_{R/2})} \leq 2\left\{ g_k \right\}^{\frac{\sigma(p+\alpha-q)}{L_{p+\alpha-q}}(B_{R/2})},
\]

where in the last inequality we used that \( t' - t \leq \frac{R}{4} \). Hence

\[
J_3 \leq C(n) \left\{ g_k \right\}^\sigma_{L^\sigma(B_{R/2})},
\]

which is finite by assumption (F6).

Using the Young’s inequality with exponent 2, we deduce the following estimate

\[
\sum_{k=1}^{\infty} \int_{E_k} \left( \int_{B_{R/2}} \left( g_k(x + h) + g_k(x) \right)^{\frac{p+2\alpha}{p+\alpha-q}} dx \right)^{\frac{\sigma(p+\alpha-q)}{2(p+2\alpha)}} \left( \int_{B_{R/2}} \left| \tau_h D\psi \right|^{\frac{p+2\alpha}{p+\alpha-q}} dx \right)^{\frac{\sigma(p+\alpha-q)}{2(p+2\alpha)}} dh \left| h \right|^n
\]

\[
\leq C \sum_{k=1}^{\infty} \int_{E_k} \left( \int_{B_{R/2}} \left( g_k(x + h) + g_k(x) \right)^{\frac{p+2\alpha}{p+\alpha-q}} dx \right)^{\frac{\sigma(p+\alpha-q)}{p+2\alpha}} dh \left| h \right|^n
\]

\[
+ C \int_{B_{t'-t}(0)} \left( \int_{B_{R/2}} \left| \tau_h D\psi \right|^{\frac{p+2\alpha}{p+\alpha-q}} dx \right)^{\frac{\sigma(p+\alpha-q)}{p+2\alpha}} dh \left| h \right|^n
\]

where the two integrals in the right hand side can be estimated as the integrals \( J_1 \) and \( J_3 \). Similarly, we obtain

\[
\sum_{k=1}^{\infty} \int_{E_k} \left| h \right|^{(1-\alpha)\frac{p}{2(p+2\alpha)}} \left( \int_{B_{R/2}} \left( g_k(x + h) + g_k(x) \right)^{\frac{p+2\alpha}{p+\alpha-q}} dx \right)^{\frac{\sigma(p+\alpha-q)}{2(p+2\alpha)}} dh \left| h \right|^n
\]

\[
\leq \int_{B_{t'-t}(0)} \left| h \right|^{(1-\alpha)\frac{p}{2(p+2\alpha)}} dh \left| h \right|^n + \sum_{k=1}^{\infty} \int_{E_k} \left( \int_{B_{R/2}} \left( g_k(x + h) + g_k(x) \right)^{\frac{p+2\alpha}{p+\alpha-q}} dx \right)^{\frac{\sigma(p+\alpha-q)}{p+2\alpha}} dh \left| h \right|^n.
\]
The first term and the latter one can be estimated as the integral $J_2$ and $J_3$, respectively. Estimate (6.3) can be written in the following way

\[
\int_{B_{t-s}} \left( \int_{B_t} \frac{|\tau_n V_{\nu}(Du)|^2}{|h|^{2\alpha}} \right)^{\frac{q}{2}} dh \left| \frac{h}{|h|^{n}} \right] ^{\alpha(2q-2)} d\theta \leq C \left( \int_{B_{t'}} (1 + |Du|)^{p+2\alpha} d\theta \right)^{\frac{q}{2}} \left( \int_{B_t} (1 + |Du|)^{p+2\alpha} d\theta \right)^{\frac{q}{2}} + \frac{C}{(t-s)^{\rho'}} \left( \int_{B_t} |D(u - \psi)|^{\frac{p+2\alpha}{p+1+\alpha+q}} d\theta \right)^{\frac{q}{2}} + \theta \left( \int_{B_{t'}} (1 + |Du|)^{p+2\alpha} d\theta \right)^{\frac{q}{2}} + \theta \left( \int_{B_t} (1 + |Du|)^{p+2\alpha} d\theta \right)^{\frac{q}{2}} + \frac{C}{(t-s)^{\rho''}} \left( \int_{B_{t'}} |D(u - \psi)|^{\frac{p+2\alpha}{p+1+\alpha+q}} d\theta \right)^{\frac{q}{2}} + \theta \left( \int_{B_t} (1 + |Du|)^{p+2\alpha} d\theta \right)^{\frac{q}{2}} ,
\]

for a constant $C := C(L, \nu, p, q, r, n, \sigma, \alpha, R, \|D\psi\|_{B^\gamma_{p+2\alpha}^{p+1+\alpha+q}(B_R)}, \|\{g_k\}\|_{p(L, \nu, p, q, r, n, \sigma, \alpha, R)}}$. From Young’s inequality, we infer

\[
\int_{B_{t-s}} \left( \int_{B_t} \frac{|\tau_n V_{\nu}(Du)|^2}{|h|^{2\alpha}} \right)^{\frac{q}{2}} dh \left| \frac{h}{|h|^{n}} \right] ^{\alpha(2q-2)} d\theta \leq \theta \left( \int_{B_{t'}} (1 + |Du|)^{p+2\alpha} d\theta \right)^{\frac{q}{2}} + C \left( \int_{B_{t'}} (1 + |Du|)^{p+2\alpha} d\theta \right)^{\frac{q}{2}} + \frac{C}{(t-s)^{\rho'}} \left( \int_{B_t} |D(u - \psi)|^{\frac{p+2\alpha}{p+1+\alpha+q}} d\theta \right)^{\frac{q}{2}} + \theta \left( \int_{B_{t'}} (1 + |Du|)^{p+2\alpha} d\theta \right)^{\frac{q}{2}} + \theta \left( \int_{B_t} (1 + |Du|)^{p+2\alpha} d\theta \right)^{\frac{q}{2}} + \frac{C}{(t-s)^{\rho''}} \left( \int_{B_{t'}} |D(u - \psi)|^{\frac{p+2\alpha}{p+1+\alpha+q}} d\theta \right)^{\frac{q}{2}} + \theta \left( \int_{B_t} (1 + |Du|)^{p+2\alpha} d\theta \right)^{\frac{q}{2}} ,
\]

for $0 < \theta < 1$, where we denote $p' = \frac{p+2\alpha}{p+1+\alpha+q}$ and $p'' = \frac{p+2\alpha}{p+1+2\alpha-q}$.

We estimate the second and the penultimate integral appearing in the right hand side of estimate as follows

\[
\frac{C}{(t-s)^{\rho'}} \left( \int_{B_t} |D(u - \psi)|^{\frac{p+2\alpha}{p+1+\alpha+q}} d\theta \right)^{\frac{q}{2}} \leq \frac{C}{(t-s)^{\rho'}} \left( \int_{B_t} |Du|^{\frac{p+2\alpha}{p+1+\alpha+q}} d\theta \right)^{\frac{q}{2}} + \frac{C}{(t-s)^{\rho''}} \left( \int_{B_t} |D\psi|^{\frac{p+2\alpha}{p+1+\alpha+q}} d\theta \right)^{\frac{q}{2}} .
\]
\[
\leq \theta \left( \int_{B_t} |Du|^{p+2\alpha} \, dx \right)^{\frac{\sigma}{2}} + \frac{C_\theta(L)}{(t-s)^{p\gamma}} |B_R|^{\frac{\sigma}{2}} + \frac{C_\theta}{(t-s)^{p\gamma}} \left( \int_{B_R} |D\psi|^{\frac{p+2\alpha}{p+1+\alpha-q}} \, dx \right)^{\frac{\sigma}{2}}
\]  
(6.6)

and similarly

\[
\frac{C_\theta}{(t-s)^{p\gamma}} \left( \int_{B_t} |D(u - \psi)|^{\frac{p+2\alpha}{p+1+\alpha-q}} \, dx \right)^{\frac{\sigma}{2}} \leq \frac{C_\theta}{(t-s)^{p\gamma}} + \frac{C_\theta(L)}{(t-s)^{p\gamma}} |B_R|^{\frac{\sigma}{2}} + \frac{C_\theta}{(t-s)^{p\gamma}} \left( \int_{B_R} |D\psi|^{\frac{p+2\alpha}{p+1+\alpha-q}} \, dx \right)^{\frac{\sigma}{2}}
\]  
(6.7)

where we set \( \hat{p} = \frac{p+2\alpha}{p+\alpha-q} \) and \( p'' := \frac{p+2\alpha}{\alpha} \).

Inserting estimates (6.6) and (6.7) in (6.5), we obtain

\[
\int_{B_{t'} \setminus L_0} \left( \int_{B_t} \left| \tau_h V_\beta(Du) \right|^2 \, dx \right)^{\frac{\sigma}{2}} \, dh \leq \theta \left( \int_{B_t} (1 + |Du|)^{p+2\alpha} \, dx \right)^{\frac{\sigma}{2}} + 3 \theta \left( \int_{B_t} (1 + |Du|)^{p+2\alpha} \, dx \right)^{\frac{\sigma}{2}} + C_\theta + \frac{C_\theta(L)}{(t-s)^{p\gamma}} |B_R|^{\frac{\sigma}{2}} + \frac{C_\theta}{(t-s)^{p\gamma}} \left( \int_{B_R} |D\psi|^{\frac{p+2\alpha}{p+1+\alpha-q}} \, dx \right)^{\frac{\sigma}{2}} + \frac{C_\theta}{(t-s)^{p\gamma}} + C_\theta \left( \int_{B_R} |D\psi|^{\frac{p+2\alpha}{p+1+\alpha-q}} \, dx \right)^{\frac{\sigma}{2}}
\]  
(6.8)

Now, by virtue of Proposition 3.7, we infer the following inequality

\[
\left( \int_{B_R} |Du|^{p+2\alpha} \, dx \right)^{\frac{\sigma}{2}} \leq C \|u\|_{L^\infty(B_s)}^{\sigma} \left( \int_{B_{t'} \setminus L_0} \left( \int_{B_t} \left| \tau_h V_\beta(Du) \right|^2 \, dx \right)^{\frac{\sigma}{2}} \, dh \right)^{\frac{\sigma}{2}} + \frac{C}{(s-\rho)^{p\gamma}} \|u\|_{L^\infty(B_s)}^{\sigma} \|u\|_{W^{1,p}(B_s)}. \]

(6.9)

Combining inequalities (6.8) and (6.9) and arguing as in the proof of Theorem 5.1, we obtain

\[
\left( \int_{B_{R/4}} |Du|^{p+2\alpha} \, dx \right)^{\frac{\sigma}{2}} \leq C(\|\psi\|_{L^\infty(B_R)} + \|u\|_{W^{1,p}(B_R)})^{\sigma} \cdot \left( \|g_k\|_{L^\infty(B_R)}^{\pi} + \|D\psi\|_{L^\infty(B_R)} \right)^{\pi}
\]  
(6.10)

which yields

\[
\int_{B_{t'} \setminus L_0} \left( \int_{B_{R/4}} \left| \tau_h V_\beta(Du) \right|^2 \, dx \right)^{\frac{\sigma}{2}} \, dh \leq C(\|\psi\|_{L^\infty(B_R)} + \|u\|_{W^{1,p}(B_R)})^{\pi}
\]
\[
\cdot \left( \left\| \{g_k\}_k \right\|^\pi_{L^p(B_R)} + \left\| D\psi \right\|_{B^{p+2\alpha}_{p+2\alpha,\infty}(B_R)} + 1 \right) \pi,
\]
for every \( t' - t \leq \frac{R}{4} \). Hence, we eventually get

\[
\int_{B_{R/4}(0)} \left( \int_{B_{R/4}} \frac{|\nabla V_p(Du)|^2}{|h|^{2\alpha}} \, dx \right)^{\frac{\pi}{n}} \, dh \leq C \left( \left\| \psi \right\|_{L^\infty(B_R)} + \left\| u \right\|_{W^{1,p}(B_R)} \right)^\pi \cdot \left( \left\| \{g_k\}_k \right\|^\pi_{L^p(B_R)} + \left\| D\psi \right\|_{B^{p+2\alpha}_{p+2\alpha,\infty}(B_R)} + 1 \right) \pi,
\]
for constants \( C := C(n, p, q, \nu, L, R) \) and \( \pi := \pi(n, p, q, \alpha, \sigma) \). \( \square \)
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