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Abstract. We present a stability study of the class of multivariate self-excited Hawkes point processes, that can model natural and social systems, including earthquakes, epileptic seizures and the dynamics of neuron assemblies, bursts of exchanges in social communities, interactions between Internet bloggers, bank network fragility and cascading of failures, national sovereign default contagion, and so on. We present the general theory of multivariate generating functions to derive the number of events over all generations of various types that are triggered by a mother event of a given type. We obtain the stability domains of various systems, as a function of the topological structure of the mutual excitations across different event types. We find that mutual triggering tends to provide a significant extension of the stability (or subcritical) domain compared with the case where event types are decoupled, that is, when an event of a given type can only trigger events of the same type.

1 Introduction

Many natural and social systems are punctuated by short-lived events that play a particularly important role in their organization. Such events can be conveniently modeled mathematically by so-called point processes [1,2]. They are also called shot noise in physics [3–5] or jump processes in finance and in economics [6]. These models are characterized by their (conditional) rate \( \lambda(t|H_t) \) (also called “conditional intensity”) defined as the limit for small time intervals \( \Delta \) of the probability that an event occurs between \( t \) and \( t + \Delta \), given the whole past history \( H_t \). In mathematical notations, this reads

\[
\lambda(t|H_t) = \lim_{\Delta \to 0} \frac{1}{\Delta} \Pr(\text{event occurs in } [t, t+\Delta]|H_t),
\]

where \( \Pr(X|H_t) \) represents the probability that event \( X \) occurs, conditional on the past history \( H_t \). The symbol \( H_t \) represents the entire history up to time \( t \), which includes all previous events. This definition is straightforward to generalize for space-dependent intensities \( \lambda(t, r|H_t) \) and to include marks such as amplitudes or magnitudes (see below). The standard Poisson memoryless process is the special case such that \( \lambda(t|H_t) \) is constant, i.e., independent of the past history. Clustered point processes generalize the Poisson process by assuming that the series of events are generated from a cluster center process, which is often a renewal process, and a cluster member process.

The class of point processes that we study here was introduced by Hawkes in 1971 [7–10]. It is much richer and relevant to most natural and social systems, because it describes “self-excited” processes. This term means that the past events have the ability to trigger future events, i.e., \( \lambda(t|H_t) \) is a function of past events, being therefore non-markovian. Many works have been performed to characterize the statistical and dynamical properties of this class of models, with applications ranging from geophysical [11–16], medical [17] to financial systems, with applications to Value-at-risk modeling [18], high-frequency price processes [19], portfolio credit risks [20], cascades of corporate defaults [21], financial contagion [22], and yield curve dynamics [23].

While surprisingly rich and powerful in explaining empirical observations in a variety of systems, most previous studies have used mono-variate self-excited point processes, i.e., they have assumed the existence of only a single type of events, all the events presenting some ability to trigger events of the same type. However, in reality, in many systems, events come in different types with possibly different properties, while keeping a degree of mutual inter-excitations. Among others, this applies to geo-tectonic deformations and earthquakes, to neuronal excitations in the brain, to financial volatility bursts in different assets, to defaults on debts in some firms or some industrial sectors, to sovereign risks in some countries.
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within a currency block, to the heterogeneity of activity of bloggers on the Internet, and so on.

These observations suggest that multivariate self-excited point processes, which extend the class of monovariate self-excited point processes, provide a very important class of models to describe the self-excitation (or intra-triggering) as well as the mutual influences or triggering between different types of events that occur in many natural and social systems. These considerations have motivated us to present recently the first exact analysis of some of the temporal properties of multivariate self-excited Hawkes conditional Poisson processes [24], as they constitute powerful representations of a large variety of systems with bursty events, for which past activity triggers future activity. The term “multivariate” refers here to the property that events come in different types, with possibly different intra and inter-triggering abilities. Reference [24] was a first step towards a systematic study of the multivariate self-excited point processes, first mentioned by Hawkes himself in his first paper [7], whose full relevance has only been recently appreciated [22,25].

The present paper is a complementary study to our previous paper [24], which was focused on temporal properties, by studying the general stability conditions of this class of models. Section 2 recalls the definition and notation of Hawkes processes, starting from the monovariate version and extending to the general multivariate formulation. Section 3 presents the formalism of multivariate generating functions to derive the number of events over all generations of various types that are triggered by a mother event of a given type. Section 4 gives the stability conditions using the mean numbers of events of all generations. Section 4.1 provides the general relations. Section 4.2 studies the case of symmetric mutual excitation (intra-triggering) as well as the mutual influences or triggering in the space of event types. Section 4.5 generalizes the results obtained for a one-dimensional chain of directed triggering in the space of event types. Section 4.3 restricts to the case of just two different types of events, that allows an in-depth analysis of the new features resulting from the inter-type excitations. Section 4.4 presents the results obtained for a one-dimensional chain of directed triggering in the space of event types. Section 4.5 generalizes Section 4.4 by studying a one-dimensional chain in the space of event types with nearest-neighbor triggering. Section 4.6 presents a quantitative measure of the size of the subcritical domain that allows us to study the influence of the inter-type coupling strength. Section 5 concludes.

2 Definitions and notations for the multivariate Hawkes processes

2.1 Monovariate Hawkes processes

Self-excited conditional Poisson processes generalize the cluster models by allowing each event, including cluster members, i.e., aftershocks, to trigger their own events according to some memory kernel $h(t - t_i)$.

$$\lambda(t|H_t, \Theta) = \lambda_c(t) + \sum_{i|t_i < t} h(t - t_i)$$  \hspace{1cm} (2)

where the history $H_t = \{t_i\}_{1 \leq i \leq t}$, $t_i \leq t < t_{i+1}$ includes all events that occurred before the present time $t$ and the sum in expression (2) runs over all past triggered events. The set of parameters is denoted by the symbol $\Theta$. This set includes the time scale and/or exponent of the memory function $h(t)$ as well as other characteristics of the events that control their fertility, i.e. their efficiency to trigger other events in the future. The term $\lambda_c(t)$ means that there are some external background sources occurring according to a Poisson process with intensity $\lambda_c(t)$, which may be a function of time, but all other events can be both triggered by previous events and can themselves trigger their offsprings. This gives rise to the existence of many generations of events.

Introducing “marks” or characteristics for each event leads to a first multidimensional extension of the self-excited process (2). As a concrete example of what is meant by “marks”, consider the case of earthquakes. In this context, the extension of model (2) into its marked version (3) below is known as the now famous ETAS model [11,15], which constitutes the benchmark to describe the spatio-temporal complexity of seismicity (the space properties require an addition space-dependent kernel). Here, the marks correspond to the earthquake magnitudes: each earthquake $i$, seen as a point event in time and space, is characterized by its occurrence time $t_i$, its location (epicenter) $r_i$ and its magnitude (mark) $M_i$. The magnitude “mark” $M_i$ is an important ingredient in the ETAS model because it is understood to control the productivity or triggering efficiency of future earthquakes by a given earthquake $i$ [26]. The generalization of expression (2) into its marked version (3) thus consists in associating with each event some marks (possible multiple traits), drawn from some distribution $p(m)$, usually chosen invariant as a function of time:

$$\lambda(t, M|H_t, \Theta) = p(M) \bigg( \lambda_c(t) + \sum_{i|t_i < t} h(t - t_i, M_i) \bigg)$$  \hspace{1cm} (3)

where the mark $M_i$ of a given previous event now controls the shape and properties of the triggering kernel describing the future offsprings of that event $i$. The history now consists in the set of occurrence times of each triggered event and their marks: $H_t = \{t_i, M_i\}_{1 \leq i \leq N}$. The first factor $p(M)$ in the r.h.s. of expression (3) writes that the marks of triggered events are drawn from the distribution $p(M)$, independently of their generation and waiting times. This is a simplifying specification, which can be relaxed. Inclusion of spatial kernel to describe how distance impacts triggering efficiency is straightforward.

From a theoretical point of view, the Hawkes models with marks has been studied in essentially two directions: (i) statistical estimations of its parameters with corresponding residual analysis as goodness of fits [27–36]; (ii) statistical properties of its space-time dynamics [15,16,37–46].

The advantage of the self-excited conditional Hawkes process includes a very parsimonious description of the complex spatio-temporal organization of systems
characterized by self-excitation of “bursty” events, without the need to invoke ingredients other than the generally well-documented stylized facts on the distribution of event sizes, the temporal “Omori law” for the waiting time before excitation of a new event and the productivity law controlling the number of triggered events per initiator.

Self-excited models of point processes with additive structure of their intensity on past events [10] make them part of the general family of branching processes [47]. The crucial parameter is then the branching ratio \( a \), defined as the mean number of events of first generation triggered per event. Depending on applications, the branching ratio \( a \) can vary with time, from location to location and from type to type (as we shall see below for the multivariate generalization). The branching ratio provides a diagnostic of the susceptibility of the system to trigger activity in the presence of some exogenous nucleating events.

We refer in particular to reference [17] for a short review of the main results concerning the statistical properties of the space-time dynamics of self-excited marked Hawkes conditional Poisson processes.

### 2.2 Multivariate Hawkes processes

The Multivariate Hawkes Process generalizes expressions (3) by taking into account the existence of different “types” of events. Previously, we introduced the concept of “marks”, such as earthquake magnitudes, which are traits or properties controlling the triggering of future events. The concept of “types” refers to the existence of distinctly different classes of events, represented by different properties of their marks. Recall that the marks themselves may control the productivity and other properties of the cascades of events generated by a given event. In the earthquake example, this can refer for instance to the three types of motions or style of sliding, as follows.

1. Strike-slip earthquakes occur on faults that are vertical (or nearly vertical) and the two blocks on both side of the fault mostly move horizontally.
2. Thrust (or reverse) earthquakes occur on inclined faults and the upper block above the fault moves upwards, being pushed up and over higher strata by compressive tectonic forces.
3. Normal earthquakes occur on inclined faults as well and the upper block above the fault moves downwards, the Earth crust being subjected to overall extensional stress.

With these three types of earthquakes, the multivariate Hawkes Process considers the possibility that the triggering of one type of earthquake (say strike-slip) by a previous different earthquake type (say, thrust) has different characteristics than the triggering by the same type. Within the multivariate Hawkes model, earthquakes of different types (strike-slip, thrust and normal) may interbreed with different relative rates.

Another example is the case of open source communities developing large scale projects such as Linux or Mozilla. Each developer can be considered as a different “type”. In this context, an event is the act of adding, removing or debugging, with a well defined beginning and end, as recorded by the concurrent versioning system that keeps track of all work and all changes in a set of files, and allows several developers (potentially widely separated in space and/or time) to collaborate (http://en.wikipedia.org/wiki/Concurrent_Versioning_System). When a given developer \( i \) adds line of codes, this may trigger his future activity. In other words, his activity is arguably self-excited in the sense that his past code contribution influences his future ones. This corresponds to the excitation of future events (code lines) of a given type (by a specific developer) by past events of the same type (same developer).

But a large open source software project has hundreds of developers contributing almost simultaneously according to a complex ballet. The activity of one developer influences and triggers that of other developers. This means that events of a given type (by one developer \( i \)) can be motivated (triggered) by events of a different type (by a different developer \( j \)) performed at various times in the past. The multivariate Hawkes model provides the framework for distinguishing between the self-triggering of activity of one developer in his future actions and the mutual triggering of activity of other developers.

The Multivariate Hawkes Process takes the following general form for the conditional Poisson intensity for an event of type \( j \) among a set of \( m \) possible types (see the document [48] for an extensive review):

\[
\lambda_j(t|H_t) = \lambda^0_j(t) + \sum_{k=1}^{m} A_{kj} \int_{(-\infty,t) \times \mathbb{R}} h_j(t-s)g_k(x) \times N_k(ds \times dx),
\]

where \( H_t \) denotes the whole past history, \( \lambda^0_j(t) \) is the rate of spontaneous (exogenous) events of type \( j \), sources of immigrants of type \( j \), \( A_{kj} \) is the \((k,j)\) element of the matrix of coupling between the different types which quantifies the ability of a type \( k \)-event to trigger a type \( j \)-event. Specifically, the value of an element \( A_{kj} \) is just the average number of first-generation events of type \( j \) triggered by an event of type \( k \). The memory kernel \( h_j(t-s) \) is the probability density that determines the probability that an event of type \( k \) that occurred at time \( s < t \) will trigger an event of type \( j \) at time \( t \). The function \( h_j(t-s) \) is nothing but the distribution of waiting times (here between the impulse of event \( k \) which impacted the system at time \( s \), the system taking a certain time \( t-s \) to react with an event of type \( j \), this time being a random variable distributed according to the function \( h_j(t-s) \). The fertility (or productivity) law \( g_k(x) \) of events of type \( k \) with mark \( x \) quantifies the total average number of first-generation events of any type triggered by an event of type \( k \). We have used the standard notation

\[
\int_{(-\infty,t) \times \mathbb{R}} f(t,x)N(ds \times dx) := \sum_{\tau(t) \leq t} I(t, x_i).
\]

The matrix \( A_{kj} \) embodies both the topology of the network of interactions between different types, and the coupling strength between elements. In particular,
$A_{kj}$ includes the information contained on the adjacency matrix of the underlying network. Analogous to the condition $n < 1$ (subcritical regime) for the stability and stationarity of the monovariate Hawkes process, the condition for the existence and stationarity of the process defined by \( (4) \) is that the spectral radius of the matrix $A_{kj}$ be less than 1. Recall that the spectral radius of a matrix is nothing but its largest eigenvalue.

In summary, marks and types lead to a two-level classification of events. At the highest level of types, events of each given type are characterized by their corresponding function $g_k(x)$ that quantifies their fertility (or productivity). Two different events with the same mark $x$ but of different types $k$ and $\ell$ are characterized by different average numbers of daughters, given respectively by $g_k(x)$ and $g_\ell(x)$ for the same mark $x$. Then, at the lower level of the classification of events, within a given type $k$, events of different marks $x$ and $y$ will have a priori different progeny sizes $g_k(x)$ and $g_k(y)$. The type- and mark-dependent productivity function $g_k(x)$ plays a key role in the dynamics represented by expression \( (4) \).

## 3 Multivariate generating function (GF)

### 3.1 Definition for first-generation events triggered by a given mother of type $k$

Among the $m$ types of events, consider the $k$-th type and its first generation offspring. Let us denote $R_{k,1}^1, R_{k,1}^{2}, \ldots, R_{k,m}^1$, the number of “daughter” events of first generation of type $1, 2, \ldots, m$ generated by this “mother” event of type $k$. With these notations, the generating function (GF) of all events of first generation that are triggered by a mother event of type $k$ reads

$$A^k_1(y_1, y_2, \ldots, y_m) := \mathbb{E} \left[ \prod_{s=1}^{m} y_{s}^{R_{s}^{1,k}} \right], \quad (5)$$

where $\mathbb{E} [\cdot]$ represents the statistical average operator. One may rewrite this function in probabilistic form

$$A^k_1(y_1, y_2, \ldots, y_m) := \sum_{r_1=0}^{\infty} \ldots \sum_{r_m=0}^{\infty} P_k(r_1, \ldots, r_m) \prod_{s=1}^{m} y_{s}^{r_s}, \quad (6)$$

where $P_k(r_1, \ldots, r_m)$ is the probability that the mother event of type $k$ generates $R_{k,1}^1 = r_1$ first-generation events of type $1, R_{k,2}^2 = r_2$ first-generation events of type $2$, and so on. These probabilities satisfy to normalizing condition

$$\sum_{r_1=0}^{\infty} \ldots \sum_{r_m=0}^{\infty} P_k(r_1, \ldots, r_m) = 1. \quad (7)$$

The first-order moments or mean values of the numbers of first-generation events of different types triggered by a mother of type $k$ are given by

$$n_{k,s} = \frac{\partial}{\partial y_s} A^k_1(y_1, y_2, \ldots, y_m) \bigg|_{y_1 = \ldots = y_m = 1}. \quad (8)$$

### 3.2 Generating function (GF) for all-generation events triggered by a given mother of type $k$

The GF $A^k(y_1, y_2, \ldots, y_m)$ for all-generation events triggered by a given mother of type $k$ is by definition equal to

$$A^k(y_1, y_2, \ldots, y_m) := \mathbb{E} \left[ \prod_{s=1}^{m} y_{s}^{R_{s}^{k,s}} \right], \quad (9)$$

where $R_{k,1}^{k,1}, R_{k,1}^{k,2}, \ldots, R_{k,m}^{k,m}$ are the numbers of events of all generations and all kinds that are triggered by the mother event of type $k$.

In order to relate $A^k(y_1, y_2, \ldots, y_m)$ to $A^k_1(y_1, y_2, \ldots, y_m)$, we assume that the first-generation daughters can also trigger their own daughters (which are the granddaughters of the initial event) according to the following rules.

- The numbers of second-generation events that are triggered by each first-generation event are statistically independent of the numbers of first-generation events. They are also statistically independent of the numbers of second-generation events that are triggered by any other first-generation events.
- Each first-generation event triggers second-generation events according to the same laws controlling the triggering of first-generation events by the initial mother event of the same type. In other words, the same laws apply to the generation of new events from generation to generation, independently of the generation depth.

These rules allow us to derive the GF of the numbers of first-generation and of second-generation events by performing the following replacement for each variables $y_q$ in the expression of the GF $A^k_1(y_1, y_2, \ldots, y_m)$:

$$y_q \rightarrow y_q A^k_1(y_1, y_2, \ldots, y_m). \quad (10)$$

The GF of the numbers of first-generation and of second-generation events that are triggered by a mother event of type $k$ is given by the following expression in terms of the GF $A^k_1(y_1, y_2, \ldots, y_m)$ of the numbers of first-generation events that are triggered by a mother event of type $k$:

$$A^k_2(y_1, y_2, \ldots, y_m) = A^k_1(y_1 A^1_1(y_1, y_2, \ldots, y_m), \ldots, y_m A^m_1(y_1, y_2, \ldots, y_m)). \quad (11)$$

This equation is valid for all possible values of $k = 1, \ldots, m$.

By recurrence, one obtain the GF $A^k_{j+1}$ of the numbers of events of all generations up to $j + 1$ that are triggered by an initial mother event of type $k$ as a function of the GF $\{A^k_j\}$ of the numbers of events of all generations up to $j$ triggered by an initial mother event of type $k$:

$$A^k_{j+1}(y_1, y_2, \ldots, y_m) = A^k_1(y_1 A^1_1(y_1, y_2, \ldots, y_m), \ldots, y_m A^m_1(y_1, y_2, \ldots, y_m)). \quad (12)$$

This equation is valid for all possible values of $k = 1, \ldots, m$ and for all possible generation levels $j = 2$ to $+\infty$. 
We assume that the above set of recurrence equations (12) for \( k = 1, \ldots, m \) converges to some set of GF's \( \{A^k(y_1, y_2, \ldots, y_m); k = 1, \ldots, m\} \). Then, the corresponding GF's \( \{A^k(y_1, y_2, \ldots, y_m); k = 1, \ldots, m\} \) are solutions of the transcendent equations

\[
A^k(y_1, y_2, \ldots, y_m) = A^k_1(y_1 \cdot A^1(y_1, y_2, \ldots, y_m), \ldots, y_m \cdot A^m(y_1, y_2, \ldots, y_m)), \quad k = 1, \ldots, m. \tag{13}
\]

This equation constitutes the basis for our subsequent analysis.

4 Stability conditions using mean numbers of events of all generations

4.1 General relations

The statistical average of the total numbers of events of type \( s \) over all generations that are triggered by a mother of type \( k \) is given by

\[
\bar{R}^{k,s} = \frac{\partial}{\partial y_s} A^k(y_1, y_2, \ldots, y_m) \bigg|_{y_1=y_2=\ldots=y_m=1}. \tag{14}
\]

Using (13), it is straightforward to show that \( \bar{R}^{k,s} \) is solution of

\[
\bar{R}^{k,s} = n_{k,s} + \sum_{\ell=1}^{m} n_{k,\ell} \cdot \bar{R}^{\ell,s}, \tag{15}
\]

where \( n_{k,s} \) is the mean number of first-generation events of type \( s \) triggered by the mother event of type \( k \).

Since expression (15) holds for all \( k = 1, \ldots, m \) and \( s = 1, \ldots, m \), it can written in matrix form

\[
\bar{R} = \hat{N} + \hat{N} \bar{R}, \tag{16}
\]

where \( \hat{N} = [n_{k,s}] \) is the matrix of the mean numbers of first-generation events and \( \bar{R} = [\bar{R}^{k,s}] \) is the matrix of the mean numbers of events over all generations. The sum over row indices of the elements of the matrix \( \hat{N} \)

\[
n_k = \sum_{s=1}^{m} n_{k,s}, \tag{17}
\]

is the mean number of first-generation events of all kinds that are triggered by a mother event of type \( k \).

The solution of the matrix equation (16) is

\[
\bar{R} = \frac{\hat{N}}{I - \hat{N}}. \tag{18}
\]

The rest of the paper is concerned with the analysis of particular examples of this general solution, worked out for different systems and excitation conditions embodied in different forms of the matrix \( \hat{N} \) of the mean numbers of first-generation events.

4.2 Symmetric mutual excitations

Let us consider the case where

\[
n_{k,k} = a; \quad n_{k,s} = b, \quad k \neq s, \tag{19}
\]

resulting in the form

\[
\hat{N} = \begin{bmatrix}
  a & b & b & \cdots & b \\
  b & a & b & \cdots & b \\
  b & b & a & \cdots & b \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  b & b & b & \cdots & a \\
\end{bmatrix} \tag{20}
\]

for the matrix \( \hat{N} \) of the mean numbers of first-generation events. This form (19) means that events of a given type have identical triggering efficiencies quantified by \( a \) to generate first-generation events of the same type. They also have identical efficiencies quantified by \( b \) to trigger first-generation events of a different type. In other words, the mean number of first-generation events of type \( k \) triggered by a mother event of the same type \( k \) is independent of \( k \). And the mean number of first-generation events of any type \( s \neq k \) triggered by any another event of a different type \( k \) is independent of \( k \) and \( s \).

As a consequence, the mean number of first-generation events of all kinds that are triggered by a mother event of some type \( k \), as given by (17), is independent of \( k \) and given by

\[
n_k = n = a + (m-1)b, \quad \text{for all } k. \tag{21}
\]

It is convenient to introduce the factor

\[
q = \frac{b}{a} \tag{22}
\]

comparing the inter-types with the intra-type triggering efficiencies. Using definition (22) and equality (21), we obtain

\[
a = \frac{n}{1 + (m-1)q}, \quad b = \frac{nm}{1 + (m-1)q}. \tag{23}
\]

Two limiting cases are worth mentioning: \( q = 0 \) (independent types) and \( q = 1 \) (fully equivalent types):

\[
a|_{q=0} = n, \quad b|_{q=0} = 0, \quad a|_{q=1} = b|_{q=1} = \frac{n}{m}. \tag{24}
\]

The solution (18) implies that the matrix \( \bar{R} \) possesses the same structure as the matrix \( \hat{N} \), with identical diagonal elements \( \bar{R}^{k,k} \) and identical off-diagonal elements \( \bar{R}^{k,s} \) (for \( k \neq s \)), given respectively by

\[
\bar{R}^{k,k} = \frac{n}{1-n} \cdot \frac{1 + n(q-1)}{1 + n(q-1) + q(m-1)}, \quad k = 1, \ldots, m,
\]

\[
\bar{R}^{k,s} = \frac{n}{1-n} \cdot \frac{q}{1 + n(q-1) + q(m-1)}, \quad k \neq s. \tag{25}
\]
Therefore, the mean $\hat{R}^k$ of the total number of events of all kinds, that are triggered by some given mother event of some type $k$, is given by

$$\hat{R}^k = \sum_{s=1}^m \hat{R}^{k,s} = \frac{n}{1-n} := \hat{R}, \quad \forall q.$$

(26)

This expression has a simple interpretation, resulting from equation (21) and the process of triggering. Indeed, by definition of $n$ in (21), there are on average $n$ first-generation events of all kinds that are triggered by a mother event of some type $k$. Each of these first-generation event triggers on average $n$ second-generation events of all kinds, leading to a total contribution $n^2$ for the number of second-generation events. Counting all the generation cascades, we obtain $n + n^2 + n^3 + ...$, which is nothing but the result (26).

As for the mono-variate Hawkes process, the dynamics is stable (sub-critical) for $n < 1$ and unstable (super-critical or exponentially explosive) for $n > 1$. As usual, the critical point occurs when there is exactly $n = 1$, first-generation events of all kinds that are triggered by a mother event of any type. There is no qualitative difference between this multi-variate Hawkes process with the structure (20) of mutual excitations and a mono-variate Hawkes process, once the branching ratio $n$ defined as the average number of first-generation daughters from a given mother is generalized into its natural extension (21).

4.3 Two-dimensional mutually and self-excited Hawkes process

With only two types of events, a detailed analysis can be performed, with the discovery of new qualitative regimes.

4.3.1 Stability analysis

With two types of events, the $2 \times 2$ matrix $\hat{N}$ of the mean numbers of first-generation events can be kept fully general and is noted as

$$\hat{N} = \begin{bmatrix} n_{1,1} & n_{1,2} \\ n_{2,1} & n_{2,2} \end{bmatrix}.$$ 

(27)

The solution (18) is a $2 \times 2$ matrix $\hat{R}$ with elements $\hat{R}^{k,s}$ given by

$$\hat{R}^{1,1} = \frac{n_{1,1} + n_{1,2} n_{2,1} - n_{1,1} n_{2,2}}{D}, \quad \hat{R}^{1,2} = \frac{n_{1,2}}{D},$$

$$\hat{R}^{2,1} = \frac{n_{2,1}}{D}, \quad \hat{R}^{2,2} = \frac{n_{2,2} + n_{1,2} n_{2,1} - n_{1,1} n_{2,2}}{D},$$

(28)

where

$$D = 1 + n_{1,1} n_{2,2} - n_{1,2} n_{2,1} - n_{1,1} - n_{2,2}.$$ 

(29)

In order to determine the stability of two-dimensional mutually and self-excited Hawkes process, we study the mean numbers $n_1$ and $n_2$ of first-generation events triggered by a mother event of the first and second kind, respectively. They are given by the sums of the two row elements of the matrix $\hat{N}$:

$$n_1 = n_{1,1} + n_{1,2}, \quad n_2 = n_{2,1} + n_{2,2}.$$ 

(30)

It is convenient to use a representation of the elements $\hat{R}^{k,s}$ of the matrix $\hat{N}$ similar to (23):

$$n_{1,1} = \frac{n_1}{1 + q_1}, \quad n_{1,2} = \frac{n_1 q_1}{1 + q_1},$$

$$n_{2,1} = \frac{n_2 q_2}{1 + q_2}, \quad n_{2,2} = \frac{n_2}{1 + q_2}.$$ 

(31)

As in (22), $q_1$ and $q_2$ quantify the relative strengths of inter-type compared with the intra-type triggering efficiencies: $q_1 = n_{1,2}/n_{1,1}$ and $q_2 = n_{2,1}/n_{2,2}$. The limit $q_1 = q_2 = 0$ reduces to two independent self-excited Hawkes processes.

The solutions $\hat{R}^{k,s}$ given by (28) are finite as long as the spectral radius $\lambda(n_1, n_2)$ of the matrix $\hat{N}$ remains smaller than 1. This defines the sub-critical regime. The system becomes critical (respectively super-critical) when the spectral radius $\lambda(n_1, n_2)$ is equal to 1 (respectively larger than 1). One can show that the set $(n_1; n_2)$ such that the denominator $D$ given by (29) is identically zero is critical, i.e., corresponds to a unit spectral radius, if $D$ remains positive in the domain bounded by the semi-axes $[n_1 \in (0; +\infty), n_2 \in (0; +\infty)]$ and the curve $D(n_1; n_2) = 0$.

In order to study the three regimes (sub-critical, critical and super-critical), it is convenient to express $D(n_1, n_2)$ as a function of $n_1$ and $n_2$, using (31):

$$D(n_1, n_2) = 1 + \frac{n_1 n_2 (1 - q_1 q_2)}{(1 + q_1) (1 + q_2)} - \frac{n_1}{1 + q_1} - \frac{n_2}{1 + q_2}.$$ 

(32)

The critical line $D(n_1, n_2) = 0$ is shown in Figure 1 in the plane $(n_1, n_2)$, together with three domains.

1. For $n_1 < 1$ and $n_2 < 1$, $D(n_1, n_2) > 0$ and the system is subcritical. The conditions $n_1 < 1$ and $n_2 < 1$ mean that the cascade of events over all generations do not blow up for each of the two types of event triggering.

2. The domain indicated in Figure 1 as “quasi subcritical” is such that one of the mean numbers $(n_1, n_2)$ of first-generation events is larger than one but the mean numbers of events over all generations remain finite since $D(n_1, n_2) > 0$. Intuitively, the supercritical regime of one of the event types is damped out by the triggering of the second type of events which is subcritical. The two extreme boundaries $(n_1 = 1 + q_1; n_2 = 0)$ and $(n_1 = 0; n_2 = 1 + q_2)$ exemplify this point as they correspond respectively to $n_1 = 1$; $n_2 = 0$ and $n_1 = 0; n_2 = 1$.

3. In the domain indicated at “supercritical” in Figure 1, the mean number of events of both types summed over all generations goes to infinity. This occurs of course if both $n_1$ and $n_2$ are larger than 1 but also when one of them is smaller than 1 if the other one is sufficiently large. In this later case, the damping offered by the
second type is not sufficient to stabilize the triggering process. This is the runaway explosive regime.

4. The downward sloping line defines the critical domain $D(n_1, n_2) = 0$ separating the quasi subcritical and the supercritical regimes.

As the critical line $D(n_1, n_2) = 0$ is approached from within the subcritical regime, the total mean number $\bar{R}^1 = \bar{R}^{1,1} + \bar{R}^{1,1}$ of events of all types and over all generations,

$$
\bar{R}^1 = \bar{R}^{1,1} + \bar{R}^{1,1} = \frac{n_1 (1 + q_1 + q_2 + q_1 q_2 - n_2 (1 - q_1 q_2))}{(1 + q_2)(1 + q_1 - n_1) - (1 + q_1 - n_1(1-q_1q_2)) n_2},
$$

(33)

grows to finally diverge on the line, as shown in Figure 2 for a particular example.

In this example, $q_1 = 0.2, q_2 = 0.4, n_1 = 0.8$. The value $q_1/(1+q_1) = 16.7\%$ is the fraction of first-generation events generated by a mother of the first type which are of the second type. The value $q_2/(1+q_2) = 28.6\%$ is the fraction of first-generation events generated by a mother of the second type which are of the first type.

4.3.2 Strong asymmetry in mutual triggering

It is instructive to consider the limiting case where one type of events triggers many more events of the other type than the reverse. Mathematically, this corresponds to

$$
q_1 \gg q_2,
$$

(34)

which means that the fraction of first-generation events generated by a mother of the first type which are of

the second type is much larger than the fraction of first-generation events generated by a mother of the second type which are of the first type. In this case, the critical line $D(n_1, n_2) = 0$ becomes almost rectangular, as illustrated in Figure 3.

Let us consider in more details the limiting case $q_1 = q$ while $q_2 = 0$, for which the relations (31) transform into

$$
n_{1,1} = \frac{n_1}{1+q}, \quad n_{1,2} = \frac{n_1 q}{1+q}, \quad n_{2,1} = 0, \quad n_{2,2} = n_2.
$$

(35)
As a result, the relations (28) and (29) become

\[
\begin{align*}
R^{1,1} &= \frac{n_1}{1 + q - n_1}, \\
R^{1,2} &= \frac{n_1 q}{(1 + q - n_1)(1 - n_2)}, \\
R^{2,2} &= \frac{n_2}{1 - n_2}, \\
R^{2,1} &= 0.
\end{align*}
\]  

(36)

The finiteness (subcritical behavior) of the number \(R^{1,1}\) is controlled solely by \(n_1\), which must be smaller than 1 + q. As \(n_1\) tends to 1 + q, \(R^{1,1}\) goes to infinity, expressing the transition to the supercritical regime. In contrast, there are two mechanisms leading to the divergence of \(R^{1,2}\).

1. As \(n_1\) tends to 1 + q, \(R^{1,2}\) goes to infinity, as the number of events of the first type itself diverges, each of these events triggering a significant fraction of events of the second type, at each generation. In other words, the divergence of \(R^{1,2}\) is controlled by or slaved to that of \(R^{0,1}\), which reflects the triggering efficiency of events of type one.

2. The number \(R^{1,2}\) of events of the second type generated over all generations by a mother event of type one diverges when \(n_2 \to 1\), even if \(n_1 < 1 + q\). A mother event of type one triggers events of type two at each generation, each of these events only triggering events of their own kind. Thus, the number of events of the second type diverges when the self-triggering parameter (or “branching ratio”) \(n_2\) reaches its critical value \(n_2^c = 1\).

This implies in particular that, when \(q\) or \(n_2\) are sufficiently large, the following inequality holds: \(R^{1,2} > R^{1,1}\). The general condition for this to be true is \(n_2 + q > 1\). Intuitively, for a fixed self-triggering ability \(n_2\), there must be sufficiently many events of type two generated by events of type one: \(q > 1 - n_2\). Alternatively, for a fixed fraction \(q/(1 + q)\) of first-generation events of type two generated by events of type one, the branching ratio of type two must be sufficient large: \(n_2 > 1 - q\).

Note that, if both \(n_{12}\) and \(n_{21}\) are positive, corresponding to a non-degenerate case, then events of any type do trigger events of the other type. As a consequence, either \(R^1\) and \(R^2\) are both finite or both infinite. This is not the case for independent or semi-independent systems. A system is independent if \(n_{12} = n_{21} = 0\), i.e., events of different types live their separate “lives” without any intermutual triggering. In this case, for instance, if \(n_1 < 1\), while \(n_2 > 1\), then the events of the first type form a subcritical set, while the events of the second type form a supercritical system. Two systems are semi-independent if only one of the two cross-terms \(n_{12}\) and \(n_{21}\) is equal to zero. Suppose for instance that \(n_{21} = 0\). Then, if \(R^{1,1}\) is finite, then \(R^{1,2}\) might be finite or infinite, just because events of the second type cannot trigger events of the second type and an infinite value of \(R^{1,2}\) remains compatible with a finite value of \(R^{1,1}\). In contrast, if \(R^{1,1}\) is infinite, then \(R^{1,2}\) is necessarily infinite, because the infinite number of events of the first type trigger an infinite number of events of the second type, since \(n_{12} \neq 0\), even if self-triggering of events of type two is zero \((n_{22} = 0)\). Moreover, a main peculiarity of degenerate (independent or semi-independent) systems is a strongly rectangular critical curve.

Figure 4 shows in linear-log scale the number \(R^{0,1}\) (respectively \(R^{1,2}\)) of events of the first type (respectively second type) over all generations that are triggered by a mother event of the first type, given by (36), as functions of \(n_1\), for \(q = 0.2\) and for two values \(n_2 = 0.5\) and \(n_2 = 0.9\). One can observe that, for \(n_2 = 0.9\), \(R^{1,2}\) is larger than \(R^{0,1}\) for any \(n_1 \in (0, 1.2)\).

4.4 One-dimensional chain of directed triggering

The case of a strong asymmetry in mutual triggering discussed in Section 4.3.2 for the two-dimensional case can be generalized to the case of \(m > 2\) different event types. We consider a chain of directed influences \(k \rightarrow k + 1\) where the events of type \(k\) trigger events of both types \(k\) and \(k + 1\) only, and this for \(k = 1, 2, ..., m\). This is captured by a form of the matrix \(\hat{N}\) which has only the diagonal and the line above the diagonal with non-zero elements.

As the simplest example, consider first the matrix \(\hat{N}\)

\[
\hat{N} = \begin{bmatrix}
\chi & s & 0 & 0 & 0 & \ldots & 0 \\
0 & \chi & s & 0 & 0 & \ldots & 0 \\
0 & 0 & \chi & s & 0 & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\end{bmatrix}
\]

(37)

where

\[
\chi = \frac{n}{1 + q}, \quad s = \frac{nq}{1 + q}.
\]

(38)

Reduced to a two-dimensional system \(m = 2\), this corresponds to the particular case of Section 4.3.2 for which \(n_{2,2} = n_1/(1 + q)\) in the notations of expressions (35), because the diagonal elements are taken all equal. For \(m = 3\), a financial example is that the events of the first
type correspond to fundamental news, the events of the second type are the price jumps of a leading market such as the US (assuming no feedbacks of prices on news) and the events of the third type correspond to the price jumps of a secondary market, such as the Russian stock market (assuming to effect of the Russian market on the US market).

Assuming that the mother event is of type $k$, the solution of equation (18) for this case (37) with (38) is given by $\hat{R}^{k,s} = \hat{R}^{k,k} = \hat{R}^{s,k} = 0$ for $1 \leq s < k$ and

$$R^{k,k} = \frac{\chi}{1 - \chi} = \frac{n}{1 + q - n},$$

$$R^{k,s} = \frac{s^{s-k}}{(1-\chi)^{s-k+1}} = (1+q)^{(s-k)(nq)^{s-k}}/(q-n)^{s-k+1}, \quad s > k.$$ (39)

The fact that the critical point is solely controlled by a single critical value $n_c = 1/(1+q)$ results from the fact that all diagonal elements of the matrix (37) are equal.

### 4.5 One-dimensional chain of nearest-neighbor triggering

A natural extension to the above one-dimensional chain of directed triggering discussed in Section 4.4 is to include the possibility of feedbacks from events of type $k + 1$ to type $k$. The simple example is to consider symmetry mutual excitations confined to nearest neighbors in the sense of event types: $k \leftrightarrow k+1$. Mathematically, this is described by a symmetric matrix $\hat{N}$ of the average numbers $n_{k,s}$ of first-generation events of different types triggered by a mother of a fixed type. Figure 5 provides the geometrical sense of matrix $\hat{N}$ (40) for $m = 6$, where the circles represent the six types of events and the arrows denote their mutual excitation influences.

Here, we consider that all diagonal elements are equal to some constant $\chi$ (same self-triggering abilities) and all off-diagonal elements are equal to some different constant $s$ (same mutual triggering abilities). The elements $n_{1,m}$ and $n_{m,1}$ are also equal to $s$ to close the chain of mutual excitations between events of type 1 and of type $m$. Restricting to $m = 6$ for illustration purpose, the corresponding matrix $\hat{N}$ reads

$$\hat{N} = \begin{bmatrix}
\chi & s & 0 & 0 & 0 & s \\
\chi & s & 0 & 0 & 0 & s \\
0 & s & \chi & s & 0 & 0 \\
0 & s & 0 & s & \chi & s \\
0 & 0 & s & \chi & s & s \\
0 & 0 & 0 & 0 & s & \chi \\
\end{bmatrix}$$ (40)

where

$$\chi = \frac{n}{1+q}, \quad s = \frac{nq}{2(1+q)} \Rightarrow \chi + 2s = n. \quad (41)$$

As before, the parameter $q$ quantifies the “strength” of the interactions between events of different types. Here, $n$ represents the total number of first-generation events of all types that are generated by a given mother of fixed arbitrary type.

The solution of equation (18) for this case is given by a circulant structure

$$\hat{R} = \begin{bmatrix}
A & B & C & D & C & B \\
B & A & B & C & D & C \\
C & B & A & B & C & D \\
D & C & B & A & B & C \\
C & D & C & B & A & B \\
B & C & D & C & B & A \\
\end{bmatrix}$$ (42)

where

$$A(n,q) = \frac{4n(1-n+q)^3-(1-n+q)(5n-2q-2)n^2q^2-n^4q^4}{4n+q+1-5n+q+2n^2q^2+n^4q^4},$$

$$B(n,q) = \frac{nq(1-q)(2(1-n+q)^2-n^2q^2)}{4n-1-n+q+2n^2q^2+n^4q^4},$$

$$C(n,q) = \frac{n^2q^2(1+q)(1-n+q)}{4n-1-n+q+2n^2q^2+n^4q^4},$$

$$D(n,q) = \frac{n^3q(1+q)}{4n-1-n+q+2n^2q^2+n^4q^4}. \quad (43)$$

It is straightforward to check that the common denominator $4(1-n+q)^4-5(1-n+q)^2n^2q^2+n^4q^4$ to these four numbers $A(n,q), B(n,q), C(n,q)$ and $D(n,q)$

1. does not vanish for any $q$ values for $n < 1$;
2. vanishes for any $q$ values at $n = 1$; and
3. can vanish at up to four values of $q$ for $n > 1$.

This means that the system resulting from the structure of mutual excitations between different event types represented by the matrix (42) is always in the subcritical regime for $n < 1$ and becomes critical at $n = 1$ as for the decoupled or monovariate case.

The behavior of the ratios

$$\mathcal{R}_2 = \frac{\hat{R}^{1,2}}{\hat{R}^{1,1}} = \frac{B}{A}, \quad \mathcal{R}_3 = \frac{\hat{R}^{1,3}}{\hat{R}^{1,1}} = \frac{C}{A}, \quad \mathcal{R}_4 = \frac{\hat{R}^{1,4}}{\hat{R}^{1,1}} = \frac{D}{A} \quad (44)$$
is shown in Figure 6 as a function of \( n \) for \( q = 0.1 \). Here, the mother event is of type 1 and the curves illustrate the progressing dampening of the cascade of triggering proceeding from type to type via nearest-neighbor mutual excitations.

### 4.6 Subcriticality measure in the case of two types of events

For a system with two types of events, the explicit relation defining the critical curve is

\[
n_2 = G(n_1, q_1, q_2) = \frac{(1 + q_1)(1 + q_2) - (1 + q_2) n_1}{(1 + q_1) - (1 - q_1 q_2) n_1},
\]

\( 0 \leq n_1 \leq 1 + q_1 \), \( q_1, q_2 \geq 0 \) \( (45) \)

which is represented in Figure 7. One can verify that the point \( (n_1 = 1, n_2 = 1) \) is always on the critical curves.

One can observe that, for \( q_1 > 0 \) and \( q_2 > 0 \), the subcritical domain is significantly larger than for systems in which event types are independent, i.e., do not mutually trigger each other, corresponding to \( q_1 = q_2 = 0 \). It is illuminating to introduce a quantitative measure of the domain of subcriticality, here chosen for the two-dimensional case as the surface \( S \) of the subcritical domain:

\[
S(q_1, q_2) = \int_0^{1+q_1} G(n_1, q_1, q_2) \, dn_1.
\]

\( q_1, q_2 \geq 0 \). \( (46) \)

For independent types \( (q_1 = q_2 = 0) \), \( S(0, 0) = 1 \). The general expression of the subcriticality measure \( S(q_1, q_2) \) is obtained as

\[
S(q_1, q_2) = (1 + q_1)(1 + q_2) \frac{1 - q_1 q_2 [1 - \ln(q_1 q_2)]}{(1 - q_1 q_2)^2}.
\]

\( q_1, q_2 \geq 0 \). \( (47) \)

In the particular case of a chain of directed triggering in the space of event types studied in Section 4.4 for which the critical curve is rectangular, we find

\[
S(q) := \lim_{q_2 \to 0^+} S(q, q_2) = 1 + q.
\]

\( (48) \)

In the case of symmetric triggering among different event types \( (q_1 = q_2 = q) \), we obtain

\[
S(q, q) = \frac{1 - q^2 + q^2 \ln(q^2)}{(1 - q)^2}.
\]

\( (49) \)

These last two functions \( S(q) \) and \( S(q, q) \) are depicted in Figure 8. The main insight is that mutual triggering tends to provide a significant extension of the stability domain.
5 Conclusion

One of our purposes has been to draw the attention of the physical and statistical physics community to the class of self-excited point processes, also known as shot noise in physics and jump processes in finance and in economics. We have provided an extensive bibliography providing an entry to both the corresponding mathematical and statistical literature and to several domains of applications. Most of previous investigations have been concerned with the mono-variate version of the self-excited Hawkes point process, in which events are of a single type. Some works in statistics have been concerned with the multivariate version of the self-excited Hawkes point process, in which events of different types entangle their mutual triggering. But these works have only focused on statistical estimation issues and on the problem of generating computer simulation synthetics.

Here, we have provided the first theory, in a statistical physics sense, of the multivariate version of the self-excited Hawkes point process, by using the general theory of multivariate generating functions. This has allowed us to derive the number of events over all generations of various types that are triggered by a mother event of a given type. We have derived and discussed in details the stability domains of various systems, as a function of the topological structure of the mutual excitations across different event types. In particular, we have studied the case of symmetric mutual excitation abilities between events of different types, the case of just two different types of events, the case of a one-dimensional chain of directed triggering in the space of event types and the case of a one-dimensional chain in the space of event types with nearest-neighbor triggering.

The main insight is that mutual triggering tends to provide a significant extension of the stability (or subcritical) domain compared with the case where event types are decoupled, that is, when an event of a given type can only trigger events of the type.

Because the self-excited Hawkes point process gives a description of the dynamics of events in terms of cascades of events triggering future events via a kind of branching process, a natural question arises as to whether it is possible to reconstruct the ancestry path of events, i.e., to answer the question which event triggered any given event. The answer is yes but is only probabilistic, that is, one can attribute an objective probability that a given event is the mother of another event, according to a procedure known as “stochastic reconstruction” [31,32,35,36]. Given the conditional Poisson nature of the self-excited Hawkes point process, a given realization can be seen as one instance of multiple statistically equivalent paths. Reciprocally, there is no unique ancestor to a given event, just a probability weight for each lineage.
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