Prediction of early death among patients enrolled in phase I trials: development and validation of a new model based on platelet count and albumin
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BACKGROUND: Selecting patients with ‘sufficient life expectancy’ for Phase I oncology trials remains challenging. The Royal Marsden Hospital Score (RMS) previously identified high-risk patients as those with >2 of the following: albumin <35 g l\(^{-1}\); LDH > upper limit of normal; >2 metastatic sites. This study developed an alternative prognostic model, and compared its performance with that of the RMS.

METHODS: The primary end point was the 90-day mortality rate. The new model was developed from the same database as RMS, but it used Chi-squared Automatic Interaction Detection (CHAID). The ROC characteristics of both methods were then validated in an independent database of 324 patients enrolled in European Organization on Research and Treatment of Cancer Phase I trials of cytotoxic agents between 2000 and 2009.

RESULTS: The CHAID method identified high-risk patients as those with albumin <33 g l\(^{-1}\) or >33 g l\(^{-1}\), but platelet counts >400,000 mm\(^{-3}\). In the validation data set, the rates of correctly classified patients were 0.79 vs 0.67 for the CHAID model and RMS, respectively. The negative predictive values (NPV) were similar for the CHAID model and RMS.

CONCLUSION: The CHAID model and RMS provided a similarly high level of NPV, but the CHAID model gave a better accuracy in the validation set. Both CHAID model and RMS may improve the screening process in phase I trials.

The selection of patients to be enrolled in phase I cancer trials is critical, as investigators must identify those with a ‘sufficient’ life expectancy (Ploquin et al, 2012). In most study protocols, the required life expectancy is at least 3 months (90 days). Several arguments support the use of this eligibility criterion. From a clinical perspective, it is not ethical to expose very frail patients to a new drug usually with little prospect of benefit; such patients, who have exhausted all effective treatments, may be better receiving palliative care alone. In addition, from a research perspective, the enrolment of patients at relatively high risk of early death could jeopardise the study and subsequent drug development.

To date, several models predictive of early death in this context have been proposed (Janisch et al, 1994; Yamamoto et al, 1999; Bachelot et al, 2000; Verweij, 2000; Han et al, 2003; Arkenau et al, 2008a, b, 2009; Penel et al, 2008, 2009, 2010; Wheler et al, 2009; Olmos et al, 2011). Arkenau et al (2008a, b) developed a score based on overall survival, which then was validated by logistic regression analysis for prediction of 90-day survival. This logistic regression analysis identified three factors (albumin <35 g l\(^{-1}\), LDH > upper limit of normal and the presence of >2 metastatic sites), and this Royal Marsden Hospital score (RMS) predicted early death. Another three potential factors
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A new model to predict early death in phase I trials
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PATIENTS AND METHODS

Primary end point

The primary end point was 90-day mortality (early death), which corresponds to the clinical eligibility criterion required in most contemporary phase I trials.

Patients

We analysed two databases. The training set was the European New Drug Development Network Database (Olmos et al, 2012), which included 2182 patients treated in 14 centres between 2005 and 2007. Seventy-two patients were excluded because they were lost to follow-up before the 90 days. The collected variables have been extensively described in another study (Olmos et al, 2012) and from this database, the RMS based on logistic regression analysis had previously been developed (Olmos et al, 2012).

The validation set comprised 324 patients treated in EORTC phase I cancer trials between 2000 and 2009. In this database, the same variables were available (Olmos et al, 2012). Eighteen patients were excluded because they were lost to follow-up before the 90 days, and 134 patients were excluded because of missing values for at least one parameter used in the one or other of the models (Table 1).

Table 1 Flowchart of (A) the development data set and (B) the validation data set

| Development data set | Validation data set |
|----------------------|---------------------|
| Total number of patients | 2182 | 324 |
| Lost to follow-up within the 90 first days | 72 | 16 |
| Missing data for albumin | 49 | 51 |
| Missing data for the number of metastatic site | 0 | 83 |
| Missing data for LDH | 337 | 76 |
| Assessable patients for both models | 1760 | 172 |

Abbreviation: LDH = lactate dehydrogenase.

Development of the new model

In this study, Exhaustive CHAID was used to create a growing tree analysis (SIPINA Software, version 3.5, Sipina Research, Lyon, France). This technique uses a systematic algorithm to detect the strength of association between potential prognostic factors and the outcome variable, in this case early death. The algorithm reveals which prognostic factor best correlates with the greatest changes in the outcome variable. At each step, the CHAID algorithm recursively partitions data into mutually exclusive and exhaustive subsets that are maximally different in terms of the dependent variable (i.e., early death), as assessed with the use of Bonferroni-adjusted $\chi^2$-statistics. In addition, the cohort was then divided into subsets based on the best prognostic factor (i.e., splitter), and child ‘nodes’ were created. The process continued to search each node for the next best prognostic factor until the CHAID model stopping rules came into effect; end nodes were then created.

The CHAID algorithm performed three successive actions: (i) it merged the subgroups with similar occurrences of the target variable ($z_{merge} = 0.01$), (ii) then split the subgroups using the best prognostic factor ($z_{split} = 0.01$) and finally (iii) it terminated the tree when the observed number of early deaths was ~ 10 (Biggs et al, 1991; Melchior et al, 2001; Ambalavanan et al, 2006; Chan et al, 2006). All of the collected data have been tested as potential splitters in a non-supervised approach. Because of the inherent instability of the method, we conducted an internal validation using a bootstrapping approach. From the initial training data set, we generated 100 randomly generated subsets, including 20% of the initial population. We then verified that the main splitters remained constant across the different CHAID analyses.

We have applied this method to 2172 patients from the training database (after exclusion of the 72 patients lost to follow-up within the 90 first days).

Assessment of performance of both models

We then assessed the performance of both the CHAID model and RMS, using the subgroup of patients without missing data from the independent validation data set (Harell et al, 1996; Bleeker et al, 2003). We assessed the discrimination performance of both models using the classical parameters, including sensitivity, specificity, positive predictive value and NPV, rate of well-classified patients and the discriminative slope, as well as their 95% CI (Italiano et al, 2008). The discriminative slope was the absolute difference in average predictions (risk of early death) in low- and high-risk patients, as defined by the analysed model. To measure the calibration (or generalisability of the prediction made), we also calculated the Brier score (Blattenberger and Lad, 1985), which is simply defined as $(Y-p)^2$, where $Y$ is the outcome and $p$ the prediction for each patient. The Brier score for a model can range from 0, for a perfect model, to 0.25, for a non-informative model (Blattenberger and Lad, 1985).

RESULTS

General

The main characteristics of both populations are presented in Table 2.

In the training set, the rate of early death was 16.3% (95% CI (14.7–17.9)). Median age was 58.5 and the sex ratio was 0.44. In this database, the most frequent primary cancer was colorectal (17.4%). The vast majority of patients (96.8%) had very good general performance status (ECOG-PS ≤ 1). Furthermore, 34.7% of patients had two metastatic sites. The investigational treatments were single agents in 59.8% of cases, and 44.1% of patients...
received an investigational treatment within a first-in-man trial. In addition, 88.2% of trials investigated molecularly targeted therapies alone or in combination.

In the validation set, the rate of early death was 9.8% (95% CI (6.4–13.1)). Median age was 56.9 and the sex ratio was 55.9. The most frequent primary cancer was again colorectal (28.4%). The rate of patients with ECOG-PS \( \leq 1 \) was 96.5%, and 27.8% of patients had two metastatic sites. All patients enrolled in these trials received cytotoxic agent(s).

### Decision tree analysis in the training data set

The CHAID analysis separated the patients into five subgroups based on the serum albumin, LDH, platelet count and alkaline phosphatase. The early death rates ranged from 6.0% to 71.0% (Figure 1). The overall discrimination performance of this model assessed, by a ROC curve, was 0.72 (95% CI (0.69–0.75)). The ROC curve identified two categories of patients. High-risk patients were those with albumin \(< 33 \text{ g l}^{-1}\) or albumin \(\geq 33 \text{ g l}^{-1}\), but platelet counts \(> 400,000 \text{ mm}^{-3}\); all other patients were of low-risk. The rates of early death for the high- and low-risk patients were 31.7% (95% CI (28.2–35.5)) and 9.5% (95% CI (7.2–11.5)), respectively.

### Table 2 Description of both populations

| Parameters                        | Training data set \((n = 2110)\) | Validation data set \((n = 306)\) | \(P\)-value \((\chi^2\text{-test})\) |
|-----------------------------------|----------------------------------|-----------------------------------|----------------------------------|
| **Early death**                   |                                  |                                   | 0.003                            |
| Yes                               | 344, 16.3% (14.7–17.8)           | 30, 9.8% (6.4–13.1)               |                                  |
| Missing data                      | 0                                | 0                                 |                                  |
| **Gender**                        |                                  |                                   | <0.001                           |
| Women                             | 1194, 56.6% (54.5–58.7)          | 135, 44.1% (38.5–49.7)            |                                  |
| Missing data                      | 0                                | 0                                 |                                  |
| **Primitives**                    |                                  |                                   | <0.001                           |
| Colorectal cancers                | 367/17.4% (15.7–19.0)            | 87/28.4% (23.3–33.4)              |                                  |
| Oesophago-gastric cancers         | 275/13.0% (11.6–14.4)            | 15/4.9% (2.5–7.3)                 |                                  |
| Gynaecological cancers            | 249/11.8% (10.4–13.2)            | 18/5.9% (3.2–8.5)                 |                                  |
| Sarcomas                          | 216/10.2% (8.9–11.5)             | 15/4.9% (2.5–7.3)                 |                                  |
| Lung cancers                      | 214/10.1% (8.8–11.4)             | 10/3.3% (1.3–5.3)                 |                                  |
| Melanoma                          | 157/7.4% (6.3–8.5)               | 21/6.9% (4.1–9.7)                 |                                  |
| Prostate cancer                   | 148/7.0% (5.9–8.1)               | 1/0.3% (0–0.9)                    |                                  |
| Breast cancers                    | 142/6.7% (5.6–7.8)               | 0/0% (0–0.9)                      |                                  |
| Other genitourinary cancers       | 108/5.1% (4.2–6.0)               | 0/0% (0–0.9)                      |                                  |
| Head and neck                     | 94/4.5% (3.6–5.4)                | 71/23.2% (18.5–27.9)              |                                  |
| Others                            | 140/6.6% (5.5–7.6)               | 11 (3.6%)                         |                                  |
| Missing data                      | 0                                | 0                                 |                                  |
| **ECOG-PS**                       |                                  |                                   | <0.001                           |
| 0                                 | 857/40.6% (38.4–42.8)            | 155/50.7% (45.1–56.3)             |                                  |
| 1                                 | 1186/56.2% (54.1–58.4)           | 140/45.8% (40.2–51.4)             |                                  |
| 2                                 | 67/3.2% (2.4–3.9)                | 11/3.6% (1.5–5.7)                 |                                  |
| Missing data                      | 0                                | 0                                 |                                  |
| **First-in-man**                  |                                  |                                   | 0.003                            |
| Yes                               | 930/44.1% (42.0–46.1)            | 0/0% (0–0.9)                      |                                  |
| Missing data                      | 0                                | 0                                 |                                  |
| **Investigational treatments**    |                                  |                                   | <0.001                           |
| Targeted agent (single-agent)     | 940/44.5% (42.4–46.6)            | 306/100% (0–0.9)                  |                                  |
| Cytotoxic agents                  | 460/21.8% (19.3–24.3)            | 0/0% (0–0.9)                      |                                  |
| Targeted + cytotoxic agents       | 543/25.7% (23.8–27.6)            | 0/0% (0–0.9)                      |                                  |
| Combination of targeted agents    | 167/7.9% (6.7–9.0)               | 0/0% (0–0.9)                      |                                  |
| Missing data                      | 0                                | 0                                 |                                  |

Abbreviation: CI = confidence interval.
The stability of the model was explored by bootstrapping. In every randomly generated subset, the CHAID analysis was applied. Albumin remained the most powerful splitter in 66.0% of the randomly generated subsets/trees. The discriminative thresholds for albumin, defining high- and low-risk patients ranged between 32 and 34 g l\(^{-1}\) in 85.4% of the randomly generated subsets/trees. Platelet count and LDH were the first splitters in a further 23.0% of the generated subsets/trees.

**Performance of both models in the training data set**

We then repeated the analysis after excluding 350 patients who had missing values for at least one parameter used in one or the other of the two models (Table 1). The performances of both models (discrimination/calibration) assessed in the training set were similar (Table 3).

**Performance of both models in the validation data set**

Table 4 summarises the results of the external validation of the performance of both models.

The model derived from the CHAID decision tree analysis provided higher specificity (0.81 vs 0.65) and a superior overall rate of correctly classified patients than the RMS (0.79 (95% CI (0.73–0.85)) vs 0.67 (95% CI (0.60–0.74))). By contrast, the RMS had a better sensitivity (0.93 vs 0.60). Discriminative slopes were similar for the CHAID model and RMS (18% and 19.3%, respectively) as well as the NPV (0.95 (95% CI (0.90–0.98)) and 0.99 (95% CI (0.94–1.00))), respectively and the calibration (0.010 vs 0.098).

With regard to the RMS, 69 out of 172 patients were considered high risk, but 55 patients were erroneously excluded (Figure 2A). With the new model, 39 out of 172 patients were considered high risk, and 30 were erroneously excluded, that is they would have been considered ineligible but did not subsequently die early (Figure 2B).

**DISCUSSION**

We have developed and validated a new model to identify patients at risk of early death in phase I clinical trials based on an alternative methodological approach, decision tree analysis. The new model is based on two objective criteria easily obtained at bedside, serum albumin and platelet count. Low level of serum albumin, as a marker of cancer-related malnutrition, is a well-known prognostic factor in cancer patients (Bachelot et al, 2000; Han et al, 2003; Penel et al, 2008, 2010). High number of platelets is also a poor prognostic factor (Janisch et al, 1994; Wheler et al, 2009). It is a marker of inflammation induced by cancer; the high number of platelets can increase the risk of thrombosis and then early mortality, and is also an activator of tumour angiogenesis (Lip et al, 2002). The model did not retain one highly subjective criterion (Ando et al, 2001), ECOG-PS, which is the most important criterion in many other studies using logistic regression methods. Likewise, although both the CHAID model and the RMS include serum albumin (although with slightly different thresholds), the CHAID model did not include LDH, which may not
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**Table 3** Performance of both models in the training data set

| Definition of high-risk patients | Royal Marsden Model | Model derived from the decision tree analysis |
|----------------------------------|---------------------|---------------------------------------------|
| Evaluable patients               | 1760 (80.6%)        | 1760 (80.6%)                                |
| Rate of early death in low-risk group | 137/1256 (10.9% (9.3–12.8)) | 122/1241 (9.8% (8.3–11.7)) |
| Rate of early death in high-risk group | 157/504 (31.1% (27.2–35.4)) | 172/519 (33.1% (29.1–37.4)) |
| Sensitivity                      | 0.53 (0.47–0.59)    | 0.58 (0.53–0.64)                            |
| Specificity                      | 0.76 (0.74–0.78)    | 0.76 (0.74–0.78)                            |
| Positive predictive value        | 0.31 (0.27–0.35)    | 0.33 (0.29–0.37)                            |
| Negative predictive value        | 0.89 (0.87–0.90)    | 0.90 (0.88–0.92)                            |
| Rate of well-classified patients | 0.72 (0.70–0.74)    | 0.73 (0.71–0.75)                            |
| Discriminative slope             | 20.1% (14.9–25.5)   | 23.0% (18.0–28.0)                           |
| Brier score                      | 0.014               | 0.010                                       |

Abbreviations: LDH = lactate dehydrogenase; ULN = upper limit of normal.

**Table 4** Performance of both models in the validation data set

| Definition of high-risk patients | Royal Marsden Model | Model derived from the decision tree analysis |
|----------------------------------|---------------------|---------------------------------------------|
| Evaluable patients               | 172 (56.2%)         | 172 (56.2%)                                |
| Rate of early death in low-risk group | 1/103 (1.0% (0.1–6.0)) | 6/133 (4.5% (1.8–10.0)) |
| Rate of early death in high-risk group | 14/69 (20.3% (12.0–32.0)) | 9/39 (23.1% (11.7–39.7)) |
| Sensitivity                      | 0.93 (0.66–1.00)    | 0.60 (0.33–0.82)                            |
| Specificity                      | 0.65 (0.57–0.72)    | 0.81 (0.73–0.86)                            |
| Positive predictive value        | 0.20 (0.12–0.32)    | 0.23 (0.12–0.40)                            |
| Negative predictive value        | 0.99 (0.94–1.00)    | 0.95 (0.90–0.98)                            |
| Rate of well-classified patients | 0.67 (0.60–0.74)    | 0.79 (0.73–0.85)                            |
| Discriminative slope             | 19.3% (9.2–29.4)    | 18.0% (4.0–32.0)                            |
| Brier score                      | 0.098               | 0.010                                       |

Abbreviations: LDH = lactate dehydrogenase; ULN = upper limit of normal.
Both the RMS and CHAID model were able to identify those at higher or lower risk of early death. There were, however, notable differences between the two models. The RMS defined a higher proportion of the population as being high risk (40% and 23%, respectively), so would exclude more patients; by contrast, the CHAID model would be more ‘inclusive’. The proportion of patients dying early in the low-risk group was, however, higher with the CHAID model than the RMS (4.5% and 1%, respectively). This higher risk of dying within 90 days among low-risk patients using the CHAID model probably reflects its greater inclusivity. Nevertheless, the 4.5% risk of death that would result from restricting phase I trial entry to patients in the low-risk group, as defined by the CHAID model, is still substantially lower than the risk of death in the unselected validation populations (9.3% and 10.9%). The new model provides, therefore, a rather better prediction of the risk for being alive at 90 days (specificity) at the expense of lesser prediction of the risk of death within 90 days (sensitivity). When selecting patients for phase I trials, the NPV, or the ability to correctly identify patients who will survive 90 days, is arguably the most important criterion, and the CHAID model and RMS provided a similarly high NPV. The CHAID model was, however, more accurate at correctly classifying individual patients (79% and 67%, respectively). In several previous studies, using both methods (logistic regression analysis and CHAID method), the identified prognostic factors are different; several methodological points explained the identification of different factors. Logistic regression analysis tends to identify factors associated with the outcome in the whole data set. The CHAID method creates some mutually exclusive subgroups of patients in which the model identify the optimal splitter (or discriminator) at each level. At the end, the prognostic factors identified could be different (Peter, 2007; Kurt et al, 2008).

This study does have some limitations. The validation set is considerably smaller than the training set, thus restricting the power to make comparisons of the two approaches. Moreover, the patient population from which the CHAID model and RMS were derived are different, having been diagnosed and treated in different institutions over different periods of time. They also received different novel agents, most of the patients of the European New Drug Development Network Database having received molecularly targeted therapies, mainly in first-in-man trials; by contrast, the majority of patients in the EORTC trials received cytotoxic agents, mainly in phase Ib trials. The performance of both models was, however, good in the single validation database, indicating that the prediction performance of both models is generalisable. Both study populations are highly selected because already enrolled in phase I trials, we plan to conduct a new study in a cohort of patients screened for phase I trial participation. Furthermore, both models identify the risk of early death, regardless its cause (toxicity-related mortality, underlying disease, cancer progression or their combinations); nevertheless the primary objective here is to identify patients assessable for the primary end points regardless the cause of death.

Despite the fact that the patients analysed met all the conventional eligibility criteria required for phase I trial entry, including excellent general condition and normal baseline biological parameters, the early death rate was relatively high (9.8 – 16.3%) in these highly experienced centres. For the purpose of patient selection with such predictive models, the most important evaluation criterion is the NPV, which is the probability of low-risk patients not dying within 90 days. Both models provided the same NPV of ~95% when applied to the validation cohort. It is likely to be difficult to improve on this level prediction using basic clinical and laboratory parameters. This suggests that the integration of more sophisticated parameters reflecting other dimensions than tumour burden and its consequences, such as tumour growth dynamics (Gomez-Roca et al, 2011) or the presence of circulating tumour cells (Olmos et al, 2011), may need to be incorporated if the predictive value of models is to improve.

Large retrospective studies have demonstrated that the main cause of death for patients in early trials is not toxicity, which occurs in <0.5% of the enrolled patients, but deaths related to the underlying cancer (Kurzrock and Benjamin, 2005). An erroneous assessment of life expectancy carries some obvious detrimental consequences for the patient (Lipsett, 1995). The impact of enrolling many patients who will die within 90 days, frequently before study completion, on the effective delivery of phase I trials should also be better evaluated. By using predictive models it is now possible to select patients with a low risk of early death. In this analysis, using the RMS to restrict study entry to those could reduce the early death rate to 1%, but only at the expense of excluding 40% of patients who would otherwise have been eligible. Using the CHAID model, entering only patients with albumin $33 \text{g} l^{-1}$ or platelet count $<400,000 \text{mm}^{-3}$ would reduce the early death rate to 4.5%, while excluding $<25$%. Restricting entry to a low-risk subgroup of patients using either method implies a need to slow down, to a greater or lesser extent, the recruitment of

---

**Figure 2** Repartition of patients from the validation database using (A) the RMS and (B) the new model.
patients, or to increase the number of phase I centres. Either approach would have significant impact on the conduct and delivery of early clinical trials.

In summary, both the RMS and the new CHAID model perform well, but with notable differences, in predicting patients at risk of early death in phase I trials. We recommend, therefore, that the clinical utility of both approaches be validated and compared in a large, multicentre international prospective study. Such a study should also assess the impact of the use of predictive models on the ability to deliver key trial end points, that is to evaluate cumulative toxicities, gain an initial indication of anti-tumour activity and describe drug pharmacokinetics.
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