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Abstract

Berlekamp and Zigangirov completely determined the capacity error function for binary error correcting codes with noiseless feedback. It is still an unsolved problem if the upper bound for the capacity error function in the non-binary case of Ahlswede, Lebedev, and Deppe is sharp. We consider wraparound channels with limited magnitude and noiseless feedback. We completely determine the capacity error function for all $q$-ary wraparound channels with a magnitude of level $r$. All of our algorithms use partial noiseless feedback. Furthermore, a special case of the problem is equivalent to Shannon’s zero-error problem.
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1. Introduction

Error-correcting (block) codes are important in many practical applications. For these applications, asymmetric channels are common cases both in fiber and free space. Furthermore, in memories like LSI/VLSI, ROM, and RAM, asymmetric errors happen. These are the faults that affect address decoders, word lines, power supplies, and stuck-faults in a serial bus. An asymptotic
information theoretic analysis of these codes is difficult. The capacity error correcting function is still unknown, even in the binary case. In this case, one assumes that a channel can change no more than $t$ symbols and that the number of errors is proportional to the block length. It is much easier to consider the probabilistic model of a channel where we assume that a symbol is changed to another symbol with a certain probability. This model was introduced by Shannon in [11]. He gave a formula for the channel capacity of the binary case (binary symmetric channel) as well as for a more general case with a $q$-ary alphabet (discrete memoryless channel). In these cases the channels are discrete and memoryless. Shannon considered this model in [12], which also has noiseless feedback, and he showed that the capacity is the same. Ahlswede showed in [3] that the direct proof becomes easier in this case. Instead of an existence proof, one gets a constructive proof. In the case of binary error correcting codes, Berlekamp considered error correcting codes with noiseless feedback in [3]. He assumed that the errors are proportional to the block-length. It turned out that the capacity error correcting function is different from the one without noiseless feedback. The capacity error function is larger for all error fractions $\tau$ between 0 and $\frac{1}{3}$. Furthermore, together with a result from Zigangirov in [11], the error fraction is completely known. In [2], the $q$-ary case is considered. In this case, for $0 \leq \tau < \frac{1}{q}$, the capacity error function is not completely known. The authors showed that the rubber strategy reached the upper bound for an error fraction larger than $\frac{1}{q}$. From a practical view it is not always realistic that every symbol be changed to every other symbol. Therefore it makes sense to restrict this by introducing a directed bipartite graph in which the vertices in each part are labeled with the coding alphabet. There is a directed line between symbol $a$ and $b$ if the channel can change symbol $a$ to symbol $b$.

For a $q$-ary alphabet, we consider the case that $a$ can be changed to $a \oplus 1$, $a \oplus 2$, $\ldots$, $a \oplus r$, where $\oplus$ stands for the addition modulo $q$. These channels are called wraparound channels with magnitude $r$ ([4]). If $r = q - 1$, the graph is a complete bipartite graph, and we are in the $q$-ary case considered in [3]. If $r < q - 1$, the channel is called a channel with limited magnitude. We assume
for all channels considered that we have noiseless feedback. Our algorithms only partially use this feedback.

This paper is organized as follows. In Section 2 we give the definitions and known results for the classical $q$-ary case. In Section 3 we introduce wraparound channels with magnitude 1 and therefore consider a 2-regular channel graph. We show that we can calculate the capacity error correcting function for all $q > 3$ and give a coding algorithm that reaches this function. We generalize this result in Section 4 for wraparound channels with magnitude $r$. In this case an error corresponds to an addition to the symbol sent of a quantity $s$ in $[0, r]$ modulo $q$. Furthermore, we give a general theorem, which extends the class of graphs for which we can apply our algorithm. Therefore, we give the error correcting capacity and a coding algorithm that reaches this function. In Section 5 we give a conclusion and show that our result is related to Shannon’s zero-error capacity if $\tau = 1$.

2. $Q$-ary codes with feedback

Consider communication over a $q$-ary channel with input alphabet $\mathcal{X} = Q = \{0, 1, \ldots, q - 1\}$ and output alphabet $\mathcal{Y} = Q$, where a word of length $n$ sent by the encoder is changed by the channel in at most $t$ letters. In our model, a sender wants to transmit a message $m \in \mathcal{M} = \{1, 2, \ldots, M\}$ over a $q$-ary channel with noiseless feedback. $\mathcal{M}$ is the message set and $Q$ is the coding alphabet. Suppose now that having sent $(x_1, \ldots, x_{j-1}) = x_{j-1} \in \mathcal{X}^{j-1}$, the encoder knows the received letters $(y_1, \ldots, y_{j-1}) \in \mathcal{Y}^{j-1}$ before it sends the next letter $x_j (j = 1, 2, \ldots, n)$. In this case we are dealing with a noiseless feedback channel. The code words are elements of $Q^n$. An encoding function (algorithm) is defined by

$$c(m, y^n) = ((c_1(m), c_2(m, y_1), \ldots, c_n(m, y^{n-1})),$$

where $c_i : \mathcal{M} \times Q^{i-1} \to Q$ is a function for the $i$th letter, which depends on the message and the $(i - 1)$ letters which have been sent before. The receiver
has a decoding function $d: \mathcal{Q}^n \rightarrow \mathcal{M}$, which maps the received sequence to a message. The coding scheme is as follows: We assume that the noise can change fewer than $t$ symbols. Furthermore, we assume that $\tau = \frac{t}{n}$. This means the number of errors is proportional to the block length.

**Definition 1.** Let $M$ be the number of messages, $n$ be the block-length, and $t$ be the maximal number of errors. We speak about a successful $(n,M,t)_f$ coding algorithm with noiseless feedback if there exists an encoding function of the sender and a decoding function of the receiver, such that the receiver decodes the message of the sender correctly if fewer than $t$ errors happen.

In our paper, all described coding algorithms considered are successful. For $q = 2$, this model was considered by Berlekamp [3], who gives successful $(n,M,t)_f$ coding algorithms with noiseless feedback.

**Definition 2.** Let $M, n, t = n\tau$, be defined as above. The rate of a successful coding algorithm is defined as

$$R = \frac{\log_q M}{n}.$$  

The supremum of the rates of a successful algorithm achievable for $\tau$ and all large $n$ is called the *capacity error function (or curve)* with feedback, and is denoted by $C^f_q(\tau)$. 
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In [3] and [14], $C_f^2(\tau)$ was determined. It was shown that

$$C_f^2(\tau) = \begin{cases} 1 - h(\tau) & \text{if } 0 \leq \tau \leq (3 + \sqrt{5})^{-1}, \\ (1 - 3\tau) \log \left(\frac{1 + \sqrt{5}}{2}\right) & \text{if } (3 + \sqrt{5})^{-1} \leq \tau \leq \frac{1}{2}, \end{cases}$$

where $h(\tau) = -\tau \log_2 \tau - (1 - \tau) \log_2 (1 - \tau)$ denotes the binary entropy. Furthermore, we have $C_f^2(\tau) = 0$, if $\tau > \frac{1}{3}$. In the case where $q > 2$, we have the following bound (see [2]):

$$C_f^2(\tau) \leq \begin{cases} 1 - h(\tau) \log_q 2 - \tau \log_q (q - 1), & \text{if } 0 \leq \tau \leq \frac{1}{q}, \\ (1 - 2\tau) \log_q (q - 1) & \text{if } \frac{1}{q} < \tau \leq \frac{1}{2}, \\ 0 & \text{if } \tau > \frac{1}{2}. \end{cases}$$

In [2], the so-called 1-rubber method is used to show that for $\frac{1}{q} \leq \tau \leq \frac{1}{2}$,

$$C_f^2(\tau) = (1 - 2\tau) \log_q (q - 1).$$

In the 1-rubber method, the receiver just regards the “0” as a protocol symbol - it erases it by a rubber, which in addition erases the previous symbol. The symbols in the set $\{1, \ldots, q-1\}$ are used as information symbols, which means the sender maps each message to one sequence of information symbols. The decoder knows this mapping and can get the message by recovering the sequence of information symbols. In the 1-rubber method the encoder doesn’t use “0” as an information symbol and $M = (q - 1)^{n-2t}$.

**Example 1 (1-rubber method of [2]).** Let $n = 5$, $t = 2$, $q = 3$, and $b : \mathcal{M} \rightarrow \{1, 2\}$ be the map which maps the messages to the information symbols:

$$b(1) = 1, \quad b(2) = 2.$$ 

The sender wants to send message 1.

| sent:  | 10111 | 10101 | 10001 |
|-------|-------|-------|-------|
| received: | 20111 | 20201 | 22001 |
The capacity error function of the 1-rubber method can be calculated:

\[ R(\tau) = (1 - 2\tau) \log_q(q - 1). \]

It is a tangent to the capacity error function \( C_f^q \) if \( q > 3 \). It goes through \((1/2, 0)\) and touches \( C_f^q \) at \((1/q, \frac{q-2}{q} \log_q(q - 1))\). The 1-rubber method gives a positive capacity only for \( q > 2 \), because for \( q = 2 \) we can transmit only one message. It was also proved that instead of a single zero, one can use \( a \) consecutive zeros for erasing. This asymptotically gives tangent lines to \( C_f^q \) going through the points \((1/(a + 1), 0)\). This method is called the \( a \)-rubber method. This method also works for \( q = 2 \) if \( r \geq 2 \). The 2-rubber method achieves the same rate as Berlekamp’s optimal algorithm in the binary case. More details of the rubber method can be found in [2].

3. An algorithm for 2-regular channel graphs

The special \( q \)-ary channel we consider here can be presented by a bipartite graph of Figure 2. The lines show which symbol on the right side could be received if a symbol on the left side is transmitted. We denote by \( \Gamma_1(q) \) the set of all channel graphs in which there is only one error possible per symbol. Another way to represent the channel is a \( q \times q \) matrix \((a_{ij})_{0 \leq i, j \leq q-1}\), like in Figure 3. This is the adjacency matrix of the graph. The value \( a_{ij} \) in row \( i \) column \( j \) is equal to 1 if an error can occur from \( i \) to \( j \) and \( a_{ii} = 1 \), since we
consider channels where we assume that the symbol is transmitted correctly, if no error occurred. Otherwise, the entry is 0. All graphs (channels) in $\Gamma_1(q)$ have in their matrix representation only 1s in the diagonal and another 1 in each column. All other entries are 0. If all values of a channel matrix are 1, or the channel graph is a complete bipartite graph, we have the case of a $q$-ary error correcting code with feedback without the restrictions of Section 2.

We now consider the set $\tilde{\Gamma}_1(q) \subset \Gamma_1(q)$. Every vertex of every graph in $\tilde{\Gamma}_1(q)$ has a degree of 2. This means if we know the position of an error we can correct it. To give the capacity error function for the channels in $\tilde{\Gamma}_1(q)$ we need the following lemmas.

**Lemma 1.** Let $\Delta \in \tilde{\Gamma}_1(q)$. If there exists a successful algorithm for $\Delta$ with rate $R_1(\tau) > 0$ for any $\tau$, then there is an successful algorithm $D_1(\Delta)$ with rate $1 - \log_q 2$ for any $\tau$.

**Proof:** According to the assumptions of the lemma, an algorithm with a positive rate exists. If this algorithm has the rate $R_1(\tau) = R_1 = 1 - \log_q 2$, we are done. So we assume that it has a rate $R_1 < 1 - \log_q 2$. We now construct a new successful algorithm with rate $R_2$ in the following way. In the interval $[1, a]$, which means for the symbols $x_1, \ldots, x_a$, we send information symbols. The sender knows the received sequence because of the noiseless feedback. Therefore, in the interval $[a + 1, n]$, he has to send the positions where an error occurred. Then we can correct the information symbols, because in our scheme each symbol can only be mapped to one other symbol. To transmit this information we
use the algorithm with rate $R_1$ for any number of errors. Then if

$$2^a = q^{(n-a)R_1},$$

we have an algorithm with rate $R_2$ for any numbers of errors $R_2$ such that

$$R_2 = a/n = \frac{R_1}{\log_2 2 + R_1}.$$ 

The rate $R_2 > R_1$ if $R_1 > 0$, otherwise $R_2 = 0$. Now we can use this algorithm with rate $R_2$ as an algorithm for any number of errors and use the same method as before to get an algorithm with rate $R_3$.

Therefore in general, using this idea iteratively, we get for $i \geq 2$,

$$R_i = \frac{R_{i-1}}{\log_2 2 + R_{i-1}}.$$ 

For a positive constant $c$, the function $f(x) = \frac{x}{x+c}$ is increasing and concave. For $f(x) = x$ we have $x + c = 1$; therefore the iterations give us an algorithm with rate

$$1 - \log_q 2$$

for any number of errors.

**Lemma 2.** Let $\Delta \in \hat{\Gamma}_1(q)$ and let $A$ be a successful algorithm for $\Delta$ and with rate $R_1(\tau) > 0$ for any $\tau$, then we give a successful algorithm $L_1(\Delta)$ with rate $1 - h(\tau) \log_q 2$ for $\Delta$ and $0 \leq \tau \leq \frac{1}{\gamma}$.

**Proof:** Let $R_1(\tau) = R_1 = \log_q \gamma$ with $\gamma > 1$. We will give an encoding and a decoding algorithm such that we can transmit $\frac{q^n}{(\gamma)}$ messages; this algorithm has the rate $1 - h(\tau) \log_q 2$. Let $k_1 = n - \log_q \binom{n}{t}$. In the interval

$$S_{k_1} = [1, k_1] = (x_1, x_2, \ldots, x_{k_1}),$$

we transmit information symbols. We have to show that the receiver can decode this sequence. Thus we have

$$n_1 = \log_q \binom{n}{t}.$$
symbols to inform the receiver about the $t_1$ errors appearing in $S_{k_1}$. If he gets this information, he is able to decode the message correctly. If $\binom{k_1}{t_1} \leq (\gamma)^{n_1}$ we can use algorithm $A$, otherwise let $k_2 = \log_q (\binom{k_1}{t_1})$. In the interval
\[ S_{k_2} = [k_1 + 1, k_1 + k_2], \]
we send the information about the $t_1$ errors in $S_{k_1}$. We have
\[ n_2 = n_1 - k_2 \]
symbols for the next transmission and so on.

We have
\[ k_{i+1} = \log_q (\binom{k_i}{t_i}), \quad n_{i+1} = n_i - k_{i+1}, \]
and stop this procedure if $\binom{k_i}{t_i} \leq (\gamma)^{n_i}$. Then we just send $\log_q (\gamma)^{n_i}$ symbols, using Algorithm $A$.

Therefore, before repeating the procedure we check the condition
\[ \binom{k_i}{t_i} > (\gamma)^{n_i}. \]
If it is not true for some $i$, then we use Algorithm $A$ and send $(\gamma)^{n_i}$ symbols. If it is true, then
\[
\frac{n_{i+1}}{n_i} = \frac{n_i - k_{i+1}}{n_i} = 1 - \frac{\log_q (\binom{k_i}{t_i})}{n_i} \leq 1 - \log_q \gamma.
\]
So we have
\[ \frac{n_{i+1}}{n_i} \leq 1 - \log_q \gamma. \]
Thus, the number of steps in the algorithm is not more than $O(\log n)$. Now we show that for any $i$ we have $k_{i+1} \leq n_i$.

For $i = 1$ it is true. Let
\[ n_i = n_{i-1} - k_i = n_{i-2} - k_{i-1} - k_i = \cdots = n_1 - k_2 - k_3 - \cdots \]
So we have to prove $k_2 + k_3 + \cdots + k_{i+1} \leq n_1$. It holds
\[ k_2 + k_3 + \cdots + k_{i+1} = \log_q \left( \binom{k_1}{t_1} \binom{k_2}{t_2} \cdots \binom{k_i}{t_i} \right) \leq \log_q \left( \binom{k_1 + k_2 + \cdots + k_i}{t_1 + t_2 + \cdots + t_i} \right). \]
We have \( \log_q \left( \frac{k_1 + k_2 + \cdots + k_t}{t_1 + t_2 + \cdots + t_t} \right) \leq \log_q \left( \frac{n}{t} \right) \) for \( t < n/2 \). In order for the receiver to be able to decode the message sent, we must additionally send the information about \( t_1, t_2, \ldots \) in the last interval. The idea is that in the last interval we use the algorithm \( A \), which can correct any number of errors to additionally transmit information about \( t_1, t_2, \ldots \). For any \( t_i \) we need \( \log_q (t) \) positions, and the number of \( t_i \)s is at most \( \log_q n \). Therefore the decoder first decodes the last interval and then knows the length of all intervals and can decode the message. Thus the algorithm \( L_1(\Delta) \) is successful. The rate of the algorithm is \( 1 - h(\tau) \log_q 2 \). □

The previous lemmas can be used to prove the following.

**Theorem 1.** Let \( \Delta \in \tilde{\Gamma}_1(q) \) and \( q > 3 \), then \( \Delta \) has the following capacity error function

\[
C_{\Delta, f}^q(\tau) = \begin{cases} 
1 - h(\tau) \log_q 2 & \text{if } 0 \leq \tau \leq \frac{1}{2} \\
1 - \log_q 2 & \text{if } \tau > \frac{1}{2}.
\end{cases}
\]

**Proof:** We will obtain the upper bound by counting the number of possible output sequences. Consider the encoding function

\[
c(m, y^n) := (c_1(m), c_2(m, y_1), \ldots, c_n(m, y^{n-1}),
\]

where \( c_i : M \times Q^{i-1} \to Q \) is a function for the \( i \)th letter, which depends on the message and the \( (i - 1) \) letters which have been sent before. The output \( y^n = (y_1, \ldots, y_n) \) with

\[
y_1 = c_1(m) \oplus e_1 \quad \text{and} \quad y_t = c_t(m, (y_1, y_2, \ldots, y_{t-1}) \oplus e_t \quad \text{for} \quad t = 2, 3, \ldots, n
\]

is uniquely determined by the encoding functions \( c_i \), the message, and the binary error pattern \( e^n = (e_1, e_2, \ldots, e_n) \) occurring in the transmission, and can therefore be regarded as their function \( \Phi(c(m, y^n), e^n) \). For a family of encoding functions and a set \( E \) of error patterns, we write

\[
\Phi(c_M, E) = \{ y^n : \exists m \in M \text{ and } e^n \in E \text{ such that } y^n = \Phi(c(m, y^n), e^n) \}.
\]
For a unique decoding, for each error pattern we need to get another output sequence, and therefore

\[ M \leq \frac{q^n}{\sum_{j=0}^{\left(\frac{n}{2}\right)} \binom{n}{j}}. \]

Let

\[ \tilde{M}(n, t) = \begin{cases} \frac{q^n}{\left(\frac{n}{2}\right)} & \text{if } 0 \leq t \leq \frac{n}{2} \\ (\frac{q}{2})^n & \text{if } t > \frac{n}{2} \end{cases} \]

It is known that

\[ \lim_{n \to \infty} \tilde{M}(n, t) = \lim_{n \to \infty} \frac{q^n}{\sum_{j=0}^{t} \binom{n}{j}}. \]

Let \( n\tau = t \) and therefore

\[ C_{\Delta, f}(\tau) \leq \begin{cases} 1 - h(\tau) \log_q 2 & \text{if } 0 \leq \tau \leq \frac{1}{2} \\ 1 - \log_q 2 & \text{if } \tau > \frac{1}{2} \end{cases} \] (4)

Now we give a successful algorithm that attains this bound. We start with the case \( \tau > \frac{1}{2} \). If \( q \) is even, we can transmit \( (\frac{q}{2})^n \) messages for any number of errors, because we can find a set \( S \) of \( (\frac{q}{2}) \) symbols so that no error of one of the symbols in \( S \) will result in a symbol of \( S \). This idea was first used by Shannon in [12]. It is obvious that this algorithm has the rate \( 1 - \log_q 2 \). For \( q > 3 \) this algorithm can also be used for odd \( q \) with rate \( 1 - \log_q \frac{q-1}{2} \). Applying Lemma [1] we know that there is also for odd \( q > 3 \) an algorithm \( D_1(\Delta) \) with rate \( \log_q \frac{q}{2} = 1 - \log_q 2 \). For the case \( 0 \leq \tau \leq \frac{1}{2} \) and \( q > 3 \) we can use algorithm \( L_1(\Delta) \) of Lemma [2].

![Figure 4: Example of Shannon's algorithm, q = 4, and τ > 1/2.](image)

because the assumption are fulfilled by the previous considerations. We get the rate \( 1 - h(\tau) \log_q 2 \). □
4. Generalized algorithms

In this section we generalize the previous algorithm. Now we consider the channel set $\Gamma_r(q)$ of $(r+1)$-regular graphs. For this channel we have $r$ possible errors for each symbol. In the matrix representation we have $r + 1$ 1s per column (including the 1 in the diagonal for correct transmission). We give some generalizations of Lemma 1 and Lemma 2.

**Lemma 3.** Let $\Delta \in \Gamma_r(q)$, if there exists a successful algorithm for $\Delta$ with a positive rate for any $\tau$, then there is an algorithm $D_r(\Delta)$ with rate $1 - \log_q(r+1)$ for any $\tau$.

**Proof:** Let us assume that the existing algorithm has a rate $0 < R'_1 < 1 - \log_q(r+1)$. We now construct a new algorithm with rate $R'_2$ in the following way. In $[1,a]$ we send information symbols. Then we use the algorithm with rate $R'_1$ for any number of errors. We have to inform the receiver about the error position and the value of the error ($r$ possibilities). Therefore we choose $a$ such that

$$\sum_{i=0}^{t} \binom{n}{i} r^i = (r+1)^a = q^{(n-a)R'_1}.$$

This gives a working algorithm, because we can send all information about errors to the receiver in the second interval. Therefore, we have an algorithm with rate $R'_2$ for any numbers of errors.

Now we have.

$$R'_2 = \frac{a}{n} = \frac{R'_1}{R'_1 + \log_q(r+1)}.$$

We can use this algorithm with rate $R'_2$ as an algorithm for any number of errors and use the same method as before to get an algorithm with rate $R'_3$.

Therefore, in general, using this idea iteratively, we get for $i \geq 2$,

$$R'_i = \frac{R'_{i-1}}{\log_q(r+1) + R'_{i-1}}.$$

We use for a positive constant $c$, the function $f(x) = \frac{x}{x+c}$. This function is increasing and concave. For $f(x) = x$ we have $x + c = 1$. The iterations give us
an algorithm with rate
\[ 1 - \log_q (r + 1) \]
for any number of errors.

**Lemma 4.** Let \( \Delta \in \Gamma_r(q) \) and let \( A_r \) be an algorithm for \( \Delta \) with rate \( R'_1(\tau) > 0 \) for any \( \tau \), then there exists a successful algorithm \( L_r(\Delta) \) with rate \( 1 - h(\tau) \log_q (r + 1) \) for \( \Delta \) and \( 0 \leq \tau \leq \frac{1}{r+1} \).

**Proof:** Let \( R'_1(\tau) = R'_1 = \log_q \gamma_r \) with \( \gamma_r > 1 \). Let \( k_1 = n - \log_q \left( \binom{n}{t} r^t \right) \). In the interval \( S_{k_1} = [1, k_1] \) we transmit information symbols. Thus we have
\[ n_1 = \log_q \left( \binom{n}{t} r^t \right) \]
symbols for the next transmission. In this transmission we want to inform the receiver about the \( t_1 \) errors appearing in \( S_{k_1} \), the error positions in the transmission of the information symbols and their values. If he gets this information, he is able to decode the message correctly. We can use the algorithm \( A_1 \) for this, if \( \left( \binom{n}{t} r^t \right) \leq (\gamma_r)^{n_1} \). Otherwise, let \( k_2 = \log_q \left( \binom{k_1}{t_1} r^{t_1} \right) \). In the interval \( S_{k_2} = [k_1 + 1, k_1 + k_2] \), we send the information about the \( t_2 \) errors in \( S_{k_1} \). We have
\[ n_2 = n_1 - k_2 \]
symbols for the next transmission. We have
\[ k_{i+1} = \log_q \left( \binom{k_i}{t_i} r^{t_i} \right), \quad n_{i+1} = n_i - k_{i+1} \]
We stop this procedure if \( \left( \binom{k_i}{t_i} r^{t_i} \right) \leq (\gamma_r)^{n_i} \). Then we just send \( \log_q (\gamma_r)^{n_i} \) symbols, using algorithm \( A_r \).

Therefore, with every step we have to check the condition
\[ \left( \binom{k_i}{t_i} r^{t_i} \right) > (\gamma_r)^{n_i} \]
If it is not true for some \( i \), then we use algorithm \( A_r \) and send \( \gamma_r^{n_i} \) symbols.

Now we show that for any \( i \): \( k_{i+1} \leq n_i \). For \( i = 1 \) it is true, because \( \left( \binom{k_1}{t_1} r^{t_1} \right) \leq \left( \binom{n}{t} r^t \right) \) for \( t \leq \frac{r}{r+1} \).
\[ n_i = n_{i-1} - k_i = n_{i-2} - k_{i-1} - k_i = \cdots = n_1 - k_2 - k_3 - \ldots \]
So we have to prove \( k_2 + k_3 + \cdots + k_{i+1} \leq n_1 \)

\[
k_2 + k_3 + \cdots + k_{i+1} = \log_q \left( \frac{k_1}{t_1} \left( \frac{k_2}{t_2} \right) \cdots \left( \frac{k_i}{t_i} \right)^{t_1 \cdots t_i} \right) \\
\leq \log_q \left( \frac{k_1 + k_2 + \cdots + k_i}{t_1 + t_2 + \cdots + t_i} \right)^{t_1 \cdots t_i}. \tag{5}
\]

We have

\[
\log_q \left( \frac{k_1 + k_2 + \cdots + k_i}{t_1 + t_2 + \cdots + t_i} \right)^{r_{t_1 \cdots t_i}} \leq \log_q \left( \frac{n}{t} \right)^{r_{t_{r+1}}}.
\]

Thus the encoding works if \( \tau \leq \frac{r}{r+1} \) and its rate is

\[
1 - h(\tau) \log_q 2 - \tau \log_q r.
\]

It remains to be shown that there is also a valid decoding algorithm. The idea is that in the last interval we use the algorithm \( A_r \), which can correct any number of errors to transmit additional information about \( t_1, t_2, \ldots \). For any \( t_i \) we need \( \log_q(t) \) positions and we have at most \( \log_q n t_i \)s. Therefore the decoder first decodes the last interval and then knows the length of all intervals and can decode the message.

Now we consider a special subset of \( \Gamma_r(q) \). We assume that in the matrix representation of the channel in each row there are \( r+1 \) consecutive 1s including the 1 on the diagonal. We call this set of channels \( \Lambda_r(q) \).

**Theorem 2.** Let \( 1 \leq r \leq \frac{q}{2} - 1 \) and \( \Delta \in \Lambda_r(q) \), then \( \Delta \) has the following capacity error function.

\[
C^q_{\Delta,f}(\tau) = \begin{cases} 
1 - h(\tau) \log_q 2 - \tau \log_q r & \text{if } 0 \leq \tau \leq \frac{r}{r+1}, \\
1 - \log_q(r+1) & \text{if } \tau > \frac{r}{r+1}.
\end{cases}
\]

**Proof:** We get the upper bound by counting the number of output sequences for each message. The difference to the proof of Theorem 1 is that we have \( r \) possibilities for each error. We get the following:

\[
M \leq \frac{q^n}{\sum_{j=0}^{r} \binom{n}{j} r^j}.
\]
Let
\[ \tilde{M}_r(n, t) = \begin{cases} 
\frac{q^n}{(r+1)^t} & \text{if } 0 \leq t \leq \frac{r}{r+1}n, \\
\left(\frac{q}{r+1}\right)^n & \text{if } t > \frac{r}{r+1}n.
\end{cases} \]

It is known that
\[ \lim_{n \to \infty} \tilde{M}(n, t) = \lim_{n \to \infty} \frac{q^n}{\sum_{j=0}^t \binom{n}{j} r^j}. \]

From this it follows directly that for \( n \to \infty \) and \( \tau = \frac{t}{n} \), it holds,
\[ C^\Delta_{\Delta, \tau}(r) \leq \begin{cases} 
1 - h(\tau) \log_q 2 - \tau \log_q r & \text{if } 0 \leq \tau \leq \frac{r}{r+1}, \\
1 - \log_q(r+1) & \text{if } \tau > \frac{r}{r+1}.
\end{cases} \tag{7} \]

The second line follows from the fact that
\[
1 - h_q\left(\frac{r}{r+1}\right) - \frac{r}{r+1} \log_q r \\
= 1 + \frac{r}{r+1} \log_q\left(\frac{r}{r+1}\right) + \frac{1}{r+1} \log_q\left(\frac{1}{r+1}\right) - \frac{r}{r+1} \log_q r \\
= 1 - \frac{r}{r+1} \log_q(r+1) - \frac{1}{r+1} \log_q(r+1) \\
= 1 - \log_q(r+1).
\]

To attain the bound we give an algorithm that asymptotically can transmit \( \tilde{M}_r(n, t) \) messages and therefore show that the bound (7) can be attained.

We start with the case \( \tau > \frac{r}{r+1} \). If \( \frac{r}{r+1} \) is an integer, we have a simple algorithm \( A_r \). We can find \( \frac{q}{r+1} \) symbols in such a way that the receiver can distinguish them, even in the case of error. By using these symbols, we have an algorithm with the rate
\[ 1 - \log_q(r+1). \]

For \( q \geq 2(r+1) \), this algorithm can also be used if \( \frac{q}{r+1} \) is not an integer with a positive rate that does not reach the upper bound (7). By applying Lemma 3, we get an algorithm which reaches that bound.

For the case \( 0 \leq \tau \leq \frac{r}{r+1} \), we can use algorithm \( L_r(\Delta) \) of Lemma 4 because the assumptions are fulfilled by the previous considerations. We get the rate
\[ 1 - h(\tau) \log_q(r+1). \]
We use Lemma 3 and Lemma 4 to give the capacity error function for \( \Lambda_r(q) \) in Theorem 2. Now we consider the larger set \( \Gamma_r(q) \). The key point in Theorem 2 is the fact that we can transmit with a positive rate for any \( \tau \), if in the graph we have at least two points at the sender side that do not overlap at the receiver side. We say that we can separate these two symbols. In this case we can use the two symbols to transmit the data. The idea now is to find a condition for the channels in \( \Gamma_r(q) \) such that we can separate two points. We use a well-known fact to show this. If we consider the matrix representation of the channel, we can separate two points, if for \( 0 \leq j_1, j_2 \leq q - 1 \) there are two rows \( a_{j_1} = (a_{j_10}, \ldots, a_{j_1(q-1)}) \) and \( a_{j_2} = (a_{j_20}, \ldots, a_{j_2(q-1)}) \) such that there is no \( i \) with \( a_{j_1i} = a_{j_2i} \) for \( 0 \leq i \leq q - 1 \). This known method (see [5]) to calculate this number is the key idea of the following proposition.

**Proposition 1.** Let \( q > r^2 + r + 1 \), then for any \( 0 \leq \tau \leq 1 \) there is an algorithm such that the rate is positive.

**Proof:** In total we have \( q(r+1)/2 \) pairs of (1,1), which means two columns with a 1 at the same position. If we have such pairs for any two columns then this number is \( \geq \binom{q}{2} \). Therefore the proposition holds.

With this proposition we can prove the following theorem.

**Theorem 3.** Let \( q > r^2 + r + 1 \) and \( \Delta \in \Gamma_r(q) \), then \( \Delta \) has the following capacity error function.

\[
C_{\Delta_f}^q(\tau) = \begin{cases} 
1 - h(\tau) \log_q 2 - \tau \log_q r & \text{if } 0 \leq \tau \leq \frac{r}{r+1} \\
1 - \log_q (r+1) & \text{if } \tau > \frac{r}{r+1}.
\end{cases}
\]

**Proof:** By Proposition 1 we know that we can separate two points. Therefore there is an algorithm rate \( \log_q 2 \). Applying Lemma 4 and Lemma 3 we now have an algorithm with rate

\[
C_{\Delta_f}^q(\tau) = \begin{cases} 
1 - h(\tau) \log_q 2 - \tau \log_q r & \text{if } 0 \leq \tau \leq \frac{r}{r+1} \\
1 - \log_q (r+1) & \text{if } \tau > \frac{r}{r+1}.
\end{cases}
\]

\[\blacksquare\]
5. Conclusions

The capacity error function is equal to the zero error capacity of Shannon [12] if we consider $\tau = 1$. In this case any number of errors are possible. Shannon represented the channel as a linear graph. The vertices of the graph are labeled by the code symbols. There is an edge between the two vertices if there exist errors such that the receiver can receive the same symbols when the sender sends one of the symbols. Shannon showed that the zero-error capacity is zero if and only if there is an edge between every pair of vertices; otherwise the zero-error capacity is positive. If we have a channel of $\Gamma_r(q)$, we only have to check the corresponding Shannon graph. If there are two vertices without an edge, we can apply our method and get an algorithm.

In [4], the zero-error capacity of wraparound channels with limited magnitude is considered, without feedback. In this paper, especially the channels for which we give the error capacity function are considered without feedback. In these cases, it makes sense to distinguish between systematic and non-systematic errors. A systematic code is any error-correcting code in which the input data is embedded in the encoded output. In the case of feedback, we are not aware of any definition of a systematic code. Nevertheless, one could call our encoding algorithm $L_r$ systematic, because the receiver can reconstruct the message from the first $a$ symbols directly if no error occurs. However, this only applies to this part of the algorithm. The entire coding algorithm does not have this property.

Another interesting fact, comparing the cases without and with noiseless feedback, is Lemma 4. In the case with feedback, we could also show that if $q_{\tau+1}$ is not an integer, we can give the error correcting capacity function. For $\tau = 1$ this is the zero-error capacity. Shannon [12] could already show that the zero error capacity is known with noiseless feedback, and without noiseless feedback it is not known. It is still an open problem to get the zero-error capacity in this case (see [8]). In [4] it is shown that the zero-error capacity could be reached with a systematic code if $q_{\tau+1}$ is an integer. For $\tau > \frac{q}{\tau+1}$ where $\frac{q}{\tau+1}$ is an integer, our algorithm also does not use the feedback, but is still optimal.
Our algorithms have the property that the sender does not need to get the received symbol of the receiver immediately (for example in $L_q$). In this case such an algorithm is called an algorithm using partial noiseless feedback.

Each $(n, M, t)_f$ error-correcting code with feedback is equivalent to the so-called Renyi-Ulam game of \[13\]. This means each code gives an algorithm for the game and the other way round. For more details, see for example, \[6\] or \[7\]. Therefore, our algorithms also give strategies to win a generalized $q$-ary version of the Ulam game with special rules for the lies.

Some results of this paper were presented at the ACCT 2018 in Kaliningrad.
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