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Abstract

New hidden particles could potentially be emitted and discovered in rare nuclear transitions. In this work we investigate the production of hidden vector bosons with primarily axial couplings to light quarks in nuclear transitions, and we apply our results to the recent anomaly seen in $^8$Be decays. The relevant matrix elements for $^8$Be$^*(1^+) \rightarrow ^8$Be$(0^+)$ transitions are calculated using ab initio methods with inter-nucleon forces derived from chiral effective field theory and the in-medium similarity renormalization group. We find that the emission of a light axial vector with mass $m_X \simeq 17$ MeV can account for the anomaly seen in the $1^+ \rightarrow 0^+$ isoscalar transition together with the absence of a significant anomaly in the corresponding isovector transition. We also show that such an axial vector can be derived from an anomaly-free ultraviolet-complete theory that is consistent with current experimental data.
1 Introduction

The search for new forces has been a longstanding pursuit of subatomic physics research [1, 2]. New force carriers that couple significantly to the Standard Model (SM) have been searched for directly at high energy colliders such as the LHC [3, 4, 5, 6] and tested indirectly through high-precision measurements [7], and they must have masses well above the electroweak scale to be consistent with these data. Exotic force carriers with masses below the electroweak scale are also allowed by current experiments if they are hidden, coupling very weakly to SM matter [8, 9, 10, 11]. The most sensitive searches for light hidden states are typically lower-energy collider experiments with a very high intensity of collisions [11, 12, 13, 14, 15, 16]. Experiments of very high precision are also competitive in terms of current limits and future discovery prospects [10, 15].

Light vector boson force carriers and other light hidden particles with masses up to a few tens of MeV can also be searched for in rare nuclear decays [17, 18]. Various types of hidden particles can be emitted in such transitions depending on the spin and parity of the initial and final nuclear states. Indeed, significant limits on axions have been derived from precision measurements of $^8$Be, $^{14}$N, and $^{16}$O decays [19, 20, 21]. More recently, the emission of hidden vector bosons by nuclei has received particular attention due to an apparent anomaly seen in measurements of $^8$Be transitions [22].

An experiment at the MTA-Atomki facility reports a significant (6.8 $\sigma$) bump in the distribution of opening angles between energetic electron-positron pairs emitted in isoscalar $^8$Be$^*(1^+) \rightarrow ^8$Be$(0^+) + e^+e^-$ transitions [22]. No such bump is expected from known nuclear physics, which predicts that this transition arises primarily from internal pair conversion with a smoothly falling distribution of $e^+e^-$ opening angles. Furthermore, no significant excess is seen in the related isovector $^8$Be$^0(1^+) \rightarrow ^8$Be$(0^+) + e^+e^-$ transition [22]. For future reference, we list the relevant $^8$Be states in Table 1 together with their masses, excitation energies, relevant decay widths, and angular momentum ($J$), parity ($P$), and approximate isospin ($T$) quantum numbers [23].

This apparent anomaly in $^8$Be transitions can be explained by an additional decay channel to a light vector boson $X$, $^8$Be$^*(1^+) \rightarrow ^8$Be$(0^+) + X$, followed by $X \rightarrow e^+e^-$ [22, 24]. To match the kinematic feature seen in $e^+e^-$ opening angles, the new vector should have a mass $m_X \simeq 17$ MeV [22]. This proposal was studied in detail in Refs. [24, 25] for a vector boson with purely vector (as opposed to axial) couplings to quarks. These works showed that such an explanation can be consistent with existing experimental constraints provided the new vector is approximately protophobic [24], coupling much more weakly to the proton than to the neutron. Further related investigations and interpretations of the excess have appeared as well [26, 27, 28, 29, 30, 31, 32, 33, 34, 35].

In this work we investigate whether a new vector boson with primarily axial couplings to quarks can account for the $^8$Be anomaly. This possibility was suggested in Refs. [24, 25], but it was not pursued systematically due to the difficulty of computing the corresponding nuclear matrix elements. We confront this challenge head on, and apply state-of-the-art ab initio nuclear theory methods to derive a controlled estimate of the relevant nuclear physics.
Table 1: \(^8\)Be ground and excited states relevant to the Atomki anomaly \cite{22} together with their mass, excitation energy, total decay width, decay width to \(^8\)Be\(^+\)\(\gamma\), spin (\(J\)), parity (\(P\)), and approximate isospin (\(T\)) assignments \cite{23,24}.

quantities. We then apply our results to the \(^8\)Be anomaly to determine whether a hidden axial vector can provide a viable explanation.

The outline of this paper is as follows. After this introduction, we adapt the formalism of electromagnetic and weak nuclear decays to general nuclear decays with the emission of a light hidden particle in Section 2 and we apply it to the \(^8\)Be system with a light vector with axial couplings to quarks. In Section 3 we present our nuclear physics calculation of the transition matrix elements relevant to the \(^8\)Be anomaly. These results are then applied to study an axial vector interpretation of the anomaly in Section 4. A comparison of this interpretation with other limits on light axial vectors are studied in Section 5. We comment on UV completions with light axial vectors consistent with the \(^8\)Be anomaly in Section 6. Finally, Section 7 is reserved for our conclusions.

2 Nuclear Decay Rates to a Massive Vector

In this section we adapt the formalism of electromagnetic and weak nuclear decays to general nuclear transitions in which a light (but massive) vector boson is emitted, and we derive a general expression for the corresponding decay rate in terms of the underlying nucleon current coupling. Next, we specialize to a light vector with axial couplings to quarks and obtain the relevant nucleon-level currents and a simplified expression for the transition matrix elements. These results are then applied to \(^8\)Be\(^*\)(1\(^+\)) \(\rightarrow\) \(^8\)Be(0\(^+\)) transitions.

2.1 General Formalism for Nuclear Decays

Consider a massive vector boson \(X\) that couples to hadrons in the SM through the current

\[ \mathcal{H}_{\text{int}} \supset J_\mu X^\mu. \]  

This interaction can potentially lead to nuclear decays of the form \(|i\rangle \rightarrow |f\rangle + X\), provided the vector is light enough. At leading order in the interaction of Eq. \(1\), the corresponding (Schrödinger picture) transition matrix element is

\[ \mathcal{M} = \int d^3x \langle f | J_\mu e_a^\mu e^{-i\vec{k}\cdot\vec{x}} | i \rangle, \]  
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where $\epsilon^\mu_a$ is the polarization vector of the outgoing vector boson with 3-momentum $\vec{k}$ and polarization state $a$.

To evaluate the nuclear matrix element, it is conventional to expand it in terms of spherical tensor operators \[36, 37\]. If the initial state is unpolarized, the quantization axis for angular momentum can be chosen parallel to $\vec{k} \rightarrow k \hat{z}$. In this case, the three polarization vectors can be taken to be
\[
\epsilon^\mu_0 = \frac{1}{m_X} (k, 0, 0, E_k), \quad \epsilon^\mu_{\pm 1} = \mp \frac{1}{\sqrt{2}} (0, 1, \pm i, 0).
\] (3)

Defining the spherical basis $\hat{e}_0 = \hat{z}$ and $\hat{e}_{\pm 1} = \mp (\hat{x} \pm i \hat{y})/\sqrt{2}$, we have
\[
\vec{\epsilon}^*_a = \sum_\lambda (\epsilon^*_a \cdot \hat{e}_\lambda) \hat{e}^*_\lambda \equiv \sum_\lambda (\epsilon^*_a)_\lambda \hat{e}^*_\lambda
\] (4)

with
\[
(\epsilon^*_a)_0 = \frac{E_k}{m_X} \delta_{a0}, \quad (\epsilon^*_a)_{\pm 1} = \delta_{a\pm 1}, \quad (\epsilon^*_a)^*_{\pm 1} = \frac{k}{m_X} \delta_{a0}.
\] (5)

The operators $\epsilon^*_a e^{-ikz}$ can be expanded in a spherical vector basis to give \[37\]
\[
\mathcal{M} = -\langle f | \left( \sum_{J \geq 1} (-i)^J \sqrt{2\pi(2J+1)} \sum_\lambda (\epsilon^*_a)_\lambda \left[ J_T^{m\alpha}(k) + T^{l\ell}_{J\ell}(k) \right] \\
+ \sum_{J \geq 0} (-i)^J \sqrt{4\pi(2J+1)} \left[ (\epsilon^*_a)_0 \mathcal{L}_{J0}(k) - (\epsilon^*_a)^*_{0\ell} \mathcal{M}_{J0} \right] \right) \rangle |i\rangle,
\] (6)

where
\[
\mathcal{M}_{JM}(k) = \int d^3x \; j_J(kr) Y_{JM}(\Omega) \mathcal{J}^0(\vec{x})
\] (7)
\[
\mathcal{L}_{JM}(k) = \frac{i}{k} \int d^3x \; \vec{\nabla} \left[ j_J(kr) Y_{JM}(\Omega) \right] \cdot \mathcal{J}(\vec{x})
\] (8)
\[
T^{l\ell}_{JM}(k) = \frac{1}{k} \int d^3x \; \vec{\nabla} \times [ j_J(kr) \hat{Y}^M_{J,l1}(\Omega) ] \cdot \mathcal{J}(\vec{x})
\] (9)
\[
T^{m\alpha}_{JM}(k) = \int d^3x \; [ j_J(kr) \hat{Y}^M_{J,1l}(\Omega) ] \cdot \mathcal{J}(\vec{x})
\] (10)

The quantities $\hat{Y}^M_{J,l1}$ are the vector spherical harmonics, defined according to \[36, 37\]
\[
\hat{Y}^M_{J,l1}(\Omega) = \sum_{m,\lambda} \langle \ell m; 1\lambda | \ell 1; JM \rangle Y_{\ell m}(\Omega) \hat{e}_\lambda.
\] (11)

The utility of the form of Eq. (6) is that the operators appearing in the expansion, Eqs. (7–10), can be shown to be irreducible spherical tensors of degree $JM$ (for current operators of a reasonable form) \[37\]. This allows for the application of selection rules based on angular
momentum and parity. In particular, for any such operator $O_{JM}$, the Wigner-Eckart theorem gives

$$\langle J_f, M_f | O_{JM} | J_i, M_i \rangle = (-1)^{J_i-M_i} \frac{1}{\sqrt{2J+1}} \langle J_f, M_f; J_i, -M_i | J_f J_i; J, M \rangle \langle J_f || O_{JM} || J_i \rangle,$$  \hspace{1cm} (12)$$

where the first matrix element refers to Clebsch-Gordan coefficients and the second is a reduced matrix element that is independent of $M_i$, $M_f$, and $M_f$.

For initial and final nuclear states of the form $|i\rangle = |J_i, M_i\rangle$ and $|f\rangle = |J_f, M_f\rangle$, squaring and summing the matrix element and applying the orthogonality of Clebsch-Gordan coefficients gives

$$\frac{1}{2J_i+1} \sum_{M_i,M_f,a} |\mathcal{M}|^2 = \frac{4\pi}{2J_i+1} \left( \sum_{J \geq 1} |\langle J_f || (\lambda T_{J}^{\text{mag}} + T_{J}^{l}) || J_i \rangle|^2 \right.$$  

$$+ \sum_{J \geq 0} \left[ \left( \frac{E_k}{m_X} \right)^2 |\langle J_f || \mathcal{L}_J || J_i \rangle|^2 + \left( \frac{k}{m_X} \right)^2 |\langle J_f || \mathcal{M}_J || J_i \rangle|^2 \right.$$  

$$- 2 \frac{kE_k}{m_X} \text{Re} \langle J_f || \mathcal{L}_J || J_i \rangle \langle J_f || \mathcal{M}_J || J_i \rangle^* \right) \right).$$  \hspace{1cm} (13)$$

Note that this expression can also be adapted to decays to a massless vector by setting $\mathcal{L}_J$ and $\mathcal{M}_J$ to zero, and to decays to a scalar by keeping only $\mathcal{M}_J$ non-zero and removing the factor of $(k/m_X)^2$ from the remaining term.

The final unpolarized decay rate for $|i\rangle \rightarrow |f\rangle + X$ (neglecting nuclear recoil effects) then follows from Fermi’s Golden Rule [37]:

$$\Gamma = \int \frac{d^3k}{(2\pi)^3} \frac{1}{2E_k} \frac{1}{2J_i+1} \sum_{M_i,M_f,a} |\mathcal{M}|^2$$  \hspace{1cm} (14)$$

$$= \left( \frac{k}{2\pi} \right) \frac{1}{2J_i+1} \sum_{M_i,M_f,a} |\mathcal{M}|^2,$$

where $k = \sqrt{(M_f-M_i)^2 - m_X^2}$. To evaluate this expression, the coupling current $J^\mu(\vec{x})$ must be specified.

### 2.2 Currents and Matrix Elements for an Axial Vector

The hadronic current of Eq. (1) to be used in the nuclear matrix elements can be derived from quark- (and gluon-) level interactions using the same methods as in dark matter direct detection studies [38, 39, 40, 41]. In general, the fundamental quark-level interaction is matched onto an effective nucleon-level coupling based on chiral interactions. Since the typical momenta relevant for nuclear decays are very small compared to the pion or nucleon masses, $k/m_N \sim 10^{-2}(k/10 \text{ MeV})$, the non-relativistic expansions used for dark matter
calculations apply to an excellent approximation. These momenta are also much smaller than the inverse nuclear radius $R^{-1}$, with $kR \simeq 0.12 (k/10 \text{ MeV})(A/8)^{1/3}$. Working to leading order in $k/m_N$ and $kR$, the general expression of Eq. [13] can be simplified considerably.

For an axial vector, we assume a coupling to quarks of the form

$$-\mathcal{L} \supset X_\mu \sum_q g_q \bar{q} \gamma^\mu \gamma^5 q \ ,$$

where the sum runs over quark flavors. When this operator is inserted between a pair of nucleon states, the leading term in an expansion in $k/m_N$ and $kR$ is [38, 39, 42, 43]

$$\langle N | \sum_q g_q \bar{q} \gamma^\mu \gamma^5 q | N \rangle = \delta^\mu_\nu \sigma^i \sum_q g_q \Delta q^{(N)} \ .$$

The coefficients $\Delta q^{(N)}$ have been extrapolated from data [44, 45, 46] and computed using lattice methods [47, 48, 49, 50, 51]. We use the recent combination of results in Ref. [52]:

$$\Delta u^{(p)} = \Delta d^{(n)} = 0.897(27)$$
$$\Delta d^{(p)} = \Delta u^{(n)} = -0.367(27)$$
$$\Delta s^{(p)} = \Delta s^{(n)} = -0.026(4) \ ,$$

where the proton-neutron equalities are expected to hold to within the listed uncertainties.

The leading nucleon operator is often written in the isospin-inspired notation [38]

$$-\mathcal{L}_{\text{eff}} \supset \bar{N} (\bar{\sigma} \cdot \vec{X}) \frac{1}{2} (a_0 + a_1 \tau_3) N \ ,$$

where $\tau_3$ is the Pauli matrix in isospin space and

$$a_0 = (\Delta u^{(p)} + \Delta d^{(p)}) (g_u + g_d) + 2 g_s \Delta s^{(p)} \ ,$$
$$a_1 = (\Delta u^{(p)} - \Delta d^{(p)}) (g_u - g_d) \ .$$

The corresponding forms for the proton and neutron are $a_p = (a_0 + a_1)/2$ and $a_n = (a_0 - a_1)/2$. From this, we can identify the leading-order current operator to be used in nuclear matrix elements as [37]

$$\vec{J}(\vec{x}) = \sum_{j=1}^A a_j \bar{\sigma}^j \delta(\vec{x} - \vec{x}_j) \ , \quad J^0(\vec{x}) \to 0 \ ,$$

where the sum runs over all nucleons. The corresponding expression for a (non-axial) vector can be found in Ref. [37].

Turning next to nuclear matrix elements, the current operator derived here can be applied to derive the transition operator in a spherical vector basis according to Eqs. [7–10]. The longitudinal polarization of the massive vector gives non-zero $\mathcal{L}_{J0}$ terms, while the transverse polarizations lead to $\mathcal{T}^{\text{mag,el}}_{J,\pm \lambda}$ contributions. However, to leading order in $(kR) \sim 0.1$ this full
machinery can be bypassed and the transition operator for an axial vector to be used in Eq. (2) simplifies to

\[
\mathcal{O} = \int d^3x \sum_{\lambda} e^{-i\vec{k} \cdot \vec{x}} \epsilon^*_\lambda (\hat{\epsilon}^*_\lambda \cdot \vec{F})
\]

\[
= \sum_{\lambda} \sum_{j=1}^A a_j \epsilon^*_\lambda (\hat{\epsilon}^*_\lambda \cdot \vec{\sigma}^j) + \mathcal{O}(kR)
\]

\[
= \sum_{\lambda} \sum_{j=1}^A a_j \epsilon^*_\lambda (-1)^\lambda \sigma^j_{1,-\lambda} + \mathcal{O}(kR),
\]

where in the last line we have expressed \(\vec{\sigma}\) as a spherical tensor operator.

\subsection*{2.3 Application to the Atomki Anomaly in \(^8\text{Be}\)}

As an application of the above formalism, we turn next to \(^8\text{Be}\) transitions related to the anomaly seen at the MTA-Atomki facility \cite{22}. The relevant \(^8\text{Be}\) states, together with their properties, are listed in Table 1. Recall that an excess bump-like feature is seen in the isoscalar \(^8\text{Be}^* (1^+) \rightarrow ^8\text{Be}(0^+) + e^+ e^-\) mode, but not in the related isovector \(^8\text{Be}^{'*} (1^-) \rightarrow ^8\text{Be}(0^+)\) transition. To evaluate whether the anomaly can be explained by a light axial vector with \(^8\text{Be}^* (1^+) \rightarrow ^8\text{Be}(0^+) + X\), the isoscalar and isovector decay rates to the axial vector are needed.

The initial and final nuclear states in the \(^8\text{Be}^* \rightarrow ^8\text{Be}^+ X\) and \(^8\text{Be}^{'*} \rightarrow ^8\text{Be}^+ X\) transitions have total angular momenta \(J_i = 1\) and \(J_f = 0\), so the transition operator must be a spherical tensor with \(J = 1\). This implies

\[
\langle J_f, M_f | \sigma^j_{1,-\lambda} | J_i, M_i \rangle \propto \delta_{M_i,\lambda}.
\]

Using this feature, we can use Eq. (22) with the polarization expressions of Eq. (5) in Eq. (14) to write the total decay width as

\[
\Gamma = \frac{k}{6\pi} \left[ 2 |\langle 0, 0 | \sum_{j=1}^A a_j \sigma^j_{1,-1} | 1, 1 \rangle|^2 + \left( \frac{E_k}{m_X} \right)^2 |\langle 0, 0 | \sum_{j=1}^A a_j \sigma^j_{1,0} | 1, 0 \rangle|^2 \right].
\]

The sums in this expression can be split into neutron and proton pieces:

\[
\sum_{j=1}^A a_j \sigma^j_{1,\lambda} = a_n \sum_{j=1}^{A-Z} \sigma^{j,n}_{1,\lambda} + a_p \sum_{j=1}^Z \sigma^{j,p}_{1,\lambda} \equiv a_n \hat{\sigma}^n_{1,\lambda} + a_p \hat{\sigma}^p_{1,\lambda}
\]

where the hatted operators signify the spin operators acting on all nucleons of a given type in the nucleus. Using the Wigner-Eckart theorem, the various matrix elements can be written in terms of Wigner 3\(j\) symbols and reduced matrix elements. This yields

\[
\langle 00 | \hat{\sigma}^n_{1,-1} | 11 \rangle = -\langle 00 | \hat{\sigma}^p_{1,0} | 10 \rangle = \frac{1}{\sqrt{3}} \langle 0 | \sigma^{p,n} | 1 \rangle.
\]
Inserting these expressions into Eq. (24) above, we have
\[ \Gamma = \frac{k}{18\pi} \left( 2 + \frac{E_2^2}{m_X^2} \right) |a_n\langle 0||\sigma^n||1 \rangle + a_p\langle 0||\sigma^p||1 \rangle|^2. \] (27)

Thus, the required nuclear input to the decay width consists of two reduced matrix elements (for each of the two relevant $^8$Be excited states).

The corresponding matrix element for electromagnetic transitions must also have $J = 1$. Taking parity into account, it corresponds to operators of the form $T^{mag}_{J=1,\pm\lambda}$ in Eq. (6). For obvious reasons, these transitions are referred to as $M1$ $^{36,37}$.

3 Ab Initio Calculation of $^8$Be Matrix Elements

To evaluate the nuclear matrix elements, we perform ab initio calculations using realistic nuclear forces. In the present case, this means that we solve the full quantum mechanical system of eight nucleons (for $^8$Be) interacting with each other through forces derived from chiral effective field theory using the in-medium similarity renormalization group (IM-SRG) $^{53,54,55}$, a recently-developed many-body method.

3.1 Chiral Interactions

The inter-nucleon interactions used in our calculation are derived from chiral effective field theory and include two- and three-nucleon components. For the two-nucleon (NN) interaction, we use the result of Entem and Machleidt, Ref. $^{56}$, derived at next-to-next-to-next-to-leading order (N$^3$LO) in the chiral expansion, with a non-local regulator with cutoff $\Lambda_{NN} = 500$ MeV. Importantly, this interaction includes the Coulomb force as well as nuclear isospin symmetry-breaking terms $^{56}$. For the three-nucleon (3N) interaction, we use the local N$^2$LO interaction of Navrátil, Ref. $^{57}$, with cutoff $\Lambda_{3N} = 400$ MeV$^1$ and the two low energy constants $c_D$ and $c_E$ fit to the triton half-life and $A = 3$ binding energies $^{58}$.

To facilitate the convergence of the many-body calculation, the NN and 3N interactions are softened by the similarity renormalization group (SRG) to a momentum scale $\lambda_{SRG} = 2.0$ fm$^{-1}$ $^{59,60}$. We designate this interaction SRG 2.0. As a check, we also employ the same interaction softened to a momentum scale $\lambda_{SRG} = 1.88$ fm$^{-1}$. Since the SRG is a unitary transformation (up to induced four-body forces), the end results should be approximately independent of our choice of $\lambda_{SRG}$. The lower cutoff $\Lambda_{3N}$ mentioned above was used in Ref. $^{61}$, and in many subsequent works (see e.g. $^{62,63,64,65,66}$, because – in the region around $^{16}$O – it produced results with a much weaker dependence on $\lambda_{SRG}$, indicating smaller induced 4N effects. We also compare with calculations using the same N$^3$LO NN

$^1$While the regulators used in the NN and 3N sectors are not the same, there is no consensus as to how to consistently regulate the NN and 3N forces. Fortunately, the present results are not sensitive to these details.
force but with the non-local N²LO 3N interaction of Ref. [67], which is not consistently SRG-evolved, but instead has the 3N contact terms fit to reproduce the $^3$H binding energy and the $^4$He radius. The NN force is SRG softened to $\lambda_{SRG} = 1.8$ fm$^{-1}$, while the 3N force uses a regulator $\Lambda_{3N} = 2.0$ fm$^{-1} \approx 395$ MeV. This interaction – which was previously used to study nuclear matter [67, 68], sd-shell nuclei [69], and selected calcium [70, 71] and nickel [72] isotopes – is designated EM 1.8/2.0.

### 3.2 Many-Body Calculation

We perform the many-body calculation using the IM-SRG, which we summarize below. A more detailed review may be found in Ref. [54]. In this method, the Hamiltonian

$$H = T_{rel} + V_{NN} + V_{3N}, \quad (28)$$

consisting of the relative kinetic energy plus the NN and 3N inter-nucleon interactions, is evaluated in a harmonic oscillator basis with frequency $\hbar \omega$. Since the harmonic oscillator eigenstates form a complete basis, an arbitrary wave function may be represented using an infinite number of basis states, independent of the choice of $\hbar \omega$. In our calculation, we apply a single-particle truncation $2n + \ell \leq e_{\text{max}}$, where $n$ is the radial quantum number and $\ell$ is the orbital angular momentum, so that our results would become exact in the limit $e_{\text{max}} \rightarrow \infty$.

Before implementing the IM-SRG, we begin by performing a spherical Hartree-Fock calculation of the $^8$Be ground state explicitly including the 3N interaction. The interaction is then normal-ordered with respect to the Hartree-Fock ground state, and the residual 3N force is discarded. Note that while we discard the residual 3N piece, we retain most of the original 3N force through its normal-ordered 0-, 1-, and 2-body parts. This approximation has been shown to be sufficient to capture the effects of 3N forces in the $p$-shell, such as the $1^+-3^+$ spin ordering in $^{10}$B [73, 74].

Next, the IM-SRG is used to perform a unitary transformation $U$ which decouples a small valence space from the larger Hilbert space, producing an effective valence space interaction which approximately reproduces a subset of the eigenstates of the full space [75, 66]. In the case of $^8$Be, we decouple the $0p$ shell model space. To achieve this, we write the transformed Hamiltonian as [76]

$$\tilde{H} = UHU^\dagger = e^\Omega He^{-\Omega} = H + [\Omega, H] + \frac{1}{2!}[\Omega, [\Omega, H]] + \frac{1}{3!}[\Omega, [\Omega, [\Omega, H]]] + \ldots \quad (29)$$

where the operator $\Omega = -\Omega^\dagger$ is the generator of the transformation, and the square brackets indicate a commutator. While the last line in Eq. (29) contains an infinite number of terms,

---

2As discussed in Ref [73], because we use a spherical formalism to treat an open-shell system, the reference is not a wave function but instead a particle-number violating ensemble, or mixed-state, reference. However the states produced in the final calculation are proper wave functions with good particle number.
arbitrarily high precision may be obtained with a finite number of terms for well-behaved transformations $U$. The task is then to obtain an operator $\Omega$ that produces a decoupled Hamiltonian. We achieve this by parameterizing $\Omega$ in terms of a flow parameter $s$ and an operator $\eta(s)$ that determines the direction of the flow, and integrating a flow equation

$$e^{\Omega(s+ds)} = e^{\eta(s)ds} e^{\Omega(s)} \downarrow$$

$$\Omega(s + ds) = \Omega(s) + \eta(s)ds + \frac{1}{2}[\eta(s), \Omega(s)] + \ldots,$$

making use of the Baker-Campbell-Hausdorff formula. We choose

$$\eta(s) \equiv \frac{1}{2} \tan^{-1}\left(\frac{2\tilde{H}_{od}(s)}{\Delta(s)}\right) - \text{h.c.}$$

where $\Delta(s)$ is an energy denominator given by the difference of the expectation values of $H(s)$ for the bra and ket states, and the so-called off-diagonal part of the Hamiltonian, $\tilde{H}_{od}$, is the part we wish to suppress. In the present case it is given by those terms which connect valence space configurations to configurations outside the valence space. The arctangent in Eq. (31) is motivated by the solution of a two-level system, and ensures that no over-rotation is performed, even in the case of small denominators. In Eqs. (29,30), we retain only up to normal-ordered two-body operators. This approximation, denoted IM-SRG(2), is the main approximation of the method and typically produces absolute binding energies within approximately 1% of the full solution. Evidently, as the Hamiltonian is decoupled, $\tilde{H}_{od}$ is suppressed, $\eta(s) \rightarrow 0$, and $\Omega(s)$ approaches a fixed point.

At this point, the valence space forms a sub-block that is fully decoupled from the full Hilbert space. We diagonalize $\tilde{H}$ in the valence space, using the shell model code NuShellX [78] to obtain the final wave functions. All transition operators $\mathcal{O}$ are consistently transformed using Eq. (29) replacing $H \rightarrow \mathcal{O}$, as presented in Ref. [79], and are then evaluated with the shell model wave functions.

### 3.3 Results for $^8\text{Be}$

In Fig. 1 we show the resulting excitation spectra in $^8\text{Be}$ up to 20 MeV for a few selected combinations of interactions and model spaces, as well as the experimentally measured spectrum. We find a reasonable reproduction of the spectrum for all cases, noting that broad resonances such as the low-lying $2^+$ and $4^+$ states are typically poorly represented in a harmonic oscillator basis. Fortunately, the states of interest are the lowest two $1^+$ states, corresponding to $^8\text{Be}^*$ and $^8\text{Be}''$ in Table 1, which are narrow and reproduced well by the calculations.

The specific quantities of interest for the present work are the transition matrix elements relevant to Eq. (27) involving the $^8\text{Be}^*$ and $^8\text{Be}''$ states. An important factor in the description of these states, and particularly for the transition rates, is their isospin content. For example, owing essentially to the opposite signs of the proton and neutron spin $g$ factors,
Figure 1: Experimental spectrum of $^8$Be labeled with total angular momentum and parity, compared with calculated spectra using the following interactions and model space parameters (see text for details). The shaded gray bands on the experimental spectrum indicate the width of the state. The 1$^+$ states of interest are highlighted in red. Binding energies in MeV are also given beneath the ground states.

Isovector $M1$ (magnetic dipole) transitions dominate over isoscalar $M1$ transitions in $N = Z$ nuclei (see, e.g., Ref. [80]), while the opposite is true for an axial vector coupling. This feature can be seen in the $M1$ photon transition rates $\Gamma_\gamma$ of the $^8$Be* and $^8$Be*$'$ states listed in Table 1, which are much larger for the $^8$Be*$'$ ($T \simeq 1$) state than the $^8$Be* ($T \simeq 0$) state. Note, however, that these isospin assignments are only approximate and each physical state is a mixture of isospin eigenstates.

Isospin mixing in this context is delicately sensitive to the energy splitting between the two 1$^+$ states, and to the isospin breaking terms in the interaction. As a result, it is difficult to calculate this isospin mixing fraction with high precision. However, since both the vector ($M1$) and axial vector transition rates depend on the mixing, the two quantities become correlated. We adopt the strategy used in Refs. [70, 81, 72] to predict the axial vector matrix elements using their correlation with the isospin mixing and the known $M1$ transition strengths.

3The isospin mixing fraction is not an observable quantity, but it is a useful heuristic to understand
Let us denote the predominantly isoscalar \( ^8\text{Be}^* \) and isovector \( ^8\text{Be}^{*'} \) states by \( |S\rangle \) and \( |V\rangle \), respectively, and the pure isospin eigenstates by \( |T = 0\rangle \) and \( |T = 1\rangle \). Since our calculation methods violate isospin from the beginning, we do not have direct access to the pure isospin states. Instead, we follow Ref. [82] and treat the isospin mixing as two-level mixing, so that the physical states are given by

\[
|S\rangle = \beta|T = 0\rangle + \alpha|T = 1\rangle \\
|V\rangle = -\alpha|T = 0\rangle + \beta|T = 1\rangle .
\] (32)

The isospin mixing parameters may be obtained by

\[
|\alpha|^2 = \frac{1}{2} \langle S|\hat{T}^2|S\rangle , \quad |\beta|^2 = \frac{1}{2} \langle V|\hat{T}^2|V\rangle , \quad \alpha\beta = \frac{1}{2} \langle S|\hat{T}^2|V\rangle
\] (33)

where \( \hat{T}^2 \) is the squared isospin operator.

Meson exchange currents (MEC) in the nuclear current operators have not been included in our calculation. The effect of MECs on \( M1 \) transitions in \( ^8\text{Be} \) was investigated in Ref. [82] using a quantum Monte Carlo approach, yielding a 28% correction to the isovector \( M1 \) matrix element. To account for this, we correct the \( M1 \) matrix elements obtained in our calculation by

\[
\delta_{\text{MEC}}(S) = 0.28 \left( \alpha^2 \langle S||M1||S\rangle + \alpha\beta \langle V||M1||V\rangle \right) \\
\delta_{\text{MEC}}(V) = 0.28 \left( \beta^2 \langle V||M1||V\rangle + \alpha\beta \langle S||M1||S\rangle \right) .
\] (34, 35)

The leading MEC correction to the axial current at low momentum is a two-body operator. We follow Ref. [83] and treat the two-body contribution of this two-body operator by normal-ordering with respect to a Fermi gas. This leads to a fractional correction to the isovector part of the current of

\[
\delta a_1 = -\frac{\rho}{F^2} I(\rho, P = 0) \left[ \frac{1}{3} (2c_4 - c_3) + \frac{1}{6m_N} \right] ,
\] (36)

where \( \rho \) is the nucleon density, \( F_\pi \) is the pion decay constant, \( c_3 \) and \( c_4 \) are low energy constants of the NN interaction, \( m_N \) is the nucleon mass, and the quantity \( I(\rho, P = 0) \), defined as

\[
I(\rho, P = 0) = 1 - \frac{3m_\pi^2}{k_F^2} + \frac{m_\pi^2}{2k_F^2} \cot^{-1} \left( \frac{m_\pi^2 - k_F^2}{2m_\pi k_F} \right) ,
\] (37)

is due to summation in the exchange term. In Eq. (37), \( k_F = (3\pi^2 \rho/2)^{1/3} \) is the Fermi momentum of the Fermi gas, and \( m_\pi \) is the pion mass. Taking \( \rho \approx 0.10 \text{ fm}^{-3} \) yields \( \delta a_1 \approx -0.25 \). We incorporate this fractional correction by scaling the proton axial vector matrix elements by \( (1 + \frac{1}{2}\delta a_1) \) and the neutron matrix elements by \( (1 - \frac{1}{2}\delta a_1) \).

In Fig. 2 we show the matrix elements of the \( M1 \) transition operator (corrected for MECs) and the proton and neutron spin operators \( \sigma_p \) and \( \sigma_n \) connecting the ground state to each of the lowest two \( 1^+ \) states, calculated with the chiral interactions described above. For each

the correlation between the \( M1 \) and axial vector matrix elements. Using this correlation directly produces similar results.
### Table 2: Predicted nuclear matrix elements for the various transitions of interest, obtained by the correlation method described in the text. The predicted value of the $M1$ matrix element for the physical isovector-like state ($V$) is consistent with the experimental value $0.84(7) \mu_N$.

| Matrix element | Prediction |
|----------------|------------|
| $\langle 0^+|M1|V\rangle$ | $0.76(12) \mu_N$ |
| $\langle 0^+|\sigma_p|V\rangle$ | $0.102(28)$ |
| $\langle 0^+|\sigma_n|V\rangle$ | $-0.073(29)$ |
| $\langle 0^+|\sigma_p|S\rangle$ | $-0.047(29)$ |
| $\langle 0^+|\sigma_n|S\rangle$ | $-0.132(33)$ |

interaction, points are shown for a range of basis truncations $e_{\text{max}}$ and oscillator frequencies $\hbar \omega$, establishing a clear correlation between the matrix elements and the isospin mixing. In the figures we multiply the $\sigma$ matrix elements by the sign of the $M1$ matrix element to eliminate effects due to the (arbitrary) relative sign of the initial and final wave functions.

As the $|S\rangle$ state is predominantly $T = 0$, MEC corrections to the decay of this state are smaller and we expect this calculation to be more accurate than for the decay of the $|V\rangle$ state. In the upper left panel of Fig. 2 we observe a strong correlation between the $\langle 0^+M1|S\rangle$ matrix element and the isospin mixing, indicated by the purple band. We use this correlation and the experimentally known $M1$ strength to constrain the isospin mixing in our calculations, and find $|\alpha| = 0.35(8)$. This is larger than the value $\alpha = 0.21(3)$ extracted in Ref. [84] from a fit to data based on shell model calculations and a bare $M1$ operator, but consistent with $\alpha = 0.31(4)$ obtained in Ref. [82] that does include MEC corrections. With this constraint, we make predictions for the other matrix elements, indicated by the hashed boxes in Fig. 2. Our results are summarized in Table 2.

4 The $^8\text{Be}$ Anomaly from an Axial Vector

Equipped with the nuclear transition matrix elements and the formalism described above, we can now address the Atomki $^8\text{Be}$ anomaly [22] in terms of a light axial vector. Recall that the anomaly is seen in isoscalar $^8\text{Be}^* \rightarrow ^8\text{Be}$ transitions, but not in isovector $^8\text{Be}^{*'} \rightarrow ^8\text{Be}$. We find that this feature can arise naturally for decays to a light axial vector.

4.1 Isoscalar $^8\text{Be}^* \rightarrow ^8\text{Be} + X$ Transitions

The original experimental paper reporting the $^8\text{Be}$ anomaly also provided an interpretation in terms of a light vector boson [22]. The best fit mass and decay rate explaining the observed deviation from the predicted internal pair creation signal assuming $\text{BR}(X \rightarrow e^+e^-) = 1$ were
Figure 2: Reduced transition matrix elements for the $M1$, $\sigma_p$, and $\sigma_n$ operators between the $|S\rangle$ ($^8\text{Be}^*$, left column) and the $|V\rangle$ ($^8\text{Be}^\ast'$, right column) $1^+$ excited states and the ground state of $^8\text{Be}$ as a function of the isospin mixing fraction $|\alpha|^2$. Approximate corrections for meson exchange currents have been included. Circles indicate results using the SRG 1.88 interaction, triangles indicate the SRG 2.0 interaction, and squares indicate the EM 1.8/2.0 interaction. The single-particle basis truncations are indicated by different colors: $e_{\text{max}} = 4$ (cyan), 6 (green), 8 (blue), 10 (magenta), 12 (red). We include points for oscillator frequencies $\hbar\omega=12, 16, 20, 24, \text{and } 28$ MeV. The $M1$ matrix element for the $T \simeq 0, J^P = 1^+$ state in the upper left is used to constrain the range of the isospin mixing fraction, which is then used to make predictions for the other matrix elements, indicated by the hashed boxes.

reported to be

$$m_X \simeq 16.7 \text{ MeV}, \quad \frac{\Gamma^{^8\text{Be}^*\rightarrow^8\text{Be}X}}{\Gamma^{^8\text{Be}^*\rightarrow^8\text{Be}\gamma}} \simeq 5.8 \times 10^{-6},$$

(38)
with $\Gamma^{8\text{Be}^* \to 8\text{Be} \gamma} \simeq (1.9 \pm 0.4) \text{eV}$ [23]. Best-fit points for fixed higher masses were subsequently presented in Ref. [25], citing a private communication with the authors of Ref. [22]. These are:

$$m_X \simeq 17.3 \text{MeV}, \quad \frac{\Gamma^{8\text{Be}^* \to 8\text{Be} X}}{\Gamma^{8\text{Be}^* \to 8\text{Be} \gamma}} \simeq 2.3 \times 10^{-6} \quad (39)$$

$$m_X \simeq 17.6 \text{MeV}, \quad \frac{\Gamma^{8\text{Be}^* \to 8\text{Be} X}}{\Gamma^{8\text{Be}^* \to 8\text{Be} \gamma}} \simeq 5.0 \times 10^{-7}.$$  

It is likely that the overall fit to the data is worse for these higher masses [22]. The best-fit mass and width for an axial vector may also differ due to the potentially slightly different angular distribution of $e^+e^-$ pairs relative to a purely vector coupling. However, in both cases more information about the experimental apparatus and analysis would be needed to investigate these features in detail.

Starting with the masses and decay widths listed above, we compute the range of quark couplings to the axial vector that explain the $^8\text{Be}$ anomaly. To do so, we use Eqs. (19, 20) to relate the quark couplings $g_q$ to the coefficients $a_p$ and $a_n$, and then evaluate the decay width of Eq. (27) varying the nuclear matrix elements listed in Table 2, as well as the nucleon coefficients in Eq. (17), across their uncertainty bands. The final results are shown in Fig. 3 assuming $g_u < 0$, $g_d > 0$, $g_s = g_d$, and $\text{BR}(X \to e^+e^-) = 1$.

The ranges of potential axial vector quark couplings for the $^8\text{Be}$ anomaly are fairly large due to the significant uncertainties on the values of the nuclear matrix elements. If the anomaly is confirmed in future experiments, it will be important to increase the precision of the nuclear calculation. Despite these uncertainties, we can draw some preliminary conclusions about the parameter space consistent with the anomaly. In general, we find that $\text{Max}(|g_u|, |g_d|) > 10^{-5}$ is required to explain the result. Note that this is significantly smaller than the quark couplings needed for the protophobic vector explanation of the anomaly studied in Refs. [24, 25]. This can be understood in terms of the leading partial wave for the decay, with the axial vector decay proceeding at $\ell = 0$ and proportional to $k/m_X \ll 1$ (from phase space), while the vector decay proceeds at $\ell = 1$ with a rate proportional to $k^3/m_X^3$ [24].

### 4.2 Isovector $^8\text{Be}^* \to ^8\text{Be} + X$ Transitions

The transition rate for $^8\text{Be}^{*''} \to ^8\text{Be}^+ X$ can be computed in the same way as discussed above. Since no significant excess was seen in $^8\text{Be}^* \to ^8\text{Be} + e^+e^-$ [22, 85], we must check whether the quark couplings $g_q$ that explain the anomaly in the isoscalar channel are consistent with the data in the isovector mode.

The condition we impose on the isovector channel for a given vector boson mass follows that used in Ref. [24]:

$$\frac{\Gamma^{8\text{Be}^* \to 8\text{Be} X}}{\Gamma^{8\text{Be}^* \to 8\text{Be} \gamma}} > 5 \times \frac{\Gamma^{8\text{Be}^{*''} \to 8\text{Be} X}}{\Gamma^{8\text{Be}^{*''} \to 8\text{Be} \gamma}}. \quad (40)$$

This (approximate) requirement is obtained by assuming that the statistical uncertainties
Figure 3: Quark couplings required to explain the MTA-Atomki $^8$Be anomaly via a light axial vector assuming $g_u < 0$, $g_d > 0$, and electron couplings such that $\text{BR}(X \rightarrow e^+e^-) = 1$ is prompt. The hatched band was obtained by considering $m_X = 16.7, 17.3, 17.6$ MeV, imposing the corresponding requirements in Eqs. (38)-(39) to explain the MTA-Atomki result, then varying the relevant nuclear matrix elements and nucleon coefficients $\Delta u^{(p),(n)}$, $\Delta d^{(p),(n)}$, $\Delta s^{(p),(n)}$ across their allowed ranges. Points below the hatched region feature couplings too small to explain the observed $^8$Be* transition rate for the three masses considered. The orange region to the upper right is excluded by the non-observation of an excess in the isovector $^8$Be*′ → $^8$Be + e+e− channel for $m_X = 16.7-17.6$ MeV.

on the $^8$Be*′ transition are comparable to those for the $^8$Be* transition, and that the ratios of the pair creation to electromagnetic transition rates are similar for both states\footnote{We thank Jonathan Feng for clarification on this point.}. A more precise upper bound on the isovector transition rate would require additional information about the MTA-Atomki detector sensitivities.

In Fig. 3 we show the impact of the $^8$Be*′ condition of Eq. (40) on the possible ranges $g_u$ and $g_d$. Values of the couplings for which Eq. (40) is not satisfied for any value of the nuclear matrix elements within the ranges quoted in Table 2 nucleon coefficients within the ranges of Eq. (17), and $m_X \in [16.7, 17.6]$ MeV are indicated by the orange shaded region in the figure. The limit is the strongest model-independent constraint on the parameter space shown, highlighting the potential for nuclear decay experiments to probe previously unexplored theories of light vector bosons. The hatched region in Fig. 3 comprises the couplings that can be consistent with both the $^8$Be* anomaly and the $^8$Be*′ constraint. Roughly, this requires $\text{Max}(|g_u|, |g_d|) \lesssim 10^{-4}$.

The results of Fig. 3 also reflect that the $^8$Be*′ → $^8$Be+X transition rate can be suppressed
relative to that of the $^8\text{Be}^* \rightarrow ^8\text{Be} + X$ mode for an axial vector, which is an important virtue of the axial vector interpretation. This effect is dynamical, as can be seen by comparing the relative sizes and signs of the reduced matrix elements in Table 2. In particular, the axial vector matrix elements are of similar size for both the isoscalar and isovector states, while the $M_1$ matrix element relevant to the denominators in Eq. (40) is much larger for the isovector than the isoscalar. This leads to a suppression of the isovector ratio in Eq. (40) relative to the isoscalar that is not possible for a light gauge boson with only vector couplings, for which the relevant matrix elements are also proportional to those for the $M_1$ transition. One must then rely on kinematic suppression of the vector contribution to this transition by pushing the mass of the new particle closer to the $^8\text{Be}^*$ threshold [24, 25], which appears to worsen the fit to experimental data.

5 Constraints on Axial Vectors for the $^8\text{Be}$ Anomaly

In addition to the requirements on the quark couplings discussed above, the axial vector must couple to leptons to allow it to decay to $e^+e^-$ pairs within the Atomki detector. Lepton couplings also typically arise when the axial vector is embedded in a consistent UV-complete theory. Together, these quark and lepton couplings imply significant constraints on light vector explanations of the $^8\text{Be}$ anomaly. In this section we investigate the most significant constraints on a light vector with axial quark couplings, making extensive use of the recent related analyses of Refs. [9, 25, 33]. These bounds will be applied to a UV complete theory of a light axial vector in the section to follow.

To focus our study on the most important constraints on light axial vector explanations of the $^8\text{Be}$ anomaly, we adopt the following assumptions:

1. The light vector $X$ has only axial couplings to quarks, and these couplings are generation independent to avoid flavor mixing.

2. Both vector and axial couplings to charged leptons are allowed for the light vector:

$$\mathcal{L} \supset X_\mu \sum_i \bar{\ell}_i \left( g_i^V \gamma^\mu \ell_i + g_i^A \gamma^\mu \gamma^5 \ell_i \right),$$

where the sums run over the charged leptons of the Standard Model. These couplings are again assumed to be generation independent.

3. The couplings of the vector boson to neutrinos vanish. This circumvents stringent constraints from electron-neutrino scattering experiments [33, 86, 87, 88], and guarantees $\text{BR}(X \rightarrow e^+e^-) = 1$ in the absence of other light states.

With these assumptions, we compute the most significant constraints on light vectors due their lepton and quark couplings.
5.1 Lepton Coupling Constraints

For a light vector $X$ to explain the $^8\text{Be}$ anomaly, its couplings to electrons must be large enough that it decays inside the Atomki detector. As pointed out in Refs. [25], this implies

$$\frac{\sqrt{(g^V_e)^2 + (g^A_e)^2}}{e} \gtrsim 1.3 \times 10^{-5}. \quad (42)$$

Beyond this basic requirement, the lepton couplings of a light vector are constrained by lepton anomalous magnetic moments, beam dump searches, electron-positron collider experiments, and tests of parity violation in Möller scattering.

5.1.1 Anomalous Magnetic Moments

The anomalous magnetic moments of the charged leptons are affected by a light vector that couples to them. The corresponding shifts in $\delta a_e, \mu \equiv (g - 2)_{e,\mu}$ for a general vector boson $X$ with both vector and axial couplings to leptons are [9]

$$\delta a_e = \frac{(g^V_e)^2}{4\pi^2} \int_0^1 dx \frac{x^2(1-x)}{x^2 + \frac{m^2}{m_X^2}} \left[ \frac{(g^A_e)^2}{4\pi^2} \frac{m^2}{m^2_X} \int_0^1 dx \frac{2x^3 + (x-x^2)(4-x)x^2}{x^2 + \frac{m^2}{m^2_X}} \right]$$

$$\delta a_\mu = \frac{(g^V_\mu)^2}{4\pi^2} \int_0^1 dx \frac{x^2(1-x)}{x^2 + \frac{m^2}{m^2_\mu} (1-x)} \left[ \frac{(g^A_\mu)^2}{4\pi^2} \frac{m^2}{m^2_\mu} \int_0^1 dx \frac{2x^3 + (x-x^2)(4-x)x^2}{x^2 + \frac{m^2}{m^2_\mu}} \right]. \quad (43)$$

In general, the axial coupling of a light vector to leptons leads to negative contributions to their anomalous magnetic moments. In the case of the muon, where the SM prediction is already lower than the measured value by about 3.4 $\sigma$ [89, 90], a light vector with purely axial couplings to muons worsens the disagreement.

The interpretation of the measurement of $a_\mu$ as a constraint requires some care, since a naive application of the experimental result would also exclude the Standard Model. The disagreement between measurement and the SM prediction is about $2.9 \pm 0.8 \times 10^{-9}$ [89, 90]. To obtain a constraint from $a_\mu$, we demand that the contribution to $\delta a_\mu$ from the axial vector be less than the 2$\sigma$ uncertainty (in either direction) of the discrepancy between experiment and the SM: $|\delta a_\mu| \lesssim 1.6 \times 10^{-9}$. For $m_X \simeq 17$ MeV, this amounts to

$$\left| -(g^A_\mu)^2 + 9 \times 10^{-3} (g^V_\mu)^2 \right| \lesssim 1.6 \times 10^{-9}. \quad (44)$$

Let us also emphasize that numerous proposals have been made to explain the disagreement in $a_\mu$, and many of them invoke weak-scale physics that would not significantly alter the other low-energy observables considered here. In this context, our requirement on $|\delta a_\mu|$ from a light axial vector corresponds to an absence of a strong cancellation with other contributions.

For the $a_e$ constraint, we impose $-26 \times 10^{-13} < \delta a_e \lesssim 8 \times 10^{-13}$ [91].
5.1.2 Electron Beam Dump Experiments

Light vector bosons can be produced at electron beam dump experiments \[11\]. For \(m_X \approx 17\) MeV, the most stringent constraint comes from the SLAC E141 experiment \[92\], which requires \[16, 33\]

\[
\frac{\sqrt{(g_A^e)^2 + (g_V^e)^2}}{e} \gtrsim 2 \times 10^{-4}.
\] (45)

In this regime, the vector \(X\) would have decayed before reaching the detector. Other electron beam dump experiments yield less stringent bounds on the couplings; see Refs. \[25, 33\] for a more comprehensive discussion of these constraints.

5.1.3 Electron-Positron Colliders

A light axial vector coupling to electrons can be produced at \(e^+e^-\) experiments. The KLOE2 search for \(e^+e^- \rightarrow X\gamma, X \rightarrow e^+e^-\) sets a limit of \[25, 33\]

\[
\frac{\sqrt{(g_A^e)^2 + (g_V^e)^2}}{e} \lesssim 2 \times 10^{-3}.
\] (46)

for \(m_X \approx 17\) MeV. The BABAR experiment also searched for \(e^+e^- \rightarrow X\gamma, X \rightarrow \ell^+\ell^-\), but only down to \(m_X \gtrsim 20\) MeV \[93\].

5.1.4 Parity Violating Møller Scattering

Mixed axial-vector couplings of \(X\) to leptons induces parity violation in Møller scattering. This was studied in the E158 experiment at SLAC \[94\], and for \(m_X \approx 17\) MeV produces the constraint \[33\]

\[
|g_V^e g_A^e| \lesssim 1 \times 10^{-8}.
\] (47)

Aside from \(a_\mu\), this limit gives the the most stringent upper bound on lepton couplings in the UV-complete scenario we discuss below.

5.2 Quark Coupling Constraints

Light vector bosons can be constrained further if they couple to both quarks and leptons, as required to explain the \(^8\)Be anomaly. The two most important quark coupling constraints on this scenario, and given our assumptions, come from \(\eta\) decays and proton beam dump experiments.

5.2.1 Rare \(\eta\) Decays

New light particles can contribute to rare decays of the \(\eta\) meson. As discussed in Refs. \[33, 95\], the decay amplitude for \(\eta \rightarrow \mu^+\mu^-\) receives a new contribution from the axial vector
approximately proportional to $g^A_\mu (g_u + g_d - cg_s)$ that interferes with the SM contribution. Here $c$ is a real $O(1)$ number that depends on the precise values of the $\eta - \eta'$ mixing parameters used. This new contribution can produce a significant shift in the decay width for this mode relative to the SM alone, which agrees with data to within about 1σ. To determine the corresponding constraint, we evaluate the $\eta \to \mu^+\mu^-$ partial width following Ref. [95], and demand that the net shift be less than the $2\sigma$ uncertainty on the SM prediction. This corresponds roughly to

$$g^A_\mu (g_u + g_d - 1.5g_s) \left(\frac{m_X}{\text{MeV}}\right)^2 \lesssim 4 \times 10^{-10}. \quad (48)$$

Note that this differs slightly from the bound quoted in Ref. [33] obtained using a different value for the $\eta - \eta'$ mixing angle; the impact of this difference is negligible on the parameter space of interest.

### 5.2.2 Proton Fixed Target Experiments

Proton fixed target experiments also constrain the quark couplings of the vector, this time in combination with the electron couplings. In particular, the limits from the $\nu$-Cal I experiment at the IHEP U70 accelerator provide bounds on $X$ production from bremsstrahlung off the proton beam [96]. In dark photon models, the corresponding bound is $\epsilon^2 \lesssim 3.7 \times 10^{-13}$ or $\epsilon^2 \gtrsim 2.5 \times 10^{-9}$; very small couplings are allowed because most of the dark photons decay before the detector, while larger couplings imply that the dark photons decay well after.

To recast this constraint onto the axial vector scenario, we reinterpret the constraint of the $\nu$-Cal experiment on the number of dark vector bosons $N_{\text{sig}}$ produced by bremsstrahlung off the initial beam that decay inside the fiducial volume of the detector. This number is given by

$$N_{\text{sig}} = N_{\text{tot}} \eta \int dE_X \frac{dN}{dE_X} P(E_X) \quad (49)$$

where $N_{\text{tot}}$ is the total number of proton collision events, $P(E_X)$ is the probability for the vector to decay inside the detector, $dN/dE_X$ is the differential $X$ vector production rate per proton interaction, and $\eta$ is the efficiency of the detector. The probability $P(E_X)$ is given by

$$P(E_X) = \exp \left( -\frac{d_1 m}{c\tau|\mathbf{p}|} \right) - \exp \left( -\frac{d_2 m}{c\tau|\mathbf{p}|} \right), \quad (50)$$

with $d_1 = 64$ m the distance from the beam dump to the front end of the detector, $d_2 = 87$ m the distance to the rear, and $\tau$ the $X$ lifetime. The expressions for $dN/dE_X$ found in Ref. [96] can be carried over directly to the pure axial case with the replacement $ee \leftrightarrow a_\mu$.\footnote{In the generalized Fermi-Williams-Weizäcker method used in Ref. [96] to derive the bounds, the Bremsstrahlung production cross-section for $X$ is proportional to the cross-section for the Compton-like process $p + \gamma^* \to p + X$ (see e.g. Ref. [11] for a more detailed discussion). Upon inspecting the squared matrix element $|M|^2$ for the $2 \to 2$ process in both the pure vector and axial vector case, and using the Dirac algebra and Dirac equation to commute the $\gamma^5$ factors, one finds that they are identical for both processes, with the replacement $ee \leftrightarrow a_\mu$.}
to be smaller than the corresponding upper limit presented in Ref. [96] constrains the couplings $a_p$, $g_V^e$, and $g_A^e$. These bounds are shown in Fig. 4 and are generally found to be less stringent than other constraints on the relevant parameter space.

5.2.3 Comments on Other Constraints

The NA48/2 experiment [97] constrains the decay $\pi^0 \rightarrow \gamma X$, $X \rightarrow e^+e^−$. The amplitude for this process is proportional to the axial anomaly trace factor and vanishes for purely axial quark-X couplings, up to chiral-symmetry breaking effects proportional to light quark masses [25, 33, 98]. Note that this constraint required vector explanations of the $^8$Be anomaly to be “protophobic”. This feature also implies that there are no strong constraints from pion decay constraints in proton beam dump experiments [99].

A related potential constraint comes from the KLOE-2 search for $\phi \rightarrow \eta X$, $X \rightarrow e^+e^−$, which depends specifically on the coupling of the light vector to the strange quark [100]. However, since the $\phi$ has $J^P = 1^−$ and the quark couplings of the light vector conserve parity, the argument for $\pi \rightarrow \gamma X$ can be applied here to the extent that the internal structure of the $\phi$ can be neglected. Even omitting this suppression, setting the axial form factor to be of the same order as the vector form factor we find that the bound imposed by this decay mode is subleading relative to the others considered in this section.

Other constraints on light vectors arise from atomic parity violation experiments [101] and limits on new particles from neutron-nucleus scattering [102]. Atomic parity violation does not give a bound in the present case since we consider an axial vector that conserves parity in the quark sector, but it would be relevant away from the purely axial (or vector) limit. Bounds from neutron-nucleus scattering are expected to be less important than in the vector case due to the decoherence induced by the coupling of $X$ to nucleon spin rather than a conserved charge. Note as well that these constraints are already subdominant in the pure vector case.

6 A UV Completion for the $^8$Be Anomaly

As we have seen, the constraints on a light vector boson can depend on both its lepton and quark couplings. In contrast, the $^8$Be anomaly only specifies a range of quark couplings (provided the decay of the vector to electrons is fast enough). However, both the quark and lepton couplings of a light vector boson will typically be related to each other in an underlying UV complete theory. In this section, we construct a simple UV completion of a light vector with exclusively axial couplings to quarks that satisfies the basic assumptions listed at the beginning of Section 5. We also show that the theory can explain the Atomki $^8$Be anomaly while maintaining consistency with existing experimental searches.
6.1 A Simple UV-Complete Theory

There has been recent interest in building UV-complete anomaly-free theories of light axially-coupled vector bosons \[33, 103\]. We will focus on the model presented in Sec. 5.2 of Ref. \[33\], and defer a more detailed model-building effort to a future investigation.

Consider a dark $U(1)_{\text{RH}}$ gauge theory with coupling $g_D$ under which the right-handed SM fermions (e.g. $u^c$, $d^c$, $e^c$) are charged. Denote the corresponding charge of the RH SM fermion $f^c$ as $q_f$. The charges are assumed to be the same for all three generations, with $q_d = q_e$ and the SM Higgs taken to be neutral under $U(1)_{\text{RH}}$. We include two dark Higgs fields, $H'_{u,d}$, both neutral under the SM gauge group and with $U(1)_{\text{RH}}$ charges $-q_u$, $-q_d$, respectively. The $U(1)_{\text{RH}}$ symmetry is spontaneously broken by non-zero vacuum expectation values for the dark Higgses, $v'_{u,d}$. In addition to the explicit charges, we allow for non-zero kinetic mixing $\epsilon$ between $U(1)_{\text{RH}}$ and $U(1)_Y$. This setup, detailed in Ref. \[33\], generically gives rise to mixed vector and axial couplings of the massive $U(1)_{\text{RH}}$ vector boson $X$ to the charged Standard Model fermions (but not neutrinos).

In the scenario described above, the usual Standard Model Yukawa terms are forbidden by gauge invariance. Following Ref. \[33\], Yukawa interactions for the SM fermions can be generated by introducing a set of heavy new vector-like $SU(2)_L$ doublet fermions $\Psi_f$ (and their conjugates, $\Psi_f^c$) with $U(1)_{\text{RH}}$ charges $-q_f$ and vector-like masses $M$ (assumed to be the same for all $\Psi$ for simplicity). The charges of $\Psi_f$ under the SM gauge group are assumed to be the same as those of the corresponding left-handed SM fermion doublet. We can introduce the interactions

$$\mathcal{L}_{\text{Yukawa}}^{\text{UV}} = -H_u' \Psi_u y_u' Q - H \Psi_u y_u u^c - H_d' \Psi_d y_d' Q - H^\dagger \Psi_d y_d d^c - H_u \Psi_u y_u' L - H^\dagger \Psi_u y_u e^c + \text{h.c.}$$

where $y'_{u,d,e}$ are generation-independent $3 \times 3$ matrices, $y_{u,d,e}$ are proportional to the corresponding Standard Model Yukawa matrices, and $Q$, $L$, and $H$ are the Standard Model quark, lepton, and Higgs doublets, respectively. Upon integrating out the vector-like fermions, these interactions yield effective SM-like Yukawa couplings of the form

$$\mathcal{L}_{\text{Yukawa}}^{\text{IR}} = y_{u,\text{eff}} H Q u^c + y_{d,\text{eff}} H^\dagger Q d^c + y_{e,\text{eff}} H^\dagger L e^c + \text{h.c.},$$

where $y_{f,\text{eff}} \equiv y_f y_f' v'_{u,d}/M$. Note that $M$ must be larger than about a TeV to avoid constraints from LHC searches on new vector-like quarks and leptons.\[6\] In this construction, we have assumed the framework of Minimal Flavor Violation (MFV), whereby $\Psi_f$ transforms as a triplet under the corresponding $SU(3)_f$ flavor subgroup, and new contributions to flavor-changing neutral currents are suppressed.

\[6\]As discussed in Ref. \[33\], $M$ cannot be arbitrarily large: obtaining the sizeable top quark Yukawa coupling for fixed values of the up-type axial coupling and $m_X$ places an upper bound on $M$ (assuming perturbatively small couplings in the matrices $y, y'$). However, we find that $M$ can easily be in the multi-TeV range for $m_X \approx 17$ MeV, axial quark couplings $\lesssim 10^{-4}$, and $\sim \mathcal{O}(1)$ couplings in $y, y'$. We therefore expect the corresponding constraints to be readily satisfied in the parameter space relevant for explaining the $^8$Be anomaly.
Given the assumptions above, the couplings of the massive $U(1)_{\text{RH}}$ boson, $X$, to quarks are purely axial provided the following relation is satisfied:

$$g_D q_u \simeq -2g_D q_d \simeq \frac{4}{3} e \epsilon .$$  \hspace{1cm} (53)

Matching to our previous notation, this implies

$$g_u = -2 g_d, \quad g^A_{e,\mu} = g_d, \quad g^V_{e,\mu} = 2 g_d$$  \hspace{1cm} (54)

where $g_d$ can be treated as a free parameter. As discussed in Ref. 33, demanding purely axial couplings to quarks requires a tuning of $\epsilon$. Since our goal is simply to demonstrate that viable UV complete axial vector scenarios explaining the $^8\text{Be}$ anomaly exist, we will not comment further on this issue here.

As it stands, the would-be $U(1)_{\text{RH}}$ gauge symmetry is anomalous. This can be corrected by introducing additional fermions charged under $SU(3)_c$, $U(1)_Y$ and $U(1)_{\text{RH}}$ to cancel the anomalies. These new fermions, dubbed anomalons in Ref. 33, are vector-like under the SM gauge groups but chiral under $U(1)_{\text{RH}}$. They are assumed to obtain masses from the expectation values of the two dark Higgs fields, which will also contribute to the mass of the $X$ vector boson. Since the anomalons carry color charge, their masses must be larger than about a TeV to be consistent with LHC searches. Demanding $m_X \simeq 17$ MeV then implies that $33$

$$\sqrt{(g_d)^2 + (g_u)^2} \lesssim \left( \frac{y_\psi}{4\pi} \right) \times 10^{-4},$$  \hspace{1cm} (55)

where $y_\psi$ is the Yukawa coupling of the anomalon fermions to the dark Higgses, assumed to be the same for both up- and down-type species.

In this setup, the dark Higgs bosons are SM singlets and are weakly constrained, coupling to the visible sector either through the $X$ vector boson, loops of the new vector-like fermions, or Higgs portal-type interactions. We therefore expect that there is enough freedom in the Higgs sector to straightforwardly satisfy the corresponding (highly model-dependent) constraints on the new Higgs scalars.

Note that the present construction could be modified to allow for $q_e \neq q_d$ by introducing another dark Higgs field. One could also envision a UV completion with generation-dependent couplings, along the lines discussed in Sec. 5.3 of Ref. 33, at the cost of additional tunings. Such modifications could potentially open up additional parameter space for explaining the $^8\text{Be}$ anomaly in terms of a light axially-coupled vector, but we do not pursue these directions further here.

### 6.2 Constraints on the Theory and the $^8\text{Be}$ Anomaly

Within this UV complete light axial vector scenario, we can now connect the quark couplings needed to address the $^8\text{Be}$ anomaly to the many constraints on the theory that also depend on lepton couplings. In Fig. 4 we show the most stringent bounds on the theory in the $|g_u|$-$|g_d|$ plane with $g_u < 0, g_d > 0$, and the lepton couplings fixed in terms of $g_d$ as in Eq. (54).
Figure 4: Quark level couplings required to explain the Atomki $^8$Be anomaly along with the most important constraints in the UV complete scenario described in Section 6. For this specific model, $g_u$ and $g_d$ lie along the dashed black line. The experimentally allowed region is indicated as such, and includes values of the couplings consistent with an axial vector interpretation of the $^8$Be anomaly, depicted by the hatched region.

Imposing the additional relation $g_u = -2g_d$ implied by the theory gives the dashed diagonal line. We do not include the anomalon bound of Eq. (55) in the figure as the coupling $y_{\psi} < 4\pi$ can be chosen such it does not constrain any additional parameter space. It would be beneficial to re-visit and sharpen this bound in a more detailed phenomenological study, however we defer this to future work. The hatched region in Fig. 4 indicates where the light vector can account for the Atomki $^8$Be anomaly. This band was obtained by varying $m_X$, the nuclear matrix elements in Table 2 and the coefficients $\Delta u(p),(n)$, $\Delta d(p),(n)$, $\Delta s(p),(n)$ in Eq. (17) across their allowed ranges, while also imposing the constraint of Eq. (40) on the $^8$Be* transition rate. We see from this figure that there exists a small region of parameter space (with $|g_d| \sim 3 - 4 \times 10^{-5}$) in which the light axial vector provides a viable explanation of the $^8$Be anomaly and is compatible with all other experimental constraints.

The strongest bounds on the theory tend to come from the lepton couplings of the light vector. Since these are fixed in terms of the quark couplings by our choice of UV completion, it is possible that there are other consistent UV models that are less constrained. Even more parameter space could open up if the assumptions about the couplings of the light vector listed at the start of Section 5 were relaxed. We postpone a more detailed investigation of these considerations to future work.

Let us also point out that the most important limit on the quark couplings alone comes from the Atomki measurements themselves [22] with the entire region to the upper right of the hatched region in Fig. 4 excluded by their data (up to nuclear uncertainties). Should
the anomaly disappear in the future with more data, these constraints would become even stronger. This again provides an important illustration of how precision nuclear measurements can be used to study light vectors (and other particles) beyond what is possible with other experiments.

7 Conclusions

Rare nuclear decays are a promising search channel for new hidden particle species with masses near the MeV scale. The anomaly seen in the $e^+e^-$ spectrum of isoscalar $^8\text{Be}^*(1^+) \rightarrow ^8\text{Be}(0^+)$ transitions at the Atomki facility can be explained by the emission of a light vector boson in this process \cite{22,24}. In this paper, we have studied such an interpretation for a light vector boson with axial couplings to quarks. To do so, we have performed a detailed \textit{ab initio} calculation of the relevant nuclear transition matrix elements. We find that such a vector can account for the anomaly provided it has a mass of $m_X \simeq 17$ MeV and axial couplings to quarks on the order of $g_q \sim 10^{-5} - 10^{-4}$. Relative to vector bosons with exclusively vector couplings to quarks, the axial interpretation provides a natural suppression of vector emission in the isovector $^8\text{Be}^*(1^+) \rightarrow ^8\text{Be}(0^+)$ transition, where no anomaly is seen.

In this work we have also investigated other constraints on light vector bosons with axial quark couplings, and we have applied them to a simple UV realization of the theory. We find that the UV complete theory studied here can explain the $^8\text{Be}$ anomaly while being consistent with all current experimental searches. More generally, we also find that the Atomki measurements of the $^8\text{Be}$ system can provide the most sensitive model-independent probe of the interactions of a light vector with quarks. This motivates future searches for light vector bosons and other particles in rare nuclear transitions.
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