Predicting the Directional Transport of Multivalent Cargo from Position Dependent Binding and Unbinding Rates
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Multivalent cargo that can interact with substrates via multiple interaction sites exhibit shared characteristics despite being found in different systems at different length-scales. Here, a general analytical model has been developed that can describe the motion of multivalent cargo as a response to position dependence in the binding and unbinding rates of their interaction sites. Cargo exhibit both an effective diffusivity and velocity, which acts in the direction of increasing cargo-substrate binding rate and decreasing cargo-substrate unbinding rate. This model can reproduce previously published experimental findings using only the binding and unbinding rate distributions of cargo interaction sites, and without any further parameter fitting. Extension of the cargo binding model to two dimensions reveals an effective velocity with the same properties as that derived for the 1D case.

I Introduction

Multivalent cargo, defined as cargo that can interact with a substrate via multiple interaction sites, exist at a range of microscopic length-scales and exhibit a range of interesting dynamical phenomena. For example: small multivalent ligand molecules exhibit diffusive motion on receptor-functionalised surfaces [1]; polymers consisting of many protein molecules interact and guide each other’s growth via multiple crosslinkers [2–5]; chromosomes (collections of DNA and proteins) that can simultaneously interact with multiple polymers in cells are transported processively towards the cell poles during mitosis [6, 7], and organelles tubulate in response to rapid interactions between their membrane-associated proteins and passing growing polymers [8–10]. Many of these examples describe the interactions between multivalent cargo and microtubules in cells, which are hollow cylindrical polymers that act as ‘tracks’ for the directional transport of vesicles by motor proteins [11]. These cargo-microtubule interactions can occur directly, or can be mediated by highly specialised end-binding proteins (EBs) that transiently and preferentially bind to the unique structure at the growing ends of microtubules [12–19]. Cargo motion driven by binding and unbinding events is distinct from that exhibited by monovalent particles that cannot move by this mechanism once bound. For example, EBs
accumulate at growing microtubule ends only at the population-level due to their pre-
ferential binding dynamics [2,10,18–24], whereas cargo that can interact simultaneously
with multiple EBs are able to co-move with growing microtubule ends whilst maintaining
at least one cargo-EB-microtubule linkage [5,25].

Although the example systems listed above each consist of different interaction net-
works, they share the characteristics that each interaction site can interact only transiently
with their corresponding substrate, and that relatively few interaction sites are required
to generate cargo motion [1,5,25,26]. It can also be predicted that the average dwell times
of each type of cargo strongly depend on the number of their interaction sites that can
bind to the substrate [7,26,28]. It is therefore expected that the underlying mechanism
by which the valency of cargo is coupled to their dynamical behaviour is the same for all
of these systems, but no general model has yet been developed to show this.

Traditionally, the dynamics of cargo systems are modelled by studying the discrete
binding dynamics of individual interaction sites [1,5,25–29], which often require numerical
solvers due to their combinatorial complexity [30]. Cargo dynamics can then be obtained
directly using simulations [1,4,25], or derived analytically from either the forces generated
by the elongation of the (approximately ‘spring-like’) linkers that connect the interaction
sites to the main body of the cargo [28,29], or the free energy associated with the possible
binding states available for the cargo [5]. For these approaches, it is often difficult to
extract analytical formulae that describe the coarse-grained motion of the cargo being
studied. Alternatively, the forms of coarse-grained parameters describing cargo motion
can be assumed, and parameter fitting can be used to calibrate their evolution based on
experimental findings. Recent models have begun to investigate how position dependence
in cargo-substrate interactions can result in the directional motion of cargo, but this is
currently limited to step-like gradients in simplified interaction networks [5].

Here, a general model of cargo motion has been developed that only requires the bind-
ing and unbinding rate distributions of individual interaction sites as input parameters,
such that predictions of coarse-grained dynamical parameters can be made without pa-
rameter fitting. Equations that describe cargo motion have been derived explicitly and
show that cargo diffuse in the absence of position dependence in cargo-substrate binding
and unbinding rates, but that they exhibit a deterministic effective velocity when posi-
tion dependence in the rates is introduced. The analytical form of this effective velocity
agrees with that obtained using stochastic cargo binding simulations, and can be used to
show that cargo accumulate at regions of increased cargo-substrate binding rate. Cargo
dynamics will be shown to fall into one of three regimes depending on their number of
interaction sites: cargo with too few interaction sites exhibit dwell times too small to
generate meaningful motion while bound; cargo with moderate numbers of interaction
sites exhibit motion governed by both their effective velocities and diffusivities; and cargo
with too many interaction sites exhibit approximately deterministic motion due to damp-
ing of their effective diffusivity. Together, results from modeling and simulations also
suggest that the distribution of substrate-bound cargo interaction sites strongly affects
the cargo’s ability to diffuse on a substrate. In order to test this model in biologically-
relevant conditions, experimental parameters from previously published works have been
used to recapitulate the EB-mediated processive transport of cargo. Finally, the model
has been expanded to two dimensions with the aim of describing more complex biological
systems. The general model developed in this work is valid for any form of the binding
and unbinding rate distribution, for arbitrarily many types of interaction.
II Results

A The Cargo Binding Model

It can be hypothesised that the bound motion of cargo that can interact with a substrate via multiple interaction sites (referred to as legs) originates from the ability of these legs to rapidly unbind and then rebind at a different position on the substrate (see Fig.(1)). In this case, each binding or unbinding event could result in the displacement of the centre position of the cargo \( x_a(t) \), which has been defined as the averaged position of the cargo’s legs that are currently bound to the substrate. This enforces the simple force equilibrium

\[
\sum_{l=1}^{n_l} \kappa (x_l - x_a(t)) = 0
\]

for cargo with \( n_l \) legs bound at positions in the set \( \{x_l\}(t) \) (where \( \kappa \) is an effective spring constant). Cargo initially bind in the \( n_l = 1 \) state and are unbound once \( n_l = 0 \), such that their average dwell times can be calculated using previously published formulae \[27,28\] (see Fig.(S3) in the Supplementary Information).

In this model, each cargo leg can bind to (\( m = 1 \)) or unbind from (\( m = 2 \)) the substrate with the position dependent rates \( k_m(x) \), but these rates need to be modified to take into account the size and shape of the cargo. This effect can be introduced through a binding rate distribution of the form \( k_1(x|x_a(t), n) = k_1(x)S^N(x|x_a(t), n) \), where \( S^N(x|x_a(t), n) \) is a normalised distribution dubbed the ‘shape factor’. For example, a shape factor of the form \( S^N_0(x|x_a(t)) = \theta(x + (x_a(t) - L)) - \theta(x - (x_a(t) + L)) \) (where \( \theta(x) \) is the Heaviside step function) states that cargo legs can only bind to the microtubule at positions within the range \( x_a(t) - L \leq x \leq x_a(t) + L \), defining a cargo width of \( 2L \). More complex shape factors can be used to investigate the effects of entropy limiting the extension of cargo legs and inhibiting their ability to bind far from \( x_a(t) \). The model studied in this work assumes that timescales associated with the diffusion of cargo legs on the surface of cargo (\( t_d \sim (2L)^2/D_l \)) are much smaller than the binding timescales for these legs (\( t_b \sim 1/\max(k_1(x)) \)), such that any leg can bind at any position on the substrate (limited by the shape factor \( S^N(x|x_a(t), n) \)) regardless of how long ago it may have unbound previously. Limits on the range of possible positions a cargo leg can bind to as a function of time since unbinding can be introduced through explicit time dependence in a shape factor for each leg.

Since cargo legs are stationary once bound, unbinding events can only occur from the positions in the set \( \{x_l\}(t) \). Although simple to implement computationally, this effect...
requires the introduction of the coarse-grained bound leg distribution \( P^N_t(x|a(t), n) \) when trying to study these systems analytically. This normalised distribution describes the probability of one of the cargo’s \( n \) bound legs being at the position \( x \) when the cargo centre position is \( a(t) \), and modifies the unbinding rate distribution such that on average \( k_2(x|a(t), n) = k_{off}(x)P^N_t(x|a(t), n) \). Importantly, if the shape distribution only permits binding of cargo legs within a specified range of positions, then the bound leg distribution will decay quickly at the extremities of this range.

In the presence of position dependent cargo leg binding and unbinding rates \( k_{1,2}(x) \), cargo will exhibit position dependent average displacements and event rates. The \( i \)th moment of the cargo displacement distribution \( (\lambda_m^{(i)}(x_a(t), n)) \) and the average rate \( (\bar{k}_m(x_a(t), n)) \) associated with each type of event \( (m = 1, 2) \) can be calculated exactly via the equations,

\[
\lambda_m^{(i)}(x_a(t), n) = \left( \frac{1}{n + \Delta_m} \right)^i \left( \int_{b_u}^{b_l} \frac{([\Delta_m(x - x_a(t))]^i k_m(x|a(t), n)) \, dx}{\int_{b_u}^{b_l} k_m(x|a(t), n) \, dx} \right), \tag{1}
\]

\[
\bar{k}_m(x_a(t), n) = \left( \frac{N \delta_{m,1} - n \Delta_m}{b_u - b_l} \right) \int_{b_u}^{b_l} k_m(x|a(t), n) \, dx, \tag{2}
\]

where \( \Delta_m = \delta_{m,1} - \delta_{m,2} \), \( \delta_{i,j} \) is the Kronecker delta function, and \( b_u,i \) are the upper and lower bounds of the averages defined by the shape factor and the bound leg distribution, which are set to \( x_a(t) \pm L \) by substituting in the shape factor \( S^N_0(x|x_a(t)) \). The second term in eq.(1) defines the mean \( i \)th power of the difference between the positions of the binding or unbinding event and the cargo centre, and the scaling \( \propto (1/(n + \Delta_m))^i \) enforces that the cargo centre position will exhibit smaller displacements when more legs are bound. In contrast, eq.(2) states that the rates of binding or unbinding events are averaged over the extent of the cargo, but that they increase proportionally with the number of legs available for each type of transition. Importantly, eq.(1) & (2) represent a Markovian system where the next binding or unbinding event of a cargo only depends on its current position and number of bound legs, despite this not being the case per cargo in stochastic binding simulations.

A third dynamical component \( (m = 3) \) is introduced to take into account any deterministic cargo motion that is independent of position and \( n \). This could be used to model cargo that bind to substrates that themselves can move \( \[26,29\] \), cargo that bind to motor proteins in cells (assuming that cargo velocity is independent of the number of associated motors) \( \[27\] \), or cargo motion in the rest frame of another deterministically moving object, such as a linearly growing microtubule end. This motion can be introduced analytically by assuming that all cargo legs are displaced by \( \Delta x \) (resulting in \( \lambda_3^{(i)} = (\Delta x)^i \) at a rate \( \bar{k}_3 \), but can alternatively be adapted to accept any displacement or wait-time distribution.

The PDF \( P(x, t) \) describing the probability of finding cargo at the position \( x \) at time \( t \) can be derived for a population using the relation \( P(x, t + dt) = \langle \delta(x - (x_a(t + dt))) \rangle \), assuming \( dt \) is an infinitesimally small timestep (see Supplementary Information) \( \[31\] \).

From this, a Fokker-Planck equation can be derived of the form,

\[
\frac{\partial P(x, t)}{\partial t} = \frac{\partial}{\partial x} \left[ D_{eff}(x) \frac{\partial P(x, t)}{\partial x} \right] - \frac{\partial}{\partial x} \left[ v_{eff}(x) P(x, t) \right] + k_{on}^{eff}(x) - k_{off}^{eff}(x), \tag{3}
\]
where $k_{\text{on,off}}^{\text{eff}}(x)$ are the position dependent effective binding and unbinding rates (respectively) of cargo modelled as single, composite bodies. The position dependent effective velocity ($v_{\text{eff}}(x)$) and diffusivity ($D_{\text{eff}}(x)$) in eq.(3) are defined as,

$$v_{\text{eff}}(x) = \sum_{n=1}^{N} \left[ P_n(x) \sum_{m=1}^{M} \left( \bar{k}_m(x,n) \lambda_m^{(1)}(x,n) \right) \right] - \frac{\partial D_{\text{eff}}(x)}{\partial x} = S_\lambda^{(1)}(x) - \frac{\partial D_{\text{eff}}(x)}{\partial x},$$  \hspace{1cm} (4)

$$D_{\text{eff}}(x) = \left( \frac{1}{2} \right) \sum_{n=1}^{N} \left[ P_n(x) \sum_{m=1}^{M} \left( \bar{k}_m(x,n) \lambda_m^{(2)}(x,n) \right) \right] = S_\lambda^{(2)}(x),$$  \hspace{1cm} (5)

where $P_n(x)$ is the probability of cargo having $n$ legs bound at the position $x$ (see Supplementary Information), and $M = 3$ for a system with binding and unbinding events and a net velocity. The terms $S_\lambda^{(1,2)}(x)$ both consist of sums over their independent contributions from $M$ different types of events, averaged over the expected number of bound legs at each position. As a result, these terms can be rewritten as the products $S_\lambda^{(1,2)}(x) = k_i(x) \lambda^{(1,2)}(x)$, where $k_i(x)$ is the position dependent total event rate and $\lambda^{(1,2)}(x)$ are the position dependent mean and mean-squared displacements averaged over all types of events and numbers of legs bound (see Supplementary Information). More complex cargo systems can be studied by introducing more types of event ($M > 3$). A derivation of eq.(3) for a system with periodic boundaries is included in the Supplementary Information.

Substituting eq.(1) into eq.(4) results in an effective velocity that acts in the direction of increasing binding rate ($k'_i(x|\bar{a}(t), n) > 0$, where $'$ signifies a derivative with respect to $x$) and decreasing unbinding rate ($k'_i(x|\bar{a}(t), n) < 0$). A statement about the motion of individual cargo cannot be made from eq.(4) alone, since they include the continuum cargo dynamics that arise due to spatial gradients in $P(x,t)$. For this reason, a discrete-scale Langevin approach to the study of cargo motion is also required.

Cargo that obey eqs. (3-5) individually follow the Langevin equation (see Supplementary Information),

$$dx(t) = S_\lambda^{(1)}(x) \, dt + \sqrt{S_\lambda^{(2)}(x)} \, dW(t),$$  \hspace{1cm} (6)

while bound, where $dx(t) = x(t+dt) - x(t)$ and $dW(t)$ is a Wiener process term that obeys $w(dt) = \int_{t}^{t+dt} dW(t') \sim \mathcal{N}(0, dt)$ and $(w(dt)) = 0$. The first term in eq.(6) defines the deterministic motion of bound cargo due to gradients in the binding and unbinding rates of their legs, such that $S_\lambda^{(1)}(x)$ is the effective velocity exhibited by individual cargo while bound to a substrate. The second term in eq.(6) instead describes cargo’s stochastic motion. This means that the fixed points of cargo motion will occur at positions where $\langle dx(t) \rangle = S_\lambda^{(1)}(x) \, dt = 0$, such that,

$$\sum_{n=1}^{N} \left[ P_n(x) \left( \bar{k}_1(x,n) \delta_1^{(1)}(x,n) + \bar{k}_2(x,n) \delta_2^{(1)}(x,n) \right) \right] + \bar{k}_3 \Delta x = 0,$$  \hspace{1cm} (7)

and that these fixed points will be stable when $\partial(dx(t))/\partial x < 0$ (or $\partial S_\lambda^{(1)}(x)/\partial x < 0$). For example, $\bar{k}_3 \Delta x = -v_{MT}$ for the case of EB-mediated cargo transport in the rest frame of a microtubule end growing with velocity $v_{MT}$, and in this case a fixed point arises when the effective velocity generated by the binding dynamics of cargo legs balances the ‘net velocity’ due to microtubule growth.
Although difficult to derive analytically, it is trivial to obtain the bound leg distribution $P^N(x|x_a(t), n)$ from stochastic cargo binding simulations. Cargo were simulated using the Gillespie algorithm [35,36] on the periodic domain $x \in [-h, h]$, and their dynamics were recorded and analysed (see Supplementary Methods). The form of the bound leg distribution will vary depending on the shape factor of the cargo (assumed to be $S_0^N(x|x_a(t))$ for the following sections) and the underlying binding and unbinding rate distributions of the cargo’s legs. Example bound leg distributions for use in eq.(1 & 2) are shown in Fig. 2a & S4a, and have been fitted as described in the Supplementary Information.

Although not being enforced explicitly, cargo simulations with $\bar{k}_3 = 0$ and position independent binding and unbinding rates reveal that cargo exhibit diffusive motion (see Fig.(S1a) in the Supplementary Information). Distinct short- and long-time diffusivities can be observed in Fig.(2b) as a result of the binding dynamics of cargo, which could explain previously published experimental observations [5]. Cargo initially bind in the $n = 1$ state where the mean-squared displacement due to a binding event will be maximal (eq.(1) shows $\lambda^{(2)}_1(x_a(t), n) \propto \frac{1}{(n+1)^2}$), but cargo with $n = 1, 2$ will be more likely to unbind within short timescales than cargo with more legs bound. This means that for longer timescales the dynamics of cargo with more legs bound on average will dominate, as more of them will remain bound and contributing to the mean-squared displacement. The average diffusivity of bound cargo therefore decreases over time as the highly motile ‘small n’ states become relatively less occupied (see Fig.(S2) in the Supplementary Information). The definition of short- and long-time are relative to a ‘separation timescale’ $\lesssim t_c$ for $N > 2$ (see the crossover point in Fig.(S1b)) and the plateau in Fig.(S2) in the Supplementary Information), which diverges as $N \to 2$ since $D_{\text{short}}(N = 2) \equiv D_{\text{long}}(N = 2)$ (see Fig.(2b)). The diffusivities in Fig.(2b) are non-monotonically increasing functions of $N$ due to competition between the increasing total rate of events occurring and the decreasing average displacement per event (see eq.(1 & 2)).

It can be observed in Fig.(2b) that the analytical treatment of eq.(1, 2 & 5) generates

---

Figure 2: (a) Example bound leg distributions (red) for 10-legged cargo averaged over cargo centre position (number of simulated cargo $n_{\text{sim}} = 10,000$). Fits (green) were calculated as described in the Supplementary Information. (b) Cargo exhibit distinct short- and long-time diffusivities. Distributions from simulations were calculated from the gradients of mean-squared displacement distributions, as shown in Fig.(S1) in the Supplementary Information ($n_{\text{sim}} = 100,000$ for $1 \leq N \leq 7$, $n_{\text{sim}} = 50,000$ for $N = 8$, $n_{\text{sim}} = 25,000$ for $N = 9$, $n_{\text{sim}} = 10,000$ for $N = 10$), and analytical distributions were obtained using eq.(1, 2 & 5).
effective diffusivities in agreement with the long-time diffusivities obtained from simulations. In this case the long-time average $P_n^c$ distribution has been used, which neglects the contributions of rebinding cargo (see Supplementary Information). Unfortunately, this also neglects the short-time behaviour of cargo occupying highly motile ‘small $n$’ states, so only the long-time diffusivity can be calculated in this way. Without the inclusion of the bound leg distribution in eq.(1 & 2) the analytically-derived effective diffusivity is incorrect by approximately a factor of two (see Fig.(2b)).

It can be predicted using eq.(1, 2 & 4) that $v_{eff}(x) = k_3 \Delta x$ for systems with position independent binding and unbinding rates. Now, consider the binding rate distribution,

$$k_1(x) t_c = \left( \frac{4}{1 + \exp \left( x/2^6 \right)} \right) + 1,$$

where the characteristic timescale $t_c = 1/k_2$ is a constant, and the characteristic lengthscale $l_c = 2(\ln(39))^{1/6} = 2.48...$ is the distance from the origin to the position where $k_1(x) < 1.1 k_2$ for the first time. The distribution in eq.(8) has a region of increased binding rate at the centre of the domain and a region of constant binding rate outside this region (see Fig.(S5) in the Supplementary Information). It can be observed in Fig.(3a) that eq.(8) results in simulated cargo exhibiting an effective velocity that ‘attracts’ them towards the central region. This can be true even when $k_3 \Delta x \neq 0$ (see Fig.(S7a) in the Supplementary Information), in which case the stable fixed points of bound cargo motion can be predicted using eq.(7). Also plotted in Fig.(3a) is the analytical effective velocity distribution, calculated using eq.(1, 2 & 4) and the bound leg distributions shown in Fig.(S4a) in the Supplementary Information, which is very similar to that obtained using simulations. Similar agreement can be observed between the effective diffusivities calculated using each method (see Fig.(3b)). Discrepancies between the distributions calculated analytically and those obtained using simulations are again the result of eq.(1, 2 & 4) calculating only the long-time behaviour of cargo when averaged over $P_n^c(x)$.

Studying the motion of individual simulated cargo has revealed that their effective velocity is the result of the preferential binding of cargo legs within the central region of increased cargo-substrate binding rate (see Fig.(4a)). Despite the importance of including the bound leg distribution when calculating the effective diffusivity of cargo (see Fig.(2b)), the component of the effective velocity due to unbinding events is negligible compared

![Figure 3: (a) Effective velocities, and (b) effective diffusivities, derived by substituting the results of simulations (blue, red, $n_{sim} = 250\,000$) or eq.(1, 2) (cyan, magenta) into eq.(1) or eq.(5) respectively. Both effective velocity distributions show that cargo are ‘attracted’ towards the region of increased cargo-substrate binding rate.](image-url)
Figure 4: (a) Section of an individual cargo track (black) showing the positions of each leg while bound (coloured) when subject to $k_3 \Delta x = 0.1 L/l_c$. Cargo legs that unbind near $x = l_c$ preferentially rebind within the central region of increased cargo-substrate binding rate defined by eq.(8) (see displacements near $t/t_c \approx 80$). (b) The PDF $P(x,t)$ describing the probability of finding cargo at the position $x$ averaged over all simulation time $t$ exhibits a peak in the central region. Stochastic simulation results ($n_{sim} = 250 000$) agree with those obtained using molecular dynamics simulations ($dt = 0.1$, $t_{max} = 1000 000$) and by numerically solving eq.(3) using an analytically-derived effective velocity distribution. Data comprising the distribution obtained from stochastic simulations has been averaged over adjacent sites, but still exhibits fluctuations on a scale $\Delta x/(2l_c)$ (where $\Delta x$ is the separation between grid sites where cargo legs can bind) to the component due to binding events (see Fig.(S6 & S7c) in the Supplementary Information). The effect of the effective velocity is emphasised by the increased average dwell time of cargo within the central region, and together these effects result in a peak in $P(x,t)$ averaged over time (see Fig.(4b)). Using the $v_{eff}(x)$ and $D_{eff}(x)$ distributions derived analytically (see Fig.(3)), molecular dynamics simulations have been carried out using the Langevin dynamics defined in eq.(6). These simulations generate a distribution $P(x,t)$ in agreement with those obtained using stochastic cargo binding simulations, and by numerically solving eq.(3) using the same analytically-derived effective velocity distribution, as shown in Fig.(4b). In the case that $\bar{k}_3 \Delta x \neq 0$, the distribution $P(x,t)$ is skewed in the direction of positive $\Delta x$ (see Fig.(S7b) in the Supplementary Information).

C Behaviour of the Effective Velocity

The explicit dependence of $S_1(x)$ on the underlying rate distributions $k_{1,2}(x)$ can be approximated for cargo much smaller than the characteristic length scales associated with variation in these distributions (such that $L \ll (k_{1,2}(x) - k_{1,2}(x_a(t)))/k'_{1,2}(x_a(t))$ for the shape factor $S_0^N(x|x_a(t))$). In this case, the rates can be approximated to first order in $x$ as $k_{1,2}(x) \approx k_{1,2}(x_a(t)) + (x - x_a(t)) k'_{1,2}(x_a(t))$. Using these assumptions, the effective velocity defined in eq.(4) can be rewritten as,

$$S_1(x) \approx \sum_{n=1}^{N} \left[ P_n(x) \left( \frac{(N-n)L^2}{3(n+1)} \right) k'_1(x) - \left( \frac{n}{2L(n-1)} \right) k_2(x) I(y|x,n) \right] + \bar{k}_3 \Delta x, \quad (9)$$

where $I(y|x,n) = \int_{x-L}^{x+L} ((y-x)P^N(y|x,n))dy$ is the average difference between the un-binding position of a cargo leg and the cargo centre position due to only variation in the bound leg distribution. The first term in eq.(9) predicts that the component of the
effective velocity due to binding events is proportional to the local gradient in the binding rate distribution, whereas the second term predicts that the component due to unbinding events is dominated by variation in the bound leg distribution.

It can be shown that the component of eq.(9) due to binding events dominates over those resulting from unbinding events and gradients in the effective diffusivity for the cargo-substrate interaction rates defined in eq.(5) (see Fig. S6 & S7) in the Supplementary Information). In this case, eq.(9) predicts that $S^{(i)}_\chi(x) \propto L^2 k'_1(x)$, and that $S^{(i)}_\chi(x)$ increases monotonically as a function of $N$ until it plateaus. In the rest frame of another deterministically moving object ($\bar{k}_3 \Delta x \neq 0$), this means that cargo have the greatest likelihood of co-moving with this object at the position where $k'_1(x)$ is maximal, not where $k_1(x)$ peaks. In the case of cargo permanently associated to multiple EBs, this predicts that cargo would lag behind the peak of the EB comet distribution. However, the position dependence of $k_{on,off}^{eff}(x)$ in eq.(5) would also influence the position of the observed intensity maximum for cargo in experiments when not at the single-molecule scale.

In the case of larger cargo with $2L \gtrsim l_c$ the assumptions used above are not valid, and it can be instead be assumed that the integral $\int_{x-L}^{x+L} ((y-x)k_1(y,x,n))dx$ in eq.(1) no longer varies significantly as a function of $L$ as variations in the binding rate distribution are averaged out over the extent of the cargo. This results in an effective velocity that approximately varies as $v_{eff}(x) \propto 1/L$. It is possible for large cargo to overhang the edges of non-periodic substrates, in which case they will ‘observe’ an infinitely steep change in the binding and unbinding rates of their legs ($k_{1,2}(x > x_{edge}) = 0$). Assuming there is no other local variation in $k_{1,2}(x < x_{edge}) = k_{1,2}$, the formalism in eq.(10) can be used to show that cargo overhanging the edges of a substrate exhibit an effective velocity,

$$S^{(i)}_\chi(x) = \sum_{n=1}^{N} \left[ P_n(x) \left( \frac{k_1(N-n)}{4L(n+1)} \right) \left( (x_{edge} - x)^2 - L^2 \right) - \left( \frac{k_2 n}{2L(n-1)} \right) J(y|x,n) \right] - \bar{k}_3 \Delta x,$$

where $J(y|x,n) = \int_{x-L}^{x_{edge}} ((y-x)P^N(y|x,n))dy$. The component of the effective velocity in eq.(10) resulting from binding events always acts towards the substrate (in the negative $x$-direction in this case), whereas the component resulting from unbinding events always acts away from the substrate (in the positive $x$-direction in this case) due to asymmetry in the bound leg distribution. Since the effective velocity due to binding events dominates over that resulting from unbinding events (see Fig. S6 & S7) in the Supplementary Information), cargo exhibit an effective velocity that tries to maximise their overlap with the substrate. According to eq.(7), the effective velocity in eq.(10) could result in cargo exhibiting a stable fixed point in their motion near to the edge of the substrate when $\bar{k}_3 \Delta x \neq 0$. This effect has been observed experimentally for actin filaments that interact with microtubules [5], but can also be used to predict that multivalent cargo can track the shrinking ends of depolymerising microtubules [7].

**D Using Experimentally-Derived Input Parameters**

Experiments have shown that beads coated in EB binding domains can track the growing ends of microtubules in the presence of EBs [5,25], but a model describing these dynamics has not yet been developed. In order to test whether the model presented in this work can reproduce the dynamics of multivalent cargo in biologically-relevant conditions, parameters describing EB-microtubule interactions obtained from experiments have been
Figure 5: (a) The position dependent effective velocity exhibited by bound cargo permanently bound to $N = 10$ EBs obtained from stochastic cargo binding simulations ($n_{sim} = 50,000$) using input parameters derived from previously published experimental data (see tables S1 & S2 in the Supplementary Information). The microtubule edge is set at $x_{edge} = 0$ nm, and stable fixed points are exhibited by 10-legged cargo of sizes $2L \geq 160$ nm. (b) A heatmap showing the maximum effective velocity generated by binding or unbinding events in the direction of the growing microtubule end ($n_{sim} = 100,000$ for $2 \leq N \leq 8$, $n_{sim} = 50,000$ for $N = 10$, and $n_{sim} = 25,000$ for $N = 12$). Cargo can co-move with growing microtubule ends when $k_3 \Delta x - \min(S^{(1)}_A(x)) > 57$ nm s$^{-1}$ (black line on colour bar, corresponding to the microtubule growth velocity (see table S1)).

converted into input binding and unbinding rate distributions for stochastic cargo binding simulations [21, 25, 37–42] (see Supplementary Information). In this section, simulations of cargo permanently bound to multiple EBs have been carried out, with results shown in Fig. (5). The variable $q$ has been used to sweep through possible values of the EB-microtubule interaction volume (see Supplementary Information), such that the average number of bound legs for cargo increases monotonically as a function of $q$.

It can be observed in Fig. (5) that the model presented in this work predicts the tracking of growing microtubule ends by cargo in biologically-relevant conditions (see table S1 in the Supplementary Information). Using eq. (7), stable fixed points were observed in the motion of $(N \geq 6)$-legged cargo of sizes $2L \geq 192$ nm and of $(N \geq 8)$-legged cargo of sizes $2L \geq 160$ nm. The effective velocity $S_A^{(1)}(x)$ increases monotonically as a function of $N$ until it plateaus, and approximately quadratically as a function of $L$ for comparatively small cargo, as predicted by eq. (9) (see Fig. (S9) in the Supplementary Information). The sizes of cargo shown to track growing microtubule ends in Fig. (5) are of the same order of magnitude as the size of beads previously shown to exhibit these dynamics in experiments [5, 25], which may exhibit practical diameters of up to $\sim 60 - 70$ nm after considering the sizes of EB-cargo linkers ($\sim 10$ nm) and EBs ($\rho_{max}^{EB} = 13.6$ nm [38]). Unlike for previously published experimental data, where it was not possible to predict the number of cargo-associated EBs that could interact with microtubules, Fig. (5) suggests that a surprisingly small number of permanently associated EBs are required to stimulate cargo transport. The steep velocity profile observed in Fig. (5) at positions close to the edge of the microtubule ($x = 0$ nm) is generated by the same mechanism as the effective velocity in eq. (10).
E Extending the Cargo Binding Model to Two Dimensions

In order to increase its generality, the cargo binding model defined by eq. (1-5) has been expanded to 2D to describe more complex cargo-substrate interaction networks. In this case, the PDF $P(x, t)$ describing the probability of finding cargo at the position $x$ at time $t$ can be derived using the relation $P(x, t + dt) = \langle \delta(x - x_n(t + dt)) \rangle$ for a 2D cargo centre position $x_n(t)$. The resulting Fokker-Planck equation describing 2D cargo motion can be written (see Supplementary Information),

$$\frac{\partial P(x, t)}{\partial t} = \left( \frac{1}{2} \right) \nabla \cdot \left[ \left( S^{(2, x)}(x) \frac{\partial}{\partial x} + S^{(1, xy)}(x) \frac{\partial}{\partial y} \right) P(x, t) \right] - \nabla \cdot \left( v_{\text{eff}}(x) P(x, t) \right) + k_{\text{on}}(x) - k_{\text{off}}(x),$$

which must be averaged over the 2D position variables $z_i$. The first term in eq. (11) describes the effective diffusivity of cargo in 2D, and so is calculated from the second moments of the cargo displacement distribution. The effective velocity defined in eq. (12) is instead calculated from the first moments of the cargo displacement distribution and terms related to gradients of the effective diffusivity, as was the case in eq. (1) for the 1D cargo model.

For a 2D system, cargo legs exhibit the baseline interaction rates $k_{\text{on}}(x)$, which must be corrected using a 2D shape factor $S_{\text{N}}(x|x_n(t), n)$ and bound leg distribution $P_{\text{N}}^i(x|x_n(t), n)$. Once again, the simple shape factor $S^0_{\text{N}}(x|x_n(t))$ can be introduced that limits the possible binding positions of cargo legs to within the range $\sqrt{(x - x_n(t))^2 + (y - y_n(t))^2} \leq L$. Using these definitions, equations for the moments of the cargo displacement distribution and the average rate associated with each type of event, equivalent to eq. (1 & 2) for the 1D cargo model, can be derived (see the Supplementary Information). Together, eq. (11) and the Supplementary Information can be used to fully describe a 2D cargo binding system. For example, it can once again be derived that cargo exhibit an effective velocity in the direction of increasing cargo-substrate binding rate and decreasing cargo-substrate unbinding rate, even for 2D systems.

III Discussion

Although the mechanisms driving many interesting dynamical systems can be explained via the interactions of multivalent cargo, a general model has not yet been developed that can describe the plethora of phenomena observed for such systems. This model would need to be able to describe both the diffusive motion of cargo that exhibit position independent cargo-substrate interaction rates [1], and the processive motion of cargo that either interact with moving substrates or exhibit position dependent cargo-substrate interaction rates [5][7][25][26][29], while also being extendable to higher valency cargo and systems with more complex interaction networks. In this work, equations that describe cargo motion have been derived explicitly from basic principles involving binding and unbinding events, and it has been shown that gradients in cargo-substrate interaction...
rates govern the direction and magnitude of the effective velocity exhibited by cargo. With only binding and unbinding rate distributions derived from experimental parameters as inputs, this cargo binding model has been shown to be able to qualitatively reproduce experimentally observed phenomena without any further parameter fitting.

It has recently been reported that the mean transport time of actin filaments (corresponding to the average amount of time they co-move with the growing microtubule end) exhibits a maximum as a function of filament length [5]. This agrees with the results of the cargo model presented in this work, where it is expected that competition between the $v_{eff}(x) \propto L^2$ (see eq.(9)) and $v_{eff}(x) \propto 1/L$ regimes will limit the size of cargo observed inside cells. However, for large cargo it is possible that the assumption that the timescales associated with the diffusion of cargo legs on the surface of cargo are much smaller than the binding timescales for these legs ($t_d \ll t_b$) breaks down. In this case, introducing explicit time dependence in a shape factor for each leg is expected to further inhibit the diffusive and processive motion of large cargo, such that $v_{eff}(x) \propto L^{-\alpha}$ with $\alpha > 1$. It can also be observed in Fig.(5) that the predicted distance between the edge of a microtubule and the position of the stable fixed point of cargo motion increases with increasing cargo size. This is expected to be the result of competition between the $v_{eff}(x) \propto k'_1(x)$ (see eq.(9)) and $v_{eff}(x) \propto -(x_{edge} - x)^2 - L^2$ (see eq.(10), with opposite sign due to the orientation of the microtubule in Fig.(5)), regimes near the microtubule edge. Further experimental investigation is required to elucidate the size dependence of cargo motion.

Using the estimation method presented in the work by Alkemade et al. [5], the effective forces acting on the cargo that generate the effective velocity and diffusivity distributions in Fig.(5) can be calculated as $F(x) \simeq (k_B T v_{eff}(x))/D_{eff}(x)$. At the stable fixed points of cargo motion in Fig.(5), this method predicts forces of $\sim 0.1$ pN (assuming a temperature of 37 °C), which is of the same order of magnitude as those obtained from optical tweezer experiments [5,25], and approximately an order of magnitude smaller than those generated by individual motor proteins [43]. Assuming that motor proteins travel at velocities comparable to the microtubule growth velocity (the velocity exhibited by cargo while co-moving with the growing microtubule end) [41,44–46], and that the effective drag coefficients of cargo scale $\propto r_{cargo}$ (in accordance with Stokes’ drag force), it can be predicted that the maximum size of cargo that can be transported by EB-mediated mechanisms is $r_{max_{tip}} = (F_{max_{motor}}/F_{max_{tip}}) r_{max_{motor}} \sim 0.1 r_{max_{motor}}$. Of interest for future study is whether the binding and unbinding rates defined in tables S1 & S2 are affected by the association of EBs to cargo. For example, it can be predicted that association with microtubule-bound cargo may reduce the average EB-microtubule distance, and that this could increase the average amount of time an EB spends within the interaction volume of the substrate. Similarly, steric effects could reduce the freedom of cargo-EB linkers and inhibit the interactions between cargo-bound EBs and the microtubule.

Although the 1D cargo binding model developed in this work has been shown to predict the tracking of growing microtubule ends by cargo permanently coated in EBs, the extension of the model to two dimensions allows for the implementation of a 2D shape factor that takes into account the curvature of the cylindrical microtubule substrate. Alternatively, this 2D model could provide a novel route for studying cell locomotion. It should be noted that eq.(3) with $k_{on,off}^{eff}(x) = 0$ has already been used to study the motion of passive particles in active-passive systems [31].

In conclusion, a general model for the motion of multivalent cargo bound to substrates has been derived that can both qualitatively and quantitatively reproduce experimentally...
observed phenomena. It has been shown that cargo exhibit an effective velocity that acts in the direction of increasing cargo-substrate binding rate and decreasing cargo-substrate unbinding rate, and that the magnitude of this effective velocity is approximately proportional to the local gradient of the binding rate distribution for comparatively small cargo. This work builds upon the results of previously published models by simultaneously deriving discrete and continuum-level analytics that can predict experimentally observable phenomena, and that require only the binding dynamics of individual EBs as inputs. The general model derived in this work has potential applications for many areas of biophysics research where protein or cell motion is the result of complex networks of binding dynamics.

Materials and Methods

A Simulation Methods

Stochastic cargo binding simulations were implemented in MATLAB using the Gillespie algorithm to probe the system state in continuous time (see Supplementary Methods). Molecular dynamics simulations were also implemented in MATLAB, but instead updated cargo positions according to the Langevin equation defined in eq.(6) using a forwards Euler scheme. Wiener process displacements were calculated using inverse transform sampling and binding dynamics were introduced by randomising the position of the cargo within the periodic domain with rate \( k_{ran}(x) = 1/t_{dwell}(x) \) (calculated by substituting the local binding and unbinding rates into a previously published average dwell time formula).

B Numerical Methods

Numerical solutions to the Fokker-Planck equation defined in eq.(3) were obtained using the built-in MATLAB function \( \text{pdepe()} \).
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Supplementary Information

1 Deriving the Fokker-Planck Equation Describing Cargo Motion in 1D

The following derivation of the Fokker-Planck equation to describe continuum-level cargo motion has been altered from that used by Williams et al. [31] to describe the motion of passive particles in active-passive systems.

First consider a general Langevin equation of the form [31],

\[ x(t + dt) = B(x(t)) + \Delta(dt) + \sqrt{2D} w(dt) \]

where \( dt \) is a small increment in time, \( \Delta(dt) \) is the stochastic displacement due to Poisson processes within the time \( dt \), and \( w(dt) \) is the stochastic displacement due to a diffusive Wiener process within a time \( dt \). The time dependent position \( x(t) \equiv x_a(t) \) from the main text. The function \( B(x) \) applies boundary conditions to the system, which for this derivation will be periodic and of the form,

\[ B(x) = x - 2lh \quad \text{for} \quad x \in [(2l - 1)h, (2l + 1)h], \]

where the periodic domain of interest is \( x \in [-h, h] \) (corresponding to \( n = 0 \)). In the case of cargo motion \( \Delta(dt) \) describes displacements due to stochastic binding or unbinding events. The stochastic Brownian displacement term \( \sqrt{2D} w(dt) = \sqrt{2D} (W(t + dt) - W(t)) = \sqrt{2D} \int_0^{+\infty} dt W(t') \sim N(0, 2Ddt) \) (where \( N(0, 2Ddt) \) is the normal distribution with mean 0 and variance \( 2Ddt \)) has been included for completeness, but is not used in this work [32,34]. As a result of the boundary conditions defined in eqs. (S1) & (S2), it can be assumed that \( P(x, t) = P(x - 2lh, t) \) (\( l \in \mathbb{Z} \)), where \( P(x, t) \) describes the probability of a cargo being at the position \( x \) at time \( t \).

In order to derive the evolution of the PDF \( P(x, t + dt) = \langle \delta(x - x(t + dt)) \rangle \) (averaged over realisations of noise), the PDFs describing the dynamics of the Poisson and Wiener process terms in eq. (S1) must be defined [31]. In this work, the PDF describing the probability of the Poisson process generating a displacement \( \Delta(dt) = x_J \) from the position \( x' \) within a time \( dt \) has been defined as,

\[
p_{dt}(x_J|x') \simeq \left( 1 - \sum_{n=1}^N \left[ P_n(x') \sum_{m=1}^M \left( \bar{k}_m(x', n) \right) \right] dt \right) \delta(x_J) + \sum_{n=1}^N \left[ P_n(x') \sum_{m=1}^M \left( \bar{k}_m(x', n) \right) q_m(x_J|x', n) \right] dt + \mathcal{O}(dt^2) \tag{S3}
\]

where \( \bar{k}_m(x', n) \) is the position dependent rate of the \( m^{th} \) type of event occurring when the cargo has \( n \) legs bound (see eq. (2), and \( q_m(x_J|x', n) \) is the corresponding probability of this event resulting in the displacement \( x_J \). For comparison, this means that eq. (1) can be rewritten \( \lambda_m(x, n) = \int_0^{+\infty} dx_J \langle x_J \rangle q_m(x_J|x, n) \rangle \), such that \( S^{(i)}(x) = \int_0^{+\infty} dx_J \langle x_J \rangle q(x_J|x) \). The first term in eq. (S3) describes the probability of no displacement occurring \( (x_J = 0) \), and the second term describes the probability of a non-zero displacement occurring. The form of eq. (S3) deviates from that used by Williams et al. [31] as a result of introducing \( N \) possible cargo states that can each exhibit \( M \) different types of event.
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The PDF \( r_d(\eta) = (1/\sqrt{4\pi D dt})\exp(-\eta^2/4Dt) \sim N(0, 2D dt) \) describes the probability of the Wiener process resulting in a displacement \( \sqrt{2D w(dt)} = \eta \) within a time \( dt \). This means that the Wiener process term is independent of cargo position.

The analytical form of \( P(x, t + dt) \) can be derived using the chosen distributions for the Poisson and Wiener processes such that,

\[
P(x, t + dt) = \langle \delta(x - B(x(t) + x_j + \eta)) \rangle
\]

\[
= \int_{-\infty}^{+\infty} dx' P(x', t) \int_{-\infty}^{+\infty} dx J(x|x') \int_{-\infty}^{+\infty} \eta \, r_d(\eta)
\times \sum_{l=-\infty}^{+\infty} \delta(x - (x' + x_j + \eta - 2lh))
\]

\[
= \int_{-h}^{+h} dx' P(x', t) \int_{-\infty}^{+\infty} dx J(x|x') \left[ \sum_{l=-\infty}^{+\infty} \left( e^{-\frac{(x-(x'+x_j+2lh))^2}{4D dt}} \right) \right],
\]

where the sum over \( l \) enforces the periodicity of the system by stating that cargo initially at a position within the domain \( x' \in [-h, h] \) contribute to the probability \( P(x, t + dt) \) if they are at any position \( x - 2lh \) (\( l \in \mathbb{Z} \)) following a displacement. In order to convert eq. (S4) into a Fokker-Planck equation, it is necessary to calculate its Fourier Transform with respect to the position \( x \) noting that,

\[
\frac{\partial \tilde{P}(k, t)}{\partial t} = \lim_{dt \to 0} \left( \frac{\tilde{P}(k, t + dt) - \tilde{P}(k, t)}{dt} \right).
\]

Since the position \( x \) in eq. (S4) represents the final position of cargo, and it can be assumed that \( P(x, t) = P(x - 2lh, t) \) (\( l \in \mathbb{Z} \)), the Fourier transform in eq. (S5) can be calculated using an integral over all space. Further derivation also requires the definition of the two Fourier transform identities,

\[
\lim_{dt \to 0} \left[ \int_{-\infty}^{+\infty} dx \, e^{-ikx} \left( e^{-\frac{(x-(x'+x_j+2lh))^2}{4D dt}} \right) \right] = \lim_{dt \to 0} \left( e^{-ik(x'+x_j-2lh)} e^{-k^2 D dt} \right)
\]

\[
\approx e^{-ik(x'+x_j-2lh)} (1 - k^2 D dt + ...),
\]

\[
\int_{-h}^{+h} dx' f(x') \int_{-\infty}^{+\infty} \frac{dk}{2\pi} \sum_{l=-\infty}^{+\infty} \left( e^{ik(x-x'+2lh)} \right)
\]

\[
= \int_{-h}^{+h} dx' f(x') \sum_{l=-\infty}^{+\infty} \left( \delta(x - x' + 2lh) \right)
\]

\[
= \sum_{l=-\infty}^{+\infty} \left( f(x + 2lh) \right) \text{ for } x + 2lh \in [-h, h]
\]

\[
= f(x) \text{ for } x \in [-h, h],
\]
where terms of $O(dt^a)$ with $a > 1$ have been neglected in eq. (S6).

The Fokker-Planck equation governing the motion of cargo while bound to a microtubule can be derived by substituting eqs. (S3, S4, S6 & S7) into eq. (S5), such that,

$$
\frac{\partial P(x,t)}{\partial t} = D \frac{\partial^2 P(x,t)}{\partial x^2} - S_k(x) P(x,t) + \int_{-h}^{+h} \, dx' P(x',t) \sum_{l=-\infty}^{+\infty} (S_q((x+2lh) - x'|x')) .
$$

(S8)

The final term of eq. (S8) states that there is a contribution to the probability $P(x,t)$ when a particle that is at a position $x' \in [-h,h]$ at time $t$ jumps to a position $x + 2lh$ within a time $dt$. The Fokker-Planck equation defined in eq. (S8) can alternatively be derived by assuming that cargo obey a langevin equation that does not include the effects of periodic boundaries ($B(x) = x$) by enforcing periodicity after generating a Fokker-Planck equation for an infinite domain. As well as assuming $P(x,t) = P(x - 2lh,t)$ ($l \in \mathbb{Z}$), this method also requires the assumptions that $k_m(x,n) = k_m(x-2lh,n)$ and $q_m((x+2lh) - x'|x',n) = q_m(x-(x'-2lh)|x'-2lh)$, such that $S_q((x+2lh) - x'|x') = S_q(x-(x'-2lh)|x'-2lh)$.

In the limit where cargo can only exhibit small displacements ($x_J = x - x' \ll h$) in a time $dt$, such that $q_m(x_J|x',n)$ decays quickly as a function of $x_J$, eq. (S8) can be simplified to include only the $l = -1, 0, +1$ terms of the infinite sum. Provided that the boundaries to the periodic domain at $x = \pm h$ are far from any fluctuations in the $S_q(x_J|x)$ distribution away from zero, and that the characteristic unbinding timescales of cargo are much smaller than the average time it would take for them to cross the domain, the solution to a simplified Fokker-Planck equation in the limit $h \to \infty$ including only the $l = 0$ term of eq. (S8) will be a good approximation to the solution of the complete equation. This is equivalent to neglecting the periodicity of the system. In this case, a Kramers-Moyal expansion can be used to simplify the third term of eq. (S8) by defining $x' = x - x_J$, and assuming that the displacements $x_J$ due to binding or unbinding events are small [32]. This results in the recognisable Fokker-Planck equation [31],

$$
\frac{\partial P(x,t)}{\partial t} = \frac{\partial}{\partial x} \left[ D_{eff}(x) \frac{\partial P(x,t)}{\partial x} \right] - \frac{\partial}{\partial x} \left[ v_{eff}(x) P(x,t) \right],
$$

(S9)

with the position dependent effective velocity ($v_{eff}(x)$) and diffusivity ($D_{eff}(x)$) terms defined in eqs. (4 & 5) in the main text (where $S^{(i)}(x) = \int_{-\infty}^{+\infty} dx_J (x_J S_q(x_J|x))$) since $\lambda^{(i)}(x,n) = \int_{-\infty}^{+\infty} dx_J (x_J q_m(x_J|x,n)))$. The Fokker-Planck equation defined in eq. (3) in the main text requires the addition of terms associated with binding dynamics to eq. (S9).

The effective velocity can be easily obtained from simulations as $S^{(1)}(x) = k_t(x) \lambda^{(1)}(x)$, using the position dependent total rate ($k_t(x)$) and average displacement ($\lambda^{(1)}(x)$) of any event occurring. This can be shown to be equivalent to eq. (4) since,

$$
S^{(1)}(x) = k_t(x) \lambda^{(1)}(x)
$$

$$
= k_t(x) \sum_{n=1}^{N} P_n(x) \left[ \sum_{m=1}^{M} P_m(x,n) \lambda^{(1)}_m(x,n) \right]
$$

(S10)

$$
= \sum_{n=1}^{N} P_n(x) \left[ \sum_{m=1}^{M} k_m(x,n) \lambda^{(1)}_m(x,n) \right].
$$
where \( P_m(x, n) = k_m(x, n) / k_t(x) \) is the probability of the \( m \)th type of event occurring when a cargo has \( n \) legs bound. An equivalent equation can be derived for the effective diffusivity \( D_{\text{eff}}(x) = k_t(x) \lambda^{(2)}(x) \).

2 The Probability of Cargo Having \( n \) Legs Bound

The probability distribution \( P_n(x) \) has been previously derived for cargo that can rebind from the \( n = 0 \) state \([27, 33]\). Using these previously published formulae \([27, 33]\), \( P_n(x) \) has been defined in this work by the distributions,

\[
P_n(x) = \left( \frac{P_0(x)}{1 - P_0(x)} \right) \prod_{i=0}^{n} \left( \frac{k_1(x, n)}{k_2(x, n + 1)} \right),
\]

\[
P_0(x) = \left( 1 + \sum_{n=0}^{N-1} \prod_{i=0}^{n} \left( \frac{k_1(x, n)}{k_2(x, n + 1)} \right) \right)^{-1}.
\]  

(S11)

Allowing rebinding skews the average number of bound legs \( \langle n \rangle(x) \) observed for bound cargo towards smaller values, which increases the magnitudes of \( v_{\text{eff}}(x) \) and \( D_{\text{eff}}(x) \) calculated using eqs.(4 & 5). In reality, \( P_n(x, t) \) is a time dependent distribution that generates a time dependent distribution \( \langle n \rangle(x, t) \). This is shown analytically and using simulations for a system with position independent binding and unbinding rates in Fig.(S2). Complete calculations of \( v_{\text{eff}}(x) \) and \( D_{\text{eff}}(x) \) would therefore require an additional average over a cargo’s dwell time distribution.

The complete analytical treatment of \( \langle n \rangle(t) \) shown in Fig.(S2) was carried out by first defining the set of linear ordinary differential equations that describe the binding dynamics of cargo legs. This set can be written as,

\[
\frac{d}{dt} \begin{pmatrix} P_1(t) \\ P_2(t) \\ \vdots \\ P_N(t) \end{pmatrix} = \begin{pmatrix} -k_{1,0} - k_{1,2} & k_{2,1} & 0 & \cdots & 0 \\ k_{1,2} & -k_{2,1} - k_{2,3} & k_{3,2} & \cdots & 0 \\ 0 & k_{2,3} & -k_{3,2} - k_{3,4} & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & -k_{N,N-1} \end{pmatrix} \begin{pmatrix} P_1(t) \\ P_2(t) \\ \vdots \\ P_N(t) \end{pmatrix} = \kappa P(t),
\]  

(S12)

where the rates \( k_{X,Y} \) represent the transition rates from the bound state \( X \) to the bound state \( Y \) (such that \( k_{n,n+1} \equiv k_1(n) \) and \( k_{n+1,n} \equiv k_2(n+1) \)), \( \kappa \) is the corresponding transition matrix, and \( P(t) \) is a state vector. The binding of new cargo is not included in eq.(S12) so that \( t \) is a measure of the time since cargo first bound to the microtubule. Since cargo are assumed to always bind in the \( n = 1 \) state, \( P(t) = (1, 0, \cdots, 0) \).

The eigen-values of \( \kappa \) in eq.(S12), \( \epsilon_n \), will ultimately dictate the characteristic decay rates of \( P_n(t) \). In the case where all \( k_{X,Y} > 0 \) the transition matrix \( \kappa = S D S^{-1} \), where \( D \) contains only the eigen-values of \( \kappa \) along its diagonal and \( S \) consists of only the eigen-vectors corresponding to those eigen-values. Using these definitions, the solution of eq.(S12) can be derived as equal to,
\[ P(t) = \exp(\kappa t) P(0) \]

\[ = \left( 1 + \kappa t + \frac{(\kappa t)^2}{2} + \ldots \right) P_0(x) \]

\[ = S \left( 1 + D t + \frac{(D t)^2}{2} + \ldots \right) S^{-1} P_0(x) \]

\[ = S \begin{pmatrix}
\exp(e_1 t) & 0 & 0 & \ldots & 0 \\
0 & \exp(e_2 t) & 0 & \ldots & 0 \\
0 & 0 & \exp(e_3 t) & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & \exp(e_N t) \\
\end{pmatrix} S^{-1} P_0(x). \tag{S13} \]

The result of eq.(S13) can be verified by using it to calculate the dwell time distribution and average dwell times of cargo, defined (respectively) as,

\[ t_{\text{dwell}}(N, t) = -\frac{d}{dt} \left( \sum_{n=1}^{N} P_n(t) \right), \tag{S14} \]

\[ \langle t_{\text{dwell}} \rangle(N) = \int_{0}^{\infty} dt \left( t_{\text{dwell}}(N, t) \right), \tag{S15} \]

Analytical distributions obtained using eq.(S14 & S15) have been shown to agree with those obtained from stochastic cargo simulations in Fig.(S3). The form of the dwell time distribution defined in eq.(S14) agrees qualitatively with that proposed by Klumpp et al. [27], and results in multi-exponential distributions for cargo. The form of the average dwell time distribution defined in eq.(S15) tends towards the polynomial \( \langle t_{\text{dwell}} \rangle(N) \sim \alpha \beta^N \) in the limit of large \( N \) (where \( \alpha \) is a fitting parameter), as shown in Fig.(S3).

In this work, the complete analysis detailed above has only been used to calculate the \( N \)-dependent evolution of the effective diffusivity in Fig.(2b), and elsewhere the long-time behaviour of cargo has been probed by assuming that \( P_n(x) \) defined in eq.(S11) is a reasonable approximation for \( P_n(x) \), defined as the steady-state value of \( P_n(x, t) \) at times much greater than the cargo’s average dwell time (see Fig.(S2)). Only bound cargo \( (n > 0) \) contribute to the calculation of the distribution \( P_n(x) \), since the probability of cargo being in the \( n = 0 \) state should not affect the motion of bound cargo.

3 Deriving the Langevin Equation Describing Cargo Motion

In the absence of periodic boundary conditions, the general Langevin equation in eq.(S1) can be rewritten in the form [32,34],

\[ dx(t) = f(x(t))dt + g(x(t))dW(t), \tag{S16} \]

where \( dx(t) \) is the infinitesimally small change in position that occurs within the time \( dt \), and \( \int_{t}^{t+dt} dW(t') = W(t + dt) - W(t) = w(dt) \sim \mathcal{N}(0, dt) \) [32,34]. Other important relations involving the Wiener process include \( w(0) = 0, \langle w(t) \rangle = 0, \) and \( \langle w(t)w(t') \rangle = \min(t, t') \), where averages have been taken over realisations of noise [32,34].
Solving eq. (S16) requires integrating both sides of the equation between the times \( t \) and \( t + dt \), corresponding to the positions \( x(t) = x_0 \) and \( x(t + dt) = x_0 + dx(t) \) respectively. This can be achieved by assuming that the displacements \( dx(t) \) are small and taking the Taylor expansion of \( f(x(t)) \) and \( g(x(t)) \), such that [32],

\[
\begin{align*}
    h(x(t')) &\approx h(x_0) + \frac{\partial h(x(t'))}{\partial x(x')} |_{x_0} dx(t') + \ldots \\
    &\approx h(x_0) + h'(x_0)(x(t') - x_0),
\end{align*}
\]

where the second line truncates the series at \( O(dx(t')) \). Using eq. (S17), an integral of eq. (S16) can be solved iteratively up to \( O(dt) \) to give the moments of the displacement distribution [32].

\[
\begin{align*}
    \langle x(t + dt) - x_0 \rangle &= f(x_0) dt + g(x_0) g'(x_0) \left\langle \int_{t}^{t+dt} w(t') dW(t') \right\rangle, \\
    \langle (x(t + dt) - x_0)^2 \rangle &= (g(x_0))^2 dt.
\end{align*}
\]

The second term in eq. (S18) cannot be solved using normal calculus methods, as it depends on the point in time at which the Wiener process term is evaluated. Discretising the second term in eq. (S18) generates the equation [34],

\[
\begin{align*}
    \left\langle \int_{t}^{t+dt} w(t') dW(t') \right\rangle &= \lim_{\Delta \tau \rightarrow 0} \sum_{i=0}^{N-1} \left[ w(\beta \tau_{i+1} + (1 - \beta) \tau_i) \left( w(\tau_{i+1}) - w(\tau_i) \right) \right],
\end{align*}
\]

where \( \Delta \tau = \tau_{i+1} - \tau_i, \tau_0 = t, \tau_N = t + dt \), and \( \beta \) governs the time at which the Wiener process term is evaluated. Since the displacement of cargo has been defined as purely due to the binding dynamics of their legs in the lab frame, such that no future information about a cargo’s position or configuration is required at the point of evaluation of the Wiener process term in eq. (S16), the Ito convention \( (\beta = 0) \) has been used to solve eq. (S20) in this work. In this case, the average defined in eq. (S20) is equal to zero, so eq. (S18) becomes \( \langle x(t + dt) - x_0 \rangle = f(x_0) dt \).

In order to derive how the results of eqs. (S18 & S19) relate to the effective velocity and diffusivity defined in eqs. (4 & 3), the Chapman-Kolmogorov equation can be used to define the probability \( P(x, t) \) of a cargo being at position \( x \) at time \( t \), and this can then be compared to eq. (3) by inspection. The Chapman-Kolmogorov equation states [32–34],

\[
P(x, t + dt) = \int_{-\infty}^{\infty} (Q(x, t + dt|x', t) P(x', t)) dx'
\]

where \( Q(x, t + dt|x', t) \) is the transition probability of the particle moving from position \( x' \) to position \( x \) in a time \( dt \). This equation can be re-arranged by defining the small displacement \( \Delta = x - x' \) to be of the form [32–34],

\[
P(x, t + dt) = \int_{-\infty}^{\infty} \left[ \sum_{n=0}^{\infty} \left( \frac{(-\Delta)^n}{n!} \right) \frac{\partial^n}{\partial x^n} (Q(x + \Delta, t + dt|x, t) P(x, t)) \right] d\Delta
\]

\[
= \sum_{n=0}^{\infty} \left[ (-1)^n \frac{\partial^n}{\partial x^n} \left( \frac{M_n(x, t, dt)}{n!} \right) P(x, t) \right],
\]

where \( M_n(x, t, dt) \) is the transition probability of the particle moving from position \( x \) in a time \( dt \).
where $M_n(x, t, dt) = \int_{-\infty}^{\infty}(\Delta^n Q(x+\Delta, t+dt|x,t))d\Delta$ are the moments of the displacement distribution. By truncating the series in eq. (S22) at its third term, and taking the limit $dt \to 0$, a general Fokker-Planck equation can be defined that describes the time evolution of $P(x, t)$ \[32,34\],

$$\frac{\partial P(x, t)}{\partial t} = -\frac{\partial}{\partial x}(V(x, t)P(x, t)) + \frac{\partial^2}{\partial x^2}(D(x, t)P(x, t)),$$

(S23)

where $M_1(x, t, dt) \simeq V(x, t)dt$ and $M_2(x, t, dt) \simeq 2D(x, t)dt$ are the net velocity and diffusivity terms respectively. These terms also correspond to the first and second moments of the displacement distribution respectively. Comparing eq. (3) and using the relations defined in eq. (S18 & S19) it can be observed that,

$$f(x(t)) = v_{eff}(x(t)) + \left. \frac{\partial D_{eff}(x)}{\partial x} \right|_{x=x(t)} = S^{(1)}_\lambda(x(t)),$$

(S24)

$$g(x(t)) = \sqrt{2 D_{eff}(x(t))} = \sqrt{S^{(2)}_\lambda(x(t))}.$$

(S25)

4 Fitting the Bound Leg Distribution

The bound leg distributions $P^N_l(x|y, n)$ shown in this work (see Fig. (2a & S4a)) were fitted using the equation,

$$F^N_l(x|y, n) = \alpha(y, n) \left( \text{erf} \left( \beta^{(1)}(y, n) (x - \sigma^{(1)}(y, n)) \right) + \text{erf} \left( \beta^{(2)}(y, n) (x - \sigma^{(2)}(y, n)) \right) \right),$$

(S26)

where $\alpha(y, n)$, $\beta^{(1,2)}(y, n)$ and $\sigma^{(1,2)}(y, n)$ are fitting parameters. Asymmetry in $P^N_l(x|y, n)$ results in a non-zero component of the effective velocity due to unbinding events, since the moments defined in eq. (1) become non-zero. This can be observed in Fig. (S4a) for cargo that exhibit the binding rate distribution shown in Fig. (S5). This asymmetry arises due to non-zero values of $\beta^{(1)}(y, n) - \beta^{(2)}(y, n)$ or $\sigma^{(1)}(y, n) + \sigma^{(2)}(y, n)$ for the fitting parameters defined in eq. (S26). This phenomenon can be observed in Fig. (S4a) near the positions of maximum gradient in the binding rate distribution (see Fig. (S5)).

The bound leg distributions of cargo must always be symmetric in the case of position independent binding and unbinding rates (when $n_{sim} \gg 1$). In this case, the bound leg distributions obtained from simulations can be averaged over all positions to minimise error, such that $F^N_l(x|n) = (\sum_{y=-h}^{y=+h} P^N_l(x|y, n))/(\sum_{x=-b_h}^{x=b_h} \sum_{y=-h}^{y=+h} P^N_l(x|y, n)\Delta x)$ following normalisation using the discrete simulation grid spacing $\Delta x$ and the upper and lower bounds $b_{a,l}$ set by the shape factor (see Fig. (2a)). In this case, the fit defined in eq. (S26) can also be simplified to the form,

$$F^N_l(x|n) = \alpha(n) \left( \text{erf} \left( \beta(n) (x - \sigma(n)) \right) + \text{erf} \left( -\beta(n) (x + \sigma(n)) \right) \right),$$

(S27)

which contains fewer fitting parameters. This result is evidenced in Fig. (S4b), since $\beta^{(1)}(n) \simeq -\beta^{(2)}(n)$ and $\sigma^{(1)}(n) \simeq -\sigma^{(2)}(n)$ after fitting $P^N_l(x|n)$ with eq. (S26).

The evolution of the fit parameters $\alpha(n)$, $\beta(n)$ and $\sigma(n)$ defined in eq. (S27) has been plotted in Fig. (S4c–e) as a function of $n$ for cargo with different numbers of legs, and it can be observed that the parameters tend towards smooth distributions in the limit $N \gg 1$. The evolution of the individual fit parameters was fitted using the equations $\alpha(n) = a_1 \exp(-b_1 n) + c_1$, $\beta(n) = (a_2/n^2) - (b_2/n) + c_2$ and $\sigma(n) = a_3 \exp(-b_3 n) + c_3$, where $a_{1,2,3}$, $b_{1,2,3}$ and $c_{1,2,3}$ are additional fitting parameters.
5 Deriving Experimental Input Parameters for Cargo Binding Simulations

Experimental parameters used as inputs for simulations were obtained from previously published work and are presented in table S1. These parameters were used to derive the position and time dependent probabilities of finding tubulin heterodimers in different states along microtubules by expanding upon the approach derived by Maurer et al. [39]. In this work, lattice states have been added to the model to generate binding and unbinding rate distributions along entire microtubules. The model now includes the probabilities: \( A(x,t) \) describing tubulin with an associated GTP molecule or that is part of the tapering microtubule end; \( B(x,t) \) describing tubulin in the GDP-Pi state (the preferred binding site of EBs [24]); \( BE(x,t) \) describing tubulin in the GDP-Pi state and bound to an EB; \( C(x,t) \) describing tubulin with an associated GDP molecule; \( CE(x,t) \) describing tubulin with an associated GDP molecule and bound to an EB. For simplicity, it is assumed that EBs cannot bind to tubulin in the \( A(x,t) \) state. The probabilities of finding tubulin in these different states in the rest frame of a microtubule end growing linearly with velocity \( v_{MT} \) are the solutions to the set of equations,

\[
\begin{align*}
\frac{\partial A(x,t)}{\partial t} &= -v_{MT} \frac{\partial A(x,t)}{\partial x} - k_f A(x,t), \\
\frac{\partial B(x,t)}{\partial t} &= -v_{MT} \frac{\partial B(x,t)}{\partial x} + k_f A(x,t) - (k_{on}^{tip}[EB] \Delta x + k_h) B(x,t) + k_{off}^{tip} BE(x,t), \\
\frac{\partial BE(x,t)}{\partial t} &= -v_{MT} \frac{\partial BE(x,t)}{\partial x} + k_{on}^{tip}[EB] \Delta x B(x,t) - (k_{off} + k_{EB} h) BE(x,t),
\end{align*}
\]

with parameters defined in table S1. These equations assume non-competitive and non-cooperative EB binding to the microtubule. The steady-state solutions to the set of equations defined in eq. (S28) are,

\[
\begin{align*}
A(x) &= A_0 e^{-l_1(x-x_0)}, \\
B(x) &= B_0 (e^{-l_1(x-x_0)} + \gamma_1 e^{-l_2(x-x_0)} - (1 + \gamma_1) e^{-l_3(x-x_0)}), \\
BE(x) &= BE_0 (e^{-l_1(x-x_0)} + \gamma_2 e^{-l_2(x-x_0)} - (1 + \gamma_2) e^{-l_3(x-x_0)}), \\
C(x) &= \left( \frac{k_{off}^{lat}}{k_{on}^{lat}[EB] \Delta x + k_{off}^{lat}} \right) (1 - (A(x) + B(x) + BE(x))), \\
CE(x) &= \left( \frac{k_{off}^{lat}[EB]}{k_{on}^{lat}[EB] \Delta x + k_{off}^{lat}} \right) (1 - (A(x) + B(x) + BE(x))),
\end{align*}
\]

where the characteristic length-scales \( l_{1,2,3} \) and the relative amplitudes \( \gamma_{1,2} \) are complicated functions of the transition rates between the states defined in eqs. (S28) & (S29). The distributions obtained by substituting the parameters from table S1 into eq. (S29) after applying the following corrections are shown in Fig. (S8a).

For use in simulations, the average binding rates and dwell times presented in table S1 must be corrected by taking into account the probability of a potential EB binding site being in the GDP-Pi or GDP-bound states. Assuming that \( (B(x) + BE(x))/(C(x) + CE(x)) \ll 1 \) on the lattice (see Fig. (S8a)), it can be shown iteratively that \( (B(x) + BE(x))/(C(x) + CE(x)) \approx 0.5 \) within a distance \( L_{tip} \) from the microtubule tip. This means that the correct dwell times and binding rates for EBs interacting with tubulin in the GDP-Pi state satisfy the equations \( \tau_{tip} = 0.5(\tau_{GDP-Pi} + \tau_{GDP}) \) and...

\[\text{21}\]
\[k_{\text{tip}}^{\text{on}} = 0.5(k_{\text{on}}^{\text{GDP-Pi}} + k_{\text{on}}^{\text{GDP}}) \text{ respectively (where } \tau^{\text{GDP}} = \tau^{\text{lat}} \text{ and } k_{\text{on}}^{\text{GDP}} = k_{\text{on}}^{\text{lat}} \text{ from table S1). Any co-operative interactions between EBs has been neglected in this work [3,40,47].}

Next, the binding rates must be converted from units of ‘per unit concentration of EBs in solution per unit length along the microtubule per unit time’ to units of ‘per specific EB that is associated to a simulated cargo per unit time’ using the equation,

\[
\kappa(x)(s^{-1}) = \left( \frac{\Delta x[EB]}{N_{\text{av}}^{\text{EB}}} \right) k(x)(\text{nM}^{-1}\mu\text{m}^{-1}s^{-1}) = \frac{k(x)(\text{nM}^{-1}\mu\text{m}^{-1}s^{-1})}{\pi N_{A}((\rho_{MT} + \epsilon)^{2} - \rho_{MT}^{2})},
\]

where \(N_{\text{av}}^{\text{EB}} = N_{A}[EB]V_{\text{int}}\) is the average number of EBs available to bind to the microtubule and \(V_{\text{int}} = \pi((\rho_{MT} + \epsilon)^{2} - \rho_{MT}^{2})\Delta x\) defines the cylindrical volume of EB-microtubule interactions with radius \(\epsilon\). The radius \(\epsilon\) is expected to be within the range \(\rho_{EB} \leq \epsilon \leq \rho_{D}\), where \(\rho_{D} = \sqrt{2D_{\text{aq}}^{\text{EB}} \approx 2700}\rho_{EB}\) is the average distance an EB is expected to diffuse in solution in one second (see table S1). The resulting constant of proportionality that links \(\kappa = \psi k\) must therefore be in the range \(0.0036\) (mol µm\(^{-2}\)) \(\leq \psi \leq 4100\) (mol µm\(^{-2}\)) (where mol indicates the number of moles). The ranges of rates \(\kappa\) for the microtubule tip and lattice are shown in table S2 and span approximately six orders of magnitude.

In order to sample this parameter space efficiently the binding rates have been sampled uniformly in log-space, such that the rates used in simulations are,

\[
k_{1}(x|q) = \left[ k_{\text{on}}^{\text{GDP-Pi}}(B(x) + BE(x)) + k_{\text{on}}^{\text{GDP}}(C(x) + CE(x)) \right] \psi_{\text{min}}\left( \frac{\psi_{\text{max}}}{\psi_{\text{min}}} \right)^{\frac{q-1}{12}},
\]

\[
k_{2}(x) = k_{\text{off}}^{\text{GDP-Pi}}(B(x) + BE(x)) + k_{\text{off}}^{\text{GDP}}(C(x) + CE(x))
\]

where \(\psi_{\text{min},\text{max}}\) are defined as the limits of the range \(\psi_{\text{min}} \leq \psi \leq \psi_{\text{max}}, \text{ and } q \in [1,13]\). The definitions in eq. (S31) assume that the steady-state distributions of \(B(x), BE(x), C(x),\) and \(CE(x)\) are unchanged by the binding or unbinding of individual cargo legs, and neglect the effects of competition.

The distributions obtained by substituting the parameters from table S2 into eq. (S31) are shown in Fig. (S8). Simulations have been carried out using \(q = 1,...,13\) across the phase-space \(N \in [2,12]\) and \(L \in [32,192]\) nm, with representative results for \(q = 6\) shown in Fig. (S9 & S10).

\section{6 Deriving the Fokker-Planck Equation Describing Cargo Motion in 2D}

The derivation of a 2D Fokker-Planck equation for cargo motion follows that of the 1D case for eq. (S3 & S8) with \(x \rightarrow \vec{x}\) and \(dx \rightarrow d\vec{x}\), although system periodicity and the Wiener process diffusion term are neglected in this case. A Kramers-Moyal expansion can again be used to simplify the derivation by assuming small 2D displacements of magnitude \(|\vec{x}_{,i}| = |\vec{x} - \vec{x}'| \ll 1\). Together, these assumptions result in the equation,
\[
\frac{\partial P(x,t)}{\partial t} = -S_k(x) P(x,t) + \int_{-\infty}^{+\infty} d\xi' P(x',t)S_q(x|\xi')
\]

\[
= -S_k(x) P(x,t) + P(x,t) \int_{-\infty}^{+\infty} d\xi J(x) \left( 1 - \xi J \cdot \nabla + \left( \frac{\xi J \cdot \nabla}{2} \right)^2 \right) S_q(x|\xi)
\]

\[
= -\frac{\partial}{\partial x} \left[ P(x,t) \int_{-\infty}^{+\infty} dx J(x) \left( \int_{-\infty}^{+\infty} dy J(x) S_q(x|\xi) \right) \right]
\]

\[
- \frac{\partial}{\partial y} \left[ P(x,t) \int_{-\infty}^{+\infty} dy J(x) \left( \int_{-\infty}^{+\infty} dx J(x) S_q(x|\xi) \right) \right]
\]

\[
+ \left( \frac{1}{2} \right) \frac{\partial^2}{\partial x^2} \left[ P(x,t) \int_{-\infty}^{+\infty} dx J(x) \left( \int_{-\infty}^{+\infty} dy J(x) S_q(x|\xi) \right) \right]
\]

\[
+ \left( \frac{1}{2} \right) \frac{\partial^2}{\partial y^2} \left[ P(x,t) \int_{-\infty}^{+\infty} dy J(x) \left( \int_{-\infty}^{+\infty} dx J(x) S_q(x|\xi) \right) \right]
\]

\[
\]

\[
\]

\[
= -\frac{\partial}{\partial x} \left( P(x,t) S^{(1,x)}(x) \right) - \frac{\partial}{\partial y} \left( P(x,t) S^{(1,y)}(x) \right) + \frac{\partial^2}{\partial x^2} \left( \frac{P(x,t) S^{(2,x)}(x)}{2} \right)
\]

\[
+ \frac{\partial^2}{\partial y^2} \left( \frac{P(x,t) S^{(2,y)}(x)}{2} \right)
\]

\[
(S32)
\]

where \( \int_{-\infty}^{+\infty} d\xi \equiv \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} dx dy \) and \( S^{(i,k)}_\lambda = \int_{-\infty}^{+\infty} dx J \int_{-\infty}^{+\infty} dy J (k^i_j S_q(x_k|\xi_j)) \). The Fokker-Planck equation defined in eq. (11) in the main text is generated by rearranging the terms in the final line of eq. (S32) and splitting them up according to which generate displacements purely in the \( x \) or \( y \) directions.

Unlike for eq. (1 & 2) and the 1D cargo model, there is no general form for the \( i \)th moment of the cargo displacement distribution \( \lambda^{(i)}(x_a(t),n) \) and the average rate \( \langle \bar{k}_m(x_a(t),n) \rangle \) associated with each type of event \( (m = 1, 2) \) in a 2D system due to the presence of ‘cross’ terms with both \( x \) and \( y \) direction dependence. However, individual formulae can be derived for these moments and rates of the forms,

\[
\lambda^{(i,x)}(x_a(t),n) = \left( \frac{1}{n + \Delta_m} \right)^i \left( \frac{b^x}{b^y} \int dx \int dy \left[ \left[ \Delta_m(x - x_a(t)) \right]^i \bar{k}_m(x|x_a(t),n) \right] \right)
\]

\[
= \left( \frac{1}{n + \Delta_m} \right)^i \left( \frac{b^x}{b^y} \int dx \int dy \bar{k}_m(x|x_a(t),n) \right)
\]

\[
(S33)
\]
\[
\lambda_m^{(i,g)}(x_a(t), n) = \left( \frac{1}{n + \Delta_m} \right)^i \left( \frac{\int_{b_x'}^b \int_{b_y'}^b dy \left[ (\Delta_m(y - y_a(t))^i k_m(x|x_a(t), n) \right]}{n \int_{b_x'}^b \int_{b_y'}^b dy k_m(x|x_a(t), n)} \right), \tag{S34}
\]

\[
\lambda_m^{(1,yg)}(x_a(t), n) = \left( \frac{1}{n + \Delta_m} \right)^i \left( \frac{\int_{b_x'}^b \int_{b_y'}^b dy \left( (\Delta_m(x - x_a(t))(y - y_a(t)) k_m(x|x_a(t), n) \right]}{n \int_{b_x'}^b \int_{b_y'}^b dy k_m(x|x_a(t), n)} \right), \tag{S35}
\]

\[
\bar{k}_m(x_a(t), n) = \left( \frac{N \delta_{m,1} - n \Delta_m}{(b_x' - b_x')(b_y' - b_y')} \right) \int_{b_x'}^b \int_{b_y'}^b dy k_m(x|x_a(t), n), \tag{S36}
\]

where \(\Delta_m = \delta_{m,1} - \delta_{m,2}\) (see eq. (1 & 2)), \(\delta_{i,j}\) is the Kronecker delta function, and \(b_{x,y}^{u,l}\) are the upper and lower bounds of the averages in the \(x\) and \(y\) directions respectively, defined by the corresponding 2D shape factor and bound leg distribution.
Supplementary Methods

Stochastic Cargo Binding Simulations

The simulations used in this work follow the schematic in Fig.1(1), such that the dynamics of simulated cargo are a function of the number of legs they have available to bind \((N-n,\) where \(N\) is the total number of legs of the cargo and \(n\) of these are currently bound), their width \((2L)\), and their centre position \((x_a(t))\) at any time \((t)\). It is assumed that simulated cargo exhibit the shape factor \(S_0^N(x|x_a(t))\), so their legs can only bind at positions within the range \(x_a(t) - L \leq x \leq x_a(t) + L\). In order to emulate the inter-tubulin distance along a microtubule, it is also assumed that cargo legs can only bind at discrete positions separated by the spacing \(\Delta x\) (respectively also exhibit the position dependent binding and unbinding rates \(k_{1,2}(x)\) (respectively) also exhibit the position dependent total rates of a binding or unbinding event occurring \((N-n)\sum_{i=(x_a(t)-L)/\Delta x}^{(x_a(t)+L)/\Delta x}k_1(x_i)/(2(L/\Delta x)+1)\) and \(\sum_{i=1}^{n}k_2(x_i)\) (respectively). Cargo exhibit the constant net velocity \(\vec{k}_3\Delta x\), which has been implemented as a shift of magnitude \(\Delta x\) with rate \(\vec{k}_3\) in the positions of all of a cargo’s bound legs.

The simulations used to generate Fig.2(2), 3(3), 4(4), S1, S2, S3, S4, S6 & S7 used \(L/\Delta x = 10\), a periodic domain of width \(2h/L = h/(5\Delta x) = 40\), and the binding rate distribution defined in eq.(8) (see Fig.(S5)). Of these simulations, only those used to generate Fig.4, & S7, used a non-zero net velocity of \(\vec{k}_3\Delta x = 0.1\ L/t_c\). The simulations used to generate Fig.5(5), S9 & S10 used various values of \(L\) (specified in the figure legends) and \(\Delta x = 8\ nm\) (see table S1). The binding and unbinding rate distributions used in these simulations were derived by substituting the parameters from tables S1 & S2 into eq.(S31), and are shown in Fig.(S8).

Once all legs of a cargo are unbound \((n = 0)\), its dwell time is stored and the next cargo is simulated. This assumes that cargo are unlikely to rebind a leg in the time it takes for them to diffuse away in solution, which is correct for \(t_{rebind} = 1/(N \text{ max}(k_1(x[6]))) \sim (0.14\ s)/N\), \(t_{diffuse} = v^2/D_{aq}^B \sim 0.0058\ s\), and \(N \lesssim 20\) using the parameters from tables S1 & S2 and eq.(S31).

The simulations were implemented in MATLAB using an adapted form of the Gillespie algorithm [35,36] dubbed the ‘direct-family’ method. Following cargo initialisation in the \(n = 1\) state at time \(t_0 = 0\), this form of the Gillespie algorithm has been implemented as follows:

1. Randomly select the time \(\tau\) after which the next event occurs from the distribution \(P(\tau|x_a(t_j)) = k_1(x_a(t_j))\exp(-k_1(x_a(t_j))\tau)\) using inverse transform sampling [48], where \(k_1(x_a(t_j))\) is the total rate of any event occurring for a given cargo centre position \(x_a(t_j)\) at time \(t_j\);

2. Increment the simulation time by the randomly generated time, such that \(t_{j+1} = t_j + \tau\) (the index \(j\) counts the total number of events that have occurred so far in the simulation);

3. Randomly select which of the families of possible events the event that has occurred belongs to by calculating the fractional probability of each family of events occurring \(P_m(x_a(t_j)) = k_m(x_a(t_j))/k_1(x_a(t_j))\), where \(k_m(x_a(t_j))\) is the total rate for all events from family \(m\) for a given cargo centre position;
4. Randomly select the position at which the event has occurred for the selected family, for example where the next leg binds during a binding transition by calculating the fractional probability of it being added at each position $P(x_i^+|\tau, x_a(t_j), m = 1) = k_1(x_i^+)/\sum_{i=(x_a(t_j)-L)}^{(x_a(t_j)+L)} k_1(x_i)$ for $x_i^+ \in [x_a(t_j) - L, x_a(t_j) + L]$, or where a leg has unbound during an unbinding transition by calculating $P(x_i^-|\tau, x_a(t_j), m = 2) = k_2(x_i^-)/\sum_{l=1}^{n} k_2(x_a(t_j))$ for $x_i^- \in \{x_l\}(t_j)$;

5. Update system variables based on the selected event occurring at the selected position.

The simulations in this work require $M = 3$ different families of possible events. Importantly, each loop of this new form of the Gillespie algorithm always requires the generation of 3 random numbers and the calculation of a single logarithm, and so is advantageous for systems with large values of both $N$ and $M$.

Calculating errors for simulated data

Errors for distributions generated from simulated data were derived using a type of bootstrapping. Random samples (with replacement) were generated of the displacements and wait-times corresponding to binding, unbinding or microtubule growth events, and the error at any point of a distribution was defined as equal to the standard deviation of 25 distributions comprised of sampled data at that point. Each sampled data set consisted of the same number of data points as that obtained in the simulation. The error calculated in this way is minimised when the number of simulated cargo becomes large, or when the motion of the cargo is highly deterministic (for example in the presence of a large microtubule growth velocity). If the plotted distribution was smoothed, smoothing was carried out before calculating the standard deviation of the samples.
Figure S1: (a) Cargo mean-squared displacement evolves approximately linearly with time since bound \( \tau \). (b) Example mean-squared displacement distribution showing the short- and long-time gradients for 6-legged cargo.

Figure S2: Comparison of the evolution of the average number of bound legs \( \langle n \rangle (t) \) for 4-legged cargo obtained from simulations to various analytical approximations.

Figure S3: (a) Cargo dwell time distributions for cargo with \( N = 1, 2, 4 \), and (b) evolution of the average dwell time of cargo obtained from stochastic simulations (\( n_{\text{sim}} \) same as in Fig.(2b)) compared to values obtained using eq.(S14 & S15) respectively.
Figure S4: (a) Example bound leg distributions (red) for 4-legged cargo at different cargo centre positions (number of simulated cargo $n_{sim} = 250,000$). Fits (green) were calculated using eq. (S26). Asymmetry can be observed most easily in the $P_4^l(x|1.9, 4)$ and $P_4^l(x|1.9, 4)$ distributions, corresponding to positions near where $k_1(x)$ exhibits a maximum gradient (see Fig. (S5)). (b) Fits (green) to the fitting parameters obtained by fitting the bound leg distributions in Fig. (2a) with eq. (S26). (c,d,e) $N$-dependent evolution of the fitting parameters (c) $\alpha(n)$, (d) $\beta(n)$, and (e) $\sigma(n)$ defined in eq. (S27) ($n_{sim}$ same as in Fig. (2b)).
Figure S5: The binding rate distribution defined in eq. (8), which exhibits a central high cargo-substrate binding rate region and an outer region of constant binding rate.

Figure S6: Individual components of the effective velocity distributions shown in Fig. (3a). The effective velocity is dominated by the component due to binding events for both the simulations and analytics.
Figure S7: (a) Introducing $\Delta x \neq 0$ results in cargo exhibiting a stable fixed point (black vertical line), defined as the position where $S^{(1)}_\lambda(x) = 0$ and $\partial S^{(1)}_\lambda(x)/\partial x < 0$ (see eq. (7)). (b) Introducing $\Delta x \neq 0$ skews the PDF describing cargo positions towards the edge of the central region of increased binding rate defined by eq. (8). (c) Components of the effective velocity in (a), showing the position independent microtubule growth velocity (otherwise the same as Fig. (S6)).

Figure S8: (a) Steady-state probability distributions of tubulin heterodimer states as a function of position along a microtubule (the microtubule edge is set at $x_{edge} = 0$ nm), obtained by substituting the experimental parameters from table S1 into eq. (S29). (b) Position dependent EB binding and unbinding rates obtained by substituting the experimental parameters from table S2 into eq. (S31) (key below plot).
Figure S9: Evolution of the maximum effective velocity resulting from only binding and unbinding events exhibited by cargo permanently bound to multiple EBs, obtained from stochastic cargo binding simulations \( (n_{\text{sim}} \text{ the same as for Fig.(5b)}) \) with (a) constant \( L \) and varying \( N \), and (b) constant \( N \) and varying \( L \). Maximum effective velocity increases monotonically before plateauing as a function of increasing \( N \), and increases approximately quadratically with increasing \( L \).

Figure S10: The position dependent effective diffusivity exhibited by bound cargo (a) permanently bound to \( N = 10 \) EBs \( (n_{\text{sim}} = 50 000) \), and (b) of size \( 2L = 160 \) nm \( (n_{\text{sim}} = 100 000 \text{ for } 2 \leq N \leq 8, n_{\text{sim}} = 50 000 \text{ for } N = 10, \text{ and } n_{\text{sim}} = 25 000 \text{ for } N = 12) \), obtained from stochastic cargo binding simulations using input parameters derived from previously published experimental data presented in tables S1 & S2. The microtubule edge is set at \( x_{\text{edge}} = 0 \) nm. The position of the minimum of the effective diffusivity appears to be set by \( N \), whereas its maximum magnitude increases monotonically as a function of \( L \).
## Supplementary Tables

| Parameter                                                                 | Representative Literature Value                      |
|--------------------------------------------------------------------------|------------------------------------------------------|
| Average EB protein dwell time at microtubule ends, $\tau_{\text{tip}}$  | $(0.34 \pm 0.04)$ s [21]                            |
| Average EB protein binding rate at microtubule ends, $k_{\text{tip}}^{\text{on}}$ | $(6.5 \pm 0.5)$ nM$^{-1}$μm$^{-1}$s$^{-1}$ [21]  |
| Average EB protein dwell time on the microtubule lattice, $\tau_{\text{lat}}$ | $(0.16 \pm 0.03)$ s [21]                            |
| Average EB protein binding rate on the microtubule lattice, $k_{\text{lat}}^{\text{on}}$ | $(2.3 \pm 0.9)$ nM$^{-1}$μm$^{-1}$s$^{-1}$ [21]  |
| Average formation rate of GDP-Pi tubulin sites, $k_f$                    | $6.5$ s$^{-1}$ [39]                                  |
| Average rate of the step in the GTPase cycle converting tubulin from the GDP-Pi state to having only an associated GDP molecule, $k_h$ | $(0.23 \pm 0.01)$ s$^{-1}$ [39]                      |
| The same rate for tubulin with a bound EB, $k_{EBh}$                     | $(0.73 \pm 0.01)$ s$^{-1}$ [39]                      |
| EB concentration, $[EB]$                                                 | $50$ nM [39]                                        |
| Average microtubule growth speed, $|v_{\text{MT}}|$                   | $57$ nm s$^{-1}$ [41]                               |
| Average size of microtubule tip region, $L_{\text{tip}}$                | $220$ nm [41]                                       |
| Average tubulin dimer length, $\Delta x$ (distance between EB protein binding sites) | $8.185$ nm [40]                                   |
| Microtubule radius, $\rho_{\text{MT}}$                                  | $12$ nm [37]                                        |
| Bead size, $L_b$                                                        | $\sim 15 - 20$ nm [25]                             |
| Radius of gyration of EB3, $\rho_{EB}$                                  | $4.52$ nm [38]                                      |
| Maximum diameter of EB3, $\rho_{EB}^{\text{max}}$                       | $13.6$ nm [38]                                      |
| EB Diffusivity in solution, $D_{\text{EB}}^{\text{aq}}$                 | $74.1$ μm$^2$ s$^{-1}$                             |

Table S1: Experimental model parameters obtained from previously published work. Average dwell times are for wild-type, dimeric EB3 [21]. Average EB binding and unbinding rates are approximately independent of the background EB concentration and the microtubule growth speed [42]. Microtubule growth speed is assumed to be independent of the EB concentration [39,41]. The quoted EB concentration was that which generates the quoted rates $k_{f,h,EBh}$ [39] and results in the microtubule growth speed closest to the presented value [39,41]. The size of the microtubule tip region is a function of the microtubule growth speed and hence tubulin concentration, and one set of in vitro values is quoted here [41]. Average tubulin dimer length was obtained using cryo-electron microscopy, and the value presented is the average of the GDP lattice (8.176 nm) and GTPγS lattice (8.193 nm) values [40]. Cargo size depends on the form of the construct, but previously published work has shown that quantum dots with the quoted radius can exhibit EB-mediated tip tracking transport [25]. The radius of gyration and maximum diameter of an EB3 homodimer were obtained using small-angle X-ray scattering experiments [38]. All values without errors were quoted in this form when published. The EB diffusivity was calculated using the Einstein relation assuming a temperature of 37 °C, that the cytoplasmic viscosity is approximately equal to that of water at 37 °C, and that EBs are approximately spherical with a radius equal to $\rho_{EB}$. The calculated diffusivity is of a similar order of magnitude to values measured for different biological molecules [49].
Table S2: Experimentally derived EB binding and unbinding rates from table S1 converted to units of per EB per unit time using eq. (S30). Unbinding rates do not require conversion. The range of converted binding rates for the microtubule tip and lattice each span approximately six orders of magnitude.

| Parameter                                                                 | Minimum Value     | Maximum Value      |
|---------------------------------------------------------------------------|-------------------|--------------------|
| Average EB protein unbinding rate at microtubule ends, $k_{GDP-Pi}^{off}$ | $(2.9 \pm 0.3) \text{s}^{-1}$ | $(2.9 \pm 0.3) \text{s}^{-1}$ |
| Average EB protein binding rate at microtubule ends, $\kappa_{GDP-Pi}^{on}$ | $(0.0231 \pm 0.0018) \text{s}^{-1}$ | $(27000 \pm 2000) \text{s}^{-1}$ |
| Average EB protein unbinding rate from the microtubule lattice, $k_{GDP}^{off}$ | $(6.3 \pm 1.0) \text{s}^{-1}$ | $(6.3 \pm 1.0) \text{s}^{-1}$ |
| Average EB protein binding rate to the microtubule lattice, $\kappa_{GDP}^{on}$ | $(0.008 \pm 0.003) \text{s}^{-1}$ | $(9000 \pm 4000) \text{s}^{-1}$ |
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