Abstract

Neural painting refers to the procedure of producing a series of strokes for a given image and non-photo-realistically recreating it using neural networks. While reinforcement learning (RL) based agents can generate a stroke sequence step by step for this task, it is not easy to train a stable RL agent. On the other hand, stroke optimization methods search for a set of stroke parameters iteratively in a large search space; such low efficiency significantly limits their prevalence and practicality. Different from previous methods, in this paper, we formulate the task as a set prediction problem and propose a novel Transformer-based framework, dubbed Paint Transformer, to predict the parameters of a stroke set with a feed forward network. This way, our model can generate a set of strokes in parallel and obtain the final painting of size $512 \times 512$ in near real time. More importantly, since there is no dataset available for training the Paint Transformer, we devise a self-training pipeline such that it can be trained without any off-the-shelf dataset while still achieving excellent generalization capability. Experiments demonstrate that our method achieves better painting performance than previous ones with cheaper training and inference costs. Codes and models are available$^1$.

1. Introduction

Since ancient times, painting has been a fantastic way for human beings to record what they perceive or even how they imagine about the world. Painting has long been known to require professional knowledge/skills and is not easy for ordinary people. Computer-aided art creation largely fills this gap and enables many of us to create our own artistic compositions. Especially with the coming of AI era, natural images can be transformed to be artistic via image generation.
style transfer [19, 9, 12, 24, 16] or image-to-image translation [38, 31, 3, 34, 35]. These previous methods typically formulate image creation as an optimization process in the pixel space [5] or a feed-forward pixel-wise image mapping with neural networks [11, 38]. Nevertheless, different from pixel-wise operations of neural networks, humans create paintings through a stroke-by-stroke procedure, using brushes from coarse to fine. It is of great potential to make machines imitate such a stroke-by-stroke process to generate more authentic and human-creation-like paintings. Besides, it also has the additional benefit of interpreting how a painting can be created step by step, which might be valuable as a teaching tool. Thus, as an emerging research topic, stroke based neural painting is explored to generate a series of strokes for imitating the way that artistic works are created by human painters. Hopefully, with such techniques, the generated paintings can look more like real human created paintings such as oil paint or watercolor.

Generating stroke sequences for painting process is a challenging task even for skilled human painters, especially when the targets have complex compositions and rich textures. To achieve this goal, some previous works tackle this problem by a sequential process of generating strokes one by one, such as recurrent neural networks (RNN) [36, 6], step-wise greedy search [7, 21], and reinforcement learning (RL) [4, 37, 32, 10, 23]. There are also methods [39, 17] tackling this problem via stroke parameter searching using an iterative optimization process. Although attractive painting results are generated by these methods, there still exists large room for improvement on both efficiency and effectiveness. Sequence-based methods such as RL are relatively fast in inference but suffer from long training time as well as unstable agents. Meanwhile, optimization-based methods [39, 17] do not need training, but its optimization process is extremely time consuming. These inconveniences motivate us to explore more efficient and elegant solutions for stroke-based painting generation. Instead of stroke sequence generation, we re-formulate the neural painting task as a feed-forward stroke set prediction problem. Given an initial canvas and a target natural image, our model predicts a set of strokes and then renders them on the initial canvas to minimize the difference between the rendered image and the target one. This procedure is repeated at $K$ coarse-to-fine scales. At each scale, its initial canvas is the output of the previous scale. As shown in Fig. 1, high-quality final paintings can be generated.

Therefore, the core problem of our method is to train a robust stroke set predictor. Interestingly, object detection is also a typical set prediction problem. We are therefore inspired by recent object detector DETR [2] and propose our novel Paint Transformer to generate painting via predicting parameters of multiple strokes with a feed forward Transformer. However, different from object detection, no annotated data is available for training a stroke predictor. To overcome such difficulty, we propose a novel self-training pipeline which utilizes synthesized stroke images. Specifically, we first synthesize a background canvas image with some randomly sampled strokes; then, we randomly sample a foreground stroke set, and render them on canvas image to derive a target image. Thus, the training objective of the stroke predictor is to predict the foreground stroke set and minimize the differences between the synthesized canvas image and the target image, where the optimization is conducted on both stroke level and pixel level. Impressively, our self-trained Paint Transformer shows great generalization capability and can work for arbitrary natural images once trained. Extensive experiments demonstrate that our feed-forward method can generate paintings with better quality at lower cost compared to existing methods. Our contributions can be summarized as:

- We view stroke-based neural painting problem from an innovative perspective of feed-forward stroke set prediction, instead of stroke sequence generation or optimization-based stroke search.

- A novel Paint Transformer tailored for this task is proposed with a creative self-training strategy to make it well trained without any off-the-shelf dataset.

- Extensive experiments are conducted to validate our approach and demonstrate that state-of-the-art visual quality is achieved, while maintaining high efficiency.

## 2. Related Works

### 2.1. Stroke Based Painting

It is not a totally new research topic to teach machines how to paint. Traditional methods usually devise heuristic painting strategies [8] or greedily select a stroke that minimizes difference from the target image step by step [7, 21]. In recent years, RNN and RL are largely applied to generate strokes in a sequential manner. Ha et al. [6] proposed an RNN-based solution to generate strokes for sketches. Ganin et al. [4] and Zhou et al. [37] introduced RL for the sketch synthesis task. These works focus on sketches only, while in [32] RL-based strokes generation is explored for ink painting. By leveraging strengths of CNN, RNN, GAN, and RL, [10] provided solutions to generate more photo-realistic paintings. Nevertheless, training a stable RL agent is difficult due to the alternate and adversarial updates of actors, critics, and discriminators. Recently, Zou et al. [39] proposed a stroke optimization strategy that iteratively searches optimal parameters for each stroke and is possible to be optimized jointly with neural style transfer. Similar idea is also adopted in Kotovenko et al. [17].
Although its artistic painting effect is satisfactory, its computational cost largely limits its applicability. Differently, we formulate neural painting as a problem of feed-forward stroke set prediction, in order to seek better trade-off between performance and efficiency.

### 2.2. Object Detection

Our Paint Transformer is essentially a set prediction model and is largely inspired by object detection. Pioneering deep object detection models use an inconvenient two-stage pipeline [28]. There are also one-stage object detectors proposed, such as [26, 27, 29]. However, its heavy dependence on post-processing steps such as non-max suppression can still bring much inconvenience. Recently, DETR [2] employs Transformer [30] to produce detection results end-to-end and we find DETR quite suitable for our stroke prediction task, since it can perform set prediction without any tricky post-processing. Nevertheless, instead of directly adopting DETR, we add binary neurons to predict a stroke should be kept or not. Besides, our model takes two images (current canvas and target images) as input.

### 3. Methods

#### 3.1. Overall Framework

We formulate the neural painting as a progressive stroke prediction process. At each step, we predict multiple strokes in parallel to minimize the difference between current canvas and our target image in a feed-forward fashion. Our Paint Transformer consists of two modules: Stroke Predictor and Stroke Renderer. As illustrated in Fig. 2, given a target image $I_t$ and an intermediate canvas image $I_c$, Stroke Predictor generates a set of parameters to determine current stroke set $S_r$. Then, Stroke Renderer generates the stroke image for each stroke in $S_r$ and plots them onto the canvas $I_c$, producing the resulting image $I_r$. We can formulate this process as:

$$I_r = PaintTransformer(I_c, I_t)$$

In Paint Transformer, only Stroke Predictor contains trainable parameters, while Stroke Renderer is a parameter-free and differentiable module. To train a Stroke Predictor, as shown in Fig. 2, we propose a novel self-training pipeline which utilizes randomly synthesized strokes. In each iteration during training, we first randomly sample a foreground stroke set $S_f$ and a background stroke set $S_b$. We then generate a canvas image $I_c$ using Stroke Renderer taking as input $S_b$ and produce a target image $I_t$ by rendering $S_f$ onto $I_c$. Lastly, taking $I_c$ and $I_t$ as input, Stroke Predictor can predict a stroke set $S_r$, after which Stroke Renderer can generate a predicted image $I_r$ taking $S_r$ and $I_c$ as input. In other words, Stroke Predictor is trained under a stroke-image-stroke-image pipeline, where the optimization is conducted on both stroke level and pixel level. Therefore, the training objective for the Stroke Predictor is:

$$\mathcal{L} = \mathcal{L}_{\text{stroke}}(S_r, S_f) + \mathcal{L}_{\text{pixel}}(I_r, I_t),$$

where $\mathcal{L}_{\text{stroke}}$ and $\mathcal{L}_{\text{pixel}}$ are stroke loss and pixel loss separately. Note that strokes used for supervision are randomly synthesized so that we can generate infinite data for training and do not rely on any off-the-shelf dataset. Appealing results can be produced by our self-trained Paint Transformer. We will provide detailed description for each part of our method in the following.

#### 3.2. Stroke Definition and Renderer

In this work, we mainly consider straight line stroke, which can be represented by shape parameters and color parameters. As shown in Fig. 3, shape parameters of a stroke include: center point coordinate $x$ and $y$, height $h$, width $w$ and rotation angle $\theta$. Color parameters of a stroke include
RGB values denoted as \( r, g \) and \( b \). Thus, a stroke \( s \) can be denoted as \( \{x, y, h, w, \theta, r, g, b\} \).

In the task of neural painting, differentiable rendering is one important problem to synthesize stroke images based on stroke parameters and thereby enable end-to-end training of Stroke Predictor. Recently, deep neural networks have been widely utilized as differentiable renderers as discussed in [14]. Nevertheless, for the specific stroke definition in this paper, instead of adopting neural networks, we consider a geometric transformation based Stroke Renderer, which does not need training and is differentiable as expected. We denote this Stroke Renderer as:

\[
I_{out} = StrokeRenderer(I_{in}, S),
\]

(3)

where \( I_{in} \) and \( I_{out} \) are input and output canvas separately and \( S = \{s_i\}_{i=1}^N \) is a set of \( n \) strokes. As shown in Fig. 3, given a primitive brush \( I_b \) and a stroke \( s_i \), we can modify its color and transfer its shape and location in canvas coordinate system, obtaining its rendered stroke image \( \bar{I}_b \). Meanwhile, we generate a single-channel alpha map \( \alpha^i \) with the same shape of \( \bar{I}_b \) as a binary mask of \( s_i \). Denoting \( I_{mid}^0 = I_{in} \), we can formulate stroke rendering process as:

\[
I_{mid}^i = \alpha^i \cdot \bar{I}_b + (1 - \alpha^i) \cdot I_{mid}^{i-1},
\]

(4)

where the output of the Stroke Renderer is \( I_{out} = I_{mid}^n \). Since the whole process can be achieved by linear transformation, Stroke Renderer becomes differentiable.

### 3.3. Stroke Predictor

The goal of our Stroke Predictor is to predict a set of strokes which can cover the differences between a intermediate canvas image and a target image. Meanwhile, to achieve a certain degree of abstraction to simulate real painting process, we hope the Stroke Predictor can predict as few strokes, while still covering most areas of differences. To achieve this, inspired by DETR [2], we propose a Transformer-based predictor which takes in \( I_c \) and \( I_t \) and generates a stroke set, i.e.,

\[
S_r = StrokePredictor(I_c, I_t).
\]

(5)
tween two strokes. First, similar to the object detection task, we define parameter-wise $L_1$ distance as:

$$D_{L_1}^{u,v} = |s_u - s_v|_1,$$  (8)

where $s_u$ and $s_v$ denote parameters of strokes $u$ and $v$ respectively. As shown in many object detection works, merely employing the $L_1$ metric dismisses different scales for big and small strokes. Thus, we further add the Wasserstein distance between two strokes following the idea in rotational object detection [33]. To be specific, a rotational rectangular stroke with parameters $[x, y, w, h, \theta]$ (excluding color parameters) can be viewed as a 2-D Gaussian distribution $N(\mu, \Sigma)$ by the following equations:

$$\mu = (x, y),$$

$$\Sigma^{\frac{1}{2}} = \begin{bmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{bmatrix} \begin{bmatrix} \frac{w}{2} & 0 \\ 0 & \frac{h}{2} \end{bmatrix} \begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix},$$  (9)

$$= \begin{bmatrix} \frac{w}{2} \cos^2 \theta + \frac{h}{2} \sin^2 \theta & \frac{w}{2} \cos \theta \sin \theta \\ \frac{w}{2} \cos \theta \sin \theta & \frac{w}{2} \sin^2 \theta + \frac{h}{2} \cos^2 \theta \end{bmatrix}.$$  (10)

Therefore, the Wasserstein distance between two Gaussian distributions $N(\mu_u, \Sigma_u)$ and $N(\mu_v, \Sigma_v)$ is:

$$D_W^{u,v} = ||\mu_u - \mu_v||_2^2 + Tr(\Sigma_u + \Sigma_v - 2(\Sigma_u^{\frac{1}{2}} \Sigma_v^{\frac{1}{2}} \Sigma_u^{\frac{1}{2}})^2).$$  (11)

During training, the number of valid ground-truth strokes is varied. Thus, following DETR [2], with the predefined maximum stroke number $N$, we need to first generate a matching mechanism between the prediction set $S_t$ of $N$ strokes and the ground-truth set $S_g$ of $N$ strokes (they can be both valid and empty strokes in $S_g$) to calculate the loss. Following DETR [2], we adopt the permutation of strokes that produces the minimal stroke level matching cost to calculate final loss. The optimal bipartite matching is firstly computed leveraging the Hungarian algorithm [18]. For a stroke $s_u$ in the prediction set $S_t$ and a stroke $s_v$ in the target set $S_g$, their cost value is:

$$M_{u,v} = g_v(D_{L_1}^{u,v} + D_W^{u,v} + D_{bce}^{u,v}),$$  (12)

which means the matching cost for empty target strokes is always 0. Therefore, denoting as $X$ and $Y$ the optimal permutations for predicted strokes and target strokes given by the Hungarian algorithm, respectively, the stroke loss function can be written as:

$$\mathcal{L}_{stroke} = \frac{1}{n} \sum_{i=1}^{n} (g_Y(\lambda_{L_1} D_{L_1}^{X,Y} + \lambda_W D_{W}^{X,Y})$$

$$\ + \lambda_{bce} D_{bce}^{X,Y})$$  (13)

where $\lambda_{L_1}$, $\lambda_W$, and $\lambda_{bce}$ are weight terms. Moreover, although in the neural painting task, stroke order is of great importance, we ignore the stroke order in the stroke level loss and set the task of regulating stroke order to the image level.

### 3.5 Inference

To imitate a human painter, we devise a coarse-to-fine algorithm to generate painting results during inference, as shown in Algorithm 1. Given a real-world image of size $H \times W$, our Paint Transformer runs on $K$ scales from coarse to fine in order. Painting on each scale is dependent on the result of the previous scale. Target image and current canvas would be cut into several non-overlapping $P \times P$ patches before being sent to Stroke Predictor. We set $K$ as follow:

$$K = \max(\arg\min_K \{ P \times 2^K \geq \max(H, W) \}, 0),$$  (14)

where in the $k$-th ($0 \leq k \leq K$) scale, there are $2^k \times 2^k$ patches. Each patch would go through Stroke Predictor and then Stroke Render module in parallel independently. The painting result on each scale is derived by combining patches of canvas together.

---

**Algorithm 1** Inference Algorithm of Paint Transformer

**Required**: A target image $I_t$ with shape $H \times W$; Stroke Predictor $SP$; Stroke Renderer $SR$.

1. $K = \max(\arg\min_K \{ P \times 2^K \geq \max(H, W) \}, 0)$;
2. $I_t = pad(I_t, size = (P \times 2^K, P \times 2^K))$;
3. $I_c = \text{blank\_canvas}$;
4. for $0 \leq k \leq K$ do
   5. $I_t^k = \text{resize}(I_t, (P \times 2^k, P \times 2^k))$;
   6. $I_c^k = \text{resize}(I_c, (P \times 2^k, P \times 2^k))$;
   7. $I_t^{k'} = \text{image\_to\_patches}(I_t^k, size = (P, P))$;
   8. $I_c^{k'} = \text{image\_to\_patches}(I_c^k, size = (P, P))$;
   9. $S_t^k = SP(I_t^k, I_c^k)$;
   10. $I_r^k = SR(S_t^k, I_c^k)$;
11. $I_r = \text{patches\_to\_image}(I_r^k)$;
12. end for
13. $I_r = \text{crop}(I_r, size = (H, W))$;
14. return $I_r$. 

---
Figure 5. Comparison with the state-of-the-art methods: an optimization-based method (Optim) [39] and an RL-based method [10]. We also demonstrate our results with different number of rendering scales, where $K = 4$ is the default setting. MS here denotes using more strokes for Optim, with same number as Ours ($K = 4$).
4. Experiments

4.1. Implementing Details

To train our Paint Transformer, in practice, we set the size of input images $P$ as 32, and the number of strokes $N$ in one patch as 8. The CNNs for image feature extraction consists of three Conv-BatchNorm-ReLU blocks with two 1/2-scale down-sampling operations. For the Transformer, the feature dimension is 256 and both encoder and decoder have 3 layers. During training, we randomly generate parameters of $N$ target strokes from a uniform distribution. To prevent too much stroke-wise overlap and ensure that the number of valid target strokes is varied, we generate strokes for $I_k$ in sequence and set the label of a stroke to 0 if it covers more than 60% area of one previous stroke. Hyper-parameters $\lambda_r$, $\lambda_{L1}$, $\lambda_w$ and $\lambda_{bce}$ are set to 8, 1, 10, and 1 respectively. We use the Adam optimizer [15] with a learning rate of 0.0001. We train the model for 30,000 iterations with a batch size of 128 on a single Nvidia RTX 2080 Ti GPU. The total training time is fewer than 4 hours. For inference, painting results in this paper are all under $512 \times 512$ resolution with $K = 4$ if not specified.

4.2. Comparison with State-of-the-Art Methods

**Qualitative Comparison.** As shown in Fig. 5, we compare our method with two state-of-the-art stroke-based painting generation methods. Comparing with the optimization-based method (Optim) [39], our method can generate more appealing and refreshing results. To be specific, in large texture-less image areas, our method can generate human-like painting with relative fewer and bigger strokes (row 3, 5 and 7). In small texture-rich image areas, our method can generate painting with clearer texture to preserve content structure. We further implement Optim with more strokes (column 5), however, the aforementioned problem still exists. Compared with the RL-based method [10], we can generate more vivid results with clear brushes. Meanwhile, the results of [10] are somehow blurred and lack of artistic abstraction, it is also too similar to the original images.

**Quantitative Comparison.** We also conduct quantitative comparison for reference. Since one objective of neural painting is to recreate original images, we directly use the pixel loss $L_{\text{pixel}}$ and the perceptual loss $L_{\text{pcpt}}$ [12] as evaluation metrics. For real images, we randomly select 100 landscapes from [1], 100 artworks from WikiArt [25], and 100 portraits from FFHQ [13] for evaluation. Results shown in Table 1 are consistent with the previous qualitative analysis: (1) with vivid brush textures, our method can present

| Methods          | Real Images | Random Strokes |
|------------------|-------------|----------------|
|                  | $L_{\text{pixel}}$ | $L_{\text{pcpt}}$ | $L_{\text{pixel}}$ | $D_{L_1}$ | $D_{W}$ |
| RL [10]          | 0.040       | 0.737          | 0.058           | -        | -       |
| Optim [39]       | 0.059       | 0.856          | 0.073           | 0.137    | 0.057   |
| Ours             | 0.056       | 0.807          | 0.042           | 0.083    | 0.018   |
| w/o $L_{\text{pixel}}$ | 0.081       | 1.012          | 0.068           | 0.241    | 0.024   |
| w/o $D_{L_1}$    | 0.074       | 0.941          | 0.077           | 0.267    | 0.019   |
| w/o $D_W$        | 0.069       | 0.947          | 0.046           | 0.113    | 0.034   |
| w/o $D_{bce}$    | 0.071       | 0.928          | 0.052           | 0.093    | 0.021   |

| Method          | Inference (s) | Ours | RL [10] | Optim [39] |
|-----------------|--------------|------|---------|------------|
|                 |              | 128  | 0.055   | 0.242      | 76.508    |
|                 |              | 256  | 0.124   | 0.266      | 161.591   |
|                 |              | 512  | 0.304   | 0.322      | 521.447   |

| Use External Dataset | SP | SR | No  | Yes | No   |
|----------------------|----|----|-----|-----|------|
| Inference (s)        | 3.79 | 40 | 0   | 0   | 0    |
| Training (h)         | 5-15 | 10.16 |

Table 1. Quantitative results under different metrics for different methods or settings. Smaller values mean closer to original inputs. Optim is applied with the same number of strokes with Ours.

Table 2. Efficiency of inference and training for different methods.
the original content better than Optim [39]; (2) [10] achieves the best content fidelity, however it is weak in abstraction. Then, to compare stroke prediction performance, we send synthesized stroke images to both Paint Transformer and Optim and evaluate their generated strokes with the same metrics as Sec. 3.4. Numeric results show that our method can predict strokes successfully and outperforms other methods. Here, measurements are missing for [10], since it has differently parameterized strokes.

**Efficiency Analysis.** We demonstrate efficiency comparison in Table 2. Training or inference time is measured using a single Nvidia 2080Ti GPU. During inference, since Paint Transformer produces a set of strokes in parallel in a feed-forward manner, it runs significantly faster than optimization baseline [39] and slightly faster than the RL-based baseline [10]. As for training, we only need a few hours to train a Stroke Predictor, which is more convenient than both [10] and [39] from the perspective of total training time. Besides, our model-free Stroke Renderer and data-free Stroke Predictor are efficient and convenient to use.

### 4.3. Ablation study

As shown in Fig. 6, we present ablation study results to verify the effectiveness of each optimization term used for training Paint Transformer. (1) Without the pixel loss, the model fails to learn proper locations to put strokes with proper colors, resulting in wrong colors and dirty textures; (2) Without the parameter $L_1$ loss, the model fails to learn the shapes of strokes and present repeated stroke patterns; (3) Without the Wasserstein loss, it seems that the ability of handling strokes with different scales is weakened, with large and vivid strokes vanished; (4) Without the confidence loss, the model cannot decide whether to plot a stroke or not, resulting in too many small strokes totally covering the whole image and previous strokes. We also present quantitative ablation results in Table 1, which demonstrates that missing each of proposed metric leads to performance drop.

### 4.4. Extension of Paint Transformer

**Painting with Different Strokes.** Notably, once trained with one kind of primitive brush, our Stroke Predictor can be easily transferred to another kind via replacing the primitive brush used in Stroke Renderer. As demonstrated in Fig. 7, with a Stroke Predictor trained with oil-painting brush, we can still generate appealing and vivid painting results with rectangle and circle brushes.

**Stylized Painting.** It is also flexible for our method to be integrated with artistic style transfer to generate attractive and stylized paintings. We utilize existing style transfer methods such as LapStyle [20] and AdaAttN [22] to generate neural paintings on stylized content images. As shown in Fig. 8, with this imaginative manner, we can generate stylized paintings with diverse colors and textures.

### 5. Conclusion and Future Works

In this paper, we re-formulate the neural painting problem from a stroke set prediction perspective. Leveraging insights from Transformer-based object detection, we propose a novel framework, dubbed Paint Transformer, which can generate paintings from natural images via predicting parameters of multiple strokes with a feed-forward Transformer. Moreover, we propose a novel self-training pipeline that makes it possible to train our Paint Transformer without any manually collected dataset. Experiments demonstrate that our model can generate paintings with better trade-off between artistic abstraction and realism, compared to state-of-the-art methods, while maintaining high efficiency.

As for our future work, it is a valuable topic to explore more complex strokes with various shapes or color patterns besides straight-line strokes with uniform colors. More advanced stroke rendering systems are required for these stroke settings. It may further improve the painting quality of long but narrow areas if cross-patch context is exploited.
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A. More Training Details

In our training, firstly, we sample 8 strokes on a canvas with $64 \times 64$ resolution as background. Then, the background canvas is divided into 4 blocks with $32 \times 32$ size. For each block, we further sample another 8 strokes as foreground ones based on the background. The stroke predictor learns to predict these extra strokes. Such operations encourage the stroke predictor to paint from coarse to fine. Thus, it always tends to generate refined strokes to minimize the differences between current canvas and target. During inference, the coarse-to-fine inference process can gradually fill in the canvas and reduce the differences between canvas and the real image. Therefore, our stroke predictor can be generalized from randomly-synthesized dataset to real-world images successfully. More canvas-target-predict pairs (denoted as $S_b$, $S_f$, and $S_r$ respectively) during training period are shown in Fig. 9.

B. More Inference Results

We provide more results including high-resolution $(1024 \times 1024)$ results of our algorithm in Fig. 10. The animated painting process can be found in the attachment or our code page.
Figure 10. More inference result.