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Abstract

Structured perceptron becomes popular for various NLP tasks such as tagging and parsing. Practical studies on NLP did not pay much attention to its regularization. In this paper, we study three simple but effective task-independent regularization methods: (1) one is to average weights of different trained models to reduce the bias caused by the specific order of the training examples; (2) one is to add penalty term to the loss function; (3) and one is to randomly corrupt the data flow during training which is called dropout in the neural network. Experiments are conducted on three NLP tasks, namely Chinese word segmentation, part-of-speech tagging and dependency parsing. Applying proper regularization methods or their combinations, the error reductions with respect to the averaged perceptron for some of these tasks can be up to 10%.

1 Introduction

Structured perceptron is a linear classification algorithm. It is used for word segmentation (Zhang and Clark, 2011), POS (part-of-speech) tagging (Collins, 2002), syntactical parsing (Collins and Roark, 2004), semantical parsing (Zettlemoyer and Collins, 2009) and other NLP tasks.

The averaged perceptron or the voted perceptron (Collins, 2002) is proposed for better generalization. Early update (Collins and Roark, 2004; Huang et al., 2012) is used for inexact decoding algorithms such as the beam search. Distributed training (McDonald et al., 2010) and the minibatch and parallelization method (Zhao and Huang, 2013) are recently proposed. Some other related work focuses on the task-specified feature engineering.

Regularization is to improve the ability of generalization and avoid over-fitting for machine learning algorithms including online learning algorithms (Do et al., 2009; Xiao, 2010). But practical studies on NLP did not pay much attention to the regularization of the structured perceptron. As a result, for some tasks the model learned using perceptron algorithm is not as good as the model learned using regularized condition random field.

In this paper, we treat the perceptron algorithm as a special case of the stochastic gradient descent (SGD) algorithm and study three kinds of simple but effective task-independent regularization methods that can be applied. The averaging method is to average the weight vectors of different models. We propose a “shuffle-and-average” method to reduce the bias caused by the specific order of the training examples. The traditional penalty method is to add penalty term to the loss function. The dropout method is to randomly corrupt the data flow during training. We show that this dropout method originally used in neural network also helps the structured perceptron.

In Section 2, we describe the perceptron algorithm as a special case of the stochastic gradient descent algorithm. Then we discuss three kinds of regularization methods for structured perceptron in Section 3, 4 and 5, respectively. Experiments conducted in Section 6 shows that these regularization methods and their combinations improve performances of NLP tasks such as Chinese word segmentation, POS tagging and dependency parsing. Applying proper regularization methods, the error reductions of these NLP tasks can be up to 10%. We finally conclude this work in Section 7.
2 Structured Perceptron

We treat the structured perceptron architecture as a multi-layer feed-forward neural network as in Figure 1 and treat the perceptron algorithm as a special case of the stochastic gradient descent algorithm in order to describe all the regularization methods.

The network of the structured perceptron has three layers. The input vector \( x \) and output vector \( y \) of the structured classification task are concatenated as the input layer. The hidden layer is the feature vector \( \Phi(x, y) \). The connections between the input layer and the hidden layer are usually hand-crafted and fixed during training and predicting. And the output layer of the network is a scalar \( w \cdot \Phi(x, y) \) which is used to evaluate the matching of the vector \( x \) and \( y \).

Besides the common process to calculate the output layer given the input layer, there is a process called decoding, which is to find a vector \( z \) to maximum the activation of the output layer:

\[
z_i = \arg\max_z w \cdot \Phi(x_i, z)
\]

By carefully designing the feature vector, the decoding can be efficiently performed using dynamic programming. Beam search is also commonly used for the decoding of syntactical parsing tasks.

In the predicting process, the vector \( z \) is the structured output corresponding to \( x \). In the training process, what we expect is that for every input \( x_i \), the vector \( z_i \) that maximizes the activation of the output layer is exactly the gold standard output \( y_i \).

We define the loss function as the sum of the margins of the whole training data:

\[
\mathcal{L}(w) = \sum_i \{ w \cdot \Phi(x_i, z_i) - w \cdot \Phi(x_i, y_i) \} = w \sum_i \Delta \Phi_i
\]

where

\[
\Delta \Phi_i = \Phi(x_i, z_i) - \Phi(x_i, y_i)
\]

The unconstrained optimization problem of the training process is

\[
\arg\min_w \mathcal{L}(w)
\]

The loss function is not convex but calculating the derivative is easy. One of the algorithms to solve this optimization problem is SGD. Here we use the minibatch with size of 1, which means in every iteration we use only one training example to approximate the loss function and the gradient to update the weight vector:

\[
w(t+1) \leftarrow w(t) - \eta \frac{\partial \mathcal{L}}{\partial w} \approx w(t) - \eta \Delta \Phi(t)
\]

where \( w(t) \) is the weight vector after \( t \) updates. Note that in this case, the learning rate \( \eta \) can be set to an arbitrary positive real number. In the perceptron algorithm commonly used in NLP (Collins, 2002), \( \eta \) is not changed respect to \( t \). We fix \( \eta \) to be 1 in this paper without loss of generality.

3 Averaging

3.1 Averaged Perceptron

Averaging the weight vectors in the learning process is one of the most popular regularization techniques of the structured perceptron (Collins, 2002). And it is also the only used regularization technique for many practical studies on NLP (Jiang et al., 2009; Huang and Sagae, 2010).

Suppose the learning algorithm stopped after \( T \) updates. The final weight vector is calculated as:

\[
w = \frac{1}{T} \sum_{t=1}^T w(t)
\]

The intuition might be that the learned weight vector is dependent on the order of the training examples. The final vector \( w^{(T)} \) may be more appropriate for the last few training examples than the previous ones. The averaging method is used to avoid such tendency. Similar treatment is used in other sequential algorithm such as the Markov chain Monte Carlo sampling method.

Since this regularization technique is widely used and tested, it is used for all the models in the experiments of this paper. Any other regularization methods are applied to this basic averaged perceptron.
3.2 Shuffle and Average

As we has mentioned that the learned weight vector is strongly dependent on the order of the training examples, randomly shuffling the training examples results in different weight vectors. Based on such observation, we training different weight vectors using the same training examples with different orders, and average them to get the final weight vector. We use this method to further minimize the side effect caused by this online algorithm.

Suppose we shuffle and train $n$ different weight vectors $w^{[1]}, \ldots, w^{[n]}$, the $j$-th component of the final vector can be simply calculated as

$$w_j = \frac{\sum_{i=1}^{n} w_j^{[i]}}{n} \tag{7}$$

Note that generally these models do not share the same feature set. Features may be used in one model but not in another one. When $w_j^{[i]} = 0$, it does not imply that this feature has no effect on this problem. It only implies that this feature does not have chances to be tested. We propose a modified equation to only average the non-zero components:

$$w_j = \frac{\sum_{i=1}^{n} w_j^{[i]}}{|\{i | w_j^{[i]} \neq 0, i = 1, \ldots, n\}|} \tag{8}$$

This equation makes the low-frequency features more important in the final model.

4 Penalty

Adding penalty term to the loss function is a common and traditional regularization method to avoid over-fitting. It is widely used for the optimization problems of logistic regression, support vector machine, conditional random field and other models. Penalty terms for probabilistic models can be interpreted as a prior over the weights (Chen and Rosenfeld, 1999). It is also called “weight decay” in artificial neural network (Moody et al., 1995). The use of the penalty term is to prevent the coefficients of the weight vector from becoming too large.

In Section 2 we have modeled the perceptron algorithm as an SGD algorithm with an explicit loss function, the additional penalty term is therefore easy to be employed.

4.1 L2-norm penalty

We can add a square of the L2-norm of the weight vector as the penalty term to the loss function as

$$\mathcal{L} = w \cdot \sum_i \Delta \Phi_i + \frac{\lambda_2}{2} \|w\|_2^2 \tag{9}$$

where $\lambda_2$ is a hyper-parameter to determine the strength of the penalty.

In the SGD algorithm, the update method of the weight vector is thus

$$w^{(t+1)} \leftarrow (1 - \eta \lambda_2)w^{(t)} - \eta \Delta \Phi^{(t)} \tag{10}$$

The term $(1 - \eta \lambda_2)$ is used to decay the weight in every updates. This forces the weights to be close to zero.

4.2 L1-norm penalty

Another commonly used penalty term is the L1-norm of the weight vector. This kinds of terms usually results in sparse weight vector. Since the averaged perceptron is used, the final averaged weight vector will not be sparse.

The loss function using the L1-norm penalty is

$$\mathcal{L} = w \cdot \sum_i \Delta \Phi_i + \lambda_1 \|w\|_1 \tag{11}$$

where $\lambda_1$ is the hyper-parameter to determine the strength of the penalty.

The derivative of the penalty term is discontinuous. We update the weights as

$$w^{(t+1)}_i \leftarrow \max\{0, |w^{(t)}_i| - \eta \lambda_1\} \frac{w^{(t)}_i}{|w^{(t)}_i|} - \eta \Delta \phi^{(t)}_i \tag{12}$$

This ensures that the weight decay will not change the sign of the weight.

An modified version of the L1 penalty for the online learning is the cumulative L1 penalty (Tsuruoka et al., 2009), which is used to make the stochastic gradient of the penalty term more close to the true gradient. The update is divided into two steps. In the first step, the weight vector is updated according to the loss function without the penalty term

$$w^{(t+\frac{1}{2})}_i \leftarrow w^{(t)}_i - \eta \Delta \phi^{(t)}_i \tag{13}$$

And the cumulative penalty is calculated separately

$$c^{(t+\frac{1}{2})}_i \leftarrow c^{(t)}_i + \eta \lambda_1 \tag{14}$$
In the second step, $|w_i|$ and $c_i$ are compared and at most one of them is non-zero before the next update

$$m \leftarrow \min\{|w_i^{(t+\frac{1}{2})}|, c_i^{(t+\frac{1}{2})}\} \quad (15)$$

$$w_i^{(t+1)} \leftarrow \max(0, |w_i^{(t+\frac{1}{2})} - m| - m) w_i^{(t+\frac{1}{2})} \quad (16)$$

$$c_i^{(t+1)} \leftarrow c_i^{(t+\frac{1}{2})} - m \quad (17)$$

5 Dropout

Dropout (Hinton et al., 2012) is originally a regularization method used for the artificial neural network. It corrupts one or more layers of a feedforward network during training, by randomly omitting some of the neurons. If the input layer is corrupted during the training of an autoencoder, the model is called denoising autoencoder (Vincent et al., 2008).

The reason why such treatment can regularize the parameters are explained in different ways. Hinton et al. (2012) argued that the final model is an average of a large number of models and the dropout forces the model to learn good features which are less co-adapted. Vincent et al. (2008) argued that by using dropout of the input layer, the model can learn how to deal with examples outside the low-dimensional manifold that the training data concentrate.

Models not so deep such as the structured perceptron may also benefit from this idea. Following the dropout method used in neural network, we give the similar method for structured perceptron.

5.1 Input Layer

We can perform dropout for structured perceptron by corrupting the input layer in Figure 1. Since we concern that what $y$ exactly is, we only corrupt $x$. The components of the corrupted vector $\tilde{x}$ is calculated as

$$\tilde{x}_i = x_i n_i \quad (18)$$

where $n_i \sim \text{Bern}(p)$ obey a Binomial distribution with the hyper-parameter $p$.

During training, the decoding processing with the corrupted input is

$$z = \arg\max_z \mathbf{w} \cdot \Phi(\tilde{x}, z) \quad (19)$$

The $x$ in the loss function is also substituted with the corrupted version $\tilde{x}$.

Note that the corruption decreases the number of non-zero components of the feature vector $\Phi$, which makes the decoding algorithm harder to find the gold standard $y$.

For NLP tasks, the input vector $x$ could be a sequence of tokens (words, POS tags, etc.). The corruption substitutes some of the tokens with a special token $\text{null}$. Any features contain such token will be omitted (This is also the case for the out-of-vocabulary words during predicting). So the dropout of $x$ in NLP during training can be explained as to randomly mask some of the input tokens. The decoder algorithm needs to find out the correct answer even if some parts of the input are unseen. This harder situation could force the learning algorithm to learn better models.

5.2 Hidden Layer

The dropout can also be performed at the hidden layer. Likewise, the components of the corrupted feature vector $\tilde{\Phi}$ is calculated as

$$\tilde{\phi}_i = \phi_i m_i \quad (20)$$

where $m_i \sim \text{Bern}(q)$ obey a Binomial distribution with the hyper-parameter $q$.

The $\Phi$ in the decoding processing during training and the loss function is substituted with $\tilde{\Phi}$.

6 Experiments

In this section, we first introduce three NLP tasks using structured perceptron namely Chinese word segmentation, POS tagging and dependency parsing. Then we investigate the effects of regularization methods for structured perceptron mainly on the development set of character-based Chinese word segmentation. Finally, we compare the final performances on the test sets of these three tasks using regularization methods with related work.

6.1 Tasks

6.1.1 Chinese Word Segmentation

A Chinese word consists of one or more Chinese characters. But there is no spaces in the sentences to indicating words. Chinese word segmentation is the task to segment words in the sentence.

We use a character-based Chinese word segmentation model as the baseline. Like part-of-speech tagging which is to assign POS tags to words sequence, character-based Chinese word segmentation is to assign tags to character sequence. The tag set of four tags is commonly used:
Also, we use the same training set, development set and test set based on CTB5 corpus as the Chinese word segmentation task. F-measure for joint Chinese word segmentation and POS tagging is used as the measurement of the performance.

### 6.1.3 Dependency Parsing

The syntactical parsing tasks are different with previously introduced tagging tasks. To investigate the effects of regularization methods on the parsing tasks, we fully re-implement the linear-time incremental shift-reduce dependency parser by Huang and Sagae (2010). The structure perceptron is used to train such model. The model totally employs 28 feature templates proposed by Huang and Sagae (2010).

Since the search space for parsing tasks is quite larger than the search space for tagging tasks, Exact search algorithms such as dynamic programming can not be used. Besides, beam search with state merging is used for decoding. The early update strategy (Collins and Roark, 2004) is also employed.

In order to compare to the related work, unlike the Chinese word segmentation and the POS tagging task, we split the CTB5 corpus following Zhang et al. (2008). Two types of accuracies are used to measure the performances, namely word and complete match (excluding punctuations) (Huang and Sagae, 2010).
using Equation (8) for model averaging. According to these three different tasks, Equation (8) always performs better than Equation (7). We will use Equation (8) denoted as “Shuffle” for the rest of the experiments.

6.3 Penalty

Here we investigate the penalty techniques for regularization only using the character-based Chinese word segmentation task.

Figure 3 shows the effect of adding L1-norm and L2-norm penalty terms to the loss function. With appropriate hyper-parameters, the performances are increased. According to the performances, adding L2 penalty is slightly better than adding L1 penalty or adding cumulative L1 penalty.

We then combine the “shuffle-and-average” method with the penalty methods. The performances (solid lines in Figure 3) are further improved and are better than those of models that only use one regularization method.

6.4 Dropout

We also investigate the dropout method for regularization using the character-based Chinese word segmentation task.

Figure 4 shows the effect of the dropout method (“dropout” for the input layer and “dropout (Φ)” for the hidden layer) and the combination of the dropout and “shuffle-and-average” method (solid line). We observed that the dropout for the hidden layer is not effective for structured perceptron. This may caused by that the connections between the input layer and the hidden layer are fixed during training. Neurons in the hidden layer can not changes the weights to learn different representations for the input layer. On the other hand, the dropout for the input layer improves the performance. Combining the dropout and the “shuffle-and-average” method, the performance is further improved.

Figure 5 shows the effect of the combination of the three regularization methods. We see that no matter what other regularization methods are already used, adding “shuffle-and-average” method can always improve the performance. The effects of the penalty method and the dropout method have some overlap, since combining these two method does not result in a significant improvement of the performance.

6.5 Final Results

6.5.1 Chinese Word Segmentation

Table 2 shows the final results of the character-based Chinese word segmentation task on the test set of the CTB5 corpus. Structure perceptron with feature templates in
Figure 3: influence of the hyper-parameter $\lambda_2$ in the L2-norm penalty term and $\lambda_1$ in the L1-norm penalty term ("l1-c" indicates the cumulative L1 penalty) for the character-based Chinese word segmentation task.

Figure 5: The combination of these three regularization methods.

Table 1 is used. We use the “shuffle-and-average” (5 models), the L2 penalty method ($\lambda_2 = 10^{-4}$), the dropout method ($p = 3\%$) and their combinations to regularize the structured perceptron.

To compare with the perceptron algorithm, we use the conditional random field model (CRF) with the same feature templates in Table 1 to train the model parameters. The toolkit CRF++ with the L2-norm penalty is used to train the weights. The hyper-parameter $C = 20$ is tuned using the development set.

Jiang et al. (2009) proposed a character-based model employing similar feature templates using averaged perceptron. The feature templates are following Ng and Low (2004). Zhang and Clark (2011) proposed a word-based model employing both character-based features and more sophisticated word-based features using also averaged perceptron. There are other related results (Jiang et al., 2012) of open test including the final result of Jiang et al. (2009). Since their models used extra resources, they are not comparable with the models in this paper.

The results in Table 2 shows that with proper regularization methods, the models trained using perceptron algorithm can outperform CRF models with the same feature templates and other models with more sophisticated features trained using the averaged perceptron without other regularization methods.

We further re-implemented a word-based Chinese word segmentation model with the feature templates following Zhang et al. (2012), which
is similar with the model proposed by Zhang and Clark (2011). Beam search with early-update is used for decoding instead of dynamic programming. The results with different regularization methods are shown in Figure 3. These regularization methods show similar characteristics for the word-based model.

### 6.5.2 POS Tagging

The results of the POS tagging models on the CTB5 corpus are shown in Table 4. Structure perceptron with feature templates in Table 1 is used. The F-measures for word segmentation (sf) and for joint word segmentation and POS tagging (jf) are listed.

|                     | sf     | jf     |
|---------------------|--------|--------|
| (Jiang et al., 2008)| 0.9785 | 0.9341 |
| (Kruengkrai et al., 2009) | 0.9787 | 0.9367 |
| (Zhang and Clark, 2010) | 0.9778 | 0.9367 |
| (Sun, 2011)         | 0.9817 | 0.9402 |

Character-based model
- + Shuffle
  - + Dropout
  - + Dropout+ Shuffle
- + word-based re-ranking

|                     | sf     | jf     |
|---------------------|--------|--------|
| (Jiang et al., 2008)| 0.9779 | 0.9336 |
| (Kruengkrai et al., 2009) | 0.9802 | 0.9375 |
| (Zhang and Clark, 2010) | 0.9789 | 0.9361 |
| (Sun, 2011)         | 0.9809 | 0.9407 |
|                     | 0.9813 | 0.9438 |

Table 4: Final results of the POS tagging task on CTB5.

Table 5 shows the final results of the dependency parsing task on the CTB5 corpus. We use the “shuffle-and-average” (10 models), the dropout method ($p = 5\%$ only for the words in the input) and their combination to regularize the structured perceptron based on Huang and Sagae’s (2010).

The performance of the parsing model is also improved by using more regularization methods, although the improvement is not as remarkable as those for tagging tasks. For the parsing tasks, there are many other factors that impact the performance.

### 6.5.3 Dependency Parsing

Table 5 shows the final results of the dependency parsing task on the CTB5 corpus. We use the “shuffle-and-average” (10 models), the dropout method ($p = 5\%$ only for the words in the input) and their combination to regularize the structured perceptron based on Huang and Sagae’s (2010).

The performance of the parsing model is also improved by using more regularization methods, although the improvement is not as remarkable as those for tagging tasks. For the parsing tasks, there are many other factors that impact the performance.

### 7 Conclusion

The “shuffle-and-average” method can effectively reduce the bias caused by the specific order of the training examples. It can improve the performance even if some other regularization methods are applied.

When we treat the perceptron algorithm as a special case of the SGD algorithm, the traditional penalty methods can be applied. And our observation is that L2 penalty is better than L1 penalty.

The dropout method is derived from the neural network. Corrupting the input during training improves the ability of generalization. The effects of the penalty method and the dropout method have some overlap.

Experiments showed that these regularization methods help different NLP tasks such as Chinese word segmentation, POS tagging and dependency parsing. Applying proper regularization methods, the error reductions for some of these NLP tasks can be up to 10%. We believe that these methods can also help other models which are based on structured perceptron.
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