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Abstract. PM2.5 pollution is becoming more and more serious in China. A novel feature selection method based on multi-fractal dimension (MFD) and artificial bee colony algorithm (ABC) is proposed to improve the prediction accuracy of PM2.5. In this method, the MFD is used as the evaluation criterion of feature subsets, and an improved ABC is taken as the search strategy. In this paper, we first use the MFD+ABC method to select the optimal feature subset, then use SVR to predict the next day’s concentration of PM2.5 in Shanghai and Guangzhou. The experimental results show that the proposed method has better performance in both the number of selected features and the prediction accuracy.

1. Introduction
PM2.5 pollution is becoming more and more serious in China, so it is necessary to monitor and effectively predict PM2.5. PM2.5 concentration is closely related to meteorological environmental data. However, meteorological environmental data contains a lot of redundant information. To improve the prediction accuracy, the optimal feature subsets should be selected before forecasting. Feature selection method can improve the accuracy and efficiency by removing redundant and irrelevant features.

Evaluation criteria and search strategy are two key issues of feature selection methods. The quality of feature subset is closely related to evaluation criteria. Mutual information [1], rough sets[2] and fractal dimension[3-4] have been used as evaluation criteria to evaluate the feature subsets. Recently, fractal feature selection methods have received more and more attention. Fractal dimension is suitable for nonlinear and high-dimension data set. Moreover, the fractal dimension can determine the number of selected features. Based on this, we use fractal dimension as evaluation criteria.

The search strategy is the other key point of feature selection. As we all known, feature selection is a discrete combinatorial optimization problem. Therefore, nature-inspired heuristic algorithms have been used as search strategies, such as ant colony optimization algorithm(ACO)[5-6] and glowworm swarm optimization algorithm(GSO)[7]. The artificial bee colony algorithm (ABC) mimics the foraging behavior of bee swarm [8]. ABC has been applied to many fields, such as the capacitated vehicle routing problem[9], the lot-streaming flow shop scheduling problem[10], wireless sensor network[11], low power FIR filter design[12]. Thus, we use an improved ABC as the search strategy.

In this paper, a novel fractal feature selection method based on the ABC and MFD is presented. The multifractal dimension is used as the assessment criterion of feature subsets, and the improved ABC is taken as the search strategy. The proposed method is utilized to forecast the PM2.5 concentration in Shanghai and Guangzhou. Compared with other feature selection methods, the proposed method is more competitive.
2. Fractal feature selection method based on MFD and the improved ABC algorithm

2.1 Multi-fractal dimension
Fractal dimension (FD) can represent the intrinsic dimension of a data set, which can determine the number of selected features[13]. Considering the complexity of the data set, multifractal dimension can better describe the characteristics of data-set compared with a single fractal dimension, which can be measured according to Equation (1)

\[
D_q = \begin{cases} 
\lim_{r \to 0} \frac{1}{q-1} \frac{\log \sum_{i} p_i^q}{\log r}, & q \neq 1 \\
\lim_{r \to 0} \frac{\sum_{i} p_i \log p_i}{\log r}, & q = 1 
\end{cases}, \quad r \in [r_1, r_2]
\]

(1)

where \( r \) is the grid size, \([r_1, r_2]\) is the scale - free interval of dataset, \( p_i \) is the probability of the data points in \( i \)th grid, \( q \) is an integer. Considering multifractal dimension’s characteristic and the distribution of datasets, \( D_{-10}, D_2 \) and \( D_{10} \) are usually used as the evaluation criteria of the degree of similarity[14].

2.2 Artificial bee colony algorithm
ABC mimics the foraging behavior of bee swarm, which consists of four components: food sources, employed bees, onlooker bees and scout bees. The pseudocode is shown as follows [15]:

1: Initialization Phase
2: Repeat
3:    Employed Bee Phase
4:    Onlooker Bee Phase
5:    Scout Bee Phase
6:    Memorize the best solution achieved so far
7: Until (Cycle = Maximum Cycle Number or a Maximum CPU time)

The details are shown as follows.

Initialization Phase
ABC generates the initial food source \( x_i = (x_{i1}, x_{i2}, \ldots, x_{iE}) \) according to Eq. (2). Each food source represents a solution.

\[
x_{ij} = x_{ij}^{\text{min}} + \text{rand}(0,1)(x_{ij}^{\text{max}} - x_{ij}^{\text{min}})
\]

(2)

where \( i = 1, \ldots, N \), \( j = 1, \ldots, E \), \( N \) is the number of food sources and \( E \) is the dimension of problem. \( x_{ij}^{\text{max}} \) and \( x_{ij}^{\text{min}} \) are the upper and lower bounds of the food source positions for the dimension \( j \) respectively. The fitness function is measured by Eq. (3)

\[
fit_i = \begin{cases} 
\frac{1}{1+f(x_i)} & \text{if } (f(x_i) \geq 0) \\
\frac{1}{1+|f(x_i)|} & \text{otherwise}
\end{cases}
\]

(3)

where \( f(x_i) \) is the fitness value of the \( i \)th food source \( x_i \), \( fit_i \) is the objective function of the food source \( x_i \).

Employed bee phase
Employed bee explores the neighborhood of the food sources, and each employed bee possesses a unique food source. The neighborhood exploration is measured by Eq. (4)

\[
v_{ij} = x_{ij} + \Phi_j (x_{ij} - x_{kj})
\]

(4)
where \( x_k \) is randomly selected from the population, which is different from \( x_i \); \( v_i \) represents the \( i \)th candidate food source; \( \Phi \) is a random number in the range \([-1, 1]\). If the candidate food source \( v_i \) is better than its parent \( x_i \), then \( v_i \) replaces \( x_i \). Otherwise, \( x_i \) remains unchanged.

**Onlooker Bee Phase**

Employed bees share the food source information with the onlooker bees. An onlooker bee chooses a food source to explored, the probability of choosing a food source is shown as Eq. (5)

\[
P_i = \frac{fit_i}{\sum_{i=1}^{N} fit_i}
\]  

(5)

The better the quality of the food source, the greater the probability of being selected. Onlooker bee searches the neighbourhood by Eq. (4). Like the employed bees, we use the greedy selection method to retain a better one from the old and new food source.

**Scout Bee Phase**

A food source will be discarded by its employed bee if it cannot be further improved over a threshold limit. Then this employed bee will become a scout bee to reproduce a new food source randomly by Eq. (2).

### 2.3 Fractal feature selection method based on MFD and the improved ABC

We propose a novel fractal feature selection method that combines the MFD and the improved ABC. In this method, MFD is used to evaluate feature subset, and the improved ABC is taken as the search strategy.

The proposed method includes the following steps:

#### 2.3.1 The fitness function

Multifractal dimension can describe the characteristics of data-set better, the fitness function is shown as Eq. (6), which is the difference of MFD between the original data-set and the feature subset

\[
f(k) = \sum_{i=1}^{N} \left( \text{frac}_q(k) - D_q \right)^2
\]  

(6)

where \( D_q \) is the \( q \)th order fractal dimension of the original data-set, which is specified with \( D_{-10}, D_2, D_{10} \), respectively[14], and \( \text{frac}_q(k) \) is the \( q \)th order fractal dimension of the selected feature subset, which is searched by the \( k \)th food source, and. The smaller the fitness value, the better the solution.

#### 2.3.2 Initialization phase

Feature selection is modeled as a discrete combinational optimization problem. Therefore, the solutions (food sources) are represented in a binary string where 0 and 1 indicate that the corresponding feature is excluded or selected, respectively.

Let \( x_i = (x_{i1}, x_{i2}, ..., x_{IE}) \) be the \( i \)th food source, which is produced randomly according to Eq. (7).

\[
x_i = (x_{i1}, x_{i2}, ..., x_{ij}, ..., x_{IE}) \in \{0,1\}^E
\]  

(7)

where \( i = 1, ..., N, j = 1, ..., E, N \) is the number of food sources, and \( E \) is the number of feature of data-set.

For example,

\[
x = (0, 1, 1, 0, 1, 0, 0)
\]

\( x \) represents the feature subset where the second, third and fifth features are selected only.

Fractal dimension can present the intrinsic dimension, and the upper bound of fractal dimension is the number of selected features. We randomly generate an initial solution containing \( m \) ‘1’ (\( m = \lceil D_2 \rceil \)).

#### 2.3.3 Employed bee phase

Each employed bee generates a new food source \( v_i \) in the neighborhood of its parent position \( x_i \) by using the following search strategy. First, we use single-point crossover operator. The cross-over point is chosen at random. The first crossover bits of the \( i \)th candidate food source \( v_i \) are contributed by \( x_i \) and the remaining bits by \( x_k \). \( x_k \) is randomly selected, which is different from \( x_i \).
For example:

\[ x_i = (0, 1, 1, 1, 0, 1, 0, 0, 0) \]
\[ x_k = (0, 0, 1, 0, 0, 0, 1, 1, 1) \]
\[ \uparrow \text{crossover} \]
\[ v_i = (0, 1, 1, 1, 0, 0, 0, 1, 1) \]

Second, we use mutation operator. We randomly choose a number of \( E \) bits \( j \) to be flipped. Change the \( j \)th bit of \( v_i \) from 0 (1) to 1 (0).

If the candidate food source \( v_i \) is better than its parent \( x_i \), then \( v_i \) replaces \( x_i \). Otherwise, \( x_i \) remains unchanged.

2.3.4 Onlooker Bee Phase and Scout Bee Phase

In the onlooker bee phase, the neighborhood of the selected food sources is like ‘Employed bee phase’. In the scout bee phase, if a food source is discarded, the scout bee will reproduce a new food source by Eq. (7).

2.3.5 Repair the infeasible solution

In the searching process, a new solution is considered an infeasible solution if the number of “1” in the new solution is not equal to \( \lceil D_x \rceil \). Replace the infeasible solution with a new food source produced by Eq. (7).

2.3.6 Algorithm steps

The pseudo-code of the proposed is demonstrated as follows.

Initialization: Generate the \( 2N \) initial population by Eq. (7)

Divide the population into employed bee and onlooker bee by the fitness function value

While Cycle < MaxCycles do

For \( i = 1:N \) do // employed bee phase

Generate a candidate solution \( v_i \) for \( x_i \) using the method in section 2.3.3

If \( f(v_i) \leq f(x_i) \)

Replace \( x_i \) by \( v_i \)

Trial (i) = 0

Else

Trial (i) = Trial (i) + 1

End

Endfor

Calculate probability \( P_i \) by Eq. (5)

For \( i = 1:N \) do // onlooker bee phase

Select a candidate \( x_i \) according to probability \( P_i \)

Generate a candidate solution \( v_i \) for \( x_i \) using the method in section 2.3.3

If \( f(v_i) \leq f(x_i) \)

Replace \( x_i \) by \( v_i \)

Trial (i) = 0

Else

Trial (i) = Trial (i) + 1

End

Endfor

If max Trial \( \geq \) limit, // scout bee phase

Replace \( v_i \) with a randomly generated solution by Eq. (7),

Trial (max) = 0

Endif
3. PM2.5 prediction based on MFD and ABC

To improve the PM2.5 prediction accuracy, the features subset should be selected before forecasting. The meteorological environmental data have fractal characteristics [16]. Therefore, the proposed method can be used in PM2.5 prediction. First, the MFD+ABC method is used to select the feature subset (namely forecast factors). Second, SVR is used to predict PM2.5 concentration, where we use the previous day’s forecast factors to predict the next day’s PM2.5 concentration.

3.1 Simple data

Observation data sets are from January 1, 2017 to December 31, 2018 in Shanghai and Guangzhou, which are from the Shanghai and Guangzhou meteorological bureau. Meteorological data include daily average atmospheric pressure, daily maximum atmospheric pressure, daily minimum atmospheric pressure, daily average temperature, daily maximum temperature, daily minimum temperature, daily average relative humidity, daily rainfall, daily average wind speed, daily maximum wind speed and wind direction, air quality data include the daily average concentration of CO, PM10, O3, SO2, PM2.5 and NO2. These 17 influencing factors are represented by the numbers 1 to 17, respectively.

3.2 Experimental Settings

Parameters of the proposed method are given as follows: Number of food sources N=40, limit=100, Max_cycle=300.

Root mean square error (RMSE), mean absolute error (MAE), and mean absolute percentage error (MAPE) are taken as the performance measure, which are calculated according to Eqs. (7)-(10).

1. The root mean square error (RMSE)

\[
RMSE = \sqrt{\frac{1}{p} \sum_{i=1}^{p} (y_i - \hat{y}_i)^2}
\]

2. The mean absolute error (MAE)

\[
MAE = \frac{1}{p} \sum_{i=1}^{p} |y_i - \hat{y}_i|
\]

3. The mean absolute percentage error (MAPE)

\[
MAPE = \frac{1}{p} \sum_{i=1}^{p} \left| \frac{y_i - \hat{y}_i}{d_i} \right| \cdot 100\%
\]

where \( p \) is the numbers of data points, \( y_i \) is the prediction value, and \( d_i \) is the observation value, the smaller the error value, the better the prediction performance.

SVR with 3-fold cross validation (3-fold CV) is used to evaluate the experiment results. Experimental results are the average over the 3 runs of 3-fold CV.

3.3 Experimental results

Fig 1 presents PM2.5 daily average concentration from January 1, 2017 to December 31, 2018 in Shanghai and Guangzhou. The change of PM2.5 daily average concentration in Shanghai is more complex.

Table 1 and Fig. 2 show the results using MFD+ABC for Shanghai and Guangzhou. From Table 1, we find that the feature subset can provide better accuracy compared with the original data set for Shanghai and Guangzhou. The feature reduction rate of MFD+HSA is 82.35%.
Fig. 1. The daily average concentration of PM2.5 in Shanghai and Guangzhou.

Table 1 The reduction results of MFD+ABC in Shanghai and Guangzhou.

| Without feature selection | MFD+ABC | Selected features | Reduction rate (%) |
|---------------------------|---------|-------------------|-------------------|
| MAE                       | RMSE    | MAE               | RMSE              | RMSE       | Reduction    |
| 14.6771                   | 19.951  | 12.9300           | 17.6697           | 36.7675    | 82.35%       |
| 10.8492                   | 15.7065 | 8.86947           | 12.0868           | 25.4994    | 82.35%       |

Cfs, FD+GSO and FD+ABC are also used in this experiment for comparison. Cfs algorithm is implemented by WEKA. FD+GSO and FD+ABC are both fractal feature selection methods, where FD is used as the evaluation criterion, and ACO and ABC as the search strategy, respectively.

The parameters used in FD+GSO are as follows: $\rho = 0.4, \gamma = 0.6, \beta = 0.08, n_{c} = 5, l_{0} = 5, n = 50, \text{iter}_{\text{max}} = 10, r_{a}(0) = 6, r_{s} = 6, p_{1} = 0.15, p_{2} = 0.85$.

Tables 2 and 3 show the experimental results of four feature selection methods in Shanghai and Guangzhou, respectively. In terms of the number of selected features, fractal feature selection methods (FD+GSO, FD+ABC and MFD+ABC) obtained superior results. The feature reduction rate of fractal feature selection methods is 82.35% for both Shanghai and Guangzhou. However, the feature reduction rate of Cfs in Shanghai and Guangzhou are 70.59%, 76.47%, respectively. In terms of prediction errors, the MAE, RMSE and MAPE of MFD+ABC are the smallest. The errors of MFD+ABC are smaller than FD+ABC. This is because multifractal dimension can better describe the characteristic of data-set compared to single fractal dimension.

In summary, the performance of MFD+HSA are better than other methods. Furthermore, the errors of Guangzhou are smaller than that of Shanghai. This is because the concentration change of PM2.5 in Shanghai is more complicated than that of Guangzhou.

Table 2 The results of four feature selection methods in Shanghai.

| Feature selection methods | Selected feature | MAE ($\mu g/m^3$) | RMSE ($\mu g/m^3$) | MAPE (%) |
|---------------------------|------------------|------------------|-------------------|----------|
| SVR+Cfs                   | 9,12,14,15,16    | 14.6204          | 19.6126           | 48.8710  |
| SVR+FD+GSO                | 3, 4, 6          | 14.1040          | 18.8901           | 41.5037  |
| SVR+FD+ABC                | 3, 5, 9          | 13.7555          | 18.0978           | 38.5673  |
| SVR+MFD+ABC               | 3, 6, 8          | 12.9300          | 17.6697           | 36.7675  |

Table 3 The results of four feature selection methods in Guangzhou.

| Feature selection methods | Selected feature | MAE ($\mu g/m^3$) | RMSE ($\mu g/m^3$) | MAPE (%) |
|---------------------------|------------------|------------------|-------------------|----------|
| SVR+Cfs                   | 8,9,12,13        | 10.1530          | 13.8249           | 34.3699  |
| SVR+FD+GSO                | 3,19,20          | 9.86947          | 13.0868           | 31.4994  |
| SVR+FD+ABC                | 3,6,14           | 9.54805          | 12.2657           | 27.4379  |
| SVR+MFD+ABC               | 2,8,14           | 8.86947          | 12.0868           | 25.4994  |
4. Conclusion
We propose a novel fractal feature selection method that combines the MFD and the improved ABC. MFD is used as the evaluation criterion, and the improved ABC as the search strategy. The MFD+ABC method is applied to predict PM2.5 concentration. The results show that the MFD+ABC method presents better results in term of the number of selected feature and prediction accuracy.
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