Bridging the gap between numerics and experiment in free standing graphene
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We report results of large scale quantum Monte Carlo (QMC) simulations of graphene. Using cutting-edge algorithmic improvements, we are able to consider spatial volumes, corresponding to 20808 electrons, that allow us to access energy scales of direct relevance to experiments. Using constrained random phase approximation (cRPA) estimates of short ranged interactions combined with a Coulomb tail akin to the vacuum, we are able to confront successfully numerical and experimental estimates of the Fermi velocity renormalization. These results and their comparison with perturbation theory not only show the non-Fermi liquid character of graphene, but also prove the importance of lattice-scale physics for the quantitative description of the experimental data for the Fermi velocity renormalization in suspended graphene.
Introduction

Since its experimental discovery in 2004 (1), graphene has attracted the attention of both the condensed-matter and the high-energy physics community. This is partly due to the fact that its low-energy electronic excitations can be described by a variant of quantum electrodynamics (QED) (2). As the electronic properties of graphene can be probed experimentally, it provides a unique opportunity to test the famous argument put forth by Dyson regarding the breakdown of the QED perturbative expansion (3). In conventional QED, the perturbative series in the fine-structure constant is asymptotic and gives increasingly accurate results up to a very large order, roughly the value of the inverse fine-structure constant ($\approx 137$). The action of the effective low-energy theory of graphene is written as

$$S = \int dt d^2x (i \bar{\psi}_a \gamma^0 \partial_0 \psi_a + iv_F \bar{\psi}_a \gamma^i \partial_i \psi_a - e \bar{\psi}_a \gamma^0 \psi_a A_0) + \frac{1}{2} \int dt d^3x (\partial_i A_0)^2,$$

where $\psi_a$ is a two-flavour, four-component Dirac spinor. The effective fine-structure constant is rescaled by the ratio of the speed of light to the Fermi velocity $v_F$, which is roughly 300. It is thus thought that the perturbative series will display its asymptotic behavior at much lower orders than ordinary QED, demonstrating the inadequacy of perturbation theory. Ideally, the deviation between the perturbative results calculated within the low-energy continuum theory and experimental data should give a clear indication about the onset of this divergence (4).

Before one attempts such a comparison, one must be sure that suspended graphene, which features the unscreened electron-electron interaction, is described by the correct continuum field theory. This implies that other effects, such as the lattice scale physics or disorder, are either unimportant, or can be incorporated into the effective field theory (EFT) in a controlled way.

In the absence of a reliable continuum theory, the only way to proceed in a systematic manner is through non-perturbative numerical calculations of the many-body Hamiltonian. The interacting tight-binding model on the hexagonal lattice is written as:

$$\hat{H} = -\kappa \sum_{\sigma, \langle x, y \rangle} (\hat{a}^\dagger_{\sigma, x} \hat{a}_{\sigma, y} + \text{h.c.}).$$
Figure 1: A schematic depiction of the relations between the different theoretical approaches which we are using to describe the electronic properties of free-standing graphene.

\[h.c. + \frac{1}{2} \sum_{x,y} V_{x,y} \hat{a}_{\sigma,x}^{\dagger} \hat{q}_x \hat{q}_y,\]

where \( \hat{a}_{\sigma,x}^{\dagger} \) are creation operators for the electrons, \( \hat{q}_x \) is the electron charge operator, and \( \kappa = 2.7 \) eV is the nearest-neighbor hopping parameter. The next nearest hopping matrix elements are neglected since they are an order of magnitude smaller. The matrix describing two-body interactions, \( V_{x,y} \), provides a general description of the electron-electron coupling. As in the continuum, a perturbative series can be formulated also directly for this Hamiltonian, referred to as lattice perturbation theory (LPT), which is a systematic expansion for a given correlation function, organized in powers of \( V \).

A schematic depiction of the relationships between the employed theoretical approaches is shown in fig. 1: instead of a direct comparison of the continuum perturbative series with experiment, we establish a link between them through the help of QMC. First, we compare experimental data with the results of QMC calculations for the many-body Hamiltonian (thus verifying its validity). The QMC results are then compared with the perturbative calculations in both the continuum and lattice theory. The latter comparison reveals deficiencies in the EFT as well as demonstrating the importance of higher-order perturbative corrections.

We concentrate on the study of the Fermi velocity \( v_F \). The renormalization of \( v_F \) in the infrared limit has been already observed in several experiments. Although a number
of theoretical calculations have been performed using a perturbative approach (8, 9, 10, 4, 11), there is still no comprehensive comparison with fully non-perturbative calculations. Alternative methods based on various approximations were also used to compute the $v_F$ renormalization (12, 13), while here we comment strictly on the validity of the perturbative approach.

As the renormalization of the Fermi velocity is an infrared effect, QMC calculations on large lattices are needed to resolve this window of small momenta. This can be achieved using methods developed for lattice quantum chromodynamics, which broadly go under the name of hybrid Monte Carlo (HMC) and are perfectly suited to these types of calculations (14,15,16,17).

**Lattice Hamiltonian and experiment**

We perform QMC calculations for the interacting tight-binding Hamiltonian cited above with the matrix of two-body interaction $V_{x,y}$ tuned in a way to model the electronic properties of suspended graphene. The salient features of $V_{x,y}$ are the on-site interaction $V_{x,x} = U_0$ and the long-range Coulomb tail, $V_{x,y} = \gamma U_0/(2|R_{x,y}|)$, where $R_{x,y}$ is the distance between lattice sites in units of the spacing of the hexagonal lattice. In order to separately study both the effects of long-range and short-range interactions and to reproduce the experimental data for suspended graphene, we use three different interaction matrices $V_{x,y}$: variant I uses short-range couplings computed with the cRPA method in (18) and the strength of Coulomb tail is defined by the next-to-next-to-nearest coupling (15), thus $\gamma = 1.548$; variant II uses the same short-range couplings, but the long-range Coulomb tail is formed by a more complicated set of functions which fit the dielectric permittivity function $\varepsilon(k)$ (18), $\gamma = 2.181$ in this case; variant III is generally the same as variant I except for a shift of the nearest-neighbor (from 5.5 eV to 6.7 eV) and next-to-nearest-neighbor (from 4.1 eV to 4.5 eV) couplings. The details of potential variant II are explained in (19), and it should yield the closest match to experimental data. The difference between the results obtained with potential variants I and III is used to elucidate the
Figure 2: Renormalized dispersion of electrons at strong coupling using the potential variant I (figure (a)) and the potential variant II ((b) and (c)). (a) and (b): comparison of logarithmic and power law fits for QMC data at fixed temperature. (c) comparison of QMC data on $48 \times 48$ lattice at two different temperatures. In all cases we consider primarily the K-K profile in the Brillouin zone (BZ), and the K-M profile is added for comparison. The horizontal axis is the distance from the Dirac point in units of inverse lattice step.

role of the short-range couplings.

The QMC calculations were performed on $102 \times 102$ and $48 \times 48$ lattices at two different temperatures $T = 0.02315\kappa$ and $T = 0.04630\kappa$, in order to identify both finite-size and finite-temperature effects. Due to the fact that we are simulating a finite volume, the resolution in momentum is limited by the lattice size. Thus, the numerical differentiation needed for the computation of $v_F$ brings about additional systematic errors (see supplementary material for examples). For this reason, we prefer to plot the renormalized dispersion relation $E(k)$ directly...
Figure 3: Comparison of experimental results for suspended graphene with QMC data obtained with potential variants I (a) and II (b). The latter corresponds to suspended graphene, while the former has a reduced Coulomb tail. The Fermi velocity is computed via finite differences from the dispersion relation on the lattice. As the first point in the dispersion is shifted by finite temperature artefacts, the two first points for the derivative are affected and we thus omit them when fitting with a logarithmic curve.

wherever possible. Indeed, the logarithmic renormalization of the Fermi velocity, $v_F(k) = v_{F,0}(1 + C \ln \Lambda/k)$, also leads to the logarithmic renormalization of the energy itself: $E(k) = E_0(k)[1 + C(1 + \ln \Lambda/k)]$, where $E_0(k)$ is the free dispersion relation. Thus we have a well defined fitting function for the QMC and LPT data sets.

The renormalized dispersion relation for potential variants I and II is shown in fig. 2. Unlike previous QMC studies (20), the lattice size appears to be large enough to clearly observe the non-linear dispersion relation. For simulations on the $102 \times 102$ lattice, all points except for the one closest to the Dirac point, are well-described by the logarithmic fit. This logarithmic increase of the Fermi velocity in the infrared signals non-Fermi liquid behavior. The first point trends upwards with respect to the logarithmic curve so that the entire data set is actually better described by a power law fit. This confusing result can not be attributed to finite-size effects, as the points on a $48 \times 48$ lattice with the same temperature do not demonstrate similar behaviour (fig. 2b). They show only a small uniform shift from the $102 \times 102$ lattice data, with the first
point not special in any way. However, a comparison of the \(48 \times 48\) lattice data, obtained at two different temperatures (fig. 2c) helps to reveal that it is actually finite-temperature effects which are responsible for this upward shift of the first point. Once we reduce both the inverse temperature and the lattice size by a factor of two, we reproduce the same jump of the first point with respect to the logarithmic curve, in comparison with the same lattice at a lower temperature. Notably, further points do not experience sizeable finite-temperature or finite-size effects, so we can reliably include them in our comparison with LPT and experiment.

A comparison with experiment is shown in fig. 3, where the QMC data is displayed alongside the experimental data from (6). The renormalized Fermi velocity is plotted as a function of density, for two variants of the two-body interaction potential. As suggested by the analysis of the temperature effects in QMC data, the first point in the dispersion relation should be disregarded, which in turn affects the two first points for \(v_F\). All further points can be described by the logarithmic fit, which is then extrapolated towards smaller densities where the experimental measurements were performed.

The extrapolation of the data obtained with potential variant I lies below the experimental data. This is understandable, as the Coulomb tail is reduced here in comparison with that in suspended graphene. On the other hand, the extrapolation of the fit for the data obtained with potential variant II shows a remarkably good agreement with the experimental data points in the limit of small densities. It would be interesting to investigate the origin of the drop of the experimental points below the logarithmic curve which appear at roughly \(n = 2 \times 10^{15} m^{-2}\).

There is one peculiarity of the experimental setup which could potentially play a role here: the actual measurements are done at a finite gate voltage, which is equivalent to the introduction of a chemical potential. This is certainly a physically different situation from the one simulated in QMC, and, as suggested in (4, 12), the finite density of charge carriers can impose additional screening on the Coulomb interaction. In the limit of small densities this effect disappears, and
Figure 4: Comparison of QMC data with perturbative results (zero temperature and finite-temperature one-loop LPT, also zero temperature Random Phase Approximation (RPA) on the lattice and in the continuum). The potential variant I is shown on the left (a) and the variant II is shown on the right (b). Both LPT and QMC results are obtained on a 102 × 102 lattice and we consider the K-K profile in BZ. The fitting parameters $C_i$ and $\Lambda_i$ are shown in the tables below corresponding figures.

thus we observe better agreement between experiment and QMC.

Another observation is that the extrapolated QMC data and experiment agree not only in terms of the coefficient in front of the logarithm (inclination of the curve in the figure 3), but also in the vertical shift. As we will show later, this shift is determined by the ultraviolet cutoff, which is strongly dependent on the short-range part of the electron-electron interaction. This means that the cRPA potentials, taken from (18) might actually be in good agreement with real graphene. Thus, the tight-binding Hamiltonian with the matrix of interaction defined by potentials variant II is indeed a reliable model to describe the electronic properties of graphene even in the strongly-correlated regime.
Lattice Hamiltonian and perturbative series

As the tight-binding Hamiltonian provides good agreement with experiment, one can comment on the accuracy of the perturbative series by comparing its results to the QMC data. This approach is more precise (see e.g. figure 3a) and is also more flexible, as one can simply vary the parameters in the QMC simulations.

The comparison of LPT, EFT and QMC data is shown in fig. 4 again for potentials I and II. The LPT results also include finite-temperature, one-loop self-energy corrections. In the case of the continuum EFT, we fix the UV cutoff by fitting to the QMC data. This stands in contrast to all other methods that do not require any additional input in determining the cutoff. We compare the coefficient, $C$, which appears in front of the logarithm as well as the cutoff $\Lambda$, after fitting the lattice data. The momentum closest to the Dirac point is omitted in the fit of the data, as previously suggested. By examining $C$, one concludes that continuum RPA can hardly describe the QMC data. For potential variant II, $C = 0.626$ in the continuum one-loop approximation, $C = 0.1494$ for continuum RPA, while $C = 0.2987 \pm 0.0105$ for QMC.

There are three possible sources for this discrepancy: first, the importance of higher-order corrections in the perturbative series; second, the influence of lattice-scale physics, most notably, the presence of a physical cutoff accompanied by the curvature of the electronic dispersion away from the Dirac points; third, the differences between potential variant II, which corresponds to suspended graphene and the unscreened Coulomb potential at intermediate distances.

LPT works analogously to continuum perturbation theory while fully taking into account lattice-scale phenomena, including the cRPA interaction potentials. Thus we can isolate the reasons for the discrepancies between the EFT and QMC data through a comparison with LPT. One-loop LPT yields an almost identical $C$ as the one-loop EFT: compare $C = 0.5987 \pm 0.0039$
Figure 5: The role of the short-range couplings in determining the renormalized dispersion relation. We compare potentials I and III, which differ only in the interaction between nearest-neighbors and next-to-nearest neighbors. (a) Logarithmic fits for the QMC and LPT data (the first points are omitted in the fits for finite-temperature data sets). (b) The relative change of the renormalized energy. Average vertical shifts are added to guide the eye.

in LPT for potential variant II and $C = 0.626$ in EFT for Coulomb potential with the same long-range tail (see fig. 4b). This demonstrates that modifications to the cRPA potentials at intermediate distances do not influence the value of $C$, and thus the differences between the EFT and QMC must be explained by something else. In contrast to the one-loop approximation, a comparison of the LPT and EFT curves in fig. 4 at the RPA level shows substantial differences in the coefficient $C$. This suggests that lattice-scale physics is important. The origins of this discrepancy are explained in details in the next section.

For lattice RPA, the coefficient $C$ is in better agreement with QMC data for both plots in fig. 4. However, the remaining difference suggests the importance of higher-order corrections beyond lattice RPA. Another interesting feature is the large difference in the cutoff, $\Lambda$, between QMC and LPT data. Due to the fact that the cutoff is not a free parameter in both QMC and LPT, these differences are actually meaningful. The finite-temperature corrections also point out the importance of higher-order diagrams. At the one-loop level, these corrections drive the energy of the first points down, while the opposite occurs with the QMC data.
We now comment on the influence of short-range couplings (see fig. 5). We compare potential variant I and potential variant III, which differ mostly at nearest-neighbor coupling. If we look at the LPT data, the effect is clearly confined to the change of the cutoff, with the coefficient in front of the logarithm remaining constant. As a result, the dispersion curves are uniformly shifted vertically with respect to each other. The picture for the QMC data is more complicated, as there is definitely a change of the cutoff, but current statistical uncertainties are too large to rule out also small changes in $C$. This result is consistent with the general RG point of view on the role of the couplings at different scales. The short-range interactions in graphene are irrelevant at the infrared fixed point, and thus they can not change the qualitative behaviour of $v_F$ at low momentum. However, they can still influence the results at a quantitative level by changing the parameters which are not fixed by the RG flow, such as the cutoff. Furthermore, these results show that fixing the cutoff is not a trivial procedure, as it is not solely defined by the bandwidth, but depends on interactions which are irrelevant in the RG sense.

**Lattice vs continuum perturbative series**

In order to eliminate the cRPA modification to the Coulomb interaction, we now employ a two-body interaction, $V_{x,y}$, where all elements except the on-site one are defined by the Coulomb tail. Here we take $\gamma = 1.548$, which corresponds to an effective fine structure constant $\alpha = 1.778$.

A comparison between LPT and continuum EFT at the one-loop and RPA level is shown in fig. 6. We again observe that LPT and the continuum theory start to deviate at the RPA level since it is impossible to describe the lattice data using $C$ taken from the continuum RPA expression and leaving only $\Lambda$ as a free parameter. One recalls that the polarization bubble is only naively divergent in $(2 + 1)$-QED and can be computed using one of the conventional regularization schemes to take care of the ultraviolet divergences, and thus there are no additional free parameters that can be added.
Figure 6: (a) Comparison of lattice and continuum perturbation theory in the strongly-coupled regime. The on-site interaction is $U_0 = 3.42 \kappa$, all other potentials are defined by the Coulomb tail with $\gamma = 1.548$. (b) Comparison of $\text{Tr} \left( \Pi(0) P \right)$ computed in LPT and in the continuum. The external frequency is set to zero and the external momentum runs along the $\Gamma K$ line. (c) Map of $\text{Tr} \left( \Pi(0) P \right)$ computed in LPT within the BZ on a $102 \times 102$ lattice at zero external frequency.

To further investigate this deviation between the continuum and lattice RPA calculations, we consider the dimensionless quantity $\mathcal{P} = \Pi(0) P$, where $P$ is the polarization and $\Pi(0)$ is the free Coulomb propagator. On the lattice, it corresponds to $\mathcal{P} = \text{Tr} \left( \Pi(0) P \right)$, where the trace is taken over the sublattice index. This quantity, which depends on both frequency and momentum, is shown in figures 6b and 6c. Clearly, there are substantial differences between the lattice and continuum expressions. A detailed analysis is presented in the supplementary material, while here we simply state the result that these differences can be attributed to two distinct effects: a constant shift of $\mathcal{P}$ at the $\Gamma$ point is due to inter-valley scattering and a linear correction to $\mathcal{P}$ around the $\Gamma$ point due to the finite cutoff.

Both of these effects can be included in the continuum EFT, but at a large cost. Inter-valley scattering can be described by the modified expression for the charged current in the EFT: $\tilde{j}_0 = \bar{\psi}_a \gamma_0 (I + \sum_j \exp (-i \vec{x} \Delta \tilde{K}_j \tau_3/2) \tau_1 \exp (i \vec{x} \Delta \tilde{K}_j \tau_3/2)) \psi_a$, where $\tau_j$ are Pauli matrices in valley...
space and $\Delta \vec{K}_j, j = 1, 2, 3$ are lattice vectors connecting a single Dirac point with the three neighboring non-equivalent Dirac points. This modified vertex should be accompanied by the addition of higher-dimensional kinetic terms to the QED Lagrangian in order to reproduce the non-linear dispersion relation away from the Dirac points. Moreover, we should employ a hard cutoff procedure in all loop integrals. An example of such a calculation for the polarization can be found in the supplementary material and we indeed get a term $\sim |\vec{p}|/\Lambda$ in $\mathcal{P}$. Interestingly, it is possible to show that both inter-valley scattering and the hard UV cutoff induce much smaller corrections in the one-loop electron self-energy, which is consistent with our observation that the discrepancies between LPT and the EFT appear only at the level of RPA.

Another possible way to modify the EFT in order to include microscopic corrections is to add phenomenological four-Fermi terms $(21, 22)$. This possibility is described in detail in the supplementary material and it appears that with these terms, one can not completely describe all the important features of the lattice polarization. Furthermore, such four-Fermi terms would make the continuum theory non-renormalizable, and thus some ultraviolet cutoff would still be needed in order to extract meaningful results.

Another approach that modifies the EFT is to simply absorb lattice and possibly higher-order perturbative corrections into a “renormalized” coupling constant, without a mapping of the microscopic details of the lattice theory to the continuum. In general, with the modification of a single constant $\alpha$, one can not fully absorb all corrections coming from lattice-scale physics. But in the particular case of the renormalization of $v_F$, which boils down to a single coefficient in front of the logarithm, this procedure seems reasonable. If we use the one-loop expression for $v_F$ in the EFT and match it to lattice RPA (potential variant II), we get $\alpha_{\text{renorm.}}^{(1)} = 1.373$. Doing the same with QMC yields $\alpha_{\text{renorm.}}^{(2)} = 1.195$, and thus we see a substantial reduction in the “renormalized” coupling in comparison with its bare value $\alpha = 2.504$ in suspended graphene. Interestingly, we can not perform this matching at the level of the continuum RPA, as the ex-
pression for $C$ saturates at $2/\pi^2$, while the coefficients for LRPA and QMC are substantially larger (fig. 4). This signals that the continuum theory is not useful beyond the one-loop level. There still remains the possibility that we can match the coefficient $C$ at higher orders in the continuum if this saturation value increases, but this is an open question.

**Conclusions and Outlook**

The extrapolated logarithmic fit of QMC data shows excellent agreement with the experiment, which signals that the interacting tight-binding model with cRPA potentials can serve as a reliable model for suspended graphene. Further QMC calculations on lattices of spatial size $204 \times 204$ will allow us to completely close the gap between experiment and QMC and remove any extrapolations. Other physical observables, such as the charge compressibility or the specific heat can also be studied within QMC. This will enable further evaluation of the validity of the EFT and the efficacy of introducing the renormalized coupling $\alpha_{\text{renorm}}$, as described in the last section.

Without question, higher precision experimental data would be instrumental for further progress. This would allow one to search for discrepancies between experiment and QMC, which would indicate that additional physics must be accounted for in our lattice Hamiltonian. It would also be interesting to look at finite-temperature effects in experiments. As discussed during the comparison of LPT and QMC data, they can serve as a clear indication that higher-order diagrams are important. In order to observe these effects, one needs to fix the ratio of the inverse temperature to the distance from the Dirac point. As experiments can access liquid helium temperatures, one needs to carefully look at smaller densities of charge carriers in order to address this question.

It is clear that the underlying lattice structure plays a large role in suspended graphene. It becomes apparent first in the polarization bubble, and it suggests both that the lattice effects play
an even greater role in multi-loop calculations and that QED is unable to describe LPT or QMC data at a quantitative level in the strongly-coupled regime. Thus, LPT should replace continuum EFT if one wants to achieve agreement with experimental and non-perturbative QMC data. Also, it is more convenient to use LPT in the analysis of the convergence of the perturbative series, as it enables a direct comparison with QMC. Our present data indicate that higher-order corrections beyond the one-loop RPA level are important and should be explored within LPT.
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1 Numerical setup

In this section we briefly describe our lattice quantum Monte Carlo (QMC) setup and the calculation of the relevant observables. For a more detailed discussion we refer the reader to (1, 2, 3).

The goal of hybrid Monte Carlo is to efficiently and faithfully sample the functional integral representation of the partition function, \( Z = \text{Tr} e^{-\beta \hat{H}} \). The trace is performed using fermionic coherent states by first breaking up the continuous Euclidean time interval, \([0, \beta]\), into \( N_\tau \) slices. In order to compute matrix elements of the two-body interaction term, \( \hat{H}_{\text{int}} \), we must introduce a scalar bosonic field, \( \phi \), on each time-slice and lattice site. This is done through the Hubbard-
Stratonovich transformation

\[ e^{\delta \tau \sum_{x,y} V_{x,y} \hat{q}_x \hat{q}_y} \approx \int D\phi e^{\frac{-1}{2\delta \tau \sum_{x,y} \phi_x V^{-1}_{x,y} \phi_y} \sum_{x,y} \phi_x \hat{q}_x} e^{i \sum_x \phi_x \hat{q}_x}, \]  

(1)

where the interaction is now bilinear in the fermion operators through the charge operator \( \hat{q}_x \equiv \hat{a}_{x,\uparrow}^\dagger \hat{a}_{x,\uparrow} + \hat{a}_{x,\downarrow}^\dagger \hat{a}_{x,\downarrow} - 1 \). In the current paper, we have adopted a more complicated version of the Hubbard-Stratonovich decomposition, which introduces two separate scalar fields which couple to spin and charge density respectively. This is done by using the following identity for the on-site term

\[ \frac{V_{x,x}}{2} \hat{q}_x^2 = \eta \frac{V_{x,x}}{2} \hat{q}_x^2 - \frac{(1 - \eta)V_{x,x}}{2} \hat{s}_x^2 + (1 - \eta)V_{x,x} \hat{s}_x, \]  

(2)

where \( \hat{s}_x \equiv \hat{a}_{x,\uparrow}^\dagger \hat{a}_{x,\uparrow} - \hat{a}_{x,\downarrow}^\dagger \hat{a}_{x,\downarrow} \) is the spin operator and \( \eta \in [0, 1] \) is a free parameter. Further details regarding the application of this technique to the case of the long-range Coulomb tail can be found in \( (4) \). This is done in order to avoid possible ergodicity issues in the sampling of the functional integral. This procedure is extensively discussed in \( (5) \), which we refer to for further details.

In the functional integral formulation, the thermal expectation values of observables are computed in the usual way,

\[ \langle \mathcal{O} \rangle = \frac{1}{Z} \int D\phi \det M[\phi]^2 \mathcal{O} e^{-S_B[\phi]}, \]  

(3)

where \( M \) is the bilinear fermion operator and \( S_B \) is the quadratic bosonic action that results from applying \( (1) \) at each time slice. After carrying out a particle-hole transformation one can show that the action, for each Hubbard-Stratonovich field, is invariant under time-reversal symmetry. This symmetry leads to the absence of negative sign problem \( (6) \), and one will show that the fermion determinant in the above equation is real. To evaluate the expectation value one can adopt the Blankenbecler, Scalapino, Sugar (BSS) algorithm \( (7) \) and work with the determinant directly. Such an approach invariably leads to a computational time that scales as \( N_\tau N^3 \) for a
single sweep \((8, 9)\). Here, \(N\) corresponds to the number of spatial sites in a single Euclidean time-slice.

There exists an alternative technique for this procedure, namely, hybrid Monte Carlo \((10)\) (HMC). This algorithm is typically used in lattice quantum chromodynamics (LQCD) calculations, but can be adapted to condensed-matter systems. One can evaluate the determinant stochastically,

\[
\text{det} M[\phi]^2 \propto \int \mathcal{D}\{\eta, \eta^\dagger\} e^{-\eta^\dagger \left(M[\phi]M^\dagger[\phi]\right)^{-1}\eta}
\]

and sample both over the Hubbard-Stratonovich and pseudo-fermion fields. In principle, we add more statistical fluctuations to the system, thus increasing the prefactor in the scaling of the algorithm with the system size. However, when the fermion matrix is not too ill-conditioned, HMC becomes very appealing and outperforms the BSS approach. This turns out to be the case here, where the scaling of the computational time with volume and number of time slices is \((NN_t)^{1.5}\), thus larger prefactor is compensated by better scaling for large systems.

In the QMC calculations performed for this study, we have only slightly modified the algorithm used in the previous functional integral studies of graphene (e.g. in \((11)\)) by employing a different symplectic integrator in the molecular dynamics \((12)\).

The renormalized dispersion of the quasiparticles is obtained through the fermion propagator, which is defined as

\[
G(x, \tau) = \frac{\text{Tr}\left\{\hat{a}_0 e^{-\tau \hat{H}} \hat{a}_0^\dagger e^{-(\beta-\tau)\hat{H}}\right\}}{Z}, \quad (5)
\]

where the operators appearing in the numerator are in the Heisenberg representation and we have assumed translational invariance in both space and in Euclidean time. In our functional integral setup, \((5)\) can be recast in terms of elements of the inverse fermion operator

\[
G(k, \tau) = \sum_x e^{-ik \cdot \vec{x}} \langle M^{-1}_{x,\tau,0,0}\rangle, \quad (6)
\]
Figure S1: (a) Several spectral functions, reconstructed with the help of stochastic MEM at various points in the BZ. The data are shown for potential variant I with no additional rescaling in order to reside firmly within the strongly-coupled regime. We display the spectral functions for the K point and the three other points closest to it. The resonances are fitted with a Lorentzian ansatz, \( Z/((\omega - \omega_0)^2 + \Gamma^2) \). We note that a gap appears at the Dirac point. This is indicated by the presence of a large peak in the spectral function at the Dirac point which is shifted from the origin, with a smaller peak existing at zero frequency. (b) Spectral functions at the Dirac point and in its vicinity. We compare the results obtained on the 102 \times 102 lattice (at the Dirac point and at the second point in momentum along the K-K line in the BZ) with those for the 48 \times 48 lattice (again at the Dirac point and at the first point in K-K profile). The data shown in the plots were produced with potential variant II (see main text for definition). A comparison of the 102 \times 102 lattice data with the spectral function in figure (a) at the K point shows that the gap disappears with an increased Coulomb tail, which drives us away from the antiferromagnetic phase transition (see (9)). Moreover, the comparison of the spectral functions at the K point, computed on the 48 \times 48 and 102 \times 102 lattices, shows that the gap we sometimes see is merely a finite-volume artifact. The double-peak structure seen at smaller lattice sizes disappears as the number of sites is increased.

where the expectation value is taken as in (3), and we have projected to a momentum \( \vec{k} \) residing within the BZ. In practice, \( G(\vec{k}, \tau) \) is \( 2 \times 2 \) matrix in sublattice space and we are using its trace for further processing. In order to express this quantity in terms of the eigenvalues of the many-body Hamiltonian, we introduce the well-known spectral representation of the propagator

\[
G(\vec{k}, \omega) = \int_{-\infty}^{+\infty} d\omega' \frac{\rho(\vec{k}, \omega')}{2\pi} \frac{1}{-i\omega + \omega'},
\]

(7)
where we have also introduced the density of states, which is given as

\[
\rho(\vec{k}, \omega) = \frac{2\pi}{Z} \sum_{n,m} \delta(E_m - E_n - \omega) |\langle m|\hat{a}_k^\dagger|n\rangle|^2 \left( e^{-\beta E_n} + e^{-\beta E_m} \right).
\] (8)

Here \(E_n\) and \(E_m\) refer to eigenvalues of the Hamiltonian whose corresponding states have total momentum which differ by \(k\). This analysis is completely generic, and for any Euclidean correlation function there will exist a corresponding spectral function. On the lattice, we compute observables in the Euclidean time representation, and thus one can transform (7) to obtain the Green-Kubo relation

\[
G(\vec{k}, \tau) = \frac{1}{\pi} \int_0^{+\infty} d\omega K(\omega, \tau) \rho(\vec{k}, \omega),
\] (9)

where the kernel is given by \(K(\omega, \tau) = \cosh[\omega(\tau - \beta/2)] / \cosh[\omega \beta/2]\). Obtaining the density of states through the inversion of (9) is an ill-defined problem, as one is attempting to reconstruct an analytic function of frequency from \(N_\tau\) data points and their associated statistical errors. The inverse problem can be dealt with by applying the stochastic maximum entropy method (MEM) (13). In this work, we have used the publicly available algorithms for lattice fermions (ALF) code, which contains an implementation of the stochastic MEM (14, 15). In Fig. (S1), one can see some of the results of this spectral reconstruction. Using the reconstructed spectral function, one can obtain estimates for both the energy of the quasiparticle excitations \(\omega_0(\vec{k})\), as well as their lifetimes \(\Gamma(\vec{k})\) by fitting the peak of the spectral function to a Lorentzian ansatz

\[
\rho(\vec{k}, \omega) = \frac{Z(\vec{k})}{(\omega - \omega_0(\vec{k}))^2 + \Gamma^2(\vec{k})}.
\] (10)

This is in contrast to an exponential fit of the correlator in Euclidean time, where one can only access the energy of the excitations. However, the cost of performing the inverse problem is that one must have data with very small statistical errors.
Figure S2: (a) QMC data for the fermion propagator in Euclidean time, $G(k, \tau)$. The computations have been performed with the interaction potential variant II, which has been rescaled in order for the on-site interaction to take the value $0.05\kappa$ (to be firmly within the weak-coupling regime). Fitting is made with the lattice ansatz (15). (b) Renormalized dispersion at the same coupling. In order to cross-check the QMC data, we have added the LPT results. The plot exhibits several key features. Firstly, the absence of differences between the $102 \times 102$ and $1200 \times 1200$ LPT data clearly indicates that the thermodynamic limit has been achieved. Secondly, the RPA corrections can be observed but remain quite small at this coupling. Finally, the QMC data substantially deviates from the one-loop LPT result at zero temperature. This deviation can be accounted for by finite-temperature corrections in the calculation of the one-loop electronic self-energy on the lattice. In addition to these results, we also display the LPT results at $1200 \times 1200$ for an alternate two-body potential with identical on-site interaction and $\gamma$, but all other couplings except the on-site one are defined by the Coulomb tail. This setup differs from potential variant II at intermediate distances. Nevertheless, this difference is significant enough to produce different results for the renormalized dispersion even at one-loop. This comparison serves as an additional piece of evidence that the details of the two-body interaction are important if one wishes to obtain quantitative precision. (c) Dependence of the renormalized dispersion on the interaction strength in the weakly-coupled regime (we rescale the potential and plot the data with respect to the rescaled on-site interaction, $U_0^\kappa$). The QMC data clearly converge to the finite-temperature, one-loop LPT result in the limit of small interaction.
2 Justification of QMC

In order to prove the correctness of the numerical procedures, we check that at small interaction the QMC results converge towards lattice perturbation theory. In order to do so, we take the potential variant II (see the main text for details) and uniformly rescale it so that the on-site interaction takes the value \( U_0 = 0.05 \kappa \). We then compute the fermion propagator \( G(\vec{k}, \tau) \) (6), using the QMC procedure described above. The energy renormalization is quite small in the weak-coupling regime, and thus quite high precision is needed in the measurements, typically at the level of 0.1% or more. To achieve this precision, we need to take into account corrections introduced by the Euclidean time discretization in the partition function. This discretization has consequences on the extraction of quasiparticle energies, both in terms of the reconstruction of the spectral function, as well as in terms of fitting the exponential decay of the correlators.

In order to take into account the finite lattice spacing in time, we start from the following expression for the “discrete” version of the fermion propagator:

\[
G_D(x, \tilde{\tau}) = \frac{\text{Tr} \{ \hat{a}_x(1 - \delta_\tau \hat{H})^{\tilde{\tau}} \hat{a}_0^\dagger(1 - \delta_\tau \hat{H})^{(N_\tau - \tilde{\tau})} \}}{\text{Tr} \{ (1 - \delta_\tau \hat{H})^{N_\tau} \}},
\]

(11)

where \( \tilde{\tau} \) is the integer-valued discrete Euclidean time, \( \tau = \delta_\tau \tilde{\tau} \), where \( \delta_\tau \equiv \beta / N_\tau \) is the step in Euclidean time. Equation (7) can then be replaced by

\[
G_D(\vec{k}, \omega_n) = \int_{-\infty}^{+\infty} \frac{d\omega'}{2\pi} \frac{\rho(\vec{k}, \omega')}{1 - e^{i\omega_n \delta_\tau (1 - \delta_\tau \omega')}},
\]

(12)

where the fermionic Matsubara frequencies are defined as

\[
\omega_n = 2\pi \frac{n + 1}{N_\tau \delta_\tau}, \quad n \in \mathbb{Z}.
\]

(13)

This leads to the replacement of the kernel in the Green-Kubo relations by the function

\[
K^{(D)}(\tau, \omega) = \frac{(1 - \delta_\tau \omega)^{\tilde{\tau}}}{1 + (1 - \delta_\tau \omega)^{N_\tau}}.
\]

(14)
The observed resonances are very narrow at small interaction strength and the QMC data quality is good enough to directly fit the correlators with the lattice versions of the exponents in the familiar Källén–Lehmann representation. Taking into account the particle-hole symmetry, and neglecting corrections of $O(\delta^2)$, equation (14) leads to the following ansatz for the fermion propagator

$$G_D(\vec{k}, \tau) = C \left[ \left( 1 - \delta \tau E \right)^{\tilde{\tau}} + \left( 1 + \delta \tau E \right)^{N \tilde{\tau} - \tilde{\tau}} + \left( 1 + \delta \tau E \right)^{\tilde{\tau}} + \left( 1 - \delta \tau E \right)^{N \tilde{\tau} - \tilde{\tau}} \right] (15)$$

where $E$ and $C$ are fit parameters. Several examples of the fermion propagator at weak coupling and their fits using eq. (15) are shown in Fig. S2a. We have also checked that indeed, the lattice version of the fit performed better than its continuum counterpart. In the strong-coupling regime, the fitting form (15) becomes less reliable due to the broadening of the resonances (i.e. decrease of the particle’s lifetime) and one must resort to the spectral reconstruction described in the previous section.

After fitting the correlator to (15), one obtains the values of the renormalized energies, $E(\vec{k})$. One way to obtain $v_F$ is through numerical differentiation

$$v_F \left( \frac{k_1 + k_2}{2} \right) = \frac{E(k_1) - E(k_2)}{k_1 - k_2}, (16)$$

where the momentum varies along a specific direction in the BZ. However, using this formula we introduce a systematic error of the order of $(k_1 - k_2)^2$ and also increase the statistical uncertainties, as one is computing the difference of fluctuating quantities whose mean values only differ slightly. The analysis of the systematic errors connected with the numerical differentiation is presented in the figure S3.

An alternative is to look directly at the dispersion relation $E(\vec{k})$ and modify the fitting functions. At weak coupling (and presumably at strong coupling too), the renormalization of the
Fermi velocity can be decomposed as

$$v_F(\vec{k}) = v_{F,0}(\vec{k}) \left[ 1 + C \ln \frac{\Lambda}{|\vec{k}|} \right],$$

where $v_{F,0}(\vec{k})$ comes from the dispersion relation for free fermions on the hexagonal lattice. As we will work on quite large lattices, the correction to the linear dispersion will disappear once we approach the Dirac point:

$$v_{F,0}(\vec{k}) = v_{F,0}^C + \Delta v(\vec{k}),$$

where $v_{F,0}^C$ is constant and $\Delta v(\vec{k})$ is a small correction with $\lim_{|\vec{k}| \to 0} \Delta v(\vec{k}) = 0$ (the Dirac point is placed at the origin). For most cases, we can neglect $\Delta v(\vec{k})$ and assume $v_{F,0}(\vec{k}) = v_{F,0}^C$, but at weak coupling it is actually important to take the corrections introduced by $\Delta v(\vec{k})$ into account due to the fact that the renormalization is quite small and is comparable with the curvature of
the free band. One then integrates eq. (17) along a direction in the BZ starting from the Dirac point, taking into account that \( \Delta_v(\vec{k}) = O(k) \) in its vicinity to obtain the following expression for the renormalized energy

\[
E(k) = E_0(k) \left(1 + C \left(1 + \ln \frac{\Lambda}{k} + O(k^3 \ln k)\right)\right).
\] (19)

As the leading correction becomes small when approaching the Dirac point, it can be neglected and the first two terms can be used as a fitting function for the ratio of the renormalized to free dispersion. We note that if the logarithmic form (17) is violated for some reason and we have a power law for the renormalized \( v_F \), then the renormalized dispersion should also exhibit a power law. This would then become apparent when fitting the data. Unfortunately, we only have access to the renormalized Fermi velocity when comparing with experiment, thus we employ the procedure in eq. (16) in that case.

The results for the renormalized dispersion at small interaction are shown in fig. S2b. As one can clearly see, perturbation theory works well in this regime as the RPA corrections to the one-loop result are quite small. The QMC data deviate substantially from the zero-temperature one-loop result, but coincide nicely with the finite-temperature one-loop lattice perturbation theory. In fig. S2c, one can see the evolution of the renormalized dispersion with uniformly rescaled potentials. Clearly, QMC data converge to the finite-temperature one-loop approximation in the limit of small interaction.

3 Perturbation theory on the lattice

3.1 Introduction and Feynman rules

In this appendix, we discuss the details of our perturbative calculations carried out on the hexagonal lattice at finite volume, \( L \equiv N_x N_y \). We start with the introduction of the lattice Hamiltonian and the Feynman rules in momentum space. We then discuss the one-loop self-energy and
how we obtain the renormalized dispersion, $E_R(p)$. After this, we discuss the random phase approximation (RPA) (16), and how we have applied it to the present problem.

After performing a canonical particle-hole transformation on the fermion operators, the lattice Hamiltonian in position space can be written as

$$
\hat{H} = -\kappa \sum_{\langle x,y \rangle} (\hat{a}_x^\dagger \hat{a}_y + \hat{b}_x^\dagger \hat{b}_y) + \frac{1}{2} \sum_{x,y} V_{x,y} \hat{q}_x \hat{q}_y,
$$

where we have introduced creation operators for electrons and holes, $\hat{a}_x^\dagger$ and $\hat{b}_x^\dagger$. The charge operator appears in the interaction term and in terms of the electron and hole operators can be written as $\hat{q}_x = \hat{a}_x^\dagger \hat{a}_x - \hat{b}_x^\dagger \hat{b}_x$. For perturbative calculations, it is convenient to go to momentum space, where (20) becomes

$$
\hat{H} = \sum_{\vec{k}} \hat{\Psi}_{\vec{k}}^\dagger \hat{H}_0(\vec{k}) \hat{\Psi}_{\vec{k}} + \frac{1}{2} \sum_{\vec{k},\mu,\nu} V_{\mu,\nu}(\vec{k}) \hat{q}_\mu(\vec{k}) \hat{q}_\nu(\vec{k}),
$$

with the two-body potential matrix in momentum space given by

$$
V_{\mu,\nu}(\vec{k}) \equiv \sum_{\vec{r}} V_{0,\vec{r}} e^{-i\vec{k} \cdot \vec{r}}.
$$

The sum in (22) is over the Bravais lattice vectors and the indices specify the locations of the source and sink with respect to the two sublattices. For a finite spatial volume, periodic boundary conditions in space must be imposed and this modifies the infinite-volume prescription given in (22). The charge operator in momentum space takes the form

$$
\hat{q}_\mu(\vec{k}) = \sum_{\vec{q}} \left( \hat{a}_{\mu,\vec{q}-\vec{k}}^\dagger \hat{a}_{\mu,\vec{q}} - \hat{b}_{\mu,\vec{q}-\vec{k}}^\dagger \hat{b}_{\mu,\vec{q}} \right),
$$

where we have introduced the sublattice index $\mu$. In (21), we have written the hopping term using the following vector

$$
\hat{\Psi}_{\vec{k}}^\dagger = \left( \hat{a}_{1,k}^\dagger, \hat{a}_{2,k}^\dagger, \hat{b}_{1,k}^\dagger, \hat{b}_{2,k}^\dagger \right),
$$
with $a_{\mu,k}^\dagger$ and $b_{\mu,k}^\dagger$ representing particle and hole creation operators in momentum space on a given sublattice characterized by the index $\mu = 1, 2$. In this basis, the single-particle Hamiltonian takes the form

$$\hat{H}_0(\vec{k})_{a,\mu;b,\nu} = \delta_{a,b} \hat{H}_0(\vec{k})_{\mu,\nu},$$

$$\hat{H}_0(\vec{k})_{1,2} = (\hat{H}_0(\vec{k})_{2,1})^* = -\kappa f(\vec{k}),$$

where Latin indices represent the particle-hole (p-h) degree of freedom and Greek indices represent the sublattice degree of freedom. In (26), we have introduced the hexagonal lattice structure factor

$$f(\vec{k}) \equiv \sum_{i=1,2,3} e^{i\vec{k} \cdot \vec{b}_i},$$

where the sum runs over the three nearest-neighbor lattice vectors.

As is done on the lattice for QMC calculations, we formulate the Feynman rules using the functional integral formalism. We start with the partition function in Euclidean time after performing the Hubbard-Stratonovich transformation

$$Z = \int \mathcal{D}\phi \mathcal{D}\bar{\psi} \mathcal{D}\psi e^{-S[\bar{\psi},\psi,\phi]},$$

$$S = S_0 + S_{\text{int.}} + S_B,$$

$$S = \int_0^\beta d\tau \left[ -\sum_{x,a} \bar{\psi}_{x,a} \partial_\tau \psi_{x,a} + \sum_{x,a;y,b} \bar{\psi}_{x,a}(H_0)_{x,a;y,b} \psi_{y,b} + i \sum_{x,a,b} \phi_x \bar{\psi}_{x,a} \sigma_a b \psi_{x,b} - \frac{1}{2} \sum_{x,y} \phi_x V_{x,y} \phi_y \right],$$

where $\bar{\psi}$ and $\psi$ are Grassmann fields and $\phi$ is a scalar field. We note that here, unlike in HMC simulations, we are working with only one, charge-coupled Hubbard field. The $U(1)$ gauge symmetry is violated by the potential matrix, $V_{x,y}$. In the limit where the $U(1)$ symmetry is restored, the Hubbard field $\phi$ becomes the electric field. Although we have suppressed the
Euclidean time dependence of the fields in (30), the usual (anti-)periodicity applies to \((\psi)\phi\). We now write down the expressions for the propagators. The fermion propagator is defined by the expression

\[
G_{x,a;y,b}(\tau) = \frac{1}{Z} \int \mathcal{D}\phi \mathcal{D}\bar{\psi} \mathcal{D}\psi \psi_{x,a}(\tau_1) \bar{\psi}_{y,b}(\tau_2) e^{-S[\bar{\psi},\psi,\phi]},
\]

where \(\tau \equiv \tau_1 - \tau_2\). For the free propagator, one can ignore both the interaction term and the bosonic action in (29). Going to the momentum-frequency representation, we obtain

\[
G^{(0)}_{a,\mu;b,\nu}(p_0,\vec{p}) = \delta_{a,b} (\mathcal{M}^{-1}(p_0,\vec{p}))_{\mu,\nu},
\]

where we see that the propagator is diagonal in particle/hole-space, and the matrix \(\mathcal{M}\), which is in sublattice space, is given by

\[
\mathcal{M}(p_0,\vec{p}) = \begin{pmatrix} ip_0 & -\kappa f(\vec{p}) \\ -\kappa f^*(\vec{p}) & ip_0 \end{pmatrix}.
\]

Plugging (33) into (32) we obtain

\[
G^{(0)}_{a,\mu;b,\nu}(p_0,\vec{p}) = \frac{-\delta_{a,b}}{p_0^2 + \kappa |f(\vec{p})|^2} \begin{pmatrix} ip_0 & \kappa f(\vec{p}) \\ \kappa f^*(\vec{p}) & ip_0 \end{pmatrix}_{\mu,\nu}.
\]

The free fermion propagator will be denoted by a solid line which carries spatial momentum \(\vec{p}\) and frequency \(p_0\) and is depicted in Fig. S4c.

The two-body interaction in our theory is mediated by the bosonic field, \(\phi\), which satisfies periodic boundary conditions in Euclidean time. The propagator associated with this field is defined by

\[
\Pi_{x,y}(\tau) = \frac{1}{Z} \int \mathcal{D}\phi \mathcal{D}\bar{\psi} \mathcal{D}\psi \phi_{x}(\tau_1) \bar{\phi}_{y}(\tau_2) e^{-S[\bar{\psi},\psi,\phi]},
\]

where \(\tau \equiv \tau_1 - \tau_2\). The free bosonic propagator is obtained by ignoring all terms in the action except \(S_B\), which is Gaussian. This leads to the following expression in the momentum-frequency representation

\[
\Pi^{(0)}_{\mu,\nu}(\vec{p}) = V_{\mu,\nu}(\vec{p}),
\]
where, in the infinite-volume limit, the two-body potential in momentum space which we consider satisfies $V_{\mu,\nu}(\vec{p}) = (V_{\nu,\mu}(\vec{p}))^*$ and $V_{\mu,\nu}(\vec{p}) = (V_{\mu,\nu}(\vec{p}))^*$. We note that (36) is independent of frequency. Here the indices refer to the sublattice degree of freedom. The free bosonic propagator will be denoted by a wavy line which carries spatial momentum $\vec{p}$ and frequency $p_0$, see Fig. S4b.

We finally come to the electron-boson interaction vertex which is determined by $S_{\text{int}}$. It consists of an incoming fermion line with p-h (particle-hole) index $a$, an outgoing fermion line with p-h index $b$, and a boson line. Frequency and momentum are conserved among the three lines. The vertex, depicted in Fig. S4a, is trivial in sublattice space and includes a factor of $i\sigma^z_{a,b}$ which acts in p-h space (sum over contracted p-h indices).

We comment here that so far this derivation has applied to the Euclidean version of the theory. In this case, the time variable $\tau$, runs over a compact interval, $[0,\beta)$, and the frequencies...
Figure S5: Diagrammatic expression of Dyson’s equation for the fermion propagator. The thick line denotes the full propagator, $G$, the thin line denotes the free propagator, $G^{(0)}$, and the blob represents the self-energy $\Sigma$.

become discrete multiples of $\pi/\beta$ (even multiples for bosons and odd multiples for fermions).

For the fermions, at $T = 0$, the only thing that would change is the replacement $p_0 \rightarrow p_0 \pm i\eta$, where $\eta = 0^+$. The infinitesimal quantity $\eta$ displaces the poles from the real axis in a direction which depends on whether we are dealing with the positive or negative energy states of $\hat{H}_0$, when working in the eigenbasis. In what follows, we work in the $T = 0$ formalism.

### 3.2 Renormalized dispersion at one-loop

To obtain the renormalized energy, and thus the effects of interactions on the Fermi velocity within perturbation theory, we must find the poles of the full fermion propagator in momentum-frequency representation. The full propagator is represented by all connected Feynman diagrams with one incoming and one outgoing fermion line. Typically, one considers irreducible diagramatic quantities. For the fermion propagator, one is interested in one-particle irreducible (1PI) diagrams. These are connected diagrams with a single incoming and outgoing fermion lines which have been amputated, and which do not become disconnected after cutting a single internal fermion line. These diagrams constitute what is known as the self-energy, $\hat{\Sigma}(p_0, \vec{p})$, which is a matrix that is diagonal in p-h space and is generally not diagonal in sublattice space.

Using Dyson’s equation, one can express the full propagator as

$$
\hat{G}^{-1}(p_0, \vec{p}) = \hat{G}_0^{-1}(p_0, \vec{p}) - \hat{\Sigma}(p_0, \vec{p}).
$$

(37)
Figure S6: Diagrammatic expression for the quantity $G^{(0)}\Sigma^{(1)}G^{(0)}$, where $\Sigma^{(1)}$ is the bare first-order self-energy.

In terms of Feynman diagrams, (37) is depicted in Fig. S5. The poles of $\hat{G}$ determine the quasiparticle’s dispersion and this leads to the following equation

$$
\begin{pmatrix}
i p_0 \\
(G_0^{-1} - \hat{\Sigma})_{1,2}
\end{pmatrix} = 0,
\quad p_0 = iE_R(\vec{p}).
$$

(38)

Typically, this equation must be solved numerically for a fixed momentum $\vec{p}$ in the BZ.

The self-energy, to lowest-order, is given by the Fock diagram displayed in Fig. S6. The expression for the first-order self-energy is given by

$$
\Sigma^{(1)}(p_0, \vec{p}) = f,\xi; c,\eta = -\frac{\delta_{c,f}}{4\pi L^2} \int dq_0 \sum_{\vec{q}} \left[ \Pi^{(0)}_{\eta,\xi}(\vec{q})G^{(0)}_{\xi,\eta}(q_0, \vec{p} + \vec{q}) + \Pi^{(0)}_{\xi,\eta}(\vec{q})G^{(0)}_{\xi,\eta}(q_0, \vec{p} - \vec{q}) \right].
$$

(39)

The sum over spatial momentum ranges over the entire Brillouin zone and the integration over all frequencies can be performed analytically. Noting that (39) does not depend on $p_0$, one can easily obtain the expression for the renormalized dispersion

$$
E_R(\vec{p}) = |G^{(0)}_{1,2} - \Sigma^{(1)}_{1,2}|,
$$

(40)

$$
= -\kappa f(\vec{p}) + \frac{1}{4L^2} \left| \sum_{\vec{q}} \Pi^{(0)}_{2,1}(\vec{q})e^{i\theta(\vec{k}+\vec{q})} + \sum_{\vec{q}} \Pi^{(0)}_{1,2}(\vec{q})e^{i\theta(\vec{k}-\vec{q})} \right|,
$$

(41)
where $e^{i\theta(\vec{q})} \equiv \frac{f(\vec{q})}{\bar{f}(\vec{q})}$. This is what we will refer to as the “bare” one-loop renormalized dispersion. The finite-temperature generalization can be obtained by inserting factors of $\tanh(|\kappa f(k \pm q)|/(2T))$ into the corresponding sums over momentum in (40). We note that the Hartree diagram (depicted in Fig. S7), which is formally the contribution of the same order as the Fock diagram, vanishes due to p-h symmetry. This symmetry would be violated with the introduction of a chemical potential or taking into account next-to-nearest neighbor hopping in the single-particle Hamiltonian, thus modifying the form of (38). The results of the first-order calculation in the weak-coupling regime are shown in Fig. S3 for various volumes. One can clearly see the logarithmic behavior of both the Fermi velocity as well as the dispersion.

### 3.3 Lattice RPA approximation

Although it is unreasonable to assume that one can obtain the propagator, and thus the dispersion, to all orders in perturbation theory, there are several resummations which provide good approximations. One such approximation is RPA, whereby one “dresses” the bare bosonic propagator and computes the diagram with the same topology as the bare self-energy (see Fig. S8). The bosonic propagator is dressed by computing the 1PI diagrams and then applying Dyson’s
Figure S8: Diagram corresponding to the RPA self-energy. Here we have omitted the sublattice and p-h indices.
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Figure S9: Diagram expression for the bosonic propagator in the RPA approximation. The polarization is calculated to first-order, which corresponds to the particle-hole bubble.

\[ \ldots \]

Figure S10: Diagram expression for the particle-hole bubble which is the lowest order approximation to the polarization, \( \hat{P} \).
equation which reads
\[
\hat{\Pi}(p_0, \vec{p}) = \hat{\Pi}^{(0)}(\vec{p}) \left( 1 - \hat{P}(p_0, \vec{p})\hat{\Pi}^{(0)}(\vec{p}) \right)^{-1},
\] (42)
where the matrix-valued quantity \( \hat{P} \) is known as the polarization and contains the bosonic 1PI diagrams with two external vertices. This relation between the polarization and full bosonic propagator is depicted in Fig. S9. To lowest-order, the polarization can be represented by the particle-hole bubble depicted in Fig. S10. The expression for this quantity reads
\[
P^{(1)}(p_0, \vec{p})_{\eta, \xi} = \frac{1}{2\pi L^2} \int d\eta_0 \sum_q \left[ G^{(0)}(q_0, q) G^{(0)}(q_0 + p_0, \vec{p} + q)
+ G^{(0)}(q_0, q) G^{(0)}(q_0 - p_0, \vec{q} - \vec{p}) \right].
\] (43)
The diagonal elements of \( \hat{G}^{(0)} \) are identical, and thus we can write
\[
P^{(1)}(p_0, \vec{p})_{1,1} = P^{(1)}(p_0, \vec{p})_{2,2} = -\frac{\kappa}{L^2} \sum_q \frac{q_0(q_0 + p_0)}{p_0^2 + \kappa^2 q^2} \left( |f(q)|^2 + |f(q + \vec{p})|^2 \right),
\] (44)
where the frequency integral in (43) has been performed analytically
\[
I_{1,1} = I_{2,2} = \int_{-\infty}^{+\infty} d\eta_0 \frac{q_0(q_0 + p_0)}{(q_0^2 + \kappa^2 |f(q)|^2) ((q_0 + p_0)^2 + \kappa^2 |f(q + \vec{p})|^2)},
\]
\[
= \frac{\pi \kappa (|f(q)|^2 + |f(q + \vec{p})|^2)}{p_0^2 + \kappa^2 (|f(q)|^2 + |f(q + \vec{p})|^2)^2},
\] (45)
The off-diagonal elements are given by
\[
P^{(1)}(p_0, \vec{p})_{1,2} = \frac{\kappa}{L^2} \sum_q e^{-i\theta(q)} e^{i\theta(q + p)} \left( |f(q)| + |f(q + \vec{p})| \right),
\] (46)
where \( P^{(1)}_{1,2} = (P^{(1)}_{2,1})^* \) and the frequency integral has also been performed analytically.
\[
I_{1,2} = \int_{-\infty}^{+\infty} d\eta_0 \frac{q_0}{(q_0^2 + \kappa^2 |f(q)|^2) ((q_0 + p_0)^2 + \kappa^2 |f(q + \vec{p})|^2)},
\]
\[
= \frac{\pi (|f(q)| + |f(q + \vec{p})|)}{\kappa |f(q)||f(q + \vec{p})| (p_0^2 + \kappa^2 (|f(q)|^2 + |f(q + \vec{p})|^2)^2),}
\] (47)
The phases $\theta(q)$ and $\theta(p + q)$ are not well-defined at the Dirac point, where the structure factor vanishes, and thus in (44) and (46), the sum over loop momenta excludes these points.

Putting all of this together, we can write the fermion self-energy in the RPA approximation as

$$
\Sigma^{(RPA)}(p_0, \vec{p})_{f,\xi;\eta} = -\frac{\delta f.c}{4\pi L^2} \int dq_0 \sum_{\vec{q}} \left[ \Pi(q_0, \vec{q})_{\eta,\xi} G^{(0)}(p_0 + q_0, \vec{p} + \vec{q})_{\xi,\eta} 
+ \Pi(q_0, \vec{q})_{\xi,\eta} G^{(0)}(p_0 - q_0, \vec{p} - \vec{q})_{\xi,\eta} \right],
$$

where as in the bare case, the RPA self-energy is also diagonal in p-h space. From (48), one sees that the frequency integral needs to be evaluated numerically. It will be convenient to rewrite (48) in the form

$$
\Sigma^{(RPA)}(p_0, \vec{p})_{f,\xi;\eta} = \Sigma^{(1)}(\vec{p})_{f,\xi;\eta} + \delta \Sigma^{(RPA)}(p_0, \vec{p})_{f,\xi;\eta},
$$

$$
\delta \Sigma^{(RPA)}(p_0, \vec{p})_{f,\xi;\eta} = -\frac{\delta f.c}{4\pi L^2} \int dq_0 \sum_{\vec{q}} \left[ F(q_0, \vec{q})_{\eta,\xi} G^{(0)}(p_0 + q_0, \vec{p} + \vec{q})_{\xi,\eta}
+ F(q_0, \vec{q})_{\xi,\eta} G^{(0)}(p_0 - q_0, \vec{p} - \vec{q})_{\xi,\eta} \right],
$$

where we have introduced the matrix, $\hat{F} \equiv \hat{\Pi} - \hat{\Pi}^{(0)}$. The entire frequency dependence of $\hat{\Sigma}^{(RPA)}$ is now contained in (50). Unlike the case of the bare first-order self-energy, finding the pole of the propagator will require multiple numerical evaluations of (50) for fixed $\vec{p}$.

From (44) and (46), one sees that the dressed bosonic propagator depends on frequency. Before we use this in the evaluation of the RPA self-energy, we determine the frequency dependence for asymptotically large values of $p_0$. We start by writing

$$
\mathcal{F}(p_0, \vec{p}) \equiv F(q_0, \vec{q})_{1,2} = \Pi(p_0, \vec{p})_{1,2} - \Pi^{(0)}(\vec{p})_{1,2},
$$

$$
= \frac{P_{1,2}^{(1)} [(\Pi_{1,1}^{(0)})^2 - (\Pi_{1,2}^{(0)})^2] - \Pi_{1,2}^{(0)} \left( \det \hat{B} - 1 \right)}{\det \hat{B}},
$$

where we have defined the matrix, $\hat{B} \equiv \mathbb{1} - \hat{P} \hat{\Pi}^{(0)}$, and have used (42) in expressing the matrix elements of $\hat{F}$ in terms of the various components of $\hat{P}$ and $\hat{\Pi}$. Using the frequency dependence
of $\hat{P}$, one can determine that

$$\mathcal{F}(p_0, \vec{p}) \propto \frac{1}{p_0^2 + C}, \quad p_0 \to \pm \infty$$

(52)

where $C$ is a frequency-independent constant. Thus the frequency integral is convergent and can be evaluated numerically using standard techniques.

As we did in the bare case, we make the replacement $p_0 = iE_R(\vec{p})$. Here we note that this is, in fact, an assumption that the pole is real and thus the lifetime of the particle is infinite. This is a feature of the RPA approximation that was seen in previous studies (17). The expression in (50), after combining the two terms, can be written as

$$\delta \Sigma^{(RPA)}_{f,1,c,2}(p_0, \vec{p}) = -\frac{\delta f,c}{4\pi L^2} \int dq_0 \sum q \kappa f(\vec{p} + \vec{q}) \mathcal{F}^*(q_0, \vec{q})(q_0^2 + \kappa^2 |f(\vec{p} + \vec{q})|^2 - E_R^2) \left(\frac{1}{q_0^2 + \kappa^2 |f(\vec{p} + \vec{q})|^2 - E_R^2} + \frac{4}{q_0^2 E_R^2}\right),$$

(53)

where one can show that $\delta \Sigma_{2,1}^{(RPA)} = (\delta \Sigma_{1,2}^{(RPA)})^*$. Using this knowledge, the equation for the pole of the fermion propagator becomes

$$E_R(\vec{p}) = |G_{1,2}^{(0)} - \Sigma_{1,2}^{(1)} - \delta \Sigma_{1,2}^{(RPA)}|,$$

(54)

where as is clear from (53), the RPA correction also depends on $E_R$. The solution to (54) can be obtained without much difficulty using fixed-point iterations for root-finding.

### 4 Lattice vs Continuum perturbative series

A natural question arises as to whether a comparison of our perturbative calculation in the lattice theory with the well-known results in the continuum is possible. The well-known continuum RPA results (18, 19) describe $N_f = 2$ flavors of four-component Dirac fermions in two spatial dimensions coupled to a scalar potential, $A_0$, which lives in all three spatial dimensions. The action is as follows

$$S_E = -\int dt d^2x (\bar{\psi}_\alpha \gamma_0 \partial_0 \psi_\alpha + v_{0,F} \bar{\psi}_\alpha \gamma_i \partial_i \psi_\alpha + iA_0 \bar{\psi}_\alpha \gamma_0 \psi_\alpha) + \frac{1}{2e^2} \int dt d^3x (\partial_t A_0)^2,$$

(55)
where $v_{0,F}$ is the bare Fermi velocity and the four-dimensional gamma matrices satisfy the Clifford algebra $\{\gamma_\mu, \gamma_\nu\} = 2\delta_{\mu\nu}$. The resulting Fermi velocity renormalization in RPA approximation is also a logarithmic similar to eq. (17) with the coefficient in front of the logarithm being equal to

$$C = \frac{4}{\pi^2 N_f} (F_1(\lambda) - F_0(\lambda)), \quad (56)$$

where the rescaled coupling is $\lambda \equiv e^2 N_f / (16 v_F)$ (we are using the notation of (19)) and

$$F_1(\lambda) = \begin{cases} -((\sqrt{1 - \lambda^2}/\lambda) \arccos \lambda - 1 + \pi/(2\lambda) & \lambda < 1 \\ -((\lambda^2 - 1)/\lambda) \log \left(\lambda + \sqrt{\lambda^2 - 1}\right) - 1 + \pi/(2\lambda) & \lambda > 1 \end{cases} \quad (57)$$

$$F_0(\lambda) = \begin{cases} -((2 - \lambda^2)/(\lambda \sqrt{1 - \lambda^2})) \arccos \lambda - 2 + \pi/\lambda & \lambda < 1 \\ -((\lambda^2 - 2)/(\lambda \sqrt{\lambda^2 - 1})) \log \left(\lambda + \sqrt{\lambda^2 - 1}\right) - 2 + \pi/\lambda & \lambda > 1 \end{cases} \quad (58)$$

We have found that the renormalized Fermi velocity obtained from (56) does not match up with that obtained from our lattice RPA calculation. In contrast, the one-loop lattice result does match the one-loop result in the continuum. This is evident in the data displayed in the main text, where a comparison is made between various perturbative results.

The deviations of continuum RPA from its LPT counterpart can be attributed to the differences between the lattice and continuum polarizations. To make this comparison, one considers the dimensionless quantity $\mathcal{P} = \Pi^{(0)} P$, where $P$ is the polarization and $\Pi^{(0)}$ is the free Coulomb propagator in the EFT. On the lattice, it corresponds to $\mathcal{P} = \text{Tr} (\Pi^{(0)} P)$, where the trace is taken over the sublattice index. This quantity, $\mathcal{P}$, which depends on both frequency and momentum, is examined in detail in fig. S11. First, one notices that this quantity is simply constant in the limit of zero external frequency in the continuum theory. This is seen from the form of the non-interacting polarization bubble in the EFT, which is given by

$$P(p_0, \vec{p}) = \frac{e^2 N_f}{8} \frac{p^0}{\sqrt{p_0^2 + v_{F,0}^2 \vec{p}^2}}, \quad (59)$$
Figure S11: (a) Comparison of $\text{Tr} (\Pi^{(0)} P)$ computed in LPT and in the continuum. The external frequency is set to zero and the external momentum runs along the $\Gamma K$ line. (b) Map of $\text{Tr} (\Pi^{(0)} P)$ computed in LPT within the Brillouin zone on a $102 \times 102$ lattice at zero external frequency. (c) Map of the summand for the lattice polarization bubble within the Brillouin zone. The external momenta is slightly shifted away from the $\Gamma$ point and the external frequency is set to zero. The summand is concentrated around the $K$ points, as expected. However, there is a noticeable contribution from the regions between non-equivalent, $K$ points. (d) Difference between $\text{Tr} (\Pi^{(0)} P)$ computed in LPT and in the continuum theory at two values of the external frequency. (e) Behavior of $\text{Tr} (\Pi^{(0)} P)$ on the lattice when a cutoff in momentum around the Dirac points is introduced with the external frequency set to zero. For each line we perform a linear fit in the vicinity of zero external momentum. This shows that the continuum value of the trace, and thus the continuum dressed RPA interaction, is restored at zero momentum for a reduced cutoff. (f) Same as in (e) but with $\Pi^{(0)}$ computed using a linearized dispersion relation for the electrons in the polarization bubble $P$ and using the continuum Coulomb propagator in $\Pi^{(0)}$. The continuum behavior is now restored at all momenta in the limit of large cutoff.

This constant behavior at zero frequency is not seen on the lattice, where one observes a constant shift at the $\Gamma$ point with a subsequent linear dependence on external momentum (figures S11a and b). These two features are more or less independent of the external frequency, as seen in fig. S11d. To investigate this further, we plot the summand over lattice momenta for the combination of diagonal and off-diagonal elements of the lattice polarization $\Re P^{(1)}(p_0, \vec{p})_{1,2} + P^{(1)}(p_0, \vec{p})_{1,1}$.
(see eq. (44) and (44)) for $p_0 = 0$ and $\vec{p} \approx 0$. This choice is determined by the fact that the numerator of the dressed bosonic propagator contains the product of the polarization and the bare Coulomb propagator (42), and that the diagonal and off-diagonal elements of the bare propagator are almost equal at low momenta. Thus, $\Re P^{(1)}(p_0, \vec{p})_{1,2} + P^{(1)}(p_0, \vec{p})_{1,1}$ is actually a direct analog of the continuum polarization. We see from fig. S11c that the main contribution to the sum, which defines the lattice polarization, is still concentrated near the Dirac point, which is expected. However, there is a noticeable contribution coming from regions in between the non-equivalent Dirac points. To further investigate the origin of these differences between the continuum and the lattice polarization, one can introduce an ultraviolet cutoff in the sum over loop momentum such that only momenta within a radius $\Lambda$ of the Dirac points remain. The behavior of $\mathcal{P}$ in the vicinity of the $\Gamma$ point as a function of the cutoff is shown in fig. S11e. The constant shift at the $\Gamma$ point disappears in the limit of small cutoff once $\Lambda$ excludes the region between the neighboring K points (see S11c). However, the linear asymptote grows with decreasing $\Lambda$. Finally, we compute $\mathcal{P}$ on the lattice, using the linear approximation for the dispersion relation of the electrons near the Dirac points. The resulting $\mathcal{P}$ is shown in fig. S11f. Unlike S11e, the constant shift at the $\Gamma$ point does not appear at larger $\Lambda$, and the linear term also decreases with increasing cutoff, so that we finally reproduce the continuum result.

This analysis illustrates two distinct effects: first, a constant shift of $\mathcal{P}$ at the $\Gamma$ point due to inter-valley scattering, which manifests itself in the summand in the polarization loop having non-zero values in the regions between non-equivalent Dirac points; second, a cutoff effect, which results in a linear correction to $\mathcal{P}$ around the $\Gamma$ point even if the loop integrals over the two valleys are completely independent. In the next sections we discuss the possibility of including these effects into the continuum EFT.
5 Inter-valley scattering in EFT

In passing to the continuum theory, each individual fermion creation and annihilation operator in the lattice Hamiltonian can be expressed in terms of the appropriate low-energy modes. We thus introduce the following representation for the annihilation operator

$$\hat{a}_{\vec{x}, \alpha, \sigma} \approx \frac{1}{L} e^{i\vec{k}_1 \cdot \vec{x}} \sum_{|\vec{k}| < \Lambda} e^{i\vec{k} \cdot \vec{x}} \hat{a}_{\vec{k} + \vec{K}_1, \alpha, \sigma} + \frac{1}{L} e^{i\vec{k}_2 \cdot \vec{x}} \sum_{|\vec{k}| < \Lambda} e^{i\vec{k} \cdot \vec{x}} \hat{a}_{\vec{k} - \vec{K}_2, \alpha, \sigma}, \quad (60)$$

where $\alpha$ represents the sublattice and $\sigma$ represents the electron’s spin. Here we have expanded the Fourier sum around the two non-equivalent Dirac points $\vec{K}_1$ and $\vec{K}_2$ and have cut each sum off at some large value, $\Lambda$. The expression in (60) allows us to introduce new operators which vary slowly over the unit cell

$$\hat{a}_{\sigma, \vec{r}, \nu} = \frac{1}{3}(e^{i\vec{K}_1 \cdot \vec{r}} \hat{\psi}^1_{\sigma, \vec{r}, \nu} + e^{i\vec{K}_2 \cdot \vec{r}} \hat{\psi}^2_{\sigma, \vec{r}, \nu}) + \frac{1}{3}(e^{i\vec{K}_1 \cdot \vec{r}} \hat{\psi}^1_{\sigma, \vec{r}, \nu} + e^{i\vec{K}_2 \cdot \vec{r}} \hat{\psi}^2_{\sigma, \vec{r}, \nu})$$

where $\hat{\psi}^\mu_{\sigma, \vec{r}, \nu}$ is a component the four-component Dirac spinor

$$\psi_{\sigma, \vec{r}} = (\hat{\psi}^1_{\sigma, \vec{r}, 1}, \hat{\psi}^1_{\sigma, \vec{r}, 2}, \hat{\psi}^2_{\sigma, \vec{r}, 1}, \hat{\psi}^2_{\sigma, \vec{r}, 2}), \quad (62)$$

with $\nu$ representing the sublattice and the superscript denoting the valley. In order to describe the “tunneling” between a given Dirac point and all three of its neighbouring, non-equivalent Dirac points (see fig. S11c), we rewrite (62) in the form

$$\hat{a}_{\sigma, \vec{r}, \nu} = \frac{1}{3}(e^{i\vec{K}_1 \cdot \vec{r}} \hat{\psi}^1_{\sigma, \vec{r}, \nu} + e^{i\vec{K}_2 \cdot \vec{r}} \hat{\psi}^2_{\sigma, \vec{r}, \nu}) + \frac{1}{3}(e^{i\vec{K}_1 \cdot \vec{r}} \hat{\psi}^1_{\sigma, \vec{r}, \nu} + e^{i\vec{K}_2 \cdot \vec{r}} \hat{\psi}^2_{\sigma, \vec{r}, \nu})$$

where $\vec{K}_i = \vec{K}_i + \vec{b}_1$ and $\vec{K}_{\vec{r}} = \vec{K}_i - \vec{b}_2$ are equivalent Dirac points.

We apply this transformation to the electron-electron interaction between unit cells separated by a distance $\vec{\Delta}$

$$\sum_{\nu, \nu'} V_{\vec{x}, \vec{x} + \vec{\Delta}} q_{\vec{x} + \vec{\Delta}, \nu} q_{\vec{x}, \nu'}, \quad (64)$$
Figure S12: Correction to the polarization $P$, arising from inter-valley scattering.

Figure S13: Correction to the self energy, arising from inter-valley scattering.

Figure S14: Integration region for the contribution to the polarization stemming from the modified continuum charged current. Each circle represents a region in momentum space of radius $\Lambda$, centered around the two Dirac points and the $M$ point, respectively.
where we assume that $|\vec{\Delta}|$ is large compared with the lattice spacing. In this case, the diagonal 
and off-diagonal elements of the interaction in sublattice space are nearly identical and thus we 
can sum over the sublattice indices, $\nu$ and $\nu'$. This procedure leads to the modification of the 
expression for the charged current in the EFT

$$\tilde{j}_0 = \bar{\psi}_a \gamma_0 (I + \sum_j e^{(-i\vec{x} \cdot \vec{\Delta}K_j/2)} \tau_1 e^{(i\vec{x} \cdot \vec{\Delta}K_j/2)}) \psi_a,$$  \hspace{1cm} (65)

where $\tau_j$ are Pauli matrices in valley space and $\Delta \vec{K}_j$, $j = 1, 2, 3$ are the lattice vectors which 
connect a single Dirac point with its three neighbouring, non-equivalent Dirac points.

We finally insert this expression into the polarization in order to see how the continuum 
expression is modified. We note that the additional term in the current can be written in a more 
compact way

$$e^{(-i\vec{x} \cdot \vec{\Delta}K_j/2)} \tau_1 e^{(i\vec{x} \cdot \vec{\Delta}K_j/2)} = \tau_+ e^{i\vec{x} \cdot \vec{\Delta}K_j} + \tau_- e^{-i\vec{x} \cdot \vec{\Delta}K_j},$$  \hspace{1cm} (66)

where $\tau_+ = \frac{1}{2}(\tau_1 + \tau_2)$ and $\tau_- = \frac{1}{2}(\tau_1 - \tau_2)$ are matrices acting in valley space. The additional 
term generates a shift of the momentum at the vertex due to the oscillating exponents, which 
is accompanied by a jump between the valleys. The corresponding diagram is depicted in fig. 
S12 with $\vec{K}_A, \vec{K}_B = \pm \Delta \vec{K}_j$. We are, however, only interested in the diagram where the total 
momentum is conserved, and thus $\vec{K}_A = -\vec{K}_B$. The additional terms in the polarization which 
are generated by the modified vertex are given by

$$\delta P^{(I)}_j(p_0, \vec{p}) = \int \frac{dq_0 dq}{(2\pi)^3} \text{Tr} \left[ \gamma_0 \tau_- G(p_0 + q_0, \vec{p} + \vec{q} + \Delta \vec{K}_j/2) \gamma_0 \tau_+ G(q_0, \vec{q} - \Delta \vec{K}_j/2) \right],$$  \hspace{1cm} (67)

where

$$G(p_0, \vec{p}) = \frac{p_0 \gamma_0 + \vec{p} \cdot \vec{v}_{F,0}}{p_0^2 + \vec{p}^2 v_{F,0}^2}$$  \hspace{1cm} (68)

is the continuum Euclidean fermion propagator. We choose the following basis for the $\gamma$ matrices

$$\gamma_0 = \begin{pmatrix} \sigma_3 & 0 \\ 0 & \sigma_3 \end{pmatrix}, \quad \gamma_1 = \begin{pmatrix} \sigma_2 & 0 \\ 0 & -\sigma_2 \end{pmatrix}, \quad \gamma_2 = \begin{pmatrix} \sigma_1 & 0 \\ 0 & \sigma_1 \end{pmatrix}, \quad \gamma_3 = \begin{pmatrix} 0 & \sigma_2 \\ \sigma_2 & 0 \end{pmatrix},$$  \hspace{1cm} (69)
where the Pauli matrices $\sigma_i$ act in sublattice space. The presence of the $\tau_{\pm}$ matrices implies that only inter-valley terms contribute when performing the trace. If we take the origin of the momenta in the fermion propagators to reside at the neighbouring non-equivalent Dirac points (different valleys), the resulting integral will be centered exactly around the $M$ point, as shown in figure S14. Evaluating (67) gives the expression

$$\delta P_j^{(f)}(p_0, \vec{p}) \sim \frac{p_0^2 + (p_1 + (\Delta K_j)_1)^2}{\sqrt{p_0^2 + v_{F,0}^2(\vec{p} + \Delta \vec{K}_j)^2}} + \frac{p_0^2 + (p_1 - (\Delta K_j)_1)^2}{\sqrt{p_0^2 + v_{F,0}^2(\vec{p} - \Delta \vec{K}_j)^2}}$$

which clearly violates the rotational symmetry of the EFT. The problem arises due to the fact that the linear, low-energy approximation to the lattice propagator $G(p_0, \vec{p})$ (68) is not appropriate for (67), since shifts in momentum space $\Delta \vec{K}_j$ are quite large and on the order of the cutoff. This means that we need to add higher-dimensional kinetic terms to the QED Lagrangian in order to reproduce the dispersion relation around the $M$ point and thus obtain a better description for inter-valley scattering.

As, with the polarization, the modified current also gives a contribution to the one-loop self energy (fig. S13)

$$\delta \Sigma_j^{(f)}(p_0, \vec{p}) = \int \frac{d\vec{q} d\vec{q}}{(2\pi)^3} \gamma_0 \gamma_0 \gamma_0 G(q_0, \vec{q}) \frac{1}{\vec{p} - \vec{q} - \Delta \vec{K}_j} \sim p \ln \frac{\Lambda}{|\vec{p} - \Delta \vec{K}_j|}.$$  

Again, we only consider diagrams where the total momentum is conserved, $\vec{K}_A = -\vec{K}_B$. Due to the momentum shift, the correction to $v_F$ is proportional to $\ln \frac{\Lambda}{|\vec{p} - \Delta \vec{K}_j|}$, which goes like $\ln \frac{\Lambda}{\Delta \vec{K}_j} + O(|\vec{p}|/\Delta \vec{K}_j)$ in the limit $|\vec{p}| \to 0$. The constant can be absorbed into the cutoff, and the resulting corrections to the Fermi velocity are suppressed, as they are $O(|\vec{p}| / \ln |\vec{p}|)$ with respect to the leading logarithmic divergence of $v_F$. One can thus conclude that these corrections from the modified current are considerably smaller for the one-loop self-energy than for the polarization (70).
6 Comment on regularization of UV divergences

We comment here on the effects due to the finite cutoff and on the choice of regularization scheme used in continuum perturbative calculations. We also discuss the implications for lattice perturbation theory as well as QMC.

Previous studies in the continuum have typically relied on dimensional regularization for the calculation of divergent integrals. The most notable example is the polarization bubble, which is naively linearly divergent. On the lattice, however, one introduces an intrinsic ultraviolet cutoff of the order of the inverse lattice spacing, $\Lambda \sim a^{-1}$. It is well-known that in QED, such a hard cutoff introduces inconsistencies. This is due to the violation of the Ward identity which results from the photon receiving a mass proportional to the cutoff, $m_\gamma \propto \epsilon \Lambda$ in $(3 + 1)$ dimensions (20). As a result, dimensional regularization, or even Pauli-Villars, are preferable regularization schemes in this case. These same issues were debated previously in many-body perturbative calculations where the linear approximation to the dispersion around the Dirac points has been used (21, 22), especially in the calculation of the conductivity of graphene.

Here, motivated by the comparison with LPT and QMC data, we still argue that a hard cutoff scheme should be used. The violation of the Ward identities is not really a problem if we are interested in reproducing LPT results. In fact, the lattice polarization does not have the general form $P \sim \vec{k}^2 F(k)$, as it contains inter-valley scattering and finite-cutoff effects. To keep the theory self-consistent, we should modify the current according to (65). It is thus natural to ignore the violation of the naive Ward identities as they hold in QED due to the fact that the relation $\partial_\mu j^\mu = 0$ no longer holds.

Below, we show that the introduction of a finite cutoff leads to exactly the same effects in the polarization which we observed during the comparison of the continuum and LPT results. We start from the ordinary polarization bubble (fig. S10) in the EFT and first perform the integration...
over the loop frequency $q_0$ to get
\[ P^{(\Lambda)}(p_0, \vec{p}) = 2Nfv_{F,0} \int_0^\Lambda \frac{d\vec{q}}{(2\pi)^2} \left( \frac{|\vec{q}| + v_{F,0}|\vec{q} + \vec{p}|}{p_0^2 + v_{F,0}^2(|\vec{q}| + |\vec{q} + \vec{p}|)^2} \right) \left( 1 - \frac{\vec{q}(\vec{p} + \vec{q})}{|\vec{q}|^2 + |\vec{q} + \vec{p}|^2} \right). \] (72)

Note that the cutoff is imposed only on the spatial components of the loop momenta and the integral over frequencies is taken over the entire real axis. Instead of exactly computing the integral in (72), we use the fact that it is convergent in the limit $\Lambda \to \infty$ which is evident from the continuum expression in (59). Thus, we can write
\[ P^{(\Lambda)}(p_0, \vec{p}) = P(p_0, \vec{p}) + \delta P^{(\Lambda)}(p_0, \vec{p}), \] (73)

where the first term on the right-hand side of (73) is identical to (59), which was computed in dimensional regularization. The correction $\delta P^{(0)}_\Lambda(p_0, \vec{p})$ can be expanded in powers of $\Lambda^{-1}$:
\[ \delta P^{(\Lambda)}(p_0, \vec{p}) = -\frac{N_f}{v_{F,0}} \frac{7}{16\pi} \frac{\vec{p}^2}{\Lambda} + O(\Lambda^{-2}), \] (74)

where the first correction due to the hard cutoff is frequency independent, while the higher-order terms will, in general, depend on frequency. This correction multiplied by the bare Coulomb propagator, which is proportional to $\sim 1/|\vec{p}|$ gives the term proportional to $\sim |\vec{p}|$ near the $\Gamma$ point, exactly as we saw in the figures S11a and S11d-f. The coefficient in front of this term disappears in the limit $\Lambda \to 0$ exactly as predicted in S11f.

The same technique can be also applied to the bare first-order fermion self-energy. Note that we can not shift the loop momentum after the introduction of the Feynman parameters as is usually done. Performing this calculation we obtain the leading term
\[ \Sigma(p_0, \vec{p}) = v_{F,0} \gamma_i p_i \frac{\alpha}{4} \log \left( \frac{\Lambda}{|\vec{p}|} \right), \] (75)

and corrections
\[ \delta \Sigma^{(\Lambda)}(p_0, \vec{p}) = v_{F,0} \gamma_i p_i \left( C_0 + C_1 \frac{|\vec{p}|^2}{\Lambda^2} + O \left( \frac{|\vec{p}|^4}{\Lambda^4} \right) \right). \] (76)
Figure S15: Lowest-order correction to the polarization $P$, arising due to the addition of four-Fermi terms in the low-energy continuum action.

We note that the hard cutoff does not generate a term in the self-energy proportional to $k_0 \gamma_0$ at this order. The constant $C_0$ can be absorbed in the cutoff and thus the leading correction is $O(|p|^2/\Lambda^2)$. It is again smaller then the correction to the polarization, which is consistent with the appearance of the lattice corrections starting at the RPA level when comparing the continuum calculations to LPT and QMC data.

7 Four-Fermi terms in the continuum EFT

Another way to modify the EFT is to add higher-dimensional operators (23). One can write down twelve four-Fermi operators, each having a mass-dimension of four and are thus “irrelevant” in the RG sense. For completeness, we write down the general form of these terms in the Euclidean action

$$S_{E,\text{int}} = \frac{u_i}{2N_f} \int dt d^2x (\bar{\psi}_\alpha \Gamma_i \psi_\alpha)^2,$$

where the coupling $u_i$ is proportional to the inverse UV cutoff, $\alpha$ is a flavor index, and $\Gamma_i$ determines the vertex structure in spinor space. Taking into account the structure of the four-component Dirac spinor (61) and the fact that only the $\gamma_3$ matrix is non-diagonal in valley space
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(69), the obvious candidates for the description of inter-valley scattering are the terms of the form $\Gamma_i = \gamma_3 \tilde{\Gamma}_i$, where $\tilde{\Gamma}_i \in \{1, \gamma_0, \gamma_i, \gamma_5, \gamma_0 \gamma_i, \gamma_0 \gamma_5\}$ and $\gamma_5 \equiv \gamma_0 \gamma_1 \gamma_2$.

The polarization in the continuum Dirac field theory receives a contribution at linear order in each $u_i$, which is depicted in Fig. S15. These diagrams represent two terms, a single-trace term and a double-trace term

$$P^{(u)}(p_0, \vec{p}) = P^{(u)}_a(p_0, \vec{p}) + P^{(u)}_b(p_0, \vec{p}), \quad (78)$$

where

$$P^{(u)}_a(p) = u_i \frac{e^2}{v_F^2} N_f \int \frac{d^3q}{(2\pi)^3} \text{Tr} \left( G(q + p) \gamma_0 G(q) \Gamma_i \right) \int \frac{d^3q'}{(2\pi)^3} \text{Tr} \left( G(q' + p) \Gamma_i G(q') \gamma_0 \right), \quad (79)$$

$$P^{(u)}_b(p) = -u_i \frac{e^2}{v_F^2} \int \int \frac{d^3q}{(2\pi)^3} \frac{d^3q'}{(2\pi)^3} \text{Tr} \left( G(q) \Gamma_i G(q') \gamma_0 G(q' + p) \Gamma_i G(q + p) \gamma_0 \right). \quad (80)$$

Here we use the “relativistic”, four-vector notation $q = (q_0, v_F \vec{q})$ for all momenta, while the trace is performed over spinor indices with the appropriate powers of $N_f$ resulting from tracing over flavor indices. We show in detail how the integrals are computed for the four-Fermi term associated with $\Gamma_i = \gamma_3$ and simply state the final results for the other terms.

One can easily show that (79) vanishes due to the fact that $\gamma_3$ is block off-diagonal while the remaining gamma matrices are all block-diagonal. This also holds true for all other couplings involving $\gamma_3$. To evaluate (80), we note that the two loop integrals factor and thus the term takes the form

$$P^{(u)}_b(p) = -u_i \frac{e^2}{v_F^2} \tilde{\epsilon}_{\mu\nu\kappa\lambda} I(p)_{\mu\nu} I(p)_{\kappa\lambda}, \quad (81)$$

where we have introduced

$$\tilde{\epsilon}_{\mu\nu\kappa\lambda} \equiv \text{Tr} \left( \gamma_\mu \gamma_0 \gamma_\nu \gamma_3 \gamma_\lambda \gamma_0 \gamma_\kappa \gamma_3 \right), \quad (82)$$

and

$$I(p)_{\mu\nu} \equiv \int \frac{d^3q}{(2\pi)^3} \frac{(q + p)_\mu q_\nu}{(q + p)^2 q^2}. \quad (83)$$
Using the fact that the matrix $\gamma_3$ anticommutes with all other gamma matrices together with the identity $\text{Tr} (\gamma_\mu \gamma_\nu \gamma_\kappa \gamma_\lambda) = 4(\delta_{\mu\nu}\delta_{\kappa\lambda} - \delta_{\mu\kappa}\delta_{\nu\lambda} + \delta_{\mu\lambda}\delta_{\nu\kappa})$, one can evaluate (82). The result is given by

$$\tilde{\epsilon}_{\mu\nu\kappa\lambda} = -4(\delta_{\mu\nu}\delta_{\lambda\kappa} - \delta_{\mu\lambda}\delta_{\nu\kappa} + \delta_{\mu\kappa}\delta_{\nu\lambda}) + 8\delta_{0\lambda}(\delta_{\mu\nu}\delta_{0\kappa} - \delta_{\mu0}\delta_{\nu\kappa} + \delta_{\mu\kappa}\delta_{\nu0}) -8\delta_{0\nu}(\delta_{\mu\lambda}\delta_{0\kappa} - \delta_{\mu0}\delta_{\lambda\kappa} + \delta_{\mu\kappa}\delta_{\lambda0}),$$

(84)

To compute the integral over the loop momentum in (83) using dimensional regularization, one uses the standard procedure of combining the factors in the denominator using Feynman parameters, shifting the loop momentum to make the denominator an even function of $q$, and then dropping terms in the numerator which are linear in $q$. The result of this procedure can be written as

$$I(p)_{\mu\nu} = -\frac{\sqrt{p^2}}{64}\left(\delta_{\mu\nu} + \frac{p_\mu p_\nu}{p^2}\right).$$

(85)

Now, contracting this expression with the tensor (84) we obtain the result

$$P^{(u)}_{(\gamma_3)}(p_0, \vec{p}) = \frac{u_1e^2}{256v_F^2p^2}.$$  

(86)

The correction in (86) is quadratic in spatial momentum, thus it contributes to the linear term in $P$, but does not affect the constant shift near the $\Gamma$ point (see fig. S11a). As we discussed previously, the linear term in the lattice polarization is a lattice cutoff effect, while inter-valley scattering is responsible for the constant shift at the $\Gamma$ point. All of this implies that the $\Gamma_i = \gamma_3$ four-Fermi term cannot describe the inter-valley scattering which we see in the lattice polarization.

We proceed with the contributions from the remaining five terms which couple the two Dirac
Thus, one can see that these four-Fermi operators also contribute to the linear term in $\mathcal{P}$, but do not affect the constant shift at the $\Gamma$ point.

An additional problem is that the other six four-Fermi terms which do not involve $\gamma_3$ also contribute to the polarization at this order. For the operators corresponding to $\gamma_0$ and $\gamma_i$, both the single-trace term and double-trace term are nonzero. The final contributions to the polarization are as follows

\begin{align*}
P_{(\gamma_0\gamma_3)}^{(u)} (p_0, \vec{p}) &= -\frac{u_2 e^2}{256 v_F^2} (p^2 - p_0^2) \left( 1 - \frac{p_0^2}{p^2} \right), \\
P_{(i\gamma_3\gamma_0)}^{(u)} (p_0, \vec{p}) &= \frac{u_3 e^2}{256 v_F^2} (\vec{p}^2), \\
P_{(i\gamma_3\gamma_0\gamma_5)}^{(u)} (p_0, \vec{p}) &= -\frac{2 u_4 e^2}{256 v_F^2} (\vec{p}^2) \left( 1 - \frac{p_0^2}{p^2} \right), \\
P_{(i\gamma_3\gamma_0\gamma_5\gamma_7)}^{(u)} (p_0, \vec{p}) &= \frac{u_5 e^2}{256 v_F^2} (p^2 - p_0^2) \left( 1 - \frac{p_0^2}{p^2} \right), \\
P_{(i\gamma_3\gamma_0\gamma_7)}^{(u)} (p_0, \vec{p}) &= \frac{2 u_6 e^2}{256 v_F^2} (\vec{p}^2) \left( 1 - \frac{p_0^2}{p^2} \right), \\
P_{(i\gamma_3\gamma_0)}^{(u)} (p_0, \vec{p}) &= \frac{u_7 e^2}{256 v_F^2} (\vec{p}^2), \\
P_{(i\gamma_3\gamma_0\gamma_5)}^{(u)} (p_0, \vec{p}) &= \frac{u_8 e^2}{256 v_F^2} (\vec{p}^2) \left( \frac{1}{3} p^2 - p_0^2 \right) + 4 N_f \vec{p}^2, \\
P_{(i\gamma_3\gamma_0\gamma_5\gamma_7)}^{(u)} (p_0, \vec{p}) &= \frac{u_9 e^2}{256 v_F^2} (\vec{p}^2) \left( \frac{1}{3} p^2 - p_0^2 \right) + 4 N_f \vec{p}^2, \\
P_{(i\gamma_3\gamma_0\gamma_7)}^{(u)} (p_0, \vec{p}) &= \frac{u_{10} e^2}{256 v_F^2} (\vec{p}^2) \left( 1 - \frac{p_0^2}{p^2} \right), \\
P_{(i\gamma_3\gamma_0\gamma_5\gamma_7)}^{(u)} (p_0, \vec{p}) &= \frac{u_{11} e^2}{256 v_F^2} \left( \frac{2 \vec{p}^4}{p^2} + 4 N_f p_0^2 \right), \\
P_{(i\gamma_3\gamma_0)}^{(u)} (p_0, \vec{p}) &= \frac{2 u_{12} e^2}{256 v_F^2} (\vec{p}^2) \left( 3 + \frac{p_0^4}{p^4} \right).
\end{align*}

Disentangling each of these contributions and their relation to the lattice polarization is a difficult task. For instance, it is not possible to distinguish the contributions $P_{(\gamma_0)}^{(u)}$ and $P_{(\gamma_3)}^{(u)}$. One
thus requires additional information in order to fix the inclusion of the four-Fermi terms in the continuum EFT.

It is known, however, that four-Fermi terms can actually play a different role in the EFT. Previous studies have shown that short-range interactions on the hexagonal lattice can generate some of the four-Fermi terms enumerated above once one passes to the low-energy continuum EFT (24). We now list the terms generated by the on-site Hubbard interaction as well as the nearest-neighbor interaction.

The Hubbard interaction on the hexagonal lattice can be written as

$$\hat{H}_U = \frac{U}{4} \sum_x \left\{ (\hat{n}_{x,A} + \hat{n}_{x,B})^2 + (\hat{n}_{x,A} - \hat{n}_{x,B})^2 \right\},$$

(98)

where the sum runs over the unit cells of the lattice and we have introduced the number operator,

$$\hat{n}_{x,A} \equiv \hat{a}_{x,A,\uparrow}^\dagger \hat{a}_{x,A,\uparrow} + \hat{a}_{x,A,\downarrow}^\dagger \hat{a}_{x,A,\downarrow},$$

restricted to sublattice $A$ with the same operator $\hat{n}_{x,B}$ on sublattice $B$. As shown previously, the fermion operators can be expressed in terms of the degrees of freedom of the low-energy EFT (61). We apply this transformation to (98), and drop oscillating terms which contain $\cos(\Delta \vec{K}_j \vec{x})$ or $\sin(\Delta \vec{K}_j \vec{x})$, as they are sub-leading at low energies. The first term in (98), can be expressed as

$$\sum_\alpha \int d^2x \left\{ (\bar{\psi}\gamma_0\psi)^2 - \frac{1}{2}(\bar{\psi}\gamma_2\gamma_3\psi)^2 - \frac{1}{2}(\bar{\psi}\gamma_0\gamma_1\gamma_3\psi)^2 \right\},$$

(99)

where the sum runs over spin and we have passed to the continuum limit by replacing the sum with an integral, $a^2 \sum_x \sim \int d^2x$, where $a$ is the lattice spacing of the hexagonal lattice. In a similar way, the second term in (98) can be written as

$$\sum_\alpha \int d^2x \left\{ (\bar{\psi}\psi)^2 - \frac{1}{2}(\bar{\psi}\gamma_0\gamma_2\gamma_3\psi)^2 - \frac{1}{2}(\bar{\psi}\gamma_0\gamma_1\gamma_3\psi)^2 \right\}.$$  

(100)

Putting together (99) and (100), one can see that the following four-Fermi terms are added to the low-energy action by the Hubbard interaction

$$S_U = G_U \sum_\alpha \int d^2x \left\{ (\bar{\psi}\gamma_0\psi)^2 + (\bar{\psi}\gamma_0\gamma_2\gamma_3\psi)^2 - \frac{1}{2}(\bar{\psi}\gamma_0\gamma_1\gamma_3\psi)^2 \right\},$$

(101)
where we have introduced the effective coupling $G_U$, which has a negative mass dimension and is proportional to the Hubbard interaction $U$ in (98).

The nearest-neighbor density-density interaction also plays a role in the low-energy continuum action. The lattice interaction Hamiltonian can be written as follows

$$\hat{H}_V = \frac{V}{4} \sum_{\delta_i} \sum_x \left\{ (\hat{n}_{x,A} + \hat{n}_{x+\delta_i,B})^2 - (\hat{n}_{x,A} - \hat{n}_{x+\delta_i,B})^2 \right\}, \quad (102)$$

where the first sum runs over the three nearest-neighbor vectors $\delta_i$. Repeating the same steps as for the on-site interaction and then summing over the nearest-neighbor vectors, one obtains

$$S_V = G_V \sum_\alpha \int d^2 x \left\{ (\bar{\psi}_\alpha \gamma_0 \psi_\alpha)^2 - (\bar{\psi}_\alpha \psi_\alpha)^2 \right\}, \quad (103)$$

where we have introduced the effective coupling $G_V$ arising from the nearest-neighbor interaction.

We have thus seen how a subset of the allowed four-Fermi operators in the continuum effective field theory naturally arise from the short-range interactions inherent in our many-body Hamiltonian. However, it has been previously shown that the fermion self-energy receives only small corrections due to local interactions and the higher-dimensional operators that they generate in the continuum (25). This is confirmed by QMC and higher-order LPT data, where we have found that these couplings modify the fitted value of the cutoff and do not affect the coefficient in front of the logarithm in the expression for the renormalized Fermi velocity.
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