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SUMMARY One typical phonotactic system for language recognition is parallel phone recognition followed by vector space modeling (PPR/VSM). In this system, various phone recognizers are applied in parallel and fused at the score level. Each phone recognizer is trained for a known language, which is assumed to extract complementary information for effective fusion. But this method is limited by the large amount of training samples for which word or phone level transcription is required. Also, score fusion is not the optimal method as fusion at the feature or model level will retain more information than at the score level. This paper presents a new strategy to build and fuse parallel phone recognizers (PPR). This is achieved by training multiple acoustic diversified phone recognizers and fusing at the feature level. The phone recognizers are trained on the same speech data but using different acoustic features and model training techniques. For the acoustic features, Mel-frequency cepstral coefficients (MFCC) and perceptual linear prediction (PLP) are both employed. In addition, a new time-frequency cepstrum (TFC) feature is proposed to extract complementary acoustic information. For the model training, we examine the use of the maximum likelihood and feature minimum phone error methods to train complementary acoustic models. In this study, we fuse phonotactic features of the acoustic diversified phone recognizers using a simple linear fusion method to build the PPR/VSM system. A novel logistic regression optimized weighting (LROW) approach is introduced for fusion factor optimization. The experimental results show that fusion at the feature level is more effective than at the score level. And the proposed system is competitive with the traditional PPR/VSM. Finally, the two systems are combined for further improvement. The best performing system reported in this paper achieves an equal error rate (EER) of 1.24%, 4.98% and 14.96% on the NIST 2007 LRE 30-second, 10-second and 3-second evaluation databases, respectively, for the closed-set test condition.

1. Introduction

Language recognition is the process of determining the language identity from a sample of speech. It is an essential technology in many applications, such as multilingual speech recognition, spoken language translation and information security [1], [2]. Generally speaking, language recognition acts as a front-end for many multilingual speech processing systems, where the language identities of speech need to be established for further information extraction.

Language recognition can be performed using information from multiple resources. In the past few decades, researchers have developed many different systems to explore the discriminative information. Currently, two types of systems are widely used for language recognition: acoustic systems and phonotactic systems. Acoustic systems use Gaussian Mixture Models (GMM) [3] or support vector machines (SVM) [4] to model the long-term spectral characteristics. Phonotactic systems use parallel phone recognizers (PPR) to convert the speech into phone sequences or lattices and then perform phonotactic analysis using an N-gram language model [2], a binary tree [5] or a vector space model (VSM) [6]. State-of-the-art systems often include both techniques to achieve optimal performance. This paper focuses on a phonotactic system called the parallel phone recognizer followed by vector space modeling (PPR/VSM), which employs VSM to model the phonotactics of different languages [6]. In the system, phone lattice is used due to its superiority over phone sequence [7].

Generally, the PPRs of a phonotactic system can be developed in two ways. One is to train phone recognizers on multiple language-specific speech data with different phone sets to provide phonetic diversification [2]. The other is to train phone recognizers on the same language-specific speech data with one phone set but using different acoustic models to provide acoustic diversification [8]. The PPRs developed using phonetic diversification can make sure that the phone coverage will be sufficient enough to cover the sound units of all target languages in a language recognition task. But one problem is that word or phone-level transcription is needed to train a phone recognizer. While an increased number of phone recognizers provides better performance, it also requires more transcribed training data. For acoustic diversification, the phone recognizers are often well-designed to emphasize different acoustic aspects of the speech to achieve a good diversification. Compared with phonetic diversification, acoustic diversification can be adopted to overcome the difficulty of collecting large amounts of transcribed data. Moreover, comparable results can be achieved under both diversifications [8]. Therefore, the acoustic diversification becomes more attractive when building the PPR front-end.

However, there are three main problems for the acoustic diversified phone recognizers. First, the phone sequences or lattices are homogeneous since the same training data and phone set are used. It will be a great challenge to develop a set of phone recognizers to achieve a good acoustic diver-
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sification. In reference [8], different model structures and training paradigms are employed to build multiple phone recognizers. But it’s not the best way as the same acoustic feature is used. While different acoustic features extract different information from the speech, they will provide better acoustic diversification. Second, these phone recognizers are fused by combining multiple phone sequences to retain more information for fusion. It has been demonstrated that this method is more effective than score fusion [8]. But it becomes infeasible when phone lattices are used instead of sequences as the acoustic scores of different phone recognizers are compatible. Finally, as the same training data and phone set are used, high correlation exists among different phone recognizers. Therefore, not all the phone recognizers are useful for fusion. It is necessary to study how each phone recognizer contributes to the language recognition task.

This paper will take an investigation into the problems stated above. First of all, multiple acoustic diversified phone recognizers are developed to construct the front-end for the PPRVSM system. To get better acoustic diversification, we use different acoustic features and model training methods to develop different phone recognizers. For the acoustic features, the Mel-frequency cepstral coefficients (MFCC) and perceptual linear prediction (PLP) features are both used. In addition, we propose a new time-frequency cepstrum (TFC) feature to extract complementary acoustic information for phone recognition. The TFC feature is obtained by performing a temporal discrete cosine transform (DCT) on the cepstrum matrix and selecting the transformed elements in a specific area with large variances. Recently, feature minimum phone error (fMPE) training has been shown to outperform the conventional maximum-likelihood (ML) training approach [9]. We will examine the use of fMPE training as an alternative to train different acoustic models to capture the acoustic variation within a phone. As the fMPE is performed by transforming the acoustic features, then it can also be treated as a way to get different acoustic features. As mentioned above, it is difficult to combine phone lattices as the acoustic scores in lattices from multiple phone recognizers may not be compatible. This is the case when, for example, combining phone lattices with acoustic scores for ML- and fMPE-trained systems. We propose to fuse the phonotactic features which are extracted from the phone lattices for the acoustic diversified phone recognizers. The fusion of phonotactic features is performed using a simple linear weighting method. The weighting coefficients should be optimized to obtain effective fusion of different features. In this paper, a theoretical inference is made to build a mathematical relationship between the feature weighting coefficients and the score fusion coefficients. And the logistic regression optimized weighting (LROW) method is introduced to optimize the feature weighting coefficients. Since not all the acoustic diversified phone recognizers are effective when fused, we also extend the work by formulating the quantitative measures to select phone recognizers for fusion.

This paper is organized as follows. In Sect. 2, we give a brief description of the PPRVSM system. The details of developing acoustic diversified phone recognizers is described in Sect. 3. Section 4 discusses the fusion technique and selection criterion for effective integration of the acoustic diversified phone recognizers. The experimental results on the NIST 2007 LRE evaluation database are given in Sect. 5, followed by a conclusion in Sect. 6.

2. The PPRVSM System

The phonotactic system employed in this paper for language recognition is the prevailing PPRVSM system, which is depicted in Fig. 1. In the PPRVSM system, a phone lattice is adopted due to its superiority over 1-best phone sequence [7]. According to Fig. 1, the PPRVSM system comprises two main components: the phonotactic feature extraction and the vector space modeling (VSM).

2.1 Phonotactic Feature Extraction

In phonotactic systems, the front-end employs several phone recognizers to convert the speech into phone lattices, which are then used as input to the back-end to perform phonotactic analysis to classify languages. A phone lattice is a rich and compact representation of multiple hypotheses with acoustic likelihoods, from which the expected counts of phonetic N-grams are estimated. Given the lattice $\ell$, the expected counts are calculated over all possible hypotheses in the lattice as follows [7]:

$$c(s_i \ldots s_{i+N-1}|\ell) = \sum_{S \in \ell} p(S|\ell)c(s_i \ldots s_{i+N-1}|S)$$

$$= \sum_{S \in \ell} \prod_{j=i}^{i+N-1} \alpha(s_j)\beta(s_{j+1})$$

where, $p(S|\ell)$ is the probability of the sequence $S$ in the lattice $\ell$, $\alpha(s_i)$ is the forward probability of the starting node in the N-gram $s_i \ldots s_{i+N-1}$, $\beta(s_{i+N-1})$ is the backward probability of the ending node, $\xi(s_j)$ is the posterior probability...
of the edge \( s_j \). The probability of the N-gram \( s_j \ldots s_{i+N-1} \) in the lattice is then computed as follows:

\[
p(s_j \ldots s_{i+N-1} | \ell) = \frac{c(s_j \ldots s_{i+N-1} | \ell)}{\sum_i c(s_j \ldots s_{i+N-1} | \ell)}
\]

The probabilities of phonetic N-grams are then concatenated to form a phonotactic feature vector for a given utterance.

### 2.2 VSM

In VSM, each spoken utterance is represented by a supervector and then modeled using an SVM [6]. The core of the SVM classifier is the sequence kernel construction, which defines the similarity between two utterances. We employ the term frequency log-likelihood ratio (TFLLR) kernel that has been proven to be effective for phonetic speaker recognition [10]. Let \( \tilde{X} = [p(d_1 | \ell), \ldots, p(d_f | \ell)] \) denotes the phonotactic feature for the lattice \( \ell \), then the kernel between two phonotactic features \( \tilde{X}_1 \) and \( \tilde{X}_2 \) is

\[
K(\tilde{X}_1, \tilde{X}_2) = \sum_{i=1}^{F} \frac{p(d_i | \ell_1) \ast p(d_i | \ell_2)}{\sqrt{p(d_i | all_1) \ast p(d_i | all_2)}}
\]

where, \( d_i = s_1 \ldots s_{i+n-1} \) (\( n \leq N \)) and \( F = f + f^2 + \cdots + f^N \) (\( f \) is the size of the phone inventory for a single phone recognizer). The denominator \( p(d_i | all) \) is the probability of \( d_i \) in all the phone lattices used for training, which is chosen to make sure that N-grams with large probabilities will not dominate the similarity in the kernel. The inner product form in Eq. (1) indicates that a high degree of similarity will exist between the two lattices if the same N-grams are present in them two, and vice versa.

Given the scaled super-vector \( \tilde{X} \) and the kernel function \( K(\tilde{X}, \tilde{X}_l) \), the SVM scoring can be implemented as follows:

\[
f(\tilde{X}) = \sum_{\ell} a_\ell K(\tilde{X}, \tilde{X}_\ell) + d
\]

A decision is based on the output of the SVM in Eq. (2) compared to a threshold. The \( \tilde{X}_l \) are support vectors trained using the Mercer condition. The training is carried out with a one-versus-rest strategy. We view the samples in the target language as the positive set and the remainder as the negative one. The training is carried out between them two.

Generally, high-order N-grams have higher discriminative ability for language recognition compared with low-order ones [6]. But it is problematic that the number of N-grams grows exponentially as the order N increases. Then a high dimensional phonotactic feature vector will be produced if we use high-order N-grams, which is a challenge for SVM training. However, experiments have demonstrated that not all the N-grams are necessary [11]. In this paper, we use a method similar to the discriminative keyword selection proposed in [11] to pick out the most discriminative N-grams for language recognition. The approach comprises two stages: selection and construction.

The selection is designed to pick out the most discriminative low-order N-grams using the max-relevance criteria based on mutual information, the construction is the process of building high-order N-grams based on the selected low-order ones. Details can be found in our previous work [12].

### 3. Development of the PPR Front-End Based on Acoustic Diversified Phone Recognizers

#### 3.1 Acoustic Diversified Phone Recognizers

There are two main problems for phonotactic systems using only one phone recognizer. First, the recognizer is language specific. Then the phone set may not cover the sound units of another language. It makes sense to employ multiple phone recognizers of different languages to broaden the phone coverage. The other problem is that the phone recognition results are error-prone, which will inevitably degrade the performance of the back-end phonotactic language models. This can be solved by combining the results from multiple acoustic diversified phone recognizers which is similar to [8]. Using phone recognizers of different languages often comes at the cost of collecting multiple sets of annotated training samples. The introduction of acoustic diversified phone recognizers is attractive as it maximizes the use of limited transcribed training data. But it is a challenge to develop phone recognizers that will extract complementary information for language classification.

The construction of acoustic diversified phone recognizers can be implemented by training different acoustic models for phone recognizers using the same training data and phone set. Generally, the phone lattices obtained by acoustic diversification are homogeneous as the same phone set is used. It is necessary to train different acoustic models that will generate phone lattices containing error patterns complementary to each other. Simple methods such as simply changing the number of model parameters are infeasible, they yield only slight changes in phone lattices. Therefore, different acoustic features and model training paradigms are favorable to construct complementary phone recognizers on the same speech corpus. In this paper, the following techniques are employed to build the acoustic diversified PPR front-end:

1. **Acoustic features.** Usually, MFCC and PLP are used for phone recognition in the PPRVSM system. In our previous work, we have presented a time-frequency cepstrum (TFC) feature for the GMM-based acoustic system [13], which utilizes a temporal discrete cosine transform (DCT) on the cepstrum matrix and outperforms the widely used shifted delta cepstrum (SDC) feature. We will extend this work for phone recognition in the PPRVSM system.

2. **Model training methods.** Recently, discriminative training has become an attractive technique as it outperforms the conventional ML training approach in speech recognition, such as Minimum Phone Error (MPE) [14] and fMPE [9]. In application, all techniques are performed on acoustic models except fMPE, which applies to the acoustic...
features. We will adopt the fMPE technique for discriminative training of phone models.

Six phone recognizers are developed by using the techniques stated above: (1) MA-MFCC-ML; (2) MA-MFCC-fMPE; (3) MA-PLP-ML; (4) MA-PLP-fMPE; (5) MA-TFC-ML; (6) MA-TFC-fMPE. They are all trained on Mandarin speech data and modeled using Gaussian Mixture Model/Hidden Markov Model (GMM/HMM). But different acoustic features (MFCC, PLP, TFC) and model training methods (ML, fMPE) are adopted. For example, MA-MFCC-ML means the GMM/HMM structured Mandarin phone recognizer uses MFCC as the acoustic feature and ML as the training method. The fundamentals of the TFC feature and fMPE training will be introduced next.

3.2 TFC Feature Extraction

In our previous work, we have proposed the TFC feature in the GMM-based acoustic system for language recognition[13]. The extraction is performed as follows: several successive frames of basic feature vectors within a context width are first extracted to form a cepstrum matrix. A temporal DCT is then performed on the cepstrum matrix to remove the correlation in the temporal direction. Finally, the elements in the upper-left triangular area are selected in a zigzag scan order.

The procedure of TFC feature extraction is equivalent to performing a two dimensional (2D) DCT on the spectrum-time matrix. The 2D DCT approach can be interpreted as a compression of the information by a DCT truncation. The truncation of the higher order vectors helps to reduce the variability due to small scale acoustic events. Also, the elements can be selected with a greater variability for the TFC feature.

In the GMM-based acoustic systems, the context width is about 20 frames. The normalized variances of the cepstrum matrix after a horizontal DCT is nearly triangular, thus we can perform a zigzag scan to select elements in this area to form the TFC feature. But for phone recognition, the optimal configuration will not be the same as that for the GMM system. To show this, the variance of each element in the cepstrum matrix (using successive 9 frames of 20-dimensional MFCC basic feature vector) after a temporal DCT was computed on the data corpus used for training phone models. The normalized variances (normalized by the maximum elements) are plotted in Fig. 2. We can see that there are other effective configurations besides the triangle adopted in TFC, such as a rectangle.

3.3 fMPE

The fMPE discriminative training method employs the same objective function as MPE, which can be written as:

$$F(\lambda) = \sum_{r=1}^{R} \sum_{s} P_{A}(s|O_{r})A(s, s_{r})$$

where \(P_{A}(s|O_{r})\) is the scaled posterior probability of hypothesis \(s\) given the \(r\)’th observation \(O_{r}\), \(k\) is the acoustic scaling factor and \(A\) is the current model vector. The \(A(s, s_{r})\) is the raw phone accuracy between hypothesis \(s\) and reference transcription \(s_{r}\). This criterion is an average of the transcription accuracies of all possible sentences \(s\).

The implementation of fMPE is carried out by transforming the acoustic feature with a kernel-like method, where offsets to the features are obtained by training a projection from a high-dimension feature space based on posteriors of Gaussians[9]. Let \(x_{i}\) be the original features and \(y_{i}\) be the transformed features. The transformation is:

$$y_{i} = x_{i} + Mh_{i}$$

where \(h_{i}\) is the expanded high dimensional feature derived from posteriors of Gaussians. \(M\) is the transform matrix that needs to be estimated to optimize the MPE objective function. The detailed calculation method of \(h_{i}\) and \(M\) can be found in [9].

As with normal fMPE training in speech recognition, we need to generate lattices by decoding the training data with a weak language model [15], which are used to produce the MPE statistics. For experiments, we use the more robust and effective offset features described in [16] to obtain the high dimension vector \(h_{i}\). In this study, 1000 Gaussians are used to calculate the offset features with context width 5. Typically, we run 3-4 iterations of fMPE optimization.

4. Fusion and Selection of the Acoustic Diversified Phone Recognizers

Generally, the PPRVSM system comprises multiple parallel subsystems, where each subsystem employs a phone recognizer to extract phonotactic attributes from the speech to characterize a language. Each phone recognizer extracts complementary information from the speech so that improvements can be attained when fusing the subsystems. Usually, score fusion is adopted because it doesn’t require detailed knowledge of the structure of the subsystems for
fusion and is easy to implement. Actually, the fusion can also be performed at the feature or model level. From an information theoretic perspective, the amount of information will decrease with each operation in a system. Then Fusion at the feature or model level can theoretically retain more information compared to fusion at the score level. In this paper, we will adopt feature fusion for the acoustic diversified phone recognizers. Figure 3 shows the structure of the PPRVSM system using the feature fusion method.

4.1 Fusion of Phonotactic Features

In the PPRVSM system, the classical method of feature fusion is to group several sets of phonotactic feature vectors resulting from the PPRs into a large composite supervector [6]. However, this increases the dimension so more training data is required to ensure robust estimation of model parameters. In this paper, we will adopt feature fusion for the acoustic diversified phone recognizers. Figure 3 shows the structure of the PPRVSM system using the feature fusion method.

Let \( \hat{X}_m \) denote the phone lattice decoded using the \( m \)-th phone recognizer. Then the phonotactic feature vector of \( x \) estimated from the \( m \)-th phone recognizer can be defined as

\[
\hat{X}_m = \{ p(d_1|f_m), \ldots, p(d_T|f_m) \}
\]

The goal of linear fusion is to find a set of weighting coefficients \( \{w_1, w_2, \ldots, w_M \} \) such that the fusion of \( M \) phone recognizers

\[
\hat{X} = \sum_{i=1}^{M} w_i \hat{X}_i
\]

has the maximum discriminative ability. For simplicity, the average weighting method can be adopted, where the weight coefficients are equal. However, this is not the optimal method when the phone recognizers have different contributions to fusion. A weighting optimization method is favorable.

Recently, researchers have proposed an optimization criterion for linear score fusion based on the cost of log-likelihood rate (CLLR) and implemented using logistic regression [19]. Because of its superior performance, this method has gradually become the primary method of linear fusion. It can be formulated as follows. For the trial \( x \), the scores of \( K \) target languages produced by the \( m \)-th subsystem can be denoted as \( s_m(x) = [s_{m1}(x), \ldots, s_{mk}(x)] \). A transformation function is then defined in the following:

\[
s(x) = \sum_{i=1}^{M} w'_i s_i(x)
\]

where \( w'_m \) is a scalar, \( \{w'_1, w'_2, \ldots, w'_M \} \) constitutes a set of transformation parameters which are estimated using a conjugate gradient descent algorithm to minimize a linear regression function [20], which we use here. The fusion factor \( w'_m \) implies the role of the subsystem in classification. The larger \( w'_m \) is, the more important the subsystem is and the more discriminative the feature is.

Although \( w'_m \) reflects the role of the phonotactic features indirectly, we can’t use it to replace \( w_m \) in Eq. (3). There exists a relationship between the score fusion weights \( w_1, w_2, \ldots, w_M \) and the phonotactic feature fusion weights \( w'_1, w'_2, \ldots, w'_M \). Expanding Eq. (2):

\[
s_k(x) = \sum_{i} \alpha_{kt} K(\hat{X}, \hat{X}_{kt}) + d
\]

\[
= \sum_{i} \alpha_{kt} \left( \sum_{i=1}^{M} w_i b(\hat{X}_i) \right) * \left( \sum_{i=1}^{M} w_j b(\hat{X}_{kt}) \right) + d
\]

where the \( \alpha_{kt} \) and \( X_{kt} \) are the parameters of the \( k \)-th subsystem. The phonotactic features extracted using different phone recognizers are complementary to each other, then the inner products of them are approximately zero. Also, the bias \( d \) is constrained to be zero during SVM training. Then we get the following expression from Eq. (5):

\[
s_k(x) = \sum_{i} \alpha_{kt} \left( \sum_{i=1}^{M} w_i^2 b(\hat{X}_i)b(\hat{X}_{ki}) \right)
\]

\[
= \sum_{i=1}^{M} w_i^2 \sum_{i} \alpha_{kt} b(\hat{X}_i)b(\hat{X}_{ki}) = \sum_{i=1}^{M} w_i^2 s_k(x)
\]

Combining Eqs. (4) and (6) leads to the approximation:
where $L$ denotes a set of target languages $L = \{l_1, l_2, \ldots, l_K\}$ and $K$ is the number of target languages. $d_i$ are the phonetic N-gram sequences and $F_m$ is the number of different N-grams. From Eq. (8), we can see that lower conditional entropy means less uncertainty about the language identity. Phone recognizers with lower conditional entropy will have a higher discriminative ability for language recognition.

2. Distinctiveness of phone recognizers: The pairwise hamming distance of phone sequences based on binary code is employed to measure the distinctiveness of different tokenizers derived from the same phone recognizers in [22]. In this paper, we use phone lattice instead of sequence. Then we adopt the Euclidean distance between the “seen” phonetic N-gram statistics to evaluate the distinctiveness of different phone recognizers, which is defined as follows:

$$D_m = \frac{1}{(M-1) * F_m} \sum_{j=m}^{M} \sum_{i=1}^{F_j} \sqrt{(c_m(d_i) - c_j(d_i))^2}$$

where $c(d_i)$ are the expected counts of the N-gram statistics which have been defined in Sect. 2.1 and $M$ is the number of phone recognizers. The greater $D_m$ is, the more distinctive the phone recognizer is from others.

A good phone recognizer should have high distinctiveness value and low conditional entropy. Therefore, the final evaluation of different phone recognizers can be formulated as follows:

$$E_m = \frac{D_m}{H(\tilde{X}_m|L)}$$

We rank the acoustic diversified phone recognizers according to the evaluation results. The phone recognizers with the largest values are selected to form the PPR front-end in PPRVSM language recognition system.

5. Experiments

5.1 Experimental Setup

The experiments are performed on the NIST 2007 LRE evaluation database under both closed-set and open-set test condition. For each trial, if the set of non-target languages will be the set of LRE 2007 target languages, minus the target language, this is the “closed-set” test condition. If the set of non-target languages also includes other “unknown” languages whose identities will not be disclosed, this is the “open-set” test condition. The task of LRE 2007 is to recognize 14 languages: Arabic, Bengali, Chinese, English, Farsi, German, Hindustani, Japanese, Korean, Russian, Spanish, Tamil, Thai and Vietnamese. There are 7530 utterances in total, spanning the 3, 10 and 30 second conditions [25]. As the evaluation corpus include some out-of-set languages, only 6474 utterances are used for the closed-set test condition and all 7530 utterances are used for the open-set test conditions.
condition. The training data comes from different sources including Callfriend, the development and evaluation data provided by NIST in the previous LRE. The Callfriend corpus and the development data of previous LRE are employed to select phonotactic features and train VSM. The evaluation data from previous LRE are used for score fusion and estimating the weighting coefficients of LROW. Indeed, it will be better to use different data for creating the VSM and selecting phonotactic feature. But there are not enough data for some languages such as Bengali. So we use all data for both VSM modeling and feature selection. As the speech is relatively long, we use voice activity detection to segment each speech utterance into segments, which are about 30 seconds in length.

In the PPRVSM language recognition, several phone recognizers are used in parallel to decode the speech into phone lattices for analysis. The Mandarin phone recognizers employed in our experiments are developed using the GMM/HMM architecture and trained on about 30 hours of conversational telephone data. There are 64 phone models for the phone recognizer, each of which is a tied-state left-to-right context-dependent GMM/HMM with 32 Gaussians per state. For acoustic feature extraction, 12 MFCC coefficients are extracted every 10 ms over a 25 ms hamming window. These features are augmented by their first and second order deltas, resulting in a 39 dimension feature vector (including energy). To remove channel variability, cepstral mean subtraction and variance normalization are both applied. In addition to the MFCC, the PLP feature is also extracted to provide additional acoustic diversification. The parameters and configuration for PLP extraction are similar to the MFCC feature except that \( c_0 \) is used instead of energy. For TFC feature extraction, the optimal configuration is determined empirically to be complementary to MFCC and PLP features, as described in the next section. For phonotactic feature selection, the top 20% of the low-order N-grams are selected based on mutual information [12].

5.2 Experimental Results

We demonstrate the effectiveness of our approaches under 3, 10 and 30 second conditions. Both pooled equal error rate (EER) and detection cost function (DCF, Cavg*100) are used to summarize the results, which are obtained by pooling the scores of all target (or non-target) languages together.

The first experiment is to find the optimal configuration of the reserved area for TFC feature extraction. The context width is fixed to 9. In this work, we adopt a rectangular shape and test three TFC feature configurations where static cepstral coefficients are concatenated with the elements of a cepstrum matrix obtained by a temporal DCT. Settings referred to as TFC \( N \times O \) defines a TFC feature where a temporal DCT of order \( O \) is performed on a context window of 9 frames successive \( N \)-dimension MFCCs \((c_0 \text{ to } c_{N-1})\). Besides the TFC, \( N \)-dimension static MFCC parameters are also appended. The language recognition results are given in Tables 1 and 2. When the EER and the Cavg*100 are not consistent, we consider the Cavg*100 as the primary metric. From these tables, we can see that we will get the best performance using 52 dimensions (39 + 13 static parameters). We adopt the 52 dimension TFC to serve as an alternative feature for phone recognition as the dimension and the derivation of the elements are complementary to both MFCC and PLP.

Our second experiment is to show the performance of the acoustic diversified phone recognizers. Tables 3 and 4 summarize the language recognition results using different phone recognizers in the front-end. The abbreviation for each phone recognizer is defined in Sect. 3.1. From Tables 3 and 4, we can see that these phone recognizers are comparable in performance. Since they use different acoustic features and model training paradigms, a complementary effect is expected when fusion is performed.

The third experiment is implemented to compare different methods of fusing multiple acoustic diversified phone
recognizers. The results are summarized in Tables 5 and 6. The AW and LROW in these tables mean average weighting and logistic regression optimized weighting respectively. The LDA+GMM is used for score fusion. From Tables 5 and 6, we can see that improvements can be attained when fusing different phone recognizers. Moreover, fusing features is more effective than fusing scores, which is consistent with our assumption proposed in Sect. 4: more information can be utilized if we fuse at the feature or model level rather than at the score level. Since the LROW method focuses on minimizing the CLLR, better weighting coefficients can be obtained compared with AW. This can also be observed from Tables 5 and 6. However, the performance improvements are more significant for the 30 second test set compared with the 10 second and 3 second test set. That is because the LROW method is performed on the 30 second development set. More improvements can be attained for the 10 second and 3 second test set if we optimize the coefficients on the 10 second and 3 second development set respectively. In comparison with the score fusion method, the LROW based feature fusion method achieves a relative decrease of 22.49%, 4.04% and 8.25% in EER for the 30 second, 10 second and 3 second closed-set test conditions separately.

Next, we carried out experiments to examine the optimal number of acoustic diversified phone recognizers for a PPR front-end. As discussed in Sect. 4.2, we calculated the conditional entropy and the distance of each phone recognizer for evaluation. The normalized values (normalized by the maximum elements) are plotted in Fig. 4, where the two dotted lines show the discriminative ability and distinctiveness of each phone recognizer and the solid curve is used for overall evaluation. Although some phone recognizers have high discriminative abilities, their evaluation scores are low due to low distinctiveness. Our strategy was to select phone recognizers with the largest evaluation values to build the PPRVSM front-end, which will maintain the best discriminative ability with reduced redundancy. We first ranked and short-listed the phone recognizers by their evaluation values to form the PPR front-end. Figures 5–10 show the performance achieved by using different number of phone recognizers on the 30 second, 10 second and 3 second test set. The x-axis of each figure indicates the number of phone recognizers used to form a fused system using the LROW based feature fusion method. One can observe that, as the number of phone recognizers increases, the language recognition performance is improved and saturates after three phone recognizers is employed. Our proposed PPRVSM system will be built by fusing the selected three acoustic diversified phone recognizers at the feature level. The EERs of the system achieves 1.79%, 7.02% and 18.02% for the 30 second, 10 second and 3 second closed-set test conditions respectively, which are comparable with the results in the last row.

Table 5  Comparison of different methods of fusing multiple acoustic diversified phone recognizers under the closed-set test condition.

| EER / Cavg*100 | 30 second | 10 second | 3 second |
|----------------|-----------|-----------|-----------|
| Score fusion   | 2.09 / 2.04 | 7.18 / 6.89 | 19.28 / 18.83 |
| Feature fusion (AW) | 1.93 / 1.86 | 6.92 / 6.62 | 17.67 / 17.40 |
| Feature fusion (LROW) | 1.62 / 1.53 | 6.89 / 6.52 | 17.69 / 17.28 |

Table 6  Comparison of different methods of fusing multiple acoustic diversified phone recognizers under the open-set test condition.

| EER / Cavg*100 | 30 second | 10 second | 3 second |
|----------------|-----------|-----------|-----------|
| Score fusion   | 3.01 / 4.11 | 8.15 / 9.67 | 19.88 / 20.49 |
| Feature fusion (AW) | 3.03 / 3.80 | 7.98 / 9.29 | 18.28 / 19.02 |
| Feature fusion (LROW) | 2.69 / 3.52 | 7.99 / 8.95 | 18.64 / 18.93 |

Fig. 4  Different evaluation criteria for the acoustic diversified phone recognizers.

Fig. 5  Performance as a function of the number of phone recognizers (30 second, closed-set).

Fig. 6  Performance as a function of the number of phone recognizers (10 second, closed-set).
Finally, we compare the proposed PPRVSM system with a traditional one. In the traditional PPRVSM system, three phone recognizers with phonetic diversification are employed, which are developed by the Faculty of Information Technology of the Brno University of Technology [26]. They are trained on different languages: Czech, Hungarian and Russian. For each language, about 10 hours of speech are used in training. They all adopt the Artificial Neural Network/Hidden Markov Model (ANN/HMM) structure. The number of each phone set is: 42 for the Czech, 58 for the Hungarian and 49 for the Russian. In Tables 7 and 8, the proposed PPRVSM (a) is composed of three selected acoustic diversified phone recognizers stated above, which are fused at the feature level using LROW. The traditional PPRVSM (b) is built by fusing the Czech, Hungarian and Russian phone recognizers at the score level. The results in Tables 7 and 8 show that our proposed PPRVSM (a) is competitive with the traditional one (b) for the three test conditions. The results are significantly better for the 30 second test set. This fact illustrates that the LROW method performs better using a matched length of speech for optimization. We also conduct a score fusion experiment using the two systems (a+b). The LDA+GMM method is adopted for score fusion. The further improvement indicates that the two systems with different diversifications are complementary to each other. This is likely because the Czech, Hungarian and Russian phone recognizers use the ANN/HMM architecture while the Mandarin phone recognizer adopts a different GMM/HMM architecture. The EERs of the fused system achieve 1.24%, 4.98% and 14.96% for the 30 second, 10 second and 3 second closed-set test conditions respectively.

6. Conclusions

We investigate a strategy to build a PPRVSM system for language recognition based on parallel phone recognizers that are acoustically diversified and fused at the feature level. A variety of acoustic features and model training methods are employed to develop the diversified recognizers. Features include MFCC and PLP along with a novel time-frequency feature are studied to provide complementary acoustic emphasis. We propose a new technique based on LROW for effective fusion of different phonotactic features. We also introduce a method to study how each diversified phone recognizer contributes to the language recognition task, which
helps determine the number of phone recognizers to include.

There are two main advantages of the proposed system: (1) additional phone recognizers can be built without the need for additional annotated speech samples; (2) fusing at the feature level retains more information than fusion at the score level. Experimental results on the NIST 2007 LRE evaluation set show that the proposed system is comparable and complementary to an established PPRVSM system for phonotactic language recognition. When we fuse the two systems at the score level for further improvements, the EERs achieve 1.24%, 4.98% and 14.96% for the 30 s, 10 s and 3 s closed-set test conditions respectively.
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