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Abstract

There has been a steadily growing interest in development of novel methods to learn a representation of a given input data and subsequently using them for several downstream tasks. The field of natural language processing has seen a significant improvement in different tasks by incorporating pre-trained embeddings into their pipelines. Recently, these methods have been applied to programming languages with a view to improve developer productivity.

In this paper, we present an unsupervised learning approach to encode old mainframe languages into a fixed dimensional vector space. We use COBOL as our motivating example and create a corpus and demonstrate the efficacy of our approach in a code-retrieval task on our corpus.

1 Introduction

Programming languages have a fixed life-cycle and their maintenance is costly after the support for a language has ended. Moreover, it is required to convert programs written in obsolete languages into modern languages. This conversion often requires domain-level expertise which is hard to obtain and not always available. Ideally, we would like to automate this process of migrating an obsolete codebase into a modern framework. A first step towards this goal is to learn a representation of the code in the source language and use it to generate code-tokens in target language. Deep learning techniques have shown to be effective at capturing structure in natural language [1] and more recently in tasks on programming languages like method classification [2], comment generation [3], transpilation [4] etc. Given the statistical nature of our problem and the efficacy of deep learning techniques, we choose to incorporate deep neural networks into our solution pipeline.

Our main focus in this paper is to learn a good representation of the given source code. This means that we want to capture both semantics and structure of code in a single fixed low-dimensional vector in abstract space. For this paper, we solely focus on the COBOL programming language and tailor our input representation towards it’s unique style. However, from the modeling perspective our technique is general enough to be applied to any programming language.

Challenges: Learning representations from mainframe languages like COBOL has it’s fair set of challenges. The first issue is the lack of availability of open source COBOL code which makes it hard to create scalable models for capturing program logic. Second, COBOL is a very verbose language with program statements closely resembling spoken sentences. For instance, an assignment from a single variable to another is written as “MOVE X TO Y”. This verbosity not only makes it hard to come up with compact representations of code but also introduces a lot of tokens in the vocabulary. The issue of user defined code tokens has also been observed in modern languages [2]. Hence, coming up with a model that generalizes well to unseen “out of vocabulary” (OOV) tokens is difficult and error prone. The third challenge, common to all modeling techniques on code is the sheer amount of variance in the code logic since the same program can be written differently by different programmers based on style. In later sections we address these challenges in a more detailed manner for our specific application.

1.1 Applications

A lot of modern software systems tend to be open source today. The source code of mature open source softwares like Linux, Django, Flask etc typically contain billions of “code tokens”. Given such an abundance of code tokens, it is natural to look towards statistical techniques that can identify patterns in the source code. In particular, machine
learning methods can be applied to code to derive and exploit complex patterns across millions of files and generate useful insights for the programmer.

One of the main tasks in setting up a machine learning system for code processing is the input representation. Since we want to capture both structure and semantics, our work introduces a novel concept of an abstract structure representation of code that allows us to represent both semantics and structure in an efficient manner. More practically, our technique can be applied in the following areas/applications:

- **Code Retrieval**: Given a large codebase, retrieve specific code matching a given code snippet. This feature is useful for both business and personal use. In the personal use case, the feature can be used in Integrated Development Environments (IDEs) to quickly search for a similar function across a large codebase. In a business use case, the feature can be utilized to detect malicious code/security vulnerabilities in production software.

- **Visual Mapping**: The learned embeddings from the Cobol2vec (or similar) model can be utilized to discover clusters of code that are similar in a visual manner as well. This can provide valuable insight into redundant code/refactoring needs of the deployed application.

1.2 **Contributions**

In this paper, we explore learning a latent representation of mainframe languages like COBOL using deep learning. Specifically, we have the following contributions in our work:

1. Introduce an abstract structural representation that aims to capture the semantics and the structure of COBOL code.
2. Build a seq2seq autoencoder to learn a fixed low dimensional representation of a COBOL program.
3. Experimentally verify the efficacy of the learned embeddings on code retrieval task.

2 **Related Work**

Work on programming language is still in its nascent stages and there is a steadily growing body of research to use machine learning techniques in the domain of programming languages. Hindle *et al.* [5] were the first to equate programming languages with natural language and show that programming languages are a very structured form of communication. Allamanis *et al.* [6] then extended this notion by noting that a code snippet not only serves as a medium of communication with the machine, but also between programmers. They train a trigram model showing several important results for learning about code. Tufano *et al.* [7] considered deep learning approaches for code retrieval task on three different representations of code. In most of the aforementioned works, the input programming language is Java and the different sources of representations are readily available. Moreover, it is fairly straightforward to obtain millions of lines of open source code in Java. We note that our considered case has neither the size nor the availability of readily available representation format.

Mikolov *et al.* [1] introduced the concept of representing words in high dimensional vector space for various downstream tasks. Following the equivalence of [5], Alon *et al.* [2] proposed the idea of vectorizing code fragments for method name prediction. Their approach treats code as a bag of root-to-leaf paths in an AST. They train a deep learning language model with attention to predict the method names. A drawback of this approach is that code is inherently sequential in structure and hence an unordered bag of words representation throws out context from the raw input representation.

In the recent times, BERT [8] based models have become popular due to their incredible performance on natural language tasks. CodeBERT [3] to produce general representations from a combination of natural language (e.g. Python’s docstrings) and programming language for downstream tasks. They use masked language modeling techniques to train their version of BERT. A very promising line of work is introduced by [4] where a mapping from one programming language to another is achieved in an unsupervised manner. The results shown by the authors give a strong foundation for further studies on such bi-directional programming language models.

3 **Theory**

In this section we present our abstract structure representation and compare it with existing methods of representing input programs. We then present our architectural design for learning latent representation of code.
3.1 Why is AST inefficient for COBOL?

Modern programming languages like Python and Java are symbolic languages i.e. they have a set of operators and they act upon different variables introduced in a particular Java method or Python script. In these languages, a program’s structure can be understood by analyzing the AST representation of code that shows the hierarchical relationship between an abstract operator and its operands. By flattening out root to leaf paths in an AST and vectorizing them [2], one can learn a structural relationship between different statements in the program, assuming the order of statements is never changed across the codebase.

COBOL on the other hand, does not have support for symbolic computation. All statements are verbose instructions comprising of a keyword followed by operands in a manner similar to how one would explain a symbolic code verbally. Moreover, the code is organized into an atomic unit via paragraphs that are simply strings with a period at their end. Analyzing such verbose languages via AST is not only cumbersome but also does not yield a lot of insight since statements in a COBOL paragraph are not necessarily locally correlated. An example of an AST of a simple “MOVE” statement belonging to some paragraph is shown in Figure 1. It is evident that if we persist with flattening the root to leaf paths for a COBOL paragraph, the number of spuriously correlated vectors will drive the quality of any machine learning algorithm downwards.

3.2 Abstract Structure Representation

Let $\Lambda$ be set of all programming language specific constructs. For instance, all COBOL statements like PERFORM, ADD, MOVE belong to this set. Further, let $\Gamma$ be the set of all user defined variables and $I$ be the set of all COBOL identifiers in program. We also define $\phi : \Gamma \rightarrow \tau_\alpha$ to be a mapping function that maps the user defined variables to a single special (abstract) token and $\psi : I \rightarrow \tau_I$ to be another mapping function that maps program specific identifiers to another single special token.

We define a code snippet to be an ordered union $C = \bar{U}(\Lambda, \Gamma, I)$. For all $t_i \in C$, we define an abstract structure representation of $C$ as:

$$
\hat{C} = \begin{cases} 
  t_i, & \text{if } t_i \in \Lambda \\
  \phi(t_i), & \text{if } t_i \in \Gamma \\
  \psi(t_i), & \text{if } t_i \in I 
\end{cases}
$$

We note that our strategy may not be the most optimal one in tasks like code token prediction or code completion, but it can be applied in situations where a representation of structure of code is required. Keeping this requirement in mind, we can justify mapping user defined variables/identifiers to special tokens as a way to reduce unwanted noise in input representation. In our experiments, we found that this representation qualitatively improves retrieved matches for a given COBOL snippet.
One of the key design choices we made in designing the abstract structural representation was to preserve as much context as possible in a given code. Since code is a highly structured form of natural language, a transformation that preserves the ordering of tokens will produce a much richer representation. In contrast, representing a program as an unordered bag of root to leaf paths (in AST representation) destroys the ordering amongst different statements in a given program and can lead to different predictions if any statement is changed (while keeping the overall program correctness intact). We observe that our representation can extend beyond COBOL and can be applied to any programming language.

3.3 Unsupervised Learning Model

The abstract structure representation of code enables us to model lines of code as a sequence of tokens with an inherent ordering in between them. These sequences of tokens can be of arbitrary length. We wish to model the overall dependency between different tokens and the overall program structure in an unsupervised manner. This problem can be approached by viewing it as a sequence translation task with missing target sequences. In order to solve this problem we adapt the basic seq2seq architecture and modify it to reconstruct the original input sequence and in the process learn a fixed low dimensional representation of the sentence. We call this model a seq2seq autoencoder.

We decided on modifying seq2seq instead of using BERT-like architecture due to our limited data which would lead to the risk of over fitting the noise in the training set. Figure 2 shows our overall architecture.

Let $\tilde{C} = \{x_1, x_2, \ldots, x_T\}$ be the input code-token sequence of length $T$ in the abstract structure representation. We obtain the fixed low dimensional vector $z$ as the last hidden state of the encoder. At each step in decoding, we wish to learn the following conditional probability:

$$
p(\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_T | x_1, x_2, \ldots, x_T) = \prod_{t=1}^{T} p(\hat{x}_t | z, x_T, x_{T-1} \ldots x_1)
$$

We append an end of sequence token EOS and initialize the decoding with a special start of sequence token (SOS) as well. For our loss function we chose to minimize the negative log likelihood of the probability in equation 1. Following [9] we also reversed the order of the input sequence and observed better convergence from our network. Code token sequences unlike natural language tend to have both backward and forward dependencies e.g. in a statement like MOVE X TO Y there is a forward dependency between token X and token Y since a source register is moving it’s value into a target register. At the same time, token Y also has a backward dependency on X. In order to capture the forward and backward dependencies we replaced the vanilla LSTM in the encoder with a bi-directional LSTM [9]. We compute $z = W.\tanh([h_T^{(f)}; h_T^{(b)}])$ where $h_T^{(f)}$ and $h_T^{(b)}$ are the last hidden forward and backward states of the encoder respectively. We train our model to minimize the negative log likelihood between reconstructed tokens and the original source code tokens.

We also found that adding an attention module that computes the attention over source tokens with respect to current decoder state to improve model performance. We will explore the effects of attention in the coming sections.
4 COBOL2Vec Dataset

The lack of any open source COBOL repositories motivated our development of the Cobol2Vec dataset. We internally sourced COBOL files and processed them using the pipeline shown in Fig 3.

Processing COBOL code is different from high level languages like Java, Python in the way data and commands are represented in a program. In COBOL, all the data entities need to be defined in the DATA-DIVISION section of a COBOL program followed by the PROCEDURE-DIVISION for the code. While COBOL has code-books which allows for some separation between data and implementation, the code-books themselves need to be imported into the source file for proper compilation. Additionally, the variables can be nested in a hierarchical fashion. In order to keep the number of varying tokens as low as possible and convert to our abstract structure representation, we wanted to convert each data-identifier into a single token mapping.
We processed all source code files into an intermediate representation (IR) that processed all code-tokens, keywords and their types in a single data structure. If any token was found to be a data-identifier then we computed the top-level variable name using an on-the-fly mapping discovered during the processing of the source file. This top level variable name is then converted to a single fixed token name to preserve structure. We informally call our lookup algorithm as a “back-reference” lookup algorithm.

We view the source code as a collection of small blocks of statements that perform a single action. In higher level languages, these can be constructs like functions, classes etc. In COBOL, the smallest construct is a sentence. We extract sentences from the IR and convert them to the abstract structure representation. In order to achieve meaningful results we filter out sentences with lengths smaller than 3 and greater than 300. Our resulting corpus has 11000 sentences sourced from internal COBOL files. However, the processing pipeline is general enough to work for other languages and only requires the information about the smallest granularity of source code unit. Figure 3 shows the occurrences of different types of sentences in the corpus and Table 1 shows the statistics about the different sentence types in the corpus.

| Sentence Type | Max Length | Min Length | Avg. Length |
|---------------|------------|------------|-------------|
| PROCEDURE     | 48         | 4          | 8.371       |
| PERFORM       | 296        | 4          | 35.89       |
| IF            | 298        | 4          | 45.37       |
| INITIALIZE    | 20         | 4          | 7.64        |
| ACCEPT        | 5          | 4          | 4.06        |
| MOVE          | 290        | 4          | 9.15        |
| OPEN          | 167        | 3          | 23.42       |
| STRING        | 30         | 13         | 19.0        |
| SET           | 119        | 4          | 6.57        |
| CLOSE         | 42         | 4          | 10.28       |
| ADD           | 52         | 4          | 6.92        |
| CALL          | 70         | 4          | 12.917      |
| IDENTIFIER    | 134        | 3          | 11.76       |
| EVALUATE      | 287        | 23         | 87.94       |
| READ          | 84         | 8          | 18.78       |
| WRITE         | 19         | 4          | 5.18        |
| GO            | 3          | 3          | 3.0         |
| COMPUTE       | 160        | 4          | 10.43       |
| ENTRY         | 48         | 12         | 36.0        |
| SEARCH        | 86         | 25         | 42.4        |
| SUBTRACT      | 10         | 4          | 4.35        |
| DIVIDE        | 10         | 10         | 10.0        |
| INSPECT       | 41         | 8          | 10.84       |
| REWRITE       | 20         | 20         | 20.0        |
| START         | 8          | 8          | 8.0         |

Table 1: COBOL2Vec sentence types and their lengths.

5 Experiments

We trained our seq2seq autoencoder model on the Cobol2vec corpus for 50,000 iterations on a single NVIDIA V-100 GPU. For all our experiments we used the Adam optimizer with a learning rate of 0.001. We used the traditional 80/20 train/test split and empirically chose an embedding size of 512. We initialized the weights of all layers by drawing samples from a normal distribution $\mathcal{N}(0, 1)$. We chose to minimize the cross entropy loss between the source and target sequences and as a data augmentation we choose between using the next token in the target sequence as input and using the most likely token produced by the previous timestep with a probability of 0.5. We found that this stabilized the training loss and produced much more accurate results.
5.1 Discovering Structure in Code Embeddings

A parallel and important direction in our work is to discover structure inherent in the overall code embeddings. This structural information can then help developers to make decisions about prioritizing certain closely linked code modules over others when an old code-base is ported to a newer language.

In order to visualize the clusters of statements that belong closely together, we extracted the vector representations of all statements in the Cobol2Vec corpus by running our trained model on them. Instead of using t-SNE projection which does not always yield a good projection, we used UMAP [?] to project the vectors in 2-d space. This projection is shown in Figure 4. At a glance, this shows us a “map” of our corpus. To further facilitate the interpretation of this plot, we built an interactive plot that allows the user to identify which statements belong to what cluster by simply hovering anywhere in the plot. This tool paired with our projection is a powerful way for any user to identify parts of their code that are closely linked together. Furthermore, the information gained from our projection can also help identify “problematic” statements that may have vulnerabilities.

To further assist developers in identifying areas to focus on, we broadly categorized the cobol2vec corpus into 5 categories - conditional, data_manipulation, looping, i/o, kwds. Where kwds is for reserved keywords. We performed an agglomerative clustering on the pre-existing vectors and constructed a heatmap that depicts the correla-
tion of different type of statements with each other. The heatmap is shown in Figure 5 and shows a corpus level view of all-pair similarity between different statements in the corpus. The dendrograms on the top and left of the heatmap show the coarse-grained and fine-grained clusters discovered via average linking. In the case of Cobol2Vec corpus, the major clusters are conditional and the rest of the types form other cluster. Within that cluster, data manipulation forms one component and the looping and kwd form others. We believe that this kind of clustering is most helpful when the code corpus size is small.

5.2 Interpreting Attention

In our experiments we noticed a significant improvement in the performance of the network when we added an attention mechanism to our decoder. While it’s intuitive to understand how attention mechanism can help, we wanted to understand how precisely it helps the decoder make it’s output decisions. Figure 6 shows how much weight is given to each token during decoding. A darker color indicates that a higher weight is placed on the token.

```plaintext
IF DATA-ID NEXT SENTENCE ELSE MOVE SPACES TO DATA-ID IF DATA-ID MOVE STR TO DATA-ID ELSE MOVE DATA-ID TO DATA-ID END-IF PERFORM IDENTIFIER THRU IDENTIFIER END-IF.
CALL DATA-ID USING IDENTIFIER DATA-ID DATA-ID DATA-ID DATA-ID DATA-ID DATA-ID DATA-ID DATA-ID.
MOVE IDENTIFIER ( DATA-ID ) TO IDENTIFIER.
```

Figure 6: Attention on different tokens in code snippets.

In the first and third snippets, a higher weight is placed on the conditionals and the verb token respectively which makes sense since both these snippets are directing the compiler to take different actions based on the verb. However, in the second snippet the verb token gets a lower attention weight since it’s more important to decide what to call and where to store the result of the value. Our observations clearly show that attention helps the decoder to focus more on the tokens based on the context.

6 Conclusion

In this paper we have demonstrated an approach for learning a unique representation of old mainframe languages like COBOL. We designed an in house dataset and demonstrated that our hypothesis of treating code as a sequence of tokens rather than a bag of root to leaf paths is a valid one and showed that we can discover structure and retrieve closely related samples with our neural network.

This direction of research opens up interesting avenues for future work. First, it presents an opportunity to build deep neural networks for learning a representation of old mainframe languages with a hugely different syntax than modern languages. Second, it shows that code can be treated as a structured natural language and thus context plays a crucial role in deciding the performance of the algorithm. Thus, designing algorithms that engineer features from context is another interesting area of research.
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