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Abstract. Measurability with respect to ideals is tightly connected with absoluteness principles for certain forcing notions. We study a uniformization principle that postulates the existence of a uniformizing function on a large set, relative to a given ideal. We prove that for all σ-ideals \( I \) such that the ideal forcing \( P_I \) of Borel sets modulo \( I \) is proper, this uniformization principle is equivalent to an absoluteness principle for projective formulas with respect to \( P_I \) that we call internal absoluteness. In addition, we show that it is equivalent to measurability with respect to \( I \) together with 1-step absoluteness for the poset \( P_I \). These equivalences are new even for Cohen and random forcing and they are, to the best of our knowledge, the first precise equivalences between regularity and absoluteness beyond the second level of the projective hierarchy.

1. Introduction

The study of the connections between generic absoluteness and regularity properties has been a central theme in set theory in the past decades. For example, many results have appeared in work of Bagaria, Brendle, Halbeisen, Ikegami, Judah and others on regularity properties at the first levels of the projective hierarchy [2–5, 10, 12, 13, 16], see [1] for an overview of these results with background on generic absoluteness. Moreover, this is closely related to the work of Feng, Magidor and Woodin on universally Baire sets [9]. For example, Bagaria showed that \( \Sigma^1_3 \) absoluteness for Cohen forcing is equivalent to the Baire property for all \( \Delta^1_2 \) sets of reals [2].1 Analogously, \( \Sigma^1_3 \) absoluteness for Random forcing is equivalent to the statement that all \( \Delta^1_2 \) sets of reals are Lebesgue measurable [2].

The regularity property we study here is uniformization up to a small set, where “small” refers to being in some fixed ideal \( I \). This has, for example, already been considered by Solovay in [30, Theorem 1] for the ideal of meager sets and the ideal of null sets. Moreover, Shelah showed in [28] that projective uniformization up to a meager set holds in his model for “all sets of reals have the Baire property and CH fails” (that is obtained as a forcing extension of a ZFC model), see also [17]. Zapletal studied a more

---

1 See also [3, Section 5] and [13, Theorem 1.1].
general notion for ideals $I$ in the context of idealized forcing [35, Proposition 2.3.4]. Uniformization up to Ramsey-small sets also plays a crucial role in Schrittesser’s and Törnquist’s celebrated result on infinite maximal almost disjoint families [27].

In general, we define projective uniformization up to a small set as follows. It is the special case of the next definition where $\Gamma$ denotes the class of projective sets. We let $I$ always denote a $\sigma$-ideal on the Borel subsets of a Polish space $X$ that contains all singletons. By $P_I$ we denote the preorder $\text{mod } I$ on the $I$-positive Borel sets, i.e., those not in $I$. Moreover, let $p[R] = \{x \in X \mid \exists y \ (x,y) \in R\}$ denote the projection of a relation $R \subseteq X \times X$.

**Definition 1.1.** For any $\sigma$-ideal $I$ on a Polish space $X$ and any class $\Gamma$ of subsets of $X$, $\Gamma$-uniformization up to $I$ denotes the statement:

For any binary relation $R \in \Gamma$ on $X$ and for any Borel set $A \notin I$, there is a Borel subset $B \in I$ of $A$ such that either:

1. $B$ is disjoint from $p[R]$, or otherwise
2. $B$ is a subset of $p[R]$ and there is a Borel measurable function $f : B \to X$ whose graph is a subset of $R$.

The main result of this paper is that projective uniformization up to $I$ is equivalent to an absoluteness principle for the forcing $P_I$ for all $\sigma$-ideals $I$ such that $P_I$ is proper. More precisely, we consider a principle of *internal projective absoluteness* that postulates projective absoluteness between the universe and generic extensions of countable elementary submodels of some $H_\theta$. This is defined more formally in Definition 3.1 below. Variants of this notion for the class of all forcings were used in proofs in inner model theory, see [31, §5], and more recently for the class of all proper forcings in Neeman’s and Norwood’s triangular embedding theorem [23, Theorem 22]. Chan and Magidor implicitly use instances of internal projective absoluteness established through tree representations [7]. We rediscovered this principle for an application to selectors for ideals [22]. Moreover, it turns out that it is equivalent to a variant of universal Baireness for formulas (see Theorem 3.6).

We prove that in addition to internal absoluteness, also 1-step absoluteness together with $I$-measurability is equivalent to uniformization up to $I$.

**Definition 1.2** (Khomskii [20]). Let $I$ be a $\sigma$-ideal on a Polish space $X$ and let $A \subseteq X$. We say $A$ is $I$-measurable\(^2\) if for every Borel set $B \notin I$, there is some Borel set $C \notin I$ with $C \subseteq B$ and either $C \cap A = \emptyset$ or $C \subseteq A$.

To see that projective uniformization up to $I$ implies $I$-measurability for all projective sets, take a projective set $A$ and an arbitrary Borel set $B \notin I$ and apply uniformization up to $I$ to the characteristic function of $A$ restricted to $B$. For more details, see the proof of Theorem 4.2.

We can now state the main result of this article.

**Theorem 1.3.** The following statements are equivalent for all proper forcings $P_I$:

1. Internal projective $P_I$-absoluteness holds.
2. Projective uniformization holds up to sets in $I$.
3. 1-step $P_I$-absoluteness holds and all projective sets are $I$-measurable.

We will in fact prove a level-by-level version of this theorem, i.e., internal $\Sigma^1_n$ absoluteness is equivalent to uniformization of $\Sigma^1_n$ relations up to $I$ for all $n \geq 1$.

In the final part of this paper, we look at examples of this equivalence for Cohen and random forcing that lead to consistency strength results for internal projective

\(^2\)This is often called $I$-regular in the literature.
absoluteness for these forcing notions. Moreover, we briefly discuss the strength of internal projective absoluteness for the class of all forcings.

2. Uniformization

For the class of projective sets, the uniformization principle in Definition 1.1 coincides with the notion studied by Solovay [30, Theorem 1] and Shelah [28] for the ideal $I$ of meager sets. The latter states that any projective relation $R$ on $X$ with $p[R] = X$ can be uniformized by a Borel measurable function on a comeager set. More generally, we call a class $\Gamma$ of subsets of $X$ and its finite products sufficiently closed if $\Gamma$ is closed under images and preimages of projections, complements, finite unions, products and contains all singletons.

**Lemma 2.1.** Suppose that $\Gamma$ is sufficiently closed. Then $\Gamma$-uniformization up to $I$ is equivalent to its restriction to relations $R$ with $p[R] = X$.

**Proof.** Suppose that $R$ is a relation in $\Gamma$. We can assume there exists some $y_0 \in X$ such that $(x, y_0) \notin R$ for all $x \in X$, since we can otherwise replace $X$ with a larger space such as $X \times X$ and use that $\Gamma$ is closed under preimages of projections. Let $S = R \cup ((X \setminus p[R]) \times \{y_0\})$ and pick a Borel measurable uniformization $f : A \to X$ of $S$ up to $I$ for some Borel set $A \notin I$. Now split $A$ into the Borel sets $A_0 = f^{-1}[\{y_0\}]$ and $A_1 = f^{-1}[X \setminus \{y_0\}]$. Since $A \notin I$ and $I$ is an ideal, one of $A_0, A_1$ is not in $I$. This shows uniformization of $R$ up to $I$.

**Lemma 2.2.** Projective uniformization up to meager sets coincides with Solovay’s notion from [30, Theorem 1]. More generally, suppose that $\Gamma$ is sufficiently closed and $\mathbb{P}_I$ is c.c.c. Then $\Gamma$-uniformization up to $I$ is equivalent to the statement:

Any relation $R$ in $\Gamma$ with $p[R] = X$ can be uniformized by a Borel measurable function $f : A \to X$, where $A$ is a Borel set with $X \setminus A \in I$.

**Proof.** Suppose that $R$ is a relation in $\Gamma$. Construct a sequence $\langle X_\alpha, A_\alpha, f_\alpha \mid \alpha < \lambda \rangle$ for some countable ordinal $\lambda$ such that $A_\alpha \notin I$ is a Borel set, $X_\alpha = X \setminus \bigcup_{\beta < \alpha} A_\beta$, the graph of $f_\alpha : A_\alpha \to X$ is a subset of $R$ for all $\alpha < \lambda$, and $A_\alpha \cap A_\beta = \emptyset$ for all $\alpha < \beta < \lambda$. In step $\alpha$, define $f_\alpha$ by applying uniformization up to $I$ to $R$ and $X_\alpha$. Since $\mathbb{P}_I$ is c.c.c., we have $X_\lambda \in I$ for some countable ordinal $\lambda$. Then $f = \bigcup_{\alpha < \lambda} f_\alpha$ uniformizes $R$ on a set with complement in $I$. The converse follows from Lemma 2.1.

Uniformization up to small sets also plays a crucial role in Schrittesseer’s and Törnquist’s recent result on maximal almost disjoint families [27, Theorem 1.1]. For the ideal $I_R$ of Ramsey null sets, one can see that uniformization up to $I_R$ coincides with the conjunction of $I_R$-measurability and the principle $R$-Unif defined in [27, Section 2.3]. Their main result can be thus restated as follows: Assuming ZF + DC and uniformization up to $I_R$ for all sets of reals, there is no infinite maximal almost disjoint family.

In general, the uniformization principle in Definition 1.1 can be equivalently formulated as the conjunction of the conditions:

1. All sets of the form $p[A]$ for $A \in \Gamma$ are $I$-measurable.
2. If $R \in \Gamma$ is a relation and $A \notin I$ is a Borel subset of $p[R]$, then there is a Borel subset $B \notin I$ of $A$ and a Borel measurable function $f : B \to X$ whose graph is contained in $R$.

3. Internal Absoluteness

In this section we define and discuss internal absoluteness, the absoluteness principle that characterizes uniformization up to a small set. We will consider absoluteness for
projective formulas with real parameters. Similar notions have been defined in [31] and independently in [22].

**Definition 3.1 (Internal absoluteness).** Let $F$ be a class of forcing notions. We say *internal projective $F$-absoluteness* holds if and only if the following holds for any sufficiently large regular cardinal $\theta$ and a club of countable models $M \prec H_\theta$: if $P \in M \cap F$, $M$ is the transitive collapse of $M$ and $\bar{P}$ is the image of $P$ under the collapse, then for all $\bar{P}$-generic filters $g \in V$ over $M$,

$$M[g] \models \varphi(x) \iff H_\theta \models \varphi(x),$$

for every projective formula $\varphi$ and every real $x$ in $M[g]$.

We analogously define internal $\Sigma^n_1$ absoluteness for $n \geq 1$. For a notion of forcing $P$, we say that *internal projective $P$-absoluteness* holds if $F = \{P\}$ in the previous definition, and *internal projective absoluteness* if $F$ equals the class of all forcings. We will frequently use that one can replace $H_\theta \models \varphi(x)$ by $V \models \varphi(x)$ in the definition of internal absoluteness, since $\varphi$ is projective.

The rest of this section is devoted to general properties of the internal absoluteness principle. Before we argue that internal absoluteness is consistent from large cardinals, we want to remark that internal absoluteness for all forcings $P$ is related to the notion of being universally Baire. Before we give some details on this, we recall its definition.

**Definition 3.2 (Feng, Magidor, Woodin [9]).** A subset $A$ of a topological space $Y$ is *universally Baire* if $f^{-1}(A)$ has the property of Baire in any topological space $X$, where $f : X \to Y$ is continuous.4

The following equivalence provides a formulation of being universally Baire that has proven to be very useful in set theory, see also [15, Definition 32.21] or [26, Definition 8.6]. To state the equivalence, we need another definition.

**Definition 3.3.** Let $S$ and $T$ be trees on $\omega \times \kappa$ for some ordinal $\kappa$ and let $\lambda$ be an ordinal. We say $(S, T)$ is $\lambda$-*absolutely complementing* if

$$p[S] = \omega \setminus p[T]$$

in every $\text{Col}(\omega, \lambda)$-generic extension of $V$.

**Lemma 3.4.** [8, 9] A set of reals $A$ is universally Baire if and only if for every ordinal $\lambda$, there are $\lambda$-absolutely complementing trees $(S, T)$ with $p[S] = A$.

The above notions of internal absoluteness are closely connected to the following strengthening of being universally Baire.

**Definition 3.5.** For a forcing notion $P$ we say a formula $\varphi(v_0, v_1)$ is *treeable with respect to $P$* if and only if for every parameter $a \in V$ there are trees $S$ and $T$ such that in every $P$-generic extension $V[G]$ of $V$,

$$p[S] = \{x \in \omega \mid \varphi(x, a)\} \text{ and } p[T] = \{x \in \omega \mid \neg \varphi(x, a)\}.$$

Moreover, we say $\varphi(v_0, v_1)$ is *treeable* if it is treeable with respect to $P$ for all forcing notions $P$.

---

3 A formula is projective if its quantifiers range over reals.

4 Two definitions appear in [9], one with respect to all topological spaces and one with respect to topological spaces with a regular open basis, but no proof is provided that the two definitions are equivalent. See [8] for a proof. As a historical note, Menachem Magidor attributed the definition of universally Baire to Schilling and Vaught [23] in a discussion in 2019. However, the first explicit definition in the literature is to our knowledge due to Feng, Magidor and Woodin.
It is easy to see that if all projective formulas are treeable, then all projective sets are universally Baire. The converse is a well-known open question, see [9, Question 1, Section 6]. [9, Question 1, Section 6] also asks whether projective absoluteness follows from the statement that all projective sets are universally Baire. The converse was asked in [33, Introduction]. Internal absoluteness is a natural absoluteness principle that is equivalent to the statement that all projective formulas are treeable. See [31, Lemma 5.1] for a proof of the following theorem due to Steel and Woodin. Their proof in fact also shows the “local version” of this theorem, i.e., that internal projective $\mathbb{P}$-absoluteness holds if and only if all projective formulas are treeable with respect to $\mathbb{P}$.

**Theorem 3.6.** Internal projective absoluteness holds for $\mathbb{P}$ if and only if all projective formulas are treeable with respect to $\mathbb{P}$.

Many standard proofs for forcing generic absoluteness from large cardinals, as for example in [32], [25] or [23] also show that internal absoluteness is consistent from large cardinals. The reason is that they prove that the following property holds which, as we argue below, in turn implies internal absoluteness.

**Definition 3.7.** Let $W$ be an inner model and $\kappa$ a cardinal. The $\langle\kappa\rangle$-generics property over $W$ in $V$ of a forcing $\mathbb{P}$ is the following statement: For any $\mathbb{P}$-generic extension $V[G]$ of $V$ and any real $x \in V[G]$, there exist

1. a forcing $Q \in W$ with $|Q|^W < \kappa$ and
2. a $Q$-generic filter $H \in V[G]$ over $W$

such that $x \in W[H]$.

When $\kappa$ is clear from the context, we will also refer to the $\langle\kappa\rangle$-generics property as the small generics property.

**Lemma 3.8.** Suppose that $\kappa$ is inaccessible and $G$ is $\text{Col}(\omega,\langle\kappa\rangle)$-generic over $V$. If $\mathbb{P}$ has the $\langle\kappa\rangle$-generics property over $V$ in $V[G]$, then every projective formula $\varphi(v_0,v_1)$ is treeable in $V[G]$ with respect to $\mathbb{P}$.

**Proof.** Suppose that $\kappa$ is inaccessible and $G$ is $\text{Col}(\omega,\langle\kappa\rangle)$-generic over $V$. We are going to use the following standard claim about $\text{Col}(\omega,\langle\kappa\rangle)$-generic extensions of $V$.

**Claim 1.** Suppose that $\mathbb{P}$ is a forcing in $V$ of size $\langle\kappa\rangle$ in $V$, and $H$ is $\mathbb{P}$-generic over $V[G]$. Moreover, suppose that $Q$ is a forcing in $V$ of size $\langle\kappa\rangle$ in $V$ and $G_0$ is $Q$-generic over $V$. Then there is a $\text{Col}(\omega,\langle\kappa\rangle)$-generic filter $H_0$ over $V[G_0]$ with $\mathbb{R}^{V[G_0][H_0]} = \mathbb{R}^{V[G][H]}$.

Now suppose $\mathbb{P}$ has the $\langle\kappa\rangle$-generics property over $V$ and let $\varphi(v_0,v_1)$ be a projective formula. Let $a \in V$ be a parameter. We will construct a tree $S$ such that

\[ p[S] = \{x \in \omega \mid \varphi(x,a)\} \]

in every $\mathbb{P}$-generic extension of $V[G]$. The tree $T$ for $\neg\varphi(x,a)$ can then be defined analogously. We obtain the tree $S$ as a union of trees $S_{G_0,\sigma}$ for all forcings $Q \in V$ of size $\langle\kappa\rangle$ in $V$ and all $Q$-names $\sigma$ for reals. Here the tree $S_{Q,\sigma}$ is the canonical tree searching for a pair $(G_0,x)$, such that

1. $x$ is a real,
2. $G_0$ is a $Q$-generic filter over $V$,
3. $\sigma^{G_0} = x$, and
4. In $V[G_0]$, $1_{\text{Col}(\omega,\langle\kappa\rangle)} \Vdash \varphi(\sigma^{G_0},\bar{a})$.

See, for example, the proof of [31, Lemma 5.1] for a formal definition of a similar search tree.

**Claim 2.** $p[S] = \{x \in \omega \mid \varphi(x,a)\}$ holds in all $\mathbb{P}$-generic extensions of $V[G]$.
Proof. Let $H$ be $P$-generic over $V[G]$. Suppose that $(G_0, x)$ is a branch through the tree $S$, say it is a branch through $S_{\omega, \sigma}$. Then there is some $H_0$ as in Claim 1. Since $(G_0, x)$ is a branch through $S_{\omega, \sigma}$, we have $V[G_0][H_0] \models \varphi(x, a)$. As $\mathbb{R}^V[G_0][H_0] = \mathbb{R}^V[G][H]$, this implies $V[G][H] \models \varphi(x, a)$.

Conversely, suppose that $V[G][H] \models \varphi(x, a)$. Using the $<\kappa$-generics property for $P$ over $V$ in $V[G]$, we find some $\bar{Q} \in V$ of size $<\kappa$ in $V$ and some $Q$-generic filter $G_0 \in V[G][H]$ over $V$ with $x \in V[G_0]$. Let $\sigma$ be a $Q$-name for a real such that $\sigma^{G_0} = x$. Then $(G_0, x)$ is a branch through $S_{\omega, \sigma}$.

We can now finish the proof of Lemma 3.8 by analogously defining a tree $T$ such that 

$$ p[T] = \{ x \in \omega \omega \mid \neg \varphi(x, a) \} $$

holds in all $P$-generic extensions of $V[G]$. \qed

4. Proof of the main theorem

This section is devoted to the proof of Theorem 1.3. We first introduce some terminology. Fix a $\sigma$-ideal $I$ on the Borel subsets of an uncountable Polish space $X$. We can assume that $X$ equals the Cantor space $2^\omega$, since all uncountable Polish spaces are Borel isomorphic [19, Theorem 15.6]. Elements of $2^\omega$ can be identified with sets of natural numbers and are called reals. A generic filter $G$ over $V$ for the forcing $P_I$ adds a real $x \in X$ such that for every Borel set $B \subset X$ coded in the ground model, $B \in G$ if and only if $x \in B$ by [35, Proposition 2.1.2], and in particular $V[x] = V[G]$. We therefore call $x$ a $P_I$-generic real.

Suppose that $M$ is a $\omega$-model\(^5\) of $\text{ZFC}^-$ with $P_I \in M$ and

$$ \tau = \{(\bar{n}, p) \mid p \in A_n\} \in H_{\omega_1}^M $$

is a nice $P_I$-name for a real, where each $A_n$ is a countable antichain in $P_I$. If $g$ is a $P_I$-generic filter over $M$ that induces the $P_I$-generic real $x$, we write $\tau^x = \tau^g$. One can compute $\tau^y$ as follows. Define

$$ \tau^{(y)} = \{ n \in \omega \mid \exists p (\bar{n}, p) \in \tau \wedge y \in p \} $$

for arbitrary reals $y$. By the definition of $x$ from $g$, $\tau^x = \tau^{(x)}$. Moreover, the map sending any real $y$ to $\tau^{(y)}$ is Borel measurable, since $n \in \tau^{(y)} \iff y \in \bigcup A_n$ for all $n \in \omega$.

If $M$ is a countable $\omega$-model of $\text{ZFC}^-$ and $P_I \in M$, we will write $A_{P_I, M}$ for the set of $P_I$-generic reals over $M$. Note that

$$ A_{P_I, M} = \bigcap \{ \bigcup D \cap M \mid M \models \text{“} D \text{ is a dense subset of } P_I \text{”} \} $$

is Borel. From now on, assume that $P_I$ is proper. Following standard terminology, if $\theta > 2^{|P_I|}$ is regular, $M \prec H_\theta$ and $P_I \in M$, then a condition $B \in P_I$ is called $M$-generic if for every maximal antichain $A \in M$ in $P_I$, $A \cap M$ is predense below $B$ in $P_I$. $M$-generic conditions below $B \in P_I \cap M$ exist if and only if $A_{P_I, M} \cap B \notin I$ by [35, Proposition 2.2.2] and in this case $A_{P_I, M} \cap B$ is $M$-generic.

From now on, we will assume that $P_I$ is a forcing on the reals by working with Borel codes instead of Borel sets. Thus $P_I$ is the set of Borel codes for Borel sets $A \notin I$. However, we still use the notation “$x \in A$” when $x$ is a real and $A \in P_I$ (thus $A$ is a Borel code) to mean that $x$ is an element of the set coded by $A$. Note that in this set-up, conditions $A \in P_I$ and nice $P_I$-names in $H_{\omega_1}$ will not be moved by transitive collapses.

\(^5\)We only consider wellfounded models.
We shall use the following standard fact about proper forcings on the reals: for any $\mathbb{P}_I$-name $\sigma$ for a real and any $p \in \mathbb{P}_I$, there is a nice $\mathbb{P}_I$-name $\tau \in H_{\omega_1}$ and some $q \leq p$ with $q \forces \sigma = \tau$ (see e.g. [6, Proposition 2.11]).

We now proceed with the proofs. The following level-by-level equivalence strengthens the equivalence of (1) and (2) in Theorem 1.3.

**Lemma 4.1.** Let $n \geq 1$. The following statements are equivalent for all proper forcings $\mathbb{P}_I$:

1. Internal $\Sigma^1_n \mathbb{P}_I$-absoluteness.
2. $\Sigma^1_n$ uniformization up to $I$.
3. $\Pi^1_{n-1}$ uniformization up to $I$.

**Proof.** Write $\mathbb{P} = \mathbb{P}_I$.

(1) $\Rightarrow$ (2): Suppose that $R = \{(x, y) \mid \varphi(x, y)\}$ is a relation on $2^\omega$, where $\varphi(x, y)$ is a $\Sigma^1_n$-formula with an additional parameter that we take to be interpreted by a fixed real $x_0$, but it is suppressed to simplify the notation. In more detail, one could work with a $\Sigma^1_n$-formula $\chi(x, y, z)$ with $R = \{(x, y, x_0) \mid \chi(x, y, x_0)\}$. As we mentioned above, we shall identify elements of $2^\omega$ with sets of natural numbers. Fix some $A \in \mathbb{P}$ and take a countable $M \prec H_\theta$ as in (1) that witnesses properness of $\mathbb{P}$ with $A, x_0 \in M$. Let $\tilde{M}$ denote its transitive collapse and let $\bar{\mathbb{P}}$ denote the image of $\mathbb{P}$. In $\tilde{M}$, let $\sigma$ be a name for the $\bar{\mathbb{P}}$-generic real. We have two cases:

**Case 1.** There exists some $B \subseteq A$ with $B \Vdash \exists y \, \varphi(\sigma, y)$. In this case, $C := A_{\bar{\mathbb{P}}, \tilde{M}} \cap B \subseteq \{x \mid \exists y \varphi(x, y)\}$, so $C$ is disjoint from $p[R]$. Since $C \notin I$ by properness, $C$ is as required.

**Case 2.** There exists some $B \subseteq A$ with $B \Vdash \exists y \, \varphi(\sigma, y)$. By fullness, there is a nice name $\tau \in \tilde{M}$ with $B \Vdash \varphi(\sigma, \tau)$. We can assume that $\tau \in H_{\omega_1}$ by strengthening $B$ using the standard fact above (since $\mathbb{P}$ is assumed to be a forcing on the reals). We further have $C := A_{\bar{\mathbb{P}}, \tilde{M}} \cap B \notin I$, since $\mathbb{P}$ is proper. Now for any $x \in C$, $M[x] \models \varphi(x, \tau(x))$ and hence $H_\theta \models \varphi(x, \tau(x))$ and $V \models \varphi(x, \tau(x))$ by (1). Therefore the graph of the function $f : C \to 2^\omega$ defined by $f(x) = \tau(x)$ is a subset of $R$. As noted above, $f$ is Borel measurable as required.

The implication (2) $\Rightarrow$ (3) is clear.

(3) $\Rightarrow$ (1): Fix a large regular $\theta$ and a countable $M \prec H_\theta$ with $\mathbb{P} \in M$. Let $\tilde{M}$ denote the transitive collapse of $M$ and let $\bar{\mathbb{P}}$ be the image of $\mathbb{P}$ under the collapse. Let $\tau \in H^M_{\omega_1}$ be a nice name for a real. For (1), it suffices to show the implication

$$V \models \psi(\tau^\theta) \implies \tilde{M}[g] \models \psi(\tau^\theta)$$

for all $1 \leq i \leq n$, $\bar{\mathbb{P}}$-generic filters $g \in V$ over $\tilde{M}$ and formulas $\psi(x) = \exists y \varphi(x, y)$, where $\varphi$ is $\Pi^1_{i-1}$. We show this implication by induction on $i$. Note that the converse follows from the inductive hypothesis for $\neg \varphi$. The case $i = 1$ follows from $\Sigma^1_1$ absoluteness. Assume $i \geq 2$.

Let $R := \{(x, y) \mid \varphi(\tau^\theta(x), y)\}$. For a formula $\theta(x)$ and a nice name $\sigma$ for a real, write $S_{\theta, \sigma} = \{x \in 2^\omega \mid \theta(\sigma(x))\}$.

There are by (3) densely many $A \in \bar{\mathbb{P}}$ with the properties:

(a) $A \subseteq S_{\theta, \tau}$ or $A \subseteq 2^\omega \setminus S_{\theta, \tau}$, and

(b) there is a Borel measurable function $f : A \to X$ whose graph is a subset of $R$.

---

$^6$By fullness, we mean that if an existential statement is forced, then this is witnessed by a name.
Now suppose that $x$ is $\mathbb{P}$-generic over $\bar{M}$ and $V \models \psi(\tau^x)$. Pick some $A$ with (a) and (b) such that $x \in A$. Since $V \models \psi(\tau(x))$, $x \in S_{\psi, \tau}$ and hence $A \subseteq S_{\psi, \tau}$ by (a). Pick a Borel measurable function $f: A \to X$ that uniformizes $R$ by (b). Since $x \in A$, we have $V \models \varphi(\tau^x, f(x))$. By the inductive hypothesis, $M[x] \models \varphi(\tau^x, f(x))$. Hence $M[x] \models \psi(\tau^x)$ as required. \hfill \Box

Now we are ready to prove Theorem 1.3. We will show the stronger level-by-level version:

**Theorem 4.2.** Let $n \geq 1$. The following statements are equivalent for all proper forcings $\mathbb{P}_1$:

1. Internal $\Sigma^1_n$ $\mathbb{P}_1$-absoluteness.
2. $\Sigma^1_n$ uniformization up to sets in $I$.
3. $\Pi^1_{n-1}$ uniformization up to sets in $I$.
4. 1-step $\Sigma^1_{n+1}$ $\mathbb{P}_1$-absoluteness and $I$-measurability of all $\Sigma^1_n$ sets.

**Proof.** Write $\mathbb{P} = \mathbb{P}_1$. The equivalence of (1), (2) and (3) was shown in Lemma 4.1.

(1) $\Rightarrow$ (4): Take $\theta$ and $M \prec H_\theta$ as in the definition of internal $\Sigma^1_n$ $\mathbb{P}_1$-absoluteness. Let $\bar{M}$ be the transitive collapse of $M$ and let $\bar{\mathbb{P}}$ be the image of $\mathbb{P}$ under the collapse. For 1-step $\Sigma^1_{n+1}$ $\mathbb{P}_1$-absoluteness, it suffices to have $M \prec_{\Sigma^1_{n+1}} M[g]$ for any $\bar{\mathbb{P}}$-generic filter $g \in V$ over $\bar{M}$. To see that this suffices, note that if $p$ forces a $\Sigma^1_{n+1}$-statement over $\bar{V}$, it also forces this over models $\bar{M}$ as above. Let $g$ be $\bar{\mathbb{P}}$-generic over $\bar{M}$ with $p \in g$. The statement then holds in $\bar{M}$ and thus in $V$. Returning to the proof of $\bar{M} \prec_{\Sigma^1_{n+1}} \bar{M}[g]$, take any $\Pi^1_n$ formula $\varphi(x, y)$ with additional parameters in $\bar{M}$, let $\psi(x)$ denote the formula $\exists y \varphi(x, y)$ and suppose that $\bar{M}[g] \models \psi(x)$, where $x \in \bar{M}$ is a real. Then $V \models \psi(x)$ holds by internal $\Sigma^1_n$ $\bar{\mathbb{P}}$-absoluteness applied to $\bar{M}$, $\varphi$ and a witness $y$ for $\varphi$ in $\bar{M}[g]$. Since $\bar{M} \prec H_\theta$, we have $\bar{M} \models \psi(x)$ as required.

It remains to show that any $\Sigma^1_n$ set $A$ is $I$-measurable. Recall that (1) $\Rightarrow$ (2) by Lemma 4.1. By (2) applied to the relation $A \times \{0\}$, we have two cases. In the first case, there exists an $I$-positive set $B$ disjoint from $A$. In the second case, there exists an $I$-positive set $B$ and a Borel measurable subfunction $f: B \to 2^\omega$ of $A \times \{0\}$. Then $B \subseteq A$.

(4) $\Rightarrow$ (1): Take some $M \prec H_\theta$ witnessing properness and let $\bar{M}$ denote the transitive collapse of $M$. Let $\bar{\mathbb{P}}$ denote the image of $\mathbb{P}$ under the transitive collapse. Let $\sigma \in M$ be a nice $\bar{\mathbb{P}}$-name for a real and $\bar{\sigma}$ its image under the collapse. Take any $\Sigma^1_n$ formula $\varphi(x)$ with additional parameters in $\bar{M}$. Suppose that $x$ is a $\bar{\mathbb{P}}$-generic real over $\bar{M}$. For (1), it suffices to show:

$$M[x] \models \varphi(\bar{\sigma}^x) \iff V \models \varphi(\bar{\sigma}^x).$$

We first prove two general claims. Suppose that $\tau \in H_{\omega_1}$ is a nice name for a real. Recall that $S_{\varphi, \tau} = \{x \in 2^\omega \mid \varphi(\tau(x))\}$ from the proof of Lemma 4.1. Call a set $A \subseteq \mathbb{P}$ $\tau$-decisive if $\tau \in H_{\omega_1}$ is a nice name for a real, $A \models \sigma = \tau$ and either $A \subseteq S_{\varphi, \tau}$ or $A \subseteq 2^\omega \setminus S_{\varphi, \tau}$. Call $A$ decisive if it is $\tau$-decisive for some $\tau$.

**Claim 1.** The set of decisive $A \subseteq \bar{\mathbb{P}}$ is dense.

**Proof.** Since $\mathbb{P}$ is a proper forcing on the reals, the set of $A \in \mathbb{P}$ such that $A \models \sigma = \tau$ holds for some nice name $\tau \in H_{\omega_1}$ is dense. For any such $\tau$, the set $\bar{S}_{\varphi, \tau} = \{x \in \omega^\omega \mid \varphi(\tau(x))\}$ is $\Sigma^1_1$ and hence $I$-measurable by (4). Therefore, there is some $B \subseteq A$ with either $B \subseteq \bar{S}_{\varphi, \tau}$ or $B \subseteq \omega^\omega \setminus \bar{S}_{\varphi, \tau}$ as required. \hfill \Box

**Claim 2.** If $A \in M$ is $\tau$-decisive for some $\tau \in M$, then:

(a) If $A \subseteq \bar{S}_{\varphi, \tau}$, then $A \models \varphi(\tau)$.
(b) If $A \subseteq \omega^\omega \setminus \bar{S}_{\varphi, \tau}$, then $A \models \neg \varphi(\tau)$. 


Proof. Recall that the elements of $\mathbb{P}$ are Borel codes. In particular, conditions $A \in \mathbb{P}$ and nice $\mathbb{P}$-names in $H_{\omega_1}$ are not moved in the transitive collapse of $M$.

(a): Towards a contradiction, suppose that $A \not\models \varphi(\tau)$. Since $M \cong M \prec H_\theta$, we have $A \not\models M \varphi(\tau)$. Hence there is some $B \leq A$ in $M$ with $B \models M \neg \varphi(\tau)$. Then $\exists x \in B \left(\neg \varphi(\tau(x))\right)$ holds in any $\mathbb{P}$-generic extension of $M$ by a filter containing $B$. By 1-step $\Sigma^{1}_{n+1}$ $\mathbb{P}$-absoluteness by (4), $M \models \exists x \in B \left(\neg \varphi(\tau(x))\right)$. Since $M \cong M \prec H_\theta$, we have $V \models \exists x \in B \left(\neg \varphi(\tau(x))\right)$. But this contradicts $B \subseteq A \subseteq S_{\varphi,\tau}$ (here we identify $A$ and $B$ with the Borel sets which they code).

(b): An argument analogous to (a) works. The roles of $\varphi$ and $\neg \varphi$ are switched and 1-step $\Sigma^1_n$ $\mathbb{P}$-absoluteness by (4) is used. \qed

We can now prove the theorem with the help of the previous claims. Recall that $x$ is $\mathbb{P}$-generic over $M$. By Claim 1 applied in $M$, there exists some decisive $A$ in $M$ with $x \in A$. Since $M \cong M \prec H_\theta$, there is some $\tau \in M$ such that $A$ is $\tau$-decisive. We first claim that $\sigma^x = \tau^x = \tau(\omega)$. To see this, note that $A \models \sigma = \tau$, since $A$ is $\tau$-decisive. Since $M \cong M \prec H_\theta$, we then have $A \models M \sigma = \tau$. Since $x \in A$, $A$ is in the filter induced by $x$.

Hence $\sigma^x = \tau^x$. We further have $\tau^x = \tau(\omega)$, since $x$ is $\mathbb{P}$-generic over $M$.

It thus suffices to show:

$$\overline{M}[x] \models \varphi(\tau^x) \iff V \models \varphi(\tau(x)).$$

To see this, consider the two cases in Claim 2. First suppose that $A \subseteq S_{\varphi,\tau}$. We have $\overline{M}[x] \models \varphi(\tau^x)$, since $A \models \varphi(\tau)$ holds by Claim 2 and therefore $A \models M \varphi(\tau)$ using $\overline{M} \cong M \prec H_\theta$. Moreover, $V \models \varphi(\tau(x))$ since $x \in A \subseteq S_{\varphi,\tau}$. Finally, suppose that $A \not\subseteq \omega^x \setminus S_{\varphi,\tau}$. Similar to the previous case, we have $\overline{M}[x] \models \neg \varphi(\tau^x)$ and $V \models \neg \varphi(\tau(x))$. \qed

5. Consistency strength and examples

We round off this paper by some remarks of the consistency strength of the statements shown to be equivalent in Theorem 1.3. More precisely, we consider the strength of internal projective absoluteness, first for the class of all forcings and then for the specific examples of Cohen forcing and random forcing.

5.1. The strength of internal projective absoluteness. Woodin proved that 2-step projective absoluteness (for the class of all forcings) holds in generic extensions collapsing certain large cardinals. More precisely, he showed that if $\kappa_1 < \cdots < \kappa_n$ are strong cardinals, then 2-step $\Sigma^{1}_{n+3}$ generic absoluteness holds in $\text{Col}(\omega, 2^{\omega^\alpha})$-generic extensions, see [31, Corollary 4.7]. Wilson [32] improved Woodin’s result by showing that 2-step $\Sigma^{1}_{n+3}$ generic absoluteness already holds in $\text{Col}(\omega, 2^{\omega^\alpha})$-generic extensions of the universe. Woodin’s argument shows in fact that internal projective absoluteness can be forced from infinitely many strong cardinals. More precisely, if $\lambda$ is a limit of strong cardinals, then internal projective absoluteness holds in $V[G]$ where $G$ is a $\text{Col}(\omega, \lambda)$-generic filter over $V$. In addition, local versions of this result hold analogous to [31, Corollary 4.7] and [32, Theorem 1.1] for 2-step projective generic absoluteness.

Recall that for a class $\mathbb{F}$ of forcings given by a definition without parameters, 2-step absoluteness states that for any forcing $\mathbb{P}$ in $\mathbb{F}$, any $\mathbb{P}$-name $\dot{Q}$ for a forcing in $\mathbb{F}$ and any $\mathbb{P} \ast \dot{Q}$-generic filter $G \ast H$ over $V$, $V[G]$ and $V[G \ast H]$,

$$V[G] \models \varphi(x) \iff V[G \ast H] \models \varphi(x)$$

holds for every projective formula $\varphi(\tau_0)$ and every real $x \in V[G]$. We further define relative projective absoluteness to hold for $\mathbb{F}$ if for all generic extensions $V[G]$ and $V[H]$ for forcings in $\mathbb{F}$ with $V[G] \subseteq V[H]$, $V[G]$ and $V[H]$,

$$V[G] \models \varphi(x) \iff V[H] \models \varphi(x)$$
holds for every projective formula \( \varphi(v_0) \) and every real \( x \in V[G] \).

These two notions are clearly equivalent if \( F \) is closed under 2-step iterations and quotients, i.e., for any two generic extensions \( V[G] \) and \( V[H] \) of \( V \) by forcings in \( F \) with \( V[G] \subseteq V[H] \), \( V[H] \) is itself a generic extension of \( V[G] \) by a forcing in \( F \). This is the case for Cohen forcing and random forcing (see [4, Lemma 3.2.8] and [18]).

It is easy to see that internal projective absoluteness implies relative projective absoluteness.

**Lemma 5.1.** For any class \( F \) of forcing notions, internal projective \( F \)-absoluteness implies relative projective absoluteness for forcings in \( F \).

**Proof.** Take any countable \( \dot{M} \cong M \prec H_\theta \) witnessing internal projective absoluteness. It suffices to show that relative projective absoluteness holds for generic extensions of \( \dot{M} \) via forcing notions in the transitive collapse of \( F \cap M \). To this end, suppose that \( P, Q \in \dot{M} \) are such forcing notions, \( g \) is \( P \)-generic over \( M \) and \( h \) is \( P \)-generic over \( M \) with \( M[g] \subseteq M[h] \). Let \( \varphi(v) \) be a projective formula and \( x \in M[g] \) some real. Then

\[
\dot{M}[g] \models \varphi(x) \iff H_\theta \models \varphi(x) \iff \dot{M}[h] \models \varphi(x),
\]

by internal projective absoluteness applied to \( \dot{M}[g] \) and \( \dot{M}[h] \).

Lemma 5.1 together with a result by Hauser, see [11], yields the following fact.

**Fact 5.2.** Internal projective absoluteness for the class of all forcings implies the existence of an inner model with infinitely many strong cardinals.

Therefore, the consistency strength of internal projective absoluteness is exactly \( \omega \) strong cardinals.

5.2. Cohen forcing. In this section we look more closely at internal projective absoluteness for Cohen forcing. Is is not hard to see that internal projective \( \mathbb{C} \)-absoluteness, where \( \mathbb{C} \) denotes Cohen forcing, does not follow from projective Cohen 2-step absoluteness.

**Lemma 5.3.** Internal projective \( \mathbb{C} \)-absoluteness does not follow from projective 2-step absoluteness for \( \mathbb{C} \).

**Proof.** We will use the following well-known claim. We include a proof for the reader’s convenience.

**Claim 1.** Suppose that \( \dot{M} \) is an inner model of \( V \) and \( R = 2^n \cap M \neq 2^\omega \). If \( R \) has the property of Baire, then it is meager.

**Proof.** First fix some notation. Write \((x + y)(i) = x(i) + y(i) \mod 2\) for \( x, y \in 2^n \) and \( x + Y = \{x + y \mid y \in Y\} \) for \( x \in 2^n \) and \( Y \subseteq 2^n \). Let \( R \) and \( M \) be as in the statement of the claim and suppose that \( R \) is not meager. Since \( R \) has the property of Baire, there is some \( t \in 2^{\omega_1} \) such that \( R \cap N_t \) is comeager in \( N_t \), where \( N_t = \{ s \in 2^{\omega_1} \mid s \ extends \ t \} \). Let \( x \in N_{0|t} \setminus R_t \), in particular \( x \neq 0 \). Then \( R \cap N_t \) and \( x \cup (R \cap N_t) \) are disjoint as if \( y \in (R \cap N_t) \cap (x \cup (R \cap N_t)) \) then there is some real \( z \in R \cap N_t \) such that \( y = x + z \). But then \( x = y + z \in R \) as \( R = 2^n \cap M \) and hence closed under addition. This contradicts our choice of \( x \notin R \). Note that \( x \cup (R \cap N_t) \) is comeager in \( N_t \) as \( R \cap N_t \) is comeager in \( N_t \), \( + \) is a homeomorphism and \( 0^n \) is a subsequence of \( x \). But this contradicts the fact that \( R \cap N_t \) and \( x \cup (R \cap N_t) \) are disjoint subsets of \( N_t \).

It is well-known that the set of ground model reals is not meager in \( \text{Add}(\omega, \omega_1) \)-generic extensions, see [21]. Therefore, using the claim, the set of ground model reals in \( \text{Add}(\omega, \omega_1) \)-generic extensions cannot have the property of Baire. Recall that by
Theorem 1.3 and the remark before the statement of Theorem 1.3 in the introduction, internal projective $\mathcal{C}$-absoluteness implies that all projective sets have the property of Baire. See also [22, Lemma 5.7] for a direct proof of this fact. So no non-trivial $\text{Add}(\omega, \omega_1)$-generic extension of $L$ satisfies internal projective $\mathcal{C}$-absoluteness as the set of ground model reals is projective if the ground model is $L$. In addition, it is easy to see that projective Cohen 2-step absoluteness holds in these generic extensions.

Using the claim in the previous proof, we can obtain some additional consequences of internal projective $\mathcal{C}$-absoluteness. It implies, for example, that for any real $x$, $L[x]$ is meager and there is a Cohen real over $L[x]$. Moreover, it implies by [34, Lemma 4] that if $\omega_1 = \omega_1^L$, there is a real $x$ such that there is no random real over $L[x]$.

Nevertheless, internal projective $\mathcal{C}$ can be forced over a $\text{ZFC}$ model. For example, it holds by Theorem 1.3 in Shelah’s model for uniformization up to a meager set [17, 28].

5.3. Random forcing. In this section, we discuss the consistency strength of internal projective $\mathbb{P}$-absoluteness for random forcing $\mathbb{P}$. Recall that 2-step absoluteness for random forcing can be forced over $\text{ZFC}$; it holds, for example, in a generic extension by the random algebra for uncountably many generators. But by Theorem 1.3, internal projective $\mathbb{P}$-absoluteness implies that all projective sets of reals are Lebesgue measurable. In particular, an inaccessible cardinal is a consistency strength lower bound for internal projective $\mathbb{P}$-absoluteness. Theorem 1.3 combined with results of Solovay show that this lower bound is optimal: Internal projective $\mathbb{P}$-absoluteness is equivalent to projective uniformization up to a null set. Solovay showed that in his famous model after collapsing an inaccessible cardinal projective uniformization up to a null set holds [29]. We summarize this discussion in the following lemma.

**Lemma 5.4.** The consistency strength of internal projective $\mathbb{P}$-absoluteness is an inaccessible cardinal. In particular, internal projective $\mathbb{P}$-absoluteness does not follow from projective 2-step absoluteness for $\mathbb{P}$.

6. Open questions

We close this paper with two questions about projective uniformization up to small sets. In Solovay’s model projective uniformization holds up to meager sets and up to null sets. This raises the next question.

**Question 6.1.** In Solovay’s model, does projective uniformization up to $I$ hold for every $\sigma$-ideal $I$ such that $\mathbb{P}_I$ is proper?

As uniformization up to $I$ implies $I$-measurability, this would imply a positive answer to the question whether all sets are $I$-measurable in Solovay’s model. This was asked by Khomskii, Ikegami and others (see [14, Question 6.3]).

We have seen in Lemma 5.3 that internal projective absoluteness for Cohen forcing does not follow from 2-step projective Cohen absoluteness. In terms of regularity properties, it is natural to conjecture that projective uniformization up to a meager set does not follow from the fact that all projective sets have the property of Baire. Surprisingly, this is open.

**Question 6.2.** Does the Baire property for all projective sets of reals imply projective uniformization up to meager sets?

Shelah has shown that both the Baire property for all projective sets and projective uniformization up to meager set are consistent relative to $\text{ZFC}$ [17, 28]. He produced two different models for this and it is not clear whether, for example, projective uniformization up to a meager set fails in his first model for the Baire property.

---

[7] An answer is claimed in [20, Proposition 2.2.8], but Ikegami found a gap [14, Section 6].
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