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Abstract: In practice, many medical domain datasets are incomplete, containing a proportion of incomplete data with missing attribute values. Missing value imputation can be performed to solve the problem of incomplete datasets. To impute missing values, some of the observed data (i.e., complete data) are generally used as the reference or training set, and then the relevant statistical and machine learning techniques are employed to produce estimations to replace the missing values. Since the collected dataset usually contains a certain number of feature dimensions, it is useful to perform feature selection for better pattern recognition. Therefore, the aim of this paper is to examine the effect of performing feature selection on missing value imputation of medical datasets. Experiments are carried out on five different medical domain datasets containing various feature dimensions. In addition, three different types of feature selection methods and imputation techniques are employed for comparison. The results show that combining feature selection and imputation is a better choice for many medical datasets. However, the feature selection algorithm should be carefully chosen in order to produce the best result. Particularly, the genetic algorithm and information gain models are suitable for lower dimensional datasets, whereas the decision tree model is a better choice for higher dimensional datasets.
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1. Introduction

In many real-world medical domain problems, the datasets collected for data mining purposes are usually incomplete, containing missing (attribute) values or missing data, such as pulmonary embolism data [1], DNA microarray data [2], metabolomics data [3], cardiovascular disease data [4], lung disease data [5], food composition data [6], traffic data [7], and other medical data [8].

Many data mining and machine learning algorithms used in the data mining process are not able to effectively analyze incomplete datasets. In addition, directly using incomplete datasets for the purpose of data analysis can have a significant effect on the final conclusions that are drawn from the data [9].

There are a number of different techniques that can be used to deal with missing values, such as case deletion, mean substitution, and model-based imputation, to name a few [10–12]. Among them,
the simplest solution is based on case deletion (or listwise deletion), in which data containing missing values are deleted. However, it is problematic when missing data are not random or the missing rate for the whole dataset is larger than a certain value, for example 10% [11,13].

Model-based imputation methods using machine learning techniques have been shown to outperform many other statistical techniques [14–19]. In general, these types of model-based imputation methods are based on machine learning techniques and involve training using a set of complete data to produce estimations to replace the missing values in an incomplete dataset.

However, since a collected (incomplete) dataset must contain a number of features (i.e., input variables) to represent the data, it is likely that some of the features will not be representative, which can affect the discriminatory power of the data mining algorithms. In other words, redundant and irrelevant features or unwanted features from the collected dataset must be filtered out; otherwise the mining performance will be affected. This situation could be even worse when ultra-high or hyperdimensional datasets containing a very large number of features are used, which is called the curse of dimensionality [20].

For the purpose of missing value imputation, performing feature selection over the observed data to filter out unrepresentative features could make the imputation process more efficient, since some of the missing features, which may be regarded as unrepresentative, are not required for imputation. Moreover, feature selection is able to make the imputation model trained by the lower dimensional observed data provide better estimations for the rest of the missing features.

In literature, several studies have focused on this issue [21,22]. However, since feature selection methods can be classified into filter, wrapper, and embedded methods [23], none of them consider all three types of methods for missing value imputation, especially for medical datasets. Additionally, the numbers of features in their chosen datasets are also very small (i.e., 13 to 105 and 6 to 9).

Therefore, the research objective in this study is to examine the effects of performing three types of feature selection methods on model-based missing value imputation over different medical domain datasets. For feature selection, three different types of feature selection methods are employed; information gain (IG) as the filter-based method, genetic algorithm (GA) as the wrapper-based method, and decision tree (DT) as the embedded-based method. In addition, three popular machine learning techniques are used for the imputation process, namely the k-nearest neighbor (k-NN), multilayer perceptron (MLP), and support vector machine (SVM) approaches.

The contribution of this paper is two-fold. First, the effect of performing feature selection on missing value imputation is examined for various domain problems. Second, the best combinations of feature selection and imputation methods are identified for datasets with different dimensionality scales.

The rest of this paper is organized as follows. A review of the related literature is given in Section 2, including the types of missing values and the missing value imputation process. Section 3 describes the experimental procedure, Section 4 presents the experimental results, and some conclusions are provided in Section 5.

2. Literature Review

2.1. Types of Missing Values

According to [9], there are three types of missing values or missing data mechanisms: missing completely at random (MCAR), missing at random (MAR), and missing not at random (MNAR).

In MCAR, the missing values occur entirely at random, which means that the data are missing independently of both observed and unobserved data. As an example of two attributes, represented by $x$ and $y$, missing value $y$ neither depends on $x$ nor $y$. In MAR, whether a data point is missing or not is not related to the missing data, but rather related to some of the observed data; that is, given the observed data, data are missing independently of the unobserved data. For example, the missing value $y$ depends on $x$ but not $y$. In MNAR, the probability of a missing value depends on the variable that is missing.
Although real world data are rarely MCAR, it has often been assumed in past studies that the data are MCAR or MAR. However, for MNAR data, imputation methods that assume MAR data can often produce only small biases, and this depends on how well a MAR mechanism can approximate the MNAR mechanism.

2.2. Missing Value Imputation

According to [24–26], the methods to deal with incomplete data containing missing values can be classified into three categories, which are case deletion, learning without handling of missing values, and missing value imputation. In case deletion, which is the simplest method, the data with missing values are removed from the original incomplete dataset to make it become a complete dataset. For the learning methods that do not involve handling of missing values, some learning techniques can be employed, such as Bayesian networks [27] and cost-sensitive decision trees [28].

On the other hand, missing value imputation can be broadly classified into single imputation and multiple imputation methods. In the single imputation methods, the focus is on substituting each missing value, which is done using a statistical method, such as the mean and mode technique. In addition, there are several machine-learning-based techniques, such as the k-nearest neighbor [29,30], multilayer perceptron [14], and support vector machines [31] techniques, which can be used to estimate the missing values. However, these can lead to biased estimates of variances and covariances (i.e., underestimation of standard error) [32].

Multiple imputation methods are aimed at solving the limitations of single imputation methods so that each missing value is replaced by two or more acceptable values, which represent a distribution of possibilities. One representative method is the least absolute shrinkage and selection operator (LASSO), which is a regression analysis method that performs variable selection and prediction [33]. It has been modified for specific domain problems, such as medical data [34] and high-dimensional data [35]. However, there are limitations in that the computational complexity is larger than for single imputation methods, and different estimations produced to replace a specific missing value may be very different, which can lead to the situation where different values are obtained from the same data using the same method at different times [32]. Therefore, the research objective of this paper is to examine the feature selection effect on single imputation methods, especially by three widely used machine learning methods —MLP, KNN, and SVM.

2.3. Feature Selection

Feature selection can be defined as a process of selecting a subset of relevant features (or variables) from a given dataset. Since real-word datasets usually contain some features that are either redundant or irrelevant, they can be removed without incurring much loss of information [36,37]. In other words, feature selection can be regarded as a special case of dimensionality reduction, which aims to reduce the number of random variables under consideration by obtaining a set of principal variables. In particular, the difference between feature selection and dimensionality reduction is that the set made by dimensionality reduction does not have to be a subset of the original set of features. For principal component analysis, new synthetic features are made from a linear combination of the original ones, and the less important ones are discarded.

In general, feature selection algorithms can be classified into three types of methods—filter, wrapper, and embedded methods [36]. One major type of filter method used to select important features is based on ranking techniques. Specifically, the input features are scored via a suitable ranking criterion and features that fall below a certain threshold are removed. Many statistical techniques belong to the filter type of method, including information gain and stepwise regression.

The wrapper methods are based on using a predictor (or learning model) as the objective function to evaluate different feature subsets. The best feature subset is chosen, which is the one that can make the predictor produce the highest accuracy rate. Evolutionary compaction techniques, such as the
genetic algorithm and particle swarm optimization methods, have recently gained much attention and shown some success [38,39]. The representative wrapper methods are the genetic algorithm and particle swarm optimization methods. However, the wrapper methods have a large computational cost for model training and in searching for the best subset. The embedded methods perform feature selection during the model learning process [39–41]. In other words, feature selection is incorporated into the classifier training process. Specifically, embedded methods not only measure the relations between the input features and the output features, but also search for features that allow better classification accuracy. One representative embedded method is the decision tree model, where the constructed tree contains a number of selected features (i.e., decision nodes) that can distinguish well between different classes (i.e., leaf nodes). Besides decision trees, there are some other types of embedded feature selection methods, such as \( l_1 \)-regularization techniques, including LASSO (least absolute shrinkage and selection operator) [33] and \( l_1 \)-SVM (L1-norm SVM) [42], and memetic algorithms [43].

3. Research Methodology

3.1. Combination of Feature Selection and Missing Value Imputation

The process combining feature selection and missing value imputation is illustrated in Figure 1. The incomplete \( M \) dimension dataset \( D \) is composed of training and test sets, denoted by \( D_{tr} \) and \( D_{te} \), respectively. For feature selection, \( D_{tr} \) contains a number of complete (i.e., \( D_{complete} \)) and incomplete (i.e., \( D_{incomplete} \)) data samples. The feature selection step is performed on the \( D_{complete} \) subset, leading to a new subset that contains \( N \) dimensions (where \( N < M \)), denoted as \( D_{complete}' \). It should be noted that the feature selection process only considers the data in \( D_{complete} \), since each of these data contains no missing attribute values, which allow feature selection algorithms to successfully select a subset of representative features. However, the issue of whether \( D_{complete} \) represents the population is beyond the scope of this paper. Next, the \( D_{incomplete} \) subset is also reduced to the same \( N \) dimensional subset, denoted as \( D_{incomplete}' \).

For missing value imputation, the \( D_{complete}' \) subset is used to construct a learning model. For the example of imputing the missing value of the \( i \)-th feature (\( i = 1, 2, \ldots, N \)) in \( D_{incomplete}' \), the learning model is trained by the data samples of \( D_{incomplete}' \), where the \( i \)-th feature of \( D_{incomplete}' \) is used as the output feature and the rest of the features are the input features. Then, estimations are produced by the model to replace the missing values in the \( D_{incomplete}' \) subset.

The same process is performed over the testing set \( D_{te} \). That is, the \( M \) dimensional testing set \( D_{te} \) is reduced to the \( N \) dimensional testing set, denoted by \( D_{te}' \). Next, missing value imputation
is performed by the learned model trained by $D_{\text{complete}}$. Finally, the imputed dataset, denoted as reduced data $D_{\text{tr}}'$, is used to train a classifier, and its classification performance is examined by the reduced testing set (i.e., $D_{\text{te}}'$).

The baseline imputation process, without feature selection being performed, uses $D_{\text{complete}}$ directly with the model to produce estimations for the missing values of $D_{\text{incomplete}}$. The aim of this study is to examine differences in performance between the combined feature selection and imputation method and the baseline imputation method.

### 3.2. Experimental Setup

The experiment is based on five UCI (University of California, Irvine) datasets, in which three datasets contain relatively lower dimensional features and the other two are of higher dimensions. Choosing these datasets with different feature dimensions leads to make the final conclusion. The basic information for the five datasets is listed in Table 1.

| Dataset                                      | No. of Instances | No. of Features | No. of Classes |
|----------------------------------------------|------------------|-----------------|----------------|
| Lymphography                                | 148              | 18              | 4              |
| Heart                                        | 270              | 13              | 2              |
| SPECT (Single Proton Emission Computed Tomography) | 267              | 22              | 2              |
| Arrhythmia                                   | 238              | 279             | 6              |
| Breast Cancer                                | 5644             | 117             | 2              |

For each dataset, missing values are simulated by the MCAR mechanism. The results of calculations with both imputation processes obtained with different missing rates, ranging from 10% to 50% at 10% intervals, are compared in order to understand the performance trends. Note that for larger missing rates with MCAR, each data sample in the training set is likely to become incomplete, which means that there is no data sample in the $D_{\text{complete}}$ subset. Therefore, the criterion for performing the missing rate simulation is that at least 5 training data samples should be complete, without any missing values.

Moreover, each dataset is divided into 90% training and 10% testing datasets by the 10-fold cross validation method [44]. The final classification performance of a classifier is based on the average of 10 test results. Specifically, for each missing rate, each of the 10-fold training sets is simulated 10 times, resulting in 100 different training sets under a specific missing rate. Finally, the feature selection and final classification performance is averaged by the 100 results in order to avoid the bias result produced by the MCAR mechanism.

Three feature selection algorithms are compared, namely information gain (IG), a type of filter method; the genetic algorithm (GA) as a type of wrapper method; and C4.5 decision tree (DT) as a type of embedded method. They are implemented using Weka software (http://www.cs.waikato.ac.nz/ml/weka/). In particular, for the IG the feature selection method, the top ranked 50%, 65%, and 80% of features are kept and compared. Our results show that using the top ranked 80% of original features outperforms the other two settings. Therefore, we only report the best result of IG in this paper. For GA, the predictor and searcher functions are based on “WrapperSubsetEval” and “Genetic Search” functions in Weka software, respectively. For DT, the J48 decision tree classifier is used, where the nodes in the constructed tree are regarded as the selected features.

For missing value imputation, three deferent learning models are constructed, namely the k-nearest neighbor (KNN), multilayer perceptron (MLP) neural network, and support vector machine (SVM) models. As a result, there are nine different combinations of the three feature selection methods and three imputation models. Note that the parameters for constructing these models are based on the default parameters in Weka software. Note that since the aim of this paper is to examine whether performing feature selection can affect the imputation result and classification performance, tuning the parameters to find out the best classifier is not the research objective of this paper.
Finally, SVM is considered for classifier design, since it is the most widely used technique for pattern classification and has shown its effectiveness in many pattern recognition problems [45].

4. Experiments

4.1. Results of Lower Dimensional Datasets

Tables 2–4 list the classification results obtained with different combinations of feature selection methods and the MLP, KNN, and SVM imputation models over the three lower dimensional datasets with different missing rates, respectively. They are denoted as DT+MLP, GA+MLP, IG+MLP, DT+KNN, GA+KNN, IG+KNN, DT+SVM, GA+SVM, and IG+SVM. Note that the best result for each missing rate is underlined. Moreover, the number in the bracket followed by each dataset represents the classification accuracy of the SVM trained and tested by the original complete dataset. As we can see in most cases, the combined approaches perform better than the baseline models (i.e., MLP, KNN, and SVM), except for the SPECT dataset.

| Table 2. Classification results for the MLP imputation method. |
|---------------------------------------------------------------|
| Missing Rates | DT+MLP | GA+MLP | IG+MLP | MLP |
|----------------|--------|--------|--------|-----|
| **Lymphography (77.43)** |        |        |        |     |
| 10%             | 75.53  | 76.26  | 76.2   | 73.68 |
| 20%             | 74.95  | 73.93  | 73.85  | 72.87 |
| 30%             | 75.22  | 74.49  | 74.15  | 73.01 |
| 40%             | 74.75  | 73.02  | 73.86  | 73.17 |
| 50%             | 74.06  | 72.54  | 71.96  | 70.31 |
| **Heart (75.11)** |        |        |        |     |
| 10%             | 77.26  | 76.89  | 77.85  | 55.41 |
| 20%             | 75.04  | 75.93  | 76.59  | 55.56 |
| 30%             | 75.78  | 74.67  | 76.3   | 55.41 |
| 40%             | 73.7   | 74.52  | 73.56  | 55.56 |
| 50%             | 73.48  | 72.3   | 74.96  | 55.41 |
| **SPECT (75.26)** |        |        |        |     |
| 10%             | 64.56  | 72.62  | 71.65  | 73.93 |
| 20%             | 64.47  | 72.54  | 72.48  | 74.52 |
| 30%             | 65.14  | 72.4   | 72.48  | 73.78 |
| 40%             | 65.07  | 71.94  | 71.51  | 74.67 |
| 50%             | 64.74  | 72.02  | 72.4   | 72.59 |

| Table 3. Classification results for the KNN imputation method. |
|---------------------------------------------------------------|
| Missing Rates | DT+KNN | GA+KNN | IG+KNN | KNN |
|----------------|--------|--------|--------|-----|
| **Lymphography (77.43)** |        |        |        |     |
| 10%             | 75.81  | 75.32  | 74.81  | 73.97 |
| 20%             | 74.99  | 73.56  | 73.6   | 73.11 |
| 30%             | 75.04  | 74.14  | 74.21  | 71.84 |
| 40%             | 74.82  | 72.87  | 72.04  | 69.84 |
| **Heart (75.11)** |        |        |        |     |
| 10%             | 77.85  | 76.89  | 76.52  | 55.56 |
| 20%             | 75.70  | 75.93  | 76.74  | 55.56 |
| 30%             | 75.33  | 75.93  | 76.00  | 55.56 |
| 40%             | 75.70  | 74.37  | 75.48  | 56.00 |
| 50%             | 74.00  | 73.41  | 74.15  | 55.70 |
| **SPECT (75.26)** |        |        |        |     |
| 10%             | 64.1   | 72.62  | 71.65  | 74.37 |
| 20%             | 64.85  | 72.47  | 72.61  | 73.78 |
| 30%             | 65.14  | 72.4   | 72.18  | 73.33 |
| 40%             | 64.93  | 71.79  | 71.11  | 73.04 |
| 50%             | 64.97  | 72.39  | 71.56  | 73.63 |
Table 4. Classification results for the SVM imputation method.

| Missing Rates | DT+SVM | GA+SVM | IG+SVM | SVM |
|---------------|--------|--------|--------|-----|
| Lymphography (77.43) |        |        |        |     |
| 10%           | 75.5   | 76.89  | 75.94  | 75.09 |
| 20%           | 74.41  | 75.76  | 74.16  | 74.48 |
| 30%           | 76.01  | 76.52  | 74.7   | 73.35 |
| 40%           | 75.57  | 74.6   | 74.76  | 74.45 |
| 50%           | 75.05  | 75.45  | 73.6   | 69.95 |
| Heart (75.11) |        |        |        |     |
| 10%           | 76.67  | 77.70  | 77.11  | 55.70 |
| 20%           | 75.93  | 76.96  | 77.11  | 55.41 |
| 30%           | 73.11  | 73.26  | 76.15  | 56.00 |
| 40%           | 72.96  | 67.41  | 75.04  | 55.70 |
| 50%           | 70.96  | 61.41  | 74.96  | 55.70 |
| SPECT (75.26) |        |        |        |     |
| 10%           | 64.33  | 72.62  | 71.5   | 73.78 |
| 20%           | 64.93  | 72.55  | 71.86  | 73.19 |
| 30%           | 65.51  | 72.63  | 72.02  | 73.48 |
| 40%           | 64.83  | 72.24  | 70.99  | 74.37 |
| 50%           | 64.37  | 72.31  | 71.11  | 72.89 |

Figures 2–4 show the average classification accuracies of different combined approaches (i.e., DT/GA/IG+MLP, DT/GA/IG+KNN, and DT/GA/IG+SVM). The baseline imputation models are MLP, KNN, and SVM, which do not have feature selection.

It can be seen that the worst performance is obtained when using the baseline imputation models without performing feature selection in all cases (i.e., missing rates). In particular, using GA and IG for feature selection can make the classifier perform similarly. For the level of significance, the combined models can provide significantly better performances than the baseline imputation models ($p < 0.01$).

Table 5 shows the numbers of features that are selected by DT, GA, and IG. Among them, DT generally filters out most of the original features from the lower dimensional datasets. This indicates that DT produces “over-selection” results from these datasets; that is, a number of useful features are filtered out, which degrade the final classification performances. On the contrary, IG selects 80% of the original features, where most of the original features are kept.

![Figure 2](image-url)  
**Figure 2.** The combined feature selection and missing value imputation process: DT+MLP, GA+MLP, and IG+MLP.
It can be seen that the worst performance is obtained when using the baseline imputation models without performing feature selection in all cases (i.e., missing rates). In particular, using GA and IG for feature selection can make the classifier perform similarly. For the level of significance, the combined models can provide significantly better performances than the baseline imputation models ($p < 0.01$).

Table 5 shows the numbers of features that are selected by DT, GA, and IG. Among them, DT generally filters out most of the original features from the lower dimensional datasets. This indicates that DT produces “over-selection” results from these datasets; that is, a number of useful features are filtered out, which degrade the final classification performances. On the contrary, IG selects 80% of the original features, where most of the original features are kept.

In short, since using GA and IG to combine with different imputation models can make the classifier produce similar classification accuracies, GA is recommended because it can filter out more unrepresentative features while retaining the classification performance.
4.2. Results of Higher Dimensional Datasets

Table 6 lists the classification results obtained with different combinations of feature selection methods and the MLP, KNN, and SVM imputation models for the high dimensional datasets with the 30% missing rate. The results are interesting, showing that for the arrhythmia dataset, which contains the largest number of features, performing feature selection by DT can allow the MLP, KNN, and SVM imputation models to produce slightly better imputation results than the baseline imputation models with feature selection.

| Datasets       | Imputation Methods | GA+MLP | IG+MLP | MLP |
|----------------|--------------------|--------|--------|-----|
|                | DT+MLP             |        |        |     |
| Arrhythmia (38.27) | 29.32  | 29.13  | 29.13  | 29.13 |
| Breast Cancer (85.17) | 82.31  | 81.68  | 82.29  | 82.39 |
|                | DT+KNN             |        |        |     |
| Arrhythmia (38.27) | 29.32  | 29.13  | 29.13  | 29.13 |
| Breast Cancer (85.17) | 82.95  | 83.50  | 82.29  | 82.39 |
|                | DT+SVM             |        |        |     |
| Arrhythmia (38.27) | 29.32  | 29.13  | 29.13  | 29.13 |
| Breast Cancer (85.17) | 82.82  | 83.34  | 82.29  | 82.39 |

On the other hand, for the breast cancer dataset, the top two performances are based on GA+KNN and GA+SVM. This result indicates that performing feature selection does not necessarily have a positive effect on missing value imputation. However, based on the results of our experiments, a specific feature selection method and imputation model combinations can be recommended for future research, which is likely to outperform the baseline imputation models without feature selection.

Table 7 shows the numbers of features selected by DT, GA, and IG. The results show that DT is a better choice for the higher dimensional datasets as large numbers of features can be filtered out, while combining DT with the imputation models can provide the best result in the arrhythmia dataset and reasonably good performance in the breast cancer dataset.

|                  | Original features | DT | GA | IG |
|------------------|-------------------|----|----|----|
| Arrhythmia       | 279               | 30 | 70 | 223|
| Breast Cancer    | 117               | 46 | 47 | 94 |

5. Conclusions

Missing value imputation is a solution for the incomplete dataset problem. Given that the imputation process requires a set of observed data for imputation modeling, regardless of whether statistical or machine learning techniques are used to produce estimations to replace the missing values, the quality of the observed data is critical. In this paper, we focus on the problem from the feature selection perspective, assuming that some of the collected features may be unrepresentative and affect the imputation results, leading in turn to degradation of the final performance of the classifiers when compared with the ones where feature selection is performed.

For the experiments, five different medical domain datasets containing various numbers of feature dimensions are used. In addition, three different types of feature selection methods are compared, namely information gain (IG) as the filter method, genetic algorithm (GA) as the wrapper method, and decision tree (DT) as the embedded method. For missing value imputation, the multilayer perceptron (MLP) neural network, k-nearest neighbor (KNN), and support vector machine (SVM) models are constructed individually.
The experimental results show that the combination of feature selection and imputation can make the classifier (i.e., SVM) perform better than the baseline classifier without feature selection for many datasets with different missing rates. For lower dimensional datasets, using GA and IG for feature selection is recommended, whereas DT is a better choice for higher dimensional datasets.

Some issues should be considered in future research work. First, other missingness mechanisms, including MAR and MNAR, can be investigated for the feature selection effect. In addition, some datasets that naturally have specific numbers of missing data (i.e., specific missing rates) can be used. On the other hand, some other differences among the datasets that could influence the results can also be used, for example binary or multiple differences, or even the difficulty in classification where the datasets contain much higher dimensions or larger numbers of instances and classes. Second, in performing feature selection and missing value imputation, the major limitation is that a number of observed data (i.e., \( D_{\text{complete}} \)) must be provided for the feature selection methods to select some representative features and imputation models to produce estimations to replace the missing values. Therefore, the effect of using different numbers of observed data on the feature selection and imputation results should be investigated. On the other hand, for datasets that do not contain a sufficient number of complete data samples, the over-sampling techniques [46,47] used to create synthetic samples can be employed. Lastly, very high dimensional datasets in specific domain problems containing several hundreds of thousands of dimensions, such as text and sensor array data, should be further investigated to assess the level of impact of performing feature selection over very high dimensional incomplete datasets.
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