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ABSTRACT
Pedestrian attribute recognition is an important multi-label classification problem. Although the convolutional neural networks are prominent in learning discriminative features from images, the data imbalance in multi-label setting for fine-grained tasks remains an open problem. In this paper, we propose a new re-sampling algorithm called: data augmentation imbalance (DAI) to explicitly enhance the ability to discriminate the fewer attributes via increasing the proportion of labels accounting for a small part. Fundamentally, by applying over-sampling and under-sampling on the multi-label dataset at the same time, the thought of robbing the rich attributes and helping the poor makes a significant contribution to DAI. Extensive empirical evidence shows that our DAI algorithm achieves state-of-the-art results, based on pedestrian attribute datasets, i.e. standard PA-100K and PETA datasets.

Index Terms—Pedestrian attribute recognition, data imbalance, multi-label classification, sampling, deep learning

1. INTRODUCTION

Pedestrian attribute such as age, gender and clothing style are humanly searchable semantic descriptions and can be applied in visual surveillance.

Although many works have been proposed on this topic, however, pedestrian attribute recognition is still a problem due to challenging factors, such as viewpoint change, low illumination, low resolution and so on. Particularly, many data in person attribute recognition naturally exhibit imbalance in their class distribution. For example, the proportion of the attribute of lowerBodyCasual reaches 0.86, accessorNothing reaches 0.74, while the samples at the age larger 60 only take up 0.06 on PETA dataset [1]. Attributes with high proportions are highly skewed since it is easier to obtain samples than those with fewer samples in real life. Such attribute recognition problems provide excellent testbeds for studying multi-label imbalanced learning algorithms.

To deal with these, deep learning has achieved an appalling performance due to their success in automatic feature extraction. Several attribute recognition algorithms based on deep learning has been proposed on these breakthroughs, such as [2][3][4][5][6][7]. However, they barely pay attention to the heavy imbalance of the data in PAR. Even [2] uses weighted loss to mitigate the imbalance, its efficiency is still poor compared to our DAI. Data for face attribute analysis often display highly-skewed label distribution, [8] implements a deep neural network to maintain inter-cluster margins both within and between classes, but it’s hard to distinguish the margin within the classes and to cluster attributes in PAR. The authors introduce a loss function [9] to handle class imbalance both at class and at an instance level to retard the imbalance issue in PAR. Yet there is still no new insights into the imbalance problem in sampling methods in multi-label setting.

Figure [1] shows how the imbalance of the datasets (PA-100K[4], PETA[1]) harms the performance of PAR task. We tested 5 metrics including mA, accuracy, precision, recall, F1 scores with Densenet161 as the backbone. We can see that labels with a low proportion of positive samples have a low and unstable performance on the multi-label classification. To retard the negative effect of data imbalance, impressive results have been proposed for imbalanced data learning. One kind of approach called cost-sensitive learning [10][11][12] adjusting the decision procedure in a way is exploited. Nevertheless, it is tough to determine the exact cost for different samples in various distributions. Another kind of approach is resampling [13][14][15], which either oversamples the minority class data or undersamples the majority class data to balance the distribution of data. But these sampling methods are not able to work in the multi-label setting, as the augmentation of one label may harm the balance of the other label.

To solve the issue of resampling in the multi-label scenario, DAI focuses on the imbalance data in the multi-label setting. Then we use DAI to construct the sub-balance dataset, then we train the sub-balance and the whole train set in turn. The traits of our algorithm: 1. DAI explicitly enhance discriminative ability of fewer attributes via increasing the positive ratio of labels accounting for a small part. 2. DAI can work in the multi-label setting. It can balance each label as much as possible. In the following extensive evaluation, we achieve the state-of-the-art results in 2 mainstream datasets (PA-100K, PETA), our method achieves significant and consistent improvement as compared to other baselines.
propose a re-sampling method to improve discrimination in multi-label classification problem with jointly recognizing attributes.

Imbalanced classification. Machine learning methods for handling class imbalance are grouped into data-level and algorithm-level methods. Data-level methods aim to alter the training data distribution to decrease imbalance and learn equally good classifiers for all classes, usually by random under-sampling and over-sampling techniques. Although informed over-sampling techniques have been developed to strengthen class boundaries, a well-known issue with the replication-based feature is its tendency to over-fit. To this end, SMOTE \cite{13}, a method that produces artificial minority samples by interpolating neighboring minority class instances. Several variants of SMOTE \cite{15} improve upon the original algorithm by also taking majority class neighbors into consideration. Algorithmic methods adjust the learning or decision process in a way that directly imposes a heavier cost on misclassifying the minority class while avoiding the error-prone issue in broadened decision regions.

3. DAI ALGORITHM

Here we define $A$ as the label matrix with size $m \times n$, $m$ equals to the number of training samples and $n$ equals to the number of attributes each image has. To be specific, PA-100K dataset has 100,000 pedestrian images for training and each image has 26 binary attributes, so here $A$ is a binary matrix with size $100000 \times 26$. $r$ is the reweight vector which has the length equals to $m$, it represents the number of samples exists in the sub-balance dataset after applying DAI on the whole training dataset. 1 in formula (1) represents the vector with all items equals to 1. After reweighting, the proportion of positive sample in each label can be expressed as formula (1). The $\circ$ represents the hadamard product:

$$ p = \frac{1^T((r1^T) \circ (A)))}{r^P1} $$

Then we want the labels with minority positive samples to be more balanced by re-sampling. Here we give the goal to minimize as formula (2):

$$ f(r) = max(0, (p_{ideal} - p)^3) \quad for \quad r \geq 0 $$

The $p_{ideal}$ represents the ideal proportion of positive samples in each label. Empirically, we set each item of $p_{ideal}$ to be 0.6. $r$ is restricted to be bigger or equal than negative value is meaningless. To minimize the function (2), we change it into the unrestricted version as formula (3), we can minimize it with gradient descent, e.g. Adam \cite{19}:

$$ f(r) = max(0, (p_{ideal} - p)^3) - \lambda r \quad \lambda > 0 $$
\( \lambda \) equals to the regularization parameter. After computing the \( r \), we rescale it by multiplying a constant e.g. 5 or 10, then get the integer of it. The integer represents the number of each sample exists in the sub-balance dataset.

Figure 4 demonstrates the distribution of each label before and after DAI applies. We can see that the positive proportion of each label gets more balanced.

![Figure 4](image)

**Fig. 2**: Two figures demonstrate the distribution of positive samples in each label before and after DAI applies.

After getting the balanced dataset (sub-balance dataset), we train the network with sub-balance dataset and the whole dataset in turn. Figure 3 shows the forecast results of one person in PETA dataset. The three attributes have fewer positive samples and after DAI, the discriminative ability improve much more.

![Figure 3](image)

**Fig. 3**: The prediction results of one pedestrian. (a) one person in PETA dataset and (b) three attributes’ forecast results before and after DAI. The attribute of lowerBodyFormal’s positive ratio approximately is 0.14, upperBodyFormal is 0.13, carryingMessengerBag is 0.29.

4. EXPERIMENTS

4.1. Benchmark Data

We evaluate our DAI model on three public datasets. The **PA-100K dataset** [4] is a large pedestrian attribute dataset with a totally 100,000 images collected from outdoor surveillance cameras. The whole dataset is randomly split into training, validation and test sets with a ratio of 8:1:1 and is labelled by 26 binary attributes. The images are blurry due to the relatively low resolution and the positive ratio of each binary attribute is imbalanced. The **PETA dataset** [1] consists of 19,000 cropped images collected from 10 small-scale surveillance datasets with the separation of 9500 training images, 1900 validation images, and 7600 test images. Each image is labeled with 61 binary and 5 multi-value attributes. Following the established protocol, we select 35 attributes for which the positive ratio is higher than 5%. In order to get a strong proof of the performance of our algorithm, we also evaluate on the **RAP dataset** [20]. The Richly Annotated Pedestrian (RAP) dataset contains 41,585 images gathered from indoor surveillance cameras. Each image is annotated with 72 attributes. While only 51 binary attributes with a positive ratio above 1% are used for evaluation. We split the dataset randomly into 33,268 images for training and 8,317 for testing. However, we find that the positive ratio among labels in all datasets show seriously imbalanced.

Following the settings of previous arts, We use five metrics to evaluate DAI model. For a label-based evaluation, we compute the mean of the accuracy among positive and negative examples respectively of an attribute as the mean accuracy (mA). This metric is not affected by class imbalances and more frequent label value equally strongly than the infrequent one. However, this metric does not make sense for the consistency among attributes for a given person sample. Therefore, we further use sample-based metrics. For this way, we apply the well-known metrics including accuracy, precision, recall and F1 score on test data. A more detailed description of metrics is introduced in [20].

4.2. Ablation Study

To better demonstrate the effectiveness and advantage of our designed model, we apply component-wise ablation studies to explicitly address the contribution of each block on PA-100K,
We investigate to what extent classical strategies for imbalanced data and the attention model affect the final performance. We observe that 1) Densenet with attention mechanism [21] performs similarly with Densenet as simple stacking the SE blocks which can’t extract the masks giving emphasis to different spatial regions when fail to provide the classifier with attribute-discriminative information.

2) We assess how each proposed classical loss function influences the final scores. The mA of the proposed approach is 1.0 more than the primary network on PA-100K and far more than 10 percentage point on PETA. Our Densenet161 baseline achieves 76.88% mA which increases to 77.04% on PA-100K when the label weights are added while other metrics drop a little maybe because not taking the instance-level weighting into consideration. Handling class imbalance using the focal loss result in a drop in mA, F1, Recall, Accuracy compared with the primary net on PA-100K and in F1,
Table 3: Ablation Study on RAP: Effects of Components using ResNeXt101_32x8d as a light-weight backbone architecture.

| Methods          | mA  | F1  | Recall | Prec | Accu |
|------------------|-----|-----|--------|------|------|
| Baseline         | 67.14 | 74.57 | 73.56  | 81.34 | 63.35 |
| Attention [21]   | 74.24 | 74.15 | 73.48  | 85.17 | 64.59 |
| mixup [22]       | 73.68 | 72.79 | 74.16  | 86.79 | 65.49 |
| weighted loss    | 70.37 | 71.69 | 75.60  | 82.57 | 64.59 |
| focal loss       | 69.16 | 74.90 | 78.43  | 87.18 | 62.79 |
| DAI              | 75.09 | 76.46 | 79.16  | 84.27 | 66.90 |

Table 4: Evaluation results on PA-100K compared with the state-of-the-art models.

| Methods          | F1  | Accu | Prec  | Recall | mA   |
|------------------|-----|------|-------|--------|------|
| LG-Net [3]       | 85.04 | 75.55 | 86.99  | 83.17  | 76.96 |
| VeSPA [5]        | 83.02 | 73.00 | 84.99  | 81.49  | 76.32 |
| HP-net [4]       | 82.53 | 72.19 | 82.97  | 82.09  | 74.21 |
| DeepMAR [2]      | 81.32 | 70.39 | 82.24  | 80.42  | 72.70 |
| Densenet with DAI| 87.75 | 79.71 | 90.26  | 85.37  | 77.89 |

Table 5: Evaluation results on PETA compared with the state-of-the-art models.

| Methods          | F1  | Accu | Prec | Recall | mA   |
|------------------|-----|------|------|--------|------|
| GRL [6]          | -   | 86.51 | -    | 84.34  | 88.82 |
| VAA [9]          | 86.46 | 78.56 | 86.79 | 88.24  | 86.70 |
| VeSPA [5]        | 85.49 | 77.73 | 86.18 | 84.81  | 83.45 |
| JRL [7]          | 85.42 | -    | 86.03 | 85.34  | 85.67 |
| ResNeXt with DAI | 86.70 | 79.14 | 88.79 | 84.70  | 88.24 |

4.3. Quantitative Comparison with Prior Arts

Implementation Details. Our model is finetuned from the Densenet161 for PA-100K and ResNeXt101_32x8d for PETA pretrained from ImageNet image classification task. The optimization algorithm used in training the proposed model is SGD. The initial learning rate of training is 0.1 and reduced to 1e-8 by a factor of 0.1 at last. We also use data augmentation of randomErasing, randomHorizontalFlip, and randomCrop on all experiments. Furthermore, we apply a sub-all alternately training strategy to gain a better feature extractor and classifier. All ablation experiments and comparative experiments are conducted under the same configuration except for the algorithms.

Evaluation Results. We compare the performance of our DAI submodel with the backbone of Densenet161 with several recent state-of-the-art pedestrian attribute recognition tasks, including LG-Net, VeSPA, HP-net, DeepMAR. Tables 3 and 4 show evaluations on PA-100K and PETA respectively. We observe that the proposed approach achieves competitive performance across all metrics and yields notable improvements over the previous state-of-the-art on all scores on PA-100K dataset while the example-based Recall is lower than that of the GRL on PETA dataset. The strong F1 values indicate a good precision-recall tradeoff of our approach. However, the label based results of mA achieve most advanced on both datasets for the jointly trained backbone. Long-term training with possible overfitting will increase the Precision metric further at the cost of example-based Recall which may results in the drop of Recall on PETA. Notably, we achieve better upon VeSPA in all evaluation metrics even though they train their view-aware attribute prediction model with additional viewpoint information. Furthermore, our model surpasses upon the HP-net which captures multiple attention multi-directionally. We believe that the example-based metrics are more relevant to real-life applications as they measure the consistency of an attribute-based description of a person which is more important for communicating such characterization to security personnel.

5. CONCLUSION

In this work, we present a unified re-sampling algorithm to transform a multi-label imbalance dataset to a more balanced sub-balance dataset. Our results show that our algorithm addresses imbalanced datasets in multi-label scenarios well especially in the field of Pedestrian attributes recognition. The main idea of integrating both oversampling and undersampling by reweighting the samples helps learn attributes that take up a small portion in a dataset very well. In comparison to the published state-of-the-art Which uses attention model or viewpoint information, our results show that explicitly increasing the proportion of less attributes is proved useful for person attribute recognition. In addition to providing con-
vincing attribute predictions, DAI may also aid in person re-
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