On existence and concentration of solutions to a class of quasilinear problems involving the 1–Laplace operator
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Abstract

In this work we use variational methods to prove results on existence and concentration of solutions to a problem in $\mathbb{R}^N$ involving the 1–Laplacian operator. A thorough analysis on the energy functional defined in the space of functions of bounded variation $BV(\mathbb{R}^N)$ is necessary, where the lack of compactness is overcome by using the Concentration of Compactness Principle of Lions.
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1 Introduction and some abstract results

Several recent studies have focused on the nonlinear Schrödinger equation
\[
  i\epsilon \frac{\partial \Psi}{\partial t} = -\epsilon^2 \Delta \Psi + (V(z) + E)\Psi - f(\Psi) \quad \text{for all } z \in \mathbb{R}^N, \tag{NLS}
\]
where $N \geq 2$, $\epsilon > 0$ is a positive parameter and $V, f$ are continuous function verifying some conditions. This class of equation is one of the main objects of the quantum physics, because it appears in problems involving nonlinear optics, plasma physics and condensed matter physics.

The knowledge of the solutions for the elliptic equation

$$
\begin{cases}
-\epsilon^2 \Delta u + V(z)u = f(u) \text{ in } \mathbb{R}^N, \\
u \in H^1(\mathbb{R}^N),
\end{cases}
$$

has a great importance in the study of standing-wave solutions of (NLS). The existence and concentration of positive solutions for general semilinear elliptic equations $(S)_\epsilon$ for the case $N \geq 3$ have been extensively studied, see for example, Floer and Weinstein [13], Oh [19], Rabinowitz [20], Wang [22], Cingolani and Lazzo [6], Ambrosetti, Badiale and Cingolani [1], Gui [14], del Pino and Felmer [7] and their references.

In the above mentioned papers, the existence, multiplicity and concentration of positive solutions have been obtained in connection with the geometry of the function $V$. In [20], by a mountain pass argument, Rabinowitz proves the existence of positive solutions of $(S)_\epsilon$ for $\epsilon > 0$ small and

$$
\lim_{|z| \to \infty} \inf V(z) > \inf_{z \in \mathbb{R}^N} V(z) = V_0 > 0.
$$

Later Wang [22] showed that these solutions concentrate at global minimum points of $V$ as $\epsilon$ tends to 0. In [7], del Pino and Felmer have found solutions which concentrate around local minimum of $V$ by introducing a penalization method. More precisely, they assume that there is an open and bounded set $\Lambda \subset \mathbb{R}^N$ such that

$$
0 < V_0 \leq \inf_{z \in \Lambda} V(z) < \min_{z \in \partial \Lambda} V(z).
$$

Motivated by papers [20] and [22], let us consider the following class of quasilinear elliptic problems

$$
\begin{cases}
-\epsilon \Delta_1 u + V(x)\frac{u}{|u|} = f(u) \text{ in } \mathbb{R}^N, \\
u \in BV(\mathbb{R}^N),
\end{cases}
$$

(1.1)

where $\epsilon > 0$, $N \geq 2$ and the operator $\Delta_1$ is the well known $1-$Laplacian operator, whose formal definition is given by $\Delta_1 u = \text{div} \left( \frac{\nabla u}{|\nabla u|} \right)$. The nonlinearity $f$ is assumed to satisfy the following set of assumptions:
\begin{enumerate}
\item[(f_1)] \( f \in C^1(\mathbb{R}) \);
\item[(f_2)] \( f(s) = o(1) \) as \( s \to 0 \);
\item[(f_3)] There exist constants \( c_1, c_2 > 0 \) and \( p \in [1, 1^*) \) such that
\[ |f(s)| \leq c_1 + c_2 |s|^{p-1} \quad \forall s \in \mathbb{R}; \]
\item[(f_4)] There exists \( \theta > 1 \) such that
\[ 0 < \theta F(s) \leq f(s)s, \quad \text{for } s \neq 0, \]
where \( F(s) = \int_0^s f(t)dt \);
\item[(f_5)] \( f \) is increasing.
\end{enumerate}

Hereafter, the potential is going to be considered satisfying some of the following conditions:

\begin{enumerate}
\item[(V_1)] \( V \in L^\infty(\mathbb{R}^N) \) and \( 0 < V_0 := \inf_{\mathbb{R}^N} V \);
\item[(V_2)] \( V_\infty := \liminf_{|x| \to +\infty} V(x) > V_0 \);
\item[(V_3)] \( V \in C(\mathbb{R}^N) \), \( \lim_{|x| \to +\infty} V(x) = V_\infty \) and \( V \leq V_\infty \) in \( \mathbb{R}^N \).
\end{enumerate}

Hereafter, we will say that \( V \) satisfies the Rabinowitz's condition when \((V_1) - (V_2)\) hold.

By studying problem \((1.1)\) we are looking to get some results on existence and concentration of solutions, as the parameter \( \epsilon \to 0^+ \). The approach used as in the laplacian case is variational. However, the right space in which problem \((1.1)\) takes place is the space of functions of bounded variation, \( BV(\mathbb{R}^N) \). The energy function associated to \((1.1)\) is \( I_\epsilon : BV(\mathbb{R}^N) \to \mathbb{R} \), defined by
\[ I_\epsilon(u) = \epsilon \int_{\mathbb{R}^N} |Du| + \int_{\mathbb{R}^N} V(x)|u|dx - \int_{\mathbb{R}^N} F(u)dx, \]
where \( |Du| \) is the total variation of the vectorial Radon measure \( Du \) (see Section 2).

Before we state our main results, we would like to mention the main difficulties in dealing with \((1.1)\), which are organized in the list below:
• Problem (1.1) is just a formal version of the correct Euler-Lagrange equation associated to the functional $I_\varepsilon$, since it is not well defined wherever $\nabla u$ or $u$ vanishes. The correct one, i.e., the equation satisfied by the critical points of $I_\varepsilon$ is given by

$$\begin{cases}
\exists z \in L^\infty(\mathbb{R}^N, \mathbb{R}^N), |z|_\infty \leq 1, \text{div}z \in L^N(\mathbb{R}^N), -\int_{\mathbb{R}^N} u \text{div}z \, dx = \int_{\mathbb{R}^N} |Du|,

\exists z^*_2 \in L^N(\mathbb{R}^N), z^*_2 V(x)|u| = u \text{ a.e. in } \mathbb{R}^N,

-\varepsilon \text{div}z + z^*_2 = f(u), \text{ a.e. in } \mathbb{R}^N,
\end{cases}$$

and is going to be obtained in Section 2.1;

• The functional $I_\varepsilon$ is not $C^1(BV(\mathbb{R}^N))$ and then some other sense of critical point have to be considered. Since $I_\varepsilon$ is written like the difference between a convex locally Lipschitz functional and a smooth one, the theory of sub-differential of Clarke (see [8, 4]) can be applied. Following this theory, it is possible to define a sense of critical point, Palais-Smale sequence, etc., that provide us with the tools to carry a variational approach to (1.1);

• The space $BV(\mathbb{R}^N)$, the domain of $I_\varepsilon$, is not reflexive neither uniformly convex. This is the reason why is so difficult to prove that the functionals defined in this space satisfy compactness conditions like the Palais-Smale one;

• The solutions we will get lacks smoothness, then a lot of arguments explored in the literature cannot be used here, like convergence in the sense $C^2_{loc}(\mathbb{R}^N)$, $C^1_{loc}(\mathbb{R}^N)$, etc.

• To overcome the above difficulties we have used in Section 3 the Concentration of Compactness Principle due to Lions, which is in our opinion an important novelty in the study of concentration of solution. Here, we must observe that our approach can also be used for concentration problem involving the laplacian operator.

• Here to get a solution we must prove that if $(v_n)$ is a Palais-Smale sequence associated with the energy functional we must have

$$\int_{\mathbb{R}^N} f(v_n)v_n \, dx \to \int_{\mathbb{R}^N} f(v)v \, dx.$$ 

For a lot of problems involving the Laplacian the above limit is not necessary to get a nontrivial solution, however for our problem this limit is crucial.
Our main results are the following theorems.

**Theorem 1.** Suppose that $f$ satisfies the conditions $(f_1) - (f_5)$ and that $V$ satisfies $(V_1)$ and $(V_2)$. Then there exist $\epsilon_0 > 0$ such that (1.1) has a nontrivial bounded variation solution $u_{\epsilon}$, for all $0 < \epsilon < \epsilon_0$. Moreover, for each sequence $\epsilon_n \to 0$, up to a subsequence, the family $(u_{\epsilon_n})_{n \in \mathbb{N}}$ concentrate around a point $x_0 \in \mathbb{R}^N$ such that $V(x_0) = V_0$. More specifically, there exists $C > 0$ such that for all $\delta > 0$, there exist $R > 0$ and $n_0 \in \mathbb{N}$ such that,

$$\int_{B_{\epsilon_n R}(x_0)} f(u_n)u_n dx < \epsilon_n^N \delta$$

and

$$\int_{B_{\epsilon_n R}(x_0)} f(u_n)u_n dx \geq C \epsilon_n^N,$$

(1.2)

for all $n \geq n_0$.

Our second result shows the existence of solution for all $\epsilon > 0$ when $V$ is asymptotically linear and it has the following statement.

**Theorem 2.** Suppose that $f$ satisfies the conditions $(f_1) - (f_5)$ and also $(V_1)$ and $(V_3)$, then there exist a nontrivial bounded variation solution $u_{\epsilon}$ of (1.1) for all $\epsilon > 0$.

Here, we would like point out that a version of Theorem 2 for Laplacian operator was proved by Jianfu and Xiping [16].

Before concluding this section, we would like to mention some paper involving the $\Delta_1$ on bounded domain, where the reader can find more references about this subject. In [9], Degiovanni and Magrone study the version of Brézis-Nirenberg problem to the 1-Laplacian operator, corresponding to

$$\begin{cases}
-\Delta_1 u = \lambda \frac{u}{|u|} + |u|^{1^* - 2} u & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega.
\end{cases}$$

In [5], Chang uses this approach to study the spectrum of the 1–Laplacian operator, proving the existence of a sequence of eigenvalues. In [17], Kawohl and Schuricht also study the spectrum of the 1–Laplacian operator and reach the astonishing conclusion that an eigenfunction of this operator, in general satisfies infinity many Euler-Lagrange equations associated with it.

The paper is organized as follows. In Section 2 we give a brief overview about the space $BV(\mathbb{R}^N)$, define the sense of solution we are going to deal with and also find the precise
Euler-Lagrange equation associated to $I$. In Section 3 we prove Theorem 1 studying separately the arguments on existence and concentration of the solutions. In Section 4 we prove Theorem 2. Finally, in the last section we prove the existence of a ground-state solution to the autonomous problem.

2 Preliminary results

First of all let us note that the problem (1.1), through the change of variable $v(x) = u(\epsilon x)$, is equivalent to the problem

$$
\begin{cases}
-\Delta_1 v + V(\epsilon x) \frac{v}{|v|} = f(v) & \text{in } \mathbb{R}^N, \\
u \in BV(\mathbb{R}^N),
\end{cases}
$$

(2.3)

Let us introduce the space of functions of bounded variation, $BV(\mathbb{R}^N)$. We say that $u \in BV(\mathbb{R}^N)$, or is a function of bounded variation, if $u \in L^1(\mathbb{R}^N)$, and its distributional derivative $Du$ is a vectorial Radon measure, i.e.,

$$
BV(\mathbb{R}^N) = \{u \in L^1(\mathbb{R}^N); Du \in \mathcal{M}(\mathbb{R}^N, \mathbb{R}^N)\}.
$$

It can be proved that $u \in BV(\mathbb{R}^N)$ is equivalent to $u \in L^1(\mathbb{R}^N)$ and

$$
\int_{\mathbb{R}^N} |Du| := \sup \left\{ \int_{\mathbb{R}^N} u \text{div} \phi \, dx; \phi \in C_0^1(\mathbb{R}^N, \mathbb{R}^N), \text{s.t. } |\phi|_{\infty} \leq 1 \right\} < +\infty.
$$

The space $BV(\mathbb{R}^N)$ is a Banach space when endowed with the norm

$$
||u|| := \int_{\mathbb{R}^N} |Du| + |u|_1,
$$

which is continuously embedded into $L^r(\mathbb{R}^N)$ for all $r \in [1, 1^*)$.

As one can see in [3], the space $BV(\mathbb{R}^N)$ has different convergence and density properties than the usual Sobolev spaces. For example, $C_0^\infty(\mathbb{R}^N)$ is not dense in $BV(\mathbb{R}^N)$ with respect to the strong convergence, since $C_0^\infty(\mathbb{R}^N)$ w.r.t. the $BV(\mathbb{R}^N)$ norm is equal to $W^{1,1}(\mathbb{R}^N)$, a proper subspace of $BV(\mathbb{R}^N)$. This has motivated people to define a weaker sense of convergence in $BV(\mathbb{R}^N)$, called intermediate convergence. We say that $(u_n) \subset BV(\mathbb{R}^N)$ converge to $u \in BV(\mathbb{R}^N)$ in the sense of the intermediate convergence if

$$
u_n \rightarrow u, \text{ in } L^1(\mathbb{R}^N)$$
and
\[ \int_{\mathbb{R}^N} |Du_n| \to \int_{\mathbb{R}^N} |Du|, \]
as \(n \to \infty\). Fortunately, with respect to the intermediate convergent \(e\), \(C_0^\infty(\mathbb{R}^N)\) is dense in \(BV(\mathbb{R}^N)\).

For a vectorial Radon measure \(\mu \in \mathcal{M}(\mathbb{R}^N, \mathbb{R}^N)\), we denote by \(\mu = \mu^a + \mu^s\) the usual decomposition stated in the Radon Nikodym Theorem, where \(\mu^a\) and \(\mu^s\) are, respectively, the absolute continuous and the singular parts with respect to the \(N\)-dimensional Lebesgue measure \(\mathcal{L}^N\). We denote by \(|\mu|\), the absolute value of \(\mu\), the scalar Radon measure defined like in [3][pg. 125]. By \(\frac{\mu}{|\mu|}(x)\) we denote the usual Lebesgue derivative of \(\mu\) with respect to \(|\mu|\), given by
\[ \frac{\mu}{|\mu|}(x) = \lim_{r \to 0} \frac{\mu(B_r(x))}{|\mu|(B_r(x))}. \]

It can be proved that \(J : BV(\mathbb{R}^N) \to \mathbb{R}\), given by
\[ J(u) = \int_{\mathbb{R}^N} |Du| + \int_{\mathbb{R}^N} |u|dx, \tag{2.4} \]
is a convex functional and Lipschitz continuous in its domain. It is also well known that \(J\) is lower semicontinuous with respect to the \(L^r(\mathbb{R}^N)\) topology, for \(r \in [1, 1^+]\) (see [15] for example). Although non-smooth, the functional \(J\) admits some directional derivatives. More specifically, as is shown in [2], given \(u \in BV(\mathbb{R}^N)\), for all \(v \in BV(\mathbb{R}^N)\) such that \((Dv)^s\) is absolutely continuous w.r.t. \((Du)^a\) and such that \(v\) is equal to 0 a.e. in the set where \(u\) vanishes, it follows that
\[ J'(u)v = \int_{\mathbb{R}^N} \frac{(Du)^a(Dv)^a}{|Dv|^a} dx + \int_{\mathbb{R}^N} \frac{Du}{|Du|}(x) \left( \frac{Dv}{|Dv|}(x) \right)^s + \int_{\mathbb{R}^N} \text{sgn}(u)v dx, \tag{2.5} \]
where \(\text{sgn}(u(x)) = 0\) if \(u(x) = 0\) and \(\text{sgn}(u(x)) = u(x)/|u(x)|\) if \(u(x) \neq 0\). In particular, note that, for all \(u \in BV(\mathbb{R}^N)\),
\[ J'(u)u = J(u). \tag{2.6} \]

Let us define in the space \(BV(\mathbb{R}^N)\) the following norms,
\[ \|v\|_{\epsilon} := \int_{\mathbb{R}^N} |Dv| + \int_{\mathbb{R}^N} V(\epsilon x)|v|dx, \]
\[ \|v\|_{\infty} := \int_{\mathbb{R}^N} |Dv| + \int_{\mathbb{R}^N} V_{\infty}|v|dx, \]
and
\[ \|v\|_0 := \int_{\mathbb{R}^N} |Dv| + \int_{\mathbb{R}^N} V_0|v|dx, \]
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which by $(V_1)$ and, $(V_2)$ or $(V_3)$, are equivalent to the usual norm in $BV(\mathbb{R}^N)$.

Let us define also the functionals $\Phi_\epsilon, \Phi_\infty, \Phi_0 : BV(\mathbb{R}^N) \to \mathbb{R}$ by

$$\Phi_\epsilon(v) = \|v\|_\epsilon - \int_{\mathbb{R}^N} F(v)dx,$$

$$\Phi_\infty(v) = \|v\|_\infty - \int_{\mathbb{R}^N} F(v)dx$$

and

$$\Phi_0(v) = \|v\|_0 - \int_{\mathbb{R}^N} F(v)dx.$$

Denoting $F(v) = \int_{\mathbb{R}^N} F(v)dx$ and $J_\epsilon(v) = \|v\|_\epsilon$, note that $F \in C^1(BV(\mathbb{R}^N))$ and $J_\epsilon$ defines a locally Lipschitz continuous functional. Then we say that $v_\epsilon \in BV(\mathbb{R}^N)$ is a solution of (2.3) if $0 \in \partial \Phi_\epsilon(v_\epsilon)$, where $\partial \Phi_\epsilon(v_\epsilon)$ denotes the generalized gradient of $\Phi_\epsilon$ in $v_\epsilon$, as defined in [4]. It follows that this is equivalent to $F'(v_\epsilon) \in \partial J_\epsilon(v_\epsilon)$ and, since $J_\epsilon$ is convex, this is written as

$$\|w\|_\epsilon - \|v_\epsilon\|_\epsilon \geq \int_{\mathbb{R}^N} f(v_\epsilon)(w - v_\epsilon)dx, \quad \forall w \in BV(\mathbb{R}^N). \tag{2.7}$$

Hence all $v_\epsilon \in BV(\mathbb{R}^N)$ such that (2.7) holds is going to be called a bounded variation solution of (2.3). Analogously we define critical points of the functionals $\Phi_\infty$ and $\Phi_0$, since they have the same properties that $\Phi_\epsilon$.

### 2.1 The Euler-Lagrange equation

Since (2.3) contains expressions that doesn’t make sense when $\nabla u = 0$ or $u = 0$, then it can be understood just as the formal version of the Euler-Lagrange equation associated to the functional $\Phi_\epsilon$. In this section we present the precise form of an Euler-Lagrange equation satisfied by all bounded variation critical points of $\Phi_\epsilon$. In order to do so we closely follow the arguments in [17].

The first step is to consider the extension of the functionals $\overline{J}_\epsilon, \overline{F}, \overline{\Phi}_\epsilon$ to $L^1(\mathbb{R}^N)$, given respectively by $\overline{J}_\epsilon, \overline{F}, \overline{\Phi}_\epsilon : L^1(\mathbb{R}^N) \to \mathbb{R}$, where

$$\overline{J}_\epsilon(v) = \begin{cases} J_\epsilon(v), & \text{if } v \in BV(\mathbb{R}^N), \\ +\infty, & \text{if } v \in L^1(\mathbb{R}^N) \setminus BV(\mathbb{R}^N), \end{cases}$$

$$\overline{F}(u) = \int_{\mathbb{R}^N} F(u)dx.$$
and $\Phi = J - F$. It is easy to see that $F$ belongs to $C^1(L^1(\mathbb{R}^N), \mathbb{R})$ and that $\mathcal{F}$ is a convex lower semicontinuous functional defined in $L^1(\mathbb{R}^N)$. Hence the subdifferential (in the sense of [21]) of $\mathcal{F}$, denoted by $\partial \mathcal{F}$, is well defined. The following is a crucial result in obtaining an Euler-Lagrange equation satisfied by the critical points of $\Phi$.

**Lemma 3.** If $v_\epsilon \in BV(\mathbb{R}^N)$ is such that $0 \in \partial \Phi(v_\epsilon)$, then $0 \in \partial \mathcal{F}(v_\epsilon)$.

**Proof.** Suppose that $0 \in \partial \Phi(v_\epsilon)$, i.e., that $v_\epsilon$ satisfies (2.7). We would like to prove that

$$\mathcal{F}(w) - \mathcal{F}(v_\epsilon) \geq F'(v_\epsilon)(w - v_\epsilon), \quad \forall w \in L^1(\mathbb{R}^N).$$

To see why, consider $w \in L^1(\mathbb{R}^N)$ and note that:

- if $w \in BV(\mathbb{R}^N) \cap L^1(\mathbb{R}^N)$, then

  $$\mathcal{F}(w) - \mathcal{F}(v_\epsilon) = J(v_\epsilon) - J(v_\epsilon) = F'(v_\epsilon)(w - v_\epsilon) = \int_{\mathbb{R}^N} f(v_\epsilon)(w - v_\epsilon) dx = F'(v_\epsilon)(w - v_\epsilon);$$

- if $w \in L^1(\mathbb{R}^N) \setminus BV(\mathbb{R}^N)$, since $\mathcal{F}(w) = +\infty$ and $\mathcal{F}(v_\epsilon) < +\infty$, it follows that

  $$\mathcal{F}(w) - \mathcal{F}(v_\epsilon) \geq F'(v_\epsilon)(w - v_\epsilon).$$

Therefore the result follows. $\square$

Let us assume that $v_\epsilon \in BV(\mathbb{R}^N)$ is a bounded variation solution of (2.3), i.e., that $v_\epsilon$ satisfies (2.7). Since $0 \in \partial \Phi(v_\epsilon)$, by the last result it follows that $0 \in \partial \mathcal{F}(v_\epsilon)$. Since $\mathcal{F}$ is convex and $\mathcal{F}$ is smooth, it follows that $F'(v_\epsilon) \in \partial \mathcal{F}(v_\epsilon)$. Let us define now $\mathcal{F}^1(v) := \int_{\mathbb{R}^N} |Dv|$ and $\mathcal{F}^2(v) := \int_{\mathbb{R}^N} V(\epsilon x)|v| dx$. Then note that

$$F'(v_\epsilon) \in \partial \mathcal{F}(v_\epsilon) \subset \partial \mathcal{F}^1(v_\epsilon) + \partial \mathcal{F}^2(v_\epsilon).$$

Then there exist $z_1^*, z_2^* \in L^N(\mathbb{R}^N)$ such that $z_1^* \in \partial \mathcal{F}^1(v_\epsilon)$, $z_2^* \in \partial \mathcal{F}^2(v_\epsilon)$ and

$$F'(v_\epsilon) = z_1^* + z_2^* \quad \text{in } L^N(\mathbb{R}^N).$$
Following the same arguments that in [17, Proposition 4.23, pg. 529], we have that there exists \( z \in L^\infty(\mathbb{R}^N, \mathbb{R}^N) \) such that \( |z|_\infty \leq 1 \),

\[-\text{div} z = z^*_1 \quad \text{in } L^N(\mathbb{R}^N)\]  

and

\[-\int_{\mathbb{R}^N} v_\epsilon \text{div} z dx = \int_{\mathbb{R}^N} |Dv_\epsilon|,\]  

where the divergence in (2.8) has to be understood in the distributional sense. Moreover, the same result implies that \( z^*_2 \) is such that

\[\exists z^*_2 \in L^N(\mathbb{R}^N), \quad z^*_2 V(\epsilon x)|v_\epsilon| = v_\epsilon, \quad \text{a.e. in } \mathbb{R}^N.\]  

Therefore, it follows from (2.8), (2.9) and (2.10) that \( v_\epsilon \) satisfies

\[
\begin{cases}
\exists z \in L^\infty(\mathbb{R}^N, \mathbb{R}^N), \|z\|_\infty \leq 1, \text{div} z \in L^N(\mathbb{R}^N), \quad -\int_{\mathbb{R}^N} v_\epsilon \text{div} z dx = \int_{\mathbb{R}^N} |Dv_\epsilon|, \\
\exists z^*_2 \in L^N(\mathbb{R}^N), \quad z^*_2 V(\epsilon x)|v_\epsilon| = v_\epsilon, \quad \text{a.e. in } \mathbb{R}^N, \\
-\text{div} z + z^*_2 = f(v_\epsilon), \quad \text{a.e. in } \mathbb{R}^N.
\end{cases}
\]  

Hence, (2.11) is the precise version of (1.1).

3 Existence and concentration of solution with the Rabinowitz’s condition

Let us first observe that by standard calculations, it is possible to prove that \( \Phi_\epsilon \), \( \Phi_\infty \) and \( \Phi_0 \) satisfy the geometrical conditions of the Mountain Pass Theorem. Then the following minimax levels are well defined

\[c_\epsilon = \inf_{\gamma \in \Gamma_\epsilon} \sup_{t \in [0, 1]} \Phi_\epsilon(\gamma(t)),\]

\[c_\infty = \inf_{\gamma \in \Gamma_\infty} \sup_{t \in [0, 1]} \Phi_\infty(\gamma(t))\]

and

\[c_0 = \inf_{\gamma \in \Gamma_0} \sup_{t \in [0, 1]} \Phi_0(\gamma(t)),\]

where \( \Gamma_\epsilon = \{ \gamma \in C([0, 1], BV(\mathbb{R}^N); \gamma(0) = 0 \text{ and } \Phi_\epsilon(\gamma(1)) < 0 \} \) and \( \Gamma_\infty, \Gamma_0 \) are defined in an analogous way. Moreover, by study made in Section 5, it follows that there exists a
critical point of $\Phi_\infty$, $w_\infty \in BV(\mathbb{R}^N)$, such that $\Phi_\infty(w_\infty) = c_\infty$. By the same reason, there exists a critical point of $\Phi_0$, $w_0 \in BV(\mathbb{R}^N)$, such that $\Phi_0(w_0) = c_0$.

Let us define the Nehari manifolds associated to $\Phi_\epsilon$, $\Phi_\infty$ and $\Phi_0$, which are well defined by (2.6), respectively by

$$
N_\epsilon = \{ v \in BV(\mathbb{R}^N) \setminus \{0\}; \Phi_\epsilon'(v)v = 0 \},
$$

$$
N_\infty = \{ v \in BV(\mathbb{R}^N) \setminus \{0\}; \Phi_\infty'(v)v = 0 \}
$$

and

$$
N_0 = \{ v \in BV(\mathbb{R}^N) \setminus \{0\}; \Phi_0'(v)v = 0 \}.
$$

By the discussion in [11], it follows that $c_\epsilon = \inf_{N_\epsilon} \Phi_\epsilon$, $c_\infty = \inf_{N_\infty} \Phi_\infty$ and $c_0 = \inf_{N_0} \Phi_0$.

### 3.1 Existence results

First of all we study the behavior of the minimax levels $c_\epsilon$, when $\epsilon \to 0^+$. For the sake of simplicity, let us suppose without lack of generality that $V(0) = V_0$.

**Lemma 4.** $\lim_{\epsilon \to 0^+} c_\epsilon = c_0$.

**Proof.** Let $\epsilon \to 0$ as $n \to +\infty$. Let $\psi \in C_0^\infty(\mathbb{R}^N)$ be such that $0 \leq \psi \leq 1$, $\psi \equiv 0$ in $\mathbb{R}^N/B_2(0)$, $\psi \equiv 1$ in $B_1(0)$ and $|\nabla \psi| \leq C$ in $\mathbb{R}^N$. Let us define

$$
w_{\epsilon_n}(x) = \psi(\epsilon_n x)w_0(x),
$$

where $w_0$ is the ground state critical point of $\Phi_0$. Note that $w_{\epsilon_n} \to w_0$ in $BV(\mathbb{R}^N)$ and $\Phi_0(w_{\epsilon_n}) \to \Phi_0(w)$ as $n \to +\infty$. Let $t_{\epsilon_n}$ be such that $t_{\epsilon_n}w_{\epsilon_n} \in N_{\epsilon_n}$ and let us suppose just for a while that $t_{\epsilon_n} \to 1$ as $n \to +\infty$. Then

$$
c_{\epsilon_n} \leq \Phi_{\epsilon_n}(t_{\epsilon_n}w_{\epsilon_n})
\leq \Phi_0(t_{\epsilon_n}w_{\epsilon_n}) + \int_{\mathbb{R}^N} (V(\epsilon_n x) - V_0) t_{\epsilon_n} |w_{\epsilon_n}| dx.
$$

Using the Lebesgue Dominated Theorem, it follows that

$$
\limsup_{n \to +\infty} c_{\epsilon_n} \leq \Phi_0(w_0) = c_0.
$$
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On the other hand, since $\Phi_0(v) \leq \Phi_{\epsilon_n}(v)$ for all $v \in BV(\mathbb{R}^N)$, it follows that $c_0 \leq c_{\epsilon_n}$.

Then

$$\lim_{n \to +\infty} c_{\epsilon_n} = c_0.$$ 

What is left to do is to prove that in fact $t_{\epsilon_n} \to 1$, as $n \to +\infty$. Since $\Phi'_{\epsilon_n}(t_{\epsilon_n}w_{\epsilon_n})w_{\epsilon_n} = 0$, it follows that

$$t_{\epsilon_n}\left(\int_{\mathbb{R}^N} |Dw_{\epsilon_n}| + \int_{\mathbb{R}^N} V(\epsilon_n x)|w_{\epsilon_n}| dx\right) = \int_{\mathbb{R}^N} f(t_{\epsilon_n}w_{\epsilon_n})w_{\epsilon_n} dx.$$

We claim that $(t_{\epsilon_n})_{\epsilon_n>0}$ is bounded. In fact, on the contrary, up to a subsequence, $t_{\epsilon_n} \to +\infty$. Let $\Sigma \subset \mathbb{R}^N$ be such that $|\Sigma| > 0$ and $w_0(x) \neq 0$ for all $x \in \Sigma$. Hence it holds for all $n \in \mathbb{N}$ that

$$\|w_{\epsilon_n}\|_{\epsilon_n} = \int_{\mathbb{R}^N} \frac{f(t_{\epsilon_n}w_{\epsilon_n})t_{\epsilon_n}w_{\epsilon_n} dx}{t_{\epsilon_n}} \geq \int_{\Sigma} \frac{\theta F(t_{\epsilon_n}w_{\epsilon_n})}{t_{\epsilon_n}} dx.$$

Then by $(f_4)$ and Fatou’s Lemma it follows that

$$\|w_{\epsilon_n}\|_{\epsilon_n} \to +\infty, \quad \text{as } n \to \infty,$$

which contradicts the fact that $w_{\epsilon_n} \to w_0$ in $BV(\mathbb{R}^N)$ as $n \to \infty$.

Now we have to verify that $t_{\epsilon_n} \not\to 0$ as $n \to +\infty$. In fact, on the contrary, from $(f_2)$ and the fact that $t_{\epsilon_n}w_{\epsilon_n} \in N_{\epsilon_n}$, we would have that

$$\|w_{\epsilon_n}\|_{\epsilon_n} = \int_{\mathbb{R}^N} f(t_{\epsilon_n}w_{\epsilon_n})w_{\epsilon_n} dx = o_n(1),$$

a clear contradiction. Then there exist $\alpha, \beta > 0$ such that

$$\alpha \leq t_{\epsilon_n} \leq \beta \quad \text{for all } n \in \mathbb{N}$$

and then, up to a subsequence, $t_n \to \overline{t} > 0$, as $n \to +\infty$. Since $w_{\epsilon_n} \to w_0$ in $BV(\mathbb{R}^N)$, from the definition of $w_0$, it follows by $(f_5)$ that $\overline{t} = 1$.

Since by $(V_2)$, $V_0 < V_{\infty}$, it follows from the monotonicity of the energy functional w.r.t. the potentials that

$$c_0 < c_{\infty}. \quad (3.12)$$

As a consequence of Lemma 4 and $(3.12)$, it holds the following result.
Corollary 5. There exists $\epsilon_0 > 0$ such that $c_\epsilon < c_\infty$ for all $\epsilon \in (0, \epsilon_0)$.

By [12, Theorem 4], for each $\epsilon > 0$, there exists a Palais-Smale sequence $(v_n) \subset BV(\mathbb{R}^N)$ to $\Phi_\epsilon$ in the level $c_\epsilon$, i.e.

$$\lim_{n \to \infty} \Phi_\epsilon(v_n) = c_\epsilon \quad (3.13)$$

and

$$\|w\|_\epsilon - \|v_n\|_\epsilon \geq \int_{\mathbb{R}^N} f(v_n)(w - v_n) dx - \tau_n \|w - v_n\|_\epsilon, \quad \forall w \in BV(\mathbb{R}^N), \quad (3.14)$$

where $\tau_n \to 0$, as $n \to \infty$.

Lemma 6. The sequence $(v_n)$ is bounded in $BV(\mathbb{R}^N)$.

Proof. Let us consider $w = 2v_n$ in (3.14) and note that

$$\|v_n\|_\epsilon \geq \int_{\mathbb{R}^N} f(v_n)v_n dx - \tau_n \|v_n\|_\epsilon,$$

which implies that

$$(1 + \tau_n) \|v_n\|_\epsilon \geq \int_{\mathbb{R}^N} f(v_n)v_n dx \quad (3.15)$$

Then, by $(f_4)$ and (3.15),

$$c_\epsilon + o_n(1) \geq \Phi_\epsilon(v_n)$$

$$= \|v_n\|_\epsilon + \int_{\mathbb{R}^N} \left( \frac{1}{\theta} f(v_n)v_n - F(v_n) \right) dx - \int_{\mathbb{R}^N} \frac{1}{\theta} f(v_n)v_n dx$$

$$\geq \|v_n\|_\epsilon \left( 1 - \frac{1}{\theta} - \frac{\tau_n}{\theta} \right)$$

$$\geq C \|v_n\|_\epsilon,$$

for some $C > 0$ which does not depend on $n \in \mathbb{N}$. Then the result follows. \quad \square

By the last result and the compactness of the embeddings of $BV(\mathbb{R}^N)$ in $L^q_{loc}(\mathbb{R}^N)$ for $1 \leq q < 1^*$, it follows that there exists $v_\epsilon \in BV_{loc}(\mathbb{R}^N)$ such that

$$v_n \to v_\epsilon \quad \text{in } L^q_{loc}(\mathbb{R}^N) \text{ for } 1 \leq q < 1^* \quad (3.16)$$

and

$$v_n \to v_\epsilon \quad \text{a.e. in } \mathbb{R}^N.$$
as \( n \to +\infty \). Note that \( v_\epsilon \in BV(\mathbb{R}^N) \). In fact, if \( R > 0 \), by the semicontinuity of the norm in \( BV(B_R(0)) \) w.r.t. the \( L_1(B_R(0)) \) topology it follows that

\[
\|v_\epsilon\|_{BV(B_R(0))} \leq \liminf_{n \to +\infty} \|v_n\|_{BV(B_R(0))} \leq \liminf_{n \to +\infty} \|v_n\|_{BV(\mathbb{R}^N)} \leq C, \tag{3.17}
\]

where \( C \) does not depend on \( n \) or \( R \). Since the last inequality holds for every \( R > 0 \), then \( v_\epsilon \in BV(\mathbb{R}^N) \).

The following is a crucial result in our argument. In its proof we use the well known Concentration of Compactness Principle of Lions [18].

**Proposition 7.** If \( \epsilon < \epsilon_0 \), \( \epsilon_0 \) like in Corollary 5, then

\[
v_n \to v_\epsilon \text{ in } L^q(\mathbb{R}^N) \text{ for all } 1 \leq q < 1^*. \tag{3.18}
\]

**Proof.** Let us apply the Concentration of Compactness Principle of Lions to the following bounded sequence in \( L^1(\mathbb{R}^N) \),

\[
\rho_n(x) := \left| \frac{v_n(x)}{|v_n|_1} \right|.
\]

For future reference, note that

\[
|v_n|_1 \not\to 0, \quad \text{as } n \to +\infty. \tag{3.19}
\]

In fact, otherwise, by the boundedness of \((v_n)\) in \( L^{1^*}(\mathbb{R}^N) \), by interpolation inequality \((v_n)\) would converge to 0 in \( L^q(\mathbb{R}^N) \) for all \( 1 \leq q < 1^* \). By taking \( w = v_n + tv_n \) in (3.14) and doing \( t \to 0 \), it is easy to see that

\[
\|v_n\|_\epsilon = \int_{\mathbb{R}^N} f(v_n)v_n dx + o_n(1).
\]

Then, by the last equality, \((f_2)\), \((f_3)\) and the fact that \( v_n \to 0 \) in \( L^q(\mathbb{R}^N) \) for all \( 1 \leq q < 1^* \), the Lebesgue Convergence Theorem imply that \( v_n \to 0 \) in \( BV(\mathbb{R}^N) \), implying that \( c_\epsilon = 0 \), which contradicts the fact that \( c_\epsilon > 0 \).

Since \((\rho_n)\) is a bounded sequence in \( L^1(\mathbb{R}^N) \), the Concentration of Compactness Principle implies that one and only one of the following statements holds:

\[
(Vanishing) \quad \lim_{n \to +\infty} \sup_{y \in \mathbb{R}^N} \int_{B_R(y)} \rho_n dx = 0, \forall R > 0;
\]
(Compactness) There exist \((y_n) \subset \mathbb{R}^N\) such that for all \(\eta > 0\), there exists \(R > 0\) such that
\[
\int_{B_R(y_n)} \rho_n dx \geq 1 - \eta, \quad \forall n \in \mathbb{N}; \tag{3.20}
\]

(Dichotomy) There exist \((y_n) \subset \mathbb{R}^N\), \(\alpha \in (0, 1)\), \(R_1 > 0\), \(R_n \to +\infty\) such that the functions \(\rho_{n,1}(x) := \chi_{B_{R_1}(y_n)}(x)\rho_n(x)\) and \(\rho_{n,2}(x) := \chi_{B_{R_n}(y_n)}(x)\rho_n(x)\) satisfy
\[
\int_{\mathbb{R}^N} \rho_{1,n} dx \to \alpha \quad \text{and} \quad \int_{\mathbb{R}^N} \rho_{2,n} dx \to 1 - \alpha. \tag{3.21}
\]

Our objective is to show that \((\rho_n)\) verifies the Compactness condition and in order to do so we act by excluding all the others possibilities.

Note that Vanishing does not occur. In fact, otherwise, by \cite[Theorem 1.1]{12}, it would hold that \(\rho_n \to 0\) in \(L^q(\mathbb{R}^N)\), for all \(1 \leq q < 1^*\). Taking (3.19) into account, this would imply that \(v_n \to 0\) in \(L^q(\mathbb{R}^N)\), for all \(1 \leq q < 1^*\) and then, this would led us to \(c_\varepsilon = 0\), a clear contradiction.

Let us show now that Dichotomy also does not hold. Firstly note that (3.14) implies that
\[
\Phi'(v_n)v_n = o_n(1), \quad \text{as } n \to +\infty. \tag{3.22}
\]

As far as the sequence \((y_n)\) is concerned, let us consider the two possible situations.

- \((y_n)\) is bounded:

  In this case the function \(v_\varepsilon\) is nontrivial, since
  \[
  \int_{B_R(y_n)} \frac{|v_n|}{|v_n|_1} dx \to \alpha,
  \]
  implies that
  \[
  \int_{B_R(y_n)} |v_n| dx \geq \delta, \quad \text{for all } n \text{ sufficiently large.}
  \]
  Then, by taking \(R_0 > 0\) such that \(B_R(y_n) \subset B_{R_0}(0)\) for all \(n \in \mathbb{N}\), it follows that
  \[
  \int_{B_{R_0}(0)} |v_n| dx \geq \delta, \quad \text{for all } n \text{ sufficiently large},
  \]
  implying by (3.16) that
  \[
  \int_{B_{R_0}(0)} |v_\varepsilon| dx \geq \delta. \tag{3.23}
  \]

Now let us show the following claim.
Claim 1. $\Phi'(v_\epsilon)v_\epsilon \leq 0$.

Note that, if $\varphi \in C_0^\infty(\mathbb{R}^N)$, $0 \leq \varphi \leq 1$, $\varphi \equiv 1$ in $B_R(0)$ and $\varphi \equiv 0$ in $B_{2R}(0)^c$, for $\varphi_R := \varphi(\cdot/R)$, it follows that for all $v \in BV(\mathbb{R}^N)$,

$$(D(\varphi_Rv))^s \text{ is absolutely continuous w.r.t. } (Dv)^s.$$  \hspace{1cm} (3.24)

In fact, note that

$$D(\varphi_Rv) = \nabla \varphi_Rv + \varphi_RDv = \nabla \varphi_Rv + \varphi_RDv^a + \varphi_RDv^s, \text{ in } D'(\mathbb{R}^N).$$

Then it follows that

$$(D(\varphi_Rv))^s = (\varphi_R(Dv)^s)^s = \varphi_R(Dv)^s.$$  \hspace{1cm} (3.24)

Taking (3.24) into account, the fact that $\varphi_Rv_n$ is equal to 0 a.e. in the set where $v_n$ vanishes and also the fact that $\varphi_Rv_n = \frac{\mu}{|\mu|}$ a.e. in $B_R(0)$, it is well defined $\Phi'(v_n)(\varphi_Rv_n)$ and, by (2.5), it follows that

$$\Phi'(v_n)(\varphi_Rv_n) = \int_{\mathbb{R}^N} \frac{((Dv_n)^a)^2 \varphi_R + v_n(Dv_n)^a \cdot \nabla \varphi_R}{|(Dv_n)^a|} dx + \int_{\mathbb{R}^N} \frac{Dv_n}{|Dv_n|} \frac{\varphi_R(Dv_n)^s}{|\varphi_R(Dv_n)^s|} |\varphi_R(Dv_n)^s| + \int_{\mathbb{R}^N} V(\epsilon x)\text{sgn}(v_n)(\varphi_Rv_n)dx - \int_{\mathbb{R}^N} f(v_n)\varphi_Rv_n dx$$

$$= \int_{\mathbb{R}^N} \varphi_R|(Dv_n)^a| dx + \int_{\mathbb{R}^N} \frac{v_n(Dv_n)^a \cdot \nabla \varphi_R}{|(Dv_n)^a|} dx + \int_{\mathbb{R}^N} \frac{(Dv_n)^s}{|(Dv_n)^s|} |\varphi_R(Dv_n)^s| |\varphi_R(Dv_n)^s| + \int_{\mathbb{R}^N} V(\epsilon x)|v_n| \varphi_R dx - \int_{\mathbb{R}^N} f(v_n)\varphi_Rv_n dx.$$  

The last inequality together with the lower semicontinuity of the norm in $BV(B_R(0))$ w.r.t. the $L^1(B_R(0))$ convergence and the fact that $\Phi'(v_n)(\varphi_Rv_n) = o_n(1)$ (since $(\varphi_Rv_n)$ is bounded in $BV(\mathbb{R}^N)$), imply that

$$\int_{B_R(0)} |Dv_\epsilon| + \liminf_{n \to \infty} \int_{\mathbb{R}^N} v_n(Dv_n)^a \cdot \nabla \varphi_R |(Dv_n)^a| dx + \int_{\mathbb{R}^N} V(\epsilon x)\varphi_R |v_\epsilon| dx \leq \int_{\mathbb{R}^N} f(v_\epsilon)v_\epsilon \varphi_R dx.$$  \hspace{1cm} (3.25)

By doing $R \to +\infty$ in both sides of (3.25) we get that

$$\int_{\mathbb{R}^N} |Dv_\epsilon| + \int_{\mathbb{R}^N} V(\epsilon x)|v_\epsilon| dx \leq \int_{\mathbb{R}^N} f(v_\epsilon)v_\epsilon dx$$  \hspace{1cm} (3.26)
what proves the claim.

By the Claim and (3.23), it follows that there exists $t_\epsilon \in (0, 1]$ such that $t_\epsilon v_\epsilon \in \mathcal{N}_\epsilon$. Note also that

$$c_\epsilon + o_n(1) = \Phi_\epsilon(v_n) + o_n(1) = \Phi_\epsilon(v_n) - \Phi'_\epsilon(v_n)v_n = \int_{\mathbb{R}^N} (f(v_n)v_n - F(v_n)) \, dx. \quad (3.27)$$

Then applying Fatou Lemma in the last inequality together with $(f_4)$, it follows that

$$c_\epsilon \geq \int_{\mathbb{R}^N} (f(v_\epsilon)v_\epsilon - F(v_\epsilon)) \, dx$$

$$\geq \int_{\mathbb{R}^N} (f(t_\epsilon v_\epsilon)t_\epsilon v_\epsilon - F(t_\epsilon v_\epsilon)) \, dx$$

$$= \Phi_\epsilon(t_\epsilon v_\epsilon) - \Phi'_\epsilon(t_\epsilon v_\epsilon)t_\epsilon v_\epsilon$$

$$= \Phi_\epsilon(t_\epsilon v_\epsilon)$$

$$\geq c_\epsilon.$$ 

Hence, $t_\epsilon = 1$ and $\Phi_\epsilon(v_\epsilon) = c_\epsilon$. This together with (3.27) and $(f_4)$ yield

$$f(v_n)v_n \rightarrow f(v_\epsilon)v_\epsilon \quad \text{in } L^1(\mathbb{R}^N)$$

$$F(v_n) \rightarrow F(v_\epsilon) \quad \text{in } L^1(\mathbb{R}^N)$$

and

$$\|v_n\|_\epsilon \rightarrow \|v_\epsilon\|_\epsilon,$$

from where it follows that

$$v_n \rightarrow v_\epsilon \quad \text{in } L^1(\mathbb{R}^N).$$

Here, we have used the fact that $(f_4)$ implies that

$$(1 - \theta)f(\tilde{v}_n)\tilde{v}_n \leq f(\tilde{v}_n)\tilde{v}_n - F(\tilde{v}_n),$$

then by applying the Lebesgue Dominated Convergence Theorem, it follows that

$$f(v_n)v_n \rightarrow f(\tilde{v})\tilde{v} \quad \text{in } L^1(\mathbb{R}).$$

As a consequence, since $(y_n)$ is a bounded sequence and $R_n \rightarrow +\infty$, the $L^1(\mathbb{R}^N)$ convergence of $(v_n)$ leads to

$$\int_{B_{R_n}(y_n)} |v_n| \, dx \rightarrow 0 \quad \text{as } n \rightarrow +\infty. \quad (3.28)$$
On the other hand, since $v_n \to v_\epsilon \neq 0$ in $L^1(\mathbb{R}^N)$ and by (3.21), it follows that
\[
\int_{B_{R_n}(y_n)} |v_n|dx \to (1 - \alpha)|v_\epsilon|_{L^1(\mathbb{R}^N)} > 0, \quad \text{as } n \to +\infty,
\]
a clear contradiction with (3.28).

• $(y_n)$ is unbounded:

In this case we should proceed as in the case where $(y_n)$ were bounded, but now dealing with the sequence $(\tilde{v}_n)$ where $\tilde{v}_n = v_n(\cdot - y_n)$. In fact, since $\|v_n\|_{BV(\mathbb{R}^N)} = \|\tilde{v}_n\|_{BV(\mathbb{R}^N)}$, it follows that $(\tilde{v}_n)$ is bounded and then converges, up to a subsequence, to some function $\tilde{v} \in BV(\mathbb{R}^N)$ in $L^1_{loc}(\mathbb{R}^N)$, where $\tilde{v} \neq \equiv 0$ by (3.21).

Claim 2.

\[\Phi'_\infty(\tilde{v})\tilde{v} \leq 0. \quad (3.29)\]

In order to prove this claim, let us denote, for $v \in BV(\mathbb{R}^N)$,
\[\|v\|_{\epsilon,y_n} := \int_{\mathbb{R}^N} |Dv| + \int_{\mathbb{R}^N} V(\epsilon x + \epsilon y_n)|v|dx \]
and
\[\Phi_{\epsilon,y_n}(v) := \|v\|_{\epsilon,y_n} - \int_{\mathbb{R}^N} F(v)dx.\]

Note that, as before, $\Phi'_{\epsilon,y_n}(v)w$ is well defined for all $v, w \in BV(\mathbb{R}^N)$ such that $(Dw)^a$ is absolutely continuous w.r.t. $(Dv)^a$ and $w$ is equal to 0 a.e. in the set where $v$ vanishes. Moreover,
\[
\Phi'_{\epsilon,y_n}(v)w = \int_{\mathbb{R}^N} \frac{(Dv)^a(Dw)^a}{|(Dv)^a|}dx + \int_{\mathbb{R}^N} \frac{Dv}{|Dv|}(x) \frac{ Dw}{|Dw|}(x)||(Dw)||^a
+ \int_{\mathbb{R}^N} V(\epsilon x + \epsilon y_n)\text{sgn}(v)wdx - \int_{\mathbb{R}^N} f(v)wdx. \quad (3.30)
\]

Since $\int_{\mathbb{R}^N} |Dv_n| = \int_{\mathbb{R}^N} |D\tilde{v}_n|$, from (3.14), by a change of variable, for all $w \in BV(\mathbb{R}^N)$ we have that
\[
\|w(\cdot + y_n)\|_{\epsilon,y_n} - \|\tilde{v}_n\|_{\epsilon,y_n} \geq \int_{\mathbb{R}^N} f(\tilde{v}_n)(w(\cdot + y_n) - \tilde{v}_n)dx
- \tau_n \left( \int_{\mathbb{R}^N} |D(w(\cdot + y_n) - v_n)| + \int_{\mathbb{R}^N} V(\epsilon x + \epsilon y_n)|w(\cdot + y_n) - \tilde{v}_n|dx \right), \quad (3.31)
\]
For \( \varphi_R := \varphi(\cdot/R) \), where \( \varphi \in C_0^\infty(\mathbb{R}^N), 0 \leq \varphi \leq 1, \varphi \equiv 1 \) in \( B_R(0) \) and \( \varphi \equiv 0 \) in \( B_{2R}(0) \), by taking in (3.31) \( w(x) = v_n(x) + t\varphi_R(x - y_n)v_n(x) \) and making \( t \to 0 \), it follows that

\[
\Phi'(\varphi_R \tilde{v}_n) = o_n(1). \tag{3.32}
\]

From (3.32), proceeding as in (3.25) and taking into account that \( |y_n| \to +\infty \), we get that

\[
\int_{\mathbb{R}^N} |D\tilde{v}| + \int_{\mathbb{R}^N} V_\infty |\tilde{v}| dx \leq \int_{\mathbb{R}^N} f(\tilde{v})\tilde{v} dx, \tag{3.33}
\]

which proves the claim.

By the Claim 2 and since \( \tilde{v} \neq 0 \), it follows that there exists \( \tilde{t} \in (0,1] \) such that \( \tilde{t}v \in \mathcal{N}_\infty \). On the other hand, recalling that Note that

\[
c_\epsilon + o_n(1) = \Phi_\epsilon(v_n) + o_n(1)
\]

\[
= \Phi_\epsilon(v_n) - \Phi'_\epsilon(v_n)v_n
\]

\[
= \int_{\mathbb{R}^N} (f(v_n)v_n - F(v_n)) dx
\]

\[
= \int_{\mathbb{R}^N} (f(\tilde{v}_n)v_n - F(\tilde{v}_n)) dx.
\]

the Fatou’s Lemma gives

\[
c_\epsilon \geq \int_{\mathbb{R}^N} (f(\tilde{v})\tilde{v} - F(\tilde{v})) dx
\]

\[
\geq \int_{\mathbb{R}^N} (f(\tilde{t}\tilde{v})\tilde{t}\tilde{v} - F(\tilde{t}\tilde{v})) dx
\]

\[
= \Phi_\infty(\tilde{t}\tilde{v})
\]

\[
\geq c_\infty,
\]

which contradicts Corollary 5 when \( \epsilon \) is small enough.

Then we can conclude that Dichotomy in fact does not happen and then, it follows that Compactness must hold.

**Claim 3.** \( (y_n) \) in (3.20) is a bounded sequence in \( \mathbb{R}^N \).

Assuming this claim, for \( \eta > 0 \), there exists \( R > 0 \) such that, by (3.20),

\[
\int_{B_R(0)} \rho_n dx < \eta, \quad \forall n \in \mathbb{N},
\]
which is equivalent to
\[
\int_{B_{R_1}(0)} |v_n| dx \leq \eta |v_n|_1 \leq C \eta, \quad \forall n \in \mathbb{N}.
\]  
\[(3.34)\]

Since \( v_\epsilon \in L^1(\mathbb{R}^N) \), there exists \( R_0 > 0 \) such that
\[
\int_{B_{R_0}(0)} |v_\epsilon| dx \leq \eta.
\]  
\[(3.35)\]

Then, for \( R_1 \geq \max\{R, R_0\} \), since \( v_n \to v_\epsilon \) in \( L^1(B_{R_1}(0)) \), there exists \( n_0 \in \mathbb{N} \) such that
\[
\int_{B_{R_1}(0)} |v_n - v_\epsilon| dx \leq \eta \quad \forall n \geq n_0.
\]  
\[(3.36)\]

Then, by \((3.34)\), \((3.35)\) and \((3.36)\), it follows that if \( n \geq n_0 \),
\[
\int_{\mathbb{R}^N} |v_n - v_\epsilon| dx \leq \eta + \int_{B_{R_1}(0)} |v_n - v_\epsilon| dx \leq \eta + \int_{B_{R_1}(0)} |v_n| dx + \int_{B_{R_1}(0)} |v_\epsilon| dx \leq C_1 \eta.
\]

Hence \( v_n \to v_\epsilon \) in \( L^1(\mathbb{R}^N) \) and since \( (v_n) \) is bounded in \( L^{1*}(\mathbb{R}^N) \), by interpolation inequality it follows that
\[
v_n \to v_\epsilon \quad \text{in } L^q(\mathbb{R}^N), \quad \text{for all } 1 \leq q < 1^*.
\]

Now, what is left is proving Claim 3. However, the proof of it consist in suppose by contradiction that, up to a subsequence, \( |y_n| \to +\infty \) and then proceed as in the case of Dichotomy, where \( (y_n) \) were unbounded, reaching that \( c_\epsilon \geq c_\infty \). But the latter is a clear contradiction when \( \epsilon < \epsilon_0 \), in the light of Corollary 5.

Now let us just remark that if \( \epsilon < \epsilon_0 \), then \( v_\epsilon \) is in fact a nontrivial solution of \((2.3)\).

First of all note that \((3.18)\), \((f_2)\) and \((f_3)\) implies that
\[
\int_{\mathbb{R}^N} f(v_n)v_n dx \to \int_{\mathbb{R}^N} f(v_\epsilon)v_\epsilon dx, \quad \text{as } n \to +\infty.
\]  
\[(3.37)\]

Then from \((3.14)\), \((3.37)\) and the lower semicontinuity of \( \| \cdot \|_\epsilon \) w.r.t. the \( L^1(\mathbb{R}^N) \) convergence imply that
\[
\|w\|_\epsilon - \|v_\epsilon\|_\epsilon \geq \int_{\mathbb{R}^N} f(v_\epsilon)(w - v_\epsilon) dx, \quad \forall w \in BV(\mathbb{R}^N),
\]  
\[(3.38)\]
and then $v_\epsilon$ is in fact a nontrivial solution of (2.3). Moreover, note that from (3.13)
\[
c_\epsilon \leq \Phi_\epsilon(v_\epsilon) \\
= \Phi_\epsilon(v_\epsilon) - \Phi'_\epsilon(v_\epsilon)v_\epsilon \\
= \int_{\mathbb{R}^N} (f(v_\epsilon)v_\epsilon - F(v_\epsilon)) \, dx \\
\leq \liminf_{n \to \infty} \int_{\mathbb{R}^N} (f(v_n)v_n - F(v_n)) \, dx \\
= \Phi_\epsilon(v_n) + o_n(1) \\
= c_\epsilon.
\]
Then $v_\epsilon$ is a ground-state solution of (2.3) and consequently $u_\epsilon = v_\epsilon(\cdot/\epsilon)$ is a ground-state bounded variation solution of (1.1).

3.2 Concentration behavior

In the last section we have proved that for each $\epsilon \in (0, \epsilon_0)$, there exists $v_\epsilon \in BV(\mathbb{R}^N)$ solution of (2.3) such that $\Phi_\epsilon(v_\epsilon) = c_\epsilon$. Now let us show that this sequence of solutions concentrate around a global minimum of $V$. Before it, let us state and prove some preliminaries lemmas.

**Lemma 8.** There exist $\{y_\epsilon\}_{\epsilon > 0} \subset \mathbb{R}^N$ and $R, \delta > 0$ such that
\[
\liminf_{\epsilon \to 0} \int_{B_{R}(y_\epsilon)} |v_\epsilon| \, dx \geq \delta > 0.
\]

*Proof.* In fact, on the contrary, thanks to [12] Theorem 1], it follows that $v_\epsilon \to 0$ in $L^q(\mathbb{R}^N)$ for all $1 \leq q < 1^*$, as $\epsilon \to 0$. Then, by $(f_2)$, $(f_3)$ and the Lebesgue Convergence Theorem, it follows that
\[
\int_{\mathbb{R}^N} f(v_\epsilon)v_\epsilon \, dx = o_\epsilon(1).
\]
Taking $w = v_\epsilon \pm tv_\epsilon$ in (2.7) and passing to the limit as $t \to 0^+$, it follows that
\[
\|v_\epsilon\|_\epsilon = \int_{\mathbb{R}^N} f(v_\epsilon)v_\epsilon \, dx = o_\epsilon(1),
\]
which implies that $c_\epsilon = \Phi_\epsilon(v_\epsilon) = o_\epsilon(1)$, leading to a contradiction with Lemma 4. \qed

**Lemma 9.** The set $\{\epsilon y_\epsilon\}_{\epsilon > 0}$ is bounded in $\mathbb{R}^N$.
Proof. Suppose by contradiction that there exist $\epsilon_n \to 0$, such that $|\epsilon_n y_n| \to \infty$, as $n \to \infty$, where $y_n := y_{\epsilon_n}$. In the following we proceed as in the proof of Claim 2 of Proposition 7. Let $v_n := v_{\epsilon_n}$, and note that, if $\varphi_R$ is like in the proof of such claim, it follows that

$$\Phi'_{\epsilon_n,y_n}(\varphi_R v_n) = 0,$$

where $\tilde{v}_n := v_n(\cdot - y_n)$. As $(v_n)$ is bounded in $BV(\mathbb{R}^N)$ and then $\tilde{v}_n \to \tilde{v}$ in $L^1_{\text{loc}}(\mathbb{R}^N)$, up to a subsequence, where $\tilde{v} \neq 0$ by Lemma 8. Then, as before, we get that

$$\Phi'_\infty(\tilde{v})\tilde{v} \leq 0$$

and then there exists $\tilde{t} \in (0,1]$ such that $\tilde{t}\tilde{v} \in \mathcal{N}_\infty$. Hence in the same way that in Claim 2 this will lead us to the contradiction that $c_0 = \lim_{n \to \infty} c_{\epsilon_n} \geq c_\infty$. \hfill \Box

Corollary 10. If $\epsilon_n \to 0$, then up to a subsequence, $\epsilon_n y_n \to y^*$ where

$$V(y^*) = V_0 = \inf_{\mathbb{R}^N} V.$$

Proof. If $\epsilon_n \to 0$, since by Lemma 9 $(\epsilon_n y_n)_{n \in \mathbb{N}}$ is bounded, then $\epsilon_n y_n \to y^* \in \mathbb{R}^N$ up to a subsequence. As in the proof of Claim 2 of Proposition 7 and of Lemma 9 it is possible to prove that

$$c_0 = \lim_{n \to \infty} c_{\epsilon_n} \geq c_{V(y^*)} \geq c_0,$$

where $c_{V(y^*)}$ is the mountain pass minimax level of problem (2.3) with $V(y^*)$ playing the role of $V(\epsilon x)$. Then it follows that $V(y^*) = \inf_{\mathbb{R}^N} V$. \hfill \Box

Lemma 11. If $\epsilon_n \to 0$, then there exists $\tilde{v} \in BV(\mathbb{R}^N)$ such that

$$\tilde{v}_n := v_n(\cdot - y_n) \to \tilde{v} \quad \text{in } L^1_{\text{loc}}(\mathbb{R}^N)$$

and

$$f(\tilde{v}_n)\tilde{v}_n \to f(\tilde{v})\tilde{v} \quad \text{in } L^1(\mathbb{R}^N).$$

Proof. First of all, note that as in Lemma 6 it is possible to prove that $(v_n)$ is a bounded sequence in $BV(\mathbb{R}^N)$ and then that $v_n \to \tilde{v}$ in $L^q_{\text{loc}}(\mathbb{R}^N)$ for all $1 \leq q < 1^*$, where $\tilde{v} \in BV(\mathbb{R}^N)$. As in the proof of Lemma 9 it is possible to prove that $\tilde{t} \in (0,1]$ such that
$	ilde{t} \tilde{v} \in \mathcal{N}_V(y^*) = \mathcal{N}_0$ should verify $\tilde{t} = 1$. Hence $\tilde{v} \in \mathcal{N}_0$ and note that $\Phi_0(\tilde{v}) = c_0$. In fact

$$c_0 \leq \Phi_0(\tilde{v}) = \Phi_0(\tilde{v}) - \Phi_0'(\tilde{v})\tilde{v} = \int_{\mathbb{R}^N} (f(\tilde{v})\tilde{v} - F(\tilde{v})) \, dx \leq \liminf_{n \to \infty} \int_{\mathbb{R}^N} (f(\tilde{v}_n)\tilde{v}_n - F(\tilde{v}_n)) \, dx = \lim_{n \to \infty} \left( \Phi_{\epsilon_n}(v_n) - \Phi_{\epsilon_n}'(v_n)v_n \right) = \lim_{n \to \infty} c_{\epsilon_n} = c_0.$$

Then

$$\lim_{n \to \infty} \int_{\mathbb{R}^N} (f(\tilde{v}_n)\tilde{v}_n - F(\tilde{v}_n)) \, dx = \int_{\mathbb{R}^N} (f(\tilde{v})\tilde{v} - F(\tilde{v})) \, dx$$

and hence $f(\tilde{v}_n)\tilde{v}_n - F(\tilde{v}_n) \to f(\tilde{v})\tilde{v} - F(\tilde{v})$ in $L^1(\mathbb{R}^N)$. Thereby, by (f4),

$$f(v_n)v_n \to f(\tilde{v})\tilde{v} \text{ in } L^1(\mathbb{R}).$$

As a consequence of the last result, we can finish the proof of Theorem 1 by proving (1.2). In fact, if $\epsilon_n \to 0$, as $n \to \infty$, denoting $L = \int_{\mathbb{R}^N} f(\tilde{v})\tilde{v} \, dx$, for a given $\delta > 0$, by (3.40), there exists $R > 0$ and $n_0 \in \mathbb{N}$ such that, for $n \geq n_0$,

$$\int_{B_R(0)} f(\tilde{v}_n)\tilde{v}_n \, dx < \delta. \quad (3.41)$$

From which it follows that

$$\int_{B_R(0)} f(\tilde{v}_n)\tilde{v}_n \, dx \geq L - \delta + o_n(1). \quad (3.42)$$

By the change of variable $\tilde{v}_n(x) = u_n(\epsilon_n x + \epsilon_n y_n)$, (3.41) and (3.42) imply that

$$\int_{B_{\epsilon_n R}(\epsilon_n y_n)} f(u_n)u_n \, dx < \epsilon_n^N \delta \quad (3.43)$$

and

$$\int_{B_{\epsilon_n R}(\epsilon_n y_n)} f(u_n)u_n \, dx \geq C\epsilon_n^N, \quad (3.44)$$
for $n \geq n_0$, where $C > 0$. Taking into account the fact that $\epsilon_n y_n \to x_0$ where $V(x_0) = V_0$, we can consider $R > 0$ such that, for $n \geq n_0$, $B_R(\epsilon_n y_n) \subset B_R(x_0)$. Then from (3.43) and (3.44),

$$\int_{B_{\epsilon_n R}(x_0)} f(u_n) u_n dx < \epsilon_n^N \delta$$

and

$$\int_{B_{\epsilon_n R}(x_0)} f(u_n) u_n dx \geq C \epsilon_n^N,$$

for $n \geq n_0$, what finishes the proof of Theorem 1.

4 Existence of solutions in the asymptotic constant case

In this section we prove Theorem 2 and then we consider the assumptions $(f_1) - (f_5)$ and $(V_1)$ and $(V_3)$. As can be seen in the statement of Theorem 2, our existence result is independent of $\epsilon > 0$ and then we can suppose without lack of generality that $\epsilon = 1$. Then, in this section $\| \cdot \|_1$ denotes $\| \cdot \|_\epsilon$ when $\epsilon = 1$.

Let us define $\Phi : BV(\mathbb{R}^N) \to \mathbb{R}$ by

$$\Phi(u) = \int_{\mathbb{R}^N} |Du| + \int_{\mathbb{R}^N} V(x)|u|dx - \int_{\mathbb{R}^N} F(u)dx$$

and consider $\Phi_\infty$ like in Section 2.

By the conditions on $f$, as in the last section, it is easy to see that $\Phi$ and $\Phi_\infty$ satisfy the geometric conditions of the Mountain Pass Theorem and then it is well defined the minimax levels

$$c = \inf_{\gamma \in \Gamma} \sup_{t \in [0,1]} \Phi(\gamma(t)),$$

$$c_\infty = \inf_{\gamma \in \Gamma_\infty} \sup_{t \in [0,1]} \Phi_\infty(\gamma(t))$$

where

$$\Gamma = \{ \gamma \in C([0,1], BV(\mathbb{R}^N)); \gamma(0) = 0 \text{ and } \Phi(\gamma(1)) < 0 \}$$

and

$$\Gamma_\infty = \{ \gamma \in C([0,1], BV(\mathbb{R}^N)); \gamma(0) = 0 \text{ and } \Phi_\infty(\gamma(1)) < 0 \}.$$

By $(V_3)$, it is easy to see that $\Phi(u) \leq \Phi_\infty(u)$ for all $u \in BV(\mathbb{R}^N)$ and as a consequence,

$$c \leq c_\infty.$$
By the results in [11][12] together with the arguments explored in Section 5, it follows that there exists a critical point of $\Phi_{\infty}$, $w_{\infty} \in BV(\mathbb{R}^N)$, such that $\Phi_{\infty}(w_{\infty}) = c_{\infty}$. Also, by [12], it is possible to define the Nehari manifolds associated to $\Phi$ and $\Phi_{\infty}$, respectively by

$$N = \{ v \in BV(\mathbb{R}^N) \setminus \{0\}; \Phi'(v)v = 0 \}$$

and

$$N_{\infty} = \{ v \in BV(\mathbb{R}^N) \setminus \{0\}; \Phi'_{\infty}(v)v = 0 \}.$$ 

By the discussion in [11] it follows that $c = \inf_N \Phi$ and $c_{\infty} = \inf_{N_{\infty}} \Phi_{\infty}$. Moreover, it has been proved there that if there exists $u_0 \in BV(\mathbb{R}^N)$ such that $\Phi(u_0) = \inf_N \Phi$, then $u_0$ is a bounded variation solution of (1.1).

In order to effectively start with the proof of Theorem 2 let us consider the two possible cases about $c$ and $c_{\infty}$.

- **Case 1**: $c = c_{\infty}$. If this situation occurs, problem (1.1) has a ground state solution. In fact, since $w_{\infty} \in N_{\infty}$, then

$$\int_{\mathbb{R}^N} |Dw_{\infty}| + \int_{\mathbb{R}^N} V(x)|w_{\infty}|dx \leq \int_{\mathbb{R}^N} |Dw_{\infty}| + \int_{\mathbb{R}^N} V_{\infty}|w_{\infty}|dx = \int_{\mathbb{R}^N} f(w_{\infty})w_{\infty}dx,$$

i.e.

$$\Phi'(w_{\infty})w_{\infty} \leq 0.$$ 

Then there exists $t \in (0, 1]$ such that $tw_{\infty} \in N$. Hence, by $(f_5)$,

$$c \leq \Phi(tw_{\infty}) = \Phi(tw_{\infty}) - \Phi'(tw_{\infty})tw_{\infty} = \int_{\mathbb{R}^N} (f(tw_{\infty})w_{\infty} - F(tw_{\infty}))dx \leq \int_{\mathbb{R}^N} (f(w_{\infty})w_{\infty} - F(w_{\infty}))dx = \Phi_{\infty}(w_{\infty}) = c_{\infty} = c.$$

This means that $t = 1$ and $w_{\infty}$ is also a minimizer of $\Phi$ on $N$ and then is a ground-state bounded variation solution of (1.1).
• **Case 2:** $c < c_\infty$. By [12, Theorem 4], there exist $(u_n) \subset BV(\mathbb{R}^N)$ such that

$$
\lim_{n \to \infty} \Phi(u_n) = c
$$

and

$$
\|w\|_1 - \|u_n\|_1 \geq \int_{\mathbb{R}^N} f(u_n)(w - u)dx - \tau_n\|w - u_n\|_1, \quad \forall w \in BV(\mathbb{R}^N),
$$

where $\tau_n \to 0$, as $n \to \infty$.

As in Lemma 6 it is possible to prove that $(u_n)$ is a bounded sequence in $BV(\mathbb{R}^N)$. By the compactness of the embeddings of $BV(\mathbb{R}^N)$ in $L^q_{\text{loc}}(\mathbb{R}^N)$ for $1 \leq q < 1^*$, it follows that there exists $u_0 \in BV_{\text{loc}}(\mathbb{R}^N)$ such that

$$
u_n \to u_0 \quad \text{in } L^q_{\text{loc}}(\mathbb{R}^N) \text{ for } 1 \leq q < 1^*
$$

and

$$
u_n \to u_0 \quad \text{a.e. in } \mathbb{R}^N,
$$

as $n \to +\infty$. Note that as in the last section, it is possible to prove that $u_0 \in BV(\mathbb{R}^N)$. Moreover, as in (3.19),

$$
|u_n|_1 \not\to 0, \quad \text{as } n \to +\infty.
$$

As in the proof of Proposition 7 let us use the *Concentration of Compactness Principle* of Lions [18] to the following bounded sequence in $L^1(\mathbb{R}^N),

$$
\rho_n(x) := \frac{|u_n(x)|}{|u_n|_1}.
$$

By such a principle, one and only one of the following statements hold:

(Vanishing) \quad \lim_{n \to +\infty} \sup_{y \in \mathbb{R}^N} \int_{B_R(y)} \rho_n dx = 0, \forall R > 0;

(Compactness) There exist $(y_n) \subset \mathbb{R}^N$ such that for all $\eta > 0$, there exists $R > 0$ such that

$$
\int_{B_R(y_n)} \rho_n dx \geq 1 - \eta, \quad \forall n \in \mathbb{N};
$$

(Dichotomy) There exist $(y_n) \subset \mathbb{R}^N$, $\alpha \in (0, 1)$, $R_1 > 0$, $R_n \to +\infty$ such that the functions $\rho_{n,1}(x) := \chi_{B_{R_1}(y_n)}(x)\rho_n(x)$ and $\rho_{n,2}(x) := \chi_{B_{R_n}(y_n)}(x)\rho_n(x)$ satisfy

$$
\int_{\mathbb{R}^N} \rho_{1,n} dx \to \alpha \quad \text{and} \quad \int_{\mathbb{R}^N} \rho_{2,n} dx \to 1 - \alpha.
$$

(4.50)
Note that Vanishing does not occur, otherwise, by [12], it would hold that $\rho_n \to 0$ in $L^q(\mathbb{R}^N)$, for all $1 \leq q < 1^\ast$. Taking (4.48) into account, this would imply that $u_n \to 0$ in $L^q(\mathbb{R}^N)$, for all $1 \leq q < 1^\ast$ and then this would led us to $c = 0$, a clear contradiction.

The case in which Dichotomy takes place, we get a contradiction in both situations, when $(y_n)$ is a bounded or an unbounded sequence, just repeating the arguments in the proof of Proposition [7].

Then it follows that Compactness holds and then, as in the proof of Claim [8] we can prove that $(y_n)$ is a bounded sequence. Then, for $\eta > 0$, let $R > 0$ such that (4.49) holds and note that this implies that

\[
\int_{B_R(0)} |\rho_n| dx < \eta, \quad \forall n \in \mathbb{N},
\]

which is equivalent to

\[
\int_{B_R(0)} |u_n| dx \leq \eta |u_n|_1 \leq C_\eta, \quad \forall n \in \mathbb{N}. \tag{4.51}
\]

Since $u_0 \in L^1(\mathbb{R}^N)$, there exists $R_0 > 0$ such that

\[
\int_{B_{R_0}(0)} |u_0| dx \leq \eta. \tag{4.52}
\]

Then, for $R_1 \geq \max\{R, R_0\}$, since $u_n \to u_0$ in $L^1(B_{R_1}(0))$, there exists $n_0 \in \mathbb{N}$ such that

\[
\int_{B_{R_1}(0)} |u_n - u_0| dx \leq \eta. \tag{4.53}
\]

Then, by (4.51), (4.52) and (4.53), it follows that if $n \geq n_0$,

\[
\int_{\mathbb{R}^N} |u_n - u_0| dx \leq \eta + \int_{B_{R_1}(0)} |u_n - u_0| dx \leq \eta + \int_{B_{R_1}(0)} |u_n| dx + \int_{B_{R_1}(0)} |u_0| dx \leq C_1 \eta.
\]

Hence $u_n \to u_0$ in $L^1(\mathbb{R}^N)$ and since $(u_n)$ is bounded in $L^{1^\ast}(\mathbb{R}^N)$, by interpolation inequality it follows that

\[
u_n \to u_0 \quad \text{in} \quad L^q(\mathbb{R}^N), \quad \text{for all} \quad 1 \leq q < 1^\ast. \tag{4.54}
\]

From (4.54), $(f_1)$ and $(f_2)$ it follows that

\[
\int_{\mathbb{R}^N} f(u_n) u_n dx \to \int_{\mathbb{R}^N} f(u_0) u_0 dx, \quad \text{as} \quad n \to +\infty. \tag{4.55}
\]
Then from (3.14), (3.40) and the lower semicontinuity of $\| \cdot \|_1$ w.r.t. the $L^1(\mathbb{R}^N)$ convergence imply that

$$\| w \|_1 - \| u_0 \|_1 \geq \int_{\mathbb{R}^N} f(u_0)(w - u_0)dx, \quad \forall w \in BV(\mathbb{R}^N),$$

(4.56)

and then $u_0$ is in fact a nontrivial solution of (1.1). Moreover, note that from (4.46)

$$c \leq \Phi(u_0)$$

$$= \Phi(vu_0) - \Phi'(u_0)u_0$$

$$= \int_{\mathbb{R}^N} (f(u_0)u_0 - F(u_0)) \, dx$$

$$\leq \liminf_{n \to \infty} \int_{\mathbb{R}^N} (f(u_n)u_n - F(u_n)) \, dx$$

$$= \Phi(u_n) + o_n(1)$$

$$= c.$$

Then $u_0$ is a ground-state bounded variation solution of (1.1) and this finish the proof of Theorem 2.

5 Existence of ground state solution for autonomous case

In this short section, let us prove that there exists a ground-state solution to the autonomous problem

$$\begin{cases}
-\Delta_1 v + V_\infty \frac{v}{|v|} = f(v) \quad \text{in } \mathbb{R}^N, \\
u \in BV(\mathbb{R}^N).
\end{cases}$$

(5.57)

Let $\Phi_\infty$, $c_\infty$ and $N_\infty$ defined as in Section 3. By [12, Theorem 1.4], there exists $(w_n) \subset BV(\mathbb{R}^N)$ such that $\Phi_\infty(w_n) \to c_\infty$ and moreover,

$$\| w_n \|_\infty - \| w_n \|_\infty \geq \int_{\mathbb{R}^N} f(w_n)(w - w_n)dx, \quad \forall w \in BV(\mathbb{R}^N).$$

(5.58)

As in the proof of Lemma 6 it is possible to prove that $(w_n)$ is a bounded sequence in $BV(\mathbb{R}^N)$ and then $w_n \to w_\infty$ in $L^q_{loc}(\mathbb{R}^N)$, where $1 \leq q < 1^*$. It follows as in (3.17) that $w_\infty \in BV(\mathbb{R}^N)$. Also, there exist $R, \beta > 0$ and a sequence $(y_n) \subset \mathbb{R}^N$ such that

$$\liminf_{n \to +\infty} \int_{B_R(y_n)} |w_n| \, dx \geq \beta.$$  

(5.59)
In fact, otherwise, by [12 Theorem 1.1], \(w_n \to 0\) in \(L^q(\mathbb{R}^N)\) for \(1 < q < 1^*\) and then, by \((f_2)\) and \((f_3)\), \(\Phi_\infty(w_n) \to 0\), leading to a clear contradiction with the fact that \(c_\infty > 0\). Then it follows that \(w_\infty \neq 0\).

By proceeding exactly as in the proof of Proposition [7 Claim 1, it follows that \(\Phi'_\infty(w_\infty)w_\infty \leq 0\). Then there exists \(t_\infty \in (0,1]\) such that \(t_\infty w_\infty \in N_\infty\). Note also that

\[
c_\infty + o_n(1) = \Phi_\infty(w_n) + o_n(1) = \Phi_\infty(w_n) - \Phi'_\infty(w_n)w_n = \int_{\mathbb{R}^N} (f(w_n)w_n - F(w_n)) dx.
\]

(5.60)

Then applying Fatou’s Lemma in the last inequality together with \((f_4)\), it follows that

\[
c_\infty \geq \int_{\mathbb{R}^N} (f(w_\infty)w_\infty - F(w_\infty)) dx
\]

\[
\geq \int_{\mathbb{R}^N} (f(t_\infty w_\infty)t_\infty w_\infty - F(t_\infty w_\infty)) dx
\]

\[
= \Phi_\infty(t_\infty w_\infty) - \Phi'_\infty(t_\infty w_\infty)t_\infty w_\infty
\]

\[
= \Phi_\infty(t_\infty w_\infty)
\]

\[
\geq c_\infty.
\]

Hence, \(t_\infty = 1\), \(\Phi_\infty(w_\infty) = c_\infty\) and, by [11 Theorem 5], it follows that \(w_\infty\) is a ground-state bounded variation solution of (5.57).
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