Performance of the New FlashCam-based Camera in the 28 m Telescope of H.E.S.S.
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In October 2019, the central 28 m telescope of the H.E.S.S. experiment has been upgraded with a new camera. The camera is based on the FlashCam design which has been developed in view of a possible future implementation in the Medium-Sized Telescopes of the Cherenkov Telescope Array (CTA), with emphasis on cost and performance optimization and on reliability. The fully digital design of the trigger and readout system makes it possible to operate the camera at high event rates and to precisely adjust and understand the trigger system. The novel design of the front-end electronics achieves a dynamic range of over 3,000 photoelectrons with only one electronics readout circuit per pixel. Here we report on the performance parameters of the camera obtained during the first year of operation in the field, including operational stability and optimization of the calibration algorithms.
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1. Introduction

The H.E.S.S. (High Energy Stereoscopic System) observatory is located in the Khomas Highland in Namibia. It consists of four 12 m and one 28 m imaging atmospheric Cherenkov telescopes. The four 12 m telescopes (CT1-4) started operation in 2003, and the central 28 m telescope (CT5) in 2012 [1]. In October 2019, after seven years of operation, the original camera on CT5 was replaced with an advanced prototype of a FlashCam camera to improve the telescope performance and stability.

FlashCam has been developed as a camera candidate for the Medium-Sized Telescope (MST) of the Cherenkov Telescope Array (CTA) [2–5]. Based on a fully-digital design of the readout and trigger system, FlashCam is able to run with zero dead time with a trigger rate of up to 30 kHz. The FlashCam pre-amplifier saturates in a controlled way when the amplitude exceeds 3,000 times a least significant bit (LSB) value, entering a non-linear regime. The non-linear pre-amplifier extends the dynamic range of the FlashCam signal chain by one order of magnitude, and therefore permits to digitize each pixel’s signal with only one amplifier stage and readout channel. After many years of prototyping and extensive simulations, the signal reconstruction algorithm of FlashCam has ultimately been verified with a full-size prototype at the Max-Planck-Institut für Kernphysik (MPIK), Heidelberg.

An advanced version of the prototype was installed on H.E.S.S.-CT5 in October 2019, followed by a short commissioning and scientific verification phase. The camera has been running stably for more than one and a half years by now. Here, we report on some key performance experiences that have been gained in the field with this new camera type.

2. FlashCam

2.1 FlashCam Design

The FlashCam core elements comprise the photon detection plane (PDP), the readout system (ROS), and the data acquisition system (DAQ). The PDP detects the incident photons with photomultiplier tubes (PMTs), and produces analog differential signals with pre-amplifiers. There are 1758 active channels belonging to 147 modules on the PDP. Winston cones are installed in front of each PMT to improve the photon collection efficiency and to restrict the sensitive angular range. A UV-transparent window is installed in front of the PDP to protect PMTs and Winston cones. A water cooling system keeps the median PDP temperature at roughly 30 °C, which protects the electronics and minimizes gain changes of the PDP. The analog signals are transmitted via CAT 5E shielded twisted-pair cables to the ROS, where they are sampled at a rate of 250 MHz with 12-bit flash analog-to-digital converters (fADCs). The design of the ROS is based on a fully digital approach with continuous signal digitization, which runs dead time free with standard settings at a trigger rate of up to 30 kHz. The sampled traces are stored in the buffer of FPGAs and processed to the trigger system to derive the trigger decisions. The camera is connected to a camera server via up to four 10-Gbit Ethernet fibres, transferring triggered data from the camera to the server. The DAQ’s camera server is located at a central computing cluster. Two additional Gbit Ethernet fibres connect the camera server to the camera, for slow control and monitoring, and for providing the
array-wide precision clock signal through a White Rabbit network, respectively. More details of
the FlashCam system have been given in [4, 5].

2.2 Lab Calibration

The calibration of the full-size prototype was completed at MPIK. A laser with a wavelength
of 355 nm is used as light source. A neutral density filter wheel is placed in front of the laser to
simulate pulse intensities from 0.3 to a few thousand photoelectrons (p.e.) per pixel. A diffuser in
front of the filter wheel spreads the light across the whole surface of the camera. A UV LED in DC
mode is used to simulate the effect of the night sky background (NSB) up to a rate of 4.8 GHz per
pixel, more details can be found in [4]. The linear and non-linear reconstruction algorithms have
been well calibrated in the lab. The bias and the charge resolution over the full dynamic range are
shown in Fig. 1. The dynamic range reaches up to 3,000 p.e. with a maximal bias of roughly 5 %
and the charge resolution complies with the CTA benchmark functions used during development of
the camera [4].

![Figure 1: The lab calibration results of two NSB levels, i.e. 300 MHz and 1500 MHz. The upper plot is the bias of the reconstruction. The lower plot is the resolution comparing to the CTA benchmark functions (the dash lines). The color scale is the number of pixels in each bin.](image)

3. Performance data from H.E.S.S.-CT5

3.1 Installation into CT5

In October 2019, an advanced FlashCam prototype was installed into CT5. The net weight
load of the FlashCam system was adjusted to be the same as that of the previous camera. That
minimized the change of the mechanics of the telescope. Because of the different size of the new
and previous camera, the distance from the optical target to the camera entrance plane was slightly
changed. Thus, the focus settings were adjusted by sweeping the camera position to place the camera
entrance plane at the image plane of the shower at 15 km distance in zenith, which is the typical
shower height scale. Observations started in November 2019, and have been running stably more
than one and a half years by now. The camera has been available for data taking more than 98 %
of the time. During this period not a single channel nor electronics board broke. The performances of
sub-systems are reported in the following subsections.
3.2 The Cooling System

The camera housing and much of the tubing are thermally insulated. An active water cooling system is used to keep a sufficiently constant camera temperature during night-time observations. The design of the cooling system with its tubing is more demanding in CT5 than in CTA-MSTs, due to the ~60 m height variation during operation. The optimal range for the median camera-internal temperature during observations is 26 to 32 °C. Thanks to the cooling system, this can be maintained and the typical standard deviation of the temperature for a specific pixel is less than 0.1 °C during a 28-minute run. The maximum temperature standard deviation of the pixels is roughly 1.5 °C (see Fig. 2).

![Figure 2: The PDP temperatures. Left: The temperature during one run (Run 160149). The uneven distribution is due to the cooling water going into the camera from the left and right side and leaving at the upper and lower side. Middle: The RMS of the PDP temperatures during run 160149. Right: The RMS of the PDP temperatures over one year of operation (2019-11 to 2020-12).]

3.3 Photo-detector modules

The PDP was calibrated and monitored with a flat-fielding unit. The flat-fielding unit is installed at the center of the mirror dish of CT5, roughly 36 m away from the camera. The flat-fielding unit (FF-unit) consists of 13 LEDs and the voltage on these LEDs can be adjusted between 8 and 16 Volts, corresponding to an intensity of 100 p.e. up to a few thousand p.e. It illuminates the camera nearly uniformly with a repetition rate of 1 kHz. Fig. 3 shows the intensity of the FF-unit on the PDP with a median of roughly 130 p.e. There are three pixels, two on the top and one on the bottom, which are partially masked to calibrate the intensity of the FF-unit in the non-linear regime of the camera. Three pixels equipped with struts instead of PMTs are used to support the UV-transparent protective window in front of the PDP (the three white pixels forming an equilateral triangle in Fig. 3). Three further pixels marked in dark blue have been deactivated at the start of operation. Inpainting methods have been established in the analysis framework to successfully minimise the impact of any deactived or missing pixel. Fig. 3 also shows the flat-fielding coefficients of the pixels of an example flat-fielding run. The flat-fielding coefficient is defined as the ratio of the charge.
of each pixel to the median charge over the camera. The standard deviation of the flat-fielding coefficients of the pixels is roughly 5.2 %. The stability of the flat-fielding coefficients is monitored with the flat-fielding runs that are performed in each month. As shown in Fig. 4, the variation of the flat-fielding coefficients of most of the pixels is less than roughly 3 %. The change of the dynode gains of the PMTs are monitored as well, using the FF unit events. Assuming a Poisson distribution of the injected charge and constant excess noise of the PMTs, the single photoelectron (spe) responses of the pixels are derived based on the statistical properties of the light pulses from the CT5 flat-fielding unit. Monthly averages over the entire camera up to the end of 2020 are plotted in Fig. 5, and show a ~ 4 % gain loss with respect to that in November 2019, while the gain spread (the relative standard deviation) increased from 2.5 % to 4 %.

At the end of January 2020, a set of intensity sweep runs were performed, by sweeping different number of LEDs and LED intensities, to study the performance of the FlashCam and to verify the reconstruction algorithm in the non-linear regime. The performances with the default setup and moonlight setup\footnote{To mitigate the impact of the increased aging under moonlight conditions, the high voltages of the PMTs are lowered for the "MoonlightObservation" runs reducing the gain of PMTs to half of the default values.} were both verified, with intensities from 130 p.e. (the normal flat-fielding runs)
up to more than 2000 p.e. The results are shown in Fig. 6. The reconstruction agrees with the calibration which was done with the masked pixels and the resolution is better than the CTA benchmark.\(^2\)

3.4 Timing

The distance between the camera and the flat-fielding unit is roughly 36 m, and the maximal distance from the pixel at the corners to the center of the camera is roughly 1.15 m. For the flat-fielding runs, the arrival time of the light pulses across the camera differs by 0.06 ns only, which is negligible. The timing correction coefficient is defined as the difference between the trigger time of each pixel and the median trigger time. The timing correction spreads in the ±0.5 ns range, with a standard deviation of no more than 0.25 ns in one flat-fielding run. The variation of the coefficients per pixel within one year is less than 0.1 ns. The results are shown in Fig. 7.

3.5 Trigger system

In the camera trigger system, the PDP is logically mapped onto 588 non-overlapping patches. Each patch consists of three neighboring pixels. The grouping of three neighboring three-pixel

---

\(^2\)The CTA benchmarks for different NSB levels don’t differ much above 100 p.e. (see Fig. 1).
patches forms one trigger patch. The sum of each nine-pixel patch is continuously evaluated by the trigger system, which is used for computing a trigger decision. To reduce the impact of Poisson fluctuations of a few bright pixels on the trigger, pixels above a certain NSB rate ("NSB limit" in Table 1.) are ignored while forming the trigger sums. This significantly improves the operational stability.

**Table 1:** The setup of the trigger system

| Source region | Run type               | Trigger threshold (9-pixel sum) | NSB limit   |
|---------------|------------------------|---------------------------------|-------------|
| Normal        | ObservationRun         | 69 p.e.                         | 1.1 GHz     |
|               | MoonlightObservationRun| 104 p.e.                        | 2.7 GHz     |
| Bright        | ObservationRun         | 91 p.e.                         | 2.7 GHz     |
|               | MoonlightObservationRun| 120 p.e.                        | 2.7 GHz     |

The CT5 trigger rates have shown good stability for all observations in one year. The average dead time during observation runs is significantly below 0.1 %, and is caused by backend software limitations. The runwise-averaged CT5 trigger rates\(^4\) show a clear tendency with observation zenith angle, as expected. Similarly, median Hillas amplitudes of CT5 observation runs vary with the zenith angle, as shown in Fig. 8. After correction with a quadratic function of the cosine of the zenith, the standard deviation of the median Hillas amplitudes is only 3.43 % over one year. This demonstrates the excellent stability of the trigger system relative to the signal reconstruction.

To explore the low energy potential of the advanced FlashCam prototype in the CT5, a trigger threshold setting reduced by \(~ 15 \text{\%}\) compared to the nominal one of 69 p.e. per 9-pixel sum (see

\(^3\)Currently: Eta Carinae is set as the only permanent bright region.
\(^4\)Trigger rates are much lower than 30 kHz, the limitation being the H.E.S.S. readout system.
Figure 8: Left: Zenith angle dependency of the trigger rate. Middle: Zenith angle dependency of the Hillas amplitude of all triggered events, fitted with a quadratic function. Right: The distribution of the median Hillas amplitudes divided by the quadratic function.

Table 1) is used experimentally for dedicated sources, where the energy range of tens of GeV is of increased importance, e.g. pulsars. The Vela sky field was observed successfully with this reduced trigger threshold setting.

4. Summary

Since it was installed into CT5 in November 2019, the advanced FlashCam prototype has run smoothly in CT5 for more than one and a half years. The performance of the camera was stable and excellent. The scientific verification (SV) observations have been done. Several targets, e.g. the Crab Nebula, PKS 2155-304, and the Vela pulsar have been observed to verify the scientific performance of FlashCam in CT5. More details are reported in the scientific verification proceeding contribution #1369 at this conference.
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