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Abstract

Patriksson [Pat08] provided a then up-to-date survey on the continuous, separable, differentiable and convex resource allocation problem with a single resource constraint. Since the publication of that paper the interest in the problem has grown: several new applications have arisen where the problem at hand constitutes a subproblem, and several new algorithms have been developed for its efficient solution. This paper therefore serves three purposes. First, it provides an up-to-date extension of the survey of the literature of the field, complementing the survey in Patriksson [Pat08] with more then 20 books and articles. Second, it contributes improvements of some of these algorithms, in particular with an improvement of the pegging (that is, variable fixing) process in the relaxation algorithm, and an improved means to evaluate subsolutions. Third, it numerically evaluates several relaxation (primal) and breakpoint (dual) algorithms, incorporating a variety of pegging strategies, as well as a quasi-Newton method. Our conclusion is that our modification of the relaxation algorithm performs the best. At least for problem sizes up to 30 million variables the practical time complexity for the breakpoint and relaxation algorithms is linear.

1 Introduction

We consider the continuous, separable, differentiable and convex resource allocation problem with a single resource constraint. The problem is formulated as follows: Let \( J := \{1, 2, \ldots, n\} \). Let \( \phi_j : \mathbb{R} \to \mathbb{R} \) and \( g_j : \mathbb{R} \to \mathbb{R} \), \( j \in J \), be convex and continuously differentiable. Moreover, let \( b \in \mathbb{R} \) and \( -\infty < l_j < u_j < \infty \), \( j \in J \). Consider the problem to

\[
\begin{align*}
\text{minimize} & \quad \phi(x) := \sum_{j \in J} \phi_j(x_j), \\
\text{subject to} & \quad g(x) := \sum_{j \in J} g_j(x_j) \leq b, \\
& \quad l_j \leq x_j \leq u_j, \quad j \in J.
\end{align*}
\]

We also consider the problem where the inequality constraint (1b) is replaced by an equality, i.e.,

\[
\begin{align*}
\text{minimize} & \quad \phi(x) := \sum_{j \in J} \phi_j(x_j), \\
\text{subject to} & \quad g(x) := \sum_{j \in J} a_j x_j = b, \\
& \quad l_j \leq x_j \leq u_j, \quad j \in J.
\end{align*}
\]
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where \( a_j \neq 0, j \in J \), and the sign is the same for all \( j \in J \). Further, we assume that there exists an optimal solution to problems (1) and (2). For brevity, in the following discussions we define \( X_j := [l_j, u_j], j \in J \).

Problems (1) and (2) arise in many areas, e.g., in search theory ([Koo99]), economics ([Mar52]), stratified sampling ([BRS99]), inventory systems ([MK93]), and queuing manufacturing networks ([BT89]). Further, these problems occur as subproblems in algorithms that solve the integer resource allocation problem ([Mje83 Section 4.7], [IK88 pp. 72–75], and [BS02b]), multicommodity network flows ([Sho85 Section 4.2]), and several others. Moreover, problems (1) and (2) can be used as subproblems when solving resource allocation problems with more than one resource constraint ([Mje83 FZ83]), and to solve extensions of problems (1) and (2) to a non-separable objective function \( \phi \) ([Mje83 DSV07]); the books [Mje83 IK88 Lus12] describe several extensions, such as to minmax/maxmin objectives, multiple time periods, substitutable resources, network constraints, and integer decision variables.

Many numerical studies of the problems (1) and (2) have been performed; for example, see [BH81 NZ92 RJL92 KL98 Kiw07 Kiw08a Kiw08b]. Our numerical study is however timely and well motivated, since except for those by Kiwiel [Kiw07 Kiw08a Kiw08b], where the quadratic knapsack problem is studied, none of the earlier approaches study large-scale versions of problem (1) or (2). There are also several algorithms (e.g., [NZ92 Section 1.4] and [Stei01]) which are claimed to be promising, but have not been evaluated in a large-scale study. Only one earlier study ([KL98]) evaluates the performance of algorithms for the problems (1) and (2) with respect to variations in the portions of the variables whose values are at a lower or upper bound at the optimal solution (see Section 6.2), and this is done for modest size instances \((n = 10^4)\) only. Further, no study has been done on the computational complexity for non-quadratic versions of the problems (1) or (2). Our numerical study also incorporates improvements of the relaxation algorithm, as presented in Sections 4.3.4–4.3.5, and utilizes performance profiles ([DM02]).

As a final note on the computational tests, we only consider problem instances where the dual variable corresponding to the resource constraint (1b), respectively (2b), can be found in closed form; otherwise, we would need to implement a numerical method in some of the steps, e.g., a Newton method. We consider only customized algorithms for the problem at hand, since we presume that they perform better than more general algorithms under the above assumption.

Patriksson [Pat08] presents a survey of the history and applications of problems (1) and (2). Since its publication several related articles have been published; the survey of [Pat08] is therefore complemented in Section 2. Section 3 presents a framework of breakpoint algorithms, resulting in three concrete representatives. Section 4 presents a framework of relaxation algorithms, and ultimately six concrete example methods. In Section 5 we describe a quasi-Newton method, due to Nielsen and Zenios [NZ92], for solving the problem (2). Section 6 describes the numerical study. A test problem set is specified and the performance profile used for the evaluation is defined. In Section 7 we analyze the results from the numerical study. The structure is such that we first compare the relaxation algorithms, second the pegging process, and third the best performing algorithms among these two with the quasi-Newton method. Finally, we draw overall conclusions.

## 2 Extension of the survey in [Pat08]

We here extend the survey in [Pat08], using the same taxonomy, and sorted according to publication date.

[Mje83] K. M. MJELDE, Methods of the Allocation of Limited Resources, Section 4.7

(Problem) \( \phi_j \in C^2 \); linear equality \( (a_j = 1); l_j = 0 \)

(Methodology) The ranking algorithm of [LG75]
Applications in capital budgeting ([Han68, Shi77]), cost-effectiveness problems ([Kir68, Pac70, Mje78]), health care ([Fei73]), marketing ([LG75]), multiobjective optimization ([Geo67]), portfolio selection ([JdF75]), production (the internal report leading to [BH79]), reliability ([Bod69]), route-planning for ships or aircraft ([DBR66]), search ([CC58]), ship loading ([Kyd69]), and weapons selection ([Dan67]).

A monograph on resource allocation problems containing a comprehensive overview of the resource allocation problem, including extensions to several resources, non-convex or non-differentiable objectives, integral decision variables, fractional programming formulations, etcetera.

**[Sho85]** N. Z. SHOR, *Minimization Methods for Nondifferentiable Functions*, Section 4.2

*(Problem)* \( \phi_j(x_j) = \frac{1}{2}(x_j - y_j)^2 \); linear equality \( a_j = 1 \); \( l_j = 0 \)

*(Methodology)* Pegging

*(Citations)* [SI69], in which the motivating linear programming application is described

*(Notes)* The problem arises within the framework of a right-hand side allocation algorithm for a large-scale linear program.

**[HZ05]** Z.-S. HUA AND B. ZHANG, *Direct algorithm for separable continuous convex quadratic knapsack problem* (in Chinese)

*(Problem)* \( \phi_j(x_j) = \frac{q_j}{2}x_j^2 - r_jx_j \); linear inequality \( a_j > 0 \); \( l_j = 0 \)

*(Methodology)* Pegging

*(Citations)* Algorithms for the problem ([PK90, MR00, BS02b, BS02a]) as well as for the case of integer variables

*(Notes)* A numerical illustration \( (n = 6) \).

**[DF06]** Y.-H. DAI AND R. FLETCHER, *New algorithms for singly linearly constrained quadratic programs subject to lower and upper bounds*

*(Problem)* \( \phi_j(x_j) = \frac{q_j}{2}x_j^2 - r_jx_j \), \( q_j > 0 \); \( g_j \) convex in \( C^2 \) with \( g_j'(x_j) > 0 \)

*(Methodology)* A combination of a bracketing algorithm on the Lagrangian dual derivative, and a secant algorithm for the Lagrangian dual problem

*(Citations)* Algorithms for the problem ([HKL80, Br64, CM87, PK90])

*(Notes)* The problem arises as a subproblem in a gradient projection method for a general quadratic programming problem over a scaled simplex.

**[LS06]** D. LI AND X. SUN, *Nonlinear Integer Programming*, Chapter 6: Nonlinear Knapsack Problems, Section 6.1: Continuous–Relaxation-based Branch–and–Bound Methods

*(Problem)* \( \phi_j \) and \( g_j \) increasing; \( g_j \) convex in \( C^2 \) with \( g_j'(x_j) > 0 \)

*(Methodology)* Multiplier search

*(Citations)* Multiplier search methods ([BS95]), pegging methods ([BS02b, BS02a])

*(Notes)* The problem arises as a subproblem in branch–and–bound methods for the integer programming version of the problem, such as for the quadratic knapsack problem, stratified sampling, manufacturing capacity planning, linearly constrained redundancy optimization in reliability networks, and linear cost minimization in reliability networks.
**[DSV07]** K. Dahiya, S. K. Suneja and V. Verma, Convex programming with a single separable constraint and bounded variables

*(Problem)* $\phi_j(x_j) = \frac{q_j}{2} x_j^2 - r_j x_j, q_j > 0; g_j$ convex in $C^2$ with $g'(x_j) > 0$; studies also the special case of a linear equality

*(Methodology)* Iterative descent process using strictly convex quadratic separable approximations of a non-separable original objective $f \in C^2$; subproblems solved using the pegging algorithm of [Ste01]

*(Citations)* General references on convex programming over box constraints; [HKL80, DFL86, PK90] for example algorithms for separable convex programming

*(Notes)* Numerical QP ($n = 6$, $g_j$ quadratic) illustration; numerical comparison with an augmented Lagrangian algorithm for a small problem ($n = 2$).

**[Kiw07]** K. C. Kiwiel, On linear-time algorithms for the continuous quadratic knapsack problem

*(Problem)* $\phi_j(x_j) = \frac{q_j}{2} x_j^2 - r_j x_j, q_j > 0$; linear equality

*(Methodology)* Breakpoint search algorithm applying median search of all breakpoints

*(Citations)* Breakpoint search algorithms: [Bru84, CM87, PK90, MSMJ03]; sorting and searching methods: [Knu98, Kiw05]

*(Notes)* Develops a general $O(n)$ breakpoint algorithm; shows that the algorithms of [PK90, MSMJ03] may fail even on small examples; presents a modification of the breakpoint removal in the algorithm of [CM87]. Numerical experiments ($n \in [50 \cdot 10^3, 2 \cdot 10^6]$) for uncorrelated, weakly, and strongly correlated data; the new algorithm wins in CPU time over those in [Bru84] and [CM87] by 23%, and 21%, respectively, on average.

**[Kiw08a]** K. C. Kiwiel, Breakpoint searching algorithms for continuous quadratic knapsack problem

*(Problem)* $\phi_j(x_j) = \frac{q_j}{2} x_j^2 - r_j x_j, q_j > 0$; linear equality

*(Methodology)* A family of breakpoint search algorithms that include several choices of breakpoints for a median search and updates of quantities used for evaluating the piecewise linear implicit constraint function at the median point

*(Citations)* Applications in resource allocation ([BH81, BS97, HH95]), hierarchical production planning ([BHB81]), network flows and transportation ([HKL80, SM90, Ven91, NZ92, CH94]), constrained matrix problems ([CDZ86]), quadratic integer programming ([BSS95, BSS96, HH95]), Lagrangian relaxation ([HWC74]), and quasi-Newton methods ([CM87]); $O(n \log n)$ sorting algorithms for the solution of the Lagrangian dual problem ([HWC74, HCL80]), $O(n)$ algorithms based on median search ([Bru84, CM87, MdPJ89, PK90, CH94, HH95, MMP97]) and approximate median search methods with $O(n)$ average-case performance ([PK90]); primal pegging algorithms with $O(n^2)$ worst-case performance ([Zip80, BH81, Mic86, Ven91, RIL92, BSS96]).

*(Notes)* Develops several variants of $O(n)$ breakpoint search algorithms, including some ideas earlier proposed in, e.g., [PK90, CH94, HH95, MMP97]; remarks that the more complex choices made in [MdPJ89, PK90, CH94, HH95, MMP97] also means that for some simple cases cycling may occur, and also provides convergent modifications for each of them. Numerical experiments ($n \in [50 \cdot 10^3, 2 \cdot 10^6]$) for uncorrelated and weakly and strongly correlated data, and for both exact and inexact computations of the median; comparisons made with the $O(n)$ versions from [Bru84, CM87], reporting that a version (Algorithm 3.1) using exact medians is about 20% faster than the other ones; refers to an as yet unavailable technical report from 2006 for more extensive tests and comparisons with pegging methods.
**[Kiw08b]** K. C. Kiwiel, *Variable fixing algorithms for continuous quadratic knapsack problem*

**Problem** \( \phi_j(x_j) = \frac{q_j}{2} x_j^2 - r_j x_j, q_j > 0 \); linear equality

**Methodology** Pegging

**Citations** Applications: same references as in [Kiw08a]; breakpoint search methods ([HWC74, HKL80, CM87, MdPJ89, PK90, CH94, HH95, MMP97, MSMJ03, Kiw07]; pegging methods ([LG75, BH79, BHS1, Sho85, Mic86, Ven89, RJJ92, BSS96]).

**Notes** Develops a basic pegging algorithm and proposes several implementational choices for the solution of the reduced problem and the updates; shows that the algorithms in [Mic86, RJL92, BSS96] fail on a small example, and that there is a gap in the convergence analysis in [BH81] (which also is closed) that affects algorithms whose analyses rest on that in [BH81] (e.g., [Ven91]); provide more efficient versions of several of these methods, including the introduction of incremental updates which reduce computations, and a more efficient stopping criterion. Numerical experiments \( n \in [50 \cdot 10^3, 2 \cdot 10^6] \) for uncorrelated and weakly and strongly correlated data; comparisons made with the breakpoint search method of [Kiw08a] which uses exact medians; on average the latter is 14% slower while at the same time it has a more stable run time; it is remarked that the advantage of pegging over breakpoint search has been reported also in [Ven91, RJJ92].

**[ZH08]** B. Zhang and Z. Hua, *A unified method for a class of convex separable nonlinear knapsack problems*

**Problem** \( \phi_j(x_j) \) monotone and invertible, \( g_j(x_j) \) positive; consider \( \sum_{j=1}^n g_j(x_j) \preceq b \) where \( \preceq \in \{\leq, =, \geq\} \)

**Methodology** Pegging algorithm using binary search on the value of \( \phi_j' / g_j' \)

**Citations** Applications: resource allocation ([LG75, Zip80, BH81, Hoc94], the singly constrained multi-product newsvendor problem ([HW63, Eri00, AMMM04]), production/inventory problems ([BSS94, BSS95, BS02b]), stratified sampling ([BSS95, BR99, BS02b]), “core subproblem” ([JdF75, AHKL80, MT89, RJJ92, BSS95, BSS96]); algorithms: breakpoint methods ([BS95, Ste01], [LG75]) and relaxation methods ([KL98, BS02b, BS02a]).

**Notes** Claims (without a proof) that the complexity of the algorithm is \( O(n) \), but the algorithm presented makes use of a mean-value method for the evaluation of the breakpoints which in the worst case results in \( 2n - 1 \) iterations. We also note that each iteration consist of \( O(n) \) operations, whence the complexity is \( O(n^2) \). Numerical experiments \( n \in [10, 10^4] \) (\( \phi \) quadratic, \( g_j \) linear, \( \preceq \) chosen uniformly randomly).

**[DWW12]** A. De Waegenaere and J. L. Wielhouwer, *A breakpoint search approach for convex resource allocation problems with bounded variables*

**Problem** \( \phi_j \) and \( g_j \) convex; \( g_j \) strictly monotone and \( g_j(\phi_j'/g_j')^{-1} \) is either strictly increasing or strictly decreasing for all \( j \)

**Methodology** Breakpoint search algorithm using a refined pegging method (5-sets pegging); generalizes the quadratic breakpoint algorithm in [PK90] and its extension in [Kiw08a] such that it applies for the problem setting in [BS02b]

**Citations** Generalizes the quadratic breakpoint algorithm in [PK90] and its extension in [Kiw08a] such that it is valid for \( f_j \) and \( g_j \) as in [BS02b]. Applications in resource allocation [PK90, NZ92, BS95, VW95, BSS96, BS02b, DWW02, CLZ09, BSSV06, Pat08].

**Notes** Discuss their algorithms’ advantages compared to other articles presented in [Pat08].
**[KW12]** G. Kim and C.-H. Wu, *A pegging algorithm for separable continuous nonlinear knapsack problems with box constraints*

(Problem) \( \phi_j \) invertible: linear equality \( (a_j > 0) \)

(Methodology) Pegging; improves the pegging algorithm in [BH81] by allowing the primal box constraints to be checked implicitly, using bounds on their Lagrange multipliers

(Citations) Applications to portfolio selection [Mar52], multicommodity network flows [AHKL80], transportation [OK84], production planning [Tam80]

(Notes) Compares their methodology with the method in [BH81] on random test problems. On randomized quadratic continuous knapsack problems \( (n \in [5 \cdot 10^3, 2 \cdot 10^6]) \) their algorithms wins by 8–10%, except for the smallest problems where the method in [BH81] wins by 12.5%. Two other types of test problems are also investigated, wherein the quadratic continuous knapsack problem arises as a subproblem: quadratic network flows, and portfolio optimization. In the former case, the algorithm (based on conjugate gradients) is taken from [Ara00]. Here, the pegging algorithm proposed wins over that in [BH81] by 10–48%, with \( n \in [200, 5 \cdot 10^3] \). In the portfolio optimization algorithm, which is based on a progressive hedging method described in [Ara00], the quadratic continuous knapsack problem arises as a subproblem. Here, the range of \( n \) is not completely disclosed; however, the speed-up over the method in [BH81] is reported to be 21–25%.

**[Lus12]** H. Luss, *Equitable Resource Allocation: Models, Algorithms and Applications, Chapter 2: Nonlinear Resource Allocation*

(Problem) \( \phi_j \) strictly convex; \( g_j(x_j) = x_j \)

(Methodology) Pegging

(Citations) [Koo53] as an origin; [KL98] for computational examples; [Pat08] as a survey

(Notes) This book extends the resource allocation problem (discussed only in Chapter 2) in several ways, including equitable optimization through the use of minmax/maxmin objectives, multiple time periods, substitutable resources, network constraints, and integer decision variables.

**[ZC12]** B. Zhang and B. Chen, *Heuristic and exact solution method for convex nonlinear knapsack problem*

(Problem) \( \phi_j \) strictly convex; \( g_j(x_j) = x_j \)

(Methodology) The problem at hand is a subproblem in a branch–and–bound procedure for the solution of an integer-restricted version of the problem

(Citations) Applications to the newsvendor problem ([Eri00, AMMM04]), resource allocation ([BH81, Hoc94]), production ([BS95]), and stratified sampling ([BRS99]); efficient methods for the continuous relaxation ([BS95, KL98, Ste01, ZH08]); heuristics for the integer program based on rounding of the solution to the continuous relaxation ([BS95, HZL06]); algorithms for the integer program based on the solution of continuous problems and branch–and–bound ([BS95, BS02b])

(Notes) Utilizing the algorithm from [ZH08] to solve the continuous relaxations (and rounding to produce feasible solutions), the authors develop a branch–and–bound algorithm. It is compared with the methods from [BS95] as well as with branch–and–bound algorithms utilizing a variety of tree search principles, on instances with quadratic objectives, according to problem generation principles from [BS02b] \( (n \in \{10, 15, 500, 1000, 2000\}) \).

**[BGRS13]** L. Bayón, J. M. Grau, M. M. Ruiz, and P. M. Suárez, *An exact algorithm for the continuous quadratic knapsack problem via infimal convolution*
(Problem) $\phi_j$ strictly convex quadratic; linear equality ($a_j = 1$)

(Methodology) Sorting of breakpoints

(Citations) Previous algorithms for the problem ([MT93 CH94])

(Notes) Two numerical applications: (1) an economic dispatch problem ($n = 5$), and an academic example ($n \in [200, 10^4]$); in the latter example the results are favourably compared with the Matlab solver QUADPROG.

[DHH13] T. A. DAVIS, W. W. HAGER, AND J. T. HUNGERFORD, *The separable convex quadratic knapsack problem*

(Problem) $\phi_j(x_j) = \frac{q_j}{2} x_j^2 - r_j x_j; q_j > 0$; linear equality

(Methodology) Breakpoint search utilizing a heap data structure, based on an initial multiplier estimate using a secant Newton method

(Citations) Applications ([HKL80 CM87 SM90 NZ92 DF06]); multiplier algorithms ([HKL80 Bru84 CM87 PK90 MSMJ03]); pegging methods ([BH81 Sho85 Mic86 Ven91 RJL92 BSS96 Kiw08b]); quasi-Newton methods ([DF06 CMS14])

(Notes) Numerical experiments ($n = 6.25 \cdot 10^4$) on random test problems, examining (a) the best number of initial (secant) Newton iterations, and (b) the performance against a primal pegging algorithm. Overall, breakpoint search is favourable on its own given a good initial multiplier estimate; otherwise, 3 or 4 iterations of the secant Newton method is a good initialization procedure.

[FG13] A. FRANGIONI AND E. GORGONE, *A library for continuous convex separable quadratic knapsack problems*

(Problem) $\phi_j(x_j) = \frac{q_j}{2} x_j^2 - r_j x_j; q_j > 0$; $g_j(x_j) = x_j$

(Methodology) Compares a breakpoint algorithm with CPLEX and concludes that the breakpoint algorithm outperforms CPLEX

(Citations) Applications in resource allocation and algorithms ([Pat08])

(Notes) Presents an open source library for the continuous convex separable quadratic knapsack problem and concludes that the library can be useful for further studies of the problem at hand.

[ZCCS13] T. ZHU, W. CHEN, J. CHEN, AND W. SUN, *Direct algorithm for continuous separable knapsack problem (in Chinese)*

(Problem) $\phi_j(x_j) = \frac{q_j}{2} x_j^2 - r_j x_j; q_j > 0$; $g_j(x_j) = a_j x_j$

(Methodology) Pegging

(Citations) Algorithms for the more general integer version of the problem; algorithms by Bretthauer and Shetty ([BS95 BS02b BS02a]); other specialized algorithms for the problem ([BH81 PK90 RJL92 Ste01 Kiw08b])

(Notes) A detailed numerical example ($n = 8$); favourable comparisons with a Matlab solver ($n \in \{50, 100, 200\}$).

[Zha13] L. ZHANG, *A Newton-type algorithm for solving problems of search theory*

(Problem) $\phi_j(x_j) = -a_j (1 - \exp(-c_j x_j)), a_j, c_j > 0$; $X$ is a scaled unit simplex
(Methodology) The KKT conditions, as defined in (3), are relaxed into a system of non-smooth equations through the utilization of the Fischer–Burmeister ([Fis92]) smoothing function; a Newton-like algorithm is then employed for these equations for a sequence of values of the smoothing parameter. The algorithm is shown to asymptotically and superlinearly converge to the unique optimal solution.

(Citations) Survey ([Pat08]); methodologies ([Ste04]); applications ([Koo99])

(Notes) Three sets of numerical experiments. Main experiment \((n \in [10^2, 10^4])\) on randomized problems; compares with the pegging algorithm in [Ste04], noting that the proposed algorithm is faster. The proposed methodology is however terminated based on a nonzero value of the Fischer–Burmeister smoothing function, whence the final solution need not be feasible or optimal. Second set of experiments on a problem taken from [WG69] \((n = 4)\), showing no comparisons. Third experiment on data from the Bureau of Water Conservatory \((n = 5)\), showing no comparisons.

[CMS14] R. Cominetti, W. F. Mascarenhas, and P. J. S. Silva, A Newton’s method for the continuous quadratic knapsack problem

(Problem) \(\phi_j\) strictly convex quadratic; linear equality

(Methodology) An approximative Newton method for the Lagrangian dual problem utilizing a secant globalization and variable fixing

(Citations) Applications to resource allocation ([BH81] [HH95] [BS97]), multicommodity network flows ([HKL80] [NZ92] [SM90]), Lagrangian relaxation using subgradient methods ([HWC74]), quasi-Newton updates with bounds ([CM87]), semismooth Newton methods ([FM04]); related methods ([DF06] [Kiw08b]), where the latter method is shown to be equivalent to the proposed one when there are only lower bounds or lower bounds.

(Notes) Numerical experiments \((n \in [50 \cdot 10^3, 2 \cdot 10^6])\) comparing the proposed method to a secant method ([DF06]), breakpoint search ([Kiw08b]), and median search ([Kiw08a] on problems with uncorrelated, weakly correlated, and correlated data. The proposed Newton method is overall better—about 30% better on the larger instances. A further test is made on the classification problems described in [DF06] arising in the training in support vector machines; as the Hessian is non-diagonal, a projected gradient method is used, leading to subproblems of the type considered. Here, Newton’s method is superior.

[WR14] S. E. Wright and J. J. Rohal, Solving the continuous nonlinear resource allocation problem with an interior point method

(Problem) \(\phi_j\) and \(g_j\) convex, and in \(C^2\) on an open set containing \([l_j, u_j]\). Further, \(\phi_j\) is decreasing on \([l_j, u_j]\) and \(g_j\) is increasing on \([l_j, u_j]\), and \(\sum_{j \in J} g_j(l_j) < b < \sum_{j \in J} g_j(u_j)\). Test instances include resource renewal \([\phi_j(x_j) := c_j x_j(e^{-1/x_j} - 1)\text{ for } x_j > 0, \phi_j(x_j) := -x_j\text{ for } x_j < 0,\) and \(g_j\) linear, weighted p-norm over a ball \([\phi_j(x_j) := c_j(x_j - y_j)^p\text{ and } g_j(x_j) := |x_j|^r\text{ with } p, r \in \{2, 2.5, 3, 4\}\), sums of powers \([\phi_j(x_j) := c_j |x_j - y_j|^p\text{ and } g_j(x_j) := |x_j|^r\text{ for a simplex } \phi_j\) a fourth-power polynomial, and \(g_j(x_j) := x_j\), and log-exponential \([\phi_j(x_j) := \ln|\sum a_j x_j + d_j|\text{ and } g_j\) linear]

(Methodology) A damped feasible interior-point Newton method for the solution of the KKT conditions

(Citations) Survey ([Pat08]); application to resource renewal ([MR00]); methodologies ([Bru84] [PK90] [RJL92] [MR00] [Kiw08a])

(Notes) The algorithm is introduced for problems where subsolutions are not available in closed form. Shows that the linear system defining the Newton search direction is solvable in \(O(n)\) time. Numerical experiments \((n \in [10^2, 10^6])\) conclude that the interior point method wins over breakpoint search, often by an order of magnitude.
3 Breakpoint algorithms

Algorithms based on the Lagrangian relaxation of the explicit constraint (1b) have an older history than the relaxation algorithms. This is probably due to the fact that the relaxation algorithm quite strongly rests on the Karush–Kuhn–Tucker (KKT) conditions, which did not become widely available until the end of the 1940s and early 1950s with the work of F. John [Joh48], W. Karush [Kar39], and H. W. Kuhn and A. W. Tucker [KT51]. Lagrangian based algorithms have been present much longer and the famous “Lagrange multiplier method” for equality constrained optimization is classic in the calculus curriculum. Indeed, Lagrange multiplier techniques for our problem (1) date back at least as far as to [Bec52]; see [Pat08] for a survey of the history of the problem.

Considering problem (1) and introducing the Lagrange multiplier $\mu$ for constraint (1b), we obtain the following conditions for the optimality of $x^*$ in (1):

$$
\mu^* \geq 0, \quad g(x^*) \leq b, \quad \mu^*(g(x^*) - b) = 0, \quad (3a)
$$

and

$$
x^*_j = l_j, \quad \text{if } \phi'_j(x^*_j) \geq -\mu^* g'_j(x^*_j), \quad j \in J, \quad (3c)
$$

$$
x^*_j = u_j, \quad \text{if } \phi'_j(x^*_j) \leq -\mu^* g'_j(x^*_j), \quad j \in J, \quad (3d)
$$

$$
l_j \leq x^*_j \leq u_j, \quad \text{if } \phi'_j(x^*_j) = -\mu^* g'_j(x^*_j), \quad j \in J. \quad (3e)
$$

For a fixed optimal value $\mu^*$ of the Lagrange multiplier the conditions (3c)–(3e) are the optimality conditions for the minimization over $x \in \prod_{j=1}^n X_j$ of the Lagrangian function defined on $\prod_{j=1}^n X_j \times \mathbb{R}_+$,

$$
L(x, \mu) := -b\mu + \sum_{j=1}^n \left( \phi_j(x_j) + \mu g_j(x_j) \right).
$$

Given $\mu \geq 0$ its minimization over $x \in \prod_{j=1}^n X_j$ separates into $n$ problems, yielding the Lagrangian dual function

$$
q(\mu) := -b\mu + \sum_{j=1}^n \min_{x_j \in X_j} \{ \phi_j(x_j) + \mu g_j(x_j) \}. \quad (4)
$$

By introducing additional properties of the problem, we can ensure that the function $q$ is not only concave but finite on $\mathbb{R}_+$ and moreover differentiable there. Suppose, for example, that for each $j$, $\phi_j(\cdot) + \mu g_j(\cdot)$ is weakly coercive on $X_j$ for every $\mu \geq 0$ [that is, that either $X_j$ is bounded or that for every $\mu \geq 0$, $\phi_j(x_j) + \mu g_j(x_j)$ tends to infinity whenever $x_j$ tends to $\pm \infty$], and that $\phi_j$ is strictly convex on $X_j$. In this case the derivative $q'$ exists on $\mathbb{R}_+$ and equals

$$
q'(\mu) = \phi'_j(x_j(\mu)) + \mu g'_j(x_j(\mu)),
$$

where $x(\mu)$ is the unique minimum of the Lagrange function $L(\cdot, \mu)$ over $\prod_{j=1}^n X_j$. Thanks to this simple form of the dual derivative, the maximum $\mu^*$ of $q$ over $\mathbb{R}_+$ can be characterized by the complementarity conditions (5), and the conditions (5) are the primal–dual optimality conditions for the pair of primal–dual convex programs.

If we assume that $\mu^* \neq 0$, we search for $\mu^* > 0$ such that $q'(\mu^*) = 0$ [or, in other words, $g(x(\mu^*)) = b$], that is, we need to solve a special equation in the unknown entity $\mu$, where the function $q'$ is implicitly defined, but is known to be decreasing since $q$ is concave. This equation can of course be solved through the use of any general such procedure [for example, bisection search takes two initial values $\overline{\mu}$ and $\underline{\mu}$ with $q'(\overline{\mu}) < 0$ and $q'(\underline{\mu}) > 0$, then iteratively cancels part of the initial interval given the sign of $q'$ at its midpoint $(\overline{\mu} + \underline{\mu})/2$, but the structure of $q'$ makes specialized algorithms possible to utilize.
From the above optimality conditions for the Lagrangian minimization problem, we obtain that

\[
x_j(\mu) = \begin{cases} 
  l_j, & \text{if } \mu \geq \mu_j^l := -\phi_j'(l_j)/g_j'(l_j), \\
  u_j, & \text{if } \mu \leq \mu_j^u := -\phi_j'(u_j)/g_j'(u_j), \\
  x_j, & \text{if } \phi_j'(x_j) + \mu g_j'(x_j) = 0,
\end{cases} \quad j \in J.
\]

In a rudimentary algorithm we order these indices (or, breakpoints) \(\mu_j^l\) and \(\mu_j^u\) in an increasing (for example) order into \(\{\mu_1, \ldots, \mu_N\}\), where \(N \leq 2n\) due to the possible presence of ties. Finding \(\mu^*\) then amounts to finding an index \(j^*\) such that \(q'(\mu_{j^*}) > 0\) and \(q'(\mu_{j^*+1}) < 0\); then we know that \(\mu^* \in (\mu_{j^*}, \mu_{j^*+1})\) and \(q'(\mu^*) = 0\). Hence from equation (5), we know for all \(j\) if \(x_j^* = l_j\), \(x_j^* = u_j\) or \(l_j < x_j^* < u_j\). Now by fixing all variables \(x_j^*\) that equal the corresponding lower or upper bound we can ignore the bound constraint \((\text{13})\) and find an analytical solution of the problem.

Two decisions thus need to be made: how to find the index \(j^*\), and how to perform the interpolation. Starting with the former, the easiest means is to run through the indices in ascending or descending order to find the index where \(q'\) changes sign. If we have access to the indices \(j^+\) and \(j^-\) for which \(q'(\mu_{j^+}) > 0\) while \(q'(\mu_{j^-}) < 0\), then we can choose the midpoint index, check the corresponding sign of \(q'\), and reduce the index set accordingly. Given the sorted list, we can also find this index in some randomized fashion.

As remarked above, algorithms such as bisection search can be implemented without the use of the breakpoints, and therefore without the use of sorting, as long as an initial interval can somehow be found; also general methods for solving the equation \(q'(\mu) = 0\), such as the secant method or regula falsi, can be used even without an initial interval; notice however that \(q \not\in C^2\), whence a pure Newton method is not guaranteed to be well-defined.

While the sorting operation used in the ranking and bisection search methods takes \(O(n \log n)\) time, it is possible to lower the complexity by choosing the trial index based on the median index, which is found without the use of sorting; the complexity of the algorithm is then reduced to \(O(n)\). It is not clear, however, that the latter must always be more efficient, since the \("O\) definition calls for \(n\) to be \("large enough\).

We also remark that in the case when the problem \((\text{1})\) arises as a subproblem in an iterative method, as the method converges the data describing the problem will tend to stabilize. This fact motivates the use of reoptimization of the problems, which most obviously can be done by using the previous value of the Lagrange multiplier as a starting point and/or utilizing the previous ordering of the breakpoints; in the latter case, the \(O(n \log n)\) sorting complexity will eventually drop dramatically.

In Section 3.1 we consider the breakpoint algorithm for the equality problem \((\text{2})\). In Section 3.2 we describe three pegging methods and in Sections 3.3–3.5 we apply these pegging methods to the breakpoint algorithm. Finally, in Section 3.6 we briefly discuss the convergence and time complexity of the breakpoint algorithm.

### 3.1 Equality constraints

We now consider problem \((\text{2})\) where the inequality of the primal constraint is replaced by an equality. For the problem to be convex, the resource constraint \((\text{2b})\) has to be affine, i.e., \(g(x) := \sum_{j \in J} a_j x_j - b\). Beside the resource constraint, the Lagrangian and the optimality conditions will take the same form as for problem \((\text{1})\) but with one important difference; \(\mu\) is unrestricted in sign, whence the condition \((\text{3a})\) is replaced by \("g(x^*) = b\)".

### 3.2 The pegging process

The origin of the pegging process is found in the relaxation algorithm; see, e.g., [BH81]. The purpose of pegging is to predict properties of the primal variables in the optimal solution from an arbitrary dual value. In Sections 3.2.1, 3.2.2 and 3.2.3 we show how to predict if an optimal primal variable value equals its lower or upper bound, or is strictly within any of the bounds.
3.2.1 2-sets pegging

If we can determine if a variable equals its lower bound at the optimal solution then we add its variable index to a
set $L$ and reduce the original problem. Similarly, if we know that a variable equals its upper bound at the optimal
solution then we add the variable index to the set $U$. Using the sets $L$ and $U$ when solving problem (1) or (2) will
be referred to as 2-sets pegging.

Assume that we have a lower limit $\mu$ and an upper limit $\bar{\mu}$ on the optimal dual value, that is, $\mu \leq \mu^* \leq \bar{\mu}$. From (5) we can define the sets $L(\mu) := \{ j \in J | \mu \geq -\phi'_j(l_j)/g'_j(l_j) \}$ and $U(\bar{\mu}) := \{ j \in J | \bar{\mu} \leq -\phi'_j(u_j)/g'_j(u_j) \}$. Let $J^k := J \setminus \{ L(\mu) \cup U(\bar{\mu}) \}$ and let $b^k := b - \sum_{j \in L(\mu)} g_j(l_j) - \sum_{j \in U(\bar{\mu})} g_j(u_j)$. Hence we can define a
subproblem of problem (1) as follows:

$$\begin{align*}
\text{minimize} & \quad \phi(x) := \sum_{j \in J^k} \phi_j(x_j), \\
\text{subject to} & \quad g(x) := \sum_{j \in J^k} g_j(x_j) \leq b^k,
\quad l_j \leq x_j \leq u_j, \quad j \in J^k.
\end{align*}$$

Similarly we can define a subproblem of problem (2) as follows:

$$\begin{align*}
\text{minimize} & \quad \phi(x) := \sum_{j \in J^k} \phi_j(x_j), \\
\text{subject to} & \quad g(x) := \sum_{j \in J^k} a_j x_j = b^k,
\quad l_j \leq x_j \leq u_j, \quad j \in J^k.
\end{align*}$$

Consider problem (6). Assuming that $\mu^* > 0$, the constraint (1b) has to be fulfilled with equality. For any given
dual variable $\mu^k$ we can determine the primal solution $x^k(\mu^k)$ of problem (6) from condition (5). We know from
Section 3 that all optimality conditions (3) except the resource constraint (1b) are satisfied. Moreover, we know
that the resource constraint has to be fulfilled with equality, in order for the solution to be optimal. Substituting $x^k$
into the resource constraint will be referred to as explicit evaluation; this leaves us with three cases, namely

$$\begin{align*}
\sum_{j \in J^k} g_j(x^*_j) &= b^k; \\
\sum_{j \in J^k} g_j(x^*_j) &< b^k, \text{ or} \\
\sum_{j \in J^k} g_j(x^*_j) &> b^k.
\end{align*}$$

If (8a) is fulfilled for $x^k$ then all optimality conditions are met and $x^* = x^k$. Consider next the case (8b): clearly
$x^k$ is not optimal but we know that $x^*$ is such that $\sum_{j \in J^k} g_j(x^*_j) > \sum_{j \in J^k} g_j(x^k_j)$ since $\sum_{j \in J} g_j(x^*_j) = b^k$. The function $g_j$ is convex and differentiable and can increase in one interval and decrease in another (consider, e.g., $g_j(x_j) = x_j^2$), which implies that no predictions can be made of the size of $x^*_j$ relative to that of $x^k_j$. Hence, we need $g_j$ to be monotone. For problem (1), Bretthauer and Shetty [BS02b, Section 2] consider four cases equivalent
to the following:

Case 1: For all $j \in J$, $g_j$ is decreasing and $\mu(x_j) := -\phi'_j(x_j)/g'_j(x_j)$ is increasing in $x_j$.

Case 2: For all $j \in J$, $g_j$ is increasing and $\mu(x_j)$ is decreasing in $x_j$. 
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Case 3: For all $j \in J$, $g_j$ is decreasing and $\mu(x_j)$ is decreasing in $x_j$.

Case 4: For all $j \in J$, $g_j$ is increasing and $\mu(x_j)$ is increasing in $x_j$.

If Case 3 or 4 holds it is possible to find a closed form of the optimal solution to the problem \((1)\), see [BS02].

Proposition 10. Considering problem \((1)\), we can indeed state the following proposition (a similar one can be stated for problem \((2)\), but without the assumption $\mu^* > 0$):

**Proposition 1** (pegging for Cases 1 and 2). Consider problem \((1)\) and assume that $\mu^* > 0$.

(i) If Case 1 holds, and if $g_j$ holds, then $x_j^* = l_j$ for all $j \in L(\mu^k)$.

(ii) If Case 1 holds, and if $g_j$ holds, then $x_j^* = u_j$ for all $j \in U(\mu^k)$.

(iii) If Case 2 holds, and if $g_j$ holds, then $x_j^* = u_j$ for all $j \in U(\mu^k)$.

(iv) If Case 2 holds, and if $g_j$ holds, then $x_j^* = l_j$ for all $j \in L(\mu^k)$.

**Proof.** A proof of (i) is given; the proofs for (ii), (iii), and (iv) are analogous. From (8b) we have that

$$\sum_{j \in J^k} g_j(x_j(\mu^k)) < b^k.$$ 

In Case 2, for all $j$, $g_j$ is increasing and $x_j(\mu)$ is nonincreasing, which implies that $g_j(x_j(\mu))$ is nonincreasing in $\mu$ for all $j$. Hence, we have that $\mu^k = \mu^* \geq \mu^k$ which implies that $x_j^k \leq x_j^*$ for all $j$ since $x_j(\mu)$ is nonincreasing in $\mu$ for all $j$. Hence, for $j \in U(\mu^k)$ we know that $x_j^{k+1} = u_j = x_j^*$, i.e., we can peg $j \in U(\mu^k)$.

### 3.2.2 3-sets pegging

As in the 2-sets pegging principle of Section 3.2.1 we determine if a variable takes the value of the lower or upper bound at the optimal solution. Additionally for the 3-sets pegging we determine if a variable belongs to the open interval between the lower and upper bound, i.e., if $x_j^* \in (l_j, u_j)$. Assume that we know that $\mu^* \in (\mu_j^*, \mu_j^*)$; then it follows from (5) that $x_j^* \in (l_j, u_j)$ and there is no need to check if $x_j^*$ equals the lower or upper bound which will reduce future calculations. 3-sets pegging is used for the quadratic knapsack problem \((2)\) in [Kiw08a Section 3]. The method described in [Kiw08a Section 3] can be generalized according to the following proposition:

**Proposition 2** (relax primal variables from lower and upper bounds). Assume that Case 1 or 2 in Section 3.2.1 holds and that for some values of $\mu$ and $\mu$, $\mu < \mu^* < \mu$ holds. If $\mu, \mu \in [\mu_j^*, \mu_j^*]$ holds for some $j \in J^k$ then $l_j < x_j^* < u_j$.

**Proof.** Assume that Case 2 holds, i.e., $\mu = -\phi_j'/g_j'$ is decreasing. (The proof for Case 1 is analogous.) Assume that $\mu, \mu \in [\mu_j^*, \mu_j^*]$ holds for some $j \in J^k$. Since $-\phi_j'/g_j'$ is decreasing we have that $\mu, \mu \in [\mu_j^*, \mu_j^*]$ implies that $\mu^* \in (\mu_j^*, \mu_j^*)$, and from (5) it then follows that $l_j < x_j^* < u_j$.

### 3.2.3 5-sets pegging

As in the 3-sets pegging principle in Section 3.2.2 we determine if a variable takes the value of the lower or upper bound or if the variable strictly belongs to the interval between the lower and upper bound. For 5-sets pegging we also determine if a variable is larger than the lower bound or smaller than the upper bound. 5-sets pegging for problem \((1)\) is used in [DWW12], generalizing a method from [Kiw08a]. Assuming that we know that $x_j^* < u_j$, there is no need to check if $x_j^*$ equals the upper bound; this might reduce future calculations. The proof of the following proposition follows from the monotonicity of $g_j$ and $x_j(\mu)$ (see [DWW12] for a proof).
If we can determine if the value of a variable $\mu$ lies within the bounds $\pi$, then $x_j > l_j$ and if $\mu > \pi_j$ then $x_j < u_j$.

For problem (2), the algorithm is similar except Step 0 vanishes.

### 3.3 Algorithm: Median search of Breakpoints with 2-sets pegging (MB2)

Consider Case 1 or 2 in Section 3.2.1 for problem (1). Let median($\cdot$) denote a function which provides the median of a finite vector; let $\mu_m$ be the median breakpoint, and define the total use of the resource due to variables that equal the lower and upper bounds as $\beta_l := \sum_{j \in N | \mu_j \leq \mu_m} g_j(l_j)$, and $\beta_u := \sum_{j \in N | \mu_j \geq \mu_m} g_j(u_j)$, respectively. In the spirit of [BS02a, Section 3.1] and [Kiw07, Algorithm 3.1], we present the following algorithm:

**Initialization:**
Set $N := J$, $k := 1$, and $b^k := b$.
Compute breakpoints $\mu_l := (\mu_{l,j})_{j \in N}$, $\mu_u := (\mu_{u,j})_{j \in N}$ as in (5), and let $\mu^k := (-\infty, (\mu^l)^T, (\mu^u)^T, \infty)^T$.

**Step 0** (check if $\mu = 0$ is optimal):
If $\sum_{j \in N} g_j(x_j(0)) \leq b$, for $x_j(\mu)$ is determined from (5), then $\mu^* = 0$, $x_j^* = x_j(0)$ for $j \in N$. Stop.

**Iterative algorithm:**

**Step 1** (stopping test):
If $\mu^k = \emptyset$ then find $x^*$ and $\mu^*$ from problem (1) relaxed from lower and upper bounds.
Otherwise, let $\mu_m := \text{median}(\mu^k)$.

**Step 2** (compute explicit reference):
Determine $\delta := \sum_{j \in N | \mu_j < \mu_m \land \mu_j} g_j(x_j(\mu_m)) + \beta_u + \beta_l$, where $x_j(\mu)$ is determined from (5).
If $\delta > b^k$, then go to Step 3.1.
If $\delta < b^k$, then go to Step 3.2.
Otherwise ($\delta = b^k$) let $\mu^* := \mu_m$, find $x^*$ from (5), and stop.

**Step 3.1** (update and fix lower bounds):
For all $j \in N$: If $\mu_m < \mu^l_j$ then let $N := N \setminus \{j\}$ and $x^*_j := l_j$.
Let $\mu^{k+1} := (\mu^l_{j})_{j \in N | \mu_m < \mu^l_j}$, $b^{k+1} := b^k - \beta_l$, and $k := k + 1$. Go to Step 1.

**Step 3.2** (update and fix upper bounds):
For all $j \in N$: If $\mu_m \leq \mu^u_j$ then let $N := N \setminus \{j\}$ and $x^*_j := u_j$.
Set $\mu^{k+1} := (\mu^u_{j})_{j \in N | \mu_m > \mu^u_j}$, $b^{k+1} := b^k - \beta_u$, and $k := k + 1$. Go to Step 1.

For problem (2), the algorithm is similar except Step 0 vanishes.

### 3.4 Algorithm: Median search of Breakpoints with 3-sets pegging (MB3)

If we can determine if the value of a variable $x_j$ is strictly within the bounds for all $\mu$ such that $\mu < \pi$, then we don’t have to check if $x_j$ violates the bounds when we determine $x_j$ from (5) in future iterations (see Proposition 2). This might save us some operations. Define a set of indices for the lower and upper limit being within the interval of the lower and upper breakpoint for a variable: $M := \{ j \in N \mid \mu_j, \pi_j \in [\mu_{l_j}, \mu_{u_j}] \}$. From Proposition 2 we have that if $j \in M$ then $l_j < x_j^* < u_j$. Hence if $j \in M$ we do not have to check if $x_j$ violates the bounds in future iterations. But we should have in mind to determine if $j \in M$ requires some extra operations. If we let the initial values of the limits be $\mu = -\infty$ and $\pi = \infty$, then $\mu, \pi \notin [\mu_{l_j}, \mu_{u_j}]$ and we note that there is no need to check if $j \in M$, as long as $\mu = -\infty$ or $\pi = \infty$. Hence, to avoid unnecessary operations we start by checking if
\( j \in M \) when \( \mu > -\infty \) or \( \overline{\mu} < \infty \); this is in contrast to the algorithms in [Kiw08a Section 3] and [DWW12].

We finally define the contribution to the resource constraint from the variables including \( M : \gamma(\mu) := \sum_{j \in M} g_j(x_j(\mu)) \). Note that the value of \( \gamma \) depends on the value of the parameters in \( \phi_j, g_j, \) and \( \mu \). If we can separate the parameters from the multiplier \( \mu \), i.e., if \( \gamma \) is additively and/or multiplicatively separable (that is, \( \gamma(\mu) = \gamma_1(\mu)\gamma_2(\cdot) + \gamma_3(\cdot) \)) then the values of \( \gamma_2 \) and \( \gamma_3 \) can be calculated successively so that no calculations are done more than once. Consider, for example, the negative entropy function, \( \phi_j(x_j) := x_j \log(x_j/a_j - 1) \) and the resource constraint function \( g_j(x_j) := x_j \). Then, \( \gamma(\mu, a) := \sum_{j \in M} g_j(x_j^*(\mu)) = \sum_{j \in M} a_j e^{-\mu} = \gamma_2(a)\gamma_1(\mu) \), where \( \gamma_1(\mu) = e^{-\mu} \) and \( \gamma_2(a) = \sum_{j \in M} a_j \), i.e., we update \( \gamma_2 \) in Steps 3.1 and 3.2 such that if \( \mu, \overline{\mu} \in [\mu_1^u, \mu_1^u] \) then \( \gamma_2 = \gamma_2 + a_j \). For the quadratic knapsack problem, this approach is applied in [Kiw08a Section 3]. We next present an algorithm that applies the usage of \( M \); Steps 0 and 1 are similar to the algorithm MB2 in Section 3.3.

**Initialization:**

Set \( N := J, k := 1, b^k := b, \mu := 0, M := \emptyset, \mu := -\infty, \) and \( \overline{\mu} := \infty \).

Compute breakpoints \( \mu^l := (\mu^l_j)_{j \in N}, \mu^u := (\mu^u_j)_{j \in N} \) as in (5), and let \( \mu^k := \left( \mu^l \right)_k \).

**Iterative algorithm:**

**Step 2** (compute explicit reference): Determine \( \delta := \sum_{j \in N} \{ \mu < \mu^l_j \} g_j(x_j(\mu^l_m)) + \gamma(\mu_m) + \beta_k + \beta_l \), where \( x_j(\mu) \) is determined from (5).

If \( \delta > b^k \), then go to Step 3.1.
If \( \delta < b^k \), then go to Step 3.2.
Otherwise \( (\delta = b^k) \) set \( \mu^* := \mu_m \); find optimal \( x^* \) from (5), and stop.

**Step 3.1** (update and fix lower bounds):

Let \( \mu = \mu_m \).

For \( j \in N \): If \( \mu \geq \mu^l_j \) then let \( N := N \setminus \{ j \} \) and \( x^*_j := l_j \).
If \( \mu, \overline{\mu} \in [\mu^l_j, \mu^l_j] \) then let \( N := N \setminus \{ j \} \) and \( M := M \cup \{ j \} \); update \( \gamma_1 \) and \( \gamma_2 \).
Let \( \mu^{k+1} := (\mu^l_j)_{j \in N \cup M | \mu < \mu^l_j} \), \( b^{k+1} := b^k - \beta_k \), and \( k := k + 1 \).
Update \( \gamma \) and go to Step 1.

**Step 3.2** (update and fix upper bounds):

Let \( \overline{\mu} = \mu_m \).

For \( j \in N \): If \( \overline{\mu} \leq \mu^u_j \) then let \( N := N \setminus \{ j \} \) and \( x^*_j := u_j \).
If \( \mu, \overline{\mu} \in [\mu^u_j, \mu^u_j] \) then let \( N := N \setminus \{ j \} \) and \( M := M \cup \{ j \} \); update \( \gamma_1 \) and \( \gamma_2 \).
Let \( \mu^{k+1} := (\mu^u_j)_{j \in N \cup M | \mu_m > \mu^u_j} \), \( b^{k+1} := b^k - \beta_u \), and \( k := k + 1 \).
Go to Step 1.

**Remark 1.** If \( \gamma \) is not separable then the updates of \( \gamma_1 \) and/or \( \gamma_2 \) in Steps 3.1 and 3.2 vanish.

**3.5 Algorithm: Median search of Breakpoints with 5-set pegging (MB5)**

As in the algorithm MB2 in Section 3.3 we peg the variables whose values equal the lower or upper bounds, and as in MB3 we determine if a variable is strictly within the bounds. Further, we determine if a variable is smaller than the upper bound or larger than the lower bound as in Section 3.2.3. Define a set \( L_- \) of indices where the optimal solution is known to be strictly smaller than the upper bound in the optimal solution, i.e., \( L_- := \{ j \in N \mid x^*_j < u_j \} \), and similarly define a set \( U_+ \) of indices where the variable is known to be larger than the lower bound in the optimal solution, i.e., \( U_+ := \{ j \in N \mid x^*_j > l_j \} \). Define, respectively, the total use of the resource due to variables whose values equal the lower and upper bounds as \( \beta_l := \sum_{j \in N \cup L_- | \mu^l_j \leq \mu_m} g_j(l_j) \) and
\( \beta_u := \sum_{j \in \{N \cup U_+ \cup L_- | \mu_j \geq \mu_u \}} g_j(u_j) \). We present an algorithm that applies 5-sets pegging where Steps 0 and 1 are similar to the algorithm MB2 in Section 3.3.

**Initialization:**
Set \( N := J, k := 1, b^k := b, \gamma := 0, \) and \( M = L_- = U_+ = \emptyset, \mu := -\infty, \) and \( \overline{\mu} := \infty. \)
Compute breakpoints \( \mu^l := (\mu^l_j)_{j \in N}, \mu^u := (\mu^u_j)_{j \in N} \) as in [5], and let \( \mu^k := \left(\begin{array}{c} \mu^l \\ \mu^u \end{array}\right). \)

**Iterative algorithm:**

**Step 2** (compute explicit reference):
Determine \( \delta := \sum_{j \in \{N \cup U_+ \cup L_- | \mu_j^u < \mu_j \} \} g_j(x_j(\mu_m)) + \gamma(\mu_m) + \beta_u + \beta_l, \)
where \( x_j(\mu) \) is determined from [5].
If \( \delta > b^k \), then go to Step 3.1.
If \( \delta < b^k \), then go to Step 3.2.
Otherwise \( (\delta = b^k) \) set \( \mu^* := \mu_m \) and find optimal \( x^* \) from [5], and stop.

**Step 3.1** (update and fix lower bounds):
Let \( \mu := \mu_m \)
For \( j \in N \): If \( \mu \geq \mu_j^l \) then let \( N := N \setminus \{j\} \) and \( x_j^* := l_j. \)
For \( j \in L_- \): If \( \mu \geq \mu_j^l \) then let \( L_- := L_- \setminus \{j\} \) and \( x_j^* := l_j. \)
For \( j \in N \): If \( \mu \geq \mu_j^l \) then let \( N := N \setminus \{j\} \) and \( L_- := L_- \cup \{j\} \).
For \( j \in U_+ \): If \( \mu \in [\mu_j^u, \mu_j^{l*}] \) and \( \overline{\mu} \geq \mu_j^u \) then let \( U_+ := U_+ \setminus \{j\} \) and \( M := M \cup \{j\} \); update \( \gamma_1, \gamma_2. \)
Let \( \mu^{k+1} := (\mu_j^{l*})_{j \in \{N \cup M \cup L_- \cup U_+ | \mu_m < \mu_j^l \}}, b^{k+1} := b^k - \beta_l, \) and \( k := k + 1. \)
Go to Step 1.

**Step 3.2** (update and fix upper bounds):
Let \( \overline{\mu} := \mu_m. \)
For \( j \in N \): If \( \overline{\mu} \leq \mu_j^u \) then let \( N := N \setminus \{j\} \) and \( x_j^* := u_j. \)
For \( j \in U_+ \): If \( \overline{\mu} \leq \mu_j^u \) then let \( U_+ := U_+ \setminus \{j\} \) and \( x_j^* := u_j. \)
For \( j \in N \): If \( \overline{\mu} \leq \mu_j^u \) then let \( N := N \setminus \{j\} \) and \( U_+ := U_+ \cup \{j\} \).
For \( j \in L_- \): If \( \overline{\mu} \leq [\mu_j^u, \mu_j^{l*}] \) and \( \mu \leq \mu_j^l \) then let \( L_- := L_- \setminus \{j\} \) and \( M := M \cup \{j\} \); update \( \gamma_1, \gamma_2. \)
Let \( \mu^{k+1} := (\mu_j^{l*})_{j \in \{N \cup M \cup L_- \cup U_+ | \mu_m > \mu_j^l \}}, b^{k+1} := b^{k+1} - \beta_u, \) and \( k := k + 1. \)
Go to Step 1.

Note that when we determine \( x_j(\mu_m) \) for \( j \in U_+ \) we do not need to check if \( x_j = l_j \), and for \( j \in L_- \) we do need to check if \( x_j = u_j. \) This will in some cases save us some operations. Further when we determine if \( x_j \in M \) we only need to check if this holds for \( j \in U_+ \) or \( j \in L_- \) depending on if we update the lower or upper bound of the dual variable. This differs from the algorithm in [DWW12] since that algorithm finds \( M \) from \( U_+ \cup L_- \). Note that we make use of information from earlier iterations when updating \( \delta. \) When updating \( \delta \) in [DWW12] information from earlier iteration is negligible hence some operations are repeated.

**Remark 2.** Consider iteration \( k. \) In Step 3.1 we only need to check if \( \mu_m \in [\mu_j^u, \mu_j^{l*}] \) and \( \overline{\mu} \geq \mu_j^u \) for \( j \in U_+ \) since we know from earlier iterations that if \( j \in N \) then \( \overline{\mu} \not\in \mu_j^{l*}. \) Similar holds for Step 3.2.

### 3.6 Convergence and time complexity of breakpoint algorithms

Similar to [Kiw08a] and [DWW12] it is possible to show that the breakpoint algorithms converge to the optimal solution. Consider the time complexity for algorithm MB2, MB3 and MB5. Assuming that the median function \( \text{median}(\cdot) \) is linear, we have \( C_i n \) operations in each of the Steps 0 through 3.2 for some constants \( C_i \) for \( i \in \)
4 Relaxation Algorithms

In a relaxation algorithm for the problem (1) we iteratively solve the problem relaxed from constraints (1c), i.e., we solve the quadratic knapsack problem (24).

From problem (9) we obtain a solution \( \hat{x} \). Together with \( \hat{x} \) we also obtain an estimate \( \hat{\mu} \) of the multiplier value \( \mu^* \) from the optimality condition. Then we adjust the solution \( \hat{x} \) for constraints (1c) by determining \( x_j \) from

\[
x_j := \begin{cases} l_j, & \text{if } \hat{x}_j \leq l_j, \\ u_j, & \text{if } \hat{x}_j \geq u_j, \\ \hat{x}_j, & \text{if } l_j < \hat{x}_j < u_j. \end{cases}
\]

\[ (10) \]

At the beginning of the algorithm we must determine whether constraint (1b) is satisfied with equality at an optimal solution. From the optimality condition (3a) we have that if the inequality constraint (1b) is satisfied then \( \mu^* = 0 \). Hence, for \( \hat{\mu} = 0 \) we find \( \hat{x}_j \) by solving \( \phi_j(\hat{x}_j) + \hat{\mu}g_j(\hat{x}_j) = 0 \); if \( \sum_{j \in J} g_j(x_j) \leq b \), where the value of \( x_j \) is determined from (10), then we have found the optimal solution to problem (1). Otherwise, we know that \( \mu^* > 0 \) and that the inequality constraint (1b) can be regarded as an equality. Hence, we solve the problem (9), obtaining a solution \( \hat{x} \).

Let

\[
L(\hat{x}) := \{ j \in J^k \mid \hat{x}_j \leq l_j \}, \quad U(\hat{x}) := \{ j \in J^k \mid \hat{x}_j \geq u_j \}
\]
denote the sets of variables that are either out of bounds at \( \hat{x} \) or equal a lower, respectively an upper, bound.

In order to simplify the remaining discussion, we consider Case 2 in Section 3.2.1, i.e., \( \mu(x_j) \) to be monotonically decreasing and \( g_j \) increasing; Case 1 is treated analogously. Calculate the total deficit and excess at \( \hat{x} \), respectively, as

\[
\nabla := \sum_{j \in L} (g_j(l_j) - g_j(\hat{x}_j)), \quad \Delta := \sum_{j \in U} (g_j(\hat{x}_j) - g_j(u_j)).
\]

\[ (11) \]

Now, if \( \Delta > \nabla \) then we set \( x_j^* = u_j \) for \( j \in U(\hat{x}) \); if \( \Delta < \nabla \) we set \( x_j^* = l_j \) for \( j \in L(\hat{x}) \); otherwise \( \Delta = \nabla \) and we have found the optimal solution. If \( \Delta \neq \nabla \), then we reduce the problem by removing the fixed variables, and adjusting the right-hand side of the constraint (1b) to reflect the variables fixed. If any free variables are left, we re-solve problem (9) and repeat the procedure, otherwise we have obtained an optimal solution.

The rationale behind this procedure is quite simple and natural: Suppose that \( \Delta > \nabla \) holds. We have that

\[
\hat{\mu} = -\frac{\phi'(\hat{x})}{g'(\hat{x})} \quad \text{for} \quad j \in J^k \setminus \{L \cup U\}
\]

Let \( s \in U(\hat{x}) \) and \( i \in J^k \setminus U(\hat{x}) \). Since the functions \( -\phi'/g' \) are decreasing, it follows that

\[
-\frac{\phi'(u_s)}{g'(u_s)} \geq -\frac{\phi'(\hat{x}_s)}{g'(\hat{x}_s)} = \hat{\mu} = -\frac{\phi'(\hat{x}_i)}{g'(\hat{x}_i)} \geq -\frac{\phi'(u_i)}{g'(u_i)}.
\]
Denote by $b_+$ the right-hand side in the following iteration given that $\Delta > \nabla$ holds: $b_+ := b - \sum_{j \in L} g_j(u_j)$. Also let $(\hat{x}', \hat{\mu}')$ denote a pair of relaxed optimal primal–dual solutions in the following iteration. We must have that $\hat{\mu}' \leq \hat{\mu}$, since
\[ \sum_{j \in J \setminus U(\hat{x})} g_j(\hat{x}_j) = b - \sum_{j \in U(\hat{x})} g_j(\hat{x}_j) \leq b - \sum_{j \in U(\hat{x})} g_j(u_j) = b_+ = \sum_{j \in J \setminus U(\hat{x})} g_j(\hat{x}'_j); \]
hence, for at least one $j \in J \setminus U(\hat{x})$ we have that $\hat{x}'_j \geq \hat{x}_j$, and therefore,
\[ \hat{\mu}' = -\frac{\phi'_j(\hat{x}'_j)}{\phi'_j(\hat{x}_j)} \leq -\frac{\phi'_j(\hat{x}_j)}{\phi'_j(\hat{x})} = \hat{\mu} \]
follows. This derivation was first described by Bitran and Hax [BH81].

Since in each iteration at least one variable is pegged to an optimal value, the algorithm is clearly finite. The most serious disadvantage of the algorithm may be the requirement that the problem without the variable bounds present must have an optimal solution. The computational efficiency of this method is also determined by whether or not it is possible to provide an explicit formula for each $\hat{x}_j$ in terms of the multiplier.

### 4.1 Explicit/Implicit evaluation

For the breakpoint algorithm we determine $x$ from (5) for an arbitrary multiplier $\mu$; then we explicitly evaluate the optimality of $x$ by substituting it into the resource constraint (1b). The explicit evaluation leaves us with one out of three possible scenarios: (8a)–(8c). For the relaxationalgorithm the traditional method to evaluate a solution to the problem (9) is to calculate the total deficit and excess at $\hat{x}$ (see Section 4). Also this evaluation leaves us with 3 possible scenarios, namely
\[ \Delta = \nabla, \quad \Delta > \nabla, \quad \Delta < \nabla. \]

Evaluating the optimality from (12a)–(12c) will be referred to as an implicit evaluation. For the relaxation algorithm we next show that the implicit and explicit evaluations are equivalent. Propositions 4 and 5 below state the relations between explicit and implicit evaluation. The proof of Proposition 5 is similar to the proof of Proposition 4.

**Proposition 4** (relation between explicit and implicit evaluation for $g_j$ monotonically increasing). If for all $j \in J$ $g_j$ is monotonically increasing, then the explicit evaluation (8a)–(8c) is equivalent to the implicit evaluation (12a)–(12c), i.e., (12a) $\iff$ (8a), (12b) $\iff$ (8b), and (12c) $\iff$ (8c).

**Proof.** For all $j \in J$, let $\hat{x}_j$ be the solution to (9). Let $\nabla$ and $\Delta$ be defined as in (11). We have from (10) that
\[ \sum_{j \in J} g_j(x_j) = \sum_{j \in J \setminus (U \cup L)} g_j(\hat{x}_j) + \sum_{j \in U} \{g_j(l_j) - g_j(\hat{x}_j) + g_j(\hat{x}_j)\} \\
+ \sum_{j \in L} \{g_j(u_j) - g_j(\hat{x}_j) + g_j(\hat{x}_j)\} \\
= \sum_{j \in J \setminus (U \cup L)} g_j(\hat{x}_j) + \sum_{j \in U} \{g_j(l_j) - g_j(\hat{x}_j)\} + \sum_{j \in L} g_j(\hat{x}_j) \\
- \sum_{j \in U} \{g_j(u_j) - g_j(\hat{x}_j)\} + \sum_{j \in U} g_j(\hat{x}_j) \\
= \sum_{j \in J} g_j(\hat{x}_j) + \nabla - \Delta \\
= b + \nabla - \Delta, \]
where the last equality follows from the fact that \( \hat{x} \) is the solution to the relaxed problem. Hence, \( \hat{x} \) must satisfy the resource constraint. We know that \( \Delta, \nabla \geq 0 \) since \( g_j \) is increasing. Hence, if \( \Delta = \nabla \) then (8a) holds, if \( \Delta > \nabla \) then (8b) holds, and if \( \Delta < \nabla \) then (8c) holds.

**Proposition 5** (relation between explicit and implicit evaluation for \( g_j \) monotonically decreasing). If \( g_j \) is monotonically decreasing for all \( j \in J \), then the explicit evaluation (8a)–(8c) is equivalent to the implicit evaluation (8a)–(8c), i.e., (12a) \( \iff \) (8a). (12a) \( \iff \) (8b), and (12b) \( \iff \) (8c).

### 4.2 Primal/Dual evaluation of boundaries

In the breakpoint algorithms in Section 3, we use the dual variable to determine if the algorithm solve the primal or dual relaxed problem (see Section 4.2)? An overview of the relaxation algorithm of Bitran and Hax [BH81], the rightmost path in the figure is implemented in [Ste01], and the algorithm and its possible realizations is shown in Figure 1. The leftmost path in the figure is the classic primal relaxation, no other paths have been explored. Our intention is to evaluate the theoretically and practically best performing paths. Since no earlier studies have applied 3- or 5-sets pegging for the relaxation algorithm, our intention is to apply these two more sophisticated pegging methods.

Define \( \Phi_j(x_j) := \phi_j(x_j)/g_j(x_j) \) and assume that there exists an inverse to \( \Phi_j \). It follows from the optimality conditions (5) that \( \Phi_j(\hat{x}_j(\hat{\mu})) = -\hat{\mu}, \Phi_j(l_j) = \phi_j^*(l_j)/g_j^*(l_j) \) and \( \Phi_j(u_j) = \phi_j^*(u_j)/g_j^*(u_j) \). Hence we have that:

\[
L(\hat{\mu}) := \{ j \in J \mid \hat{\mu} \geq -\phi_j^*(l_j)/g_j^*(l_j) \} \iff L(\hat{x}) := \{ j \in J \mid \hat{x}_j \leq l_j \},
\]

and

\[
U(\hat{\mu}) := \{ j \in J \mid \hat{\mu} \leq -\phi_j^*(u_j)/g_j^*(u_j) \} \iff U(\hat{x}) := \{ j \in J \mid \hat{x}_j \geq u_j \}.
\]

### 4.3 Implementation choices for the relaxation algorithm

Considering the performance of a relaxation algorithm two decisions need to be made: should the relaxed solution of the problem be evaluated implicitly from \( \nabla \) and \( \Delta \) or explicitly from \( \sum g_j \) (see Section 4.3.1)? Should the algorithm solve the primal or dual relaxed problem (see Section 4.4)? An overview of the relaxation algorithm and its possible realizations is shown in Figure 1. The leftmost path in the figure is the classic primal relaxation algorithm of Bitran and Hax [BH81], the rightmost path in the figure is implemented in [Ste01], and the algorithm that applies the right path in Step 1 and the left path in Step 2 is implemented in [KW12]. Beside these two paths no other paths have been explored. Our intention is to evaluate the theoretically and practically best performing paths. Since no earlier studies have applied 3- or 5-sets pegging for the relaxation algorithm, our intention is to apply these two more sophisticated pegging methods.

In Section 4.3.1 we present an algorithm corresponding to the leftmost path in Figure 1. In Section 4.3.2 we present an algorithm which utilizes the rightmost path in Step 1 of Figure 1 and then changes to the left path in Step 2 of the figure; in Section 4.3.3 an algorithm corresponding to the rightmost path of Figure 1 is presented; and in Section 4.3.4 an algorithm that utilizes the rightmost path in Step 1 of Figure 1 and then utilizes the theoretically best path in Step 2 is presented. All algorithms in Sections 4.3.1 4.3.3 utilize 2-sets pegging. In Section 4.3.5 we describe how 3- and 5-sets pegging can be utilized in these.

#### 4.3.1 Algorithm: Primal determination with Implicit evaluation of the Relaxed problem (PIR2)

We first assume that Case 1 in Section 3.2.1 holds for problem (1). Define parameters to calculate the total deficit and excess, as \( \alpha^k_\pm := \sum_{j \in U^k} g_j(\hat{x}_j), \beta^k_\pm := \sum_{j \in L^k} g_j(\hat{x}_j), \beta^k_+ := \sum_{j \in U^k} g_j(u_j). \)
Hence we have that $\Delta^k = \alpha_+^k - \beta_-^k$ and $\nabla^k = \beta_+^k - \alpha_-^k$. In the next iteration when we reduce the resource $b^k$ we hence don’t have to re-calculate the part of the pegged variables which define $\beta_+^k$ or $\beta_-^k$ (see Steps 3.1 and 3.2).

We present an algorithm for problem (1) which is similar to the algorithm in Section 2 of [BS02b]:

**Initialization:** Set $k := 1$, $J^k := J$, and $b^k := b$.

**Step 0** (check if $\mu = 0$ is optimal): Let $\mu = 0$ and find the solution $\hat{x}$ to the relaxed problem (9), i.e., solve $\phi_j'(\hat{x}) + \mu g_j'(\hat{x})$, $j \in J^k$.

If $\sum_{j \in J^k} g_j(x_j) \leq b$, for $x_j$ determined from (10), then $\mu^* = 0$, $x^* = x_j$ for $j \in J^k$, and stop.

**Iterative algorithm:**

**Step 1** (solve relaxed primal problem):

For $j \in J^k$, find $\hat{x}_j$ by solving the relaxed problem (9).

Set $L := \emptyset$ and $U := \emptyset$.

**Step 2** (implicit evaluation):

Determine $U(\hat{x}^k)$ and $L(\hat{x}^k)$ while computing $\Delta^k := \alpha_+^k - \beta_-^k$ and $\nabla^k := \beta_+^k - \alpha_-^k$.

If $\Delta^k > \nabla^k$, then go to Step 3.1.

If $\Delta^k < \nabla^k$, then go to Step 3.2.

If $\Delta^k = \nabla^k$, then set $x^*_j := l_j$ for $j \in L(\hat{x}^k)$, $x^*_j := u_j$ for $j \in U(\hat{x}^k)$,

$x^*_j := x^*_j$ for $j \in J^k \setminus \{L(\hat{x}^k) \cup U(\hat{x}^k)\}$, and stop.

**Step 3.1** (peg lower bounds):

Set $x^*_j := l_j$ for $j \in L$, $b^{k+1} := b^k - \beta_-^k$ and $J^{k+1} := J^k \setminus L$.

If $J^{k+1} := \emptyset$ then stop, else set $k := k + 1$ and go to Step 1.

**Step 3.2** (peg upper bounds):

Set $x^*_j := u_j$ for $j \in U$, $b^{k+1} := b^k - \beta_+^k$ and $J^{k+1} := J^k \setminus U$.

If $J^{k+1} := \emptyset$ then stop else set $k := k + 1$ and go to Step 1.

We need to clarify some of the steps of the algorithm. In Step 1, we find $\hat{x}^{k+1}$ from, or partly from, $\hat{x}^k$. Assume,
for example, that \( \phi_j(x_j) = x_j \log(x_j/a_j - 1) \) and \( g_j(x_j) = x_j \); then, \( x_j^{k+1} = a_j b^{k+1}/ \sum_{j \in J^{k+1}} a_j = b^{k+1} / (\omega - \sum_{j \in K(x_j)} a_j) \), where \( \omega = \sum_{j \in J} a_j \) and \( K := U \) if the upper bound was pegged at iteration \( k \) and \( K := L \) if the lower bound was pegged at iteration \( k \). If \( |K| < |J^{k+1}| \) then this will save us some operations. A similar update of \( \hat{x} \) for the quadratic knapsack problem is performed in \[ RJL92 \], \[ BSS96 \] and \[ Kiw08b \], Section 5.1.

As in \[ Kiw08b \], Algorithm 3.1, our algorithm will stop if \( \Delta^k = \nabla^k \), while the algorithm in \[ BS02b \], Section 2 stops only if \( L(\hat{x}^k) \cup U(\hat{x}^k) = \emptyset \). Moreover, in Steps 3.1 and 3.2, we peg the variables that violate the bounds and calculate \( b^k \) explicitly, while in \[ BS02b \], Section 2 the index \( j \) is added to the set of violated bounds \( (L \cup U) \) and \( b^k \) is calculated as \( b - \sum_{j \in L} g_j(l_j) - \sum_{j \in U} g_j(u_j) \).

According to Proposition 1 if Case 2 in Section 3.2.1 holds, Step 2 in the algorithm is modified as follows (an analogous modification can be defined for the relaxation algorithms in Sections 4.3.2 through 4.3.5):

**Step 2’** (implicit evaluation):

Determine \( U(\hat{x}^k) \) and \( L(\hat{x}^k) \) while computing \( \Delta^k = \alpha^k_+ - \beta^k_+ \) and \( \nabla^k = \beta^k_- - \alpha^k_- \).

If \( \Delta^k > \nabla^k \), then go to Step 3.2.

If \( \Delta^k < \nabla^k \), then go to Step 3.1.

If \( \Delta^k = \nabla^k \), then set \( x_j^* : = l_j \) for \( j \in L(\hat{x}^k) \), \( x_j^* : = u_j \) for \( j \in U(\hat{x}^k) \),

\[ x_j^* := x_j^k \quad \text{for} \quad j \in J^k \setminus \{ L(\hat{x}^k) \cup U(\hat{x}^k) \}, \]

and stop.

**Remark 3.** For the equality problem (2), \( \mu \) is unrestricted; hence the algorithm for problem (2) will be similar to the above, except we ignore Step 0.

**Remark 4.** In Step 1 we have to calculate \( \hat{x}_j \) \(|J^k| \) times. In Step 2 we need to find \( x_j \) which needs at most \( 2|J^k| \) comparisons. We also have to calculate \( \nabla^k \) and \( \Delta^k \), which implies \( 2|L \cup U| \) operations.

### 4.3.2 Algorithm: Dual determination with Implicit evaluation of the Relaxed problem (DIR2)

Instead of evaluating the primal variables in Step 1 as in the algorithm PIR2 in Section 4.3.1 we can evaluate the dual variable \( \mu \). Note that if we evaluate the dual variable, then we have to determine the breakpoints in the initialization. Our modification of the algorithm in Section 4.3.1 takes the following form (Steps 0 and 3 are the same in PIR2 and are therefore not repeated):

**Initialization:**

Set \( k := 1 \), \( J^k := J \), and \( b^k := b \).

Calculate breakpoints \( \mu^l := (\mu^l_j)_{j \in J^k} \), and \( \mu^u := (\mu^u_j)_{j \in J^k} \) as in (5).

**Step 1** (solve relaxed dual problem):

Find the optimal dual variable \( \hat{\mu}^k \) of the relaxed problem (2).

**Step 2** (implicit evaluation):

Determine \( L(\hat{\mu}^k) \) and \( U(\hat{\mu}^k) \) while computing \( \Delta^k := \alpha^k_+ - \beta^k_+ \) and \( \nabla^k := \beta^k_- - \alpha^k_- \).

If \( \Delta^k > \nabla^k \), then go to Step 3.1.

If \( \Delta^k < \nabla^k \), then go to Step 3.2.

If \( \Delta^k = \nabla^k \), then set \( x_j^* := l_j \) for \( j \in L(\hat{\mu}^k) \), \( x_j^* := u_j \) for \( j \in U(\hat{\mu}^k) \),

\[ x_j^* := x_j^k \quad \text{for} \quad j \in J \setminus \{ L(\hat{\mu}^k) \cup U(\hat{\mu}^k) \}, \]

and stop.

**Remark 5.** In Step 1 we need to find the optimal dual solution \( \hat{\mu}^k \) to the relaxed problem. In Step 2 we need at most \( 2|J^k| \) comparisons but we only need to calculate \( \hat{x}_j(\mu) \) for \( j \in \{ L \cup U \} \). For the evaluation we need to calculate \( \nabla^k \) and \( \Delta^k \), which implies \( 2|L \cup U| \) operations.
4.3.3 Algorithm: Dual determination with Explicit evaluation of the Relaxed problem (DER2)

As in the algorithm DIR2 in Section 4.3.2 we evaluate the dual variable but instead of evaluating the relaxed solution implicitly we do it explicitly. Define \( \beta_l := \sum_{j \in L} g_j(l_j) \) and \( \beta_u := \sum_{j \in U} g_j(u_j) \). The algorithm follows (Steps 0 and 3 are same as in PIR2 in Section 4.3.1 and are therefore not repeated):

**Initialization:**

Set \( k := 1, J^k := J, \) and \( b^k := b \).

Calculate breakpoints \( \mu^k := (\mu^k_j)_{j \in J^k}, \mu^n := (\mu^n_j)_{j \in J^k} \) as in (5).

**Step 1** (solve relaxed dual problem):

Find the optimal dual variable \( \tilde{\mu}^k \) of the relaxed problem (9).

**Step 2** (explicit evaluation):

Determine \( U(\tilde{\mu}^k) \) and \( L(\tilde{\mu}^k) \) and calculate \( \delta(\tilde{\mu}^k) := \sum_{j \in J^k \setminus (U(\tilde{\mu}^k) \cup L(\tilde{\mu}^k))} g_j(x_j(\tilde{\mu}^k)) + \beta_l + \beta_u \).

\( \) If \( \delta(\tilde{\mu}^k) > b^k \), then go to Step 3.1.

\( \) If \( \delta(\tilde{\mu}^k) < b^k \), then go to Step 3.2.

\( \) If \( \delta(\tilde{\mu}^k) = b^k \), then set \( x^*_j := l_j \) for \( j \in L(\tilde{\mu}^k) \), \( x^*_j := u_j \) for \( j \in U(\tilde{\mu}^k) \)

\( x^*_j := x^*_j \) for \( j \in J \setminus \{L(\tilde{\mu}^k) \cup U(\tilde{\mu}^k)\} \), and stop.

The algorithm uses the principle of the algorithm in [Ste01, Algorithm 1].

**Remark 6.** In Step 1 we need to find the value of \( \tilde{\mu}^k \) from the relaxed problem. In Step 2 we need at most \( 2|J^k| \) comparisons and we need to calculate \( x^*_j \) for \( j \in J^k \setminus \{L \cup U\} \). For the evaluation we need to calculate \( \delta(\tilde{\mu}^k) \), which implies \( |J^k| \) operations.

4.3.4 Algorithm: Dual determination modification with blended evaluation of the Relaxed problem (DBR2)

Consider the implicit evaluation in Section 4.3.2. We calculate \( \nabla^k \) and \( \Delta^k \) from \( \nabla^k := \sum_{j \in U(\tilde{\mu}^k)} g_j(\hat{x}^k_j) - \sum_{j \in U(\tilde{\mu}^k)} g_j(x^*_j) - \sum_{j \in L(\tilde{\mu}^k)} g_j(u_j) \) and \( \Delta^k := \sum_{j \in U(\tilde{\mu}^k)} g_j(\hat{x}^k_j) + \sum_{j \in L(\tilde{\mu}^k)} g_j(u_j) \), which implies \( 2P|L^k \cup U^k| \) operations, where \( P \) is an integer associated with the number of operations it takes to calculate \( g_j(x_j) \). Moreover, we have to determine \( \hat{x}_j \) for \( j \in \{L^k \cup U^k\} \), which implies \( Q|L^k \cup U^k| \) operations, where \( Q \) is an integer associated with the number of operations it takes to determine \( x_j(\tilde{\mu}) \).

Now consider the explicit evaluation: We have to calculate \( \delta(\tilde{\mu}^k) := \sum_{j \in J^k \setminus (U(\tilde{\mu}^k) \cup L(\tilde{\mu}^k))} g_j(x_j(\tilde{\mu}^k)) + \sum_{j \in U(\tilde{\mu}^k)} g_j(x^*_j) + \sum_{j \in L(\tilde{\mu}^k)} g_j(u_j) \), which implies \( P|J^k| \) operations. Moreover, we have to determine \( \hat{x}_j \) for \( j \in J^k \setminus \{L^k \cup U^k\} \), which implies \( Q|J^k \setminus \{L^k \cup U^k\}| \) operations.

Hence, if \( (P + Q)|J^k| < (2P + 2Q)|U(\tilde{\mu}^k) \cup L(\tilde{\mu}^k)| \) or, equivalently, \( |J^k| < 2|U(\tilde{\mu}^k) \cup L(\tilde{\mu}^k)| \), then using the explicit evaluation of the relaxed solution \( \hat{x} \) in Step 2 would require less operations, and it would be more successful to use the algorithm in Section 4.3.3. If however \( |J^k| > 2|U(\tilde{\mu}^k) \cup L(\tilde{\mu}^k)| \), then there will be less operations if we use the algorithm in Section 4.3.2. So, we propose a new algorithm that utilizes the cardinalities of the sets \( J^k, U(\tilde{\mu}^k) \) and \( L(\tilde{\mu}^k) \): from the cardinalities we make the decision whether to use an explicit or implicit evaluation in Step 2. We consider the following modification of the algorithm PIR2 in Section 4.3.1.
Initialization:
Set \( k := 1 \), \( J^k := J \), and \( b^k := b \).
Calculate breakpoints \( \mu^l := (\mu^l_j)_{j \in J^k} \), \( \mu^u := (\mu^u_j)_{j \in J^k} \) as in (5).

**Step 1:** (solve relaxed dual problem):
Find the optimal dual variable \( \tilde{\mu}^k \) of the relaxed problem (9).

**Step 1.1:** (implicit or explicit evaluation?)
Determine \( U(\tilde{\mu}^k) \) and \( L(\tilde{\mu}^k) \).
If \( |J^k| < 2|U(\tilde{\mu}^k) \cup L(\tilde{\mu}^k)| \) then use explicit evaluation (continue with algorithm DER2 in Section 4.3.3), otherwise use implicit evaluation (continue with algorithm DIR2 in Section 4.3.2).

### 4.3.5 3- and 5-sets pegging for relaxation algorithms

From the proof of convergence of the relaxation algorithm (see Section 4.4) we have that the algorithm improves the lower or the upper bound for the dual variable in each iteration. Hence, similar to the breakpoint algorithm (see Sections 3.4 and 3.5) it is possible to apply 3- and 5-sets pegging for the dual relaxation algorithms DIR2, DER2 and DBR2. Similar to the relaxation algorithm we will denote a relaxation algorithm that uses 3-sets-pegging with a suffix "3", e.g., DBR3, and one that uses 5-sets-pegging with a suffix "5", e.g., DBR5. The implementation of 3- and 5-sets pegging is similar for the three dual relaxation algorithms; therefore only DIR3 and DIR5 are given (Step 0 is similar as for PIR in Section 4.3.1).

**DIR3:**

**Initialization:**
Set \( k := 1 \), \( J^k := J \), \( M^k := \emptyset \), \( b^k := b \), \( \mu = -\infty \), and \( \overline{\mu} = \infty \).
Calculate breakpoints \( \mu^l := (\mu^l_j)_{j \in J^k} \), \( \mu^u := (\mu^u_j)_{j \in J^k} \) as in (5).

**Step 1** (solve relaxed dual problem):
Find the optimal dual variable \( \tilde{\mu}^k \) of the relaxed problem (9).

**Step 2** (implicit evaluation):
Determine \( L(\tilde{\mu}^k) \) and \( U(\tilde{\mu}^k) \) from \( J^k \) and compute \( \Delta^k = \alpha^k_+ - \beta^k_- \) and \( \nabla^k = \beta^k_+ - \alpha^k_- \).
If \( \Delta^k > \nabla^k \), then go to Step 3.1.
If \( \Delta^k < \nabla^k \), then go to Step 3.2.
If \( \Delta^k = \nabla^k \), then set \( x^*_j = l_j \) for \( j \in L(\tilde{\mu}^k) \), \( x^*_j = u_j \) for \( j \in U(\tilde{\mu}^k) \)
\( x^*_j = x_j(\tilde{\mu}^k) \) for \( j \in \{ J^k \cup M^k \} \setminus \{ L(\tilde{\mu}^k) \cup U(\tilde{\mu}^k) \} \), and stop.

**Step 3.1** (peg lower bounds):
Update lower bound, \( \mu := \tilde{\mu}^k \), and resource \( b^{k+1} := b^k - \beta^k_- \).
Set \( x^*_j := l_j \) for \( j \in L^k \), \( J^{k+1} := J^k \setminus L^k \) and \( M^{k+1} := M^k \).
For \( j \in J^{k+1} \): If \( \mu \mu \in [\mu^l_j, \mu^u_j] \) then \( J^{k+1} := J^{k+1} \setminus \{j\}, M^{k+1} := M^{k+1} \cup \{j\} \).
If \( J^{k+1} = \emptyset \) then find optimal solution and stop, else set \( k := k + 1 \) and go to Step 1.

**Step 3.2** (peg upper bounds):
Update upper bound, \( \mu := \tilde{\mu}^k \), and resource \( b^{k+1} := b^k - \beta^k_+ \).
Set \( x^*_j := u_j \) for \( j \in U^k \), \( J^{k+1} := J^k \setminus U^k \) and \( M^{k+1} := M^k \).
For \( j \in J^{k+1} \): If \( \mu \mu \in [\mu^l_j, \mu^u_j] \) then \( J^{k+1} := J^{k+1} \setminus \{j\}, M^{k+1} := M^{k+1} \cup \{j\} \).
If \( J^{k+1} = \emptyset \) then find optimal solution and stop, else set \( k := k + 1 \) and go to Step 1.

In Steps 3.1 and 3.2, if \( J^{k+1} = \emptyset \) then we can find the optimal solution from \( M \) since we know that for all \( j \in M \)
it holds that \( l_j < x_j < u_j \), i.e., we don’t have to consider the constraint (1c). Further, in Step 3.1 (and analogously for Step 3.2) when searching for \( j \in J_{k+1} \) such that \( \underline{\mu}_j, \underline{\pi} \in [\mu^+_j, \mu^-_j] \), we only have to consider \( j \in J_{k+1} \setminus U_k \), since we know that if \( j \in U_k \) then \( \mu^+_j \leq \mu^-_j \). Note that for the case where \( \mu^+_j = \mu^-_j \) the corresponding index \( j \) will continue to belong to \( J_{k+1} \). Finally we note that we don’t have to check if \( \mu_j, \pi \in [\mu^+_j, \mu^-_j] \) if \( \mu = -\infty \) and/or \( \pi = \infty \).

**DIR5:**

**Initialization:**

Set \( k := 1, J^k := J, M^k = U^k = L^k := \emptyset, b^k := b, \mu = -\infty, \) and \( \pi = \infty \).

Calculate breakpoints \( \mu^k := (\mu^k_j)_{j \in J^k}, \pi^k := (\pi^k_j)_{j \in J^k} \) as in (5).

Step 1 (solve relaxed dual problem): Find the optimal dual variable \( \hat{\mu}^k \) of the relaxed problem (9).

**Step 2** (implicit evaluation):

Determine \( L(\hat{\mu}^k) \) and \( U(\hat{\mu}^k) \) from \( J^k \cup L^- \cup U^\bar{x} \), compute \( \Delta^k = \alpha_+^k - \beta_+^k \) and \( \nabla^k = \beta_-^k - \alpha_-^k \).

If \( \Delta^k > \nabla^k \), then go to Step 3.1.

If \( \Delta^k < \nabla^k \), then go to Step 3.2.

If \( \Delta^k = \nabla^k \), then set \( x_j^* := l_j \) for \( j \in L(\hat{\mu}^k) \), \( x_j^* := u_j \) for \( j \in U(\hat{\mu}^k) \).

\[ x_j^* = x_j(\hat{\mu}^k) \text{ for } j \in \{ J^k \cup M^k \cup L^- \cup U^\bar{x} \} \setminus \{ L(\hat{\mu}^k) \cup U(\hat{\mu}^k) \}, \text{ and stop.} \]

**Step 3.1** (peg lower bounds):

Update lower bound, \( \underline{\mu} := \hat{\mu}^k \), and resource \( b^{k+1} := b^k - \beta^k \).

Set \( x_j^* := l_j \) for \( j \in L^k \), \( J^{k+1} := J^k \setminus L^k \) and \( L^{k+1} := L^k \setminus L^k \).

For \( j \in \{ J^{k+1} \cup U^\bar{x} \} \): If \( \mu^j \leq \mu^l_j \) then \( J^{k+1} := J^{k+1} \setminus \{ j \} \) and \( L^{k+1} := L^{k+1} \cup \{ j \} \).

For \( j \in \{ U^k \cup U^\bar{x} \} \): If \( \mu \leq \mu^l_j \) then \( U^k := U^k \setminus \{ j \} \) and \( M^k := M^k \cup \{ j \} \).

Set \( M^{k+1} := M^k \) and \( U^{k+1} := U^k \).

If \( J^{k+1} \cup L^{k+1} \cup U^{k+1} = \emptyset \) then find optimal solution and stop,

else set \( k := k + 1 \) and go to Step 1.

**Step 3.2** (peg upper bounds):

Update upper bound, \( \bar{\mu} := \hat{\mu}^k \), and resource \( b^{k+1} := b^k - \beta^k \).

Set \( x_j^* := u_j \) for \( j \in U^k \), \( J^{k+1} := J^k \setminus U^k \) and \( U^{k+1} := U^k \setminus U^k \).

For \( j \in \{ J^{k+1} \setminus L^k \} \): If \( \mu^m \leq \mu^l_j \) then \( J^{k+1} := J^{k+1} \setminus \{ j \} \) and \( U^{k+1} := U^{k+1} \cup \{ j \} \).

For \( j \in \{ L^k \setminus L^k \} \): If \( \mu \leq \mu^l_j \) then \( L^k := L^k \setminus \{ j \} \) and \( M^k := M^k \cup \{ j \} \).

Set \( M^{k+1} := M^k \) and \( L^{k+1} := L^k \).

If \( J^{k+1} \cup L^{k+1} \cup U^{k+1} = \emptyset \) then find optimal solution and stop,

else set \( k := k + 1 \) and go to Step 1.

**Remark 7.** Note that for DBR2 in Section 4.3.4 we determine whether we should continue with DIR or DER from \( |J^k| < 2|U(\hat{\mu}^k) \cup L(\hat{\mu}^k)| \). This condition needs to be modified for the 3- and the 5-sets algorithms DBR3 and DBR5. This is done by substituting the condition mentioned by \( |J^k \cup M^k| < 2|U^k(\hat{\mu}^k) \cup L^k(\hat{\mu}^k)| \) and \( |J^k \cup M^k \cup L^k \cup U^k| < 2|U^k(\hat{\mu}^k) \cup L^k(\hat{\mu}^k)| \) for 3- and 5-sets pegging, respectively.

### 4.4 Optimality of the relaxation algorithms

For the inequality problem (1), optimality and validation for the pegging process for the primal relaxation algorithm PIR2 was established by Brethauer and Shetty [BS02b, Propositions 1–9]. Let \( k^* \) be the iteration where the algorithm terminates. Then Brethauer and Shetty state that the primal relaxation algorithm generates the following solution for problem (2):
\[ \mu = \mu^k = -\phi'_j(x^*_j)/g_j(x^*_j), \quad j \in J^*, \quad (13a) \]
\[ \rho_j = \phi'_j(l_j^*) + \mu^k g_j(x^*_j), \quad j \in L, \quad (13b) \]
\[ \rho_j = 0, \quad j \in J^* \cup U, \quad (13c) \]
\[ \lambda_j = -\phi'_j(u^*_j) - \mu^k g_j(x^*_j), \quad j \in U, \quad (13d) \]
\[ \lambda_j = 0, \quad j \in J^* \cup L, \quad (13e) \]
\[ x_j = l_j, \quad j \in L, \quad (13f) \]
\[ x_j = u_j, \quad j \in U, \quad (13g) \]
\[ x_j = x^*_j, \quad j \in J^*. \quad (13h) \]

Brethauer and Shetty establish that this solution fulfills all KKT conditions, and therefore is optimal.

The optimality and convergence for the equality problem \( (2) \) can be established similarly to the proof for the inequality problem given in [BS02b] except for the proof for feasibility of the dual variables corresponding to the lower and upper bounds (Propositions 8 and 9 in [BS02b]). Additionally, we do not have to prove that \( \mu^* \geq 0 \) (Proposition 4 in [BS02b]) for the equality problem. Therefore, we give a complementary proof for the feasibility of the dual variables corresponding to the lower and upper bounds. For the equality problem \( (2) \), we have that \( g_j(x_j) = a_j x_j \) and in the proof we will assume that \( a_j > 0 \).

**Lemma 1.** Consider the equality problem \( (2) \) and algorithm PIR2 in Section 4.3.1

(a) If \( \nabla^k > \Delta^k \) then \( \mu^k \geq \mu^* \).

(b) If \( \nabla^k < \Delta^k \) then \( \mu^k \leq \mu^* \).

**Proof.** The proof is similar to that of Proposition 7 in [BS02b]. \( \square \)

**Proposition 6** (feasibility of dual variables corresponding to bounds). For problem \( (2) \), the solution \( (13) \) generated by PIR2 in Section 4.3.1 satisfies the feasibility of the dual variables (\( \rho_j \) and \( \lambda_j \)) corresponding to the lower and upper bounds.

**Proof.** (i) For \( j \in J^* \cup U \), we have from (13c) that \( \rho_j = 0 \).

(ii) For \( j \in L \), we have from (13b) that \( \rho_j = \phi'_j(l_j) + \mu^k a_j \). We know that all variables \( x_j \) with \( j \in L \) were pegged in the iterations \( k \) where \( \nabla^k > \Delta^k \). For these iterations \( k \) we have \( \hat{x}^k_j \leq l_j \). Further, from the convexity of \( \phi_j \) and the assumption that \( a_j > 0 \), we have that \( \mu(x_j) = -\phi'_j(x_j)/a_j \) is decreasing in \( x_j \). Hence,

\[ \frac{\rho_j}{a_j} = \frac{\phi'_j(l_j)}{a_j} + \mu^k \geq \frac{\phi'_j(\hat{x}^k_j)}{a_j} + \mu^k = -\mu^k + \mu^k \geq 0, \quad (14) \]

where the last inequality follows from Lemma 1(a).

(iii) For \( j \in J^* \cup L \), we have from (13c) that \( \lambda_j = 0 \).

(iv) For \( j \in U \), we have from (13c) that \( \lambda_j = -\phi'_j(u_j) - \mu^k a_j u_j \). We know that all variables \( x_j \) with \( j \in U \) were pegged in the iterations where \( \nabla^k < \Delta^k \). For these iterations \( k \) we have \( \hat{x}^k_j \geq u_j \). Further, from the convexity of \( \phi_j \) and the assumption that \( a_j > 0 \), we have that \( \mu(x_j) = -\phi'_j(x_j)/a_j \) is decreasing in \( x_j \). Hence,

\[ \frac{\lambda_j}{a_j} = -\frac{\phi'_j(u_j)}{g'_j(u_j)} - \mu^k \geq -\frac{\phi'_j(\hat{x}^k_j)}{g'_j(\hat{x}^k_j)} - \mu^k = \mu^k - \mu^k \geq 0, \quad (15) \]

where the last inequality follows from Lemma 1(b). \( \square \)

The algorithms in Sections 4.3.2, 4.3.3 and 4.3.4 will also converge to the optimal solution since they are equivalent to PIR.

**Remark 8.** If we introduce the additional assumption that \( \phi_j \) and \( g_j \) are twice differentiable and that \( g'_j > 0 \), an alternative convergence result for the dual relaxation algorithm is found in [Ste01].
4.5 Time complexity

Consider algorithm PIR2 in Section 4.3.1. In Step 0 we need at most 2n comparisons to determine the primal variables and \( C_0n \) operations, for a constant \( C_0 \), to determine if the solution is feasible or not. In Step 1, we solve the relaxed problem, which gives \( C_1n \) operations for a constant \( C_1 \). In Step 2 we perform at most 2n comparisons to determine the lower and upper sets and we compute \( \Delta^k \) and \( \nabla^k \), which gives at most \( C_2n \) operations for a constant \( C_2 \). Steps 3.1 and 3.2 give at most 2n + 1 operations. Further, in the worst case the algorithm only pegs one primal variable in each iteration, which results in \( n \) iterations. Hence, we conclude that the algorithm has a complexity of \( O(n^2) \).

5 A quasi-Newton algorithm (NZ)

Nielsen and Zenios [NZ92, Section 1.4] develop a quasi-Newton method for finding the dual optimal solution \( \mu^* \) of the problem (2). It is assumed that the objective term \( \phi_j \) is strictly convex with a derivative \( \phi'_j \) whose range is \( \mathbb{R} \). They compare their numerical method with three linesearch methods [HKL80, CL81, Tse90]. Their results show that their numerical method always performs well compared with the other algorithms. They implement their algorithms on a massively parallel computer. This is not our intention. But since the algorithm seems to perform well on parallel computers it makes sense to evaluate it on non-parallel computers.

Let \( f_j, j \in J \), be the inverse of \( \phi'_j \) such that
\[
\text{for } j \in J, \quad \phi_j(f_j(\mu)) = \mu, \quad \mu \in \mathbb{R}.
\] (16)

Similar to (5) we conclude that
\[
x_j(\mu) = \max \{ l_j, \min \{ f_j(a_j\mu), u_j \} \}.
\] (17)

The heart of the algorithm is, like in the breakpoint algorithm, to find \( \mu \) such that the primal constraint (16) is fulfilled. In other words find \( \mu \) such that
\[
\Psi(\mu) := b - \sum_{j \in J} a_jx_j(\mu) = 0.
\] (18)

Nielsen and Zenios [NZ92, Section 1.4] define two functions \( \Phi^+_j \) and \( \Phi^-_j \):
\[
\Phi^+_j(\mu) := \begin{cases} 
\min \{ f_j(a_j\mu), u_j \}, & \text{if } a_j > 0, \\
\max \{ l_j, f_j(a_j\mu) \}, & \text{if } a_j < 0,
\end{cases} \quad j \in J,
\] (19)

and
\[
\Phi^-_j(\mu) := \begin{cases} 
\min \{ f_j(a_j\mu), u_j \}, & \text{if } a_j < 0, \\
\max \{ l_j, f_j(a_j\mu) \}, & \text{if } a_j > 0.
\end{cases} \quad j \in J,
\] (20)

Note that for \( j \in J \), if \( a_j > 0 \) and \( f_j \) is concave and increasing then \( \Phi^+_j \) is concave and if \( a_j > 0 \) and \( f_j \) is convex and decreasing then \( \Phi^-_j \) is convex. Further, we define two sets of indices such that \( J^+ := \{ j \in J \mid a_j > 0 \} \) and \( J^- := \{ j \in J \mid a_j < 0 \} \). Define two approximation of \( \Psi \) such that
\[
\Psi^+(\mu) := b - \sum_{j \in J} a_j\Phi^+_j(\mu)
\] (21a)
and

\[ \Psi^-(\mu) := b - \sum_{j \in J} a_j \Phi^- (\mu) = b - \sum_{j \in J} a_j \min \{ g(a_j \mu), u_j \} - \sum_{j \in J^+} \max \{ l_j, g(a_j \mu) \}. \quad (22a) \]

Note that if \( a_j > 0 \) and \( f_j \) is concave then \( \Psi^+ \) is convex and if \( a_j > 0 \) and \( f_j \) is convex then \( \Psi^- \) is concave. Define the sub- and superdifferentials of \( \Psi^+ \), respectively, \( \Psi^- \), as

\[ \partial \Psi^+ (\mu) := \{ d \in \mathbb{R} \mid (\Psi^+ (\mu') - \Psi^+ (\mu) \geq d(\mu' - \mu) \ \forall \mu' \in \mathbb{R} \}, \quad (23a) \]
\[ \partial \Psi^- (\mu) := \{ d \in \mathbb{R} \mid (\Psi^- (\mu') - \Psi^- (\mu) \leq d(\mu' - \mu) \ \forall \mu' \in \mathbb{R} \}. \quad (23b) \]

Further, define \( \mu_*^\varepsilon \) and \( x_*^\varepsilon \) as the approximate dual and primal solution such that \( |\Psi(\mu_*^\varepsilon)| < \varepsilon \) where \( \varepsilon > 0 \). The algorithm (NZ) follows ([NZ92 Linesearch 4]):

Initialization: Set \( \varepsilon > 0 \), \( k = 0 \), \( \mu^0 \in \mathbb{R} \).

Iterative algorithm:

Step 1 (compute step size):

If \( \Psi(\mu^k) > \varepsilon \) then
\[ \Delta \mu^{k+1} := -\frac{\Psi(\mu^k)}{d^k} \text{ where } d^k \in \partial \Psi^+ (\mu^k); \text{ go to Step 2}, \]
else if \( \Psi(\mu^k) < -\varepsilon \) then
\[ \Delta \mu^{k+1} := -\frac{\Psi(\mu^k)}{d^k} \text{ where } d^k \in \partial \Psi^- (\mu^k); \text{ go to Step 2}, \]
eelse
Set \( \mu_*^\varepsilon := \mu^k \) and determine \( x_*^\varepsilon \) from (17). Stop.

Step 2 (dual variable update):

set \( \mu^{k+1} := \mu^k + \Delta \mu^{k+1} \).

Step 3: Set \( k := k + 1 \) and go to Step 1.

The algorithm converges to a value \( \mu_*^\varepsilon \), such that \( |\Psi(\mu^k)| < \varepsilon \) if the objective function components \( \phi_j \) is such that the corresponding function \( \Psi^+ (\mu) \) is convex or if the corresponding function \( \Psi^- (\mu) \) is concave [NZ92 Proposition 8]. For some problems, the inverse of the derivative might however result in imaginary values. One solution to this problem is to consider the equivalent maximization problem of (2), i.e., to maximize \( x - \phi(x) \).

Remark 9. In practice we will choose \( \varepsilon > 0 \) and the algorithm will in most cases stop such that \( |\Psi(\mu^k)| > 0 \). Hence we will end up with an approximate solution of the optimal dual variable \( \mu^* \). The map from the dual space to the primal might not be linear. Hence the primal error might be larger than we expect, i.e., \( |x_*^\varepsilon - x^*| \gg |\mu_*^\varepsilon - \mu^*| \).

However, there are methods for generating primal optimal solutions from any Lagrangian dual vector (see for example [LMOP08]). Another plausible method to find the optimal solution from the approximate solution \( \mu_*^\varepsilon \) is to use a breakpoint or a relaxation algorithm, starting from \( \mu_*^\varepsilon \).

6 Method of algorithm evaluation

This section serves to provide an overview of the procedure for the numerical study. In Section 6.1 we define problem instances for the numerical study. Some theory on how the problem instances can be designed follows in Section 6.2. In Section 6.3 we give a brief overview of performance profiles ([DM02]) which are used for the evaluation of the numerical study. Finally, in Section 6.4 we describe the computational environment.
6.1 Problem set

For the numerical study we consider five common special cases of problem (2); it also covers the inequality problem (1) when \( \mu^* > 0 \). Only finite values of the lower an upper bounds (25) are considered, i.e., for \( j \in J \), \( l_j > -\infty \) and \( u_j < \infty \). The five problem cases are briefly specified next:

**Quadratic problem** The convex separable quadratic problem is the special case of (2), where

\[
\phi_j(x_j) = \frac{w_j}{2} x_j^2 - c_j x_j \quad \text{for} \quad j \in J, \tag{24}
\]

where \( w_j, c_j > 0 \), \( j \in J \). Numerical studies of algorithms for problem (24) are widely explored; e.g., see [NZ92, Kiw07, Kiw08a, Kiw08b]. In our numerical study the parameters are randomized such that \( a_j \in [1, 30] \), \( w_j \in [1, 20] \), \( c_j \in [1, 25] \), \( l_j \in [0, 3] \) and \( u_j \in (3, 11] \).

**Stratified sampling** If we have a large population and would like to perform a statistical research among the population, it is practically infeasible to examine every single individual in the population. Instead we can stratify the population into \( n \) strata. An example of a stratum might be people of a certain age. Let \( M \) be the number of individuals in the entire population and \( M_j \) the number of individuals in strata \( j \). If we want to minimize the variance of the entire population we need to allocate the number of samples \( x_j \) from each strata from:

\[
\phi_j(x_j) = \omega_j \frac{(M - x_j)\rho_j^2}{(M - 1)x_j} \quad \text{for} \quad j \in J, \tag{25}
\]

where \( \omega_j = M_j / M \) and \( \rho_j \) is an estimate of the variance for strata \( j \). From \( b \) in the resource constraint we specify the total sample size. In our numerical study the parameters are randomized such that \( a_j \in [1, 30] \), \( m_j \in [5, 30] \), \( c_j \in [1, 4] \), \( l_j \in [1, 3] \) and \( u_j \in (3, 15] \).

**Sampling** According to [BRS99], often the objective terms for sampling problems can be written as

\[
\phi_j(x_j) = c_j / x_j \quad \text{for} \quad j \in J. \tag{26}
\]

In our numerical study the parameters are randomized such that \( a_j \in [1, 4] \), \( c_j \in [5, 30] \), \( l_j \in [0, 3] \) and \( u_j \in (3, 6] \).

**The theory of search** In the theory of search problem it is determined how a resource \( b \) of time should be spent to find an object among \( n \) subdivisions of an area with the largest probability. It is assumed that we know the probability \( m_j \) for an object to be found in subdivision \( j \). The objective component \( \phi_j \) describes the probability of finding the object in subdivision \( j \) and takes the form:

\[
\phi_j(x_j) = m_j (e^{-b_j x_j} - 1) \quad \text{for} \quad j \in J. \tag{27}
\]

This problem is widely explored by Koopman [Koo53, Koo99] and the problem is possible to apply to a large variation of search problems, e.g., searching for refugees fleeing from Cuba [Sto81]. In our numerical study the parameters are randomized in the following intervals: \( m_j \in [0.5, -8] \), \( b_j \in [0.1, 3] \), \( a_j \in [1, 3] \), \( l_j \in [0, 0.1] \) and \( u_j \in (0.1, 5] \).

**Negative entropy function** The negative entropy function mentioned in [NZ92]:

\[
\phi_j(x_j) = x_j \log \left( \frac{x_j}{u_j} \right) - 1 \quad \text{for} \quad j \in J. \tag{28}
\]

In our numerical study the parameters are randomized such that \( c_j \in [50, 250] \), \( l_j \in [20, 100] \) and \( u_j \in (30, 210] \).
6.2 Design of problem instances

Similarly to the numerical study in [KL98], we divide our set of test problem instances into groups containing different portions of the activities within the lower and upper bounds at the optimal solution. Let \( H := \{ j \in J \mid l_j < x_j^* < u_j \} \). Then, the percentage is determined as \(|H|/n\). To motivate this approach, we refer to the variance of CPU times for different portions of active activities in [KL98]. Further, similar to the numerical study in [Kiw07], we consider different problem sizes since the theoretical CPU time for different algorithms vary between \( O(n) \) and \( O(n^2) \).

For the problem set, we pseudo randomize the parameters \( l_j, u_j \) and all the parameters associated with \( \phi_j \) and \( g_j \). In the numerical study we use a linear resource constraint such that \( g_j(x_j) = a_jx_j \), where \( a_j > 0 \) for all \( j \in J \). This simplifies the design of the problem set, since \( \phi_j \) is convex and \( l_j < u_j \) for all \( j \in J \). We have that

\[
x_j^* = \begin{cases} x_j^*, & \text{if } \mu^* = -\phi'_j(x_j^*)/a_j, \\ l_j, & \text{if } \mu^* \geq -\phi'_j(l_j)/a_j \geq -\phi'_j(u_j)/a_j, \\ u_j, & \text{if } \mu^* \leq -\phi'_j(u_j)/a_j \leq -\phi'_j(l_j)/a_j. \end{cases}
\]  

(29)

By using the properties of (29) we can determine \( H \) such that \(|H|/n = y \) for any \( y \in [0,1] \).

6.3 Performance profiles

Dolan and Moré [DM02] propose a performance profile for the evaluation of optimization software. The method is briefly summarized as follows: Assume that we have a set \( A \) of algorithms that consist of \( n_a \) algorithms and a problem set \( P \) that consists of \( n_p \) problem instances. Let \( t_{p,a} \) denote the time it takes for algorithm \( a \in A \) to solve problem \( p \in P \). A performance ratio \( r_{p,a} \) is introduced:

\[
r_{p,a}(t_{p,a}) := \frac{t_{p,a}}{\min\{t_{l,a} \mid l \in A\}}.
\]  

(30)

For a problem \( p \), the performance ratio is a measure of how fast algorithm \( a \) is relative to the fastest algorithm solving problem \( p \). Fix a constant \( r_M \) such that \( r_M \geq r_{p,a} \) for all \( p \in P, a \in A \) and let \( r_{p,a} = r_M \) if algorithm \( a \) fails to solve problem \( p \). Further, we introduce the distribution

\[
\rho_a(\tau) = \frac{1}{n_p} |\{ p \in P \mid r_{p,a} \leq \tau \}|,
\]  

(31)

for each algorithm, where \(| \cdot | \) denote the cardinality of a set and \( \tau \in [1,r_M] \). For algorithm \( a \), the distribution \( \rho_a \) describes the percentage of problem instances that are solved at least as fast as \( \tau \) times the fastest algorithm for problem \( p \). Note that \( \rho_a(1) \) is the percentage for algorithm \( a \) being the fastest. Moreover, \( \lim_{\tau \to r_M} \rho_a(\tau) \) is the probability that algorithm \( a \) will solve a problem \( p \) in \( P \). If we have a large problem set \( P \) then \( \rho_a(\tau) \) will not be affected much by a small change in \( P \) ([DM02, Theorem 1]).

6.4 Program language, computer and code

The algorithms are implemented in Fortran 95, compiled with gfortran under mac OS X 10.8.2 (2.5 GHz Intel Core i5, 4 GB 1600 MHz DDR3).

7 Computational experiments

In this section we present the results from numerical experiments of the problems defined in Section 6.1. If nothing else is mentioned, 100 problem instances of each problem is evaluated for each problem size. Further, the problem instances are designed such that different values of \(|H|/n\) are considered, see Section 6.2.
The development of numerical experiments for the problem (1) is illustrated in Table 1, where we cite the size of the largest test problem reported during each decade; the table is an extension of Table 2 in [Pat08].

| Decade | 50s | 60s | 70s | 80s | 90s | 00s | 10s |
|--------|-----|-----|-----|-----|-----|-----|-----|
| Breakpoint algorithm | 2   | 60  | 12  | 200 | 10^4| 2 \cdot 10^6| 30 \cdot 10^6|
| Relaxation algorithm   | –   | –   | 200 | 200 | 10^4| 2 \cdot 10^6| 110 \cdot 10^6|

In Section 7.1 we present performance profiles for the relaxation algorithms defined in Section 4. In Section 7.2 we evaluate the pegging process for both the breakpoint and the relaxation algorithm defined in Section 3. In Section 7.3 the best performing relaxation algorithm and breakpoint algorithm are compared with the quasi-Newton algorithm in Section 5. In Section 7.4 we give a critical review of the numerical study. Finally, in Section 8 we make some overall conclusions.

In the following Figures 2–4 we show performance profiles, as defined in Section 6.3, for three competing sets of algorithms. To summarize the appearance of these plots, for each plot and corresponding competing set of algorithms, the graph for one algorithm shows the portion (between 0 and 1 on the y-axis) of the problem instances considered that are solved within $\tau$ (on the x-axis) times the fastest algorithm in the test for problem $p$. In particular, the value of $\rho_a(1)$ is the portion of the problems in which algorithm $a$ is the fastest, and $\lim_{\tau \to r_M} \rho_a(\tau)$ is the probability that algorithm $a$ will solve a problem $p$ in $P$. (The latter information is particularly illustrative and relevant for Figure 4.)

### 7.1 Evaluation of the relaxation algorithm

We evaluate the different paths in Figure 1. First, recall that PIR2 determines the primal variables while DIR2 determines the dual variable. As can be seen in the leftmost performance profile in Figure 2, DIR2 is the fastest in 67.8% of the problem instances solved. The result is what we can expect from theory, since DIR2 does not need as many operations in Step 1; see Sections 4.3.1 and 4.3.2. PIR2 is faster in 32.2% of the problems solved; the latter cases stem mainly from the negative entropy problem (28) but also from the theory of search problem (27) and the stratified sampling problem (25) when $n$ and $|H|/n$ is small. The reason for PIR2 to be faster in almost all cases for the negative entropy problem is due to the computationally simple expression of the primal variables $x_j^k(\mu^k) = \frac{a_j}{\sum_{j \in J^k} c_j}$, while the dual variable is evaluated from $\mu^k = \log \sum_{j \in J^k} c_j - \log b$. Also the computations of the breakpoints might be a larger part of the total time when the equations for the primal/dual variables are simple.

We recall that DER2 applies explicit evaluation, DIR2 applies implicit evaluation and DBR2 applies the theoretically most profitable evaluation. The results are in favour of DBR2 and DIR2; see the rightmost performance profile in Figure 2. DBR2 is fastest in 70.6%, DIR2 is fastest in 25.9% and DER2 is fastest in 4.7% of the problems solved. (Note that 70.6% + 25.9% + 4.7% = 100.2%; in some cases two algorithms are equally fast.)

Figure 2 also shows that the performance of DIR2 and DBR2 are quite similar. For just a few cases DIR2 is more than 1.30 times slower than the fastest algorithm while for as few cases DBR2 is only 1.2 times slower than the fastest algorithm. On average DBR2 performs somewhat better than DIR2.

**Conclusion**  For the problem set considered, it is more profitable to evaluate the dual variable even if we have to compute all the breakpoints at the beginning of the algorithm. Hence for the problem set considered DIR2 seems to outperform PIR2.
For the problem set considered, the results show that in most cases it is more profitable to evaluate a solution $x^k$ implicitly. The small difference between the performance of DBR2 and DIR2 implies that in most cases $|J^k| > 2|L(\mu^k) \cup U(\mu^k)|$. We conclude that DBR2 performs slightly better than DIR2 which agrees with the theory in Section 4.3.4.

### 7.2 Evaluation of the pegging process

We compare the three pegging approaches for the breakpoint and relaxation algorithms described in Sections 3.3–3.5 and 4.3.5, respectively. For the breakpoint algorithm median search is implemented similarly to [PTVF92, Section 8.5].

The performance profiles in Figure 3 show that 5-sets pegging is nearly always the fastest (MB5 in 95% and DBR5 in 94% of the problem instances solved). Additionally, when 5-sets pegging is not fastest it is never more than 10% slower than the fastest algorithm. It is obvious that for the few cases when 2-sets pegging performs best are when few optimal primal variables equals the lower or upper bounds ($|H|/n$ is small). This follows from the fact that 2-sets pegging does not check if the variables belong to the additional sets that are used in 3- and 5-sets pegging.

**Conclusion** In general 5-sets pegging is the most profitable.

**Remark 10.** Numerical experiments for a breakpoint algorithm applying bisectional search of a sorted sequence of breakpoints, using quicksort as in [Knu98, Section 5.2.2], was also performed. The algorithm was on average 1.5 times slower than MB2. Also the algorithm in [Zip80], where the upper bounds are relaxed, was evaluated. The algorithm performed poorly, on average 2.9 times as slow as the breakpoint algorithm applying sorting.

### 7.3 A comparison between relaxation, breakpoint, and quasi-Newton methods

In this section we compare the best performing relaxation algorithm (DBR5), the best performing breakpoint algorithm (MB5), and the numerical quasi-Newton method (NZ) in Section 5. For NZ we use the stopping criterion $\left| \sum_{i \in J} a_i x_i \right| - 1 < 0.01$ which is weaker than the stopping criterion in [NZ92] ($< 10^{-4}$). This will of course give us
an approximate optimal solution only. The initial value of the dual variable \( \mu \) is set to the mean of the breakpoints 
\[
\mu^0 = \left( \sum_{j \in J} \phi_j(l_j)/a_j + \sum_{j \in J} \phi_j(u_j)/a_j \right) / (2n).
\]
If the algorithm does not converge within 100 CPU seconds, we start over with the mean of the breakpoints corresponding to the lower breakpoints 
\[
\mu^0 = \left( \sum_{j \in J} \phi_j(l_j)/a_j \right) / n.
\]
Similarly, if the algorithm does not converge within 100 CPU seconds then we start over with the mean of the breakpoints corresponding to the upper breakpoints: 
\[
\mu^0 = \left( \sum_{j \in J} \phi_j(u_j)/a_j \right) / n.
\]
If the algorithm does not terminate within 300 CPU seconds then we terminate the algorithm and consider the problem as unsolved.

The reader may have noticed that the breakpoint algorithms in Sections 3.3–3.5 are given without the use of the sets for the pegging process \((L, U, M, L_-, U_+)\) while the relaxation algorithms in Section 4.3.1–4.3.5 are given with the use of these sets. Of course the notation using these sets, as for the relaxation algorithms, are theoretically more elegant. However, our implementations of the algorithms in Fortran 95 showed that for breakpoint algorithms it was in general more profitable to not use the pegging sets.

Figure 4 shows the performance profile for the algorithms. In general, we can see a significant advantage of using DBR5 since it is fastest for 99.0% of the problem instances solved. Moreover, when DBR5 is not the fastest algorithm it is almost as fast as the fastest. From the figure we also see that MB5 is more than 2.7 times slower than the fastest algorithm in 50% of the problem instances solved.

The Newton method terminated the fastest for only 1% of the test problems, which probably is due to good initial values. Also we should have in mind that NZ terminates with an approximate solution only. The Newton method performs relatively well for the quadratic problem (24), the theory of search problem (27), and the negative entropy problem (28) when \(|H|/n > 0.8\). It is not very successful for the stratified sampling problem (25) and the sampling problem (26). We can see from the performance profile that in 28% of the problem instances tested, NZ is more than 5.5 times slower than DBR5 (the fastest algorithm). In 5.3% (158/3000) of the problem instances the algorithm does not solve the problem; these problem instances mainly stem from the stratified sampling problem (25) and the sampling problem (26) when \(|H|/n < 0.3\).

By comparing the performance profiles in Figure 4 we can see that they are very similar. In other words, relative to each other, the performance of the algorithms seems to be similar for different problem sizes \(n\).

Considering the breakpoint algorithm MB5, Figure 5 shows that the CPU time increases when the number of optimal primal variables strictly within the bounds \(|H|/n\) grows for the problems in the problem set. Concerning the relaxation algorithm DBR5 the result shows no significant dependence of \(|H|/n\), neither does NZ.
In Figure 4, we can see that the CPU time for MB5 and DBR5 is linear for \( n \in [50 \cdot 10^3, 2 \cdot 10^6] \) respectively. This is impressive, since DBR5 has a worst-case time complexity of \( O(n^2) \). For problem sizes a bit larger than \( 30 \cdot 10^6 \) variables the CPU time tends to increase faster. However, additional computations on a more powerful computer have shown that, for the relaxation algorithm, the quadratic problem has a linear time complexity up to \( n = 90 \cdot 10^6 \), the sampling problem up to \( n = 100 \cdot 10^6 \), the theory of search problem up to \( n = 70 \cdot 10^6 \) and the negative entropy problem up to \( n = 110 \cdot 10^6 \). Hence we would also like to stress that the linearity probably is constrained by the memory of the computer rather than the algebra in the algorithm.

Tables 2–6 show the mean CPU time in seconds, for solving the problems in the problem set for DBR5, NZ and MB5. The tables show the great advantage of using DBR5.
Figure 6: The average CPU time is plotted as a function of the size of the problem $n$ for DBR5 and MB5. The values in the left figure are the mean of 100 problem instances solved and the values in the right figure are the mean of 10 problem instances solved.

Table 2: The average CPU times algorithms MB5, DBR5 and NZ for solving the quadratic problem (24). Each value is the mean of 100 randomized computations and the CPU times are given in seconds.

| $n$       | 50,000 | 100,000 | 200,000 | 500,000 | 1,000,000 | 2,000,000 |
|-----------|--------|---------|---------|---------|-----------|-----------|
| DBR5      | 0.0031 | 0.0065  | 0.0136  | 0.0346  | 0.0702    | 0.1438    |
| NZ        | 0.0083 | 0.0179  | 0.0378  | 0.1018  | 0.1923    | 0.3822    |
| MB5       | 0.0097 | 0.0205  | 0.0428  | 0.1144  | 0.2346    | 0.4807    |

Table 3: The average CPU times algorithms MB5, DBR5 and NZ for solving the stratified sampling problem (25). Each value is the mean of 100 randomized computations and the CPU times are given in seconds. For NZ only the cases when NZ found the optimal solution have been considered.

| $n$       | 50,000 | 100,000 | 200,000 | 500,000 | 1,000,000 | 2,000,000 |
|-----------|--------|---------|---------|---------|-----------|-----------|
| DBR5      | 0.0040 | 0.0082  | 0.0167  | 0.0436  | 0.0875    | 0.1773    |
| NZ        | 0.0379 | 0.0952  | 0.1529  | 0.3560  | 0.9026    | 1.8299    |
| MB5       | 0.0098 | 0.0214  | 0.0438  | 0.1178  | 0.2390    | 0.4981    |

Table 4: The average CPU times algorithms MB, DBR5 and NZ for solving the sampling problem (26). Each value is the mean of 100 randomized computations and the CPU times are given in seconds. For NZ only the cases when NZ found the optimal solution have been considered.

| $n$       | 50,000 | 100,000 | 200,000 | 500,000 | 1,000,000 | 2,000,000 |
|-----------|--------|---------|---------|---------|-----------|-----------|
| DBR5      | 0.0032 | 0.0069  | 0.0146  | 0.0375  | 0.0788    | 0.1597    |
| NZ        | 0.1069 | 0.2403  | 0.5670  | 1.4319  | 3.8036    | 6.3949    |
| MB5       | 0.0089 | 0.0192  | 0.0397  | 0.1066  | 0.2213    | 0.4522    |
Table 5: The average CPU times algorithms MB5, DBR5 and NZ for solving the theory of search problem (27). Each value is the mean of 100 randomized computations and the CPU times are given in seconds.

| n        | 50,000 | 100,000 | 200,000 | 500,000 | 1,000,000 | 2,000,000 |
|----------|--------|---------|---------|---------|-----------|-----------|
| DBR5     | 0.0063 | 0.0132  | 0.0259  | 0.0679  | 0.1382    | 0.2778    |
| NZ       | 0.0187 | 0.0434  | 0.0940  | 0.2669  | 0.4511    | 0.9258    |
| MB5      | 0.0127 | 0.0273  | 0.0549  | 0.1454  | 0.2983    | 0.6090    |

Table 6: The average CPU times algorithms MB5, DBR5 and NZ for solving the negative entropy problem (28). Each value is the mean of 100 randomized computations and the CPU times are given in seconds.

| n        | 50,000 | 100,000 | 200,000 | 500,000 | 1,000,000 | 2,000,000 |
|----------|--------|---------|---------|---------|-----------|-----------|
| DBR5     | 0.0036 | 0.0074  | 0.0157  | 0.0406  | 0.0837    | 0.1698    |
| NZ       | 0.0071 | 0.0171  | 0.0310  | 0.0819  | 0.1709    | 0.3191    |
| MB5      | 0.0096 | 0.0206  | 0.0427  | 0.1131  | 0.2326    | 0.4774    |

Summary Even if NZ only finds an approximate solution and even if the stop criterion is weak, NZ is outperformed by DBR5. Hence, we see no reason to evaluate methods for finding the exact optimal solution $x^*$ from the approximate solution $x^*_k$ generated by NZ. In many cases, NZ fails to solve the stratified sampling problem (25) and the sampling problem (26). This is probably due to the stiffness of the problems.

MB5 performs very well for problems where $|H|/n$ is small. This is due to the pegging process: since we peg a large part of $x^*_j \in J^k$ in each iteration, the problem is reduced in the next iteration. This follows from the reduction of breakpoints by half in each iteration; note that this does not hold for the relaxation algorithm. This might be the reason for MB5:s dependency of $|H|/n$. However, DBR5 performs best for almost all of the problem instances solved and it is worth noting that DBR5 never performs poorly.

7.4 A critical review

When we set up the initial values for NZ, we tried different initial values and concluded that the one used was the most profitable on average. However, especially if we customize initial values for each problem, there may still be potential improvements available.

Considering the results in Section 7.1 we consider the dual algorithm (DIR2) to outperform the primal algorithm (PIR2) since it performs better in general. Then we continued to evaluate several modification of the dual algorithm while similar modifications of the primal relaxation algorithm were not evaluated, i.e., we don’t evaluate blended evaluation or 3- and 5-sets pegging for the primal algorithm. However since the plausible modification of the primal algorithm would take the same form as for the modification of the dual algorithm it is assumed that a modified dual algorithms will outperform a similar modified primal algorithm.

8 Conclusion

We have complemented the survey in [Pat08] on the resource allocation problem at hand, and introduced, and critically evaluated, new implementations of breakpoint and relaxation algorithms for its solution.

The results show that our new implementations (DIR2 and DBR2) of the relaxation algorithm outperform the earlier algorithms (PIR2 and DER2). Hence we should evaluate the dual variable for the relaxation algorithm,
i.e., DIR2 outperforms PIR2. Moreover, it is more profitable in theory, as well as in practice, to apply blended evaluation, i.e., DBR2 outperforms DER2 and DIR2. Our results, as well as the results in [RJL92, KL98, Kiw08b], imply that the relaxation algorithm is to prefer when a closed form of the dual variable $\mu$ can be found.

We introduced 3- and 5-sets pegging for the relaxation algorithm and showed that it is most profitable to apply 5-sets pegging, which also holds for the breakpoint algorithm.

For the problems considered, MB5 and DBR5 have a practical time complexity of $O(n)$ also for very large values of $n$. We also showed that the relaxation algorithm DBR5 performs better than both the Newton-like algorithm NZ and the breakpoint algorithm MB5. Potential future improvements include the implementation of a pegging method for a Newton-like algorithm and/or a hybrid of the different algorithms (NZ, DBR5 and MB5), and, hence, it would be of interest to compare the best algorithms from our study to these.

The findings made herein can most certainly be profitably utilized also in the efficient solution of the more complex versions of the resource allocation problem discussed, for example, in the books [Mje83, K88, Lasl2].

References

[AHKL80] A. I. Ali, R. V. Helgason, J. L. Kennington, and H. Lall. Computational comparisons among three multicommodity flow algorithms. Operations Research, 28:995–1000, 1980.

[AMMM04] L. Abdel-Male, R. Montanari, and L. C. Morales. Exact, approximate, and generic iterative methods for the multi-product newsboy with budget constraint. International Journal of Production Economics, 91:189–198, 2004.

[Ara00] U. Arasu. Solving large-scale nonlinear stochastic network problems. Phd thesis, Kansas State University, Manhattan, KS, USA, 2000.

[Bec52] M. J. Beckmann. A Lagrangian multiplier rule in linear activity analysis and some of its applications. Technical Report in Economics No. 2054, Cowles Commission Discussion Paper, Chicago, IL, 1952.

[BGRS13] L. Bayón, J. M. Grau, M. M. Ruiz, and P. M. Suárez. An exact algorithm for the continuous quadratic knapsack problem via infimal convolution. In I. Zelinka, V. Snasael, and A. Abraham, editors, Handbook of Optimization: From Classical to Modern Approach, volume 38 of Intelligent Systems Reference Library, pages 97–127, Berlin, 2013. Springer-Verlag.

[BH79] G. R. Bitran and A. C. Hax. On the solution of convex knapsack problems with bounded variables. In A. Prékopa, editor, Survey of Mathematical Programming, volume ed., vol. 1, pages 357–367. North-Holland, Amsterdam, 1979.

[BH81] G. R. Bitran and A. C. Hax. Disaggregation and resource-allocation using convex knapsack-problems with bounded variables. Management Science, 27:431–441, 1981.

[Bod69] L. Bodin. Optimization procedures for the analysis of coherent structures. IEEE Transactions on Reliability, 18:118–126, 1969.

[BRS99] K. M. Bretthauer, A. Ross, and B. Shetty. Nonlinear integer programming for optimal allocation in stratified sampling. European Journal of Operational Research, 116:667–680, 1999.

[Bru84] P. Brucker. An $O(n)$ algorithm for quadratic knapsack problems. Operations Research Letters, 3:163–166, 1984.
[BS95] K. M. Bretthauer and B. Shetty. The nonlinear resource allocation problem. *Operations Research*, 43:670–683, 1995.

[BS97] K. M. Bretthauer and B. Shetty. Quadratic resource allocation with generalized upper bounds. *Operations Research Letters*, 20:51–57, 1997.

[BS02a] K. M. Bretthauer and B. Shetty. The nonlinear knapsack problem—Algorithms and applications. *European Journal of Operational Research*, 138:459–472, 2002.

[BS02b] K. M. Bretthauer and B. Shetty. A pegging algorithm for the nonlinear resource allocation problem. *Computers & Operations Research*, 29:505–527, 2002.

[BSS95] K. M. Bretthauer, B. Shetty, and S. Syam. A branch and bound algorithm for integer quadratic knapsack problems. *ORSA Journal on Computing*, 7:109–116, 1995.

[BSS96] K. M. Bretthauer, B. Shetty, and A. Syam. A projection method for integer quadratic knapsack problems. *Journal of the Operational Research Society*, 47:457–462, 1996.

[BSSV06] K. M. Bretthauer, B. Shetty, S. Syam, and R.J. Vokurka. Production and inventory management under multiple resource constraints. *Mathematical and Computer Modelling*, 44:85–95, 2006.

[BSSW94] K. M. Bretthauer, B. Shetty, S. Syam, and S. White. A model for resource constrained production and inventory management. *Decision Sciences*, 25:561–580, 1994.

[BT89] G. R. Bitran and D. Tirupati. Tradeoff curves, targeting and balancing in manufacturing queueing networks. *Operations Research*, 37:547–564, 1989.

[CC58] A. Charnes and W. W. Cooper. The theory of search: Optimal distribution of search effort. *Management Science*, 5:44–49, 1958.

[CDZ86] R. W. Cottle, S. G. Duvall, and K. Zikan. A Lagrangean relaxation algorithm for the constrained matrix problem. *Naval Research Logistics Quarterly*, 33:55–76, 1986.

[CH94] S. Cosares and D. S. Hochbaum. Strongly polynomial algorithms for the quadratic transportation problem with a fixed number of sources. *Mathematics of Operations Research*, 19:94–111, 1994.

[CL81] Y. Censor and A. Lent. An iterative row-action method for interval convex programming. *Journal of Optimization Theory and Applications*, 34:321–353, 1981.

[CLZ09] X. Chao, L. Liu, and S. Zheng. Resource allocation in multisite service system with intersite customer flows. *Manag. Sci.*, 49 (12):1739–1752, 2009.

[CM87] P. H. Calamai and J. J. Moré. Quasi-newton updates with bounds. *SIAM Journal on Numerical Analysis*, 24:1434–1441, 1987.

[CMS14] R. Cominetti, W. F. Mascarenhas, and P. J. S. Silva. A Newton’s method for the continuous quadratic knapsack problem. *Mathematical Programming Computations*, 6:151–169, 2014.

[Dan67] M. Danskin. *The Theory of Max–Min*. Springer-Verlag, New York, NY, USA, 1967.

[DBR66] G. B. Dantzig, W. Blattner, and M. R. Rao. Finding a cycle in a graph with minimum cost-to-time ratio with application to a ship routing procedure. In *Theory of Graphs: International Symposium*, pages 77–83. Dunod, Paris, and Gordon and Breach, New York, NY, USA, 1966.
[HW63] G. Hadley and T. M. Whitin. *Analysis of Inventory Systems*. Prentice-Hall, Englewood Cliffs, NJ, 1963.

[HWC74] M. Held, P. Wolfe, and H. P. Crowder. Validation of subgradient optimization. *Mathematical Programming*, 6:62–88, 1974.

[HZ05] Z.-S. Hua and B. Zhang. Direct algorithm for separable continuous convex quadratic knapsack problem. *Systems Engineering and Electronics*, 27:331–334, 2005.

[HZL06] Z.-S. Hua, B. Zhang, and L. Liang. An approximate dynamic programming approach to convex quadratic knapsack problems. *Computers and Operations Research*, 33:660–673, 2006.

[IK88] T. Ibaraki and N. Katoh. Resource allocation problems: Algorithmic approaches. *no. 4 in Foundations of Computing Series*, 1988.

[JdF75] J. V. Jucker and C. de Faro. A simplified algorithm for Stone’s version of the portfolio selection problem. *Journal of Financial and Quantitative Analysis*, 10:859–870, 1975.

[Joh48] F. John. Extremum problems with inequalities as subsidiary conditions. In *Studies and Essays Presented to R. Courant on his 60th Birthday, January 8, 1948*, Interscience Publishers, Inc., pages 187–204, 1948.

[Kar39] W. Karush. Minima of functions of several variables with inequalities as side constraints. *Master’s thesis*, 1939.

[Kir68] W. Kirsch. *Gewinn und Rentabilität*. Gabler, Wiesbaden, Germany, 1968.

[Kiw05] K. C. Kiwiel. On floyd and rivest’s select algorithm. *Theoretical Computer Science*, 347:214–238, 2005.

[Kiw07] K. C. Kiwiel. On linear-time algorithms for the continuous quadratic knapsack problem. *Mathematical Programming*, 134:149–154, 2007.

[Kiw08a] K. C. Kiwiel. Breakpoint searching algorithms for continuous quadratic knapsack problem. *Mathematical Programming*, 112:473–491, 2008.

[Kiw08b] K. C. Kiwiel. Variable fixing algorithms for continuous quadratic knapsack problem. *Journal of Optimization Theory and Applications*, 136:445–458, 2008.

[KL98] M. S. Kodialam and H. Luss. Algorithms for separable nonlinear resource allocation problems. *Operations Research*, 46:272–284, 1998.

[Knu98] D. E. Knuth. *Sorting and Searching, 2nd edn.*, volume III. Addison-Wesley, Reading, MA, 1998.

[Koo53] B. O. Koopman. The optimum distribution of effort. *Operations Research*, 4:52–63, 1953.

[Koo99] B. O. Koopman. *Search and Screening. General Principles With Historical Applications*. Alexandria, VA, revised ed., 1999.

[KT51] W. Kuhn and A. W. Tucker. *Nonlinear Programming*. In Proceedings of the 2nd Berkeley Symposium on Mathematical Statistics and Probability, J. Neyman, ed., University of California Press, Berkeley, CA, pages 481–492, 1951.
[GW12] G. Kim and C. H. Wu. A pegging algorithm for separable continuous nonlinear knapsack problems with box constraints. *Engineering Optimization*, 4:1245–1259, 2012.

[Kyd69] F. Kydland. Simulation of linear operators. Technical report, Institute of Shipping Research, Norwegian School of Economics and Business Administration, Bergen, Norway, 1969.

[LG75] H. Luss and S.K. Gupta. Allocation of effort resources among competing activities. *Operations Research*, 23:360–366, 1975.

[LMOP08] T. Larsson, J. Marklund, C. Olsson, and M. Patriksson. Convergent Lagrangian heuristics for nonlinear minimum cost network flows. *European Journal of Operational Research*, 189:324–346, 2008.

[LS06] D. Li and X. Sun. *Nonlinear Integer Programming*, volume 84 of *Springer International Series in Operations Research and Management Science*. Springer-Verlag, 2006.

[Lus12] H. Luss. *Equitable Resource Allocation: Models, Algorithms and Applications*. John Wiley and Sons, Hoboken, NJ, 2012.

[Mar52] H. M. Markowitz. Portfolio selection. *Journal of Finance*, 7:77–91, 1952.

[MdPJ89] N. Maculan and G. G. de Paula Jr. A linear-time median-finding algorithm for projecting a vector on the simplex of $\mathbb{R}^n$. *Operations Research Letters*, 8:219–222, 1989.

[Mic86] C. Michelot. A finite algorithm for finding the projection of a point onto the canonical simplex of $\mathbb{R}^n$. *Journal of Optimization Theory and Applications*, 50:195–200, 1986.

[Mje78] K. M. Mjelde. Allocation of resources according to a fractional objective. *European Journal of Operational Research*, 2:116–124, 1978.

[Mje83] K. M. Mjelde. *Methods of the Allocation of Limited Resource*. John Wiley & Sons, Oslo, Norway, 1983.

[MK93] B. M. Maloney and C. M. Klein. Constrained multi-item inventory systems: An implicit approach. *Computations and Operational Research*, 20:639–649, 1993.

[MMP97] N. Maculan, M. Minoux, and G. Plateau. An $O(n)$ algorithm for projecting a vector on the intersection of a hyperplane and $\mathbb{R}^n$. *RAIRO Recherche Opérationnelle*, 31:6–17, 1997.

[MR00] A. Melman and G. Rabinowitz. An efficient method for a class of continuous nonlinear knapsack problems. *SIAM Review*, 42:440–448, 2000.

[MSMJ03] N. Maculan, C. P. Santiago, E. M. Macambira, and M. H. C. Jardim. An $O(n)$ algorithm for projecting a vector on the intersection of a hyperplane and a box in $\mathbb{R}^n$. *Journal of Optimization Theory and Applications*, 117:553–574, 2003.

[MT89] J. J. Moré and G. Toraldo. Algorithms for bounded constrained quadratic programming problems. *Numerische Mathematik*, 55:377–400, 1989.

[MT93] N. Megiddo and A. Tamir. Linear time algorithms for some separable quadratic programming problems. *Operations Research Letters*, 13(4):203–211, 1993.

[NZ92] S. S. Nielsen and S. A. Zenios. Massively parallel algorithms for singly constrained convex programs. *ORSA Journal on Computing*, 4:166–181, 1992.
A. Ohuchi and I. Kaji. Lagrangian dual coordinatewise maximization algorithm for network transportation problems with quadratic costs. *Networks*, 14:515–530, 1984.

L. Pack. Gewinnprinzip und rentabilitätsprinzip. *Zeitschrift für Betriebswirtschaft*, 35:525–551, 1970.

M. Patriksson. A survey on the continuous nonlinear resource allocation problem. *European Journal of Operational Research*, 185:1–46, 2008.

P. Pardalos and N. Kovoor. An algorithm for a singly constrained class of quadratic programs subject to upper and lower bounds. *Mathematical Programming*, 46:321–328, 1990.

W. H. Press, S. A. Teukolsky, W. T. Vetterling, and B. P. Flannery. *Numerical Recipes in FORTRAN: The Art of Scientific Computing*. Cambridge University Press, Melbourne, Australia, second edition, 1992.

A. G. Robinson, N. Jiang, and C. S. Lemke. On the continuous quadratic knapsack problem. *Mathematical programming*, 55:99–108, 1992.

W. Shih. A branch and bound procedure for a class of discrete resource allocation problems with several constraints. *Operational Research Quarterly*, 28:439–451, 1977.

N. Z. Shor. *Minimization Methods for Nondifferentiable Functions*. Springer-Verlag, Berlin, 1985.

N. Z. Shor and L. V. Ivanova. On a certain iterative method for solving linear programming problems and matrix games. In *Teor. Optimal. Rešenii (Theory of Optimal Solutions)*, *Trudy Sem. Nauč. Sov. Akad. Nauk Ukrain. SSR po Kibernet*, no. 3, (in Russian), pages 22–30, 1969.

B. Shetty and R. Muthukrishnan. A parallel projection for the multicommodity network model. *Journal of the Operational Research Society*, 41:837–842, 1990.

S. M. Stefanov. Convex separable minimization subject to bounded variables. *Computational Optimization and Applications*, 18:27–48, 2001.

S. M. Stefanov. Convex quadratic minimization subject to a linear constraint and box constraints. *Applied Mathematics Research Express*, 2004:17–42, 2004.

L. D. Stone. Review of ‘Searching and Screening: General Principles with Historical Applications’. *SIAM Review*, 23:533–539, 1981.

A. Tamir. Efficient algorithms for a selection problem with nested constraints and its application to a production-sales planning model. *SIAM Journal on Control and Optimization*, 18:282–287, 1980.

P. Tseng. Dual ascent methods for problems with strictly convex costs and linear constraints: A unified approach. *SIAM Journal on Control and Optimization*, 28:214–242, 1990.

J. A. Ventura. Computational development of a Lagrangian dual approach for quadratic networks. *Networks*, 21:469–485, 1991.

J. A. Ventura and M. X. Weng. Minimizing single-machine completion-time variance. *Management Science*, 41:1448–1455, 1995.

C. Wilkinson and S. K. Gupta. Allocating promotional effort to competing activities: A dynamic programming approach. In *IFORS Conference*, pages 419–432, Venice, Italy, 1969.
[WR14] S. E. Wright and J. J. Rohal. Solving the continuous nonlinear resource allocation problem with an interior point method. *Operations Research Letters*, 42:404–408, 2014.

[ZC12] B. Zhang and B. Chen. Heuristic and exact solution method for convex nonlinear knapsack problem. *Asia-Pacific Journal of Operational Research*, 29:14 pages, 2012.

[ZCCS13] T. Zhu, W. Chen, J. Chen, and W. Sun. Direct algorithm for continuous separable knapsack problem. *Operations Research Transactions*, 17:44–58, 2013.

[ZH08] B. Zhang and Z. Hua. A unified method for a class of convex separable nonlinear knapsack problems. *European Journal of Operational Research*, 191:1–6, 2008.

[Zha13] L. Zhang. A Newton-type algorithm for solving problems of search theory. *Advances in Operations Research*, 2013:1–7, 2013.

[Zip80] P. H. Zipkin. Simple ranking methods for allocation of one resource. *Management Science*, 26:34–43, 1980.
