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Abstract: Global joint measurements of sea surface winds and currents are planned using satellite-based Doppler scatterometers operating in the Ka-band to achieve improved spatial resolution and retrieval accuracy. Still, the knowledge of sea surface Ka-band backscatter properties is poor, particularly, at high winds (>20 m s⁻¹). Sea surface radar cross-section in the Ka-band, in contrast to that in the lower frequency Ku-/X-/C-/L-bands, is likely more sensitive to sea spray, small-scale particles typically present at high winds. In this paper, tower-based field data collected by a continuous dual-co-polarized Ka-band radar during a strong offshore wind event (with wind speed reaching 33 m s⁻¹) are analyzed. This katabatic wind event (~12 h long) was also recorded by supplementary wave, wind, and current sensors. At the wave fetch of ~1 km, the maximum wavelength of observed offshore waves was ~10 m. For such extremely young wind–sea conditions, an apparent sea spray generation was observed during wind gusts. Radar measurements were performed at 20° and 45° incidence angles, mostly for cross- and up-wind azimuth look geometry. Based on these high wind measurements, the previously developed Ka-band empirical model is tested and compared with other published geophysical model functions. Dual-co-polarized measurements are used to infer resonant Bragg and non-Bragg scattering components and assess the short wind wave spectrum, which shows a clear tendency for saturation at high winds. The presence of sea spray signatures is apparent in the high-frequency tails of radar Doppler spectra, but their overall contribution to the Doppler centroid frequency is weak. Hence, the standard modulation transfer function approach developed for moderate winds is still applicable at high winds for interpreting the wave-induced Doppler velocity and inferring sea surface currents. These results can also be useful for understanding Doppler scatterometry measurements in tropical cyclones.
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1. Introduction

The characteristics of Ka-band sea surface radar backscatter have drawn growing attention, with continuing efforts to propose new Doppler scatterometer space mission concepts [1–6] for direct concurrent monitoring of global surface winds and currents. Indeed, switching to shorter but still atmospheric transmissible radar wavelengths could allow achieving an improved measurement accuracy at a given antenna size [7].

Following relatively rare past Ka-band radar studies [8–12], significant recent observation [13–18] and modeling [19–22] efforts have been undertaken. These include our group multi-year field experiments. From a research tower in the coastal Black Sea, in situ measurements have allowed us to parameterize the Ka-band normalized radar cross-section
(NRCS) [23], examine its modulation by waves [24,25], and propose a Doppler centroid model [26].

However, high-wind Ka-band backscatter properties have not been addressed by any of these previous studies. For longer C-to-Ku-band wavelengths, a clear NRCS saturation has been reported for co-polarized signals at winds above 25–30 m s\(^{-1}\) [27–30]. For shorter Ka-band e.m. wavelengths, the sea surface radar backscatter properties are majorly unknown at such strong winds. Moreover, the Doppler characteristics, required if we are to understand the potential of Doppler scatterometry under extreme environmental conditions, have not ever been reported. Complete understanding of the physics of Ka-band radar backscatter at harsh winds is also challenged by the impact of sea spray commonly present in the air–sea boundary in such conditions. Interestingly, the early radar sea echo theories were based on the volume backscattering by sea spray only [31]. Indeed, the theory of sea spray radar contribution is well established [32,33], but mainly for precipitation radar applications [34]. For radar backscattering studies, field data on sea spray impacts radar are scarce, especially for Ka-band measurements. Field measurements of surf breakers [35] generally correspond to enhanced radar backscatter events within the tail of Doppler spectra. Later, the dominant role of surface backscattering was revealed and the sea spray role downscaled [36]. Still, laboratory Ku-band measurements [37] suggested that sea surface radar backscatter can be significantly affected by relatively large droplets, developing very close to the surface.

This paper aims to complement our previous studies by reporting a case study conducted at strong (up to 33 m s\(^{-1}\)) winds. During wind gusts above 20–25 m s\(^{-1}\), the generation of sea spray clouds was visually observed (see the Supplementary Materials, Video S1). Radar measurements made during these conditions can then help to more precisely assess the impact of sea spray on Ka-band backscatter cross-section and its Doppler characteristics.

The paper is organized as follows. The experimental setup, environmental conditions, and Doppler radar processing brief are given in Section 2. Sections 3 and 4 focus on NRCS and Doppler characteristics at strong winds, respectively.

2. Data and Methods
2.1. Experiment Site

The measurements presented in this study were taken from the Black Sea research platform (Figure 1d) during 24–25 October 2018. This platform is located seaward of the southern slope of the Crimean mountains, approximately 600 m offshore. In cold seasons, northerly katabatic drainage (bora) winds periodically develop, carrying high-density cold air from higher elevations over the Crimean Mountain plateau down its southern slope. At the platform location, local bora winds are topographically amplified in a coastal mountain canyon that acts as a tunnel (Figure 1b).

Such harsh conditions were observed during the experiment days. A Sentinel-1A Synthetic Aperture Radar image (SAR) taken at 03:57UTC on 25 October 2018 (Figure 1a) clearly indicates wind intensification (increased cross-section) over the coastal area, even in the anticipated mountain shadow zone. As typical bora wind is highly temporally variable and blows in gusts, a sample instantaneous imagery may not capture the peak of the wind event at each particular location. In fact, Figure 1a does not capture a gap-like wind jet over the platform, in contrast to numerous jets captured west of the platform. Based on our measurements, wind speed at the platform decreased to \( U \approx 20 \) m s\(^{-1}\) during this Sentinel-1A overpass, but experienced periodical amplifications up to about 30 m s\(^{-1}\) in approximately 10 min cycles. At the platform location, the fetch of offshore wind-generated waves is about \( X \approx 800 \) m. In our experience, for such short fetches and strong winds (young waves with dimensionless fetch, \( x = gX/U^2 \approx 10 \)), spray clouds start developing over the surface when wind speed reaches 20–25 m s\(^{-1}\) (Figure 1c).
Figure 1. Experiment overview: (a) Sentinel-1A Synthetic Aperture Radar (SAR) VV image taken at 03:57UTC on 25 October 2018, (b) map of coastal line, water depth, and mountain elevation with schematic explanation of gap (katabatic) wind formation, (c) quasi-synchronous photo taken from the platform during Sentinel-1A overpass, (d) platform aerial view.

2.2. Instruments

For these experiments, a continuous wave Ka-band (37.5 GHz) Doppler radar was used [23]. It is equipped with a pair of identical conical horn antennas, one for transmission and one for receiving. The transmitted wave has mixed polarization while the receiver splits the incoming wave into vertical and horizontal polarization components. In this hybrid polarization mode, the received wave consists of like- and cross-polarized components. For regular sea surface backscattering, the latter component is much weaker in magnitude than the former component, and our radar measurements can be considered as dual-co-polarized measurements (see also Appendix B in [23]). For the present high wind measurements, with possibly larger volume backscattering from spray clouds, the effect of cross-polarization contamination will be discussed.

Wind speed was measured by a cup anemometer installed on top of the platform mast. The observed 23 m height wind speed was converted to the standard 10 m height neutral wind speed using the COARE 3.0 bulk parameterization [38]. Sea currents were measured by a propeller current meter installed at 10 m depth. Wave measurements were performed by conductive wire wave gauges, mounted at the vertices of a triangle with 5.31 m, 11.63 m, and 15.48 m sides [39]. Two-dimensional (2-D) directional frequency spectra were estimated using a standard approach, with north–south and east–west wave slopes calculated from instantaneous triangle inclinations and wave elevations taken from one of the wires [40,41].
2.3. Data Records

This experiment includes seven radar records collected at different look geometries and strongly varying winds (Figure 2a). During the initial period, the wind was westerly, with speed varying from 10 to 20 m s\(^{-1}\). This was followed by an abrupt switch to strong offshore northerly wind with speed increasing up to 33 m s\(^{-1}\). Currents at 10 m depth were below 0.2 m s\(^{-1}\) during the entire experiment (Figure 2c).

![Figure 2](image)

**Figure 2.** Environmental conditions during 24–25 October 2018. (a) Wind speed and wind direction with shaded rectangles indicating record spans. Radar azimuth for each record is shown by horizontal dashed lines. Vertical solid line indicates the acquisition time of the SAR image shown in Figure 1a. (b) Temporal evolution of wave elevation frequency spectrum. Significant wave height (SWH) is shown by red bold line against the right y-axis. (c) Current speed and direction at 10 m depth.

During the initial measurement period starting at 04:00 UTC on 24 October 2018 (Records #1–4, Figure 2a), the wind wave spectrum had a single peak corresponding to predominantly westerly winds. The significant wave height (SWH) varied from 0.8 to 1 m with a rather stable wave peak frequency of about 0.2 Hz. At these conditions, four 30 min radar records were collected at low incidence angle, \(\theta = 20^\circ\), and different azimuths.

After 23:00 UTC on 24 October 2018, the wind direction started turning northerly with wind speed increasing to 30 m s\(^{-1}\). This wind transition period was fully captured by the 9.5-h long Record #5, also collected at \(\theta = 20^\circ\). As a result of wind direction change, the surface wave spectrum became bi-modal, with a residual gradually decaying 0.2-Hz wave system propagating from the west and a 0.5-Hz peak corresponding to \(\approx 1\)-km fetch-limited wind waves propagating from the north (Figure 2b).

On the morning of 25 October 2018, the radar look azimuth was changed to upwind (Record #6). Next (Record #7), the incidence angle was increased to \(\theta = 45^\circ\) (also upwind) to capture the radar backscattering during the northerly wind gradual decay period.

2.4. General Definitions

Doppler radar data are computed from in-phase, \(I\), and quadrature, \(Q\), signal components sampled at 40 kHz for each (VV and HH) polarization. These raw signals yield “instantaneous” radar characteristics which are estimated from Doppler frequency spectra computed over consecutive 0.2-s intervals, \(S(f_d, t) = |\text{FFT}(I + iQ)|^2\), where FFT is
the Fourier transform. Integral characteristics of \( S(f_d, t) \) are defined via its zeroth and first moments,

\[
\begin{align*}
\quad m_0 &= \int S(f_d, t) \, df_d, \\
m_1 &= \int f_d S(f_d, t) \, df_d
\end{align*}
\]

Doppler spectrum variance, \( m_0 \), is a measure of received signal power. The Normalized Radar Cross-Section (NRCS), \( \sigma_0 \), of the sea surface is estimated from \( m_0 \) multiplied by the known calibration coefficient and divided by the effective footprint area. The calibration coefficient is obtained from calibration measurements conducted with known backscattering targets [23].

The Doppler centroid frequency (also referred to as DC), \( f_D = m_1 / m_0 \), is related to the line-of-sight Doppler centroid velocity, \( V_D = \lambda_r / 2 \cdot f_D \), where \( \lambda_r = 0.8 \) cm is the radar wavelength. For our notations, positive/negative Doppler centroid frequency shifts, \( f_D \), correspond to approaching/moving away targets, respectively.

3. Sea Surface Cross-Section

3.1. Sea Spray Signatures

Signatures of sea spray in instantaneous Doppler spectra, \( S(f_d, t) \), can be well identified. As a typical example, a part of Record #7 collected at \( \theta = 45^\circ \) is shown Figure 3. The spectrum can be speculatively partitioned into a low Doppler frequency, \( f_d \), “core”, associated with orbital motions of surface waves (\( |V_d| < 2 \) m s\(^{-1}\)), and high \( |f_d| \) transient tails, largely associated with radar signal spikes (mostly positive for upwind look geometry). Most of these spikes can also be associated with peaks in the “core” and/or wave breaking events (see more examples in the dedicated study [42]). However, some events occur independent of wave characteristics within the radar footprint. These latter events are likely produced by spray clouds generated upstream of the radar footprint.

**Figure 3.** Sample record fragment showing HH-polarization Doppler spectrum at \( U \approx 20-25 \) m s\(^{-1}\), \( \theta = 45^\circ \).

For further insights, we select data with stable northerly wind direction and varying wind speed (Records #5 from 01:00UTC, #6, and #7). Instantaneous Doppler spectra are then averaged over different wind speed intervals (Figure 4), to illustrate some wind-dependent high-frequency Doppler spectrum features. The upper limit of the observed line-of-sight Doppler velocities is about 10 m s\(^{-1}\) (based on the radar signal-to-noise characteristics) or about 14 m s\(^{-1}\) (if converted to ground range speed). In our opinion, the only explanation for such high Doppler velocities is sea spray clouds embedded in the airflow. Regardless of polarization and incidence angle, the “tail” spectrum level is 3–4 orders of magnitude lower than the “core” spectrum level. Thus, though the spray contribution can be distinguished in Doppler spectra due to faster propagation speed, its net NRCS contribution is apparently negligible, at least at observed winds, \( U < 33 \) m s\(^{-1}\).
Figure 4. Doppler spectra averaged at different wind speeds (color-coded) for (a,b) $\theta = 20^\circ$ and (c,d) $\theta = 45^\circ$. (Left column)—VV-polarization, (right column)—HH-polarization.

The mean NRCS wind dependencies (Figure 5) do not explicitly exhibit any specific features, suggesting a backscattering regime change at strong winds. Mean NRCS dependencies are qualitatively similar to the background Ku-band geophysical model functions (GMF) derived from the Tropical Rainfall Measurement Mission (TRMM, the closest $\theta = 18^\circ$ is used, see the bottom curve in their Figure 7 [30]) and NSCAT4 [43,44] satellite data. The TRMM GMF possibly suggests a noticeable NRCS decrease for $U > 35$ m s$^{-1}$, i.e., wind speeds exceeding our observation range. In general, this behavior is in line with the often-reported co-polarized backscatter saturation, possibly due to a wind stress attenuation at strong winds [45–49].

Figure 5. Measured NRCS at $\theta = 20^\circ$ and $\theta = 45^\circ$ for different radar-to-wind azimuths in comparison with KaDPMod, NSCAT-4, and TRMM GMFs. (a–c)—VV-polarization, (d–f)—HH-polarization.
Our data are thus consistent with the background Ku-band GMF at low incidence angles, $\theta = 20^\circ$, for which strong wind speed dependence is not expected (Figure 5a,b,d,e). Our former NRCS parameterization (Ka-band Dual Polarization Model, KaDPMod, [23]) built on the same instrumental setup, but using more common wind conditions, $U < 18 \text{ m s}^{-1}$, agrees well with the present dataset at strong winds, $U > 10 \text{ m s}^{-1}$. The change of radar-to-wind azimuth (compare left and middle columns in Figure 5) does not significantly alter the NRCS wind dependence.

At larger incidence angles, $\theta = 45^\circ$ (Figure 5c,f), the observed NRCS starts to be more wind-dependent, but stronger discrepancies are found compared to the Ku-band NSCAT4 GMF. In contrast to the NSCAT4 GMF, the observation data demonstrate a NRCS saturation tendency, starting at $U > 25 \text{ m s}^{-1}$. The KaDPMod GMF does not reproduce these high wind observations well, because its wind dependence is fitted by a power function, $\sigma \propto U^p$, based on weaker wind data, $U < 18 \text{ m s}^{-1}$. Alternatively, the observed NRCS at $\theta = 45^\circ$ is fit with a second-order polynomial function, $\sigma_{\text{dB}} = A \cdot U_{\text{dB}}^2 + B \cdot U_{\text{dB}} + C$, where $\sigma_{\text{dB}}$ and wind speed, $U_{\text{dB}}$, are in dB-units, $X_{\text{dB}} = 10 \log_{10} X$ (see Figure 5c,f, green dashed lines).

3.2. NRCS Decomposition

The last Record #7 (see Figure 2a) offers a unique opportunity to separate different backscattering components in changing wind speed conditions. Providing that the fetch is limited at the northerly wind direction, the wind waves should rapidly adjust (in minutes) to wind changes. Thus, this 2.5-h-long Record #7 can be treated as the one composed from quasi-stationary samples of fetch-limited wind waves at different wind speeds.

First, we focus on the observed polarization ratio (PR), $P = \sigma_{\text{hh}}^0 / \sigma_{\text{vv}}^0$, a parameter directly reflecting the partition between polarized and non-polarized backscattering components. A small value of PR, $P < 1$ (or $P < 0 \text{ dB}$), indicates a dominance of the resonant Bragg backscattering mechanism, while PR values approaching 1 (or 0 dB) suggest a dominance of the non-polarized (NP) backscattering mechanism. The latter mechanism generally results from quasi-specular reflection, either from a regular (non-breaking) surface at low incidence angles or a steep wave breaking surface (at larger incidence angles). At $\theta = 45^\circ$, the probability of regular specular reflections is quite small, thus the NP backscattering component can be fully attributed to wave breaking events.

Record #7 radar data are shown in Figure 6, including VV and HH NRCS in Figure 6a (also shown in Figure 5c,f) and PR in Figure 6b. These observation data are compared with the following GMFs and models:

- Ka-DPMOD, the Ka-band dual-co-polarized GMF based on data obtained with the same experiment setup as in the present study;
- Ka-TSM, the two-scale (TSM) resonant Bragg model based on the radar imaging model (RIM) [50].

The above Ka-band estimates are augmented by empirical GMFs in other microwave bands to evaluate differences due to radar wavelength:

- L-AQUARIUS, L-band (1.4 GHz) GMF inferred from Aquarius scatterometer data [51];
- C-SARMOD, C-band (5.255 GHz) GMF based on joint VV and HH data from Envisat Advanced SAR (ASAR), Radarsat-2, and Sentinel-1 SARs [32] for $\theta \leq 42^\circ$;
- C-MOD7(H), a combination of C-band CMOD7 (for VV polarization, [53]) and CMODH (for HH polarization, [54]) GMFs based on Envisat ASAR, Radarsat-2, and Sentinel-1 data for $\theta \leq 42^\circ$;
- Ku-NSCAT-IFR, Ku-band GMF developed by the French Research Institute for Exploitation of the Sea (IFREMER) for NSCAT scatterometer data [55];
- Ku-NSCAT4, Ku-band GMF (version 4) developed by the Royal Netherlands Meteorological Institute (KNMI) for NSCAT scatterometer data [44].
Figure 6. Measured (a) NRCS, $\sigma_0$, and (b) polarization ratio, $P = \sigma_{hh}^0/\sigma_{vv}^0$, for Record #7 at $\theta = 45^\circ$. Each point in data clouds corresponds to 0.2-s average. Open circles are 2 m s$^{-1}$ wind speed bin averages. No-mark solid and dashed lines show model predictions.

In line with previous studies [37,50,56,57], the observed PR $\approx -2$ dB apparently exceeds TSM values, PR $\approx -7$ dB (Figure 6b). Noticeably, empirical GMFs in Figure 6b suggest that PR decreases for longer radar wavelengths. However, its wind speed behavior is less obvious. While most of the GMFs in Figure 6b suggest that HH/VV ratio increases for $U > 10$ m s$^{-1}$ (in line with expected stronger NP component contribution due to wave breaking intensification), the CMOD7(H) and KaDPMOD suggest a decrease. This different behavior may be related to the way they were derived. In particular, the CMOD7(H) is a combination of independent VV and HH GMFs, which may have affected their ratio, i.e., the PR. In comparison to other GMFs, the KaDPMOD is applicable in a relatively narrow wind speed range, $U < 18$ m s$^{-1}$, which may affect its wind speed dependencies. For $U \geq 12$ m s$^{-1}$, the observed Ka-band PR fit closely follows the Ku-NSCAT4 PR.

An interesting feature of the observed PR wind dependency is the presence of a local minimum at about $U = 10$ m s$^{-1}$ (Figure 6b). A similar PR minimum is also present in both Ku-band GMFs but at lower wind speed, $U = 7–8$ m s$^{-1}$. For longer radar wavelengths (C- and L-bands), such minimum in PR wind dependence cannot be firmly identified.

To explain possible origins of the minimum in PR wind dependence, the NRCS is decomposed as a sum of polarized (Bragg) and NP components following [55,58],

$$\sigma_{pp}^0 = \sigma_{pp}^{br} + \sigma_{np},$$  \hspace{1cm} (2)

where $\sigma_{pp}^{br}$ is the resonant Bragg backscattering component described by a two-scale composite NRCS model. Given that both polarization NRCS, $\sigma_{vv}^0$ and $\sigma_{hh}^0$, and theoretical Bragg polarization ratio, $R_{br} = \sigma_{hh}^0/\sigma_{vv}^0$, are all known, the NP backscattering component can be estimated as,

$$\sigma_{np} = \sigma_{vv}^0 - \frac{\Delta \sigma_0}{1 - R_{br}},$$  \hspace{1cm} (3)

where $\Delta \sigma_0 = \sigma_{vv}^0 - \sigma_{hh}^0 = \sigma_{vv}^{br} - \sigma_{hh}^{br}$ is the measured polarization difference (PD) and $R_{br}$ is estimated using the simplified RIM (see Appendix A of [50] for details).

Equation (3) provides estimates of the non-polarized (NP) backscattering component from the $\sigma_{vv}^0$, $\sigma_{hh}^0$, and Bragg polarization ratio, $R_{br} = \sigma_{hh}^{br}/\sigma_{vv}^{br}$. If applied to the known empirical GMFs and the present Ka-band radar measurements, the results display different wind dependencies in different radar bands (Figure 7). In the L-band, the polarized (PP = VV, HH) contribution grows monotonically with wind for both polarizations. In the Ka-band, a tendency for PP saturation and further decrease at $U > 10$–12 m s$^{-1}$ is detected. To a lesser extent, the tendency for PP saturation is also present in the C- and Ku-bands.
In the Ku- and Ka-band, the NP shows a weaker tendency for saturation in contrast to the PP and, thus, can retain some wind sensitivity at strong winds.

Figure 7. NRCS contribution of co-polarized (VV, HH) and non-polarized (NP) components versus wind speed.

At moderate winds, \( U < 10 \text{ m s}^{-1} \), the NP is comparable in magnitude with the HH in the L-band, but its relative contribution increases systematically with decreasing radar wavelength and reaches the level of VV component in the Ku- and Ka-band at \( U \geq 15–20 \text{ m s}^{-1} \) (Figure 7). These changes are better seen when the relative NP contribution, \( \sigma_{np}^0 / \sigma_{pp}^0 \), is explicitly shown (Figure 8). For instance, at \( U \approx 15 \text{ m s}^{-1} \), our Ka-band data, as well as Ku-NSCAT4 GMF have the relative NP contribution of \( \approx 50\% \) (80\%) for VV (HH) polarization, respectively. At \( U \approx 30 \text{ m s}^{-1} \), this proportion increases to \( \approx 70\% \) (90\%).

Figure 8. Relative NP contribution versus wind speed.

Equation (3) can also be seen as an explicit relationship between the relative NP contribution, \( \sigma_{np}^0 / \sigma_{pp}^0 \), and the polarization ratio, \( P = \sigma_{hh}^0 / \sigma_{vv}^0 \). As the Bragg TSM PR, \( P_{br} = \sigma_{hh}^{br} / \sigma_{vv}^{br} \), in (3) only weakly varies with wind speed (through the wind speed dependence of mean-square slope of long modulating waves, see black line in Figure 6b), the relative NP contribution should have the wind dependence very similar to that of PR, including the local minimum at \( U \approx 10 \text{ m s}^{-1} \).

Thus the observed PR behavior (Figure 6b) can be attributed to specific balances between polarized and NP backscattering components. At light winds \( \approx 4–5 \text{ m s}^{-1} \), the Bragg contribution is not strong enough to dominate the NP. Speculatively, this NP component might arise due to micro-scale wave breaking and steep features with very rare but strong quasi-specular reflections. As the wind increases to moderate speeds \( \approx 10 \text{ m s}^{-1} \), the Ka-band polarized Bragg component grows rapidly and, importantly, faster than the wave breaking NP contribution, which decreases the PR in this wind speed range. The difference
in wind growth rates is intuitively understood from the fact that resonant Bragg waves are short (λ = 5.7 mm in the Ka-band at θ = 45°), and thus respond faster to wind than waves responsible for (micro-scale) wave breaking (λ ≈ 0.1 m) [59–61]. This hypothesis is indirectly supported by the fact that the growth rate of polarized components decreases and the local minimum of PR curve shifts towards lower winds (or even is not present) for longer radar, thus Bragg, wavelengths (Figure 6b). With further wind speed increase above 10–12 m s⁻¹, the Bragg polarized component starts saturating while the NP wave breaking component keeps growing (Figure 7d). At even stronger winds, the NP contribution dominates and the PR gradually increases to 0 dB.

The NRCS decomposition, Equation (2), also allows us to estimate the short wind wave spectrum at Bragg wavenumber. Indeed, the NP is canceled out by taking the polarization difference. Then, disregarding the hydrodynamics modulation component and applying the two-scale Bragg model [50,62–64],

\[
\sigma_{\text{pp}}^{\text{br}} = \sigma_{\text{br}}^{\text{pp}} \left( 1 + g_{\text{pp}} \xi \right),
\]

\[
\sigma_{\text{br}}^{\text{pp}} = \pi |G_{\text{pp}}|^2 B(k_{\text{br}}),
\]

\[
G_{\text{vv}} = \frac{(e-1)(e+1 \sin^2 \theta) \cos^2 \theta}{(e \cos \theta + \sqrt{e - \sin^2 \theta})^2 \sin^2 \theta},
\]

\[
G_{\text{hh}} = \frac{(e-1) \cos^2 \theta}{(e \cos \theta + \sqrt{e - \sin^2 \theta})^2 \sin^2 \theta},
\]

the polarization difference, PD = Δσ₀, is determined only by the radar look geometry, mean-square slope of long waves, and Bragg wave curvature spectrum, B₀(kₜₚ) = k³S(kₜₚ):

\[
\Delta \sigma_0 = \pi B(k_{\text{br}})(\Delta(|G_{\text{pp}}|^2) + \Delta(|G_{\text{pp}}|^2 g_{\text{pp}}) \xi^2),
\]

where Δ(x) = xvv − xhh is the PD operator, Gpp and gpp are the geometric coefficients (with cross-tilt contribution omitted for ghh, see Figure 5 in [50]), e is the complex sea water dielectric constant estimated using [65] for 18 °C temperature, 18 psu salinity, and 37.5 GHz electromagnetic frequency, ξ² is the mean-square slope (mss) of modulating waves in the incidence plane, kₜₚ = 2k_r sin θ is the Bragg wave vector, k_r is the radar electromagnetic wave vector, and B(kₜₚ) = (B₀(kₜₚ) + B₀(−kₜₚ))/2 is the folded curvature spectrum reflecting that Bragg components directed towards and away from radar both contribute.

Wind dependence of the folded curvature spectrum, B(kₜₚ), estimated from Equation (9) and shown in Figure 9a is similar to that of polarized backscatter components in Figure 7. The folded curvature spectra estimated in the four radar frequency bands are interpolated in wavenumber space by polynomial splines (Figure 9b). The resulting spectra have stronger wind dependence in the Ku- and C-bands and display a tendency to saturate at U > 15–20 m s⁻¹.

Errors of curvature spectral retrieval depend in part on the uncertainty of modulating wave mss and the measurement accuracy of the NRCS (PD). It is usually postulated that “modulating” waves are separated from “short-scale” waves by a so-called dividing wavenumber, k_d = k_r/d, with d ≈ 3 to 4. To account for uncertainties of the ξ², several estimates were employed. These include the Phillips spectrum model [66], ξ² = 4.6 · 10⁻³ ln(k_d/k_p)/2, with equal up- and cross-wind mss components and peak wavenumber, k_p = g/U² or k_p = 1 rad m⁻¹ (the latter was observed in fetch-limited conditions at northerly offshore wind), as well as the Cox and Munk [67] clean surface and slick-covered empirical mss parameterizations. Excluding the Cox and Munk clean surface parameterization, which apparently overestimates the mss of modulating waves, the above range of mss estimates results in only <0.3 dB uncertainty in the final curvature
spectrum estimates. For “typical” radar measurement conditions, the NRCS (PD) error is about 1–2 dB and thus it dominates the uncertainty of wave curvature spectrum estimate (Figure 9a).

Figure 9. Folded curvature spectrum, $B = (B_0(k) + B_0(-k))/2$, estimated for upwind direction from radar GMFs and our present data versus wind speed and wave number. Spectrum estimate uncertainty is shown by transparent shading in (a) wind speed; (b) wave number.

4. Sea Surface Doppler Centroid

The Doppler spectrum centroid (DC) is the main parameter for sea surface current retrieval from Doppler scatterometer measurements [68–76]. In our previous study based on the same experimental setup, we have demonstrated [26] the possibility of sea surface current retrieval from DC measurements using the radar Modulation Transfer Function (MTF) approach [25,77,78] for “regular” winds, $U < 15–18$ m s$^{-1}$, and long fetches, $\geq 100$ km. The present data provide a way to check if this approach is still applicable at stronger winds, $\approx 20–30$ m s$^{-1}$, and limited fetches, $\approx 1$ km. From the above Doppler spectra analysis (Figure 4), no essential sea spray impacts are expected, but other factors, including MTF applicability at strong wind/short fetches, need further examination.

For space/air-borne scatterometer set up with a large ground footprint size, the DC is “automatically” measured when the footprint size exceeds a few peak wavelengths, i.e., surface waves are not spatially resolved. For tower-based measurements, the effective radar footprint size is several meters long and wide (see Appendix A, Figure 14 in [25] for details), and energy-containing surface waves (typically 40 m, 5-s period at the platform site) are resolved. In this case, the DC is based on temporal rather than spatial averaging.

In terms of instantaneous Doppler spectra, $S(f_d, t)$, and ignoring possible non-ergodicity of the wave field, the DC reads,

$$V_D = \frac{\iint f_d S(f_d, t) df_d dt}{\iint S(f_d, t) df_d dt},$$

where time averaging is performed over an interval sufficiently exceeding the peak wave period. We select 1 min averaging interval corresponding to $\approx 12$ or more characteristic peak wave periods.

The DC reflects the footprint-averaged sea surface motion that is mainly governed by waves and currents [56,69,79], which are entirely, or in part, forced by winds. As a first guess and following [69], the measured DC is compared in Figure 10 with the line-of-sight (LOS) wind vector projection, $U_{LOS} = U \sin \theta \cos(\varphi - \varphi_U)$. There is a visually good correlation between the two, but with different slopes (or gain factors in terms of [22]) for different incidence angles (compare Record #7 data collected at $\theta = 45^\circ$ with other records collected at $\theta = 20^\circ$). Firstly, this close correlation is explained by weak non-wind-driven background currents (see Figure 2c for 10 m current speed) and, secondly, by a close relationship between wind and waves at the experiment site. The exception from this is
seen for a downwind (negative) part of Record #5 (Figure 10, green dots), for which the relationship between the DC and LOS wind velocity differs for \(-5 \text{ m s}^{-1} < U_{\text{LOS}} < 0 \text{ m s}^{-1}\). This part of Record #5 was acquired during an abrupt switch in wind speed and direction between 22:20 and 23:00 UTC on 25 October 2018 (Figure 2) at virtually constant wave height and direction.

Figure 10. Measured Doppler centroid (DC) versus wind speed line-of-sight (LOS) projection. Colors indicate different records (see Figure 2).

To achieve deeper insights into the physics of Doppler imaging mechanisms, the DC is further analyzed in terms of the MTF-based Ka-band Doppler (KaDOP) model [26], which is briefly summarized below.

4.1. The KaDOP Approach

In the KaDOP, the DC is represented as a sum of surface currents (term 1), Bragg wave velocity (term 2), and wave-induced Doppler velocity (WIDV, term 3),

\[
V_D = v_{dr}\sin \theta \cos (\phi_r - \phi_{dr}) + v_{sc}\sin \theta + g^{-1}\int\int \text{Re} \{M(\theta, \phi, U)G(\theta, \phi)\} \omega^2 S(\omega, \phi)d\omega d\phi, \quad (11)
\]

where \(v_{dr}\) and \(\phi_{dr}\) are the surface current speed and direction, \(g\) is the gravity acceleration, \(\omega = 2\pi f\) is the radial wave frequency, \(\phi_r\) is the radar azimuth, \(M(\theta, \phi, U)\) is the MTF empirical parameterization [25], \(G = \cos (\phi_r - \phi) \sin \theta - i \cos \theta\) is the geometrical coefficient projecting wave orbital velocity onto the radar LOS and \(M \cdot G\) is the LOS MTF, and \(v_{sc}\) is the inherent scatterer velocity approximated by Bragg wave phase velocity [26].

The surface current velocity, \(v_{dr}\), is decomposed into a sum of a background current (from current meter measurements at 10 m depth), which may not be related to local winds, and a wind-driven current shear in the upper 10 m layer. Following [26], the latter is estimated as 1.5\% \cdot U.

The WIDV is the most challenging contribution. Firstly, it is not intuitive in contrast to surface currents and inherent scatter velocity. Secondly, the WIDV can dominate over other terms of Equation (11) [76,80]. Next, two characteristic records are considered to demonstrate WIDV contribution in different environmental conditions and at different radar look geometry configurations, \(\theta = 20^\circ\) and \(\theta = 45^\circ\). Without loss of generality, only VV data are presented, because HH data (not shown) show similar results.

For further analysis, the “direct” WIDV estimate, which is possible with our wave-resolving platform measurements, is also used. As shown in [13,81], the instantaneous Doppler velocity or the centroid of instantaneous Doppler spectrum,

\[
\vec{v}(t) = \frac{\int f_d S(f_d,t) df_d}{\int S(f_d,t) df_d}, \quad (12)
\]
is a measure of “pure” footprint kinematics. Therefore, the difference between the DC and the time-mean of this quantity, \( V_D - \bar{v} \), cancels out the surface current and the inherent scatterer velocity, and thus isolates the WIDV. However, the \( \bar{v} \) is also contributed by waves not resolved by the radar footprint. Hence, the difference, \( V_D - \bar{v} \), accounts for WIDV contribution only from waves longer than the footprint size (2 m by 2 m at \( \theta = 20^\circ \), and 2.5 m by 4 m at \( \theta = 45^\circ \)).

4.2. Small Incidence Angle (Record #5)

Record #5 (Figure 11) is remarkable due to the fully recorded wind direction turning event, with short interruptions during two strong rain events. During this entire record, the radar was oriented downwind relative to westerly winds. During the first part of Record #5 collected at westerly winds (before 00:00 UTC on 25 October 2018), the combined DC contribution from background current, Bragg velocity, and wind drift is \( \approx 25\% \) of the total DC (Figure 11a, compare green and blue lines). Hence, the remaining \( \approx 75\% \) is produced by the WIDV. After the wind direction switch into the northerly direction (after 00:00 UTC on 25 October 2018), the partitioning changes to \( \approx 50/50\% \) due to changes in wave regime and relative radar azimuth (crosswind). Notice that combined contribution from 10 m currents, wind drift, and Bragg velocity changes its sign but remains \( \approx 0.1 \) m s\(^{-1}\) in magnitude. The measured WIDV estimated as the difference between the total measured DC and the sum of background current, wind drift, and Bragg velocity is shown by the blue line in Figure 11c. An alternative “direct” estimate of the WIDV, \( V_D - \bar{v} \), is consistent with the former estimate but has a smaller magnitude as it only accounts for waves resolved by the radar footprint.

As illustrated in Figure 11a, the WIDV is the dominant part of the DC. Hence, inverting the DC into the surface current requires precise knowledge of the WIDV. The present dataset provides a useful testbed to evaluate KaDOP model [26] performance. First, the KaDOP is evaluated using the observed frequency-angular wave spectrum concurrently measured by the triangle wave gauge array. This estimate is apparently below the measured WIDV magnitude for the downwind part of Record #5 and even has wrong WIDV sign for the crosswind part of Record #5 (Figure 11c, purple line). These discrepancies are explained by the geometry of the wave gauge triangle which has a too-long base, \( \approx 10 \) m, that significantly limited in-situ wave measurements. While gauge-measured wave frequency spectra are limited by the sampling rate, \( f < 2 \) Hz, their angular-frequency wave spectra are cut off at \( \lambda \approx 20 \) m or \( f \approx 0.3 \) Hz (Figure 12a), which results in WIDV underestimation for the westerly wind part of Record #5. During the northerly part of Record #5, the very young (hence short) offshore waves are not resolved by the triangle array that results in erroneous spectra estimates for this wave system (Figure 12b), and thus deficient WIDV estimates.

For qualitative demonstrations, we simulate the high frequency part of wave spectra, \( f > 0.3 \) Hz, using the modified JONSWAP spectrum [82], with wave direction defined by instantaneous wind, and smoothly merge it with the measured low-frequency part, \( f < 0.3 \) Hz. Wave age and spectrum level parameters of the simulated part are selected to fit its peak frequency and elevation variance with those from observed 1D frequency wave spectra. When these simulated wave spectra are used in Equation (11), the KaDOP WIDV estimates improve, with the correct sign in the cross-wind part of Record #5 (green line in Figure 11c).
Figure 11. Data from Record #5 at $\theta = 20^\circ$ (24–25 October 2018, see also Figure 2). Time series of 1 min average: (a) Doppler centroid (DC) and its contribution due to currents, wind, and Bragg scattering; (b) wind speed and wind direction; and (c) wave-induced Doppler velocity (WIDV) estimated in different ways: (blue)—measurements; (reddish)—wave resolving Doppler radar measurements; (purple)—KaDOP based on wave gauge array measured wave spectrum and Equation (11); (green)—KaDOP based on simulated wave spectrum combining wave gauge array measured wave spectrum with wind-based JONSWAP parametrization for high frequency ($f > 0.3$ Hz) part and Equation (11).

Nevertheless, there remains one noticeable discrepancy between observed and simulated WIDV between 22:00 and 23:00 UTC (compare observations, blue line, and simulations, green line, in Figure 11c). From our simulations (not shown), this discrepancy wiggle is related to abrupt and substantial changes in wind direction accompanying its turning from westerly to northerly winds. Using instantaneous wind direction as a proxy for wave direction (even at $f > 0.3$ Hz) may not be appropriate during such abrupt changes.

In general, this confirms the conclusions of Miao et al. [75] and Martin et al. [76] that
observed wave spectra (rather than wind-based parameterizations) are key for accurate WIDV simulations, especially in complex wave conditions.

4.3. Moderate Incidence Angle (Record #7)

For moderate incidence angles, $\theta = 45^\circ$, (Record #7, Figure 13), the line-of-sight DC increases up to $\approx 0.6 \text{ m s}^{-1}$ due in part to larger projection factor, $\sin \theta$. The gradual wind decay during Record #7 is reflected in the corresponding DC decay. Noticeably, DC variations better correlate with wind variations (Figure 13) compared to the $\theta = 20^\circ$ case (Figure 11). The magnitude of surface current and scatter velocity combined contribution (first two terms in Equation (11)) is below the observed DC, with the difference equal to the WIDV (green and blue lines in Figure 13a). The WIDV (Figure 13c) is smaller in magnitude than for $\theta = 20^\circ$ due to the MTF magnitude decrease with the incidence angle [22,25]. An alternative WIDV estimate, $V_D - \tilde{v}$, is almost zero because the dominant 0.5-Hz fetch-limited waves are not well resolved by the radar footprint ($\approx 4\text{ m}$). Eastward swell also present in the scene comes obliquely to the northward radar look direction and thus does not affect the DC significantly (Figure 12c,d).

If wave gauge array measured 2D directional wave spectra are used in Equation (11) for WIDV estimate, the KaDOP prediction is about zero (Figure 13c, purple line) because such young, short waves are not resolved by the triangle array with relatively long ($\approx 10\text{ m}$) base. If this unresolved part of the wave spectrum is simulated based on the JONSWAP parameterization (Figure 12d), the WIDV fits the measurements better, although not perfectly (Figure 13c, green line). The remaining discrepancy may be attributed to uncertainties in surface currents (which are estimated from measured 10 m currents but parameterized 0–10 m current shear, 1.5% $\cdot U$) and simulated wave spectra.

It could be noted that the relative WIDV contribution decreases for slanted look geometries due to smaller MTF magnitude and related weaker NRCS modulations. The DC becomes more closely governed by the sum of surface current and Bragg contributions as the incidence angle increases.

![Figure 13. The same as Figure 11 but for Record #7 (5 October 2018, $\theta = 45^\circ$, see Figure 2).](image)

5. Discussion

The presented results, both for backscatter intensity and Doppler shifts, suggest that sea spray contribution does not significantly affect the average NRCS and DC, at least for $\theta \leq 45^\circ$ and $U < 33 \text{ m s}^{-1}$. Although sea spray signatures are several orders of magnitude
weaker than sea surface radar signatures, they can be isolated in the Doppler spectrum due to faster Doppler speed. This can be potentially important for the remote sensing of sea spray parameters but is out of scope of this study.

These measurements are collected using a hybrid polarization radar, with VV and HH signals potentially contaminated by cross-polarized HV and VH signals, respectively. As shown before, such contamination is not significant for regular sea surface backscattering (Appendix B of [23]), but may be an issue for volume backscattering due to its expected depolarization effects. Although potential volume backscattering impacts can not be directly estimated from our data, it is speculated that they should not affect our final results based on the following reasons. First, this is indirectly confirmed by quite good correspondence between our data and Ku-band GMFs (Figures 5–8). Second, the Ka-band precipitation radar simulations and measurements [83] suggest that the linear depolarization ratio due to multiple scattering is about $-20$ to $-15$ dB if the penetration depth in a heavy rain cloud is less than $1$ km. In our case, the penetration depth is determined by the radar beam size of several meters, for which the depolarization effect should be negligible. Third, even if one assumed the depolarization ratio equal 1 (all energy backscattered from spray volume illuminated by co-polarized radar radiation is backscattered as randomly polarized signal due to the multiple scattering), then our hybrid measurement would be overestimated by a factor of two at each polarization, VV + HV, and HH + VH. This would also imply that spray signatures in measured Doppler spectra (spectrum tails) are over estimated by a factor of two, and the uncontaminated VV and HH are even weaker.

Another indirect evidence of weak sea spray contribution is the fact that our DC model, KaDOP [26], derived for regular non-spray conditions, can be extrapolated to gale force winds without invoking additional modifications. Even at strong winds, the conventional radar MTF approach is sufficient to evaluate the WIDV.

The presence of multiple wave systems may also affect the DC, which was demonstrated for low-frequency swell contribution [26]. However, a potentially more important contribution is related to the high frequency part of wave spectra, as it can be anticipated from the fact that the WIDV is governed by the third moment of the frequency elevation spectrum, a Stokes drift-like term, Equation (11). This is confirmed by the present study demonstrating the dramatic difference between DC predictions using wave spectra with cut-off high frequency part (based on wave array measurements) and those with high-frequency part restored from observed wind velocity (measurements+simulation). Thus, local wind variability may be important for DC prediction, for which a proper description of the short-wave part of wave spectra is required.

6. Conclusions

This paper presents field measurements of the sea surface radar backscatter cross-section and Doppler centroid in the Ka-band collected at rather strong (up to $33$ m s$^{-1}$) wind speeds with distinct events of spray formation above the sea surface. Water droplet propagation within the radar beam causes the volume scattering and high-frequency signatures in the Doppler spectrum with Doppler velocities up to or even exceeding $10$ m s$^{-1}$. However, the high-frequency tail spectral energy is 3 to 4 orders of magnitude weaker than the spectral energy of the signal backscattered from the sea surface. Hence, the spray contribution to the total NRCS observed in our experiment is negligible.

Using the previously developed NRCS decomposition approach [55,58] and this paper’s co-polarized radar measurements, polarized Bragg-like and non-polarized (NP) radar backscatter components are assessed in a wide range of wind speeds and at similar wave conditions. Several empirical radar geophysical model functions (GMFs) developed for the L-, C-, and Ku-bands are used to estimate the short-scale wind wave spectrum. Previously, using the same experimental setup but for data collected at weaker wind speeds, $U < 15$ m s$^{-1}$, a decrease in NP relative contribution with growing wind speed has been reported [25]. This feature is confirmed with the present data, which also show that NP contribution starts increasing at $U > 15$ m s$^{-1}$, thus leading to a local minimum in the relative NP contribution. Empirical GMFs show that such local minimum in the relative
NP contribution, thus in the polarization ratio, is also present in other bands. Although the relative contribution of breaking wave backscattering component increases in strong winds, the short-scale roughness spectrum (hence Bragg-like polarized backscatter) saturates at $U > 15 \text{ m s}^{-1}$. The balance between polarized and non-polarized backscattering components governs the wind speed dependence of the NRCS, which is still not yet fully saturated for $U < 30 \text{ m s}^{-1}$.

The Doppler spectrum centroid is dominated by “slow” surface rather than “fast” volume scattering. With several long records in hand, it is demonstrated how the conventional radar modulation transfer function (MTF) approach (adopted for the Doppler centroid estimation in the KaDOP model [26]) can be applied to changing wind and wave conditions. On average, the KaDOP model adequately represents sea surface radar measurements. However, the effect of rapid changes in wind and wave conditions cannot be represented well by this model without the precise knowledge of concurrent wave spectra.

This paper findings indicate that Doppler centroid prediction depends strongly on adequate knowledge of surface wave parameters rather than wind parameters. Although it is demonstrated for young offshore waves, similar wave conditions can be present in the open ocean under rapidly changing winds. This is especially important for small incidence angles, $\approx 20^\circ$, exhibiting stronger long-wave NRCS modulation and wave-induced Doppler velocity contribution. Thus, in contrast to traditional NRCS geophysical model functions that solely rely on wind speed for sea state representation, the Doppler radar modeling is expected to be more robust if wave information is directly used.

**Supplementary Materials:** The following supporting information can be downloaded at: https://www.mdpi.com/article/10.3390/rs14061348/s1, Video S1: The sea surface with spray clouds at 20–30 m/s wind speed observed during the experiment.
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