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We revisit Moravcsik's theorem on the unique extraction of amplitudes from polarization observables, which has been originally published in 1985. The proof is (re-)written in a more formal and detailed way and the theorem is corrected for the special case of an odd number of amplitudes (this case was treated incorrectly in the original publication). Moravcsik's theorem, in the modified form, can be applied in principle to the extraction of an arbitrary number of \( N \) amplitudes. The uniqueness theorem is then applied to hadronic reactions involving particles with spin. The most basic example is Pion-Nucleon scattering \((N = 2)\), the first non-trivial example is pseudoscalar meson photoproduction \((N = 4)\) and the most technically involved case treated here is given by pseudoscalar meson electroproduction \((N = 6)\). The uniqueness-statements for the various reactions are compared and an attempt is made to recognize general patterns, which emerge under the application of the theorem.

I. INTRODUCTION

In the field of hadron spectroscopy, reactions among particles with spin have long been used as tools to improve our understanding of QCD. In the case of baryon spectroscopy in particular \([1, 2]\) most experimental activities have taken place at photon facilities all over the world like the CBELSA/TAPS experiment at Bonn \([3, 6]\), A2 at MAMI (Mainz) \([7, 11]\) and CLAS at JLab (Newport News) \([12, 15]\), in recent years. With these experiments, reactions containing one or multiple pseudoscalar mesons, as well as vector mesons, in the final state have been extracted. Recently, an increasing data set for the reaction of pseudoscalar meson electroproduction has become available \([16, 17]\) and also the new CLAS12 experiment has started taking data using an electron beam \([18]\).

A generic problem concerning reactions with spin is the extraction of \( N \) so-called spin-amplitudes, which provide a model-independent parametrization of the \( T \)-matrix of the reaction, out of a set of \( N^2 \) polarization observables. In the context of such amplitude-extraction problems, it is natural to search for complete experiments \([19]\), which denote minimal subsets of the full set of \( N^2 \) observables that allow for an unambiguous extraction of the \( N \) amplitudes up to one overall phase.

The most well-known result in this regard has certainly been published by Chiang and Tabakin \([20]\), who found that in the case of pseudoscalar meson photoproduction \((N = 4)\), a set of 8 carefully selected observables can yield a complete experiment. While a complete proof has been lacking in the original publication \([20]\), Nakayama \([21]\) has recently given a rigorous algebraic treatment of all the relevant cases. His phase-fixing procedure utilizes the regularities in the definitions of the observables to a maximal extent. All the mathematical treatments of complete experiments mentioned up to this point assume the academic case of vanishing measurement uncertainty for the observables. As soon as observables have finite uncertainties, it is likely that more polarization observables are needed for a unique amplitude extraction. This fact has been substantiated in a number of recent works \([22–25]\).

For an arbitrary number of amplitudes \( N \), the result of Chiang and Tabakin generalizes in the sense that minimal complete experiments have to contain at least \( 2N \) observables. We point out that this number of observables is, up to this point, an empirical fact. It has turned out to be true for all the specific reactions we found treated in the literature so far \([20, 21, 26–28]\). While it is possible to find compelling heuristic arguments \([29]\) that the number \( 2N \) is indeed true for arbitrary \( N \), a rigorous proof is, as far as we know at the moment, lacking. Actually, the theorem treated in this work can be understood as another nod in the direction that \( 2N \) may indeed be the universally correct number.

In 1985, M. J. Moravcsik published a paper with a solution to the amplitude-extraction problem for an arbitrary number of amplitudes \( N \) \([30]\). However, instead of starting from the polarization observables mentioned above, he directly considered just the bilinear products \( b_i^* b_j \) of amplitudes. Generally, polarization observables are invertible linear combinations of such bilinear products. Although the paper did not receive much attention at first, we feel that it deserves an explicit re-consideration, due to a number of features that make Moravcsik's theorem attractive. Firstly, the theorem is formulated in the language of a 'geometrical analog' \([30]\), which leads to a lucid representation of complete sets in the form of graphs. Secondly, the theorem is valid for arbitrary \( N \) and can thus be used as a master-approach for the (pre-) selection of complete sets of observables for in principle any reaction. It is even possible to extract a standard procedure for this purpose, which can be automated on a computer. To be fair, Nakayamas phase-fixing procedure \([21]\) can also be used for any number of amplitudes \( N \). However, for larger \( N \) (i.e. \( N > 4 \)), it involves a rapidly growing number of different cases, which all need a single algebraic treatment. In contrast, the
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application of Moravcsik’s theorem is in principle only limited by computation time. This makes it particularly useful for reactions with complicated spin-structures like [20, 28, 31, 32].

The paper is organized as follows: in section [II] we describe the algebraic initial situation for an arbitrary number of amplitudes N. Moravcsik’s theorem and its modified form are stated in section [III]. A proof of the modified theorem is included as well, in the appendix [A]. Section [IV] collects applications of the theorem to the simplest possible cases, which range from Pion-Nucleon scattering (N = 2) to pseudoscalar meson photoproduction (N = 4). With the experience gained in the treatment of the most basic examples, it becomes clear how the theorem can be used in order to find complete sets of observables for the more complicated cases with higher N in a fully automated procedure. This procedure is outlined in section [V]. Then, as a first example for such a more complicated case, the reaction of pseudoscalar meson electroproduction (N = 6) is treated in section [VI]. We summarize the applications to the cases of different N and attempt to recognize general patterns in section [VII].

II. ALGEBRAIC STARTING POINT

Usually, one considers subsets of polarization asymmetries $O^α$ defined by

$$O^α = c^α \sum_{i,j=1}^{N} b_i^α \bar{b}_j^α b_j,$$

(1)

Here, $c^α$ are conventional pre-factors and the $\bar{b}_j^α$ are a complete basis-system of orthogonal matrices:

$$\text{Tr} \left[ \bar{b}_j^α \bar{b}_j^β \right] = \delta_{j,j},$$

(2)

with the usual Kronecker-symbol $δ_{j,j}$. The normalization-factor $N$ can be equal to the number of amplitudes $N$, as is the case for Pion-Nucleon scattering (section [IV A]) or for photoproduction (sec. [IV C]), as well as different from it (cf. electroproduction, section [VII]).

Without loss of generality, we can assume the N complex amplitudes $b_i$ to be transversity amplitudes.

Moravcsik started at a point which is a bit different, i.e. he directly considered subsets of the bilinear products (called ‘bicoms’ in reference [30]) of amplitudes

$$b_i^α b_j^β, \; \text{for } i,j = 1, \ldots, N.$$  

(3)

We remark that due to the bilinear nature of the sets of quantities (1) and (3), the amplitudes generally can only be determined up to one unknown overall phase [20, 21], which can depend on all kinematic variables of the problem. This means that the full information, which can be extracted, lies in the moduli and relative-phases of the N amplitudes. An important initial assumption by Moravcsik is that all the N moduli

$$|b_1|, |b_2|, \ldots, |b_N|,$$

(4)

have already been determined from a suitable subset composed of N observables [7]. This is a standard assumption for the algebraic analysis of complete experiments (cf. [20, 21]) and therefore we shall also adopt it in this work.

A generic bilinear product is a complex number and thus can be decomposed into real- and imaginary parts: $b_i^α b_j^β = \text{Re} \left[ b_i^α b_j^β \right] + i \text{Im} \left[ b_i^α b_j^β \right]$. Upon introducing polar coordinates (i.e. modulus and phase) for each amplitude, the real parts of the bilinear products become

$$\text{Re} \left[ b_i^α b_j^β \right] = |b_i| |b_j| \cos φ_{ij}.$$

(5)

The real parts thus fix their corresponding relative-phase $φ_{ij} := φ_i - φ_j$ up to the discrete ambiguity [21]

$$φ_{ij} → φ_{ij}^\pm = \begin{cases} +α_{ij}, \\ −α_{ij}, \end{cases},$$

(6)

with $α_{ij}$ defined uniquely by the quantity $\text{Re} \left[ b_i^α b_j^β \right]$, and on the interval $α_{ij} \in [0, π]$. In the following, we refer to a discrete ambiguity of the form (6) as a ‘cosine-type’ ambiguity.

Similarly, the imaginary part is written as

$$\text{Im} \left[ b_i^α b_j^β \right] = |b_i| |b_j| \sin φ_{ij},$$

(7)

and it fixes the corresponding relative-phase $φ_{ij}$ up to the discrete phase-ambiguity [21]

$$φ_{ij} → φ_{ij}^\pm = \begin{cases} +α_{ij}, \\ π - α_{ij}, \end{cases},$$

(8)

where $α_{ij}$ is defined uniquely by the quantity $\text{Im} \left[ b_i^α b_j^β \right]$, and on the interval $α_{ij} \in [-π/2, π/2]$. Accordingly, we refer to a discrete ambiguity of the form (8) as a ‘sine-type’ ambiguity.

Before elaborating on Moravcsik’s result, we outline a simple technique on how to invert the definition (1) for the bilinear products. Using the completeness relation

1 For processes like Pion-Nucleon Scattering or pseudoscalar meson photoproduction, the factors $c^α$ are equal for all observables. However, for the example of pseudoscalar meson electroproduction, observable-dependent pre-factors need to be introduced in order to make the $Γ$-matrices satisfy the correct orthogonality relation (cf. section [IV]).

2 For transversity amplitudes $b_τ$, one can assume without loss of generality that such a subset can indeed always be found.
for the $\tilde{T}$-matrices, one arrives at the following expression \[20, 33, 34]:

$$b_i^* b_j = \frac{1}{N} \sum_{\alpha=1}^{N^2} \left( \tilde{T}_i^\alpha \right)^* \left( \frac{C^\alpha}{e^\alpha} \right).$$ (9)

Thus, the bilinear products have been extracted from a specific subset of observables, which follows from the algebra \(\{\tilde{T}^\alpha\}\). Since all bilinear products are now known, so are the moduli \(|b_i| = \sqrt{b_i^* b_i}\). Furthermore, the relative-phases \(\phi_{ij}\) are also known uniquely, since for each such phase, equation (9) implies both \(\cos \phi_{ij}\) and \(\sin \phi_{ij}\).

Therefore, the amplitude-arrangement in the complex plane is fixed uniquely, whatever observables appear on the right-hand-side of (9) for a specific (at best minimal) choice of bilinear products \(b_i^* b_j\). Such a choice of bilinear products implies a combination of \(n_{ph}\) relative phases \(\phi_{ij}\). For the unique extraction of the amplitudes using the direct-inversion technique \[9\], we thus need \(2n_{ph}\) real trigonometric functions, i.e. both cosine and sine for each relative phase.

Moravcsik’s theorem, stated in the next section, is basically a technique on how to obtain unique solutions using minimally only \(n_{ph}\) instead of \(2n_{ph}\) trigonometric functions. Halving of the real degrees of freedom required will then naturally also lead to a reduction of the number of necessary observables.

### III. MORAVCSIK’S THEOREM

First, Moravcsik’s theorem shall be cited in its original formulation, from page 2 of reference \[30\]. Everything printed in italics in the following is a verbatim citation:

**Theorem 1 (Original theorem by Moravcsik):**

The criterion and its proof will be described in the language of a geometrical analog, similar to the one used in a previous paper\[1\] discussing the determination of amplitudes. Let us denote each amplitude by a point, and each bilinear amplitude product by a line connecting the points that correspond to the amplitudes that appear in the product. The line is solid if we have \(\text{Re} [b_i^* b_j]\), and broken (dashed) for \(\text{Im} [b_i^* b_j]\).

For even just a complete (and not fully complete) determination of the amplitudes, the set of lines in our diagram corresponding to a complete set of bilinear combinations of amplitudes (“bilinear products”) must touch each amplitude point and must form a connected network.

To be fully complete\[3\], the network must also satisfy the following two criteria:

(A) Each amplitude must be included in a closed loop.

(B) At least one closed loop belonging to each amplitude point must have an odd number of broken lines and an odd number of solid lines in it.

This ends the verbatim citation of Moravcsik’s theorem. In this work, we start with a slightly modified requirement, which represents a special case of the networks considered in Moravcsik’s theorem, and then formulate and prove a modified version of the theorem:

**Theorem 2 (Modified version of Moravcsik’s result):**

We consider the situation which Moravcsik calls the ‘most economical’ \[30\] version of a complete set in the geometrical analog, i.e. a large open chain which contains all amplitude points, and consists of \(N - 1\) lines for a problem with \(N\) amplitudes.

Then, we want to turn this open chain into a fully complete set, by adding one additional connecting line which turns it into a closed loop of \(N\) lines, and which has to contain all amplitude points exactly once. Furthermore, in such a closed loop every amplitude point is touched by exactly 2 link-lines (or edges).

Such a closed loop corresponds to a unique solution, without discrete ambiguities, if it fulfills the following criterion, which is a bit different and seemingly simpler than in Moravcsik’s case:

(B') The closed loop has to contain an odd number of dashed lines \(n_d \geq 1\).

In particular, contrary to criterium (B) of Moravcsik, the closed loop has to contain no solid lines at all, i.e. in case of an odd number of links \(N\), the closed loop with \(n_d = N\) is still a fully complete set.

Furthermore, it is completely irrelevant which of the bilinear products are represented by the dashed lines, as long as the overall number \(n_d\) is odd.

In order to illustrate the somewhat abstract requirements formulated in the theorem, we show three examples for fully complete closed loops for the reaction of pseudoscalar meson photoproduction, i.e. \(N = 4\) amplitudes, in Figure \[1\]. A much more detailed discussion of this process, as well as others, can be found in section IV.

A detailed proof of Theorem 2 can be written, using the knowledge on the discrete ambiguity transformations \[5\].

---

\(3\) The complex exponential \(\exp \phi_{jk} = \cos \phi_{jk} + i \sin \phi_{jk}\) is uniquely invertible on the interval \(\phi_{jk} \in [0, 2\pi]\). Compare this to the cosine- and sine-type ambiguities given in equations (9) and (10).

\(4\) Here, Moravcsik cites the reference \[32\].

\(5\) Moravcsik distinguishes among *fully complete* networks, which are those that yield a unique solution, and *complete* ones, which still allow for discrete phase ambiguities, but do not allow for continuous ambiguities.
FIG. 1. The diagrams show three closed loops which satisfy the criteria posed in order to obtain a unique solution, according to Theorem 2. The exemplary case of pseudoscalar meson photoproduction, i.e. \( N = 4 \), was chosen. Green dashed lines represent the imaginary part of a bilinear product, while the real part is shown as a blue solid line. For more details, see section IV (Color online)

and [8] mentioned in section [1]. Due to its length, the proof has been relegated to appendix [A]. Within the proof, heavy use is made of consistency relations for the relative phases (cf. references [20, 21]) corresponding to the different bilinear products. The proof is in principle the same as in Moravcsik’s paper [30]. However, we make an attempt at proving some crucial intermediate steps in a more formal way. Furthermore, the above-mentioned special case of \( n_d = N \) (for \( N \) odd) is discussed as well.

At the end of the proof, we elaborate a bit more on singular special cases which can theoretically endanger the validity of the theorem. Such special cases occur on sets of measure zero in the parameter-space comprised of the relative phases. Therefore, at least in a treatment of complete experiments that assumes the case of vanishing measurement uncertainty, these special cases can probably be ignored (Moravcsik gives similar comments on page 2 of his original work [30]). We remark that Nakayama finds very similar special conditions for the relative phases in his work on pseudoscalar meson photoproduction [21].

For the minimal possible case of a closed loop with all amplitudes appearing exactly once, we have exactly \( N \) relative phases

\[
\phi_{ii}, \phi_{ij}, \phi_{jr}, \ldots, \phi_{pq}, \phi_{q1}.
\]

(10)

Using binomial coefficients, the possible number of fully complete combinations according to Theorem 2 can be simply counted. In case the total number of amplitudes \( N \) is odd, the fully complete combinations amount to

\[
N_{\text{comb.}} = \sum_{k=0}^{(N-1)/2} \binom{N}{2k+1}.
\]

(11)

while for \( N \) even, the correct expression is

\[
N_{\text{comb.}} = \sum_{k=0}^{(N-2)/2} \binom{N}{2k+1}.
\]

(12)

These expressions are evaluated for the first few cases of \( N = 2, \ldots, 8 \) in Table [1].

It is seen that generally, the number of fully complete combinations in the minimal closed loop [10] scales with \( N \) as:

\[
N_{\text{comb.}} = 2^{(N-1)}.
\]

(13)

Generally, Moravcsik’s theorem in this slightly modified form always requires \( 2N \) real quantities out of the bilinear products [3], i.e. \( N \) moduli [1] plus \( N \) real- or imaginary parts, in order to uniquely solve for the amplitudes. This already seems to imply that \( 2N \) is also the absolute minimal number of required quantities from the observables-basis [1], which has been mentioned as an empirical fact in the introduction. The only question that remains is whether the quantities \( b^* b \) map in a simple one-to-one way to the observables \( O^b \).

In order to address this last point, among others, we discuss examples for particular reactions in the next section.

| \( N \)  | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| --- | --- | --- | --- | --- | --- | --- | --- |
| \( N_{\text{comb.}} \) | 2 | 4 | 8 | 16 | 32 | 64 | 128 |

TABLE I. The number of possible complete combinations for a minimal closed loop [10] is evaluated for \( N = 2 \) to 8.
### IV. BASIC EXAMPLES

We continue with the consideration of the minimal closed loops with exactly \( N \) links, which have been introduced in the previous section (see equation \( (10) \)). The examples of \( N = 2, 3 \) and 4 transversity amplitudes are treated in this section.

For all these examples, we have to find the full number of possible topologies for the closed loops, with \( N \) points connected via \( N \) links and exactly 2 links connected to each point. For \( N = 2, 3 \) and 4, this task can be completed by hand, while for all higher \( N \) it becomes increasingly cumbersome (see the results for electroproduction, i.e. \( N = 6 \), in Figures 3 and 10 of section VI).

Therefore, a Mathematica-code [36] has been developed for this work, which can complete this task automatically for in principle arbitrary number \( N \).

#### A. \( N = 2 \) (Pion-Nucleon scattering)

The reaction of Pion-Nucleon (\( \pi N \) scattering) is described model-independently by 2 amplitudes, which are accompanied by 4 observables [27, 37].

| Observable Bil.-form Shape-class | \( |b_1|^2 + |b_2|^2 = \sigma_0 \) | \( |b_1|^2 - |b_2|^2 = \sigma_1 \) |
|---------------------------------|---------------------------------|---------------------------------|

\( \sigma_0 \) and \( \sigma_1 \) are the observables for the two different classes, which correspond to the shapes of the defining matrices. The algebra of the matrices is given in appendix A. The consistency relation for \( \pi N \)-scattering, one needs all 4 observables in order to obtain a complete set (cf. the introduction of [27]).

All observables can be defined in terms of (extended) Pauli matrices \( \hat{\sigma}^\alpha \), as written in Table II. The corresponding matrices are listed in appendix A. The observables have the generic form \( (1) \) with \( c^\alpha = 1 \) for all \( \alpha \) and the defining matrices satisfy the orthogonality relation \( (2) \) with \( N = 2 \). For the sake of clarity, it is very useful to divide the matrices into different classes according to their shape (as it has been done in reference [20] for the case of photoproduction). Here, we have two matrices in a diagonal shape-class ‘D’ and two matrices of anti-diagonal shape ‘AD’.

For the considered case of \( N = 2 \), there exists only one possible topology to form a minimal closed loop with this particular number of points, which is shown in Figure 2. This single topology is the starting point in order to derive all the fully complete loops.

#### FIG. 2. The diagram shows the only possible topology that exists for a closed loop formed out of 2 points. As stated in section III, each point refers to one of the two amplitudes. A solid black line connecting two points represents in this case either a real- or imaginary part of a particular bilinear product. This topology can then be used to derive the fully complete sets of observables for Pion-Nucleon scattering, using Theorem 2 from section III (Color online).

All the closed loops which represent fully complete sets, according to Theorem 2, are shown in Figure 3. All the remaining closed loops, which correspond to combinations that still leave some discrete phase ambiguities unresolved, are collected in Figure 4.

Looking at the possibilities of fully complete combinations in Figure 3, it is seen that, assuming the moduli \( |b_1| \) were known, these combinations would be equivalent to

\[ (\cos \phi_{12}, \sin \phi_{21}), \text{ or } (\sin \phi_{12}, \cos \phi_{21}). \]  

Comparing with Table II, we see indeed that the theorem reproduces the well-known statement which says that for Pion-Nucleon scattering, one needs all 4 observables in order to obtain a complete set (cf. the introduction of [27]).

It is clear that for a single relative-phase \( \phi_{12} \), both sine and cosine are needed to uniquely fix \( \phi_{12} \in [0, 2\pi) \). For illustrative purposes, we look at the \( \pi N \)-problem again, but in the language of the modified form of Moravcsik’s theorem. The following derivation is the simplest possible special case of the general theorem proven in appendix A. The consistency relation for \( \pi N \) scattering looks simple. It reads:

\[ \phi_{12} + \phi_{21} = 0. \]  

Now, take for instance the fully complete combination from example 1.2 in Figure 3 i.e. (\( \sin \phi_{12}, \cos \phi_{21} \)). We write down all the possible cases for the consistency relation \( (15) \) for this set, i.e. (cf. equations (6) and (8)):

\[ \alpha_{12} + \alpha_{21} = 0, \]  
\[ \alpha_{12} - \alpha_{21} = 0, \]  
\[ \pi - \alpha_{12} + \alpha_{21} = 0, \]  
\[ \pi - \alpha_{12} - \alpha_{21} = 0. \]
FIG. 3. For $N = 2$ transversity amplitudes ($\pi N$ scattering), the closed loops which yield unique solutions, i.e. the fully complete loops are shown here. Each point refers to one of the two amplitudes. A solid blue line connecting two points represents the real part of a particular bilinear product and a dashed green line represents the imaginary part of the respective bilinear product. The direction of a line connecting two points is irrelevant. For instance, a dashed green line connecting points 1 and 2 can be tantamount to $\text{Im} \left[ b_1 b_2^* \right]$, i.e. $\sin \phi_{12}$, or to $\text{Im} \left[ b_2 b_1^* \right]$, i.e. $\sin \phi_{21}$, respectively. Thus, the sequence of indices in a bilinear product leads (in the case of dashed lines) only to a difference in sign, which is not important for the discussion of discrete ambiguities. (Color online)

FIG. 4. All the closed loops which still leave discrete phase ambiguities unresolved are collected here for $N = 2$ transversity amplitudes ($\pi N$ scattering). (Color online)

It is seen that indeed all of these equations are linearly independent (cf. appendix A) and thus all discrete phase ambiguities are resolved. We look next at the example number 1.4 from Figure 4, which is not fully complete, i.e. ($\sin \phi_{12}, \sin \phi_{21}$). The cases for the consistency relation (15) read

\begin{align*}
\alpha_{12} + \alpha_{21} &= 0, \quad (20) \\
\alpha_{12} + \pi - \alpha_{21} &= 0, \quad (21) \\
\pi - \alpha_{12} + \alpha_{21} &= 0, \quad (22) \\
\pi - \alpha_{12} + \pi - \alpha_{21} &= -\alpha_{12} - \alpha_{21} = 0. \quad (23)
\end{align*}

In this case, the equations (20) and (23), as well as equations (21) and (22), form linearly dependent pairs. Therefore, there still remain unresolved discrete phase ambiguities.

In summary, all $2N = 4$ observables are required for completeness in Pion-Nucleon scattering, which thus exhaust all the available shape-classes.

B. $N = 3$ (mathematical example, constructed using the Gell-Mann matrices)

We consider an example with $N = 3$ transversity amplitudes, which does not seem to have a physical analogue but can still be studied for purely academic purposes. In order to obtain a mathematical example with 3 amplitudes, it makes sense to define the observables via the Gell-Mann matrices $\lambda^\alpha$, extended with the identity (for a listing of the Gell-Mann matrices, see for instance [38]). The definitions of the full set of 9 resulting observables are written in Table III. The defining matrices are collected in appendix B.

All observables have the generic form (1) with $c^\alpha = 1/2$ and the extended Gell-Mann matrices, in the normalization chosen here, satisfy equation (2) with $\tilde{N} = 2$. The shape-classes consist of one class with 3 diagonal observables 'D', as well as three non-diagonal shape-classes with 2 observables each. The non-diagonal observables are divided into one class of anti-diagonal shape ('AD') and two classes of matrices with parallelogram-shape ('P1' and 'P2').

For $N = 3$, as well as for the case of $N = 2$, there exists only one possible start-topology usable to form minimal closed loops, which is shown in Figure 5. The closed circular loops corresponding, according to Theorem 2, to fully complete sets are shown in Figure 6. Since $N$ is odd in this case, we also have a fully complete combination which is composed of dashed lines exclusively (cf. the special case remarked in the proof in appendix A). The loops which are not yet fully complete, i.e. which have an even number of dashed lines and thus leave unresolved discrete ambiguities, are not shown explicitly.

7 To be more precise, in the literature consulted for this work, we did not find a physical example for a process described by $N = 3$ amplitudes. The simplest example for an odd number of amplitudes, at least as far as we know right now, is Nucleon-Nucleon elastic scattering with $N = 5$ (see reference 39).
Table III. The definitions of observables in the example with \( N = 3 \) amplitudes are collected here. The matrices defining the bilinear forms are given in appendix [A].

We remark that the standard assumption has been made that the moduli \( |b_i| \) are already known, or equivalently, that the three observables \( (O^1, O^4, O^9) \) have already been measured. Then, comparing to the definitions in Table [II] it is seen that the fully complete sets correspond in each case to the three quantities from shape-class ‘D’ plus one of the following four possible sets of observables

\[
\begin{align*}
(O_2^1, O_2^4, O_2^9), & \quad (O_2^1, O_2^4, O_2^9), \\
(O_2^1, O_2^4, O_2^9), & \quad (O_2^1, O_2^4, O_2^9), \\
(O_4^1, O_4^2, O_4^9), & \quad (O_4^1, O_4^2, O_4^9), \\
(O_4^1, O_4^2, O_4^9). & \quad \text{(24)}
\end{align*}
\]

The completeness of these sets follows from the fundamental consistency relation (cf. the discussion in section [IV]A and the general proof in appendix [A])

\[
\phi_{12} + \phi_{23} + \phi_{31} = 0.
\]

We see that \( 2N = 6 \) observables can yield a unique solution for the amplitudes. Therefore, a reduction from the full set of 9 observables has occurred. Again, as was the case for \( N = 2 \), the complete sets have to be selected from all 4 available shape-classes. The completeness of the sets (24) has been verified numerically.

C. \( N = 4 \) (pseudoscalar meson photoproduction)

In case of pseudoscalar meson photoproduction, one has 4 amplitudes and 16 polarization observables [20][21]. The latter are defined using the \( 4 \times 4 \) Dirac-matrices \( \Gamma^a \), as written in Table [IV]. The Dirac-matrices are listed in appendix [B] (reference [20] originally pointed out the importance of these matrices in this particular context).

The observables have the generic form (1) with \( c^{\alpha} = 1/2 \) and the Dirac-matrices satisfy orthogonality (2) with \( N = 4 \). There exist 4 shape-classes of diagonal (‘D’), right-parallelogram (‘PR’), anti-diagonal (‘AD’) and left-parallelogram (‘PL’) type (cf. ref. [20]). Every shape-class contains 4 observables. The diagonal shape-class ‘D’ contains the unpolarized differential cross section and the 3 single-spin observables. Each of the 3 non-diagonal shape-classes matches exactly to one of the three groups of Beam-Target (BT), Beam-Recoil (BR), and Target-Recoil (TR) experiments, as indicated in Table [IV]. For the observables in the non-diagonal shape-classes, we use the intuitive systematic notation introduced by Nakayama [21].

For \( N = 4 \), there exists a novelty compared to both cases treated previously. Now, there exists 3 possible topologies for the minimal closed loops formed out of \( N = 4 \) points, which are all shown in Figure 7. Each of these topologies can now be used as a starting point to derive fully complete closed loops.

All the fully complete combinations of real- and imagi-
binary parts of bilinear products can again be found using Theorem 2. For instance, for the closed loops stemming from topology 2 of Figure 7 all the fully complete combinations are shown in Figure 8. We again refrain from showing all the remaining closed loops, which still leave unresolved discrete phase ambiguities, explicitly. Examples for fully complete closed loops that do not derive from the circular type topology 2 can be seen in Figure 3 of section 111.

It is worth spending more time and effort on the elaboration of the differences between the case of photoproduction, i.e. \( N = 4 \), and the cases of \( N = 2 \) and 3 which have been discussed above.

When considering the definitions collected in Table IV it becomes clear that in the case of \( N = 4 \), there does not exist a direct connection between observables and real- and imaginary parts of bilinear products any more. Rather, any non-diagonal observable \( O_{\nu,\pm}^n \) (for \( n = a, b, c \)) mixes two such real- and/or imaginary parts.

The physical reason for this behavior is not fully clear right now. Mathematically it is simply true due to the defining properties of the Dirac \( \tilde{\Gamma} \)-matrices, as opposed to Pauli- or Gell-Mann matrices in the cases treated before.

Thus, the actual observables \( \mathcal{O} \) in photoproduction do not isolate real- and imaginary parts of bilinear products any more. To accomplish this task, one has to define modified observables \( \tilde{\mathcal{O}} \), according to (26):

\[
\tilde{\mathcal{O}}^n_{1\pm} := \frac{1}{2} (O^n_{1+} \pm O^n_{1-}) , \ n = a, b, c, \quad (26)
\]

\[
\tilde{\mathcal{O}}^n_{2\pm} := \frac{1}{2} (O^n_{2+} \pm O^n_{2-}) , \ n = a, b, c. \quad (27)
\]

Comparing to Table IV it is seen quickly that indeed each \( \tilde{\mathcal{O}} \) is exactly equal to the real- or imaginary part of a particular bilinear product. However, the necessity to change observables as defined in equations (26) and (27) leads to the fact that the complete sets according to Moravcsik’s theorem do not map to the complete sets according to Chiang/Tabakin [20, 21] in a simple way any more.

As an example, we consider the fully complete loop from case 2.1 shown in Figure 3. According to the rules established before, this case corresponds to the following set of real- and imaginary parts:

\[
\text{Im} \{ b_1b_2^* \}, \text{Re} \{ b_2b_3^* \}, \text{Re} \{ b_3b_4^* \}, \text{Re} \{ b_4b_1^* \} , \quad (28)
\]

This combination is equivalent to the following set of

\[
\text{Im} \{ b_1b_2^* \}, \text{Re} \{ b_2b_3^* \}, \text{Re} \{ b_3b_4^* \}, \text{Re} \{ b_4b_1^* \} , \quad (28)
\]

This definition does not include the diagonal observables.
FIG. 7. The diagrams show the 3 distinct possible topologies that exist for closed loops formed using $N = 4$ points. Each topology can then be used as a starting point to derive fully complete sets for pseudoscalar meson photoproduction, according to Theorem 2 from section III.

FIG. 8. For the example with $N = 4$ transversity amplitudes (photoproduction), the closed circular loops which yield unique solutions, i.e. those coming from topology 2 in Figure 7 are shown here. These are all the closed loops with an odd number of dashed green lines (i.e. imaginary parts). (Color online)

modified observables $\hat{\mathcal{O}}$:

$$
|b_1| |b_2| \sin \phi_{12} \equiv \hat{\mathcal{O}}_{1+}^{1} = \frac{1}{2} \left( \mathcal{O}_{1+}^{1} + \mathcal{O}_{1-}^{1} \right),
$$

$$
|b_2| |b_3| \cos \phi_{23} \equiv \hat{\mathcal{O}}_{2-}^{2} = \frac{1}{2} \left( \mathcal{O}_{2+}^{2} - \mathcal{O}_{2-}^{2} \right),
$$

$$
|b_3| |b_4| \cos \phi_{34} \equiv \hat{\mathcal{O}}_{2-}^{3} = \frac{1}{2} \left( \mathcal{O}_{2+}^{3} - \mathcal{O}_{2-}^{3} \right),
$$

$$
|b_1| |b_4| \cos \phi_{14} \equiv \hat{\mathcal{O}}_{2+}^{4} = \frac{1}{2} \left( \mathcal{O}_{2+}^{4} + \mathcal{O}_{2-}^{4} \right),
$$

where for comparison, we also write down the corresponding definitions in terms of actual observables $\mathcal{O}$. Finally, since we assume the moduli $|b_i|$ as already known, our example for a fully complete closed loop is equivalent to the following set of sines and cosines:

$$
\sin \phi_{12}, \cos \phi_{23}, \cos \phi_{34}, \cos \phi_{14}.
$$

One can check quickly that this set is complete according to Theorem 2, by writing down all the possible discrete
phase ambiguities and enumerating all the cases for the fundamental consistency relation
\[ \phi_{12} + \phi_{23} + \phi_{34} + \phi_{41} = 0. \]  
(34)

In this way, a set of linearly independent relations will emerge, as shown in the proof of Theorem 2 (cf. appendix A).

However, the mismatch to the results of Chiang/Tabakin becomes apparent, since in order to evaluate the 4 modified observables

\[ \{ \hat{O}_{2+}^b, \hat{O}_{2-}^b, \hat{O}_{1+}^c, \hat{O}_{2-}^c \}, \]  
(35)

one needs the following set of 6 actual observables

\[ \{ \sigma_2^b, \sigma_2^b, \sigma_1^c, \sigma_1^c, \sigma_2^c, \sigma_2^c \} . \]  
(36)

Combined with the 4 group S observables, which have to be used in order to fix the 4 moduli, it is seen that the set \( \{36\} \) coming from the modified version of Moravcsik's theorem actually amounts to a total of 10 observables, and not 8 as in the case of Chiang/Tabakin \( [20, 21] \). This seems to be generally the case for photoproduction: the minimal fully complete closed loops according to Moravcsik lead to sets of polarization observables which are slightly over-complete (by 2 observables, to be exact).

Due to this mismatch of results, we will in the following distinguish 'Moravcsik-complete' sets, which may contain more than 2\( N \) observables, and '(absolutely) minimal complete sets' with exactly 2\( N \) observables.

Every possible topology from Figure I leads to 8 possible fully complete closed loops and each of these loops can again, using Table IV, be seen to imply a set of observables, just as for the loop 2.1 discussed above. In this way, we can derive 24 Moravcsik-complete sets of observables, from which however only 12 turn out to be non-redundant. For these 12 complete sets, the non-diagonal observables contained in them are listed in Table V.

It is only reasonable to assume that the complete sets of observables derived from the fully complete loops according to Moravcsik contain the complete experiments according to Chiang/Tabakin as subsets. In all cases we considered so far, this was indeed the case.

In case of the six observables \( \{36\} \) from our example, i.e. loop 2.1 of Figure I, a comparison with the results in references \( [20, 21] \) shows that they contain the following absolutely minimally complete subsets:

\[ \{ \sigma_2^b, \sigma_2^b, \sigma_1^c, \sigma_1^c \} , \text{ or } \]  
(37)

\[ \{ \sigma_2^b, \sigma_2^b, \sigma_1^c, \sigma_2^c \} . \]  
(38)

In case either \( \{37\} \) or \( \{38\} \) were considered, one would always have a set of two redundant (or superfluous) observables within the example \( \{36\} \), i.e. either

\[ \{ \sigma_1^c, \sigma_2^c \} \text{ or } \{ \sigma_1^c, \sigma_2^c \} . \]  
(39)

Then, it should always be possible to use the 4 observables in the minimal complete set, i.e. sets like \( \{37\} \) or \( \{38\} \), in order to determine the redundant ones.

| Set-Nr. | Observables | Set-Nr. | Observables |
|--------|-------------|--------|-------------|
| 1      | \( \sigma_2^b, \sigma_2^b, \sigma_1^c, \sigma_1^c \) | 7      | \( \sigma_2^b, \sigma_2^b, \sigma_1^c, \sigma_1^c \) |
| 2      | \( \sigma_2^b, \sigma_2^b, \sigma_1^c, \sigma_1^c \) | 8      | \( \sigma_2^b, \sigma_2^b, \sigma_1^c, \sigma_1^c \) |
| 3      | \( \sigma_2^b, \sigma_2^b, \sigma_1^c, \sigma_1^c \) | 9      | \( \sigma_2^b, \sigma_2^b, \sigma_1^c, \sigma_1^c \) |
| 4      | \( \sigma_2^b, \sigma_2^b, \sigma_1^c, \sigma_1^c \) | 10     | \( \sigma_2^b, \sigma_2^b, \sigma_1^c, \sigma_1^c \) |
| 5      | \( \sigma_2^b, \sigma_2^b, \sigma_1^c, \sigma_1^c \) | 11     | \( \sigma_2^b, \sigma_2^b, \sigma_1^c, \sigma_1^c \) |
| 6      | \( \sigma_2^b, \sigma_2^b, \sigma_1^c, \sigma_1^c \) | 12     | \( \sigma_2^b, \sigma_2^b, \sigma_1^c, \sigma_1^c \) |

TABLE V. The 12 distinct possibilities to form complete sets according to Moravcsik for photoproduction are shown here. In each case, 6 observables are listed which have to be picked in addition to the 4 single-spin observables \( \{\sigma_0, \Sigma, T, P\} \) (cf. Table IV).

As a proof of concept, we want to demonstrate this procedure here for the example-set \( \{37\} \). This means, we determine the superfluous observables \( \{\sigma_1^c, \sigma_2^c\} \) from the minimal complete set \( \{37\} \). In the following, we only sketch the derivation. All further details can be found in appendix C.

We begin by employing constraints among the 4 observables within the group c (similar to the Fierz-identities listed in reference \( [20] \)). Considering the definitions in Table IV, as well as the definitions of the modified observables \( \{26\} \) and \( \{27\} \), it becomes apparent that the following constraints hold:

\[ (\hat{O}_{1+}^c)^2 + (\hat{O}_{2+}^c)^2 = |b_1|^2 |b_2|^2 , \]  
(40)

\[ (\hat{O}_{1-}^c)^2 + (\hat{O}_{2-}^c)^2 = |b_3|^2 |b_4|^2 . \]  
(41)

Using these two quadratic equations, it is possible to derive expressions for the observables \( \{\sigma_1^c, \sigma_2^c\} \) in terms of the two quantities \( \{\sigma_1^c, \sigma_2^c\} \). However, there remains a four-fold discrete ambiguity in the result. In appendix C, we denote the corresponding solutions as \( (\hat{O}_{3-})_I, (\hat{O}_{4-})_I \) with sub-scripts 'I', 'II', '+' and '-' that label the 4 ambiguities.

These remaining ambiguities cannot be resolved using observables from the group c alone. Instead, one has to find some way to transfer information from the group b observables, which are also contained in the complete set \( \{37\} \), to the group c observables. This task is accomplished using the following consistency relation, which represents a unique relation connecting the relative phases from both groups:

\[ \phi_{12} + \phi_{34} + \phi_{14} - \phi_{23} = 0 . \]  
(42)

Taking the cosine and sine of both sides of this relation, the following constraints can be derived among the observables of group c and the relative phases belonging to
group $b$

\[
\hat{O}_2^{-} + \hat{O}_2^{+} - \hat{O}_1^{+} + \hat{O}_1^{-} = |b_1||b_2||b_3||b_4| \cos (\phi_{14} - \phi_{23}),
\]

\[
\hat{O}_1^{+} + \hat{O}_2^{+} + \hat{O}_2^{-} + \hat{O}_1^{-} = |b_1||b_2||b_3||b_4| \sin (\phi_{14} - \phi_{23}).
\]

As can be seen from the definitions in Table IV, the two observables from class $b$ in the set (37) are fully equivalent to the cosines of the respective relative phases. Therefore, we obtain the following 4-fold discrete phase-ambiguity for the phases of the terms on the right-hand-sides of (43) and (44):

\[
\phi_{14}^{\pm} - \phi_{23}^{\pm}.
\]

Appendix C contains more details on how the two additional constraints (43) and (44), together with the phase-information contained in (45), can be used in order to resolve the four-fold discrete ambiguity and thus complete the unique determination of the two quantities ($\hat{O}_2^{+}, \hat{O}_2^{-}$). We remark that all the derivations and mathematical statements made here and in Appendix C have been checked using Mathematica. Furthermore, the approach is very similar in spirit to reductions performed in the work by Arenhövel and Fix. However, the details of both procedures are slightly different.

In summary, the modified form of Moravcsik’s theorem implies complete sets of 10 observables for pseudoscalar meson photoproduction (see Table V), which represents a reduction from the full set of 16 observables. We see that these observables have to be picked from 3 of the 4 available shape-classes. Thus, also with respect to shape-classes, a reduction has occurred, other than in the case of $N = 2$ and 3. Starting from a Moravcsik-complete set of 10 observables, it is possible to reduce further down to an absolutely minimal subset containing 8 observables.

V. USEFULNESS OF MORAVCSIK’S THEOREM FOR CASES OF HIGHER $N$

The real strength of Moravcsik’s theorem lies in the fact that it is formulated for an arbitrary number of amplitudes $N$. Thus, it may become really useful as a simple criterion for the (pre-) selection of slightly over-complete experiments for processes which feature even more than 4 amplitudes! Examples of current experimental interest are here certainly the electroproduction of one pseudoscalar meson ($N = 6$), the photoproduction of two pseudoscalar mesons ($N = 8$), or the photoproduction of vector mesons ($N = 12$).

Furthermore, this pre-selection of complete sets according to the modified version of Moravcsik’s theorem can be completely automated on a computer, as has been done in the Mathematica-code written for this work. From the results obtained in section IV we can extract the following set of steps for a generic problem with $N$ amplitudes:

(i) Find all possible topologies for a closed loop with $N$ points (or vertices) and $N$ links (or edges). Each point has to attach to exactly 2 link-lines. The number of possible topologies is equal to 1 for $N = 2$ and $N = 3$, and equal to $\frac{(N-1)!}{2}$ for all $N \geq 4$.

(ii) Use each topology obtained in step (i) as a starting-point to derive $\mathcal{N}_{\text{comb.}}$ complete sets of real- and imaginary parts of bilinear products, or equivalently of cosines and sines of relative phases, according to Theorem 2 (cf. Table I).

(iii) Implement an association which assigns to each real- or imaginary part of a particular bilinear product a certain set of polarization observables. The particular association depends on each case of $N$ amplitudes under consideration and can be extracted from the Tables which collect the definitions of the observables (cf. Tables II, III and IV from section IV). Apply this association to the results of step (ii). In this way, the complete sets according to the modified form of Moravcsik’s theorem are obtained. The number of such sets amounts to exactly:

\[
\text{[no. of topologies from step (i)]} \times \mathcal{N}_{\text{comb.}}. \quad (46)
\]

(iv) Investigate the complete sets obtained in step (iii) and remove possibly redundant combinations, in case they are present. This yields the final result, i.e. a unique collection of complete sets of observables according to the modified version of Moravcsik’s theorem, with every combination appearing exactly once.

It is possible to write a code which just needs the number $N$, as well as the association needed in step (iii), as input. Then, the complete sets according to the modified form of Moravcsik’s theorem are obtained automatically as a list.

For all $N \geq 4$, step (iv) will probably yield complete sets which contain more observables than the absolute minimal number $2N$ required for a complete experiment. In order to show that a particular set of $2N$ observables is complete, one then has to apply algebraic reductions to a suitable Moravcsik-complete set obtained from step (iv). An example for such a reduction has been discussed at the end of section IV for $N = 4$ amplitudes. It is very likely that similar tactics work for cases of higher $N$, but the complexity of the required calculations promises to increase rapidly.

In order to illustrate the above-given procedure, the case of pseudoscalar meson electroproduction is treated as an example in the next section.
VI. PSEUDOSCALAR MESON ELECTROPRODUCTION \( (N = 6) \)

The reaction of pseudoscalar meson electroproduction is described by \( N = 6 \) amplitudes, which are accompanied by 36 polarization observables \[29\]. The expressions for the observables are collected in Table \( \text{VII} \) and the \( 6 \times 6 \) Dirac-matrices \( \tilde{T}^a \), which define the observables as bilinear forms, are shown in appendix \[3\].

In the normalization-convention chosen here, the Dirac matrices for electroproduction satisfy the orthogonality relation \[2\] with \( N = 4 \). The matrices (and thus also the observables) can be grouped into 10 overall shape-classes. Two shape-classes contain diagonal observables. One of them, called \('D1'\), contains 4 observables which correspond to matrices with non-vanishing entries in the first 4 diagonal elements. The second diagonal shape-class, called \('D2'\), contains 2 matrices with non-vanishing entries in the fifth and sixth diagonal element.

The remaining 30 observables are divided into 8 non-diagonal shape-classes, which comprise four shape-classes of anti-diagonal structure (\('AD1', \ldots, 'AD4'\)), three shape-classes of right-parallelogram type (\('PR1', \ldots, 'PR3'\)) and one class of left-parallelogram structure (\('PL1'\)). All non-diagonal shape-classes contain 4 observables each, apart from class \('AD2'\) which contains just 2 quantities. The normalization-factor \( c^a \) is equal to 1/2 for all shape-classes except for \('D2'\) and \('AD2'\). For the latter two classes, we have \( c^a = 1/\sqrt{2} \).

For the electroproduction problem with \( N = 6 \), the number of possible topologies that exist for minimal closed loops made of 6 points has increased rapidly compared to the case of photoproduction, i.e. \( N = 4 \) (cf. Figure \[7\]). Here, we obtain 60 topologies from our Mathematica code, which are all collected in Figures \[9\] and \[10\].

Each of these start topologies can be used in order to derive 32 possible fully complete loops according to Theorem 2 from section \[III\]. In Figure \[11\] we show some illustrative examples for fully complete loops deduced from topology 1 of Figure \[9\]. Each of the start topologies contained in Figures \[9\] and \[10\] also implies 32 loops that still leave discrete ambiguities (those with an even number of dashed lines). These possibilities are not illustrated here explicitly.

As an example for the deduction of a Moravcsik-complete set, we pick the possibility 1.1 shown in Figure \[11\]. This loop implies the following combination of cosines and sines (or equivalently, real- and imaginary parts):

\[
\sin \phi_{12}, \cos \phi_{24}, \cos \phi_{46}, \cos \phi_{56}, \cos \phi_{35}, \cos \phi_{13}. \quad (47)
\]

Looking at Table \( \text{VII} \) we again observe the problem that the polarization observables do not isolate the real- and imaginary part of the bilinear products. Instead, we can again define modified observables according to the equations \[26\] and \[27\] used for photoproduction. These two equations can be used for all non-diagonal shape-classes except for the class \('AD2'\), where such a separation is however also not necessary (cf. Table \[VI\]).

In this way, we obtain the following set of non-diagonal observables which corresponds to the loop 1.1 from Figure \[11\]

\[
\{ \mathcal{O}_a^0, \mathcal{O}_a^1, \mathcal{O}_a^c, \mathcal{O}_a^d, \mathcal{O}_a^h \}. \quad (48)
\]

We see that these 7 quantities, in combination with the 6 diagonal observables which are always assumed to be measured, form a Moravcsik-complete set composed of 13 polarization observables. The number 13 is the minimal number of observables contained in any Moravcsik-complete set we found for electroproduction, using the topologies from Figures \[9\] and \[10\]. Interestingly, this is only one observable above the \( 2N = 12 \) quantities which constitute an absolutely minimally complete set.

Applying the procedure described in section \[V\] using Mathematica \[38\], we find overall 776 non-redundant complete sets according to Moravcsik in the considered case of \( N = 6 \). These sets contain 64 complete sets of 13 observables and furthermore 96 complete sets composed of 14 observables, which have been collected in Tables \[VIII\] to \[XI\] of appendix \[3\]. We refrain from showing the remaining 616 Moravcsik-complete sets, which all contain more than 14 observables. We note however that the largest number of observables in a Moravcsik-complete set found in this study is 18.

We find a mismatch between the number of observables contained in the Moravcsik-complete sets and the absolutely minimal complete sets, similarly to the case of photoproduction (sec. \[IV\]). As was argued for photoproduction, it is reasonable to assume that the absolutely minimal complete sets of 12 can be found as subsets of the Moravcsik-complete sets. Then, one should in each case be able to do an algebraic reduction just as demonstrated in section \[IV\] for photoproduction.

We sketch this reduction for one particular case for electroproduction and it turns out that the Moravcsik-complete sets of 14 observables are particularly well-suited for this procedure. As an example, we consider the first set listed in Table \[XI\] i.e.

\[
\{ \mathcal{O}_{1+}, \mathcal{O}_{1-}, \mathcal{O}_{2+}, \mathcal{O}_{2-}, \mathcal{O}_{3+}, \mathcal{O}_{3-}, \mathcal{O}_{4+}, \mathcal{O}_{4-} \}. \quad (49)
\]

Using the method of phase-fixing worked out by Nakayama \[21\], as well as a complementary numerical check, we found for example the following absolutely minimal complete set as a subset of \( \{49\} \):

\[
\{ \mathcal{O}_{1+}, \mathcal{O}_{2+}, \mathcal{O}_{3+}, \mathcal{O}_{4+}, \mathcal{O}_{5+}, \mathcal{O}_{6+} \}. \quad (50)
\]

To be a bit more precise: we extended the case of \( (2 + 2) \) observables, which Nakayama describes in section III of his work on photoproduction \[23\], to the corresponding case \( (2 + 2 + 2) \) for electroproduction. This means that all cases are considered where 2 observables are selected from 3 different shape-classes. The generalization is relatively straightforward and yields the set \( \{50\} \). However, in order to extend Nakayamas full discussion of all cases from photoproduction to electroproduction, one has to discuss a number of different cases which grows very rapidly.
TABLE VI. The definitions of electroproduction observables are collected here for the diagonal observables of types D1 and D2, as well as for the non-diagonal shape-classes \( \{ a, b, c, d, e, f, g, h \} \). The definitions and sign-conventions for the observables have been taken over from reference [26]. The matrices \( \Gamma^\alpha \) have been collected in appendix [3.

For the reduction from (49) down to (50), we can use very similar steps to those performed in section IV C and appendix C. First, we employ the internal constraints of the shape-class \( c \), which are formally exactly the same as the constraints expressed in equations (40) and (41) for photoproduction (sec. IV C).

Then, we obtain expressions for \( \{ O_{1,-}, O_{2,+} \} \) in terms of \( \{ O_{1,+}, O_{2,-} \} \) but again, as in the case of photoproduction, a four-fold discrete ambiguity remains.

In order to resolve this discrete ambiguity, we need information from the remaining 4 observables in set (50), which stem from the shape-classes \( g \) and \( h \). A consistency relation among the relative-phasors of the shape-classes \( c \), \( g \) and \( h \) exists and it reads as follows

\[
\phi_{12} - \phi_{34} = \phi_{15} - \phi_{26} - \phi_{35} + \phi_{46}.
\]  

(51)
FIG. 9. The first set of 30 possibilities out of an overall number of 60 possible topologies are shown that exists for a minimal closed loop formed out of $N = 6$ points. Each topology can be used to derive the fully complete sets of observables for electroproduction, according to Theorem 2.
FIG. 10. Figure 9 is continued here. The second set of 30 out of an overall list of 60 possible topologies is shown, which exists for electroproduction.
We follow a similar tactic as in section IV C and take the sine and cosine of both sides of this phase-constraint. Then, using addition theorems, we arrive at the following set of constraints

\[
\hat{O}_{2+}^c + \hat{O}_{1+}^c - \hat{O}_{1-}^c - \hat{O}_{2-}^c = |b_1| |b_2| |b_3| |b_4| \\
\times \cos (\phi_{15} - \phi_{26} - \phi_{35} + \phi_{46}), \tag{52}
\]

\[
\hat{O}_{1+}^c + \hat{O}_{2-}^c - \hat{O}_{1-}^c - \hat{O}_{2+}^c = |b_1| |b_2| |b_3| |b_4| \\
\times \sin (\phi_{15} - \phi_{26} - \phi_{35} + \phi_{46}). \tag{53}
\]

Since the observables from classes \( g \) and \( h \) in the set \( \{50\} \) are fully equivalent to the cosines of the appearing relative-phases (cf. Table VI), we obtain the following 16-fold discrete phase-ambiguity for the terms on the right-hand-sides of \( \{52\} \) and \( \{53\} \):

\[
\phi_{15} - \phi_{26} - \phi_{35} + \phi_{46}. \tag{54}
\]

These 16 ambiguities stem entirely from discrete ambiguities of the cosine-type \( \{50\} \). Now, inserting the solutions corresponding to the 4-fold discrete ambiguity for \( \{O_{1-}, O_{2+}\} \) on the left-hand-sides and the 16 possible phase-ambiguities \( \{54\} \) on the right-hand-sides of equations \( \{52\} \) and \( \{53\} \), both equations will be able to distinguish which is the correct solution for the observables \( \{O_{1-}, O_{2+}\} \).

In summary, we have found Moravcsik-complete sets with a minimal number of 13 observables for electroproduction. This already represents a considerable reduction from the full set of 36 observables. Furthermore, these complete sets of 13 have to be selected from 6 different shape-classes, namely the 2 diagonal classes plus 4 non-diagonal ones (see Table VIII). However, we also found complete sets composed of 14 observables, which have to be selected from only 5 different shape-classes (Tables IX and X). Thus, the reduction from the full set of 10 shape-classes down to 5 is even more substantial than in the case of photoproduction (sec. IV C).

VII. CONCLUSIONS AND OUTLOOK

This work treated the theorem by Moravcsik \cite{30} on the unique extraction of amplitudes, as well as the implications drawn from it for applications to physical reactions. The theorem has been re-stated in a slightly modified form. For this form, the proof has been worked out in detail, trying to make it as formally complete and accessible as possible.

While this theorem is valid for an arbitrary number of amplitudes \( N \), we have applied it to a number of specific reactions with a rising number of amplitudes, i.e. to \( N = 2, 3, 4 \) and 6. The results are summarized in Table VII.

It is interesting to try to extract patterns from the results Moravcsik’s theorem yields for examples with different \( N \) and to compare them to the known treatments of complete sets of observables with an absolutely minimal number of \( 2N \) \cite{20,21,26}. We observe the following:

- For \( N = 2 \) and 3, the minimally complete sets according to the modified form of Moravcsik’s theorem are equal in number and content to the absolutely minimal complete sets of \( 2N \). This is not the case for the higher \( N \geq 4 \).

- Compared to the full number of available observables \( N^2 \), the modified version of Moravcsik’s theorem implies a reduction for the number of necessary observables to obtain a unique solution, for all cases but the simplest one, i.e. \( N = 2 \). For ascending numbers \( N \), the degree of this reduction increases in the sense that the number of observables from
TABLE VII. The results obtained in this work are summarized for the amplitude-extraction problems with different numbers of amplitudes \( N \). For each problem, one has \( n_{\text{obs}} = N^2 \) observables overall. The number of observables \( n_{\text{obs},\text{min}} \) contained in a minimal complete set according to the modified form of Moravcsik’s theorem is shown and compared to the absolute minimal number \( 2N \). The minimal number of different shape-classes, from which the observables have to be selected, is also shown and compared to the total number of shape-classes in the problem. The minimal number of classes is always composed of the shape-class(es) of the diagonal observables (which are always assumed to be measured), plus the minimal number of non-diagonal shape-classes implied by the modified version of Moravcsik’s theorem.

| Process                | \( N \) | \( n_{\text{obs}} = N^2 \) | \( \text{Moravcsik} \) \( n_{\text{obs},\text{min}} \) | \( \text{Moravcsik} \) \( \text{shape-cl.} n_{\text{total}} \) | \( \text{Moravcsik} \) \( \text{shape-cl.} n_{\text{min}} \) |
|------------------------|--------|-----------------|-----------------|-----------------|-----------------|
| \( \pi N \)-scattering | 2      | 4               | 2N              | 0               | 2               |
| Math. example          | 3      | 9               | 2N              | 3               | 4               |
| Photoproduction        | 4      | 16              | 2N + 2          | 6               | 4               |
| Electroproduction      | 6      | 36              | 2N + 1          | 23              | 10              |

Another feature found in other treatments of complete experiments [20, 21] re-emerges: the minimal number of different shape-classes, from which the observables in the complete sets have to be picked, does not correspond to the smallest possible one for \( N > 2 \). For instance, from earlier treatments on photoproduction [20, 21], it is known that one has to combine observables from at least 3 different shape-classes, i.e. the diagonal observables plus 2 different non-diagonal shape-classes. In case one uses the diagonal observables, plus four additional quantities from one single non-diagonal shape-class, continuous ambiguities remain [21]. This behaviour is reproduced by the modified Moravcsik’s theorem (see Table VII).

In the case of electroproduction, the modified Moravcsik’s theorem implies that complete sets have to be selected from at least 5 different shape-classes, i.e. 2 diagonal classes plus 3 non-diagonal ones. While one could also theoretically select the corresponding number of observables from just 4 different shape-classes (i.e. 2 diagonal plus 2 non-diagonal ones), this possibility is ruled out.

Furthermore, as a general feature, the difference of the total number of shape-classes to the minimal number of classes required for a complete set also rises with ascending numbers for \( N \) (see Table VII).

The applications of the modified form of Moravcsik’s theorem have already yielded interesting results. Furthermore, the possibility to extract the complete sets in a fully automated procedure is attractive. However, the mismatch between the size of the complete sets according to Moravcsik and the absolute minimum number of \( 2N \) observables, which is present for \( N \geq 4 \), remains a problem. How to obtain all the minimal sets of \( 2N \) observables using (maybe) a modified version of the approach presented here seems not at all obvious. Therefore, this mismatch deserves further investigation and it is highly probable that it can be traced back to general mathematical properties of the matrix-algebras \( \{ \Gamma^\alpha \} \) used in the formulation of the observables as bilinear forms. Still, since a master-approach on how to obtain minimal complete sets of \( 2N \) observables for problems with arbitrary \( N \) is the ultimate goal, this avenue of exploration is important.

Another possible direction of future research lies in the application of the modified approach according to Moravcsik as presented here to more complicated reactions, which are of current practical interest. In this vein, a detailed treatment of the photoproduction of two pseudoscalar mesons is prepared at the moment [40].

**Appendix A: Proof of Theorem 2**

Choose \( b_1 \) as an anchor amplitude for the whole procedure and demand it to be real: \( b_1 \equiv |b_1| = 0 \). In this way, the unknown overall phase \( \phi^W(\theta) \) is fixed. Note that the choice of \( b_1 \) as anchor amplitude is just a convention.

Now, connect amplitude-points in order to form an unbranched open chain of bilinear products:

\[
\begin{align*}
&b_1 b_i^* , b_i b_j^* , \ldots , b_p b_q^* ,
\end{align*}
\]

where the indices

\[
1, i, j, \ldots , p, q \in \{ 1, \ldots , N \}
\]

are demanded to be all different. Thus, the open chain has exactly \( N - 1 \) links.

Furthermore, as stated above, we can assume the moduli \( |W| \) to be already determined. Therefore, one can consider the following set of relative-phases corresponding to the open chain:

\[
\phi_{1i} , \phi_{ij} , \ldots , \phi_{pq}.
\]

First, let us assume that all links in the chain are provided by solid lines, i.e. that only the real parts

\[
\text{Re} \ [b_1 b_i^*] , \text{Re} \ [b_i b_j^*] , \ldots , \text{Re} \ [b_p b_q^*]
\]

...
are considered. Then, we know from the discussion in the beginning that all these real parts leave a cosine-type ambiguity (eq. [9]) for their corresponding relative phase, i.e. one has the collection of $2^{N-1}$ discrete phase ambiguities

$$\phi_{ij}^\pm = \begin{cases} +\alpha_{1i} & -\alpha_{1i} \\ -\alpha_{ij} & +\alpha_{ij} \\ \cdots & \cdots \\ +\alpha_{pq} & -\alpha_{pq} \end{cases}$$

(A5)

As a means to remove (a large part of) these discrete ambiguities, we connect the amplitudes (or, points) $q$ and 1 by a solid line, in order to close the chain and thus form a closed loop with $N$ solid link-lines. The relative-phase $\phi_{q1}$ therefore also has the cosine-type ambiguity [9].

Then, we know that whatever the correct solution is, it has to satisfy the following consistency relation for the relative phases, which has to be valid for any arrangement of $N$ amplitudes in the complex plane [10]

$$\phi_{1i} + \phi_{ij} + \ldots + \phi_{pq} + \phi_{q1} = 0.$$  \hspace{1cm} (A6)

When written down for all the possible discrete ambiguities (A5), the consistency relation reads

$$\phi_{1i}^\pm + \phi_{ij}^\pm + \ldots + \phi_{pq}^\pm + \phi_{q1}^\pm = 0,$$  \hspace{1cm} (A7)

or, when written in an alternative notation to collect the different cases (the one which we use in the remainder of the proof, and which Moravcsik also uses in his paper [30]), it becomes

$$\begin{cases} +\alpha_{1i} \\ -\alpha_{1i} \\ +\alpha_{ij} \\ -\alpha_{ij} \\ \cdots \\ +\alpha_{pq} \\ -\alpha_{pq} \\ +\alpha_{q1} \\ -\alpha_{q1} \end{cases} = 0.$$  \hspace{1cm} (A8)

The basic logic is now the following: one of the above-given $2^N$ discrete ambiguities is the correct, i.e. "true", solution to the problem. For it to be truly unique, its corresponding consistency constraint, which is one of the cases (A8), has to be linearly independent [21] from the consistency constraints of all the other cases. In case linearly dependent constraints remain, the solution is not unique.

To illustrate this point, suppose that the true solution to our problem would be given by the sign-combination

$$\alpha_{1i} - \alpha_{ij} + \ldots + \alpha_{pq} - \alpha_{q1} = 0.$$  \hspace{1cm} (A9)

When we multiply both sides of this equation by $(-1)$, it becomes

$$-\alpha_{1i} + \alpha_{ij} - \ldots - \alpha_{pq} + \alpha_{q1} = 0,$$  \hspace{1cm} (A10)

and we see that this constraint is also one of the possible cases (A8). Therefore, the consistency relations (A9) and (A10) are linearly dependent and thus a 2-fold discrete ambiguity remains. We call the corresponding solutions degenerate (cf. reference [21]).

One can convince oneself that the same statement remains to be true, no matter which sign-combination other than (A9) we would have assumed to be the true solution. Therefore, for the case with only solid lines, or real parts of bilinear products, in the loop, the general consistency relation (A6) can reduce the $2^N$-fold discrete ambiguity (A5) to a 2-fold discrete phase ambiguity, and the combination with only real parts is therefore not fully complete.

We note that in general situations, one can find linearly dependent pairs of consistency relations via the following two manipulations performed on the whole equation

* Multiplication by $(-1)$,

* Addition or subtraction of multiples of $2\pi$ on both sides of the equation. (We can do this manipulation since relations among phases are always valid modulo addition of multiples of $2\pi$.)

Now, assume that the link between amplitudes $q$ and 1 were changed from a solid to a dashed line, i.e. we would exchange only the real part $\text{Re}[bqb^*_1]$ for the imaginary part $\text{Im}[bqb^*_1]$. Then, the discrete ambiguity for the relative phase $\phi_{q1}$ changes to a sine-type ambiguity (8) and therefore the relevant cases for the consistency relation become

$$\begin{cases} +\alpha_{1i} \\ -\alpha_{1i} \\ +\alpha_{ij} \\ -\alpha_{ij} \\ \cdots \\ +\alpha_{pq} \\ -\alpha_{pq} \\ +\alpha_{q1} \\ -\alpha_{q1} \end{cases} = 0.$$  \hspace{1cm} (A11)

Again, assume some (in principle arbitrary) combination to be the true solution of the problem, for instance

$$-\alpha_{1i} + \alpha_{ij} - \ldots - \alpha_{pq} + \alpha_{q1} = 0.$$  \hspace{1cm} (A12)

Multiply the whole equation by $(-1)$ in order to get

$$+\alpha_{1i} - \alpha_{ij} - \ldots + \alpha_{pq} - \alpha_{q1} = 0.$$  \hspace{1cm} (A13)

Now, no further transformation can lead from this equation to any of the cases contained in equation (A11) for which $\alpha_{q1}$ has a minus-sign, since for any of these cases, there has to be one additional single summand of $\pi$ on the left-hand-side. This means, the candidate for a possibly degenerate constraint would then read

$$+\alpha_{1i} - \alpha_{ij} - \ldots + \alpha_{pq} + \pi - \alpha_{q1} = 0,$$  \hspace{1cm} (A14)

but it simply cannot be obtained from equation (A13) by use of the allowed transformations. The same is true in case any other starting-combination other than (A12) were assumed to be the true solution. This means that no degenerate solutions exist any more and the summand of $\pi$ in equation (A11) has fully lifted the degeneracy. This means that the considered closed loop is fully complete!

---

10 This consistency relation is also quickly verified by plugging in the definition $\phi_{ij} = \phi_i - \phi_j$ of the relative phases.
The same argument as above holds in case any link other than the connection between \( q \) and 1 (i.e. 1 \( \leftrightarrow \) i, \( i \leftrightarrow j, \ldots \)) were assumed to be the single dashed line present in a closed loop of otherwise only solid lines. Therefore, we see that in the case of only a single dashed line, the closed loop is always fully complete.

Therefore, we have learned that the sine-type ambiguities \( \{ \alpha \}_{i} \) are very important to lift degeneracies, due to the appearance of additional single 'summands of \( \pi \).

As a next step, consider the case of multiple dashed lines (i.e., imaginary parts) present in the closed loop. For instance, assume the last \( n_{d} \) links in the loop to be dashed, i.e., we look at the following possible cases for the consistency relation:

\[
\begin{pmatrix}
+\alpha_{11} \\
-\alpha_{1i}
\end{pmatrix} + \ldots + \begin{pmatrix}
+\alpha_{\ell r} \\
-\alpha_{\ell r}
\end{pmatrix} + \begin{pmatrix}
+\alpha_{rs} \\
\pi - \alpha_{rs}
\end{pmatrix} + \ldots + \begin{pmatrix}
+\alpha_{q1} \\
\pi - \alpha_{q1}
\end{pmatrix} = 0.
\]

\( n_{d} \) terms

In order to see in which general cases the degeneracies are resolved, we need some additional Lemmas\(^{[1]}\). The first Lemma is concerned with the fact that, due to relations among phases always being valid up to addition of multiples of \( 2\pi \), at most a single summand of \( \pi \) can remain in all the cases collected in equation (A15).

- **Lemma 1 (Sum of phase-variables under sine-type ambiguities):**

Consider the sum of \( n \) phase-variables \( \varphi_{i} \) \( (n \geq 2) \), i.e. real variables taking values on the interval \( [-\pi/2, \pi/2] \) and which are arguments of sine-functions:

\[
\varphi_{1} + \ldots + \varphi_{n}.
\]

(A16)

Each of the phase-variables is subject to a 2-fold discrete ambiguity of the 'sine-type', i.e.

\[
\varphi_{i} \longrightarrow \begin{cases}
\varphi_{i}, \\
\pi - \varphi_{i},
\end{cases} \quad \text{for } i = 1, \ldots, n.
\]

(A17)

Then, there exist \( 2^{n} \) cases for the form of the sum (A16), and these cases can be summarized as follows:

\[
\left\{ \frac{\varphi_{1}}{\pi - \varphi_{1}} \right\} + \left\{ \frac{\varphi_{2}}{\pi - \varphi_{2}} \right\} + \ldots + \left\{ \frac{\varphi_{n}}{\pi - \varphi_{n}} \right\} = \sum_{k=1}^{n} C_{k}^{(j)} \varphi_{k}.
\]

(A18)

On the right-hand-side of this equation, all the \( C \)-coefficients take values of either \((+1)\) or \((-1)\). The sums over double-primed coefficients \( C_{k}^{(j')} \) denote all possible cases of linear combinations of phases with an even number of \((-1)\)-signs, while the sums over single-primed coefficients \( C_{k}^{(j)} \) denote all possible cases with an odd number of \((-1)\)-signs. Moravecik has stated this result in his paper \([3]\). A proof of the statement can be found towards the end of this appendix.

The second Lemma is concerned with the transformation-behaviour of the \( C \)-coefficients under the multiplication by \((-1)\), since this is the most important transformation in the search for degenerate consistency relations.

- **Lemma 2 (Multiplication by \((-1)\)):**

Assume that Lemma 1 and equation (A18) are valid for a set of \( n \) phase-variables \( \varphi_{i} \), which are all subject to the 'sine-type' ambiguity (A17).

Assume that \( n \) were an even number. Then the following relations among \( C \)-coefficients are valid:

\[
(-1) \times C_{k}^{(j')} = C_{k}^{(\tilde{j}')},
\]

(A19)

\[
(-1) \times C_{k}^{(j'')} = C_{k}^{(\tilde{j}'')},
\]

(A20)

for suitable indices \( j', \tilde{j}' \). This means that for an even number of variables, the single-primed coefficients transform into each other under multiplication by \((-1)\) and the double-primed coefficients transform into each other under the same transformation. No mixing of single- and double-primed coefficients occurs!

If however, the number \( n \) is odd, one has

\[
(-1) \times C_{k}^{(j')} = C_{k}^{(\tilde{j}'')},
\]

(A21)

for suitable indices \( j'', \tilde{j}'' \). Thus, for an odd number of variables, single-primed and double-primed coefficients are transformed into each other under multiplication by \((-1)\). A proof of this Lemma is given at the end of this appendix.

\(^{[1]}\) To avoid an unnecessarily cluttered notation in the proofs, we change the notation for the formulation of the Lemmas.
We return now to the cases for the consistency con-

straints collected in equation (A15) and re-write this equation using Lemma 1:

\[
\left\{ \begin{array}{l}
+\alpha_{1i} \\
-\alpha_{1i}
\end{array} \right\} + \ldots + \left\{ \begin{array}{l}
+\alpha_{t\ell} \\
-\alpha_{t\ell}
\end{array} \right\} + \left\{ \begin{array}{l}
+\alpha_{rs} \\
\pi - \alpha_{rs}
\end{array} \right\} + \ldots + \left\{ \begin{array}{l}
+\alpha_{q1} \\
\pi - \alpha_{q1}
\end{array} \right\} \\
= \left\{ \begin{array}{l}
+\alpha_{1i} \\
-\alpha_{1i}
\end{array} \right\} + \ldots + \left\{ \begin{array}{l}
+\alpha_{t\ell} \\
-\alpha_{t\ell}
\end{array} \right\} + \left\{ \begin{array}{l}
\sum_{\mu,\nu} C_{\mu\nu}^{(j')} \alpha_{\mu\nu} \\
\pi + \sum_{\mu,\nu} C_{\mu\nu}^{(j')} \alpha_{\mu\nu}
\end{array} \right\} = 0. \tag{A22}
\]

The notation with a single summation-index 'k', which has been used in the Lemmas above, has been generalized to multiple summation-indices \(\mu, \nu\), but this is straightforward.

Now, assume that \(n_d\) is even. Suppose further that the true solution corresponds to a combination of signs without a summand of \(\pi\), i.e.

\[
\alpha_{1i} - \ldots + \alpha_{t\ell} + \sum_{\mu,\nu} C_{\mu\nu}^{(j')} \alpha_{\mu\nu} = 0. \tag{A23}
\]

Multiplying this equation by \((-1)\), we get

\[
-\alpha_{1i} + \ldots - \alpha_{t\ell} + \sum_{\mu,\nu} \left[ -C_{\mu\nu}^{(j')} \right] \alpha_{\mu\nu}
= -\alpha_{1i} + \ldots - \alpha_{t\ell} + \sum_{\mu,\nu} C_{\mu\nu}^{(j')} \alpha_{\mu\nu} = 0, \tag{A24}
\]

where Lemma 2 has been used in order to obtain the final form of the result. Since according to Lemma 2, the coefficients \(C_{\mu\nu}^{(j')}\) remain double-primed under the multiplication by \((-1)\), it is clear that a degenerate solution can always be found. The same is true if any combination other than equation (A23), which could also include a summand of \(\pi\), would have been assumed to be the true solution. Therefore, for \(n_d\) even, there always remains a 2-fold discrete phase-ambiguity.

Assume now that \(n_d\) is odd. Furthermore, suppose that some combination with a summand of \(\pi\) were the true solution, i.e.

\[
-\alpha_{1i} + \ldots + \alpha_{t\ell} + \pi + \sum_{\mu,\nu} C_{\mu\nu}^{(j')} \alpha_{\mu\nu} = 0. \tag{A25}
\]

We multiply this equation by \((-1)\) and use Lemma 2 in order to obtain

\[
+\alpha_{1i} - \ldots - \alpha_{t\ell} - \pi + \sum_{\mu,\nu} C_{\mu\nu}^{(j')} \alpha_{\mu\nu} = 0. \tag{A26}
\]

We add \(2\pi\) on the left-hand-side of this equation and get:

\[
+\alpha_{1i} - \ldots - \alpha_{t\ell} + \pi + \sum_{\mu,\nu} C_{\mu\nu}^{(j')} \alpha_{\mu\nu} = 0. \tag{A27}
\]

Since, according to Lemma 2, the coefficients \(C_{\mu\nu}^{(j')}\) have turned into double-primed coefficients \(C_{\mu\nu}^{(j'')}\), the sign-combination in equation (A27) corresponds to one of the cases without \(\pi\) in equation (A22). However, the summand of \(\pi\) in equation (A27) cannot be removed by any of the allowed transformations. Therefore, no degeneracy of solutions exists! The same is true if we assume any combination other than the one in equation (A25) (also one without summand of \(\pi\)) as the true solution. Therefore, for \(n_d\) odd, the closed loop always represents a fully complete set.

Note that all statements made above remain true in case one does not assume the last \(n_d\) lines in the chain to be dashed, as was done in equation (A15), but indeed any other combination of \(n_d\) link-lines in the closed loop.

The special case of a closed loop which includes only (i.e. exclusively) dashed lines remains to be discussed. This is also the case which Moravcsik [30] is (seemingly) not treating correctly.

We again collect all the consistency relations for all possible cases of discrete ambiguities and employ Lemma 1 in order to obtain:

\[
\left\{ \begin{array}{l}
+\alpha_{1i} \\
\pi - \alpha_{1i}
\end{array} \right\} + \ldots + \left\{ \begin{array}{l}
+\alpha_{pq} \\
\pi - \alpha_{pq}
\end{array} \right\} + \left\{ \begin{array}{l}
+\alpha_{q1} \\
\pi - \alpha_{q1}
\end{array} \right\} \\
= \left\{ \begin{array}{l}
\sum_{\mu,\nu} C_{\mu\nu}^{(j'')} \alpha_{\mu\nu} \\
\pi + \sum_{\mu,\nu} C_{\mu\nu}^{(j'')} \alpha_{\mu\nu}
\end{array} \right\} = 0. \tag{A28}
\]

Here, the same arguments as above, under repeated use of Lemma 2, lead to the result that also in this case the number of dashed lines has to be odd in order to lift all degeneracies and thus to obtain a fully complete set.

What remains to be discussed are the special, singular numerical configurations for which the theorem proven here loses its validity. Consideration of the arguments given above shows that, also in case \(n_d\) is odd, the sine-ambiguities would lose their power to lift the degeneracies in case only one linear combination of \(\alpha\)'s corresponding to all the \(n_d\) dashed lines of the true solution would vanish, for instance (cf. equations (A15) and (A22))

\[
\sum_{\mu,\nu} C_{\mu\nu}^{(j'')} \alpha_{\mu\nu} = 0. \tag{A29}
\]
for some particular index $j''$. 
This could be due to one of the following cases:

*) All $\alpha$’s vanish individually, i.e.: $\alpha_{\mu\nu} = 0$ for all the 
terms included in the sum (A29).

*) None of the $\alpha$’s vanish individually, but there exists 
a complicated singular sub-manifold in the space of relative-phases, which is defined by the validity 
of equation (A29) and upon which the considered 
closed loop is not a complete set any more.

*) A mixture of the two cases before, i.e.: some $\alpha$’s 
vanish individually $\alpha_{\mu\nu} = 0$, for a certain collection 
of indices $\mu$, $\nu$. Furthermore, singular sub-
manifolds exist in the parameter space of the 
remaining relative phases (i.e. those with $\alpha_{\mu\nu} \neq 0$), 
defined by the validity of the constraint

$$\sum_{\mu \neq \mu', \nu \neq \nu'} C_{\mu\nu}^{(j''')} \alpha_{\mu\nu} = 0. \quad (A30)$$

We suspect that the probability of such singular 
parameter-configurations to occur grows with a larger 
number $N$ of transversity amplitudes. However, these 
cases probably only become relevant as soon as one 
introduces measurement errors into the problem. Even for 
simulations with pseudo-data of finite numerical precision, 
such cases can become relevant for higher $N$. How-
ever, in the academic case of an exactly solvable complete 
experiment, such singular cases can probably be ignored.

QED

This concludes our derivation of the core result of this 
work. For the sake of completeness, in the following we 
provide proofs for the more technical Lemmas 1 and 2 
introduced above:

**Proof of Lemma 1:**
We construct a proof via complete induction and start 
with the lowest non-trivial case of $n = 2$ phase-variables.

*) $n = 2$:
Consider the possible cases

$$\begin{cases} 
\varphi_1 \\ \pi - \varphi_1
\end{cases} + \begin{cases} 
\varphi_2 \\ \pi - \varphi_2
\end{cases}.$$ \hfill (A31)

Remembering that relations among phases are always 
valid up to addition of multiples of $2\pi$, we see that 
the total set of possible cases becomes

$$\begin{cases} 
\varphi_1 \\ \pi - \varphi_1
\end{cases} + \begin{cases} 
\varphi_2 \\ \pi - \varphi_2
\end{cases} = \begin{cases} 
+\varphi_1 + \varphi_2, \\
\pi - \varphi_1 + \varphi_2, \\
\varphi_1 + \pi - \varphi_2, \\
\pi - \varphi_1 + \pi - \varphi_2.
\end{cases} = \begin{cases} 
+\varphi_1 + \varphi_2, \\
\pi - \varphi_1 + \varphi_2, \\
\varphi_1 + \pi - \varphi_2, \\
-\varphi_1 - \varphi_2.
\end{cases}.$$ \hfill (A32)

*) $n \rightarrow n + 1$:
Assume now that equation (A18) is valid for a set 
of $n$ phase-variables $\varphi_i$. Add a further variable 
$\varphi_{n+1}$, which is also subject to the ‘sine-type’ ambiguity (A17). Then, we have:

$$\begin{cases} 
\varphi_1 \\ \pi - \varphi_1 \\
\vdots \\
\varphi_n \\ \pi - \varphi_n \\
\varphi_{n+1} \\
\pi - \varphi_{n+1}
\end{cases} + \begin{cases} 
\varphi_1 \\ \pi - \varphi_1 \\
\vdots \\
\varphi_n \\ \pi - \varphi_n \\
\varphi_{n+1} \\
\pi - \varphi_{n+1}
\end{cases} = \begin{cases} 
\{ \varphi_1 \} + \{ \varphi_n \} + \{ \varphi_{n+1} \} \\
\{ \pi - \varphi_1 \} + \{ \pi - \varphi_n \} + \{ \pi - \varphi_{n+1} \}
\end{cases}.$$ \hfill (A33)

One can see that the number of $(−1)$-signs in the 
first and fourth combination in the end result of 
(A33) is even and that the number of $(−1)$-signs in the 
second and third combination is odd.

QED

**Proof of Lemma 2:**
First, we treat the even numbers $n$. We prove again 
via induction:

*) $n = 2$:
We have (cf. the above)

$$\begin{cases} 
\varphi_1 \\ \pi - \varphi_1 \\
\varphi_2 \\ \pi - \varphi_2
\end{cases} = \begin{cases} 
+\varphi_1 + \varphi_2, \\
\pi - \varphi_1 + \varphi_2, \\
\varphi_1 + \pi - \varphi_2, \\
-\varphi_1 - \varphi_2.
\end{cases}.$$ \hfill (A34)

We can read off the following relations

$$(-1) \times C_1^{(1')} = C_1^{(2')} , \hfill (A35)$$
$$(-1) \times C_1^{(2')} = C_1^{(1')} , \hfill (A36)$$
$$(-1) \times C_2^{(1')} = C_2^{(2')} , \hfill (A37)$$
$$(-1) \times C_2^{(2')} = C_2^{(1')} . \hfill (A38)$$

and see a special case of Lemma 2 fulfilled.

*) $n \rightarrow n + 2$:
We use Lemma 1 in order to decompose as follows:
For instance, multiply the last case in the coefficients with \( k \) have been assumed to be valid among all coefficients, also for the case of \( n \) we see that the relations (A19) and (A20) remain intact, also for the case of \( n \). Since they already have been assumed to be valid among all coefficients with \( k \leq n \).

For instance, multiply the last case in the result (A39) (minus \( \pi \)) by \((-1)\) to obtain:

\[
(\pi - \varphi_1) + \ldots + (\pi - \varphi_n) + (\pi - \varphi_{n+1}) + (\pi - \varphi_{n+2}) = \sum_{k=1}^{\infty} C_k^{(\prime)} \varphi_k + \varphi_{n+1} + \varphi_{n+2}
\]

\[
= \sum_{k=1}^{\infty} \sum_{j=1}^{\infty} C_k^{(\prime)} \varphi_k + \varphi_{n+1} + \varphi_{n+2}
\]

We see that the relations (A19) and (A20) remain intact, also for the case of \( n + 2 \), since they already have been assumed to be valid among all coefficients with \( k \leq n \).

The last expression (with \( \pi \) added again) resembles the one which is written in the fifth case of equation (A39) and which also is of single-primed type, since a summand of \( \pi \) appears in it.

Next we treat the case of an odd number \( n \). Again, we proceed via induction:

*) \( n = 3 \):

We have

\[
\begin{align*}
\left\{ \begin{array}{c}
\varphi_1 \\
\pi - \varphi_1
\end{array} \right\} + \left\{ \begin{array}{c}
\varphi_2 \\
\pi - \varphi_2
\end{array} \right\} + \left\{ \begin{array}{c}
\varphi_3 \\
\pi - \varphi_3
\end{array} \right\} = & \quad \left\{ \begin{array}{c}
+ \varphi_1 + \varphi_2 + \varphi_3, \\
\pi - \varphi_1 + \varphi_2 + \varphi_3, \\
+ \varphi_1 + \pi - \varphi_2 + \varphi_3, \\
+ \varphi_1 + \varphi_2 + \pi - \varphi_3, \\
\pi - \varphi_1 + \pi - \varphi_2 + \varphi_3, \\
\pi - \varphi_1 + \varphi_2 + \pi - \varphi_3, \\
+ \varphi_1 + \pi - \varphi_2 + \pi - \varphi_3, \\
\pi - \varphi_1 + \varphi_2 + \pi - \varphi_3, \\
\pi - \varphi_1 + \pi - \varphi_2 + \pi - \varphi_3.
\end{array} \right. \\
= & \quad \left\{ \begin{array}{c}
+ \varphi_1 + \varphi_2 + \varphi_3, \\
\pi - \varphi_1 + \varphi_2 + \varphi_3, \\
+ \varphi_1 + \pi - \varphi_2 + \varphi_3, \\
+ \varphi_1 + \varphi_2 + \pi - \varphi_3, \\
\pi - \varphi_1 + \pi - \varphi_2 + \varphi_3, \\
\pi - \varphi_1 + \varphi_2 + \pi - \varphi_3, \\
+ \varphi_1 + \pi - \varphi_2 + \pi - \varphi_3, \\
\pi - \varphi_1 + \varphi_2 + \pi - \varphi_3.
\end{array} \right.
\end{align*}
\]
We read off the following relations

\[
(-1) \times c_k^{(4)} = c_k^{(1'')}, \text{ for all } k = 1, \ldots, 3, \quad (A42)
\]
\[
(-1) \times c_k^{(3')} = c_k^{(2'')}, \text{ for all } k = 1, \ldots, 3, \quad (A43)
\]
\[
(-1) \times c_k^{(2')} = c_k^{(3'')}, \text{ for all } k = 1, \ldots, 3, \quad (A44)
\]
\[
(-1) \times c_k^{(1')} = c_k^{(4'')}, \text{ for all } k = 1, \ldots, 3, \quad (A45)
\]

and see that primed and unprimed coefficients transform into each other under a multiplication by \((-1)\).

\[\ast\] \( n \rightarrow n + 2; \]

Also for the case of \( n \) odd, we use Lemma 1 in order to decompose as follows:

\[
\left\{ \begin{array}{l}
\varphi_1 \\
\pi - \varphi_1 \\
\vdots \\
\varphi_n \\
\pi - \varphi_n \\
\varphi_{n+1} \\
\pi - \varphi_{n+1} \\
\varphi_{n+2} \\
\pi - \varphi_{n+2}
\end{array} \right\} + \left\{ \begin{array}{l}
\varphi_1 \\
\pi - \varphi_1 \\
\vdots \\
\varphi_n \\
\pi - \varphi_n \\
\varphi_{n+1} \\
\pi - \varphi_{n+1} \\
\varphi_{n+2} \\
\pi - \varphi_{n+2}
\end{array} \right\}
\]

\[
= \left\{ \begin{array}{l}
\sum_{k=1}^{n} c_k'' \varphi_k \\
\pi + \sum_{k=1}^{n} c_k' \varphi_k \\
\varphi_{n+1} \\
\pi - \varphi_{n+1} \\
\varphi_{n+2} \\
\pi - \varphi_{n+2}
\end{array} \right\}
\]

\[
= \left\{ \begin{array}{l}
\sum_{k=1}^{n} c_k'' \varphi_k + \varphi_{n+1} + \varphi_{n+2} \\
\sum_{k=1}^{n} c_k'' \varphi_k + \pi - \varphi_{n+1} + \varphi_{n+2} \\
\sum_{k=1}^{n} c_k'' \varphi_k + \varphi_{n+1} + \pi - \varphi_{n+2} \\
\sum_{k=1}^{n} c_k'' \varphi_k + \varphi_{n+1} - \varphi_{n+2} \\
\pi + \sum_{k=1}^{n} c_k' \varphi_k + \varphi_{n+1} + \varphi_{n+2} \\
\sum_{k=1}^{n} c_k' \varphi_k + \pi - \varphi_{n+1} + \varphi_{n+2} \\
\sum_{k=1}^{n} c_k' \varphi_k + \varphi_{n+1} - \varphi_{n+2} \\
\pi + \sum_{k=1}^{n} c_k' \varphi_k + \pi - \varphi_{n+1} + \varphi_{n+2}
\end{array} \right\}.
\]

We see that the relation \((A21)\) remains intact, also for the case of \( n + 2 \).

For instance, multiply the last case in the result \((A46)\) (minus \( \pi \)) by \((-1)\) to obtain:

\[
(-1) \left( \sum_{k=1}^{n} c_k'' \varphi_k + \varphi_{n+1} + \varphi_{n+2} \right)
\]

\[
= \sum_{k=1}^{n} \left[ -c_k'' \varphi_k + \varphi_{n+1} + \varphi_{n+2} \right]
\]

\[
= \sum_{k=1}^{n} c_k'' \varphi_k + \varphi_{n+1} + \varphi_{n+2}.
\]

The last expression resembles the one which is written in the first case of equation \((A46)\), which is however of double-primed type, since no summand of \( \pi \) appears in it.

**QED**

**Appendix B: Matrix-algebras for different spin-reactions**

In this appendix, we list the complete and orthogonal basis-systems of matrices for all the processes discussed in sections IV and V.
\[
\hat{\lambda}_{p2} = \begin{bmatrix}
\hat{a} & 0 & 0 \\
0 & \hat{b} & 0 \\
0 & 0 & \hat{d}
\end{bmatrix}, \quad \frac{\hat{a}}{\mathcal{O}_1} \lambda^3 + i \hat{d} + i, \quad \frac{\hat{b}}{\mathcal{O}_2} \lambda^2 + i \hat{d} + 1
\]  
(B6)

- Photoproduction (\(N = 4\); cf. section [IVC]):

\[
\hat{\Gamma}_D = \begin{bmatrix}
0 & \hat{a} & 0 & 0 \\
0 & \hat{b} & 0 \\
0 & 0 & \hat{c} \\
0 & 0 & \hat{d}
\end{bmatrix}, \quad \begin{bmatrix}
\hat{a} & \hat{b} & \hat{c} \\
\sigma_0^a & \Gamma^1 + 1 + 1 + 1 \\
-\Sigma & \Gamma^4 + 1 + 1 + 1 \\
-T & \tilde{\Gamma}^{10} - 1 + 1 + 1
\end{bmatrix}
\]
(B7)

\[
\hat{\Gamma}_{AD} = \begin{bmatrix}
0 & \hat{a} & 0 & 0 \\
0 & \hat{b} & 0 \\
0 & 0 & \hat{c} \\
0 & 0 & \hat{d}
\end{bmatrix}, \quad \begin{bmatrix}
\hat{a} & \hat{b} & \hat{c} & \hat{d} \\
\mathcal{O}_1^{a} & \Gamma^{14} + 1 - 1 - 1 + 1 \\
\mathcal{O}_1^{b} & \tilde{\Gamma}^{17} + i + i - i - i \\
\mathcal{O}_1^{c} & \tilde{\Gamma}^{16} + i - i + i - i \\
\mathcal{O}_1^{d} & \tilde{\Gamma}^{12} + 1 + 1 + 1 + 1
\end{bmatrix}
\]
(B13)

\[
\hat{\Gamma}_{PR} = \begin{bmatrix}
0 & \hat{a} & 0 & 0 \\
0 & \hat{b} & 0 \\
0 & 0 & \hat{c} \\
0 & 0 & \hat{d}
\end{bmatrix}, \quad \begin{bmatrix}
\hat{a} & \hat{b} & \hat{c} \\
\mathcal{O}_1^{a} & \Gamma^3 + i + i - i \\
\mathcal{O}_1^{b} & \Gamma^5 + 1 - 1 + 1 \\
\mathcal{O}_1^{c} & \Gamma^{11} + i - i - i + i
\end{bmatrix}
\]
(B8)

\[
\hat{\Gamma}_{PR} = \begin{bmatrix}
0 & \hat{a} & 0 & 0 \\
0 & \hat{b} & 0 \\
0 & 0 & \hat{c} \\
0 & 0 & \hat{d}
\end{bmatrix}, \quad \begin{bmatrix}
\hat{a} & \hat{b} & \hat{c} & \hat{d} \\
\mathcal{O}_1^{a} & \tilde{\Gamma}^{16} + 1 - 1 - 1 + 1 \\
\mathcal{O}_1^{b} & \tilde{\Gamma}^{13} + i - i - i + i \\
\mathcal{O}_1^{c} & \tilde{\Gamma}^{18} + i - i + i - i \\
\mathcal{O}_1^{d} & \tilde{\Gamma}^{15} + 1 + 1 + 1 + 1
\end{bmatrix}
\]
(B14)

- Electroproduction (\(N = 6\); cf. section [VI]):

\[
\hat{\Gamma}_{D1} = \begin{bmatrix}
0 & \hat{a} & 0 & 0 & 0 & 0 \\
0 & \hat{b} & 0 \\
0 & 0 & \hat{c} \\
0 & 0 & \hat{d} \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad \begin{bmatrix}
\hat{a} & \hat{b} & \hat{c} & \hat{d} \\
R_{T^{00}}^{00} & \Gamma^{1} + 1 + 1 + 1 + 1 \\
-R_{T^{00}}^{00} & \Gamma^{4} + 1 + 1 + 1 - 1 \\
-R_{T^{00}}^{00} & \Gamma^{10} - 1 + 1 + 1 - 1 \\
-R_{T^{00}}^{00} & \Gamma^{12} - 1 + 1 + 1 + 1
\end{bmatrix}
\]
(B11)

\[
\hat{\Gamma}_{D1} = \begin{bmatrix}
0 & \hat{a} & 0 & 0 & 0 & 0 \\
0 & \hat{b} & 0 \\
0 & 0 & \hat{c} \\
0 & 0 & \hat{d} \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad \begin{bmatrix}
\hat{a} & \hat{b} & \hat{c} & \hat{d} \\
\mathcal{O}_1^{a} & \tilde{\Gamma}^{21} + 1 + 1 + 1 + 1 \\
\mathcal{O}_1^{b} & \tilde{\Gamma}^{23} + 1 - 1 - 1 + 1 \\
\mathcal{O}_1^{c} & \tilde{\Gamma}^{29} + i - i - i + i \\
\mathcal{O}_1^{d} & \tilde{\Gamma}^{31} + i - i - i - i
\end{bmatrix}
\]
(B17)

\[
\hat{\Gamma}_{PR1} = \begin{bmatrix}
0 & \hat{a} & 0 & 0 & 0 & 0 \\
0 & \hat{b} & 0 \\
0 & 0 & \hat{c} \\
0 & 0 & \hat{d} \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad \begin{bmatrix}
\hat{a} & \hat{b} & \hat{c} & \hat{d} \\
\mathcal{O}_1^{a} & \tilde{\Gamma}^{3} + i + i - i - i \\
\mathcal{O}_1^{b} & \tilde{\Gamma}^{5} + 1 - 1 + 1 - 1 \\
\mathcal{O}_1^{c} & \tilde{\Gamma}^{9} + 1 + 1 + 1 + 1 \\
\mathcal{O}_1^{d} & \tilde{\Gamma}^{11} + i - i - i + i
\end{bmatrix}
\]
(B12)

\[
\hat{\Gamma}_{PR1} = \begin{bmatrix}
0 & \hat{a} & 0 & 0 & 0 & 0 \\
0 & \hat{b} & 0 \\
0 & 0 & \hat{c} \\
0 & 0 & \hat{d} \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad \begin{bmatrix}
\hat{a} & \hat{b} & \hat{c} & \hat{d} \\
\mathcal{O}_1^{a} & \tilde{\Gamma}^{22} + 1 - 1 - 1 + 1 \\
\mathcal{O}_1^{b} & \tilde{\Gamma}^{24} + i - i - i - i \\
\mathcal{O}_1^{c} & \tilde{\Gamma}^{30} + i - i - i - i \\
\mathcal{O}_1^{d} & \tilde{\Gamma}^{32} + 1 + 1 + 1 + 1
\end{bmatrix}
\]
(B18)
we can add both of these equations in order to isolate the purely quadratic terms, or subtract both equations in order to isolate the cross-terms. Doing both, we get the following equivalent set of equations

\begin{align*}
2\kappa_1 & := 2 \left( |b_1|^2 |b_2|^2 + |b_3|^2 |b_4|^2 \right) \\
= & \left\{ (O_{1+}^c)^2 + (O_{1-}^c)^2 + (O_{2+}^c)^2 + (O_{2-}^c)^2 \right\}, \quad (C3) \\
\kappa_2 & := |b_1|^2 |b_2|^2 - |b_3|^2 |b_4|^2 \\
= & \left\{ O_{1+}^c O_{1-}^c + O_{2+}^c O_{2-}^c \right\}, \quad (C4)
\end{align*}

where two new constants, \( \kappa_1 \) and \( \kappa_2 \), have been introduced as well.

The purely quadratic equation \((C3)\) can be quickly solved for either of the two redundant observables. Solving for \( O_{1-}^c \), we get

\[
O_{1-}^c = \eta |O_{1-}^c| = \eta \sqrt{2\kappa_1 - (O_{1+}^c)^2 - (O_{2+}^c)^2 - (O_{2-}^c)^2}, \quad (C5)
\]

where the variable \( \eta \) can take both values \( \eta = \pm 1 \) and it keeps track of the fact that the sign of \( O_{1-}^c \) is as of yet undetermined. Next, we re-write the constraint among the cross-terms, equation \((C4)\), as

\[
O_{1+}^c O_{1-}^c = \kappa_2 - O_{2+}^c O_{2-}^c. \quad (C6)
\]

The strategy is now to introduce the result \((C5)\) for \( O_{1-}^c \) into this equation and then solve for \( O_{2-}^c \). However, in equation \((C5)\), the observable \( O_{2-}^c \) appears under the square-root. Therefore, it is advisable to introduce the result \((C5)\) into \((C6)\) and then square the whole equation. This results in:

\[
(O_{1+}^c)^2 \left\{ 2\kappa_1 - (O_{1+}^c)^2 - (O_{2+}^c)^2 - (O_{2-}^c)^2 \right\} \\
= \kappa_2^2 - 2\kappa_2 O_{2+}^c O_{2-}^c + (O_{2+}^c)^2 (O_{2-}^c)^2. \quad (C7)
\]

Dividing this equation by \((O_{1+}^c)^2\) and doing some more algebra, we arrive at the following quadratic equation for \( O_{2-}^c \)

\[
(O_{2-}^c)^2 - \frac{2\kappa_2 O_{2+}^c}{(O_{1+}^c)^2 + (O_{2+}^c)^2} O_{2-}^c + \left[ \frac{(O_{1+}^c)^2}{(O_{1+}^c)^2 + (O_{2+}^c)^2} \right] = 0. \quad (C8)
\]

This equation generally has two solutions, which read

\[
\begin{align*}
\hat{\Gamma}_{PR2} & = \begin{bmatrix} 0 & 0 & 0 & 0 & \hat{a} & 0 \\ 0 & 0 & 0 & 0 & 0 & \hat{b} \\ 0 & 0 & 0 & 0 & 0 & 0 \\ \hat{c} & 0 & 0 & 0 & 0 & 0 \\ 0 & \hat{d} & 0 & 0 & 0 & 0 \end{bmatrix} \\
\hat{\Gamma}_{PR3} & = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & \hat{a} & 0 \\ 0 & 0 & \hat{c} & 0 & 0 & 0 \\ 0 & 0 & 0 & \hat{d} & 0 & 0 \end{bmatrix}
\end{align*}
\]
Thus, the observable $\mathcal{O}_{c-}^{c}$ is determined up to a two-fold discrete ambiguity. Inserting the result (C9) into the equation (C5) obtained above, we get the following possible solutions for $\mathcal{O}_{c-}^{c}$:

$$\mathcal{O}_{c-}^{c} = \frac{\kappa_2 \mathcal{O}_{2+}^{c}}{(\mathcal{O}_{1+}^{c})^2 + (\mathcal{O}_{2+}^{c})^2} \pm \sqrt{\frac{\kappa_2^2 (\mathcal{O}_{2+}^{c})^2}{[(\mathcal{O}_{1+}^{c})^2 + (\mathcal{O}_{2+}^{c})^2]^2} - (\mathcal{O}_{1+}^{c})^2 - \frac{\kappa_2^2 (\mathcal{O}_{2+}^{c})^2}{[(\mathcal{O}_{1+}^{c})^2 + (\mathcal{O}_{2+}^{c})^2]^2} + 2 \frac{\kappa_1 (\mathcal{O}_{1+}^{c})^2}{(\mathcal{O}_{1+}^{c})^2 + (\mathcal{O}_{2+}^{c})^2}}.$$  \hspace{1cm} (C9)

Similarly, when starting from the sine-theorem [C13], one obtains

$$\mathcal{O}_{1+}^{c} \mathcal{O}_{2-}^{c} + \mathcal{O}_{2+}^{c} \mathcal{O}_{1-}^{c} = |b_1| |b_2| |b_3| |b_4| \sin (\phi_{14} - \phi_{23}).$$  \hspace{1cm} (C16)

We see that $\mathcal{O}_{c-}^{c}$ is determined up to a four-fold discrete ambiguity, which also makes the overall ambiguity for the determination of the two superfluous observables $(\mathcal{O}_{c-}^{c}, \mathcal{O}_{2-}^{c})$ from just the group $c$ alone, a four-fold one.

In order to resolve the ambiguities contained in the results (C9) and (C10), one has to include the additional information provided by the two observables from group $b$, which are contained in the minimal complete set [37]. As a preparatory step, we note that the fundamental consistency relation (34) can be re-written as follows, in order to connect observables from the groups $c$ and $b$:

$$\phi_{12} + \phi_{34} = \phi_{14} - \phi_{23}. \hspace{1cm} (C11)$$

Furthermore, we note the following two important addition-theorems for the cosine and sine, evaluated on the relative-phases corresponding to the group $c$

$$\cos (\phi_{12} + \phi_{34}) = \cos \phi_{12} \cos \phi_{34} - \sin \phi_{12} \sin \phi_{34},$$  \hspace{1cm} (C12)

$$\sin (\phi_{12} + \phi_{34}) = \sin \phi_{12} \cos \phi_{34} + \cos \phi_{12} \sin \phi_{34}. \hspace{1cm} (C13)$$

Combining the consistency relation (C11) with the cosine-theorem (C12) and the definitions of the modified observables $\tilde{\mathcal{O}}$, we get the following result

$$\cos (\phi_{14} - \phi_{23}) \equiv \cos (\phi_{12} + \phi_{34}) \hspace{1cm} (C14)$$

which is equivalent to

$$\tilde{\mathcal{O}}_{2+}^{c} \tilde{\mathcal{O}}_{2-}^{c} - \tilde{\mathcal{O}}_{1+}^{c} \tilde{\mathcal{O}}_{1-}^{c} = |b_1| |b_2| |b_3| |b_4| \cos (\phi_{14} - \phi_{23}). \hspace{1cm} (C15)$$

It is now time to turn to our cosine-constraint (C15). However, due to the symmetry of the cosine-function $[\cos(x) = \cos(-x)]$, the right-hand-side of this constraint can only take two possible different values under the four possible cases given in equations (C18) to (C21). We denote these two possibilities by introducing two new variables, $\gamma_1$ and $\gamma_2$:

$$|b_1| |b_2| |b_3| |b_4| \cos (\pm \alpha_{14} + \alpha_{23}) =: \frac{1}{4} \gamma_{1,2}. \hspace{1cm} (C22)$$

Inserting the definitions of the modified observables $\tilde{\mathcal{O}}$, the constraint (C15) therefore becomes

$$\tilde{\mathcal{O}}_{2+}^{c} \tilde{\mathcal{O}}_{2-}^{c} - \tilde{\mathcal{O}}_{1+}^{c} \tilde{\mathcal{O}}_{1-}^{c} = |b_1| |b_2| |b_3| |b_4| \cos (\phi_{14} - \phi_{23}) = \gamma_{1,2}. \hspace{1cm} (C23)$$
Multiplying out all the brackets, we see that only the purely quadratic terms remain

\[(\mathcal{O}^c_2)^2 - (\mathcal{O}^c_2)^2 - (\mathcal{O}^c_1)^2 + (\mathcal{O}^c_1)^2 = \gamma_{1,2}. \quad (C24)\]

Inserting the solutions \((C9)\) and \((C10)\) into this equation, we obtain

\[-2 \left[ (\mathcal{O}^c_2)_{1,II} \right]^2 - 2 (\mathcal{O}^c_1)^2 + 2\kappa_1 = \gamma_{1,2}. \quad (C25)\]

We suppose that this equation can be used, at least numerically, to decide which of the two solutions \((\mathcal{O}^c_2)_{1,II}\) as well as which of the two possible \(\gamma\)'s, is the correct one. This probably works up to highly singular numerical special cases, where multiple possibilities survive the check with equation \((C25)\).

Suppose equation \((C25)\) can resolve all of the ambiguities as mentioned above. Then, since we also know which \(\gamma\) is the correct one, the four cases given in equations \((C18)\) to \((C21)\) reduce to two possibilities, which are only distinct by an overall sign. Denote the modulus of both those possibilities as \(\tilde{\alpha}\). Then, the right-hand-side of the sine-constraint \((C16)\) can also only take two possible values:

\[|b_1| |b_2| |b_3| |b_4| \sin (\pm \tilde{\alpha}) =: \frac{1}{4} \xi_{1,2}. \quad (C26)\]

Here, two new variables \(\xi_1\) and \(\xi_2\) have been defined. Introducing the definitions of the modified observables \(\hat{\mathcal{O}}\), the sine-constraint becomes

\[
\left( (\mathcal{O}^c_1 + \mathcal{O}^c_2) (\mathcal{O}^c_2 - \mathcal{O}^c_2) + (\mathcal{O}^c_2 + \mathcal{O}^c_2) (\mathcal{O}^c_1 + \mathcal{O}^c_1) \right) = \xi_{1,2}. \quad (C27)
\]

Multiplying out all the brackets, only the following cross-terms remain:

\[\mathcal{O}^c_1 \mathcal{O}^c_2 + (\mathcal{O}^c_2)^2 = \frac{1}{2} \xi_{1,2}. \quad (C28)\]

While the ambiguity for the observable \(\mathcal{O}^c_2\) has been resolved, there remains the overall sign-ambiguity for \(\mathcal{O}^c_1\). Thus, we have to consider the cases

\[\mathcal{O}^c_1 \mathcal{O}^c_2 + |\mathcal{O}^c_2| = \frac{1}{2} \xi_{1,2}. \quad (C29)\]

Equation \((C29)\) is capable of determining the correct sign of \(\mathcal{O}^c_1\), as well as which of the \(\xi\)'s is the correct one. This is probably possible up to some singular numerical cases.

Therefore, we managed to determine the redundant observables \((\mathcal{O}^c_{1,-}, \mathcal{O}^c_{2-})\) in terms of all the observables contained in the minimal complete set \((37)\).

**Appendix D: Moravcsik-complete sets for pseudoscalar meson electroproduction**

The Moravcsik-complete sets implied for the case of electroproduction are listed here (see section \([VI]\)). We list only the cases with the minimal number of 7 non-diagonal observables in Table \([VIII]\) and the next-to-minimal cases with a number of 8 non-diagonal observables in Tables \([IX]\) and \([X]\).
| Set-Nr. | Observables                                | Set-Nr. | Observables                                | Set-Nr. | Observables                                |
|--------|--------------------------------------------|---------|--------------------------------------------|---------|--------------------------------------------|
| 1      | $O_{2}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  | 23      | $O_{1}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 45      | $O_{2}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  |
| 2      | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 24      | $O_{1}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 46      | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  |
| 3      | $O_{1}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 25      | $O_{1}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 47      | $O_{1}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  |
| 4      | $O_{2}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  | 26      | $O_{2}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  | 48      | $O_{1}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  |
| 5      | $O_{1}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 27      | $O_{1}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 49      | $O_{1}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  |
| 6      | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 28      | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 50      | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  |
| 7      | $O_{1}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  | 29      | $O_{1}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  | 51      | $O_{1}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  |
| 8      | $O_{1}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 30      | $O_{1}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 52      | $O_{1}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  |
| 9      | $O_{1}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  | 31      | $O_{1}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  | 53      | $O_{1}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  |
| 10     | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 32      | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 54      | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  |
| 11     | $O_{1}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  | 33      | $O_{1}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  | 55      | $O_{1}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  |
| 12     | $O_{2}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  | 34      | $O_{2}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  | 56      | $O_{2}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  |
| 13     | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 35      | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 57      | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  |
| 14     | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 36      | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 58      | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  |
| 15     | $O_{1}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  | 37      | $O_{1}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  | 59      | $O_{1}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  |
| 16     | $O_{1}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 38      | $O_{1}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 60      | $O_{1}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  |
| 17     | $O_{2}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  | 39      | $O_{2}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  | 61      | $O_{2}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  |
| 18     | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 40      | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 62      | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  |
| 19     | $O_{1}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  | 41      | $O_{1}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  | 63      | $O_{1}^{±} O_{1}^{±} O_{2}^{±} O_{1}^{±}$  |
| 20     | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 42      | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 64      | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  |
| 21     | $O_{1}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 43      | $O_{1}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  |          |          |
| 22     | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  | 44      | $O_{2}^{±} O_{2}^{±} O_{1}^{±} O_{2}^{±}$  |          |          |

TABLE VIII. The 64 distinct possibilities to form Moravcsik-complete sets for electroproduction with a minimal number of observables are listed here (cf. section [VI]). In each case, 7 observables are listed which have to be picked in addition to the 6 diagonal observables $\{R_{T}^{00}, R_{T}^{00}, R_{T}^{00}, R_{T}^{00}, R_{T}^{00}, R_{L}^{00}\}$ for electroproduction (cf. Table VI). This implies 13 observables in total for each case. Observe that each case contains exactly one observable from the shape-class $d$. 
Table IX. The first set of 48 cases, taken from the total of 96 distinct possibilities to form Moravcsik-complete sets for electroproduction with a next-to-minimal number of observables, is listed here (cf. section VI). In each case, 8 observables are given which have to be picked in addition to the 6 diagonal observables \( \{ R_{T}^{2}, R_{TT}, R_{T}, R_{L}^{0}, R_{L}^{+}, R_{L}^{-} \} \) for electroproduction (cf. Table VI). This implies 14 observables in total for each case.
