Wind Speed Forecasting in Fishing Harbor Anchorage Using a Novel Deep Convolutional Neural Network
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Wind speed forecasting is an important issue in Marine fisheries. Improving the accuracy of wind speed forecasting is helpful to reduce the loss of fishery economy caused by strong wind. This paper proposes a wind speed forecasting method for fishing harbor anchorage based on a novel deep convolutional neural network. By combining the actual monitoring data of the automatic weather station with the numerical weather prediction (NWP) products, the proposed method constructing a deep convolutional neural network was based wind speed forecasting model. The model includes a one-dimensional convolution module (1D-CM) and a two-dimensional convolution module (2D-CM), in which 1D-CM extracts the time series features of the meteorological data, and 2D-CM is used to mine the latent semantic information from the outputs of 1D-CM. In order to alleviate the overfitting problem of the model, the L2 regularization and the dropout strategies are adopted in the training process, which improves the generalization of the model with higher reliability for wind speed prediction. Simulation experiments were carried out, using the 2016 wind speed and related meteorological data of a sheltered anchorage in Xiangshan, Ningbo, China. The results showed that, for wind speed forecast in the next 1 h, the proposed method outperform the traditional methods in terms of prediction accuracy; the mean absolute error (MAE) and the mean absolute percentage error (MAPE) of the proposed method are 0.3945 m/s and 5.71\%, respectively.
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INTRODUCTION

In the coastal areas of China, marine resources are abundant, and the local economic development mainly depends on fishing, marine transportation, marine oil, gas industry, etc. The rapid development of the marine economy brings prosperity to the local economy, but it also brings a number of safety issues, especially for small- and medium-sized fishing boats and fishermen who need shelter from strong winds. Statistics show that the majority of fishing boat windstorm accidents occur near ports, accounting for 68\% of all fishing boat windstorm accidents, which is not only related to the delay in taking shelter from the wind but also related to the level of sheltered anchorage chosen by fishing boats. When the actual wind speed is greater than the wind resistance in the harbor anchorage, there is a risk of damage to the fishing vessel and loss of life to the crew. Besides, the large-scale integration of wind power and power grid requires accurate short-term wind speed prediction,
especially for power system transmission and distribution planning, stability, reliability and safety prediction.

In the literature, many wind speed-forecasting approaches have been proposed to obtain reliable forecasts. Basic wind speed forecast methods are categorized into three classes, which consist of physical, statistical, and machine learning methods (Li et al., 2020). In the physical methods, most adoption is based on numerical weather prediction (NWP) and spatial correlation method (Buhan et al., 2017). These methods take full advantage of the physical properties of wind speed, and they usually require the use of detailed information such as low-level atmospheric physical information and local terrain to establish a fluid dynamics mode. The main disadvantage of physical methods lies in the high computational complexity, which needs continuous computing hours on a supercomputer (Shokrzadeh et al., 2017).

The statistical methods are the persistence method, Kalman filter, autoregressive moving average (ARMA) method, etc. (Erdem and Shi, 2011). Among them, the ARMA model is adopted most, mainly because it has low model complexity and flexible input. The idea of these models is to mine the relationship between the historical wind speed time series and the predicted wind speed, but the disadvantage is that the quality of data is required to be high, and the prediction accuracy will decline with the increase in the prediction time (Colak et al., 2012). Machine learning method is also strictly a statistical method, such as the wind speed prediction method based on support vector regression (SVR) proposed in the literature (Huan et al., 2018), artificial neural network (ANN) in the literature (Azad et al., 2014), and the extreme learning machine (ELM) method in the literature (Liu et al., 2018), these traditional machine learning models tend to learn the abstract features of the shallow layer, which makes it difficult to further improve the accuracy of wind speed prediction.

With the rapid development of deep learning, the model based on deep neural network is better than that based on shallow model in feature extraction, and can improve the accuracy of wind speed prediction (Khodayar and Teshnehlab, 2016; Zhang et al., 2017; Khodayar et al., 2017). In order to improve the accuracy of wind speed prediction in fishing harbor anchorage, this paper proposes a wind speed prediction method based on convolutional neural network (CNN). The prediction model designed in this paper is composed of multilayer convolutional neural network and fully connected network, which not only uses one-dimensional convolutional neural network (1D-CNN) to extract the time series information of each meteorological parameter but also uses two-dimensional convolutional neural network (2D-CNN) to gradually mine the underlying deep abstract feature information in the original data, it provides effective depth characteristic data for regression layer. For the overfitting problem that is prone to occur in the model, L2 regularization constraint is added to the connection weight of each layer in the model, and dropout strategy is adopted for the neurons in each layer, so that a more robust prediction model can be trained. Finally, compared with other methods, the effectiveness of the proposed method for predicting wind speed in the next hour is verified by experiments.

WIND SPEED FORECASTING MODEL

Model design

As shown in Figure 1, to effectively extract the time series features and depth abstract features in the wind speed prediction time series data, a wind speed prediction model structure with three convolutional layers is designed in this paper. In the figure, Conv denotes the convolutional layer, Max Pooling means the Pooling layer, and FC represents the full connection layer, where FC·sigmoid represents that FC contains one unit of hidden layer, and sigmoid function is used as the activation function; 3 × 3Conv2D·64/ReLu means that convolution kernel of size is used in 2D convolutional layer, the number of which is 64, and ReLu function is used as the activation function; the rest of the graphic meanings are similar to those mentioned above.

In this model, the input data are composed of a variety of meteorological parameter time series. After the model input construction, the characteristic graph of time series suitable for
deep convolutional neural network model processing can be generated. The first layer of the model is a one-dimensional convolutional layer, which uses 32 convolutional kernels of size $3 \times 8$ to extract timing features; we can get 32 channels of one-dimensional feature maps, then the reshape layer is used to splice these one-dimensional feature maps into a new feature map. Next, for the feature map obtained from the previous layer, the depth abstract feature is extracted by the two-dimensional convolutional layer. In the first layer of 2D-CNN, 32 convolution kernels of size $3 \times 3$ were adopted to obtain the 2D feature mapping of 32 channels. After the max pooling, the length and width of the 2D feature mapping were halved. In the second layer of 2D-CNN, the convolutional kernels of 2d-cnn and 2d-cnn in the first layer were the same size, but the number of convolutional kernels was expanded to twice the original size, and also, max pooling was used to sample the 2D feature maps. In order to compress the two-dimensional feature map of 64 channels into one dimension, the flatten layer is used. At this time, the extracted features were highly abstract, which was conducive to accurately express the behavior of dynamic changes of the future wind speed. Finally, the full connection layer of 100 hidden units is used to reduce the dimension of the one-dimensional feature of compression, and the fully connection hidden neural unit of a single output layer outputs the wind speed prediction results.

**Model input construction**

In addition to its autocorrelation, wind speed is also related to meteorological variables such as wind direction, temperature, and atmospheric pressure (Mahdi and Jianhui, 2018; Liang et al., 2018; Kingma and Ba, 2014). The input of the model in this paper adopts meteorological variables, such as wind speed, wind direction, temperature, relative humidity, dew point temperature, wind cooling index, precipitation, and atmospheric pressure. One part of the input data of the model is the measured data from the sensor of the meteorological automatic observation station, and the other part is the numerical weather prediction (NWP) data. The model input construction is shown in Figure 2.

As shown, the measured data of the sliding window size are $7 \times 8$, the NWP data of the sliding window size are $1 \times 8$, the sliding step length is set to 1, and the combined characteristics of the figure for the size is $8 \times 8$, where, $T$ is the specific time of a certain time, the time interval with the adjacent time is 1 h, and $T + n$ is the future n 1-h intervals of time at time $T$. The label of each feature map is the true value of the wind speed at the predicted time.

**The model details**

The above content has given the basic structure of the proposed model and the construction method of the model input, and then the details of the model are elaborated:

**One dimensional convolutional neural network**: First, the model proposed adopts the 1D-CNN layer to process the input time series data. The 1D-CNN is a network structure that is good at processing the time series. Convolution operation can effectively extract the local information in the sequence signal, which has been widely applied in speech recognition, natural language processing, fault feature extraction, and other fields. Its basic structure is shown in Figure 3.

Suppose the time series of the input is $X \in \mathbb{R}^{s \times d}$, where $s$ is the time dimension and $d$ is the feature dimension; after one-dimensional convolution operation, the results of the time series data are as follows:
In the above formula, \( a_j \) is the feature map obtained by the convolution kernel operation; \( x \) is a subset of \( X \), which is generated by the mapping during the sliding process of the convolution kernel, and its size is the same as \( W_{j} \); \( \ast \) represents the convolution operation; \( W_{j} \) represents the convolution kernel, \( j \in [1, n_c] \), where \( n_c \) is the number of convolution kernels, and \( W_{j} \in \mathbb{R}^{m \times d} \). In this article, the value of \( m \) is set to 3, and \( b \) is the bias. \( f_r (z) \) is the activation function. The activation function adopted here is the ReLu function.

**Two-dimensional convolutional neural network:** Compared with the one-dimensional convolutional neural network, the main characteristic of the two-dimensional convolutional neural network is that the computing direction of its convolutional kernel is 2D, which is a network structure suitable for processing picture information. After the time series data were processed by 1D-CNN, the one-dimensional feature map of multiple channels was obtained. By using the reshape layer, these one-dimensional feature maps are pieced together into a new feature map, which is a high abstraction of the characteristics of meteorological variables such as wind speed, temperature, precipitation, and atmospheric pressure in the original adjacent time. Next, the model uses the 2D-CNN layer to continue to mine the hidden feature information of the original input; the structure of 2D-CNN is shown in **Figure 4**.

Suppose the input feature map is \( M \in \mathbb{R}^{n_c \times s} \), where \( n_c \) is the number of convolution kernels in 1D-CNN layer, \( s \) is the time dimension. After two-dimensional convolution operation, the result of feature map is:

\[
\begin{align*}
    a'_j & = f_r(x \ast W'_j + b) \\
    f_r (z) & = \max(z, 0)
\end{align*}
\]

In the formula Eq. 3: \( a'_j \) is the \( j \)th feature map obtained by the convolution kernel operation, \( m \) is a subset of \( M \), and it is generated by the mapping during the sliding process of the convolution kernel. Its size is the same as \( W'_j \), \( W'_d \), which
represents the kernel of 2D-CNN, \( j \in [1, n_d] \), where \( W^j \in \mathbb{R}^{3 \times 3} \) is the convolution kernel of 2D-CNN, which is \( 3 \times 3 \) with fixed size in this paper. The other parameters are similar to Eq. 1, so we will not give too much explanation here.

In addition to the two-dimensional convolutional layer, the 2D-CNN in this paper also includes max pooling. The use of maximum pooling sampling will not only reduce the parameters of the model but also extract more obvious abstract features for the wind speed prediction task, so that it can be better utilized by the subsequent network layer. The max pooling layer is defined by Eq. 4:

\[
h^j_d = f_\lambda (\beta_p \cdot \max(t(b^j_d))) + b_p
\]

In Eq. 4, \( h^j_d \) is the maximum pooled output of the corresponding feature map \( b^j_d \), the function \( t(\cdot) \) represents the downsampling function, \( \max(\cdot) \) means that the maximum value is selected from the sample value as the eigenvalue, \( \beta_p \) is the multiplicative bias, and \( b_p \) is the additive bias.

The last part of the 2D-CNN structure is the full connection layer, which further combines the global deep abstract features. The output results are as follows:

\[
o_k = f_\delta (h_{last} \cdot W_{fc1} + b_{fc1})
\]

In Eq. 5: \( h_{last} \) represents the vector flattened by the flatten layer, \( W_{fc1} \in \mathbb{R}^{n_c} \) is the weight matrix of the full connection layer, and \( n_c \) is the number of hidden cells of the full connection layer; the activation function is also the ReLu function. For the final wind speed regression problem, the number of unit output is 1, and the output of the regression result is obtained through the full connection layer:

\[
y = f_\sigma (o_k \cdot W_{fc2} + b_{fc2})
\]

\[
f_\sigma (z) = \frac{1}{1 + e^{-z}}
\]

In Eqs. 6 and 7: \( \hat{y} \) represents the final regression prediction result, where the activation function \( f_\sigma (z) \) is a sigmoid function.

**MODEL TRAINING AND STRATEGY**

In order to train the proposed model and deal with the task of predicting wind speed in the next hour, a set of training feature maps was constructed from the time series of the original meteorological parameters, feature maps \( \{x_i, x_2, \cdots x_m\} \), where \( x_i \in \mathbb{R}^{8} \). The true wind speed label corresponding to the feature maps is \( \{y_1, y_2, \cdots y_m\} \), the parameters \( \{W, b, W_{fc}, b_{fc}\} \) of the model were adjusted through supervised training, and the expression of the objective loss function to be minimized in the model is:

\[
J = \frac{1}{m} \sum_{i=1}^{m} L(g(x_i, W, b, W_{fc}, b_{fc}), y_i)
\]

\[
L = (\hat{y}_i - y_i)^2
\]

In Eq. 8, this function represents the mean square error function, where the contents of the function are simplified and expressed by formula Eq. 9, and \( g(\cdot) \) represents the feature transformation function of the deep convolutional neural network, \( W, b \) represents the connection weight and bias of the convolutional layer in the 1D-CNN layer and 2D-CNN layer, and \( W_{fc}, b_{fc} \) represents the connection weight and bias in the fully connected layer.

In deep convolutional neural network, one of the biggest problems is prone to overfitting. In order to prevent this problem, regularization method can be used to strengthen the generalization ability of the model. In this paper, L2 norm is adopted to constrain the connection weight matrix of each layer, which can reduce the complexity of the model. The expression of the objective loss function minimized after L2 norm is adopted is:

\[
J = \frac{1}{m} \sum_{i=1}^{m} L(g(x_i, W, b, W_{fc}, b_{fc}), y_i) + \frac{\lambda_1}{2} \|W_{fc}\|^2 + \frac{\lambda_2}{2} \|W_{fc}\|^2
\]

In Eq. 10: the second and third terms represent the L2 regular terms, and \( \lambda_1 \) and \( \lambda_2 \) are the weight attenuation coefficients.

After the objective loss function is given, the backpropagation algorithm is used to train the entire deep convolutional neural network model and selects the Adam algorithm (Khodayar et al., 2017) as the gradient optimization algorithm of the model. The Adam algorithm shows the advantages of inertia retention and environment perception. The algorithm calculates the adaptive learning rate of different parameters from the first and second moment budgets of the gradient, the idea of calculating the mean value in sliding window is adopted for numerical fusion, and the contribution of the gradient to the current mean declines exponentially.

In addition to regularization, the dropout strategy can also be used to further prevent the occurrence of overfitting of the model. The dropout strategy is an optimization during network training.
Hidden neurons in the network are randomly discarded according to a certain probability. During the training process, discarded neurons do not participate in forward and backpropagation, but their corresponding weights are retained. On the one hand, this operation can effectively reduce the number of internal parameters in the model; on the other hand, it increases the diversity of input data in the model and, to some extent, reduces the probability of the occurrence of overfitting phenomenon. The dropout technology diagram is shown in Figure 5 where $\bigcirc$ means the discarded part.

**EXPERIMENTAL RESULTS**

In this paper, the measured and NWP data of a harbor anchorage in Xiangshan, Ningbo, China, from January 1, 2016 to December 31, 2016, were used as experimental samples to verify the validity of the prediction model based on deep convolutional neural network, where the sampling interval of samples is 1 h. Due to the obvious seasonal characteristics of wind speed, five consecutive days in each season were randomly selected as the test period to verify the accuracy of this model in wind speed prediction and the experimental comparison with other traditional wind speed prediction models.

**Error evaluation indexes**

In order to comprehensively evaluate the predictive performance of the model, mean absolute error (MAE), mean absolute percentage error (MAPE), and root of the mean squared error (RMSE) were used as error evaluation indexes; the expressions of error indexes are as follows:

$$MAE = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i|$$ (11)

$$MAPE = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \times 100\%$$ (12)

$$RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2}$$ (16)

In the above formula: $y_i$ and $\hat{y}_i$ represent the true value and the predicted value respectively, and $N$ is the total number of samples.

**Experiment setup and training process**

In this paper, in addition to being randomly selected from each season for 5 days as a test period, and to the rest of the samples according to the proportion of 9:1, the samples were divided into the training set and validation set. In order to balance the characteristic parameters and reduce the computation and error of the model, the data need to be normalized. Then the input samples of the training model were established according to the model input construction, and 8,760 feature maps were generated, and the labels of each feature map were the real wind speed in the next hour. Finally, a total of 480 feature maps were used as the test set, 7,542 feature maps were used as the training set, and 828 feature maps were used as the validation set.

The super parameters of the proposed deep convolutional neural network model include the model structure, learning rate, and regular term coefficient. The model structure of this paper is the three-layer convolutional layer prediction model structure given in Figure 1; the learning rate was set to 0.03, no regular terms were used, and the number of iterations was set to 200. Iterative training was conducted on the proposed model, and the training process is shown in Figure 6A.

It can be seen from Figure 6A that the verification loss presents a gradually increasing trend with the increase in iteration times. At the end of the training process, the MAE of the training set for wind speed fitting reaches 0.3527 m/s, while the MAE of the verification set for wind speed prediction is 1.1461 m/s, indicating that the model generates an overfitting phenomenon after the training. Next, the model is improved by using the dropout strategy and L2 regularization constraint on all connection weights to enhance the generalization performance of the model. After a large number of experimental studies, when the dropout threshold is set to 0.2, and the L2 regular term coefficients $\lambda_1$ and $\lambda_2$ are set to 0.0005, the convergence of the model is better. The improved model training process is shown in Figure 6B. As can be seen from Figure 6B, with the increase in iteration times, the training loss and verification loss of the model decrease in step with each other, and the MAE of the two finally reaches is close to each other, about 0.3446 m/s.

**Analysis of Convolutional Neural Network Structure**

Next, in order to explain the rationality of the neural network structure of the proposed model, the control variable method is adopted to deepen the model structure of the 1D-CNN model and the proposed model step by step. The prediction effect of the different structure models was tested by deepening the 1D-CNN layer or 2D-CNN layer continuously, in which the regression prediction layer remained unchanged and remained the fully connected layer of the two-layer structure. Among them, the 1D-CNN model only uses the 1D-CNN layer as the feature extraction layer of the convolutional neural network. After extracting the temporal feature information with the 1D-CNN layer of the first layer, the proposed model uses the 2D-CNN layer of multiple layers to extract the deep abstract feature information. The prediction scatter diagram of the different models with different convolutional layer structures is shown in Figures 7 and 8.

It can be seen from Figures 7 and 8 that the convolutional neural network model with a layer of 1D-CNN structure has possessed certain predictive power, but its error is bigger, still unable to accurately predict the change in wind speed, then gradually increasing the 1D-CNN layer or 2D-CNN layer, and the 1D-CNN model and the proposed model of wind speed forecasting error decreases. In this paper, the error of the proposed model increases when the 2D-CNN layer increases to the fourth layer, which, to some extent, indicates that the model...
is overlearning. The structure of the model can be determined through the above experiments. The prediction error histogram of the two models with different convolutional layer structures is shown in Figure 9.

**Comparisons of Different Models**

In the model comparison experiment in this paper, the test set is derived from the random selection of consecutive 5 days in each season as the test period. In order to compare the prediction performance difference between the traditional wind speed prediction model and the proposed model, the persistence method, ARMA, SVR, DBN, LSTM, and 1D-CNN were selected as controls for wind speed prediction in the next hour. As a benchmark model, the persistence method is the simplest wind speed prediction method, which takes the observed wind speed of the nearest point as the predicted value of the next point. This method is suitable for the prediction below 3–6 h. The persistence method and the absolute error of the forecast results of the proposed method are given in Figure 10 and the absolute error distributions are given in Figure 11.

It can be seen from Figure 10 that wind speed prediction of the persistence model fluctuates greatly, not stable, but from the AE
distribution in Figure 11, the persistence model has relatively good prediction performance, and most of the absolute prediction errors are between 0 and 0.740 m/s. Through calculation and comparison, the mean and variance of the absolute error of the persistence model predicted value are 1.1307 and 1.3771, and the mean and variance of the absolute error of our predicted value are 0.3945 and 0.0368. It can, therefore, be concluded that the proposed model is more powerful than the persistence model.

Next, comparative experiments were conducted with other models. In the ARMA model, the wind speed series data are smoothed first; after parameter tuning, the parameter $p$ of the autoregression part is 3, and the parameter $q$ of the moving average part is 2. The SVR uses the Gaussian kernel function, and its parameter penalty factor $C$ and control radius $\delta$ are set to 187.6 and 0.1203, respectively, after parameter tuning. In the DBN model, the structure of the hidden layer and hidden unit of the model is adjusted, and the structure with the best prediction performance is $[400, 200, 150, 50, 1]$. However, in the LSTM model, the structure with the best predicted performance is $[200, 100, 10]$ after the structural parameter tuning of the
model. Finally, the wind speed prediction results of the different prediction models for the next 1 h during the test period are shown in Figure 10, and the absolute errors between predicted samples and real samples of the different models are shown in Figure 11.

As can be seen from Figure 12, when the wind speed is large and fluctuates relatively, the predicted value of wind speed of the above five models is close to the real value, and all of them can predict the change in wind speed more accurately, as shown in the figure. However, when the wind speed is small, or the fluctuation range is large, the prediction deviation of model 1D-CNN and the model proposed in this paper is smaller than that of the other models. Since the convolutional neural network builds dense features through mining and is more sensitive to changes in input features than other models, model 1D-CNN and the model in this paper can achieve more accurate prediction results. It can be seen from the absolute errors of the different models in Figure 13 that the overall error of the proposed model is relatively small. The predictions of other models have large fluctuations and present an unstable state, especially in the predictions of individual sample
TABLE 1 | Wind speed prediction results of different prediction models.

| Models | MAE/(m/s) | RMSE/(m/s) | MAPE (%) | Training time (s) | Prediction time (s) |
|--------|-----------|------------|-----------|-------------------|--------------------|
| ARMA   | 0.8846    | 1.1324     | 11.34     | 235.46            | 0.041              |
| SVR    | 0.9051    | 1.0647     | 12.82     | 247.23            | 0.036              |
| LSTM   | 0.6315    | 0.6627     | 8.76      | 1,166.34          | 0.231              |
| DBN    | 0.6531    | 0.6942     | 9.28      | 2,123.43          | 0.264              |
| 1D-CNN | 0.4424    | 0.4838     | 6.32      | 539.58            | 0.177              |
| Proposed | 0.3945    | 0.4499     | 5.71      | 949.66            | 0.184              |
From the analysis of the training and testing time, the ARMA and SVR models have a faster speed in the training time, which were 235.46 and 247.23 s, respectively, to complete the training of the model. This is because these models have fewer training parameters compared with deep learning models. The deep learning model LSTM, DBN, 1D-CNN, and proposed model have more hierarchical structures and neural units, so they are accompanied by more training parameters. More training parameters will make the model more complicated and greatly increase the burden of model training. These models have more hierarchical structures and neural units, so they have a large number of training parameters to make the model more complicated and greatly increase the burden of model training. From the comparison of training and testing time of the different models, it can be seen that the proposed model has certain advantages over other traditional deep learning models. It only took 949.66 s to complete the training of the model, and it took 0.184 s to predict 480 samples forward.

To avoid the randomness of the prediction model and the contingency of the experimental results, next, we verified the proposed model on more datasets. In addition to the dataset used in this paper (Ningbo Xiangshan Dataset, referred to as NBdata), the first dataset we chose was the Eastern Wind Integration Dataset (EWIdata) (EnerNex Corporation, 2011), which consists of wind speed for 1,326 wind generation sites in the northern states of the US. EWIdata includes 6 years of wind speed-related measurements from 2007 to 2012 with 1-h intervals. Each year contains 8,760 data samples. Another dataset we chose was collected by West Texas Mesonet (Texas Tech National Wind, 2018). The whole dataset includes data collected in 2016 from 117 weather stations, spreading out in West Texas. We can call the dataset WTdata. Each weather station contains complete data with 1-h intervals, so the size of WTdata is 1,024,920.

We have calculated the mean and standard deviation of the above three datasets, and the results are shown in **Table 2**. It can be seen that the distribution of data among different datasets varies greatly; the reasons behind will not be discussed here. The comparison experiments of the prediction models on the different datasets were carried out, and the average MAPE of

| Dataset   | Mean (m/s) | Standard deviation (m/s) |
|-----------|------------|--------------------------|
| EWIdata   | 4.084      | 2.773                    |
| WTdata    | 3.082      | 2.176                    |
| NBdata    | 6.251      | 4.395                    |

From the analysis of the training and testing time, the ARMA and SVR models have a faster speed in the training time, which were 235.46 and 247.23 s, respectively, to complete the training of the model. This is because these models have fewer training parameters compared with deep learning models. The deep learning model LSTM, DBN, 1D-CNN, and proposed model have more hierarchical structures and neural units, so they are accompanied by more training parameters. More training parameters will make the model more complicated and greatly increase the burden of model training. These models have more hierarchical structures and neural units, so they have a large number of training parameters to make the model more complicated and greatly increase the burden of model training. From the comparison of training and testing time of the different models, it can be seen that the proposed model has certain advantages over other traditional deep learning models. It only took 949.66 s to complete the training of the model, and it took 0.184 s to predict 480 samples forward.

To avoid the randomness of the prediction model and the contingency of the experimental results, next, we verified the proposed model on more datasets. In addition to the dataset used in this paper (Ningbo Xiangshan Dataset, referred to as NBdata), the first dataset we chose was the Eastern Wind Integration Dataset (EWIdata) (EnerNex Corporation, 2011), which consists of wind speed for 1,326 wind generation sites in the northern states of the US. EWIdata includes 6 years of wind speed-related measurements from 2007 to 2012 with 1-h intervals. Each year contains 8,760 data samples. Another dataset we chose was collected by West Texas Mesonet (Texas Tech National Wind, 2018). The whole dataset includes data collected in 2016 from 117 weather stations, spreading out in West Texas. We can call the dataset WTdata. Each weather station contains complete data with 1-h intervals, so the size of WTdata is 1,024,920.

We have calculated the mean and standard deviation of the above three datasets, and the results are shown in **Table 2**. It can be seen that the distribution of data among different datasets varies greatly; the reasons behind will not be discussed here. The comparison experiments of the prediction models on the different datasets were carried out, and the average MAPE of
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**Figure 14** | Comparison of the average mean absolute percentage error (MAPE) of the different prediction models on different datasets.
the multiple groups of test data in the different datasets was used as the evaluation index. Comparison of average MAPE of the different prediction models on the different datasets is shown in Figure 14 and Table 3 shows the data of the comparative experimental results. From the analysis of the comparison results, the proposed model shows excellent prediction ability. In the case of the same dataset, compared with other prediction models, they all had the lowest average MAPE.

**CONCLUSION**

In this paper, deep convolutional neural network is applied to the prediction of wind speed in harbor anchorage, and a deep convolutional neural network model based on 1D-CNN and 2D-CNN is proposed. First, by using the model input construction method, the feature maps of the model input is constructed from the time series of each meteorological parameter, providing the model in this paper with the input data type with two-dimensional characteristics. Then, the backpropagation algorithm and Adam gradient descent algorithm were used to train the model. Finally, experimental verification was carried out in a test period of five consecutive days in randomly selected seasons. Based on the analysis of the experimental results, the following conclusions could be drawn:

1) In the proposed deep convolutional neural network model, the overfitting phenomenon easily occurs in the model after training, and the probability of this phenomenon can be reduced by L2 regularization and dropout strategy, so that the model after training can also have good predictive ability for unknown data.

2) Under the condition that the structure of the regression prediction layer does not change, the control variable method is adopted to add the CNN layer by layer to determine the structure of the deep convolutional neural network model. In the process of error analysis, it can be found that the deep convolutional neural network with 1 1D-CNN layer and 2 2D-CNN layers has the best prediction performance.

3) Compared with the traditional machine learning and deep learning models, the proposed model automatically extracts the time sequence feature information and deep abstract feature information from the input feature maps. It can effectively predict the wind speed of the harbor anchorage in the next hour, its prediction accuracy is higher than that of the traditional prediction model, and the model also has strong generalization performance on different datasets.
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