Superconductivity in dilute system of sites with strong electron-electron attraction
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We consider the effect of strong electron-electron attraction on superconductivity in the dilute system of the negative U-centers. They couple to the conducting electronic states and mediate attraction between electrons. We predict the formation of the local Cooper pairs provided attraction exceeds a certain threshold value. The global coherent superconducting state appears only due to the Andreev scattering between the centers at low temperatures. The dependence of the superconducting transition temperature and the second critical magnetic field on attraction strength is calculated.

PACS numbers: 74.20.-z, 74.25.Op, 74.45.+c

I. INTRODUCTION

Electron gas undergoes transition to the superconducting state even at weak attraction between the particles. The formation of electron pairs and their successive condensation takes place at the same temperature. As attraction strength increases, the continuous transition to the state with strongly coupled composite bosons arises [1–3]. Narrow electron band structure favors the two-electron bound states [4], which are characterized by the pair dissociation temperature. On the low-temperature side, a coherent state similar to the Bose condensate emerges. Here the coherent transition temperature is determined by the inverse time of inter-particle exchange. For Bose particles, this time is of the order of the inter-particle distance flight time (here and below $\hbar = k_B = 1$).

Semiconductors at a low carrier concentration have relatively large values of the superconducting transition temperature. An original feature of such systems is the negative U-centers at resonance sites, which are weakly overlapped with the conducting states. The $\mathcal{A}^N \mathcal{B}^V$ compounds [5–7] doped with the so-called valence skippers [8] are particular examples of such semiconductors.

Superconducting models with local on-site attraction were considered in several articles [9]. The recent theoretical and experimental studies of these compounds can be found in Refs. [10–13]. It was noted that the highest superconducting transition temperature can be reached in the regime when the Fermi level is pinned at the resonances provided the degeneracy of energy levels with the number of electrons differs by two $E(N) \simeq E(N + 2)$. Here $E(N)$ is the energy of the center with $N$ electrons. The presence of such degeneracy raises the question of the influence of the charge Kondo effect on superconductivity [14, 15].

Using the Hubbard-Stratonovich transformation we study negative U-centers mediated superconductivity at the vicinity as well as far beyond the level degeneracy limit. A weak coupling regime exists up to the emergence of degeneracy and can be described by the BCS approach. As attraction becomes stronger, one notices the resemblance with the problem of composite bosons formation, where Bose pairs are formed locally. Although, the inter-particle Bose exchange of bosons, which leads to the emergence of a coherent state, occurs in our case due to Andreev scattering. Coherence is established at temperatures much lower than the pair breakdown temperature. We also calculate the upper critical magnetic field. It is shown that in the strong coupling regime magnetic field does not lead to dissociation of bosons, but rather destroys their coherence.

II. MAIN DEFINITIONS

We begin with the system of negative U-centers. They are formed on the dopants whose electronic resonance states are weakly overlapped with the conducting states. The Hamiltonian of the system in terms of electron creation and annihilation operators has a well-known form

$$
H = \sum_{\mathbf{p}, \sigma} [\epsilon(\mathbf{p}) - \mu] a^{\dagger}(\mathbf{p}, \sigma) a(\mathbf{p}, \sigma) + U_{\text{imp}}
$$

$$
+ \sum_{i, \sigma, \mathbf{p}} V[a^{\dagger}(\mathbf{p}, \sigma) a(i, \sigma) + a^{\dagger}(\sigma) a(\mathbf{p}, \sigma)]
$$

$$
+ \sum_{i} \left[ (\epsilon_R - \mu)(n_{i, \downarrow} + n_{i, \uparrow}) - W n_{i, \downarrow} n_{i, \uparrow} \right].
$$

Here $a^{\dagger}(\mathbf{p}, \sigma), a(\mathbf{p}, \sigma)$ are the creation and annihilation operators of the conducting electrons with spectrum $\epsilon(\mathbf{p})$, $\mu$ is the chemical potential, and $U_{\text{imp}}$ describes random scattering of the conducting electrons. Third term in Hamiltonian (1) describes hybridization between the conducting and the resonance states. Here $a^{\dagger}_i(\sigma), a_i(\sigma)$ are creation and annihilation operators of electrons on the resonance site denoted by index $i$. The last term in (1) contains a sum of Hamiltonians, which describe the resonance sites, where $E_R \equiv \epsilon_R - \mu$ is the resonance energy measured with respect to the chemical potential, and $W > 0$ is the energy of the electron-electron attraction on site $i$.

We consider a situation where the resonance site contains one resonance state in the relevant energy region near the Fermi level. Hence the Green function of the resonance site, which is coupled to the band states, might
can be approximated as
\[ g_i(r, r', \omega_n) = \psi(r - r_i)\psi(r' - r_i)g(\omega_n), \quad (2) \]
where
\[ g(\omega_n) = \frac{1}{i\omega_n - E_R + i\gamma \text{sign}(\omega_n)\sqrt{\omega_n}}. \quad (3) \]

with the Matsubara frequency \( \omega_n = (2n + 1)\pi T \), the wavefunction of localized state \( \psi(\mathbf{r}) \). We assume that the wave-function is constant \( \sim a^{-3/2} \) in a cube of size \( a \) of the order wave-function localization length. Smearing of the resonance due to hybridization with the band states is described by
\[ \gamma = \pi a^3 \nu_0 V^2, \quad (4) \]
where \( \nu_0 \) is the one-spin density of the conducting states at the Fermi level.

We consider the disordered conducting electrons, where mean free time \( \tau \) is determined mostly by scattering on non-resonance sites. The Green function of conducting electrons averaged over the impurities scattering [16] is given by
\[ G(r, r', \omega_n) = \int \frac{d^2p}{(2\pi)^3} \frac{\exp[ip(r - r')]\delta(p - \varepsilon) + \mu + i\text{sign}(\omega_n) \sqrt{\omega_n}}{i\omega_n - \varepsilon(p) + \mu + i\text{sign}(\omega_n) \sqrt{\omega_n}/2\tau}. \quad (5) \]

### III. SUPERCONDUCTING INSTABILITY AT WEAK ATTRACTION

The instability of the system with respect to the transition to the superconducting state is described by the ladder \( L(i, k) \), which is shown in Fig. 1, [16]. Note that we consider electron-electron interaction on the resonance sites only. In the dilute system of resonance sites upon the propagation between them, conducting electrons experience multiple scattering events by impurities. These scattering processes can be described by the cooperon-diffusion ladder, which is schematically shown in Fig. 2 and is given by
\[ C(q, \omega_1, \omega_2) = \frac{\Theta(-\omega_1, \omega_2)}{Dq^2 + |\omega_1|}, \quad (6) \]
where \( D \) is the diffusion constant of conducting electrons due to impurity scattering.

The ladder equation for \( L(i, k) \) has discrete structure, where summation has to be performed over the resonance cites
\[ [1 - W\Pi(0)]L(i, k) = W\delta_{i,k} + W \sum_{i\neq m} \Pi(i - m)L(m, k). \quad (7) \]

\( W\Pi(0) \) is onsite contribution to ladder, determined by equation (10).

Noting the long range nature of the cooperon-diffusion pole (6) in the definition of \( \Pi(i - m) \), we replace the summation in (7) over sites \( k \neq i \) by the integration over position coordinate \( r_k \) weighted with the density of resonance sites \( n_R \). As a result we obtain
\[ \sum_{i\neq m} \Pi(i - m)L(m, k) = n_R \int d\mathbf{r}_m \Pi(i - m)\mathbf{L}(\mathbf{r}_m, \mathbf{r}_k). \quad (8) \]

In this approximation, the superconducting transition temperature is determined by equation
\[ 1 - W\Pi(0) = W n_R \int d\mathbf{r} \Pi(\mathbf{r}), \quad (9) \]

where the right hand side is taken at zero momentum.

Dispersion equation (9) can be written through the Green functions (3) in the form
\[ 1 - WT \sum_{\omega_n} g(\omega_n)g(-\omega_n) = \frac{2WnR\gamma^2 T}{\pi \nu_0^2} \sum_{\omega_n} [g(\omega_n)g(-\omega_n)]^2 C(q = 0, \omega_n, -\omega_n). \quad (10) \]

The right hand side in Eq. (10) can be calculated as
\[ W n_R \frac{\gamma^2 A}{\pi \nu_0^2} \ln(E_0/T) \]

with logarithmic cutoff given by \( E_0 \sim \min(\gamma, |E_R|) \). Here we also introduce
\[ \Lambda = \frac{1}{(E_R^2 + \gamma^2)^2}, \quad (11) \]

which appeared due to the term \( [g(\omega_n)g(-\omega_n)]^2 \) taken in the limit \( \omega_n \to 0 \) and will arise in all definitions of the transition temperature and critical magnetic fields.
The superconducting transition temperature can be found from Eq. (10) in the weak coupling regime in the form

$$T_c = E_0 \exp \left\{ - \frac{\pi^2 \nu_0 (1 - W/W_c)}{\gamma^2 \Lambda W n_R} \right\} ,$$  \hspace{1cm} (12)

where we introduce

$$W_c^{-1} = T \sum_{\omega_n} g(\omega_n) g(-\omega_n).$$  \hspace{1cm} (13)

At $T \ll \gamma, |E_R|$ we find

$$W_c^{-1} = \frac{1}{2|E_R|} \left( 1 - \frac{2}{\pi} \arctan \frac{\gamma}{|E_R|} \right).$$  \hspace{1cm} (14)

Evidently, the weak coupling regime corresponds to $W/W_c < 1$. In this case equation (9) is satisfied due to the long-range nature of $\Pi(r_i - r_m)$, which leads to the logarithmic contribution in (10). At $W \ll W_c$ expression (12) resembles the one obtained in [17].

Note that for positive $E_R > \gamma$, the strong coupling regime $W \sim W_c = 2E_R$ corresponds the valence skipping condition [8].

**IV. STRONG INTERACTION** $W/W_c \geq 1$

It is convenient to consider the intermediate as well as strong coupling regimes within the framework of the Ginzburg-Landau (G-L) functional. We separate the functional into the sum of local contributions of individual resonance sites and contributions, which are associated with the interaction between different sites.

**A. Local part of G-L functional**

The Green function, which is related to the Hubbard-Stratonovich transformation near the resonance site $i$, in saddle point approximation is given by

$$g_{S,i} = -\frac{1}{\omega_n^2 + E_R^2 + |\Delta_i|^2} \begin{pmatrix} i\omega_n + E_R & -\Delta_i \\ -\Delta_i & i\omega_n - E_R \end{pmatrix}. \hspace{1cm} (15)$$

where

$$\bar{\omega}_n = \omega_n \left( 1 + \frac{\gamma}{|\omega_n|} \right). \hspace{1cm} (16)$$

The self-consistent equation for the local $\Delta_i(r) = \Delta_i(|\psi(r - r_i)|^2$ is given by

$$\Delta_i = WT \sum_{\omega_n} \frac{\Delta_i}{\omega_n^2 + E_R^2 + |\Delta_i|^2}. \hspace{1cm} (17)$$

This equation determines the dependence of $\Delta_i(T, W)$ on the temperature and attraction strength $W$. There is a critical value of attraction $W_c$, which is given by (13) so that $\Delta_i(T, W) = 0$ at $W < W_c$.

The local part of G-L functional is given by a sum over the resonance sites

$$F_{loc} = \sum_i (W^{-1} - W_c^{-1}) \Delta_i^2 + b \Delta_i^4, \hspace{1cm} (18)$$

where $W_c$ is determined by expression (13), the coefficient $b$ is given by

$$b = T \sum_{\omega_n > 0} \left[ (\omega_n + \gamma)^2 + E_R^2 \right]^{-2} \hspace{1cm} (19)$$

Note that both $W_c$ and $b$ are functions of $T$, $E_R$, and level broadening $\gamma$. To estimate, one can show that $b^{-1} \sim W_c^3 \sim \max(|E_R|^3, \gamma^3)$.

We would like to emphasize that in the strong coupling regime at $W > W_c$ the presence of nonzero value of $\Delta$ does not mean the existence of superconductivity. To have superconducting coherence we need the nonzero quantity

$$\langle \Delta_i \Delta_k \exp i(\phi_i - \phi_k) \rangle \neq 0 \hspace{1cm} (20)$$

at large $|r_i - r_k|$ compared to the average distance between the centers. This condition is determined by the nonlocal contribution to the functional G-L functional.

**B. Nonlocal part of G-L functional**

It is instructive to consider the nonlocal part of G-L functional as the result of Andreev reflections in a system with a given distribution of $\Delta_i$.

Using Nambu operators

$$\Psi(r) = \begin{pmatrix} \varphi_+(r) \\ \varphi_+^\dagger(r) \end{pmatrix}, \Psi^+(r) = \begin{pmatrix} \varphi_+(r) & \varphi_+(r) \end{pmatrix} \hspace{1cm} (21)$$

the Hamiltonian of the system can be written as

$$H_\Delta = H_{cond} + \int dr \sum_i \left\{ E_R \Psi_i^+(r) \tau_z \Psi_i(r) - \frac{1}{2} \Psi_i^+(r) |\Delta_i(r) \tau_x + \Delta_i^*(r) \tau_y | \Psi_i(r) \right. \left. + V(r) [\Psi_i^+(r) \tau_z \Psi_i(r) + \Psi_i^+(r) \tau_z \Psi_i(r)] \right\}. \hspace{1cm} (22)$$
where $H_{\text{cond}}$ is the Hamiltonian of conducting electrons written in Nambu representation $\Psi(r)$ and $\Psi^+(r)$.

Let us consider a situation in which the order parameter is finite on sites $r_i$ and $r_j$ only. In this case correction to the Hamiltonian of free electron gas is given by

$$\delta H = \delta H_i + \delta H_k,$$

(23)

where

$$\delta H_i = \int dr \Psi^+(r - r_i) \begin{pmatrix} 0 & \Delta_i \\ \Delta_i^* & 0 \end{pmatrix} \Psi(r - r_i).$$

(24)

The thermodynamic potential has a contribution, which is proportional to the product $\Delta_i \Delta_k$. This term corresponds to the diagram shown in Fig. 3 and is given by

$$F(i,k) = -T \int_0^{1/T} d\tau_1 d\tau_2 (T_\tau \delta H_i(\tau_1) \delta H_k(\tau_2)).$$

(25)

Here the evolution of perturbation is determined as $\delta H_i(\tau) = \exp(\tau H_{\Delta=0}) \delta H_i \exp(-\tau H_{\Delta=0})$. Also note that expression in (25) depends of the superconducting phase difference $\phi_{ik}$. One obtains

$$F(i,k) = -B(i,k)|\Delta_i \Delta_k| \cos \phi_{ik},$$

(26)

where

$$B(i,k) = \frac{8\gamma^2}{\pi \nu_0} T \sum_{\omega_n > 0} \int \frac{dq}{(2\pi)^3} \frac{\exp(iqr_{ik})}{2\omega_n + Dq^2} \frac{1}{(\omega_n + \gamma)^2 + E_R T^2_{\tau R}}.$$  

(27)

The first factor in the denominator in (27) is due to the cooperon-diffusion ladder (6).

C. Ginzburg-Landau functional at $W \sim W_c$

Expressions (18) and (26) determine Ginzburg-Landau functional. One has

$$F(\Delta, e^{i\phi_i}) = \sum_i \left[ \frac{1 - W/W_c}{W} |\Delta_i|^2 + b|\Delta_i|^4 \right]$$

$$- \frac{1}{2} \sum_{i \neq k} B(i,k)|\Delta_i \Delta_k| \cos(\phi_{ik}).$$

(28)

V. TEMPERATURE OF TRANSITION TO THE COHERENT STATE

Without magnetic field, the average value of the order parameter $\Theta \equiv \langle \Delta \rangle$ is a uniform real quantity. Mean field equation for the complex order parameter $\Delta = \theta_1 + i\theta_2$ in this case is given by

$$\Theta \equiv \langle \theta_1 + i\theta_2 \rangle = \int d\theta_1 d\theta_2 \Delta \exp(-F_{MF}(\Theta)/T),$$

(29)

where

$$F_{MF}(\Theta) = \frac{1 - W/W_c}{W} |\Delta|^2 + b|\Delta|^4 - \Theta \theta_1 \sum_{k \neq 0} B(0,k).$$

(30)

Expanding the right hand side of (29) over $\Theta$, we obtain equation for the temperature of transition to the coherent state

$$1 = \frac{\langle |\Delta|^2 \rangle}{2T} \sum_{k \neq 0} B(0,k),$$

(31)

where

$$\langle |\Delta|^2 \rangle = \int_0^\infty d\rho \exp \left[ -\left( \frac{1 - W/W_c}{W} \rho + b\rho^2 \right) / T \right].$$

(32)

Performing a change $\sum_{k \neq 0} B(0,k) \rightarrow n_R \int dr B(r)$, from (27) we obtain

$$\sum_{k \neq 0} B(0,k) = \frac{2\gamma^2 A n_R \ln(E_0/T)}{\pi^2 \nu_0}.$$  

(33)

By analyzing equation (31), we obtain three regimes, which are schematically shown in Fig. (4).

Firstly, calculating correlation function in the weak coupling regime $W < W_c$, we can neglect the term $b\Delta^4$. From (31), (32), and (33) we obtain the transition temperature in weak coupling limit (12).

Second, at $W \sim W_c$ and $T_c > (W - W_c)^2/W_c$, we can neglect the term $\sim \rho$ in the exponents in (32). In this case we obtain transition temperature from (31)

$$T_c = \left[ \frac{n_R \gamma^2 A}{\pi^2 \nu_0 \sqrt{\pi b}} \ln |E_0/T_c| \right]^2.$$  

(34)
Replacing summation in Eq. (36) with the integration over the average of $\Delta$ has nonzero value. At $(W - W_c)/(W - W_c) > T_c$, we can neglect fluctuation contribution in (32) so that the transition temperature is given by expression

$$T_c = \frac{(W/W_c - 1)}{W_b} \frac{n_R \gamma^2 A}{2\pi^2 \nu_0} \ln |E_0/T_c|. \quad (35)$$

We note that (35) coincides with expression obtained in Ref. [9].

At stronger interaction $W \gg W_c$, one gets $\langle |\Delta|^2 \rangle = W^2$ in equation (31). Therefore $T_c$ grows with $W$.

VI. UPPER CRITICAL MAGNETIC FIELD

Let us consider applied magnetic field with the vector potential $A(r)$. In this case the average order parameter is nonuniform real quantity $\langle \Delta \rangle = \Theta_i$. Instead of (31), the self-consistency equation is given by

$$\Theta_i = \frac{\beta \langle |\Delta|^2 \rangle}{2T} \sum_{k \neq i} B(i,k) \Theta_k. \quad (36)$$

Replacing summation in Eq. (36) with the integration and expanding the order parameter as

$$\Theta_k = \Theta(r_i) + \frac{r_{ik}^2}{2} \left( \frac{d}{dr_i} - \frac{2e}{c} iA \right)^2 \Theta(r_i) \quad (37)$$

near $r_i$, on the right hand side of (36) we obtain

$$\sum_{k \neq i} B(i,k) \Theta_k = n_R \int d\mathbf{r} B(\mathbf{r}) \Theta(\mathbf{r}_i) +$$

$$+ n_R \frac{r_{ik}^2}{2} \int d\mathbf{r}^2 B(\mathbf{r}) \left( \frac{d}{dr_i} - \frac{2e}{c} iA \right)^2 \Theta(r_i). \quad (38)$$

It is well known that in order to determine the upper critical magnetic field $H_{c2}$, it is necessary to choose an eigenstate $\Theta(\mathbf{r})$ of (38) with the the largest eigenvalue.

Finally, we find that the upper critical field is determined by equation

$$n_R \int d\mathbf{r} B(\mathbf{r}) - \frac{2T}{\langle |\Delta|^2 \rangle} = \frac{n_R |e| H_{c2}}{c} \int d\mathbf{r} B(\mathbf{r}). \quad (39)$$

According to (27) we have

$$\int d\mathbf{r}^2 B(\mathbf{r}) = \frac{DA\gamma^2}{2\pi \nu_0 T_c}. \quad (40)$$

In the weak coupling case $W < W_c$ and at temperature near $T_c$, we obtain

$$\frac{D|e| H_{c2}}{c} = \frac{4}{\pi} (T_c - T). \quad (41)$$

At $W \sim W_c$, substituting $\langle |\Delta|^2 \rangle = (T/\pi b)^{1/2}$ into (39), and for the system with the transition temperature (34) we obtain

$$\frac{D|e| H_{c2}}{c} = \frac{2}{\pi} (T_c - T) (E_0/T_c). \quad (42)$$

At strong attraction, when $W > W_c$ and $\langle |\Delta|^2 \rangle = \langle |\Delta|^2 \rangle = \left| \frac{1 - W/W_c}{2W} \right|$, the critical field can be found from

$$\frac{D|e| H_{c2}}{c} = \frac{4}{\pi} (T_c - T) |E_0/T_c|. \quad (43)$$

The critical field grows with the the attraction, approaching the value (43) at $W > W_c$.

We emphasize that the magnetic field does not affect the local value of $\Delta_i$. Rather, it reduces the effective values of the Josephson coupling between different sites.

VII. CONCLUSIONS

In this paper we have studied the superconducting transition in dilute system of negative U-centers with strong electron-electron attraction.

We have shown that local densities of the Cooper pairs emerge at a temperature exceeding the superconducting transition temperature. The state exists provided attraction is stronger than some critical value $W_c$, which depends on the position and width of the resonance levels. Global superconductivity is established due to the Andreev reflection between the resonance level at a lower temperature. This regime resembles the transition from the BCS state to the liquid of composite Bose particles.

Results do not change under changing sign of $E_R$. Therefore they are valid not only for valence skippers at small $|2E_R - W| \ll |E_R|$ but also for system of sites with negative $E_R$ at $|2E_R + W| \ll |E_R$.
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