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Abstract

We construct a family of hyperbolic string vertices in the oriented open-closed string field theory, generalizing the recent result on hyperbolic closed string vertices by Costello and Zwiebach. The vertices are described by certain bordered hyperbolic surfaces and we explain relevant collar theorems which provide restrictions on the systolic conditions for the hyperbolic vertices. We also give explicit descriptions of the vertices for all zero and one-dimensional moduli spaces.
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1 Introduction

In recent years, it has become clear that a well defined and consistent perturbative formulation of string theory requires the framework of string field theory (we refer readers to [1–3 and references therein for an overview of the subject). For example, traditional analytic continuation involved in the computation of string amplitudes to cure the divergences in moduli integration naturally arises in string field theory as explained in [4]. Furthermore, prescriptions given by string field theory provide not only unambiguous recipe to compute physical quantities in a given background, but also descriptions of more general backgrounds arising as solutions to string field equations of motions. For example, this idea was used to study strings in Ramond-Ramond flux backgrounds [5].

In practice, computations that appear in string field theory are those of worldsheet conformal field theories. Therefore, we in principle can compute relevant quantities in a rather straightforward manner. Being a field theory, string field theory carries vertices which are roughly speaking integration of worldsheet correlators of off-shell string fields over specific parts of the moduli spaces. However, such off-shell objects in general depend on how one coordinatizes Riemann surfaces and this ambiguity exactly amounts to string field redefinitions [6–9]. Thus, the choice of vertices amounts to which coordinatization of Riemann surfaces to use and which parts of the moduli spaces to cover.

Of course, not all such arbitrary choices of vertices are consistent. There is a very natural requirement on string vertices when the homomorphism between Batalin-Vilkoviski (BV)-algebras of surfaces and string fields are considered [10,11]. The requirement is called geometric master equation and the job of finding the solutions is of fundamental interest in the framework of string field theory. In the past, such solutions were found using various metrics, an example being minimal area metrics [12–16]. There were also approximate constructions using the hyperbolic metrics [17–20].

Recently, a nice explicit construction of closed string vertices using hyperbolic metric was achieved in [21]. One starts with a bordered hyperbolic Riemann surface with specified border lengths and systolic constraints, and grafts flat semi-infinite cylinders to the borders to make them into punctures. Upon connecting such vertices using closed string propagator which is represented as a flat finite cylinder, the resulting metric is the Thurston metric (for an overview, see [22]). As string theory requires us to integrate over the moduli space, one possible advantage of hyperbolic vertices from string theory perspective is that there is a better understanding of moduli integration in such metrics [23–25].

In this work, we generalize the construction of hyperbolic string vertices to oriented open-closed string field theory [13,26] (we will omit the term ”oriented” from now on and it is always assumed). Hyperbolic surfaces to be considered are bordered hyperbolic surfaces (we
refer readers to Chapter 1 of [27] for a gentle introduction to these surfaces). Their boundaries are piecewise geodesic and some of geodesic sides will correspond to open string punctures, while the other sides belong to boundaries. Some of the borders which are closed geodesics will correspond to closed string punctures as in [21], while the others will correspond to boundaries. We will define a family of subsets of such bordered hyperbolic surfaces, and show that it solves the geometric master equation. The essential ingredients of the proof are collar theorems. Such theorems are well-known for hyperbolic bordered Riemann surfaces where boundaries are all smooth closed geodesics. We will extend them to the case of bordered hyperbolic surfaces under consideration. We will also give explicit description of all zero and one-dimensional open-closed hyperbolic string vertices. This description will show that the family of hyperbolic vertices we constructed do not include a point where the theory becomes Witten’s cubic theory [14, 28], as already discussed in [21].

The paper is organized as follows. In section 2, we review the geometric master equation for open-closed string vertices [26] and provide a proof that Feynman diagrams built out of the solutions to the geometric master equation represent fundamental classes in relative homologies of interest. Then, we proceed to discuss relevant geometric objects and theorems in section 3. Using these objects, in section 4 we will define hyperbolic open-closed string vertices and prove that they solve the geometric master equation. We describe zero and one-dimensional hyperbolic vertices in section 5. We conclude with remarks and discussions in section 6.

2 Open-closed geometric master equation and Feynman diagrams

In this section, we review the general framework of open-closed string field theory and the corresponding geometric master equation, which we will solve in later sections. All discussions are standard and we will closely follow [26]. Then, we will show that the Feynman diagrams built out of the solutions cover the moduli space exactly once, following the ideas presented in [21].

2.1 Moduli spaces, total spaces, and singular chains

In open-closed string field theory, the geometric objects under consideration are bordered Riemann surfaces with marked bulk and boundary punctures. In order to specify the moduli space, one specifies genus \( g \), number of bulk punctures \( n \), number of boundary components \( b \), and number \( m_i \) of boundary punctures on the \( i \)-th boundary, with \( i = 1, 2, \ldots, b \). We
will denote the corresponding moduli space as \( \mathcal{M}_{g,n}^{b,\{m_i\}} \). Open-closed string vertices take all possible values of these parameters satisfying

\[
\begin{align*}
&i) \; n \geq 3 \; \text{for} \; g = b = 0, \\
&ii) \; n \geq 1 \; \text{for} \; g = 1, \; b = 0, \\
&iii) \; m_1 \geq 3 \; \text{for} \; g = 0, \; b = 1.
\end{align*}
\]

(2.1)

Off-shell amplitudes of string fields are integration of worldsheet correlators over a given moduli space. As already mentioned, the result depends on the coordinatization of Riemann surfaces. We first introduce local coordinates around bulk and boundary punctures. For bulk punctures, we will take flat unit disk \( \{ z \in \mathbb{C} \mid |z| \leq 1 \} \) whose origin is the location of the puncture. For boundary punctures, we will take semi-disk \( \{ z \in \mathbb{C} \mid |z| \leq 1 \; \text{and} \; \text{Im}(z) \geq 0 \} \) on flat upper-half plane, where the origin is the location of the puncture and the real axis is the boundary. Then, the choice of embedding of disks and semi-disks corresponds to coordinatization of Riemann surfaces. Over the moduli space \( \mathcal{M}_{g,n}^{b,\{m_i\}} \), we will take the fiber to be such embeddings modulo phase rotations for disk coordinates around bulk punctures. The resulting total space is denoted as \( \hat{\mathcal{P}}_{g,n}^{b,\{m_i\}} \). By forgetting about coordinates, one can naturally project down to the moduli space, \( \pi : \hat{\mathcal{P}}_{g,n}^{b,\{m_i\}} \to \mathcal{M}_{g,n}^{b,\{m_i\}} \).

Typically, one would choose a section in \( \hat{\mathcal{P}}_{g,n}^{b,\{m_i\}} \) over \( \mathcal{M}_{g,n}^{b,\{m_i\}} \) and compute off-shell amplitudes by integrating along the section. However, as pointed out in [21], one in general can allow for singular chains with real coefficients, as chains are natural objects to integrate over. We also assume that chains are symmetrized over the punctures.

### 2.2 Vertices and Feynman diagrams

Say we made a choice of chains for all zero dimensional moduli spaces, where chains are in the fundamental homology class of the corresponding moduli spaces when pushed forward to it. Roughly speaking, it means that chains cover the moduli space (which is a point here) exactly once taking into account the multiplicities. Then, we can construct Feynman diagrams by combining these vertices using either open string or closed string propagators. Explicitly, closed string propagator plumbs two bulk punctures with local disk coordinates \( z \; \text{and} \; w \) via \( zw = e^{-s+i\theta} \) for all \( s \geq 0 \) and \( 0 < \theta \leq 2\pi \), and open string propagator glues two boundary punctures with local semi-disk coordinates \( z \; \text{and} \; w \) via \( zw = -e^{-s} \) for all \( s \geq 0 \). As a result, such Feynman diagrams are equipped with specific coordinate systems and thus represent chains over higher dimensional moduli spaces. These chains, when pushed forward to the moduli space, in general do not belong to the relative homology \( H_{\dim(\mathcal{M})}(\overline{\mathcal{M}}; \partial \overline{\mathcal{M}}) \), where \( \overline{\mathcal{M}} \) is the Deligne-Mumford compactification [29] of the moduli space \( \mathcal{M} \) under consideration. Roughly speaking, the moduli space is not covered with
multiplicity one by these Feynman diagrams. The only known exception is Witten’s cubic theory \[28\] where Feynman diagrams built out of propagators and cubic open string vertex cover the entire moduli spaces of all disk diagrams with boundary punctures exactly once. Therefore, one needs to further add chains, which we call vertices, so that the sum of vertices and Feynman diagrams with propagators represents fundamental classes of the homology relative to the boundary, when pushed forward to the moduli space (there is an ambiguity in the notion of the fundamental class of the relative homology which we will properly discuss in section 2.4). The generalization to general \(\mathcal{M}^{g,n}_{b,\{m_i\}}\) is straightforward.

In the discussion so far, there is no reason why vertex and Feynman diagrams with propagators should be disjoint and continuous across where they meet. Indeed, they may even share some of the regions over the moduli space. However, BV algebra defined over such chains is naturally homomorphic to that over string fields \[10, 11\]. Thus, one requires that the homomorphic preimage of BV master equation for string fields to hold true for chains under consideration here. This is exactly the geometric master equation which we discuss now.

### 2.3 Geometric master equation

In open-closed string field theory, the operations appearing in the BV algebra of chains are \(\{\mathcal{V}_1, \mathcal{V}_2\}_o, \{\mathcal{V}_1, \mathcal{V}_2\}_c, \Delta_o \mathcal{V}, \) and \(\Delta_c \mathcal{V}\) for chains \(\mathcal{V}, \mathcal{V}_1, \mathcal{V}_2\). For detailed definition and discussions of these operations, see \[10, 26\]. We will give a brief description of these operations.

\(\{\mathcal{V}_1, \mathcal{V}_2\}_o\) glues an open string puncture in every element of the chain \(\mathcal{V}_1\) to another open string puncture in every element of the chain \(\mathcal{V}_2\) using the semi-disk local coordinate identification \(zw = -1\). The result will be another chain of dimension same as sum of dimensions of \(\mathcal{V}_1\) and \(\mathcal{V}_2\).

\(\{\mathcal{V}_1, \mathcal{V}_2\}_c\) twist-plumbs a closed string puncture in every element of the chain \(\mathcal{V}_1\) to another closed string puncture in every element of the chain \(\mathcal{V}_2\) using the disk local coordinate identification \(zw = e^{i\theta}\) for all \(0 < \theta \leq 2\pi\). The result will be another chain of dimension higher than the sum of dimensions of \(\mathcal{V}_1\) and \(\mathcal{V}_2\) by one, except for the case where one of the chains, say \(\mathcal{V}_1\), is over \(\mathcal{M}^{0,1}_{1,\{0\}}\), i.e. disk with a bulk puncture, whose moduli space is of dimension zero and has a conformal Killing vector. In the latter case, dimension of the resulting chain is the same as that of \(\mathcal{V}_2\).

\(\Delta_o \mathcal{V}\) glues an open string puncture in every element of the chain \(\mathcal{V}\) to another open string puncture in the same element of the same chain \(\mathcal{V}\) using the semi-disk local coordinate identification \(zw = -1\). The result will be another chain of dimension same as that of \(\mathcal{V}\).

\(\Delta_c \mathcal{V}\) twist-plumbs a closed string puncture in every element of the chain \(\mathcal{V}\) to another
closed string puncture in the same element of the same chain $\mathcal{V}$ using the disk local coordinate identification $zw = e^{i\theta}$ for all $0 < \theta \leq 2\pi$. The result will be another chain of dimension higher than that of $\mathcal{V}$ by one.

For the convenience of notations, we introduce $\{ , \} \equiv \{ , \}_o + \{ , \}_c$ and $\Delta \equiv \Delta_o + \Delta_c$. Also, there is a natural boundary operator acting on the chain in the homological sense, which we denote as $\partial \mathcal{V}$. Now, we introduce the following formal sum of chains over all moduli spaces obeying (2.1)

$$\mathcal{V} = \sum_{g,n,b,\{m\}} \hbar^p \kappa^q \mathcal{V}_{b,\{m\}}^{g,n},$$

(2.2)

where $\kappa$ is the string coupling and $\mathcal{V}_{b,\{m\}}^{g,n}$ is a chain in $\hat{P}_{b,\{m\}}^{g,n}$ whose dimension is the same as that of $\mathcal{M}_{b,\{m\}}^{g,n}$. The powers $p$ and $q$ are given by $p = 2g + n + b - 1$ and $q = 4g + 2n + 2b + \sum_i m_i - 4$. Then, the geometric master equation reads

$$\partial \mathcal{V} + \frac{1}{2} \{ \mathcal{V}, \mathcal{V} \} + \hbar \Delta \mathcal{V} = 0.$$  

(2.3)

The solution $\mathcal{V}$ to (2.3) is called string vertices. Geometric master equation (2.3) is crucial in deriving Ward identities for off-shell amplitudes, from which null-state decoupling from on-shell amplitudes can be deduced. Therefore, it is tied to the gauge invariance of the string field action.

In case where $\mathcal{V}$ are sections solving (2.3) and Feynman diagrams built by $\mathcal{V}$ are also sections, this condition is a matching condition at the boundary of vertices and Feynman diagrams with propagators. For general chains, the Feynman diagrams constructed by the solutions will represent fundamental classes in the homology relative to the boundary as we discuss now.

### 2.4 Fundamental class in homology relative to the boundary

In this subsection, we discuss how Feynman diagrams built using the solution to the geometric master equation (2.3) represent fundamental classes in the homology relative to the boundary. It roughly means that they cover the moduli space exactly once. The idea here closely follows similar ideas in [21], but there will be differences arising from infinite length open string propagators and also infinite length closed string propagator connecting to a disk with a bulk puncture. Feynman diagrams $F_{b,\{m\}}^{g,n}$ built using vertices are chains in the total space whose dimension is the same as the base moduli space: $F_{b,\{m\}}^{g,n} \in C_{\dim(\mathcal{M}_{b,\{m\}}^{g,n})}(\hat{P}_{b,\{m\}}^{g,n})$. Now, we further include to the chain infinite cylinder and infinite strip propagators. The resulting chain $\overline{F}_{b,\{m\}}^{g,n}$ is a chain in the compactified total space $\overline{\hat{P}}_{b,\{m\}}^{g,n}$, which is a fibered space over the Deligne-Mumford compactification $\overline{\mathcal{M}}_{b,\{m\}}^{g,n}$ of the moduli space with fibers being the
coordinates around bulk and boundary punctures modulo rotation around bulk punctures:
\[ \overline{F}^{g,n}_{b,\{m_i\}} \in C_{\dim(M^{g,n}_{b,\{m_i\}})}(\overline{P}^{g,n}_{b,\{m_i\}}). \]

Projection map from the total space to the moduli space naturally extends to the compactified ones, \( \pi : \overline{P}^{g,n}_{b,\{m_i\}} \to \overline{M}^{g,n}_{b,\{m_i\}}. \) Using this, we push forward \( \overline{F}^{g,n}_{b,\{m_i\}} \) to the Deligne-Mumford compactified moduli space: \( \pi_* \overline{F}^{g,n}_{b,\{m_i\}} \in C_{\dim(M^{g,n}_{b,\{m_i\}})}(\overline{M}^{g,n}_{b,\{m_i\}}). \) We now show that this chain belongs to the homology relative to the boundary \( H_{\dim(M^{g,n}_{b,\{m_i\}})}(\overline{M}^{g,n}_{b,\{m_i\}}; \partial \overline{M}^{g,n}_{b,\{m_i\}}) \), or in other words, \( \partial (\pi_* \overline{F}^{g,n}_{b,\{m_i\}}) \in C_{\dim(M^{g,n}_{b,\{m_i\}})-1}(\partial \overline{M}^{g,n}_{b,\{m_i\}}). \)

Boundaries of the chains can come from three sources: boundaries of vertices, a propagator of length zero, and a propagator of length infinity. The first two cancel each other due to the geometric master equation (2.3), and the last belongs to \( C_{\dim(M^{g,n}_{b,\{m_i\}})-1}(\partial \overline{M}^{g,n}_{b,\{m_i\}}). \) Therefore, the chain under consideration indeed is a cycle in the relative homology. The question now is if it coincides with the fundamental class of the relative homology.

However, the relative homology \( H_{\dim(M^{g,n}_{b,\{m_i\}})}(\overline{M}^{g,n}_{b,\{m_i\}}; \partial \overline{M}^{g,n}_{b,\{m_i\}}) \) is a product of \( \mathbb{R} \) rather than a single \( \mathbb{R} \), because the moduli space \( \overline{M}^{g,n}_{b,\{m_i\}} \) is disconnected generically. For example, the familiar disk four point function computation of the Veneziano amplitude involves summing over six disks, which correspond to marking inequivalent connected pieces of the disconnected moduli space \( \mathcal{M}^{1,0}_{0,4} \). Nonetheless, there is a very natural definition of the fundamental class we can take. We denote each connected component of the moduli space as \( \mathcal{M}^{g,n}_{b,\{m_i\}} \), where \( I \) is an element of an appropriate index set, and consider its Deligne-Mumford compactification \( \mathcal{M}^{g,n}_{b,\{m_i\}} \). Then \( H_{\dim(M^{g,n}_{b,\{m_i\}})}(\mathcal{M}^{g,n}_{b,\{m_i\}}; \partial \mathcal{M}^{g,n}_{b,\{m_i\}}) = \mathbb{R} \), since \( \mathcal{M}^{g,n}_{b,\{m_i\}} \) is a compact connected orbifold. Therefore, in each connected component, there is a unique fundamental class in the homology relative to the boundary. We simply define the fundamental class of \( H_{\dim(M^{g,n}_{b,\{m_i\}})}(\mathcal{M}^{g,n}_{b,\{m_i\}}; \partial \mathcal{M}^{g,n}_{b,\{m_i\}}) \) to be the unique cycle which is the sum of fundamental classes of each connected component of the moduli space with coefficients being 1. This notion of fundamental class is what we want, as this is the precise meaning of covering the moduli space exactly once. Thus, our goal is to show that the cycle \( \pi_* \overline{F}^{g,n}_{b,\{m_i\}} \in H_{\dim(M^{g,n}_{b,\{m_i\}})}(\overline{M}^{g,n}_{b,\{m_i\}}; \partial \overline{M}^{g,n}_{b,\{m_i\}}) \) is the same as the fundamental class we defined.

In order to show that, we should first disconnect the cycle. Over each \( \mathcal{M}^{g,n}_{b,\{m_i\}} \), the chain \( \overline{F}^{g,n}_{b,\{m_i\}} \) will have corresponding part, which we denote \( \hat{F}^{g,n}_{b,\{m_i\}} \), obtained by the restriction map. By similar arguments as before, we have \( \pi_* \hat{F}^{g,n}_{b,\{m_i\}} \in H_{\dim(M^{g,n}_{b,\{m_i\}})}(\mathcal{M}^{g,n}_{b,\{m_i\}}; \partial \mathcal{M}^{g,n}_{b,\{m_i\}}) = \mathbb{R}. \) To show that the multiplicative constant here is 1, it is enough to check one specific point on the chain \( \pi_* \hat{F}^{g,n}_{b,\{m_i\}} \). We go back to the entire chain \( \overline{F}^{g,n}_{b,\{m_i\}} \). There is a point on the chain over \( \mathcal{M}^{g,n}_{b,\{m_i\}} - \mathcal{M}^{g,n}_{b,\{m_i\}} \) where the surface is totally degenerate in that it is built by gluing zero-dimensional vertices using infinite length open and closed string propagators. We can consider its neighborhood whose coordinates are the lengths and twists (the latter applies
only to closed string propagators) of the propagators. Points in this neighborhood project isomorphically to the uncompactified moduli space \( \mathcal{M}_{b,\{m_i\}}^{g,n} \) and in particular to each connected components \( _{\mathcal{M}_{b,\{m_i\}}^{g,n}} \). This proves that \( [\pi_* F_{b,\{m_i\}}^{g,n}] \) indeed is the fundamental class in \( H_{\dim(\mathcal{M}_{b,\{m_i\}}^{g,n})} (\mathcal{M}_{b,\{m_i\}}^{g,n}; \partial \mathcal{M}_{b,\{m_i\}}^{g,n}) \), and thus the cycle \( [\pi_* F_{b,\{m_i\}}^{g,n}] \) is the fundamental class in \( H_{\dim(\mathcal{M}_{b,\{m_i\}}^{g,n})} (\mathcal{M}_{b,\{m_i\}}^{g,n}; \partial \mathcal{M}_{b,\{m_i\}}^{g,n}) \) we defined above.

Note that the reason why we considered the homology relative to the boundary rather than the homology over the compactified moduli space is due to the infinite length open string propagator and also infinite length closed string propagator connecting to a disk with a bulk puncture. Unlike the other infinite length closed string propagators which do not contribute to the boundary of the chain (because it becomes codimension two as both length and twist parameters disappear), the infinite length open string propagator and also infinite length closed string propagator connected to a disk with a bulk puncture give contributions to the boundary of the chain. This is because the moduli for the open string propagator is one-dimensional and that for closed string propagator connected to a disk with a bulk puncture is also one-dimensional due to the conformal Killing vector. Therefore, the chain under consideration is not a cycle in \( H_{\dim(\mathcal{M}_{b,\{m_i\}}^{g,n})} (\mathcal{M}_{b,\{m_i\}}^{g,n}) \), even though it is a cycle in the relative homology \( H_{\dim(\mathcal{M}_{b,\{m_i\}}^{g,n})} (\mathcal{M}_{b,\{m_i\}}^{g,n}; \partial \mathcal{M}_{b,\{m_i\}}^{g,n}) \). It may seem to suggest that in the actual computation of string amplitudes, total derivatives in the moduli integration give nonzero contributions and thus BRST exact states do not decouple from on-shell amplitudes. However, as long as the background solves the string field equations of motions, Ward identities derived in [30] imply that null states decouple from on-shell amplitudes, regardless of the presence of boundary of moduli spaces.

We have the following result implying that finding the solution to the geometric master equation (2.3) is all we need

\textbf{Theorem 1.} \textit{Feynman diagrams built by solutions to (2.3) represent a fundamental class in the homology relative to the boundary when pushed forward to the moduli space.}

In [21], the existence and uniqueness of the solutions to (2.3) were also discussed for the closed string vertices. We will not attempt to prove the analogous statements for open-closed vertices, but we believe that it should be a straightforward generalization, with a caveat that the boundary of the Deligne-Mumford compactified moduli space may give rise to subtleties.

\(^1\)We thank Ashoke Sen for discussions on null-state decoupling in open-closed string field theory.
3 Bordered hyperbolic hexagon surfaces

In this section, we collect mathematical ingredients relevant to the construction of open-closed hyperbolic string vertices. In the case of closed hyperbolic string vertices, the relevant objects were hyperbolic bordered Riemann surfaces [21], where the borders correspond to closed string punctures. Now, we also allow for boundary borders and boundary geodesic sides which will correspond to open string punctures. Therefore our objects of interest are bordered hyperbolic surfaces. Note that these are more general than what is usually called bordered hyperbolic Riemann surfaces i.e. the latter is a proper subset of the former. For instance, the boundary components for bordered hyperbolic surfaces are piecewise geodesic, while those for bordered hyperbolic Riemann surfaces are smooth closed geodesics.

It will turn out that bordered hyperbolic surfaces are too general for our purposes. Thus, we will restrict to bordered hyperbolic hexagon surfaces (BHHS), which is a subset of what is sometimes called hyperbolic surfaces with boundaries and right angles in relevant literatures. Basic building blocks for BHHS are right-angled hexagons, which we describe in detail now.

![Figure 1: Right-angled hexagon drawn on a Poincare disk with three p-sides $a, b, c$ (in purple) and three b-sides $\alpha, \beta, \gamma$ (in blue), and its half-collars (gray region on the right). Collar theorems are based on the fact that hexagon half-collars do not overlap.](image)

3.1 Right-angled hexagons and Y-pieces

Much of the discussions in this subsection closely follow [27]. A right-angled hexagon consists of six geodesic sides in the hyperbolic upper-half plane/Poincare disk, with angles...
between neighboring sides all being right angles, as drawn in Figure 1. Lengths of three non-consecutive sides determine a right-angled hexagon completely and the following trigonometric identity holds (among several other identities)

$$\cosh(c) = \sinh(a) \sinh(b) \cosh(\gamma) - \cosh(a) \cosh(b).$$

(3.1)

We introduce half-collars of hexagons, whose properties are basic building blocks for all collar theorems to be discussed later.

**Theorem 2.** (Proposition 3.1.8 in [27]) Given a right-angled hexagon $H$ with sides $c_1, d_3, c_2, d_1, c_3, d_2$ labeled in order (say clockwise), define three half-collars associated to $c_i$’s

$$D_{c_i} = \{x \in H | \sinh(\text{dist}(x, c_i)) \sinh c_i \leq 1\},$$

(3.2)

where $\text{dist}(x, c_i)$ stands for the shortest hyperbolic distance between a point $x$ and a side $c_i$, and $c_i$ appearing as a number (as in $\sinh c_i$) stands for its length. Then, three half-collars $D_{c_1,c_2,c_3}$ do not overlap with each other. In particular, the collar $D_{c_i}$ does not overlap with the opposing side $d_i$.

This is described in Figure 1. Of course, there is nothing special about choosing half-collars around $c_i$’s, and we could have considered half-collars around $d_i$’s instead and they will not overlap with each other.

In order to build more general surfaces of interest, we introduce labelings of the sides of hexagons.

**Definition 1.** A labeled right-angled hexagon is a right-angled hyperbolic hexagon with three non-consecutive sides labeled as $p$-sides and the other three non-consecutive sides labeled as $b$-sides.

We will later attach semi-infinite strips to $p$-sides to turn them into punctures on the boundary component corresponding to open string insertions, while $b$-sides will remain as part of the boundary component. From here on, by a hexagon, we mean a right-angled hexagon with $p$ and $b$-side labelings, unless specified otherwise.

Gluing two identical hexagons along three $p$-sides generates a Y-piece as illustrated in Figure 2. It corresponds to a three-bordered sphere, where all borders consist completely of $b$-sides. By construction, a Y-piece is completely determined by lengths of three borders. The conventional hyperbolic bordered Riemann surfaces all can be formed by plumbing Y-pieces together, where plumbing is done by identifying two borders of same lengths taking into account the twist angle.
Figure 2: A Y-piece obtained by gluing three $p$-sides of two identical hexagons. The resulting Y-piece has three borders and no $p$-sides.

### 3.2 $p$-side gluing of hexagons and BHHS

Now, we construct more general surfaces by gluing $p$-sides of hexagons, with the requirement that orientations of $b$-sides are preserved. We already saw an example of $p$-side gluing of two hexagons, which is a Y-piece. As another example, for a hexagon which has two $p$-sides of the same lengths, gluing of these two sides will result in an annulus with one $p$-side.

In general, we consider surfaces formed by gluing pairs of $p$-sides of same lengths preserving the orientation of $b$-sides, given some number of hexagons. The resulting hyperbolic surface defines a BHHS.

**Definition 2.** Bordered hyperbolic hexagon surfaces (BHHS) are connected surfaces obtained by gluing pairs of $p$-sides of same lengths of hexagons, where the gluing preserves the orientation of the $b$-sides of hexagons.

We will declare that glued $p$-sides are no longer $p$-sides of the BHHS and only the unglued $p$-sides will remain as its $p$-sides. For example, a Y-piece does not have any $p$-sides as all of the $p$-sides of two hexagons are glued with each other. Several examples are depicted in Figure 3. The definition for BHHS given here is a constructive one. One can of course start by specifying the notion of moduli space and work backwards to see how hexagons arise. We will indeed discuss such a notion in section 3.4 after we further restrict to a more special subset of BHHS.

When a simple smooth closed boundary geodesic is formed under $p$-side gluing (which is possible due to right-angledness of hexagons), it consists only of $b$-sides, and we will call it a border. Also, multiple $b$-sides of hexagons may be smoothly connected to form
Figure 3: Examples of BHHS constructed by $p$-side gluing. Top-left is an annulus with one $p$-side, top-right is an one-bordered torus, and the bottom is an annulus with four $p$-sides on one boundary component. $p$-sides are colored in purple while $b$-sides and borders are colored in blue.

a larger geodesic side which is not a border. In such cases, we will call the maximally smoothly connected $b$-sides as a single $b$-side of the BHHS, which then should neighbor $p$-sides. Therefore, $b$-sides of a BHHS are geodesic sides of non-border boundary components (in topological sense) which are not $p$-sides. A general BHHS will then carry some number of $p$-sides, some number of $b$-sides, and some number of borders. By construction, any BHHS allows for a hexagon decomposition. Of course, there may be different hexagon decompositions of a given BHHS. This is analogous to different possible pants decompositions of a given bordered Riemann surface. Note that the notion of $p$ and $b$-sides of a BHHS defined above is independent of such different hexagon decompositions. In summary,

**Definition 3.** Given a BHHS $S$, consider a hexagon decomposition of $S$. A border of $S$ is a simple smooth closed boundary geodesic of $S$. $p$-sides of $S$ are unglued $p$-sides of hexagons and $b$-sides of $S$ are boundary geodesic sides which are not $p$-sides of $S$ and not borders of
We are not considering plumbing of borders of same lengths at this point. If one allows for such plumbing in addition, the result still will be a BHHS i.e. it allows for hexagon decompositions, except for the case where the resulting surface has no boundary components, which is nothing but hyperbolic Riemann surfaces without borders with genus greater than or equal to two. Later when we discuss open-closed string vertices, such plumbing of borders will indeed be considered. But for the purpose of discussing a BHHS, such plumbing is not necessary.

3.3 Collar theorems for BHHS

Since a BHHS is decomposable into hexagons, the collar theorem for a hexagon (Theorem 2) has a straightforward generalization to BHHS. We first introduce important open geodesics of interest.

Definition 4. Given a BHHS \( S \), a \( p \)-geodesic of \( S \) is a simple (i.e. no self-intersection) nontrivial (i.e. not homotopic to a point) open geodesic satisfying the following conditions:

i) its endpoints are on either \( b \)-sides or borders of \( S \),

ii) it is the shortest among its homotopy class, where the homotopy allows endpoints to glide along a given \( b \)-side or border of \( S \) (but cannot glide to the other sides).

Given \( b \)-sides or borders where the endpoints may glide along, these \( p \)-geodesics are unique among the homotopy class and called perpendiculars since they end on \( b \)-sides or borders at right angles (Theorem 1.5.3 in [27] which is also briefly reviewed in Appendix A). Note that there may be multiple homotopically different \( p \)-geodesics ending on the same \( b \)-sides or borders. By definition, all \( p \)-sides are also \( p \)-geodesics.

To find a hexagon decomposition of a BHHS, one simply draws a maximal set of pairwise disjoint \( p \)-geodesics and cut along them, where they become \( p \)-sides of hexagons after cutting. This works because \( p \)-geodesics meet \( b \)-sides or borders at right angles, always preserving the right-angledness and neighborliness between \( p \) and \( b \)-sides. In the intermediate steps of cutting, \((2n)\)-gons arise with \( n \geq 3 \). No odd-gons appear because they do not respect the notion of \( p \) and \( b \)-sides, and rectangles do not appear because there is no right-angled rectangle in hyperbolic geometry. All \((2n)\)-gons with \( n \geq 3 \) can be decomposed into hexagons by cutting along \( p \)-geodesics.

Given a BHHS \( S \) and a \( p \)-geodesic \( \gamma \) on \( S \), the collar \( P \), corresponding to it is defined as

\[
P_{\gamma} = \{ x \in S | \sinh(\text{dist}(x, \gamma)) \sinh \gamma \leq 1 \}, \quad (3.3)
\]
where again, $\gamma$ appearing as a number means its length. Note that when $\gamma$ is a $p$-side, one gets a half-collar in the sense that the width of the collar is a half of that of the collar of a $p$-geodesic of the same length which is not a $p$-side. We have our first collar theorem for BHHS.

**Theorem 3.** Consider a BHHS $S$ and pairwise disjoint $p$-geodesics $\gamma_i$ on $S$. Their collars $P_{\gamma_i}$ do not overlap. Also, the only borders or $b$-sides having nonzero overlap with $P_{\gamma_i}$ are the ones on which $\gamma_i$ ends. Each $P_{\gamma_i}$ is homeomorphic to a strip.

The basic idea of the theorem is that there is a hexagon decomposition of $S$ where the $p$-geodesics will become $p$-sides of hexagons. Then, the collar theorem of a hexagon, Theorem 2 implies the above collar theorem for a BHHS. This is along the line of analogous collar theorems for closed geodesics for bordered Riemann surfaces (Theorem 4.1.1 in [27]).

The second collar theorem considers collars of $b$-sides and borders. Given $\gamma$ which is either a $b$-side or a border on a BHHS $S$, we define the half-collars (since $b$-sides and borders belong to boundary components) as

$$B_\gamma = \{ x \in S | \sinh(\text{dist}(x, \gamma)) \sinh \gamma \leq 1 \}.$$  \hspace{1cm} (3.4)

When $\gamma$ is a border, the above definition has extra factor of 2 compared to collars in the literature of bordered hyperbolic Riemann surfaces, where $\sinh(\text{dist}(x, \gamma)) \sinh(\gamma/2) \leq 1$ is used instead. Thus, the half-collars of borders on BHHS are thinner than those of hyperbolic bordered Riemann surfaces. This is because in the latter case, surfaces are built using Y-pieces, which is gluing of two identical hexagons, while for the case of BHHS, a border in a hexagon decomposition may consist of any number of hexagon $b$-sides, including one.

There is a further important point about this. Let $\gamma$ be a $b$-side or a border of a BHHS. In a hexagon decomposition, $\gamma$ generically consists of multiple $b$-sides of hexagons, say $b_1, b_2, ..., b_n$ for some $n \geq 1$. The length of $\gamma$ is the sum of lengths of $b_i$’s, which implies that the half-collar width for $\gamma$ and half-collar widths for $b_i$’s are different unless $n = 1$; they are different even among $b_i$’s of different lengths. However, since the width of a half-collar increases as the length of the associated side decreases, the half-collar of $\gamma$ defined as above is included in the union of the hexagon half-collars of $b_i$’s. Therefore, we have our second collar theorem.

**Theorem 4.** Given a BHHS $S$, consider all $b$-sides $\gamma_i$ and borders $\mu_I$ on $S$. Their half-collars $B_{\gamma_i}$ and $B_{\mu_I}$ do not overlap. Also, each $B_{\gamma_i}$ is homeomorphic to a strip and each $B_{\mu_I}$ is homeomorphic to an annulus.

One significant point of collar theorems is that any curve passing through a collar has to have a length greater than the width of the collar. This will be used extensively to construct open-closed hyperbolic string vertices in later sections.
3.4 Grafting: from BHHS to bordered Riemann surfaces with punctures

In this subsection, we describe how to go from BHHS to surfaces appearing in open-closed string field theory. In order to do so, we introduce one more label to our BHHS. Given a BHHS, say there are $n$ number of borders. We pick a subset of the borders and label them as $c$-borders ($c$ standing for closed strings), and label all the other borders as $b$-borders ($b$ standing for boundaries). We call such labeled BHHS as $c$-labeled BHHS.

**Definition 5.** A $c$-labeled BHHS is a BHHS where all borders are labeled either $b$ or $c$. We call them $b$-borders and $c$-borders.

Thus, for a given BHHS with $n$ borders, we generate at maximum $2^n$ $c$-labeled BHHS. For example, for a Y-piece with two of borders carrying the same lengths which are different from that of the third border, giving a single $c$-label to either of two same-length borders will result in the same $c$-labeled BHHS.

For a $c$-labeled BHHS, we will redefine $p$-geodesics. Among the $p$-geodesics of unlabeled BHHS, after $c$-labeling, we will throw away the ones whose either of endpoints lie on the $c$-border.

**Definition 6.** Given a $c$-labeled BHHS $S$, a $p$-geodesic of $S$ is a simple nontrivial open geodesic satisfying the following conditions:

i) its endpoints are on either $b$-sides or $b$-borders of $S$;
ii) it is the shortest among its homotopy class.

Again, such a geodesic is unique in its homotopy class by the condition that it is the shortest, and is also the unique common perpendicular to $b$-sides or $b$-borders on which it ends in its homotopy class. We further restrict to the following $c$-labeled BHHS with markings.

**Definition 7.** Given a pair of positive real numbers $L_o$ and $L_c$, the associated open-closed hyperbolic surfaces is a set defined as:

$$H_{L_o,L_c} = \{c\text{-labeled BHHS whose } p\text{-sides all have lengths } L_o, \text{ } c\text{-borders all have lengths } L_c, \text{ and } p\text{-sides and } c\text{-borders are marked}\}.$$ 

So far we have not defined the notion of equivalance of elements in $H_{L_o,L_c}$. This is the content of the moduli space. The notion of moduli space associated with $H_{L_o,L_c}$ is specified by its genus $g \geq 0$, number $n \geq 0$ of $c$-borders, number $b \geq 0$ of non-$c$-border boundary components (in topological sense), number $m_i \geq 0$ of $p$-sides on the $i$-th non-$c$-border boundary component, and markings for $p$-sides and $c$-borders. We call this moduli
space $\mathcal{M}^{g,n}_{b,\{m_i\}}(L_o, L_c)$. Note that our construction of BHHS implies that the possible values of $g, n, b$ and $m_i$ are the same as those of open-closed string vertices (2.1), with the exception of a disk with a bulk puncture, an annulus with no punctures, and the cases $n = b = 0$ with $g \geq 2$ which are closed Riemann surfaces.

Given the numbers $g, n, b, \{m_i\}$ in (2.1), excluding two cases $\{g = 0, n = 1, b = 1, m = 0\}$ and $\{g = 0, n = 0, b = 2, \{m_1 = 0, m_2 = 0\}\}$ which we will separately deal with later, the precise formulation of the moduli space goes as follows. We consider an orientable connected surface $S$ of genus $g$ and $n + b$ number of boundaries. Teichmüller space $\mathcal{T}^{g,n}_{b,\{m_i\}}(L_o, L_c)(S)$ is given by the set of all hyperbolic metrics on the surface satisfying: i) $n$ boundaries (which we call $c$-borders) are simple smooth closed geodesics of lengths $L_c$ and marked, ii) other $b$ number of boundaries, say $b_i$ for $i = 1, ..., n$, each consists of $2m_i$ number of simple geodesic sides which meet neighboring sides at right angles for $m_i > 0$, while $b_i$ with $m_i = 0$ is a simple smooth closed geodesic which we call a $b$-border, and iii) for each of $b_i$ with $m_i \neq 0$, one nonconsecutive half of the sides are called $p$-sides all of lengths $L_o$ which are marked, and the other nonconsecutive half of them are called $b$-sides. As in the case of $c$-labeled BHHS, we define a $p$-geodesic to be the unique shortest simple nontrivial open geodesic in its homotopy class with the endpoints on either $b$-borders or $b$-sides of the surface. The mapping class group $\Gamma(S)$ is the quotient of all orientation preserving diffeomorphisms by all diffeomorphisms connected to the identity, where diffeomorphisms must preserve $b, c$-borders, $b, p$-sides, and markings. Then, the moduli space is defined by $\mathcal{M}^{g,n}_{b,\{m_i\}}(L_o, L_c) \equiv \mathcal{T}^{g,n}_{b,\{m_i\}}(L_o, L_c)(S)/\Gamma(S)$. Surfaces in $\mathcal{M}^{g,n}_{b,\{m_i\}}(L_o, L_c)$ are elements of $H_{L_o,L_c}$ except for the cases $n = b = 0$ with $g \geq 2$ as already noted above.

Even though closed hyperbolic Riemann surfaces with $g \geq 2$ do not belong to $H_{L_o,L_c}$, once we cut along any nontrivial simple closed geodesic and label it $b$-borders, they become elements of $H_{L_o,L_c}$. For these surfaces, the lengths and twist angles of nontrivial simple closed geodesics associated with a pants decomposition provide a natural parameterization of the Teichmüller space, which are Fenchel-Nielsen coordinates. Or, one can also cut along a chosen simple closed geodesic and consider the hexagon decomposition of the resulting surface, where the length and twist angle of the closed geodesic and lengths of hexagon $p$-sides provide another coordinates of the Teichmüller space. For all the other cases, a hexagon decomposition of an open-closed hyperbolic surface provides the lengths of hexagon $p$-sides as coordinates for the Teichmüller space, once the conditions on the lengths of $p$-sides and $c$-borders of the open-closed hyperbolic surface are imposed.

Now, we introduce a map from $\mathcal{M}^{g,n}_{b,\{m_i\}}(L_o, L_c)$ to bordered Riemann surfaces with marked bulk (closed string) and boundary (open string) punctures, which are basic objects of open-closed string field theory. The map is called "grafting," and as the name suggests, we will graft other surfaces to those in $\mathcal{M}^{g,n}_{b,\{m_i\}}(L_o, L_c)$. Given an element of $\mathcal{M}^{g,n}_{b,\{m_i\}}(L_o, L_c)$,
Figure 4: Grafting a surface in $\mathcal{M}_{2,\{2,0\}}^{0,1}(L_o, L_c)$. Flat semi-infinite strips of width $L_o$ (dotted purple) are attached to $p$-sides of lengths $L_o$ (solid purple) and a flat semi-infinite cylinder with circumference length $L_c$ (dotted cherry) is attached to a $c$-border of circumference length $L_c$ (solid cherry). The result is an element in $\hat{\mathcal{P}}^{0,1}_{2,\{2,0\}}$, which upon projection gives an element in $\mathcal{M}_{2,\{2,0\}}^{0,1}$ shown on the right. Boundaries are colored in blue.

to every $p$-side, we glue a flat semi-infinite strip of width $L_o$, and to every $c$-border, we glue a flat semi-infinite cylinder with circumference length $L_c$, as described in Figure 4. A grafted semi-infinite strip introduces a puncture on the boundary (open string puncture), while a grafted semi-infinite cylinder introduces a puncture in the bulk (closed string puncture). Note that gluing is done isometrically, so the metric is continuous across the glued parts, even though it is not smooth; for example, the curvature jumps.

Since grafting results in bordered Riemann surfaces with marked bulk and boundary punctures together with specific metric on it, it is a map to the total space over the moduli space of such punctured Riemann surfaces. Thus, grafting is a map (following the notations in [21])

$$\text{gr}^{\prime}_{\infty} : \mathcal{M}_{b,\{m_i\}}^{g,n}(L_o, L_c) \rightarrow \hat{\mathcal{P}}_{b,\{m_i\}}^{g,n}.$$  \hspace{1cm} (3.5)

Composing with the projection map $\pi : \hat{\mathcal{P}}_{b,\{m_i\}}^{g,n} \rightarrow \mathcal{M}_{b,\{m_i\}}^{g,n}$, we also get the following map.

$$\text{gr}_{\infty} \equiv \pi \circ \text{gr}^{\prime}_{\infty} : \mathcal{M}_{b,\{m_i\}}^{g,n}(L_o, L_c) \rightarrow \mathcal{M}_{b,\{m_i\}}^{g,n}.$$  \hspace{1cm} (3.6)

Note that in cases $n = 0$ and $m_i = 0$ for all $i$, where there is nothing to graft, the hyperbolic surfaces already provide chains in the total space defined by the hyperbolic structures.

In the case of hyperbolic bordered Riemann surfaces where $b = 0$ in the above, such grafting map $\text{gr}_{\infty}$ was shown to be a homeomorphism [31,32]. We will not try to prove that
is a homeomorphism for general $b$ and $\{m_i\}$, but we believe it should be true and is a straightforward generalization of the story for hyperbolic bordered Riemann surfaces. So we will assume that the grafting map indeed is a homeomorphism.

4 Open-closed hyperbolic string vertices

In this section, we construct hyperbolic open-closed string vertices using $H_{L_o,L_c}$ and grafting. We will show that with appropriate conditions on $L_o$ and $L_c$, we get the solution to the open-closed geometric master equation (2.3).

4.1 Critical length and open-closed vertex region

Essentially, the region of $L_o$ and $L_c$ for vertices will be such that collars are wide enough to make curves passing through them lengthy enough. Here, we will define such a region without any explanation or motivation. But once we discuss the proof of the open-closed string vertex solutions, it will become clear why we defined such a region.

First, let us define the critical length $L_* \in \mathbb{R}_+$. It is defined to be the solution to the following equation

$$\sinh \left( \frac{L_*}{2} \right) \sinh L_* = 1.$$  \hspace{1cm} (4.1)

Numerical value for $L_*$ is approximately 1.21876... Note that this critical length is smaller than the critical length defined in [21], where it was $2 \sinh^{-1} 1 = 1.76275...$. This is due to different collar widths around nontrivial simple closed geodesics for the case of BHHS and bordered hyperbolic Riemann surfaces, as already discussed below (3.4). We define the following open-closed vertex region of $L_o$ and $L_c$

$$\mathcal{R} = \left\{ (L_o, L_c) \in \mathbb{R}^2_+ \mid 0 < L_c \leq L_* \text{ and } \sinh L_c \sinh L_o \leq 1 \right\}. \hspace{1cm} (4.2)$$

It is depicted in Figure 5. For $L_o \leq \frac{L_*}{2}$, it is a rectangular region given by $0 < L_o \leq \frac{L_*}{2}$ and $0 < L_c \leq L_*$. For $L_o \geq \frac{L_*}{2}$, we have a more strict upper bound on $L_c$ given by $\sinh L_c \sinh L_o \leq 1$.

Even though it is a trivial result, we record the following which will be used later in the proof for string vertices.

All points in region $\mathcal{R}$ satisfy $\sinh \frac{L_o}{2} \leq 1$, and also $\sinh \frac{L_c}{2} \leq 1$. \hspace{1cm} (4.3)
Figure 5: Region $\mathcal{R}$ for $L_o$ and $L_c$. For $L_o \geq \frac{L_c}{2}$, the region is given by $\sinh L_c \sinh L_o \leq 1$.

### 4.2 A family of open-closed string vertices

We first define the subset $\tilde{\mathcal{V}}_{g,n}^{b,\{m_i\}}(L_o, L_c)$ of the moduli space $\mathcal{M}_{b,\{m_i\}}^{g,n}(L_o, L_c)$, excluding two cases $\{g = 0, n = 1, b = 1, m = 0\}$ and $\{g = 0, n = 0, b = 2, \{m_1 = 0, m_2 = 0\}\}$, as follows

$$\tilde{\mathcal{V}}_{b,\{m_i\}}^{g,n}(L_o, L_c) \equiv \left\{ \Sigma \in \mathcal{M}_{b,\{m_i\}}^{g,n}(L_o, L_c) : \text{sys}(\Sigma) \geq L_c \text{ and psys}(\Sigma) \geq L_o \right\}. \quad (4.4)$$

Here, $\text{sys}(\Sigma)$ is the systole, which is the length of the shortest nontrivial simple closed geodesic in $\Sigma$ which is not a $c$-border. In particular, $b$-borders are included in the consideration of the systole. Also, $\text{psys}(\Sigma)$ is the length of the shortest $p$-geodesic of $\Sigma$ which is not a $p$-side. Therefore, surfaces in $\tilde{\mathcal{V}}_{b,\{m_i\}}^{g,n}(L_o, L_c)$ have no nontrivial simple closed geodesic of length smaller than $L_c$ and no $p$-geodesic of length smaller than $L_o$.

In cases $b = 0$ where there is no $b$-border or $b$-side, there is no $p$-geodesic to consider and thus the condition $\text{psys}(\Sigma) \geq L_o$ is empty. These correspond to pure closed string processes and the systolic condition is imposed only on nontrivial simple closed geodesics, as
in [21]. For \( b \geq 1 \), the surfaces are elements of \( H_{L_o,L_c} \) with nontrivial \( p \)-geodesics to consider generically.

We now define the grafting of these surfaces

\[
V_{b,\{m_i\}}^{g,n}(L_o, L_c) \equiv \text{gr}_\infty \left( \tilde{V}_{b,\{m_i\}}^{g,n}(L_o, L_c) \right). \tag{4.5}
\]

We also define the two cases which have not been considered so far. The first one is a disk with a bulk puncture\( \tilde{V}_{g,0}^{b,1}(L_o, L_c) \equiv \{ \text{a flat circle of circumference length } L_c \text{ with a marking} \} \). \( \tag{4.6} \)

We will declare that the circle is a \( c \)-border, even though it is not bounding any surface. Then, grafting acting on the circle will simply result in a flat semi-infinite cylinder of circumference length \( L_c \). The second one is an annulus without punctures\( V_{g,0}^{b,2}(L_o, L_c) \equiv \emptyset. \tag{4.7} \)

Now, we have all the ingredients to describe hyperbolic open-closed string vertices.

**Theorem 5.** The sets \( V_{b,\{m_i\}}^{g,n}(L_o, L_c) \) with any given pair \((L_o, L_c) \in \mathcal{R}\) solve the open-closed geometric master equation (2.3).

The special case \( \partial V_{2,\{0,0\}}^{0,0} = -\frac{1}{2} \{ V_{1,\{0\}}^{0,1}, V_{1,\{0\}}^{0,1} \} \) is trivially satisfied. From here on, we will elaborate on the proof of the general cases. The proof is in two parts. First, we prove that boundary \( \partial \mathcal{V} \) of the candidate vertex set is contained in \( -\frac{1}{2} \{ \mathcal{V}, \mathcal{V} \} - \hbar \Delta \mathcal{V} \). Then, we prove the opposite direction that both \( -\frac{1}{2} \{ \mathcal{V}, \mathcal{V} \} \) and \( -\hbar \Delta \mathcal{V} \) are contained in \( \partial \mathcal{V} \).

The first part is easier than the second part. Boundary of \( \mathcal{V} \) corresponds to surfaces \( \Sigma \) where either a nontrivial non-\( c \)-border simple closed geodesic in \( \Sigma \) becomes of length \( L_c \), or a non-\( p \)-side \( p \)-geodesic becomes of length \( L_o \). In the former case, if the closed geodesic were a \( b \)-border, then it is obtained by \( \{ V_{b,\{m_i\}}^{g,n-1,0}(L_c) \} \) where \( \chi \) is the same surface as \( \Sigma \) except that the \( b \)-border of length \( L_c \) in \( \Sigma \) is a \( c \)-border of \( \chi \). Such \( \chi \) belongs to the vertex set because there are no \( p \)-geodesics shorter than \( L_o \) and no nontrivial simple closed geodesics shorter than \( L_c \), since \( \Sigma \) satisfies the same condition by assumption.

If the nontrivial non-\( c \)-border simple closed geodesic of length \( L_c \) is not a \( b \)-border, we cut along the closed geodesic to produce two new borders of lengths \( L_c \) which we declare to be \( c \)-borders. If the result were two disjoint surfaces, then it belongs to \( \{ \mathcal{V}, \mathcal{V} \} \) since no nontrivial simple closed geodesics are shorter than \( L_c \), no \( p \)-geodesics are shorter than \( L_o \), and the two new \( c \)-borders are both of lengths \( L_c \). If the result of cutting were still a connected surface, say \( \xi \), again no nontrivial simple closed geodesics are shorter than \( L_c \) and no \( p \)-geodesics are shorter than \( L_o \) and the original surface is obtained by acting \( \Delta_c \) on \( \xi \).
In the case where a non-$p$-side $p$-geodesic becomes of length $L_o$, the argument is similar and it is contained in $\{V, V\}_o$ or $\Delta_o V$, where two new sides of lengths $L_o$ arising from cutting are declared to be $p$-sides. This completes the first part of the proof.

The second part of the proof separates into four cases. In each of the cases where we obtain new surfaces from $\{V, V\}$ or $\Delta V$, we have to show that there are no new nontrivial simple closed geodesic of length smaller than $L_c$ and no new $p$-geodesic of length smaller than $L_o$. Then the resulting surfaces will be included in $\partial V$.

Figure 6: Cutting a possible new $p$-geodesic (in green) along the glued $p$-side of length $L_o$ (in purple in the middle). If it were shorter than $L_o$, the union of the curve $\gamma'$ and $\delta'$ has length shorter than $L_o$ leading to a contradiction.

**Case 1.** $\{V, V\}_o$ belongs to $\partial V$.

The new surface is obtained by gluing two $p$-sides of two disjoint surfaces. Any new $p$-geodesics or nontrivial simple closed geodesic for the new surface should pass through the glued $p$-side of length $L_o$. Towards contradiction, assume that there is a new $p$-geodesic $\gamma$ which passes through the glued $p$-side, and it has length smaller than $L_o$. This is depicted in Figure 6. Note that it may pass through the $p$-side multiple times. We cut $\gamma$ along the glued $p$-side and among possibly many pieces (at least two pieces), there will be two arcs with one endpoint on either a $b$-side or a $b$-border and the other endpoint on the glued $p$-side. At least one of the two arcs should be of length smaller than $\frac{L_o}{2}$. Call it $\gamma'$. The endpoint of $\gamma'$ on the glued $p$-side divides the $p$-side into two segments, so one of them should have length smaller than or equal to $\frac{L_o}{2}$. Call it $\delta'$. We define $\gamma''$ to be the union of two arcs $\delta'$ and $\gamma'$, and then $\gamma''$ has length strictly smaller than $L_o$. But $\gamma''$ is completely contained in one of the two vertices we glued together, and is an arc with both endpoints on $b$-sides or $b$-borders. Thus, in its homotopy class, there will be a $p$-geodesic having length shorter than...
L_o, which is a contradiction. One may wonder about the case where the arc \( \gamma' \) is homotopic to a point. In this case, one can always glide the endpoint on \( b \)-side or \( b \)-border to the end of the glued \( p \)-side. Trigonometric identity (A.1) guarantees that such glided arc has shorter length, so such case is not a \( p \)-geodesic to begin with. Another way to see this is that since a \( p \)-geodesic is a perpendicular to the \( b \)-sides or \( b \)-borders on which it ends, we cannot form a triangle with two sides being \( \gamma' \) and \( \delta' \), thus again making the curve under consideration not a \( p \)-geodesic.

Figure 7: Possible new simple closed geodesics (in green) as \( p \)-sides of lengths \( L_o \) (in purple in the middle) are glued. These new closed geodesics must pass through the collar of the \( p \)-side (in gray).

Now we discuss new nontrivial simple closed geodesics. Any such closed geodesic should pass through the glued \( p \)-side. We consider the collar of this \( p \)-side, which will have width \( w \) given by \( \sinh \frac{w}{2} = \frac{1}{\sinh L_o} \) as in Figure 7. By Theorem 3, the closed geodesic under consideration cannot be fully contained in the collar and it also has to pass through both ends of the collar. Note that the case like Figure 8 cannot happen. If we cut along the glued \( p \)-side and look at the closed curve formed by the union of \( \alpha \) and \( \gamma' \), it is completely contained in one of the two glued surfaces. Theorem 7 in Appendix A says that any closed curve is freely homotopic to a unique closed geodesic, meaning that in this case, the unique closed geodesic is also completely contained in one surface. Therefore, the original closed curve under consideration was not a closed geodesic to begin with.

Then, the length \( L \) of the closed geodesic has to be greater than \( w \): \( L > w \). Using the relation between the width of the collar and \( L_o \), we get

\[
\sinh \frac{L}{2} > \sinh \frac{w}{2} = \frac{1}{\sinh L_o} \geq \sinh \frac{L_c}{2},
\]

(4.8)
Figure 8: A new simple closed geodesic cannot cross only one end of the collar and thus must pass through both ends of the collar. In the above case, the closed curve formed by the union of $\alpha$ and $\gamma'$ is completely contained in the left surface and thus is freely homotopic to a unique closed geodesic which also should be completely contained in the left surface, meaning that the candidate closed geodesic (in green) is not a geodesic.

where the last inequality follows from (4.3). Therefore, the closed geodesic has length greater than $L_c$, which is what we wanted to prove.

**Case 2.** $\Delta_o V$ belongs to $\partial V$.

A new surface is acquired by gluing two $p$-sides of a single surface. We first consider possibly new $p$-geodesics. They have to pass through the glued $p$-side. If their two ends lie on $b$-borders or $b$-sides which are not neighboring either of the two glued $p$-sides, we can assume that such a $p$-geodesic has length shorter than $L_o$ and show that it leads to a contradiction, exactly in the same way as in Case 1. If either of the two endpoints lie on a $b$-side neighboring the glued $p$-side, we again cut the curve along the glued $p$-side and consider the piece ending on the neighboring $b$-side. If that piece can be homotopically glided to the glued $p$-side, trigonometric identity for a right-angled triangle (A.1) implies that the arc after the gliding is shorter, thus making the original curve not a geodesic. If not, we can again use the contradiction argument.

The case of a new nontrivial simple closed geodesic can be treated in the exactly same manner as Case 1 again illustrated in Figure 7. Such a closed geodesic should cross both
ends of the collar of the glued $p$-side, thus being lengthier than the collar width, which is lengthier than $L_c$ by (4.3) and (4.8).

**Case 3.** $\{V, V\}_c$ belongs to $\partial V$.

We first discuss a seemingly trivial, but very important special case, where one of the vertex is $V_{b=0, n=1}$. Then, twist-plumbing it to a $c$-border of another surface simply turns the label into a $b$-border, still having length $L_c$. Thus, there are no new nontrivial simple closed geodesics having lengths smaller than $L_c$. However, there are new $p$-geodesics whose at least one of two endpoints lies on the new $b$-border of length $L_c$. Such $p$-geodesics should pass through the half-collar of the $b$-border by Theorem 4. The width of the half-collar $w$ is given by $\sinh w = \frac{1}{\sinh L_c}$. By the definition of the vertex region $R$ in (4.2), we have $w \geq L_o$, which shows that the new $p$-geodesics are lengthier than $L_o$. This is the only case where a possible new geodesic passes through only the half-collar, rather than a full collar. If this case were absent, the definition of the vertex region $R$ in (4.2) could have been less restrictive, requiring $L_c \leq L_*$ and $\sinh L_o \frac{L_c}{2} \leq 1$ instead.

Now, we discuss all the other general cases where two disjoint surfaces are twist-plumbed along two $c$-borders, say $\gamma$. We first consider new $p$-geodesics. Since they end on $b$-sides or $b$-borders, they should pass through the collar of $\gamma$ by Theorem 4. Since $\gamma$ is of length $L_c$, its collar has width $w$ given by $\sinh w = \frac{1}{\sinh L_c}$. Then, we have

$$\sinh \frac{w}{2} = \frac{1}{\sinh L_c} \geq \sinh \frac{L_o}{2},$$

where the last inequality follows from (4.3). Therefore, we conclude that $w \geq L_o$ and thus new $p$-geodesics all have lengths greater than $L_o$.

For new nontrivial simple closed geodesics, Theorem 4 again implies that they should be lengthier than the width of the collar $w$, given by $\sinh \frac{w}{2} = \frac{1}{\sinh L_c}$. Since (4.2) requires $L_c \leq L_*$, the definition of $L_*$ given in (4.1) implies

$$\sinh L_c \frac{L_c}{2} \leq 1 \Rightarrow \sinh \frac{L_c}{2} \leq \frac{1}{\sinh L_c} = \sinh \frac{w}{2}.$$  

Therefore, new closed geodesics all have lengths greater than $L_c$.

**Case 4.** $\Delta_\sigma V$ belongs to $\partial V$.

Here, two $c$-borders of a single surface are twist-plumbed together to give a new surface. The proof is exactly the same as Case 3. This completes the proof of Theorem 5.
4.3 Feynman diagrams

Now that open-closed string vertices are explicitly constructed, we discuss how to acquire Feynman diagrams. The discussion here closely follows Section 5 of [21]. There are two kinds of propagators to consider: closed string and open string. As suggested in [21], closed string propagators will correspond to flat finite cylinders of circumference $L_c$, height $t > 0$, and twist angle $0 \leq \theta < 2\pi$. Similarly, open string propagators will correspond to flat finite strips of width $L_o$ and height $h > 0$. Using these propagators, we can form Feynman diagrams by grafting cylinders to pairs $c$-borders of vertices, and strips to pairs of $p$-sides of vertices. This is illustrated in Figure 9.
Therefore, the metric is hyperbolic over vertex regions while flat over propagator regions. Even though such a metric is not smooth over $c$–borders/$p$-sides used for plumbing/gluing as the curvature jumps, it is nonetheless continuous. It is named Thurston metric and we refer readers to [22] for a review.

Recall Theorem 1 that chains acquired by Feynman diagrams using solutions to open-closed geometric master equation (2.3) represent the fundamental class of the homology relative to the boundary upon push-forward to the moduli space. If it further happens that the Feynman diagrams built out of hyperbolic vertices are sections, then they provide a decomposition of the moduli space of bordered Riemann surfaces with bulk and boundary punctures. In particular, it means that the parameters of propagators and vertices become injective coordinates of the moduli space. We do not have any strong evidence for such an argument at this point, but it will be interesting to see if this is the case explicitly for some low genus, low number of boundaries, and low number of bulk and boundary punctures.

5 Description of zero and one-dimensional vertices

In this section, we describe low dimensional open-closed hyperbolic string vertices explicitly. For the convenience of discussions and presentations, we will describe the construction of open-closed hyperbolic surfaces in $H_{L_o,L_c}$ corresponding to vertices, without mentioning graftings for the punctures, which is always obvious and assumed.

5.1 Dimension zero vertices

We already constructed a dimension zero vertex: disk with one closed string puncture (4.6). It is important to note that this has one conformal Killing vector. Therefore, when we plumb the closed string puncture on this disk with a closed string puncture of another surface, the dimension of the moduli will increase only by one, rather than two. Other dimension zero vertices below will not have any conformal Killing vector.

i) Disk with three open string punctures

This is our favorite right-angled hexagon, with all $p$-sides being of lengths $L_o$. Note that there are two marking inequivalent hexagons to consider.

ii) Sphere with three closed string punctures

This is a Y-piece, with three closed boundary geodesics all being $c$-borders of lengths $L_c$.

iii) Disk with one closed string puncture and one open string puncture
Figure 10: Disk with one bulk puncture and one boundary puncture formed by a \( p \)-side gluing of a hexagon. Two \( p \)-sides (in purple) of lengths \( L \) are glued together and the side between them (cherry) of length \( L_c \) becomes a \( c \)-border. Lengths \( L \) and \( L_c \) satisfy the relation (5.1).

This can be built using a hexagon drawn in Figure 10. One of three \( p \)-sides has length \( L_o \), corresponding to the open string puncture. The other two \( p \)-sides have lengths \( L \), which is given by

\[
\cosh^2 L = \frac{\cosh L_c + \cosh L_o}{\cosh L_c - 1}. \tag{5.1}
\]

This is such that the \( b \)-side neighboring the two \( p \)-sides has length \( L_c \), as can be checked using trigonometric identity (3.1). We then glue two \( p \)-sides of lengths \( L \) and the \( b \)-side between the two becomes a \( c \)-border, which corresponds to a closed string puncture.

5.2 Dimension one vertices

There are four vertices at dimension one, all of which have no conformal Killing vector.

i) Disk with four open string punctures

For the convenience of discussion and presentation, we are going to work with only one ordering of markings, say \( \{1, 2, 3, 4\} \) for the open string punctures in the clockwise direction. The other five marking inequivalent diagrams can be obtained simply by permuting the marking labels. We take two identical hexagons whose two of the \( p \)-sides are of lengths \( L_o \) corresponding to open string punctures, and the other \( p \)-side of length \( L \). We then glue along the \( p \)-side of length \( L \) as shown in Figure 11. This \( p \)-side becomes a \( p \)-geodesic of the glued surface, which we call \( \gamma_1 \). Thus, we have the first condition for the vertex: \( L \geq L_o \).
Figure 11: Disk with four $p$-sides of lengths $L_o$ (in purple). There are two $p$-geodesics to consider (in green) and either of their lengths provides a coordinate for the moduli space. Lengths of the top and bottom $b$-sides are denoted as $l$.

However, this is not the only $p$-geodesic which is not a $p$-side. There is another $p$-geodesic $\gamma_2$ of length $L'$, which crosses $\gamma_1$, and thus we have the second vertex condition $L' \geq L_o$. Lengths described in Figure 11 have relations with each other. First, trigonometric identity for the hexagon (3.1) implies

$$\cosh \frac{l}{2} = \frac{\cosh L_o (1 + \cosh L)}{\sinh L_o \sinh L}.$$ (5.2)

Secondly, trigonometric identity for pentagon (A.2) gives

$$\cosh \frac{L'}{2} = \sinh L_o \sinh \frac{l}{2}.$$ (5.3)

Combining the two, we get the following expression for $L'$ in terms of $L$ and $L_o$

$$\cosh L' = \frac{2 \cosh(2L_o) + \cosh L + 1}{\cosh L - 1}.$$ (5.4)

Thus, $L$ grows monotonically as $L'$ decreases and vice versa, and they become equal at

$$\cosh L = \cosh L' = 1 + 2 \cosh L_o > \cosh L_o,$$ (5.5)

where we wrote the last inequality to stress that at this length, both $p$-geodesics have lengths greater than $L_o$.

Two $p$-geodesics $\gamma_1$ and $\gamma_2$ are distinct due to markings and the moduli space is parameterized either by $L$ or $L'$. We choose to work with $L$ and the full moduli space is given by
\( L \in \mathbb{R}_+ \). With the first and second vertex conditions and the expression for \( L' \) as a function of \( L \), we get the following result for the vertex region

\[
\mathcal{V}^{0,0}_{1,4} \text{ condition: } L_o \leq L \leq e(L_o), \quad \text{where } \cosh (e(L_o)) \equiv \frac{2 \cosh(2L_o) + \cosh L_o + 1}{\cosh L_o - 1}. \tag{5.6}
\]

Note that for any \( L_o \in \mathbb{R}_+ \), the vertex region for \( L \) is nonempty. Again, there are five other marking inequivalent diagrams which essentially carry the exactly same form of the vertex conditions.

Figure 12: Disk with two \( p \)-sides of lengths \( L_o \) (in purple) and a \( c \)-border of length \( L_c \) (in cherry). There are two \( p \)-geodesics of lengths \( l \) and \( L \) to consider (in green). Lengths \( l \) and \( L' \) can be expressed as functions of \( L_o, L_c \), and \( L \), and the moduli space is parameterized by either \( l \) or \( L \).

ii) Disk with one closed string puncture and two open string punctures

As shown in Figure 12, there are two \( p \)-geodesics to consider. We describe this case using two hexagons. The first hexagon on the left has three \( p \)-sides of lengths \( L, L', L' \), so that two of them are equal in lengths. The \( b \)-side between them has length \( L_c \) so that upon self-gluing two \( p \)-sides of lengths \( L' \), we create a \( c \)-border of length \( L_c \). This will correspond to the closed string puncture. \( (3.1) \) gives the relation

\[
\cosh L_c = \frac{\cosh L + \cosh^2 L'}{\sinh^2 L'} \quad \Rightarrow \quad \cosh^2 L' = \frac{\cosh L_c + \cosh L}{\cosh L_c - 1}. \tag{5.7}
\]
The second hexagon on the right has \(p\)-sides of lengths \(L, L_o, L_o\). Two \(p\)-sides with lengths \(L_o\) correspond to two open string punctures. We now glue two \(p\)-sides of lengths \(L\) of two hexagons together. Then, it becomes a \(p\)-geodesic, whose endpoints are on two \(b\)-sides neighboring \(p\)-sides of lengths \(L'\) and \(L_o\), and we have the first vertex condition \(L \geq L_o\). The other \(p\)-geodesic has length \(l\) and has its endpoints on a \(b\)-side between two \(p\)-sides of \(L_o\). Therefore, the second vertex condition is given by \(l \geq L_o\). We now find the relation between the two lengths \(L\) and \(l\).

Again using (3.1), we get

\[
\cosh \alpha = \frac{\cosh L_o (1 + \cosh L)}{\sinh L_o \sinh L}, \quad \cosh \beta = \frac{\cosh L' (1 + \cosh L)}{\sinh L' \sinh L} = \frac{\cosh L + 1}{\sinh L} \sqrt{\frac{\cosh L + \cosh L_c}{\cosh L + 1}},
\]

where we used (5.7) in the last equality. Also, trigonometric identity for pentagon (A.2) gives the following relation

\[
\cosh \frac{l}{2} = \sinh L_o \sinh(\alpha + \beta).
\]

Combining altogether, we get

\[
\cosh l = -1 + 2 \coth^2 \frac{L}{2} \left( \sqrt{\frac{1 + \cosh L_c}{\cosh L - 1}} \cosh L_o + \sqrt{\frac{\cosh L + \cosh L_c}{\cosh L + 1}} \cosh L_o + 1 \sinh L_o \right)^2.
\]

It is straightforward to see that as \(L\) increases from 0 to \(\infty\), \(l\) monotonically decreases from \(\infty\) to 0. The moduli space is parameterized by either \(L\) or \(l\) since these are distinct due to markings and the orientation. We choose to work with \(L\). The full moduli space is given by \(L \in \mathbb{R}_+\), and the first and second vertex conditions together with the expression of \(l\) as a function of \(L\) give the following vertex region

\[
\forall_{1,\{2\}}^{0,1} \text{ condition: } L_o \leq L \leq f(L_o, L_c), \quad \cosh (f(L_o, L_c)) \equiv -1
\]

\[
+ 2 \coth^2 \frac{L_o}{2} \left( \sqrt{\frac{1 + \cosh L_c}{\cosh L_o - 1}} \cosh L_o + \sqrt{\frac{\cosh L_o + \cosh L_c}{\cosh L_o + 1}} \cosh L_o + 1 \sinh L_o \right)^2.
\]

One can check that this region is nonempty for all \((L_o, L_c) \in \mathcal{R}\).

iii) Disk with two closed string punctures

We take two identical hexagons with \(p\)-sides of lengths \(L, l, l\) as shown in Figure 13. The \(b\)-side between two \(p\)-sides of length \(l\) will have length \(L_c\), and (3.1) implies that the other
Figure 13: Disk with two $c$-borders of lengths $L_c$ (in cherry). There is a single $p$-geodesic of length $L$ to consider (in green) which parameterizes the moduli space. $b$-border (in blue) has length $4l_1$ which is a function of $L$ and $L_c$.

two left-over $b$-sides have equal lengths which we call $l_1$. Using (3.1), we have the relations

$$\cosh^2 l = \frac{\cosh L_c + \cosh L}{\cosh L_c - 1} \quad \text{and} \quad \cosh l_1 = \frac{\cosh (l_1 + \cosh L)}{\sinh l_1 \sinh L_1}.$$ 

Combining these, we get

$$\cosh^2 l_1 = \frac{\cosh L + \cosh L_c}{\cosh L - 1}. \quad (5.12)$$

For each hexagon, we glue two $p$-sides of lengths $l$ together to form a $c$-border of length $L_c$. This will correspond to a closed string puncture, so each hexagon has one closed string puncture. Now, we also glue $p$-sides of length $L$ of two hexagons together, which is the only $p$-geodesic of the resulting surface which is not a $p$-side. Therefore, the moduli space is given by $L \in \mathbb{R}_+$. We have the first vertex condition $L \geq L_o$. Also, we have a closed geodesic which is the boundary of the surface i.e. $b$-border. Its length is $4l_1$ so we require $4l_1 \geq L_c$.

Using (5.12), we get the following vertex condition

$$\mathcal{V}_{1, \{0\}}^{0,2} \text{ condition: } L_o \leq L \leq g(L_c), \quad \text{where } \cosh (g(L_c)) = \frac{\cosh^2 \frac{L_o}{4} + \cosh L_c}{\cosh^2 \frac{L_o}{4} - 1}. \quad (5.13)$$

Note that this is nonempty for all $(L_o, L_c) \in \mathcal{R}$.

iv) Annulus with one open string puncture
Figure 14: Annulus with one $p$-side of length $L_o$ (in purple) constructed from a hexagon with two $p$-sides of lengths $L$ glued together, which then become a $p$-geodesic (in green). $b$-border of length $l$ (in blue) is also formed and the moduli space can be parameterized by either $l$ or $L$. We choose to work with $L$.

We take a hexagon with $p$-sides of lengths $L_o, L, L$ as shown in Figure 14. The $p$-side with length $L_o$ correspond to the open string puncture. The $b$-side between two $p$-sides of lengths $L$ has length $l$ satisfying $\cosh l = \frac{\cosh L_o + \cosh L}{\sinh^2 L}$ due to (3.1).

We glue two $p$-sides of lengths $L$, which then becomes the only $p$-geodesic which is not a $p$-side. Thus, the moduli space is parameterized by $L \in \mathbb{R}_+$. We have the first vertex condition $L \geq L_o$. Also, the $b$-side of length $l$ becomes a $b$-border, so it should satisfy $l \geq L_c$.

Using the previous length relation, we get

$$\nu_{2,\{1,0\}}^{0,0} \text{ condition: } L_o \leq L \leq h(L_o, L_c), \text{ where } \cosh (h(L_o, L_c)) = \sqrt{\frac{\cosh L_c + \cosh L_o}{\cosh L_c - 1}}.$$  

(5.14)

Again, this is nonempty for all $(L_o, L_c) \in \mathcal{R}$.

This completes the construction of open-closed hyperbolic string vertices of dimension up to one.
5.3 Decomposition and Deligne-Mumford compactification of moduli spaces of dimension one

In this subsection, we will assume that Feynman diagrams built by hyperbolic vertices indeed provide sections, and study which diagrams cover which parts of the moduli spaces for the case of dimension one. All four cases below are summarized in Figure 15 and notations for each case follow those in the previous subsection. We also discuss Deligne-Mumford compactifications of the moduli spaces.

i) Disk with four open string punctures

The regions $L < L_o$ and $L > e(L_o)$ should be covered by Feynman diagrams with two cubic open string vertices $\mathcal{V}_{1,\{3\}}^{0,0}$ and an open string propagator connecting the two. Two regions carry different markings as shown in Figure 15. In a sense, open string propagator shortens the $p$-geodesic.

ii) Disk with one closed string puncture and two open string punctures

The regions $L < L_o$ and $L > f(L_o, L_c)$ are covered by Feynman diagrams with two vertices $\mathcal{V}_{1,\{1\}}^{0,1}$ and $\mathcal{V}_{1,\{3\}}^{0,0}$ with an open string propagator between them, where the markings on $\mathcal{V}_{1,\{3\}}^{0,0}$ are different between the two regions. Again, open string propagator effectively shortens the $p$-geodesic.
iii) Disk with two closed string punctures

There are two Feynman diagrams other than the vertex. The first one is given by two identical vertices $\gamma_{0,1}^{0,1}$ with an open string propagator. This effectively shortens the length $L$ of the $p$-geodesic and covers $L < L_o$. The second one is given by two vertices $\gamma_{0,1}^{0,1}$ and $\gamma_{0,1}^{0,3}$ with a closed string propagator. Here, Y-piece with three $c$-borders of lengths $L_c$ acquires a boundary as the closed string propagator is attached to one of $c$-borders, since the other end of the propagator sticks to a circle of circumference $L_c$ and becomes a $b$-border. This effectively reduces the length of the plumbed $c$-border which is a $b$-border now, thus covering $4l_1 < L_c$.

iv) Annulus with one open string puncture

There are again two Feynman diagrams other than the vertex. One is given by a vertex $\gamma_{0,0}^{0,0}$ with an open string propagator. This effectively shortens the length $L$ of the $p$-geodesic and covers the moduli space $L < L_o$. Another diagram consists of two vertices $\gamma_{0,1}^{0,1}$ and $\gamma_{1,1}^{0,1}$ with a closed string propagator, which effectively shortens the length $l$ of the $b$-border. Thus, it covers $l < L_c$.

Finally, note that we have simple descriptions of Deligne-Mumford compactifications for all four cases. In cases i) and ii), the compactification adds a point $L = 0$ corresponding to the infinite open string propagator and another point $L = \infty$ also corresponding to the infinite open string propagator. In cases iii) and iv), the compactification similarly adds $L = 0$ for the infinite open string propagator, but this time adds $L = \infty$ for the infinite closed string propagator. The latter is typically of codimension two and thus one might naively think that it cannot add a point to one-dimensional moduli space. However, due to the presence of one conformal Killing vector on a disk with a bulk puncture, it indeed adds a point which becomes a boundary of the moduli space. Therefore, all the one-dimensional moduli spaces $L \in (0, \infty)$ become $L \in [0, \infty]$ under Deligne-Mumford compactifications, where again, $M_{1,4}^{0,0}$ strictly speaking should also include other five marking inequivalent configurations. As expected, Deligne-Mumford compactifications indeed get nontrivial boundary contributions, which is not the case for closed Riemann surfaces with punctures.

5.4 No cubic point in $\mathcal{R}$

It is well known that classical open string field theory has a representation where it has only a cubic vertex [28]. In the case of open-closed string vertices, analogous cubic theory was constructed using minimal area metric in [14], with one caveat that closed strings were always taken to be on-shell. The idea was that with a specific choice of a minimal area metric, all one-dimensional moduli spaces were covered by Feynman diagrams of zero dimensional vertices,
meaning that one-dimensional vertices are empty. With the condition that closed string fields are on-shell and do not propagate in particular, it is obvious from geometric master equation that all higher-dimensional vertices whose surfaces have at least one boundary can be set to be empty, as it relates boundary of $d$-dimensional vertices to $\{ , \}$ acting on two vertices whose dimensions add up to $(d - 1)$ or $\Delta$ acting on a single $(d - 1)$-dimensional vertex.

In our construction of open-closed hyperbolic vertices, we explicitly saw that all one-dimensional vertices are nonempty. For example, consider $V^{0,0}_{1,4}$ given by (5.6). For any choice of $L_o \in \mathbb{R}^+$, it is nonempty meaning that one cannot set the open string quartic vertex to be empty. Therefore, we conclude that our construction of hyperbolic vertices do not have a point in $\mathcal{R}$ where the theory becomes cubic.

Nonetheless, there exists a similar limit as the one described in [14]. We can consider $L_c \to 0$ where closed string propagators become infinite. In this limit, closed string fields must be on-shell and do not propagate. Even though all the vertices involving both open and closed string fields are still present, moduli spaces get only infinitesimal contributions from Feynman diagrams involving closed string propagators, meaning that it is covered mostly by vertices and open string propagators. In particular, the description of dynamics of open string fields requires diagrams involving only open string fields without any closed string fields, modulo boundary contributions corresponding to infinite closed string propagators attached to vertices involving on-shell closed strings.

The other limit $L_o \to 0$ describes the opposite situation where the open string propagators become infinitely lengthy. In this case, moduli spaces get infinitesimal contributions from Feynman diagrams involving open string propagators and in particular, dynamics of closed string fields are described by diagrams involving only closed string fields, modulo boundary contributions from infinite open string propagators attached to vertices involving on-shell open strings. Of course, it is important to keep in mind that these limits are only formal and the full open-closed string field theory requires finite nonzero $L_c$ and $L_o$.

6 Discussions

In this work, we found a family of hyperbolic string vertices for open-closed string field theory, naturally generalizing the work of [21] which considered the pure closed string vertices. Key ingredients were collar theorems of BHHS, which are responsible for restricting the systolic conditions on nontrivial simple closed geodesics and $p$-geodesics to region $\mathcal{R}$ [4.2]. We then gave explicit descriptions of all zero and one-dimensional vertices.

There are two mathematical steps which one could naturally try to take. First is the
existence and uniqueness of the solutions to the geometric master equation (2.3), following similar ideas as [21]. There may be subtleties due to the fact that Deligne-Mumford compactifications get nontrivial boundary contributions, but the general idea seems to allow for a rather straightforward generalization to the open-closed case. The second is to check if the grafting map provides a homeomorphism between \( \mathcal{M}_{g,n}^{b,\{m\}}(L_o, L_c) \) and \( \mathcal{M}_{g,n}^{b,\{m\}} \), and if hyperbolic Feynman diagrams provide sections, which will then lead to coordinates for the entire moduli space.

On the computational side, in order to actually compute vertices with string field insertions, one needs to learn how to compute conformal field theory correlation functions on grafted BHHS, which will involve nontrivial Weyl transformations due to the presence of geodesic sides and borders. In addition, one then has to integrate such correlation functions over the vertex regions in moduli spaces. Both of these technical aspects are less explored in literature and thus remain as main obstacles if we were to use hyperbolic string vertices to perform string field theory computations.

In the case of moduli integration for hyperbolic surfaces, the results are known only for simple cases such as volumes over bordered hyperbolic Riemann surfaces via topological recursion relations [23–25]. Recall that the Weil-Petersson volume form for bordered hyperbolic Riemann surfaces is built from wedge products of a symplectic form expressed in terms of Fenchel-Nielsen coordinates, which is independent of different possible pants decompositions. In the case of BHHS however, it does not seem so straightforward to find a simple expression for the volume form which should be independent of the hexagon decompositions. For example, such a form for \( \mathcal{M}_{1,\{4\}}^{0,0} \) is given by \( \frac{d(\cosh L)}{\cosh L - 1} \), but if the lengths of the \( p \)-sides are different from each other, this volume form is no longer invariant under different hexagon decompositions. Nonetheless, hexagon decompositions for BHHS seem to provide another setup to study the moduli spaces of bordered hyperbolic Riemann surfaces in a rather direct way. Perhaps, it is not a coincidence that \( \mathcal{N} = 4 \) super Yang-Mills integrability story also benefited by considering hexagons [33–36]. Interestingly, the four-bordered sphere of Figure 1 in [35] is exactly \( p \)-side gluing of four hexagons, rather than typical plumbing construction of two \( Y \)-pieces.

On the physics side, open-closed string field theory has several interesting applications. Even at the level of computing perturbative on-shell amplitudes involving D-branes [37] or D-instanton contributions to type IIB closed string scattering amplitudes [38,39], unambiguous procedures are presumably defined only through open-closed string field theory. Quantum master action for open-closed superstring field theory for instance was constructed only recently in [30] and consistent computations of on-shell amplitudes using such a framework are yet to be performed. It will be interesting to explicitly see how open-closed string field theory resolves issues related to boundary contributions of the moduli space discussed in section
This issue has been recently discussed in the context of ZZ instanton contributions to $c = 1$ string theory \cite{40} using the open-closed string field theory framework \cite{41}.

Descriptions of open string tachyon dynamics \cite{42–46}, S-brane solutions \cite{47}, and open-closed type dualities \cite{48–55} may be formulated in the framework open-closed string field theory. For example, unstable D-brane decay is classically described by an appropriate time-dependent boundary state and it was conjectured \cite{45} that the full physics describing the unstable D-brane is given by a quantum open string field theory, not necessarily needing to introduce closed strings into the description. It does not seem unrelated to the limit $L_c \to 0$ discussed in section 5.4 even though the limit was only a formal one and the precise open string field theory is yet to be understood. On the open-closed duality side, one of typical ideas is that on-shell closed string processes can be constructed from open string diagrams. For example, one can take a vacuum open string amplitude and let the boundaries shrink to become on-shell closed string punctures. This corresponds to plumbing disks with one closed string puncture to pure closed string diagrams via infinite closed string propagators. Along the similar line, one can also take a solution to open-closed string field equations of motions and study how it interpolates between different looking solutions under field redefinitions induced by shifts in vertices e.g. taking different values of $L_o$ and $L_c$ in region $\mathcal{R}$ of our hyperbolic vertices. In particular, limits $L_c \to 0$ and $L_o \to 0$ would respectively give mostly open and mostly closed solution in the sense that $L_c \to 0$ turns off off-shell closed string field deformation and $L_o \to 0$ turns off off-shell open string field deformation from the original boundary conformal field theory around which open-closed string field theory was formulated\textsuperscript{2}. In many respects, it definitely appears that string vertices and string field theory in general provide a rich list of relevant mathematical problems and interesting physics questions to be answered.
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A Hyperbolic surfaces

Here, we collect relevant theorems and identities appearing in hyperbolic surfaces. All of these statements are explained in detail in [27]. For the following theorems, we assume that we are on a general compact hyperbolic surface $S$.

**Theorem 6.** (Theorem 1.5.3 in [27]) Given $A$ and $B$ which are either smooth closed boundary geodesics or geodesic sides which meet neighboring sides under an angle $\leq \pi/2$, and an open curve $c$ ending on them, there exists a unique shortest geodesic $\gamma$ in the homotopy class of $c$, and $\gamma$ is the unique common perpendicular to $A$ and $B$ in the homotopy class unless $\gamma$ is a point. In particular, if $c$ were simple, $\gamma$ is also simple.

This theorem is the reason why we favored right-angled hexagons and hexagon decompositions as they naturally consist of such perpendicular geodesics. The following theorem further justifies some of considerations of closed geodesics in our construction of hyperbolic vertices.

**Theorem 7.** (Theorem 1.6.6 in [27]) Given a nontrivial closed curve $c$ on $S$, it is freely homotopic to a unique closed geodesic $\gamma$. $\gamma$ is either contained in $\partial S$ or $\gamma \cap \partial S = \emptyset$.

We now state some of relevant trigonometric identities in hyperbolic geometry. There are more identities than the ones we discuss here, which can all be found in Chapter 2 of [27].

First, consider a right-angled triangle of geodesic sides of lengths $a, b, c$. Assume that $a$ and $b$ are meeting at the right angle. Then,

$$\cosh c = \cosh a \cosh b.$$  
(A.1)

This identity states that the side away from the right angle is lengthier than the other two sides.

We also consider a right-angled pentagon consisting of five geodesic sides of lengths $a, b, c, d, e$ where we took into account the ordering e.g. $b$ meets $a$ to the left and $c$ to the right. All sides meet their neighboring sides at right angles. Then,

$$\cosh c = \sinh a \sinh e,$$  
(A.2)

and likewise for the other sides.
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