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Abstract. We show that quasi-minimizers of non-homogeneous energy functionals are locally Hölder continuous and satisfy the Harnack inequality on metric measure spaces. We assume that the space is doubling and supports a Poincaré inequality. The proof is based on the De Giorgi method, combined with the expansion of positivity technique.

1. Introduction

We study minimizers of variational problems in the setting of metric measure spaces. Here the energy functional is of $p$-Laplacian type. In the Euclidean setting it has the form

$$\int (|\nabla u|^p + uF) \, dx$$

with $p \in (1, \infty)$, and minimizers are solutions to the Euler-Lagrange equation

$$\text{div}(|\nabla u|^{p-2}\nabla u) = F.$$  

As our main results, we prove local Hölder continuity and a Harnack-type inequality for minimizers on metric-measure spaces. In fact the methods are robust enough to hold for a more general class of functions. Following Giaquinta and Giusti [GGS2], a function $u \in W^{1,p}(\mathbb{R}^n)$ is a quasi-minimizer if there exists $K \geq 1$ so that

$$\int_{\Omega} (|\nabla u|^p + uF) \, dx \leq K \int_{\Omega} (|\nabla v|^p + vF) \, dx$$

holds for all $\Omega \subseteq \mathbb{R}^n$ and for all $v \in W^{1,p}(\Omega)$ with $u - v \in W^{1,p}_0(\Omega)$. When $K = 1$ these are minimizers in the usual sense.

The usual notion of a derivative on $\mathbb{R}^n$ is not well-defined on an arbitrary metric space. As a replacement, we use upper gradients, which are defined in terms of a generalized Fundamental Theorem of Calculus. Under mild assumptions on a metric space, the notion of upper gradient
gives rise to analogues of Sobolev spaces and Sobolev inequalities, as developed in Cheeger [Che99], Hajlasz-Koskela [HK95], [HK00], Heinonen-Koskela [HK98], Semmes [Sem96], and Shanmugalingam [Sha00]. Examples include spaces of non-negative Ricci curvature [Bus82], [LV07], [Stu06], Carnot groups and Carnot-Carathéodory spaces [Gro96], boundaries of certain hyperbolic buildings [BP99], and self-similar fractals [Laa00].

Our approach is a variant of De Giorgi’s method, which we use to prove local Hölder continuity for quasi-minimizers (Theorem 5.4) as well as a Harnack-type inequality (Theorem 6.2). The proof of the Harnack inequality is based on the “expansion of positivity” technique [DiB89], [DGV08] extended to metric spaces. This provides an alternative to the usual Krylov-Safonov covering technique [KS80]. Regarding the appearance of nonhomogeneous terms \( F \in L^s(\Omega) \), with \( s > 1 \), the oscillation of a quasi-minimizer \( u \) is handled in a standard but nontrivial manner: if the norm \( \| F \|_s \) is sufficiently large on a ball, then the oscillation of \( u \) is controlled by the measure of the ball; otherwise it is controlled by oscillation of \( u \) on larger concentric balls.

In the classical setting, local Hölder continuity of quasi-minimizers was shown by Giaquinta and Giusti in [GG84] and the Harnack inequality by DiBenedetto and Trudinger [DT84]. In the case of minimizers, this follows from well-known techniques of De Giorgi [DG57], Nash [Nas58], and Moser [Mos60], [Mos61]; see also Ladyžhenskaya and Ural’seva [LU68]. We note that Hölder continuity is the most that one can expect in this setting: Koskela, Rajala, and Shanmugalingam [KRS03, p. 150] have shown that without additional geometric assumptions, even minimizers on closed subsets of \( \mathbb{R}^n \) can fail to be locally Lipschitz continuous.

Kinnunen and Shanmugalingam studied the case of homogeneous functionals of \( p \)-Laplacian type \( (F = 0) \) in [KS01]. By adapting the De Giorgi method to metric measure spaces, they recovered local Hölder continuity, the Harnack inequality, and the strong maximum principle for quasi-minimizers. Later Björn and Marola [BM06] showed that the Moser iteration technique can also be adapted to the metric setting for minimizers.

For the non-homogeneous case, Jiang [Jia] has recently shown, when \( p = 2 \) and when an additional heat kernel inequality holds, that minimizers are locally Lipschitz continuous. When the data \( F \) is a Radon measure and when \( p > 1 \), Mäkäläinen [Mäk08] has shown that minimizers are Hölder continuous if and only if the measure satisfies certain growth conditions on balls. Both works rely crucially on a theorem of Cheeger [Che99], which asserts that such metric measure spaces support a generalized differentiable structure. We note that our techniques are independent of theirs.

Our methods also apply in the setting of Cheeger differentiable structures [Che99]. Indeed, the results of this paper are applied in the forthcoming article [GH] to prove that quasi-minimizers are Cheeger differentiable almost everywhere.
The paper is organized as follows. In Section 2, we review standard results in the analysis on metric spaces. We introduce quasi-minimizers on metric spaces in Section 3 and prove a Caccioppoli-type inequality. In Section 4, we prove that quasi-minimizers are locally bounded, which motivates our study of certain function classes that we call De Giorgi classes, since they are a natural generalization of the Euclidean De Giorgi classes. We show Hölder continuity and a Harnack-type inequality in Sections 5 and 6, respectively.
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2. Preliminaries

2.1. Notation. On a metric space $X$, we write $B(x, r)$ for the ball centered at $x \in X$ with radius $r$. If no confusion arises, we write $B_r = B(x, r)$ for short. For real-valued functions $u$, we write $u_+ = \max\{u, 0\}$ and $u_- = -\min\{u, 0\}$.

The oscillation of $u$ on a set $A$ is given by

$$\text{osc}_A u = \sup_A u - \inf_A u.$$ 

For $h \in \mathbb{R}$ and a ball $B(x, r)$, we denote the super-level set of a function $u$ by

$$A_r(h) = \{y \in B(x, r) : u(y) > h\}.$$ 

For a function $u$ in $L^p(A)$, we write the $L^p$-norm as $\|u\|_{p, A}$, or as $\|u\|_p$ if the set $A$ is the entire domain of $u$. As usual, the Hölder conjugate of $p \in (1, \infty)$ is given by

$$p' = \frac{p}{p-1}.$$ 

2.2. Doubling measures. In what follows, a metric measure space $(X, d, \mu)$ refers to a metric space $(X, d)$ equipped with a Borel measure $\mu$ on $X$.

Definition 2.1. Let $c_\mu \geq 1$. A Borel measure $\mu$ on $X$ is said to be doubling if every ball $B(x, r)$ in $X$ has positive, finite $\mu$-measure and

$$\mu(B(x, 2r)) \leq c_\mu \mu(B(x, r)).$$

The doubling exponent $Q := \log_2(c_\mu)$ plays the analogous role of dimension on metric measure spaces. In particular, for $p \in (1, Q)$ we define the (Sobolev) conjugate exponents as

$$p^* = \frac{Qp}{Q-p}.$$
For connected metric spaces, the doubling property \([2.1]\) implies that locally the \(\mu\)-measures of balls are controlled by powers of their radii. The lemma below is well-known. The first item is \([\text{Haj}03, \text{Lemma 4.7}]\) and for completeness, we prove the second item.

**Lemma 2.2.** Let \(X\) be a metric space, let \(\mu\) a doubling measure on \(X\), and let \(Q\) be the doubling exponent of \(\mu\). For each ball \(B_0 = B(x_0, r_0)\) in \(X\), with \(0 < r_0 < \infty\),

1. there exists \(c = c(c_\mu, B_0) > 0\) so that for all \(x \in B_0\) and all \(r \in (0, r_0)\) we have the inequality
   \[ c \left( \frac{r}{r_0} \right)^Q \leq \frac{\mu(B(x, r))}{\mu(B_0)}. \]

2. if \(X\) is path-connected, then there exist constants \(c = c(c_\mu, B_0) > 0\) and \(Q' = Q'(c_\mu, B_0) > 0\) so that for all \(x \in B_0\) and all \(r \in (0, r_0)\) we have the inequality
   \[ \frac{\mu(B(x, r))}{\mu(B_0)} \leq c \left( \frac{r}{r_0} \right)^{Q'}. \]

**Proof of (2).** Fix a ball \(B = B(x, r)\) in \(X\). Since \(X\) is path-connected, the sphere \(\partial B(x, \frac{3}{7} r)\) is nonempty, so let \(z \in B\) be a point in \(\partial B(x, \frac{3}{7} r)\) and consider the ball \(B' = B(z, \frac{4}{7} r)\). Clearly \(B' \subset B\) and \(\frac{1}{4} B \subset B' \setminus \frac{1}{2} B'\), which imply

\[ \frac{1}{c_\mu} \mu(B') \leq \mu \left( \frac{1}{2} B' \right) \]

and as a result,

\[ \mu \left( \frac{1}{7} B \right) \leq \mu(B') - \mu \left( \frac{1}{2} B' \right) \leq (1 - \frac{1}{c_\mu}) \mu(B') \leq (1 - \frac{1}{c_\mu}) \mu(B). \]

Now an iteration gives us

\[ \mu(B(x, r)) \leq (1 - \frac{1}{c_\mu})^i \mu(B(x, r_0)), \]

where \(7^i r \leq r_0 \leq 7^{i+1} r\). A substitution for \(i\) and an application of the doubling condition finishes the proof. \(\square\)

### 2.3 Newtonian-Sobolev spaces and Poincaré inequalities.

To define Sobolev spaces on metric measure spaces, we use weak upper gradients, which are defined in terms of line integrals and a generalized Fundamental Theorem of Calculus. This in turn requires a tool to measure the size of families of rectifiable curves.

To this end let \(\Gamma\) be a collection of non-constant rectifiable curves on \(X\). For \(p \geq 1\), the \(p\)-modulus of \(\Gamma\) is defined as

\[ \text{mod}_p(\Gamma) := \inf \int_X \rho^p \, d\mu \]
where $\rho : X \to [0, \infty]$ is any Borel function that satisfies $\int_{X} \rho \, dx \geq 1$. (We follow the convention that $\inf \emptyset = \infty$.) The $p$-modulus is an outer measure on $\mathcal{M}$, the family of all rectifiable curves on $X$; for details, see for example [Hei01, Chap 7].

**Definition 2.3.** For a function $u : X \to \mathbb{R}$, we say that a Borel function $g : X \to [0, \infty]$ is an upper gradient of $u$ if the inequality
\[
|u(\gamma(b)) - u(\gamma(a))| \leq \int_{\gamma} g \, ds
\]
holds for every rectifiable curve $\gamma : [a, b] \to X$ under its arc-length parametrization.

We say that $g : X \to [0, \infty]$ is a weak upper gradient of $u$ if Equation (2.2) holds for $p$-modulus a.e. curve $\gamma \in \mathcal{M}$ — that is, if $\Gamma$ is the subcollection of curves in $\mathcal{M}$ for which Equation (2.2) fails, then $\text{mod}_p(\Gamma) = 0$.

**Example 2.4.** Let $u : X \to \mathbb{R}$ be a Lipschitz function — that is, it satisfies
\[
\text{Lip}(u) := \sup \left\{ \frac{|f(x) - f(y)|}{d(x, y)} : x, y \in X, x \neq y \right\} < \infty
\]
then $\text{Lip}(u)$, called the Lipschitz constant of $u$, is an upper gradient of $u$.

We now define an analogue of the Sobolev space $W^{1,p}(\mathbb{R}^n)$ on metric spaces.

**Definition 2.5.** Let $p \geq 1$. We say that a function $u : X \to \mathbb{R}$ lies in $\tilde{N}^{1,p}(X)$ if and only if $u \in L^p(X)$ and the quantity
\[
\|u\|_{1,p} := \|u\|_p + \inf_g \|g\|_p
\]
is finite, where the infimum is taken over all weak upper gradients $g$ of $u$.

The Newtonian space $N^{1,p}(X)$ consists of equivalence classes of functions in $\tilde{N}^{1,p}(X)$. Here, two functions $u, v \in N^{1,p}(X)$ are equivalent if $u = v$ $\mu$-a.e.

We note that $\| \cdot \|_{1,p}$ is a norm and $N^{1,p}(X)$ is a Banach space with respect to this norm [Sha00, Thm 3.7]. Moreover, for each $u \in N^{1,p}(X)$, there exists a weak upper gradient $g_u$ so that the infimum in $\|u\|_{1,p}$ is attained [Ha03, Thm 7.16]. We call $g_u$ the minimal upper gradient of $u$, which is uniquely determined $\mu$-a.e.

A Leibniz product rule holds for upper gradients [Sha01, Lemma 2.14].

**Lemma 2.6.** If $u \in N^{1,p}(X)$ and if $f : X \to \mathbb{R}$ is a bounded Lipschitz function, then $u \cdot f \in N^{1,p}(X)$ and its minimal upper gradient satisfy
\[
g_{u \cdot f} \leq g_u |f| + |u| \text{ Lip}(f).
\]

We now formulate Poincaré inequalities in terms of weak upper gradients. Together with the doubling property (2.1), such inequalities determine a rich theory of first-order calculus on the underlying spaces.
**Definition 2.7.** We say that a metric measure space \((X, d, \mu)\) supports a (weak\(^1\)) \((1, p)\)-Poincaré inequality if there exist \(C \geq 0\), \(\Lambda \geq 1\) so that
\[
\int_B |u - u_B| d\mu \leq C r \left( \int_{AB} g^q_u d\mu \right)^{\frac{1}{p}}
\]
holds for all \(u \in N^{1,p}_{\text{loc}}(X)\) and for all balls \(B\) in \(X\).

**Standing Hypotheses 2.8.** We will always assume that a metric space \((X, d)\) is equipped with a doubling measure \(\mu\) and supports a (weak) \((1, p)\)-Poincaré inequality, for some \(p \in (1, Q)\); that is, Equations \((2.1)\) and \((2.3)\) hold under some choice of constants \(c_\mu, \Lambda \geq 1\) and \(C > 0\). Our main results are local in nature, so for simplicity we will work with bounded domains \(\Omega\) in \(X\).

Note that, if \((X, d, \mu)\) satisfies Standing Hypotheses 2.8, then for \(q > Q\) an analogue of Morrey’s inequality holds \([HK00, \text{Thm 5.1}]\), so functions in \(N^{1,q}(X)\) are already locally Hölder continuous in this case. Note also that such spaces \(X\) are \(c\)-quasiconvex; that is, every pair of points \(x, y \in X\) can be joined by a curve in \(X\) whose length is at most \(c \cdot d(x, y)\). Here \(c > 0\) depends only on the parameters of the hypotheses, see \([DS93]\) and also \([Che99, \text{Sect 17}]\). In particular, such spaces are path-connected, so the estimates of Lemma 2.2 apply to balls in \(X\).

In the same setting, Keith and Zhong \([KZ08, \text{Thm 1.0.1}]\) showed that a (weak) \((1, p)\)-Poincaré inequality for Lipschitz functions on \(X\) is an open-ended condition in the exponent \(p\). Moreover, for such spaces \(X\), it is known that Lipschitz functions are dense in \(N^{1,p}(X)\) \([Sha00]\). This leads to the following theorem.

**Theorem 2.9 (Keith-Zhong).** If \((X, d, \mu)\) supports a (weak) \((1, p)\)-Poincaré inequality, then there exists \(\epsilon > 0\) so that for all \(q > p - \epsilon\), there exist \(C > 0\) and \(\Lambda \geq 1\) so that, for all \(u \in N^{1,p}_{\text{loc}}(X)\), we have
\[
\int_B |u - u_B| d\mu \leq C r \left( \int_{AB} g^q_u d\mu \right)^{\frac{1}{q}}
\]

As a consequence, we recover a version of the Sobolev embedding theorem; see \([KS01, \text{Eq (2.11)}]\).

**Lemma 2.10.** Let \((X, d, \mu)\) be a metric measure space that supports a \((1, p)\)-Poincaré inequality and where \(\mu\) is doubling. For \(p < Q\), for \(\epsilon > 0\) as in Theorem 2.9 and for \(p - \epsilon < q < p\), there exist \(c > 0\) and \(\Lambda \geq 1\) so that the inequality
\[
\left( \int_B |u|^t d\mu \right)^{\frac{1}{t}} \leq c r \left( \int_{AB} g^q_u d\mu \right)^{\frac{1}{q}}
\]
holds for all balls \(B\) with \(3B \subset X\), all \(t \in [1, q^*]\), and all \(u \in N^{1,p}_0(B)\).

\(^1\)Here “weak” refers to the possibility that \(\Lambda > 1\).
3. Quasi-minimizers and Caccioppoli-type Inequalities

Using the notions of (minimal) upper gradients, we now define quasi-minimizers as in [Giu03, Chap 6]. Let $F_0 : \Omega \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ and $\Omega' \subset \Omega$, and consider the induced “$p$-energy” functional on $N_{loc}^{1,p}(\Omega)$ given by

$$F(u; \Omega') := \int_{\Omega'} F_0(x, u(x), g_u(x)) \, d\mu(x). \quad (3.1)$$

**Structure Conditions 3.1.** Here and in later sections, we will assume that $F_0$ satisfies the inequalities

$$|z|^p - f_1(x)|u|^p - f_0(x) \leq F_0(x, u, z) \leq L|z|^p + f_1(x)|u|^p + f_0(x) \quad (3.2)$$

for $L \geq 1$ and $f_0, f_1 \in L^s(\Omega)$, where $s > \frac{Q}{p} > 1$. Moreover, we write

$$\delta := \frac{p}{Q} - \frac{1}{s}.$$

Note that the $p$-Laplacian functional from (1.1) also satisfies Structure Conditions 3.1. Indeed, from the elementary inequality $t \leq t^p + 1$ for $t \geq 0$, we see that (3.2) follows from the choices $f_0 = f_1 = |F|$.

**Definition 3.2.** We say that $u \in N_{loc}^{1,p}(\Omega)$ is a $K$-quasi-minimizer if there exists $K \geq 1$ so that the inequality

$$F(u; \Omega' \cap \{u \neq v\}) \leq K F(v; \Omega' \cap \{u \neq v\}) \quad (3.3)$$

holds for all $v \in N^{1,p}(\Omega')$ with $u - v \in N_0^{1,p}(\Omega')$, where $\Omega' \subset \Omega$. If $K = 1$, then $u$ is called a minimizer of $F$.

As in the case of Euclidean spaces, quasi-minimizers satisfy a Caccioppoli-type inequality. Again, we assume that Standing Hypotheses 2.8 and Structure Conditions 3.1 are in force, and denote level sets by

$$A_r(h) := \{x \in B_r : u(x) > h\} \quad \text{and} \quad D_r(h) := \{x \in B_r : u(x) < h\}.$$

**Lemma 3.3** (Caccioppoli inequality). Let $K \geq 1$. For each $K$-quasi-minimizer $u \in N_{loc}^{1,p}(\Omega)$ and for each $h \in \mathbb{R}$, we have

$$\int_{B(x, r)} g_{(u-h)_+}^p \, d\mu \leq \frac{C}{(R-r)^p} \int_{B(x,R)} (u-h)^+_p \, d\mu$$

$$+ \left( \|f_0\|_s + 2|h|^p \|f_1\|_s \right) \mu(A_R(h))^{1-\frac{s}{p}}$$

for $B(x, R) \subset \Omega$, $0 < r < R \leq R_0$. Here $C = C(p,Q,K) > 0$ and $R_0 = R_0(p,Q,f_1) > 0$.

The proof is in two parts. In Part (1) one uses the quasi-minimizing property to compare the $p$-energies between different balls. In Part (2) we use a variant of Widman’s hole filling argument [Wid71] and an iteration in order to estimate the upper gradient by the function and its level sets.
Proof. Part (1): Energy Bounds. Let $B_r := B(x, r)$ and $B_R := B(x, R)$. Let $\eta : X \to \mathbb{R}$ be a Lipschitz function so that $\text{spt } \eta \subset \overline{B_R}$, as well as $\eta|_{B(x,r)} = 1$ and $g_\eta \leq C(R-r)^{-1}$. Putting

$$v := u - (u-h)_+ \eta,$$

it follows that $u - v \in N_0^1(X)$ and $\text{spt}(u-v) = \overline{A_R(h)}$. By the quasi-minimizing property (3.3) and the structure conditions (3.2), we obtain

$$\int_{A_R(h)} (g^p_u - f_1|u|^p - f_0) \, d\mu \leq F(u; A_R(h)) \leq K F(v; A_R(h)) \leq K \int_{A_R(h)} (g^p_v + f_1|v|^p + f_0) \, d\mu. \quad (3.4)$$

For points in $A_R(h)$, we rewrite the functions $u$ and $v$ as

$$v = u - \eta(u-h)_+ = (1-\eta)(u-h) + h$$
$$u = (1-\eta)u + \eta u$$

in order to obtain the estimates

$$g_v \leq \frac{(u-h)_+}{R-r} + (1-\eta)g_u \quad (3.5)$$

and

$$|u|^p + |v|^p \leq C \left[ (1-\eta)^p u^p + \eta^p h^p + \eta^p (u-h)^p_+ \right]. \quad (3.6)$$

Adding the term $\int_{B_R} f_1(2|u|^p + f_0) \, d\mu$ to both sides of (3.3), it follows from inequalities (3.5) and (3.6) that

$$\int_{A_R(h)} (g^p_v + f_1|u|^p) \, d\mu \leq 2K \int_{A_R(h)} (g^p_v + f_1(|u|^p + |v|^p) + f_0) \, d\mu$$
$$\leq C \int_{A_R(h)} (g^p_v + 2f_1[(1-\eta)^p u^p + \eta^p h^p] + f_0) \, d\mu$$
$$+ C \int_{B_R} f_1\eta^p(u-h)^p_+ \, d\mu \quad (3.7)$$
To estimate the rightmost term, we use Hölder’s inequality, the Sobolev inequality (Lemma 2.10), and the Leibniz rule (Lemma 2.6) so that

\[
\int_{B_R} f_1(\eta(u - h)_+)^p \, d\mu \leq \|f_1\|_{L^2(B_R)} \left( \int_{B_R} \eta^p(u - h)^p_+ \, d\mu \right)^{p'/p} \\
\leq \|f_1\|_{L^2(B_R)} \int_{B_R} g^p_{\eta(u - h)_+} \, d\mu \\
\leq \|f_1\|_{L^2(B_R)} \int_{B_R} \left( \eta^p g^p_{(u - h)_+} + g^p_{\eta(u - h)_+} \right) \, d\mu \\
\leq \|f_1\|_{L^2(B_R)} \left[ \int_{A_r(h)} g^p_u \, d\mu + \int_{A_{R(h)}} \frac{(u - h)^p_+}{(R - r)^p} \, d\mu \right].
\]

This together with \(8\) implies

\[
\int_{A_{R(h)}} (g^p_u + f_1|u|^p) \, d\mu \\
\leq C \int_{A_{R(h)}} \left( \frac{(u - h)^p_+}{(R - r)^p} + (1 - \eta)^p (g^p_u + f_1|u|^p) + f_1|h|^p + f_0 \right) \, d\mu \\
+ C\|f_1\|_{L^2(B(x,R_0))} \left[ \int_{A_r(h)} g^p_u \, d\mu + \int_{A_{R(h)}} \frac{(u - h)^p_+}{(R - r)^p} \, d\mu \right].
\]

Choosing \(R_0 > 0\) small enough so that \(C\|f_1\|_{L^2(B(x,R_0))} < \frac{1}{2}\), we obtain

\[
\int_{A_r(h)} (g^p_u + f_1|u|^p) \, d\mu \leq C \int_{A_{R(h)} \setminus A_r(h)} (g^p_u + f_1|u|^p) \, d\mu + \frac{1}{2} \int_{A_r(h)} g^p_u \, d\mu \\
+ C \int_{A_{R(h)}} \left[ \frac{(u - h)^p_+}{(R - r)^p} + 2f_1|h|^p + f_0 \right] \, d\mu.
\]

**Part (2): Hole filling.** Adding \((C - \frac{1}{2})\int_{A_r(h)} (g^p_u + f_1|u|^p) \, d\mu\) to both sides and dividing by \(C + \frac{1}{2}\), we obtain, for \(\theta := \frac{2C}{2C + 1}\), the inequality

\[
\int_{A_r(h)} (g^p_u + f_1|u|^p) \, d\mu \leq \theta \int_{A_{R(h)}} (g^p_u + f_1|u|^p) \, d\mu \\
+ \int_{A_{R(h)}} \left[ \frac{(u - h)^p_+}{(R - r)^p} + 2f_1|h|^p + f_0 \right] \, d\mu.
\]

Next we iterate this equation, under the choice of radii

\[
r_0 = r,
\]
\[
r_i - r_{i-1} = (1 - \lambda)^i (R - r), \quad \text{for} \ i = 1, 2, \ldots, \ \text{where} \ \lambda^p \in (\theta, 1),
\]
so the previous estimate becomes
\[
\int_{A_r(h)} (g_u^p + f_1 |u|^p) \, d\mu \leq \theta^k \int_{A_{r_1}} (g_u^p + f_1 |u|^p) \, d\mu \\
+ \sum_{i=0}^k \theta^i \int_{A_{r_i}} \frac{(u-h)^p}{(r_i-r_{i-1})^p} \, d\mu \leq \theta^k \int_{A_{r_1}} (g_u^p + f_1 |u|^p) \, d\mu.
\]

(3.8)

Passing to a limit, as \( k \to \infty \), gives
\[
\int_{A_r(h)} (g_u^p + f_1 |u|^p) \, d\mu \leq C \int_{A_R(h)} \left( \frac{(u-h)^p}{(R-r)^p} + 2f_1 |h|^p + f_0 \right) \, d\mu
\]
\[
\leq C \int_{A_R(h)} \frac{(u-h)^p}{(R-r)^p} \, d\mu + C \int_{A_R(h)} \left( 2f_1 |h|^p + f_0 \right) \, d\mu.
\]

and the lemma follows, from applying Hölder’s inequality to the last term:
\[
\int_{B_R} \left( 2f_1 |h|^p + f_0 \right) \, d\mu \leq (2\|f_1\|_{s,B_R} |h|^p + \|f_0\|_{s,B_R}) \mu(A_R(h))^{\frac{s-1}{s}}.
\]

The proof above remains valid with \(-u, -v, \text{ and } -h\) in place of \(u, v, \text{ and } h\), respectively. From this we conclude that, for each \(h \in \mathbb{R}\), the inequality
\[
\int_{B_{r_1}} g_{(u-h)_-}^p \, d\mu \leq C \int_{B_r} \frac{(u-h)^p}{(R-r)^p} \, d\mu + (\|f_0\|_{s} + 2|h|^p \|f_1\|_{s}) \mu(D_R(h))^{1-\frac{1}{2}}
\]
holds for quasi-minimizers \(u \in N^{1,p}(\Omega)\), with the same constants as before.

4. Local Boundedness and De Giorgi Classes

4.1. Initial Estimates. As a first step, we show that every quasi-minimizer has an a.e. representative that is locally bounded; see [DT84 Thm 1] and [DiB10 Thm 10.2.1] for the case of \(\mathbb{R}^n\) and [KS01 Thm 4.9] for the case \(F = 0\) on metric spaces. We begin with a well-known iteration lemma, see for example [Giu03].

**Lemma 4.1.** Let \(b > 1\) and \(\sigma, C > 0\) be given. If \(\{Y_n\}_{n=0}^\infty\) is a sequence in \([0, \infty)\) whose terms satisfy, for \(n = 0, 1, \ldots\), the inequalities
\[
Y_{n+1} \leq C b^n Y_n^{1+\sigma} \quad \text{and} \quad Y_0 \leq b^{-1/\sigma} C^{-1/\sigma}
\]
then \(Y_n \leq b^{-n/\sigma} Y_0\) and in particular
\[
Y_n \to 0 \quad \text{as} \quad n \to \infty.
\]

Next we prove the local boundedness for quasi-minimizers. Below, recall that \(Q' > 0\) refers to the exponent in Part (2) of Lemma 2.2, \(\Lambda \geq 1\) refers again to the parameter in Lemma 2.11, and \(\delta := \frac{p}{Q'} - \frac{1}{s} \).
Lemma 4.2. There exists $C = C(p, Q, K, s) \geq 0$ so that the inequalities

$$
\sup_{B(x,R/2)} u \leq C \left[ \int_{B(x,R)} u_+^p \, d\mu \right]^{1/p} + 2\gamma R^{(Q'\delta)/p}
$$

$$
\inf_{B(x,R/2)} u \geq -C \left[ \int_{B(x,R)} u_-^p \, d\mu \right]^{1/p} - 2\gamma R^{(Q'\delta)/p}
$$

hold for each quasi-minimizer $u \in N^{1,p}_{\text{loc}}(\Omega)$ and all balls $B(x, R)$ in $\Omega$ with sufficiently small $\mu$-measure and with $B(x, 2\Lambda R) \subset \Omega$. Here

$$
\gamma := \max\{ \|f_0\|_s, 2\|f_1\|_s \}.
$$

The proof below follows a technical iteration argument that is, to some extent, standard. We will also use similar arguments to prove other results in this section. For the sake of exposition we divide it into two steps: (1) By using Caccioppoli’s and Sobolev’s inequalities, we derive a level set inequality with higher level set on the right hand side, and (2) we iterate the estimate.

Proof. Part (1): Level set inequality. Since $-u$ is also a quasi-minimizer, the inequality for the infimum follows easily from the inequality for the supremum of $-u$, so we prove the supremum inequality.

Let $r > 0$ with $R/2 < r < R$, let be $\eta$ a cut-off function such that $\text{spt} \eta \subset \overline{B}_R$, $\eta = 1$ in $B_r$, $g_\eta \leq C/(R - r)$ and let $k > 0$. By using H"older’s and Sobolev’s inequalities, we obtain

$$
\int_{B_r} (u - k)^p_+ \, d\mu \leq \left[ \frac{\mu(A_r(k))}{\mu(B_r)} \right]^\frac{p}{p'} \left[ \int_{B_r} (u - k)^p_+ \, d\mu \right]^{\frac{p}{p'}}
$$

$$
\leq \left[ \frac{\mu(A_r(k))}{\mu(B_r)} \right]^\frac{p}{p'} \left[ \int_{B_{(R+r)/2}} (\eta(u - k)+)^p \, d\mu \right]^{\frac{p}{p'}}
$$

$$
\leq C \left[ \frac{\mu(A_r(k))}{\mu(B_r)} \right]^\frac{p}{p'} R^p \int_{B_{(R+r)/2}} g_\eta^p(u - k)+ \, d\mu.
$$

By the Leibniz rule (Lemma 2.6) and the Caccioppoli inequality (Lemma 3.6), we have for $0 < h < k$ that

$$
\int_{B_r} (u - k)^p_+ \, d\mu
$$

$$
\leq C \left[ \frac{\mu(A_r(k))}{\mu(B_r)} \right]^\frac{p}{p'} R^p \left[ \int_{B_{(R+r)/2}} (\eta^p g_\eta^p(u - k)+ + g_\eta^p(u - k)^p_+) \, d\mu \right]
$$

$$
\leq C \left[ \frac{\mu(A_r(k))}{\mu(B_r)} \right]^\frac{p}{p'} R^p \left[ \int_{B_R} \frac{(u - h)^p_+}{(R - r)^p} \, d\mu + \gamma(1 + k^p) \frac{\mu(A_r(k))^{1-1/s}}{\mu(B_r)} \right],
$$

(4.1)
holds, where \( \gamma := \max\{\|f_0\|_s, 2\|f_1\|_s\} \). By Lemma 2.2, we may assume that
\[
R^p \leq C\mu(B_R)^\frac{p}{d}
\]
and recalling that \(1 - 1/s = 1 - \frac{p}{d} + \delta\), we obtain
\[
\left[\frac{\mu(A_r(k))}{\mu(B_r)}\right]^{\frac{p}{d}} R^p \mu(A_R(k))^{1 - \frac{p}{d}} = \left[\frac{\mu(A_r(k))}{\mu(B_r)}\right]^{\frac{p}{d}} R^p \mu(A_R(k))^{1 - \frac{p}{d} + \delta} = C \left[\frac{\mu(A_r(k))}{\mu(B_r)} \frac{\mu(B_r)}{\mu(A_R(k))}\right]^{\frac{p}{d}} \mu(A_R(k))^{1 + \delta} \leq C\mu(A_R(k))^{1 + \delta}.
\]
From this, (4.1), and the elementary estimate for \(h > k\), we have
\[
\int_{B_R} (u - h)^p d\mu > \int_{A_R(k)} (u - h)^p d\mu \geq (k - h)^p \mu(A_R(k)),
\]
equation (4.1) becomes
\[
\int_{B_r} (u - k)^p d\mu \leq C \left[\frac{\mu(A_r(k))}{\mu(B_r)}\right]^{\frac{p}{d}} \frac{R^p}{(R - r)^p} \int_{B_R} (u - h)^p d\mu + \frac{C\gamma(1 + k^p)\mu(B_R)^\delta}{(k - h)^p(1 + \delta)} \left(\int_{B_R} (u - h)^p d\mu\right)^{1 + \delta}
\]
and dividing by \((k - h)^p\), we obtain
\[
\int_{B_r} \frac{(u - k)^p}{(k - h)^p} d\mu \leq C \frac{R^p}{(R - r)^p} \left(\int_{B_R} \frac{(u - h)^p}{(k - h)^p} d\mu\right)^{1 + \frac{p}{d}} + \frac{C\gamma(1 + k^p)\mu(B_R)^\delta}{(k - h)^p} \left(\int_{B_R} \frac{(u - h)^p}{(k - h)^p} d\mu\right)^{1 + \delta} (4.2)
\]
Part (2): Iteration. We now iterate the previous inequality with \(h\) and \(k\) replaced by \(k_n\) and \(k_{n+1}\), respectively, and where
\[
k_n = d(1 - 2^{-n})
\]
and where \(d > 0\) is a parameter to be chosen later. Similarly, the balls \(B_r\) and \(B_R\) are replaced by \(B_n\) and \(B_{n+1}\), respectively, where
\[
B_n = B(x, r_n), \text{ for } r_n = \frac{R}{2}(1 + 2^{-n}).
\]
For the sequence of integrals
\[
Y_n := d^{-p} \int_{B_n} (u - k_n)^p d\mu,
\]
equation (4.2) then becomes
\[
Y_{n+1} \leq C\left[2^{np} Y_n\right]^{1 + \frac{p}{d}} + \frac{C\gamma(1 + k_{n+1}^p)\mu(B_n)^\delta}{d^p \left[2^{np} Y_n\right]^{1 + \delta}} (4.3)
\]
We may estimate the rightmost term, by means of the inequality
\[ \gamma(1 + k_n^p + 1)\mu(B_0)^{\delta} \leq \gamma(1 + d^p)\mu(B_0)^{\delta} \leq d^p. \]
Indeed, this follows from choosing \( B_0 \) sufficiently small so that \( \gamma\mu(B_0)^{\delta} < 1/2 \), as well as \( d \) sufficiently large so that
\[ \frac{\gamma\mu(B_0)^{\delta}}{1 - \gamma\mu(B_0)^{\delta}} \leq 2\gamma\mu(B_0)^{\delta} \leq d^p. \]
Without loss of generality, we may assume that \( Y_n \leq 1 \). The above estimate and (4.3) imply that
\[ Y_{n+1} \leq C \left( [2npY_n]^{1+\delta} + [2npY_n]^{1+\delta} \right) \leq C2^{np(1+\sigma')}Y_n^{1+\sigma} =: \hat{C}b_n Y_n^{1+\sigma} \]
where, as a shorthand, we write
\[ \sigma := \min \left\{ \frac{P}{Q}, \delta \right\}, \quad \sigma' := \max \left\{ \frac{P}{Q}, \delta \right\}, \quad b := 2^{p(1+\sigma')}. \]
Choosing \( d \) larger if necessary, so that the inequality
\[ Y_0 = d^{-p} \int_{B_0} (u - k_n)^p_+ d\mu = d^{-p} \int_{B(x,R)} u^p_+ d\mu \leq \min \left\{ \hat{C}^{-1/\sigma}b^{-1/\sigma^2}, 1 \right\} \]
holds, we invoke Iteration Lemma 4.1 and conclude that
\[ 0 = \lim_{n \to \infty} Y_n = \lim_{n \to \infty} \int_{B_n} (u - k_n)^p_+ d\mu = \int_{B(x,R/2)} (u - d)^p_+ d\mu. \]
As a result, \( u \leq d \) holds a.e. on \( B(x,R/2) \). In particular, for the choice
\[ d := \max \left\{ 2\gamma \mu(B(x,R))^\delta, \left( b^{1/\sigma^2} \hat{C}^{1/\sigma} \int_{B(x,R)} u^p_+ d\mu \right)^{\frac{1}{p'}} \right\} \]
we obtain the inequality
\[ \sup_{B(x,R/2)} u \leq d \leq C' \left[ \int_{B(x,R)} u^p_+ d\mu \right]^{\frac{1}{p'}} + 2\gamma \mu(B(x,R))^\delta \]
where \( C' := \left( b^{1/\sigma^2} \hat{C}^{1/\sigma} \right)^{\frac{1}{p'}} \). The lemma then follows from Lemma 2.2.

4.2. De Giorgi classes. In his study of elliptic PDE, De Giorgi observed that the validity of a Caccioppoli-type inequality for solutions implies regularity properties of the same solutions. We will therefore focus on classes of functions, called De Giorgi classes, that satisfy such inequalities. Since quasi-minimizers are a subset of these functions, we will not refer explicitly to the quasi-minimizing property (3.3) in the sequel.

We first modify the Caccioppoli inequality to obtain simpler nonhomogeneous terms. To this end, fix a ball \( B \) and consider the parameters
\[ M := \max \left\{ \left( \int_B |u|^p d\mu \right)^{1/p} + \frac{cr(Q')^{\delta/p}}{p} \right\} \quad \text{and} \quad g_0 := f_0 + Mf_1 \]
which are well-defined, by Lemma 4.2 and where \( f_0 \) and \( f_1 \) are from the structure conditions (3.2). Observe that \( u \) is also a quasi-minimizer of the restricted functional \( G[v] := F[v|_B] \). Since \( G \) satisfies the reduced structure conditions

\[
|z|^p - g_0(x) \leq F_0(x, u, z) \leq L|z|^p + g_0(x)
\]
for all \( x \in B \), Lemma 3.3 therefore implies the Caccioppoli-type inequality

\[
\int_{B_r} g^p_{(u-h)_+} \, d\mu \leq \frac{C}{(R-r)^p} \int_{B_R} (u-h)^p \, d\mu + \|g_0\|_{s} \mu_A R(h)^{1-\frac{p}{Q}+\delta} \tag{4.7}
\]
for concentric balls \( B_r \subset B_R \subset B \).

**Definition 4.3.** Let \( \delta > 0 \) and \( C, \gamma \geq 0 \) be given. A function \( u \in N^{1,p}_{1,}\Omega \) is in the class \( DG^+(\Omega) = DG^+_{p}(\Omega; C, \gamma, \delta) \) if the inequality

\[
\int_{B(x,r)} g^p_{(u-k)_+} \, d\mu \leq \frac{C}{(R-r)^p} \int_{B(x,R)} (u-k)^p \, d\mu + \gamma \mu_{A_R(k)}^{1-\frac{p}{Q}+\delta} \tag{4.8}
\]
holds for all \( k \in \mathbb{R} \) and all balls \( B(x_0, r) \) and \( B(x_0, R) \) in \( \Omega \) with \( 0 < r < R \). We say that \( u \) is in the class \( DG^-_{p}(\Omega) \) if \(-u\) is in the class \( DG^+_{p}(\Omega) \). The De Giorgi class on \( \Omega \) with parameters \( \delta, \gamma, \) and \( C \) is then the set of functions

\[
DG_{p}(\Omega) := DG^+_{p}(\Omega) \cap DG^-_{p}(\Omega).
\]

### 5. Hölder Continuity of Quasi-Minimizers

We now prove that functions in the De Giorgi class have Hölder continuous representatives. This is a local property, so we may assume \( \Omega \) to be bounded.

By adapting the proof of Lemma 4.2, one obtains estimates of the oscillation of \( u \in DG_{p}(\Omega) \) on balls. This observation, formulated below, will play a crucial step towards continuity (Theorem 5.4).

**Lemma 5.1.** Let \( B = B(x, R) \) be a ball in \( \Omega \), let \( u \in DG_{p}(\Omega) \), put

\[
M := \sup_{B} u \text{ and } m := \inf_{B} u.
\]
There exists \( \eta_0 = \eta_0(p, Q, M, \delta) > 0 \) so that

1. if \( \mu(A_R(M - \xi \text{ osc } B u)) \leq \eta_0 \mu(B) \) holds for \( \xi > 0 \), then

\[
either \ u \leq M - \frac{\xi}{2} \text{ osc } u \mu-a.e. \ on \ \frac{1}{2} B \tag{5.1}
\]
or
\[
\text{osc } u \leq \xi^{-1} c R^{(Q'\delta)/p}
\]

2. if \( \mu(D_R(m + \xi \text{ osc } B u)) \leq \eta_0 \mu(B) \) holds for \( \xi > 0 \), then

\[
either \ u \geq m + \frac{\xi}{2} \text{ osc } u \mu-a.e. \ on \ \frac{1}{2} B \tag{5.2}
\]
or
\[
\text{osc } u \leq \xi^{-1} c R^{(Q'\delta)/p}.
\]

For the homogeneous case \( f_1 = f_0 = 0 \), the proof below shows that only the first alternatives (5.1) and (5.2) occur.
Proof. As a shorthand, write \( \omega := \text{osc}_B u \). The argument is symmetric, so we prove the first case only. Consider levels
\[
k_n := \left( M - \frac{\xi \omega}{2} \right) - 2^{-n} \left( \frac{\xi \omega}{2} \right),
\]
let \( B_n \) be the same sequence of balls centered at \( x \) as before,
\[B_n = B(x, r_n), \quad r_n = \frac{R}{2}(1 + 2^{-n})\]
and consider the sequence of integrals
\[
Y_n := \frac{1}{k_0} \int_{B_n} (u - k_n)^p d\mu.
\]
Following the proof of Lemma 4.2, we obtain an inequality similar to (4.3):
\[
\frac{2^npk_0^p}{(\xi \omega)^p} Y_{n+1} \leq 2^np C k_0^{p(1+Q)} \left( \frac{2^np}{(\xi \omega)^p} Y_n \right)^{1+Q}
+ \frac{2^np C k_0^{p(1+\delta)} \gamma(1 + k_{n+1})^p \mu(B_{n+1})^\delta}{(\xi \omega)^p} \left( \frac{2^np}{(\xi \omega)^p} Y_n \right)^{1+\delta}.
\]
Now suppose that the second conclusion fails, so that
\[
(\xi \omega)^p > c^p R^{Q\delta} \geq c^p \mu(B)^\delta.
\]
Then the previous inequality takes the form
\[
Y_{n+1} \leq C \left( \frac{k_0}{\xi \omega} \right)^{\frac{p}{Q}} \left[ 2^np Y_n \right]^{1+Q} + C \gamma(1 + k_{n+1})^{p} \left( \frac{k_0}{\xi \omega} \right)^{\delta} \left[ 2^np Y_n \right]^{1+\delta}.
\]
Now with the parameters \( \sigma, \sigma', \) and \( b \) as in (4.5), and with
\[
C = c \max \left\{ \left( \frac{k_0}{\xi \omega} \right)^{\frac{p}{Q}}, \left( \frac{k_0}{\xi \omega} \right)^{\delta} \right\},
\]
we obtain the iteration inequality
\[
Y_{n+1} \leq C b^p Y_n^{1+\sigma}.
\]
From our choice of levels \( k_n \), we obtain \( u - k_0 = u - M + \xi \omega \leq \xi \omega \). This and the density condition imply that
\[
Y_0 = \frac{1}{k_0^p \mu(B_0)} \int_{A_{R^0}(k_0)} (u - k_0)^p d\mu \leq \frac{1}{k_0^p \mu(B)} \int_{A_R(M - \xi \omega)} (\xi \omega)^P d\mu
= \frac{(\xi \omega)^p}{k_0^p} \frac{\mu(A_R(M - \xi \omega))}{\mu(B)} \leq \epsilon_0 \left( \frac{\xi \omega}{k_0} \right)^p.
\]
By the previous calculation, choosing $\epsilon_0 > 0$ sufficiently small, it follows that

$$Y_0 \leq \epsilon_0 \left( \frac{\xi \omega}{k_0} \right)^p \leq b^{-1/\sigma^2} C^{-1/\sigma}$$

$$= b^{-1/\sigma^2} \min \left\{ \left( \frac{\xi \omega}{k_0} \right)^{\frac{2}{\sigma^2}}, \left( \frac{\xi \omega}{k_0} \right)^{\delta^p} \right\}^{1/\min\{\frac{p}{\sigma}, \delta\}}.$$

So by Lemma 4.1, we obtain the convergence

$$0 = \lim_{n \to \infty} Y_n = \frac{1}{k_0} \int_{\frac{1}{2}B} \left( u - \left( M - \frac{\xi \omega}{2} \right) \right)^p d\mu$$

as well as an upper bound for $u$ on $\frac{1}{2}B$:

$$u \leq M - \frac{\xi \omega}{2} \mu\text{-a.e. on } \frac{1}{2}B.$$ 

We recall two facts. The first is a direct analogue of [KS01, Eq 5.1], which replaces the role of the “discrete isoperimetric inequality” in $\mathbb{R}^n$ [DG57]. Apart from differences between Definition 4.3 and [KS01, Defn 3.1] and the constants in (4.8) versus [KS01, Eq. 3.1], the proof is identical. Below, $A$ refers to the constant from Lemma 2.10. The proof uses Poincaré’s and Hölder’s inequalities, together with the fact that $u \in DG_p(\Omega)$.

**Lemma 5.2.** Let $u \in DG_p(\Omega)$ and let $h < k$. If $B = B(z, R)$ is a ball in $X$ so that $2\Lambda B \subset \Omega$ and so that, for some $\theta \in (0, 1)$, the density condition

$$\mu(A_R(h)) \leq \theta \mu(B)$$

holds, then there exists $c = c(\gamma, p, Q, \Lambda) > 0$ such that, for all $q \in (1, p)$,

$$\mu(A_R(k)) \leq \frac{c \mu(B)^{1 - \frac{1}{q}}}{k - h} \left( \mu(A_{AR(h)}) - \mu(A_{AR(k)}) \right)^{\frac{1}{q} - \frac{1}{p}}$$

$$\cdot \left( \int_{B_{2\Lambda R}} \left( u - h \right)^p d\mu + \gamma^p R^p \mu(A_{2\Lambda R(h)})^{1 - \frac{2}{q} + \delta} \right)^{\frac{1}{p}}.$$

For functions $u \in DG_p(\Omega)$, we now consider the measure decay properties of their super-level sets. The lemma below is proved by a standard telescoping argument; see also [KS01 Lemma 5.2] and [DiB10 Prop 10.5.1]. As a shorthand, we write

$$M := \sup_{2\Lambda B} u \quad \text{and} \quad m := \inf_{2\Lambda B} u$$

which are well-defined parameters, by Lemma 4.2.

**Lemma 5.3.** Let $u \in DG_p(\Omega)$ and let $B = B(z, R)$ be a ball in $X$ so that $2\Lambda B \subset \Omega$. 
(1) If there exists $\theta \in (0, 1)$ such that the density condition
\[ \mu \left( A_R \left( M - \frac{1}{2} \text{osc}_{2\Lambda B} u \right) \right) \leq \theta \mu(B) \]
holds, then for each $\epsilon > 0$, there exists $\xi \in (0, 1)$ so that
\begin{align*}
\text{either } \quad &\epsilon \mu(B) \geq \mu \left( A_R \left( M - \xi \text{osc}_{2\Lambda B} u \right) \right) \\
&\text{or } \text{osc}_{2\Lambda B} u \leq \xi^{-1}\gamma^p R^{(Q'\delta)/p}.
\end{align*}

(2) If there exists $\theta \in (0, 1)$ such that the density condition
\[ \mu \left( D_R \left( m + \frac{1}{2} \text{osc}_{2\Lambda B} u \right) \right) \leq \theta \mu(B) \]
holds, then for each $\epsilon > 0$, there exists $\xi \in (0, 1)$ so that
\begin{align*}
\text{either } \quad &\epsilon \mu(B) \geq \mu \left( D_R \left( m + \xi \text{osc}_{2\Lambda B} u \right) \right) \\
&\text{or } \text{osc}_{2\Lambda B} u \leq \xi^{-1}\gamma^p R^{(Q'\delta)/p}.
\end{align*}

Similarly as in Lemma 5.1, only the first alternatives (5.3) and (5.4) occur
for the homogeneous case $f_0 = f_1 = 0$.

Proof. The argument is symmetric, so we prove the first case only. As a shorthand, let $\omega := \text{osc}_{2\Lambda B} u$. Consider levels of the form
\[ k_n := M - 2^{-n}\omega. \]
Observe that $k_n \to M$ as $n \to \infty$ and that
\[ M - k_n = 2^{-n}\omega = \frac{1}{2}(k_{n+1} - k_n). \]
Put $\xi := 2^{-N}$, for some $N \in \mathbb{N}$ to be chosen later. Now suppose the second conclusion fails. Then for each $n = 1, 2, \ldots, N$, we have
\[ \omega > \xi^{-1}\gamma^p R^{(Q'\delta)/p} \geq C2^n\gamma^p \mu(B)^{\frac{\delta}{p}}. \tag{5.5} \]
Using the density condition hypothesis with $\theta$, we now apply Lemma 5.2
with $h = k_n$ and $k = k_{n+1}$, for each $n \in \mathbb{N}$, to obtain
\[ \mu(A_R(k_{n+1})) \leq \frac{c\mu(B)^{1-\frac{1}{q}}}{k_{n+1} - k_n} \left( \mu(A_{\Lambda R}(k_n)) - \mu(A_{\Lambda R}(k_{n+1})) \right)^{\frac{1}{q} - \frac{1}{p}} \\
\cdot \left( \int_{2\Lambda B} (u - k_n)^{p} \, d\mu + \gamma^p R^p \mu(A_{2\Lambda R}(k_n))^{1-\frac{p}{q} + \delta} \right)^{\frac{1}{p}}. \]
From this and $u - k_n \leq M - k_n \leq 2^{-n}\omega$, it follows that
\[ \omega \mu(A_R(k_{n+1})) \leq c2^{n+1} \mu(B)^{1-\frac{1}{q}} \left( \mu(A_{\Lambda R}(k_n)) - \mu(A_{\Lambda R}(k_{n+1})) \right)^{\frac{1}{q} - \frac{1}{p}} \\
\cdot \left( \frac{\omega^p \mu(2\Lambda B)}{2np} + \gamma^p R^p \mu(2\Lambda B)^{1-\frac{p}{q} + \delta} \right)^{\frac{1}{p}}. \tag{5.6} \]
According to Lemma 2.2, we have $CR^Q \leq \mu(2\Lambda B)$ for $C > 0$. From this and (5.5), for $n = N$, we further estimate

$$R^p \mu(2\Lambda B)^{1 - \frac{p}{Q} + \delta} = \left(\left(R^Q\right)^p \mu(2\Lambda B)^{Q-p + Q\delta}\right)^{\frac{1}{Q}} \leq \left(\left(\frac{\mu(2\Lambda B)}{C}\right)^p \mu(2\Lambda B)^{Q-p + Q\delta}\right)^{\frac{1}{Q}} \leq C^{-\frac{p}{Q}} \mu(2\Lambda B)^{1+\delta} \leq C \frac{\omega^p}{2\omega} \mu(2\Lambda B).$$

Equation (5.6) therefore becomes

$$\omega \mu(A_R(k_{N+1})) \leq C 2^{n+1} \mu(B) \left(\frac{\omega^p \mu(2\Lambda B)}{2\omega}\right)^{\frac{1}{p}} \cdot \left(\mu(A_{\Lambda R}(k_n)) - \mu(A_{\Lambda R}(k_{n+1}))\right)^{\frac{1}{q} - \frac{1}{p}} \leq C \omega \mu(2\Lambda B)^{1+\frac{1}{q} + \frac{1}{p}} \left(\mu(A_{\Lambda R}(k_n)) - \mu(A_{\Lambda R}(k_{n+1}))\right)^{\frac{1}{q} - \frac{1}{p}}$$

and therefore we have

$$\mu(A_R(k_{N+1}))^{\frac{p}{q} - 1} \leq C \mu(2\Lambda B)^{\frac{p}{q} - 1} \left(\mu(A_{\Lambda R}(k_n)) - \mu(A_{\Lambda R}(k_{n+1}))\right).$$

For $N \in \mathbb{N}$, we sum over the previous inequality and obtain

$$\mu(A_R(k_{N+1}))^{\frac{p}{q}} \leq \frac{C}{N} \sum_{n=0}^{N} \mu(2\Lambda B)^{\frac{p}{q} - 1} \left(\mu(A_{\Lambda R}(k_n)) - \mu(A_{\Lambda R}(k_{n+1}))\right) \leq \frac{C}{N} \left(\mu(2\Lambda B)^{\frac{p}{q} - 1} \left(\mu(A_{\Lambda R}(k_0)) - \mu(A_{\Lambda R}(k_{N+1}))\right)\right) \leq \frac{C}{N} \mu(2\Lambda B)^{\frac{p}{q}}.$$
**Theorem 5.4.** There exist \( C > 1, \alpha > 0 \), depending only on the parameters, so that for all \( u \in DG_p(\Omega) \) and all balls \( B(x, r) \subset B(x, R) \subset \Omega \), we have

\[
osc_{B(x,r)} u \leq C \max \left\{ \left( \frac{osc_{B(x,R)} u}{R} \right)^\alpha, \frac{\gamma_p r}{Q \delta^{p/Q}} \right\}. \tag{5.7}
\]

In particular, every \( u \in DG_p(\Omega) \) has an a.e. representative that is locally \( \beta \)-Hölder continuous, with \( \beta := \min\{\alpha, (Q/\delta)^{1/p}\} \).

**Proof.** As before, let \( M \) and \( m \) be the supremum and infimum of \( u \) on \( 2\Lambda B \), respectively, and let \( \omega := osc_{2\Lambda B} u \). We observe that

\[
\frac{M + m}{2} = M - \frac{\omega}{2} = m + \frac{\omega}{2}.
\]

So for \( \theta = \frac{1}{2} \), one of the inequalities

\[
\mu \left( D_R \left( M - \frac{\omega}{2} \right) \right) \leq \theta \mu(B(x, R)) \text{ or } \mu \left( A_R \left( m + \frac{\omega}{2} \right) \right) \leq \theta \mu(B(x, R))
\]

must hold. The argument is symmetric, so suppose the rightmost inequality holds. Lemma 5.3 implies that for each \( \epsilon > 0 \), there exists \( \xi > 0 \) satisfying

\[
\omega \leq \xi^{-1} \gamma_p \mu(B(x, R))^{\frac{\alpha}{p}} \text{ or } \mu(A_R(M - \xi \omega)) \leq \epsilon \mu(B(x, R)).
\]

If the leftmost inequality holds, then \( \omega \) is bounded. Suppose instead that the rightmost inequality holds. Applying Lemma 5.1 there exists \( \epsilon_0 > 0 \), depending only on \( p, Q, M, \delta \) such that each \( \xi \) satisfying the rightmost inequality, with \( \epsilon = \epsilon_0 \), either satisfies the estimate

\[
u \leq M - \frac{\xi \omega}{2}. \tag{5.8}
\]

\( \mu \)-a.e. on \( B(x, R/2) \) or \( \omega \) is again bounded. Equation (5.8) and the elementary inequality \( (- \inf_{B(x, R)} u) \leq (-m) \) imply that

\[
osc_{B(x,R/2)} u := \sup_{B(x,R/2)} u - \inf_{B(x,R/2)} u \leq M - \frac{\xi \omega}{2} - m = \lambda \omega
\]

where \( \lambda := 1 - \frac{\xi}{2} \). Replacing \( 2\Lambda R \) by \( r_{n+1} \) and \( R/2 \) by \( r_n \), where \( r_n := (4\Lambda)^{-n} R \), we iterate the argument to obtain

\[
osc_{B(x,r_{n+1})} u \leq \max \left\{ \lambda (osc_{B(x, r_n)} u), \xi^{-1} \gamma_p r_{n+1}^{\frac{\alpha}{p}} \right\}
\]

\[
\leq \max \left\{ \lambda^n (osc_{B(x, R)} u), \xi^{-1} \gamma_p r_n^{\frac{\alpha}{p}} \right\}
\]

Equation (5.7) follows, where \( \alpha \) solves \( \lambda^n = (r_n/R)^\alpha = (4\Lambda)^{-n\alpha} \). □
6. Harnack Inequalities for Quasi-Minimizers

As a consequence of Hölder continuity, we prove a Harnack-type inequality for quasi-minimizers. For the homogeneous case [KS01, Sect 7], the proof of the Harnack inequality uses a covering argument in the spirit of Krylov and Safonov [KS80]. We note that a variant of the argument is also valid in our setting.

Our approach follows the “expansion of positivity” technique [DiB89] instead, which relies on iteration techniques as in the previous sections; see also [DiB10]. We begin with a version of the density theorems from previous sections.

**Lemma 6.1** (Expansion of positivity). If \( u \in DG_p(\Omega) \) with \( u > 0 \) and if \( h > 0 \) satisfies the density condition

\[
\mu(A_R(h)) \geq \frac{1}{2} \mu(B(x, R)),
\]

then there exists \( \xi \in (0, 1) \) so that

- either \( h \leq \xi^{-1} \gamma R^{(Q/\delta)/p} \)
- or \( u \geq \xi h \) \( \mu \)-a.e. on \( B(x, 2R) \).

**Proof.** Combining the doubling condition and the above hypothesis, we obtain

\[
\mu(B(x, 4R)) \leq c^2 \mu(B(x, R)) \leq 2c^2 \mu(A_R(h)) \leq 2c^2 \mu(A_{4R}(h)).
\]

Putting \( \theta = 1 - \frac{1}{2} c^{-2} \), we further obtain the density condition

\[
\mu(D_{4R}(h)) = \mu(B(x, 4R)) - \mu(A_{4R}(h)) \leq \theta \mu(B(x, 4R)).
\]

Observe that the proof of Lemma 5.3 uses \( m \) and \( \omega \) only as numerical parameters. We therefore use a similar argument with \( m = 0 \) and \( \omega = 2h \) and with \( B(x, 4R) \) in place of \( B(x, R) \). This implies that for each \( \epsilon > 0 \) there exists \( \xi \in (0, 1) \) so that

- either \( h \leq \epsilon^{-1} \gamma R^{(Q/\delta)/p} \)
- or \( \epsilon \mu(B_R) \leq \mu(D_R(2\xi h)) \).

Similarly the proof of Lemma 5.3 remains valid under the same change of parameters, thus completing the proof. \( \square \)

We now arrive at the Harnack inequality, and the proof is in two parts. In Part (1) we use Hölder continuity to obtain an initial density estimate for \( u \in DG_p(\Omega) \) in a smaller ball. In Part (2) the density estimate allows us to iterate Lemma 6.1 to prove Harnack’s inequality and expand its validity to the original ball. One technical difficulty is that the constants in the inequality are increasing with each iteration. To overcome this, we choose the radius of the smaller ball, and thus the number of iterations, according to the supremum. To make our choices explicit, we use an auxiliary (radial) function.
Theorem 6.2. Let $u \in DG_p(\Omega)$ with $u > 0$. Then there exist $C, c > 0$, depending only on Standing Hypotheses 2.8 and the parameters in $DG_p(\Omega)$ so that
\[
\sup_B u \leq C \inf_B u + c R^{(Q/\delta)/p}
\]
for all balls $B = B(x_0, R_0)$ in $X$ so that $4B \subset \Omega$.

Proof. Part (1): Pointwise estimates. Let $u \in DG_p(\Omega; C, \gamma, \delta)$ be given. For each $x \in B(x_0, R_0)$, consider the function
\[
v = \frac{u}{u(x)}.
\]
Clearly we have $v \in DG_p(\Omega; C, \Gamma, \delta)$, where $\Gamma := (u(x))^{-1} \gamma$. Next, define
\[
M(r) := \sup_{B(x,r)} v \quad \text{and} \quad N(r) := (1 - r/R_0)^{-\beta}
\]
with $\beta > 0$ to be chosen later. Since $v$ is continuous (Theorem 5.4), we have the identity $M(0) = 1 = N(0)$ as well as the inequality
\[
\lim_{r \to R_0} M(r) < \infty = \lim_{r \to R_0} N(r),
\]
so there must be a largest root $r_0 > 0$ of the equation $M(r) = N(r)$. The advantage of using the auxiliary function $N(r)$ is that it gives an explicit dependence between the radius and the supremum. This is useful in (6.2) where, after fixing $\beta$, we see that the constant remains under control in iteration.

To continue, there exists $y_0 \in \overline{B}(x, r_0)$ at which $v$ attains the supremum
\[
v(y_0) = \sup_{B(x,r_0)} v = M(r_0) = N(r_0) = (1 - r_0/R_0)^{-\beta}.
\]

(6.1)

For
\[
R := \frac{R_0 - r_0}{2},
\]
the triangle inequality gives
\[
d(x, y_0) + R \leq r_0 + \frac{1}{2}(R_0 - r_0) = \frac{1}{2}(R_0 + r_0),
\]
and thus, because $r_0$ is the largest root, we obtain the estimate
\[
\sup_{B(y_0,R)} v \leq \sup_{B\left(x, \frac{R_0 + r_0}{2}\right)} v = M\left(\frac{R_0 + r_0}{2}\right) \leq N\left(\frac{R_0 + r_0}{2}\right)
\]
\[
= \left(\frac{R_0 - r_0}{2R_0}\right)^{-\beta} = 2^\beta N(r_0).
\]
Applying Theorem 5.4 again together with the above inequality, we have, for each $\rho \in (0, R)$ and each $y \in B(y_0, \rho)$,

$$v(y) - v(y_0) \geq - \text{osc}_{B(y_0, \rho)} v \geq - C \left[ \left( \sup_{B(y_0, R)} v - \inf_{B(y_0, R)} v \right) \left( \frac{\rho}{R} \right)^{\alpha} + \rho^{(Q')/p} \right]$$

$$\geq - C \left[ 2^\beta N(r_0) \left( \frac{\rho}{R} \right)^{\alpha} + \rho^{(Q')/p} \right].$$

We now set $\rho := \epsilon R$, and choose $\epsilon > 0$ sufficiently small, so that

$$C \left[ 2^\beta N(r_0) \epsilon^{\alpha} + (\epsilon R)^{(Q')/p} \right] \leq \frac{1}{2} N(r_0),$$

where we estimated \( (\epsilon R)^{(Q')/p} = \left( \frac{\epsilon(R_0 - r_0)}{2} \right)^{(Q')/p} \leq \frac{1}{4} \left( \frac{R_0 - r_0}{R_0} \right)^{-\beta} = \frac{1}{4} N(r_0) \)

for the second term on the left hand side. Notice that $\epsilon$ depends on $\beta$, but can be chosen independently of $r_0$. This together with (6.1) implies

$$v(y) - v(y_0) \geq - C \left[ 2^\beta N(r_0) \left( \frac{R_0}{R_0} \right)^{\alpha} + \left( \epsilon R \right)^{(Q')/p} \right] \geq - \frac{1}{2} N(r_0) = - \frac{1}{2} v(y_0),$$

which further implies the pointwise estimate

$$v(y) \geq \frac{1}{2} v(y_0) = \frac{1}{2} \sup_{B(x, r_0)} v =: h$$

for $\mu$-a.e. $y \in B(y_0, \rho)$. This implies the density condition

$$\mu(A_{\mu}(h)) \geq \frac{1}{2} \mu(B(y_0, \rho)).$$

**Part (2): Expansion of positivity.** We now apply Lemma 6.1, so there exists a constant $\xi \in (0, 1)$, depending only on the parameters of Standing Hypotheses 2.8 and Structure Conditions 3.1, such that

either $h \leq \xi^{-1} \Gamma \rho^{(Q')/p}$

or $v \geq \xi h$ $\mu$-a.e. on $B(y_0, 2\rho)$.

The second inequality implies the modified density condition

$$\mu(A_{2\rho}(\xi h)) \geq \frac{1}{2} \mu(B(y_0, 2\rho)),$$

and thus we can iterate Lemma 6.1. If the first alternative occurs, we get the desired bound, and if the second alternative occurs for $n - 1$ times, we have

either $\xi^n h \leq \Gamma (2^n \rho)^{(Q')/p}$

or $v \geq \xi^n h$ $\mu$-a.e. on $B(y_0, 2^n \rho)$.
on the $n$th round. For sufficiently large $n$, we have $B(x, 4R_0) \subset B(y_0, 2^n \rho)$. In either case, we obtain
\[
\xi^n h \leq \max \left\{ \inf_{B(x_0, 4R_0)} v, \Gamma (2^n \rho)^{(Q' \delta)/p} \right\} \leq \max \left\{ \inf_{B(x_0, R_0)} v, \Gamma (2^n \rho)^{(Q' \delta)/p} \right\}.
\]
Finally, we estimate $\xi^n h$ from below by a constant depending only on data by utilizing the auxiliary function. First, we choose $n \in \mathbb{N}$ so that
\[
2^n - 1 \rho \leq 4R_0 \leq 2^n \rho = 2^n \epsilon R_0 - r_0
\]
so that
\[
\frac{8R_0}{\epsilon(R_0 - r_0)} \leq 2^n.
\]
We now choose $\beta$ so that $\xi^2 \beta = 1$, from which it follows that
\[
\xi^n h = 2^{-\beta n} h \geq \left( \frac{8R_0}{\epsilon(R_0 - r_0)} \right)^{-\beta} \frac{1}{2} \left( 1 - \frac{r_0}{R_0} \right)^{-\beta} = 2^{3\beta - 1} \epsilon^\beta =: C
\]
and therefore we obtain the estimate
\[
C \leq \xi^n h \leq \max \left\{ \inf_{B(x_0, R_0)} v, \Gamma (2^n \rho)^{(Q' \delta)/p} \right\} \leq \max \left\{ \inf_{B(x_0, R_0)} \frac{u}{u(x)} \Gamma (2^n \rho)^{(Q' \delta)/p} \right\} \\
Cu(x) \leq \max \left\{ \inf_{B(x_0, R_0)} u, \frac{\gamma(2^n \rho)^{(Q' \delta)/p}}{R_0^{(Q' \delta)/p}} \right\}
\]
Taking suprema over all $x \in B$, the theorem follows.
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