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Abstract

Biometric applications have grown significantly in recent years, particularly iris-based systems. In the present work, an extension of an Object Relational Database Management System for the integral management of a biometric system based on the human iris was presented. Although at present, there are many database extensions for different domains, in no case for biometric applications. The proposed extension includes both the extension of the type system and the definition of domain indexes for performance improvement. The aim of this work is to provide a tool that facilitates the development of biometric applications based on the iris feature. Its development is based on a reference architecture that includes both the management of images of the iris trait, its associated metadata and the necessary methods for both manipulation and queries. An implementation of the extension is performed for PostgreSQL DBMS, and SP-GiST framework is used in the implementation of a domain index. Experiments were carried out to evaluate the performance of the proposed index, which shows improvements in query execution times.
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1. Introduction

In recent years, Object-Relational Databases (ORDB) has been widely used for data management in more complex applications. The main advantage of using the Object-Relational (OR) model is the possibility of extending the type system to suit the application domain. As a result, there are now many Object-Relational Database Management System (ORDBMS) extensions for specific domains in the marketplace supplied by the same database providers or specific projects, such as Oracle Multimedia, which allows video, audio and image management in Oracle [1]. Besides, Oracle Semantic Technology allows the management of semantic models in Oracle [2], and PostGIS, which allows the support of spatial and geographical objects in PostgreSQL [3], among others, attempting to support applications that use data from these domains. Domain support refers to data types and
their behavior, access methods (indexes use), specific operators, among other aspects.

Beyond the extensions provided by ORDBMS providers, the most important thing is that they enable the creation for new extensions for specific domains not covered by them. For example, Data Cartridge provided by Oracle [4], PostgreSQL extensions [5], among others. This allows the creation of database extensions in domains that are not covered by the providers, such as applications using biometric data.

In this sense, the present work expands the extension for the integral management of a biometric system based on the human iris proposed in [6], involving a domain index to achieve greater efficiency in the identification process. The extension includes the management of images of the iris trait and all its associated metadata; it also includes the necessary methods for manipulating them, as well as the methods for searching (verification/identification).

In biometrics, the size of databases is increasing rapidly. Therefore, efficient management of these databases is an increasing challenge to optimize the response time [7], particularly in the identification process. Since biometrics-based identification systems, especially iris, work with high dimensional characteristics; extensive searching in a large database increases response time. One strategy to improve this aspect is to use indexing techniques [8], as this reduces the search space for an identification system by quickly choosing a subset of iris images from the database in order to determine a possible match. In this sense, it is important for the extension to provide domain indexes associated with identification methods.

The use of indexes for biometric features is essential for the efficiency of biometric identification operations, where the captured feature should be compared with the features stored in the database to establish a person's identity.

For the verification process, the use of indexes is not critical, since the captured trait is only compared with the stored trait of the person whose identity is being verified.

While the use of indexes has a negative effect on the performance of database insertion operations, this cost is acceptable, since the enrolment process is not a frequent activity.

It should be noted that from the Multimedia perspective the term indexation takes on a different meaning from that used in the field of Database Management Systems (DBMS). In the first case, it refers to the process of assigning terms, phrases or values that represent the content of multimedia data information (in this case the iris image). This information is used for image recovery. In contrast, the notion of an index from the point of view of a DBMS refers to access structures built to accelerate access to data. In the case of the iris image, an indexing scheme will assign an index value (scalar or vector) to each iris thereby allowing the query image to be compared against only those iris in the database that have comparable index values.

From a multimedia point of view, there are several techniques for indexing the iris [9], such as IrisCode (postcoding) or iris texture analysis (precoding). The IrisCode is a template obtained from the processing of the iris image. First, mathematical algorithms are used to locate the inner and outer edges of the iris and then the patterns are extracted and subjected to mathematical transformations until a sufficient amount of information is obtained for authentication purposes. The first technique is based on the main component analysis (PCA) of IrisCode, which is a binary representation of information extracted from the iris texture. Among the techniques that examine the texture content of the image, the Local Binary Pattern (LBP) technique analyzes the local binary pattern of iris texture; whereas the Signed Pixel Level Difference Histogram (SPLDH) technique is based on statistical analysis of pixel intensities and positions [7, 9].

Most commercially used iris recognition systems use IrisCode. This is one of the reasons why IrisCode has been chosen here to index the iris.

In summary, the present work incorporates in the extension for the integral management of a biometric system based on the human iris [6] the use of domain indexes in order to obtain acceptable response times, even for large volumes of data.

In the rest of the document, the topics are organized as follows: in Section 2, a brief description of the reference architecture is presented; in Section 3, the implementation proposal is detailed; in Section 4, the index structure and experimental results are presented; and finally in Section 5, conclusions and future work.

2. Preparation of manuscript

A software architecture for a system is the structure or structures of the system, which comprise elements, their externally-visible behavior, and the relationships among them [13].

The proposed extension is based on a reference architecture that contemplates the management of iris images and all their associated metadata (Fig. 1) [6,14]; it also includes all the necessary modules for manipulating them.

It was also considered that the architecture is in accordance with internationally recognized standards, so that it is as generic and adaptable as possible to the needs of different systems. In relation
to the latter, the ANSI / NIST ITL 1-2011 [15] standard is a biometric standard published in November 2011, which defines how to ensure the interoperability of biometric data between different systems. This standard defines the content, format, and units of measurement for the electronic exchange of fingerprint, palmprint, plantar, face recognition, iris, deoxyribonucleic acid (DNA), and other biometric samples and forensic information that may be used in the identification or verification process of a subject.

This standard defines the composition of the records comprising a transaction that might be transmitted to another organization. A transaction is made up of records. Transactions should consist of one Type-1 record and one or more of the Type-2 to Type-99 records. The Type-1 record is used to describe the transaction. The Type-17 record specifies interchange formats for biometric authentication systems that use iris recognition. In this work the transaction should contain at least one record Type-1 and Type-17 records.

Among its requirements, the standard ANSI / NIST ITL 1-2011 also has the requirements for representation and iris image compression [16,17].

In the proposed architecture, the iris image exchange system is responsible for generating, storage, transmitting and receiving standard records.

![Iris Information Management Architecture](image)

The Type-17 record of the aforementioned standard is used only for information exchange. However, generation and storage of metadata required for recognition should also be considered, i.e. for the processes of identification and / or verification of people by means of the iris (IrisCode) [10,11].

The images that manage the systems mentioned can be obtained either from transactions with other agencies or from the system captures itself. For this, the capture system and iris image compression is used.

Both the structure Type-17 record and the metadata for iris recognition are complex structures. This can cause some problems when working with relational data model, because of the limitations imposed by it. Therefore, here we have opted for object-relational (OR) technology [18]. This technology can provide solutions to the limitations of relational databases since they provide the following abilities [19]:

1. To define data types. These types may involve complex structures such as collections, large objects, etc., without the limitation of the first normal form.
2. To define and implement the data behavior. Methods can be created to manage the data of defined types, thus facilitating safe access from applications that use, for example, the verification method that compares two IrisCodes.
3. To define and implement domain access methods. This improves the access time in recovering data from a specific domain, as in the case of biometric data.

The aforementioned facilities allow the creation of infrastructures that extend the services of the ORDBMS services [20]. This allows the extension of the ORDBMS to handle data from a specific domain, in this case biometric data.

As regards this work, this extension should include:

- The creation of specific types for biometric data. This involves types for raw data (iris images in our case), types for encoding them (IrisCode), and all the metadata required to generate ANSI/NIST ITL1-2011 transaction records.
- Defining and implementing the methods managing the types previously defined. This includes, among others, the generation of specific encodings, matching methods and methods of generation and import of ANSI / NIST ITL1-2011 records.
- The creation of domain indexes to improve the response time in the identification processes: in biometric identification, you need to access multiple records to identify a person. Improving the efficiency in this access is not simple to be achieved with traditional indexes like B-trees, hash, etc. This is because the codes (templates) generated for comparison are multidimensional data, and methods for specific access domain are needed.
Related to the last point, the implementation of the extension is intended to include indexing methods based on IrisCode [7,8,21], in order to allow simple and efficient data management, even for large volumes of data.

The following section presents the implementation of the extension based on the reference architecture presented in this section.

3. Extension implementation

One of the main decisions for implementing the extension is the choice of the ORDBMS to be used. The DBMS PostgreSQL has been chosen because it is open source and offers many alternatives to generate new access methods and operators. This last point is important, because one of the main challenges in biometric databases is to improve the response time in identification.

On the other hand, different libraries and frameworks, most of them open source, were studied both for image processing and compression as well as for obtaining the IrisCode, which could be useful for the creation of the extension.

One of the libraries used is OpenCV [22] which allows image processing to support some of the more generic functions.

To obtain the IrisCode, the following systems were analyzed: Masek and Kovesi [23] at the University of Western Australia for open source and modular iris recognition (in MATLAB); OSIRIS (Open Source for IRIS) [24] is an iris recognition system developed as a framework for the BioSecure project (2007); the VASIR (Video-based Automatic System for Iris Recognition) framework [25] with iris recognition algorithms implemented by NIST to be used in video capture. The code of the VASIR framework is used in this work. The choice of this framework regarding the other open source options is mainly motivated by the following aspects: on the one hand, it enables the acquisition for the IrisCode, which is the chosen indexing technique. On the other hand, its ability to analyze videos as well as static images in iris recognition. It also has effective algorithms for verification and identification of subjects under a wide range of images and different environmental conditions (NIST implemented algorithms).

The implementation is based on the three systems of the reference architecture discussed in the previous section and will be described below.

3.1. Capture and processing system

In this system, the OpenCV library was used to obtain raw images. This includes face detection in the image, left eye and right eye as presented in Fig.

2. From this, images of both eyes are obtained. OpenJPEG and LIBPNG libraries were then used for image processing. These libraries allow obtaining JPEG2000 and PNG formats respectively, which are supported by the ANSI/NIST-ITL1-2011 standard. Captured images are stored in instances of IMGJPG2000 and IMGPNG object types defined in the proposed extension (Fig. 3 [14]). These types inherit from the object type ProcessedImage related to the OpenJPG and LIBPNG libraries.

3.2. Iris Image Exchange System

This system contains the import and export operations of Type-17 records established in the ANSI/NIST-ITL1-2011 standard. The format used is NIEM [26] (National Information Exchange Model) which specifies a namespace for the exchange of biometric data using XML format documents. An XML schema document (XSD) is defined, which allows validation of XML documents generated in the export process or before the import process to ensure document consistency.

The import process, implemented in PL/PgSQL, consists of taking the XML document generated in another organism. The XML Parser then validates that the document is well formed and verifies its validity against the NIEM schema. Once the validity has been checked, the fields are processed and a connection is generated with BDOR in order to store the data in it.

The export process consists of taking the data
from the database, processing the fields and building the XML document for export. Once this process is completed, it can be verified, with the use of the Parser, that the generated document is correct before sending it to another agency for import.

3.3. Iris recognition system

This system is responsible for IrisCode encoding (Fig. 4 A). First, the iris is located and normalized as pre-processing tasks for a captured eye image. To locate the iris part, scale reduction and color level transformation are applied. For the processing and management of both images and iris code, different object types were created. These types contain methods for their behavior, for example, an instance of the IrisCode object type (Fig. 3), has verification and identification member methods. The verification method receives as an input an IrisCode instance, and the identity of the person who claims to be; the method returns true if the Hamming distance of this instance from the instance stored in the database for this person is within the set threshold. The identification method receives as input an IrisCode instance and returns the identification of the person, whose Hamming distance from his IrisCode instance stored in the database, is the smallest and within the established threshold. If no one is below the threshold, it means that no one corresponding to that IrisCode is found.

With these methods, comparisons (either verification or identification), can be made with simple SQL queries (Fig. 4 B), using the methods of the instances stored in a table. For example, the Algorithm 1 shows the use of the verification method in PL/PgSQL:

Algorithm 1 Use of the verification method

1: CREATE FUNCTION chkIris(irisC IrisCode, threshold numeric)
2: RETURNS TABLE(Idperson int, Surname varchar(50), Name varchar(50)) AS $
3: BEGIN
4: RETURN QUERY
5: SELECT p.Idperson, p.Surname, p.Name
6: FROM Persons AS p
7: WHERE p.IrisCod.identification(irisC) < threshold
8: END;
9: $ LANGUAGE plpgsql;

The use of domain indexes, as presented in Section 4, allows the response time of these queries to be optimized by reducing the number of candidates that the iris matching algorithm should consider.

4. Index structure

This section examines the implementation of the domain index for iris biometrics, and presents the results of the identification process with and without indexation.

Fig. 3. Class diagram with object types required for eye capture, image processing and iris recognition.

Fig. 4: A) Iris registration pipeline; B) Iris Query pipeline.

4.1. Domain index

In biometrics, as in other domains, complex data are
To efficiently recover this type of data, it is possible to use an indexing method in a metric space developed in the area of similarity search [27]. The objective of an indexing method in a metric space is to find a set of objects (such as images or videos) in the database whose distance (or similarity) with the object of query is less than or equal to a threshold.

Essentially, a metric space is a set of objects equipped with a distance function $d(a, b)$ for each pair of elements $(a, b)$. This distance function must satisfy a set of axioms to ensure a good behavior. These axioms are the following.

For all elements $a, b, c$ it must satisfy:

- non-negativity: $d(a, b) \geq 0$
- $d(a, b) = 0$ implies $a = b$ (and vice versa)
- symmetry: $d(a, b) = d(b, a)$
- triangle inequality: $d(a, b) \leq d(a, c) + d(c, b)$

The indexing method in a metric space reduces the number of scoring calculations between the query object and the database objects using an index that is built on the basis of scores. The main feature of this method is that it can be applied as long as a scoring measure (i.e. a measure of distance or similarity between objects) is defined. In this work, the measure of similarity used is Hamming distance.

As explained in the preceding paragraphs, with regard to DBMS-level indexing, the use of BK-Tree [28] is proposed for efficient retrieval of the IrisCode, because this tree-shaped data indexing method serves to index information in a metric space using a distance measurement, in this particular case, the Hamming distance.

### 4.2. BK-Tree preliminaries

For a better understanding of the implementation of the index, some BK-Tree concepts are briefly presented in this subsection.

In BK-Tree an element $a$ is arbitrarily selected as the tree root. The root may have zero or more sub-trees. The $n$-th sub-tree is recursively built of all elements $b$, whose distance from the root $a$ is equal to $n$ ($d(a, b) = n$).

For the purpose of providing an example, IrisCode with a reduced length of 8 bits will be used.

Assuming that the following IrisCodes should be inserted in the database: 10001110 - 11101110 - 10011110 - 01101110 - 11001110 - 01011110 - 11011110

Any IrisCode can be selected as a root node, in this case the first one is chosen (10001110). Then, each IrisCode is added under the arc labelled with the distance $d$ to the root node. In Fig. 5A, the tree is shown after inserting the following two elements (11101110 - 10001110).

To insert the next element (10001101) the Hamming distance from the tree root is calculated. Since this distance equals 2 ($d = 2$), analyze the subtree with the arc labeled 2. Then, it calculates the distance $d$ with the root node of that subtree (11101110). This distance equals 4, so a new arc labelled with 4 is added and the new node is inserted under this new arc. At the end of the rest of the insertions, the tree shown in Fig. 5B is obtained.

The search is intended to find those IrisCodes stored in the database, closer to an IrisCode belonging to a recently captured image. For this purpose, a threshold $N$ is defined which represents the maximum allowed distance. The algorithm proceeds as follows:

1. Creates a candidates list and adds the root node to it.
2. Takes a candidate and calculates the distance $D$ with the IrisCode of the query, and compares it with the threshold.
3. Adds to the list of candidates, all children of the current node such that, from their parent node, have a distance of $D - N$ and $D + N$ inclusive.

As an example, we will look for all the IrisCodes that are within a Hamming distance $N$ of no more than 1 of the IrisCode 10101110. The root node is then analyzed and the distance is calculated.

$$D = \text{hamming_distance}(10101110, 10001110) = 1$$

![Fig. 5: A) Two-level BK-Tree (three elements); B) Three-level BK-Tree (six elements).](image)
Since threshold \( N = 1 \), the root node is added to the list of results. The entire list of candidates is then extended to all child nodes that have a distance from the root node between \( D - N = 0 \) and \( D + N = 2 \).

\( D \) is computed for each of these nodes:

\[
D = \text{hamming\_distance}(10101110, 10011110) = 2
\]

Since \( D > N \), this is not a result and the next node continues to be analyzed:

\[
D = \text{hamming\_distance}(10101110, 11101110) = 1
\]

Since \( D = N \), this node is added to the list of outcomes and children with a distance between \( D - N = 0 \) and \( D + N = 2 \) are analyzed:

Since \( D > N \) this node is not acceptable.

Finally, the results list is formed by nodes 10001110 and 11101110 having analyzed only 4 of the 6 nodes in the tree.

The implementation of the BK-Tree index in PostgreSQL uses the SP-GiST framework [29] as it allows the creation of non-traditional indexes belonging to the spatial partitioning tree class. In this way, with the generalized search tree provided by SP-GiST it was possible to develop specific data types to index the IrisCode with the appropriate access methods.

Generally, the Hamming distance is represented by an integer that indicates the amount of bits that differ between the objects compared. In this work an alternative method was developed to show this value as a percentage, independent of the amount of bits used for the templates. This allows the thresholds to be expressed in meaningful values for those who set them. It also allows changes in the number of bits representing the IrisCode without altering the thresholds.

4.3. Experimental evaluation

This subsection shows experimental results to evaluate the performance of the proposed index in the identification process.

The experimental evaluation used a table containing the IrisCode (2048 bits) and an associated person identifier, generated from the CASIA-Iris-Thousand subset of the CASIA Iris Image Database V4.0 database [30]. The total execution time required by the query was compared using the implemented BK-Tree index on the one hand, and without index (exhaustive search in the database) on the other hand. Several database sizes and different percentages of Hamming distance were used for this comparison. The test was carried out on a laptop with an I5 350M processor and 4 GB memory, making five runs for each consultation scheme.

Tables 1 and 2 shows the results of the average execution time of the query, expressed in seconds.

| Hamming Distance Percentage (%) | 1000 | 5000 | 10000 | 50000 | 100000 |
|-------------------------------|------|------|-------|-------|--------|
| Without Indexing              |      |      |       |       |        |
| 1%                            | 5.0955 | 21.2598 | 42.2663 | 210.1412 | 421.5418 |
| 3%                            | 4.2864 | 21.2455 | 42.2727 | 209.8602 | 421.4073 |
| 5%                            | 4.2372 | 21.4796 | 42.1594 | 211.4335 | 422.4264 |
| 7%                            | 4.2304 | 21.0598 | 42.0525 | 211.3277 | 420.7906 |
| 9%                            | 4.2307 | 21.0554 | 42.3097 | 211.3646 | 420.5675 |

| Hamming Distance Percentage (%) | 1000 | 5000 | 10000 | 50000 | 100000 |
|-------------------------------|------|------|-------|-------|--------|
| With BK-Tree Indexing         |      |      |       |       |        |
| 1%                            | 0.0078 | 0.0109 | 0.0179 | 0.027 | 0.0359 |
| 3%                            | 0.0044 | 0.0147 | 0.0199 | 0.0505 | 0.1062 |
| 5%                            | 0.0045 | 0.0128 | 0.0178 | 0.0737 | 0.1858 |
| 7%                            | 0.0071 | 0.0143 | 0.0342 | 0.1029 | 0.2006 |
| 9%                            | 0.0064 | 0.0178 | 0.0242 | 0.1213 | 0.2409 |

From the experimental results obtained, it appears that the proposed index requires less runtime in the identification process regardless of the percentage of Hamming distance used, compared to non-indexed query. The latter, for different Hamming distance values, the execution time is practically constant for the same database size. This is because this query scheme requires a sequential scan that simply calculates the scores for all objects in the database. Based on the results, it can be seen that the index implemented significantly improves the average time of execution of the consultation in the identification process with respect to the non-indexed query.

5. Conclusions and future work

In the present work an extension of an ORDBMS for the integral management of a biometric system based on the human iris was presented. Currently, there are many database extensions for different domains, however, in no case does it do it for biometric applications. The extension includes the definition of both object types and domain indexes.

The purpose of this extension is that the management of the data corresponding to this domain be simple and efficient, that is, that SQL queries can be made using the search methods defined in the extension of the type system (even by users who are not experts in the domain) and obtain answers in reasonable time. This facilitates the
development of biometric applications based on the iris feature.

Its development is based on a reference architecture that includes both the management of images of the iris feature, its associated metadata, the necessary methods for manipulating them, as well as searching methods (verification/identification).

The implementation of the proposed extension expands the PostgreSQL DBMS-like system using open source frameworks and libraries available in the industry.

An important point sought in this implementation is efficiency in the identification process. In this sense, the SP-GiST framework was used in the implementation of the BK-Tree index to achieve greater efficiency in the identification process. The use of BK-Tree is proposed because it serves to index information in a metric space using a measure of distance, in this particular case, the Hamming distance. To evaluate the performance of the proposed index, experiments were conducted. The obtained results show that the performance of the implemented index outperforms the exhaustive database search in all datasets for query runtime.

As future work, experiments with larger iris databases and comparisons with other indexing alternatives are proposed.
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