A prescriptive framework for recommending decision attributes of infrastructure disaster recovery problems

Milad Zamanifar1 · Timo Hartmann1

Accepted: 12 July 2021 / Published online: 23 July 2021
© The Author(s) 2021

Abstract
This paper proposes a framework to systematically evaluate and select attributes of decision models used in disaster risk management. In doing so, we formalized the attribute selection process as a sequential screening-utility problem by formulating a prescriptive decision model. The aim is to assist decision-makers in producing a ranked list of attributes and selecting a set among them. We developed an evaluation process consisting of ten criteria in three sequential stages. We used a combination of three decision rules for the evaluation process, alongside mathematically integrated compensatory and non-compensatory techniques as the aggregation methods. We implemented the framework in the context of disaster resilient transportation network to investigate its performance and outcomes. Results show that the framework acted as an inclusive systematic decision aiding mechanism and promoted creative and collaborative decision-making. Preliminary investigations suggest the successful application of the framework in evaluating and selecting a tenable set of attributes. Further analyses are required to discuss the performance of the produced attributes. The properties of the resulting attributes and feedback of the users suggest the quality of outcomes compared to the retrospective attributes that were selected in an unaided selection process. Research and practice can use the framework to conduct a systematic problem-structuring phase of decision analysis and select an equitable set of decision attributes.
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1 Introduction
Decision analysis is broadly used for planning and solving problems concerning contemporary challenges such as disaster risk management, resilience planning and risk assessment, which often integrate multiple objectives and decision attributes. When responding to risks in environmental systems such as climate change and hazard-induced disasters, several objectives and attributes are involved covering multifaceted characteristics of a modeled problem. Identifying the underlying decision attributes is an essential, preliminary step in the decision-making modeling process (Keeney 2007; Belton and Stewart 2012). However, in both practice and research, systematic approaches towards the selection of attributes are either rare or inadequately applied which hinders the identification of contextual, representative, and complete attribute sets (Dale et al. 2015; Niemeijer and de Groot 2006; Tiesmeier 2016). Attributes are often selected without the contextual justification or formal approach needed to shift speculative intuitions to rational judgments (Tiesmeier 2016). This issue has been shown in many decision-making contexts, including Disaster Recovery Planning of Transportation Network (DRPTN) (Zamanifar and Hartmann 2020). DRPTN is a decision-making context in which optimized recovery operation plans are identified to increase the resilience of transportation systems. Recovery interventions respond to the disruptive impact of hazards to restore an expected performance of a transportation network with repair and reconstruction operations. The extent to which the outcomes of DRPTN decision models are effective and reliable relies on the quality of attributes integrated into the decision modeling process. Therefore, selecting tenable decision attributes is critical for complex and sensitive problems such as disaster recovery and resilience planning due to the socioeconomic and environmental consequences of decisions (Sandri et al. 2020; Beling 2013). However, a
gap in conceptual or systematic support for the selection process of DRPTN attributes exists. Based on this premise, the current paper is a response to the call of several studies for an approach that allows a systematic and transparent selection process of contextual decision attributes (Zamanifar and Hartmann 2020; Ha and Yang 2018; Tiesmeier 2016; Vaidya and Mayer 2016; Dale et al. 2015). Therefore, we propose a framework in the form of a decision aid mechanism that supports and facilitates the selection of attribute sets. In doing so, we formalize the process of attribute selection as a screening-utility choice problem, since “the problem of choosing between various formulations can itself be represented as a complex decision-making problem” (Mitroff and Featheringham 1974). As part of the developed framework, we formulated a prescriptive multi-criteria decision model. The model incorporates ten criteria as the evaluation factors based on the literature of Multiple-Criteria Decision Analysis (MCDA) and a combination of compensatory and non-compensatory techniques as the aggregation and evaluation method. We used this model in three sequential stages of evaluation to assist decision-makers (DMs) in assessing the performance of both attributes in isolation and attributes in sets. Once the framework was developed, we tested it in a real-life problem of disaster recovery planning and analyzed the results together with the application process of the framework.

Although the framework (supposedly) possesses the capacity to be generalized to various decision contexts, mainly those that address complex decision problems with multiple objectives or criteria, we chose to explore its performance in the context of recovery planning of transportation networks after natural and socio-natural hazards. On this ground, we collected decision attributes from the literature of DRPTN and experts’ opinions as the input of the model. Then, we held a workshop with experienced emergency managers as the DMs for conducting the evaluation of inputted attributes following the flowchart of the framework. Results suggest that the framework is capable of facilitating a degree of supervision over the selection process and promoting critical and creative thinking. DMs were able to systematically evaluate attributes and collaboratively produce a ranked list and a set of attributes. The implementation of the developed framework revealed satisfactory application from the users’ point of view. We also employed several analyses, including typological examination of the set, properties of the selection process, and the feedback of experts, to investigate the quality of the attributes while further experimental evidence is required to discuss the attributes’ performance.

The rest of the paper is structured as follows: in the next section, we argue the necessity of this research and highlight the existing knowledge gap. In Sect. 3, we discuss the existing attribute selection approaches and how the proposed framework can situate itself among them, inviting the readers to understand the innovative aspects and contributions of this study. Section 4 illustrates the evaluation factors as the criteria of the developed decision model and the structure of the designed decision environment. Section 5 presents the methods that we employed and developed to construct, implement, and analyze the framework. Additionally, this section describes how users can adopt and apply the framework to their decision problems. Section 6 reports the results of implementing the framework and offers an analysis of its application. The Sect. 7 provides a discussion as to how results fulfill the objectives of this research and support the contributions. This section also points out some limitations involved with the decision modeling and implementation of the framework. Finally, the paper is concluded in Sect. 8.

2 Knowledge gaps and the necessity

The attribute set of a decision model represents essential problem-related characteristics and the behavior of the modeled system (Keeney and Gregory 2005). The degree to which this representativeness is preserved within attributes indicates the directness of attributes. A primary purpose for establishing a set of attributes is to disaggregate a complex decision problem into more analytically tractable components while maintaining the representativeness and collectivity of the modeled problem as direct as possible. Therefore, a well-thought-out attribute set can increase the likelihood of representativeness, directness, and completeness of a decision model. Despite the critical and fundamental role of attributes in decision analysis, the inadequacy of problem structuring and efforts for attributes identification in the decision modeling process is well documented (see, e.g., von Winterfeldt and Fasolo 2009; Tiesmeier 2016; Belton 1999). Maier and Stix (2013), Belton (1999), and Keeney and Gregory (2005), among others, raised awareness that far too little attention has been paid to the manner in which a list of attributes and their contextual structures are obtained. Specifically, much of the literature on decision analysis neglects the role of problem structuring and thorough investigations on attributes as the primary task for structuring a decision-making model (Franco and Montibeller 2010). Similarly, in practice, Girod et al. (2003) observed that during three workshops involving experts engaged in the decision-making process of an engineering design, less than 8% of the time was used to identify the criteria for the targeted problem (Girod et al. 2003). Thus, it is hardly clear to what extent the model’s recommended solution holds for the real system (Corner et al. 2001). This issue is crucial for Decision Support Systems (DSS) in disaster recovery and environmental models that seek to present decision-making methodologies associated with tremendous socioeconomic impact.
loss or gain (Goujon and Labreuche 2015; McDaniels et al. 2015).

A destructive or disruptive event that hinders access within a transportation network or adversely influences the safety and efficiency of a network’s mobility, to any extent or period that exceeds the affected community’s socioeconomic tolerance and coping capacity, can be perceived as a disaster. Consequently, the concept of resilience is employed to mitigate, postpone, or eliminate the likelihood of a hazard transforming into a disaster. Resilience is “the ‘shear zone’ between (dynamic) adaptation and (static) resistance” (Alexander 2013). More specifically, disaster resilience in the transportation network context refers to plans and actions that improve the recovery potential of network performance and adapt to the components’ failure during and after a disaster. Non-resilient transportation infrastructure leads to significant economic loss, threatens society’s health and well-being, and exacerbates the consequence of hazard exposure and vulnerability (Kurth et al. 2020; Koks et al. 2019). To increase resilience, developing reliable disaster recovery planning is essential to meet the restorative, rapidity, redundancy, and resourcefulness properties of resilient infrastructures (Bruneau et al. 2003; Liu et al. 2020).

Post-disaster recovery planning of a transportation network is a fundamental characteristic for a disaster resilient community, usually formulated as a decision model to rank or optimize the order of links for recovery operations (Zhang et al. 2017; Aydin et al. 2018; Rouhanizadeh and Kerman-shachi 2019). To improve disaster recovery planning, one must establish a set-up in which DMs can make informed decisions concerning the attributes integrated into the disaster recovery decision model. Therefore, it is of utmost importance that disaster recovery models harness the benefit of properties of a desirable attribute set while engaging with such ever evolving and critical problems (Pearson et al. 2018; Quigley et al. 2019).

Studies have pointed out the role of MCDA in the decision modeling processes used for risk assessment, resilience, and recovery planning (e.g., Cegan et al. 2017; Rand et al. 2020; Manyaga et al. 2020). Keisler and Linkov (2014) highlight the utility and favorability of MCDA, such as linear additive scoring models in decision recommendations for environment models. Rand et al. (2020) argue that disaster recovery planning requires decision models and decision support systems for informed decision-making since the recovery of infrastructure is coupled to at-risk communities’ resilience. While the application of MCDA in prescriptive decision models is evident, it has also been vastly employed for problem structuring, identifying decision values, or relevant metrics under the guide of frameworks (e.g., Fox-Lent et al. 2015; Convertino et al. 2013; Linkov et al. 2018). For example, Linkov et al. (2013) developed the “Resilience Matrix” framework to identify metrics and to calculate the performance scores for critical functions related to disaster resilience of a defined system. Keeney and McDaniels (1992) highlight that a key component in decision analysis is the use of facilitation to identify values and frame the multi-criteria problem (Keeney and McDaniels 1992). Moreover, Keisler and Linkov (2014) also argue that the value of interventions in decision analysis is not only in the scoring and rating of alternatives but the ability to facilitate discussion and articulating viewpoints and decision values. They further point out a need for tools and approaches to allow analysts to measure and discuss the desirability of hypothetical alternatives. This paper seeks to offer a facilitation process that helps DMs process values in a certain decision context and to more reliably select decision attributes. The necessity of this facilitation escalates when the decision context embeds disaster resilience and recovery planning.

While the critical importance of attributes in decision analysis is generally recognized, it is still insufficiently addressed in the disaster risk management context. For instance, DRPTN studies have introduced a wide range of attributes to optimize or rank recovery operations of transport lifelines. However, only 22.5% of studies have illustrated how the problem of DRPTN is structured or decision attributes are selected (Zamanifar and Hartmann 2020). Even with highly visible decision processes, insufficient thought is typically given to the identification and choice of attributes (Keeney and Gregory 2005), while in the context of DRPTN, variables and factors are often inherently uncertain. This challenge is not limited to the disaster management field, but has been shown in other contexts too. For instance, Desmond (2007) outlines that there is a lack of methodologies that assist in identifying attributes or alternative sets in the strategic environmental assessment field. Similarly, Ha and Yang (2018) share the same point of view and recognize this gap in the infrastructure performance assessment domain. They highlight that studies lack a systematic approach capable of processing and incorporating adequate information, such as decision factors, into the decision problem. Furthermore, Niemeyer and de Groot (2006) argue that the selection process of attributes is mainly subject to arbitrary decisions and called for a clear process for selecting attributes, while Lin et al. (2009) believe that attribute selection processes in most cases are insufficiently systematic and transparent. Tiesmeier (2016) identifies the same shortcoming in the real estate domain, reported incomplete lists, as well as high inconsistency across studies while identifying attributes. He underscores that very few studies fully justify the adoption of the chosen attribute systems. Moreover, Ma et al. (2017) highlight that answering the question of how to select the optimal decision attributes is a compelling future research direction and a critical process for many domains that use decision analysis. Fekete (2019) takes a similar stance and emphasizes the demand
for guidance on attribute selection in disaster social vulnerability context. Overall, many decision-making models fall short in benefiting from a reproducible and transparent model that assists analysts in selecting decision factors (Tiesmeier 2016). That is, the task of attribute identification itself remains a challenge that has not been adequately met (Vaidya and Mayer 2016; Dale et al. 2015) which has led to a call for a systematic guide as a reliable decision aid framework to select attributes of decision problems.

3 Current approaches towards the selection of attributes

Decision attributes are often chosen based on expert opinions, literature, or a combination of the two. The expert-based approach refers to drawing out information from stakeholders, actors, and DMs to articulate important decision factors in a specific context (e.g., McIntosh and Becker 2020; Elboshy et al. 2019; Mirzaee et al. 2019). The expert-based approach has the benefit of being based on the experiences of experts who possess the knowledge contextually related to the values of the decision context (assuming that the desired properties of stakeholder analysis, interviews, inclusion criteria of interviewees, and aggregation methods are met). However, on the one hand, it falls short in including existing literature and might fail in providing a complete list of attributes. On the other hand, expert opinions are assumed reliable sources for providing preferences and values in a decision-making process as long as they possess adequate decision-relevant knowledge, experience, or stake (Bond et al. 2008). Nevertheless, empirical studies suggest that individuals' striking inability to understand their objectives, values, and preferences, and their markedly deficiency in communicating them is a plausible consideration (Barron and Barret 1996; Kahneman et al. 1982). Thus, expert-driven attributes could be a product of bias and error-prone efforts in a limited amount of time and lesser in-depth thinking on a specific problem (Girod et al. 2003; Tiesmeier 2016). In order to shift towards a less interview-intensive and intuitive approach, some studies used the available literature to identify and select the attributes of a decision problem (e.g., Herrera and Kopainsky 2020; Merad et al. 2013; Yu and Solvang 2017). Although selecting attributes based on existing literature is an accepted approach, critique holds that literature might disregard some aspects of a problem due to its limitations in accessing comprehensive data, communication constraints, and simplifying assumptions. When one adds the challenge of dynamic nature of problems, temporal limitation of empirical studies, and the contextual inconsistency of literature-recommended attributes to the problem at hand, therefore, sole reliance on existing literature might not sufficiently ensure an exhaustive and error minimized approach for selection of attributes. To shape a more complete, up-to-date, and practical set of attributes, the third approach is a combination of expert opinion and previous literature within the field (e.g., Walpole et al. 2020; Caruzzo et al. 2020; Kassem et al. 2016). While this approach maximizes the exhaustiveness of the inclusion of attributes, it yields a broad list of attributes from which some must be selected intuitively. Nevertheless, objectively supervise this intuition to select a viable attribute set remains a challenge. Thus, a prescriptive model as a decision intervention is needed to formulate and solve the choice problem of the selection among a finite number of alternatives.

To overcome this challenge, the model-based approach has been introduced to systematically select attributes that cover the concerns and values of the problem under consideration. Accordingly, a few studies provide model-driven attributes by formulating the selection process of attributes as a choice problem (Cinelli et al. 2020; Höfer et al. 2020; Otto et al. 2018; Rossberg et al. 2017; Dale et al. 2015; Convertino et al. 2013). Regardless of the source of the alternative pool, these studies evaluate candidate attributes based on properties of the desired attribute and apply a systematic process to select the attribute set. Properties of the desired attribute are factors that evaluate the merits of an attribute, such as unambiguous, operational, and direct (see, e.g., Keeney 1992). Our work extends this strand of approaches with some innovation in the formulation approach, capability, and generalizability of the application. First, as a general guide for constructing a framework that seeks to prescribe a decision, we followed the recommended structure of the prescriptive decision analysis. Prescriptive decision analysis is an intervention process to model a rational choice with the recommended steps of problem structuring, preference elicitation, evaluation/aggregation, and solution handling (Clemen 1996; Keeney 1982). Second, we introduced three stages of evaluation that led us to three decision regions and subsequently three decision rules. The multi-stage evaluation process allows the incorporation of ten evaluation factors without the urge to introduce hierarchy into the criteria system or increasing the complexity of the modeled problem. This architect of the evaluation environment also leads to a thorough yet cognitively manageable evaluation process. Third, the built-in screening evaluation stage grants the inclusion of candidate attributes from various sources such as literature and expert opinions. Fourth, the developed decision model not only evaluates attributes but also evaluates sets of attributes in the third decision region. Fifth, we proposed a comprehensive and illustrated framework to support the implementation of the decision model that can be used for future research and practice as well as by those who are not necessarily an expert in decision analysis. Therefore, the added value of this research is:
1. Formulating the process of selecting attributes of the DRPTN problem as a prescriptive decision model to aid the attribute selection process and DMs’ knowledge acquisition;

2. Exploring the performance of integrating compensatory and non-compensatory decision rules and introducing a new application for this integration;

3. Presenting a tractable and user-friendly framework to assist systematic multi-stage evaluation and selection of tenable decision attributes of disaster recovery planning problems.

The framework aims to systematically process the DMs’ inputs and develop contextual decision values and assist them in selecting an effective, operational, and complete set of decision attributes. The contribution of this paper is the proposed framework and the embedded decision model. The practical implication of results is to help decision analysts to make an informed choice and tenable decisions within the construction of a decision-making model. Therefore, scholars who develop multi-objective or multi-attribute decision models can use this framework in the problem-structuring phase of their modeling process since “one of the most important determinations of a problem’s solution is how that problem has been represented or formulated in the first place” (Mitroff and Featheringham 1974).

### 4 Evaluation factors and the decision environment

As decision criteria, we adopted existing evaluation factors of attributes, or “properties of a good attribute” (Keeney 1992), by conducting a review in MCDA problem structuring literature. Based on the recommendation of Franco and Montibeller (2010), these evaluation factors are adopted to address whether attributes are operational and relevant to the decision context, the way they measure the performance of alternatives, and how they are aligned to the objectives. In the literature, except for Roy (1996), the properties of an attribute and a set of attributes are not distinguishably discussed. Therefore, we took into account the “properties of a good set of attributes” by identifying the factors that address the characteristics of an attribute set. We also interpreted “measurability” to “certainty of measure” to tailor a set of evaluation factors for our particular problem, since we had good reasons to believe that after a disaster, the certainty of the measuring associated with an attribute reduces the uncertainty of the value of an objective. Table 1 shows ten adopted evaluation factors, where seven count for members of an attribute set while three factors evaluate sets of attributes.

Evaluation factors are divided into three decision regions based on whether they evaluate the performance of individual attributes or a set of attributes, and whether they address the property of necessary or sufficient conditions of the desired attribute. That led us to three decision regions for which we assigned each a known decision rule: compensatory, non-compensatory, and optimal. The reason for designing a multi-stage evaluation strategy is to take into account both the properties of evaluation factors and properties of alternatives of this specific problem. Therefore, while in the first two regions, attributes are evaluated individually, in the third region, they are evaluated as a set. For the properties of evaluation factors, the first region includes factors that are necessary for attributes to meet. Hence, compromise among factors is not desired which justifies the use of non-compensatory decision rules. The second decision region includes factors that can compensate for each other, which makes using a compensatory decision rule reasonable. In the third decision region, the optimal performance of three evaluation factors is the target of the evaluation. Additionally,

| Evaluation factors     | For members | For set                          | Suggested by                          |
|------------------------|-------------|----------------------------------|---------------------------------------|
| Coherency with objectives | ❖           | Belton (1999), Majumder (2015), Gregory and Failing (2002) |
| Operational            | ❖           | Baker et al. (2001), Belton (1999), Dodgson et al. (2009), Belton and Stewart (2012), Keeney (2007) |
| Discriminative         | ❖           | Baker et al. (2001), Gregory and Failing (2002) |
| Understandable         | ❖           | Keeney (2007), Belton and Stewart (2012), Roy (1996) |
| Direct                 | ❖           | Belton and Stewart (2012), Majumder (2015) |
| Certainty in measure   | ❖           | Gregory and Failing (2002), Majumder (2015) |
| Representativeness     | ❖           | Roy (1996), Baker et al. (2001), Dodgson et al. (2009), Belton and Stewart (2012), Keeney (2007) |
| Completeness           | ❖           | Belton and Stewart (2012), Dodgson et al. (2009), Roy (1996), Baker et al. (2001) |
| Non-redundant          | ❖           | Belton and Stewart (2012), Dodgson et al. (2009), Baker et al. (2001), Roy (1996), Gregory and Failing (2002) |
| Concise                | ❖           | Belton (1999), Majumder (2015), Gregory and Failing (2002), Baker et al. (2001) |
designing separate decision regions allowed us to reduce the complexity of the evaluation process and avoid possible errors and biases associated with a hierarchized criteria structure such as systematic spitting bias (Hämäläinen and Alaja 2008) influence of the type of asymmetry in a hierarchy (Marttunen et al. 2017), and larger variance in weights (Jacobi and Hobbs 2007). Breaking the evaluation into three discrete stages resulted in a more cognitively manageable process when assessing alternatives’ performances with the maximum number of evaluation factors in each region not exceeding four (Cowan 2010). Figure 1 demonstrates the decision regions and corresponding decision rules of the model.

The evaluation begins with the screening region, as the filtering phase of the decision process with a non-compensatory decision rule. Thus, alternatives, which fail to satisfy the factors of this region, will be either removed or considered for redefinition. We postulate a genuine interest in the first three evaluation factors which we call “concrete factors”. Therefore, the screening region excludes attributes that; (1) are not relevant to the decision context (coherency with objective; (2) are not commensurable in a consistent manner and with a reasonable amount of effort (operational); and (3) are not clearly distinguishing among all alternatives to perform a comparison (discriminative). By establishing a screening region, we ensure that concrete factors are not ignored in compensation for other evaluation factors. Attributes that meet the three evaluation factors of the screening region move into the choice region. The choice region operates with a compensatory decision rule; therefore, a compromise among evaluation factors in this decision region is desired. The choice region evaluates the attributes based on the four criteria as “choice factor”, including (1) “understandable” when it has a clear and unambiguous definition; (2) “certainty” when it yields a certain measured value for the objectives; (3) “directness” when it directly measures the primary objective of the decision problem; and (4) “representative” when it represents the essential characteristics of the system. The third group of factors evaluates “sets of attributes” based on the optimal decision rule. The optimal decision rule can be regarded as the optimized outcome for a set of attributes that capture the maximum key aspects of all objectives (completeness) with an optimized size of the attribute set (concise). In addition, the set should not contain a double-counting attribute (non-redundancy), which can be expressed as the constraint of the optimal region (Zamanifar and Hartmann 2021).

5 Methodology and the developed framework

This section presents the methodology for developing the attribute selection framework, the framework itself, and methods used for implementing and evaluating the framework. Table 2 demonstrates the adopted methods in the frame of the prescriptive decision analysis. While the problem-structuring phase was presented in Sect. 4, this section discusses methods and their applications for the remaining tasks of our research design.

5.1 Models of transition and aggregation

Both compensatory and non-compensatory approaches have their own application and advantages; hence, a contrast between them is not meaningful. Nonetheless, there are decision contexts in which employing either of compensatory or non-compensatory decision rules alone cannot meet the characteristic of the modeled problem. Non-compensatory aspect-based methods rely on a sequential elimination approach based on sorted criteria that usually leads to a straightforward selection of the most preferred alternative. Non-compensatory methods are widely used in normative decision theory (see, e.g., Gigerenzer and Goldstein 1996; Gigerenzer and Gaissmaier 2011) since they are consistent with the concept of bounded rationality. However, aspect-based non-compensatory methods overlook the existence of some criteria and a part of the available information in the decision context is often regarded as irrelevant (Rothrock and Yin 2008). This is because most of the information collected on alternatives will not play a role in the evaluation process (Munda 2005). Therefore, they are limited in application to conditions when non-compensatory is the desired
rule of the entire decision context. Meanwhile, compensatory methods cannot be applicable when some criteria are infinitely more important than others. With this preferential model, compensatory methods could lead to an undesirable outcome as the choice might fail to meet the minimum level of desirability in one or more criteria. Consequently, compensatory methods might not be efficient when a part of the decision context does not accept trade-offs among some of the criteria. Both compensatory and non-compensatory methods, when they are used individually, assume that the same decision rule holds for all criteria. Therefore, for some problems, they are unrepresentative of the decision strategy they seek to represent. For the benefit of our framework, we combined the application of compensatory and non-compensatory methods and designed two decision regions for appraising isolated attributes within a single decision system. Integrating compensatory and non-compensatory decision rules maximizes the amount of incorporated information and allows its specificity within the modeling procedure. The first decision region performs in a perfectly non-compensatory fashion, while the second decision environment allows for a compensatory interaction among the factors. The first decision region is absolutely preferred to the second decision region which we mathematically formulated as part of the transition between two regions.

For the non-compensatory region, we adopt the axioms presented with the lexicographical choice concept (Tversky 1972) and formulated it to an aspect-based screening condition as it is formalized in Eq. (1). For the choice region, we directly used the well-known Multi-Attribute Value Theory (MAVT) (Keeney and Raiffa 1993) and contextualized it to the local variables of our decision context shown in Eq. (2).

In doing so, the following mathematical expression represents the integration of compensatory and non-compensatory decision rules. The condition expressed in Eq. (1) indicates that alternative A is preferred to B when two alternatives have equal performance on a set of factors in a binary format while there exists at least one factor that alternative B is not satisfying. Accordingly, for the first three evaluation factors (coherency with objective, operational, and discriminative: \( \gamma_1^*, \gamma_2^*, \gamma_3^* \)) of the screening region: Let \( \Gamma_s = \{ \gamma_1^*, \ldots, \gamma_h^* \}, \forall_i \in \{1, \ldots, h\}, h \geq 2 \) be the finite set of already known Concrete factors of our screening region \( s \) which is denoted by \( s \). Now, suppose there exist a nonempty finite set called \( \theta \) that \( \theta_1 \) represents the importance degree among factor \( \gamma_i^* \) where \( V \) represents the preference of DMs on a factor and \( V_{\gamma_i} = V_{\gamma_j} = V_{\gamma_k} \). Moreover, let \( \Delta_1 = \{ \delta_1^*, \ldots, \delta_m^* \}, \forall_j \in \{1, \ldots, m\}, m \geq 2 \) and a positive integer define the set of competing alternatives and \( \Psi_j \) denotes the binary value of \( i \)th factor to \( j \)th alternative where \( \Psi_j \in \{1, 0\} \). Now consider \( \delta_k^* \) and \( \delta_{kn}^* \in \Delta, \forall n > 0 \) then \( \delta_k^* \) is lexicographically preferred to \( \delta_{kn}^* \) if, and only if:

\[
\begin{align*}
\Psi^\text{eq}_{ij} & \text{ equals 1 for all } \Gamma = \{ \gamma_1^*, \ldots, \gamma_i^* \} \\
\text{and,} \\
\exists \gamma_i^* \in \Gamma \text{ that } \Psi^\text{neq}_{ij} & \text{ equals 0.}
\end{align*}
\]

Meanwhile, for the choice region with compensatory decision rule, we aggregate four evaluation factors of understandable, representative, direct, and certain \( \gamma_{(m,5)}, \gamma_{(m,5)}, \gamma_{(m,6)}, \gamma_{(m,7)} \) with formulating MAVT for our problem. The transition from the screening region to the choice region can be shown: again, let \( \Gamma_c = \{ \gamma_1^c, \ldots, \gamma_n^c \}, \forall_i \in \{1, \ldots, k\}, k \geq 2 \) an integer for the new discrete finite set of Choice factors of the choice utility region \( c \) which is denoted by \( c \) such that \( \Gamma_c \cap \Gamma = \{ \emptyset \} \). \( \forall_j \in \{1, \ldots, m\}, m \geq 2 \) as the choice set that already satisfied the set of \( \Gamma \) in the screening region such that \( \Delta_1 \subseteq \Delta_2 \). Additionally, assume preference
weight among factors follow $0 > V_{r_1} > V_{r_2} > ... > V_{r_k}$, then, without loss of generality, the utility of each alternative is:

$$U_i(\delta^2_j) = \sum_{i=1}^{n} \omega_i \Psi_{ij}(\delta^2_j), \quad i = 1, ..., n,$$

where $U_i(\delta^2_j)$ is the scaled utility function of alternatives, $\Psi_{ij}$ denote the performance of attribute $i \in \Delta$ on alternative $\delta^2_j \in \Phi$ as a single attribute value function, $(\delta^2_j)$ is the performance of alternative $j$ for attribute $i$ and $\omega_i$ is scaling factor projecting the importance weight of attribute $i$, $\sum_{i=1}^{n} \omega_i = 1$.

For further investigation on the axiomatic background of the Eq. (2), one can see the original work of Keeney and Raiffa (1993).

### 5.2 Preference elicitation

Imprecise weight elicitation is based on ordinal and cardinal values that DMs approximate regarding the relative importance of criteria. Ordinal information refers to the rank of criteria based on their importance, while cardinal information represents the relative range of intervals among assigned ranks. Ordinal methods such as Rank Ordered Centroid (ROC), Rank Sum (RS), and Rank Reciprocal (RR) (for a review, see, e.g., Roszkowska 2013) convert the rank of criteria to (surrogate) numerical weights. Unlike the approaches that are based on semantic and numerical scales, weight approximation methods assume that compelling DM to express their exact perceived values is cognitively demanding and refrain from obtaining viable preferences (Barron and Barrett 1996; Alfares and Duffuaa 2008). For example, Barfod and Leleur (2014) argue that DMs are more comfortable and confident with ranking the attributes rather than communicating their preferences by verbal scales. Roszkowska (2013) highlights that for a group of DM is easier to agree on rank-based sorting of items than to assigning precise numerical values. However, the critique also exists that preference elicitation following ordinal methods encounters information loss since these methods do not inquire or make use of information regarding the magnitude or intensity of preference among sorted items (Danielson and Ekenberg 2016). Rank-based methods, generally, rely on the centroid of ordered factors and do not require any further input from DMs on the preference difference between ordered pairs of factors. Some studies also report the victimized weight for lower-placed criteria due to large discrepancy between the highest and lower sorted criteria, suggesting the need for methods that incorporate cardinal information into the weight approximation process and generate “smoother” weight (Roberts and Goodwin 2002; Huang et al. 2011; Belton and Stewart 2012).

Building upon the existing weight approximation approaches (Kárný 2013; Salo and Hamalainen 2001; Barron and Barret 1996), we designed a rank-based tool to allow experts to communicate their cardinal and ordinal preference related to the relative importance of four compensatory evaluation factors. The reason that we customized a weight approximation approach instead of pure ordinal methods was first to avoid extreme weights that significantly marginalize the weight of lower factors (Belton and Stewart 2012), second to prevent equalizing impact on upper factors (Kunsch and Ishizaka 2019), and third to utilize the available cardinal information that ordinal methods often do not take into account (Danielson and Ekenberg 2016).

We used the input of six MCDA experts to suggest trade-offs among the evaluation factors that represent criteria of a good attribute. In order to recognize participants as experts, we considered the fulfillment of three criteria consisting of research engagement in the MCDA field, current involvement in the field through MCDA-related publications in the last five years, and post-graduates holding academic research assistant positions. Since the properties of attributes in the decision-making context have been widely discussed in decision analysis and MCDA discipline, we chose to acquire the input of academic experts within this field. Experts provided ordinal information for evaluation factors by ranking them from the most important to the least important on a vertically 2D visualized slider. They then adjust the distance among the sorted evaluation factors to express their cardinal preferences. Therefore, while experts can communicate the ordinal preference by ordering the factors, they can also regulate the intervals among each pair of sorted factors to indicate the pairwise preference intensity. No numerical scale has been presented for experts on the slider and spatial scale was the interface for regulating the distances. The mathematical model that interprets the defined rank and intervals into numerical weights can be formally articulated by the following:

The input value for an evaluation factor $i$ is $d_i \land d_1 = 0$ where $d$ is Euclidean distance of factors assigned by experts to the Cartesian origin $O$ of the vertically visualized slider. Each evaluation factor is presented to experts as an item on this slider, while the first factors always remain at the origin $O$. The assigned location of each item represents experts’ ordinal preferences. Since the most important factor is set as an item in the highest point of the slider, it is then logical to assume $\hat{d}_1 \geq \hat{d}_2 \geq \hat{d}_3 \geq ... \hat{d}_n$ for $\forall i \in n, 9 \geq n \geq 2$ where $\hat{d}_i$ is the revisited distance of factor $i$ to a new origin that increases as do the preference of factors. This assumption allows for converting the growth of the distance from the origin equal to the growth of preference. Therefore, for $n = 4$ evaluation factors of the choice region, we have
\(d_1 \leq d_2 \leq d_3 \leq d_4\) which represents \(d_1 \geq d_2 \geq d_3 \geq d_4\). Now following the equations below, the relative importance of factors can be calculated:

\[
v_o = \frac{\sqrt{n} \left( d_i - \bar{d} \right)^2}{(n - 1) - k} + d_{\text{max}}
\]

(3)

\[d_i = |(d_i - v_o)| \cdot \ln(|d_i - v_o|) \quad \forall i
\]

(4)

\[w_i = \left( \frac{d_i}{\sum_{n} d_i} \right) \times 100, (i = 1, ..., n)
\]

(5)

\[w = w_1 y^c_{(m)4} + w_2 y^c_{(m)5} + w_3 y^c_{(m)6} + w_4 y^c_{(m)7}, \sum_{i} w_i = 1, d \in \mathbb{R}, w_i \neq 0
\]

(6)

where \(\bar{d}\) is the mean value of all distances from origin \(O\), \(v_o\) is the virtual origin point of the weight vector as a base for calculating the revised distance, \(d_i\) is the initial distance for each interval that experts assign, \(k\) is the number of evaluation factor with equal ordinal preference (if there is any), \(n\) is the number of factors, \(d_i\) is the revised distance of each interval value to the \(v_o\), and \(w_i\) is the calculated weight of \(i\)th factor when \(\sum_{n} w_i = 1\). We incorporated the exponential effect in Eq. (4) to prevent equalized weights while allowing the weight vector to count for both ordinal and cardinal preference input of DMs. Huang et al. (2011) argue that the non-linear distances between single dimension scores and ratios should produce smoother trade-offs. In addition, we know of no study that suggests preference of individual related to a sorted list of objects is distributed uniformly (see Roberts and Goodwin 2002). With this approach, we could shift the weight vector toward a flatter shape and, in the meantime, prevent significant discrepancy between the weight of the first and last factors.

By using the experts’ input regarding the order and interval among four compensatory evaluation factors, the weight vector was delivered in the format of Eq. (6). Assuming that the preference for all factors is judgmentally independent, the preferential model of the four evaluation factors of the choice region, including understandable, representative, direct, and certain, \(y^c_{(m)4}, y^c_{(m)5}, y^c_{(m)6}, y^c_{(m)7}\) can be shown as

\[w = 20.68y^c_{(m)4} + 36.56y^c_{(m)5} + 27.44y^c_{(m)6} + 15.32y^c_{(m)7}
\]

5.3 The proposed framework

We designed the framework based on the evaluation factors, their preferential model, and the decision rules as well as the adopted transition and aggregation logic. It consists of core nine steps which acts as a decision aiding toolkit for selecting attributes of DRPTN problems. Figure 2 provides a detailed flowchart and the process of applying the proposed framework.

The implementation of the framework begins with identifying the primary objectives of the original problem. The original problem refers to the problem for which the framework intends to select attributes. Since the framework embeds a choice model, the task in the second step is to develop a set of alternatives. The alternative pool is a set of candidate attributes as the input of the model for the evaluation process. Regardless of the approach used in constructing such a set, it is essential to establish an expanded and complete set of attributes from diverse sources such as literature, experts, stakeholders, actors, and decision-makers to obtain a “reasonably complete” list of attributes (Keeney 2007).

The third step is adopting the ten evaluation factors for the three evaluation stages as well as the relative importance among the four evaluation factors of the choice region presented in 5.1. In step four, Eq. (1) indicates that alternatives for which the necessary condition of all three screening factors is not held must be ruled out or redefined. Within the fifth step, the remainders of alternatives enter the choice region in which users can assign a numerical value for attributes’ performance in relation to satisfying compensatory factors. Once each alternative has received the scores of the previous step, in step six, an additive aggregation method (Eq. 2) is recommended to rank the alternatives under the compensatory decision rule. During the evaluation, users can redefine or suggest new attributes to satisfy the screening evaluation factors or improve the performance on the choice evaluation factors, under the condition that the evaluation process iterates from the second step.

Concept mapping of ranked attributes is the aim of the seventh step, by assigning each ranked attribute from the previous step to its representing objectives. In accordance with Keeney’s recommendation (Keeney 1992), we suggest the generic value tree as the concept mapping approach to aid in identifying the completeness of the attribute set. The last step inherits the ranked list of attributes from screening and choice regions that are classified within the organization of the conceptual value tree of the defined objectives. In this step, the task is to evaluate sets of attributes based on completeness, size, and non-redundancy. Using the value tree, the completeness of the set can be monitored in terms of covering all objectives. In the optimal region, the minimum size of the attribute set that satisfies the completeness of the set and does not contain a double-counting attribute is the selected attribute set. If the resulting ranked attributes of step seven could not cover all the objectives of the value tree, expanding the alternative pool is necessary.
5.4 Methods of implementation

For obtaining a degree of validation and investigating the performance of the framework, we conducted an experiment to test the implementation of the framework in the context of mid-term disaster recovery planning of the Tehran transportation network. We sought to select an attribute set for optimizing the performance of the network recovery process after a major earthquake. In doing so, we collected data from literature of DRPTN and disaster recovery experts to obtain a list of candidate attributes as the input of the framework. A systematic literature review of 46 papers allowed us to extract 34 attributes from DRPTN publications. Additionally, we collected ten additional unique attributes from 23 decision-makers of crisis management organizations using a paper-administered survey. Thereafter, we organized a workshop and followed the steps of the developed framework that is presented in Sect. 5.3. We acquired the input of a focus group that includes four senior members of a group of city planners and emergency managers who had previously developed the disaster recovery planning of transportation network. Before the evaluation session, we explained the structure and function of the framework and discussed the problem by presenting a brief disaster scenario as well...
as detailed descriptions and definitions of the evaluation factors. For the sake of consistency with a real-life instance of the DRPTN, we accepted the previously defined objectives for the same problem that the focus group had formulated. The objectives were maximizing accessibility and mobility as the properties of the network, and maximizing recovery effectiveness and recovery efficiency as the properties of the recovery process.

At first, DMs evaluated the alternatives based on the three non-compensatory evaluation factors of the screening region and assigned a binary value of 1 or 0. Following the non-compensatory decision rule shown in Eq. (1), alternatives were screened and transmitted to the choice region. In the next step, DMs used a direct rating on a local scale of 0 to 10. The group was also free to redefine the attributes that have not satisfied the evaluation factors of the screening region. DMs deliberated on the score of each attribute and communicated it verbally once a consensus was reached. This process varied for different attributes. Sometimes disagreements required more extended discussion to be resolved, particularly in the presence of an opposite voice, and in other cases, the value assignment process was relatively fast. In the screening region, three attributes have been excluded using a majority vote where no consensus could be reached. We observed that conflicts mainly occurred in the screening and optimal region, while the evaluation process in the choice region encountered some relatively minor disagreements resulting in less controversial discussion. In both screening and choice regions, critical issues were resolved by allowing experts to redefine or improve attributes that failed to meet non-compensatory evaluation factors. As subject-matter experts, participants had prior experience analyzing possible attributes for disaster recovery planning of transportation network and emergency network planning. Once the scores had been documented, we used the weight vector presented in Sect. 5.2 and Eq. (2) to aggregate DMs inputs and solve a utility choice problem that resulted in a ranked list of attributes. Consequently, we used a conceptual value tree of objectives to assist DMs in assigning each ranked attribute to the representative objectives. In the last step, DMs selected a set among ranked attributes which satisfied the optimal region’s three factors and constituted the recommended set. The evaluation session took 3:07 min, while the total time of the subject-relevant discussion was 2:42 min.

Finally, to analyze the performance of the framework and the resulting attributes of the case study, we began by investigating the typology of the selected attributes according to Keeney’s recommendations (Keeney 1992). Keeney characterized attributes as three different types: Natural, Proxy, and Constructed. Natural attributes directly measure the degree to which an objective is met and can be counted or physically measured. Proxy attributes share features of natural attributes but are less informative and do not directly indicate the achievement of an objective. Constructed attributes are developed when there are no natural attributes for the objective of the concern. The certainty and accuracy of these attributes might be less than Natural attributes with respect to measuring the objective, but their presence is essential in the absence of natural attributes (Keeney 2007). Secondly, we determined the source of inclusion of attributes in different stages of the evaluation process and in the ranked list of attributes to understand how the population of the attributes in each stage is distributed. Thirdly, we compared the resulting attributes of the framework to the list of working attributes previously selected by the participating experts for the same planning in the case area. Lastly, we obtained the focus group’s feedback to two questions: (1) as users, to what degree are you satisfied with the application of the framework, and (2) to what degree do you agree with the improved quality of the framework’s outcome compared to the previously selected attributes. We used an anonymously printed-format survey based on a 5-point Likert scale (Joshi et al. 2015) two days after the workshop. Additionally, we performed an unstructured group discussion with open-ended questions that lasted approximately 30 min immediately after the workshop, allowing DMs to openly communicate the experience of using the framework.

6 Result and synthesis
6.1 Performance of the framework in the implementation process

We followed the steps of the framework and applied it to the Tehran DRPTN problem. Having 57 candidate attributes as the input of the framework, the screening region filtered 42% of alternatives that failed to meet at least one of the non-compensatory evaluation factors. Therefore, the compensatory evaluation in the choice region began with 33 attributes that formed 58% of the initial alternative pool. Table 3 highlights the number of alternatives in each stage of the evaluation process.

The outcome of the choice region yielded a ranked list of attributes that was preliminary to organizing a generic value tree based on the primary objectives. In the optimal region, the distribution of eight first ranked attributes to the objectives was required the way that all objectives receive at least one representative attribute. Similarly, DMs assigned the first 11 attributes to the value tree to provide each objective with no less than two attributes. To be able to provide three available choices for all four objectives, assigning 16 first ranked attributes was required. That supports the transmission of 16 attributes to the optimal region (approx. 26% of the alternative
pool). Table 4 shows the first 16 attributes assign to the four objectives until each objective receives at least three attributes.

Based on the arrangement of the rank attributes on the value tree, the DMs selected six attributes as the recommended set of decision attributes for the DRPTN problem. The set contains the first five ranked attributes as (1) access level to Service Providing (SP) nodes; (2) product of link travel delay and traffic flow; (3) travel time improvement per recovery duration; (4) travel time improvement per resources, and (5) centrality measures plus Link capacity that is ranked as the eighth attribute. The recommended set covers the main concerns of the decision problem based on the primary objectives and is supposed to be complete and non-redundant with an optimized size of the set. Table 5 provides a brief description of the selected attributes.

Table 6 demonstrates the properties of each selected attribute of the recommended set and their representing objectives. The calculated utility based on the compensatory factors as well as the rank of each attribute irrespectively indicates the score and ordinal importance of attributes. The selected set consists of four natural attributes, one constructed, and one proxy attribute. The range of the assigned utility of attributes was between 14.22 and 29.67 while the best utility could ideally be 30.3, and 3.03 for the worst utility.

| Table 3 | Number and share of attributes in decision regions of the evaluation process |
|---------|--------------------------------------------------------------------------------|
| Number  | Share (%) | Examples |
| Proceed into the screening region | 57 | 100 | Full list available at: https://doi.org/10.14279/depositonce-10019 |
| Filtered in the screening region | 24 | 42.1 | Lifeline interaction, traveler convince, link geometry, damage complexity |
| Proceed into the choice region | 33 | 58 | Depot and need points, traffic redundancy, centrality measures, redundancy |
| Proceed into the optimal region | 16 | 26 | Link topology, capacity, social vulnerability* link delay, recovery efficiency |

| Table 4 | The generic distribution of the first 16 attributes to the respective primary objectives |
|---------|----------------------------------------------------------------------------------|
| Objective | Rank 1 | Rank 2 | Rank 3 | Rank 4 | Rank 5 |
| Maximize recovery effectivity | Travel delay of link * link flow | Impact on Total Network Travel Time | Social vulnerability* link flow | Social vulnerability* zone travel demand |
| Maximize recovery efficiency | Travel time improvement per resources | Travel time improvement/recovery duration | Recovery efficiency | |
| Maximize accessibility | Access level to the service providing nodes | Centrality measures | East–west and north–south connectivity | Connectivity to other traffic zones | Network topology |
| Maximize mobility | Link capacity | Annual average weekly traffic | Annual average daily traffic | Traffic density | |

| Table 5 | A brief description of attributes of the selected set |
|---------|---------------------------------------------------|
| Selected attributes | Brief description |
| Access to service providing nodes | The capability of links in providing access to the location of critical facilities and service providing nodes on the network |
| Link capacity | The ability of each link to carry the traffic as a measure of mobility performance of a link |
| Travel time improvement (TTI) per resources | The amount of machinery or monetary resources that have to be assigned to achieve a certain improvement in travel time on the network |
| Travel time improvement per recovery duration | The amount of required unit of time to achieve a defined travel time improvement in the network |
| Travel delay * link flow | The travel delay time that closure of a link imposes to a specific O-D trip combined to the amount of traffic volume that the link sustains |
| Centrality measure | Topological importance of a link in a network graph regardless of the traffic flow |
6.2 Synthesis of the framework implementation and feedback of participating DMs

Table 7 shows that the literature of DRPTN contributes to 59.64% of the initial alternative pool while the survey with experts formed 17.54% of attributes. Additionally, 13 attributes (22.8%) were added to the alternative pool during the evaluation process as by-products of the framework. Similar to the initial population of the alternative pool, in the first 10 and 20 ranked attributes, literature-based attributes have the largest share. In the selected set, half of the attributes belong to the literature review’s output, while the rest were introduced during the workshop. Results show that while collected attributes from 23 disaster managers DMs occupy 22.8% of the population of the initial alternative pool, they contribute the least in all ranked attribute classes and have no representative within the selected set.

Table 8 shows the retrospective attributes which had been selected by participating DMs, for the same problem and the same geographical context as a set of DRPTN working attributes. Model-driven attributes refer to the attributes selected by DMs following the proposed framework of the current paper. Two sets share two identical attributes based on equal serving objectives. The size of the model-driven attribute set is six members and the working attribute set contains nine attributes.

With respect to the users of the framework, the results of the survey communicate a “moderately to strongly satisfactory” application of the framework while the majority of DMs were “strongly agree” with the quality of the framework’s outcome as the selected attribute set of the DRPTN problem. Table 9 shows the response of the participants to the question addressing to what degree users were satisfied with the application of the framework and Table 10 is the response to the question that to what degree do they agree with the improved quality of the framework’s outcome compared to the previously selected attributes.

During the open discussion after the workshop, DMs confirmed that it was not foreseen for them to select an attribute set that significantly differed from the one they had previously selected. All participants agreed that disciplined and structured evaluating of candidate attributes could lead them to revisit the current working set of attributes. Two DMs were not completely satisfied with the evaluation process in the choice region due to the number of alternatives. One DM expressed that the evaluation process in the choice region was not as easy as it was for the screening region with non-compensatory decision rules. Another DM took a similar stance and suggested a mechanism to reduce the size of the alternative set in the choice region, while two other participants found the evaluation process of the framework relatively easy to use. Finally, DMs responded positively to whether the resulting attribute set fairly reflects a complete range of their interests and values concerning the objectives of the planning.

7 Discussion

Based on the characteristics of the framework and analysis of its outcome, the following argument discusses the reasons why we believe the application of the framework was successful. First, since the screening region allows for pre-evaluation, the framework is inclusive and open to alternatives suggested by diverse sources such as experts’ opinions and literature. The framework also accepts the redefined attributes during the evaluation process which not only increases the likelihood of reaching a complete set of attributes, but also provides a basis for brainstorming, critical thinking, and creative input into the model. Harnessing the benefit of integration of compensatory and non-compensatory techniques, alternatives are evaluated in a thorough yet manageable manner. Therefore, although the modeled process is flexible in accepting alternatives as inputs, it is rigorous in evaluating them since only 26% of attributes from the alternative pool proceeded into the optimal region and above 42% of attributes were filtered in the screening region. Additionally, 100% of alternatives were evaluated at least once, while at least two stages of evaluation took place for 52% of alternatives, and 26% of alternatives have been assessed three times. Filtering 42% of attributes in the screening region could suggest a rigorous screening process due to the number of attributes in the alternative pool. Pre-evaluation or size of the alternative pool could impact this process, while the trade-off...
between the completeness of the input attribute list and the rigor of the process should be taken into account.

Secondly, the framework remains contextual and problem-dependent because the evaluation process relies on the primary objectives of the original problem as the benchmark for the selection of candidate attributes (steps 1 and 2), evaluation (steps 4 and 5), and identifying the generic class of attributes for the final selection (steps 7 and 8). Furthermore, the dependency of the framework on the decision context resulted in the presence of four natural attributes in the selected set, which suggests the directness of the attribute set and context-centric performance of the framework. Moreover, the model not only evaluates individual attributes but also appraises the properties of desirable sets of attributes of the targeted problem, ensuring the non-redundancy and completeness of the set based on the primary objectives.

Thirdly, the framework does not impose a significant cognitive burden because the evaluation factors are divided into three independent regions with a maximum size of four factors in a flat hierarchy format. It allows that individual judgments, in both articulating preferences among four compensatory evaluation factors and value assessments, remain in a relatively reasonable state (Bond et al. 2008; Marttunen et al. 2017; Cowan 2010). Furthermore, it was evident from the implementation process and participants’ feedback that the structured framework promotes an amount of supervision over the inevitable subjectivity associated with the attribute selection by allowing to track and locate where subjectivity might influence the evaluation process. Hence, the selected attributes are less likely to be prone to bias and error than attributes selected without a systematic, tractable, and transparent procedure. Based on the post-workshop survey, the model-driven attributes meaningfully integrated the concerns, values, and interests of the DMs into the decision analysis with a reduced size of the set compared to the previously selected attributes. However, we cannot dismiss the possibility that the positive feedback of the DMs could have originated from availability heuristic, courtesy, etc., and future research must re-implement this methodology in different settings.

Finally, the share of the redefined attributes during the workshop in the selected set, first 10, and 20 list of attributes suggests that the framework is likely to promote creative and critical thinking. Additionally, we observed that

| Table 7 Distribution of attributes based on their source in the initial pool, first 5, 10, and 20 ranked attributes |
|---------------------------------------------------------------------------------|
| **Selected set** | The first 5 ranked attributes | The first 10 ranked attributes | The first 20 ranked attributes | 33 attributes of the choice region | The initial alternative pool |
|---|---|---|---|---|---|
| Redefined | 3 | 50% | 3 | 60% | 6 | 30% | 10 | 30.3% | 13 | 22.8% |
| Experts Survey | 0 | 0% | 0 | 0% | 3 | 30% | 4 | 20% | 7 | 21.2% |
| Literature | 3 | 50% | 2 | 40% | 4 | 40% | 10 | 50% | 16 | 48.5% |

| Table 8 An overview of the selected attributes by the framework and previously selected attributes by the DMs in an unaided process |
|---|---|---|---|
| **Attribute sets** | **Objectives** | **Set size** |
|---|---|---|
| Model-driven Attribute | Accessibility | Effectivity | Efficiency | Mobility |
| Definable | Travel delay of link * link flow | Proximity population, Peak hour traffic flow | TTI/resources, TTI/recovery duration | Link capacity |
| Working attributes | Access level to critical nodes, access to main highways, west–east: north–south connectivity |
| Experts Survey | Traffic flow improvement/resource, Recovery duration | Link capacity, Density |
| Literature | 6 |

| Table 9 Agreement degree to the quality of the selected |
|---|---|---|---|---|
| **Strongly agree** | **Moderately agree** | **Neutral** | **Moderately disagree** | **Strongly disagree** |
| DM1 | ✗ | | | |
| DM2 | ✗ | | | |
| DM3 | ✗ | | | |
| DM4 | ✗ | | | |

| Table 10 Satisfaction degree for using the framework set |
|---|---|---|---|---|
| **Strongly satisfied** | **Moderately satisfied** | **Neutral** | **Moderately dissatisfied** | **Strongly dissatisfied** |
| DM1 | ✗ | | | |
| DM2 | ✗ | | | |
| DM3 | ✗ | | | |
| DM4 | ✗ | | | |
the evaluation factors and the evaluation process framed the discussion and provided a ground for brainstorming and collaborative decision-making. Moreover, according to Table 7, while the academic literature provided 50% of attributes of the selected set, DMs’ local knowledge contributes to the other half of the attribute set which indicates the performance of the framework with regard to balance incorporation of available knowledge sources.

Different preference elicitation techniques deliver different weights and the same holds for different experts. While weighting vectors mainly depend on the method and experts that generate them, uncertainty regarding the used preference elicitation method in this study still stands. Using any preference elicitation method due to the absence of a known solution or “true weight” cannot claim superiority. More evidence from the application of the employed method is needed to provide a level of confidence in the trustworthiness of the generated weights. The preference elicitation process could be subjected to re-implementation, uncertainty analysis, or a wider domain of analysis to increase confidence in the robustness of weights. There are two types of uncertainty involved within the process of the framework. First is the uncertainty related to the application of the attributes in terms of measuring DRPTN objectives, and second is the uncertainty of the selection process. Uncertainty within the selection process can be related to the individual subjective value assignment, group dynamics, and preference determination. Uncertainty of attributes application is due to the lack of experimental investigation on the quality of attributes. Further evidence is required from (1) the application of this framework in different settings and (2) the application of the produced attributes in real-life problems or modeled disaster scenarios. For the former, we invite studies to employ the proposed framework, while the latter, we aim to address it in future research.

The developed framework can offer a practical application in the disaster resilient infrastructure context as it can support the problem structuring of these problems by facilitating the identification of problem-relevant decision attributes. The same process can (supposedly) be applied to other similar contexts, since selecting decision attributes is the primary and critical step of decision analysis and modeling in general, particularly when the popularity of MCDA in environmental, engineering, and management studies is growing (Keisler and Linkov 2014; Bruen 2021). Employing a systematically selected set of attributes for decision models could reduce the uncertainty related to decision factors in multi-objective or multi-criteria decision-making models. This study suggests that in the problem-structuring phase of decision modeling, analysts employ the suggested framework or any other systematic attribute selection process to increase the likelihood of achieving a viable attribute set.

8 Conclusion

While social and infrastructure systems encounter an unprecedented risk of climate change and natural hazards, it is of paramount significance to develop DSSs that pave the way for informed collaborative decision-making. Doing so, modelers should feed the decision models with equitable and plausible attributes that are the result of a tenable systematic selection framework. This study sought to bridge the identified knowledge gap in the problem structuring of multi-criteria decision problems by proposing a choice-screening model to assist in the evaluation of decision attributes and prescribe a set. We illustrated the developed framework with a case study to select decision attributes of a disaster recovery planning problem. The innovative integration of compensatory and non-compensatory aggregation methods within a newly designed sequential, 3-stage evaluation process constituted the developed framework. The formalized attribute selection process facilitated harnessing DMs’ knowledge and consequently led to a set of attributes of the case problem. DMs were able to systematically evaluate attributes and collaboratively produce a ranked list of attributes as well as the final selected set. We investigated the performance of the framework based on the typology of the produced results, the discussed characteristics of the framework, and the feedback from users. Observing the development of the discussion in the workshop and position of the redefined attributes in the final rank, it is not implausible to conclude that the evaluation mechanism within the framework facilitates critical and creative brainstorming, thus fostering the incorporation of the available knowledge sources. Therefore, the preliminary investigations suggest the successful application of the framework in evaluating and selecting an equitable and tenable set of attributes. However, further evidence from field experiments or simulated implementation is required to support the quality of the selected set.

This question of the extent to which decision aid interventions are successful in controlling the subjectivity and guiding the intuitive feelings to rational judgments has been discussed widely in other disciplines. However, data-driven, systematic, or evidence-based approaches do not always make a decision-making process immune to epistemological errors (Power et al. 2019). Therefore, we cannot rule out a possible implication of common cognitive biases prevalent in many decision processes. Nevertheless, it is reasonable to assume that the systematic attribute selection process could allow analysts to track and locate where subjectivity might influence the evaluation process. For further use of this framework, we suggest that a moderator oversees the evaluation session and acts as an opposite voice, if necessary, to facilitate the
extraction and formalization of DMs’ knowledge. Using the proposed framework, one must take into account the size and completeness of the alternative set. A so-called diverse complete set of alternatives is required since the result will be as complete as the alternative pool. Nevertheless, analysts and further users of the framework must establish a balance between the desired completeness and the complexity of the model. One should also note that the effectiveness of the selected set remains dependent on the recognition of the right problem and consequently defining the right objectives, since the framework remains true to the defined primary objectives of the decision problem. Research and practice can both use the proposed framework for establishing an equitable set of attributes of decision problems, and even one who is not necessarily an expert in decision analysis. While dealing with any decision context involving multiple criteria, a systematic approach towards the identification and selection of decision attributes need to be employed. More time and effort must be dedicated to a formal problem-structuring phase before formulating a decision problem, specifically with regard to complex and critical problems, such as those which address environmental challenges, risk assessment, and disaster resilience planning.
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