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Abstract. Until recently, applications of neural networks in machine learning have almost exclusively relied on real-valued networks. It was recently observed, however, that complex-valued neural networks (CVNNs) exhibit superior performance in applications in which the input is naturally complex-valued, such as MRI fingerprinting. While the mathematical theory of real-valued networks has, by now, reached some level of maturity, this is far from true for complex-valued networks. In this paper, we analyze the expressivity of complex-valued networks by providing explicit quantitative error bounds for approximating $C^n$ functions on compact subsets of $C^d$ by complex-valued neural networks that employ the modReLU activation function, given by $\sigma(z) = \text{ReLU}(|z| - 1) \text{sgn}(z)$, which is one of the most popular complex activation functions used in practice. We show that the derived approximation rates are optimal (up to log factors) in the class of modReLU networks with weights of moderate growth.
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1. Introduction. Motivated by the remarkable practical success of machine learning algorithms based on deep neural networks (collectively called deep learning [18]) in applications like image recognition [17] and machine translation [25], the expressive power of such neural networks is the topic of an active and rich area of study [20,22,31,32]. Results on the expressivity of real-valued neural networks date back to the 90s, when the main focus was on networks with smooth activation functions [21]. More recently, emphasis has shifted towards networks using the rectified linear unit (ReLU) activation function $\varphi(x) = \max\{0, x\}$, as those networks have been observed to yield similar expressive power at a greatly reduced training time cost [10,18].

Due to the missing support for complex arithmetic in the leading deep learning software libraries [26], practical applications of deep neural networks have almost exclusively employed real-valued neural networks. Recently, however, there has been an increased interest in complex-valued neural networks (CVNNs) for problems in which the input is naturally complex-valued and in which a faithful treatment of phase information is important [26,28]. For instance, for the problem of MRI fingerprinting, CVNNs significantly outperform their real-valued counterparts [28]. Moreover, CVNNs have demonstrated greatly improved stability and
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convergence properties for the setting of recurrent neural networks [4,30].

Motivated by the increased interest in complex-valued neural networks, we herein initiate the analysis of their expressive power, quantified by their ability to approximate functions of a given regularity. Specifically, we analyze how well CVNNs with the modReLU activation function (defined in Subsection 1.1) can approximate functions of Sobolev regularity $W^{n, \infty}$ on compact subsets of $\mathbb{C}^d$ (see Subsection 1.2). The explicit result is given in Subsection 1.3.

1.1. Complex-valued neural networks and the modReLU function. In a complex-valued neural network (CVNN), each neuron computes a function of the form $z \mapsto \sigma(w^T z + b)$ with $z, w \in \mathbb{C}^N$ and $b \in \mathbb{C}$, where $\sigma : \mathbb{C} \to \mathbb{C}$ is a complex activation function.

Formally, a complex-valued neural network (CVNN) is a tuple $\Phi = ((A_1, b_1), \ldots, (A_L, b_L))$, where $L := L(\Phi) \in \mathbb{N}$ denotes the depth of the network and where $A_{\ell} \in \mathbb{C}^{N_{\ell} \times N_{\ell-1}}$ and $b_{\ell} \in \mathbb{C}^{N_{\ell}}$ for $\ell \in \{1, \ldots, L\}$. Then $d_{\text{in}}(\Phi) := N_0$ and $d_{\text{out}}(\Phi) := N_L$ denote the input- and output-dimension of $\Phi$. Given any function $\sigma : \mathbb{C} \to \mathbb{C}$, the network function associated to the network $\Phi$ (also called the realization of $\Phi$) is the function

$$R_{\sigma} \Phi := T_L \circ (\sigma \circ T_{L-1}) \circ \cdots \circ (\sigma \circ T_1) : \mathbb{C}^{d_{\text{in}}(\Phi)} \to \mathbb{C}^{d_{\text{out}}(\Phi)}$$

where $T_\ell z = A_\ell z + b_\ell$, and where $\sigma$ acts componentwise on vectors, meaning $\sigma((z_1, \ldots, z_k)) = (\sigma(z_1), \ldots, \sigma(z_k))$.

The functions $T_\ell$ and $\sigma \circ T_\ell$ for $\ell \in \{1, \ldots, L-1\}$ are the functions computed by the different layers of the network. The network $\Phi$ is called shallow if $L = 2$, i.e., if $\Phi$ has only one "internal layer" (neither an input, nor an output layer), which is usually called a hidden layer.

The number of neurons $N(\Phi)$ of $\Phi$ is $N(\Phi) := \sum_{\ell=0}^{L} N_\ell$, the width (or breadth) of $\Phi$ is $B(\Phi) := \max_{0 \leq \ell \leq L} N_\ell$, and the number of weights of $\Phi$ is $W(\Phi) := \sum_{\ell=1}^{L} (\|A_\ell\|_{\infty} + \|b_\ell\|_{\infty})$, where $\|A\|_\infty$ denotes the number of nonzero entries of a matrix or vector $A$. Moreover, writing $\|A\|_{\infty} := \max_{i,j} |A_{i,j}|$ for a matrix (or vector) $A$, we define the norm of the network $\Phi$ as $\|\Phi\| := \max_{1 \leq \ell \leq L} \max\{\|A_\ell\|_{\infty}, \|b_\ell\|_{\infty}\}$. We then say that the weights of $\Phi$ are bounded by $C \geq 0$ if $\|\Phi\| \leq C$.

Finally, we will also use the notion of a network architecture\(^1\). Formally, this is a tuple $A = ((N_0, \ldots, N_L), (I_1, \ldots, I_L), (J_1, \ldots, J_L))$ where $(N_0, \ldots, N_L)$ determines the depth $L$ of the network and the number of neurons $N_\ell$ in each layer. The sets $J_\ell \subset \{1, \ldots, N_\ell\}$ and $I_\ell \subset \{1, \ldots, N_\ell\} \times \{1, \ldots, N_{\ell-1}\}$ determine which weights of the network are permitted to be nonzero. Thus, a network $\Phi$ is of architecture $A$ as above if $\Phi = ((A_1, b_1), \ldots, (A_L, b_L))$ where $A_\ell \in \mathbb{C}^{N_\ell \times N_{\ell-1}}$ and $b_\ell \in \mathbb{C}^{N_\ell}$, and if furthermore $(A_\ell)_{i,k} = 0$ if $(j,k) \notin I_\ell$ and $(b_\ell)_j = 0$ if $j \notin J_\ell$. The number of weights and neurons of an architecture $A$ are defined as $W(A) := \sum_{\ell=1}^{L} (|I_\ell| + |J_\ell|)$ and $N(A) := \sum_{\ell=0}^{L} N_\ell$, respectively.

In the present paper, we focus on neural networks using the modReLU activation function

$$\sigma : \mathbb{C} \to \mathbb{C}, \quad z \mapsto \varrho(|z| - 1) \sgn(z) = \begin{cases} 0, & \text{if } |z| \leq 1, \\ z - \frac{z}{|z|}, & \text{if } |z| \geq 1 \end{cases}$$

\(^1\)The term “network architecture” as used here does not refer to conceptual network architectures like feed-forward networks, recursive neural networks, and others. Instead, since we are only concerned with fully connected feed-forward networks, the “network architecture” only prescribes the network shape in terms of the number of layers, the number of neurons per layer, and which weights of the network may be non-zero. This terminology is widespread in the literature studying the approximation properties of neural networks; see e.g. [22,31].
proposed in [4] as a generalization of the ReLU activation function \( g : \mathbb{R} \to \mathbb{R}, x \mapsto \max\{0, x\} \) to the complex domain. Note that the complex sign function is defined as \( \text{sgn}(z) = \frac{z}{|z|} \) for \( z \neq 0 \), and \( \text{sgn}(0) = 0 \) else. We briefly discuss other activation functions in Subsection 1.4.

1.2. Smoothness assumptions. We are interested in approximating functions \( f : \mathbb{C}^d \to \mathbb{C} \) that belong to the Sobolev space \( \mathcal{W}^{m,\infty} \), with differentiability understood in the sense of real variables. Specifically, let

\[
Q_{\mathbb{C}^d} := \{ z = (z_1, \ldots, z_d) \in \mathbb{C}^d : \text{Re} z_k, \text{Im} z_k \in [0, 1] \text{ for all } 1 \leq k \leq d \}
\]

be the (real) unit cube in \( \mathbb{C}^d \). As in the definition of \( Q_{\mathbb{C}^d} \), we will use throughout the paper boldface characters to denote real and complex vectors.

Identifying \( z = (z_1, \ldots, z_d) \in \mathbb{C}^d \) with \( \mathbf{x} = (\text{Re}(z_1), \ldots, \text{Re}(z_d), \text{Im}(z_1), \ldots, \text{Im}(z_d)) \in \mathbb{R}^{2d} \), we will consider \( \mathbb{C}^d \cong \mathbb{R}^{2d} \) as usual. With this in mind, a complex function \( g : \mathbb{C}^d \to \mathbb{C} \) can be identified with a pair of functions \( g_{\text{Re}}, g_{\text{Im}} : \mathbb{R}^{2d} \to \mathbb{R} \) given by \( g_{\text{Re}} = \text{Re}(g) \) and \( g_{\text{Im}} = \text{Im}(g) \).

Given a real function \( f : [0,1]^{2d} \to \mathbb{R} \) and \( n \in \mathbb{N} \), we write \( f \in \mathcal{W}^{m,\infty}([0,1]^{2d}; \mathbb{R}) \) if \( f \) is \( n - 1 \) times continuously differentiable with all derivatives of order \( n - 1 \) being Lipschitz continuous. We then define

\[
\|f\|_{\mathcal{W}^{m,\infty}} := \max \left\{ \max_{|\alpha| \leq n-1} \|\partial^\alpha f\|_{L^\infty}, \max_{|\alpha| = n-1} \text{Lip}(\partial^\alpha f) \right\}.
\]

Using this norm, we define the unit ball in the Sobolev space \( \mathcal{W}^{m,\infty} \) as

\[
F_{n,d} := \{ f \in \mathcal{W}^{m,\infty}([0,1]^{2d}; \mathbb{R}) : \|f\|_{\mathcal{W}^{m,\infty}} \leq 1 \}
\]

and define the set of functions that we seek to approximate by

\[
F_{n,d} := \{ g : Q_{\mathbb{C}^d} \to \mathbb{C} : g_{\text{Re}}, g_{\text{Im}} \in F_{n,d} \}.
\]

1.3. Main result. Our main result provides explicit error bounds for approximating functions \( g \in F_{n,d} \) using modReLU networks. This result can be seen as a generalization to the complex domain of the approximation bounds for ReLU networks developed in [31].

Theorem 1. For any \( d, n \in \mathbb{N} \), there exists \( C = C(d,n) > 0 \) with the following property:

Given any \( \varepsilon \in (0,1) \) there exists a modReLU-network architecture \( A \) with no more than \( C \cdot \ln(2/\varepsilon) \) layers and no more than \( C \cdot \varepsilon^{-2d/n} \cdot \ln^2(2/\varepsilon) \) weights such that for any \( g \in F_{n,d} \) there exists a network \( \Phi \) of architecture \( A \) with all weights bounded by \( C \cdot \varepsilon^{-4d} \) and such that \( |g(z) - R_\varepsilon \Phi(z)| \leq \varepsilon \) for all \( z \in Q_{\mathbb{C}^d} \).

The exponent \( -\frac{2d}{n} \) in place of \( -\frac{d}{n} \) in the real setting is a consequence of the identification \( \mathbb{C}^d \cong \mathbb{R}^{2d} \). More precisely, making the identifications \( \mathbb{C}^d \cong \mathbb{R}^{2d} \) and \( \mathbb{C} \cong \mathbb{R}^2 \) and using (real-valued) ReLU networks (with two output channels), the results in [31] show that—up to logarithmic factors—ReLU networks achieve the same approximation bounds as those shown in Theorem 1 for modReLU-CVNNs. Thus, as far as the asymptotic approximation rate is concerned, modReLU-CVNNs do not strictly improve on the approximation capabilities of ReLU networks, but they can match their approximation power. This is an important theoretical finding, since even though CVNNs were found to have advantages in several applications [4,28],
up to now, no quantitative approximation results for CVNNs were known whatsoever—only universal approximation type results were available [2, 29]. Our results show that, at least for the approximation problem considered here, there is no additional “cost” in using CVNNs, compared to ReLU networks.

Since Theorem 1 only provides asymptotic rates (i.e., no explicit bound on the constant $C$ is provided) and since the $C^n$ assumption regarding the function to be approximated or learned cannot be verified in practical applications, the theorem is of limited use for guiding deep learning practitioners. Rather, it is intended as a first step towards mathematically understanding the expressivity of CVNNs and is furthermore expected to be informative for other theoretical works, for instance for analyzing the performance of CVNNs for approximating the solutions of PDEs, similar to the results in [11–13].

Remark 2. Note that the architecture and therefore the size of the network $\Phi$ is independent of the function $g$ to approximate, once we fix an approximation accuracy $\varepsilon$ and the parameters $n$ and $d$. Only the choice of weights depends on $g$.

1.4. Comparison to existing work.

Approximation results for CVNNs. While the approximation properties of real-valued neural networks are comparatively well understood by now, the corresponding questions for complex-valued networks remain mostly open. In fact, even the property of universality—well studied for real-valued networks [9, 15, 16, 19]—was only settled for very specific activation functions [1–3, 14], until the recent paper [29] resolved the question. This universal approximation theorem for CVNNs highlights that the properties of complex-valued networks are significantly more subtle than those of their real-valued counterparts: Real-valued networks (either shallow or deep) are universal if and only if the activation function is not a polynomial [19]. In contrast, shallow complex-valued networks are universal if and only if the real part or the imaginary part of the activation function $\sigma$ is not polyharmonic, while deep complex-valued networks (with more than one hidden layer) are universal if and only if $\sigma$ is neither holomorphic, nor antiholomorphic, nor a polynomial (in $z$ and $\overline{z}$). For instance, deep networks with the activation function $\sigma(z) = \Re z \cdot e^z$ are universal, but shallow networks with this activation function are not.

Aside of these purely qualitative universality results, no quantitative approximation bounds for complex-valued networks are known whatsoever. The present paper is thus the first to provide such bounds.

Role of the activation function. As empirically observed in [4, 28], the main advantage of complex-valued networks over their real-valued counterparts stems from the fact that the set of implementable complex activation functions is much richer than in the real-valued case. In fact, each real-valued activation function $\rho : \mathbb{R} \to \mathbb{R}$ can be lifted to the complex function $\sigma(z) := \rho(\Re z)$; then, $\sigma(w^T z + b) = \rho(\alpha^T x - \beta^T y + \Re b)$ for $z = x + iy$ and $w = \alpha + i\beta$. Thus, identifying $\mathbb{C}^d \cong \mathbb{R}^{2d}$, every real-valued network can be written as a complex-valued one. Therefore, one can in principle transfer every approximation result involving real-valued networks to a corresponding complex-valued result. Similar arguments apply to activation functions of the form $\sigma(z) = \rho(\Re z) + i\rho(\Im z)$.

However, using such “intrinsically real-valued” activation functions forfeits the main benefits of using complex-valued networks, namely increased expressivity and a faithful handling of phase and magnitude information. Therefore, the two most prominent complex-valued
activation functions appearing in the literature (see [4, 26, 28]) are the \textit{modReLU} (see Equation (1.1)) and the \textit{complex cardioid} (given by $\sigma(z) = z^2 \cdot (1 + \text{Re}z/|z|^2)$), neither of which is of the form $\rho(\text{Re}(z))$ for a real activation function $\rho$.

In the present work, we focus on the modReLU activation function because it satisfies the natural \textit{phase homogeneity property} $\sigma(e^{i\theta} z) = e^{i\theta} \sigma(z)$. Investigating the complex cardioid—and other complex-valued activation functions—is an interesting topic for future work.

**Role of the network depth.** Deep networks greatly outperform their shallow counterparts in applications [18]; therefore, much research has been devoted to rigorously quantify the influence of the network depth on the expressivity of (real-valued) neural networks. The precise findings depend on the activation function: While for \textit{smooth} activation functions, already \textit{shallow} networks with $O(\varepsilon^{-d/n})$ weights and neurons can uniformly approximate functions $f \in C^n([0, 1]^d)$ up to error $\varepsilon$ (see [21]), this is not true for ReLU networks. To achieve the same approximation rate, ReLU networks need at least $O(1 + n^d)$ layers [22–24]. The proofs of these bounds crucially use that the ReLU is piecewise linear. Since this is not true of the modReLU, these arguments do not apply here.

Regarding sufficiency, the best known approximation result for ReLU networks [31] shows—similar to our main theorem—that ReLU networks with depth $O(\ln(2/\varepsilon))$ and $O(\varepsilon^{-d/n} \ln(2/\varepsilon))$ weights can approximate functions $f \in C^n([0, 1]^d)$ uniformly up to error $\varepsilon$. For networks with bounded depth, similar results are only known for approximation in $L^p$ [22] or for approximation in terms of the network \textit{width} instead of the number of nonzero weights [20]. It is an interesting question whether these two results extend to modReLU networks as well.

Finally, we mention an intriguing result in [32] which shows that \textit{extremely deep} ReLU networks (for which the number of layers is proportional to the number of weights) with \textit{extremely complicated weights} (meaning the number of significant digits per weight grows unboundedly as $\varepsilon \downarrow 0$) can approximate functions $f \in C^n([0, 1]^d)$ up to error $\varepsilon$ using only $O(\varepsilon^{-d/(2\eta)})$ weights (up to log factors). Due to the prohibitive complexity of the network weights this bound has limited practical significance, but is an extremely surprising and insightful mathematical result. We expect that the arguments in [32] can be extended to modReLU networks, but leave this as future work.

**Optimality.** For modReLU networks with polynomial growth of the individual weights and logarithmic growth of the depth (as in Theorem 1), the approximation rate of Theorem 1 is essentially optimal. We prove this in detail in Section 7, Theorem 12. Our proof relies on \textit{entropy arguments}, which are closely related to the proof techniques based on rate distortion theory as used in [7,22]. Furthermore, for deriving suitable covering bounds for certain network sets (which then give rise to entropy bounds), we borrow several proof ideas from [6].

For ReLU networks, a similar optimality result holds for networks with logarithmic growth of the depth \textit{even without assumptions on the magnitude of the network weights} [31]. The proof relies on sharp bounds for the VC dimension of ReLU networks [5]. For modReLU networks, a similar question is more subtle, since to the best of our knowledge no analogous VC dimension bounds are available. We thus leave it as future work to study optimality \textit{without} assumptions on the magnitude of the network weights.

**1.5. Structure of the paper.** Inspired by [31], our proof of Theorem 1 proceeds by locally approximating $g$ using Taylor polynomials, and then showing that these Taylor polynomials
and a suitable partition of unity can be well approximated by modReLU networks. To prove this, we first show in Section 2 that modReLU networks of constant size can approximate the functions \( z \mapsto \Re z \) and \( z \mapsto \Im z \) arbitrarily well—only the magnitude of the individual weights of the network grows as the approximation accuracy improves. Then, based on proof techniques in [31], we show in Section 3 that modReLU networks with \( O(\ln^2(2/\varepsilon)) \) weights and \( O(\ln(2/\varepsilon)) \) layers can approximate the function \( z \mapsto (\Re z)^2 \) up to error \( \varepsilon \). By a polarization argument, this also allows to approximate the product function \((z, w) \mapsto zw\); see Section 4. After describing in Section 5 how a partition of unity can be implemented with modReLU networks, we combine all the ingredients in Section 6 to prove Theorem 1. Finally, Section 7 proves that Theorem 1 is essentially optimal.

2. Approximating real and imaginary parts. This section shows that modReLU networks of constant size can approximate the functions \( z \mapsto \Re z \) and \( z \mapsto \Im z \) arbitrarily well:

Proposition 3. For any \( R \geq 1 \) and \( \varepsilon \in (0, 1) \), there exist functions \( \Re_{R, \varepsilon}, \Im_{R, \varepsilon} : \mathbb{C} \to \mathbb{C} \) that are implemented by shallow \( \sigma \)-networks with 5 neurons and 10 weights, all bounded in absolute value by \( C \cdot R^5/\varepsilon^3 \) with an absolute constant \( C > 0 \), satisfying

\[
|\Re_{R, \varepsilon}(z) - \Re(z)| \leq \varepsilon \quad \text{and} \quad |\Im_{R, \varepsilon}(z) - \Im(z)| \leq \varepsilon \quad \text{for all} \quad z \in \mathbb{C} \quad \text{with} \quad |z| \leq R.
\]

To prove Proposition 3, we need two ingredients: First, modReLU networks can implement the identity function on bounded subsets of \( \mathbb{C} \) exactly. To be precise, for arbitrary \( R > 0 \) it holds that \( \Id_R(z) = z \) for \( z \in \mathbb{C} \) with \( |z| \leq R \), where

\[
\Id_R(z) := \sigma(2z + 2R + 2) - \sigma(z + R + 1) - (R + 1).
\]

Indeed, for \( w \in \mathbb{C} \) with \( |w| \geq 1 \), we have \( \sigma(2w) - \sigma(w) = 2w - \frac{2w}{|w|} - (w - \frac{w}{|w|}) = w \). For \( z \in \mathbb{C} \) with \( |z| \leq R \), setting \( w = z + R + 1 \) so that \( |w| \geq 1 \) gives \( \Id_R(z) = z \).

As the second ingredient, we use the following functions, parameterized by \( h > 0 \):

\[
\Im_h(z) := \frac{-i}{h^2} \cdot \left( \sgn(hz + \frac{i}{h}) - 1 \right) \quad \text{and} \quad \Re_h(z) := \frac{1}{h^2} \cdot \left( \sgn(hz - \frac{i}{h}) + i \right), \quad z \in \mathbb{C}.
\]

The next lemma shows that these complex-valued functions well approximate the real-valued functions \( \Re \) and \( \Im \). The proof of Proposition 3 will then consist of showing that \( \Im_h \) and \( \Re_h \) can be implemented by modReLU networks.

Lemma 4. For \( z \in \mathbb{C} \) and \( 0 < h \leq \frac{1}{2 + 2|z|} \), we have

\[
|\Im(z) - \Im_h(z)| \leq 2h|z| \quad \text{and} \quad |\Re(z) - \Re_h(z)| \leq 2h|z|. \tag{2.2}
\]

Proof. See Appendix A.1.

Proof of Proposition 3. Set \( h := \frac{\varepsilon}{2 + 2R} \), noting that indeed \( 0 < h \leq \frac{1}{2 + 2|z|} \) and \( h|z| \leq \frac{\varepsilon}{2} \) whenever \( |z| \leq R \). Note that \( w := hz - \frac{i}{h} \) satisfies \( |w| \leq \frac{1}{h} + h|z| \leq \frac{2}{h} =: R' \) and \( |w| = |hz - \frac{i}{h}| \geq \frac{1}{h} - h|z| \geq 2 - \frac{1}{2} \geq 1 \), so that \( \sgn(w) = w - \sigma(w) = \Id_{R'}(w) - \sigma(w) \), with
Id_{R'} as in Equation (2.1). Putting together the definitions of \( h, R', w \) and of \( \text{Id}_R \), we see that
\[
\text{Re}_h(z) = h^{-2} \cdot (\text{Id}_{R'}(w) - \sigma(w) + i) \\
= h^{-2} \cdot \left( \sigma(2hz + \frac{4}{\pi} + 2 - \frac{2i}{\pi}) - \sigma(hz + \frac{2}{\pi} + 1 - \frac{i}{\pi}) - \sigma(hz - \frac{i}{\pi}) + i - \frac{2}{\pi} - 1 \right) \\
\]
(2.3)
is implemented by a shallow \( \sigma \)-network with 5 neurons and 10 weights (see Figure 1), where all the weights are bounded by \( \frac{4}{\pi^2} \leq C R^3/\varepsilon^3 \) for an absolute constant \( C > 0 \). Finally, Lemma 4 shows \( |\text{Re}(z) - \text{Re}_{R,\varepsilon}(z)| \leq \varepsilon \) for all \( z \in \mathbb{C} \) with \( |z| \leq R \). The claim concerning the approximation of \( \text{Im}(z) \) is shown similarly.

\[\text{Figure 1. Architecture of the network } \text{Re}_{R,\varepsilon}, \text{ where } T_1(\cdot) = A_1(\cdot) + b_1 \text{ for } A_1 = \left( \frac{1}{\pi} \cdot \frac{1}{\pi} \cdot \frac{1}{\pi} \right)^T \text{ and } b_1 = \left( \frac{8-4(1+i)}{e} + \frac{1}{8} \cdot \frac{1}{2(1+i)} \right) + 1, \frac{2+i}{e} \cdot \left( -1 - \frac{4(1+i)}{e} + 1 \right), \text{ and } T_2(\cdot) = A_2(\cdot) + b_2 \text{ for } A_2 = \frac{4(1+i)}{e^2} \cdot (1, -1, -1) \text{ and } b_2 = \frac{4(1+i)}{e^2} \cdot \left( -1 - \frac{4(1+i)}{e} + 1 \right).\]

3. Approximating the squared real part. The main result of this section is Proposition 8 below, showing that the function \( z \mapsto (\text{Re}(z))^2 \) on the set \( \{ z \in \mathbb{C} : |z| \leq R, |\text{Re}(z)| \leq 1 \} \) can be uniformly approximated up to error \( \varepsilon \) by modReLU networks with \( \mathcal{O}(\ln^2(2/\varepsilon)) \) layers and \( \mathcal{O}(\ln^2(2/\varepsilon)) \) weights of size \( \mathcal{O}(R^6\varepsilon^{-7}) \).

As a first step towards proving Proposition 8, we show that modReLU networks can approximate functions of the form \( z \mapsto g(\text{Re}(z) + c) \) with the usual ReLU \( g \); this will then allow us to use the approximation of the square function by ReLU networks as derived in [31].

**Proposition 5.** For any choice of \( R \geq 1, c \in \mathbb{R} \), and \( \varepsilon \in (0, 1) \), there exist functions \( g_{R,\varepsilon}^{\text{Re},c}, g_{R,\varepsilon}^{\text{Im},c} : \mathbb{C} \rightarrow \mathbb{C} \) that are implemented by depth-3 \( \sigma \)-networks with 6 neurons and 11 weights, all bounded in absolute value by \( C \cdot R^3/\varepsilon^3 + 2|c| \) (with an absolute constant \( C \)), satisfying
\[
|g_{R,\varepsilon}^{\text{Re},c}(z) - g(\text{Re}(z) + c)| \leq \varepsilon \text{ and } |g_{R,\varepsilon}^{\text{Im},c}(z) - g(\text{Im}(z) + c)| \leq \varepsilon \text{ for all } z \in \mathbb{C} \text{ with } |z| \leq R.
\]

**Proof.** Let us first prove the statement for \( g_{R,\varepsilon}^{\text{Re},c} \). To this end, first note that the modReLU \( \sigma : \mathbb{C} \rightarrow \mathbb{C} \) is 1-Lipschitz; see Lemma 6 below.

Now, set \( \delta := 1/(2 \cdot (R + |c|)) \) and define
\[
g_{R,\varepsilon}^{\text{Re},c} : \quad \mathbb{C} \rightarrow \mathbb{C}, \quad z \mapsto \frac{1}{\delta} \cdot \sigma \left( 1 + \delta \cdot (\text{Re}_{R,\varepsilon}(z) + c) \right),
\]
(3.1)
where \( \text{Re}_{R,\varepsilon} \) is as in Proposition 3. Now, a direct computation (see also Figure 2) shows that \( \sigma(x + 1) = g(x) \) for \( x \in [-2, \infty) \). Because of \( |\delta \cdot (\text{Re}(z) + c)| \leq \delta \cdot (|z| + |c|) \leq \frac{1}{2} \) for \( |z| \leq R \), this implies \( \frac{1}{\delta} \cdot \sigma(1 + \delta \cdot (\text{Re}(z) + c)) = \frac{1}{\delta} \cdot g(\delta \cdot (\text{Re}(z) + c)) = g(\text{Re}(z) + c) \). Combined with the 1-Lipschitz continuity of \( \sigma \), we thus see
\[
|g(\text{Re}(z) + c) - g_{R,\varepsilon}^{\text{Re},c}(z)| = \left| \frac{1}{\delta} \cdot \sigma(1 + \delta \cdot (\text{Re}(z) + c)) - \frac{1}{\delta} \cdot \sigma(1 + \delta \cdot (\text{Re}_{R,\varepsilon}(z) + c)) \right| \\
\leq |\text{Re}(z) - \text{Re}_{R,\varepsilon}(z)| \leq \varepsilon \quad \text{for all } z \in \mathbb{C} \text{ with } |z| \leq R.
\]
Based on the properties of $\text{Re}_{R,\varepsilon}$ from Proposition 3 (see also Equation (2.3) noting that $h = \frac{\varepsilon}{2 + 2R}$ in that equation), it follows that $\varrho_{R,\varepsilon}^{\text{Re,c}}$ is implemented by a depth-3 $\sigma$-network with 6 neurons and 11 weights (see Figure 3), all bounded in absolute value by $2|c| + C \cdot R^3/\varepsilon^3$. The construction of $\varrho_{R,\varepsilon}^{\text{Im,c}}$ is similar, replacing $\text{Re}_{R,\varepsilon}(z)$ with $\text{Im}_{R,\varepsilon}(z)$.

The next lemma shows that $\sigma : \mathbb{C} \to \mathbb{C}$ is 1-Lipschitz, which was used in the proof above.

**Lemma 6.** The modReLU function $\sigma : \mathbb{C} \to \mathbb{C}$ defined in Equation (1.1) is 1-Lipschitz, i.e., $|\sigma(z) - \sigma(w)| \leq |z - w|$ for all $z, w \in \mathbb{C}$.

**Proof.** Simply note that

$$|\sigma(z) - \sigma(w)| = \begin{cases} 0 & \text{if } |z|, |w| \leq 1, \\ |\sigma(z)| = |z| - 1 \leq |z| - |w| \leq |z - w| & \text{if } |z| > 1 \text{ and } |w| \leq 1, \\ |\sigma(w)| = |w| - 1 \leq |w| - |z| \leq |w - z| & \text{if } |z| \leq 1 \text{ and } |w| > 1, \\ |(z - \frac{w}{|w|}) - (w - \frac{w}{|w|})| \leq |z - w| & \text{if } |z|, |w| > 1, \end{cases}$$

where we used that if $z, w \in \mathbb{C}$ with $|z|, |w| > 1$, then

$$|(z - \frac{w}{|w|}) - (w - \frac{w}{|w|})|^2 = |z - \frac{w}{|w|} - 1|^2 = (|z| - 1)^2 + (|w| - 1)^2 - 2(|z| - 1)(|w| - 1) \Re \left( \frac{z - w}{z - w} \right) = |z|^2 + |w|^2 - 2|z||w| \Re \left( \frac{z - w}{z - w} \right) = |z - w|.$$

Figure 3. Architecture of the network $\varrho_{R,\varepsilon}^{\text{Re,c}}$, where $T_1(\cdot) = A_1(\cdot) + b_1$ for $A_1 = \left( \frac{\varepsilon}{2 + 2R}, \frac{\varepsilon}{2 + 2R}, \frac{\varepsilon}{2 + 2R} \right)^T$ and $b_1 = \left( \frac{(8 - 3|c|(1 + R)}{\varepsilon} + 2, \frac{(2 - 2|c|(1 + R)}{\varepsilon} + 1, \frac{2(1 + R)}{\varepsilon} \right)^T$, and $T_2(\cdot) = A_2(\cdot) + b_2$ for $A_2 = \left( \frac{2(1 + R)^2}{R + |c|}, 1, 1 \right)$ and $b_2 = \frac{2(1 + R)^2}{R + |c|} (1 - 1 + \frac{\varepsilon}{2(|c| + 1)}) + 1 + \frac{\varepsilon}{2(|c| + 1)}$, and finally $T_3(\cdot) = 2(R + |c|) \cdot z$. 

Figure 2. A plot of the modReLU function $\sigma$ on $[-3, 3]$. The plot shows that $\sigma(x + 1) = \varrho(x)$ for $x \in [-2, \infty)$.
Our next goal is to construct \( \sigma \)-networks approximating the function \( z \mapsto (\mathop{\text{Re}} z)^2 \). This will be based on combining Proposition 5 with the approximation of the real function \( x \mapsto x^2 \) by ReLU networks, as presented in [31].

The construction in [31] is based on the following auxiliary functions, depicted in Figure 4:

\[
g : \mathbb{R} \to \mathbb{R}, \quad g(x) := 2g(x) - 4g(x - \frac{1}{2}) + 2g(x - 1),
g_k : \mathbb{R} \to \mathbb{R}, \quad g_k(x) := g \circ \cdots \circ g(x) \quad \text{for} \quad k \in \mathbb{N},
f_m : \mathbb{R} \to \mathbb{R}, \quad f_m(x) := x - \sum_{k=1}^{m} \frac{g_k(x)}{2^{2k}} \quad \text{for} \quad m \in \mathbb{N} \cup \{0\}.
\]

Figure 4. A plot of the function \( g \), its compositions \( g \circ g \) and \( g \circ g \circ g \), and the square approximations \( f_m \), for \( m = 0, 1, 2 \). Evidently, \( g \) is 2-Lipschitz.

One can show (cf. [31, Proof of Proposition 2]) that

\[
|x^2 - f_m(x)| \leq 2^{-2m-2} \quad \text{for} \quad 0 \leq x \leq 1.
\]

Further, we define

\[
g^{\text{Re}} : \mathbb{C} \to \mathbb{C}, \quad g^{\text{Re}}(z) := g(\mathop{\text{Re}} z) = 2g(\mathop{\text{Re}} z) - 4g(\mathop{\text{Re}} z - \frac{1}{2}) + 2g(\mathop{\text{Re}} z - 1),
g^{\text{Re},k} : \mathbb{C} \to \mathbb{C}, \quad g^{\text{Re},k}(z) := g^{\text{Re}} \circ \cdots \circ g^{\text{Re}}(z) = g_k(\mathop{\text{Re}} z) \quad \text{(since} \quad g : \mathbb{R} \to \mathbb{R}).
\]

As is clear from Figure 4, the function \( g : \mathbb{R} \to \mathbb{R} \) is 2-Lipschitz, which in turn implies that \( g^{\text{Re}} : \mathbb{C} \to \mathbb{C} \) is 2-Lipschitz; indeed, \( |g(\mathop{\text{Re}} z) - g(\mathop{\text{Re}} z')| \leq 2 |\mathop{\text{Re}} z - \mathop{\text{Re}} z'| \leq 2 |z - z'| \) for \( z, z' \in \mathbb{C} \). In view of Proposition 5, we consider the approximation of \( g^{\text{Re}} \) and \( g^{\text{Re},k} \) respectively by the following functions:

\[
g^{\text{Re},k}_{\mathbb{C}} : \mathbb{C} \to \mathbb{C}, \quad g^{\text{Re},k}_{\mathbb{C}}(z) := g^{\text{Re}} \circ \cdots \circ g^{\text{Re}}(z) \quad \text{for} \quad k \in \mathbb{N},
g^{\text{Re},k}_{\mathbb{R},\varepsilon} : \mathbb{C} \to \mathbb{C}, \quad g^{\text{Re},k}_{\mathbb{R},\varepsilon}(z) := g^{\text{Re}} \circ \cdots \circ g^{\text{Re}}_{\mathbb{R},\varepsilon}(z) \quad \text{for} \quad k \in \mathbb{N},
\]
Thus, using that network with This shows that and such that that is implemented by a \( R \) where \( \frac{R}{8} \). Let \( \Phi_{R,\varepsilon} : \mathbb{C} \to \mathbb{C} \) that is implemented by a \( \sigma \)-network of depth \( O(\ln(2/\varepsilon)) \) and width \( O(\ln(2/\varepsilon)) \) and with the number of weights and neurons bounded by \( O(\ln^2(2/\varepsilon)) \) and all weights bounded by \( O(R^0/\varepsilon^7) \) and such that \( |(\text{Re}\, z)^2 - \Phi_{R,\varepsilon}(z)| \leq \varepsilon \) for all \( z \in \mathbb{C} \) with \( |z| \leq R \) and \( |\text{Re}\, z| \leq 1 \).

**Proof.** First, it holds for any \( z \in \mathbb{C} \) with \( |z| \leq R + 1 \) that

\[
|g_{R+1,\varepsilon}(z) - g_{R,\varepsilon}(z)| \leq (2 + 4 + 2) \cdot \varepsilon = 8 \varepsilon
\]

and \( |g_{R+1,\varepsilon}(z)| \leq R + 1 \) for all \( k \in \mathbb{N} \), by Proposition 5 and Lemma 7 respectively. We claim that this implies

\[
|g_{R,\varepsilon}^{Re,k}(z) - g_{R+1,\varepsilon}^{Re,k}(z)| \leq 8 \varepsilon \cdot (2^k - 1) \quad \forall k \in \mathbb{N} \text{ and } |z| \leq R + 1.
\]

Indeed, for \( k = 1 \) we have \( g_{R+1,\varepsilon}^{Re,k} = g_{R+1,\varepsilon}^{Re} \) and \( g_{R,\varepsilon}^{Re,k} = g_{R,\varepsilon}^{Re} \), so that Equation (3.3) shows

\[
|g_{R,\varepsilon}^{Re,k}(z) - g_{R+1,\varepsilon}^{Re,k}(z)| \leq 8 \varepsilon \cdot (2^1 - 1).
\]

Next, suppose Equation (3.4) holds for some \( k \in \mathbb{N} \). Lemma 7 shows that \( w := g_{R+1,\varepsilon}^{Re,k}(z) \) satisfies \( |w| \leq R+1 \). Further, setting \( w' := g_{R,\varepsilon}^{Re,k}(z) \), Equation (3.4) shows \( |w - w'| \leq 8 \varepsilon \cdot (2^k - 1) \). Thus, using that \( g_{R,\varepsilon}^{Re} \) is 2-Lipschitz, we see

\[
|g_{R,\varepsilon}^{Re,k+1}(z) - g_{R+1,\varepsilon}^{Re,k+1}(z)| = |g_{R,\varepsilon}^{Re}(w') - g_{R+1,\varepsilon}^{Re}(w)| \\
\leq |g_{R,\varepsilon}^{Re}(w') - g_{R,\varepsilon}^{Re}(w)| + |g_{R,\varepsilon}^{Re}(w) - g_{R+1,\varepsilon}^{Re}(w)| \\
\leq 2 \cdot 8 \varepsilon \cdot (2^k - 1) + 8 \varepsilon = 8 \varepsilon \cdot (2^{k+1} - 1)
\]

where Equation (3.3) was used at (*). Thus, Equation (3.4) holds for \( k + 1 \) if it holds for \( k \).

Now, using the function \( \text{Id}_R \) from Equation (2.1) (which is implemented by a 2-layer \( \sigma \)-network with 7 weights, all bounded by \( 2R + 2 \)) and the function \( \text{Re}_{R,\varepsilon} \) from Proposition 3, we define for \( m \in \mathbb{N} \),

\[
f_{m,R,\varepsilon}(z) := \text{Re}_{R,\varepsilon} \circ \text{Id}_R \circ \cdots \circ \text{Id}_R(z) - \sum_{k=1}^{m} g_{R+1,\varepsilon}^{Re,k} \circ \text{Id}_R \circ \cdots \circ \text{Id}_R(z) \quad \text{for } z \in \mathbb{C},
\]
where the number of the “factors” $\text{Id}_R$ is chosen such that all (sub)networks have the same depth and thus can be added/subtracted—see Appendices A.2 and A.3 for details on implementing composition and summation of networks. It then follows for $m \in \mathbb{N}$ and $|z| \leq R$ that

$$|f_m(\Re(z)) - f_{m,R,\varepsilon}(z)| \leq |\Re(z) - \Re_{R,\varepsilon}(z)| + \sum_{k=1}^{m} \left| g_{R,k}^{\Re}(z) - g_{R+1,k}^{\Re}(z) \right|$$

(3.5)

$$\leq \varepsilon + 8\varepsilon \sum_{k=1}^{m} 2^{-k} \leq 9\varepsilon.$$

Setting $m := \left\lceil \frac{1}{2} \ln \left( \frac{1}{2} \right) / \ln(2) \right\rceil \in \mathbb{N}$ (so that $2^{-2m-2} \leq \varepsilon$) and combining (3.2) and (3.5), we deduce for $|z| \leq R$ with $0 \leq \Re(z) \leq 1$ that

$$|\Re(z)^2 - f_{m,R,\varepsilon}(z)| \leq |\Re(z)^2 - f_m(\Re(z))| + |f_m(\Re(z)) - f_{m,R,\varepsilon}(z)| \leq 10\varepsilon. \quad (3.6)$$

We will now extend this result to $z \in \mathbb{C}$ with $|z| \leq R$ and $|\Re(z)| \leq 1$. Given such a $z$, define $w := \frac{1}{2}(z + 1)$, noting that $|w| \leq R$ (since $R \geq 1$) and $0 \leq \Re w \leq 1$. Therefore, applying Equation (3.6) to $w$ instead of $z$, we see $|(\Re w)^2 - f_{m,R,\varepsilon}(w)| \leq 10\varepsilon$. Note that $(\Re w)^2 = \frac{1}{4}(1 + \Re z)^2 = \frac{1}{2} + \frac{1}{2} \Re z + \frac{1}{4}(\Re z)^2$ and hence $(\Re z)^2 = 4(\Re w)^2 - 2\Re z - 1$. Thus, setting

$$h_{m,R,\varepsilon}(z) := 4f_{m,R,\varepsilon}\left(\frac{1}{2}(z + 1)\right) - 2\Re_{R,\varepsilon}\circ\text{Id}_R \circ \cdots \circ \text{Id}_R(z) - 1,$$

where again $\text{Id}_R$ is used to match the depth of the (sub)networks, we see

$$|(\Re z)^2 - h_{m,R,\varepsilon}(z)| \leq 4 \cdot |(\Re w)^2 - f_{m,R,\varepsilon}(w)| + 2 \cdot |\Re(z) - \Re_{R,\varepsilon}(z)| \leq 42\varepsilon.$$

It remains to bound the depth, width, and number of weights of the $\sigma$-network defining the function $\Phi_{R,\varepsilon}(z) := h_{m,R,\varepsilon}(z)$, and to estimate the size of the weights. The following estimates regarding these quantities should be fairly intuitive; the reader interested in the full details is referred to Appendices A.2 and A.3. Note that $f_{m,R,\varepsilon}$, with our choice of $m = \left\lceil \frac{1}{2} \ln \left( \frac{1}{2} \right) / \ln(2) \right\rceil = \mathcal{O}(\ln(2/\varepsilon))$, is a $\sigma$-network with depth and width $\mathcal{O}(m)$, and with $\mathcal{O}(m^2)$ neurons and weights, all of which are bounded by $\mathcal{O}(\ln(2/\varepsilon)R^6/\varepsilon^6) \subset \mathcal{O}(R^6/\varepsilon^7)$. Consequently, $\Phi_{R,\varepsilon}$ is a $\sigma$-network whose depth and width is $\mathcal{O}(\ln(2/\varepsilon))$, whose number of weights, and neurons are $\mathcal{O}(\ln^2(2/\varepsilon))$, and whose weights are bounded by $\mathcal{O}(R^6/\varepsilon^7)$. \hfill \square

4. **Approximating the product of complex numbers.** In this section, we approximate the map $\mathbb{C}^2 \to \mathbb{C}$, $(z, w) \mapsto zw$ using modReLU networks. To do so, we first approximate the function $\mathbb{C}^2 \to \mathbb{C}$, $(z, w) \mapsto \Re(z) \Re(w)$ based on the approximation of $(\Re z)^2$ from Proposition 8 and then use a polarization argument. This idea is motivated by [31, Proposition 3].

**Proposition 9.** Given $R \geq 3$ and $\varepsilon \in (0, 1)$, there is a function $\tilde{\times}_{R,\varepsilon} : \mathbb{C}^2 \to \mathbb{C}$ such that

1. for any inputs $z, w \in \mathbb{C}$ with $|z|, |w| \leq R$ we have $|\tilde{\times}_{R,\varepsilon}(z, w) - \Re(z) \Re(w)| \leq \varepsilon$;
2. the function $\tilde{\times}_{R,\varepsilon}$ is implemented by a $\sigma$-network of depth and width $\mathcal{O}(\ln(R^2/\varepsilon^{-1}))$, with at most $\mathcal{O}(\ln^2(R^2/\varepsilon^{-1}))$ weights and neurons, and all weights bounded in absolute value by $\mathcal{O}(R^{16}\varepsilon^{-7})$. 


Proof. Define $R' := 3$ and note that $0 < \varepsilon' := \frac{\varepsilon}{6R^2} < \frac{1}{2R} \leq \min\{1, \frac{R'}{3}\}$. Therefore, we can apply Proposition 8 with $R', \varepsilon'$ instead of $R, \varepsilon$, which produces the function $\Phi_{R', \varepsilon'} = \Phi_{3, \frac{\varepsilon}{6R^2}}$. We then set

$$\tilde{\times}_{\text{Re}, R, \varepsilon}(z, w) := 2R^2 \cdot \left(\Phi_{3, \frac{\varepsilon}{6R^2}}(\frac{z+w}{2R}) - \Phi_{3, \frac{\varepsilon}{6R^2}}(\frac{z}{2R}) - \Phi_{3, \frac{\varepsilon}{6R^2}}(\frac{w}{2R})\right)$$

for $z, w \in \mathbb{C}$.

Comparing with the equation

$$\text{Re}(z) \text{Re}(w) = 2R^2 \cdot \left(\left|\text{Re}(\frac{z+w}{2R})\right|^2 - \left|\text{Re}(\frac{z}{2R})\right|^2 - \left|\text{Re}(\frac{w}{2R})\right|^2\right)$$

and applying Proposition 8, we see that if $z, w \in \mathbb{C}$ with $|z|, |w| \leq R$, then

$$\left|\text{Re}(z) \text{Re}(w) - \tilde{\times}_{\text{Re}, R, \varepsilon}(z, w)\right| \leq 2R^2 \cdot \left(\left|\text{Re}(\frac{z+w}{2R})\right|^2 - \Phi_{3, \frac{\varepsilon}{6R^2}}(\frac{z+w}{2R}) + \left|\text{Re}(\frac{z}{2R})\right|^2 - \Phi_{3, \frac{\varepsilon}{6R^2}}(\frac{z}{2R}) + \left|\text{Re}(\frac{w}{2R})\right|^2 - \Phi_{3, \frac{\varepsilon}{6R^2}}(\frac{w}{2R})\right)$$

$$\leq 2R^2 \cdot (\frac{\varepsilon}{6R^2} + \frac{\varepsilon}{6R^2} + \frac{\varepsilon}{6R^2}) = \varepsilon.$$

According to Proposition 8, the function $\Phi_{R', \varepsilon'}$ is implemented by a $\sigma$-network of depth and width $O\left(\ln\left(\frac{2}{\varepsilon}\right)\right)$, with $O\left(\ln^2\left(\frac{2}{\varepsilon}\right)\right)$ weights and neurons, and all weights bounded by $O\left((R')^6(\varepsilon')^{-7}\right))$. Consequently, the function $\Phi_{3, \frac{\varepsilon}{6R^2}}$ is implemented by a $\sigma$-network of depth and width $O\left(\ln(12R^2\varepsilon^{-1})\right)$, with $O\left(\ln^2(12R^2\varepsilon^{-1})\right)$ weights and neurons, and all weights bounded by $O\left(R^{14}\varepsilon^{-7}\right)$. Note that $\tilde{\times}_{\text{Re}, R, \varepsilon}(z, w)$ is a parallel connection of three copies of $\Phi_{3, \frac{\varepsilon}{6R^2}}$, with the adjustment that all weights in the last layer are scaled by a factor of $2R^2$, and the first layer is composed with appropriate linear transforms. Hence, the function $\tilde{\times}_{\text{Re}, R, \varepsilon}(z, w)$ is again implemented by a $\sigma$-network whose depth and width are $O\left(\ln(R^2 \varepsilon^{-1})\right)$, whose number of weights and neurons are $O\left(\ln^2(R^2 \varepsilon^{-1})\right)$, and whose weights are bounded by $O\left(R^{16}\varepsilon^{-7}\right)$ in absolute value.

As a direct consequence of Proposition 9, we obtain an approximation for the complex product function $\mathbb{C}^2 \to \mathbb{C}, (z, w) \mapsto zw$.

Corollary 10. Given $R \geq 3$ and $\varepsilon \in (0, 1)$, there is a function $\tilde{\times}_{R, \varepsilon} : \mathbb{C}^2 \to \mathbb{C}$ such that

1. for any inputs $z, w \in \mathbb{C}$ with $|z|, |w| \leq R$ we have $|\tilde{\times}_{R, \varepsilon}(z, w) - zw| \leq \varepsilon$;

2. the function $\tilde{\times}_{R, \varepsilon}$ is implemented by a $\sigma$-network of depth and width $O\left(\ln(R^2 \varepsilon^{-1})\right)$, with at most $O\left(\ln^2(R^2 \varepsilon^{-1})\right)$ weights and neurons, and all weights bounded in absolute value by $O\left(R^{16}\varepsilon^{-7}\right)$.

Proof. Noting that for $z, w \in \mathbb{C}$,

$$zw = \text{Re}(z) \text{Re}(w) - \text{Im}(z) \text{Im}(w) + i(\text{Re}(z) \text{Im}(w) + \text{Im}(z) \text{Re}(w))$$

$$= \text{Re}(z) \text{Re}(w) - \text{Re}(-iz) \text{Re}(-iw) + i(\text{Re}(z) \text{Re}(-iw) + \text{Re}(-iz) \text{Re}(w)),$$

we define

$$\tilde{\times}_{R, \varepsilon}(z, w) := \tilde{\times}_{\text{Re}, R, \varepsilon}(z, w) - \tilde{\times}_{\text{Re}, R, \varepsilon}(-iz, -iw) + i(\tilde{\times}_{\text{Re}, R, \varepsilon}(z, -iw) + \tilde{\times}_{\text{Re}, R, \varepsilon}(-iz, w)).$$
It then follows from Proposition 9 that $|\tilde{x}_{R,\varepsilon}(z, w) - zw| \leq \varepsilon$ for all $z, w \in \mathbb{C}$ with $|z|, |w| \leq R$. The function $\tilde{x}_{R,\varepsilon}(z, w)$ is a sum of four equivalent copies of $\tilde{x}_{R,\varepsilon, R, \varepsilon}$ and therefore is again implemented by a $\sigma$-network whose depth and width are $O\left(\ln(R^2 \varepsilon^{-1})\right)$, whose number of weights and neurons are $O\left(\ln^2(R^2 \varepsilon^{-1})\right)$, and whose weights are bounded by $O\left(R^k \varepsilon^{-7}\right)$ in absolute value.

5. Partition of unity. Define the functions $\psi^{\text{Re}}, \psi^{\text{Im}} : \mathbb{C} \to \mathbb{C}$ by

$$
\psi^{\text{Re}}(z) := 1 - \sigma(z + \frac{1}{2}) + \sigma(z - \frac{1}{2}) \quad \text{and} \quad \psi^{\text{Im}}(z) := 1 + i \sigma(z + \frac{1}{2}i) - i \sigma(z - \frac{1}{2}i). 
$$

(5.1)

Note for $x \in \mathbb{R}$ that

$$
\psi^{\text{Re}}(x) = \begin{cases} 
1 & \text{if } |x| \leq \frac{1}{2} \\
\frac{1}{2} - |x| & \text{if } \frac{1}{2} \leq |x| \leq \frac{3}{2} \\
0 & \text{if } |x| \geq \frac{3}{2}
\end{cases}
$$

and for $z \in \mathbb{C}$ that $\psi^{\text{Im}}(iz) = \psi^{\text{Re}}(z)$, since $\sigma(iz) = i \sigma(z)$.

![Figure 5. A plot of the function $\psi^{\text{Re}}(\bullet)$ and its shifts, showing that they form a partition of unity.](image)

Let $N \geq 1$ be a natural number. For $m \in \{0, 1, \ldots, 2N\}$ define the functions $\phi^{\text{Re}}_{m,N} : \mathbb{C} \to \mathbb{C}$ by $\phi^{\text{Re}}_{m,N}(z) := \psi^{\text{Re}}(4N(z - \frac{m}{2N}))$. It is not difficult to see that the $\phi^{\text{Re}}_{m,N}$ $(m \in \{0, 1, \ldots, 2N\})$ form a partition of unity on the unit interval $[0, 1] \subset \mathbb{R} \subset \mathbb{C}$, and that

$$
\text{supp} \left(\phi^{\text{Re}}_{m,N}|_{\mathbb{R}}\right) \subset \{x \in \mathbb{R} : |x - \frac{m}{2N}| \leq \frac{3}{8}N^{-1}\};
$$

see Figure 5. Similarly, defining $\phi^{\text{Im}}_{m,N}(z) := \psi^{\text{Im}}(4N(z - \frac{im}{2N}))$ for $m \in \{0, 1, \ldots, 2N\}$, we see that the $\phi^{\text{Im}}_{m,N}$ form a partition of unity on the imaginary unit interval $i \cdot [0, 1] \subset \mathbb{C}$.

6. Main result. In this section, we prove our main result, Theorem 1. As a preparation for the proof, we collect the following technical lemma, whose proof is deferred to Appendix A.4.

Lemma 11. Let $\Omega \neq \emptyset$ be a set, $M \in \mathbb{N}$, $\varepsilon \in (0, \frac{1}{M+1})$, and $0 < \delta \leq \varepsilon^2$. Suppose that

- $\tilde{x} : \mathbb{C}^2 \to \mathbb{C}$ satisfies $|\tilde{x}(z, w) - zw| \leq \varepsilon$ for all $|z|, |w| \leq 4$;
- $\alpha_1, \ldots, \alpha_M : \Omega \to \mathbb{C}$ satisfy $|\alpha_j(z)| \leq 1$ for all $z \in \Omega$;
- $\beta_1, \ldots, \beta_M : \Omega \to \mathbb{C}$ satisfy $|\alpha_j(z) - \beta_j(z)| \leq \delta$ for all $z \in \Omega$. 


Define inductively $\gamma_1(z) := \beta_1(z)$ and $\gamma_{j+1}(z) := \tilde{x}(\beta_{j+1}(z), \gamma_j(z))$ for $z \in \Omega$. Then

$$\left| \gamma_M(z) - \prod_{\ell=1}^M \alpha_\ell(z) \right| \leq 3M \varepsilon \quad \forall z \in \Omega.$$  

**Proof of Theorem 1.** As in Subsection 1.2, we identify the function $g : Q_{C^d} \to \mathbb{C}$ with the pair of functions $g_{\text{Re}}, g_{\text{Im}} : [0, 1]^{2d} \to \mathbb{R}$ and we will only explicitly show the approximation of $f := g_{\text{Re}}$, since $g_{\text{Im}}$ can be approximated in exactly the same way.

We roughly follow the structure of the proof of Theorem 1 in [31]: In the first step, we approximate $f$ by $f_*$, a sum of Taylor polynomials subordinate to a partition of unity, constructed with our activation function $\sigma$ in mind; see Section 5. In the second step we approximate $f_*$ by the realization $\tilde{f}$ of a $\sigma$-network of an appropriate architecture. An additional complication compared to the real setting considered in [31] is that we cannot access the real and imaginary parts of the inputs of $f$ exactly with a $\sigma$ network, but only approximatively; see Proposition 3.

**Step 1.** Employing similar notations to [31], we will denote ordered pairs (vectors) of coordinates by bold-faced characters. Given $N \in \mathbb{N}$ (specified precisely in Equation (6.1) below), let us write

$$\mathcal{N} := \{0, 1, \ldots, 2N\}^d \times \{0, 1, \ldots, 2N\}^d.$$  

For $m := (m_1, m_2, \ldots, m_{2d}) \in \mathcal{N}$, we define on $Q_{C^d} \cong [0, 1]^{2d}$ the function

$$\phi_m(x) = \phi_{N, m}(x) = \prod_{k=1}^d \psi_{\text{Re}} \left( 4N \cdot (x_k - \frac{m_k}{2N}) \right) \prod_{\ell=d+1}^{2d} \psi_{\text{Im}} \left( 4N \cdot (x_\ell - \frac{im_\ell}{2N}) \right),$$  

where $x = (x_1, \ldots, x_d, x_{d+1}, \ldots, x_{2d})$ and where $\psi_{\text{Re}}, \psi_{\text{Im}}$ are given by Equation (5.1).

Based on the observations in Section 5, we see that the $\phi_m$ ($m \in \mathcal{N}$) form a partition of unity on $[0, 1]^{2d}$ and satisfy $\text{supp}(\phi_m) \subset S_m$ for the set

$$S_m := \{ x \in \mathbb{R}^{2d} : |x_k - \frac{m_k}{2N}| < \frac{1}{2N} \quad \text{and} \quad |x_\ell - \frac{im_\ell}{2N}| < \frac{1}{2N} \quad \text{for all} \quad 1 \leq k \leq d < \ell \leq 2d \}.$$  

Now for any $m \in \mathcal{N}$, consider the Taylor polynomial of $f$ at the point $x = \frac{m}{2N}$ of degree $n - 1$, given by

$$P_m(x) = \sum_{n \in \mathbb{N}, |n| < n} \left[ \frac{\partial^n f(\frac{m}{2N})}{n!} \cdot \left( x - \frac{m}{2N} \right)^n \right],$$  

and define $f_* := \sum_{m \in \mathcal{N}} \phi_m P_m$.

For any $x \in [0, 1]^{2d}$, we can bound the error by

$$|f(x) - f_*(x)| = \left| \sum_{m \in \mathcal{N}} \phi_m(x)(f(x) - P_m(x)) \right| \leq \sum_{m : x \in S_m} |f(x) - P_m(x)| \phi_m(x)$$  

$$\leq \max_{m : x \in S_m} |f(x) - P_m(x)| \sum_{m \in \mathcal{N}} \phi_m(x) \leq \frac{(2d)^n}{n!} \left( \frac{1}{N} \right)^n \| f \|_{W_n}.$$  

This completes the proof of the theorem.
where, similar to the arguments on Page 108 of [31], we used successively the fact that the \( \phi_m \) form a partition of unity and are supported on \( S_m \), a standard bound for the error of approximation by the Taylor polynomial (see e.g. the proof of [22, Lemma A.8]), and finally that \( f \) is in the unit ball of the Sobolev space, meaning \( \|f\|_{\mathcal{W}^m,\infty} \leq 1 \). Therefore by choosing

\[
N := \left\lceil \left( \frac{n! \cdot \varepsilon}{2 \cdot (2d)^n} \right)^{-1/n} \right\rceil \tag{6.1}
\]

(where \( \lceil x \rceil \) is the smallest integer bigger or equal to \( x \)), we obtain that \( \|f - f_\ast\|_{L^\infty} \leq \frac{\varepsilon}{2} \).

**Step 2.** We approximate \( f_\ast \) up to error \( \frac{\varepsilon}{2} \) by a \( \sigma \)-network. To this end, note that we can rewrite \( f_\ast \) as

\[
f_\ast(x) = \sum_{m \in \mathcal{N}} \sum_{n \in \mathbb{N}_0^{2d} : |n| < n} a_{m,n} \cdot \phi_m(x) \cdot (x - \frac{m}{2N})^n.
\]

Note that all the coefficients \( a_{m,n} \) have absolute value at most 1, since \( \|f\|_{\mathcal{W}^n,\infty} \leq 1 \). Therefore \( f_\ast \) is a linear combination of no more than \( 2^{2d} (2N + 1)^{2d} \) terms of the form

\[
f_{m,n}(x) := \phi_m(x) \cdot (x - \frac{m}{2N})^n.
\]

Fix \( m \in \mathcal{N} \) and \( n \in \mathbb{N}_0^{2d} \) with \( |n| < n \) for the moment. We want to approximate the function \( f_{m,n} \) via Lemma 11. Thus, set \( S := n^{2d} |\mathcal{N}| \) and \( M := 2d + |n| < 2d + n \), and \( \tilde{\varepsilon} := \frac{\varepsilon}{(2d + n) S} \), as well as \( \delta := \tilde{\varepsilon}^2 \), and finally \( \Omega := Q_{\varepsilon_d} := \{ z \in \mathbb{C}^d : \text{Re}(z_j), \text{Im}(z_j) \in [0,1] \text{ for } j \in \{1,\ldots,d\} \} \).

As a first step, we estimate \( \tilde{\varepsilon} \). Directly from Equation (6.1), we see

\[
N \leq 1 + \left( \frac{2 \cdot (2d)^n}{n! \cdot \varepsilon} \right)^{1/n} \leq 1 + 4d \cdot \varepsilon^{-1} \leq 5d \cdot \varepsilon^{-1}.
\]

Thus, \( S = n^{2d} (2N + 1)^{2d} \leq (12dn)^{2d} \cdot \varepsilon^{-2d} \), whence \( \tilde{\varepsilon}^{-1} \leq C_1(d,n) \cdot \varepsilon^{-2d-1} \leq C_1(d,n) \cdot \varepsilon^{-3d} \).

Therefore, \( \ln(2/\tilde{\varepsilon}) \leq \ln(2C_1(d,n)) + 3d \ln(1/\varepsilon) \leq C_2(d,n) \cdot \ln(2/\varepsilon) \) for suitable constants \( C_1(d,n) \geq 1 \) and \( C_2(d,n) \geq 1 \).

Thus, Corollary 10 (applied with \( \tilde{\varepsilon} \) instead of \( \varepsilon \)) yields a function \( \tilde{x} : \mathbb{C}^2 \to \mathbb{C} \) satisfying

\[
|\tilde{x}(z,w) - z w| \leq \tilde{\varepsilon} \text{ for all } z, w \in \mathbb{C} \text{ with } |z|, |w| \leq 4,
\]

and such that \( \tilde{x} \) is implemented by a \( \sigma \)-network with width and depth bounded by \( C_3 \ln(2/\tilde{\varepsilon}) \leq C_4 \cdot \ln(2/\varepsilon) \) and at most \( C_3 \cdot \ln^2(2/\tilde{\varepsilon}) \leq C_4 \cdot \ln^2(2/\varepsilon) \) weights, each bounded in absolute value by \( C_3 \cdot \varepsilon^{-7} \leq C_4 \cdot \varepsilon^{-21d} \).

Here, \( C_3 \geq 1 \) is an absolute constant and \( C_4 = C_4(d,n) \geq 1 \).

Next, note that \( \frac{8N}{\varepsilon^7} \leq C_5(d,n) \cdot \varepsilon^{-7d} \). Therefore, Proposition 3 shows that there exist functions \( Re^{\tilde{x}}, Im^{\tilde{x}} : \mathbb{C} \to \mathbb{C} \) with

\[
|Re^{\tilde{x}}(z) - Re(z)| \leq \frac{\varepsilon^7}{8N} \text{ and } |Im^{\tilde{x}}(z) - Im(z)| \leq \frac{\varepsilon^7}{8N} \text{ for all } z \in \mathbb{C} \text{ with } |z| \leq 4,
\]

and such that \( Re^{\tilde{x}} \) and \( Im^{\tilde{x}} \) are implemented by shallow \( \sigma \)-networks with 10 weights of magnitude at most \( C_5 \left( \frac{\varepsilon^7}{8N} \right)^{-3} \leq C_6 \cdot \varepsilon^{-21d} \), for suitable \( C_6 = C_6(d,n) \geq 1 \).

Finally, to apply Lemma 11, writing \( n = (n_1, \ldots, n_{2d}) \), we define \( \alpha_k, \beta_k : \mathbb{C}^d \to \mathbb{C} \) for \( 1 \leq k \leq 2d + |n| = M \) as follows:

- For \( 1 \leq k \leq d \), set

\[
\alpha_k(z) := \psi^{Re}(4N Re(z_k) - 2m_k) \quad \text{and} \quad \beta_k(z) := \psi^{Re}(4N Re(z_k) - 2m_k);
\]
For $d + 1 \leq k \leq 2d$, set
\[ \alpha_k(z) := \psi^\text{Im}(4Ni\text{Im}(z_{k-d}) - 2im_k) \quad \text{and} \quad \beta_k(z) := \psi^\text{Im}(4Ni\text{Im}^2(z_{k-d}) - 2im_k); \]

- For $2d + n_1 + \cdots + n_{\ell-1} < k \leq 2d + n_1 + \cdots + n_{\ell} \leq 2d + n_1 + \cdots + n_d$ (1 \leq \ell \leq d), set
  \[ \alpha_k(z) := \text{Re}(z_{\ell}) - \frac{m_\ell}{2N} \quad \text{and} \quad \beta_k(z) := \text{Re}(z_{\ell}) - \frac{m_\ell}{2N}; \]

- For $2d + n_1 + \cdots + n_d \leq 2d + n_1 + \cdots + n_{\ell-1} < k \leq 2d + n_1 + \cdots + n_{\ell} \ (d + 1 \leq \ell \leq 2d)$, set
  \[ \alpha_k(z) := \text{Im}(z_{\ell-d}) - \frac{m_\ell}{2N} \quad \text{and} \quad \beta_k(z) := \text{Im}(z_{\ell-d}) - \frac{m_\ell}{2N}. \]

Since $\psi^\text{Re}, \psi^\text{Im}$ are 2-Lipschitz (this follows from the definition of $\psi^\text{Re}, \psi^\text{Im}$ and from Lemma 6), we see that $|\alpha_k(z) - \beta_k(z)| \leq \tilde{\varepsilon}^2 = \delta \leq 1$ for all $z \in \Omega$ and $1 \leq k \leq M$. Furthermore, note that indeed $|\alpha_k(z)| \leq 1$ (and hence $|\beta_k(z)| \leq 2$) for all $z \in \Omega$ and $1 \leq k \leq M$.

Overall, we can thus apply Lemma 11, which shows for
\[ \tilde{f}_{m,n} := \tilde{\times}(\beta_1, \tilde{\times}(\beta_2, \ldots, \tilde{\times}(\beta_{2d+|n|-1}, \beta_{2d+|n|})) \]
that
\[ |f_{m,n}(z) - \tilde{f}_{m,n}(z)| \leq 3M \tilde{\varepsilon} \leq \frac{\varepsilon}{2S} = \frac{1}{2n^{2d}|N|} \quad \forall z \in \Omega = Q_{Cd}, \]
where we identify $z = (z_1, \ldots, z_d) \in Q_{Cd}$ with $(\text{Re}(z_1), \ldots, \text{Re}(z_d), \text{Im}(z_1), \ldots, \text{Im}(z_d)) \in [0, 1]^{2d}$.

Thus, setting $\tilde{f} := \sum_{m \in N} \sum_{n \in \mathbb{N}_0^d, |n| < n} a_{m,n} \tilde{f}_{m,n}$ and recalling that $|a_{m,n}| \leq 1$, we see for any $z \in \Omega$ that
\[ |f(z) - \tilde{f}(z)| \leq \sum_{m \in N} \sum_{n \in \mathbb{N}_0^d, |n| < n} |a_{m,n}| |f_{m,n}(z) - \tilde{f}_{m,n}(z)| \leq |N| \cdot n^{2d} \cdot \frac{\varepsilon}{2n^{2d}|N|} = \frac{\varepsilon}{2}, \]
and hence $|f(z) - \tilde{f}(z)| \leq \varepsilon$ for all $z \in Q_{Cd}$, thanks to the bound from Step 1.

**Step 3 (Size of the network):** Note that $\tilde{f}_{m,n}$ can be expressed as a composition of the networks $\text{Id}_R$ (with $R = 2$) and $\text{Re}^k, \text{Im}^k, \psi^\text{Re}, \psi^\text{Im}$, as well as $\tilde{\times}$ (see Figure 6) and that the number of such subnetworks that appear in $\tilde{f}_{m,n}$ depends only on the dimension $d$ and the degree of smoothness $n$.

Next, note that with the implied constants (potentially) depending on $d$ and $n$, the following hold:
- $\text{Id}_R$ (with $R = 2$) is implemented by a $\sigma$-network with $O(1)$ weights and layers, and all weights bounded by $O(1)$;
- $\text{Re}^k$ and $\text{Im}^k$ are implemented by $\sigma$-networks with $O(1)$ weights and layers and all weights bounded by $O(\varepsilon^{-21d})$;
- $\psi^\text{Re}$ and $\psi^\text{Im}$ are implemented by $\sigma$-networks with $O(1)$ weights and layers and all weights bounded by $O(1)$; hence, $\psi^\text{Re}(4N \bullet -2m)$ and $\psi^\text{Im}(4iN \bullet -2im)$ (for $m \in \{0, 1, \ldots, 2N\}$) are implemented by $\sigma$-networks with $O(1)$ weights and layers and all weights bounded by $O(N) \subset O(\varepsilon^{-1})$;
is implemented by a \( f \) is a linear combination of the no more than \( d,n \) \( \Phi(z) \) with coefficients no larger in absolute value than \( \beta \) depend on \( f \). For the full details, we refer to Appendices A.2 and A.3.

This implies that \( f_{m,n} \) is implemented by a \( \Phi_{m,n} \) satisfying \( W(\Phi_{m,n}) \in O(\ln^2(2/\varepsilon)) \), \( B(\Phi_{m,n}) \), \( L(\Phi_{m,n}) \in O(\ln(2/\varepsilon)) \), and \( \|\Phi_{m,n}\| \in O(\varepsilon^{-2d}) \), where the implied constants (only) depend on \( d,n \). For the full details, we refer to Appendices A.2 and A.3.

Now, since \( f \) is a linear combination of the no more than \( n^{2d}(2N+1)^{2d} \) functions \( f_{m,n} \) with coefficients no larger in absolute value than 1 and recalling that \( N \leq d,n \varepsilon^{-1/n} \) (see Equation (6.1)), it follows that for some \( C = C(d,n) > 0 \) independent of \( \varepsilon \) and \( f \), the function \( \tilde{f} \) is implemented by a \( \sigma \)-network with no more than \( C \cdot \ln(2/\varepsilon) \) layers and no more than \( C \cdot \varepsilon^{-2d/n} \cdot \ln^2(2/\varepsilon) \) weights, each bounded in absolute value by \( C \cdot \varepsilon^{-4d} \).

Finally, note that \( \tilde{f} = \sum_{m \in \mathbb{Z}} \sum_{n \in [N]^{d,n} \mid m \leq n} a_{m,n} \tilde{f}_{m,n} \) where only the coefficients \( a_{m,n} \) depend on \( f \), whereas the functions \( \tilde{f}_{m,n} \) are independent of \( f \). This easily implies that one
can choose a fixed network architecture $\mathcal{A}$ (only depending on $d, n, \varepsilon$ but independent of $f$) with $L(A) \leq C \cdot \ln(2/\varepsilon)$ and $W(A) \leq C \cdot \varepsilon^{-2d/n} \cdot \ln^2(2/\varepsilon)$ such that $\tilde{f}$ is implemented by a $\sigma$-network $\Phi_f$ of architecture $\mathcal{A}$ and with $\|\Phi_f\| \leq C \cdot \varepsilon^{-4d}$.

7. Optimality. In this section, we show that the approximation rate obtained in Theorem 1 cannot be improved significantly. Precisely, we prove the following result:

**Theorem 12.** Let $d, n \in \mathbb{N}$, $\theta, \kappa, \gamma \geq 0$, and $C_0 \geq 1$. Assume that for every $\varepsilon \in (0, 1)$ and every $g \in \mathcal{F}_{n,d}$ there exists a function $g_\varepsilon$ implemented by a $\sigma$-network with at most $C_0 \cdot (\ln(2/\varepsilon))^{\kappa}$ layers and at most $C_0 \cdot \varepsilon^{-\gamma}$ weights, all bounded in absolute value by $C_0 \cdot \varepsilon^{-\theta}$ satisfying $\|g - g_\varepsilon\|_{L^\infty} \leq \frac{\varepsilon}{2}$.

Then necessarily $\gamma \geq 2d/n$.

The proof idea consists in showing that the set of $\sigma$-networks of a given complexity satisfies certain entropy bounds. If the approximation rate from Theorem 1 could be strictly improved, this would then imply entropy bounds for the set $\mathcal{F}_{n,d}$ that contradict the known asymptotics of the entropy numbers of $\mathcal{F}_{n,d}$ [8].

We will derive the entropy bounds for the network sets as a consequence of the following Lipschitz bound for the realization map $\Phi \mapsto R_\sigma \Phi$. Since this bound is quite similar to the one in [6, Theorem 2.6]—although there only real-valued networks with the ReLU activation function are considered—we postpone the proof to Appendix A.5.

**Lemma 13.** Given two networks $\Phi = (\{A_\ell, b_\ell\})_{\ell=1}^L$ and $\Psi = (\{B_\ell, c_\ell\})_{\ell=1}^L$ such that for each $\ell \in \{1, \ldots, L\}$, the matrices $A_\ell, B_\ell$ and vectors $b_\ell, c_\ell$ have the same dimension, define $\Phi - \Psi$ to be the network $(\{A_\ell - B_\ell, b_\ell - c_\ell\})_{\ell=1}^L$.

Let $R, R_0 \geq 1$ and assume $\|\Phi\|, \|\Psi\| \leq R$. Then, for every $z \in \mathbb{C}^{N_0}$ with $\|z\|_{L^\infty} \leq R_0$, we have

$$|R_\sigma \Phi(z) - R_\sigma \Psi(z)| \leq R_0 \cdot N_1 \cdots N_L \cdot 4^L \cdot R^{L-1} \cdot \|\Phi - \Psi\|.$$
Furthermore, we will use the following bound for the covering numbers of subsets of $\mathbb{R}^n$, taken from [6, Lemma 2.7]:

**Lemma 15.** Let $n \in \mathbb{N}$, $R \in [1, \infty)$ and $\varepsilon \in (0, e^{-1})$. Then, using the $\|\cdot\|_{\ell^\infty}$-norm on $\mathbb{R}^n$, we have

$$\text{Cov}([-R, R]^n, \varepsilon) \leq \exp(n \cdot \ln([R/\varepsilon])) \leq \exp(2n \cdot \ln(R/\varepsilon)) = (R/\varepsilon)^{2n}.$$ 

Using these preparations, we can finally prove Theorem 12.

**Proof of Theorem 12.** **Step 1:** Given $\varepsilon \in (0, e^{-1})$, set $W_\varepsilon := [C_0 \cdot (\frac{1}{3})^7]$ and $R_\varepsilon := C_0 \cdot (\frac{2}{3})^\theta$, as well as $L_\varepsilon := [C_0 \cdot (\ln(\frac{2}{3}))^\theta]$. Finally, let

$$\mathcal{NN}_\varepsilon := \{ R_\varepsilon \Phi |_{Q_{\mathcal{C}}} : d_{\text{in}}(\Phi) = d, d_{\text{out}}(\Phi) = 1, W(\Phi) \leq W_\varepsilon, L(\Phi) \leq L_\varepsilon \text{ and } \|\Phi\| \leq R_\varepsilon \}.$$ 

In this step, we show that

$$\ln\left(\text{Cov}_{C(Q_{\mathcal{C}})}(\mathcal{NN}_\varepsilon, \varepsilon_{/2})\right) \leq C_1 \cdot (\ln(2/\varepsilon))^{1+2\kappa} \cdot \varepsilon^{-\gamma} \quad (7.3)$$

for a suitable constant $C_1 = C_1(d, C_0, \kappa, \gamma, \theta) > 0$ independent of $\varepsilon$.

To see this, let us write $n := \{1, \ldots, n\}$ for $n \in \mathbb{N}$. Furthermore, given $L \in L_\varepsilon$ and $N = (N_1, \ldots, N_L) \in W_\varepsilon^L$ with $N_L = 1$ and given $J = (j_1, \ldots, j_L)$ with $j_t \subseteq N_t \times N_{t-1}$ and $|J_t| \leq W_\varepsilon$, define

$$\Lambda_{N,J} : \prod_{t=1}^{L} \left([-R_{\varepsilon}, R_{\varepsilon}]^{J_t} \times [-R_{\varepsilon}, R_{\varepsilon}]^{N_t} \times [-R_{\varepsilon}, R_{\varepsilon}]^{J_t} \times [-R_{\varepsilon}, R_{\varepsilon}]^{N_t}\right) \to C(Q_{\mathcal{C}}),$$

$$\left((A_{j,k}^{(A)}(j,k) \in J_t, b^{(B)}(j,k) \in J_t, c^{(C)}(j,k) \in J_t)\right)^L_{t=1} \mapsto R_\sigma \left((A^{(A)} + iB^{(B)}, b^{(B)} + ic^{(C)})^L_{t=1}\right),$$

where $A_{j,k}^{(A)} = B_{j,k}^{(B)} = 0$ for $(j, k) \in (N_t \times N_{t-1}) \setminus J_t$.

We first claim that $\mathcal{NN}_\varepsilon \subseteq \bigcup_{N,J} \text{Im}(\Lambda_{N,J})$, where the union is taken over all $N, J$ as above. To see this, note for $f \in \mathcal{NN}_\varepsilon$ that $f = R_\sigma \Phi$ for a network $\Phi = (A_\ell, b_\ell)_{\ell=1,...,L}$ that satisfies $L \leq L_\varepsilon, \sum_{j=1}^{L} \|A_j\|_\infty + \|b_j\|_\infty = W(\Phi) \leq W_\varepsilon$, and $\|A_\ell\|_{\ell^\infty}, \|b_\ell\|_{\ell^\infty} \leq R_\varepsilon$. Since $\sigma(0) = 0$, it is easy to see simply by dropping “dead neurons” (i.e., neurons that always compute the value 0, independent of the network input) that one can assume $A_\ell \subseteq C^{N_{\ell-1}} \times N_{\ell-1}$ where $N_\ell \leq W_\varepsilon$ for $\ell \in L$. Furthermore, the condition on the number of weights shows that for every $\ell \in L$, one can choose a set $J_\ell \subseteq N_\ell \times N_{\ell-1}$ satisfying $|J_\ell| \leq W_\varepsilon$ and such that $(A_\ell)_{j,k} = 0$ unless $(j, k) \in J_\ell$. This easily implies $f = R_\sigma \Phi \in \text{Im}(\Lambda_{N,J})$.

Next, note for fixed $L \in L_\varepsilon$ and $N \in W_\varepsilon^L$ that $N_\ell \leq dW_\varepsilon$ (even for $\ell = 0$) and hence

$$|\{J_t \subseteq N_{t-1} \times N_{t-1} : |J_t| \leq W_\varepsilon\}| = \sum_{\ell=0}^{\min\{W_\varepsilon, N_{\ell-1}\}} (N_{t}N_{t-1})^t \quad (7.4)$$

\[\leq \left(eN_{t}N_{t-1}/\min\{W_\varepsilon, N_{t}N_{t-1}\}\right)^{\min\{W_\varepsilon, N_{t}N_{t-1}\}} \leq (d^2eW_\varepsilon^2/W_\varepsilon)^{\min\{W_\varepsilon, N_{t}N_{t-1}\}} \leq \left(d^2eW_\varepsilon^2\right)^{W_\varepsilon^2}.$$
Here, the step marked with (*) used the elementary bound $\sum_{l=0}^{m} \binom{m}{l} \leq (en/m)^m$ which is valid for $1 \leq m \leq n$; see e.g. [27, Exercise 0.0.5].

As the next step, note that Lemma 13 shows that if we equip the domain of $\Lambda_{N,J}$ with the $\| \cdot \|_\infty$ norm, then $\Lambda_{N,J}$ is Lipschitz continuous with Lipschitz constant

$$\text{Lip}(\Lambda_{N,J}) \leq 2 \cdot (8W_e R_e)^L / \varepsilon \leq \left( 16C^2 \cdot (2 / \varepsilon)^{\gamma + \theta} \right) C_0 (\ln(4 / \varepsilon))^\kappa =: \Theta_\varepsilon.$$ Combining this with Equations (7.1), (7.2), and (7.4) and Lemma 15, we therefore see

$$\text{Cov}_{C(Q_{cd})}(N_{N_{\varepsilon}, \varepsilon/2}) \leq \sum_{L,N,J} \text{Cov}_{C(Q_{cd})}(\text{Im}(\Lambda_{N,J}), \varepsilon/2) \leq \sum_{L,N,J} \text{Cov}([ -R_e, R_e ] \sum_{\ell=1}^{L} |2 J_{\ell}| + 2W_e), \varepsilon / 2) \leq L_e \cdot W_e^L \cdot (d^2 e W_e) W_e \cdot \left( R_e \frac{2 \Theta_\varepsilon}{\varepsilon} \right) \frac{8 L e W_e}{\varepsilon}.$$ It is straightforward to see that $\ln(W_e) \leq \ln(d^2 e W_e) \lesssim \ln(2 / \varepsilon)$ and $\ln(L_e) \lesssim \ln(2 / \varepsilon)$, as well as $\ln(R_e) \lesssim \ln(2 / \varepsilon)$ and $\ln(\Theta_\varepsilon) \lesssim (\ln(2 / \varepsilon))^{1+1}$, where the implied constants only depend on $d, C_0, \gamma, \kappa, \theta$. In view of these estimates and because of $L_e, W_e \geq 1$, the preceding displayed equation shows

$$\ln \left( \text{Cov}_{C(Q_{cd})}(N_{N_{\varepsilon}, \varepsilon/2}) \right) \lesssim L_e \cdot W_e \cdot (\ln(2 / \varepsilon))^{1+1} \lesssim (\ln(2 / \varepsilon))^{1+2\kappa} \cdot \varepsilon^{-\gamma},$$ proving Equation (7.3).

**Step 2 (Completing the proof):** Let $\varepsilon \in (0, 1/e)$. Equation (7.3) implies that there exists a constant $M_\varepsilon \in \mathbb{N}$ with $M_\varepsilon \leq \exp(C_1 \cdot (\ln(2 / \varepsilon))^{1+2\kappa} \cdot \varepsilon^{-\gamma})$ and $N_{N_{\varepsilon}} \subset \bigcup_{m=1}^{M_\varepsilon} B_{\varepsilon/2}(g_m^{(\varepsilon)})$ for suitable $g_m^{(\varepsilon)} \in N_{N_{\varepsilon}}$, where $B_{\delta}(g) := \{ f \in C(Q_{\varepsilon}) : \| f - g \|_{L_{\infty}} \leq \delta \}$ is the closed ball of radius $\delta$ around $g$.

Now, for each $m \in M_\varepsilon$ choose $h_m^{(\varepsilon)} \in F_{n,d} \cap \overline{B}_{\varepsilon}(g_m^{(\varepsilon)})$ if this intersection is non-empty, and $h_m^{(\varepsilon)} = 0$ otherwise. By assumption of the theorem, for each $f \in F_{n,d}$ there exists $g \in N_{N_{\varepsilon}}$ satisfying $\| f - g \|_{L_{\infty}} \leq \varepsilon/2$. Then, $\| f - g_m^{(\varepsilon)} \|_{L_{\infty}} \leq \frac{\varepsilon}{2} + \| g - g_m^{(\varepsilon)} \|_{L_{\infty}} \leq \varepsilon$ for a suitable $m \in M_\varepsilon$, and hence $\| f - h_m^{(\varepsilon)} \|_{L_{\infty}} \leq \| f - g_m^{(\varepsilon)} \|_{L_{\infty}} + \| g_m^{(\varepsilon)} - h_m^{(\varepsilon)} \|_{L_{\infty}} \leq 2 \varepsilon$.

Overall, this shows $F_{n,d} \subset \bigcup_{m=1}^{M_\varepsilon} \overline{B}(h_m^{(\varepsilon)} \cdot 2 \varepsilon)$ and hence

$$\ln \left( \text{Cov}(F_{n,d}, 2\varepsilon) \right) \leq \ln(M_\varepsilon) \leq C_1 \cdot (\ln(2 / \varepsilon))^{1+2\kappa} \cdot \varepsilon^{-\gamma} \quad \forall \varepsilon \in (0, 1/e).$$ In view of Lemma 14, this is only possible if $\gamma \geq 2d/n$, which is what we wanted to show. $\blacksquare$

8. **Conclusion.** In the present paper, we studied the problem of approximating functions of regularity $C^n$ defined on $\mathbb{C}^d$ using feed-forward complex-valued neural networks (CVNNs) with modReLU activation function. We showed that (ignoring logarithmic factors) a suitably constructed modReLU CVNN with $O(\varepsilon^{-2d/n})$ parameters (weights) can achieve uniform approximation error $\varepsilon$. Moreover, we showed that this rate is near-optimal. This is as expected, since comparable real-valued neural networks obtain the same rates, cf. [31] (identifying $\mathbb{C} \simeq \mathbb{R}^2$).
Since it is known that ReLU neural networks achieve optimal approximation rates for $C^n$ functions (see [7,22,31]), it cannot be expected that (modReLU) CVNNs strictly improve on ReLU networks, even in the complex setting. Rather, since CVNNs have been empirically observed to outperform real-valued neural networks in many applications involving complex-valued inputs [4,28], our goal is to initiate the study of the expressivity of CVNNs; furthermore, our goal was to rigorously prove that modReLU CVNNs can match the approximation capabilities of ReLU neural networks. Our results confirm that this is indeed the case.

The essential properties of the modReLU on which our proof relies are the following:

- modReLU CVNNs of a constant size can approximate the function $z \mapsto \text{Re}(z)$ (and hence also the function $z \mapsto \text{Im}(z)$) arbitrarily well; see Proposition 3;
- modReLU CVNNs of a constant size can approximate the “complexified” ReLU function $z \mapsto g(\text{Re}(z)) = \max\{0, \text{Re}(z)\}$ arbitrarily well; see Proposition 5; and
- the modReLU is Lipschitz continuous.

Once these properties are known for a given activation function, the arguments used to prove our main theorem (which build upon the ideas in [31]), can be used to prove an analogous approximation result for that activation function. The Lipschitz continuity is used to control the propagation of errors among the layers of the network; it can probably be replaced by Hölder continuity and possibly even by uniform continuity. The main technical contribution of the paper is thus to verify that the above properties are satisfied for the modReLU and to show that these properties imply the main approximation result.

**Appendix A. Postponed technical proofs.**

**A.1. Proof of Lemma 4.**

**Proof.** Set $w := h z + \frac{1}{h}$. If $\text{Im}(z) = 0$, then $w \in (0, \infty)$ and hence $\text{sgn}(w) - 1 = 0 = \text{Im}(z)$, so that the first part of Equation (2.2) is true. Hence, we can assume in what follows that $\text{Im}(z) \neq 0$. Now, note by choice of $h$ that $0 < h \leq \frac{1}{2}$ and $h |z| \leq \frac{1}{2}$, which shows that $|1 + z^2 h^2| \geq 1 - h \cdot h |z| \geq \frac{3}{4}$ and therefore also $|w| = \frac{1}{h} |1 + h^2 z| \geq \frac{3}{4h} > 0$.

As a consequence, we obtain the estimate

$$\left| \frac{1}{h^2} \frac{1}{w} - 1 \right| = \frac{1}{h} \cdot \left| \frac{1}{h} \frac{1}{h-1 + h z} - 1 \right| = \frac{1}{h} \cdot \left| \frac{1}{1 + h^2 z} - 1 \right| = \frac{1}{h} \cdot \frac{1 - |1 + h^2 z|}{|1 + h^2 z|} \leq \frac{1}{h} \cdot \frac{2}{3} = \frac{4}{3} \cdot \frac{1}{h} \leq \frac{2}{3} \leq 1.$$  

As $\text{Im}(w) = h \text{Im}(z) \neq 0$, this implies

$$\left| \frac{1}{h^2} \text{Im}(w/|w|) - \text{Im}(z) \right| = h \cdot \left| \text{Im}(z) \right| \cdot \left| \frac{1}{h^2} \frac{\text{Im}(w/|w|)}{\text{Im}(w)} - 1 \right| = h \cdot \left| \text{Im}(z) \right| \cdot \left| \frac{1}{h^2} \frac{1}{|w|} - 1 \right| \leq \frac{2}{3} \cdot \frac{1}{h} \leq h |z|.$$  

Next, note $\text{Re}(w) = \frac{1}{h} \cdot (1 + h^2 \text{Re}(z)) \geq \frac{1}{h} \cdot (1 - h \cdot h |z|) \geq \frac{1}{h} \cdot (1 - \frac{1}{2} \cdot \frac{1}{2}) = \frac{3}{4h} > 0$. Hence, $\text{Re}(w) + |w| \geq 2 \text{Re}(w) \geq \frac{3}{2h}$. Since also $|\text{Im}(w)| = h \left| \text{Im}(z) \right| \leq h |z|$, we thus see

$$\left| \text{Re}(w) - |w| \right| = \frac{(\text{Re}(w) - |w|)(\text{Re}(w) + |w|)}{\text{Re}(w) + |w|} = \frac{(\text{Re}(w))^2 - |w|^2}{\text{Re}(w) + |w|} \leq \frac{|\text{Im}(w)|^2}{\frac{3}{2h}}.$$
and hence \[ |\text{Re}(w) - |w|| \leq \frac{2}{3} h^3 |z|^2. \] Together with the estimate \(|w| \geq \frac{3}{4h}\) from the beginning of the proof, we get

\[
\frac{1}{h^2} \left| \text{Re}(w/|w|) - 1 \right| = \frac{1}{h^2} \left| \frac{\text{Re}(w) - |w|}{|w|} \right| \leq \frac{1}{h^2} \frac{2}{3} h^3 |z|^2 = \frac{2}{3} h^2 |z|^2 \leq h^2 |z|^2.
\]

Combining everything, we arrive at

\[
\left| \text{Im}(z) - \frac{i}{h^2} \cdot (\text{sgn}(hz + \frac{1}{h}) - 1) \right| = \left| \frac{i}{h^2} \cdot \left( \frac{w}{|w|} - 1 \right) - \text{Im}(z) \right| \\
\leq \left| \frac{i}{h^2} \cdot i \cdot \text{Im} \left( \frac{w}{|w|} \right) - \text{Im}(z) \right| + \left| \frac{i}{h^2} \cdot \left( \text{Re} \left( \frac{w}{|w|} \right) - 1 \right) \right| \\
\leq \frac{1}{h^2} \text{Im}(w/|w|) - \text{Im}(z) + \frac{1}{h^2} \text{Re}(w/|w|) - 1 \right| \\
\leq |h| |z| + h^2 |z|^2 \leq 2h |z|,
\]

proving the first estimate in Equation (2.2). To prove the second estimate in Equation (2.2), simply note that \(\text{Re}(z) = \text{Im}(iz)\) and \(\text{sgn}(iw) = i \text{sgn}(w)\); hence, we get as claimed that

\[
2h |z| = 2h |iz| \geq \left| \text{Re}(z) - \frac{i}{h^2} \cdot (i \text{sgn}(hz - \frac{i}{h} + i) \right| \\
= \left| \text{Re}(z) - \frac{i}{h^2} \cdot (i \text{sgn}(hz - \frac{i}{h}) + i) \right| \leq \left| \text{Re}(z) - \frac{i}{h^2} \cdot (i \text{sgn}(hz - \frac{i}{h} + i) \right|.
\]

**A.2. Composition of neural networks.** The composition of several neural networks is clearly again represented by a neural network. In this appendix we make this statement more precise, showing how the size of the resulting network is related to the size of the “input” networks. We note that the bounds for modReLU networks that we derive here are slightly worse than those derived for ReLU networks in [22, Section 2], owing to the fact that one can easily implement the identity function using the ReLU while this seems not to be possible (on all of \(\mathbb{C}\)) using the modReLU.

But first, we need some additional notation: Given a network \(\Phi = ((A_1, b_1), \ldots, (A_L, b_L))\), let us write \(W_{\text{in}}(\Phi) := \|A_1\|_{\infty} + \|b_1\|_{\infty}\) and \(W_{\text{out}}(\Phi) := \|A_L\|_{\infty} + \|b_L\|_{\infty}\) and furthermore \(\|\Phi\|_{\text{in}} := \max \{\|A_1\|_{\infty}, \|b_1\|_{\infty}\}\) and \(\|\Phi\|_{\text{out}} := \max \{\|A_L\|_{\infty}, \|b_L\|_{\infty}\}\). Now, assuming that \(L \geq 2\) and given a further network \(\Psi = ((B_1, c_1), \ldots, (B_M, c_M))\) with \(d_{\text{out}}(\Psi) = d_{\text{in}}(\Phi)\) and \(M \geq 2\), define the composition of \(\Phi, \Psi\) as

\[
\Phi \bullet \Psi := ((B_1, c_1), \ldots, (B_{M-1}, c_{M-1}), (A_1 B_M, b_1 + A_1 c_M), (A_2, b_2), \ldots, (A_L, b_L)).
\]

It is straightforward to verify \(R_\sigma(\Phi \bullet \Psi) = R_\sigma \Phi \circ R_\sigma \Psi\) and \(L(\Phi \bullet \Psi) = L(\Phi) + L(\Psi) - 1\) and \(B(\Phi \bullet \Psi) \leq \max \{B(\Phi), B(\Psi)\}\). The next lemma provides further bounds on the size of \(\Phi \bullet \Psi\).

**Lemma 16.** Let \(\Phi^{(1)}, \ldots, \Phi^{(K)}\) be neural networks of depth \(L(\Phi^{(i)}) \geq 2\) for \(i \in \{1, \ldots, K\}\) and satisfying \(d_{\text{out}}(\Phi^{(i)}) = d_{\text{in}}(\Phi^{(i+1)})\) for \(i \in \{1, \ldots, K - 1\}\). Then the following hold:

1. If \(W_{\text{in}}(\Phi^{(i)}), W_{\text{out}}(\Phi^{(i)}) \leq C\) for all \(i \in \{1, \ldots, K\}\) and some \(C > 0\), then

\[
W(\Phi^{(K)} \bullet \cdots \bullet \Phi^{(1)}) \leq C^2 \cdot (K - 1) + \sum_{i=1}^{K} W(\Phi^{(i)}).
\]
and use Equation (A.5) and the inductive assumption to obtain completing the induction for Equation (A.2).

**Remark 17.** In particular, Equation (A.2) shows that if \(B, W \geq 1\) and \(W(\Phi^{(i)}) \leq W\) as well as \(B(\Phi^{(i)}) \leq B\) for all \(i \in \{1, \ldots, K\}\), then \(W(\Phi^{(K)} \cdots \Phi^{(1)}) \leq K \cdot (B^2 + W)\).

**Proof.** Before we prove the general case, we analyze the composition of two networks as in Equation (A.1). First, note for \(A \in \mathbb{C}^{N \times K}\) and \(B \in \mathbb{C}^{K \times P}\) that

\[
\|AB\| \leq \sum_{i,j} I_{(AB)_{i,j} \neq 0} I_{A_{i, \ell} \neq 0} I_{B_{\ell,j} \neq 0} \leq \sum_{i,j} I_{A_{i, \ell} \neq 0} \max_{\ell} \sum_{j} I_{B_{\ell,j} \neq 0} \leq \|A\| \|B\|.
\]

A similar (but easier) calculation shows that \(\|Av\| \leq \|A\|v\) for \(v \in \mathbb{C}^K\). Based on these estimates, we see (in the notation of Equation (A.1)) that

\[
\|b_1 + A_1 c_M\| \leq \|b_1\| + \|A_1\| \|c_M\| \leq W(\Phi) \cdot (1 + W(\Psi)).
\]

Directly from the definition of \(\Phi \bullet \Psi\), we thus see

\[
W(\Phi \bullet \Psi) \leq W(\Phi) + W(\Psi) + W(\Phi) + W(\Phi)(1 + W(\Psi)) \leq W(\Phi) + W(\Psi) + W(\Phi) W(\Psi).
\]

Next, given \(A \in \mathbb{C}^{N \times K}\) and \(B \in \mathbb{C}^{K \times P}\) it is easy to see \(\|AB\| \leq K \cdot \|A\| \|B\|\). Based on this, we see in the notation of Equation (A.1) that \(\|A_1 B_M\| \leq d(\Psi) \|A_1\| \|B_M\|\) and \(\|b_1 + A_1 c_M\| \leq \|b_1\| + d(\Psi) \|A_1\| \|c_M\| \leq \|\Phi\| \max (1 + d(\Psi)) \|\Psi\|\). Thus, we see directly from the definition of \(\Phi \bullet \Psi\) that

\[
\|\Phi \bullet \Psi\| \leq \max \{\|\Phi\|, \|\Psi\|, \|\Phi\| \max (1 + d(\Psi)) \|\Psi\|\}.
\]

Now, we prove Equations (A.2) and (A.3) by induction on \(K \in \mathbb{N}\). For \(K = 1\) the claim is trivial. Next, assume that the claim holds for some \(K \in \mathbb{N}\) and set \(\Psi := \Phi^{(K)} \cdots \Phi^{(1)}\).

For proving Equation (A.2), note \(W(\Phi^{(K+1)}) \leq C\) and \(W(\Psi) = W(\Phi^{(K)}) \leq C\). Therefore, combining Equation (A.4) with the inductive assumption, we see

\[
W(\Phi^{(K+1)} \bullet \Psi) \leq W(\Phi^{(K+1)}) + W(\Psi) + W(\Phi^{(K+1)}) W(\Psi)
\]

\[
\leq W(\Phi^{(K+1)}) + C^2 \cdot (K - 1) + \sum_{i=1}^{K} W(\Phi^{(i)}) + C \cdot C
\]

\[
= C^2 \cdot ((K + 1) - 1) + \sum_{i=1}^{K+1} W(\Phi^{(i)}),
\]

completing the induction for Equation (A.2).

To prove Equation (A.3), note \(\|\Psi\| \leq \|\Phi^{(K)}\| \leq C\) and \(d(\Psi) = d(\Phi^{(K)}) \leq D\) and use Equation (A.5) and the inductive assumption to obtain

\[
\|\Phi^{(K+1)} \bullet \Psi\| \leq \max \{\|\Phi^{(K+1)}\|, \|\Psi\|, \|\Phi^{(K+1)}\| \max (1 + d(\Psi)) \|\Psi\|\} \leq 2D \cdot C^2,
\]
Indeed, all except the first and final of these statements follow directly from the definitions. The last part of the lemma follows by induction after noting that $L(\Phi \bullet \Psi) = L(\Phi) + L(\Psi) - 1$ and $R_\sigma(\Phi \bullet \Psi) = R_\sigma \Phi \circ R_\sigma \Psi$.

**A.3. Linear combinations of neural networks.** In this appendix we show that the linear combinations of neural networks of a common depth can again be implemented as a neural network. Indeed, let $d, K \in \mathbb{N}$, and for each $j \in \{1, \ldots, K\}$ let $a_j \in \mathbb{C}$ and let $\Phi^{(j)} = ((A_1^{(j)}, b_1^{(j)}), \ldots, (A_L^{(j)}, b_L^{(j)}))$ be a neural network with $d_{\text{in}}(\Phi^{(j)}) = d$ and $d_{\text{out}}(\Phi^{(j)}) = 1$ and of common depth $L(\Phi^{(j)}) = L$. Define $\Psi := ((A_1, b_1), \ldots, (A_L, b_L))$, where

$$A_1 := \begin{pmatrix} A_1^{(1)} \\ \vdots \\ A_1^{(K)} \end{pmatrix}, \quad A_L := (a_1 A_L^{(1)}) \cdots (a_K A_L^{(K)}), \quad \text{and} \quad b_\ell := \begin{pmatrix} b_\ell^{(1)} \\ \vdots \\ b_\ell^{(K)} \end{pmatrix}$$

for $\ell \in \{1, \ldots, L-1\}$, as well as $A_\ell := \text{diag}(A_1^{(\ell)}, \ldots, A_K^{(\ell)})$ for $\ell \in \{2, \ldots, L-1\}$ and $b_L := \sum_{j=1}^{K} a_j b_L^{(j)}$. It is easy to verify that

$$R_\sigma \Psi = \sum_{j=1}^{K} a_j R_\sigma \Phi^{(j)}, \quad L(\Psi) = L, \quad W(\Psi) \leq \sum_{j=1}^{K} W(\Phi^{(j)}), \quad B(\Psi) \leq \sum_{j=1}^{K} B(\Phi^{(j)}), \quad \text{and} \quad \|\Psi\| \leq \sum_{j=1}^{K} (1 + |a_j|) \|\Phi^{(j)}\|.$$

(A.6)

Indeed, all except the first and final of these statements follow directly from the definitions. To verify the final statement, note by definition of $\| \cdot \|_\infty$ that

$$\|A_1\|_\infty = \max_{j \in \{1, \ldots, K\}} \|A_1^{(j)}\|_\infty \leq \max_{j \in \{1, \ldots, K\}} \|\Phi^{(j)}\|$$

and

$$\|b_\ell\|_\infty = \max_{j \in \{1, \ldots, K\}} \|b_\ell^{(j)}\|_\infty \leq \max_{j \in \{1, \ldots, K\}} \|\Phi^{(j)}\| \quad \text{for} \quad \ell \in \{1, \ldots, L-1\},$$

as well as

$$\|A_L\|_\infty \leq \max_{j \in \{1, \ldots, K\}} |a_j| \|A_L^{(j)}\|_\infty \leq \max_{j \in \{1, \ldots, K\}} |a_j| \|\Phi^{(j)}\|$$

and

$$\|b_L\|_\infty \leq \sum_{j=1}^{K} |a_j| \|b_L^{(j)}\| \leq \sum_{j=1}^{K} |a_j| \|\Phi^{(j)}\|,$$

which implies as claimed that $\|\Psi\| \leq \sum_{j=1}^{K} (1 + |a_j|) \|\Phi^{(j)}\|$. Finally, to verify the first statement, an induction with respect to $\ell \in \{1, \ldots, L-1\}$ shows that if we set $T^{(j)}_\ell := A_\ell^{(j)}(\bullet) + b_\ell^{(j)}$ and $T_\ell := A_\ell(\bullet) + b_\ell$ and finally $F^{(j)}_\ell := (\sigma \circ T^{(j)}_\ell) \circ \cdots \circ (\sigma \circ T^{(1)}_\ell)$ and $F_\ell := (\sigma \circ T_\ell) \circ \cdots \circ (\sigma \circ T_1)$, then $F_\ell(z) = (F^{(1)}_\ell(z), \ldots, F^{(K)}_\ell(z))$ for $z \in \mathbb{C}^d$ and $\ell \in \{1, \ldots, L-1\}$. Based on this, the first statement in Equation (A.6) follows from the definition of the realization map $R_\sigma$ (see Subsection 1.1).
A.4. Proof of Lemma 11.

Proof. Define \( \theta_j(z) := \prod_{\ell=1}^j \alpha_\ell(z) \) and \( \kappa_j := \varepsilon \sum_{\ell=1}^j (1 + \varepsilon)^\ell \). We will show inductively that \( |\gamma_j(z) - \theta_j(z)| \leq \kappa_j \). This will imply the claim by taking \( j = M \), since we have

\[
(1 + \varepsilon)^\ell \leq (1 + \varepsilon)^{M+1} \leq \left( 1 + \frac{1}{M+1} \right)^{M+1} \leq \varepsilon \leq 3
\]

and hence \( \kappa_j \leq \kappa_M \leq 3M \varepsilon \).

The case \( j = 1 \) is trivial, since \( |\gamma_1(z) - \theta_1(z)| = |\beta_1(z) - \alpha_1(z)| \leq \delta \leq \varepsilon^2 \leq \varepsilon \leq \kappa_1 \). For the induction step, first note that

\[
\kappa_j \leq \kappa_M = \varepsilon (1 + \varepsilon) \sum_{\ell=0}^{M-1} (1 + \varepsilon)^\ell = \varepsilon (1 + \varepsilon) \frac{(1 + \varepsilon)^{M-1} - 1}{(1 + \varepsilon) - 1} \\
\leq (1 + \varepsilon)^{M+1} \leq \left( 1 + \frac{1}{M+1} \right)^{M+1} \leq \varepsilon \leq 3
\]

and hence \( |\gamma_j(z)| \leq |\theta_j(z)| + \kappa_j \leq 4 \), since \( |\alpha_\ell(z)| \leq 1 \) for all \( \ell \), and thus \( |\theta_j(z)| \leq 1 \). Since also \( |\beta_{j+1}(z)| \leq \delta + |\alpha_{j+1}(z)| \leq 1 + \delta \leq 4 \), we see by the properties of \( \tilde{x} \) for any \( z \in \Omega \) that

\[
|\gamma_{j+1}(z) - \theta_{j+1}(z)| \leq |\tilde{x}(\beta_{j+1}(z), \gamma_j(z)) - \beta_{j+1}(z)\gamma_j(z)| \\
+ |\beta_{j+1}(z)\gamma_j(z) - \beta_{j+1}(z)\theta_j(z)| \\
+ |(\beta_{j+1}(z) - \alpha_{j+1}(z))\theta_j(z)| \\
\leq \varepsilon + |\beta_{j+1}(z)| \cdot \kappa_j + \delta \cdot |\theta_j(z)| \\
\leq \varepsilon + \delta + (1 + \delta)\kappa_j \leq \varepsilon(1 + \varepsilon) + (1 + \varepsilon)\kappa_j,
\]

where the last step used that \( \delta \leq \varepsilon^2 \leq \varepsilon \). Finally, note by choice of \( \kappa_j \) that

\[
\varepsilon(1 + \varepsilon) + (1 + \varepsilon)\kappa_j = \varepsilon(1 + \varepsilon) + \varepsilon \sum_{\ell=2}^{j+1} (1 + \varepsilon)^\ell = \varepsilon \sum_{\ell=1}^{j+1} (1 + \varepsilon)^\ell = \kappa_{j+1}.
\]

This completes the induction and thus the proof.

A.5. Proof of Lemma 13.

Proof. Set \( \sigma_\ell := \sigma \) for \( \ell \in \{1, \ldots, L - 1 \} \) and \( \sigma_L := \text{id}_\mathbb{C} \). It is easy to see in each case that \( \sigma_\ell(0) = 0 \); furthermore, Lemma 6 implies that each \( \sigma_\ell \) is 1-Lipschitz. Now, inductively define \( w_0 := v_0 := z \) as well as \( w_{\ell+1} := \sigma_{\ell+1}(A_{\ell+1} w_\ell + b_{\ell+1}) \) and \( v_{\ell+1} := \sigma_{\ell+1}(B_{\ell+1} v_\ell + c_{\ell+1}) \) for \( \ell \in \{0, \ldots, L - 1 \} \). We then have \( R_\sigma \Phi(z) = w_L \) and \( R_\sigma \Psi(z) = v_L \). We will show inductively that \( \|v_\ell\|_{\ell^\infty} \leq R_0 \cdot (2R)^\ell \cdot N_1 \cdots N_{\ell-1} \) and \( \|v_\ell - w_\ell\|_{\ell^\infty} \leq R_0 \cdot N_1 \cdots N_{\ell-1} \cdot 4^L R^{L-1} \cdot \|\Phi - \Psi\| \), which then implies the claim of the lemma.

For \( \ell = 0 \), we trivially have \( \|v_0\|_{\ell^\infty} = \|z\|_{\ell^\infty} \leq R_0 = R_0 \cdot (2R)^\ell \cdot N_1 \cdots N_{\ell-1} \) and furthermore \( \|v_0 - w_0\|_{\ell^\infty} = 0 \leq R_0 \cdot N_1 \cdots N_{\ell-1} \cdot 4^L R^{L-1} \cdot \|\Phi - \Psi\| \).
Next, if the claimed estimates hold for some $\ell \in \{0, \ldots, L - 1\}$, we see

$$\|v_{\ell+1}\|_j = |\sigma_{\ell+1}(B_{\ell+1}v_\ell + c_{\ell+1})| \leq \|B_{\ell+1}v_\ell + c_{\ell+1}\|
$$

$$\leq \|\epsilon_{\ell+1}\| + \sum_{m=1}^{N_\ell} \|B_{\ell+1,j,m}\| \|v_m\| \leq R + N_\ell R_0 \cdot (2R)^{\ell} \cdot N_1 \cdots N_{\ell-1}
$$

$$\leq R_0 \cdot (2R)^{\ell+1} \cdot N_1 \cdots N_{\ell} \cdot \left( \frac{1}{2} \frac{1}{R_0 (2R)^\ell N_1 \cdots N_{\ell}} + \frac{1}{2} \right) \leq R_0 \cdot (2R)^{\ell+1} \cdot N_1 \cdots N_{\ell},$$

proving the first estimate for $\ell + 1$ instead of $\ell$. In a similar way, we see

$$\|w_{\ell+1}\|_j - \|v_{\ell+1}\|_j = |\sigma_{\ell+1}(A_{\ell+1}w_\ell + b_{\ell+1}) - \sigma_{\ell+1}(B_{\ell+1}v_\ell + c_{\ell+1})|
$$

$$\leq \|\sigma_{\ell+1}(A_{\ell+1}w_\ell - B_{\ell+1}v_\ell)\| + \|b_{\ell+1} - c_{\ell+1}\| \|v_\ell\|_\infty.
$$

(A.7)

Next, note that

$$\|A_{\ell+1}w_\ell - B_{\ell+1}v_\ell\|_j \leq \sum_{m=1}^{N_\ell} \|(A_{\ell+1,j,m}(w_\ell - v_\ell)_m) + (A_{\ell+1,j,m} - (B_{\ell+1,j,m})v_\ell)_m\|
$$

$$\leq N_\ell \cdot \left( R \cdot \|w_\ell - v_\ell\|_\infty + \|\Phi - \Psi\| \cdot \|v_\ell\|_\infty \right)
$$

$$\leq R_0 \cdot N_1 \cdots N_{\ell} \cdot 4^{\ell+1} R^\ell \cdot \|\Phi - \Psi\| \cdot \left( \frac{1}{2} + \frac{g}{3R+1} \right)
$$

$$\leq \frac{1}{2} \cdot R_0 \cdot N_1 \cdots N_{\ell} \cdot 4^{\ell+1} R^\ell \cdot \|\Phi - \Psi\|,\nonumber$$

where the step marked with $(\ast)$ used the induction hypothesis. Combining this estimate with Equation (A.7) and noting

$$\|b_{\ell+1} - c_{\ell+1}\| \|v_\ell\|_\infty \leq \|\Phi - \Psi\| \leq \frac{1}{2} \cdot R_0 \cdot N_1 \cdots N_{\ell} \cdot 4^{\ell+1} R^\ell \cdot \|\Phi - \Psi\|,$$

completes the induction.

\[ \square \]
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