FIAEs in famous faces are mediated by type of processing
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INTRODUCTION

Face distortion aftereffects (FDAEs) have been reported whereby adaptation to a face distorted in one direction (e.g., compressed) will cause post-adaptation faces to appear distorted in the opposite direction (e.g., expanded; Webster and MacLin, 1999; Yamashita et al., 2005; Carbon et al., 2007; Little et al., 2008). One critical question is whether aftereffects in face recognition reflect expert face-specific mechanisms or lower-level generalized mechanisms (Hole, 2011). Adaptation is typically said to be due to some sort of fatigue of cells that respond to a particular characteristic (e.g., Ferrer and Miller, 2000). Low-level adaptation is tied closely to the physical properties of the stimuli: the adaptor must match the test stimuli. For higher-level adaptation mechanisms, the adaptor and the test do not have to match so well and aftereffects can transfer across viewpoints and images. There is sufficient evidence to suggest that both lower- and higher-level adaptation mechanisms are involved in face aftereffects, but the relative involvement of each is not well understood.

In their seminal study, Webster and MacLin (1999) created a series of stimuli of faces that were distorted from the norm in a Gaussian fashion in vector format. The resulting set of faces was presented to participants using a nulling-match procedure, whereby participants had to adjust a distorted face to appear normal. After inspecting an adaptation face for 5 min and for 8 s between each test image, participants had to adjust the distorted face such that it would appear normal. The adjustments the participants made were distorted in the opposite direction to the adaptation stimuli the participants had seen. The results were replicated in a normal rating procedure.

Webster and MacLin also noted that adaptation to an undistorted face was not possible: in other words, staring at a normal face did not affect the perception of distorted faces. Moreover, aftereffects transferred across faces and even to the perceivers’ own faces. The aftereffects occurred for upright faces and for inverted faces, but only if the orientation of the adaptor face was matched with the orientation of the test faces. The FDAE is partially size-tolerant since it transfers from an adaptor of one size to test stimuli of a different size, even the size difference is a factor of 4 (Zhao and Chubb, 2001). The magnitude of such aftereffects is significantly smaller when the test face and the adaptor do not match. FDAEs also transfer across parts of the retina (Hurlbert, 2001; Anderson and Wilson, 2005) and partially across viewpoints (Jiang et al., 2006). These results indicate that these aftereffects involve at least some higher-level mechanisms.

Yamashita et al. (2005) found that the magnitude of face aftereffects are dependent on the visual similarities between the adaptor and the test stimuli. Nevertheless, changes that affect the recognizability of faces affect the magnitude of aftereffects more than changes that do not affect the recognizability. Size and color differences between the adaptor and the test stimuli reduce the magnitude of adaptation significantly less than spatial frequency and contrast differences between the adaptation and test stimuli.

Often considered similar to FDAEs are face identity aftereffects (FIAEs), whereby the perceived identity of a face is altered after adaptation to a particular identity. Leopold et al. (2001) conducted an elaborate study into FIAEs. In their study, 200 faces were morphed together to produce a prototype face. This was assumed to be the center of the face-space (see Valentine, 1991). Due to the morphing process, each face identity could be measured in terms of Euclidean distances from the prototype face. Thus, a series of faces were created ranging from the prototype face to the face identity, each differing in identity “strength.” Identification thresholds (the required identity strength to perceive the face identity) were taken before and after adaptation to an anti-face identity (opposite from the face identity in terms of Euclidean geometry). Post-adaptation to the anti-face, the identification threshold was lowered by 12.5% suggesting it was easier to perceive the identity following adaptation since the prototypical face is shifted. The magnitude of the aftereffects were similar for upright and inverted faces, provided that the adaptation and test faces were in the same orientation.
Another facet of the FIAE is that it transfers across viewpoints at least in some participants (Jiang et al., 2007, 2009). Their participants were adapted to a face image in one pose and tested on images in the same or different poses. Their results indicated that although significant adaptation occurred when the faces are in a different pose, the magnitude is significantly less than when the images are in the same pose. This study certainly indicates that this adaptation is not solely based on the visual similarity between adaptation and test (and thus higher-level). Similar results were obtained by Benton et al. (2006) in that some of their participants showed adaptation transferring across viewpoints while others did not. Hills et al. (2008) found an individual difference variable that moderated the magnitude of face aftereffects: the ability to visualize whereby participants who were better able to mentally visualize a scene showed larger aftereffects than participants less able to visualize. Suggesting that there is some higher-level mechanism behind these aftereffects leads on to the question of whether this mechanism is face-specific or if is based on shape-aftereffects (e.g., Suzuki, 2001, 2003).

Face recognition is characterized by an expert processing mechanism that relies on the configuration of two eyes above a nose above a mouth rather than processing features independently (typically referred to as configurual coding as opposed to featural coding (e.g., Maurer et al., 2002). This configuration is disrupted in an inverted face (Yin, 1969), making it harder to recognize (e.g., Diamond and Carey, 1986). Photographic negation (reversed contrast polarity) of a facial image causes it to be recognized less accurately, but does not alter the type of processing engaged (e.g., Galper, 1970). Photographic negatives are generally associated with more error in encoding rather than a change in processing (e.g., Valentine, 1991; George et al., 1999; Russell et al., 2006).

Few studies have looked at the effect type of processing (expert and potentially face-specific configural coding versus inexpert and object-based featural coding) has on the magnitude of the FIAE. In the FIAE, Watson and Clifford (2003, 2006) have shown that aftereffects do not transfer as readily across orientations. However, aftereffects are observed in inverted faces even when the adaptor is upright, suggesting that adaptation does transfer from expert face-processing mechanisms to inexpert mechanisms. Hole (2011) has shown that adaptation to upright, inverted, or stretched famous faces caused significant aftereffects in upright test faces. This suggests that the FIAE does transfer from inexpertly coded faces to expertly coded ones.¹

There is one caveat with much of the research presented thus far. It has been conducted on unfamiliar faces. Unfamiliar face perception is based on different mechanisms and neural systems than familiar (personally familiar, experimentally manipulated familiar, famous, or own faces) face perception (Ellis et al., 1979; Tong and Nakayama, 1999; Megreya and Burton, 2006; Gobbini and Haxby, 2007). The representation of familiar faces must be invariant to changes in viewpoint, expression, and other visual changes. This allows them to be recognized from minimal visual information and even from low quality video images (Burton et al., 1999). Unfamiliar faces are difficult to recognize even under optimal conditions (Kemp et al., 1997) because they are represented in a more pictorial and two-dimensional manner (e.g., Ryu and Chaudhuri, 2006). The representations of faces of different levels or types of familiarity is likely to be based on different mechanisms again (e.g., Taylor et al., 2009). Given that the representations of faces depends on levels of familiarity it is important to explore how face aftereffects represent themselves faces that are not unfamiliar. There have been limited studies conducted on adaptation in famous faces specifically.

Jiang et al. (2007) manipulated the level of familiarity participants had with computer-generated faces. In the highest level of familiarity, in which participants were presented with the same face in multiple views for 32 5-s exposures, the aftereffects transferred across viewpoint more so than in the lowest level of familiarity, in which participants were presented with the face in one view only. Furthermore, in the highest level of familiarity, the aftereffects transferred to faces under novel illumination conditions (Jiang et al., 2009). However, the aftereffects demonstrated by Jiang et al. are still in originally unfamiliar faces. Famous faces have been viewed much more extensively in a variety of contexts and illumination conditions.

Carbon and Leder (2005, 2006) have shown that both the FDAE and the FIAE are longer lasting in famous faces than unfamiliar faces, but do not transfer to other faces in the same way that aftereffects in unfamiliar faces do (Carbon et al., 2007). Hills et al. (2010) have shown that non-visual adaptors can cause aftereffects in famous faces. Prolonged imagination, exposure to the name or to the voice cause aftereffects in faces to a similar degree as adaptation to a different image of the face.

This background summarizes three key areas of face aftereffects that require further elaboration: firstly, whether there is reliance on specific face-processing mechanisms in the FIAE. This can be tested by exploring how the aftereffects transfer from upright to inverted stimuli and vice versa. Secondly, how much (relatively) of the FIAE is low-level and how much is high-level. Part of this can be explored by assessing how aftereffects transfer across different image manipulations and most importantly to different images. A third question is whether the aftereffects are different across famous and unfamiliar faces.

**EXPERIMENT 1A**

An experiment was conducted that aimed to examine how the FIAE is affected by configural processing. Eight different adaptation stimuli were used comparing the effects of same and different adaptor image from that used at test, whilst also comparing the effects of orientation and negation of the magnitude of adaptation. Two hypotheses can be made regarding this study. Image-based adaptation may occur, whereby adaptation will be greater when the adaptor and test stimuli are matched, regardless of what the adaptor is. However, if the FIAE is based on some form of face-specific coding mechanism, then it is likely to be observed for

---

¹It must be noted that some authors have found that inverted faces are processed both featurally and configurally but to different degrees (see, e.g., Miellet et al., 2011) given that there is a linear and a step change in the how rotation affects face perception (Edmonds and Lewis, 2007; van der Linden and Watson, 2010). This suggests that inverted faces are processed more featurally than upright faces and less configurally. In other words, inverted faces are processed in a much less expert and face-specific manner than upright faces.
Hills and Lewis FIAEs are mediated by type of processing upright rather than inverted faces. The difference between Experiments 1a and 1b is that the faces in Experiment 1a were famous, whereas the faces in Experiment 1b were unfamiliar.

**METHOD**

**PARTICIPANTS**

Thirty-two (9 male, mean age 21 years) Cardiff University students undertook this experiment as partial fulfillment of a course requirement. All participants had normal or corrected-to-normal vision. All were White British nationals who were familiar with the famous faces.

**MATERIALS**

Two different images of George Bush and Tony Blair were collected. They were matched for dimensions (100 mm × 160 mm) and resolution (72 dpi). Image one of George Bush was matched for pose and lighting with image one of Tony Blair. A series of morphs were created using Smartmorph™ Software with 200 anchor points. Fifty morphs were created that ranged from 100% George Bush to 100% Tony Blair in increments of 2% (thus 50 images). Image two of George Bush was in a different pose and under different lighting conditions from image one of George Bush and matched to image two of Tony Blair. The “image two” pair were morphed together in the same way as the image one pair. The 100% images for each identity and each pair were also used as the adaptor.

These two sets of morphs were inverted into two addition sets. Two negated sets were also created using Adobe Photoshop™ image manipulation software. These negated sets were subsequently inverted to create two additional sets of stimuli. The 50% image of each type of stimulus is presented in Figure 1. All stimuli were presented using SuperlabPro 2™ Research Software on an RM PC.

**DESIGN**

The adaptor was manipulated between subjects with four levels (same image, different image, negated image, or inverted image). A within-subjects manipulation was also implemented, whereby participants saw eight types of test faces: 2 (same or different image) × 2 (inverted or upright) × 2 (negated or control). The magnitude of adaptation was measured as the change in the PSE pre- to post-adaptation. Participants were randomly allocated to one of the between subjects conditions with the proviso that there was an equal number of participants in each condition (N = 12).

**PROCEDURE**

Participants were introduced to pictures of George Bush and Tony Blair that they would see in the experiment. The Experiment had three consecutive phases: baseline, adaptation, and test. The baseline phase involved the participants seeing all the morphs 10 times in a random order. They had to make a decision based on whether they thought the image looked more like George Bush (by pressing the G key) or Tony Blair (by pressing T key) based on the methodologies in Levitt (1971). Each morph was on screen until the participant responded. Between each morph a 100-ms Gaussian noise mask was on screen. The purpose of this baseline phase was to discover each individual participant’s “natural” PSE.

Once the baseline had finished, the participants were instructed to rest for 2 min and then given a 3-min irrelevant distractor task. This distractor task involved participants filling out a questionnaire about their experiences at University. Following this, participants were presented with the adaptor image for 60 s. They were told to examine the image that was presented on screen, which was either George Bush or Tony Blair.

Immediately following the adaptor, a repeat of the baseline procedure took place. However, preceding each test face, participants were presented with the adaptor for another 5 s (e.g., Hills et al., 2010). Once the test phase had been completed, participants were thanked and debriefed fully. The total experimentation time for each participant was approximately 75 min. A schematic representation of the procedure is presented in Figure 2.

**RESULTS**

The magnitude of adaptation was calculated by subtracting the PSE pre-adaptation from the PSE post-adaptation. There was no effect of image identity or pair, as such the data were collapsed across these variables. Figure 3 shows the mean percentage increase in PSE in the George Busy–Tony Blair continuum for each of the test stimuli for each of the adaptor type. A positive
number indicates more identity is needed to perceive the identity of the adaptor, i.e., reduced identity strength. The first analysis was a $4 \times 2 \times 2 \times 2$ (photographic positive/negative test stimuli) × 2 (same or different image). This revealed a significant four-way interaction, $F(3, 28) = 16.51$, MSE = 3.07, $p < 0.05$, $\eta^2_p = 0.64$. The four-way
interaction is interpreted as the three-way interaction (between orientation, photographic negation, and image-change) is different depending on the adaptor type. This indicates that different adaptor types affect different mechanisms. To explore this, each three-way interaction for each adaptor type was analyzed. In addition, there was also a main effect of adaptor type,

\[ F(3, 28) = 62.00, \text{MSE} = 9.47, p < 0.05, \eta^2_p = 0.87 \]

in which aftereffects were larger following adaptation to the negated and inverted stimuli than all other stimuli (all \( p < 0.05 \)).

**UPRIGHT PHOTOGRAPHIC POSITIVE ADAPTOR**

Figure 3A indicates that greater adaptation occurred when the test stimuli were upright. The data were subjected to a 2 × 2 × 2 within-subjects ANOVA. This revealed that greater adaptation occurred when the same image was used for both adaptation and test,

\[ F(1, 7) = 66.44, \text{MSE} = 0.77, p < 0.05, \eta^2_p = 0.91 \]

Greater adaptation was observed for upright test stimuli than inverted test stimuli,

\[ F(1, 7) = 1664.92, \text{MSE} = 1.51, p < 0.05, \eta^2_p = 0.97 \]

There were no significant differences in the magnitude of adaptation for negated test stimuli,

\[ F(1, 7) = 3.44, \text{MSE} = 6.46, p > 0.10, \eta^2_p = 0.33 \]

There was a significant interaction between image and negation,

\[ F(1, 7) = 1027.69, \text{MSE} = 0.27, p < 0.05, \eta^2_p = 0.99 \]

revealing that greater adaptation was found for same image unaltered test stimuli than same image negated stimuli (mean difference = 5.31, \( p < 0.05 \)) and different negated test stimuli than different unaltered stimuli (mean difference = 2.96, \( p > 0.05 \)). There was also
an interaction between negation and orientation, \( F(1, 7) = 68.50, MSE = 0.89, p < 0.05, \eta^2_p = 0.91 \). Simple effects showed that the effect of orientation was larger for unaltered stimuli (mean difference = 14.490, \( p < 0.05 \)) than for negated stimuli (mean difference = 10.577, \( p < 0.05 \)). Finally, there was a three-way interaction, \( F(1, 7) = 167.24, MSE = 1.12, p < 0.05, \eta^2_p = 0.96 \).

UPRIGHT PHOTOGRAPHIC NEGATED ADAPTOR
A parallel analysis was run for when the adaptor was a negated image (Figure 3B). This revealed a significant effect of image, whereby greater adaptation was observed when the same image was used at adaptation and test than when a different image was used, \( F(1, 7) = 288.52, MSE = 14.95, p < 0.05, \eta^2_p = 0.98 \). There was also a significant effect of orientation, whereby greater adaptation was observed when the test stimuli were upright than when they were inverted, \( F(1, 7) = 350.06, MSE = 6.84, p < 0.05, \eta^2_p = 0.98 \). There was a significant interaction between image and orientation, \( F(1, 7) = 123.82, MSE = 1.88, p < 0.05, \eta^2_p = 0.95 \). Simple main effects showed that the magnitude of adaptation was stronger for negated images than unadjusted images when the same image was used as the adaptor as those that made up the test morph continua (mean difference = 2.63, \( p < 0.05 \)), whereas the magnitude of adaptation was stronger for unadjusted images than negated images when a different image was used as the adaptor to that at test (mean difference = 2.79, \( p < 0.05 \)). There was also an interaction between negation and orientation, \( F(1, 7) = 28.12, MSE = 1.35, p < 0.05, \eta^2_p = 0.80 \), which revealed itself in a greater magnitude of adaptation for negated upright stimuli than inverted stimuli (mean difference = 13.46, \( p < 0.05 \)) which was greater than when the stimuli were unadjusted (mean difference = 10.69, \( p < 0.05 \)).

INVERTED PHOTOGRAPHIC POSITIVE ADAPTOR
A further parallel analysis was run on the data when the adaptor was inverted (Figure 3C). This revealed a significant effect of image, whereby the same image produced greater adaptation than a different image, \( F(1, 7) = 115.93, MSE = 7.64, p < 0.05, \eta^2_p = 0.94 \). There was also a main effect of negation, whereby there was less adaptation for negated images than control images, \( F(1, 7) = 733.48, MSE = 1.83, p < 0.05, \eta^2_p = 0.99 \). Finally, there was a significant interaction between image and orientation, \( F(1, 7) = 18.82, MSE = 10.99, p < 0.05, \eta^2_p = 0.73 \), revealing itself through greater magnitude of adaptation for same upright images than same inverted images (mean difference = 1.95, \( p < 0.05 \)) and different inverted images than different upright images (mean difference = 2.33, \( p < 0.05 \)). No other effects were significant.

INVERTED PHOTOGRAPHIC NEGATED ADAPTOR
A fourth analysis was run on the data for when the adaptor was both inverted and negated (Figure 3D). This revealed a significant effect of image, whereby greater adaptation was observed when the adaptation and test stimuli matched than when they were different, \( F(1, 7) = 373.41, MSE = 0.87, p < 0.05, \eta^2_p = 0.98 \). There was a significant effect of negation, whereby greater adaptation was observed when the test stimuli were not negated than when they were, \( F(1, 7) = 65.24, MSE = 0.54, p < 0.05, \eta^2_p = 0.90 \). There was also a main effect of orientation, \( F(1, 7) = 261.97, MSE = 11.42, p < 0.05, \eta^2_p = 0.97 \), whereby inverted test stimuli were less adapted to than upright test stimuli. There was an interaction between image and orientation, \( F(1, 7) = 24.68, MSE = 3.49, p < 0.05 \), revealing itself through a larger main effect of orientation when the test stimuli were different from the adaptor (mean difference = 16.96, \( p < 0.05 \)) than when the test stimuli were the same as the adaptor (mean difference = 10.39, \( p < 0.05 \)). Finally, there was an interaction between negation and orientation, \( F(1, 7) = 39.47, MSE = 0.69, p < 0.05, \eta^2_p = 0.85 \). Simple effects revealed that the main effect of orientation was greater for negated test stimuli (mean difference = 14.98, \( p < 0.05 \)) than for unaltered test stimuli (mean difference = 12.38, \( p < 0.05 \)).

EXPERIMENT 1B – UNFAMILIAR FACES
All aspects of the method were identical to Experiment 1a, except that a different set of 32 participants were recruited and were tested on unfamiliar faces. The unfamiliar faces were matched for image quality to the famous faces, but were from the NimStim Face Stimulus Set (Tottenham et al., 2002) and had been previously rated as a similar level of attractiveness and distinctiveness as the famous faces in a pretest. They were matched and morphed in the same way as in Experiment 1a. The procedure contained an extra phase when the participants were introduced to the faces (prior to the baseline). Participants were shown each face identity (with either the letter T or G underneath) for 5 s five times. Then they were presented the faces 10 times without the letter and asked to identify the face (by pressing either T or G). Participants were given feedback. After these trials, the participants were given a further 10 trials without feedback. Accuracy was above 95% for all participants at this point. Following this, the procedure was identical to Experiment 1a.

RESULTS
The analysis protocol was identical for Experiments 1a and 1b, and the mean PSE shift is presented in Figure 4. This revealed a significant four-way interaction, \( F(3, 28) = 27.59, MSE = 0.45, p < 0.05, \eta^2_p = 0.75 \), similar to Experiment 1a. There main effect of adaptor type was not significant, \( F(3, 28) = 1.44, MSE = 18.10, p > 0.25, \eta^2_p = 0.13 \).

UPRIGHT PHOTOGRAPHIC POSITIVE ADAPTOR
Figure 4 indicates that greater adaptation occurred when the test stimuli were upright (Figure 4A). The data were subjected to a 2 × 2 × 2 within-subjects ANOVA. This revealed that greater adaptation occurred when the same image was used for both adaptation and test, \( F(1, 7) = 112.04, MSE = 2.54, p < 0.05, \eta^2_p = 0.94 \). Greater adaptation was observed for upright test stimuli than inverted test stimuli, \( F(1, 7) = 101.65, MSE = 2.06, p < 0.05, \eta^2_p = 0.94 \). Greater adaptation was observed for photographic positive stimuli than photographic negative stimuli, \( F(1, 7) = 77.14, MSE = 2.36, p < 0.05, \eta^2_p = 0.92 \). There was a significant interaction between image and negation, \( F(1, 7) = 114.88, MSE = 0.17, p < 0.05, \eta^2_p = 0.85 \), revealing that greater adaptation was found for same image unaltered test stimuli than same image negated stimuli (mean difference = 5.32, \( p < 0.05 \)) and different negated test stimuli than different unaltered stimuli (mean difference = 3.11, \( p < 0.05 \)). There was also an interaction between...
negation and orientation, $F(1, 7) = 39.90$, MSE = 2.01, $p < 0.05$. Simple effects showed that the effect of orientation was larger for unaltered stimuli (mean difference = 5.85, $p < 0.05$) than for negated stimuli (mean difference = 1.38, $p < 0.05$). Finally, there was a three-way interaction, $F(1, 7) = 40.16$, MSE = 0.23, $p < 0.05$, $n^2_p = 0.85$.

**UPRIGHT PHOTOGRAPHIC NEGATE ADAPTOR**

A parallel analysis was run for when the adaptor was a negated image (see Figure 4B). This revealed a significant effect of image, whereby greater adaptation was observed when the same image was used at adaptation and test than when a different image was used, $F(1, 7) = 76.62$, MSE = 2.78, $p < 0.05$, $n^2_p = 0.92$. There was also a significant effect of orientation, whereby greater adaptation was observed when the test stimuli were upright, $F(1, 7) = 57.58$, MSE = 2.52, $p < 0.05$, $n^2_p = 0.89$. There were larger aftereffects in photographic positive images than negated images, $F(1, 7) = 27.34$, MSE = 3.41, $p < 0.05$, $n^2_p = 0.80$. There was a significant interaction between image and photographic negation, $F(1, 7) = 14.02$, MSE = 0.67, $p < 0.05$, $n^2_p = 0.68$. Simple effects showed that the magnitude of adaptation was stronger for negated images than unadjusted images when the same image was used as the adaptor as those that made up the test morph continua (mean difference = 3.18, $p < 0.05$), and when a different image was used as the adaptor to that at test (mean difference = 1.65, $p < 0.05$). There was also an interaction between negation and orientation, $F(1, 7) = 63.71$, MSE = 2.15, $p < 0.05$, $n^2_p = 0.90$, which revealed itself in a greater magnitude of adaptation for negated upright positive, (B) upright and negated, (C) inverted and positive, and (D) inverted and negated. Darker bars represent upright test stimuli, lighter bars represent inverted test stimuli. Error bars represent standard error.
stimuli than inverted stimuli (mean difference = 5.94, \( p < 0.05 \)) and no difference when the test stimuli were unadjusted (mean difference = 0.88, \( p = \text{ns} \)).

**INVERTED PHOTOGRAPHIC POSITIVE ADAPTOR**

A further parallel analysis was run on the data when the adaptor was inverted (Figure 4C). This revealed a significant effect of image, whereby the same image produced greater adaptation than a different image, \( F(1, 7) = 148.63, \text{MSE} = 1.68, p < 0.05, \eta^2_p = 0.96 \). There was also a main effect of negation, whereby there was less adaptation for negated images than control images, \( F(1, 7) = 6.19, \text{MSE} = 2.68, p < 0.05, \eta^2_p = 0.47 \). The main effect of orientation was significant, whereby there was more adaptation for inverted images than upright images, \( F(1, 7) = 83.80, \text{MSE} = 2.42, p < 0.05, \eta^2_p = 0.92 \). There was a significant interaction between photographic negation and orientation, \( F(1, 7) = 16.65, \text{MSE} = 3.38, p < 0.05, \eta^2_p = 0.70 \), in which the aftereffects were greater when the test images were inverted than upright when they were photographic positive (mean difference = 5.45, \( p < 0.05 \)) but not when the test images were negated (mean difference = 1.69, ns). Finally, there was an interaction between orientation and image type, \( F(1, 7) = 117.64, \text{MSE} = 0.22, p < 0.05, \eta^2_p = 0.94 \), revealing itself through greater magnitude of adaptation for same inverted images than same upright images (mean difference = 4.83, \( p < 0.05 \)) and different inverted images than different upright images (mean difference = 2.31, \( p < 0.05 \)). No other effects were significant.

**INVERTED PHOTOGRAPHIC NEGATE ADAPTOR**

A fourth analysis was run on the data for when the adaptor was both inverted and negated (Figure 4D). This revealed a significant effect of image, whereby greater adaptation was observed when the adaptation and test stimuli matched than when they were different, \( F(1, 7) = 97.87, \text{MSE} = 1.66, p < 0.05, \eta^2_p = 0.93 \). There was a significant effect of negation, whereby greater adaptation was observed when the test stimuli were negated than when they were not, \( F(1, 7) = 15.11, \text{MSE} = 3.67, p < 0.05, \eta^2_p = 0.68 \). There was also a main effect of orientation, \( F(1, 7) = 33.71, \text{MSE} = 5.85, p < 0.05, \eta^2_p = 0.83 \), inverted test stimuli were more adapted to than upright test stimuli. There was an interaction between image and orientation, \( F(1, 7) = 29.60, \text{MSE} = 0.67, p < 0.05, \eta^2_p = 0.81 \), revealing itself through a larger main effect of orientation when the test stimuli were the same as the adaptor (mean difference = 4.62, \( p < 0.05 \)) than when the test stimuli were the different to the adaptor (mean difference = 2.40, \( p < 0.05 \)). There was an interaction between orientation and negation, \( F(1, 7) = 14.78, \text{MSE} = 6.23, p < 0.05, \eta^2_p = 0.68 \). Simple effects revealed that the main effect of orientation was greater for negated test stimuli (mean difference = 5.91, \( p < 0.05 \)) than for unaltered test stimuli (mean difference = 1.11, ns). Finally, there was an interaction between photographic negation and image, \( F(1, 7) = 26.39, \text{MSE} = 0.33, p < 0.05, \eta^2_p = 0.79 \), whereby negated images had a larger aftereffect than positive images when the test images were the same as the adaptor (mean difference = 2.60, \( p < 0.05 \)) than when the test images were different to the adaptor (mean difference = 1.12, ns).

**SUMMARY**

These results indicate that the interaction between type of processing, image degradation, and face-specific mechanisms (as indicated by the factors: orientation, photographic negation, and image-change) depends on what the adaptor is. This will be further discussed in the Section “General Discussion.” To address whether there are differences across familiarity, a five-way ANOVA combining Experiments 1a and 1b, thus containing the factors: familiarity (famous or unfamiliar faces); adaptor type; orientation (upright and inverted); negation (negated and normal); and image (same and different). Crucially, the five-way interaction was significant, \( F(3, 56) = 7.77, \text{MSE} = 1.76, p < 0.05, \eta^2_p = 0.29 \). Additionally, the main effect of familiarity was significant, \( F(1, 56) = 30.24, \text{MSE} = 13.78, p < 0.05, \eta^2_p = 0.81 \), in which aftereffects were significantly stronger for famous faces than unfamiliar faces (mean difference = 5.13). This suggests that the mechanisms behind adaptation in famous and unfamiliar faces are different. Further discussion of this is provided in the Section “General Discussion.”

**EXPERIMENT 2**

A second experiment was conducted that aimed to examine how the FIAE is affected by other lower-level visual processing. Three different adaptors and three different test image manipulations were used. These compared the effects of high- and low-pass visual filtering on the FIAE in famous faces. Face identification is typically carried by spatial frequencies with a peak sensitivity between 8 and 13 cycles per degree (Näsänen, 1999), though higher spatial frequencies may be involved in early face identification (Halit et al., 2006). Based on this, identity aftereffects ought to be stronger for unaltered faces and low-pass faces. In addition to this, two further hypotheses (similar to Experiment 1) can be made regarding this study. Image-based adaptation may occur, whereby the greatest adaptation will be greater when the adaptor and test stimuli are matched, regardless of what the adaptor is. Alternatively, identity adaptation could occur, whereby aftereffects transfer across the image manipulations. Given that for identity recognition, a mismatch in spatial frequency of a single bandwidth from learning to test causes a recognition detriment of approximately 20% (Liu et al., 2000), we would expect that aftereffects should not transfer so readily across adaptors of one spatial frequency distribution to test stimuli of a different spatial frequency distribution.

**METHOD**

**PARTICIPANTS AND MATERIALS**

Sixty Cardiff University students undertook this experiment as partial fulfillment of a course requirement. All participants had normal or corrected vision. All were White British nationals who were familiar with the famous faces.

The unaltered image pair 1 and associated morphs from Experiment 1 were used here. Two additional sets were created that were either high- or low-pass filtered. This filtering was completed using MATLAB software. The original faces were put through a bandpass filter by multiplying together a low-pass and high-pass Butterworth filter using the equations presented in Collin et al. (2004). Subsequently, the images were inversely transformed into the spatial domain. The filtered faces had center frequencies of 7.08 (for
the low-pass filtered faces) and 14.15 (for the high-pass filtered faces) cycles per face, with a bandwidth of 0.5 octaves. These center frequencies were chosen given that they are just outside the peak sensitivity bandwidth used in face identification (Näsänen, 1999).

**DESIGN AND PROCEDURE**

A $3 \times 3$ mixed design was employed in which the type of adaptor was manipulated between subjects and the type of test stimuli was manipulated within-subjects. These were either unaltered, high- or low-pass filtered images. The experimental procedure was undertaken in the same way as Experiment 1.

**RESULTS**

The data, summarized in Figure 5, were subjected to a $3 \times 3$ mixed-subjects ANOVA. This revealed there was an effect of the test stimuli, $F(2, 114) = 4.50$, MSE = 49.47, $p < 0.05$, $\eta_p^2 = 0.07$, in which aftereffects were smaller in unaltered test stimuli than low-pass filtered test stimuli (mean difference $= 3.85$, $p < 0.05$). There was also a main effect of adaptor type, $F(2, 57) = 8.97$, MSE = 46.35, $p < 0.05$, $\eta_p^2 = 0.24$, in which, there was greater aftereffects following adaptation to the unaltered and high-pass filtered adaptors than the low-pass filtered faces (mean difference $= 5.06$, $p < 0.05$ and mean difference $= 3.79$, $p < 0.05$, respectively).

**EXPERIMENT 2B**

Experiment 2b was conducted in the same way as Experiment 2a, except that the faces were unfamiliar (the same as those used in Experiment 1b. A different set of 60 participants were recruited.

**RESULTS**

The data, summarized in Figure 6, were subjected to a $3 \times 3$ mixed-subjects ANOVA. This revealed there was a marginal effect of the test stimuli, $F(2, 114) = 2.78$, MSE = 39.23, $p = 0.07$, $\eta_p^2 = 0.05$, in which aftereffects were smaller in unaltered test stimuli than low-pass filtered test stimuli (mean difference $= 2.69$, $p < 0.05$). There was also a main effect of adaptor type, $F(2, 57) = 3.27$, MSE = 103.05, $p < 0.05$, $\eta_p^2 = 0.10$, in which, there was greater aftereffects following adaptation to the unaltered than the high-pass and low-pass filtered faces, though not significantly (mean difference $= 4.35$, $p = 0.07$ and mean difference $= 3.81$, $p = 13$, respectively).

**SUMMARY**

Similar to Experiment 1, a comparison across famous and unfamiliar faces was conducted by inputting the data into a $2 \times 3 \times 3$ mixed-subjects ANOVA with the factors: familiarity of the face, adaptor type, and type of test stimuli. This time, the three-way interaction was not significant, $F(4, 228) = 1.17$, MSE = 44.35, $p = 0.32$, $\eta_p^2 = 0.02$. The main effect of familiarity was significant, $F(1, 114) = 33.10$, MSE = 74.70, $p < 0.05$, $\eta_p^2 = 0.23$, in which aftereffects were greater following adaptation to famous faces (mean difference $= 5.24$). Taken together, these results indicate that image degradation affects the FIAE famous and unfamiliar faces in a similar manner. However, aftereffects are greater in famous faces than unfamiliar faces.

**GENERAL DISCUSSION**

Across all conditions, the magnitude of the aftereffect was largest when the adaptor and the test stimuli matched. In fact, when the adaptor and test stimuli matched, the aftereffect was twice that of when they did not match. This indicates that the FIAE is based, at least partially, on low-level mechanisms. Specifically, approximately half of the observed aftereffect is low-level. This type of aftereffect is the same across famous and unfamiliar faces as revealed by the lack of significance of the three-way interaction in Experiment 2. In addition, there were differences across the nature
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FIGURE 6 | Mean PSE (in identity strength needed to perceive the adapted identity) shift pre- to post-adaptation (as a measure of the magnitude of the aftereffect), for unaltered, low-pass, and high-pass filtered adaptation stimuli (as per Yamashita et al., 2005) for unfamiliar faces. Error bars represent standard error.

of the FIAEs for famous and unfamiliar faces as revealed by the five-way interaction in Experiment 1. The results for the unfamiliar faces directly replicate those found by Yamashita et al. (2005) when testing the FDAE. However, the results for famous faces are not consistent with these results (Experiment 1b).

Adaptation transfers across photographic negation and to a different image of the same face to a similar degree. Thus, photographic negation does not affect the FIAE in famous faces, possibly because it does not affect face-specific processing mechanisms. Identity can still be extracted quickly from a negated face, so the added error during encoding does not influence adaptation (see Figures 3C, D).

Similarly, Experiment 2 demonstrated that low-level visual alterations to faces had similar effects on famous and unfamiliar faces, except that the aftereffects were typically larger in famous faces than unfamiliar faces. This is likely to be caused by more robust representations of famous faces (Ryu and Chaudhuri, 2006) and stronger aftereffects in famous faces than in unfamiliar faces (Carbon and Leder, 2005; Carbon and Dit ye, 2012).

More interestingly, adaptation to an upright stimulus does not transfer to inverted test stimuli. This suggests that during the test phase, extracting identity from the inverted faces is unaffected by adaptation. This may be because it takes longer to recognize an inverted face (Valentine, 1988) and the response to the face is made before recognition is fully made (cf., the difference between a remember and a know response in the remember/know procedure).

The results are more intriguing when the adaptor is inverted. Here, the adaptation does transfer to upright stimuli (Figures 3B, D and 4B, D). However, the magnitude of adaptation depends on how different the test stimuli are from the adaptor. The magnitude of adaptation is smaller when there are more differences between the adaptor and the test stimuli. When the adaptor is inverted and negated (Figures 3D and 4D), the magnitude of adaptation does not depend on degree of difference between the adaptation stimuli and the test stimulus, since greater adaptation was noted for upright test stimuli.

These data are broadly consistent with those of Yamashita et al. (2005), in that the present study observed a transfer of adaptation from unaltered stimuli to negated images that was half that when the images matched. Yamashita et al. reported that this kind of transfer is small but still present. Here, we found that the effect was larger in famous faces than Yamashita et al. found and in unfamiliar faces. Perhaps, aftereffects in famous faces are more robust than in unfamiliar faces (Carbon and Leder, 2005, 2006) and more resistant to image manipulations.

These results are also somewhat different to those presented by Watson and Clifford (2006) in terms of the asymmetry of the adaptation effects transferring across upright and inverted faces. Specifically, here, we found that adaptation transfers more when the adaptor is inverted and the test stimuli are upright than vice versa. Watson and Clifford (2003, 2006) found the opposite asymmetry using unfamiliar faces. This highlights another difference in adaptation to famous and unfamiliar faces. Watson and Clifford (2003, 2006) explored aftereffects using different distortions to ours (gender-judgment and stretched faces). Thus, the differences in our results to Watson and Clifford may simply reflect different mechanisms in the FDAE compared to the FIAE. While this is possible, many authors suggest that the mechanisms for FDAE and FIAE are based on the shifting of a face prototype which suggests that the results ought to be comparable. Indeed, our results are consistent with those presented by Hole (2011) suggesting that familiarity is the critical variable here rather than methodological differences.

To explain why adaptation does not transfer from upright adaptation stimuli to inverted test stimuli could be based on the notion of expert face processing for upright faces. Since negation does not alter the manner of expert processing, this is plausible to explain the results when the adaptation stimuli are upright.
However, this explanation fails to account for the successful transfer of adaptation from inverted adaptation stimuli to upright test stimuli. Evidence has been presented to suggest that aftereffects in inverted faces are based on low-level visual processing rather than face-specific mechanisms (Susilo et al., 2010) so the transfer may not be expected. However, Susilo et al. tested the FDAE in unfamiliar faces. Thus, the nature of identity adaptation is more complicated than based on visual or expert face-processing skills.

One plausible explanation for the transfer from inverted adaptation stimuli to upright test stimuli may be based upon how participants process an inverted face. Extracting identity from an inverted face takes longer than in an inverted face, however, it is still completed within 5 s (Valentine, 1988) which is the length of time the adaptor was on screen for in the present study. Thus, even an inverted face can cause identity adaptation. However, an inverted test stimulus will not be affected by adaptation possibly because the presentation is too brief to activate the expert face recognition system.

Another possibility is that with briefer presentation, an inverted face does not give as much semantic information as an upright face. Whereas, prolonged exposure of an inverted face provides enough time to access semantic information about that face and its identity. In this way, an inverted face as the adaptation stimulus may allow participants to actively think about the identity of the person, whereas the brief presentation during the test phase may not. Nevertheless, these results need to be confirmed using a larger stimulus set (see, e.g., Carbon and Ditye, 2012).

Experiment 2 demonstrated that aftereffects were observed more strongly in low-pass filtered faces. This is likely to be the result of the fact that identity is carried in higher spatial frequencies (Schyns et al., 2002) and during early face processing (Halit et al., 2006). Based on this, during the test phase, participants are making quick responses and this response may rely on early face coding. This would make aftereffects appear larger in low-pass filtered faces. Rather surprisingly, aftereffects were greater following adaptation to unaltered and high-pass filtered stimuli than to the low-pass filtered stimuli. A mismatch in spatial frequency for learning to test in a recognition paradigm typically causes recognition deficits of approximately 20% (Liu et al., 2000) but there was no consistent reduction in the aftereffect when spatial frequencies did not match in this aftereffect paradigm. Potentially, this may relate to how the faces are processed. Early face processing relies on higher spatial frequencies, but later processing is more dependent on lower spatial frequencies (Halit et al., 2006). The adaptor is on screen for 5 s and which means that the early face processing could be inhibited in favor of later face processing using spatial frequencies in the lower bands. Thus, if the faces are stored more with low spatial frequencies than high spatial frequencies, then aftereffects are likely to be larger. This explanation can only be made hesitantly and requires further testing to see if during the adaptation phase, whether high or low spatial frequencies are employed.

This study highlights differences in the representation between famous and unfamiliar faces as revealed by aftereffects. Aftereffects in unfamiliar faces are more likely to be based on non-face-specific visual mechanisms (cf., Ryu and Chaudhuri, 2006). The FDAE in unfamiliar faces may actually be a variant of the FDAE since they are tested in similar paradigms and in unfamiliar faces identity is not the same as it is in unfamiliar faces. Thus, aftereffects in unfamiliar faces are likely to be low-level and more viewpoint-dependent. The neuroanatomical locus for this is likely to be in the striate cortex and the fusiform gyrus (cf., Hole, 2011; Hurlbert, 2001). However, identity is represented elsewhere in the brain (Rotshtein et al., 2005; Gobbini and Haxby, 2007; Kriegeskorte et al., 2007) and aftereffects in famous faces are likely to involve these areas (Hills et al., 2010). Indeed, viewpoint-invariant aftereffects have been found to be located in more posterior regions such as the posterior cingulate cortex, and the anterior temporal lobes (e.g., Eger et al., 2005; Furl et al., 2007). Face detection is said to involve the fusiform gyrus, whereas identity extraction involves the anterior inferotemporal cortex (Kriegeskorte et al., 2007). This is consistent with the suggestion that famous faces recruit additional brain regions that are more anterior than the fusiform gyrus. Thus, adaptation in famous faces is likely to involve more brain regions than adaptation in unfamiliar faces and lead to more robust aftereffects. This description is of course speculative and further research is required to confirm these suggestions.

One caveat with the explanations provided thus far and with the study in general is that there are substantial representational differences in faces of different levels of familiarity including the recruitment of different brain regions (Taylor et al., 2009). The results presented here only show how the adaptation is different in famous and unfamiliar faces which is not necessarily a novel finding. Nevertheless, this study has developed methods for investigating how faces of different levels of familiarity are stored: this method could be used to further elucidate different processing streams for familiar and unfamiliar faces (cf., sex-contingent aftereffects, Little et al., 2005) which is often ignored in the aftereffects literature. Similarly, given that there is behavioral evidence from recognition paradigms that other-race faces are not processed using the expert face-processing system (Tanaka et al., 2004), this method could be used to establish how different the processing of other-race faces is: if there is transfer of aftereffects from own- to other-race faces, then this suggests they are processed using similar mechanisms. If there is no transfer then the mechanisms used to process faces is likely to be different. This paradigm, thus, has scope for exploring the representation of different classes of faces.

In conclusion, these data seem to suggest two important facets of the FIAE. Firstly, there is some image-based adaptation that is occurring. This is lower-level and may exist to allow for differences between stimuli to be better detected. This is based on the fact that stimuli that are matched at adaptation and at test produce stronger FIAEs than unmatched stimuli. Secondly, part of the FIAE is based on face-specific mechanisms, since the FIAE is based in part on expert processing. As such FIAEs represent a unique class of high-level shape aftereffect due to expert processing involved in face processing, possibly based on configural coding.
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