SOLUTION OF THE RADIATIVE TRANSFER EQUATION IN THE SEPARABLE APPROXIMATION
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Abstract
A method for the fast and accurate solution of the radiative transfer equation in plane-parallel media with coherent isotropic scattering is presented. This largely analytical approach uses the formalism of meromorphic functions in order to obtain the total solution, i.e. the angle and depth variation of the radiation field. A discretization of space and angle coordinates is not required. For the further application in the accretion disks a particular case of a finite slab whose the midplane is the symmetry plane is considered.

1 Introduction
The transport of energy by means of radiation plays a very important role in, e.g., plasma physics, environmental physics, and especially in astrophysics.
The quantity most commonly used to describe a radiation field is the specific intensity, which obeys the radiative transfer equation (RTE) (cf. [1]). In most cases this is an integro-differential equation. In many applications (e.g., stars) it is sufficient to consider a 1D radiative transfer equation. The plane-parallel RTE can also be useful in modeling of accretion disks. In general, an accretion disk is a complicated 3D structure and should be treated as such, however the multi-dimensional RTE remains computationally costly. An alternative method used by various authors [2, 3, 4] is to represent an accretion disk as a system of independent rings, each of them radiating as a plane-parallel slab. Although such an assumption is unrealistic, it nevertheless represents a landmark test in the theory of accretion disks.

The 1D radiative transfer equation is rather well developed and there exists a vast literature on this topic (see e.g., [5, 6, 7, 8, 9]). Among numerical methods the discrete ordinate method is the most usable. The approximation of the definite integral in the RTE by a quadrature sum leads to the replacement of the continuous radiation field by a finite set of pencils of radiation. The subsequent discretization of the transport operator results in a system of linear equations which is usually solved iteratively by Jacobi iteration (“accelerated Λ-iteration”). This accurate and fast method fails, however, in media with large optical depths and/or a large scattering fraction. Problems may also appear in media with steep gradients.

Methods which proceed analytically as far as possible are most desirable. Usually they give more insight into the general behavior of the solution and are less CPU-time and memory consuming. A method developed by Chandrasekhar [5] can be included in this class of methods. It was found that the exact solution of the RTE in semi-infinite atmospheres leads to closed expressions for the angular distribution of the emergent radiation, involving a so-called $H$-function that is the solution of an integral equation of standard form. In media of finite optical depth the emergent radiation can be expressed in terms of certain rational functions $X$ and $Y$ which satisfy integral equations too. The method is not commonly used because the Chandrasekhar functions $H$, $X$ and $Y$ are difficult to calculate in spite of the different methods proposed [10, 11, 12, 13]. In addition, it does not provide the distribution of the specific intensity with depth that is required in various models of astrophysical objects.

In the present paper we continue discussing a method for the analytical solution of the plane-parallel RTE in finite media. In the previous papers ( [14, 15]) the attention was mostly paid to mathematical aspects of the problem and algorithmic aspects were hardly considered. Only the angular distribution of the emergent intensity was found and only in the lowest “separable” approximation (see below). In this paper we solve an extended problem: we also look for the solution of the RTE at every point in a slab. We have slightly altered initial conditions and now consider a medium with no incident radiation but with a non-zero depth-dependent source function. The midplane of the medium is the symmetry plane which implies a further application of the solution to accretion disks.

By introducing intensities in outward and inward directions we are able to...
write the RTE in a matrix form. The involved matrix $M$ is an operator in an infinite dimensional space and possesses rather unpleasant properties, in particular, its spectrum extends from $-\infty$ to $\infty$. In spite of this, the formal solution can be expressed in terms of hyperbolic functions of the matrix $M$. Note that these functions are bounded and therefore no difficulties arise related to the infinite spectrum of $M$. The successive application of the formalism of meromorphic functions and Krein’s formula for the finding of inverse operators leads to the exact solution represented in a form of infinite series. Because of their very slow convergence these results are not well suited for numerical work. Therefore an appropriate approximation of the infinite sums by finite ones is proposed where the number of terms defines the order of the separable approximation. Experience has shown that the final results obtained in such a matter in the lowest approximation are quite reasonable for practical purposes. In the 5–6th approximation orders the results can be regarded as highly precise.

2 Formulation of the problem

The specific intensity $I(\tau, \mu)$ in plane-parallel media with coherent isotropic scattering is described by the following radiative transfer equation (cf. [1])

$$\frac{\mu dI(\tau, \mu)}{d\tau} = -I(\tau, \mu) + \beta \int_{-1}^{+1} I(\tau, \mu') d\mu' + \varepsilon B(\tau)$$

where $B(\tau)$ is the Planck function, $\mu = \cos \theta$, $\theta$ is the angle between the normal and the beam of radiation, $\tau$ is optical depth, $\beta = (1 - \varepsilon)/2$. The de-excitation coefficient $\varepsilon$ can vary in the interval $[0, 1]$. We assume it is constant.

Our aim is to find the solution of Eq. (1), i.e. both the depth and angle variations of the radiation field in a slab of finite optical depth. We assume that the symmetry plane is at $\tau = 0$. The optical depth is measured away from the symmetry plane and equals $\Delta$ and $-\Delta$ at the upper and lower boundaries, respectively.

For the boundary conditions we require that no radiation is incident on the slab from outside, i.e.

$$I^+(\Delta, \mu) = I^-(\Delta, \mu) = 0$$

where $I^+(\tau, \mu)$ and $I^-(\tau, \mu)$ are intensities in the positive and negative directions with respect to $\mu$, i.e.

$$I^+(\tau, \mu) = I(\tau, \mu), \quad I^-(\tau, \mu) = I(\tau, -\mu) \quad \text{for} \quad \mu > 0.$$  

3 Matrix form of the solution

It is convenient to solve this problem in the matrix formalism. The representation of the specific intensity as a two-component vector

$$I(\tau, \mu) = \begin{pmatrix} I^+(\tau, \mu) \\ I^-(\tau, \mu) \end{pmatrix} = \frac{1}{\sqrt{\mu}} \begin{pmatrix} I^+(\tau, \mu) \\ I^-(\tau, \mu) \end{pmatrix} = \frac{1}{\sqrt{\mu}} I(\tau, \mu)$$
enables us to write Eq. (4) in compact matrix notation

$$\frac{dI(\tau, \mu)}{d\tau} = -M_{\mu\mu'} I(\tau, \mu') + B(\tau)$$  \hfill (3)$$

where the integration over the index $\mu'$ is implied. The matrix $M$ and the vector $B$ are given by

$$M_{\mu\mu'} = D_{\mu\mu'} - \langle |v\rangle \beta \langle u| \rangle_{\mu\mu'}, \quad B(\tau) = \varepsilon B(\tau) |v\rangle$$

with

$$D_{\mu\mu'} = \frac{1}{\mu} \tau_3 \delta(\mu - \mu'), \quad |v\rangle = \frac{1}{\sqrt{\mu}} |e_{-}\rangle, \quad |u\rangle = \frac{1}{\sqrt{\mu}} |e_{+}\rangle,$$

$$\tau_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad |e_{-}\rangle = \begin{pmatrix} 1 \\ -1 \end{pmatrix}, \quad |e_{+}\rangle = \begin{pmatrix} 1 \\ 1 \end{pmatrix}.$$}

The matrices $M$ and $\tau_3$ do not commute but satisfy the condition

$$\tau_3 M^T = M \tau_3$$

Subsequently we shall drop the index $\mu$ in the notation and use the following abbreviation

$$F(M)|v\rangle = \int_0^1 \frac{d\mu'}{\sqrt{\mu'}} F(M)_{\mu\mu'} |e_{-}\rangle,$$

$$\langle u|F(M)|v\rangle = \int_0^1 \frac{d\mu d\mu'}{\sqrt{\mu \mu'}} \langle e_{+}|F(M)_{\mu\mu'} |e_{-}\rangle.$$}

The boundary conditions (4) can be represented in the following form

$$I(\Delta) = \begin{pmatrix} I_{\text{out}} \\ 0 \end{pmatrix}, \quad I(-\Delta) = \begin{pmatrix} 0 \\ I_{\text{out}} \end{pmatrix}$$

or

$$I(\Delta) = I_{\text{out}} \frac{1 + \tau_3}{2} |e_{+}\rangle, \quad I(-\Delta) = I_{\text{out}} \frac{1 - \tau_3}{2} |e_{+}\rangle$$  \hfill (4)$$

where $I_{\text{out}} = I_{\text{out}}(\mu)$ is the outgoing intensity.

The formal solution of Eq. (5) can be written in two equivalent forms

$$I(\tau) = e^{-M(\tau+\Delta)} I(-\Delta) + \int_{-\Delta}^{\tau} e^{-M(\tau-\tau')} B(\tau') d\tau'$$  \hfill (5)$$

$$= e^{-M(\tau-\Delta)} I(\Delta) - \int_{\tau}^{\Delta} e^{-M(\tau-\tau')} B(\tau') d\tau'$$
which results in
\[
I(\Delta) = e^{-2M\Delta}I(-\Delta) + \int_{-\Delta}^{\Delta} e^{-M(\Delta-r')} B(r') \, dr'.
\]  

(6)

Multiplying both sides of (6) by \(e^{M\Delta}\), substituting (4) and using \(B(\tau) = B(-\tau)\) we obtain
\[
I_{\text{out}}(\mu) = \langle e^{+\frac{\mu}{\tau_3} \tanh(M\Delta)} \int_{0}^{\Delta} \frac{\cosh(M\tau')}{\cosh(M\Delta)} B(\tau') \, d\tau' \rangle.
\]

(7)

The internal distribution of the radiation field is given by the solution of Eq. (1). It is sufficient to solve this equation for \(I^+\), since due to the symmetry \(I^-\) follows immediately
\[
I^+(-\tau) = I^-(\tau).
\]

(8)

Thus for the given mean intensity and the boundary conditions we have
\[
I^+(\tau, \mu) = \int_{-\Delta}^{\tau} e^{\frac{\mu}{\tau_3} \tanh(M\Delta)} \left[(1 - \varepsilon)J(\tau') + \varepsilon B(\tau')\right] \, d\tau'.
\]

(9)

The mean intensity is given by
\[
J(\tau) = \frac{1}{4} \langle u | I(\tau) + I(-\tau) \rangle.
\]

(10)

Using Eq. (5) and the relation
\[
I(\tau) + I(-\tau) = (I^+(\tau) + I^-(\tau)) |e_+\rangle.
\]

So that the mean intensity becomes
\[
J(\tau) = \frac{1}{4} \langle u | I(\tau) + I(-\tau) \rangle.
\]

(10)

Using Eq. (8) and the relation
\[
I(\Delta) + I(-\Delta) = I_{\text{out}}|e_+\rangle
\]

we obtain
\[
I(\tau) = \frac{e^{-M\tau}}{2 \cosh(M\Delta)} I_{\text{out}}|e_+\rangle
\]

(11)

\[
+ \int_{-\Delta}^{\Delta} \left\{ \Theta(\tau - \tau') \frac{e^{-M(-\Delta+\tau'-\tau)}}{2 \cosh(M\Delta)} - \Theta(\tau' - \tau) \frac{e^{-M(\Delta+\tau'-\tau)}}{2 \cosh(M\Delta)} \right\} B(\tau') \, d\tau'.
\]
where the unit step function $\Theta(x)$ is given by

$$\Theta(x) = \begin{cases} 0 & \text{for } x \leq 0, \\ 1 & \text{for } x > 0. \end{cases}$$

The substitution of Eqs. (11) and (7) into (10) leads to

$$J(\tau) = \frac{\varepsilon}{4} \int_{-\Delta}^{\Delta} (G_1(\tau, \tau') + G_2(\tau - \tau')) B(\tau') d\tau' \quad (12)$$

where

$$G_1(\tau, \tau') = \left\langle u \left| \frac{\cosh(M\tau)}{\cosh(M\Delta)} \frac{\cosh(M\tau')}{\cosh(M\Delta)} \right. \tau_3 + \tanh(M\Delta) \cosh(M\Delta) \right| v \right\rangle$$

$$G_2(\tau - \tau') = \left\langle u \left| \frac{\sinh(M(\Delta - |\tau - \tau'|))}{\cosh(M\Delta)} \right| v \right\rangle$$

4 Evaluation of the matrix elements

In order to evaluate (7) and (12) we apply the formalism of meromorphic functions and Krein’s formula.

By definition, a meromorphic function is a function that is analytic, except for a set of poles $\xi_m$. For a meromorphic function $F(z)$ decreasing for $|z| \to \infty$ the following representation is valid

$$F(z) = \sum_m \frac{F_m}{z - \xi_m} \quad (13)$$

where

$$F_m = \lim_{z \to \xi_m} (z - \xi_m) F(z).$$

In our case we have the meromorphic functions

$$\frac{\cosh(Ma)}{\cosh(M\Delta)}, \frac{\sinh(Ma)}{\cosh(M\Delta)}, |a| \leq \Delta$$

which in accordance with (13) can be represented by

$$F(M) = \sum_m \frac{F_m}{M - \xi_m} = \sum_{m = -\infty}^{\infty} \frac{F_m}{D + i y_m - |v\rangle \beta \langle u|} \quad (14)$$

where the constants $F_m$ depend on the particular form of the function $F(M)$, and the simple poles are

$$\xi_m = -i y_m = -\frac{i \pi}{\Delta} \left( \frac{1}{2} + m \right).$$
In order to calculate an inverse operator such as that in (14) we use Krein’s formula which states that for an operator \( S \) acting in an appropriate space \( \mathcal{L} \) and being of the following form

\[
S = H - \sum_{i,j} |V_i\rangle c_{ij} \langle W_j| = H - |V\rangle c \langle W|
\]

the inverse operator \( S^{-1} \) can be represented by

\[
S^{-1} = \frac{1}{H} + \frac{1}{H} |V\rangle U \langle W| \frac{1}{H}
\]

where

\[
U = (1 - cT)^{-1} c, \quad T_{ij} = \langle W_i | \frac{1}{H} | V_j \rangle.
\]

\( H \) is an operator, \( |V_i\rangle \) and \( |W_i\rangle \) are vectors in the space \( \mathcal{L} \), \( c_{ij} \) is a number matrix.

The application of Krein’s formula gives

\[
F(M) = F(D) + \sum_m \frac{1}{D + iy_m} |v\rangle \beta F_m \frac{1}{C(iy_m)} \langle u | \frac{1}{D + iy_m}
\]

where

\[
C(iy_m) = C_m = 1 - \langle u | \frac{\beta}{D + iy_m} | v \rangle
\]

\[
= 1 - 2\beta \int_0^1 \frac{1}{1 + \mu^2 y_m^2} d\mu = 1 - \frac{2\beta \arctan(y_m)}{y_m}
\]

Using (16) and (17) we obtain

\[
F(M)|v\rangle = \sum_m \frac{F_m}{C_m(D + iy_m)} |v\rangle,
\]

\[
\langle u | F(M) = \sum_m \frac{F_m}{C_m} \langle u | \frac{1}{D + iy_m}.
\]

\[
\langle u | F(M)|v\rangle = \frac{1}{\beta} \sum_m F_m \left( \frac{1}{C_m} - 1 \right).
\]

In order to evaluate these expressions we apply the following representation

\[
\frac{1}{C_m} = 1 - \frac{2t_0}{C_1 t_0^2 + y_m^2} + \int_0^1 \frac{\rho(t)}{1 + y_m^2 t^2} dt
\]

where

\[
\rho(t) = \frac{2\beta}{\left(1 + \beta t \ln \left(\frac{1 + \beta t}{1 - \beta t}\right)\right)^2 + (\pi \beta t)^2}.
\]
$t_0$ is a positive root of the equation

$$C(t_0) = 1 + \frac{\beta}{t_0} \ln \left( \frac{1 - t_0}{1 + t_0} \right) = 0$$

and

$$C_1 = \left. \frac{dC(t)}{dt} \right|_{t=t_0} = \frac{1 - t_0^2 - 2\beta}{t_0(1 - t_0^2)}.$$

Since

$$\sum_m \frac{F_m}{\mu^2 + y_m^2} = \frac{1}{2\mu} (F(\mu) - F(-\mu)),$$

$$\sum_m \frac{F_m}{\mu^2 + y_m^2} \frac{1}{D + iy_m} = \frac{F(D)}{\mu^2 - D^2} - \frac{1}{2\mu} \left( \frac{F(\mu)}{\mu - D} + \frac{F(-\mu)}{\mu + D} \right),$$

we obtain

$$\langle u | \sinh(M(\Delta - |\tau - \tau'|)) \cosh(M\Delta) | v \rangle = \Psi(|\tau - \tau'|),$$

$$\cosh(M\tau) \cosh(M\Delta) | v \rangle = \Phi(\tau, \mu) | v \rangle,$$

$$\langle u | \cosh(M\tau) \cosh(M\Delta) | v \rangle = \langle u | \Phi(\tau, \mu) | v \rangle$$

where

$$\Psi(\tau) = -\frac{2}{\beta C_1} \frac{\sinh(t_0(\Delta - \tau))}{\cosh(t_0\Delta)} + \frac{1}{\beta} \int_0^1 \frac{\rho(t) \sinh((\Delta - \tau)/t)}{\cosh(\Delta/t)} dt$$

and

$$\Phi(\tau, \mu) = \frac{\cosh(\tau/\mu)}{\cosh(\Delta/\mu)} - \frac{2t_0}{C_1} \frac{\cosh(\tau/\mu)}{\cosh(\Delta/\mu)} \left( \frac{\cosh(\tau/\mu)}{\cosh(t_0\Delta)} - \frac{\cosh(t_0\tau)}{\cosh(t_0\Delta)} \right) \frac{\mu^2}{t_0^2 \mu^2 - 1}$$

$$+ \int_0^1 \left( \frac{\cosh(\tau/\mu)}{\cosh(\Delta/\mu)} \frac{\cosh(\tau/t)}{\cosh(\Delta/t)} - \frac{\cosh(\tau/\mu)}{\cosh(\Delta/\mu)} \frac{\cosh(\tau/t)}{\cosh(\Delta/t)} \right) \frac{\mu^2 \rho(t)}{\mu^2 - t^2} dt.$$ (21)

The last operator which has to be represented in a form appropriate for numerical work is $(1 + \tau_3 \tanh(M\Delta))^{-1}$. The formula (16) gives the following representation (see [4, 13])

$$1 + \tau_3 \tanh(M\Delta) = w^{(0)} + w^{(1)} P_- - w^{(2)} P_+$$

$$= (w^{(0)} + w^{(1)}) P_- + (w^{(0)} - w^{(2)}) P_+$$

where $P_{\pm} = \frac{1}{2} |e_{\pm}; \rangle \langle e_{\pm}|$ are the projection operators with the properties:

$$P_+ + P_- = 1, \quad P_{\pm}^2 = P_\pm, \quad P_\pm P_\mp = 0.$$
The operators $w^{(j)} = w^{(j)}(\mu, \mu')$, ($j = 0, 1, 2$) are given by

\begin{align*}
w^{(0)}(\mu, \mu') &= \left[ 1 + \tanh\left( \frac{\Delta}{\mu} \right) \right] \delta(\mu - \mu'), \quad (23) \\
w^{(1)}(\mu, \mu') &= \frac{4\beta}{\Delta} \sum_{m=0}^{\infty} \frac{1}{C_m} \cdot \frac{\sqrt{\mu}}{1 + y_m^2 \mu^2} \cdot \frac{\sqrt{\mu'}}{1 + y_m^2 \mu'^2}, \quad (24) \\
w^{(2)}(\mu, \mu') &= \frac{4\beta}{\Delta} \sum_{m=0}^{\infty} \frac{y_m^2}{C_m} \cdot \frac{\mu^{3/2}}{1 + y_m^2 \mu^2} \cdot \frac{\mu'^{3/2}}{1 + y_m^2 \mu'^2}. \quad (25)
\end{align*}

The operators $w^{(1)}$ and $w^{(2)}$ are symmetric, positive definite and have finite traces [14, 15], i.e.

$$\text{Tr} w^{(j)} = \int_0^1 w^{(j)}(\mu, \mu) \, d\mu < \infty, \quad (j = 1, 2).$$

The inversion of (22) is given by

$$\frac{1}{1 + \tau_3 \tanh(M\Delta)} = \frac{1}{w^{(0)}} + \frac{1}{w^{(1)}} P_- + \frac{1}{w^{(0)} - w^{(2)}} P_+$$

so that

$$\frac{1}{\tau_3 \tanh(M\Delta)} = \left( \frac{1}{w^{(0)}} - \frac{1}{w^{(2)}} \right) P_+ \tau_3 - \left( \frac{1}{w^{(0)}} - \frac{1}{w^{(0)} + w^{(1)}} \right) P_- \tau_3 + \frac{1}{w^{(0)}} \tau_3 \quad (26)$$

5 Separable representation of the solution

Krein’s formula (5) can now be applied to the expressions in brackets in (20). $w^{(0)}$ corresponds to $H$ and the terms

$$\frac{\sqrt{\mu}}{1 + y_m^2 \mu^2} \cdot \frac{\sqrt{\mu'}}{1 + y_m^2 \mu'^2}, \quad \text{and} \quad \frac{\mu^{3/2}}{1 + y_m^2 \mu^2} \cdot \frac{\mu'^{3/2}}{1 + y_m^2 \mu'^2}$$

which present in the definitions (24) and (25) can be regarded as the vectors $V_m$ and $W_m$. Unfortunately, the infinite sum converge very slowly and one needs up to several thousands terms in order to achieve the required accuracy. Consequently the dimension of the matrices involved in (13) becomes very large that makes the application of Krein’s formula inefficient here. In order to accelerate computations we use the following approximations for $w^{(1)}$ and $w^{(2)}$.

The operators $w^{(1)}$ and $w^{(2)}$ are represented by

\begin{align*}
w^{(1)}(\mu, \mu') &= \sqrt{\mu} \cdot \frac{E(\mu^2) - E(\mu'^2)}{\mu^2 - \mu'^2} \cdot \sqrt{\mu'}, \quad (27) \\
w^{(2)}(\mu, \mu') &= \mu^{3/2} \cdot \frac{E(\mu^2) - E(\mu'^2)}{\mu^2 - \mu'^2} \cdot \mu'^{3/2} \quad (28)
\end{align*}
where
\[
E(\mu^2) = \frac{4\beta}{\Delta} \sum_{m=0}^{\infty} \frac{1}{C_m} \cdot \frac{\mu^2}{1 + y_m^2 \mu^2}.
\] (29)

Let us approximate the function \(E(t)\) by a finite sum
\[
E(t) \approx E_N(t) = \sum_{n=1}^{N} \frac{a_n t}{1 + A_n t}.
\] (30)

Then we get for (27) and (28)
\[
w^{(1)}(\mu, \mu') \approx \sum_{nn'} V^{(1)}_n(\mu) a_n \delta_{nn'} V^{(1)}_{n'}(\mu') = |V^{(1)}\rangle J^{(1)} \langle V^{(1)}|,
\] (31)
\[
w^{(2)}(\mu, \mu') \approx \sum_{nn'} V^{(2)}_n(\mu) a_n A_n \delta_{nn'} V^{(2)}_{n'}(\mu') = |V^{(2)}\rangle J^{(2)} \langle V^{(2)}|,
\] (32)

where
\[
V^{(1)}_n(\mu) = \frac{\sqrt{\mu}}{1 + A_n \mu^2}, \quad j^{(1)}_{nn'} = a_n \delta_{nn'},
\]
\[
V^{(2)}_n(\mu) = \frac{\mu^{3/2}}{1 + A_n \mu^2}, \quad j^{(2)}_{nn'} = a_n A_n \delta_{nn'}.
\]

The number \(N\) in (30) defines the \(N\)-th separable approximation.

Taking into account the representations (31) and (32) and using Krein’s formula (15) we get now
\[
\frac{1}{w^{(0)}} - \frac{1}{w^{(0)} + w^{(1)}} = \frac{1}{w^{(0)}} |V^{(1)}\rangle S^{(1)} \langle V^{(1)}| \frac{1}{w^{(0)}},
\]
\[
\frac{1}{w^{(0)} - w^{(2)}} - \frac{1}{w^{(0)}} = \frac{1}{w^{(0)}} |V^{(2)}\rangle S^{(2)} \langle V^{(2)}| \frac{1}{w^{(0)}},
\]

where
\[
S^{(1)}_{nn'} = \left( \frac{1}{1 + J^{(1)} U^{(1)} J^{(1)}} \right)^{nn'}, \quad S^{(2)}_{nn'} = \left( \frac{1}{1 - J^{(2)} U^{(2)} J^{(2)}} \right)^{nn'},
\]

and
\[
U^{(1)}_{nn'} = \frac{1}{2} \int_0^1 \frac{\mu^2 (1 + e^{-2\Delta \mu})}{(1 + A_n \mu^2)(1 + A_{n'} \mu^2)} d\mu,
\]
\[
U^{(2)}_{nn'} = \frac{1}{2} \int_0^1 \frac{\mu^3 (1 + e^{-2\Delta \mu})}{(1 + A_n \mu^2)(1 + A_{n'} \mu^2)} d\mu.
\]
The substitution of the third term of (26) into (12) gives
\[
\langle u \mid \frac{\cosh(M\tau')}{\cosh(M\Delta)} \frac{1}{w(0)\tau_3} \frac{\cosh(M\tau)}{\cosh(M\Delta)} \mid v \rangle = \int_0^1 \Phi(\tau, \mu)\Phi(\tau', \mu)(1 + e^{-\frac{2\Delta}{\mu}}) \frac{d\mu}{\mu}.
\]

The contribution of the second term of (26) equals zero because \( P_\tau T_3 \langle e_-' \rangle = 0 \).

The substitution of the first term leads to
\[
\langle u \mid \frac{\cosh(M\tau)}{\cosh(M\Delta)} \frac{1}{w(0) - w(2)} - \frac{1}{w(0)} \mid v \rangle = \langle u \mid \frac{\cosh(M\tau')}{\cosh(M\Delta)} Y_n^+ \rangle S_{nn'}^{(2)} \langle Y_n^- \mid \frac{\cosh(M\tau')}{\cosh(M\Delta)} \mid v \rangle \]
where
\[
|Y_n^\pm\rangle = \frac{V_n^{(2)}}{w(0)} |e_\pm\rangle
\]
and
\[
\langle u \mid \frac{\cosh(M\tau)}{\cosh(M\Delta)} Y_n^+ \rangle = \langle Y_n \mid \frac{\cosh(M\tau)}{\cosh(M\Delta)} \mid v \rangle = \int_0^1 \Phi(\tau, \mu) \left(1 + e^{-\frac{2\Delta}{\mu}}\right) \frac{\mu}{1 + A_{n\mu}^2} d\mu = K_n(\tau).
\]

Taking into account the above expressions the mean intensity becomes
\[
J(\tau) = \varepsilon \int_0^\Delta \Psi(|\tau - \tau'|) B(\tau') d\tau' + \frac{\varepsilon}{4} K_n(\tau) S_{nn'}^{(2)} \int_0^\Delta K_{n'}(\tau') B(\tau') d\tau' + \frac{\varepsilon}{2} \int_0^1 \frac{1}{\mu} \Phi(\tau, \mu) \left(1 + e^{-\frac{2\Delta}{\mu}}\right) \int_0^\Delta \Phi(\tau', \mu) B(\tau') d\tau' d\mu \tag{33}
\]
and the emergent intensity takes the form
\[
I_{\text{out}}(\mu) = \varepsilon \left(1 + e^{-\frac{2\Delta}{\mu}}\right) \left(\frac{1}{\mu} \int_0^\Delta \Phi(\tau', \mu) B(\tau') d\tau' + \frac{\mu}{2(1 + A_{n\mu}^2)} S_{nn'}^{(2)} \int_0^\Delta K_{n'}(\tau') B(\tau') d\tau' \right). \tag{34}
\]

where the Einstein’s convention is implied.

### 6 Discussions

The practical efficiency of the method depends largely on how well the lower orders of the approximation represent the exact solution. In order to obtain an accurate solution in the low approximation orders a clever approximation of
Figure 1: Angular distribution of the outgoing intensity calculated in the different approximation orders by means of equation (9) with the Planck function \( B(\tau) = 1 - 0.5 (\tau/\Delta)^2 \). The curves representing the results of the different approximation orders coincide.

the function \( E(t) \) is necessary. The representation of the original function (29) by the finite sum (30) with the minimal number of terms and without loss of accuracy is the crucial point of our investigation.

We propose two methods for the approximation (30). The first was originally developed by Stieltjes and Markov (Appendix A). Using the theory of the orthonormal polynomials, the coefficients \( a_n \) and \( A_n \) can be found very quickly. However, roundoff errors appearing in the calculation of the coefficients \( p_{kl} \) in (A.5) do not allow the method to be implemented, in particular, by means of FORTRAN codes. The method is well suited for programs like MATHEMATICA. The convergence of the final solution is moderate in optically thick media and high in optically thin ones.

The second method is the so called ”Points method”. It consist of the solution of the system of \( 2N \) algebraic equations as described in Appendix B. In contrast to the Stieltjes-Markov method it does not suffer from roundoff errors, and FORTRAN codes run very well. Some matrices become badly conditioned in the high approximation orders (\( N > 6 \)). However these cases imply a very high accuracy of the final solution, which is usually not needed in applications, and are not considered. In optically thin media the solution obtained with such \( a_n \) and \( A_n \) shows approximately the same convergence as in the Stieltjes-Markov method. The convergence of the ”Points method” is much better in optically thick slabs. The calculation of \( a_n \) and \( A_n \) takes much longer because one needs the values of the original \( E(t) \) in the reference points \( \{t_1, ..., t_{2N}\} \).

Further, all the calculations are carried out with the application of the ”Points method” where the points are chosen as \( t_i = i/2N \).
Figure 2: Angular distribution of the outgoing intensity calculated in the different approximation orders by means of equation (9) with the Planck function $B(\tau) = 1 - 0.5 (\tau/\Delta)^2$.

Figs. 1 and 2 show the angular distribution of the emergent intensity in slabs of different optical depth. The results were obtained through Eq. (9) with the mean intensity $J(\tau)$ calculated by means of (33). The dependence of the approximation order is shown. As one can see in optically thin media the precise results can be obtained already in the lowest separable approximation whereas in optically thick slabs a few additional approximation orders are necessary in order to match the exact solution.

However, the simplest and the fastest way for the calculation of the emergent intensity is the direct application of (34). As in the previous case a few approximation orders are sufficient to obtain results with reasonable accuracy. The exception is for the range of small $\mu$ (see Fig. 3). The difference between this solution and the exact one is caused by errors in the approximation of the function $E(\mu^2)$. So, for $\mu \to 0$ we have $E(\mu^2) \sim \mu$, whereas $E_N(\mu^2) \sim \mu^2$. Although the asymptotic behavior of $w^{(1)}(\mu, \mu')$ and $w_N^{(1)}(\mu, \mu')$ at small $\mu$ are the same, $w^{(2)}(\mu, \mu')$ and $w_N^{(2)}(\mu, \mu')$ behave in different ways: when $\mu, \mu' \to 0$ $w^{(2)}(\mu, \mu') \sim \sqrt{\mu} \sqrt{\mu'}$ while $w_N^{(2)}(\mu, \mu') \sim \mu^{3/2} \mu'^{3/2}$.

Better results in the region of small $\mu$ can be obtained by means of a further improvement of the approximation for the operator $w^{(2)}$:

$$w^{(2)}(\mu, \mu') = \mu^{3/2} \cdot \frac{E(\mu^2)}{\mu^2 - \mu'^2} \cdot \mu^{3/2} = \sqrt{\mu} \cdot \frac{\mu' E(\mu^2) - \mu E(\mu'^2)}{\mu^2 - \mu'^2} \cdot \sqrt{\mu'} = w^{(1)}(\mu, \mu') + w^{(3)}(\mu, \mu')$$ (35)
Figure 3: Angular distribution of the outgoing intensity calculated in the 6-th approximation order with the Planck function $B(\tau) = 1 - 0.5(\tau/\Delta)^2$. The solid curve represents the precise results obtained by means of (34). Equation (34) was used to get the dotted curve. The results obtained with the improved approximation of the operator $w^{(2)}$ (35) are represented by the dashed-dotted curve.

where

$$w^{(3)}(\mu, \mu') = \sqrt{\mu} \cdot \frac{\frac{1}{\mu} E(\mu^2) - \frac{1}{\mu'} E(\mu'^2)}{\mu' - \mu} \cdot \sqrt{\mu'}.$$ 

Applying the "Points method" for the following approximation

$$\frac{1}{\mu} E(\mu^2) = \frac{4\beta}{\Delta} \sum_{m=0}^{\infty} \frac{1}{C_m} \frac{1}{1 + y_m \mu^2} \approx \sum_{n=1}^{N} b_n \frac{1}{1 + B_n \mu}$$

we get

$$w^{(3)}(\mu, \mu') \approx \sum_{n=1}^{N} \frac{\sqrt{\mu}}{1 + B_n \mu} \cdot b_n B_n \cdot \frac{\sqrt{\mu'}}{1 + B_n \mu'}.$$ 

Thus the final results calculated with the new representation of $w^{(2)}$ (35) show better agreement with the exact solution for all $\mu$ as shown in Fig. 3.

Fig. 4 shows the CPU-time required for the calculation of the internal distribution of the mean intensity (left panel; Eq. (33)) and the angular distribution of the outgoing intensity (right panel; Eq. (34)) in the different approximation orders. FORTRAN double-precision, optimized codes were used on a HP C240 computer. Note that time necessary for the calculations of the coefficients $a_n$, $A_n$ and matrix $S_{nn'}^{(2)}$ is also included. Although these calculations are carried
Figure 4: CPU-time required for the calculation of the mean intensity and the intensity emerging from the surface of a slab with $\Delta = 100$ and $\varepsilon = 0.5$ in the different approximation orders.

out only once for the given $\Delta$ and $\varepsilon$, the most time (about 8 ms in the 2nd order) is spent on this, which remains the place for further improvements.

The comparison of our results with those obtained by the finite element and finite difference methods in the case of isothermal media can be found in [16].

7 Summary

In this paper we have given a new method for the solution of the plane-parallel radiative transfer equation in media of finite optical depth. The continuous angle and depth variation of the specific intensity including the angular distribution of the emergent radiation can be obtained fast and accurately for a wide range of parameters. The considered configuration of the medium makes the accretion disk the most appropriate object for further application of this solution.

Generalization to the cases of anisotropic and non-coherent scattering is also possible. In particular the modeling of a spectral line with complete redistribution will be presented in a separate paper.

We would like to thank K. Manson for valuable comments which have lead to an improvement of this paper. This work was supported by the Deutsche Forschungsgemeinschaft (Sonderforschungsbereich 359/C2) and the Graduiер-
tenkolleg at the Interdisciplinary Center for Scientific Computing of Heidelberg University.

A Approximation of $E(t)$: Stieltjes-Markov method

In order to represent $E(t)$ in the form of a finite sum

$$E(t) \approx E_N(t) = \sum_{n=1}^{N} \frac{a_n t}{1 + A_n t} \quad (A.1)$$

one can apply the Stieltjes-Markov method (see [17]).

Let us introduce a measure $\phi(dx)$ on interval $[0, 1]$ in such a way that

$$\int_0^1 \phi(dx) f(x) = 2 \Delta \sum_{m=0}^{\infty} \frac{1}{1 + y_m^2} \cdot f \left( \frac{1}{1 + y_m^2} \right). \quad (A.2)$$

For the approximate evaluation of the integral we use a quadrature formula

$$\int_0^1 \phi(dx) f(x) \simeq \sum_{n=1}^{N} c_n f(x_n) \quad (A.3)$$

where $x_n$ are zeros of polynomials of degree $N$ which are orthogonal with respect to $\phi(dx)$, i.e.

$$\int_0^1 \phi(dx) P_m(x) P_l(x) = 0 \quad \text{for} \quad m \neq l,$$

and the weights $c_n$ are given by

$$c_n = \frac{Q_N(x_n)}{P_N'(x_n)}$$

where $Q_k(x)$ are associated polynomials of degree $(N - 1)$

$$Q_k(s) = \int_0^1 \phi(dx) \frac{P_k(s) - P_k(x)}{s - x}.$$

The polynomials $P_k(x)$ can be constructed in the following way. Let us calculate $2N + 1$ moments

$$m_k(\Delta) = \int_0^1 \phi(dx) x^k = \frac{2}{\Delta} \sum_{m=0}^{\infty} \left( \frac{1}{1 + y_m^2} \right)^{1+k}$$

$$= \frac{1}{k!} \left( - \frac{\partial}{\partial v} \right)^k \left. \tanh \left( \sqrt{v} \right) \right|_{v=1} \quad (A.4)$$
A matrix $H$ with elements

$$H_{ij} = m_{i+j}, \quad (i, j = 0, \ldots, N)$$

is symmetric and positive definite. The Cholesky decomposition gives an upper-triangular matrix $r$ with the property that $H$ can be written as $H = r^\top r$. Then the elements

$$p_{kl} = (r^{-1})_{kl}$$

(A.5)
define the coefficients of the polynomial $P_k(x)$

$$P_k(x) = \sum_{l=0}^{k} p_{kl} x^l.$$ 

The associated polynomial can be written as

$$Q_k(x) = \sum_{l=0}^{k-1} x^l \sum_{i=l+1}^{k} p_{ki} m_{i-l-1}.$$ 

Let us introduce the notation

$$t = \frac{s}{1+s}, \quad s = \frac{t}{1-t}, \quad 0 \leq s < \infty,$$

$$x = \frac{1}{1+y^2}, \quad 0 \leq x \leq 1, \quad y = \sqrt{\frac{1-x}{x}}.$$ 

Then we have

$$E(t) = \frac{4\beta}{\Delta} \sum_{m=0}^{\infty} \frac{1}{C(iy_m)} \cdot \frac{t}{1+y_m^2} = \frac{4\beta}{\Delta} \sum_{m=0}^{\infty} \frac{1}{1+y_m^2} \cdot \frac{1}{C(iy_m)} \frac{s}{1+y_m^2} + s.$$ 

According to (A.2) and (A.3) we get

$$E(t) = \int_{0}^{1} \phi(dx) \frac{\beta}{C(i\sqrt{1-x})} \frac{s}{x+s} \approx \sum_{n=1}^{N} \frac{c_n\beta}{C(i\sqrt{1-x_n})} \frac{s}{s+x_n}$$

$$= \sum_{n=1}^{N} \frac{c_n\beta}{C(i\sqrt{1-x_n})} \frac{t}{x_n + (1-x_n)t}.$$ 

Thus the coefficients in (A.4) become

$$a_n = \frac{c_n}{x_n} \cdot \frac{2\beta}{C(i\sqrt{A_n})}, \quad A_n = \frac{1}{x_n} - 1.$$ 

(A.6)
B Approximation of $E(t)$: ”Points method”

The coefficient $a_n$ and $A_n$ of the $N$-th separable approximation can be found by solving the system of algebraic equations:

$$E_N(t_l) = \sum_{n=1}^{N} \frac{a_n t_l}{1 + A_n t_l}, \quad (l = 1, ..., 2N) \quad (B.1)$$

where $\{t_1, ..., t_{2N}\}$ are points in the interval $[0, 1]$. The solution of (B.1) can be obtained in the following way. We have

$$\frac{E(t_l)}{t_l} \prod_{k=1}^{N} (1 + A_k t_l) = \sum_{n=1}^{N} a_n \prod_{k \neq n} (1 + A_k t_l). \quad (B.2)$$

Let us introduce the notation

$$\prod_{k=1}^{N} (1 + A_k t_l) = \sum_{s=0}^{N} t_l^s u_s, \quad u_0 = 1, \quad u_s = \sum_{1 \leq i_1 < ... < i_s \leq N} A_{i_1} \cdot A_{i_2} \cdot ... \cdot A_{i_s},$$

$$\prod_{k \neq n}^{N} (1 + A_k t_l) = \sum_{s=0}^{N} t_l^s u_s |_{A_n = 0} = \sum_{s=1}^{N} t_l^{s-1} v_s^{(n)},$$

$$\sum_{n=1}^{N} a_n \prod_{k \neq n} (1 + A_k t_l) = \sum_{s=1}^{N} t_l^{s-1} b_s, \quad b_s = \sum_{n=1}^{N} a_n v_s^{(n)}.$$

Then we can write (B.2) as the following

$$\sum_{s=1}^{N} t_l^{s-1} b_s - \sum_{s=1}^{N} t_l^{s-1} E(t_l) u_s = \frac{E(t_l)}{t_l}. \quad (B.3)$$

Let us introduce $N \times N$ matrices and $N$-component vectors

$$Q^{(1)} = Q^{(1)}_{ls} = t_l^{s-1}, \quad H^{(1)} = H^{(1)}_{ls} = t_l^{s-1} E(t_l),$$

$$Q^{(2)} = Q^{(2)}_{ls} = t_{N+l}^{s-1}, \quad H^{(2)} = H^{(2)}_{ls} = t_{N+l}^{s-1} E(t_{N+l}),$$

$$f^{(1)} = f^{(1)}_l = \frac{E(t_l)}{t_l}, \quad f^{(2)} = f^{(2)}_l = \frac{E(t_{N+l})}{t_{N+l}}.$$

So that the system of linear equations (B.3) can be rewritten in a form

$$Q^{(1)} b - H^{(1)} u = f^{(1)},$$

$$Q^{(2)} b - H^{(2)} u = f^{(2)}. \quad (B.4)$$
Eliminating $b$ we obtain the vector $u = (u_1, ..., u_N)$

$$u = \left[ (Q^{(1)})^{-1} H^{(1)} - (Q^{(2)})^{-1} H^{(2)} \right]^{-1} \times \left[ (Q^{(2)})^{-1} f^{(2)} - (Q^{(1)})^{-1} f^{(1)} \right].$$

The roots of the following polynomial

$$(x)^N + u_1(x)^{N-1} + ... + u_N = (-1)^N \prod_{n=1}^{N} (x - A_n) = 0$$

correspond to the constants $A_1, ..., A_N$. The last step is the solution of the matrix equation

$$Ca = f^{(1)}$$

with

$$C_{ls} = \frac{1}{1 + A_s t_l}, \quad (l, s = 1, ..., N)$$

in order to get the coefficients $a = (a_1, ..., a_N)$.
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