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Abstract. We present a new method for constructing $C_0$-semigroups for which properties of the resolvent of the generator and continuity properties of the semigroup in the operator-norm topology are controlled simultaneously. It allows us to show that a) there exists a $C_0$-semigroup which is continuous in the operator-norm topology for no $t \in [0, 1]$ such that the resolvent of its generator has a logarithmic decay at infinity along vertical lines; b) there exists a $C_0$-semigroup which is continuous in the operator-norm topology for no $t \in \mathbb{R}_+$ such that the resolvent of its generator has a decay along vertical lines arbitrarily close to a logarithmic one. These examples rule out any possibility of characterizing norm-continuity of semigroups on arbitrary Banach spaces in terms of resolvent-norm decay on vertical lines.

1. Introduction

The study of continuity properties of $C_0$-semigroups $(T(t))_{t \geq 0}$ on a Banach space $X$ in the uniform operator topology of $\mathcal{L}(X)$ (norm-continuity) has been initiated in [28] and attracted considerable attention over the last decades; see in particular [2, 3, 4, 15, 16, 27, 30, 37, 43, 44].

The classes of immediately norm-continuous semigroups, of eventually norm-continuous semigroups, and of asymptotically norm-continuous semigroups (or, equivalently, semigroups norm continuous at infinity) emerged and were studied in depth during this period. The interest in these classes comes mainly from the fact that a condition of norm continuity of a semigroup implies a variant of the spectral mapping theorem, and thus asymptotic properties of a semigroup are essentially determined by the spectrum of the generator.

One of the main issues in the study of norm-continuity is to characterize these classes in terms of the resolvent of the semigroup generator (or in other a priori terms). In particular, the so called norm-continuity problem for $C_0$-semigroups attributed to A. Pazy was a focus for relevant research during the last two decades.

Given a $C_0$-semigroup $(T(t))_{t \geq 0}$ on a Banach space $X$, with generator $A$, the problem is to determine whether the resolvent decay condition

$$
\lim_{|\beta| \to \infty} \| R(\omega + i\beta, A) \| = 0 \text{ for some } \omega \in \mathbb{R}
$$

was

implies that the semigroup is immediately norm-continuous, that is, norm-continuous for \( t > 0 \). The decay condition (1.1) is certainly necessary for immediate norm-continuity, by the fact that the resolvent of the generator is the Laplace transform of the semigroup, and by a simple application of the Lemma of Riemann-Lebesgue. Hence, the question is whether condition (1.1) characterizes immediate norm-continuity.

The resolvent decay condition (1.1) does characterize immediate norm continuity if the underlying Banach space is a Hilbert space [44], [15], [43], [1, Theorem 3.13.2], or if it is an \( L^p \) space and the semigroup is positive, [27]. Only very recently, T. Matrai [37] constructed a counterexample showing that the answer to the norm continuity problem is negative in general. The generator in his example is an infinite direct sum of Jordan blocks on finite dimensional spaces. The infinite sum is equipped with an appropriate norm and the resulting Banach space is reflexive. This kind of counterexample going back to [45] has been used in the spectral theory of semigroups to show the failure of the spectral mapping theorems or certain relationships between semigroup growth bounds, see for example [1], [18].

We point out that the resolvent decay condition (1.1) implies that the resolvent exists and is uniformly bounded in a domain of the form

\[
\Sigma_\varphi := \{ \lambda \in \mathbb{C} : \Re \lambda > -\varphi(|\Im \lambda|) \},
\]

where \( \varphi \in C(\mathbb{R}_+) \) satisfies \( \lim_{\beta \to \infty} \varphi(\beta) = \infty \). It is known that the existence of the resolvent and its uniform boundedness in such a domain can imply regularity properties of the semigroup if the function \( \varphi \) is growing sufficiently fast: we recall corresponding results for analytic, immediately differentiable and eventually differentiable semigroups, [1, Theorem 3.7.11], [39, Theorems 4.7, 5.2]. It follows from the proofs of these results (which use the complex inversion formula for Laplace transforms) that there are similar results in the more general context of Laplace transforms of vector-valued functions; see, for example, [1, Theorem 2.6.1], [14 I.4.7, II.7.4], [42], [41]. One could therefore think of the following Laplace transform version of the norm-continuity problem: if the Laplace transform of a bounded scalar (or vector-valued) function extends analytically to a bounded function in some domain \( \Sigma_\varphi \), where \( \varphi \in C(\mathbb{R}_+) \) satisfies \( \lim_{\beta \to \infty} \varphi(\beta) = \infty \), is the function immediately or eventually continuous? It is relatively easy to give counterexamples to this Laplace transform version of the norm-continuity problem. It follows from the main result in this article (Theorem 4.2) that every counterexample to the norm-continuity problem for scalar functions yields a counterexample to the the norm-continuity problem for semigroups.

As indicated in the title of this article, we approach the problem of norm-continuity via Banach algebra homomorphisms \( L^1(\mathbb{R}_+) \to \mathcal{A} \). The connection between semigroups and such homomorphisms is well-known. We recall that to every bounded \( C_0 \)-semigroup \( (T(t))_{t \geq 0} \) on a Banach space \( X \) one can associate an algebra homomorphism \( T : L^1(\mathbb{R}_+) \to \mathcal{L}(X) \) given by

\[
Tg = \int_0^\infty T(t)g(t) \, dt, \quad g \in L^1(\mathbb{R}_+) \quad \text{(integral in the strong sense)}.
\]
Conversely, every algebra homomorphism $L^1(\mathbb{R}_+) \to \mathcal{A}$ is, after passing to an equivalent homomorphism, of this form; cf. Lemma 3.1 below.

It is therefore natural to ask how regularity properties of the semigroup or the resolvent of its generator are encoded in the corresponding algebra homomorphism or its adjoint. We will discuss some of the connections in the first part of this article, partly in the context of general operators $L^1(\mathbb{R}_+) \to X$. Then, given a function $f \in L^\infty(\mathbb{R}_+)$ such that its Laplace transform extends to a bounded analytic function on some domain $\Sigma_\varphi$, we will show how to construct an algebra homomorphism $T : L^1(\mathbb{R}_+) \to \mathcal{L}(X)$ which is represented (in the strong sense) by a $C_0$-semigroup such that $f \in \text{range } T^*$ and such that the resolvent of the generator satisfies a precise decay estimate. In fact, the space $X$ will be continuously embedded into $L^\infty(\mathbb{R}_+)$ and left-shift invariant, and the operator $T$ will be represented by the left-shift semigroup on $X$. In this way, we will be able to show that the norm-continuity problem has a negative solution and at the same time we will be able to estimate the resolvent decay along vertical lines. It turns out that the decay $\|R(\omega + i\beta, A)\| = O(1/\log|\beta|)$ implies eventual differentiability but not immediate norm-continuity, and that any slower decay does not imply eventual norm-continuity.

The paper is organized as follows. In the second section, we remind some basic properties and definitions from the theory of operators $L^1(\mathbb{R}_+) \to X$ needed in the sequel, and introduce the notion of a Riemann-Lebesgue operator. In the third section, we set up a framework of homomorphisms $L^1 \to \mathcal{A}$ and establish the relation to the norm continuity problem for semigroups. The main, fourth section, is devoted to the construction of Riemann-Lebesgue homomorphisms. Finally, in the fifth section, we apply the main result from the fourth section to give counterexamples to the norm-continuity problem.

2. OPERATORS $L^1(\mathbb{R}_+) \to X$

Operators $L^1 \to X$ and their representations is a classical subject of both operator theory and geometric theory of Banach spaces. For a more or less complete account of basic properties of these operators one may consult [12], and a selection of more recent advances pertinent to our studies include [6], [7], [11], [23], [24], [26], [29], [31], [33].

The following representation of operators $L^1(\mathbb{R}_+) \to X$ by vector-valued Lipschitz continuous functions on $\mathbb{R}_+$ will be used in the sequel. We denote by $\text{Lip}_0(\mathbb{R}_+, X)$ the Banach space of all Lipschitz continuous functions $F : \mathbb{R}_+ \to X$ satisfying $F(0) = 0$. Then, for every $F \in \text{Lip}_0(\mathbb{R}_+, X)$ the operator $T_F : L^1(\mathbb{R}_+) \to X$ given by the Stieltjes integral

$$T_F g := \int_0^\infty g(t) \, dF(t), \quad g \in L^1(\mathbb{R}_+),$$

is well defined and bounded, and it turns out that every bounded operator $T : L^1(\mathbb{R}_+) \to X$ is of this form. In fact, by the Riesz-Stieltjes representation theorem [11, Theorem 2.1.1], the operator $F \to T_F$ is an (isometric) isomorphism from $\text{Lip}_0(\mathbb{R}_+, X)$ onto $\mathcal{L}(L^1(\mathbb{R}_+), X)$.

There are several analytic properties of operators $L^1 \to X$ which have been defined and studied in the literature. Among them, we will recall Riesz representability and the (local) Dunford-Pettis property, and we introduce the Riemann-Lebesgue property. The first and the last will be relevant for this article while the
(local) Dunford-Pettis property is mentioned for reasons of comparison.

Throughout the following, for every \( \lambda \in \mathbb{C} \) and every \( t \in \mathbb{R}_+ \), we define \( e_\lambda(t) := e^{-\lambda t} \). If \( \lambda \) belongs to the open right half-plane \( \mathbb{C}_+ \), then \( e_\lambda \in L^1(\mathbb{R}_+) \).

Recall that an operator between two Banach spaces is called Dunford-Pettis or completely continuous if it maps weakly convergent sequences into norm convergent sequences.

**Definition 2.1.** Let \( T : L^1(\mathbb{R}_+) \to X \) be a bounded operator.

(a) We call \( T \) Riesz representable, or simply representable, if there exists a function \( f \in L^\infty(\mathbb{R}_+; X) \) such that

\[
Tg = \int_{\mathbb{R}_+} g(s)f(s) \, ds \quad \text{for every } g \in L^1(\mathbb{R}_+).
\]

(b) We call \( T \) locally Dunford-Pettis if for every measurable \( K \subset \mathbb{R}_+ \) of finite measure the restriction of \( T \) to \( L^1(K) \) is Dunford-Pettis.

(c) We call \( T \) Riemann-Lebesgue if \( \lim_{|\beta| \to \infty} \| T(e_\beta g) \| = 0 \) for every \( g \in L^1(\mathbb{R}_+) \).

The definitions of representable and local Dunford-Pettis operators clearly make sense on general \( L^1 \) spaces. For some operator theoretical questions it may be more natural to consider operators on \( L^1(0, 1) \) or a similar \( L^1 \) space. In the context of (bounded) \( C_0 \)-semigroups, the space \( L^1(\mathbb{R}_+) \) is appropriate.

We point out that if \( F \in \text{Lip}_0(\mathbb{R}_+; X) \) and if \( T = T_F : L^1(\mathbb{R}_+) \to X \) is representable by some function \( f \in L^\infty(\mathbb{R}_+; X) \), then necessarily \( F(t) = \int_0^t f(s) \, ds \). In fact, \( T = T_F \) is representable if and only if the function \( F \) admits a Radon-Nikodym derivative in \( L^\infty(\mathbb{R}_+; X) \).

**Proposition 2.2.** Let \( T : L^1(\mathbb{R}_+) \to X \) be a bounded operator. The following implications are true:

\[
T \text{ is weakly compact} \quad \Downarrow
\]

\[
T \text{ is representable} \quad \Downarrow
\]

\[
T \text{ is locally Dunford-Pettis} \quad \Downarrow
\]

\[
T \text{ is Riemann-Lebesgue}.
\]

**Proof.** The first implication follows from [12, Theorem 12, p.75], while the second implication is a consequence of [12, Lemma 11, p.74, and Theorem 15, p.76]. Note that these results only deal with finite measure spaces whence the necessity to consider local Dunford-Pettis operators.

In order to prove the last implication, one has to remark that for general \( T : L^1(\mathbb{R}_+) \to X \) the space

\[
E := \{ g \in L^1(\mathbb{R}_+) : \lim_{\beta \to \infty} \| T(e_\beta g) \| = 0 \}
\]

is closed in \( L^1(\mathbb{R}_+) \).

Next, by the Lemma of Riemann-Lebesgue, for every \( g \in L^1(\mathbb{R}_+) \) one has \( \lim_{\beta \to \infty} e_\beta g = 0 \) in \( L^1(\mathbb{R}_+) \) and \( L^1(K) \), where \( K \) is any compact subset of \( \mathbb{R}_+ \).
Hence, if $T$ is locally Dunford-Pettis, then the space $E$ contains all compactly supported functions in $L^1(\mathbb{R}_+)$, and since this space is dense in $L^1(\mathbb{R}_+)$, the operator $T$ must be Riemann-Lebesgue.

The properties from Definition 2.1 have also been defined for Banach spaces instead of single operators. For example, a Banach space $X$ has the Radon-Nikodym property if every operator $T : L^1(\mathbb{R}_+) \to X$ is representable, [12], or, equivalently, if every function in $\text{Lip}_0(\mathbb{R}_+; X)$ admits a Radon-Nikodym derivative in $L^\infty(\mathbb{R}_+; X)$.

Similarly, a Banach space $X$ has the complete continuity property if every operator $T : L^1(\mathbb{R}_+) \to X$ is locally Dunford-Pettis. Note that the Dunford-Pettis property for Banach spaces has also been defined in the literature, [38, Definition 3.7.6].

Finally, a Banach space $X$ has the Riemann-Lebesgue property if every operator $T : L^1(\mathbb{R}_+) \to X$ is Riemann-Lebesgue. The Riemann-Lebesgue property for Banach spaces has been defined only recently, [8], and Definition 2.1 is perhaps the first instance where the Riemann-Lebesgue property is defined for a single operator.

It has been recently shown that the complete continuity property and the Riemann-Lebesgue property for Banach spaces are equivalent, [31]. It is therefore natural to ask whether a similar result holds for single operators.

**Problem 2.3.** Is every Riemann-Lebesgue operator $T : L^1(\mathbb{R}_+) \to X$ a local Dunford-Pettis operator?

The following theorem gives a characterization of Riemann-Lebesgue operators using only exponential functions.

**Theorem 2.4.** An operator $T : L^1(\mathbb{R}_+) \to X$ is a Riemann-Lebesgue operator if and only if $\lim_{|\beta| \to \infty} \|Te_{\omega+i\beta}\| = 0$ for some/all $\omega > 0$.

**Proof.** Assume first that $T : L^1(\mathbb{R}_+) \to X$ is a bounded operator satisfying $\lim_{|\beta| \to \infty} \|Te_{\omega+i\beta}\| = 0$ for some $\omega > 0$.

Let $0 < a < \omega < b < \infty$, and define the closed strip $S := \{\lambda \in \mathbb{C}_+ : a \leq \text{Re} \lambda \leq b\}$. The function

$$f : S \to X,$$

$$\lambda \mapsto Te_\lambda,$$

is bounded, continuous on $S$, and analytic in the interior of $S$. By a standard argument from complex function theory (involving Vitali’s theorem) and the assumption we obtain

$$\lim_{|\beta| \to \infty} \|Te_{a+i\beta}\| = 0,$$

for all $\alpha \in (a, b)$. Since $a \in (0, \omega)$ and $b \in (\omega, \infty)$ are arbitrary, the above equation is true for every $\alpha \in (0, \infty)$.

Next, recall from [23] that the space of all $g \in L^1(\mathbb{R}_+)$ such that $\lim_{|\beta| \to \infty} \|Te_{i\beta}g\| = 0$ is closed in $L^1(\mathbb{R}_+)$. By the preceding argument, this space contains the set $\{e_\alpha : \alpha > 0\}$. Since this set is total in $L^1(\mathbb{R}_+)$, by the Hahn-Banach theorem and by uniqueness of the Laplace transform, it therefore follows that $T$ is a Riemann-Lebesgue operator.

The other implication is trivial. \qed
Corollary 2.5. Let \( F \in \text{Lip}_0(\mathbb{R}^+_+, X) \), and let \( T_F : L^1(\mathbb{R}^+_+) \to X \) be the corresponding bounded operator given by (\ref{eq:2}). Denote by \( \hat{d}F \) the Laplace-Stieltjes transform of \( F \), that is,
\[
\hat{d}F(\lambda) := \int_0^\infty e^{-\lambda t} dF(t), \quad \lambda \in \mathbb{C}^+.
\]
Then \( T_F \) is a Riemann-Lebesgue operator if and only if
\[
\lim_{|\beta| \to \infty} \hat{d}F(\omega + i\beta) = 0 \quad \text{for some/all } \omega > 0.
\]
Proof: This is a direct consequence from Theorem 2.4 and the definition of the representing function. \hfill \Box

3. Algebra homomorphisms \( L^1(\mathbb{R}^+_+) \to A \) and the norm-continuity problem

In the following, we will equip \( L^1(\mathbb{R}^+_+) \) with the usual convolution product given by
\[
(f \ast g)(t) = \int_0^t f(t-s)g(s) \, ds, \quad f, g \in L^1(\mathbb{R}^+_+).
\]
Then \( L^1(\mathbb{R}^+_+) \) is a commutative Banach algebra with bounded approximate identity; for example, the net \( (\lambda e_\lambda)_{\lambda \in \mathbb{C}^+} \) is an approximate identity bounded by 1.

Let \( A \) be a Banach algebra. If \( (a(t))_{t>0} \subset A \) is a uniformly bounded and continuous semigroup, then the operator \( T : L^1(\mathbb{R}^+_+) \to A \) given by
\[
Tg = \int_0^\infty a(t)g(t) \, dt \tag{3.1}
\]
is an algebra homomorphism as one easily verifies. Conversely, if \( T : L^1(\mathbb{R}^+_+) \to A \) is an algebra homomorphism, then \( T \) is represented as above, but \( (a(t))_{t>0} \) is a semigroup of multipliers on \( A \) and the integral is to be understood in the sense of the strong topology of the multiplier algebra \( \mathcal{M}(A) \); see, for example, [10, Theorems 3.3 and 4.1], [40, Proposition 1.1]. We will state this result in a slightly different form, more convenient to us, using the notion of equivalent operators which we introduce here.

We call two operators \( T : L^1(\mathbb{R}^+_+) \to X \) and \( S : L^1(\mathbb{R}^+_+) \to Y \) equivalent if there exist constants \( c_1, c_2 \geq 0 \) such that
\[
\|Tg\|_X \leq c_1 \|Sg\|_Y \leq c_2 \|Tg\|_X \quad \text{for every } g \in L^1(\mathbb{R}^+_+).
\]
It is easy to check that properties like weak compactness, representability, the local Dunford-Pettis property and the Riemann-Lebesgue property are invariant under equivalence, that is, for example, if \( T \) and \( S \) are equivalent, then \( T \) is representable if and only if \( S \) is representable; one may prove that if \( F_T \) and \( F_S \) are the representing Lipschitz functions, then \( F_T \) is differentiable almost everywhere if and only if \( F_S \) is differentiable almost everywhere (use that difference quotients are images of multiples of characteristic functions). We point out that two operators \( T \) and \( S \) are equivalent if and only if range \( T^* = \text{range } S^* \); compare with [17, Theorem 1].

The proof of the following lemma is similar to the proof of [21, Theorem 1] (see also [34, Corollary 4.3], [35, Theorem 10.1], [5, Theorem 1.1]).
Lemma 3.1. For every algebra homomorphism $T : L^1(\mathbb{R}_+) \to A$ there exists a Banach space $X_0$, an equivalent algebra homomorphism $S : L^1(\mathbb{R}_+) \to \mathcal{L}(X_0)$ and a uniformly bounded $C_0$-semigroup $(S(t))_{t \geq 0} \subset \mathcal{L}(X_0)$ such that for every $g \in L^1(\mathbb{R}_+)$

$$Sg = \int_0^\infty S(t)g(t) \, dt \quad \text{(integral in the strong sense).}$$

If $A \subset \mathcal{L}(X)$ as a closed subspace, then $X_0$ can be chosen to be a closed subspace of $X$.

Proof. We first assume that $A \subset \mathcal{L}(X)$ as a closed subspace, and we put $R(\lambda) := T e_\lambda \in \mathcal{L}(X)$ ($\lambda \in \mathbb{C}_+$. Since $T$ is an algebra homomorphism, the function $R$ is a pseudoresolvent, that is,

$$R(\lambda) - R(\mu) = (\mu - \lambda)R(\lambda)R(\mu) \quad \text{for every } \lambda, \mu \in \mathbb{C}_+.$$  

This resolvent identity implies that

$$\text{range } R(\lambda) \text{ is independent of } \lambda \in \mathbb{C}_+.  
$$

We put

$$X_0 := \text{range } R(\lambda)^d \| x \subset X.$$  

Clearly, $X_0$ is invariant under $R(\lambda)$, and since $\| e_\lambda \|_{L^1} = 1$ for every $\lambda > 0$, we obtain the estimate

$$\| (\lambda R(\lambda))^n \|_{\mathcal{L}(X_0)} \leq \| (\lambda R(\lambda))^n \|_{\mathcal{L}(X)} \leq \| T \| \text{ for every } \lambda > 0, n \geq 1.$$  

By using this estimate (with $n = 1$), for every $x \in X$ and every $\lambda \in \mathbb{C}_+$ one obtains

$$\lim_{\mu \to \infty} \mu R(\mu) R(\lambda) x = \lim_{\mu \to \infty} \frac{\mu R(\lambda) x - \mu R(\mu) x}{\mu - \lambda} = R(\lambda) x,$$

which implies

$$\lim_{\mu \to \infty} \mu R(\mu) x = x \quad \text{for every } x \in X_0.$$  

This relation and the resolvent identity imply that $R(\lambda)$ is injective on $X_0$ and the range of $R(\lambda)$ is dense in $X_0$. As a consequence, there exists a densely defined, closed operator $A$ on $X_0$ such that

$$R(\lambda) x = R(\lambda, A) x \quad \text{for every } \lambda \in \mathbb{C}_+, x \in X_0.$$  

By $[32]$ and the Hille-Yosida theorem, $A$ is the generator of a uniformly bounded $C_0$-semigroup $(S(t))_{t \geq 0} \subset \mathcal{L}(X_0)$. Let $S : L^1(\mathbb{R}_+) \to \mathcal{L}(X_0)$ be the operator defined by $S g = \int_0^\infty S(t)g(t) \, dt$, where the integral is understood in the strong sense. Let $F \in \text{Lip}_0(\mathbb{R}_+; \mathcal{L}(X))$ be the function representing $T$ (Riesz-Stieltjes representation). Then the equality $[33]$ and the definition of $R$ imply

$$\int_0^\infty e^{-\lambda t} \, dF(t) x = \int_0^\infty e^{-\lambda t} S(t) x \, dt \quad \text{for every } \lambda \in \mathbb{C}_+, x \in X_0.$$  

By the uniqueness of the Laplace-Stieltjes transform, we obtain

$$\int_0^t S(s) x \, ds = F(t) x \quad \text{for every } t \geq 0, x \in X_0,$$

and hence

$$(S g)(x) = (T g)(x) \quad \text{for every } g \in L^1(\mathbb{R}_+), x \in X_0.$$  

Clearly, this implies

$$\| S g \|_{\mathcal{L}(X_0)} \leq \| T g \|_{\mathcal{L}(X)} \quad \text{for every } g \in L^1(\mathbb{R}_+).$$
On the other hand, for every $x \in X$ one has
\[
\| (Tg)(x) \| = \lim_{\mu \to \infty} \| \mu R(\mu g)(x) \| = \lim_{\mu \to \infty} \| (Sg)(\mu R(\mu)x) \| \leq \| Sg \| \| \mathcal{L}(X_0) \| \sup_{\mu > 0} \| \mu R(\mu)x \| \leq \| Sg \| \mathcal{L}(X_0) \| T \\| \| x \| .
\]
The last two inequalities imply that $T$ and $S$ are equivalent.

The general case can be reduced to the case $A \subset L^1(\mathbb{R}^+)$ in the following way. First of all, we may assume without loss of generality that range $T$ is dense in $A$. Since $L^1(\mathbb{R}^+)$ admits a bounded approximate identity, it is then easy to verify that also $A$ admits a bounded approximate identity. From this one deduces that the natural embedding
\[
A \to L^1(A),
\]
which to every element $a \in A$ associates the multiplier $M_a \in L^1(A)$ given by $M_a b = ab$, is an isomorphism onto its range.

**Remark 3.2.** It is in general an open problem to give conditions on an algebra homomorphism $T : L^1(\mathbb{R}^+) \to A$ which imply that there exists an equivalent algebra homomorphism $S : L^1(\mathbb{R}^+) \to L^1(X)$ on a Banach space $X$ having additional properties, for example, being reflexive, being an $L^p$ space etc. If $T$ has dense range, this is essentially the problem of representing $A$ as a closed subalgebra of $L^1(X)$.

The next lemma relates the norm-continuity problem with the problem of representability of homomorphisms $L^1(\mathbb{R}^+) \to A$.

**Lemma 3.3.** An algebra homomorphism $T : L^1(\mathbb{R}^+) \to A$ is representable if and only if there exists a uniformly bounded and continuous semigroup $(a(t))_{t > 0} \subset A$ (no continuity condition at zero) such that $T$ is represented by (3.1).

**Proof.** The sufficiency part is trivial.

So assume that $T$ is representable by some $a \in L^\infty(\mathbb{R}^+, A)$. Without loss of generality we may assume that $T$ has dense range in $A$. By the proof of Lemma 3.1 there exists an equivalent algebra homomorphism $S : L^1(\mathbb{R}^+) \to L^1(A)$ which is (strongly) represented by a uniformly bounded $C_0$-semigroup $(S(t))_{t \geq 0} \subset L^1(A)$. Moreover,
\[
\int_0^\infty a(t) b g(t) \, dt = \int_0^\infty S(t) b g(t) \, dt \quad \text{for every } b \in A, \, g \in L^1(\mathbb{R}^+),
\]
which in turn implies
\[
a(t) b = S(t) b \quad \text{for every } b \in A \text{ and almost every } t > 0.
\]

As a consequence, after changing $a$ on a set of measure zero, $(a(t))_{t > 0}$ is a semigroup.

Since $S$ is also representable, the semigroup $(S(t))_{t \geq 0}$ is measurable in $L(A)$, and hence immediately norm continuous by [28, Theorem 9.3.1]. Since $A$ admits a bounded approximate identity, one thus obtains that also $(a(t))_{t > 0}$ is norm continuous.

**Remark 3.4.** One can also prove that an algebra homomorphism $T : L^1(\mathbb{R}^+) \to A$ is weakly compact if and only if it is represented by a uniformly bounded and
continuous semigroup \((a(t))_{t \geq 0} \subset A\) (continuity at 0 included); compare with [20], [21].

Let \(T : L^1(\mathbb{R}^+) \to \mathcal{L}(X)\) be an algebra homomorphism which is represented in the strong sense by a uniformly bounded \(C_0\)-semigroup \((T(t))_{t \geq 0}\) with generator \(A\). By Lemma 3.3 above, \((T(t))_{t \geq 0}\) is immediately norm continuous if and only if \(T\) is representable. By Theorem 2.4 and Corollary 2.5 the resolvent of \(A\) satisfies the resolvent decay condition (1.1) if and only if \(T\) is Riemann-Lebesgue. Hence, by Lemma 3.1 the norm-continuity problem can be reformulated in the following way.

**Problem 3.5** (Norm-continuity problem reformulated). If \(A\) is a Banach algebra and if \(T : L^1(\mathbb{R}^+) \to A\) is a Riemann-Lebesgue algebra homomorphism, is \(T\) representable?

We recall from the Introduction, that the norm-continuity problem has a negative answer in general, but that there are some positive answers in special cases. For example, by the representation theorem for \(C^*\) algebras as subalgebras of \(\mathcal{L}(H)\) \((H\) a Hilbert space), and by Lemma 3.1 the answer to Problem 3.5 is positive if \(A\) is a \(C^*\) algebra. This follows from the result in [44].

The fact that the answer to Problem 3.5 is in general negative follows from Matrai’s example [37]. The aim of the following section is to construct suitable Riemann-Lebesgue homomorphisms and to deduce from this different counterexamples to Problem 3.5 for which it is possible to control the resolvent decay along vertical lines.

At the same time, we are not able to answer the following variant of the norm-continuity problem. Observe that since Problem 3.5 has in general a negative answer, this variant and Problem 2.3 are not independent of each other.

**Problem 3.6** (Variant of the norm-continuity problem). If \(A\) is a Banach algebra and if \(T : L^1(\mathbb{R}^+) \to A\) is a local Dunford-Pettis algebra homomorphism, is \(T\) representable?

We finish this section by collecting some basic properties of algebra homomorphisms \(L^1(\mathbb{R}^+) \to A\) and their adjoints which are needed in the sequel.

For every \(g \in L^1(\mathbb{R}^+), h \in L^\infty(\mathbb{R}^+)\) we define the adjoint convolution \(g \odot h \in L^\infty(\mathbb{R}^+)\) by

\[
(g \odot h) (t) = \int_0^\infty g(s) h(t + s) \, ds.
\]

With this definition, for every \(f, g \in L^1(\mathbb{R}^+)\) and every \(h \in L^\infty(\mathbb{R}^+)\) we have the identities

\[
f \odot (g \odot h) = (f * g) \odot h
\]

and

\[
\langle f \odot g, h \rangle_{L^1,L^\infty} = \langle f, g \odot h \rangle_{L^1,L^\infty},
\]

which will be frequently used in the following. The second identity explains the name of the product \(\odot\). From this identity one can also deduce that \(\odot\) is separately continuous on \((L^1, \text{weak}) \times (L^\infty, \text{weak}^*)\) with values in \((L^\infty, \text{weak}^*)\).

Whenever \(X\) is some Banach space, we denote by \(B_X\) the closed unit ball in \(X\).
Lemma 3.7. Let $T : L^1(\mathbb{R}_+) \to A$ be an algebra homomorphism. Then the following are true:

(a) The set $T^* B_{A^*} \subset L_1^\infty(\mathbb{R}_+)$ is non-empty, convex, weak* compact and $T^* B_{A^*} = - T^* B_{A^*}$.

(b) If $\|T\| = 1$, then for every $g \in B_{L^1}$ and every $h \in T^* B_{A^*} \subset L_1^\infty(\mathbb{R}_+)$ one has $g \ast h \in T^* B_{A^*}$. In particular, range $T^*$ is invariant under adjoint convolution.

(c) If $T$ is representable, then range $T^* \subset C(0, \infty)$.

(d) If $T$ is represented (in the strong sense) by a bounded $C_0$-semigroup which is norm-continuous for $t > t_0$, then every function in range $T^*$ is continuous on $(t_0, \infty)$.

Proof. The properties in (a) are actually true for general bounded linear operators $T$ and do not depend on the spaces $L_1^1(\mathbb{R}_+)$ and $A$. The weak* compactness follows from Banach-Alaoglu and the other properties are true for any unit ball in a Banach space.

In order to prove (b), let $g \in B_{L^1}$ and $h = T^* a^* \in T^* B_{A^*}$ for some $a^* \in B_{A^*}$. Since $T$ is an algebra homomorphism, for every $f \in L_1^1(\mathbb{R}_+)$,

$$\langle f, g \ast T^* a^* \rangle_{L_1^1, L_\infty} = \langle f, g, T^* a^* \rangle_{L_1^1, L_\infty} = \langle Tf, Tg, a^* \rangle_{A, A^*} =: \langle Tf, Tg a^* \rangle_{A, A^*},$$

so that $g \ast T^* a^* = T^*(Tg a^*)$. However, $\|Tg a^*\|_{A^*} \leq \|Tg\|_A \|a^*\|_{A^*} \leq 1$, so that (b) is proved.

If $T$ is representable, then, by Lemma 3.3, there exists a bounded norm-continuous semigroup $(a(t))_{t > 0} \subset A$ such that

$$Tg = \int_0^\infty a(t) g(t) \, dt, \quad g \in L_1^1(\mathbb{R}_+).$$

Hence, for every $a^* \in A^*$ and every $g \in L_1^1(\mathbb{R}_+)$,

$$\langle g, T^* a^* \rangle_{L_1^1, L_\infty} = \langle Tg, a^* \rangle_{A, A^*} = \int_0^\infty g(t) (a(t), a^*)_{A, A^*} \, dt.$$

This implies $T^* a^* = \langle a(\cdot), a^* \rangle_{A, A^*} \in C(0, \infty)$ so that (c) is proved.

The last assertion is very similar to (c), if we use in addition that $L_1^1(\mathbb{R}_+)$ is the direct sum of $L_1^1(0, t_0)$ and $L_1^1(t_0, \infty)$ (and $L_\infty(\mathbb{R}_+)$ is the direct sum of the corresponding duals). \qed

4. Construction of Riemann-Lebesgue homomorphisms

This section is devoted to the main result of this article: we will describe a procedure how to construct Riemann-Lebesgue algebra homomorphisms $T : L_1^1(\mathbb{R}_+) \to A$ for which one can estimate the norm decay of the pseudeosolvent $(Te_\lambda)_{\lambda \in \mathbb{C}_+}$ along vertical lines.

In the following, for every function $\varphi \in C(\mathbb{R}_+)$ we define the domain

$$\Sigma_\varphi := \{ \lambda \in \mathbb{C} : \text{Re } \lambda > - \varphi(\text{Im } \lambda) \}.$$
The domains $\Sigma_\varphi$ are symmetric with respect to the real axis. Domains of the form $\Sigma_\varphi$ with $\lim_{\beta \to \infty} \varphi(\beta) = \infty$ play an important role in connection with Riemann-Lebesgue algebra homomorphisms. The following proposition contains a necessary condition for algebra homomorphisms to be Riemann-Lebesgue.

**Proposition 4.1.** If $\mathcal{A}$ is a Banach algebra and if $T : L^1(\mathbb{R}_+) \to \mathcal{A}$ is a Riemann-Lebesgue algebra homomorphism, then there exists a function $\varphi \in C(\mathbb{R}_+)$ satisfying $\lim_{\beta \to \infty} \varphi(\beta) = \infty$ such that for every $f \in \text{range } T^*$ the Laplace transform $\hat{f}$ extends to a bounded analytic function on $\Sigma_\varphi$. 

**Proof.** Assume that $T : L^1(\mathbb{R}_+) \to \mathcal{A}$ is a Riemann-Lebesgue homomorphism. Then $\lim_{|\beta| \to \infty} \|Te_{2+i\beta}\| = 0$. Expanding the pseudoresolvent $\lambda \mapsto Te_\lambda$ in a power series at the points $2+i\beta$ with $\beta \in \mathbb{R}$, one easily verifies that this pseudoresolvent extends to a bounded analytic function in some domain $\Sigma_\varphi$, where $\varphi$ is as in the statement.

If $f = T^* a^* \in \text{range } T^*$, then for every $\lambda \in \mathbb{C}_+$ one has

$$\hat{f}(\lambda) = \langle e_\lambda, f \rangle_{L^1, L^\infty} = \langle Te_\lambda, a^* \rangle_{\mathcal{A}, \mathcal{A}^*},$$

and therefore the Laplace transform $\hat{f}$ extends to a bounded analytic function on $\Sigma_\varphi$. □

The main result in this section goes in the opposite direction to Proposition 4.1. Throughout the following, we put for every $\beta \in \mathbb{R}$

$$\lambda_\beta := 2 + i\beta,$$

and if $\varphi \in C(\mathbb{R}_+)$ is a given nonnegative function, then we also put

$$d_\beta := \text{dist} (\lambda_\beta, \partial \Sigma_\varphi).$$

It will not be necessary to make the dependence of $d_\beta$ on $\varphi$ explicit in the notation since the function $\varphi$ will always be clear from the context.

**Theorem 4.2.** Let $f \in L^\infty(\mathbb{R}_+)$ be a function such that its Laplace transform $\hat{f}$ extends to a bounded analytic function in some domain $\Sigma_\varphi$, where $\varphi \in C(\mathbb{R}_+)$ satisfies $\inf \varphi > 0$.

Then there exists a Banach space $X$ which embeds continuously into $L^\infty(\mathbb{R}_+)$ and which is left-shift invariant such that

(i) the left-shift semigroup $(T(t))_{t \geq 0}$ on $X$ is bounded and strongly continuous,

(ii) the resolvent of the generator $A$ satisfies the decay estimate

$$\|R(\lambda_\beta, A)\|_{L(X)} \leq C \frac{\log d_\beta}{d_\beta} \quad \text{for every } \beta \in \mathbb{R},$$

(iii) if $T : L^1(\mathbb{R}_+) \to \mathcal{L}(X)$ is the algebra homomorphism which is represented (in a strong sense) by $(T(t))_{t \geq 0}$, then $f \in \text{range } T^*$, and

(iv) the following inclusion holds:

$$X \subset L^1(\mathbb{R}_+) \otimes f^{(L^\infty, \text{weak}^*)},$$

If, in addition, the function

$$\mathbb{C}_+ \to L^\infty(\mathbb{R}_+),$$

$$\lambda \mapsto e_\lambda \otimes f,$$
extends analytically to $\Sigma_\varphi$ and if there exists some $r \in (0,1)$ such that

\begin{equation}
(4.2) \quad \sup_{\lambda \in B(\lambda_0,r \delta)} \| e_\lambda \otimes f \|_\infty \leq C \frac{1}{d_\beta} \quad \text{for every } \beta \in \mathbb{R}.
\end{equation}

then the space $X$ can be chosen in such a way that the resolvent satisfies the stronger estimate

\[ \| R(\lambda_\beta,A) \|_{\mathcal{L}(X)} \leq C \frac{1}{d_\beta} \quad \text{for every } \beta \in \mathbb{R}. \]

Remark 4.3. The condition $\inf \varphi > 0$ in the above theorem simplifies the proof in some places but is not essential. Moreover, it can always be achieved by rescaling the function $f$ or the semigroup $(T(t))_{t \geq 0}$.

The important points in the above theorem are the statements that the resolvent decay condition (4.1) is satisfied as soon as $\lim_\beta \rightarrow \infty \varphi(\beta) = \infty$, and that at the same time $f \in \text{range } T^*$.

Thus, if we are able to find a function $f \in L^\infty(\mathbb{R}_+)$ such that its Laplace transform $\hat{f}$ extends to a bounded analytic function on $\Sigma_\varphi$, where $\varphi \in C(\mathbb{R}_+)$ satisfies $\lim_\beta \rightarrow \infty \varphi(\beta) = \infty$, and such that $f$ is not continuous on $(0,\infty)$, then the Riemann-Lebesgue operator from Theorem 4.2 is not representable by Lemma 3.7 (c), that is, the semigroup $(T(t))_{t \geq 0}$ is not immediately norm continuous (Lemma 3.3). In other words, the existence of such a function $f$ solves the norm-continuity problem. It is straightforward to check that the characteristic function $f = 1_{[0,1]}$ provides such an example. This and another example will be discussed in Section 5.

For these examples it will be of substantial interest that Theorem 4.2 also gives an estimate of the resolvent $R(\cdot,A)$ along vertical lines, in terms of the Laplace transform $\hat{f}$, the decay of the function $\lambda \mapsto e_\lambda \otimes f$ and the growth of the function $\varphi$. We point out that a decay condition weaker than (4.2) is always true, as we will prove in Lemma 4.4 below. We do not know whether the decay condition (4.2) is always satisfied.

The rest of this section will be devoted to the proof of Theorem 4.2 that is, to the construction of the Banach space $X$ and the algebra homomorphism $T : L^1(\mathbb{R}_+) \rightarrow \mathcal{L}(X)$. The space $X$ will be a closed subspace of an appropriate Banach space $M$ which is continuously embedded into $L^\infty(\mathbb{R}_+)$; we will first construct $M$ by constructing its unit ball.

**Lemma 4.4.** Let $(f_n) \subset L^\infty(\mathbb{R}_+)$ be a bounded sequence and define the set

\begin{equation}
(4.3) \quad B_M := \left\{ \sum_n g_n \otimes f_n : (g_n) \in B_{L^1(\mathbb{R}_+)}^{(L^\infty,\text{weak}^*)} \right\} \subset L^\infty(\mathbb{R}_+).
\end{equation}

Then:

(a) The set $B_M$ is non-empty, convex, weak* compact and $B_M = -B_M$.

(b) For every $g \in B_{L^1}$ and every $h \in B_M$ one has $g \circ h \in B_M$.

(c) For every $n$ one has $f_n \in B_M$.

**Proof.** The properties in (a) are either trivial or easy to check.

Next, let $g \in B_{L^1}$ and $h \in B_M$. Assume first that $h = \sum_n g_n \otimes f_n$ for some sequence $(g_n) \in B_{L^1(\mathbb{R}_+)}$. Then

\[ g \circ h = \sum_n g \circ (g_n \otimes f_n) = \sum_n (g \ast g_n) \otimes f_n. \]
Since \((g * g_n) \in B_{L^1(\mathbb{R}^+))}\), this implies \(g \otimes h \in B_M\). For general \(h \in B_M\), by the definition of \(B_M\), there exists a net \((h_n) \subset B_M\), \(h_n = \sum_n g_n \otimes f_n\) for some \((g_n) \in B_{L^1(\mathbb{R}^+))}\), such that \(w^* - \lim_n h_n = h\). However, then \(g \otimes h = w^* - \lim_n g_n \otimes h_n\) as one easily verifies. Since \(B_M\) is weak* closed, we have proved (b).

By definition of \(B_M\), one has \(g \otimes f_n \in B_M\) for every \(g \in B_{L^1(\mathbb{R}^+)}\). Taking an approximate unit \((g_j)\) in \(B_{L^1(\mathbb{R}^+)}\), one easily shows \(w^* - \lim_j g_j \otimes f_n = f_n\). Since \(B_M\) is weak* closed, this proves (c).

For a bounded sequence \((f_n) \subset L^\infty(\mathbb{R}^+)\) we define the set \(B_M \subset L^\infty(\mathbb{R}^+)\) as in (4.3), and then we put

\[
M := \mathbb{R}^+ B_M.
\]

Then \(M\) is a (in general nonclosed) subspace of \(L^\infty(\mathbb{R}^+)\) and becomes a normed space when it is equipped with the Minkowski norm

\[
\|h\|_M := \inf\{\lambda > 0 : h \in \lambda B_M\}.
\]

When \(M\) is equipped with this Minkowski norm, then \(B_M\) is the unit ball of \(M\), and there is no ambiguity with our previously introduced notation. Moreover, \(M\) embeds continuously into \(L^\infty(\mathbb{R}^+)\).

By a result by Dixmier, \(M\) is a dual space, and in particular \(M\) is a Banach space, [13]. To be more precise, consider the natural embedding \(S : L^1(\mathbb{R}^+) \to M^*\) given by

\[
\langle Sg, m \rangle_{M^*, M} := \langle g, m \rangle_{L^1, L^\infty},
\]

and let

\[
M_* := \text{range} S^{M^*}.
\]

Then we have the following result; the short proof follows [32] Proof of Theorem 1.

**Lemma 4.5.** The space \(M\) is isometrically isomorphic to \(M_*^*\), that is, to the dual of \(M_*\).

**Proof.** The key point is the fact that, by construction, \(B_M\) is weak* compact in \(L^\infty(\mathbb{R}^+)\). By the definition of the operator \(S\) and by the definition of the space \(M_*\), this implies that the unit ball \(B_M\) is compact with respect to the \(\sigma(M, M_*)\) topology.

Consider the contraction \(J : M \to M_*^*\) which maps every \(m \in M\) to the functional \(Jm \in M_*^*\) given by \(\langle Jm, m^* \rangle_{M_*^*, M_*} := \langle m, m^* \rangle_{M, M_*^*}\). The space \(M_*\) separates the points in \(M\) because the space \(L^1(\mathbb{R}^+)\) separates the points in \(M \subset L^\infty(\mathbb{R}^+)\). Therefore, the operator \(J\) is injective.

Next, let \(m^{**} \in M_*\) and assume for simplicity that \(\|m^{**}\|_{M_*} = 1\). By Hahn-Banach, we may consider \(m^{**}\) also as an element in \(B_{M^{**}}\). By Goldstine’s theorem, there exists a net \((m_\alpha) \subset B_M\) which converges to \(m^{**}\) in \(\sigma(M^{**}, M^*)\). Since \(B_M\) is compact with respect to the \(\sigma(M, M_*)\) topology, there exists \(m \in B_M\) such that

\[
\langle m, m^* \rangle_{M, M_*} = \lim_\alpha \langle m_\alpha, m^* \rangle_{M, M_*} = \langle m^{**}, m^* \rangle_{M_*^*, M_*}
\]

for every \(m^* \in M_*\).

Hence, \(Jm = m^{**}\) and \(\|m\|_M \leq 1 = \|Jm\|_{M_*^*}\). We have thus proved that \(J\) is also surjective and isometric. □
Lemma 4.9. Then, for every $g \in L^1(\mathbb{R}_+)$ and every $m \in M$ (⊂ $L^\infty(\mathbb{R}_+)$) the adjoint convolution $g \ast m$ belongs to $M$ and

$$\|g \ast m\|_M \leq \|g\|_{L^1} \|m\|_M.$$  

Proof. By Lemma 4.1 (b), for every nonzero $g \in L^1(\mathbb{R}_+)$ and $m \in M$ one has $g \|m\|_M \in B_M$. The claim follows immediately.

Remark 4.6. Using only the definitions of the operators $J$ and $S$, it is straightforward to verify that $S^*J$ is the natural embedding of $M$ into $L^\infty(\mathbb{R}_+)$ and that

$$(4.7) \quad \text{range } S^* = M.$$  

Lemma 4.7. The space $M$ is an $L^1(\mathbb{R}_+)$ module in a natural way: for every $g \in L^1(\mathbb{R}_+)$ and every $m \in M$ (⊂ $L^\infty(\mathbb{R}_+)$) the adjoint convolution $g \ast m$ belongs to $M$ and

$$(4.6) \quad \|g \ast m\|_M \leq \|g\|_{L^1} \|m\|_M.$$  

Proof. By Lemma 4.4 (b), for every nonzero $g \in L^1(\mathbb{R}_+)$ and $m \in M$ one has $g \|m\|_M \in B_M$. The claim follows immediately.

In the following, we will always consider $M$ as an $L^1(\mathbb{R}_+)$ module via the adjoint convolution. Note that together with $M$ also the dual space $M^*$ is an $L^1(\mathbb{R}_+)$ module if for every $g \in L^1(\mathbb{R}_+)$ and every $m^* \in M^*$ we define the product $g \ast m^* \in M^*$ by

$$(g \ast m^*, m)_{M^*,M} := \langle m^*, g \ast m \rangle_{M^*,M}, \quad m \in M.$$  

We use again the notation * for the adjoint of the adjoint convolution. If $M = L^\infty(\mathbb{R}_+)$, then the product * coincides with the usual convolution in $L^1(\mathbb{R}_+) \subset L^\infty(\mathbb{R}_+)^*$ and there is no ambiguity in the notation.

Lemma 4.8. The natural embedding $S : L^1(\mathbb{R}_+) \rightarrow M^*$ defined in (4.5) is an $L^1(\mathbb{R}_+)$ module homomorphism. The space $M_*$ is an $L^1(\mathbb{R}_+)$ submodule of $M^*$.

Proof. For every $g, h \in L^1(\mathbb{R}_+)$ and every $m \in M$ one has

$$(S(g \ast h), m)_{M^*,M} = \langle g \ast h, m \rangle_{L^1,L^\infty} = \langle h, m \rangle_{L^1,L^\infty} = \langle Sh, g \ast m \rangle_{M^*,M} = \langle g \ast Sh, m \rangle_{M^*,M}.$$  

Since this equality holds for every $m \in M$, this proves $S(g \ast h) = g \ast Sh$ for every $g, h \in L^1(\mathbb{R}_+)$, and therefore $S$ is an $L^1(\mathbb{R}_+)$ module homomorphism. At the same time, this equality proves that the closure of the range is a submodule of $M^*$. □

We omit the proof of the following lemma which is straightforward.

Lemma 4.9. Let $M_*$ be defined as in (4.6). The natural embedding

$$T_* : L^1(\mathbb{R}_+) \rightarrow \mathcal{L}(M_*),$$  

given by $T_*g(m^*) := g \ast m^*$, $m^* \in M_*$, is an algebra homomorphism.

The following lemma allows us to calculate $\|T_*g\|_{\mathcal{L}(M_*)}$ in terms of the sequence $(f_n)$.

Lemma 4.10. Let $(f_n) \subset L^\infty(\mathbb{R}_+)$ be a bounded sequence, let $M_*$ be defined as in (4.6), and let $T_* : L^1(\mathbb{R}_+) \rightarrow \mathcal{L}(M_*)$ be the induced algebra homomorphism from Lemma 4.9. Then, for every $g \in L^1(\mathbb{R}_+)$, one has

$$(4.8) \quad \|T_*g\|_{\mathcal{L}(M_*)} = \sup_n \|g \ast f_n\|_M.$$  


Proof. Let \( g \in L^1(\mathbb{R}_+) \). Then, by the definition of \( T_\ast, S \), and by the definition of \( M_\ast \),

\[
\| T_\ast g \|_{\mathcal{L}(M_\ast)} = \sup_{m^* \in B_{M_\ast}} \| g \ast m^* \|_{M^*} \\
= \sup_{m^* \in B_{M_\ast}} \sup_{m \in B_M} \| \langle g \ast m^*, m \rangle_{M^*,M} \| \\
= \sup_{h \in L^1(\mathbb{R}_+)} \sup_{m \in B_M} \| \langle g \ast Sh, m \rangle_{M^*,M} \|. 
\]

Since \( S \) is an \( L^1(\mathbb{R}_+) \) module homomorphism, and by the definition of \( S \),

\[
\| T_\ast g \|_{\mathcal{L}(M_\ast)} = \sup_{h \in L^1(\mathbb{R}_+)} \sup_{m \in B_M} \| \langle S(g \ast h), m \rangle_{M^*,M} \| \\
= \sup_{h \in L^1(\mathbb{R}_+)} \sup_{m \in B_M} \| \langle g \ast h, m \rangle_{L^1,1,\infty} \|. 
\]

Since, by definition, \( \{ \sum_n g_n \circledast f_n : (g_n) \in B_{L^1(\mathbb{R}_+)} \} \) is weak* dense in \( B_M \) (with respect to the weak* topology in \( L^\infty(\mathbb{R}_+) \)), and since \( M_\ast \) is norming for \( M \) by Lemma 4.5, we can continue to compute

\[
\| T_\ast g \|_{\mathcal{L}(M_\ast)} = \sup_{h \in L^1(\mathbb{R}_+)} \| \langle h, \sum_n g_n \circledast f_n \rangle_{L^1,1,\infty} \| \\
= \sup_{h \in L^1(\mathbb{R}_+)} \| \langle h, \sum_n g_n \circledast (g \circledast f_n) \rangle_{L^1,1,\infty} \| \\
= \sup_{h \in L^1(\mathbb{R}_+)} \| \langle \sum_n g_n \circledast (g \circledast f_n), M^* \rangle_{M^*,M} \| \\
= \| \sum_n g_n \circledast (g \circledast f_n) \|_M. 
\]

This immediately implies

\[
\| T_\ast g \|_{\mathcal{L}(M_\ast)} \geq \sup_{h \in B_{L^1(\mathbb{R}_+)}} \| h \circledast (g \circledast f_n) \|_M \\
= \sup_{h \in B_{L^1(\mathbb{R}_+)}} \| (h \ast g) \circledast f_n \|_M \text{ for every } n. 
\]

By putting \( h = \lambda e_\lambda \), letting \( \lambda \to \infty \), and using Lemma 4.7, we obtain

\[
\| T_\ast g \|_{\mathcal{L}(M_\ast)} \geq \| g \circledast f_n \|_M \text{ for every } n. 
\]

On the other hand, by Lemma 4.7 again,

\[
\| T_\ast g \|_{\mathcal{L}(M_\ast)} \leq \sup_{(g_n) \in B_{L^1(\mathbb{R}_+)}} \sum_n \| g_n \|_{L^1} \| g \circledast f_n \|_M \\
\leq \sup_n \| g \circledast f_n \|_M. 
\]

The preceding two estimates imply the claim. \(\square\)

The operator \( T_\ast \) from Lemma 4.9 will be equivalent to the operator we are looking for in Theorem 4.2. However, so far we have not said anything about the sequence \( (f_n) \subset L^\infty(\mathbb{R}_+) \) which served for the construction of \( M \), and which allows
us by Lemma 4.10 to obtain the desired resolvent estimate in Theorem 4.2.

It remains to explain how the sequence \((f_n)\) is constructed in order to prove Theorem 4.2. For the time being, let \(f \in L^\infty(\mathbb{R}_+)\) be a fixed function, and suppose that the Laplace transform \(\hat{f}\) extends analytically to a bounded function on \(\Sigma_\varphi\), where \(\varphi \in C(\mathbb{R}_+)\) satisfies \(\inf \varphi > 0\).

In order to simplify the notation, we define for every \(k \in \mathbb{Z}\)
\[
\lambda_k := 2 + ik,
\]
\[
d_k := \text{dist} (\lambda_k, \partial \Sigma_\varphi),
\]
and \(e_k = e_{\lambda_k}\), and we will choose numbers \(c_k > 0\) depending on the functions \(\lambda \mapsto e_{\lambda} \circ f\) and \(\varphi\); see Proposition 4.11 below for the precise definition of \(c_k\).

We define inductively for \(n \geq 1\) and \(k \in \mathbb{Z}^{n+1}\)
\[
\hat{c}_k := \hat{c}_k \otimes f = \hat{c}_{k_1} \ast \ldots \ast \hat{c}_{k_{n+1}}
\]
and
\[
c_k := c_{\bar{k}} \cdot c_{k_{n+1}} = c_{k_1} \cdot \ldots \cdot c_{k_{n+1}},
\]
where \(\bar{k} \in \mathbb{Z}^n\) is such that \(k = (\bar{k}, k_{n+1})\).

Then, for every \(n \geq 1\) and every \(k \in \mathbb{Z}^n\) we put
\[
f_k := \frac{\hat{c}_k \otimes f}{c_k} = \frac{\hat{c}_{k_1} \ast \ldots \ast \hat{c}_{k_n} \otimes f}{c_{k_1} \cdot \ldots \cdot c_{k_n}}.
\]
Finally, we set
\[
f_\infty := f,
\]
and
\[
I := \{\infty\} \cup \bigcup_{n \geq 1} \mathbb{Z}^n,
\]
and we will define the unit ball \(B_M\), the space \(M\) and the space \(X\) starting from the family
\[
(f_k)_{k \in I}.
\]

**Proposition 4.11.** Let \(f \in L^\infty(\mathbb{R}_+)\) be such that the Laplace transform \(\hat{f}\) extends to a bounded analytic function in \(\Sigma_\varphi\), where \(\varphi \in C(\mathbb{R}_+)\) satisfies \(\inf \varphi > 0\). Let \(r \in (0, \frac{1}{4})\) be arbitrary. For every \(k \in \mathbb{Z}\) we put
\[
c_k = \frac{4}{r} \frac{\log d_k}{d_k}.
\]
Then the family \((f_k)_{k \in I}\) given by (4.9) is bounded in \(L^\infty(\mathbb{R}_+)\).

The same is true if the condition (4.2) is satisfied and if we then put, for every \(k \in \mathbb{Z},\)
\[
c_k = \frac{4}{r} \frac{1}{d_k}.
\]

The proof of Proposition 4.11 is based on the following series of four lemmas. The statement and the proof of the following lemma should be compared to [1, Lemmas 4.6.6, 4.7.9].
Lemma 4.12. Let \( f \in L^\infty(\mathbb{R}_+) \) be such that the Laplace transform \( \hat{f} \) extends to a bounded analytic function in \( \Sigma_\varphi \), where \( \varphi \in C(\mathbb{R}_+) \) satisfies \( \inf \varphi > 0 \). Then also the function \( \lambda \mapsto e_\lambda \otimes f \), \( \mathbb{C}_+ \mapsto BUC(\mathbb{R}_+) \) extends to a bounded analytic function in \( \Sigma_\varphi \).

Proof. For every \( t \in \mathbb{R}_+ \) and every \( \lambda \in \mathbb{C}_+ \) one has
\[
(e_\lambda \otimes f)(t) = \int_0^\infty e^{-\lambda s} f(t + s) \, ds
\]
\[
= e^{\lambda t} \hat{f}(\lambda) - \int_0^t e^{\lambda(t-s)} f(s) \, ds.
\]
From this identity we obtain first that for every fixed \( t \in \mathbb{R}_+ \), the function \( \lambda \mapsto (e_\lambda \otimes f)(t) \) extends to an analytic function on \( \Sigma_\varphi \), and we obtain second for every \( t \in \mathbb{R}_+ \) and every \( \lambda \in \Sigma_\varphi \) the estimate
\[
|e_\lambda \otimes f)(t)| \leq \begin{cases} \frac{\|f\|_\infty}{|\text{Re} \lambda|} & \text{if } \text{Re} \lambda > 0, \\ \frac{\|f\|_\infty}{|\text{Re} \lambda|} + \|\hat{f}\|_\infty & \text{if } \text{Re} \lambda < 0. \end{cases}
\]
By assumption, there exists \( 0 < \alpha \leq 1 \) such that \( \inf \varphi > \alpha \). The above estimate immediately yields
\[
\sup_{\lambda \in \Sigma_\varphi \atop |\text{Re} \lambda| \geq \frac{\alpha}{2}} \sup_{t \in \mathbb{R}_+} |(e_\lambda \otimes f)(t)| \leq \frac{2\|f\|_\infty}{\alpha} + \|\hat{f}\|_\infty.
\]
In order to show that the function \( (e_\lambda \otimes f)(t) \) is bounded in the strip \( \{\lambda \in \mathbb{C} : |\text{Re} \lambda| \leq \frac{\alpha}{2}\} \) (with a bound independent of \( t \in \mathbb{R}_+ \)) we can argue as follows. For every \( \beta \in \mathbb{R} \), by the maximum principle and by the estimate (4.11),
\[
\sup_{|\lambda - i\beta| \leq \alpha} \left| (e_\lambda \otimes f)(t) \left(1 + \frac{(\lambda - i\beta)^2}{\alpha^2}\right) \right| = \sup_{|\lambda - i\beta| = \alpha} \left| (e_\lambda \otimes f)(t) \left(1 + \frac{(\lambda - i\beta)^2}{\alpha^2}\right) \right| \leq \frac{4\|f\|_\infty}{\alpha} + 4\|\hat{f}\|_\infty.
\]
Hence, for every \( t \in \mathbb{R}_+ \) and every \( \beta \in \mathbb{R} \)
\[
\sup_{|\lambda - i\beta| \leq \frac{\alpha}{2}} \left| (e_\lambda \otimes f)(t) \right| \leq \frac{6\|f\|_\infty}{\alpha} + 6\|\hat{f}\|_\infty,
\]
which yields the desired estimate in the strip \( \{\lambda \in \mathbb{C} : |\text{Re} \lambda| < \frac{\alpha}{2}\} \). So we finally obtain
\[
\sup_{\lambda \in \Sigma_\varphi} \sup_{t \in \mathbb{R}_+} |(e_\lambda \otimes f)(t)| < \infty,
\]
and in particular the function \( \lambda \mapsto e_\lambda \otimes f \) is bounded on \( \Sigma_\varphi \) with values in \( BUC(\mathbb{R}_+) \).
Now one may argue as in the proof of [1, Corollary A.4]. Pointwise analyticity and uniform boundedness imply, by [1, Proposition A.3], that the function \( \lambda \mapsto e_\lambda \otimes f \) is bounded and analytic on \( \Sigma_\varphi \) with values in \( BUC(\mathbb{R}_+) \). Since \( e_\lambda \otimes f \in BUC(\mathbb{R}_+) \) for every \( \lambda \in \mathbb{C}_+ \), by the identity theorem for analytic functions (see, for example, the version in [1, Proposition A.2]), we finally obtain the claim. \( \square \)
The main argument in the proof of the following lemma (the two constants theorem) is also used in [30, Proof of Theorem 5.3], but the following lemma gives a better estimate. Recall that \( \lambda_\beta = 2 + i\beta \) and \( d_\beta = \text{dist}(\lambda_\beta, \partial \Sigma_{\varphi}) \).

**Lemma 4.13.** Let \( X \) be some Banach space and let \( \varphi \in C(\mathbb{R}_+) \) be a nonnegative function. Let \( h : \Sigma_{\varphi} \to X \) be a bounded analytic function satisfying the estimate

\[
\|h(\lambda)\| \leq C \frac{\log d_\beta}{d_\beta} \quad \text{for every } \lambda \in \mathbb{C}_+ \text{ and some } C \geq 0.
\]

Then for every \( r \in (0, \frac{1}{4}) \) there exists \( C_r \geq 0 \) such that for every \( \beta \in \mathbb{R} \)

\[
\sup_{\lambda \in B(\lambda_\beta, r \frac{d_\beta}{4 d_\beta})} \|h(\lambda)\| \leq C_r \frac{\log d_\beta}{d_\beta}.
\]

**Proof.** We may assume that the constant \( C \) from the hypothesis satisfies \( C \geq \|h\|_\infty \).

Fix \( r \in (0, \frac{1}{4}) \). We may in the following consider only those \( \beta \in \mathbb{R} \) for which \( 4 < \log d_\beta \). For the other \( \beta \), the estimate in the claim becomes trivial if the constant \( C_r \) is chosen sufficiently large.

Let

\[
\Omega := \{ \lambda \in \mathbb{C} : |\text{Re } \lambda|, |\text{Im } \lambda| < 1 \},
\]

and let \( \Gamma_0 := \{ \lambda \in \partial \Omega : \text{Re } \lambda = 1 \} \) and \( \Gamma_1 := \partial \Omega \setminus \Gamma_0 \).

By the two constants theorem, for every analytic function \( g : \Omega \to X \) having a continuous extension to \( \overline{\Omega} \) and satisfying the boundary estimate

\[
\|g(\lambda)\| \leq C_i \left(1 - w(\lambda)\right) \quad \text{if } \lambda \in \Gamma_i \ (i = 0, 1),
\]

one has the estimate

\[
\|g(\lambda)\| \leq C_0 w(\lambda) C_1^{1-w(\lambda)} \quad \text{for every } \lambda \in \Omega,
\]

where \( w = w_\Omega(\cdot, \Gamma_0) \) is the harmonic measure of \( \Gamma_0 \) with respect to \( \Omega \), that is, \( w : \Omega \to [0, 1] \) is the harmonic function satisfying \( w = 1 \) on \( \Gamma_0 \) and \( w = 0 \) on \( \Gamma_1 \).

For every \( \beta \in \mathbb{R} \) with \( \log d_\beta > 4 \) we apply this two constants theorem to the function given by

\[
g(\lambda) = h(\lambda_\beta + \frac{d_\beta}{4} (\lambda - 1 + \frac{1}{\log d_\beta})), \quad \lambda \in \Omega,
\]

which satisfies by assumption the estimates

\[
\|g(\lambda)\| \leq \begin{cases} 
C \frac{\log d_\beta}{d_\beta} & \text{if } \lambda \in \Gamma_0, \\
C & \text{if } \lambda \in \Gamma_1.
\end{cases}
\]

We then obtain

\[
\|g(\lambda)\| \leq C \left(\frac{\log d_\beta}{d_\beta}\right)^w \|h(\lambda)\| \quad \text{for every } \lambda \in \Omega.
\]

By the Schwarz reflection principle, the function \( 1 - w \) extends to a harmonic function in the rectangle \( \{ \lambda \in \mathbb{C} : -1 < \text{Re } \lambda < 3, |\text{Im } \lambda| < 1 \} \), and in particular the function \( w \) is continuously differentiable there. We can therefore find a constant \( c > 0 \) such that

\[
\inf_{\lambda \in B(1 - \frac{\log d_\beta}{4}, 4r \frac{\log d_\beta}{4 d_\beta})} w(\lambda) \geq 1 - c \frac{(1 + 4r)}{\log d_\beta}.
\]
Combining the preceding two estimates, we obtain

$$\sup_{\lambda \in B(\lambda, r \frac{d_\beta}{\log d_\beta})} \|h(\lambda)\| = \sup_{\lambda \in B(1 - \frac{1}{\log \lambda}, 4r \frac{1}{\log \lambda})} \|g(\lambda)\| \leq C \sup_{\lambda \in B(1 - \frac{1}{\log \lambda}, 4r \frac{1}{\log \lambda})} \left( \frac{\log d_\beta}{d_\beta} \right)^{\omega(\lambda)} \leq C \left( \frac{\log d_\beta}{d_\beta} \right)^{1 - \frac{(1+4r)}{\log d_\beta}} = Ce^{\epsilon(1+4r)(1 - \frac{\log \log d_\beta}{\log d_\beta})} \left( \frac{\log d_\beta}{d_\beta} \right) \leq C_r \frac{\log d_\beta}{d_\beta}.$$ 

The claim is proved. \(\square\)

**Lemma 4.14.** Let \(f \in L^\infty(\mathbb{R}_+)\) be such that the Laplace transform \(\hat{f}\) extends to a bounded analytic function in \(\Sigma_\varphi\), where \(\varphi \in C(\mathbb{R})^+\) satisfies \(\inf \varphi > 0\). Then for every \(r \in (0, \frac{1}{2})\) there exists \(C_r \geq 0\) such that

$$\sup_{\lambda \in B(\lambda_k, r \frac{d_\beta}{\log d_\beta})} \|e_\lambda \circ f\|_\infty \leq C_r \frac{\log d_k}{d_k} \text{ for every } k \in \mathbb{Z}.\$$

**Proof.** Since \(\|e_\lambda \circ f\|_\infty \leq \frac{C}{d_\beta}\) for every \(\lambda \in \mathbb{C}_+\), this lemma is a direct consequence of Lemma 4.12 and Lemma 4.13. \(\square\)

The following is a consequence of the resolvent identity and should probably be known. We will give the easy proof here.

**Lemma 4.15.** For every \(n \geq 1\), every \(\lambda_1, \ldots, \lambda_n \in \mathbb{C}_+\), and every closed path \(\Gamma \subset \mathbb{C}_+\) such that \(\lambda_1, \ldots, \lambda_n\) are in the interior of \(\Gamma\) one has

$$(4.12) \quad e_{\lambda_1} \ast \ldots \ast e_{\lambda_n} = \frac{(-1)^{n+1}}{2\pi i} \int_{\Gamma} \frac{e_\lambda}{(\lambda - \lambda_1) \cdot \ldots \cdot (\lambda - \lambda_n)} \, d\lambda.$$

**Proof.** The proof goes by induction on \(n\).

If \(n = 1\), then the formula (4.12) is just Cauchy’s integral formula.

So assume that the formula (4.12) is true for some \(n \geq 1\). Let \(\lambda_1, \ldots, \lambda_n, \lambda_{n+1} \in \mathbb{C}_+\), and let \(\Gamma \subset \mathbb{C}_+\) be a closed path such that \(\lambda_1, \ldots, \lambda_n, \lambda_{n+1}\) are in the interior of \(\Gamma\). Then, by the resolvent identity and the induction hypothesis,

$$e_{\lambda_1} \ast \ldots \ast e_{\lambda_n} \ast e_{\lambda_{n+1}} = \frac{(-1)^{n+1}}{2\pi i} \int_{\Gamma} \frac{e_\lambda e_{\lambda_{n+1}}}{(\lambda - \lambda_1) \cdot \ldots \cdot (\lambda - \lambda_n)} \, d\lambda$$

$$= \frac{(-1)^{n+2}}{2\pi i} \int_{\Gamma} \frac{e_\lambda}{(\lambda - \lambda_1) \cdot \ldots \cdot (\lambda - \lambda_{n+1})} \, d\lambda + \frac{1}{2\pi i} \int_{\Gamma} \frac{1}{(\lambda - \lambda_1) \cdot \ldots \cdot (\lambda - \lambda_n) (\lambda - \lambda_{n+1})} \, d\lambda.$$

For the induction step it suffices to show that the second integral on the right-hand side of this equality vanishes. In order to see that this integral vanishes, we replace
the path $\Gamma$ by a circle centered in $0$ and having radius $R > 0$ large enough, without changing the value of the integral. A simple estimate then shows that

$$\left| \int_{|\lambda|=R} \frac{1}{(\lambda - \lambda_1) \cdots (\lambda - \lambda_n) (\lambda - \lambda_{n+1})} \, d\lambda \right| = O(R^{-n}) \text{ as } R \to \infty.$$ 

Since the left-hand side is independent of $R$ and since $n \geq 1$, by letting $R \to \infty$, we obtain that the integral above is zero. \hfill \square

Proof of Proposition 4.11. It will be convenient in this proof to define the function

$$h(s) := \frac{s}{\log s}, \quad s \geq 2.$$ 

Then

$$c_k = \frac{4}{r} \frac{1}{h(d_k)}$$

for every $k \in \mathbb{Z}$, where $r \in (0, \frac{1}{4})$ is fixed as in the assumption. Let $C_r \geq 0$ be as in Lemma 4.14. We will show that

$$\sup_{k \in I, k \neq \infty} \| f_k \|_{\infty} \leq C_r.$$ 

The proof goes by induction on $n$.

By Lemma 4.14 for every $k \in \mathbb{Z}$,

$$\| \hat{e}_k \circ f \|_{\infty} \leq \frac{C_r}{h(d_k)} \leq C_r \| c_k \|$$

by the definition of $c_k$ and since $r \leq 1$, and therefore

$$\| f_k \|_{\infty} \leq C_r$$

for every $k \in \mathbb{Z}$.

Next, we assume that there exists $n \geq 1$ such that

$$\| f_k \|_{\infty} \leq C_r$$

for every $k \in \mathbb{Z}^n$.

Let $k = (k_\nu)_{1 \leq \nu \leq n+1} \in \mathbb{Z}^{n+1}$.

Assume first that there exist $1 \leq \nu, \mu \leq n+1$ such that

$$|k_\nu - k_\mu| > \frac{r}{4} (h(d_{k_\nu}) + h(d_{k_\mu})).$$

There exists $\hat{k} \in I$ such that

$$f_k = \hat{e}_{k_\nu} \hat{\ast} f_{\hat{k}} \hat{e}_{k_\mu} \hat{\ast} f_{\hat{k}},$$

and therefore, by the resolvent identity, by the induction hypothesis, by the definition of $c_k$, and by (4.13),

$$\| f_k \|_{\infty} = \left\| \frac{\hat{e}_{k_\nu} \hat{\ast} f_k - \hat{e}_{k_\mu} \hat{\ast} f_k}{(k_\mu - k_\nu) c_{k_\nu} \cdot c_{k_\mu}} \right\|_{\infty} \leq C_r \left\| \frac{1}{|k_\nu - k_\mu|} \left( \frac{1}{c_{k_\nu}} + \frac{1}{c_{k_\mu}} \right) \right\|_{\infty} \leq C_r \left\| \frac{1}{|k_\nu - k_\mu|} \frac{r}{4} (h(d_{k_\nu}) + h(d_{k_\mu})) \right\|_{\infty} \leq C_r.$$

Hence, we may suppose that

$$|k_\nu - k_\mu| \leq \frac{r}{4} (h(d_{k_\nu}) + h(d_{k_\mu})) \quad \text{for every } 1 \leq \nu, \mu \leq n+1.$$
After a permutation of the indices, we may assume in addition that
\[ h(d_{k_1}) = \max_{1 \leq \nu \leq n+1} h(d_{k_\nu}). \]
From the estimate \( |\lambda_{k_\nu} - \lambda_{k_1}| = |k_\nu - k_1| \leq \frac{r}{2} h(d_{k_1}) \) we obtain
\[ \lambda_{k_\nu} \in B(\lambda_1, \frac{3r}{2} h(d_{k_1})) \text{ for every } 1 \leq \nu \leq n+1. \]
As a consequence, by Lemma 4.15 and since \( \lambda \mapsto e_\lambda \otimes f \) extends to a bounded analytic function on \( B(\lambda_{k_1}, h(d_{k_1})) \),
\begin{equation}
\hat{e}_k \otimes f = (e_{\lambda_{k_1}} \ast \ldots \ast e_{\lambda_{k_{n+1}}}) \otimes f = \frac{1}{2\pi i} \int_{\partial B(\lambda_{k_1}, \frac{3r}{2} h(d_{k_1}))} \frac{e_\lambda \otimes f}{(\lambda - \lambda_{k_1}) \cdot \ldots \cdot (\lambda - \lambda_{k_{n+1}})} d\lambda.
\end{equation}
Note that for every \( \lambda \in \partial B(\lambda_1, \frac{3r}{2} h(d_{k_1})) \) and every \( 1 \leq \nu \leq n+1 \) one has
\[ |\lambda - \lambda_{k_\nu}| \geq |\lambda - \lambda_{k_1}| - |\lambda_{k_\nu} - \lambda_{k_1}| \geq \frac{3r}{4} h(d_{k_1}) - \frac{r}{4} (h(d_{k_1}) + h(d_{k_\nu})) \geq \frac{r}{4} h(d_{k_1}) \geq \frac{r}{4} h(d_{k_\nu}) = \frac{1}{c_{k_\nu}} \]
or
\[ \frac{1}{|\lambda - \lambda_{k_\nu}|} \leq c_{k_\nu}. \]
This inequality, the equality (4.15), and the decay condition from Lemma 4.14 yield
\[ \|\hat{e}_k \otimes f\|_\infty \leq \frac{3r}{4} h(d_{k_1}) \sup_{\lambda \in \partial B(\lambda_{k_1}, \frac{3r}{2} h(d_{k_1}))} \|e_\lambda \otimes f\|_\infty c_{k_1} \cdot \ldots \cdot c_{k_{n+1}} \leq C_r c_{k_1} \cdot \ldots \cdot c_{k_{n+1}} = C_r c_k. \]
This implies
\[ \|f_k\|_\infty \leq C_r \quad \text{for every } k \in \mathbb{Z}^{n+1}, \]
and by induction, the first claim is proved.

If the estimate (4.2) holds and if \( c_k = \frac{1}{d_k} \), then one may repeat the above proof replacing the function \( h \) by the function \( h(s) := s \).

We are ready to prove Theorem 4.2.

Proof of Theorem 4.2. Let \( f \in L^\infty(\mathbb{R}_+) \) and \( \varphi \in C(\mathbb{R}_+) \) be as in the hypothesis. Define the numbers \( c_k > 0 \) as in Proposition 4.11 (depending on whether the condition (4.2) holds or not), and let the family \( (f_k)_{k \in I} \) be defined as in (4.9). By Proposition 4.11 the family \( (f_k)_{k \in I} \) is uniformly bounded in \( L^\infty(\mathbb{R}_+) \).

Define the unit ball \( B_M \), and the spaces \( M \) and \( M_* \) as above. We recall that the space \( M \) embeds continuously into \( L^\infty(\mathbb{R}_+) \), and that by construction
\[ M \subset L^1(\mathbb{R}_+) \otimes f(L^\infty, \text{weak}^*) . \]

Let \( T_s : L^1(\mathbb{R}_+) \to \mathcal{L}(M) \) be the algebra homomorphism defined in Lemma 4.9 and let
\[ T : L^1(\mathbb{R}_+) \to \mathcal{L}(M) \]
be the algebra homomorphism given by \( Tg(m) := g \odot m, \ m \in M \). Clearly, \( \|Tg\|_{L(M)} = \|Tg\|_{L(M)} \) for every \( g \in L^1(\mathbb{R}_+) \).

By Lemma 4.10 and since \( \sup_{k \in I} \|f_k\|_M \leq 1 \) by Lemma 4.4 (c), for every \( k \in \mathbb{Z} \),

\[
\|Te_{\lambda_k}\|_{L(M)} = \|T_\varepsilon e_{\lambda_k}\|_{L(M_\varepsilon)} = \sup_{k \in I} \|\varepsilon_k \odot \varepsilon_{k} \odot f\|_M = \sup_{k \in I} \|\varepsilon_{(k,k)} \odot f\|_M \]

\[
\leq c_k.
\]

By the definition of \( c_k \) (see Proposition 4.11), this leads to the estimate

\[ (4.16) \quad \|Te_{\lambda_k}\|_{L(M)} \leq \begin{cases} \frac{C \log d_k}{d_k} & \text{or} \\ \frac{C}{d_k} & \end{cases} \] for every \( k \in \mathbb{Z} \),

depending on whether the condition (4.2) holds or not.

By Lemma 3.1 after replacing the space \( M \) by a closed subspace \( X \), if necessary, we can assume that the homomorphism \( T \) is represented (in the strong sense) by a bounded \( C_0 \)-semigroup \( (T(t))_{t \geq 0} \in \mathcal{L}(X) \). Since \( T \) was defined by adjoint convolution, it follows that the semigroup \( (T(t))_{t \geq 0} \) is the left-shift semigroup on \( X \). If \( A \) is the generator of this semigroup, then the estimate (4.16) implies

\[
\|R(\lambda_k, A)\|_{L(X)} \leq \begin{cases} \frac{C \log d_k}{d_k} & \text{or} \\ \frac{C}{d_k} & \end{cases} \] for every \( k \in \mathbb{Z} \),

depending on whether the condition (4.2) holds or not.

Now let \( \beta \in \mathbb{R} \) be arbitrary, and let \( k \in \mathbb{Z} \) be such that \( |\beta - k| \leq 1 \). By the resolvent identity and boundedness of the semigroup \( (T(t))_{t \geq 0} \),

\[ \|R(\lambda_{\beta}, A)\|_{L(X)} = \|R(\lambda_{\beta}, A) + i(k - \beta)R(\lambda_{\beta}, A)R(\lambda_k, A)\|_{L(X)} \]

\[
\leq (1 + C) \|R(\lambda_k, A)\|_{L(X)} \]

\[
\leq \begin{cases} \frac{C \log d_k}{d_k} & \text{or} \\ \frac{C}{d_k} & \end{cases},
\]

depending on whether the condition (4.2) holds or not.

By contractivity of the distance function we have

\[ |d_{\beta} - d_k| \leq |\beta - k| \leq 1, \]

so that

\[ d_{\beta} \leq d_k + 1 \leq 2d_k; \]

recall that \( d_k \geq 2 \). This estimate for \( d_{\beta} \) implies

\[ \frac{1}{d_k} \leq 2 \frac{1}{d_{\beta}} \quad \text{and} \quad \frac{\log d_k}{d_k} \leq 2 \frac{\log d_{\beta}}{d_{\beta}}, \]
and therefore
\[ \| R(\lambda \beta, A) \|_{\mathcal{L}(X)} \leq \begin{cases} C \frac{\log d_\beta}{d_\beta} & \text{or for every } \beta \in \mathbb{R}, \\ C \frac{1}{d_\beta} \end{cases} \]

depending on whether the condition (4.2) holds or not.

It remains to show that \( f \in \text{range } T^* \). For every \( g \in L^1(\mathbb{R}_+) \) we can estimate
\[ \| Sg \|_{M^*} = \sup_{h \in B_{L^1}} \| S(g * h) \|_{M^*} \]
\[ = \sup_{h \in B_{L^1}} \| g * Sh \|_{M^*} \]
\[ \leq \| S \| \sup_{h \in B_{L^1}} \| g * Sh \|_{M^*} \]
\[ = \| S \| \sup_{m^* \in B_{M^*}} \| g * m^* \|_{M^*} \]
\[ = \| S \| \| T^*g \|_{\mathcal{L}(M)} \]
\[ = \| S \| \| Tg \|_{\mathcal{L}(M)} \]

In other words, there is a bounded operator
\[ R : \text{range } T \| \mathcal{L}(M) \rightarrow M_0 \subset M^* \]
such that \( S = RT \). Hence, \( T^*R^* = S^* : M^{**} \rightarrow L^\infty(\mathbb{R}_+) \), which implies
\[ \text{range } S^* \subset \text{range } T^*. \]

On the other hand, we recall from (4.7) that \( \text{range } S^* = M \). Since \( f = f_\infty \in B_M \) by Lemma 4.4 (c), we thus obtain \( f \in \text{range } T^* \).

Theorem 4.2 is completely proved. \( \square \)

Remark 4.16. It would be interesting to understand the geometric structure of the spaces \( M \) and \( X \), for example, whether they might be UMD spaces or spaces having nontrivial Fourier type.

5. The norm continuity problem

In this section we present two examples showing that the norm continuity problem has a negative answer. In these two examples emphasis will be put on precise decay estimates for the resolvent along vertical lines. Before stating the two examples, we recall the following known result; see [39, Theorem 4.9], [19, Theorem 4.1.3].

Proposition 5.1. Let \( A \) be the generator of a bounded \( C_0 \)-semigroup \( (T(t))_{t \geq 0} \). Then the following are true:

(i) If
\[ \| R(2 + i\beta, A) \| = o\left( \frac{1}{\log |\beta|} \right) \text{ as } |\beta| \rightarrow \infty, \]
then the semigroup \( (T(t))_{t \geq 0} \) is immediately differentiable.
If \( \| R(2 + i\beta, A) \| = O\left( \frac{1}{\log |\beta|} \right) \) as \( |\beta| \to \infty \),

then the semigroup \( (T(t))_{t \geq 0} \) is eventually differentiable.

The following is our first counterexample to the norm continuity problem.

**Theorem 5.2.** There exists a Banach space \( X \) and a uniformly bounded \( C_0 \)-semigroup \( (T(t))_{t \geq 0} \subset \mathcal{L}(X) \) with generator \( A \) such that:

(i) the resolvent satisfies the estimate

\[
\| R(2 + i\beta, A) \| = O\left( \frac{1}{\log |\beta|} \right) \quad \text{as} \quad |\beta| \to \infty,
\]

and in particular the resolvent satisfies the resolvent decay condition \( \text{(1.1)} \),

(ii) \( T(1) = 0 \), that is, the semigroup \( (T(t))_{t \geq 0} \) is nilpotent, and

(iii) whenever \( t_0 \in [0, 1) \), then the semigroup \( (T(t))_{t \geq 0} \) is not norm-continuous for \( t > t_0 \).

**Proof.** Let \( f = 1_{[0, 1]} \) be the characteristic function of the interval \([0, 1]\). Since \( f \) has compact support, the Laplace transform \( \hat{f} \) and also the function \( \lambda \mapsto e^{\lambda \ast f} \) extend to entire functions, and for every \( \lambda \in \mathbb{C} \setminus \{0\} \) and every \( t \in \mathbb{R}_+ \),

\[
(e^{\lambda \ast f})(t) = \begin{cases} \frac{1}{\lambda}(1 - e^{-\lambda(1-t)}) & \text{if } 0 \leq t \leq 1, \\ 0 & \text{if } t > 1. \end{cases}
\]

Hence, for every \( \lambda \in \mathbb{C} \setminus \{0\} \),

\[
(5.1) \quad \| e^{\lambda \ast f} \|_{\infty} \leq \begin{cases} 2 e^{-\text{Re } \lambda / |\lambda|} & \text{if } \text{Re } \lambda < 0, \\ 2 \frac{1}{|\lambda|} & \text{if } \text{Re } \lambda \geq 0, \lambda \neq 0. \end{cases}
\]

Let \( \varphi \in C(\mathbb{R}_+) \) be the function given by

\[
\varphi(\beta) = 1 + \log^+(\beta), \quad \beta \geq 0,
\]

where \( \log^+ \) is the positive part of the logarithm. Clearly \( \lim_{\beta \to \infty} \varphi(\beta) = +\infty \).

It follows from \( (5.1) \) that

\[
\sup_{\lambda \in \Sigma_{\varphi}} |\hat{f}(\lambda)| < \infty,
\]

so that \( f \) satisfies the hypothesis of Theorem 4.2. By the definition of \( \varphi \),

\[
\frac{3 + \log^+ |\beta|}{2} \leq d_\beta \leq 3 + \log^+ |\beta| \quad \text{for every } \beta \in \mathbb{R},
\]

where, as before, we put \( d_\beta := \text{dist}(\lambda_\beta, \partial \Sigma_{\varphi}) \) and \( \lambda_\beta = 2 + i\beta \). From \( 5.1 \) one therefore also obtains for every \( r \in (0, 1) \) the estimate

\[
\sup_{\lambda \in B(\lambda_\beta, rd_\beta)} \| e^{\lambda \ast f} \|_{\infty} \leq 2 \sup_{\lambda \in B(\lambda_\beta, rd_\beta)} \max\{ e^{-\text{Re } \lambda}, 1 \} \frac{e^{r \log |\beta|}}{|\lambda|}
\leq C \frac{e^{r \log |\beta|}}{|\beta| - r \log^+ |\beta|}
\leq C |\beta|^{-(1-r)},
\]
and in particular
\[ \sup_{\lambda \in B(\lambda, r d_{\beta})} \| e^\lambda \otimes f \|_\infty \leq C r \frac{1}{d_{\beta}} \quad \text{for every } \beta \in \mathbb{R}. \]

This means that the function \( f \) satisfies the decay condition (4.2) from Theorem 4.2.

By Theorem 4.2 there exists a left-shift invariant Banach space \( X \hookrightarrow L^\infty(\mathbb{R}_+) \) such that the resolvent of the generator \( A \) of the left-shift semigroup (which is strongly continuous on \( X \)) satisfies the decay estimate
\[ \| R(2 + i\beta, A) \|_{L(X)} \leq C \frac{1}{1 + \log^+ |\beta|} \quad \text{for every } \beta \in \mathbb{R}, \]
so that the resolvent satisfies the resolvent decay condition (1.1). Moreover, if \( T : L^1(\mathbb{R}_+) \to L(\mathcal{X}) \) is the algebra homomorphism which is represented (in the strong sense) by the left-shift semigroup, then \( f = 1_{[0,1]} \in \text{range } T^* \). In particular, by Lemma 3.7 (d), the semigroup cannot be continuous for \( t > t_0 \) whenever \( t_0 \in [0,1) \).

On the other hand, it follows from Theorem 4.2 (iv) that every function in \( X \) is supported in the interval \( [0,1] \) so that the left-shift semigroup on \( X \) vanishes for \( t \geq 0 \). □

In the second example we show that there are also \( C_0 \)-semigroups which are never norm-continuous, whose generator satisfies the resolvent decay condition (1.1), and the decay of the resolvent along vertical lines is even arbitrarily close to a logarithmic decay. Note that, by Proposition 5.1, a logarithmic decay as in Theorem 5.2 (i) is not possible for semigroups which are not eventually norm-continuous, that is, norm-continuous for \( t > t_0 \).

**Theorem 5.3.** Let \( h \in C(\mathbb{R}_+) \) be a positive, increasing and unbounded function such that also the function \( \log^+/h \) is increasing and unbounded. Then there exists a Banach space \( X \) and a uniformly bounded \( C_0 \)-semigroup \( (T(t))_{t \geq 0} \subset \mathcal{L}(\mathcal{X}) \) with generator \( A \) such that:

(i) the resolvent satisfies the estimate
\[ \| R(2 + i\beta, A) \| = O\left(\frac{h(|\beta|)}{\log(|\beta|)}\right) \quad \text{as } |\beta| \to \infty, \]
and in particular the resolvent satisfies the resolvent decay condition (1.1),

(ii) the semigroup \( (T(t))_{t \geq 0} \) is not eventually norm-continuous.

**Proof.** Since the function \( \log^+/h \) is increasing and unbounded, then also the function \( s \to s^{1/h(s)} = e^{\log s/h(s)} \) is increasing and unbounded for \( s \geq 1 \). We may assume that this function is strictly increasing for \( s \geq 1 \). In particular, the function \( \psi \) given by
\[ \psi(s^{1/h(s)}) := \frac{1}{4} h(s), \quad s \geq 1, \]
is well-defined, increasing and unbounded.

Choose coefficients \( a_n > 0 \) such that \( 1 \geq a_n \geq a_{n+1} \) and such that
\[ \sum_{n=0}^{\infty} a_n r^{n+1} \leq r^{\psi(r)} \quad \text{for every } r \geq 1; \]
it is an exercise to show that such coefficients exist (see also [30, Problem 2, p.1]).

We put

\[ f = \sum_{n=0}^{\infty} a_n 1_{[n,n+1)}. \]

Then clearly \( f \in L^\infty(\mathbb{R}_+) \) and it follows from (6.3) that the function \( \lambda \mapsto e_\lambda \otimes f \) extends to an entire function. It is straightforward to show that for every \( \lambda \in \mathbb{C} \setminus \{0\} \)

and every \( t \in \mathbb{R}_+ \) one has

\[
(e_\lambda \otimes f)(t) = e_\lambda(1 - e^{-\lambda}) \sum_{n=\lfloor t \rfloor}^{\infty} a_n e^{-\lambda n} - a_{\lfloor t \rfloor} \frac{e^{-\lambda(t-\lfloor t \rfloor)} - 1}{\lambda}
\]

\[
= e_\lambda(1 - e^{-\lambda}) \sum_{n=\lfloor t \rfloor+1}^{\infty} a_n e^{-\lambda n} + a_{\lfloor t \rfloor} \frac{1 - e^{-\lambda(t+1-\lfloor t \rfloor)}}{\lambda}.
\]

If \( \Re \lambda < 0 \), this yields the estimate

\[
| (e_\lambda \otimes f)(t) | \leq \frac{2}{|\lambda|} \sum_{n=0}^{\infty} a_{n+|t|} e^{-\Re\lambda(n+1)} + \frac{2}{|\lambda|} |(e_\lambda \otimes f)(t)| \leq \frac{2}{|\lambda|} (\sum_{n=0}^{\infty} a_n e^{-\Re\lambda(n+1)} + 1) \leq \frac{2}{|\lambda|} (e^{-\Re\lambda \varphi(e^{-\Re\lambda})} + 2),
\]

where in the second line we have used the fact that the sequence \( (a_n) \) is decreasing, and in the third line we have used the estimate (5.3). If \( \Re \lambda \geq 0 \), then we obtain the estimate

\[
| (e_\lambda \otimes f)(t) | \leq \frac{C}{|\lambda|}
\]

for some \( C \geq 1 \), so that

\[
\| e_\lambda \otimes f \|_\infty \leq \frac{C}{|\lambda|} (e^{-\Re\lambda \varphi(e^{-\Re\lambda})} + 2) \text{ for every } \lambda \in \mathbb{C} \setminus \{0\}.
\]

Let \( \varphi(\beta) := 1 + \frac{\log \beta}{\log \beta^{1/2}} \) \( \beta \geq 0 \). By assumption, \( \lim_{\beta \to \infty} \varphi(\beta) = \infty \). Moreover, for every \( \beta \in \mathbb{R} \) large enough,

\[
\sup_{\lambda \in B(2+i\beta,2+\varphi(\beta))} \| e_\lambda \otimes f \|_\infty \leq \sup_{\lambda \in B(2+i\beta,2+\varphi(\beta))} \frac{C}{|\lambda|} (e^{-\Re\lambda \varphi(e^{-\Re\lambda})} + 2) \leq C e^{\varphi(\beta) \varphi(e^{\varphi(\beta)})} + 2 = e^{\varphi(\beta) \varphi(e^{\varphi(\beta)})} + 2.
\]

For all \( \beta \) large enough we have \( \varphi(\beta) \leq \frac{1}{2} |\beta| \). Moreover, if \( |\beta| \geq 2 \), then

\[
e^{\varphi(\beta) \varphi(e^{\varphi(\beta)})} = e^{\varphi(e^{\varphi(\beta)})} |\beta|^{\varphi(e^{\varphi(\beta)})} \leq C |\beta|^{\frac{1}{2}} \leq C |\beta|^{\frac{1}{2}}.
\]

by definition of the functions \( \varphi \) and \( \psi \). Hence, if \( \beta \) is large enough, then

\[
\sup_{\lambda \in B(2+i\beta,2+\varphi(\beta))} \| e_\lambda \otimes f \|_\infty \leq C |\beta|^{-\frac{1}{4}}.
\]
In particular,
\[ \sup_{\lambda \in \Sigma} \| e_{\lambda} \otimes f \|_\infty < \infty. \]
Moreover, if we let, as before, \( \lambda_\beta = 2 + i\beta \) and \( d_\beta = \text{dist}(\lambda_\beta, \partial \Sigma_\varphi) \), then
\[ \frac{2 + \varphi(\beta)}{2} \leq d_\beta \leq 2 + \varphi(|\beta|) \]
for every \( \beta \in \mathbb{R} \) large enough and therefore
\[ \sup_{\lambda \in B(\lambda_\beta, d_\beta)} \| e_{\lambda} \otimes f \|_\infty \leq C \frac{1}{d_\beta} \]
for every \( \beta \in \mathbb{R} \).

By Theorem 4.2, there exists a left-shift invariant Banach space \( X \hookrightarrow L^\infty(\mathbb{R}_+) \) such that the left-shift semigroup \( (T(t))_{t \geq 0} \subset \mathcal{L}(X) \) is strongly continuous and such that the resolvent of the generator \( A \) satisfies the estimate
\[ \| R(2 + i\beta, A) \| \leq C \frac{h(|\beta|)}{\log |\beta|} \]
for every \( \beta \in \mathbb{R}, |\beta| > 1 \), so that the resolvent decay condition (1.1) is satisfied. Moreover, still by Theorem 4.2, if \( T : L^1(\mathbb{R}_+) \rightarrow \mathcal{L}(X) \) is the algebra homomorphism which is represented (in the strong sense) by the semigroup \( (T(t))_{t \geq 0} \), then \( f \in \text{range } T^* \). Since the function is not continuous on any interval of the form \((t_0, \infty)\), by Lemma 3.7 (d), the semigroup \( (T(t))_{t \geq 0} \) cannot be eventually norm-continuous. \( \square \)
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