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ABSTRACT

Radio Frequency Identification (RFID) is a wireless technology that has been designed to automatically identify tagged objects using a reader. Several applications of this technology have been introduced in past literature such as pet identification and luggage tracking which have increased the efficiency and effectiveness of each environment into which it was integrated. However, due to the ambiguous nature of the captured information with the existence of missing, wrong and duplicate readings, the wide-scale adoption of the architecture is limited to commercial sectors where the integrity of the observations can tolerate ambiguity. In this work, we propose an application of RFID to take the reporting of class attendance and to integrate a predictive classifier to extract high level meaningful information that can be used in diverse areas such as scheduling and low student retention. We conclude by providing an analysis of the core strengths and opportunities that exist for this concept and how we might extend it in future research.
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1. Introduction

Radio Frequency Identification (RFID) has become an integral part of a wide array of business applications ranging from pet identification to stock tracking at retail stores. The architecture involves attaching a large group of items which is intended to be tracked by the user with a unique identifying tag. This tag is then read wirelessly within certain proximity by a reader to determine which items are within the vicinity of the device. The observations captured in this process are then passed from the device into a middleware system that will filter out any anomalies detected at this stage. The middleware will then pass the information onto the data warehouse where the observations will be stored for later use such as data mining.

Some potential problems that occur due to RFID include anomalous readings and meaningless low-level observations. Anomalies that persist include false-negatives, readings that are meant to be present but are not false-positives, readings that exist in the data warehouse but are not meant to be present. Regarding the observations, due to the nature of the records being the tag identification number, reader identification and timestamp, without high level transformations performed on the data, the data cannot provide the user with meaningful context-specific information that can be used in business processes. For example, an observation of a tag at a specific time and location has little meaning but once it is known that it belongs to an employee taking a break from work, the information provides a higher level of meaningful information for the user. The problem of low-level information is compounded by the issues of false-negative and false-positive anomalies which reduces the overall integrity of the information.

In this research, we propose a concept that uses the information captured from tags used in a university lecture and various other instances of context-specific information to accurately predict the future attendance of students in the class. In particular, this system will not only provide lecturers with meaningful information not available from traditional attendance records, but will also be able to forecast the highest and lowest attended classes ahead of time thereby allowing lecturers to tailor their schedules accordingly. Finally, by incorporating a probabilistic approach in the system architecture, the anomalies that usually lower the overall integrity of the system will be countered to a certain degree. We have also identified two core opportunities that can enhance the system specifically by integrating the student’s personal attendance history to further tailor the report on a...
case-by-case basis, and by integrating multiple-class averages to analyse the overall student year and to apply that to the prediction model.

The remainder of this paper is structured as follows: Section 2 will contain the relevant background information required for this research including a brief introduction to RFID, Bayesian and Neural Networks. Section 3 provides an analysis of already existing methodologies that use RFID Technology to find the attendance of people or objects. In Section 4, we introduce our core concept by discussing the motivation, architecture and assumptions. Section 5 contains our preliminary analysis of the system and we will conclude this paper by summarising the contents and suggesting future work we intend to pursue in Section 6.

2. Background

Wireless and automatic systems such as Radio Frequency Identification (RFID) allow users to effortlessly capture large amounts of data with relative ease. Unfortunately, the captured readings are not utilised to their full potential of applications due to anomalies such as false-positive/false-negatives and the low-level nature of the observations. To counter the negative issues associated with RFID-enabled environments, intelligent classifiers can be employed to reduce the ambiguity of the captured information. Two such intelligent approaches include Bayesian and Neural Networks that use probabilistic approaches to determine the conclusion which has the highest chance of being accurate.

2.1. Radio Frequency Identification

Radio Frequency Identification (RFID) refers to technology comprised of tags and readers to uniquely identify large quantities of items automatically and wirelessly [1]. As seen in Figure 1, a tag which is either Passive, Semi-Passive or Active [2,3] is attached to an object that is desired to be tracked. Wireless readers will then interrogate all tags within certain proximity and then transmit all found tags through the middleware. The middleware is used to filter out any found anomalies such as collisions on the air interface [4] so that the readings processed further have a higher level of integrity. All the collected data are then stored within a data warehouse which is then used for further analytical techniques such as data mining or event extraction [5].

2.2. Intelligent Classifiers

When given a large set of information extracted from real-world observations, the data are prone to being unreliable due to various factors making it difficult to discover meaningful information or to predict future trends.

For example, in a RFID scenario, false negative or false positive [6] readings may occur due to the environment. To counter this consequence, intelligent and probabilistic techniques can be employed to correct certain anomalies [7] or to produce predictions which deterministic approaches may not be able to consider. Two such approaches include using a Bayesian Network which examines the probability of all inputs or using a Neural Network which operates similarly to the human brain.

2.2.1. Bayesian Networks

Bayesian Networks refer to a network designed to find the highest probable solution to any given problem. This is usually performed by determining the product of evidence found in a situation and comparing it with other possible causes until the greatest probable outcome has been discovered. The mathematical equation is a formula designed to express the process utilised in determining the percentage of likelihood of a cause being true. As seen in Equation (1), the probability from \( X_1 \) to \( X_n \) is equal to all the products on which \( X_i \) is dependent [8].

\[
P(X_1, \cdots, X_n) = \prod_{i=1}^{n} P(X_i | X_1, \cdots, X_{i-1})
\]

When representing a naïve Bayesian Network in a program, the probabilities are stored in a table structure containing the percentage or weight of the conclusion being correct when an observation is found to either be true or false. For each conclusion, a percentage of likelihood is found from multiplying the weights in the cells that match up with the observations with the highest achieving conclusion being returned. The weights of the Bayesian Network can be created in a static table or dynamically such as having the network trained with a genetic algorithm to find the optimal weights of the system [9].

2.2.2. Neural Networks

As seen in Figure 2, an Artificial Neural Network is a
classifier designed to emulate the learning behaviour of the brain. It does this by creating a fixed amount of Neurons which are trained to deliver a certain output when fed various inputs. The Artificial Neural Network consists of three main layers: the Input Layer, Hidden Layer(s) and the Output Layer [10]. The processes include receiving inputs which are modified at a central sum area. The Neuron will then apply an activation function such as the hard limiter or sigmoidal functions.

When attempting to configure the Neural Network weights, one method that exists is to utilise training algorithms. Two dominant training algorithms that have been proven to excel in network training are the Back-Propagation Algorithm [11,12] and the Evolutionary Neural Network [13,14]. Back-Propagation relies on the concept of training the network by propagating error back through the network via modifying the weights after the output has been calculated. Evolutionary Neural Network training algorithm in contrast to Back-Propagation utilises the theory of genetic evolution to train the network weights. Similar to the genetic algorithm process of training a Bayesian Network, all the weights are added into a chromosome as genes to be manipulated according to the fittest output obtained.

3. Related Work

In previous studies and system architectures, Radio Frequency Identification technology has been integrated into various applications to track the attendance of people in an enclosed environment. These include hardware integrations in Schools [15,16], Asset Tracking [17] and bus tours [18]. None of these studies however have utilised the captured data to accurately predict the current or future presence of missing items. We believe that within a scenario where it is crucial to know the amount of students attending a class, the ability to predict an estimate attendance count can greatly benefit the user.

4. Proposed Methodology

The following section will introduce the core concepts of the proposed methodology. We will do this by first discussing the motivation behind the development of the concept. This will be followed by an in-depth analysis of the various components of our approach including the physical hardware, inputs, processes and outputs of the system. Finally, we will then discuss any assumptions we identified to ensure that the system is used in its intended environment.

4.1. Motivation

The primary motivation behind this research is finding an effective use of information captured from the average attendance of university classes. This has leaded us to considering a way of extracting the data to improve retention of students in classes across the university semester. A common problem with university classes are students who are not retained for the entirety of the university year. We believe that providing a predictive model that can highlight the trend of the class attendance will significantly help instructors to tailor their teaching approach to those lectures.

Additionally, by providing the students with the tags, student engagement and interaction will be encouraged as they will have a common event they can discuss with each other. Furthermore, by optionally having their name displayed on the screen and projector as they scan their tag, it may act as an ice-breaker for the class allowing students to determine each other’s names. Although this activity may not be applicable to students in second year classes and above who have already worked together for a year, we believe that first year students will benefit greatly from this. Furthermore, as the interaction between students increase, it should improve the retention rate as we believe that students encourage each other throughout the semester.

4.2. Architecture

As seen in Figure 3, the architecture of our concept contains four distinct core components. The first component is the physical hardware that includes the RFID tags used by the students to scan into the readers which are used by the lecturers. The reader will then transmit the information to the website used to record the information. The website will then store the information in the centralised database which will then be accessed by the intelligent classifiers. The Bayesian and Neural Networks will ex-
tract a feature set from the database including various pieces of information gained from the system. This information can then be processed to generate a predictive report based on the likelihood of the amount of people present in the future week’s classes or if a specific person will be present during a particular week.

4.2.1. Physical Hardware
The physical hardware involved in this system includes many RFID tag keyrings which are distributed to each individual student and a RFID reader to capture these reading. The student’s tags will have a unique identification number that will align to their respective name and university student number stored on a centralised database. During the class, lecturers would have the students lining up to scan in as being present in the class with the Low-Frequency USB-powered reader. From our preliminary testing of the system, we have found that the scanning process takes less than one minute on average to record the attendance of approximately 20 students. Alternatively, other means of tag technology could be used instead of the keyring such as swipe cards which allow for the possibility in financial cost reduction.

4.2.2. Capturing Software
The capturing software consists of a website which interacts with the RFID reader to pass the identifier of the tag and current timestamp into the data warehouse. This requires the lecturer to select the correct subject and week at which point the system will then have a single form element for the identification number and a button on the site to process the data. Being that the reader automatically returns the tag id and then “enter” from the keyboard, the system will run seamlessly as the individuals walk up and swipe their tags over it. It will then store all the information entered (current timestamp, tag id, lecture, week) into their respective places in the data warehouse for further analytical processing.

4.2.3. Feature Extraction
The Feature Set Extraction will consist of the software capturing relevant information we believe will determine if the student will be present in the coming week. This includes:

- **The week number:** From our previous observations, we have found that there is a trend in student absences for most classes following certain weeks, for example, the week directly after a semester break. We believe that due to this factor, the week number for the currently observed week should be included in the Feature Set.

- **The location of the class:** We believe that the physical location of the building where the class takes place may influence the decision to attend, for example, if the class was on one side of the campus and a class previous to this was on the opposite end of campus. Since the location will most likely not be changed throughout the semester, the location will be a static variable unless changed manually.

- **The size of the class:** With a large amount of people present in the class, individuals would not be noticed as being absent by the lecturer. In contrast, a smaller class of fewer than 15 people, it would be harder for the lecturer not to notice an absent student. While the class size may have minor variations throughout the semester (late enrolments or students dropping the
course), this variable will most likely be static throughout the semester.

- **The time of the class:** As some university classes are run at 8:00 am and the university is located close to the Central Business District of the city, we believe that issues such as traffic gridlock would play a significant role in discouraging students from attending class. Similarly to the previous two items, this value will be a static throughout the semester unless the class time is changed.

- **The average time the student stays:** In the given scenario, a student would have to scan twice to be considered attending that class. This would allow us to determine how long a student is present in the lecture each week. For example, a student may not stay for the entire duration of the class in the event they left early before a general class discussion towards the end or during a break. We could then capture each week’s time and extrapolate an average time which may play a factor in the regular attendance. Similarly to the week number, this variable would change periodically.

Additionally, we have had thoughts of extending this input information to incorporate multiple-class data, for issues such as scheduling conflicts, and the historical information of the class and the individual students. Once this information has been obtained from the data warehouse, it is processed as the input nodes for the Bayesian and Neural Networks.

### 4.2.4. Intelligent Classifiers

Once the feature extraction has been performed, all of the extracted information will be passed directly into the Bayesian and Neural Networks. Using the weights that have already been trained by using Back-propagation a Genetic Algorithm, the system will return a set of outputs that will correspond with each individual student in the class. Therefore, the amount of returned values will be equal to the number of students in class which will then give the user an adequate estimate of the amount of students present within the class for that specific week. Eventually, we would like to modify the structure to incorporate historical information from other semesters and possibly the student’s individual attendance record to predict the trend of attendance for the entire semester rather than the sequentially following week.

### 4.2.5. Predictive Reports Generated

Finally, the Bayesian and Neural Networks will return the information regarding the whole class or the individual to the user. This will be accessible as an option on the website to allow the lecturers to have access to the information dynamically and anywhere the user has access to an internet connection. Eventually, we would like to increase its user friendliness by adding various features such as highlighting the students the system predicts will not be present.

### 4.3. Assumptions

Regarding the practical use of the system, we have to make three core assumptions that need to be in place to ensure the predictive analysis reports provide the highest integrity. First, we have to assume that the readings obtained from the students are correct and truly reflect the people present at the lecture. For example, if one student brings in a friend’s tag to scan for both of them, the system will count this second tag as being present for every week even though this will not be the case. Second, we assume that the data input by the convenor at the start of each semester to be factual and will be updated if any changes do occur. Without this information being accurate, the historical information of other lectures taking place at the same place or location will not be useful for later iterations of the course. The final assumption we make for this concept is that the information will be recorded each time class is run. This is important for the system to extrapolate linear regressive information from the data such as a consistent decline in students after a certain date such as the mid-semester exam.

### 5. Analysis

In the following section, we will provide all information regarding the implementation of the technology. This includes the environment of the system including the physical hardware needed and the software required to process the data. We will then provide the core strengths and opportunities the system has been found to possess from our preliminary implementation of the system.

#### 5.1. Environment

The physical RFID reader we have been using for this research is a USB-powered low cost system that plugs-and-plays directly into the computer functioning in the same way a keyboard does. The tags and the reader both operate at 125 Khz making it necessary for students to be within approximately 5 cm of the device to be scanned and, concurrently, ensuring their privacy. The web-based system used to manage the input data has been successfully tested and runs on the Firefox and Chrome browsers. The application has been written and implemented on Linux, Apache, MySQL and PHP (Lamp) stack, Debian GNU/Linux distribution Release 6 “Wheezy” has been used as the Operating System. The client systems used in the process of capturing attendance has had Windows XP with Service Pack 3 as its Operating System. The prediction tool will be written in PHP and integrated into the
current web application as an option to be chosen for the lecturers and convenors.

5.2. Concept’s Strengths

The main strength of this concept is that the predictive analysis will provide intelligent information not originally considered by the lecturer of the course. As an example, if it is known that after a mid-semester break, a large amount of students will not likely attend class, the staff member can restructure that week’s lecture to have crucial information for the course to retain students who are prone to being absent. Additionally, knowing the weeks that most students attend or miss a week in hindsight will allow the convenors to structure the course in such a way that would be tailored to most students, for example, introducing and discussing the assignment in an earlier week when the majority of the class is present. Finally, we believe that be incorporating a predictive model over traditional deterministic methodologies, a level of ambiguity crucial for the system to cope with false-negative and false-positive anomalies present in the observation data sets will be provided.

5.3. Concept’s Opportunities

We have also discovered several opportunities which we would like to pursue in future work after the implementation of the system is complete. The two core opportunities include incorporating multiple-class information categorised by certain characteristics and using historical information relative to the students to further enhance the prediction of their attendance. By using the predictive analysis over multiple-classes, we could incorporate extra information for that specific category. This includes categorising the students based on the department or university, age group of the students or specific classes/lecturers. Furthermore, we believe that, if this approach was run over long periods of time, a trend could emerge from a student’s behaviour over their time at university. This could additionally be used on a case-by-case scenario to improve specific student retention. From the incorporation of this extra information not originally designed in the initial approach, we believe that the predictions determined by the classifiers will increase in accuracy thereby providing staff with greater opportunities to encourage and help students through their university tuition.

6. Conclusions

In this research, we have proposed an extension to a RFID-enabled attendance recording system that would provide lecturers and convenors information about students that was previously not possible. We believe that by using this information, the users can significantly enhance their teaching experience. The primary motivation of this concept was to take the observations from the automatic attendance system and incorporate intelligent approaches to turn the observations into high level meaningful predictive analysis information. This resulted in the presented concept outline in this research that incorporates the both Bayesian and Neural Networks. We have identified that the main strength of this concept include bringing information to the lecturers about the students not originally found from standard analysis of attendance records. Additionally, the system is able to identify the classes that students are most likely to attend or miss allowing lecturers to tailor the course around these constraints. Finally, by incorporating a probabilistic approach to predict the attendance, we believe that the system will be able to handle the ambiguity due to the anomalies present in the majority of RFID applications.

Regarding future work, we first intend to completely implement the concept described in this paper with the preliminary information we gained from the previous integration of the system. As discussed previously, we believe that the incorporation of average class information over multiple courses and personal histories of student attendance will enhance the integrity of the system. We would also like to incorporate other probabilistic classification techniques such as a Support Vector Machine or Hidden Markov Model and to investigate the potential of integrating deterministic approaches such as Non-Monotonic Reasoning into the classification approach as well.

Another possible future research area we would like to explore would involve integrating Near Field Communication (NFC) technology. This will not only allow the integration of NFC tags but also Smart Phones as the readers that may provide additional sensor readings. It would then be possible to extract sensor information regarding the environment such as the geographical location or temperature which can then be incorporated into the feature set input. For each class, we would also like to incorporate a second scan of the students as they leave the room therefore adding extra information to the intelligent classifiers. Coupled with the scan at the beginning of class, this will determine how long the students attend the class and if they only stay for a certain portion of the class. Finally, while we have applied this technology in an education environment for a local university, we do believe that this approach can be applied to a wide-array of domains that require large amounts of people to attend specific events.
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