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Experimental evidence of TICT state in 4-piperidinyl-1,8-naphthalimide – a kinetic and mechanistic study

Zoltán Szakács, Sylvia Rousseva, Márton Bojtár, Dóra Hessz, István Bitter, Mihály Kállay, Michiel Hilbers, Hong Zhang and Miklós Kubinyi

The excited state processes in N-propyl-4-piperidinyl-1,8-naphthalimide have been studied by measuring its fluorescence spectra and decay curves in solvents of different polarity and viscosity and also in a frozen solvent glass. The results unanimously proved the formation of a dark twisted intramolecular charge transfer (TICT) state from the emissive charge transfer (CT) state, the direct product of excitation. The rate coefficients of the TICT process and the deactivations of the CT and TICT species were determined, using a reversible two-state kinetic model. The temperature dependence of the kinetic data was consistent with a kinetic barrier consisting of three terms, the inherent barrier of the reaction, and the contributions of the solute–solvent interactions related to the solvent viscosity and polarity. The potential energy surfaces were calculated in the S0 and the S1 states along the coordinate of turning motion which was conclusive concerning the direction of the twisting and indicated a possible conformational change of the piperidinyl unit. The theoretical calculations confirmed that the TICT species is dark and has a stronger charge transfer character compared to the CT state.

The effect is due to an efficient intersystem crossing between their S1 and T2 excited states, lying close in apolar media. The interactions with polar, and in particular, with hydrogen-bond donor solvents shift the T2 state to higher, the S1 state to lower energies, reducing the effect.

Introducing an electron donor substituent into the 4-position of 1,8-NI, the longest wavelength absorption and fluorescence bands are shifted to longer wavelengths. In most cases, the fluorescence quantum yield becomes higher, because, with the lowering of the energy of the S1 state, the S1-T2 energy gap becomes larger, reducing the yield of inter-system crossing. The excitation is accompanied by an intramolecular charge transfer (CT) – an electron transfer from the substituent to the electron withdrawing dicarboximide group. The excited species are stabilized by polar and more efficiently by protic polar solvents, as indicated by the redshift of the fluorescence band in polar media. The photogenerated higher electric field can serve for a fluorescence quenching mechanism which is called generally as photoinduced electron (charge) transfer (PET) in the literature. This phenomenon is of key importance in the construction of NI-based ‘turn-on’ fluorescent chemosensors. Most frequently, they contain an electron rich receptor unit attached through a spacer to their 4-position, or an electron withdrawing receptor unit connected through a spacer to their imide nitrogen atom. Their fluorescence quenched strongly in free state via PET mechanism, is restored when the analyte binds to the receptor unit, shielding its local charge.
In NIs with more rigid electron donating groups on their 4-carbon atom, a twisted intramolecular charge transfer (TICT) process has also been discovered.\textsuperscript{18} The TICT state may be emissive, manifesting in a dual fluorescence. Examples for this are NIs with a styrene or phenoxy unit inserted between an electron donor group and their 4-position.\textsuperscript{19,20} More frequently, however, the TICT state is dark, leading only to the weakening of the emission from the CT excited state.\textsuperscript{21} The TICT of push–pull NIs is of significance in several potential applications, like combining experimental and theoretical methods. A push–pull derivative to give experimental proof of the formation of TICT state. This motivated us to study a more simple push–pull derivative to give experimental proof of the formation of TICT state. This motivated us to study a more simple push–pull derivative to give experimental proof of the formation of TICT state.\textsuperscript{21}

Despite the fluorescence properties of several NIs have been interpreted in terms of two (a CT and a TICT) interconverting $S_1$ excited states, a comprehensive photophysical study had lacked on a more simple push–pull derivative to give experimental proof of the formation of TICT state. This motivated us to provide a detailed description of the excited state processes in N-propyl-1-piperidinyl-1,8-naphthalimide (2, see Fig. 1), combining experimental and theoretical methods. N-Propyl-1,8-naphthalimide (1) was used as reference compound. The rate coefficients of the reversible CT $\rightarrow$ TICT conversion were determined in different solvents at different temperatures, and were interpreted applying a kinetic barrier consisting of three terms, the inherent barrier of the reaction, and the contributions of the solvent viscosity and solvent polarity. The potential energy surfaces in the $S_0$ and $S_1$ states were calculated, along the coordinate of the turning motion which was conclusive concerning the direction of the twisting. The theoretical calculations confirmed a more efficient charge transfer of the dark TICT state compared to the CT state.

**Experimental section**

**General**

1 and 2 were prepared as described elsewhere.\textsuperscript{27,28} Acetonitrile (MeCN), propionitrile (EtCN), butyronitrile (PrCN), valeronitrile (BuCN), caprylonitrile (HepCN), ethylene glycol (EG), methanol (MeOH) and ethanol (EtOH) solvents were purchased from Sigma Aldrich. MeCN was HPLC grade, MeOH and EtOH were spectroscopy grade and they were used without further purification. The other nitriles and the ethylene glycol were used after column chromatography purification using a mixed stationary phase (aluminium oxide ‘Alumina B’ and activated carbon) to remove the luminescent impurities.

**Spectroscopic experiments**

Absorption spectra were recorded using an Agilent 8453 diode array spectrometer. The steady state fluorescence spectra were measured on an Edinburgh Instruments FLS920 instrument, the recorded spectra were corrected with the characteristic of the light source and the detector. Time-resolved fluorescence experiments were performed using the frequency-doubled output of a Ti:sapphire laser system (Chameleon Ultra, Coherent) tuned to 820 nm and 700 nm which results in 410 nm and 350 nm excitation wavelengths for 2 and 1, respectively. A pulse picker was employed to reduce the repetition rate from 80 to 8 MHz. The fluorescence was detected using a monochromator (Newport CS260-02) coupled to a PMT (Hamamatsu). The overall instrument response function (IRF) was $\sim$20–25 ps (fwhm).

A thermostated sample holder was used for the temperature dependent experiments in EG and a liquid nitrogen cryostat was used for the measurements at 77 K in frozen solvent glass (EtOH : MeOH, 4 : 1). All the experiments were performed at a concentration of 10 $\mu$M in 1 cm quartz cuvettes.

**Methods**

**Dipole moment change**

The dipole moment changes were determined from the absorption and fluorescence spectral data obtained in alkyl nitriles, using the Lippert–Mataga equation,\textsuperscript{29,30}

$$\Delta \nu = \nu_0 - \nu_1 = \frac{2 \cdot \Delta \mu \cdot (\mu_g - \mu_e)}{4 \cdot \pi \cdot \varepsilon_0 \cdot h \cdot c \cdot \alpha_0} + C$$  \hspace{0.5cm} (1)

where $\Delta \nu$ and $\nu_0$ are the wavenumbers of absorption and fluorescence maxima, $\mu_g$ and $\mu_e$ are the dipole moments in the ground and excited states $- \nu_0$ was calculated at the DFT level (for details see Computational section) $- \nu_0$ is the vacuum permittivity, $h$ is the Planck constant, $c$ is the velocity of light, $\alpha_0$ is the radius of the Onsager cavity. $\alpha_0$ was also determined by quantum chemical calculations, it was taken as the sphere equivalent radius of the volume inside a contour of 0.001 electrons per Bohr$^3$ density plus 0.5 Ångström (this is the recommended radius for self consistent reaction field (SCRF) calculations).\textsuperscript{31} $C$ in eqn (1) is a fitted constant, $\Delta \mu$ is the orientation polarizability,

$$\Delta \mu = \frac{\varepsilon_r - 1}{2 \cdot \varepsilon_r + 1} \cdot \frac{n^2 - 1}{2 \cdot n^2 + 1} \cdot \varepsilon_0$$  \hspace{0.5cm} (2)

where $\varepsilon_r$ is the dielectric permittivity, $n$ is the refractive index of the medium.
Quantum yield determination

The fluorescence quantum yields of NIs were determined using quinine sulfate (in 0.1 M H$_2$SO$_4$) as reference, applying the formula

$$\Phi_{\text{NI}} = \Phi_{\text{ref}} \frac{\int_{\nu_{\text{ref}}}^{\nu_{\text{NI}}} \eta_{\text{org}} \, d\nu \, n_{\text{org}}}{\int_{\nu_{\text{ref}}}^{\nu_{\text{NI}}} \eta_{\text{water}} \, d\nu \, n_{\text{water}}} A_{\text{ref}} A_{\text{NI}}$$

(3)

The quantum yield of quinine sulfate, $\Phi_{\text{ref}}$ is 0.53, the subsequent fractional in eqn (3) are the ratios of the integrated fluorescence intensities, the refractive indices and the absorbances, the latter at the excitation wavelength.

Theoretical calculations

Theoretical calculations were performed to investigate the TICT process and to calculate the Onsager radius of NIs using the Gaussian09 program package. The minimal-energy geometries process and to calculate the Onsager radius of NIs using the Gaussian09 program package. The minimal-energy geometries with up to 8 kJ mol$^{-1}$ from the lowest energy conformer were optimized using PM6-D3H4 (parametrized model 6 with dispersion correction) implemented in MOPAC2016. Thereafter, the minimal energy conformer was optimized at the density functional theory (DFT) level employing the PBE0 functional with the 6-311++G** basis set, Onsager radius and ground state dipole moments were calculated in vacuum.

The geometries of 2 were optimized at fixed dihedral angles ($\Phi$) for the investigation of the TICT process in vacuum using the 6-31++G** basis set with the same functional. The excited state energies were calculated the same way at the time-dependent DFT (TD-DFT) level of theory.

Results and discussions

Solvatochromism in absorption and fluorescence spectra

Compound 1 has a vibrational fine structure in its absorption as well as in its emission spectra. Besides, the absorption and emission spectra are nearly mirror images, which indicates that the geometry of the vibrationally relaxed $S_1$ state, from where the emission occurs, is close to the ground state structure. The Stokes shift of 1 is small (3540 cm$^{-1}$), its value is similar as for the parent 1,8-naphthalimide.

The excited state properties of $N$-propyl-1,8-naphthalimide are strongly modified by the piperidinyl substitution. As can be seen in Fig. 2, the longest wavelength absorption band of 1, appearing at 331 nm shifts strongly to the red, to 405 nm in the spectrum of 2, indicating that the lowest energy excited state is stabilized due to a strong coupling of the electronic structures of the piperidinyl and 1,8-naphthalimide moieties. The electron donating piperidinyl substituent increases the difference between the $S_0$ and $S_1$ state energy levels: the fluorescence band located at 375 nm in the spectrum of 1 shifts to 535 nm in the spectrum of 2. The corresponding Stokes shifts are 3540 cm$^{-1}$ for 1 and 6000 cm$^{-1}$ for compound 2.

The solvatochromic behavior of the compounds was investigated in a homologous series of nitriles, minimizing the effect of the solvent specific interactions on the results. The spectral data of 1 and 2 in the nitrile solvents, and the dipole moment changes obtained from the Lippert–Mataga equation – eqn (1) – are collected in Table 1, the Lippert–Mataga plot is shown in Fig. 3. These results demonstrate that 1 is not a charge transfer dye, whereas the radiative excited state of 2 has a moderate charge transfer character. The fluorescence quantum yield of 2 grows with the decrease of the polarity, suggesting that in addition to its moderately polar emissive CT state, 2 has a more polar, but dark state and the deactivation of the CT state via this dark state is more efficient in solvents of higher polarity.

Effect of viscosity on fluorescence spectrum

An indication for the TICT character of this dark state was provided by the fluorescence spectra of 2 in EG at different temperatures. As can be seen in Fig. 4, the fluorescence intensity strongly decreased at higher temperatures, i.e. at lower viscosities, but the shape of the spectra did not change. This can arise from
a deactivation channel via a dark TICT species, and the twist of the piperidine moiety is favored at low viscosities. The fluorescence spectrum of 1 in EG (not shown here) was much less sensitive to the temperature.

**Fluorescence decay dynamics as functions of polarity and viscosity**

A further insight into the excited state processes in the two NIs were performed by time resolved fluorescence experiments. The effect of polarity on the excited state dynamics was investigated in the same series of nitriles as applied in the steady-state measurements. In addition, in case of 2, the TICT character of the non-radiative decay was studied by measuring the fluorescence decay curves in ethylene glycol (EG), at different temperatures between 10 and 70 °C, where the viscosity decreases from 34.8 to 4.0 cP, promoting the twist of the piperidine moiety. We note that the raise of temperature also has – a minor – opposite effect on the formation of the TICT state, as the polarity of EG decreases and that variation hinders the charge transfer process.

The piperidine substituted derivative 2 showed a biexponential decay in the nitrile solvents (Table 2), as well as in EG (Table 3), whereas the reference compound 1 showed biexponential decays in the nitriles and monoexponential decays

### Table 1: Spectral properties of 1 and 2 in the homologous series of nitriles, their Onsager radius, ground state dipole moments (calculated theoretically) and dipole moment changes obtained from the Lippert–Mataga analyses

| Solvents | MeCN | EtCN | PrCN | BuCN | HepCN | $d_0$ (Å) | $\mu_g$ (D) | $\Delta \mu$ (D) |
|----------|------|------|------|------|-------|-----------|-------------|---------------|
| 1        |      |      |      |      |       |           |             |               |
| $\lambda_{abs}/\lambda_{em}$ (nm) | 331/375 | 332/375 | 332/379 | 332/374 | 332/374 | 4.65 | 3.91 | 5.35 |
| Fl. quant. yield | 0.023 | 0.017 | 0.013 | 0.012 | 0.015 | | |
| 2        |      |      |      |      |       |           |             |               |
| $\lambda_{abs}/\lambda_{em}$ (nm) | 405/535 | 405/532 | 405/529 | 404/525 | 404/524 | 5.74 | 7.52 | 10.4 |
| Fl. quant. yield | 0.043 | 0.069 | 0.11 | 0.17 | 0.32 | | |

### Table 2: Fitted amplitudes ($A$) and fluorescence lifetimes ($\tau$) in alkyl nitriles. Emission wavelengths are 370 nm (1) and 540 nm (2)

| Solvents | MeCN | EtCN | PrCN | BuCN | HepCN | $A$ (%) | $\tau$ (ns) | $A$ (%) | $\tau$ (ns) | $A$ (%) | $\tau$ (ns) |
|----------|------|------|------|------|-------|---------|------------|---------|------------|---------|------------|
| 1        |      |      |      |      |       | 99.0    | 0.151      | 99.6    | 0.093      | 99.7    | 0.083      |
| 2        |      |      |      |      |       | 1.000   | 1.073      | 1.1      | 1.357      | 0.3     | 1.404      |

### Table 3: Fitted amplitudes ($A$) and fluorescence lifetimes ($\tau$) in EG at different temperatures. Emission wavelengths are 370 nm (1) and 540 nm (2)

| Temperature (K) | Viscosity40 (cp) | Dielectric constant41 (——) | 1 | $A$ (%) | $\tau$ (ns) | 2 | $A$ (%) | $\tau$ (ns) |
|-----------------|------------------|-----------------------------|---|---------|-------------|---|---------|-------------|
| 283             | 34.8             | 43.5                        | 100.0 | 1.329 | 0.8     | 6.508 | 99.2 | 0.143 |
| 293             | 22.0             | 41.3                        | 100.0 | 1.218 | 1.1     | 6.477 | 98.9 | 0.107 |
| 303             | 14.5             | 39.3                        | 100.0 | 1.057 | 0.8     | 6.446 | 99.2 | 0.083 |
| 313             | 10.0             | 37.3                        | 100.0 | 0.944 | 0.8     | 6.355 | 99.2 | 0.071 |
| 323             | 7.2              | 35.4                        | 100.0 | 0.844 | 0.7     | 6.315 | 99.3 | 0.060 |
| 333             | 5.3              | 33.6                        | 100.0 | 0.750 | 0.8     | 6.260 | 99.2 | 0.056 |
| 343             | 4.0              | 31.9                        | 100.0 | 0.680 | 0.9     | 6.233 | 99.1 | 0.052 |
in EG. In the case of 2, the decay curves were recorded at five different wavelengths (500, 520, 540, 570, 600 nm) in all the solvents applied. The curves could be well fitted by the same time constants and relative amplitudes, which means that only a single radiative excited species had been detected.

As a further demonstration that a single radiative species had been formed via excitation, time-resolved fluorescence spectra of 2 were acquired from decay traces measured at different emission wavelengths. As can be seen in Fig. 5, the shapes and positions of the fluorescence bands obtained at different delay times were identical, only their relative intensities were different.

The fitted lifetime data in the nitriles show that the decay kinetics of 2 is affected more strongly by the solvent polarity than the kinetics of 1 (Table 2 and Fig. 6). The relative weights of the slow components in the decays increase with decreasing solvent polarity which is a further signal that the non-radiative state of 2 has a much stronger charge transfer character than the radiative one. Besides, the measurements in EG at different temperatures show that the excited state kinetics of 2 is influenced by the solvent viscosity. The fast component accelerates at higher temperatures, i.e. at lower viscosities, supporting the hypothesis that the non-radiative state is a TICT state (Fig. 7).

### Kinetic analysis

Our experimental observations on the piperidino derivative 2 are consistent with the kinetic model shown in Scheme 1.

The rates can be determined using the first order differential equation system

$$\frac{dc(t)}{dt} = Kc(t)$$

where $K$ is a matrix of the rate coefficients,

$$K = \begin{pmatrix} -k_x & -k_y \\ k_1 & -k_y \end{pmatrix},$$

with

$$k_x = k_C + k_1,$$

$$k_y = k_T + k_{-1},$$

and $c(t)$ is the vector of the concentrations as functions of time, $c(t) = \begin{pmatrix} c_C(t) \\ c_T(t) \end{pmatrix}$

the indices C and T refer to the excited state species CT and TICT, respectively.

Integrating eqn (4) with respect to the time we get,

$$c(t) = \exp(Kt) c_0$$

where $c_0$ is the concentration vector at $t = 0$.

![Scheme 1](image)

Scheme 1 The proposed kinetic scheme for the excited state processes of 2.
The fluorescence lifetimes, $\tau_1$ and $\tau_2$ are the negative reciprocals of the eigenvalues of the $\mathbf{K}$ matrix, $\lambda_1$ and $\lambda_2$:

$$\frac{-1}{\tau_{1,2}} = \frac{-k_x - k_y + \sqrt{4k_1k_{-1} + k_x^2 - 2k_xk_y + k_y^2}}{2}$$

The integrated forms of the rate equations are \(^4\)\(^2\)

$$c_C(t) = \left( \frac{-k_x - \lambda_2}{\lambda_1 - \lambda_2} e^{\lambda_1t} + \frac{k_x + \lambda_1}{\lambda_1 - \lambda_2} e^{\lambda_2t} \right) c_{0,C}$$

$$= \left( a_{C,1} e^{-t/\tau_1} + a_{C,2} e^{-t/\tau_2} \right) c_{0,C}$$

and

$$c_T(t) = \left( \frac{k_1}{\lambda_1 - \lambda_2} e^{\lambda_1t} - \frac{k_1}{\lambda_1 - \lambda_2} e^{\lambda_2t} \right) c_{0,C}$$

$$= df \left( e^{-t/\tau_1} - e^{-t/\tau_2} \right) c_{0,C}$$

which can be obtained expanding eqn (7) by calculating the matrix exponential and assuming that $c_{0,T} = 0$.

The TICT species is non-fluorescent in the present case. The time constants $\tau_1$ and $\tau_2$ in eqn (9) are provided by the fitting of the decay curves to biexponential functions, the ratio of $a_{c,1}$ and $a_{c,2}$ can be obtained as the ratio of the relative amplitudes of the two decay components (pairs of A values in Tables 2 and 3),

$$\frac{a_{c,1}}{a_{c,2}} = \frac{-k_x - \lambda_2}{k_1} = \frac{A_{c,1}}{A_{c,2}}$$

Of the four rate coefficients in Scheme 1, $k_C$ can be determined directly, measuring the fluorescence decay of the CT species in a frozen solvent glass.

$k_x$ can be calculated by eqn (11), from the time constants $\tau_1 (=1/\lambda_1)$, $\tau_2 (=1/\lambda_2)$ and amplitudes of the biexponential decay curves. Using that

$$\hat{\lambda}_1 + \hat{\lambda}_2 = -k_x - k_y$$

$k_y$ can be calculated as well. In the possession of the values of $k_C$ and $k_x$, $k_1$ can be obtained from eqn (5). Thereafter $k_{-1}$ can be calculated, expressing it from eqn (8),

$$k_{-1} = \frac{k_xk_y + k_x\hat{\lambda}_1 + k_y\hat{\lambda}_2 + \hat{\lambda}_1^2}{k_1}$$

$$= \frac{k_xk_y + k_x\hat{\lambda}_2 + k_y\hat{\lambda}_2 + \hat{\lambda}_2^2}{k_1}$$

Finally, $k_T$ can be calculated from eqn (6).

In a 4:1 EtOH:MeOH solvent mixture, 2 had a biexponential decay – with time constants (relative amplitudes) of 7.79 ns (1.4) and 0.188 ns (98.6) – whereas it had a monoeponential decay with a time constant of 9.68 ns at 77 K in frozen solvent glass where the turning of the piperidine unit is hampered so the TICT state cannot form (Fig. 8). The reciprocal of the latter lifetime was accepted as the value of $k_C$. Subsequently, $k_1, k_{-1}$ and $k_T$ were calculated from the time constants and amplitudes, following the method described above.

As can be seen in Tables 4 and 5, $k_1$ decreases with the decreasing solvent polarity and with increasing viscosity as is expected for a TICT state formation. Moreover, the $k_T$ rate coefficient shows only a minor sensitivity to the solvent polarity and is insensitive to the solvent viscosity.

The simple Arrhenius plot of the $k_1$–s, the rate coefficients of the CT $\rightarrow$ TICT process obtained in EG, shown in Fig. 9, is nonlinear, suggesting that the effect of the viscosity should be taken in account. The ratio of $k_1/k_{-1}$, which can be considered the equilibrium constant of the excited state reaction, did not change significantly, which can be because the dielectric constant of EG changed only from 44 to 32.

We can rule out that the non-linearity of the Arrhenius plot is related to solvent relaxation processes since the longitudinal relaxation time constant of EG at room temperature is around 10 ps,\(^3\)\(^4\) whereas the $k_1$ rate coefficient at 293 K (9.2 ns\(^{-1}\)) corresponds to a CT $\rightarrow$ TICT conversion slower by one order of magnitude. The effects of the viscosity and polarity on the reaction rate were taken into account by taking the activation energy as the sum of three contributions,\(^4\)

$$E_a \approx E_0 + E_{visc} + E_{pol}$$

where $E_0$ is the intrinsic barrier, $E_{visc}$ is the effect of viscosity and $E_{pol}$ is the effect of the polarity on the Arrhenius type barrier. Thus, the non-linearity of the Arrhenius plot can
originate from the temperature dependency of the second two contributions in eqn (14).

The term \( E_{\text{visc}} \) was assumed as the energy of a disk rotating in a viscous fluid, \( \frac{E_{\text{visc}}(T)}{C^2} = \frac{Z(T) b}{C^2} = \frac{2 \pi Z(T) \frac{\partial}{\partial z} \Delta \Phi \, dr}{C^2} \) (15)

where \( \eta \) is the dynamic viscosity, \( T \) is the temperature, the integral multiplied by \( 2 \pi \) was considered constant and denoted by \( b \). The radius of the disc (piperidinyl group) is denoted with \( r \), \( v \) is a velocity component, \( z \) is a polar coordinate (the axis of rotation) and \( \Phi \) is the defined dihedral angle (see Fig. 1). \( E_{\text{visc}} \) changes rapidly in the temperature range of the kinetic experiments: its value at 343 K is only 11% of the value at 283 K.

The third term in eqn (14) was considered as the solvation energy excess of \( 2 \) at the transition state (TS) in the CT-TICT reaction,

\[
E_{\text{pol}}(T) = E_{\text{solv},\text{TS}}(T) - E_{\text{solv},\text{CT}}(T)
\]

The solvation energies were estimated using the Onsager-model, according which the energy of a solute with a dipole, \( \mu \), interacts with the Onsager reaction field, \( R \), in a spherical cavity,

\[
E_{\text{solv}} = -\frac{1}{2} \mu R,
\]

where the reaction field is calculated as

\[
R = \frac{2[\varepsilon(T) - 1] \mu}{[2\varepsilon(T) + 1] a^2}
\]

\( \varepsilon \) in eqn (18) denotes the dielectric constant and \( a \) is the Onsager radius.

The dipole moments of the CT and the TS species were calculated at the TD-DFT level (Fig. 10, 45° and −5°, respectively). The value of \( E_{\text{pol}} \) was calculated with these dipole moments at the lowest and highest temperatures applied in the experiments (283 and 343 K) and only a difference of ~0.2 \( \text{kJ mol}^{-1} \) was obtained. Therefore, the temperature dependence of this term was neglected and the Arrhenius equation was written in the

\[
\ln k = \frac{-E_0 - E_{\text{pol}}}{RT} + \frac{-\eta(T)b}{RT} + \ln A
\]
form, where \( R \) is the gas constant and \( b \) (in J (eP mol\(^{-1}\)) depends on the shape of the turning unit and also on the angle and angular velocity of the rotation.

As can be seen in Fig. 9, a nice fitting can be achieved by introducing the viscosity dependence in the kinetic barrier with the use of the expression (19). The values of the parameters of the function shown in the graph are \( \ln A = 26.07, E_0 + E_{\text{pol}} = 6.64 \text{ kJ mol}^{-1} \) and \( b = 0.0415 \text{ kJ (eP mol)}^{-1} \).

### Quantum chemical calculations

The theoretical calculations were performed at the DFT and the TD-DFT levels to explore the mechanism of the TICT formation of 2 further. The S1 state optimization starting from the ground state structure resulted in a similar structure with only a minor change of the dihedral angle (from 46.1° to 43.7°) and with an increase of the dipole moment from 7.6 D to 12.2 D. The latter value is close to the experimental dipole moment of N-butyl-4-buty lamino-1,8-naphthalimide in excited state.\(^{16} \) This structure represents the CT state of 2, the existence of which was proved experimentally by the solvatochromism of this naphthalimide derivative, shown in nitriles of different polarities.

The potential curves were calculated in vacuum, along the dihedral angle between the piperidinyl moiety and the naphthalimide ring system at the DFT/TD-DFT level. \( \Phi \) was changed by 10° in each step. The TICT state – the minimum on the \( S_1 \) surface – was identified at a \( \Phi \) of –88° with a dipole moment of 17.7 D (see Fig. 10a and b). Its dark state property was confirmed by the TD-DFT calculation which resulted in a zero oscillator strength for the corresponding \( S_1 \rightarrow S_0 \) vertical transition. In contrast, the CT state proved emissive also by the calculations, an oscillator strength of 0.224 was obtained for the vertical \( S_1 \rightarrow S_0 \) deexcitation from the relaxed CT state.

As can be seen in Fig. 10a, the energy falls monotonously in the direction of the larger \( \Phi \) angles (for the direction of the rotation see Fig. 1), which may suggest a barrierless process. A comparison of the optimized structures with fixed dihedral angles, however, reveals that there is a chair → boat conformational change of the piperidinyl unit at \( \Phi = 55° \) (Fig. 10c). Probably, this arises from the repulsion of the H atoms at the bond between the piperidinyl and 1,8-naphthalimide moieties.

A similar excited state folding motion of the piperidinyl group was investigated in detail experimentally in the case of some piperidinyl electron–other acceptor systems by Verhoeven et al. and barriers between 29 and 33 kJ mol\(^{-1}\) were obtained.\(^{48} \) In the direction of smaller \( \Phi \) angles a barrier of 19.5 kJ mol\(^{-1}\) was obtained and the chair conformation of the piperidine ring was retained, suggesting that the turning is more probable in this direction. The dipole moment (see Fig. 10b) did not change significantly on the \( S_1 \) surface until \( \Phi \) reached –35° then it increased rapidly to its maximum in the TICT state where three bonds around the piperidine N atom are coplanar.

Natural bond orbital analysis were performed on the stationary points of the \( S_1 \) surface (corresponding to the CT and the TICT structures) to investigate the changes in the electronic structures. In the CT state, the orbitals of the piperidine nitrogen which form the bond with the piperidine carbons, are in sp\(^{2}\) and sp\(^{3}\) hybridization states and the orbital forming the bond with the naphthalimide carbon is in sp\(^{1}\). The TICT state, the bonding orbitals are purely in sp\(^{3}\) hybridization state (sp\(^{2}\), sp\(^{2}\), and sp\(^{3}\), respectively) as a result of the planar structure. The lone pairs are in \( p \) (>99%) hybridization state in both cases.

It is instructive to inspect the shapes of the frontier molecular orbitals (MOs) (Fig. 11). The highest occupied MO (HOMO) of the CT state is located on the nitrogen and on the aromatic naphthalimide unit in similar amounts, the LUMO primarily on the aromatic system. In the TICT state the HOMO is purely on the piperidinyl unit, the LUMO is localized mainly on the aromatic system. This result clearly demonstrates that the charge transfer is more pronounced in the TICT state which has a higher dipole moment since the excited states correspond to a completely (>97% in both cases) HOMO → LUMO excitations.

### Conclusions

In this paper, an experimental proof was presented for the formation of the TICT state in a 1,8-naphthalimide based push–pull system. The fluorescence decay data were analyzed using a two state system kinetic scheme. The viscosity and polarity dependent rate constants support the hypothesis that the TICT state formation is the main quenching process of the radiative excited state, CT, of 4-piperidinyl-1,8-naphthalimide. The monoeXponenTial fluorescence decay in frozen solvent glass is a further evidence. A modified Arrhenius equation was employed on the excited state kinetic data in ethylene glycol which resulted in a nice fitting and in this way, we could extract the intrinsic activation energy of the TICT state formation.

The theoretical calculations show that the TICT species has a much stronger charge transfer character compared to the former CT state. Moreover, the results suggest that the turning is more likely in the direction of smaller \( \Phi \) dihedral angles because there is a higher barrier of a conformational change in the other direction. Probably it is because of the repulsion of the H atoms at the bond between the piperidinyl and 1,8-naphthalimide moieties. The calculations confirm that the TICT state is dark and has a higher dipole moment compared the CT state. We hope that our results will help the development of novel 1,8-naphthalimide based molecular switches/probes and the investigation of their TICT states.
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