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Abstract

A micro-level agent-based model of innovation diffusion was developed that explicitly combines (a) an individual's perception of the advantages or relative utility derived from adoption, and (b) social influence from members of the individual's social network. The micro-model was used to simulate macro-level diffusion patterns emerging from different configurations of micro-model parameters. Micro-level simulation results matched very closely the adoption patterns predicted by the widely-used Bass macro-level model (Bass, 1969 [1]). For a portion of the $p-q$ domain, results from micro-simulations were consistent with aggregate-level adoption patterns reported in the literature. Induced Bass macro-level parameters $p$ and $q$ responded to changes in micro-parameters: (1) $p$ increased with the number of innovators and with the rate at which innovators are introduced; (2) $q$ increased with the probability of rewiring in small-world networks, as the characteristic path length decreases; and (3) an increase in the overall perceived utility of an innovation caused a corresponding increase in induced $p$ and $q$ values. Understanding micro to macro linkages can inform the design and assessment of marketing interventions on micro-variables – or processes related to them – to enhance adoption of future products or technologies.
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1 Introduction

The rapid pace of technological innovation and its importance to the global economy has focused the attention of academia and industry on understanding the processes and drivers behind the diffusion and adoption of innovations [2]. Innovations are defined here as a new product, a new process, a new technology, or even a new organizational form. In turn, the spread of an innovation in a market is termed "diffusion." From the marketing perspective, it is important to understand how marketing communication efforts and social influence from previous adopters may affect the adoption decisions of consumers and, consequently, the diffusion of a new product. The wealth of research into modeling and forecasting the diffusion of innovations is impressive; recent reviews of diffusion models can be found in [3-5].

The diffusion of innovations may be approached from two alternative perspectives: the macroscopic and microscopic. At the macro level, an entire market is examined to identify or forecast how many customers will eventually adopt an innovation (the market size), and when they will adopt (the time path of adoption). Many macro-level studies of innovation diffusion are rooted on the influential work of Bass [1] described in more detail in the next section. Macroscopic models provide parsimonious and analytically tractable ways to look at a whole market and interpret its behavior. A related advantage is their use of market-level data – often more available than individual-level data – to forecast sales [6]. On the other hand, macro-models do not provide insight about the processes that determine adoption, or on how individual market interactions are linked to global market behavior [5].

In contrast, at the microscopic level each decision unit (an individual, a household, a firm) must choose whether to adopt an innovation; in this approach, analytical emphasis is placed on understanding the processes and factors influencing the individual adoption behavior, including both product characteristics and social interactions and to analyzing how it affects the aggregate diffusion process [7, 8]; understanding the nature of these processes can inform marketing strategy recommendations [9].

In the last few decades there has been growing awareness of the importance of social structure as the substrate for the diffusion of innovations. An implicit assumption in macro approaches such as the Bass model is that the target population is fully-connected, that is, that every individual potentially can interact with everyone else in the population and can exert the same social influence as everyone else [10]. This is clearly not realistic, as there is considerable evidence that social networks are neither homogeneous nor fully connected. In particular, the topologies known as small world networks (SWNs, [11]) appear often in models of social relations [12]. SWNs have high values of both connectivity (i.e., short average path length) and clustering, making propagation of information more efficient than in other topologies [13, 14].

In addition to social structure, recent strands of the diffusion literature also emphasize heterogeneity in the characteristics of consumers – such as their susceptibility to the behavior of others or sensitivity to price – that lead to differences in an individual's propensity to adopt [8]. Recent studies have even challenged the prevailing notion that social contagion is an important
driver of new product diffusion, instead pointing out that typical S-shaped diffusion curves need not stem from social contagion, but can result from heterogeneity among individuals in their intrinsic tendency to adopt [9]. Consumer heterogeneity, however, is not explicitly considered in macro-level diffusion models.

Simulation models (e.g., cellular automata, agent-based models, percolation models) provide a way to systematically conduct experiments on how micro- level variables affect innovation diffusion processes [8]. Recently, agent-based modeling [15, 16] has increasingly been used in diffusion studies because it can overcome some of the limitations of aggregate-level models such as the assumption of homogeneous adopters, or the lack of explicit social structure. Reviews of agent-based modeling in the context of innovation diffusion are in [17] and [6].

In agent-based models (ABMs) of innovation diffusion the modeling unit is the individual consumer or agent, not the social system as a whole. The micro-level processes that drive adoption decisions are explicitly specified. In turn, macro-level adoption dynamics emerge from the aggregated individual behavior and the interactions between agents [18]. Moreover, ABMs can capture individual heterogeneity in several characteristics, including responsiveness to price and advertising [19], presence of negative word of mouth [20], intrinsic consumer innovativeness [21], and individual roles in the social network – that is, hubs, connectors, and experts [22]. In ABMs, agents can interact with other agents through social networks that can be explicitly specified with different topologies and parameters. The ABM approach thus allows definition of a broader range of social interactions than Bass' "word of mouth". For instance, [23] expanded adoption decision rules in order to reflect network externalities that exist when consumers derive utility from a product based on the number of other users.

The central goal of this paper is to explore associations between parameters of a micro-level ABM and emergent patterns [18] from widely-used, macro-level models of innovation diffusion. Previous studies linking individual-level behavior and market-level patterns have been undertaken by [9, 24, 25]. In particular, the relationship between ABMs and the Bass model was studied by [26] and [7]. Shaikh et al. [27] showed that adoption by agents connected by a small-world network can be aggregated to create the Bass model. However, the interface between the individual level and the aggregate level still needs further exploration. We show here that results from an ABM can be consistent with the aggregate-level empirical data about adoption that are typically more available for analysis [23]. From a theoretical point of view, our contribution is a micro-level approach that considers plausible social network topologies, and allows heterogeneity among decision-makers (not explored here for the sake of length). Moreover, the decision algorithm underlying our approach [28] would let us easily introduce uncertainty in adoption decisions (e.g., due to social and economic contexts). The combination of all these features offers a versatile tool for future work.

The paper is organized as follows: section 2 provides a brief description of the Bass model and its associated parameters. Section 3 introduces the micro-level agent-based model we developed, including details about the adoption algorithm and the implementation that allowed numerical experiments. Section 4 describes experiments performed to link the micro and macro levels. We study how changes in the topology of the social network can affect the induced parameters of the Bass model and we estimate analytically how takeoff time changes. This allows us to understand
the influence of micro-level processes on patterns of adoption at the macro level. Possible application of this understanding is illustrated with an example. Section 5 summarizes the main conclusions, and points to possible future work.

2 Brief overview of the Bass model

A large body of research using macroscopic models of innovation diffusion has been based on the framework originally developed by Bass [1]. The Bass model characterizes the diffusion of a product or technology as a contagious process initiated by the spontaneous adoption of consumers responding to external influences (such as mass media coverage), and propelled by internal influences (such as word-of-mouth between individuals). Although originally developed for consumer durable goods, the Bass model has described successfully the diffusion dynamics of a wide spectrum of products [1, 29-33].

The Bass model involves two main parameters: the innovation parameter $p$ that reflects people’s intrinsic tendency to adopt an innovation, and the imitation parameter $q$ that reflects “word of mouth” or “social contagion.” These two parameters respectively capture the behaviors of two types of adopters in a population: innovators and imitators. Innovators have a constant propensity to adopt; they accept a new product or technology because they perceive it to have comparative advantages or a positive difference in utility against existing alternatives. The innovators’ decision to adopt is mostly influenced by external influences (e.g., advertising). In contrast, the adoption decision of imitators is determined by internal influences resulting from interactions among adopters and potential adopters in the social system; specifically, adoption by imitators is influenced by the proportion of previous adopters.

In the original Bass article [1] and many of the studies that followed it, $q$ was interpreted as representing the influence of word of mouth among individuals. This word of mouth – now facilitated by multiple technologies and media (e.g., e-mail, Twitter, YouTube) – includes both functional and social signals [10]. Functional signals convey market perceptions of the functional attributes of a product, such as its quality or the risks involved in adoption. Correspondingly, social signals also transmitted by word of mouth convey norms concerning consumptive behavior and information on the social consequences of adopting the product, including the social risks of adopting (or not) the innovation [34].

The temporal pattern of adoption is parsimoniously represented in the Bass model by a differential equation (1) that can be solved analytically [1, 35]:

$$\frac{dn^+}{dt} = (p + q n^+) (1-n^+) .$$

At any given time, all individuals are assumed to be in one of two possible states. An individual is in state $+$ if s/he already has adopted the innovation. Conversely, state $-$ denotes a non-adopter. In Eq. (1), $n^+$ is the proportion of the target population in state $+$ (i.e., the total number of adopters divided by the population size). In all calculations, we assume that at the start of the simulations all individuals are in state $-$, that is, $n^+(0)=0$. Solving Eq. (1) assuming this initial condition, we obtain:
Parameters $p$ and $q$ can be estimated from actual adoption data. For $p$ and $q$ values reported in the literature, the proportion of adopters as a function of time generally follows an S-shaped function.

An important observable quantity widely discussed in the literature is the "takeoff time" $t_{TO}$, defined as the time in the life-cycle of an innovation when it transitions from the introduction stage to the growth stage [36]. In other words, the takeoff time represents the change from a "desirable product" to a "popular product." Mathematically, $t_{TO}$ corresponds to the time when the change in the derivative of the proportion of adopters reaches a maximum [36]. Therefore, $t_{TO}$ can be calculated solving the equation:

$$ \frac{d^3 n^+}{dt^3} = 0 .$$

The solution to Eq. (3), which had already been derived by [37] is

$$ t_{TO} = \frac{1}{p+q} \ln \left( \frac{q}{(2+\sqrt{3})} \right) .$$

The takeoff time is very important to a firm introducing an innovation, as a fast and substantial takeoff can guarantee a competitive advantage, set up a wave of contagious consumption, and therefore determine whether an innovation becomes a hit or a flop. On the other hand, rapid growth requires extensive resources that need to be available, such as sales staff, and manufacturing, distribution, and inventory support [38, 39]. Most importantly, takeoff is often a signal of the mass adoption of a product and its ultimate commercial success. Knowing the impact of company decisions on the likelihood and timing of takeoff is important for effectively managing such success [40].

3 Agent-based modeling of innovation diffusion

To explore the connection between micro- and macro-level modeling approaches to the diffusion of innovations we implement an ABM of innovation adoption based on the well-known Ising model [28, 41]. The model explicitly combines (a) an individual's perception of the advantages or relative utility derived from adoption of an innovation, and (b) social influence from relevant members of the individual's social network. We embed these micro-level dynamics into an ABM to simulate emerging macro-level patterns of innovation diffusion throughout aggregate systems with different configurations (temporal and spatial distributions of innovators, alternative topologies of the social network).
3.1 Innovation adoption algorithm

The adoption algorithm in our ABM has been described in detail elsewhere [28] and will only be briefly reviewed here. At each time step, individuals calculate a difference between the overall utilities associated with state + (adopting the innovation) and state - (non-adoption). For an agent \( i \), the overall utilities of both states (\( U_i^+ \) and \( U_i^- \)) are defined by

\[
U_i^+ = \alpha_i u_i^+ + (1 - \alpha_i) u_i^-.
\]

The expression for overall utility in Eq. (5) has two terms. The first term describes the contribution of social influence from decision-maker \( i \)'s social network, whereas the second term involves the contribution of agent \( i \)'s perceived utilities or preferences for states + or -, irrespective of other agents \([42]\). The social influence in Eq. (5) is quantified by \( \nu_i^+ \) or \( \nu_i^- \), where \( \nu_i^+ \) is the proportion of social contacts of agent \( i \) (those individuals to whom \( i \) is connected by a first-degree social link, and assumed to have a social influence on \( i \)'s decisions) who already have adopted the innovation. Similarly, \( \nu_i^- \) represents the proportion of social contacts who have not adopted yet. Clearly, both quantities must satisfy:

\[
\nu_i^+ + \nu_i^- = 1.
\]

Agent \( i \)'s idiosyncratic preferences for an innovation are quantified by \( u_i^+ \) or \( u_i^- \), where \( u_i^+ \) is the utility perceived by \( i \) if he adopts the new product or technology. Conversely, \( u_i^- \) represents the perceived utility of not adopting the innovation.

Parameter \( \alpha_i \in 0,1 \) is a measure of the relative weight of social influence and personal perceptions for agent \( i \). The value of \( \alpha_i \) may depend on the individual, but differences are also tied to the type of innovation considered \([43]\). For example, in fashionable markets (clothes, electronic gadgets or luxury items) social influence often has a large relative weight, whereas in other types of products (e.g., household appliances) social influence is smaller. Other factors that may affect the relative importance of social influence are the cost and complexity of the innovation, and the observability of results \([44]\). For simplicity, all our calculations assume that social influence and personal perception are weighed equally, that is, \( \alpha_i = 0.5 \).

Following \([28]\), the probability of agent \( i \) being in state + is 1, 0.5 or 0 depending on the sign of \( \Delta U_i = U_i^+ - U_i^- \). If \( \Delta U_i > 0 \), agent \( i \) will adopt the innovation (i.e., will be in state +) with probability 1; if \( \Delta U_i = 0 \), the probability of being in either state (+ or -) is 0.5; finally, if \( \Delta U_i < 0 \), agent \( i \) will not adopt the innovation (i.e., probability of adoption is 0).

In order to compare the micro-model with the Bass model, a modification to our original ABM specification is necessary: here, we do not allow transitions from state + (adoption) to state - (non-adoption). This is because Bass’ research was performed in the context of the consumer durables market, where disadoption is not observed. Therefore, the modified decision algorithm
is as follows: if $\Delta U_i > 0$, agent $i$ will irreversibly adopt the innovation; otherwise the agent remains in his current state.

### 3.2 Agent-based model implementation

In the Bass model there are two types of decision-makers: innovators and imitators. The ABM also involves two kinds of agents that are closely related (but not identical) to the Bass types. As in the Bass model, innovators in our ABM spontaneously adopt an innovation during the first few steps of the simulation and they are not influenced by social contagion. Unlike the Bass model, the adoption behavior of the rest of agents in our ABM does not only reflect social influence, but also individual preferences for an innovation.

Multiple software frameworks exist that reduce significantly the programming effort and time required to develop ABMs and the chances of making errors [45, 46]. We used REPAST Simphony, an open source framework maintained by Argonne National Laboratory [47].

The ABM environment is a 2-D lattice involving 40,000 nodes (a 200 x 200 grid). Each node represents an agent that makes decisions about the adoption of an innovation. Ties between nodes represent opportunities for contact between agents from the perspective of influencing adoption [27]. In the base model, agents are linked only to their nearest (first-order) neighbors in the lattice. All agents have the same number of social contacts (either 4 or 8, depending on the use of von Neumann or Moore neighborhoods) except for those located along the edges of the lattice, who have fewer contacts because periodic boundaries (i.e., a torus) are not used. In subsequent simulations, the regular network (the 2-D lattice) is replaced by alternative topologies built using the random rewiring procedure of [11] to generate small-world networks. This procedure is parameterized by a rewiring probability ($P_r$) that represents the probability of a first-order link being replaced by a "weak link" to a more distant node.

At each time step of the simulation, all agents who still have not adopted an innovation decide if they will adopt; otherwise agents remain in their previous state (remember, adoption is irreversible). As described above, the decision to adopt is based on the overall relative utility of the innovation. In turn, adoption is partly influenced by an agent's perception of the difference in utility between the new and old alternatives ($\Delta U_i = U_i^* - U_i^-$). The perceived value may be different for each individual, depending on his personal characteristics (e.g., his aversion to risk [48]) or his exposure to functional signals. For simplicity we assume here that the variability of personal perceptions among agents is small, thus justifying use of the same $\Delta U_i$ for all decision makers. Moreover, $\Delta U_i$ is assumed to be constant in time. In a more realistic scenario, an inhomogeneous distribution of $\Delta U_i$ values should be considered. A simulation continues until only small fluctuations are observed in the adoption pattern, or a given option prevails completely.

### 3.3 Introduction of innovators

In the Bass model, the number of innovators grows asymptotically with time. To reflect this characteristic, innovators are exogenously introduced into the ABM at the beginning of the simulation according to a heuristic procedure based on Eq. (1). Eq. (1) is rewritten in integral form,
replacing $n^+$ with $N^+/N$, where $N^+$ is the number of adopters and $N$ is the total number of agents in the population:

$$
N^+(t) = p \int_0^t N - N^+(t') \, dt' + q \int_0^t \frac{N^+(t')}{N} \, N - N^+(t') \, dt' + N_0^+ ,
$$

where $N_0^+ \equiv N^+(0)$. In the following, to be consistent with Eq. (2), at the start of a simulation all individuals are assumed to be in state $-; \text{ that is, } N_0^+ = 0$.

Eq. (7) involves two terms, respectively multiplied by parameters $p$ and $q$ of the Bass model. The first term represents the contribution of innovators to the total number of adopters, whereas the second term denotes the contribution of imitators. Then,

$$
N_i(t) \equiv p \int_0^t N - N^+(t') \, dt' .
$$

In order to define a first-order approximation to the contribution of innovators, the time derivative of $N_i(t)$ at $t = 0$ is calculated; this value is called $\gamma$ and describes the rate of introduction of innovators into the ABM. Then, from the derivation of Eq. (8) we get

$$
\gamma = pN .
$$

The introduction of innovators does not continue throughout the simulation, but only until a final proportion of 2.5% of innovators is reached, following Rogers’ definition for this type of adopters [49]. As the population size in our ABM is 40,000, 1000 innovators need to be introduced, but they can be added at different rates. From Eq. (9), and considering a plausible range of values for $p = [0.003, 0.025]$, a set of $\gamma$ values can be calculated for use in different simulations. In subsequent experiments, we use values of $\gamma = [125, 200, 250, 500, 1000]$ innovators per simulation step.

4 Results

4.1 Overview

The central motivation behind the experiments presented below is to explore associations between microscopic parameters in an ABM of innovation diffusion and parameters of the macroscopic Bass model. First we simulate multiple cumulative adoption trajectories over time by varying the most important micro-parameters in the ABM (Section 4.2). Then, we estimate values of $p$ and $q$ Bass parameters and calculate takeoff time for each simulated adoption trajectory (Section 4.3). Next, we explore how $p$ and $q$ values respond to changes in ABM micro-variables (Section 4.4). The Bass parameters derived from micro-level simulations are compared to values reported in the literature for actual innovations (Section 4.5). We investigate associations between estimated takeoff times and ABM micro-variables (Section 4.6). Finally, we present a simple example (Section 4.7) to illustrate possible use of results.
4.2 Generation of synthetic adoption trajectories using a microscopic model

In this section, we generate multiple simulated adoption trajectories by varying the values of important parameters in our micro-level ABM. The microscopic parameters considered can be grouped into two major categories that respectively represent: (a) external influences linked to innovation processes (Δu, γ, and σ, described below) and (b) internal influences related to imitation processes (P and k).

Parameter Δu describes the difference in utilities between adoption and non-adoption (or alternatively, new and existing products or technologies). As described above, this variable reflects an individual’s perception that can be influenced by external factors such as improvements in the performance or decreases in the price of an innovation. Two values will be explored for this variable, 0.6 and 0.8 that respectively indicate positive and highly positive utilities for the simulated innovation. These values ensure that market saturation (100% adoption) is reached.

The second parameter considered is the rate of introduction of innovators γ. This parameter can plausibly be tied to advertising – among other external influences – but not to word of mouth. As described above, innovators (here, 1000 or 2.5% of the population) can be introduced into the simulations at different rates (see Section 4.1). As all simulations take from 15 to 45 steps to reach full adoption, we chose 8 steps as the maximum number of steps during which innovators are introduced; this is because in the Bass model innovation occurs in the earlier stages of the adoption process. We specify, then, that adoption by innovators can take place in 8, 5, 4, 2 or 1 simulation steps or “ticks,” corresponding to rates of 125, 200, 250, 500 and 1,000 adoptions per tick, respectively.

Because we are simulating adoption on a lattice that reflects social distance among agents, the distribution of innovators can have an influence on subsequent diffusion [50]. We explore three different patterns of spatial dispersion (σ), ranging from a compact group of innovators in the center of the lattice to a uniform distribution of innovators. An intermediate pattern involves a few clusters of innovators throughout the lattice. The distribution of innovators loses importance as the network in which diffusion takes place changes from regular to fully random topology.

The second group of micro-model parameters is related to the topology of the market’s social network. We explore two of these parameters. The first one is the probability of rewiring between adjacent nodes, P_r. The lowest value considered is P_r=0, that corresponds to a completely regular network; other P_r values considered are 0.0025, 0.005, 0.01, 0.02, and 0.04. These values are intended to span the full range of values corresponding to small-world networks [51].

The final parameter to be explored is k – the degree of the social network, i.e., the average number of social contacts for each agent. Individuals who are related to many others who already have adopted an innovation may have greater probability of adoption because their peers can provide information about the advantages or risks of the innovation and ultimately exercise greater joint influential power. This has been referred to as the "degree effect," after the number of connections (degree) an individual has. We simulate two network degree values: 4 and 8. These
values correspond to 4 and 8 first-order neighbors in a regular network (i.e., von Neumann and Moore neighborhoods in a spatial lattice). For \( P_r > 0 \), although the regular lattice is rewired, the number of contacts for each agent is modified but the average degree of the network remains unchanged.

The different values considered for the five parameters in our micro-model yield 360 unique combinations: we simulated adoption for each of these combinations. These simulations resulted in 360 synthetic adoption trajectories (i.e., the cumulative proportion of adopters as a function of time).

### 4.3 Fitting parameters of the Bass model

Parameters of the Bass model can be estimated from empirical data using a variety of methods such as ordinary least squares [1], maximum likelihood [52], nonlinear least squares [53] and genetic algorithms [54]. We estimated values of \( p \) and \( q \) for each of the 360 simulated adoption trajectories described in the previous section using function NonLinearModelFit in Mathematica 8 [55] with default parameters. A few illustrative fits are shown in Fig. 1. All four panels correspond to simulations using \( \Delta u = 0.6 \), \( k = 8 \) and a “uniform” distribution of innovators (\( \sigma \)). The top two panels (Figs. 1a and 1b) correspond to a fully regular network \( (P_r = 0) \) and have \( \gamma \) values of 200 and 500 innovators per step (i.e., innovators included in 5 and 2 steps respectively). The bottom panels (Figs. 1c and 1d) correspond to the upper end of small-world networks \( (P_r = 0.04, \) where characteristic network path lengths are low and clustering coefficients are high) and the same values of 200 and 500 as the top panels. Notice that the number of simulation steps required to reach market saturation (the x-axis) is larger in the top panels, reflecting faster adoption in small-world networks. The fitted Bass models closely match the results of micro-model realizations under all combinations of micro-parameters considered. For all simulated trajectories (including those not shown on Fig. 1), the parameter fits for the Bass model are very good: in all cases \( r^2 \) values are very high (> 0.98); results from all fits are show on Table 1 in the supplementary information accompanying the electronic version of this paper.

**Fig. 1:** Simulated adoption trajectories and induced values of Bass model parameters. The adoption trajectories shown were simulated with common micro-parameters \( \Delta u = 0.6 \), \( k = 8 \) and a uniform distribution of innovators \( (\sigma) \). Panels (a) and (b) correspond to values of \( \gamma = 200 \) and 500 respectively for a regular network. Panels (c) and (d) correspond to the same values used in (a) and (b) respectively, but for a rewiring probability of 0.04.

### 4.4 Linking \( p \) and \( q \) Bass parameters to changes in microscopic parameters

Estimated \( p \) and \( q \) values can be associated with the parameters of the microscopic model used to simulate adoption patterns. Fig. 2 shows the boundaries of a region that encompasses all values of \( p \) and \( q \) estimated for adoption trajectories simulated with a subset of combinations of
micro-parameters: \( \Delta u = 0.6, \ k = 8 \), and a “compact” spatial distribution of innovators. This region spans all \( p \) and \( q \) values induced by the simulated adoptions. An important implication is that any \( p - q \) combination within this region can be mapped to a particular combination of micro-model parameters. Thus, we can assess aggregate adoption patterns resulting from plausible interventions via changes in micro-parameters.

[ Insert Fig. 2 here ]

Fig. 2: Variation in Bass parameters \( p \) and \( q \) in response to changes in parameters of the microscopic model. The region displayed is the outer envelope of \( p \) and \( q \) values for adoption trajectories simulated with a subset of combinations of micro-parameters: \( \Delta u = 0.6, \ k = 8 \), and a “compact” spatial distribution of innovators. The grey arrows along the region boundaries indicate the direction of variation in micro-parameters \( \gamma \) and \( P_r \).

The boundaries of the region shown in Fig. 2 are defined by combinations of two micro-model parameters: five \( \gamma \) values (from 125 to 1000 innovators per tick) and six \( P_r \) values (from 0.00 to 0.04). The grey arrows indicate how parameters vary along the boundaries. Although we simulated three different spatial distributions of innovators, this parameter did not have a substantial effect on \( p \) and \( q \), so for clarity of presentation we only show results for one \( \sigma \) (“compact”). The upper and lower boundaries of the region in Fig. 2 are associated with variation of the rate of introduction of innovators into a simulation. From left to right, \( \gamma \) increases from 125 to 1000 innovators per tick. That is, as innovators are introduced earlier, the induced values of \( p \) increase. This behavior seems plausible because \( p \) is tied to innovation processes and has greater relevance during the early stages of an adoption. At the same time, variations in \( \gamma \) do not induce substantial changes in the \( q \) parameter (the \( y \)-axis in Fig. 2) and therefore the upper and lower boundaries are relatively horizontal. It seems reasonable to expect that changes in numbers of early adopters will not influence the probability of imitation if the linkage between micro- and macroscopic models is not only mathematical but also conceptual.

The two sides of the region in Fig. 2 are defined by \( p \) and \( q \) values induced as the topology of the social network in the micro-model changes from a regular network (\( P_r = 0.00 \)) at the bottom of the region to a SWN with \( P_r = 0.04 \) at the top. That is, the induced changes in \( q \) result from the full range of rewiring probabilities associated with small-world networks. As we move up along the side boundaries, the values of \( q \) more than double from 0.35 to about 0.70. These changes in \( q \) are reasonable, because an increase in the probability of rewiring decreases the average path length of the network, which in turn enhances linkages among nodes that facilitate imitation processes. Differences in network topology also seem to induce changes (a slight decrease) in \( p \); that is, the side boundaries of the region are oblique, not vertical, because \( p \) also changes in response to variations in \( P_r \). The reasons for the induced changes in \( p \) are unclear, as one would not expect the network topology to influence innovation, a process assumed to respond solely to external influences. Following the probabilistic line of thought that inspired the Bass model,
perhaps parameter $p$ should not be conceptualized as a spontaneous generation of adopters totally isolated from social context, as this seems unlikely. On the contrary, innovating behavior can be influenced by an agent’s social identity, in turn somehow tied to his social network. For example, if a farmer perceives that "being a good farmer" involves adopting new technologies earlier than peers, then innovating characteristics may be tied to an agent’s self-perceived social role within his network. Such a linkage might explain the dependence of $p$ on $P_r$.

A region similar to that in Fig. 2 can be defined for a network of degree $k = 4$ (all other micro-parameters remained the same). For the sake of space, this region is shown in Fig. 3 (in dashed lines). The shape of the region is similar to that for $k = 8$, and the same considerations apply to the ties between micro-model parameters ($\gamma$ and $P_r$) and induced $p$ and $q$ values. The lower average network degree, however, displaces the region towards higher $p$ values (and, to a lesser extent, towards higher $q$ values). The reason for this displacement is not immediately intuitive, but is tied to changes in the social influence necessary (represented by the number of adopter neighbors) to cause adoption for a given relative utility. In our adoption model, a reduction in the degree of the network is equivalent to a reduction in the number of adopter neighbors required for an agent to adopt. For instance, for $k = 8$ and $\Delta u = 0.6$, two adopter neighbors are necessary to trigger adoption, whereas for $\Delta u = 0.8$ (i.e., higher perceived benefits) only one adopter neighbor is needed. In contrast, for $k = 4$ only one adopter neighbor is needed for $\Delta u$ values of both 0.6 and 0.8 (for this reason, results for $\Delta u = 0.8$ were not plotted).

4.5 Comparison of simulated and real-world $p$ and $q$ values

Sixty-eight values of $p$ and $q$ from actual adoption patterns reported in five published studies [1, 29-31, 33] are shown in Fig. 3. We plot here the region shown in Fig. 2 (in a solid line) and display a second region (in dashed lines) corresponding to the envelope for a second subset of simulations with a network of degree $k = 4$ (see discussion in previous section).

[ Insert Fig. 3 here ]

*Fig. 3: Comparison of $p$ and $q$ values estimated from actual adoption processes and those induced by simulated adoption trajectories. The region bound by the solid lines corresponds to that shown in Fig. 2 ($k = 8$). The region indicated with dashed lines corresponds to $k = 4$; all other combinations of micro-parameters remain as for the solid-line region.*
have been exposed to prior information about these products. On the other hand, there may be cultural differences in adoption patterns [9, 40, 56].

The \( q / p \) ratio summarizes the shape of a cumulative adoption curve and can be interpreted as a shape parameter [24]. The points not contained within the two regions in Fig. 3 share a common characteristic: their \( q / p \) ratio is lower than for points that are within or near the two regions. Reference [9] describes the effect of many individual and social behaviors that may influence the \( q / p \) value. For example, individualism and heterogeneity are factors that tend to lower this value. Individualism can be modeled by means of a weighted balance between the individual preference and the social pressure. In our ABM, this is mathematically equivalent to increasing the value of \( \Delta u \), a change that has already been analyzed. Heterogeneity, in turn, requires use of distributions of individual characteristics for decision-makers. This approach has not been considered here, but should be addressed in future work.

### 4.6 Simulated takeoff times as a function of micro-parameters

In this section we explore changes in \( t_{to} \) in response to \( \gamma \) and \( P_r \), the two micro-level parameters that appeared to influence induced values of Bass parameters. Figs. 4a and 4c display changes in \( t_{to} \) estimated from the ABM simulations as a function of the rate of introduction of innovators. These panels correspond to networks of degree 8 and 4, respectively. The various lines represent different combinations of micro-parameters, but we only highlight those quantities that introduce noticeable differences in the results. Fig. 4a shows that \( t_{to} \) decreases as \( \gamma \) increases. Faster introduction of innovators (i.e., higher \( \gamma \)) accelerates clustering of adopters and adoption thresholds are reached earlier, thus reducing time to takeoff.

The other important variable in Fig. 4 is \( \Delta u \). Two clusters of lines are apparent in Fig. 4a that correspond to \( \Delta u \) values of 0.6 (top) and 0.8 (bottom) respectively. When \( \Delta u \) is increased from 0.6 to 0.8 (i.e., the relative advantage of the innovation is greater), \( t_{to} \) decreases noticeably. Changes in network topology and dispersion of innovators (that give rise to the various lines in Fig. 4) seem to have second-order effects, as they do not modify noticeably the values of \( t_{to} \). Fig. 4c shows the same as Fig. 4a, but for a network with fewer neighbors (\( k = 4 \)). As discussed in Section 4.4, with smaller number of neighbors both values of \( \Delta u \) have the same threshold of social influence (one adopter neighbor) required to trigger adoption. Consequently, the effect of \( \Delta u \) disappears and the previous two clusters of lines in Fig. 4a now are merged into a single cluster (most lines overlap and cannot be discerned in the figure).

Figs. 4b and 4d illustrate changes in \( t_{to} \) as a function of the probability of network rewiring; the panels correspond to networks degrees of 8 and 4, respectively. Fig. 4b confirms that \( P_r \) does not seem to have much influence on \( t_{to} \), as all lines are relatively horizontal. Instead, changes in \( t_{to} \) continue to be influenced by \( \Delta u \) and \( \gamma \). For \( \Delta u = 0.6 \), \( t_{to} \) decreases when \( \gamma \) is increased from 125 to 1000. The curves shift to lower \( t_{to} \) values when \( \Delta u \) increases to 0.8. Nevertheless, the effect of \( \gamma \) persists, as the curve for \( \gamma = 1000 \) is below the one for \( \gamma = 125 \). Fig. 4d corresponds to the network with 4 neighbors. As in Fig. 4c, now the two \( \Delta u \) values have the same threshold of
adoption (one adopting neighbor). Consequently, the effect of $\Delta u$ disappears and the various curves separate only by their $\gamma$ value.

[ Insert Fig. 4 here ]

Fig. 4: Takeoff time as a function of variations in parameters $\gamma$ (panels a and c) and $Pr$ (panels b and d). Top panels correspond to simulations with a network of degree $k=8$. Bottom panels are for $k=4$.

### 4.7 An example application

To illustrate the possible application of our approach, we present a hypothetical but plausible example. We focus on a multinational corporation that is introducing a new product in different markets (e.g., different countries). We assume the innovation has already been introduced in a few markets, one of which ($M_0$) has similar socio-economic characteristics to the new market ($M$) where the product will be introduced. Moreover, we assume the previous and new markets are isolated from one another (i.e., there is no interaction among decision-makers in both markets).

The company wishes to enhance the cumulative profits from the innovation (between introduction and a specific time) via investment in advertising. To achieve this goal, the company may follow the steps described below.

1. We assume that the product’s diffusion in market $M$ will be relatively similar to that observed in $M_0$ [57]. This implies that, under the same circumstances (i.e., initial conditions and parameters), the values of Bass parameters for market $M$ ($p, q$) are equal to those that characterize the previous diffusion pattern in $M_0$ ($p_0, q_0$).

2. We assume that the diffusion pattern defined by ($p_0, q_0$) falls within one of the two regions of coincidence between micro and macro models (Fig. 3). Then, we can find the combination of micro-parameters that induced the diffusion described by ($p_0, q_0$).

3. In order to assess the outcome of manipulating control variables to enhance diffusion and profits, an association should be established between a plausible control variable (e.g., an additional investment $I$) and relevant micro-parameters. In this example we focus on micro-parameter $\gamma$ – the rate of introduction of innovators. Defining the shape of the association is beyond the scope of this paper and should be the object of marketing research. Nevertheless, without loss of generality, we can assume that micro-parameter $\gamma$ is an increasing function of investment, i.e., $\gamma = \gamma(I)$.

4. Another variable that needs to be defined is the time $t^*$ at which the cumulative profits from the innovation will be assessed. We assume that $t^* > t_{TO}$ for any adoption pattern, as it would be unreasonable to expect to recover investments before an innovation has taken off (at time $t_{TO}$).

5. As shown in Fig. 4, $\gamma_0 < \gamma_1 \Rightarrow t_{TO}(\gamma_0) > t_{TO}(\gamma_1)$; the subindices $I$ and $0$ indicate the adoption processes with and without additional investment respectively. It can be shown through analysis
of the cumulative adoption curves that $n^+[\gamma_1,t^*] > n^+[\gamma_0,t^*]$ for any time $t^* > t_{10}$. However, we must determine the impact on cumulative net profits from increased sales.

6. We define $G$ as the cumulative net profit after subtracting the additional investment in advertising. Then, it is reasonable to assume that $G$ is a known function of $n^+[\gamma,t^*]$, which in turn is parameterized by $\gamma$ and $t^*$. The described procedure allows the company to assess whether the expected profits $G$ are sufficient to recover the investment in advertising and derive a desired return on this investment. In other words, the company may assess whether

$$G[\gamma_1,t^*] - G[\gamma_0,t^*] > ROI_{\text{min}},$$

where $ROI_{\text{min}}$ is the minimum desired return on investment at time $t^*$. Eq. 10 defines the criterion to evaluate whether the additional inversion in advertising is profitable or not.

5 Conclusions

We have successfully aligned [58] micro- and macro-level approaches to modeling diffusion of innovations. Several micro-level simulations performed with different parameter combinations match very closely the aggregate adoption patterns predicted by the widely-used Bass model. Moreover we showed that, at least for a portion of the domain, results from micro-simulations are consistent with observed aggregate-level adoption patterns. Specifically, combinations of $p$ and $q$ Bass parameters estimated from actual adoption trajectories can be induced by the processes specified in our micro-level model of innovation adoption. The main implication is that any $p-q$ combination within the domain of coincidence (the two regions shown in Fig. 3) can be tied to a particular combination of micro-model parameters. In turn, this allows us to explore changes in macro adoption patterns resulting from plausible variation in micro-parameters.

We explored how $p$ and $q$ respond to changes in a few micro-parameters. Major results are as follows: (1) $p$ increased not only with the number of innovators, but also with the rate at which innovators were introduced; (2) $q$ increased with the probability of rewiring in small-world networks, as the characteristic path length decreased; and (3) an increase in the overall perceived utility associated with an innovation caused a corresponding increase in induced $p$ and $q$ values.

The takeoff time $t_{10}$ is another useful macro-level indicator of the penetration of an innovation. Because takeoff time is a function of $p$ and $q$, we also established an association between $t_{10}$ and micro-level parameters. We found that the takeoff time was strongly affected by three variables: the difference in utilities between adoption and non-adoption ($\Delta u$), the rate of introduction of innovators ($\gamma$) and the average degree ($k$) of the social network underlying diffusion. Understanding which factors accelerate the time to take-off has important practical
implications, as fast adoption requires appropriate production, distribution and marketing strategies that often require a considerable amount of investment and lead time [5].

Macroscopic models provide parsimonious and analytically tractable descriptions of innovation diffusion. Nevertheless, this type of models does not provide insight about the individual processes and social interactions that may drive adoption [5]. In contrast, microscopic models easily capture the networks of relationships among individuals and heterogeneity in their attributes, but they increase computational requirements, constrain sensitivity analysis, and demand greater decision-maker time and attention. By contrasting micro and macro models of innovation diffusion, we can assess the importance of relaxing some of the assumptions (e.g., the perfect mixing and homogeneity assumptions) in the simpler macro models [26]. The alignment of micro- and macro-level modeling approaches does not seek to invalidate the widely-used Bass model, but to gain insight – within the domain of coincidence – of plausible processes underlying macroscopic patterns. An analogy is how Statistical Mechanics does not invalidate Thermodynamics (that allows useful observation of relevant quantities), but attempts to explain its microscopic underpinnings.

From an applied point of view, understanding micro to macro linkages might allow marketing experts to design interventions on micro-variables – or processes related to them – that might enhance adoption of future products or technologies. An example of a possible application of our approach was presented in Section 4.7. Interventions such as lowering the introductory price of an innovation can help to jump-start spontaneous adoption by innovators. Another plausible strategy to enhance adoption by innovators may involve heavy initial investment in advertising to “prime the word of mouth pump,” subsequently reducing the level of spending as the product diffuses (but see [59]). Alternatively, the growing number of low-cost marketing technologies and media available for triggering social influence makes low advertising budgets at launch increasingly feasible. Micro-model parameters may be set to mimic individual effects of alternative marketing activities, and plausible individual-level responses can be included in the decision rules of agents [5]. Simulated aggregate results can then be used to assess the performance of different marketing strategies over the aggregate population.
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Exploring associations between micro-level models of innovation diffusion and emerging macro-level adoption patterns (Supplementary Data)

| k  | $\Delta \mu$ | $\sigma$ | Pr | $\gamma$ | $\rho$ | q  | $R^2$ | Take-off time |
|----|-------------|---------|----|---------|-------|----|-------|---------------|
| 8  | 0.6         | COMPACT | 0  | 125     | 0.0072863 | 0.3187899 | 0.9998206 | 7,549109451   |
| 8  | 0.6         | COMPACT | 0  | 200     | 0.010011  | 0.3660977 | 0.9998548 | 6,068078523   |
| 8  | 0.6         | COMPACT | 0  | 250     | 0.0134703 | 0.3368193 | 0.9998985 | 5,430077886   |
| 8  | 0.6         | COMPACT | 0  | 500     | 0.0222681 | 0.3385364 | 0.9999436 | 3,892737311   |
| 8  | 0.6         | COMPACT | 0  | 1000    | 0.0325243 | 0.3314418 | 0.9999571 | 2,759889255   |
| 8  | 0.6         | COMPACT | 0.0025 | 125 | 0.0047668 | 0.3878899 | 0.9999136 | 7,84932127    |
| 8  | 0.6         | COMPACT | 0.0025 | 200 | 0.0079722 | 0.4102945 | 0.9998418 | 6,27391582    |
| 8  | 0.6         | COMPACT | 0.0025 | 250 | 0.0109441 | 0.3926135 | 0.999943 | 5,607803453   |
| 8  | 0.6         | COMPACT | 0.0025 | 500 | 0.0224628 | 0.3529985 | 0.9996647 | 3,829011972   |
| 8  | 0.6         | COMPACT | 0.0025 | 1000| 0.0292511 | 0.3735879 | 0.9998947 | 3,054017495   |
| 8  | 0.6         | COMPACT | 0.005 | 125  | 0.040758  | 0.4090616 | 0.9999415 | 7,96789295    |
| 8  | 0.6         | COMPACT | 0.005 | 200  | 0.0077251 | 0.4433309 | 0.9999229 | 6,19811199    |
| 8  | 0.6         | COMPACT | 0.005 | 250  | 0.0091892 | 0.4511654 | 0.9998761 | 5,597524233   |
| 8  | 0.6         | COMPACT | 0.005 | 500  | 0.0205429 | 0.3888078 | 0.9999701 | 3,966309529   |
| 8  | 0.6         | COMPACT | 0.005 | 1000 | 0.0272767 | 0.405882  | 0.9999359 | 3,192987123   |
| 8  | 0.6         | COMPACT | 0.01 | 125  | 0.0026925 | 0.4903028 | 0.9998841 | 7,885680144   |
| 8  | 0.6         | COMPACT | 0.01 | 200  | 0.0053541 | 0.4936355 | 0.9998824 | 6,42948778    |
| 8  | 0.6         | COMPACT | 0.01 | 250  | 0.0065528 | 0.5136461 | 0.9998822 | 5,85293821    |
| 8  | 0.6         | COMPACT | 0.01 | 500  | 0.0163694 | 0.4768216 | 0.9997853 | 4,166289245   |
| 8  | 0.6         | COMPACT | 0.01 | 1000 | 0.02348   | 0.4640829 | 0.9998124 | 3,418958649   |
| 8  | 0.6         | COMPACT | 0.02 | 125  | 0.0018077 | 0.5640512 | 0.9995902 | 7,821938222   |
| 8  | 0.6         | COMPACT | 0.02 | 200  | 0.0036931 | 0.5945183 | 0.9996329 | 6,29264336    |
| 8  | 0.6         | COMPACT | 0.02 | 250  | 0.0052598 | 0.5864115 | 0.9997348 | 5,741312288   |
| 8  | 0.6         | COMPACT | 0.02 | 500  | 0.0106112 | 0.6025919 | 0.9997842 | 4,439595198   |
| 8  | 0.6         | COMPACT | 0.02 | 1000 | 0.0182224 | 0.5606277 | 0.9996221 | 3,644202156   |
| 8  | 0.6         | COMPACT | 0.04 | 125  | 0.0007887 | 0.7223214 | 0.9986266 | 7,610104093   |
| 8  | 0.6         | COMPACT | 0.04 | 200  | 0.0021542 | 0.7102671 | 0.9990325 | 6,290173749   |
| 8  | 0.6         | COMPACT | 0.04 | 250  | 0.0032137 | 0.7298703 | 0.99915   | 5,604387399   |
| 8  | 0.6         | COMPACT | 0.04 | 500  | 0.0081198 | 0.6959686 | 0.9991647 | 4,451211041   |
| 8  | 0.6         | COMPACT | 0.04 | 1000 | 0.0133122 | 0.7029824 | 0.998652 | 3,699169256   |
| 8  | 0.6         | INTERMEDIATE | 0  | 125  | 0.004761 | 0.3792734 | 0.9999155 | 7,970210528   |
| 8  | 0.6         | INTERMEDIATE | 0  | 200  | 0.0105125 | 0.3464453 | 0.999833 | 6,102122243   |
| 8  | 0.6         | INTERMEDIATE | 0  | 250  | 0.014986  | 0.3297194 | 0.9997331 | 5,146919968   |
| 8  | 0.6         | INTERMEDIATE | 0  | 500  | 0.023966  | 0.351264  | 0.9999177 | 3,645614138   |
| 8  | 0.6         | INTERMEDIATE | 0  | 1000 | 0.0324967 | 0.331369  | 0.9999582 | 2,762385728   |
| 8  | 0.6         | INTERMEDIATE | 0.0025 | 125 | 0.0046062 | 0.3991179 | 0.9999294 | 7,789710969   |
|   |   |   |   |   |   |
|---|---|---|---|---|---|
| 8 | 0.6 | INTERMEDIATE | 0.0025 | 200 | 0.0081938 | 0.4184266 | 0.9999173 | 6.1322989 |
| 8 | 0.6 | INTERMEDIATE | 0.0025 | 250 | 0.0123472 | 0.3964816 | 0.9998791 | 5.264401358 |
| 8 | 0.6 | INTERMEDIATE | 0.0025 | 500 | 0.0213709 | 0.3678298 | 0.9999405 | 3.927632103 |
| 8 | 0.6 | INTERMEDIATE | 0.0025 | 1000 | 0.0293416 | 0.3718675 | 0.9998899 | 3.047225361 |
| 8 | 0.6 | INTERMEDIATE | 0.005 | 125 | 0.032078 | 0.450945 | 0.999833 | 7.99026815 |
| 8 | 0.6 | INTERMEDIATE | 0.005 | 200 | 0.0078418 | 0.4319836 | 0.9998918 | 6.120532128 |
| 8 | 0.6 | INTERMEDIATE | 0.005 | 250 | 0.0099596 | 0.433349 | 0.9999448 | 5.540256009 |
| 8 | 0.6 | INTERMEDIATE | 0.005 | 500 | 0.0186923 | 0.4426855 | 0.9999221 | 4.004941134 |
| 8 | 0.6 | INTERMEDIATE | 0.005 | 1000 | 0.0272801 | 0.405499 | 0.9999299 | 3.193323952 |
| 8 | 0.6 | INTERMEDIATE | 0.01 | 125 | 0.0022809 | 0.5118935 | 0.999822 | 7.967318772 |
| 8 | 0.6 | INTERMEDIATE | 0.01 | 200 | 0.0062802 | 0.4892113 | 0.9998288 | 6.132154002 |
| 8 | 0.6 | INTERMEDIATE | 0.01 | 250 | 0.0082511 | 0.49684 | 0.9999043 | 5.505862068 |
| 8 | 0.6 | INTERMEDIATE | 0.01 | 500 | 0.014504 | 0.4827749 | 0.9997979 | 4.400284736 |
| 8 | 0.6 | INTERMEDIATE | 0.01 | 1000 | 0.0234627 | 0.4653846 | 0.9998167 | 3.417214326 |
| 8 | 0.6 | INTERMEDIATE | 0.02 | 125 | 0.0018637 | 0.5597234 | 0.9996445 | 7.813461712 |
| 8 | 0.6 | INTERMEDIATE | 0.02 | 200 | 0.0036928 | 0.5958278 | 0.9996662 | 6.282714151 |
| 8 | 0.6 | INTERMEDIATE | 0.02 | 250 | 0.0056268 | 0.58583 | 0.9996147 | 5.62767678 |
| 8 | 0.6 | INTERMEDIATE | 0.02 | 500 | 0.0118846 | 0.5666325 | 0.999648 | 4.403519334 |
| 8 | 0.6 | INTERMEDIATE | 0.02 | 1000 | 0.0182363 | 0.5635001 | 0.9996216 | 3.633592067 |
| 8 | 0.6 | INTERMEDIATE | 0.04 | 125 | 0.0008541 | 0.688818 | 0.9998403 | 7.794573748 |
| 8 | 0.6 | INTERMEDIATE | 0.04 | 200 | 0.0020555 | 0.7206926 | 0.9998751 | 6.285396765 |
| 8 | 0.6 | INTERMEDIATE | 0.04 | 250 | 0.0030336 | 0.7220218 | 0.9998358 | 5.731067023 |
| 8 | 0.6 | INTERMEDIATE | 0.04 | 500 | 0.0072893 | 0.7238257 | 0.9998405 | 4.487927401 |
| 8 | 0.6 | INTERMEDIATE | 0.04 | 1000 | 0.0133955 | 0.7019351 | 0.998646 | 3.693352097 |
| 8 | 0.6 | UNIFORM | 0 | 125 | 0.0054297 | 0.3466774 | 0.9999189 | 8.064447319 |
| 8 | 0.6 | UNIFORM | 0 | 200 | 0.0109374 | 0.3535811 | 0.9997698 | 5.927912232 |
| 8 | 0.6 | UNIFORM | 0 | 250 | 0.01462 | 0.3444248 | 0.9998496 | 5.131753361 |
| 8 | 0.6 | UNIFORM | 0 | 500 | 0.0238964 | 0.3513312 | 0.9999185 | 3.653897899 |
| 8 | 0.6 | UNIFORM | 0 | 1000 | 0.0326928 | 0.330968 | 0.9996608 | 2.744062073 |
| 8 | 0.6 | UNIFORM | 0.0025 | 125 | 0.0051988 | 0.3822089 | 0.9998818 | 7.693672378 |
| 8 | 0.6 | UNIFORM | 0.0025 | 200 | 0.0085832 | 0.4006617 | 0.9999283 | 6.173190002 |
| 8 | 0.6 | UNIFORM | 0.0025 | 250 | 0.0098926 | 0.411033 | 0.9998954 | 5.725318211 |
| 8 | 0.6 | UNIFORM | 0.0025 | 500 | 0.0219405 | 0.3517862 | 0.9999475 | 3.900527561 |
| 8 | 0.6 | UNIFORM | 0.0025 | 1000 | 0.0292092 | 0.3735587 | 0.999898 | 3.057922327 |
| 8 | 0.6 | UNIFORM | 0.005 | 125 | 0.0038186 | 0.4287368 | 0.9999185 | 7.869529332 |
| 8 | 0.6 | UNIFORM | 0.005 | 200 | 0.0066983 | 0.4524249 | 0.9998818 | 6.307268538 |
| 8 | 0.6 | UNIFORM | 0.005 | 250 | 0.0086668 | 0.4690424 | 0.9999397 | 5.598049242 |
| 8 | 0.6 | UNIFORM | 0.005 | 500 | 0.0172464 | 0.4242956 | 0.999906 | 4.271099594 |
| 8 | 0.6 | UNIFORM | 0.005 | 1000 | 0.0271783 | 0.4070492 | 0.9999311 | 3.200072042 |
| 8 | 0.6 | UNIFORM | 0.01 | 125 | 0.0028762 | 0.4734692 | 0.9998807 | 7.94939571 |
| 8 | 0.6 | UNIFORM | 0.01 | 200 | 0.005142 | 0.5082074 | 0.999729 | 6.382578199 |
| 8 | 0.6 | UNIFORM | 0.01 | 250 | 0.0083293 | 0.4731986 | 0.9998849 | 5,654457908 |
|---|---|---|---|---|---|---|---|---|
| 8 | 0.6 | UNIFORM | 0.01 | 500 | 0.0156049 | 0.4678967 | 0.9998959 | 4,309618468 |
| 8 | 0.6 | UNIFORM | 0.01 | 1000 | 0.0234883 | 0.4653121 | 0.9998145 | 3,414990393 |
| 8 | 0.6 | UNIFORM | 0.02 | 125 | 0.0014808 | 0.5883946 | 0.9995774 | 7,913253961 |
| 8 | 0.6 | UNIFORM | 0.02 | 200 | 0.0038053 | 0.5910848 | 0.9996027 | 6,267702982 |
| 8 | 0.6 | UNIFORM | 0.02 | 250 | 0.0055495 | 0.590609 | 0.999801 | 5,620136278 |
| 8 | 0.6 | UNIFORM | 0.02 | 500 | 0.0115776 | 0.5730537 | 0.9996248 | 4,421505395 |
| 8 | 0.6 | UNIFORM | 0.02 | 1000 | 0.0180748 | 0.5643913 | 0.9996058 | 3,647026302 |
| 8 | 0.6 | UNIFORM | 0.04 | 125 | 0.000837 | 0.712426 | 0.9987156 | 7,612442456 |
| 8 | 0.6 | UNIFORM | 0.04 | 200 | 0.0021 | 0.7137839 | 0.9990489 | 6,302290009 |
| 8 | 0.6 | UNIFORM | 0.04 | 250 | 0.0029459 | 0.721059 | 0.9988476 | 5,778046518 |
| 8 | 0.6 | UNIFORM | 0.04 | 500 | 0.0076885 | 0.7102001 | 0.9991054 | 4,469853159 |
| 8 | 0.6 | UNIFORM | 0.04 | 1000 | 0.0133205 | 0.7046259 | 0.9987168 | 3,693044135 |
| 8 | 0.8 | COMPACT | 0 | 125 | 0.0320406 | 0.6294018 | 0.9998683 | 2,510887679 |
| 8 | 0.8 | COMPACT | 0 | 200 | 0.0373798 | 0.7968023 | 0.9998784 | 2,088895515 |
| 8 | 0.8 | COMPACT | 0 | 250 | 0.0507592 | 0.756528 | 0.9998365 | 1,7152373 |
| 8 | 0.8 | COMPACT | 0 | 500 | 0.0871103 | 0.8470224 | 0.9999373 | 1,025115747 |
| 8 | 0.8 | COMPACT | 0 | 1000 | 0.1511214 | 0.7507841 | 0.9999008 | 0,317191621 |
| 8 | 0.8 | COMPACT | 0.0025 | 125 | 0.0185589 | 0.8808642 | 0.9998518 | 2,827362017 |
| 8 | 0.8 | COMPACT | 0.0025 | 200 | 0.0278922 | 0.9666224 | 0.9999612 | 2,240794142 |
| 8 | 0.8 | COMPACT | 0.0025 | 250 | 0.0350716 | 0.9871739 | 0.9999699 | 1,976528579 |
| 8 | 0.8 | COMPACT | 0.0025 | 500 | 0.0729265 | 0.9865337 | 0.9999017 | 1,215513245 |
| 8 | 0.8 | COMPACT | 0.0025 | 1000 | 0.1333565 | 0.8923007 | 0.9999684 | 0,569215113 |
| 8 | 0.8 | COMPACT | 0.005 | 125 | 0.0163032 | 0.9999995 | 0.9997443 | 2,754530993 |
| 8 | 0.8 | COMPACT | 0.005 | 200 | 0.0292995 | 0.9999992 | 0.9994833 | 2,150225499 |
| 8 | 0.8 | COMPACT | 0.005 | 250 | 0.0383235 | 1 | 0.9995508 | 1,872956688 |
| 8 | 0.8 | COMPACT | 0.005 | 500 | 0.0782114 | 0.9999933 | 0.9996424 | 1,142060317 |
| 8 | 0.8 | COMPACT | 0.005 | 1000 | 0.1341519 | 0.9999971 | 0.999825 | 0,690071089 |
| 8 | 0.8 | COMPACT | 0.01 | 125 | 0.0207381 | 0.9999999 | 0.9980754 | 2,506840403 |
| 8 | 0.8 | COMPACT | 0.01 | 200 | 0.0330904 | 1 | 0.998357 | 2,024560182 |
| 8 | 0.8 | COMPACT | 0.01 | 250 | 0.0439095 | 0.9999995 | 0.9979274 | 1,732590812 |
| 8 | 0.8 | COMPACT | 0.01 | 500 | 0.0866497 | 0.9999998 | 0.9981924 | 1,038903424 |
| 8 | 0.8 | COMPACT | 0.01 | 1000 | 0.1346071 | 0.9999881 | 0.9991577 | 0,606758882 |
| 8 | 0.8 | COMPACT | 0.02 | 125 | 0.0278443 | 0.9999998 | 0.9942675 | 2,208234352 |
| 8 | 0.8 | COMPACT | 0.02 | 200 | 0.043784 | 1 | 0.9929757 | 1,735539685 |
| 8 | 0.8 | COMPACT | 0.02 | 250 | 0.0539924 | 0.9999998 | 0.9936466 | 1,519890627 |
| 8 | 0.8 | COMPACT | 0.02 | 500 | 0.0977185 | 1 | 0.9948501 | 0,918911869 |
| 8 | 0.8 | COMPACT | 0.02 | 1000 | 0.1504885 | 0.9999801 | 0.9974427 | 0,50143957 |
| 8 | 0.8 | COMPACT | 0.04 | 125 | 0.037842 | 1 | 0.9864427 | 1,886007127 |
| 8 | 0.8 | COMPACT | 0.04 | 200 | 0.0554087 | 1 | 0.9837827 | 1,493317548 |
| 8 | 0.8 | COMPACT | 0.04 | 250 | 0.0659335 | 1 | 0.9855102 | 1,315421077 |
| NORM | NORM2 | UNIFORM | 0.0025 | 1000 | 0.133362 | 0.8922649 | 0.9998686 | 0.569152134 |
|------|-------|---------|--------|------|----------|-----------|-----------|-------------|
| 8    | 0.8   | UNIFORM | 0.005  | 125  | 0.0157106 | 1          | 0.9997101 | 2.792587139 |
| 8    | 0.8   | UNIFORM | 0.005  | 200  | 0.0296358 | 0.9999977 | 0.9993957 | 2.138440013 |
| 8    | 0.8   | UNIFORM | 0.005  | 250  | 0.0383369 | 1          | 0.999535  | 1.87259459  |
| 8    | 0.8   | UNIFORM | 0.005  | 500  | 0.0781502 | 0.9999935 | 0.9996429 | 1.142851829 |
| 8    | 0.8   | UNIFORM | 0.01   | 125  | 0.0207707 | 0.9999999 | 0.9979796 | 2.505216955 |
| 8    | 0.8   | UNIFORM | 0.01   | 200  | 0.033057  | 1          | 0.99829   | 2.017861964 |
| 8    | 0.8   | UNIFORM | 0.01   | 250  | 0.0439568 | 0.9999994 | 0.9978314 | 1.731479238 |
| 8    | 0.8   | UNIFORM | 0.01   | 500  | 0.0866509 | 0.999998  | 0.998213  | 1.03889371  |
| 8    | 0.8   | UNIFORM | 0.01   | 1000 | 0.1345762 | 0.9999882 | 0.9991583 | 0.606977559 |
| 8    | 0.8   | UNIFORM | 0.01   | 125  | 0.028289  | 0.9999998 | 0.9938833 | 2.186472686 |
| 8    | 0.8   | UNIFORM | 0.01   | 200  | 0.0440632 | 1          | 0.9931518 | 1.728986954 |
| 8    | 0.8   | UNIFORM | 0.01   | 250  | 0.0542992 | 0.9999998 | 0.9935557 | 1.514074436 |
| 8    | 0.8   | UNIFORM | 0.01   | 500  | 0.0976845 | 1          | 0.9947647 | 0.919257636 |
| 8    | 0.8   | UNIFORM | 0.01   | 1000 | 0.1505033 | 0.9999819 | 0.9974609 | 0.501349019 |
| 8    | 0.8   | UNIFORM | 0.01   | 125  | 0.0385657 | 0.9999975 | 0.9801741 | 1.866455496 |
| 8    | 0.8   | UNIFORM | 0.01   | 200  | 0.0553406 | 1          | 0.988515  | 1.494578726 |
| 8    | 0.8   | UNIFORM | 0.01   | 250  | 0.0655054 | 0.9999991 | 0.9852108 | 1.322063204 |
| 8    | 0.8   | UNIFORM | 0.01   | 500  | 0.115522  | 1          | 0.985867  | 0.75420853  |
| 8    | 0.8   | UNIFORM | 0.01   | 1000 | 0.173785  | 0.9999999 | 0.9921881 | 0.368873671 |
| 4    | 0.6   | COMPACT | 0      | 125  | 0.0204385 | 0.5381895 | 0.999883  | 3.497558603 |
| 4    | 0.6   | COMPACT | 0      | 200  | 0.0279568 | 0.5997619 | 0.9999282 | 2.786142244 |
| 4    | 0.6   | COMPACT | 0      | 250  | 0.0363631 | 0.5847612 | 0.9998348 | 2.351689597 |
| 4    | 0.6   | COMPACT | 0      | 500  | 0.0649346 | 0.5565343 | 0.9999557 | 1.37787284 |
| 4    | 0.6   | COMPACT | 0      | 1000 | 0.092351  | 0.5533892 | 0.9999947 | 0.732377464 |
| 4    | 0.6   | COMPACT | 0.0025 | 125  | 0.0174676 | 0.5914379 | 0.9999864 | 3.621667136 |
| 4    | 0.6   | COMPACT | 0.0025 | 200  | 0.0244055 | 0.6588797 | 0.9999805 | 2.895973666 |
| 4    | 0.6   | COMPACT | 0.0025 | 250  | 0.0309164 | 0.6541563 | 0.9999652 | 2.532726557 |
| 4    | 0.6   | COMPACT | 0.0025 | 500  | 0.054816  | 0.6698565 | 0.9999708 | 1.636772981 |
| 4    | 0.6   | COMPACT | 0.0025 | 1000 | 0.0848862 | 0.6150012 | 0.9999602 | 0.947802008 |
| 4    | 0.6   | COMPACT | 0.005  | 125  | 0.0143723 | 0.6556659 | 0.9999281 | 3.736191982 |
| 4    | 0.6   | COMPACT | 0.005  | 200  | 0.0224672 | 0.6911382 | 0.9999859 | 2.955868592 |
| 4    | 0.6   | COMPACT | 0.005  | 250  | 0.0282059 | 0.6987984 | 0.9999798 | 2.603661519 |
| 4    | 0.6   | COMPACT | 0.005  | 500  | 0.052773  | 0.6897248 | 0.9999633 | 1.687998902 |
| 4    | 0.6   | COMPACT | 0.005  | 1000 | 0.080842  | 0.6503642 | 0.999927  | 1.050425885 |
| 4    | 0.6   | COMPACT | 0.01   | 125  | 0.0123368 | 0.717938  | 0.999753  | 3.76138246  |
| 4    | 0.6   | COMPACT | 0.01   | 200  | 0.0189061 | 0.7675009 | 0.9999176 | 3.034936559 |
| 4    | 0.6   | COMPACT | 0.01   | 250  | 0.0234247 | 0.7719883 | 0.9999076 | 2.738474897 |
| 4    | 0.6   | COMPACT | 0.01   | 500  | 0.0471853 | 0.754857  | 0.9999122 | 1.814725908 |
| 4    | 0.6   | COMPACT | 0.01   | 1000 | 0.0741549 | 0.7113478 | 0.9998608 | 1.20183768  |
|   |   |   |   |   |   |   |
|---|---|---|---|---|---|---|
| 4 | 0.6 | COMPACT | 0.02 | 125 | 0.008607 | 0.856565 | 0.99957 | 3.79510335 |
| 4 | 0.6 | COMPACT | 0.02 | 200 | 0.0142306 | 0.8953549 | 0.999736 | 3.105663645 |
| 4 | 0.6 | COMPACT | 0.02 | 250 | 0.0185539 | 0.8995388 | 0.9998327 | 2.793011325 |
| 4 | 0.6 | COMPACT | 0.02 | 500 | 0.03901 | 0.8747611 | 0.9997576 | 1.962388753 |
| 4 | 0.6 | COMPACT | 0.02 | 1000 | 0.0643318 | 0.8187541 | 0.9995697 | 1.389188153 |
| 4 | 0.6 | COMPACT | 0.04 | 125 | 0.0063442 | 0.9963596 | 0.9992769 | 3.729526412 |
| 4 | 0.6 | COMPACT | 0.04 | 200 | 0.0120151 | 0.999997 | 0.9994718 | 3.067775055 |
| 4 | 0.6 | COMPACT | 0.04 | 250 | 0.0158148 | 0.9994435 | 0.9995307 | 2.785793732 |
| 4 | 0.6 | COMPACT | 0.04 | 500 | 0.0315805 | 0.9958337 | 0.9995996 | 2.077140359 |
| 4 | 0.6 | COMPACT | 0.04 | 1000 | 0.0528159 | 0.9651684 | 0.9995307 | 1.560468259 |
| 4 | 0.6 | INTERMEDIATE | 0 | 125 | 0.0204385 | 0.5381895 | 0.9998883 | 3.497558603 |
| 4 | 0.6 | INTERMEDIATE | 0 | 200 | 0.0279568 | 0.5997619 | 0.9999282 | 2.786142244 |
| 4 | 0.6 | INTERMEDIATE | 0 | 250 | 0.0363631 | 0.5847612 | 0.9998348 | 2.351689597 |
| 4 | 0.6 | INTERMEDIATE | 0 | 500 | 0.0649346 | 0.5565343 | 0.9999557 | 1.3377824 |
| 4 | 0.6 | INTERMEDIATE | 0 | 1000 | 0.092351 | 0.5533892 | 0.999947 | 0.73327746 |
| 4 | 0.6 | INTERMEDIATE | 0.0025 | 125 | 0.0155527 | 0.6254245 | 0.9999846 | 3.70877719 |
| 4 | 0.6 | INTERMEDIATE | 0.0025 | 200 | 0.0240901 | 0.6589081 | 0.9999838 | 2.916294764 |
| 4 | 0.6 | INTERMEDIATE | 0.0025 | 250 | 0.0312797 | 0.6531215 | 0.9999604 | 2.515805453 |
| 4 | 0.6 | INTERMEDIATE | 0.0025 | 500 | 0.0549573 | 0.6728879 | 0.9999652 | 1.632303284 |
| 4 | 0.6 | INTERMEDIATE | 0.0025 | 1000 | 0.0849969 | 0.6129622 | 0.9999537 | 9.43796049 |
| 4 | 0.6 | INTERMEDIATE | 0.005 | 125 | 0.0135416 | 0.6761108 | 0.9999105 | 3.760783256 |
| 4 | 0.6 | INTERMEDIATE | 0.005 | 200 | 0.0235961 | 0.6754407 | 0.9999835 | 2.914478765 |
| 4 | 0.6 | INTERMEDIATE | 0.005 | 250 | 0.0276486 | 0.7081278 | 0.9999665 | 2.617678201 |
| 4 | 0.6 | INTERMEDIATE | 0.005 | 500 | 0.0520603 | 0.6929329 | 0.9999429 | 1.706824468 |
| 4 | 0.6 | INTERMEDIATE | 0.005 | 1000 | 0.0818272 | 0.6403371 | 0.9999518 | 1.025288848 |
| 4 | 0.6 | INTERMEDIATE | 0.01 | 125 | 0.0118863 | 0.7310459 | 0.9997846 | 3.77175748 |
| 4 | 0.6 | INTERMEDIATE | 0.01 | 200 | 0.0180375 | 0.7883289 | 0.9999001 | 3.051348183 |
| 4 | 0.6 | INTERMEDIATE | 0.01 | 250 | 0.0246606 | 0.7497037 | 0.9999132 | 2.708692602 |
| 4 | 0.6 | INTERMEDIATE | 0.01 | 500 | 0.047032 | 0.757085 | 0.9999045 | 1.817757088 |
| 4 | 0.6 | INTERMEDIATE | 0.01 | 1000 | 0.0733226 | 0.7180513 | 0.9998552 | 1.219038121 |
| 4 | 0.6 | INTERMEDIATE | 0.02 | 125 | 0.0088588 | 0.8541469 | 0.9997576 | 3.767911259 |
| 4 | 0.6 | INTERMEDIATE | 0.02 | 200 | 0.0143877 | 0.8891388 | 0.9997324 | 3.106627317 |
| 4 | 0.6 | INTERMEDIATE | 0.02 | 250 | 0.0184379 | 0.90629 | 0.9997694 | 2.787837615 |
| 4 | 0.6 | INTERMEDIATE | 0.02 | 500 | 0.0398028 | 0.8601473 | 0.9997647 | 1.951450455 |
| 4 | 0.6 | INTERMEDIATE | 0.02 | 1000 | 0.0642513 | 0.8172457 | 0.9995541 | 1.391020398 |
| 4 | 0.6 | INTERMEDIATE | 0.04 | 125 | 0.0064386 | 0.9967933 | 0.9993341 | 3.713269719 |
| 4 | 0.6 | INTERMEDIATE | 0.04 | 200 | 0.0120501 | 0.9994801 | 0.9994801 | 3.064794278 |
| 4 | 0.6 | INTERMEDIATE | 0.04 | 250 | 0.0158958 | 0.9995158 | 0.9995158 | 2.78054443 |
| 4 | 0.6 | INTERMEDIATE | 0.04 | 500 | 0.0319395 | 0.9999803 | 0.9999392 | 2.061142129 |
| 4 | 0.6 | INTERMEDIATE | 0.04 | 1000 | 0.0516396 | 0.9789383 | 0.9994968 | 1.577001094 |
| 4 | 0.6 | UNIFORM | 0 | 125 | 0.0204385 | 0.5381895 | 0.9998833 | 3.497558603 |
| 4   | 0.6 | UNIFORM | 0   | 200 | 0.0279568 | 0.5997619 | 0.9999282 | 2.786142244 |
|-----|-----|---------|-----|------|------------|------------|------------|---------------|
| 4   | 0.6 | UNIFORM | 0   | 250 | 0.0363631 | 0.5847612 | 0.9998348 | 2.351689597 |
| 4   | 0.6 | UNIFORM | 0   | 500 | 0.0649346 | 0.5565343 | 0.9999557 | 1.3377824   |
| 4   | 0.6 | UNIFORM | 0   | 1000| 0.092351  | 0.5533892 | 0.9999947 | 0.73327746  |
| 4   | 0.6 | UNIFORM | 0.0025| 125 | 0.0160867 | 0.6116422 | 0.9999884 | 3.69773848  |
| 4   | 0.6 | UNIFORM | 0.0025| 200 | 0.0238033 | 0.6764373 | 0.9999843 | 2.899085219 |
| 4   | 0.6 | UNIFORM | 0.0025| 250 | 0.0305229 | 0.6644968 | 0.9999672 | 2.537474009 |
| 4   | 0.6 | UNIFORM | 0.0025| 500 | 0.0553181 | 0.6685989 | 0.9999625 | 1.623287354 |
| 4   | 0.6 | UNIFORM | 0.0025| 1000| 0.0849033 | 0.6113494 | 0.9999546 | 0.943907644 |
| 4   | 0.6 | UNIFORM | 0.005 | 125 | 0.0138754 | 0.6679088 | 0.9999199 | 3.750565368 |
| 4   | 0.6 | UNIFORM | 0.005 | 200 | 0.0227269 | 0.6885896 | 0.9999813 | 2.944031234 |
| 4   | 0.6 | UNIFORM | 0.005 | 250 | 0.0300342 | 0.6644741 | 0.9999685 | 2.562542388 |
| 4   | 0.6 | UNIFORM | 0.005 | 500 | 0.0536962 | 0.6817065 | 0.9999681 | 1.664800907 |
| 4   | 0.6 | UNIFORM | 0.005 | 1000| 0.0814401 | 0.6435808 | 0.9999436 | 1.034759323 |
| 4   | 0.6 | UNIFORM | 0.01 | 125 | 0.011484  | 0.7483949 | 0.9998389 | 3.763783086 |
| 4   | 0.6 | UNIFORM | 0.01 | 200 | 0.0188177 | 0.7724327 | 0.9999299 | 3.030382926 |
| 4   | 0.6 | UNIFORM | 0.01 | 250 | 0.0231683 | 0.7784317 | 0.9999093 | 2.741442507 |
| 4   | 0.6 | UNIFORM | 0.01 | 500 | 0.0466769 | 0.7596809 | 0.9999198 | 1.826348764 |
| 4   | 0.6 | UNIFORM | 0.01 | 1000| 0.0731036 | 0.722495  | 0.9998492 | 1.224078658 |
| 4   | 0.6 | UNIFORM | 0.02 | 125 | 0.0092099 | 0.8406961 | 0.9999664 | 3.761586216 |
| 4   | 0.6 | UNIFORM | 0.02 | 200 | 0.0140092 | 0.9064391 | 0.9997823 | 3.099419462 |
| 4   | 0.6 | UNIFORM | 0.02 | 250 | 0.018629  | 0.9008742 | 0.9998095 | 2.785949424 |
| 4   | 0.6 | UNIFORM | 0.02 | 500 | 0.0398539 | 0.8607764 | 0.9997912 | 1.949364678 |
| 4   | 0.6 | UNIFORM | 0.02 | 1000| 0.0647882 | 0.8134175 | 0.9996734 | 1.381411328 |
| 4   | 0.6 | UNIFORM | 0.04 | 125 | 0.0062198 | 0.9977759 | 0.9994703 | 3.745863179 |
| 4   | 0.6 | UNIFORM | 0.04 | 200 | 0.0118074 | 1       | 0.999903  | 3.085641003 |
| 4   | 0.6 | UNIFORM | 0.04 | 250 | 0.015869  | 1       | 0.9994702 | 2.782277007 |
| 4   | 0.6 | UNIFORM | 0.04 | 500 | 0.0173995 | 0.9902799 | 0.9995099 | 2.077190058 |
| 4   | 0.6 | UNIFORM | 0.04 | 1000| 0.052274  | 0.9704129 | 0.9994986 | 1.5686753 |
| 4   | 0.8 | COMPACT | 0    | 125 | 0.0204385 | 0.5381895 | 0.9998883 | 3.497558603 |
| 4   | 0.8 | COMPACT | 0    | 200 | 0.0279568 | 0.5997619 | 0.9999282 | 2.786142244 |
| 4   | 0.8 | COMPACT | 0    | 250 | 0.0363631 | 0.5847612 | 0.9998348 | 2.351689597 |
| 4   | 0.8 | COMPACT | 0    | 500 | 0.0649346 | 0.5565343 | 0.9999557 | 1.3377824 |
| 4   | 0.8 | COMPACT | 0    | 1000| 0.092351  | 0.5533892 | 0.9999947 | 0.73327746 |
| 4   | 0.8 | COMPACT | 0.0025| 125 | 0.0167916 | 0.6129896 | 0.9998777 | 3.621113459 |
| 4   | 0.8 | COMPACT | 0.0025| 200 | 0.0232257 | 0.6934594 | 0.9999843 | 2.901436131 |
| 4   | 0.8 | COMPACT | 0.0025| 250 | 0.0295305 | 0.6851325 | 0.9999772 | 2.556700209 |
| 4   | 0.8 | COMPACT | 0.0025| 500 | 0.0569044 | 0.6504653 | 0.9999547 | 1.582421441 |
| 4   | 0.8 | COMPACT | 0.0025| 1000| 0.0841676 | 0.6306902 | 0.9999506 | 0.975085142 |
| 4   | 0.8 | COMPACT | 0.005 | 125 | 0.0137828 | 0.6812613 | 0.9999554 | 3.717128242 |
| 4   | 0.8 | COMPACT | 0.005 | 200 | 0.0205902 | 0.7398442 | 0.9999727 | 2.978123517 |
| 4 | 0.8 | COMPACT | 0.005 | 250 | 0.0269212 | 0.7295687 | 0.9999828 | 2.620765438 |
|---|-----|---------|-------|-----|------------|------------|------------|--------------|
| 4 | 0.8 | COMPACT | 0.005 | 500 | 0.0527457 | 0.6954401 | 0.9999489 | 1.686887254 |
| 4 | 0.8 | COMPACT | 0.005 | 1000 | 0.0805615 | 0.667378 | 0.9999297 | 1.066098573 |
| 4 | 0.8 | COMPACT | 0.01 | 125 | 0.0109554 | 0.7879617 | 0.9998428 | 3.703333855 |
| 4 | 0.8 | COMPACT | 0.01 | 200 | 0.0169662 | 0.835456 | 0.9998603 | 3.026428335 |
| 4 | 0.8 | COMPACT | 0.01 | 250 | 0.0231195 | 0.8186985 | 0.9999466 | 2.672884405 |
| 4 | 0.8 | COMPACT | 0.01 | 500 | 0.0462397 | 0.7918913 | 0.9999006 | 1.8178787608 |
| 4 | 0.8 | COMPACT | 0.01 | 1000 | 0.0722948 | 0.7619647 | 0.9998204 | 1.244445661 |
| 4 | 0.8 | COMPACT | 0.02 | 125 | 0.008295 | 0.9265898 | 0.9996824 | 3.635630523 |
| 4 | 0.8 | COMPACT | 0.02 | 200 | 0.0134948 | 0.9697136 | 0.9997571 | 3.008254151 |
| 4 | 0.8 | COMPACT | 0.02 | 250 | 0.0177266 | 0.9653353 | 0.9997675 | 2.726634322 |
| 4 | 0.8 | COMPACT | 0.02 | 500 | 0.0377478 | 0.9446787 | 0.9997648 | 1.936998438 |
| 4 | 0.8 | COMPACT | 0.02 | 250 | 0.0637844 | 0.8878976 | 0.9995901 | 1.383225169 |
| 4 | 0.8 | COMPACT | 0.04 | 125 | 0.0092474 | 1 | 0.9988859 | 3.335609825 |
| 4 | 0.8 | COMPACT | 0.04 | 200 | 0.0166675 | 0.9999999 | 0.9988392 | 2.731806156 |
| 4 | 0.8 | COMPACT | 0.04 | 250 | 0.0213977 | 0.9999999 | 0.999147 | 2.474565279 |
| 4 | 0.8 | COMPACT | 0.04 | 500 | 0.0411687 | 1 | 0.9991725 | 1.799054133 |
| 4 | 0.8 | COMPACT | 0.04 | 1000 | 0.0630988 | 1 | 0.9993733 | 1.360265104 |
| 4 | 0.8 | INTERMEDIATE | 0 | 125 | 0.0204385 | 0.5381895 | 0.9998883 | 3.497558603 |
| 4 | 0.8 | INTERMEDIATE | 0 | 200 | 0.0279568 | 0.5997619 | 0.9999282 | 2.786142244 |
| 4 | 0.8 | INTERMEDIATE | 0 | 250 | 0.0363631 | 0.5847612 | 0.9998348 | 2.351689597 |
| 4 | 0.8 | INTERMEDIATE | 0 | 500 | 0.0649346 | 0.5565343 | 0.9999557 | 1.3377824 |
| 4 | 0.8 | INTERMEDIATE | 0 | 1000 | 0.092351 | 0.5533892 | 0.9999947 | 0.7327746 |
| 4 | 0.8 | INTERMEDIATE | 0.0025 | 125 | 0.0167916 | 0.6129896 | 0.999877 | 3.621113459 |
| 4 | 0.8 | INTERMEDIATE | 0.0025 | 200 | 0.0232277 | 0.6934594 | 0.999843 | 2.901436131 |
| 4 | 0.8 | INTERMEDIATE | 0.0025 | 250 | 0.0295305 | 0.6851325 | 0.9999772 | 2.556770029 |
| 4 | 0.8 | INTERMEDIATE | 0.0025 | 500 | 0.0569044 | 0.6504653 | 0.9999547 | 1.582421441 |
| 4 | 0.8 | INTERMEDIATE | 0.0025 | 1000 | 0.0841676 | 0.6306902 | 0.9999506 | 0.975085412 |
| 4 | 0.8 | INTERMEDIATE | 0.005 | 125 | 0.0137828 | 0.6812613 | 0.9999554 | 3.717128242 |
| 4 | 0.8 | INTERMEDIATE | 0.005 | 200 | 0.0205902 | 0.7398442 | 0.9999727 | 2.978123517 |
| 4 | 0.8 | INTERMEDIATE | 0.005 | 250 | 0.0269212 | 0.7295687 | 0.9999828 | 2.620765438 |
| 4 | 0.8 | INTERMEDIATE | 0.005 | 500 | 0.0527457 | 0.6954401 | 0.9999489 | 1.686887254 |
| 4 | 0.8 | INTERMEDIATE | 0.005 | 1000 | 0.0805615 | 0.667378 | 0.9999297 | 1.066098573 |
| 4 | 0.8 | INTERMEDIATE | 0.01 | 125 | 0.0109554 | 0.7879617 | 0.9998428 | 3.703333855 |
| 4 | 0.8 | INTERMEDIATE | 0.01 | 200 | 0.0169662 | 0.835456 | 0.9998603 | 3.026428335 |
| 4 | 0.8 | INTERMEDIATE | 0.01 | 250 | 0.0231195 | 0.8186985 | 0.9999466 | 2.672884405 |
| 4 | 0.8 | INTERMEDIATE | 0.01 | 500 | 0.0462397 | 0.7918913 | 0.9999006 | 1.817876708 |
| 4 | 0.8 | INTERMEDIATE | 0.01 | 1000 | 0.0722948 | 0.7619647 | 0.9998204 | 1.244445661 |
| 4 | 0.8 | INTERMEDIATE | 0.02 | 125 | 0.008295 | 0.9265898 | 0.9996824 | 3.635630523 |
| 4 | 0.8 | INTERMEDIATE | 0.02 | 200 | 0.0134948 | 0.9697136 | 0.9999751 | 3.008254151 |
| 4 | 0.8 | INTERMEDIATE | 0.02 | 250 | 0.0177266 | 0.9653353 | 0.9997675 | 2.726634322 |
| p   | q   | Combination | N  | R²     | Take-off Time (s) |
|-----|-----|-------------|----|--------|-------------------|
| 0.8 | 0.02| INTERMEDIATE | 500 | 0.9466787 | 0.0377478 |
| 0.8 | 0.02| INTERMEDIATE | 1000 | 0.8878976 | 0.0637844 |
| 0.8 | 0.04| INTERMEDIATE | 125 | 0.998859 | 0.0092474 |
| 0.8 | 0.04| INTERMEDIATE | 200 | 0.9988392 | 0.0166675 |
| 0.8 | 0.04| INTERMEDIATE | 250 | 0.999147 | 0.0213977 |
| 0.8 | 0.04| INTERMEDIATE | 500 | 0.9991725 | 0.0411687 |
| 0.8 | 0.04| INTERMEDIATE | 1000 | 0.9993733 | 0.0630988 |
| 0.8 | 0.04| UNIFORM | 125 | 0.9998838 | 0.0204385 |
| 0.8 | 0.04| UNIFORM | 200 | 0.9999282 | 0.0279568 |
| 0.8 | 0.04| UNIFORM | 250 | 0.9998434 | 0.0363631 |
| 0.8 | 0.04| UNIFORM | 500 | 0.9999557 | 0.0649346 |
| 0.8 | 0.04| UNIFORM | 1000 | 0.999947 | 0.092351 |
| 0.8 | 0.0025| UNIFORM | 125 | 0.9998777 | 0.0167916 |
| 0.8 | 0.0025| UNIFORM | 200 | 0.9998434 | 0.0232272 |
| 0.8 | 0.0025| UNIFORM | 250 | 0.999772 | 0.0295305 |
| 0.8 | 0.0025| UNIFORM | 500 | 0.999547 | 0.0569044 |
| 0.8 | 0.0025| UNIFORM | 1000 | 0.999906 | 0.0841676 |
| 0.8 | 0.005| UNIFORM | 125 | 0.9999554 | 0.0137828 |
| 0.8 | 0.005| UNIFORM | 200 | 0.9999727 | 0.0205902 |
| 0.8 | 0.005| UNIFORM | 250 | 0.9999828 | 0.0269212 |
| 0.8 | 0.005| UNIFORM | 500 | 0.999489 | 0.0527457 |
| 0.8 | 0.005| UNIFORM | 1000 | 0.9998297 | 0.0805615 |
| 0.8 | 0.01| UNIFORM | 125 | 0.9998428 | 0.0109554 |
| 0.8 | 0.01| UNIFORM | 200 | 0.9998603 | 0.0169662 |
| 0.8 | 0.01| UNIFORM | 250 | 0.9999466 | 0.0231195 |
| 0.8 | 0.01| UNIFORM | 500 | 0.999906 | 0.0462397 |
| 0.8 | 0.01| UNIFORM | 1000 | 0.9998204 | 0.0722948 |
| 0.8 | 0.02| UNIFORM | 125 | 0.9996824 | 0.008295 |
| 0.8 | 0.02| UNIFORM | 200 | 0.9997571 | 0.0134948 |
| 0.8 | 0.02| UNIFORM | 250 | 0.9997675 | 0.0177266 |
| 0.8 | 0.02| UNIFORM | 500 | 0.9997648 | 0.0377478 |
| 0.8 | 0.02| UNIFORM | 1000 | 0.9995901 | 0.0637844 |
| 0.8 | 0.04| UNIFORM | 125 | 0.998859 | 0.0092474 |
| 0.8 | 0.04| UNIFORM | 200 | 0.9988392 | 0.0166675 |
| 0.8 | 0.04| UNIFORM | 250 | 0.999147 | 0.0213977 |
| 0.8 | 0.04| UNIFORM | 500 | 0.9991725 | 0.0411687 |
| 0.8 | 0.04| UNIFORM | 1000 | 0.9993733 | 0.0630988 |

Table 1: Micro-parameter combinations with corresponding induced values of (p, q) and goodness of fit estimates (R²). Take-off time is also calculated for each combination using induced values of (p, q).