Diagrammatic Monte Carlo for the weak-coupling expansion of non-Abelian lattice field theories: Large-$N$ $U(N) \times U(N)$ principal chiral model
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We develop numerical tools for diagrammatic Monte Carlo simulations of non-Abelian lattice field theories in the ’t Hooft large-$N$ limit based on the weak-coupling expansion. First, we note that the path integral measure of such theories contributes a bare mass term in the effective action which is proportional to the bare coupling constant. This mass term renders the perturbative expansion infrared-finite and allows us to study it directly in the large-$N$ and infinite-volume limits using the diagrammatic Monte Carlo approach. On the exactly solvable example of a large-$N$ $O(N)$ sigma model in $D = 2$ dimensions we show that this infrared-finite weak-coupling expansion contains, in addition to powers of bare coupling, also powers of its logarithm, reminiscent of resummed perturbation theory in thermal field theory and resurgent trans-series without exponential terms. We numerically demonstrate the convergence of these double series to the manifestly nonperturbative dynamical mass gap. We then develop a diagrammatic Monte Carlo algorithm for sampling planar diagrams in the large-$N$ matrix field theory, and apply it to study this infrared-finite weak-coupling expansion for large-$N$ $U(N) \times U(N)$ nonlinear sigma model (principal chiral model) in $D = 2$. We sample up to 12 leading orders of the weak-coupling expansion, which is the practical limit set by the increasingly strong sign problem at high orders. Comparing diagrammatic Monte Carlo with conventional Monte Carlo simulations extrapolated to infinite $N$, we find a good agreement for the energy density as well as for the critical temperature of the “deconfinement” transition. Finally, we comment on the applicability of our approach to planar QCD at zero and finite density.
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I. INTRODUCTION

An infamous fermionic sign problem in Monte Carlo simulations based on sampling field configurations in the path integral is currently one of the main obstacles for systematic first-principle studies of the phase diagram and equation of state of dense strongly interacting matter as described by quantum chromodynamics (QCD). This problem has motivated the search for alternative simulation algorithms for non-Abelian gauge theories, which would hopefully avoid the sign problem or make it milder.

One of the alternative first-principle simulation strategies is the so-called Diagrammatic approach [1], conventionally abbreviated as DiagMC, which stochastically samples the diagrams of the weak- or strong-coupling expansions, rather than field configurations. DiagMC algorithms, complemented with the “worm” algorithm techniques [2], turned out to be very helpful for eliminating sign problem in physical models with relatively simple weak- or strong-coupling expansions. The physical models and theories which were successfully studied using DiagMC range from strongly interacting fermionic systems [3–9] relevant in condensed matter physics, via scalar field theories [10–14], to $O(N)$ and $\mathbb{CP}^{N−1}$ nonlinear sigma models [15–18] and Abelian gauge theories with fermionic and bosonic matter fields [19–21], which are more similar to QCD. This selection of references is by no means exhaustive.

This success has motivated various attempts to apply DiagMC to simulations of non-Abelian lattice gauge theories at finite density [22–28] or the effective models thereof [29–31]. Despite significant progress, these attempts have not so far resulted in a first-principle, systematically improvable simulation strategy. At the qualitative level, one of the most successful strategies is based on the strong-coupling expansion of lattice QCD, which captures such nonperturbative features of QCD as confinement, chiral symmetry breaking and the baryon and meson bound states already at the leading order [32,33]. DiagMC simulations of lattice QCD with staggered fermions at infinitely strong coupling are free of the sign problem in the massless limit, and allow one to reproduce the expected qualitative features of the QCD phase diagram [23,24]. Unfortunately, an extension of this approach to the finite values of gauge coupling meets conceptual difficulties, as the next orders of the strong-coupling expansion coming from the bosonic part of the action should be incorporated in the DiagMC algorithm manually [24], which becomes more and more complicated for higher orders [26]. Ideally, one would also like to sample the strong-coupling expansion in powers of inverse gauge
coupling using DiagMC algorithm. Since on finite-volume lattices the strong-coupling expansion is convergent for all values of coupling, simulating sufficiently high orders should allow to access even the weak-coupling scaling region where lattice theory approaches continuum QCD. Recent attempts to extend the DiagMC simulations to finite gauge coupling using the method of auxiliary Hubbard-Stratonovich variables [25] or the Abelian color cycles [27] are very promising, but still not quite practical. Development of practical tools for generating high orders of strong-coupling expansion is, thus, currently an important unsolved problem.

However, in the infinite-volume limit strong coupling expansion is known to have only a finite radius of convergence (see, e.g., [34]). One can, thus, expect that as one approaches the weak-coupling regime, the convergence of the strong-coupling series will increasingly stronger depend on the lattice size, which might well make the continuum and infinite-volume extrapolation difficult in practice, especially for the infrared-sensitive physical observables such as hadron masses and transport coefficients. Moreover, in the $\nu$Hooft large-$N$ limit one even expects a phase transition separating the strong-coupling and the weak-coupling phases [35–37] even on the finite-volume lattice. These properties of the strong-coupling expansion might significantly limit the ability of DiagMC to work directly in the thermodynamic limit, which is one of the most important advantages of DiagMC over conventional Monte Carlo methods [6,7].

These considerations suggest that the extrapolation to the continuum and thermodynamic limit might be easier for DiagMC simulations based on the weak-coupling expansion. However, the weak-coupling expansion for asymptotically free non-Abelian field theories, such as four-dimensional non-Abelian gauge theories and two-dimensional nonlinear sigma models, has two closely related problems, which make a direct application of a DiagMC approach conceptually difficult at first sight. The first problem are infrared divergences due to massless gluon propagators, which cancel only in the final expressions for physical observables. The second problem is the non-sign-alternating factorial growth of the weak-coupling expansion coefficients, which is commonly referred to as the infrared renormalon [38] and cannot be dealt with using the Borel resummation techniques. These factorial divergences in the perturbative expansions of physical observables originate in the renormalization-group running of the coupling constant, and have nothing to do with the purely combinatorial factorial growth of the number of Feynman diagrams with diagram order. In particular, infrared renormalon behavior persists also in the large-$N$ limit [39–43], in which the number of Feynman diagrams grows only exponentially with order [44]. It is known that if one stops the running of the coupling at some artificially introduced infrared cutoff scale (e.g., by considering the theory in a finite volume), this factorial growth disappears [45,46], thus, in a sense it is a remainder of IR divergences in perturbative expansion.

Recently infrared renormalon divergences have been given a physical interpretation in terms of the action of unstable or complex-valued saddles of the path integral, along with a resummation prescription based on the mathematical notion of resurgent trans-series [47–52]. Trans-series is a generalization of the ordinary power series to a more general form

$$\langle \mathcal{O} \rangle(\lambda) = \sum_i e^{-S_i/\lambda} \sum_{l=0}^{m_i} \log(\lambda)^l \sum_{p=0}^{+\infty} c_{i,l,p} \lambda^p, \quad (1)$$

where $\langle \mathcal{O} \rangle(\lambda)$ is the expectation value of some physical observable as a function of the coupling constant $\lambda$, $c_{i,l,p}$ are the coefficients of perturbative expansion of path integral around the $i$-th saddle point of the path integral with the action $S_i$ and $l$ labels flat directions of the action in the vicinity of this saddle. It turns out that non-Borel-summable factorial divergences cancel between perturbative expansions around different saddle points $i$ in (1). Unfortunately, currently no method is available to generate the trans-series (1) for strongly coupled field theories in a systematic way. The resurgent analysis of perturbative expansions has been done so far almost exclusively in the regime where gauge theories or sigma models are artificially driven to the weak-coupling limit by a special compactification of space-time to $D = 1 + 0$ dimensions with twisted boundary conditions [47–52].

The aim of this work is to develop DiagMC methods suitable for the bosonic sector of non-Abelian lattice field theories, which is currently a challenge for DiagMC approach. We develop two practically independent tools, which are finally combined together to perform practical simulations.

The first tool is the resummation prescription which renders the bare weak-coupling expansion in non-Abelian field theories infrared-finite and, thus, suitable for DiagMC simulations which sample Feynman diagrams. This prescription is introduced in Sec. II and tested in Sec. III on some exactly solvable examples. The basic idea is to work with massive bare propagators, where the bare mass term comes from the nontrivial path integral measure for non-Abelian groups and is proportional to the bare coupling. By analogy with Fujikawa’s approach to axial anomaly [53], this bare mass serves as a seed for dynamical mass generation and conformal anomaly in non-Abelian field theories which are scale invariant at the classical level. A similar partial resummation of the perturbative series with the help of the bare mass term is also often used in
finite-temperature quantum field theory [54,55], in particular, in the contexts of hard thermal loop approximation [56] and screened perturbation theory [57]. Upon this resummation, the weak-coupling expansion becomes formally similar to the trans-series (1), but contains only the powers of coupling and of the logs of coupling only, while the exponential factors $e^{-S_{st}/\lambda}$ seem to be absent. This expansion appears to be manifestly infrared-finite and free of factorial divergences at least in the large-$N$ limit. An exactly solvable example of the $O(N)$ nonlinear sigma model demonstrates that our expansion reproduces non-perturbative quantities such as the dynamically generated mass gap (see subsection III B).

The second tool, described in Sec. IV, is the general method for devising DiagMC algorithms from the full untruncated hierarchy of Schwinger-Dyson equations [58,59], bypassing any explicit construction of a diagrammatic representation. Here the basic idea is to generate a series expansion by stochastic iterations of Schwinger-Dyson equations. We believe the method to be advantageous for sampling expansions for which the complicated form of diagrammatic rules makes the straightforward application of e.g., worm algorithm hardly possible, with strong-coupling expansion in non-Abelian gauge theories being one particular example. In this work, we apply the method to sample the (resummed) weak-coupling expansion of Sec. II, which for non-Abelian lattice field theories also has complicated form due to the multitude of higher-order interaction vertices.

As a practical application which takes advantage of both tools, in this work we consider the large-$N$ $U(N) \times U(N)$ principal chiral model on the lattice, which is defined by the following partition function:

$$Z = \int_{U(N)} dg_x \exp \left( -\frac{N}{\lambda} \sum_{(x,y)} 2\text{ReTr}(g_x^i g_y^i) \right),$$

where integration in the path integral is performed over unitary $N \times N$ matrices $g_x$ living on the sites of the square two-dimensional lattice, $\lambda$ is the ’t Hooft coupling constant which is kept fixed when taking the large-$N$ limit, and $\sum_{(x,y)}$ denotes summation over all pairs of neighboring lattice sites $x$ and $y$. Numerical results for this model obtained by combining the methods of Secs. II and IV are presented in Sec. V.

While we expect that our approach can be extended to large-$N$ pure gauge theory without conceptual difficulties, in this proof-of-concept study we prefer to work with the principal chiral model (2). The reason is that while this model exhibits nonperturbative features very similar to those of non-Abelian gauge theories, including dynamical mass gap generation, dimensional transmutation and infrared renormalons [41,42], it has a much simpler structure of the perturbative expansion than non-Abelian gauge theories. Correspondingly, the DiagMC algorithm is also simpler to implement. We discuss the extension of our approach to large-$N$ gauge theories and illustrate the expected structure of infrared-finite weak-coupling expansion for this case in Sec. VI.

II. INFRARED-FINITE WEAK-COUPLING EXPANSION FOR THE $U(N) \times U(N)$ PRINCIPAL CHIRAL MODEL

The first step in the construction of lattice perturbation theory is to parametrize the small fluctuations of lattice fields around some perturbative vacuum state. For non-Abelian lattice fields $g_\nu \in SU(N)$ the most popular parametrization is the exponential mapping from the space of traceless Hermitian matrices $\phi_x$ to $SU(N)$ group: $g_\nu = \exp(i\alpha\phi_x)$, where $\alpha$ is related to the coupling constant and $g_\nu = 1$ is the perturbative vacuum. While all the results in this paper could also be obtained for exponential mapping, for our purposes it will be more convenient to use the Cayley map

$$g_x = \frac{1 + i\alpha\phi_x}{1 - i\alpha\phi_x} = 1 + 2\sum_{k=1}^{\infty} (ia)^k \phi_x^k,$$

where $\phi_x$ are again Hermitian matrices and the value of $\alpha$ will be specified later. Since in this work we will be working in the large-$N$ limit in which the $U(N)$ and $SU(N)$ groups are indistinguishable, we omit here the zero trace condition for $\phi_x$ and work with $U(N)$ group. This will significantly simplify the derivation of Schwinger-Dyson equations in terms of $\phi_x$ fields; see subsectionIVA.

One of the advantages of the Cayley map is the particularly simple form of the $U(N)$ Haar measure (see Appendix B 1 for the derivation):

$$\int_{U(N)} dg_x = \int d\phi_x \det (1 + \alpha^2 \phi_x^2)^{-N} = \int d\phi_x \exp(-N\text{Tr} \ln(1 + \alpha^2 \phi_x^2)) = \int d\phi_x \exp \left( -N \left( \alpha^2 \text{Tr} \phi_x^2 + \frac{\alpha^4}{2} \text{Tr} \phi_x^4 + \cdots \right) \right),$$

where the integral on the right-hand side is over all Hermitian matrices $\phi_x$ and $\ldots$ represent the terms of order $O(\alpha^6 \phi_x^6)$ or higher. Thus, the Cayley map provides a unique one-to-one mapping between the $U(N)$ group manifold and the space of all Hermitian matrices. Strictly speaking, one should exclude a single point $g_x = -1$ from this mapping, which, however, has zero measure in the path integral. In contrast, for exponential mapping the integration over $\phi_x$ should be restricted to a certain region within the space of Hermitian matrices in order to avoid multiple covering of $U(N)$ group. In addition, for exponential mapping the
exponentiated Jacobian contains double-trace terms [60], which make the planar perturbation theory technically somewhat more complicated (see Appendix B 2). The Cayley map was also used in the context of lattice QCD in the Landau gauge [61–64] and for studying unitary matrix models [65].

The classical action of the principal chiral model (2) can be rewritten in terms of the fields $\phi_x$ as

\[
S_0 = \lambda^{-1} \sum_{x,y} \Delta_{x,y} \text{Tr}(g^I_x g^I_y)
\]

\[
= 4\lambda^{-1} \sum_{k,l=1}^{\infty} (-i\alpha)^k \alpha^l \sum_{x,y} \Delta_{x,y} \text{Tr}(\phi^k_x \phi^l_y)
\]

\[
= 4\lambda^{-1} \sum_{k,l=1}^{+\infty} (-1)^{k-l} \alpha^k \alpha^{l+1} \sum_{x,y} \Delta_{x,y} \text{Tr}(\phi^k_x \phi^l_y),
\]

where we have introduced the lattice Laplacian operator in $D$-dimensional Euclidean space,

\[
\Delta_{x,y} = 2D\delta_{x,y} - \sum_{\mu=0}^{D-1} \delta_{x,\mu} \delta_{y,\mu} - \sum_{\mu=0}^{D-1} \delta_{x,\mu+y} \delta_{y,\mu},
\]

and used the unitarity of $g_x$ to add the diagonal terms $\text{Tr}(g^I_x g^I_y) = N$ to the action. Here $\mu = 0, 1$ labels the two lattice coordinates, and $\hat{\mu}$ denotes the unit lattice vector in the direction $\mu$. We see now that in order to get the canonical normalization of the kinetic term in the action $S_0 = \frac{1}{2} \sum_{x,y} \phi_x \Delta_{x,y} \phi_y + \cdots$, where $\cdots$ denotes the terms with more than two fields $\phi_x$ we have to set $\alpha^2 = \frac{\lambda}{8}$. We also note that the classical action (5) is invariant under the shifts of the field variable $\phi_x \to \phi_x + c I$, where $I$ is the $N \times N$ identity matrix. This symmetry is a consequence of the scale invariance of the classical action of the principal chiral model.

Rewriting the path integral in the partition function (2) in terms of the new fields $\phi_x$, we also need to include the Jacobian (4). Adding the expansion of the Jacobian (4) in powers of $\lambda$ and $\phi$ to the classical action (5), we obtain the full action for the fields $\phi_x$:

\[
S[\phi] = \frac{1}{2} \sum_{x,y} \left( \Delta_{x,y} + \frac{\lambda}{4} \delta_{x,y} \right) \text{Tr}(\phi_x \phi_y)
\]

\[
+ \sum_{k,l=2}^{+\infty} (-1)^{k-l} \frac{\lambda^k}{k!} \sum_x \text{Tr}(\phi^k_x I)
\]

\[
+ \sum_{k,l=1}^{+\infty} (-1)^{k+l-2} \frac{\lambda^k \lambda^l}{8\alpha^{k+l}} \sum_{x,y} \Delta_{x,y} \text{Tr}(\phi_x \phi_y),
\]

so that the partition function (2) reads

\[
Z = \int d\phi_x \exp(-NS[\phi]).
\]
vertices with \((2v+2)\) legs, and multiply them with the powers \(\xi^v \) of an auxiliary parameter \(\xi\) which should be set to \(\xi = 1\) to obtain the physical result:

\[
S_\xi[\phi_\xi] = \sum_{v=1}^{\infty} \left(-\frac{\lambda}{8}\right)^v \xi^v S^{(2v+2)}_\xi[\phi_\xi],
\]

\[
S^{(2v+2)}_\xi[\phi_\xi] = \frac{m_0^2}{2(v+1)} \sum_x \text{Tr} \phi_{\xi}^{2v+2} + \frac{1}{2} \sum_{j=1}^{2v+1} (-1)^{j-1} \sum_{x,y} \Delta_{xy} \text{Tr}(\phi_{\xi}^{2v+2-j} \phi_{\xi}^j),
\]  

where, in the last equation, we have used our definition \(m_0^2 = \frac{\lambda}{4}\) in order to formally eliminate the coupling \(\lambda\) from interaction vertices \(S^{(2v+2)}_\xi[\phi_\xi]\). This construction is similar to the “shifted action” of [68].

Perturbative expansion of any physical observable \(\langle \mathcal{O}[\phi_\xi]\rangle\) is then organized as a formal power series expansion in the auxiliary parameter \(\xi\) in (11):

\[
\langle \mathcal{O}[\phi_\xi]\rangle = \lim_{\xi \to 1} \lim_{M \to \infty} \sum_{m=0}^{M} \xi^m \left(-\frac{\lambda}{8}\right)^m \mathcal{O}_m(m_0),
\]  

where \(M\) is the maximal order of the expansion. This means that we ignore the relation between the mass \(m_0^2 = \frac{\lambda}{4}\) and the coupling constant \(\lambda\) and treat the terms \(S^{(2v+2)}_\xi[\phi_\xi]\) as bare vertices with \(2v + 2\) legs, counting only those powers \(\lambda^v\) of the t’Hooft coupling constant which come from the vertex pre-factors in (11). The bare mass \(m_0^2\) in the expansion coefficients in (13) is substituted with \(\lambda/4\) at the very end of the calculation.

Let us discuss the general structure of an expansion (13) for the free energy of the two-dimensional principal chiral model (2) in the large-\(N\) limit, in which only connected planar Feynman diagrams with no external legs contribute. Consider such a planar diagram with \(f-l\) independent internal loop momenta \(q_1, \ldots, q_{f-1}\), and with \(l\) bare propagators and \(v\) vertices. The kinematic weight of such a diagram can be written as

\[
W_\xi \sim \int d^2q_1 \ldots d^2q_{f-1} \frac{V_1 \ldots V_v}{(\Delta(Q_1) + m_0^2) \ldots (\Delta(Q_l) + m_0^2)},
\]  

where \(Q_1 \ldots Q_l\) are momenta flowing through each diagram line,

\[
\Delta(Q) = \sum_{\mu=0}^{n-1} 4 \sin^2 \left(\frac{Q_\mu}{2}\right)
\]  

is the lattice Laplacian (6) in momentum space which behaves as \(\Delta(Q) \sim Q^2\) at small momenta and \(V_1 \ldots V_v\) are the weights of the vertices which in general depend on \(q_1, q_{f-1}\). The momenta \(Q_1, Q_l\) are in general not independent and can be expressed as some linear combinations of \(q_1, \ldots, q_{f-1}\). All momenta belong to the Brillouin zone \(Q_\mu \in [-\pi, \pi]\) of the square lattice. Thus, any possible ultraviolet divergences in the integral (14) are regulated by the lattice ultraviolet cutoff \(\Lambda_{UV} \sim 1\), and we only have to care about infrared divergences. Each vertex in (14) contributes either a power of \(m_0^2\) or a square of some combination of momenta \(q_1, q_{f-1}\), coming from the first or the second terms in (12), respectively. If our planar Feynman diagram is considered as a planar graph drawn on the sphere, the number \(f\) is the number of faces of this planar graph. We now take into account the identity \(f - l + v = 2\) for the Euler characteristic of a planar graph.

Applying now the standard dimensional analysis, we see that the above relation between \(f, l\) and \(v\) implies that \(W_\xi\) can only contain the terms proportional to \(\Lambda_{UV}^2, m_0^2, m_0^4/\Lambda_{UV}^2\) and so on, probably times logarithmic terms \(\sim \log (m_0^2)\). In subsection III B, we will explicitly illustrate the importance of these logarithmic terms. No negative powers of \(m_0\) can ever appear.

Remembering now the relation \(m_0^2 = \frac{\lambda}{4}\), and taking into account the powers of coupling associated with vertices, we immediately conclude that the weights of Feynman diagrams in our perturbation theory with the bare mass \(m_0 \sim \lambda\) are proportional to positive powers of \(\lambda\), times possible logarithmic terms \(\log (\lambda)^m, \log (\log (\lambda))^m (m > 0)\) and so on. From (12) we see that the combinatorial pre-factor of vertex with \(2v + 2\) legs grows at most linearly with \(v\). Since the number of planar diagrams which contribute to the expansion (13) at order \(m\) grows at most exponentially with \(m\), and the weight of any diagram is both UV and IR finite, contributions which grow factorially with \(m\) cannot appear in the expansion (13) in \(D = 2\) dimensions.

The numerical results which we present below suggest that (13) is a convergent weak-coupling expansion. At first sight this contradicts the common lore that perturbative expansion cannot capture the nonperturbative physics of the model (2). Let us remember, however, that our expansion is no longer a strict power series in \(\lambda\), which is known to be factorially divergent. Rather, the mass term \(m_0^2 \sim \lambda\) in bare propagators allows for logarithms of coupling in the series, in close analogy with resummation of infrared divergences in hard thermal loop perturbation theory [67]. It is easy to convince oneself that the formal expansion which contains powers of logs of coupling along with the powers of coupling can incorporate the nonperturbative scaling of the dynamical mass gap

\[
m^2 \sim \exp \left(-\frac{1}{\beta_0 \lambda}\right),
\]  
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where $\beta_0$ is the first coefficient in the perturbative $\beta$-function. Indeed, we can rewrite the function (16) as a convergent expansion in powers of $z = \log(\lambda)$:

$$
\exp\left(-\frac{1}{\beta_0 \lambda}\right) = \exp(-\beta_0^{-1} e^{-z})
= \sum_{k=0}^{+\infty} \frac{(-\beta_0)^{-k}}{k!} e^{-kz}
= \sum_{l=0}^{+\infty} \frac{(-z)^l}{l!} \sum_{k=0}^{+\infty} \frac{\beta_0^{-k} k!}{k!}.
$$

(17)

In what follows, we apply this resummation prescription to construct the infrared-finite weak-coupling expansion for several models: exactly solvable large-$N$ $O(N)$ sigma model in $D = 1, 2, 3$ dimensions, exactly solvable large-$N$ principal chiral model on one-dimensional lattices with $L_0 = 2, 3, 4$ lattice sites, and, most importantly, the principal chiral model in $D = 2$ dimensions at zero and finite temperature.

### III. EXACTLY SOLVABLE EXAMPLES AND COUNTEREXAMPLES

#### A. Large-$N$ $O(N)$ sigma model

**in $D = 1, 2, 3$ dimensions**

Large-$N$ $O(N)$ sigma model provides one of the simplest examples of a nonperturbative quantum field theory which can be exactly solved by using saddle point approximation. In $D = 2$ dimensions, this model has dynamically generated nonperturbative mass gap, similarly to the more complicated principal chiral models and non-Abelian gauge theories. On the other hand, for this model one can also explicitly construct the formal weak-coupling perturbative expansion, which is dominated by the “cactus”-type diagrams, schematically shown in Fig. 1. These properties make this model an ideal testing ground for the infrared-finite weak-coupling expansion described in Sec. II.

The partition function of the $O(N)$ sigma model is given by the path integral over $N$-component unit vectors $n_{ax}$, $a = 0 \ldots N - 1$ attached to the sites of $D$-dimensional square lattice, which we label by $x$:

$$
Z = \int Dn_x \exp\left(-\frac{N}{2\lambda} \sum_{x,y,d} \Delta_{xy} n_{ax} n_{ay}\right),
$$

(18)

FIG. 1. Feynman diagrams which contribute to the two-point correlator in the large-$N$ limit of the $O(N)$ sigma model.

where $\Delta_{x,y}$ is again the lattice Laplacian (6). The well-known saddle-point solution shows that the two-point correlation function $G_{xy} = \langle n_{ax} n_{ay} \rangle$ is proportional to the propagator of a free massive scalar field, with the mass $m$ being the solution of the gap equation:

$$
\lambda I_0(m) = 1, \quad I_0(m) \equiv \int \frac{d^D p}{(2\pi)^D} \frac{1}{\Delta(p) + m^2}.
$$

(19)

In $D = 1, 2, 3$ dimensions, the function $I_0(m)$ is

$$
I_0(m) = \begin{cases} 
\frac{1}{2m} (1 + \frac{m^2}{4})^{-1/2}, & D = 1; \\
-\frac{1}{4\pi} \log(\frac{m^2}{32})(1 + O(m^2)), & D = 2; \\
A + Bm + \cdots, & D = 3,
\end{cases}
$$

(20)

where in the last line $A = 0.252731$ and $B = -0.0795775$. If the mass gap $m$ is small enough, the corresponding solutions for $m$ read

$$
m^2(\lambda) = \begin{cases} 
\sqrt{\lambda^2 + 4} - 2, & D = 1; \\
32 \exp(-\frac{\lambda}{4\pi^2}), & D = 2; \\
\lambda |B^{-1}|(\lambda - 1/\lambda), & D = 3.
\end{cases}
$$

(21)

The goal of this section is to construct the infrared-finite weak-coupling expansion following the prescription of Sec. II. In order to parametrize the fluctuations of the $n_{ax}$ field around the classical vacuum with $n_{ax} = 1$, we use the stereographic projection from the unit sphere in $N$-dimensions to $N - 1$-dimensional real space of fields $\phi_{ix}$, $i = 1, \ldots, N - 1$, which is the analogue of the Cayley map (3):

$$
n_{ax} = \frac{1 - \frac{\lambda}{4} \phi_{ix}^2}{1 + \frac{\lambda}{4} \phi_{ix}^2}, \quad n_{ix} = \frac{\sqrt{\lambda} \phi_{ix}}{1 + \frac{\lambda}{4} \phi_{ix}^2}.
$$

(22)

where $\phi_{ix}^2 = \sum_{i} \phi_{ix}^2$. This is a unique map between the unit sphere embedded in $N$-dimensional space and the $N - 1$-dimensional real space, in which only a single point with $n_{ax} = -1, n_{ix} = 0$ is excluded. The integration measure on the unit sphere can be written in terms of the stereographic coordinates $\phi_{ix}$ as [60] (see also Appendix B 3):

$$
Dn_x = D\phi_x \left(1 + \frac{\lambda}{4} \phi_x^2\right)^{-N}.
$$

(23)

Following the construction of Sec. II, we now include this Jacobian in the action for the fields $\phi_{ix}$, which reads:
where \( \phi_x \cdot \phi_y \equiv \sum_i \phi_{ix} \cdot \phi_{iy} \). We have also taken into account that the terms of the form \( \sum_{x,y} \Delta_{xy}(\phi_x^2)^k(\phi_y^2)^l \) vanish at large \( N \) due to factorization property \( \langle \phi_x \cdot \phi_y \rangle \langle \phi_x \cdot \phi_y \rangle = \langle \phi_x \cdot \phi_y \rangle \langle \phi_x \cdot \phi_y \rangle \) and translational invariance. In full analogy with the derivation of the action (7) in Sec. II, the Jacobian of the Schwinger-Dyson equations involves both powers of \( \lambda \) and \( \log \lambda \). The form of Eq. (25) suggests that the solution has the form of the free scalar field propagator with the mass \( m \), times some wave function renormalization factor \( z \):

\[
G(p) = \frac{1}{\Delta(p) + m^2}.
\]

Substituting this ansatz in (25), we obtain the following equations for \( m \) and \( z \):

\[
m^2 = m_0^2 + \lambda \xi \sigma_1(m_0) + \lambda^2 \xi^2 \sigma_2(m_0) + \cdots,
\]

\[
z = 1 + \frac{\lambda \xi}{4} z^2 I_0(m),
\]

where we have again introduced the auxiliary parameter \( \xi \), to be set to \( \xi = 1 \), in order to define the formal power counting scheme. Substituting \( \xi = 1 \) and \( m_0^2 = \lambda / 2 \), we immediately arrive at the exact solutions (21) for the mass \( m \). For \( z \) the exact solution is simply \( z = 2 \).

On the other hand, we can use the Eq. (28) for an iterative calculation of the coefficients of the formal weak-coupling expansion

\[
m^2 = m_0^2 + \lambda \xi \sigma_1(m_0) + \lambda^2 \xi^2 \sigma_2(m_0) + \cdots,
\]

\[
z = 1 + \frac{\lambda \xi}{4} z^2 I_0(m) + \cdots,
\]

which is also the formal power series in the auxiliary parameter \( \xi \) in (28). In practice, we continue the iterations up to some finite order \( M \), and calculate \( m^2 \) and \( z \) by summing up all the terms in the series (29) with powers of \( \xi \) less than or equal to \( M \). After such a truncation of series, we substitute \( \xi = 1 \) and \( m_0 \to \lambda / 2 \).

In \( D = 1 \) dimensions, our prescriptions yields the series with summands of the form \( \lambda^k (8 + \lambda)^{-M-2} \) and \( \lambda^{k+1/2} (8 + \lambda)^{-M-3/2} \), \( k = 1, 2, \ldots \), times some integer-valued coefficients which depend on \( M \). The expansion, thus, behaves regularly in the limit \( \lambda \to 0 \), where the mass goes to zero linearly in \( \lambda \).

In \( D = 2 \) dimensions, we get the expansion which involves both powers of \( \lambda \) and \( \log(\lambda) \) (see also [60]):

\[
m^2(\lambda, M) = \sum_{l=0}^{M} \left( -\log \left( \frac{\lambda}{64} \right) \right)^l \sum_{k=\min(l+2,M)} \sigma_{l,k} \lambda^k,
\]

and similarly for \( z(\lambda, M) \). As discussed above, the expansion involving the logs of \( \lambda \) can reproduce the nonperturbative scaling (21) of the mass gap in \( D = 2 \). Finally, in \( D = 3 \) dimensions we obtain the expansion in positive powers of \( \sqrt{\lambda} \).

In Fig. 2, we compare the convergence of the expansions in \( D = 1, 2, 3 \) dimensions, plotting the relative error

\[
ed(m(\lambda, M), m(\lambda)) = \frac{m(\lambda, M) - m(\lambda)}{m(\lambda)}
\]

of the truncated series (29) with respect to the exact result \( m(\lambda) \) given by (21). The values of the coupling \( \lambda \) are fixed in such a way that the exact nonperturbative mass gap is equal to \( m = 0.4 \) for all dimensions \( D = 1, 2, 3 \). The series (29) exhibit the fastest convergence at \( D = 1 \). At \( D = 2 \), the convergence is not monotonic, and also slower than in \( D = 1 \). In \( D = 3 \) the convergence is slowest, and from the convergence plot in Fig. 2 it is difficult to say whether the series converge or not, even with up to 500 terms in the expansion. These results suggest that for the large-\( N \) \( O(N) \) sigma model \( D = 2 \) seems to be the critical dimension separating the convergent and nonconvergent expansions.

B. Nonperturbative mass gap in the two-dimensional \( O(N) \) sigma model

We now turn to the physically most interesting example of the two-dimensional \( O(N) \) sigma model in the large-\( N \).
limit, where the mass gap (21) exhibits nonperturbative scaling \( m^2 \sim \exp(-\frac{1}{\beta_\lambda}) \) similar to the one found also in two-dimensional principal chiral model and in non-Abelian gauge theories. In Fig. 3, we illustrate the convergence of the series (30) for the mass \( m \) and the renormalization factor \( z \) to the exact results (21) and \( z = 2 \) for different values of the coupling constant \( \lambda \). To make the convergence at large truncation orders \( M \) more obvious, in Fig. 4 we also show the relative error (31) of the truncated series (30) as a function of \( M \) in logarithmic scale for several values of \( \lambda \).

An interesting feature of the dependence of \( m(\lambda, M) \) on \( M \) is that it is not monotonous, but rather has several extrema with respect to \( M \). We denote the smallest value of \( M \) at which the dependence of \( m(\lambda; M) \) on \( M \) has a minimum as \( M^*_1 \), the position of the next maximum of this dependence—as \( M^*_2 \), and so on. These positions depend on \( \lambda \) and shift towards larger \( M \) at smaller \( \lambda \). We can think of the extrema positions \( M^*_1, M^*_2, \ldots \) as of some characteristic scales which determine the convergence rate of the truncated series. In particular, at \( M > M^*_1 \) the convergence to the exact value is rather fast. Remarkably, we have found that \( M^*_1 \) as a function of \( \lambda \) with good precision appears to be proportional to the square of correlation length (in lattice units):

\[
M^*_1 \sim l^2 \sim m^{-2} \sim \exp\left(\frac{4\pi}{\lambda}\right). \tag{32}
\]

For illustration, in Fig. 5 we plot \( \log(M^*_1(\lambda)) \) versus \( 1/\lambda \), together with the linear fits of the form \( \log(M^*(\lambda)) = \text{const} - \beta/\lambda \). For \( M^*_1 \) the best fit yields the coefficient \( \beta = 12.49 \) which is very close to \( 4\pi = 12.57 \). For \( M^*_2 \) we get the best fit value \( \beta = 9.33 \), which is close to \( 3\pi = 9.42 \) and suggests the scaling \( M^*_2 \sim l^2/2 \sim m^{-3/2} \). This might imply that at sufficiently small \( \lambda \) the two extrema might merge. However, for \( M^*_2 \), we have fewer data points, and those exhibit some tendency for faster growth at larger values of \( 1/\lambda \), thus, the scaling exponent for \( M^*_2 \) might be different at asymptotically small \( \lambda \).

The data presented in Figs. 4 and 5 provide a clear numerical evidence that the infrared-finite weak-coupling expansion (30) indeed incorporates the nonperturbative scaling of \( 1/\lambda \) similar to the one found also in two-dimensional principal chiral model and in non-Abelian gauge theories. In Fig. 3, we illustrate the convergence of the series (30) for the mass \( m \) and the renormalization factor \( z \) to the exact results (21) and \( z = 2 \) for different values of the coupling constant \( \lambda \). To make the convergence at large truncation orders \( M \) more obvious, in Fig. 4 we also show the relative error (31) of the truncated series (30) as a function of \( M \) in logarithmic scale for several values of \( \lambda \).

An interesting feature of the dependence of \( m(\lambda, M) \) on \( M \) is that it is not monotonous, but rather has several extrema with respect to \( M \). We denote the smallest value of \( M \) at which the dependence of \( m(\lambda; M) \) on \( M \) has a minimum as \( M^*_1 \), the position of the next maximum of this dependence—as \( M^*_2 \), and so on. These positions depend on \( \lambda \) and shift towards larger \( M \) at smaller \( \lambda \). We can think of the extrema positions \( M^*_1, M^*_2, \ldots \) as of some characteristic scales which determine the convergence rate of the truncated series. In particular, at \( M > M^*_1 \) the convergence to the exact value is rather fast. Remarkably, we have found that \( M^*_1 \) as a function of \( \lambda \) with good precision appears to be proportional to the square of correlation length (in lattice units):

\[
M^*_1 \sim l^2 \sim m^{-2} \sim \exp\left(\frac{4\pi}{\lambda}\right). \tag{32}
\]

For illustration, in Fig. 5 we plot \( \log(M^*_1(\lambda)) \) versus \( 1/\lambda \), together with the linear fits of the form \( \log(M^*(\lambda)) = \text{const} - \beta/\lambda \). For \( M^*_1 \) the best fit yields the coefficient \( \beta = 12.49 \) which is very close to \( 4\pi = 12.57 \). For \( M^*_2 \) we get the best fit value \( \beta = 9.33 \), which is close to \( 3\pi = 9.42 \) and suggests the scaling \( M^*_2 \sim l^2/2 \sim m^{-3/2} \). This might imply that at sufficiently small \( \lambda \) the two extrema might merge. However, for \( M^*_2 \), we have fewer data points, and those exhibit some tendency for faster growth at larger values of \( 1/\lambda \), thus, the scaling exponent for \( M^*_2 \) might be different at asymptotically small \( \lambda \).

The data presented in Figs. 4 and 5 provide a clear numerical evidence that the infrared-finite weak-coupling expansion (30) indeed incorporates the nonperturbative scaling of \( 1/\lambda \) similar to the one found also in two-dimensional principal chiral model and in non-Abelian gauge theories. In Fig. 3, we illustrate the convergence of the series (30) for the mass \( m \) and the renormalization factor \( z \) to the exact results (21) and \( z = 2 \) for different values of the coupling constant \( \lambda \). To make the convergence at large truncation orders \( M \) more obvious, in Fig. 4 we also show the relative error (31) of the truncated series (30) as a function of \( M \) in logarithmic scale for several values of \( \lambda \).

An interesting feature of the dependence of \( m(\lambda, M) \) on \( M \) is that it is not monotonous, but rather has several extrema with respect to \( M \). We denote the smallest value of \( M \) at which the dependence of \( m(\lambda; M) \) on \( M \) has a minimum as \( M^*_1 \), the position of the next maximum of this dependence—as \( M^*_2 \), and so on. These positions depend on \( \lambda \) and shift towards larger \( M \) at smaller \( \lambda \). We can think of the extrema positions \( M^*_1, M^*_2, \ldots \) as of some characteristic scales which determine the convergence rate of the truncated series. In particular, at \( M > M^*_1 \) the convergence to the exact value is rather fast. Remarkably, we have found that \( M^*_1 \) as a function of \( \lambda \) with good precision appears to be proportional to the square of correlation length (in lattice units):

\[
M^*_1 \sim l^2 \sim m^{-2} \sim \exp\left(\frac{4\pi}{\lambda}\right). \tag{32}
\]
the simplest formal expansion (17) of the exact answer (21) in powers of logs. We have explicitly checked that for this case the positions of the extrema of \( m \) with respect to \( M \) are independent of \( \lambda \). In this respect, our infrared-finite weak-coupling expansion (29) seems to be closer to the notion of trans-series.

Let us stress, however, that the series (30) are not trans-series yet, despite formal similarity with (1). In a mathematically strict sense, resurgent trans-series (1) should give a “minimal” representation of a function with optimal convergence. For the large-\( N \) \( O(N) \) sigma model, this optimal trans-series representation for the dynamically generated mass is given by a single term model, this optimal trans-series representation for the large-\( N \) \( O(N) \) sigma model, this optimal trans-series representation for the dynamical mass is given by a single term model. Thus, the true trans-series for this model consist of only one term, which is enough for convergence! The expansion (30) also converges to the exact result (21), but at a non-optimal rate.\(^2\)

\[ \langle \frac{1}{N} \text{Tr}(\hat{g}_1^\dagger \hat{g}_0) \rangle = 1 - \frac{2}{8}, \quad (L_0 = 2, \lambda_c = 4) \]  
\[ \langle \frac{1}{N} \text{Tr}(\hat{g}_1^\dagger \hat{g}_0) \rangle = \frac{1}{\lambda} + \frac{1}{8} - \frac{1}{\lambda} \left( \frac{1 - \lambda}{3} \right), \quad (L_0 = 3, \lambda_c = 3). \]

For \( L_0 = 4 \), the weak-coupling solution is only available in the implicit form:

\[ \langle \frac{1}{N} \text{Tr}(\hat{g}_1^\dagger \hat{g}_0) \rangle = \frac{2}{\lambda} - \frac{2}{8} - \frac{2}{\lambda} \delta^2, \quad \left( \lambda_c = \frac{8}{\pi} \right), \]

where \( \delta \) is the solution of the equation \( \frac{1}{\pi^2} (E(1 - \delta^2) - \delta^2 F(1 - \delta^2)) = 1 \) and \( E \) and \( F \) are the complete elliptic integrals of second and first type, respectively.

These analytic expressions offer the possibility to check the convergence of the infrared-finite weak-coupling expansion of Sec. II for small lattice sizes. Of course, for finite lattices the dimensional analysis following Eq. (14) would not work, and loop integrals will only produce some rational functions of \( \lambda \) instead of logs. Nevertheless it is interesting to check whether these rational functions provide a good approximation to the exact results (33), (35) and (35). To this end, we have performed exact calculations of the coefficients of the weak-coupling expansion (13), generating them recursively up to some maximal order \( M \) from the Schwinger-Dyson equations (50), to be presented in subsection IV A. Such an exact calculation is possible for \( L_0 = 2 \) up to \( M = 16 \) and for \( L_0 = 4 \) up to \( M = 8 \). Explicit expression for the mean link \( \langle \frac{1}{N} \text{Tr}(\hat{g}_1^\dagger \hat{g}_0) \rangle \) in terms of the correlators of \( \phi_z \) matrices.

\(^2\)We thank Ovidiu Costin for pointing out these properties of trans-series to us at the “Resurgence 2016” workshop in Lisbon.
and the prescription for truncating the expansion at some finite order \(M\) are given in subsection \(\text{VA}\).

In Fig. 6, we illustrate the relative error of the truncated weak-coupling expansion (13) for the mean link \(\langle \frac{1}{N} \text{Tr}(g_1^3 g_0) \rangle_M \) as a function of inverse truncation order \(1/M\) for \(L_0 = 2, 3, 4\), fixing \(\lambda/\lambda_c = 0.5\) and \(\lambda/\lambda_c = 0.8\). The relative error is defined in full analogy with (31). At the first sight, the convergence seems to be rather fast; however, a detailed inspection of numerical results reveals a tiny discrepancy of order of 0.1% which cannot be ascribed to numerical round-off errors, and which seems to stabilize at some finite value as \(M\) is increased (at least for \(L_0 = 2\)). An analytic calculation of the few first orders revealed that the weak-coupling expansion (13) correctly reproduces only the three leading coefficients of the standard perturbative expansion in powers of \(\lambda\), which is convergent for finite \(L_0\).

It seems, thus, that for finite-size one-dimensional lattices we observe the misleading convergence of the resummed perturbative expansion to some unphysical branch of the solutions of Schwinger-Dyson equations. This phenomenon might happen even in zero-dimensional models [68] and was first noticed in Bold DiagMC simulations of interacting fermions [70]. Remembering the fact that for the large-\(N\) \(O(N)\) sigma model in the infinite space the expansion (13) converged with much higher precision than the discrepancy which we observe here for finite-size chiral chains (compare Figs. 6 and 4), we conclude that infinite lattice size and the presence of \(\log(\lambda)\) terms seem to be crucial for the convergence to the correct physical result. An important extension of our analysis, which we relegate for future work, would be to extend the sufficient conditions of [68] for the convergence to the physical result to the weak-coupling expansion (13).

FIG. 6. Relative error of the weak-coupling expansion (13) for the mean link \(\langle \frac{1}{N} \text{Tr}(g_1^3 g_0) \rangle_M \) of the principal chiral model (2) on the one-dimensional lattices with \(L_0 = 2, 3, 4\) sites, as a function of truncation order \(M\) for fixed \(\lambda/\lambda_c = 0.5\) and \(\lambda/\lambda_c = 0.8\).
Eqs. (39) and (40) can be omitted, since they are suppressed by a factor $1/N^2$ and all multitrace correlators (36) are of order $N^0$. Since in this limit the correlators (36) with odd numbers of $\phi_x$ fields within some of the traces, such as $\langle [x_1, x_2] \rangle = \langle \frac{1}{N} \text{Tr}(\phi_x) \rangle$, are suppressed as $1/N^2$, we can also limit the equations to the space of multitrace correlator which contain an even number of $\phi$ fields within each trace. Furthermore, in the ’t Hooft large-$N$ limit the Eqs. (38), (39) and (40) without the $1/N^2$-suppressed terms admit the large-$N$ factorized solution,
terms of disconnected correlators of the form (36). This linear form is very convenient for the construction of DiagMC algorithms, which we consider in the next subsection.

To proceed towards the DiagMC algorithm, we go to the momentum space, and define the momentum-space field operators and correlators as

\[ \phi_p = \frac{1}{V} \sum_x e^{i p x} \phi_x, \quad \phi_x = \sum_p e^{-i p x} \phi_p. \]  

(44)

Note that we have assumed the finite lattice volume \( V \), which will be convenient for further analysis. In particular, this allows us to interpret all the delta-functions with momentum-valued arguments as Kronecker deltas on the discrete set of lattice momenta. For brevity, we will denote \( \delta(p) \equiv \delta_{p,0} \). We will see in what follows that the algorithm performance is practically volume-independent, thus, one can make a smooth transition from discrete to continuous momenta if necessary.

It is also convenient to introduce the momentum-space vertex functions

\[ V(q_1, \ldots, q_{2v+1}) = m_0^2 + \sum_{j=1}^{2v+1} (-1)^{j-1} \sum_{m=0}^{2v+1-j} \Delta(q_{m+1} + \cdots + q_{m+1}), \]  

(45)

so that the Fourier transform of the derivative (41) of the interacting part of the action can be compactly represented as

\[ \frac{\partial S^{(2v+2)}_I[\phi]}{\partial \phi_p} = \frac{1}{V} \sum_x e^{ipx} \frac{\partial S^{(2v+2)}_I[\phi]}{\partial \phi_x} \]

\[ = \sum_{q_1, \ldots, q_{2v+1}} \delta(p - q_1 - \cdots - q_{2v+1}) \times V(q_1, \ldots, q_{2v+1}) \phi_{q_1} \cdots \phi_{q_{2v+1}}. \]  

(46)

An important property of the vertex functions (45) is that they are positive for all values of \( q_1, \ldots, q_{2v+1} \). While we don’t have an explicit proof of this statement, in our Monte Carlo simulations with over \( 10^{14} \) Metropolis updates in total we have explicitly checked that the values of vertex function were always positive. Furthermore, in Appendix A, we demonstrate that if all the momenta in (45) are small and the lattice Laplacian can be approximated as \( \Delta(p) = p^2 \), the vertex functions take the simple form

\[ V(q_1, \ldots, q_{2v+1}) = m_0^2 + (q_1 + q_3 + \cdots + q_{2v+1})^2, \]  

(47)

which manifestly demonstrates their positivity.

Furthermore, in order to define the power counting scheme to be used in our DiagMC simulations, we expand the momentum-space correlators of \( \phi \) fields in formal power series in our auxiliary parameter \( \xi \):

\[ \left( \frac{1}{N} \text{Tr}(\phi_{p_1} \cdots \phi_{p_n}) \right) = \sum_{m=0}^{\infty} \xi^m \left( \frac{-\lambda}{8} \right)^m \langle [p_1, \ldots, p_{n_1}] \cdots [p_1, \ldots, p_{n_r}] \rangle_m. \]  

(48)

In terms of the correlators (48) of the momentum-space fields \( \phi_p \), the large-\( N \) limit of the Schwinger-Dyson equations (38), (39), and (40) read
\begin{equation}
\delta(p^2_1 + p^2_2) G_0(p_1^0) \langle [p_2^1, p_3^1, \ldots, p_{n_1-1}^1] [p_{n_1}^1, \ldots, p_{n_2}^1] [p_{n_1}^1, \ldots, p_{n_2}^2] \ldots [p_{n_1}^1, \ldots, p_{n_2}^m] \rangle_m \tag{49f}
\end{equation}

\begin{equation}
\sum_{A=4}^{n_2-2} \delta(p^2_1 + p^2_A) G_0(p_1^0) \langle [p_2^1, p_3^1, \ldots, p_{A-1}^1] [p_{A+1}^1, \ldots, p_{n_1}^1] [p_{n_1}^1, \ldots, p_{n_2}^2] \ldots [p_{n_1}^1, \ldots, p_{n_2}^m] \rangle_m \tag{49g}
\end{equation}

\begin{equation}
-G_0(p_1^0) \sum_{n=1}^{m} \sum_{q_1, \ldots, q_{m+1}} \delta(p^2_1 - q_1 - \cdots - p_{2n+1}) V(q_1, \ldots, q_{2n+1})
\times \langle [q_1, \ldots, q_{2n+1}, p_2^1, p_3^1, \ldots, p_{n_1}^1] [p_{n_1}^1, \ldots, p_{n_2}^2] \ldots [p_{n_1}^1, \ldots, p_{n_2}^m] \rangle_{m-n} \tag{49h}
\end{equation}

We have also introduced the bare propagator in the momentum space
\begin{equation}
G_0(p) = \frac{1}{\Delta(p) + m_0^2}, \quad m_0^2 = \frac{\lambda}{4}. \tag{50}
\end{equation}

It is easy to convince oneself that recursive solution of the Schwinger-Dyson equations (49) generates the conventional weak-coupling expansion, with the auxiliary parameter \( \xi \) formally serving as a coupling. For example, to find the order \( m = 2 \) contribution to the two-point correlator \( \langle [p_1, p_2] \rangle_1 \), we use the first equation in (49) to express it in terms of four-point correlator of order \( m = 1 \) and the six-point correlator of order \( m = 0 \). The four-point correlator at order \( m = 1 \) can be related to two-point correlator at order \( m = 1 \) and the six-point correlator at \( m = 0 \) using the last equation in (49). Finally, the two-point correlator at order \( m = 1 \) is again related to four-point correlator at \( m = 0 \) by virtue of the first equation in (49). This chain of relations is schematically illustrated in Fig. 7.

It is instructive to explicitly calculate the first perturbative correction to the two-point correlator, which can be readily found from the Schwinger-Dyson equations (49) for the two-point correlator:
\begin{equation}
\langle [p_1, p_2] \rangle_1 = G_0^2(p_1) \frac{\delta(p_1^2 + p_2^2)}{V} \Sigma_1(p_1), \tag{51}
\end{equation}

where
\begin{equation}
\Sigma_1(p) = -\frac{1}{V} \sum_q (V(q, -q, p) + V(p, q, -q)) G_0(q)
= -\frac{2}{V} \sum_q G_0(q) \left( \frac{\lambda}{4} + 2\Delta(p) + 2\Delta(q) - \Delta(p - q) \right). \tag{52}
\end{equation}

In particular, \( \Sigma_1(p = 0) = -2 \). If we interpret this quantity as the first-order correction to the self-energy, then at zero momentum this correction, being multiplied by \( -\lambda/8 \) and \( \xi = 1 \), exactly cancels the bare mass term \( \lambda/4 \). Of course, this cancellation requires resummation of the infinite chain of bubble diagrams, and at any finite order of the expansion all diagram weights are still infrared-finite.

\section*{B. Metropolis algorithm for stochastic solution of linear equations}

As discussed in the previous subsection, Schwinger-Dyson equations in terms of disconnected field correlators always form an infinite system of linear equations, which can be written in the following general form
\begin{equation}
\phi(X) = b(X) + \sum_Y A(X|Y) \phi(Y), \tag{53}
\end{equation}

where \( A(X|Y) \) is some theory-dependent linear operator, \( b(X) \) represents the “source” terms in the Schwinger-Dyson equations (typically, the contact delta function term in the lowest-order equation, like in (38) and (49), and \( X \) and \( Y \) are generalized indices incorporating all arguments of field correlators which enter the Schwinger-Dyson equations. For the Schwinger-Dyson equations (49)
discussed in the previous subsection, \(X\) and \(Y\) are sequences of momenta \(\{p_1^\prime, \ldots, p_n^\prime\}, \ldots, \{p_1^\prime, \ldots, p_n^\prime\}\) which parametrize the multitrace correlators (48) with an additional \(1\)-point-counting integer variable \(m\). Note that the set of \(X\) indices is in most cases infinite, which excludes the application of standard numerical linear algebra methods to the equation (53) (see, however, [76] for an attempt in this direction). Bringing the Schwinger-Dyson equations into the form (53) can be subtle for field theories for which the free (quadratic) part of the action has flat directions or vanishes, but these subtleties are not relevant for the present work.

The solution \(\phi(X)\) of (53) can be written as a formal geometric series in \(A\):

\[
\phi(X) = \sum_{n=0}^{\infty} \sum_{X_n} \delta(X, X_n) A(X_n|X_{n-1}) \cdots A(X_1|X_0) b(X_0).
\]

(54)

If the diagrammatic expansion which is obtained by iterating Schwinger-Dyson equations is truncated at some finite order, there is only a finite number of terms in these series, which correspond to a finite number of diagrams contributing at a given expansion order.

The key idea of the DiagMC algorithm which we devise in this work is to evaluate the series (54) by stochastically sampling the sequences of generalized indices \(S = \{X_n, \ldots, X_0\}\) with arbitrary \(n\) in (54) with probability

\[
w(S) = \frac{|A(X_n|X_{n-1})| \cdots |A(X_1|X_0)||b(X_0)|}{\mathcal{N}_w},
\]

(55)

where \(\mathcal{N}_w\) is the appropriate normalization factor.

The solution \(\phi(X)\) to the system (53) can be found by histogramming the last generalized index \(X_n\) in the sequence \(\{X_n, \ldots, X_0\}\), where each occurrence of \(X_n\) is weighted with the sign \(\sigma(X_n, \ldots, X_0) = \text{sign}(A(X_n|X_{n-1}) \cdots \text{sign}(A(X_1|X_0))\text{sign}(b(X_0)))\). This sign reweighting puts certain limitations on the use of the method, since we are effectively sampling the series in which the linear operator \(A(X|Y)\) is replaced by \(|A(X|Y)|\) and which typically have a smaller radius of convergence. In the worst case, the expectation value of the reweighting sign \(\sigma(X_n, \ldots, X_0)\) can decrease exponentially or faster with \(n\), thus, limiting the maximal expansion order which can be sampled by the algorithm.

Let us also note that since for Schwinger-Dyson equations the generalized indices \(X\) take infinitely many values, in practice histogramming of all possible values of \(X\) is not possible, but also not necessary. For example, if one is interested only in the momentum-space two-point correlator \(\langle \frac{1}{N} \text{Tr} \phi_{p_1} \phi_{p_2} \rangle\) which corresponds to \(X\) of the form \(X = \{\{p_1, p_2\}\}\), one can histogram only the momenta \(p_1\) and \(p_2\) whenever \(X\) contains only two of them. Thus, no field correlators should be explicitly saved in computer memory, and the memory required by the algorithm does not directly scale with system volume (however, it does scale with the maximal expansion order, which might be correlated with the volume via required statistical error).

In order to simplify the notation in what follows, let us also define the quantities

\[
\mathcal{N}(Y) = \sum_{X} |A(X|Y)|, \quad \mathcal{N}_b = \sum_{X} |b(X)|.
\]

(56)

In this work, we propose to sample the sequences \(S\) with probability (55) by using the Metropolis-Hastings algorithm with the following updates:

**Algorithm IV. B. 1**

**Add index:** With probability \(p_+\) a new generalized index \(X_{n+1}\) is added to the sequence \(\{X_n, \ldots, X_0\}\), where the probability distribution of \(X_{n+1}\) is \(\pi(X_{n+1}|X_n) = |A(X_{n+1}|X_n)|/\mathcal{N}(X_n)\).

The sign variable \(\sigma\) is multiplied by \(\text{sign}(A(X_{n+1}|X_n))\).

**Remove index:** If the sequence contains more than one generalized index, with probability \(1 - p_+\), the last generalized index \(X_n\) is removed from the sequence, which, thus, changes from \(\{X_n, X_{n-1}, \ldots, X_0\}\) to \(\{X_{n-1}, \ldots, X_0\}\). The sign variable \(\sigma\) is multiplied by \(\text{sign}(A(X_n|X_{n-1}))\).

**Restart:** If the sequence contains only one generalized index \(X_0\), it is replaced by \(X_0^\prime\) with probability \(1 - p_\). The probability distribution of \(X_0^\prime\) is \(\pi(X_0^\prime) = |b(X_0^\prime)|/\mathcal{N}_b\). The sign variable \(\sigma\) is set to \(\text{sign}(b(X_0^\prime))\).

These updates should be accepted or rejected with the probability [77]

\[
\alpha(S \rightarrow S') = \min\left(1, \frac{w(S')\pi(S' \rightarrow S)}{w(S)\pi(S \rightarrow S')}\right).
\]

(57)

Explicit calculation yields the following acceptance probabilities for the three updates introduced above:

\[
\alpha_{\text{add}} = \min(1, \frac{\mathcal{N}(X_n)(1 - p_+)}{p_+}),
\]

\[
\alpha_{\text{remove}} = \min(1, \frac{p_+}{\mathcal{N}(X_{n-1})(1 - p_+)})
\]

\[
\alpha_{\text{restart}} = 1.
\]

(58)

After some algebraic manipulations the overall average acceptance rate can be expressed as

\[
\langle \alpha \rangle = \langle 1 - p_+ \rangle \frac{\mathcal{N}_b}{\mathcal{N}_w} + 2\langle \min(p_+, (1 - p_+))\rangle \mathcal{N}(X_n),
\]

(59)

where in the last line the expectation value is taken with respect to the stationary probability distribution of \(X_n\).
For the optimal performance of the algorithm it is desirable to choose \( p_+ \) (which is the only free parameter in our algorithm) in such a way that the acceptance rate is maximally close to unity. To this end, we first perform Metropolis updates with some initial value of \( p_+ \), estimate the expectation values \( \langle \min(p', 1 - p'), N(X_n) \rangle \) in (59) for several trial values \( p' \), and then select the value for which the acceptance is maximal. This process is repeated several times until the values of the average acceptance and \( p_+ \) stabilize.

Sometimes the transformations \( X_n \rightarrow X_{n+1} \) can be joined into groups of very similar transformations. For example, if we have to generate a random loop momentum when sampling the Feynman diagrams in momentum space, the notation of algorithm IV.B.1 generating every single possible momentum would be a separate transformation, but it is more convenient to describe them as a single group of transformations. Denoting possible outcomes of such transformations as \( X_{n+1} \in T(X_n) \), where \( T(X_n) \) labels the group of transformations, we can express the probability distribution of the new element \( X_{n+1} \) in the “Add index” update in (IV.B.1) as the product of the conditional probability \( \pi(X_{n+1}|T(X_n)) \) to generate the new element \( X_{n+1} \) by one of the transformations in \( T(X_n) \), times the overall probability \( \pi(T|X_n) \) to perform any transformation from \( T \):

\[
\pi(X_{n+1}|X_n) = \pi(X_{n+1}|T(X_n)) \pi(T|X_n),
\]

\[
\pi(X_{n+1}|T(X_n)) = A(X_{n+1}|X_n)/N_T(X_n),
\]

\[
N_T(X_n) = \sum_{X_{n+1} \in T} A(X_{n+1}|X_n),
\]

\[
\pi(T|X_n) = N_T(X_n)/N(X_n),
\]

\[
N(X_n) = \sum_T N_T(X_n).
\]

(60)

Such grouping of transformations will be very convenient for a compact description of our DiagMC algorithm in what follows. Sometimes we will also omit the arguments of \( N_T(X_n) \) and \( T(X_n) \) for the sake of brevity.

Finally, let us calculate the normalization factor \( N_w \), relating the (sign weighted) histogram of the last generalized index \( X_n \) in the sequences \( S = \{X_m|X_0\} \) and the solution \( \phi(X) \) of the linear equations (53). Combining (55) and (53), we obtain a linear equation for \( N_w \):

\[
N_w = \sum_X w(X)
\]

\[
= \sum_{X,Y} |A(X|Y)| w(Y) + \sum_X |b(X)|
\]

\[
= \sum_Y N(Y) w(Y) + b_Y,
\]

where \( w(X) \) is the probability distribution of the last element \( X_n \) in the sequences \( S \), with any sign \( \sigma \). The solution of this equation can be written as

\[
N_w = \frac{N_b}{1 - \langle N(X_n) \rangle},
\]

(62)

where again the expectation value is taken with respect to the stationary probability distribution of the Metropolis algorithm IV.B.1.

The general implementation of the Metropolis algorithm IV.B.1 for which the user-defined matrix elements \( A(X|Y) \) and the source vector \( b(X) \) should be provided is available as a part of GitHub repository [78].

C. DiagMC algorithm for the large-N U(N) x U(N) principal chiral model

In this subsection, we adapt the general Metropolis algorithm described in the previous subsection IV.B for solving the linear Schwinger-Dyson equations (49) obtained from the action (7) of the large-N principal chiral model (2). The generalized indices \( X \) will take values in the space of partitioned sequences of momenta

\[
X = \{\{p_1^1, \ldots, p_n^1\}, \ldots, \{p_1^m, \ldots, p_n^m\}\},
\]

(63)

additionally labelled with an expansion order \( m = 0, 1, 2, \ldots \). These sequences will be generated with the probability proportional to the correlators \( \langle [p_1^1, \ldots, p_n^1]| \ldots |[p_1^m, \ldots, p_n^m] \rangle \) defined in (48), up to the sign re-weighting with the sign variable \( \sigma = \pm 1 \), introduced in algorithm IV.B.1.

The system of equations (49) already has the form (53). The only nonzero elements of the source vector \( b(X) \) correspond to the delta function term [in the right-hand side of line (49a)] in the first, inhomogeneous Schwinger-Dyson equation in (49):

\[
b(\{p, -p\}) = \delta_{m,0} G_0(p)/V.
\]

(64)

From Eq. (49), we can also directly read off the following groups of nonzero elements of the \( A(X|Y) \) matrix:
\[
A(\{p_1^1, p_2^1, \ldots, p_1^{n_1}\}, \ldots, \{p_1^1, \ldots, p_1^{n_n}\}) = \frac{G_0(p^1)}{V}, \quad n_1 \geq 4, \quad \text{[from the term (49c)]}
\]

\[
A(\{p_1^1, p_2^1, \ldots, p_1^{n_1-1}, p_1^{n_1}\}, \ldots, \{p_1^1, \ldots, p_1^{n_n}\}) = \frac{G_0(p^1)}{V}, \quad n_1 \geq 4, \quad \text{[from the term (49f)]}
\]

\[
A(\{p_1^1, \ldots, p_A^1\}, \{p_{A+1}^1, \ldots, p_{A+1}^1\}, \{p_1^2, \ldots, p_2^2\}, \ldots, \{p_1^2, \ldots, p_2^{n_2}\}) = \frac{G_0(p^1)}{V}, \quad A = 4, 6, \ldots, n_1 - 2, \quad n_1 \geq 6, \quad \text{[from the term (49g)]}
\]

\[
A(\{p_1^1, p_2^1, \ldots, p_1^{n_1}\}, \ldots, \{p_1^1, \ldots, p_1^{n_n}\}) = -G_0(p^1)(p^1 - q_1 - \cdots - q_{2n+1})V(q_1, q_{2n+1}), \quad \text{[from the terms (49b), (49d), (49h)]}.
\]

In the above representation, we write down all nonzero elements of the matrix \(A(X|Y)\) for the fixed first index \(X\). However, for the “Add index” update in the algorithm IV. B. 1 we need to know all nonzero elements \(A(X_{n+1}|X_n)\) for the fixed second index \(X_n\). In order to obtain a suitable representation of the matrix \(A(X|Y)\), we relabel the matrix elements (65), assuming that the second index \(Y\) in \(A(X|Y)\) has the most general form \(Y = \{p_1^1, \ldots, p_1^{n_1}\}, \ldots, \{p_1^1, \ldots, p_1^{n_n}\}\), and express the momenta in the first index \(X\) in terms of these momenta \(p_1^1\). This gives

\[
A(\{p, -p\}, \{p_1^1, \ldots, p_1^{n_1}\}, \ldots, \{p_1^1, \ldots, p_1^{n_n}\}) = \frac{G_0(p)}{V}, \quad \text{[from the term (49c)]}
\]

\[
A(\{p, -p, p_1^1, \ldots, p_1^{n_1}\}, \ldots, \{p_1^1, \ldots, p_1^{n_n}\}) = \frac{G_0(p)}{V}, \quad \text{[from the term (49e)]}
\]

\[
A(\{p, p_1^1, \ldots, p_1^{n_n}, -p\}, \ldots, \{p_1^1, \ldots, p_1^{n_n}\}) = \frac{G_0(p)}{V}, \quad \text{[from the term (49f)]}
\]

\[
A(\{p, p_1^1, \ldots, p_1^{n_n}, -p\}, \ldots, \{p_1^1, \ldots, p_1^{n_n}\}) = \frac{G_0(p)}{V}, \quad \text{[from the term (49g)]}
\]

\[
A(\{p_1^1 + p_2^1 + \cdots + p_{2n+1}^1, p_1^1, \ldots, p_{2n+1}^1\}) = -G_0(p^1)(p^1 + p_2^1 + \cdots + p_{2n+1}^1)V(p_1^1, \ldots, p_{2n+1}^1), \quad 2n + 1 < n_1, \quad \text{[from the terms (49b), (49d), (49h)]}.
\]

where the alphabetic labels of matrix elements are in one-to-one correspondence with alphabetic labels in (65).

The matrix elements (65a)–(66d) form sets of elements parametrized by the momentum variable \(p\). We denote the normalization factor \(\mathcal{N}_f(X_n)\) in (60) for these sets as

\[
\Sigma_0 = \frac{1}{V} \sum_p G_0(p). \tag{67}
\]

where \(\Sigma_0\) has an obvious interpretation of the one-loop self-energy. Correspondingly, the probability distribution of the new momenta \(p\) is

\[
\pi_0(p) \equiv \frac{G_0(p)}{(V\Sigma_0)}. \tag{68}
\]

At the first sight it might seem that the Metropolis algorithm (IV. B. 1) would require keeping in memory all
the generalized indices $X_0, \ldots, X_n$ which enter the series (54). However, this is not necessary in practice, since the matrix $A(X|Y)$ for the Schwinger-Dyson equations (49) is very sparse, as one can see from the equations (66). Also, only a few momenta in the generalized index $X_n = \{p_1, \ldots, p_n\}$ are different between the first and the second generalized indices of the matrix $A(X_{n+1}|X_n)$. Thus, only a few momenta will be changed when generating the new generalized index $X_{n+1}$ from $X_n$. Therefore it is sufficient to keep in computer memory only the topmost sequence $X_n$, as well as the sequence of transformations $X_n \rightarrow X_{n+1}$ which led to the current sequence, along with a few parameters which characterize these transformations. In fact, only the information which is necessary to recover $X_n$ from $X_{n+1}$ in the “Remove index” update in algorithm IV.B.1 should be stored.

We note also that the transformations $X_n \rightarrow X_{n+1}$ which correspond to matrix elements (66a), (65b), (65c), (66e) involve only the first momentum subsequence $\{p_1, \ldots, p_n\}$ in (63), and the transformation corresponding to (66d) involves also the second subsequence $\{p_2, \ldots, p_n\}$. This naturally endows the partitioned sequences (63) with the stack structure, in the algorithmic sense. Correspondingly, we will refer to the subsequence $\{p_1, \ldots, p_n\}$ as the "topmost" or "first" subsequence, the subsequence $\{p_2, \ldots, p_n\}$—as the "second" sequence and so on.

Interestingly, the fact that the random sampling process operates on the stack implies the factorization of probabilities for subsequences in the stack [58,79,80], which corresponds to factorization of single-trace correlators in the large-$N$ limit. If one proceeds keeping the $1/N^2$ terms in the equations (39) and (40), our partitioned momentum sequences will no longer have stack structure. In particular, the fourth line of the Schwinger-Dyson equations (40) would correspond to a transformation where the topmost momentum subsequence is split into two subsequences, one of which is inserted into arbitrary subsequence in the partitioned sequence (63) [81]. Obviously, the number of ways to do such a splitting and insertion grows polynomially both in the number of subsequences and their lengths. This polynomial growth of the number of terms in the Schwinger-Dyson equations results in the factorial growth of the number of nonplanar Feynman diagrams with order [59,81]. In contrast, the matrix elements (66) do not depend on the number and lengths of subsequences, so that the algorithm samples a much smaller space of planar diagrams, the number of which grows only exponentially with expansion order. This is the reason why diagrammatic Monte Carlo should be, in general, much more efficient in the large-$N$ limit.

Since the generalized indices $X$ take an infinite number of values, it is impossible but also not necessary to keep the matrix elements $A(X|Y)$ in computer memory. Rather, they can be implemented as a function which, given the topmost index $X_n$ in the series (54), returns only nonzero values of $A(X_{n+1}|X_n)$ and the corresponding set of Metropolis proposals $X_n \rightarrow X_{n+1}$. The C code of the Metropolis algorithm IV.B.1 available at [78] relies exactly on such a "functional" implementation of the matrix $A(X_{n+1}|X_n)$.

With all these considerations in mind, from (66) we can finally deduce the following set of transformations $X_n \rightarrow X_{n+1}$ in the “Add index” update of algorithm IV.B.1:

Transformation set IV.C.1

**Push a new pair of momenta to the stack**, from matrix elements (66a):

(i) A new subsequence containing a pair of momenta $\{p, -p\}$ is pushed to the top of the momentum stack. The probability distribution for $p$ is $\pi_0(p)$, defined in (68).

(ii) The order $m$ and the sign $\sigma$ do not change.

(iii) The corresponding term in the Schwinger-Dyson equations is (49c).

(iv) The overall weight for these transformations, summed over all $p$, is $N_T = \sum_{X_n \in \mathcal{T}} |A(X_{n+1}|X_n)| = \Sigma_0$, using the same notation as in (60).

(v) To recover $X_n$ back from $X_{n+1}$, the topmost subsequence should be removed from the stack configuration $X_{n+1}$. No additional information should be saved for this backward step.

Add new momenta to the topmost subsequence, from matrix elements (66b), (66c):

(i) A new pair of momenta is inserted into the topmost subsequence $\{p_1, \ldots, p_n\}$, either a) at the beginning as $\{p, -p, p_1, \ldots, p_n\}$, or b) at the beginning and at the end as $\{p, p_1, \ldots, p_n, -p\}$. The probability distribution for $p$ is again $\pi_0(p)$.

(ii) The order $m$ and the sign $\sigma$ do not change.

(iii) The corresponding terms in the Schwinger-Dyson equations (49) are (49e), (49f).

(iv) The overall weights for each of the transformations a) and b) are $N_T = \Sigma_0$.

(v) To recover $X_n$ back from $X_{n+1}$, either the first or the last momenta should be removed from the topmost subsequence in the stack. Correspondingly, one should remember whether the transformation a) or b) was chosen.

Merge two topmost subsequences, from matrix elements (66d):

(i) If there are two or more momentum subsequences in $X$, they are merged and interleaved with a pair of momenta $p, -p$, where $p$ is generated with probability distribution $\pi_0(p)$:

$$\{ \{p_1, \ldots, p_n\}, \{p_1, \ldots, p_n\} \} \quad \rightarrow \quad \{ \{p, p_1, \ldots, p_n, p, -p, \ldots\} \}.$$  (69)
(Continued)

(ii) The order \( m \) and the sign \( \sigma \) do not change.

(iii) The corresponding term in the Schwinger-Dyson equations (49) is (49g).

(iv) The overall weight for this transformation, summed over all \( p \), is \( N_T = \Sigma_0 \).

(v) To recover \( X_n \) back from \( X_{n+1} \), one should split the topmost subsequence in the stack, which now has the form of the right-hand side of (69), at the position \( n_1 + 1 \), and remove the first momenta from the resulting subsequences. Correspondingly, the length \( n_1 \) of the topmost subsequence in \( X_n \) should be stored before the transformation \( X_n \rightarrow X_{n+1} \).

Create (2+2)-leg vertex, from matrix elements (66e):

(i) If there are four or more momenta in the topmost momentum subsequence in \( X_n \), replace the first \( 2v + 1 \), \( v = 1 \ldots n_1/2 - 1 \) momenta by a single momentum equal to their sum:

\[
\{ p_1, p_2, \ldots, p_{2v+1}, p_{2v+2}, \ldots, p_n \} \rightarrow \{ p_1 + p_2 + \cdots + p_{2v+1}, p_{2v+2}, \ldots, p_n \}.
\]

(vii) The corresponding term in the Schwinger-Dyson equations (49) is (49g).

(vii) The order \( m \) is increased by \( v \), and the sign \( \sigma \) is multiplied by \(-1\).

(iii) The corresponding terms in the Schwinger-Dyson equations (49) are (49b), (49d) and (49h).

(iv) The weight of this transformation for each particular \( v \) is

\[
A(X_{n+1}|X_n) = -G(p_1 + \cdots + p_{2v+1})
\times V(p_1, \ldots, p_{2v+1}).
\]

(v) To recover \( X_n \) back from \( X_{n+1} \), one should replace the first momentum in the topmost subsequence in the stack by the momenta \( p_1, \ldots, p_{2v} \). To this end, the vertex order \( v \) and the \( 2v \) momenta \( p_1, \ldots, p_{2v} \) should be stored. The momentum \( p_{2v+1} \) can be recovered from momentum conservation constraint.

Restart, from the source vector (64):

(i) If the “Restart” update is selected in algorithm IV. B. 1, the new value of \( X_0 \) has a single subsequence with just two momenta: \( X'_0 = \{ (p, -p) \} \), where \( p \) is distributed with probability \( \pi_0(p) \).

(ii) The order \( m \) is set to \( m = 0 \), and the sign variable to \( \sigma = +1 \). This state is also the initial state for the algorithm.

(iii) The corresponding term in the Schwinger-Dyson equations (49) is the term on the right-hand side of line (49a).

(iv) The norm of the source vector is \( N'_b = \sum X'_b(X'_0) = \Sigma_0 \), which can be used to recover the overall normalization factor for field correlators from (62).

The sequence of updates \( X_n \rightarrow X_{n+1} \) in the Metropolis algorithm IV. B. 1 with transformations IV. C. 1 can be visually interpreted as a step-by-step process of drawing planar, in general disconnected Feynman diagrams with arbitrary number of external legs. The transformations IV. C. 1 are used in the “Add index” update and correspond to adding a randomly chosen new element to the diagram. The first three transformations in the set IV. C. 1 correspond to drawing free propagator lines with different positions of endpoints. The last transformation in the set IV. C. 1 draws an interaction vertex with \( 2v + 2 \) legs by joining \( 2v + 1 \) external lines into a single external line. It is also this transformation which turns external lines into internal ones. The “Remove index” update in the Metropolis algorithm IV. B. 1 erases the diagram element which was drawn last, and can be thought of as an “Undo” operation. The initial state of the algorithm is just a single free propagator line, which is the simplest Feynman diagram one can ever draw. Simultaneous generation of random momenta distributed with the probability \( \pi_0(p) \) proportional to the free propagator \( G_0(p) \) implements the Monte Carlo integration over internal loop momenta in Feynman diagrams. In this way, the diagram weights are represented as products of propagators with freely generated momenta times vertex functions and propagators which contain some linear combinations thereof. Let us also note that the momentum conservation is automatically valid for all the transformations in (IV. C. 1), which always leads to zero total momentum for any momentum subsequence in the stack.

Computationally, the most expensive operation in our DiagMC algorithm is the calculation of vertex functions \( V(p_1, \ldots, p_{2v+1}) \) for all \( v = 1 \ldots n_1/2 - 1 \), which is necessary to obtain acceptance probabilities for all possible “Create vertex” transformations in the set IV. C. 1. From (45) one can infer that for each \( v \) the calculation of the vertex function involves \( \sim v^2 \) floating-point operations. As a result, the CPU time needed to calculate all vertex functions scales as \( n_1^3 \). This CPU time is dominating the performance of the algorithm in the regime sufficiently close to the continuum limit, where subsequences with rather large lengths \( n_1 \) can appear. It is not inconceivable that this scaling can be made milder by carefully optimizing the calculation of vertex functions and reusing some data from previous Metropolis updates. We leave such developments for future work.

After calculation of vertex functions, the next most expensive and frequently used part of the algorithm is the generation of random momenta with probability \( \pi_0(p) \). To this end, one can implement any method for generating continuous variables with definite probability distribution, for example, the biased Metropolis algorithm [82]. Note that this allows us to work directly in the infinite volume limit, which is one of the attractive features of DiagMC approach in general [1].
In this work, we have still chosen to work with finite but sufficiently large spatial lattice size \( L_0 \times L_1 \), which is much larger than the correlation length for all values of \( \lambda \) which we have used. In this case, we generate the momenta \( p \) by randomly choosing among a finite number of discrete values with given (in general, unequal) probabilities. By creating an indexed “lookup table” for the discrete values of momenta this procedure can be performed in CPU time which scales only logarithmically with volume.

The only reason for working in a finite volume is that this simplifies the histogramming of correlators of which scales only logarithmically with volume.

The mass gap in the principal chiral model \( n \) effectively sets the correlation length. Rather, the dynamically generated depend on the lattice size as long as it is much larger than lattice size the infrared scale for the algorithm. Needless to say, finite CPU.

In subsection \( V \), we explicitly demonstrate the smallness which we have obtained using the algorithm IV.B.1 with transformation set IV.C.1, as well as the details of data collection and processing. The production code with the transformations IV.C.1 in the Metropolis algorithm IV.B.1 is available as a part of GitHub repository [78].

V. NUMERICAL RESULTS OF THE DIAGMC SIMULATIONS OF THE LARGE-N \( U(N) \times U(N) \) PRINCIPAL CHIRAL MODEL

A. Correlators of \( g_x \) variables in terms of \( \phi_p \) fields

While the DiagMC algorithm described in subsection \( IV \) C stochastically samples the correlators of \( \phi_p \) fields in momentum space, physically one is typically interested in correlators of \( U(N) \)-valued \( g_x \) variables which enter the partition function (2).

The first nontrivial correlator is the expectation value \( \left< \frac{1}{N} \text{Tr} g_x \right> \) of the trace of \( g_x \). It should vanish if the \( U(N) \times U(N) \) symmetry of the principal chiral model (2) is not broken. By virtue of the Mermin-Wagner theorem which prohibits spontaneous symmetry breaking in \( D = 2 \) dimensions, this should be the case at any finite value of \( N \). Exact solution of the \( O(N) \) sigma model at \( N \to \infty \) suggests also that spontaneous symmetry breaking does not happen for nonlinear sigma models in \( D = 2 \) in the large-\( N \) limit.

However, the infrared-finite weak-coupling expansion sampled by our DiagMC algorithm is built around the vacuum state with \( g_x = 1 \), \( \left< \frac{1}{N} \text{Tr} g_x \right> = 1 \), which explicitly breaks the \( U(N) \times U(N) \) symmetry of the principal chiral model. To ensure that our DiagMC algorithm produces physically consistent results, it is, thus, important to check that the expectation value \( \left< \frac{1}{N} \text{Tr} g_x \right> \) approaches zero as the maximal order of the weak-coupling expansion \( M \) is extrapolated to infinity. We demonstrate this in Fig. 10 below.

Using the definition (3), it is straightforward to expand the expectation value \( \left< \frac{1}{N} \text{Tr} g_x \right> \) in powers of the fields \( \phi_p \). Since our perturbative series (13) was obtained from the same expansion, it is natural to extend our formal power counting scheme based on the auxiliary parameter \( \xi \) also to correlators of \( g_x \) variables, which leads to

\[
\left< \frac{1}{N} \text{Tr} g_x \right> = \frac{1}{V} \sum_x \left< \frac{1}{N} \text{Tr} g_x \right> \\
= 1 + 2 \sum_{k=1}^{\infty} \left( -\frac{\lambda}{8} \right)^k \frac{1}{V} \sum_x \left< \frac{1}{N} \text{Tr} \phi^{2k}_x \right>. 
\]  

where in the first line we have used translational invariance and \( \xi \) should be set to \( \xi = 1 \) at the end of the calculation.

Yet another observable which we consider in this work is the two-point correlator \( \left< \frac{1}{2} \text{Tr} (g_x g_y) \right> \) of \( g_x \) variables. This is the simplest nontrivial correlator from which one can infer the mean energy, the mass gap and the static screening
length in the large-\( N \) principal chiral model (2). Similarly to (72), we can use the definition (3) to express this two-point correlator in terms of \( \phi \) fields as

\[
\left\langle \frac{1}{N} \text{Tr}(g^{-1}g) \right\rangle = 2\left\langle \frac{1}{N} \text{Tr} g \right\rangle - 1 + 4 \sum_{k,l=1}^{+\infty} (-1)^{k+l} \left( \frac{\lambda}{8} \right)^{k+l} \left\langle \frac{1}{N} \text{Tr} (\phi^*_k \phi^*_l) \right\rangle
\]

\[
= 2\left\langle \frac{1}{N} \text{Tr} g \right\rangle - 1 + 4 \sum_{k=1}^{+\infty} \left( -\frac{\lambda}{8} \right)^k \left( \frac{sx}{2^k} \right) \sum_{j=1}^{2k-1} (-1)^j \left\langle \frac{1}{N} \text{Tr} (\phi^*_j \phi^*_{2k-j}) \right\rangle.
\]

(73)

In order to perform a controllable extrapolation of the expansion order to infinity, we now limit our expansion in powers of \( \xi \) to some maximal order \( M \), which will serve as extrapolation parameter. Furthermore, we use the momentum-space field correlators (48) which are sampled in our DiagMC simulations and explicitly take into account the momentum conservation, which implies translational invariance for the correlators of \( g_x \) variables. This allows us to express the expectation values (72) and (73) as

\[
\left\langle \frac{1}{N} \text{Tr} g \right\rangle_M = 1 + 2 \sum_{k=1}^{M-1} \left( -\frac{\lambda}{8} \right)^{k+m} \left( \frac{s}{2^k} \right) \sum_{m=0}^{M-k} \left\langle \langle p_1, \ldots, p_{2k} \rangle \right\rangle_m.
\]

(74)

\[
\left\langle \frac{1}{N} \text{Tr} (g^*_i g^*_h) \right\rangle_M = 2\left\langle \frac{1}{N} \text{Tr} g \right\rangle - 1 + 4 \sum_{k=1}^{M-1} \left( -\frac{\lambda}{8} \right)^{k+m} \left( \frac{s}{2^k} \right) \sum_{m=0}^{M-k} \left\langle \langle p_1, \ldots, p_{2k} \rangle \right\rangle_m
\]

\[
\Gamma(x; p_1, \ldots, p_{2k}) = \sum_{i=1}^{2k-1} (-1)^i \cos((p_1 + \cdots + p_i) x).
\]

(75)

In these expressions, we use the subscript \( M \) for the correlators of \( g_x \) variables to denote that our weak-coupling expansion (as defined in Sec. II) was truncated at order \( M \).

While the algorithm IV. B. 1 with the transformation set IV. C. 1 can in principle sample correlators \( \left\langle \langle p_1, \ldots, p_{2k} \rangle \right\rangle_m \) to arbitrarily high orders \( m \), we have found that in practice one can achieve better precision by sampling only field correlators \( \left\langle \langle p_1, \ldots, p_{2k} \rangle \right\rangle_m \) with \( k + m \leq M \). Indeed, only these field correlators contribute to the expectation values (74) and (75). In order to limit Monte Carlo sampling to \( k + m \leq M \), we set to zero all matrix elements \( A(X_{n+1} X_n) \) for transformations which lead to \( k + m > M \) in the Metropolis algorithm IV. B. 1. In our simulations we have been able to measure the first \( M = 12 \) coefficients of the infrared-finite weak-coupling expansion of Sec. II with reasonably small statistical error. Note also that once the field correlators \( \left\langle \langle p_1, \ldots, p_{2k} \rangle \right\rangle_m \) are measured for all values of \( k + m < M_{\text{max}} \) up to some maximal value \( M_{\text{max}} \) of \( M \), we can calculate at once the truncated correlators \( \left\langle \langle g^*_i g^*_h \rangle \right\rangle_M \) and \( \left\langle \langle g^*_i g^*_h \rangle \right\rangle_M \) for all \( M \leq M_{\text{max}} \). This is very convenient in practice for the extrapolation of numerical results to the infinite expansion order \( M \to \infty \).

In order to measure the field correlators (74) and (75), it is of course not necessary to histogram the sequences (63) with multiple momentum variables, which would require extremely large amount of RAM memory. The expectation value (74) involves only the sum \( \sum_{p_1, \ldots, p_{2k}} \langle \langle p_1, \ldots, p_{2k} \rangle \rangle_m \), which is proportional to the total probability to get any momentum sequence \( \{ p_1, \ldots, p_{2k} \} \) of length \( 2k \) with order \( m \). Thus, we only need to histogram the non-negative integer variables \( k \) and \( m \), which can only take values with \( k + m \leq M \). This requires a histogram with \( M (M + 1) / 2 \) bins, which takes a negligibly small amount of RAM memory for realistic values of \( M (M \leq M_{\text{max}} = 12 \) in our case).

Likewise, in order to measure the two-point correlator (75) at some fixed distance \( x \), we have to histogram only the variables \( k \) and \( m \), additionally weighting each momentum sequence \( \{ p_1, \ldots, p_{2k} \} \) with the factor \( \Gamma(x; p_1, \ldots, p_{2k}) \). Thus, in order to measure the two-point correlator (75) we again need the histogram with \( M (M + 1) / 2 \) bins for every value of \( x \) we are interested in. In order to avoid frequent calculation of the function \( \Gamma(x; p_1, \ldots, p_{2k}) \) which in practice takes significant amount of CPU time, we have calculated the two-point correlator \( \sum_p e^{ipx} \left\langle \langle g^*_i g^*_h \rangle \right\rangle_M \) in momentum space. This Fourier transformation turns the function of \( \Gamma(x; p_1, \ldots, p_{2k}) \) into the collection of \( \delta \)-functions

\[
\Gamma(p; p_1, \ldots, p_{2k}) = \sum_{i=1}^{2k-1} (-1)^i \delta(p - p_1 - \cdots - p_i).
\]

(76)

which can be more easily incorporated into histogramming process (in deriving (76) we have taken into account the invariance of correlators under the replacement \( x_\mu \rightarrow L_\mu - x_\mu \)). After the momentum-space correlator \( \sum_p e^{ipx} \left\langle \langle g^*_i g^*_h \rangle \right\rangle_M \) is measured, it can be easily transformed back to coordinate space by an inverse Fourier transform. The implementation of this faster and simpler histogramming procedure was the main reason for working with finite lattice size in our simulations.

In order to translate the sign-weighted probabilities obtained by histogramming \( k \) and \( m \) into the physical values of correlators (48), we have to multiply them with
the normalization factor \((62)\). While equation \((62)\) suggests that this normalization factor can be calculated by measuring the expectation value \(\langle N(X_n) \rangle \) over the Monte Carlo history, in practice we have found that \(N(X_n)\) is a very noisy observable which is likely to have a heavy-tailed probability distribution. Thus, directly using the equation \((62)\) to obtain the normalization factor is impractical strategy and fixed \(N_w\) results in large statistical errors. We have used a more convenient practical strategy and fixed \(N_w\) to be the ratio of the weighted probability in the histogram bin with \(k = 1\), \(m = 1\) and the first perturbative correction to the two-point function \(\sum_{p_0:p_1} \langle p_0 p_1 \rangle_1\), which we have explicitly calculated using \((51)\). As a cross-check, we made sure that using the value of \(N_w\) calculated in this way leads to the correct estimate of the next perturbative correction \(\sum_{p_0:p_1} \langle p_0 p_1 \rangle_2\), which we have also explicitly calculated.

B. Simulation setup, sign problem, and restoration of \(U(N) \times U(N)\) symmetry

In our simulations, we perform two scans over parameters of the principal chiral model \((2)\). In the first scan, discussed in subsection \(VC\), we fix the lattice size to \(L_0 \times L_1 = 108 \times 108\) and study the dependence of physical observables on the t'Hooft coupling \(\lambda\) in the range \(\lambda = 3.012...5.0\), which includes the scaling region of the principal chiral model \((2)\) where the continuum physics sets in, as well as the point of the large-\(N\) phase transition [35] between the weak- and the strong-coupling phases at \(\lambda_c = 3.27\) [37]. To check the finite-volume effects, we have also performed a single simulation with \(L_0 \times L_1 = 256 \times 256\) lattice at \(\lambda = 3.1\). In the second scan, discussed in subsection \(VD\), we fix the t'Hooft coupling to \(\lambda = 3.012\) and study the temperature dependence of physical observables by varying the temporal lattice size \(L_0\) in the range \(L_0 = 4...90\). As discussed above, we work on finite-volume lattices only to simplify the histogramming procedure, and the speed of our DiagMC algorithm depends on the lattice size at most logarithmically.

We perform histogramming of observables every time when our DiagMC algorithm reaches a configuration with only one momentum subsequence in the stack. One can also explicitly take into account the large-\(N\) factorization \((42)\) and sample from multiple subsequences in the stack; however, this does not give a large advantage since in this case the samples appear to be rather strongly correlated. In order to avoid potential problems with autocorrelations, for each parameter set we run around \(6 \times 10^4\) simulations of \(2 \times 10^8\) Metropolis updates each with statistically independent seeds for the ranlux random number generator [83]. The outcome of each of these simulations is treated as statistically independent data point, and the statistical error for physical observables is calculated as the standard error for this data set. The total number of Metropolis updates for each data set is, thus, around \(10^{13}\), which takes around \(10^4\) CPU-hours (single core). The speed of our algorithm can be probably increased by an order of magnitude by carefully optimizing the calculation of vertex functions and generation of random momenta. Let us also note that achieving a comparable precision for the large-\(N\) extrapolation of the results of conventional Monte Carlo simulations takes a comparable amount of CPU time [84].

In each of the statistically independent simulations, during the first \(5 \times 10^4\) Metropolis updates we tune the probability \(p_+\) of the “Add index” update in the Metropolis algorithm IV.B.1 in order to maximize the average acceptance rate. The optimal value of \(p_+\) and the resulting acceptance rate take values in the range \(p_+ = 0.4...0.6\) and \(\langle p \rangle = 0.5...0.65\) and depend rather weakly on the t’Hooft coupling and temperature. The average length of the sequence \(\{X_n, \ldots, X_0\}\) of generalized indices in the Metropolis algorithm IV.B.1 is in the range between \(\langle n \rangle = 17.3\) (for \(\lambda = 3.012\)) and \(\langle n \rangle = 18.1\) (for \(\lambda = 5.0\)). The average number of subsequences in the momentum stack on which the transformations IV.C.1 operate is in the range between \(\langle r \rangle = 1.2\) (for \(\lambda = 5.0\)) and \(\langle r \rangle = 1.4\) (for \(\lambda = 3.012\)). The dependence of both \(\langle n \rangle\) and \(\langle r \rangle\) on temperature is much weaker, and is completely within the ranges given above.

As the most pessimistic estimate for the autocorrelation time of our DiagMC algorithm, we can use the average number of Monte Carlo steps between the “Restart” updates in the Metropolis algorithm IV.B.1. Indeed, the “Restart” update completely resets the state of the algorithm, and the sequence of generalized indices generated after the “Restart” update is completely statistically independent from the sequence which was generated before that. In Fig. 8, we illustrate the dependence of this “mean return time” on the t’Hooft coupling \(\lambda\). It appears that the “Restart” updates are very rare for all values of \(\lambda\). On average, they are separated by \(\sim 10^4...10^5\) Monte Carlo steps. The mean return time strongly increases towards larger values of the t’Hooft coupling \(\lambda\). Together with the \(\lambda\) dependence of \(\langle n \rangle\), this observation shows that for larger \(\lambda\) higher orders in the infrared-finite weak-coupling expansion of Sec. II become more important, and the algorithm spends more time sampling correlators \(\langle p_{1,\ldots,2k} \rangle_m\) with larger values of \(k + m\). Correspondingly, returns to the initial state of the algorithm with \(k = 1, m = 0\) are less frequent. In the scan over finite temperatures, the mean return time practically does not depend on temperature, and only at the highest temperatures which correspond to \(L_0 = 4\) and \(L_0 = 8\) does it exhibit a quick increase from approximately \(3.5 \times 10^4\) to \(5.3 \times 10^4\).

In Fig. 9, we illustrate the probability distribution of the length \(k\) of the topmost subsequence in the stack and the order counter \(m\) in our DiagMC algorithm for \(\lambda = 3.1\).
The largest fraction of time (almost 20%) is spent on sampling the two-point correlator \( \langle p_0 p_1 \rangle_m \) with the maximal value \( m = M_{\text{max}} - 1 \) (= 11 in our case). The least probable configuration is \( m = 0, k = 12 \), which is the disconnected correlator with the maximal number of external legs which contributes to expectation values (74) and (75). In total, the algorithm spends most time sampling the higher-order diagrams. This is a completely reasonable behavior, as Monte Carlo integration over loop momenta at high values of \( m \) requires a lot of statistics, and also sign cancellations are most important for higher-order Feynman diagrams.

Let us now present our numerical results. We start by demonstrating that the expectation value \( \langle \frac{1}{N} \text{Tr} g_\epsilon \rangle_M \) indeed tends to zero as the maximal order \( M \) in the truncated weak-coupling expansion (74) becomes larger. This is an indication that in the limit of large \( M \) the global \( U(N) \times U(N) \) symmetry of the principal chiral model (2) is restored.

In Fig. 10, we show the dependence of \( \langle \frac{1}{N} \text{Tr} g_\epsilon \rangle_M \) on \( 1/M \) for several values of \( \lambda \) coupling and several temperatures. In all cases, \( \langle \frac{1}{N} \text{Tr} g_\epsilon \rangle_M \) exhibits a nonlinear but monotonically decreasing dependence on \( 1/M \). For the largest \( \lambda \) couplings \( \lambda = 5.0, 4.0 \) and for the highest temperature \( T = T_0 = 4 \) the tendency of \( \langle \frac{1}{N} \text{Tr} g_\epsilon \rangle_M \) to vanish is rather clear. In contrast, it seems that at small \( \lambda \) the dependence on \( M \) should become very nonlinear at small \( 1/M \) for \( \langle \frac{1}{N} \text{Tr} g_\epsilon \rangle_M \) to extrapolate to zero. Indeed, the slope of \( \langle \frac{1}{N} \text{Tr} g_\epsilon \rangle_M \) becomes larger towards smaller values of \( 1/M \). These observations support the expectation that \( \langle \frac{1}{N} \text{Tr} g_\epsilon \rangle_M \) vanishes at \( M \to \infty \).

As already mentioned in subsection IV C, not all coefficients \( A(X_{n+1}, X_n) \) are positive for the transformation set IV. C. 1. We, thus, have to use the sign reweighting, as discussed in subsection IV B. There are two potential sources of the sign problem which might hinder our DiagMC simulations: sign cancellations within the expectation values of the correlators \( \langle (p_1, \ldots, p_{2k})_m \rangle \) of \( \phi \) variables, and sign cancellations within the observables (74) and (75) themselves. In order to quantify sign cancellations in the correlators \( \langle p_1, \ldots, p_{2k} \rangle_m \), in Fig. 11 we plot the expectation value of the sign variable \( \sigma \) in the Metropolis algorithm IV. B.1 as a function of the \( \lambda \) coupling \( \lambda \). For all values of \( \lambda \), the mean sign \( \langle \sigma \rangle \) appears to be rather small, around \( 10^{-4} \ldots 10^{-5} \); thus, the sign problem is indeed important in our simulations. A somewhat encouraging feature is that the sign problem becomes milder towards the weak-coupling limit in which the theory approaches the continuum limit. However, from Fig. 10, as well as from the exactly solvable example of the two-dimensional \( O(N) \) sigma model (see subsection III B), we can conclude that at the same time the infrared-finite weak-coupling expansion of Sec. II converges less rapidly at small \( \lambda \), so that more terms in the series should be sampled. The mean sign \( \langle \sigma \rangle \) also
functions: the dependence of the truncated series for the mean link on \( N \) several large values of \( \lambda \) as the energy density and the mass gap in the principal chiral model. It has been also extensively studied using \( SU(6) \) as the energy density and the mass gap in the principal chiral model, taken \( N \) \( \times \) \( \times \) \( SU(6) \) principal chiral models as functions of \( 1/N^2 \) (rescaled as \( 10/N^2 \) for better readability of the plots). These data are taken from [37,85,86] for \( \lambda = 3.100, 3.230, 4.000 \) and \( N = 6, 9, 15, 21 \) and from [84] for \( \lambda = 3.012 \) and \( N = 6, 9, 12, 18 \). The finite-\( N \) data are extrapolated to the large-\( N \) limit using the linear fits of the form \( \langle \frac{1}{N} Tr(g^*_1 g_0) \rangle = A + B/N^2 \), which are shown in Fig. 12 as straight solid green lines. We have to note that the Monte Carlo data for \( \lambda = 3.100, 3.230, 4.000 \) show noticeable deviations from the expected \( A + B/N^2 \) behavior which significantly exceed the very small statistical errors in these data. Thus, our \( N \to \infty \) extrapolation might be also not completely accurate. Also, the Monte Carlo data for the finite-\( N \) \( U(N) \times U(N) \) principal chiral model, taken from [37], do not seem to follow the \( 1/N^2 \) scaling of finite-\( N \) corrections.

For the three values \( \lambda = 3.0120, 3.100 \) and \( \lambda = 3.230 \) the extrapolation of the finite-\( N \) data for the \( SU(6) \) \( \times \) \( SU(6) \) principal chiral model clearly approaches the result of the \( M \to \infty \) extrapolation with the extrapolating function (77). While the differences of the \( N \to \infty \) and \( M \to \infty \) extrapolations lie within the statistical uncertainty of the \( M \to \infty \) extrapolation of the DiagMC data, extrapolating function (77) has a small but noticeable tendency for over-estimating the mean link. On the other hand, the second extrapolating function (78) underestimates the mean link rather significantly, and we, thus, conclude that the first extrapolating

\[
\langle \frac{1}{N} Tr(g^*_1 g_0) \rangle = A - B \log(M) - \frac{C}{M}, \tag{77}
\]

\[
\langle \frac{1}{N} Tr(g^*_1 g_0) \rangle = A + B \frac{1}{\sqrt{M}} + \frac{C}{M}. \tag{78}
\]
function (77) yields more realistic results in the $M \to \infty$ limit.

To illustrate the ability of our DiagMC algorithm to work at arbitrarily large volumes without significant slow-down, in Fig. 13 we also compare the convergence of the truncated expansions (74) and (75) for the mean link $\langle \frac{1}{N} \text{Tr}(g_1^\dagger g_0) \rangle$ and the single-field expectation value $\langle \frac{1}{N} \text{Tr}g_{\xi} \rangle$ for lattice sizes $L_0 \times L_1 = 108 \times 108$ and $L_0 \times L_1 = 256 \times 256$. Both simulations took approximately the same CPU time, and had the same strength of the sign problem.

In order to compare the convergence of our massive lattice perturbation theory constructed in Sec. II with the convergence of the standard lattice perturbation theory constructed using massless propagators, in Fig. 12, we also show the one-loop, two-loop and three-loop ($M = 1, 2, 3$, respectively) results of [86] for the mean link at $N \to \infty$. It appears that conventional perturbation theory yields the results which are, at least for the first three orders, closer to the physical result and also seem to converge faster. Thus,
the price which we have to pay for the absence of infrared divergences is the slower convergence of our infrared-finite weak-coupling expansion.

For the largest value $\lambda = 4.00$ which we consider our massive perturbation theory with both extrapolations (77) and (78) yields the result which is significantly larger than the large-$N$ extrapolation of the Monte Carlo data. Also the standard lattice perturbation theory [86] seems to converge to a larger value. This disagreement between weak-coupling expansions and the physical result is an indication of the large-$N$ transition between the weak-coupling and the strong-coupling regimes [35], which in the principal chiral model (2) happens at $\lambda_c = 3.27$ [37]. After this transition, the physical values should be rather calculated using the strong-coupling expansion.

As we have already discussed in subsection VB above, our simulations are limited to around $M \approx 10^4$ first orders of the weak-coupling expansion due to more and more important sign cancellations between different Feynman diagrams. To illustrate this sign problem in more detail, we have considered the sign cancellations within contributions of order $(-\frac{\lambda}{8})^{m-k}$ with fixed $m+k = n$ to the mean link $\langle \frac{1}{N} \text{Tr}(g_i g_0) \rangle_M$ given by (75). We have characterized these sign cancellations by the ratio $\langle \sigma \rangle_n = \frac{I_n^+}{I_n^-}$, where $I_n^+$ and $I_n^-$ are the sums of the absolute values of diagrams which contribute at order $n = k + m$ to the mean link (75) with positive and negative re-weighting signs $\sigma$, respectively, and $\langle \cdots \rangle$ denotes averaging over Monte Carlo history. In Fig. 14, we illustrate that $\langle \sigma \rangle_n$ decays seemingly exponentially with $n$ for several values of the t’Hooft coupling $\lambda$. Since our algorithm spends most time sampling diagrams with large $n \sim M$, this explains the overall strength of the sign problem which we have previously illustrated in Fig. 11.

Finally, in Fig. 15, we compare the $x$ dependence of the two-point correlator $\langle \frac{1}{N} \text{Tr}(g_i^+ g_0) \rangle_M$ at $\lambda = 3.1$ with Monte Carlo data obtained in [84] at $N = 6$ and $N = 9$. For DiagMC results the truncation order $M$ is encoded in color, from pure blue for $M = 1$ to pure red for $M = 12$. While at distances of a few lattice spacings the DiagMC data clearly approach the Monte Carlo data, at large distances the convergence of our massive perturbation theory becomes slower. Since the expression (75) for $\langle \frac{1}{N} \text{Tr}(g_i^+ g_0) \rangle_M$ contains the constant $x$-independent contribution, it is not surprising that it decays down to some finite “plateau” value, rather than exponentially decaying to zero as the full correlator for $SU(6)$ and $SU(9)$ do. The height of this “plateau” is, however, monotonically decreasing with $M$. It seems that one has to go to much higher values of $M$ than we use to really see how the exponential decay of the $\langle \frac{1}{N} \text{Tr}(g_i^+ g_0) \rangle_M$ emerges.

It is also interesting to compare the correlators obtained from our infrared-finite weak-coupling expansion with the results of the standard lattice perturbation theory, for which the first two orders in coordinate space were given in [86]. These results are shown in Fig. 15 as solid black (for the first order) and grey (for the second order) lines. As in the case of mean plaquette, we observe that at short distances the standard perturbative expansion is closer to the first-principle Monte Carlo data than those from our infrared-finite weak-coupling expansion. The results of standard perturbative expansion show, however, a completely different behavior at large distances. At distance $x \approx 10$, they become negative, and further grow logarithmically with distance. In this sense, in the far infrared, they behave very differently from the exponentially decaying physical result. Furthermore, the second-order result of [86] starts growing.

![FIG. 14. Average sign $\langle \sigma \rangle_n$ of the infrared-finite weak-coupling expansion diagrams which contribute to the link expectation value (75) at order $n = k + m$ as a function of $n$ for different values of $\lambda$.](image1)

![FIG. 15. Coordinate dependence of the two-point correlator $\langle \frac{1}{N} \text{Tr}(g_i^+ g_0) \rangle_M$ given by (75) at various truncation orders $M$ of the infrared-finite weak-coupling expansion at $\lambda = 3.1$. The values of $M$ are encoded in color, from pure blue for $M = 1$ to pure red for $M = 12$. For comparison, we also show the data from the standard Monte Carlo simulations with $N = 6$ and $N = 9$, and the first two orders of the standard perturbative expansion of $\langle \frac{1}{N} \text{Tr}(g_i^+ g_0) \rangle$.](image2)
logarithmically towards positive infinity at \( x \geq 3 \times 10^3 \). While such large distances are certainly not interesting for numerical analysis, this discussion illustrates the infrared divergences of the standard lattice perturbation theory which become only stronger at higher orders.

D. Finite-temperature phase transition

As a further application of our DiagMC algorithm, in this subsection we consider the principal chiral model (2) at finite temperature. Not much is known about the finite-temperature physics of this model. As for other asymptotically free quantum field theories, on general grounds one can expect that at sufficiently high temperature the \( SU(N) \)-singlet degrees of freedom are effectively “deconfined.” However, for the principal chiral models with \( N > 2 \), this expectation has never been explicitly tested. One of the subtle points which make such tests difficult is the absence of a local order parameter for this “deconfinement” transition in the principal chiral model. From general physical intuition in such situations one expects either a first-order phase transition or a crossover. Understanding the “deconfinement transition” in the principal chiral model can be important for understanding the physics of one-dimensional compactifications of this model, which have been actively used in recent years for constructing resurgent trans-series [48]. An explicit analytic calculation [87] of the correlation functions in the large-\( N \) \( SU(N) \times SU(N) \) principal chiral model based on the Bethe ansatz techniques, unfortunately, does not allow us, so far, to study the thermodynamics of this model.

In a Monte Carlo study [84] coauthored by one of us, the numerical results for the energy density and the correlation length at different temperatures are presented for the principal chiral model (2) at quite large but finite \( N \), for the same ‘t Hooft coupling \( \lambda = 3.012 \) and the spatial lattice size \( L_1 = 108 \) as in the present study. The study [84] indicates a weak enhancement of correlation length at some critical temperature, which very slowly tends to become sharper towards larger \( N \). No jump or hysteresis of the free energy indicative of a first-order phase transition was observed.

In order to get further insights into the nature of this finite-temperature phase transition or crossover in the principal chiral model, we have performed DiagMC simulations at several different temperatures, which correspond to different lattice sizes \( L_0 = 4 \ldots 108 \) in the Euclidean time direction at fixed ‘t Hooft coupling \( \lambda = 3.012 \) (and hence fixed lattice spacing, which only depends on \( \lambda \)). As a physical observable which is most sensitive to long-range correlations of \( g_x \) fields we have chosen the value of the two-point correlator \( \langle \frac{1}{N} \text{Tr}(g^\dagger_x g_y) \rangle_M \) at \( x = (0, L_1/2) \), which is the point most distant from the source at \((0, 0)\) on a periodic lattice of spatial size \( L_1 \). This point is also the “midpoint” of the correlator where it takes the minimal value. To get a clearer signal, we subtract the zero-temperature data from the finite-temperature data. The result is shown in Fig. 16 for the truncation orders \( M = 2, 6, 10 \). The spatial lattice size is again \( L_1 = 108 \).

As the truncation order \( M \) is increased, the difference between the finite-temperature and zero-temperature correlator seems to grow. However, the statistical errors also grow with \( M \) and for most values of \( L_0 \) the differences lie within statistical errors. However, for the smallest values \( L_0 = 4, 8 \) the difference clearly decreases, indicating the decrease of correlation length at very high temperatures which is probably related to Debye screening. Furthermore, for \( L_0 \) roughly between 35 and 45 the difference seems to grow with \( M \) beyond statistical uncertainty, resulting in a sort of peak structure around \( L_0 = 40 \). This enhancement of correlations was also reported in [84] at the same value of \( L_0 \). It can be interpreted as an indication of a weak finite-temperature phase transition. Since in DiagMC simulations the correlator \( \langle \frac{1}{N} \text{Tr}(g^\dagger_x g_y) \rangle_M \) quickly grows with \( M \), from our data we cannot exclude the scenario of finite-order phase transition at which the correlation length would diverge.

VI. EXTENSION TO GAUGE THEORIES

In this section, we discuss possible extension of the approaches outlined in this work to non-Abelian gauge theories at finite density, which is the ultimate motivation of this work. The most straightforward extension would be to construct the infrared-finite weak-coupling expansion of Sec. II for pure \( U(N) \) lattice gauge theory with the partition function

\[
Z = \int_{U(N)} dg_x \exp \left( -\frac{1}{4\lambda} \sum_{x, \mu} \text{Re} \text{Tr} (g_x g_{x+\hat{\mu}} g_{x+\hat{\mu}} g^\dagger_{x+\hat{\mu}}) \right).
\]  

Using the Cayley map parametrization (3) and the \( U(N) \) integration measure (4) in terms of \( N \times N \) Hermitian...
matrices $A_{x,\mu}$ one can calculate the first few orders of the expansion of the action in powers of the t’Hooft coupling $\lambda$

$$Z = \int dA_{x,\mu} \exp \left( -N \sum_{x,\mu} \alpha^2 \text{Tr} A_{x,\mu}^2 - \frac{Na}{\lambda} \sum_{x,\mu,\nu} \text{Tr} (F^2_{x,\mu,\nu}) + O(\Delta^2, \alpha^4) \right),$$  

where $F_{x,\mu,\nu} = \nabla_\mu A_{x,\nu} - \nabla_\nu A_{x,\mu} - 2i\alpha[A_{x,\mu}, A_{x,\nu}]$ is the lattice field strength tensor constructed from the noncompact field $A_{x,\mu}$ and $\nabla_\mu$ is the forward lattice derivative. Again we have to choose $\alpha^2 \sim \lambda$ to arrive at the canonical normalization of the kinetic terms in the action. Higher-order terms in the action of the $A_{x,\mu}$ gauge fields are either suppressed by higher powers of $\alpha$ or contain higher lattice derivatives which are suppressed in the naive continuum limit. Again we see that the “gluon” field $A_{x,\mu}$ has acquired the mass term proportional to $\Delta_{x,\mu}$, which, however, now have quite a nontrivial nonlinear form in terms of $A_{x,\mu}$ variables. In particular, they are different from the conventional continuum gauge transformations $A_{x,\mu} \to \Omega_{x,\mu} A_{x,\mu} \Omega_{x,\mu}^\dagger$, which is why the nonzero gluon mass in (80) does not contradict the gauge invariance of the theory. It is interesting here to draw parallels with the gluon mass which one can obtain from nonperturbative solution of (truncated) Schwinger-Dyson equations and Ward identities of continuum theory [88].

The inclusion of finite-density quarks would require sampling of both fermionic and bosonic correlators. Since fermionic propagators at finite density are in general complex-valued, this would require additional re-weighting and make the sign problem worse. For perturbative expansions with truncation error which scales exponentially $e_M \sim \alpha^M$, $|\alpha| < 1$ with the truncation order $M$ this still allows us to obtain the result in a computational time which scales as a polynomial of the required error, provided one can sample Feynman diagrams in a time which grows only exponentially with expansion order $\alpha$. In the large-$N$ limit, the number of Feynman diagrams grows exponentially with their order, thus, even the direct summation will satisfy this requirement. However, for our infrared-finite weak-coupling expansion (13), the truncation error scales as $e_M \sim M^{-\gamma}$, $\gamma > 0$ [see (77), (78)]; thus, computational time will grow faster then polynomial in the required error, similar to what happens for conventional Monte Carlo simulations with a sign problem. An important direction for further work is, thus, to find the resummation strategy which would lead to exponentially fast convergence of the series, with bold diagrammatic expansions being one of the options.

A less straightforward extension of this work to non-Abelian gauge theories might be based on the lattice strong-coupling expansion, combined with hopping expansion if dynamical quarks are included and the Veneziano large-$N$ limit is taken. Inside the convergence radius of the strong-coupling and hopping expansions, their truncation error should scale down exponentially with truncation order. At the same time, in the large-$N$ limit the number of strong-coupling expansion diagrams should grow not faster than exponentially with order [89]. Furthermore, for hopping expansion adding chemical potential does not introduce any additional sign cancellations between the diagrams, but merely modifies the hopping coefficients in the time direction [23,24,26,28]. Thus, even despite the sign cancellations which happen between strong-coupling expansion diagrams at higher orders, DiagMC algorithms based on strong-coupling expansion can be expected to solve, at least formally, the computational complexity problem (in the terminology of [6]) for finite-density gauge theories in the Veneziano large-$N$ limit.

The Metropolis algorithm IV.B.1 allows us to systematically sample the strong-coupling expansion for large-$N$ non-Abelian gauge theories. To this end, it should be applied to solve the gauge-invariant Schwinger-Dyson equations for lattice Wilson loops $\frac{1}{N} \text{Tr} (g_{x_1,\mu_1} g_{x_2,\mu_2} \cdots g_{x_n,\mu_n})$ (Migdal-Makeenko loop equations [71,72]). These equations are very similar in structure to equations (40) in subsection IV.A.

In fact, we have already tried to solve the Migdal-Makeenko loop equations in large-$N$ pure gauge theory using the algorithm IV.B.1, sampling the loops on the lattice with probabilities proportional to Wilson loops $\frac{1}{N} \text{Tr} (g_{x_1,\mu_1} g_{x_2,\mu_2} \cdots g_{x_n,\mu_n})$. Unfortunately, this straightforward attempt did not allow to go beyond the first few orders of strong-coupling expansion, which could anyway be computed manually. The reason is the “zigzag symmetry” [90,91] between Wilson loops which differ by the insertion of arbitrary path traversed forward and immediately backward (see Fig. 17), which stems from unitarity of link matrices $g_{x,\mu,\nu} \ni g_{x,\mu,\nu} = g_{x,\mu} g_{x,\nu}^\dagger = 1$. Most of the computer time goes into sampling numerous redundant loops with multiple “zigzag” insertions, and nontrivial loops which contribute to higher orders of strong-coupling expansion are entropically disfavored. Possible solution to this problem is to rewrite the Migdal-Makeenko loop equations in terms of “irreducible” loops without zigzag insertions, which makes the equation structure significantly more nontrivial. We hope that this “gauge-fixing” in loop space would allow to go to sufficiently high orders of strong-coupling expansion. Work in this direction is in progress.

Another challenge is to extend this approach to finite $N$, where the combinatorial structures involved in the strong-coupling expansion coefficients become more complicated [26,92], and $1/N$ expansion might not work properly [92]. Importantly, the baryon bound states only exist at finite $N$. Nevertheless, even the finite-density gauge theory in the large-$N$ Veneziano limit might exhibit some universal features for densities below the baryon condensation threshold and is therefore physically interesting [93,94].
MANIFESTLY POSITIVE WEIGHTS OF FEYNMAN DIAGRAMS, FOR CRITICAL BEHAVIOR IN large-NU

Our algorithm is particularly suitable for exploring the conceptual advantages are the following:

- The applicability of algorithm to any expansion, even without explicit diagrammatic rules. In particular, it can be used to sample both weak- and strong-coupling expansions in lattice gauge theory.
- The ability to work directly in the infinite-volume limit. Of course, this does not imply the absence of slowing down towards the continuum limit, since the number of expansion coefficients which should be sampled to reach a given precision might grow with correlation length (see, e.g., subsection III B), and sign problem might make this growth faster (see subsection V B).
- The ability to work directly in the large-N limit, where the number of diagrams contributing to either strong- or weak-coupling expansions becomes significantly smaller. Systematic calculation of the coefficients of 1/N-expansion is also possible [81]. Large-N limit is not directly accessible in most other DiagMC simulations of non-Abelian gauge theories [23–28].

Our algorithm is particularly suitable for exploring the critical behavior in large-N quantum field theories with manifestly positive weights of Feynman diagrams, for example, the planar \( \phi^4 \) model with negative coupling constant or the Weingarten model of random planar surfaces on the lattice [95].

The resummation strategy used in this work also seems to be quite general for non-Abelian field theories. Its particular advantages are:

1. The absence of infrared divergences which are characteristic for the standard weak-coupling expansion of massless quantum field theories. While these divergences cancel in physical observables, they should be regulated at intermediate steps, which enhances the sign problem upon removing the infrared regulator due to cancellations between numerically large summands of opposite signs. In more conventional approaches to lattice perturbation theory such as numerical stochastic perturbation theory (NSPT) [45,46] dealing with infrared divergences also requires additional infrared regulators.

2. The absence of factorial divergences in the weak-coupling expansion in the large-N limit, which arise at sufficiently high orders in conventional lattice perturbation theory. The general arguments of Sec. II, however, do not exclude the possibility of exponential divergences. Our arguments in favor of convergence of our infrared-finite weak-coupling expansion are only based on the numerical evidence—for up to \( M = 500 \) orders for the large-N \( O(N) \) sigma model, and for up to \( M = 12 \) orders for the principal chiral model.

Of course, these advantageous features come at a certain price, and in some respects the resummed perturbative expansion behaves worse than the bare one:

1. Sampling our weak-coupling expansion using a DiagMC algorithm leads to the sign problem due to in general nonpositive weights of Feynman diagrams, even though the conventional Monte Carlo simulations do not have any sign problem. Furthermore, for lattice gauge theory this sign problem is expected to become worse if finite-density fermions are added.

2. The convergence is slower than for the conventional lattice perturbation theory, see Figs. 12 and 15.

3. The expansion starts from the wrong vacuum state with explicitly broken \( U(N) \times U(N) \) symmetry of the principal chiral model. While this symmetry seems to be gradually restored at high orders, at finite expansion order this explicit symmetry breaking results in constant contribution to the correlators of \( g_x \) variables, which in reality are exponentially decaying.

Summarizing these advantages and disadvantages, it seems that the DiagMC approach based on the weak-coupling expansion is comparable in terms of computational time to conventional simulation methods as applied to non-Abelian lattice field theories in the large-N limit.
particular, for Fig. 12, the finite-$N$ data from conventional Monte Carlo and the DiagMC data at infinite $N$ were produced within the comparable amount of CPU time. It is also conceivable, for example, that applying Numerical Stochastic Perturbation Theory (NSPT) [45,46] to finite-$N$ principal chiral model and then extrapolating to large-volume and large-$N$ limits would lead to the comparable quality of numerical data within the comparable CPU time.

It remains to be seen how efficient the sampling of strong-coupling expansion might be.

Probably the most promising direction for further improvement is the Bold Diagrammatic Monte Carlo (BDMC) approach, which can efficiently capture non-perturbative information by combining perturbative expansion with a self-consistent mean-field-like approximation [5,13,14,96]. Unfortunately, currently most of BDMC algorithms for bosonic fields are based on certain truncations of Schwinger-Dyson equations even for the simplest case of scalar field theory with $\phi^4$ interactions [13,14].

One possibility to construct the bold diagrammatic expansion would be to work with Schwinger-Dyson equations for $n$-particle-irreducible field correlators [74]. Another possibility, more specific for non-Abelian field theories, is to introduce the matrix-valued Lagrange multiplier enforcing the unitarity constraint $g_1^2 g_2 = 1$, and integrate out the $g_x$ fields, which would automatically ensure the $U(N) \times U(N)$-invariant vacuum state with $\langle \frac{1}{N} \text{Tr} g_x \rangle = 0$. For the large-$N$ $O(N)$ sigma model, a similar treatment immediately yields the exact nonperturbative solution, with the mass being equal to the saddle-point value of the Lagrange multiplier field. In fact, this mean-field solution resums our double series (30) with coupling and logs of coupling into a single exponential $\exp(-\frac{4x}{4})$, which is the only term in the true trans-series for the mass gap in the large-$N$ $O(N)$ sigma model. One could, thus, expect that if such an approach works also for the principal chiral model, it might resum many terms in our expansion into exponentials, thus, turning it into the true trans-series of the form (1) with optimal convergence properties and reducing the sign problem due to cancellations between Feynman diagrams. Implementing this approach in practice turns out to be nontrivial, and would be explored in future work.
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APPENDIX A: VERTEX FUNCTIONS IN THE SMALL MOMENTUM LIMIT

The vertex functions (45) can be drastically simplified if all the momenta in their arguments are much smaller than the lattice cutoff scale. In this limit the lattice Laplacian $\Delta(p)$ behaves as $\Delta(p) \approx p^2$, and the vertex function $V(q_1, \ldots, q_{2n+1})$ can be represented as

\begin{equation}
V(q_1, \ldots, q_{2n+1}) = \sum_{k=1}^{2n+1} (-1)^{k-1} \sum_{m=0}^{k-1} \sum_{i=1}^{2n+2-k} q_{m+i}^2 \delta_{m,i} \theta(2n + 2 - k - 2r + l + 1) + \sum_{r=0}^{2n} q_{2r+1}^2 \sum_{l=0}^{2r} (-1)^{k-1} \sum_{m=0}^{k-1} \sum_{i=1}^{2n+2-k} q_{m+i}^2 \delta_{m,i} \theta(2n + 2 - k - 2r + l + 1)
\end{equation}

\begin{equation}
= \sum_{r=0}^{2n} q_{2r+1}^2 \sum_{l=0}^{2r-1} (-1)^{k-1} + \sum_{r=0}^{2n} q_{2r+1}^2 \sum_{l=0}^{2r} (-1)^{k-1} = \sum_{r=0}^{2n} q_{2r+1}^2.
\end{equation}

\(\text{DIAGRAMMATIC MONTE CARLO FOR THE WEAK-... PHYSICAL REVIEW D 96, 114512 (2017)}\)
which is the formula (47) in the main text.

Combining (A2) and (A3), we get

\[ V(q_1, \ldots, q_{2n+1}) = (q_1 + q_2 + \cdots + q_{2n+1})^2, \tag{A4} \]

which is the formula (47) in the main text.

**APPENDIX B: INTEGRATION MEASURES ON \( S_N \) AND \( U(N) \) MANIFOLDS**

### 1. Cayley map for \( U(N) \) group

With the Cayley mapping \( g = \frac{1 + i \phi}{1 - i \phi} = 2 \frac{id\phi}{1 + \phi^2} - 1 \), the group-invariant distance element \( ds^2 = \text{Tr}(dgdg^\dagger) \) on \( U(N) \) can be expressed as

\[
\begin{align*}
    ds^2 &= \text{Tr} \left( \frac{-2i}{1 - i \phi} d\phi \frac{1}{1 - i \phi} \frac{2i}{1 + i \phi} d\phi \frac{1}{1 + i \phi} \right) \\
    &= 4 \text{Tr} \left( \frac{1}{1 + \phi^2} d\phi \frac{1}{1 + \phi^2} d\phi \right), \quad \text{(B1)}
\end{align*}
\]

The invariance of \( ds^2 \) under shifts \( g \rightarrow ug, \ u \in U(N) \) implies, in particular, the invariance of the measure under similarity transformations \( g \rightarrow ugu^\dagger \) which allow to diagonalize \( g \) and hence the matrix \( \phi \) in (B1). We, thus, assume that the matrix \( \phi_{ij} \) has diagonal form \( \phi_{ij} = \delta_{ij} \). The distance element \( ds^2 \) can be then written as a convolution of the coordinate differentials \( d\phi_{ij} \) with the diagonal metrics:

\[
\begin{align*}
    ds^2 &= g_{ijkl} d\phi_{ijkl} \\
    &= \sum_{i} \frac{d\phi_{ii}^2}{1 + \phi_{ii}^2} + 2 \sum_{j>i} \frac{(d\text{Re}\phi_{ij})^2 + (d\text{Im}\phi_{ij})^2}{(1 + \phi_{ii}^2)(1 + \phi_{jj}^2)}, \quad \text{(B2)}
\end{align*}
\]

where we have taken into account that the off-diagonal components \( \phi_{ij} \) are not all independent, but rather satisfy \( \phi_{ij} = \bar{\phi}_{ji} \). We can now express the integration measure, up to an irrelevant normalization factor, as \( \int dg = \int d\phi \sqrt{g} \), where \( g \) is the determinant of the metric tensor which is equal to the product of all the diagonal metric elements appearing in (B2):

\[
\begin{align*}
    g &= \left( \prod_{i=1}^{N} f_i^2 \right)^2 = \prod_{i,j} f_i f_j = \prod_{i,j} f_i f_j \\
    &= \left( \prod_{i} f_i \right)^{2N} = \det(1 + \phi^2)^{-2N}, \quad \text{(B3)}
\end{align*}
\]

where we have denoted \( f_i = (1 + \phi_{ii}^2)^{-1/2} \). Combining everything together, we arrive at

\[
\int_{U(N)} dg = \int_{\mathbb{H}_{N\times N}} d\phi \det(1 + \phi^2)^{-N}, \quad \text{(B4)}
\]

where on the right hand side the integration goes over all \( N \times N \) Hermitian matrices. This expression is identical to (4) in the main text, up to the trivial rescaling \( \phi \rightarrow a \phi \).

### 2. Exponential map for \( U(N) \) group

Proceeding in the same way as for the Cayley map, for the exponential map \( g = e^{i \phi} \) we can relate the differentials of \( \phi \) and \( g \) as

\[
\begin{align*}
    dg &= \int_{0}^{1} dz e^{iz \phi} d\phi e^{i(1-z)\phi}, \quad \text{(B5)}
\end{align*}
\]

The group-invariant distance element takes the form

\[
\begin{align*}
    ds^2 &= \text{Tr}(dgdg^\dagger) \\
    &= \int_{0}^{1} \int_{0}^{1} dz_1 dz_2 \text{Tr}(e^{i(z_2-z_1)\phi} d\phi e^{-i(z_2-z_1)\phi} d\phi), \quad \text{(B6)}
\end{align*}
\]

Again, we can now use the invariance of the measure under similarity transformations \( g \rightarrow ugu^\dagger, \ \phi \rightarrow ugu^\dagger \), \( u \in U(N) \) to diagonalize \( g \) and \( \phi \), and express the distance element (B6) as

\[
\begin{align*}
    \sum_{i,j} \int_{0}^{1} \int_{0}^{1} dz_1 dz_2 e^{i(z_2-z_1)(\phi_i - \phi_j)} |d\phi_{ij}|^2 \\
    &= \sum_{i} d\phi_{ii}^2 + 2 \sum_{i>j} \int_{0}^{1} \int_{0}^{1} dz_1 dz_2 \cos((z_2 - z_1)) \\
    &\quad \times (\phi_i - \phi_j) |d\phi_{ij}|^2 \\
    &= \sum_{i} d\phi_{ii}^2 + 8 \sum_{i>j} \int_{0}^{1} \sin^2(\phi_i - \phi_j) |d\phi_{ij}|^2. \quad \text{(B7)}
\end{align*}
\]

We see that the metric tensor is again diagonal with our choice of group coordinates, and we finally get for the integration measure (up to an overall normalization factor)

\[
\begin{align*}
    \int_{U(N)} dg &= \int_{\mathbb{M}} d\phi \prod_{i>j} \sin^2(\phi_i - \phi_j)/\phi_i \phi_j \phi_j, \quad \text{(B8)}
\end{align*}
\]

where \( \mathbb{M} \) is some closed domain in the \( N^2 \)-dimensional space \( \mathbb{H}_{N\times N} \) of the Hermitian \( N \times N \) matrices. The \( U(N) \) group manifold is uniquely covered by the integration in (B8) if \( \mathbb{M} \) is bounded by the \( N^2 - 1 \)-dimensional manifolds at which at least two eigenvalues of \( \phi \) coincide. E.g., in the case of \( U(2) \) group, \( \mathbb{M} \) is the direct product of the 3-dimensional ball and the one-dimensional circle \( S_1 \).
In order to compare with the formula (4) in the main text, it is instructive to expand the Jacobian (B8) in powers of $\phi$:

$$\int d\phi \exp \left( \sum_{i,j} \log \left( \frac{\sin^2((\phi_i - \phi_j)/2)}{(\phi_i - \phi_j)^2} \right) \right)$$

$$= \int d\phi \exp \left( -\sum_{i,j} \frac{(\phi_i - \phi_j)^2}{12} + O(\lambda^4) \right)$$

$$= \int d\phi \exp \left( -\frac{N Tr \phi^2 - Tr \phi Tr \phi}{6} + O(\phi^4) \right), \quad (B9)$$

which illustrates the appearance of double-trace terms already in the lowest order of the expansion.

### 3. Stereographic map for the sphere $S_N$

In order to find the integration measure on the $N$-sphere $S_N$ parametrized by the coordinates $\phi_i$ as $n_0 = (1 - \phi^2)/(1 + \phi^2)^{-1}$, $n_i = 2\phi_i/(1 + \phi^2)^{-1}$, $\phi^2 = \sum_i \phi_i^2$, we again start by first expressing the $O(N)$-invariant distance element $ds^2 = dn_0^2 + d\phi_i^2$ on $S_N$ in terms of the coordinates $\phi_i$:

$$ds^2 = dn_0^2 + d\phi_i^2$$

$$= \frac{16(\phi_i d\phi_i)^2}{1 + \phi^2} + \frac{2d\phi_i - 4\phi_i d\phi_i}{(1 + \phi^2)^2}$$

$$= \frac{4d\phi_i^2}{1 + \phi^2}. \quad (B10)$$

The metric tensor is again diagonal in the stereographic coordinates $\phi_i$ (which is not surprising, as stereographic mapping is conformal), and the integration measure (up to a normalization constant) can be written in terms of the square root of the metric determinant as

$$\int_{S_N} dn = \int_{\mathbb{R}^{N-1}} d^{N-1}\phi (1 + \phi^2)^{-(N-1)}, \quad (B11)$$

where the integration is over the whole $N - 1$ dimensional real space $\mathbb{R}^{N-1}$. In the large-$N$ limit one can also replace the power of $-(N - 1)$ in (B11) by $-N$, which leads to the expression (23) in the main text after the trivial rescaling $\phi \rightarrow \sqrt{\lambda}/2\phi$.
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