New approach for jet-shape identification of TeV-scale particles at the LHC
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Abstract

A new approach to jet-shape identification based on linear regression is discussed. It is designed for searches for new particles at the TeV scale decaying hadronically with strongly collimated jets. We illustrate the method using a Monte Carlo simulation for pp collisions at the LHC with the goal to reduce the contribution of QCD-induced events. We focus on a rather generic example $X \rightarrow t \bar{t} \rightarrow \text{hadrons}$, with $X$ being a heavy particle, but the approach is well suited for reconstruction of other decay channels characterized by a cascade decay of known states.
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1 Introduction

A promising path for discoveries of TeV-scale particles to be produced at the LHC is through model-independent searches in which events can be classified in exclusive classes according to the number of identified high-$p_T$ objects (jets and leptons). In the case of heavy particles, with masses close to the TeV scale, the decay products undergo a significant Lorentz boost, and this leads to their partial or complete overlap. In the case of jets, this closes the opportunity of bump hunting in invariant-mass spectra using individual jets since the event signatures will be indistinguishable from those of the standard QCD-induced events.

Jet shapes are often discussed as a useful tool to disentangle events induced by the standard QCD processes from those containing jets as the results of decay products of TeV-scale particles. They are expected to be useful in reduction of the overwhelming rate of conventional QCD jets, thus opening the path to a direct observation of new states. [1–14].

In this paper we extend the studies of jet shapes presented in [12] for the generic decay channel \( X \to t\bar{t} \to \text{hadrons} \), with \( X \) being a heavy particle with a mass close to the TeV scale. It is assumed that the mass of a particle \( X \) is so heavy that the top quarks will form two energy deposits in cones around the top-quark directions. Thus, given the finite spacial resolution of a detector, the decay products of top quarks will be seen as monojets. It is hoped that shapes of such monojets will be different from those of the standard QCD jets, with direct implications for experimental searches of heavy particles.

While the approach presented in [12] was mainly based on two jet-shape variables, jet width and eccentricity derived using the principle-component analysis of jet constituents, in this paper we will propose a more intuitive approach which provides a significantly larger number of jet-shape characteristics. In fact, the approach proposed in this paper goes beyond the jet-shape identification and deals with a general problem of a dimensionality reduction, i.e. how to reduce the amount of information in the original multi-dimensional data keeping only a few parameters which catch the most basic spacial features of the original data. In the case of the jet-shape studies, we are interested not only in the extent of elongation of the jet shape characterized by the eccentricity, but also in a degrees of skewness of jet shapes which cannot be easily estimated using the techniques discussed before [12].

2 Jet shapes and jet masses

The jet-shape analysis performed in Ref. [12] included mass cuts and cuts on the jet shapes (the jet width and the eccentricity). The cut on the jet masses has by far the most rejection for QCD-jets. Indeed, the channel \( X \to t\bar{t} \to \text{hadrons} \) features two monojets, each of which has a mass close to the top mass. Thus, selecting events with two jets with masses above some cut close to the top mass, one can reject a
Table 1: Event rejection factors for inclusive \( pp \) events and events with TeV-scale particles \( Z' \to t\bar{t} \to 6q \), where \( Z' \) has a mass ranging from 2 TeV to 4 TeV. The rejection factors were calculated by applying the cuts 70, 100 or 140 GeV on the mass of two leading in \( p_T \) jets.

| \( p_T > 70 \text{ GeV} \) | \( p_T > 100 \text{ GeV} \) | \( p_T > 140 \text{ GeV} \) |
|-----------------|-----------------|-----------------|
| \( pp \)        | 9.9             | 48              | 380             |
| 2 TeV           | 1.1             | 1.4             | 2.3             |
| 3 TeV           | 1.05            | 1.2             | 1.6             |
| 4 TeV           | 1.06            | 1.1             | 1.3             |

Table 1 shows that the rejection factor after the jet-mass cut varies from \( \sim 10 \) to \( \sim 400 \) for the standard QCD events, while the mass cuts have a small effect on the events with TeV-scale particles, leading to a rejection between 1 and 2.3. For example, for the 70 GeV mass cut, the rejection factor for QCD events is roughly 9.9, while it is only a factor of 1.1 for the 2 TeV signal events. Therefore, the ratio of the rejection factors for inclusive QCD and events with heavy states is about 9.

For the analysis of jet shapes in the next section, we will consider monojets with approximately similar masses, close to the top mass. We have chosen the jet-mass range 140 < \( M(jet) < 300 \text{ GeV} \). With such a tight mass constraint, the jet shapes should mainly reflect the spacial distribution of jet constituents for kinematically similar jets (with similar transverse momenta and jet masses). Keeping this mass range in mind, we will attempt to find differences in jet shapes for QCD events and events originating from \( X \to t\bar{t} \to \text{hadrons} \).
3 Jet shapes using linear-regression analysis

To characterize jet shapes in two-dimensions, say in $\eta$ (pseudorapidity) and $\phi$ (azimuthal angle), we propose a new approach which is significantly different from the principle-component analysis considered in Ref. [12]. Being more intuitive, this method will also allow us to construct a significant number of jet-shape variables sensitive to the jet size in the transverse and longitudinal directions, as well as the degree to which the jet constituents form skewed shapes.

Let us consider a jet constituent (hadron, calorimeter cluster, etc.) defined by its position in $\eta$ (pseudorapidity) and $\phi$ (azimuthal angle) with respect to the beamline and interaction-point, as well as by its energy $e$. In this case, each particle is represented by a point ($\eta$ and $\phi$) and a weight ($e$), making the shape effectively three-dimensional. If it is assumed that the jet in this phase space is a conic section (roughly elliptical), then we can define several shape variables, including the major axis length, minor axis length, ellipse eccentricity, and others (to be discussed below). The first task is thus to define the axes and lengths of the ellipse.

![Figure 1: Sketch of two approaches for analyzing an approximately elliptical composite object. Each point represents a jet constituent, with the size representing its weight. The geometric major axis is defined by an unweighted linear regression, the geometric minor is by definition perpendicular to the major axis, through the geometric mean. In the non-quadrant method (left figure), weighted centers $P[N]$ ($N = 1, \ldots, 4$) are defined for the regions above or below the major and minor axes. In the quadrant-method (right figure), each weighted center $P[N]$ is uniquely associated with one of four quadrants shown with dashed lines and denoted as (1)-(4). In both methods, the weighted centers do not need to be located on the axes.](image)

First, a linear regression analysis in two-dimensions is performed to define the direction of geometrical elongation in $\eta$ and $\phi$. The linear regression was performed using the least squares approach by minimizing the sum of the squares of the vertical distances of the points from the line. At this stage, all data points are assumed to have exactly the same weights. The linear regression defines the best-fit values of the
slope and intercept of the major axis. In the calculations, a geometric mean of all constituents is found first (P[0] in Fig. 1) and then a linear regression is performed. The major axis is given by the fit, while the minor axis is defined to be perpendicular to the major axis and passing through the geometric mean.

With the axis-lines of the ellipse defined, the next step is to calculate the axis length. We identified two main classes of length definition: the quadrant method and the non-quadrant method. We will discuss each of these methods respectively.

3.1 Quadrant Method (QM)

In the quadrant method (QM), the $\eta - \phi$ space is first divided into four quadrants centered at the ellipse geometric center, each of which corresponds to one of the ellipse semi-axes (Fig. 1 (right)). This is done by taking the major and minor axis lines (from linear regression) and rotating them by 45°, putting each semi-axis in one of the quadrants, as shown using dashed lines in Fig. 1 (right). The length of each semi-axis is defined by finding the weighted center of each quadrant; that is, all constituent points are separated by the quadrant in which they lie and the weighted mean of each quadrant is found independently, without consideration of points in other quadrants. Each data point is uniquely associated with each quadrant. The length of the semi-axis is thus the length between the global geometric center and the quadrant center.

The semi-axes are sensitive to spacial positions of jet constituents in 3D (where the third component, the constituent weight, is given by energy), since the geometrical axes are defined using unweighted regression, while the semi-axes are calculated using weights.

3.2 Non-Quadrant Method (NQM)

In the non-quadrant method (NQM), the major and minor axis themselves define the areas where the weighted means are calculated; the major axis-line defines two semi-planes (the part above and the part below), as does the minor axis-line, see Fig. 1 (left). In this way, each point is in two of four semi-planes rather than a single exclusive quadrant. The weighted means above and below the major axis-line are the weighted centers defining the lengths of the minor semi-axes, while the means above and below the minor axis define the lengths of the major semi-axes.

As example, the point P[3] in Fig. 1 (left) shows a weighted mean of the area above the major axis, while P[4] defines the same but for the plane below the major axis. Similarly, P[1] and P[2] show the weighted means for the plane below and above the minor axis. It is important to note that all four centers are defined using weights (i.e. jet constituent energies), which increase the sensitivity to data in 3D. The distances between the points P[1] and P[0] (P[2] and P[0]) define major semi-axes. Analogously, the distances between the points P[3] and P[0] ([P[4] and P[0]) define the minor semi-axes.
The main difference between the QM and NQM is different sensitivity to spatial topology: Each point in the NQM contributes to both major and minor semi-axes. Thus, the NQM is more sensitive to a shape of elongated distribution, since all points from both sides of the major axis contribute to the (semi)-minor length. For example, a shape with roughly the same width along the major axis (a pencil-like shape) indicates a very small minor length.

For the QM method, points are uniquely associated with each quadrant and can contribute either to the minor or the major semi-axis. In the example with a pencil-like shape discussed above, only a small fraction of phase space close to the geometrical center can contribute to the minor axis. Adding an extra point in the region of 45° from one side of the major axis will have a strong impact on the minor semi-axis, without contribution to the major semi-axis (unlike the NQM definition).

### 3.3 Definition of Variables

The geometrical major and minor axes from the linear-regression analysis were only necessary to define the regions with four positions of semi-axes which are used for calculations of actual major and minor vectors and jet-shape variables based on these vectors. Each variable can be defined either in QM or NQM.

- **Major length**, $|\vec{L}_{MJ}|$, a distance between major semi-axis centers ($P[1]$ and $P[2]$) which defines the size of longitudinal elongation (which includes 2D geometry and weights given by the energies of constituents). It can be composed into two semi-axes from each side of the minor axis. By definition, $L_{MJ} = \vec{L}_{MJ}^{(1)} - \vec{L}_{MJ}^{(2)}$ and $|\vec{L}_{MJ}^{(1)}| > |\vec{L}_{MJ}^{(2)}|$, where $|\vec{L}_{MJ}^{(1)}|$ is the longest and $|\vec{L}_{MJ}^{(2)}|$ shortest length of the semi-axis.

- **Minor length**, $|\vec{L}_{MI}|$, a distance between minor semi-axis centers ($P[3]$ and $P[4]$) which defines the size of the transverse elongation. It can be decomposed into two semi-axes from each side of the major axis. By definition, $L_{MI} = \vec{L}_{MI}^{(1)} - \vec{L}_{MI}^{(2)}$ and $|\vec{L}_{MI}^{(1)}| > |\vec{L}_{MI}^{(2)}|$, where $|\vec{L}_{MI}^{(1)}|$ is the longest and $|\vec{L}_{MI}^{(2)}|$ the shortest length of the minor semi-axis.

- **Eccentricity**, $ECC$, defined as

$$ECC = 1 - \frac{|\vec{L}_{MI}|}{|\vec{L}_{MJ}|}$$

with the range $[0, 1]$. This variable measures the degree to which the ellipse fails to be circular. $ECC = 0$ is for a perfect circle, and 1 for an infinitely elongated object. For the QM, this parameter emphasizes the relative width of an elongated object due to contributions of points closer to the geometrical center, while the same parameter in the NQM is more sensitive to the contribution of points away from the center.
• Major eccentricity, $ECC_{MJ}$:

$$ECC_{MJ} = 1 - \frac{|\vec{L}_{MJ}^{(2)}|}{|\vec{L}_{MJ}^{(1)}|},$$

where $|\vec{L}_{MJ}^{(1)}|$ and $|\vec{L}_{MJ}^{(2)}|$ are the lengths of the major semi-axes as defined above. This is a measure of the degree to which the ellipse is skewed to one side of the minor axis. A large value signifies a large difference between lengths of the major semi-axes. For the QM, it is sensitive to skewness due to points close to the geometrical center, while for the NQM it is more sensitive to points at the shape edges.

• Minor eccentricity, $ECC_{MI}$:

$$ECC_{MI} = 1 - \frac{|\vec{L}_{MI}^{(2)}|}{|\vec{L}_{MI}^{(1)}|},$$

where $|\vec{L}_{MI}^{(1)}|$ and $|\vec{L}_{MI}^{(2)}|$ are the lengths of the minor semi-axes. This is a measure of the degree to which the ellipse is 'skewed' to one side of the major direction. A large value signifies a large difference between lengths of the minor semi-axes. As before, the value of $ECC_{MI}$ is in the range $[0,1]$. The differences between the QM and NQM methods are as for the $ECC_{MJ}$.

The above variables can be defined using either the QM or NQM. As mentioned above, the QM is sensitive to the asymmetries in the shape close to the geometrical center of the entire distribution, while the NQM is more sensitive to asymmetry at the edges.

To illustrate the concept of the linear-regression approach, numerical tests\textsuperscript{1} were performed by distributing random points in 2D using two Gaussian distributions, see Fig.\textsuperscript{2}. The thick (red) line shows the linear regression which defines the geometric major axis, while the thin black line is the geometric minor axis. The eccentricities were calculated using the NQM and QM. The following situations were considered: (1) the mean positions of the Gaussian distributions were set to be the same. (all eccentricities are close to zero); (2) the centers of two Gaussian distributions were shifted by 3 units in $\phi$-direction. This leads to non-zero global eccentricities, and the eccentricities which reflect skewness ($ECC_{MJ}$ and $ECC_{MI}$) are close to zero. When a new point is added with the weight 50 (open circle) (see Fig.\textsuperscript{2}(3)), this impacts the values of $ECC_{MI}$. Moving this point closer to the major axis (Fig.\textsuperscript{2}(4)) changes the value of $ECC_{MJ}$.

Figure\textsuperscript{3} shows the variables for the signal and background events for the leading in $p_T$ jet, after the mass cuts at 140 GeV as discussed in Sect.\textsuperscript{2}. For a better shape comparison, all distributions are normalized to unity. It should be stressed that, in

\textsuperscript{1}The code is implemented in Java and is included to the package [21] described in [22].
reality, the cross sections for QCD events can be three orders of magnitude larger
than those for the signal events\(^2\). We will discuss this point later; at this stage we
are only interested in the shape comparison.

As it can be seen from Figure 3, the mass cut is essential for the TeV-scale particle
searches: in addition to the fact that it is strongest for separation of background
events, the differences between jet shapes for the signal and background events
significantly depend on the applied mass cut. Similarly, Fig. 4 shows the same
variable but for the second jet.

Arrows on Figures 3 and 4 show possible cuts designed to reject QCD events in
\(pp\) collisions. The mass cut is applied for all shape distributions. It should be noted
that cuts on the shape variables are applied after using the other cuts (indicated on
the figure). We did not apply the cuts on the eccentricities in the NQM approach
since a cut on the \(|\tilde{L}_{NQM}^{M1}|\) is already sufficient to make sure that only asymmetric
events are accepted. It can be seen that the jet-shape cuts should be tightened for
3 and 4 TeV particles to obtain the largest possible rejection for QCD jet events.

Figure 5 shows the expected differential cross sections for the jet-jet invariant
mass \(M_{jj}\) after the mass cut \(M(jet) > 140\) GeV. The distributions are shown before
and after the applied jet-shape cuts indicated with the arrays in Fig. 3 and 4. It can
be seen that after the jet-shape cuts, the expected signal (open dots) is a factor of
ten smaller than the QCD background level (the filled histograms), while it is much
larger for the jet-mass cut alone (filled dots and the open histogram). Certainly,
the conclusion about the relative size of the signal compared to QCD background
depends on the underlying model, which, in this case, was chosen to be the \(Z'\).
The relative size of the signal compared to QCD background does not change much
with increase of \(M_X\), which is mainly due to the fact that no readjustments of
the jet-shape cuts were done going to higher masses.

Let us give numerical estimates. The rejection factor \(r(QCD)\) for QCD events
in the mass range \(1.5 - 2.5\) TeV is roughly 100, while it is a factor 25 for the 2 TeV
signal. Therefore, the ratio of the rejection factors for inclusive QCD and events
with heavy states is about 3.7,

\[
\frac{r(QCD)}{r(X(2\text{TeV}))} \approx 3.7. \tag{1}
\]

The rejection factor for QCD events for \(M_{jj} \sim 2\) TeV is 44, while it is only a factor
7.4 for 3 TeV particles. Therefore, the ratio of the rejection factors for inclusive
QCD and events with 3 TeV states is larger:

\[
\frac{r(QCD, \text{ jets})}{r(X(2\text{TeV}))} \approx 6. \tag{2}
\]

For the 4 TeV signal events, the rejection can be as high as 8 after adjusting the cuts
on the shape variables. Generally, it is expected that the relative rejection factor
will be even larger for higher masses and roughly follows:

\(^2\)This statement is valid for \(Z'\) particles included into the PYTHIA predictions.
where $M$ is a mass (in TeV) of a heavy particle. At this stage, it is difficult to verify the exact functional dependence on $M$ since this depends on the chosen jet-shape cuts. We only can offer an approximate dependence which qualitatively follows from Figs. 3 and 4.

Using the jet-shape rejection rates, now it is easy to calculate the global rejection factor including the jet-mass cut. We will make our estimates for the 3 TeV exotic particles. According to Table 1, the relative rejection factor for 140 GeV mass cut is $380/1.6=237$. The rejection factor only weakly depends on the mass of heavy particles after using the jet-mass cut to consider only jets with masses close to the nominal top mass. This rejection factor should be multiplied by the factor Eq. (2) from the use of jet-shape variables. Thus, the overall relative rejection factor is above 1400.

For an arbitrary TeV-scale mass $M$ of a heavy state decaying to $t\bar{t}$, the total relative rejection factor follows this empirical expression:

$$\frac{r(QCD \, jets)}{r_X(M \, TeV)} \propto M,$$

where $M$ is a mass (in TeV) of a heavy particle. At this stage, it is difficult to verify the exact functional dependence on $M$ since this depends on the chosen jet-shape cuts. We only can offer an approximate dependence which qualitatively follows from Figs. 3 and 4.

Using the jet-shape rejection rates, now it is easy to calculate the global rejection factor including the jet-mass cut. We will make our estimates for the 3 TeV exotic particles. According to Table 1, the relative rejection factor for 140 GeV mass cut is $380/1.6=237$. The rejection factor only weakly depends on the mass of heavy particles after using the jet-mass cut to consider only jets with masses close to the nominal top mass. This rejection factor should be multiplied by the factor Eq. (2) from the use of jet-shape variables. Thus, the overall relative rejection factor is above 1400.

For an arbitrary TeV-scale mass $M$ of a heavy state decaying to $t\bar{t}$, the total relative rejection factor follows this empirical expression:

$$\frac{r_{tot}(QCD \, jets)}{r_{tot}(X(M \, TeV))} \simeq C \cdot (A + M),$$

where an $C$ is a rejection factor which significantly depends on the mass cuts as shown in Table 1 but relatively independent of the heavy-state mass. The second factor, $A + M$ (with $A$ being a constant) originates from the jet-shape selection and explicitly depends on the mass of a heavy state.

The efficiency of the selection of new states significantly depends on the applied cuts and the mass of such states. For the example discussed above, the overall efficiency including the applied mass cuts is roughly 8% for a $X$ state with the mass 3 TeV.

Since the anti-$k_T$ jet algorithm turns out to produce circular shapes [19], it is likely that the use of other jet algorithms may lead to different rejection factors obtained using the jet shapes. In particular, we expect that the standard $k_T$ algorithm [23] with a larger cone size (0.8-1.0) will be more suitable for the jet-shape reconstruction. It should also be noted that a full detector simulation may change the results.

A comparison of different approaches for QCD background rejection using jet shapes has been discussed in [12]. Usually, a rejection factor 100 for QCD inclusive events is considered as a good starting point for boosted-object searches in the $t\bar{t}$ channel. This rejection heavily depends on the jet-mass cut (the closer the mass cut to the nominal top mass, the larger QCD-event rejection). In this article we have disentangled the mass cut from jet-shape cuts, showing that a relative jet-shape rejection can be as large as 8 for 4 TeV states, while the relative rejection factor for QCD events after the mass cut can be above a hundred for $M(jet) > 140$ GeV.
Therefore, the overall relative rejection factor for 4 TeV particles can be close to a thousand.

4 Conclusions

The approach proposed in this paper allows to characterize jet shapes beyond the simple jet-shape characteristics considered in the previous publications [1–14]. In particular, the current method is sensitive to various degrees of skewness of jet shapes in the longitudinal (along the major axis) and the transverse (along the minor axis) directions. This can be useful for searches of $X(\sim TeV) \rightarrow t\bar{t}$ states which typically have unbalanced jet profiles due to hadronic top decays with the presence of $b$-quark decays. It was shown that the rejection power for QCD jets using the jet-shape characteristics alone can be as high as 8 for 4 TeV particles for the $X(\sim TeV) \rightarrow t\bar{t}$ decay channel.

It should be noted that this approach is rather general and can be used for any channel with unbalanced energy flows inside a jet due to asymmetric decays. It can also be used for decays where the selection of events with known jet masses (as in the case of $X \rightarrow t\bar{t}$) may not be possible.
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Figure 2: Several examples illustrating the concept of the shape-variables in the linear-regression approach. 400 points in $\eta$ and $\phi$ phase space are distributed randomly using two overlapping Gaussian distributions: (1) the mean positions of the Gaussian distributions are the same; (2) two Gaussian distributions are shifted by 3 (arbitrary) in $\eta$-direction; (3) the same as before, but a new point was added with the weight 50 (open circle); (4) the heavy-weight point was moved closer to the major axis. The thick (red) line shows the linear regression which defines the major axis, while thin black line is the minor axis. The eccentricities are calculated using the NQM and QM as described in the text.
Figure 3: Jet mass and jet-shape variables for the leading in $p_T$ jet in inclusive $pp$ collisions (filled histograms) simulated with the PYTHIA model. The jet shapes are shown after using the jet-mass cut $M(jet) > 140$ GeV. Also shown are the shape variables for $X \rightarrow t\bar{t} \rightarrow W^+b_1W^-b_2$, with $W$ bosons decaying hadronically into two jets. The state $X$ was simulated using a $Z'$ particle with a mass of 2, 3 and 4 TeV (solid and dashed lines, respectively). Events were selected with at least one jet with $p_T > 500$ GeV using the anti-$k_T$ jet algorithm. The vertical lines show the cuts applied to reject inclusive QCD events.
Figure 4: Same as Fig. 3 but for the second leading in $p_T$ jet.
Figure 5: The differential cross section for the jet-jet invariant mass after the mass cut $M(jet) > 140$ GeV before (open histograms and filled symbols) and after (filled histogram and open symbols) the jet-shape cuts. We used the PYTHIA model for the simulation of $Z'$ particles with 2, 3 and 4 TeV masses. The relative size of the signal compared to the QCD background level increases after applying the jet-shape cuts. See the text for more detailed numerical estimates.