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Abstract

This paper deals with the problem of predicting the future state of discrete-time input-delayed systems in the presence of unknown disturbances that can affect both the state and the output equations of the plant. Since the disturbance is unknown, computing an exact prediction of the future plant states is not possible. To circumvent this problem, we propose using a high-order extended Luenberger-type observer for the plant states, disturbances, and their finite difference variables, combined with a new equation for computing the prediction based on Newton’s series from the calculus of finite differences. Detailed performance analysis is carried out to show that, under certain assumptions, both enhanced prediction and improved attenuation of the unknown disturbances are achieved. Linear matrix inequalities (LMIs) are employed for the observer design to minimize the prediction errors. A stabilization procedure based on an iterative design algorithm is also presented for the case where the plant is affected by time-varying uncertainties. Examples from the literature illustrate the advantages of the scheme.
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1 Introduction

Time delays have been extensively studied over the years due to their harmful impact on the closed loop, which can cause undesired oscillatory behavior or even instability. Due to being infinite-dimensional systems (in the continuous-time case), the analysis and control of time-delayed plants are evolved when compared to non-delayed ones (Fridman, 2014; Gu et al., 2003).

When controlling such systems, a well-established idea is that of predicting the system output or state ahead of the delay and then to feedback such prediction so that the closed-loop system is equivalent to that of a non-delayed system. In such cases, one can say that the delay has been compensated, that is, its undesired effects have been mitigated by means of prediction. This idea was first developed in frequency domain for single-input single-output (SISO) open-loop stable systems by the seminal work of Smith (1957) and was later extended to multiple-input multiple-output (MIMO) open-loop unstable systems with the aid of time-domain analysis (Manitius & Olbrot, 1979; Artstein, 1982). Recently, interest in the problem of prediction has resurfaced in the context of unknown disturbances. In case the system is affected by such disturbances, it becomes impossible to perfectly predict the future states of the system due to the solution being dependent on future values of the disturbance. Some important works in the last years have tackled this problem.

To deal with unknown disturbances, Léchappé et al. (2015) proposed a solution based on a modification to the Artstein predictor (Artstein, 1982). The main idea consisted of adding a term that compares the current state of the plant with the delayed prediction, which leads to some information about the disturbance being feedbacked into the scheme. Both Sanz et al. (2016) and Castillo & García (2021) employ high-order extended observers capable of estimating the disturbance and its derivatives up to some order r. Then, such observations are used to help define new predictive schemes that lead to a decrease in the error caused by the unknown disturbance. In Furtat et al. (2018), the Finite Spectrum Assignment (FSA) idea from Manitius & Olbrot (1979) is used along with a disturbance predictor to propose a new control law for disturbance compensation for input-delayed systems. In Hao et al. (2019), the idea of sequential predictors was introduced, where the need to
store past values of the control input is relinquished. More recently, Wu & Wang (2021) tackled the problem of predicting the states of discrete-time input-delayed systems in the case of unknown disturbances by proposing two modifications to the idea originally published for continuous-time systems in Léchappé et al. (2015). In González & García (2021), new advances were reported concerning the consideration of time-varying delays.

In this same vein, in this work we aim at proposing a new prediction scheme for input-delayed systems affected by unknown disturbances that can affect both the state and output equations of the plant. Differently from Wu & Wang (2021), direct measurement to the plant state is not assumed to be available, which is a situation commonly found in industrial applications. Inspired by Castillo & García (2021), we employ a high-order extended state observer which is capable of estimating the disturbance and its finite differences up to some order \( r \). The main idea consists then of plugging such estimations into a truncated version of the Newton series (from the calculus of finite differences) to estimate future disturbances, which are then used into the solution of the plant to generate a new predictive scheme. We demonstrate that, when mild assumptions are met, such scheme is capable of generating enhanced results with respect to both disturbance attenuation and minimization of prediction errors compared with the recent literature. We also develop conditions for the robust design of the predictive controller scheme in the case of time-varying uncertainties affecting the plant.

The main novelties with respect to Castillo & García (2021) are: i) we use the newton-series to develop the new predictive scheme, which had not been employed before; ii) the closed-loop stability and stabilization in the case of plant time-varying uncertainties is developed; iii) detailed analysis of the disturbance attenuation characteristics of the proposed predictive-based control loop is presented using the reduction approach, while we show that perfect attenuation can be achieved for a big class of disturbances with a simple modification in the control law. The advantages of the strategy are also demonstrated in numerical examples borrowed from Hao et al. (2019) and González & García (2021).

Notation. For matrices \( W \) and \( Z \) in \( \mathbb{R}^{n \times n} \), \( W \succ Z \) means that \( W - Z \) is positive definite. \( \text{diag}(W, Z) \) corresponds to the block-diagonal matrix. \( \mathbb{S}^r_{++} \) stands for the set of symmetric positive definite matrices. \( I \) and \( 0 \) denote identity and null matrices. The symbol \( \star \) denotes symmetric blocks in the expression of a matrix. For integers \( a < b \), we use \( [a, b] \) to denote the set \( \{a, a + 1, \ldots, b - 1, b\} \). For a discrete function \( f(k) : \mathbb{Z} \to \mathbb{R}^n \), the forward difference operator is defined by \( \Delta f(k) = f(k+1) - f(k) \). Similarly, \( \Delta^2 f(k) = \Delta f(k+1) - \Delta f(k) \), \( \ldots \), \( \Delta^{s+1} f(k) = \Delta^s f(k+1) - \Delta^s f(k) \). Furthermore, we define \( \Delta^0 f(k) = f(k) \). Additionally, the \( d \) steps backwards different is denoted as \( \nabla_d f(k) = f(k) - f(k-d) \).

We use the notation \( \| f(k) \| \) to denote the vector norm \( \sqrt{\sum_{\tau=0}^{k} \| f(\tau) \|^2} \), whereas \( \| f \|_{l_2} \) is used to denote the local \( l_2 \) norm of \( f(k) \), given by \( \sqrt{\sum_{\tau=0}^{k} \| f(\tau) \|^2} \). Finally, \( \binom{z}{n} = \frac{z^n}{n!} \) denotes the binomial coefficient, where \( z \) stands for the falling factorial \( z^\underline{n} = \prod_{j=0}^{n-1} (x - j) \).

## 2 Problem formulation

### 2.1 General view

Consider an input-delayed plant given by

\[
\begin{align*}
  x(k+1) &= A_\Omega(k)x(k) + B_\Omega(k)(u(k-d) + w(k)), \\
  y(k) &= Cx(k) + Dw_{\text{loc}}(k), \\
  u(k) &= \Delta \hat{y}(k), \quad k \in [-d, -1],
\end{align*}
\]

(1)

where \( x(k) \in \mathbb{R}^n \), \( u(k) \in \mathbb{R}^m \), \( w(k) \in \mathbb{R}^q \), and \( y(k) \in \mathbb{R}^p \) are the plant state, the control input, the unknown disturbance, and the plant output, respectively. Furthermore, \( x(0) \) and \( \Delta \hat{y}(k) \) define the system initial condition. The plant input delay \( d \geq 0 \) is assumed to be known. \( A_\Omega(k) = A + \Omega_\Lambda(k), B_\Omega(k) = B + \Omega_B(k) \), where \( \Omega_\Lambda(k) \) and \( \Omega_B(k) \) are the time-varying uncertainties in the model and \( A, B, C, D_w \) are known matrices of appropriate dimensions satisfying the following assumption.

**Assumption 1** The pair \((A, C)\) is observable and

\[
\text{rank} \begin{pmatrix} A - I_{np} & B \\ -C & -D_w \end{pmatrix} = n_p + q. \tag{2}
\]

Moreover, the time-varying model uncertainties are described as in González & García (2021):

\[
(\Omega_\Lambda(k), \Omega_B(k)) = \lambda E\Omega(k)(F_A, F_B) \tag{3}
\]

where \( \lambda \geq 0 \) is a scalar that determines the size of uncertainties, \( \Omega(k) \in \mathbb{R}^{l_1 \times l_2} \) is an unknown time-varying matrix satisfying \( \Omega(k)^	op \Omega(k) \leq I \), \( \forall k \geq 0 \), and \( E, F_A, F_B \) are constant matrices.

Consider the nominal system, i.e., \( \lambda = 0 \). From recursion in (1), an exact prediction \( x(k+d) \) can be found as

\[
\begin{align*}
  x(k+d) &= \hat{x}_1(k+d) + \sum_{j=1}^{d} A^{j-1} B w(k+d-j), \tag{4a}
  \\
  \hat{x}_1(k+d) &= A^d x(k) + \sum_{j=1}^{d} A^{j-1} B u(k-j). \tag{4b}
\end{align*}
\]

One can notice, however, that equation (4a) cannot be computed since it depends on the current and future values of the disturbance, that is the values \( w(k+s), s \in \mathbb{Z} \).
[0, d−1]. Having knowledge of such values is unthinkable in almost all real systems, therefore strategies to compute an approximation of (4a) have been studied along the years. One classical choice to compute approximated predictions is to ignore the term due to the disturbance in (4a), leading to the classical prediction \( \hat{x}_1(k+d) \) in (4b). Clearly, (4b) results in a prediction error given by
\[
x(k+d) - \hat{x}_1(k+d) = \sum_{j=1}^{d} A^{d-j} B w(k+d-j).
\]
(5)

The recently published strategy in Wu & Wang (2021) showed that such choice is not appropriate due to large prediction errors that lead to poor attenuation of the disturbances. To deal with this, Wu & Wang (2021) proposes two predictors based on the original idea for continuous-time plants presented in Léchappé et al. (2015), which are given below
\[
\begin{align*}
\hat{x}_2(k+d) &= \hat{x}_1(k+d) + x(k) - \hat{x}_1(k), \\
\hat{x}_3(k+d) &= \hat{x}_2(k+d) + x(k) - \hat{x}_2(k).
\end{align*}
\]
(6a)
(6b)

In this same vein, in this paper we will also deal with the problem of finding a new prediction, namely \( \hat{x}_4(k+d) \), that leads to smaller errors and consequently better attenuation of disturbances. To this end, we first make the following assumption on \( w(k) \).

**Assumption 2** The disturbance \( w(k) \) is \( (r+1) \)-times finite differentiable with respect to the \( \Delta \) operator so that for any positive integer \( r \)
\[
\| \Delta^{r+1} w(k) \| \leq \delta,
\]
(7)
which implies that \( \| \Delta^{r+1} w(k) \|_{l_\infty} \leq \delta \sqrt{k+1} \), for \( 0 \leq k < \infty \), which means that \( \Delta^{r+1} w(k) \) belongs to the \( l_\infty^{2\infty} (\mathbb{Z}) \) space.

3 Prediction scheme

In this section we present a new predictive scheme for system (1). The main idea consists of employing a high-order extended observer that allows to estimate the disturbances and their finite differences \( \Delta \) up to order \( r \). Such observations are then plugged into a series to approximate the future values of the unknown disturbance, leading to the computation of the predictions. We start the section by defining the high-order extended observer equation, followed by presentation of the proposed predictive scheme.

3.1 High-order extended state observer

Since system (1) does not give direct measurement to the plant state, a first step to compute a prediction is to estimate the value of \( x(k) \), which can be done by means of a state observer. Furthermore, to deal with the disturbance summation error term (5), it is necessary to gather some knowledge about the disturbance as well, which can help decrease the error caused by this term. Such task can be accomplished by means of an extended state observer. In this work we employ observers that allow to estimate not only the plant state and the disturbance signal but also the difference operators (up to order \( r \)) of the disturbance. The idea of using high-order extended observers is inspired by Castillo & García (2021), which deals with continuous-time systems, where the disturbances and their time derivatives are observed. Herein, we propose the use of the following high-order observer to deal with the case of discrete-time systems
\[
\begin{align*}
\dot{\eta}(k+1) &= \tilde{A}\eta(k) + \tilde{B}_u u(k-d) + Le_y(k), \\
\dot{y}(k) &= \tilde{C}\eta(k),
\end{align*}
\]
(8)
where \( \eta(k) = [\hat{x}(k)^T \ w^T(k)]^T \in \mathbb{R}^n \), with \( n = n_p + (r+1)q \), the observer state, \( e_y(k) = y(k) - \hat{y}(k) \) is the observation error, \( L \in \mathbb{R}^{n \times m_u} \) is the observer gain to be designed, \( \tilde{C} = [C \ D_w 0_{n_p \times rq}] \), and
\[
\tilde{A} = \begin{bmatrix} A & [B \ 0_{n_p \times rq}] \\ 0_{(r+1)q \times n_p} & \Pi \end{bmatrix}, \quad \tilde{B}_u = \begin{bmatrix} B \\ 0_{(r+1)q \times m_u} \end{bmatrix},
\]
\[
\Pi = I_{(r+1)q} + [I_q \ldots I_q \ 0_{q \times q}]^T \begin{bmatrix} 0_{q \times q} & I_q & \ldots & I_q \end{bmatrix}.
\]
System (8) is a Luenberger-type observer for the augmented variable \( \eta(k) = [x(k)^T \ w^T(k)]^T \in \mathbb{R}^n \), with \( w^T(k) = [w^T(k) \ \Delta w^T(k) \ \cdots \ \Delta^r w^T(k)]^T \), which under Assumption 2 satisfies ( with \( \tilde{B}_w = [0_{q \times rq+n_p} I_q]^T \) )
\[
\eta(k+1) = \tilde{A}\eta(k) + \tilde{B}_u u(k-d) + \tilde{B}_w \Delta^{r+1} w(k).
\]
(9)

**Lemma 3** Under Assumption 1, the pair \( (\tilde{A}, \tilde{C}) \) is observable, allowing proper estimation of the variable \( \eta(k) \).

**Proof.** The proof follows from the Hautus Lemma for observability (Sontag, 1998; Chang, 2006), and is omitted due to space constraints. \( \square \)

3.2 A new expression for the prediction

From the calculus of finite differences, the following expression, known as the Newton series, holds for the operator \( \Delta \) (Jordan & Carver, 1950; Rota & Taylor, 1994)
\[
w(k+s) = \sum_{m=0}^{\infty} \left( \begin{array}{c} s \\ m \end{array} \right) \Delta^m w(k).
\]
(10)
From equation (10) we can rewrite (4a) as
\[
x(k + d) = A^d x(k) + \sum_{j=1}^{d} A^{j-1} Bu(k - j) \\
+ \sum_{j=1}^{d} A^{j-1} B \left[ \sum_{m=0}^{\infty} \binom{d-j}{m} \Delta^m w(k) \right].
\] (11)

By splitting the infinite sum in (11) into two parts, one with terms ranging between 0 and \( r \) and other with terms between \( r + 1 \) and \( \infty \), we arrive at the following expression for (4a)
\[
x(k + d) = A^d x(k) + \sum_{j=1}^{d} A^{j-1} Bu(k - j) \\
+ \sum_{j=1}^{d} A^{j-1} B \left[ \sum_{m=0}^{r} \binom{d-j}{m} \Delta^m w(k) \right] \\
+ \sum_{j=1}^{d} A^{j-1} B \left[ \sum_{m=r+1}^{\infty} \binom{d-j}{m} \Delta^m w(k) \right],
\] (12)

where the second summation term depends on the differences up to order \( r \) of the disturbance \( w(k) \). Then, given any observation of the variable \( \eta(k) \), the following prediction can be defined
\[
\dot{x}_4(k+1) = A^d \dot{x}(k) + \sum_{j=1}^{d} A^{j-1} Bu(k - j) \\
+ \sum_{j=1}^{d} A^{j-1} B \left[ \sum_{m=0}^{r} \binom{d-j}{m} \Delta^m \dot{w}(k) \right],
\] (13)

where the summation with terms ranging from 0 to \( r \) is a truncation of the infinite Newton series which can yield approximate estimations for the future values of the disturbance \( w(k + s) \), \( s \in [1, d - 1] \). By rewriting (13), an expression for the prediction depending on the observer state variable \( \hat{\eta}(k) \) is given by
\[
\dot{x}_4(k + d) = \Gamma(d) \hat{\eta}(k) + \sum_{j=1}^{d} A^{j-1} Bu(k - j),
\] (14a)
\[
\Gamma(d) = \begin{bmatrix} A^d & T(d) \end{bmatrix},
\] (14b)
\[
T(d) = \sum_{j=1}^{d} A^{j-1} B \left[ I_d(d-j) I_d(d-j) \cdots I_d(d-j) \right].
\] (14c)

Therefore, in this work, we propose the utilisation of prediction (14a), which can be implemented by using the high-order extended state observer (8). The main advantage of employing (14a) in comparison with (4b) is that we are able to use information from the disturbance in the prediction even though the disturbance is unknown. This way, the prediction error (5) can be significantly reduced, as discussed in the next subsection. Let us recall that predicting the disturbance \( w : \mathbb{N} \to \mathbb{R}^m \) is necessary to improve the prediction of the state since the latter depends on the former, as motivated in Section 2.1.

## 4 Nominal predictor analysis and design

In this section, we rigorously analyse the prediction characteristics and employ LMI-based design to the observer (8) with the aim to minimize influence of the disturbance in the prediction error. The next subsection brings an initial discussion on the prediction error analysis.

### 4.1 Prediction error analysis

From (12) and (14a), a unique expression for the prediction error can be found as follows
\[
x(k + d) - \dot{x}_4(k + d) = \xi_4(k) + \xi_r(k),
\] (15a)
\[
\xi_4(k) = \Gamma(d) \eta(k) - \hat{\eta}(k),
\] (15b)
\[
\xi_r(k) = \sum_{j=1}^{d} A^{j-1} B \left[ \sum_{m=r+1}^{\infty} \binom{d-j}{m} \Delta^m w(k) \right].
\] (15c)

**Proposition 4** If the error \( \xi_4(k) + \xi_r(k) \to 0 \), then the asymptotic convergence of the prediction \( \hat{x}_4 \) to 0 implies the asymptotic convergence of the state \( x \) to zero.

**Proof.** Proof is straightforward from (15a). \( \square \)

From (15b), note that \( \xi_4(k) \) is an error term that depends on the quality of the observation, which can be minimized by proper design of the observer (8), i.e. by design of the gain \( L \). Such design will be realized in Section 4.3. On the other hand, error \( \xi_r(k) \) in Equation (15c) is an error which is inevitable to the prediction. Nonetheless, under Assumption 2, the \( l_2 \) norm of this error is bounded, as stated in the next Proposition.

**Proposition 5** By taking into account Assumption 2, the \( l_2 \) norm of \( \xi_r(k) \) is bounded such that
\[
\|\xi_r\|_{l_2} \leq \sqrt{\sum_{k=0}^{d} \delta^2 \mu^2} = \delta \mu \sqrt{k+1},
\] (16)
\( \forall k \in [0, \infty) \), where \( \delta = \max_{j=1}^{d-j} \left( \sigma_{\text{max}}(Y_j^2) \phi_j \right) \), with
\[
\phi_j = \sum_{l=0}^{d-j-r} \binom{d-j}{l} 2^l Y_j = B^T A^j A^{j-r} B,
\]
and \( \sigma_{\text{max}}(Y_j^2) \) is the maximum singular value of \( Y_j^2 \). Furthermore, in case \( r > d-2 \), \( \|\xi_r\|_{l_2} = 0, \forall k \in [0, \infty) \).
Proof. See Appendix A for proof. □

Therefore, even though the disturbance $w(k)$ is unknown, by employing prediction (14a) we can guarantee that the error caused by $\varepsilon_0(k)$ is limited, as shown by (16). Furthermore, as cited in Proposition 5, in the special circumstance that $r > d - 2$, its $l_2$ norm is null. As long as we know, this kind of relation between the observer parameter $r$ and the time delay $d$ has not been shown to hold in other predictive-based strategies from the literature. One of the objectives of this paper is to show that the $l_2$ norm of the prediction error $x(k) - \hat{x}_4(k)$ is bounded, which depends on both $\varepsilon_r(k)$ and $\varepsilon_0(k)$. A solution to this problem will be presented within the section. Before, let us present some important theoretical preliminaries in the sequence.

4.2 Theoretical preliminaries

Definition 6 (Khalil, 2002) A mapping $H : l_2^{loc}(\mathbb{Z}) \rightarrow l_2^{loc}(\mathbb{Z})$ is finite-gain $l_2^{loc}$-stable if there exist nonnegative constants $\gamma$ and $\beta$ such that

$$
\sqrt{\sum_{\tau=0}^{k} \|H(u(\tau))\|^2} \leq \gamma \sqrt{\sum_{\tau=0}^{k} \|u(\tau)\|^2} + \beta
$$

(17)

for all $u(k) \in l_2^{loc} \mathbb{Z}$ and $k \in [0, \infty)$. Definition 6 is important as it will be helpful to establish the main lemma in this section. To this end, from (8) and (9), and by defining the variable $e_\eta(k) = \eta(k) - \hat{\eta}(k)$, let us consider the following system

$$
\begin{cases}
\dot{e}_\eta(k + 1) = (\hat{A} - L\hat{C})e_\eta(k) + \hat{B}_w \Delta^{r+1}w(k), \\
\varepsilon_0(k) = \Gamma(d)e_\eta(k),
\end{cases}
$$

(18)

which is a mapping from $\Delta^{r+1}w(k)$ to the prediction error $\varepsilon_0(k)$. Next, we present design conditions for the nominal case (i.e., $\lambda = 0$).

4.3 Nominal observer-predictor design

Lemma 7 Let there exist matrices $P$ in $\mathbb{S}^n_+$, $W$ in $\mathbb{R}^{n \times m_w}$, and a scalar $\overline{\gamma} > 0$ such that

$$
\begin{bmatrix}
P - \Gamma^\top(d)\Gamma(d) & 0 & \hat{A}^\top P - \hat{C}^\top W^\top \\
* & \gamma I & \hat{B}_w^\top P \\
* & * & P
\end{bmatrix} \succ 0.
$$

(19)

Then, for any initial condition $e_\eta(0)$ and for the observer gain given by $L = P^{-1}W$, the following statements hold:

(1) The mapping $\Delta^{r+1}w(k) \mapsto \varepsilon_0(k)$ from (18) is $l_2^{loc}(\mathbb{Z})$-stable with $l_2$ gain less than or equal to $\overline{\gamma} = \sqrt{\gamma}$.

(2) The error $\varepsilon_0(k)$ is $l_2$-bounded for all $k \in [0, \infty)$ by

$$
\|\varepsilon_0\|_{l_2^{loc}} \leq \gamma \delta \sqrt{k + 1} + \sqrt{e_\eta^0(0)Pe_\eta(0)}.
$$

(20)

(3) When $\Delta^{r+1}w(k) = 0$, the error $\varepsilon_0(k)$ converges asymptotically to zero.

(4) There exists a positive constant $\alpha$ and a finite sample time $k_1 \geq 0$ such that the state $e_\eta(k)$ is ultimately bounded by $\|e_\eta(k)\| \leq \alpha |B_w|\delta = \alpha \delta, \forall k \geq k_1$.

Proof. Consider a quadratic Lyapunov function with $V(e_\eta(k)) = e_\eta^\top(k)Pe_\eta(k), \quad P \in \mathbb{S}^n_+$. Then, if $V(e_\eta(k)) < 0$ is ensured along the trajectories of (18), its asymptotic stability is guaranteed. Now consider LMI (19). Replace $W$ by $PL$, $\overline{\gamma}$ by $\gamma^2$, and apply left and right multiplication by diag$(I, I, P^{-1})$, followed by a Schur complement. Next, apply left and right multiplication by the vector $[\hat{e}_\eta^\top(k) \Delta^{r+1}w^\top(k)]$ and its transpose, respectively, to find the inequality $K(k) < 0$ where

$$
K(k) = \Delta V(e_\eta(k)) + \|\varepsilon_0(k)\|^2 - \gamma^2 \|\Delta^{r+1}w(k)\|^2.
$$

Then, by computing $\sum_{\tau=0}^{k} K(\tau) < 0$, taking into account that $V(e_\eta(k)) > 0$, applying square roots to the obtained inequality, and then using the fact that $\sqrt{a^2 + b^2} \leq a + b$ for $a, b \in \mathbb{R}^+$, one obtains

$$
\|\varepsilon_0\|_{l_2^{loc}} < \gamma \|\Delta^{r+1}w\|_{l_2^{loc}} + \sqrt{V(e_\eta(0))}.
$$

(22)

Thus, by Definition 6, the mapping $\Delta^{r+1}w(k) \mapsto \varepsilon_0(k)$ from (18) is $l_2^{loc}(\mathbb{Z})$-stable with $l_2$ gain less than or equal to $\overline{\gamma}$ and bias term $\beta = \sqrt{V(e_\eta(0))}$, which proofs item 1 in Lemma 7. Item 2 comes directly from Assumption 1 and (22). For item 3, note that when $\Delta^{r+1}w(k) = 0$, relation $\overline{K}(k) < 0$ implies $\overline{\Delta}V(e_\eta(k)) < -\|\varepsilon_0(k)\|^2 < 0$, therefore the trajectories of $e_\eta(k)$, and consequently of $\varepsilon_0(k) = \Gamma(d)e_\eta(k)$, asymptotically converge to zero. Finally, item 4 is a mere consequence of the asymptotic stability of the linear error system (18). Thus, all items in Lemma 7 are proven and the proof is complete. □

4.4 Discussion

Two important results related to the new predictive scheme have been achieved so far in this paper. In another words, for a given plant (1) with $\lambda = 0$ and taking
into account Assumption 2, we have shown that the proposed predictive scheme leads to a prediction with the following characteristics.

(i) For all $k \in [0, \infty)$, the $l_2$ norm of the prediction error $x(k + d) - \hat{x}_4(k + d)$ is bounded such as

\[
\sqrt{\sum_{\tau=0}^{k} \|x(\tau + d) - \hat{x}_4(\tau + d)\|^2} \leq (\gamma + d\mu)\delta \sqrt{k + 1} + \sqrt{\epsilon_g(0)Pe_0(0)}.
\]

(ii) Such an error can be minimized by running optimization problem (23).

Moreover, the following proposition holds.

**Proposition 8** The scheme proposed in this paper guarantees null steady-state prediction error in the case of $\Delta^{r+1}w(k) = 0$. Moreover, the prediction error is ultimately bounded by

\[
\|\hat{e}_r(k) + e_r(k)\| \leq (a\|\Gamma(d)\| + d\mu)\delta, \forall k \geq k_1.
\]

**Proof.** In case $\Delta^{r+1}w(k) = 0$, error $e_r(k)$ in (15c) is null for all $k \in [0, \infty)$. Moreover, according to item 3 of Lemma 7, the error due to observation $e_0(k)$ converges asymptotically to zero, thus implying that the prediction error (15a) also converges asymptotically to zero. Equation (25) is a direct consequence of item 4 of Lemma 7 and equation (A.5).

Proposition 8 implies that constant disturbances are perfectly compensated by the prediction scheme since $\delta = 0$ for all $r \geq 0$ in this case. In the case of ramp-like disturbances, null prediction error is achieved for $r \geq 1$. More generally, let $n_r$ be the degree of an unknown time-varying polynomial disturbance $w(k) = w_0 + w_1k + \cdots + w_{n_r}k^{n_r}$, then null steady-state prediction error is achieved whenever $r \geq n_r$ since $\Delta^{r+1}w(k) = 0$ in this case. Although one can enlarge the family of time-varying disturbances for which null prediction error is achieved at steady-state by increasing the parameter $r$, it should be noted that complexity also increases due to the order of the observer state being augmented, possibly leading to less efficiency in solving optimization problem (23).

## 5 Disturbance attenuation and robust design

In this section, we analyse in detail the disturbance attenuation properties of the proposed predictive-based control strategy. Moreover, an iterative algorithm for the robust stabilization of the closed loop is proposed. Thus, by the end of this section, all the goals of the paper will be achieved.

### 5.1 Active disturbance rejection analysis

Since in this work we observe the finite differences of the disturbance, we can compute the estimated value of the future disturbance $w(k + d)$. From (10), the following holds

\[
w(k + d) = \sum_{m=0}^{r} \left(\frac{d}{m}\right)\Delta^{m}w(k) + \sum_{m=r+1}^{\infty} \left(\frac{d}{m}\right)\Delta^{m}w(k),
\]

(26)

Then, we define the prediction of $w(k + d)$ below

\[
\hat{w}(k + d) = \sum_{m=0}^{r} \left(\frac{d}{m}\right)\Delta^{m}\hat{w}(k) = H(d)\hat{y}(k),
\]

(27a)

where $H(d) = \begin{bmatrix} 0_{q \times np} & H_w(d) \end{bmatrix}$, $H_w(d) = \begin{bmatrix} I_q(d) & \cdots & I_q(d) \end{bmatrix}$.

(27b)

In this work, we apply the following modified control law

\[
u(k) = K\hat{x}_4(k + d) - \hat{w}(k + d)
\]

(28)

with $\hat{x}_4(k + d)$ given by (14a) and $\hat{w}(k + d)$ by (27a).

To further analyse the characteristics of the predictive control method proposed in this paper, we consider the reduction method from Artstein (1982). For the classical prediction variable $z_1(k) \triangleq \hat{x}_1(k + d)$, the reduction is derived as

\[
z_1(k + 1) = Az_1(k) + Bu(k) + A^dBw(k).
\]

(29a)

Similarly, the reduction for the prediction variables $z_2(k) \triangleq \hat{x}_2(k + d)$ and $z_3(k) \triangleq \hat{x}_3(k + d)$ from Wu & Wang (2021) yield, respectively

\[
z_2(k + 1) = Az_2(k) + Bu(k) + w(k) + A^dB\nabla_d w(k),
\]

(29b)

\[
z_3(k + 1) = Az_3(k) + Bu(k) + Bw(k) + B\nabla_d w(k) + A^dB\nabla_d^2 w(k).
\]

(29c)

Finally, with the new prediction variable $z_4(k) = \hat{x}_4(k + d)$, we obtain the new reduction of (1) given below

\[
z_4(k + 1) = Az_4(k) + Bu(k) + B\hat{w}(k + d) + A^d \begin{bmatrix} I & 0 \end{bmatrix} L\hat{e}_n(k).
\]

(29d)

**Proposition 9** If $K$ is such that $A + BK$ is a Schur matrix, the control law given by (28) perfectly cancels polynomial disturbances of order $n_r \leq r$.

**Proof.** Consider (28) to rewrite (29d) as $z_4(k + 1) = (A + BK)z_4(k) + A^d \begin{bmatrix} I & 0 \end{bmatrix} L\hat{e}_n(k)$. From Proposition 8, the prediction error converges asymptotically to zero when $r \geq n_r$, where $n_r$ is the disturbance degree. Now to demonstrate that $x \to 0$ it suffices to show that $z_4(k) \to 0$, which is true since $e_\eta(k) \to 0$ when $n_r \leq r$. $\square$
Considering the standard control law \( u(k) = K x_i(k + d), \) \( i = 1, 2, 3 \) for the reduced systems (29a)-(29c) and control law (28) for (29d), all four reduced systems can be written in the form \( \bar{Z}(k+1) = (A + BK) \bar{Z}(k) + g(k), \) where \((A + BK)\) is a Schur matrix, which implies global geometric stability of the origin of the nominal system \((g(k) \equiv 0), \) meaning that if \( \|g(k)\| \leq \bar{g}, \forall k \leq 0, \) then there exists a constant \( \rho > 0 \) and sample time \( k_1 > 0 \) such that the ultimate bound given by \( \|\bar{Z}(k)\| \leq \bar{g}, \forall k \geq k_1 \) holds. Recalling the assumption from Wu \\& Wang (2021) on the disturbance being bounded such as \( \|\tilde{\nu}(k)\| < d D_i, \forall k \in [id, +\infty) \) for \( i \in \{1, 2, 3\}, \) the following ultimate bounds are obtained

\[
\begin{align*}
\|z_1(k)\| &\leq \rho \|B\| \|A^d\| D_0 \quad \text{ (30a)} \\
\|z_2(k)\| &\leq \rho \|B\| \|A^d d D_i + D_0\| \quad \text{ (30b)} \\
\|z_3(k)\| &\leq \rho \|B\| \|A^d d^2 D_2 + d D_i + D_0\| \quad \text{ (30c)} \\
\|z_4(k)\| &\leq \rho \|A^d\| \|L \bar{C}\| \delta \quad \text{ (30d)}
\end{align*}
\]

for \( k \geq k_1. \) Considering \( \varphi = \sum_{j=1}^{k-1} \|A^j\|, \) Wu \\& Wang (2021) demonstrated that the expressions \( \|x(k)\| \leq \|\tilde{x}_1(k)\| + \varphi \|B\| D_0, \|x(k)\| \leq \|\tilde{x}_2(k)\| + \varphi \|B\| d D_i, \) and \( \|x(k)\| \leq \|\tilde{x}_3(k)\| + \varphi \|B\| d^2 D_2 \) hold. Furthermore, with the proposed prediction scheme, one obtains \( \|x(k)\| \leq \|\tilde{x}_4(k)\| + \varphi \|L \bar{C}\| \delta \) leading to the following ultimate bounds on the state (where \( x_\infty \equiv \|x(k)\|, k \to \infty \))

\[
\begin{align*}
x_\infty \leq (\varphi + \rho \|A^d\|) \|B\| D_0 \equiv c_1 \quad \text{(31a)} \\
x_\infty \leq (\varphi + \rho \|A^d\|) \|B\| d D_i + \rho \|B\| D_0 \equiv c_2 \quad \text{(31b)} \\
x_\infty \leq (\varphi + \rho \|A^d\|) \|B\| d^2 D_2 + \rho \|B\| d D_i + D_0 \equiv c_3 \quad \text{(31c)} \\
x_\infty \leq (\rho \|A^d\| \|L \bar{C}\| + \alpha \|\Gamma(d)\| + d \mu) \delta \equiv c_4 \quad \text{(31d)}
\end{align*}
\]

**Theorem 10** The proposed prediction scheme with \( \tilde{x}_4 \) can always deliver enhanced attenuation of time-varying polynomial disturbances compared to the classical prediction with \( \tilde{x}_1 \) and the two predictions \( \tilde{x}_2 \) and \( \tilde{x}_3. \)

**Proof.** The proof is straightforward by noting that perfect disturbance attenuation \( (x_\infty = 0) \) for the proposed predictor variable \( \tilde{x}_4 \) can be achieved by choosing \( r \geq n_r \) (since \( \delta = 0 \) in this case), which is not achievable with the prediction variables \( \tilde{x}_1, \tilde{x}_2, \) and \( \tilde{x}_3. \)

**Remark 11** If \( \delta \leq d D_i, i \in \{1, 2, 3\}, \) a sufficient condition to obtain \( c_4 \leq c_i, i \in \{1, 2, 3\}, \) is given by \( (\rho \|A^d\| \|L \bar{C}\| + \alpha \|\Gamma(d)\|) \leq (\varphi + \rho \|A^d\|) \), whose attainability depends on \( \alpha \) and therefore on the quality of design of the observer parameter. This condition is obtained by noting (from Proposition 5) that the influence of the term \( d \mu \) in (31d) can always be eliminated by choosing \( r > d - 2. \) For the special case of sinusoidal disturbances \( w(k) = D_0 \sin(\omega k), \) note that increasing the parameter \( r \) can lead to arbitrarily small \( \delta, \) which might lead to tighter bounds in (31d).

### 5.2 Robust Lyapunov design

It is easy to check that in the nominal case (system without uncertainties), any gains \( K \) and \( L \) such that \( A + BK \) and \( \bar{A} - LC \) are Schur matrices yield a stable closed-loop system. This is not true in the uncertain case. In this section, we will conclude the goals of this paper by providing a solution to the robust stabilization of the predictor-based closed-loop system. First, a backstepping transformation on the control law is applied, and then a representation of the closed-loop allowing the gathering of design conditions based on an iterative algorithm is presented. Consider the backstepping transformation below, which is a discrete-time version of the one in (Krstic, 2009, p. 37)

\[
v(\theta) = u(\theta) - K A^{\theta} x(k) + \sum_{j=1}^{\theta-k+d} A^{j-1} B u(k-j),
\]

where \( \theta \in [k - d, k], k \geq 0. \) Consider the extended variable \( \zeta(k) = [\tilde{x}^T(k) \ c_{\theta}(k)]^T \in \mathbb{R}^{n_x}, n_\zeta = n + n_p, \) the control \( u(k) \) given in (28), and the facts that \( u(k - d) = v(k - d) + K \tilde{x}(k) \) and \( w(k) = w(k) - [0 I] c_{\theta}(k). \) Then, the following closed-loop representation is obtained for the uncertain case, i.e, (1) with \( \lambda \neq 0 \)

\[
\begin{align*}
\zeta(k+1) &= \bar{A}_\zeta \zeta(k) + \bar{B}_\zeta v(k - d) + \bar{B}_{w_\zeta} w(k), \\
y(k) &= C_\zeta \zeta(k) + D_\zeta w(k)
\end{align*}
\]

\[
\begin{align*}
\bar{A}_\zeta(k) &= \bar{A}_\zeta + E_\zeta \Omega(k) F_{A\zeta}, \;
\bar{B}_\zeta(k) = B_\zeta + E_\zeta \Omega(k) F_{B\zeta}, \\
\bar{B}_{w_\zeta}(k) = B_{w_\zeta} + E_\zeta \Omega(k) F_{w_\zeta}, \;
C_\zeta = C \begin{bmatrix} I_{n_x} & 0 \end{bmatrix}\\n\bar{A}_\zeta \begin{bmatrix} B \end{bmatrix} = \begin{bmatrix} A + BK & [0] \end{bmatrix} \begin{bmatrix} \bar{L} \bar{C} \end{bmatrix} \begin{bmatrix} B \end{bmatrix}, \;
E_\zeta = \begin{bmatrix} 0 \end{bmatrix} \\
F_{A\zeta} = \begin{bmatrix} F_A + F_B K & F_A \end{bmatrix} \begin{bmatrix} 0 \end{bmatrix}, \;
F_{B\zeta} = F_B, \\
F_{w_\zeta} = F_B B_{w_1}, \;
E = \begin{bmatrix} \lambda E \end{bmatrix} \begin{bmatrix} B B_{w_1} \end{bmatrix}, \;
B_{w_1} = \begin{bmatrix} I_q \end{bmatrix}, \;
B_{w_1} = [0_{q \times q} \begin{bmatrix} I_q \end{bmatrix} \begin{bmatrix} B \end{bmatrix} \begin{bmatrix} D_w \end{bmatrix} \begin{bmatrix} B_{w_1} \end{bmatrix}], \\
D_\zeta = D_w B_{w_1}.
\end{align*}
\]

**Theorem 12** Given a delay bound \( d, \) assume that there exist matrices \( P \in \mathbb{S}_{n_x}, \) \( Z \in \mathbb{S}_{m_p}, \) \( \bar{P} \in \mathbb{S}_{n_\zeta}, \) \( \bar{Z} \in \mathbb{S}_{m_\zeta}, \) \( K \in \mathbb{R}_{m_p \times n_x}, \) \( L \in \mathbb{R}_{n_x \times m_\zeta}, \) and positive scalars \( \bar{\gamma} \) and \( \gamma, \) such that the inequality

\[
\begin{bmatrix} I_o & Y^T \ X \\ * & \epsilon I & 0 \end{bmatrix} > 0,
\]

(34)
where $X = \begin{bmatrix} 0 & 0 & -E^T_\zeta^0 \end{bmatrix}^T$, $Y = \begin{bmatrix} F_{A\zeta} & F_{B\zeta} & F_{w\zeta} & 0 \end{bmatrix}$,

$$I_a = \begin{bmatrix} P - C_\zeta^T C_\zeta & 0 & -C_\zeta^T D_\zeta & A_\zeta^T \sqrt{dL_\zeta^T K(d)} \\ Z & 0 & B_\zeta^T & 0 \\ \gamma I - D_\zeta^T D_\zeta & B_\zeta^T & 0 & 0 \\ \gamma I & \gamma I & \gamma I & \gamma I \end{bmatrix},$$

and $K(d) = H_w(d) - K\Gamma(d)$ holds subject to the equality constraints $P\bar{P} = I$ and $ZZ = I$. (35)

Then, the closed-loop system (33) is robustly stable with $l_2$ gain less than or equal to $\gamma = \sqrt{\gamma}$ and a guaranteed level of robustness given by $\lambda$.

**Proof.** Consider the LKF given below

$$V(k) = \zeta^T(k)P\zeta(k) + \sum_{\theta=k-d}^{k-1} (1+\theta+d-k)v^T(\theta)Zv(\theta)$$

(36)

where $P$ in $\mathbb{S}^+_n$ and $Z$ in $\mathbb{S}^+_m$. Then, if $\Theta(k) = \Delta V(k) + y^T(k)\eta(k) - \gamma^2 w^T(k)w(k) \leq 0$ is ensured along the trajectories of (33), its asymptotic stability is guaranteed with an $l_2$-gain performance $\gamma$. From the transformation (32) and (28), it holds that $v(k) = (H_w(d) - K\Gamma(d))z_k + \mu(\zeta^T(k)v(k))$, which can be rewritten as $v(k) = (H_w(d) - K\Gamma(d))(L_{1e}e_n(k) - \omega(k))$, where $L_{1e} = [0_{(r+1)\times n_e} I_{(r+1)}]$. Considering the expression for $v(k)$, $e_n(k) = L_{2e} \zeta_e(k)$, $L_{2e} = [0_{n\times n_e} I_{n}]$, and the extended vector $\mu(k) = [\zeta^T(k) v^T(k-d) w^T(k)]^T$, we obtain the bound $\Theta(k) \leq \mu^T(k)\Phi(d)\mu(k)$, where

$$\Phi(d) = \begin{bmatrix} \phi_{11} & \tilde{A}_\zeta^T & \phi_{13} \\ \phi_{13} & B_{\zeta}^T P_{\overline{B}} \zeta & -Z \end{bmatrix} \succeq 0,$$

(37)

with $\phi_{11} = \tilde{A}_\zeta^T P \overline{A}_{\zeta} - P + L_{1e}^T \overline{K}(d)Z\overline{K}(d)L_{1e} + C_\zeta^T C_\zeta$, $\phi_{13} = C_\zeta^T D_\zeta + \tilde{A}_\zeta^T P \overline{B}_{w\zeta} - L_{1e}^T \overline{K}(d)Z\overline{K}(d) d$, $\phi_{33} = B_{w\zeta}^T P \overline{B}_{w\zeta} + \overline{K}(d)Z\overline{K}(d)d + D_\zeta^T D_\zeta - \gamma^2 I$, $\overline{A}_\zeta = A_\zeta + E_\zeta \Theta(k)F_{A\zeta}$, $B_{\zeta} = B_\zeta + E_\zeta \Theta(k)F_{B\zeta}$, $B_{w\zeta} = B_{w\zeta} + E_\zeta \Theta(k)F_{w\zeta}$, $L_{1e} = L_{1e}^T L_{2e}$.

Applying Schur complement in (37), followed by changes of variable $\gamma = \gamma^2$, $\bar{P} = P^{-1}$, $\bar{Z} = Z^{-1}$, we obtain

$$-I_a + X\Omega(k)Y + Y^T \Omega^T(k)X^T \preceq 0$$

(38)

with $I_a$, $X$, and $Y$ given in Theorem 12. Since $\Omega^T(k)\Omega(k) \leq I$, the following inequality holds for any scalar $\epsilon > 0$ (Gu et al., 2003)

$$X\Omega(k)Y + Y^T \Omega^T(k)X^T \preceq \epsilon XX^T + \epsilon^{-1} Y^TY.$$  (39)

Then $-I_o + \epsilon XX^T + \epsilon^{-1} Y^TY < 0$ is a sufficient condition to fulfill (38). Applying Schur complement in this last inequality, we arrive in condition (34) of Theorem 12. □

**Remark 13** Stability of the system with the original variables $u(k), x(k)$ is guaranteed. The LKF for the original variables, which is far from simple, can be explicitly written by taking the inverse of the transformation of (32) (Krstic, 2009, p. 38) and using the fact that $x(k) = \tilde{x}(k) + \begin{bmatrix} 1 \\ 0 \end{bmatrix} e_\theta(k)$. The backstepping approach, thus, provides a more elegant and simpler way inspired by partial differential equations (PDEs) to provide stability, as highlighted in Krstic (2009).

### 5.3 CLL Algorithm

The cone complementary linearization (CCL) algorithm (El Ghaoui et al., 1997) is applied for solving the conditions in Theorem 12. First, we relax the equality constraints from (35) with the following LMI conditions

$$\begin{bmatrix} P & I_{n_e} \\ I_{n_e} & \bar{P} \end{bmatrix} \succeq 0, \begin{bmatrix} Z & I_{m_w} \\ I_{m_w} & Z \end{bmatrix} \succeq 0$$

(40)

subject to the minimization of the objective function

$$\text{trace}(P\bar{P} + \bar{P}P) + \text{trace}(ZZ + \bar{Z}\bar{Z}).$$

A general form for the iterative algorithm used in this paper is presented below.

**Part I – Delay maximization**

- **Step 1**: Given $K$ and $L$ such that $(A + BK)$ and $(\overline{A} - L\overline{C})$ are Schur matrices, choose a small value for $d$, set $\lambda = 0$, and find a solution for LMI (37). Then, set $i = 1, k = 1$ and

$$d_0 = d + n_d, P_0 = P_0 = P^{-1}, Z_0 = Z, \bar{Z}_0 = Z^{-1}.$$  

being $n_d$ an incremental value for each iteration.

- **Step 2**: Set $d_i = d_{i-1} + n_d, P_k = P_{k-1}, \bar{P}_k = P_{k-1}, Z_k = Z_{k-1}, \bar{Z}_k = Z_{k-1}^{-1}$ and solve LMIs (34)-(40) subject to:

$$\text{minimize } \text{trace}(P\bar{P} + \bar{P}P) + \text{trace}(ZZ + \bar{Z}\bar{Z})$$

for all $k \leq N_{\text{iterations}}$, $k \in \mathbb{N}_+$, being $N_{\text{iterations}}$ a chosen number of iterations.
• Step 3: If \( d_i < d_{\text{max}} \), set \( i = i + 1 \) and go back to step 2. If a feasible solution is found for \( d_i = d_{\text{max}} \), then go to Part II. If not, set a smaller \( d_{\text{max}} \) and go back to Step 2.

Part II – Robustness maximization

• Since we have a \( P_k \) and a \( Z_k \) from Part I, set \( P_0 = P_k, \bar{P}_0 = P_k^{-1}, Z_0 = Z_k, \bar{Z}_0 = Z_k^{-1} \). After that, the steps in this part are similar to Step 2 and Step 3 from Part I. However, instead of doing an increment on the system delay, we have a fixed \( d = d_{\text{max}} \) and make small increments on the uncertainty parameter \( \lambda \), such that \( \lambda_i = \lambda_{i-1} + n_{\lambda} \), being \( n_{\lambda} \) an incremental value for each iteration.

Part III – \( l_2 \)-gain minimization

• Similarly to Part II, we repeat the steps from Part I, but this time the delay and the robustness level are both already fixed as \( d = d_{\text{max}} \) and \( \lambda = \lambda_{\text{max}} \). Then, the \( l_2 \)-gain performance index is minimized by decreasing its value at each iteration such that \( \bar{\gamma}_i = \bar{\gamma}_{i-1} - n_{\gamma} \), being \( n_{\gamma} \) a small positive scalar.

6 Numerical examples

6.1 Nominal system and constant disturbances

In order to evaluate the proposed predictor, let us consider the perturbed input-delayed system recently analysed in Wu & Wang (2021), with the same delay and initial conditions. We utilise (14a) with \( r = 0 \) for the prediction and the control law (28), starting with \( \bar{q}(0) = [x(0) \ w(0)] \). The controller gain \( K = [-3.14 \ 1.5] \) is the same used in Wu & Wang (2021). The constant disturbance \( w(k) = 1.6, k \in [0, \infty) \) is also the same from Wu & Wang (2021). Applying optimization problem (23) we get the observer gain below

\[
L = \begin{bmatrix} 0.0658 & 3.1467 & -0.0989 \\ 1.0000 & -0.7642 & 0.6358 \end{bmatrix}^T.
\]

Figure 1 shows the norm of the plant states for the compared schemes. As it can be seen, the proposed approach yields enhanced disturbance attenuation, being able to completely reject the disturbance after about ten samples. On the other hand, while the predictor-based controllers from Wu & Wang (2021) present a good level of disturbance attenuation, it fails to completely reject the disturbance at steady-state.

6.2 Time-varying uncertainties and disturbances

Let us consider the uncertain perturbed input-delay system recently analysed in both González & García (2021) and Hao et al. (2019). For a fair comparison, the same parameters from Example 1 of González & García (2021) are considered. A time-constant delay \( d = 6 \), a sample time \( T_s = 0.1 \) s, an uncertainty index \( \lambda = 1 \), and disturbances generated by the external system presented in González & García (2021). We utilize (14a) for the prediction with \( r = 2 \) and (28) for the control law. Applying the iterative algorithm from section 5.3, we obtain the controller gain \( K = [-3.0926 \ -5.1147] \), the observer gain \( L = [3.5374 \ 34.8991 \ 162.1663 \ 38.0858 \ 4.0755]^T \), and a performance index \( \gamma = 577.33 \). A comparison of the system output norm with others schemes is presented in Figure 2. As it can be seen, the proposed approach shows an improvement on the transient performance with a much faster and better behaved convergence to steady-state, which can be appreciated. Furthermore, considering the same uncertain system with \( \lambda = 0.1 \), we obtain a feasible solution for a bigger delay of \( d = 27 \) with gains \( K = [-33.3052 \ -6.5767] \) and \( L = [1.8527 \ 7.1026 \ 1.9133] \), in this case \( r = 0 \). With this same level of robustness, González & García (2021) achieves a maximum delay of \( d = 16 \). It is fair to say, however, that González & García (2021) deals with time-varying delays, while we deal with the constant case as in Hao et al. (2019).
7 Conclusions

This work proposed a newton-series-based method for computing the prediction of discrete-time input-delayed systems in the presence of unknown disturbances and time-varying modelling uncertainties. Effectiveness was demonstrated by means of numerical examples that compared the proposed method against different strategies, showing improvements in both disturbance attenuation and robustness characteristics by achieving stabilization for bigger delay bounds in an example from the recent literature. Future and ongoing research include the development of event-driven observer-predictor-based control methods for infinite-dimensional systems modelled by PDEs and subject to control constraints.
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A Proof of Proposition 5

Consider equation (15c). By applying the change of variables \( l = m - r - 1 \), we obtain

\[
\mathcal{E}_r(k) = \sum_{j=1}^{d} A^{j-1} B \left( \sum_{i=0}^{\infty} \left( \frac{d - j}{l + r + 1} \right) \Delta^{l+r+1} w(k) \right). \tag{A.1}
\]

Now, by recursion, note that:

\[
\Delta^{1+r+1} w(k) = \Delta(\Delta^{r+1} w(k)) = \Delta^{r+1} w(k + 1) - \Delta^{r+1} w(k),
\]

\[
\Delta^{2+r+1} w(k) = \Delta(\Delta^{r+1} w(k))) = \Delta^{r+1} w(k + 2) - 2\Delta^{r+1} w(k + 1) + \Delta^{r+1} w(k)
\]

\[
\vdots
\]

\[
\Delta^{l+r+1} w(k) = \sum_{i=0}^{l} (-1)^{l-i} \binom{l}{i} \Delta^{r+1} w(k + i).
\]

By substituting the obtained expression for \( \Delta^{l+r+1} w(k) \) into (A.1), we obtain \( \mathcal{E}_r(k) = \sum_{j=1}^{d} A^{j-1} BW_j \), where

\[
W_j = \sum_{i=0}^{\infty} \left( \frac{d - j}{l + r + 1} \right) \left( \sum_{i=0}^{l} (-1)^{l-i} \binom{l}{i} \Delta^{r+1} w(k + i) \right),
\]

which leads to \( \|\mathcal{E}_r(k)\| \) being bounded such as

\[
\|\mathcal{E}_r(k)\| \leq \sum_{j=1}^{d} \|Y_j^T W_j\|. \tag{A.2}
\]
where \( Y_j = B^\top A^{-1} j^{-1} A^{-1} B \). Next, by applying
\[
\sum_{j=1}^d \| Y_{j}^2 W_j \| \leq d \max_{j=1 \ldots d} \| Y_{j}^2 W_j \|
\]
and using the fact that \( \| Y_{j}^2 W_j \| \leq \sigma_{\max}(Y_{j}^2) \| W_j \| \), where \( \sigma_{\max}(Y_{j}^2) \) denotes the maximum singular value of \( Y_{j}^2 \), we obtain
\[
\| \mathcal{E}_r(k) \| \leq d \max_{j=1 \ldots d} \left( \sigma_{\max}(Y_{j}^2) \| W_j \| \right). \tag{A.3}
\]

Now, let us find an expression for \( \| W_j \| \). From the definition of \( W_j \), it follows that
\[
\| W_j \| \leq \sum_{l=0}^\infty \left( \frac{d-j}{l+r+1} \right) \sum_{i=0}^{l} |(-1)^{l-i} \binom{l}{i}| \| \Delta^{r+1} w(i) \| ,
\]
where \( \cdot \) stands for the absolute value operator and \( \Delta^{r+1} w(i) \) is a short notation for \( \Delta^{r+1} w(k+i) \). Since \( \| \Delta^{r+1} w(k+i) \| \leq \delta \) for all \( i \) (from Assumption 2) and \( \sum_{i=0}^{l} \binom{l}{i} = 2^l \), the following expression holds
\[
\| W_j \| \leq \delta \sum_{l=0}^\infty \left( \frac{d-j}{l+r+1} \right) 2^l. \tag{A.4}
\]

Furthermore, by taking into account the fact that
\[
\sum_{l=0}^\infty \left( \frac{d-j}{l+r+1} \right) 2^l = 0, \text{ for } l > d-j-r-1,
\]
we find the bound \( \| W_j \| \leq \delta \phi_j \), where the term \( \phi_j = \sum_{l=0}^{d-j-r-1} \left( \frac{d-j}{l+r+1} \right) 2^l \) is a finite series. From (A.3) and \( \| W_j \| \leq \delta \phi_j \), we arrive at the expression
\[
\| \mathcal{E}_r(k) \| \leq \delta d \mu, \quad \forall k \in [0, \infty), \tag{A.5}
\]
where \( \mu = \max_{j=1 \ldots d} \left( \sigma_{\max}(Y_{j}^2) \phi_j \right) \). Finally, summing (A.5) from 0 to \( k \) and taking square roots yields
\[
\| \mathcal{E}_r \|_{l_2} \leq \sqrt{\sum_{k=0}^{k} \delta^2 d^2 \mu^2} = \delta d \mu \sqrt{k+1}, \tag{A.6}
\]
\[
\forall k \in [0, \infty),
\]
thus completing the demonstration of Equation (16). Moreover, \( \phi_j = 0 \) whenever the upper limit of the sum is negative, i.e. \( d-j-r-1 < 0 \). Therefore, if \( r > d-2 \), which corresponds to \( j = 1 \), it follows that \( \phi_j = 0 \) for all \( j = \{1 \ldots d\} \). Thus, \( \mu = 0 \) implying \( \| \mathcal{E}_r \|_{l_2} = 0 \) in (A.6), which completes the proof.