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Abstract—We present a novel instance-based approach to handle regression tasks in the context of supervised domain adaptation under an assumption of covariate shift. The approach developed in this paper is based on the assumption that the task on the target domain can be efficiently learned by adequately reweighting the source instances during training phase. We introduce a novel formulation of the optimization objective for domain adaptation which relies on a discrepancy distance characterizing the difference between domains according to a specific task and a class of hypotheses. To solve this problem, we develop an adversarial network algorithm which learns both the source weighting scheme and the task in one feed-forward gradient descent. We provide numerical evidence of the relevance of the method on public data sets for regression domain adaptation through reproducible experiments.

I. INTRODUCTION

Many applications require to learn a regression task, for instance, estimation of manufactured products performance, forecasting of supply and demand or prediction of the time spent by a patient in a hospital. In most of these applications, we observe groups of products or patients defining several domains characterized by different distributions. Acquiring a sufficient amount of labeled data to provide a model performing well on all of these domains is known to be difficult and expensive. In practical cases, no or only a few labeled data are available for the target domain of interest whereas a large amount of labeled data are available from another source domain. One then seeks to leverage information from the source domain to learn efficiently the task on the target one. This problem is referred as domain adaptation [1].

The domain adaptation framework is characterized by the presence of a source domain $(Q, f_Q)$ and a target domain $(P, f_P)$ where $Q, P$ define two distributions on the input space and $f_Q, f_P$ are two labeling functions returning the labels for each domain: $y = f_Q(x)$ for any $x \sim Q$ and $y = f_P(x)$ for any $x \sim P$. The main assumption for domain adaptation is that the source and target distributions differ: $P \neq Q$. From there, two common assumptions are considered: the covariate shift which states that the source and target domains share the same labeling functions, i.e. $f = f_P = f_Q$ [3] and the assumption that the labeling functions match under a specific feature transformation [10]. For domain adaptation with a regression task, the covariate shift assumption is often considered [8], [15], [28]. In this case, instance-based approaches are mainly used to perform a reweighting of source instances which corrects the shift between input distributions. On the other hand, the second assumption is essentially considered for feature-based approaches which perform a transformation of the input features in order to match the source distribution to the target distribution [10].

In recent years, research in domain adaptation has mainly focused on feature-based approaches due to the success of adversarial neural networks [13], [30]. Adversarial domain adaptation methods were originally introduced to learn an encoding space in which the source and target data can not be distinguished by any domain classifier, with the encoder and domain classifier trained with opposing objectives [13]. Since then, adversarial training has been used as a powerful tool to minimize complex losses defined as maxima on functional spaces [23], [26], [27], [55]. The success of adversarial methods lies in their computational speed and ability to scale to large data sets through the use of stochastic gradient descent-ascent algorithms. Moreover, the efficiency of adversarial methods leads to significant improvements for many tasks as image classification [35], image segmentation [26] or sentiment analysis [23].

However, the developed adversarial methods are exclusively designed to learn a feature transformation through an encoder network. Thus, existing methods are generally not applicable to domain adaptation issues where the covariate shift assumption holds. Indeed, when the source and target labeling functions are the same, the projection of the source instances onto the target instances is likely to impair the learning of the task. We, indeed, observe negative transfer in our numerical experiments when applying feature-based methods on covariate shift domain adaptation issues. On the contrary, instance-based methods
often succeed in adapting in this context. However, most of
the developed instance-based methods are based on positive
semi-definite kernels and their weighting strategy often involves
solving a quadratic problem [8], [9], [15] which presents a
computational burden when the number of data is large.

Our present work aims to address this issue of regression
domain adaptation under covariate shift. In this context, the
difficulties of negative transfer with unsupervised feature-
based methods and the computational burden of instance-based
approaches must be overcome. Based on our experience, the
scenario where a few labeled target data are available is the most
encountered in practice [9]. In this case, supervised methods
can greatly improve the performance of domain adaptation
[21]. These reasons motivate our choice to use a purely
supervised metric between source and target distributions: the
$\mathcal{Y}$-discrepancy. Furthermore, discrepancy metrics are suited for
regression task as they provide theoretical adaptation guarantees
on the target risk for common regression losses (as the
$L_p$ losses) [9], [18], [19], [23]. We propose an original algorithm
called Weighting Adversarial Neural Network (WANN) which
relied on an adversarial weighting approach to minimize the
$\mathcal{Y}$-discrepancy. The WANN algorithm learns the optimal source
weights through a weighting network fitted with adversarial
training. Thus WANN takes the best of both worlds by
combining the computation efficiency of adversarial neural
networks with the ability of instance-based approaches to
handle regression domain adaptation under covariate shift.

The organization of the paper is as follows. First, the learning
scenario with the definition and the main properties of the
$\mathcal{Y}$-discrepancy are introduced (Sections II-A and II-B). Then, the
optimization formulation of the WANN algorithm is presented
(Section II-C). A presentation of related works and discussions
are given in Section II. Finally, numerical experiments are
presented on both synthetic and real-world data sets (Section
IV).

II. WEIGHTING ADVERSARIAL NEURAL NETWORK

A. Learning scenario

Let $\mathcal{X}$ and $\mathcal{Y} \subset \mathbb{R}$ denote the respective input and output
spaces. A domain is defined as a pair, composed of a
distribution over $\mathcal{X}$ and a labeling function mapping from
$\mathcal{X}$ to $\mathcal{Y}$. The source and target domains are respectively
written (Q, fQ) and (P, fP) with Q, P the source and target
distributions over $\mathcal{X}$ and fQ, fP : $\mathcal{X} \to \mathcal{Y}$ their respective
labeling functions.

We consider the supervised domain adaptation scenario
inspired from [9], where the learner has access to a labeled
source sample of size $m$, $\mathcal{S} = \{(x_1, y_1), ..., (x_m, y_m)\} \in
(\mathcal{X} \times \mathcal{Y})^m$ where $\mathcal{S}_X = \{x_1, ..., x_m\}$ is supposed to be
drawn iid according to distribution Q and $y_i = f_Q(x_i)$
for all $i \in [1, m]$; and to a labeled target sample of
size $n$, $\mathcal{T} = \{(x'_1, y'_1), ..., (x'_n, y'_n)\} \in (\mathcal{X} \times \mathcal{Y})^n$ where
$\mathcal{T}_X = \{x'_1, ..., x'_n\}$ is assumed drawn iid according to P and
$y'_i = f_P(x'_i)$ for all $i \in [1, n]$. We denote by $\hat{Q}$ and $\hat{P}$ the
empirical distributions of the respective samples $\mathcal{S}_X$ and $\mathcal{T}_X$.
In the supervised domain adaptation setting, $n$ is typically
smaller than $m$ ($n << m$). We highlight that, similarly to
[22], we do not introduce an unlabeled target sample as the
proposed method does not require unlabeled data. We consider
in the following that the covariate shift assumption holds, i.e.
f = $\tilde{f}_Q = f_P$.

We consider a loss function $L : \mathcal{Y} \times \mathcal{Y} \to \mathbb{R}_+$ and a
hypothesis set $\mathcal{H}$ of functions mapping from $\mathcal{X}$ to $\mathcal{Y}$. We
denote by $\mathcal{L}_D(h, h') = \mathbb{E}_{x \sim D}[L(h(x), h'(x))]$ the average
loss (or risk) for any distribution D over $\mathcal{X}$ between two
functions $h, h'$. As we consider the instance-based setup
where the source losses can be reweighted, we extend the
definition of the average loss to functions with a fixed support:
$\mathcal{L}_q(h, h') = \sum_{x \in \mathcal{X}} q(x)L(h(x), h'(x))$ with $q \in \mathcal{F}$ and $\mathcal{F}$ a
functional space of functions mapping from $\mathcal{X} \to \mathbb{R}_+$.

The learning problem consists in finding a hypothesis $h$
over $\mathcal{H}$ with a small target risk $\mathcal{L}_P(h, f_P)$.

B. $\mathcal{Y}$-discrepancy

The $\mathcal{Y}$-discrepancy, first introduced in [20], is defined as the
maximal difference between source and target risk over a set
of hypotheses. We recall below its definition for any weighting
function $q \in \mathcal{F}$.

Definition 1. Let $(Q, f_Q)$ and $(P, f_P)$ be respectively
the source and target domains and $q \in \mathcal{F}$ a weighting function.
We define the $\mathcal{Y}$-discrepancy between P and q as:

$$\mathcal{Y}\text{-disc}_H(P, q) = \max_{h \in H} \left|\mathcal{L}_P(h', f_P) - \mathcal{L}_q(h', f_Q)\right|$$

The $\mathcal{Y}$-discrepancy characterizes how differently a hypothesis
from $\mathcal{H}$ can behave between source and target domains. The
intuition behind this metric is that the adaptation is successful if
the loss obtained on the reweighted sources with any hypothesis
$h' \in \mathcal{H}$ is the same as the $h'$ loss obtained on the targets. The
$\mathcal{Y}$-discrepancy measures then the worst-case loss gap that a
hypothesis $h' \in \mathcal{H}$ can achieve. Notice that, with the covariate
shift assumption, the $\mathcal{Y}$-discrepancy is null when $q = P$.

It can be easily shown [19] that the $\mathcal{Y}$-discrepancy provides
the following generalization bounds of the target risk for any
$h \in \mathcal{H}$ and any $q \in \mathcal{F}$:

$$\mathcal{L}_P(h, f_P) \leq \mathcal{L}_q(h, f_Q) + \mathcal{Y}\text{-disc}_H(P, q)$$

C. Optimization formulation

From the inequality (2), we infer that finding a reweighting
function $q \in \mathcal{F}$ and a hypothesis $h \in \mathcal{H}$ minimizing
$\mathcal{L}_q(h, f_Q) + \mathcal{Y}\text{-disc}_H(P, q)$ allows one to learn an efficient
hypothesis on the target domain. Since the $\mathcal{Y}$-discrepancy is
defined as a maximum on a functional space, we propose to use
adversarial training to learn the function $q$ that minimizes it. To
this end, we introduce an adversarial hypothesis $h' \in \mathcal{H}$ to ap-
proximate the maximal hypothesis returning the $\mathcal{Y}$-discrepancy.
We thus derive this original optimization formulation:

$$\min_{h \in \mathcal{H}, q \in \mathcal{F}} \max_{h' \in \mathcal{H}} \mathcal{L}_q(h, f_Q) + \mathcal{L}_P(h', f_P) - \mathcal{L}_q(h', f_Q)$$

The above optimization is a minimization under $h$ and $q$ of
the upper bound from equation (2); except that absolute values
were removed because they were not needed to obtain the
inequality. Furthermore, by removing them, the optimization objective becomes differentiable and the problem can be solved through stochastic gradient descent-ascent algorithm. Notice that the target loss is computed on the empirical distribution \( \hat{P} \) of the target set \( T_T \). This can be done as a few labels are available on the target domain. Also, similar to \([9]\), the reweighting function \( q \) is applied on the training set of size \( m + n \) obtained by combining \( S \) and \( T \).

Neural networks are used as base hypotheses for the functional spaces \( \mathcal{H} \) and \( \mathcal{F} \) because of their ability to learn non-linear functions and their fast optimization with stochastic gradient algorithms. A clipping weight regularization, parameterized by the constants \( C_h, C_q \), is added to the networks from \( \mathcal{H} \) and \( \mathcal{F} \) respectively. By using a regularized neural network as weighting function \( q \in \mathcal{F} \), instead of optimizing individual weights for each training instance, the smoothness of the weighting map can be controlled (by the clipping constant \( C_q \)). With low value of \( C_q \), two nearby training points in \( \mathcal{X} \) will tend to have similar weights. The algorithm then avoids degenerate weighting schemes where all but a few of the training weights become zero. Adequate value of \( C_h \) can be selected through cross-validation on the few available labeled target data.

The architecture of the neural networks from \( \mathcal{H} \) as well as the clipping parameter \( C_h \) are chosen based on the performances of the hypotheses on the source data. As the covariate shift assumption holds, a good architecture for learning the labeling function on the source domain will likely be adequate for learning this same function on the target domain. The architecture of \( q \in \mathcal{F} \) could be optimized by cross-validation on the few target data. In practice, we set \( \mathcal{F} = \mathcal{H} \) for simplicity. However, a ReLU activation is added at end of \( q \in \mathcal{F} \) to ensure positive weights. In addition, to initialize all training weights to \( 1/(m + n) \), the network \( q \) is first fitted on training data with \( 1/(m + n) \) as output labels.

III. RELATED WORK AND DISCUSSION

A. Adversarial domain adaptation

Adversarial training of neural networks have been first used for domain adaptation with DANN \([13]\). This method focuses on finding a new representation of the input features where source and target instances cannot be distinguished by any domain classifier. This process aims to minimize the \( \mathcal{H} \)-divergence \([1]\). Since this seminal work, many domain adaptation methods based on adversarial networks have been proposed with other metrics as the Wasserstein’s \([27]\), the discrepancy \([26]\), the disparity discrepancy \([35]\) and the \( h \)-discrepancy \([23]\). The latter work highlights the advantage of using discrepancy to handle regression tasks over the \( \mathcal{H} \)-divergence.

The previously mentioned methods consider the unsupervised domain adaptation setting and use then unsupervised distances between distributions. Even though labeled target data can be added to the source data set as \([13]\) suggests, some adversarial method focus specifically on the use of labeled samples from the target domain: \([21], [25]\). These methods, however, focus only on classification tasks and can hardly be extended to regression.

B. Adversarial domain adaptation under target shift

Previous works on adversarial domain adaptation mainly focus on feature-based approaches. However, recent works introduce importance weighting in adversarial methods especially for partial domain adaptation (PDA) which considers the target shift issue. Target shift occurs when the output distribution differ between the source and target domain \([32]\). Some PDA methods propose to reweight the source instances during the training process to “discard” the ones unrelated to the target domain. For instance, \([7], [17]\) propose for classification task, to give an importance weight to each class in the source domain. Other approaches propose to weight specifically each source instance \([6], [21]\), the proposed weighting scheme is obtained by using the output of one domain classifier. Notice that these methods learn at the end a new representation of the input features with adversarial training.

A work closely related to ours \([4]\) explicitly introduces a weighting network to reweight batches during a GAN training. However, their framework, in line with cycle-GAN, differs from ours as they focus on the divergence given by a domain discriminator (\( \mathcal{H} \)-divergence) instead of the \( \mathcal{Y} \)-discrepancy.

C. Instance-based domain adaptation and curriculum learning

Instance-based domain adaptation methods propose to correct the difference between source and target distributions by reweighting the source instances. Most of them propose to minimize a specific distance between distributions as for instance the KL divergence \([28]\), the MMD \([15]\), the discrepancy and other related distances \([8], [9], [18], [20]\). Other methods consider boosting iterations as \([22]\) for example. Most of these methods consider positive semi-definite kernels and propose to solve a quadratic problem \([8], [9], [15]\) which hardly scales to large samples.

A work on Bayesian instance-based transfer learning \([24]\) highlights the links between instance-based domain adaptation and curriculum learning \([2]\). Indeed curriculum learning methods propose to reweight the training instances. Some of these methods have also been used for domain adaptation \([24], [37]\). However, as mentioned in \([24]\), curriculum learning aims at “ordering” the training data whereas instance-based domain adaptation aims at “selecting” the best source sample for adaptation.

D. Discussion

Most domain adaptation methods focus on the feature-based framework, where the goal is to learn a transformation of the feature space \( \phi \) correcting the domain shift between \( Q \) and \( P \). The assumption commonly made in this framework is that the labeling functions of the two domains are matching after the transformation, i.e. \( f_P(x) = f_Q(\phi(x)) \forall x \in \mathcal{X} \) in the asymmetric setting \([10], [30]\), or \( f_P(\phi(x)) = f_Q(\phi(x)) \forall x \in \mathcal{X} \) in the symmetric one \([13], [27]\). This assumption is usually motivated by the existence of domain-invariant features \([13]\)
or by a change in the acquisition conditions between the two domains [10] (noise, sensor drift...). The covariate shift assumption states that the labeling functions match for \( \phi = \text{Id} \). Applying, in this context, another transformation \( \phi \) as for instance, optimal transport [10] or encoding networks trained to minimized the \( \mathcal{H} \)-divergence [13], will probably produce negative transfer.

In an industrial design scenario for instance, the learner aims at building an accurate predictive model for new products based on an historical labeled data set from previous products. In this kind of regression problems, the shift between the input distribution \( P \) and \( Q \) is likely to be informative and looking for a perfect matching of the two distributions has no sense. For a better understanding of this problem, we propose the following illustrative example: considering \( Q \) as a uniform distribution between \([0, 2] \), i.e \( Q = \mathcal{U}[0, 2] \) and \( P = \mathcal{U}[1, 3] \) and \( f_Q = f_P = \text{Id} \), in this case, matching \( Q \) and \( P \) with optimal transport [10] or with domain adversarial neural networks [30], will lead to negative transfer as it is observed in Figure 1. Notice that, in this illustrative example, an instance-based method will not perform better than a standard approach but will avoid negative transfer.

![Before features transformation](image1.png)

![After features transformation](image2.png)

Fig. 1. Negative transfer caused by feature-based methods. Matching \( Q \) and \( P \) is detrimental here, as the shift between the two distributions is informative with respect to the task.

IV. EXPERIMENTS

In this section, we report the results of WANN algorithm on several experiments. The first set of experiments is based on a synthetic data set proposed by [8] on which we compare for several input dimensions the WANN algorithm to the naive approaches: Uniform Weighting and Target Only.

The second set of experiments are conducted on two real-world public data sets: CityCam [33] and Amazon reviews [5] which consist respectively in a counting task on images and a sentiment analysis on text. The WANN algorithm is compared to the most representative domain adaptation methods from both feature-based and instance-based strategies. The selected feature-based methods are the following:

- **DANN** [13] is used here for regression tasks by considering the mean squared error as task loss instead of the binary cross-entropy proposed in the original algorithm.

In the following DANN uses all labeled data to learn the task and all available training target data (including unlabeled ones) to train the domain classifier.

- **ADDA** [30] performs a DANN algorithm in two-stage: it first learns a source encoder and a task hypothesis using labeled data and then learns the target encoder with adversarial training.

- **Deep-CORAL** [29] learns a new feature representation by minimizing the difference between the correlation matrix of encoded source and target data.

- **MDD** [35] learns a new feature representation by minimizing the disparity discrepancy between the encoded source and target domains.

The selected instance-based competitors are the following:

- **Uniform Weighting** assigns a uniform weight to every instance.

- **Target Only** uses only labeled target data.

- **TrAdaBoostR2** [22] is based on a reverse-boosting principle where the weight of source instances poorly predicted are decreased at each boosting iteration. 10 boosting iterations are used.

- **KLIEP** [28] is a kernel-based sample bias correction method minimizing the KL-divergence between a reweighted source and target distributions. The default number of maximal centers: 100 is used.

- **KMM** [15] reweights source instances in order to minimize the MMD between domains. A gaussian kernel and the default parameters \( B = 1000 \) and \( \epsilon = (\sqrt{m} - 1)/\sqrt{m} \) are used.

The source code of the selected domain adaptation methods is provided in the python library ADAPT [11], the source code of WANN and the scripts used to obtain the presented results are available on GitHub [3]. The presented results of this section are computed on a (2.7 GHz, 16 G RAM) computer. For all neural network optimizations, the Tensorflow library is used [12] as well as the Adam optimizer [16]. If nothing else is specified, the optimization parameters used in the presented experiments are \( \ell = 0.001, \beta_1 = 0.9 \) and \( \beta_2 = 0.999 \) and the loss function is the mean squared error (MSE).

A. Synthetic data set

The first set of experiments aim to test the efficiency of the WANN algorithm in a controlled environment. We consider the regression domain adaptation issue proposed by [8] which satisfies the covariate shift assumption (the source and target domains share the same labeling function). In the proposed setup, the source input distribution \( Q \) is a mixture of \( N \) gaussians with bandwidth equal to 1 and centered in the hypercube \([-1, 1]^N\). The target distribution is a single gaussian also with bandwidth equal to 1 and centered in \([-1, 1]^N\). The source distribution contains 20% of instances drawn according to the target gaussian distribution, these instances are then considered as target labeled instances in the WANN algorithm. The labeling function \( f \) is defined as the mean of absolute

https://github.com/anonymousaccount0/wann

https://github.com/adapt-python/adapt
values of the input vector’s components and is shared by the two domains: \( f(x) = \frac{1}{N} \sum_{i=1}^{N} |x_i| \) with \( x = (x_1, ..., x_N) \in \mathbb{R}^N \).

The base hypothesis used to learn the task is a neural network with two hidden fully-connected layers of 100 neurons each, ReLU activation functions and weights clipping \( C_h = 1 \); 300 epochs with a batch size of 128 are performed.

We consider a number of source instance \( m = 1000 \) from which around 200 instances are drawn according to the target distribution, we also consider 1000 target instances used as validation data. Following [8], we vary the dimension \( N \) of the input space \( N \in \{32, 64, 128, 256\} \). We report on Figure 3 the MSE evolution computed on the target validation data through the 300 epochs for the three algorithms: WANN, Uniform Weighting and Target Only. The results are averaged on 10 runs to provide confidence intervals (in light color).

We observe that the difficulty of the task is increasing with the number of dimension \( N \) as the target MSE of Uniform Weighting and Target Only increase with the dimension. It appears clearly that WANN outperforms the two other approaches, especially when the task difficulty increases. Indeed, we observe that WANN MSEs on target data decrease faster and lower than the MSEs of the two naive methods. These results highlight the efficiency of WANN to handle regression domain adaptation issue under covariate shift. The distribution of importance weights returned by the weighting network of the WANN algorithm (cf Figure 2) presents two distinct modes corresponding to the 20\% of source instances drawn according to the target gaussian distribution (in orange) and the 80\% other source instances (in blue). We observe that the weighting network assigns higher weights to the first group of instances (around 3) while keeping a reasonable weighting on other instances (around 0.5).

\( C_h \). For WANN algorithm, the two networks \( h, h' \) are chosen in the specified class \( \mathcal{H} \). The weighting network \( q \) is taken in the functional space \( \mathcal{F} \), if nothing is specified we choose \( \mathcal{F} = \mathcal{H} \) with the same clipping parameter \( C_q = C_h \). Notice, however, that we add a ReLU activation function at the end of \( q \) to ensure positive source weights. For feature-based methods, we split the networks \( h \in \mathcal{H} \) into an encoder part \( \phi \) and a task part \( g \) such that \( h = g \circ \phi \). Thus the learning hypothesis for the task has the same complexity for each method.

The present work focuses on the covariate shift domain adaptation setting in which the source and target labeling functions match. To test whether this assumption holds for the selected real-world data sets we conduct the following experiment: we compute cross-validation scores on the source and target domain for different training data sets: those composed of the respective instances of each domain and those containing the instances of both domains. We assume that if the source and target cross-validation scores obtained with models trained on both domain are as good as those obtained with models trained on single domains, it means that the source and target labeling functions are close. The obtained cross-validation scores for CityCam are reported in Table I. We observe that the scores are close and therefore consider the covariate shift to be a reasonable assumption for these experiments. A similar observation is made for experiments on Amazon reviews.

### TABLE I

| CityCam Cross-validation scores for testing covariate shift. |
|-----------------|-----------------|-----------------|
|                 | Source          | Target          | Both            |
| Train set       | Source          | Target          | Both            |
| Source          | 1.58 (0.04)     | /               | 1.59 (0.02)     |
| Target          | /               | 1.39 (0.08)     | 1.39 (0.04)     |

1) CityCam vehicle counting data set: For the first real-world experiment, we consider the CityCam vehicle counting data set [33]. This data set is composed of images of city camera videos coming from several cameras distributed in different city locations. The data set is annotated, including for each image the box location of each vehicle and the total number of vehicles. We focus on predicting the number of vehicles. This task is useful, for instance, for understanding the traffic density or for detecting traffic jams. This data set has been previously used for regression domain adaptation in the work of [36] considering the images from each camera as belonging to separated domains. To demonstrate the effectiveness of WANN in this setting, we select images coming from 4 cameras: two located on a highway and the two others located at an intersection. The images from one of the intersection camera are selected as target data (≈ 5000 data) and the images from the three other cameras as source data (≈ 10000 data). We use, as input features, the outputs from ResNet50 [14] to which we further apply a standard scaling using the source input data. We also rescale the counting number of vehicles using the source output labels. We select the best trade-off parameter \( \lambda \) for DANN, Deep-CORAL and MDD and the best kernel
We conduct each experiment 10 times and report the mean and standard deviation of mean absolute errors (MAEs) for each method in Table II. We randomly pick \( n \) target data as labeled target data set. We vary \( n \) ∈ \{20, 50, 100, 200\}. The other target instances are used as unlabeled target data by feature-based methods and KMM and KLIEP; they are also used to compute the MAEs.

### Table II

| Method   | n = 20 (MAE) | n = 50 (MAE) | n = 100 (MAE) | n = 200 (MAE) |
|----------|--------------|--------------|---------------|---------------|
| Tgt O.   | 3.05 (0.18)  | 2.69 (0.10)  | 2.43 (0.07)   | 2.16 (0.11)   |
| Unif.    | 3.20 (0.23)  | 2.91 (0.16)  | 2.63 (0.10)   | 2.24 (0.06)   |
| DANN     | 4.92 (1.25)  | 4.01 (1.59)  | 3.26 (0.53)   | 2.71 (0.21)   |
| ADDA     | 3.21 (0.17)  | 3.78 (0.79)  | 3.75 (1.24)   | 3.71 (0.98)   |
| CORAL    | 5.37 (0.27)  | 4.52 (0.50)  | 3.86 (0.41)   | 2.87 (0.21)   |
| MDD      | 3.35 (0.41)  | 3.03 (0.28)  | 2.78 (0.23)   | 2.42 (0.15)   |
| TrAdaB   | 3.30 (0.18)  | 2.96 (0.13)  | 2.52 (0.16)   | 2.28 (0.11)   |
| KLIEP    | 3.05 (0.48)  | 2.60 (0.15)  | 2.34 (0.1)    | 2.07 (0.07)   |
| KMM      | **2.79 (0.16)** | **2.52 (0.10)** | **2.32 (0.07)** | **2.06 (0.09)** |
| WANN     | **2.79 (0.22)** | **2.48 (0.08)** | **2.26 (0.04)** | **1.98 (0.07)** |

We observe on Table II that WANN, KMM and KLIEP provide the best performances, which underlines that instance-based approaches are more suited than feature-based ones for adaptation under the covariate shift assumption. In fact, none of the feature-based approaches provide a better performance than the two naive strategies: Uniform Weighting (Unif.) and Target Only (Tgt O.) and thus perform negative transfer. We also observe that the gap between WANN results and the ones of KMM and KLIEP progressively increases when the number of labeled target data in the training set increases. This can be explained by the fact that WANN, in the contrary of KMM and KLIEP, is based on the \( \mathcal{Y} \)-discrepancy which is a purely supervised domain adaptation metric, thus the WANN performance improves as the estimation of \( \mathcal{L}_{\mathcal{P}}(h', f_P) \) become more accurate.

We report on Figure 4 the two first components of the PCA bandwidth for KMM and KLIEP among several tested ones. We conduct each experiment 10 times and report the mean and standard deviation of mean absolute errors (MAEs) for each method in Table II. We randomly pick \( n \) target data as labeled target data set. We vary \( n \) ∈ \{20, 50, 100, 200\}. The other target instances are used as unlabeled target data by feature-based methods and KMM and KLIEP; they are also used to compute the MAEs.

**Fig. 3.** Synthetic experiments results: target MSE evolution across epochs for four values of \( N \).

in the encoded space for the feature-based methods and in the input space for instance-based methods. We observe that feature-based methods manage to make source and target data look close in the encoded space. However, this is detrimental for their performances on target data. We observe indeed that Deep-CORAL performs the best match between source and target distribution but also presents the higher target MAE. On the contrary, instance-based methods provide reasonable target MAEs. We observe that these methods assign higher weights to the target labeled data and to source instances close from the target domain. We also observe that the weighting scheme of WANN is more conservative than the one of KMM and KLIEP. Figure 5 provides the detail of the WANN importance weights according to each source, we observe that the instances of the source intersection camera (source 1) have in average higher weights than other source instances. It is interesting to notice that source 1 importance weights present two modes because the images from this source come from two different views, the higher mode corresponding to the intersection view. This highlights the ability of WANN algorithm to catch useful source instances for the learning on the target domain.

2) Amazon reviews sentiment analysis: We conduct the second experiment on the cross-domain sentiment analysis data set of Amazon reviews [5] where reviews from four domains: dvd, kitchen, electronics and books are rated in \([1, 5]\). The task consists to predict the rating given one review. The data set has been used for regression domain adaptation experiments in [9] considering one domain as source and another as target, defining then 12 experiments. We follow the settings from [9] using the top 1000 uni-grams and bi-grams as input features, 700 randomly picked labeled source and unlabeled target data and 50 labeled target data. The results are computed on 1000 target data. Each of the 12 experiment is conducted 10 times to get standard deviation indices. The base network \( h \in \mathcal{H} \) used to learn the task is composed of 2 layers of respectively 100 and 10 neurons with parameter \( C_h = 1 \). As we encounter over-fitting when training the network on source instances, dropouts is added at the end of each layer with rates \((0.8, 0.5)\). These rates are chosen based on validation scores computed on the source domain. We use cross-validation on the 50 labeled
target data to set hyper-parameters $C_q$ for WANN, $\lambda$ for DANN, Deep-CORAL and MDD and $\sigma$ for KMM and KLIEP. 200 epochs are performed with a batch size of 128.

A summary of the results is reported on Table III. For these experiments, it appears that WANN provides the more interesting performances although it should be notice that the advantage of using WANN is less significant than for previous experiments. We compute, however, the probabilities that one algorithm is better than the others according to an extension for regression task of the pairwise Poisson binomial test [13]. We observe that WANN and TrAdaBoost are better than other algorithms with probability 0.67 against Unif, 0.74 against Deep-CORAL and more than 0.9 against the others. WANN and TrAdaBoost provide similar performances, but TrAdaBoost is an ensemble method which takes advantage of averaging the predictions over several models. To make a fair comparison, we conduct the same experiments with a bagging of WANN models and observe that WANN has then a significantly better performance than TrAdaBoost with probability 0.62.

V. CONCLUSION

This work presents a novel instance-based approach for regression tasks in the context of supervised domain adaptation under the covariate shift assumption. We show that the training weights can be optimally adjusted with a neural network in order to efficiently learn the target task. This is achieved by the WANN algorithm which provides, on various experiments, results which outperform the domain adaptation baselines. We show that feature-based methods are not suited to handle regression domain adaptation when the covariate shift assumption holds. Our work also highlights the efficiency of using a supervised metric: the $\gamma$-discrepancy when a few labeled target data are available. Future work will focus on the extension of WANN to the unsupervised and semi-supervised domain adaptation framework as well as the ability of the weighting network to provide useful information on the next target labels to query from an active learning perspective.
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