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Introduction: A common problem in image restoration is image denoising. Among many noise models, the mixed Poisson — Gaussian model has recently aroused considerable interest. Purpose: Development of a model for denoising images corrupted by mixed Poisson — Gaussian noise, along with an algorithm for solving the resulting minimization problem. Results: We proposed a new total variation model for restoring an image with mixed Poisson — Gaussian noise, based on second-order total generalized variation. In order to solve this problem, an efficient alternating minimization algorithm is used. To illustrate its comparison with related methods, experimental results are presented, demonstrating the high efficiency of the proposed approach. Practical relevance: The proposed model allows you to remove mixed Poisson — Gaussian noise in digital images, preserving the edges. The presented numerical results demonstrate the competitive features of the proposed model.
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Introduction

Image denoising is an important task in digital image processing. During the formation procedure, the image is usually degraded by noise. The denoising problem is to recover \( u \) from an observed image \( f \) with the size of \( M \times N \). In literature, many types of noise generated by different devices and processes have been considered, e. g., Gaussian [1], Poisson [2], as well as mixed noise, e. g., mixed Poisson — Gaussian [3]. In practical, the Poisson — Gaussian model can accurately describe the noise present in a number of imaging applications such as astronomy, medicine, biology, etc... [4, 5]. The Poisson component accounts for the signal-dependent uncertainty inherent to the photon counting process, and the additive white Gaussian noise component accounts for the other signal-independent noise sources, such as thermal noise [6].

As is well known, several approaches have been developed for recovering images corrupted by the mixed Poisson — Gaussian noise. Among them, one of popular approaches is perhaps total variation (TV) model for mixed Poisson — Gaussian noise removal (TVPG) [7, 8] using the TV norm as regularization term, formulated as follows:

\[
\begin{align*}
\min_{u} & \left\{ \int_{\Omega} |\nabla u| \, dx + \frac{\lambda}{2} \int_{\Omega} (u - f)^2 \, dx + \\
& + \beta \int_{\Omega} (u - f \log u) \, dx \right\},
\end{align*}
\]

(1)

where \( f \) is the observed image; \( \Omega \subset \mathbb{R}^2 \) be bounded open set and \( u \) must be positive almost everywhere over \( \Omega \); \( \lambda, \beta \) are positive regularization parameters.

In literature, we can find many efficient algorithms for solving the TV regularized mixed Poison — Gaussian denoising model (1), such as a primal-dual algorithm [9], an augmented Lagrangian method [10–12], the split Bregman method [13, 14], etc.

As is well known, the TV regularizer framework preserves edges well but has the transformation of smooth regions into piecewise constant regions. To avoid this problem, many regularization techniques for the denoising problem have been introduced, including non-local total variation [15], TV combined with higher-order term [16], Euler’s elastic model [17], a mean curvature model [18, 19]. Recently, a well-known method is the total generalized variation (TGV) introduced as penalty functional for image restoration [20, 21]. TGV includes higher-order derivatives of \( u \). Image reconstructed by TGV regularization usually includes sharp edges and
piecewise polynomial intensities [22]. With simplicity and prominence, the second-order TGV with weight $\alpha$ \( TGV_\alpha \) based models have been widely researched recently, and achieved great successes in image processing [23–25]. Applied for image denoising, the resulting model is given by:

$$ u^* = \arg\min_u \left( TGV_\alpha^2(u) + \frac{\lambda_1}{2} \int_\Omega (u - f)^2 \, dx \right). $$

(2)

The model (2) was proposed in [23] for denoising image corrupted by Gaussian noise. Therefore, in case of mixed Poisson — Gaussian noise, the model itself cannot provide necessary accuracy for further data interpretation and analysis.

Inspired by the advantages of \( TGV_\alpha^2 \) regularization, we propose an second-order TGV regularized model for the mixed Poisson — Gaussian noise removal problem as follows:

In this paper, we employ the the second-order TGV instead of the standard TV norm in the model (1) and propose the following optimization problem:

$$ u^* = \arg\min_u \left( TGV_\alpha^2(u) + \frac{\lambda_1}{2} \int_\Omega (u - f)^2 \, dx + \lambda_2 \int_\Omega (u - f \log u) \, dx \right), $$

(3)

where $\lambda_1$ and $\lambda_2$ are positive parameter.

Our main contributions in this paper are following. We introduce a new total variation model for restoring image with mixed Poisson — Gaussian on the basis of the \( TGV_\alpha^2 \). The second important advantage is to extend an efficient alternating minimization method for solving the proposed model. Furthermore, we provide experimental results to demonstrate the high efficiency of our algorithm for considered problem, in comparison with related methods.

**Proposed method**

**The denoising model**

In this paper, we consider the following optimization problem (3):

$$ u^* = \arg\min_u \left( TGV_\alpha^2(u) + \frac{\lambda_1}{2} \int_\Omega (u - f)^2 \, dx + \lambda_2 \int_\Omega (u - f \log u) \, dx \right). $$

Referring [20, 24], we shortly review the concept of the second-order TGV. The definitions can be found in Appendix.

Following the Refs. [7, 23–26], we have theorem (Theorem 1) for the considered model.

**Theorem 1.** The optimization problem (3) has a solution.

**Proof:** The proof will be given in the Appendix for completeness.

According to [20, 23–25], the discrete \( TGV_\alpha^2 \) regularization of $u$ can be formulated as

$$ TGV_\alpha^2(u) = \min_w \| \nabla u - w \|_1 + \alpha_2 \| \varepsilon(w) \|_1, $$

where $w = (w_1, w_2)^T; \, \varepsilon(w) = (1/2) \left( \nabla w + \nabla w^T \right)$.

The operators $\varepsilon(w)$ and $\nabla u$ can be expressed as follows:

$$ \nabla u = \begin{bmatrix} \nabla_1 u \\ \nabla_2 u \end{bmatrix} \quad \text{and} \quad \varepsilon(w) = \begin{bmatrix} \nabla_1 w_1 \\ \frac{1}{2} (\nabla_2 w_1 + \nabla_1 w_2) \\ \frac{1}{2} (\nabla_2 w_2 + \nabla_1 w_1) \end{bmatrix}, $$

where $\nabla = (\nabla_1; \nabla_2)$, $\nabla_1$ and $\nabla_2$ are derivative operators in the horizontal and vertical directions, respectively.
According to the version of $TGV^2_a$, the discrete version of the minimization problem (3) is given by

$$u^* = \arg\min_{u, w} \left( \alpha_1 \|\nabla u - w \|^2_1 + \alpha_2 \|\varepsilon'(w)\|^2_1 + \frac{\lambda}{2} u - f \|^2 + \beta \langle 1, u - f \log u \rangle \right).$$

(4)

**Computational method**

In this section, we derive the numerical method for problem (4) in detail. By the classical augmented Lagrangian multiplier method [16, 17, 19–21], we introduce three new variables $(d, g, z)$ and rewrite the equation (4) in the constrained optimization problem as follows:

$$\min_{u, d, g, z} \left( \alpha_1 \|d\|^2 + \alpha_2 \|g\|^2 + \frac{\lambda}{2} \|z - f\|^2 + \beta \langle 1, z - f \log z \rangle \right),$$

s.t. $d = \nabla u - w$, $g = \varepsilon(w)$, $z = u$

with

$$d = \begin{bmatrix} d_1 \\ d_2 \end{bmatrix}$$

and $g = \begin{bmatrix} g_1 \\ g_2 \\ g_3 \end{bmatrix}$.

The augmented Lagrangian functional for the constrained optimization problem (5) is defined as

$$L(u, w, d, g, z, \theta_1, \mu_2, \zeta_3) = \left( \alpha_1 \|d\|^2 + \alpha_2 \|g\|^2 + \frac{\lambda}{2} \|z - f\|^2 + \beta \langle 1, z - f \log z \rangle - \langle 0, d - \nabla u + w \rangle + \frac{\eta_1}{2} \|d - \nabla u + w\|^2 - \langle \zeta, g - \varepsilon(w) \rangle + \frac{\eta_2}{2} \|g - \varepsilon(w)\|^2 - \langle \mu, z - u \rangle + \frac{\eta_3}{2} \|z - u\|^2 \right).$$

(6)

where $\eta_1, \eta_2, \eta_3$ — positive parameters; $\theta, \zeta, \mu$ — with Lagrangian multipliers.

The discrete gradient $\nabla z$ and the second-order derivatives $\nabla^2 u$ of an image $u$ for the pixel location $(i, j)$ in $u(i = 1...M; j = 1...N)$ are defined like:

$$V_1 u_{i,j} = u_{i+1,j} - u_{i,j}, \ V_2 u_{i,j} = u_{i,j+1} - u_{i,j},$$

$$V_1 u_{i,j} = (\nabla_x u_{i,j}, \nabla_y u_{i,j}), \ |V u_{i,j}| = \sqrt{(V_1 u_{i,j})^2 + (V_2 u_{i,j})^2}.$$

The minimization method to solve the problem (6) can be expressed as follows:

$$u^{(k+1)} = \arg\min_u \left( -\langle \mu^{(k)}, d^{(k)} - \nabla u^{(k)} \rangle + \frac{\eta_1}{2} \|d^{(k)} - \nabla u^{(k)}\|^2 - \frac{\eta_2}{2} \|g^{(k)} - \varepsilon(w^{(k)})\|^2 \right)$$

$$w^{(k+1)} = \arg\min_w \left( -\langle 0, d^{(k)} - \nabla u^{(k+1)} + w \rangle + \frac{\eta_1}{2} \|d^{(k)} - \nabla u^{(k+1)} + w\|^2 \right)$$

$$d^{(k+1)} = \arg\min_d \left( \alpha_1 \|d\|_1 - \langle 0, d - \nabla u^{(k+1)} + w^{(k+1)} \rangle + \frac{\eta_1}{2} \|d - \nabla u^{(k+1)} + w^{(k+1)}\|^2 \right)$$

$$g^{(k+1)} = \arg\min_g \left( \alpha_2 \|g\|_1 - \langle \zeta^{(k)}, g - \varepsilon(w^{(k+1)}) \rangle + \frac{\eta_2}{2} \|g - \varepsilon(w^{(k+1)})\|^2 \right)$$

$$z^{(k+1)} = \arg\min_z \left( \frac{\lambda}{2} \|z - f\|^2 + \beta \langle 1, z - f \log z \rangle - \langle \mu^{(k)}, z - u^{(k+1)} \rangle + \frac{\eta_3}{2} \|z - u^{(k+1)}\|^2 \right).$$

(7)
with update for $\theta_1^{(k+1)}$, $\zeta_2^{(k+1)}$, $\mu_3^{(k+1)}$:

$$
\begin{align*}
\theta_1^{(k+1)} &= \theta_1^{(k)} + \eta_1 \left( \nabla u^{(k+1)} - d^{(k+1)} - \omega^{(k+1)} \right); \\
\zeta_2^{(k+1)} &= \zeta_2^{(k)} + \eta_2 \left( \zeta_2^{(k+1)} - g^{(k+1)} \right); \\
\mu_3^{(k+1)} &= \mu_3^{(k)} + \eta_3 \left( u^{(k+1)} - z^{(k+1)} \right).
\end{align*}
$$

(8)

The $u$ subproblem in (7) is given by:

$$
\begin{align*}
u^{(k+1)} &= \arg\min_u \left( \left( \theta_1^{(k)} + u \right) - d^{(k)} - \nabla u^{(k)} \right) + \frac{\eta_1}{2} \left\| d^{(k)} - \nabla u^{(k+1)} + \omega^{(k+1)} \right\|_2^2 - \left( \mu_3^{(k)} + z^{(k)} - u \right) + \\
&+ \frac{\eta_3}{2} \left\| z^{(k)} - u \right\|_2^2 \\
&= \frac{\eta_1}{2} \left\| d^{(k)} - \nabla u^{(k+1)} + \omega^{(k+1)} \right\|_2^2 + \frac{\eta_3}{2} \left\| z^{(k)} - u \right\|_2^2.
\end{align*}
$$

Thus, we get

$$
\eta_1 \nabla^T \left( \nabla u^{(k+1)} + \frac{\theta_1^{(k)}}{\eta_1} - d^{(k)} - \omega^{(k+1)} \right) + \eta_3 \left( u + \frac{\mu_3^{(k)}}{\eta_3} - z^{(k)} \right) = 0.
$$

(9)

We can rewrite the equation (9) as follows:

$$
\left( \eta_1 \nabla^T + \eta_3 \right) \nabla^{(k+1)} = \eta_1 \nabla^T \left( d^{(k)} + \omega^{(k+1)} - \frac{\theta_1^{(k)}}{\eta_1} \right) + \eta_3 \left( z^{(k)} - \frac{\mu_3^{(k)}}{\eta_3} \right).
$$

(10)

It is obvious that system (10) is linear and symmetric positive definite, therefore $z^{(k+1)}$ can be efficiently solved by fast Fourier transform [18], under the periodic boundary conditions:

$$
u^{(k+1)} = F^{-1} \left( \frac{\eta_1 \nabla^T \left( d^{(k)} + \omega^{(k+1)} - \frac{\theta_1^{(k)}}{\eta_1} \right) + \eta_3 \left( z^{(k)} - \frac{\mu_3^{(k)}}{\eta_3} \right)}{\eta_1 \nabla^T + \eta_3} \right),
$$

(11)

where $F$ and $F^{-1}$ are the forward and inverse Fourier transform operators.

The $w$ problem is

$$
\begin{align*}
w^{(k+1)} &= \arg\min_w \left( \left( \theta_1^{(k)} + u + \frac{\theta_1^{(k)}}{\eta_1} \right) - d^{(k+1)} - \nabla u^{(k+1)} + \omega \right) + \\
&+ \frac{\eta_1}{2} \left\| d^{(k+1)} - \nabla u^{(k+1)} + \omega \right\|_2^2 - \left( \zeta_2^{(k+1)} - g^{(k+1)} \right) + \frac{\eta_2}{2} \left\| g^{(k)} - g^{(k+1)} \right\|_2^2 + \\
&+ \frac{\eta_3}{2} \left\| \zeta_2^{(k)} - g^{(k+1)} \right\|_2^2.
\end{align*}
$$

Therefore, we get:
\begin{align*}
\eta_1 \left( d_1^{(k)} - V_1 u^{(k+1)} + w_1 - \frac{\theta_1^{(k)}}{\eta_1} \right) + \eta_2 V_1^T \left( V_1 w_1 - g_1 + \frac{v_1^{(k)}}{\eta_2} \right) + \\
+ \eta_2 V_2^T \left( \frac{1}{2} (V_2 w_1 + V_1 w_2) - g_3 + \frac{v_3^{(k)}}{\eta_2} \right) = 0;
\eta_1 \left( d_2^{(k)} - V_2 u^{(k+1)} + w_2 - \frac{\theta_2^{(k)}}{\eta_1} \right) + \eta_2 V_1^T \left( V_2 w_1 + V_1 w_2 - g_3 + \frac{v_3^{(k)}}{\eta_2} \right) + \\
+ \eta_2 V_2^T \left( V_2 w_2 - g_2 + \frac{v_2^{(k)}}{\eta_2} \right) = 0.
\end{align*}

(12)

We have:
\begin{align*}
\left( \eta_1 I + \eta_2 V_1^T V_1 + \frac{\eta_2}{2} V_2^T V_2 \right) w_1 + \frac{\eta_2}{2} V_2^T V_1 w_2 = \eta_1 \left( V_1 u^{(k+1)} - d_1^{(k)} + \frac{\theta_1^{(k)}}{\eta_1} \right) + \\
+ \eta_2 V_1^T \left( g_1 - \frac{v_1^{(k)}}{\eta_1} \right) + \eta_2 V_2^T \left( g_3 - \frac{v_3^{(k)}}{\eta_2} \right); \\
\frac{\eta_2}{2} V_1^T V_2 w_1 + \left( \eta_1 I + \frac{\eta_2}{2} V_1^T V_1 + \eta_2 V_2^T V_2 \right) w_2 = \eta_1 \left( V_2 u^{(k+1)} - d_2^{(k)} + \frac{\theta_2^{(k)}}{\eta_1} \right) + \\
+ \eta_2 V_1^T \left( g_3 - \frac{v_3^{(k)}}{\eta_2} \right) + \eta_2 V_2^T \left( g_2 - \frac{v_2^{(k)}}{\eta_2} \right).
\end{align*}

(13)

From (13), we have a system of linear equations in two unknowns \( w_1^{(k+1)} \), \( w_2^{(k+1)} \):
\[
\begin{bmatrix}
a & b \\
c & d
\end{bmatrix}
\begin{bmatrix}
w_1^{(k+1)} \\
w_2^{(k+1)}
\end{bmatrix}
= 
\begin{bmatrix}
s \\
t
\end{bmatrix}
\]

(14)

with
\[
a = \left( \eta_1 I + \eta_2 V_1^T V_1 + \frac{\eta_2}{2} V_2^T V_2 \right); \quad b = \frac{\eta_2}{2} V_2^T V_1; \quad c = \frac{\eta_2}{2} V_1^T V_2; \\
d = \left( \eta_1 I + \frac{\eta_2}{2} V_1^T V_1 + \eta_2 V_2^T V_2 \right); \\
s = \eta_1 \left( V_1 u^{(k+1)} - d_1^{(k)} + \frac{\theta_1^{(k)}}{\eta_1} \right) + \eta_2 V_1^T \left( g_1 - \frac{v_1^{(k)}}{\eta_1} \right) + \eta_2 V_2^T \left( g_3 - \frac{v_3^{(k)}}{\eta_1} \right), \\
t = \eta_1 \left( V_2 u^{(k+1)} - d_2^{(k)} + \frac{\theta_2^{(k)}}{\eta_1} \right) + \eta_2 V_1^T \left( g_3 - \frac{v_3^{(k)}}{\eta_2} \right) + \eta_2 V_2^T \left( g_2 - \frac{v_2^{(k)}}{\eta_2} \right).
\]

(15)

Similar to the \( u \) subproblem, we can solve problems (14) with fast Fourier transform, under the periodic boundary conditions:
\[
u_1^{(k+1)} = F^{-1} \left[ \frac{F(s d - b t)}{F(a d - c b)} \right]; \quad u_2^{(k+1)} = F^{-1} \left[ \frac{F(a t - c s)}{F(a d - c b)} \right].
\]
ОБРАБОТКА ИНФОРМАЦИИ И УПРАВЛЕНИЕ

The \textit{d} subproblem is given by:

$$d^{(k+1)} = \arg \min_d \left\{ \alpha_1 \|d\|_1 - \left\langle 0, d - \nabla u^{(k+1)} + w^{(k+1)} \right\rangle + \frac{\eta_1}{2} \left\| d - \nabla u^{(k+1)} + w^{(k+1)} - \frac{\theta^{(k)}}{\eta_1} \right\|_2^2 \right\} = \arg \min_d \left\{ \alpha_1 \|d\|_1 + \frac{\eta_1}{2} \left\| d - \nabla u^{(k+1)} + w^{(k+1)} - \frac{\theta^{(k)}}{\eta_1} \right\|_2^2 \right\},$$

The solution of the \textit{d} subproblem can readily be obtained by applying the soft thresholding operator [27]:

$$d^{(k+1)} = \frac{\nabla u^{(k+1)} - w^{(k+1)} + \frac{\theta^{(k)}}{\eta_1}}{\nabla u^{(k+1)} - w^{(k+1)} + \frac{\theta^{(k)}}{\eta_1}} \max \left\{ \left\| \nabla u^{(k+1)} - w^{(k+1)} + \frac{\theta^{(k)}}{\eta_1} \right\|_2^2 - \frac{\alpha_1}{\eta_1}, 0 \right\}. \quad (16)$$

The \textit{g} subproblem is given by:

$$g^{(k+1)} = \arg \min_g \left\{ \alpha_2 \|g\|_1 - \left\langle \phi^{(k)}, g - \varepsilon \left( w^{(k+1)} \right) \right\rangle + \frac{\eta_2}{2} \left\| g - \varepsilon \left( w^{(k+1)} \right) \right\|_2^2 \right\} = \arg \min_g \left\{ \alpha_2 \|g\|_1 + \frac{\eta_2}{2} \left\| g - \varepsilon \left( w^{(k+1)} \right) - \frac{\phi^{(k)}}{\eta_2} \right\|_2^2 \right\}.$$

The solution of the \textit{g} subproblem can be obtained by applying the soft thresholding operator too:

$$g^{(k+1)} = \frac{\varepsilon \left( w^{(k+1)} \right) + \frac{\phi^{(k)}}{\eta_2}}{\varepsilon \left( w^{(k+1)} \right) + \frac{\phi^{(k)}}{\eta_2}} \max \left\{ \left\| \varepsilon \left( w^{(k+1)} \right) + \frac{\phi^{(k)}}{\eta_2} \right\|_2^2 - \frac{\alpha_2}{\eta_2}, 0 \right\}. \quad (17)$$

The \textit{z} subproblem is given by:

$$z^{(k+1)} = \arg \min_z \left\{ \frac{\lambda}{2} \left\| z - f \right\|_2^2 + \beta \left( 1 - f \log z \right) - \left\langle \rho^{(k)}_3, z - u^{(k+1)} \right\rangle + \frac{\eta_3}{2} \left\| z - u^{(k+1)} \right\|_2^2 \right\} = \arg \min_z \left\{ \frac{\lambda}{2} \left\| z - f \right\|_2^2 + \beta \left( 1 - \frac{f}{z} \right) + \frac{\eta_3}{2} \left\| z - u^{(k+1)} - \frac{\rho^{(k)}_3}{\eta_3} \right\|_2^2 \right\}.$$  

Therefore, we get

$$\lambda (z - f) + \beta \left( 1 - \frac{f}{z} \right) + \eta_3 \left( z - u^{(k+1)} \right) - \rho^{(k)}_3 = 0.$$  

This equation can be rewritten as follows:

$$\left( \lambda + \eta_3 \right) z^2 - z \left( \eta_3 u^{(k+1)} + \rho^{(k)}_3 - \beta - \lambda f \right) - \beta f = 0.$$  
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The solution of $z^{(k+1)}$ is the positive solution given by:

$$
z^{(k+1)} = \frac{\eta_3 u^{(k+1)} + \rho_3^{(k)} - \beta + \lambda f + \sqrt{(\eta_3 u^{(k+1)} + \rho_3^{(k)} - \beta + \lambda f)^2 + 4(\eta_3 + \lambda)bf}}{2(\eta_3 + \lambda)}.
$$

(18)

The complete method is summarized in Algorithm 1. We need a stopping criterion for the iteration: we end the loop if the maximum number of allowed outer iterations $N$ has been carried out (to guarantee an upper bound on running time) or the following condition is satisfied for some prescribed tolerance $\sigma$:

$$
\|u^{(k)} - u^{(k-1)}\|_2 < \sigma,
$$

(19)

where $\sigma$ is a small positive parameter.

**Algorithm 1**: Alternating minimization method for solving the model (5).

1. **Initialize**: $z^{(0)} = u^{(0)} = f; d^{(0)} = g^{(0)} = 0; w^{(0)} = 0; k = 0.$
2. **While** Stopping condition is not satisfied **do**:
3. Compute $u^{(k+1)}$ according to (11).
4. Compute $w^{(k+1)}$ according to (15).
5. Compute $d^{(k+1)}$ according to (16).
6. Compute $g^{(k+1)}$ according to (17).
7. Compute $z^{(k+1)}$ according to (18).
8. Update $\theta_1^{(k+1)}, \mu_2^{(k+1)}, \gamma_3^{(k+1)}$ by (8).
9. $k = k + 1.$
10. **Endwhile**.
11. **Return** $u.$

**Numerical experiments**

In this section, we present some numerical results to illustrate the performance of the proposed model for MPGN removal. In order to prove the superiority of the proposed model, we compare our results with closely related approaches [8, 23]: the TVPG model (1) and TGV model (2). For compared models, the optimization problem are implemented by the state-of-the-art alternating minimization algorithm. The original test images are shown in Fig. 1, a–d.

All experiments were carried out in Windows 10 and Matlab running on a desktop equipped with an Intel Corei3, 2.1 GHz and 12 GB of RAM. To assess quality of the restoration results, we use peak signal-to-noise ratio (PSNR) defined as follows:

$$
PSNR = 10 \log_{10} \left( \frac{255^2 \cdot MN}{\|u - u\|_2^2} \right).
$$

**Fig. 1.** Test images: a — Boat; b — Head; c — Clok; d — Lake
where $u, u^*$ are the original image, the reconstructed or noisy image accordingly; $M$ and $N$ are the number of image pixels in rows and columns.

We also use other popular measure called SSIM (structural similarity index measure). The SSIM measure compares local patterns of pixel intensities normalized for luminance and contrast, and allows us to get more consistent with human visual characteristics [28]:

$$SSIM(u, u^*) = \frac{(2\mu_u \mu_{u^*} + c_1)(2\sigma_{u,u^*} + c_2)}{\left(\mu_u^2 + \mu_{u^*}^2 + c_1\right)\left(\sigma_u^2 + \sigma_{u^*}^2 + c_2\right)},$$

where $\mu_u, \mu_{u^*}$ are the means of $u, u^*$ respectively; $\sigma_u, \sigma_{u^*}$ — their standard deviations; $\sigma_{u,u^*}$ — the covariance of two images $u$ and $u^*$; $c_1 = (K_1L)^2$; $c_2 = (K_2L)^2$, $L$ is the dynamic range of the pixel values (255 for 8-bit grayscale images), and $K_1 \ll 1, K_2 \ll 1$ are small constants.

For our experiments, we set tolerance in (19): $\sigma = 0.0001$ and $N = 200$. The observed images in our experiments are simulated as follows. To test different noise levels, the noisy images are generated by Poisson noise with some fixed peak $I_{\text{max}}^*$ and by Gaussian noise with standard deviation $\sigma_g$. Empirically, all of the compared methods perform image denoising with their optimal parameters. All images are processed with the equivalent parameters $\lambda = 0.4$, $\beta = 0.6$, which gave the best restoration results. For our models, we set $\eta_1 = 5$, $\eta_2 = 5$ and $\eta_3 = 1$.

In Figures 2, a–d and 3, a–d we exhibit the results of compared methods for noise levels $I_{\text{max}} = 120, \sigma_g = 5$ and $I_{\text{max}} = 60, \sigma_g = 5$.

For a better visual comparison, we show some details of the restored images in Fig. 4 for noise levels $I_{\text{max}} = 120, \sigma_g = 5$, and in Fig. 5 for $I_{\text{max}} = 60, \sigma_g = 5$. In these Figures, we include details of the noisy and original images. It can be seen that our method gives even better visual improvement than the other two methods. For the comparison of the performance quantitatively, the measures of PSNR and SSIM values are reported in Tables 1 and 2. In each of the Tables, we include the PSNR and SSIM values for noisy images and recovered images, and the average results over test images for each method are shown. The better restored results are highlighted in bold.

In Figures 6, a–d and 7, a–d, we also show the results details of compared methods for noise levels $I_{\text{max}} = 120, \sigma_g = 10$ and $I_{\text{max}} = 60, \sigma_g = 10$, respectively. We report the PSNR and SSIM values for noisy images and recovered images in Tables 3 and 4. The average results over test images also appear in last row of each table. The better restored results are highlighted in bold.

From Figures, we can see that the images recovered by our proposed model are better quality than those of the compared approaches. Beside, the measurable comparisons reported in Tables 1–4, the our proposed approach gets higher PSNR, SSIM values than those of the TVPG and TGV approaches. It indicates the competitive performance of the proposed method for denoising image corrupted by MPGN.
Table 1. PSNR and SSIM values for noisy images and restored images with noise level $I_{\text{max}} = 120$, $\sigma_g = 5$

| Image  | PSNR | SSIM |
|--------|------|------|
|        | Noisy | TGV  | TVPG | Ours | Noisy | TGV  | TVPG | Ours |
| Board  | 20.5670 | 26.9777 | 27.1435 | 27.5823 | 0.5482 | 0.7688 | 0.7749 | 0.7812 |
| Clock  | 15.3632 | 24.2404 | 25.9160 | 26.4658 | 0.36742 | 0.8856 | 0.8884 | 0.8956 |
| Lake   | 18.6823 | 24.7286 | 24.7002 | 25.7141 | 0.61996 | 0.7649 | 0.7779 | 0.7864 |
| Head   | 20.7322 | 26.9048 | 27.9500 | 28.8874 | 0.60745 | 0.8624 | 0.8657 | 0.8739 |
| Average| 18.8362 | 25.7129 | 26.4274 | 27.1624 | 0.5358 | 0.8204 | 0.8267 | 0.8343 |

Table 2. PSNR and SSIM values for noisy images and restored images with noise level $I_{\text{max}} = 60$, $\sigma_g = 5$

| Image  | PSNR | SSIM |
|--------|------|------|
|        | Noisy | TGV  | TVPG | Ours | Noisy | TGV  | TVPG | Ours |
| Board  | 18.6799 | 24.0460 | 24.7064 | 25.1713 | 0.3871 | 0.6701 | 0.6818 | 0.6931 |
| Clock  | 13.0537 | 24.3635 | 24.4234 | 25.5345 | 0.2600 | 0.8409 | 0.8423 | 0.8587 |
| Lake   | 16.339  | 22.0954 | 22.4670 | 22.8379 | 0.4735 | 0.6762 | 0.6877 | 0.6920 |
| Head   | 20.7322 | 26.9048 | 27.9500 | 28.8874 | 0.5736 | 0.7724 | 0.7923 | 0.8087 |
| Average| 16.1958 | 23.9450 | 24.3032 | 24.9962 | 0.4235 | 0.7399 | 0.7510 | 0.7631 |
In this paper, we have investigated a second-order $TGV_2$ based model for denoising image corrupted by MPG N. Computationally, an alternating minimization algorithm is employed for solving the proposed optimization problem. Finally, compared with several existing state-of-the-art approaches, the experiments demonstrate competitive performance of the proposed method.

**Table 3.** PSNR and SSIM values for noisy images and restored images with noise level $I_{\text{max}} = 120$, $\sigma_g = 10$

| Image | PSNR | SSIM |
|-------|------|------|
|       | Noisy | TGV  | TVPG | Ours | Noisy | TGV  | TVPG | Ours |
| Board | 19.7547 | 24.7675 | 25.9887 | 26.1733 | 0.4376 | 0.7255 | 0.7218 | 0.7316 |
| Clock | 14.513 | 22.4326 | 24.6121 | **25.9687** | 0.2980 | 0.8571 | 0.8421 | **0.8749** |
| Lake  | 17.805 | 23.3247 | 23.7328 | **24.2787** | 0.5191 | 0.7249 | 0.7270 | **0.7396** |
| Head  | 16.031 | 26.3812 | 26.5097 | **27.0119** | 0.6075 | 0.8154 | 0.8292 | **0.8358** |
| Average | 17.0330 | 24.2265 | 25.2108 | **25.8582** | 0.4655 | 0.7807 | 0.7800 | **0.7955** |

**Table 4.** PSNR and SSIM values for noisy images and restored images with noise level $I_{\text{max}} = 60$, $\sigma_g = 10$

| Image | PSNR | SSIM |
|-------|------|------|
|       | Noisy | TGV  | TVPG | Ours | Noisy | TGV  | TVPG | Ours |
| Board | 17.5737 | 23.3837 | 23.5885 | **23.8189** | 0.2566 | 0.6060 | 0.6054 | **0.6215** |
| Clock | 12.2833 | 24.3595 | 24.2930 | **24.4320** | 0.1793 | 0.7965 | 0.7726 | **0.8150** |
| Lake  | 14.6131 | 20.8641 | 20.8629 | **21.5523** | 0.3230 | 0.6018 | 0.6097 | **0.6207** |
| Head  | 14.1531 | 23.4717 | 24.2758 | **24.6904** | 0.4588 | 0.7304 | 0.7386 | **0.7496** |
| Average | 14.6558 | 23.0198 | 23.2551 | **23.6234** | 0.3044 | 0.6837 | 0.6816 | **0.7017** |

**Fig. 6.** Recovered results for the test images with noise level $I_{\text{max}} = 120$, $\sigma_g = 10$: a — Noisy; b — TVPG; c — TGV; d — Ours

**Fig. 7.** Recovered results for the test images with noise level $I_{\text{max}} = 60$, $\sigma_g = 10$: a — Noisy; b — TVPG; c — TGV; d — Ours
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Appendix

Definition 1 [20, 23–25]. Let $\Omega \subset \mathbb{R}^2$ be a bound domain, $k > 1$ and $\alpha = (\alpha_0, \alpha_1) > 0$.

Then the total generalized variation of order $k$ with weight $\alpha$ for $u \in L^1(\Omega)$ is defined as the value of the functional:

$$TGV_\alpha^2(u) = \sup \left\{ \int_\Omega u \text{div}^2 \theta \, dx \mid \theta \in C_0^2(\Omega, \mathbb{S}^{d \times d}), \right\}$$

where $d$ denotes the dimension of images, $C_0^2(\Omega, \mathbb{S}^{d \times d})$ is the space of compactly supported symmetric $d \times d$ matrix fields, $\mathbb{S}^{d \times d}$ is the set of all symmetric $d \times d$ matrices.

$$\begin{align*}
(\text{div} \theta)_i &= \sum_{j=1}^d \frac{\partial \theta_{ij}}{\partial x_j}, \\
(\text{div}^2 \theta)_i &= \sum_{j=1}^d \frac{\partial^2 \theta_{ij}}{\partial x_j^2}
\end{align*}$$

The infinite norms of $\theta$ and $\text{div} \theta$ are given by

$$\|\theta\|_\infty = \sup_{x \in \Omega} \left( \sum_{i=1}^d |\theta_{ij}|^2 \right)^{1/2};$$

$$\|\text{div} \theta\|_\infty = \sup_{x \in \Omega} \left( \sum_{i=1}^d |(\text{div} \theta)_i(x)|^2 \right)^{1/2}.$$

Definition 2 [20, 23–25]. The space of functions of bounded generalized variation (BGV) is defined as follows:

$$\text{BV}^2(\Omega) = \left\{ u \in L_1^1(\Omega) \mid TGV_\alpha^2(u) < \infty \right\},$$

$$\|u\|_{\text{BGV}^2} = \|u\|_1 + TGV_\alpha^2(u).$$

$\text{BGV}^2(\Omega)$ is a Banach space independent of the weight vector $\alpha$, $TGV_\alpha^2$ is a seminorm and a convex function in $\text{BGV}^2(\Omega)$. Subsequently, we denote the spaces $U = C_0^2(\Omega, \mathbb{R})$, $V = C_0^2(\Omega, \mathbb{R}^2)$ and $G = C_0^2(\Omega, \mathbb{S}^{2 \times 2})$.

Proof for Theorem 1.

Let $u^{(b)}$ be a bounded minimizing sequence. By the compactness property in the space of bound variation $\text{BV}(\Omega)$, there exists $u^{*} \in \text{BV}(\Omega)$, such that $u^{(b)}$ converges weakly to $u^{*} \in \text{BV}(\Omega)$ and $u^{(b)}$ converges strongly to $u^{*}$ in $L^1(\Omega)$. According to [7, 23–26], we know that the functions $TGV_\alpha^2(u)$ and data fidelity term are all lower semi-continuous, proper and convex; and according to Fatou’s lemma [29], we have

$$E(u) \geq E(u^{*}).$$

Thus, $u^{*}$ is a minimizer of the optimization problem (4).
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вариации второго порядка. Для решения рассматриваемой задачи оптимизации применяется эффективный алгоритм чередующейся минимизации. В качестве иллюстрации, в сравнение с родственными методами, представлены экспериментальные результаты, свидетельствующие о высокой эффективности предлагаемого подхода. Практическая значимость: разработанная модель позволяет удалить смешанный пуассоновско-гауссовский шум на цифровых изображениях с сохранением границ. Приведенные численные результаты демонстрируют конкурентоспособные характеристики предложения модели для шумоподавления изображений, искаженных смешанным пуассоновско-гауссовским шумом.
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