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1 Introduction

In this paper, we consider the Cauchy problem for nonconvex hyperbolic conservation laws:

\[
\begin{aligned}
q_t + \nabla \cdot F(q) &= 0, \\
q(x,0) &= q_0(x),
\end{aligned}
\]

(1.1)

whose entropy solutions may admit composite waves which involve a sequence of shocks and rarefaction waves and are difficult to be resolved numerically. Such examples include scalar conservation laws with nonconvex flux functions and hyperbolic systems such as the Euler system and magnetohydrodynamics system with a nonconvex equation of state (EOS) \cite{6, 17, 7, 12}.

It is well known that first order monotone schemes converge to entropy solutions of both convex and nonconvex conservation laws \cite{3}, but with a relatively slow convergence rate. It has also been known \cite{5, 11} that there are some nonconvex conservation laws, for which high order schemes such as the ones with weighted essentially non-oscillatory (WENO) reconstructions \cite{14} and discontinuous Galerkin methods \cite{2} would fail to converge to the entropy solution. There have been great research effort in ensuring entropic convergence for general nonlinear conservation laws, for example by adding entropy viscosity \cite{4} and by modifying reconstruction operators. Examples for the latter approach include the computationally inexpensive strategy proposed in \cite{5} on an adaptive choice between a low order dissipative reconstruction and a high order central WENO scheme, as well as low order modifications around nonconvex regions to ensure entropic convergence proposed in \cite{11}. Compare with the work in \cite{5}, with more computational effort, the second order entropic convergence of the schemes can be rigorously proved \cite{1}.

This paper is a natural extension of our earlier work in \cite{11}. We investigate the performance of the finite volume Hermite WENO (HWENO) scheme for nonconvex conservation laws and apply the corresponding modifications as being done in \cite{11}. In addition to the scalar examples discussed in \cite{11}, we investigate the performance of modified WENO and
HWENO scheme for 2D problems, as suggested in [5]. The FV HWENO scheme was originally proposed in [8, 9]. The key idea of the scheme is to evolve more pieces of information, i.e. functions and their spatial gradients, per computational cell. With such mechanism, the HWENO scheme has relatively compact stencils, hence it is easier to handle boundary conditions compared with the traditional WENO scheme [14]. Moreover, with the same formal accuracy, compact stencils are known to exhibit better resolution of small scale structures by improving dispersive and dissipative properties.

An outline of this paper is as follows. Section 2 describes the high order FV HWENO scheme. In Section 3, FV HWENO schemes with a first order monotone modification and a second order modification using an entropic projection around nonconvex regions are proposed for nonconvex conservation laws. In Section 4, numerical examples are shown to demonstrate the effectivity of proposed schemes. Concluding remarks are given in Section 5.

2 Description of FV HWENO schemes

We briefly review the FV HWENO scheme for solving conservation laws [8, 9, 20]. The idea of HWENO method is to numerically evolve both the function and its spatial gradients, and use these information in the reconstruction process. Thus it leads to a more compact reconstruction stencil compared with the traditional WENO scheme [13, 14].

General scheme formulation of HWENO. Taking the gradient with respect to spatial variables in (1.1), we obtain the evolution equation for function’s gradients,

\[(\nabla q)^T_t + \nabla \cdot (\nabla \otimes F(q)) = 0,\]  

(2.1)

where \(\otimes\) is a tensor product. The FV HWENO scheme is defined for the equations:

\[U^T_t + \nabla \cdot F(U) = 0,\]  

(2.2)

where \(U = (q, \nabla q)^T\) and \(F(U) = \begin{pmatrix} F(q) \\ \nabla \otimes F(q) \end{pmatrix}\). We integrate the system (2.2) on a control volume \(\Omega_k\), which is an interval \(I_j = [x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}]\) for 1D cases or a rectangle \([x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}] \times [y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}]\) for 2D cases.
\[ y_j - \frac{1}{2}, y_j + \frac{1}{2} \] for 2D cases. The integral form of (2.2) reads,
\[
\frac{d}{dt} \mathbf{U}_{\Omega_k} = -\frac{1}{|\Omega_k|} \int_{\partial\Omega_k} \mathbf{F}(\mathbf{U}) \cdot \mathbf{n} ds
\] (2.3)
where \(|\Omega_k|\) is the volume of \(\Omega_k\) and \(\mathbf{n}\) represents the outward unit normal vector to \(\partial\Omega_k\).

The line integral in (2.3) can be approximated by a \(L\)-point Gaussian quadrature on each side of \(\partial\Omega_k = \bigcup_{s=1}^{S} \partial\Omega_{ks}\):
\[
\int_{\partial\Omega_k} \mathbf{F}(\mathbf{U}) \cdot \mathbf{n} ds \approx \sum_{s=1}^{S} |\partial\Omega_{ks}| \sum_{l=1}^{L} \omega_l \mathbf{F}(\mathbf{U}(G_{sl}, t)) \cdot \mathbf{n},
\] (2.4)
where \(G_{sl}\) and \(\omega_l\) are Gaussian quadrature points on \(\partial\Omega_{ks}\) and weights respectively. \(\mathbf{F}(\mathbf{U}(G_{sl}, t))\cdot \mathbf{n}\) is evaluated by a numerical flux (approximate or exact Riemann solvers). We adopt the Lax-Friedrichs flux in this paper, which is given by
\[
\mathbf{F}(\mathbf{U}(G_{sl}, t)) \cdot \mathbf{n} \approx \frac{1}{2} \left[ \mathbf{F}(\mathbf{U}^{-}(G_{sl}, t)) + \mathbf{F}(\mathbf{U}^{+}(G_{sl}, t)) \right] \cdot \mathbf{n} - \alpha (\mathbf{U}^{+}(G_{sl}, t) - \mathbf{U}^{-}(G_{sl}, t)),
\]
where \(\alpha\) is taken as an upper bound for eigenvalues of the Jacobian along the direction \(\mathbf{n}\), and \(\mathbf{U}^{-}\) and \(\mathbf{U}^{+}\) are the reconstructed values of \(\mathbf{U}\) at Gaussian point \(G_{sl}\) inside and outside \(\Omega_k\). Finally, the semi-discretization HWENO scheme (2.3) can be written in the following ODE form:
\[
\frac{d}{dt} \mathbf{U} = \mathcal{L}(\mathbf{U}).
\] (2.5)

The ODE system (2.5) is then discretized in time by a strong stability preserving Runge-Kutta (RK) method in [15]. The following third-order version is used in this paper,
\[
\begin{align*}
\mathbf{U}^{(1)} &= \mathbf{U}^n + \Delta t \mathcal{L}(\mathbf{U}^n), \\
\mathbf{U}^{(2)} &= \frac{3}{4} \mathbf{U}^n + \frac{1}{4} (\mathbf{U}^{(1)} + \Delta t \mathcal{L}(\mathbf{U}^{(1)})), \\
\mathbf{U}^{n+1} &= \frac{1}{3} \mathbf{U}^n + \frac{2}{3} (\mathbf{U}^{(2)} + \Delta t \mathcal{L}(\mathbf{U}^{(2)})).
\end{align*}
\] (2.6)

**A scalar 1D example.** As an example, we consider a scalar 1D equation,
\[
q_t + f(q)_x = 0.
\] (2.7)
Taking the derivative of (2.7), we obtain the equation for the derivative,
\[
\xi_t + \mathcal{H}(q, \xi)_x = 0,
\] (2.8)
where $\xi = q_x$ and $\mathcal{H}(q, \xi) = f'(q)\xi$. Let $\overline{q}_j$ and $\overline{\xi}_j$ denote approximation to cell averages of $q$ and $\xi$ over cell $I_j$ respectively, the semi-discrete FV HWENO scheme is designed by approximating spatial derivatives in equation (2.7) and (2.8) with the following flux difference form,

$$
\begin{aligned}
\frac{dq_i}{dt} &= -\hat{f}\left(q_{j+\frac{1}{2}}, q_{j+\frac{1}{2}} \right) - \hat{f}\left(q_{j-\frac{1}{2}}, q_{j-\frac{1}{2}} \right) \frac{\Delta x}{\Delta x} \\
\frac{d\xi_i}{dt} &= -\hat{H}\left(q_{j+\frac{1}{2}}, q_{j+\frac{1}{2}} ; \xi_{j+\frac{1}{2}}, \xi_{j+\frac{1}{2}} \right) - \hat{H}\left(q_{j-\frac{1}{2}}, q_{j-\frac{1}{2}} ; \xi_{j-\frac{1}{2}}, \xi_{j-\frac{1}{2}} \right) \frac{\Delta x}{\Delta x},
\end{aligned}
$$

(2.9)

where $q_{j+\frac{1}{2}}^\pm$ and $\xi_{j+\frac{1}{2}}^\pm$ are reconstructed with high order from neighboring cell averages $\overline{q}$ and $\overline{\xi}$. The details of such reconstruction procedures can be found in [8]. $\hat{f}(a, b)$ is a monotone numerical flux (non-decreasing in the first argument and non-increasing in the second argument), and $\hat{H}(a, b; c, d)$ is non-decreasing in the third argument and non-increasing in the fourth argument. In this paper, we use the Lax-Friedrichs flux in [8],

$$
\hat{f}(a, b) = \frac{1}{2} [f(a) + f(b) - \alpha(b - a)],
$$

$$
\hat{H}(a, b; c, d) = \frac{1}{2} [\mathcal{H}(a, c) + \mathcal{H}(b, d) - \alpha(d - c)],
$$

(2.10)

where $\alpha = \max_q |f'(q)|$. For the first order “building block” of the HWENO scheme with the Lax-Friedrichs flux, the total variation stability is proved in [8].

**A scalar 2D example.** We consider a 2D problem on a rectangular domain $[a, b] \times [c, d]$:

$$
q_t + f(q)x + g(q)y = 0.
$$

(2.11)

We consider a set of uniform mesh with $I_{ij} = [x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}] \times [y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}]$,

$$
a = x_{\frac{1}{2}} < x_{\frac{3}{2}} < \cdots < x_{N_x-\frac{1}{2}} < x_{N_x+\frac{1}{2}} = b, \quad \Delta x = \frac{b - a}{N_x},
$$

$$
c = y_{\frac{1}{2}} < y_{\frac{3}{2}} < \cdots < y_{N_y-\frac{1}{2}} < y_{N_y+\frac{1}{2}} = d, \quad \Delta y = \frac{d - c}{N_y}.
$$

Let $\xi = \frac{\partial q}{\partial x}$, $\eta = \frac{\partial q}{\partial y}$ and $\overline{q}_{ij} = \frac{1}{\Delta x \Delta y} \int_{I_{ij}} q dxdy$, $\overline{\xi}_{ij} = \frac{1}{\Delta y} \int_{I_{ij}} \frac{\partial q}{\partial x} dxdy$, $\overline{\eta}_{ij} = \frac{1}{\Delta x} \int_{I_{ij}} \frac{\partial q}{\partial y} dxdy$ be cell averages. Taking spatial derivatives of (2.11), we obtain

$$
\xi_t + \mathcal{H}(q, \xi)x + \mathcal{R}(q, \xi)y = 0,
$$

(2.12)

$$
\eta_t + \mathcal{K}(q, \eta)x + \mathcal{S}(q, \eta)y = 0,
$$

(2.13)
where $\mathcal{H}(q, \xi) = f'(q)\xi$, $\mathcal{R}(q, \xi) = g'(q)\xi$, $\mathcal{K}(q, \eta) = f'(q)\eta$, $\mathcal{S}(q, \eta) = g'(q)\eta$. A semi-discrete FV HWENO discretization is given by

$$
\begin{aligned}
\frac{d}{dt}\tilde{q}_{ij} &= -\frac{1}{\Delta x}(\tilde{f}_{i+\frac{1}{2},j} - \tilde{f}_{i-\frac{1}{2},j}) - \frac{1}{\Delta y}(\tilde{g}_{i,j+\frac{1}{2}} - \tilde{g}_{i,j-\frac{1}{2}}), \\
\frac{d}{dt}\tilde{\xi}_{ij} &= -\frac{1}{\Delta x}(\tilde{\xi}_{i+\frac{1}{2},j} - \tilde{\xi}_{i-\frac{1}{2},j}) - \frac{1}{\Delta y}(\tilde{\xi}_{i,j+\frac{1}{2}} - \tilde{\xi}_{i,j-\frac{1}{2}}), \\
\frac{d}{dt}\tilde{\eta}_{ij} &= -\frac{1}{\Delta x}(\tilde{\eta}_{i+\frac{1}{2},j} - \tilde{\eta}_{i-\frac{1}{2},j}) - \frac{1}{\Delta y}(\tilde{\eta}_{i,j+\frac{1}{2}} - \tilde{\eta}_{i,j-\frac{1}{2}}),
\end{aligned}
$$

(2.14)

where $f, \tilde{\xi}$ and $\tilde{\eta}$ are reconstructed with high order by neighboring cell averages of $q, \xi$ and $\eta$. In the next paragraph, we briefly describe such reconstruction procedure. $	ilde{g}_{i,j+\frac{1}{2}}$, $\tilde{\xi}_{i,j+\frac{1}{2}}$ and $\tilde{\eta}_{i,j+\frac{1}{2}}$ in eq. (2.14) are evaluated in a similar fashion as the average of fluxes over the top boundary of a cell.

We only review the fourth order reconstruction in 2D and refer to [20] for more details.

We relabel the cell $I_{ij}$ and its neighboring cells as $I_1, \cdots, I_9$ as shown in Figure 2.1 where $I_{ij}$ is relabeled as $I_5$. We construct the quadratic polynomials $p_n(x, y)$ ($n = 1, \cdots, 8$) in the following stencils, $S_1 = \{I_1, I_2, I_4, I_5\}$, $S_2 = \{I_2, I_3, I_5, I_6\}$, $S_3 = \{I_4, I_5, I_7, I_8\}$, $S_4 = \{I_5, I_6, I_8, I_9\}$, $S_5 = \{I_1, I_2, I_4, I_5, I_7\}$, $S_6 = \{I_1, I_2, I_3, I_5, I_6, I_9\}$, $S_7 = \{I_1, I_4, I_5, I_7, I_8, I_9\}$, $S_8 = \{I_3, I_5, I_6, I_7, I_8, I_9\}$ to approximate $q(x, y)$. For instance, a quadratic polynomial can be reconstructed based on the information $\{q_1, q_2, q_4, q_5, \bar{q}_4, \bar{q}_5\}$ in the stencil $S_1$. Such reconstruction will reconstruct a quadratic polynomial on $I_{ij}$. Similar reconstructions can be done for stencil $S_2$, $S_3$ and $S_4$. For stencil $S_5$ to $S_8$, only cell averages are used in the reconstruction process. We remark that other combination of information are possible for

\[ (2.15) \]
reconstructing 2D quadratic polynomial. The one we just mentioned seems to be very robust and is implemented in our numerical experiments. If we choose the linear weights denoted by $\gamma_1^{(l)}, \cdots, \gamma_8^{(l)}$ such that

$$q(G_l) = \sum_{n=1}^{8} \gamma_n^{(l)} p_n(G_l)$$

(2.18)

is valid for any polynomial $q$ of degree at most 3, leading to a fourth-order approximation of $q$ at the point $G_l$ for all sufficiently smooth functions $q$. Notice that (2.18) holds for any polynomial $q$ of degree at most 2 if $\sum_{n=1}^{8} \gamma_n^{(l)} = 1$. There are four additional constraints on the linear weights $\gamma_1^{(l)}, \cdots, \gamma_8^{(l)}$ so that (2.18) holds for $q = x^3, x^2 y, xy^2$ and $y^3$. The rest of free parameters are determined by a least square procedure to minimize $\sum_{n=1}^{8} (\gamma_n^{(l)})^2$.

As for the derivatives (e.g. $\xi^{-}(G_l, t)$), a third-order approximation in each stencil is enough to obtain the fourth-order approximation to $q(x, y)$. For instance, a cubic polynomial on $I_5$ can be reconstructed based on the information $\{q_1, q_2, q_4, q_5, \xi_1, \xi_4, \xi_5, \eta_1, \eta_2, \eta_3\}$ in the stencil $S_1$. Similar reconstructions can be done for stencil $S_2$, $S_3$ and $S_4$. The information $\{\bar{\xi}_1, \bar{\xi}_2, \bar{\xi}_3, \bar{\xi}_4, \bar{\xi}_5, \bar{\eta}_7\}$ in the stencil $S_5$ is adopted to approximate $\xi^{-}(G_l, t)$. Finally, $\gamma_l = \frac{1}{8} (l = 1, \cdots, 8)$ can be chosen. The nonlinear weights of 2D HWENO reconstruction can be designed by following the way of the WENO method.

![Figure 2.1: The big stencil.](image)
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3 The modified FV HWENO schemes for nonconvex conservation laws

Although FV HWENO schemes can be successfully applied in many applications [8, 9, 20 10 19], they perform poorly for some nonconvex conservation laws as shown below. To remedy this, we propose a first order monotone modification and a second order modification with an entropic projection around nonconvex regions.

3.1 An example of nonconvex conservation laws with poor performance for the FV HWENO scheme

We first show a nonconvex conservation law, for which the FV HWENO scheme performs poorly in converging to the entropy solution. We consider the scalar equation (2.7) with the nonconvex flux \( f(q) = \sin(q) \) and the initial condition

\[
q_0(x) = \begin{cases} 
\frac{\pi}{64}, & \text{if } x < 0, \\
\frac{255\pi}{64}, & \text{if } x \geq 0.
\end{cases}
\]  

(3.1)

It is shown in Figure 3.2 that the numerical solution of the high order FV HWENO scheme does not converge to the entropy solution (solid black lines given by the first order Godunov scheme with a very refined mesh). One of the rarefaction waves in the compound wave is missing.

![Figure 3.2: Solid lines: the reference solution of (2.7) at the time \( t = 4 \); Squares: FV HWENO scheme with Lax-Friedrichs flux and a uniform mesh \( \Delta x = 0.05 \). CFL=0.5.](image)
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3.2 First order monotone modification

In this subsection, we propose a first order modification to the FV HWENO scheme for 1D nonconvex conservation laws following a similar idea in [11]. The scheme can be summarized as follows, after a suitable initialization to obtain $\bar{q}^0$ and $\bar{\xi}^0$.

1. Perform the HWENO reconstruction [8].

At each cell interface, say $x_{j+\frac{1}{2}}$, reconstruct the point values $q^\pm_{j+\frac{1}{2}}$ and derivative values $\xi^\pm_{j+\frac{1}{2}}$ using neighboring cell average $\overline{q}$ and $\overline{\xi}$ respectively by the fifth order HWENO reconstruction procedure in Section 2.

2. Identify the troubled cell boundary $x_{j+\frac{1}{2}}$.

Criterion I: A cell boundary $x_{j+\frac{1}{2}}$ is good, if $q^\pm_{j+\frac{1}{2}}$, $\overline{q}_j$ and $\overline{q}_{j+1}$ all fall into the same linear, convex or concave region of the flux function $f(q)$. Otherwise, it is defined to be a troubled cell boundary.

3. At troubled cell boundaries, modify the numerical flux $\hat{f}_{j+\frac{1}{2}}$ and $\hat{H}_{j+\frac{1}{2}}$ with a discontinuity indicator in [18]. Specifically, the discontinuity indicator $\phi_j$ is defined as

$$\phi_j = \frac{\beta_j}{\beta_j + \gamma_j} \quad (3.2)$$

where

$$\alpha_j = |\overline{q}_{j-1} - \overline{q}_j|^2 + \varepsilon, \quad \tau_j = |\overline{q}_{j+1} - \overline{q}_{j-1}|^2 + \varepsilon, \quad \beta_j = \frac{\tau_j}{\alpha_{j-1}} + \frac{\tau_j}{\alpha_{j+2}}, \quad \gamma_j = \frac{(q_{\max} - q_{\min})^2}{\alpha_j}.$$

Here $\varepsilon$ is a small positive number taken as $10^{-6}$ in the code, and $q_{\max}$ and $q_{\min}$ are the maximum and minimum values of $\overline{q}_j$ over all cells. The discontinuity indicator $\phi_j$ has the property that

- $0 \leq \phi_j \leq 1$.
- $\phi_j$ is on the order of $O(\Delta x^2)$ in smooth regions.
- $\phi_j$ is close to $O(1)$ near a strong discontinuity.
Let $\hat{f}_{j+\frac{1}{2}} = \tilde{f}(q_{j+\frac{1}{2}}^{-}, q_{j+\frac{1}{2}}^{+})$, and $\hat{H}_{j+\frac{1}{2}} = \tilde{H}(q_{j+\frac{1}{2}}^{-}, q_{j+\frac{1}{2}}^{+}; \xi_{j+\frac{1}{2}}^{-}, \xi_{j+\frac{1}{2}}^{+})$ where

$$q_{j+\frac{1}{2}}^{-} = (1 - \phi_{j}^{2})q_{j+\frac{1}{2}}^{-} + \phi_{j}^{2}q_{j}, \quad q_{j+\frac{1}{2}}^{+} = (1 - \phi_{j}^{2})q_{j+\frac{1}{2}}^{+} + \phi_{j}^{2}q_{j+1},$$

$$\xi_{j+\frac{1}{2}}^{-} = (1 - \phi_{j}^{2})\xi_{j+\frac{1}{2}}^{-} + \phi_{j}^{2}\xi_{j}, \quad \xi_{j+\frac{1}{2}}^{+} = (1 - \phi_{j}^{2})\xi_{j+\frac{1}{2}}^{+} + \phi_{j}^{2}\xi_{j+1},$$

with $\phi_{j}$ defined by (3.2), if $x_{j+\frac{1}{2}}$ is a troubled cell boundary. Otherwise, at good cell boundaries, $q_{j+\frac{1}{2}}^{\pm} = q_{j+\frac{1}{2}}^{\pm}$ and $\xi_{j+\frac{1}{2}}^{\pm} = \xi_{j+\frac{1}{2}}^{\pm}$.

4. Evolve the cell averages $\overline{q}_{j}$ and $\overline{\xi}_{j}$ by (2.9).

REMARK 1. When a troubled cell boundary is at a strong discontinuity, $\phi_{j} \sim 1$, hence $q_{j+\frac{1}{2}}^{-} \sim q_{j}$, $q_{j+\frac{1}{2}}^{+} \sim q_{j+1}$, $\xi_{j+\frac{1}{2}}^{-} \sim \xi_{j}$ and $\xi_{j+\frac{1}{2}}^{+} \sim \xi_{j+1}$, indicating a first order monotone scheme is taking effect around a nonconvex discontinuous region. When a troubled cell boundary is in a smooth region, the modification is obtained with the magnitude at most of the size

$$\phi_{j}^{2} \max \left( \left| q_{j} - q_{j+\frac{1}{2}}^{-} \right|, \left| q_{j+1} - q_{j+\frac{1}{2}}^{+} \right| \right) \sim O(\Delta x^3),$$

$$\phi_{j}^{2} \max \left( \left| \xi_{j} - \xi_{j+\frac{1}{2}}^{-} \right|, \left| \xi_{j+1} - \xi_{j+\frac{1}{2}}^{+} \right| \right) \sim O(\Delta x^5),$$

hence it does not affect the fifth order accuracy of the scheme.

It is natural to extend the above first order modification to 2D problems. With the system, the HWENO reconstructions are performed in local characteristics directions [8], then a first order monotone modification in the form of (3.3) and (3.4) is applied. For 2D problems, we identify trouble cell boundaries, that is to check if the convexity fails, via Gaussian points along cell boundaries, e.g. $q_{i+\frac{1}{2}, j}^{\pm}$ in equation (2.15). Similarly the first order modification is performed with respect to these Gaussian points along cell boundaries.

### 3.3 Second order modification with an entropic projection

A MUSCL type method with an entropic projection is proposed in [1]. It is proved in the same paper that schemes with such entropic projection enjoy cell entropy inequalities for all convex entropy functions. In the following, we apply such entropic projection as a modification to the HWENO scheme around nonconvex regions to ensure entropic convergence.
3.3.1 Review of the MUSCL method satisfying all the numerical entropy inequalities.

The procedure of the MUSCL scheme satisfying all entropy inequalities can be summarized below. Let the numerical solution at time level \(n\) be written as \(q^n_j(x) = \bar{q}_j^n + s_j^n \sigma_j\) with \(\sigma_j = \frac{x-x_j}{\Delta x_j}\) over the cell \(I_j\). Initially, \(q^0_j(x) = q^0_j + s^0_j \sigma_j\), with \(s^0_j = \text{minmod}(q^0_j - q^0_{j-1}, q^0_{j+1} - q^0_j)\)
where the minmod function is defined as follows,

\[
\text{minmod}(a, b) = \begin{cases} 
0, & \text{if } ab < 0, \\
\min(a, b), & \text{if } a, b \geq 0, \\
\max(a, b), & \text{if } a, b \leq 0.
\end{cases}
\]

It consists of two steps to evolve from \(q^n\) to \(q^{n+1}\).

1. **Exact evolution** (\(T_{\Delta t}\)): Evolve (2.7) exactly for a time step \(\Delta t\), to obtain a solution \(\bar{q}^{n+1}\), which in general is not a piecewise linear function anymore.

2. **An entropic projection** (\(P^1\)): Find a second order approximation to \(\bar{q}^{n+1}\) by a piecewise linear function \(q^{n+1}\), satisfying

\[
\int_{I_j} U(q^{n+1}(x))dx \leq \int_{I_j} U(\bar{q}^{n+1}(x))dx, \quad \forall j
\]

for all convex entropy function \(U(u)\). Second order reconstruction satisfying (3.5) can be obtained by setting the cell average as

\[
\bar{q}^{n+1}_j = \frac{1}{\Delta x_j} \int_{I_j} \bar{q}^{n+1}(x)dx
\]

and the slope as

\[
s^{n+1}_j = D\bar{q}^{n+1}|_{I_j} = \text{minmod}_{I_j} \zeta(y)
\]

where

\[
\zeta(y) = \frac{2}{\Delta x_j} \left( \frac{1}{x_{j+\frac{1}{2}} - y} \int_y^{x_{j+\frac{1}{2}}} \bar{q}^{n+1}(x)dx - \frac{1}{y - x_{j-\frac{1}{2}}} \int_{x_{j-\frac{1}{2}}}^y \bar{q}^{n+1}(x)dx \right)
\]

The minmod function of \(g(x)\) on the interval \((a, b)\) is defined as

\[
\text{minmod}_{(a,b)} g(x) = \begin{cases} 
0, & \text{if } \exists y_1, y_2 \in (a, b), \text{ s.t. } g(y_1)g(y_2) \leq 0, \\
\min_{(a,b)} g(y), & \text{if } g(y) > 0, \quad \forall y \in (a, b), \\
\max_{(a,b)} g(y), & \text{if } g(y) < 0, \quad \forall y \in (a, b).
\end{cases}
\]
In summary, the scheme can be written out in the following abstract form

\[ q^{n+1} = P^1 \circ T_{\Delta t}(q^n) = Q^1(\Delta t)(q^n). \]  

(3.10)

It enjoys the following convergence theorem as proved in [1].

**THEOREM 1.** [1]. Let \( T = n\Delta t, u(\cdot, T) \) be the exact entropy solution to [2.7] with the initial data \( q_0 \in L^1 \cap BV(\mathbb{R}), f_\infty = \max_{q \in [\min q_0, \max q_0]} f'(q) \), then there exists a constant \( C \), such that

\[ \|Q^1(\Delta t)q^0 - q(\cdot, T)\|_{L^1} \leq C(f_\infty \sqrt{T\Delta t} + \Delta x \sqrt{T/\Delta t}). \]  

(3.11)

The second order MUSCL scheme with the entropic projection [3.10] converges to the unique entropy solution, when \( \Delta t = \mathcal{O}(\Delta x) \).

### 3.3.2 Second order modification to the fifth order FV HWENO schemes

At each time step evolution, \( \{q^*, \xi^*, q^*_l, q^*_r\}, \ast = n, (1), (2) \), over the cell \( I_j \) is updated in each RK stage. For instance, at the initial stage, \( q_{n, \pm}^{n, \pm} \) is obtain by the HWENO reconstruction from \( \tilde{q}^n \) and \( \tilde{\xi}^n \). \( q_{n,l}^{n,l} \) and \( q_{n,r}^{n,r} \) refer to approximations with entropic projection to the left and right boundaries of \( I_j \) when the cell is detected as a trouble cell. Initially, \( q_{j,l}^{n,l} \) and \( q_{j,r}^{n,r} \) come from a MUSCL scheme with a minmod reconstruction. To show the idea of second order modification to the fifth order FV HWENO schemes, we present the procedure to update \( \{q_{j}^{(1)}, \tilde{\xi}_{j}^{(1)}, q_{j,l}^{(1)}, q_{j,r}^{(1)}\} \) from \( \{\tilde{q}_{j}^{n}, \tilde{\xi}_{j}^{n}, q_{j,l}^{n,l}, q_{j,r}^{n,r}\} \).

**Step 1.** Compute \( q_{j, \pm}^{n, \pm} \) by performing the HWENO reconstruction from \( \{\tilde{q}_{j}^{n}, \tilde{\xi}_{j}^{n}\} \).

**Step 2.** Update \( q_{j}^{(1)} \) and \( \tilde{\xi}_{j}^{(1)} \):

1. Identify the troubled cell boundaries, for which we refer to Criterion I in section 3.2 for the details.

2. Only at trouble cell boundaries, modify numerical fluxes \( \hat{f}_{j, \pm} \) and \( \hat{H}_{j, \pm} \) as follows.

We let \( \hat{f}_{j, \pm} = \hat{f}(u_{j, \pm + 1/2}^m, u_{j, \pm + 1/2}^m) \) and \( \hat{H}_{j, \pm} = \hat{H}(u_{j, \pm + 1/2}^m, \xi_{j, \pm + 1/2}^m, \xi_{j, \pm + 1/2}^m) \), where

\[ q_{j, \pm}^{m, -} = (1 - \phi_j^2)q_{j, \pm}^{n, -} + \phi_j^2 q_{j, \pm}^{n, r}, \quad q_{j, \pm}^{m, +} = (1 - \phi_j^2)q_{j, \pm}^{n, +} + \phi_j^2 q_{j, \pm}^{n, l}, \]  

(3.12)
\[ \xi_{j + \frac{1}{2}}^m = (1 - \phi_j^2)\xi_{j + \frac{1}{2}} + \phi_j^2 \xi_j, \quad \xi_{j + \frac{1}{2}}^m = (1 - \phi_j^2)\xi_{j + \frac{1}{2}} + \phi_j^2 \xi_j, \quad (3.13) \]

with \( \phi_j \) defined by (3.2) at the troubled cell boundary.

3. Update the solution at the first RK stage as follows,

\[
\bar{q}_j^{(1)} = q_j^n - \frac{\Delta t}{\Delta x}(\tilde{f}_{j + \frac{1}{2}} - \tilde{f}_{j - \frac{1}{2}}),
\]

\[
\bar{\xi}_j^{(1)} = \xi_j^n - \frac{\Delta t}{\Delta x}(\tilde{H}_{j + \frac{1}{2}} - \tilde{H}_{j - \frac{1}{2}}).
\]

**Step 3.** Update \( q_j^{(1),l} \) and \( q_j^{(1),r} \) for a nonconvex troubled cell \( I_j \): we first identify nonconvex troubled cells by the following criterion.

**Criterion II:** A cell \( I_j \) is called a good cell, if \( q^m = \{\bar{q}_m^n, q_{m + \frac{1}{2}}, q_{m,r}^n \} \) with \( m = j - 1, j, j + 1 \), fall into the same linear, convex or concave region of the flux function \( f(q) \). Otherwise, it is defined to be a nonconvex troubled cell.

**Trouble cells.** At a nonconvex troubled cell \( I_j \), we apply a first order scheme on a refined mesh by evolving a time step \( \Delta t \). Specifically, we evolve equation (2.7) with the initial condition

\[
\bar{q}_l^n + s_l^n \sigma_l, \quad \text{for } x \in I_l, \ l = j - 1, j, j + 1 \quad (3.14)
\]

where \( s_l^n = 2\text{minmod}(q^{n,r}_l - \bar{q}_l^n, \bar{q}_l^n - q^{n,l}_l) \) and \( \sigma_l = \frac{x - x_l}{\Delta x_l} \). A periodic boundary condition on \( I_{j-1} \cup I_j \cup I_{j+1} \) is used. We consider a refined numerical mesh of cell \( I_j \)

\[
I_j = \bigcup_{m=1}^{N}[y_{m - \frac{1}{2}}, y_{m + \frac{1}{2}}], \ \delta x = y_{m + \frac{1}{2}} - y_{m - \frac{1}{2}} = \Delta x/N, \quad (3.15)
\]

and apply a first order scheme with entropic convergence to evolve the solution for \( \Delta t \). Let \( \bar{q}^{(1)}|_{I_j} \) be the evolved solution, approximated by a piecewise constant function sitting on the refined numerical mesh with the truncation error

\[ \sim O(\delta x) = O(\Delta x^2). \]

We compute the average and slope of the linear function approximating \( \bar{q}^{(1)}|_{I_j} \) on \( I_j \) via the entropic projection as follows: the average is taken as the average of \( \bar{q}^{(1)}|_{I_j} \) and the slope is computed as follows
\[ s_j^{(1)} = \text{minmod}(\zeta(y_{N+\frac{1}{2}}), \cdots, \zeta(y_{2N+\frac{1}{2}})), \quad (3.16) \]

where
\[ \zeta(y) = \frac{2}{\Delta x_j} \left( \frac{1}{x_{j+\frac{1}{2}} - y} \int_y^{x_{j+\frac{1}{2}}} q^{(1)} dx - \frac{1}{y - x_{j-\frac{1}{2}}} \int_x^{y} \tilde{q}^{(1)} dx \right) \quad (3.17) \]

Finally,
\[ q_j^{(1),l} = \overline{q_j^{(1)}} - \frac{1}{2}s_j^{(1)}, \quad q_j^{(1),r} = \overline{q_j^{(1)}} + \frac{1}{2}s_j^{(1)}. \quad (3.18) \]

**Good cells.** For a good cell \( I_j \), update \( q_j^{(1),l} \) and \( q_j^{(1),r} \) by setting \( q_j^{l} = q_{j-\frac{1}{2}}^{(1),+} \) and \( q_j^{r} = q_{j+\frac{1}{2}}^{(1),+} \), where \( q_{j-\frac{1}{2}}^{(1),+} \) and \( q_{j+\frac{1}{2}}^{(1),+} \) are reconstructed by performing a HWENO reconstruction.

**REMARK 2.** Note that the modification of \( \xi_{j+\frac{1}{2}}^{\pm} \) is a first order modification on derivative values. Because the first order on derivative values is enough to get a second order scheme.

**REMARK 3.** The implementation of the procedure to find \( s_j^{n+1} \) in (3.16) is computationally expensive. Due to the costly implementation of the high order scheme with the second order entropic projection, we only adopt the first order modification to modify the FV HWENO for 2D scalar problems.

### 4 Numerical Experiments

In Section 4.1, we compare the performance of the fifth order FV HWENO scheme (HWENO5) and the fifth order FV WENO scheme (WENO5) with the first order modification (mod1) and the second order entropic projection (mod2) respectively for solving 1D nonconvex conservational laws. In Section 4.2, we present the performance of the modified WENO5 and HWENO scheme (HWENO4) for 2D problems. The numerical fluxes used in this paper are the global Lax-Friedrich flux.
4.1 1D scalar problems

EXAMPLE 1. We consider the nonconvex conservation law

\[ q_t + \left( \frac{q^3}{3} \right)_x = 0, \quad q_0(x) = \sin(\pi x). \]  

(4.1)

We compute the solution up to \( t = 0.2 \). Table 4.1 gives the \( L^1 \) and \( L^\infty \) errors and the corresponding orders of accuracy of the regular and modified HWENO5 and WENO5 schemes. We can see that errors of HWENO5 are smaller than those of WENO5 with the same mesh. Very little difference is observed among the regular and two modified HWENO5 and WENO5 schemes.

Table 4.1: \( q_t + \left( \frac{q^3}{3} \right)_x = 0 \) with initial condition \( q_0(x) = \sin(\pi x) \) and periodic boundary conditions. The \( L^1 \) and \( L^\infty \) errors and the corresponding orders of accuracy for the regular HWENO5 and WENO5, the corresponding two versions of modified schemes at the time \( t = 0.2 \).

| N  | HWENO5 | WENO5 |
|----|--------|-------|
|    | \( L^1 \) error | Order | \( L^\infty \) error | Order | \( L^1 \) error | Order | \( L^\infty \) error | Order |
|----|----------|-------|----------------|-------|----------------|-------|----------------|-------|
| 100| 1.68E-05 | 2.14E-04 | 4.42E-05 | 4.61E-04 |
| 200| 7.68E-07 | 4.45 | 1.69E-05 | 3.66 | 2.24E-06 | 4.30 | 4.59E-05 | 3.33 |
| 300| 1.17E-07 | 4.64 | 2.62E-06 | 4.59 | 3.48E-07 | 4.59 | 7.68E-06 | 4.41 |
| 400| 2.96E-08 | 4.78 | 6.44E-07 | 4.88 | 9.00E-08 | 4.71 | 1.96E-06 | 4.76 |
| 500| 1.01E-08 | 4.81 | 2.12E-07 | 4.97 | 3.12E-08 | 4.75 | 6.58E-07 | 4.88 |
|    | mod1    |       |       |       |       |       |       |       |
| 100| 1.68E-05 | 2.14E-04 | 4.42E-05 | 4.61E-04 |
| 200| 7.68E-07 | 4.45 | 1.69E-05 | 3.66 | 2.24E-06 | 4.30 | 4.59E-05 | 3.33 |
| 300| 1.17E-07 | 4.64 | 2.62E-06 | 4.59 | 3.48E-07 | 4.59 | 7.68E-06 | 4.41 |
| 400| 2.96E-08 | 4.78 | 6.44E-07 | 4.88 | 9.00E-08 | 4.71 | 1.96E-06 | 4.76 |
| 500| 1.01E-08 | 4.81 | 2.12E-07 | 4.97 | 3.12E-08 | 4.75 | 6.58E-07 | 4.88 |
|    | mod2    |       |       |       |       |       |       |       |
| 100| 1.70E-05 | 2.14E-04 | 4.42E-05 | 4.61E-04 |
| 200| 7.78E-07 | 4.45 | 1.69E-05 | 3.66 | 2.24E-06 | 4.30 | 4.59E-05 | 3.33 |
| 300| 1.17E-07 | 4.67 | 2.62E-06 | 4.59 | 3.48E-07 | 4.59 | 7.68E-06 | 4.41 |
| 400| 2.96E-08 | 4.78 | 6.44E-07 | 4.88 | 9.00E-08 | 4.71 | 1.96E-06 | 4.76 |
| 500| 1.01E-08 | 4.81 | 2.12E-07 | 4.97 | 3.12E-08 | 4.75 | 6.58E-07 | 4.88 |

EXAMPLE 2. Consider the Riemann problem of the nonconvex conservation law presented in Section 3.1. We plot numerical solutions of two modified schemes in Fig. 4.3. They both
successfully converge to the correct entropy solution, with the development of a compound
wave including a shock, a rarefaction wave, followed by another shock and another rarefaction
wave.

Figure 4.3: Solid lines: the exact solution of (2.7) with \( f(u) = \sin(u) \) and the initial condition (3.1)
at the time \( t = 4 \); HWENO5 (pluses) and WENO5 (deltas) with the first order monotone schemes
(left); HWENO5 (pluses) and WENO5 scheme (deltas) with the second order entropy projection
(right). using \( N = 200 \) uniform cells.

EXAMPLE 3. Consider (2.7) with the nonconvex flux \( f(q) \) defined by

\[
f(q) = \begin{cases} 
1, & \text{if } q < 1.6 \\
\cos(5\pi(q - 1.8)) + 2.0, & \text{if } 1.6 \leq q < 2.0 \\
-\cos(5\pi(q - 2.2)), & \text{if } 2.0 \leq q < 2.4 \\
1, & \text{if } q \geq 2.4 
\end{cases}
\]  

(4.2)

with the initial condition

\[
q_0(x) = \begin{cases} 
1, & \text{for } x < 0 \\
3, & \text{for } x \geq 0.
\end{cases}
\]  

(4.3)

In the left panel of Figure 4.4, the HWENO5 seems to converge to the entropy solution slowly,
which might be related to the fact that the reconstruction of the solution at the rarefaction
waves comes from neighboring cells and is not a good approximation when the rarefaction
wave is surrounded by two shocks at its early stage of development. As shown in Figure 4.4,
the numerical solutions of two modified schemes successfully converge to the correct entropy
solution.
Figure 4.4: Solid line: The exact solutions of the nonconvex scalar conservation law (2.7)-(4.2) with the initial condition (4.3) at the time $t = 2$. Left: HWENO5 (squares), HWENO5-mod1 (pluses) and WENO5-mod1 (deltas); Right: HWENO5-mod2 (pluses) and WENO5-mod2 (deltas). $N = 50$ uniform cells are used. CFL = 0.5.

**EXAMPLE 4.** The nonconvex conservation law (2.7) with the nonconvex flux $f(q)$ given by (4.2) with the initial condition

$$q_0(x) = \begin{cases} 3, & \text{for } -1 \leq x < 0 \\ 1, & \text{for } 0 \leq x \leq 1 \end{cases} \quad (4.4)$$

and a periodic boundary condition. This is a very challenging test case: with periodic boundary conditions, the compound waves strongly interact with each other. There is no analytic formula of the exact solution for this problem. The reference solution is computed by the Godunov scheme with 400,000 uniform cells. It is observed from Fig. 4.5 that, numerical solutions of the HWENO5 scheme without modification deviate away from the reference solution with mesh refinement. For this example, due to strong interaction of compound waves, the monotonicity preserving limiter (MPHWENO5) [16] is applied to control oscillations. As shown in Fig 4.6, numerical solutions of modified HWENO5 schemes converge to the correct entropy solution. The comparison of WENO5/MPHWENO5 with different modifications is shown in Fig 4.7. The numerical solution of HWENO5 with the first order modification is observed to converge to the correct entropy solution slightly faster, compared to that of WENO5 with the first order modification. Comparable performance of HWENO5 and WENO5 with the second order modification are observed. We observe better performance of HWENO5 or
WENO5 with the second order modification when compared with schemes with a first order modification.

Figure 4.5: Solid lines: The reference solution of (4.4) at the time $t = 2$; HWENO5 without modification with $N = 200$ uniform cells (Squares), with $N = 400$ uniform cells (Deltas) and with $N = 800$ uniform cells (Gradients). CFL = 0.01.

Figure 4.6: Solid lines: The reference solution of (4.4) at the time $t = 2$; MPHWENO5 with the first order modification with $N = 400$ uniform cells (Squares) and with $N = 800$ uniform cells (Filled squares); WENO5 with the first order modification with $N = 400$ uniform cells (Deltas) and with $N = 800$ uniform cells (Filled deltas). CFL = 0.01.
Figure 4.7: Solid lines: The reference solution of (4.4) at the time $t = 2$; Pluses: MPHWENO5 with the first order modification; Deltas: WENO5 with the first order modification; Circles: MPHWENO5 with the second order modification; Squares: WENO5 with the second order modification; The zoom are given in the right; $N = 400$ uniform cells are used; CFL = 0.01.

4.2 2D scalar problems

**EXAMPLE 5.** We solve the following nonconvex conservation law in 2D:

$$q_t + \left(\frac{q^3}{3}\right)_x + \left(\frac{q^3}{3}\right)_y = 0,$$

with the initial condition $q(x, y, 0) = \sin(\pi(x + y)/2)$ and the periodic boundary condition in both directions. The computational domain for this problem is $[-2, 2] \times [-2, 2]$. When $t = 0.2$ the solution is still smooth.

Table 4.2 gives the $L_1$ errors and the $L_\infty$ errors and the corresponding orders of the accuracy of the regular and modified FV HWENO scheme and FV WENO scheme. $\Delta t = \frac{CFL}{\Delta x + \Delta y}$ where $CFL = 0.4$, $\alpha = \max\{f'(q)\}$, $\beta = \max\{g'(q)\}$. Expected orders of convergence are observed.

**EXAMPLE 6.** We solve the KPP rotating wave problem,

$$u_t + (\sin(u))_x + (\cos(u))_y = 0$$
Table 4.2: \(q_t + \left( \frac{q^3}{3} \right)_x + \left( \frac{q^3}{3} \right)_y = 0\) with initial condition \(q(x, y, 0) = \sin(\pi(x + y)/2)\) and periodic boundary conditions. The \(L^1\) and \(L^\infty\) errors and the corresponding orders of accuracy for the regular HWENO4 and WENO5, the corresponding modified schemes at the time \(t = 1\).

| N  | \(L_1\) error  | Order  | \(L_\infty\) error | Order | \(L_1\) error  | Order  | \(L_\infty\) error | Order |
|----|----------------|--------|---------------------|-------|----------------|--------|---------------------|-------|
|    | HWENO4         | WENO5  |                     |       | HWENO4         | WENO5  |                     |       |
| 40 | 3.56E-03       | 2.36   | 6.83E-03            | 0.72  | 5.26E-04       | 2.63   | 4.23E-03            | 1.08  |
| 80 | 4.25E-04       | 3.07   | 1.20E-03            | 2.51  | 7.73E-05       | 2.77   | 7.86E-04            | 2.43  |
| 160| 2.72E-05       | 3.96   | 1.15E-04            | 3.39  | 5.35E-06       | 3.85   | 8.29E-05            | 3.25  |
| 320| 1.16E-06       | 4.56   | 6.65E-06            | 4.11  | 2.31E-07       | 4.54   | 4.58E-06            | 4.18  |
| 640| 5.68E-08       | 4.35   | 3.16E-07            | 4.39  | 9.68E-09       | 4.57   | 1.39E-07            | 5.05  |
|    | mod1           |        |                     |       | mod1           |        |                     |       |
| 40 | 4.26E-03       | 2.51   | 6.84E-03            | 1.56  | 5.95E-04       | 3.04   | 4.28E-03            | 1.97  |
| 80 | 4.82E-04       | 3.15   | 1.20E-03            | 2.51  | 7.97E-05       | 2.90   | 7.86E-04            | 2.44  |
| 160| 3.11E-05       | 3.95   | 1.15E-04            | 3.39  | 5.42E-06       | 3.88   | 8.29E-05            | 3.25  |
| 320| 1.38E-06       | 4.50   | 6.65E-06            | 4.11  | 2.32E-07       | 4.54   | 4.58E-06            | 4.18  |
| 640| 6.99E-08       | 4.30   | 3.16E-07            | 4.39  | 9.73E-09       | 4.58   | 1.39E-07            | 5.05  |

with the initial condition

\[
u(x, y, 0) = \begin{cases} 
\frac{14}{3}\pi, & \text{if } \sqrt{x^2 + y^2} \leq 1, \\
\frac{\pi}{3}, & \text{otherwise.}
\end{cases}
\]

This test was originally proposed in Kurganov et al. [5]. It is challenging to many high-order numerical schemes because the solution has a two-dimensional composite wave structure.

In Figure 4.8, we show the contours of the solution at \(t = 1\). In the left panel, it is observed that neither HWENO4 or WENO5 schemes can capture composite wave structures. The composite wave structures are well captured by the HWENO4 or WENO5 with the first order modification as shown on the right panel.

5 Concluding remarks

We proposed modifications to FV HWENO schemes for nonconvex conservation laws based on the idea of [11], emphasizing convergence to the entropy solution. The robustness of modified FV HWENO schemes is showed by several representative examples including 2D problems. We also compare the performance between the modified FV HWENO and WENO schemes.
Figure 4.8: KPP problem at time $t = 1$. 30 equally spaced solution contours from 0.785 to 11.0. First row: first-order approximation with $400 \times 400$ cells; first-order approximation with $1000 \times 1000$ cells. Second row: regular HWENO4 with $400 \times 400$ cells; modified HWENO4 with $400 \times 400$ cells. Third row: regular WENO with $400 \times 400$ cells; modified WENO with $400 \times 400$ cells.
References

[1] F. Bouchut, C. Bourdarias, and B. Perthame, A MUSCL method satisfying all the numerical entropy inequalities, Mathematics of Computation of the American Mathematical Society, 65 (1996), pp. 1439–1461.

[2] B. Cockburn and C.-W. Shu, TVB Runge-Kutta local projection discontinuous Galerkin finite element method for conservation laws. II. General framework, Mathematics of Computation, 52 (1989), pp. 411–435.

[3] M. G. Crandall and A. Majda, Monotone difference approximations for scalar conservation laws, Mathematics of Computation, 34 (1980), pp. 1–21.

[4] J.-L. Guermond, R. Pasquetti, and B. Popov, Entropy viscosity method for nonlinear conservation laws, Journal of Computational Physics, 230 (2011), pp. 4248–4267.

[5] A. Kurganov, G. Petrova, and B. Popov, Adaptive semidiscrete central-upwind schemes for nonconvex hyperbolic conservation laws, SIAM Journal on Scientific Computing, 29 (2007), pp. 2381–2401.

[6] R. Menikoff and B. J. Plohr, The Riemann problem for fluid flow of real materials, Reviews of modern physics, 61 (1989), pp. 75–130.

[7] S. Müller and A. Voss, The Riemann problem for the Euler equations with nonconvex and nonsmooth equation of state: construction of wave curves, SIAM Journal on Scientific Computing, 28 (2006), pp. 651–681.

[8] J. Qiu and C.-W. Shu, Hermite WENO schemes and their application as limiters for Runge–Kutta discontinuous Galerkin method: one-dimensional case, Journal of Computational Physics, 193 (2004), pp. 115–135.
[9] ——, Hermite WENO schemes and their application as limiters for Runge–Kutta discontinuous Galerkin method II: Two dimensional case, Computers & Fluids, 34 (2005), pp. 642–663.

[10] ——, Hermite WENO schemes for Hamilton–Jacobi equations, Journal of Computational Physics, 204 (2005), pp. 82–99.

[11] J.-M. Qiu and C.-W. Shu, Convergence of high order finite volume weighted essentially non-oscillatory scheme and discontinuous Galerkin method for nonconvex conservation laws, SIAM Journal on Scientific Computing, 31 (2008), pp. 584–607.

[12] S. Serna and A. Marquina, Anomalous wave structure in magnetized materials described by non-convex equations of state, Physics of Fluids (1994-present), 26 (2014), p. 016101.

[13] J. Shi, C. Hu, and C.-W. Shu, A technique of treating negative weights in WENO schemes, Journal of Computational Physics, 175 (2002), pp. 108–127.

[14] C.-W. Shu, High order weighted essentially non-oscillatory schemes for convection dominated problems, SIAM Review, 51 (2009), pp. 82–126.

[15] C.-W. Shu and S. Osher, Efficient implementation of essentially non-oscillatory shock-capturing schemes, Journal of Computational Physics, 77 (1988), pp. 439–471.

[16] A. Suresh and H. Huynh, Accurate monotonicity-preserving schemes with Runge–Kutta time stepping, Journal of Computational Physics, 136 (1997), pp. 83–99.

[17] B. Wang and H. Glaz, Second order Godunov-like schemes for gas dynamics with a nonconvex equation of state, in AIAA Computational Fluid Dynamics Conference, 14th, Norfolk, VA, 1999.
[18] Z. Xu and C.-W. Shu, *Anti-diffusive finite difference WENO methods for shallow water with transport of pollutant*, Journal of Computational Mathematics, 24 (2006), pp. 239–251.

[19] F. Zheng and J. Qiu, *Directly solving the Hamilton–Jacobi equations by Hermite WENO Schemes*, Journal of Computational Physics, 307 (2016), pp. 423–445.

[20] J. Zhu and J. Qiu, *A class of the fourth order finite volume Hermite weighted essentially non-oscillatory schemes*, Science in China Series A: Mathematics, 51 (2008), pp. 1549–1560.