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Abstract
The mantra that “the best way to predict the future is to invent it” (attributed to the computer scientist Alan Kay) exemplifies some of the expectations from the technical and innovative sides of biomedical research at present. However, for technical advancements to make real impacts both on patient health and genuine scientific understanding, quite a number of lingering challenges facing the entire spectrum from protein biology all the way to randomized controlled trials should start to be overcome. The proposal in this chapter is that philosophy is essential in this process. By reviewing select examples from the history of science and philosophy, disciplines which were indistinguishable until the mid-nineteenth century, I argue that progress toward the many impasses in biomedicine can be achieved by emphasizing theoretical work (in the true sense of the word ‘theory’) as a vital foundation for experimental biology. Furthermore, a philosophical biology program that could provide a framework for theoretical investigations is outlined.

1 Earlier developments of some of the ideas presented in this work have appeared in two preprint articles [1, 2]. I would like to thank Philipp Plugmann for the invitation to contribute to this collection. This chapter is to appear in the forthcoming volume Innovative Technologies for Market Leadership - Investing in the Future, P. Glauner and P. Plugmann, Editors. 2020, Springer. The author’s work is supported by a University College London Overseas Research Scholarship.
The current collection of chapters in this book is organized around the theme of innovative technologies and “investing in the future”. It might therefore appear as peculiar to have a chapter ostensibly focused on philosophy in such a collection. What I hope to achieve here is to make the case that despite many technological advances in biology and medicine over the past fifty years, current biomedical research paradigms are facing significant and seemingly insurmountable challenges in their theoretical foundations. This has resulted in widespread impasses in finding treatments for major categories of human diseases that might come anywhere close to being called a ‘cure’. If we are to make real inroads, the theoretical branch of biology should be reinvigorated so that **theory**, in the true sense of the word, can be reintroduced to and complement experimental biology. This approach is nothing new: it worked quite well in biology in the first half of the twentieth century, and still defines the two-pronged approach that is taken in physics, i.e., theoretical and experimental physics. The history of philosophy, which until the mid-nineteenth century was indistinguishable from ‘science’, can have many relevant lessons for how theoretical strands could be pursued in biomedicine. As such, I will first start by providing a brief overview of the current state of research outcomes in biology and medicine, followed by an analysis of the place of theory in biomedical research, before moving on to the discussion of the philosophical biology program.

**Successes and lingering challenges in biomedicine today**

As just noted, biology, particularly molecular biology, has experienced significant changes and technical innovations in the past several decades. Whereas novel insights and descriptive modes of understanding began to emerge from the early applications of molecular biology in the 1970s and 1980s, the widespread popularity of high-throughput techniques and genome sequencing in the 1990s and 2000s have led to the generation of a tremendous amount of new insights and descriptive data about the workings of the cell under normal and disease conditions [3]. The human impact of these findings has been especially pronounced in the case of monogenic and/or relatively rare Mendelian diseases. A case in point here is the success of gene therapy for β-thalassemia patients [4]. Moreover, among human cancers, one can point to successful primary treatments of lymphomas and leukemias (see, e.g., refs. [5, 6]) and to overall “annual reductions of 1 to 2% in age-adjusted cancer mortality rates in the United States for many years” [7]. Relatedly, “childhood cancer was once a death sentence, but today more than 80% of children and teenagers survive long term”, with the important caveat that “adults who survive cancer as children can suffer long-term health effects” [8]. In the domain of infectious diseases, the recently rising cure rates in hepatitis C cases are especially noteworthy [9].

Despite these positive examples, contrary to initial expectations, most common human diseases have remained refractory to various (non-symptomatic) therapeutic interventions, mostly because we have not been able to unify the diseases under common **causative models or mechanisms**. In fact, we may often observe in molecular biology research that finding a new ‘mechanism’ in a cellular process comes to only mean finding “a molecule that is involved in the process” [10], which is clearly not in the true spirit of what a ‘mechanism’ entails [2]. Let us consider a few examples. Mutations in the gene coding for the 3,685-amino-acid Dystrophin protein implicated in Duchenne muscular dystrophy (DMD) were reported more than three decades ago [11], but as of yet “there is no specific treatment for DMD cardiomyopathy, in large part due to a lack of understanding of the mechanisms underlying the cardiac failure” [12]. In the case of type 1 diabetes, in addition to the important issue of access to insulin, Linda DiMeglio and colleagues note that “clinicians, investigators, and patients have gained a better appreciation of the true complexity of type 1 diabetes, and humility in the face of many unsuccessful trials aimed at inducing a durable disease remission” [13]. In the field of Parkinson’s disease research, Heiko Braak and co-authors write that “despite remarkable progress in the management of its motor symptoms by pharmacologic dopamine replacement or deep brain stimulation, there is still no cure and all attempts to develop treatments that halt or slow down the relentless progression of the disease have so far failed” [14]. A similar diagnosis can be said of Alzheimer’s disease (AD) research. Commenting on the halt of a trial on inhibiting the β-secretase (BACE) enzyme, Paul Aisen writes: “This is one more terribly disappointing result in our field. BACE inhibition would seem to be a powerful tool against the accumulation of toxic amyloid species that drives AD neurobiology in the early stages of the diseases. Secretase inhibition has been a leading candidate for primary prevention. But both γ-secretase and β-secretase inhibition are associated with a risk of cognitive worsening and other adverse effects that have halted all major development programs of these drugs to date. Off-target and on-target mechanisms behind these effects remain uncertain. It is possible that substantial inhibition of amyloid peptide generation interferes with synaptic function”.

Moving on, what about the case of infections and the immune system? Writing in 2012, the microbiologist Kim Lewis conveyed the important message that “the more we know about antibiotics, the fewer we can discover” and that “this is essentially why the field is in trouble—only one antibiotic belonging to a new

---

2 In this chapter, I am using ‘biology’ and ‘medicine’ as generally interchangeable to refer to a spectrum in the full domain of natural science that includes biology, medicine and, to a certain extent, organic and inorganic chemistry

3 Comment on “End of the BACE Inhibitors? Elenbecestat Trials Halted Amid Safety Concerns”, Alzforum 13 September 2019 (alzforum.org/news/research-news/end-bace-inhibitors-elenbecestat-trials-halted-amid-safety-concerns#comment-32966)
class, the narrow-spectrum daptomycin, was discovered and made it into clinical practice in the past 50 years” [15]. Advising on treatment strategies for malaria, the WHO Strategic Advisory Group on Malaria Eradication warned that “even with our most optimistic scenarios and projections, we face an unavoidable fact: using current tools, we will still have 11 million cases of malaria in Africa in 2050” [16]. In the case of cancer immunotherapy, Alex Jaeger and colleagues make the following observation: “Despite the accumulation of extensive genomic alterations, many cancers fail to be recognized as ‘foreign’ and escape destruction by the host immune system. Immunotherapies designed to address this problem by directly stimulating immune effector cells have led to some remarkable clinical outcomes, but unfortunately, most cancers fail to respond, prompting the need to identify additional immunomodulatory treatment options” [17]. This is compounded by the fact that “the majority of proposed anticancer treatments do not succeed in advancing to clinical use because of problems with efficacy or toxicity, often for unclear reasons” [18].

The overview of challenges in the pathobiological research just provided may not be surprising because many seemingly ‘lower-hanging-fruit’ problems in biology remain open and appear to be intractable, or at least quite difficult, for us to gain a clear understanding of in the context of current research frameworks. Just to illustrate this point, let us review some examples at different levels of complexity. At the basic, chemical level, deciphering the chemical structure of water, which is of paramount importance for questions such as the elucidation of protein structure, is a matter of great challenge in physical chemistry and an area of active research [19, 20]. At the protein level, a big mystery is the presence of intrinsically disordered domains in the structure of proteins [21], with different functions attributed to their presence (see, e.g., [22]). Also at the protein level, there is the question of the enigmatic in vivo formation of protein crystals (e.g., Charcot-Leyden crystals formed of the Galectin-10 protein) implicated in inflammatory and other unknown (and ‘normal’) biological processes [24, 25]. At the cellular level, cell structures that might be sensitive to magnetic field changes remain controversial [26]. At the organism level, new types of puzzlement come to light. One such puzzle is stated as follows by immunologist Simrit Parmar: “A fetus is 50% mum and 50% dad—it’s effectively the biggest allogeneic transplant in biology […] Nature itself has created a mechanism to stop the baby being rejected by using [regulatory T] cells to protect against the inflammatory onslaught from the mother’s side” [27]. Understanding facets of this natural puzzle better would have implications for conditions such as graft-versus-host disease. Moving on to the pharmacological level, there are still many research questions to be asked concerning the ‘inactive’ ingredients (excipients) in pharmacological formulations that are meant to have one ‘active’ ingredient, and, more generally, what makes for an ‘active’ versus ‘inactive’ ingredient [28]. Of course, cells in the body do not discriminate between active and inactive compounds, and as such excipients have individual and combined (side) effects on the body and on the active ingredient (and its putative molecular targets).

Finally, and as the last example here, at the methodological level, questions of (i) when an effect is really an effect, and (ii) certainty, such as with the use of P-values, are salient in that they remain debatable. Matthew Kramer, as a case in point, puts forward the following suggestion: “The real question is whether a treatment effect is important, not whether it differs ‘significantly’ from a control. To answer this, the researcher should justify beforehand how large the effect size needs to be. Then, if a 10% improvement over the control is required, the probability that this has been attained can be calculated from the data using familiar statistical tools for hypothesis testing and sample-size determination” [29]. John Ioannidis proposes that “focusing on effect sizes can often be better than determining whether an effect exists”. Overall, perhaps Albert Einstein (1879-1955) said it best in 1922, albeit in a different context, when he observed that “as far as the laws of mathematics refer to reality, they are not certain; and as far as they are certain, they do not refer to reality” [30].

What I think the various challenges at different levels of investigation reviewed in this section point to is that substantial work needs to be done on the theoretical underpinnings of biological questions: theoretical work that should start with the simpler questions, ones for which fewer potential variables could be envisaged.

The current state of theory in biomedical research

A reaction to the need for theory reintroduction to biomedicine might be to state that, surely, theory does exist in the field today. It is evident that theory has always been an indistinguishable part of the modern biological sciences, from ecology [31], evolutionary theory and microbiological basis of disease [32] to the elucidation of DNA and protein structures and networks of gene regulation [33, 34]. Lymphocytic V(D)J recombination in adaptive immunity [35] and the elucidation of friction reduction by bacteria in their medium [36-38] are two instances of the successful implementation of a strong theoretical model through to experimental validation. Another example of the usage of sound theoretical arguments in advance of establishing an experimental paradigm is the focus on siderophore quenching strategies to avoid the emergence of antibiotic resistance in a bacterial community [39], which in essence shift the burden of antibiotic resistance from individual bacterial

---

4 By ‘complexity’ I simply mean to indicate the greater number of known (and potentially unknown) variables involved in a given level of investigation of a biological phenomenon

5 These crystals were identified in the 1850s [23]
cells or colonies to a microbial community. In fact, it appears that the immune system may utilize a similar strategy as part of its own defensive mechanisms [40].

Nevertheless, the theoretical underpinnings that do currently exist, barring some exceptions, are not part of a systematic framework of investigation that is adhered to consciously. In fact, in the era of high-throughput and big-data experiments, a notion has become prevalent that observations and data collection can be pursued independently of prior theories. This cannot be the case, since no process of data collection, however carefully planned, can be completely devoid of bias [41]. Again in the words of Einstein, “it is the theory that determines what we can observe”, a statement which was followed by the theoretical physicist Werner Heisenberg’s (1901-1976) comment that “we have to remember that what we observe is not nature in itself, but nature exposed to our method of questioning” [42]. A pertinent example here could be the utility of Alan Turing’s (1912-1954) theoretical reaction-diffusion model to the observation of “Turing-like features in the periodic pattern of digits” in developing limb buds [43, 44].

Presently, ‘theoretical biology’, with some exceptions, has become mostly synonymous with computational biology and the application of mathematical models to various forms of data structures.8 Congruent to this conclusion, let us consider the five modalities of theoretical biology at work today as identified by Massimo Pigliucci: (i) analytical modelling (e.g., mathematical/formal models in population genetics), (ii) statistical modelling (e.g., quantitative genetics), (iii) computer modelling (e.g., genetic networks), (iv) verbal-conceptual models (e.g., conceptual diagrams based on experimental results), and (v) philosophy of biology [52]. At the moment, however, because of a host of issues such as the great number of unknowns in even ‘simple’ biological phenomena, ‘theoretical’ work in the tradition of the history of rational thought (which will be touched upon in the following section) is few and far between, and even in those works that do fall into this category, it is important to point out that “approximating observational phenomena is very different from formulating an explanatory account of a significant body of empirical data” [53].

The time is therefore ripe to reintroduce genuine theoretical analysis back into biology. But where would new theories, or, better put, inspirations and approaches toward new empirical questions and theories, come from? One source could be philosophy (i.e., philosophy of science, philosophy of mathematics, philosophy of language, the history of philosophy, etc.), in the form of philosophical biology.7 Such an approach, distinct from (but still utilizing) the philosophy of biology, could endeavor to search for, propose and develop questions and answers in the true spirit of the theoretical sciences using a vast array of tried-and-tested analytical philosophical tools that have been developed over many centuries. It has to be emphasized that the goal is not to produce only theories or theological narratives, because, in the words of the evolutionary biologist Richard Lewontin, “there is no end to plausible storytelling” [54]. Rather, the theories should be accompanied by inherently testable sets of questions and possible solutions.

Lessons from the history of philosophy and rational thought

As the aim of this chapter is to suggest a framework whereby philosophical approaches can find their way back into mainstream biological research, a brief survey of the apposite history of philosophy and rational inquiry is presented in this section. Each subsection here, particularly Aristotle’s biology, can be a vast and separate strand of investigation. Nonetheless, the purpose here is to look at snippets of inspiration for a philosophical biology framework. Before proceeding, however, it is important to point out why looking for lessons in philosophy applicable to current problems in biomedicine could be a fruitful strategy: first, philosophy does not have a ‘state-of-the-art’. This is fortunate, I think, because philosophy is simply a mode of thought and inquiry that once arrived at, can stand the test of time and be applicable to different situations and scenarios. This is not surprising, because modern humans’ cognitive capacities have not changed much since the emergence of our language faculty [55, 56], and as such the philosophical achievements of Plato (c. 428-348 BC) or Aristotle (384-322 BC) more than 2,400 years ago may represent some of the limits of what could be achieved theoretically in certain domains of thought. Second, true philosophy is not based on mere debates,8 where there is no room for the interlocutors to change their minds and learn from the other, but rather, philosophy is based on arguments that could build on each other and that allow for thought experiments to advance one’s knowledge.

Ancient philosophy

Plato’s dialogues offer a wealth of concepts relevant to the discussion here. The rational question-and-answer-based method Plato uses in the dialogues is usually called the Socratic (or ‘elenctic’)9 method, which is of a...
In addition to philosophy and logic, Aristotle’s perceptive and meticulous observations of nature make him a foremost naturalist [60]. His writings on biology have received varying levels of attention from scholars in different periods. Sophia Connell notes that “because Aristotle himself does not attempt to distinguish the biological from the philosophical, it makes sense to read all Aristotelian texts as potentially representative of the same philosophical outlook” [61]. A great portion of Aristotle’s observations are detailed descriptively which may be followed by inferred conclusions. The observations themselves may be first-hand or referenced from others. Commenting on Aristotle’s History of Animals (HA), for example, I. M. Lonie notes: “In a celebrated passage [HA III.2 and III.3] [Aristotle] describes the theories of Syennes, Diogenes of Apollonia, and Polybus, on the blood vessels, in all of which the heart is subordinate to the brain. After recording their views, Aristotle remarks [HA III.3] that these men and other natural philosophers were mistaken: the blood vessels begin from the heart, not from the brain” [62].

But there are also general accounts to be found in Aristotle’s biology. A case in point is his four categories of traits which could frame one’s investigation of life in nature: ways of life (bioi), activities (praxeis), dispositions and character (ethê), and parts (moria) [63]. Of these general accounts, I would like to point to a few methodological proposals. First, in PA I.4, Aristotle indicates analogy and difference measurements as two modes of comparison: “Groups that only differ in degree, and in the more or less of an identical element that they possess, are aggregated under a single class; groups whose attributes are not identical but analogous are separated.” The method of “the more and the less” is quite reminiscent of the earlier discussion on P-values and effect size.13

In the Generation of Animals (GA), Aristotle makes an important distinction between the potential and the actual, stating that “all three kinds of soul [nutritive, sensitive and rational] …must be possessed potentially before they are possessed in actuality” (GA II.3).14 In De Anima (On the Soul) III.5, he explains this notion to a greater extent, writing that “in a sense light makes potential colours into actual colours”.15 Connell provides a further helpful example from Metaphysics IX.7: “is earth potentially a human being? No […] just as earth is not yet potentially a statue, because it must undergo a change before it becomes bronze” [61]. The potential/actual dichotomy may first and foremost bring to mind today’s fields of developmental biology and genetics/inheritance. But it also brings into discussion the potential role of a living being’s environment, and epigenetics. Although beyond the purview of our present discussion, I think it is important to mention that reading the GA with an eye on epigenetic development [64] should always be accompanied by the determinants of “scope and limit”: A fish embryo, although susceptible to certain variations, cannot naturally develop into a bird, or another species: a scope comes hand-in-hand with limits, and therefore epigenetic variation in development is considerably constrained.16

---

10. From the Greek maieutikos “acting as midwife”
11. The Sophist translations are from Christopher Rowe’s edition [59]
12. From William Ogle’s translation (1882) (classics.mit.edu/Aristotle/parts_animals.html)
13. There are commonalities here with John Stuart Mill’s ‘method of difference’ (A System of Logic, Ratiocinative and Inductive, 1843)
14. From Arthur Platt’s translation (1910) (en.wikisource.org/wiki/On_the_Generation_of_Anomals)
15. From J. A. Smith’s translation (1931) (classics.mit.edu/Aristotle/soul.3.iii.html)
16. Noam Chomsky made a very pertinent comment related to this point in 1983: “Consider something that everybody agrees is due to heredity—the fact that humans develop arms rather than wings. Why do we believe this? Well, since nothing in the fetal environments of the human or bird embryo can account for the differences between birds and men, we assume that heredity must be responsible. In fact, if someone came along and said that a bird embryo is somehow ‘trained’ to grow wings, people would just laugh, even though embryologists

Pg. 5
A third, and perhaps the most famous of Aristotle’s methodological proposals, is the categorization of causes. In *Physics* II.3, he introduces the four as follows:  

Material cause is “that out of which a thing comes to be and which persists”, e.g., “the bronze of the statue”. Formal cause is “the form or the archetype”. Efficient or moving cause is “the primary source of the change or coming to rest” or “what makes of what is made and what causes change of what is changed”. Final cause is “in the sense of end or ‘that for the sake of which’ a thing is done, e.g. health is the cause of walking about”. In giving illustrations of each of the causes, one could rely on examples from the crafts, but as Connell points out, “the natural world is not constructed and does not work just like the crafts; indeed, the reverse seems to be the case—crafts copy nature. Natural objects take priority in Aristotle’s ontology, possessing properties that crafts will never be able to exemplify” [61]. Can one or more types of causes be reduced to each other under some circumstances? This appears plausible, particularly for biological applications. John Cardwell relayed a similar message more than a century ago: “as ‘form’ includes, by definition, all the properties of a material thing, the ‘formal cause’ may, in some instances, include both the ‘efficient’ and ‘final’ causes, thus reducing the four to two, and bringing one back to the primal dual postulate, i.e., matter with ‘form’” [65].

This dual theme of matter and form is quite important and pertinent to some of the current impediments in biomedical research, for the focus in the discipline—for practical or other reasons—has usually solely been on material causation. Here in particular I have in mind the mechanistic framework of investigation in contemporary cellular and molecular biology. Might it be possible to augment mechanisms with biological “binding principles”, with the former acting as the material and the latter as the formal causes in an intelligible account of a biological phenomenon [2]? Moreover, a research area today where ascriptions of causality are in need of significant attention and work might be the field of randomized controlled trials, which “seem poorly suited for answering questions related to why therapies work in some situations and not in others and how therapies work in general” [66]. In these trials, it is not uncommon to have a classification called “all-cause mortality”. In a trial published in 2018 [67], for example, the list of all-cause mortality included: cancer, cardiovascular disease, major hemorrhage, “other”, and “insufficient information” (12 out of 1,052 patients). For concepts such as “all-cause mortality” and related (and derived) theoretical notions, much can be done along the theme of this section.

Aristotle’s methodology may often be thought to revolve around aporiai (i.e., difficulties, impossibilities or puzzles). Michael Frede makes a connection between Aristotle’s approach to such puzzles and that of Plato in the *Sophist*: “[The Sophist] sets out carefully constructing a series of puzzles, aporiai […] and then it turns toward a resolution of these aporiai. In this regard the procedure of the dialogue reminds one of the methodological principle Aristotle sometimes refers to and follows, the principle that on a given subject matter we first of all have to see clearly the aporiai involved before we can proceed to an adequate account of the matter, which proves its adequacy in part by its ability both to account for and to resolve the aporiai” [68].

A few centuries after Aristotle, Galen (of Pergamon, c. 129-210 AD) also made his own lasting impressions on the philosophical pursuit of human biology. Ronald Christie reminds us that “what Galen taught is of great importance since his writings dominated medical education for the next 1500 years” [70]. Eva Del Soldato, writing on the “Renaissance debate over the superiority of Aristotle or Galen”, observes that “Aristotle was regarded by physicians as an important authority because of his philosophical system, but Galen had offered in his works more precise observations of the human body. Nonetheless, since many points of their disagreement (e.g., the localization of the brain functions) were merely founded on speculation, some doctors preferred to demonstrate the harmony between Aristotle and Galen in order to overcome this impasse” [71]. Galen himself thought highly of Aristotle and Hippocrates: “All these and many other points besides in regard to the aforesaid faculties, the origin of diseases, and the discovery of remedies, were correctly stated first by Hippocrates of all writers whom we know, and were in the second place correctly expounded by Aristotle” (*On the Natural Faculties* II.4). It is in this context that I would like to briefly move back a few centuries before Galen and mention Erasistratus (c. 304-250 BC), who “was regarded by his followers as a successor to Aristotle and Theophrastus” [62]. Christie, writing on Galen’s critical reception of the teachings of Erasistratus, remarked that “the school of the Erasistratians survived until after the time of Galen, who did a great disservice to medical progress by destroying its credibility with rhetoric based on sarcasm and ridicule” [70]. This is due to the fact that “Erasistratus discarded most of the humoral theory of disease in favor of one

---

[18] From Arthur John Brock’s translation (1916) (classics.mit.edu/Galen/natfac.html)
Based on changes in individual organs", which is closer to modern medical approaches. But in certain other areas, Erasistratus did not make progress from today’s point of view: Lonie, for example, points out that "what prevented Erasistratus, and any other ancient physiologist, from advancing a systematic hypothesis on the circulation of the blood was not so much the failure to realize how it might be possible mechanically. The obstacle was more deep-seated than that: it was a failure to see beyond the analogies which they employed in their physiological systems [e.g., the blood supply vs. an irrigation system]" [62]. Here one is again reminded of the machine analogy that is inherently tied to mechanistic accounts in modern biology. Other commonly-used analogies such as protein "folding", "intrinsic disorder" and "interaction" are further instances of this phenomenon. Overall, being cognizant of the limitations of analogies borrowed from their ordinary language usage may limit their potential pitfalls.

**After the Galilean revolution in science**

If openness toward natural puzzles, paradoxes and thought experiments is one message from the preceding section, then perhaps Galileo Galilei (1564-1642) is a quintessential figure in the history of rational thought adhering to this method. Galileo allowed himself to be puzzled by seemingly mundane phenomena, leading him to perform 'scientific' (i.e., rational) thought experiments where few others—as far as can be ascertained—had made any significant advances. Nowhere is this more pronounced than his thought experiment about a moving ship (1632), which convincingly demonstrated that to a person present on a stationary ship versus one on a moving ship with constant velocity, all types of motion would appear the same in both scenarios. The result of Galileo’s work, along with those of René Descartes (1596-1650) and Cartesian philosophers following him was the establishment of the mechanical philosophy as an intelligible overarching account of natural phenomena and the appreciation that the world was directly understandable [72]. The new science of mechanics of Isaac Newton (1643-1727) changed all of this, whereby action at a distance could no longer allow for a cogent account of 'matter' and 'physical' to be given. Thus, the effect of the new Newtonian mechanics was to revive some of the Aristotelian (and Scholastic) notion of "mysteriousness" in the science of the day. Indeed, this mysteriousness about the nature of matter remains to this day.

What Newton tried to avoid was "explaining what is ‘unknown’ by what is ‘more unknown’" [73]. This mantra, along with Christie's caution against "dogmatism [which] can be a dishonest or insincere substitute for ignorance" [70], become especially apropos if the implications of Newton's undermining of the mechanical philosophy are to be implemented. Namely, post-Newton, it became clear that the world cannot be directly intelligible and hence only the intelligibility of theories about the world could be contemplated [74]. When one attempts to—in the words of the physician Paracelsus (1493-1541)—"inquire of the world" [75], rather than merely recording and measuring it, the end result of the process would be to attain simpler, more intelligible and better explanatory theories. Therefore, theory is not removed from the reality of nature; rather, as far as we as human beings can tell, theory is our reality of nature.

Let us now pick one important theory of nature, i.e., that of causality, and briefly investigate how it changed post-Galileo compared to Aristotle’s account of the four causes. John Locke (1632-1704), in the first volume of his 1689 *An Essay Concerning Human Understanding*, offered an account of causality that may still inform today’s use of mechanistic explanations in biology: “for to have the idea of cause and effect, it suffices to consider any simple idea or substance, as beginning to exist, by the operation of some other, without knowing the manner of that operation”.21 A few decades later, David Hume (1711-1776) offered an account of causality, and a commentary on its “ultimate springs and principles”, that rings true with an enduring tone:

“Hence we may discover the reason why no philosopher, who is rational and modest, has ever pretended to assign the ultimate cause of any natural operation, or to show distinctly the action of that power, which produces any single effect in the universe. It is confessed, that the utmost effort of human reason is to reduce the principles, productive of natural phenomena, to a greater simplicity, and to resolve the many particular effects into a few general causes, by means of reasonings from analogy, experience, and observation. But as to the causes of these general causes, we should in vain attempt their discovery; nor shall we ever be able to satisfy ourselves, by any particular explication of them. These ultimate springs and principles are totally shut up from human curiosity and enquiry. Elasticity, gravity, cohesion of parts, communication of motion by impulse; these are probably the ultimate causes and principles which we shall ever discover in nature; and we may esteem ourselves sufficiently happy, if, by accurate enquiry and reasoning, we can trace up the particular phenomena to, or near to, these general principles. The most perfect philosophy of the natural kind only staves off our ignorance a little longer: as perhaps the most perfect philosophy of the moral or metaphysical kind serves only to discover larger...”

---

21 *An Essay Concerning Human Understanding* (Book II, 1690) (gutenberg.org/files/10615/10615-h/10615-h.htm)
Precedents of ‘philosophical biology’

Looking back over the past two centuries, how can we characterize the philosophical development of the as-yet non-specialized field of ‘biology’ among the natural sciences? Cécilia Bognon-Küss and Charles Wolfe note in their volume *Philosophy of Biology Before Biology* that “the word ‘biology’ was simultaneously and independently coined by several authors from different national and disciplinary backgrounds ([Michael Christoph] Hanov 1766, [Marie François Xavier] Bichat 1800, [Jean-Baptiste] Lamarck 1809, [Gottfried Reinhold] Treviranus 1802-1822)” [76]. Although biology was thus beginning to diverge from the more ‘practical’ field of medicine and was perhaps more philosophical due to its theoretical origination, philosophy’s role in the discipline varied contextually. For example, the eighteenth-century Scottish surgeon John Hunter (1728-1793) is said to have suggested to his vaccine-pioneering student Edward Jenner (1749-1823): “Don’t think. Try” [77, 78]. In the 1850s, Rudolf Virchow (1821-1902), the pioneer of cellular pathology [79], is famous for having quoted the physician Salomon Neumann (1819-1908) that “medicine is a social science” [80]. He also stated that “medicine as a social science, as the science of human beings, has the obligation to point out problems and to attempt their theoretical solution; the politician, the practical anthropologist, must find the means for their actual solution” [81]. As a further illustration, a commentary appearing in the *North American Review* in 1868 stated that the “great questions of biology, considered in its philosophical aspect, are three: What is the origin of life in the first instance? What is the origin of species or the different forms of life? What are the causes of organic evolution in general?” [82].

It may be worthwhile to point to a number of more specific cases in this period where philosophy, theory and experimentation demonstrate an intertwined relationship. To begin with, in 1806, the chemist Theodor Grotthuss (1785-1822) proposed a theory of proton tunneling across hydrogen bonds [83]. The Grotthuss mechanism remains an enigmatic and very relevant question and phenomenon in studies of water structure and water-protein interactions. Theoretical investigations into hydrogen bonding in water remain an active area of research, as for example the theoretical chemist David Clary notes that “the excellent detailed agreement between the quantum dynamical calculations and experimental data shows that theory is getting much closer to a highly accurate description of water and, thus, to providing a detailed quantitative understanding of hydrogen-bond dynamics” [84]. In 1872, the physician Casimir Davaine (1812-1882) put forth the idea of ‘passages’ in microbiology by studying *Bacillus anthracis* virulence in blood samples, a concept that has been a mainstay of any microbiological experiment up to this day. The duality of ‘humoralism’ versus ‘cellularism’ began to take shape in 1882, with the development of Ilya Metchnikoff’s (1845-1916) theory of phagocytosis [85]. Although initially derided by some as a “fairy tale” [86], this theory still resonates today in immunological research on phagocytic cells and inflammation [87]. Around the same period, Louis Pasteur’s (1822-1895) “discovery that microbes discriminate between D- and L-substrates […] had been given little attention until taken up by [Emil] Fischer [1852-1919], who suggested that ‘the yeast cells with their asymmetrically formed agent are capable of attacking only sugars of which the geometrical form does not differ too widely from that of D-glucose’” [88], leading to Fischer’s proposition of a “lock and key” metaphor in 1894. The interaction between theory and observation was not always harmonious, in hindsight. For example, *Bacillus icteroides* was proposed in 1896 (by Giuseppe Sanarelli, 1864-1940) as a bacterial cause of yellow fever which fulfilled Koch’s postulates. Similarly, based on the prevalent germ theory of the early twentieth century, investigators’ finding of the bacterium *Haemophilus influenzae* in influenza patients was a perfectly reasonable and suitable answer for the cause of influenza. Only a few decades later was a virus identified as the cause through the work of Richard Shope (1901-1966) and colleagues [89]. In fact, Oswald Avery’s (1877-1955) work on DNA was a result of his decades-long work on influenza and pneumonia in the same period (for an in-depth discussion, see ref. [77]). These examples show approaches that started with a philosophical theory followed by selective experimentation, leading eventually to a more refined theory. Nevertheless, there were instances where this model did not apply. For example, in 1909, Paul Ehrlich (1854-1915) and his collaborators tested nine hundred chemical compounds for a syphilis treatment to eventually identify Salvarsan, which we could venture to call one of the earliest precursors (since the heydays of alchemy) of today’s high-throughput compound screens. This approach relied more on trial-and-error than *ab initio* theorizing.

The first half of the twentieth century saw the formalized emergence of theoretical and experimental branches in physics, a division that might not have seemed necessary beforehand, but one which continues to the present time. Biology saw similar developments. In the 1930s, after the work of investigators such as J. B. S. Haldane (1892-1964), Ronald Fisher (1890-1962) and Sewall Wright (1889-1988) had established population genetics and the modern synthesis in evolutionary biology, C. H. Waddington (1905-1975) and...
Ludwig von Bertalanffy (1901-1972), among others, proceeded toward formalizing “theoretical biology” and “systems biology”, respectively (see, e.g., ref. [90]). In 1968, the philosopher Marjorie Grene published “Approaches to a Philosophical Biology” on the state and outlook of the philosophy of biology and, over the next several decades, elements of philosophical approaches to biology were further extended into medical humanities (e.g., in Hans Jonas’s 1966 publication on phenomenology and bioethics in “The Phenomenon of Life: Toward a Philosophical Biology”), philosophical psychology, philosophy of chemistry, philosophical chemistry (tracing its roots at least back to the work of Joseph Black, 1728-1799), physical oncology [91], healthcare improvement theory [92] and other related disciplines. Nevertheless, with the advent of recombinant DNA technology in the 1970s followed by molecular biology and the widespread adoption of relevant technologies such as flow cytometry [93], theoretical/philosophical biology did not have an opportunity to reach the same level of attention as its counterpart in physics, and today, as noted earlier, many consider theoretical biology to be synonymous with computational and mathematical biology. This is not to say that questions pertaining to theoretical biology have been forgotten. Some of these questions have indeed been rigorously pursued under the domain of philosophy of science/biology, focusing on problems in evolutionary theory or population genetics, amongst others (see, e.g., refs. [94, 95]).

Among the developments in philosophical biology in the first half of the twentieth century, there is perhaps a singular work which stands out given the scope of our analysis: Joseph Henry Woodger’s (1894-1981) Biological Principles (1929), which in many respects reads farsighted from today’s vantage point (see also ref. [96]). Woodger writes in the preface that he takes inspiration from works of the philosophers C. D. Broad (1887-1971) and Alfred North Whitehead (1861-1947). He shines a spotlight, for example, on Whitehead’s statement in his Science and the Modern World (1925) that “the progress of biology and psychology has probably been checked by the uncr itical assumption of half-truths. If science is not to degenerate into a medley of ad hoc hypotheses, it must become philosophical and must enter into a thorough criticism of its own foundations”. Although Woodger does not use the phrase “philosophical biology”, he refers to “theoretical biology” more than 20 times, and writes: “Only two types of theoretical biology have so far been devised, both involving using the analogy of a humanly constructed machine: (i) vitalism (with a mechanic), and (2) the ‘machine theory’ (without a mechanic). This provides no independent biological way of thinking, because machines presuppose organisms”. 23 Again on mechanisms, and responding to Haldane, he remarked that “it is always possible to defend microscopic mechanism in principle, if any one wishes to do so, by making your mechanism complicated enough, and by ‘postulating’ enough sub-mechanisms to meet all contingencies. It cannot then be refuted, but neither can it be verified. All I have undertaken to do is to show the undesirability of restricting biological thought in this way”. 24 This is germane to our earlier focus on the imperatives for a coherent and unified theoretical and philosophical biology

The imperative for a coherent and unified theoretical and philosophical biology

Based on the historical precedents expounded thus far, and the current state of biomedical research outcomes, it appears vital to renew the application of philosophical reasoning to theoretical biology research. Philosophical biology would be biology through philosophy, with the aim of gaining insights into foundational questions in biology using a philosophical approach. Its objectives would, in essence, be similar to the ideals of the physical sciences community in the early period of theoretical physics in the 1920s and 1930s. In fact, Max Born (1882-1970) commented in 1963 that “I am now convinced that theoretical physics is actually philosophy”. Nevertheless, although the goals would be similar, it is evident that biology and physics are dissimilar in many ways and not necessarily reducible to each other. As Robert Berwick and Noam Chomsky point out, “biology is more like case law, not Newtonian physics” [55].

Contours of a revived philosophical biology

A primary concern of philosophical biology would be the development of models in biology. Baruch Spinoza (1632-1677) pointed out a common fallacy regarding models in his magnum opus Ethics (1677): “for men are wont to form general ideas both of natural phenomena and of artifacts, and these ideas they regard as models, and they believe that Nature […] looks to these ideas and holds them before herself as models. So when they see something occurring in Nature at variance with their preconceived ideal of the thing in question, they believe that Nature has then failed or blundered and has left that thing imperfect” [97]. In other words, testing a model against a natural phenomenon is different than testing the said natural phenomenon against the said model, an issue which is as relevant today as it was more than 300 years ago, and harks back to the historical

23 Woodger, J. H. 1929. Biological Principles. p. 441
24 Ibid., p. 485
25 Ibid., p. 84
When the phrase “philosophical methods” is mentioned, the logical operations of deduction and induction are usually one of the first to be invoked. To illustrate their utility using the case of the cellular basis of time as an example [102], we could say the following: (A) If (i) all biological reactions in cellular environments are synchronous and (ii) all synchronous phenomena need an internal or external pacemaker, then we can syllogistically deduce that (iii) all biological reactions in cellular environments are definitely driven by a pacemaker. (B) If (i) cell line X has a pacemaker and (ii) cell line Y also has a pacemaker, then we can induce that (iii) other cells may also have a pacemaker. These two methods are very useful and are in fact indispensable components of human rational reasoning in general. Nevertheless, in proposing a set of methods and tools for philosophical biology, we could develop approaches that are more tailored to the kinds of questions that are investigated (see, e.g., ref. [103]). The TMT category could include approaches that are analytical, following the works of philosophers such as Charles Sanders Peirce (1839-1914), Gottlob Frege (1848-1925) and Alfred Tarski (1901-1983), or could follow non-analytical and non-traditional reasoning methods. If a philosophical biology investigation foresees a direct or an immediate human impact, the philosophical approach should be grounded in moral philosophy as a first step. Furthermore, as much as possible, one could aim to initially avoid using philosophical methods that provoke competing or non-trivial definitions (e.g., mereological, teleological, epistemological, tautological, phenomenological, ontological, normative, etc.) and to appeal to as-simple-as-possible rational and evidentiary approaches. Nevertheless, certain ‘simplified’ components of the concepts in the former category should necessarily be used. Some examples include:

1. When we attempt to understand and describe the behavior of a protein or lipid membrane in a cell, how do we begin to offer a ‘good’ explanation? Is a molecular ‘descriptive’ account an intelligible ‘explanation’ nonetheless? Here contemporary analytical philosophical methods that have been

---

26 See also ref. [99]
developed at least beginning with the work of Rudolf Carnap (1891-1970) with regards to ‘explication’ can have utility [104, 105].

2. In offering a descriptive or causal explanation, how do we move beyond providing a statistical view of the phenomenon at hand [106]? Given current trends in biology, and the natural sciences in general, toward the expansion of numerical models and big-data science [107], this question becomes especially important, as no natural process can have a “statistical nature”; a natural process just has a nature, which we may choose to model statistically in the absence of a suitable explanatory theory. In fact, some historians of science rightly point out the fact that “big data” is not a new notion in the sciences, as large collections of data have been a staple of astronomy, in the form of astronomical tables, for many centuries [108, 109].

3. Because many biological interactions happen at infinitesimal scales where exact measurements give way to approximations, can “non-standard analysis” and the theory of infinitesimals (developed by Abraham Robinson, 1918-1974; published in 1966) along with hyperreal numbers [110] be used instead of standard calculus? Can this be combined with Gödel numbering, mereology and set theory?

4. In trying to establish causal relationships in gene/protein circuits, how can we use deontic logic (which focuses on the notion of ‘obligation’) [111]? Would deontic logical approaches help with questions such as does something that looks like an effect really need a cause? What role could non-classical logic play? Here one should note that although deontic and non-classical logical systems are themselves divided into various subcomponents, the applicability to philosophical biology would not necessarily be in the closed formal proofs that these systems allow, but more in the processes and connections that they can hint at or disprove.

5. What biological principles could be envisaged to augment mechanistic accounts in biology and medicine [2]? An example here could be Xue-Xin Wei and colleagues’ report on using mathematical modeling to propose that a “principle of economy predicts the functional architecture of grid cells” [112]. Moreover, how can the parameters for such principles be discovered? And, how can analogous developments in the field of biolinguistics since the 1950s [113] be translated to biological investigations?

Theoretical Problems and Solutions (TPS)
The TPS category comprises a group of newly-formed questions and possible sets of solutions that could be proposed using philosophical approaches. Moreover, the goal may at times be to come up with new or improved explanatory theories. A ‘good’ theory is an adaptable theory, one that would allow for incremental growth in understanding while also hinting at gaps that a new and improved theory could bridge [114], and, in a sense, produce a leap in understanding. Furthermore, such a theory should be developed in “abstraction from the full complexity” of what is being studied [115, 116]. TPS also includes existing questions or paradigms that are expanded or revised. Some examples include:

1. What is the difference between two helical or beta-sheet domains of equal length in two proteins arising from different amino acid sequences? Is a ‘disordered’ domain of a protein really “disordered”, or do such domains adopt a limited set of structures that are “appropriate to, but not caused by”27 the protein/lipid microenvironment around the protein? Can new protein folding theories become alternatives to molecular dynamics simulations [21, 117]? Is it conceivable that in some circumstances protein folding, rather than proceeding to minimize free energy [118], proceeds primarily to minimize search efficiency only (i.e., ‘computational’ efficiency from the perspective of the amino acid sequence)? These questions are not only important to understanding the structure and dynamics of proteins but are also indispensable in deriving new theories to account for protein aggregation in neurodegenerative diseases or prion-like propagation of proteins. Furthermore, these questions all have unresolved theoretical underpinnings that can be resolved piece by piece using philosophy. For example, if one tries to conceptualize the number of possible atom-to-atom ‘interactions’ (a vague and problematic notion that needs resolution itself) as a nascent polypeptide chain emerges from the ribosome, the number of possibilities can easily escape finite bounds, whereas it is evident that protein folding takes place in a finite amount of time in the cell (or even under artificial conditions). An ‘infinite’ number of possibilities resolving in a finite amount of time is reminiscent of a ‘supertask’ in mechanical philosophy [119], a concept that has been explored since the Antiquity.

27 Using the Cartesian terminology referred to by Chomsky in ref. [72]
2. As noted previously, given the many ambiguities about the structure of water molecules [19, 120], how do hydrophilic residues of proteins really interact with water molecules in their vicinity? Are such interactions always electrostatic in nature, or could non-electrostatic interactions, such as hydrogen-hydrogen (H-H) bonding—distinct from electrostatic hydrogen bonding [121]—also play an important role? It should be noted that water is by no means the only ‘simple’ ubiquitous molecule for which deep ambiguities remain. The C-H bonds of the seemingly simple methane molecule (CH₄) are another case in point [122], a strand of investigation which could have implications for C-H bonds in amino acids. Moreover, given the essential interaction of many proteins with metal ions, organometallic compounds and other small molecules, do current theories satisfactorily account for the unique interaction of amino acids and these compounds?²⁸ It should be noted that these questions are essential primary questions not only to understand protein folding, but also protein interactions with other proteins and macromolecules. Before finding suitable answers to these questions, it is doubtful that an explanatory framework can ever reach the point where broader concepts, such as cross-species “inter-interactomes” of protein-protein interaction networks [124], could be addressed.

3. What is the concept of time in the cell (cellular time as opposed to circadian time) [102]? Does a cell need a sub-second timekeeping or pacemaking mechanism to arrange the plethora of simultaneous functions taking place in the cytoplasm and other subcellular compartments? If so, what could such a mechanism be (Figure 2)?

4. Can one deduce whether the timeframe of a given cellular process increases polynomially with the increasing ‘complexity’ of the task? This problem could borrow from extensive research in theoretical computer science under the famous P (polynomial time) versus NP (nondeterministic polynomial time) paradigm. Such questions can initially draw from existing research in computational biology regarding the protein folding problem [125] or RNA structure prediction [126], to name a few. One can eventually expand the scope of these investigations to include kinetic studies of enzymes and process timing in the framework of the Michaelis-Menten equation [127, 128].

5. What exactly is aging on an organism level, and what accounts for the diversity of aging profiles across species [129-131] and different phyla [132, 133]? As evidenced by work on the Prochlorococcus genus [134], this line of investigation would require an analysis of what it really means to be a species, a genus, etc. [135, 136].

6. For the phenomenon of antimicrobial resistance, as alluded to earlier, can one devise a strategy where the emergence of resistance would theoretically be impossible? Since the introduction of sulfonamide antibacterial drugs in the 1930s, the emergence of resistant subpopulations of bacteria or fungi has become inevitable [137, 138]. Nevertheless, notwithstanding the re-emerging bacteriophage research field [139], strategies are beginning to be refurbished or de-novo devised where compound-based antimicrobial resistance would become avoidable [140-144]. This is a critical and ripe area for practical philosophical contributions.

7. In cancer biology, what are the theoretical underpinnings of the occasionally paradoxical nature of metastasis [145], heterogeneous origins [146], differing outcomes [147] and spontaneous regression [148-151]? How can some of these paradoxes be used as "natural experiments" [152-154] in cancer research? Since the postulation of the Warburg effect more than 90 years ago, our understanding of cancer metabolism, and oncology in general, has greatly advanced. Nevertheless, an all-encompassing theory is still lacking. For example, in reviewing a metabolomic analysis of cancer cell proliferation [155], Jason Tanner and Jared Rutter pose the following questions that await explanation:

“Although the majority of cell protein is comprised of amino acids imported from the environment, why do cultured cells—awash in amino-acid-rich culture medium—utilize glutamine to synthesize other amino acids de novo even when those amino acids are available for import? Might this have to do with limited import capacity, or is there a separate unforeseen advantage to biosynthesis? Finally, the finding that glucose-derived carbon contributes to a small fraction of cell mass raises still more questions. Why don’t proliferating cells utilize the large amounts of carbon consumed as glucose to meet their biosynthetic needs? What is the purpose of such a carbon-wasting metabolic program? Is it simply that this program enables the rapid production of adequate ATP while maintaining the NAD/NADH redox balance, or is there more to it?” [156]

²⁸ As an example, see ref. [123] for a discussion of the challenges in understanding the structure of the organometallic compound ferrocene
One could speculate that these and other questions will only yield to new experimental studies if a novel explanatory theory is provided to frame and structure the plethora of pieces of knowledge already available. In fact, certain areas within the cancer research field (e.g., cancer stem cells or immunotherapy) have already benefited noticeably from philosophical and theoretical approaches [157-160].

8. More broadly, what are the inherent differences between correlation and causation [161, 162]? Do they have structural differences? For what questions might causal thinking and the notion of agency not be necessary? In areas such as neural networks, to paraphrase the pre-Socratic philosopher Heraclitus of Ephesus (c. 535-475 BC), “is a hidden connection better/stronger than a visible connection”? Could a hidden or unobservable variable in an experiment, to borrow from economic theory, “share covariance properties with the observed variables” [163]?29 Additionally, similar to the notion mentioned earlier for disordered domains in proteins, are there biological processes that are “appropriate to but not caused by”[72] the stimuli that are currently thought to be the causes of those processes? These questions are fundamental to all areas of biology, from investigating the still-unraveling workings of organelles [167, 168] to metabolic processes [169], cell-death pathways [170], designing protocols that allow a smoother transition of findings from model organisms to humans [171], and human speech fluency [172], to name a few. It is also evident that a more thorough understanding of causative structures has direct applicability to research on disease mechanisms regardless of the degree to which the exact etiology is known (e.g., Mendelian [173, 174] or infectious diseases [175]).

9. Do cellular processes that seem chaotic, stochastic or random [176-179], such as bursts of transcription or Brownian-like motion of different macromolecules in the cytoplasm, in fact follow as-yet unrecognized deterministic pathways [180, 181]?

10. What exactly is ‘uncertainty’, and is it possible to postulate theories that go beyond a statistical description of uncertainty? For example, the American Statistical Association emphasized in 2016 that a P-value is “a statement about data in relation to a specified hypothetical explanation, and is not a statement about the explanation itself” [182]. In addition, are there concepts that “ought to be true” but that we cannot describe or observe with any certainty? Are there aspects of biological cells which one can never in principle be certain about? In other words, are there limits to our understanding in certain areas of biology (e.g., see ref. [54])? Some of the ‘low-hanging fruits’ amongst these questions may initially be found in computational biology. For example, there have been efforts to identify inherent upper limits in accelerating search speeds in biological datasets [183]. Moreover, notions of “loose and tight limits” have been defined for computational problems [184]. Furthermore, similar questions can be asked in chemistry, as for example noted by the biochemist Christopher Walsh: “how much new chemistry is yet to be found [and] what kinds of biosynthetic enzymatic transformations are yet to be characterized?” [185].

11. The field of neuroscience is readily conducive to philosophical and theoretical inquiries (see, e.g., refs. [186-189]). However, in light of the numerous unsolved, lower-hanging-fruit problems in ‘simpler’ organisms such as D. melanogaster or C. elegans, many questions regarding human cognition, the primate nervous system or the mouse brain (the circuitry of which is beginning to be mapped) may remain outside the purview of philosophical biology for some time to come. Nevertheless, there are questions that could be further refined in human cognitive science and neurobiology using philosophical biology. For example, why are “our brains […] preprogrammed to misread certain images” [190] or what is the initiating mechanism of voluntary movements [191]?

12. Lastly, certain philosophy of biology threads could be investigated from a philosophical biology perspective with immediate application to both strands. The philosopher of science Paul Griffiths, for instance, writes that “when addressing [conceptual puzzles within biology], there is no clear distinction between philosophy of biology and theoretical biology”[192]. As a case in point, if chemistry is arguably not reducible to physics (yet unifiable at the same time) [72], in the same spirit could we ask if the properties of a biological system (e.g., a cell) can ever be reduced to the properties of its component parts (e.g., proteins)? As another example, if one excludes some obvious explanations, why are certain findings either in molecular biology or clinical medicine not reproducible [193, 194]? Approaches to tackle these and other questions of this kind are well-established in the philosophy of science literature, and therefore philosophical biology and philosophy of science are not exclusive of each other.

29 See refs. [164-166] for further discussion related to this topic
Inherent and experimental verifiability

Given the various lines of study suggested above in the TMT and TPS sections, what would be an endpoint to, or natural progression of, a philosophical biology investigation? Is empirical verification a necessary touchstone? Although certain outcomes of philosophical biology studies can and should be tested computationally or in a cellular biology laboratory, one can posit that experimental validation should not be the ultimate standard to validate or invalidate such strands of investigation. Again to draw an analogy with theoretical physics, early quantum physicists realized that some theoretical paradigms will, at least for the foreseeable future, remain outside the purview of experimental falsifiability in light of the inherent limits within physical experimental approaches (see, e.g., ref. [195]). The Laser Interferometer Gravitational-Wave Observatory (LIGO) experimental results act as a case in point [196]. The non-obligatory interaction between theory and experiment is not limited to physics but can also be observed in, for example, economics [197] or biolinguistics [198]. It is therefore to be anticipated that philosophical biology would also generate hypotheses or questions that might not be testable in the laboratory immediately, but their value would only be shown in time and in perhaps not-so-predictable manners.

Theories developed using the framework described here are certainly not endpoints in a given theoretical investigation. They are merely stepping stones toward more complete frameworks and programs, which could generate questions that are inherently empirical. A relevant example here is the culmination of many biological theories and empirical validation attempts that now form the exhaustive set of transcriptional and translational programs in developmental biology [199]. This process can also be observed in biolinguistics, whereby linguistic theories that led to our current state of understanding of Universal Grammar were included in a Minimalist Program, which was then followed amongst other things by the development of the Strong Minimalist Thesis (SMT). SMT is now a robust explanatory framework that can allow linguists to discover the extent to which one can “account for the relevant phenomena of language” [200].

Conclusions

For the modern biological disciplines to produce genuine instances of understanding of the workings of the cell, philosophy must regain its rightful place in the theoretical foundations of biology. This is in line with the development of the natural sciences at least since the Galilean revolution in science and the Enlightenment. The overarching aim of a philosophical biology program could be to define suitably innovative and worthwhile horizons for individual parts of biomedical research, horizons that are not mere pedantic extrapolations of current technical information. Furthermore, solutions that arise from these investigations may be isomorphic, such that their theoretical structure could be applicable to other areas of the sciences, in the same line that a number of frameworks from modern linguistics have been utilized in this chapter in the context of philosophical biology.

It may be apt to end on a note that the complexities and ‘deep truths’ of cellular processes could remain hidden even in spite of philosophical, theoretical and other sincere efforts. In other words, “the sea will be the sea, whatever the drop’s philosophy.” Nevertheless, one can at least be assured that a philosophical approach to biology will constantly question our questions and provide a framework for reassessing and improving our perspectives of the workings of the cell in normal and disease biology.

---

30 Attar of Nishapur, c. 1145-1221
Figure 1. A proposed outline for philosophical biology investigations. Philosophical biology ('PhilBio') can be framed as a set of perspectives to approach what is known and unknown about a given topic in biology. These perspectives could be cognizant of (1) analytical, cognitive and rational philosophical reasoning, (2) a general goal toward simplification and parsimony, (3) novel mathematical, logical or other means of measurement, and (4) a general appreciation of uncertainty around the interface between our cognitive capacity and different hard facets of nature. An investigation that takes philosophical biology into account can (A) use these perspectives and choose one or more philosophical tools to (B) approach the problem at hand, using those tools to refine, redefine or even dismiss the initial question. If the question is not dismissed, (C) a set of possible solutions could be proposed. The set of possible solutions could eventually be amalgamated into a new explanatory theory or account, which (D) may or may not be verifiable based on the current experimental paradigms of the period. (E) This process is repeated as more is understood about the said topic. (Adapted from ref. [1])
Figure 2. Timescale of select cellular processes. A logarithmic depiction of essential ‘chemical’ and ‘biological’ cellular tasks, based on published results, demonstrates a picosecond to second time range. If the goal of a research question is to posit a cellular timekeeping mechanism, then the proposed mechanism should at least be as fast as the fastest biological process, if not faster. Energy transfer across phospholipid membrane leaflets appears to be a common denominator of slower biological functions. (Adapted from ref. [102])
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