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Abstract

The basic concepts of category theory are developed and examples of them are presented to illustrate them using measurement theory and probability theory tools. Motivated by Perrone’s work [4] where notes on category theory are developed with examples of basic mathematics, we present the concepts of category, functor, natural transformation, and products with examples in the probabilistic context.

The most prominent examples of the application of Category Theory to Probability Theory are the Lawvere [2] and Giry [3] approaches. However, there are few categories with objects as probability spaces due to the difficulty of finding an appropriate condition to define arrows between them.
Chapter 1
Category Theory

1.1 Categories

**Definition 1.1 (Category).** A category $C$ consists of:

- A collection of objects, denoted by $\mathbf{Ob}(C)$;
- A collection of arrows, denoted by $\mathbf{A}(C)$;
- Each arrow is assigned two operations, called domain and codomain. The domain assigns each arrow $f$ an object $A = \text{dom}(f)$, and the codomain assigns each arrow $f$ an object $B = \text{cod}(f)$. We will use the notation $f : A \to B$.
- For each pair of arrows $f, g \in \mathbf{A}(C)$, such that $\text{dom}(g) = \text{cod}(f)$, the operation composition of $f$ and $g$, denoted by $g \circ f$, such that $g \circ f : \text{dom}(f) \to \text{cod}(g)$. If so, we say that $f$ and $g$ are composable arrows.
- Let $f, g, h \in \mathbf{A}(C)$ arrows such that $\text{dom}(g) = \text{cod}(f)$ and $\text{dom}(h) = \text{cod}(g)$, so we have to $h \circ (g \circ f) = (h \circ g) \circ f$, that is, the composition is associative.
- For each object $A \in \mathbf{Ob}(A)$, there is an arrow $1_A : A \to A$, which we call the identity arrow, such that if $f : A \to B$ and $g : C \to A$ are arrows, then it is satisfied that $f \circ 1_A = f$ and $g \circ 1_A = g$.

To illustrate the concept of category, we first present some classic examples of categories.

**Example 1.** 1. **Category one:** This category has an object and an arrow, which corresponds to the identity arrow of its only object.
We will denote it by $1$.

2. **Category two:** It is the category that has two objects, an identity arrow for each object, and a single arrow between the two objects. Its diagram is:

\[
\bullet \rightarrow \bullet
\]

It is denoted by $2$.

3. **Category three:** This category has three objects, three identity arrows for each object, exactly one arrow from first to second object, exactly one arrow from second to third object, and exactly one arrow from first to third object. Its diagram is given by:

\[
\begin{array}{c}
\bullet \\
\downarrow \\
\bullet \\
\end{array}
\]

This category will be denoted by $3$.

4. **Sets category:** It is the category defined by:
   - **Objects:** Sets;
   - **Arrows:** Functions between sets;
   - **Composition:** Usual composition of functions;
   - **Identity:** Identity function defined on a set.

5. **Preorders:** Let $X$ be a set and $\leq$ a relation on $X$, $\leq$ is said to be a preorder if it is reflexive and transitive. The category $\text{Pre}$ is defined by means of the following information: Its objects are the elements of $X$, given two objects $x, y \in X$ there is a single arrow, if and only, if $x \leq y$, the composition between two arrows is given by the transitivity and the identities for each object are given by the reflexivity.

Thanks to the fact that the composition of functions is measurable, we can define the category of measurable spaces.

**Example 2. Category of measurable spaces:** The category $\text{Meas}$ is defined whose objects are measurable spaces and whose arrows between measurable spaces are measurable functions.

Now, we introduce the category $\chi$, defined in [6].

**Definition 1.2 (Category $\chi$).** Let $(X, \mathcal{F}_X)$ be a measurable space and $\chi := \chi(X, \mathcal{F}_X)$ the set of all pairs of the form $(\mathcal{G}, \mathbb{P}_X)$, where $\mathcal{G} \subset \mathcal{F}_X$ is a sub-$\sigma$–algebra of $\mathcal{F}_X$ and $\mathbb{P}_X$ ess a probability measure defined on $(X, \mathcal{F}_X)$. For an element $U \in \chi$, we denote its $\sigma$–$\sigma$–algebra and its probability measure by $\mathcal{F}_U$ and $\mathbb{P}_U$, respectively, that
is $\mathcal{U} = (\mathcal{F}_U, \mathbb{P}_U)$. For $\mathcal{U}, \mathcal{V} \in \chi$, consider the binary relation, denoted by $\leq_\chi$, and defined as follows

$$\mathcal{V} \leq_\chi \mathcal{U} \text{ si y solo si } \mathcal{F}_V \subset \mathcal{F}_U \text{ y } \mathbb{P}_V \gg \mathbb{P}_U.$$  

The category $\chi$ is defined as one that has exactly one arrow $f^V_U : \mathcal{V} \to \mathcal{U}$ in $\chi$ if and only if $\mathcal{V} \leq_\chi \mathcal{U}$.

**Observation.** Note that $(\chi, \leq_\chi)$ is a preordered set. Indeed, let $U \in \chi$, the reflexivity is satisfied given that $\mathcal{F}_U \subseteq \mathcal{F}_U$ and since $\mathbb{P}_U$ is absolutely continuous with respect to itself. Thus, it remains to prove the transitivity, for this, let $U, V, W \in \chi$, such that

$$V \leq_\chi U \text{ y } U \leq_\chi W,$$

we are going to show that $V \leq_\chi W$. On the one hand, we have to

$$\mathcal{F}_V \subset \mathcal{F}_U \text{ y } \mathcal{F}_U \subset \mathcal{F}_W,$$

from where, $\mathcal{F}_V \subset \mathcal{F}_W$.

On the other hand, let $A \in \mathcal{F}_V$ such that $\mathbb{P}_V(A) = 0$, we must prove that $\mathbb{P}_W(A) = 0$. Since $\mathbb{P}_U \ll \mathbb{P}_V$, we have $\mathbb{P}_U(A) = 0$, from where, using the fact that $\mathbb{P}_W \ll \mathbb{P}_U$, we obtain that $\mathbb{P}_W(A) = 0$.

Therefore, the category $\chi$ is well defined. We will return to this category later to present examples of other category theory concepts.

To present the following example, it is necessary to consider the following definition:

**Definition 1.3** (Bounded function (Motoyama-Tanaka [7])). Let $(X, \mathcal{F}_X, \mathbb{P}_X)$ and $(Y, \mathcal{F}_Y, \mathbb{P}_Y)$ be two probability spaces. Let $f : (Y, \mathcal{F}_Y, \mathbb{P}_Y) \to (X, \mathcal{F}_X, \mathbb{P}_X)$ a function $\mathcal{F}_Y/\mathcal{F}_X-$ measurable, it is said that $f$ is bounded if there exists a positive number $M > 0$ such that

$$\mathbb{P}_Y(f^{-1}(A)) \leq M \mathbb{P}_X(A),$$

for all $A \in \mathcal{F}_X$.

Thus, we have the following example of a category in the probabilistic context:

**Definition 1.4** (Category CPS). The categoría CPS is defined by the following information:

- **Objetos**: Probability spaces;
- **Flechas**: Let $\mathcal{X} = (X, \mathcal{F}_X, \mathbb{P}_X)$ and $\mathcal{Y} = (Y, \mathcal{F}_Y, \mathbb{P}_Y)$ two probability spaces, the set of arrows between these spaces is defined by

$$\text{CPS}(\mathcal{X}, \mathcal{Y}) = \{ f | f : \mathcal{X} \to \mathcal{Y} \text{ is a bounded function.} \}.$$  

- **Composition**: Usual composition of functions;
- **Identidades**: If $\text{Id} : (X, \mathcal{F}_X) \to (X, \mathcal{F}_X)$ rerepresents the identity function (the same as $\mathcal{F}_X-$measurable), then the identity arrow for a probability space in CPS is denoted by $\text{Id} : (X, \mathcal{F}_X, \mathbb{P}_X) \to (X, \mathcal{F}_X, \mathbb{P}_X)$. 
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Note that \( id \) is a bounded function. Indeed, for all \( A \in \mathcal{F}_X \), we have to
\[
\mathbb{P}_X \left( \text{id}^{-1}(A) \right) = \mathbb{P}_X(A).
\]

**Observation.** \( \text{CPS} \) is a category.

It is enough to show that the composition of bounded functions is bounded, for this, they are \( f : (X, \mathcal{F}_X, \mathbb{P}_X) \to (Y, \mathcal{F}_Y, \mathbb{P}_Y) \) and \( g : (Y, \mathcal{F}_Y, \mathbb{P}_Y) \to (Z, \mathcal{F}_Z, \mathbb{P}_Z) \) two arrows in \( \text{CPS} \), we are going to show that \( g \circ f : (X, \mathcal{F}_X, \mathbb{P}_X) \to (Z, \mathcal{F}_Z, \mathbb{P}_Z) \) is bounded. Let \( A \in \mathcal{F}_Z \), dwe must prove that there exists \( M > 0 \) such that
\[
\mathbb{P}_X \left( f^{-1} \left( g^{-1}(A) \right) \right) \leq M \mathbb{P}_Z(A).
\]

First of all, we know there exists \( M_1 > 0 \) such that
\[
\mathbb{P}_Y(g^{-1}(A)) \leq M_1 \mathbb{P}_Z(A). \tag{1.1}
\]

Now, exists \( M_2 > 0 \) such that
\[
\mathbb{P}_X \left( f^{-1} \left( g^{-1}(A) \right) \right) \leq M_2 \mathbb{P}_Y(g^{-1}(A)), \tag{1.2}
\]
for \( g^{-1}(A) \in \mathcal{F}_Y \).

Then, combining (1.1) and (1.1), we get that
\[
\mathbb{P}_X \left( f^{-1} \left( g^{-1}(A) \right) \right) \leq M_2 \cdot M_1 \mathbb{P}_Z(A),
\]
from where, taking \( M := M_1 \cdot M_2 > 0 \).

Therefore, we have proven that \( g \circ f \) is an arrow in \( \text{CPS} \).

**Observation.** In fact, Hitoshi [7] defines the category \( \text{CMS} \), whose objects are measured spaces and the arrows between two measured spaces \( (X, \mathcal{F}_X, \mu) \) y \( (Y, \mathcal{F}_Y, \nu) \) they are bounded functions.

Finally, we present the category of stochastic functions defined in [2], for this, it is necessary to consider the following definition:

**Definition 1.5 (Stochastic function).** Let \( (X, \mathcal{F}_X) \) y \( (Y, \mathcal{F}_Y) \) measurable spaces. A stochastic function \( T : (X, \mathcal{F}_X) \to (Y, \mathcal{F}_Y) \) is a function
\[
T : X \times \mathcal{F}_Y \to [0, 1],
\]
such that

1. For all \( x \in X \), the function \( T_x : T(x, \cdot) : \mathcal{F}_Y \to [0, 1] \) is a probability measure in \( (Y, \mathcal{F}_Y) \), that is, \( T_x \) satisfies the following properties:
   
   (a) \( 0 \leq T_x(F_Y) \leq 1 \) for all \( F_Y \in \mathcal{F}_Y \);
   
   (b) \( T_x(Y) = 1 \);
   
   (c) \( T_x \left( \bigcup_{n \in \mathbb{N}} F_n \right) = \sum_{n \in \mathbb{N}} T_x(F_n) \) for any \( \{F_n\}_{n \in \mathbb{N}} \subset \mathcal{F}_Y \) collection of two-by-two disjoint events.
2. For each $F_Y \in \mathcal{F}_Y$, the function $T_{F_Y} := T(\cdot, F_Y): X \to [0, 1]$ is $\mathcal{F}_X/\mathcal{B}([0, 1])$-measurable.

We will call $T(x, F_Y)$ the $T$-probability (conditional) of the event $F_Y$ on $(Y, \mathcal{F}_Y)$ given the point $x$ at $(X, \mathcal{F}_X)$.

Let’s present some examples to illustrate the concept of stochastic function:

**Example 3** (Characteristic function). Let $(X, \mathcal{F}_X)$, define the characteristic function $\delta: X \times \mathcal{F}_X \to \mathbb{R}$ by

$$
\delta(x, F_X) = \begin{cases} 
1 & \text{if } x \in F_X, \\
0 & \text{if } x \notin F_X.
\end{cases}
$$

for all $x \in X$ and $F_X \in \mathcal{F}_X$.

Note that the function $\delta_x = \delta(x, \cdot)$ corresponds to the Dirac measure at the point $x \in X$.

On the other hand, it is easy to see that $\delta(\cdot, F_X)$ for each $F_X \in \mathcal{F}_X$ is a function $\mathcal{F}_X/\mathcal{B}(\mathbb{R})$-measurable.

**Example 4** (Deterministic stochastic functions). Let $(X, \mathcal{F}_X), (Y, \mathcal{F}_Y)$ be measurable spaces and $f: (X, \mathcal{F}_X) \to (Y, \mathcal{F}_Y)$ a measurable $\mathcal{F}_X/\mathcal{F}_Y$ function. We define the stochastic function $\delta_f: (X, \mathcal{F}_X) \to (Y, \mathcal{F}_Y)$ given by

$$
\delta_f(x, F_Y) = \begin{cases} 
1 & \text{if } f(x) \in F_Y, \\
0 & \text{if } f(x) \notin F_Y.
\end{cases}
$$

We will call $\delta_f$ the deterministic stochastic function induced by $f$.

**Definition 1.6** (Composition of stochastic functions). Let $T: (X, \mathcal{F}_X) \to (Y, \mathcal{F}_Y)$ and $U: (Y, \mathcal{F}_Y) \to (Z, \mathcal{F}_Z)$ two stochastic functions. The composition $U \circ T: (X, \mathcal{F}_X) \to (Z, \mathcal{F}_Z)$ of $U$ and $T$ is defined by the integral

$$
U \circ T(x, F_Z) = \int_Y U(\cdot, F_Z) dT_x = \int_{y \in Y} U(y, F_Z) T(x, dy).
$$

for each $x \in X$ and $F_Z \in \mathcal{F}_Z$.

**Example 5.** Let $f: (X, \mathcal{F}_X) \to (Y, \mathcal{F}_Y)$ and $g: (Y, \mathcal{F}_Y) \to (Z, \mathcal{F}_Z)$ measurable functions. To exemplify the composition of two stochastic functions, let us consider $\delta_f$ and $\delta_g$ the deterministic stochastic functions induced by $f$ and $g$, respectively. Let $x \in X$ and $F_Z \in \mathcal{F}_Z$, we have

$$
\delta_g \circ \delta_f(x, F_Z) = \int_Y \delta_g(\cdot, F_Z) d\delta_f(x).
$$

(1.3)

On the other hand, let us note that

$$
\delta_g(x, F_Z) = \begin{cases} 
1 & \text{if } g(x) \in F_Z, \\
0 & \text{if } g(x) \notin F_Z.
\end{cases}
\delta_f(x) = \begin{cases} 
1 & \text{if } x \in g^{-1}(F_Z), \\
0 & \text{if } x \notin g^{-1}(F_Z).
\end{cases}
$$

Thus, together with (1.3), we have to

$$
\delta_g \circ \delta_f(x, F_Z) = \int_{g^{-1}(F_Z)} \delta_g(\cdot, F_Z) d\delta_f(x) + \int_{g^{-1}(F_Z)}^c \delta_g(\cdot, F_Z) d\delta_f(x),
$$
\[ = \int_{g^{-1}(F_Z)} d\delta_{f,x}, \]
\[ = \delta_f(x,g^{-1}(F_Z)), \]

where, we have to
\[ \delta_g \circ \delta_f(x,F_Z) = \begin{cases} 1 & \text{if } f(x) \in g^{-1}(F_Z), \\ 0 & \text{if } f(x) \in g^{-1}(F^C_Z). \end{cases} = \begin{cases} 1 & \text{if } g(f(x)) \in F_Z, \\ 0 & \text{if } g(f(x)) \in F^C_Z. \end{cases} \]

that is, we have proven that
\[ \delta_f \circ \delta_g = \delta_{g \circ f}. \]

**Observation.** We can see that the integral of (1.6) is well defined, since \( U(\cdot,F_X) \) is a measurable function and \( T_x \) is a probability measure defined on \( (Y,F_Y) \).

Subtract us to verify that \( U \circ T \) is a stochastic function.

- Let \( x \in X \), let us prove that \( U \circ T(x,\cdot) \) is a probability measure on \( (Z,F_Z) \). PTo do this, we will show that
  - \( 0 \leq (U \circ T)x(F_Z) \leq 1 \) for each \( F_Z \in F_Z \).
    Let \( F_Z \in F_Z \) and \( y \in Y \), since \( U_y \) is a probability measure on \( (Z,F_Z) \), we have
    \[ 0 \leq U(y,F_Z) \leq 1, \]
    whence, by the monotony of the integral, it follows that
    \[ 0 \leq U \circ T(x,F_Z) \leq 1. \]
  - \( U \circ T(x,Z) = 1 \). In fact, we have
    \[ U \circ T(y,Z) = \int_Y U(y,Z) T(x,dy), \]
    \[ = \int_Y T(x,dy), \]
    \[ = T(x,Y), \]
    \[ = 1. \]
  - Let \( \{F_n\}_{n \in \mathbb{N}} \subset F_Z \) a collection of events of \( F_Z \) disjoint two by two, we must prove that \( U \circ T\left(x, \bigcup_{n \in \mathbb{N}} F_n\right) = \sum_{n \in \mathbb{N}} U \circ T(x,F_n). \)
    It has to
    \[ (U \circ T)\left(x, \bigcup_{n \in \mathbb{N}} F_n\right) = \int_Y U\left(y, \bigcup_{n \in \mathbb{N}} F_n\right) dT_x, \]
    \[ = \int_Y \sum_{n \in \mathbb{N}} U(y,F_n) T(x,dy), \]
    from where, thanks to the monotone convergence theorem, we obtain that
    \[ (U \circ T)\left(x, \bigcup_{n \in \mathbb{N}} F_n\right) = \sum_{n \in \mathbb{N}} \int_Y U(y,F_n) T(x,dy), \]
    \[ = \sum_{n \in \mathbb{N}} U \circ T(x,F_n). \]
With this, we have proved that $U \circ T(x, \cdot)$ is a probability measure defined on $(Z, \mathcal{F}_Z)$.

- Let $F_Z \in \mathcal{F}_Z$, we are going to show that $U \circ T(\cdot, F_Z): X \to [0, 1]$ is $\mathcal{F}_X / \mathcal{B}([0, 1])$-measurable.

Let’s test the result for characteristic functions, for this, let $f: (Y, \mathcal{F}_Y) \to (Z, \mathcal{F}_Z)$ a function $\mathcal{F}_X / \mathcal{F}_Y$-measurable, consider the deterministic stochastic function $\delta_f: (Y, \mathcal{F}_Y) \to (Z, \mathcal{F}_Z)$. For $x \in X$ and $F_Z \in \mathcal{F}_Z$, we have

$$\delta_f \circ T(x, F_Z) = \int_Y \delta_f(\cdot, F_Z) dT_x,$$

$$= \int_{f^{-1}(F_Z)} \delta_f(\cdot, F_Z) dT_x + \int_{f^{-1}(F_Z^c)} \delta_f(\cdot, F_Z) dT_x,$$

$$= \int_{f^{-1}(F_Z)} \delta_f(\cdot, F_Z) dT_x,$$

$$= \int_{f^{-1}(F_Z)} dT_x,$$

$$= T(x, f^{-1}(F_Z)).$$

With this, we have to

$$\delta_f \circ T(\cdot, F_Z) = T(\cdot, f^{-1}(F_Z)),$$

from where, since $T_{F_Y}$ es $\mathcal{F}_X / \mathcal{B}(\mathbb{R})$—measurable for each $F_Y \in \mathcal{F}_Y$ it follows that $\delta_f \circ T(\cdot, F_Z)$ is too.

Thanks to the linearity of the integral, the previous result is still true if $U_{F_Z}$ is a simple function. Then, the general case is a consequence of the Monotone Convergence and the fact that $U_{F_Z}$ can be seen as the limit of an increasing sequence of simple functions.

**Example 6 (Category Stoch).** The **Stoch** category is defined by the following information:

1. **Objects:** Measurable spaces;

2. **Arrows:** Let $(X, \mathcal{F}_X)$ and $(Y, \mathcal{F}_Y)$ two measurable spaces, the set of arrows between these spaces is defined by

$$\text{Stoch}((X, \mathcal{F}_X), (Y, \mathcal{F}_Y)) = \{ U | U: (X, \mathcal{F}_X) \to (y, \mathcal{F}_Y) \text{ is a stochastic function} \}.$$

3. **Composition:** Composition of stochastic functions in the sense of the definition 1.6.

4. **Identities:** The stochastic identity function is the characteristic function defined in Example 3 and we will denote it by $Id: (X, \mathcal{F}_X) \to (X, \mathcal{F}_X)$.

**Observation.** **Stoch** is a category. To prove this, thanks to the previous results, it is enough to show that the composition in **Stoch** is associative and the identity axioms are satisfied.
• **Associativity:**

Let \( T: (X, \mathcal{F}_X) \rightarrow (Y, \mathcal{F}_Y) \), \( U: (Y, \mathcal{F}_Y) \rightarrow (Z, \mathcal{F}_Z) \) and \( V: (Z, \mathcal{F}_Z) \rightarrow (W, \mathcal{F}_W) \) stochastic functions, we will show that

\[
V \circ (U \circ T) = (V \circ U) \circ T.
\]

To do this, let \( x \in X \) and \( F_W \in \mathcal{F}_W \), we must prove that

\[
V \circ (U \circ T)(x, F_W) = (V \circ U) \circ T(x, F_W).
\]

On the one hand, for \( y \in Y \) and \( F_W \in \mathcal{F}_W \), we have

\[
V \circ U(y, F_W) = \int_Z V(\cdot, F_W) \, dU_y,
\]

where do you have to

\[
(V \circ U) \circ T(x, F_W) = \int_Y V \circ U(\cdot, F_W) \, dT_x,
\]

\[
= \int_Y \left( \int_Z V(\cdot, F_W) \, dU_y \right) \, dT_x \quad (1.4)
\]

On the other hand, for \( x \in X \) and \( F_Z \in \mathcal{F}_Z \), we have

\[
U \circ T(x, F_Z) = \int_Y U(\cdot, F_Z) \, dT_x,
\]

with which, we obtain that

\[
V \circ (U \circ T)(x, F_W) = \int_Z V(\cdot, F_W) \, d(U \circ T)_x,
\]

from where, together with proposition 3 of the lemma 1.2, we obtain that

\[
V \circ (U \circ T)(x, F_W) = \int_Y \left( \int_Z V(\cdot, F_W) \, U_y \right) \, dT_x.
\]

Thus, combining the preceding identity with (1.4), we can conclude that

\[
V \circ (U \circ T)(x, F_W) = (V \circ U) \circ T(x, F_W).
\]

• **Let** \( T: (X, \mathcal{F}_X) \rightarrow (Y, \mathcal{F}_Y) \) and \( U: (Y, \mathcal{F}_Y) \rightarrow (X, \mathcal{F}_X) \) stochastic functions, we must prove that

\[
Id \circ U = U \quad T \circ I = T.
\]

For this, let \( y \in Y \) and \( F_X \in \mathcal{F}_X \), we are going to show that

\[
Id \circ U(y, F_X) = U(y, F_X).
\]

By definition of composition applied to the stochastic functions \( Id \) and \( U \), we have

\[
Id \circ U(y, F_X) = \int_X Id(x, F_X) \, dU_y,
\]
With which, we have proven that

Now, let’s show that

Let \( x \in X \) and \( F_Y \in \mathcal{F}_Y \), we must prove that

Again, by definition of composition applied to the stochastic functions \( T \) and \( \text{Id} \), we have to

from where, since \( \delta_x \) is the Dirac measure at the point \( x \in X \), we obtain that

with this, we can conclude that

**Definition 1.7** (Isomorphism). Let \( C \) be a category and \( A, B \in \text{Ob}(C) \) objects. An arrow \( f : A \to B \) in \( C \) is an isomorphism if there is an arrow \( g : B \to A \) such that

\[
g \circ f = 1_A \quad f \circ g = 1_B.
\]

**Observation.** Given the arrow \( f : A \to B \) the arrow \( g : B \to A \) unique. Thus, \( g = f^{-1} \) is written. In this case we say that \( A \) and \( B \) are isomorphic, denoted by \( A \cong B \), if there is an isomorphism between them.

**Example 7.** We will present an example of isomorphism in the category CMS, which was presented in observation 1.1. Let \((X, \mathcal{F}_X, \mu)\) be a measured space and \( c > 0 \), we have that \( \mu \) is a measure defined on \((X, \mathcal{F}_X)\), from where \( c \cdot \mu \) is too. Thus, consider the arrow \( f : (X, \mathcal{F}_X, \mu) \to (X, \mathcal{F}_X, c \cdot \mu) \) in CMS defined by

\[
\text{Id} : (X, \mathcal{F}_X) \to (X, \mathcal{F}_X)
\]

We have that \( f \) is an isomorphism. Indeed, let’s define \( g : (X, \mathcal{F}_X, c \cdot \mu) \to (X, \mathcal{F}_X, \mu) \) by

\[
\text{Id} : (X, \mathcal{F}_X) \to (X, \mathcal{F}_X)
\]
Let’s prove that $g$ is a bounded function, for this, let $F_X \in \mathcal{F}_X$, since $Id^{-1}(F_X) = F_X$, it follows that
\[c \cdot \mu(Id^{-1}(F_X)) = c \cdot \mu(F_X) \leq 2c \cdot \mu(F_X),\]
with which, taking $M = 2c > 0$ the result follows.

Furthermore, it is easy to see that $g \circ f = Id_{(X,\mathcal{F}_X,\mu)}$ and $f \circ g = Id_{(X,\mathcal{F}_X,\mu)}$.

The following definition allows us to consider new categories from those previously presented.

**Definition 1.8 (Opposite Category).** Let $\mathcal{C}$ be a category, its category opposite or dual, denoted by $\mathcal{C}^{op}$, is defined by the following information:

- **Objects**: $Ob(\mathcal{C}^{op}) := Ob(\mathcal{C})$.

- **Arrows**: Let $A, B \in Ob(\mathcal{C}^{op})$, the collection of arrows between these objects is defined by $\mathcal{C}^{op}(B, A) = \mathcal{C}(A, B)$.

  That is, $f : B \to A$ is an arrow in $\mathcal{C}^{op}$ if $f : A \to B$ is an arrow in $\mathcal{C}$. To refer to an arrow in the opposite category we will use the notation $f^{op}$.

- **Composition**: Let $A, B, C \in Ob(\mathcal{C}^{op})$, let’s consider the arrows $f^{op} : B \to A$ and $g^{op} : C \to B$, its composition is defined by

  \[f^{op} \circ g^{op} = (g \circ f)^{op}.\]

- **Identities**: The same identities defined in $\mathcal{C}$.

**Observation.** Let us consider the following diagram in $\mathcal{C}$:

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\downarrow{g \circ f} & & \downarrow{g} \\
C & & \\
\end{array}
\]

The corresponding diagram in $\mathcal{C}^{op}$ is

\[
\begin{array}{ccc}
A & \xleftarrow{f^{op}} & B \\
\downarrow{f^{op} \circ g^{op}} & & \downarrow{g^{op}} \\
C & & \\
\end{array}
\]

**Definition 1.9 (Subcategory).** Let $\mathcal{C}$ a category. A subcategory $\mathcal{D}$ of $\mathcal{C}$ consists of a sub-collection $Ob(\mathcal{D})$ of $Ob(\mathcal{C})$ together with, for each $A, B \in Ob(\mathcal{D})$, a subcollection $\mathcal{D}(A, B)$ of $\mathcal{C}(A, B)$, such that
1. For each object $A \in \text{Ob}(D)$, the identity arrow $1_A$ is in $D$, that is, $D$ is closed under identities.

2. For each pair of composable arrows $f \in D(A, B)$ and $g \in D(B, C)$, we have that $g \circ f$ is in $D$, that is, $D$ is closed under composition.

Also, $D$ is said a full subcategory if

\[ D(A, B) = C(A, B), \]

for all $A, B \in \text{Ob}(D)$.

**Observation.** Consider the category $\text{Set}_1$ whose objects with sets and whose arrows between sets are injective functions. It’s easy to see that $\text{Set}_1$ is a subcategory of $\text{Set}$.

**Example 8.** The CPS category of probability spaces and bounded functions, defined in 1.4, is a full subcategory of the CMS category of measured spaces and bounded functions. It is easy to see that the conditions of the definition 1.9 are satisfied and that $CMS((X, \mathcal{F}_X, \mathbb{P}_X), (Y, \mathcal{F}_Y, \mathbb{P}_Y)) = CPS((X, \mathcal{F}_X, \mathbb{P}_X), (Y, \mathcal{F}_Y, \mathbb{P}_Y))$ for each $(X, \mathcal{F}_X, \mathbb{P}_X), (Y, \mathcal{F}_Y, \mathbb{P}_Y) \in \text{Ob}(CPS)$.

In many of the categories that we have defined, the collection of all objects is too large to form a set. This topic will not be deepened, since it is not the objective of this work; however, consider the following definition:

**Definition 1.10.** A category $C$ is named small if both the $\text{Ob}(C)$ collection of $C$ objects and the $A(C)$ of arrows of $C$ are sets. Otherwise $C$ is called large.

A category $C$ is locally small if for every $A, B \in \text{Ob}(C)$, the collection $C(A, B)$ is a set.

**Observation.** If a category is small, then it is locally small.

**Observation.** We will denote by $\text{Cat}$ the category of all small categories and by $\text{LCat}$ the category of all locally small categories.

**Example 9.** 1. The $\text{Set}$ category of sets is a large category.

2. The CPS s a locally small category. Indeed, for each $\overline{X} = (X, \mathcal{F}_X, \mathbb{P}_X), \overline{Y} = (Y, \mathcal{F}_Y, \mathbb{P}_Y) \in \text{Ob}(CPS)$, we have that

\[ CPS(\overline{X}, \overline{Y}) \subset Y^X, \]

where $Y^X$ represents the set of functions from the set $X$ to the set $Y$.

3. Similarly, $\text{Set}$ is a locally small category

**Definition 1.11.** Let $C$ be a category and $I, T \in \text{Ob}(C)$ objects. $I$ is said to be initial if, for every $A \in \text{Ob}(C)$, there is exactly one arrow $f : I \to A$ in $C$.

On the other hand, $T$ is said terminal if, for every $A \in \text{Ob}(C)$, there is exactly one arrow $f : A \to T$ in $C$. 
**Observation.** We see that the empty set is an initial object of Set. Also, any set with an element, that is, a singlet, is a terminal object. Indeed, for each $A \in \text{Ob}(\text{Set})$, there is a unique function such that

$$f : A \rightarrow \{\ast\}$$

$x \mapsto f(x) = \ast$.

### 1.2 Functor

A functor is an arrow between categories. Formally, we have the following definition:

**Definition 1.12 (Functor).** Let $\mathcal{C}$ and $\mathcal{D}$ two categories, a covariant functor $F : \mathcal{C} \rightarrow \mathcal{D}$ it consists of:

- A function $F : \text{Ob}(\mathcal{C}) \rightarrow \text{Ob}(\mathcal{D})$
  $$A \mapsto F(A),$$

- For all $A, B \in \text{Ob}(\mathcal{C})$, a function $F : \mathcal{C}(A, B) \rightarrow \mathcal{D}(F(A), F(B))$
  $$f \mapsto F(f).$$

such that $F(g \circ f) = F(g) \circ F(f)$ and $F(1_A) = 1_{F(A)}$, for any pair of composable arrows $f, g \in \mathcal{A}(\mathcal{C})$ and for any object $A \in \text{Ob}(\mathcal{C})$.

On the other hand, if $F : \mathcal{C} \rightarrow \mathcal{D}$ is such that $F(g \circ f) = F(f) \circ F(g)$ and $F(1_A) = 1_{F(A)}$,

then $F$ is said to be a contravariant functor.

**Observation.** Note that a contravariant functor can be defined as a covariant functor in the opposite category $\mathcal{C}$. That is, if $F : \mathcal{C} \rightarrow \mathcal{D}$ is a contravariant functor, then we will write $F : \mathcal{C}^{\text{op}} \rightarrow \mathcal{D}$ and we’ll call it functor. Thus, we will not make a distinction between covariant and contravariant functors.

Again, we will first introduce classic functor examples.

**Example 10.** Let $F : \mathcal{C} \rightarrow \mathcal{B}$ and $G : \mathcal{B} \rightarrow \mathcal{D}$ two functors, the composition functor $G \circ F$ is defined by:

- For objects:
  $$G \circ F : \text{Ob}(\mathcal{C}) \rightarrow \text{Ob}(\mathcal{D})$$
  $$A \mapsto G(F(A)).$$

- For arrows:
  $$G \circ F : \mathcal{C}(A, B) \rightarrow \mathcal{D}(G(F(A)), G(F(B)))$$
  $$[f : A \rightarrow B] \mapsto [G(F(f)) : G(F(A)) \rightarrow G(F(B))].$$
• Let $C$ be a category, the identity functor is defined, denoted by $1_C: C \to C$, as follows
  
  $$1_C(A) = A \quad y \quad 1_C(f) = f,$$
  
  for every object $A \in Ob(C)$ and for every arrow $f \in A(C)$.

• Let $A, B$ be two preordered sets, a covariant functor between the corresponding categories is exactly an increasing function.

The preceding example allows us to present the following observation:

**Observation.** Consider the category $\textbf{Cat}$ and the category $\textbf{LCat}$, the composition of functors in these categories is defined as the composition functor and the identity arrows correspond to the identity functors.

On the other hand, examples of functors in the probabilistic context would be:

**Example 11.**

• Consider the category $\textbf{CPS}$ and the category $\textbf{Meas}$, the forgetting functor is defined $U: \textbf{CPS} \to \textbf{Meas}$ by:

  1. For objects:
     
     $$U: Ob(\textbf{CPS}) \longrightarrow Ob(\textbf{Meas})$$
     
     $$(X, \mathcal{F}_X, \mu_X) \longmapsto (X, \mathcal{F}_X).$$

  2. Let $\overline{X} = (X, \mathcal{F}_X, \mu_X)$ and $\overline{Y} = (Y, \mathcal{F}_Y, \mu_Y)$ probability spaces, for arrows:
     
     $$U: \textbf{CPS}(\overline{X}, \overline{Y}) \longrightarrow \textbf{Meas}((X, \mathcal{F}_X), (Y, \mathcal{F}_Y))$$
     
     $$[f: \overline{X} \to \overline{Y}] \longmapsto [f: (X, \mathcal{F}_X) \to (Y, \mathcal{F}_Y)].$$

   In this case, the functor sends a probability space $\overline{X}$ in a measurable space $(X, \mathcal{F}_X)$ forgetting its probability measure.

   In general, it is not possible to formally define a forgetting functor; however, the idea of this functor is that it forgets some structure with respect to the domain category objects and arrows.

• The canonical normalization functor is defined between the categories $\textbf{CMS}$ and $\textbf{CPS} N: \textbf{CMS} \to \textbf{CPS}$ by:

  1. For objects:
     
     $$N: Ob(\textbf{CMS}) \longrightarrow Ob(\textbf{CPS})$$
     
     $$(X, \mathcal{F}_X, \mu) \longmapsto (X, \mathcal{F}_X, \frac{1}{\mu(X)} \mu).$$

  2. Let $\overline{X} = (X, \mathcal{F}_X, \mu)$ and $\overline{Y} = (Y, \mathcal{F}_Y, \nu)$ finite measured spaces, for arrows:
     
     $$N: \textbf{CMS}(\overline{X}, \overline{Y}) \longrightarrow \textbf{CPS} \left( (X, \mathcal{F}_X, \frac{1}{\mu(X)} \mu), (Y, \mathcal{F}_Y, \frac{1}{\nu(Y)} \nu) \right)$$
     
     $$[f: \overline{X} \to \overline{Y}] \longmapsto [N(f): (X, \mathcal{F}_X, \frac{1}{\mu(X)} \mu) \to (Y, \mathcal{F}_Y, \frac{1}{\nu(Y)} \nu)].$$

   We see that the functor $N$ sends a finite measured space in a probability space. Also, note that $N(f)$ is a bounded function. Indeed, since $f$ is a
bounded function, we know that $M > 0$ exists such that $\mu(f^{-1}(F_Y)) \leq M \nu(F_Y)$ for all $F_Y \in \mathcal{F}_Y$. Thus, taking $M_1 = \frac{\nu(Y)}{\mu(X)} M > 0$, Thus, taking

$$\frac{1}{\mu(X)} \mu(f^{-1}(F_Y)) \leq M_1 \frac{1}{\nu(Y)} \nu(F_Y),$$

for all $F_Y \in \mathcal{F}_Y$.

We will introduce the Giry functor defined in [3], for this, let’s remember the Meas category of measurable spaces and measurable functions.

**Definition 1.13 (Giry functor).** Let $(X, \mathcal{F}_X)$ and $(Y, \mathcal{F}_Y)$ measurable spaces. The Giry functor $\mathcal{P} : \text{Meas} \to \text{Meas}$ is defined by:

1. For objects:

$$\mathcal{P} : \text{Ob}(\text{Meas}) \to \text{Ob}(\text{Meas})$$

$$(X, \mathcal{F}_X) \mapsto \mathcal{P}(X, \mathcal{F}_X) := (\mathcal{P}(X), \mathcal{P}(\mathcal{F}_X))$$

where $\mathcal{P}(X)$ the set of probability measures defined on $X$, that is,

$$\mathcal{P}(X) := \{\mathcal{P}_X : (X, \mathcal{F}_X) \to (\mathbb{R}, \mathcal{B}(\mathbb{R})) : \mathcal{P}_X \text{ is a probability measure}\}.$$ 

On the other hand, to define the $\sigma$–algebra on $\mathcal{P}(X)$, sea $F_X \in \mathcal{F}_X$, consider the evaluation function defined by

$$i_{F_X} : \mathcal{P}(X) \to [0,1]$$

$$\mathcal{P}_X \mapsto i_{F_X}(\mathcal{P}_X) = \mathcal{P}_X(F_X).$$

Consider the smallest $\sigma$–algebra such that the family of functions $\{i_{F_X}\}_{F_X \in \mathcal{F}_X}$ is measurable. So, we have to

$$\mathcal{P}(\mathcal{F}_X) := \sigma \left( \{i_{F_X}^{-1}(B) : F_X \in \mathcal{F}_X \text{ y } B \in \mathcal{B}(\mathbb{R})\} \right) ,$$

$$= \sigma \left( \{\{\mathcal{P}_X \in \mathcal{P}(X) : \mathcal{P}_X(F_X) \in B\} : F_X \in \mathcal{F}_X \text{ y } B \in \mathcal{B}(\mathbb{R})\} \right).$$

With which, we obtain the measurable space $(\mathcal{P}(X), \mathcal{P}(\mathcal{F}_X))$.

2. For arrows:

$$\mathcal{P} : \text{Meas}((X, \mathcal{F}_X), (Y, \mathcal{F}_Y)) \to \text{Meas}((\mathcal{P}(X), \mathcal{P}(\mathcal{F}_X)), (\mathcal{P}(Y), \mathcal{P}(\mathcal{F}_Y)))$$

$$(f : (X, \mathcal{F}_X) \to (Y, \mathcal{F}_Y)) \mapsto [\mathcal{P}(f) : (\mathcal{P}(X), \mathcal{P}(\mathcal{F}_X)) \to (\mathcal{P}(Y), \mathcal{P}(\mathcal{F}_Y))],$$

where $\mathcal{P}(f)$ is a function such that

$$\mathcal{P}(f) : (\mathcal{P}(X), \mathcal{P}(\mathcal{F}_X)) \to (\mathcal{P}(Y), \mathcal{P}(\mathcal{F}_Y))$$

$$\mathcal{P}_X \mapsto \mathcal{P}_X \circ f^{-1},$$

where $\mathcal{P} \circ f^{-1}$ is the image of the measure $\mathcal{P}_X$ with respect to the function $f$.

**Proposition 1.1.** The Giry functor is well defined.

*Proof.* We will do the proof in two steps, first we will prove that for an arrow $f : (X, \mathcal{F}_X) \to (Y, \mathcal{F}_Y)$ in Meas the function $\mathcal{P}(f) : (\mathcal{P}(X), \mathcal{P}(\mathcal{F}_X)) \to (\mathcal{P}(Y), \mathcal{P}(\mathcal{F}_Y))$ is $\mathcal{P}(\mathcal{F}_X)/\mathcal{P}(\mathcal{F}_Y)$ measurable. Next, we will prove that the Giry functor preserves compositions and identities.
1. Let \( A \in \{i_F^{-1}(B) : F_Y \in \mathcal{F}_Y \text{ and } B \in \mathcal{B}(\mathbb{R})\} \), we know there are \( F_Y \in \mathcal{F}_Y \) and \( B \in \mathcal{B}(\mathbb{R}) \) such that

\[
A = i_F^{-1}(B).
\]

To prove that \( P(f) \) is \( P(\mathcal{F}_X)/P(\mathcal{F}_Y) \)-measurable, just show that \(((P(f))^{-1}(i_F^{-1}(B))) \in \sigma(\{i_F^{-1}(B) : F_X \in \mathcal{F}_X \text{ and } B \in \mathcal{B}(\mathbb{R})\})\). Indeed, we have to

\[
(P(f))^{-1}(i_F^{-1}(B)) = \{P_X \in P(X) : P(f)(P_X) \in i_F^{-1}(B)\},
\]

\[
= \{P_X \in P(X) : P_X \circ f^{-1} \in i_F^{-1}(B)\},
\]

\[
= \{P_X \in P(X) : i_{F_Y}(P_X \circ f^{-1}) \in B\},
\]

\[
= \{P_X \in P(X) : P_X(f^{-1}(F_Y)) \in B\},
\]

\[
= i_{F_Y}^{-1}(B),
\]

from where, given that \( f^{-1}(F_Y) \in \mathcal{F}_X \), it follows that

\[
(P(f))^{-1}(i_F^{-1}(B)) \in \sigma(\{i_F^{-1}(B) : F_X \in \mathcal{F}_X \text{ and } B \in \mathcal{B}(\mathbb{R})\}).
\]

2. • **Associativity:** Let \( f : (X, \mathcal{F}_X) \to (Y, \mathcal{F}_Y) \) and \( g : (Y, \mathcal{F}_Y) \to (Z, \mathcal{F}_Z) \) composable arrows in \( \text{Meas} \), we are going to show that

\[
P(g \circ f) = P(g) \circ P(f).
\]

On the one hand, let \( P_X \in P(X) \), applying the definition of \( P \) for the arrow \( g \circ f : (X, \mathcal{F}_X) \to (Z, \mathcal{F}_Z) \), we have

\[
P(g \circ f)(P_X) = P_X \circ (g \circ f)^{-1}.
\]

Now, let \( F_Z \in \mathcal{F}_Z \), by definition of the image of the measure \( P_X \) with respect to the function \( g \circ f \), we know that

\[
\left( P_X \circ (g \circ f)^{-1} \right)(F_Z) = P_X \left( (g \circ f)^{-1}(F_Z) \right),
\]

from where, we have to

\[
P_X \left( (g \circ f)^{-1}(F_Z) \right) = P_X \left( f^{-1}(g^{-1}(F_Z)) \right). \tag{1.5}
\]

On the other hand, we have to

\[
P(f)(P_X) = P_X \circ f^{-1},
\]

with which, given that \( P_X \circ f^{-1} \in P(Y) \), it follows that

\[
P(g) \left( P_X \circ f^{-1} \right) = \left( P_X \circ f^{-1} \right) \circ g^{-1}.
\]

Then, let \( F_Z \in \mathcal{F}_Z \), by image definition of the measure \( P_X \circ f^{-1} \) with respect to the function \( g \), we have that

\[
\left( \left( P_X \circ f^{-1} \right) \circ g^{-1} \right)(F_Z) = (P_X \circ f^{-1})(g^{-1}(F_Z)),
\]
with this, again applying the image definition of the measure $\mathbb{P}_X$ with respect to the function $f$, we obtain that
\[
\left( \left( \mathbb{P}_X \circ f^{-1} \right) \circ g^{-1} \right) (F_Z) = \mathbb{P}_X \left( f^{-1}(g^{-1})(F_Z) \right).
\] (1.6)

Combining (1.5) and (1.6), we obtain that
\[
\left( \mathbb{P}_X \circ (g \circ f)^{-1} \right) (F_Z) = \left( \left( \mathbb{P}_X \circ f^{-1} \right) \circ g^{-1} \right) (F_Z),
\]
for each $F \in \mathcal{F}_Z$.

- The laws of identity are proven in the same way as associativity.

\[\square\]

### 1.3 Natural transformations

Natural transformations are a notion of “map between functors” and it applies when the functors have the same domain and codomain. Formally, we have the following definition:

**Definition 1.14** (Natural transformation). Let $\mathcal{C}$, $\mathcal{D}$ categories and $F: \mathcal{C} \to \mathcal{D}$, $G: \mathcal{C} \to \mathcal{D}$ functors. A natural transformation $\alpha: F \to G$ is a family $(\alpha_A: F(A) \to G(A))_{A \in \text{ob}(\mathcal{C})}$ of arrows in $\mathcal{D}$ such that, for each arrow $f: A \to B$ in $\mathcal{C}$, the diagram

![Diagram]

\[
\alpha_B \circ F(f) = G(f) \circ \alpha_A.
\] (1.7)

The arrows $\alpha_A$ are called the components of the natural transformation $\alpha$.

**Observation.** The definition of natural transformation 1.14 states that for each arrow $f: A \to B$ in $\mathcal{C}$ it is possible to construct exactly one arrow $: F(A) \to G(B)$ in $\mathcal{D}$.

Furthermore, the identity (1.7) is called the naturality condition.

We can see that natural transformations are a type of arrow, so we would expect to be able to compose them. To do this, let $\mathcal{C}, \mathcal{D}$ categories, $F, G, H: \mathcal{C} \to \mathcal{D}$ functors and $\alpha: F \to G$, $\beta: G \to H$ natural transformations. The natural compound transformation $\beta \circ \alpha: F \to H$ is defined by
\[
(\beta \circ \alpha)_A = \beta_A \circ \alpha_A,
\]
for each \( A \in \text{Ob}(\mathcal{C}) \). We can also consider the natural transformation identity 
\[ 1_F : F \to F, \]
given by 
\[ (1_F)_A = 1_{F(A)}, \]
for each \( A \in \text{Ob}(\mathcal{C}) \). With this, for two categories \( \mathcal{C} \) and \( \mathcal{D} \), there is a category whose objects are the functors from category \( \mathcal{C} \) to category \( \mathcal{D} \) and whose arrows between functors are natural transformations. We will denote this category by \([\mathcal{C}, \mathcal{D}]\) and call it the functor category from \( \mathcal{C} \) to \( \mathcal{D} \).

**Example 12.** Let \((X, \mathcal{F}_X)\) be a measurable space and the function \( \alpha_{(X,\mathcal{F}_X)} \) defined by 
\[ \alpha_{(X,\mathcal{F}_X)} : (X, \mathcal{F}_X) \to (\mathcal{P}(X), \mathcal{P}(\mathcal{F}_X)) \]
\[ x \mapsto \alpha_X(x) = \delta_x, \]
where \( \delta_x \) is the Dirac measure at the point \( x \in X \).

Also, let \( 1_{\text{Meas}} : \text{Meas} \to \text{Meas} \) be the identity functor in \( \text{Meas} \) and the Giry functor \( P : \text{Meas} \to \text{Meas} \).

We have that \( \alpha : 1_{\text{Meas}} \to P \) is a natural transformation. We will do the demonstration of the fact that \( \alpha \) is a natural transformation in two steps:

1. Let \((X, \mathcal{F}_X) \in \text{Ob}(\text{Meas})\) and object in \( \text{Meas} \), we are going to show that 
\[ \alpha_{(X,\mathcal{F}_X)} : (X, \mathcal{F}_X) \to (\mathcal{P}(X), \mathcal{P}(\mathcal{F}_X)) \]
is a measurable \( \mathcal{F}_X/\mathcal{P}(\mathcal{F}_X) \) function.

For this, let \( A \in \{ i_{\mathcal{F}_X}^{-1}(B) : F_X \in \mathcal{F}_X \text{ y } B \in \mathcal{B}(\mathbb{R}) \} \), we know there are 
\( F_X \in \mathcal{F}_X \) and \( B \in \mathcal{B}(\mathbb{R}) \) such that 
\[ A = i_{\mathcal{F}_X}^{-1}(B). \]

We have to 
\[ \alpha_{(X,\mathcal{F}_X)}^{-1}(A) = \alpha_{(X,\mathcal{F}_X)}^{-1}(i_{\mathcal{F}_X}^{-1}(B)), \]
\[ = \{ x \in X : \alpha(x) \in i_{\mathcal{F}_X}^{-1}(B) \}, \]
\[ = \{ x \in X : i_{\mathcal{F}_X}(\alpha_x) \in B \}, \]
\[ = \{ x \in X : \alpha_x(F_X) \in B \}. \] (1.8)

On the other hand, we know that 
\[ \alpha_x(F_X) = \begin{cases} 1 & \text{si } x \in F_X, \\ 0 & \text{si } x \in F_X^C. \end{cases} \]

Thus, together with (1.8), let’s consider the following cases:

- (a) If \( \{1\} \in B \), then \( \alpha_{(X,\mathcal{F}_X)}^{-1}(A) = F_X \).
- (b) If \( \{0\} \in B \), then \( \alpha_{(X,\mathcal{F}_X)}^{-1}(A) = F_X^C \).
- (c) If \( \{0,1\} \in B \), then \( \alpha_{(X,\mathcal{F}_X)}^{-1}(A) = X \).
- (d) If \( \{0,1\} \notin B \), then \( \alpha_{(X,\mathcal{F}_X)}^{-1}(A) = \emptyset \).

We can see that in all cases we have that \( \alpha_{(X,\mathcal{F}_X)}^{-1}(A) \in \mathcal{F}_X \). Therefore, we can conclude that \( \alpha_{(X,\mathcal{F}_X)} : (X, \mathcal{F}_X) \to (\mathcal{P}(X), \mathcal{P}(\mathcal{F}_X)) \) is a measurable \( \mathcal{F}_X/\mathcal{P}(\mathcal{F}_X) \) function.
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2. Now, we will prove that the naturality condition is satisfied. Indeed, since 
\(1_{\text{Meas}}(X, F_X) = (X, F_X)\) for every object \((X, F_X) \in \text{Ob}(\text{Meas})\) and \(1_{\text{Meas}}(f) = f\) all arrow \(f \in \mathcal{A}(\text{Meas})\), it must be proved that the following diagram

\[
\begin{array}{c}
(X, F_X) \xrightarrow{f} (Y, F_Y) \\
\downarrow \quad \quad \quad \quad \downarrow \\
(P(X), P(F_X)) \xrightarrow{P(f)} (P(Y), P(F_Y))
\end{array}
\]

commutes, for which, we are going to verify that

\[\alpha_Y \circ f = P(f) \circ \alpha_X.\]

Let \(x \in X\), on the one hand, we have

\[(\alpha_Y \circ f)(x) = \alpha_Y(f(x)) = \delta_f(x),\]

from where, for each \(A \in F_Y\), by definition of the Dirac measure at the point \(f(x) \in A\), we obtain that

\[
\delta_{f(x)}(A) = \begin{cases}
1 & \text{if } f(x) \in A, \\
0 & \text{if } f(x) \in A^C.
\end{cases} = \begin{cases}
1 & \text{if } x \in f^{-1}(A), \\
0 & \text{if } x \in f^{-1}(A^C).
\end{cases} \tag{1.9}
\]

On the other hand, we have to

\[(P(f) \circ \alpha_X)(x) = P(f)(\delta_x), \quad \quad \quad \quad \quad = \delta_x \circ f^{-1},\]

from where, for each \(A \in F_Y\), it follows that

\[
\left(\delta_x \circ f^{-1}\right)(A) = \delta_x(f^{-1}(A)) = \begin{cases}
1 & \text{if } x \in f^{-1}(A), \\
0 & \text{if } x \in f^{-1}(A^C).\n\end{cases} \tag{1.10}
\]

Thus, together with (1.9) and (1.10), we can conclude that

\[\alpha_Y \circ f = P(f) \circ \alpha_X.\]

### 1.4 Products

**Definition 1.15.** Let \(C\) be a category and \(A, B \in \text{Ob}(C)\) objects. A product of \(A\) and \(B\) consists of:

- An object \(P \in \text{Ob}(C)\);
• A pair of arrows $p_1: P \to A$, $p_2: P \to B \in \mathcal{A}(\mathcal{C})$; such that, for each object $C \in \text{Ob}(\mathcal{C})$ and for each pair of arrows $f_1: C \to A$ and $f_2: C \to B$, there is a single arrow $f: C \to P$ in $\mathcal{C}$ such that the following diagram commutes, that is,

$$p_1 \circ f = f_1 \quad p_2 \circ f = f_2.$$ 

Also, the arrows $p_1$ and $p_2$ are called projections.

**Observation.**

• Products don’t always exist. As an example, let’s consider Category 2:

$$A \xrightarrow{f} B$$

It is easy to see that $A$ and $B$ have no product. However, if the $A$ and $B$ objects in a category have a product, then it is unique except for isomorphisms.

• The triple $(P, p_1, p_2)$ will represent the product of the objects $A$ and $B$.

As usual, let’s first present a classic product example.

**Example 13.** Consider the category $\textbf{Set}$ and $A, B \in \text{Ob}(\textbf{Set})$ objects. Recall that the usual Cartesian product of $A$ and $B$ is given by $A \times B = \{(a, b) : a \in A \text{ and } b \in B\}$ and the projections functions are defined by

$$p_1: A \times B \to A \quad (a, b) \mapsto a$$
$$p_2: A \times B \to B \quad (a, b) \mapsto b.$$ 

The triple $(A \times B, p_1, p_2)$ is a product in $\textbf{Set}$ of the objects $A$ y $B$. In fact, let $C \in \text{Ob}(\mathcal{C})$ and $f: C \to A$, $f: C \to B$ arrows in $\textbf{Set}$, let’s define the arrow $\overline{f}$ by

$$\overline{f}: C \to A \times B \quad c \mapsto (f(c), g(c)).$$

Thus, it is easy to see that the following diagram
Thanks to the preceding example we can consider the following product in the probabilistic context:

**Example 14.** Consider the category \textbf{Meas} and \((X, \mathcal{F}_X), (Y, \mathcal{F}_Y) \in \text{Ob}(\textbf{Meas})\). Also, let \((X \times X, \mathcal{F}_X \otimes \mathcal{F}_Y)\) be the measurable product space, where \(\mathcal{F}_X \otimes \mathcal{F}_Y\) is the smaller \(\sigma\)-algebra such that the projections functions \(p_1\) and \(p_2\) are measurable. On the other hand, let \((Z, \mathcal{F}_Z) \in \text{Ob}(\textbf{Meas})\) and \(f: (Z, \mathcal{F}_Z) \rightarrow (X, \mathcal{F}_X), g: (Z, \mathcal{F}_Z) \rightarrow (X, \mathcal{F}_X)\) arrows in \textbf{Meas}, let’s define the function \(f\) by

\[
\begin{align*}
\overline{f}: (Z, \mathcal{F}_Z) & \rightarrow (X \times Y, \mathcal{F}_X \otimes \mathcal{F}_Y) \\
(c) & \mapsto (f(c), g(c)).
\end{align*}
\]

It is easy to see that the following diagram

\[
\begin{array}{ccc}
(Z, \mathcal{F}_Z) & \xrightarrow{f} & (X, \mathcal{F}_X) \\
\downarrow \overline{f} & & \downarrow p_1 \\
(X \times Y, \mathcal{F}_X \otimes \mathcal{F}_Y) & \xrightarrow{g} & (Y, \mathcal{F}_Y)
\end{array}
\]

commutes.

To prove that \(((X \times Y, \mathcal{F}_X \otimes \mathcal{F}_Y), p_1, p_2)\) is a product in \textbf{Meas}, just check that \(\overline{f}: (Z, \mathcal{F}_Z) \rightarrow (X \times Y, \mathcal{F}_X \otimes \mathcal{F}_Y)\) is a measurable \(\mathcal{F}_Z/\mathcal{F}_X \otimes \mathcal{F}_Y\) function. For this, let \(F_X \times F_Y \in \mathcal{F}_X \otimes \mathcal{F}_Y\), we are going to show that \(\overline{f}^{-1}(F_X \times F_Y) \in \mathcal{F}_Z\).

Let \(x \in \overline{f}^{-1}(F_X \times F_Y)\), we have the following equivalences

\[
\overline{f}(x) \in F_X \times F_Y \iff (f(x), g(x)) \in F_X \times F_Y \\
\iff f(x) \in F_X \quad g(x) \in F_Y \\
\iff x \in f^{-1}(F_X) \quad x \in g^{-1}(F_Y),
\]

with which, we can conclude that

\[
\overline{f}^{-1}(F_X \times F_Y) = f^{-1}(F_X) \cap g^{-1}(F_Y). \tag{1.11}
\]

Now, given that \(F_X \in \mathcal{F}_X\) and \(F_Y \in \mathcal{F}_Y\), it follows that

\[
f^{-1}(F_X) \in \mathcal{F}_Z \quad g^{-1}(F_Y) \in \mathcal{F}_Z,
\]
from where, together with (1.11), we can deduce that
\[ T^{-1}(F_X \times F_Y) \in \mathcal{F}_Z. \]
Therefore, \((X \times Y, \mathcal{F}_X \otimes \mathcal{F}_Y, p_1, p_2)\) is a product in \(\text{Meas} \).

## 1.5 Monads

The most central concept in categorical probability is the probability monad, the first probability monad is the Giry monad defined in [3] and the first ideas about its structure are found in Lawvere Lawvere [2].

Before defining the concept of a monad, let’s fix a certain notation. Let \(C, D, E\) categories, \(F, G: C \to D, H: D \to E\) functors. If \(\eta: F \to G\) is a natural transformation, then the natural transformation \(H\eta: H \circ F \to H \circ G\) can be defined by
\[
(H\eta)_A = H(\eta_A),
\]
for each \(A \in \text{Ob}(C)\).

On the other hand, if \(K: E \to D\) is a functor we can define the natural transformation \(\eta K: F \circ K \to G \circ K\) by
\[
(\eta K)_A = \eta_{K(A)},
\]
for each \(A \in \text{Ob}(E)\).

**Definition 1.16 (Monad).** Let \(C\) a category. A monad in \(C\) consists of:

- A functor \(T: C \to C\);
- A natural transformation \(\eta: 1_C \to T\), called unity;
- A natural transformation \(\mu: T \circ T \to T\), called composition or multiplication;

such that the following diagrams conmutes:

![Diagram of monad](image)

These diagrams are called the left unit, right unit, and associativity, respectively.

**Observation.** We can rewrite the diagram in terms of the components of the natural transformations. To do this, let \(A \in \text{Ob}(C)\), we have the unit \(\eta_A: A \to T(A)\) and the composition \(\mu_A: T(T(A)) \to T(A)\) are arrows in \(C\) such that the following diagrams conmutes:
We will present an example of a monad in the category \textbf{Meas}.

**Definition 1.17** (Monad of Giry). The monad of Giry is given by:

- The functor of Giry \( \mathcal{P} : \textbf{Meas} \rightarrow \textbf{Meas} \) defined in 1.13;
- **Unity**: The natural transformation \( \alpha : 1_{\textbf{Meas}} \rightarrow \mathcal{P} \) presented in example 12;
- **Composition**: The natural transformation \( E : \mathcal{P} \circ \mathcal{P} \rightarrow \mathcal{P} \) defined by:

Let \((X, \mathcal{F}_X)\) be a measurable space, for \( \pi' \in \mathcal{P}(\mathcal{P}(X)) \), define a measure on \((X, \mathcal{F}_X)\) by

\[
E_{(X,\mathcal{F}_X)}(\pi')(F_X) = \int_{\mathcal{P}(X)} i_{F_X}(\mathcal{P}_X) \pi'(d\mathcal{P}_X) = \int_{\mathcal{P}(X)} \mathcal{P}_X(F_X) \pi'(d\mathcal{P}_X),
\]

for each \( F \in \mathcal{F}_X \).

**Observation.** Note that \( \mathcal{P}_X \) from the Definition 1.17 corresponds to a probability measure defined on \((X, \mathcal{F}_X)\). Furthermore, the integral is well defined because the evaluation functions are \( \mathcal{P}(\mathcal{F}_X)/B([0,1]) \)–measurable.

**Observation.** Let \((X, \mathcal{F}_X)\) and \((Y, \mathcal{F}_Y)\) be measurable spaces. Let's prove that \( E : \mathcal{P} \circ \mathcal{P} \rightarrow \mathcal{P} \) is a natural transformation, for which, we must show that \( E_{(X,\mathcal{F}_X)} : (\mathcal{P} \circ \mathcal{P})(X, \mathcal{F}_X) \rightarrow \mathcal{P}(X, \mathcal{F}_X) \) is a measurable function and that, for any arrow \( f : (X, \mathcal{F}_X) \rightarrow (Y, \mathcal{F}_Y) \) in \textbf{Meas}, the following diagram:

\[
\begin{array}{ccc}
\mathcal{P}(\mathcal{P}((X, \mathcal{F}_X)))) & \xrightarrow{\mathcal{P}(\mathcal{P}(f))} & \mathcal{P}(\mathcal{P}((Y, \mathcal{F}_Y)))) \\
\mathcal{P}((X, \mathcal{F}_X)) & \xrightarrow{E_{(X,\mathcal{F}_X)}} & \mathcal{P}((F, \mathcal{F}_Y)) \\
\mathcal{P}(f) & \xrightarrow{E_{(Y,\mathcal{F}_Y)}} & \mathcal{P}(f)
\end{array}
\]

commutes, which is equivalent to showing that

\[
E_{(Y,\mathcal{F}_Y)} \circ \mathcal{P}(\mathcal{P}(f)) = \mathcal{P}(f) \circ E_{(X,\mathcal{F}_X)}.
\]
The fact that $E_{(X,F_X)}: (P(P(X)), P(P(F_X))) \rightarrow (P(X), P(F_X))$ is $P(P(X))/P(X)$-measurable is analogous to the proof of the measurability of the natural transformation $\alpha: 1_{\text{Meas}} \rightarrow P$ presented in example 12. Note that $P(F_X)$ and $P(P(F_X))$ correspond to the generated $\sigma$-algebras by the functions defined in en 1.13.

Let’s prove that the naturality condition (1.12) is satisfied. Indeed, let $\pi' \in P(P(X))$ and $F_Y \in F_Y$, on the one hand, thanks to the change of variable theorem, we have to

\[
\left( E_{(Y,F_Y)} \circ P(P(f))(\pi') \right)(F_Y) = \int_{P(Y)} i_{F_Y} d((P(P(f))(\pi'))
\]

\[
= \int_{P(Y)} i_{F_Y} d(\pi' \circ (P(f))^{-1})
\]

\[
= \int_{P(f)^{-1}(P(Y))} i_{F_Y} \circ P(f) d\pi'
\]

\[
= \int_{P(X)} i_{F_Y} \circ P(f) d\pi'
\]

\[
= \int_{P(X)} i_{F_Y} (P_X \circ f^{-1}) \pi'(dP_X),
\]

\[
= \int_{P(X)} P_X \left( f^{-1}(F_Y) \right) \pi'(dP_X).
\]

(1.13)

On the other hand, we have to

\[
(P(f) \circ E_{(X,F_X)}(\pi'))(F_Y) = E_{(X,F_X)}(\pi')(f^{-1}(F_Y))
\]

\[
= \int_{P(X)} i_{f^{-1}(F_Y)} d\pi'
\]

\[
= \int_{P(X)} i_{f^{-1}(F_Y)} (P_X) \pi'(dP_X)
\]

\[
= \int_{P(X)} P_X \left( f^{-1}(F_Y) \right) \pi'(dP_X).
\]

(1.14)

Together with (1.13) and (1.14), we can conclude that

\[
E_{Y,F_Y} \circ P(P(f)) = P(f) \circ E_{(X,F_X)}.
\]

Consider the theorem presented in Giry [theorem 1, [3]], which allows us to show that the unit and associativity diagrams commute.

**Lemma 1.2.** Let $(X, F_X)$, $(Y, F_Y)$ measurable spaces, $P_X \in P(X)$, $\pi' \in P(P(X))$ and $\theta: (X, F_X) \rightarrow (\mathbb{R}, B(\mathbb{R}))$ an integrable function. The following results are obtained:

1. $\int_X \theta d\alpha_{(X,F_X)}(x) = \theta(x)$ for all $x \in X$.

2. The function $\xi_\theta: (P(X), P(F_X)) \rightarrow (\mathbb{R}, B(\mathbb{R}))$ defined by $\xi_\theta(P_X) = \int_X \theta dP_X$ is $P(F_X)/B(\mathbb{R})$-measurable.

3. $\int_X \theta(x) d(E_{(X,F_X)}(\pi')) = \int_{P(X)} \xi_\theta(P_X) \pi'(dP_X)$. 
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Proof. 1. Let $x \in X$, we have that
\[ \int_X \theta \, d\alpha_{(X,F_X)}(x) = \int_X \theta \, d\delta_x, \]
whence, since $\delta_x$ is the Dirac measure at the point $x \in X$, it follows that
\[ \int_X \theta \, d\alpha_{(X,F_X)}(x) = \theta(x). \]

2. First, we will prove propositions 2 and 3 for indicator functions, let $F_X \in \mathcal{F}_X$.

- Let’s consider $\theta = 1_{F_X}$, on the one hand, we have to
  \[ \xi_{\theta}(\mathcal{P}_X) = \int_X \theta \, d\mathcal{P}_X, \]
  \[ = \int_X 1_{F_X} \, d\mathcal{P}_X, \]
  \[ = \int_{F_X} d\mathcal{P}_X, \]
  \[ = \mathcal{P}_X(F_X). \quad (1.15) \]
  Let $Y \in \tau$, we are going to show that $\xi_{\theta}$ function $\mathcal{P}(\mathcal{F}_X) / \mathcal{B}(\mathbb{R})$—measurable, which is equivalent to showing that $\xi_{\theta}^{-1}(Y) \in \sigma(\{i_{F_X}^{-1}(B) : F_X \in \mathcal{F}_X \text{ y } B \in \mathcal{B}(\mathbb{R})\})$. Thanks to (1.15), let’s note that
  \[ \xi_{\theta}^{-1}(Y) = \{\mathcal{P}_X \in \mathcal{P}(X) : \xi_{\theta}(\mathcal{P}_X) \in Y\}, \]
  \[ = \{\mathcal{P}_X \in \mathcal{P}(X) : \mathcal{P}_X(F_X) \in Y\}, \]
  \[ = i_{F_X}^{-1}(Y), \]
  with which given that $F_X \in \mathcal{F}_X$ and $Y \in \mathcal{B}(\mathbb{R})$, it follows that
  \[ \xi_{\theta}^{-1}(Y) \in \sigma(\{i_{F_X}^{-1}(B) : F_X \in \mathcal{F}_X \text{ y } B \in \mathcal{B}(\mathbb{R})\}), \]
  that is, we have proven that $\xi_{\theta}$ es a measurable $\mathcal{P}(\mathcal{F}_X) / \mathcal{B}(\mathbb{R})$ function.

- Similarly, let $\theta = 1_{F_X'}$, thanks to the preceding result, we have that $\xi_{\theta}(\mathcal{P}_X) = \mathcal{P}_X(F_X)$ for all $\mathcal{P}_X \in \mathcal{P}(X)$, with which, it follows that
  \[ \int_{\mathcal{P}(X)} \xi_{\theta}(\mathcal{P}_X) \, \pi'(d\mathcal{P}_X) = \int_{\mathcal{P}(X)} \mathcal{P}_X(F_X) \, \pi'(d\mathcal{P}_X). \quad (1.16) \]
  Now, we have to
  \[ \int_X \theta \, dE_{(X,F_X)}(\pi') = \int_X 1_{F_X} \, dE_{(X,F_X)}(\pi'), \]
  \[ = \int_{F_X} dE_{(X,F_X)}(\pi'), \]
  \[ = E_{(X,F_X)}(\pi')(F_X), \]
  \[ = \int_{\mathcal{P}(X)} \mathcal{P}_X(F_X) \, \pi'(d\mathcal{P}_X), \]
  from where, together with (1.16), we can conclude that
  \[ \int_X \theta \, dE_{(X,F_X)}(\pi') = \int_{\mathcal{P}(X)} \xi_{\theta} \, \pi'(\mathcal{P}_X). \]
By the linearity of the integral, the results of 2. and 3. hold when \( \theta \) is a simple function. The general case is followed by the monotone convergence theorem and the fact that \( \theta \) can be seen as the limit of an increasing sequence of simple functions.

\[ \square \]

**Observation.** The preceding lemma allows us to prove that the following diagrams:

\[ \begin{array}{ccc}
\mathcal{P} & \overset{\alpha \circ \mathcal{P}}{\longrightarrow} & \mathcal{P} \circ \mathcal{P} \\\n\downarrow 1_{\mathcal{P}} & & \downarrow E \\
\mathcal{P} & & \mathcal{P} \\
\end{array} \quad \begin{array}{ccc}
\mathcal{P} & \overset{\mathcal{P} \circ \alpha}{\longrightarrow} & \mathcal{P} \circ \mathcal{P} \\
\downarrow E & & \downarrow E \\
\mathcal{P} & & \mathcal{P} \\
\end{array} \quad \begin{array}{ccc}
\mathcal{P} & \overset{\mathcal{P} \circ \mathcal{P} \circ \mathcal{P} \circ \mathcal{P}}{\longrightarrow} & \mathcal{P} \circ \mathcal{P} \\
\downarrow E & & \downarrow E \\
\mathcal{P} & & \mathcal{P} \\
\end{array} \]

commute. The natural transformations \( \eta \circ \mathcal{P}, \mathcal{P} \circ \eta \) and \( \mathcal{P} \circ \mathcal{P} \), are defined by

\[
(\alpha \circ \mathcal{P})(X,F_X) = \alpha_{\mathcal{P}(X,F_X)}, (\mathcal{P} \circ \alpha)(X,F_X) = \mathcal{P}(\alpha_{(X,F_X)}) \quad y \quad (E \circ \mathcal{P})(X,F_X) = E_{\mathcal{P}(X,F_X)},
\]

for each \((X,F_X) \in \text{Ob} (\text{Meas})\), respectively.

Let’s prove that the left unit, right unit, and associativity diagrams switch. Let \((X,F_X)\) be a measurable space.

1. Thanks to proposition 1 of the lemma 1.2, it is easy to see that

\[
E_{(X,F_X)} \circ \delta_{\mathcal{P}(X,F_X)} = 1_{(X,F_X)} \quad y \quad E_{(X,F_X)} \circ \mathcal{P}(\delta_{(X,F_X)}) = 1_{(X,F_X)}.
\]

2. Now we are going to prove that the associativity diagram commutes, for this, let \( \pi'' \in \mathcal{P}(\mathcal{P}(\mathcal{P}(X))) \) and \( F_X \in \mathcal{F}_X \), we must show that

\[
E_{(X,F_X)} \circ \mathcal{P}_{(X,F_X)}(\pi'')(F_X) = E_{(X,F_X)} \circ \alpha_{\mathcal{P}(\mathcal{P}(X))}(\pi'')(F_X).
\]

On the one hand, together with the variable change theorem, we obtain that

\[
(E_{(X,F_X)} \circ \mathcal{P}(E_{\mathcal{P}(X,F_X)})(\pi''))(F_X) = \int_{\mathcal{P}(X)} i_{F_X} \cdot \mathcal{P}(E_{(X,F_X)})(\pi'') d\pi''
\]

\[
= \int_{\mathcal{P}(X)} i_{F_X} \cdot (\pi'' \circ \mathcal{P}_{(X,F_X)}) d\pi''
\]

\[
= \int_{\mathcal{P}_{(X,F_X)}(\mathcal{P}(X))} i_{F_X} \circ E_{(X,F_X)}(\pi') \pi''(d\pi')
\]

\[
= \int_{\mathcal{P}(\mathcal{P}(X))} (E_{(X,F_X)}(\pi'))(F_X) \pi''(d\pi').
\]

\[
(1.17)
\]
Now, by the definition of $E_{(X, F_X)}$, we have

$$(E_{(X, F_X)}(\pi'))(F_X) = \int_{P(X)} i_{F_X} d\pi' = \xi_{i_{F_X}}(\pi'),$$

from where, together with (1.17) and by proposition 2 of the lemma 1.2, we obtain that

$$(E_{(X, F_X)} \circ P(E_{P(X, F_X)}))(\pi'')(F_X) = \int_{P(P(X))} \xi_{i_{F_X}}(\pi') \pi''(d\pi'),$$

with which, thanks to proposition 3 of the lemma 1.2, it follows that

$$(E_{(X, F_X)} \circ P(E_{P(X, F_X)})(\pi'')(F_X) = \int_{P(X)} i_{F_X} d(E_{P(X, F_X)}(\pi'))
= \int_{P(X)} i_{F_X}(P_X)(E_{P(X, F_X)}(\pi'))(dP_X).$$

(1.18)

On the other hand, by definition of $E$, we have

$$(E_{(X, F_X)} \circ E_{P(X, F_X)}(\pi'')(F_X) = \int_{P(X)} i_{F_X}(P_X)(E_{(X, F_X)}(\pi''))d(P_X).$$

(1.19)

Thus, together with (1.18) y (1.19), we can conclude that

$$E_{(X, F_X)} \circ E_{P(X, F_X)}(\pi'')(F_X) = E_{(X, F_X)} \circ P(E_{(X, F_X)})(\pi'')(F_X).$$
Bibliography

[1] DAVID WILLIAMS, *Probability with Martingales*, Cambridge University Press, Estados Unidos, 1991.

[2] F. W LAWVERE., *The category of probabilistic mappings*, Unpublished seminar notes, 1962.

[3] MICHELE GIRY, *A categorical approach to probability theory*, Lecture Notes in Mathematics, Vol. 915, pages 84 - 102, 2016.

[4] PAOLO PERRONE, *Notes on Category Theory with examples from basic mathematics*, Estados Unidos, 2019. Available at arXiv:1912.10642.

[5] ALBERT SHIRYAEV, *Probability-I*, Springer, Estados Unidos, 2016.

[6] TAKANORI ADACHI, *Toward Categorical Risk Measure Theory*, Theory and Applications of Categories, Vol. 29, pages 389-405, 2014. Available at http://www.tac.mta.ca/tac/volumes/29/14/29-14.pdf.

[7] HITOSHI MOTOYAMA AND KOHEI TANAKA, *Classical and quantum conditional measures from a categorical viewpoint*, Notes on the Research Institute of Mathematical Analysis, Vol. 2059, pages 84-102, 2017. Available at arXiv:1412.5756.