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Abstract: In the paper, a fundamental solution of the fractional dual-phase-lagging heat conduction problem is obtained. The considerations concern the 1D Cauchy problem in a whole-space domain. A solution of the initial-boundary problem is determined by using the Fourier–Laplace transform technique. The final form of solution is given in a form of a series. One of the properties of the derived fundamental solution of the considered problem with the initial condition expressed by the Dirac delta function is that it is symmetrical. The effect of the time-fractional order of the Caputo derivatives and the phase-lag parameters on the temperature distribution is investigated numerically by using the method which is based on the Fourier-series quadrature-type approximation to the Bromwich contour integral.
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1. Introduction

In recent years, we have observed a significant increase in interest in fractional calculus, which is used not only in engineering but also in other sciences such as biology or economics. This is due to the fact that scientists are looking increasingly accurate descriptions of physical phenomena and processes. Methods for solving fractional differential equations as well as basic properties of fractional integrals and derivatives can be found in many books [1,2] and papers [3,4]. We use fractional calculus primarily for the mathematical modelling of physical phenomena such as, for example, heat conduction [5,6]. The starting point for considerations of many authors is the classical theory of heat transfer based on Fourier’s law. However, this model has a certain non-physical property, i.e., the speed of heat is infinite. To eliminate this unreal property, a phase-lag parameter into the classical Fourier’s law is introduced. Many researchers use a dual-phase-lag model along with a single phase-lag model [7,8]. This model can be used especially for the mathematical description of phenomena occurring in the microscale, e.g., in heating the thin film [7,9].

Widely used in analytical solving of many engineering problems with specified boundary conditions and/or initial conditions is Green’s function method [10,11]. The advantage of the Green’s function method is that we can use the Green function even to express the solution of non-homogeneous problems. Many examples of the application of this method to the problem of heat conduction can be found in books [12,13]. The advantage of this method is that the Green’s function always exists, but in the case of a more complex domain, it cannot always be written explicitly. In this case, we can use the method of separation of variables or the Fourier–Laplace transform method [14,15]. In reference [16], the fundamental solutions to the Cauchy and Dirichlet 1D problems based upon a heat conduction equation contained the Caputo–Fabrizio derivative is considered.
In this paper, we presented a fundamental solution of the fractional dual-phase-lag equation of heat transfer with appropriate initial-boundary conditions. Here, the considerations are limited and applied only to one-dimensional Cauchy problem with initial functions defined on whole-space domain. A solution of the problem is determined by using the Fourier–Laplace transform technique. The final solution of the equation is obtained in the form of an infinite sum of functions. The effect of the time-fractional derivative orders and the phase-lag parameters on the temperature distribution in the space was investigated. In the final part of the paper, several examples concerning the analysis of temperature distribution are presented.

2. Formulation of the Problem

The classical Fourier’s law of the heat conduction describes the relation between the heat flux vector and gradient of temperature. The most commonly used model is in which the heat flow is described by the following parabolic equation:

$$q(x,t) = -\lambda \nabla T(x,t)$$  \hspace{1cm} (1)

where \( x \) represents the spatial coordinates, \( t \) is the time, \( q \) is the heat flux vector, \( \lambda \) is the thermal conductivity, and \( \nabla T \) is the temperature gradient. In this model, it is assumed, however, that the speed of heat propagation is infinite. Therefore, in recent years, non-Fourier constitutive models have been introduced, such as the Cattaneo model or the phase-lagging model [9]. For example, the Dual-Phase Lag (DPL) model is expressed by the equation:

$$q(x,t+\tau_q) = -\lambda \nabla T(x,t+\tau_q)$$  \hspace{1cm} (2)

where \( \tau_q \) and \( \tau_T \) are the thermodynamic properties of material called the thermal relaxation and thermalization times, respectively. Equation (2) describes a situation where the heat flux and temperature gradient occur during the heat transfer at different times. It is worth mentioning that for \( \tau_T = 0 \), Equation (2) represents the Cattaneo heat transfer model and for \( \tau_q = \tau_T = 0 \), Equation (2) reduces to the classical Fourier law.

In many works (i.e., [7]), both sides of Equation (2) are expanded using the classical Taylor series. In the discussed problem, we use the generalized/fractional expansion of function in the Taylor series [17] of the fractional order \( \alpha \in (0,1] \), which for the function \( f \) near \( \tau \) is expressed by the following form:

$$f(\cdot,t+\tau) = \sum_{k=0}^\infty \frac{\tau^\alpha}{\Gamma(\alpha k + 1)} \frac{\partial^\alpha f(\cdot,t)}{\partial t^\alpha}$$

$$= f(\cdot,t) + \frac{\tau^\alpha}{\Gamma(\alpha + 1)} \frac{\partial^\alpha f(\cdot,t)}{\partial t^\alpha} + \frac{\tau^{2\alpha}}{\Gamma(2\alpha + 1)} \frac{\partial^{2\alpha} f(\cdot,t)}{\partial t^{2\alpha}} + \ldots$$   \hspace{1cm} (3)

where:

$$\frac{\partial^\alpha f(\cdot,t)}{\partial t^\alpha} = \begin{cases} \frac{1}{\Gamma(1-\alpha)} \int_0^t (t-u)^{\alpha-1} \frac{\partial f(\cdot,u)}{\partial u} \, du & \text{for } \alpha \in (0,1) \\ \frac{\partial f(\cdot,t)}{\partial t} & \text{for } \alpha = 1 \end{cases}$$  \hspace{1cm} (4)

is the fractional derivative of function \( f(\cdot,t) \) of order \( \alpha \in (0,1] \) defined in the Caputo sense [1,2] while:
\[
\frac{c^{\alpha}f(\cdot, t)}{\partial t^\alpha} = \frac{c^{\alpha}C_0^\alpha c^{\alpha}C_1^\alpha \cdots c^{\alpha}C_{k-1}^\alpha f(\cdot, t)}{\partial t^\alpha} \quad \text{for } k \in \mathbb{N}
\]  

(5)

and \( \Gamma \) denotes the Gamma function.

In this work, only the first two terms of the generalized Taylor series are used. Thus, the first-order approximations for the heat flux \( q(x, t + \tau) \) and temperature \( T(x, t + \tau) \) (of orders \( \alpha_q \in (0, 1] \) and \( \alpha_T \in (0, 1] \), respectively) appearing in Equation (2) are as follows:

\[
q(x, t + \tau) = q(x, t) + \frac{\tau^{\alpha_q}}{\Gamma(\alpha_q + 1)} \frac{c^{\alpha_q} q(x, t)}{\partial t^{\alpha_q}}
\]  

(6)

\[
T(x, t + \tau) = T(x, t) + \frac{\tau^{\alpha_T}}{\Gamma(\alpha_T + 1)} \frac{c^{\alpha_T} T(x, t)}{\partial t^{\alpha_T}}
\]  

(7)

Introducing Formulas (6) and (7) into Equation (2), we obtained the heat conduction constitutive equation in the following form:

\[
q(x, t) + \frac{\tau^{\alpha_q}}{\Gamma(\alpha_q + 1)} \frac{c^{\alpha_q} q(x, t)}{\partial t^{\alpha_q}} = -\lambda \left( \nabla T(x, t) + \frac{\tau^{\alpha_T}}{\Gamma(\alpha_T + 1)} \frac{c^{\alpha_T} \nabla T(x, t)}{\partial t^{\alpha_T}} \right)
\]  

(8)

To derive the heat conduction equation, the energy conservation equation was used:

\[
cp \frac{\partial T(x, t)}{\partial t} = -\nabla \cdot q(x, t) + Q(x, t)
\]  

(9)

where \( c \) is a specific heat of the medium, \( \rho \) is the density of the material, and the function \( Q(x, t) \) is a capacity of internal heat sources.

We needed to combine Equation (8) with Equation (9) to eliminate the heat flux vector. For this, on both sides of the Equation (8) we apply the divergence operator and we got the following equation:

\[
\nabla \cdot q(x, t) + \frac{\tau^{\alpha_q}}{\Gamma(\alpha_q + 1)} \frac{c^{\alpha_q} \nabla \cdot q(x, t)}{\partial t^{\alpha_q}} = -\nabla \left[ \lambda \left( \nabla T(x, t) + \frac{\tau^{\alpha_T}}{\Gamma(\alpha_T + 1)} \frac{c^{\alpha_T} \nabla T(x, t)}{\partial t^{\alpha_T}} \right) \right].
\]  

(10)

Then, from Equation (9) we determine the term of divergence and introduce it into Equation (8). Finally, we obtained the Fractional Dual-Phase Lag (FDPL) equation in the following form:

\[
cp \left[ \frac{\partial T(x, t)}{\partial t} + \frac{\tau^{\alpha_q}}{\Gamma(\alpha_q + 1)} \frac{c^{\alpha_q} \partial^{\alpha_q+1} T(x, t)}{\partial t^{\alpha_q+1}} \right] = \nabla \left[ \lambda \left( \nabla T(x, t) + \frac{\tau^{\alpha_T}}{\Gamma(\alpha_T + 1)} \frac{c^{\alpha_T} \nabla T(x, t)}{\partial t^{\alpha_T}} \right) \right] + Q(x, t) + \frac{\tau^{\alpha_q}}{\Gamma(\alpha_q + 1)} \frac{c^{\alpha_q} Q(x, t)}{\partial t^{\alpha_q}}
\]  

(11)

Equation (11) is complemented by the following initial conditions:

\[
T(x, t) \bigg|_{t=0} = T_0(x),
\]  

(12)

\[
\frac{\partial T(x, t)}{\partial t} \bigg|_{t=0} = T_1(x)
\]  

(13)
and by the appropriate boundary conditions that depend on the problem under consideration and the computational domain.

It should be noted that for $\alpha_r = \alpha_q = 1$, Equation (11) becomes the classical first-order dual-phase lag heat transfer equation [7]:

$$c_p \left( \frac{\partial T(x,t)}{\partial t} + \tau_q \frac{\partial^2 T(x,t)}{\partial t^2} \right) = \nabla \left[ \lambda \left( \nabla T(x,t) + \tau_r \frac{\partial \nabla T(x,t)}{\partial t} \right) \right] + Q(x,t) + \tau_q \frac{\partial Q(x,t)}{\partial t}$$  (14)

and for $\tau_r = \tau_q = 0$, Equation (11) reduces to the classical Fourier heat transfer equation:

$$c_p \frac{\partial T(x,t)}{\partial t} = \nabla \left[ \lambda \nabla T(x,t) \right] + Q(x,t).$$  (15)

### 3. Solution of 1D FDPL Equation

We searched for the solution of a 1D Cauchy problem in a whole-space domain, so $x = \{x\}$. Moreover, we assumed that $\lambda$ is constant and $Q(x,t) = 0$. For such a problem, the governing equation is written as:

$$c_p \left( \frac{\partial T(x,t)}{\partial t} + \frac{\tau_q}{\Gamma(\alpha_q + 1)} \frac{\partial^\alpha \nabla^\alpha T(x,t)}{\partial t^\alpha} \right) = \lambda \left( \frac{\partial^2 T(x,t)}{\partial x^2} + \frac{\tau_r}{\Gamma(\alpha_r + 1)} \frac{\partial^\alpha \nabla^\alpha T(x,t)}{\partial x^\alpha} \right)$$  (16)

for $-\infty < x < \infty$ and $t > 0$, and the initial-boundary conditions have the following form:

$$T(x,0) = \delta(x),$$

$$\frac{\partial T(x,t)}{\partial t} \bigg|_{t=0} = 0,$$

$$\lim_{|x| \to \infty} T(x,t) = 0$$  (19)

where $\delta$ is the Dirac delta function (useful property of this function is symmetry about the sign of its coordinate).

We introduce the following dimensionless variables:

$$\tau_{q}' = \frac{\tau_q}{\tau_{ref}},$$  (20)

$$\tau_r' = \frac{\tau_r}{\tau_{ref}},$$  (21)

$$t' = \frac{\Gamma(\alpha_r + 1)}{\tau_q^\alpha \tau_{ref}^\alpha - a_r} t = \frac{\Gamma(\alpha_r + 1)}{\tau_r^\alpha \tau_{ref}^\alpha - a_r} t,$$  (22)

$$x' = \sqrt{\frac{c_p \Gamma(\alpha_r + 1)}{\lambda \tau_r^\alpha \tau_{ref}^\alpha - a_r}} x = \sqrt{\frac{c_p \Gamma(\alpha_r + 1)}{\lambda \tau_q^\alpha \tau_{ref}^\alpha - a_q}} x$$  (23)

to eliminate the constant coefficients in Equation (16), where $\tau_{ref}$ is a reference time.

After this replacement of the variables, the partial derivatives in Equation (16) take the following forms:

$$\frac{\partial T(x,t)}{\partial t} = \frac{\Gamma(\alpha_r + 1)}{\tau_{q}'^\alpha \tau_{ref}^\alpha} \frac{\partial T(x',t')}{\partial t'},$$  (24)
\[
\frac{c \partial^{\alpha + 1} T(x,t)}{\partial t^{\alpha + 1}} = \left( \frac{\Gamma(\alpha + 1)}{\tau_{q}^{\alpha + \alpha_{r}}} \right) \frac{c \partial^{\alpha + 1} T(x',t')}{\partial t^{\alpha + 1}},
\]
(25)

\[
\frac{\partial^{2} T(x,t)}{\partial x^{2}} = \frac{c \partial^{\alpha} T(x,t)}{\partial t^{\alpha}},
\]
(26)

\[
\frac{c \partial^{\alpha \nu} \partial^{2} T(x,t)}{\partial t^{\alpha \nu} \partial x^{2}} = \frac{\Gamma(\alpha + 1) c \partial^{\alpha} \partial^{2} T(x',t')}{\lambda \tau_{q}^{\alpha + \alpha_{r}}},
\]
(27)

Next, we put derivatives (24)–(27) into Equation (16) and we obtained:

\[
\text{cp} \left( \frac{\Gamma(\alpha + 1) \partial T(x',t')}{\partial t^{\alpha}} + \frac{\tau_{q}}{\Gamma(\alpha + 1)} \frac{\Gamma(\alpha + 1) c \partial^{\alpha} \partial^{2} T(x',t')}{\partial t^{\alpha + 1}} \right) = \lambda \text{cp} \left( \frac{\Gamma(\alpha + 1) \partial^{2} T(x',t')}{\partial x^{2}} + \frac{\tau_{q}}{\Gamma(\alpha + 1)} \frac{\Gamma(\alpha + 1) c \partial^{\alpha} \partial^{2} T(x',t')}{\partial t^{\alpha + 1} \partial x^{2}} \right).
\]
(28)

After a few simplifications, we got the following equation:

\[
\frac{\partial^{2} T(x',t')}{\partial t^{\alpha} \partial x^{2}} + \frac{c \partial^{\alpha} \partial^{2} T(x',t')}{\partial t^{\alpha} \partial x^{2}} = \frac{\partial^{2} T(x',t')}{\partial x^{2}} + B \frac{c \partial^{\alpha} \partial^{2} T(x',t')}{\partial t^{\alpha} \partial x^{2}},
\]
(29)

where:

\[
B = \frac{\tau_{q}}{\Gamma(\alpha + 1)}. \]
(30)

The initial-boundary conditions take the following forms:

\[
T(x',0) = \delta(x'), \quad -\infty < x' < \infty,
\]
(31)

\[
\left. \frac{\partial T(x',t')}{\partial t} \right|_{t'=0} = 0, \quad -\infty < x' < \infty,
\]
(32)

\[
\text{lim}_{t' \to +\infty} T(x',t') = 0, \quad t' > 0.
\]
(33)

We determined a solution of the initial-boundary problem (29), (31)–(33) by using the Fourier–Laplace transform technique and we get the solution in the Fourier–Laplace space \((\alpha,s)\). Then, we applied the inverse Fourier–Laplace transform and we obtained a solution in space \((x',t')\).

Let \(L^{s} T(x',t') \) be the Laplace transform of \(T(x',t')\), where \(s\) is a complex parameter. Next, we utilized the following property of the Laplace transform of the Caputo fractional derivative [15]:

\[
L^{s} \left( \frac{\partial^{\alpha} T(x',t')}{\partial t^{\alpha}} \right) = s^{\alpha} T(x',s) - \sum_{k=0}^{m-1} \frac{s^{\alpha-k}}{\Gamma(\alpha-k)} \left[ \frac{\partial^{k} T(x',t')}{\partial t^{k}} \right]_{t'=0}, \quad m-1 < \alpha \leq m, \quad m \in \mathbb{N}.
\]
(34)

After applying the Laplace transformation to Equation (29) we received the equation:
\[ s \overline{T}(x', s) - T(x', 0) + s^{n+1} \overline{T}(x', s) - s^n T(x', 0) - s^{n+1} \frac{\partial T(x', t')}{\partial t'} \bigg|_{t'=0} = \frac{\partial^2 \overline{T}(x', s)}{\partial x'^2} + B s^n \frac{\partial^2 T(x', s)}{\partial x'^2} - B s^{n+1} \frac{\partial^2 \delta(x')}{\partial x'^2}. \]  

(35)

Next, using the initial conditions (31)–(32) we obtained the following equation:

\[ s \overline{T}(x', s) - \delta(x') + s^{n+1} \overline{T}(x', s) - s^n \delta(x') \]

\[ = \frac{\partial^2 \overline{T}(x', s)}{\partial x'^2} + B s^n \frac{\partial^2 T(x', s)}{\partial x'^2} - B s^{n+1} \frac{\partial^2 \delta(x')}{\partial x'^2}. \]  

(36)

After simplifying the Equation (36), we got:

\[
(s + s^{n+1}) \overline{T}(x', s) = \left( B s^n + 1 \right) \frac{\partial^2 \overline{T}(x', s)}{\partial x'^2} - B s^{n+1} \frac{\partial^2 \delta(x')}{\partial x'^2} + \left( s^n + 1 \right) \delta(x').
\]  

(37)

In the next step, we took the Fourier transform to Equation (37). Let \( \mathcal{F}\{\overline{T}(x', s)\}(\omega) = \hat{T}(\omega, s) \). Moreover, considering the boundary condition (33), we received:

\[ \mathcal{F}\left[ \frac{\partial^2 \overline{T}(x', s)}{\partial x'^2} \right](\omega) = -\omega^2 \hat{T}(\omega, s) \]  

(38)

and also:

\[ \mathcal{F}\{\delta(x')\}(\omega) = 1, \]  

(39)

\[ \mathcal{F}\left[ \frac{\partial^2 \delta(x')}{\partial x'^2} \right](\omega) = -\omega^2. \]  

(40)

After that, Equation (37) takes the next form:

\[
(s + s^{n+1}) \hat{T}(\omega, s) = -\omega^2 \left( B s^n + 1 \right) \hat{T}(\omega, s) + B s^{n+1} \omega^2 + s^n + 1.
\]  

(41)

We solved Equation (41) with respect to \( \hat{T}(\omega, s) \) and we got:

\[ \hat{T}(\omega, s) = \frac{s^{n+1} + 1 + \omega^2 B s^n - 1}{s^{n+1} + s + \left( B s^n + 1 \right) \omega^2}. \]  

(42)

Thus, the partial differential Equation (29) was converted to the easily solved algebraic equation. Subsequently, we should find the inverse Fourier transform of Equation (42). In order to be able to use the known inverse transformations [18] like:

\[ \mathcal{F}^{-1}\left\{ \frac{1}{\omega^2 + a^2} \right\}(x') = \frac{1}{2a} \exp(-a|x'|) \quad \text{for} \quad a > 0 \]  

(43)

and

\[ \mathcal{F}^{-1}\{1\}(x') = \delta(x') \]  

(44)

we transformed Equation (42) to the next form:
\[
\hat{T}(\omega, s) = \frac{s^\alpha + 1}{(Bs^\alpha + 1)^2} \frac{1}{s(s^\alpha + 1) + \frac{B^\alpha - 1}{Bs^\alpha + 1}}
\]  

(45)

After that, by using (43)–(45), we obtained:

\[
\tilde{T}(x', s) = \mathcal{L}^{-1} \left[ \hat{T}(\omega, s) \right](x') = \frac{s^\alpha + 1}{(Bs^\alpha + 1)^2} \frac{1}{s(s^\alpha + 1) + \frac{B^\alpha - 1}{Bs^\alpha + 1}} \exp \left( -|x'| \sqrt{\frac{s(s^\alpha + 1)}{Bs^\alpha + 1}} \right) + \frac{B^\alpha - 1}{Bs^\alpha + 1} \delta(x')
\]  

(46)

To receive the solution of Equation (29), we applied the inverse Laplace transform

\[
T(x', t') = \mathcal{L}^{-1} \left[ \tilde{T}(x', s) \right](t') = \frac{s^\alpha + 1}{(Bs^\alpha + 1)^2} \frac{1}{s(s^\alpha + 1) + \frac{B^\alpha - 1}{Bs^\alpha + 1}} \exp \left( -|x'| \sqrt{\frac{s(s^\alpha + 1)}{Bs^\alpha + 1}} \right) + \frac{s^\alpha + 1}{s^\alpha + B^\alpha} \delta(x')(t')
\]  

(47)

Finding the inverse Laplace transform (especially the first term) expressed by the known analytical functions seems to be a very hard task. We simplified this problem by expanding this transform in some series and applying the operator \( \mathcal{L}^{-1} \) term by term.

First, we used the power series expansion for exponential function \( \exp(z) = \sum_{k=0}^{\infty} z^k / k! \):

\[
\frac{1}{2s(Bs^\alpha + 1)} \sqrt{\frac{s(s^\alpha + 1)}{Bs^\alpha + 1}} \exp \left( -|x'| \sqrt{\frac{s(s^\alpha + 1)}{Bs^\alpha + 1}} \right) = \frac{1}{2s(Bs^\alpha + 1)} \sum_{k=0}^{\infty} \frac{(-|x'|)^k}{k!} \left( \frac{s(s^\alpha + 1)}{Bs^\alpha + 1} \right)^{\frac{k+1}{2}} - \frac{1}{2s(Bs^\alpha + 1)} \sum_{k=0}^{\infty} \frac{(-|x'|)^k}{k!} \left( \frac{s(s^\alpha + 1)}{Bs^\alpha + 1} \right)^{\frac{k+1}{2}} = ...
\]  

(48)

and next, for the binomial occurring in the numerator of (48), we used binomial expansion for fractional exponent: \( (z+1)^n = z^n (1+z^{-1})^n = z^n \sum_{j=0}^{n} \binom{\alpha}{j} z^{-j} = \sum_{j=0}^{n} \frac{\Gamma(\alpha + 1)}{\Gamma(\alpha - j + 1)} j! z^{-j} \), for \( |z| > 1 \). Hence, we have:

\[
(s^\alpha + 1)^{\frac{k+1}{2}} = \sum_{j=0}^{n} \frac{\Gamma\left(\frac{k+1}{2} + 1\right)}{j! \Gamma\left(\frac{k+1}{2} + 1 - j\right)} s^{\frac{k+1}{2} - j}, \text{ for } |s| > 1.
\]  

(49)

After inserting Equation (49) into Equation (48) and after transformations we obtained:
\[
\sum_{k=0}^{n} \binom{n}{k} \left( -\frac{1}{k!} \right)^k \Gamma \left( \frac{k+1}{2} + 1 \right) \sum_{j=0}^{k} \frac{\Gamma \left( \frac{k+1}{2} + 1 - j \right)}{j!} \frac{\alpha \left( \frac{k+1}{2} \right)^j (k+1)_j}{(k+1)_j} s^{-\left( \frac{k+1}{2} \right)^j (k+1)_j} \frac{e^s}{(s+s_j)_j}. \tag{50}
\]

Now, using the linearity property of the inverse Laplace transform, we needed to find this transform of the last factor in Formula (50). We considered two cases.

Case for \( B > 0 \): Let us recall the inverse Laplace transform of the generalized Mittag–Leffler function [1]:

\[
\mathcal{L}^{-1} \left\{ \frac{s^\alpha - \beta}{(s^n + a)^{\alpha + \beta}} \right\} (t) = t^{\beta-1} E_{\alpha,\beta} \left( -at^\beta \right), \text{ for } \Re(s) > |a|^{1/\alpha}
\tag{51}
\]

where:

\[
E_{\alpha,\beta} (z) = \sum_{n=0}^{\infty} \frac{\Gamma (\alpha + n)}{\Gamma (\alpha + \beta) n!} z^n, \quad \alpha, \beta > 0
\tag{52}
\]

By applying this formula to the last factor in Equation (50), we obtained:

\[
\mathcal{L}^{-1} \left\{ \frac{s^\alpha - \beta}{(s^n + a)^{\alpha + \beta}} \right\} (t) = \frac{1}{B^{\frac{k+1}{2} + 1}} \mathcal{L}^{-1} \left\{ \frac{s^\alpha - \beta}{(s^n + a)^{\alpha + \beta}} \right\} (t')
\]

\[
= \frac{t^\alpha}{B^{\frac{k+1}{2} + 1}} \mathcal{L}^{-1} \left\{ \frac{s^\alpha - \beta}{(s^n + a)^{\alpha + \beta}} \right\} \left( \frac{-t^{e\gamma}}{B} \right)
\tag{53}
\]

The inverse Laplace transform for the second term in Equation (47) can be expressed using the Mittag-Leffler function \( E_\alpha (z) = E_{\alpha,1} (z) \) [1,19]:

\[
\mathcal{L}^{-1} \left\{ \frac{s^\gamma - \gamma}{s^n + B^n} \right\} (t) \cdot \delta (\gamma') = E_{\alpha,1} \left( \frac{-t^{\gamma'}}{B} \right) \delta (\gamma') = \delta (\gamma') \cdot \sum_{n=0}^{\infty} \frac{1}{\Gamma (\alpha, n+1)} \left( \frac{-t^{\gamma'}}{B} \right)^n.
\tag{54}
\]

Combining Equation (53) with Equation (50), and putting it together with Equation (54) into Equation (47) we got:

\[
T(x',t') = \frac{1}{2^k \times k!} \sum_{a=0}^{\infty} \left( -\frac{1}{k!} \right)^k \Gamma \left( \frac{k+1}{2} + 1 \right) \sum_{j=0}^{k} \frac{\Gamma \left( \frac{k+1}{2} + 1 - j \right)}{j!} \frac{\alpha \left( \frac{k+1}{2} \right)^j (k+1)_j}{(k+1)_j} \frac{e^s}{(s+s_j)_j} \times
\]

\[
\times \sum_{a=0}^{\infty} \frac{\Gamma \left( \frac{k+1}{2} + 1 + n \right)}{\Gamma \left( \alpha, n+1 \right)} \left( \frac{-t^{\gamma'}}{B} \right)^n \left( \frac{1}{\Gamma (\alpha, n+1)} \left( \frac{-t^{\gamma'}}{B} \right)^n \right)^n + \delta (\gamma') \cdot \sum_{a=0}^{\infty} \frac{1}{\Gamma (\alpha, n+1)} \left( \frac{-t^{\gamma'}}{B} \right)^n \tag{55}
\]

and after a few simplifications, finally we obtained the solution in the following form:
\[
T(x', t') = \frac{t'^{\alpha_x}}{2B^{3/2}} \sum_{k=0}^{\infty} \sum_{j=0}^{\infty} \frac{t'^{\alpha_y} - \alpha_y - 1}{k!} \left( -\frac{k+1}{2j} \right)^n \frac{t'^{\alpha_y}}{\Gamma\left( \frac{k+3}{2} - j \right)}
\]

(56)

\[
\sum_{n=0}^{\infty} \frac{\Gamma\left( \frac{k+3}{2} - n \right)}{n! \Gamma\left( \alpha_x, n + \left( \alpha_x - \alpha_y - \frac{1}{2} \right) + \alpha_y + 1 \right)} \left( \frac{t'^{\alpha_y}}{B} \right)^n + \delta(x') \sum_{n=0}^{\infty} \frac{1}{\Gamma(\alpha_x, n + 1)} \left( \frac{-t'^{\alpha_y}}{B} \right)^n
\]

Case for \( B = 0 \): Here, simultaneously the parameter \( \tau_x = \tau_x' = 0 \) must be assumed. Hence, by analogy to the previous case, Equation (47) simplified to the following form:

\[
T(x', t') = \mathcal{L}^{-1} \left\{ \frac{1}{2s} \sqrt{s} \left( s^{\alpha_x} + 1 \right) \exp \left( -s \sqrt{s} \left( s^{\alpha_x} + 1 \right) \right) \right\} (t')
\]

\[
= \frac{1}{2s} \sum_{k=0}^{\infty} \frac{\Gamma\left( \frac{k+1}{2} \right)}{k!} \sum_{j=0}^{\infty} \frac{\Gamma\left( \frac{k+1}{2} + 1 - j \right)}{\Gamma\left( \frac{k+1}{2} + 1 - j \right)} \mathcal{L}^{-1} \left\{ \frac{\alpha_x j \left( \frac{k+1}{2} - j \right) + \alpha_y - 1}{\Gamma\left( \frac{k+1}{2} - j \right)} \right\} (t')
\]

(57)

and after applying the inverse Laplace transform, we obtained:

\[
T(x', t') = \frac{1}{2s} \sum_{k=0}^{\infty} \frac{\left( -s \right)^j}{k!} \sum_{j=0}^{\infty} \frac{\Gamma\left( \frac{k+1}{2} + 1 - j \right)}{\Gamma\left( \frac{k+1}{2} + 1 - j \right)} t'^{\alpha_x, \alpha_y - \frac{1}{2} - j}
\]

(58)

Remarks to Perform Calculations: The infinite series occurring in Equations (56) and (58) can be replaced by partial sum (with the acceptable error). One can directly assume in calculations that \( 1/\Gamma(z) = 0 \), for \( z = 0, -1, -2, \ldots \). The series can be slowly convergent for large values of \( x' \) and \( t' \). The solutions can be also directly determined using Formula (47), where to find the inverse Laplace transform, numerical methods can be used. Here, we recommend using the high precision numerical method developed by de Hoog et al. [20] which is based on the Fourier-series quadrature-type approximation to the Bromwich contour integral (with non-linear series acceleration).

4. Examples of Computations

The solution presented in the Section 3, was be used to investigate the effect of the time-fractional order of the Caputo derivatives (\( \alpha_x \) and \( \alpha_y \)) as well as the phase-lag parameters (\( \tau_x' \) and \( \tau_y' \)) on the temperature distribution in the 1D domain. Two examples are presented. Note that the numerical calculations in all examples were performed for the non-dimensional variables given by Equations (20)–(23).

The first example concerns the effect of the time-fractional order of the both Caputo derivatives on the temperature distribution. The time-history’s temperatures in selected points \( x' \) are presented in Figures 1–8. The graphs in each figure are done for fixed values of lags parameters \( \tau_x', \tau_y' \) and for: fixed values of order \( \alpha_x \) and various values of order \( \alpha_y \) (Figures 1–4) or fixed values of order \( \alpha_y \) and various values of order \( \alpha_x \) (Figures 5–8).
Figure 1. Temperature distribution for $\alpha_r \in \{0.4, 0.6, 0.8, 1\}$, $\alpha_q = 1$, $\tau_r' = 1$, $\tau_q' = 1$ and: (a) $x' = 0.01$, (b) $x' = 0.2$, (c) $x' = 1$, (d) $x' = 5$.

Figure 2. Temperature distribution for $\alpha_r \in \{0.4, 0.6, 0.8, 1\}$, $\alpha_q = 0.6$, $\tau_r' = 1$, $\tau_q' = 1$ and: (a) $x' = 0.01$, (b) $x' = 0.2$, (c) $x' = 1$, (d) $x' = 5$. 
Figure 3. Temperature distribution for $\alpha_T \in \{0.4, 0.6, 0.8, 1\}$, $\alpha_q = 0.8$, $\tau_T = 1$, $\tau_q = 5$ and: (a) $x' = 0.01$, (b) $x' = 0.2$, (c) $x' = 1$, (d) $x' = 5$.

Figure 4. Temperature distribution for $\alpha_T \in \{0.4, 0.6, 0.8, 1\}$, $\alpha_q = 0.8$, $\tau_T = 1$, $\tau_q = 5$ and: (a) $x' = 0.01$, (b) $x' = 0.2$, (c) $x' = 1$, (d) $x' = 5$. 
Figure 5. Temperature distribution for $\alpha_q \in \{0.4,0.6,0.8,1\}$, $\alpha_y = 1$, $\tau'_y = 1$, $\tau_y = 1$ and: (a) $x' = 0.01$, (b) $x' = 0.2$, (c) $x' = 1$, (d) $x' = 5$.

Figure 6. Temperature distribution for $\alpha_q \in \{0.4,0.6,0.8,1\}$, $\alpha_y = 0.6$, $\tau'_y = 1$, $\tau_y = 1$ and: (a) $x' = 0.01$, (b) $x' = 0.2$, (c) $x' = 1$, (d) $x' = 5$. 
Figure 7. Temperature distribution for \( \alpha_y \in \{0.4, 0.6, 0.8, 1\} \), \( \alpha_r = 0.8 \), \( \tau_y = 1 \), \( \tau_q^* = 5 \) and: (a) \( x' = 0.01 \), (b) \( x' = 0.2 \), (c) \( x' = 1 \), (d) \( x' = 5 \).

Figure 8. Temperature distribution for \( \alpha_y \in \{0.4, 0.6, 0.8, 1\} \), \( \alpha_r = 0.8 \), \( \tau_y = 1 \), \( \tau_q^* = 1 \) and: (a) \( x' = 0.01 \), (b) \( x' = 0.2 \), (c) \( x' = 1 \), (d) \( x' = 5 \).
In the second example, there is a numerical investigation presented of the effect of lag parameters on distribution of temperature. The changes of temperature are analyzed for selected orders $\alpha_x$ and $\alpha_y$ in Figures 9–15. The graphs presented in each figure are done for fixed points $x'$ and for: fixed values of lag parameter $\tau_q$ and various values of lag parameter $\tau_T$ (Figures 9–12) or fixed values of lag parameter $\tau_T$ and various values of lag parameter $\tau_q$ (Figures 13–16).

Figure 9. Temperature distribution for $\tau_T \in \{0, 0.5, 1, 2\}$, $x'=1$, $\tau_q'=1$ and: (a) $\alpha_x = 1$ , $\alpha_y = 1$ , (b) $\alpha_x = 0.6$ , $\alpha_y = 1$ , (c) $\alpha_x = 0.6$ , $\alpha_y = 0.6$ , (d) $\alpha_x = 1$ , $\alpha_y = 0.6$ .
Figure 10. Temperature distribution for $\tau_x' \in \{0, 0.5, 1, 2\}$, $x' = 1$, $\tau_y' = 2$ and: (a) $\alpha_x = 1$, $\alpha_y = 1$, (b) $\alpha_x = 0.6$, $\alpha_y = 1$, (c) $\alpha_x = 0.6$, $\alpha_y = 0.6$, (d) $\alpha_x = 1$, $\alpha_y = 0.6$.

Figure 11. Temperature distribution for $\tau_x' \in \{0, 0.5, 1, 2\}$, $x' = 1$, $\tau_y' = 0.5$ and: (a) $\alpha_x = 1$, $\alpha_y = 1$, (b) $\alpha_x = 0.6$, $\alpha_y = 1$, (c) $\alpha_x = 0.6$, $\alpha_y = 0.6$, (d) $\alpha_x = 1$, $\alpha_y = 0.6$. 
Figure 12. Temperature distribution for $\tau_y' \in \{0.0, 0.5, 1, 2\}$, $x' = 1$, $\tau_y' = 0.1$ and: (a) $\alpha_y = 1$, $\alpha_y = 1$, (b) $\alpha_y = 0.6$, $\alpha_y = 1$, (c) $\alpha_y = 0.6$, $\alpha_y = 0.6$, (d) $\alpha_y = 1$, $\alpha_y = 0.6$.

Figure 13. Temperature distribution for $\tau_y' \in \{0.1, 0.5, 1, 2\}$, $x' = 1$, $\tau_y' = 1$ and: (a) $\alpha_y = 1$, $\alpha_y = 1$, (b) $\alpha_y = 0.6$, $\alpha_y = 1$, (c) $\alpha_y = 0.6$, $\alpha_y = 0.6$, (d) $\alpha_y = 1$, $\alpha_y = 0.6$. 
Figure 14. Temperature distribution for $\tau' \in \{0.1, 0.5, 1, 2\}$, $x' = 1$, $\tau_y = 2$ and: (a) $\alpha_x = 1$, $\alpha_y = 1$, (b) $\alpha_x = 0.6$, $\alpha_y = 1$, (c) $\alpha_x = 0.6$, $\alpha_y = 0.6$, (d) $\alpha_x = 1$, $\alpha_y = 0.6$.

Figure 15. Temperature distribution for $\tau' \in \{0.1, 0.5, 1, 2\}$, $x' = 1$, $\tau_y = 0.5$ and: (a) $\alpha_x = 1$, $\alpha_y = 1$, (b) $\alpha_x = 0.6$, $\alpha_y = 1$, (c) $\alpha_x = 0.6$, $\alpha_y = 0.6$, (d) $\alpha_x = 1$, $\alpha_y = 0.6$. 
Remarks on Solutions: In the presented examples, the cases of solutions for \( \tau_q^* = 0 \) have been omitted (the considered Equation (16) for \( \tau_q^* = 0 \) becomes the parabolic type equation and its solution takes on another special form). Assuming \( \tau_q^* = 0 \) then the parameter \( B = 0 \) and hence the solutions \( T(x',t') \) in dimensionless variables do not depend on the values of parameter \( \tau_q^* \). It can be seen in the above plots, that in the solutions for \( \tau_q^* = 0 \) and \( \alpha_q = 1 \) (this case corresponds to the classical Cattaneo equation), the characteristics peaks (the Dirac delta) are at the front of the thermal wave (considering the assumed initial conditions here). Analyzing all of the solutions presented in the plots (i.e., the changes of temperature in time at selected points of domain were determined depending on 4 parameters: \( \tau_q^*, \tau_q^*, \alpha_q, \alpha_q \)), one can conclude that the largest differences in the course of solutions (temperatures) occur in the initial period of time \( t' \), while if \( t' \to \infty \) then the differences resulting from the influence of the parameters \( \tau_q^*, \alpha_q, \alpha_q \) disappear. In order to verify the correctness of the solutions for the given initial conditions, we additionally determined numerically the value of integral which should be equal to \( \int_{-\infty}^{\infty} T(x',t')dx' = 1 \) for \( t' \geq 0 \) and this property was satisfied in all cases for the parameters.

5. Conclusions

In this work, the fractional model of heat conduction has been presented. This model can be regarded as a generalization of the classical DPLM in which two additional parameters \( \alpha_q \in (0,1] \) and \( \alpha_T \in (0,1] \) are present. The fractional model allows one to obtain new feature solutions. A fundamental solution (also known as full-space Green’s function) of the fractional dual-phase-lag heat conduction problem was derived and presented. The Cauchy problem (in a whole-space domain) to the 1D FDPL equation was considered. The symmetry in the initial data (here expressed by the Dirac delta function) is carried through to the same symmetry in the fundamental solution about the point \( x = 0 \). The time-fractional differential equation was solved by using the Fourier–Laplace transform technique. The numerical calculations were performed by using the method which is based on the Fourier-series quadrature-type approximation to the Bromwich contour integral. Computational examples aimed to investigate the effect of the time-fractional derivative order and the phase-lag parameters on the temperature distribution. The fundamental solution has to do with bounded domains, where different Green’s functions must be found. A useful trick is to use symmetry to construct such Green’s functions on a semi-infinite domain from the derived Green’s function on the whole domain (this method is often called the method of images).
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