Interpretation of scanning tunneling quasiparticle interference and impurity states in cuprates
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We apply a recently developed method combining first principles Wannier functions with solutions to the Bogoliubov-de Gennes equations to the problem of interpreting STM data in cuprate superconductors. We show that the observed images of Zn on the surface of Bi\textsubscript{2}Sr\textsubscript{2}CaCu\textsubscript{2}O\textsubscript{8} can only be understood by accounting for the tails of the Cu Wannier functions, which include significant weight on apical O sites in neighboring unit cells. This calculation thus puts earlier crude “filter” theories on a microscopic foundation and solves a long standing puzzle. We then study quasiparticle interference (QPI) phenomena induced by out-of-plane weak potential scatterers, and show how patterns long observed in cuprates can be understood in terms of the interference of Wannier functions above the surface. Our results show excellent agreement with experiment and enable a better understanding of novel phenomena in the cuprates via STM imaging.

PACS numbers: 74.20.-z, 74.70.Xa, 74.62.En, 74.81.-g

Scanning tunneling microscopy (STM) methods were applied to cuprates relatively early on (for reviews see Ref. [1,2]), but dramatic improvements in energy and spatial resolution led to a new set of classic discoveries in the early part of the last decade, giving for the first time a truly local picture of the superconducting and pseudogap states at low temperatures. These measurements revealed gaps that were much more inhomogeneous than had previously been anticipated\textsuperscript{3–6}, exhibited localized impurity resonant states\textsuperscript{7,8}, and gave important clues to the nature of competing order\textsuperscript{9–13}. More recently, STM has again been at the forefront of studies of inhomogeneities, this time as a real space probe of intra-unit cell charge ordering visible in the underdoped systems\textsuperscript{14}. Yet because many of these fascinating phenomena exhibited important characteristic modulations at the atomic scale, a full description in terms of the highly successful semiclassical theory of superconductivity, which integrates out such fine scale information, is not possible. While a microscopic description is available in terms of the Bogoliubov de-Gennes equations, such calculations are always performed on a lattice with sites centered on the Cu atoms, thus do not contain intra-unit cell information.

The simplest example of a problem that can arise because of the deficiencies of theory in this regard is that of the Zn impurity substituting for Cu in Bi\textsubscript{2}Sr\textsubscript{2}CaCu\textsubscript{2}O\textsubscript{8} (BSCCO), a cuprate material which cleaves well in vacuum, leaving atomically smooth surfaces ideal for STM. The observation of a spectacularly sharp impurity resonance at the impurity site\textsuperscript{7–8} was an important local confirmation of unconventional pairing in the cuprates, since the nonmagnetic potential cannot create a bound state in a conventional s-wave system. The differential conductance map near the impurity exhibits a cross-shaped real-space conductance map at resonance, as expected for a pointlike potential scatterer in a d-wave superconductor, see Fig. 1(c). Upon closer examination, however, the pattern deviates from the expected theoretical one on the Cu square lattice in some important respects\textsuperscript{15,16}. First, it displays a central maximum on the impurity site, unlike simple models, which have a minimum (Fig. 1(a)). Second, the longer range intensity tails are rotated 45 degrees from the nodal directions of the d-wave gap, where such long quasiparticle decay lengths are expected. There is still no consensus on the origin of this pattern, which has been discussed in terms of nolocal Kondo correlations\textsuperscript{17}, postulated extended potentials\textsuperscript{18–20}, Andreev phase impurities\textsuperscript{21}, and “filter effects”, which assume that the tunneling process from the surface to the impurity through several insulating layers involves atomic states in several neighboring unit cells\textsuperscript{22,23}. So far, these theories have been expressed entirely in terms of phenomenological effective hoppings in the Cu tight-binding model. First principles calcu-
lations for Zn in BSCCO in the normal state provide some evidence in support of the filter picture, but until recently there has been no way to include both superconductivity and the various atomic wave functions extending into the barrier layers responsible for the filter. In Ref. [25], Nieminen et al. investigated the conductance spectrum in the BSCCO system using a Wannier-based analysis, and showed that it could be decomposed in a series of tunneling paths, as postulated by the earlier crude proposals. At present it is not clear how these ideas apply to inhomogeneous problems, nor how universal this mechanism is, particularly since similar conductance maps have been imaged in several different cuprate materials possessing chemically quite different insulating barriers.

The vast amount of STM data on cuprate surfaces has often been distilled using the QPI, or Fourier transform STM spectroscopy technique, one of the most important modern techniques for unraveling the origin of high temperature superconductivity. This probe is sensitive to the wavelengths of Friedel oscillations caused by disorder, which then in principle contain information on the electronic structure of the pure system. Some evidence in support of the filter picture, but until recently there has been no way to include both superconductivity and the various atomic wave functions extending into the barrier layers responsible for the filter. In Ref. [25], Nieminen et al. investigated the conductance spectrum in the BSCCO system using a Wannier-based analysis, and showed that it could be decomposed in a series of tunneling paths, as postulated by the earlier crude proposals. At present it is not clear how these ideas apply to inhomogeneous problems, nor how universal this mechanism is, particularly since similar conductance maps have been imaged in several different cuprate materials possessing chemically quite different insulating barriers.

Model. The starting point of our investigation is first principles calculations of a Bi$_2$Sr$_2$CaCu$_2$O$_8$ surface (Fig. 2(a)) that yield a one band tight-binding lattice model for the non-interacting electrons with Hamiltonian $H_0 = \sum_{RR'\sigma} t_{RR'} c_{R\sigma}^\dagger c_{R'\sigma} - \mu_0 \sum_{R\sigma} c_{R\sigma}^\dagger c_{R\sigma}$, where $t_{RR'}$ are hopping elements between unit cells labeled R and R', and $\mu_0$ is the chemical potential, and a Wannier basis $w_R(r)$ with r describing the continuum position. The Wannier function is primarily of Cu-$d_{x^2-y^2}$ character with in-plane oxygen p-orbital contributions, as can be seen in the isosurface plots for large values of the wavefunction, Fig. 2(b). However, it also contains contributions from atomic wave functions in neighboring elementary cells, in particular those from the apical oxygen atoms above the Cu plane, Fig. 2(c). These are the main source of the large lobes above the neighboring Cu atoms at the position of the STM tip above the Bi-O plane, Fig. 2(d). There is no weight, however, directly above the center Cu, see Fig. 2(d). This can be understood from the fact that the hybridization of the Cu-$d_{x^2-y^2}$ orbital with apical O-p and Bi-p orbitals in the same unit cell is forbidden by symmetry. In order to account for correlation effects at low energies, we use a mass renormalization factor of $Z = 3$ to scale down all hoppings such that the Fermi velocities approximately match the experimentally observed values and fix the

---

**FIG. 2.** (color online) (a) Elementary cell used in first principles calculation to obtain the electronic structure on the Bi$_2$Sr$_2$CaCu$_2$O$_8$ surface. Isosurface plots of the Cu-$d_{x^2-y^2}$ Wannier function at (b) 0.05 bohr$^{-3/2}$, (c) 0.005 bohr$^{-3/2}$ and (d) 0.0002 bohr$^{-3/2}$. Arrows indicate nearest neighbor apical O tails and red and blue indicate sign of the Wannier function.
chemical potential to be at optimal doping, \( n = 0.85 \).

Next, we solve the inhomogeneous mean field BdG equations for the full Hamiltonian of a superconductor in presence of an impurity

\[
H = H_0 + H_{BCS} + H_{\text{imp}},
\]

where the \( d \)-wave pairing interaction \( \Gamma_{RR'} \) enters the calculation of the superconducting order parameter via \( \Delta_{RR'} = \Gamma_{RR'} \langle c_{R\sigma} c_{R'\sigma}^\dagger \rangle \) and gives rise to the second term \( H_{BCS} = -\sum_{R,R'} \Delta_{RR'} c_{R\sigma}^\dagger c_{R'\sigma}^\dagger + H.c. \), while the third term is just a nonmagnetic impurity at lattice position \( R' \), e.g. \( H_{\text{imp}} = \sum_{\sigma} V_{\text{imp}} \sum_{\sigma} c_{R\sigma}^\dagger c_{R\sigma}^\dagger \). From the BdG eigenvalues \( E_{n\sigma} \) and eigenvectors \( v_{n\sigma} \) and \( v_{n\sigma} \) we can construct the usual retarded lattice Green’s function

\[
G_\sigma(R, R'; \omega) = \sum_n \left( \frac{\langle n\sigma | \omega - E_{n\sigma} + i0^+ | n\sigma \rangle}{\omega - E_{n\sigma} + i0^+} + \frac{\langle n\sigma | -\omega - E_{n\sigma} - i0^+ | n\sigma \rangle}{\omega + E_{n\sigma} - i0^+} \right),
\]

and the corresponding continuum Greens function\(^{37}\)

\[
G(r, r'; \omega) = \sum_{R, R'} \langle R, R'; \omega \rangle w_R(r) w_{R'}^*(r'),
\]

by a simple basis transformation from the lattice operators \( c_{R\sigma} \) to the continuum operators \( \psi_\sigma(r) = \sum_R c_{R\sigma} w_R(r) \) where the Wannier functions \( w_R(r) \) are the matrix elements. The continuum Green’s functions can now be used to either calculate the LDOS \( \rho(r, \omega) \equiv -\frac{1}{\pi} \text{Im} \langle G(r,r;\omega) \rangle \) as measured in STS experiments\(^{39}\) or obtain the QPI patterns by a Fourier transform.

**Zn Impurity.** A Zn impurity substituting for Cu in BSCCO produces a strong attractive potential which we simply model by an on-site -5 eV potential. Shown are sites far from the impurity (black), at the impurity site (black, dashed) and on the nearest neighbor site (orange [light gray]), calculated with a tetrahedron method using 40 \( \times \) 40 supercells and (b) for a weak impurity scatterer with \( V_{\text{imp}} = 0.3 \) eV as used for the QPI analysis.

This result with the experimental conductance map shown in Fig. 1(c), one sees a large discrepancy, because in experiments the LDOS is enhanced at the impurity and decreased on the on the NN site. As pointed out in Refs.\(^{22,23}\), the problem lies in the consideration of the Cu lattice sites far from the BiO surface. The correct quantity to study is the continuum LDOS \( \rho(r, \Omega_0) \) at the height of the STM tip which we assume to be at \( z = 5 \) \( \AA \) above the BiO surface. The continuum LDOS obtained using Eq. (3) presented in Fig. 1(b) indeed shows a maximum on the impurity site, originating from adding the NN apical oxygen tails of the Cu Wannier functions adjacent to the Zn site, and longer range intensity tails that are rotated 45 degrees from the nodal directions of the \( d \)-wave gap, in excellent agreement with the experimental observation as taken from Ref.\(^{[8]} \) (Fig. 1(c)). Finer resolution resonances reported in Ref.\(^{[40]} \) are also extremely similar to our calculations. While this is crudely the same agreement reported by “filter”-type theories\(^{22,23}\), our calculation allows many further properties of the pattern to be recognized and provides a simple explanation of why they work. As in Ref.\(^{[24]} \), the theory allows us to compare the LDOS in the CuO\(_2\) plane to that detected at the surface, but now also includes the redistribution of spectral weight (into e.g. coherence peaks and impurity bound states) caused by the opening of the superconducting gap.

**QPI.** QPI patterns in BSCCO are generated by several different types of disorder, believed to consist primarily of out-of-plane defects such as interstitial oxygens or site switching of Bi and Sr atoms, whose potentials are not known microscopically. To account for these defects, we employ a weak potential scatterer on the Cu site with \( V_{\text{imp}} = 0.3 \) eV and calculate the lattice LDOS and the continuum LDOS \( \rho(r, \omega) \), both of which show only redistribution of spectral weight close to the impurity, compare Fig. 3(b).

Calculating the Fourier transform of the conductances \( g(r, \omega) \propto |\rho(r, \omega)|^2 \) in order to obtain the conductance maps \( g(q, \omega) \) one is immediately faced with the prob-
lem that the lattice LDOS only contains information on length scales $\geq a$. Thus, the maps only extend in $q$-space to the first Brillouin zone $[-\pi/a\ldots\pi/a]$, while the Fourier transform of the continuum LDOS is not restricted in this way. The Fourier transformed maps have often been analyzed in terms of the “octet” model, which predicts a set of seven scattering vectors connecting hot spots at a given energy. To compare to our result, we use the quasiparticle energies of our homogeneous superconductor to derive the expected QPI pattern. Fig. 4 shows the calculated conductance maps $g(q,\omega)$ at $\omega = 24$ meV for (a) the lattice model (BdG) and (b) the Wannier method (BdG+W) where the $q$-vectors from the octet model have been marked by circles. In the BdG-only result, a few of the spots are reproduced, others are absent and more importantly, the large $q$-vectors are not accessible with the lattice model. In contrast, the map generated from the Wannier method (BdG+W) shows a much better agreement with the octet model where all spots can be identified and no artificial spots appear. A full scan of energies to visually highlight the dispersive features of the spots can be seen as an animation in the Supplemental Material. Different weights of the spots, their shape or slight displacements in momentum space can be attributed to matrix element effects of scattering as well as the fact that scattering mainly occurs from and to a finite region in $k$-space, while the octet model only specifies a single $k$-point to construct the allowed scattering vectors. Note further that it is mathematically not possible to obtain the BdG+W maps from the corresponding BdG maps since the latter also contain nonlocal contributions, as explained in Ref. [37].

In order to compare more closely to experiment, we follow Ref. [14] and simulate the maps of the differential conductance ratios $Z(q,\omega)$ as well as the energy integrated maps $\Lambda(q)$ for both approaches, see definition in the Supplemental Material. Fig. 5 (a-c) show the $Z$-maps of both methods side by side to an experimental result demonstrating the improvement of our method (BdG+W) compared to the lattice BdG. Similarly, we compare maps of the integrated ratio $\Lambda(q)$: In Fig. 5 (g) the experimental result is shown next to results from 3 different theoretical methods, (d) $T$-matrix simulation from Ref. [14], (e) lattice BdG and (f) our BdG-Wannier method. While all three theoretical models obtain large weight around $(\pm\pi,\pm\pi)$, in agreement with experiment, only our Wannier method is capable of capturing simultaneously (1) the lines that extend from these large spots to the center, (2) the features along the axes between $\pi$ and $2\pi$ and (3) the arc-like features that trace back the Fermi surface as in the analysis of Ref. [14].

Conclusions. In this paper we have illustrated the utility of calculating the continuum rather than the lattice Green’s function to compare with STM data in inhomogeneous systems, using a first principles based Wannier function method. Such an analysis can be carried out to “enhance” traditional $T$-matrix or Bogoliubov de-Gennes lattice calculations, and the requisite computational tools are widely available and easy to use. As examples, we have focused on the cuprate superconductor BSCCO-2212, and calculated the Zn resonant LDOS as well as QPI patterns, showing in both cases dramatic improvement compared to experiment relative to traditional lattice-based BdG analysis. In the case of the Zn impurity, we have provided a first principles high resolution theory of how electrons are transferred from nearest neighbor unit cells via apical oxygen atoms. In the case of the QPI patterns, the improved agreement is both with experiment and with the “octet” model. This shows that disagreements with the octet model in the past, primarily spurious arc-like features and missing peaks, are due to the Fourier transform of the wrong electronic structure information: the density of states in the CuO$_2$ plane rather than at the STM tip position. It is clear that our results have implications that go beyond the simple dispersing QPI patterns of a disordered BCS d-wave superconductor. Any new theory of novel phenomena in the CuO$_2$ plane that seeks to compare with real space or QPI data should now be “dressed” with Wannier information, or risk misidentification of crucial scattering features. In presenting a new solution to a longstanding unsolved problem and establishing a modern technique for the calculation of the QPI, we have provided here a powerful new insight that can be used to test theories of competing order in the cuprates against STM data.
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FIG. 5. (Color online) (a) QPI Z-map obtained from the Fourier transform of the real conventional space BdG patterns at $\omega = 24$ meV, (b) QPI Z-map obtained from the Fourier transform of the continuous 3D LDOS($x,y,z \approx 5\AA;\omega$) at $\omega = 24$ meV showing strong similarity to (c) the experimental results reproduced from Ref. [14] and rotated to match the orientation in (a) and (b). For the theoretical calculations a weak impurity scatterer of $V_{\text{imp}} = 0.3$ eV was used. (d) $T$-matrix scattering interference simulation for $\Lambda(q)$ from Ref. [14], (e) the same obtained from conventional BdG calculations, (f) $\Lambda$-map obtained from the Fourier transform of the continuous 3D LDOS showing strong similarity to the experimental results (g) reproduced from Ref. [14]. All $q$-maps are from $[-2\pi/a\ldots2\pi/a]$. 
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[Supplemental Material]

In this supplementary material, we collect some technical details of our study, exhibit some additional results illustrating the parameter choices highlighted in the main text, and compare theory and experiment over a wider range of parameters.

First principles Wannier function calculations. The structural parameters of Bi$_2$Sr$_2$CaCu$_2$O$_8$ were adopted from Ref. 32. We applied the WIEN2K implementation of the full potential linearized augmented plane wave method in the local density approximation. The band structure obtained in our work agrees well with that reported in Ref. 32. The calculation was performed for a body-centered tetragonal unit cell terminated at the BiO surface, with a slab of approximately 18.5 Å vacuum.

Given the Bloch states $|\mathbf{k}\rangle$ corresponding to a set of bands $\alpha_{\mathbf{k}j}$, where $\mathbf{k}$ denotes the crystal momentum and $j$ denotes the band index, one can construct a set of Wannier states $|\mathbf{r}_n\rangle$ according to $|\mathbf{r}_n\rangle = \frac{1}{\sqrt{N}} \sum_{\mathbf{k}j} e^{-i\mathbf{k} \cdot \mathbf{R}} |\mathbf{k}\rangle |\mathbf{k}j\rangle$, where $l$ denotes the number of unit cells in the system, $\mathbf{R}$ denotes the lattice vector and $n$ denotes the Wannier orbital index. The matrix $U_{jn}(\mathbf{k})$ fixes the so called gauge freedom of the Wannier functions. For this purpose we use the projected Wannier function method in which it is taken to be the projection of $n_{\text{orb}}$ orbitals $|\varphi_n\rangle$ onto the Hilbert space of $n_{\text{band}}$ ($\geq n_{\text{orb}}$) bands $|\mathbf{k}\rangle$. The Wannier states are constructed by projecting on Cu-$d_{x^2-y^2}$ orbitals over a $[0.3,3]eV$ window. The Cu-$d_{x^2-y^2}$ Wannier function shown in Fig. 2 of the main text consists of a 141×141×67 real space grid centered at Cu and extends over 7×7 unit cells. In Fig. 1, the same Wannier function is plotted at 5 Å above the BiO surface on a 501×501 real space grid centered at Cu and extending over 7×7 unit cells such that one can easily see the two features that give rise to the LDOS on the surface which deviates qualitatively from the one in the Cu-O plane: (1) there is no weight above the central Cu atom; (2) dominant weight is at the position of the nearest neighbor Cu atoms and further neighbors.

To calculate the potential of a Zn impurity in Bi$_2$Sr$_2$CaCu$_2$O$_8$ supercell was used. The k-point mesh was taken to be 7×7×1 for the undoped normal cell and 4×4×1 for the supercell respectively. The basis set sizes were determined by $R_{K_{\text{max}}} = 8$. The on-site potential was found to be $-5.6eV$, similar to the value of $-5eV$ used in the calculations described.

Tight binding model. Our tight-binding model describing the non-interacting electrons consists in a one band model with the hopping elements as shown in Table I. As mentioned in the main text, we fix the chemical potential $\mu_0 = -0.0160eV$ such that the Fermi surface approximately matches the optimally doped case with a filling of $n = 0.85$ electrons per spin and elementary cell. The corresponding Fermi surface together with the band at a high symmetry cut, which has been renormalized by a factor of $Z = 3$ to account for correlations at low energies, are shown in Fig. II.

Superconducting gap. In order to model a d-wave gap in our calculations, we simply take a repulsive nearest neighbor pairing interaction with Hamiltonian

$$H_{\text{BCS}} = -\sum_{\mathbf{R}\mathbf{R}'\sigma} \Gamma_{\mathbf{R}\mathbf{R}'\sigma} c_{\mathbf{R}\sigma}^\dagger c_{\mathbf{R}'\sigma}^\dagger c_{\mathbf{R}'\sigma} c_{\mathbf{R}\sigma},$$

and $\Gamma_{\mathbf{R}\mathbf{R}'\sigma} = t_{\mathbf{R} \mathbf{R}'\sigma} (\mathbf{R} \cdot \mathbf{R}')$.
where $\Gamma_{R'R}$ = $\Gamma_0$ for R and $R'$ pointing to nearest neighbor elementary cells with $\Gamma_0 = 150$ meV such that the usual mean-field decoupling yields the Hamiltonian cited in the main text. A self-consistent solution of the Bogoliubov-de Gennes (BdG) equations for the homogeneous case in real space yields a converged gap which does not depend on the system size for calculations using more than $N = 30$ elementary cells. We therefore use for all further calculations a lattice of $35 \times 35$ elementary cells which converges to a $d$-wave gap of $\Delta_k = \Delta_0/2[\cos(k_x) - \cos(k_y)]$ with the constant $\Delta_0 \approx 33$ meV.

**Lattice LDOS pattern for weak scatterer.** As mentioned in the main text, the weak scatterer yields only small signatures of the impurity in the real space pattern which then turn into the pattern of the QPI maps when performing a Fourier transform. For completeness, we show in Fig. III and IV the analog of Fig. 1 (a) and (b) of the main text for $V_{\text{imp}} = 0.3$ eV. Experimentally, weak scatterers are present in a large number and of different types such that a comparison with their experimental signatures in real space is not possible. For comparison to experimental data on BSCCO, this value of the potential was chosen simply because the QPI patterns resemble those seen in experiment best. It is interesting to note however that this value does produce an in-gap bound state at around 10 meV, as seen in Fig. 3 of the main text, which corresponds roughly to the positions of the bound states seen for Ni impurities substituted for Cu$^{46}$, and the real space patterns seen in Fig. IV at nearby energies are extremely similar to that reported in experiment. This comparison will be explored further in a future work.

**Conductance maps in real space.** The tunneling current in a STM experiment at a given bias voltage $V$ is given by

$$I(V, x, y, z) = -\frac{4\pi e}{\hbar} \rho_t(0)|M|^2 \int_0^{eV} \rho(x, y, z, \epsilon) d\epsilon,$$

where $x, y, z$ are the coordinates of the tip, $\rho(x, y, z, \epsilon)$ is the continuum LDOS as defined in the main text, $\rho_t(0)$...
is the density of states at the Fermi energy, and $|M|^2$ is the square of the matrix element for the tunneling barrier. Taking the derivative with respect to the voltage yields the differential conductance

$$\frac{dI}{dV} = -\frac{4\pi e^2}{\hbar} \rho(0)|M|^2 \rho(x, y, z, \omega), \quad (S4)$$

which is directly proportional to the local density of states at the tip position $\rho(x, y, z, \omega)$ at energy $\omega = eV$. Note that the matrix element $|M|^2$ can in principle be calculated from the full information of the wavefunction of the sample, but also requires the knowledge of the wavefunction of the tip. For simplicity, we do not attempt to model the wavefunction of the tip and only work with the LDOS because by looking at relative differential conductance maps the matrix elements will drop out later.

The actual units in the corresponding figures of conductance maps are not shown in the main text, in the spirit of this proportionality (Eq. (S4)). Fig. IV shows the maps for various energies at the same height including the full information about the units. Fig. V shows the maps of the strong impurity scatterer as in Fig. 1 (b) of the main text, but for different heights above the BiO plane. Looking at the result, one sees that the LDOS rapidly enters the exponential limit as assumed in $^{39}$ for deriving Eq. (S4): The overall pattern is independent of the actual height, up to an overall scale change (b-f); note that Fig V (a) shows a map very close to the surface where Eq. (S4) is not valid any more. In Fig. VI, one again recognizes the pattern from the lattice LDOS at the Cu-O plane which is, of course, not the quantity measured in experiments.

**Fourier transforms of real space maps.** Once the local density of states for the lattice model as well as the continuum maps at a given height are calculated, it is straightforward to perform a fast Fourier transform to obtain QPI maps. In order to obtain smooth maps in momentum space, we use a fine $k$-mesh via the zero padding method. This is an interpolation scheme where a larger map in real space with data outside just filled with zeros is Fourier transformed. To avoid large oscillations from the central Bragg peak which will show up in the interpolated result, we remove it manually. A set of Fourier transformed maps of the lattice BdG result and the continuum LDOS (BdG+W) is shown in Fig. VIII for a set of energies within the superconducting gap. Note that the position and the weight of the spots disperse with energy, and the BdG only result is restricted to the first Brillouin zone as explained in the main text.

**Octet model.** In order to compare our results to the octet model $^{29}$ which has been successfully used to describe the dispersive behavior of the spots measured in the QPI, we use our tight binding model together with the gap of the homogeneous system to calculate the 8 points in the superconducting state corresponding to the end-points of the banana-shaped isoenergy lines that are shown in Fig VII (a) for positive energies. The 7 connecting scattering vectors $q_i(E)$ are defined the same figure, where in (b) the position of the spots (with the corresponding energy color-coded) is plotted to exhibit their dispersion in $q$-space. The plot is restricted to positive energies, but the dispersive overall behavior is similar for negative energies, while the actual positions are slightly different because the band structure is not fully symmetric with respect to $E \leftrightarrow -E$.

**Relative differential conductance maps and energy integrated maps.** As mentioned above, in the calculation of the conductivity, the matrix elements $|M|^2$ have not been taken into account due to lack of information about the wavefunction of the STM tip. Following e.g. Ref. $^{14}$, this complication can be avoided by taking the ratio of the differential conductances,

$$Z(r, \omega) = \frac{g(r, \omega)}{g(r, -\omega)} = \frac{\rho(r, \omega)}{\rho(r, -\omega)}, \quad (S5)$$

where the matrix elements simply drop out. In the Fourier transform of the ratio $Z(q, \omega)$ the overall structure of the spots becomes a bit more complicated, resulting in additional spurious peaks in the BdG case see
FIG. VIII. (Color online) Fourier amplitudes $g(q, \omega)$ of the conductance maps from lattice BdG (a-f) and continuous LDOS maps (g-l). Energies as indicated in the caption, impurity potential for the weak scatterer $V_{imp} = 0.3$ eV.

FIG. IX. (Color online) Fourier amplitudes of the relative conductance maps $Z(q, \omega)$ from lattice BdG (a-c) and continuous ldos maps (BdG+W) (d-f). Energies as indicated in the caption, impurity potential for the weak scatterer $V_{imp} = 0.3$ eV.

FIG. X. (Color online) Integrated relative conductance maps $\Lambda(q)$ as shown in the main text, but additionally with overlay of the Fermi surface from Fig. II (b) scaled by a factor of two.

FIG. XI. (Color online) (a) Fourier transform with zero padding of the lattice LDOS (BdG) and (b) Fourier transform with zero padding of the continuum LDOS (BdG+W), and (c) density of states of the homogeneous system together with a bar at the actual energy from $\omega = -50$ meV to 50 meV. Impurity potential for the weak scatterer $V_{imp} = 0.3$ eV. The red open symbols indicate the expected positions of the spots from the octet model.

The BdG+W results for $Z(q, \omega)$ however compares quite reasonably with experimental results for energies corresponding to a large fraction of the superconducting gap $\Delta_0$. Note that a direct comparison of the $Z(q, \omega)$ maps with the expected spots from the octet model is not possible since the maps contain information of the positive and negative energies where the scattering vectors are slightly different, $q_i(E) \neq q_i(-E)$. Recently, a method to trace back the Fermi surface by integrating over the $Z$-maps in energy from zero to the superconducting gap has been introduced. The quantity $\Lambda(q)$ is defined as

$$\Lambda(q) = \int_0^{\Delta_0} d\omega Z(q, \omega).$$

Performing the integral using our $Z$-maps for energies up to $\Delta_0$, we calculate the map presented in Fig. X and also in Fig. 5 (f) of the main text. The arc like features follow the Fermi surface blown up by a factor of two (orange line) because the scattering vector $q_4$ follows the...
Fermi surface when sweeping in energy and the integral in Eq. (S5) accumulates weight along $2k_F$, such that the method used in Refs.\textsuperscript{14,47} is demonstrated to work in our simulations.