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Abstract—We report on a real-time demand response experiment with 100 controllable devices. The experiment reveals several key challenges in the deployment of a real-time demand response program, including time delays, uncertainties, characterization errors, multiple timescales, and nonlinearity, which have been largely ignored in previous studies. To resolve these practical issues, we develop and implement a two-level multi-loop control structure integrating feed-forward proportional-integral controllers and optimization solvers in closed loops, which eliminates steady-state errors and improves the dynamical performance of the overall building response. The proposed methods are validated by Hardware-in-the-Loop (HiL) tests.
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I. INTRODUCTION

Demand response (DR) gives more flexibility to modern smart grids to compensate for the variability of renewable sources. Different mechanisms [1] have been designed to incentivize DR for providing various forms of ancillary services [2], e.g., load shifting and frequency regulation, to support grid operation. In a DR program, diverse and distributed loads in commercial or residential buildings need to be controlled and aggregated to achieve grid-scale effects. In recent years, sophisticated mathematical models and optimization methods have been developed to optimally schedule smart appliances in buildings to achieve desired overall response while respecting the comfort of the users [3]–[5]. These models and methods are built on the assumption that every controllable device will closely follow the control command with its power consumption matching the nominal value. It has been recognized in [6]–[8] that DR programs face many practical challenges including economic feasibility, security, user acceptance, and privacy issues. Those insights were mostly gained from conceptual and model analyses and focused on economic and policy barriers. Little field test experience has been reported to expose the extent of engineering challenges.

For DR that aims at improving grid stability (e.g., as in [9]), the loads are assumed to respond fast enough to participate in the grid dynamics (at the timescale of seconds for frequency regulation). Even for DR that acts only on slower timescales, the loads are assumed to reach the set power in the steady state. However, in both cases, the assumptions can be violated substantially in reality, rendering these DR methods impractical. To uncover practical challenges, we perform HiL experiments at FLEXLAB, the integrated building and grid testbed at Lawrence Berkeley National Laboratory. The testbed is illustrated in Fig. 1, in which 100 controllable devices are to be controlled to achieve an aggregate building power target set by an OPAL-RT simulator based on real-time device power feedback. Among these devices, the power of the heating, ventilation, and air conditioning (HVA C) system (4 pumps and 2 fans) and of the 3 inverters of the photovoltaic (PV) system can be continuously adjusted. For the 31 heaters and 60 blower motors, only their on/off status can be adjusted. We first implement and test an open-loop optimization scheduler that assigns control command to each device based on its prior characterization and specification. This control architecture is assumed in most papers on demand response [3]–[5], [9]. The test results are shown in Figs. 1f–1i. The overall response of the aggregate building power is very slow (the initial response time is about 4.5 s) and the desired steady state is never reached (i.e., the ramp time is infinity). The reasons for the slow dynamical responses and the large steady-state errors are as follows. First, many devices and the associated communication channels are subject to significant time delays, which vary substantially from device to device (in the range of 1 s to 8 s) and have uncertainties. Second, many devices have parameter uncertainties and characterization errors, meaning that their steady-state power consumptions differ significantly from their nominal values. For example, the power consumption of HVAC heavily depends on the indoor and outdoor temperature and the relation is difficult to characterize a priori. Third, we have a mixture of continuously and discretely adjustable devices with widely different response times, making it a hybrid multi-timescale system. Fourth, aggregating power consumptions across multiple devices is nonlinear. For example, the power consumption of a blower is 1.5 kW when it is turned on alone, but the average power consumption reduces to 1.1 kW when all the blowers are turned on. Therefore, the impacts of time delays, uncertainties, characterization errors, multiple timescales, and nonlinearity must be addressed for DR deployment.

II. A TWO-LEVEL MULTI-LOOP CONTROL STRUCTURE

Considering the aforementioned practical challenges, we propose the two-level control structure shown in Fig. 2 to
achieve the desirable performance. At the lower level, different types of devices have different closed-loop time delays and response times. We divide all the devices into three groups, and for each group we implement a feed-forward (FF) proportional–integral (PI) controller to regulate the group-level aggregate power output. Thus, each FF PI controller can be tuned individually according to the dynamical features of the corresponding group. On top of the three parallel FF PI control loops, we implement an upper-level PI controller to regulate the aggregate building power. The output of this classical PI controller is then distributed to the three groups according to a set of participation factors.

**Feed-forward PI control.** The structure of the FF PI controller is shown in Fig. 3a, and it is instructive to compare it with the classical PI (shown in Fig. 3b). Both controllers achieve zero control error in the steady state. The advantage of the FF PI controller is that, when choosing a time constant \(T'\) close to the plant time constant \(T\) (assuming that the plant can be represented by a first-order transfer function \(G(s) = \frac{k_p}{T s + 1}\)), the closed-loop zeros would be very close to the closed-loop poles. Therefore, due to the zero-pole canceling effect, the overall response will resemble a first-order transfer function with steady-state gain of 1. In this way, the FF PI controller corrects the steady-state character of the system without significantly changing the dynamical behavior. A comparison of the responses of systems controlled by the two controllers is presented in Fig. 3c, where \(T = 5\), \(h = 1.2\), \(k_p = 1\), \(k_i = 1\), and \(T' = 3.5\).

**Basic features of the control structure.** The proposed two-level control structure possesses the following desirable features. First, it has zero steady-state error. The steady-state response is independent of the PI controller parameters, and it is determined only by the participation factors and device scheduler, i.e., the control scheme achieves the control target with no error in the steady state. Second, it enables the fastest possible transient response. During the transient, each type of device respond independently to the overall control error of the system. In this way, faster devices will kick in first to achieve the overall target even if they are not assigned to do so, and the slow devices will follow to take the assigned steady-state power. Therefore, the overall system will have the fastest possible initial response and also the largest possible steady-state capacity. Third, it has fault tolerance. When one or more devices fail and cannot respond to the assigned target power, the rest will share the deficit power according to the participation factors.

**Device scheduler.** Given the target \(\hat{P}(t)\) at time \(t\), the device scheduler decides the status of on/off loads \((\hat{I}_i)\) and the power of continuously adjustable loads \((\hat{Z}_k)\) by solving the following mixed-integer linear program:

\[
\frac{\max}{u_i(t),v(t)} \sum_{i \in \hat{I}} u_i(t) \cdot f_i + \sum_{j \in \hat{Z}} v_j(t),
\]

s.t.

\[
\begin{align*}
\dot{q}(t) + \sum_{i \in \hat{I}} u_i(t) \cdot f_i + \sum_{j \in \hat{Z}} v_j(t) & \leq \hat{P}(t), \\
v_j^{\min}(t) & \leq v_j(t) \leq v_j^{\max}(t), \quad u_i(t) \in \{0, 1\}.
\end{align*}
\]

Here, \(\dot{q}(t)\) is the total power consumption of the uncontrollable devices, \(u_i(t)\) is the binary variable representing the status of the \(i\)th on/off load, \(f_i\) is the power consumption of the \(i\)th on/off load when it is on, \(v_j(t)\) is the power consumed by the \(j\)th continuously adjustable load with \(v_j^{\min}(t)\) and \(v_j^{\max}(t)\) being its lower and upper limits, respectively. For scalability, one can organize the loads into several groups, each with its own independent device scheduler.

**Stability analysis with time delays.** Time delays may significantly degrade the dynamical performance or even destabilize the system. Therefore, the control design must account for time delays to ensure acceptable closed-loop dynamics. Assume that the three inner control loops in Fig. 2 corresponding to the load racks, the HVAC, and the inverters, are subject to time delays \(\tau_1\), \(\tau_2\), and \(\tau_3\), respectively. We treat time delays as constants on the timescale of the system dynamics, but they are allowed to vary on longer timescales. The state-space model of the system shown in Fig. 2 takes the form

\[
\dot{x}(t) = A_0 x(t) + \sum_{i=1}^{3} A_i x(t - \tau_i),
\]

where \(x(t) \in \mathbb{R}^n\) and \(A_i \in \mathbb{R}^{n \times n}\). The eigenvalues of the time-delay system \(A_0\) are given by the solution of the characteristic equation \(\det(\lambda I - A_0 - \sum_{i=1}^{3} A_i e^{-\lambda \tau_i}) = 0\). One way to approximate the eigenvalues of \((A_0)\) is to interpolate the state history \(x(\tau)\), \(\tau \in [-\tau_{\max}, 0]\) with a Lagrange polynomial at \(N + 1\) points \(-\tau_{\max} = \theta_0 \leq \cdots \leq \theta_N = 0\). If the interpolation points are chosen to be the Chebyshev points \(\theta_k = (\cos(k\pi/N) - 1)\tau_{\max}/2\) such that \(\theta_k \approx \tau_i\) with some \(k_i\) for each \(i = 1, 2, 3\), the eigenvalues of the \(N\times N\) Chebyshev differentiation matrix \(D_N\) will approach the eigenvalues of \((A_0)\) with \(O(N^{-2})\). Here, \(e_i\) is an \((N+1)\)-dimensional unit vector with the \(i\)th element being 1, and \(D_N\) is the \(nN \times n(N+1)\) Chebyshev differentiation matrix \(\epsilon_i\).
Fig. 4: (a, c) Stability index and (b, d) performance metric of (a, b) the inner control loop for the load racks and (c, d) the whole system.

Therefore, we can use the rightmost eigenvalue of $A_N$ as the stability index of the time-delay system $\langle 2 \rangle$ to guide the design of the PI controller parameters.

III. HARDWARE-IN-THE-LOOP TESTS

Based on the methods discussed above, we design the PI controller parameters using the data obtained from the open-loop tests in Fig. 1. We then implement the proposed control structure in the HiL testbed and evaluate its performance.

Controller parameter design. The design of controller parameters is done in two stages. We first design the inner-loop FF PI controllers and then the outer-loop PI controller, based on the stability and performance analysis of the time-delay system. We take the Lyapunov exponent of the closed-loop system as its stability index and further quantify the control performance using an $H_2$ metric defined as $\mathcal{M} = \int_0^{t_m} (y(t) - y^*)^2 dt$ where $y(t)$ is system output, $y^*$ is the control target, and $t_m$ is a large enough time constant, which we choose to be $t_m = 100 s$. The three inner-loop FF PI controllers are designed independently. We take the one for the load racks as an example. Based on the open-loop tests in Fig. 1, we identify the response model for the load racks to be the first-order transfer function $G_1(s) = 0.9359/(0.0890 s + 1)$ with a closed-loop time delay of $\tau_3 = 5.0 s$. The solution time of the device scheduler $(< 0.1 s)$ is negligible compared with the communication delays. Figs. 3a-4 show contour plots of the stability index and $H_2$ metric as functions of the FF PI parameters. Fig. 4 visualizes the region of stability and the point of maximum stability, and it shows that $k_p$ has a relatively small impact on the stability index while $k_i$ affects the stability index significantly. Combining Figs. 3a-4b, we can design the controller parameters so that the system has good dynamical performance while maintaining a sufficient degree of stability; here we choose $k_p = 0.2$ and $k_i = 0.05$.

The same analysis and design procedure are performed for the other two inner control loops. Having tuned all three lower-level FF PI controllers, we study the impact of the outer-loop PI controller on the overall system stability and performance. Figs. 4a-4d show the contour plots for the stability index and $H_2$ metric of the whole system as functions of the outer-loop $k_p$ and $k_i$. This shows that, when $k_i$ is less than 0.3, the system is stable and the stability index is insensitive to $k_p$. The best performance is achieved when both $k_p$ and $k_i$ are kept small, and here we choose $k_p = 0.15$ and $k_i = 0.05$.

Test results. After implementing the control structure, we evaluate the building’s overall response with two criteria, namely, the initial response time and the ramp time. The initial response time is the time it takes for the aggregate building power to start moving toward the target after the target is sent to the building-level controller. The ramp time is the time required for the aggregate building power to change from 0% to 100% of the target power. We send a square wave (blue curve in Fig. 5a) as the target for the building and measure the actual power (red curve in Fig. 5a) under the same device conditions as in the open-loop tests. The individual responses of the load racks, HVAC, and PV system are shown in Figs. 5b-5d, respectively. Compared to the open-loop control in Fig. 5, the proposed control method largely eliminates the steady-state control errors. Due to random variations in power demand in the building and random changes of the power quality, one can always observe small steady-state oscillations around the overall building target power of about 0.6kW in magnitude, which accounts for only 4.3% of the magnitude of target change over the course of the experiment. The proposed control method significantly accelerates the overall response of the system. The observed initial response time and ramp time are around 1.8 s and 8.9 s, respectively. The proposed control structure ensures that the overall dynamical response of the building resembles that of the fast devices, whereas the flexibility from both the fast and slow devices are fully exploited in the steady state.

IV. DISCUSSION

Impact of uncertainties on responses. The dynamical responses of the devices may be subject to uncertainties due to varying operation conditions. It is thus necessary to assess how uncertainties affect the stability and performance of the designed control system. Here, we perform simulation studies based on the models identified from the HiL tests. For each
Here, we set the time delay $\tau$ to $\text{obs}_P$ with a unit negative feedback from $\text{obs}_P$ to $\text{err}_P$. Therefore, we can study the relative stability of the system by varying $\tau$ in certain ranges (Figs. 6b and 6d). The closed-loop system remains stable under all realizations of parameters, and this shows a certain degree of robustness of the designed controller.

**Impact of delays on stability margins.** The control system illustrated in Fig. 2 is formed by the open-loop system from $\text{tgt}_P$ to $\text{obs}_P$ with a unit negative feedback from $\text{obs}_P$ to $\text{err}_P$. Therefore, we can study the relative stability of the closed-loop system using the Bode diagram of the open-loop system from $\text{tgt}_P$ to $\text{obs}_P$. Here, we set the time delay of each inner loop to a common parameter $\tau$ and study the stability margins of the system as functions of $\tau$. Figs. 7a-7b show the magnitude and phase plots of the Bode diagram with different values of $\tau$. It is shown that a larger time delay leads to a larger phase shift at a given frequency and to reduced gain and phase crossover frequencies. This results in the deterioration of both gain and phase margins, as shown in Figs. 7c-7d. Though affected by the uncertainties, the designed controller maintains sufficient stability margins under a reasonably wide range of time delays.

**V. Conclusion**

This experimental study reveals the negative impacts of time delays, uncertainties, characterization errors, multiple timescales, and nonlinearity on the deployment of a DR program, and a set of control and design tools are introduced to address these practical issues. The proposed control method significantly reduces the initial response time from about 4.5 s to 1.8 s and also eliminates the steady-state errors, achieving a finite ramp time of 8.9 s. While unpredictable human behavior and the comfort level of building occupants have not been considered here, the designed controller is shown to be robustly stable even under $\pm 20\%$ parameter uncertainties. We hope that this Letter will stimulate the consideration of practical challenges in future DR research.
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