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We consider non-chiral symmetry-protected topological phases of matter in two spatial dimensions protected by a discrete symmetry such as $\mathbb{Z}_K$ or $\mathbb{Z}_K \times \mathbb{Z}_K$ symmetry. We argue that modular invariance/non-invariance of the partition function of the one-dimensional edge theory can be used to diagnose if, by adding a suitable potential, the edge theory can be gapped or not without breaking the symmetry. By taking bosonic phases described by Chern-Simons $K$-matrix theories and fermionic phases relevant to topological superconductors as an example, we demonstrate explicitly that when the modular invariance is achieved, we can construct an interaction potential that is consistent with the symmetry and can completely gap out the edge state.

I. INTRODUCTION

Topological phases are highly entangled quantum states of matter. The earliest realization of genuine topological phases is the quantum Hall effect (QHE). Since the discovery of the QHE, many exotic properties of topological phases, their realizations beyond the QHE in two-dimensional electron gas (e.g., in the context of spin liquids), and their potential use in quantum computation, etc., have actively been studied both theoretically and experimentally.

Although symmetry does not play much role in the QHE, an interplay between topology and symmetry can, and does, play an important role in the physics of topological phases. A symmetry protected topological (SPT) phase is a short ranged entangled state of matter with trivial topological order but with symmetry. That is, in the absence of symmetry all such phases can be connected adiabatically to one another. With symmetry, however, they are distinct phases that cannot be adiabatically connected to one another without breaking the symmetry. Examples of SPTs include, for example, the Haldane phase in one-dimensional quantum spin chains, the quantum spin Hall effect, the three-dimensional electron gas (e.g., in the context of spin liquids), and their potential use in quantum computation, etc., have actively been studied both theoretically and experimentally.

In one spatial dimension ($d = 1$), (topological) properties of gapped phases can be conveniently studied in terms of the tensor network (matrix product state) representation of the ground state wave functions. It has been shown that all SPT phases in $d = 1$ with symmetry group $G$ can be classified by the group cohomology $H^2(G, U(1))$. In $d > 1$, the group cohomology $H^{d+1}(G, U(1))$ gives a general and systematic construction of a wide class of SPT phases. Another approach to classification and characterization of SPT phases involves explicit construction of ground state wave functions using matrix product/tensor network states in $d = 1$ and $d > 1$, which have close connections with the group cohomology approach. For SPT phases that can be realized by combining Abelian topological phases in two dimensions, $K$-matrix theories have been adopted to construct, characterize and classify various SPT phases. Another theme involves using the braiding statistics of quasi-particle excitations in the bulk to classify the SPT phases.

The purpose of this paper is to discuss SPT phases in 2+1 dimensions that are accompanied with stable edge states, following the approach proposed in Ref. 37. Suppose we have a (1+1) dimensional conformal field theory (CFT), that may be realized as an edge theory of a (topological) bulk theory. The CFT can be either chiral or non-chiral, but our main focus will be on non-chiral edge theories. Let us also assume the CFT is invariant under some global on-site symmetry group $G$. We then ask if the gapless nature of the CFT is stable or not against perturbations once the symmetry $G$ is enforced. If the CFT cannot be gapped without breaking the symmetry $G$, it cannot exist on its own as an isolated (1+1)-dimensional system, but it must be realized as an edge theory of a bulk SPT protected by symmetry group $G$.

The strategy suggested in Ref. 37 consists of the following two ingredients. The first ingredient is the strict enforcement of the symmetry by a projection operation on the CFT. (Similar projection or gauging procedure is also employed in Ref. 35 in a related context – see below.) The second ingredient is the modular (non-) invariance of the projected edge CFTs. This can be thought of as a geometrical (or: gravitational) generalization of Laughlin’s thought experiment. In the Laughlin argument, an insertion of an integer multiple of flux quanta in a quantum Hall system on the cylinder geometry (say the ends of a cylinder) results in a transport of charge excitations from one edge to another, i.e., Thouless pumping. This leads to a non-conservation (quantum anomaly) of particle number within the single edge theory and can thus be viewed as a signature of the presence of a non-trivial bulk. This idea can be generalized to include modular transformations which are large coordinate transformations in CFTs.

Within our approach, the characterization and classification of SPT phases can be viewed as those of (non-chiral) CFTs with symmetry projection. Such CFTs are obtained from a projection by a (discrete) group and are
usually called orbifold CFTs. It is often the case that the symmetry-projected theory can be made modular invariant as far as the symmetry group acts on holomorphic and anti-holomorphic sectors of the CFT in a symmetric fashion. Once the symmetry group acts on the holomorphic and anti-holomorphic sectors in an asymmetric way (e.g., as an extreme example, $G$ can act solely on the holomorphic sector but not on the anti-holomorphic sector) the modular invariance is no longer guaranteed. Such orbifold is called an asymmetric orbifold. Our approach may then be summarized as “(2+1)D SPT phases = (asymmetric) orbifold CFTs", as a slogan. 

The structure of the paper and the main results are summarized as follows.

In Sec. II we start our discussion by giving a more general discussion of modular invariance and gauging symmetries in SPT phases.

In Sec. III we discuss bosonic SPT phases described by Chern-Simons $K$-matrix theories in the bulk with $\mathbb{Z}_K \times \mathbb{Z}_K$ symmetry. With $N_f$ copies (flavors) of the edge theories, we find the modular invariance can be achieved when there are $N_f \equiv K$ flavors. This suggests the phases are trivial if $N_f = 0 \mod K$. When $N_f = 1$ and for a particular $\mathbb{Z}_K$ subgroup of $\mathbb{Z}_K \times \mathbb{Z}_K$ we also reproduce within the modular (non-)invariance approach some of the results based on a $K$-matrix formulation used in Ref. [30].

Similarly in Sec. IV we study fermionic phases with $\mathbb{Z}_K \times \mathbb{Z}_K$ symmetry. We find that modular invariance can be achieved when $N_f = 2K \mod 2K$. Here $N_f$ refers to the number of flavors of complex Dirac fermions. This generalizes the earlier results in Refs. [37] and [43]. (See Ref. [44] for a similar model.) In all cases considered we analyze the stability of the edge states to gapping when interactions are considered and explicitly construct $\mathbb{Z}_K \times \mathbb{Z}_K$ invariant potentials that can completely gap out the edge states whenever the phase is trivial.

Finally, we conclude in Sec. V with a summary of our results and an outlook for future applications.

II. MODULAR INVARIANCE AND GAUGING SYMMETRY IN SPT PHASES

a. Laughlin’s thought experiment  We start by giving a brief overview of our approach to (2+1) dimensional SPT phases, which may be viewed as an gravitational analog of Laughlin’s thought experiment.

Let us first recall some key steps in Laughlin’s thought experiment. Let us consider a quantum Hall system on a finite cylinder with two edges, I and II. If magnetic flux $\Phi$ is threaded adiabatically through the cylindrical hole, as the flux is increased (adiabatically), starting from, say, zero flux, the Hamiltonian $H(\Phi)$ of the system is in general not invariant under the flux insertion. However, after an increase by an integral multiple of the flux quantum $\Phi_0$, the Hamiltonian comes back to itself. That is, $H(\Phi + n\Phi_0)$ and $H(\Phi)$ are large gauge equivalent, $H(\Phi + n\Phi_0) = H(\Phi)$, for any integer $n$. This is a symmetry of the system but cannot be achieved by successive applications of infinitesimal gauge transformations.

In the process of increasing the flux, an integer multiple of electric charges actually get pumped from one edge to the other due to the QHE. One can analyze this from the point of view of the partition function for the excitation spectrum of the system. Since the transformation is adiabatic and the bulk spectrum is gapped it is reasonable to focus on the partition function of the edge excitations which have a gapless spectrum. This is given by

$$Z(\Phi) = \sum_{a,b} N_{ab} \chi_a^I(\Phi) \chi_b^H(\Phi),$$

where $\chi^{I,H}(\Phi)$ is a chiral contribution to the partition function from each edge and $N_{ab}$ are constants. Under a large gauge transformation in general, the chiral parts of the partition function are not invariant, $\chi_a(\Phi + n\Phi_0) \neq \chi_a(\Phi)$, while the total partition function is invariant. This is to be expected for a system with non-trivial bulk and signals the non-conservation of charge. In the case of the quantum spin Hall effect, a similar flux threading argument can be applied to show that a flux change by $\Phi_0/2$ pumps fermion number parity and leads to spin charge separation.

In the cases we will be interested in, since the total charge may not necessarily be conserved, we look for a geometric analog for the flux $\Phi$. We take our bulk systems to live on a cylinder as before. This means that each edge is topologically $S^1$ and as far as thermal physics is concerned, the Euclidean field theory for the gapless edge states is a CFT on a geometry which is topologically a torus $S^1 \times S^1$. In this case a natural thing to do is to simply replace $\Phi$ by the modular parameter of the torus $\tau$. The partition function can now be written as

$$Z(\tau, \bar{\tau}) = \sum_{a,b} N_{ab} \chi_a(\tau) \chi_b^H(\bar{\tau}).$$

The analogues of the large gauge transformations are the modular transformations, and we are going to claim that inability to achieve modular invariance is a signal of a non-trivial bulk.

b. CFT and modular invariance  The effective continuum theory describing the gapless edge state of a bulk (topological) phase are CFTs. A CFT is a field theory defined on a Riemann surface, i.e., a surface with a choice of complex structure (complex coordinates). Two complex structures on a surface are equivalent if there is a biholomorphic map between them. Classically a CFT is invariant under a transformation between equivalent complex structures.

In physical terms CFTs are usually called scale invariant theories, the scale invariance here can be thought of as a rescaling of the metric. On a 2-dimensional surface there is a one to one correspondence between the space of conformal classes of metrics (with metrics related by
a rescaling considered equivalent) and the space of complex structures. Thus a rescaling of the metric can be thought of as a small gauge transformation which via the correspondence is simply a holomorphic (complex-analytic) change of coordinates. After quantization the rescaling invariance of CFTs suffer an anomaly, the trace anomaly proportional to the central charge.

A more general type of gauge transformation is the so called large gauge transformation that cannot be continuously deformed to the identity. On the simplest lower genus surfaces like the 2-sphere and the plane there are no large conformal gauge transformations. If one considers the torus one finds that the set of all complex tori (tori with complex structure) are in correspondence with points in the upper half plane. A generic point \( \tau \) in the upper half plane represent a torus. It turns out that under a transformation

\[
\tau \rightarrow \frac{a\tau + b}{c\tau + d}
\]

with \( a, b, c, d \in \mathbb{Z} \) one obtains a torus that is equivalent in the sense defined above. These are the large gauge (holomorphic coordinate) transformations on a torus and are referred to as modular transformations. Modular invariance is the statement of invariance under \( \mathbb{Z} \) and it is usually taken as a constraint on any CFT, if it is derived as a continuum limit of a 2-dimensional lattice statistical mechanical system, or a 1+1 dimensional lattice quantum system.\(^{28}\) Modular invariance can be thought of as a basic constraint that ensures that a CFT is invariant under large gauge transformations at higher genus. Amongst other things it imposes some constraints on the operator content of any CFT. This is the case because a CFT on higher genus can always be constructed from CFT on lower genus by sewing and cutting surfaces\(^{30}\) and the large gauge transformations at higher genus are related to those at lower genus. Modular transformations are generated by the so called Dehn twists \( \tau \rightarrow \tau + 1 \) and \( \tau \rightarrow -1/\tau \). In terms of the usual representation of a torus as a doughnut the second transformation exchanges the two non-trivial cycles and can be thought of as an exchange of space and time.

c symmetry projection Quite generally, a non-chiral CFT can be made modular invariant, once holomorphic and antiholomorphic sectors are properly combined. The non-chiral edge theory of a SPT phase is no exception if symmetry conditions are not enforced – without enforcing symmetries, a SPT phase is adiabatically deformable to a trivial state. There may however be a conflict between modular invariance and symmetry conditions, as the latter may forbid particular ways of combining the left- and right-moving parts of the CFT.

Our strategy to diagnose and characterize a SPT phase is then to impose the symmetry conditions strictly and ask if the system is invariant under modular transformations or not. More specifically, we take only a single edge theory (edge I or II in the above notation) and ask if it can be made modular invariant. (If we consider the two separate edges of the modular anomalous theories, they can be combined in a modular invariant way). We achieve the strict enforcement of the symmetry by considering a projection of the CFT by the symmetry group \( G \). We now take a close look at the projection procedure.

Let us consider a 1+1 D edge theory with field \( \phi \) that has some global symmetry. We work on the torus and given a finite subgroup \( G \) of the center of the global symmetry group, we would like to “gauge” \( G \). In other words, we would like to consider a field theory with the same Hamiltonian as before but with Hilbert space restricted to the \( G \) invariant subspace of the original (this is valid because the Hamiltonian takes \( G \) invariant states to \( G \) invariant states). In the Hilbert space formalism, the restriction to \( G \) invariant states is the same thing as a projection, i.e the partition function in the \( G \) invariant sector is

\[
Z = \text{Tr} P e^{-iH},
\]

where \( P = |G|^{-1} \sum_{g \in G} g \) is a projection operator satisfying \( P^2 = P \) as is easily verified. In the path integral formalism this has the interpretation as a sum over all fields twisted in the time direction of the torus, i.e

\[
Z = \sum_{g \in G} \int D[\phi] e^{-S[\phi]},
\]

where the subscript \( g \) indicates that the path integral is over fields satisfying

\[
\phi(x + 2\pi \tau_1, t + 2\pi \tau_2) = g \cdot \phi(x, t).
\]

This is the meaning of twisting in the time direction.

Since the modular invariance is a constraint for a gapless edge theory one needs to ensure that the partition function \( \langle \phi \rangle \) is modular invariant. Considering that \( S \) modular transformation interchanges space and time it is clear that to achieve modular invariance one would have to explicitly include sectors in the path integral twisted in the spatial direction. [On the other hand, the \( T \) modular invariance essentially imposes a constraint on the spectrum of dimensions (hence on operators) in the “gauged” (projected) theory.] One can propose that a suitable partition function for the gauged theory is given by

\[
Z = \sum_{(h, g) \in G^2} \int D[\phi] e^{-S[\phi]},
\]

where now the subscript \( (h, g) \) indicates that the path integral is restricted to fields twisted in the spatial and time directions by \( h \) and \( g \) respectively.

In general, if the space of all possible field configurations in the path-integral formulation of a quantum field theory is disconnected, the partition function is given as a sum over all disconnected sectors, \( Z = \sum_n \int D[\phi_n] \epsilon_n \exp(-S[\phi_n]) \), where \( n \) labels disconnected components of the field configurations. There is no a priori way to fix the relative amplitude \( \epsilon_n \). When
the relative amplitudes between different sectors are complex, this is the physics of topological terms (such as the topological term in the non-linear sigma models) in general. We are thus lead to consider

\[ Z = \sum_{(h,g) \in G^2} e^{i \theta h} \int D[\phi_R^a] e^{-S[\phi]}, \]  

(8)

where the \( e^{\theta h} \) are phases that assign different weights to different topological sectors. The phase factors \( e^{\theta h} \), which are called discrete torsion, can be viewed as arising from projection onto different sectors, i.e., we consider the projection operator \( |G|^{-1} \sum_{g \in G} e^{i \theta g} \) instead of \( |G|^{-1} \sum_{g \in G} \hat{g} \), or, alternatively, different way to assign the quantum number for ground state for each sector.

d. \textit{duality between SPT phases and topological phases}

To summarize, we consider the partition function orbifolded (twisted) by the symmetry group of the problem, and ask if the partition function is modular invariant or not. We view this as a generalization of Laughlin’s flux threading argument. It is a generalization in the following two sense: (i) it is a geometrical generalization; (ii) symmetry plays an important role.

The idea of orbifolding the edge CFT of SPT phases can be viewed in an alternative way as suggested in Ref. 47. (See also Ref. 32.) These authors proposed that if the global symmetry of an SPT phase with symmetry group \( G \) is promoted to a gauge symmetry, the resulting phase is a topologically ordered phase with a particular pattern of fractional statistics.

To make a connection with our approach, we first note that the gauging and symmetry projection have a similar effect in that we focus on a gauge singlet sector of the theory (although the gauging means in general imposing singlet condition locally (e.g., at each of a lattice), while projection is enforced only globally). Next, for Abelian theories (multicomponent chiral/non-chiral bosons compactified on a lattice) a self-dual condition together with an even lattice condition guarantees that modular invariance is achieved. The same condition can be derived from the argument based on fractional statistics as shown in Ref. 32.

\section{III. ABELIAN BOSONIC SYMMETRY PROTECTED TOPOLOGICAL PHASES}

In this section, we discuss bosonic SPT phases that can be described in terms of abelian Chern-Simons theories. At the boundary (edge), they support excitations described by a \((1+1)\) dimensional (non-chiral) boson theory. Since it is non-chiral, the edge theory is unstable unless certain discrete symmetry condition \( G \) is imposed.

One can view this discrete symmetry as embedded in the \( U(1)^N \times U(1)^N \) continuous symmetry of the Abelian Chern-Simons theory. Within this setting, the gauging can be achieved via the Higgs mechanism. The idea is that by a choice of suitable Higgs field potentials and couplings one can break the \( U(1)^N \times U(1)^N \) to the subgroup \( G \). One can then study the SPT phase with symmetry group \( G \) as a symmetry broken phase of a spontaneously broken gauge symmetry. It is essentially a gauge theory with (discrete) gauge group \( G \). The bulk \((2+1)\) dimensional Lagrangian for such a system is given by

\[ \mathcal{L} = \frac{K_{IJ}}{4\pi} \epsilon^{\mu
u\lambda} a^I_{\mu} \partial_\nu a^J_{\lambda} + q^I j_I^I A_\mu + \mathcal{L}_{\text{Higgs}}\{|\psi\}, A\}, \]  

(9)

where \( K_{IJ} \) is a \(2N \times 2N\) integer valued matrix with \(|\text{det } K| = 1\). (We shall later consider \( N_f \) flavors of such theories, in which case \( K \) becomes a block diagonal \(2N_f \times 2N_f \) matrix. Also, in the following, we will focus on the case with \( N = 1 \).) The gauge field \( A_\mu \) is an external probe which couples minimally to the internal current \( j_I^I = (1/2\pi) \epsilon^{\mu\nu\lambda} \partial_\nu a^I_{\lambda} \) with the corresponding charge \( q_I \). The \( \{\psi\} \) are Higgs fields chosen in appropriate representations to break the symmetry to \( G \). The internal fields \( a^I_{\mu} \) can be integrated out to obtain an effective Chern-Simons Higgs theory for the external field \( A_\mu \).

We shall simply consider the edge theory for a bosonic state which, for a non-chiral state (after turning off the external potential), can be taken, without loss of generality, to be \( K = \sigma_x \), by using \( GL(2,\mathbb{Z}) \) symmetry \( K \rightarrow W^T K W \) with \(|\text{det } W| = 1\). In this case the action of the edge theory is obtained, using a gauge invariance argument of the Chern-Simons theory, to be

\[ S = \frac{1}{4\pi} \int dt dx (\partial_\mu \phi_1 \partial_\nu \phi_2 + \partial_\mu \phi_2 \partial_\nu \phi_1 - V_{11} \partial_\mu \phi_1 \partial_\nu \phi_2) \]  

(10)

(We start with the case of one flavor \( N_f = 1 \) and we introduce flavors later).

We take \( G = \mathbb{Z}_K \times \mathbb{Z}_K \) and consider the symmetry transformation

\[ \phi_1 \rightarrow \phi_1 + \frac{2\pi k_1}{K}, \quad \phi_2 \rightarrow \phi_2 + \frac{2\pi l_1}{K}, \]  

(11)

for \((k_1, l_1) \in \mathbb{Z}_K \times \mathbb{Z}_K \). We note that the fields have the periodicity \( \phi_1 = \phi_1 + 2\pi \) so that this is indeed a \( \mathbb{Z}_K \times \mathbb{Z}_K \) symmetry transformation. Setting \( l_2 = l_1 q \) for \( q \in \mathbb{Z} \) reduces to a \( \mathbb{Z}_K \) subgroup of \( \mathbb{Z}_K \times \mathbb{Z}_K \) which is one of the cases considered in Ref. 30. We shall analyze the modular properties of the gauged CFT described by the action (10) and symmetry transformation (11).

In terms of the chiral modes \( \phi_L \) and \( \phi_R \) defined by

\[ \phi_1 = \sqrt{\frac{r}{2}} (\phi_L + \phi_R), \quad \phi_2 = \sqrt{\frac{r}{2\pi}} (\phi_L - \phi_R), \]  

(12)

one can rewrite the action as

\[ S = \frac{1}{4\pi} \int dt dx \left[ \partial_\mu \phi_L \partial_\nu \phi_L - v(\partial_\nu \phi_L)^2 \right. \]
\[ \left. - \partial_\mu \phi_R \partial_\nu \phi_R - v(\partial_\nu \phi_R)^2 \right] \]  

(13)

where \( r := \sqrt{V_{22}/V_{11}} \) and we have assumed \( V_{12} + V_{21} = 0 \) so that we obtain a non-chiral theory with equal left and
right moving velocities $v = 2\sqrt{V_{11}V_{22}}$. Henceforth, we set $v = 1$ and the system size $L = 2\pi v$, without loss of generality. The Hamiltonian and total momentum are given by

$$H = \frac{1}{4\pi} \int dx \left[ (\partial_x \phi_L)^2 + (\partial_x \phi_R)^2 \right],$$

$$P = \frac{1}{4\pi} \int dx \left[ (\partial_x \phi_L)^2 - (\partial_x \phi_R)^2 \right]. \quad (14)$$

The quantization of the theory is pretty standard. The equal time canonical commutation relations are given by

$$[\partial_x \phi_L(x,t), \partial_y \phi_L(y,t)] = 2\pi i \partial_t \delta(x-y),$$

$$[\partial_x \phi_R(x,t), \partial_y \phi_R(y,t)] = -2\pi i \partial_t \delta(x-y). \quad (15)$$

From the equations of motion one can deduce the mode expansions

$$\phi_L(x,t) = \phi_{L,0} + p_L(t + x) + i \sum_{n \neq 0} \frac{a_n}{n} e^{-in(t+x)},$$

$$\phi_R(x,t) = \phi_{R,0} + p_R(t - x) + i \sum_{n \neq 0} \frac{b_n}{n} e^{-in(t-x)}, \quad (16)$$

so that Eq. (15) translates into

$$[a_n, a_m] = [b_n, b_m] = n \delta_{n+m,0}. \quad (17)$$

Therefore $a_n$ and $b_n$ are the oscillator modes of a free boson. The quantum Hamiltonian and total momentum in terms of the oscillators are

$$H = \frac{p_L^2}{2} + \sum_{n > 0} a_n^* a_n - \frac{1}{24} + \frac{p_R^2}{2} + \sum_{n > 0} b_n^* b_n - \frac{1}{24},$$

$$P = \frac{p_L^2 - p_R^2}{2} + \sum_{n > 0} (a_n^* a_n - b_n^* b_n). \quad (18)$$

The constant term in $H$ is due to the regularization of the sum of zero point energies $\sum_n n \to -1/12$.

A. $Z_K \times Z_K$ symmetry

We are interested in gauging the $Z_K \times Z_K$ symmetry. Therefore on a torus of modular parameter $\tau$ we need to consider sectors with twisted spatial periodicities

$$\phi_1(x + 2\pi, t) = \phi_1(x, t) + 2\pi \left( n + \frac{k_1}{K} \right),$$

$$\phi_2(x + 2\pi, t) = \phi_2(x, t) + 2\pi \left( m + \frac{l_1}{K} \right), \quad (19)$$

where $n, m \in \mathbb{Z}$. In terms of $\phi_L$ and $\phi_R$, this is

$$\phi_L(x + 2\pi, t) = \phi_L(x, t) + \frac{2\pi}{\sqrt{2\pi}} \left( n + \frac{k_1}{K} \right),$$

$$\phi_R(x + 2\pi, t) = \phi_R(x, t) + \frac{2\pi}{\sqrt{2\pi}} \left( m + \frac{l_1}{K} \right). \quad (20)$$

This leads to the following quantization condition for the zero internal momentum modes

$$p_L = \frac{1}{\sqrt{2\pi}} \left[ (n + \frac{k_1}{K}) + r(m + \frac{l_1}{K}) \right],$$

$$p_R = \frac{1}{\sqrt{2\pi}} \left[ -(n + \frac{k_1}{K}) + r(m + \frac{l_1}{K}) \right]. \quad (21)$$

We would also need an expression for the operator, $(\hat{k}_2, \hat{l}_2)$, that implements translations by $(k_2, l_2)$ in the Hilbert space. This can be deduced by computing the commutators between the field $\phi_{1,2}$, and the U(1) charges

$$Q_1 := \frac{1}{2r} \int dy \partial_y \phi_2(y, t) = \sqrt{\frac{1}{2\pi}} (p_L + p_R),$$

$$Q_2 := \frac{1}{2r} \int dy \partial_y \phi_1(y, t) = \sqrt{\frac{r}{2}} (p_L - p_R). \quad (22)$$

Since $[\phi_1(x, t), Q_1(t)] = [\phi_2(x, t), Q_2(t)] = i$, $Q_{1,2}$ generates translations of $\phi_{1,2}$. The desired operator is then given by

$$(\hat{k}_2, \hat{l}_2) := \exp \left( \frac{2\pi i}{K} [k_2 Q_1 + l_2 Q_2] \right)$$

$$= \exp i \left[ (m + \frac{l_1}{K}) \frac{2\pi k_2}{K} + (n + \frac{k_1}{K}) \frac{2\pi l_2}{K} \right]. \quad (23)$$

1. Partition Function

We are interested in modular properties of the gauged partition function

$$Z(\tau) = \frac{1}{K^2} \sum_{k_1, k_2, l_1, l_2 = 0}^{K-1} \epsilon_{(k_2,l_2)} \epsilon_{(k_1,l_1)} (k_1, l_1) Z^{(k_1,l_1)}_{(k_2,l_2)}(\tau) \quad (24)$$

with

$$Z^{(k_1,l_1)}_{(k_2,l_2)}(\tau) = \text{Tr}_{k_1,l_1} \left[ \hat{Z}^{(k_2,l_2)} e^{2\pi i \rho r_1 - 2\pi r_2 H} \right] \quad (25)$$

being the partition function in the sector twisted by $(k_1, l_1)$ and $(k_2, l_2)$ in the spatial and time directions, respectively. Using the previous results $11, 21, 23$ one obtains

$$Z^{(k_1,l_1)}_{(k_2,l_2)}(\tau) = |\eta(\tau)|^{-2} \sum_{(n,m) \in \mathbb{Z}^2} \epsilon_{(k_2,l_2)} \epsilon^{(k_1,l_1)} \left[ \left( n + \frac{k_1}{K} \right) \left( m + \frac{l_1}{K} \right) \right]$$

$$\times \exp \left[ \frac{2\pi ik_2}{K} (m + \frac{l_1}{K}) + \frac{2\pi il_2}{K} (n + \frac{k_1}{K}) \right]$$

$$- \pi \tau_2 \left( \frac{1}{r} (n + \frac{k_1}{K})^2 + r(m + \frac{l_1}{K})^2 \right)$$

$$+ 2\pi i \tau_1 \left( n + \frac{k_1}{K} \right) \left( m + \frac{l_1}{K} \right), \quad (26)$$

where $\tau = \tau_1 + i\tau_2$, and $\eta(\tau)$ is the Dedekind eta function which arises as a result of the sum over the modes of the oscillators.
2. Large gauge anomaly and modular invariance

Let us explore the behavior of Eq. \ref{eq:26} under the “large gauge transformations” \(k_1 \rightarrow k_1 \pm K\) and similarly for \(k_1, l_1\) and \(l_2\). Under \(k_1 \rightarrow k_1 + K\) and \(l_1 \rightarrow l_1 + K\), by relabelling \(n \rightarrow n + 1\) and \(m \rightarrow m + 1\), respectively, it is easy to see that Eq. \ref{eq:26} is invariant. On the other hand one has the following large gauge anomaly

\[
Z^{(k_1, l_1)}_{(k_2 \pm K, l_2)}(\tau) = e^{\frac{2\pi i n}{K}} Z^{(k_1, l_1)}_{(k_2, l_2)}(\tau),
\]

\[
Z^{(k_1, l_1)}_{(k_2, l_2 \pm K)}(\tau) = e^{\frac{2\pi i n}{K}} Z^{(k_1, l_1)}_{(k_2, l_2)}(\tau).
\] (27)

Under the \(T\) modular transformation, \(\tau \rightarrow \tau + 1\), one finds

\[
Z^{(k_1, l_1)}_{(k_2, l_2)}(\tau + 1) = e^{-\frac{2\pi i k_1 l_1}{K^2}} Z^{(k_1, l_1)}_{(k_1 + k_2, l_1 + l_2)}(\tau).
\] (28)

To determine the behavior under the \(S\) modular transformation, it is convenient to use the Poisson resummation formula \(\sum_{n \in \mathbb{Z}} f(n) = \sum_{n \in \mathbb{Z}} \int_{-\infty}^{\infty} f(x)e^{-2\pi i nx} dx\) to rewrite Eq. \ref{eq:26} as

\[
Z^{(k_1, l_1)}_{(k_2, l_2)}(\tau) = [\eta(\tau)]^{-2} \sqrt{\frac{\tau}{\tau_2}} \sum_{(m, n) \in \mathbb{Z}^2} \exp \left[ \frac{2\pi i k_2}{K} \left( m + \frac{l_1}{K} \right) + \frac{2\pi i k_1 n}{K} \right]
\]

\[
- \frac{\pi \tau}{\tau_2} \left( |\tau|^2 \left( m + \frac{l_1}{K} \right)^2 + \frac{l_2}{K} - n^2 \right)
\]

\[
+ \frac{2\pi i \tau \tau_1}{\tau_2} \left( nm + \frac{l_1 n}{K} - \frac{l_2 m}{K} - \frac{l_1 l_2}{K^2} \right). \] (29)

So that under \(S\), i.e., \(\tau_1 \rightarrow -\tau_1/|\tau|^2\), \(\tau_2 \rightarrow \tau_2/|\tau|^2\), by switching \(n \rightarrow -m, m \rightarrow n\), one finds

\[
Z^{(k_1, l_1)}_{(k_2, l_2)}(-1/\tau) = e^{\frac{2\pi i (k_2+k_1+1)}{K^2}} Z^{(k_1, l_1)}_{(-k_1, -l_1)}(\tau). \] (30)

The total partition function with \(N_f\) flavors and \(\mathbb{Z}_K \times \mathbb{Z}_K\) gauge invariance is given by

\[
Z(\tau) = \sum_{k_1, l_1, k_2, l_2=0}^{K-1} \epsilon^{(k_1, l_1)}_{(k_2, l_2)} \left[ Z^{(k_1, l_1)}_{(k_2, l_2)}(\tau) \right]^{N_f}, \] (31)

with \(\epsilon^{(k_1, l_1)}_{(k_2, l_2)}\) having the same meaning as before. From Eq. \ref{eq:30} one determines the following conditions for \(S\) modular invariance

\[
\epsilon^{(k_1, l_1)}_{(k_2, l_2)} = e^{-2\pi i N_f (k_1+k_2+1)} e^{\epsilon^{(k_1, l_1)}_{(-k_1, -l_1)}} \] if \(k_1 = l_1 = 0,
\]

\[
e^{-2\pi i N_f\left(\frac{l_1}{K^2} + \frac{l_2}{K} \right)} e^{\epsilon^{(k_1, l_1)}_{(-(k_1+k_2-K, l_1)}} \] if \(l_1 = 0, k_1 > 0,
\]

\[
e^{-2\pi i N_f\left(\frac{l_1}{K^2} + \frac{k_2}{K} \right)} e^{\epsilon^{(k_1, l_1)}_{(-(k_1-l_1+K)}} \] if \(k_1 = 0, l_1 > 0,
\]

\[
e^{-2\pi i N_f\left(\frac{l_1}{K^2} + \frac{k_2}{K} \right)} e^{\epsilon^{(k_1, l_1)}_{(-(k_1-l_1+K)}} \] if \(k_1, l_1 > 0,
\] (32)

while from Eq. \ref{eq:28} one determines the following conditions for \(T\) modular invariance

\[
\epsilon^{(k_1, l_1)}_{(k_2, l_2)} = e^{2\pi i N_f\left(\frac{l_1}{K^2} + \frac{l_2}{K} \right)} e^{\epsilon^{(k_1, l_1)}_{(k_1, l_1)}} \] if \(k_1 + k_2, l_1 + l_2 \leq K - 1,
\]

\[
e^{2\pi i N_f\left(\frac{l_1}{K^2} + \frac{l_2}{K} \right)} e^{\epsilon^{(k_1, l_1)}_{(k_1+k_2-K, l_1)}} \] if \(k_1 + k_2 > K - 1, l_1 + l_2 \leq K - 1,
\]

\[
e^{2\pi i N_f\left(\frac{l_1}{K^2} + \frac{l_2}{K} \right)} e^{\epsilon^{(k_1, l_1)}_{(k_1+k_2-K, l_1)}} \] if \(k_1 + k_2 \leq K - 1, l_1 + l_2 > K - 1,
\]

\[
e^{2\pi i N_f\left(\frac{l_1}{K^2} + \frac{l_2}{K} \right)} e^{\epsilon^{(k_1, l_1)}_{(k_1+k_2-K, l_1)}} \] if \(k_1 + k_2, l_1 + l_2 > K - 1.
\] (33)

Let us analyze Eqs. \ref{eq:32} and \ref{eq:33} in general. First focus on Eq. \ref{eq:32} and observe that when \(K\) is even

\[
\epsilon^{(K/2, K/2)}_{(k_1, l_1)} = e^{2\pi i N_f\epsilon^{(K/2, K/2)}_{(k_1, l_1)}},
\]

so this forces \(N_f\) to be even. For even \(K\) this is the only condition required while for odd \(K\) there is no condition for consistency of Eq. \ref{eq:32} as is easily verified.

Now Eq. \ref{eq:33} gives after few iterations

\[
\epsilon^{(1, 1)}_{(0, 0)} = e^{2\pi i N_f\epsilon^{(1, 1)}_{(0, 1)}} = \cdots = e^{2\pi i N_f\epsilon^{(1, 1)}_{(K-1, K-1)}} = e^{2\pi i N_f\epsilon^{(1, 1)}_{(0, 0)}},
\]

which is consistent iff \(N = 0 \mod K\). For generic values of \(k_1, k_2, l_1, l_2\) one obtains the following consistency condition

\[
\epsilon^{(k_1, l_1)}_{(k_2, l_2)} = e^{2\pi i N_f\epsilon^{(k_1, l_1)}_{(k_2, l_2)}},
\] (36)

for some integers \(p, s, t\) such that \(pk_1 - Kt = 0\) and \(pl_1 - Ks = 0\). Therefore \(T\) modular invariance is possible iff \(N_f = 0 \mod K\). It is not difficult to show that
with this condition on \( N_f \) and the phases, \( S \) and \( T \) modular invariance can be simultaneously achieved. Hence we conclude that modular invariance is possible iff \( N_f = 0 \) mod \( K \).

3. Example: \( \mathbb{Z}_2 \times \mathbb{Z}_2 \)

Equation (32) gives \( \epsilon^{(1,1)} = e^{iN_f \pi \epsilon^{(1,1)}} \) which is only possible, for non-zero \( \epsilon^{(1,1)} \), iff \( N_f = 0 \) mod 2. With these conditions \( 32 \) and \( 33 \) give

\[
\begin{align*}
\epsilon^{(0,0)} &= \epsilon^{(0,0)} = \epsilon^{(1,0)} = \epsilon^{(1,0)}, \\
\epsilon^{(0,1)} &= \epsilon^{(0,1)} = \epsilon^{(1,1)} = \epsilon^{(1,1)}, \\
\epsilon^{(1,0)} &= \epsilon^{(1,0)} = \epsilon^{(1,1)} = \pm \epsilon^{(1,1)} = \pm \epsilon^{(0,0)} = \pm \epsilon^{(1,0)} = \pm \epsilon^{(1,1)},
\end{align*}
\]

(37)

with the minus signs when \( N_f = 2 \) mod 4 and plus signs when \( N_f = 0 \) mod 4. Therefore modular invariance can be achieved iff \( N_f = 0 \) mod 2. I.e., the edge theory is expected to be unstable when \( N_f = 0 \) mod 2. In Sec. HIC we will construct explicitly a potential that gaps out the edge theory.

B. \( Z_K \) symmetry

To compare our results to those obtained for \( Z_K \) SPT phases \( 30 \) we consider the embedding \( Z_K \rightarrow \mathbb{Z}_K \times \mathbb{Z}_K \) given by \( k \rightarrow (k, kq) \) and \( N_f = 1 \). To analyze this case we simply set \( l_1 = k_1q \) and \( l_2 = k_2q \) and \( N_f = 1 \) in the previous expressions above. Hence we can write

\[
Z(\tau) = \sum_{k_2} Z_{k_2}^{k_1}(\tau)
\]

with \( Z_{k_2}^{k_1} := Z_{(k_1, k_1q)}^{(k_2, k_2q)} \) and similarly for \( \epsilon \). Therefore in this case the large gauge anomaly is

\[
Z_{k_2}^{k_1}(\pm K) = Z_{(k_2 \pm K, k_2q \mp qK)}^{k_1} = e^{\pm \frac{2\pi i k_1 q k_2}{K}} Z_{k_2}^{k_1}.
\]

(39)

The \( T \) modular transformation is now given by

\[
Z_{k_2}^{k_1}(\tau + 1) = e^{-\frac{2\pi i k_1 q k_2}{K}} Z_{k_1 + k_2}^{k_1}(\tau),
\]

(40)

while the \( S \) modular transformation is

\[
Z_{k_2}^{k_1}(-1/\tau) = e^{\frac{4\pi i k_1 q k_2}{K^2}} Z_{-k_1}^{k_2}(\tau).
\]

(41)

Thus the \( S \) modular invariance condition is

\[
\epsilon_{k_2}^{k_1} = \begin{cases} 
  e^{-\frac{4\pi i k_1 q k_2}{K^2}} \epsilon_{-k_1}^{k_2} & \text{if } k_1 = 0, \\
  e^{-4\pi i (\frac{k_1 q + k_2}{K} - \frac{q}{K})} \epsilon_{-k_1 + K}^{k_2} & \text{if } k_1 > 0,
\end{cases}
\]

(42)

while the \( T \) modular invariance condition is

\[
\epsilon_{k_2}^{k_1} = \begin{cases} 
  e^{-\frac{2\pi i k_1 q k_2}{K}} \epsilon_{-k_1 + k_2}^{k_1} & \text{if } k_1 + k_2 \leq K - 1, \\
  e^{\frac{2\pi i}{K} (\frac{k_1 q + k_2}{K^2} - \frac{k_1}{K})} \epsilon_{k_1 + k_2 - K}^{k_1} & \text{if } k_1 + k_2 > K - 1.
\end{cases}
\]

(43)

From Eq. (42) above, one obtains

\[
\epsilon_{k_2}^{0} = \epsilon_{k_2}^{k_1} = \epsilon_{-k_2 + K}^{0} = \epsilon_{-k_2 + K}^{k_1} = \epsilon_{0}^{k_1 - k_2 + K} = \epsilon_{0}^{k_1 - k_2 + K},
\]

(44)

if \( k_1 = 0 \) and \( k_2 \neq 0 \), whereas

\[
\epsilon_{k_2}^{k_1} = \epsilon_{-k_1 + K}^{0} = \epsilon_{-k_1 + K}^{k_1} = \epsilon_{0}^{k_1}.
\]

(45)

if \( k_2 = 0 \) and \( k_1 \neq 0 \). Similarly, for even \( K \) and \( k_1 = k_2 = K/2 \) one gets

\[
\epsilon_{k_2}^{k_1} = e^{-\frac{4\pi i k_1 q k_2}{K}} \epsilon_{-k_1 + K}^{k_1} = e^{-\frac{4\pi i k_1 q k_2}{K}} \epsilon_{-k_1 + K}^{k_1} = e^{-\frac{4\pi i k_1 q k_2}{K}} \epsilon_{-k_1 + K}^{k_1}
\]

(46)

which is consistent iff \( q = 0 \) mod 2. Finally, for other values of \( k_1 \) and \( k_2 \) different from those considered above one gets

\[
\epsilon_{k_2}^{k_1} = e^{-\frac{4\pi i k_1 q k_2}{K}} \epsilon_{-k_1 + K}^{k_1}
\]

(47)

where we have left out a self consistent further iteration. This shows that \( S \) modular invariance is possible for even \( K \) iff \( q \) is even and for odd \( K \) there is no condition on \( q \).

Now we move on to analyze the \( T \) modular invariance conditions which imply

\[
\epsilon_{k_2}^{k_1} = \cdots = e^{-\frac{2\pi i (k_1 - 1) q k_2}{K}} \epsilon_{k_1 - K}^{k_1} = e^{-\frac{2\pi i q k_2}{K}} \epsilon_{k_1}^{k_1},
\]

(48)

which is self consistent iff \( q = 0 \) mod \( K \). We now show that this condition is sufficient for \( T \) modular invariance. When \( k_1 \neq 0 \) after several reiterations one gets the condition

\[
\epsilon_{k_2}^{k_1} = e^{-\frac{2\pi i q k_2}{K^2}} \epsilon_{k_2}^{k_1},
\]

(49)

where \( p \) is an integer such that \( k_1 p - K t = \) 0 for an integer \( t \) whose actual value is irrelevant to us. So that with \( q = 0 \) mod \( K \) the phase in Eq. (49) is just 1.

Thus putting our results together we find that modular invariance is possible iff \( q = 0 \) mod \( K \). I.e., the phase is trivial when \( q = 0 \) mod \( K \) and non-trivial (i.e., SPT phase) otherwise.

C. Gapping potential perspective

In this section we show that there exist potentials that can fully gap our system without explicitly or spontaneously breaking the \( \mathbb{Z}_2 \times \mathbb{Z}_2 \) symmetry iff \( N_f = 0 \) mod
2. Thus we confirm that we do indeed have a SPT phase when \(N_f \neq 0\) mod 2 and a trivial phase otherwise.

Let us first consider the case when \(N_f = 1\), in this case a complete set of local operators in the field theory is given by \(\partial \Phi, \partial \Theta\), and \(\cos(m\Phi + n\Theta + \alpha)\), where \(\partial\) denotes a generic derivative and \(\alpha\) is a constant. Here we have switched our notation, \(\phi_1 \rightarrow \Phi\) and \(\phi_2 \rightarrow \Theta\), to emphasize the dual (canonical conjugate) nature of these fields, \([\Phi, \partial \Theta] \sim 2\pi i\). The most general gapping potential terms that is \(Z_2 \times Z_2\) symmetric is given by linear combinations of the form

\[
\cos(2m\Phi + 2n\Theta + \alpha).
\]  

(50)

Now we can do a semi-classical analysis to show that the ground state spontaneously breaks \(Z_2 \times Z_2\) symmetry once a strong enough gapping potential of the form \(\cos(\Phi + \Theta)\) is added. Without loss of generality we set \(\alpha = 0\), and since \([\Phi, \partial \Theta] \sim 2\pi i\) etc., we need to consider independently potentials of the form \(\cos(2m\Phi)\) and \(\cos(2n\Theta)\). For \(\cos(2m\Phi)\) we have that classical minima correspond to \(\Phi = \frac{2m+1}{2m}\pi\) (for a finite number of independent \(j\)'s since \(\Phi \in [0, 2\pi]\)) and the \(Z_2\) transformation \(\Phi \rightarrow \Phi + \pi\) amounts to \(j \rightarrow j + m\). As one can easily see when \(m = 1\) for example these classical minima transform under \(Z_2\) and a choice of any one of them would spontaneously break \(Z_2\) symmetry. The analysis for potentials of the form \(\cos(2n\Theta)\) is similar and we reach the conclusion that when \(N_f = 1\) it is not possible to gap our system without breaking \(Z_2 \times Z_2\) symmetry.

When \(N_f = 2\) we have fields \(\Phi_1, \Theta_1, \Phi_2, \Theta_2\) and the most general \(Z_2 \times Z_2\) invariant possible gapping potential is given by \(\cos[m_1(\Phi_1 - \Phi_2) + n_1(\Theta_1 - \Theta_2) + 2l_1(\Phi_1 + 2l_2(\Theta_2 + \Theta_1))\] where \(m_1, n_1, l_1, l_2 \in Z\). If we focus on two mutually commuting and \(Z_2 \times Z_2\) symmetric bosonic fields \(\Phi_1 - \Phi_2\) we can consider a gapping potential \(\cos(m_1(\Phi_1 - \Phi_2) + n_1(\Theta_1 + \Theta_2))\). If one considers \(-\cos(\Phi_1 - \Phi_2) - \cos(\Theta_1 + \Theta_2)\) we see that the classical minima corresponds to

\[
\Phi_1 - \Phi_2 = 0, \quad \Theta_1 + \Theta_2 = 2\pi,
\]  

(51)

since this is invariant under \(Z_2 \times Z_2\) and \([\Phi_1 - \Phi_2, \Theta_1 + \Theta_2] = 0\) we conclude that we can fully gap the system without spontaneously breaking the symmetry. Most generally when \(N_f = 2m\) we have fields \(\Phi_i, \Theta_i\) \((i = 1, \ldots, 2m)\) and the most general \(Z_2 \times Z_2\) invariant possible gapping potential is given by a sum over potentials of the form

\[
\cos\left\{ \sum_{i=1}^{2m-1} m_i(\Phi_i - \Phi_{2m}) + \sum_{i=1}^{2m-1} n_i(\Theta_i - \Theta_{2m}) + \alpha \right\}. \]  

(52)

If we focus on two mutually commuting and \(Z_2 \times Z_2\) symmetric bosonic fields then a potential of the form

\[
-\sum_{i=1}^{m} \left[ \cos(\Phi_{2i-1} - \Phi_{2i}) + \cos(\Theta_{2i-1} + \Theta_{2i}) \right]
\]  

(53)

would be minimized classically by

\[
\Phi_{2i-1} - \Phi_{2i} = 0, \quad \Theta_{2i-1} + \Theta_{2i} = 2\pi,
\]  

(54)

which is allowed since all the commutators between the different fields on the LHS of \((54)\) are zero. On the other hand when \(M = 2m + 1\), by choosing a maximal set of \(2m\) commuting \(Z_2 \times Z_2\) invariant fields (basically differences \(\Phi_i - \Phi_J\) etc.) to localize, one is always left with one field that cannot be localized and hence the system cannot be fully gapped. This concludes our analysis of bosonic SPT phases with \(Z_2 \times Z_2\) symmetry.

For general \(K\) this is easily generalized. For example for \(K = 3\) with \(N_f = 3\) one can gap out the following independent, mutually commuting and \(Z_K \times Z_K\) invariant combinations

\[
\Phi_1 - \Phi_2, \quad \Phi_2 - \Phi_3, \quad \Theta_1 + \Theta_2 + \Theta_3,
\]  

(55)

while for \(K = 4\) with \(N_f = 4\) one can gap out

\[
\Phi_1 - \Phi_2, \quad \Theta_1 - \Theta_2 - \Theta_3 - \Theta_4, \quad \Theta_3 - \Theta_4, \quad \Theta_1 + \Theta_2 + \Theta_3 + \Theta_4.
\]  

(56)

For generic \(K\), one could consider, for example, a gapping potential \(\sum_{i=1}^{K-1} \cos[m_i(\Phi_i - \Phi_{i-1})] + \cos[n_i(\Theta_i)]\) that gaps \(K = N_f\) mutually independent and \(Z_K \times Z_K\) symmetric combinations of bosonic fields.

IV. FERMIONIC SYMMETRY PROTECTED TOPOLOGICAL PHASES

In this section, we are interested in fermionic SPT phases which are relevant to the physics of topological superconductors. We consider \(Z_K \times Z_K\) symmetry which is a generalization of the \(Z_2 \times Z_2\) symmetry discussed in Refs. \[57\] and \[43\]. The relevant edge theory in the absence of interactions with several flavors is described by the free Dirac action

\[
S = \frac{i}{2\pi} \int dx dt \sum_{a=1}^{N_f} \psi_{L_a}^\dagger (\partial_t - \partial_x) \psi_{L_a} + \psi_{R_a}^\dagger (\partial_t + \partial_x) \psi_{R_a},
\]  

(57)

where \(\psi_{L_a}, \psi_{L_a}, \psi_{R_a}\) are creation/annihilation operators of the fermionic non-chiral edge modes that are supported by some topological bulk system. This action has a \(U(1) \times U(1)\) symmetry, which contains \(Z_K \times Z_K\) as its subgroup. Similar to the bosonic case we gauge this \(Z_K \times Z_K\) subgroup to understand the corresponding SPT phases.
A. Partition function and modular transformation

The Hamiltonian $H$ and momentum $P$, when $N_f = 1$, are

$$ H = \frac{i}{2\pi} \int dx \left[ \psi^\dagger_L \partial_x \psi_L - \psi^\dagger_R \partial_x \psi_R \right], $$

$$ P = \frac{i}{2\pi} \int dx \left[ \psi^\dagger_L \partial_x \psi_L + \psi^\dagger_R \partial_x \psi_R \right]. \quad (58) $$

There is an obvious global $U(1) \times U(1)$ symmetry under the transformations

$$ \psi_L \rightarrow e^{2\pi i \alpha} \psi_L, \quad \psi_R \rightarrow e^{2\pi i \beta} \psi_R \quad (59) $$

with the left movers neutral under the second $U(1)$ factor and the right movers neutral under the first $U(1)$ factor. This is generated by the left and right “fermion number” charges

$$ Q_L = \frac{1}{2\pi} \int dx \psi^\dagger_L \psi_L, \quad Q_R = \frac{1}{2\pi} \int dx \psi^\dagger_R \psi_R. \quad (60) $$

The total fermion number is $Q := Q_L + Q_R$. We work on a complex torus of modulus $\tau$ and consider sectors with the following periodicity conditions:

$$ \psi_L(x + 2\pi, t) = e^{-2\pi i \alpha} \psi_L(x, t), $$

$$ \psi_L(x + 2\pi \tau_1, t + 2\pi \tau_2) = e^{-2\pi i \beta} \psi_L(x, t), $$

$$ \psi_R(x + 2\pi, t) = e^{2\pi i \alpha} \psi_R(x, t), $$

$$ \psi_R(x + 2\pi \tau_1, t + 2\pi \tau_2) = e^{2\pi i \beta} \psi_R(x, t). \quad (61) $$

(In the operator formalism, we can account for the spatial periodicity by appropriate mode expansions and for the time periodicity by insertion of an appropriate operator.) The mode expansions are

$$ \psi_L(x, t) = \sum_{r \in \mathbb{Z} + \alpha} a_r e^{-ir(x+t)}, $$

$$ \psi_R(x, t) = \sum_{r \in \mathbb{Z} + \beta} b_r e^{-ir(t-x)}, \quad (62) $$

with anticommutators

$$ \{a_r, a^\dagger_s\} = \{b_r, b^\dagger_s\} = \delta_{r,s}. \quad (63) $$

We introduce the normal ordering with respect to the fermionic ground state as

$$ a^\dagger_a a_r := \begin{cases} a^\dagger_a a_r & \text{if } r \geq 0, \\ -a_r a^\dagger_a & \text{if } r < 0, \end{cases} \quad (64) $$

and similarly for the $b$ oscillators. So the left moving contribution to $H$, $H_L = \sum_{r \in \mathbb{Z} + \alpha} r a^\dagger_r a_r$, is now given by

$$ H_L = \sum_{r \in \mathbb{Z} + \alpha} r a^\dagger_r a_r : -\frac{1}{24} + \frac{1}{2}[\alpha - [\alpha] - \frac{1}{2}]^2. \quad (65) $$

where we have adopted the regularization prescription $\sum_{r \in \mathbb{Z}} r = E_0(\alpha) = -1/24 + (1/2)[\alpha - [\alpha] - 1/2]^2$ and $[\alpha]$ is the greatest integer less than or equal to $\alpha$. We get a similar contribution from the right movers with $\alpha$ replaced by $\beta$, $H_R = \sum_{s \in \mathbb{Z} + \beta} s b^\dagger_s b_s$. The left moving contribution to the fermion number, $Q_L = \sum_{r \in \mathbb{Z} + \alpha} a^\dagger_r a_r$, is

$$ Q_L = \sum_r : a^\dagger_r a_r : + \alpha - [\alpha] - \frac{1}{2} \quad (66) $$

with the regularization prescription $\sum_{r \in \mathbb{Z}} 1 = \alpha - [\alpha] - 1/2$. We get a similar contribution from the right movers with $\alpha$ replaced by $\beta$, $Q_R = \sum_{s \in \mathbb{Z} + \beta} b^\dagger_s b_s$.

We would like to evaluate the partition function in Euclidean signature for fermions with boundary conditions \cite{91}. This is given by ($q := e^{2\pi i \tau}$)

$$ Z^\alpha_\beta(\tau) = \text{Tr}_a \left[ e^{2\pi i Q_L(-\beta + \frac{1}{2})} q^{H_L} \right] \times \text{Tr}_a \left[ e^{2\pi i Q_R(-\beta + \frac{1}{2})} q^{H_R} \right] = Z^\beta_\alpha(\tau)Z^\beta_\alpha(\tau), \quad (67) $$

where the trace is taken over the fermionic Fock space generated by the fermionic oscillator modes in \cite{92} acting on the Dirac sea. So the partition function has a left-right factorized form. We focus on the left movers since the analysis is similar for the right movers.

$$ Z^\alpha_\beta(\tau) = \text{Tr}_a \left[ e^{2\pi i (\sum_r a^\dagger_r a_r - [\alpha] - \frac{1}{2})(-\beta + \frac{1}{2})} q^{\sum_r r a^\dagger_r a_r - E_0(\alpha)} \right] = e^{2\pi i ([\alpha] - [\alpha] - \frac{1}{2})(-\beta + \frac{1}{2})} \prod_{r \geq 0} \left[ 1 + e^{2\pi i (-\beta + \frac{1}{2}) q^r} \right] \times q^{E_0(\alpha)} \prod_{r < 0} \left[ 1 + e^{-2\pi i (-\beta + \frac{1}{2}) q^{-r}} \right]. \quad (68) $$

Note that $Z^{\alpha+1}_\beta(\tau) = Z^\beta_\alpha(\tau)$ and $Z^{\alpha+1}_\beta(\tau) = e^{-2\pi i ([\alpha] - [\alpha] - \frac{1}{2})} Z^\alpha_\beta(\tau)$. We can write the partition function as

$$ Z^\alpha_\beta(\tau) = e^{\pi i \tau ([\alpha]^2 - 2(\alpha - \frac{1}{2})[\alpha] - 2\pi i ([\alpha] - \beta + \frac{1}{2}) \times \theta \left[ \frac{\alpha - \frac{1}{2} + \frac{1}{2} \tau}{-\beta + \frac{1}{2} + \frac{1}{2} \tau} \right](0, \tau)}, \quad (69) $$

where the theta function with characteristics is given by

$$ \theta \left[ \frac{a}{b} \right](\nu, \tau) = \sum_{n \in \mathbb{Z}} \theta \left[ \frac{\nu}{\nu + b} \right]. \quad (70) $$

If we choose $\alpha \in [0, 1)$ then $[\alpha] = 0$ and the phase factor in Eq. (69) cancels.

By noting

$$ \theta \left[ \frac{a}{b} \right](\nu, \tau + 1) = e^{-\pi i (a^2 + a)} \theta \left[ \frac{a}{b + a + \frac{1}{2}} \right](\nu, \tau), \quad (71) $$

we have completed the analysis of the partition function and modular transformation in this context.
and using the Poisson resummation formula one finds

$$\theta \left[ \frac{a}{b} \right] (\nu, -1/\tau) = (-i\tau)^{\frac{1}{2}} e^{2\pi i(\nu + b)} \theta \left[ -\nu - \frac{b}{a} \right] (0, \tau).$$ \hspace{1cm} (72)

From these one deduces the following modular transformations of the right moving contribution to the partition function:

$$Z^\alpha_\beta (\tau + 1) = e^{-\pi i (\alpha^2/4)} Z^\alpha_{-\alpha}(\tau),$$

$$Z^\alpha_\beta (-1/\tau) = e^{2\pi i (\alpha - 1/4)(\beta + 1/4)} Z^\beta_{-\alpha}(\tau),$$

where we have assumed \(\alpha, \beta \in [0, 1)\) as would be the relevant case in what follows.

### B. \(\mathbb{Z}_K \times \mathbb{Z}_K\) symmetry

We are interested in gauging \(\mathbb{Z}_K \times \mathbb{Z}_K\) symmetry of \(N_f\) Dirac fermions (\(2N_f\) Majorana fermions) which is generated by

$$\psi^a_L \rightarrow e^{-2\pi i \theta_1} \psi^a_L \quad \text{and} \quad \psi^a_R \rightarrow e^{2\pi i \theta_2} \psi^a_R$$ \hspace{1cm} (74)

where \(\theta = 1, \ldots, N_f\). Thus we shall be analyzing the modular properties of the most general partition function

$$Z(\tau) = \sum_{k,l,m,n} \epsilon(k,l,m,n) \left[ Z^k_{\alpha}(\tau) \bar{Z}^{m'}_{\beta}(\tau) \right]^{N_f},$$ \hspace{1cm} (75)

with \(k, l, m, n = 0, 1, \ldots, K - 1\), and \(k' := k/K\) etc. This corresponds to a sum over the most general combination of left and right twistings of the spinors by the \(\mathbb{Z}_K \times \mathbb{Z}_K\) action. With the \(\epsilon(k,l,m,n)\) phases, topologically distinct sectors in the path integral sum are weighted differently. The modular transformations are given by

$$Z(\tau + 1) = \sum_{k,l,m,n} \epsilon(k,l,m,n) e^{-\pi i N_f \left( \frac{k^2 + m^2}{K^2} \right)} \left[ Z^k_{\alpha}(\tau) \bar{Z}^{m'}_{\beta}(\tau) \right]^{N_f},$$ \hspace{1cm} (76)

$$Z(-1/\tau) = \sum_{k,l,m,n} \epsilon(k,l,m,n) e^{2\pi i N_f \left( \frac{m + k}{K^2} \cdot \frac{m + k}{2N_f} \right)} \left[ Z^k_{\alpha}(\tau) \bar{Z}^{m'}_{\beta}(\tau) \right]^{N_f}.$$ \hspace{1cm} (77)

As in the bosonic case, we will ask when the modular invariance can be achieved for different values of \(K\) and \(N_f\). Instead of being exhaustive, we make an ansatz that the overall partition function is holomorphically factorized so that

$$Z(\tau) = Z_L(\tau) \bar{Z}_R(\tau) = |Z_L(\tau)|^2.$$ \hspace{1cm} (78)

In this case modular invariance is achieved as long as the left(right)-moving contribution transforms covariantly with a phase under a generic modular transformation \(U\), \(Z_L(U \cdot \tau) = e^{i\theta} Z_L(\tau)\). So we can focus on the left-moving sector,

$$Z_L(\tau) = \sum_{k,l=0}^{K-1} c^*_k Z^{k'}_l(\tau).$$ \hspace{1cm} (79)

The condition for \(S\) modular invariance is then deduced from Eq. (77) to be (the modular invariance conditions presented below are all up to an overall phase)

$$\epsilon^k_l = \begin{cases} e^{2\pi i N_f \left( \frac{k^2}{K} + \frac{1}{K} \right)} & \text{if } k > 0, \\ e^{2\pi i N_f \left( \frac{k^2}{K^2} \right)} & \text{if } k = 0. \end{cases}$$ \hspace{1cm} (80)

while from (76) the conditions for \(T\) modular invariance is found to be

$$\epsilon^k_l = \begin{cases} e^{-\pi i N_f \frac{k^2}{K}} & \text{if } 0 \leq l - k \leq K - 1, \\ e^{2\pi i N_f \left( \frac{k^2}{K} + \frac{1}{K} \right)} & \text{if } l - k < 0. \end{cases}$$ \hspace{1cm} (81)

Let us analyze Eq. (81) in general. When \(K\) is even one gets

$$\epsilon_{k/2}^{k/2} = e^{\pi i N_f \frac{k^2}{K} \frac{1}{K}}$$ \hspace{1cm} (82)

so this requires \(N_f = 0 \mod 4\). One can check that this condition is enough for self consistency of Eq. (81) while for odd \(K\), no condition on \(N_f\) is required. Equation (81) gives after \(K\) iterations

$$\epsilon^0_1 = e^{\pi i N_f \frac{K^2 - 1}{K}} \epsilon_0^1.$$ \hspace{1cm} (83)

When \(K\) is even this requires \(N_f = 0 \mod 2K\) while for odd \(K\) this requires \(N_f = 0 \mod K\). In general several iterations of Eq. (81) gives

$$\epsilon^k_t = e^{\pi i N_f \left( \frac{k^2}{K} + t \frac{K^2}{K^2} \right)} \epsilon_t^k,$$ \hspace{1cm} (84)

for some integers \(p\) and \(t\) such that

$$Kt - kp = 0.$$ \hspace{1cm} (85)

For even \(K\) one sees that \(N_f = 0 \mod 2K\) is sufficient while for odd \(K\) with \(N_f = 0 \mod K\) the phase in (84) is \(e^{\pi i N_f \frac{K^2 - 1}{K}}\). So one only needs to consider the case when \(k\) is even. In this case (84) implies that \(t\) must be even. Hence the phase is one and we conclude that modular invariance is possible for even \(k\) iff \(N_f = 0 \mod 2K\) while for odd \(K\) iff \(N_f = 0 \mod K\).

### C. \(\mathbb{Z}_2 \times \mathbb{Z}_2\) Example

For the case \(\mathbb{Z}_2 \times \mathbb{Z}_2\), let us check that we recover the results in Ref. 37 from our analysis. In this case Eq. (81) gives

$$\epsilon^0_1 = e^{\frac{3\pi i N_f}{2}} \epsilon^0_1, \quad \epsilon^1_0 = e^{\frac{\pi i N_f}{2}} \epsilon^1_0, \quad \epsilon^1_1 = e^{\frac{\pi i N_f}{2}} \epsilon^1_1.$$ \hspace{1cm} (86)
while Eq. (81) gives

$$\epsilon_0^i = e^{-\frac{3\pi N_f}{4}} \epsilon_1^i, \quad \epsilon_1^i = e^{-\frac{\pi N_f}{4}} \epsilon_0^i. \quad (87)$$

Clearly Eqs. (80) and (77) are consistent if $N_f = 0 \text{ mod } 4$ which recovers the result in Ref. [37] with $N_f = 2N$ being the number of flavors of Majorana modes. This result is of course familiar from type II string theory [39] where the $Z_2$ symmetry is generated by the fermion number current on the world sheet and the Majorana modes correspond to directions in spacetime with two extra dimensions cancelling the ghosts modes that result from gauge fixing. Thus the GSO left right asymmetric $Z_2$ projection gives rise to consistent modular invariant superstring theories in $8 + 2$ spacetime dimensions.

D. Gapping potential perspective

To analyze the stability to interactions it is convenient to bosonize the fermionic fields as follows:

$$\psi_L = A e^{i \phi_L}, \quad \psi_R = A e^{i \phi_R}, \quad (88)$$

where an implicit normal ordering has been omitted on the right hand side. We would also make use of

$$2\phi_L = \phi + \theta, \quad 2\phi_R = \phi - \theta, \quad (89)$$

so that the $Z_K \times Z_K$ symmetry is generated by

$$\phi_L \rightarrow \phi_L - \frac{2\pi}{K}, \quad \phi_R \rightarrow \phi_R + \frac{2\pi}{K}. \quad (90)$$

Let us first consider the simplest case of $Z_2 \times Z_2$. With 4 flavors one can write down the interaction term

$$V_2 = \left(\psi_{R,1}^+ \rho_{R,2}^+ \psi_{L,3}^+ \psi_{L,4}^+ + \psi_{R,1}^+ \rho_{R,2}^+ \psi_{L,3}^+ \psi_{L,4}^+ + \psi_{R,1}^+ \rho_{R,2}^+ \psi_{L,3}^+ \psi_{L,4}^+ + \text{c.c.} \right) \quad (91)$$

In the bosonized form this is just

$$V_2 = 4A^4 \cos \tilde{\phi}_1 \cos \theta_2 + \cos \theta_3 + \cos \theta_4 \quad (92)$$

where

$$2\tilde{\phi}_1 = \phi_1 + \phi_2 + \phi_3 + \phi_4, \quad 2\theta_2 = \theta_1 + \theta_2 - \theta_3 - \theta_4, \quad 2\theta_3 = \theta_1 + \theta_3 - \theta_2 - \theta_4, \quad 2\theta_4 = \theta_1 + \theta_4 - \theta_2 - \theta_3 \quad (93)$$

using $[\phi_i, \theta_j] \sim i\delta_{ij}$, one sees that all the fields in Eq. (82) commute and can be simultaneously localized. Also one sees that there are two solutions for the critical minima given by

$$\tilde{\phi}_1 = \pi n_1, \quad \tilde{\theta}_2 = \pi n_2, \quad \tilde{\theta}_3 = \pi n_3, \quad \tilde{\theta}_4 = \pi n_4, \quad (94)$$

with either $m_1$ odd and $n_2, n_3, n_4$ even or $m_1$ even and $n_2, n_3, n_4$ odd. By using the periodicity $\phi_1 = \phi_1 + 2\pi$ and similarly for $\theta_i$, one sees that these two solutions are equivalent and the invariance of $\tilde{\phi}_1, \tilde{\theta}_2, \tilde{\theta}_3, \tilde{\theta}_4$ implies that the system can be fully gapped explicitly or spontaneously breaking $Z_2 \times Z_2$ symmetry.

Let us now consider the case of $Z_4 \times Z_4$ symmetry as this would enable us to understand the generalization to $Z_{2K} \times Z_{2K}$. In this case with $N_f = 8$ one can write down the following potential

$$V_4 = \psi_{R,4}^+ \psi_{R,2}^+ \psi_{R,3}^+ \psi_{R,1}^+ \psi_{L,4}^+ \psi_{L,3}^+ \psi_{L,2}^+ \psi_{L,1}^+ + \psi_{R,1}^+ \psi_{R,2}^+ \psi_{R,3}^+ \psi_{R,4}^+ \psi_{L,4}^+ \psi_{L,3}^+ \psi_{L,2}^+ \psi_{L,1}^+ \quad (95)$$

In terms of bosonized fields this is

$$V_4 = 4A^8 \cos \tilde{\phi}_1 \left(\sum_{i=2}^{8} \cos \tilde{\theta}_i\right) \quad (96)$$

where

$$2\tilde{\phi}_1 = \sum_{i=1}^{8} \phi_i, \quad 2\tilde{\theta}_2 = \theta_1 + \theta_2 + \theta_3 + \theta_4 - \theta_5 - \theta_6 - \theta_7 - \theta_8, \quad 2\tilde{\theta}_3 = \theta_1 + \theta_2 + \theta_6 - \theta_3 - \theta_4 - \theta_5 - \theta_7 - \theta_8, \quad 2\tilde{\theta}_4 = \theta_1 + \theta_2 + \theta_5 - \theta_3 - \theta_4 - \theta_7 - \theta_8, \quad 2\tilde{\theta}_5 = \theta_1 + \theta_3 + \theta_5 - \theta_2 - \theta_4 - \theta_6 - \theta_8, \quad 2\tilde{\theta}_6 = \theta_1 + \theta_3 + \theta_6 - \theta_2 - \theta_4 - \theta_5 - \theta_7, \quad 2\tilde{\theta}_7 = \theta_1 + \theta_4 + \theta_5 - \theta_2 - \theta_3 - \theta_6 - \theta_7, \quad 2\tilde{\theta}_8 = \theta_1 + \theta_4 + \theta_6 - \theta_2 - \theta_3 - \theta_5 - \theta_8, \quad (97)$$

since the tilded fields are mutually commuting they can be simultaneously localized with $\phi_1 = \pi n_1$ and $\theta_i = \pi n_i$ with $m_1$ odd and $n_1$ even or vice versa. Since the tilded fields are $Z_4 \times Z_4$ invariant we conclude that the system can be fully gapped without breaking symmetry. It is clear that this structure can be generalized to $Z_{2K} \times Z_{2K}$ with $4K$ flavors, one finds the same conclusion that the system can be gapped without breaking symmetry.

V. DISCUSSION

In conclusion we have proposed and developed a theoretical framework that allows us to determine if a given (edge) CFT can be gapped out or not without breaking a given set of symmetries. It is based on the modular invariance/non-invariance of the CFT with symmetry
projection; it makes use of a way any 2D CFT couples to the background geometry (complex structure of the torus) and hence can be applied to a wide range of systems.

There are a number of merits to our approach; It does not rely on the presence/absence of a conserved U(1) charge such as particle number; Unlike topological invariants built from single particle electron wave functions, our method does not rely on single particle physics and hence is applicable to strongly interacting systems; it is simpler and more convenient than actually looking for all possible perturbations that can potentially gap out the edge theory in case by case basis; For 2D SPT phases that have non-abelian quasiparticles there is no K matrix formulation but our approach can be extended to such situations. For example, one could consider orbifolds of WZW models with discrete torsion.

We have demonstrated that our scheme indeed works for bosonic and fermionic SPT phases with $Z_K \times Z_k$ or $Z_{Kk}$ symmetry. In particular, we have checked explicitly that for the cases when the modular invariance is achieved, one can find an interaction potential that can gap out the edge theory without breaking symmetry.

The validity of our approach based on the modular invariance is further supported by a complementary point of view proposed in Refs. 32 and 55. In various cases, our method based on the modular invariance and the arguments in Refs. 32 and 55 that makes use of the fractional statistics in the bulk also lead to the same conditions for the “gappability” of the edge theory.

One immediate generalization of our work is to apply our method to symmetry enriched topological phases, i.e., topologically ordered phases that have a set of symmetries. For example, our calculations for Bosonic SPT phases can be directly generalized to the case with $|\det K| > 1$, which has ground state degeneracy. We have checked for a few simple cases with $|\det K| > 1$ that when the modular invariance is achieved we can construct an interaction potential to gap out the edge theory. Another interesting future work would be to consider SPT phases with non-abelian symmetry and/or non-abelian statistics.

We close with a couple of comments below.

– As discussed in the introduction, modular invariance is a global anomaly in CFT. On the other hand, it is interesting to note that in CFT a local anomaly associated with rescaling invariance occurs proportionately to the total central charge $c$. It is also instructive to note that in string theory conformal invariance is a constraint and $c$ is cancelled by working in a critical dimension. In condensed matter and statistical physics applications conformal invariance is a real symmetry (i.e., not a constraint) and the appearance of a local anomaly is a quantum effect which does not spoil the consistency of the theory (since there is no associated dynamical gauge degree of freedom).

– We have focussed entirely on modular (non-)invariance on the torus. One may wonder if there are other constraints that come about at higher genus due to modular invariance and unitarity. Examples on torodial compactifications of string theory are explored in Ref. 51 where it is shown that modular invariance and unitarity at genus two enforces more constraints on the phases with the various possible ways of achieving modular invariance corresponding to elements in the second group cohomology $H^2(G, U(1))$ for a finite Abelian group $G$. Perhaps one can make a connection between modular non-invariance and group cohomology as well, in particular the third cohomology which is relevant for the classification of 2D SPT phases. We will not pursue this issue further here.
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