An Effective Edge-Assisted Data Collection Approach for Critical Events in the SDWSN-Based Agricultural Internet of Things
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Abstract: In the traditional agricultural wireless sensor networks (WSNs), there is a large amount of redundant data and high latency on critical events (CEs) for data collection systems, which increases the time and energy consumption. In order to overcome these problems, an effective edge computing (EC) enabled data collection approach for CE in smart agriculture is proposed. First, the key features data types (KFDTs) are extracted from the historical dataset to keep the main information on CEs. Next, the KFDTs are selected as the collection data type of the software-defined wireless sensor network (SDWSN). Then, the event types are decided by searching the minimum average variance between the sensing data of active nodes and the average value of the key feature data obtained by EC. Furthermore, the sensing nodes are driven to sense the event-related data with a consideration of latency constraints by the SDWSN servers. A real-world testbed was set up in a smart greenhouse for experimental verification of the proposed approach. The results showed that the proposed approach could reduce the number of needed sensors, sensing time, collection data volume, communication time, and provide the low latency agricultural data collection system. Thus, the proposed approach can improve the efficiency of CE sensing in smart agriculture.
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1. Introduction

Due to the rapid urbanization and increasing population worldwide, smart agriculture has been needed to provide a necessary amount of food. The Internet of Things (IoT) driven smart agriculture has been seen as a key for solving the food problems caused by urbanization and increasing population [1–3]. Recently, the latest information technologies, such as cloud computing, artificial intelligence, and big data, have achieved great progress [4–8]. The new agricultural paradigm integrates new information technologies to improve agricultural output and quality [9,10]. However, smart agriculture mostly relies on a large effective data quantity; for instance, the environment data, crop growth data, and other data [11]. Therefore, data collection in smart agriculture is crucial, especially for agricultural big data, artificial intelligence, and so on.
With the constant infiltration of industrial elements into agriculture, the numbers of intelligent plant factories, unmanned farms, and other industrial agriculture paradigms have increased largely. Therefore, a low latency and effective data collection for critical events (CEs) (e.g., equipment failure, a sudden change in the greenhouse environment) in the agricultural IoT sensing system has become a hot topic in academia and industry, and it represents the foundation for realizing modern agriculture [12,13].

After several years of development, the data collection for CEs has achieved great progress [14]. In the agricultural CEs monitoring, the wireless sensor networks (WSNs) have been commonly used to sense the related data periodically. Generally, there are two classical data-collection methods, which are widely used in the agricultural IoT. In the first one, all sensor nodes are included in data collection (ASDT) [15], and in the second one, a part of nodes are used for data collection (PNDT) [16]. However, these methods seldom focus on effective event-based data collection to reduce data redundancy by exploiting the correlation between sensing data and CEs.

In smart agriculture, especially industrial agriculture, it is necessary to reduce the latency and increase the efficiency of data collection and the validity of data on CEs. However, the traditional WSNs are based on a static network and lack computing resources, which results in high latency of data collection. Therefore, new agricultural models, especially those related to industrial agriculture, pose huge challenges to the traditional agricultural IoT and sensing systems. The emerging challenges for monitoring events are two folds, and they refer to data redundancy and data collection latency. On the one hand, as the amount of collected data increases, WSNs encounter a heavy burden in data collection and delivery, which further increases the latency. On the other hand, an increase in the collected data amount leads to data redundancy. Hence, huge amounts of time and energy are wasted to clean and discover useful data, while the data collection latency is markedly increased. In summary, conventional data gathering methods used in the IoT field are high latency and inefficient in the event-driven smart agriculture field. Therefore, it is necessary to develop new methods to address the mentioned challenges.

In this paper, we propose an edge assisted data collection approach for critical events to decrease the data redundancy in the smart agriculture IoT. Edge computing is employed to reduce the redundant data amount, latency, and energy consumption. In this way, the balance between the main information on an event and the corresponding data volume is ensured.

The contributions of this paper can be summarized as follows:

- A software-defined WSN (SDWSN) enabled framework for monitoring event is designed by integrating a software-defined network (SDN) and edge computing into an agricultural IoT data sensing system.
- Based on the proposed framework, an effective data sensing method, which conducts automatic data type selection using mutual information, events categorization, and related data sensing is proposed to realize essential event sensing and reduce the cost of data collection.
- An experimental prototype is designed in an agricultural greenhouse to verify the proposed strategy and compare it with the existing methods.

The remainder of this paper is organized as follows. Section 2 introduces related work about data sensing in agriculture and SDWSN. Section 3 describes the proposed agricultural data sensing framework based on a wireless network and SDN technologies. Section 4 introduces an effective data sensing method consisting of three steps. Section 5 experimentally evaluates the proposed approach and discusses the obtained results. Section 6 concludes the paper.

2. Related Work

This section reviews the existing solutions to the data collection problem in the agriculture and SDWSN fields.

2.1. Data Collection in Agriculture
As mentioned, data collection is an essential part of smart agriculture; therefore, different data collection methods have been developed. In Reference [17], Long and McCallum proposed an on-combine multi-sensor system for collecting different parameters of grain yield, grain protein concentration, and straw yield at the same spatial resolution as the grain yield. For low-latency monitoring in agriculture, Y. Kim et al. [18] proposed a sensor network architecture based on mobile robots, where alert messages were sent to the terminal after being processed by the intelligent database. Srbinovska [19] proposed deploying a wireless sensor network to collect the environmental parameters for controlling the drip irrigation and facilities in a pepper vegetable greenhouse. Estrada-López et al. [20] designed a WSN to monitor and gather soil conditions. Moreover, spatial distribution maps were created at two different levels below the ground. Henry et al. [21] collected the in-hive temperature, relative humidity, and sound using a data gathering system, and these data were delivered to the server via Wi-Fi. In order to measure environmental variables in freshwater fishpond aquaculture, Bing et al. [22] proposed a monitoring system based on a WSN. Additionally, the authors presented hardware and software schemes of different WSN nodes.

The aforementioned studies employed WSNs to collect heterogeneous data for smart agriculture, but these methods are based on static networks and lack the consideration of data effectiveness for CE. Meanwhile, there is a large redundancy in collected data, which increases the working load, communication latency, and energy consumption.

2.2. Software-Defined WSNs

Recently, the improvement of network flexibility has become a research hotspot. Dobslaw et al. [23] introduced an integrated cross-layer framework by routing and scheduling configurations for a backbone with the gateway that guaranteed that the application-specific constraints would be built. Costa et al. [24] designed a dynamic configuration of visual sensors based on a fuzzy approach to realize the sensing, coding, and transmission patterns by exploiting different types of reference parameters. With the development of sensor networks, SDNs have become a promising way to realize dynamic configuration [25,26]. Zeng et al. [27] designed an energy-efficient sensor schedule and management strategy based on software-defined sensor networks with the guaranteed sensing quality for all tasks. Li et al. [28] designed a data flow splitting optimization strategy for solving the problem of traffic load minimization in SDWSNs by considering the selection of optimal relay sensor nodes and the transmission of optimal splitting flow. Jun et al. [29] proposed an approach for the effective collection of traffic packets generated from base stations and edge servers (ESs) via node selection and dynamic sampling duration allocation in the SDN frameworks. A situation-aware protocol switching scheme for SDWSNs was presented by Misra et al. to meet the application-specific real-time requirements, which contained decision making and protocol deployment [30].

The mentioned works have provided references for effective data collection for CEs and proved that the software-defined sensor networks represent optimal solutions for data sensing in agriculture. Meanwhile, with the development of the SDN and WSN, the SDN has not been used only for routing, networking traffic optimization, but also for other tasks, such as defining sensing and coverage control in WSN. The related information can be found in [24,27]. In this paper, SDN is used to dynamically adjust the relevant parameters of data sensing, and realize software defined data collection. However, these studies have seldomly focused on the CE data collection, and there have been many redundant data types in data collection.

3. Data Collection Framework for Critical Event Combing Edge Computing and SDWSN

The data collection parameters are set in the traditional sensing network, it is difficult to change parameters dynamically to meet actual requirements of event monitoring, especially critical events. Namely, the traditional sensing networks can difficulty change data-collection or sensing parameters (e.g., sensing data types, sensing period) dynamically. Following the idea of the SDN, SDWSN is adopted in the proposed framework. Particularly, the SDWSN realizes dynamic configuration of parameters in the processes of data sensing and collection in WSN [24]. At the same time, the lack of computing resources at the sensing system edges, which makes it difficult for WSN to respond
effectively in monitoring specific events. Therefore, the traditional frameworks for data collection lack flexibility, and the low latency performance is unsatisfactory, and much computing resources are needed. In the paper, the focus is on data sensing by the SDWSN, which determines the sensing nodes for monitoring CE and sensing data types for each node. Thus, edge computing and SDWSN are introduced in our proposed data collection framework. The proposed framework is presented in Figure 1, and the details of the proposed framework are given in the next sections.

3.1. Framework Overview

The fixed loop data collection strategies of conventional systems lack flexibility when needed to dynamically adjust the network or sensing parameters for particular CEs. Furthermore, the collected data usually contain information that is ineffective for event monitoring. Therefore, the upper layer systems have to devote efforts to extract these event-related data, which increases time and energy costs.

As shown in Figure 1, the proposed framework contains four components: wireless sensor network, SDWSN layer, edge computing layer, and application layer. The WSN consists of sensor nodes and access points. The sensor nodes are equipped with various sensors, such as soil humidity sensors, light sensors, and crop images sensors. The function of access points is to provide an effective link between sensor nodes and edge servers on the cloud. Meanwhile, the SDWSN is adopted in the proposed framework to increase the flexibility of data collection system and the key network nodes, such as access points (APs). Cloud computing provides the data processing and storage capacity to the application layer. Besides, the cloud-enabled applications are categorized into data visualization, user demand analysis, and system management.

3.2. Proposed Framework Working Principle

The working principle of the proposed framework can be divided into two main steps. In the first step, the cloud server (CS) obtains the main features of each CE, such as data collection types, by using big data analysis technologies. Then, edge server (ES) determines the CE according to the difference between the current sensing value and the feature value of each CE. Then, the required parameters, such as the number of selected sensor nodes, the number of data types, and data types, are optimized using the CE features, and the corresponding sensing arguments are sent to the SDWSN controller. Next, sensor nodes get the information on the sensing data types and communication parameters considering the current CEs from SDWSN servers. Besides, the parameters can be dynamically adjusted.

In the second step, the SDWSN controller sends the related control flows to the AP, which contains the data collection commands and other parameters. Then, these data are delivered to the corresponding management destinations, e.g., cluster heads and cloud centers. Finally, data mining
is conducted on the cloud, and the analytic results are forwarded to the related applications, such as data visualization.

4. Edge-Assisted Effective Data Collection Design

This section describes the proposed effective data sensing algorithm incorporating edge computing and SDN. The efficient data sensing algorithm includes three steps: Predictive data selection by exploiting historical data, event identification by edge computing, and data sensing with time constraints.

4.1. Sensing Data Type Selection by Exploiting Historical Data

Mutual information (MI) is an optimal method for feature selection. Therefore, in this study, the MI is used to determine the sensing data type (SDT) using the historical data on events. Assume \( X = (x_j)_{n \times m} \) is the historical dataset including \( n \) sampling vectors and \( m \) data types; \( S = (s_j, s_2, \ldots, s_m) \) denotes its vector form, and \( V_j \) is the value domain of \( s_j \). Further, \( X \) can be divided into \( k \) categories with a value domain \( V_k \). According to the MI theory, the MI of \( s_j \) and \( k \) can be defined as:

\[
I(s_j, k) = \sum_{v_j, v_k} p(v_j, v_k) \log_2 \left( \frac{p(v_j, v_k)}{p(v_j)p(v_k)} \right)
\]

(1)

where \( p(v_j, v_k) \) denotes the probability that a value of \( s_j \) is \( v_j \) and a value of \( k \) is \( v_k \). The larger \( I(s_j, k) \) is, the greater the relevance between \( s_j \) and \( k \) will be. After the MI between the SDT and \( k \) is calculated, the SDT is sorted in the descending order. Then, the MI between two SDTs \((s_j, s_l)\) and \((s_j, s_l)\) can be obtained. The SDT MI of \((s_j, s_j)\) is calculated by:

\[
I(s_j, s_l) = \sum_{v_j, v_l} p(v_j, v_l) \log_2 \left( \frac{p(v_j, v_l)}{p(v_j)p(v_l)} \right)
\]

(2)

According to Equation (2), the sorting sensing data type set (SSDTS) associated with the event type is obtained.

However, in real applications, the SSDTS redundancy should also be considered. Thus, a metric to evaluate the redundancy should be defined. Assume \( G \) represents an SSDTS, then the standard \( G \) formulation is defined as follows:

\[
GS = \frac{\sum_{s_j \in G} I(s_j, k)}{\sum_{s_j, s_l \in G} I(s_j, s_l)}
\]

(3)

A larger value of \( GS \) indicates that the SSDTS member has a greater degree of association with event \( k \), and there is less redundancy between the SSDT members.

Assume there are \( k \) events, then the events historical dataset can be expressed as:

\[
X = \{X_0, X_1, X_2, \ldots, X_k\}
\]

(4)

where \( X_0 \) denotes the value of the normal situation in smart agriculture, which means there are no CEs. Therefore, the extensibility dataset of \( X_{ik} \) can be obtained by:

\[
X_{ik}^* = X_i \cup X_0
\]

(5)

Moreover, \( X \) can be divided into many sub extensibility datasets for obtaining a small number of related SDTs, which can be expressed as:

\[
X = \{X_0^*, X_1^*, X_2^*, \ldots, X_k^*\}
\]

(6)
Accordingly, the MI and standard GS can be used to create a strategy for selecting a sensing data type for different events to reduce both the number of SDTs and the sensing time.

The proposed method is given in Algorithm 1. The steps of Algorithm 1 can be described as follows. First, as given by Equation (6), the historical dataset is divided into many sub-datasets while considering the number of events. For obtaining the SSDTS of each event, the SDT is sorted in accordance with the MI of each member. Moreover, based on the values of GS, the redundancy is removed from the selected SDT set.

### Algorithm 1 Sensing data type selection based on the MI

| Input: $X; k; S$ |
|------------------|
| Output: $G$      |
| 1. Initialize $X \leftarrow \{X_1, X_2, \ldots, X_n\}$, $G \leftarrow \emptyset$ |
| 2. for $i \leftarrow 1$ to $k$, $S \leftarrow S$, $G_i \leftarrow \emptyset$ //for each event |
| 3. for $j \leftarrow 1$ to $m$ //for each data type |
| 4. each $s_j \in S$, calculate $I(s_j, c_i)$ |
| 5. if $I(s_j, c_i) > I_i$ |
| 6. $G_i \leftarrow G_i \cup \{s_j\}$, $S \leftarrow S \setminus \{s_j\}$ |
| 7. Sort $G_i$ in descending order in light of $I(s_j, c_i)$ |
| 8. until $S = \emptyset$ |
| 9. $G_i \leftarrow s_j \in G_i$, $G_i \leftarrow G_i \setminus s_j$ |
| 10. for $l \leftarrow 1$ to $|G_i|$ |
| 11. each $s_l \in G_i$ | [calculate $G_S(s_l)$, $G_S(G_i)$] |
| 12. if $G_S(s_l) > G_S(G_i)$ |
| 13. $G_i \leftarrow s_l \in G_i$, $G_i \leftarrow G_i \setminus s_l$ |
| 14. until $G_i = \emptyset$ |
| 15. $G \leftarrow G_i$ |
| 16. until $i = k$ |
| 17. return $G$ |

### 4.2. Event Identification Based on Edge Computing

In Section 4.1, the sensing data type set $G$ is selected for each CE on the cloud servers (CSs) according to the historical dataset. This section focuses on event identification by finding the minimum variance of an event on the edge server. Specifically, the details of the even identification method are given in Algorithm 2.

### Algorithm 2 Event identification method based on the minimum variance

| Input: $G$; Output: $E_d$ |
|---------------------------|
| 1. Initialize $G_s \leftarrow G_0 \cup G_1 \ldots G_k$, $G \leftarrow \emptyset$ |
| 2. for $i \leftarrow 1$ to $k$ //for each event |
| 3. Clean the historical dataset $X$ |
| 4. Normalized historical dataset $X$ according to Equations (8) and (9) |
| 5. Averaged the normalized dataset |
| 6. until $i = k$ |
| Randomly select node for routine data sensing |
| 7. Collect sensing data |
| 8. for $i \leftarrow 1$ to $k$ //Calculate an average variance of each event |
| 9. $V_M = \frac{\sum_{i=1}^{m} (x_i - \bar{x})^2}{|G_i|}$ |
| 10. $V_M \leftarrow \min V_M$ |
| 11. until $i = k$ |
| 12. Find the minimum value of $V_M$. |
| 13. Identify the event type $E_d$ based on the minimum value of $V_M$. |
14. return $Ed$

As shown in Algorithm 2, first, a few nodes are selected to monitor all the agricultural events by sensing the most relevant data types. Then, based on the sensing data type set $G$, the routine sensing data types $G_v$ can be obtained by:

$$G_v = G_1 \cup G_2 \cup \cdots \cup G_k$$

(7)

For reducing the error caused by dimensional difference, self-variation, or large numerical difference, the normalization should be conducted. Subsequently, according to $G$, the historical dataset $x = \{x_0, x_1, x_2, \cdots, x_n\}$, which includes only the most relevant data types, can be normalized as follows:

$$x' = \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}}$$

(8)

The normalized dataset is averaged in the light of data types to identify events easily. Through a series of processing, the $i$-th ($i \in k$) event dataset can be expressed as:

$$X'(i) = \{x_1(i), x_2(i), \cdots, x_{G_v}(i)\}$$

(9)

Assume that the routine sensing data value of the $i$-th ($i \in k$) event is $G_v(i) = \{g_1(i), g_2(i), \cdots, g_{G_v}(i)\}$, then the average variance of the mean ($vm_i$) can be calculated by:

$$vm_i = \frac{\sum (g_j(i) - x_j(i))^2}{|G_v|}$$

(10)

Then, all the event variances of the mean set $VM = \{vm_1, vm_2, \cdots, vm_k\}$ can be obtained. Finally, the current event type is identified by calculating the minimum value of $VM$.

4.3. Data Sensing with Time Constraints in SDWSN

In the section, the data sensing process with time constraints in an SDWSN is introduced.

In a WSN cluster, $A$ denotes a set of sensor nodes $A = \{a_1, a_2, a_3, \cdots, a_n\}$, and $B$ denotes a set of data types of each node $B = \{b_1, b_2, b_3, \cdots, b_m\}$. For each event, the data collection time $T_c$ includes the sensing time $T_s$, communication time $T_c$, and data retransmission time $\Delta$, which is given by:

$$T_c = T_s + T_r + \Delta = \sum_{b \in B} t_s(b) + \sum_{a \in A} t_d(a) + \sum_{a \in A} \delta(a)$$

(11)

According to Equation (11), the energy consumption of an event can be defined by:

$$T_s = \alpha \cdot T_s + \beta (T_r + \Delta)$$

(12)

Assume that sensing time $t_s(b)$, data size $ds(a)$, and communication speed $v_c$ are constant values ($t_s, ds, v_c$), and the data retransmission $\delta(a)$ is close to zero. Thus, Equation (12) can be simplified as follows:

$$T_s = t_s |B| + \frac{ds(a) |A| |B|}{V}$$

(13)

Therefore, let $T_{\text{deadline}}$ be the deadline for a data collection time. Therefore, the time constraints for data collection can be expressed as:

$$T_s = t_s |B| + \frac{ds(a) |A| |B|}{V} \leq T_{\text{deadline}}. $$

(14)
In practical systems, in order to obtain effective monitoring areas, the number of nodes $|A|$ can be determined by adopting covering strategies, for instance, 95% coverage. According to Equations (12) and (13), the number of data types can be determined by:

$$|B| = \left\lfloor \frac{T_{\text{deadline}}V}{dV + ds|A|} \right\rfloor$$

(15)

Finally, the SDN server drives the WSN to finish the data collection within the time constraints. The pseudocode of the data sensing method is given in Algorithm 3.

**Algorithm 3 Sensing method with time constraints based on SDN**

1. Initialize $Ed$, $V$, $ts$, $T_{\text{deadline}}$
2. Adopt covering strategies to determine the sensing node set $A$
3. SDN server rouse $A$ to prepare for $Ed$
4. According to $T_{\text{deadline}}$ calculate the number of data types
5. $|B| = \left\lfloor \frac{T_{\text{deadline}}V}{dV + ds|A|} \right\rfloor$
6. SDN server drives $A$ sensing $|B|$ data types
7. for $i \leftarrow 1$ to $|A|$ //WSN node to collect data
8. for $j \leftarrow 1$ to $|B|$ //for each data type
9. Sensing and collect data from node $s_j$
10. Save the data
11. until
12. Transmit the data to the cluster head
13. until $i = |A|$
14. Return finish the data collection flag

5. Experiment and Results

The proposed approach was evaluated experimentally and compared with two classical data collection methods, the ASDT method and the PNDT method. The performance of the data collection was evaluated in terms of data size, energy consumption, data collection time, and the proportion of unrelated data.

5.1. Experimental Setup

In order to analyze the proposed data sensing strategy, an experiment with a multiple-sensor WSN and edge computing was performed. The experiment system block diagram is given in Figure 2. The experimental platform was constructed in a greenhouse with four rooms. As Figure 2 shows, the platform consisted of three parts: WSN, edge computing layer, and private cloud servers. The experimental process was as follows. First, experimental modules were deployed in the greenhouse. Next, different data collection methods were used on the platform to obtain the related experimental results. Particularly, the WSN sensing data were obtained by the traditional methods and our proposed algorithm, and the sensing data were delivered to the edge server. Then, the data were sent to the private cloud server via wired networks. Finally, the results were analyzed from different aspects.
The construction and physical image of the WSN nodes are given in Figure 3. The WSN nodes consisted of a microprocessor, power module, sensor, and RF module. The nodes were constructed based on CC2530 with IEEE 802.15.4 structure to meet the requirement for low energy consumption. The multiple sensors for environmental monitoring of the greenhouse were directly linked to the MCU by the interface sharing technology and I/O expansion board (I/O EB). The parameters of the sensors are given in Table 1.

The structure of edge computing servers is displayed in Figure 4. In the edge computing layer, Raspberry Pi 3 with ZigBee and Wi-Fi modules were used as edge servers. Each edge server had a powerful processing capacity and was equipped with big data analysis tools or software. For creating an effective agricultural monitoring network, the clustered WSN was constructed by selecting the edge server as a cluster head. Meanwhile, the edge computing server was connected to the private cloud computing server via Wi-Fi. In summary, the greenhouse monitoring network consisted of the WSN, edge computing layer, and cloud server.
The private cloud server was constructed based on Dell R230, which had a quad-core processor and a hard disk with a capacity of 500 GB. The private cloud server was connected to the WSN and edge servers via a multi-hop hybrid network. Moreover, software was developed to store the sensing data. The execution screen of a private cloud server is presented in Figure 5.

After the construction of the above-mentioned experimental platform components, the data sensing network was deployed in a four-room greenhouse. The network topology of the experimental platform is presented in Figure 6. A clustered WSN was used in the experiment. For simplifying the experiment, the edge servers’ nodes played a double-role of cluster head and computing resources for WSN nodes. Eight different type sensors were integrated into WSN nodes; note that the air temperature and humidity sensing were integrated into one sensor. Next, five WSN nodes and one edge server were deployed in a single greenhouse room. Then, the sensing data were sent to the corresponding edge server via a ZigBee wireless network. Finally, edge servers delivered the WSN sensing data to the private cloud server via gateway and router.
Using the constructed components and network topology to evaluate the proposed algorithm, we first tested the sensor number, sensing time, sensing data size, sensing energy, communication times to edge and cloud servers, communication energy consumption, and data reception ratio (DRR). Subsequently, using the monitoring platform, an experiment was conducted to evaluate the performance of the proposed approach. In the experiment, a historical dataset included four critical events (I. air temperature; II. air humidity; III. CO₂; and IV. soil humidity). For selecting the events, the selecting commands were delivered to the edge servers, and then according to the selecting commands, the edge servers determined the sensing nodes for each cluster and sensing data type for each node. As shown in Table 1, nine sensor types were used to select the related sensing data types by using the MI. Then, different methods were used to assess their performances by running a 20-node clustered WSN. Then, by using different methods and deadlines for each event, different parameters were measured by driving the WSN node to conduct the monitoring.

The data size, energy consumption, data collection time, and other indexes were used as evaluation metrics to assess the proposed strategy (called the SSDTS) through the comparison with the ASDT and PNDT methods. Based on the network topology presented in Figure 5, the working mechanisms of the three data collection methods were introduced. In the ASDT method, all sensor nodes were used to sense all the related data periodically. For instance, in a 60-s period, all sensor nodes sensed all nine parameters, as presented in Table 1. In the PNDT method, the part sensor nodes were selected to sense all the related data. Particularly, in the greenhouse room, two sensor nodes were selected to sense all nine parameters.

5.2. Results Analysis

Sensing time and energy consumption of sensor: Table 2 shows the average sensing time and energy consumption of sensors. For each sensor, the data size was the same, and it was 4 Byte, but the sensing time differed. Moreover, the data were transmitted via Wi-Fi to the edge server and cloud server in one and three hops, respectively. The WSN nodes were connected via ZigBee with a communication rate of 1–250 kbps, and the edge and cloud servers were connected at the communication rate of 100 Mbps. After testing, the working current of CC2530 was 35 mA at the transmitted power of 1 dBm, and the current of the Wi-Fi module was 180 mA. Also, after testing, the communication energy consumption of ZigBee nodes was 0.105 W. Meanwhile, the energy consumption of Wi-Fi communication between the edge and cloud servers was 0.9 W.

| Sensor Type    | Sensing Time (s) | Working Voltage (V) | Working Current (mA) |
|----------------|------------------|---------------------|----------------------|
| Soil salinity  | 3                | 12                  | 70                   |
| Soil temperature | 1               | 12                  | 50                   |
| Soil humidity  | 1                | 12                  | 20                   |
| Soil pH        | 15               | 12                  | 20                   |
Sensor number and sensing time of each node: The sensor number and sensing time of each node for different methods and events are shown in Figure 7. As can be seen in Figure 7a, with the increase in the number of sensor types for different events that were optimized by the SSDTS based on the MI, the SSDTS used the least number of sensors to finish the event parameter sensing. Meanwhile, the results of the sensing time of each event obtained by different methods are given in Figure 7b. It can be seen in Figure 7b that the proposed approach spent less sensing energy than the other methods, as the related sensors were driven to complete the events. In a word, the SSDTS reduced the sensor number and sensing time of each node.

| Sensor | SSDTS | PNDT | ASDT |
|--------|-------|------|------|
| CO₂    | 60    | 3.6  | 20   |
| Air temperature & humidity | 0.04  | 3.6  | 5    |
| Atmospheric pressure | 1     | 3.6  | 100  |
| Ambient light | 0.12  | 3.6  | 80   |

Figure 7. Sensor number and sensing time of each node. (a) Sensor number of each node for different events, (b) Sensing time of each node for different events.

Sensing data size and sensing energy: The average data size of different events and sensing energy consumption of the WSN nodes are shown in Figure 8. As shown in Figure 8a, by using different methods, different data sizes were obtained, and the data size of all method had minor changes for different events. The proposed approach outperformed the other methods in terms of data size because it collected the most related data. Under event I, the data size that the proposed method required was only about one-tenth and one-fifth of those of the ASDT and the PNDT, respectively. Meanwhile, the sensing energy consumption is given in Figure 8b, where it can be seen that the SSDTS consumed the least amount of sensing energy because the proposed approach adopted the MI to reduce the sensor number.

Communication time to edge and cloud servers: The communication times from the WSN node to the edge computing server and cloud server under different conditions are shown in Figure 9. The
data collection times of ten cycles are shown in Figure 9a; the data were collected once per cycle. As presented in Figure 9a, with an increase in the communication rate from 25 kbps to 250 kbps, the data collection time of the communication to the edge computing server decreased for each method. A higher communication rate meant spending less time on data delivery. However, the proposed method spent the shortest time for data collection among all the methods. When the communication rate was 100 kbps, the SSDTS saved 65% and 75% of the data collection time compared to the PNDT and ASDT methods, respectively. The data collection times for different events for the 100-kbps WSN and at 1-Mbps edge and cloud server communication rates are shown in Figure 9b. The results presented in Figure 9b are similar to the results shown in Figure 9a. The proposed method could adapt to different events and finish data collection. Consequently, it can be concluded that the traditional methods cannot be used in agricultural monitoring systems due to the high time consumption of data collection, thus omitting to meet the requirements of event-driven monitoring.

![Communication times to the edge server and cloud server](image)

**Figure 9.** Communication times to the edge server and cloud server. (a) Communication time to the edge server, (b) Communication time to the cloud server.

Communication energy consumption and sensing power: The energy consumption of the wireless system was evaluated. The two conditions of energy consumption of the communication to the edge computing server and cloud server are shown in Figure 10. The result of the first situation for event I is presented in Figure 10a, where it can be seen that with the increase in the communication rate, the energy consumption of all methods increased. The energy consumption of the ASDT was less than that of the PNDT because the ASDT adopted an appropriate number of nodes for the critical events. However, with the increase in the communication rate, the energy consumption of the SSDTS decreased. Meanwhile, the proposed method obtained the best performance regarding the communication energy consumption because it collected the related data for the event and had the smallest data size among all the methods. The sensing powers of the WSN nodes in different event situations are presented in Figure 10b. Similarly, the SSDTS spent less energy to finish the sensing process than the other methods.

![Communication energy consumption and sensing power](image)

**Figure 10.** (a) Communication energy consumption of the edge server (ES) at different communication rates, (b) Sensing power of the cloud server (CS) of different methods.
Data reception ratio: The data reception ratio represents an important metric to evaluate whether data collection meets the time constraints. The results of the DRR at a 15-s deadline for event I of different methods and at different communication rates are shown in Figure 11, wherein it can be seen that with the increase in the communication rate, the DDR increased for all the methods. However, when the communication rate was higher than 100 kbps, only the DRR of the SSDTS could reach 100%. Thus, the proposed SSDTS outperformed the other methods because it selected the most related data type to finish data collection while considering the deadline constraints.

![Figure 11. Data reception ratio of different methods.](image)

Consequently, the results of sensing time, data collection time, energy consumption, and other comparison metrics have similar values, so Figures 8–10 show similar trends. In the experiment, the amount of sensing data was very small, so the communication time and energy consumption of data transmission occupied a very small proportion. The relevant evaluation values are directly related to the number of participating sensing nodes. Meanwhile, data collection time and energy consumption are mostly used to finish data sensing. Therefore, Figures 8–10 show similarity.

In summary, in the real greenhouse data collection experiment, the proposed approach outperformed the traditional methods in terms of data size, latency, energy, and data reception rate.

6. Conclusions

In this paper, data collection is studied to reduce data redundancy for a critical event and ensure the latency constraint and main information in smart agriculture with consideration of the edge computing and SDN. First, from the perspective of event-driven sensing, a four-layer framework for smart agricultural IoT is introduced. Then, a three-step strategy is proposed for effective data collection in smart agriculture. In the first step, the MI from a historical dataset is used to sort the related sensing data types of different events. In the second step, the event identification based on edge computing is conducted by computing the minimum variance of the sensing data. Moreover, a data sensing method for collecting the most related data type is used to meet time constraints. Finally, the feasibility of the proposed strategy was verified by the experiments in a greenhouse. The proposed strategy was compared with two traditional methods. The results demonstrated that the proposed strategy provided a larger margin in balancing between data validity, energy consumption, and latency. The proposed framework and data collection methods can lay a foundation for the implementation of event-based smart agriculture.

However, the proposed approach can increase the deployment cost of edge servers, which can be solved by sharing computing resources. In our future work, we will focus on the cooperation between different edges and cloud computing for data collection on ECs.
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