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ABSTRACT

Major components of ices on interstellar grains in molecular clouds—water and carbon oxides—occur at various optical depths. This implies that selective desorption mechanisms are at work. An astrochemical model of a contracting low-mass molecular cloud core is presented. Ice was treated as consisting of the surface and three subsurface layers (i.e., sublayers). Photodesorption, reactive desorption, and indirect reactive desorption were investigated. The latter manifests itself through desorption from H+H reaction on grains. Desorption of shallow subsurface species was also included. Modeling results suggest the existence of a “photon-dominated ice” during the early phases of core contraction. Subsurface ice is chemically processed by interstellar photons, which produces complex organic molecules (COMs). Desorption from the subsurface layer results in high COM gas-phase abundances at $A_V = 2.4$–10 mag. This may contribute toward an explanation for COM observations in dark cores. It was found that photodesorption mostly governs the onset of ice accumulation onto grains. Reaction-specific reactive desorption is efficient for small molecules that form via highly exothermic atom-addition reactions. Higher reactive desorption efficiency results in lower gas-phase abundances of COMs. Indirect reactive desorption allows for closely reproducing the observed $H_2O:CO:CO_2$ ratio toward a number of background stars. Presumably, this can be done by any mechanism whose efficiency fits with the sequence $CO \geq CO_2 \geq H_2O$. After the freeze-out has ended, the three sublayers represent chemically distinct parts of the mantle. The likely $A_V$ threshold for the appearance of CO ice is 8–10.5 mag. The lower value is supported by observations.
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1. INTRODUCTION

Interstellar ices occur on the surface of dust grains in dark interstellar clouds. Cold and dense molecular cores form in the clouds via gravitational contraction. The cores evolve into protostars over a timescale of order 1 Myr (Lee & Myers 1999). During this evolution, molecules settle onto the dust grains. In dark cores, almost a complete freeze-out occurs. An ice mantle, probably hundreds of monolayers (ML) thick, accumulates onto a typical grain. Surface reactions are a major route for molecule formation (Pickles & Williams 1977) in interstellar ices. Along with accretion, this process defines the initial composition for all subsurface ice layers. Gas and surface chemistry are influenced by thermal and non-thermal desorption mechanisms. Selective desorption mechanisms, whose efficiency depends on surface species’ adsorption energy $E_D$, are of particular importance because of their ability to affect the relative proportions of abundances for solid species. Non-selective mechanisms also may have an effect on these proportions by determining the starting time and length of the ice formation epoch. These temporal parameters, in turn, affect the physical conditions at which the formation of ice occurs.

The basic source of motivation for this article was the incomplete understanding of the role of the desorption processes in dark clouds. One of the last modeling studies on the relative significance of several desorption mechanisms was that of Roberts et al. (2007). Since then, several advances in astrochemical modeling have been incorporated in the models on a common basis. They include real time-dependent cloud core models with changing physical parameters (Brown et al. 1988; Garrod & Herbst 2006) and the consideration of subsurface layers of interstellar ice mantles (three-phase models; Cuppen & Herbst 2007). Additionally, reliable information from experiments or theoretical studies has been published on desorption mechanisms, such as reactive desorption (Garrod et al. 2007) and photodesorption (e.g., Öberg et al. 2009a).

These new data have been implemented into recent astrochemical models (e.g., Garrod & Pauly 2011; Du et al. 2012; Garrod 2013a; Vasyunin & Herbst 2013a, 2013b; Chang & Herbst 2014). Reactive desorption has been analyzed in detail as a non-selective mechanism (Garrod et al. 2006, 2007; Vasyunin & Herbst 2013b), although other papers describe it as a selective mechanism (Du et al. 2012; Reboussin et al. 2014). These authors used a two-phase gas-grain model. In the case of desorption by interstellar and cosmic-ray-induced photons, a standard yield of 0.001 desorbed molecules per photon is typically used in the abovementioned papers. Instead, values closer to 0.002 or 0.003 are supported by experiments (see Section 3.2). Finally, desorption by the exothermic H+H reactions on grains was identified as probably the most important desorption mechanism in dark cores by Roberts et al. (2007), yet it has not been included in any of the recently published models.

Following the above discussion, the aims of this paper are to analyze (1) the significance and selectivity of higher-yield photodesorption (Section 3.2); (2) the effects of selective reactive desorption (Section 3.3); and (3) the importance of indirect reactive desorption, manifested by the H+H reaction (Section 3.4). The analysis has been performed with a time-dependent three-phase model. This allows a fresh view for aims (2) and (3), and is a requirement for an up-to-date investigation for (1).

1.1. Ice Physical Model Development

In order to perform an up-to-date analysis of the desorption mechanisms an advanced astrochemical model is required.
However, the models employed for the physical description of interstellar ices have often been rather limited. Ices accumulate in mantles with a thickness of around $10^2$ ML. The (inert) bulk of the icy mantles was first considered by Hasegawa & Herbst (1993a). Yet many studies continue to rely on two-phase (gas and surface) models. Any reactions in ice mantles have to be hampered by the obvious difficulties of molecule movement in ice lattice. Kalváns & Shmelev (2010, 2013) have investigated the possible result of mantle reactions that occur on the surface of cavities within the mantle. The cavities contain up to a few percent of ice molecules at a given time, which means that mantle reaction efficiency is at most, only tenths of that for surface reactions. Garrod (2013a) employs a different approach—mantle molecules are more strongly bound into the ice, and thus move more slowly, with the reaction rates affected accordingly. These are, literally, three-phase models (i.e., the subsurface mantle was considered as a fully mixed phase with no distinction between ice MLs). This is a major approximation because it has been shown that ice composition is depth-dependent (Garrod & Pauly 2011).

An effective option for ice-mantle modeling is the Monte Carlo technique. This approach initially suffered from a limited set of surface species and reactions, owing to the computationally intense calculations (Cuppen & Herbst 2007; Cuppen et al. 2009). The computational cost places some restrictions for more recent models, too (Vasyunin & Herbst 2013a). The approach has been used to validate the results of the macroscopic rate-equation models. One of the main conclusions is that rate-equation models may successfully reproduce chemistry on interstellar grains, only, if molecule binding energies $E_b$ are sufficiently high (e.g., $E_b \geq 0.5 E_D$, where $E_D$ is the adsorption (or desorption) energy of the particular species). High $E_b$ means that for reactive species, accretion from the gas is faster than the time to scan the surface of the whole grain (Vasyunin et al. 2009). A study of the Monte Carlo random-walk technique application for bulk-ice chemistry was published by Chang & Herbst (2014).

In addition to the investigation of desorption mechanisms, a secondary aim is to develop further the ice-mantle description with the addition of a depth dimension for the subsurface layers. An approach similar to that presented by Garrod (2013a) was used. The rate coefficient calculation for mantle reactions is revisited because the approach of Garrod (2013a) has been taken directly from the description of surface chemistry. For surface, an underlying assumption is that molecules can freely migrate. Instead, for mantle chemistry the assumption used here is that molecules cannot move because they are mostly frozen in place.

### 1.2. Significance of Desorption of Ice Molecules

Many surface chemistry studies have been performed without a proper reproduction of the observed abundances for important ice species. In particular, the production of CO$_2$ was a major problem (Ruffle & Herbst 2001b) that was recently solved by Garrod & Pauly (2011). The “appearance” of CO$_2$ ice at a threshold $A_V$ value was linked to the molecule binding energy while residing on surface. The synthesis of CO$_2$ is also certainly connected to the rate of accumulation of oxygen and carbon in ice, which is largely governed by non-thermal desorption mechanisms (Leger 1983).

Ice composition as a function of desorption has been repeatedly revisited (e.g., Leger et al. 1985; Willacy & Williams 1993; Roberts et al. 2007). Several major advances in the field require a renewed, dedicated investigation: the recognition of the role of the interstellar UV radiation field (ISRF) in regulating ice accretion (Garrod & Pauly 2011), the possibility of subsurface molecule photodesorption (Andersson & van Dishoeck 2008; Öberg et al. 2009b) and codesorption (Öberg et al. 2009b), and the possible importance of reactive desorption (Du et al. 2012; Vasyunin & Herbst 2013b).

Major interstellar ice components have been detected at different ISRF extinctions. The respective threshold $A_V$ ($A_{th}$) for H$_2$O, CO$_2$, and CO ices are approximately 3.2, 4.3, and 6.8 mag (Whittet et al. 2001, 2007; Bergin et al. 2005). These values show a dependence on the desorption energies $E_D$ for these species. Photoprocess, the principal desorption mechanism at low $A_V$, is usually assumed to be non-selective. This is caused by the non-thermal nature for this desorption mechanism and codesorption of different species in an ice mixture (Bertin et al. 2013). This discrepancy hampers any attempts to have a full agreement between models and observations (Garrod & Pauly 2011; Vasyunin & Herbst 2013a).

Thus, a major aim of this paper is the investigation of reactive desorption and photodesorption, which are $A_V$-dependent and likely govern the accumulation of ice layers. These mechanisms have often been assumed as being non-selective. The study involves empiric or semi-empiric equations for a proper calculation of desorption rate coefficients.

### 1.3. Desorption Mechanisms

The following paragraph reviews the desorption mechanisms used in the present study.

**Evaporation** from grains, which are in thermal equilibrium with the gas, is known to be an effective desorption path for molecules with very small $E_D$ (H, H$_2$, He), or at higher temperatures. It is generally not sufficient for explaining gas-phase molecular abundances in dark clouds, which require other desorption mechanisms (Leger 1983). After a protostar has been formed in a collapsing cloud core, gas and dust temperatures grow and evaporation is among the dominant mechanisms (Brown et al. 1988).

**Desorption by the ISRF photons** has often been omitted in models of dark cloud cores because the radiation field is very low at high extinctions ($A_V \geq 10$ mag). However, the freeze-out stage for volatile species onto grains is largely governed by the ISRF. As the dense cores evolve, the ice-forming molecules either disappear into the central body or are sublimated by the energy released by the newborn protostar. These processes were fully reflected in astrochemical models only relatively recently (e.g., Garrod & Herbst 2006). One of the results is that the lifetimes of the ice mantles are largely determined by interstellar-photon-induced desorption.

Cosmic ray particles that interact with the abundant molecular hydrogen generate an internal UV radiation field within the clouds (Prasad & Tarafdar 1983). The resulting **secondary photons** are an important internal ionization source, and are able to induce desorption of ice molecules from grains (Duley et al. 1989; Hartquist & Williams 1990).

Desorption by photons has traditionally been treated as a non-selective mechanism with uniform yields for all species (e.g., Roberts et al. 2007). The use of molecule-specific yields has become possible with the publication of reliable experimental results (Öberg et al. 2009a, 2009b; Bahr & Baragiola 2012; Fayolle et al. 2013). However, the phenomenon of
codesorption may mean that this process is non-selective, at least for species with similar physical properties (Bertin et al. 2013). Wavelength-dependent studies (Bertin et al. 2013; Fayolle et al. 2013) have revealed that the yield is different for conditions at cloud edges and cloud center, where ISRF and cosmic-ray-induced photons dominate, respectively.

Whole-grain heating by cosmic-ray iron nuclei and subsequent ice sublimation has been recognized as one of the principal desorption mechanisms in dark cloud cores (Leger et al. 1985). These authors consider evaporation of CO from grains heated above 25 K. In another classical paper by Hasegawa & Herbst (1993a), the evaporation is approximated as occurring on grains at $T_{\text{warm}} = 70$ K for a time $t_{\text{warm}} = 10^{-5}$ s after each hit of iron cosmic-ray nuclei. The latter approach has often been used by subsequent astrochemical models.

Direct reactive desorption by the excess energy of exothermic reactions on grains has been found to be a potentially important mechanism (Williams 1968; Watson & Salpeter 1972a, 1972b). It is driven by ionizing radiation fields that generate radicals and ions in gas and ice. The subsequent surface reactions release the energy, initially delivered by photons or cosmic rays. This type of desorption is tied to the radical content in the ice, which is determined by ionizing radiation flux in it. Thus, reactive desorption is an $A_V$-dependent process up to a certain depth, when cosmic-ray induced effects start to dominate.

As a separate desorption mechanism, the formation of molecular hydrogen on grains was considered by Dudley & Williams (1993) and Willacy et al. (1994). In addition to the ejection of the newly formed H$_2$ molecule, excess energy transferred to ice lattice may result in the desorption of a nearby heavy atom or molecule. The excess energy is of order a few eV (Roberts et al. 2007) much less than that of UV photons. The yield is currently unknown, and is more constrained by its effect on modeled molecular abundances in clouds. This process has been assumed to be effective only for species with low $E_D$ (e.g., for CO and lighter species) and thus it is a selective desorption mechanism.

Other possible desorption causes include molecule ejection locally by cosmic rays, X-rays (important in protostellar disks), and chemical explosions. Of all these mechanisms, reactive desorption, desorption by the H+H reaction, and whole-grain heating are truly selective, although the latter is rather ineffective. Experiments have shown that photodesorption (ISRF and cosmic-ray-induced) displays some selectivity, too (Öberg et al. 2009b; Bertin et al. 2013; Fayolle et al. 2013). Thus, direct and indirect reactive desorption in addition to photodesorption can be considered as selective and important during the formation of interstellar ices. These processes are investigated further in this paper.

In Section 2 a description of the chemical and physical model is provided. Each desorption process is studied individually in Sections 3.2–3.4. In Section 3.5, the results of a model that combines elements of previous simulations are investigated. Concluding remarks are summarized in Section 4.

2. THE MODEL

2.1. Sublayer Approach in Ice Modeling

A modified code of the ALCHEMIC astrochemistry program (Semenov et al. 2010) was utilized to perform chemical kinetics calculations. Ice-related processes have been added (e.g., desorption mechanisms, the formation of subsurface ice mantles, and molecule diffusion in ice), and a real time-dependency, with changing temperature, density, $A_V$, and grain size, has been introduced into the model.

An important feature of the model is the treatment of the subsurface ice mantle. It has been recently recognized that the molecules in the ice lattice may change their location as a result of thermal diffusion (Öberg et al. 2009c; Fayolle et al. 2011a). Meanwhile, reactions are taking place directly in ice lattice, as evidenced by the formation of different molecules in ices in the presence of radicals or other reactive species (e.g., Gerakin et al. 1996; Linnartz et al. 2011; Öberg et al. 2011b; Noble et al. 2013). This was seen in a recent astrochemical model by Garrod (2013a) that includes reactions among molecules in subsurface ice. More rigorous methods are those based on the Monte Carlo technique, although they may have a high computational cost (e.g., Vasyunin & Herbst 2013a; Chang & Herbst 2014).

In order to include subsurface ice chemistry in the simulation, ice was described as consisting of four layers—the surface and three mantle layers. Such an approach lacks the resolution of Hasegawa & Herbst (1993b) and similar models that consider ice MLs. Calculating chemical reactions in each ML for each time-step of the simulation is an enormous computational task that is probably unnecessary, given that interstellar ices are likely characterized by irregularity.

Ice accumulates onto irregular grains, is amorphous, and may contain inhomogeneities, such as pores, large organic species, PAHs, or even small grains. Photodissociation products almost instantly migrate across several MLs (Anderson et al. 2006; Anderson & van Dishoeck 2008). A similar effect is possible for the products of exothermic binary reactions. In such an irregular ice, it is hard to define the boundaries and properties of an ML. Additionally, a radical in ice may react with any of its neighbors, some of which are in different MLs, and it is unclear which ML the product species should belong to. Most of these irregularities are of no concern if ice layers of ten or more ML thick are considered whole entities.

Thus, it can be physically adequate to employ an ice model that describes the ice as consisting of several subsurface layers instead of hundreds of ML. Hereafter, these layers are called sublayers. Each sublayer may contain a few up to dozens of MLs. Molecules are assumed to be intimately mixed within a sublayer. Chemical reactions are permitted between same-sublayer species, only. Molecule exchange via diffusion can occur between adjacent sublayers.

The number of sublayers can be chosen depending on the aim of the work. A minimum of two is necessary to represent the two most distinct ice environments—polar H$_2$O-dominated and non-polar CO-dominated ices (Sandford et al. 1988; Tielens et al. 1991). Three or more sublayers would be more adequate to perform calculations with the resolution required for a model that is able to fully account for ice observations in dense cores. This is much less than the hundreds of MLs that have to be considered for some of the other bulk ice models (Garrod & Pauly 2011; Taquet et al. 2012; Vasyunin & Herbst 2013a). The low number of sublayers allows the explicit consideration of subsurface reactions in a depth-dependent manner. The current research uses three subsurface layers that are numbered beginning from the surface, with sublayer 1 being the outermost and sublayer 3 the innermost layer.
(connected to the grain itself). The outer surface is a separate, zeroth layer. The formation of ice is described in Section 2.4.

2.2. Physical Model

The rates for the physical phase-change or ice layer transition processes and chemical reactions are calculated via classical chemical kinetics equations. The rate coefficients for specific processes are given in the sections below. In cases where phase-change occurs we use the denominations \( f_0 \) and \( f_0 \) to indicate the initial and final phases, respectively. In this regard, the “phases” are gas \((g)\), surface \((S)\), mantle sublayer 1 \((M1)\), sublayer 2 \((M2)\), and sublayer 3 \((M3)\).

2.2.1. Cloud Conditions

The model considers a gas clump in a cloud core in isothermal collapse. This approach has been adopted from Garrod & Herbst (2006). The temperature \( T \), dependent on \( A_V \), was calculated according to Garrod & Pauly (2011). The time-dependent results may also be interpreted as being dependent on the distance from the center of the contracting core. In such a case, earlier times represent gas clumps that reside further from the center, similar to the model by Garrod et al. (2008).

The physical conditions were adopted for a 2M_o core and initial density \( n_H = 3 \times 10^3 \text{ cm}^{-3} \). The density increases to \( 10^7 \text{ cm}^{-3} \) over a period of 1 Myr, in line with Brown et al. (1988) and Nejad et al. (1990). It was assumed that a screen of diffuse gas with \( A_V = 1 \) surrounds the contracting core. The visual extinction to the center of the clump was calculated self-consistently, and grows from below 2 to more than 200 mag. The physical conditions in the cloud are similar to those figured in Vasyunin & Herbst (2013a). The self- and mutual-shielding of CO and H_2 has been included with the use of the tabulated data from Lee et al. (1996). The same was done for the N_2 molecule with the use of tabulated data from Li et al. (2013).

The abundances of the chemical elements were adopted from Garrod & Herbst (2006). Because a partially shielded molecular core is modeled, all elements, except for hydrogen, are initially in neutral atomic form in the gas phase. Hydrogen is divided between molecular H_2 (99.9%) and atomic H (0.1%).

The hydrogen ionization rate by cosmic rays was assumed to be characteristic for dark clouds, \( 1.3 \times 10^{-17} \text{ s}^{-1} \) (Tomasko & Spitzer 1968). The flux of cosmic-ray induced photons was taken to be \( F_{\text{crph}} = 4875 \text{ s}^{-1} \text{ cm}^{-2} \), and the flux of heavy cosmic rays \( F_{\text{CSR}} = 2.06 \times 10^{-3} \text{ s}^{-1} \text{ cm}^{-2} \) (Roberts et al. 2007).

Finally, the assumed flux of ISRF far-ultraviolet photons for photodesorption calculations was \( F_{\text{ISRF}} = 1.7 \times 10^8 \text{ s}^{-1} \text{ cm}^{-2} \) at \( A_V = 0 \text{ mag} \) (Tielenso 2005).

2.2.2. Grain Properties and Grain-related Effects

The “standard” reaction network of Laas et al. (2011) was used for gas-phase reactions, gas-grain interactions, and solid-phase reactions. This database, in turn, was based on the work by Garrod et al. (2008). Three changes were introduced: H_2 adsorption energy was taken from Katz et al. (1999), energy barrier for the CO + O surface reaction was taken 290 K from Roser et al. (2001), and the gas-phase reaction CH_3O + CH_3 was added from Vasyunin & Herbst (2013b). Following the experimental results of Katz et al. (1999), quantum tunneling for diffusion and reactions were not considered. For reactions and physical processes, the model considers grains with a radius \( a = 0.1 \mu m \) and an additional ice thickness \( b \). The abundance of grains \( n_g = 1.3 \times 10^{-12} \text{ H}_2 \) was calculated for spherical particles with a density of 3 g cm\(^{-3}\) that contains 1% of cloud mass. It was assumed that the grains are rough, having \( N_g = 1.5 \times 10^6 \) adsorption sites on the surface. This number was kept constant during cloud evolution, under the assumption that surface roughness is smoothed out by the accumulating ice layers, while the size of the grain increases. Where necessary, it was assumed that a cubic average ice molecule has a size of \( b_{\text{eq}} = 3.7 \times 10^{-8} \text{ cm} \). Maximum ice thickness in MLs \( B = b/b_{\text{eq}} \), achieved by this model, does not exceed 180.

2.3. Gas and Gas-grain Interactions

Gas-phase processes include binary reactions, dissociation and ionization by interstellar and secondary photons, and ionization by cosmic rays. The grain albedo was taken to be 0.5. Gas-grain interactions consist of (dissociative, non-adsorptive) recombination between positive ions and negatively charged grains, molecule accretion (freeze-out), and desorption. These processes were included as in the ALCHEMIC model (Semenov et al. 2010) for grains with a radius \( a + b \), with \( b \) calculated self-consistently. The sticking coefficient was taken as unity for heavy species, and 0.33 for hydrogen atoms and molecules (Brown & Charnley 1990).

In the reference (or Standard) model, four desorption mechanisms \( f = g, f_0 = S \) have been included: evaporation at the equilibrium grain temperature \( T \); evaporation at 70 K, induced by whole-grain heating (Leger et al. 1985; Hasegawa & Herbst 1993a); photodesorption by interstellar photons (Turner 1998); and photodesorption by cosmic-ray induced photons (Roberts et al. 2007). Additionally, reactive desorption was considered, assuming that 1% of surface reaction products are released into the gas (Garrod et al. 2007). These mechanisms for the Standard model were chosen to be in line with recent models by other authors (Garrod & Pauly 2011; Albertsson et al. 2013; Garrod 2013a; Vasyunin & Herbst 2013a).

The desorption yield for the secondary photons was measured or calculated for several species (Andersson & van Dishoeck 2008; Öberg et al. 2009a, 2009b), but the yield for most other species is unknown. In order to avoid unnecessary bias, an uniform yield of \( Y_{\text{crph}} = 10^{-3} \) desorbed molecules per photon was assumed for all species in the Standard model. There are experimental results that indicate a higher desorption yield for higher-energy photons (Bahr & Baragiola 2012; Fayolle et al. 2013), although they are dependent on the absorption spectra of a particular species (Bertin et al. 2013). For consistency, it was assumed that \( Y_{\text{crph}} = Y_{\text{surf}} \). The rate coefficient for photodesorption is

\[
k_{\text{pd}} = \frac{\pi(a + b)^2 F_{\text{ph}} Y_{\text{ph}}}{N_g},
\]

where “ph” denotes either ISRF or cosmic-ray-induced secondary photons and \( a + b \) is the time-dependent grain radius (Section 2.2.2). The fixed value of \( N_g \) means that photodesorption efficiency grows with the number of adsorbed molecules (up to 3MLs, see below). This takes into account the localized nature of photon absorption in a grain (e.g., Duley & Williams 1988) and the dependence of photodesorption yields.
Photodesorption has been attributed to all sublayer species, given that the number of above MLs does not exceed two. The desorption rate from a sublayer was divided by the number of MLs in that sublayer. This accounts for the fact that only the upper ML has been exposed to desorption. Thus, desorption from a depth of up to three MLs is possible. This approach means that a number of ice MLs can accumulate onto grains at higher $A_V$ values, earlier in the evolution of the cloud core, before photodesorption reaches its maximum effectiveness.

In addition, desorption from the molecular hydrogen formation reaction on grains was included in the model for case investigation (Section 3.4). The selectivity of ISRF, secondary-photon induced photodesorption, and reactive desorption was also investigated in Section 3.

2.4. Physical Description of Ice

2.4.1. Properties of Ice Layers

It was assumed that ice consists of a total of four layers—the surface (abbreviated $S$), and three subsurface mantle layers, or sublayers 1, 2, and 3 ($M_1$, $M_2$, and $M_3$, respectively). $M_1$ lies beneath the surface, while $M_3$ is bound to the grain core. Molecules within each of the layers are completely mixed together. This approach is in line with recent similar models that consider subsurface ice chemistry with the rate-equation method (Garrod 2013a; Kalvans & Shmeld 2013). These authors describe models with a single mantle layer (one sublayer) only, which causes the model to be inaccurate. A major problem for such a model is, for example, the interaction of CO, which is supposed to be in the outer layers, with the photodissociation products of H$_2$O in the inner layers. The inclusion of several sublayers removes this and similar discrepancies, and can be considered to be a novelty. Additionally, the sublayer approach allows for a limited analysis on the depth-dependent composition of the ice layer (Section 3.5.3).

The rate of chemical reactions and species’ interchange between the layers is largely governed by molecular diffusion. The diffusion rate is dependent on the binding energy $E_b$ of each molecule. In the case of surface species, the approach by Garrod & Herbst (2006) was used (i.e., $E_{b,S} = 0.5E_D$).

For subsurface species, several differences have to be taken into account. First, unlike surface species, molecules in the bulk are surrounded by other molecules and cannot directly desorb into the gas. This means that the term “desorption energy” is fictional; it is actually the absorption energy $E_B$. By definition, $E_D$ or $E_B$ is the energy required to break all physical bonds for a molecule on ice or within ice lattice. It is used to calculate the species’ vibrational frequency, $\nu_0$, Equation (8).

Garrod (2013a) assumed that $E_D$ and $E_B$ are equal. However, the number of neighboring species in the lattice is higher than that for surface species, and $E_B$ can be expected to be correspondingly higher than $E_D$. The precise $E_D/E_B$ ratio should probably depend on the average number of species surrounding a molecule on the surface and in bulk ice. This depends on small-scale surface roughness and ice porosity. Additionally, the molecular composition of the ice is important because strongly polar species (e.g., H$_2$O, HCOOH, NH$_3$) are able to form much stronger intermolecular bonds than molecules with a low polarity (e.g., CO, CO$_2$, N$_2$).

A constant $E_D$ for the surface layer and $E_B$ for each of the sublayers was adopted for each species, which is in line with previous studies (e.g., Hasegawa et al. 1992). It was assumed that $E_{b_M1} = 3.0E_D$ and $E_{b_M2} = E_{b_M3} = 3.5E_D$ for sublayers 1, 2, and 3, respectively. $E_B$ for the inner sublayers was assumed to be higher than that of sublayer 1, because a major part of these sublayers consists of the polar H$_2$O molecules, while sublayer 1 has a high proportion of CO after the freeze-out process has ended. In the present study, the difference between $E_{b,M1}$ and $E_{b,M2}$, $E_{b,M3}$ was taken to be mediocre, 10%. Such a cautious approach was chosen to ensure that chemical reactions were possible in all ice layers, corresponding to photoprocessing experiments with astrophysical ice analogs (e.g., Gerakines et al. 1996). For mantle binding energy $E_{b,M}$, the approach of Garrod & Herbst (2006) was retained (i.e., $E_{b,M} = 0.5E_B$). The high $E_B$ values imply a very slow diffusion, the molecules are basically frozen in place at temperatures relevant for this model (Section 2.5.3).

In addition to the above discussion, the binding energy of the mantle species must be higher than the desorption energy of the surface species (i.e., $E_{b,M} > E_D$). This is to ensure that the movement of bulk ice species is slower than evaporation, which is a necessary condition for the ice to be described as a solid. This condition was not recognized by Garrod (2013a). In a case with $E_{b,M} < E_D$, ice molecules become mobile before evaporation, forming a liquid, which is not physically justifiable for interstellar or circumstellar conditions.

The desorption energy for surface species can be dependent on the fraction of the surface consisting of H$_2$ molecules. The species adjacent to an H$_2$-covered surface may have much lower actual $E_D$ than species attached directly to ice surface. In the present study, this was attributed to the light H and H$_2$ species, only, using the approach proposed by Garrod (2013a), and was not attributed to heavy-atom containing species. In other words, heavy molecules do not “step on to” H$_2$ when accretion or diffusion occurs. Instead, the mobile hydrogen species make room and allow the heavy molecule to always firmly bind to the ice surface. The vibration frequency of a heavy species, adjacent to H$_2$, is orders of magnitude higher than the diffusion rate of H$_2$. When the adjacent H$_2$ molecule hops away, no other H$_2$ molecules will be able to move into the now free adsorption site before the adjacent heavy molecule approaches the site via vibration and binds itself strongly to the surface.

2.4.2. The Formation of the Ice Layer

Figure 1 shows the ice layer as it is described in the model. The formation of ice starts with the accretion of species onto grains. This forms the surface layer. If the thickness of the surface layer exceeds 2 ML, the molecules are transferred to sublayer 1. They are then transferred to sublayer 2 and, after that, to sublayer 3, if their thickness does not exceed 60 ML. This means that, initially, the molecules are transferred through sublayers 1 and 2, and pile up in sublayer 3. After the abundance of molecules in M3 has reached the equivalent of 60 ML, sublayer 2 is filled to the same thickness. The sublayers each reach an approximately similar thickness after the accretion period has ended (final ice thickness 160–170 ML, depending on the particular desorption model).
The transition between the surface layer and sublayer 1 is of particular concern because the chemical processes differ greatly in these two phases. Molecules in the surface layer are able to freely diffuse around, while they are mostly frozen in place in the case of mantle layers (Section 2.5). Diffusion experiments with interstellar ice analogs (Palumbo 2006; Raut et al. 2007a) have shown that molecules are highly mobile in porous ice layers (i.e., the surface area of ice is higher than that of a single smooth ML on top of the ice). This means that the nominal thickness of the surface layer is not limited to a single ML.

2.4.3. Ice Compaction: Transition of Species from Surface to Mantle

Experiments (Palumbo 2006; Raut et al. 2007a, 2007b; Accolla et al. 2011) have shown that interstellar ice analogs are porous when obtained by depositing molecules onto cold surfaces. Ices obtained by deposition of free atoms and subsequent reactions on the surface, have a compact structure (Oba et al. 2009). Additionally, it has been demonstrated by detailed models that slowly accumulating ices have a compact structure, while rapidly accreted ice can be a highly porous (Garrod 2013b).

Based on this evidence, it is possible to make out two modes for interstellar ice structure. The first is water-dominated ice, which forms by the slow accretion of H, O, and other atoms, followed by reactions on the surface. This mode dominates during the long–low-density period ($n_H \leq 2 \times 10^4$ cm$^{-3}$) in core contraction. The second mode sets in as the contraction accelerates and gas density exceeds $10^4$ cm$^{-3}$. The majority of species being accreted are CO and N$_2$ molecules that simply accumulate onto the grains with no chemical reactions synthesizing major ice (surface) components. It can be seen that the first mode corresponds to compact ice, and the second mode to the porous ice layer. The formation of the subsurface ice has been described in the model with the intention to describe both modes, and the transition between them.

It has been demonstrated that interstellar ice analogs undergo compaction (reduction of porosity), when exposed to UV photons (Palumbo et al. 2010), cosmic rays (fast ions Palumbo 2006; Raut et al. 2007b), or exothermic reactions (Accolla et al. 2011). Additionally, observational evidence suggests that actual interstellar ices are compact in nature (Palumbo et al. 2010). Because of this, the nominal thickness of the surface layer representing porous ice was never allowed to become thicker than 10 ML. In the model, the transition of species from the surface layer to the compact sublayer 1 was described as a first-order process. The rate coefficient was found empirically:

$$k_{\text{comp}} = 5 \times 10^{-13} B_s^2, \text{s}^{-1},$$

where $B_s$ is the thickness of the surface layer in MLs. The rate coefficients for other transitions associated with ice formation in the sequence $S \rightarrow M1 \rightarrow M2 \rightarrow M3$ were also calculated with Equation (2).

The compaction process is initiated only when surface ice thickness exceeds 2 ML. This is consistent with the finding by Vasyunin & Herbst (2013a) that more than one reactive surface ML is necessary to properly describe surface chemistry. Based on precalculated ice maximum thickness, $B < 180$ ML, it was assumed that each sublayer has a maximum thickness of 60 ML. Because the inner layers are filled first, sublayer 1 does not get full in the models described here. The result of the mantle formation process can be seen in Figures 2 and 6.

2.4.4. Hydrogen Diffusion

Most of ice species diffuse between the ice layers $S, M1, M2$, and $M3$ via thermal hopping (Section 2.5.3). The diffusion of hydrogen species H$_2$ and H was treated separately—with the use of data derived from experiments and dedicated models. This approach is in line with the earlier studies by Kalvåns & Shmeld (2010, 2013).

The hydrogen diffusion coefficient in ice $D$ (cm$^2$ s$^{-1}$) can be expressed as

$$D = D_0 e^{-E_{\text{act}}/T},$$

where $E_{\text{act}}$ (K) is the activation energy for diffusion (Strauss et al. 1994). The parameters $D_0$ and $E_{\text{act}}$ for H$_2$ were calculated from data supplied by Strauss et al. (1994) and Awad et al. (2005), as specified in Kalvåns (2013). The adopted parameters are $D_{0,H_2} = 10^{-12}$, $D_{0,H_2} = 4.76 \times 10^{-4}$ cm$^2$ s$^{-1}$, $E_{\text{act},H_2} = 185$, and $E_{\text{act},H_2} = 90$ K.

The temperature-dependent value of $D$ was then used to calculate the diffusion rate coefficient, according to Equation (19) of Kalvåns & Shmeld (2013). The time-dependent thickness of the sublayers and the surface layer was taken into account for this calculation. The permitted transitions between the ice layers for hydrogen diffusion are $S \leftarrow M1 \leftarrow M2 \leftarrow M3$.

Because the diffusion of H$_2$ is relatively fast, the maximum proportion of H$_2$ in ice has to be regulated. It can be reasonably assumed that most of the hydrogen resides in cavities within
the ice (Strauss et al. 1994). The estimated porosity of interstellar ices is around 5% (Oberg et al. 2011a). Following this, it was assumed that the diffusion of H2 toward a sublayer stops if the proportion of H2 in that sublayer exceeds 5%.

2.5. Ice chemistry

2.5.1. Surface Binary Reactions

Reactions on grain and ice surfaces were considered with the approach of Hasegawa et al. (1992). The reaction rate was adjusted by reaction-diffusion competition (Garrod & Pauly 2011) and modified rate-equations method (Caselli et al. 1998). The rate coefficient for binary surface reactions ($\text{cm}^3\text{s}^{-1}$) is

$$k_{ij} = U_{\text{act}}(ij) \left( R_{\text{diff},i} + R_{\text{diff},j} \right),$$  \hfill (4)

where $U_{\text{act}}$ is the probability for the reaction to occur, related to the activation energy barrier $E_A$. The rate ($\text{s}^{-1}$) at which molecule $i$ scans the whole grain via thermal hopping is

$$R_{\text{diff},i} = \frac{k_{\text{hop},i}}{N_s},$$  \hfill (5)

where

$$k_{\text{hop},i} = \nu_{0,i} \exp \left( -\frac{E_{b,i}}{T} \right).$$  \hfill (6)

is the rate ($\text{s}^{-1}$) with which molecule $i$ migrates from one surface site to an adjacent one.

Following Garrod & Pauly (2011), in the case of reaction-diffusion competition, the reaction probability is

$$U_{\text{act}}(ij) = \frac{\nu_{\kappa}(ij)}{\nu_{\kappa}(ij) + k_{\text{hop},i} + k_{\text{hop},j}},$$  \hfill (7)

where $\nu = \nu_{0,i} + \nu_{0,j}$ and $\kappa(ij) = \exp \left( -\frac{E_A}{T} \right)$. Reactive desorption (Garrod et al. 2007) is applied by assuming that 1% of all reaction products transit to the gas phase. The modified rate-equation method has been applied to all surface reactions, as implemented in the ALCHEMIC code (Semenov et al. 2010).

The synthesis of CO$_2$ on very cold ($<8\text{K}$) grains via the O + H $\rightarrow$ OH reaction on top of a CO molecule (Garrod & Pauly 2011) has not been included in the model. It is a specific process that has not been attributed to other species, and thus may introduce bias in calculation results. Additionally, as recognized by the same authors, molecules on surface can be adjacent to several neighbors. The O+H+CO mechanism requires that an O atom and, halfway into the reaction, an OH radical, has attached itself exclusively to a single CO molecule. Other common interactions for the newly formed and still excited radical could include a reaction with H$_2$, which is almost omnipresent on cold grains, strong hydrogen-bonding, or reaction with the abundant H$_2$O, or even a reaction with CO$_2$. The O+H+CO reaction has been verified as effective by the microscopic Monte Carlo modeling technique (Chang & Herbst 2012), but, again, their model by design implies that a surface molecule is bound to a single species below it. If OH and CO fail to react immediately at 8 K, this may well mean that OH becomes fixed in a configuration in which it is unable to reach CO before it is transformed into H$_2$O by H atoms. H has a non-negligible abundance even in dense cloud cores (Goldsmith & Li 2005). Based on these considerations, the present paper suggests that it is acceptable not to use the tertiary reaction for CO$_2$ synthesis in the current model.

2.5.2. Chemical Reactions in Sublayers

Due to the relatively high $E_{b,M}$ values ($\geq1.5E_D$, Section 2.4.1), molecules in bulk ice are practically immobile in the temperature range considered. Even light radicals with $E_D = 800\text{K}$ require $>10^{12}\text{yr}$ to make a single hop at 16 K, which is the maximum temperature permitted in the model. Because of this, one cannot assume that the subsurface molecules and radicals are mobile within their respective sublayer, which is the case of the model by Garrod (2013a). A new approach is proposed here, taking into account that molecules are locked in their absorption sites for long timescales.

Species in the mantle were treated as particles adsorbed to the surface of ice lattice cells. Because of the stronger binding of molecules in bulk ice, the characteristic vibration frequency $\nu_{0,f}$ for molecules in sublayer $f$ is different from that of surface species. Following the formalism of Hasegawa et al. (1992):

$$\nu_{0,f} = \left( \frac{n_s E_{B,f}}{\pi^2 m} \right)^{1/2},$$  \hfill (8)

where $n_s$ is the density of adsorption sites in a lattice cell, $m$ is the mass of the adsorbed particle, and $f$ is either $M1$ for sublayer 1, $M2$ for sublayer 2, or $M3$ for sublayer 3. Molecules in ice lattice cells vibrate with frequency $\nu_{0,f}$. A chemical reaction may occur if they approach another molecule in the cell and overcome a certain energy barrier, $E_{\text{prox}}$. This proximity barrier was assumed to arise from the adsorption force exerted by other neighboring species to the molecule that is approaching its reaction partner. Such a parameter has never appeared in the astronomical literature before. It cannot be chosen arbitrarily, because it affects the abundance of chemical radicals in ice. It was assumed that $E_{\text{prox}} = 0.1E_B$, which results in radical (mainly OH and NH$_2$) abundances $\leq0.2\%$ of total ice. The factor 0.1, multiplied by species’ sorption energy in ice, was also used for calculating lateral bond strength between molecules by Chang & Herbst (2012).
The scanning rate of the full surface of a single lattice cell for a molecule $i$ is
\[ R_{c,f,i} = k_{\text{scat},f,i}/N_c = \nu_{0,f,i} \exp\left(-E_{\text{pro},f}/T\right)/N_c, \]  
(9)
where $N_c = 10$ is the assumed average number of neighbors available for reactions in each lattice cell. The rate coefficient for a binary reaction (cm$^3$ s$^{-1}$) in the ice mantle lattice cell is
\[ k_{f,g} = U_{\text{act}}(f)(R_{c,f,i} + R_{c,f,j}). \]  
(10)
The reaction probability $U_{\text{act}}$ is calculated similarly as in the case of surface reactions, Equation (7). The modified rate-equations method was not applied in the case of mantle chemistry because there is no accretion and no desorption in the bulk ice, new species arrive mostly via the photoprocess, and, in terms of this model, the reactive volume consists of a large number of interconnected lattice cells. Such a regime has not been tested by the Monte Carlo approach.

2.5.3. Diffusion of Species in Ice Mantles

Molecule thermal diffusion between adjacent sublayers, negligible for temperatures in the present study, can be of high importance for ices in protostellar envelopes (Garrod 2013a), and thus was included in the model. The permitted directions for inter-sublayer diffusion were $S \leftrightarrow M1 \leftrightarrow M2 \leftrightarrow M3$. Diffusion rate coefficients were calculated according to
\[ k_{\text{diff}} = \frac{\nu_{0,f,0} \exp\left(-E_{b,f,0}/T\right)}{yB_{f,0}}, \]  
(11)
where $B_{f,0}$ is the actual thickness (in MLs) of the source layer ($S$, $M1$, $M2$, or $M3$), and $y$ is the probability for a molecule to move one ML toward the target layer. In other words, $y$ is the number of steps required for a molecule to move closer by one ML toward its target layer. Assuming a simple, cubic symmetry, we get $y = 6$. The exact value of $y$ is insignificant because bulk diffusion is very slow. This means that $yB_{f,0}$ is the total number of steps for a molecule for the diffusion into an adjacent ice layer.

$E_b$ for molecules in the surface layer is much lower than that of mantle species. Because of this, surface species would diffuse much faster from the surface to sublayer 1 than in the opposite direction. This is unrealistic because the diffusion of molecules between ice layers involves “making room” in the target layer (molecule swapping: Fayolle et al. 2011a). Taking this into consideration and to reflect the diffusion process more precisely, it was assumed that in the case of surface molecules, $E_{b,f,0} = E_{b,M1}$ for Equation (11). This ensures a similar, slow diffusion rate between the directions $S \rightarrow M1$ and $M1 \rightarrow S$.

2.5.4. Dissociation of Ice Species

Dissociation by interstellar and cosmic-ray-induced photons has been included for gas, surface, and sublayers. For species in the icy mantles below the surface, the attenuation of radiation by overlying ice layers has to be considered. Each sublayer has a different (and time-dependent) number of overlying MLs. For surface molecules, the attenuation factor was assumed unity. For subsurface species, the attenuation factor was calculated for the middle ML in the respective sublayer for each time-step. It was then attributed to all species in the particular sublayer. Taking into account that each ML has an absorption probability of $P_{\text{abs}} = 0.007$ (Andersson & van Dishoeck 2008), the attenuation factor is
\[ A_{\text{ice}} = (1 - P_{\text{abs}})^{B_{s} + 0.5B_{f}}, \]  
(12)
where $B_s$ is the number of MLs above the sublayer in consideration, and $B_f$ is the number of MLs in this sublayer.

Dissociation products remain in their parent sublayer. It was assumed that the recombination of the dissociated fragments is not a particularly preferred pathway, and is just as possible as any other reaction. This is in line with the findings by Andersson et al. (2006) that some of the fragments of photodissociated molecules tend to travel a few molecules’ worth away from their site of origin. Thus, the recombination possibility for the fragments is similar to the possibility for reactions with other species in that sublayer.

3. RESULTS

As a benchmark reference sheet for the evaluation of calculation results, the observational results by Whittet et al. (2007) are used. They provide the relative proportions of the major ice components—H$_2$O, CO, and CO$_2$—in samples of interstellar molecular gas toward background stars in the Taurus complex of dark clouds. Because the observational studies provide a visual extinction value for each field star, the results are also presented in an $A_V$-dependent manner. The objects are listed in Table 1. Each has an unique $A_V$ and their $A_V$ values are used as an identifier for subsequent results tables. For additional result evaluation, the ice component abundances at threshold $A_V$—specified in Table 1—are used.

The use of data from Whittet et al. (2007) allows an evaluation of calculated ice composition that is more detailed than that of other recent dark core models. For example, Garrod & Pauly (2011), Vasyunin & Herbst (2013a), and Chang & Herbst (2014) use a comparison at arbitrary points in time of the simulation run with Elias 16 or the averaged observational results by Boogert et al. (2011) and Öberg et al. (2011a). The observations of ices toward eight background stars were used for comparison in the present study, and the $A_V$ of each star was used to tie the observational data to a particular point in time in the model.

The methods and results for the different selective desorption mechanisms were investigated on a case-by-case basis. The Standard model, described in Section 2, was used as a matrix, where a single parameter was changed and its effects evaluated. For an easier perception of the meaning of model results, the results tables present the calculated-to-observed abundance ratio. The CO:H$_2$O and CO$_2$:H$_2$O ratios are considered (see note b below Table 1).

3.1. The Standard Model

Figure 2 shows the calculated evolution of the ice structure. A slow ice accumulation starts from the earliest stages of the model because the low photodesorption yield is insufficient to keep the grains clean at $A_V \approx 2$.

Table 1 shows that both CO and CO$_2$ are significantly overproduced. Such a result was obtained, partially because the calculation results are compared to observational results tied to a particular $A_V$, and not to single averaged values, which was
the case in many previous papers. This implies the assumption that the observational sample consists of low-mass prestellar cores. They are in different stages of evolution, or, alternatively, the field stars sample molecular gas in different distances from the center of the core.

The thickness at which photodesorption achieves its maximum efficiency ($B_{ph}$) is approximately 3 ML in this model. Test calculations with different $E_{ph}$ reveal that a grain can be covered in ice with thickness lower or similar to $B_{ph}$ for very long timescales at $A_V$ lower than the water threshold value.

Water ice abundance of 7 ML at $A_{th}$ is significantly more than the single ice layer adopted as a limit for water ice detection by Garrod & Pauly (2011). The total ice thickness at 3.2 mag is 27 ML, with HCOOH, CO$_2$, N$_2$, and NH$_3$ being other major species. This result of the Standard model can be consistent with observations. Whittet et al. (2001) conclude that water $A_{th}$ is coincident with an increase of grain size, most probably by ice mantle accumulation. Approximately 20–30 ML of ice are required for a moderate increase of the grain radius by 10%. In addition, Whittet et al. (2001) allows the possibility that the ice is concentrated in a clump along the line of sight. This would imply that the actual $A_{th}$ is halved, although such an extreme case is unlikely. Both of these considerations permit the existence of water ice at lower $A_V$ or thicker ice at $A_{th}$. Water ice abundance, relative to hydrogen, reaches $10^{-4}$, which is in agreement with observations of molecular clouds (Boogert & Ehrenfreund 2004; Whittet et al. 2007).

Figure 3 shows the evolution of the abundances of major ice species. A comparison with observational data (Gibb et al. 2004; Öberg et al. 2011a, Elias 16 with $A_V \approx 24.1$) reveals that ammonia is overproduced (NH$_3/H_2$O = 21%), while methanol is underproduced (CH$_3$OH/H$_2$O = 0.1%). NH$_3$ is synthesized by a surface reaction pathway, similar to that of water, and both compounds have very similar $E_{th}$. Thus, ammonia is almost inseparable of watery ices in the model, and always has a relatively high abundance. Methanol has a low abundance, largely because its synthesis is hampered by barriers in formaldehyde hydrogenation reactions. These effects are unlikely to significantly affect the proportions of H$_2$O, CO, and CO$_2$, although they are important for the chemistry of nitrogen and complex organic molecules (COM).

Early ice accumulation at relatively low $A_V$ results in a phenomenon that can be termed “photon-dominated ice” (PDI). This means that the (relatively thin) ice layer, formed before a high extinction of the ISRF is reached, experiences intensive irradiation by interstellar photons. PDIs are promoted by low yields for $A_V$-dependent desorption mechanisms—interstellar photons and reactive desorption. The Standard model (along with the low-yield reactive desorption Model B) is among the most pronounced representations of PDIs described in this paper.

In the model presented here, photoprocessing does not affect significantly the abundances of major species because the radicals in ice regenerate these species. However, the production of organic species is greatly enhanced in bulk PDIs. Ice photoprocessing, coupled to non-thermal desorption mechanisms, can be a major source of gas-phase COMs in quiescent clouds. During the long-lived diffuse phase ($n_H \approx 3000$ cm$^{-3}$) it produces abundances on the order of $10^{-12}$–$10^{-9}$ relative to hydrogen for species that recently have been observed in quiescent gas (Öberg et al. 2010; Bacmann et al. 2012; Cernicharo et al. 2012, see also Table 8). Figure 4 shows the calculated abundances for several of these species.

The gaseous COM-rich evolutionary phase has a length of almost 1 Myr in the Standard model. It starts with the formation of the first sublayer at 18 kyr and ends at densities higher than $10^4$ cm$^{-3}$. After this period, the rate of species’ transition into sublayers is faster than the synthesis of COMs, which takes several steps to be completed. COMs become buried in ice, and are not available for desorption in the near-surface layers. This mechanism inhibits desorption for any complex species during the freeze-out stage, regardless of whether they are produced in the surface or the mantle.

The Standard model rather poorly represents ice accumulation, and the COM-rich period is significantly shorter for models with effective desorption mechanisms. Because of this, a detailed discussion on the chemistry of COMs has been reserved for the complete model (Section 3.5.1), which describes overall ice composition more accurately. Earlier papers that investigate the chemistry and reaction networks of COMs include Garrod & Herbst (2006), Garrod et al. (2008), Bellock et al. (2009), Laas et al. (2011), Taquet et al. (2012), Vasyunin & Herbst (2013b), and Garrod (2013a). The gas-phase organic-rich period has little effect on most carbon-chain species because they are not produced in the sublayers.

### 3.2. Photodesorption

Desorption by ISRF and secondary photons has often been treated in a non-selective manner in recent papers (Vasyunin & Herbst 2013a, 2013b; Chang & Herbst 2014; Gerner et al. 2014). Garrod & Pauly (2011) use experimental photodesorption data obtained for pure species (water, carbon oxides, nitrogen) in their models, which helps explain $A_{th}$ for different ice constituents. These authors adopt similar desorption yields for ISRF and secondary photons.

Experiments have shown that codesorption from icy mixtures may result in similar yields for different species (Öberg et al. 2009b; Bertin et al. 2013), and that photodesorption efficiency is wavelength-dependent (Fayolle et al. 2011b; Bertin et al. 2013; Fayolle et al. 2013). In order to investigate these factors, three simulations have been run, each with a different approach to photodesorption.

The first simulation made use of experimental data where possible. For ISRF-induced desorption, the data by Fayolle et al. (2013) and Bertin et al. (2013) was used. These authors, as well as Öberg et al. (2009a, 2009b), also provide data for desorption by secondary photons. Molecules with available yields are H$_2$O, CO, CO$_2$, N$_2$, and O$_2$. Recent information on $Y_{surf}$ for H$_2$O and CO$_2$ could not be found. From the experimental data, it can be estimated that $Y_{surf} \approx 1.5Y_{ph}$. For species with no data available, the yields have been estimated. It was assumed that they were slightly higher than water photodesorption yields, and retain the 1.5 ratio. These data are summarized in Table 2. All experimental results are relevant for a minimum temperature of 15 K and, for consistency, all the yields used in this model are those for 15 K. The yields also assume mantles of infinite thickness. Some thickness-dependent effects have been already included into the model (Section 2.3). Only the yields provided by Bertin et al. (2013) take into account the codesorption effect (for a CO:N$_2$ mixture).
In the second simulation, uniform photodesorption yields for all species were assumed (Table 2, last row), that is, codesorption is prevalent.

For the third simulation, a weak, empiric yield dependence on $E_D$ was used:

$$Y_{\text{ext}} = Q_0 \exp \left(-E_D/(Q_1 + 100T)\right).$$

(13)

where $Q_0 = 0.007$ and $Q_1 = 4200$. Equation (13) approximately matches the experimental data and, by extrapolation, fits the temperature dependence for water photodesorption (Öberg et al. 2009b) in the relevant temperature interval (6–16 K). It was applied for all surface species. As in the first two simulations, $Y_{\text{ext}} = 1.5Y_{\text{ph}}$.

All these photodesorption models produce very similar abundance patterns, and an example is shown in Figure 5.
abundance of carbon oxides in ice, relative to water at different $A_V$ values (Table 1), is very similar for all three simulations, as well as the abundance of these species at $A_{th}$. These numbers do not deviate by more than 5% for the three simulations. Because of this, the results of the uniform-yield simulation (Model A, see below) have been presented in Table 3, only. The effective desorption yields in real interstellar conditions should be much more selective than experiments indicate in order to introduce significant changes for the $H_2O:CO_2$ ratio. Based on current evidence, it can be concluded that, although photodesorption largely regulates molecule accretion on grains under diffuse-cloud conditions, it can be regarded as non-selective because it basically does not affect the relative proportions of ice ingredients. Similar to the Standard model, models with modified photodesorption yields show a period of relatively high COM gaseous abundances. Because of a higher $Y_{ph}$, this phase begins much later, at around 0.6 Myr.

Based on these results, it is unnecessary to use a complex, selective approach for molecule photodesorption from interstellar grains. Thus, the simplest approach with uniform desorption yields (0.002 for secondary and 0.003 for ISRF photons) was chosen as the most appropriate photodesorption model. This is further referenced to as Model A.

### 3.3. Reactive Desorption

Reactive desorption was included in the model following the approach by Garrod et al. (2007), based on the Rice–Ramsperger–Kessel (RRK) theory. For clarity, a full description is included here. The fraction of reactions resulting in product desorption is

$$f_{ed} = \frac{\alpha P_{RRK}}{1 + \alpha P_{RRK}},$$  \hspace{1cm} (14)

where $\alpha = \nu_0/\nu_s$ is “the ratio of the surface-molecule bond frequency to the frequency at which energy is lost to the grain surface” (Garrod et al. 2007). The probability $P_{RRK}$ for an energy larger than $E_D$ to be present in the molecule-surface bond depends on the total energy $E_{reac}$ released in an exothermic reaction:

$$P_{RRK} = \left(1 - \frac{E_D}{E_{reac}}\right)^{s-1},$$  \hspace{1cm} (15)

where $s = 3N - 5$ and $N$ is the number of atoms in the most complex product molecule ($s = 2$ if $N = 2$).

$E_{reac}$ is equal to negative reaction standard enthalpy, $\Delta H^0$. In the model, the latter was calculated for each reaction using the gas-phase standard enthalpies of formation $\Delta H^0_f$ of reactants and products. Standard enthalpies were chosen because more species have thermochemical data available for 273 K than for 0 or 10 K, while the changes are relatively insignificant. Similarly, enthalpy, not Gibbs energy, was used because entropy is of little importance at the low temperatures considered in the model.

In order to facilitate the implementation of the reaction-specific reactive desorption into the program, only two cases were considered—either that all products desorb into the gas or that all products remain on the surface. This is the original approach used in the ALCHEMIC code. Consequently, the sum of product desorption energies was used instead of $E_D$ in Equation (15). $N$ used in the same equation was assumed to be the number of atoms in the most complex species among the products. Although not entirely physically justified, these approximations generally retain the unique selectivity of the reactive desorption process. Because of the dependence on two variables—$E_{reac}$ and $E_D$—reactive desorption is different from other mechanisms, which have $E_D$ as their only variable, unique for each species.

### Table 2

Photodesorption Yields as Derived from Experimental Data

| Species | $Y_{orf}$ | $Y_{orf}^*$ |
|---------|-----------|------------|
| H$_2$O  | 2.7E-03   | 1.8E-03$^a$|
| CO$^a$  | 5.7E-03   | 3.0E-03    |
| CO$_2$  | 3.5E-03   | 2.3E-03$^a$|
| N$_2$   | 5.5E-03   | 3.0E-03    |
| O$_2$   | 3.3E-03   | 2.6E-03    |
| Other   | 3.0E-03   | 2.0E-03    |

$^a$ Oberg et al. (2009a).

### Figure 5

Calculated abundances of major ice species, relative to hydrogen, photodesorption simulation with empiric, $E_D$-dependent yield. Compare with Figure 3.

### Table 3

Comparison of Observations and Calculations with Modified Photodesorption Yields for Ice Species: Abundances of Ice Species CO and CO$_2$, Relative to Water, and Abundance in Monolayers for H$_2$O and CO$_2$ at Threshold $A_V$

| $A_V$ | CO$_{calc}^{obs}$ | CO$_{calc}^{obs}$ |
|-------|-------------------|-------------------|
| 6.3   | ...               | 3.9               |
| 10    | 1.9               | 2.8               |
| 11.7  | 3.6               | 2.8               |
| 15.3  | 1.8               | 2.3               |
| 17.8  | 1.2               | 2               |
| 20.9  | 1.7               | 2               |
| 21.5  | 2.3               | ...              |
| 24.1  | 2.3               | 1.5               |

**Note.** Photodesorption model A with uniform yield for all species. Models that use experimentally detected photodesorption yields or empiric, $E_D$-dependent yields give very similar results (see text).

$A_{th}$ in H$_2$O:CO:CO$_2$(ML) 3.9:3.9:10.2

Reactive desorption was included in the model following the approach by Garrod et al. (2007), based on the Rice–Ramsperger–Kessel (RRK) theory. For clarity, a full description is included here. The fraction of reactions resulting in product desorption is

$$f_{ed} = \frac{\alpha P_{RRK}}{1 + \alpha P_{RRK}},$$  \hspace{1cm} (14)

where $\alpha = \nu_0/\nu_s$ is “the ratio of the surface-molecule bond frequency to the frequency at which energy is lost to the grain surface” (Garrod et al. 2007). The probability $P_{RRK}$ for an energy larger than $E_D$ to be present in the molecule-surface bond depends on the total energy $E_{reac}$ released in an exothermic reaction:

$$P_{RRK} = \left(1 - \frac{E_D}{E_{reac}}\right)^{s-1},$$  \hspace{1cm} (15)

where $s = 3N - 5$ and $N$ is the number of atoms in the most complex product molecule ($s = 2$ if $N = 2$).

$E_{reac}$ is equal to negative reaction standard enthalpy, $\Delta H^0$. In the model, the latter was calculated for each reaction using the gas-phase standard enthalpies of formation $\Delta H^0_f$ of reactants and products. Standard enthalpies were chosen because more species have thermochemical data available for 273 K than for 0 or 10 K, while the changes are relatively insignificant. Similarly, enthalpy, not Gibbs energy, was used because entropy is of little importance at the low temperatures considered in the model.

In order to facilitate the implementation of the reaction-specific reactive desorption into the program, only two cases were considered—either that all products desorb into the gas or that all products remain on the surface. This is the original approach used in the ALCHEMIC code. Consequently, the sum of product desorption energies was used instead of $E_D$ in Equation (15). $N$ used in the same equation was assumed to be the number of atoms in the most complex species among the products. Although not entirely physically justified, these approximations generally retain the unique selectivity of the reactive desorption process. Because of the dependence on two variables—$E_{reac}$ and $E_D$—reactive desorption is different from other mechanisms, which have $E_D$ as their only variable, unique for each species.
The use of actual \( E_{\text{rec}} \) and \( E_D \) values for each reaction in Equation (15) shows that the assumption by Garrod et al. (2007) that \( B_{\text{RKK}} \approx 1 \), and thus \( f_{\text{fd}} \approx \alpha \), is seldom applicable for surface reactions. If \( \alpha \) is taken between 0.01 and 0.1, less than a quarter of all reactions have \( f_{\text{fd}} > 0.5 \alpha \). Usually, these are oxidation-reduction reactions with high exothermicity between light species. Atom exchange reactions involving heavy, complex molecules tend to have insignificant desorption probabilities. The changes implemented in this model mean that reactive desorption is a truly selective desorption mechanism, with \( \alpha \) as its only poorly known parameter (see Garrod et al. 2007, for a more detailed discussion). Calculations were performed with \( \alpha \) values in the range 0–0.2, and Table 4 shows results for \( \alpha = 0.01 \) (Model B), 0.03 (C), and 0.06 (D).

It can be seen that in terms of carbon oxide abundances relative to water, Model B is the best choice, although it still has a significant overproduction of \( CO_2 \). The low efficiency of reactive desorption in Model B means that the total rate of desorption is actually lower than in the standard model. The higher \( \alpha \) values for Models C and D result in an even higher \( CO_2:CO:H_2O \) ratio. All the formation reactions of these two molecules are highly exothermic and result in high desorption efficiency \( f_{\text{fd}} > 0.7 \alpha \). Because water forms in two steps, while \( CO_2 \) forms in two parallel one-step reactions, water is desorbed more effectively than carbon dioxide. These results mean that the model presented here does not place new constraints on \( \alpha \), although lower values may favor a \( CO_2:CO:H_2O \) ratio that is slightly closer to observations, as shown in Table 4. CO is formed by gas-phase reactions and is practically unaffected by reactive desorption.

Selective reactive desorption favors the formation of COMs in ice, with the COM abundances of Model B being higher than those in the standard model results. This is because the high \( E_D \) of COMs combined with often low \( E_{\text{rec}} \) result in typically very low desorption efficiency for most reactions involving organic species. However, at high \( \alpha \) values the ice does not accumulate until late times, and the length of the COM-rich cloud evolutionary phase is greatly reduced if \( \alpha \approx 0.1 \). Such high \( \alpha \) values are not supported by current theoretical evidence (Garrod et al. 2007).

### 3.4. Desorption by \( H+H \) Reaction on Grains

The rate coefficient for the desorption of ice molecules following an exothermic \( H_2 \) formation reaction on grain surface (indirect reactive desorption, \( H_2F \)D for short, Willacy et al. 1994) is proportional to \( H_2 \) formation rate per grain per adsorption site:

\[
k_{H_2F,D} = R_{\text{acc},H} \times f_{H_2F,D} \times \left[ \frac{[H]}{n_{\text{gr}}N_{\text{H}}^2} \right] \text{s}^{-1}, \tag{16}
\]

where \( R_{\text{acc},H} \) is the rate of accretion for \( H \) atoms onto grains and \( f_{H_2F,D} \) is an efficiency parameter—the number of desorbed molecules per formed \( H_2 \) molecule. The last term in Equation (16) is the quadratic abundance of gaseous \( H \) atoms per grain per adsorption site. Similar to photodesorption and evaporation, \( H_2F \)D can affect sublayer species if the number of overlying MLs does not exceed two. According to Equation (16), indirect reactive desorption considers any surface exothermic reaction involving \( H \), with the formation of \( H_2 \) being the dominant energy source for this mechanism.

No experimental or quantum-chemical data on the possible value of \( f_{H_2F,D} \) were found in the literature. The only estimates of \( f_{H_2F,D} \) were found to be provided by astrochemical modeling, (e.g., Roberts et al. 2007). These values are not used here. The physical model and methods for \( H_2F \)D rate calculation differ significantly in Roberts et al. (2007) and the present study.

A best-fit method was used for estimating \( f_{H_2F,D} \). This means that simulations with a range of \( f_{H_2F,D} \) values were performed until the closest possible agreement with the observations by Whittet et al. (2007) was achieved.

For the selectivity of \( H_2F \)D, the approach developed by Duley & Williams (1993) and Roberts et al. (2007) was used. This means that all species are desorbed with an equal efficiency \( f_{H_2F,D} \), up to a certain adsorption energy threshold, \( E_{\text{th}} \). This is probably the simplest possible form for a selective desorption mechanism. \( H_2F \)D is poorly constrained, and this paper explores cases with three \( E_{\text{th}} \) values, as well as empirical equations for \( f_{H_2F,D} \). The latter have been developed taking into account the results obtained by calculations with the \( E_{\text{th}} \) approach.

The three threshold cases are with \( E_D \leq 1210 \text{ K}, E_D < 2600 \text{ K}, \) and \( E_D < 6000 \text{ K} \). The first value is the one used by Roberts et al. (2007). For water and carbon oxides, this means that only CO desorption is enabled in the first case, CO and \( CO_2 \) may desorb in the second case, and all three components desorb in the third case. The obtained calculated-to-observed ice relative abundance ratios CO and \( CO_2 \) are shown in Table 5. Additionally, two models with a more complex approach on \( E_D \)-dependent desorption efficiency have been investigated.

#### 3.4.1. 1210 K Desorption Energy Threshold

For a threshold energy of 1210 K, calculations with \( f_{H_2F,D} \) values in the range \( 10^{-6} \text{–} 10^{-4} \) were performed. The most likely value was found to be near \( 4 \times 10^{-6} \). Results of Model E with \( f_{H_2F,D} = 4 \times 10^{-6} \) are shown in Table 5. The model produces a rather good agreement with observations for the \( CO:CO_2 \) ratio. Although carbon dioxide is synthesized via CO,
the CO$_2$:H$_2$O ratio remains almost unchanged from the Standard model.

### 3.4.2. 2600 K Desorption Energy Threshold

The application of higher values of $E_{th}$ is an extrapolation of the considerations discussed by Roberts et al. (2007) and Duley & Williams (1993). This is partially justified by the fact that lower values of $f_{H2F_d}$ are required by the approach used here. A threshold $E_D < 2600$ K means that H$_2$FD affects both CO and CO$_2$, and that they have equal desorption yields. With such an approach, it is possible to achieve a much closer match for observation-modeling results of the H$_2$O:CO:CO$_2$ ice abundance ratio than for all previous methods. Namely, the calculated-to-observed relative abundance ratio varies only within a factor of two for CO and CO$_2$. The CO:H$_2$O ratio has a higher spread. Slightly lower efficiencies than those in the $E_{th} = 1210$ K model are required to achieve the best agreement with observations. Table 5 shows the results of Model F with a 2600 K threshold and the best-fit value for $f_{H2F_d}$ of $2 \times 10^{-6}$. These results show that a H$_2$FD mechanism that desorbs CO and CO$_2$, and excludes water, can bring a solution for the $A_V$-dependence of the relative abundances for major ice constituents. However, a threshold of 2600 K either underproduces CO$_2$ or overproduces CO ice. This behavior has the element of $E_D$-dependence. In order to further investigate this, an empirical H$_2$FD approach is presented in the next subsection.

Note that, similar to all other models, CO ice abundance at $A_{th}$ (in ML) is significantly lower to respective H$_2$O and CO$_2$ values. Nevertheless, the $A_V$-dependent results (middle column in Table 5) clearly show that CO is the most overproduced at $A_{th}$ of the three major ice species. This suggests that the chosen $A_{th}$ value might be inaccurate. We return to this issue in the conclusions.

### 3.4.3. Other Approaches on H$_2$FD Efficiency

It is possible that H$_2$FD affects molecules with an even higher $E_D$. Calculations were performed for a threshold energy of 6000 K, which means that H$_2$FD was attributed to water and ammonia. The calculations produced an excess of CO, CO$_2$ in an very thin ice (Model G in Table 5).

Selectivity achieved by assuming a desorption energy threshold is a rather crude approximation. Two cases were considered, where the desorption efficiency is estimated in a more targeted manner. First, the RRK theory, which has been used in the case of direct reactive desorption (Section 3.3), was applied for indirect desorption (Model H). This was based on an assumption that indirect desorption occurs when the newly formed and highly excited H$_2$ molecule transits energy to (or “kicks”) a nearby molecule. Taking into account the calculation results with energy thresholds, the calculation parameters are chosen so that they produce $f_{H2F_d}$ close to $2 \times 10^{-6}$ for CO and CO$_2$, and are negligible for H$_2$O. This means that $f_{H2F_d}$ is calculated by Equations (14) and (15), with $\alpha = 6 \times 10^{-6}$ and $E_{reac} = 6 \times 10^3$ K. Only molecules with $E_D < E_{reac}$ can be considered. These parameters have been applied for H$_2$FD, which were included the Standard model, described in Section 2.

Another approach is to treat H$_2$FD as evaporation, that is, to assume that the energy transit from H$_2$ to the nearby molecule (Model I). The desorption efficiency is calculated with an Arrhenius-type equation

$$Q_2 = \nu_0 f(Q_3) P_{H2F_d}.$$  

where $t(Q_3)$, $s$, is the time spent for the nearby molecule at temperature $Q_3 = 1.7 \times 10^3$ K, and $R_{H2F_d}$ is the probability for the energy transfer from H$_2$. Regardless, the approach used here can be viewed as an empirical derivation only. Quantum effects play a significant role on the level of a single molecule.

Table 6 shows that models H and I produce a reasonably good fit to the observational results by Whittet et al. (2007). All the calculated CO:H$_2$O and CO$_2$H$_2$O ice abundance ratios fall within a ±50% margin of the observed values. This is better than Model F, with $E_{th} = 2600$ K, where it was found to be impossible to achieve a similar degree of agreement for CO and CO$_2$ simultaneously (Table 5). Additionally, Models H and I produce a much greater similarity for H$_2$O and CO$_2$ abundances at their respective threshold $A_V$.

### 3.4.4. Summary for H$_2$FD

From the results of Models E through I (Tables 5 and 6) it can be seen that the best agreement with observations for the H$_2$FD mechanisms is achieved by models with (a) effective desorption of CO and CO$_2$, (b) no or very low desorption efficiency for H$_2$O, and (c) CO desorbed slightly more effectively than CO$_2$. The sequence in CO:CO$_2$:H$_2$O for desorption efficiency implies a dependence on the adsorption energy $E_D$. A semi-empirical (Model H) or empirical (Model I) approach produces an almost perfect fit to the observational H$_2$O:CO:CO$_2$ ratio.

It has to be emphasized that the rate of H$_2$FD is highly dependent on the gas phase abundance of atomic hydrogen, which, in turn, is determined by the the chosen physical parameters of the model (gas density and $A_V$). Other assumed properties, such as the number of surface MLs or desorption from subsurface layers, can be of importance too. The obtained

### Table 5

|   | E       | F       | G       |
|---|---------|---------|---------|
| $A_V$ | CO$_2$/H$_2$O | CO$_2$/H$_2$O | CO$_2$/H$_2$O |
| 6.3 | 4.6     | 4.6     | 4.6     |
| 10  | 0.5     | 0.9     | 2.9     |
| 11.7| 1.1     | 1.8     | 5.1     |
| 15.3| 0.8     | 1.1     | 2.3     |
| 17.8| 0.5     | 0.7     | 1.4     |
| 20.9| 0.9     | 1.2     | 2       |
| 21.5| 1.3     | 1.7     | 2.8     |
| 24.1| 1.4     | 2.2     | 2.7     |

**Note:** Indirect desorption by H+H $\rightarrow$ H$_2$ reaction for molecules with adsorption energy threshold approach: $E_D \leq 1210$ K and $f_{H2F_d} = 4 \times 10^{-6}$ (Model E), $E_D < 2600$ K and $f_{H2F_d} = 2 \times 10^{-6}$ (Model F), and $E_D < 6000$ K and $f_{H2F_d} = 2 \times 10^{-6}$ (Model G).
A general trend for indirect reactive desorption models is that there is relatively more CO$_2$ than CO at low $A_V$ and vice versa at high $A_V$ values (see Tables 5 and 6). This is a tentative trend that shows an inverse dependence on $E_D$. Current experimental results suggest that CO has the higher desorption yield for ISRF photons (Table 3), while direct reactive desorption significantly hampers the accumulation of water. Thus, this apparent discrepancy cannot be removed by adjusting the efficiency of other desorption mechanisms examined in this paper. It is possible that the trend arises from discrepancies in the treatment of H$_2$FD or gas-phase chemistry.

There is a lack of experimental evidence or detailed quantum calculations on exothermic reactions resulting in the desorption of nearby molecules. Currently, it seems that the feasible $f_{\text{H}_2 \text{FD}}$ values used in the model do not contradict existing views on reactive desorption. For typical atomic H abundances in dark cores, the efficiency for H$_2$FD is two to four orders of magnitude lower than the efficiency of direct reactive desorption. The significance of this mechanism lies in the sheer number of hydrogen atoms sticking to and meeting on grain surfaces. Because of the extremely low efficiency, this process can be hard to verify experimentally. An experiment with a beam of atomic H aimed to an inert cryogenic ice layer (e.g., N$_2$) would be advisable.

### 3.5. The Complete Model

Nine derivations of the Standard model have been presented so far, each focusing on the efficiency of a single desorption mechanism with different parameters. This section continues with combining the mechanisms to create a model that fully and adequately treats molecule desorption during the ice formation epoch in molecular cloud cores.

Evidently, H$_2$FD has the most significant effect on the relative abundances of major ice constituents. The application of H$_2$FD (Section 3.4) produces calculation results within a $\pm 50\%$ margin of the observed values for CO and CO$_2$ relative abundances in ice. Its efficiency parameters must be carefully chosen. Desorption by ISRF photons is relatively well constrained and largely regulates the ice accumulation and thickness of ices during the early stages. Reactive desorption has the general effect of favoring small molecules that form in highly exothermic reactions involving free atoms. Its efficiency is governed by $\alpha$, a parameter that is known within an order of magnitude.

A general result for all models is that, in terms of this paper, a higher desorption efficiency produces thinner ices at early stages and thicker ices (i.e., more ice molecules) at the end of the integration time. This is because subsurface photodesorption is sufficiently efficient to produce multi-atom species—including COMs—in ice. The abundances of these molecules are lower, if ices accumulate later, and are exposed to ISRF photons for a shorter timescale. This means that more atoms are concentrated into simple two- or three-atomic species, which means a higher number of molecules. The Standard model produces a final ice thickness of 160 ML, while the combined models produce approximately 170 ML.

In order to establish a complete, functional model, calculations with various combinations of model cases A through I have been performed. In the complete model, all the three different approaches on photodesorption produce abundances of major species that differ only by hundreds. These are experimentally detected yields, uniform yields for all species, or an empirical relation mimicking the experimental results. Here the preferred choice is the simplest case, with an uniform desorption yield for all species (Model A).

For reactive desorption, an increase of $\alpha$ in the range of $0.01$–$0.06$ results in higher proportion of CO and lower proportion of CO$_2$ for all $A_V$ values (Table 4). It has the beneficial effect of reducing the abundance of ammonia ice, which is overproduced in all models. All the abundance changes are within a few percent at most. A more pronounced effect on H$_2$O, CO, and CO$_2$ abundances at $A_{\text{th}}$ can be observed (Table 4). Previously, 0.03 and 0.01 were as values for $\alpha$ (Garrod et al. 2007; Garrod & Pauly 2011). Both values are appropriate for the current model.

For the indirect reactive desorption mechanism, an obvious choice is the empiric approach of Models H and I. A model with $E_{\text{th}} = 2600$ K produces a slightly worse match with observations (Section 3.4.4). Other H$_2$FD threshold models fail, because a similar desorption efficiency for CO and CO$_2$, and limited or no desorption for H$_2$O, is a requirement for reproduction of the observed carbon-oxide-to-water proportions. Additionally, Models H and I are probably physically more understandable than the single energy threshold approach for models E through G.

Table 7 shows the results of the three most important combined models. The chosen parameters are uniform photodesorption yields ($Y_{\text{ISRF}} = 3 \times 10^{-3}$ and $Y_{\text{eph}} = 2 \times 10^{-5}$); reactive desorption $\alpha = 3 \times 10^{-2}$; and three variants for indirect reactive desorption: $E_D$ threshold of 2600 K (Model J), H$_2$FD

### Table 6

Comparison of Calculation Results

| $A_V$ | CO$^{*\text{obs}}$ | CO$^{*\text{calc}}$ | CO$^{*\text{calc}}$ | CO$^{*\text{calc}}$ |
|-------|-----------------|-----------------|-----------------|-----------------|
|       | H              | I              | H              | I              |
| 6.3   | 1.2            | 1.2            | 1.2            | 1.2            |
| 10    | 0.8            | 1.0            | 1.0            | 1.0            |
| 11.7  | 1.5            | 1.1            | 1.1            | 1.1            |
| 15.3  | 0.9            | 0.9            | 0.9            | 0.9            |
| 17.8  | 0.6            | 0.6            | 0.6            | 0.6            |
| 20.9  | 1.0            | 1.0            | 1.0            | 1.0            |
| 21.5  | 1.5            | 1.5            | 1.5            | 1.5            |
| 24.1  | 1.6            | 1.6            | 1.6            | 1.6            |

**Note.** Indirect reactive desorption efficiency calculated with the use of the RRK theory (Model H), and by assuming a thermal desorption approach (Model I).

$f_{\text{H}_2 \text{FD}}$ values are valid for a model with $n(\text{H}) \approx 0.01n(\text{H}_2)$ during the long quiescent cloud phase with $n_H \approx 3000$ cm$^{-3}$. $f_{\text{H}_2 \text{FD}}$ is roughly inversely proportional to the relative abundance of H. An atomic hydrogen abundance of 0.001 relative to H$_2$ results in that a model with $E_{\text{th}} = 2600$ K with $f_{\text{fd}} = 4 \times 10^{-5}$ is the model that produces the best agreement with observations. The parameters $\alpha$ and $Q_2$ for Models H and I, respectively, also scale inversely to $n(\text{H})^2$. The major finding is that a CO $\approx$ CO$_2 \gg$ H$_2$O sequence in desorption efficiency is required for the reproduction of observational results and that H$_2$FD is a likely candidate mechanism that could exhibit such a selectivity.

### 3.5. The Complete Model

Nine derivations of the Standard model have been presented so far, each focusing on the efficiency of a single desorption

### Table 7

Comparison of Calculation Results

| $A_{\text{th}}$ | H$_2$O:CO:CO$_2$ (ML) | H$_2$O:CO:CO$_2$ (ML) |
|----------------|------------------------|------------------------|
| 7.0:1.0:4.6    | H$_2$O:CO:CO$_2$ (ML)  | 3.9:1.3:2.6            |
efficiency calculated by the RRK theory (Model K), and H$_2$FD calculated empirically as for a thermal process (Model L).

Out these simulations, Model K yields a ±50% agreement with observations for relative proportions of carbon oxides and water. Model L produces a very similar result. Both of these models also produce similar H$_2$O and CO$_2$ abundances, which differ by no more than 15% at their respective $A_V$. This can be regarded as an additional positive verification of results. Figures 6 and 7 show the main results of Model L—the evolution of ice sublayer thickness and the abundances of major ice species, respectively.

All the calculations described above are for a low-mass molecular core whose $A_V$ increases slowly. In order to provide a simple test for conditions relevant for massive cores, results are presented for Model M with a contraction time of 0.2 Myr (i.e., five times shorter than other simulations). The evolution of other physical parameters from start to end was retained as described in Section 2.2. The model K set of desorption mechanisms was employed in this simulation. As shown in Table 7, Model M produces up to two times lower abundances of carbon oxides relative to water when compared to other versions of the complete model. If we were to obtain a better agreement, this discrepancy could be easily corrected by adjusting the efficiency of H$_2$FD.

A likely explanation for these differences is generally lower CO and CO$_2$ ice abundances toward high-mass objects that experience rapid contraction and darkening. Observations of protostars indicate that this indeed may be the case, with high-mass objects having roughly half of the carbon oxide inventory observed in low- or intermediate-mass objects (Gibb et al. 2004; Oberg et al. 2011b). The ice abundance of H$_2$O: CO and H$_2$O:CO$_2$ ratios for Models L and M approximately agree with these observations. Thus, it can be said that the presented conclusions on selective desorption mechanisms are valid for a wider range of prestellar objects, not just low-mass cores.

### 3.5.1. The Chemistry of COMs

As stated in Section 3.1, the model produces interesting results regarding COMs. COMs are efficiently produced in the sublayers by the photoprocess, and are released into the gas by the photodesorption of species in shallow ice layers directly below the surface (Section 2.3). Hydrogen-poor molecules, such as formic acid, formamide HCONH$_2$, formaldehyde CH$_2$O, glyoxal (CHO)$_2$, and other, heavier COMs may contain a significant part of oxygen and carbon reservoir. For the complete model, this produces a relatively high gas-phase abundance of many organic species between approximately 0.73 and 0.96 Myr, or $A_V$ 2.4–10 mag. The first number indicates the formation of the first sublayers and the onset of subsurface PDI chemistry. The second number signals the end of the ISRF photons as a major source of desorption and dissociation, and the initiation of the rapid accretion phase, which prevents desorption of species whose formation time is longer than the time required to “bury” them in the mantle. Additionally, during the rapid freeze-out, the thickness of the surface layer exceeds 2 ML, at which point desorption from the sublayers is prohibited (Section 2.3). As stated in Section 3.1, the model produces interesting results regarding COMs. COMs are efficiently produced in the sublayers by the photoprocess, and are released into the gas by the photodesorption of species in shallow ice layers directly below the surface (Section 2.3). Hydrogen-poor molecules, such as formic acid, formamide HCONH$_2$, formaldehyde CH$_2$O, glyoxal (CHO)$_2$, and other, heavier COMs may contain a significant part of the oxygen and carbon reservoir. For the complete model, this produces a relatively high gas-phase abundance of many organic species between approximately 0.73 and 0.96 Myr, or $A_V$ 2.4–10 mag. The first number indicates the formation of the first sublayers and the onset of subsurface PDI chemistry. The second number signals the end of the ISRF photons as a major source of desorption and dissociation, and the initiation of the rapid accretion phase, which prevents desorption of species whose formation time is longer than the time required to “bury” them in the mantle. Additionally, during the rapid freeze-out, thickness of the surface layer exceeds 2 ML, at which point desorption from the sublayers is prohibited (Section 2.3).

The reaction network has already been described in detail by Garrod & Herbst (2006), Garrod et al. (2008), and Laas et al. (2011). These authors investigate the formation of COMs during the gas warm-up phase in the protostellar stage. Vasyunin & Herbst (2013b) investigate the gas-grain chemistry of COMs in cold cores. They use reactive desorption as the main means for heavy molecule ejection into the gas phase. They consider a clump dense gas ($10^5$ cm$^{-3}$) existing in steady physical conditions for several hundred thousand years. The best-fit results obtained by (Vasyunin & Herbst 2013b) are for a model with a very efficient reactive desorption process—10% of reaction products go to the gas phase, and all ice species are affected by surface reactions (no bulk ice). Because of this, reactive desorption is attributed to all ice species and is
summarily more effective, roughly by a factor of $10^3$, than in Models J to M. Vasyunin & Herbst (2013b) conclude that the assistance of other processes is required to reproduce gaseous COM abundances in protostellar cores.

The research presented here has shown that reactive desorption is very ineffective in the case of COMs. Meanwhile, surface synthesis of COMs is made more productive, because the large molecules remain on the grains. Moreover, it has been shown that photodesorption from shallow subsurface layers, can be a plausible source for COMs in the gas phase. This process is efficient at much lower densities and shorter evolutionary timescales than those considered by Vasyunin & Herbst (2013b).

Figure 8 shows the calculated Model L abundances, relative to hydrogen, of organic species observed in quiescent dark clouds.

The following paragraphs present a short analysis on the Model L chemistry for significant organic compounds, observed in quiescent cores. Table 8 shows a comparison of observational and calculated abundances of organic species in dark clouds. The conditions and history of the regions sampled by observations are unknown. An agreement with observations can be claimed in cases where the calculated maximum abundance equals or exceeds the observed value. There is a dip for the ice abundance curves of radical species HCO and CH$_3$O, associated with the weakening of the ISRF. A similar behavior can be observed for most hydrogenated radical species. All radicals then experience a steep upward trend in the final stages, which is associated with the overall freeze-out of molecules.

Formaldehyde. H$_2$CO is synthesized in ice in significant amounts (0.1% of H$_2$O at 1 Myr) via barrierless double-hydrogenation of CO by atomic H, although other pathways exist. It can be photodissociated back to CO or HCO, or converted to HCO by its reaction with the abundant OH radical.
Other surface binary reactions of H₂CO have relatively high energy barriers and are ineffective.

**Formic acid.** A barrierless reaction HCO+OH is the main pathway for the formation of HCOOH. Thus, formic acid is the end product of a barrierless reaction chain that involves CO and the abundant radicals H and OH. As such, HCOOH is produced in vast amounts in the sublayers, where OH is readily available. In Model L, the abundance of formic acid in ice reaches 1% relative to that of H₂O. This is a significantly better result than the unrealistic 15% for the Standard model. HCOOH is overproduced in the Standard model because of the prolonged PDI period, when CO is converted into HCOOH and other compounds. In turn, this period is so long because of the inefficient desorption in that model.

**Other species formed in the mantle.** Methyl formate HCOOCH₃ has a low ice abundance of 6 × 10⁻⁷ relative to H₂O at 1 Myr. Its production requires the protonation of formaldehyde—a reaction with a barrier. The same holds true for dimethyl ether CH₂OCH₂, whose synthesis does not involve any major radical species and thus is even lower than that of other COMs. Acetaldehyde CH₂CHO is able to form via the CH₃+HCO reaction. The synthesis of these two radicals involves no barriers (similar to methanol), and CH₂CHO reaches somewhat higher abundance than other complex species.

**Surface species.** Several of the species in Table 8 can be associated exclusively with surface or gas-surface processes. The formation of CH₃OH occurs via an interaction of gas and surface chemistry. The hydrogenation of formaldehyde is hampered by activation barriers, and most of CH₃OH forms via the CH₃+HCO reaction. This is a barrierless pathway that requires the successive hydrogenation of C with three H atoms. The radicals C, CH, CH₂, and CH₃ can also be available from the accretion of gas-phase species. The resulting production rate in ice for CH₃OH is low. It can be significantly higher in protostellar envelopes, where reactions with barriers become important (Garrod & Herbst 2006). The metoxy radical CH₃O almost exclusively originates from the photodissociation of methanol.

---

**Table 8**

| Species         | B1-b  | L1689b | Gas* | Iceb |
|-----------------|-------|--------|------|------|
| H₂CO            | 4.0E-10 M  | 1.3E-09 B  | 3.4E-10 | 1.2E-07 |
| HCO             | 1.8E-11 C  | ... | 2.4E-10 | 2.2E-09 |
| HCOOH           | 1.0E-11 C  | ... | 4.2E-08 | 1.4E-06 |
| HCOOCH₃         | 2.0E-11 C  | 7.4E-10 B  | 9.3E-13 | 7.7E-11 |
| CH₂OH           | 3.1E-09 O  | ... | 1.4E-10 | 3.9E-09 |
| CH₂O            | 4.7E-12 C  | ... | 2.4E-10 | 1.6E-12 |
| H₂CCO           | 1.3E-11 C  | 2.0E-10 B  | 7.8E-12 | 9.2E-13 |
| CH₂CHO          | 1.0E-11 C  | 1.7E-10 B  | 2.4E-13 | 1.3E-10 |
| HCCCHO          | 3.6E-12 C  | ... | 8.2E-12 | 2.5E-12 |

a Maximum abundance.  
b At t = 1 Myr.  
c Marcelino et al. (2005).  
d Bacmann et al. (2012).  
e Cernicharo et al. (2012).  
f Oberg et al. (2010).

---

Ketene H₂CCO and propynal HCCCHO are also associated with surface chemistry. Their synthesis starts with radicals that accrete directly from the gas (e.g., H, C, O, and C₂). Although barrierless, the synthesis involves a number of steps and has a limited efficiency. The abovementioned radicals are not abundant in the sublayers. Because of this, H₂CCO and HCCCHO do not reach particularly high abundances in ice. However, the gas-phase abundance of these compounds is relatively high because of their concentration on the surface. This is especially obvious for the early core evolution stages (Figure 8). Formic acid and formamide are produced in PDIs in vast amounts. These species form from radicals that are readily available in subsurface ice—OH, HCO, and NH₃. The overproduction largely arises from the fact that most current reaction networks, including the one employed here, are designed for surface chemistry. Reactions for organic species with radicals that are almost non-existent on the surface but abundant in subsurface layers—NH, NH₂, OH, HCO and others—have largely been omitted in the network. These radicals arise from the direct photodissociation of the most common ice constituents, and should have a tremendous importance in the synthesis of complex molecules. A similar conclusion on subsurface ice chemistry was reached in Kalvåns & Shmeld (2010). The importance of such radicals in the mantle reactions has been recognized by Garrod (2013a), who included hydrogen abstraction reactions by OH in his three-phase model.

Garrod (2013a) successfully modeled the abundances of organic molecules during the warm-up and eventual evaporation of the (circumstellar) ices in the envelope of a protostar. In such conditions, cosmic-ray-induced photons are found to be important for radical generation in ices, instead of ISRF photons.

The main result from the Standard model remains valid in the complete model—organic molecules can be produced in PDIs in significant amounts, and their non-thermal release into the gas can be the responsible for the gaseous presence of at least several organic compounds in dark clouds. The two other complete models—J and K—produce gas-phase COM abundances within the same order of magnitude.

Because of its peculiar selectivity, direct reactive desorption may alter COM abundances in gas and ice. This mechanism has a dual effect—more efficient desorption even more delays the formation of subsurface ice and the synthesis of COMs in the sublayers. For example, if the value of α is taken 0.1 instead of 0.03 for Model L, the first sublayer forms only at 0.855 Myr instead of 0.730 Myr. However, small molecules are much more effectively desorbed, and the overall proportion of COMs in ice is higher once the first sublayer has been initiated.

Variations of Models J, K, and L with α values in the range of 0.01–0.06 result in abundance differences up to several tens of percent for the organic species. Figure 9 shows an example of gas-phase abundances with two different α values for selected species that are produced mostly in subsurface ice. The behavior of individual species can be highly specific. A general trend is a slight increase for gas-phase abundances of the heavier COMs at lower α values. Reactive desorption is highly dependent on the number of reactions involved in the formation of each species, and on the value of the parameter fₐ for each particular reaction. This is unlike the derivations (Models B–D) of the Standard model, where a higher α meant higher...
abundances of COMs. For the complete model, other desorption mechanisms hamper the formation of the sublayers, and any increase in the efficiency of reactive desorption delays the formation of subsurface ice even more, thus delaying the photosynthesis of COMs. The overall result is that, counter-intuitively, more effective reactive desorption produces lower gas-phase abundances of COMs and other subsurface species. This also holds true for the solid phase.

Because complex species have similar assumed \( \nu_{ph} \), photodesorption has no significant effect on COM abundances. Derivations of the Standard model have negligible differences on the order of a few percent at most (Section 3.2). The effect of photodesorption in the complete models is even lower because sublayer ices are exposed to the ISRF for a short time only.

3.5.2. Other Ice Components

Figure 10 shows the abundance of selected species in the ice and gas phase. Ice species can be broadly divided into two categories—those produced on the surface (\( \text{H}_2\text{O}, \text{CH}_3\text{OH}, \text{CO}_2, \text{H}_2\text{CO}, \text{H}_2\text{S} \)), and those produced in the ice mantle (\( \text{O}_2, \text{HCOOH}, \text{SO}, \text{SO}_2, \text{OCS}, \text{H}_2\text{O}_2 \)). During the late stages, a third category appears—the molecules accreted directly from the gas phase (\( \text{CO, N}_2, \text{HNC} \)). Naturally, intermediate sub-categories exist with significant contributions from two or three categories (\( \text{HCN}, \text{O}_2 \)).

Sulfur chemistry is dominated by surface production of \( \text{H}_2\text{S} \). SO is the second most important sulfur molecule in the ice, with a final abundance of 42% relative to that of \( \text{H}_2\text{S} \). Oxides and OCS appear during late stages in the sublayers and reach abundances of 0.2 and 0.02% relative to \( \text{H}_2\text{S} \), respectively. Because OCS (Palumbo et al. 1997) and \( \text{SO}_2 \) (Boogert et al. 1997; Zasowski et al. 2009) are the only solid sulfur compounds observed toward young stellar objects, a possible implication is that subsurface chemistry plays a significant role in grain surface processes (see also Kalvàns & Shmeld 2010).

The calculation results show an overabundance of solid ammonia, which is typically not observed in dark clouds (Oberg et al. 2011b). The \( \text{H}_2\text{O}:\text{NH}_3 \) ice abundance ratio is 17% for Model L and 20% for the Standard model. Relevant models by other authors yield similar results (Garrod & Pauly 2011; Vasyunin & Herbst 2013a). The formation of \( \text{NH}_3 \) occurs simultaneously with \( \text{H}_2\text{O} \), and via similar reactions. Because these two species have very similar \( E_{ph} \), they cannot be separated by selective desorption. A probable cause for such results is an underproduction of gas-phase \( \text{N}_2 \). This problem is only partially solved by the inclusion of \( \text{N}_2 \) shielding. A dedicated investigation of nitrogen gas-grain chemistry may be required to find a solution for this problem. Ammonium ion \( \text{NH}_4^+ \) can be a major reservoir for nitrogen in ice, as suggested by previous studies (Schutte & Khanna 2003).

Hydrogen peroxide has been observed in the interstellar medium with a high abundance of \( 10^{-9} \) relative to hydrogen (Bergman et al. 2011). This has been attributed to surface chemistry by Du et al. (2012), with reactive desorption as the main mechanism. These authors also investigate in detail the formation mechanism of \( \text{H}_2\text{O}_2 \). This model was then verified by the observation of the \( \text{O}_2\text{H} \) radical with a similar abundance (Parise et al. 2012).

In the complete model presented here, gaseous \( \text{H}_2\text{O}_2 \) is produced with relative abundances up to \( 10^{-9} \), which is in agreement with observations. Figure 10 shows a double production peak. \( \text{H}_2\text{O}_2 \) is produced by surface reactions, while subsequent hydrogenation gradually lowers its abundance. A second peak is observed with the onset of active mantle photochemistry. The model fails to produce gas-phase \( \text{O}_2\text{H} \) at relative abundances higher than \( 10^{-12} \). The differences between this model and the one employed by Du et al. (2012) include the activation energy for the reaction \( \text{H}_2\text{O}_2 \rightarrow \text{H}_2\text{O} + \text{H}_2 \) (1200 and 600 K, respectively) and different physical conditions. These likely do not produce significant changes for \( \text{O}_2\text{H} \) gas-phase abundance.

Most importantly, reactive desorption is more effective by a factor of \( 10^3 \) in the models by Du et al. (2012) and Vasyunin & Herbst (2013b). This is because of their high \( \alpha = 0.1 \) value, and because the hundred-ML-thick bulk mantle was not considered by these authors. The effectiveness of reactive desorption has to be carefully evaluated before application in two-phase models. It is possible that, if the model by Du et al. (2012) considered a subsurface mantle, it could be difficult for this model to attain high gas abundances for species produced on surface.

The current paper certainly cannot offer a plausible explanation for the high \( \text{O}_2\text{H} \) abundance observed by Parise et al. (2012). The molecular cloud core in consideration, \( \rho \text{ Oph A} \), is notable with observations of molecular oxygen and probably is in a transient evolutionary stage (Liseau et al. 2012). A perturbed state is probably supported by the relatively high gas temperature of 20–30 K, uncharacteristic for dark cores, and the existence of several protostars in the direct vicinity of the core (Du et al. 2012; Liseau et al. 2012).

3.5.3. The Composition of the Sublayers

In a fully formed ice at 1 Myr, sublayer 3 has a \( \text{H}_2\text{O}:\text{CO}_2:\text{NH}_3:\text{N}_2 \) ratio of 60:15:10:12:4, respectively. For sublayer
regions of molecular clouds. Basically, shallow ice layers, isolated from the surface, may experience intensive processing by interstellar photons. This gives rise to a peculiar chemistry on grains during early stages of core contraction—or in the exterior part of the cores.

The influence of three desorption mechanisms on ice composition (the H$_2$O:CO:CO$_2$ ratio) has been investigated in detail. Table 9 shows the summary of the specific models. K and L are the “final” models that yield the best agreement with observations for the $A_{\psi}$-dependent H$_2$O:CO:CO$_2$ ratio (Section 3.5).

Photodesorption is fairly well constrained by laboratory results (Table 3) and the adoption of $Y_{ph}$ values for the ISRF photons that are in agreement with experiments is essential for a proper reproduction of ice accumulation in early core contraction stages. The values suggested here are $3 \times 10^{-3}$ for ISRF photons and $2 \times 10^{-3}$ for cosmic-ray induced photons, instead of a single value of $10^{-3}$ used in many current research papers (Garrod 2013a; Vasyunin & Herbst 2013a, 2013b; Chang & Herbst 2014; Gerner et al. 2014).

For reactive desorption, it has sometimes been assumed that all binary reactions have similar ($\approx \alpha$) efficiencies (Garrod et al. 2007; Vasyunin & Herbst 2013b), while other authors use reaction- and molecule-specific desorption efficiencies (Du et al. 2012; Rechoussin et al. 2014). The latter approach is the one used in the present study. No detailed analysis of selective reactive desorption could be found in the literature. The study of this mechanism in Section 3.3 has yielded some unexpected results. Reactive desorption is inefficient for atom exchange reactions, which is characteristic of the formation of large molecules. These reactions typically do not produce much heat. Instead, the highly exothermic atom-addition reactions involved in the formation of simple species result in the effective desorption for water, ammonia, and carbon dioxide.

Reactive desorption has a diverse effect on the abundances of COMs. Efficient desorption (higher $\alpha$) results in the accumulation of atoms in heavy molecules because light species accumulate slower. This results in a thinner ice during early stages, and first sublayers appear later, which may significantly shorten the time available for organic synthesis in the sublayers. The latter effect is more important, because the effectiveness of PDI chemistry is strongly bound to ice thickness at low $A_{\psi}$ values. In any case, a reaction-specific approach on reactive desorption is essential for modeling COM synthesis on interstellar dust grains.

The third mechanism in consideration was indirect reactive desorption, with desorption arising from the H+H reaction as its most important representation. It has an efficiency that is very poorly constrained by experiments or theory. It was found that this mechanism is probably responsible for the observed H$_2$O:CO:CO$_2$ ratio in interstellar ices. As a requirement for this, H$_2$FD has to be efficient for CO and CO$_2$, and negligible for water. Currently, there are no data that can either confirm or deny such a conclusion. The estimated efficiency parameter $f_{H_2FD}$ likely has to be in the range of $10^{-6}$–$10^{-4}$ desorbed molecules per accreted H atom for the CO molecule in order to produce a good agreement ($\pm 50\%$) with observations. These $f_{H_2FD}$ values do not counter the existing knowledge in the sense that they are two to four orders of magnitude lower than the efficiency of direct reactive desorption. Naturally, H$_2$FD is bound to the abundance of H atoms in the cloud, which might be a cause of uncertainty for $f_{H_2FD}$.
observed $A_V$-dependent $H_2O:CO:CO_2$ ratio can be reproduced by a mechanism that is sufficiently effective and has a sharp difference in its yield for carbon oxides and water. Desorption by the H+H reaction on grains is a likely candidate. Third, efficient desorption during early stages of cloud contraction result in nominally slightly thicker ices in the dense cloud core. This is because the longer an ice layer is exposed to the ISRF, more multi-atom species are synthesized, and the total number of molecules is lower.

The three sublayers of subsurface ice represent three chemically distinct ice components at a stage when the freeze-out has ended. Starting from an ice layer near the grain core itself, sublayer 3 consists of $H_2O$ with an admixture of $NH_3$ and $CO_2$, sublayer 2 is a 1:1 mixture of $H_2O$ and $CO$, and sublayer 1 is a 2:5 $H_2O$:CO mixture with an addition of $N_2$ and $CO_2$. The surface is largely covered with CO. These results are in compliance with observations of polar (water excess) and apolar CO and $CO_2$ ices (Section 3.5.3).

As noted in Section 3.4.2, all the models considered in this paper show an apparent depletion of CO ice at its respective $A_{th}$ when compared to $H_2O$ and $CO_2$. This result pertains for the complete models (Table 7). Because the $A_V$-dependent $H_2O$: CO:CO$_2$ ratio for Models K and L matches the observations, and because the $H_2O$ and $CO_2$ abundances at their respective $A_{th}$ are quite similar, it can be possible to deduce a new detection threshold $A_{th}$ for solid CO. Based on these results, an estimate of $A_{th}$ for CO is 10.5 from Model K and 8.1 mag from Model L. Only the latter value lies within the error margin of the initially estimated $A_{th} = 6.8 \pm 1.6$ from observations by Bergin et al. (2005). Under the assumption that ice species have similar abundances at their respective $A_{th}$, the model results suggest that the threshold $A_V$ for CO ice is probably in the range of 8–10.5 mag, with the lower value being supported by currently published observations.

The higher spread for the calculated-to-observed CO ice abundance ratio (Table 7) probably arises because, unlike water and $CO_2$, CO basically does not accumulate in ice until very late. This means that a huge mass of CO accretes onto the grains on a very short timescale, when the cloud has become sufficiently dark and dense. Consequently, relatively minor physical perturbations during late evolutionary stages of the core (caused by, e.g., nearby stars or outflows) may speed-up or delay the CO, $N_2$, and $O_2$ accretion peak, producing the observed spread in abundances relative to $H_2O$, $CO_2$, and $NH_3$. The latter molecules can be expected to be less prone to such temporal perturbations because they accumulate over much longer timescales.
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