Widely-sweeping magnetic field–temperature phase diagrams for skyrmion-hosting centrosymmetric tetragonal magnets
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We numerically investigate the stabilization mechanisms of skyrmion crystals under thermal fluctuations and external magnetic field in itinerant centrosymmetric tetragonal magnets. By adopting an efficient steepest descent method with a small computational cost, we systematically construct the magnetic field–temperature phase diagrams of the effective spin model derived from the itinerant electron model on a two-dimensional square lattice. As a result, we find that a square-type skyrmion crystal is stabilized by either or both of the high-harmonic wave-vector interaction and the biquadratic interaction under an external magnetic field. Especially, we discover that the former high-harmonic wave-vector interaction can stabilize the skyrmion crystal only at finite temperatures when its magnitude is small. In addition to the skyrmion crystal, we also find other stable multiple-$Q$ states in the phase diagram. Lastly, we discuss the correspondence of the phase diagrams between the effective spin model and the skyrmion-hosting material GdRu$_2$Si$_2$. The present results suggest a variety of multiple-$Q$ states could be driven by thermal fluctuations and external magnetic fields in centrosymmetric itinerant magnets.

I. INTRODUCTION

Fermi surface instability in itinerant electron systems gives rise to abundant quantum states of matter in various fields of condensed matter physics, such as superconductivity and magnetism. For example, the nesting property of the Fermi surface has been identified as the origin of charge and/or spin density waves in metallic alloys, organic conductors, and other itinerant magnets $^1$ $^2$. As such a Fermi surface nesting can ubiquitously occur for various lattice geometry depending on the electronic band structure, itinerant electron systems are an optimal platform to realize further exotic electronic ordered states.

In particular, when the Fermi surfaces are nested by multiple different wave vectors, there is a chance of inducing the multiple-$Q$ states accompanied with noncollinear and noncoplanar spin configurations $^3$. The most well-known examples are the triple-$Q$ noncoplanar (double-$Q$ coplanar) states found in the triangular and pyrochlore (checkerboard) lattice systems, where the perfect nesting of the Fermi surface occurs at a particular electron filling $^4$ $^6$. Subsequently, similar multiple-$Q$ states have been revealed under various lattice structures when $(d-2)$-dimensional portions of the Fermi surfaces are connected by the multiple-$Q$ wave vectors in the extended Brillouin zone ($d$ is the spatial dimension): triangular $^7$ $^11$, square $^11$ $13$, cubic $^14$, kagome $^15$ $16$, honeycomb $^{17}$ $^{18}$, and Shastry-Sutherland lattices $^{19}$. More recently, the concept of the multiple-$Q$ states induced by the Fermi surface instability has been extended to long-period magnetic structures, such as the double-$Q$ stripe state $^{20}$ $^{21}$ and the triple-$Q$ skyrmion crystal (SkX) $^{22}$ $^{26}$.

The emergence of the multiple-$Q$ states in itinerant electron systems is intuitively understood from the competition between the negative bilinear exchange interaction and the positive biquadratic interaction in momentum space: The former originates from the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction to induce the single-$Q$ spiral instability $^{27}$ $^{29}$ and the latter originates from the higher-order RKKY interaction to lead to the multiple-$Q$ instability $^9$ $^{30}$, both of which are characterized by effective long-range spin interactions in real space. Especially, an effective spin model incorporating the effect of the above interactions describes a similar multiple-$Q$ instability to that in the original itinerant electron model. As the computational cost for the effective spin model is much cheaper compared to that for the itinerant electron model, it can be used to investigate the multiple-$Q$ instabilities in various situations with different lattice structures and magnetic anisotropy. In fact, it was clarified that manifold multiple-$Q$ states appear as the ground state by analyzing the effective spin model, such as the SkX in the hexagonal $^{31}$ $^{36}$, tetragonal $^{37}$ $^{40}$, trigonal $^{41}$ $^{42}$, and orthorhombic $^{43}$ lattice systems, the hedgehog crystal in the cubic lattice system $^{44}$ $^{49}$, and the meron–antimeron crystal in the hexagonal lattice system $^{50}$. These systematic investigations might be useful to understand the origin of the SkXs in the hexagonal compounds Gd$_2$PdSi$_3$ $^{51}$ $^{56}$ and Gd$_3$Ru$_4$Al$_{12}$ $^{57}$ $^{60}$ and the tetragonal compounds GdRu$_2$Si$_2$ $^{61}$ $^{63}$ and EuAl$_4$ $^{64}$ $^{67}$, the hedgehog crystal in the cubic compounds MnSi$_{1-x}$Ge$_x$ $^{68}$ $^{72}$ and SrFeO$_3$ $^{73}$ $^{78}$, the vortex crystal in the hexagonal compound Y$_3$Co$_3$Sn$_4$ $^{79}$, and the bubble state in the tetragonal compound CeAuSb$_2$ $^{80}$ $^{83}$.

On the other hand, the studies on the multiple-$Q$ instability against thermal fluctuations have still been limited compared to those in the ground state. As it was demonstrated that thermal fluctuations tend to enhance the stability of the multiple-$Q$ states in the localized spin model $^{84}$ $^{89}$ and they induce the finite-temperature phase transitions between the multiple-$Q$ states in the itinerant electron model $^{90}$ $^{93}$, the appearance of fur-
ther intriguing multiple-\( Q \) states is also expected based on the effective spin model [94]. In addition, it is important to construct the magnetic phase diagram against not only the magnetic field at low temperatures but also at higher temperatures in order to further clarify the validity of the effective spin model for real materials.

In the present study, we examine the magnetic field–temperature phase diagram of the effective spin model consisting of the momentum-resolved interactions with a particular emphasis on the stabilization of the square-lattice SkX in centrosymmetric itinerant magnets. To this end, we perform numerical calculations based on the steepest descent method, which enables us to efficiently find the optimal spin configurations in the thermodynamic limit [94]. We focus on two mechanisms of the square-lattice SkX: One is the positive biquadratic interaction [40] and the other is the high-harmonic wave-vector interaction [95] [96]. By carrying out the calculations in a wide range of the two interaction parameters, we find their similarity and difference in their magnetic field and temperature dependence. The mechanism based on the high-harmonic wave-vector interaction tends to favor both the single-\( Q \) and double-\( Q \) states depending on the field, while that based on the biquadratic interaction tends to favor the double-\( Q \) states irrespective of the magnetic field. Furthermore, we show that the former mechanism can induce the SkX only at finite temperatures by tuning the interaction. We also discuss the relevance to the skyrmion-hosting material GdRu\(_2\)Si\(_2\). The results of our systematic investigation will be a reference to understanding the microscopic mechanism of the SkX-hosting tetragonal magnets in the wide range of the temperatures, such as GdRu\(_2\)Si\(_2\) [61–63], EuAl\(_4\) [64], EuGa\(_4\) [65, 67], EuGa\(_2\)Al\(_2\) [68], Mn\(_{2−x}\)Zn\(_x\)Sb [69], and MnPtGa [100].

The rest of this paper is organized as follows. In Sec. II, we introduce the effective spin model of the itinerant electron model on a square lattice, which has anisotropic bilinear and biquadratic interactions in momentum space. We describe two mechanisms to stabilize the SkX: the high-harmonic wave-vector interaction and the biquadratic interaction. We also outline the numerical method based on the steepest descent method [94]. Then, we present the magnetic field–temperature phase diagram while changing the high-harmonic wave-vector interaction and the biquadratic interaction under the out-of-plane field in Sec. II and the in-plane field in Sec. IV. Finally, we compare the phase diagrams in the effective spin model with that in GdRu\(_2\)Si\(_2\) in Sec. V. We conclude this paper in Sec. VI.

II. MODEL AND METHOD

A. Model

The square SkX in centrosymmetric magnets can emerge when considering the multi-spin interaction [101] and the high-harmonic wave-vector interaction [95, 96] in the effective spin model that originates from the itinerant electron model or considering the bond-dependent anisotropy [104], dipolar interaction [105], and the staggered DM interaction [106] as well as the frustrated exchange interaction in the localized spin model. Among them, we focus on the stabilization of the square SkX in the former situation based on the effective spin model.

Specifically, we consider the effective spin model on a two-dimensional square lattice under the point group \( D_{4h} \) in the following:

\[
\mathcal{H} = -J \sum_{\nu, \alpha, \beta} \Gamma_{Q, Q}^{\alpha, \beta} \mathbf{S}_Q \cdot \mathbf{S}_{-Q} - K \sum_{\nu} \left( \sum_{\alpha, \beta} \Gamma_{Q, Q}^{\alpha, \beta} \mathbf{S}_Q \cdot \mathbf{S}_{-Q} \right)^2 - \sum_j \mathbf{H} \cdot \mathbf{S}_j \tag{1}
\]

where \( \mathbf{S}_Q \) is characterized by the wave vector \( \pm Q, \pm 2Q, \cdots, \pm Q N_0 \) and the spin component \( \alpha, \beta = x, y, z \), which corresponds to the Fourier transformation of the classical localized spin \( \mathbf{S}_j \) with \( |S_j| = 1 \):

\[
\mathbf{S}_Q = \frac{1}{\sqrt{N}} \sum_j \mathbf{S}_j e^{-iQ \cdot r_j}, \tag{2}
\]

where \( N \) represents the total number of sites and \( r_j = (r_j^x, r_j^y) \) denotes the position vector at site \( j \). We set the lattice constant as unity, and \( r_j^x \) and \( r_j^y \) are integers. The first and second terms in Eq. (1) represent the bilinear and biquadratic spin interactions in momentum space, respectively; \( \Gamma_{Q, Q}^{\alpha, \beta} \) represents the anisotropic form factor depending on the wave vector \( Q \), and spin component \( \alpha, \beta \). The third term represents the Zeeman coupling under an external magnetic field \( \mathbf{H} \); we consider the \( z \)-directional field \( \mathbf{H} = (0, 0, H) \) in Sec. III and the \( x \)-directional field \( \mathbf{H} = (H, 0, 0) \) in Sec. IV.

The effective spin model in Eq. (1) is derived from the perturbation theory for the Kondo lattice model in the weak-coupling regime [30, 107]. The coupling constants in the first and second terms, \( J > 0 \) and \( K > 0 \),
correspond to the lowest- and second-lowest-order contributions in terms of the Kondo coupling $J_K$, respectively; for example, $J$ ($K$) is proportional to the second (fourth) order of $J_K$. We set $J = 1$ as the energy unit of the model and treat $K$ as a phenomenological parameter. It is noted that we neglect the other four-spin interactions, e.g., $(S_{Q}^\alpha S_{Q}^\beta)(S_{Q}^{\alpha'}S_{Q}^{\beta'})$ for $\nu \neq \nu'$, for simplicity [9, 20, 30]. The anisotropic form factor $\Gamma_{\alpha\beta}$ is determined by the spin–orbit coupling and the lattice symmetry in addition to the electronic band structure.

For the dominant interaction channel at $Q_{\nu}$, we consider the interactions at fourfold-symmetric wave vectors $\{ \pm Q_1 = \pm (Q, 0), \pm Q_2 = \pm (0, Q) \}$ with $Q = \pi/3$ by supposing that the nesting at $Q_1$ and $Q_2$ is important; $Q_1$ and $Q_2$ are related to the fourfold rotational symmetry of the tetragonal lattice structure. Then, $\Gamma_{\alpha\beta}$ is given as follows: $\Gamma_{Q_1} \equiv \Gamma_{Q_1}^{\alpha\beta} = \langle \Gamma_x, \Gamma_y, \Gamma_z \rangle$ and $\Gamma_{Q_2} = \langle \Gamma_y, \Gamma_x, \Gamma_z \rangle$, where $\Gamma_{Q_1}^{\alpha\beta} = 0$ for $\alpha \neq \beta$. We set $\Gamma_x = 0.855$, $\Gamma_y = 0.95$, and $\Gamma_z = 1$ unless otherwise stated [63]; $\Gamma_x > \Gamma_y > \Gamma_z$ means the easy-axis anisotropic interaction, which tends to favor the SkX and $\Gamma_y > \Gamma_z$ means the bond-dependent anisotropic interaction, which fixes the spiral plane onto the $yz$ ($xz$) plane for $Q_1$ ($Q_2$).

Moreover, we consider the contribution from the high-frequency wave vectors, i.e., $\pm Q_3 = \pm (Q_1 + Q_2)$ and $\pm Q_1 = \pm (-Q_1 + Q_2)$, since it can lower the energy to form the multiple-$Q$ state compared to the single-$Q$ state within the RKKY level [102]. As we suppose that the interactions at $Q_3$ and $Q_4$ are smaller than those at $Q_1$ and $Q_2$, we set the isotropic form factor for simplicity; $\Gamma_{Q_3} = \Gamma_{Q_4} = \langle \Gamma', \Gamma', \Gamma' \rangle$. In the end, we investigate the instability toward the SkX while changing $K$ and $\Gamma'$. The wave vectors $Q_1$, $Q_2$, and their interactions are presented in Fig. [11].

### B. Method

We investigate the optimal spin configurations of the effective spin model in Eq. (1) at finite temperatures based on the steepest descent method with a set of self-consistent equations, which has been recently formulated [94]. In general, the effect of thermal fluctuations, i.e., the entropic effect, leads to the shrinking of the localized spin moment. As such fluctuations are brought about by the spatial correlation between the spins with a distance by the magnetic period in the classical spin model, we define an averaged spin for each sublattice in an $L \times L$ periodic array of the magnetic unit cell consisting of $\Lambda \times \Lambda$-site square cluster [103] as

$$ \bar{S}_\eta = \frac{1}{L^2} \sum_l S_{l,\eta}, $$

respectively. With this setup, the linear dimension of the entire system is $\Lambda L$, and the total number of sites is $N = (\Lambda L)^2$; the position vector $r_\eta = (r^x_\eta, r^y_\eta)$ of sublattice $\eta$ is restricted within a magnetic unit cell: $r^x_\eta, r^y_\eta \in [0, \Lambda-1]$. In this paper, we consider the case of $Q = \pi/3$ that corresponds to $\Lambda = 6$.

Then, the partition function is calculated by [94]

$$ Z = \int \Pi_\eta d\bar{S}_\eta \rho(\bar{S}_\eta) e^{-\mathcal{H}/T}, $$

where $\int d\bar{S}_\eta$ means an integral over the unit ball ($|\bar{S}_\eta| \leq 1$), $\rho(\bar{S}_\eta)$ is the density of states for $\bar{S}_\eta$, and $T$ is the temperature (the Boltzmann constant is set to be unity). Taking the thermodynamic limit of $L \to \infty$ and using the steepest descent method, the resultant partition function is given by [94]

$$ Z \sim e^{L^2 G(|\bar{S}_\eta|^2)}, $$

$$ G(|\bar{S}_\eta^0|) = -\frac{\beta}{L^2} \mathcal{H} + \sum_\eta V_\eta $$

with

$$ V_\eta = \ln \left[ \frac{4\pi \sinh v_0(|\bar{S}_\eta|)}{v_0(|\bar{S}_\eta|)} \right] - v_0(|\bar{S}_\eta|)|\bar{S}_\eta| $$

where $\{\bar{S}_\eta^0\}$ represents the saddle point that gives the maximum of $G(|\bar{S}_\eta^0|)$ and directly corresponds to the expectation value of each spin in the thermodynamic limit. In Eq. (7), $v_0(|\bar{S}|)$ is determined by

$$ \coth v_0(|\bar{S}|) - \frac{1}{v_0(|\bar{S}|)} = |\bar{S}|. $$

Once the saddle-point solution is obtained, the free energy is calculated via $-T \ln Z$. When several stable solutions are obtained for different initial spin configurations, we adopt the state with the lowest free energy.

### III. PHASE DIAGRAM UNDER OUT-OF-PLANE FIELD


In this section, we discuss the case when applying the magnetic field along the $z$ direction, i.e., $\mathbf{H} = (0, 0, H)$. Figure 2 shows a collection of the magnetic field($H$)–temperature ($T$) phase diagrams of the model in Eq. (1) for $\mathbf{H} \parallel \hat{z}$ with changing the biquadratic interaction $K$ and the high-harmonic wave-vector interaction $\Gamma'$. The schematic spin configurations appearing in the phase diagrams are presented in the bottom panel; the arrows represent the direction of the spin moments and their color shows the $z$-spin component. $1Q$ and $2Q$ represent the single-$Q$ and double-$Q$ states, respectively. PS, C, S, CS, and SkX mean proper-screw, conical, sinusoidal, chiral stripe, and skyrmion crystal, respectively.
field–temperature phase diagrams of the model in Eq. [1] with changing \( K \) by \( \Delta K = 0.1 \) and \( \Gamma' \) by \( \Delta \Gamma' = 0.1 \). In the wide range of parameters in terms of \( K \) and \( \Gamma' \), we obtain seven magnetic phases in addition to the paramagnetic (PM) state at high temperatures. We present the real-space spin configurations in each phase in the bottom panel of Fig. 2, where the arrows represent the direction of the spin moments and their color shows the \( z \)-spin component. We also list nonzero scalar chirality \( \chi^{sc} \) and nonzero \( Q_{\nu} \) components of the magnetic moments \( m_{Q_{\nu}} \) in each phase in Table I, which are given by

\[
\chi^{sc} = \frac{1}{2\Lambda^2} \sum_{\eta} \left( \delta S_{\eta} \cdot (S_{\eta + \delta \hat{x}} \times S_{\eta + \delta \hat{y}}) \right),
\]

\[
m_{Q_{\nu}} = \frac{1}{\Lambda^2} \sum_{\eta, \eta'} S_{\eta}^\alpha S_{\eta'}^\alpha e^{iQ_{\nu}(r_{\eta} - r_{\eta'})},
\]

where \( \hat{x} \) (\( \hat{y} \)) represents a shift by lattice constant in the \( x \) (\( y \)) direction.

| Phase | \( \chi^{sc} \) | \( m_{Q_{1,2}} \) | \( m_{Q_{1,2}} \) | \( m_{Q_{1,4}} \) | \( m_{Q_{1,4}} \) |
|-------|----------------|----------------|----------------|----------------|----------------|
| 1Q PS | – – – – – | 1Q | 1Q | – – – – – |
| 1Q S | – – – – – | 1Q | – – | – – | – – |
| 1Q C | – 1Q | 1Q | – – | – – | – – |
| 2Q CS | – 1Q | 1Q | 1Q | 2Q | – – |
| 2Q S I | – 1Q | – | – | – | – |
| 2Q S II | – – – | 1Q | 1Q | 1Q | – – |
| SkX | \( \checkmark \) | 1Q | 1Q | 2Q | 2Q | 2Q |

When \( K = 0 \) and \( \Gamma' = 0 \), the SkX does not appear in the phase diagram, as shown in the upper-left panel of Fig. 2. Meanwhile, there are several double-\( Q \) states in addition to the single-\( Q \) states. By looking at the low-temperature region, the single-\( Q \) proper-screw spiral (1Q PS) state appears for low \( H \), whose spiral plane lies on the plane perpendicular to \( Q_{\nu} \). For example, this state has nonzero components of \( m_{Q_{1}} \) and \( m_{Q_{2}} \), or \( m_{Q_{1}} \) and \( m_{Q_{2}} \). With increasing \( H \), the 1Q PS state continuously turns into the double-\( Q \) chiral stripe I (2Q CS I) state with the additional sinusoidal modulation at \( Q_{2} \) (\( Q_{1} \)) for the spiral state with \( Q_{1} \) (\( Q_{2} \)). Thus, this state is characterized by nonzero \( m_{Q_{1}}^{y} \), \( m_{Q_{1}}^{x} \), and \( m_{Q_{2}}^{y} \) or \( m_{Q_{2}}^{x} \), \( m_{Q_{2}}^{y} \), and \( m_{Q_{1}}^{x} \). In addition, this 2Q CS I state has small but nonzero amplitudes of \( m_{Q_{2}}^{y} \) and \( m_{Q_{1}}^{x} \) due to a superposition of the spin density waves at \( Q_{1} \) and \( Q_{2} \). Reflecting a noncoplanar spin texture, this state accompanies the density wave in terms of the scalar chirality, although its uniform component becomes zero. The 2Q CS I state changes into the single-\( Q \) conical (1Q C) state with a jump of \( m_{Q_{1}}^{y} \), whose spiral plane lies on the \( xy \) plane, i.e., \( m_{Q_{1}}^{y} \neq m_{Q_{1}}^{y} \neq 0 \) or \( m_{Q_{2}}^{y} \neq m_{Q_{2}}^{y} \neq 0 \). With further increasing \( H \), the 1Q C state is replaced by the double-\( Q \) sinusoidal I (2Q S I) state with a jump of \( m_{Q_{1}}^{y} \), whose spin configuration consists of the two sinusoidal waves of the \( y \)-spin (\( z \)-spin) component along the \( Q_{1} \) (\( Q_{2} \)) direction with the same amplitude; \( m_{Q_{1}}^{y} = m_{Q_{2}}^{y} \). Meanwhile, there is no \( Q_{\nu} \) component in the \( z \) spin. The 2Q S I state continuously turns into the fully-polarized state denoted by the PM in the phase diagram in Fig. 2.

When considering the effect of finite temperatures, two characteristic points are found. One is that the 1Q C state is rapidly destabilized compared to the other three states, 1Q PS, 2Q CS I, and 2Q S I states. Especially, one finds that the region of the 1Q C state is replaced by that of the 2Q S I state with increasing \( T \), which implies that the entropic effect tends to favor the sinusoidal superposition rather than the single spiral. The other is the appearance of the single-\( Q \) sinusoidal (1Q S) state in the low-field and high-temperature region. This is attributed to the easy-axis exchange interaction in the model, i.e., \( \Gamma_{z} > \Gamma_{x}, \Gamma_{y} \). It is noted that these two points have been also found in the frustrated spin model with the dipolar interaction [105], which suggests that these are feasible features irrespective of the short-range and long-range interactions.

The appearance of various magnetic phases in the phase diagram is due to the presence of the easy-axis and bond-dependent anisotropic exchange interactions at \( Q_{1} \) and \( Q_{2} \). Indeed, only the 1Q C state appears in the phase diagram when setting \( \Gamma_{x} = \Gamma_{y} = \Gamma_{z} \). However, only the anisotropic exchange interactions are not enough to stabilize the SkX, at least, in the present parameters; \( \Gamma_{x} = 0.855, \Gamma_{y} = 0.95, \Gamma_{z} = 1 \). In the following, we show that the SkX emerges by additionally taking into account \( \Gamma' \) and \( K \) in Secs. III A and III B, respectively. We also discuss the magnetic field–temperature phase diagram under both \( \Gamma' \) and \( K \) in Sec. III C.

### A. Case of high-harmonic wave-vector interaction

The phase diagrams at \( K = 0 \) for \( \Gamma' = 0.1–0.5 \) are shown in the top panel of Fig. 2. When introducing \( \Gamma' \), the SkX appears in the vicinity region among the 2Q CS I, 1Q C, and 2Q S I states, whose stability region extends with increasing \( \Gamma' \). The SkX is characterized by a double-\( Q \) superposition of two spiral waves along the \( Q_{1} \) and \( Q_{2} \) directions, as shown in the bottom panel of Fig. 2. Although the in-plane spin configuration is similar to that in the 2Q S I, the SkX exhibits the additional \( z \)-spin modulation, which results in a nonzero uniform scalar chirality \( \chi^{sc} \) causing the topological Hall effect. In addition, the SkX has the intensities in both in-plane and \( z \)
spin components at high-harmonic wave vectors $Q_3$ and $Q_4$.

Remarkably, the instability of the SkX is found at finite temperatures rather than zero temperature. Especially, the SkX only appears at finite temperatures for small $\Gamma' = 0.1$ and $\Gamma' = 0.2$. This indicates that thermal fluctuations tend to favor the SkX in the effective spin model with the momentum-resolved interactions [114], similar to that in the frustrated spin model with the real-space competing interactions [85, 109, 110]. On the other hand, the interactions in the SkX phase is larger than that of the 2Q CS I phase, while it is smaller than that of the 2Q S I state.

We present the $T$ dependence of the magnetization $M^z$, the scalar chirality $\chi^z$, and the $x$, $y$, and $z$ components of magnetic moments at $Q_1-Q_4$, $m_{Q_1}^z$, at $K = 0$, $\Gamma' = 0.2$, and $H = 0.7$ in Fig. 3(a), and $K = 0$, $\Gamma' = 0.3$, and $H = 0.75$ in Fig. 3(b). The SkX only appears at finite temperatures in Fig. 3(a), while it is stabilized from zero to finite temperatures in Fig. 3(b). In both figures, there is a clear jump in each quantity between the SkX and 2Q CS I (or 2Q S I), which clearly indicates the first-order phase transition.

The emergence of the SkX is attributed to the interplay between $\Gamma'$, the easy-axis anisotropy $\Gamma_x > \Gamma_y > \Gamma_z$, and the bond-dependent anisotropy $\Gamma_x \neq \Gamma_y$. To demonstrate that, we show the $H-T$ phase diagrams at fixed $K = 0$ and $\Gamma' = 0.3$ but different $\Gamma_x = 0.868$, 0.88, and 0.9 in Fig. 4(a). With increasing $\Gamma_x$, the region in the 1Q C phase is extended, while those in the SkX and 2Q S I phases are shrunk. This is because the isotropic Heisenberg interaction tends to favor the 1Q C state without the intensities at higher-harmonic wave vectors due to $m_{Q_1}^y = m_{Q_2}^y = m_{Q_3}^y$. Furthermore, one finds that the SkX in the ground state is rapidly replaced by the 1Q C state with increasing $\Gamma_x$, which also indicates that the instability toward the SkX is larger at finite temperatures than at zero temperature.

From the energetic viewpoint, the stabilization of the SkX by $\Gamma'$ is reasonable. This is understood from the spin configuration of the SkX, which is approximately given by

$$S_j \propto \left( \begin{array}{c} \cos Q_1 \cdot r_j + \cos Q_2 \cdot r_j \\ \cos Q_1 \cdot r_j - \cos Q_2 \cdot r_j \\ a_z (\sin Q_1 \cdot r_j + \sin Q_2 \cdot r_j) + \tilde{M}_z \end{array} \right)^T, \quad (11)$$

where $a_z$ and $\tilde{M}_z$ are the variational parameters depending on the model parameters, such as the magnetic anisotropy and the magnetic field. Owing to the normalization constraint in terms of the spin length, i.e., $|S_j| = 1$, there are intensities not only at $Q_1$ and $Q_2$ but also at high-harmonic wave vectors at $Q_3$ and $Q_4$. This means that the interactions in the $Q_3$ and $Q_4$ channels tend to favor the SkX. In addition, it is noteworthy that the contribution from such high-harmonic wave vectors is coupled to that from $Q_1$ and $Q_2$ like $(S_0 \cdot S_{-Q_1}')(S_{Q_1} \cdot S_{Q_2})$ and $(S_0 \cdot S_{-Q_1}')(S_{-Q_1} \cdot S_{Q_2})$ in the presence of the magnetic field in the free energy due to $Q_1 + Q_2 - Q_3 = 0$ and $-Q_1 + Q_2 - Q_3 = 0$. From the orientations of $m_{Q_1}$ in Figs. 3(a) and 3(b), we conclude that the couplings in the form of $S_0^z S_{-Q_1}^z(S_{Q_1} \cdot S_{Q_2}) + c.c.$ and $S_0^z S_{-Q_1}^z(S_{-Q_1} \cdot S_{Q_2}) + c.c.$, for example, are important for the stabilization. Despite the importance of the high-harmonic channels, we refer to the SkX as the double-Q state rather than the four-Q state, since this phase is continuously connected by that for nonzero $K$ without $\Gamma'$ [Fig. 2], as discussed in the subsequent section.

B. Case of biquadratic interaction

For $\Gamma' = 0$, the $H-T$ phase diagrams for different $K = 0.1-0.4$ are shown in the leftmost panel of Fig. 2. For nonzero $K$, the SkX appears in the intermediate-field region similar to nonzero $\Gamma'$, while two single-Q states (1Q C and 1Q PS) tend to be destabilized for $K > 0$; the 1Q C state vanishes for $K > 0.1$ and the 1Q PS state vanishes for $K > 0.3$. Especially, the zero-field phase at low temperatures becomes the 2Q CS I state instead of the 1Q PS state for $K > 0$, which indicates that the double-Q instability at zero field means the importance of the biquadratic interaction $K$. In addition, a double-Q state denoted as 2Q S II appears only at finite $T$ for $K > 0.3$, whose region is sandwiched by the 2Q CS I and 1Q S states. The spin configuration of the 2Q S II state is described by a linear combination of the sinusoidal waves with $Q_1$ and $Q_2$, whose spin components are given by $y$ ($z$) and $z$ ($x$) components, respectively.

The obtained SkX for $K > 0$ exhibits similar spin and scalar chirality textures to that for $\Gamma' > 0$. For example the $T$ dependence of the magnetic moments and the spin scalar chirality at $K = 0.3$, $\Gamma' = 0$, and $H = 0.6$ in Fig. 3(c) are similar to those in Fig. 3(b). Nevertheless, there are two different points in their $H-T$ phase diagrams. One is that the instability toward the SkX occurs at finite temperatures for nonzero $\Gamma'$, while such a clear feature is not found for nonzero $K$. Except for the $H-T$ phase diagram for $K = 0.1$ and $\Gamma' = 0$, where the SkX only appears in the narrow field region, the region of the SkX becomes smaller with increasing $T$. Such a tendency is also found when changing the anisotopic exchange interactions $\Gamma_x$ and $\Gamma_y$; the high-temperature region of the SkX becomes narrower for larger $\Gamma_x$ and $\Gamma_y$ while keeping the ground-state SkX, as shown in Fig. 4(b). The other is the enhancement of the SkX phase when increasing $K$ and $\Gamma'$. Compared to $\Gamma'$, the $K$ dependence of the SkX region against $H$ is small. Such a difference is accounted for by the different origins of the SkX. In the case of $K$, all the double-Q states at low temperatures, 2Q CS I, SkX, and 2Q S I, have an energy gain by $K$, since $K$ brings about the energy loss to form the single-Q spin configura-
FIG. 3. $T$ dependence of (first row) the magnetization $M^z$, (second row) the scalar chirality $\chi^{sc}$, (third row) the in-plane magnetic moments at $Q_{1,2}$, $m_{Q_{1,2}}$, (fourth row) the out-of-plane magnetic moments at $Q_{1,2}$, $m_{Q_{1,2}}$, (fifth row) the in-plane magnetic moments at $Q_{3,4}$, $m_{Q_{3,4}}$, and (sixth row) the out-of-plane magnetic moments at $Q_{3,4}$, $m_{Q_{3,4}}$ at (a) $K = 0$, $\Gamma' = 0.2$, and $H = 0.7$, (b) $K = 0$, $\Gamma' = 0.3$, and $H = 0.75$, and (c) $K = 0.3$, $\Gamma' = 0$, and $H = 0.6$. The vertical dashed lines represent the phase boundaries.

Meanwhile, in the case of $\Gamma'$, only the $2Q$ CS I and the SkX show an energy gain by $\Gamma'$ by reflecting their nonzero amplitudes of $m_{Q_{3,4}}$. In other words, there is no energy gain by $\Gamma'$ in the $2Q$ S I state. In fact, one finds that the SkX region is extended to the high-field region with increasing $\Gamma'$. One also notices that the amplitudes of $m_{Q_{3,4}}$ tend to be larger for nonzero $\Gamma'$ in Fig. 3(b) than those for nonzero $K$ in Fig. 3(c). This suggests that the effective coupling like $S_0^z S_0^z Q_1 (S_{Q_{1}} \cdot S_{Q_{2}}) + c.c.$ and $S_0^z S_0^z Q_2 (S_{-Q_{1}} \cdot S_{Q_{2}}) + c.c.$ plays an important role in stabilizing the SkX in the presence of $K$ as same as the case of $\Gamma'$ described in Sec. III A.
C. Case of both interactions

When taking into account both interactions, the SkX tends to be more stable compared to the individual case, as shown in Fig. 2. Thus, both interactions play a role in stabilizing the SkX in an additive way. The overall behavior in each phase is common to that in Secs. III A and III B. With increasing $\Gamma', \gamma'$, the phase boundary between the SkX and $2\,Q\,S\,I$ phases moves to the high-field region so as to make the SkX phase more robust, while there is almost no $\Gamma'$ dependence in the other phase boundaries. On the other hand, the single-$Q$ states are replaced by the double-$Q$ states with increasing $K$ due to energy gain discussed in the previous section. In addition, the SkX region is slightly extended for larger $K$.

IV. PHASE DIAGRAM UNDER IN-PLANE FIELD

We present the $H-T$ phase diagrams when applying the magnetic field along the $x$ direction, i.e., $\mathbf{H} = (H, 0, 0)$. We show the same plots as Fig. 2 under the in-plane field in Fig. 5. In the $H-T$ phase diagrams produced for $\Delta K = 0.1$ and $\Delta \Gamma' = 0.1$, eight magnetic phases emerge with decreasing the temperature from the paramagnetic state at high temperatures. The nonzero components of the magnetic moments at $Q_1-Q_4$ in each phase are summarized in Table II. Besides, the real-space spin configuration in each phase is shown in the bottom panel of Fig. 5. In contrast to the out-of-plane field in Sec. III, the instability toward the SkX denoted as SkX' occurs only at $K = 0.4$ and $\Gamma' = 0.4$. Here and hereafter, the prime symbol means the magnetic phase under the in-plane field. Thus, larger biquadratic and high-harmonic wave-vector interactions are required to stabilize the topological spin textures under the in-plane field.

At $\Gamma' = K = 0$, there are only two magnetic phases in the phase diagram: One is the single-$Q$ transverse conical (1Q TC') state and the other is the single-$Q$ sinusoidal (1Q S') state. The 1Q TC' state is characterized by the spiral wave along the $Q_1$ direction, whose spiral plane lies on the $yz$ plane. With increasing $H$ and $T$, the $y$-spin modulation becomes zero while remaining the $z$-spin modulation, which means the appearance of the 1Q S' state. In the end, there is no double-$Q$ instability under the in-plane field, which is different from the
FIG. 5. $H-T$ phase diagrams of the model in Eq. (1) for $H \parallel \hat{x}$ corresponding to Fig. 2. TC represents transverse conical.

out-of-plane field. Qualitatively the same phase diagrams are obtained even for finite $\Gamma'$ at least up to $\Gamma' = 0.4$ as
TABLE II. Scalar chirality $\chi^\text{sc}$ and momentum-resolved magnetic moments $m_{Q^\nu}$ for $\nu = 1$–4, in each magnetic phase for $H \parallel \hat{z}$. The subscript for $Q$ represents the indices for the ordering vector. The prime symbol for $Q$ represents the different magnitudes at $Q_1$ and $Q_2$.

| Phase     | $\chi^\text{sc}$ | $m_{Q_{1,2}}$ | $m_{Q_{2,2}}$ | $m_{Q_{3,2}}$ | $m_{Q_{2,4}}$ | $m_{Q_{3,4}}$ | $m_{Q_{2,4}}$ |
|-----------|------------------|---------------|---------------|---------------|---------------|---------------|---------------|
| 1Q $\Gamma'$ | –                 | –             | –             | 1Q$_1$        | 1Q$_1$        | –             | –             |
| 1Q $\Gamma$ | –                 | –             | –             | –             | –             | –             | –             |
| 2Q $\Gamma'$ | 1Q$_2$           | 1Q$_1$        | 1Q$_1$        | –             | 2Q            | 2Q            | –             |
| 2Q $\Gamma$ | 1Q$_2$           | 1Q$_1$        | 1Q$_2$        | –             | 2Q            | –             | –             |
| 2Q $\Gamma$ | –                 | –             | 1Q$_1$        | 2Q$_1$        | 2Q            | –             | –             |
| 2Q $\Gamma$ | –                 | –             | 1Q$_1$        | 1Q$_2$        | –             | –             | –             |
| 1Q $\Gamma$ | –                 | –             | 2Q$_1$        | 2Q            | 2Q            | 2Q            | 2Q            |
| SkX'      | ✓                 | 2Q$_1$        | 1Q$_2$        | 2Q            | 2Q            | 2Q            | 2Q            |

shown in the top panel of Fig. 5.

When considering $K$ but $\Gamma' = 0$, the double-$Q$ chiral stripe (2Q $\Gamma'$ I) state appears in the low-field region for $K \gtrsim 0.1$ as shown in the leftmost panel of Fig. 5. Similar to the 2Q CS I under the out-of-plane field, the 2Q $\Gamma'$ I state has double-$Q$ modulations consisting of the spiral wave along the $Q_1$ direction and the sinusoidal wave along the $Q_2$ direction. With further increasing $K$, the 1Q $\Gamma'$ phase in the intermediate-to-high field regions is replaced by the double-$Q$ sinusoidal II (2Q $\Gamma'$ II) state for $K \gtrsim 0.3$. The spin configuration in this state consists of the two sinusoidal waves with $m_{Q_1}$ and $m_{Q_2}$. In addition, in the high-field region at low temperatures, the 2Q $\Gamma'$ I state is replaced by the 2Q $\Gamma'$ II state, where the sinusoidal modulation changes from $Q_2$ to $Q_1$. At $K = 0.4$, the 2Q $\Gamma'$ I is completely replaced by the 2Q $\Gamma'$ II state.

For both nonzero $\Gamma'$ and $K$, the overall $H$–$T$ phase diagrams are qualitatively similar with changing $\Gamma'$ for fixed $K$ when $K$ is small. At $K = 0.3$, the 2Q $\Gamma'$ II state is replaced by the 2Q $\Gamma'$ I state when $\Gamma'$ is increased. At $\Gamma' = 0.4$ and $K = 0.4$, in addition to the SkX', two double-$Q$-states denoted as 2Q $\Gamma'$ III and 2Q $\Gamma'$ IV appear in the high-field region, which are characterized by different double-$Q$ superpositions as summarized in Table II. Among all the obtained phases, only the SkX' exhibits a nonzero scalar chirality.

V. COMPARISON WITH SKYRMION-HOSTING MATERIALS

Finally, let us compare the $H$–$T$ phase diagrams of the effective spin model in the wide range of the model parameters with that observed in the SkX-hosting tetragonal material GdRu$_2$Si$_2$ [61,63]. In experiments, there are three magnetic phases denoted as Phase I, Phase II, and Phase III in the out-of-plane field direction, while there are four magnetic phases denoted as Phase I, Phase IV, Phase III', and Phase V in the in-plane field direction [62]. Based on the resonant x-ray scattering and spectroscopic-imaging scanning tunneling microscopy measurements, each phase was identified as follows [61,63]: 2Q CS I (and 2Q CS' I) for Phase I, the SkX for Phase II, 2Q S I for Phase III, 1Q TC' for Phase IV, 2Q S' II for Phase III', and 1Q S' for Phase V.

First, let us consider the case under the out-of-plane field. As the zero-field state at low temperatures corresponds to the 2Q CS I state, the biquadratic interaction should be nonzero in this compound. Indeed, for nonzero $K$, the emergence of three phases with changing $H$ at low temperatures is consistent with the experimental observations. Moreover, the fragility of the SkX against thermal fluctuations compared to the 2Q CS I and 2Q S I states is well reproduced in the effective spin model. It is noted that a large value of $K$ is not necessary to realize such a phase sequence by taking into account $\Gamma'$. For example, the stability region of the SkX phase at $K = 0.3$ and $\Gamma' = 0$ is similar to that at $K = 0.1$ and $\Gamma' = 0.1$.

In addition, by focusing on the high-temperature region for nonzero $K$, additional phases denoted as the 1Q S and 2Q S I phases appear depending on $K$ in the effective spin model, as discussed above. Notably, the magnetization measurement and the resonant x-ray scattering measurement implied the emergence of the 2Q S II phase [61,63]. Although the appearance of the 1Q S phase has not been clarified, our results based on the effective spin model indicate that the 1Q S phase might additionally appear in the higher-temperature region next to the 2Q S II phase.

Next, let us compare the case under the in-plane field. As shown in the phase diagrams in Fig. 5 we obtain the instabilities toward the magnetic states observed in GdRu$_2$Si$_2$, i.e., 2Q CS' I, 1Q TC', 2Q S' II, and 1Q S' with changing $K$ and $\Gamma'$. Thus, the effective spin model roughly reproduces the $H$–$T$ phase diagram in GdRu$_2$Si$_2$. Meanwhile, we could not obtain the phase sequence from the 1Q TC' to the 2Q S' II at low temperatures in the present model-parameter range, which was observed in experiments [63]. Thus, further additional interactions and anisotropy might be required to realize such a phase sequence under the in-plane field.

VI. SUMMARY

To summarize, we have investigated the magnetic field-temperature phase diagram of the effective spin model in itinerant centrosymmetric tetragonal magnets. By focusing on the two mechanisms to induce the SkX, the higher-harmonic wave-vector interaction and the biquadratic interaction, we construct the phase diagrams in a wide range of model parameters based on the effi-
cient steepest descent method. As a result, we show the stability tendency of the SkX against these interactions as well as the magnetic field and temperature. Especially, we find that the instability toward the SkX under the out-of-plane magnetic field occurs at finite temperatures by the higher-harmonic wave-vector interaction, while that occurs in the ground state by the biquadratic interaction. Furthermore, we reveal the tendency of the other single-$Q$ and double-$Q$ phases in both in-plane and out-of-plane magnetic fields, which provides information about the microscopic important interactions. We also discuss the relevance of our results to the experimental phase diagram in GdRu$_2$Si$_2$. Based on the obtained phase diagram in the effective spin model, we conclude that the biquadratic interaction plays an important role and propose the additional phase at high temperatures. Our systematic investigation of the magnetic field–temperature phase diagrams would be a useful reference to construct the effective spin model for the materials hosting the multiple-$Q$ states in the centrosymmetric tetragonal magnets, such as EuAl$_4$ [26–27], EuGa$_4$ [6, 77, 78], Mn$_{2−x}$Zn$_x$Sb [99], and MnPtGa [100].
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