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Abstract—The extra degrees of freedom resulting from the consideration of Reconfigurable Intelligent Surfaces (RISs) for smart signal propagation can be exploited for high accuracy localization and tracking. In this paper, capitalizing on a recent RIS hardware architecture incorporating a single receive Radio Frequency (RF) chain for measurement collection, we present a user localization method with multiple RISs. The proposed method includes an initial step for direction estimation at each RIS, followed by maximum likelihood position estimation, which is initialized with a least squares line intersection technique. Our numerical results showcase the accuracy of the proposed localization, verifying our theoretical estimation analysis.
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I. INTRODUCTION

Reconfigurable Intelligent Surfaces (RISs) [1] are lately gaining increased interest as a cost- and power-efficient means to enable programmable wireless signal propagation environments [2]. Due to their minimal hardware footprint, they are envisioned to coat available surfaces or objects in the wireless medium, offering extra degrees of freedom for diverse communication, localization, and sensing improvements. RISs are artifically planar structures usually consisting of multiple unit elements (of half- or even sub-wavelength inter-element spacing), whose reflection behavior can be adjusted to finite discrete states [3]. The dynamic configuration of RISs is handled by dedicated controllers connected to them, while lately RIS hardware architectures including small numbers of Radio Frequency (RF) chains are being proposed [4]–[6], facilitating several RIS-enabled network management tasks.

Among the possible functionalities, where RISs can have a significant contribution, belong the high-accuracy localization. This feature constitutes one of the key requirements for fifth Generation (5G), and beyond, wireless networks [7]. An overview of the main challenges and opportunities for localization and mapping with RIS-empowered wireless systems is provided in [8]. Considering passive RISs with no active RF chains and quantized phase profiles in [9], the Cramér-Rao lower bound for RIS-based positioning in millimeter Wave (mmWave) Multiple-Input Multiple-Output (MIMO) systems was presented. For the same systems, an adaptive hierarchical codebook for positioning and data transmission was designed in [10]. A supervised learning approach for wave fingerprinting was proposed in [11] for localizing non-cooperative objects in rich scattering RIS-empowered wireless systems. Simultaneous localization and mapping enabled by passive RISs was proposed in [12]. In [13], a joint three-dimensional localization and synchronization approach for a single-input single-output system empowered by an RIS was designed. In addition to the above works on RISs without RF chains, [14] exploited wavefront curvature for positioning, by utilizing RIS-based lenses with a single RF chain for reception.

In this paper, motivated by the recent interest in RISs with basic sensing capability [4], [6], we design a novel user localization method realized with multiple RISs, each equipped with a single Receive (RX) RF chain. Assuming that each meta-atom element of an RIS is coupled with a waveguide and that all waveguide outputs are fed to the RF chain [4], [5], we present the following contributions: i) We design an Angle-of-Arrival (AoA) estimation technique for single-RX-RF RISs, which is based on collected measurements using multiple RIS phase profiles. ii) We capitalize on the AoA estimations from multiple RISs for a source of interest and present a Maximum Likelihood (ML) localization algorithm that is based on a line intersection technique. iii) We also derive the Position Error Bounds (PEBs) for the unknown parameters and provide numerical results that demonstrate the accuracy of the proposed localization for various system parameters, including different RIS codebooks, different quantization of RIS phase profiles, and different RIS placements, as well as under near- and far-field conditions.

Notations: Vectors and matrices are denoted by boldface lowercase and boldface capital letters, respectively. The transpose, Hermitian transpose, and inverse of a matrix with zeros. \( \mathbf{A}^T \), \( \mathbf{A}^H \), and \( \mathbf{A}^{-1} \), respectively, while \( \mathbf{I}_n \) \((n \geq 2)\) is the \( n \times n \) identity matrix and \( \mathbf{0}_{n \times m} \) \((n, m \geq 1)\) is an \( n \times m \) matrix with zeros. \( \text{Tr} \{ \mathbf{A} \} \) represents \( \mathbf{A} \)’s trace and \( [\mathbf{A}]_{i,j} \) denotes its \((i, j)\)-th element, while \( [\mathbf{A}]_{:,i:j} \) is a submatrix of \( \mathbf{A} \) including all rows of \( \mathbf{A} \) and columns from the \( i\)-th up to the \( j\)-th. The Euclidean norm of \( \mathbf{a} \) is denoted by \( \| \mathbf{a} \| \) and \( \odot \) is the matrix Hadamard product. \( \mathbb{R} \) and \( \mathbb{C} \) represent the real and complex number sets, respectively, and \( \mathbb{E} \{ \cdot \} \) gives the real part of a complex matrix. \( \mathbb{E} \{ \cdot \} \) is the expectation operator, and \( \mathbf{x} \sim \mathcal{C}\mathcal{N}(\mathbf{a}, \mathbf{A}) \) indicates a complex Gaussian random vector with mean \( \mathbf{a} \) and covariance matrix \( \mathbf{A} \). Finally, \( x \sim U(a, b) \) denotes a uniformly distributed random variable in the interval \([a, b]\), and \( j \equiv \sqrt{-1} \) is the imaginary unit.

II. SYSTEM MODEL

We consider the indoor environment of Fig. 1 comprising \( M \geq 2 \) RISs, which are attached to the room’s walls and...
are themselves planar and perpendicular to the floor. Each RIS consists of \( L \) phase-tunable meta-atom elements and is implemented with the single-RX-RF architecture of \([4]\). There is a global coordinate system, where the reference point of each \( m \)-th RIS, with \( m = 1, 2, \ldots, M \), is given by \( p_m \triangleq [x_m, y_m, z_m]^T \) and its orientation (in terms of the azimuth angle) is represented by the parameter \( \beta_m \). All RISs are assumed to be connected to the same central controller. Finally, a transmitting single-antenna user (the source) is located at the unknown position \( p \triangleq [x_p, y_p, z_p]^T \). It is noted that a similar system model can be considered for outdoor environments, where RISs can be deployed for coating, for example, building facades. This paper’s localization method can be equally applied for such a system model.

We assume that the user broadcasts a pilot symbol \( s \) with constant transmit power \( P \). This symbol is received \( T \) times by each RIS, where during each repetition a different RIS phase profile is used. Under far-field signal propagation and in the presence of \( C_m \) distinct channel paths, the observation during the \( t \)-th reception slot \( (t = 1, 2, \ldots, T) \) at each \( m \)-th RIS’s RX RF chain output can be mathematically expressed as follows:

\[
y_{m,t} \triangleq u_{m,t}^H \sum_{c=1}^{C_m} h_{m,c} \alpha(\phi_{m,c}, \theta_{m,c}) s + u_{m,t}^H w_{m,t},
\]

where \( h_{m,c} \triangleq P_{L,m,c} \exp(i\varphi_m) \forall c = 1, 2, \ldots, C_m \) includes the gain of the \( c \)-th channel path with parameter \( P_{L,m,c} \triangleq \lambda^2 / (4\pi r_{m,c})^2 \) denoting the free-space pathloss, where \( \lambda \) is the signal wavelength. Without loss of generality, we assume that the \( c = 1 \) channel path represents the Line-Of-Sight (LOS), hence, its pathloss \( P_{L,m,c} \) depends on the Euclidean distance \( r_{m,1} \triangleq \|p_m - p\| \); each distance \( r_{m,c} \) for \( c \geq 2 \) is defined similarly considering the position of the corresponding scatterer. In the expression for \( h_{m,c} \), \( \varphi_m \sim \mathcal{U}(0, 2\pi) \) denotes a global phase offset accounting for the lack of phase synchronization between the user and the RF chain of the \( m \)-th RIS. The vector \( u_{m,t} \in \mathbb{C}^{L \times 1} \) is the \( t \)-th phase configuration (among the total \( T \) used) of the \( m \)-th RIS. The vector \( w_{m,t} \in \mathbb{C}^{L \times 1} \) in \( \text{(1)} \) represents the Additive White Gaussian Noise (AWGN) that is distributed as \( \mathcal{CN}(0, \rho I_L) \). Finally, the spatial response vector \( \alpha(\phi_{m,c}, \theta_{m,c}) \in \mathbb{C}^{L \times 1} \) for the azimuth and elevation AoAs \( \phi_{m,c} \in [0, 2\pi] \) and \( \theta_{m,c} \in [0, \pi] \), respectively, of the user transmitted signal via multipath propagation, with respect to the coordinate system having as origin the point \( p_m \) (i.e., the reference point of the \( m \)-th RIS), is given for \( \ell = 1, 2, \ldots, L \) as follows:

\[
\left[ \alpha(\phi_{m,c}, \theta_{m,c}) \right]_{\ell} \triangleq \exp(-j q_{m,\ell}^T k(\phi_{m,c}, \theta_{m,c})),
\]

where \( q_{m,\ell} \in \mathbb{R}^{3 \times 1} \) denotes the position of the \( \ell \)-th element of the \( m \)-th RIS and \( k(\phi_{m,c}, \theta_{m,c}) \in \mathbb{R}^{3 \times 1} \) is the wavevector at these respective AoAs, which is mathematically defined as:

\[
k(\phi_{m,c}, \theta_{m,c}) \triangleq -\frac{2\pi}{\lambda} \begin{bmatrix} \sin \theta_{m,c} \cos \phi_{m,c} \\ \sin \theta_{m,c} \sin \phi_{m,c} \\ \cos \theta_{m,c} \end{bmatrix}.
\]

The phase profiles of each \( m \)-th RIS are selected from a set \( \mathcal{U} \) with cardinality \( K \) such that \( u_{m,k} \in \mathcal{U} \forall k = 1, 2, \ldots, K \). Note that, in general, \( K \) may be larger or smaller than \( T \). Assuming that \( b \) is the phase resolution in bits per RIS phase-tunable unit element, we consider the \( 2^b \)-element discrete set \( \mathcal{F} \triangleq \{ \exp(j2^{1-b} \pi f) \}_{\ell=0}^{2^b-1} \) for the elements \( u_{m,k} \) \( \forall m, k, \ell \), which results in a total of \( K = 2^{bL} \) phase profiles.

### III. PROPOSED RIS-ENABLED LOCALIZATION METHOD

The proposed localization method comprises two stages: i) AoA estimation of the LOS channel component in azimuth and elevation from each RIS; and ii) user position estimation, by fusing the AoA measurements of the LOS channel from the individual RISs. For the former stage, we apply a beamspace version of the Orthogonal Matching Pursuit (OMP) algorithm \([15],[16]\), which will be shown to perform accurate AoA estimations with relatively small values for \( T \). The second stage for user localization is based on an ML approach, which is initialized with a line intersection technique that is based on the Least Squares (LS) criterion. In terms of system architecture, we assume that the baseband measurements at the outputs of each RIS’s RX RF chain are collected by a central controller or location server. This device can then estimate the AoA of the transmitted signal’s LOS component at each RIS, and then, fuse all those \( M \) AoA estimates to obtain the user position estimation, as will be detailed in the next section. It is noted that the AoA estimation can be performed at any RIS side at the cost of basic storage and computing capability.

### A. AoA Estimation from Each Single-RX-RF RIS

By stacking the \( T \) phase profiles for a symbol observation in the \( L \times T \) matrix \( U_m \triangleq [u_{m,1}^T u_{m,2}^T \cdots u_{m,T}^T] \), we obtain the following \( T \)-element column vector using expression \( \text{(1)} \):

\[
y_m \triangleq U_m^H \sum_{c=1}^{C_m} h_{m,c} \alpha(\phi_{m,c}, \theta_{m,c}) s + \tilde{w}_m,
\]

where \( \tilde{w}_m \triangleq [u_{m,1}^H w_{m,1}^T u_{m,2}^H w_{m,2}^T \cdots u_{m,T}^H w_{m,T}^T]^T \). We next use the matrix \( \Psi \triangleq U_m^H A \in \mathbb{C}^{T \times J} \) with \( J \gg T \), where \( A \triangleq [a(\bar{\phi}_1, \bar{\theta}_j) a(\bar{\phi}_2, \bar{\theta}_j) \cdots a(\bar{\phi}_J, \bar{\theta}_j)] \in \mathbb{C}^{L \times J} \) is a dictionary matrix with the spatial response vectors at the azimuth and elevation AoA pairs \( (\bar{\phi}_j, \bar{\theta}_j) \forall j = 1, 2, \ldots, J \), to approximate the received symbol vector at each \( m \)-th RIS as:

\[
y_m \approx \Psi x_m + \tilde{w}_m,
\]
where \( x_m \in \mathbb{C}^{J \times 1} \) is an approximately \( C_m \)-sparse vector including the gains of all channel paths via which the user’s signal reaches the RIS. The latter formulation enables the deployment of compressed sensing tools for estimating \( x_m \), i.e., the AoAs and gains of all channel paths. In this paper, we deploy the OMP algorithm \([15]\) to estimate \( \phi_{m,1} \) and \( \theta_{m,1} \) of the LOS channel, which will be then used for position estimation. This estimation can be obtained by running OMP with sparsity level 1, when LOS is the strongest channel component. Otherwise, the support of \( x_m \) needs to be estimated, and then combined with a data association approach for estimating the LOS component.

**Remark 1:** To recover the LOS component with the presented OMP, the measurement matrix \( \Psi \) needs to satisfy the first-order restricted isometry property \([16]\). One option for meeting this property is when \( \Psi \) is the Discrete Fourier Transform (DFT) matrix. In this paper, given the spatial response dictionary \( A \), we choose \( U_{m} \) as the DFT matrix, i.e., it must hold \( T = L \), as well as a partial DFT matrix consisting of \( T < L \) columns from the DFT matrix \([17]\). For both cases, the elements of \( U_{m} \) for \( \ell = 1, 2, \ldots, L \) and \( t = 1, 2, \ldots, T \) are given by the following expression:

\[
[U_{m}]_{\ell,t} = \frac{1}{\sqrt{L}} \exp\left(- \frac{j2\pi}{L} (\ell-1)(t-1)\right). \tag{6}
\]

**Remark 2:** The AoA estimation performance of OMP can be improved by increasing the number of transmissions \( T \), which proportionally increases the integrated SNR.

**B. Centralized ML-Based Position Estimation**

Given the known parameters \( p_m = [x_m \ y_m \ z_m]^T \) of the reference point at the \( m \)-th RIS as well as the estimates \( \hat{\phi}_{m,1} \) and \( \hat{\theta}_{m,1} \) of the LOS AoAs \( \phi_{m,1} \) and \( \theta_{m,1} \), the line where the single source lies can be estimated for each \( m \)-th RIS. Each point \( \xi = [x \ y \ z]^T \) in this line can be obtained for \( k \in \mathbb{R} \) as:

\[
\xi = p_m + k v_m, \tag{7}
\]

where \( v_m \in \mathbb{R}^{3 \times 1} \) is the direction vector, which is defined as

\[
v_m \triangleq \begin{bmatrix} \sin(\hat{\theta}_{m,1}) \cos(\hat{\phi}_{m,1} + \beta_{m,1}) \\ \sin(\hat{\theta}_{m,1}) \sin(\hat{\phi}_{m,1} + \beta_{m,1}) \\ \cos(\hat{\theta}_{m,1}) \end{bmatrix}. \tag{8}
\]

By assuming that the controller in the considered system model possesses all \( M \) \( p_m \)’s and calculates all \( M \) angle pairs \( (\hat{\phi}_{m,1}, \hat{\theta}_{m,1}) \), it is proposed to compute the estimation for the unknown position \( p \), as follows. The sum of the squared distances between the source and each of the \( M \) estimated lines is given as a function of \( p \) by the expression \([18]\):

\[
D(p) \triangleq \sum_{m=1}^{M} (p_m - p)^T B_m (p_m - p), \tag{9}
\]

where \( B_m \triangleq I_3 - v_m v_m^T \). The estimation of the unknown \( p \) that minimizes this LS problem can be easily obtained as

\[
\hat{p}_{LS} = \left( \sum_{m=1}^{M} B_m \right)^{-1} \left( \sum_{m=1}^{M} B_m p_m \right). \tag{10}
\]

The Root Mean Squared Error (RMSE) using the LS-based intersection of skew lines can be, in general, larger than the PEB, since all AoA estimates are treated equally. This fact may result in poor position estimation performance, if any or some of the \( M \) AoA estimates is of poor quality. We next consider uncertainty in the AoA estimates to refine the position estimate. In particular, the estimation of AoAs for each \( m \)-th RIS can be expressed in the following form:

\[
\hat{y}_m(p) \triangleq \begin{bmatrix} \theta_{m,1} \\ \phi_{m,1} \end{bmatrix} + z_m = f_m(p) + z_m, \tag{11}
\]

where \( f_m(p) \) is a \( 2 \times 1 \) vector containing the azimuth and elevation angles with respect to the \( m \)-th RIS; this is a non-linear function of \( p \). In addition, \( z_m \sim \mathcal{N}(0, G_m) \) is a \( 2 \times 1 \) vector modeling the estimation errors for the AoAs.

Given this uncertainty model, the ML estimation of the single transmitting user position, \( \hat{p}_{ML} \), is obtained as follows:

\[
\hat{p}_{ML} \triangleq \underset{p}{\text{argmin}} \sum_{m=1}^{M} [\hat{y}_m(p) - f_m(p)]^T G_m^{-1} [\hat{y}_m(p) - f_m(p)]. \tag{12}
\]

This optimization problem does not possess a closed-form solution. We hence propose to solve it via any gradient-descent method using the LS-based position estimation in \([10]\), as the initialization step. To determine each of the \( 2 \times 2 \) covariance matrices \( G_m \) in \([12]\) and establish a fundamental performance bound, we will next rely on a Fisher information analysis.

**C. Fisher Information Analysis**

1) **LOS Channel Parameters:** Let the vector \( \eta_m \triangleq [\varphi_{m,1} \ \varphi_{m,1} \ \varphi_{m,1} \ \varphi_{m,1}]^T \in \mathbb{R}^{4 \times 1} \) include the unknown system parameters in \([1]\), referred to the received signal model via the LOS component at each \( m \)-th RIS. The \( 4 \times 4 \) Fisher Information Matrix (FIM) for this unknown vector, based on the observation model in expression \([1]\) when excluding the non-LOS channel paths, is defined as follows \([19]\):

\[
J(\eta_m) = \frac{2}{\rho} \sum_{t=1}^{T} \mathbb{E} \left\{ \left( \frac{\partial \mu_{m,t}}{\partial \eta_m} \right) \left( \frac{\partial \mu_{m,t}}{\partial \eta_m} \right)^\dagger \right\}, \tag{13}
\]

where the function \( \mu_{m,t} \) of the unknown vector \( \eta_m \) is defined as \( \mu_{m,t} \triangleq \sqrt{P_{L,m,1}} \varphi_{m,1} \exp(j \varphi_{m,1}) u_m^H \alpha(\varphi_{m,1}, \theta_{m,1}) s_t \), representing the noiseless received signal at the \( t \)-th slot at the \( m \)-th RIS. Using Schur’s complement, the Fisher information for the unknown AoAs \( \phi_{m,1} \) and \( \theta_{m,1} \) can be computed as:

\[
G_m^{-1} = J(\phi_{m,1}, \theta_{m,1}) = [J(\eta_m)]_{3:4,3:4}^{-1} - [J(\eta_m)]_{3:4,1:2} [J(\eta_m)]_{1:2,1:2}^{-1} [J(\eta_m)]_{1:2,3:4} \tag{14}
\]

2) **Positioning:** The Fisher information for each \( m \)-th RISs can be used for expressing the \( 3 \times 3 \) FIM for the unknown position \( p \) as follows \([19]\):

\[
J(p) = \sum_{m=1}^{M} T_m J(\phi_{m,1}, \theta_{m,1}) T_m^T, \tag{15}
\]

where \( T_m \in \mathbb{R}^{3 \times 2} \) denotes the Jacobian \( T_m \triangleq \left[ \frac{\partial \varphi_{m,1}}{\partial p} \ \frac{\partial \theta_{m,1}}{\partial p} \right] \). The derivatives needed for this Fisher information of the unknown AoAs and source position are given in the Appendix.
The empirical CDF of the PEB for various source positions with \( z_p = 5 \, \text{m} \) and \( P = 10 \, \text{dBm} \), as well as \( M = 3 \) RISs each with \( L = 8 \times 8 \) unit elements. Different RIS placements on the room’s walls were considered.

The FIM for the unknown source position \( p \) can be finally used for computing the PEB, as follows:

\[
\text{PEB} \triangleq \sqrt{\text{Tr}\{J^{-1}(\hat{p})\}} \leq \sqrt{\mathbb{E}\{||\hat{p} - p||^2\}},
\]

which can serve as a lower bound for the RMSE of the position estimation \( \hat{p} \) for \( p \), when considering the model of Section II.

Remark 3: The bound in (16) is valid even in the presence of multipath, since in this scenario, multipath cannot improve positioning RMSE without data association among the RISs.

IV. NUMERICAL RESULTS

A. Simulated Scenario

We have simulated a cubic room with dimensions \( 10 \, \text{m} \times 10 \, \text{m} \times 10 \, \text{m} \) and single-RX-RF RISs of half-wavelength, i.e., \( \lambda/2 \), inter-element spacing operating at 30 GHz with the noise floor \( \rho \) in (11) set to \(-79 \, \text{dBm}\). Unless otherwise stated, we have assumed transmit power of \( P = 10 \, \text{dBm} \), \( M = 3 \) RISs of size \( L = 8 \times 8 \), and \( T = L \) RIS phase profiles resulting from the DFT beams. The RISs were considered placed on the room’s vertical walls as depicted in Fig. 1. We have generated a multipath channel with the same number of paths for all RISs (specifically, \( C_m = 3 \, \forall m \)), comprising a LOS and two non-LOS components with \( 20 \, \text{dB} \) power ratio, using both the far-field model in (2) for the steering vectors as well as a near-field model. For the latter model, we have used the following formula for the LOS component (the non-LOS channel components were modeled similarly):

\[
[\alpha(\phi_{m,1}, \theta_{m,1})]_{\ell} \triangleq \exp(-j2\pi r_{m,1,\ell}/\lambda),
\]

where \( r_{m,1,\ell} \triangleq ||p - p_{m,\ell}|| \) with \( p_{m,\ell} \in \mathbb{R}^{3 \times 1} \) being the absolute coordinate of the \( \ell \)-th element of the \( m \)-th RIS, which can be easily obtained from \( q_{m,\ell} \). It is noted that the proposed positioning techniques in Section III were derived using (2), and here, their performance over the multipath channel model resulting from (17) is also investigated.

B. Discussion

1) Impact of RISs’ Placement on PEB and Coverage: In Fig. 2, the empirical CDF of the PEB for various source positions with \( z_p = 5 \, \text{m} \) and different placements of 3 RISs with \( 8 \times 8 \) elements is illustrated. As shown, the placement of the RISs on the room’s walls impacts the localization performance of the proposed AoA-based positioning approach. For best overall coverage, placing the RIS on different walls is better, while for best localization performance near a single wall, it is preferred to place the RIS on that same wall. The heights of the RISs on the wall(s) play only a minor role, though the case of same heights appears better for localization performance, while the case of different heights leads to better overall coverage.

2) Impact of RISs’ Size and Phase Profiles on LS Estimation: The RMSE positioning performance, as defined in (16), is plotted versus \( L \) in Fig. 3 using the proposed ML positioning technique in (12) for the case of 3 RISs and various forms of their phase profiles. Specifically, we have considered position estimation with: i) \( T = L \) phase profiles using the DFT beams in (2) and ii) quantized DFT beams with \( b = 2, 3 \) according to \( F \); iii) \( T = [L/3] \) of the DFT phase profiles in ii) (pointing around the actual direction of the source with \( 30^\circ \) uncertainty range); iv) the \( b \)-bit quantized versions of the phase profiles in iii). It is evident from the figure that, for all considered RIS phase profiles, the RMSE does not improve drastically with increasing \( L \), and that the \( T = L \) DFT profiles yield the best performance, with the directional \( T \ll L \) DFT profiles requiring less overhead at a cost of a small performance loss. In addition, it is shown that quantization of both DFT and directive beams imposes performance loss, something that is less severe with higher \( b \).

Hybrid schemes with progressive refinement of the user location could form an interesting compromise between performance (RMSE) and observation latency (\( T \)).

3) Impact of Number of RISs and Channel Model on Estimation Performance: The RMSE of the positioning error as a function of \( P \) in dBm, considering \( M \in \{3, 4\} \) RISs, each with \( L = 8 \times 8 \) elements and \( T = 64 \) quantized DFT phase profiles, is illustrated in Fig. 4. We have considered the ML positioning technique with the far-field and near-field channel models. In addition, PEB curves are also included under the far-field model. It can be observed that, as expected, the PEB...
improves with increasing $P$ and $M$. Moreover, the ML-based technique performs sufficiently close to the PEB from low $P$ values. It is also shown for the latter technique that, for $P$ larger than 0 dBm and the near-field channel model, the RMSE saturates around 0.1 m for both 3 and 4 RISs and, for the 4-RIS case with the far-field channel model, the RMSE saturates around 0.07 m. This shows that the ML technique exhibits an error floor due to the model mismatch in the case of the near-field, and due to multipath for the far-field case, but is still able to provide good positioning quality.

V. CONCLUSION

In this paper, we presented an ML-based localization method with multiple single-RX-RF RISs, which relies on a beamspace OMP technique for AoA estimation and LS-based line intersection. The presented numerical results showcased the accuracy of the proposed method under reasonable operating conditions for strong LOS multipath channels and single-source positioning, verifying our theoretical estimation analysis. We intend to extend the presented localization framework to hybrid RISs [6] and multiple mobile active users.

APPENDIX

Using the notations $\nu \triangleq \phi_{m,1}$ and $\sigma \triangleq \theta_{m,1}$, it follows from the definition of the function $\mu_{m,t}$ in (13) that:

$$\frac{\partial \mu_{m,t}}{\partial q_{m,n}} = \left[ j\sqrt{P_{L,m,1}} u_{m,1}^{H} \frac{\partial \alpha(\nu, \sigma)}{\partial \nu} \left( j p_{m,n}^{T} \right) s \right],$$

where the included partial derivatives are derived as:

$$\frac{\partial \alpha(\nu, \sigma)}{\partial \nu} = \exp \left( -j m^{T} \kappa(\nu, \sigma) \right) \frac{\partial \kappa(\nu, \sigma)}{\partial \nu},$$

with $\tau$ being either $\nu$ or $\sigma$ and $q_{m,n} \triangleq [q_{m,1} q_{m,2} \cdots q_{m,L}]$. The derivatives with respect to $\nu$ and $\sigma$ are computed as:

$$\frac{\partial \kappa(\nu, \sigma)}{\partial \nu} = -\frac{2\pi}{\lambda} \begin{bmatrix} \cos \sigma \cos \nu & \cos \sigma \sin \nu \\ \sin \sigma \sin \nu & -\sin \sigma \end{bmatrix}.$$

The Jacobian of $t_{m}$ required in (15) is calculated, as follows. We express the elevation angle as a function of the coordinates:

$$\sigma = \arccos \left( \frac{z_{m} - z_{m}}{||p - p_{m}||} \right),$$

and then calculate the required partial derivative as:

$$\frac{\partial \sigma}{\partial \nu} = \left[ \left( z_{p} - z_{m} \right) \left( z_{p} - z_{m} \right) (\kappa^{2})^{-1} \right] \left( \left( z_{p} - z_{m} \right) \left( z_{p} - z_{m} \right) (\kappa^{2})^{-1} \right)^{-1},$$

where $\kappa \triangleq 1 - \frac{1}{||p - p_{m}||^{2}}$ and $\chi \triangleq ||p - p_{m}||^{3}$. The partial derivative of $\nu$ is obtained in a similar manner.
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