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Abstract. We study the asymptotic Dirichlet and Plateau problems on Cartan-Hadamard manifolds satisfying the so-called Strict Convexity (abbr. SC) condition. The main part of the paper consists in studying the SC condition on a manifold whose sectional curvatures are bounded from above and below by certain functions depending on the distance to a fixed point. In particular, we are able to verify the SC condition on manifolds whose curvature lower bound can go to $-\infty$ and upper bound to 0 simultaneously at certain rates, or on some manifolds whose sectional curvatures go to $-\infty$ faster than any prescribed rate. These improve previous results of Anderson, Borbély, and Ripoll and Telichevsky. We then solve the asymptotic Plateau problem for locally rectifiable currents with $\mathbb{Z}_2$-multiplicity in a Cartan-Hadamard manifold satisfying the SC condition given any compact topologically embedded $(k-1)$-dimensional submanifold of $\partial_\infty M$, $2 \leq k \leq n - 1$, as the boundary data. We also solve the asymptotic Plateau problem for locally rectifiable currents with $\mathbb{Z}$-multiplicity on any rotationally symmetric manifold satisfying the SC condition given a smoothly embedded submanifold as the boundary data. These generalize previous results of Anderson, Bangert, and Lang. Moreover, we obtain new results on the asymptotic Dirichlet problem for a large class of PDEs. In particular, we are able to prove the solvability of this problem on manifolds with super-exponential decay (to $-\infty$) of the curvature.

1. Introduction

In this paper we investigate the notion of convexity at infinity and its applications for a class of Cartan-Hadamard manifolds. We recall that a Cartan-Hadamard manifold $M$ is a complete, connected, and simply connected Riemannian $n$-manifold, $n \geq 2$, of non-positive sectional curvature. It is well-known that a Cartan-Hadamard manifold $M$ can be compactified in the cone topology by adding a sphere at infinity, also called the asymptotic boundary of $M$; we refer to [17] for more details. In the following, we will denote by $\partial_\infty M$ the sphere at infinity and by $\overline{M} = M \cup \partial_\infty M$ the compactification of $M$.

It is well-known that the notion of convexity at infinity plays an important role in the solvability of the asymptotic Dirichlet and Plateau problems. Let us briefly introduce these two problems. The asymptotic Plateau problem in $M$ basically consists in finding an absolutely area minimizing $k$-dimensional submanifold $\Sigma \subset M$ asymptotic to given $(k-1)$-dimensional submanifold $\Gamma \subset \partial_\infty M$, $2 \leq k \leq \dim M - 1$.
If such \( \Sigma \) exists we say that the asymptotic Plateau problem is solvable in \( M \) for \( \Gamma \). On the other hand, the asymptotic Dirichlet problem on \( M \) for an operator \( Q \) is the following: Given a continuous function \( h \) on \( \partial_{\infty} M \), does there exist a (unique) function \( u \in C(M) \) such that \( Q[u] = 0 \) on \( M \) and \( u|_{\partial_{\infty} M} = h \)?

The connection between convexity at infinity and the solvability of the Dirichlet problem was first pointed out by Choi in [12] (see Remark 1.3). He proved that if \( M \) satisfies the ”convex conic neighborhood condition” (see the definition below) and if the sectional curvature \( K_M \) of \( M \) is bounded from above by a negative constant, then the asymptotic Dirichlet problem for the Laplacian admits a solution. Let us recall Choi’s convexity condition:

**Definition 1.1** (The convex conic neighborhood condition). Let \( M \) be a Hadamard manifold. We say that \( M \) satisfies the convex conic neighborhood condition if, given \( x \in \partial_{\infty} M \), for any \( y \in \partial_{\infty} M \setminus \{x\} \), there exist \( V_x \subset \overline{M} \), a neighborhood of \( x \), and \( V_y \subset \overline{M} \), a neighborhood of \( y \) such that \( V_x \) and \( V_y \) are disjoint open sets of \( \overline{M} \) in terms of the cone topology and \( V_x \cap M \) is convex with \( C^2 \) boundary.

The use of the convex conic neighborhood condition by Choi for solving the asymptotic Dirichlet problem for the Laplacian is heavily based on the linearity of the Laplace operator and does not apply directly to other PDEs like the \( p \)-Laplacian and the minimal graph equation. To deal with more general PDEs, Ripoll and Telichevsky ([29]) recently introduced another notion of convexity at infinity which was called the Strict Convexity condition. Intuitively, this condition insures that we can extract from \( M \) a neighborhood of any point of the sphere at infinity so that the remaining is convex. The precise definition of this notion is the following:

**Definition 1.2** (SC condition). Let \( M \) be a Hadamard manifold. We say that \( M \) satisfies the **Strict Convexity condition (SC condition)** if, given \( x \in \partial_{\infty} M \) and a relatively open subset \( W \subset \partial_{\infty} M \) containing \( x \), there exists a \( C^2 \) open subset \( \Omega \subset M \) such that \( x \in \text{int} \partial_{\infty} \Omega \subset W \) and \( M \setminus \Omega \) is convex. Here \( \text{int} \partial_{\infty} \Omega \) denotes the interior of \( \partial_{\infty} \Omega \) in \( \partial_{\infty} M \).

It turns out that the SC condition can be used to prove the solvability of the asymptotic Dirichlet problem for a large class of PDEs which includes, besides the Laplacian, the \( p \)-Laplacian and the minimal graph equation. Now we would like to give a brief overview of the earlier results concerning the class of manifolds where either the SC or the convex conic neighborhood conditions hold.

The first result in this direction was obtained by Anderson in [5]. There he proved that the convex conic neighborhood condition is satisfied on a manifold \( M \) if the sectional curvatures are pinched i.e. \( -k_1 \leq K_M \leq -k_2 \), for some constants \( k_1 \geq k_2 > 0 \). A few years later, Borbély in [8] improved the curvature assumption of the previous result by modifying the construction of Anderson. Namely he assumed that \( K_M \leq -1 \) and

\[
\min_{\rho(x) \leq R} |K_M(x)| \leq e^{\lambda \rho(x)}, \text{ if } R > R_0 \text{ and for some } \lambda < \frac{1}{3},
\]

where \( \rho(x) \) stands for the distance of \( x \in M \) to a fixed point of \( M \). Concerning the SC condition, Ripoll and Telichevsky in [29] proved that it is satisfied on rotationally symmetric manifolds satisfying \( K_M \leq -k^2 \), \( k > 0 \). They also adapted
the construction of Anderson and proved that the SC condition holds if
\[-\frac{e^{2k\rho(x)}}{\rho(x)^{2+2\varepsilon}} \leq K_M(x) \leq -k^2,\]
for all \(x \in M\) such that \(\rho(x) = d(x, o) \geq R^*\), \(R^*\) large enough, and where \(k\) and \(\varepsilon\) are positive constants.

The first part of this paper is devoted to generalize these previous results in two directions: we allow the lower bound of the sectional curvature to go to 0 at a certain rate and, on the other hand, we allow it to go to \(-\infty\). Before giving our precise assumptions on the sectional curvature, we state two results as special cases of our main theorem.

**Theorem 1.1.** Let \(M\) be a Hadamard manifold and let \(o \in M\). Suppose that there exists \(R^* > 0\) such that, for some constants \(\varepsilon > \tilde{\varepsilon} > 0\),
\[-\frac{(\log \rho(x))^{2\varepsilon}}{\rho(x)^2} \leq K_M(x) \leq -\frac{1 + \varepsilon}{\rho(x)^2 \log \rho(x)},\]
for all \(x \in M\), with \(\rho(x) = d(x, o) \geq R^*\). Then \(M\) satisfies the SC condition.

**Theorem 1.2.** Let \(M\) be a Hadamard manifold and let \(o \in M\). Suppose that there exists \(R^* > 0\) such that, for some constants \(\varphi > 1/4\), \(\epsilon > 0\), and \(c > 0\),
\[-ce^{2(\varphi-\epsilon)}\rho(x)e^{\rho(x)/\epsilon^3} \leq K_M(x) \leq -\varphi e^{2\rho(x)},\]
for all \(x \in M\), with \(\rho(x) = d(x, o) \geq R^*\). Then \(M\) satisfies the SC condition.

More generally, our main result is the following (see (2.2) for the definition of \(f_a\)):

**Theorem 1.3.** Let \(M\) be a Hadamard manifold and let \(o \in M\). Suppose that there exists \(R^* > 0\) such that
\[-b^2(\rho(x)) \leq K_M(x) \leq -a^2(\rho(x)),\]
for all \(x \in M\), with \(\rho(x) = d(x, o) \geq R^*\) and \(b\) monotonic. Moreover, assume that at least one of the following alternatives holds:

1. for some constants \(C_1 > 0\), \(\tilde{\varepsilon}, 2\alpha \in (0, \varepsilon)\), \(t_0 > 0\), and \(0 < \lambda < 1\), we have for \(t\) large enough that
\[a^2(t) \geq \frac{1 + \varepsilon}{t^2 \log t},\]
\[b(t/2) \leq C_1 b(t), b(t + 1) \leq C_1 b(t), \text{ and}\]
\[\frac{(\log t)^\varepsilon}{t} \leq b(t) \leq \begin{cases} \frac{f'_a(t)}{f_a(\lambda t)} & \frac{f_a(\lambda t)}{f_a(t)}, \\ \frac{f'_a(t)}{f_a(t - t_0)} & \frac{f_a(t - t_0)}{f_a(t)}, \end{cases}, \text{ if, in addition, } b \text{ is increasing};\]

2. or \(a\) and \(b\) are increasing continuous functions such that \(b(0) > 0\) and
\[\lim_{t \to \infty} \frac{t(\log t)^{1+\varepsilon} f_a(t - 2)b(t)}{f_a(t - 2)f_a(t - 3)} < \infty.\]
Then \( M \) satisfies the SC condition.

We observe that Theorem 1.1 is obtained from Theorem 1.3 by using Proposition 3.1. Also Theorem 1.2 follows from Theorem 1.3 by taking \( f_a(t) = \sinh^2(t) = \sinh(\sinh t) \); a direct computation shows that \(-a^2(t) = -\sinh t \coth(\sinh t) - \cosh^2(t)\).

It is worth noting that Theorem 1.2 is just an example to illustrate the use of Theorem 1.3. Choosing \( f_a = \sinh^m \) to be the \( m \)-th iterate of \( \sinh \), we can make the ratio \( b^2(t)/a^2(t) \) of the curvature bounds grow faster than \( \exp(k) \) for any given \( k \in \mathbb{N} \) by choosing \( m \) large enough. We point out that the pinching conditions (1.2) and (1.3) are (almost) the same in their shared range. Let us also observe that the curvature lower bound and the pinching condition appearing in Theorem 1.1 are the same as the ones obtained by the authors in [11] to solve the asymptotic Dirichlet problem for a large class of operators. The upper bound for the sectional curvature in Theorem 1.1 is interesting since it is close to optimal for the solvability of the asymptotic Dirichlet problem: Indeed, if we assume that

\[
K(x) \geq - \frac{1}{\rho(x)^2 \log \rho(x)}
\]

then all bounded harmonic functions are constant in dimension 2 and, more generally in any dimensions \( n \), all bounded \( p \)-harmonic functions, with \( p \geq n \), are constant; see the discussion in [11]. This may indicate that the upper bound for the sectional curvature in Theorem 1.1 could be optimal for the SC condition.

The proofs of the cases (1) and (2) in Theorem 1.3 are quite different depending on the case we consider. Under the assumption (1), our proof relies heavily on the construction of smooth extensions of certain “angular functions”. In the case (2), we adapt the approach of Anderson. Let us notice that in the second case, due to the fact that our construction relies on an iterative procedure, it seems unavoidable that the condition (1.3) involves terms depending on different radii. However, it is possible to obtain a more technical condition where the radii tend to each others. This is the object of Remarks 3.6 and 3.7.

A natural question is to investigate a relation between the SC condition and Choi’s convex conic neighborhood condition. In the forthcoming paper [10], we prove that the SC condition and the convex conic neighborhood condition are equivalent provided that the sectional curvature of \( M \) satisfies

\[
K_M(x) \leq - \frac{1 + \varepsilon}{\rho(x)^2 \log \rho(x)}
\]

for some \( \varepsilon > 0 \) and \( \rho(x) \) large enough. We conjecture that these conditions are actually equivalent.

In the same paper, we will also investigate the optimality of the pinching conditions (1.2) and (1.3) obtained in Theorem 1.3. It is well-known that some kind of pinching conditions for the curvature are necessary for the SC condition to hold. Independently, Ancona [2] and Borbély [9] constructed a manifold \( M \) of dimension 3 with sectional curvatures bounded from above by \(-1\) satisfying the following property: there exists a point \( P \in \partial \infty M \) such that the convex hull of every neighborhood \( U \subset M \) of \( P \) contains the whole manifold \( M \). Holopainen in [20] (see also [6]) was able to give an estimate for the lower bound of sectional curvatures in Borbély’s example by proving that it decays to \(-\infty\) faster than \(-\exp(\frac{1}{4} \exp(2\rho(x)))\), for \( \rho(x) \) large enough. Let us remark that assuming \( K_M \leq -k^2 \), for some constant \( k \), we
are only able to prove that the SC condition holds if the lower curvature bound tends to \(-\infty\) exponentially.

Next, we give some applications of our convexity results for the asymptotic Dirichlet and Plateau problems. First let us recall the result established by Ripoll and Telichevesky in [29] concerning the asymptotic Dirichlet problem. There they considered a large class of elliptic differential operators \(Q\) of the form

\[
Q[u] = \text{div} \left( \frac{a(|\nabla u|)}{|\nabla u|} \nabla u \right) = 0,
\]

where \(a \in C^1([0, \infty))\) satisfies

1. \(a(0) = 0, a'(s) > 0\) for all \(s > 0\);
2. \(a(s) \leq C(s^{p-1} + 1)\), for some constant \(C\) and for all \(s \in [0, \infty)\);
3. there exist \(q > 0\) and \(\delta > 0\) such that \(a(s) \geq s^q\) for all \(s \in [0, \delta]\).

One notices that the minimal graph operator and the \(p\)-Laplacian belong to this class of operators. The main result of [29] is the following:

**Theorem 1.4.** Let \(M\) be a Cartan-Hadamard manifold with sectional curvature \(K_M \leq -k^2, k > 0\), satisfying the SC condition. Assume, moreover, that

1. there exists a sequence of bounded \(C^\infty\) domains \(\Omega_k \subset \Omega, k \in \mathbb{N}\), satisfying \(\bigcup_{k \in \mathbb{N}} \Omega_k = M\), such that the Dirichlet problem for the operator \(Q\) (as defined above) is solvable in \(\Omega_k\) for all \(C^\infty\) boundary data;
2. sequences of solutions with uniformly bounded \(C^0\) norm are compact in relatively compact subsets of \(M\).

Then the asymptotic Dirichlet problem for \(Q\) is solvable for any continuous boundary data.

As an immediate consequence of Theorem 1.3 and Theorem 1.4 we obtain new solvability results for the asymptotic Dirichlet problem. In particular, it follows that the asymptotic Dirichlet problem for the class of operators \(Q\) described above is solvable for any continuous boundary data at infinity in Hadamard manifolds whose sectional curvatures satisfy the condition of Theorem 1.2. We notice that the solvability of the asymptotic Dirichlet problem under superexponential decay of the curvature was not known earlier. We point out that, more generally, from the combination of the above mentioned theorems we are able to consider non rotationally symmetric Hadamard manifolds having curvature tending to \(-\infty\) at any speed. A negative curvature upper bound alone is not sufficient for the solvability of the asymptotic Dirichlet problem as Ancona’s and Börbély’s examples [2], [9] show in the case of the Laplace equation. In [20], Holopainen generalized Börbély’s result to the \(p\)-Laplace equation, and very recently, Holopainen and Ripoll [21] extended these nonsolvability results to the operator \(Q\) (as defined in 1.4), in particular, to the minimal graph equation.

Finally, we present applications of the SC condition to the solvability of the asymptotic Plateau problem. First we introduce some basic terminology and notation. We denote by \(\mathcal{R}_k(U)\) and \(\mathcal{R}_k^2(U)\) the spaces of rectifiable \(k\)-currents on an open set \(U \subset M\) with \(\mathbb{Z}\)- and \(\mathbb{Z}_2\)-multiplicity, respectively. The mass, support, and the boundary of \(S \in \mathcal{R}_k(U) \cup \mathcal{R}_k^2(U)\) are denoted by \(M(S)\), \(\text{spt} S\), and \(\partial S\), respectively.
respectively. For a Borel set \( V \subset U \) and \( S \in \mathcal{R}_k(U) \cup \mathcal{R}_k^2(U) \), the restriction of \( S \) to \( V \) is denoted by \( S \cap V \) and defined as \( S \cap V(\omega) = S(\chi_V \omega) \). The local classes \( \mathcal{R}_{k,\text{loc}}(U) \) and \( \mathcal{R}_k^2(\text{loc})(U) \) are defined in an obvious way. Every \( k \)-rectifiable oriented set \( S \subset M \), with \( \mathcal{H}^k(S \cap K) < \infty \) for all compacta \( K \subset M \), defines a locally rectifiable \( k \)-current \([S]\) as
\[
[S](\omega) = \int_S \omega,
\]
where \( \omega \) is a differential \( k \)-form. We refer to [13], [28], and [31] for standard references, see also [7] for a concise presentation. Before stating our results, we briefly review some previous results on this topic. Anderson proved in [3] (see also [4]) that the asymptotic Plateau problem is solvable in the hyperbolic space \( \mathbb{H}^n \) for smoothly embedded closed submanifolds \( \Gamma \subset \partial_\infty \mathbb{H}^n \). Bangert and Lang [7] extended Anderson's result to a fairly large class of manifolds. To state their result, which we want to refer, let \((M, g)\) be a \( n \)-dimensional Cartan-Hadamard manifold with sectional curvature satisfying \(-b^2 \leq K_M \leq -1\), for some \( b \geq 1 \), and let \( \tilde{g} \) be a Riemannian metric on \( M \) Lipschitz equivalent to \( g \), i.e. there exist two constants \( \beta \geq \alpha > 0 \) such that \( \alpha^2 g(v, v) \leq \tilde{g}(v, v) \leq \beta^2 g(v, v) \) for all \( v \in T M \). They proved the existence of a complete \( \tilde{g} \)-minimizing locally rectifiable \( k \)-current modulo two in \( M \) that is asymptotic to a given compact \((k - 1)\)-dimensional embedded submanifold of \( \partial_\infty M \), with \( k \in \{2, \ldots, n-1\} \). It is worth noting that on such a manifold \((M, \tilde{g})\) the sectional curvature can easily go to \(-\infty \) or to \(0\); in fact, some sectional curvatures can take arbitrary large positive values. In [20] Lang extended the results of [7] by replacing the curvature lower and upper bounds of \((M, g)\) by weaker bi-Lipschitz invariant conditions: bounded geometry and Gromov hyperbolicity, respectively. Very recently, Ripoll and Tomi [30] investigated the asymptotic Plateau problem for minimal type disks using the classical Plateau theory and proved the existence of solutions on certain Hadamard manifolds whose curvature can go to \(-\infty \) under a prescribed bound decay of the sectional curvature. Finally, we refer to [13] for a survey on the asymptotic Plateau problem and to [14] and [24] for recent studies on the asymptotic Plateau problem in \( \mathbb{H}^2 \times \mathbb{R} \).

Our results on the asymptotic Plateau problem are the following:

**Theorem 1.5.** Let \( M^n, n \geq 3 \), be a Cartan-Hadamard manifold satisfying the \( SC \) condition and let \( \Gamma \subset \partial_\infty M^n \) be a (topologically) embedded closed \( (k-1) \)-dimensional submanifold, with \( 2 \leq k \leq n-1 \). Then there exists a complete, absolutely area minimizing, locally rectifiable \( k \)-current \( \Sigma \) modulo 2 in \( M^n \) asymptotic to \( \Gamma \) at infinity, i.e. \( \partial_\infty \text{spt } \Sigma = \Gamma \).

In the case \( k = n-1 \) we can treat more general limit sets \( \Gamma \subset \partial_\infty M^n \) and, moreover, work with \( \mathbb{Z} \)-multiplicity currents. Following [7] we denote by \( \text{bd}, \text{cl} \), and \( \text{int} \) the boundary, closure, and interior with respect to the sphere topology of \( \partial_\infty M^n \). Our result is a counterpart of [7, 4.4]; see also [25, 3.2] and [26, 5.4].

**Theorem 1.6.** Let \( M^n, n \geq 2 \), be a Cartan-Hadamard manifold satisfying the \( SC \) condition. Suppose that \( \Gamma \subset \partial_\infty M^n \) satisfies \( \Gamma = \text{bd} A \) for some \( A \subset \partial_\infty M^n \) with \( A = \text{cl} (\text{int} A) \). Then there exists a closed set \( W \subset M^n \) of locally finite perimeter in \( M^n \) such that \( \Sigma := \partial [W] \in \mathcal{R}_{n-1, \text{loc}}(M^n) \) is minimizing in \( M^n \), \( \partial_\infty W = A \), and \( \partial_\infty \text{spt } \Sigma = \Gamma \).
The two theorems above are in line with those in [7], [25], and [26]. However, there are differences. Firstly, all the manifolds in those papers have bounded geometry (see [26, p. 33] for the definition) whereas this is not the case in our setting since we can allow the sectional curvature upper bound \(-a^2(\rho(x))\) decay to \(-\infty\).

Secondly, on manifolds considered in [7], [25], and [26], some sectional curvatures can be \(0\) (or even positive) outside any compact set, and therefore such manifolds are not covered by our results.

The next result is a generalization of Anderson’s theorem ([3, Theorem 3]) to rotationally symmetric Cartan-Hadamard manifolds satisfying the SC condition.

**Theorem 1.7.** Let \(M^n, n \geq 3\), be a rotationally symmetric Cartan-Hadamard manifold around \(o \in M^n\) satisfying the SC condition. Identify \(\partial_\infty M^n\) with the unit \((n-1)\)-sphere \(S_{o} M^n \subset T_{o} M^n\). Let \(\Gamma \subset S_{o} M^n\) be a closed, smoothly embedded, orientable \((k-1)\)-dimensional submanifold, with \(2 \leq k \leq n-1\). Then there exists a complete, absolutely area minimizing, locally rectifiable \(k\)-current \(\Sigma\) in \(M^n\) asymptotic to \(\Gamma\) at infinity, i.e. \(\partial_\infty \text{ spt } \Sigma = \Gamma\).

We can get rid of the assumption \(M\) being rotationally symmetric by assuming that sectional curvatures satisfy (1.1) with some increasing functions \(a\) and \(b\) such that \(b - a^2/b\) is integrable over \([0, \infty)\). Note that the integrability condition (1.5) allows the difference between curvature upper and lower bounds go to \(\infty\). We have the following "current version" of [30, Theorem 3].

**Theorem 1.8.** Let \(M^n, n \geq 3\), be a Cartan-Hadamard manifold satisfying the SC condition. Suppose that

\[-(b \circ \rho)^2(x) \leq K(P) \leq -(a \circ \rho)^2(x)\]

for all 2-dimensional subspaces \(P \subset T_{x} M, x \in M\), where \(\rho(x) = d(x, o)\) and \(a, b: [0, \infty) \to [0, \infty)\) are increasing functions satisfying

\[
\int_{0}^{\infty} \frac{b^2(t) - a^2(t)}{b(t)} \, dt < \infty.
\]

Identify \(\partial_\infty M^n\) with the unit \((n-1)\)-sphere \(S_{o} M^n \subset T_{o} M^n\). Let \(\Gamma \subset S_{o} M^n\) be a closed, smoothly embedded, orientable \((k-1)\)-dimensional submanifold, with \(2 \leq k \leq n-1\). Then there exists a complete, absolutely area minimizing, locally rectifiable \(k\)-current \(\Sigma\) in \(M^n\) asymptotic to \(\Gamma\) at infinity, i.e. \(\partial_\infty \text{ spt } \Sigma = \Gamma\).

We refer to [1], [19], and the recent [16] for discussions on the regularity of area minimizing locally rectifiable currents; see also [28] and [15] for surveys. In particular, a \(k\)-dimensional area minimizing rectifiable current (or more precisely its support) in \(\mathbb{R}^n\) is a smooth, embedded manifold on the interior except for a singular set of Hausdorff dimension at most \(k-2\). In the codimension 1 case, i.e. \(k = n-1\), the singular set is of Hausdorff dimension at most \(n-8\).

The plan of this paper is the following: in Section 2, we construct smooth extensions of certain "angular" functions with gradient and Hessian controlled in terms of curvature bounds. These extensions will play an important part in the proof of Theorem 1.3 under assumptions (1.2). In Section 3, we give the proof of Theorem 1.3. Finally, in the last section, we prove Theorems 1.5, 1.6, 1.7, and 1.8.

**Remark 1.3.** While completing this manuscript, we found the article [23] by Kasue, where he introduced the following notion of convexity at infinity in order to
solvethelazytyDirichletproblemforthelaplacian.Let\(M\) beaHadamard
manifold. Following Kasue, we say that the condition \((R)\) holds at a point \(x \in \partial_{\infty} M\)
if for any neighborhood \(U\) of \(x\), there exists a neighborhood \(V\) of \(x\) such that \(V \subseteq U\)
and \(M \setminus V\) is (totally) convex. He proved that the asymptotic Dirichlet problem
for the Laplacian is solvable for every \(h \in C(\partial_{\infty} M)\) provided the sectional curvature
is bounded from above by a negative constant and the condition \((R)\) holds at every
point \(x \in \partial_{\infty} M\). Clearly, the condition \((R)\) implies both the SC condition and the
convex conic neighborhood condition.
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2. Construction of the extension

In this section we will construct smooth extensions of certain ”angular” functions
\(h: \partial_{\infty} M \to \mathbb{R}\) associated to boundary points \(x_0 \in \partial_{\infty} M\) so that the
gradients and the Hessians of the extended functions are controlled in terms of curvature bounds. These functions will be later used in the proof of the SC condition. Throughout
this section we assume that sectional curvatures of \(M\) are bounded both from above
and below by

\[
-(b \circ \rho)^2(x) \leq K(P) \leq -(a \circ \rho)^2(x)
\]

for all 2-dimensional subspaces \(P \subseteq T_x M\) and for all \(x\) in an appropriate subset
of \(M\). Here \(\rho = \rho^o\) stands for the distance function \(\rho(x) = d(x, o)\) to a fixed
point \(o \in M\). Furthermore, \(a\) and \(b\) are smooth functions \([0, \infty) \to [0, \infty)\) that are
constant in some neighborhood of 0, \(b \geq a\), and they are subject to certain growth
conditions that we will specify in due course. The curvature bounds are needed
to control first and second order derivatives of the ”angular” functions \(h\). To this
end, if \(k: [0, \infty) \to [0, \infty)\) is a smooth function, we denote by \(f_k \in C^\infty([0, \infty))\) the
solution to the initial value problem

\[
\begin{cases}
f_k(0) = 0, \\
f_k'(0) = 1, \\
f_k'' = k^2 f_k.
\end{cases}
\]

It follows that the solution \(f_k\) is a smooth, non-negative, and increasing function.
We will use extensively various estimates obtained in [22] (and originated in the
unpublished licentiate thesis [32]). Therefore for readers’ convenience we use basi-
cally the same notation as in [22]. Thus we let \(M\) be a Cartan-Hadamard manifold,
\(\partial_{\infty} M\) the sphere at infinity, and \(\overline{M} = M \cup \partial_{\infty} M\). Recall that the sphere at infinity
is defined as the set of all equivalence classes of unit speed geodesic rays in \(M\); two
such rays \(\gamma_1\) and \(\gamma_2\) are equivalent if \(\sup_{t \geq 0} d(\gamma_1(t), \gamma_2(t)) < \infty\). For each \(x \in M\)
and \(y \in \overline{M} \setminus \{x\}\) there exists a unique unit speed geodesic \(\gamma^{x,y}: \mathbb{R} \to M\) such that
\(\gamma^0_x = x\) and \(\gamma^t_x = y\) for some \(t \in (0, \infty]\). If \(v \in T_x M \setminus \{0\}\), \(\alpha > 0\), and \(r > 0\), we
define a cone

\[
C(v, \alpha) = \{y \in \overline{M} \setminus \{x\} : \angle(v, \dot{\gamma}^t_x) < \alpha\}
\]
and a truncated cone
\[ T(v, \alpha, r) = C(v, \alpha) \setminus B(x, r), \]
where \( \langle v, z_{0}^{x,y} \rangle \) is the angle between vectors \( v \) and \( z_{0}^{x,y} \) in \( T_{x}M \). All cones and open balls in \( M \) form a basis for the cone topology on \( \overline{M} \).

We start with the following consequence of the Rauch comparison theorem; see e.g. [22, Lemma 2.6] for a proof.

**Lemma 2.1.** Let \( x_{0} \in M \setminus \{ o \} \), \( U = M \setminus \gamma_{0}^{o,x}(\mathbb{R}) \), and define \( \theta: U \to [0, \pi] \), \( \theta(x) = \langle o(x_{0}, x) \rangle \). Let \( x \in U \) and \( \gamma = \gamma_{0}^{o,x} \). Suppose that
\[ K_{M}(P) \leq -a(t)^{2} \]
for every \( t > 0 \) and for every 2-dimensional subspace \( P \subset T_{\gamma(t)}M \) that contains the radial vector \( \gamma_{t} \). Then
\[ |\nabla \theta(x)| \leq \frac{1}{(f_{a} \circ \rho)(x)}. \]

For a given boundary point \( x_{0} \in \partial_{\infty}M \), let
\[ v_{0} = z_{0}^{o,x_{0}} \in S_{o}M = \{ v \in T_{o}M : |v| = 1 \} \]
be the initial (unit) vector of the geodesic ray \( \gamma_{0}^{o,x_{0}} \) from the fixed point \( o \in M \). Furthermore, for any constant \( L \in (8/\pi, \infty) \), we consider cones
\[ \Omega = C(v_{0}, 1/L) \cap M \]
and
\[ k\Omega = C(v_{0}, k/L) \cap M. \]
Suppose that
\[ -(b \circ \rho)^{2}(x) \leq K_{M}(P) \leq -(a \circ \rho)^{2}(x) \]
for all \( x \in 4\Omega \) and all 2-dimensional subspaces \( P \subset T_{x}M \). We assume that \( b \) is monotonic, \( b(0) > 0 \), and that there exist positive constants \( T_{1}, \varepsilon, \bar{\varepsilon}, \) and \( C_{1} \) such that
\[ a^{2}(t) \geq \frac{1 + \varepsilon}{t^{2} \log t}, \]
\[ b^{2}(t) \geq \frac{(\log t)^{2\bar{\varepsilon}}}{t^{2}}, \]
for all \( t \geq T_{1} \) and
\[ b(t + 1) \leq C_{1}b(t), \]
\[ b(t/2) \leq C_{1}b(t) \]
for all \( t \geq 0 \). Of course, \([C3]\) (respectively, \([C4]\)) trivially holds if \( b \) is decreasing (respectively, increasing). It is also worth pointing that the condition \([C2]\) is not restrictive since \( -b^{2}(t) \) represents the curvature lower bound. We collect all these constants and functions together to a data
\[ C = (a, b, T_{1}, \varepsilon, \bar{\varepsilon}, C_{1}, n). \]
Next we define a function \( h: \partial_{\infty}M \to \mathbb{R} \) and its (crude) extension \( \tilde{h}: \overline{M} \to \mathbb{R} \) by
\[ h(y) = \min\left(1, L\langle v_{0}, \gamma_{0}^{o,y} \rangle, y \in \partial_{\infty}M, \right) \]
and
\[ \tilde{h}(x) = \min\left(1, \max\left(2 - 2\rho(x), L\langle v_{0}, \gamma_{0}^{o,x} \rangle \right), x \in \overline{M}, \right) \]
respectively. Then \( \tilde{h} \in C(\overline{M}) \) and \( \tilde{h}|_{\partial_{\infty}M} = h \). As the final step in the construction of an "angular" function we smooth out \( \tilde{h} \) as in [22, Section 3.1] to get an extension \( h \in C^\infty(M) \cap C(\overline{M}) \). Since the assumptions \( (C1)-(C4) \) for functions \( a \) and \( b \) are weaker than those in [22] (in particular, \( b \) need not satisfy condition \( (A5) \) in [22]), we must present another proofs for some statements and lemmas. However, for readers’ convenience we list all lemmas that are needed and refer to [22] whenever the proofs there apply verbatim in our setting.

**Lemma 2.2.** [22, Lemma 3.8] Let \( N \) be a Cartan-Hadamard manifold and \( f : N \times N \to \mathbb{R} \) a function. Suppose that \( f(\cdot, y) \in C^\infty(N) \) for all \( y \in N \) and that
\[
(x, y) \mapsto X_m(X_{m-1}(\cdots(X_1(f(\cdot, y)))\cdots))(x)
\]
is continuous for all smooth vector fields \( X_1 \in T(N) \) and all \( m \geq 0 \). Suppose also that each \( x_0 \in N \) has a neighborhood \( V \ni x_0 \) such that the set
\[
\bigcup_{x \in V} \text{supp } f(x, \cdot)
\]
is bounded. Define \( u : N \to \mathbb{R} \),
\[
u(x) = \int_N f(x, y) \, dm_N(y).
\]
Then \( u \in C^\infty(N) \) and
\[
(2.6) \quad Xu = \int_N X(f(\cdot, y)) \, dm_N(y)
\]
for all \( X \in T_N \), and
\[
(2.7) \quad D^2u(X, Y) = \int_N D^2(f(\cdot, y))(X, Y) \, dm_N(y).
\]
for all \( X, Y \in T_N \), \( x \in N \).

The following lemma tells us that for given \( k > 0 \) and \( x \in M \), the function \( b \circ \rho \) behaves essentially as a constant in the set \( \{ y \in M : b(\rho(y))d(x, y) \leq k \} \). Since \(-b \circ \rho^2\) represents the curvature lower bound in \( 4\Omega \), this enables the use of comparison theorems. Since the proof given in [22] relies on an assumption on the function \( b \) that need not be valid in the current paper, we will present a new proof.

**Lemma 2.3.** [22, Lemma 3.10] Let \( k > 0 \). There exists a constant \( c_{1,k} = c_{1,k}(C, k) > 1 \) such that if \( x, y \in M \) and \( b(\rho(y))d(x, y) \leq k \), then
\[
\frac{1}{c_{1,k}} b(\rho(x)) \leq b(\rho(y)) \leq c_{1,k} b(\rho(x)).
\]

**Proof.** Let \( x, y \in M \) be such that \( b(\rho(y))d(x, y) \leq k \). We may assume that \( b \) is decreasing since the proof for an increasing \( b \) in [22] applies here, too. Note that the proof for the case of an increasing \( b \) is the only point where the assumption \( (C3) \) is used. Suppose first that \( \rho(y) \geq \max\{T_1, \exp((4k)^{1/\varepsilon})\} \). By \( (C2) \),
\[
b(\rho(y)) \geq \frac{4k}{\rho(y)},
\]
and therefore
\[
d(x, y) \leq \frac{k}{b(\rho(y))} \leq \frac{\rho(y)}{4} \leq \frac{1}{4}(\rho(x) + d(x, y)).
\]
Consequently, \( d(x, y) \leq \rho(x)/3 \), and so
\[
b(\rho(y)) \geq b(\rho(x) + d(x, y)) \geq b(\frac{5}{3}\rho(x)) \geq \frac{1}{C_1}b(\rho(x)).
\]
On the other hand,
\[
\rho(y) \geq \frac{2}{3}\rho(x),
\]
and therefore
\[
b(\rho(y)) \leq b(\frac{2}{3}\rho(x)) \leq C_1b(\frac{5}{3}\rho(x)) \leq C_1b(\rho(x)).
\]
If \( \rho(y) \leq \max\{T_1, \exp((4k)^{1/\beta})\} : \tilde{c} \), then
\[
b(\tilde{c}) \leq b(\rho(y)) \leq b(0),
\]
and therefore \( d(x, y) \leq k/b(\tilde{c}) \). It follows that \( \rho(x) \leq \rho(y) + d(x, y) \leq \tilde{c} + k/b(\tilde{c}) \), and hence
\[
b(\rho(x)) \geq b(\tilde{c} + k/b(\tilde{c})) = c b(0) \geq c b(\rho(y)).
\]
On the other hand,
\[
b(\rho(x)) \leq b(0) = c b(\tilde{c}) \leq c b(\rho(y)).
\]

\[
\square
\]

Fix \( \chi \in C^\infty(\mathbb{R}) \) such that \( 0 \leq \chi \leq 1 \), \( \text{supp} \chi \subset [-2, 2] \), and \( \chi|[-1, 1] \equiv 1 \). After establishing Lemma \([2, \text{Lemma 3.11}]\) we obtain the following two lemmas exactly as in \([22]\).

**Lemma 2.4.** \([22, \text{Lemma 3.11}]\) For each \( k > 0 \) there exists a constant \( c_2 = c_2(C, k) \) such that
\[
m_M\left(B\left(x, \frac{k}{b(\rho(x))}\right)\right) \leq \frac{c_2}{b(\rho(x))^n}
\]
holds for all \( x \in M \) that satisfy \( B(x, k/b(\rho(x))) \subset 4\Omega \).

**Lemma 2.5.** \([22, \text{Lemma 3.12}]\) If \( \varphi \in C(M) \), then the function \( f : M \times M \to \mathbb{R}, \)
\[
f(x, y) = \chi(b(\rho(y))d(x, y))\varphi(y),
\]
satisfies the assumptions of Lemma \([2, \text{Lemma 2.4}]\).

Let \( \varphi \in C(M) \) and \( f \) be as in Lemma \([2, \text{Lemma 2.5}]\) and define
\[
\mathcal{R}(\varphi)(x) = \int_M f(x, y) \, dm_M(y).
\]
Since \( \mathcal{R}(1) > 0 \), we can also define \( \mathcal{P}(\varphi) : M \to \mathbb{R} \) by
\[
\mathcal{P}(\varphi) = \frac{\mathcal{R}(\varphi)}{\mathcal{R}(1)}.
\]
Then \( \mathcal{P} \) is linear: if \( \lambda_1, \lambda_2 \in \mathbb{R} \) and \( \varphi_1, \varphi_2 \in C(M) \), then
\[
\mathcal{P}(\lambda_1\varphi_1 + \lambda_2\varphi_2) = \lambda_1\mathcal{P}(\varphi_1) + \lambda_2\mathcal{P}(\varphi_2).
\]
Also, if \( k : M \to \mathbb{R} \) is a constant function, then
\[
\mathcal{P}(k) = k.
\]

The proof of the following lemma under current curvature assumptions requires only a minor change from that in \([22, \text{Lemma 3.10}]\). In fact, we need only a counterpart for the estimate \([22, \text{Lemma 3.10}]\).
Lemma 2.6. [22] Lemma 3.13] Suppose that \( \varphi \in C(\overline{M}) \). Extend the function \( P(\varphi) : M \to \mathbb{R} \) to a function \( \overline{M} \to \mathbb{R} \) by setting

\[
P(\varphi)(\bar{x}) = \varphi(\bar{x})
\]

whenever \( \bar{x} \in \partial_\infty M \). Then the extended function satisfies \( P(\varphi) \in C^\infty(M) \cap C(\overline{M}) \).

Proof. It is enough to show continuity at infinity since \( P(\varphi) \in C^\infty(M) \) by Lemma [22]. Fix \( \bar{x} \in \partial_\infty M \) and \( \epsilon > 0 \). Since \( \varphi \) is continuous at \( \bar{x} \), there exist \( \delta \in (0,1) \) and \( R > 0 \) such that \( |\varphi(x) - \varphi(\bar{x})| < \epsilon \) for every \( x \in T(\bar{x}, \delta, R) \).

Choose \( R' > \max(3R/2, T_1) \) such that

\[
\frac{2c_{l_2}t}{(\log t)^2} \leq \frac{\delta}{3t}
\]

for all \( t \geq R' \), where the constant \( c_{l_2} \) is given by Lemma [22]. Let \( x \in M \setminus B(o, R') \) and let \( y \in M \) be such that \( b(\rho(y))d(x,y) \leq 2 \). Lemma [2.3] and (2.2) imply

\[
d(x,y) \leq \frac{2}{b(\rho(y))} \leq \frac{2c_{l_2}}{b(\rho(x))} \leq \frac{\delta}{3} \rho(x).
\]

This is the estimate [22] (3.10]) and after this the original proof applies verbatim. \( \Box \)

Again, after establishing Lemma [2.3] the original proof of the following lemma in [22] applies.

Lemma 2.7. [22] Lemma 3.14] Let \( \varphi \in C(M) \). Let \( x \in M \) be such that \( B(x, 2c_{l_2}/b(\rho(x))) \subset 4\Omega \) and let \( X \in S_x M \). Then

\[
|R(\varphi)(x)| \leq c_3 b(\rho(x))^{-n} \sup_{y \in B(x, 2c_{l_2}/b(\rho(x)))} |\varphi(y)|,
\]

(2.9)

\[
|X(R(\varphi))| \leq c_3 b(\rho(x))^{-n} \sup_{y \in B(x, 2c_{l_2}/b(\rho(x)))} |\varphi(y)|,
\]

(2.10)

and

\[
|D^2(R(\varphi))(X,X)| \leq c_3 b(\rho(x))^{2-n} \sup_{y \in B(x, 2c_{l_2}/b(\rho(x)))} |\varphi(y)|.
\]

(2.11)

Also,

\[
R(1)(x) \geq c_3^{-1} b(\rho(x))^{-n}.
\]

(2.12)

Here \( c_3 = c_3(C) \) is a constant.

The following lemma is a counterpart of [22] Lemma 3.16].

Lemma 2.8. For every \( t_0 > 0 \) and \( 0 < \lambda < 1 \) there exists a constant \( R_1 = R_1(C, t_0, \lambda) \) such that the following hold.

(a) If \( x \in 3\Omega \setminus B(o, R_1) \) and \( y \in B(x, 2c_{l_2}/b(\rho(x))) \), then

\[
\angle_{o}(x, y) \leq \begin{cases} 
\frac{c_{l_2}}{b(\rho(x))} f_a(\lambda \rho(x)) & \text{if } b \text{ is increasing}, \\
\frac{c_{l_2}}{b(\rho(x))} f_a(\rho(x) - t_0) & \text{otherwise}
\end{cases}
\]

(2.13)

and

\[
y \in 4\Omega \setminus B(o, 1).
\]

(b) If \( x \in M \setminus (2\Omega \cup B(o, R_1)) \), then \( B(x, 2c_{l_2}/b(\rho(x))) \subset M \setminus (\Omega \cup B(o, 1)) \).
Proof. Suppose that \( x \in M \) and \( y \in B(x, 2c_{1,2}/b(\rho(x))) \). Choose \( R_1' > \max(2, T_1) \) such that
\[
\frac{2c_{1,2}t}{(\log t)^2} \leq \frac{t}{2L}
\]
for all \( t \geq R_1' \). Suppose that \( \rho(x) \geq R_1' \). Then as in the proof of Lemma 2.6 we have
\[
d(x, y) \leq \frac{2c_{1,2}}{b(\rho(x))} \leq \frac{\rho(x)}{2L}
\]
and thus \( \rho(y) \geq \rho(x) - d(x, y) \geq \rho(x)/2 > 1 \). Also, Lemma 2.1 (applied with \( a \equiv 0 \)) gives
\[
\angle_o(x, y) \leq \frac{d(x, y)}{\rho(x) - d(x, y)} \leq \frac{1/(2L)}{1 - 1/(2L)} < \frac{1}{L}.
\]
From this we see that if \( x \notin 2\Omega \cup B(o, R_1') \), then \( y \notin \Omega \cup B(o, 1) \). This proves (b).

Also, if \( x \in 3\Omega \setminus B(o, R_1') \), then \( y \in 4\Omega \setminus B(o, 1) \).

Suppose now that \( x \in 3\Omega \) and \( \rho(x) \geq R_1' \). We know by above that then \( B(x, 2c_{1,2}/b(\rho(x))) \subseteq 4\Omega \setminus B(o, 1) \). We are left to verify the estimates \((2.13)\) in (a). Fix \( 0 < \lambda < 1 \) and let \( R_1'' \geq R_1' \) be so large that
\[
\frac{2c_{1,2}t}{(\log t)^2} \leq (1 - \lambda)t
\]
for all \( t \geq R_1'' \). Then
\[
d(x, z) \leq \frac{2c_{1,2}}{b(\rho(x))} \leq (1 - \lambda)\rho(x)
\]
for all \( z \in B(x, 2c_{1,2}/b(\rho(x))) \) whenever \( \rho(x) \geq R_1'' \). So, for all \( z \in B(x, 2c_{1,2}/b(\rho(x))) \), we have \( \rho(z) \geq \rho(x) - d(x, z) \geq \lambda\rho(x) \), in particular, this holds on the geodesic segment from \( x \) to \( y \). Hence, by integrating \(|\nabla \angle_o(x, \cdot)|\) along this segment and using Lemma 2.1 we get
\[
\angle_o(x, y) \leq \frac{d(x, y)}{f_a(\lambda\rho(x))} \leq \frac{2c_{1,2}}{b(\rho(x))f_a(\lambda\rho(x))}.
\]
If \( b \) is increasing, we have
\[
d(x, z) \leq \frac{2c_{1,2}}{b(\rho(x))} \leq t_0
\]
for all \( z \in B(x, 2c_{1,2}/b(\rho(x))) \) whenever \( \rho(x) \) is large enough, say \( \rho(x) \geq R_1 \geq R_1'' \). Hence \( \rho(z) \geq \rho(x) - t_0 \) for all \( z \in B(x, 2c_{1,2}/b(\rho(x))) \). As above we obtain
\[
\angle_o(x, y) \leq \frac{d(x, y)}{f_a(\rho(x) - t_0)} \leq \frac{2c_{1,2}}{b(\rho(x))f_a(\rho(x) - t_0)}.
\]
This shows \((2.13)\) and ends the proof. \( \square \)

We extend \( h : \partial_{\infty}M \to \mathbb{R} \), defined by \((2.4)\), to a function \( h : \overline{M} \to \mathbb{R} \) by setting
\[
h(x) = \mathcal{P}(\tilde{h})(x), \quad x \in M,
\]
where \( \tilde{h} \) is the function given by \((2.5)\). We know by Lemma 2.6 that \( h \in C^\infty(M) \cap C(\overline{M}) \). The following lemma gives the desired estimates for derivatives of \( h \). We refer to \([22]\) for the proofs of these estimates that are based on Lemmas 2.7 and 2.8.
Lemma 2.9. [22, Lemma 3.16] (Main lemma) The extended function \( h \in C^\infty(M) \cap C(M) \) satisfies

\[
|\nabla h(x)| \leq \begin{cases} 
c_4 \frac{f_a(\lambda \rho(x))}{f_a(x)}; \\
c_4 \frac{f_a(\rho(x) - t_0)}{f_a(\lambda \rho(x))}, 
\end{cases} \quad \text{if, in addition, } b \text{ is increasing,}
\]

\[ (2.14) \]

\[
\|D^2 h(x)\| \leq \begin{cases} 
c_4 \frac{c_4 b(\rho(x))}{f_a(\lambda \rho(x))}; \\
c_4 \frac{c_4 b(\rho(x) - t_0)}{f_a(\lambda \rho(x))}, 
\end{cases} \quad \text{if, in addition, } b \text{ is increasing,}
\]

for all \( x \in 3\Omega \setminus B(o, R_1) \). In addition,

\[ h(x) = 1 \quad \text{for every } x \in M \setminus (2\Omega \cup B(o, R_1)). \]

Here \( R_1 = R_1(C, t_0, \lambda) \) is the constant in Lemma 2.8 and \( c_4 = c_4(C) \) is a constant.

Thanks to the previous lemma, we are in position to prove that the SC condition holds under our curvature assumptions.

3. SC condition

The aim of this section is to give a proof of Theorem 1.3. We consider two cases depending on the assumption made on the sectional curvature.

3.1. Proof of Theorem 1.3 under assumption (1). Throughout this subsection we assume that functions \( a \) and \( b \) satisfy the conditions (C1)-(C4) from Section 2. Recall the following (Jacobi field) estimates:

Proposition 3.1. [12, Prop. 3.4] Suppose that

\[ a' \geq \frac{1 + \epsilon}{t^2 \log t}, \]

for some \( \epsilon > 0 \) on \([R_0, \infty)\). Then, for any \( 0 < \epsilon_1 < \epsilon \), there exists \( R_1 \geq R_0 \) such that, for all \( t \geq R_1 \),

\[ f_a(t) \geq t \log t)^{1+\epsilon_1}, \quad \frac{f_a'(t)}{f_a(t)} \geq \frac{1}{t} + \frac{1 + \epsilon_1}{t \log t}. \]

Note that in the above setting we have an estimate

\[ f_a'(t) \geq (\log t)^{1+\epsilon_1} + (1 + \epsilon_1)(\log t)^{-\epsilon_1}, \]

for \( t \geq R_1 \). Let us first consider the case

\[ a^2(t) = \frac{1 + \epsilon}{t^2 \log t}, \]

We prove the following:

Proposition 3.2. Assume that

\[ a^2(t) = \frac{1 + \epsilon}{t^2 \log t} \quad \text{and} \quad b^2(t) = \frac{(\log t)^{2\epsilon}}{t^2}. \]
with \( \varepsilon > \bar{\varepsilon} > 0 \). Fix \( \varepsilon_1 \in (\bar{\varepsilon}, \varepsilon) \) and define \( g(t) = (\log t)^\alpha \) for \( t > 1 \) and for a constant \( \alpha \in (0, \varepsilon_1 - \bar{\varepsilon}) \). Then there exist \( R > 0 \) and \( \beta > 0 \) such that, for all \( x_0 \in \partial_\infty M \) and \( 0 < \beta_0 \leq \beta \), the set
\[
C = \{ x \in M : \varphi(h(x))g(\rho(x)) \leq R \}
\]
is strictly convex, where \( h \) is the function defined in Section 2 related to \( x_0 \in \partial_\infty M \) and \( \varphi : [0, \infty) \to [0, 1] \) is a smooth function such that \( \varphi(0) = 1, \varphi(\beta_0, \infty) = 0 \), and \( |\varphi'(t)|, |\varphi''(t)| \leq C \) for all \( t \in [0, \beta_0] \). In particular, \( M \) satisfies the SC condition.

**Remark 3.3.** We begin by noticing that \( \lim_{x \to x_0} \varphi(h(x)) > 0 \), and consequently \( \lim_{x \to x_0} \varphi(h(x))g(\rho(x)) = \infty \), since \( h(x_0) = 0 \) and \( h \) is continuous in \( \overline{M} \). On the other hand, \( h(x) = 1 \) if \( \langle \dot{\gamma}^{0,x_0}, \dot{\gamma}^{0,x} \rangle \geq 2/L \) and \( \rho(x) \) is large enough. Thus, given a relatively open subset \( W \subset \partial_\infty M \) containing \( x_0 \), we ensure that \( x_0 \in \text{Int}(\partial_\infty(M \setminus C)) \subset W \) by choosing the constants \( L \) (see (2.3), (2.4)) and \( \beta_0 \) properly. Therefore, if we prove that \( C \) is strictly convex, \( M \) will satisfy the SC condition.

**Proof:** We will use Lemma 2.9 with \( \lambda = 3/4 \); any other choice of \( 0 < \lambda < 1 \) would work as well. Throughout the proof, all computations are done on the boundary \( \partial C \) where \( \varphi(h(x))g(\rho(x)) = R \), with sufficiently large \( R \). To prove the strict convexity of \( C \), we will show that \( D^2(\varphi(h)g(\rho)) \) is positive definite for an arbitrary unit vector field \( X \) on \( \partial C \) that is tangential to \( \partial C \), i.e.
\[
X \perp (\varphi(\rho)\varphi'(h)\nabla h + \varphi(h)g'(\rho)\nabla \rho),
\]
in other words
\[
\langle X, \nabla \rho \rangle = \frac{-\varphi'(h)g(\rho)\langle X, \nabla h \rangle}{\varphi(h)g'(\rho)} = \frac{-\varphi'(h)g^2(\rho)\langle X, \nabla h \rangle}{Rg'(\rho)}.
\]
A direct computation gives
\[
D^2(\varphi(h)g(\rho))(X, X) = g(\rho)\varphi''(h)\langle X, \nabla h \rangle^2 + g(\rho)\varphi'(h)D^2h(X, X)
\]
\[
+ \varphi(h)g''(\rho)\langle X, \nabla \rho \rangle^2 + \varphi(h)g'(\rho)D^2\rho(X, X)
\]
\[
+ 2\varphi'(h)g'(\rho)\langle X, \nabla h \rangle\langle X, \nabla \rho \rangle.
\]
On \( \partial C \) we have \( \varphi(h) = R/g(\rho) \), and therefore we obtain from (3.2) and (3.3)
\[
D^2(\varphi(h)g(\rho))(X, X) = \frac{Rg'(\rho)D^2\rho(X, X)}{g(\rho)} + g(\rho)\varphi'(h)D^2h(X, X)
\]
\[
+ \left( g(\rho)\varphi''(h) + \frac{g''(\rho)\varphi'(h)g^3(\rho)}{Rg'(\rho)^2} - \frac{2\varphi'(h)g^2(\rho)}{R} \right) \langle X, \nabla h \rangle^2.
\]
Lemma 2.9 and (3.2) imply that
\[
\langle X, \nabla \rho \rangle^2 = \left( \frac{\varphi'(h)g^2(\rho)\langle X, \nabla h \rangle}{Rg'(\rho)} \right)^2 \leq \left( \frac{c\varphi'(h)g^2(\rho)}{Rg'(\rho)f_a(\frac{4}{3} \rho)} \right)^2
\]
\[
\leq \frac{c}{R^2 \rho^2 (\log \rho)^2(\varepsilon_1 - \alpha)} \leq \frac{1}{2}.
\]
Using the Hessian comparison theorem, we deduce from the previous estimate that

\[
D^2 \rho(X, X) \geq \frac{f'_a(\rho)}{g(\rho)} \left( \|X\|^2 - \langle X, \nabla \rho \rangle^2 \right)
\]

(3.5)

\[
\geq \frac{f'_a(\rho)}{2f_a(\rho)} \left( 1 - \left( \frac{c_4 \varphi'(h)g(\rho)^2}{Rg'(\rho)f_a(\frac{4}{9} \rho)} \right)^2 \right)
\]

\[
\geq \frac{f'_a(\rho)}{2f_a(\rho)}.
\]

Next we estimate from below the terms on the right side of (3.4). The first term, which will dominate the others, can be estimated by using Proposition 3.1 and (3.5) as

\[
Rg'(\rho)D^2 \rho(X, X) g(\rho) = R\alpha D^2 \rho(X, X) \rho \log \rho \geq R\alpha \rho^2 \log \rho
\]

(3.6)

The second term has a lower bound

\[
g(\rho) \varphi'(h)D^2 h(X, X) \geq -\frac{c}{\rho^2 (\log \rho)^{1+\varepsilon_1 - \hat{\varepsilon} - \alpha}}
\]

(3.7)

by Lemma 2.9 and Proposition 3.1. For the last three terms we first have estimates

\[
g(\rho) \varphi''(h) \geq -c(\log \rho)\alpha,
\]

\[
g''(\rho) \varphi'(h)^2 g^3(\rho) \geq -c(\log \rho)^{1+2\alpha} \geq -c(\log \rho)^{1+\alpha},
\]

\[
- \frac{2\varphi'(h)^2 g^2(\rho)}{R} \geq -c(\log \rho)^{2\alpha} \geq -c(\log \rho)^{\alpha},
\]

where we used the fact that \(g(\rho) = (\log \rho)^\alpha \geq R\) on \(\partial \mathcal{C}\). Combining these estimates with Lemma 2.3 and Proposition 3.1 gives

\[
\left( g(\rho) \varphi''(h) + \frac{g''(\rho) \varphi'(h)^2 g^3(\rho)}{Rg'(\rho)^2} - \frac{2\varphi'(h)^2 g^2(\rho)}{R} \right) \langle X, \nabla h \rangle^2
\]

(3.8)

\[
\geq \frac{-c(\log \rho)^{1+\alpha}}{f_a^2(\frac{4}{9} \rho)} \geq \frac{-c}{\rho^2 (\log \rho)^{1+2\varepsilon_1 - \alpha}}.
\]

Plugging in estimates (3.6), (3.7), and (3.8) to (3.4) and recalling that \(\alpha < \varepsilon_1 - \hat{\varepsilon}\) we obtain

\[
D^2 (\varphi(h)g(\rho))(X, X) \geq \frac{R\alpha}{2\rho^2 \log \rho} - \frac{c}{\rho^2 (\log \rho)^{1+\varepsilon_1 - \hat{\varepsilon} - \alpha}} \rho^2 (\log \rho)^{1+2\varepsilon_1 - \alpha} > 0
\]

for \(R\), and hence \(\rho\), large enough. This establishes the proposition. \(\square\)

More generally, we have :

**Proposition 3.4.** Assume that

\[
a^2(t) \geq \frac{1 + \varepsilon}{t^2 \log t},
\]
Using (2.14) and the assumption for $R$ large enough and for some $\varepsilon > \tilde{\varepsilon} > 0$, $t_0 > 0$, $0 < \lambda < 1$, and $\alpha \in (0, \varepsilon_1 - \tilde{\varepsilon})$, with $\varepsilon_1 \in (\tilde{\varepsilon}, \varepsilon)$. Then there exist $R > 0$ and $\beta$ such that, for all $x_0 \in \partial_{\infty} M$ and $\beta_0 \leq \beta$, the set

$$C = \{x \in M : \varphi(h(x))g(\rho(x)) \leq R\}$$

is strictly convex, where the functions $\varphi$ and $g(t) = (\log t)^{\alpha}$ are as in Proposition 3.2 and $h$ is the function defined in Section 2 related to $x_0 \in \partial_{\infty} M$. In particular, $M$ satisfies the SC condition.

Proof. The proof of Proposition 3.2 applies almost verbatim. We will only consider the general case for $b$, the case of an increasing $b$ being a simple adaptation. Proceeding as previously, we get

$$\langle X, \nabla \rho \rangle^2 \leq \frac{1}{2}$$

and

$$\frac{Rg'(\rho)D^2\rho(X, X)}{g(\rho)} \geq \frac{R\alpha}{\rho \log \rho} \frac{f'_a(\rho)}{f_a(\rho)}$$

for $R$, and hence $\rho$, sufficiently large. As in (3.5a), we have

$$(g(\rho)\varphi''(h) + \frac{g''(\rho)\varphi'(h)^2g(\rho)}{Rg'(\rho)^2} - \frac{2\varphi'(h)^2g'(\rho)}{R})\langle X, \nabla h \rangle^2 \geq -\frac{c(\log \rho)^{1+\alpha}}{f''_a(\lambda \rho)}.$$}

By Proposition 3.1 we obtain

$$\frac{R\alpha}{4\rho \log \rho} \frac{f'_a(\rho)}{f_a(\rho)} \geq \frac{R}{4\rho^2 \log \rho}$$

and

$$\frac{c(\log \rho)^{1+\alpha}}{f''_a(\lambda \rho)} \leq \frac{c(\log \rho)^{1+\alpha}}{\lambda^2 \rho^2 (\log \rho)^{2+2\varepsilon_1}} \leq \frac{R}{4\rho^2 \log \rho},$$

and therefore

$$\frac{R\alpha}{\rho \log \rho} \frac{f'_a(\rho)}{f_a(\rho)} \geq \frac{c(\log \rho)^{1+\alpha}}{4\rho \log \rho} \frac{f'_a(\rho)}{f_a(\rho)}$$

for $R$, consequently $\rho$, large enough. Plugging these estimates into (3.3) we obtain

$$D^2(\varphi(h)g(\rho))(X, X) \geq -g(\rho)||f'(\rho)||D^2h(X, X) + \frac{R\alpha}{4\rho \log \rho} \frac{f'_a(\rho)}{f_a(\rho)}.$$}

Using (2.14) and the assumption

$$\frac{b(t)}{f_a(\lambda t)} \leq \frac{f'_a(t)}{t(\log t)^{1+2\alpha} f_a(t)},$$

we have

$$g(\rho)||\varphi'(h)||D^2h(X, X) \leq \frac{c(\log \rho)^{\alpha} b(\rho)}{f_a(\lambda \rho)} \leq \frac{c(\log \rho)^{\alpha} b(\rho)}{\rho(\log \rho)^{1+\alpha} f_a(\rho)} \leq \frac{R\alpha}{4\rho \log \rho} \frac{f'_a(\rho)}{f_a(\rho)}$$

for $R$, and hence $\rho$, sufficiently large. This concludes the proof. \qed
3.2. **Proof of Theorem 1.3 under assumption (2).** In this subsection we assume that
\[-b^2(\rho(x)) \leq K_M(x) \leq -a^2(\rho(x))\]
for all \(x \in M\), with \(\rho(x) = d(x, o) \geq R^*\), where \(a\) and \(b\) are non-decreasing continuous functions such that \(k := b(0) > 0\) and
\[
\lim_{t \to +\infty} \frac{t(\log t)^{1+\varepsilon} f_a(t - 2)b(t)}{f_a(t - 2)f_a(t - 3)} < \infty.
\]

Let \(\phi : [0, +\infty) \to [0, 1]\) be a smooth non-decreasing function such that \(\phi([0, 1/2]) = 0\) and \(\phi \equiv 1\) on \([1, +\infty)\). We also assume that there exists a constant \(L > 0\) such that \(\phi', \phi'' \leq L\). We are now in position to state the following lemma which is a crucial tool in our construction. In what follows, \(S(p, r) = \partial B(p, r)\).

**Lemma 3.5.** There exists a constant \(\beta > 0\) depending only on \(k\) and \(L\) such that for (3.9)
\[
\varepsilon_R := \frac{\beta}{b(R + 1)f_a(R)},
\]
the sublevel set
\[C_{R,p} = \{x \in M : (\rho - \varepsilon_R \phi(\rho_p)) (x) \leq R\}\]
is a strictly convex set for all \(R \geq R^*\) and \(p \in S(o, R)\).

**Proof.** The strict convexity of the set \(C_{R,p}\) will follow from the fact that
\[D^2(\rho - \varepsilon_R \phi \circ \rho_p)(X, X) > 0\]
whenever \(X\) is a unit vector field tangent to the level set of \(C_{R,p}\) at \(q \in \partial C_{R,p}\), i.e.
\[
\langle X, \nabla \rho - \varepsilon_R \nabla (\phi \circ \rho_p) \rangle = 0.
\]
Let \(X\) be such a vector field. We begin by noticing, since \(\rho\) is a distance function, that
\[D^2 \rho(X, X) = D^2 \rho(X^\perp, X^\perp),\]
where \(X^\perp = X - \langle X, \nabla \rho \rangle \nabla \rho\). Straightforward computations then yield to
\[D^2(\rho - \varepsilon_R \phi \circ \rho_p)(X, X) = D^2 \rho(X^\perp, X^\perp) - \varepsilon_R \phi' D^2 \rho_p(X, X)
\]
\[\quad - \varepsilon_R \phi'' \langle \nabla \rho_p, X \rangle^2.
\]
Let us estimate each terms of (3.11). Since \(K_M(x) \leq -a^2(\rho(x))\), for all \(x \in \partial C_{R,p}\) and \(X\) satisfies (3.10), it follows from the Hessian comparison theorem that
\[
D^2 \rho(X^\perp, X^\perp) \geq \frac{f_a'(x)}{f_a(x)} \left( \|X\|^2 - \langle X, \nabla \rho \rangle^2 \right)
\]
\[
= \frac{f_a'(x)}{f_a(x)} (1 - \varepsilon_R \phi' \langle X, \nabla \rho_p \rangle \langle X, \nabla \rho \rangle)
\]
\[\geq \frac{f_a'(R)}{f_a(R)} (1 - \varepsilon_R L).
\]
Since $\phi' \equiv 0$ on $[0, 1/2] \cup [1, +\infty)$, $b_{R+1} = b(R + 1) \geq k$ and $K_M \geq -b_{R+1}^2$ in $B(p, 1)$, applying the Hessian comparison theorem in the other direction, we deduce that

$$\phi' D^2 \rho_p(X, X) \leq \phi' b_{R+1} \coth(b_{R+1} \rho_p) \|X - \langle X, \nabla \rho_p\rangle \nabla \rho_p\|^2$$

$$= \phi' b_{R+1} \coth(b_{R+1} \rho_p) (1 - \langle X, \nabla \rho_p\rangle^2)$$

$$\leq L b_{R+1} \coth(k/2).$$

(3.13)

Finally, plugging (3.12) and (3.14) into (3.11), we get that

$$D^2(\rho - \varepsilon_R \phi \circ \rho_p)(X, X) \geq \varepsilon_R \left( \frac{f'_a(R)}{f_a(R)} - \varepsilon L \left( \frac{f'_a(R)}{f_a(R)} + b_{R+1} \coth(k/2) + 1 \right) \right).$$

Now, taking

$$\varepsilon_R = \beta \frac{f'_a(R)}{b_{R+1} f_a(R)}$$

for some $\beta > 0$ small enough, it is easy to see that

$$D^2(\rho - \varepsilon_R \phi \circ \rho_p)(X, X) > 0.$$

This concludes the proof of the lemma.

**Remark 3.6.** The value of $\varepsilon_R$ in the previous lemma will be crucial in the sequel. We would like to point out that it is possible to replace the term $b(R + 1)$ appearing in the definition of $\varepsilon_R$ by some terms involving only $b(R + \varepsilon)$ for some arbitrarily small positive $\varepsilon$. In order to prove this fact, we will modify the cut-off function $\phi$. More precisely, we let $\phi : [0, +\infty) \to [0, 1]$ be a smooth non-decreasing function such that $\phi([0, \varepsilon]) = 0$, $\phi \equiv 1$ on $[2\varepsilon, +\infty)$, where $\varepsilon > 0$ will be determined in the sequel. We also assume that there exists a constant $L > 0$ such that $\phi' \leq \frac{L}{\varepsilon}$ and $\phi'' \leq \frac{L}{\varepsilon^2}$. Since $\phi' \equiv 0$ on $[0, \varepsilon] \cup [2\varepsilon, +\infty)$ and $K_M \geq -b_{R+2\varepsilon}^2$ in $B(p, 2\varepsilon)$, applying the Hessian comparison theorem in the other direction, we deduce that

$$\phi' D^2 \rho_p(X, X) \leq \phi' b_{R+2\varepsilon} \coth(b_{R+2\varepsilon} \rho_p) \|X - \langle X, \nabla \rho_p\rangle \nabla \rho_p\|^2$$

$$= \phi' b_{R+2\varepsilon} \coth(b_{R+2\varepsilon} \rho_p) (1 - \langle X, \nabla \rho_p\rangle^2)$$

$$\leq \frac{L}{\varepsilon} b_{R+2\varepsilon} \coth(b_{R+2\varepsilon}).$$

(3.14)

Finally, plugging (3.12) and (3.14) into (3.11), we get that

$$D^2(\rho - \varepsilon_R f_p)(X, X) \geq f'_a(R) \frac{f'_a(R)}{f_a(R)} - \varepsilon L \left( \frac{f'_a(R)}{f_a(R)} + b_{R+2\varepsilon} \coth(b_{R+2\varepsilon}) + \frac{1}{\varepsilon^2} \right).$$

Now, taking

$$\varepsilon_R = \beta \frac{f'_a(R)}{f_a(R)} \min \left\{ \varepsilon^2, \frac{\varepsilon}{b_{R+2\varepsilon} \coth(b_{R+2\varepsilon})} \right\}$$

for some $\beta > 0$ small enough, it is easy to see that

$$D^2(\rho - \varepsilon_R \phi \circ \rho_p)(X, X) > 0.$$

**Proof of Theorem 1.3 under assumption 1.3.** To prove that $M$ satisfies the SC condition, it is sufficient to show that given $\gamma(\infty) \in \partial_{\infty} M$ for some geodesic $\gamma$ such that $\gamma(0) = o$ and $0 < \alpha < \pi/2$, there exists a convex set $C \subset M$ such that

(i) $\partial_{\infty} C \supset \{ \bar{\gamma}(\infty) \} \cup \{ \partial_{\infty} \bar{\gamma}(\infty) \}$

(ii) $C \cap T(\bar{\gamma}(0), o, r_0 + 1) = \emptyset$ for some $r_0 \geq R^*$ large enough.
We follow exactly the same construction as the one in [29] (see also [5] and [8]). We outline it for the sake of self-containment. This construction is based on an iterative procedure so let us begin by initializing it. Let $r_0 \geq R^*$ to be determined in the sequel and let $v := \dot{\gamma}_0 \in T_o M$. We start by defining the following sets:

$$C_0 := B(o, r_0), \quad T_0 := \{ p \in S(o, r_0) : \angle(\gamma^o_p, v)) < \alpha \}, \quad D_0 = \emptyset.$$ 

Using Lemma 3.5, we can find an uniform $\epsilon_0 := \epsilon_{r_0}$ such that for each $p \in S(o, r_0)$, the sublevel set

$$C_{0,p} := \{ x \in M : (\rho_o - \epsilon_0 f_p)(x) \leq r_0 \}$$

is convex. Then, we define a new collection of sets:

$$\tilde{C}_1 := \bigcap_{p \in T_0} C_{0,p}, \quad C_1 := \tilde{C}_1 \setminus D_0, \quad r_1 := r_0 + \epsilon_0$$ 

$$D_1 := B(o, r_1) \setminus C_1, \quad T_1 := \overline{S(o, r_1)} \setminus \partial C_1.$$ 

The induction scheme is then the following: Let us assume that $C_k, r_k, D_k, T_k$ are defined for all $k \leq n - 1, \, n \geq 1$. Using Lemma 3.5, we get the existence of an uniform $\epsilon_n$ such that if $p \in S(o, r_{n-1})$, the set $C_{n,p} := \{ \rho_o - \epsilon_{n-1} f_p \leq r_{n-1} \}$ is convex. The inductive construction is then given by

$$\tilde{C}_n := \bigcap_{p \in T_{n-1}} C_{n-1,p}, \quad C_n := \tilde{C}_n \setminus D_{n-1}, \quad r_n := r_{n-1} + \epsilon_{n-1}$$ 

$$D_n := B(o, r_n) \setminus C_n, \quad T_n := \overline{S(o, r_n)} \setminus \partial C_n.$$ 

Finally, we set

$$C := \bigcup_{n \geq 0} C_n \quad \text{and} \quad D := \bigcup_{n \geq 0} D_n.$$ 

In exactly the same way as in [29], one can prove that $C$ is a convex set, $M = C \cup D$ and that (ii) holds. Therefore, we are reduced to prove (i). We first notice that, if $x \in D$, then the following estimate holds

$$\angle_o(v, \dot{\gamma}^{o,x}(0)) \leq \alpha + \sum_{n=0}^{+\infty} \theta_n,$$

where $\theta_n$ is defined by

$$\theta_n := \sup \{ \angle(\dot{\gamma}^{o,p}(0), \dot{\gamma}^{o,q}(0)) : p \in T_n, q \in S(p, 1) \}.$$ 

We claim that, taking $r_0$ large enough,

$$\sum_{n=0}^{+\infty} \theta_n \leq \alpha.$$ 

We begin by rewriting this sum as

$$\sum_{i=0}^{+\infty} \theta_i = \sum_{n=0}^{+\infty} \sum_{r_i \in I_n} \theta_i,$$

where $I_{n} := [r_0 + n, r_0 + n + 1]$. Denote by $t_n$ the number of $r_i$'s on the interval $I_n$, $n \geq 0$. To estimate $t_n$ let us define $j_n$ as the index of the greatest $r_i$ on $I_n$. Since
\( \varepsilon_i \) is decreasing on \( i \), we have:
\[
\begin{align*}
t_n \varepsilon_{j_n} & \leq \varepsilon_{j_n-1} + \varepsilon_{j_n-2} + \cdots + \varepsilon_{j_n-t_n} \\
&= (r_{j_n} - r_{j_n-1}) + (r_{j_n-1} - r_{j_n-2}) + \cdots + (r_{j_n+1-t_n} - r_{j_n-t_n}) \\
&\leq (r_0 + n + 1) - (r_0 + n) = 1.
\end{align*}
\]
This implies that
\[
t_n \leq \varepsilon_{j_n} \leq \frac{b(r_0 + n + 2)}{\beta} \frac{f_a(r_0 + n)}{f_a'(r_0 + n)}.
\]
Using Lemma 2.1 and our assumptions on the curvature, we deduce that
\[
\theta_n \leq \frac{c}{f_a(r_0 + n - 1)},
\]
for some constant \( c > 0 \). Combining the above estimates and since by assumption
\[
\lim_{t \to \infty} \frac{t(\log t)^{1+\varepsilon} f_a(t-2) b(t)}{f_a(t-3) f_a'(t-2)} < \infty,
\]
we obtain that
\[
\sum_{i=0}^{\infty} \theta_i \leq \sum_{n=0}^{\infty} t_n \frac{c}{f_a(r_0 + n - 1)} \leq \frac{c}{\beta} \sum_{n=0}^{\infty} \frac{b(r_0 + n + 2)}{f_a(r_0 + n - 1) f_a'(r_0 + n)} < \infty.
\]
This proves the claim.

**Remark 3.7.** We notice that it is possible to improve the previous estimate by taking \( I_n = [r_0 + \sum_{i=1}^{n} \frac{1}{i}, r_0 + \sum_{i=1}^{n+1} \frac{1}{i}] \). With this choice, we have
\[
t_n \leq \frac{1}{n \varepsilon_{j_n}} \leq \frac{b \left(1 + r_0 + \sum_{i=1}^{n+1} \frac{1}{i}\right)}{n \beta} \frac{f_a \left(r_0 + \sum_{i=1}^{n} \frac{1}{i}\right)}{f_a'(r_0 + \sum_{i=1}^{n} \frac{1}{i})},
\]
and
\[
\theta_n \leq \frac{c}{f_a \left(r_0 + \sum_{i=1}^{n+1} \frac{1}{i}\right)}.
\]
This yields to
\[
\sum_{i=0}^{\infty} \theta_i \leq \sum_{n=0}^{\infty} t_n \frac{c}{f_a \left(r_0 + \sum_{i=1}^{n+1} \frac{1}{i}\right)} \leq \frac{c}{\beta} \sum_{n=0}^{\infty} \frac{b \left(1 + r_0 + \sum_{i=1}^{n+1} \frac{1}{i}\right)}{n f_a \left(r_0 + \sum_{i=1}^{n} \frac{1}{i}\right) f_a' \left(r_0 + \sum_{i=1}^{n} \frac{1}{i}\right)}.
\]

### 4. Asymptotic Plateau problem

In this section we prove Theorems 1.5, 1.6, and 1.7 on the asymptotic Plateau problem. Throughout the section we assume that \( M \) is an \( n \)-dimensional Cartan-Hadamard manifold, \( n \geq 3 \), that satisfies the SC condition. We start with the following fundamental lemma.

**Lemma 4.1.** For every closed subset \( \Gamma \subset \partial_{\infty} M \) there exists a closed subset \( \Lambda \subset M \) whose interior \( \text{Int} \Lambda \) is a convex subset of \( M \) and \( \partial_{\infty} \Lambda = \Gamma \).
Proof. We extend $\Gamma$ to a closed subset $S$ of $M$ by fixing $o \in M$ and extending $\Gamma$ radially through the exponential map based at $o$. Thus $S$ is the cone over $\Gamma$ from the point $o \in M$. Using the notation in Section 2

\[ S = \text{Cone}_o \Gamma = \{ \gamma^{o,x}(t) : t \geq 0, x \in \Gamma \}. \]

We then construct a convex subset $\Lambda$ of $M$ that contains $S$ in its interior and $\partial_\infty \Lambda = \Gamma$. To this end, we choose an open subset $O$ of $M$ such that $\partial_\infty O = \Gamma$, for example, a tubular neighbourhood of $G$. Let $\Omega$ an open set $S$ example, a tubular neighbourhood of $\partial G$. By [12, Theorem 4.1], any two points of $M \setminus \Omega$ are not intersect $\partial L$, and $\partial \Omega$ is convex. Let $d_x : M \to [0, \infty)$ denote the Riemannian distance $d_x$ in $\Omega$. By [12, Theorem 4.1], any two points of $M \setminus \Omega$ can be connected by a geodesic segment entirely contained in $M \setminus \Omega$. Since $K_M \leq 0$, we may then apply the Hessian comparison theorem [23, (2.49) Theorem] (see also [33]) to immediately obtain $D^2 d_x(v,v) \geq 0$ for all $y \in \Omega$ and for all $v \in T_y M$, with $v \perp \nabla d_x(y)$. Since $D^2 d_x(v,v) = \langle B(v,v), \eta \rangle$, where $\eta = -\nabla d_x$ and $B$ is the second fundamental form of the level hypersurface $L_y$ at $d_x$ through $y$, it follows that the set $\{ z \in M : d_x(z) \leq d_x(y) \}$ is convex. For $d_x(y)$ big enough, these level hypersurfaces $L_y$ do not intersect $O$. Therefore, we may assume that $\Omega \setminus O = \emptyset$. We define

\[ \Lambda = \bigcap_{x \in \partial_\infty M \setminus \Gamma} (M \setminus \Omega_x). \]

Then $O \subset \Lambda$, $\Lambda$ is closed in $M$ and $\text{Int} \Lambda$ is an open convex subset of $M$ such that $\partial_\infty \Lambda = \Gamma$. \qed

Remark 4.2. It is well known that $\Lambda$ is a barrier for compact area minimizing integral currents with boundary in $\Lambda$, that is, if $L$ is a minimal locally integral current such that $\text{spt} \partial L \subset \Lambda$, then $\text{spt} L \subset \Lambda$; see [33].

The next lemma is a variant of [7, Lemma 2.4]. It leads to a crucial Harnack-type upper density bound (Proposition 4.4) for minimizing currents mod 2. Clearly such a result can not hold for integer multiplicity currents.

Lemma 4.3 (Sublinear isoperimetric inequality). Let $R \in \mathcal{R}_k^2(M)$ be a boundary in $B(x,r)$, for some $x \in M$, $r > 0$, and $1 \leq k \leq n$. Then there exist $S \in \mathcal{R}_k^2(M)$ satisfying $\text{spt} S \subset B(x,r)$ and $\partial S = R$, and a function $G : \mathbb{R}^+ \to \mathbb{R}^+$ depending on $K_M$, $n$, and $x$ such that

\[ M(S) \leq G(r)M(R)^{1-\delta}, \]

where $\delta = 1/(n-k+1)$.

Proof. We set $\tilde{R} = (\exp_x^{-1})_* R \in \mathcal{R}_k^2(T_x M)$, where $\exp_x : T_x M \to M$ is the exponential map. Since $\tilde{R}$ bounds in the Euclidean ball $B(0,r)$ of $T_x M$, the compactness theorem [15] (4.2.17)” implies the existence of a current $\tilde{S} \in \mathcal{R}_k^2(T_x M)$, with $\partial \tilde{S} = \tilde{R}$ and $\text{spt} \tilde{S} \subset B(0,r)$ such that $\tilde{S}$ is minimizing in $B(0,r)$ (with respect to the Euclidean metric). Since $B(0,r)$ is convex, $\tilde{S}$ is minimizing in the whole $T_x M$. The isoperimetric inequality [27, 2.5] due to Morgan gives

\[ M(\tilde{S}) \leq c_0 r^{n+\delta} M(\tilde{R})^{1-\delta}, \]

where $c_0$ depends on $k$ and $n$, and $\delta$ is given as in the statement of the lemma and $M$ here stands for the Euclidean mass. Then, taking $S = (\exp_x)_* \tilde{S} \in \mathcal{R}_k^2(M)$ we
have spt $S \subset \bar{B}(x, r)$ and $\partial S = R$. It is well known that if $\pi : M \to P$ is a Lipschitz map (with Lipschitz constant $\text{Lip}(\pi)$) then we have, for all $T \in R^2_k(M)$,

$$M(\pi_2 T) \leq \text{Lip}(\pi)^k M(T).$$

(4.2)

We then observe that the restriction of $\exp_x$ to $\bar{B}(0, r)$ is bi-Lipschitz. More precisely, by the Hessian comparison theorem, $\exp_x | \bar{B}(0, r)$ is Lipschitz with a constant $G(r)$ for some function $G$ depending on

$$\max_{\bar{B}(x, r)} |K_M|,$$

and, on the other hand, $\exp_x^{-1}$ is Lipschitz with constant 1 since $K_M \leq 0$. The lemma then follows from (4.2). \hfill \Box

Once we have Lemma 4.3 in use, the following important upper density bound can be proven as in [7, p. 131-132] with only minor changes.

Proposition 4.4. Given $x \in M$ and $r > 0$ there exists a function $H : R^+ \to R^+$ depending on $K_M, n$, and $x$ such that, for any $S \in R^2_k(M)$ that is minimizing in $\bar{B}(x, r) \subset M \setminus \text{spt} \partial S$, we have

$$M(S \cap \bar{B}(x, \frac{r}{2})) \leq H(r).$$

(4.3)

Before proving Theorem 1.5 we record the following lower density bound that holds also for integer multiplicity currents; see e.g. [26, 3.1].

Lemma 4.5 (Lower density bound). For all $k \in \{2, \ldots, n\}$ there exists a constant $\delta = \delta(k) > 0$ such that

$$M(S \cap \bar{B}(x, r)) \geq \delta^k$$

whenever $S \in R^2_{k, \text{loc}}(M) \cup R^2_{k, \text{loc}}(M)$ is minimizing in $M$, $x \in \text{spt} S$, and $0 < r \leq \text{dist}(x, \text{spt} \partial S)$.

4.1. Proof of Theorem 1.5. Let $\Gamma \subset \partial_\infty M$ be a (topologically) embedded closed $(k - 1)$-dimensional submanifold, with $2 \leq k \leq n - 1$. Recall that we are looking for a complete, absolutely area minimizing, locally rectifiable $k$-current $\Sigma$ modulo 2 in $M$ asymptotic to $\Gamma$ at infinity, i.e. $\partial_\infty \text{spt} \Sigma = \Gamma$.

To prove the existence of such $\Sigma$ we adapt the methods of Bangert and Lang [7, Section 4] (see also [26, Section 5]).

Proof of Theorem 1.3. As in [7, p. 139] (or [26, p. 44]) we approximate $\Gamma$ by a sequence of closed singular Lipschitz chains $\sigma_i$ (with $\mathbb{Z}_2$ coefficients) such that $\text{spt} \sigma_i \subset \partial B(o, i) \cap \text{Int} \Lambda$ for all $i$ and for every open set $V \subset M$ meeting $\Gamma$ there exists a closed set $K \subset \bar{M}$ contained in $V \setminus \Gamma$, such that almost all $\sigma_i$ do not bound in $M \setminus K$. Each $\sigma_i$ determines a cycle $S_i \in R^2_{k-1}(M)$ and all the properties of $\sigma_i$ above hold for $S_i$, as well. By the lower semicontinuity of the mass functional and the compactness theorem 13 (4.2.17)', p. 432 we find, for each $i$, a $k$-current $\Sigma_i \in R^2_k(M)$ that is minimizing in $\bar{B}(o, i)$ and $\partial \Sigma_i = S_i$. Furthermore, $\text{spt} \Sigma_i \subset \bar{B}(o, i) \cap \Lambda$ since $\bar{B}(o, i) \cap \Lambda$ is convex. Applying Proposition 4.4 we see that for every $r > 0$ there exists a constant $C(r) < \infty$ such that

$$M(\Sigma_{i, \cap \bar{B}(o, r)}) + M((\partial \Sigma_{i, \cap \bar{B}(o, r)}) = M(\Sigma_{i, \cap \bar{B}(o, r})) \leq C(r)$$

for all sufficiently large $i$. Using again the compactness theorem and a diagonal argument we find a subsequence $\Sigma_{i_j}$ converging in the local flat topology modulo 2 to a complete, absolutely area minimizing current $\Sigma \in R^2_{k, \text{loc}}(M)$. (Non-triviality
there exists a sequence of boundaries $S_i$ in $\mathbb{S}$ we deduce that, for each $i$ satisfying the SC condition. Let $\Gamma$ be a non-empty subset of $\mathbb{M}$ containing $V \setminus \Gamma$, such that almost all $S_i$ do not bound in $M \setminus K$. This, together with the fact that $\text{spt} \Sigma_i \subset \Lambda$ for all $i$, imply that almost all $\text{spt} \Sigma_{ij}$ intersect with the compact subset $K \cap \Lambda$ of $M$. Since $\Sigma_{ij}$ is minimizing in $\bar{B}(o, i)$, we obtain from Lemma 4.5 that

$$M(\Sigma_{ij} \cap \bar{B}(o, i)) \geq \delta r^k$$

for all $p_{ij} \in \text{spt} \Sigma_{ij} \cap K \cap \Lambda$ and $0 < r \leq \text{dist}(p_{ij}, \partial \Sigma_{ij})$. The compactness of $K \cap \Lambda$ implies the existence of $p_0 \in K \cap \Lambda$, $r_0 > 0$, and a subsequence of $\Sigma_{ij}$, still denoted by $\Sigma_{ij}$, such that

$$M(\Sigma_j \cap \bar{B}(p_0, r)) \geq \delta r^k$$

for all $0 < r \leq r_0$. We conclude that

$$M(\Sigma \cap \bar{B}(p_0, r + \epsilon)) \geq \delta r^k$$

for all $\epsilon > 0$ and $0 < r \leq r_0$, and therefore $p_0 \in \text{spt} \Sigma \cap K \cap \Lambda \subset V$ (see [18, 5.4.2]). Since this holds for all open sets $V \subset \overline{\mathbb{M}}$ meeting $\Gamma$, we finally obtain $\Gamma \subset \partial_{\infty} \text{spt} \Sigma$.

The complete, absolutely area minimizing current $\Sigma \in \mathcal{R}^2_k(M)$, with $\partial_{\infty} \text{spt} \Sigma = \Gamma$, then solves the asymptotic Plateau problem. Hence Theorem 1.6 holds true. $\square$

In fact, the above (with minor changes) proves also the following analogue to the general existence result [7, 4.2].

**Theorem 4.6.** Suppose that $M$ is an $n$-dimensional Cartan-Hadamard manifold satisfying the SC condition. Let $1 \leq k < n$ and let $\Gamma \subset \partial_{\infty}M$ be closed such that there exists a sequence of boundaries $S_i \in \mathcal{R}^2_{k-1}(M)$ in $M$ satisfying the following conditions:

(i) For every neighborhood $U$ of $\Gamma$ in $\overline{\mathbb{M}}$ there exists $k > 0$ such that $\text{spt} S_i \subset U$ for all $i \geq k$, and

(ii) for every open $V \subset \overline{\mathbb{M}}$ meeting $\Gamma$ there exists a closed set $K \subset V \setminus \Gamma$ such that almost all $S_i$ do not bound in $M \setminus K$.

Then there exists a complete $k$-dimensional surface $\Sigma \in \mathcal{R}^2_{k, \text{loc}}(M)$ which is minimizing in $M$ and $\partial_{\infty} \text{spt} \Sigma = \Gamma$.

### 4.2. Proof of Theorem 1.6

Since the proof is very similar to that of [24, 3.2], we just present a brief sketch.

**Proof of 4.2.** We assume that $(M, g)$ is a Cartan-Hadamard manifold of dimension $n \geq 2$ satisfying the SC condition. Let $\Gamma$ be a non-empty subset of $\partial_{\infty}M$ as in Theorem 1.6 that is $\Gamma = \text{bd} A$ for some $A \subset \partial_{\infty}M$ with $A = \text{cl}(\text{int} A)$. We identify $\partial_{\infty}M$ with the unit sphere $S_0M \subset T_oM$ for a fixed $o \in M$. Then we notice that the Riemannian metric $g$ when restricted to closed geodesic balls $B(o, r)$ is bi-Lipschitz equivalent to the standard hyperbolic metric with some constants $\beta(r) \geq \alpha(r) > 0$. For each $i \in \mathbb{N}$, let

$$T_i = [S(o, i) \cap \text{Cone}_o(\text{int} A)] \in \mathcal{R}_{n-1}(M)$$

equipped with the canonical orientation of $S(o, i)$. Then $\text{bd} T_i \subset \text{Cone}_o \Gamma$. As in [24] p. 32 we deduce that, for each $i$, there exists a set $W_i \subset B(o, i)$ of finite
perimeter such that the rectifiable \((n-1)\)-current \(S_i := \partial[W_i] - T_i\) is minimizing in \(B(o,i)\). Thus we can bound the total variation (measure) from above by
\[
\sup_i \|\partial[W_i]\|(B(o,r)) \leq F(r)
\]
for every \(r > 0\), where \(F : \mathbb{R}^+ \to \mathbb{R}^+\) depends on \(n\) and the functions \(\alpha\) and \(\beta\) above. Hence there exist a subsequence \(\{W_{i_k}\}\) of \(\{W_i\}\) and a set \(W\) of locally finite perimeter such that \([W_{i_k}] \to [W]\) weakly. It follows that \(\Sigma = \partial[W]\) is a locally rectifiable \((n-1)\)-current that is minimizing in \(M\). It remains to show that \(\partial_\infty \text{spt} \Sigma = \Gamma\) and \(\partial_\infty W = \Lambda\). Recall from (4.1) the definition of the convex set \(\Lambda\) corresponding to \(\Gamma\). First we observe that \(\text{spt} S_i \subset \Lambda\) since \(\text{spt} \partial S_i = \partial \text{spt} T_i \subset \text{Cone}_n \\Gamma \subset \Lambda\) and \(S_i\) is minimizing in \(B(o,i)\) hence also in the convex set \(B(o,i) \cap \Lambda\). It follows that \(\text{spt} \Sigma \subset \Lambda\) and hence \(\partial_\infty \text{spt} \Sigma \subset \Gamma\). The remaining claims \(\Gamma \subset \partial_\infty \text{spt} \Sigma\) and \(\partial_\infty W = \Lambda\) can be proven exactly as in [25, p. 55].

4.3. Proof of Theorem 1.7. Let us recall the assumptions in Theorem 1.7. Let \(M^n, n \geq 3\), be a rotationally symmetric Cartan-Hadamard manifold around \(o \in M\) satisfying the SC condition. Identify \(\partial_\infty M^n\) with the unit \((n-1)\)-sphere \(S_o M^n \subset T_o M^n\). Suppose that \(\Gamma \subset S_o M^n\) is a closed, smoothly embedded, orientable \((k-1)\)-dimensional submanifold, with \(2 \leq k \leq n-1\).

We want to prove the existence of a complete, absolutely area minimizing, locally rectifiable \(k\)-current \(\Sigma\) in \(M^n\) that is asymptotic to \(\Gamma\) at infinity, i.e. \(\partial_\infty \text{spt} \Sigma = \Gamma\).

Let \(f : [0, \infty) \to [0, \infty)\) be the smooth function such that the Riemannian metric of \(M\) is given in polar coordinates \((r, \varphi)\), with the pole at \(o\), by
\[
ds^2 = dr^2 + f^2(r) d\varphi^2.
\]
If \(\bar{B}^k(o,t) = \exp_o \bar{B}^k(0,t) \subset M\) is a geodesic \(k\)-dimensional (closed) ball, then its \(k\)-dimensional volume is given by
\[
\text{Vol}_k(\bar{B}^k(o,t)) = k \alpha_k \int_0^t f^{k-1}(s) \, ds,
\]
where \(\alpha_k\) is the volume of the \(k\)-dimensional Euclidean unit ball \(B^k\).

We need the following monotonicity formula for the mass ratio in order to obtain a counterpart to the crucial upper density bound (4.3). It is essential that the center of the ball is the pole \(o \in M\).

Lemma 4.7. Suppose that \(M^n, n \geq 3\), is a rotationally symmetric Cartan-Hadamard manifold around \(o \in M\). Let \(S \in \mathcal{R}_{k,\text{loc}}(M), 2 \leq k \leq n-1\), be absolutely area minimizing in \(B(o,r) \subset M \setminus \text{spt} \partial S\). Then the function
\[
t \mapsto \frac{M(S \cup \bar{B}(o,t))}{\text{Vol}_k(\bar{B}^k(o,t))}
\]
is non-decreasing on the interval \([0,r]\).

Proof. The proof is similar to that of [28, 9.3] and [7, 2.2]. For \(0 < t \leq r\), we write \(m(t) = M(S \cup \bar{B}(o,t))\). Since \(m\) is increasing, \(m'(t)\) exists for a.e. \(t \in (0,r)\). Slicing by the distance function \(\rho(x) = d(x,o)\) yields
\[
M(\partial(S \cup \bar{B}(o,t))) \leq m'(t)
\]
for a.e. \(t \in (0,r]\); see [31, 28.9] and [7, 1.4]. Hence \(R_t := \partial(S \cup \bar{B}(o,t))\) is a rectifiable \((k-1)\)-current for all such \(t\). Thus there exist a \((k-1)\)-rectifiable set \(V_t \subset S(o,t)\)
and a Borel-measurable simple \((k-1)\)-vector field \(\eta\), with integer (multiplicity) \(|\eta|\)
and \(\text{spt} \eta \subseteq S(o,t)\), such that \(R_t = [V_i]\) (with multiplicity \(|\eta|\)). That is,
\[
R_t(\omega) = \int_{V_i} \omega(\eta) \, d\mathcal{H}^{k-1}
\]
for differential \((k-1)\)-forms \(\omega\); see [28, 4.4]. Next we extend \(\eta\) radially along geodesic rays from \(o\) to the simple \((k-1)\)-vector field \(\tilde{\eta}\) in \(C_t := \text{Cone}_o V_i\). This is possible since \(\text{spt} \eta \subseteq S(o,t)\). Then \(\nabla \rho \wedge \tilde{\eta}\) is a Borel-measurable simple \((k-1)\)-vector field on \(C_t\), with integer multiplicity \(|\eta|\). Hence \(S_t := [C_t]\) (with multiplicity \(|\eta|\)),
\[
S_t(\omega) = \int_{C_t} \omega(\tilde{\eta}) \, d\mathcal{H}^k,
\]
is a rectifiable \(k\)-current, with \(\partial S_t = R_t\). Concluding as in [7, p. 129] and taking into account that \(S\) is minimizing and the Riemannian metric is given by \((4.5)\), we obtain using \((4.7)\) that
\[
m(t) = M(S_t, \tilde{B}(o,t)) \leq M(S_t) = \frac{\beta_k(t)}{\beta_k(t)} M(R_t) \leq \frac{\beta_k(t)}{\beta_k(t)} m'(t)
\]
for a.e. \(t \in (0, r]\), where \(\beta_k(t) = \text{Vol}_k(\tilde{B}^k(o,t))\). Hence
\[
\frac{d}{dt} \left( \frac{m(t)}{\beta_k(t)} \right) \geq 0
\]
a.e. on \((0, r]\) and the claim follows.

**Proof of Theorem 4.7.** For each \(t > 0\) we define
\[
K_t = \text{Cone}_o \Gamma \cap \tilde{B}(o,t) \quad \text{and} \quad \Gamma_t = \text{Cone}_o \Gamma \cap S(o,t).
\]
Since \(\Gamma \hookrightarrow S_o M\) is a smooth embedding, each \(K_t\) and \(\Gamma_t\) define rectifiable currents \([K_t] \in R_k(M)\) and \([\Gamma_t] \in R_{k-1}(M)\), respectively. Furthermore, since \(\Gamma\) is orientable, we may assume that \([\Gamma_t] = \partial[K_t]\). Then the \(k\)-dimensional volume of \(K_t\) is given by
\[
\text{Vol}_k(K_t) = c \int_0^t s^{k-1} \, ds < \infty,
\]
where \(c = c(\Gamma)\) is a constant. We obtain
\[
\text{Vol}_k(K_t) = c_k \text{Vol}_k(\tilde{B}^k(o,t)),
\]
where the constant \(c_k\) depends only on \(k\) and \(\Gamma\). For each \(i \in \mathbb{N}\), let \(\Sigma_i \in \mathcal{R}_k(M)\) be an integral current in \(M\), with \(\partial \Sigma_i = [\Gamma_i] = \partial[K_i]\), that is minimizing in \(\tilde{B}(o,i)\). Let \(\Lambda\) be given by \((4.1)\) corresponding to \(\Gamma\). Note that \(\text{Cone}_o \Gamma \subseteq \Lambda\). Since \(\tilde{B}(o,i) \cap \Lambda\)
is convex, \(\Sigma_i\) is minimizing in \(\tilde{B}(o,i) \cap \Lambda\). Hence
\[
M(\Sigma_i) \leq \text{Vol}_k(K_t) = c_k \text{Vol}_k(\tilde{B}^k(o,i)).
\]
Using the monotonicity formula (Lemma 4.7) we obtain
\[
M(\Sigma_{i+k} \tilde{B}(o,r)) \leq c_k \text{Vol}_k(\tilde{B}^k(o,r))
\]
for all \(r > 0\) and \(i \geq r\). This serves as a counterpart to the upper density bound \((4.3)\). Hence using the compactness theorem and a diagonal argument we can extract a subsequence \(\Sigma_{i_j}\) converging weakly to a (non-trivial) complete, absolutely area minimizing current \(\Sigma \in \mathcal{R}_{k,\text{loc}}(M)\), with \(\partial \infty \text{spt} \Sigma \subseteq \Gamma\). The inclusion \(\Gamma \subseteq \partial \infty \text{spt} \Sigma\) holds true since the sequence of boundaries \([\Gamma_i] \in \mathcal{R}_{k-1}(M)\) satisfies conditions (i) and (ii) in Theorem 4.6. cf. [7, p. 139].
4.4. Proof of Theorem 1.8. The proof is similar to that of Theorem 1.7 with some changes. The following lemma is crucial in order to obtain a useful counterpart of upper density bounds (4.3), (4.10), cf. [30].

Lemma 4.8. Let \(a, b : [0, \infty) \to [0, \infty)\) be smooth, increasing functions such that \(b \geq a\) and

\[
I := \int_0^\infty \frac{b^2(t) - a^2(t)}{b(t)} \, dt < \infty.
\]

If \(f_a\) and \(f_b\) are the solutions of the initial value problem (2.2) with \(k = a\) and \(k = b\), respectively, then there exists a constant \(c = c(I)\) such that \(f_b(t) \leq c f_a(t)\) for all \(t \geq 0\).

Proof. For all \(0 < \delta < r\), we have

\[
\left| \log \frac{f_b(r)}{f_a(r)} - \log \frac{f_b(\delta)}{f_a(\delta)} \right| = \left| \int_\delta^r \left( \frac{f_b'(s) f_a(s) - f_a'(s) f_b(s)}{f_b(s) f_a(s)} \right) \, ds \right|
\]

\[
\leq \int_\delta^r \int_0^s \frac{(b^2(t) - a^2(t))}{f_a(s)} f_b(t) f_a(t) \, dt \, ds.
\]

where the last estimate follows from the identity

\[ (f'_b f_a - f'_a f_b)' = f''_b f_a - f''_a f_b = (b^2 - a^2) f_a f_b. \]

For fixed \(t\), let \(f\) be the solution of the initial value problem

\[ f''(s) - a^2(t)f(s) = 0, \quad f(t) = f_a(t), \quad f'(t) = f'_a(t). \]

Since \(a\) is increasing, we conclude that for \(s \geq t\)

\[ f_a(s) \geq f(s) = f_a(t) \cosh(a(t)(s-t)) + \frac{f'_a(t)}{a(t)} \sinh(a(t)(s-t)) \geq f_a(t) \cosh(a(t)(s-t)). \]

Similarly,

\[ f_b(s) \geq f_b(t) \cosh(b(t)(s-t)) \]

for \(s \geq t\). By Fubini’s theorem, we obtain for all \(0 < \delta < r\)

\[
\left| \log \frac{f_b(r)}{f_a(r)} - \log \frac{f_b(\delta)}{f_a(\delta)} \right|
\]

\[
\leq \int_0^\infty (b^2(t) - a^2(t)) f_b(t) f_a(t) \left( \int_t^\infty \frac{ds}{f_b(s) f_a(s)} \right) \, dt
\]

\[
\leq \int_0^\infty (b^2(t) - a^2(t)) \left( \int_t^\infty \frac{ds}{\cosh(a(t)(s-t)) \cosh(b(t)(s-t))} \right) \, dt
\]

\[
\leq \int_0^\infty \frac{(b^2(t) - a^2(t))}{b(t)} \left[ \frac{\arctan(\sinh b(t)(s-t))}{b(t)} \right]_t^\infty \, dt
\]

\[
= \frac{\pi}{2} \int_0^\infty \frac{(b^2(t) - a^2(t))}{b(t)} \, dt =: C < +\infty.
\]

Since

\[ \lim_{\delta \to 0} \frac{f_b(\delta)}{f_a(\delta)} = 1, \]

it follows that \(f_b(t) \leq c f_a(t)\), for all \(t \geq 0\). \(\square\)
Lemma 4.9. Suppose that $M^n$, $n \geq 3$, is a Cartan-Hadamard manifold such that sectional curvatures have an upper bound

$$K(P) \leq -a^2(\rho(x)),$$

with a smooth function $a : [0, \infty) \to [0, \infty)$. Let $S \in \mathcal{R}_{k,\text{loc}}(M)$, $2 \leq k \leq n-1$, be absolutely area minimizing in $B(o,r) \subset M \setminus \text{spt} \, \partial S$. Then the function

$$(4.12) \quad t \mapsto \frac{M(S \setminus \bar{B}(o,t))}{\alpha_k \int_0^t f_a^{k-1}(s) \, ds}$$

is non-decreasing on the interval $(0,r]$.

Proof. The proof is similar to that of Lemma 4.6 with the cone inequality (4.8) replaced by

$$m(t) = M(S \setminus \bar{B}(o,t)) \leq M(S_t) \leq \frac{\beta_k(t)}{\beta'_k(t)} M(R_t) \leq \frac{\beta_k(t)}{\beta'_k(t)} m'(t)$$

for a.e. $t \in (0,r]$, where

$$\beta_k(t) = \alpha_k \int_0^t f_a^{k-1}(s) \, ds.$$

\[ \square \]

Proof of Theorem 1.8. We use the same notation as in the proof of Theorem 1.7. For each $t > 0$ we define

$$K_t = \text{Cone}_o \Gamma \cap \bar{B}(o,t) \text{ and } \Gamma_t = \text{Cone}_o \Gamma \cap S(o,t).$$

Now the $k$-dimensional volume of $K_t$ has an upper bound

$$\text{Vol}_k(K_t) \leq c \int_0^t f_a^{k-1}(s) \, ds < \infty,$$

where $c = c(\Gamma)$ is a constant. Applying Lemma 4.8 we get

$$\text{Vol}_k(K_t) \leq c_k \int_0^t f_a^{k-1}(s) \, ds,$$

where the constant $c_k$ depends only on $k$, $\Gamma$, and the functions $a$ an $b$. For each $i \in \mathbb{N}$, let $\Sigma_i \in \mathcal{R}_k(M)$ be an integral current in $M$, with $\partial \Sigma_i = [\Gamma_i] = \partial[K_i]$, that is minimizing in $\bar{B}(o,i)$. Then

$$M(\Sigma_i) \leq \text{Vol}_k(K_i) \leq c_k \int_0^t f_a^{k-1}(s) \, ds.$$

Using the monotonicity formula (Lemma 4.9) we obtain an upper density bound

$$M(\Sigma_i \setminus \bar{B}(o,r)) \leq c_k \int_0^r f_a^{k-1}(s) \, ds$$

for all $r > 0$ and $i \geq r$. The rest of the proof is similar to that of Theorems 1.6 and 1.7. \[ \square \]
CONVEXITY AT INFINITY
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