Encoding information in the mutual coherence of spatially separated light beams
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Introduction – Optical coherence is a fundamental degree of freedom of the light field. It accounts for the statistical properties of the electromagnetic radiation [1]. Not only has the study of optical coherence been crucial to the foundations and development of modern optics [2], but it has also found countless applications in optical technology [3]. In particular, a coherence-based multiplexing technique (known as coherence multiplexing) has been proposed as the first coherent optical code-division multiple access (CDMA) technique [4]. Its appeal (in common with other CDMA techniques) lies in the fact that multiple users share the same optical bandwidth (relaxing the requirements for wavelength control) and transmit asynchronously to each other (providing independence of network synchronization). Coherence multiplexing, in all the proposed configurations [5, 6], makes use of optical coherence to discriminate one pair of transmitted signal-reference beams from all the other pairs. Although this CDMA technique uses coherence as a resource for multiplexing, its data encoding scheme still relies on the relative optical path difference between two fields, requiring each signal to have a dedicated reference. The dependence on a reference field can be eliminated by encoding information directly into the mutual coherence between pairs of transmitted light beams. This scheme would not only eliminate the need of reference fields, but would also reduce the number of fields to be multiplexed. In recent work we have introduced an approach to independently control the mutual coherence between pairs of spatially separated light beams [7]. Here, we use a similar approach to implement a reference-less, coherence-based coding scheme, which we term mutual coherence coding.

By encoding information in the mutual coherence between pairs of spatially separated transmitted fields, we eliminate the need of a reference in the decoding step. Furthermore, we gain a quadratic scaling of the number of transmitted signals with the number of transmitted light beams. After introducing basic definitions we describe a general implementation that allows to encode and decode information in field-field correlations. We discuss the dependence of relevant figures of merit (signal-to-noise ratio, maximum bit-rate and spectral efficiency) on the number of transmitted beams. Finally, we discuss the benefits of using the proposed technique in combination with coherence multiplexing and generalizing the coherence control to other degrees of freedom.

Principle – The term mutual coherence quantifies the correlation between a pair of stochastic fields. The mutual coherence can be defined with respect to any degree of freedom, e.g., space (spatial coherence), time (temporal coherence), polarization (degree of polarization [8]), and transverse modes. In this work we consider the special case of spatially separated optical beams. We represent two random, statistically stationary, narrow-band electric fields at two different points in space by the complex analytic signals $E_i$ and $E_j$. The mutual coherence (also known as equal-time degree of coherence [1]) $\gamma_{ij}$ between $E_i$ and $E_j$ is defined as

$$\gamma_{ij} = \frac{E_i^* E_j}{\sqrt{|E_i|^2 |E_j|^2}},$$

where the overline stands for ensemble or infinite time average (equivalent for ergodic and stationary fields). The mutual coherence is a normalized quantity, spanning from full incoherence ($|\gamma_{ij}| = 0$) to partial ($0 < |\gamma_{ij}| < 1$) to full coherence ($|\gamma_{ij}| = 1$). Let us now consider a set of $N_f$ mutually incoherent input fields $X_1, X_2, \ldots, X_{N_f}$. We use an optical linear port implementing the transformation $\hat{T}$ to get the output fields $Y_1, Y_2, \ldots, Y_{N_f}$. We define an output coherence matrix $K$, such that the element

$$K_{ij} = \frac{E_i^* E_j}{\sqrt{|E_i|^2 |E_j|^2}},$$

which represents the mutual coherence between input/output field pairs.
we can use the mutual coherence between pairs of output fields (see Sec. 1 in Supplement 1). Through a linear port, each input quadratic scaling of the number of transmitted signals with the transmission efficiency. By tuning the values of the modulation linewidth, but can still be considered narrow-band, i.e., $\Delta \nu < \nu_0$. A general implementation of mutual coherence coding is sketched in Fig. 1, for the case of $N_f = 4$. The incoherent input fields $X_i, X_2, \ldots, X_N$, have the same central frequency $\nu_0$, linewidth $\Delta \nu$ and power $P_{in}$. The light sources employed can be LEDs or laser diodes, characterized by a large linewidth, but can still be considered narrow-band, i.e., $\Delta \nu < \nu_0$. Through a linear port, each input field $X_i$ is connected to an output field $Y_i$, with $i \in \{1, 2, \ldots, N_f\}$, through a complex coefficient $t_{ij}$, i.e., $Y_i = \sum_{j=1}^{N_f} t_{ij} X_j$. The mutual coherence $\gamma_{ij}$ between two output fields $Y_i$ and $Y_j$ takes the form

$$\gamma_{ij} = \frac{\langle Y_i^* Y_j \rangle}{P_{out}} = \sum_{n=1}^{N_f} t_{in} t_{jn}^* \frac{X_n X_m^*}{P_{out}} = \frac{P_{in}}{P_{out}} \sum_{n=1}^{N_f} t_{in} t_{jn}^*, \tag{2}$$

where we used the condition of incoherent mutual incoherence $X_n X_m^* = P_{in} \delta_{ij}$, and we assumed the output fields having the same power $|X_n|^2 = P_{out} = \eta P_{in}$, where $\eta = P_{out}/P_{in}$ is the transmission efficiency. By tuning the values of the modulation coefficients $t_{ij}$, we can then control the values of $\gamma_{ij}$ [7]. The linear port realizing the transmission $\hat{T}$ can be implemented in different ways, e.g., with free-space optics [7] or photonic integrated circuit [9]. The output fields $Y_i$ are transmitted to the receiver through a transmission line. The transmission line in the case of signals carried by spatially separated light beams can be a bundle of single mode fibers, or a multi-core fiber, making use of the platform developed for spatial division multiplexing [10]. At the receiver side, we reconstruct the values of mutual coherences to decode the transmitted data. We divide each received light beam into $N_f - 1$ copies, and subsequently perform $N_f (N_f - 1)/2$ pair-wise interference experiments. The interference experiment is carried out by mixing two fields with a beam splitter, and measuring the intensities of the two output ports with a differential detector (see inset s2 of Fig. 1). The two fields $E_{ij}^+$ and $E_{ij}^−$ at the output ports are

$$E_{ij}^\pm = \frac{Y_i \pm Y_j}{\sqrt{2(N_f - 1)}}, \tag{3}$$

while the signal measured by the balanced detector is

$$S_{ij} = \langle |E_{ij}^+|^2 \rangle - \langle |E_{ij}^-|^2 \rangle = \frac{2 \text{Re} \langle Y_i Y_j^* \rangle}{N_f - 1}. \tag{4}$$

The angle brackets stand for the finite-time average performed by the detector, defined as

$$\langle Y_i Y_j^* \rangle = \frac{1}{T} \int_\Delta \langle Y_i Y_j^* \rangle \, dt. \tag{5}$$

The detected signal is a random process, which we can characterize with an expectation value and a variance. From the expectation value, we confirm that the designed measurement corresponds indeed to an unbiased estimate of the real value of the mutual coherence

$$\overline{S_{ij}} = \frac{2}{T(N_f - 1)} \int_{-T/2}^{T/2} \text{Re} \langle Y_i Y_j^* \rangle \, dt = \frac{2P_{out}}{N_f - 1} \text{Re} (\gamma_{ij}), \tag{6}$$

where we used Eq. (2) for the definition of $\gamma_{ij}$. However, the stochastic nature of the underlying fields leads to a non-zero variance even in the case where no noise is considered (see Sec. 2 in Supplement 1 for the derivation)

$$\text{Var}(S_{ij}) = \overline{S_{ij}^2} - \left(\overline{S_{ij}}\right)^2 = \frac{2P_{out}^2}{(N_f - 1)^2 T \Delta \nu} \left[ 1 + \text{Re}(\gamma_{ij}^2) \right]. \tag{7}$$

Fig. 1. Implementation of mutual coherence coding. A set of broadband light sources (here: 4) are fed into a linear port $\hat{T}$ to control their mutual coherences. Afterward, the fields reach the receiver through a transmission line. The received fields are then split to recover the encoded signals. The mutual coherence is reconstructed through pair-wise interference experiments, which can be implemented using a beam splitter and a balanced detector. Insets: (s1) sketch of four transmission fibers. The mutual coherence is defined for each pair, leading to a quadratic scaling of the number of transmitted signals; (s2) detection scheme. Two fields are mixed by a beam splitter and measured by a differential detector.
The signal-to-noise ratio (SNR) is defined as

$$\text{SNR} = \frac{1 + \text{Re}(\gamma_{ij})}{2\text{Re}(\gamma_{ij})^2 \Delta \nu T} \approx \frac{1}{\text{Var}(\gamma_{ij}) T}.$$  

This variance is inversely proportional to the number of statistically independent realizations that we sample during the measurement time $T$. Fields separated by a time longer than the inverse of the linewidth are uncorrelated, hence the number of independent realizations of the random process is given by $N_{\text{f}}^{-1}$ [11]. Moreover, in the limit of small mutual coherence $|\gamma_{ij}| \ll 1$, the variance saturates to a non-zero value determined by the number of collected samples. The variance in Eq. (7) gives a contribution to the total noise, which is known in the literature as optical beat noise, and it is regarded as the main limitation for the performance of traditional coherence multiplexing [12].

**Performance** — We will now discuss important figures of merit for assessing the performance of mutual coherence coding, starting with the bit-rate. For the sake of generality, we choose as a reference the maximum bit-rate $BR_{\text{max}}$ allowed by the channel capacity in the presence of additive white gaussian noise [13]. The mutual coherence between each field pair is an independent signal, hence the number of independent communication channels present in the system is equal to the number of field pairs $N_p$, leading to a maximum bit-rate

$$BR_{\text{max}} = N_p \frac{\log_2 (1 + \text{SNR})}{2T}.$$  

The signal-to-noise ratio (SNR) is defined as

$$\text{SNR} = \frac{\text{Var}(S_{ij})}{\text{Var}(S_{ij})},$$  

where $S_{ij}$ is the detected signal resulting from the mutual coherence of the pair of fields $Y_i$ and $Y_j$ in the presence of noise. For multiple, independent noise sources the variance is the sum of the variances of the different noise contributions (see Sec. 3 in Supplement 1). Restricting ourselves to optical beat noise and shot noise, the SNR can be expressed as

$$\text{SNR} = \left[ 1 + \frac{\text{Re}(\gamma_{ij})}{2\text{Re}(\gamma_{ij})^2 \Delta \nu T} \right]^{-1}.$$  

The first term is the optical beat noise highlighted in Eq. (7) and the second term corresponds to shot noise. The derivation of Eq. (8) assumes a value of $|\gamma_{ij}| = \gamma_{\text{max}}$ that is at the extreme of the allowed range of values. In fact, with this choice the SNR provides the maximum number of discretization steps of the signal. We choose $\gamma_{\text{max}} = 1/(N_{\text{f}} - 1)$ to ensure the positive semi-definiteness of the output coherence matrix. We then insert $\gamma_{\text{max}}$ into Eq. (10) for the SNR and then into Eq. (8) to obtain the maximum bit-rate. In Figs. 2a and 2b, we show the SNR and the $BR_{\text{max}}$, respectively, as a function of the number of transmitted fields $N_{\text{f}}$ for different input powers. The SNR decays monotonically with increasing $N_{\text{f}}$, whereas the maximum bit-rate first increases quadratically and then saturates at large $N_{\text{f}}$ values. The quadratic increase derives from the number of field pairs, while the saturation is due to the low SNR. In the limit of large $N_{\text{f}}$ and sufficient input power (to be limited by optical beat noise) the SNR takes the expression

$$\text{SNR} \approx \frac{2\Delta \nu T}{(N_{\text{f}} - 1)^2},$$  

where the factor $\Delta \nu T$ can be understood as the number of independent realizations of the light field within the time $T$. When the SNR becomes smaller than 1, we can Taylor expand Eq. (8) and the maximum bit-rate saturates at the value

$$BR_{\text{max}} = \frac{N_{\text{f}}(N_{\text{f}} - 1)}{4T} \left[ \frac{2\Delta \nu T}{(N_{\text{f}} - 1)^2 \ln(2)} \right] \approx \frac{\Delta \nu}{2\ln(2)}.$$  

Therefore, the ultimate limit of the bit-rate is given by the input linewidth. The saturation can be well understood considering the statistical nature of mutual coherence, since the rate of field realizations needed to reconstruct the mutual coherence is given by the linewidth.

Alongside the maximum bit-rate, an important figure of merit is the spectral efficiency (SE), which quantifies how well the communication channel per unit bandwidth (bit/s/Hz), i.e.,

$$\text{SE} = \frac{BR_{\text{max}}}{N_p \Delta \nu} < \frac{1}{N_p \Delta \nu \ln(2)} = \frac{1}{N_{\text{f}}(N_{\text{f}} - 1) \ln(2)}.$$  

The dependence of the SE on the number of transmitted fields $N_{\text{f}}$ is represented in Fig. 2c. With a value much smaller than one, mutual coherence coding performs worse in terms of spectral efficiency than standard coding techniques [14]. On the other hand, the bandwidth $\Delta \nu$ of mutual coherence coding is considerably larger than the bandwidth of other coding techniques, which are restricted by the bandwidth of optoelectronic components, such as detectors and modulators ($\sim 50$ GHz). The large bandwidth associated with mutual coherence coding is provided by the input sources, and it is used to build the statistical ensemble required to achieve a quadratic scaling of the number of transmitted signals on $N_{\text{f}}$. Thanks to this quadratic scaling, mutual coherence coding can achieve bit-rates on the order of $\Delta \nu$, hence very high for input with large linewidth.
Therefore, even if the spectral efficiency of mutual coherence coding is much lower than in other coding schemes, we can gain technical advantage in terms of bit-rate.

**Discussion** – Mutual coherence coding comes with a quadratic scaling of the bit-rate with the number of transmitted fields, up to the point where it saturates. The saturation value is given by the linewidth of the light sources employed. Selecting broadband light sources, such as LEDs or laser diodes, can therefore lead to remarkable data transmission rates. These light sources have the added advantage of being inexpensive, thus facilitating the scalability. Furthermore, the use of broadband light makes our proposal suitable for free-space communications, where partially coherent sources have been reported to be more robust to atmospheric turbulence [15]. Another advantage of the proposed method is the absence of local oscillators at the receiver side, since in mutual coherence coding the transmitted beams are mutually referenced, allowing for a simpler implementation. However, the discussed implementation requires an accurate control on the length difference between the transmitted fibers. In fact, through the linear port we can control the *equal-time* mutual coherence, which is conserved only as long as the optical path difference of the interfering beams does not exceed the coherence length of the input source. This issue becomes more severe for large input linewidths, as the coherence length is reduced accordingly. A possible solution to this limitation is to combine mutual coherence coding and coherence multiplexing, obtaining a fully coherence-based communication system. To do so, one would introduce, at the sender side, a different delay for each output beam of the linear port. If the individual delays and their differences are much longer than the coherence time of the light sources, the fields will not interfere, even when combined in the same single mode fiber. The receiver then splits the transmitted field and compensates for the input delays to reconstruct the multiplexed signals, before proceeding with the pair-wise interference experiments. Besides allowing to perform the transmission with a single fiber, this approach relaxes the requirement on the length difference between the fibers. In fact, since the transmission line is common, any optical path difference between the interfering beams can only originate from the introduced delays. Interestingly, in this approach the delay lines are very short (on the order of the coherence length) and embedded in a well controlled environment. The needed calibration of the delay length can then make use of the techniques developed for standard coherent detection schemes [16].

Moreover, having a coherence based communication system comes with security benefits. Suppose the sender and the receiver have a pre-shared set of delays (which can be frequently updated). An eavesdropper cannot record the message encoded in the mutual coherence, because they are not able to record the fluctuations of the light field in real time. An eavesdropper could measure the mutual coherences only through interference experiments and only if they knew the pre-shared delays. This security benefit is similar to that of traditional coherence multiplexing [17].

As a concluding remark, we highlight that mutual coherence coding is not limited to spatial coherence. Coherence based on any other degree of freedom of light (temporal coherence, degree of polarization, correlations between transverse modes, etc.) can be used to encode information, allowing for various implementations. Moreover, resorting to mutual coherence between different degrees of freedom [18] can lead to a great enhancement of the scaling with the number of transmitted fields. Considering for example $n$ different beams (spatial degree of freedom), each of them characterized by $m$ transverse modes, the number of mutual coherences that we can control is $N_p \approx (n \times m)^2 / 2$. This can be further generalized (e.g., including time and polarization) to greatly improve the capacity of current communication systems.

**Conclusions** – In this work, we proposed a new method to encode information in the mutual coherence of separate light beams. Light coherence is not only used as a resource for multiplexing different signals in the same medium, but also for encoding data. We derived the SNR, the maximum bit-rate and the spectral efficiency with respect to the number of transmitted light beams. We discussed the benefits of employing mutual coherence coding, in particular the potentially high bit-rate and the added security resulting from the combination with coherence multiplexing. Finally, we highlighted that mutual coherence coding can be generalized by involving other degrees of freedom of light, which could lead to an even larger scaling of number of transmitted signals per transmitted field.
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Encoding information in the mutual coherence of spatially separated light beams: supplemental document

1. COHERENCE MATRIX PROPERTIES

Given a set of light fields, the coherence matrix \( \mathbf{K} \) contains all the information about the coherence in the system. The diagonal elements of the matrix are the self degrees of coherence \( \gamma_{ii} \), which are always equal to 1, and the off-diagonal terms are the values of mutual coherence \( \mathbf{K}_{ij} = \gamma_{ij} \). The coherence matrix is also known as a statistical correlation matrix, which is a normalized covariance matrix, and must be Hermitian and positive semi-definite [1]. From the Hermitian condition we have \( \gamma_{ij} = \gamma_{ji}^* \), while the positive semi-definite condition poses that [2]

\[
\frac{\text{tr}(\mathbf{K})^2}{\text{tr}(\mathbf{K}^2)} \geq N_f - 1 ,
\]

(S1)

where \( \text{tr} \) is the matrix trace, and \( N_f \) is the dimension of \( \mathbf{K} \). Combining the previous properties, we get a condition on the absolute values of the mutual coherences

\[
\sum_{i=1}^{N_t} \sum_{j=1}^{N_t} |\gamma_{ij}|^2 \leq \frac{N_f^2 - 1}{N_f - 1}.
\]

(S2)

Choosing all mutual coherences with the same absolute value, i.e., \( |\gamma_{ij}| = |\gamma| \forall i, j \), Eq. (S2) becomes

\[
|\gamma| \leq \frac{1}{N_f - 1}.
\]

(S3)

Choosing \( |\gamma_{ij}| < 1/(N_f - 1) \forall i, j \) would directly satisfy the condition in Eq. (S3), ensuring that the resulting coherence matrix is positive semi-definite, regardless of the phase of each mutual coherence \( \gamma_{ij} \). A more sophisticated choice [based on Eq. (S2)] could lead to better performance of mutual coherence coding.

2. DETECTED SIGNAL VARIANCE WITHOUT ADDED NOISE

In this appendix, we derive the expression of the variance of the detected signal in mutual coherence coding. We highlight that the variance considered here results from the stochastic nature of the mutual coherence: no noise is added to the transmitted fields in this treatment. Let us consider the interference experiment between a single pair of fields \( Y_i \) and \( Y_j \). The signal \( S_{ij} \) measured by the balanced photodetector is (see main text)

\[
S_{ij} = \frac{2}{T(N_f - 1)} \int_{-T/2}^{T/2} \text{Re} \left(Y_i Y_j^*\right) dt,
\]

(S4)

where \( T \) is the integration time of the detector, and \( N_f \) is the number of transmitted fields. The fields are stochastic variables, hence we characterize the signal through its expectation value and its variance. The expectation value, denoted with an overline, is

\[
\overline{S_{ij}} = \frac{2}{T(N_f - 1)} \int_{-T/2}^{T/2} \text{Re} \left(Y_i Y_j^*\right) dt = \frac{2P_{\text{out}}}{N_f - 1} \text{Re}(\gamma_{ij}),
\]

(S5)

where we used the relation \( P_{\text{out}} = Y_i Y_j^* \). To derive the variance \( \text{Var}(S_{ij}) = \overline{S_{ij}^2} - \left(\overline{S_{ij}}\right)^2 \), we compute the second moment

\[
\overline{S_{ij}^2} = \frac{1}{T^2(N_f - 1)^2} \iint_{-T/2}^{T/2} \text{Re} \left(Y_i(t_1) Y_j^*(t_1) + c.c.\right) Y_i(t_2) Y_j^*(t_2) + c.c. \ dt_1 dt_2
\]

\[
= \frac{2}{T^2(N_f - 1)^2} \iint_{-T/2}^{T/2} \text{Re} \left(Y_i(t_1) Y_j^*(t_1) + c.c.\right) Y_i(t_2) Y_j^*(t_2) \ dt_1 dt_2
\]

(S6)

where \( c.c. \) stands for complex conjugate. Recalling that the input fields \( X_n \), with \( n \in \{1, 2, \ldots, N_f\} \), are related to the outputs of the linear port through the relation \( Y_i = \sum_{n}^{N_f} t_{in} X_n \), we can express \( \mathcal{I} \) as:

\[
\mathcal{I} = \sum_{n,m,p,q} \left( t_{in}^* t_{jm} + t_{in} t_{jm}^* \right) t_{ip} t_{iq} X_n(t_1) X_m(t_2) X_p^*(t_2) X_q(t_2). \]

(S7)

To simplify this equation, we need to derive the expression for the second-order correlation function \( \Gamma \) of the input fields, i.e.,

\[
\Gamma_{mnqp}(t_1 - t_2) = X_n(t_1) X_m(t_2) X_p^*(t_2) X_q(t_2).
\]

(S8)
The input fields are independent and have a null expectation value, hence \( \Gamma_{nmpq}(t_1 - t_2) \) is non-zero only if the values of the indexes are all equal, or equal in pairs. Therefore, only for the following four, mutually exclusive cases, the expression does not vanish. Firstly, if \( n = m \neq p = q \), we have
\[
\Gamma_{nmpq}(t_1 - t_2) = [X_n(t_1)]^2 |X_p(t_2)|^2 = p_{in}^2.
\] (S9)

Secondly, if \( n = q \neq m = p \), we have
\[
\Gamma_{nmnn}(t_1 - t_2) = \frac{X_n(t_1)X_n(t_2)X_m(t_1)X_m(t_2)}{P_{in}}.
\] (S10)

To solve this equation, we need to introduce the degree of first-order coherence \( g^{(1)} \) [3]:
\[
g^{(1)}(t_1 - t_2) = \frac{X_n(t_1)X_n(t_2)}{P_{in}}.
\] (S11)

We can consider the process stationary, hence not dependent on the particular value of \( t_1 \) and \( t_2 \), but only on their difference \( \tau = t_1 - t_2 \). Moreover, for our input sources (which we consider chaotic) the expression of \( g^{(1)}(\tau) \) is [3]
\[
g^{(1)}(\tau) = \exp \left( -i2\pi\nu_0\tau - |\tau|\Delta\nu \right),
\] (S12)

where \( \nu_0 \) and \( \Delta\nu \) are the central frequency and the linewidth of the input light fields, respectively. Thus, \( \Gamma_{nmnn} \) takes the form
\[
\Gamma_{nmnn}(\tau) = P_{in}^2 |g^{(1)}(\tau)|^2.
\] (S13)

Thirdly, if \( n = p \neq m = q \), we have
\[
\Gamma_{nppp}(t_1 - t_2) = \frac{X_n(t_1)X_n(t_2)X_p(t_1)X_p(t_2)}{P_{in}} = 0.
\] (S14)

Finally, we have for \( n = m = p = q \)
\[
\Gamma_{nnnn}(t_1 - t_2) = \frac{X_n(t_1)X_n(t_2)X_n(t_1)X_n(t_2)}{P_{in}} = p_{in}^4 g^{(2)}(\tau),
\] (S15)

where we introduced the degree of second-order coherence \( g^{(2)}(\tau) \). With classical chaotic light sources we have [3]
\[
g^{(2)}(\tau) = 1 + |g^{(1)}(\tau)|^2,
\] (S16)

which allows us to join the four cases into a single expression:
\[
\Gamma_{nmpq}(\tau) = P_{in}^2 \left[ \delta_{nm}\delta_{pq} + \delta_{nq}\delta_{mp}|g^{(1)}(\tau)|^2 \right].
\] (S17)

Going back to the integral \( \mathcal{I} \) of Eq. (S7) we get
\[
\mathcal{I} = P_{in}^2 \sum_{n,p} \left[ (t_{in}^* t_{in} + t_{in}^* t_{in}) t_{jp}^* t_{jp} + (t_{in}^* t_{in} + t_{in}^* t_{in}) t_{jp}^* t_{jp} |g^{(1)}(t_1 - t_2)|^2 \right].
\] (S18)

From our choice of the linear port, we have \( P_{out}\gamma_{ij} = P_{in} \sum_{n} t_{in} t_{jn}^* \) [see Eq. (2) in the main text], leading to
\[
\mathcal{I} = P_{out}^2 \left[ \left( \gamma_{ij} + \gamma_{ij}^* \right) \gamma_{ij} + \left( \gamma_{ij}^2 + \gamma_{ij} \gamma_{ij}^* \right) |g^{(1)}(\tau)|^2 \right].
\] (S19)

Including the derived expression of \( \mathcal{I} \) in the second moment of the signal and recalling that \( \gamma_{ij} = 1 \) we get
\[
\overline{S_{ij}^2} = \frac{4P_{out}^2 \text{Re}(\gamma_{ij})^2}{(N_f - 1)^2} + \frac{2P_{out}^2 \left[ 1 + \text{Re}(\gamma_{ij}^2) \right]}{T(N_f - 1)^2} \int_{-T/2}^{T/2} |g^{(1)}(\tau)|^2 d\tau.
\] (S20)

The integral can be analytically solved from the definition of \( g^{(1)}(\tau) \) given in Eq. (S12):
\[
\int_{-T/2}^{T/2} |g^{(1)}(\tau)|^2 d\tau = \frac{1 - \exp(-T\Delta\nu)}{\Delta\nu} \rightarrow \frac{1}{\Delta\nu}
\] (S21)

where we considered the limit of integration time \( T \) much longer than the coherence time \( \tau_c = 1/\Delta\nu \) of the light sources. Finally, the variance of the signal is
\[
\text{Var}(S_{ij}) = \frac{2P_{out}^2 \left[ 1 + \text{Re}(\gamma_{ij}^2) \right]}{(N_f - 1)^2 T \Delta\nu}.
\] (S22)
3. SIGNAL-TO-NOISE RATIO (SNR) DERIVATION

In this section, we derive the expression of the SNR, defined as

\[
\text{SNR} = \frac{S_{ij}^2}{\text{Var}(S_{ij})},
\]

where \( i \neq j \) and \( S_{ij} \) is the signal measured by the balanced detector. Differently than Sec. 2, we consider here the presence of noise \( N_i \) (hence the different symbol \( \tilde{S}_{ij} \)), which is added to the received signal \( \tilde{Y}_i = Y_i + N_i \). Noise related to different signals are uncorrelated, i.e., \( N_i N_j^* = 0 \), with \( i \neq j \), they are stationary and all characterized by zero mean value and an autocorrelation \( R_N(\tau) = N_i(t)^* N_i(t+\tau) = P_N \exp(-\Delta \nu_N |\tau|) \), where \( \Delta \nu_N \) is the cut-off frequency of the transmission channel, and \( P_N \) is the noise power.

The expectation value of the detected signal in the presence of noise is

\[
\tilde{S}_{ij} = \int_{-T/2}^{T/2} \frac{2 \Re(Y_i Y_j^*)}{T(N_f - 1)} dt = \int_{-T/2}^{T/2} \frac{2 \Re(Y_i Y_j^* + \tilde{Y}_i N_j^* + \tilde{Y}_j N_i^* + N_i N_j^*)}{T(N_f - 1)} dt. \tag{S24}
\]

Since the noise and the signals are uncorrelated \( (Y_i N_j^* = N_i Y_j^* = 0) \) and we know that \( N_i N_j^* = 0 \), the expression simplifies to

\[
\tilde{S}_{ij} = \frac{2P_{\text{out}} \Re(\gamma_{ij})}{T(N_f - 1)}, \tag{S25}
\]

which is the same expression obtained without the noise [see Eq. (S5)].

As for the second moment of the detected signal, we have

\[
\overline{S^2_{ij}} = \frac{2}{T^2(N_f - 1)^2} \int_{T/2}^{T/2} \Re \left\{ \sum_{m,p,q} \tilde{Y}_i^*(t) \tilde{Y}_j(t_1) \tilde{Y}_j^*(t_2) \tilde{Y}_j(t_2) \right\} dt_1 dt_2. \tag{S26}
\]

We can analyze the two terms of \( \mathcal{I} \) separately:

\[
\mathcal{I} = \sum_{m,p,q} \tilde{Y}_i^*(t_1) \tilde{Y}_j(t_1) \tilde{Y}_j^*(t_2) \tilde{Y}_j(t_2) = \sum_{n,m,p,q} t_{n,m,p,q}^* t_{n,m,p,q}^* \Gamma_{\text{amp}}(t_1 - t_2), \tag{S27}
\]

Of the 16 terms obtained expanding the product in \( \eta_1 \), the only non-zero term is

\[
\eta_1 = \tilde{Y}_i^*(t_1) \tilde{Y}_j(t_1) \tilde{Y}_j^*(t_2) \tilde{Y}_j(t_2) = \sum_{n,m,p,q} t_{n,m,p,q}^* t_{n,m,p,q}^* \Gamma_{\text{amp}}(t_1 - t_2), \tag{S28}
\]

where we used the definition of the linear port \( Y_i = \sum_{n=1}^{N_f} t_{in} X_n \) and the definition of \( \Gamma_{\text{amp}}(t_1 - t_2) \) given in Eq. (S8). Using the expression derived in Eq. (S17) we get

\[
\eta_1 = P_{\text{out}}^2 \gamma_{ij}^2 \left( 1 + |g^{(1)}(\tau)|^2 \right). \tag{S29}
\]

For \( \eta_2 \), instead, more terms are non-zero:

\[
\eta_2 = \sum_{n,m,p,q} t_{n,m,p,q}^* t_{n,m,p,q}^* \Gamma_{\text{amp}}(t_1 - t_2) + |R_N(\tau)|^2 +
\]

\[
\sum_{n,m} t_{n,m}^* t_{n,m}^* X_n(t_1) X_m(t_2) R(-\tau) + \sum_{n,m} t_{n,m}^* t_{n,m}^* X_n^*(t_1) X_m(t_2) R(\tau), \tag{S30}
\]

where \( \tau = t_1 - t_2 \). Using again Eq. (S17) and considering that \( \gamma_{ij} = \gamma_{jj} = 1 \) we obtain

\[
\eta_2 = P_{\text{out}}^2 \left[ |\gamma_{ij}|^2 + |g^{(1)}(\tau)|^2 \right] + |R_N(\tau)|^2 + P_{\text{out}} \Re \left[ g^{(1)}(\tau) R_N(-\tau) \right]. \tag{S31}
\]

To solve the integral we need the following relations:

\[
\frac{1}{T} \int_{-T/2}^{T/2} |g^{(1)}(\tau)|^2 d\tau = \frac{1 - \exp(-\Delta \nu T)}{\Delta \nu T} \approx \frac{1}{\Delta \nu T}, \tag{S32}
\]

\[
\frac{1}{T} \int_{-T/2}^{T/2} |R_N(\tau)|^2 d\tau = \frac{P_N^2}{\Delta \nu N T} \left[ 1 - \exp(-\Delta \nu N T) \right] \approx \frac{P_N^2}{\Delta \nu N T}, \tag{S33}
\]
\[
\frac{1}{T} \int_{-T/2}^{T/2} \text{Re} \left\{ g^{(1)}(\tau) R_N(-\tau) \right\} d\tau \approx \frac{P_N(\Delta \nu + \Delta \nu_N)}{T} \frac{1}{(\Delta \nu + \Delta \nu_N)^2 + 4\pi^2 v_0^2} \to 0 .
\]  
(S34)

The approximate result comes from considering \( T \gg 1/\Delta \nu, T \gg 1/\Delta \nu_N \) and \( v_0 \gg \Delta \nu, \Delta \nu_N \). Therefore, going back to the expression of the second moment with the approximate results of the integrals we get

\[
\overline{S_{ij}^2} = \frac{2p_{\text{out}}^2}{(N_f - 1)^2} \left[ \text{Re} \left( \gamma_{ij}^2 \right) + |\gamma_{ij}|^2 \frac{1 + \text{Re}\left( \gamma_{ij}^2 \right)}{\Delta \nu T} + \frac{P_N^2}{P_{\text{out}}^2 \Delta \nu_N T} \right] .
\]  
(S35)

Considering that \( |\gamma_{ij}|^2 + \text{Re}(\gamma_{ij}^2) = 2\text{Re}(\gamma_{ij})^2 \), we finally derive the variance of the detected signal:

\[
\text{Var}(\hat{S}_{ij}) = \overline{S_{ij}^2} - \left( \overline{S_{ij}} \right)^2 = \frac{2p_{\text{out}}^2}{(N_f - 1)^2} \left[ \frac{1 + \text{Re}\left( \gamma_{ij}^2 \right)}{\Delta \nu T} + \frac{P_N^2}{P_{\text{out}}^2 \Delta \nu_N T} \right] .
\]  
(S36)

Finally, the expression of the SNR is the following

\[
\text{SNR} = \frac{\overline{S_{ij}^2}}{\text{Var}(\hat{S}_{ij})} = \left[ \frac{1 + \text{Re}(\gamma_{ij}^2)}{2\text{Re}(\gamma_{ij})^2 \Delta \nu T} + \frac{1}{2\text{Re}(\gamma_{ij})^2 \Delta \nu T} \right]^{-1} .
\]  
(S37)

In case we choose to consider only shot noise, the power spectral density for a balanced detector is \( S_{NN} = \frac{P_N^2}{\Delta \nu_N} = 2h\nu_0 P_{\text{out}} \). Moreover, considering a transmission efficiency \( P_{\text{out}}/P_{\text{in}} = \eta \), the final expression of the SNR is

\[
\text{SNR} = \left[ \frac{1 + \text{Re}(\gamma_{ij}^2)}{2\text{Re}(\gamma_{ij})^2 \Delta \nu T} + \frac{1}{\eta P_{\text{in}} \text{Re}(\gamma_{ij})^2 T} \right]^{-1} .
\]  
(S38)
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