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Supplemental Methods

Statistical Mechanics of Nucleosome Positioning and Energetics

Following previous work by us (Locke et al., 2010; Chereji and Morozov, 2011; Chereji et al., 2011; Chereji and Morozov, 2014) and other groups (Chevereau et al., 2009; Teif and Rippe, 2009; Vaillant et al., 2010; Teif and Rippe, 2010, 2012; Mobius et al., 2013; Rube and Song, 2014), we have developed a biophysical approach to predicting nucleosome positioning and energetics from high-throughput sequencing datasets. We assume that a nucleosome consists of 147 base pairs (bp) of DNA wrapped around a histone octamer composed of two copies of four core histones: H2A, H2B, H3 and H4. We model nucleosome arrays as interacting hard rods of length $a = 147$ bp that can be reversibly adsorbed to a one-dimensional lattice with $L$ bps, e.g. representing a chromosome.

There are two sets of related quantities to consider: the nucleosome distribution (probabilities of finding the system in every possible configuration), and nucleosome formation energies that dictate this distribution.

Forward Problem

If all interactions within the system are given but the nucleosome distribution is unknown, we have to solve a forward problem. We denote by $u(i)$ the formation energy of a nucleosome with its center (dyad) at position $i$. This energy may have contributions from DNA bending, electrostatic interactions, hydrogen bond formation, van der Waals forces, etc. Particles are prevented from forming outside of the lattice ends, so that all nucleosomes must be inside the $[0, L]$ range:

$$u(i) = \infty \quad \text{for all } i < \frac{a}{2} \text{ and } i > L - \frac{a}{2}.$$  

Nucleosomes cannot overlap, and we assume that the neighboring particles interact through a hard-core interaction:

$$\Phi(j, k) = \begin{cases} \infty & \text{if } k - j < a, \\ 0 & \text{otherwise.} \end{cases}$$

Here, $j$ and $k$ indicate the positions of neighboring nucleosome dyads, and $\Phi(j, k)$ represents the two-body interaction between the two particles. Two-body interactions may also be used to account for the effects of higher-order chromatin structure (Chereji et al., 2011; Chereji and Morozov, 2011).

For a fixed number of particles bound to DNA, $N$, the canonical partition function (Reichl, 2009) is

$$Q_N = \sum_{\{i_1, \ldots, i_N\} \subseteq \{1, \ldots, L\}} e^{-\beta u(i_1)} e^{-\beta \Phi(i_1, i_2)} e^{-\beta u(i_2)} \cdots e^{-\beta u(i_{N-1})} e^{-\beta \Phi(i_{N-1}, i_N)} e^{-\beta u(i_N)},$$  \hspace{1cm} (1)

where $\beta$ is the inverse temperature: $\beta = 1/(k_B T)$ ($k_B$ is the Boltzmann constant, and $T$ is the temperature). Our definition of the two-body interaction guarantees that only valid configurations of non-overlapping nucleosomes contribute to Eq. (1).

If the system is allowed to have a variable number of particles (e.g. different cells may have a different total number of nucleosomes on the same chromosome), the grand-canonical ensemble formalism (Reichl, 2009) is more appropriate, and the partition function is

$$Z = \sum_{N=0}^{N_{\text{max}}} e^{\beta N \mu} Q_N;$$
where $\mu$ is the chemical potential, and $N_{\text{max}}$ is the maximum number of non-overlapping rods that can fit in $L$ bp. Note that any configuration with a number of particles $N > N_{\text{max}}$ does not contribute to $Z$, because in this case at least two particles overlap. This allows us to extend the upper limit from $N_{\text{max}}$ to $\infty$. From the partition function we can compute $s$-particle distribution functions,

$$
n_s(i_1,\ldots,i_s) = \frac{\zeta(i_1)\cdots\zeta(i_s)}{Z}\frac{\delta^sZ}{\delta\zeta(i_1)\cdots\delta\zeta(i_s)},$$

where

$$
\zeta(i) = e^{\beta[\mu-u(i)]}.
$$

In particular, the one-particle distribution is given by

$$
n_1(k) = \frac{\zeta(k)}{Z}\frac{\delta Z}{\delta\zeta(k)},
$$

which represents the probability of finding a nucleosome with its dyad located at position $k$. From this we obtain the probability of finding bp $i$ covered by any nucleosome, or nucleosome occupancy:

$$
\text{Occ}(i) = \sum_{k=i-[a/2]}^{i+[a/2]} n_1(k),
$$

where

$$
|a/2| = \max\{i \in \mathbb{N}|i \leq a/2\}
$$

represents the position of the outermost bp covered by a nucleosome, relative to its dyad. For a particle covering an odd number of bp, where the dyad position is well-defined, $|a/2| = \frac{a-1}{2}$, which in the case of nucleosomes is $|a/2| = 73$ bp. Note that $1 - \text{Occ}(i)$ is the probability that bp $i$ is not covered by any nucleosome, i.e. the probability of finding linker DNA at bp $i$.

As we showed before (Chereji and Morozov, 2014), in the case of hard-core interactions alone, one can compute the single-particle distribution in an efficient way. Consider

$$
n_1(i) = \frac{1}{Z} Z^-(i) e^{\beta[\mu-u(i)]} Z^+(i), \quad (2)
$$

where $Z^-(i)$ and $Z^+(i)$ represent the partition functions for the domains to the left and to the right of the nucleosome with the dyad at position $i$. These two quantities satisfy the recursion relations:

$$
Z^-(i) = Z^-(i-1) + Z^-(i-a) e^{\beta[\mu-u(i-a)]}, \quad (3)
$$

$$
Z^+(i) = Z^+(i+1) + Z^+(i+a) e^{\beta[\mu-u(i+a)]}. \quad (4)
$$

Introducing new variables in log space

$$
F(i) = \ln(Z^-(i)),
$$

$$
R(i) = \ln(Z^+(i)),
$$

we obtain

$$
F(i) = F(i-1) + \ln(1 + e^{F(i-a)-F(i-1)+\beta[\mu-u(i-a)]}), \quad (5)
$$

$$
R(i) = R(i+1) + \ln(1 + e^{R(i+a)-R(i+1)+\beta[\mu-u(i+a)]}). \quad (6)
$$
These relations can be iterated starting from the boundary conditions:

\[ F(i) = 0, \quad \forall i \leq a, \]
\[ R(i) = 0, \quad \forall i \geq L - a. \]

From Eq. (2) the one-particle distribution becomes

\[ n_1(i) = e^{F(i) + R(i) - \ln(Z) + \beta[\mu - u(i)]}, \quad \text{(7)} \]

where \( \ln(Z) = F(L + \lfloor a/2 \rfloor + 1) = R(-\lfloor a/2 \rfloor) \). This system of equations [Eqs. (5), (6) and (7)] solves the forward problem, in which nucleosome formation and interaction energies are given and the distribution of particles is unknown.

**Inverse Problem**

In experiments such as MNase-seq, ChIP-seq, and ChIP-exo, genome-wide distributions of various DNA-binding proteins are determined, but the energetics of DNA binding are unknown. In order to predict protein-DNA binding and protein-protein interaction energies we need to solve the inverse problem, in which these energies are inferred starting from observed distributions of DNA-bound particles. In general, the inverse problem is much harder to solve compared to the corresponding forward problem.

Fortunately, it is straightforward to obtain nucleosome formation energies from the known distribution of nucleosomes, \( n_1 \) (Locke et al., 2010; Chereji and Morozov, 2014).

From Eqs. (2), (3) and (4) we obtain

\[
\frac{Z^-(i)}{Z^-(i-1)} = 1 + \frac{Zn_1(i-a)}{Z^-(i-1)Z^+(i-a)}, \\
= 1 + \frac{n_1(i-a)}{\xi(i-a)}, \quad \text{(8)}
\]

and

\[
\frac{Z^+(i)}{Z^+(i+1)} = 1 + \frac{Zn_1(i+a)}{Z^-(i+a)Z^+(i+1)}, \\
= 1 + \frac{n_1(i+a)}{\xi(i+1)}, \quad \text{(9)}
\]

where

\[
\xi(i) = \frac{Z^-(i+a-1)Z^+(i)}{Z}. \quad \text{(10)}
\]

Note that a particle with the center at position \( i \) and a particle with the center at position \( i + a - 1 \) overlap by exactly one bp. The overlapping bp is \( i + \lfloor a/2 \rfloor = i + a - 1 - \lfloor a/2 \rfloor \). \( Z^-(i+a-1) \) represents the partition function for the domain \( [1, i + \lfloor a/2 \rfloor] \), while \( Z^+(i) \) represents the partition function for the domain \( (i + \lfloor a/2 \rfloor, L] \). Thus \( Z^-(i+a-1)Z^+(i) \) represent all configurations which have bp \( i + \lfloor a/2 \rfloor \) unoccupied by a particle, so that

\[
\xi(i) = 1 - \text{Occ}(i + \lfloor a/2 \rfloor). \quad \text{(11)}
\]
Using this, Eqs. (8) and (9) become
\[
\frac{Z^-(i)}{Z^-(i+1)} = 1 + \frac{n_1(i-a)}{1 - \text{Occ}(i + [\frac{a}{2}])},
\]
\[
\frac{Z^+(i)}{Z^+(i+1)} = 1 + \frac{n_1(i+a)}{1 - \text{Occ}(i + 1 + [\frac{a}{2}])}.
\]

For \( i \leq a + [\frac{a}{2}] \), there is not enough space for a particle to completely fit in the domain \([1, i - [\frac{a}{2}]-1]\), so that
\[
Z^-(i) = 1, \quad \forall i \leq a + [\frac{a}{2}] .
\]

For \( i > a + [\frac{a}{2}] \) we have
\[
Z^-(i) = \frac{Z^-(i)}{Z^-(a + [\frac{a}{2}])} = \frac{Z^-(i)}{Z^-(i-1)} \frac{Z^-(i-1)}{Z^-(i-2)} \cdots \frac{Z^-(i-[\frac{a}{2}]+1)}{Z^-(a + [\frac{a}{2}])} = \prod_{k=a+[\frac{a}{2}]+1}^{i} \left[ 1 + \frac{n_1(k-a)}{1 - \text{Occ}(k-a + [\frac{a}{2}])} \right]
\]
\[
= \prod_{k=a+[\frac{a}{2}]+1}^{i} \left[ 1 + \frac{n_1(k)}{1 - \text{Occ}(k + [\frac{a}{2}])} \right] .
\]

Similarly, for \( i > L - a - [\frac{a}{2}] \), there is not enough space for a particle to fit in the domain \([i + [\frac{a}{2}] + 1, L]\), so that
\[
Z^+(i) = 1, \quad \forall i > L - a - [\frac{a}{2}] .
\]

For \( i \leq L - a - [\frac{a}{2}] \), we have
\[
Z^+(i) = \frac{Z^+(i)}{Z^+(L - a - [\frac{a}{2}] + 1)} = \frac{Z^+(i)}{Z^+(i+1)} \frac{Z^+(i+1)}{Z^+(i+2)} \cdots \frac{Z^+(L - a - [\frac{a}{2}]+1)}{Z^+(L - a - [\frac{a}{2}])} = \prod_{k=i}^{L-a-[\frac{a}{2}]} \left[ 1 + \frac{n_1(k+a)}{1 - \text{Occ}(k+1 + [\frac{a}{2}])} \right]
\]
\[
= \prod_{k=i+a}^{L-[\frac{a}{2}]} \left[ 1 + \frac{n_1(k)}{1 - \text{Occ}(k-a+1 + [\frac{a}{2}])} \right]
\]
\[
= \prod_{k=i+a}^{L-[\frac{a}{2}]} \left[ 1 + \frac{n_1(k)}{1 - \text{Occ}(k-[\frac{a}{2}])} \right] .
\]
Using Eqs. (14), (15), (16), and (17) we can compute the partition functions, and from Eq. (2) we obtain
\[ e^{\beta[\mu-u(i)]} = \frac{Zn_1(i)}{Z^-(i)Z^+(i)}, \]
\[ \Rightarrow \beta[u(i) - \mu] = -\ln \left[ \frac{Zn_1(i)}{Z^-(i)Z^+(i)} \right], \] (18)
with \( Z = Z^-(L+1+\lfloor \frac{a}{2} \rfloor) = Z^+(-\lfloor \frac{a}{2} \rfloor) \). The chemical potential \( \mu \) can be determined from Eq. (2) if we know the average nucleosome density \( <n_1(i)>_{i \in [1,L]} \). In practice, the real average nucleosome density is hard to estimate with accuracy, and we will use \( \mu \) as a reference for all energies, and as a fitting parameter.

**Energy models**

We consider three models of nucleosome formation energies. The first model completely neglects DNA-sequence dependence of nucleosome formation and assumes that the only major energy contributions are given by external factors such as chromatin remodelers, which are responsible e.g. for generating the stereotypical nucleosome organization near the TSS of active genes. The second model is the “\( N = 2 \) position-independent model”, introduced in [Locke et al. (2010)]. Finally, the third model is a combination of the previous two.

**Sequence-independent minimal model**

For the sequence-independent model, we use the average nucleosome distribution at the TSS of active genes in order to infer the corresponding formation energy, \( u_{SI}(i) \), which can generate this distribution. We use Eq. (18) to obtain the effective energy potential generated by the action of all external factors. We assume that these factors contribute mostly near TSS, and their contribution vanishes away from TSS, so that we can eliminate the constant chemical potential from Eq. (18) by using the asymptotic value of the external potential
\[ \lim_{i \to \infty} u_{SI}(i) = 0 \Rightarrow \beta \mu = \lim_{i \to \infty} \beta[\mu - u_{SI}(i)]. \]
This way, we obtain the external potential shown in Figure 6A (black line), \( u_{SI}(i) \). This energy profile contains a potential barrier over the NDR and a potential well at the +1 nucleosome position. This suggests an anchoring mechanism that generates a strong bias for the location of +1 nucleosomes, which are known to be well-positioned in vivo.

To generate the genome-wide nucleosome distribution predicted by this model, we create an energy landscape which is flat except for 2 kb regions around the TSS of active genes, where the anchoring potential (black line in Figure 6A) is added.

**Sequence-dependent model**

The “\( N = 2 \) position-independent model” ([Locke et al. 2010] Chereji and Morozov [2011]) assumes that the sequence-dependent part of the nucleosome formation energy, \( u_{SI}(i) \), corresponding to a nucleosome that occupies the DNA sequence between nucleotides \( i - \lfloor \frac{a}{2} \rfloor \) and \( i + \lfloor \frac{a}{2} \rfloor \), depends only
on the mono- and dinucleotide counts in the nucleosomal DNA:

\[ u^{SD}(i) = \sum_{k=i-\left\lfloor \frac{a}{2} \right\rfloor}^{i+\left\lfloor \frac{a}{2} \right\rfloor} \epsilon_Sk/S_k + \sum_{k=i-\left\lfloor \frac{a}{2} \right\rfloor}^{i+\left\lfloor \frac{a}{2} \right\rfloor-1} \epsilon_SkS_{k+1}/\tilde{S}_{k+1} \tilde{S}_k \]

where \( \epsilon_Sk/S_k \) is the energy contribution of the mononucleotide pair \( S_k/\tilde{S}_k \), and \( \epsilon_SkS_{k+1}/\tilde{S}_{k+1} \tilde{S}_k \) is the energy contribution of the dinucleotide pair \( S_kS_{k+1}/\tilde{S}_{k+1} \tilde{S}_k \) (\( \tilde{S}_k \) is a nucleotide complementary to \( S_k \)). Because for each DNA sequence and its reverse complement the nucleosome formation energies are the same, \( u^{SD}(i) \) is a function of only 12 unique parameters: \( \epsilon_{A/T} \), \( \epsilon_{C/G} \), \( \epsilon_{AA/TT} \), \( \epsilon_{AC/GT} \), \( \epsilon_{AG/CT} \), \( \epsilon_{AT/AT} \), \( \epsilon_{CA/TG} \), \( \epsilon_{CC/GG} \), \( \epsilon_{CG/CG} \), \( \epsilon_{GA/TC} \), \( \epsilon_{GC/GC} \), and \( \epsilon_{TA/TA} \).

The energies in Eq. (18) can then be written as

\[ u^{SD}(i) - \mu = \sum_{k=i-\left\lfloor \frac{a}{2} \right\rfloor}^{i+\left\lfloor \frac{a}{2} \right\rfloor} \epsilon_Sk + \sum_{k=i-\left\lfloor \frac{a}{2} \right\rfloor}^{i+\left\lfloor \frac{a}{2} \right\rfloor-1} \epsilon_SkS_{k+1} - \mu \]

\[ = \left( m^i_{A/T} m^i_{C/G} m^i_{AA/TT} \cdots m^i_{TA/TA} -1 \right) \left( \begin{array}{c} \epsilon_{A/T} \\ \vdots \\ \epsilon_{TA/TA} \\ \mu \end{array} \right), \quad (19) \]

where \( \mu \) is the chemical potential and \( m^i_X/\tilde{X} \), \( m^i_{XY/Y \tilde{X}} \) are the counts of mono- and dinucleotide pairs \( X/\tilde{X} \) and \( XY/Y \tilde{X} \) in the DNA sequence containing nucleotides between \( i-\left\lfloor \frac{a}{2} \right\rfloor \) and \( i+\left\lfloor \frac{a}{2} \right\rfloor \), respectively.

For all dyad positions, \( i \), we obtain a system of \( P \) equations

\[ E - \mu = M \left( \begin{array}{c} \epsilon \\ \mu \end{array} \right), \quad (20) \]

where \( E - \mu \) is a column vector of dimension \( P \), each row containing one element \( u^{SD}(i) - \mu \) from Eq. (19). \( \left( \begin{array}{c} \epsilon \\ \mu \end{array} \right) \) is the column vector of fitting parameters from Eq. (19), and \( M \) is a \( P \times 13 \) matrix with mono- and dinucleotide counts, and -1’s in the last column. Using Eqs. (20), we obtain the energy parameters \( \epsilon \) and \( \mu \) by a least-squares fit.

Because in every DNA sequence the number of mononucleotides is equal to the length of the sequence and the number of dinucleotides is equal to the length of the sequence minus one, the columns of the matrix \( M \) are not linearly independent: two columns can be expressed as a linear combination of the others. To make the set of fitted parameters unique, we impose the following constraints

\[ \epsilon_{A/T} + \epsilon_{C/G} = 0, \]
\[ \epsilon_{AA/TT} + \epsilon_{AC/GT} + \epsilon_{AG/CT} + \epsilon_{TA/TA} = 0, \]

as explained in Chereji and Morozov (2011).
**Full model**

We also construct a third model in which the full nucleosome formation energy is the sum of the sequence-independent energy, $u^{SI}$, and the sequence-dependent energy, $u^{SD}$. After fitting the “$N = 2$ position-independent model” described above, we add $u^{SI}$ and $u^{SD}$. The results of all three models considered above are shown in Supplemental Figure S8.
Differential MNase-seq

MNase digestion of chromatin of Drosophila embryos was performed as previously described (Pestesch and Lis, 2008), with several modifications. Briefly, 2 g of embryos collected overnight were homogenized in 5 ml of buffer A1 (60 mM KCl, 15 mM NaCl, 4 mM MgCl2, 15 mM HEPES pH 7.6, 0.5 mM DTT, 0.5% Triton X-100, protease inhibitors) containing 2% of formaldehyde, and crosslinked for 15' at room temperature. Reaction was stopped by adding 1M of glycine to a final concentration of 225 mM followed by 5' incubation. Cross-linked nuclei were filtered through Miracloth (475855, EMD Millipore), loaded on top of the sucrose cushion (0.3 M sucrose in buffer A1) and centrifuged at 700 g, 4°C for 5'. Nuclei were washed 2X in buffer A1, 2X in buffer D (25% glycerol, 5 mM Mg Acetate, 50 mM Tris pH 8.0, 0.1 mM EDTA, 5 mM DTT) and re-suspended in 1 ml of buffer MN (60 mM KCl, 15 mM NaCl, 15 mM Tris pH 7.4, 0.5 mM DTT, 0.25 M sucrose, 1.0 mM CaCl2).

Micrococcal nuclease (MNase) digestion of chromatin was performed by the addition of 10 (MNaseLOW) to 250 (MNaseHIGH) total units of MNase (70196Y, Affymetrix) to 200 μl of isolated nuclei. Following 10' of incubation at 25°C, the reactions were stopped with EDTA and SDS added to final concentrations of 12.5 mM and 0.5% respectively. MNase-digested DNA was de-crosslinked by incubation in elution buffer containing 1% SDS, 0.5 mg/ml Proteinase K, 0.1 M NaHCO3 for 2 h at 37°C and 16 h at 65°C, purified with QIAquick PCR Purification kit (28106, Qiagen), and analysed on 2% agarose gel. DNA fragments corresponding to mononucleosome (~147 bp) were excised from the gel and purified for further analysis.

A similar protocol was used for MNase digestion of chromatin from ~ 2 x 10⁸ Drosophila S2 cells. For S2 cells, DNA fragments corresponding to mononucleosome (~147 bp) and dinucleosome (~300-350 bp) were isolated on a gel. Libraries for Illumina sequencing were prepared from 10 ng of DNA by Service XS (Netherlands) with Illumina kits, or in-house with SureSelect kit (G9691A, Agilent) starting from the end-repair step. For the input controls, libraries from sonicated or MNase-digested genomic DNA were prepared. Library quality was assessed on Bioanalyzer using the DNA1000 kit (5067-1504, Agilent). Libraries were paired-end sequenced (2 x 25 bp or 2 x 50 bp) on Illumina HiSeq 2000.

Differential MNase-ChIP-seq

For MNaseHIGH-ChIP-seq, 1 ml of nuclei was prepared from 2 g of Drosophila embryos as described above, followed by the complete digestion of chromatin to mononucleosomes with 250 U of MNase per 200 μl of nuclei for 10' at 25°C. After that, nuclei were immediately lysed for 10' at 4°C by the addition of equal volume of 2X ChIP lysis buffer (2% SDS, 20 mM EDTA, 100 mM Tris-HCl pH 8.1, 0.2 mM PMSF), and stored at -80°C before use.

For MNaseLOW-ChIP-seq, 12 ml of nuclei were prepared from 50 g of Drosophila embryos, followed by the digestion of chromatin with 10 U of MNase per 200 μl of nuclei for 10' at 25°C. After the reaction was stopped, nuclei were collected by centrifugation at 9000 g for 10' at 4°C and lysed for 1 hour at 4°C in 6 ml of a buffer containing 0.5 M NaCl, 10 mM HEPES pH 7.6, 1 mM EDTA and 0.2 mM of protease inhibitor PMSF. Lysed nuclei were spun at 15000 g for 15' at 4°C and supernatant containing soluble chromatin was loaded onto the 5-30% sucrose gradient prepared on Gradient Master (Biocomp). Molecular weight fractions were formed by centrifugation at 26000 rpm for 16 h at 4°C in SW 40 Ti swing rotor. 1 ml fractions were collected and 200 μl aliquots were de-crosslinked and analysed on a 2% agarose gel. Fractions containing mononucleosomes were used for chromatin immune-precipitation (ChIP).
ChIPs were performed as previously described (Moshkin et al., 2012). In brief, lysed nuclei from MNase\textsuperscript{HIGH} digestion or isolated mononucleosomes from MNase\textsuperscript{LOW} digestion experiments were diluted with 10 volumes of ChIP dilution buffer (1% Triton X-100, 150 mM NaCl, 2 mM EDTA, 20 mM Tris-Cl pH 8,1, 0.2 mM PMSF), incubated with ChIP-grade antibodies against histone H3 (ab1791, Abcam) or H2B (Moshkin et al., 2012) overnight at 4°C, and precipitated with pre-blocked protein A agarose (16-157, EMD Millipore). Following extensive washes: 3 times with a buffer containing 0.1% SDS, 1% Triton X-100, 2 mM EDTA, 20 mM Tris-Cl pH 8.1 and 150 mM NaCl and once with a similar buffer containing 500 mM NaCl, DNA was de-crosslinked and purified with QIAquick PCR Purification kit (28106, QIAgen). DNA libraries for Illumina sequencing were prepared as above.
Figure S1. Length distributions of sequenced DNA fragments in MNase-seq and control experiments, and nucleosome distributions in the vicinity of TSS and TTS. (A,B) Length distribution of mononucleosomal MNase\textsuperscript{HIGH} (A) and MNase\textsuperscript{LOW} (B) DNA fragment lengths prepared from Drosophila embryos (Figure 1B), as determined by paired-end sequencing (MNase-seq). Consistently, average fragment lengths are $\sim 145$ bp and $\sim 165$ bp for MNase\textsuperscript{HIGH}-seq and MNase\textsuperscript{LOW}-seq, respectively. For further analysis fragments of $145 \pm 30$ bp and $165 \pm 30$ bp were retained in MNase\textsuperscript{HIGH} and MNase\textsuperscript{LOW} experiments, respectively (grey bars). (C) Fragment length distribution of genomic (nucleosome-free) DNA digested with MNase. (D) Fragment length distribution of sonicated genomic DNA. For each experiment in (A-D), two independent biological replicates were analyzed. (E,F) Averaged plots of MNase\textsuperscript{HIGH} (red curve) normalized nucleosome dyad profiles in comparison to dyad profiles of MNase-digested (blue curve) and sonicated (green curve) genomic DNA aligned at TSS (E) and TTS (F). Note that all fragment lengths were retained in genomic control experiments.
**Figure S2.** MNase digestion of *Drosophila* embryo chromatin followed by immunoprecipitation (MNase-ChIP-seq). (A) An outline of MNase-ChIP-seq nucleosome profiling. As in Figure 1A, chromatin of 0-12 hour *Drosophila* embryos was partially or completely digested with low and high concentrations of MNase (MNase<sub>LOW</sub> and MNase<sub>HIGH</sub>, respectively). Mononucleosomes obtained from the complete digestion (MNase<sub>HIGH</sub>) were precipitated with anti-H2B or anti-H3 antibodies, and the resulting DNA fragments were sequenced using paired-end reads (MNase<sub>HIGH</sub>-ChIP-seq, left panel). Mono- and oligonucleosomes obtained from the partial digestion (MNase<sub>LOW</sub>) were first separated according to molecular weight by sucrose gradient fractionation. The resulting fractions were analysed on an agarose gel, and the fraction containing mononucleosomes was used for ChIP-seq with anti-H2B or anti-H3 antibodies (MNase<sub>LOW</sub>-ChIP-seq, right panel). (B,C) Length distributions of mononucleosomal MNase<sub>HIGH</sub>-ChIP-seq (B) and MNase<sub>LOW</sub>-ChIP-seq (C) DNA fragments, as determined by paired-end sequencing. For each experiment, two independent biological replicates were analyzed. A sizable number of fragments in MNase<sub>HIGH</sub>-ChIP-seq and MNase<sub>LOW</sub>-ChIP-seq experiments were shorter than 147 bp, suggesting that these nucleosomes were either unwrapped or partially disassembled. For further analysis we used fragments of 145 ± 30 bp (MNase<sub>HIGH</sub>-ChIP-seq) and 165 ± 30 bp (MNase<sub>LOW</sub>-ChIP-seq), as in Figure S1 (lighter grey bars). In addition, we considered shorter fragments of 95 ± 20 bp (MNase<sub>HIGH</sub>-ChIP-seq) and 105 ± 30 bp (MNase<sub>LOW</sub>-ChIP-seq) in H3 experiments (darker grey bars).
**Figure S3.** Caption on the next page.
Figure S3. Distributions of nucleosomes identified by MNase-ChIP-seq in the vicinity of TSS and TTS, and genome-wide correlations between nucleosome occupancy profiles for Drosophila embryos and S2 cells. Occupancy profiles derived from MNase$^{\text{HIGH}}$ and MNase$^{\text{LOW}}$-ChIP-seq with anti-H2B or anti-H3 antibodies for Drosophila embryos are labelled MNase$^{\text{HIGH}}$-ChIP$^{\text{H2B}}$, MNase$^{\text{HIGH}}$-ChIP$^{\text{H3}}$, MNase$^{\text{LOW}}$-ChIP$^{\text{H2B}}$, and MNase$^{\text{LOW}}$-ChIP$^{\text{H3}}$ (subscripts indicate the range of DNA fragment lengths used in creating each profile). Occupancy profiles determined by MNase-seq are labelled MNase$^{\text{HIGH}}$ and MNase$^{\text{LOW}}$; 1n and 2n indicate mono- and dinucleosomes, respectively. (B) Averaged plots of MNase$^{\text{HIGH}}$-seq and MNase$^{\text{HIGH}}$-ChIP-seq nucleosome dyad profiles aligned at TSS (left panel) and TTS (right panel). Nucleosome profiles are labelled as in (A). (C) Averaged plots of MNase$^{\text{LOW}}$-seq and MNase$^{\text{LOW}}$-ChIP-seq nucleosome dyad profiles aligned at TSS (left panel) and TTS (right panel). Nucleosome profiles are labelled as in (A). (D) Heat maps of MNase$^{\text{LOW}}$-ChIP$^{\text{H3}}$-seq normalized nucleosome dyad profiles around TSS and TTS for long (165 ± 30 bp) and short (115 ± 30 bp) DNA fragments. Genes are ordered by their expression levels from high (top) to low (bottom) using RNA-seq data for Drosophila embryos from modENCODE (www.modencode.org) (Gerstein et al., 2014). Horizontal white lines separate active and silent genes.
Figure S4. Mapping of nucleosome positions in *Drosophila* S2 cells. (A) The nucleosome profile at low MNase concentration is reconstructed by sequencing both mono- and di-nucleosomal DNA fragments (blue and green rectangles on the agarose gel). The nucleosome profile at high MNase is based on mononucleosomal DNA fragments (red rectangle on the agarose gel). (B-D) Distributions of mononucleosomal DNA fragment lengths at high MNase concentration (B; MNase\textsuperscript{HIGH} 1n at 18°C and 27°C), low MNase concentration (C; MNase\textsuperscript{LOW} 1n at 27°C), and of dinucleosomal DNA fragment lengths at low MNase concentration (D; \textsuperscript{LOW} 2n at 27°C). For each experiment except MNase\textsuperscript{HIGH} 1n at 18°C, two independent biological replicates were analysed, and the data from both replicates was combined for further analysis. The average fragment lengths were \(~145\) bp and \(~165\) bp in MNase\textsuperscript{HIGH}-seq and MNase\textsuperscript{LOW}-seq experiments respectively, and \(~345\) bp with dinucleosomal DNA. For further analysis, DNA fragments of 145 ± 30 bp were selected for MNase\textsuperscript{HIGH} 1n, 165 ± 30 bp for MNase\textsuperscript{LOW} 1n, and 350 ± 50 bp for MNase\textsuperscript{LOW} 2n (grey bars).
Figure S5. MNase-sensitive and MNase-resistant nucleosomes are associated with distinct sequence motifs. (A-G) Same as (A-G) in Figure 3 but for 0-12 h embryonic cells.
Figure S6. Nucleosome organization around coding regions in *Drosophila* S2 cells follows bimodality of gene expression levels. (A) Gene expression levels (RNA-seq data for Drosophila S2 cells, Methods) show a bimodal distribution: active and silent genes are separated by a dashed vertical line. (B) Averaged plots of MNase\(^{\text{HIGH}}\) 1n, MNase\(^{\text{LOW}}\) 1n, MNase\(^{\text{LOW}}\) 2n and MNase\(^{\text{LOW}}\) 1n + 2n normalized nucleosome dyad profiles aligned at TSS, for active and silent genes. (C) Heat maps of MNase\(^{\text{HIGH}}\) 1n, MNase\(^{\text{LOW}}\) 1n, MNase\(^{\text{LOW}}\) 2n and MNase\(^{\text{LOW}}\) 1n + 2n normalized nucleosome dyad profiles around TSS. Genes were ordered by their expression levels from high (top) to low (bottom) as in (A). Vertical dashed lines mark TSS and TTS positions; horizontal lines mark the boundary between active and silent genes.
Figure S7. Caption on the next page.
Figure S7. Nucleosome organization and histone turnover rates. (A) Heat maps of MNase\textsuperscript{HIGH} 1n, MNase\textsuperscript{LOW} 1n, MNase\textsuperscript{LOW} 2n and MNase\textsuperscript{LOW} 1n+2n normalized nucleosome dyad profiles around TSS, for active genes sorted by histone turnover rates (Teves and Henikoff, 2014). Active genes in Drosophila S2 cells (Figure S6A), which exhibit nucleosome phasing around TSS, were sorted according to the average histone turnover rates in the [TSS, TSS + 250] region (Teves and Henikoff, 2014) (histone turnover rates decrease from top to bottom), and split into three equal-size tertiles. (B) Averaged plots of MNase\textsuperscript{HIGH} 1n, MNase\textsuperscript{LOW} 1n, MNase\textsuperscript{LOW} 2n and MNase\textsuperscript{LOW} 1n+2n normalized nucleosome occupancy profiles aligned at TSS, for the three tertiles from (A). (C) Heat map of histone turnover rates (Teves and Henikoff, 2014) in the vicinity of TSS. (D,E) Heat maps of Pol II binding around TSS identified by GRO-seq (Core et al., 2012) (D; polymerase positions plotted) and ChIP-seq (Core et al., 2012) (E; fragment coverage plotted), for active genes sorted as in (A). (F) Average histone turnover rates for the three tertiles from (A). (G,H) Averaged plots of Pol II binding aligned by TSS, based on GRO-seq (G) and ChIP-seq (H) data, for the three tertiles from (A).
Figure S8. Including external nucleosome anchoring potential improves predictive power of the model. Box plots of Pearson’s correlation coefficients obtained by considering genomic regions with phased arrays of nucleosomes ([TSS-500, TSS+1000] for active genes) in *Drosophila* S2 cells. (A) Correlations between predicted and observed dyad density profiles for a range of chemical potentials (histone octamer concentrations). (B) Correlations between predicted and observed nucleosome occupancy profiles. Predictions were made using a sequence-dependent model, a sequence-independent model (black line in Figure 6A), and a full model in which the sequence-dependent and sequence-independent contributions are combined (Supplemental Methods). Box plots indicate median correlation (green lines), the 25th and 75th percentiles (boxes), the range of the correlation coefficients not considered outliers (black dashed lines), and outliers (red crosses). Data points are considered outliers if they are larger than $q_3 + 1.5(q_3 - q_1)$ or smaller than $q_1 - 1.5(q_3 - q_1)$, where $q_1$ and $q_3$ are the 25th and 75th percentiles, respectively.
**Supplemental Tables**

**Table S1.** Summary of paired-end sequencing data. Occupancy correlation refers to the genome-wide linear correlation coefficient between Replicate 1 and Replicate 2 nucleosome occupancy profiles.

| Cell type       | Sample                      | Number of reads | Occupancy correlation |
|-----------------|-----------------------------|-----------------|-----------------------|
|                 |                             | Replicate 1     | Replicate 2          |
| Embryo 0-12h    | MNase\(^{HIGH}\) 1n        | 7,225,834       | 5,216,329             | 0.74                  |
|                 | MNase\(^{HIGH}\)-ChIP\(^{H2B}\)\(_{115-175}\) | 11,403,635     | 7,418,349             | 0.80                  |
|                 | MNase\(^{HIGH}\)-ChIP\(^{H3}\)\(_{115-175}\) | 7,454,787      | 5,999,965             | 0.78                  |
|                 | MNase\(^{HIGH}\)-ChIP\(^{H3}\)\(_{75-115}\) | 7,590,548      | 5,139,287             | 0.67                  |
|                 | MNase\(^{LOW}\) 1n        | 8,904,331       | 5,270,102             | 0.73                  |
|                 | MNase\(^{LOW}\)-ChIP\(^{H2B}\)\(_{115-175}\) | 6,979,970      | 5,270,652             | 0.72                  |
|                 | MNase\(^{LOW}\)-ChIP\(^{H3}\)\(_{115-175}\) | 2,227,814      | 4,830,926             | 0.67                  |
|                 | MNase\(^{LOW}\)-ChIP\(^{H3}\)\(_{75-115}\) | 2,605,103      | 2,575,409             | 0.53                  |
| S2 cells        | MNase\(^{HIGH}\) 1n        | 48,999,334      | 35,595,140            | 0.94                  |
|                 | MNase\(^{LOW}\) 1n        | 54,222,987      | 21,435,444            | 0.92                  |
|                 | MNase\(^{LOW}\) 2n        | 12,372,555      | 11,444,587            | 0.78                  |
| S2 cells in 18 °C | MNase\(^{HIGH}\) 1n | 3,435,272       |                 |                     |
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