Artificial Intelligence Enhances Diagnostic Flow Cytometry Workflow in the Detection of Minimal Residual Disease of Chronic Lymphocytic Leukemia
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Simple Summary: Flow cytometric immunophenotyping is critical in detecting minimal residual disease (MRD) in patients with chronic lymphocytic leukemia (CLL). However, flow cytometric analysis is complicated and time-consuming. Herein, we evaluated the performance of a deep neural network (DNN) in detecting CLL MRD and whether it could improve the diagnostic workflow in a clinical laboratory setting. Our findings demonstrated that a hybrid DNN approach had high accuracy in detecting CLL MRD; it standardized the gating strategy and dramatically reduced gating time, and it could be fully integrated into the existing clinical laboratory.

Abstract: Flow cytometric (FC) immunophenotyping is critical but time-consuming in diagnosing minimal residual disease (MRD). We evaluated whether human-in-the-loop artificial intelligence (AI) could improve the efficiency of clinical laboratories in detecting MRD in chronic lymphocytic leukemia (CLL). We developed deep neural networks (DNN) that were trained on a 10-color CLL MRD panel from treated CLL patients, including DNN trained on the full cohort of 202 patients (F-DNN) and DNN trained on 138 patients with low-event cases (MRD < 1000 events) (L-DNN). A hybrid DNN approach was utilized, with F-DNN and L-DNN applied sequentially to cases. “Ground truth” classification of CLL MRD was confirmed by expert analysis. The hybrid DNN approach demonstrated an overall accuracy of 97.1% (95% CI: 84.7–99.9%) in an independent cohort of 34 unknown samples. When CLL cells were reported as a percentage of total white blood cells, there was excellent correlation between the DNN and expert analysis [r > 0.999; Passing–Bablok slope = 0.997 (95% CI: 0.988–0.999) and intercept = 0.001 (95% CI: 0.000–0.001)]. Gating time was dramatically reduced to 12 s/case by DNN from 15 min/case by the manual process. The proposed DNN demonstrated high accuracy in CLL MRD detection and significantly improved workflow efficiency. Additional clinical validation is needed before it can be fully integrated into the existing clinical laboratory practice.
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1. Introduction

The level of minimal residual disease or measurable residual disease (MRD) in chronic lymphocytic leukemia (CLL) patients following therapy has been established as an independent prognostic factor for both progression-free survival and overall survival [1–3]. Therapeutic approaches for CLL have dramatically improved over the recent years, with
the introduction of very effective targeted therapies [4–7]. The MRD in CLL patients is increasingly being used as a surrogate endpoint to assess the efficacy of CLL therapy [8,9].

Flow cytometry (FC) is an indispensable tool for the diagnosis, classification and monitoring of hematologic neoplasms because it enables rapid identification and semi-quantification of an abnormal cell population [10]. Currently, FC serves as a fundamental strategic tool to monitor MRD in several hematologic malignancies [11–16]. FC identification of CLL cells has conventionally relied upon “difference from normal” and “leukemia-associated immunophenotype” approaches. The presence of CD5 and CD23, dim expression of CD20, dim surface immunoglobulin light chain (κ or λ) restriction, and bright expression of CD200, compared to normal mature B cells, are the main distinguishing features of CLL cells [17–21]. Demonstration of CD19/CD5 co-expression along with additional markers provides added value, particularly in atypical cases, as well as improved sensitivity ($10^{-4}$–$10^{-5}$) needed for MRD testing [13,22]. In the clinical laboratory, FC typically relies on manual gating of cell populations and interpretation of cell distribution on two-dimensional dot plots, which require expertise by clinical laboratory staff and pathologists. FC application for MRD testing suffers from a myriad of limiting factors for widespread adoption, including the difficulty of standardization and the complexity of the data analysis stage, where the gating step constitutes its major bottleneck. Computer-assisted analysis of clinical FC data is emerging as an objective, accurate, and easy-to-use approach in the flow cytometry laboratory.

Computational algorithms are capable of extracting subtle features in relevant FC data to make highly accurate predictions and enable fast and objective visualization of cell populations. Dimensionality reduction and clustering are two key computational methods for clinical FC data analysis. Clustering algorithms group cells based on similarity of expression patterns and the applicability of machine learning in FC to recapitulate manual gating was previously established using the critical assessment of population identification (FlowCAP) method [23]. Dimensionality reduction allows for two-dimensional visualization of the multidimensional FC data and reduces data size. Uniform manifold approximation and projection for dimension reduction (UMAP) is an example of dimensionality reduction [24–26]. The two approaches reported objectivity and accuracy in clinical FC analysis, mainly for cell classification [27]. Recently, automated flow cytometric MRD assessment has been reported in B lymphoblastic leukemia (B-ALL) and acute myeloid leukemia (AML) [25,28]. Through a supervised machine learning approach using a combination of multiple Gaussian Mixture Models (GMM) as a parametric density model, the automated ALL MRD assessment showed a high correlation with expert-based quantification (F1-scores > 0.5 in more than 95% of samples) [28]. A semi-supervised approach based on UMAP algorithm was deployed for AML MRD detection with a median F1-score of 0.794 [25].

Here we sought to develop a deep neural network (DNN) approach for an automated analysis pipeline with the human in the loop for cell classification and quantification of CLL MRD in a clinical laboratory setting.

2. Materials and Methods
2.1. Study Cohort and Flow Cytometry Analysis

The study was approved by the Mayo Clinic Institutional Review Board. For model training, validation, and testing, samples collected from 202 consecutive CLL patients status post-therapy between February 2020 to May 2021 were evaluated for the presence of MRD in peripheral blood and bone marrow specimens (herein referred to as the development cohort). An independent clinical evaluation cohort comprising 34 “unknown” specimens were used to evaluate the final proposed workflow that incorporated the trained DNN models; 9 of these specimens with high numbers of abnormal CLL cells were additionally used to perform serial dilution studies by spiking into 20 normal (CLL-free) peripheral blood or bone marrow specimens at targeted clonal percentages of 0.02%, 0.002%, and/or 0.001% of white blood cell events.
FC study was performed using a single-tube 10-color CLL MRD panel consisting of CD5-BV480, CD19-PE-Cy7, CD20-APC-H7, CD22-APC, CD38-APC-R700, CD43-BV605, CD45-PerCP-Cy5.5, CD200-BV421, Kappa-FITC, and Lambda-PE. Except for the Kappa and Lambda antibodies (Dako, Carpinteria, CA, USA), all other fluorochrome-conjugated antibodies were from BD Biosciences, San Jose, CA, USA. Specimens were processed and stained using a routine lyse/wash/stain procedure as previously described [29]. A total of 1.2 × 10^6 events per analysis tube were acquired on a FACSLyric flow cytometer (BD Biosciences, San Jose, CA, USA), and data were processed using Infinicyt software (Cytognos, Salamanca, Spain).

2.2. “Ground Truth” Classification of CLL MRD

“Ground truth” gating of event classes and the classification of CLL MRD-positive and MRD-negative status was performed by one trained expert using Infinicyt software (Cytognos, Spain). The development cohort comprised 143 CLL MRD-positive samples and 60 CLL MRD-negative samples, while the independent clinical evaluation cohort comprised 25 CLL MRD-positive samples and 9 CLL MRD-negative samples. The minimum number of events that can reliably be used to define an immunophenotypic abnormal population of CLL cells is 20 [13,22]. The laboratory-established analytic sensitivity of the assay is 0.002%, using a minimum of 20 events to define an abnormal population out of 1 million analyzed events. Gated cell populations from each specimen were provided to the DNN as individual FCS files. Raw, uncompensated data were used based on prior investigations demonstrating the robustness of the DNN approach to the presence of spectral overlap and equivalent performance with both uncompensated and compensated data [30].

2.3. Deep Neural Network (DNN)

A fully connected DNN with an input layer accepting light scatter properties (3 channels) and fluorescent channels (10 channels) from the CLL MRD tube (13 total channels) followed by three fully connected hidden layers (64, 128, and 64 nodes) and an output layer comprising 14 classes (abnormal cells [i.e., CLL cells], aggregates, B cells, basophils/dendritic cells, blasts, debris, erythroblasts, granulocytes, hematogones, monocytes, NK cells, plasma cells, T cells, and unknown), was trained with an overall cost target of <0.08 (Python 3.7 using Tensorflow and Keras) [28]. The choice of 3 hidden layers was based on earlier development work using a different use case [30] and observations of another group that used principal components analysis to study the optimal number of hidden layers in a DNN [31]. Rectified linear unit (ReLU) and softmax activation functions were used with a categorical cross-entropy loss function and Adam optimizer for the training and optimization of the classifiers. Softmax activation function and categorical cross-entropy are standard techniques used for multi-class problems, where the classes are mutually exclusive [32]. ReLU enables the more efficient training of deeper networks, compared to the commonly-used activation functions before 2011, for instance, the sigmoid or the hyperbolic tangent. ReLU is six times faster than other well-known activation functions and is one of the most commonly used activation functions in DNNs [33]. Studies have also shown that using the Adam optimizer improves the performance of wide and deep neural networks [34]. Based on our earlier development work, dropout regularization did not optimize DNN performance, so dropout layers were not included (data not shown). The DNN was trained, validated, and tested on the FCS files using a randomly selected sample of total events (n = 256,772,844) in an 80:10:10% ratio. Table 1 reflects the relative proportions for populations of interest.
Table 1. Performance metrics of the F-DNN for cell populations of interest using the test cohort (n = 25,671,598 events from 202 unique cases). Accuracy, sensitivity, specificity, PPV, and NPV are presented as dimensionless ratios.

| Population       | TP      | TN      | FP      | FN      | Accuracy | Sensitivity | Specificity | PPV    | NPV    | F1    |
|------------------|---------|---------|---------|---------|----------|-------------|-------------|--------|--------|-------|
| CLL cells        | 1,316,803 | 24,331,391 | 13,539 | 9865    | 0.9991   | 0.9926      | 0.9994      | 0.9898 | 0.9996 | 0.9912 |
| Polytropic B cells | 195,925 | 25,464,627 | 6382   | 4464    | 0.9996   | 0.9777      | 0.9997      | 0.9675 | 0.9998 | 0.9726 |
| Hematogones      | 93,642  | 25,569,274 | 3298   | 3384    | 0.9977   | 0.9651      | 0.9998      | 0.9465 | 0.9999 | 0.9537 |
| Plasma cells     | 11,033  | 25,654,446 | 2914   | 3205    | 0.9998   | 0.7749      | 0.9999      | 0.7911 | 0.9999 | 0.7829 |
| T cells          | 2,697,327 | 22,909,067 | 37,470 | 27,734  | 0.9975   | 0.9897      | 0.9998      | 0.9863 | 0.9988 | 0.9881 |
| Aggregates       | 1,739,028 | 23,610,304 | 149,637| 172,629 | 0.9975   | 0.9897      | 0.9998      | 0.9863 | 0.9988 | 0.9881 |
| Debris           | 3,611,475 | 21,611,955 | 307,263| 224,742 | 0.9793   | 0.9855      | 0.9697      | 0.9803 | 0.9777 | 0.9829 |
| Other cell Categories | 15,297,918 | 9,841,675 | 307,263| 224,742 | 0.9793   | 0.9855      | 0.9697      | 0.9803 | 0.9777 | 0.9829 |

The DNN was initially trained with the training data set (80% of randomly selected total events), which will be referred to as the full cohort DNN (F-DNN) (n = 205,423,330 events from 202 cases). For optimization of performance in cases with low MRD cell counts (MRD < 1000 events), a second DNN was trained with a subset of samples (n = 145,748,173 events from 138 cases) that had low MRD cell count, referred to as the “low-count DNN” (L-DNN).

2.4. Statistical Analysis

DNN inferences for the test events in the development cohort and the independent clinical evaluation cohort (“unknown” samples) were compared to the expert ground truth classification, and the DNN performance for each event class was evaluated using the area under the receiver operating curve (AUC), sensitivity (recall), specificity, positive predictive value (precision), negative predictive value, and F1 score (general quality of discriminator) [Python 3.7 and Microsoft R Open]. To aid in the interpretation of tables and figures, the following classes were combined into a single category called “Other cell categories”: basophils/dendritic cells, blasts, erythroblasts, granulocytes, monocytes, NK cells, and unknown events. Exact binomial confidence intervals (95%) are shown for proportions.

When comparing the number of abnormal CLL cells (# CLL events) at the individual case level using test events from the development cohort, it was necessary to upsample the events since test events represented approximately only 10% of all case events. For upsampling, the number of abnormal CLL cells was first expressed as a percentage of total white blood cells (WBC) and then normalized to a total case WBC count of 1 million, which is the typical number of WBCs retained after removal of time errors, aggregates and debris.

Robust non-parametric (Passing-Bablok) regression was used to compare the DNN inferences for a total number of abnormal CLL events (# CLL events) and a percentage of abnormal CLL events of total white blood cells (% WBCs) with the expert analysis [Microsoft R Open]. Infinicyt software was used for visual comparison of populations of interest between the DNN inference and the expert gating. For the serially diluted samples, the proposed workflow was utilized to determine the absolute error (delta) for cases with CLL MRD events < 1000, and the proportionate error (% error) for cases with CLL MRD events ≥ 1000, for the total abnormal clonal cell population inference per unknown sample versus the expert analysis. The level of significance (α) was chosen as 0.05.

3. Results

3.1. Initial DNN Training and Performance

The DNN was trained using 80% of events in the development cohort (F-DNN) and reached the pre-specified cost target (0.079) in 2281 epochs. Population-specific performance metrics of the F-DNN for test events in the development cohort are shown in Table 1 and the confusion matrix of F-DNN inferences versus “ground truth” labels is shown in the Supplementary Materials, Table S1. Abnormal (CLL) cells were detected with a sensitivity of 99.3% and a specificity above 99.9%; the AUC for abnormal cells was greater than...
0.999. The F-DNN demonstrated an AUC ≥ 0.996 for other cell classes of interest in the development cohort (Figure 1A).
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**Figure 1.** Receiver operating characteristic (ROC) curves for relevant cell classes in the test cohort for the (A) F-DNN network and (B) L-DNN network, with corresponding area under ROC (AUC). CLL: chronic lymphocytic leukemia. Other cell categories include granulocytes, monocytes, natural killer (NK) cells, blasts, erythroblasts, basophils, and dendritic cells; these populations were identified as individual classes by the DNN but combined into a single category for visualization purposes.

At the sample/case level in the development cohort (test events only), F-DNN inferences showed excellent correlation with the expert abnormal CLL event counts (Pearson correlation coefficient, r > 0.99, Figure 2A), except at abnormal CLL event counts less than 1000 (r = 0.70, Figure 2B). Although the slope of the Passing–Bablok regression line was close to 1 (slope = 1.001, 95% CI: 0.998–1.001), the intercept of 74.000 (95% CI: 60.831–93.835) was significant for cases with low abnormal CLL event counts.
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**Figure 2.** Cont.
3.2. DNN Optimization

For further optimization, a separate DNN with similar architecture to the F-DNN was trained using cases with CLL MRD events < 1000 (L-DNN). The training dataset included most of the cases (138 of 202) and a total of 145,748,173 events. The L-DNN trained network showed a higher specificity for abnormal cells (>99.9%) with a sensitivity of 80.8% for the test events in the development cohort. Population-specific performance metrics of the L-DNN for this subset of test events in the development cohort are shown in Table 2, and the confusion matrix of L-DNN inferences versus “ground truth” labels is shown in Figure 3. Similar to the F-DNN, the L-DNN demonstrated an AUC ≥ 0.96 for all cell classes of interest in this subset of test events in the development cohort (Figure 1B).

Table 2. Performance metrics of the L-DNN for cell populations of interest using the test cohort (n = 18,212,266 events from 138 unique cases). Accuracy, sensitivity, specificity, PPV, and NPV are presented as dimensionless ratios.

| Population    | TP   | TN   | FP   | FN   | Accuracy | Sensitivity | Specificity | PPV   | NPV   | F1          |
|---------------|------|------|------|------|----------|-------------|-------------|-------|-------|-------------|
| CLL cells     | 1358 | 18,210,402 | 184  | 322  | 1.0000   | 0.8083      | 1.0000      | 0.8807 | 1.0000 | 0.8430      |
| Polytypic B cells | 177,419 | 18,027,561 | 4405 | 2881 | 0.9996   | 0.9840      | 0.9998      | 0.9758 | 0.9998 | 0.9799      |
| Hematogones   | 70,908 | 18,135,313 | 3494 | 2551 | 0.9997   | 0.9653      | 0.9999      | 0.9530 | 0.9999 | 0.9591      |
| Plasma cells  | 10,749 | 18,196,392 | 2426 | 2699 | 0.9997   | 0.7993      | 0.9999      | 0.9159 | 0.9999 | 0.8075      |
| T cells       | 1,943,032 | 16,226,465 | 23,739 | 19,030 | 0.9977   | 0.9903      | 0.9985      | 0.9879 | 0.9988 | 0.9891      |
| Aggregates    | 1,213,909 | 16,810,440 | 82,813 | 105,104 | 0.9897   | 0.9203      | 0.9951      | 0.9361 | 0.9938 | 0.9283      |
| Debris        | 2,585,138 | 15,324,944 | 145,941 | 156,243 | 0.9834   | 0.9430      | 0.9906      | 0.9466 | 0.9899 | 0.9448      |
| Other cell categories | 11,750,260 | 6,094,852 | 196,491 | 170,663 | 0.9798   | 0.9857      | 0.9688      | 0.9836 | 0.9728 | 0.9846      |

The L-DNN demonstrated an improved correlation with the expert analysis at abnormal CLL event counts less than 1000 (r = 0.96) (Figure 2C). For CLL MRD status designation,
a hybrid DNN approach was utilized, whereby both the F-DNN and L-DNN were applied sequentially to cases; F-DNN was applied to all cases and L-DNN was applied only to cases with low-count MRD (<1000 events) predicted by F-DNN (Figure 3). This hybrid DNN workflow resulted in excellent correlation throughout the analyzed range (r > 0.99) with a Passing–Bablok regression slope of 0.998 (95% CI: 0.995–1.000) and the intercept of 0.000 (95% CI: 0.000–0.046) (Figure 2D).

Figure 3. Proposed approach to apply F-DNN on all cases followed by L-DNN on cases with < 1000 abnormal events.

3.3. Performance of Hybrid DNN Approach in Independent Clinical Evaluation Cohort

An independent cohort of 34 unknown samples was utilized for clinical evaluation of the final proposed workflow that incorporated the trained DNN models. These samples were randomly selected from 34 CLL patients that were collected between 2020 to 2022. The samples for flow cytometric testing were prepared by different technologists, run on three FACSLyric flow cytometers, and analyzed by three experts. A variety of lots of flow cytometric reagents, including antibodies, were used for testing over that time frame. Using an event threshold of 20 abnormal CLL events, the expert gating identified CLL MRD ranged from 0–98% with a median of 1.851%. The hybrid DNN approach demonstrated an overall accuracy of 97.1% (95% CI: 84.7–99.9%), with a sensitivity of 100.0% (95% CI: 86.3–100.0%), specificity of 88.9% (95% CI: 51.8–99.7%), positive predictive value of 96.2% (80.4–99.9%), and negative predictive value of 100% (63.1–100%) (Table 3).

Table 3. CLL MRD status designation comparison between expert-gated (ground truth) and DNN-gated cases in the independent validation cohort (34 unknown cases, excluding serial dilution samples).

| Expert | CLL MRD− | CLL MRD+ |
|--------|---------|---------|
| DNN    | 8       | 0       |
|        | 1       | 25      |
| Accuracy (%) | 97.1 (84.7–99.9) | 100.0 (86.3–100.0) |
| Sensitivity (%) | 100.0 (86.3–100.0) | 88.9 (51.8–99.7) |
| Specificity (%) | 96.2 (80.4–99.9) | 100.0 (63.1–100.0) |
| PPV (%) | 100.0 (63.1–100.0) |
| NPV (%) |                    |

PPV: positive predictive value; NPV: negative predictive value.

To better demonstrate the hybrid DNN performance around the cutoff of 0.002%, serial dilution studies were performed by spiking CLL cells from nine patients into normal specimens at targeted CLL percentages of 0.02%, 0.002%, and 0.001% of analyzed white blood cells. Triplicates were performed on two different dilutions to establish reproducibility.
Overall, quantitative estimates of CLL MRD were similar between the hybrid DNN predictions and the “ground truth” case counts. Of note, the hybrid DNN approach, and the L-DNN in particular, failed to detect abnormal events in serial dilution samples of one of the nine CLL MRD-positive cases when the MRD level was low (case CLL-2). L-DNN classified all of the serial dilution samples for this case as CLL MRD-negative; further review identified that the abnormal events in this case (CLL-2 in Table 4) displayed an aberrant phenotype with brighter expression of CD20, which is an unusual immunophenotype for CLL. Although these events were not classified as abnormal CLL cells by the L-DNN, they were detected by the F-DNN.

Table 4. CLL MRD comparison between expert-gated (ground truth) and DNN-gated from serially diluted samples (n = 9 unique cases). The absolute error (delta), for cases with CLL MRD events < 1000 and the proportionate error (% error), for cases with CLL MRD events ≥ 1000, for the total abnormal clonal cell population inference per unknown sample versus the “ground truth” population was determined using the proposed workflow described in Figure 3. For the CLL MRD % WBCs, the absolute difference is shown.
When all clinical evaluation cases were included (34 unknown and 26 serial dilution samples), and abnormal CLL cells were reported as a percentage of total WBCs, there was an excellent correlation between the DNN inference and expert analysis ($r > 0.999$). The slope of the Passing–Bablok regression line was close to 1 (slope = 0.997, 95% CI: 0.988–0.999), and the intercept was close to 0 (intercept = 0.001, 95% CI: 0.000–0.001), demonstrating near-equivalence between both methods (Figure 4).
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Figure 4. Scatterplot showing expert and DNN inference of abnormal CLL events as a % of total white blood cells (WBCs) for each unknown case ($n = 60$, including the serial dilution samples). The dashed line represents the Passing–Bablok regression line: slope = 0.997 (95% CI: 0.988–0.999) and intercept = 0.001 (95% CI: 0.000–0.001).

3.4. Process Efficiency and Analysis Time Considerations

Based on local data, the CLL MRD flow cytometric analysis time was estimated to be 15–20 min per case for an experienced technologist using commercially available gating/analysis tools. The hybrid DNN approach using a workstation with an Intel Core i5-6500 CPU @ 3.20 GHz and 8 GB of RAM reduced analysis time to approximately 12 s/case. The developed DNN workflow also permitted subsequent manual review of AI-gated events for further refinement of cell populations. Side-by-side comparison dot plots at the marker and event level for three representative samples with different CLL MRD levels are shown in Figure 5, which demonstrated visual similarity between manual expert gating and automated DNN gating.
Figure 5. Side-by-side comparison of 2D dot plots show expert-gated CLL populations (green) and DNN-gated CLL populations (red) in three representative cases, using common marker combination. (A) 6076 expert-gated CLL events with a MRD level at 0.76% and 5147 DNN-gated CLL events with a MRD level at 0.73%. (B) 449 expert-gated CLL events with a MRD level at 0.026% and 424 DNN-gated CLL events with a MRD level at 0.031%. (C) 41 expert-gated CLL events with a MRD level at 0.0030% and 42 DNN-gated CLL events with a MRD level at 0.0035%.
4. Discussion

Previous studies applied dimension reduction such as principal component analysis or clustering methods combined with machine learning in FC to demonstrate their utility in the diagnosis or classification of hematologic malignancies [29,30]. Although the successful applicability of an automated computational pipeline to identify CLL cells by multidimensional FC was previously illustrated [24,31], to the best of our knowledge, no published algorithm has investigated automated quantitative population analysis for CLL MRD.

Our findings support the feasibility and advantages of using DNN in a flow cytometry laboratory to detect CLL MRD. Our DNN model demonstrated its high accuracy in detecting CLL MRD with comparable performance to a gold standard (expert technologist). Using a minimum 20-abnormal-event threshold for CLL MRD positivity, the algorithmic F-DNN and L-DNN approach demonstrated 97.1% accuracy, 96.2% PPV, and 100% NPV in a clinical evaluation cohort. In addition, the F-DNN and L-DNN algorithm showed a strong correlation with an expert designation of CLL MRD in almost all serial dilution samples from 9 patients except for one case. In this case, the very low level of CLL MRD was detected by the F-DNN while being missed by the L-DNN. This is because the L-DNN was not exposed to the atypical CLL immunophenotype (brighter CD20 expression) due to limited CLL training events for L-DNN, in contrast to the F-DNN which was trained on a significantly larger number of CLL events with a greater spectrum of aberrant antigen expression. Nonetheless, the hybrid workflow demonstrated accuracy approaching 100% for CLL MRD cases with typical immunophenotypes.

The explainable AI element in our proposed approach cannot be emphasized enough since it enables the user to visually evaluate, interpret, and trust the results. The proposed AI approach is particularly beneficial to the flow cytometry laboratory that utilizes clustering algorithms in the analysis software such as Infinicyt. This software automatically clusters events based on all parameters. However, assigning each cluster to the proper hematopoietic category is a time-consuming manual process, requires a substantial understanding of the immunophenotype of each cell type, and varies among users. Our model showed population-specific DNN gating had an excellent correlation to the expert gating, with almost all 14 cell classes achieving high sensitivity and specificity with AUC ≥ 0.99 for both F-DNN and the L-DNN. This allows the user to quickly review each population without manual gating. Thus, DNN gating standardizes the gating strategy and limits the variability of manual gating. DNN gating also dramatically reduces gating time to only 12 s/case, compared to 15 min/case by manual process. This approach would result in savings of 246.7 h of gating time for 1000 CLL MRD cases tested in our laboratory. In high-throughput reference laboratories like ours, this approach can be translated into significantly shorter turnaround time for results delivery and health care dollar savings; the relevance of both to value-based medicine cannot be understated. Even more broadly, this approach enables the expert-optimized algorithm to be implemented outside of academic clinical practice. We believe that a similar DNN approach can be applied to other hematologic malignancies where clonal cells demonstrate a distinct, reproducible aberrant immunophenotype, such as in multiple myeloma MRD analysis.

The design of the DNN allows secondary review of the assigned population, giving users flexibility with AI classification. This study demonstrated that flow cytometry laboratories could place the proposed algorithmic DNN analysis into existing clinical practice with minor changes to the current workflow. After F-DNN analysis, if CLL events ≥ 1000, the user could rapidly review the immunophenotype of the CLL events from dot plots and report the result as positive once confirmed. If CLL events < 1000, the case will be automatically analyzed by the L-DNN. If 20 ≤ CLL events < 1000, the user should review the dot plots of CLL events and, if necessary, other confounding classes such as polytypic B cells, hematogones, plasma cells, and T cells to ensure an accurate result. If CLL events < 20, in addition to reviewing the dot plots of CLL events and other confounding classes, the user could regate the case as appropriate.
The current model has several limitations. The DNN model is panel-specific; any antibody modification (change antibody or fluorescence) could affect its performance. The DNNs are also immunophenotype specific, and do not currently perform well with non-CLL immunophenotype, since the DNNs have not been specifically trained to identify these immunophenotypes; this limitation could be readily overcome through further DNN training on border cases with non-CLL immunophenotype. In addition, the kappa and lambda immunoglobulin light chain ratio has not played an important role in the determination of CLL MRD based on the design of the DNN. Although this model proved the robustness of the approach to many pre-analytic variables, such as sample preparation and reagent usages, additional studies are also required to demonstrate whether there is performance drift over time. Finally, the DNN may potentially be further optimized by appropriately weighting an important cell class, such as abnormal CLL cell class, higher than other cell classes, by employing cost-sensitive learning or by synthetically upsampling abnormal CLL cells in cases < 1000 abnormal CLL cells.

5. Conclusions

The DNN-based gating workflows performed adequately for the clinical laboratory but outperformed the manual traditional clinical workflow providing shorter turnaround time and increased efficiency. Our approach of automated cell population gating and identification of abnormal cells, paired with secondary review of the assigned populations, paves a path for laboratories to place AI analysis into existing clinical practice as an adjunctive tool with minor changes to the current workflow. The automated DNN may be considered a highly standardized analysis technologist and generates FCS files that can be fully integrated into existing clinical laboratory practice. Our findings support the applicability of AI in CLL MRD FC clinical workflow and provide a framework for MRD FC testing for AML, ALL and MM, as well as other FC testing in hematologic disorders in the clinical laboratory. To our knowledge, this is the first study to prove the accuracy and efficiency of AI in the quantitative detection of CLL MRD, which broadens the application of AI in disease monitoring and prognostic prediction.

Supplementary Materials: The following supporting information can be downloaded at: https://www.mdpi.com/article/10.3390/cancers14102537/s1, Table S1: Confusion matrix of the F-DNN for cell populations of interest using the test cohort (n = 25,671,598 events from 202 unique cases); Table S2: Confusion matrix of the L-DNN for cell populations of interest using the test cohort (n = 18,212,266 events from 138 unique cases).

Author Contributions: Conceptualization, M.E.S.; methodology, M.E.S., M.S. and J.N.S.; software, G.E.O., J.J.C. and J.N.S.; formal analysis and data curation, J.N.S., G.E.O. and J.J.C.; investigation, M.E.S., M.S., J.N.S., G.E.O. and J.J.C.; writing—original draft preparation, M.E.S., M.S., J.N.S., G.E.O. and J.J.C.; writing—review and editing, M.E.S., G.E.O., J.J.C., J.N.S., D.J., D.R.H.III, H.O. and M.S. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: The study was approved by the Mayo Clinic Institutional Review Board (19-001950).

Informed Consent Statement: Patient consent was waived as the research involved no more than minimal risk to subjects, the research used waste samples, it did not involve identifiable information of subjects, the subjects will not be provided with additional information, and the subject outcomes will not change.

Data Availability Statement: Data is contained within the article and Supplementary Materials.

Conflicts of Interest: The authors declare no conflict of interest.
21. Palumbo, G.A.; Parrinello, N.; Fargione, G.; Cardillo, K.; Chiarenza, A.; Berretta, S.; Conticello, C.; Villari, L.; Di Raimondo, F. CD200 expression may help in differential diagnosis between mantle cell lymphoma and B-cell chronic lymphocytic leukemia. _Leuk. Res._ **2009**, *33*, 1212–1216. [CrossRef] [PubMed]

22. Rawstron, A.C.; Böttcher, S.; Letestu, R.; Villamor, N.; Fazi, C.; Kartsios, H.; de Tute, R.M.; Shingles, J.; Ritgen, M.; Moreno, C.; et al. Improving efficiency and sensitivity: European Research Initiative in CLL (ERIC) update on the international harmonised approach for flow cytometric residual disease monitoring in CLL. _Leukemia_ **2013**, *27*, 142–149. [CrossRef]

23. Aghaeepour, N.; Finak, G.; The FlowCAP Consortium; The DREAM Consortium; Hoos, H.; Mosmann, T.R.; Brinkman, R.; Gottardo, R.; Scheuermann, R.H. Critical assessment of automated flow cytometry data analysis techniques. _Nat. Methods_ **2013**, *10*, 228–238. [CrossRef] [PubMed]

24. Ng, D.P.; Zuromski, L.M. Augmented Human Intelligence and Automated Diagnosis in Flow Cytometry for Hematologic Malignancies. _Am. J. Clin. Pathol._ **2021**, *155*, 597–605. [CrossRef] [PubMed]

25. Weijler, L.; Kowarsch, F.; Wödlinger, M.; Reiter, M.; Maurer-Granofszyk, M.; Schumich, A.; Dworzak, M.N. UMAP Based Anomaly Detection for Minimal Residual Disease Quantification within Acute Myeloid Leukemia. _Cancers_ **2022**, *14*, 898. [CrossRef]

26. Becht, E.; McNnes, L.; Healy, J.; Dutertre, C.-A.; Kwok, I.W.H.; Ng, L.G.; Ginhoux, F.; Newell, E.W. Dimensionality reduction for visualizing single-cell data using UMAP. _Nat. Biotechnol._ **2018**, *37*, 38–44. [CrossRef]

27. Duetz, C.; Bachas, C.; Westers, T.M.; van de Loosdrecht, A.A. Computational analysis of flow cytometry data in hematological malignancies: Future clinical practice? _Curr. Opin. Oncol._ **2020**, *32*, 162–169. [CrossRef]

28. Reiter, M.; Diem, M.; Schumich, A.; Maurer-Granofszyk, M.; Karawajew, L.; Rossi, J.G.; Groeneveld-Krentz, S.; Sajaroff, E.O.; Suhendra, S.; et al. Automated Flow Cytometric MRD Assessment in Childhood Acute B-Lymphoblastic Leukemia Using Supervised Machine Learning. _Cytom. Part A_ **2019**, *95*, 966–975. [CrossRef]

29. Shi, M.; Jevremovic, D.; Otteson, G.E.; Timm, M.M.; Olteanu, H.; Horna, P. Single Antibody Detection of T-Cell Receptor αβ Clonality by Flow Cytometry Rapidly Identifies Mature T-Cell Neoplasms and Monotypic Small CD8-Positive Subsets of Uncertain Significance. _Cytom. Part B Clin. Cytom._ **2020**, *98*, 99–107. [CrossRef]

30. Camp, J.J.; Otteson, G.; Seheult, J.; Shi, M.; Jevremovic, D.; Olteanu, H.; Nanaa, A.; Al-Kali, A.; Salama, M.; Holmes, D. Deep neural network for cell type differentiation in myelodysplastic syndrome diagnosis performs similarly when trained on compensated or uncompensated data. _Proc. SPIE_ **2022**, *12039*, 120390W. [CrossRef]

31. Choldun, R.M.I.; Santoso, J.; Surendro, K. Determining the Number of Hidden Layers in Neural Network by Using Principal Component Analysis. In Proceedings of the Sai Intelligent Systems Conference, London, UK, 5–6 September 2019; pp. 490–500. [CrossRef]

32. Grandini, M.; Bagli, E.; Visani, G. Metrics For Multi-Class Classification: An Overview. _arxiv_ 2020, arXiv:2008.05756.

33. Szandała, T. Review and Comparison of Commonly Used Activation Functions for Deep Neural Networks. In _Bio-Inspired Neurocomputing_; Springer: Berlin/Heidelberg, Germany, 2021; pp. 203–224.

34. Jais, I.K.M.; Ismail, A.R.; Nisa, S.Q. Adam Optimization Algorithm for Wide and Deep Neural Network. _Knowl. Eng. Data Sci._ **2019**, *2*, 41–46. [CrossRef]