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Abstract: In this paper, a deep learning color image steganography scheme combining convolutional autoencoders and ResNet architecture is proposed. Traditional steganography methods suffer from some critical defects such as low capacity, security, and robustness. In recent decades, image hiding and image extraction were realized by autoencoder convolutional neural networks to solve the aforementioned challenges. The contribution of this paper is introducing a new scheme for color image steganography inspired by ResNet architecture. The reverse ResNet architecture is utilized to extract the secret image from the stego image. In the proposed method, all images are passed through the prepossess model which is a convolutional deep neural network with the aim of feature extraction. Then, the operational model generates stego and extracted images. In fact, the operational model is an autoencoder based on ResNet structure that produces an image from feature maps. The advantage of proposed structure is identity of models in embedding and extraction phases. The performance of the proposed method is studied using COCO and CelebA datasets. For quantitative comparisons with previous related works, peak signal-to-noise ratio (PSNR), the structural similarity index (SSIM) and hiding capacity are evaluated. The experimental results verify that the proposed scheme performs better than traditional and previous deep steganography methods. The PSNR and SSIM are more than 40 dB and 0.98, respectively that implies high imperceptibility of the proposed method. Also, this method can hide a color image of the same size in another color image, which can be inferred that the relative capacity of the proposed method is 8 bits per pixel.
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1. Introduction

With the advent and spread of the Internet of Things (IoT), we have witnessed a complete revolution in the modes and forms of relations and digital media has become the default mode of communications[1]. Nowadays, paper-based memos have been eliminated and documents of the type of digital images have been replaced increasingly. In this new environment and situation, the necessity of secure communication is inevitable[2],[3].

Embedding a secret message within another message such as image, audio, video, or text file is of great importance in secure communication[4]. Steganography studies algorithms in this field to make the message signals undistinguishable while sending to receivers or users through a communication channel[5],[6]. Both steganography and watermarking are types of data hiding. Although watermarking is very similar and close to steganography, there are some considerable differences in their applications. For instance, in watermarking, it is optional to make the message visible or invisible, while in steganography, the message signal must be
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hidden. Also, in watermarking, the messages hidden in cover are not secret, but in steganography, it is necessary to ensure security firstly[7]. Generally, steganography approaches can be classified into two main categories: transform and spatial domains. In the spatial domain, the cover image data/pixels are directly utilized to hide the secret information. For example, secret bits may be substituted inside cover pixel values. In the transform domain, before applying the embedding process, a conversion of the data of the cover image into other signals/forms is performed at the first stage. Discrete cosine transformation (DCT) is one of these conversions that is applied to cover pixels and then the secret message will be embedded into the different coefficients of DCT blocks [8]. In order to compare the performance of different steganography techniques, some criteria such as payload capacity, stego-image quality, embedding efficiency, and robustness against attacks.

In the traditional steganography approaches such as Discrete Wavelet Transformation (DWT), Pixel Value Differencing (PVD), and Least Significant Bits (LSB) substitution, the embedding capacity is limited because of the trade-off between capacity and imperceptibility[9]. Moreover, classical steganography schemes are faced with more extra challenges originating from steganalysis techniques whose main objective is to recover secret information illegally. In order to solve these challenges, deep steganography methods based on convolutional neural networks have been proposed [10].

This paper presents a new architecture for deep steganography that is the main contribution of this paper. At the first step, all images are passed through the prepossess model which is a convolutional deep neural network. This model extracts the features that are used in the embedding and extraction phases. The second step is the operational model in which the extracted features from preprocess model are utilized in order to generate stego and extracted images in the embedding and extraction phases, respectively. In fact, the operational model is an autoencoder based on ResNet structure that produces an image from feature maps. It is worthy to mention that most of existing schemes merge the secret and cover image before their embedding phase that results in an input tensor with 6 channels, while the input tensor of their extraction phase is an image with 3 channels. As a result, the models needed in their embedding and extraction phases are quite different. However, the principal advantage of this scheme that makes it different from the most previous related works is the identity of the models used in embedding and extraction phases. To be more precise, the detail properties of both embedding and extraction phases i.e. The number of layers, types of activation functions and other structural properties are completely the same. As a result, the designer is involved in a simpler trial and error process. This simplicity is due to the preprocess model that merges the feature maps of the secret and cover images. Consequently, the input tensors of the operational model in embedding and extraction phases are the of the same sizes.

The rest of this paper is organized as follows. In Section 2, the related works on steganography-based deep neural networks are introduced. In Section 3, the proposed embedding and extracting phases are described. Section 4 presents the experimental results and compares them with the results of other steganographic methods. Finally, conclusions are presented in Section 5.
2. Related works

Recent studies in this field show that there are three different objectives for using deep learning in steganography. The first objective of using deep learning tools is improving the steganography characteristics. In other words, deep learning is used to find the conditions in which the system has a better performance[11], [12]. By way of illustration, a deep network can be used to find the edge or high-frequency parts of images, then the secret is hidden in these parts. As a result, this technique increases the impressibility of traditional methods. As another example, a stereo image reversible data hiding method based on the convolutional neural networks (CNN) has been presented in [13] where a CNN-based predictor is introduced to improve the pixel recovering. In the first stage, pixels are classified into low-resolution (LR) and high-resolution (HR) clusters. The difference view between LR and HR is calculated based on depth and texture information. In the second stage, a CNN is trained to predict the high-precision difference view from the LR difference view, and the high-resolution image is computed to predict pixels accurately. Earlier generative adversarial networks (GAN) are used for information hiding methods. These methods mainly used neural networks as encoder or decoder to transmit the message. However, new methods use GAN with aim of distortion minimization [14]. A steganography scheme based on GAN is proposed in [15], but his method utilizes the adversarial training of discriminator to improve the quality of stego images for enhancing the security of the system. The higher the visual quality of the stego-image, the less suspicious it becomes, which can increase security. The critic network is designed for the discriminator to evaluate the performance of embedding phase and enhance adversarial training. Also, this model uses two convolutional autoencoders for embedding and recovering images, respectively. In [4], a novel grayscale image steganography scheme based on GAN and chaos encryption has been presented. At the first, the secret image is encrypted by the Chen chaotic system and then, the encrypted secret and cover images are passed through the encoder network which is a convolution autoencoder, and the stego image is generated. Besides, in order to increase the stego image quality further, a GAN is adopted to train the discriminative network using distributions of stego and real images. In the detector, decryption is carried on using the Chen chaotic system and decoder networks implemented by autoencoders are used.

Fig1: The architecture proposed in [5].
to reconstruct the secret image from the stego image. Fig 1 shows the architecture of this method.

The second objective of using deep learning in steganography is steganalysis that means revealing the presence of secret messages embedded in digital media illegally. Most methods formulate image steganalysis as a binary classification problem called universal steganalysis. Universal methods are initiated by feature extraction from input images. Then, a binary classifier such as support vector machine (SVM) or ensemble classifier is used to divide images to cover and stego images [16]. In [17], a multi-scale deep neural network model based on the deep residual network for steganalysis is proposed. Also, a wider range of image region correlation extraction is introduced. In order to generate the characteristic channels, some local receptive fields in layers have been used. Various steganographic features were obtained from the scale channels using channel recognition. In comparison with the networks of the single-scale channel, the accuracy of steganalysis is improved using this scheme. In [18], a steganalysis based on the FractalNet model is proposed. FractalNet is a type of convolutional neural network that eschews residual connections in favour of a "fractal" design. In this method, it has been observed that steganalysis for test images is improving if the width of the network can be increased with a certain proportion to the depth. In [19], a multi-class steganalysis technique is proposed. In this method, Residual Network which uses a technique called skip connections was used. Complex statistical features are extracted using a deep residual network. Also, weak stego signal in image content is preserved that is suitable for multi-class steganalysis.

The third objective of using deep learning in steganography is realization of embedding and extraction phases. The approaches presented in this category generally use two autoencoders, one of them is responsible for producing a stego image from cover and secret images, and the other plays the role of recovering the secret image from the stego image. In [20], high-capacity steganography using a deep neural network is introduced. The DCT transform and Elliptic Curve Cryptography (ECC) are employed to transform and encrypt the secret image. In the embedding phase, a collection of hiding and extraction networks in a SegNet deep neural network is used that generates stego images of full-size. In this method, the relative capacity of steganography may reach 1 by effective allocation of each pixel of secret in the cover image. In [21], using deep convolutional autoencoders, an end-to-end image steganography has been proposed. This paper introduces a lightweight yet simple deep convolutional autoencoder architecture. The models include some convolution layers and have simple architectures. Another deep steganography-based deep convolutional network is proposed in [22]. Using the idea of residual blocks in ResNet is the main core of this method. The hiding and extraction procedures are implemented by the encoder and decoder networks in [12]. Both encoder and decoder networks have a similar structure. In a multi-task structure, the aforementioned networks are trained using the same learning rate. However, due to the elimination of the preprocess stage in [12], the required number of epochs for satisfactory training is high. This challenge is solved in the proposed scheme in this paper by applying a suitable preprocess step.
3. Proposed method

In this section, the detailed description of each part of the proposed steganography scheme is provided. Fig. 1 illustrates the flowchart of the proposed method in this paper. As shown in this figure, there are two deep neural networks in this scheme. These models are trained simultaneously at each phase. Although they act as a unified network, it is easier to explain their operations and properties separately. The first model, i.e., the preprocess model prepares images to be ready for the second model. The second model that is the operational model, takes the outputs of the preprocess model as inputs to produce an image (stego or extracted image). These two models work in two phases: the embedding and extraction phases. In the embedding phase, secret and cover images are passed through the preprocessing model. Then, they are merged and a feature map with 128 channels is obtained. Next, this feature map is passed through preprocess and operational models with the aim of extracting the secret image that is hidden in the stego image. Let $c, s$ be the cover and secret images, respectively. Producing a stego image $h$ is the main goal of the embedding phase where $h$ is similar to $s$, and the main aim in the extraction phase is to recover the extracted image $e$ which is similar to $s$.

Mathematically, the proposed scheme can be expressed as follows. In embedding phase, $s'$ and $c'$ are feature maps with 64 channels that are generated by the preprocess model ($Prep$).

$$s' = Prep(s), \quad c' = Prep(c)$$

Then, the operational model ($Om$) produces the stego image $h$.

$$h = Om(s', c')$$

During the extraction phase, $e$ recovers from $h$. In other words,

$$e = Om(Prep(h))$$

More details on each of the models are given in the following subsections.

**fig1. The overall block-diagram of the proposed image steganography scheme.**

A. Preprocess model

Generally, images contain redundant data, and the burden on the embedding and extraction phases will be reduced by extracting the most meaningful features. So, in the embedding and extraction phases, the proposed scheme extracts the primary information from the secret, cover, and stego images as feature maps and prepares them for the operational model. In the both embedding and extraction phases, features produced by preprocessing model are used instead of the raw form of images for steganography. The input size is $M \times N \times O$, which represents the width, height and number of channels of the image. This model contains three convolutional layers with increasing number of filters. The detailed characteristics of the preprocess model
are as follows. The kernel is of the size 3×3, the size of stride is 2, and the padding size is 1. For initial filters, we should use fewer number of filters to extract lower-level local features, for example the edges of the images. By increasing the number of filters after each layer, the model can find more sophisticated features. There are three convolutional layers in each phase. The number of filters in the first, second and third convolutional layer in the embedding phase is 16, 32, and 64 and in the extraction phase, is 32, 64 and 128, respectively. After each convolution layer, a ReLU and a Batch Normalization (BN) layer is used. The reason of using the ReLU layer is increasing the nonlinear fitting property of the model. As a result, it will learn the details of the secret image, cover, and stego images better. Also, the batch normalization layer is used (except for the first and last convolutional layers) to speed up the network. This model is like an encoder in an autoencoder that produces a feature map from an image.

B. Operational model
Similar to the preprocess model, the operational model is used in both the embedding and extraction phases. In the embedding phase, the two images passed through the preprocess model are merged and a feature map with 128 channels is generated. Also, the feature map that is produced in the preprocessing model of the extraction phase, has 128 channels. So, the input tensor of the operational model in both the embedding and extraction phases has 128 channels. It is obvious that the output size is always \( M \times N \times O \). In the embedding phase, this model generates a stego image (s) and during the extraction phase, this model generates the extracted image (e). Convolutional neural networks are one of the best-known architectures for autoencoders in encoder and decoder. But when the depth of CNN architecture increases, the problem of vanishing descent arises which affects the accuracy. In this paper, the aforementioned challenge is addressed using the residual block connection technique which is known as ResNet. Utilizing this connection method, the rate of reusing the features is increased. Consequently, the imperceptibility of the stego images is enhanced, and finally, in the extraction phase, the quality of extracted images is improved. In other words, the similarity between the cover and stego images and also between the secret and extracted images will be increased. Fig. 2 presents the idea of feature connection in ResNet. The symbol “⊕” in this figure, means the element-level addition that is known as shortcut. It should be noticed that the two feature layers \( F(x) \) and \( x \) must have the same size. The idea of cross-layer connection has been applied in Resnet and nowadays, and we have witnessed widespread applications of ResNet as a popular classification model.

![Fig2. Residual block of ResNet][22].

The operational model is contained three residual block connections, including 7 convolution transpose operations, Batch normalization (BN) and Leaky-ReLU layers. These layers work
like a decoder in an autoencoder and reproduce an image from a feature map. The detailed characteristics of the convolution transpose operations are as follows. The kernel is of the size $3 \times 3$ and $4 \times 4$, the size of stride is 2 and 1, and the padding size 1.

In this scheme, the input of the extracting phase is the output of the embedding phase, and this connection between the two phases during the training is simplified the generation of the

**Fig 3.** The architecture of the proposed method. a) Embedding phase. b) Extraction phase.
extracted images. In the other words, at the first the stego image is produced by the embedding phase, then this image is passed through the extraction phase, and is produced extracted image. So, all networks are learned their parameters at each iteration together. Fig. 3 represents the architecture of the proposed method.

C. Loss function

The higher the visual quality of the stego-image, the less suspicious it becomes, which can increase security. Also, the extracted image must be similar to the secret image. So, we selected mean square error (MSE) to measure the similarity between the two images. MSE is calculated as:

\[
MSE(i, i') = \frac{1}{M \times N \times O} \sum_{c=1}^{O} \sum_{n=1}^{N} \sum_{m=1}^{M} (i_{m,n,c} - i'_{m,n,c})^2
\]

where \( i_{m,n,c} \) is the pixel \((m, n)\) of image \( i \) in channel \( c \). Finally, the overall loss is calculated by:

\[
Loss = \alpha \times MSE(c, h) + (1 - \alpha) \times MSE(s, e)
\]

with the hyper-parameter \( \alpha \), the designer can trade off the visual quality of stego image against the extracted images. If the higher \( \alpha \) is selected, the higher the visual quality of the stego image is achieved. In contrast, if the lower \( \alpha \) is selected, the higher quality of the extracted image is restored. Because of the differentiable functions, the system can be trained end-to-end.

4. Experimental results and discussions

In this section, the numerical simulation experiments are presented to verify satisfactory performance of the proposed scheme. The proposed method was implemented in Python3 with
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PyTorch framework on the NVIDIA GeForce RTX 3090 Graphics Processing Unit (GPU). We trained our models on two datasets: CelebA [23] and COCO [24]. CelebA contains 202K large scale face images. For COCO dataset, we used the test collection of this dataset which has 41K images from general objects. We selected randomly 15K of images from datasets and the learning rate of the training system was 0.001. All the images in the two datasets are resized to 256x256, then images are split in two groups randomly for cover and secret images. The models are trained with Adam optimizer and batch size of 100. This system is trained for 2000 epochs, and each epoch averagely spent 300 seconds for training.

Fig. 4 shows the performance of the proposed method for some images. The cover, secret, stego, and extracted images are shown in rows 1, 2, 3, and 4, respectively. It can be seen from the images, that the proposed method efficiently can hide the secret image in the cover image and produce a stego image, and in the receiver, the scheme can extract the secret image from

---

**Fig 4.** Some examples of the proposed method’s results. (a) Dataset COCO and (b) celebA

---

**Fig 5.** Mean Loss per epoch. (a) COCO dataset. (b) CelebA dataset
the stego image with high similarity. Fig 5. Shows the decreasing average loss function for all images per epoch during the training step.

In order to analyze the efficiency of the proposed method, the visual quality of images, payload capacity, hidden capacity and steganalysis are presented in this section.

4.1 Imperceptibility

In general, the stego image must be similar to the cover image and the extracted image must be similar to the secret image. The results of visual effects of the proposed method are measured by the quality of the imperceptibility using PSNR and SSIM. In the case of image steganography, the secret image plays the role of destructive noise, which reduces the quality of the stego image. The steganography algorithm is said to have a good performance, if the PSNR value between cover and stego image are greater than 35 dB and SSIM value must be close to 1. So, higher PSNR and SSIM values between cover and stego image implies smaller distortion after steganography.

PSNR results from the calculation of the logarithm of MSE of two images. The formula for PSNR is as follows:

\[
PSNR(i, i') = 10 \times \log_{10}\left(\frac{Max^2}{MSE(i, i')}\right)
\]

where \(Max\) represents the maximum pixel value of the image. Forasmuch as RGB images have 8 bits per pixel, the \(Max\) value is 255.

SSIM is another measure of the similarity of two images that uses human perception and structural features of images. This criterion is calculated by three principal coefficients: contrast, luminance, and structure. The formula is as follows:

\[
SSIM = l(i, i') \times c(i, i') \times s(i, i')
\]

\[
l(i, i') = \frac{2\mu_i\mu_{i'} + C_1}{\mu_i^2 + \mu_{i'}^2 + C_1}
\]

\[
c(i, i') = \frac{2\sigma_i\sigma_{i'} + C_2}{\sigma_i^2 + \sigma_{i'}^2 + C_2}
\]

\[
s(i, i') = \frac{\sigma_{i'i'} + C_3}{\sigma_i\sigma_{i'} + C_3}
\]

The first coefficient is \(l(i, i')\), a function that compares luminance between two images. The second coefficient compares the contrast of two images, which is notated by \(c(i, i')\). The last coefficient is \(s(i, i')\) that compares structures of two images. Also, \(\mu_i\) and \(\sigma_i\) are mean and standard deviation pixels of an image, respectively and \(\sigma_{ii'}\) is a covariance between image \(i\) and image \(i'\). The parameters \(C_1, C_2,\) and \(C_3\) are constant values to avoid the zero denominators. According to the previous studies, the values \(C_1 = (0.01 \times 255)^2, C_2 = (0.03 \times 255)^2,\) and \(C_3 = \frac{C_2}{2}\) are recommended as the default values [25]. The range of SSIM is \((-1, 1)\), when two images were exactly the same, SSIM takes the value of 1.

The PSNR and SSIM values of COCO and CelebA datasets were calculated for the proposed method. Tables 1 shows the average PSNR and SSIM values of the proposed scheme for 100 images that are selected randomly from datasets and results of other steganography methods.
### Table 1. PSNR and SSIM values.

| Method | cover and stego images | secret and extracted images |
|--------|------------------------|-----------------------------|
|        | PSNR value | SSIM value | PSNR value | SSIM value |
| **Traditional Methods** | | | | |
| 1-Bit LSB method | 59.769 | 0.9993 | 29.118 | 0.3277 |
| 2-Bit LSB method | 52.577 | 0.9963 | 29.566 | 0.6730 |
| 4-Bit LSB method | 40.498 | 0.9462 | 33.729 | 0.9578 |
| 7-Bit LSB method | 35.118 | 0.2199 | 55.884 | 0.9994 |
| Method [26] | 34.159 | 0.9549 | 39.254 | 0.9615 |
| Method [27] | 36.268 | - | 35.981 | - |
| **Deep Steganography Methods** | | | | |
| Method [22] ($\alpha = 0.3$) | 39.561 | 0.9743 | 42.325 | 0.9920 |
| Method [22] ($\alpha = 0.5$) | 40.228 | 0.9810 | 40.313 | 0.9899 |
| Method [22] ($\alpha = 0.7$) | 41.247 | 0.9839 | 40.062 | 0.9852 |
| Method [1] COCO Dataset | 31.960 | - | 27.900 | - |
| Method [1] CelebA Dataset | 32.260 | - | 27.920 | - |
| Method [28] | 40.57 | 0.9683 | - | - |
| Method [15] | 36.41 | 0.9564 | 43.752 | 0.9884 |
| **Deep Steganography Proposed Method** | | | | |
| CelebA Dataset ($\alpha = 0.5$) | 41.0988 | 0.9908 | 40.7949 | 0.9897 |
| COCO Dataset ($\alpha = 0.5$) | 39.0617 | 0.9885 | 35.810 | 0.9834 |

The scatter plots presented in Fig.6 show the maximum, minimum and average values of the PSNR or SSIM scheme with $\alpha = 0.5$, as well as the distribution status of all test data. Using scatter plots to display the test set PSNR and SSIM facilitates analysis and comparison huge data. These results indicate that the PSNR values are above 40dB and the SSIM value is greater than 0.98. Therefore, the results verify good imperceptibility of the proposed method and secret image cannot be detected by the human visual system.

![Fig 6. The scatter plots of PSNR and SSIM.](image-url)
4.2 Capacity

The amount of secret information that can be hidden without affecting the visual quality of cover image is called “relative capacity”. Relative capacity is computed by the hidden information per pixel of the steganography system. Because the cover and secret images in this method are the same size of (256 × 256 × 3), the capacity of this scheme is 8 bits per pixel. Generally, the deep steganography methods have higher capacity than the traditional arterially designed embedded algorithms. Relative capacity is calculated as follows:

\[
Relative\ capacity\ (bpp) = \frac{Absolute\ capacity}{M \times N}
\]

We also calculate the payload capacity of information of the image in the proposed method by the following formula.

\[
payload\ capacity\ (bpp) = (1 - \frac{\sum_{i=1}^{N} \sum_{j=1}^{M} |S_{i,j} - R_{i,j}|}{N \times M}) \times 8 \times 3
\]

The number of bits of information accurately contained in each pixel is referred to as payload capacity. Let \(N\) and \(M\) be the width and height of the image, respectively, and \(S\) and \(R\) denote the secret image and the extracted image, respectively.

Table 2 compares the payload and relative capacities between the proposed and other methods. According to Table 2, our proposed method has a much higher steganographic capacity than several other methods. This is also a significant advantage of deep convolutional neural network-based image steganography.

| Method                  | Payload Capacity (bpp) | Relative capacity (bpp) |
|-------------------------|------------------------|-------------------------|
| 1-Bit LSB method        | 21.771                 | 1                       |
| 2-Bit LSB method        | 22.911                 | 2                       |
| 4-Bit LSB method        | 23.054                 | 4                       |
| 7-Bit LSB method        | 23.984                 | 7                       |
| Method [20]             | 4.687                  | 9.16 \times 10^{-3}     |
| Method [29]             | 0.153                  | 6.40 \times 10^{-3}     |
| Method [30]             | 0.0963                 | 4.0 \times 10^{-3}      |
| Method [31]             | 22.520                 | 0.280                   |
| Proposed method (CelebA)| 23.608                 | 8                       |
| Proposed method (COCO)  | 23.426                 | 8                       |
4.3 Steganalysis

In this section, the security and reliability of the proposed method are analyzed in three ways which are histogram, differential, and StegExpose. To achieve high security, the cover and stego images should not be classified correctly by histograms. The first and second row in Fig. 7 represent histogram analysis for cover and stego images, respectively. As it can be seen in this figure, the difference between cover and stego images is much small, and this can indicate that the proposed method does not contain additional noise very much. Thus, it is difficult to recognize the hidden information after an image has been modified using the proposed method.

Fig 7. Histogram analysis: the first row shows the histogram of cover image and the second row shows the histogram of stego image for 3 channels red, green and blue.

Fig 8. The difference analysis.
Fig 8. represents the difference analysis in the proposed method. Column three shows the difference between the cover and stego images, and the secret and stego images, respectively. Also, column four shows the 10 times amplified of the difference. As shown in this figure, an analyzer cannot extract any information from the difference between stego and cover images, or secret and extracted images.

5. Conclusion

In this paper, a deep learning-based color image steganography scheme by combining convolutional autoencoders and ResNet architecture has been proposed. Traditional steganography methods suffer from some critical defects such as low capacity, security and robustness. In recent decades, image hiding and image extraction were realized by autoencoder convolutional neural networks to solve the aforementioned challenges. In the proposed method, all images are passed through the prepossess model which is a convolutional deep neural network with the aim of feature extraction. Then, the operational model generates stego and extracted images. In fact, the operational model is an autoencoder based on ResNet structure that produces an image from feature maps. The advantage of proposed structure is identity of models in embedding and extraction phases. The performance of the proposed method was studied using COCO and CelebA datasets. For quantitative comparisons with pervious related works, PSNR, the SSIM and hiding capacity are evaluated. The experimental results verify that the proposed scheme outperforms.

References

[1] N. Subramanian, I. Cheheb, O. Elharrouss, S. Al-Maadeed, and A. Bouridane, “End-to-End Image Steganography Using Deep Convolutional Autoencoders,” IEEE Access, vol. 9, pp. 135585–135593, 2021, doi: 10.1109/ACCESS.2021.3113953.

[2] Y. Bhavani, P. Kamakshi, E. Kavya Sri, and Y. Sindhu Sai, “A Survey on Image Steganography Techniques Using Least Significant Bit,” Lecture Notes on Data Engineering and Communications Technologies, vol. 101, pp. 281–290, 2022, doi: 10.1007/978-981-16-7610-9_20/COVER.

[3] L. Laimeche, A. Meraoumia, and H. Bendjenna, “Enhancing LSB embedding schemes using chaotic maps systems,” Neural Computing and Applications, vol. 32, no. 21, pp. 16605–16623, Nov. 2020, doi: 10.1007/S00521-019-04523-Z/TABLES/8.

[4] Q. Li et al., “A novel grayscale image steganography scheme based on chaos encryption and generative adversarial networks,” IEEE Access, vol. 8, pp. 168166–168176, 2020, doi: 10.1109/ACCESS.2020.3021103.

[5] A. Menendez-Ortiz, C. Feregrino-Uribe, R. Hasimoto-Beltran, and J. J. Garcia-Hernandez, “A Survey on Reversible Watermarking for Multimedia Content: A Robustness Overview,” IEEE Access, vol. 7, pp. 132662–132681, 2019, doi: 10.1109/ACCESS.2019.2940972.
[6] J. Lu, W. Zhang, Z. Deng, S. Zhang, Y. Chang, and X. Liu, “Research on information steganography based on network data stream,” *Neural Computing and Applications* 2020 33:3, vol. 33, no. 3, pp. 851–866, Aug. 2020, doi: 10.1007/S00521-020-05260-4.

[7] N. Hamid, B. S. Sumait, B. I. Bakri, and O. Al-Qershi, “Enhancing visual quality of spatial image steganography using SqueezeNet deep learning network,” *Multimedia Tools and Applications*, Aug. 2021, doi: 10.1007/S11042-021-11315-Y.

[8] M. Hussain, A. W. A. Wahab, Y. I. bin Idris, A. T. S. Ho, and K. H. Jung, “Image steganography in spatial domain: A survey,” *Signal Processing: Image Communication*, vol. 65, pp. 46–66, Jul. 2018, doi: 10.1016/J.IMAGE.2018.03.012.

[9] T. S. Reinel et al., “GBRAS-Net: A Convolutional Neural Network Architecture for Spatial Image Steganalysis,” *IEEE Access*, vol. 9, pp. 14340–14350, 2021, doi: 10.1109/ACCESS.2021.3052494.

[10] K. Sharma, A. Aggarwal, T. Singhania, D. Gupta, and A. Khanna, “Hiding Data in Images Using Cryptography and Deep Neural Network,” *Journal of Artificial Intelligence and Systems*, vol. 1, no. 1, pp. 143–162, 2019, doi: 10.33969/AIS.2019.11009.

[11] B. Ray, S. Mukhopadhyay, S. Hossain, S. K. Ghosal, and R. Sarkar, “Image steganography using deep learning based edge detection,” *Multimedia Tools and Applications* 2021 80:24, vol. 80, no. 24, pp. 33475–33503, Aug. 2021, doi: 10.1007/S11042-021-11177-4.

[12] R. Hu and S. Xiang, “CNN prediction based reversible data hiding,” *IEEE Signal Processing Letters*, vol. 28, pp. 464–468, 2021, doi: 10.1109/LSP.2021.3059202.

[13] T. Luo, G. Jiang, M. Yu, C. Zhong, H. Xu, and Z. Pan, “Convolutional neural networks-based stereo image reversible data hiding method,” *Journal of Visual Communication and Image Representation*, vol. 61, pp. 61–73, May 2019, doi: 10.1016/J.JVCIR.2019.03.017.

[14] J. Zhao and S. Wang, “A stable GAN for image steganography with multi-order feature fusion,” *Neural Computing and Applications* 2022, pp. 1–16, May 2022, doi: 10.1007/S00521-022-07270-W.

[15] C. Yuan, H. Wang, P. He, J. Luo, and B. Li, “GAN-based image steganography for enhancing security via adversarial attack and pixel-wise deep fusion,” *Multimedia Tools and Applications* 2022 81:5, vol. 81, no. 5, pp. 6681–6701, Jan. 2022, doi: 10.1007/S11042-021-11778-Z.

[16] S. Wu, S. Zhong, and Y. Liu, “Deep residual learning for image steganalysis,” *Multimedia Tools and Applications*, vol. 77, no. 9, pp. 10437–10453, May 2018, doi: 10.1007/S11042-017-4440-4/TABLES/3.

[17] H. Chen, Q. Han, Q. Li, and X. Tong, “Image steganalysis with multi-scale residual network,” *Multimedia Tools and Applications* 2021, pp. 1–23, Jun. 2022, doi: 10.1007/S11042-021-11611-7.

[18] B. Singh, A. Sur, and P. Mitra, “Steganalysis of Digital Images Using Deep Fractal Network,” *IEEE Transactions on Computational Social Systems*, vol. 8, no. 3, pp. 599–606, Jun. 2021, doi: 10.1109/TCSS.2021.3052520.
A. Singhal and P. Bedi, “Multi-class blind steganalysis using deep residual networks,” *Multimedia Tools and Applications* 2021 80:9, vol. 80, no. 9, pp. 13931–13956, Jan. 2021, doi: 10.1007/S11042-020-10353-2.

D. Hu, L. Wang, W. Jiang, S. Zheng, and B. Li, “A novel image steganography method via deep convolutional generative adversarial networks,” *IEEE Access*, vol. 6, pp. 38303–38314, Jul. 2018, doi: 10.1109/ACCESS.2018.2852771.

N. Subramanian, I. Cheheb, O. Elharrouss, S. Al-Maadeed, and A. Bouridane, “End-to-End Image Steganography Using Deep Convolutional Autoencoders,” *IEEE Access*, vol. 9, pp. 135585–135593, 2021, doi: 10.1109/ACCESS.2021.3113953.

L. Liu, L. Meng, X. Wang, and Y. Peng, “An image steganography scheme based on ResNet,” *Multimedia Tools and Applications* 2022, pp. 1–18, May 2022, doi: 10.1007/S11042-022-13206-2.

Z. Liu, P. Luo, X. Wang, X. T.-R. August, and undefined 2018, “Large-scale celebfaces attributes (celeba) dataset,” mmlab.ie.cuhk.edu.hk, Accessed: Aug. 14, 2022. [Online]. Available: http://mmlab.ie.cuhk.edu.hk/projects/CelebA.html?fbclid=IwAR1VeZyPhkTzsoD_Fq8tPwyyA0W1MD7fHO0v7MVaps1oX1fSt9q5i8Wfo

“COCO - Common Objects in Context.” https://cocodataset.org/#download (accessed Aug. 14, 2022).

D. R. I. M. Setiadi, “PSNR vs SSIM: imperceptibility quality assessment for image steganography,” *Multimedia Tools and Applications*, vol. 80, no. 6, pp. 8423–8444, 2021, doi: 10.1007/S11042-020-10035-z.

X. Duan, M. Gou, N. Liu, W. Wang, and C. Qin, “High-Capacity Image Steganography Based on Improved Xception,” *Sensors 2020*, Vol. 20, Page 7253, vol. 20, no. 24, p. 7253, Dec. 2020, doi: 10.3390/S20247253.

A. Zear, A. K. Singh, and P. Kumar, “Robust watermarking technique using back propagation neural network: a security protection mechanism for social applications,” *International Journal of Information and Computer Security*, vol. 9, no. 1/2, p. 20, 2017, doi: 10.1504/IJICS.2017.10003597.

X. Duan, D. Guo, N. Liu, B. Li, M. Gou, and C. Qin, “A New High Capacity Image Steganography Method Combined with Image Elliptic Curve Cryptography and Deep Neural Network,” *IEEE Access*, vol. 8, pp. 25777–25788, 2020, doi: 10.1109/ACCESS.2020.2971528.

J. Xu et al., “Hidden message in a deformation-based texture,” *Visual Computer*, vol. 31, no. 12, pp. 1653–1669, Dec. 2014, doi: 10.1007/S00371-014-1045-Z/FIGURES/28.

K. C. Wu and C. M. Wang, “Steganography using reversible texture synthesis,” *IEEE Transactions on Image Processing*, vol. 24, no. 1, pp. 130–139, Jan. 2015, doi: 10.1109/TIP.2014.2371246.

B. Yang, M. Schmucker, W. Funk, C. Busch, and S. Sun, “Integer DCT-based reversible watermarking for images using companding technique,” *Security, Steganography, and Watermarking of Multimedia Contents VI*, vol. 5306, p. 405, Jun. 2004, doi: 10.1117/12.527216.