Adiabatic suppression of the axion abundance and isocurvature due to coupling to hidden monopoles
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ABSTRACT: The string theory predicts many light fields called moduli and axions, which cause a cosmological problem due to the overproduction of their coherent oscillation after inflation. One of the prominent solutions is an adiabatic suppression mechanism, which, however, is non-trivial to achieve in the case of axions because it necessitates a large effective mass term which decreases as a function of time. The purpose of this paper is twofold. First, we provide an analytic method to calculate the cosmological abundance of coherent oscillation in a general situation under the adiabatic suppression mechanism. Secondly, we apply our method to some concrete examples, including the one where a string axion acquires a large effective mass due to the Witten effect in the presence of hidden monopoles.
1 Introduction

The string theory is a candidate for the theory of everything. While it is hard to derive the Standard Model (SM) of particle physics in a top-down manner, it provides intriguing insight into the low energy physics. One of the important implications is the existence of many light fields called moduli and axions [1, 2]. They acquire a mass from supersymmetry (SUSY) breaking effects and other non-perturbative effects. Since their interactions with the SM particles are typically suppressed by the Planck scale, those light fields are long-lived and play a major role in cosmology. In fact, they are known to cause a catastrophic problem for the evolution of the Universe.

During inflation, those light fields may be displaced from the low-energy minima, since their potentials are very flat and in some case, the potential could be significantly modified...
by the SUSY breaking effects of the inflaton. After inflation ends, the energy scale of the Universe decreases and eventually the Hubble parameter becomes as low as the mass scale of the light fields. Then the light fields start to oscillate coherently around the minimum of the potential [3]. The amplitude of the oscillation is expected to be of order the Planck scale or the axion decay constant. The energy density of the coherent oscillation behaves like matter and decreases slower than radiation so that they dominate the Universe soon after the onset of oscillation. Since the interactions with the SM particles are suppressed by the Planck scale, their lifetime may be longer than the big bang nucleosynthesis (BBN) epoch and the resulting evolution of the Universe would not be consistent with observations. This is the notorious cosmological moduli problem.1

A novel solution to the problem was suggested by Linde about two decades ago [20]. If the light fields obtain a time-dependent effective mass much larger than the Hubble parameter, they may follow the slowly-moving potential minimum adiabatically. As a result, the oscillation energy is suppressed when the Hubble parameter becomes comparable to their low-energy mass.2 In fact, however, the suppression of the moduli abundance is not so efficient as originally expected [27, 28], since some amount of moduli oscillations is necessarily induced after inflation. This is because the inflaton is lighter than the Hubble parameter for slow-roll inflation and later becomes much heavier than the Hubble parameter and the moduli mass. The oscillation of the inflaton becomes relevant for the moduli dynamics especially when their mass scales become comparable. Also, we note that it is non-trivial to realize the adiabatic suppression mechanism for axions, because the axion potential is protected by a shift symmetry and is induced from non-perturbative effects.

Recently, we found in Ref. [29] that the adiabatic suppression mechanism works for axions coupled to a hidden $U(1)_H$ gauge symmetry with a hidden monopole. In the presence of hidden monopoles, the theta parameter in the hidden $U(1)_H$ has a physical effect, known as the Witten effect, where the monopole acquires a hidden electric charge proportional to the theta parameter [30]. Here, when the Peccei-Quinn (PQ) symmetry is also anomalous under the hidden $U(1)_H$ symmetry, the theta parameter of the hidden $U(1)_H$ is promoted to the dynamical axion field [31]. This implies that the hidden monopole acquires an electric charge related to the axion field value. Since the nonzero value of electric charge is not favored to minimize the total energy, the axion starts to cancel the theta parameter of the hidden $U(1)_H$ to make the hidden electric charge of monopole absent. This means that the axion acquires an effective mass via the Witten effect and its abundance can be suppressed by the adiabatic suppression mechanism. Also, the axion isocurvature can be suppressed by the Witten effect [29, 32]. See e.g. Refs. [33–47] for other scenarios to suppress the axion isocurvature.

The purpose of the present paper is twofold. First, we provide an analytic method

---

1 Another important prediction of the string theory in cosmology is the string landscape. There are an exponentially large number of vacua in the field space of moduli and string axions and the anthropic selection of vacua may explain the fine tuning of the cosmological constant. The slow-roll inflation in the string landscape is also widely studied (see, e.g., Ref. [4] for a review and Refs. [5–19] for recent works.)

2 Thermal inflation is another possible solution to the cosmological moduli problem, where the moduli density is diluted by a mini-inflation around the TeV scale [21–24]. See Refs. [25, 26] for recent works.
to calculate the abundance of light fields under the adiabatic suppression mechanism. We calculate an approximately conserved adiabatic invariant, which represents the comoving number density of light fields, and show that the adiabatic invariant is nonzero but exponentially suppressed if we neglect the initial abundance which may be induced by the effect of the inflaton oscillation. Our result is consistent with Ref. [20], but our method can be applied to a more generic situation. Secondly, we apply our calculation to some concrete models, including the one with the Witten effect on the string axion.

This paper is organized as follows. In the next section, we briefly review the moduli problem and the axion overproduction problem. Then in Sec. 3, we calculate the abundance of coherent oscillation of scalar field under the adiabatic suppression mechanism. Then in the subsequent sections, we apply the calculation to scenarios where an axion acquires an effective mass due to the Witten effect in the presence of monopoles in a hidden sector. In Sec. 4, we focus on the QCD axion and discuss a possibility that the dark matter (DM) is a hidden monopole. In Sec. 5, we show that the overproduction problem of string axion can be ameliorated by the Witten effect when abundant monopoles disappear before the BBN epoch. Finally, we conclude in Sec. 6.

2 Overproduction problem of light scalar fields

The string theory predicts many moduli and axions that have extremely flat potentials compared with the fundamental scale, such as the Planck scale [1, 2]. Such light fields start to oscillate around the low energy vacuum after inflation. Since the amplitude of the coherent oscillation is expected to be of order the Planck or GUT scale, they soon dominate the Universe, and the subsequent evolution of the Universe is inconsistent with that of our Universe. In this section, we briefly explain the overproduction problem of moduli and axions.

2.1 Moduli problem

The string theory predicts many light singlet scalar fields in low energy effective theory. Its potential is generically written as

$$V(\phi) = \frac{1}{2} m_\phi^2 \phi^2,$$

around the low-energy vacuum, where $m_\phi$ is the mass of moduli that is related to the SUSY breaking scale. Here we take $\phi = 0$ at the low energy vacuum by shifting its field value.

The mass of moduli is expected to be in the range between TeV scale and PeV scale in most SUSY models motivated by addressing the hierarchy problem and the gauge coupling unification. In this paper, we consider the case where the Hubble parameter during inflation is much larger than the mass of moduli. In this case, the potential of the moduli is so flat that it may have a nonzero vacuum expectation value (VEV) during inflation because of the Hubble friction effect. Since the coherent length is stretched by the exponential expansion of the Universe during inflation, the moduli VEV becomes spatially homogeneous over the observable Universe. After inflation ends, the Hubble parameter $H(t)$ decreases and the
moduli start to oscillate around the low-energy vacuum at \( H(t) \simeq m_\phi \). The amplitude of its oscillation is expected to be of order the Planck scale, so that the resulting abundance is given by

\[
\frac{\rho_\phi}{s} \simeq \frac{1}{8} T_{RH},
\]  

(2.2)

where \( T_{RH} \) is reheat temperature after inflation. This energy density is much larger than the DM abundance. If the moduli is stable, the Universe would be in matter domination before the BBN starts. Even if the moduli is unstable, its decay products may spoil the success of the BBN [48]. This is the notorious cosmological moduli problem. Also, if the moduli is stabilized by SUSY breaking effects in the Kähler potential, their axionic partners remain much lighter than the moduli. In this case, the moduli decay into a pair of axions with a large branching ratio, leading to the overproduction of axions [49–51]. Similarly, the moduli generically decay into a pair of gravitinos with a sizable branching fraction if kinematically accessible [52–55]. Thus produced gravitinos may spoil the BBN or produce too many lightest SUSY particles.

### 2.2 Axion overproduction problem

The potential of axion can be similarly written as follows around the low-energy vacuum:

\[
V(a) \approx \frac{1}{2} m_a^2 a^2,
\]

(2.3)

where \( a \) is the axion field and \( m_a \) is the axion mass at the potential minimum.

For the QCD axion, its mass is given as

\[
m_a|_{T=0} \simeq \frac{z}{(1+z)^2} \frac{m_\pi f_\pi}{f_a},
\]

(2.4)

at the zero temperature, where \( f_a \) is the axion decay constant, \( z \approx 0.56 \) is the ratio of \( u \)- and \( d \)-quark masses, \( m_\pi \approx 140 \text{ MeV} \) is the pion mass, and \( f_\pi \approx 130 \text{ MeV} \) is the pion decay constant. In a finite temperature plasma with \( T \gg \Lambda_{\text{QCD}} \), the axion mass depends on the temperature as

\[
m_a^2(T) \simeq c_T \Lambda_{\text{QCD}}^4 f_a^2 \left( \frac{T}{\Lambda_{\text{QCD}}} \right)^{-n},
\]

(2.5)

where \( c_T \simeq 1.68 \times 10^{-7}, n = 6.68, \) and \( \Lambda_{\text{QCD}} = 400 \text{ MeV} \) [56, 57].

Let us consider a case in which the PQ symmetry is broken before inflation. In this case, the axion stays at a certain phase during inflation because it is massless and is affected by the Hubble friction effect. Since the coherent length is stretched by the exponential expansion of the Universe during inflation, the axion VEV is spatially homogeneous. After inflation ends and before the QCD phase transition, the axion mass is much smaller than the Hubble parameter, so that it continues to stay at a certain VEV due to the Hubble friction effect. Then at a time around the QCD phase transition, the axion mass becomes larger than the Hubble parameter and starts to oscillate around the low energy vacuum, at
which the axion VEV cancels the undesirable strong CP phase \cite{3}. The temperature of the Universe at the onset of oscillation is given as

\[ T_{\text{osc},0} \simeq \Lambda_{\text{QCD}} \left( \frac{90cT M_{\text{Pl}}^2}{\pi^2 g_s(T_{\text{osc},0}) f_a^2} \right)^{1/(4+n)} \]  

\[ \simeq 1.2 \text{ GeV} \left( \frac{f_a}{10^{12} \text{ GeV}} \right)^{-0.187}, \]  

where \( M_{\text{Pl}} \simeq 2.4 \times 10^{18} \text{ GeV} \) is the reduced Planck mass. The parameter \( g_s(T) \) is the effective number of relativistic particles in the plasma and we use \( g_s(T_{\text{osc},0}) \approx 85 \). The energy density of the axion oscillation decreases with time just like matter after the axion mass becomes constant, and hence it is a good candidate for cold DM. Neglecting the anharmonic effect \cite{58}, one obtains the axion abundance as \cite{59}

\[ \Omega_a h^2 \simeq 0.2 \theta_{\text{ini}}^2 \left( \frac{f_a}{10^{12} \text{ GeV}} \right)^{1.19}, \]  

where \( h \) is the Hubble parameter in units of 100 km/s/Mpc and \( \theta_{\text{ini}} \) \((−\pi < \theta_{\text{ini}} \leq \pi)\) is the initial misalignment angle. The observed DM abundance, \( \Omega_{\text{DM}} h^2 \simeq 0.12 \), can be explained when the axion decay constant is given by

\[ f_a \approx 7.4 \times 10^{11} \text{ GeV} \times |\theta_{\text{ini}}|^{-1.68}. \]  

Note that the string theory predicts axions with the axion decay constants of order the grand-unified theory (GUT) scale. With such a large decay constant, the axion abundance easily overcloses the Universe unless the initial misalignment angle \( \theta_{\text{ini}} \) is fine-tuned to be much smaller than unity [see Eq. (2.8)]. Although the string axion is well motivated, it confronts the overproduction problem of the axion energy density.

3 Adiabatic suppression mechanism

The moduli and axion overproduction problems can be avoided when the VEV of these fields changes adiabatically at the onset of oscillation. This can be achieved when they have a large time-dependent mass term in addition to the low-energy mass term \cite{20}. In this section, we explain the adiabatic suppression mechanism and show that it results in the exponential suppression of an adiabatic invariant, which describes the comoving number density of particles.

Suppose that a light field (moduli or axion) has a time-dependent mass \( \tilde{m}(t) \). The potential of the light field \( \phi \) is then given by

\[ V(\phi) = \frac{1}{2} \tilde{m}_\phi^2(t) \phi^2 + \frac{1}{2} \tilde{m}_a^2(t) (\phi - \phi_0)^2, \]  

where \( \phi_0 \) is of order the Planck scale for the case of moduli or of order the axion decay constant for the case of axion. We denote the mass of light field as \( m_a(t) \), which may depend on time in some cases. Note that the model considered in Ref. \cite{20} corresponds to
the case with $m_\phi(t) = \text{const.} \ (\equiv m_\phi)$ and $\tilde{m}^2(t) = C^2 H^2(t)$ ($C$: constant). The equation of motion is then given by

$$\ddot{\phi} + 3H \dot{\phi} = -m_\phi^2(t) \phi - \tilde{m}^2(t) (\phi - \phi_0),$$

(3.2)

where $H = p/t$ with $p = 1/2$ in the radiation dominated era.

We assume that $\tilde{m}(t)$ is larger than $H(t)$ at least until $\tilde{m}(t) \approx m_\phi(t)$. In this case $\phi$ stays at or oscillates around $\phi = \phi_0$. Then, at the time around $\tilde{m}(t) \approx m_\phi(t)$, the minimum of the potential decreases as $v(t) \equiv \phi_0 \tilde{m}^2(t)/(m_\phi(t)^2 + \tilde{m}^2(t))$. Here, the time scale of $v(t)$ is of order the Hubble parameter ($\dot{v}/v \sim H(t)$) while that of the oscillation is of order $\tilde{m}(t)$ ($\gg H(t)$). This means that the minimum of the potential changes adiabatically and almost no oscillation is induced through this dynamics.

Note that we should take a particular care of the origin of the effective mass term. Suppose that, for example, the effective mass term comes from a coupling between the moduli field and the inflaton. During inflation, the inflaton mass is lighter than the Hubble parameter for successful slow-roll inflation. After inflation, the inflaton oscillates about its potential minimum and its mass becomes larger than the Hubble parameter. This implies that the effective modulus mass becomes necessarily comparable to the inflaton mass sometime after inflation. Then, the modulus dynamics can be significantly affected by the inflaton oscillations, leading to a production of the modulus field after inflation [27]. The model used in Ref. [20] confronts this issue. On the other hand, the examples we use in Sec. 4 and 5 are free from this issue, since the effective axion mass appears after inflation when the inflaton mass is already much heavier than the effective axion mass.

Below, we evaluate the abundance of the light field by calculating the time evolution of an adiabatic invariant. Our calculation not only reproduces the result of Ref. [20] but also is applicable to more generic cases.

### 3.1 Calculation of adiabatic invariant

We rewrite the equation of motion as

$$\ddot{\varphi} + m^2(t) (\varphi - v(t)) = 0,$$

(3.3)

where

$$\varphi \equiv \left( \frac{t}{t_0} \right)^{3p/2} \phi,$$

(3.4)

$$m^2(t) \equiv m_\phi^2(t) + 3 \left( \frac{1}{p} - \frac{3}{2} \right) H^2(t) + \tilde{m}^2(t)$$

(3.5)

$$v(t) \equiv \frac{\tilde{m}^2(t)}{m^2(t)} \phi_0 \left( \frac{t}{t_0} \right)^{3p/2}.$$  

(3.6)

The dynamics of such a field is analogous to a motion of a particle with the Hamiltonian,

$$\mathcal{H} = \frac{1}{2} \Pi^2 + \frac{1}{2} m^2(t) (\varphi - v(t))^2.$$  

(3.7)
where $\Pi$ is a canonical momentum of the particle $\varphi$. This is the Hamiltonian of a harmonic oscillator with two time-dependent parameters.

We can define an adiabatic invariant for a one-particle system with a compact trajectory. We assume that the typical time scale of its oscillation $m(t)$ is much larger than $H(t)$ and those of the two parameters $(\dot{m}/m)^{-1}$ and $(\dot{v}/v)^{-1}$ are of order $H(t)$. In this case, the adiabatic invariant approximately conserves. It is explicitly written as

$$I = \frac{1}{2\pi} \int_T \Pi d\varphi, \quad (3.8)$$

where the integral is taken over the interval of one periodic motion assuming constant $m$ and $v$. In an oscillating homogeneous scalar field, the adiabatic invariant can be interpreted as the comoving number density of particles, and its approximate conservation law means that almost no particles are produced due to slowly changing parameters. However, exponentially suppressed but nonzero amount of particles are produced throughout the dynamics and we can calculate it in the following way. We follow and generalize a method explained in Ref. [60].

### 3.1.1 Case with constant parameters

First, let us consider a trivial case where the parameters $m$ and $v$ are constant in time. The result is of course given by

$$\varphi(t) = \sqrt{\frac{2E}{m^2}} \sin \theta(t) + v, \quad (3.9)$$

$$\Pi(t) = \sqrt{2E} \cos \theta(t), \quad (3.10)$$

where $E$ is the energy, $\Pi = \dot{\varphi}$ is the canonical momentum, and $\theta(t)$ is given by $mt$. The adiabatic invariant, which is exactly conserved in this case, is calculated as

$$I = E/m. \quad (3.11)$$

Note that since we define $\varphi$ as Eq. (3.4), the adiabatic invariant is proportional to the comoving number density of the field $\phi$.

Let us take the action as a function of $\varphi$ and $t$ such as

$$S(\varphi, t) = \int_{t'}^\varphi L \, dt' \quad (3.12)$$

Noting that $L = \Pi(\partial \varphi/\partial t) - \mathcal{H}$, where $\mathcal{H}$ is the Hamiltonian, we obtain

$$dS = \Pi d\varphi - \mathcal{H} dt. \quad (3.13)$$

Note that $\Pi$ should be rewritten in terms of $\varphi$ by using Eqs. (3.9) and (3.10). Since the energy is conserved for the case of constant $m$ and $v$, it is given by

$$S(\varphi, t) = S_0(\varphi, E) - Et, \quad (3.14)$$

$$S_0(\varphi', E) = \int \Pi(\varphi', E) d\varphi', \quad (3.15)$$
where we explicitly write $E$ dependence of $S_0$ for later convenience. Here, we can take $S_0(\varphi, E)$ as a function of $I$ because $E = mI$. In the case of the harmonic oscillator, $S_0$ is explicitly calculated as

$$S_0(\varphi, I) = \sqrt{2mI} \int \sqrt{1 - \frac{m}{2I} (\varphi' - v)^2} d\varphi' = I \left( \theta + \frac{\sin 2\theta}{2} \right), \quad (3.16)$$

where $\theta = \theta(\varphi, I)$ is given by the inverse of Eq. (3.9).

Let us take $S_0$ as a mother function of a canonical transformation:

$$\frac{dS_0}{dt}(\varphi, I) = \left( \Pi \frac{d\varphi}{dt} - \mathcal{H} \right) - \left( I \frac{d\theta}{dt} - \mathcal{H}' \right) + \frac{d}{dt}(I\theta), \quad (3.17)$$

where $\mathcal{H}'$ is a new Hamiltonian. The last terms comes from the Legendre transformation that change the dependence of the variable $\theta$ to $I$. Then the adiabatic invariant $I$ becomes a new canonical momentum and satisfies

$$\Pi = \frac{\partial S_0(\varphi, I)}{\partial \varphi}, \quad (3.18)$$

$$\theta = \frac{\partial S_0(\varphi, I)}{\partial I}. \quad (3.19)$$

The parameter $\theta$ is a new canonical variable. It coincides with the one used in Eq. (3.9), as expected. Since the mother function $S_0$ is independent of time, the new Hamiltonian is identified with the old one, i.e., $\mathcal{H} = E(I)$. The Hamilton equations of motion are thus given by

$$\dot{I} = -\frac{\partial E(I)}{\partial \theta} = 0, \quad (3.20)$$

$$\dot{\theta} = \frac{\partial E(I)}{\partial I} = m, \quad (3.21)$$

which imply that $I = \text{const.}$ and $\theta = mt$ as expected.

### 3.1.2 Case with time-dependent parameters

Next, we consider a case where the parameters $m$ and $v$ depend on time. We perform a canonical transformation of this system via the mother function of $S_0$ given in Eq. (3.16), where the constant parameters $m$ and $v$ are replaced by the time-dependent ones. Since the mother function depends on time via the parameters $m(t)$ and $v(t)$, the new Hamiltonian is given by

$$\mathcal{H}' = E(I) + \frac{\partial S_0}{\partial t} = E(I) + \Lambda_m \dot{m} + \Lambda_v \dot{v}, \quad (3.22)$$

where

$$\Lambda_m = \left( \frac{\partial S_0}{\partial m} \right)_{\varphi, I} = \frac{I}{2m} \sin 2\theta, \quad (3.23)$$

$$\Lambda_v = \left( \frac{\partial S_0}{\partial v} \right)_{\varphi, I} = -\sqrt{2mI} \cos \theta, \quad (3.24)$$
where \( (\partial f(x,y)/\partial x)_y \) is the partial derivative of \( f(x,y) \) with respect to \( x \) while \( y \) fixed.

The new canonical variables \( I \) and \( \theta \) are determined by Eqs. (3.18) and (3.19). The equations of motion are now given by

\[
\dot{I} = -\frac{\partial H'}{\partial \theta} = -\left( \frac{\partial \Lambda_m}{\partial \theta} \right)_{I,m,v} \dot{m} - \left( \frac{\partial \Lambda_v}{\partial \theta} \right)_{I,m,v} \dot{\theta},
\]

\[
\dot{\theta} = \frac{\partial H'}{\partial I} = \left( \frac{\partial E}{\partial I} \right)_{m,v} + \left( \frac{\partial \Lambda_m}{\partial I} \right)_{\theta,m,v} \dot{m} + \left( \frac{\partial \Lambda_v}{\partial I} \right)_{\theta,m,v} \dot{\theta},
\]

where \((\partial E/\partial I)_{m,v} (= m)\) is the frequency of the harmonic oscillator for the case of time-independent parameters. These are rewritten as

\[
\dot{I}(t) = -\frac{\dot{m}}{m} \cos (2\theta) - \sqrt{2m\dot{v}} \sin \theta,
\]

\[
\dot{\theta} \simeq m,
\]

where we neglect the second and third terms in Eq. (3.26) because the inverse of the oscillation time scale \( m \) is much larger than that of \( \dot{m}/m \) and \( \dot{v}/v \).

On some occasions, we are interested in the case where the adiabatic invariant \( I \) is absent initially. Then the second term of the right-hand side in Eq. (3.27) mainly contributes to the growth of \( I \). Even if \( I \) is initially nonzero, we can neglect the first term in the right-hand side for the case of \( I \ll (m/\dot{m})^2(\dot{v}/v)^2 m v^2 \approx m v^2 \). For example, suppose that \( \phi \) oscillates at \( t = t_0 \) with an amplitude of \( \phi_0 \). Then we have \( I_0 \simeq m \phi_0^2 \), which is much smaller than \( m v^2 \simeq m \phi_0^2 (t/t_0)^{3p} \) for \( t \gg t_0 \). Therefore, what we need to calculate is the following integral:

\[
\sqrt{I(\infty)} - \sqrt{I(t_0)} = - \int_{t_0}^{\infty} dt \sqrt{\frac{m}{2} \dot{v} \sin \theta},
\]

where \( t_0 \) is an arbitrary time much before \( \tilde{m}(t) \simeq m \phi(t) \). We need to specify a model to calculate this integral.

### 3.2 Examples

#### 3.2.1 Large Hubble-induced mass

Here let us check that our method reproduces the result in Ref. [20], by taking \( m_{\phi} = \text{const.} \) and \( \tilde{m}(t) = C H(t) \) with \( C \gg 1 \). This can be realized when we consider a modulus that has interaction with an inflaton with a cutoff scale below the Planck scale. In this case, we can take the limit of \( t_0 \to 0 \) because the axion initially stays at a certain VEV due to the Hubble friction effect (i.e., \( I(t_0) = 0 \) for \( t_0 \to 0 \)).

We decompose the oscillation factor such as \( \sin \theta = (e^{i\theta} - e^{-i\theta})/2i \), and calculate each term separately. The integrand has poles and branch cuts in the complex \( t \)-plane, so that we replace the integration contour in the complex plane as shown in the left panel in Fig. 1:

\[
\frac{i}{2\sqrt{2}} \int_{C_1} \dot{v} \sqrt{m} e^{i\theta} dt = \frac{i}{2\sqrt{2}} \int_{C_2+C_3+C_4+C_5+C_6} \dot{v} \sqrt{m} e^{i\theta} dt.
\]
Figure 1. Integration contours in the complex $t$ plane for the cases of $m_a = \text{const.}$ (left panel) and $m_a \propto t^{n/2}$ (right panel). The red lines represent branch cuts and the red points are poles.

The integrand is given as

$$\hat{v} \sqrt{m} e^{i \theta} = \frac{V}{C^{3/2}} \frac{t^{3p/2-3/2}}{\left(1 + \frac{t^2}{z_{\text{pole}}^2}\right)^{7/4}} \left[\frac{3p}{2} + \left(\frac{3p}{2} - 2\right) \frac{t^2}{z_{\text{pole}}^2}\right] e^{i \theta},$$

(3.31)

where we define

$$z_{\text{pole}} \equiv \tilde{C}/m_\phi$$

(3.32)

$$\tilde{C} \equiv p\sqrt{3/2(1/p - 3/2)} + C^2 \simeq pC$$

(3.33)

$$V \equiv p^2 C^2 \phi_0 t_0^{-3p/2}.$$  

(3.34)

The parameter $\theta$ is calculated from

$$\theta(t) = \int_{t_0}^{t} m(t') dt'.$$

(3.35)

On the imaginary axis of $t$, it is given by

$$\theta(t) = \begin{cases} 
\int_{C_2} m(t') dt' - \int_{z_0}^{z} dz' \sqrt{-m_\phi^2 + \tilde{C}^2/z'^2} & \text{for } z < z_{\text{pole}} \\
\int_{C_2+C_3+C_4} m(t') dt' + i \int_{z_{\text{pole}}}^{z} dz' \sqrt{m_\phi^2 - \tilde{C}^2/z'^2} & \text{for } z > z_{\text{pole}}
\end{cases}$$

(3.36)

where $t = iz$ and $t_{\text{pole}} \equiv iz_{\text{pole}}$ is the pole location in the complex $t$-plane and $z_0 \equiv t_0$. The integral for the contour $C_2$ can be calculated as

$$\int_{C_2} m(t') dt' = \int_{C_2} \sqrt{m_\phi^2 t'^2 + \tilde{C}^2 dt'}/t'$$

$$= \frac{\pi \tilde{C}}{2} i.$$

(3.37)

(3.38)
The second terms in Eq. (3.36) are calculated as

\[- \int_{z_0}^{z} dz' \sqrt{-m_\phi^2 + \tilde{C}^2 / z'^2} = -\tilde{C} \sqrt{1 - z^2 / z_\text{pole}^2} - \tilde{C} \ln \left[ \frac{1 - \sqrt{1 - z^2 / z_\text{pole}^2}}{1 + \sqrt{1 - z^2 / z_\text{pole}^2}} \right] + \text{const.} \]

\[(3.39)\]

\[i \int_{z_\text{pole}}^{z} dz' \sqrt{m_\phi^2 - \tilde{C}^2 / z'^2} = i\tilde{C} \sqrt{z^2 / z_\text{pole}^2} - 1 + i\tilde{C} \text{arctan} \left[ \frac{1}{\sqrt{z^2 / z_\text{pole}^2}} \right] + \text{const.,} \]

\[(3.40)\]

and \(\int_C m(t')dt' = 0\) because \(m(t) = 0\) at \(t = t_\text{pole}\).

Now we can calculate Eq. (3.30). First, it is easy to see that the integral of \(C_2\) in Eq. (3.30) is proportional to \(t_0^{3p/2-1/2}\), so that it can be neglected in the limit of \(t_0 \to 0\) for \(p > 1/3\). Since we are interested in the radiation dominated era, where \(p = 1/2\), this condition is satisfied.

Second, the integral of the contour \(C_3\) has an oscillation term Eq. (3.39) from \(e^{i\theta}\). The time scale of this oscillation term (\(\propto \tilde{C}\)) is much larger than that of the prefactor in the integrant \(\dot{v} \sqrt{m}\), so that the integral of \(C_3\) contour is suppressed by the oscillation term. However, when \(t\) is sufficiently close to the pole (\(|t - iz_\text{pole}| \lesssim z_\text{pole}/\tilde{C}^{2/3}\)), the oscillation term becomes constant, and the integral gives a large contribution.

Finally, the integral of the contour \(C_5\) and \(C_6\) has a damping term Eq. (3.40) from \(e^{i\theta}\), so that the integral of \(\int_{C_5+C_6} e^{i\theta}\) is highly suppressed by the additional exponential factor. However, when \(t\) is sufficiently close to the pole (\(|t - iz_\text{pole}| \lesssim z_\text{pole}/\tilde{C}^{2/3}\)), the damping term becomes constant, and the integral gives a large contribution.

Therefore, the integral at the vicinity of the pole gives the main contribution of Eq. (3.30). We should calculate

\[
\int_{|t-iz_\text{pole}| < z_\text{pole}/\tilde{C}^{2/3}} \dot{v} \sqrt{m} e^{i\theta} \, dt
\]

\[\approx \frac{2V}{\tilde{C}^{3/2}} e^{i\theta(t=iz_\text{pole})} (iz_\text{pole})^{3p/2-3/2} \int_{|t-iz_\text{pole}| < z_\text{pole}/\tilde{C}^{2/3}} \left(1 + \frac{t^2}{2z_\text{pole}^2}\right)^{-7/4} \, dt. \]

\[(3.42)\]

where the integral should be taken on the contour \(C_3 + C_4 + C_5\). The integral can be calculated as

\[
\int_{|t-iz_\text{pole}| < z_\text{pole}/\tilde{C}^{2/3}} \left(1 + \frac{t^2}{2z_\text{pole}^2}\right)^{-7/4} \, dt
\]

\[= \frac{4}{3} \left(\frac{z_\text{pole}}{2}\right)^{7/4} \left(\frac{\tilde{C}^{2/3}}{z_\text{pole}}\right)^{3/4} e^{-7/8\pi i} e^{3/8\pi i} - e^{-3/8\pi i}. \]

\[(3.43)\]
We can calculate \( \int \dot{v} \sqrt{m e^{-i\theta}} \, dt \) in the same way. Combining these results, we obtain the adiabatic invariant such as

\[
I \simeq \frac{\tilde{C}^{3p+1}}{m_\phi^{3p-1}} \varphi_0^2 t_0^{-3p} e^{-\pi p C}
\]  

(3.44)

where we assume \( I(t_0) = 0 \) and omit \( \mathcal{O}(1) \) factors. Using \( I \simeq m_\phi \varphi^2 \) for \( CH \ll m_\phi \), we obtain

\[
\phi \equiv \left( \frac{t_0}{t} \right)^{3p/2} \varphi \simeq p^{3/2} C(3p+1)/2 \varphi_0 \left( \frac{p}{tm_\phi} \right)^{3p/2} e^{-\pi p C/2},
\]

(3.45)

where we use \( \tilde{C} \simeq pC \). All parameter dependences are consistent with the one derived by Linde. Thus we can solve the moduli problem when it has an effective mass term \( CH(t) \) with \( C \sim 30 \) [20].

To sum up, the exponential factor comes from Eq. (3.38) and the other factors should be calculated around the vicinity of the pole \( t = i\tilde{z}_{\text{pole}} \). These facts allow us to easily estimate the resulting adiabatic invariant.

Finally, we rewrite the result in terms of the number density to entropy density ratio for later convenience:

\[
\frac{n_\phi}{s} \equiv \left. \frac{m_\phi \varphi^2/2}{s} \right|_{t = i\tilde{z}_{\text{pole}}} = \frac{45}{2\pi^2 g_s} \left( \frac{4\pi^2 g_s}{90 M_{\text{pl}}^2} \right)^{3/4} t_0^{3/2} I,
\]

(3.47)

where we use \( p = 1/2 \), and \( g_s \) and \( g_* \) are effective relativistic degrees of freedom for entropy and energy density, respectively.

### 3.2.2 Application to an axion model

Now we calculate the abundance in the case where \( m_\phi \) depends on time such as the case of QCD axion, where \( m_\phi(t) \equiv At^{pn/2} \) [see Eq. (2.5)]. In this subsection, we assume \( \tilde{m}(t) = CH(t) \), which is considered in Refs. [38, 46]. This can be realized when we introduce a term like

\[
\mathcal{L} \supset c_R^2 R \frac{e^{i\theta}}{f_\alpha} \cos \left( \frac{a}{f_\alpha} - \theta_R \right),
\]

(3.48)

where \( R \) is the Ricci scalar. In the radiation dominated era, this term gives \( \tilde{m}(t) = CH(t) \) with \( C = 1.6 c_R \alpha_s M_{\text{pl}}/f_\alpha \), where \( \alpha_s \) is the fine-structure constant of SU(3)\(_c\) gauge interaction.

As shown in the right panel in Fig. 1, the pole location is given by \( t = e^{i\alpha} \tilde{z}_{\text{pole}} \), where

\[
\alpha = \frac{\pi}{2 + pn}
\]

(3.49)

\[
\tilde{z}_{\text{pole}} = \left( \frac{\tilde{C} A}{\tilde{A}} \right)^{2/(2+pn)}
\]

(3.50)

\[
\tilde{C} \equiv p \sqrt{3/2(1/p - 3/2)} + C^2 \simeq pC.
\]

(3.51)
In this case, $i\theta(t = e^{i\alpha}z_{\text{pole}})$ is calculated as

$$i\theta(t = e^{i\alpha}z_{\text{pole}}) = -\alpha p C + \text{(imaginary part)}.$$ (3.52)

The integral of Eq. (3.30) is again dominated by the contribution in the vicinity of the pole: $|t - e^{i\alpha}z_{\text{pole}}| < z_{\text{pole}}/(C\sqrt{2 + pn})^{2/3}$. Then we estimate the adiabatic invariant such as

$$I \simeq \frac{C^2 z_{\text{pole}}^{3p-1}}{pn + 2} \int_0^{\phi_0^2} e^{-2\alpha p C}$$

$$\simeq \frac{C^2(pn+1+3p)/(2+pn)}{pn + 2} A^{2(1-3p)/(2+pn)} t_0^{-3p} \phi_0^2 e^{-2\alpha p C}.$$ (3.54)

Therefore, an effective mass of $\tilde{m}(t) = CH(t)$ suppresses the axion abundance efficiently when $C \gg 1$.

### 3.2.3 Application to a generic model

Finally, we calculate the abundance in the case of $m_\phi(t) = A t^{pn/2}$ and $m(t) = C' t^{-d}$, where $d$ is a constant parameter. The following calculation should reproduce the previous result if we take $d = 1$ and $C' = C p$.

In this case, $m^2(t)$ is given by

$$m^2(t) = A^2 t^{pn} + \frac{3}{2} \left( \frac{1}{p} - \frac{3}{2} \right) H^2(t) + C'^2 t^{-2d}.$$ (3.55)

We neglect the $H^2(t)$ term because we are interested in the change of adiabatic invariant at a time around $A^2 t^{pn} \sim C'^2 t^{-2d} \gg H^2(t)$. Note that $t_0$ cannot be taken to be 0 because $C'^2 t^{-2d}$ is larger than $H^2(t)$ only after a certain time. Thus we take, say, $t_0 \approx z_{\text{pole}}/10$, though our result is independent of this value for $t_0 \ll z_{\text{pole}}$. Here, $z_{\text{pole}}$ is given by

$$z_{\text{pole}} \equiv \left( \frac{C'}{A} \right)^{2/(2d+pn)}.$$ (3.56)

The pole location is given by $t = e^{i\alpha}z_{\text{pole}}$, where

$$\alpha = \frac{\pi}{2d + pn}.$$ (3.57)

First, let us calculate the imaginary part of $\theta(t_{\text{pole}})$. The integral on the contours $C_2$ and $C_3$ is calculated as

$$\text{Im}[\theta(t_{\text{pole}})] = \text{Im} \int_{C_2 + C_3} m(t') dt'$$

$$\simeq C' z_{\text{pole}}^{1-d} \text{Im} \left[ \int_{t_0/z_{\text{pole}}}^{t_0/z_{\text{pole}} e^{i\alpha}} dt' t'^{-d} + e^{i(1-d)\alpha} \int_{t_0/z_{\text{pole}}}^{1} dt' \sqrt{t'^{-2d} - t'^{pn}} \right]$$

$$= \alpha C' z_{\text{pole}}^{1-d} D \frac{\sin(1-d)\alpha}{(1-d)\alpha},$$ (3.58)
where in the second line we define

\[ D \equiv \left( \frac{t_0}{z_{\text{pole}}} \right)^{1-d} + (1 - d) \int_{t_0/z_{\text{pole}}}^1 dt' \sqrt{t' - 2d - t'^m} \right]. \quad (3.59) \]

We can evaluate \( D \) numerically for given parameters and we find that it is almost independent of \( t_0/z_{\text{pole}} \) for \( t_0/z_{\text{pole}} \ll 1 \) and is about unity for \( (2d + pn) \gg 1 \).

The integral of Eq. (3.30) is again dominated by the contribution in the vicinity of the pole:

\[ \left| t - e^{i\alpha z_{\text{pole}}} \right| < z_{\text{pole}} \left( \frac{z_{\text{pole}}^{d-1}}{C' \sqrt{2d + pn}} \right)^{2/3}. \quad (3.60) \]

Then we estimate the adiabatic invariant such as

\[ I \approx \frac{C'^2}{2d + pn} z_{\text{pole}}^{3p-2d+1} t_0^{-3p} \phi_0^2 \left( -2\text{Im}[\theta(t_{\text{pole}})] \right). \quad (3.61) \]

It is convenient to rewrite this result as the number density to entropy density ratio:

\[ \frac{n_\phi}{s} = \frac{m_\phi \phi_0^2 / 2}{s} \left| \left. \frac{1}{t_{\text{pole}}} \right| \right|_{t_{\text{pole}}} \approx \frac{45}{2\pi^2 g_s} \left( \frac{4\pi^2 g_s}{90M_{\text{pl}}^2} \right)^{3/4} \frac{2C'^2}{n + 4d} \frac{z_{\text{pole}}^{5/2 - 2d}}{\phi_0^2} \left( -2\text{Im}[\theta(t_{\text{pole}})] \right) \quad (3.62) \]

where we use \( p = 1/2 \), and \( g_s \) and \( g_s \) are effective relativistic degrees of freedom for entropy and energy density, respectively. Note that \( \text{Im}[\theta(t_{\text{pole}})] \propto C' z_{\text{pole}}^{1-d} \approx m/H(t = z_{\text{pole}}) \gg 1 \).

4 QCD axion and adiabatic suppression mechanism

The QCD axion potential is protected by the PQ symmetry, and therefore, it is difficult to give the axion a time-dependent effective mass term, which is needed to realize the adiabatic suppression mechanism. In this section, we consider the cosmological history of the QCD axion or string axion that acquires an effective mass due to the Witten effect, using the result given in the previous section.

4.1 Axion dynamics with monopole DM

Here we consider a cosmological history of the axion in the presence of hidden monopoles of \( U(1)_H \). We assume that the PQ symmetry is anomalous under the hidden \( U(1)_H \), which then implies that the axion acquires an effective mass due to the Witten effect (see App. A). In this section, we consider the case where \( U(1)_H \) is not broken, and monopole is stable and can be DM [61].

\[ A \text{ scenario where t’Hooft-Polyakov monopole accounts for DM was discussed in Ref. [62, 63], where massive gauge bosons are another component of DM.} \]

\[ 3 \text{ A scenario where t’Hooft-Polyakov monopole accounts for DM was discussed in Ref. [62, 63], where massive gauge bosons are another component of DM.} \]
Suppose that monopoles are produced at a temperature of $T_m$ ($T_m \gg \Lambda_{\text{QCD}}$) with an initial number density of $n_M(T_m)$. Its number density decreases with time due to the cosmic expansion, so that the ratio to the entropy density is constant:

$$Y_M \equiv \frac{n_M}{s} = \text{const.} \quad (4.1)$$

In the presence of monopoles, the Witten effect gives an effective mass of the axion [see Eq. (A.19)] [30, 31]:

$$m_{a,M}^2(T) = 2\beta \frac{n_M(T)}{f_{a,H}}, \quad (4.2)$$

where $\beta$ is a constant defined by Eq. (A.17) or Eq. (A.18). Here, the axion decay constant associated with $U(1)_H$ is denoted as $f_{a,H}$, which may be different from $f_a$ by a rational number because of the difference of periodicity of the axion (or so-called the domain wall number).\(^4\)

Specifically, they are related to each other by $f_{a,H} = (N_{\text{DW}}/N_{a,H}) f_a$, where $N_{\text{DW}}$ and $N_{a,H}$ are the domain wall numbers of the axion in terms of the QCD instanton effect and the Witten effect, respectively. This implies that the ratio between the effective axion mass and the Hubble parameter increases with time such as

$$\frac{m_{a,M}^2(T)}{H^2(T)} = 2\beta Y_M \frac{s}{H^2 f_{a,H}}, \quad (4.3)$$

which is approximately proportional to $T^{-1}$ in the radiation dominated era. The ratio becomes unity at a temperature of $T = T_{\text{osc,1}}$ and time $t = t_{\text{osc,1}}$, which is given by

$$T_{\text{osc,1}} \simeq Y_M \frac{8\beta M_f^2}{f_{a,H}} \quad (4.4)$$

$$\simeq 2 \times 10^9 \text{GeV} \beta \left( \frac{m_M}{1 \text{ TeV}} \right)^{-1} \left( \frac{\Omega_M h^2}{0.12} \right)^{-1} \left( \frac{f_{a,H}}{10^{16} \text{ GeV}} \right)^{-1}, \quad (4.5)$$

where $\Omega_M$ is the relic density of monopole:

$$\Omega_M h^2 \simeq \frac{m_M Y_M}{3.6 \text{ eV}}. \quad (4.6)$$

In the case of the t’Hooft-Polyakov monopole, $\beta$ is given by Eq. (A.18) ($\beta = \alpha_H/(32\pi^2 r_c f_{a,H})$), where $\alpha_H$ is the fine-structure constant of $U(1)_H$ and $r_c$ is an electric screening scale of an electrically charged particle.\(^5\) We may take $r_c = m_W^{-1} = 1/(ev) \simeq 1/\alpha_H m_M$, where $m_W$ is the mass of $SU(2)$ gauge bosons, $e$ is the hidden gauge coupling constant, and $v$ is the $SU(2)$ breaking scale. Then we obtain

$$T_{\text{osc,1}} \simeq 65 \text{ GeV} \alpha_H^2 \left( \frac{\Omega_M h^2}{0.12} \right) \left( \frac{f_{a,H}}{10^{12} \text{ GeV}} \right)^{-2}. \quad (4.7)$$

---

\(^4\) $f_{a,H}$ can be enhanced by many orders of magnitude with respect to $f_a$ in the clockwork mechanism [64, 65].

\(^5\) The monopole may be a fundamental particle as considered in Refs. [66–68]. In this case, we should use Eq. (A.17) instead of Eq. (A.18), which leads to a larger Witten effect.
In this paper, we require that the ratio becomes unity before the QCD phase transition, i.e., \( T_{\text{osc},1} \gtrsim T_{\text{osc},0} \), which condition is rewritten as

\[
fa \lesssim 9 \times 10^{12} \text{GeV} \Omega h^2\left(\frac{N_{a,H}}{N_{DW}}\right)^{1.1} \left(\frac{\Omega_M h^2}{0.12}\right)^{0.55},
\]

for the case of the t’Hooft-Polyakov monopole. Note that \( fa \) may be different from \( f_{a,H} \) by a rational factor.

The Witten effect should be sufficiently small so that the axion VEV cancels the undesired strong CP phase at present. We can check it as follows:

\[
\frac{m^2_{a,M}}{m^2_a}\bigg|_{t_p} \approx 10^{-29} \beta \left(\frac{\Omega_M h^2}{0.12}\right) \left(\frac{m_M}{1 \text{ TeV}}\right)^{-1} \left(\frac{fa}{10^{16} \text{ GeV}}\right),
\]

where the left hand side is evaluated at the present time \( t_p \). Note that \( \beta \ll 1 \). Since this fraction is much smaller than \( 10^{-10} \) at present, the strong CP problem is solved even in the presence of monopole.

### 4.2 Axion abundance

We consider a scenario where the PQ symmetry is broken before inflation. In this case, the axion stays at a certain phase during and after inflation. After inflation ends and monopoles are produced, the ratio of Eq. (4.3) increases and reaches about unity at \( T = T_{\text{osc},1} \). Then the axion starts to oscillate around the minimum (i.e., \( \langle a \rangle = \theta \)), which is determined by the hidden sector.

The axion starts to oscillate by the Witten effect before the QCD phase transition when Eq. (4.8) is satisfied. The resulting axion energy density is given by \( H^2 (T_{\text{osc},1}) \theta_{\text{ini},H}^2 f_{a,H}^2/2 \) at the onset of oscillation, where \( (\theta_{\text{ini},H} + \theta) \) is the initial misalignment angle of axion. This gives the initial value of adiabatic invariant:

\[
I_0 = \frac{1}{2} H(T_{\text{osc},1}) \theta_{\text{ini},H}^2 f_{a,H}^2 \left(\frac{t_{\text{osc},1}}{t_0}\right)^{3/2},
\]

which represents the comoving number density of axion normalized at \( t = t_0 \). Note that we include the factor of \( (t_{\text{osc},1}/t_0)^{3/2} \) because we normalize the adiabatic invariant at \( t = t_0 \).

Although the effective mass of the axion Eq. (A.19) decreases with time, its comoving number density, which is an adiabatic invariant, is approximately conserved after the onset of oscillation. In particular, the effect of the QCD instanton around the time of QCD phase transition does not affect the number density of axion so much. The resulting amount of induced axion at the QCD phase transition is given by Eq. (3.61) with \( d = 3p/2 \):

\[
\Delta I \simeq \frac{2 C r^2}{n + 3} z_{\text{pole}}^{-3/2} \theta_0^2 e^{-2a C r z_{\text{pole}}^4 D}. \]

\[ \text{(4.11)} \]
where $D \simeq 1$ is given by Eq. (3.59) and

$$\phi_0 = \theta f_{a,H}$$

(4.12)

$$C' = H(t_{osc,1})^{3/4}$$

(4.13)

$$z_{pole} = \left( \frac{H^2(t_{osc,1})}{m_a^2(t_{osc,1})} \right)^{2/(n+3)} t_{osc,1}$$

(4.14)

$$\alpha = \frac{2\pi}{n+3}.$$  

(4.15)

Here and hereafter we use $p = 1/2$. The induced $\Delta I$ is smaller than $I_0$ when

$$\frac{2C'^2 z^{1/2}}{n + 3} \left( \frac{z_{pole}}{t_{osc,1}} \right)^{1/2} e^{-2\alpha C'_{pole}^{1/4}} \lesssim 1$$

(4.16)

$$\leftrightarrow H^2(t_{osc,1}) \gtrsim \frac{1}{n+3} \left[ \ln \left( \frac{H^2(t_{osc,1})}{m_a^2(t_{osc,1})} \right) \right]^{2(n+3)},$$

(4.17)

where we use $\alpha = 2\pi/(n + 3)$ and assume $\theta_{ini,H} \sim \theta (= \mathcal{O}(1))$. This inequality is usually satisfied. However, we should note that we assume $H^2(t_{osc,1}) \gg m_a^2(t_{osc,1})$ in the above calculation. Therefore, we conclude that the resulting axion abundance is determined by $I_0$ when $H(t_{osc,1}) \gtrsim m_a(t_{osc,1})$.

When the adiabatic suppression mechanism works, the axion abundance is determined by $I_0$ and is given as

$$\frac{n_a}{s} \simeq \frac{H_{osc,1} \theta_{ini,H}^2 f_{a,H}^2}{s(T_{osc,1})} \left( \frac{N_{DW}}{N_{a,H}} \right)$$

(4.18)

$$\simeq \sqrt{\frac{45}{32\pi^2} g_*} \frac{\theta_{ini,H}^2 f_{a,H}^2}{T_{osc,1} M_{Pl}}.$$  

(4.19)

The axion density parameter is thus given by

$$\Omega_a h^2 \simeq 2 \times 10^{-14} \theta_{ini,H}^2 \frac{f_{a,H}}{T_{osc,1}} \frac{f_{a,H}}{N_{a,H}} \left( \frac{N_{DW}}{N_{a,H}} \right)$$

(4.20)

$$\simeq 3 \times 10^{-4} \frac{\theta_{ini,H}^2}{\alpha_H^2} \left( \frac{N_{DW}}{N_{a,H}} \right) \left( \frac{0.12}{\Omega_M h^2} \right) \left( \frac{f_{a,H}}{10^{12} \text{GeV}} \right)^3.$$  

(4.21)

Since the total abundance should be smaller than the observed DM abundance, we obtain an upper bound on the axion decay constant:

$$f_{a,H} \lesssim 4 \times 10^{12} \text{GeV} \left( \frac{\alpha_H}{\theta_{ini,H}} \right)^{2/3} \left( \frac{N_{a,H}}{N_{DW}} \right)^{1/3},$$

(4.22)

where we used $(\Omega_a h^2)(\Omega_M h^2) \leq (\Omega_a h^2 + \Omega_M h^2)^2/4 \lesssim 0.12^2/4$.

We show contours of the axion and monopole abundance in Fig. 2. We take $f_a = 1 \times 10^{12}$ GeV (green curve), $2 \times 10^{12}$ GeV (blue curve), and $4 \times 10^{12}$ GeV (red curve). We assume $\theta_{ini,H} = 1$, $\alpha_H = 1$, and $N_{DW} = N_{a,H}$. The observed DM abundance can be explained at the intersection point between the contour curve and the diagonal magenta.
Figure 2. Relation between the axion and monopole abundances. We take \( f_a = 1 \times 10^{12} \text{ GeV} \) (green curve), \( 2 \times 10^{12} \text{ GeV} \) (blue curve), and \( 4 \times 10^{12} \text{ GeV} \) (red curve). We assume \( \theta_{\text{ini},H} = 1 \), \( \alpha_H = 1 \), and \( N_{\text{DW}} = N_{a,H} \). The diagonal (magenta) dashed line represents the observed DM abundance. In the light-gray shaded region, the adiabatic suppression does not work and the results should not be trusted.

Dashed line for each value of \( f_a \). Note that the adiabatic suppression mechanism works for the case of \( T_{\text{osc,1}} \lesssim T_{\text{osc,0}} \), so that we should restrict ourselves to the case of

\[
\Omega_a h^2 \lesssim 0.22 \theta_{\text{ini},H}^2 \left( \frac{N_{a,H}}{N_{\text{DW}}} \right)^{0.87} \left( \frac{\Omega_M h^2}{0.12} \right)^{0.65}.
\]

This is shown in Fig. 2 as the unshaded region. The adiabatic suppression mechanism does not work in the light-gray shaded region, in which case the coherent oscillation of axion is induced at the QCD phase transition and the resulting axion abundance is given by the sum of Eqs. (2.8) and (4.21).

Finally, we comment on the excited states of the monopole (i.e., Julia-Zee dyons). At the monopole production process, some excited states of a monopole with nonzero hidden-electric charges may be produced [69]. This is considered to be the case especially if the axion field takes different values over the space, e.g., around the axionic cosmic string. In the scenario considered in this subsection, however, the effective theta parameter of the hidden \( U(1)_H \) (i.e., axion VEV) is constant in the whole Universe at the monopole production process, so that we expect that only monopoles are produced at that time. Thus the axion acquires the space-independent quadratic mass term.
4.3 Isocurvature problem

When the PQ symmetry is broken before inflation, the axion acquires quantum fluctuations during inflation [70]. This is quantitatively written in terms of fluctuations of initial misalignment angle $\delta \theta_{\text{ini,H}}$ such as

$$\delta \theta_{\text{ini,H}} \approx \frac{H_{\text{inf}}}{2\pi f_{a,H}},$$

(4.24)

where $H_{\text{inf}}$ is the Hubble parameter during inflation. This results in isocurvature modes in density perturbations whose amplitude is given by

$$P_{\text{iso}} \approx \left( \frac{\Omega_a}{\Omega_{\text{DM}}} \right)^2 \left( \frac{H_{\text{inf}}}{\pi f_{a,H} \theta_{\text{ini,H}}} \right)^2.$$  

(4.25)

Since the CMB temperature anisotropies are predominantly adiabatic, the Planck observation puts the constraint on the amplitude of isocurvature perturbations:

$$\frac{P_{\text{iso}}}{P_{\text{ad}}} \lesssim 0.037,$$

(4.26)

where the amplitude of adiabatic perturbations is measured as $P_{\text{ad}} \simeq 2.2 \times 10^{-9}$ [71]. As a result, the axion decay constant should satisfy

$$f_{a,H} \gtrsim 3.4 \times 10^4 H_{\text{inf}} \frac{\Omega_a}{\Omega_{\text{DM}} \theta_{\text{ini,H}}},$$

(4.27)

which can be rewritten by Eq. (4.21) such as

$$H_{\text{inf}} \lesssim 1.2 \times 10^{10} \text{ GeV} \Omega_H^2 \frac{\theta_{\text{ini,H}}^{-1}}{N_{a,H}} \left( \frac{N_{a,H}}{N_{\text{DM}}} \right) \left( \frac{\Omega_M h^2}{0.12} \right) \left( \frac{f_{a,H}}{10^{12} \text{ GeV}} \right)^{-2}.$$  

(4.28)

One can see that the isocurvature constraint on the inflation scale is greatly relaxed for given $f_a$ and the initial misalignment [29]. For instance, in the ordinary scenario without the Witten effect, the upper bound on $H_{\text{inf}}$ is of order $10^7 \text{ GeV}$ for $f_a = 10^{12} \text{ GeV}$ and $\theta = O(1)$. This is because the axion abundance is suppressed by the Witten effect and it can be smaller than the observed DM abundance without fine-tuning the initial misalignment angle. The hidden monopoles are a prime candidate for the major DM component. Note that, in this scenario, the perturbation of axion energy density, $\delta \Omega_a/\Omega_a$, is not suppressed, and therefore, this effect cannot be mimicked by making the initial displacement smaller since it would enhance $\delta \Omega_a/\Omega_a$.

4.4 Constraints on monopole DM

When the hidden $U(1)_H$ is unbroken, the monopole can be DM [61, 62]. Since monopoles interact with hidden photons, they are interacting massive DM. The cross section is calcu-

\[6\] When we consider t’Hooft-Polyakov monopole originated from the SSB of $SU(2)$ to $U(1)_H$, there are massive gauge bosons as well as monopoles. This theory has been investigated in Ref. [62, 63], where they found that the massive gauge bosons are a dominant component of DM.
lated as \[63\]
\[
\sigma_T = \frac{16\pi\alpha_M^2}{m_M^2 v^4} \log \left( 1 + \frac{m_M^4 v^4}{8\pi\alpha_M^2 \rho_M} \right) \tag{4.29}
\]
\[
\simeq 0.4 \text{ cm}^2/\text{g} \ m_M\alpha_M^2 \left( \frac{v}{10 \text{ km/s}} \right)^{-4} \left( \frac{m_M}{1 \text{ PeV}} \right)^{-3} \tag{4.30}
\]
for monopole DM, where \(\alpha_M \equiv g^2/(4\pi) (= 1/\alpha_H)\) is the fine-structure constant for the magnetic charge and we take the log factor as \(\simeq 40\) in the second line.

There are several constraints on the self-scattering cross section depending on the DM velocity \(v\). The Bullet cluster gives the upper bound such as \(\sigma_T/m_M < 1.25 \text{ cm}^2/\text{g}\) for \(v \sim 1000 \text{ km/s}\) \[72–74\]. The most stringent constraint comes from the ellipticity of DM halo, where observations indicate that DM halos are somewhat elliptical. Since the self-interaction of DM results in a spherical DM halo, the cross section is restricted above by this consideration such as \(\sigma_T/m_M \lesssim 0.1 - 1 \text{ cm}^2/\text{g}\) for \(v \sim 200 \text{ km/s}\) \[75, 76\].

The self-scattering of DM is well motivated to solve astrophysical problems: core-cusp problem and too-big-to-fail problem \[77\]. These can be solved when \(\sigma_T/m_M < 0.1 - 10 \text{ cm}^2/\text{g}\) for \(v \sim 10 - 30 \text{ km/s}\) \[78\]. Also, the recent observation of Abel 3827 indicates \(\sigma_T/m_M = 1.5 \text{ cm}^2/\text{g}\), which also motivates us to consider the self-interacting monopole DM \[79\] (see also Ref. \[80\]). These can be addressed when the mass of monopole is of order PeV scale for \(\alpha_H = 1\).

5 String axion with monopole annihilation

In this section, we consider the case that the monopoles disappear at a temperature of \(T_{\text{ann}}\) after the QCD phase transition but before the BBN epoch (i.e., \(1 \text{ MeV} \lesssim T_{\text{ann}} < \Lambda_{\text{QCD}}\)). This can be realized by the SSB of \(U(1)_H\) at the temperature of \(T_{\text{ann}}\) because each monopole and anti-monopole pair is attached by a cosmic string associated with the SSB of \(U(1)_H\) and annihilate with each other \[81\]. In this case, the Witten effect turns off and the axion becomes massless at \(T_{\text{ann}}\). Since there is no monopole in the present Universe,\(^7\) we are interested in the case that the axion is the dominant component of DM.

When we require that the monopoles do not dominate the Universe before they disappear, we should satisfy
\[
\frac{\rho_M}{\rho_{\text{tot}}} \bigg|_{T=T_{\text{ann}}} \lesssim 1 \tag{5.1}
\]
where
\[
\frac{\rho_M}{\rho_{\text{tot}}} \bigg|_{T=T_{\text{ann}}} \simeq \left( \frac{\Omega_M h^2}{2 \times 10^7} \right) \left( \frac{T_{\text{ann}}}{100 \text{ MeV}} \right)^{-1}, \tag{5.2}
\]
where we use \(g_s \approx g_{ss}\) and define \(\Omega_M h^2\) via the relation of Eq. (4.6). Or, we should satisfy
\[
\left( \frac{T_{\text{osc,1}}}{T_{\text{ann}}} \right) \lesssim 1.2 \times 10^4 \alpha_H^2 \left( \frac{f_a}{10^{16} \text{ GeV}} \right)^2. \tag{5.3}
\]
\(^7\) We assume that the massive hidden photon decays into the SM particles through a kinetic mixing between the hidden \(U(1)_H\) and hypercharge soon after the monopole annihilation.
where we assume t’Hooft-Polyakov monopole and use $\beta = \beta|_{\text{with cutoff}}$ with $r_c = 1/(\alpha_H m_M)$ [see Eq. (A.18)].

On the other hand, we can also consider the case that the monopoles dominate the Universe before they annihilate. In this case, the annihilation of monopole generates entropy and dilute SM plasma. We define the dilution factor $\Delta$ by

$$\Delta \equiv \frac{s_{\text{after}}}{s_{\text{before}}} = \text{Max} \left[ \frac{\rho_M}{\rho_{\text{tot}}|_{T=T_{\text{ann}}}} , 1 \right], \quad (5.4)$$

When the dilution factor is larger than unity, the axion abundance is diluted by a factor of $\Delta^{-1}$ at $T = T_{\text{ann}}$.

In the case that monopoles disappear after the QCD phase transition, the adiabatic suppression mechanism works around the QCD phase transition, so that the axion abundance is determined by Eq. (4.21) with a dilution factor:

$$\Omega_a h^2 \approx 0.4 \Delta^{-1} \frac{\theta_{\text{ini},H}^2}{\alpha_H^2} \left( \frac{N_{\text{DW}}}{N_{a,H}} \right) \left( \frac{10^8}{\Omega_M h^2} \right) \left( \frac{f_a}{10^{16} \text{GeV}} \right)^3. \quad (5.5)$$

Note that in this case, the monopole abundance can be larger than the DM abundance so that the condition of Eq. (4.22) can be avoided. In fact, the axion with a decay constant of order the GUT scale can be consistent with the observed DM abundance without a fine-tuning of axion misalignment angle.

The isocurvature constraint is the same as Eq. (4.27) with $\Omega_a = \Omega_{\text{DM}}$. It can be rewritten as

$$H_{\text{inf}} \lesssim 3.0 \times 10^{12} \text{ GeV} \ \theta_{\text{ini},H} \left( \frac{f_{a,H}}{10^{16} \text{GeV}} \right). \quad (5.6)$$

6 Discussion and conclusions

The adiabatic suppression mechanism is a novel mechanism to solve the moduli problem [20]. For the mechanism to work, the moduli must have a time-dependent mass much larger than the Hubble parameter. In this case, the moduli follow the time-dependent minimum adiabatically, and thus the resultant oscillation amplitude is exponentially suppressed if one neglects the initial abundance generated by the effect of the inflaton oscillations [27, 28].

In this paper, we have provided an analytic method to calculate the resultant adiabatic invariant which describes the comoving number density of homogeneous scalar field in the adiabatic suppression mechanism. In particular, we have seen that the exponential suppression comes from a pole of the mass of the scalar field in the complex plane. The parameter dependence of our results are consistent with the result of Ref. [20], and moreover, our method can be used to calculate the number density in more generic models.

Then we apply the result to axions. We have considered a model in which the axion obtains an effective mass due to the Witten effect in the presence of monopoles, and as a result, it starts to oscillate much before the epoch of QCD phase transition. This implies that the energy density of axion coherent oscillation can be much smaller than the case
without the early oscillation. We have found that the axion energy density can be consistent with the observed DM abundance even in the case that the axion decay constant is as large as the GUT scale. Due to the early oscillation, both the axion energy density and its fluctuations are suppressed, so that the isocurvature problem can be ameliorated.

If U(1)\textsubscript{H} symmetry is not broken, the monopole is stable and also contribute to DM. Since monopoles interact with themselves via U(1)\textsubscript{H} gauge interaction, they have a sizable velocity-dependent self-interaction cross section. Such a self-interacting DM may be observationally preferred since it can relax the tension between the observed DM density profile and the prediction of ΛCDM model. Note however that, if stable, the monopole abundance has to be smaller than or equal to the observed DM density, so that the Witten effect on the axion is limited in this case. Thus we also considered the case that U(1)\textsubscript{H} symmetry is spontaneously broken at an intermediate scale so that the monopoles annihilate due to the tension of cosmic strings associated with U(1)\textsubscript{H} breaking. In this case, the monopole abundance in the early Universe is not related to the DM abundance, and so, the Witten effect can be much more significant. In particular, the axion density can be sufficiently suppressed even if its decay constant is as large as GUT scale.
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A The Witten effect on the QCD axion

In this appendix we explain the Witten effect on the axion and calculate its effective mass in the presence of monopole.

We introduce a hidden Abelian gauge symmetry U(1)\textsubscript{H} with a monopole with mass of \(m_g\) and a magnetic charge \(g\). The Lagrangian of gauge fields is written as

\[ \mathcal{L} = -\frac{1}{4}F_{\mu\nu}F^{\mu\nu} - \frac{e^2\theta}{32\pi^2}F_{\mu\nu}\tilde{F}^{\mu\nu}, \]  

(A.1)

where \(\tilde{F}^{\mu\nu} \equiv 1/2\epsilon^{\mu\nu\sigma\rho}F_{\sigma\rho}\) and \(e\) is the gauge coupling constant of the hidden gauge theory. In the presence of monopoles, the Maxwell’s equations are given by

\[ \partial_\mu \tilde{F}^{\mu\nu} = j^M_\mu, \]  

(A.2)

\[ \partial_\mu \left[ F^{\mu\nu} + \frac{e^2\theta}{8\pi^2}\tilde{F}^{\mu\nu} \right] = 0, \]  

(A.3)
where \( j_M^\nu \) is a monopole current. In the presence of monopoles, i.e., in the case of \( j_M^\nu \neq 0 \), there is no electromagnetic potential \( A_\mu \) defined in the whole region. We can define it only in those regions where \( j_M^\nu = 0 \). The topology of these regions is nontrivial and in fact \( A_\mu \) is singular in the presence of monopoles. This implies that the \( \theta \)-term in the Abelian gauge theory cannot be eliminated by integrating by parts in the presence of monopoles. As we see below, the \( \theta \)-term is physical and leads to an effect known as the Witten effect [30].

The Gauss’s laws are now modified as

\[
\nabla \cdot B = j_M^0, \quad (A.4)
\]

\[
\nabla \cdot E + \frac{e^2}{8\pi^2} \nabla \cdot (\theta B) = 0, \quad (A.5)
\]

where \( E_i \equiv F_{0i} \) and \( B_i \equiv -1/2 \epsilon_{ijk} F_{jk} \). Let us emphasize that \( E \) and \( B \) are of the hidden electric and magnetic fields. We rewrite \( j_M^0 \) as

\[
\nabla \cdot B = j_M^0, \quad (A.4)
\]

\[
\nabla \cdot E + \frac{e^2}{8\pi^2} \nabla \cdot (\theta B) = 0, \quad (A.5)
\]

where \( n_{M+} (n_{M-}) \) is the number density of (anti)monopoles. Then, Eq. (A.5) implies that the monopole also carries an electric charge \( q \), which is proportional to \( \theta \):

\[
q = -\frac{e^2 g}{8\pi^2} \theta. \quad (A.7)
\]

This implies that the usual charge quantization condition, \( q/e = n \), is extended to

\[
\frac{q}{e} + \frac{eg}{8\pi^2} \theta = n, \quad (A.8)
\]

where \( n \) is an integer that is nonzero for dyons. Therefore, the monopole is a dyon in a theory with a nonzero value of \( \theta \), which is known as the Witten effect. Note that when we replace \( \theta \to \theta + 2\pi \), the value of \( n \) changes from \( n \) to \( n + 1 \) due to the Dirac’s quantization condition: \( g = 4\pi/e \). This means that the periodicity of \( \theta \) is modified in the presence of monopole (dyon) such as \( \theta \to \theta + 2\pi \) and \( n \to n + 1 \).

Now we assume that PQ symmetry is anomalous in terms of \( U(1)_H \) and the QCD axion \( a \) couples with \( U(1)_H \). Thus we promote the theta angle of the hidden \( U(1)_H \) theory to an axion by the PQ mechanism such as \( \theta \to a/f_{a,H} - \theta \) [31]:

\[
L_{\theta} = -\frac{e^2}{32\pi^2} \left( \frac{a}{f_{a,H}} - \theta \right) F_{\mu\nu} \tilde{F}^{\mu\nu}. \quad (A.9)
\]

where \( f_{a,H} \) is the axion decay constant associated with \( U(1)_H \). Suppose that \( a \) and \( a + 2\pi n f_{a,H} \) are physically identical where \( n \) is a positive integer. Then, the smallest \( n \) is called the domain wall number, \( N_{a,H} \). Let us first consider a monopole located at the origin of a coordinate and calculate the effect of the axion on the energy density of electromagnetic field. The Maxwell’s equation of Eq. (A.4) can be of course solved such as

\[
B = \frac{g}{4\pi} \frac{\hat{r}}{r^2}. \quad (A.10)
\]

Note that in our convention, half-integer electric charges are allowed.
where \( \hat{r} \) is a normal vector along the radial direction. Together with Eq. (A.5), this implies that the electric field is given by

\[
E = -\frac{e}{16\pi^2} \frac{eg}{2\pi} \left( \frac{a(r)}{f_{a,H}} - \theta \right) \frac{\hat{r}}{r^2},
\]

(A.11)

where \( a(r = 0) = \theta f_{a,H} \). This means that a nonzero axion field value carries a large cost in the electrostatic field energy:

\[
V = \int d^3r \left[ \frac{1}{2} (\nabla a)^2 + \frac{1}{2} E^2 \right],
\]

(A.12)

\[
= \int 4\pi r^2 dr \left[ \frac{1}{2} \left( \frac{\partial a}{\partial r} \right)^2 + \frac{e^2}{512\pi^4} \left( \frac{a}{f_{a,H}} - \theta \right)^2 \frac{1}{r^2} \right],
\]

(A.13)

where we use \( eg = 2\pi \) in the second line.

We obtain the following axion configuration that minimizes the total energy of Eq. (A.13):

\[
a(r) = a_0 \exp \left( -\frac{r_0}{r} \right) + \theta f_{a,H},
\]

(A.14)

\[
r_0 = \frac{e}{16\pi^2 f_{a,H}},
\]

(A.15)

where \( (a_0 + \theta f_{a,H}) \) denotes the asymptotic field value of the axion. The total energy is then given by

\[
V_M = \beta f_{a,H} \left( \frac{a}{f_{a,H}} - \theta \right)^2,
\]

(A.16)

\[
\beta |_{\text{w/o cutoff}} = \frac{e}{8\pi},
\]

(A.17)

where we integrate Eq. (A.13) from \( r = 0 \) to \( \infty \). However, the integral of Eq. (A.13) may have to be taken in the interval of \([r_c, \infty)\) where \( r_c \) is a cutoff scale due to, e.g., an electric screening effect of an electrically charged particle. This is actually true for a U(1)$_H$ gauge theory with a 't Hooft-Polyakov monopole, where there are charged massive gauge bosons after the SSB of SU(2) gauge symmetry. In that case, \( r_c \) is given by the inverse of the mass of the charged gauge bosons. Then the parameter \( \beta \) is given by

\[
\beta |_{\text{with cutoff}} = \frac{\alpha_H}{32\pi^2} \frac{1}{r_c f_{a,H}},
\]

(A.18)

where \( \alpha_H \equiv e^2/4\pi \).

Note that the resulting energy Eq. (A.16) is positive whether the monopole charge is positive or negative. As a result, the energy density of the axion ground state in a plasma with monopoles and antimonopoles is given by

\[
U = n_M V_0, \quad n_M = n_{M^+} + n_{M^-}.
\]

This implies that the axion obtains an effective mass of

\[
m_{a,M}^2(T) = 2\beta \frac{n_M(T)}{f_{a,H}},
\]

(A.19)

\footnote{We define \( n_M \) as the sum of the number densities of monopoles and anti-monopoles, so that the axion mass squared is different from the one in Ref. [31] by a factor two.}
and has a VEV of $\theta$ at the minimum of the potential in a plasma with monopoles due to the Witten effect. Here we explicitly write the temperature dependence of $n_M$ due to, say, the expansion of the Universe.

Note that the axion VEV is determined such that the electric charge of monopole (dyon) is absent. As we can see from Eq. (A.8), the periodicity of $\theta$ is absent if we fix the value of $n$. This may imply that the axion does not have periodic potential but has a mass term of Eq. (A.16) due to the Witten effect. However, monopoles (dyons) can have excited states with electric charges equal to or more than unity, which are known as Julia-Zee dyons [69]. Such excited states can be produced at the monopole production process if, e.g., the PQ symmetry is broken after inflation and cosmic strings form at the SSB. In this case, the effective $\theta$ parameter (or axion VEV) changes $2\pi N_{a,H}$ around the cosmic strings, where $N_{a,H}$ is the domain wall number. Then, at the monopole production process the Julia-Zee dyons with charge $n \leq N_{a,H} - 1$ may form in the domain of $\theta \in (2\pi n - \pi, 2\pi n + \pi)$. As a result, the domain wall may form at the boundary of nearby domains due to the Witten effect. In this paper, we do not consider this case and focus on the case where the PQ symmetry is broken before inflation.

References

[1] E. Witten, Phys. Lett. 149B, 351 (1984). doi:10.1016/0370-2693(84)90422-2
[2] P. Svrcek and E. Witten, JHEP 0606, 051 (2006) doi:10.1088/1126-6708/2006/06/051 [hep-th/0605206].
[3] J. Preskill, M. B. Wise and F. Wilczek, Phys. Lett. 120B, 127 (1983). doi:10.1016/0370-2693(83)90637-8
[4] D. Baumann and L. McAllister, arXiv:1404.2601 [hep-th].
[5] T. C. Bachlechner, JHEP 1404, 054 (2014) doi:10.1007/JHEP04(2014)054 [arXiv:1401.6187 [hep-th]].
[6] T. Higaki and F. Takahashi, JHEP 1407, 074 (2014) doi:10.1007/JHEP07(2014)074 [arXiv:1404.6923 [hep-th]].
[7] T. Higaki and F. Takahashi, Phys. Lett. B 744, 153 (2015) doi:10.1016/j.physletb.2015.03.052 [arXiv:1409.8409 [hep-ph]].
[8] G. Wang and T. Battefeld, JCAP 1604, no. 04, 025 (2016) doi:10.1088/1475-7516/2016/04/025 [arXiv:1512.04224 [hep-th]].
[9] A. Masoumi and A. Vilenkin, JCAP 1603, no. 03, 054 (2016) doi:10.1088/1475-7516/2016/03/054 [arXiv:1601.01662 [gr-qc]].
[10] M. Dias, J. Frazer and M. C. D. Marsh, Phys. Rev. Lett. 117, no. 14, 141303 (2016) doi:10.1103/PhysRevLett.117.141303 [arXiv:1604.05970 [astro-ph.CO]].
[11] G. Wang and T. Battefeld, JCAP 1609, no. 09, 008 (2016) doi:10.1088/1475-7516/2016/09/008 [arXiv:1607.02514 [hep-th]].
[12] R. Daido, T. Kobayashi and F. Takahashi, Phys. Lett. B 765, 293 (2017) doi:10.1016/j.physletb.2016.12.034 [arXiv:1608.04092 [hep-ph]].
[13] B. Freivogel, R. Gobbetti, E. Pajer and I. S. Yang, arXiv:1608.00041 [hep-th].
[14] F. G. Pedro and A. Westphal, JHEP 1703, 163 (2017) doi:10.1007/JHEP03(2017)163 [arXiv:1611.07059 [hep-th]].

[15] A. Masoumi, A. Vilenkin and M. Yamada, JCAP 1705, no. 05, 053 (2017) doi:10.1088/1475-7516/2017/05/053 [arXiv:1612.03960 [hep-th]].

[16] R. Easther, A. H. Guth and A. Masoumi, arXiv:1612.05224 [hep-th].

[17] A. Masoumi, A. Vilenkin and M. Yamada, JCAP 1707, no. 07, 003 (2017) doi:10.1088/1475-7516/2017/07/003 [arXiv:1704.06994 [hep-th]].

[18] M. Dias, J. Frazer and M. c. D. Marsh, arXiv:1706.03774 [astro-ph.CO].

[19] A. Masoumi, A. Vilenkin and M. Yamada, arXiv:1707.03520 [hep-th].

[20] A. D. Linde, Phys. Rev. D 53, R4129 (1996) doi:10.1103/PhysRevD.53.R4129 [hep-th/9601083].

[21] K. Yamamoto, Phys. Lett. 168B, 341 (1986). doi:10.1016/0370-2693(86)91641-2

[22] D. H. Lyth and E. D. Stewart, Phys. Rev. D 53, 1784 (1996) doi:10.1103/PhysRevD.53.1784 [hep-ph/9510204].

[23] T. Asaka, J. Hashiba, M. Kawasaki and T. Yanagida, Phys. Rev. D 58, 083509 (1998) doi:10.1103/PhysRevD.58.083509 [hep-ph/9711501].

[24] T. Asaka and M. Kawasaki, Phys. Rev. D 60, 123509 (1999) doi:10.1103/PhysRevD.60.123509 [hep-ph/9905467].

[25] T. Hayakawa, M. Kawasaki and M. Yamada, Phys. Rev. D 93, no. 6, 063529 (2016) doi:10.1103/PhysRevD.93.063529 [arXiv:1508.03409 [hep-ph]].

[26] M. Arai, Y. Kobayashi, N. Okada and S. Sasaki, Phys. Rev. D 95, no. 8, 083521 (2017) doi:10.1103/PhysRevD.95.083521 [arXiv:1612.04458 [hep-ph]].

[27] K. Nakayama, F. Takahashi and T. T. Yanagida, Phys. Rev. D 84, 123523 (2011) doi:10.1103/PhysRevD.84.123523 [arXiv:1109.2073 [hep-ph]].

[28] K. Nakayama, F. Takahashi and T. T. Yanagida, Phys. Rev. D 86, 043507 (2012) doi:10.1103/PhysRevD.86.043507 [arXiv:1112.0418 [hep-ph]].

[29] M. Kawasaki, F. Takahashi and M. Yamada, Phys. Lett. B 753, 677 (2016) doi:10.1016/j.physletb.2015.12.075 [arXiv:1511.05030 [hep-ph]].

[30] E. Witten, Phys. Lett. 86B, 283 (1979). doi:10.1016/0370-2693(79)90838-4

[31] W. Fischler and J. Preskill, Phys. Lett. 125B, 165 (1983). doi:10.1016/0370-2693(83)91260-1

[32] Y. Nomura, S. Rajendran and F. Sanches, Phys. Rev. Lett. 116, no. 14, 141803 (2016) doi:10.1103/PhysRevLett.116.141803 [arXiv:1511.06347 [hep-ph]].

[33] A. D. Linde and D. H. Lyth, Phys. Lett. B 246, 353 (1990). doi:10.1016/0370-2693(90)90613-B

[34] A. D. Linde, Phys. Lett. B 259, 38 (1991). doi:10.1016/0370-2693(91)90130-I

[35] D. H. Lyth and E. D. Stewart, Phys. Rev. D 46, 532 (1992). doi:10.1103/PhysRevD.46.532

[36] S. Kasuya, M. Kawasaki and T. Yanagida, Phys. Lett. B 409, 94 (1997) doi:10.1016/S0370-2693(97)00809-5 [hep-ph/9608405].

[37] M. Dine and A. Anisimov, JCAP 0507, 009 (2005) doi:10.1088/1475-7516/2005/07/009 [hep-ph/0405256].
[38] S. Folkerts, C. Germani and J. Redondo, Phys. Lett. B 728, 532 (2014) doi:10.1016/j.physletb.2013.12.026 [arXiv:1304.7270 [hep-ph]].

[39] K. S. Jeong and F. Takahashi, Phys. Lett. B 727, 448 (2013) doi:10.1016/j.physletb.2013.10.061 [arXiv:1304.8131 [hep-ph]].

[40] T. Higaki, K. S. Jeong and F. Takahashi, Phys. Lett. B 734, 21 (2014) doi:10.1016/j.physletb.2014.05.014 [arXiv:1403.4186 [hep-ph]].

[41] M. Dine and L. Stephenson-Haskins, JHEP 1509, 208 (2015) doi:10.1007/JHEP09(2015)208 [arXiv:1408.0046 [hep-ph]].

[42] K. Nakayama and M. Takimoto, Phys. Lett. B 748, 108 (2015) doi:10.1016/j.physletb.2015.07.001 [arXiv:1505.02119 [hep-ph]].

[43] K. Harigaya, M. Ibe, M. Kawasaki and T. T. Yanagida, JCAP 1511, no. 11, 003 (2015) doi:10.1088/1475-7516/2015/11/003 [arXiv:1507.00119 [hep-ph]].

[44] K. Choi, E. J. Chun, S. H. Im and K. S. Jeong, Phys. Lett. B 750, 26 (2015) doi:10.1016/j.physletb.2015.08.041 [arXiv:1505.00306 [hep-ph]].

[45] M. Kawasaki, M. Yamada and T. T. Yanagida, Phys. Lett. B 750, 12 (2015) doi:10.1016/j.physletb.2015.08.043 [arXiv:1506.05214 [hep-ph]].

[46] F. Takahashi and M. Yamada, JCAP 1510, no. 10, 010 (2015) doi:10.1088/1475-7516/2015/10/010 [arXiv:1507.06387 [hep-ph]].

[47] P. Agrawal, G. Marques-Tavares and W. Xue, arXiv:1708.05008 [hep-ph].

[48] M. Kawasaki, K. Kohri and T. Moroi, Phys. Rev. D 71, 083502 (2005) doi:10.1103/PhysRevD.71.083502 [astro-ph/0408426].

[49] M. Cicoli, J. P. Conlon and F. Quevedo, Phys. Rev. D 87, no. 4, 043520 (2013) doi:10.1103/PhysRevD.87.043520 [arXiv:1208.3562 [hep-ph]].

[50] T. Higaki and F. Takahashi, JHEP 1211, 125 (2012) doi:10.1007/JHEP11(2012)125 [arXiv:1208.3563 [hep-ph]].

[51] T. Higaki, K. Nakayama and F. Takahashi, JHEP 1307, 005 (2013) doi:10.1007/JHEP07(2013)005 [arXiv:1304.7987 [hep-ph]].

[52] M. Endo, K. Hamaguchi and F. Takahashi, Phys. Rev. Lett. 96, 211301 (2006) doi:10.1103/PhysRevLett.96.211301 [hep-ph/0602061].

[53] S. Nakamura and M. Yamaguchi, Phys. Lett. B 638, 389 (2006) doi:10.1016/j.physletb.2006.05.078 [hep-ph/0602081].

[54] M. Dine, R. Kitano, A. Morisse and Y. Shirman, Phys. Rev. D 73, 123518 (2006) doi:10.1103/PhysRevD.73.123518 [hep-ph/0604140].

[55] M. Endo, K. Hamaguchi and F. Takahashi, Phys. Rev. D 74, 023531 (2006) doi:10.1103/PhysRevD.74.023531 [hep-ph/0605091].

[56] J. E. Kim and G. Carosi, Rev. Mod. Phys. 82, 557 (2010) doi:10.1103/RevModPhys.82.557 [arXiv:0807.3125 [hep-ph]].

[57] O. Wantz and E. P. S. Shellard, Phys. Rev. D 82, 123508 (2010) doi:10.1103/PhysRevD.82.123508 [arXiv:0910.1066 [astro-ph.CO]].

[58] T. Kobayashi, R. Kurematsu and F. Takahashi, JCAP 1309, 032 (2013) doi:10.1088/1475-7516/2013/09/032 [arXiv:1304.0922 [hep-ph]].
[80] R. Massey et al., Mon. Not. Roy. Astron. Soc. 449, no. 4, 3393 (2015) doi:10.1093/mnras/stv467 [arXiv:1504.03388 [astro-ph.CO]].

[81] Y. Nambu, Phys. Rev. D 10, 4262 (1974). doi:10.1103/PhysRevD.10.4262