Article

Artificial Intelligence-Based Machine Learning toward the Solution of Climate-Friendly Hydrogen Fuel Cell Electric Vehicles

Murphy M. Peksen

Multiphysics Energy Solutions (MES), 52070 Aachen, Germany; m.peksen@multiphysicsenergysolutions.com

Abstract: The rapid conversion of conventional powertrain technologies to climate-neutral new energy vehicles requires the ramping of electrification. The popularity of fuel cell electric vehicles with improved fuel economy has raised great attention for many years. Their use of green hydrogen is proposed to be a promising clean way to fill the energy gap and maintain a zero-emission ecosystem. Their complex architecture is influenced by complex multiphysics interactions, driving patterns, and environmental conditions that put a multitude of power requirements and boundary conditions around the vehicle subsystems, including the fuel cell system, the electric motor, battery, and the vehicle itself. Understanding its optimal fuel economy requires a systematic assessment of these interactions. Artificial intelligence-based machine learning methods have been emerging technologies showing great potential for accelerated data analysis and aid in a thorough understanding of complex systems. The present study investigates the fuel economy peaks during an NEDC in fuel cell electric vehicles. An innovative approach combining traditional multiphysics analyses, design of experiments, and machine learning is an effective blend for accelerated data supply and analysis that accurately predicts the fuel consumption peaks in fuel cell electric vehicles. The trained and validated models show very accurate results with less than 1% error.
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1. Introduction

Globally, various industry sectors have been taking action to reduce global CO₂ emissions. The mobility and transport industry responded to this by focusing on the increased electrification of vehicles that have been known as new energy vehicles. This particularly applies to on-road transport, which is one of the major emission resources [1]. Details about the challenges, technologies, and policies toward these efforts in a broader context were discussed in a previous study [2]. The rapid conversion of conventional powertrain technologies to climate-neutral new energy vehicles requires the electrification ramping of light-duty and heavy-duty vehicles. Electrification in mobility, vehicles, and transportation refers, in general, to the enhanced use of electrical energy and the implication of a multitude of hybrid technologies to aid in successful power generation and transmission, as well as to achieve an efficient vehicle operation. All major electrified vehicle technologies in transportation [3–5], such as battery electric vehicles (BEVs) [6–8], fuel cell electric vehicles (FCEVs) [9–12], and fuel cell hybrid electric vehicles (FCHEVs) [13–17] require a source of energy that is followed by some power conditioning, i.e., conversion before the traction occurs. The origin of the energy source defines the lifecycle emissions of the electric vehicle and the link to the mitigation of climate change [12,18–22]. As a result, the mobility and transport sectors have been directed towards the use of electrification governed by clean energy sources [2,23–29]; therefore, a power to vehicle pathway such as elucidated in Ref. [2] was considered in the current study.

This kind of global view enables a smooth linking among the energy, climate, and transport sectors. The inclusion of hydrogen generation, distribution, and utilisation stages...
is a useful baseline to comprehend the complex strategic interactions among sectors and various technologies whilst performing engineering studies. If the concept is solely applied to a power-to-vehicle chain assuming that the end-user vehicle is a fuel cell electric vehicle (FCEV or FCV), the landscape can be demonstrated as illustrated in Figure 1.
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**Figure 1.** A landscape from the clean energy source to fuel cell electric vehicle: The electricity generated by clean means is processed via electrolysis to produce green hydrogen and distributed to the fueling station. The fuel cell electric vehicle is a complex system comprising a multitude of constituents.

The main energy source of hydrogen is assumed to originate from regenerative or alternative energy means such as wind power and PV. The generated electricity is transported by grid technologies and can be processed using electrolysis that yields the desired CO₂ neutral green hydrogen. Further, the generated hydrogen can be stored in liquid or compressed gas forms or converted to other fluid forms by chemical processes [24,30,31]. Depending on the fluid type and logistic location, the transport of the hydrogen is pursued by methods such as pipelines or existing natural gas infrastructure or displaced in large trailers with marine shipping to be ultimately delivered in smaller amounts and local trailers to the regional fueling stations. Before the hydrogen can be released into the vehicle, its stored pressure is reduced through a pressure valve from high to mid-range, and using a pressure regulator further to the pressure fuel cells can accommodate. Thus far, an understanding of the well-to-tank approach has been recapped.

The fuel cell electric vehicle is a complex system driven by multiphysics interactions. Different driving patterns and environmental conditions put a multitude of power requirements and boundary conditions around the vehicle subsystems, including the fuel cell system, the motor, battery, and the vehicle itself. Each control unit sends and receives signals to yield an efficient operating overall system. The fuel cell system inside the vehicle comprises, in addition to the stack components, auxiliary components, i.e., the so-called Balance of Plant (BoP). This allocates the air, hydrogen, cooling, and power distribution systems. The instantaneous power demand from the driver input is evaluated by the fuel
cell control unit and converted to current demand to determine how much current is drawn from the battery versus the fuel cell stack. The local controllers require to translate these signals into a command to define the hydrogen and air requirements. A typical fuel cell vehicle configuration such as the commercially available Hyundai Nexo is illustrated in Figure 2.

All these systems and components inside the vehicle architecture work together where processes such as thermo-fluid flow, electrochemistry, and thermomechanics are closely coupled. Thus, the external input affects not only the operation of the fuel cell system, but the fuel cell system behaviour itself also influences the powertrain performance. In order to consider these interactions and aid in efficient fuel cell vehicle performance, a thorough understanding of the complex multiphysics is required. In general, multiphysics is described as the science of studying multiple interacting phenomena covering a wide range of physical fields [32]. Numerical methods are the essential platform for predicting the multiphysics behaviour of interacting complex engineering systems [33–44]. However, to capture different details and use simulation as a design and optimisation tool, a careful modelling framework needs to be established. There are various methods and workflows within the modelling and simulation field to approach this kind of complex application. First-principles, data-driven statistical methods [45–52] or high-fidelity 3D CFD/FEM multiphysics analyses [53–60] comprising detailed insight into processes, designs, and materials are a few among a bunch of options. The current fuel cell electric vehicles are much more efficient compared to their predecessors. Thus, with increasing fuel efficiency standards, fuel economy or power consumption still remains a major challenge for emerging vehicle technologies. This adds more parameters and complexity to the developed multiphysics models. The handling of these complexities has been improved since numerical methods, software, and hardware computer developments have been progressing. However, the overall modelling workflow has witnessed many significant developments. The present study proposes a systematic combination and effective use of multiphysics simulation, AI-based machine learning, and design of experiments to predict effectively the peaks observed in the fuel consumption behaviour of fuel cell electric vehicles operating under real-life driving conditions. The combined approach is expected to open a perspective for future research in terms of acquisition and handling of big data through sustainable use of the statistical design of experiments, computational multiphysics simulations, and novel predictive tools based on machine learning and AI. The trained model has been an

Figure 2. A typical fuel cell electric vehicle configuration: The Hyundai Nexo is a 135 kW fully dedicated fuel cell electric vehicle (FCEV) platform drawing 95 kW from the fuel cell stack and 40 kW from the 1.56 kW·h, 240-volt lithium-ion polymer battery to operate a 120 kW permanent-magnet motor. Three pieces of 700-bar 52 each H₂ storage tanks are used to yield an estimated driving range of 380 miles and an EPA city/hwy/combined MPGe rating of 65/58/61 according to Hyundai.
effective tool for pursuing various aspects of fuel cell electric vehicles. The workflow of the systematic approach used in this current study is shown in Figure 3.
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**Figure 3.** The used complex workflow: The powertrain component sub-models and driving cycle data are implemented in a full multiphysics model and systematically analysed using DoE. The results are shared with an AI-based machine learning platform to develop, train, and use a tool for accelerated fuel economy predictions.

2. Multiphysics Simulation Methodology

The crucial role of each powertrain component, their interaction, and allocation in the design of the fuel cell electric vehicle system was briefly depicted in the previous section. Investigating and understanding the optimal driving behaviour of a fuel cell electric vehicle requires knowledge about the power consumption and power peaks during driving that contributes to adhering to stringent regulations on fuel economy and a clean environment. The expression optimally used for this kind of complex multiphysics system can be interpreted in such a way that one or more performance features are in an improved state.

However, technically it can be considered a decision-making process, i.e., one selects the appropriate functional option among many other alternatives. The optimised system demands collective intelligence in terms of vehicle configuration and powertrain to be more efficient and to enhance the performance of the overall fuel cell electric vehicle. Even though electric vehicles do not directly burn fuel, they still consume energy, and equivalence measures are applied to predict their performance for comparison purposes and to understand their improvement potential. Thereby, some factors are known to play a more prominent role. The vehicle design configuration, for example, comprising its driving resistance with constituents such as vehicle size and chassis, rolling, and aerodynamic resistance properties or auxiliaries are design factors affecting the energy consumption. In addition to those factors, the powertrain configuration and properties also influence the performance. In fuel cell electric vehicles comprising a storage battery and a fuel cell system to propel an electric motor, several features will particularly be of additional concern. In this section, multiphysics modelling was effectively used to study and understand fuel economy.

2.1. Multiphysics Simulation Model

The used multiphysics model of the fuel cell electric vehicle is presented as a generic dynamic and embedded system model with discrete and continuous time domains running on platforms such as GNU Octave and Scilab. The model has the typical fuel cell electric
vehicle constituents, including the powertrain subsystems of PEM fuel cell, Li-Ion Battery storage, electric motor, thermal management, and control units, as well as vehicle properties, driver, and environmental parameters. The fuel cell and battery are linked to the electric motor with an electric network. These attributes are embedded inside block representations covering, for example, inside the driver block the driving cycle data, or in the control block, it covers attributes such as the fuel cell control system, battery management system, brake, and vehicle control unit connections monitoring the vehicle speed, torque limits, etc. The draw ratio between battery and fuel cell is regulated in this way and depicts the recuperation feeding power back into the battery. A simple thermofluid model is used to regulate the temperature of the battery, electric motor, and auxiliaries. The model was used to calculate and estimate the fuel cell and battery current, SOC of battery, and predict the fuel economy in L/100 km while depicting particularly the peaks. The basic model setup is illustrated in Figure 4.

The driving behaviour determined by drive cycles also plays an important role in understanding the fuel economy of vehicles, which is implemented in the model. A standard driving cycle covers a profile of velocity/power-time, which describes the typical driving pattern of a vehicle at a certain region under real-life conditions and is usually tested experimentally on a chassis dynamometer. Typical characteristics such as duration, average, and maximum speed or distance were considered. Currently, the most used standard driving cycles include the New European Driving Cycle (NEDC), China Light-duty vehicle Test Cycle (CLTC), and Urban Dynamometer Driving Schedule (UDDS). The “New European Driving Cycle” (NEDC) [61] is a driving cycle prescribed by the European Union for the typical use of a car in Europe, with measured values for the fuel or power consumption and the driving range of vehicles that enable comparison. From 2017 to 2018, the WLTP (Worldwide harmonized Light vehicles Test Procedure) was the successor of the NEDC. However, EU fleet consumption limits have been related to the NEDC since 2020; thus, the present study considers the NEDC as a driving cycle for simulating the fuel economy and peaks of the employed fuel cell electric vehicle model. The cycle considers basically four urban driving cycles repeated without interruption, aiming to represent low vehicle speed and engine loads reaching a maximum of 50 km/h. The duration of this part lasts for 4 × 195 s, resulting in a total of 780 s and a 4054 km distance. This is followed by a more aggressive extra-urban driving segment to mimic high-speed driving modes reaching a maximum of 120 km/h, equivalent to 33.3 m/s. This segment lasts around 400 s and refers to 6955 km. The average speed for the first four segments reaches approximately 18.7 km/h, whereas the more aggressive last segment approaches 400 s and reaches an average speed of around 62.6 km/h. The implemented driving cycle curves that consider the speed and equivalent acceleration curves are illustrated in Figure 5.
2.2. Parametric Study Using Design of Experiments (DoE)

A systematic parametric study was used to predict the effects of some important operating and design parameters on fuel economy. The parametric study executed using the multiphysics model was used as a data source for developing an Artificial Intelligence (AI) based machine learning model to be trained and used to predict efficiently the performance peaks of the fuel cell electric vehicle during driving. The procedure enables the effective coupled use of multiphysics simulation with statistical design of experiments and modern AI capabilities. For demonstration purposes, potential parameters were investigated using the introduced multiphysics model. The power peak in fuel economy was studied concerning its dependence on three factors, each set at three levels. In this context, the term factor is a variable, and the output is the numerical prediction of the average of power peaks within the initial driving phase as a parameter of interest. In order to investigate the parameters effectively being representative of an even larger data set presented in a compact form, an assembly of D-optimal analyses was implemented. It accounts for the interactions of the investigated parameters.

Classical fractional factorial designs were not used because they are not able to account for nonlinearities and interactions of the parameters, and the employment of full factorial plans would increase the required computational effort exponentially for demonstration purposes. D-optimal plans also require the least number of simulations and can accommodate both qualitative and quantitative variables, which might be of interest for future studies with more parameters. Details of the mathematical formulation of the D-optimality and D-criterion are given by Aguiar et al. [62] and were also used by the author of the current study in earlier optimisation studies [63]. For the assessment, computational simulations were performed based on an experimental design plan. The initial battery SOC, fuel cell maximum power, and vehicle weight were considered in the study as the variables. Their factor levels were set as $-1$, $0$, and $1$. They refer to the low, mid, and high levels of the factors, respectively. Other parameters were kept constant to assess the data quality to be processed in further AI-based model development. The investigated variables are given in Table 1.

Table 1. Investigated parameters with feasible three levels referring to low, mid, and high levels of the variables.

| Factor Level          | $-1$  | 0   | 1   |
|-----------------------|-------|-----|-----|
| Max. Fuel Cell Power [Watt] | 95,000 | 100,000 | 128,000 |
| Initial Battery SOC   | 0.3   | 0.4 | 0.6 |
| Vehicle Weight [kg]   | 1200  | 1500 | 1800 |
The model configurations are simulated for 1180 s, mimicking the NEDC driving cycle. Despite the focus on generating and providing data for an AI-based machine learning model, for the sake of the reader, some details of the generated data are depicted in the next section.

2.3. Simulation Results

The results data given in Table 2 consider data that comprise all three levels of factors that were used in the study.

Table 2. Used variable values for six different simulation configurations extracted from the complete DoE plan to predict the results of fuel economy and peaks during the NEDC.

| Fuel Cell Power [W] | Initial Battery SOC | Vehicle Weight [kg] |
|---------------------|---------------------|---------------------|
| Case1               | 100,000             | 0.4                 | 1500                |
| Case2               | 128,000             | 0.6                 | 1200                |
| Case3               | 95,000              | 0.6                 | 1500                |
| Case9               | 100,000             | 0.4                 | 1800                |
| Case10              | 95,000              | 0.3                 | 1200                |
| Case11              | 128,000             | 0.3                 | 1800                |

The simulated results shown in Figure 6 depict the fuel economy output predicted for the 1180 s NEDC duration and is based on the converted miles per gasoline-equivalent distribution over time. A total of 33.7 kilowatt-hours of electricity are equivalent to one U.S. gallon of gasoline or the equivalent of 235.125 L/100 km. The peak values are traced and depicted on each graph.

Figure 6. Simulation results of fuel economy for the selected six different case files of the fuel cell electric vehicle.

The configurations for Case 2 and Case 3 show similar behaviour with the average of the three peaks showing values of 3.93; 3.27; 3.09 L/100 km and 4.41; 3.67; 3.47 L/100 km for Case 2 and Case 3, respectively. Comparing another pair, such as Case 1 and Case 3, shows that despite the vehicles having the same weight and slightly different maximum fuel cell power, the initial battery SOC difference of 0.2 resulted in remarkable maximum peak differences reaching close to 8 L/100 km in Case 1. The battery SOC data illustrated in Figure 7, together with the power supply, shed light on this behaviour, as the SOC characterises the remaining battery capacity as a percentage of the maximum capacity.
The configurations for Case 2 and Case 3 show similar behaviour with the average of the three peaks showing values of 3.93; 3.27; 3.09 L/100 km and 4.41; 3.67; 3.47 L/100 km for Case 2 and Case 3, respectively. Comparing another pair, such as Case 1 and Case 3, shows that despite the vehicles having the same weight and slightly different maximum fuel cell power, the initial battery SOC difference of 0.2 resulted in remarkable maximum peak differences reaching close to 8 L/100 km in Case 1. The battery SOC data illustrated in Figure 7, together with the power supply, shed light on this behaviour, as the SOC characterises the remaining battery capacity as a percentage of the maximum capacity.

Figure 7. Simulation results of the power supply for the selected six different case files of the fuel cell electric vehicle.
Case 1 shows the lower SOC value that starts to slowly increase from its initial 0.4 while the vehicle also speeds up. Case 2 and Case 3 that showed similar behaviour also reflect similar SOC distribution over time with slightly different ranges, but as expected, the decreasing behaviour explains the higher peaks in Case 1 compared to Case 2 and Case 3. Due to the changing vehicle speed that is a function of the driving cycle, the operating conditions of the SOC are also affected in addition to changes in the voltage, charge/discharge current, and resistance parameters. Therefore, the drawn current varies, and the fuel cell provides more or less power accordingly. It is also interesting to observe the difference in the first peak between Case 1 and Case 9. The only parameter difference between those is their vehicle weight which is 300 kg. This difference appeared in the first peak for Case 1 with 7.87 L/100 km and 9.23 L/100 km for Case 9, respectively. Another final analysis may be the predicted highest peak in Case 10 due to the lower side of parameters resulting in much more power demand, thus higher values within this initial phase and reaching SOC values in the lower 40% range. For the sake of the focus of the study, more details and analysis of the data were not considered further.

3. Artificial Intelligence (AI) and Machine Learning (ML)

As technology has entered the age of artificial intelligence, the demand for digitally operating fast models transforming information has also reached an important stage. Increasingly sophisticated AI is expanding the impact of multiphysics modelling’s transformation. Traditional methods such as FEM/CFD were limited by the immense required user expertise as well as difficult to reach cost-effective solutions without setting systematic strategies. Since the new AI capabilities have collaborated with the vast number of high-end data provided by complex multiphysics analyses, an increasingly powerful breed of accelerated prediction and optimisation capability has been released. Large data sets can be stored and processed more conveniently, and the extracted digital representation of the actual problem becomes infinitely scalable. Thus, replicating the results can be shaped and enable various prediction options.

Through learning the introduced data and improving the algorithms that are embedded in AI-based technologies, a fundamental transformation in the modelling and simulation mindset was reached. There have been various applications of AI used in different industries, such as energy [64–70], transportation [71], medicine [72–75], and various other natural sciences [76–78]. Furthermore, the use and implementation of traditional modelling methods have been enhanced by collaborating with AI-based machine learning tools [79–81]. The current section briefly outlines the current AI-based machine learning methods that can be used in interdisciplinary fuel cell electric vehicle research to achieve an accelerated modelling workflow, improve understanding, optimise analyses, raise new questions, and seek new answers. This will adopt a successful human–computer interaction approach and establish a collective intelligence system based on the elements “What is being done?”, “By Whom?”, “Why?” and “How?” [82]. This section may be divided into subheadings. It should provide a concise and precise description of the experimental results, their interpretation, as well as the experimental conclusions that can be drawn.

3.1. Machine Learning (ML)

Artificial intelligence is an increasingly evolving field already supporting humans in making predictions about various interdisciplinary research areas. Artificial intelligence particularly aims to connect humans and computers in such a way that the combined level of intelligence increases. Widely accepted, one of the core AI methods used is machine learning (ML), which is a systematic approach that facilitates computers to learn from carefully collected and pre-processed data. The field of ML is tied to how humans learn; therefore, it attempts basically to understand and interpret data, algorithms, and theory comprising that. The goal is to bundle the methodologies embraced by basic human learning elements. Thereby using logic, deduction and backpropagation, programming, statistics, and probabilistic inference and making analogies to yield computational solutions.
The advantage of learning from a data set is that a human programmer is not required to set tasks. The connection between the programmer and the machine is such that they operate apart in comparison to traditional computer programming with direct commanding and receiving an answer. This is because the machine learning process is formulating decisions based on the supplied data, i.e., experience and replicating the process of human-based decision-making. These are derived by providing examples that show how the computer should proceed. The more complex the data pool, the more information can be gathered, but the more knowledge of the user is required. Thus, the learning process is driven by careful training. The process is highly dependent on the supplied and shaped data. Thus, it is a good platform for working with structured data sets, including tables of qualitative and quantitative variables. It seems to be overlapping with a similar term called data mining but differs in the way that machine learning has the central focus on self-learning from data and generating a model to provide the foundation for predictions for different scenarios, whereas data mining targets to recognise and detect patterns from large data sets to obtain insight from the past.

3.1.1. Supervised Learning

One of the cores of machine learning is the so-called supervised learning, which involves learning and understanding certain data through finding a relationship between variables and known results (response) and working with labelled data sets. The fact that both the variables and outputs are initially known entitles the data set as “labelled”. The mathematical algorithm then interprets the relationships and patterns that exist in the data and creates a mathematical model that can reproduce the same underlying rules with new data. Typical supervised learning comprises regression and classification problems. The cases where the response is a number are known as regression problems. Classification, on the other hand, in a simple context, involves multiple classes, and the input is assigned to one of the classes. Both regression and classification are concerned with the task of learning the mapping from the input variable to the response. The current study is a typical regression problem.

3.1.2. Unsupervised Learning

In the case of unsupervised learning, the supervisor is practically missing, and only the input data are present. Thus, not all variables and data patterns are known. Instead, the computer must detect hidden patterns and create labels using suitable learning algorithms. The difference is then to find the regularities in the input. This is analogue to density estimation, working with clusters in statistics. Data are grouped in data points that show similar features. The main benefit may be to be able to discover patterns within the data that have previously not been known, such as correlations or data clusters.

3.1.3. Reinforced Learning

The third and most advanced algorithm form in machine learning is reinforcement learning. The output of an investigated system is a sequence of actions, and a single response is not the focus. The sequence of right actions to reach a certain goal is the used approach. An action is right if it is part of a so-called policy. The learning process is based on appropriate past experiences to generate this kind of policy. Unlike supervised and unsupervised learning methods, the reinforcement learning approach continuously improves its model by gathering feedback from previous iterations in a loop. Thus, it does not approach an indefinite endpoint after the model is formulated from training and test data.

3.2. Deep Learning (DL)

Deep learning is the flagship of AI-based technology applications. It is principally a type of machine learning in which a model learns to perform classification tasks directly from acoustical signals, images, or various types of text. The method is usually applied using complex neural network architectures replicating the biological nervous system.
networks consist of various layers, and the number of these determines the depth of the created network, thus the term “deep”. Typical neural networks use lower numbers of layers, less than five, whereas deep networks reach beyond hundreds. The layers comprise an input layer, multiple hidden layers, and an output layer. All are connected through nodes, or the so-called neurons, where each hidden layer uses the output of the previous layer as its input data. These kinds of large networks are usually suitable for identification problems such as face recognition, various script and text translation, voice recognition, or advanced vehicle driver assistance systems. The connection to machine learning can be interpreted such that ML extracts features from data, whereas in deep learning, the data are directly fed into the generated neural network and let the features be learned automatically. For demonstration purposes, the current study also utilises a regression neural network model architecture fully connected and with feedforward features. This might be of interest and may show higher accuracy in case more complex data are used in future investigations.

3.3. Machine Learning Procedure

Based on the DoE-driven simulation results, a mathematical expression was derived considering the relation of the average of the three power peaks and the investigated parameters, i.e., the maximum fuel cell power, the initial SOC of the battery, and the vehicle’s weight. As the problem nature and data set fit well within the frame of a regression problem [83], statistical techniques were used to assess the relationship between the independent variables and the numeric response to predict the peaks in the fuel economy. The predicted response values vs. the true data points are plotted for four different regression models.

3.3.1. Model Development

The current study demonstrated the use of four different AI-based machine learning models. Model 1 is the well-known linear regression model that comprises the linear terms, an intercept, and all linear interactions of the variables, excluding squared terms. Model 2 considers a stepwise-linear variant. During regression, multiple variables are processed while simultaneously, the weakest correlated variable is removed. The variables that explain the distribution best are retained. Model 3 uses the correlation between the given different input data, where a covariance function learns the correlation among input data. For this purpose, a Gaussian process regression model [84] was tested. It is a model of probabilistic nature with the advantage of being nonparametric in comparison to more complex neural network models but, more importantly, also very convenient for training small-size data that are also valid for the present study. It interprets the response output by introducing latent variables from a set of random variables so that any finite number of them has a joint Gaussian distribution. Thus, it is the generalising of the well-known Gaussian distribution with the difference that it is expressing the distribution among functions rather than being the distribution between random variables. Model 4 considers a feedforward neural network architecture with a fully connected layer of a single size. The first fully connected layer of the neural network has a connection with the input variables, and each subsequent layer has a connection with the previous layer. Each layer multiplies the input by a weight matrix and then adds a bias vector. A rectified linear unit (ReLU) activation function is transferring the sum of all weighted signals to a new activation value of that signal by monitoring each layer, excluding the last one, as the final fully connected layer produces then the neural network’s predicted response values.

3.3.2. Model Training

In machine learning, the proposed input data are partitioned into training data and test data. The same data are not used for both. If the developed model were used on the same data set, the model might be overfitted. The first split of the numerically calculated input data, i.e., the initial reserve of data that are used to develop the model, provides the training data. The training data are used to fit and tune the model, whereas the test set is put apart as “invisible” data to evaluate the accuracy of the model. If the model performs
well on the training data but is poor on the separated test data, then it is considered to be overfitted. An important feature that needs to be considered while model training is that model parameters such as regression coefficients can be trained and learned directly from the proposed data set, but settings for the algorithms known as hyperparameters cannot be learned from these data. The training time limit or iteration number (defined in this study as 1000) needs to be set. In order to partition the user input data for training purposes, a cross-validation process is used. The data are split into sections, the so-called folds that train the model, and finally, calculate the average test error overall folds. The method is suitable for small data and mitigates overfitting. In this study, a ten-fold was chosen that can be explained, as illustrated in Figure 8.

![Figure 8. Illustration of the cross-validation procedure used for partitioning input data into training and test data.](image)

The training data are divided into 10 equal parts (folds), virtually creating 10 small train/test splits. The model was executed on nine folds (e.g., the last nine folds). The result was evaluated on the one remaining “hold” fold. Likewise, the iteration was performed ten times, each time holding a different fold. The results were averaged across all 10 hold folds and were interpreted to be the final performance estimate, i.e., the cross-validated score. The final tuning and fit of the model were then performed through the application of the cross-validation to each algorithm and, where appropriate, to the hyperparameters.

3.3.3. Model Results and Validation

In order to estimate the performance of the models, the accuracy needs to be assessed. The test set was used for this purpose. These were the second data that were generated during the partitioning process and have not been used yet during the training. All four models were evaluated, and the calculation of performance metrics was used to interpret the model accuracies. Once both the training data and test data were satisfactory, the machine learning model was ready to be used for further prediction of the peaks during the fuel economy. Figure 9 shows the results comparison of the models using the multiphysics simulations data.

The predicted response, i.e., the peak of fuel economy, is plotted along the vertical y-axis, and the true peak of the fuel economy is depicted along the horizontal x-axis. Points on the reference line indicate correct predictions. A good model produces predictions that are scattered close to the line, where the distance between the predicted values and the actual true values are called the residuals. The plotted results reveal promising results for all four configurations. Model 1 and Model 4 show slightly higher residuals compared to Model 2 and Model 3, which seem to show a better accuracy. Model 3 shows slightly higher deviations in the vicinity of the 4–6 values on the true response axis, suggesting that Model 2 is more accurate. In order to mitigate overfitting, i.e., the case in which the model is completely aligned to the training set but would not know how to respond to new data, the evaluation needs to be performed carefully. Therefore, the performance metrics for each model were calculated. The results are shown in Table 3.
Figure 8. Illustration of the cross-validation procedure used for partitioning input data into training and test data. The training data are divided into 10 equal parts (folds), virtually creating 10 small train/test splits. The model was executed on nine folds (e.g., the last nine folds). The result was evaluated on the one remaining “hold” fold. Likewise, the iteration was performed ten times, each time holding a different fold. The results were averaged across all 10 hold folds and were interpreted to be the final performance estimate, i.e., the cross-validated score. The final tuning and fit of the model were then performed through the application of the cross-validation to each algorithm and, where appropriate, to the hyperparameters.

3.3.3. Model Results and Validation

In order to estimate the performance of the models, the accuracy needs to be assessed. The test set was used for this purpose. These were the second data that were generated during the partitioning process and have not been used yet during the training. All four models were evaluated, and the calculation of performance metrics was used to interpret the model accuracies. Once both the training data and test data were satisfactory, the machine learning model was ready to be used for further prediction of the peaks during the fuel economy. Figure 9 shows the results comparison of the models using the multiphysics simulations data.

Figure 9. Simulated data vs. machine learning model comparison using fuel economy peak as the response for the selected four different machine learning models.

Table 3. Quality evaluation of the regression models considering $R^2$, RMSE, MSE, and MAE for the trained model.

|       | Model 1 | Model 2 | Model 3 |
|-------|---------|---------|---------|
| RMSE  | 0.2368  | 0.074913| 0.25933 |
| R-Squared | 0.99 | 1 | 0.99 |
| MSE   | 0.056073| 0.0056119| 0.06725 |
| MAE   | 0.11083 | 0.054324 | 0.16725 |

In order to interpret the goodness of the employed models, the mean squared error (MSE), root mean square error (RMSE), R-Squared ($R^2$), and (MAE) were calculated and compared. The RMSE calculates the standard deviation of the error distribution of the data. The MSE value gives us the average squared difference between the predicted mean absolute error values and the actual true response values. The model with the lowest MSE is the model that is superior in predicting the actual values of the data set. The same applies to the MAE values, which is the arithmetic average of the absolute error gathered from the difference between the predicted and true values. Likewise, the $R^2$ determines the reliability of the relationship between the models and the dependent variable on a 0–100% scale, where the higher values indicate a better fit. When comparing all model data, Model 2 reveals the best performance. The calculations show that unlike the initial interpretations from Figure 9, Model 1 shows, after Model 2, the lowest RMSE, MSE, and MAE values, suggesting that the error to the testing set in Model 3 and Model 4 is higher and the models became less accurate. It should be noted that the $R^2$ values are also very close to each other, approaching 1, which indicates that the independent variables can explain most of the variability in the dependent variable. Hence, based on the overall results, Model 1 can be interpreted after Model 2 as the most accurate variant. This might also be due to the amount of data proposed. In the beginning, a model might seem very promising since the error to the training set might be lower. The best solution to this situation is to introduce more data. For the scope of the present study and the level of predicting capability satisfaction, Model 1 and Model 2 models will be used for prediction.
and evaluated with some multiphysics analyses for the used parameter values to observe the details and assess whether more data are needed. Another gain from the comparison is that it should be noted that each metric provides the analyst with different information. This can be better understood by comparing Model 1 and Model 3. The RMSE shows the typical distance between the predicted value made by the regression model and the actual value, whereas $R^2$ indicates how well the predictor variables can explain the variation in the response variable. Despite the same $R^2$ values, a difference in RMSE was determined.

### 3.4. Model Prediction Results

In order to perform predictions, Model 1 and Model 2 were further used. The parameters $V_1$, $V_2$, and $V_3$ refer to the used parameters’ fuel cell power, initial battery SOC, and vehicle weight, respectively. The highest peak in fuel economy value predicted by the developed machine learning models was compared with the multiphysics model simulation results. The output is shown in Table 4.

**Table 4.** Prediction of the highest fuel consumption peak value using machine learning models vs. the results predicted by the multiphysics simulation model.

| $V_1$ | $V_2$ | $V_3$ | Multiphysics | Model 1 Error% | Model 2 Error% |
|-------|-------|-------|--------------|----------------|----------------|
| 120,000 | 0.6 | 1850 | 5.039 | 5.03 | 0.119 | 5.02 | 0.010 |
| 118,500 | 0.6 | 2000 | 5.29 | 5.28 | 0.056 | 5.28 | 0.006 |
| 125,000 | 0.6 | 1650 | 4.69 | 4.69 | -0.127 | 4.68 | 0.010 |
| 99,000 | 0.3 | 1550 | 10.35 | 10.38 | -0.289 | 10.40 | -0.024 |
| 96,500 | 0.3 | 1475 | 9.74 | 9.85 | -1.116 | 9.87 | -0.067 |
| 110,000 | 0.4 | 1400 | 7.45 | 7.46 | -0.1603 | 7.47 | -0.015 |

The results imply that an excellent agreement is achieved by predicting the highest peak value of the fuel economy using both machine learning models when compared with the results predicted by the multiphysics simulation model. Figure 10 depicts the detailed analysis of the demonstrated six predictions. Visible are the highest peaks among the three peaks in each graph. The highest fuel consumption is as expected with the lower side of SOCs despite the higher vehicle weight in the first three observations, as also shown in the detailed distribution for the given NEDC duration.

**Figure 10.** Simulation results of fuel economy to verify the random data accuracy of the machine learning models using six new test files of the fuel cell electric vehicle model. The maximum values are in the close-up view illustrated.
It should be noted that the degree of random data set was appropriate because the new data set also considers values out of the subset used for training purposes. Thus, the accuracy was still valid, as verified with the new data set simulated and depicted in Figure 10. This reveals that the machine learning models provide an excellent first estimation and can be used as an optimisation tool that can highly accurately predict the peaks within the drive cycle under given parameters and reduce the overall consumption with particular targets such as under the desired 5 L/100 km range. It shows great potential to pre-select more parameters and predict different system or component behaviour within the complex vehicle.

4. Conclusions

This article aims to use emerging AI-based machine learning technologies to critically assess and discuss the fuel economy in fuel cell electric vehicles. Traditional multiphysics modelling results were obtained using a full fuel cell electric vehicle model, including powertrain and vehicle attributes, as well as an NEDC to predict real-life driving behaviour. A systematic Do-optimal design plan was used to predict a representative pool of data that is used in developing and training a machine learning model. The comparison of training and test data results showed very good $R^2$, RMSE, MSE, and MAE values for all the trained models. A step-wise linear and a linear regression type model revealed the best statistical evaluation results. Both models were used for further random prediction of fuel economy peaks within an NEDC. These data were also compared to detailed multiphysics analyses showing very good agreement. Their accuracy showed less than 1% error. The models proved to show very fast and good results. The study shows clearly that the combined use of AI-based machine learning with traditional multiphysics simulation and DoE is a very effective approach to be used for fuel cell electric vehicle assessment and optimisation purposes. Finally, the approach shows great potential in the accelerated data supply when more parameters are considered and trained using complex machine learning models.
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