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Abstract—A data-driven computational heuristic is proposed to control MIMO systems without prior knowledge of their dynamics. The heuristic is illustrated on a two-input two-output balance system. It integrates a self-adjusting nonlinear threshold accepting heuristic with a neural network to compromise between the desired transient and steady state characteristics of the system while optimizing a dynamic cost function. The heuristic decides on the control gains of multiple interacting PID control loops. The neural network is trained upon optimizing a weighted-derivative like objective cost function. The performance of the developed mechanism is compared with another controller that employs a combined PID-Riccati approach. One of the salient features of the proposed control schemes is that they do not require prior knowledge of the system dynamics. However, they depend on a known region of stability for the control gains to be used as a search space by the optimization algorithm. The control mechanism is validated using different optimization criteria which address different design requirements.
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I. INTRODUCTION

The control problem of balance systems belongs to a class of nonlinear control systems which is usually solved using analytical as well as numerical techniques [1]–[3]. The goal of this work is to develop a position-angle regulation scheme of an inverted-pendulum-cart system using two interacting PID control loops. The PID control gains are decided using a nonlinear threshold accepting heuristic. Additional neural network state feedback mechanism is employed to optimize the total dynamic cost during the regulation processes. Elmer Sperry introduced a PID scheme in 1911 in order to solve the steering problem of an automatic ship and Nicholas Minorsky designed another type in 1922 [4]. The PID mechanisms are used in applications like manipulator control in robotic arms [5], control of unmanned aerial vehicles [6], industrial hydraulic regulators [7], temperature control [8], etc.

Nonlinear Threshold Accepting (NLTA) heuristic is developed by Nahas and Nourelfath, and it relies on a nonlinear accepting threshold criterion formed using a low-pass filter scheme [9], [10]. The NLTA heuristic finds a solution for the optimization problem by continuously updating the local search outcome starting from a random initial feasible guess. The accepting rule employs a magnitude of a low pass filter transfer function. It searches for a better feasible neighboring solution as will be explained later on. This approach is used to solve many NP-hard problems in [9]. It tackled energy distribution optimization problems like power system dispatch with prohibition zones and multiple fuel options in [11]. NLTA is employed to find solutions for the redundancy allocation where it is applied to solve the redundancy allocation problems and enhance the associated reliability in [12]. Further, it is employed to regulate the load frequency and automatic voltage disturbances for a network of power generation units in [13].

The Artificial Neural Network (ANN) is a class of the artificial intelligence sciences, and it is widely used to solve the nonlinear optimization problems. They are employed in power systems to control electric loads where they outperformed other regression approaches [14]. Neural networks are used to implement solutions for a class of adaptive control problems in [15]. An adaptive neural network scheme is employed to design a nonlinear flight controller in [16]. A data-driven method for computing reachable sets is used to estimate the attractions domains of model predictive controllers in [17].

A dynamic-event triggering control strategy based on integral reinforcement learning is proposed for partially unknown nonlinear systems in [18]. In [19], a fuzzy-neural network approach is employed to control a flexible wing aircraft.

The work is organized as follows; Section II explains the dynamical model of a balance system. The development of PID angle-position control loops are detailed out in Section III. Further, a nonlinear state feedback control mechanism is realized using a neural network in Section IV. The usefulness and analysis of the presented schemes are shown in Section V. Finally, concluding remarks are pointed out in Section VI.

II. DYNAMICS OF A BALANCE SYSTEM

The dynamics of a balance system along with the objectives of the control problem are presented in this section.

A. Inverted-Pendulum-Cart Dynamics

A free-body-sketched of an inverted-pendulum-cart system is shown in Fig. 1 [20]. The pendulum swings as the moving cart slides along the x-direction due to a horizontal force $u$. The masses of a point rigidly connected at the top of the pendulum and the cart are denoted by $m$ and $M$, respectively. The parameters $l$ and $x$ refer to the pendulum’s length and displacement of the cart, respectively. The angle $\theta$ is spanned,
from the upright reference, by the pendulum. The dynamics of the balance system are arranged as follows [20]:

\[
\dot{x} = AX + Bu,
\]

where 

\[
X = \begin{bmatrix}
\theta \\
\dot{\theta} \\
x \\
\dot{x}
\end{bmatrix},
\quad A = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
(M + m)g/M & 0 & 0 & 1 \\
0 & 0 & -mg/M & 0
\end{bmatrix},
\quad B = \begin{bmatrix}
0 \\
0 \\
1 \\
M
\end{bmatrix}.
\]

B. Formulation of the Control Problem

The goal of the optimization or control problem is to let the cart and pendulum follow the desired position-angle trajectories (i.e., \(x^{ref} \) and \(\theta^{ref} \)) using two PID-control loops.

III. POSITION-ANGLE CONTROL MECHANISM

This section introduces a coupled position-angle PID control mechanism for the balance system using an NLTA approach.

A. PID Control System

The interacting PID control loops are shown in Fig. 2. It is required to drive the position and angle tracking errors (i.e., \(e_x = x^{ref} - x \) and \(e_\theta = \theta^{ref} - \theta \)) to zeros, respectively. The underlying control signals \(u^p_{PID} \) and \(u^\theta_{PID} \), generated using the PID-control loops, are given by 

\[
u^p_{PID}(t) = K_p^x e_x(t) + K_i^x \int_0^t e_x(\tau) d\tau + K_d^x \frac{de_x(t)}{dt}, \quad j = \{x, \theta\}
\]

where \(K_p^x, K_i^x, K_d^x \) are PID control gains. The aggregate input control signal is given by 

\[
u(t) = u^p_{PID}(t) + u^\theta_{PID}(t).
\]

As is evident from the dynamics of the balance system, the cart acceleration is coupled to that of the pendulum and vice versa. Therefore, the control gains of the two loops cannot be independently tuned. Instead, both control units are treated by the NLTA heuristic as a single controller with six parameters to tune (i.e., search for the tuple \((K_p^x, K_i^x, K_d^x, K_p^\theta, K_i^\theta, K_d^\theta) \) in a 6-dimensional search space).

B. NLTA-Based PID Gain Tuning

The NLTA heuristic finds a solution based on a predefined objective function which reflects a specific desired performance. As a matter of fact, one can adopt a cost function to influence the system’s transient and steady state characteristics. However, some of these objectives may be contradictory. For example, a shorter settling time may lead to a higher overshoot. Herein, we will suggest a number of cost functions to be adopted by the NLTA approach. Each one exploits a compromise between some of the system’s response characteristics.

The first optimization criterion we consider is a convex cost function that minimizes the Integrated Squared Errors (ISE) given by 

\[
ISE = \int_0^t (w_\theta e^2_\theta(\eta) + w_x e^2_x(\eta)) d\eta,
\]

where \(w_\theta \) and \(w_x \) are some weighting constants. In this case, we took \(w_\theta = w_x = 0.5 \). Another objective function is considered to reduce the overshoot along with the ISE. We call it the “ISE and Absolute Error” criterion (ISE-AB). It is defined as 

\[
ISE-AB = \int_0^t (w_\theta e^2_\theta(\eta) + w_x e^2_x(\eta) + w'_\theta |e_\theta(\eta)| + w'_x |e_x(\eta)|) d\eta,
\]

where \(w_\theta, w_x, w'_\theta, \) and \(w'_x \) are weight constants, which in this work are initialized to \(w_\theta = w_x = w'_\theta = w'_x = 0.25 \). The third objective function tackles the cart response settling time \(T_s \) along with the ISE. We call it the “ISE and Settling Time” criterion (ISE-TS) and define it by 

\[
ISE-ST = \int_0^t (w_\theta e^2_\theta(\eta) + w_x e^2_x(\eta)) d\eta + w_x T_s,
\]

where \(w_x \) is the weight associated to the settling time. Here, the weights are set as \(w_\theta = w_x = 0.5 \) and \(w_x = 0.1 \). The final objective function addresses the ISE and the cart response overshoot. It is referred to as the “ISE and OverShoot” criterion (ISE-OS) and it is expressed as 

\[
ISE-OS = \int_0^t (w_\theta e^2_\theta(\eta) + w_x e^2_x(\eta)) d\eta + w_o OS,
\]

where \(w_o \) is the weight associated to the overshoot. We fixed the weights to \(w_\theta = w_x = 0.5 \) and \(w_o = 0.1 \). The optimization process using the NLTA approach is detailed out in Algorithm 1.
The control interest is not only to regulate the reference-tracking errors but also to optimize a broader objective function that may encompass other signals as well. In the sequel, a state feedback mechanism based on a neural network is developed and then compared to another controller that is based on solving the system’s Algebraic Riccati Equation (ARE) [20].

A. Neural Network Optimization Algorithm

A feedforward NN is trained to optimize a total dynamical cost of the balance system. The overall control scheme including the full state neural network optimization loop and the PID control loops is shown in Fig. 3 (i.e., \( u = u_{PID} + u_{NN} \)).

Fig. 3. Overall PID-Neural Network control scheme.

The training samples are prepared using a Q-Table process where discretized state-action combinations are employed [19]. Then, according to a performance criteria (i.e., an objective cost function), a suitable control signal is decided. The objective criterion adopted herein is given as follows

\[
F_k = X_k^T Q_{NN} X_k^{NN} + R_{NN} (u_k^{NN})^2, \quad (2)
\]

where \( k \) is a time-index, \( Q_{NN} \geq 0 \in \mathbb{R}^{4 \times 4} \) and \( R_{NN} > 0 \in \mathbb{R} \) are symmetric matrix and positive scalar value respectively. The rest of the details are illustrated in Algorithm 2 [19].

B. Linear Quadratic Regulator

The linear quadratic regulator (LQR) approach [21] provides an optimal solution to (1) while minimizing the quadratic performance index \( J = \int_0^\infty U(X(\eta), u(\eta))d\eta \), where

\[
U = \frac{1}{2}(X^T(\eta)QX(\eta) + R[u^2(\eta)], \quad Q \geq 0 \quad \text{and} \quad R > 0 \quad \text{are weighting matrices, and} \quad X \text{ is a state vector.}
\]

The objective is to find the optimal control law \( K \) where the optimal control signal is given by \( u = -KX, \quad K = R^{-1}B^TP \), where \( P \geq 0 \in \mathbb{R}^{n \times n} \) is the solution for the ARE [21]. The LQR is integrated in the closed loop as shown in Fig. 4.

Fig. 4. Combined PID-LQR control scheme.

V. SIMULATION RESULTS

The proposed control schemes are integrated together in a closed-loop structure with the balance system. The system’s physical parameters are listed in Table I [20]. Hence, the state space matrices of the system are given by

\[
A = \begin{bmatrix}
0 & 1 & 0 & 0 \\
-29.8615 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
-0.9401 & 0 & 0 & 0
\end{bmatrix}, \quad B = \begin{bmatrix}
0 \\
-1.1574 \\
0 \\
0.4167
\end{bmatrix}, \quad X_0 = \begin{bmatrix}
0 \\
0 \\
0 \\
0
\end{bmatrix}.
\]

The cart and pole reference positions are taken as \( x^{ref}(t) = 0.1 \text{ m} \) and \( \theta^{ref}(t) = 0, \forall t \geq 0 \). The simulations are conducted using Matlab-Simulink environment.

### TABLE I

| Parameter | Value     | Parameter | Value     |
|-----------|-----------|-----------|-----------|
| \( M \)   | 2.4 kg    | \( m \)   | 0.23 kg   |
| \( l \)   | 0.36 m    | \( g \)   | 9.8 m/s² |

### Algorithm 1 NLTA PID-Tuning of Two Control Loops

**Input:**

\((K_{o,\min}, K_{o,\max})\): search ranges of each PID control gain

\(K_{d, i}, o \in \{p, i, d\}, j \in \{x, \theta\}\),

\(\Omega_{o}, \Omega^{1}, \Delta\Omega > 0\): resonant frequency, initial frequency and a decrement step of the search process, respectively.

\(N_o\): number of total run times.

\(N_f\): number of search iterations per each run.

**Output:**

Tuned gains \(K_{d, j}, o \in \{p, i, d\}, j \in \{x, \theta\}\).

1. for \( q = 1 \) to \( N_o \) do
2. Pick random initial combination of control gains \(K_{d, j}, o \in \{p, i, d\}, j \in \{x, \theta\}\) within their feasible ranges.
3. Calculate objective function \(OF\) by simulating Fig. 2 and computing (ISE) or any of its variants, e.g., (ISE-ST)
4. \(OF_{N} \leftarrow OF\) and \(\Omega \leftarrow \Omega^{1}\)
5. for \( i = 1 \) to \( N_f \) do
6. Select one random gain from its feasible range such that \(K_{d, j}, o \in \{p, i, d\}, j \in \{x, \theta\}\).
7. Use the new neighboring solution and simulate the system to calculate the value of the objective function OF using (ISE).
8. \(OF_{N} \leftarrow OF\) and \(\|H(\Omega)\| \leftarrow \sqrt{1 + \|\Omega/\Omega_o\|^2}\)
9. \(OF_N \leq 1 \) or \(OF_N \leq \|H(\Omega)\|\) then \(\triangleright\) The exploration by NLTA is done using the second condition
10. \(OF_{N} \leftarrow OF_{N}\) Interchange the old solution with the better neighboring solution selected using line 6
11. if \( (\Omega - \Delta\Omega) > 0 \) then
12. Adjust the frequency \(\Omega \leftarrow \Omega - \Delta\Omega\).
13. end if
14. end if
15. end for
16. \(OF_{q} \leftarrow OF_{N}\) \(\triangleright\) lowest cost value for each run
17. \(\text{tuple}(q) \leftarrow (K^q_0, K^q_i, K^q_d, K^q_{x, i}, K^q_{d, x})\) and \(OF(q) \leftarrow OF_{q}\) \(\triangleright\) Optimized PID gains for each run \(q\)
18. end for
19. \(p \leftarrow \arg\min_q OF(q)\)
20. return \(\text{tuple}(p)\)

### IV. STATE FEEDBACK CONTROL MECHANISM

The state feedback mechanism is not only to regulate the reference-tracking errors but also to optimize a broader objective function that may encompass other signals as well. In the sequel, a state feedback mechanism based on a neural network is developed and then compared to another controller that is based on solving the system’s Algebraic Riccati Equation (ARE) [20].
Algorithm 2 Neural Network Energy Optimization Scheme

Input:
\((X_{i_{\text{min}}}, X_{i_{\text{max}}}) : \text{feasible range of each state } X_i \in X, i = 1, 2, \ldots, n \text{ with a discrete step } \Delta X_i, (u_{\text{NN}}, u_{\text{NN}}^*) \text{ range of } u_{\text{NN}} \text{ with discrete-step } \Delta u_{\text{NN}}.\)

Output:
Nonlinear State Feedback Neural Network Optimizer NN

1: The action space \([u_{\text{NN}}^*, u_{\text{NN}}^*]\) is discretized into \(N_u\) discrete control values: \([u_{\text{NN}}^*, u_{\text{NN}}^*, \ldots, u_{\text{NN}}^*]\).
2: The state space is discretized so that \([X_{i_{\text{min}}}, X_{i_{\text{max}}}] + \Delta X_1, X_{1_{\text{min}}}, X_{2_{\text{min}}} + \Delta X_2, X_{2_{\text{min}}}, \ldots, X_{n_{\text{min}}} + \Delta X_n, X_{n_{\text{min}}}, X_{n_{\text{min}}} + \Delta X_n, X_{n_{\text{max}}}, X_{n_{\text{max}}} + \Delta X_n, X_{n_{\text{max}}} + \Delta X_n]\) and then tuples of all valid combinations of the different states are stored in a single row with \(N_X\) entries.
3: Form a Q-Table \(Q(1 \ldots N_u, 1 \ldots N_X)\), whose row and column indices refer to those of the discrete action and state spaces found as per lines 1 and 2, respectively.
4: Populate the Q-Table with the objective function (2).
Then, decide the control action with the lowest value.
5: Train a single hidden layer feedforward NN using \(N_X\) samples, each with \(n\) inputs (combination \(X_1, X_2, \ldots, X_n\)) and one output (best control decision \(u_{\text{NN}}\) as per line 4).
6: return Trained Neural Network (NN).

A. Performance Analysis of the Different PID Schemes

At first, the system is simulated with only PID loops, as depicted in Fig. 2. The NLTA algorithm is applied offline to tune the gains of the PID controllers. The parameters adopted for the simulations are listed in Table II.

### Table II
PARAMETERS OF THE NLTA OPTIMIZER

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| \((K_p^{\text{min}}, K_p^{\text{max}})\) | (-44.36, -2.2) | \((K_q^{\text{min}}, K_q^{\text{max}})\) | (-10.6, -3.1) |
| \((K_r^{\text{min}}, K_r^{\text{max}})\) | (-2.2, -5.4) | \((K_d^{\text{min}}, K_d^{\text{max}})\) | (-5.1, -3.2) |
| \(\omega_0, \omega_2 \text{ [rad/s]}\) | 200, 50 | \|\Delta\| \text{ [rad/s]}\) | 0.005 |
| \(N_T\) | 1000 | \(N_P\) | 10 |

The optimization outcomes, after 10 search-runs, associated with the objective functions defined earlier are summarized in Table III. It is noticed that the specialized objective functions are successful in minimizing their target criteria. For example, the ISE-TS and ISE-OS criteria led to the best settling time and overshoot, respectively.

The PID gains obtained using the technique proposed in [20] and the NLTA approach, using the predefined objective functions, are listed in Table IV. The dynamic cost, transient and steady state characteristics are listed in Table V. It shows that, the four variants of the PID controllers optimized with the NLTA outperformed the method proposed in [20] in all aspects. Further, the last two columns of Table V assesses performance measures related to the LQR and the ANN optimizers. Although none of these optimizers are enabled yet in the control scheme, they were used as additional measures to compare the results of the various PID tuning schemes.

B. Combined Control Schemes

The performance of the full aggregate control scheme is studied where the PID and the feedback optimization loops are both enabled. The weighting matrices, which are used to find the Riccati solution and to form the objective function of the neural network are, set to \(Q = \text{diag}\{1, 1, 1, 500, 250\}, R = 1, Q^{NN} = \text{diag}\{1, 1, 50, 25\}\), and \(R^{NN} = 0.016\). The control law calculated using the Riccati approach is given by \(K = [-137.7896 -25.9783 -22.3607 -27.5768]\) [20]. The ANN training information are detailed in Table VI. The cart and pendulum position responses as well as the control signal are shown in Figs. 5, 6, and 7 and the results are summarized

### Table III
PID TUNING OUTCOMES WITH DIFFERENT COST FUNCTIONS

| Objective Function | Optimization Criterion | Minimum Value | Maximum Value |
|--------------------|------------------------|---------------|---------------|
| ISE                | Rise Time [s]          | 0.8122        | 0.9149        |
|                    | Settling Time [s]      | 3.3531        | 5.0759        |
|                    | Overshoot [%]          | 1.4904        | 6.7221        |
|                    | ISE                  | 0.4558        | 0.4685        |
| ISE-AB             | Rise Time [s]          | 0.9532        | 1.3752        |
|                    | Settling Time [s]      | 1.9581        | 3.0533        |
|                    | Overshoot [%]          | 0.3550        | 3.1481        |
|                    | ISE                  | 0.4660        | 0.5347        |
|                    | ISE-AB              | 3.5746        | 4.0468        |
| ISE-ST             | Rise Time [s]          | 1.0120        | 1.6997        |
|                    | Settling Time [s]      | 1.8747        | 2.8462        |
|                    | Overshoot [%]          | 1.2320        | 1.9231        |
|                    | ISE                  | 0.4709        | 0.5979        |
|                    | ISE-ST              | 0.6583        | 0.8825        |
| ISE-OS             | Rise Time [s]          | 1.1723        | 1.5896        |
|                    | Settling Time [s]      | 3.5311        | 5.5525        |
|                    | Overshoot [%]          | 0            | 0.1948        |
|                    | ISE                  | 0.4735        | 0.5724        |
|                    | ISE-OS              | 0.4753        | 0.5735        |

### Table IV
PID CONTROL GAINS

| Objective Function | \(K_p^0\) | \(K_q^0\) | \(K_d^0\) |
|--------------------|----------|----------|----------|
| PID (Prasad et al (2014)) | -40      | 0        | -8       |
| ISE                | -43.9238 | 1.2625   | -6.1163  |
| ISE-ST             | -43.6806 | 0.9494   | -6.2171  |
| ISE-OS             | -42.3380 | 1.2595   | -6.1730  |
| ISE-AB             | -43.8129 | 0.2949   | -6.0142  |
| Objective Function | \(K_p^\omega\) | \(K_q^\omega\) | \(K_d^\omega\) |
|--------------------|----------|----------|----------|
| PID (Prasad et al (2014)) | -1       | 0        | -3       |
| ISE                | -2.8623  | -0.0017  | -3.5402  |
| ISE-ST             | -2.5071  | -0.0279  | -3.2817  |
| ISE-OS             | -1.8106  | 0        | -2.6507  |
| ISE-AB             | -2.3795  | 0        | -3.1028  |
TABLE V

| Method                  | Rise time [s] | Settling time [s] | Overshoot [%] | ISE  | $\int_0^t U(X(\eta), u(\eta)) d\eta$ | $\int_0^t F(X(\eta), u(\eta)) d\eta$ |
|-------------------------|---------------|-------------------|---------------|------|-------------------------------------|-------------------------------------|
| PID (Prasad et al (2014))| 4.8914        | 9.6098            | 0             | 0.72255| 800.1996                           | 79.5381                            |
| PID (ISE)               | 0.8900        | 3.3531            | 3.4130        | 0.4558 | 686.3625                           | 67.2464                            |
| PID (ISE-ST)            | 1.0120        | 1.8747            | 1.7828        | 0.4709 | 674.2809                           | 66.3176                            |
| PID (ISE-OS)            | 1.3283        | 3.8942            | 0             | 0.5093 | 662.3581                           | 65.4674                            |
| PID (ISE-AB)            | 1.0578        | 1.9593            | 1.2077        | 0.4751 | 665.5093                           | 65.5258                            |

in Table VII. Once again, the proposed architecture along with the PID variants outperformed the PID-LQR system suggested in [20]. The improvement in terms of the measures $\int_0^t U(X(\eta), u(\eta)) d\eta$ and $\int_0^t F(X(\eta), u(\eta)) d\eta$ reached up to 46% and 47%, respectively. This reveals how the ANN loop was successful in reducing these two measures with respect to the PID control structure (comparing Tables V and VII).

TABLE VI

| Parameters                  | Values                        |
|-----------------------------|-------------------------------|
| $X_{\text{min}}, X_{\text{max}}$ | $\pm[0.175 \text{ rad}, 0.35 \text{ rad}/s, 0.1 \text{ m}, 0.2 \text{ m/s}]$ |
| $u_{\text{min}}, u_{\text{max}}$ | $\pm 5 \text{ N}$            |
| $\Delta X$                  | $(X_{\text{max}} - X_{\text{min}})/20$ |
| $\Delta u_{NN}$             | $(u_{\text{max}}^{NN} - u_{\text{min}}^{NN})/20$ |
| Number of hidden layers     | 13                            |
| Number of hidden neurons    | 194, 481 samples              |
| (Training, Validation, Testing)% | (70, 15, 15)%                  |
| Training mechanism          | Levenberg-Marquardt           |

VI. CONCLUSION

This work generalizes a nonlinear threshold accepting heuristic along with ANN optimization tool to control multi-output balance systems. The techniques were applied to a system with two outputs and a PID control unit was applied to track each output. It is demonstrated how various objective functions can be integrated in the NLTA scheme to search for optimized PID gains in order to satisfy certain design criteria pertaining to the transient and steady state characteristics. The results were benchmarked against a control algorithm suggested in the literature. It was outperformed by the proposed mechanisms in all conducted simulations with and without the

Fig. 5. Cart position $x$ (under aggregate control structures)

Fig. 6. Pendulum angle $\theta$ (under aggregate control structures)

Fig. 7. Control signal $u$ (under aggregate control structures)
In the optimization cost measures of up to 47%.

ANN optimization loop. The study showed an improvement in the optimization cost measures of up to 47%.

Table VII

| Method                      | Rise time [s] | Settling time [s] | Overshoot [%] | ISE       | \( \int_0^T U(X(\eta), u(\eta))d\eta \) | \( \int_0^T P(X(\eta), u(\eta))d\eta \) |
|-----------------------------|---------------|-------------------|---------------|-----------|-----------------------------------------|-----------------------------------|
| PID + LQR (Prasad et al 2014) | 3.2407        | 6.1969            | 0             | 1.1437    | 1207.6                                  | 120.5957                          |
| PID (ISE) + NN              | 0.9546        | 3.3273            | 0.6194        | 0.4576    | 672.7276                                | 65.8731                           |
| PID (ISE-ST) + NN           | 1.1275        | 3.5240            | 0.1413        | 0.4733    | 661.1241                                | 65.0051                           |
| PID (ISE-Os) + NN           | 2.0745        | 4.3102            | 0.1599        | 0.4790    | 659.5133                                | 65.1875                           |
| PID (ISE-AB) + NN           | 1.2055        | 3.4214            | 0.1013        | 0.4790    | 654.4692                                | 64.4231                           |

Fig. 8. Cart position \( x \) (with square wave reference under aggregate control structures)

Fig. 9. Cumulative cart position error (with square wave reference under aggregate control structures)

ANN optimization loop. The study showed an improvement in the optimization cost measures of up to 47%.
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