Multi-scale alignment and Spatial ROI Module for COVID-19 Diagnosis

Hongyan Xu1,2, Dadong Wang2, Arcot Sowmya1
1School of Computer Science and Engineering, University of New South Wales, Kensington 2052, Australia
2Data61, The Commonwealth Scientific and Industrial Research Organisation (CSIRO)
hongyan.xu@unsw.edu.au, Dadong.wang@csiro.au, a.sowmya@unsw.edu.au

Abstract—Coronavirus Disease 2019 (COVID-19) has spread globally and become a health crisis faced by humanity since first reported. Radiology imaging technologies such as computer tomography (CT) and chest X-ray imaging (CXR) are effective tools for diagnosing COVID-19. However, in CT and CXR images, the infected area occupies only a small part of the image. Some common deep learning methods that integrate large-scale receptive fields may cause the loss of image detail, resulting in the omission of the region of interest (ROI) in COVID-19 images and are therefore not suitable for further processing. To this end, we propose a deep spatial pyramid pooling (D-SPP) module to integrate contextual information over different resolutions, aiming to extract information under different scales of COVID-19 images effectively. Besides, we propose a COVID-19 infection detection (CID) module to draw attention to the lesion area and remove interference from irrelevant information. Extensive experiments on four CT and CXR datasets have shown that our method produces higher accuracy of detecting COVID-19 lesions in CT and CXR images. It can be used as a computer-aided diagnosis tool to help doctors effectively diagnose and screen for COVID-19.

Index Terms—COVID-19 feature detection, deep neural network, attention, CT and CXR image

I. INTRODUCTION

Coronavirus Disease 2019 (COVID-19) is an acute respiratory infectious disease that spread worldwide. According to a report by the Center for Systems Science and Engineering (CSSE) at Johns Hopkins University (JHU) 1, as of February 7, 2022, there were 394,674,835 confirmed cases worldwide, covering 214 countries and regions, with a staggering 5,738,604 deaths.

Early detection and rapid isolation are essential to effectively suppress the spread of the disease. Currently, real-time reverse transcription-polymerase chain reaction (RT-PCR) is the most commonly used method for clinical screening of COVID-19 patients [1]. This method tests for COVID-19 infection by collecting respiratory samples such as throat and nasal swabs from suspected cases. Although RT-PCR can produce results in a relatively short time, it can only produce a binary result of positive or negative, and cannot obtain the level of infection. On the other hand, for some cases with respiratory infection symptoms but negative RT-PCR test, radio imaging technologies such as computer tomography (CT) and chest X-ray imaging (CXR) tests for further diagnosis may be required [2]. Recent studies [3] have found that most COVID-19 positive cases show similar features in CT and CXR images, e.g., ground-glass opacity and interstitial abnormalities. With these similar features, radiology imaging can be a key step in diagnosing suspected patients. However, during early screening, it is challenging for radiologists to make a correct diagnosis in a short time due to similar manifestations of COVID-19 and other viral pneumonia. Therefore, an auxiliary algorithm that can accurately interpret radiology images and assist radiologists in diagnosing COVID-19 cases is essential.

So far, some works on small-scale COVID-19 CT or CXR image datasets using deep learning technology for diagnosis have been reported [4]. While these works have shown promising accuracy, they suffer from two main limitations: (1) Most of the current works lack extensive comparison of model performance of on different datasets; (2) Most works do not propose a general algorithm that is suitable for different models and datasets, and are therefore limited in practical applications.

To address the above problems, we propose a generic method that can be introduced into common image classification models [5], [6] (e.g., MobileNetV2, VGG19) to detect COVID-19 lesions in both CT and CXR images with improved performance. In detail, we introduce a deep spatial pyramid pooling (D-SPP) module to the front end of the network to integrate contextual information across regions and ensure the preservation of valid feature information in the images. To draw the network’s attention to areas related to disease-specific lesions, we also propose a COVID-19 infection detection (CID) module. The overall framework of the proposed method is shown in Fig. 2. Our main contributions are listed below.

1) We propose a novel D-SPP module, which collects...
multi-scale image features and contextual information to guide subsequent accurate predictions.

2) We propose an CID module to analyse the region of interest (ROI) at spatial level, thus drawing the neural network’s attention to the ROI while suppressing unrelated information in the images.

3) We have validated the proposed method on four COVID-19 CT and CXR image datasets with many existing models, and compared the results with other COVID-19 detection algorithms [7]–[17].

4) As plug-and-play modules, our D-SPP and CID modules can effectively boost the performance of common models for COVID-19 infection detection.

The rest of the paper is organised as follows. Related work is reviewed in Section II, and Section III and IV introduce the proposed method and describe the datasets used and the experiments conducted to evaluate the performance of the proposed method. In Section V the results of ablation studies are described, and Section VI summarises the limitations of the study and possible future work, followed by conclusion in Section VII.

II. RELATED WORK

This section discusses several works most relevant to this work, including deep learning-based diagnosis of COVID-19, Atrous Spatial Pyramid Pooling (ASPP) module and attention mechanism.

A. Deep Learning-Based Diagnosis of COVID-19

In recent years, it has been shown that convolutional neural networks (CNN) can perform well in detecting lung diseases. In 2017, Rajpurkar et al. proposed CheXNet [18], which used a 121-layer CNN to detect 14 lung diseases in the ChestX-ray14 dataset [19]. Gu et al. [20] proposed a computer-aided diagnosis (CAD) system that can identify bacterial and viral pneumonia in chest radiography.

Inspired by these achievements, recent studies have applied CNN to COVID-19 case diagnosis. Wang et al. [21] employed a weakly supervised deep learning framework for COVID-19 classification and lesion localisation, using 499 CT images for training and 131 CT images for testing, and obtained an ROC (Receiver Operating Characteristic) AUC of 0.959, and a PR (Precision-Recall) AUC of 0.976. He et al. [22] introduced a Self-Trans method for COVID-19 diagnosis, verified on a COVID19-CT dataset containing 349 CT images, and achieved an F1 score of 0.85 and an AUC of 0.94. Wang et al. [23] proposed COVID-Net for COVID-19 detection on chest X-rays, which achieved an accuracy of 93.3% on a dataset containing 13,975 CXR images.

B. Atrous Spatial Pyramid Pooling (ASPP) Module

Modern image classification networks integrate multi-scale context information through continuous pooling and down-sampling layers, resulting in loss of detailed information about the object edges and degradation of the image resolution [24]. To address this problem, He et al. [25] proposed a layered Spatial Pyramid Pooling (SPP) module which can obtain the fusion of information and receptive fields from different sub-regions. Experiments show that multi-scale feature information fusion can bring about improvement of network accuracy. This is not simply because of the increase in parameters, but because multi-level pooling can effectively deal with object deformation and differences in the spatial layout. Compared with the SPP module, the atrous convolution used by the Atrous Spatial Pyramid Pooling (ASPP) module avoids the loss of image detail information caused by the down-sampling operation; therefore, it fits better with the need to detect COVID-19 lesions with a small range in the image. The ASPP module is part of the DeepLabv2 [26] model. It performs parallel atrous sampling at different sample rates on a given input, equivalent to capturing the context of an image on multiple scales, resulting in multi-scale image feature information.

C. Squeeze-and-Excitation (SE) Module

The Squeeze-and-Excitation (SE) module was proposed by Hu et al. [27], which is designed to explicitly model the interdependence between channels of its convolutional features, thereby improving model performance. The SE module consists of two parts. The first part is the squeeze module, which compresses feature maps along the spatial dimensions to generate feature descriptors and obtains the global distribution of channel-wise responses. The second part is the excitation module, which explicitly models the correlation between feature channels to generate channel-wise weights. With these two modules, the quality of the network’s feature representation is improved, since the interdependencies between the channels of its convolutional features are explicitly modelled. In general, the SE module can achieve feature recalibration. Learning global information makes it possible to emphasise important features and suppress less important features selectively.

D. Attention Mechanism

An attention mechanism can be interpreted as a means of allocating available computing resources to the most informative components of a signal [27]. It can help the model assign different weights to each part of the input, extract more critical information and enable the model to make more accurate judgment, without incurring high costs for model computation and storage. Therefore, it is widely used in many fields such as machine translation [28], image captioning [29], and text summarisation [30]. Some studies have been carried
out on spatial and channel-related attention mechanisms. By modelling the interdependencies between channels, SENet can improve the quality of the representations generated by the network and enable feature recalibration. The Convolutional Block Attention Module (CBAM) [31] uses two modules, namely Channel Attention Module (CAM) and Spatial Attention Module (SAM), to sequentially infer attention maps along two separate dimensions (channel and space). In this work, we are committed to paying attention to the spatial dimensions and giving different attention levels to different areas of the feature map. This allows the network to focus more on the COVID-19 lesion areas, suppress the influence of unrelated areas and make effective decisions.

III. PROPOSED METHOD

In this section, we shall detail the components of the proposed approach for COVID-19 infection detection, including the deep spatial pyramid pooling (D-SPP) module and the COVID-19 infection detection (CID) module.

A. Deep Spatial Pyramid Pooling (D-SPP) Module

Inspired by the ASPP module, we propose a deep pyramid pooling module named D-SPP. For CT or CXR images used for COVID-19 diagnosis, the affected area often only occupies a small part of the image, as shown in Fig. 1.

In the early stage, the affected area appears as ground-glass opacity (GGO), and at a later stage, it appears as lung consolidation. Observing the affected area locally reveals a small range of detailed features, and for the entire image, the affected area shows regional characteristics. Both types of information are needed to diagnose COVID-19 accurately. However, for networks, over-down-sampling can result in loss of critical detail. Therefore, we add the D-SPP module to the front end of the network, extracting feature maps of different sizes across regions to predict the overall image characteristics at the front end of the network and help the network better understand the image. The structure of the proposed D-SPP module is shown in Fig. 2.

Unlike the original ASPP module, which uses the same layer feature map to integrate the context information of multiple received fields, the proposed D-SPP module takes the feature maps of different layers for sampling. Specifically, if a network is trained on the ImageNet dataset, it will undergo five down-sampling processes. In our method, we used the feature maps before down-sampling as the input of the D-SPP module, and applied different atrous rates to them. Then, to effectively extract information from feature maps with different resolutions, we adopt the atrous rate directly related to the size of the feature map. This allows the network to focus more on the COVID-19 lesion areas, suppress the influence of unrelated areas and make effective decisions.

B. COVID-19 infection detection (CID) Module

In deep neural networks, the size of the receptive field can roughly indicate the extent to which context information is used [32]. However, Zhou et al. [33] showed that the empirical receptive field of CNN is much smaller than the theoretical receptive field, especially in the higher layers. The SE module [27] is an effective way to address this problem. It is a feature-level attention mechanism that aggregates all pixels of the feature map through average pooling to obtain a global receptive field. The information of different feature maps across different resolutions have the same receptive field.

In practice, we usually specify a minimum atrous rate as $\alpha$, then the atrous rate for each part in D-SPP can be formulated as

$$\mathcal{R}_i = \alpha \times \frac{f(H_i, W_i)}{f(H_{\min}, W_{\min})} \quad (2)$$

To simplify, we can directly use the linear function for $f$, so Eq. (2) can be rewritten as

$$\mathcal{R}_i = \alpha \times \sqrt{\frac{H_i W_i}{H_{\min} W_{\min}}} \quad (3)$$

In fact, the minimum $\alpha$ determines the spatially fused information of the receptive field in feature maps. In contrast, the second term in Eq. (3) ensures that all the feature maps across different resolutions have the same receptive field.
other words, most of the image areas are irrelevant to the task, which may negatively affect accuracy. Therefore, by directly integrating global information through average pooling in the SE module, the effective information will be submerged in a large amount of invalid information.

Therefore, the key to improving the accuracy of COVID-19 detection is to make the network pay more attention to the areas associated with COVID-19 infection, and ignore unrelated areas as much as possible. We introduce a new COVID-19 task-oriented module named the CID module. Unlike the channel-wise attention module proposed in SENet, the CID module aims to highlight the important areas within feature maps in the spatial dimension. We propose to construct pixel-level attention for all feature maps. To highlight valid information and suppress irrelevant areas, we need to simultaneously re-scale the pixel weights for all feature maps. In detail, for the input feature map with size $[H_f, W_f, D_f]$, after passing through the CID module, the size of the feature map becomes $[H_f, W_f, D_f]$. We define the attention of the feature map to pixels as the Attention factor $A_f$, which can be calculated as follows:

$$A_f = \frac{D_f}{D_f}$$  \hspace{1cm} (4)

In particular, when $D_f = 1$, we pay the same attention to pixels at the same position in all the feature maps.

As shown in Fig. 3, suppose the original input CT or X-ray image is of size $[H, W, C]$. Then in the CID module, through the convolution kernel of size $1 \times 1$ and an output channel of size $c/4$, a feature map of size $[H, W, C/4]$ is generated. The output feature map is further processed by a convolution kernel of size $1 \times 1$ and an output channel of size 1 to generate an $[H, W, 1]$ size feature map, which is used as a spatial level attention feature map to analyse the important areas in all feature maps. Then, we highlight the original input by copying it $C$ times, and directly dot multiplying them with each other. As a result, using the CID module, the network can pay more attention to highlighted areas, i.e., COVID-19 infected regions of CT and X-ray images, while suppressing irrelevant information such as bony areas or image boundaries.

C. Visual Analysis

To better demonstrate the effectiveness of the proposed method in focusing on the COVID-19 infected area in CT images, we visualised the learned attention region generated by the ResNet50 model with or without the proposed D-SPP and CID modules respectively, as shown in Fig. 4. For each CT volume, Grad-CAM [41] visualisation was applied for visual comparison. Column (a) corresponds to CT images of patients infected with COVID-19, and Column (b) corresponds to the results generated by the ResNet50 model without the D-SPP and CID modules, referred to below as the general ResNet50 model. Column (c) is generated by the ResNet50 model with the D-SPP and CID modules. In Column (a), the COVID-19 effect appears as an abnormal shadow area in the CT image. By comparing Columns (b) and (c), we note that the general ResNet50 model either does not locate the area associated with COVID-19 infection or misrecognises almost the entire lung as a potential infection area associated with COVID-19, which is not conducive to the detection of COVID-19 infected areas. On the contrary, the ResNet50 model with D-SPP and CID modules can accurately identify the locations of potential lesions and assign a larger coefficient to the relevant areas of the feature map, allowing the network to focus on areas affected by COVID-19 (e.g., ground glass-like areas in the image) rather than unrelated areas. In other words, the addition of the D-SPP and CID modules makes disease localisation more accurate. Experimental results of the proposed approach on the CT dataset are presented in Table II.

To demonstrate the capability of the proposed module for the detection of COVID-19 infected areas in chest X-ray images, we visualised the learned attention regions generated by the ResNet50 model with or without the proposed D-SPP and CID modules on the X-ray dataset, as shown in Fig. 5. Similar to Fig. 4, Column (a) in Fig. 5 shows the chest X-ray images of patients infected with COVID-19. Column (b) corresponds to the test results of the general ResNet50 model, Column (c) corresponds to the results generated by ResNet50 model with the D-SPP and CID modules. In Column (a), the
COVID-19 affected areas are represented as a shadowed area of the lungs. By comparing Column (b) and (c), we can find that the general ResNet50 model focuses on areas of the X-ray images unrelated to COVID-19, such as the spine region. After adding the proposed modules, the model focuses on the COVID-19 affected lung areas, or more specifically, the shadow areas of the lungs. This shows that the D-SPP and CID modules can maintain focus on the COVID-19 affected areas and make evidence-based decisions. The relevant experimental results are presented in Table III.

IV. EXPERIMENTS AND ANALYSIS

To verify the effectiveness of the proposed method, we conducted extensive experiments on three COVID-19 CT and X-ray image datasets, as shown in Table I. For all experiments, we set $\alpha$ to 3, and detailed experimental settings are elaborated in Section IV-B.

A. Benchmark Datasets

1) SARS-CoV-2 CT Scan Dataset [42]: This dataset consists of 2,482 CT images, including 1,252 COVID-19-positive images and 1,230 images of pulmonary diseases that are not COVID-19. The data were collected from a hospital in Sao Paulo, Brazil.

2) COVID19-CT Dataset [22]: This dataset contains 349 positive CT scans with clinical manifestations of COVID-19 and 397 negative CT scans with no COVID-19 detected. It was constructed by Yang et al. by collecting medical images in COVID-19-related medRxiv and bioRxiv papers.

3) COVID X-ray Dataset: There are two sources for this dataset. One is the IEEE dataset available on Github 2, and the author only intercepts data related to COVID-19; the other is normal data from the Kaggle dataset 3. The original dataset contains 98 images, including 78 X-rays of COVID-19-positive patients and 20 X-rays of normal persons. For the experiments, we divided it into training and test sets in the ratio 78:20.

4) COVID-Xray-5k Dataset [43]: This dataset consists of 2,031 training images and 3,040 test images. Among them are 71 COVID-19-positive X-rays and 5,000 COVID-19-negative X-rays. The X-ray images in this dataset come from two datasets, namely Covid Chestxray-Dataset 4 and ChexPert dataset [44].

B. Models and Experimental Settings

In this section, we provide details of the experiments conducted. In general, for all datasets and different models, we use SGD optimizer with momentum 0.9. We set weight decay to $10^{-4}$ for ResNet50 and VGG19, and to $5 \times 10^{-5}$ for MobileNetV2. The learning rate is decayed with cosine from 0.1 to $10^{-5}$ for all models. To accommodate the differing sizes of different datasets, we set batch size to 32 for the SARS-CoV-2 CT scan dataset and COVID-Xray-5k dataset, 16 for the COVID19-CT and 8 for COVID X-ray dataset. Besides, all models are trained for 100 epochs on all datasets.

All experiments were performed on an Intel(R) Core(TM) i9-7980XE CPU@ 2.60GHz CPU (Santa Clara, USA, Intel) workstation with a 16GB RAM and NVIDIA 2080Ti×2 GPU. The CNN was constructed using Pytorch.

To quantitatively evaluate the performance of the proposed model, we utilise several evaluation metrics commonly used in classification tasks: (1) Accuracy: ratio of the number of instances classified correctly to the total number of instances, representing the overall effectiveness of the classifier; (2) Precision: out of all the predicted positive instances, the percentage that represents true positive instances; (3) Recall (also called Sensitivity): out of all the positive instances, the percentage that represents true positive instances; (4) F1-score: harmonic mean of precision and recall; (5) ROC-AUC: Area Under the Receiver Operating Characteristic curve.

Table I: Four COVID-19 CT and X-ray image datasets we used.

| Datasets       | Type     | COVID Images | Normal Images |
|----------------|----------|--------------|---------------|
| SARS-CoV-2 CT  | CT       | 1252         | 1230          |
| COVID19-CT     | CT       | 349          | 397           |
| COVID X-Ray    | X-ray    | 78           | 20            |
| COVID-Xray-5k  | X-ray    | 71           | 5000          |

2https://github.com/ieee8023/covid-chestxray-dataset
3https://www.kaggle.com/paultimothymooney/chest-xray-pneumonia
4https://github.com/ieee8023/covid-chestxray-dataset

Fig. 5. Heat map of COVID-19 X-Ray images.
the percentage that is identified correctly, representing the effectiveness of the classifier in identifying positive instances; (4) $F_1$ score: the harmonic mean of Precision and Recall, measuring the relationship between the positive label of the data and the label given by the classifier; (5) AUC (Area Under the Curve): area under the receiver operating characteristic (ROC) curve, which indicates the false positive rate change against the true positive rate change.

C. Experiments on SARS-CoV-2 CT Scan Dataset

Consistent with other work [42], we divided the dataset into training and validation sets at a scale of 80%:20%. We added the proposed D-SPP module and CID module to currently popular classification models, namely MobileNetV2, ResNet18, ResNet34, ResNet50 and VGG19, for experiments.

To verify the effectiveness of the proposed method, we compare it with other models, including the explainable Deep Learning approach (xDNN) [42], the DenseNet201 model [8], and so on. As shown in Table II, MobileNetV2, ResNet18, ResNet34, ResNet50, and VGG19 models with the proposed D-SPP and CID modules surpass the xDNN model in accuracy, recall and $F_1$ score. Compared with other models in Table II, the ResNet50 model using our method is slightly lower than the ResNet101 model in terms of precision. Nevertheless, it performs best overall in terms of accuracy, recall and $F_1$ score, reaching over 99%.

The ROC curves of VGG19, ResNet50 and MobileNetV2 models using our method on the SARS-CoV-2 CT scan dataset are shown in Fig. 6. The ResNet50 model has the best performance. The AUC values of the three models are 97.22%, 99.14% and 98.05% respectively. The VGG19 model has a true positive rate (TPR) of 0.992 when the false positive rate (FPR) value is 0.178; the MobileNetV2 model has a TPR of 0.992 when the FPR value is 0.085; The ResNet50 model obtains the best performance with a TPR value of 0.996, with FPR value of about 0.045, among the three models. TPR approaching one means that the model can accurately identify COVID-19 positive samples, while a low FPR means that only a few negative samples are misjudged as positive samples. This fully demonstrates the effectiveness of the proposed method for the detection of COVID-19 from the SARS-CoV-2 CT scan images.

D. Experiments on COVID19-CT Dataset

Consistent with other work [22], the COVID19-CT dataset was divided into a training, validation set and test set in the ratio 0.6:0.15:0.25. We conducted experiments using ResNet50, MobileNetV2 and VGG19 models with our D-SPP and CID modules. Then we compared them with the ResNet50 model used elsewhere [22] and the VGG19 model used in related work [14], and the results are shown in Table II. The three models using our method are superior to the ResNet50 model results [22]. In addition, the accuracy, $F_1$ score and AUC achieved by the ResNet50 model integrated with the proposed method are respectively 16.22%, 12.71%, and 12.12% higher than the ResNet50 used alone [22]. In general, although recall and AUC are slightly lower than the VGG19 model results [14] and the DenseNet169 model [15], our enhanced ResNet50 model outperforms the other models in Table II in terms of accuracy, precision and $F_1$ score.

The performance of VGG19, ResNet50 and MobileNetV2 models enhanced with our method on the COVID19-CT dataset is shown in Fig. 7. The AUC values of these three models are 82.51%, 88.12% and 84.33% respectively. All three models have TPR greater than 0.8 when the FPR value is 0.4. The Resnet50 model has the best performance among the three models.

E. Experiments on COVID X-ray Dataset

To assess the performance of our method on COVID-19 X-ray images, we conducted experiments using ResNet50, MobileNetV2 and VGG19 models that are integrated with our proposed D-SPP and CID modules on the COVID X-ray dataset. A comparison between the experimental results of our model and the VGG16 model used by the authors of the dataset is shown in Table III. The accuracy, precision, recall and $F_1$ score of our model are all 100%. On the one hand, this is
TABLE II
Performance Comparison on CT datasets.

| Dataset       | Model            | Accuracy | Precision | Recall | F1 Score | AUC   |
|---------------|------------------|----------|-----------|--------|----------|-------|
| SARS-COV-2 CT | xDNN [42]        | 97.38%   | 99.16%    | 95.53% | 97.31%   | 97.36%|
|               | MobileNetV2 ours | 99.20%   | 99.22%    | 99.21% | 97.36%   | 98.05%|
|               | ResNet18 ours    | 99.40%   | 98.79%    | 99.61% | 99.20%   | 98.32%|
|               | ResNet34 ours    | 99.40%   | 99.20%    | 99.61% | 99.40%   | 98.74%|
|               | ResNet50 ours    | 99.61%   | 99.21%    | 100.00 | 99.60%   | 99.14%|
|               | VGG19 ours       | 98.60%   | 98.02%    | 99.21% | 98.61%   | 97.22%|
|               | ResNet50 [7]     | 99.20%   | 99.10%    | 99.40% | 99.20%   | 97.36%|
|               | ResNet101 [7]    | 99.40%   | 99.60%    | 99.10% | 99.40%   | 98.74%|
|               | DenseNet201 [8]  | 96.25%   | 96.29%    | 96.29% | 96.29%   | 97.00%|
|               | Modified VGG19 [9]| /        | /         | /      | /        | /     |
|               | COVID CT-Net [10]| /        | /         | /      | /        | /     |
|               | Contrasive Learning [11]| 90.83%   | 95.75%    | 85.89% | 90.87%   | 96.24%|
|               | ShuffleNet [12]  | 96.30%   | 96.00%    | 97.00% | 96.50%   | 99.00%|
|               | ResNet18 [12]    | 97.60%   | 97.50%    | 97.50% | 97.50%   | 100%  |
|               | DL FUSION [12]   | 98.60%   | 99.00%    | 98.10% | 98.60%   | 98.74%|
|               | CNN [13]         | 98.37%   | 98.74%    | 98.87% | 98.14%   | 98.32%|
|               | ResNet50 [22]    | 69.00%   | /         | /      | 72.00%   | 76.00%|
| COVID19-CT    | MobileNetV2 ours | 82.76%   | 82.51%    | 81.63% | 82.07%   | 84.33%|
|               | VGG16            | 100%     | 92.86%    | 100%   | 96.00%   | /     |
|               | MobileNetV2 ours | 100%     | 100%      | 100%   | 100%     | 100%  |
|               | ResNet50 ours    | 100%     | 100%      | 100%   | 100%     | 100%  |
|               | VGG19 ours       | 100%     | 100%      | 100%   | 100%     | 100%  |
|               | ResNet50 [43]    | 85.22%   | 84.73%    | 84.69% | 84.71%   | 88.12%|
|               | VGG16 [14]       | 80.79%   | 80.38%    | 79.50% | 79.98%   | 82.51%|
|               | VGG19 [14]       | 80.30%   | 78.76%    | 84.76% | 81.65%   | 87.96%|
|               | MobileNetV2 [14] | 76.85%   | 77.36%    | 78.10% | 77.73%   | 85.49%|
|               | InceptionV3 [15] | 84.23%   | /         | /      | 85.05%   | 84.15%|
|               | DenseNet169 [15] | 84.24%   | /         | /      | 85.32%   | 84.08%|
|               | GDCNN [16]       | 98.84%   | /         | 100%   | 96.37%   | /     |
|               | ACNN [17]        | 87.42%   | /         | 75.00% | /        | /     |
|               | ResNet50 [17]    | 94.97%   | /         | 90.00% | /        | /     |

because the dataset is relatively small, as it only contains 98 images. On the other hand, it also shows the effectiveness of the proposed D-SPP and CID modules.

F. Experiments on COVID-Xray-5k Dataset

Separating COVID-19 positive X-ray images from other lung diseases and normal X-ray images is essential for COVID-19 diagnosis. So we conducted experiments on the COVID-Xray-5k dataset, which contains X-ray images of normal lung and 13 lung diseases. As shown in Table III, compared with the models used elsewhere [43], our model achieves great improvement in recall and F1 score. The recall and F1 score achieved by the ResNet50 model with our method were 9.40% and 4.79% higher than the original Resnet50 model respectively. Compared to the GDCNN model [16], our Resnet50 model is 0.10% lower in recall, but 1.09%, 4.50% and 2.32% higher in accuracy, precision, and F1 score respectively. The experimental results suggest that the Resnet50 model enhanced with D-SPP and CID modules is superior to the other models in Table III on accuracy, F1 score and AUC.

V. Ablation Studies

Effect of the position of D-SPP and CID modules

To test the impact of the location of the D-SPP module and the presence of the CID module on the accuracy of the model, we conducted further experiments, the results of which are shown in Table IV. Stage i (i = 4, 5, 6) indicates that the D-SPP is placed after the i-th stage of the model, i.e. the output of the i-th stage is used as the input of the D-SPP module. MobileNetV2 and ResNet18 were used as the backbone networks in these experiments.

It can be observed that the addition of D-SPP and CID modules does improve the accuracy of the MobileNetV2 and ResNet18 models. Even if we only use the CID module, the accuracy of the MobileNetV2 model and ResNet18 model are slightly higher than the original model. When we add the D-SPP module to Stage 6 and do not use CID module, the model performs similarly to the original model. However, when we add both D-SPP and CID modules, the model achieves the highest accuracy, F1 score and AUC.
TABLE IV
Ablation Experiments on SARS-CoV-2 CT scan dataset.

| Location of D-SPP | CID | Accuracy of models |
|------------------|-----|-------------------|
| Stage 4          | ✓   | 96.87% 97.57%     |
| Stage 5          | ✓   | 97.16% 97.89%     |
| Stage 6          | ✓   | 97.52% 98.02%     |
| Stage 7          | ✓   | 98.19% 98.39%     |
| Stage 8          | ✓   | 98.59% 99.78%     |
| Stage 9          | ✓   | 99.20% 99.40%     |

TABLE V
Performance of ResNet50 model with different training strategies.

| Method          | Accuracy | Precision | Recall | F1 Score |
|-----------------|----------|-----------|--------|----------|
| original        | 78.82%   | 78.96%    | 77.55% | 78.25%   |
| 40+pretrain_40  | 81.28%   | 79.81%    | 80.61% | 80.21%   |
| 40+pretrain_70  | 81.77%   | 81.28%    | 83.67% | 82.46%   |
| 70+pretrain_70  | 85.22%   | 84.73%    | 84.69% | 84.71%   |
| 100+pretrain_70 | 82.76%   | 82.81%    | 83.67% | 83.24%   |
| 100+pretrain_100| 84.24%   | 83.22%    | 83.67% | 83.44%   |

The accuracy of the two models is slightly improved compared with only using the CID module. When we add the D-SPP module in Stages 4, 5 and 6, and use the CID module, the enhanced MobileNetV2 and ResNet18 models have the best accuracy, which is 2.33% and 1.83% higher than the original models respectively. Experimental evidence suggests that addition of the D-SPP and CID modules does improve model performance.

Effects of pre-training

Due to the restriction on the sharing of COVID-19 images, many COVID-19 image datasets contain only a small number of images. Training and testing on a small dataset alone will limit the model generalisation. We, therefore, wanted to explore the impact of pre-training on an additional COVID-19 dataset on model performance on the current dataset. After pre-training on the SARS-CoV-2 CT dataset, we fine-tuned the model on the COVID19-CT dataset. In Table V the performance of the ResNet50 backbone without pre-training, and with pre-training and fine-tuning under different settings are shown. In the table, 40+pretrain40 means pre-training for 40 epochs on the SARS-CoV-2 CT dataset, followed by fine-tuning for 40 epochs on the COVID19-CT dataset; the rest can be deduced by analogy. We make the following observations: (1) Pre-training on the SARS-CoV-2 CT dataset can significantly improve model performance on the COVID19-CT dataset. Compared with the original model, even the ResNet50 backbone with 40+pretrain40 achieved an improvement of 2.46%, 0.85%, 3.06% and 1.96% on the accuracy, precision, recall and F1 score respectively. (2) The ResNet50 backbone with 70+pretrain70 achieved the best results, surpassing the original model by 6.40%, 5.77%, 7.14% and 6.46% in accuracy, precision, recall and F1 score respectively. However, while pre-training can improve model accuracy, too much pre-training may cause over-fitting. Besides, due to feature differences between datasets, excessive fine-tuning can also underestimate important features in the pre-trained model, leading to model performance degradation.

VI. LIMITATIONS AND FUTURE WORK

From the above discussion, we summarise the limitations of this study and possible future work. First, the COVID-19 datasets used in this study are not ideal. Although we used CT and X-ray datasets, which are widely used in COVID-19 detection, the dataset size is not large due to the challenges of obtaining COVID-labelled data, and there is an imbalance in the number of COVID and normal images of the COVID-Xray-5k dataset. Training and validation on a large dataset collected from the same source will hopefully further enhance the generalisability of the model. We look forward to the emergence of such large datasets, and hope to continue this research at that time. Second, considering the limited datasets, pre-training can be performed on large datasets such as the ChexPert dataset [44] in future, and then transfer learning to our dataset to improve model generalisation and accuracy. Third, clinical studies will be required to validate the effectiveness of this algorithm as an auxiliary tool to help physicians accurately and quickly diagnose COVID-19.

VII. CONCLUSION

In this paper, we propose a general method that can be integrated into common classification networks to improve their performance in the detection of COVID-19 from CT scans and X-rays. In detail, our D-SPP module can be used to collect multi-scale image features and context information, and guide subsequent accurate predictions. Our proposed CFD module can maintain the focus of the CNN network on areas of interest related to COVID-19. In addition, the proposed modules can be easily integrated into various deep learning networks to improve their performance. Extensive experiments have been conducted on four COVID-19 CT and X-ray image datasets to evaluate the performance of the proposed method, and the experimental results show the superiority of our approach to other state-of-the-art methods.
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