Quantum diffusion in the strong tunneling regime
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We study the spread of a quantum-mechanical wavepacket in a noisy environment, modeled using a tight-binding Hamiltonian. Despite the coherent dynamics, the fluctuating environment may give rise to diffusive behavior. When correlations between different level-crossing events can be neglected, we use the solution of the Landau-Zener problem to find how the diffusion constant depends on the noise. We also show that when an electric field or external disordered potential is applied to the system, the diffusion constant is suppressed with no drift term arising. The results are relevant to various quantum systems, including exciton diffusion in photosynthesis and electronic transport in solid-state physics.

I. INTRODUCTION

As Anderson showed more than half a century ago, a quantum particle in a one-dimensional disordered potential does not diffuse, but rather stays confined in a finite region of space, its wavefunction being exponentially localized [1]. Since, this problem has been extensively studied, theoretically, numerically and experimentally [2]. When the disorder fluctuates in time, however, completely different behavior emerges: for a particle in a continuous, time-dependent potential, this leads, remarkably, to super-diffusive behavior [3–5], as was experimentally demonstrated [6]. For particles on a lattice, diffusive behavior has been shown to arise, both for noise which is uncorrelated in time [7, 8], and more recently for noise with a finite correlation time τ [9]. The latter study has shown that the diffusion constant depends on the correlation time and strength of the noise in a non-trivial way, with a “motional-narrowing” regime at small τ, and a correlation-time-independent diffusion constant at sufficiently large τ. These results, however, were only applicable for the case of small tunneling, allowing the utilization of the separation of scales between the fast dephasing process and the slow diffusion. Here, we extend the results to large tunneling matrix elements, relying on the exact solution of the Landau-Zener problem. This approach gives an intuitive understanding of the emergence of diffusion from the quantum dynamics. We also show that when an electric field or external disorder is applied in addition to the noisy environment, it does not lead to any drift but on the contrary leads to a diminished diffusion constant. Our model may be viewed as a simplified version of models used to study exciton diffusion in photosynthesis [10, 11].

II. MODEL AND DERIVATION

We study the dynamics of a single particle on a lattice, described by the Schrödinger equation, where the on-site energies are randomly fluctuating. The time-dependent Hamiltonian is given by

\[ H = \sum_j T(c_j^\dagger c_{j+1} + c_{j+1}^\dagger c_j) + x_j(t)c_j^\dagger c_j, \]  

where the noise term \( x_j(t) \) assumed to be Gaussian and uncorrelated between different sites, but correlated in time according to \( \langle x_j(t)x_{j'}(t+t') \rangle = \delta_{jj'}C(t) \). The typical time of the decay of \( C(t) \) is defined as the correlation time τ, the typical magnitude is defined as \( W \) so that \( C(0) = W^2 \), and the typical noise velocity is defined \( v_c = cW/\tau \) with \( c \) a dimensionless constant.

In the absence of an electric field, it was shown previously [9] that for weak tunneling (compared to all other energy scales in the problem) and for arbitrary correlation functions of the (Gaussian) noisy environment, a classical master equation for diffusion arises, and the diffusion constant can be found analytically. We now extend these results to the case of strong tunneling using a different approach.

A. Landau-Zener approach

A beautiful, exactly solvable problem regards the transition probability of a quantum particle in a two-level system [12, 13]. Under the assumptions that the spacing between the levels, \( \Delta E \), is ramped linearly in time, and that at time \( t = -\infty \) the particle is known to be in one of the levels, the transition probability is given by:

\[ p = 1 - e^{-2\pi T^2/v_C}, \]  

where \( T \) is the tunneling constant, \( v_C \) is the crossing velocity (i.e., \( \frac{d\Delta E}{dt} = v_C \)) and we set \( h = 1 \).

We may now think of the original noisy Hamiltonian as driving multiple transitions, by making neighboring levels cross again and again. Since the dynamics is random, it is clear that one should obtain classical diffusion in this way if the probabilities of hopping between sites at different crossing events are independent. In Fig. 1
this diffusion is illustrated qualitatively by simulating the time evolution under Eq. (1) of a wavepacket. If the transition probability at each level crossing can be described by Eq. (2) and $f$ is the frequency of level crossings, the resulting diffusion constant is

$$D = f \langle 1 - e^{-2\pi T^2/vC} \rangle, \quad (3)$$

which involves an ensemble average over $v_C$, the velocities of crossing events. In order for the distribution of $v_C$ to be well-defined, the noise samples must be taken to be differentiable. We consider noise samples $x(t)$ defined by the second-order stochastic differential equation

$$m\ddot{x} + \eta \dot{x} + kx = \xi(t), \quad (4)$$

a harmonic oscillator equation with mass $m$, damping parameter $\eta$, and spring constant $k$, driven by Gaussian white noise $\xi(t)$ with $\langle \xi(t)\xi(t') \rangle = \delta(t - t')$. As detailed in Appendix A the parameter choices

$$m = \frac{\tau^{3/2}}{Wc}, \quad \eta = \frac{\tau^{1/2}c}{2Wc}, \quad k = \frac{c}{W\tau^{1/2}c}, \quad (5)$$

with $\tilde{c} = \sqrt{2(c^2 + 1)}$ and $c \geq 1$ provide a noise with correlation time $\tau$ and stationary distribution

$$P(x,v) = \frac{\tau}{2\pi C^2} \exp\left(-\frac{x^2}{2W^2} - \frac{v^2}{2c^2W^2/\tau^2}\right) \quad (6)$$

where $v = \dot{x}$. We remark that first-order noise such as that generated by an Ornstein-Uhlenbeck process would fail to have a well-defined stationary distribution for $v$, as can be seen from Eqs. (5),(6) by fixing $W, \tau$ and taking $m \to 0$ (via $c \to \infty$).

The statistics of $v_C$ is equivalent to the statistics of $\frac{\partial}{\partial t} |y|_{y=0}$ for a sample $y$ with twice the variance of $P(x,v)$, since the difference of two noise samples also obeys Eq. (1) albeit with noise of twice the variance. Denoting this distribution $\tilde{P}$, the distribution of crossing velocities is proportional to $\tilde{P}(0,v)|v|$ because a random walker traversing an interval $[-\Delta x, \Delta x]$ with velocity $v$ will be weighted in the distribution $\tilde{P}(0,v)$ by the time spent in the interval. Therefore the distribution of crossing velocities is

$$\rho(v_C) = \frac{\exp\left(-v_C^2/4c^2W^2/\tau^2\right)}{4c^2W^2/\tau^2} |v_C|. \quad (7)$$

To be able to use the Landau-Zener (LZ) probability and subsequently Eq. (3), we must satisfy three conditions: (i) the finite duration of the crossing event should be sufficiently long (as Eq. (2) is only exact at $t = \infty$), (ii) the probability of neighboring levels interfering with LZ transitions must be negligible, and (iii) the crossing should be well approximated to be linear in time.

For condition (i), we note that the duration $t_{LZ}$ of an LZ transition scales as

$$t_{LZ} \sim \max\left(\frac{1}{\sqrt{v_C}}, \frac{T}{v_C}\right), \quad (8)$$

which is derived in Ref. [14] using an “internal clock” approach which we summarize in Appendix B. For Eq. (2) to be applicable to the crossings, the frequency $f$ of crossing events must therefore satisfy $f^{-1} \gg t_{LZ}$. We will later see that $f = \frac{\dot{v}}{v}$, and from Eq. (7) we find $v_C \sim cW/\tau$ to be the typical crossing velocity. From Eq. (8), it follows that for $T^2 \lesssim cW/\tau$ we obtain the constraint $W \tau \gg c$, and for $T^2 \gtrsim cW/\tau$ we obtain $T \ll W$.

For condition (ii), we note that an LZ two-level crossing occurs in a window of size $\sim v_C t_{LZ}$. During the crossing, an additional neighboring site energy traverses a window of size $\sim v t_{LZ}$ where $v \sim v_C$. Since the additional level is distributed as a Gaussian of width $W$ (Eq. (9)), the probability that it crosses the LZ crossing will be negligible provided $vt_{LZ} \ll W$. The constraints that follow are identical to those of condition (i).

For condition (iii), we require $\Delta v \ll 1$, where $\Delta v$ is the change in relative velocity between two crossing noise samples over time $t_{LZ}$. To obtain an expression for $\Delta v$, we take the difference of two solutions of Eq. (4) and integrate over a time $t_{LZ}$, noting the $x$ term vanishes at a crossing:

$$m\Delta v = \eta vt_{LZ} + \sqrt{2t_{LZ}}. \quad (9)$$

The typical size of $v$ at a crossing is $2cW/\tau$ and $\eta, m$ are given by Eq. (5). For $t_{LZ} \sim \frac{1}{\sqrt{v}}$, we have

$$\frac{\Delta v}{v} \sim \frac{c(3/4(W\tau c)^{1/4} + \tilde{c})}{2^{3/2}(W\tau c)^{1/2}} \quad (10)$$
and for $t_{LZ} \sim \frac{T}{\tau}$ we have

$$\frac{\Delta v}{v} \sim \frac{\bar{c}(2WTc)^{1/2} + \bar{c}T}{4eW}.$$  

(11)

The constraints obtained from $\frac{\Delta v}{v} \ll 1$ are

$$\frac{W}{T} \gg 1, c, \quad W\tau \gg 1, c^3,$$  

(12)

which subsume the constraints from conditions (i), (ii) and, in particular, do not restrict us from the strong-tunneling regime $T \gg \tau^{-1}$.

Now we proceed to find a closed-form expression for the diffusion constant. With the observation that $f = \frac{c}{\pi T}$ (Appendix C), we may evaluate Eq. (3):

$$D = \frac{c}{\pi T} \int_{-\infty}^{\infty} \left(1 - e^{-2\pi T^2/|vc|}\right) \rho(vc) dv c$$

$$= \frac{c}{\pi T} \pi^{1/2} T^4 G^{3,0}_{0,3} \left(\frac{x^2 + \bar{c}^2}{4eW^2}\right| -1, -\frac{1}{2}, 0 \right)$$

(13)

where $G_{p,q}^{m,n}$ is the Meijer-G function. In Fig. 2 we compare this formula with simulations of time evolution under the Hamiltonian and find good agreement, with no fitting parameters. As we discuss below, while $f$ and $\rho(vc)$ are exact, Eq. (13) is an approximation since it ignores correlations between subsequent crossing events.

We may use the small $x$ expansion

$$G^{3,0}_{0,3} \left|x\right| -1, -\frac{1}{2}, 0 \right) = \frac{\sqrt{\pi}}{x} - \frac{2\pi}{\sqrt{x}} + O(\ln x)$$

(14)

to observe that Eq. (13) reduces to $D = \frac{\sqrt{\pi}T^2}{W}$ in the weak tunneling limit $W\tau \gg 1, c^3$ and $T^2 \ll v$, in agreement with the analytical results from Ref. [9].

In the opposite limit, the Landau-Zener probability approaches unity and the particle hops at every crossing and $D \rightarrow \frac{c}{\pi T}$. Eq. (13) provides an exact interpolation between these two asymptotic limits, a regime which was inaccessible in previous works. We remark that the reasoning used here is independent of spatial dimension; while the existence of a mobility edge in Anderson localization only occurs above two dimension, in the case of a fluctuating potential diffusive behavior will occur in any dimension.

In Fig. 2 we observe small but systematic deviations from theory for large $\tau$. Accounting for this is a classical, stochastic effect: for large $\tau$, the LZ probability is $\approx 1$ and the particle can be described as a classical random walker, hopping at every crossing. If we denote the hopping directions by $d_n = \pm 1$, we find numerically that $\langle d_n d_{n+1} \rangle > 0$, so that the classical random walker is correlated. This holds persistently for large $\tau$ and originates from Eq. (4) having inertia. For large $\tau$ and $T \ll W$, we find a deviation of $\sim 7\%$. In Fig. 3 this effect is shown to suitably account for the deviations.

**B. Addition of an electric field or external disorder**

A priori one might expect that adding an electric field to the Hamiltonian will generate in addition to the dif-
fusion a drift or Bloch oscillations. However, we show analytically that this is not the case, and that in the presence of an electric field, at long times the dynamics is diffusive, with a suppressed diffusion constant and no drift.

If the site energies are shifted $x_j(t) \rightarrow x_j(t) - jE$, the statistics of crossing velocities for adjacent sites is equivalent to the statistics of $\left. \frac{\partial}{\partial y} P \right|_{y=0}$ for a sample $y$ with twice the variance of $P(x, v)$ and mean $\langle x \rangle = E$. Denoting this distribution $\tilde{P}_E$, the distribution of crossing velocities is proportional to $\tilde{P}_E(0, v)\vert v \vert$ by the same argument which precedes Eq. (7). Normalizing, we obtain the same distribution as Eq. (7). While the statistics of crossing velocities remains the same, the crossings become less frequent. Indeed, from Appendix [C] we find that the frequency becomes $f = \frac{E^2}{2\sigma^2} e^{-\frac{E^2}{4\sigma^2}}$, and as a result the electric field suppresses the diffusion constant by a factor $e^{-\frac{E^2}{4\sigma^2}}$.

For an intuitive explanation of this phenomenon, we note that a noisy bath is equivalent to a thermal bath at infinite temperature. Considering the Einstein relation $D = \sigma k_B T$, where $\sigma$ is conductance, we find that a finite diffusion constant at infinite temperature implies a negligible conductance. This explains why the electric field does not lead to a finite drift, which would be obtained, for example, when the particle is coupled to a finite-temperature phonon bath [10].

The above analysis would still hold when an electric field is replaced by an external disorder. Since only $\langle x_j - x_{j+1} \rangle = E$ is used in the analysis, the results would be essentially the same when replacing $E$ by the magnitude of the external disorder. In Appendix [D] the suppression of the diffusion constant by $e^{-\frac{E^2}{4\sigma^2}}$ is reproduced using the independent methods of Ref. [9], applicable for weak tunneling.

III. CONCLUSION

We have considered the dynamics of a single particle in the tight-binding model with random time-dependent on-site energies. We have modeled the diffusion as arising from the energy level crossings between neighboring sites, approximated as Landau-Zener crossings. This approach allows us to extend to the regime of strong tunneling, which was inaccessible in previous works. Upon choosing a model for the random noise with well-defined velocity, we have found a closed-form expression for the diffusion constant which agrees well with simulations. We have further showed that the addition of an electric field or external disordered potential suppresses the diffusion constant, and one does not obtain drift. The Landau-Zener approach validates the intuitive picture of the diffusive dynamics as a quantum mechanical random walk driven by energy level crossings and elucidates the transition from localization to diffusion. This model could provide insight into solid-state systems involving electronic transport with a noisy bath. This approach, which is free from a constraint between $\tau$ and $T$, is also relevant to exciton diffusion in photosynthesis, where the broad range of time scales spanning many orders of magnitude requires a model with no constraints on noise correlation time [17].
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Appendix A: Details of noise model

In this section we determine the parameters $m, k, \eta$ of Eq. (4) in terms of the strength $W$, correlation time $\tau$, and mean velocity-squared $\langle v^2 \rangle$ of the noise we want to produce. The power spectrum, obtained by taking the
square of the Fourier transform of $x$, is given by
\[
S(\omega) = \frac{1}{m^2 \omega^4 + (\eta^2 - 2km) \omega^2 + k^2}
\]  
(A1)
from which we determine the autocorrelation function using the Wiener-Khinchin theorem:
\[
G(t) = \langle x(t')x(t' + t) \rangle = \frac{1}{2\pi} \int_{-\infty}^{\infty} S(\omega)e^{-i\omega t} \, d\omega
\]
\[
= \frac{1}{2m^2(a^2 - b^2)}
\]  
(A2)
where
\[
a = \frac{1}{2m}(\eta + \sqrt{\eta^2 - 4km}), \quad b = \frac{1}{2m}(\eta - \sqrt{\eta^2 - 4km}).
\]  
(A3)
We take the correlation time to be
\[
\tau = \max(a^{-1}, b^{-1}) = \frac{2m}{\eta - \sqrt{\eta^2 - 4km}}.
\]  
(A4)
For this to be valid, we require $\eta^2 \geq 4km$. Although this definition is adequate for our purposes, we note there is no unambiguous correlation time when $a \approx b$. We may also determine the variance of the noise to be $W^2 = G(0) = \frac{1}{2km}$.

Next, applying the Fokker-Planck equation to the Langevin equation Eq. (4) (see, for instance, Ref. [18]) yields the stationary distribution
\[
P(x,v) = \frac{\eta \sqrt{mk}}{\pi} \exp\left(-\eta kx^2 - \eta mv^2\right),
\]  
(A5)
giving $\langle v^2 \rangle \equiv c^2 \frac{W^2}{\tau} = \frac{1}{2m^2}$, so that
\[
c^2 = \frac{2}{1 - \sqrt{1 - 4km/\eta^2}} - 1.
\]  
(A6)

This third parameter is necessary to describe a second-order process with confined position and velocity. We note that the requirement $\eta^2 \geq 4km$ is equivalent to $c \geq 1$.

Eq. (3) provides a mapping from the parameters $m, \eta, k$ of the Langevin equation to the noise-specific parameters $W, \tau, c$.

Appendix B: Duration of Landau-Zener Transition

Here we summarize the derivation of Eq. (8) given by Ref. [13]. In this “internal clock” approach, we show that the the probability profile $P(t)$ is independent of $v$ and $T$ when time is measured in units of $t_{LZ}$.

We consider the time evolution of a state
\[
\psi(t) = A(t)|1\rangle + B(t)|2\rangle
\]  
(B1)
under the Hamiltonian $H$ with $H_{11} = vt/2$, $H_{22} = -vt/2$, and $H_{12} = T$. With initial condition $A(-\infty) = 1$, we want to find the time scale of the transition from 1 to $e^{-2\pi T^2/v}$ undergone by $P(t) \equiv |A(t)|^2$.

It is instructive to define the dimensionless parameters
\[
g = \frac{T}{\sqrt{(v/2)}}, \quad y = \sqrt{(v/2)}t.
\]  
(B2)
The Schrödinger equation for $\psi$ may be written equivalently as the coupled differential equations
\[
i\frac{dA}{dy} = yA + gB
\]  
(B3)
\[
i\frac{dB}{dy} = -yB + gA.
\]  
(B4)
For $g \ll 1$, we may expand $A \approx A_0 + gA_1 + g^2A_2$ and $B \approx B_0 + gB_1 + g^2B_2$ to solve this perturbatively. In particular, to $O(g^2)$ we must solve the equations
\[
i\frac{dA_0}{dy} = yA_0
\]  
(B5)
\[
i\frac{dB_0}{dy} = -yB_0
\]  
(B6)
\[
i g\frac{dA_1}{dy} = ygA_1 + gB_0
\]  
(B7)
\[
i g\frac{dB_1}{dy} = -ygB_1 + gA_0
\]  
(B8)
\[
i g^2\frac{dA_2}{dy} = yg^2A_2 + g^2B_1
\]  
(B9)
with initial conditions $A_i(-\infty) = \delta_{i0}, B_i(-\infty) = 0$ for $i = 0, 1, 2, \ldots$, which sets $B_0 = A_1 = 0$. This procedure yields the probability profile
\[
P(y) = 1 - 2g^2 \left( \int_{-\infty}^{y} du \int_{-\infty}^{u} dv \cos(u^2 - v^2) \right) + O(g^4).
\]  
(B10)

Writing the term in parentheses as $F(y)$, we find that the rescaled probability profile $\frac{P(y) - P(\infty)}{1 - P(\infty)} \approx -\frac{1}{2} F(y) + 1$ depends on $T, v$ and $t$ only through $y$. In this regime, therefore, $t_{LZ} \sim 1/\sqrt{v}$.

For $g \gg 1$, we differentiate the Schrödinger equations for $A, B$ and substitute to obtain
\[
\frac{d^2A}{dy^2} + (g^2 + y^2 + i)A = 0.
\]  
(B11)
We solve this using the WKB method, treating the second term as the negative of our potential. This yields

$$A \approx C e^{\int_0^y \kappa(y') dy'} \sqrt{\kappa(y)}, \quad \kappa = \sqrt{g^2 + y^2 + i}, \quad (B12)$$

and is valid when $|\kappa' \kappa^{-2}| \ll 1$ or more explicitly when $|g(y^2 + y^2 + i)^{-3/2}| \ll 1$. Since $g > 1$, this condition is satisfied for all $y$. Defining $x \equiv y/g$ and evaluating $P(y)$ gives us

$$P(y) \approx \left| C \right|^2 e^{-\kappa^2 \log(x + \sqrt{1 + x^2})} \left( \begin{array}{c} x \\ \sqrt{1 + x^2} \end{array} \right)^2 \quad (B13)$$

where $P(y) = \frac{1}{2(\sqrt{1 + x^2})} \left( x + \sqrt{1 + x^2} \right)$.

Appendix C: Calculation of frequency of crossings

Here we calculate the frequency of crossings for two samples of the noise model defined by Eq. (4), equivalent to the frequency $f$ of level zero crossings for a sample with twice the variance. We cite Rice’s formula, first proved in Ref. [21].

**Theorem:** The expected number of level $u$-crossings per unit time of a stationary stochastic process $x(t)$ is

$$\mathbb{E}\{C_u\} = \int_{-\infty}^{\infty} |v| P(u, v) dv \quad (C1)$$

where $P(x, v)$ is the joint stationary distribution of $x(t)$ and its mean-square derivative $v(t)$.

For a process with distribution given by

$$\tilde{P}(x, v) = \frac{\tau}{4\pi c W^2} e^{-\frac{x^2}{2W^2} - i\frac{y^2}{2W^2}}, \quad (C2)$$

we obtain

$$\mathbb{E}\{C_u\} = \frac{c}{\pi \tau} e^{-\frac{\tau^2}{4W^2}} \quad (C3)$$

Taking $u = 0$ yields $f = \frac{\tau}{\pi \tau}$. In Section IIIB we consider $u = E$, in which case Eq. (C3) yields $f = \frac{\tau}{\pi \tau} e^{-\frac{\tau^2}{4W^2}}$.

Appendix D: Addition of electric field

Here we find the diffusion constant $D$ for a wavepacket evolving under the Hamiltonian in Eq. (1) with the addition of a time-independent electric potential $V = -jE$. This derivation is done in the regime $T \ll W$ and follows Ref. [9] closely. The Schrödinger equation for the site amplitudes $A_j$ is

$$i \frac{dA_j}{dt} = T(A_{j+1} + A_{j-1}) + (x_j(t) + V_j) A_j \quad (D1)$$

where $x_j(t)$ is now a generic Gaussian noise. It follows that the probabilities $P_j = |A_j|^2$ satisfy

$$\frac{dP_j}{dt} = 2T \text{Im}[A_j^*(A_{j+1} + A_{j-1})]. \quad (D2)$$

To zeroth order in $\frac{T}{W}$, Eq. (D1) is solved by $A_j^0 = |A_j^0| e^{-i \int_{t_{0}}^{t} (x_j(t') + V_j(t')) dt'} \equiv e^{-i (\phi_j(t) + V_j(t))}$. To next order $A_j^1$ in $\frac{T}{W}$, we obtain the differential equation

$$i \frac{dA_j^1}{dt} = (x_j(t) + V_j) A_j^1 = T(A_{j+1}^0 + A_{j-1}^0). \quad (D3)$$

Defining an integration factor $\mu_j = e^{i (\phi_j(t) + V_j t)}$, this can be rewritten in the form

$$\frac{d[A_j^1 \mu_j]}{dt} = -i \mu_j T(A_{j+1}^0 + A_{j-1}^0). \quad (D4)$$
Upon integration, we obtain

\[ A_j^1 = A_j^0 - i \frac{T}{\mu_j(t)} \int_0^t \mu_j(t')(A_{j+1}^0 + A_{j-1}^0) dt'. \]  

(D5)

Using Eq. (D2) and taking the ensemble average gives us

\[ \left< \frac{dP_j}{dt} \right> \approx (2T) \text{Im}[(A_j^1)^*(A_j^1 + A_{j+1}^1)]. \]  

(D6)

Since the noise at different sites is uncorrelated, upon plugging Eq. (D5) into Eq. (D6), terms such as $(A_0^0)^* A_{j+1}^0$ will vanish in the ensemble average. There are four non-vanishing terms of similar form, one of which is $-2T^2 I$ with

\[ I = \text{Im} \left[ (A_j^0)^* \int_0^t \frac{i\mu_j(t')}{\mu_{j+1}(t)} A_j^0 dt' \right]. \]  

(D7)

Plugging in the explicit forms of $A_j^0$ and $\mu_j(t)$, we find

\[ I = \left< P_j \int_0^t e^{i[\phi_j(t) - \phi_j(t')]} e^{i[\phi_{j+1}(t) - \phi_{j+1}(t')]} e^{i[V_j + V_j]} dt' \right> \]  

(D8)

We shall assume that the diffusion is a slower process than the dephasing, allowing us to use the separation of scales between the rate of change of the probabilities and the dephasing, as was the key point in Ref. [9]. Defining the (site-independent) dephasing correlation function $C_\phi(t) \equiv \langle e^{-i\phi(t)} \rangle$, we then find that $I = P_j(t)Q$, with

\[ Q = \int_{-\infty}^{\infty} C_\phi^2 e^{-iEt} dt. \]  

(D9)

Hence, when $E$ is nonzero, $D$ is proportional to a Fourier component of $C_\phi^2$ rather than its integral. For noise whose correlation in time decays exponentially or as a Gaussian, the result is that the electric field leads to a smaller diffusion constant.

For $W \tau \gg 1$ the correlation function takes the form $C_\phi(t) \approx e^{-W^2t^2/2}$ (Ref. [9]), for which we find

\[ D = \frac{\sqrt{\pi}T^2}{W} e^{-\frac{E^2}{4W^2}}. \]  

(D11)