

Abstract: Climate change is not only an environmental issue but also a development problem. Maintaining rapid economic development while simultaneously mitigating climate change is a pivotal and challenging task. Previous studies mainly focused on testing the validity of the environmental Kuznets hypothesis but ignored the internal influencing mechanism. This paper extends the past work in three aspects. First, we theoretically discuss the interaction of the scale, structure and technology effects of economic development and their impact on carbon emissions based on a classic model and the general equilibrium theory. Second, the relationship between carbon emissions and these three effects are examined by considering the quadratic term, and the interactive mechanism among them is evaluated by applying multiple mediating analysis. Due to the important role of the technology effect, we further divide it into different sources to reveal its impact on carbon emissions and discuss the rebound effect. Finally, the policy effect is considered, and the results demonstrate that the implementation of effective environmental regulations can mitigate the adverse impact of economic development on carbon emissions. Our research is an initial attempt to thoroughly explore the pathways to balance the trade-off between development and environment from the perspective of internal influencing mechanisms. The empirical results can serve as an important reference for making policies about energy conservation and emission reduction.
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1. Introduction

Climate change is one of the most challenging issues faced by mankind in the 21st century, and it will bring a series of problems, such as glacial recession, extreme weather, spread of disease and collapse of the social system. According to the fifth assessment report (AR5) published by the Intergovernmental Panel on Climate Change (IPCC), as temperature has increased, the sea level has risen by 19 cm, and the future situation will be even worse [1]. Currently, greenhouse gas emissions from the combustion of fossil fuels have reached unprecedented highs. To mitigate climate change and avert further deterioration, the international community promised to cope with global warming by signing the Paris Agreement, and the contracted parties agreed to participate in mitigation actions via independent contributions.

In this context, climate change respects no national borders, and no country is immune from it, especially China, who has a long path to the goal of carbon emissions reduction. Data on greenhouse gas emissions announced by the British risk assessment company Maplecroft show that China discharges more than 6 billion tonnes of CO$_2$ each year. As demonstrated in Figure 1, the total carbon emissions of China have been far more than the sum of Europe and America, ranking first.
worldwide [2]. This result is because the industrial structure of China highly depends on the secondary industry, and China has a long-standing reliance on the combustion of fossil fuels and resource consumption, which is obviously unsustainable. Faced with the dual pressure from both international and domestic societies, achieving energy conservation and emissions reduction and leading the way to low-carbon development cannot be delayed. China promised that carbon emissions would peak in 2030 and carbon intensity in 2020 would decrease by 40–45% compared with that in 2005 [3].

![Figure 1. Carbon emissions of world main economies in 2016.](image)

It is challenging to achieve that goal because it is not only an environmental problem but also a development issue. Since China’s reform and opening up, the Chinese economy has gained rapid growth. During the period of the 12th Five-Year Plan (FYP) [4], the annual GDP of China grew an average of 8%, forming a win-win situation of increasing speed and quality. After 2017, major economic indicators, such as the purchasing managers index (PMI) and industrial added value, continued to be stable and improved. It is expected that GDP per capita in 2020 will quadruple compared to that in 2000. However, as a byproduct of economic development, carbon emissions are closely associated with the economy. At present, China is at a critical stage in the 13th FYP period and maximizing reductions in carbon emissions while maintaining sustained and rapid economic growth seems particularly important.

The premise to solve this problem is to clarify the relationship between economic development and carbon emissions. Grossman and Krueger [5] pointed out that economic development can affect carbon emissions in three ways: scale effects, technology effects and structure effects. Firstly, the scale effect refers to the economic input. Economic growth will drive resources consumption and create additional pollution. Next, the technology effect means that economic development can promote the popularity of low-carbon and energy-saving technologies so that more capital is applied to the clean sectors. Technical progress can help companies improve the technological level and enhance energy utilization efficiency to reduce the discharge of CO₂ [6]. Lastly, the structural effect indicates that economic growth can accelerate the optimization of industrial structure and energy consumption structure. In general, the evolutionary process of industrial structure is from agriculture to industry in the early industrialization stage and from secondary to tertiary industry in the post-industrialization stage. Accordingly, carbon emissions will increase first and then tend to decrease. Notably, the changing process of industrial structure can partly account for the inverted U-shape of the environmental Kuznets curve (EKC).

Based on the background above, this paper extends previous work from the following perspectives. Firstly, this paper theoretically analyses the internal influencing mechanism of economic development
on carbon emissions and uses the general equilibrium theory to prove the relationship among scale effect, structure effect and technology effect proposed by Grossman and Krueger [6]. Secondly, we explore the impact of multiple mediating variables on carbon emissions, to identify crucial mediators for coordinating the conflict between economic development and carbon emissions. Based on the multiple mediating effect analysis, the direct and indirect influence of economic development on carbon emissions are discussed. Conclusions show that the technology effect plays a more important role in reducing carbon emissions in the long term because the change of industrial structure will be very slow and there is a ceiling effect. Thirdly, in view of the significance of technology, we divide it into three sources: foreign direct investment (FDI), export, and research and development (RD) input, to further discuss which type of technology plays the most crucial role in curbing carbon emissions. It is found that the independent RD is a fundamental tool to decrease carbon emissions in the long term. Fourthly, we consider the impact of environmental regulation on the influencing mechanism by adding it to the equation and we find that carbon emissions reduction policies can effectively mitigate the adverse influence of economic development on carbon emissions. Finally, cross-sectional heterogeneity is considered by using the cross-sectional dependence (CD) test [7]. Based on the cross-sectional dependence, the CIPS test [8] and Westerlund test [9] are performed to test the unit root and co-integration relationship, respectively. Overall, this paper aims to explore the deeper influencing mechanism of economic development on carbon emissions to seek the economic root of the greenhouse effect and seek effective pathways to prevent climate change. The conclusion has both practical and theoretical significance to relieve the pressure of carbon emissions reduction, balance the relationship between carbon emissions and economic development and formulate corresponding policies.

The remainder of this paper proceeds as follows: Section 2 is a literature review. Section 3 elaborates the theoretical base and model specification, and the methodology and data are presented in Section 4. Section 5 shows the empirical results, and Section 6 contains further discussion. Conclusions and policy implications are discussed in Section 7.

2. Brief Literature Review

Balancing the trade-off between economic development and climate change is a challenging task and a heated topic. This relationship is analogous to two sides of the same coin. Some scholars have explored the interaction effect by applying bidirectional causality [10,11]. For example, Appiah [12] examined the causal interdependence between energy consumption, economic growth, and CO₂ emissions in Ghana from 1960 to 2015 by using the Toda–Yamamoto and Granger causality tests. Other scholars investigated the presence of the EKC relationship and whether the environmental Kuznets hypothesis (EKH) is valid by building regression equations. On the one hand, studies are based on global data or data from parts of the world. Dogan and Seker [13] analyzed the influence of real income, energy consumption, trade openness and financial development on carbon emissions in the EKC model for the top countries listed in the Renewable Energy Country Attractive Index, and the empirical results supported the existence of EKH. On the other hand, due to the heterogeneous problem, many studies have been conducted on the relationship between economic development and carbon emissions centered on single countries, such as America [14], Arabian countries [15], and Russia [16]. For China, most studies proved the presence of EKC [17–19], indicating that carbon emissions in China will first increase and then decrease with economic development. However, there are mixed results on EKH in the existing literature, and some scholars found no evidence for the presence of EKC [20,21]. Stern [22] presented a critical history of EKC, arguing that the EKC results had a very flimsy statistical foundation and it did not applicable for all countries. Ozturk and Acaravci [23] found that EKH at a causal framework by applying a linear logarithmic model was not valid in Turkey. Shuai et al. [24] researched carbon emissions of Shanghai, China during 1994–2009 and proved an inverted N-curve between per capita output and carbon emissions with two turning points. Ahmad et al. [25] investigated the long- and short-run relationships among carbon emissions, energy consumption and economic growth in India, and showed that the EKC was invalid in India, because
the growth rate of carbon emissions was dependent on energy consumption. Antonakakis et al. [26] found that the continued process of growth aggravated the carbon emissions phenomenon, so they could not provide any evidence that developed countries would grow out of environmental pollution.

According to Grossman and Krueger [5], economic development also has technology and structure effects. Nevertheless, their influences on carbon emissions have not been confirmed, and the conclusions are not consistent. Initially, the technology effect is generally represented by technical progress, and the total factor productivity is used to measure the technical progress in a country or region. Cheng et al. [27] used dynamic spatial panel models to analyze the technical progress on carbon intensity and whether it could lead to a reduction in carbon intensity in China. Empirical results indicated that technical progress played the most important role in reducing carbon intensity. Jiao et al. [28] constructed an inter-provincial RD spillover network and measured the direct and indirect technology spillover effect. The results indicated that the direct effect had a significant inhibitory effect in the nationwide, eastern and central regions of China, except in the western region, while the indirect effect varied widely in the sub-regions. Yang and Li [29] argued that technical advance was the greatest contributor to carbon emissions mitigation and deeply discussed the rebound effect of technical advance. The results proved that a rebound effect between technology and carbon emissions existed in China and differed among regions. Zhang et al. [30] investigated the dynamic carbon emissions performance and decomposed the non-radial global Malmquist carbon emissions performance index into efficiency change and technical change indexes. The results showed that the dynamic carbon emissions performance was mainly boosted by innovation. Therefore, most studies support the reduction effect of technical progress on carbon emissions, with the exception of some opposing views. Li and Wang [31] argued that technology had relatively independent economic and environmental attributes and that technical change indeed decreased aggregate carbon dioxide emissions, but the scale and intensity effects of technical change expressed positive and negative values, respectively.

Another category of research on the effect of technology on carbon emissions is to decompose the technology effect into different sources: invention, innovation and diffusion. The former two channels can be regarded as RD activities, so the most direct source for technical progress is RD input [28]. However, for developing countries, such as China, it may be inappropriate to only consider RD. Under the circumstances of economic opening, developing countries can also achieve technical progress or even technology catch-up by introducing, imitating and absorbing the advanced experience of developed countries through international trade and foreign direct investment (FDI). On the one hand, the learning-by-exporting hypothesis argues that the export of companies can improve productivity because they are able to contact advanced technology and are exposed to more rigorous standards. On the other hand, FDI can result in technology spillover through the industry chain. Numerous studies have researched their relationship with carbon emissions.

Lee and Min [32] found a positive relationship between green RD and carbon emissions and supported that firms should organize unique resources to adopt a proactive environmental strategy. Alam et al. [33] investigated how RD investment affected the environmental performance of firms measured by energy and carbon emission intensities and found that it was able to improve the firm’s environmental performance, which was consistent with the theoretical argument of the natural resource-based view. However, Kahouli [34] held the opposite view by proving the bidirectional causality between carbon emissions and RD stocks and argued that the increase in RD stocks could negatively affect the environmental quality because the current RD stocks belonged to technologies that emit high CO₂. Another source of technical progress is FDI, which can result in the pollution haven effect. Developed countries will transfer their pollution-intensity industries into developing countries due to the loose rules and regulations on the environment, so the quality of FDI can directly affect the environment of developing countries. However, high-quality FDI can also lead to technological reform and knowledge spillover to promote the technical progress of developing countries. Therefore, the influence of technical progress on carbon emissions is uncertain. Zhang and Zhang [35] examined
the impacts of GDP, trade structure, exchange rate and FDI inflows on China’s carbon emissions and verified the validity of the EKC. They proved that the impacts of FDI inflows were negative, indicating the low quality of FDI in China. Baek [36] estimated the effects of FDI inflows, income and energy consumption on carbon emissions by applying panel data from five ASEAN countries, and the results showed that FDI tended to increase carbon emissions, which was in support of the pollution haven hypothesis. Omri et al. [37] investigated the causality links between carbon emissions, FDI and economic growth of 54 countries, and they proved that there was bidirectional causality between FDI inflows and carbon emissions for all panels, except Europe and North Asia. Tang and Tan [38] also examined the relationship between carbon emissions and FDI and provided evidence that there were two-way causalities between carbon emissions and FDI in Vietnam. Jalil and Feridun [39] held an opposite view that financial development in China had not taken place at the expense of environmental pollution, and on the contrary, FDI led to a decrease in environmental pollution. Finally, export can also contribute to technical progress and further affect carbon emissions with the existence of the learning-by-doing effect. Mulali and Ozturk [40] used panel non-stationary techniques to examine the effect of influencing factors on carbon emissions and the existence of the EKC hypothesis, and the results demonstrated that trade openness was able to reduce carbon emissions. Based on the above discussion, we observe that the technology effect can explicitly affect carbon emissions; however, the influencing direction and source are still uncertain.

Third, the conclusions on how the structure effect can influence carbon emissions are relatively consistent. Zhang et al. [41] discussed that upgrading the industrial structure under the constraints of CO\textsubscript{2} emissions reduction policies was an urgent challenge for northeastern China, and empirical results proved that changing the industrial structure helped northeastern China mitigate carbon emissions. Nevertheless, more effective and targeted strategies were required for sustainable future industrial development. Shafiei and Salim [42] explored the determinants of carbon emissions for OECD countries, and the empirical results showed that the current industrial structure would increase carbon emissions. Thus, continuously optimizing the industrial structure is an effective way to control environmental pollution. Banaerjee and Rahman [43] held the same idea that there was a co-integrated relationship between industrial output growth and carbon emissions in Bangladesh, and the current industrial structure would increase carbon emissions. Zhou et al. [44] used panel data to analyze the relationship between industrial structural transformation and carbon emissions in China and found that the first-order lag of industrial structural adjustment could effectively reduce carbon emissions, while technical progress itself would not reduce emissions but indirectly cause a decrease in carbon emissions by optimizing and upgrading the industrial structure.

Although various studies have been conducted on analyzing how the scale, technology and structure effects of economic development can affect climate change, the following problems still exist: first, due to differences in data periods, research objectives and research methods, mixed results are presented, and conclusions are contradictory on how these effects can separately influence carbon emissions. Secondly, few studies focus on their interaction and the internal influencing mechanism. To the best of our knowledge, the impact of economic development on carbon emissions is complex, so analyzing the combined action of three effects on carbon emissions is meaningful. Thirdly, when discussing the existence of EKC, the policy effect is usually neglected. To address these problems, this paper will initially explore whether the EKC hypothesis exists among carbon emissions, economic growth, technical progress and industrial structure to analyze their relationships. Then, the interaction among the three effects will be illustrated by applying multiple mediating effect analysis to discuss their internal influencing mechanism on carbon emissions. Based on the results that technical progress plays a dominant role in reducing carbon emissions, we divide it into different sources to further determine what kind of technical progress can have the greatest influence on carbon emissions. Finally, the policy effect is discussed by introducing it into the EKC model to test whether the current policy is effective in energy conservation and emission reduction.

Relevant studies are summarized in Table 1.
Table 1. Summary of relevant studies.

| Date       | Region                  | Equation                                                                 | Driving Forces                  | Ref. |
|------------|-------------------------|--------------------------------------------------------------------------|---------------------------------|------|
| 1971–2010  | 12 African countries    | $\Delta Y_t = \mu + \sum \beta_t \Delta Y_{t-1} + \sum \beta_t \Delta CO_2_{t-1} + \eta_t Y_{t-1} + \delta_t CO_2_{t-1} + \epsilon_{t,t}$ | GPC (+)                         | [10] |
| 1971–2009  | Pakistan                | $\Delta CO_2_t = \beta_2 + \sum \beta_t \Delta GDP_{t-1} + \sum \gamma_t \Delta E_{t-1} + \sum \delta_t \Delta CO_2_{t-1} + \lambda_t + \mu_t$ | EC (+), GPC (+)                 | [11] |
| 1985–2011  | 23 countries            | $(CO_2)_t = \beta_0 + \beta_1 Y_t + \beta_2 Y_{t-1} + \beta_3 R_{t-1} + \beta_4 R_{t-1}$ | GPC (+), TOP (–), EC (+/–)     | [13] |
| 1980–2010  | OECD                    | $\ln(CO_2)_t = \beta_1 + \beta_2 \ln(GDP)_t + \beta_3 \ln(LPR)_t + \beta_4 \ln(FDI)_t + \beta_5 \ln(U)_t + \epsilon_t$ | GPC (–), EC (+)                 | [20] |
| 1981–2011  | ASEAN                   | $\mu_i(t, i, t, j, u) = \alpha_i + \gamma_i + \beta_i + ENC_{ij} + \beta_2 \ln(GDP)_t + \beta_3 \ln(INS)_t + \beta_4 T_{ij} + \beta_5 \ln(Pop)_t + \beta_6 \ln(U)_t$ | EC (+), GPC (+), INS (+), FDI (–), EX (–), POP (+) | [21] |
| 2000–2013  | China                   | $\ln(CO_2)_t = \beta_1 + \beta_2 \ln(GDP)_t + \beta_3 \ln(INS)_t + \beta_4 \ln(R&D)_t + \beta_5 \ln(URB)_t + \epsilon_t$ | EC (+), GPC (+), URI (–)        | [17] |
| 1992–2013  | China                   | $\ln(CO_2)_t = \beta_1 + \beta_2 \ln(GDP)_t + \beta_3 \ln(INS)_t + \beta_4 \ln(R&D)_t + \beta_5 \ln(TMP)_t + \beta_6 \ln(URB)_t + \beta_7 \ln(Pop)_t + \beta_8 \ln(DSL)_t + \beta_9 \ln(UIR)_t + \beta_10 \ln(U)_t + \epsilon_t$ | EC (+), GPC (+), POP (+)        | [19] |
| 1996–2013  | India                   | $\ln(CO_2)_t = \beta_1 + \beta_2 \ln(GDP)_t + \beta_3 \ln(INS)_t + \beta_4 \ln(R&D)_t + \beta_5 \ln(URB)_t + \beta_6 \ln(Pop)_t + \beta_7 \ln(DSL)_t + \beta_8 \ln(UIR)_t + \epsilon_t$ | EC (+), GPC (+), URI (–)        | [25] |
| 2013–2014  | China                   | $\ln(CO_2)_t = \beta_1 + \beta_2 \ln(GDP)_t + \beta_3 \ln(INS)_t + \beta_4 \ln(R&D)_t + \beta_5 \ln(TMP)_t + \beta_6 \ln(URB)_t + \beta_7 \ln(Pop)_t + \beta_8 \ln(DSL)_t + \beta_9 \ln(UIR)_t + \beta_10 \ln(U)_t + \epsilon_t$ | EC (+), GPC (+), URI (–)        | [19] |
| 1997–2010  | China                   | $\ln(CO_2)_t = \beta_1 + \beta_2 \ln(GDP)_t + \beta_3 \ln(INS)_t + \beta_4 \ln(R&D)_t + \beta_5 \ln(UIR)_t + \beta_6 \ln(U)_t + \epsilon_t$ | EC (+), GPC (+), URI (–)        | [27] |
| 1996–2007  | 95 countries            | $\alpha_i = \alpha(1 + \beta_i + \delta_i)$ | GPC (+), INS (+), TEP (–), FDI (–), POP (+), URI (–) | [28] |
| 2001–2010  | Japanese                | $\ln(CO_2)_t = \beta_1 + \beta_2 \ln(GDP)_t + \beta_3 \ln(INS)_t + \beta_4 \ln(R&D)_t + \beta_5 \ln(UIR)_t + \beta_6 \ln(U)_t + \epsilon_t$ | EC (+), GPC (+), URI (–)        | [29] |
| 2004–2016  | G-6 countries           | $\ln(CO_2)_t = \beta_1 + \beta_2 \ln(GDP)_t + \beta_3 \ln(INS)_t + \beta_4 \ln(R&D)_t + \beta_5 \ln(UIR)_t + \beta_6 \ln(U)_t + \epsilon_t$ | EC (+), FDI (–), URI (–)        | [32] |
| 1990–2016  | Mediterranean countries | $\ln(CO_2)_t = \beta_1 + \beta_2 \ln(GDP)_t + \beta_3 \ln(INS)_t + \beta_4 \ln(R&D)_t + \beta_5 \ln(UIR)_t + \beta_6 \ln(U)_t + \epsilon_t$ | EC (+), GPC (+), POP (+)        | [33] |
| 1982–2016  | China                   | $\ln(CO_2)_t = \beta_1 + \beta_2 \ln(GDP)_t + \beta_3 \ln(INS)_t + \beta_4 \ln(R&D)_t + \beta_5 \ln(UIR)_t + \beta_6 \ln(U)_t + \epsilon_t$ | GPC (+), EX (–), FDI (+)        | [34] |
| 1981–2011  | ASEAN                   | $\ln(CO_2)_t = \beta_1 + \beta_2 \ln(GDP)_t + \beta_3 \ln(INS)_t + \beta_4 \ln(R&D)_t + \beta_5 \ln(UIR)_t + \beta_6 \ln(U)_t + \epsilon_t$ | GPC (+), FDI (+), URI (–)       | [35] |
| 1976–1990  | Vietnam                 | $\ln(CO_2)_t = \beta_1 + \beta_2 \ln(GDP)_t + \beta_3 \ln(INS)_t + \beta_4 \ln(R&D)_t + \beta_5 \ln(UIR)_t + \beta_6 \ln(U)_t + \epsilon_t$ | GPC (+), FDI (+)                | [36] |
| 1990–2011  | 54 countries            | $\ln(CO_2)_t = \beta_1 + \beta_2 \ln(GDP)_t + \beta_3 \ln(INS)_t + \beta_4 \ln(R&D)_t + \beta_5 \ln(UIR)_t + \beta_6 \ln(U)_t + \epsilon_t$ | GPC (+), FDI (+), URI (–)       | [37] |
| 1990–2012  | 27 advanced economies   | $\Delta CO_2_t = \pi_i + \sum \gamma_i \Delta GDP_{t-1,d} + \sum \nu_i \Delta GDP_{t-1,d} + \sum \nu_i \Delta GDP_{t-1,d} + \epsilon_{t,t}$ | EC (+/–), GPC (+), EX (–), URI (–) | [38] |
| 1990–2011  | OECD                    | $\ln(CO_2)_t = \beta_1 + \beta_2 \ln(GDP)_t + \beta_3 \ln(INS)_t + \beta_4 \ln(R&D)_t + \beta_5 \ln(UIR)_t + \beta_6 \ln(U)_t + \epsilon_t$ | GPC (+), INS (+), URI (–)       | [39] |
| 1990–2012  | China                   | $\ln(CO_2)_t = \beta_1 + \beta_2 \ln(GDP)_t + \beta_3 \ln(INS)_t + \beta_4 \ln(R&D)_t + \beta_5 \ln(UIR)_t + \beta_6 \ln(U)_t + \epsilon_t$ | GPC (+), INS (+), URI (–)       | [40] |

Note: 1) + means the positive impact; while—indicates the negative impact; 2) GPC: GDP per capita; CIN: capital investment; EC: energy consumption; TOP: trade openness; INS: industrial structure; EX: export; POP: population; URB: urbanization; TEP: technical progress; RD: research and development input.
3. Theoretical Setting and Model Specification

The earliest model with regard to carbon emissions was proposed by Grossman and Krueger [5], and they listed the decomposition equation:

\[ E_t = \sum_{j=1}^{n} Y_t \left( \frac{E_{jt}}{Y_t} \right) \left( \frac{Y_{jt}}{Y_t} \right) = \sum_{j=1}^{n} Y_t I_{jt} S_{jt}, \quad j = 1, 2, \ldots, n, \]  

(1)

where \( t \) and \( j \) represent time and industry, respectively, \( E \) is the pollution emissions, \( Y \) is the gross regional domestic product, \( I \) is the emission intensity of pollutants and \( S \) is the proportion of industry output in GDP. Equation (2) is obtained by including the differential for time on both sides of Equation (1) and dividing it by \( E_t \):

\[ \frac{E_t}{E} = \frac{\dot{Y}}{Y} + \sum_{j=1}^{n} e_j \frac{\dot{S}_j}{S_j} + \sum_{j=1}^{n} e_j \frac{\dot{I}_j}{I_j}, \quad j = 1, 2, \ldots, n, \]  

(2)

where \( e_j \) denotes the proportion of industrial pollution emissions of \( j \) industry in GDP. The left side of Equation (2) is total pollution emissions, while the right side of Equation (2) signifies the growth effect, industrial structure effect and energy efficiency effect in sequence. Equation (2) describes the dynamic process of pollution emissions. Based on Equation (2), we can denote carbon emissions \( CE_{jt} \) of \( j \) industry at time \( t \) as:

\[ CE_{jt} = \frac{GDP_t}{GDP_{jt}} \times \frac{GDP_{jt}}{EN_{jt}} \times \frac{EN_{jt}}{EN_{jt}} \times \frac{CE_{jt}}{EN_{jt}}, \]  

(3)

where \( GDP_{jt}/GDP_t \) is the proportion of output of \( j \) industry in GDP of all industries at time \( t \), represented as \( S_{jt}; EN_{jt}/GDP_{jt} \) is the energy consumption of unit output of \( j \) industry; \( CE_{jt}/EN_{jt} \) represent carbon emissions resulting from unit output of \( j \) industry. Energy efficiency has a direct influence on the energy consumption of unit output and related carbon emissions, so improving energy efficiency can reduce the energy consumption of unit output and carbon emissions. Therefore, \( (EN_{jt}/GDP_{jt}) \times (CE_{jt}/EN_{jt}) \) can be denoted as \( ET_{jt} \). Equation (3) can be further transformed into:

\[ CE_{jt} = GDP_t \times S_{jt} \times ET_{jt}, \]  

(4)

where \( GDP_t, S_{jt} \) and \( ET_{jt} \) are the scale, structure and technology effect, respectively. According to Grossman and Krueger [5], carbon emissions will be affected by the above effects. However, the decomposition equation only presents the driving forces of carbon emissions, and it does not indicate the influencing direction.

Therefore, we will continue analyzing the influencing mechanism of the above effects on carbon emission based on the general equilibrium theory. The built model takes different types of technology into consideration. On the one hand, the model can further prove that carbon emissions are determined by scale, structure and technology effects; on the other hand, it mainly focuses on discussing the impact of heterogeneous technologies on carbon emissions. In addition, it is quite pivotal to analyze the influencing mechanism in regard to production and management, which can fully consider the macro and micro factors.

Based on the model by Copeland and Taylor [45], the general equilibrium analysis process is as follows:

3.1. Basic Assumptions

Assume that the economic system only produces two types of products: a clean product (Y) and pollution product (X). The production of X will discharge the pollutant Z, and the emissions of Z are positively correlated to the output of X. The scale returns of X and Y remain unchanged, and product X is capital-intensive with respect to product Y. The pollutant Z will have a negative external effect on
other producers or customers, so the production of \( Z \) has a social cost and enterprises must pay for corresponding opportunity costs \( \tau \). In reality, \( \tau \) can be regarded as the environmental tax, pollution fee or purchased discharge permission. For a company that pursues profit maximization, discharging pollutants arbitrarily is not an optimal choice; thus, the company will decide to reduce pollution emissions by using part of the resources. Use \( \theta \in [0, 1] \) to represent the pollution control intensity, where \( \theta \) is the ratio of resources that are used to control pollution to total resources. When \( \theta = 0 \), the company completely ignores pollution control, and the output at that time is the potential output \( F \), which can also be thought of as the production ability of a company. In comparison, if the company controls the pollution by utilizing some resources \( \theta \), its actual output and pollution emissions are \((1 - \theta)F \) and \( Z \), where \( X = (1 - \theta)F \) and \( Z = \Psi(\theta)F \). \( \Psi(\theta) \) is a pollution emission function of \( \theta \), and it is a decreasing function of \( \theta \). The specific form of \( \Psi(\theta) \) is:

\[
\psi(\theta) = \frac{1}{A} (1 - \theta)^{1/\alpha},
\]

where \( A \) represents the production technology, and the parameters obey \( \alpha \in (0, 1), \psi'(\ast) < 0 \) and \( \psi''(\ast) > 0 \).

Assuming that two factors are necessary for producing \( X \) and \( Y \), and capital \( K \) and labor \( L \), the production function of \( X \), \( Y \) and \( Z \) can be represented as:

\[
Y = H(K_Y, L_Y)
\]
\[
X = (1 - \theta)F(K_X, L_X)
\]
\[
Z = \psi(\theta)F(K_X, L_X),
\]

where \( K_Y \) and \( L_Y \) are the input of capital and labor, respectively, to produce \( Y \) and \( K_X \) and \( L_X \) are the input of capital and labor to produce \( X \). The functions \( H(\cdot) \) and \( F(\cdot) \) both satisfy the property of constant returns to scale, so they are homogeneous functions of capital and labor.

Based on Equations (5) and (8), \( Z = (1 - \theta)^{1/\alpha}F(K_X, L_X) / A \), and the production function of product \( X \) is:

\[
X = (AZ)^a [F(K_X, L_X)]^{1-a},
\]

where product \( X \) can be regarded as the output by inputting pollution emissions \( Z \) and potential output \( F \), and the production function has the feature of constant returns to scale. \( \alpha \) is the proportion of pollution input in total costs.

### 3.2. Cost Minimization

According to the production function in Equation (9), when producing product \( X \), company decisions for profit maximization are made by considering two separate aspects. The first is to select the appropriate ratio of capital to labor based on exogenous capital costs \( w \) and labor wage \( r \), to make the costs \( c^F \) of potential output \( F \) the smallest. The second is to select the optimal pollutant emissions \( Z \) and potential output portfolio \( F \) to make the production costs \( c^X \) of unit product \( X \) the smallest under the premise that the pollutant emissions costs \( \tau \) and unit potential output costs \( c^F \) are given. The above decisions can be represented as follows:

\[
c^F(w, r) = \min \{ ra_{KF} + wa_{LF}, F(a_{KF}, a_{LF}) = 1 \}
\]
\[
c^X(\tau, c^F) = \min \{ \tau AZ + c^F, (AZ)^a F^{1-a} = 1 \},
\]

where \( a_{KF} \) and \( a_{LF} \) denote the capital and labour for the unit potential output. The first-order condition of Equation (10) is that the marginal rate of technical substitution of capital and labor is equal to the
ratio of capital costs \( r \) to wage \( w \); that is, \( \text{TRS}_{K,L} = (\partial F/\partial K_X) \times (\partial F/\partial L_X) = r/w \). The optimal first-order derivative for Equation (11) is:

\[
\frac{(1 - \alpha)AZ}{\alpha F} \cdot \frac{e^F}{\tau}.
\] (12)

### 3.3. Pollutant Emissions

Assume that the market is perfectly competitive and that the net profit of companies is 0, then

\[
P^X X = c_F F + \tau Z^*,
\] (13)

where \( P^X X \) is the price of product \( X \) and \( Z^* = AZ \), representing the effective pollutant emissions. Based on Equations (12) and (13), the pollutant emissions intensity \( e \) satisfies:

\[
eq \equiv \frac{Z}{X} = \frac{\alpha P^X}{A \tau}.
\] (14)

Equation (14) indicates that there is a negative relationship between pollutant emissions intensity and the technical level \( A \) and emissions costs \( \tau \), while it is positively related to the product price \( P^X \). Based on this relationship, the total pollutant emissions can be represented as \( Z = S \phi_X e / P^X \), and the economic scale is \( S = P^X X + P^Y Y \). The share of output of product \( X \) in the total output is \( \phi_X = P^X X / (P^X X + P^Y Y) \); \( P^Y \) is the price of product \( Y \). The pollutant emissions per capita \( z \) can be obtained by dividing the total labor \( L \) on both sides of Equation (14):

\[
z = \frac{s \phi_X e}{P^X},
\] (15)

where \( s = S/L \), denoting the output per capita. By substitute Equation (14) into Equation (15), we can obtain Equation (16) after taking the logarithm:

\[
\ln z = \ln a + \ln s - \ln A - \ln \tau.
\] (16)

Clearly, Equation (16) also indicates that pollutant emissions \( z \) will be determined by scale factor \( s \), structure factor \( \phi_X \) and technical level \( A \). This result shows not only their relationships but also the influencing direction. The scale factor and structure scale have a negative impact on pollutant emissions, while the technical factor can help reduce pollutant emissions.

Given that the industrial structure will ultimately stay in a balanced state and the technical process will be continuous and unlimited in the long term, we will mainly discuss how technical progress can influence carbon emissions. Based on the discussion of the literature, we divide technical progress into RD input, FDI and export according to different sources.

Therefore, the technical level \( A \) can be written as:

\[
A = \exp(\gamma_0 + \gamma_1 RD + \gamma_2 FDI + \gamma_3 EX + \mu),
\] (17)

where \( \gamma_0 \) is the constant term, \( FDI \) is the degree of foreign direct investment, \( RD \) is the research and development level, \( EX \) is the export, \( \gamma_1, \gamma_2 \) and \( \gamma_3 \) are the influencing coefficients of technical progress, and \( \mu \) is the error term, \( \mu \sim N(0, \sigma^2_\mu) \).

On the basis of the theoretical analysis, the econometric equation can be specified as:

\[
CE_{i,t} = \phi_0 + \phi_1 GPC_{i,t} + \phi_2 GPC_{i,t}^2 + \phi_3 INS + \phi_4 TEP_{i,t} + \phi_5 EC_{i,t} + \phi_6 URB_{i,t} + \epsilon_{i,t},
\] (18)

where \( i \) is province of China, \( i = 1, 2, \ldots, 30; \) \( t \) represents the time series between 2001 and 2015, \( t = 1, 2, \ldots, 15; CE \) is the total carbon emissions; \( GPC \) is the economic development measured by GDP per capita; \( INS \) is the industrial structure; \( TEP \) is the technical progress measured by total factor
productivity (TFP); Based on the literature [46–51] and practical situations of China, EC and URB are selected as control variables, representing the total energy consumption and urbanization, respectively; and $\epsilon_{i,t}$ is the random disturbance term.

4. Methodology and Data

4.1. Estimation Method

To estimate Equation (18), the fully modified ordinary least squares (FMOLS) proposed by Phillips and Hansen [52] and the dynamic ordinary least squares (DOLS) proposed by Stock and Watson [53] were used. FMOLS is able to address the estimation bias caused by the system disturbance by introducing the correction factor. Based on the OLS estimation, FMOLS can correct the balancing error and the explained variable by using nonparametric kernel estimation to eliminate the endogeneity and the serial correlation of the error term. In comparison, DOLS can solve the endogeneity of regression variables and the possible serial correlation simultaneously by applying the differential variable in the leading and lagged form of the explanatory variable. Kao and Chiang [47] compared the OLS, FMOLS and DOLS in terms of finite sample features, and the results of a Monte Carlo simulation experiment indicated that compared to the OLS estimator with inconsistent characteristics and non-negligible bias, the FMOLS and DOLS estimators with asymptotic normal distributions are better choices. However, in comparison, the FMOLS estimator cannot improve the OLS estimator significantly; instead, it will result in deviation that may even exceed the OLS estimator, especially for the homogeneous panel data. Thus, DOLS is the best estimated technique among the three methods, and it can also solve the endogenous problem well.

According to the principle of DOLS, Equation (18) can be simplified and written as:

$$Y_{i,t} = a_i + \beta X_{i,t} + \epsilon_{i,t},$$  \hspace{1cm} (19)

where $\beta$ is the coefficient matrix, representing the co-integration coefficients; $X$ is an independent variable and $Y$ represents the dependent variable. Then, we introduce the leading and lagged differential variable $\Delta X_{i,t-k}$ of the explanatory variable to Equation (19):

$$Y_{i,t} = a_i + \beta X_{i,t} + \sum_{k=-K_i}^{K_i} \gamma_{i,k} \Delta X_{i,t-k} + \epsilon_{i,t},$$  \hspace{1cm} (20)

According to Equation (20), $\beta$ can be denoted as $\hat{\beta}_{GD} = N^{-1} \sum_{i=1}^{N} (\sum_{t=1}^{T} Z_{i,t} \hat{Z}_{i,t}')^{-1} (\sum_{t=1}^{T} Z_{i,t} Y_{i,t})$; $Z_{i,t} = (X_{i,t} - \bar{X}_i, \Delta X_{i,t-1}, \cdots, \Delta X_{i,t+K})$ is the regression vector of $2(K + 1) \times 1$, $\hat{Y}_{i,t} = Y_{i,t} - \bar{Y}_i$. Thus, the DOLS estimator can be restated as $\hat{\beta}_{GD} = N^{-1} \sum_{i=1}^{N} \hat{\beta}_{D_i}$, where $\hat{\beta}_{D_i}$ is the traditional DOLS estimator of the $i$-th panel unit.

In addition, due to the existence of EKH, the dissimilation needs to be considered when estimating the EKC. Initially, we included the cubic term of GDP per capita into the equation to examine whether there is an N-shaped or inverted N-shaped relationship. However, the estimated results were not significant, so we did not list the results and only discussed the quadratic term of GDP per capita.

4.2. Tests before Model Construction

4.2.1. Cross-Sectional Dependence Test

Because the variable or residual correction across panel members due to the global common shocks and the spillover effect can lead to inaccurate estimation of the model, Pesaran [54] proposed the cross-sectional dependence (CD) test to verify whether a cross-sectional correlation exists. This test has the following hypotheses:
**H0**: No cross-sectional dependence.

**H1**: Existence of cross-sectional dependence.

The CD test is robust in the presence of multiple breaks in error variance and in slope coefficients. Assume that the panel data model to be estimated is described in Equation (21), and when the cross-section \( N \) is larger than time \( T \), the CD statistic can be calculated by Equation (22):

\[
y_{it} = \alpha_i + \beta_i x_{it} + u_{it}, i = 1, 2, \ldots, N, t = 1, 2, \ldots, T
\]

\[
CD = \sqrt{\frac{T}{N(N-1)}} \left( \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \hat{\rho}_{ij} \right)
\]

where \( \alpha_i \) and \( \beta_i \) are the intercept term and slope of the sample regression equation, respectively; \( u_{it} \) is the residual term; and \( \hat{\rho}_{ij} \) is the covariance between the residual term of each cross section after the ordinary least squares.

### 4.2.2. Panel Unit Root Test

The second issue to be addressed before model estimation was to examine the existence of a panel unit root. According to the co-integration theory, all variables should be integrated with first order, \( I(1) \). Although the literature on unit root tests is abundant, most panel unit root tests, such as the LLC test [55], HT test [56], Breitung test [57], IPS test [58], Fisher-type test [59,60] and Hadri test [61], were performed under the assumption of cross-sectional independence in the dynamics of the autoregressive coefficients. Considering the cross-sectional dependence, Pesaran [7] proposed the cross-sectionally augmented IPS panel unit root test (CIPS) to avoid the presence of spatial spillover, the omission of common factors and the residual interdependence among other factors. CIPS can be calculated by:

\[
CIPS = N^{-1} \sum_{i=1}^{N} CADF_i
\]

where \( CADF_i \) represents the individual cross-sectionally augmented Dickey–Fuller statistic for individual \( i \) or time series [54].

### 4.2.3. Panel Co-Integration Test

The third issue to be solved was determining whether there is a long-term co-integration relationship between variables. The non-stationary variables should have a stationary linear combination. Similar to the panel unit root test, the panel co-integration tests should consider the cross-sectional dependence. Usually, the Kao test [62] and Pedroni test [63] are suitable for cross-sectional independence problems, while the Westerlund test [9] can be performed when assuming cross-sectional dependence.

In this paper, in light of the presence of cross-sectional dependence, the Westerlund test based on the panel error-correction model is employed as described in Equation (24):

\[
\Delta y_{it} = \delta_i d_i + \alpha_i (y_{i,t-1} - \beta_i x_{i,t-1}) + \sum_{j=1}^{p_i} \alpha_{ij} \Delta y_{it-j} + \sum_{j=-q_i}^{p_i} \gamma_{ij} \Delta x_{i,t-j} + \epsilon_{it}, i = 1, 2, \ldots, N, t = 1, 2, \ldots, T
\]

where \( T \) is the time series and \( N \) is the number of provinces, respectively; \( d_i \) is the deterministic factor, and when \( d_i = 0 \), there is no deterministic factor; when \( d_i = 1 \), \( \Delta y_{it} \) contains the constant term; and when \( d_i = (1, t)^{'} \), \( \Delta y_{it} \) contains both the constant term and the trend term; \( x_{it} \) is the \( k \)-dimension random walk sequence, and \( \Delta x_{ij} \) and \( \epsilon_{it} \) are independent variables; \( \gamma_i \) is the speed to return to the balanced state \( y_{i,t-1} - \beta_i x_{i,t-1} \) after the short-term impact. When \( \gamma_i < 0 \), there is an error-correction term and \( y_{it} \) and \( x_{it} \) have a co-integration relationship; conversely, when \( \gamma_i = 0 \), there is an error-correction term or co-integration relationship. Therefore, the null hypothesis of the
Westerlund test is $H_0: \alpha_i = 0$ for all provinces $i$; accordingly, the alternative hypothesis is to ensure that $\alpha_i$ is homogeneous, and it can be divided into two groups: group-mean tests ($G_T, G_\alpha$) and panel tests ($P_T, P_\alpha$). For the former group, the $\alpha_i$ value of each cross section does not need to be equal, so the alternative hypothesis can be that $H_{g1}: \alpha_i \neq 0$ for at least one $i$; the latter group assumes that the $\alpha_i$ value of each cross section is equal, so its alternative hypothesis is $H_{p1}: \alpha_i = \alpha < 0$ for all $i$. The four statistic are shown in Equations (25) and (26):

$$
\begin{align*}
G_T &= \frac{1}{N} \sum_{i=1}^{N} \frac{\hat{\alpha}_i}{SE(\hat{\alpha}_i)} \\
G_\alpha &= \frac{1}{N} \sum_{i=1}^{N} \frac{T\hat{\alpha}_i}{\hat{\alpha}(1)} \\
P_T &= \frac{\hat{\alpha}_i}{SE(\hat{\alpha}_i)} \\
P_\alpha &= T\hat{\alpha}
\end{align*}
$$

where $SE(\hat{\alpha}_i)$ is the standard error of $\hat{\alpha}_i$; $\hat{\alpha}(1)$ is calculated by the variance estimator of the long-term co-integration equation of Newey and West [64];

$$
\hat{\alpha} = (\sum_{i=1}^{N} \sum_{t=2}^{T} \tilde{y}^2_{i,t-1})^{-1} \sum_{i=1}^{N} \sum_{t=2}^{T} 1/(\hat{\alpha}(1)) \tilde{y}_{i,t-1} \Delta \tilde{y}_{it}.
$$

4.3. Multiple Mediating Effect Analysis

To further study the interactive mechanism of the scale, structure and technical factors, the multiple mediating effect model is applied to test the direct and indirect impact of economic development on carbon emissions. It is assumed that economic development will directly affect carbon emissions through scale effect and indirectly affect carbon emissions through technology and structure effects. The equations of the multiple mediating effect model are as follows:

$$
\begin{align*}
CE_{i,t} &= \gamma_0 + \gamma_1 GDP_{i,t} + \epsilon_{i,t} \\
TEP_{i,t} &= \beta_0 + \beta_1 GDP_{i,t} + \epsilon_{i,t} \\
INS_{i,t} &= \delta_0 + \delta_1 GDP_{i,t} + \epsilon_{i,t} \\
EC_{i,t} &= \phi_0 + \phi_1 GDP_{i,t} + \epsilon_{i,t} \\
URB_{i,t} &= \pi_0 + \pi_1 GDP_{i,t} + \epsilon_{i,t}
\end{align*}
$$

$$
CE_{i,t} = \gamma_0 + \gamma_1 GDP_{i,t} + \gamma_2 TEP_{i,t} + \gamma_3 INS_{i,t} + \gamma_4 EC_{i,t} + \gamma_5 URB_{i,t} + \epsilon_{i,t}.
$$

To verify the presence of a mediating effect, three steps can be followed, as shown in Figure 2:
Figure 2. Procedure of the mediating test model and internal influencing mechanism of economic development on carbon emissions.

Step 1. Estimate Equation (27) to examine whether the coefficient of economic development, $\alpha_1$, is significant. If it is significant, economic development can affect carbon emissions; move to Step 2. If not, stop the test.

Step 2. Estimate Equation (28), Equation (29), Equation (30) and Equation (31) to test the significance of the coefficient of technical progress, industrial structure, energy consumption and urbanization. If $\beta_1$, $\delta_1$, $\phi_1$ and $\pi_1$ are all significant, perform Step 3.

Step 3. Estimate Equation (32) to determine the existence of a mediating effect. If $\gamma_2$, $\gamma_3$, $\gamma_4$ and $\gamma_5$ are all significant and $\gamma_1$ is smaller than $\alpha_1$, there is a partial mediating effect. If $\gamma_1$ is not significant but $\gamma_2$, $\gamma_3$, $\gamma_4$ and $\gamma_5$ are significant, the four variables play the complete mediating role.

4.4. Data and Variables

Considering the availability of data, we choose to research 30 provinces in China during 2001-2015. The core variables include carbon emissions, economic growth, technical progress, RD input, FDI, export and industrial structure, and the control variables are energy consumption and urbanization. The measurement, economic implications, explanation and sources are described below and shown in Table 2. For carbon emissions and technical progress, the detailed calculation process is described as follows:

Carbon emissions mainly come from two sources: combustion of fossil fuels and production of cement. For the former source, coal, oil and natural gas are the most widely applied fossil fuels, accounting for 66%, 17.1% and 5.7% of the total energy consumption, respectively. Therefore, this paper chooses 13 types of related fossil fuels, including raw coal, cleaned coal, other washed coal, briquettes, coke, crude oil, gasoline, kerosene, diesel oil, fuel oil, liquefied petroleum gas, refinery gas and natural gas, to calculate the cumulative carbon emissions to improve the accuracy. Equation (33) shows the detailed equation:

$$C_{\text{fossil}} = \sum_{j=1}^{13} C_{ij} = \sum_{j=1}^{13} M_{ij} \times K_j \times q_j ,$$

where $M_{ij}$ is the physical quantity of the $j$-th fossil fuel in the $i$-th province in the $t$-th year; $K_j$ is the standard coal efficiency collected from the China Energy Statistical Yearbook [65]; and $q_j$ is the carbon emissions coefficient, which was published by the Intergovernmental Panel on Climate Change (IPCC) in 2006 [1]. $K_j$ and $q_j$ are constants because utilization efficiency of carbon emissions remains
unchanged in the short term. Secondly, carbon emissions generated from the cement production process can be calculated by Equation (34):

\[ C_{\text{cement}} = N_{it} \times a, \]  

(34)

where \( N_{it} \) is the physical quantity of cement in the \( i \)-th province in the \( t \)-th year and \( a \) is the carbon emissions factor with a value of 0.5272 [66]. Data on cement output in each province of China can be collected from the CEinet Statistics Database [67].

Technical progress is reflected by total factor productivity (TFP) and was calculated based on data envelopment analysis (DEA) and the Malmquist index. According to the principle of DEA–Malmquist, each province can be regarded as a decision-making unit (DMU), and the TFP of 30 provinces in China can be measured to reflect the generalized technical progress. \((x^t, y^t)\) denotes the input and output at the \( t \)-th time. The production technology can be defined as Equation (35), and the output distance function of the production possibility set is shown as Equation (36):

\[ F^t = \{ (x^t, y^t) : \text{all } x^t \text{ can be used to produce } y^t \} \]  

\[ D^t(x^t, y^t) = \inf \{ \varphi > 0 : (x^t, y^t / \varphi) \in F^t \} \]  

(35)  

(36)

where \( D \) represents the distance; \( \varphi \) is the technical efficiency; \( \inf \) is the greatest lower bound; and \( F \) is the production possibility frontier. Equation (36) can reflect the reciprocal of magnification of output \( y \) with fixed input \( x \) at the technical level in the \( t \)-th period. When the input-output combination is at the production technical frontier, \( D^t(x^t, y^t) = 1 \). Thus, the Malmquist index can be constructed as Equation (37):

\[ M_0(x^t, y^t, x^{t+1}, y^{t+1}) = \frac{D_0^{t+1}(x^{t+1}, y^{t+1})}{D_0^t(x^t, y^t)} \times \left[ \frac{D_0^{t+1}(x^{t+1}, y^{t+1})}{D_0^{t+1}(x^{t+1}, y^{t+1})} \times \frac{D_0^t(x^t, y^t)}{D_0^t(x^t, y^t)} \right]^{1/2} = \text{EFFCH} \times \text{TEPCH}. \]  

(37)

The key to calculating the DEA–Malmquist index is to choose proper input and output indexes. In this paper, capital stock and labor force were the input indexes, and GDP is the output index. We estimate the capital stock by applying the perpetual inventory method according to Shan [68]. The labor force is represented by the average value of the labor force at the beginning and end of the year. Related data are all from the China Statistical Yearbook [69].
Table 2. List and description of variables.

| Name                        | Type               | Variable Measure                                      | Symbol | Unit of Measurement | Economic Implications                                                                 | Expected Sign | Data Source |
|-----------------------------|--------------------|-------------------------------------------------------|--------|---------------------|---------------------------------------------------------------------------------------|---------------|-------------|
| Total carbon emissions      | Explained variable| Sum of total carbon emissions                         | CE     | Thousand tonnes     | /                                                                                      | /             | [65]        |
| Economic growth             | Explaining variable| Gross domestic product per capita                      | GPC    | Billion yuan        | The impact is uncertain. According to EKC, carbon emissions will increase first with the rise of GPC and then show a declining trend after a certain threshold value is reached. | +/−           | [69]        |
| Industrial structure        | Mediating variable | Secondary industry’s added value/GDP                   | INS    | %                   | It is considered that a reasonable industrial structure can contribute to carbon emissions reduction. The secondary industry will generate more carbon emissions than that of the agricultural and tertiary industry. | +             | [69]        |
| Technical progress          | Mediating variable | Total factor productivity                              | TEP    | /                   | Capital stock and labor force are the input indexes, and GDP of each province is the output index. A higher value means a lower level of carbon emissions. | −             | [67, 69, 70]|
| RD                          | Explaining variable| RD input/GDP                                          | RD     | %                   | RD input in the clean energy sectors can decrease carbon emissions; while on the contrary technical progress in dirty energy sectors will lead to increase of carbon emissions. | +/−           | [69]        |
| Foreign direct investment   | Explaining variable| Total of foreign direct investment                     | FDI    | Billion yuan        | Under the background of processing trade, there is certain correlation between carbon emissions and FDI. | +/−           | [69]        |
| Export                      | Explaining variable| Export/GDP                                            | EX     | %                   | The process of export usually contains carbon emissions, and the influence is determined by the learning-by-doing effect. | +/−           | [69]        |
| Energy consumption          | Control variable   | Total of energy consumption                            | EC     | Million tons        | Carbon emissions mainly come from energy consumption. Compared with clean energy, combustion of fossil fuels can generate a large amount of carbon emissions. The amount generated by coal combustion is nearly 1.7 times than that of natural gas. | +             | [65]        |
| Urbanization                | Control variable   | Number of urban population/Total population            | URB    | %                   | Improvement of urbanization levels means the increase of urban population number and expansion of urban size, which will increase carbon emissions. However, at the late stage of urbanization, the technology tends to be mature and carbon emissions will decrease. | +/−           | [71]        |
| Environmental governance    | Explaining variable| Investment of industrial pollution control/GDP         | IPC    | %                   | The environmental governance can directly affect the sources of carbon emissions by making them pay more for producing carbon emissions. | −             | [69]        |
5. Empirical Results

5.1. Results of the Tests Before Analysis

Prior to panel unit root tests, we perform the CD test, considering that the variable or residual correction across panel members can lead to the problem of inaccurate estimates of models due to the global common shocks and spillover effect. The results in Table 3 show that each variable under consideration rejects the null hypothesis that there is no cross-sectional relationship. On the other hand, the correlation coefficient that measures the degree of cross-sectional dependence is high, further proving the cross-sectional dependence of the variables.

Table 3. Results of cross-sectional dependence (CD) test.

| Variable | CD-Test | p-Value | Corr. |
|----------|---------|---------|-------|
| CE       | 72.31   | 0.000 *** | 0.927 |
| GPC      | 65.81   | 0.000 *** | 0.826 |
| INS      | 55.18   | 0.000 *** | 0.707 |
| TEP      | 23.89   | 0.000 *** | 0.306 |
| EC       | 66.64   | 0.000 *** | 0.854 |
| EX       | 36.50   | 0.000 *** | 0.468 |
| FDI      | 76.31   | 0.000 *** | 0.978 |
| URB      | 34.54   | 0.000 *** | 0.443 |
| IPC      | 46.91   | 0.000 *** | 0.601 |

Note: 1) Corr. represents the average correlation coefficients; 2) *** denotes a significance of 1%; 3) results were estimated by Stata (14.0, StataCorp, Texas, USA).

When a cross-sectional dependence is present, we use the CIPS test to conduct the panel unit root test. Table 4 demonstrates that variables in levels with or without a trend all accept the null hypothesis of the existence of a panel unit root; however, when using the first-order difference of each variable, the null hypothesis is rejected. Therefore, we conclude that all variables examined obey the I(1) process.

Table 4. Results of panel unit root test.

| No. Lag | Variables in Levels | Variables in First Difference |
|---------|---------------------|-------------------------------|
|         | With Trend          | Without Trend                 | With Trend          | Without Trend |
|         | 1 2 3               | 1 2 3                         | 1 2 3               | 1 2 3         |
| CE      | −2.154 −1.974 −1.962 | −2.134 −3.353 *** −3.296 *** | −3.311 *** −3.296 *** |         |
| GPC     | −2.325 −1.906 −2.139 | −1.906 −3.428 *** −3.735 *** | −3.871 *** −3.735 ** |         |
| INS     | −10.784 −1.671 −1.671 | −1.511 −2.927 ** −2.655 *** | −2.655 *** −2.655 ** |         |
| TEP     | −2.166 −1.794 −1.754 | −2.070 −2.945 ** −2.496 *** | −2.496 *** −2.496 *** |         |
| EC      | −1.686 −1.855 −2.010 | −2.093 −3.144 *** −2.722 *** | −2.722 *** −2.722 *** |         |
| EX      | −1.506 −0.858 −0.841 | −1.198 −2.925 ** −2.695 *** | −2.552 *** −2.695 *** |         |
| FDI     | −1.261 −1.164 −1.294 | −1.425 −2.862 ** −2.602 *** | −2.636 *** −2.602 *** |         |
| URB     | −1.962 −1.643 −1.579 | −1.774 −3.083 *** −2.843 *** | −2.483 *** −2.909 *** |         |
| IPC     | −1.645 −1.438 −1.429 | −1.531 −2.988 *** −2.500 *** | −2.500 *** −2.500 *** |         |

Note: 1) *** and ** denote a significance of 1% and 5%, respectively; 2) we only list the value of the statistics, and the significance is given by comparing it with the critical values at the 10%, 5% and 1% significance level; 3) The critical values with the Q Trend were −2.66, −2.76 and −2.96, respectively. The critical values without the Q Trend were −2.14, −2.25 and −2.45, respectively. 4) Results were estimated by Stata (version 14.0, StataCorp, Texas, USA).

After confirming the I(1) process of each variable, the final issue to be solved is to test whether there is a co-integration relationship by the Westerlund test allowing for cross-sectional dependence. Table 5 reveals that the robust p-value of Ga, Pt and Pa was 0.000, rejecting the null hypothesis that there is no co-integration. Therefore, a long-term equilibrium exists between the two variables, which is a pivotal premise for the subsequent analysis.
Table 5. Results of panel co-integration test.

| Statistic | Value  | z-Value | p-Value | Robust p-Value |
|-----------|--------|---------|---------|----------------|
| Gt        | -3.701 | -6.528  | 0.000   | 1.000          |
| Ga        | -1.204 | 7.299   | 1.000   | 0.000 ***      |
| Pt        | -4.796 | 4.621   | 1.000   | 0.000 ***      |
| Pa        | -1.258 | 5.580   | 1.000   | 0.000 ***      |

Note: 1) *** denotes a significance of 1%; 2) trend assumption: no deterministic trend; 3) results were estimated by Stata (version 14, StataCorp, Texas, USA).

5.2. Impact of Each Effect on Carbon Emissions

The influences of scale, technology and structure effects on carbon emissions are shown in Table 6. The results of FMOLS and DOLS were almost similar from the perspectives of sign, magnitude and statistical significance, verifying the robustness of the estimated results. As discussed above, DOLS can obtain more reliable results, so the following analysis is based on the results of DOLS. Model (5) presented the basic regression results of three variables without quadratic items. At the 5% significance level, GPC, INS and EC all negatively affected carbon emissions, while TEP and URB had a positive impact on carbon emissions. EC had the greatest influence, followed by GPC, INS, TEP and URB. The quadratic items of GPC, INS and TEP were separately introduced into model (6)–(8), and the results demonstrated that GPC and TEP both had an inverted U-shape relationship with carbon emissions, but the relation between INS and carbon emissions tends to be linear. The values of R-square and adjusted R-square of models (5)–(8) were all above 0.800, indicating a good fit. The detailed analysis of the influences of each variable on carbon emissions is as follows:

(1) **Economic development.** The negative impact of economic development on carbon emissions shows that the current economic development in China can contribute to increasing carbon emissions. Then, by adding the quadratic term of GPC into the equation, the presence of EKH was tested. In fact, we also considered the cubic term of GPC, but it was not significant, so we do not show the related results for simplicity. The coefficients of GPC and GPC square were 0.492 and −0.351, respectively, proving the existence of EKH and an inverted U-shape between carbon emissions and economic development. Our research results are consistent with those reported by [35,49]. It is confirmed that early-stage development in China negatively impacts the environment, especially during the industrialization and urbanization processes. Currently, although China is becoming better by promoting industrial transformation from the secondary industry to the tertiary industry and developing more low-carbon technologies, much work is still needed for China to balance economic development and environmental pollution.

(2) **Industrial structure.** According to model (7), INS negatively affected carbon emissions, while its quadratic item was not significant even at the 10% significance level. When the proportion of the secondary industry increases by one unit in GPC, carbon emissions will increase by 0.159 units. The results indicate that the continuous increase in the output value of the secondary industry will damage the environment without any turning point, which has critical implications for carbon emissions reduction. On the one hand, a large number of energy-intensive industries with heavy emissions and consumption, such as the thermal power industry and manufacturing industry, are included in the secondary industry. Therefore, to control carbon emissions, it is imperative to achieve low-carbon development of the secondary industry. On the other hand, industrial transformation is priority number one, and each country, especially China, is seeking to update and develop their industry towards a green industry. At present, China still depends on the secondary industry. For example, despite the rapid development of renewable energy, thermal power plays the dominant role in China in supplying electricity. In addition, from a perspective of the global value chain, the advantages of China center on the manufacturing industry. Thus, to control carbon emissions, China should positively promote an industrial transformation from the traditional secondary industry to the modern service industry and high-tech industry.
(3) Technical progress. The impact of TEP on carbon emissions was positive, indicating that technical progress can help reduce carbon emissions. Furthermore, the results in Table 6 show that there is an inverted U-shape relationship between carbon emissions and technical progress. When the technology is at an initial stage, it will cause an increase in carbon emissions because, at that time, the development of technology will be at the expense of the environment. After arriving at a certain threshold, technical progress can contribute to a decrease in carbon emissions. Currently, China’s technology is developing at a high speed, including carbon capture and storage technology for traditional energy and some renewable energy technologies. Therefore, stimulating technical progress is the most essential and effective way to rapidly improve environmental quality and mitigate climate change in both the short and long run. In the Paris Agreement, China has promised that by 2030, carbon emissions will peak, and the Chinese government will undertake to implement the carbon intensity reduction of 60–65% below 2005 level by 2030 [72]. According to model (8), when carbon emissions reach the peak, the technical progress will be 0.625, which is high. We did not estimate the relationship between technical progress and carbon intensity of China, but based on the results in Table 6, it can be known that when technical progress increases 1 unit, carbon emissions will decrease by 0.229 units. Therefore, to achieve that goal, technical progress will be very high. Although technical progress can be used as a tool, it needs to undergo great changes. To promote the rapid development of technical progress and accelerate the carbon emissions reduction, stringent environmental regulation will be needed for a deep decarbonization.

(4) Control variables. Compared with the three major driving forces, energy consumption had the largest impact on carbon emissions, indicating that energy consumption is the main source of carbon emissions. However, energy consumption is incorporated into economic development, industrial structure updating and technical progress, and those processes will all consume energy. Our results are also consistent with the research conducted by [73,74]. The energy can be divided into two types: renewable energy and non-renewable energy. The former is clean and sustainable, including wind and solar, while the latter, such as coal and oil, generates pollutants. The energy consumption examined in this paper indicates the total energy consumption, so the negative impact means that the energy consumption structure of China still overwhelmingly relies on non-renewable energy. The resources in China consist of abundant coals, minor oil and no gas, and the proportion of coal consumption to the total energy consumption is above 60%. Specifically, the thermal power industry, which can generate approximately 80% of China’s cumulative electric power, undoubtedly belongs to the coal-consumption sector. Until now, the installed capacity of thermal power has remained high, with a proportion above 74%. Therefore, our estimated results are meaningful for China to make policies to reduce carbon emissions. China should vigorously explore and develop renewable energies to gradually replace non-renewable energy. Another control variable is urbanization. Based on the DOLS results, at the 5% significance level, urbanization can significantly reduce carbon emissions, and this inhibiting effect becomes more obvious with the continuous promotion of the urbanization process. Our conclusion is proven by Yao et al. [51], who also argued that urbanization could present an abatement effect on carbon emissions, but such an abatement effect would be diminished with increasing urbanization. However, due to the different research data and methods applied, Wu et al. [75] reached the opposite conclusion. In recent years, the rapid development of urbanization has effectively improved the clustered benefits and economic-scale effects of population, traffic and industry, dramatically promoting resource conservation and driving the development of the service industry, such as catering, tourism, modern logistics and the financing and banking industry. Therefore, carbon emissions can be reduced. The results have great practical significance because, according to previous researches, urbanization is a contributor to the rise of carbon emissions. However, currently, the situation is different and more optimistic, and carbon emissions can be controlled by accelerating the urbanization process.
5.3. Interaction Among the Three Effects on Carbon Emissions

After clarifying the role of the scale, structure, and technology effects separately, their interactions were discussed by applying the multiple mediating effect analysis. Here, technical progress, industrial structure, energy consumption and urbanization were considered to be mediating variables between economic development and carbon emissions. The scale effect was regarded as a direct effect, while the structure and technology effects were regarded as indirect effects. From Table 7, it can be seen that the regression coefficients of GPC, TEP and EN were all significant, and the coefficient of GPC in model (14) is 0.386, which is smaller than that in model (9), with a value of 0.414. The detailed analysis is as follows:

Table 6. Results of scale, technology and structure effect on carbon emissions.

| Model | Variables | FMOLS | DOLS |
|-------|-----------|-------|------|
|       |           | (1)   | (2)  | (3)  | (4)  | (5)  | (6)  | (7)  | (8)  |
|       | GPC       | 0.386*** | 0.436*** | 0.375*** | 0.327*** | 0.247*** | 0.492*** | 0.471*** | 0.248*** |
|       |           | (4.5102) | (4.6017) | (4.3762) | (3.7162) | (3.4313) | (5.6910) | (4.6378) | (3.2545) |
|       | GPC²      | −0.324*** | −0.351*** | −0.317*** | −0.239*** | −0.283*** | 0.229*** |
|       |           | (−4.1769) | (−4.3208) | (−5.2671) | (−4.0652) | (−4.3246) | (3.2846) |
|       | INS       | 0.338*** | 0.130*** | 0.240*** | 0.166*** | 0.315*** | 0.159*** | 0.228*** | 0.178** |
|       |           | (5.5609) | (4.6054) | (3.1596) | (4.2216) | (4.2809) | (3.6982) | (3.8627) |
|       | INS²      | 0.186 | 0.215 | 0.186 | 0.215 | 0.186 | 0.215 | 0.186 | 0.215 |
|       | TEP       | −0.355*** | −0.226*** | −0.295*** | 0.264*** | −0.317*** | −0.239*** | −0.283*** | 0.229*** |
|       |           | (−4.2095) | (−4.1178) | (−4.1723) | (5.1289) | (−5.2671) | (−4.0652) | (−4.3246) | (3.2846) |
|       | TEP²      | −0.148*** | −0.183 | −0.148*** | −0.183 | −0.148*** | −0.183 | −0.148*** | −0.183 |
|       |           | (−3.1563) | (−3.4597) | (−3.1563) | (−3.4597) | (−3.1563) | (−3.4597) | (−3.1563) | (−3.4597) |
|       | EC        | 0.462*** | 0.427*** | 0.419** | 0.205*** | 0.410*** | 0.469*** | 0.440** | 0.234*** |
|       |           | (5.2874) | (5.4501) | (3.6387) | (3.1762) | (5.3905) | (4.6072) | (3.4219) | (3.5329) |
|       | URB       | −0.113*** | −0.108*** | −0.152** | −0.143*** | −0.090*** | −0.133*** | −0.137** | −0.156*** |
|       |           | (−3.4272) | (−2.7856) | (−2.1732) | (−3.1680) | (−3.7158) | (−2.2322) | (−2.3097) | (−3.1105) |
|       | R-squared | 0.8013 | 0.7964 | 0.7732 | 0.7095 | 0.8946 | 0.8652 | 0.8535 | 0.8362 |
|       | Adjusted R-squared | 0.8129 | 0.7930 | 0.7641 | 0.6862 | 0.8746 | 0.8510 | 0.8449 | 0.8127 |
|       | S.E. of regression | 0.1128 | 0.1293 | 0.1054 | 0.1761 | 0.1246 | 0.1537 | 0.1420 | 0.1678 |
|       | Long-run variance | 0.0022 | 0.0004 | 0.0026 | 0.0031 | 0.0009 | 0.0063 | 0.0074 | 0.0018 |
|       | Sample size | 435 | 435 | 435 | 435 | 435 | 435 | 435 | 435 |
| Shape | Linear shape | Inverted U-shape | Linear shape | Inverted U-shape | Linear shape | Inverted U-shape | Linear shape | Inverted U-shape |

Note: 1) *** and ** denote a significance of 1% and 5%, respectively; 2) the co-integration regression contains no constant or trend; 3) lags and leads are set according to the AIC and BIC selection criterion; 4) results were estimated by Eviews (version 9, HIS Global Inc., Pennsylvania, USA).
Table 7. Results of multiple mediating effect analysis based on dynamic ordinary least squares (DOLS) method.

| Dependent Variable | Model (9) | Model (10) | Model (11) | Model (12) | Model (13) | Model (14) |
|--------------------|-----------|------------|------------|------------|------------|------------|
|                    | CE        | TEP        | INS        | EC         | URB        | CE         |
| GPC                | 0.414 *** | 1.526 ***  | −2.628     | −1.498 *** | 1.376      | 0.386 ***  |
|                    | (5.2284)  | (7.3171)   | (−0.6875)  | (−6.6302)  | (1.0490)   | (4.5102)   |
| INS                | /         | /          | /          | /          | /          | 0.338 ***  |
|                    |           |            |            |            |            | (5.5609)   |
| TEP                | /         | /          | /          | /          | /          | −0.355 *** |
|                    |           |            |            |            |            | (−4.2095)  |
| EC                 | /         | /          | /          | /          | /          | 0.462 ***  |
|                    |           |            |            |            |            | (5.2874)   |
| URB                | /         | /          | /          | /          | /          | −0.113 *** |
|                    |           |            |            |            |            | (−3.4227)  |
| R-squared          | 0.953     | 0.814      | 0.857      | 0.913      | 0.721      | 0.8013     |
| Adjusted R-squared | 0.937     | 0.805      | 0.886      | 0.903      | 0.715      | 0.8129     |
| S.E. of regression | 0.176     | 0.123      | 0.166      | 0.185      | 0.147      | 0.1128     |
| Long-run variance  | 0.0012    | 0.0009     | 0.0053     | 0.0005     | 0.0031     | 0.0022     |
| Sample size        | 435       | 435        | 435        | 435        | 435        | 435        |

Note: 1) *** denotes a significance of 1%; 2) the co-integration regression contains no constant or trend; 3) lags and leads are set according to AIC and BIC selection criterion; 4) results were estimated by Eviews (version 9, HIS Global Inc., Pennsylvania, USA).

(1) Individual mediating effect. The mediating effect of technical progress was $-0.5112$, which is significant at the 1% significance level. This result means that technical progress can mitigate the scale effect of increasing GPC. Similarly, the mediating effect of energy consumption is $-0.6921$, so the energy consumption can increase carbon emissions. The mediating effect of the other two variables are not obvious.

(2) Overall mediating effect. This effect can be obtained by calculating the individual mediating effect, and the value is 1.2003. The direct effect of economic development on carbon emissions was 0.2331, indicating that after removing the mediating effect of technical progress and energy consumption, economic development will not contribute to carbon emissions reduction; instead, it will contribute to an increase in carbon emissions. Therefore, we can conclude that promoting technical progress is an importantly functional mechanism for decreasing carbon emissions.

(3) Comparison of individual mediating effects. According to the previous analysis, the individual mediating effects of technical progress and energy consumption on carbon emissions were $-0.5112$ and $-0.6921$, respectively, accounting for 42.6% and 57.4% of the overall mediating effect. The mediating effect of technical progress was nearly half in terms of absolute values and proportions in the overall mediating effect. Therefore, compared to industrial structure, technical progress is more effective in controlling carbon emissions and can effectively reduce the adverse impact of energy consumption and economic development on carbon emissions.

The results of the mediating effect analysis show that promoting technical progress is the most important channel to reduce carbon emissions, and without the above two mediating variables, the scale effect of economic development will lead to an increase in carbon emissions. Moreover, the effect of technical progress on reducing carbon emissions was more significant, and it is the main channel to decrease carbon emissions. On the one hand, the technical progress signifies that the technical level of each industry should be improved, which can prominently control carbon emissions. For example, for a long time, coal-fired power generation has been the dominant energy source in China; thus, the focus should not replace coals with other types of energy but instead develop low-carbon technologies, such as carbon capture and storage and desulfurization technology, which are more aligned with the current situations in China. On the other hand, the popularity and speed of technology is faster than the industrial adjustment speed. Industrial transformation is a slow process,
and China will still depend on primary energy, such as coals. In addition, technical progress can be regarded as unlimited and completed in a few years, while the transformation of industrial structure is a slow process, and even the industrial sector is changed from secondary to tertiary, the problem of carbon emissions will still exist. So, the potential of the structure effect is restrictive. Therefore, promoting technical progress is a key method to reduce carbon emissions in the short and long term.

5.4. Discussion of Technology Effect

In view of the significance of the technology effect in easing carbon emissions, this section mainly discusses how technical progress can affect carbon emissions by dividing it into different sources. The equation is as follows:

\[
CE_{it} = \phi_0 + \phi_1 GPC_{it} + \phi_2 GPC^2_{it} + \phi_3 INS + \phi_4 RD_{it} + \phi_5 FDI_{it} + \phi_6 EX_{it} + \phi_7 EC_{it} + \phi_8 URB_{it} + \epsilon_{it}, \tag{38}
\]

where RD is research and development, representing the technical progress within China; FDI is foreign direct investment, denoting the technology spillover, and it can measure whether the FDI of China is of high quality; EX is the export, which can test whether the learning-by-doing hypothesis exists.

The results in Table 8 show the technology effect based on DOLS. In this case, there is still an inverted U-shape between carbon emissions and economic development, with a positive coefficient for GPC and a negative coefficient for GPC^2. Similar to the above results, INS and EC can cause an increase in carbon emissions, while URB can lead to a decrease in carbon emissions. Then, we will focus on analysing the three technology effects. Firstly, the influence of RD is positive, which indicates that independent research and development in China has become a main source of technical progress. With rapid development, China has possessed many advanced technologies, especially in the field of energy conservation and emission reduction. This result implies that the most important and sustainable method to control carbon emissions is to enhance the ability of national independent RD. Second, FDI has a significantly negative impact on carbon emissions at the 5% significance level. This result proves the existence of the pollution haven effect and implies that China needs to improve the quality of FDI and focus more on the introduction of green FDI. On the other hand, FDI is not a source of technical progress, nor does it contribute to carbon emissions reduction. This is because that the environmental regulations in China are relatively loose, and many international companies regard China as a trade factory that produces products with high carbon emissions. The international trade and FDI focus more on the energy-intensive industry, and both the products themselves and the process to produce products contain high carbon emissions. The research results are also supported by [31]. Finally, the coefficient of EX is negative, indicating that it can mitigate carbon emissions. Thus, the learning-by-doing hypothesis exists in China, and technical progress is achieved during the export process. Exporters will strengthen the innovation ability among the fierce export competition, which has a positive impact on improving the technical level.

### Table 8. Results of technical effect based on DOLS method.

| Variables | Coef.  | t-Stat  | p-Value   | Variables | Coef.  | t-Stat  | p-Value   |
|-----------|--------|---------|-----------|-----------|--------|---------|-----------|
| GPC       | 0.243  | 4.1762  | 0.0000 ***| FDI       | 0.134  | 3.4258  | 0.0000 ***|
| GPC^2     | −0.521 | 3.9625  | 0.0000 ***| EX        | −0.188 | 4.0009  | 0.0000 ***|
| INS       | 0.175  | 3.3343  | 0.0000 ***| EC        | 0.376  | 3.7164  | 0.0000 ***|
| RD        | −0.218 | −4.1609 | 0.0000 ***| URB       | −0.182 | −3.0875 | 0.0000 ***|
| R-squared | 0.8037 |         |           | S.E. of regression | 0.0721 |         |           |
| Adjusted R-squared | 0.8195 |         |           | Long-run variance  | 0.0014 |         |           |

Note: 1) *** denotes a significance of 1%; 2) the co-integration regression contains no constant or trend; 3) lags and leads are set according to AIC and BIC selection criterion; 4) results were estimated by Eviews.
6. Further Discussion

6.1. Discussion on Policy Effect

Faced with the increasingly serious problem of carbon emissions, the Chinese government has attached great importance to this problem and proposed that China’s carbon intensity will be reduced by 40–45% in 2020 and 60–65% in 2030. Since 1979, China has begun to impose a blowdown fee and enacted many regulations and policies to decrease environmental pollution and carbon emissions. However, whether energy or environmental policies can effectively accelerate carbon emissions reduction is still controversial. On the one hand, Wang et al. [17] argued that energy policies play a consistent role in regulating carbon emissions. Zhang et al. [76] considered that the clean development mechanism (CDM) was beneficial for the development of renewable energy and reduction of carbon emissions. On the other hand, the research by Zhang et al. [41] showed that the impact of the Central Rise Policy of China on carbon emissions at the stage of operation in road sectors proved relatively weak during 2006–2015. Similarly, Peng [77] used the investment in industrial pollution control as the proxy variable of environmental regulation and confirmed that the influence of environmental regulation on carbon emissions reduction was not obvious. The mixed nature of the empirical findings investigated above proves that it is significant to continue exploring this issue and determine whether environmental regulation can affect the relationship between economic development and carbon emissions.

In this section, we will examine the policy effect by answering the question: Can the negative impact of the scale effect on carbon emissions be reduced when considering environmental regulation? To solve this problem, we introduced a variable, named the environmental regulation level, to reflect the policy effect. This variable can be measured by the ratio of total investments on industrial pollution control to the industrial added value. The equation to be tested is:

\[
CE_{i,t} = \theta_0 + \theta_1 IPC_{i,t} + \theta_2 GPC_{i,t} + \theta_3 GPC_{i,t}^2 + \theta_4 IPC_{i,t} \times GPC_{i,t} + \\
\theta_5 INS_{i,t} + \theta_6 EC_{i,t} + \theta_7 FDI_{i,t} + \theta_8 RD_{i,t} + \theta_9 EX_{i,t} + \theta_{10} URB_{i,t} + \epsilon_{i,t}
\]

where IPC represents the environmental regulation level. The higher the value is, the higher the environmental regulation level is; conversely, the lower the value is, the lower the environmental regulation level is.

The results in Table 9 demonstrate an interesting conclusion that the coefficient of IPC and its interaction term with GPC is significant, and the inverted U-shape still exits. But the influencing amplitude of GPC on carbon emissions is smaller compared with results without IPC. This result has two implications: 1) Although economic development can affect carbon emissions and the EKC exists, the policy to control carbon emissions can diminish such impact. In addition, the negative coefficient of the interaction term between IPC and GPC shows that when the investment of industrial pollution control increases, the influence of GPC decreases. 2) When considering IPC, the impact of export, FDI and urbanization becomes insignificant. Therefore, we can further infer that the policy plays a very pivotal role in reducing carbon emissions because it not only weakens the impact of economic development but also reduces the effect of the pollution haven effect; therefore, the government should focus full attention on the environmental problems and formulate effective policies to control carbon emissions.
Table 9. Results of policy effect based on DOLS method.

| Variables | Coef.  | t-Stat  | p-Value | Variables | Coef.  | t-Stat  | p-Value |
|-----------|--------|---------|---------|-----------|--------|---------|---------|
| GPC       | 0.316  | 4.3375  | 0.0000 *** | EC        | 0.154  | 5.0572  | 0.0000 *** |
| IPC       | 0.247  | 4.5293  | 0.0000 *** | EX        | −0.037 | −0.2169 | 0.3372  |
| GPC^2     | 0.129  | 3.3914  | 0.0000 *** | FDI       | −0.082 | −0.0798 | 0.5577  |
| GPC*IPC   | −0.228 | −3.8429 | 0.0000 *** | RD        | −0.139 | −0.8357 | 0.0000 *** |
| INS       | 0.168  | 2.7851  | 0.0008 *** | URB       | −0.150 | −0.2674 | 0.2237  |

R-squared | 0.8566 | S.E. of regression | 0.0964 |

Adjusted R-squared | 0.8610 | Long-run variance | 0.0005 |

Note: 1) *** denotes a significance of 1%; 2) the co-integration regression contains no constant or trend; 3) lags and leads are set according to AIC and BIC selection criterion; 4) results were estimated by Eviews.

6.2. Discussion on Rebound Effect

In this paper, we focus on discussing how technical progress can contribute to carbon emissions reduction; however, it might be not true that technical progress is always able to decrease carbon emissions. Technical progress will boost the economic growth as well, which is at the cost of using more fossil fuel energies to replace labor force and capital investment in the production activities [29]. This phenomenon is called as rebound effect (RE), and it can directly influence the ultimate impact of technical progress on carbon emissions reduction. Therefore, although the vital influence of technical progress on reducing carbon emissions has been proven above, the rebound effect cannot be ignored, and should be discussed. In this section, we initially analyze reasons for the rebound effect, and then calculate the rebound effect of China.

According to Equation (25), TEPCH and EFFCH represents the technical changes and efficiency changes of TEP, respectively. As shown in Table 10, coefficients of TEP and EFFCH are both negative, indicating that they can contribute to carbon emissions reduction; however, what is interesting is that the coefficient of TEPCH is positive, and it means that technical changes will increase carbon emissions. In general, technical innovation is of three types: original innovation, integrated innovation, and digestion, absorption and re-innovation. Technical changes always result from original innovation, while efficiency changes are caused by the latter sources. That is, the efficiency changes will affect the economic system through secondary innovation, which can shorten the distance between technical frontier and economic system [27]. In comparison, innovation related to efficiency change is more mature and can promote the utilization of available energy and reduce carbon emissions effectively. So, the results further prove the existence of rebound effect, and it is improper to conclude that technical progress can curb carbon emissions at no costs.

The rebound effect will be calculated by applying the method of Yang and Li [29]. The carbon emissions rebound effect at the macro level is defined as Equation (40) (please refer to [29] for specific steps to deduce Equation (40)).

\[
R_t = - \frac{A_t \times Y_t \times CI_{t+1}}{Y_{t+1} \times (CI_{t+1} - CI_t) \times \gamma_t} = - \frac{(TEPCH_{t+1}^i - 1) \times Y_t \times CI_{t+1}}{Y_{t+1} \times (CI_{t+1} - CI_t) \times (\Delta CI_{tp}/\Delta CI_t)}, \tag{40}
\]

where \( TEPCH_{t+1}^i \) is the technical changes extracted from TEP from time \( t \) to time \( t + 1 \); \( Y_t \) is the economic output, which is measured by GDP; \( CI_{t+1} \) and \( CI_t \) are carbon intensity at time \( t + 1 \) and \( t \), which is the ratio of carbon emissions to GDP. In the method of Yang and Li [29], they used LMDI method to decompose the carbon intensity and defined that the changes of carbon intensity (\( \Delta CI_t \)) were caused by changes of energy structure (\( \Delta CI_{loc} \)), industrial structure (\( \Delta CI_{ind} \)) and technical progress (\( \Delta CI_{tp} \)). Based on Equation (40), the rebound effect of China from 2002–2015 can be estimated.
Table 10. Results of technical progress on carbon emissions considering technical change based on DOLS model.

| Model    | (15)          | (16)          |
|----------|---------------|---------------|
| GPC      | 0.492 ***     | 0.494 ***     |
|          | (5.6910)      | (5.7284)      |
| GPC²     | −0.351 ***    | −0.355 ***    |
|          | (−4.3208)     | (−4.2051)     |
| INS      | 0.159 ***     | 0.160 ***     |
|          | (4.2809)      | (4.1932)      |
| TEP      | −0.239 ***    |               |
|          | (−4.0652)     |               |
| TEPCH    | 0.037 ***     |               |
|          | (3.1246)      |               |
| EFFCH    | −0.215 ***    |               |
|          | (2.8975)      |               |
| EC       | 0.469 ***     | 0.458 ***     |
|          | (4.6072)      | (4.4803)      |
| URB      | −0.133 ***    | −0.131 ***    |
|          | (−2.2322)     | (−2.2467)     |
| R-squared| 0.8652        | 0.8582        |
| Adjusted R-squared | 0.8510 | 0.8479 |
| S.E. of regression | 0.1537 | 0.1360 |
| Long-run variance | 0.0063 | 0.0015 |

Note: 1) *** denotes a significance of 1%; 2) the co-integration regression contains no constant or trend; 3) lags and leads are set according to AIC and BIC selection criterion; 4) results were estimated by Eviews.

Table 11 presents estimated results of carbon emissions rebound effect. The results are basically consistent with the results of Yang and Li [29]. We update the data from 2011–2015 and our results are a bit larger than their results due to differences of samples selection and data processing methods. In addition to the year of 2005, when the rebound effect was negative, other years had positive rebound effects. It indicates that before 2005, China has invested more money in promoting economic growth instead of carbon emissions reduction or energy savings. After that, the rebound effect becomes positive. Since 2011, the rebound effect has become smaller, and the declining tendency reflects that the policies for carbon emissions reduction of Chinese government are effective to some extent and such effectiveness increases stably. On the other hand, technical progress is not the only means to curb carbon emissions, and it needs to coordinate with other policies, such as environmental regulation and carbon tax. However, compared with results of Zhang et al. [27], our estimated rebound effect is much smaller, because we followed the methods of Yang and Li [29] and used LMDI to decompose carbon intensity into different components. So, it results in the distinct results. In this paper, we consider that decomposing the carbon intensity is more reasonable, for it can differentiate changes of carbon emissions caused by technical progress with other sources.

Table 11. Carbon emissions rebound effect.

| Year   | Rebound Effect | Year   | Rebound Effect | Year   | Rebound Effect |
|--------|----------------|--------|----------------|--------|----------------|
| 2000–2001 | 58.31%        | 2005–2006 | 14.01%        | 2010–2011 | 32.64%        |
| 2001–2002 | 12.37%        | 2006–2007 | 11.25%        | 2011–2012 | 41.08%        |
| 2002–2003 | 15.82%        | 2007–2008 | 16.76%        | 2012–2013 | 39.87%        |
| 2003–2004 | 61.46%        | 2008–2009 | 45.38%        | 2013–2014 | 24.20%        |
| 2004–2005 | −17.99%       | 2009–2010 | 28.56%        | 2014–2015 | 16.69%        |
6.3. Robust Test

To prove the robustness of the estimated results, several additional tests are performed by considering two aspects: estimating methods and variables. First, as shown in Table 6, the direction of the variables, amplitude of coefficients and significance are almost similar for the two methods of DOLS and FMOLS, which further proves that our estimated results can successfully avoid the bias caused by using only one estimation method. Second, one may argue that the indicator of total carbon emissions is not representative, so we repeat our analysis with alternative indicators: carbon emissions per capita. In addition, the variable exports are replaced with imports for a robust test. The estimated results show that the relevant variables lost their statistical significance but never changed the direction of influence. Therefore, the variation in the variables does not change the main findings. For simplicity, we do not list the results of the robustness tests.

7. Conclusions and Policy Implications

This paper studies how to balance the trade-off between economic development and carbon emissions by discussing the interaction among scale, technology and structure effects. The conclusions are rich and interesting, and the main findings are summarized as follows:

(1) Economic development and industrial structure will both negatively affect carbon emissions, while technical progress has a positive influence on carbon emissions. An inverted U-shape exists among carbon emissions, economic growth and technical progress, but the relationship between industrial structure and carbon emissions is linear. Our results confirm that there is a threshold point for economic growth and technical progress, and carbon emissions will increase first and then decrease after the threshold value.

(2) As for the interaction among the scale, technology and structure effects, economic development can increase carbon emissions directly through the scale effect and indirectly decrease carbon emissions through the technology effect. Therefore, promoting technical progress and optimizing the industrial structure are two effective ways to mitigate carbon emissions. In comparison, the technical progress is unlimited and can play a key role in the short and long terms, while the role of the industrial structure is less important because it is a slow process to update it.

(3) In view of the importance of promoting technical progress, to realize the goal of China in the Paris Agreement, technical progress needs to be fast. However, it will be not possible for technical progress to be so high in the short run. So stringent environmental regulation will be needed for deep decarbonization. To further explore the impact of technical progress, we divide it into different sources: RD, FDI and export. The empirical results prove that the most direct technical progress in China is national RD, so investing more into RD in China can help achieve the promise of reducing carbon emissions. Both the pollution haven hypothesis and learning-by-doing hypothesis exist in China. On the one hand, the quality of FDI should be enhanced by transforming the type of FDI from energy intensity into knowledge intensity. On the other hand, China is supposed to insist on high-quality exports and improve the environment by learning from practice. In addition, to reflect the influences of technical progress, the carbon emissions rebound effect is calculated and discussed. The existence of rebound effect is proven, and it is between 12% and 62% during 2001–2015. Results indicate that the technical progress alone cannot achieve the necessary carbon emissions reduction and too much focus on technical solutions might lead to a dead end. So other policies should coordinate with technical progress.

(4) By considering the policy effect, we obtain that the policies related to energy savings and emissions reduction can have a great impact on controlling carbon emissions. When there are effective policies, the impact of economic development on carbon emissions becomes much smaller. Additionally, the negative influence of other variables becomes less significant as pollution control strengthens.

Based on the conclusions above, some recommendations are proposed:
First, to promote the technical progress is a fundamental strategy for China to reduce carbon emissions. Compared with other industries, it is urgent to improve the technical level in the secondary industry. One of the important conclusions of this paper is that there is no a turning point for the industrial structure in China, and it fully indicates that the current development of manufacturing industry is at the cost of sacrificing the environment. For example, the main source of carbon emissions in China is energy consumption in thermal power industry, because it highly depends on the coal-fired generation due to natural resource conditions of China. Therefore, enhancing the technical level in the power generation sector can help reduce carbon emissions greatly, such as ultra-supercritical thermal power units and coal desulfurization technology. Additionally, the manufacturing industry should continue achieving green and intelligent development. For example, it is useful to accelerate the commercial application of new-energy vehicles, smart grids and communication equipment so that the industry can be updated and transformed from extensive growth to intensive growth.

Secondly, for different sources of technology, various policies should be implemented. Initially, more investments should be used to encourage the independent RD in low-carbon technologies. Although China takes its place in the front ranks of the world in the aspect of solar and wind energy, the international competitiveness needs to be enhanced. There is still a large gap between China and other countries in patents and licensing of low-carbon technologies. So, China should stimulate enterprises to carry out innovation activities by combining production, teaching and research. In addition, to perfect the support services mechanism of technical innovation and educate high-end talents is also effective measures to strengthen the ability of RD. As for the trade, China should provide more financial and policy supports to enhance the competitiveness of products. Moreover, it is important to improve the access threshold of FDI by formulating more rigorous technical standard, industrial standard and environmental standard. In the eastern inshore area, most foreign companies engage in processing trade business, and currently, some high-carbon industries have not been put into the category of prohibited industry; therefore, it is suggested that the Chinese government put them in the prohibited category to control carbon emissions from the source.

Finally, it is known that the policy effect is important for controlling carbon emissions; however, the existing environmental policies are still loose. So, China should improve the pollution criteria of carbon emissions, and involve the carbon emissions and environmental pollution as an indicator to measure the development of one region. In addition, the environmental regulation should also take regional differences into full consideration. By seizing the opportunity of One Belt and One Road, regions with better economic development should positively drive the development of undeveloped regions to improve the utilization rate of energy, promote capital flow and achieve win-win and harmonious results among different regions.

Notably, economic development is currently the main task for China, but economic development itself cannot control the increase or decrease of carbon emissions. Instead, it will reduce carbon emissions by the technology effect. Therefore, when formulating carbon emission reduction policies, the interaction among scale, technology and structure effects should be comprehensively considered instead of regarding economic development as the opposite side of carbon emissions. At present, China is on the front line of carbon emissions reduction, so to enforce the Paris Agreement and contribute to the global carbon emissions target, China has much work to complete.
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