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Abstract

This paper presents a systematic study of applying composite method approximations with locally dense basis sets (LDBS) to efficiently calculate NMR shielding constants in small and medium-sized molecules. The pcSseg-n series of basis sets are shown to have similar accuracy to the pcS-n series when n ≥ 1 and can slightly reduce compute costs. We identify two different LDBS partition schemes that perform very effectively for density functional calculations. We select a large subset of the recent NS372 database containing 290 H, C, N, and O shielding values evaluated by
reference methods on 106 molecules to carefully assess methods of the high, medium, and low compute costs to make practical recommendations. Our assessment covers conventional electronic structure methods (DFT and wavefunction) with global basis calculations, as well as their use in one of the satisfactory LDBS approaches, and a range of composite approaches, also with and without LDBS. Altogether 99 methods are evaluated. On this basis, we recommend different methods to reach three different levels of accuracy and time requirements across the four nuclei considered.
1 Introduction

Nuclear Magnetic Resonance (NMR) spectroscopy is an indispensable tool for resolving molecular structures in organic chemistry and biochemistry research, especially when it is challenging to crystallize the target system and analyze it by X-ray crystallography.\textsuperscript{1–4} However, it is not always straightforward to map the molecular structure to the experimental spectra for complex systems. Therefore, \textit{ab initio} quantum chemistry now plays an increasingly important role in efforts to reduce ambiguities and confirm structures by predicting the spectrum as a function of stoichiometry or conformation. One of the primary observables determining NMR spectra is the magnetic shielding tensor, a second-order property defined at nucleus $A$, which can be defined as:

$$
\sigma_A = \frac{\partial^2 E}{\partial M_A \partial \mathbf{B}^{\text{ext}}} = -\frac{\partial \mathbf{B}_A^{\text{ind}}}{\partial \mathbf{B}^{\text{ext}}} \quad (1)
$$

where $E$ is the molecular energy, $\mathbf{B}^{\text{ext}}$ is the applied magnetic field, and $M_A$ is the nuclear spin of $A$. The shielding thus determines the locally induced field, $\mathbf{B}_A^{\text{ind}} = -\sigma_A \mathbf{B}^{\text{ext}}$. Eq. 1 indicates that $\sigma_A$ is a (somewhat) spatially localized response to the externally applied field. Typically the isotropic shielding, $\sigma_A = \frac{1}{3} \text{Tr}\sigma_A$, is observed experimentally or simulated. Any electronic structure method can be used to approximate energy ($E$) and the shielding may then be evaluated as either an analytical or numerical derivative.

It is well-established that highly accurate methods such as the coupled-cluster theory with single and double excitations and perturbative triple excitations [CCSD(T)] together with large basis sets can provide reliable predictions of NMR shielding constants.\textsuperscript{5–8} These approaches are, however, impractical for any molecules with more than 10 non-hydrogen atoms due to their high computational cost. To study larger systems like proteins, which are often of current interest, various fragmentation methods have been developed.\textsuperscript{9–14} These methods employ the local property of NMR shielding, reducing the calculation time to
linear scaling with molecule size without significant loss of accuracy (if the fragments are suitably chosen). However, suitable molecular fragments can sometimes contain more than 10 non-hydrogen atoms, which is still prohibitively expensive for high-accuracy calculations. Therefore, composite method approximations, a common tool of quantum chemistry for energy evaluations,\textsuperscript{15–17} have been introduced to this area.\textsuperscript{8,18–21} Composite approaches employ different levels of theories and basis sets, usually combining high-level theory with a small basis set and low-level theory with a large basis set to approximate the results of high-level theory with a large basis set. Specifically, Reid et al. explored basic composites and double composites in detail and proved that some composite methods can accurately reproduce the CCSD(T)/large-basis-set results.\textsuperscript{8}

A key concern related to the accuracy-efficiency trade-off in NMR shielding calculations is the components of the basis set. Jensen found that different from energy calculations, some special basis functions like tight p-type functions can have a significant effect on predicting NMR shielding constants.\textsuperscript{22} Therefore, he designed a family of specialized basis sets, the pcS-n (n = 0 – 4) sequence, which has been shown to converge NMR shielding constants faster than other basis set sequences.\textsuperscript{22–25} Since the pcS-n sets are generally contracted, Jensen later developed segmented versions of pcS-n, which he called the pcSseg-n family.\textsuperscript{26} With most quantum chemistry codes optimized for segmented basis sets, pcSseg-n calculations are expected to be faster than those with pcS-n series, with nearly equal accuracy. However, to the best of our knowledge, no paper has proven this from practical calculations.

Researchers can further utilize the locality of NMR shielding to optimize the computational costs associated with the size of the basis set. In the 1980s, Chesnut and Moore first introduced the idea of locally dense basis sets (LDBS), which assigns a large basis set only to the target atom (the dense part) and allocates smaller basis sets elsewhere in the molecule.\textsuperscript{27} This can reduce the computation time substantially while keeping acceptable levels of accuracy. Their subsequent studies showed that one can obtain more accurate results when a
multiatom segment or chemical functional group is selected as the dense part.\textsuperscript{28,29} Recently, Reid et al. performed a systematic study of partition schemes using Jensen’s pcS-n basis sets and recommended defining a dense group as a single non-hydrogen atom with connected hydrogens.\textsuperscript{23}

Since the composite method approximations and LDBS are designed for different aspects of NMR shielding calculations, it is possible to combine them to retain accuracy while gaining further saving on cost. In this work, we will study the accuracy-efficiency trade-off systematically by employing these two promising approximation methods and provide valuable references for researchers to choose the most suitable NMR calculation method based on their demands. First, we will briefly introduce the notations and computational details in the paper (Section 2). Then we will show the difference in accuracy and time requirement between pcS-n and pcSseg-n basis set series (Section 3.1) and revisit the accuracy of different partition schemes of LDBS using pcSseg-n basis sets (Section 3.2). Finally, we will provide recommendations regarding different accuracy requirements (Section 3.3). The conclusions are summarized in Section 4.

2 Methods

2.1 Composite method approximations

A commonly used form in composite method approximations is to approximate a computationally expensive target model, $T_{\text{high}}/B_{\text{large}}$, using 3 computationally much cheaper calculations:

$$T_{\text{high}}/B_{\text{large}} \approx T_{\text{low}}/B_{\text{large}} + (T_{\text{high}}/B_{\text{small}} - T_{\text{low}}/B_{\text{small}})$$

$$= T_{\text{high}}/B_{\text{small}} + (T_{\text{low}}/B_{\text{large}} - T_{\text{low}}/B_{\text{small}})$$

Here $T_{\text{high}}$ and $T_{\text{low}}$ are two levels of theory and $B_{\text{large}}$ and $B_{\text{small}}$ are two basis sets with different sizes. The composite energy defined by Eq. 2 can then be used to evaluate chemical
shielding constants via Eq. 1.

This model can be viewed as correcting a low level of theory in a large basis set for missing correlation effects (first line of Eq. 2) on the assumption that such effects can be captured in a small basis set. Or, it can be equivalently viewed as correcting a high level of theory in a small basis set for missing basis set effects on the assumption that such effects can be captured at a lower level of theory (second line of Eq. 2). Either view can be justified based on perturbation theory arguments, although similar rates of convergence of the energy with basis set for \( T_{\text{high}} \) and \( T_{\text{low}} \) are desirable. In other words, the composite approach implicitly assumes that the incomplete basis set error of chemical shielding constants at \( T_{\text{high}} \) and \( T_{\text{low}} \) levels are of comparable size, which is usually true for density functional theory (DFT), second-order Møller–Plesset perturbation theory (MP2), and CCSD(T) methods.

In this paper, we denote a composite method as \( T_{\text{high}} (B_{\text{small}}) \cup T_{\text{low}} (B_{\text{large}}) \). We choose pcSseg-3 (or pcSseg-3 for the dense region in LDBS) as \( B_{\text{large}} \), and we select pcSseg-1 as \( B_{\text{small}} \). On the theory side, two levels of accuracy will be investigated: 1) MP2 or double hybrid (DH) DFT as \( T_{\text{high}} \) and lower rungs\(^{30}\) of DFT as \( T_{\text{low}} \); 2) CCSD(T) as \( T_{\text{high}} \) and MP2 or DH-DFT as \( T_{\text{low}} \).

### 2.2 Locally dense basis set

The local nature of NMR shielding tensors motivates the idea of LDBS as an approach to facilitate calculations. In this work, we explore two kinds of partition schemes. The first one is based on Reid et. al’s recommendations.\(^{23}\) We regard a target non-hydrogen atom and its bonded hydrogen atoms as a group and denote it as pcSseg-XYZ. X refers to the allocated (large) basis set of the target group. Similarly, Y refers to the chosen basis set of nearest-neighbor groups, while Z refers to the (smallest) basis set used for more distant groups. We choose pcSseg-321 and pcSseg-331 here. For a detailed comparison, please consult Ref 23. The other scheme selects chemical functional groups according to Chesnut’s suggestions.\(^{28}\)
We denote an LDBS using this approach as pcSseg-func-XYZ, and we will choose pcSseg-func-321 as an example to explore. More details on the implementation of the partitioning process are described in the first section of the Supporting Information.

2.3 Computational details

Four sets of molecules are chosen as our data sets for different purposes:

1. NS372 set: Shielding constants at H, C, N, and O nuclei of the large NS372 set are chosen as our overall benchmark reference in Section 3.2 and Section 3.3, which provides a quite comprehensive assessment of the light main-group elements with CCSD(T)/pcSseg-3 reference data. This set comprises 290 shielding values of 106 molecules containing 123 $^1$H, 93 $^{13}$C, 43 $^{15}$N, and 31 $^{17}$O after discarding BH for its large static correlation. The molecular geometries are directly adopted from the Supporting Information of the NS372 paper.

2. NS212 set: A subset of NS372 containing 89 molecules and 212 nuclei evaluated at the CCSD(T)/pcSseg-4 level is used for comparison of accuracy and efficiency of the pcS-n and pcSseg-n series in Section 3.1.

3. M20 set: a set of twenty larger molecules with various common functional groups is applied to assess the effect of different LDBS partition schemes in Section 3.2. M20 is needed because the smaller molecules in the NS372 set may not contain enough “environment” to permit meaningful assessment of different LDBS partition schemes. Q-Chem 5.4 software is used to optimize the molecule structures at the $\omega$B97X-V/aug-cc-pVTZ level after MMFF94 force field pre-optimization.

4. Time evaluation set: three molecules containing two non-hydrogen atoms, three molecules containing four non-hydrogen atoms, and three molecules containing eight non-hydrogen
atoms are collected to test the time cost of different methods.

The CCSD(T) method was used to generate the reference chemical shielding constants in the NS372 data set,\textsuperscript{6} because it should be reliable for molecules without strong static correlation.\textsuperscript{5–8} For example, a comparison of nuclear magnetic shielding constants for HF, CO, N\textsubscript{2}, and N\textsubscript{2}O with the qz2p basis set shows a difference of 0.01 ppm for \textsuperscript{1}H, 0.5 ppm for \textsuperscript{13}C, and around 1 ppm for \textsuperscript{15}N and \textsuperscript{17}O between CCSD(T) and the higher level CCSDT method.\textsuperscript{7} Another study on methanol shows a deviation of 0.001-0.006 ppm for \textsuperscript{1}H, 0.14 ppm for \textsuperscript{13}C, and 0.28 ppm for \textsuperscript{17}O.\textsuperscript{34} The difference increases to dozens of ppm for molecules with large static correlation (for example, \textsuperscript{17}O in O\textsubscript{3}, which is, however, not included in our benchmark set). Compared to experimental values, the estimated mean absolute error (MAE) of CCSD(T) at the complete basis set limit (CBS) is also small, on the order of 0.15 ppm for hydrogen nuclei, 0.4 ppm for carbon, 3 ppm for nitrogen, and 4 ppm for oxygen.\textsuperscript{5,8} The accuracy of the pcSseg-3 basis set was also evaluated by the developers of the NS372 dataset. The average changes range from 0.2 to 0.4 ppm for second-row nuclei and 0.03 ppm for hydrogen nuclei when the basis set is switched from pcSseg-3 to pcSseg-4,\textsuperscript{6} which is acceptable. Based on the data shown here, we decided that our target error for this work is below 0.1 ppm for H nuclei, 1 ppm for C, 3 ppm for N, and 4 ppm for O.

We performed CCSD(T) shielding calculations with the CFOUR program package, version 2.1.\textsuperscript{35–37} All other calculations, if not specified, were carried out using ORCA 5.0.3.\textsuperscript{38} For all calculations carried out with ORCA, self-consistent field (SCF) convergence was set to $10^{-9}$ while the coupled perturbed self-consistent field convergence was set to a threshold of $10^{-7}$. For DFT calculations, local xc integrals were calculated over ORCA default grid DefGrid3 for all atoms, which is accurate enough for our purposes. Gauge-including atomic orbitals (GIAOs) were employed in all calculations. The resolution of identity approximation (RI) was used for double hybrid DFT (DHDFD) and most MP2 calculations, with the cw5C\textsuperscript{39} auxiliary basis set. For further acceleration,\textsuperscript{40} def2-JK\textsuperscript{41} auxiliary basis set was em-
ployed for the Coulomb and exchange part of MP2 in Sections 3.1 and 3.2. The pcSseg-n basis sets are used in Section 3.2 and Section 3.3 following the conclusions of Section 3.1. Basis sets not built in the computational packages were downloaded from Basis Set Exchange (http://www.basissetexchange.org/). 42

The performance of DFT functionals for predicting magnetic shielding has been extensively benchmarked in previous work. 6,24,43 We selected the following functionals from each rung based on their reported performance and popularity for our present assessment: B97-D (Rung 2), 44 KT3 (Rung 2), 45 B97M-V (Rung 3), 46 SCAN (Rung 3), 47 M06-L (Rung 3), 48 PBE0 (Rung 4), 49,50 ωB97X-V (Rung 4), 51 ωB97X-D3 (Rung 4), 52 B2GP-PLYP (Rung 5), 53 and DSD-PBEP86 (Rung 5). 54,55 KT3 is provided by LibXC 56 within the ORCA framework. For these τ-dependent meta-GGAs, Dobson’s τD model 57 is used for B97M-V while the ORCA default τGI model 58 is used for others in the light of their reported performance. 6 It is worth mentioning that the τGI model is not physically well-justified and its good performance is possibly due to error cancellation.

All timing jobs were run on a single Haswell node of the NERSC supercomputer. Each Haswell node (Intel Xeon Processor E5-2698 v3) has two sockets, each populated with a 2.3 GHz 16-core Haswell processor. The computational cost is evaluated by averaging the wall time of single computation tasks of molecules with the same number of non-hydrogen atoms across the time evaluation set.
3 Results and Discussions

3.1 Comparison of accuracy and efficiency of pcS-n and pcSseg-n series

We first explore the basis set convergence of magnetic shieldings using the pcS-n and pcSseg-n series for DFT (taking B97-D as the representative functional) and wavefunction theory [i.e., HF, resolution of identity MP2 (RIMP2), and CCSD(T)]. Figure 1 displays the Root-Mean Square Errors (RMSEs) of H, C, O, and N nuclei as a function of n compared to the same method using a CBS (approximated with pcSseg-4 basis set here) on NS212 set.

Comparing the panels of Figure 1 horizontally reveals that DFT and HF converge faster than post-HF methods [RIMP2 and CCSD(T)] for both pcS-n and pcSseg-n series, consistent with earlier results. Slower convergence of post-SCF methods reflects the polynomial convergence of the wavefunction-based correlation energy with the cardinal number of the AO basis. If we consider the intrinsic method errors, double-zeta basis sets (pcS-1 or pcSseg-1) are sufficient for the use of DFT and HF while triple- or even quadruple-zeta basis sets (n ≥ 2) are required to achieve the best performance of post-HF methods. Fortunately, the basis set errors of these different methods for shieldings are still of the same magnitude, suggesting that composite correction methods could be successful.

When examining Figure 1 more closely, we observe that the pcS-n and pcSseg-n series behave similarly on H nuclei, but their RMSEs on non-hydrogen nuclei cross—pcSseg-0 outperforms pcS-0 for nearly all methods and pcSseg-2 outperforms pcS-2 for DFT and HF, while pcS-2 outperforms pcSseg-2 for post-HF methods and pcS-3 outperforms pcSseg-3 for DFT and HF. However, the differences are quite small compared to the method error (also illustrated in Figure S4). The elapsed (wall) times for calculations with the pcSseg-n and pcS-n series are similarly quite close. Table 1 shows the difference is only around 5-20% except for the CFOUR program. This indicates that either series can be applied in practice.
Figure 1: Comparison of the RMSEs (in ppm) of pcS-n and pcSseg-n series ($n \leq 3$) for B97-D, HF, RIMP2, and CCSD(T) shielding calculations with respect to pcSseg-4 results with the same method on H, C, O, and N nuclei. The red horizontal lines indicate the intrinsic method error, represented by the RMSEs of the method with pcSseg-4 against CCSD(T)/pcSseg-4. The blue horizontal lines indicate the target error: 0.1 ppm for H nuclei, 1 ppm for C, 3 ppm for N, and 4 ppm for O.

We will utilize pcSseg-n basis sets in the following subsections because the basis sets employed in this study are primarily double-zeta and quadruple-zeta, where the pcSseg-n series takes a bit less time.
Table 1: Comparison of average wall time (in hours) of pcS-n and pcSseg-n basis sets using different methods and different programs for molecules with 8 non-hydrogen atoms. Only one physical core is used here.

| Basis set   | B97-D (ORCA) | B97-D (Q-Chem) | RIMP2 (ORCA) | MP2 (CFOUR) |
|-------------|--------------|----------------|--------------|-------------|
| pcS-0       | 0.015        | 0.020          | 0.158        | 0.023       |
| pcSseg-0    | 0.016        | 0.022          | 0.156        | 0.025       |
| pcS-1       | 0.059        | 0.050          | 0.286        | 0.358       |
| pcSseg-1    | 0.054        | 0.048          | 0.276        | 0.366       |
| pcS-2       | 0.55         | 0.45           | 1.49         | 7.32        |
| pcSseg-2    | 0.50         | 0.40           | 1.57         | 13.93       |
| pcS-3       | 6.45         | 10.51          | 18.65        |             |
| pcSseg-3    | 5.69         | 10.01          | 16.59        |             |

3.2 Relative accuracy and computational cost of 3 different LDBS partition schemes.

We chose to assess three different partition schemes, labeled as pcSseg-321, pcSseg-331, and pcSseg-func-321, in the notation defined in Section 2.2. These LDBS partition schemes are compared for DFT (B97-D as the representative) and wavefunction theory (RIMP2 as the representative).

Figure 2 shows the RMSEs with the 3 different LDBS partition schemes for RIMP2 and B97-D taking their CBS value (approximated with the pcSseg-3 basis set) as the reference on the M20 and NS372 data set. Although the composition of molecules in the two data set are different, the findings drawn from the two data sets, however, remain the same. First, consistent with the global basis set convergence trends seen in Section 3.1, we find that the error induced by the LDBS approximation is much lower for B97-D than RIMP2 on all four elements. Shielding constants calculated at the RIMP2 level are more sensitive to the choice of basis set, implying that LDBS may work better for DFT and DFT-based composite methods. Second, pcSseg-321 consistently performs the worst. The RMSE of pcSseg-331 and pcSseg-func-321 are comparable for H and N nuclei, whereas pcSseg-func-321 prevails for the O nucleus and pcSseg-331 prevails for the C nucleus. It is worth noting that pcSseg-func-321
does not recognize any functional groups with more than 4 non-hydrogen atoms and thus uses fewer basis functions than pcSseg-331 when describing some important chemical structures like aromatic rings. Therefore, the trends in Figure 2 tend to reflect the element-specific numbers of basis functions included in pcSseg-331 versus pcSseg-func-321 versus pcSseg-321.

Figure 2: Comparison of the RMSEs (in ppm) of pcSseg-321, pcSseg-331, and pcSseg-func-321 for RIMP2 and B97-D with respect to each method itself with pcSseg-3 for NMR shieldings on H, C, O, and N nuclei contained in two different benchmark sets, represented by solid bars and dashed line bars respectively.

Additionally, RMSEs for RIMP2, B97-D, and certain composite methods using various LDBS partition schemes with regard to CCSD(T)/pcSseg-3 on the NS372 set are displayed in Figure 3. It is evident that the use of LDBS has little to no impact on the RMSE for B97-D and related composite approaches. However, the error associated with the LDBS is
more noticeable for the highly accurate composite method [i.e., CCSD(T) as the high-level theory and RIMP2 as the low-level theory], where the RMSE increases above the target error.

Figure 3: Comparison of the RMSEs (in ppm) of pcSseg-321, pcSseg-331, pcSseg-func-321, and pcSseg-3 for RIMP2, B97-D, and related composite methods with respect to CCSD(T)/pcSseg-3 on H, C, O, and N nuclei of the NS372 set. Different basis sets to be compared work as larger basis sets ($B_{large}$) in composite methods. The blue horizontal lines indicate the target error: 0.1 ppm for H nuclei, 1 ppm for C, 3 ppm for N, and 4 ppm for O.

Table 2 compares the computational cost for RIMP2 and B97-D with various LDBS partition schemes and the global pcSseg-3 basis set on molecules with 8 non-hydrogen atoms. The LDBS technique (pcSseg-func-321 and pcSseg-321) can save more than half of the computational time and the reduction is expected to grow for larger molecules. For a single molecule, we need to calculate different numbers of jobs under different partition schemes. Usually, pcSseg-func-321 will have fewer jobs than pcSseg-331 and pcSseg-321. Therefore,
we believe that pcSseg-func-321 is the best partition scheme assessed in terms of accuracy and computing efficiency and we employ it in Section 3.3.

Table 2: Comparison of average wall time (in hours) for three molecules with 8 non-hydrogen atoms using the pcSseg-321, pcSseg-331, pcSseg-func-321, and pcSseg-3 basis sets for RIMP2 and B97-D. The LDBS wall times are calculated by summing all component jobs needed. We use MPI parallelization with four physical cores here, and shieldings are evaluated at all nuclei.

|                | Average basis functions | $N_{\text{total jobs}}$ | RIMP2 | B97-D |
|----------------|-------------------------|--------------------------|-------|-------|
| pcSseg-321     | 336                     | 24                       | 1.977 | 0.635 |
| pcSseg-func-321| 354                     | 21                       | 1.994 | 0.645 |
| pcSseg-331     | 448                     | 18                       | 3.979 | 1.367 |
| pcSseg-3       | 917                     | 3                        | 4.390 | 1.554 |

As shown in Table 2, the compute advantage of the LDBS approach is already useful even when evaluating NMR shieldings at all nuclei in a medium-sized molecule. Larger speedups can be obtained in some special cases. An interesting example is when shieldings are only needed at a single nucleus (or within a single functional group in the LDBS pcSseg-func-321 approach). The speedup then approaches the ratio of pcSseg-3 time to the pcSseg-1 time ($\sim 4^3 - 4^4$). Another scenario in which that same speedup is approached is when using double numerical differentiation of energies with finite applied fields and nuclear spins to obtain the shielding.

### 3.3 Overall benchmark

Figures 4, 5, 6, and 7 show the RMSEs of all tested methods across the hydrogen, carbon, oxygen, and nitrogen nuclei respectively against their average wall time for molecules with 8 non-hydrogen atoms using MPI parallelization on four physical cores. These methods can be divided into three levels according to their computational costs, and the best methods for each of the three levels are also in order of overall accuracy. We only labeled the recommended methods for each level here and full numerical data is contained in Tables S1.3 and S1.4.

Starting with the low-level methods, for protons (H), PBE0(1) is preferred, while DSD-
Figure 4: Comparison of the RMSEs for proton shieldings (in ppm) of different methods with different basis sets relative to CCSD(T)/pcSseg-3 on the NS372 set against the average wall time (in hours) for molecules with eight non-hydrogen atoms calculated with four physical cores. “(X)” in the method labels represents the basis set pcSseg-X. Only the recommended methods are labeled here. The blue horizontal lines indicate the target error: 0.1 ppm for H nuclei.

Figure 5: Comparison of the RMSEs for carbon shieldings (in ppm) of different methods with different basis sets relative to CCSD(T)/pcSseg-3 on the NS372 set against the average wall time (in hours) for molecules with eight non-hydrogen atoms calculated with four physical cores. “(X)” in the method labels represents the basis set pcSseg-X. Only the recommended methods are labeled here. The blue horizontal lines indicate the target error: 1 ppm for C nuclei.
Figure 6: Comparison of the RMSEs for nitrogen shieldings (in ppm) of different methods with different basis sets relative to CCSD(T)/pcSeg-3 on the NS372 set against the average wall time (in hours) for molecules with eight non-hydrogen atoms calculated with four physical cores. “(X)” in the method labels represents the basis set pcSeg-X. Only the recommended methods are labeled here. The blue horizontal lines indicate the target error: 3 ppm for N nuclei.

Figure 7: Comparison of the RMSEs for oxygen shieldings (in ppm) of different methods with different basis sets relative to CCSD(T)/pcSeg-3 on the NS372 set against the average wall time (in hours) for molecules with eight non-hydrogen atoms calculated with four physical cores. “(X)” in the method labels represents the basis set pcSeg-X. Only the recommended methods are labeled here. The blue horizontal lines indicate the target error: 4 ppm for O nuclei.
PBEP86(1) is the best or near-best functional on all other nuclei. However, the accuracy of the low-level methods is not acceptable for practical use and the result of these methods can only be used for rough calculations or possibly as input for machine learning networks. If DHDF (DSD-PBEP86) is not cheap enough for these purposes, then semi-local functionals (like KT3, B97M-V, SCAN, and M06-L) are recommended.

For the middle-level methods, it is clear that LDBS (green points) can significantly reduce calculation time compared with the pcSseg-3 basis set (orange/yellow points) while maintaining nearly the same accuracy. Except for N nuclei, the composite methods corrected by RIMP2 or DHDF (star points) can decrease the RMSEs a lot compared with the original methods (some square points) while increasing compute costs only a little. We have labeled the recommended methods for each nucleus in Figures 4, 5, 6, and 7. If all the four kinds of nuclei are wanted in the lowest computational time, we suggest RIMP2(1) ∪ B97-D(func-321) for the C nucleus and DSD-PBEP86(1) ∪ B97-D(func-321) for other nuclei. It is reasonable to use both RIMP2 and DSD-PBEP86 as $T_{\text{high}}$ because their cost is small compared with that of B97-D(func-321) for reasonable molecule sizes. Only proton shieldings achieve their target accuracy with the recommended middle-level methods.

Regarding high-level methods, we note that CCSD(T)(1) ∪ RIMP2(3) performs the best on H and C nuclei and CCSD(T)(1) ∪ DSD-PBEP86(3) performs the best on N and O nuclei. They are also the only methods that reach the target accuracy for C, N, and O nuclei. When the molecule of interest has more than 4 non-hydrogen atoms, the CCSD(T)(1) part of the composite method will be more expensive than the RIMP2(3) or DSD-PBEP86(3) part (Table S1.4). Therefore, we can use the two composite methods simultaneously. If predicting all types of nuclei by one method is needed, researchers can use CCSD(T)(1) ∪ RIMP2(3) since it is also close to the target error of N and O nuclei. It is easy to understand why CCSD(T)(1) ∪ RIMP2(3) performs well on H and C nuclei given that MP2 and CCSD(T) have comparable basis set convergence trends (as described in Section 3.1)
and the basis set correction of MP2 becomes more appropriate as a result. The relative poor performance of CCSD(T)(1)∪RIMP2(3) on N and O nuclei can be possibly ascribed to the relatively poor performance of MP2 itself (the RMSE of MP2 is nearly three times that of DSD-PBEP86). Additionally, the LDBS technique only marginally cuts down on time but doubles or even triples the errors. Therefore, with the codes used here, the LDBS models that we have tested cannot be recommended for high-level methods.

A comparison of RMSEs of chemical shifts has been made using different molecules as reference in Table S1.5 for interested readers. Due to partial error cancellation, the majority of the low-level methods can obtain a reduced RMSE, and the ranking of middle- and low-level methods is affected. Generally, the change for N and O nuclei is smaller than that for H and C nuclei because the larger paramagnetic terms for N and O lead to a less pronounced error cancellation effect. If one wants to calculate chemical shifts more accurately by a middle- or low-level method, we recommend choosing a small reference molecule whose nuclei are in a similar electronic environment to the target system and choosing one best method using this reference in Table S1.5. However, our recommendations for high-level methods remain unchanged, because these methods are already very accurate and the influence of error cancellation is minimal.

4 Conclusions

Building on the work of prior researchers on locally density basis sets (LDBS) and composite methods for NMR shielding calculations, we have investigated the most effective strategies to use under various time and accuracy requirements. Regarding basis sets and LDBS approaches, our main conclusions are as follows:

1. We demonstrated that there is relatively little difference in either accuracy or compute cost between the pcSseg-n and pcS-n basis sets for $n \geq 1$. Simply because pcSseg-n is
about 5-10% cheaper than pcS-n, the pcSseg-n series was selected for this work.

2. We assessed three different LDBS partition schemes and concluded (pcSseg-)func-321 preferable, which allocates pcSseg-3, pcSseg-2, and pcSseg-1 basis sets to the target group, nearest-neighbor groups, and more remote groups respectively after splitting the molecule by functional groups.

Our main results were calculations on a large set of NMR shieldings on H, C, N, and O nuclei to evaluate the compute costs and accuracy of many methods employing the LDBS and composite methods. We divided the methods into three levels:

1. To reach the desired high accuracy (0.1 ppm for H, 1 ppm for C, 3 ppm for N, and 4 ppm for O), we recommend CCSD(T)(1) ∪ RIMP2(3) for H and C, and CCSD(T)(1) ∪ DSD-PBEP86(3) for N and O nuclei.

2. At a middle level of cost and accuracy, we recommend RIMP2(1) ∪ B97-D(func-321) for C and DSD-PBEP86(1) ∪ B97-D(func-321) for other nuclei. This reaches a high level of accuracy for H and is 2-3 times larger than the target for C, N, and O.

3. When the lowest compute cost is essential, such as to generate a large data set of chemical shielding constants, the best option appears to be the use of a semi-local functional (like KT3, B97M-V, SCAN, and M06-L) with the pcSseg-1 basis set.

In terms of caveats, this work only involves elements lighter than Ar. Therefore it is an open question how well our results will transfer to molecules containing heavier elements, and in particular transition metal atoms, since they can have more challenging electronic structure. For example, CCSD(T)/pcSseg-3 might not be a sufficiently accurate reference for transition-metal oxo complexes which show large static correlation effects. Relativistic effects are also not taken into account in our work and will make some contribution for heavier elements, particularly when the shielding is evaluated at that nucleus.
We note that all conclusions drawn in this work are dictated by the performance characteristics of the codes used to evaluate the shieldings. Advances in those codes, or the development of new algorithms, could significantly change some of our recommendations. It also seems clear that the development of new electronic structure methods which offer improved trade-offs between cost and accuracy would be highly desirable to further advance calculations whose cost is at the low or middle levels.

**Supporting Information**

Additional information and figures (SI.pdf)
- S1-data_analysis.xlsx
- S2-raw_data.xlsx

**Acknowledgement**

This work was primarily supported by funding from the National Institute of General Medical Sciences (National Institutes of Health) under grant number 5U01GM121667. Additional support to complete the project came from the Director, Office of Science, Office of Basic Energy Sciences, of the U.S. Department of Energy through the Gas Phase Chemical Physics Program, under Contract No. DE-AC02-05CH11231. This research used computational resources of the National Energy Research Scientific Computing Center, a DOE Office of Science User Facility supported by the Office of Science of the U.S. Department of Energy under Contract No. DE-AC02-05CH11231.
References

(1) Gil, R. R. Constitutional, configurational, and conformational analysis of small organic molecules on the basis of NMR residual dipolar couplings. Angew. Chem. Int. Ed. 2011, 50, 7222–7224.

(2) Becette, O. B.; Zong, G.; Chen, B.; Taiwo, K. M.; Case, D. A.; Dayie, T. K. Solution NMR readily reveals distinct structural folds and interactions in doubly 13C-and 19F-labeled RNAs. Sci. Adv. 2020, 6, eabc6572.

(3) Krivdin, L. B. Computational 1H NMR: Part 1. Theoretical background. Magn. Reson. Chem. 2019, 57, 897–914.

(4) Krivdin, L. B. Computational protocols for calculating 13C NMR chemical shifts. Prog. Nucl. Magn. Reson. Spectrosc. 2019, 112, 103–156.

(5) Teale, A. M.; Lutnæs, O. B.; Helgaker, T.; Tozer, D. J.; Gauss, J. Benchmarking density-functional theory calculations of NMR shielding constants and spin–rotation constants using accurate coupled-cluster calculations. J. Chem. Phys 2013, 138, 024111.

(6) Schattenberg, C. J.; Kaupp, M. Extended Benchmark Set of Main-Group Nuclear Shielding Constants and NMR Chemical Shifts and Its Use to Evaluate Modern DFT Methods. J. Chem. Theory Comput. 2021, 17, 7602–7621.

(7) Gauss, J. Analytic second derivatives for the full coupled-cluster singles, doubles, and triples model: Nuclear magnetic shielding constants for BH, HF, CO, N 2, N 2 O, and O 3. J. Chem. Phys. 2002, 116, 4773–4776.

(8) Reid, D. M.; Collins, M. A. Approximating CCSD (T) nuclear magnetic shielding calculations using composite methods. J. Chem. Theory Comput. 2015, 11, 5177–5181.
(9) de Dios, A. C.; Oldfield, E. Methods for computing nuclear magnetic resonance chemical shielding in large systems. Multiple cluster and charge field approaches. *Chem. Phys. letters* **1993**, *205*, 108–116.

(10) He, X.; Wang, B.; Merz Jr, K. M. Protein NMR chemical shift calculations based on the automated fragmentation QM/MM approach. *J. Phys. Chem. B* **2009**, *113*, 10380–10388.

(11) Zhao, D.; Song, R.; Li, W.; Ma, J.; Dong, H.; Li, S. Accurate prediction of NMR chemical shifts in macromolecular and condensed-phase systems with the generalized energy-based fragmentation method. *J. Chem. Theory Comput.* **2017**, *13*, 5231–5239.

(12) Kobayashi, R.; Amos, R. D.; Reid, D. M.; Collins, M. A. Application of the systematic molecular fragmentation by annihilation method to ab initio NMR chemical shift calculations. *J. Phys. Chem. A* **2018**, *122*, 9135–9141.

(13) Herbert, J. M. Fantasy versus reality in fragment-based quantum chemistry. *J. Chem. Phys* **2019**, *151*, 170901.

(14) Chandy, S. K.; Thapa, B.; Raghavachari, K. Accurate and cost-effective NMR chemical shift predictions for proteins using a molecules-in-molecules fragmentation-based method. *Phys. Chem. Chem. Phys.* **2020**, *22*, 27781–27799.

(15) Curtiss, L. A.; Redfern, P. C.; Raghavachari, K. G*n* theory. *Wiley Interdiscip. Rev. Comput. Mol. Sci.* **2011**, *1*, 810–825.

(16) Narayanan, B.; Redfern, P. C.; Assary, R. S.; Curtiss, L. A. Accurate quantum chemical energies for 133000 organic molecules. *Chem. Sci.* **2019**, *10*, 7449–7455.

(17) Thorpe, J. H.; Lopez, C. A.; Nguyen, T. L.; Baraban, J. H.; Bross, D. H.; Ruscic, B.;
Stanton, J. F. High-accuracy extrapolated ab initio thermochemistry. IV. A modified recipe for computational efficiency. *J. Chem. Phys.* **2019**, *150*, 224102.

(18) Kupka, T.; Stachów, M.; Nieradka, M.; Kaminsky, J.; Pluta, T.; Sauer, S. P. From CCSD (T)/aug-cc-pVTZ-J to CCSD (T) complete basis set limit isotropic nuclear magnetic shieldings via affordable DFT/CBS calculations. *Magn. Reson. Chem.* **2011**, *49*, 231–236.

(19) Kupka, T.; Stachów, M.; Kaminsky, J.; Sauer, S. P. Estimation of isotropic nuclear magnetic shieldings in the CCSD (T) and MP2 complete basis set limit using affordable correlation calculations. *Magn. Reson. Chem.* **2013**, *51*, 482–489.

(20) Sun, M.; Zhang, I. Y.; Wu, A.; Xu, X. Accurate prediction of nuclear magnetic resonance shielding constants: Towards the accuracy of CCSD (T) complete basis set limit. *J. Chem. Phys* **2013**, *138*, 124113.

(21) Semenov, V. A.; Samultsev, D. O.; Krivdin, L. B. Calculation of 15N NMR Chemical Shifts in a Diversity of Nitrogen-Containing Compounds Using Composite Method Approximation at the DFT, MP2, and CCSD Levels. *J. Phys. Chem. A* **2019**, *123*, 8417–8426.

(22) Jensen, F. Basis set convergence of nuclear magnetic shielding constants calculated by density functional methods. *J. Chem. Theory Comput.* **2008**, *4*, 719–727.

(23) Reid, D. M.; Kobayashi, R.; Collins, M. A. Systematic study of locally dense basis sets for NMR shielding constants. *J. Chem. Theory Comput.* **2014**, *10*, 146–152.

(24) Flaig, D.; Maurer, M.; Hanni, M.; Braunger, K.; Kick, L.; Thubauville, M.; Ochsenfeld, C. Benchmarking hydrogen and carbon NMR chemical shifts at HF, DFT, and MP2 levels. *J. Chem. Theory Comput.* **2014**, *10*, 572–578.
(25) Jensen, S. R.; Flå, T.; Jonsson, D.; Monstad, R. S.; Ruud, K.; Frediani, L. Magnetic properties with multiwavelets and DFT: the complete basis set limit achieved. *Phys. Chem. Chem. Phys.* **2016**, *18*, 21145–21161.

(26) Jensen, F. Segmented contracted basis sets optimized for nuclear magnetic shielding. *J. Chem. Theory Comput.* **2015**, *11*, 132–138.

(27) Chesnut, D.; Moore, K. Locally dense basis sets for chemical shift calculations. *J. Comput. Chem.* **1989**, *10*, 648–659.

(28) Chesnut, D.; Rusiloski, B.; Moore, K.; Egolf, D. Use of locally dense basis sets for nuclear magnetic resonance shielding calculations. *J. Comput. Chem.* **1993**, *14*, 1364–1375.

(29) Chesnut, D.; Byrd, E. The use of locally dense basis sets in correlated NMR chemical shielding calculations. *Chem. Phys.* **1996**, *213*, 153–158.

(30) Perdew, J. P.; Ruzsinszky, A.; Tao, J.; Staroverov, V. N.; Scuseria, G. E.; Csonka, G. I. Prescription for the design and selection of density functional approximations: More constraint satisfaction with fewer fits. *J. Chem. Phys.* **2005**, *123*, 062201.

(31) Epifanovsky, E.; Gilbert, A. T. B.; Feng, X.; Lee, J.; Mao, Y.; Mardirossian, N.; Pokhilko, P.; White, A. F.; Coons, M. P.; Dempwolff, A. L.; Gan, Z.; Hait, D.; Horn, P. R.; Jacobson, L. D.; Kaliman, I.; Kussmann, J.; Lange, A. W.; Lao, K. U.; Levine, D. S.; Liu, J.; McKenzie, S. C.; Morrison, A. F.; Nanda, K. D.; Plasser, F.; Rehn, D. R.; Vidal, M. L.; You, Z.-Q.; Zhu, Y.; Alam, B.; Albrecht, B. J.; Alldossary, A.; Alguire, E.; Andersen, J. H.; Athavale, V.; Barton, D.; Begam, K.; Behn, A.; Bellonzi, N.; Bernard, Y. A.; Berquist, E. J.; Burton, H. G. A.; Carreras, A.; Carter-Fenk, K.; Chakraborty, R.; Chien, A. D.; Closser, K. D.; Cofer-Shabica, V.; Dasgupta, S.; de Wergifosse, M.; Deng, J.; Diedenhofen, M.; Do, H.; Ehlert, S.;
Fang, P.-T.; Fatehi, S.; Feng, Q.; Friedhoff, T.; Gayvert, J.; Ge, Q.; Gidofalvi, G.; Goldey, M.; Gomes, J.; González-Espinoza, C. E.; Gulania, S.; Gunina, A. O.; Hanson-Heine, M. W. D.; Harbach, P. H. P.; Hauser, A.; Herbst, M. F.; Hernández Vera, M.; Hodecker, M.; Holden, Z. C.; Houck, S.; Huang, X.; Hui, K.; Huynh, B. C.; Ivanov, M.; Jász, Á.; Ji, H.; Jiang, H.; Kaduk, B.; Kählér, S.; Khistyaev, K.; Kim, J.; Kis, G.; Klunzinger, P.; Koczor-Benda, Z.; Koh, J. H.; Kosenkov, D.; Koulias, L.; Kowalczyk, T.; Krauter, C. M.; Kue, K.; Kunitsa, A.; Kus, T.; Ladjánszki, I.; Landau, A.; Lawler, K. V.; Lefrancois, D.; Lehtola, S.; Li, R. R.; Li, Y.-P.; Liang, J.; Liebenthal, M.; Lin, H.-H.; Lin, Y.-S.; Liu, F.; Liu, K.-Y.; Loipersberger, M.; Luenser, A.; Manjanath, A.; Manohar, P.; Mansoor, E.; Manzer, S. F.; Mao, S.-P.; Marenich, A. V.; Markovich, T.; Mason, S.; Maurer, S. A.; McLaughlin, P. F.; Menger, M. F. S. J.; Mewes, J.-M.; Mewes, S. A.; Morgante, P.; Mullinax, J. W.; Oosterbaan, K. J.; Paran, G.; Paul, A. C.; Paul, S. K.; Pavošević, F.; Pei, Z.; Prager, S.; Proynov, E. I.; Rák, Á.; Ramos-Cordoba, E.; Rana, B.; Rask, A. E.; Rettig, A.; Richard, R. M.; Rob, F.; Rossomme, E.; Scheele, T.; Scheurer, M.; Schneider, M.; Sergueev, N.; Sharada, S. M.; Skomorowski, W.; Small, D. W.; Stein, C. J.; Su, Y.-C.; Sundstrom, E. J.; Tao, Z.; Thirman, J.; Tornai, G. J.; Tsuchimochi, T.; Tubman, N. M.; Veccham, S. P.; Vydrov, O.; Wenzel, J.; Witte, J.; Yamada, A.; Yao, K.; Yeganeh, S.; Yost, S. R.; Zech, A.; Zhang, I. Y.; Zhang, X.; Zhang, Y.; Zuev, D.; Aspuru-Guzik, A.; Bell, A. T.; Besley, N. A.; Bravaya, K. B.; Brooks, B. R.; Casanova, D.; Chai, J.-D.; Coriani, S.; Cramer, C. J.; Cserey, G.; DePrince, A. E.; DiStasio, R. A.; Dreuw, A.; Dunietz, B. D.; Furlani, T. R.; Goddard, W. A.; Hammes-Schiffer, S.; Head-Gordon, T.; Hehre, W. J.; Hsu, C.-P.; Jagau, T.-C.; Jung, Y.; Klamt, A.; Kong, J.; Lambrecht, D. S.; Liang, W.; Mayhall, N. J.; McCurdy, C. W.; Neaton, J. B.; Ochsenfeld, C.; Parkhill, J. A.; Peeverati, R.; Rassolov, V. A.; Shao, Y.; Slipchenko, L. V.; Stauch, T.; Steele, R. P.; Subotnik, J. E.; Thom, A. J. W.; Tkatchenko, A.; Truh-
lar, D. G.; Van Voorhis, T.; Wesolowski, T. A.; Whaley, K. B.; Woodcock, H. L.; Zimmerman, P. M.; Faraji, S.; Gill, P. M. W.; Head-Gordon, M.; Herbert, J. M.; Krylov, A. I. Software for the frontiers of quantum chemistry: An overview of developments in the Q-Chem 5 package. *J. Chem. Phys* **2021**, *155*, 084801.

(32) Kendall, R. Thom H. Dunning J, Harrison RJ. *J. Chem. Phys* **1992**, *96*, 6796–6806.

(33) Halgren, T. A. Merck molecular force field. I. Basis, form, scope, parameterization, and performance of MMFF94. *J. Comput. Chem.* **1996**, *17*, 490–519.

(34) Auer, A. A. High-level ab-initio calculation of gas-phase NMR chemical shifts and secondary isotope effects of methanol. *Chem. Phys. Lett.* **2009**, *467*, 230–232.

(35) Matthews, D. A.; Cheng, L.; Harding, M. E.; Lipparini, F.; Stopkowicz, S.; Jagau, T.-C.; Szalay, P. G.; Gauss, J.; Stanton, J. F. Coupled-cluster techniques for computational chemistry: The CFOUR program package. *J. Chem. Phys* **2020**, *152*, 214108.

(36) CFOUR, a quantum chemical program package written by Stanton, J. F.; Gauss, J.; Cheng, L.; Harding, M. E.; Matthews, D. A.; Szalay, P. G. with contributions from Auer, A. A., Bartlett, R. J., Benedikt, U., Berger, C., Bernholdt, D. E., Bomble, Y. J., Christiansen, O., Engel, F., Faber, R., Heckert, M., Heun, O., Hilgenberg, M., Huber, C., Jagau, T.-C., Jonsson, D., Jusólius, J., Kirsch, T., Klein, K., Lauderdale, W. J., Lipparini, F., Metzroth, T., Mück, L. A., O’Neill, D. P., Price, D. R., Prochnow, E., Puzzarini, C., Ruud, K., Schiffmann, F., Schwalbach, W., Simmons, C., Stopkowicz, S., Tajti, A., Vázquez, J., Wang, F., Watts, J. D. and the integral packages MOLECULE (Almlöf J. and Taylor P.R.), PROPS (Taylor P.R.), ABACUS (Helgaker T., Jensen H.J. Aa., Jørgensen P., and Olsen J.), and ECP routines by Mitin A. V. and Wüllen C. van. [http://www.cfour.de](http://www.cfour.de) (accessed Sep 1, 2022).
(37) Harding, M. E.; Metzroth, T.; Gauss, J.; Auer, A. A. Parallel calculation of CCSD and CCSD (T) analytic first and second derivatives. *J. Chem. Theory Comput.* **2008**, *4*, 64–74.

(38) Neese, F.; Wennmohs, F.; Becker, U.; Riplinger, C. The ORCA quantum chemistry program package. *J. Chem. Phys* **2020**, *152*, 224108.

(39) Hättig, C. Optimization of auxiliary basis sets for RI-MP2 and RI-CC2 calculations: Core–valence and quintuple-ζ basis sets for H to Ar and QZVPP basis sets for Li to Kr. *Phys. Chem. Chem. Phys.* **2005**, *7*, 59–66.

(40) Stoychev, G. L.; Auer, A. A.; Neese, F. Efficient and accurate prediction of nuclear magnetic resonance shielding tensors with double-hybrid density functional theory. *J. Chem. Theory Comput.* **2018**, *14*, 4756–4771.

(41) Weigend, F. Hartree–Fock exchange fitting basis sets for H to Rn. *J. Comput. Chem.* **2008**, *29*, 167–175.

(42) Pritchard, B. P.; Altarawy, D.; Didier, B.; Gibson, T. D.; Windus, T. L. New basis set exchange: An open, up-to-date resource for the molecular sciences community. *J. Chem. Inf. Model* **2019**, *59*, 4814–4820.

(43) de Oliveira, M. T.; Alves, J. M.; Braga, A. A.; Wilson, D. J.; Barboza, C. A. Do double-hybrid exchange–correlation functionals provide accurate chemical shifts? A benchmark assessment for proton NMR. *J. Chem. Theory Comput.* **2021**, *17*, 6876–6885.

(44) Grimme, S. Semiempirical GGA-type density functional constructed with a long-range dispersion correction. *J. Comput. Chem.* **2006**, *27*, 1787–1799.

(45) Keal, T. W.; Tozer, D. J. A semiempirical generalized gradient approximation exchange-correlation functional. *J. Chem. Phys* **2004**, *121*, 5654–5660.
(46) Mardirossian, N.; Head-Gordon, M. Mapping the genome of meta-generalized gradient approximation density functionals: The search for B97M-V. *J. Chem. Phys* **2015**, *142*, 074111.

(47) Sun, J.; Ruzsinszky, A.; Perdew, J. P. Strongly constrained and appropriately normed semilocal density functional. *Phys. Rev. Lett.* **2015**, *115*, 036402.

(48) Zhao, Y.; Truhlar, D. G. A new local density functional for main-group thermochemistry, transition metal bonding, thermochemical kinetics, and noncovalent interactions. *J. Chem. Phys* **2006**, *125*, 194101.

(49) Adamo, C.; Barone, V. Toward chemical accuracy in the computation of NMR shieldings: the PBE0 model. *Chem. Phys. Lett.* **1998**, *298*, 113–119.

(50) Adamo, C.; Barone, V. Toward reliable density functional methods without adjustable parameters: The PBE0 model. *J. Chem. Phys* **1999**, *110*, 6158–6170.

(51) Mardirossian, N.; Head-Gordon, M. ωB97X-V: A 10-parameter, range-separated hybrid, generalized gradient approximation density functional with nonlocal correlation, designed by a survival-of-the-fittest strategy. *Phys. Chem. Chem. Phys.* **2014**, *16*, 9904–9924.

(52) Lin, Y.-S.; Li, G.-D.; Mao, S.-P.; Chai, J.-D. Long-range corrected hybrid density functionals with improved dispersion corrections. *J. Chem. Theory Comput.* **2013**, *9*, 263–272.

(53) Karton, A.; Tarnopolsky, A.; Lamére, J.-F.; Schatz, G. C.; Martin, J. M. Highly accurate first-principles benchmark data sets for the parametrization and validation of density functional and other approximate methods. Derivation of a robust, generally applicable, double-hybrid functional for thermochemistry and thermochemical kinetics. *J. Phys. Chem. A* **2008**, *112*, 12868–12886.
(54) Kozuch, S.; Martin, J. M. DSD-PBEP86: in search of the best double-hybrid DFT with spin-component scaled MP2 and dispersion corrections. *Phys. Chem. Chem. Phys.* 2011, *13*, 20104–20107.

(55) Kozuch, S.; Martin, J. M. Spin-component-scaled double hybrids: an extensive search for the best fifth-rung functionals blending DFT and perturbation theory. *J. Comput. Chem.* 2013, *34*, 2327–2344.

(56) Lehtola, S.; Steigemann, C.; Oliveira, M. J.; Marques, M. A. Recent developments in libxc—A comprehensive library of functionals for density functional theory. *SoftwareX* 2018, *7*, 1–5.

(57) Dobson, J. F. Alternative expressions for the Fermi hole curvature. *J. Chem. Phys* 1993, *98*, 8870–8872.

(58) Schattenberg, C. J.; Kaupp, M. Effect of the current dependence of tau-dependent exchange-correlation functionals on nuclear shielding calculations. *J. Chem. Theory Comput.* 2021, *17*, 1469–1479.
TOC Graphic

![Graph showing computational cost, NMR shielding, accuracy, and benchmark levels for methods such as LDBS.](image-url)