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Abstract
A general formalism for the study of excitations above equilibrium in Bethe ansatz solvable models is presented. Nonzero temperature expressions for dressed energy, momentum, spin and charge are obtained. The zero temperature excitations of the Hubbard–Shastry models are examined in detail, and special attention is paid to the dressing of spin and charge of excited quasi-particles. These are in general momentum dependent and are only spin–charge separated when the ground state is half-filled and has zero magnetization.
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solvable models is pursued. This generalizes and extends the methods used in [8–11]. Let us briefly outline some of the advancements. Firstly, we consider individual particle and hole excitations and obtain explicit non-zero temperature expressions for dressed quantities such as energy, momentum, spin and charge. Our expressions include an important contribution that did not appear in previous studies which were restricted to particle–hole excitations [10]. Secondly, we examine in some detail the dressing of spin and charge and provide a formula for the induced charge of the system that results from an excitation. Thirdly, we consider models with Bethe strings and extend to such models the formalism for excitations presented in e.g. [10] for the Bose gas. Fourthly, when considering excitations at zero temperature we overcome the need to explicitly deal with mode numbers [12, 13], and relate possible restrictions on allowed excitations to properties of the kernels appearing in the thermodynamic Bethe ansatz (TBA) equations.

The dressing of spin and charge is well established and in integrable models it dates back to [14]. The zero temperature long-range physics of many one-dimensional models of electrons is captured by the Luttinger liquid, wherein spin–charge separation is exhibited, see e.g. [15]. The low-lying wave-like excitations carry either spin or charge and propagate at different velocities. Let us stress however that individual quasi-particle excitations need not exhibit spin–charge separation, even at zero temperature. In general these carry both spin and charge, the magnitude of which varies with the momentum of the excited quasi-particle. This is compatible with the Luttinger liquid behaviour as wave-like excitations are composed of infinitely many quasi-particles carrying infinitesimal energies, and in this limit spin–charge separation may be seen. We would like to suggest that such non-trivial dressing of spin and charge may account for some of the anomalous behaviour observed in strongly correlated materials. It would be interesting to consider issues such as the unusual temperature dependence of resistivity, the Hall coefficient, and spin excitations in this context, see e.g. [16, 17].

The paper is naturally split into two parts. In the first the formalism for the study of excitations above equilibrium is presented and in the second part of the paper the zero temperature limit of this formalism is used to examine excitations over the ground states of the Hubbard–Shastry A- and B-models.

In Bethe ansatz solvable models the complexity of calculating the spectrum is reduced to the solution of the Bethe equations, a set of polynomials whose degree scales linearly with the length of the system. In the thermodynamic limit the roots of these equations, in general complex, align into strings on the complex plane known as Bethe strings. It is often possible to make a string hypothesis, which identifies all possible Bethe strings, and in this paper we restrict our attention to models for which this is so.

There are advantages to working directly with the Bethe strings in the thermodynamic limit. The Bethe strings are parametrized by a rapidity variable that is real whereas, as we have mentioned, their constituents (the roots of the Bethe equations) generally take complex values. The original Bethe equations can be fused together to give Bethe equations directly for the strings. Moreover, the Bethe strings give a physical picture: the different types of strings can be understood as the particle content of the model. The free energy can thus be written and its minimization gives access to the equilibrium state. In this way one goes from the full information about the spectrum that the Bethe equations provide to the physically interesting region.

To examine excitations above equilibrium it is also natural to work directly with the Bethe strings and this is the approach taken in the formalism developed in section 2. Excitations of a finite number of Bethe strings are considered and formulae for the dressed energy, charge and spin of the excited strings are obtained, as well as the scattering phases for the excited roots
which are non-trivial and include scattering with the equilibrium state. A summary of these results is provided in section 2.5.

In the zero temperature limit the equilibrium state becomes the ground state. This limit is in general smooth, with the special exception of when some strings are at half-filling. By a half-filled string we mean one for which there are no holes in the ground state. In such cases there may exist restrictions on allowed excitations over the ground state. This can be seen as a manifestation of a zero temperature phase transition.

Now we turn to our study of the excitations of the Hubbard–Shastry models, which comprises the second part of this paper. Attention is focused on the zero-temperature regime as the essential features can be observed there. General features of finite temperature behaviour are discussed throughout the presentation of section 2. A detailed analysis of the finite temperature excitations requires the solution of various infinite sets of coupled nonlinear integral equations and is not pursued here.

The A-model describes an itinerant ferromagnet. It has a ground state that is spin-polarized for all fillings. At half-filling the behaviour is similar to that of the ferromagnetic Heisenberg XXX spin chain. The low-lying excitations are magnons and their bound states and they disperse quadratically. In the presence of a non-zero magnetic field they become gapped. In addition there is an electron-like excitation. This is gapped at half-filling but becomes gapless with linear dispersion away from half-filling. The spin of the electron-like excitation is aligned with that of the spin-polarized ground state. An electron-like excitation of opposite spin should be regarded as a compound excitation of this aligned electron-like excitation and a magnon. The excitations that behave as magnons at half-filling retain their quadratic dispersion away from half-filling but here get dressed with some charge in addition to their spin. Thus the spectrum of low-lying excitations cannot be linearized at any filling in zero magnetic field and the system cannot be approximated by a Luttinger liquid, as is evidenced in the lack of spin–charge separation. In the presence of a magnetic field the dressed magnons get gapped and there are then no low-lying excitations that decrease the magnetization of the ground state without decreasing the filling.

The B-model describes a Mott insulator of spin-singlets. At half-filling and in the absence of a magnetic field the model is in an insulating phase and the magnetization is zero. Here the excitations are spin–charge separated for all momenta, they are scattering states of gapless spinons and gapped holons and the picture is similar to that of the Hubbard model [5]. The difference is that here the spinons are dressed electrons and the holons are dressed spin singlets (paired electrons) whereas in the Hubbard model the spinons are dressed magnons and it is the holons that are dressed electrons. If one goes away from half-filling or introduces a magnetic field then the spin and charge are no longer separated and become rapidity dependent. In particular away from half-filling in the absence of a magnetic field the dressed spin singlets remain pure charge and become gapless while the electrons are also gapless but get dressed with a charge in addition to their spin, and thus the excitations are not spin–charge separated. The dressed charge of an excited electron does go to zero however as its dressed energy goes to zero and so these excitations are compatible with those of a Luttinger liquid which is expected in the continuum limit. Let us conclude by remarking that the dressed electrons display an ‘hourglass’ dispersion and that away from half-filling and in the absence of a magnetic field it can be clearly seen that the spin singlets are held together by spin–spin interactions.

2. Excited states

In this section we develop a general formalism to study excited states of Bethe ansatz solvable models whose thermodynamics are described by various configurations of Bethe strings [18].
The dressed energy, momentum and charge, and also the phase shifts of the excitations, are expressed through the densities of the equilibrium state. The limit of zero temperature is examined in section 2.4 and the formalism is summarized in section 2.5. For simplicity and clarity of presentation we restrict ourselves to parity invariant rational models.

2.1. Bethe equations for strings

Let us assume that in the thermodynamic limit every solution of the Bethe equations for the model under consideration corresponds to a particular configuration of Bethe strings. Then for large spin chain length \( L \) the Bethe equations can be written for string configurations

\[
(-1)^{\psi_{\alpha}} = e^{i \rho_{\alpha}(v_{\alpha,k})} \prod_{\beta} \prod_{n=1}^{N_{\beta}} S_{\alpha\beta}(v_{\alpha,k}, v_{\beta,n}).
\]  

(2.1)

We use indices \( \alpha, \beta, \gamma \) and so on to distinguish between different strings. Here \( \psi_{\alpha} \) is a constant, unimportant for our consideration, which appears in particular as we have not excluded self-scattering from the product on the right hand side. For periodic boundary conditions and in the absence of a twist, \( \psi_{\alpha} = 0 \) if \( S_{\alpha\alpha}(0) = 1 \) and \( \psi_{\alpha} = 1 \) if \( S_{\alpha\alpha}(0) = -1 \). The strings are parametrized by a rapidity variable for which the scattering matrices are of a difference form:

\[
S_{\alpha\beta}(v_{\alpha,k}, v_{\beta,n}) = S_{\alpha\beta}(v_{\alpha,k} - v_{\beta,n}).
\]

For strings which do not carry momentum there is no term \( e^{i \rho_{\alpha}} \) in the Bethe equations, and by convention we set \( p_{\alpha} = 0 \) for such strings.

Let us briefly review the analysis that yields the equilibrium properties of the model. This allows us to introduce many useful formulae, along with our conventions. The counting function is constructed by taking the logarithm of the Bethe equation (2.1)

\[
\sigma_{\alpha}(v) = \pi \psi_{\alpha} + \rho_{\alpha}(v) + \sum_{\beta} N_{\beta} \phi_{\alpha\beta}(v, v_{\beta,n}).
\]  

(2.2)

where

\[
\phi_{\alpha\beta} = \frac{1}{i} \log S_{\alpha\beta}
\]  

(2.3)

is the phase of the \( S \)-matrix. These functions allow one to enumerate the Bethe strings as \( \frac{L z_{\alpha}}{2\pi} \) evaluates to an integer on an \( \alpha \)-string Bethe root, which we refer to as the mode number of the particle. For a given root \( v_{\alpha,k} \) we denote the corresponding mode number as \( I_{\alpha,k} \equiv \frac{L}{2\pi} z_{\alpha}(v_{\alpha,k}) \). Moreover the counting function \( L z_{\alpha}/2\pi \) may evaluate to an integer for a momentum which is not that of a particle of type \( \alpha \), and such mode numbers correspond to holes. Note the appearance of \( \sigma_{\alpha} \) in the definition of the counting function. For momentum carrying strings \( \sigma_{\alpha} = \text{sign}(\frac{d}{dv} p_{\alpha}) \) and this guarantees that the counting function is an increasing function of \( v \). For an \( \alpha \)-string which does not carry momentum \( \sigma_{\alpha} \) is determined by requiring the counting function to be increasing. Let us remark that to fully define the counting function (2.2) it is necessary to specify that branch of the logarithm. This does not affect the study of equilibrium properties, and of course should not affect the physics, but it will be important for our study of excitations and we will return to this issue when we begin to discuss them in section 2.3.

Taking the thermodynamic limit \( L \to \infty \) with \( N_{\alpha}/L \) fixed, one gets equations for the densities of particles and holes

\[
\rho_{\alpha} + \bar{\rho}_{\alpha} = \frac{1}{2\pi} \left| \frac{dp_{\alpha}}{dv} \right| + K_{\alpha\beta} \ast \rho_{\beta},
\]  

(2.4)

where \( L \rho_{\alpha} \, dv \) (respectively \( L \bar{\rho}_{\alpha} \, dv \)) is the number of integers corresponding to particles (respectively holes) that the counting function \( L z_{\alpha}/2\pi \) evaluates to over a range \( dv \). Repeated indices are summed over and \( \ast \) denotes convolution (see section A.1 in the appendix for the
precise definition) over the domain of the rapidity of the appropriate string, which we denote by \( I_\alpha \). The kernels \( K_{\alpha\beta} \) are defined by

\[
K_{\alpha\beta} = \frac{1}{2\pi i} \frac{d}{dv} \log S_{\alpha\beta}(v).
\]

Since the counting functions are all defined to be increasing functions it follows that the densities of all particles and holes in the equation (2.4) are positive.

The equations for the densities can be used to determine the total number of particles and holes for each type of string, which we call the range of mode numbers. Indeed, integrating equation (2.4) and multiplying by \( L \) one gets the range

\[
N_\alpha + \bar{N}_\alpha = \frac{L}{\Delta p_\alpha} + k_{\alpha\beta} N_\beta,
\]

where \( \bar{N}_\alpha \) is the number of holes of type \( \alpha \) in the state, and \( \Delta p_\alpha = 1 \cdot \frac{dp_\alpha}{dv} \) for momentum carrying strings and \( \Delta p_\beta = 0 \) for strings that do not carry momentum. The \( k_{\alpha\beta} \), defined as \( k_{\alpha\beta} \equiv 1 \star K_{\alpha\beta} \), are constants. Note that all roots of the Bethe equations are counted in the range, including those which correspond to \( v = \infty \). Furthermore since \( \bar{N}_\alpha \geq 0 \) equation (2.6) imply the following selection rules

\[
N_\alpha \leq \frac{L}{\Delta p_\alpha} + k_{\alpha\beta} N_\beta,
\]

which restrict the allowed \( N_\alpha \) appearing in the Bethe equations.

2.2. Equilibrium state

The equilibrium state follows from the minimization of the free energy

\[
f = e_\alpha \star \rho_\alpha - Ts.
\]

Here \( e_\alpha \) denotes the energy carried by an \( \alpha \)-string. Note that in addition to describing possible dispersion this will also depend on the chemical potentials that appear in the model. The entropy per site is denoted by \( s \) and is given by

\[
s = \sum_\alpha 1 \star \Delta s(\rho_\alpha, \bar{\rho}_\alpha), \quad \Delta s(\rho, \bar{\rho}) = \rho \log \left( \frac{1 + \bar{\rho}}{\rho} \right) + \bar{\rho} \log \left( \frac{1 + \rho}{\bar{\rho}} \right). \tag{2.9}
\]

Minimizing the free energy subject to the equations for densities (2.4) yields

\[
f = -T \frac{1}{2\pi} \frac{dp_\alpha}{dv} \left| \log \left( \frac{1 + \bar{\rho}}{\rho} \right) \right|,
\]

where the functions \( Y_\alpha \) are determined by the set of TBA equations

\[
\log Y_\alpha = \frac{e_\alpha}{T} - \log \left( \frac{1}{Y_\beta} \right) \star K_{\beta\alpha}. \tag{2.11}
\]

These should be regarded as the conditions for equilibrium. The \( Y_\alpha \) are related to the densities of particles and holes as \( Y_\alpha = \frac{\rho_\alpha}{\bar{\rho}_\alpha} \) and allow one to solve (2.4) for the densities at equilibrium. It is useful to also introduce the pseudo-energy

\[
\epsilon_\alpha = T \log Y_\alpha. \tag{2.12}
\]

These are well defined in the zero temperature limit whereas the \( Y_\alpha \) are not. Both quantities \( Y_\alpha \) and \( \epsilon_\alpha \) will be useful and we will use them interchangeably.

At finite temperature the equilibrium state is a mixture of infinitely many states contributing equally to the partition function. We assume for definiteness that the spin chain length \( L \) is very large, and choose any of the states which in the thermodynamic limit contribute to the equilibrium state as a reference state. In the zero temperature limit it becomes the ground state of the model. Let us say then that reference state consists of \( N_\alpha \) \( \alpha \)-strings with rapidities \( \nu_{\alpha,k}, k = 1, \ldots, N_\alpha \).
2.3. Excited states

Now we wish to study excitations about the equilibrium state outlined above. We restrict our attention to excitations where the numbers of excited roots are much smaller than the numbers of particles in the equilibrium state.

Let us first return to a point that we skipped above, the choice of the branch for the counting function (2.2). The choice of branch affects the formalism one obtains for the excitations and we present here what we found to be an optimal choice. In particular we find that in order to obtain a reasonable expression for the dressed momentum of a string it is necessary to keep track of the branch of each \( \log S_{\alpha \beta} \) term in equation (2.2). Moreover, our choice of branch is guided by the behaviour of the pseudo-energies for the equilibrium state. We choose the branch of \( \log S_{\alpha \beta} \) and the range of momentum \( p_{\alpha} \) so that the counting function is continuous about the minimum of \( \epsilon_{\alpha} \).

Let us be specific about the strings we will consider. For strings with rapidity variable defined on \( \mathbb{R} \) we assume that the pseudo-energy is even, and monotonic on the interval \((0, \infty)\). Then there are two cases, and we give explicit expressions for the phase in each

- **Type 1:** \( \epsilon_{\alpha}(v) \) has a minimum at \( v = 0 \), and is increasing on the interval \((0, \infty)\),
  \[
  \frac{1}{2} \log S_{\alpha \beta}(v, t) = 2 \pi b_{\alpha \beta} + \pi c_{\alpha \beta} + \Theta_{\alpha \beta}(v - t) = \phi_{\alpha \beta}(v, t),
  \]
  and the range of \( p_{\alpha}(v) \) is chosen so that it is continuous for \( v \) along \((-\infty, \infty)\).

- **Type 2:** \( \epsilon_{\alpha}(v) \) has a minimum at \( v = \pm \infty \), and is decreasing on the interval \((0, \infty)\),
  \[
  \frac{1}{2} \log S_{\alpha \beta}(v, t) = 2 \pi b_{\alpha \beta} - \pi c_{\alpha \beta} \text{sign}(v) + \Theta_{\alpha \beta}(v - t) = \phi_{\alpha \beta}(v, t),
  \]
  and the range of \( p_{\alpha}(v) \) is chosen so that \( p_{\alpha}(-\infty) = p_{\alpha}(+\infty) \), and it is discontinuous only at \( v = 0 \).

Here

\[
\Theta_{\alpha \beta}(v) = 2 \pi \int_{0}^{v} dt \ K_{\alpha \beta}(t), \quad \kappa_{\alpha \beta} = \frac{1}{2} \Theta_{\alpha \beta}(\infty) = 1 \star K_{\alpha \beta}.
\]

\( b_{\alpha \beta} \) is an integer capturing the freedom in the choice of branch, and the \( c_{\alpha \beta} \) are defined such that \( c_{\alpha \beta} - \kappa_{\alpha \beta} \) is as close to zero as possible subject to the constraint that \( c_{\alpha \beta} \) is an even integer if \( S_{\alpha \beta}(0) = 1 \) and \( c_{\alpha \beta} \) is an odd integer if \( S_{\alpha \beta}(0) = -1 \). Note that if \( S_{\alpha \beta}(\pm \infty) = 1 \) (which is the case for rational S-matrices) then \( c_{\alpha \beta} = \kappa_{\alpha \beta} \). For type 1 strings \( \phi_{\alpha \beta}(\pm \infty, t) = \pi (c_{\alpha \beta} \pm \kappa_{\alpha \beta}) \) and the range of \( \phi_{\alpha \beta} \) is \( \phi_{\alpha \beta}(+\infty, t) - \phi_{\alpha \beta}(-\infty, t) = 2 \pi \kappa_{\alpha \beta} \).

For type 2 strings it is worth stressing that the scattering phase \( \phi_{\alpha \beta} \) is no longer in a form with this choice of the branch of \( \log S_{\alpha \beta} \). It is mildly broken so that, for models with \( c_{\alpha \beta} = \kappa_{\alpha \beta} \), the counting function and scattering phases would be continuous everywhere but at \( v = 0 \), the maximum of \( \epsilon_{\alpha} \). The jump discontinuity of the scattering phase at \( v = 0 \) is equal to \( \phi_{\alpha \beta}(0, t) - \phi_{\alpha \beta}(0, t) = 2 \pi c_{\alpha \beta} \), which is equal to \( 2 \pi \kappa_{\alpha \beta} \) if \( S_{\alpha \beta}(\pm \infty) = 1 \).

These two cases capture the behaviour of most strings of Bethe ansatz solvable models. For strings that are not captured modifications of the subsequent analysis will have to be made\(^2\).

In particular, the \( \gamma \)-particles of the Hubbard–Shastry models must be considered separately because their rapidity variable is not defined on \( \mathbb{R} \). We deal with this important case in section A.3 in the appendix. Let us remark that although the above definition for type 2 strings (2.14) may at first sight appear to be overkill it is necessary in order to correctly identify the nature of excitations of such strings, for example the hourglass-like dispersion seen in the Hubbard–Shastry B-model discussed in section 3.2.

\(^2\) For instance there are models where the counting function is not always monotonic. So long as it oscillates only a finite number of times however this should not affect the description of excitations above equilibrium.
Now consider a general excited state. Let us say that it consists of $\tilde{N}_a$ $\alpha$-strings with rapidities $\tilde{v}_{\alpha,k}$, $k = 1, \ldots, N_a$. The rapidities satisfy the same Bethe equation (2.1)

$$(-1)^{\tilde{v}_{\alpha}} = e^{iLp_{\alpha}(\tilde{v}_{\alpha,k})} \prod_{\beta} \prod_{n=1}^{N_\beta} S_{\alpha\beta}(\tilde{v}_{\alpha,k} - \tilde{v}_{\beta,n}).$$

(2.16)

The rapidities $\tilde{v}_{\alpha,k}$ of the excited state can be divided into two groups. The first group consists of rapidities with mode numbers $\tilde{I}_{\alpha,k}$ which coincide with some of the mode numbers of the particles of the reference state. They are close to the corresponding rapidities of the reference state, that is, the difference between the rapidities with the same mode number is of order $1/L$. We denote these rapidities as $v'_{\alpha,k}$, $k = 1, \ldots, N'_{a}$. The second group consists of the remaining rapidities, those which have mode numbers not coinciding with any mode number of the particles of the reference state. There are $N''_{a} = \tilde{N}_a - N'_{a}$ of strings of type $\alpha$ in this group. These rapidities will be denoted as $\tilde{v}_{\alpha}$. The reference state also contains strings with mode numbers different from any $\tilde{I}_{\alpha,k}$, the mode numbers of the particles of the excited state. These correspond to holes of the excited state and their rapidities will be denoted as $\tilde{\nu}_{\alpha}$. For a string of type $\alpha$ there are $N''_{a}$ $= N_a - N'_{a}$ of them. One can think about the excited state as being obtained by adding $N''_{a}$ strings to, and removing $N'_{a}$ strings from, the reference state. Let $N'' = \sum_{\alpha} N''_{a}$ be the total number of strings added to the reference state, and let $N' = \sum_{\alpha} N'_{a}$ be the total number of strings removed from the reference state. Thus the equation (2.16) can be rewritten in the form

$$(-1)^{\tilde{v}_{\alpha}} = e^{iLp_{\alpha}(\tilde{v}_{\alpha})} \prod_{\beta} \prod_{n=1}^{N_\beta} S_{\alpha\beta}(v'_{\alpha,k} - \tilde{v}_{\alpha,n}) \prod_{\beta} \prod_{n=1}^{N_\beta} S_{\alpha\beta}(v'_{\alpha,k} - \nu_{\beta,n}),$$

(2.17)

$$(-1)^{\tilde{v}_{\alpha}} = e^{iLp_{\alpha}(\tilde{v}_{\alpha})} \prod_{\beta} \prod_{n=1}^{N_\beta} S_{\alpha\beta}(\tilde{v}_{\alpha,n} - \tilde{v}_{\alpha}) \prod_{\beta} \prod_{n=1}^{N_\beta} S_{\alpha\beta}(\tilde{v}_{\alpha,n} - \tilde{\nu}_{\beta,n}),$$

(2.18)

where the product $\prod_{\beta} \prod_{n=1}^{N_\beta} S_{\alpha\beta}(v'_{\alpha,k} - \nu_{\beta,n})$ includes the product $\prod_{\beta} \prod_{n=1}^{N_\beta} S_{\alpha\beta}(v'_{\alpha,k} - \tilde{\nu}_{\beta,n})$, that is, it is equal to $\prod_{\beta} \prod_{n=1}^{N'_{a}} S_{\alpha\beta}(\cdot, \tilde{\nu}_{\beta,n}) \prod_{\beta} \prod_{n=1}^{N''_{a}} S_{\alpha\beta}(\cdot, \tilde{\nu}_{\beta,n})$ and reduces to $\prod_{\beta} \prod_{n=1}^{N''_{a}} S_{\alpha\beta}(\cdot, \nu_{\beta,n})$ in the thermodynamic limit.

Here we have made an implicit assumption that the mode numbers of every string in the reference state are also mode numbers of the excited state. This is justified at non-zero temperature as one can always choose the reference state so that this is the case. At zero temperature however, specifically at half-filling, it may happen that the mode number of a string in the reference state is not a mode number of the excited state, either due to a change in the range of mode numbers or an overall shift of the range of the counting function. For example if the range is decreased for an excitation and all mode numbers correspond to particles then some strings are necessarily removed, and moreover there is no excited state rapidity one can assign to them. Such situations require special care and are discussed in section 2.4.

We relate the rapidities of the reference state Bethe roots to those with corresponding mode number in the excited state through

$$\tilde{v}_{\alpha,k} = v_{\alpha,k} = \frac{\sigma_{\alpha} L}{2\pi} \chi_{\alpha}(v_{\alpha,k}),$$

(2.19)

Indeed the densities $\rho(v)$, $\tilde{\rho}(v)$ are related to the numbers of particles and holes with rapidity in an interval $dv$ about $v$. At non-zero temperature both the densities of particles and holes are non-trivial for all $v$ and the particles and holes within each interval $dv$ can be rearranged. Thus one can always choose a reference state at non-zero temperature such that a finite number of particles and holes have required mode numbers.
where we have introduced $\zeta_\alpha$ which are of order 1. It is possible to obtain a closed equation for $\zeta_\alpha$ by subtracting the logarithm of the Bethe equations of the ground state (2.17) from those of the excited state (2.1) for Bethe roots with the same mode number. Expanding (2.17) and taking the thermodynamic limit one obtains

$$\zeta_\alpha (\rho_\alpha + \bar{\rho}_\alpha) = \zeta_\rho \rho_\beta \star K_{\rho_\alpha} - \phi_{aa} + \phi_{at},$$

with the help of the equation for densities (2.4). Here we have taken into account that

$$S_{aa}(v)S_{aa}(-v) = 1 \Rightarrow \frac{\sigma_\beta}{2\pi i \, dt} \log S_{aa}(v - t) = -K_{\rho_\alpha}(t - v),$$

and introduced the notation

$$X_a = \sum_{j=1}^{N_a} X_{\alpha j} (\tilde{v}_{\alpha j}), \quad X_r = \sum_{j=1}^{N_r} X_{\alpha r} (\tilde{v}_{\alpha r}),$$

for any quantity $X_a$. The function $F_a = -\zeta_\alpha (\rho_\alpha + \bar{\rho}_\alpha)$, which we will refer to as the shift function [9, 10], is an important object and it satisfies the following closed equation

$$F_a = \frac{F_\beta}{1 + Y_\beta} \star K_{\rho_\alpha} + \phi_{aa} - \phi_{at}.$$

Another form of this equation which will prove useful is

$$\zeta_\alpha \rho_\alpha = \zeta_\rho \rho_\beta \star \frac{K_{\rho_\alpha}}{1 + Y_\alpha} - \frac{\phi_{aa} - \phi_{at}}{1 + Y_\alpha}.$$

**Energy.** The change in the energy of the excited state from the equilibrium state is given by

$$\Delta E = \sum_a \left( \sum_{k=1}^{N_a} e_a (\tilde{v}_{\alpha k}) - \sum_{k=1}^{N_a} e_a (v_{\alpha k}) \right) - e_a - e_t + \frac{\sigma_\alpha}{2\pi} \zeta_\alpha \rho_\alpha \star \epsilon_a' + \epsilon_t' - \epsilon_t,$$

where $\epsilon_a' = \frac{d}{dv} e_a (v)$, and summation over $\alpha$ is assumed, and we have used the notation (2.22). Differentiating the TBA equation (2.11) and integrating by parts one gets

$$\frac{\epsilon'_a}{T} = (\log Y_\alpha)' - K_{\rho_\alpha} \star (\log Y_\beta)' + \frac{\sigma_\alpha}{2\pi} \zeta_\alpha \rho_\alpha \star (\log Y_\beta)',$$

and substituting into (2.25) gives

$$\Delta E = e_a - e_t + T \frac{\sigma_\alpha}{2\pi} \zeta_\alpha \rho_\alpha \star \left( (\log Y_\alpha)' - \frac{K_{\rho_\alpha}}{1 + Y_\beta} \star (\log Y_\beta)' \right).$$

Dependence of $\Delta E$ on $\zeta_\alpha$ can be eliminated through equation (2.24) yielding

$$\Delta E = e_a - e_t + T \frac{\sigma_\alpha}{2\pi} \left( \log \left( 1 + \frac{1}{Y_\alpha} \right) \right)' \star (\phi_{aa} - \phi_{at}).$$

Then integrating by parts gives

$$\Delta E = e_a - e_t - T \log \left( 1 + \frac{1}{Y_\alpha} \right) \star \left( K_{aa} - K_{at} \right) + T \log \left( 1 + \frac{1}{Y_a^{\text{max}}} \right) \left( k_{aa} - k_{at} \right),$$

where $Y_a^{\text{max}} = Y_a (v^{\text{max}})$ is equal to $Y_a$ evaluated at the value of $v$ corresponding to the maximum of the pseudo-energy, and recall $k_{a\beta} \equiv 1 \star K_{a\beta} = \sigma_a K_{a\beta}$. Finally we use again the TBA equations (2.11) to obtain

$$\Delta E = \sum_{j=1}^{N_a} \left( \epsilon_a - T \log \left( 1 + \frac{1}{Y_\alpha^{\text{max}}} \right) k_{\rho a} \right) - \sum_{j=1}^{N_r} \left( \epsilon_r + T \log \left( 1 + \frac{1}{Y_\beta^{\text{max}}} \right) k_{\rho r} \right).$$

4. Let us remark that the jump discontinuity of $\phi_{at}$ for type 2 strings is $2\pi c_{a\beta}$, which is equal to $2\pi k_{a\beta}$ only if $S_{a\beta}(\pm \infty) = 1$. 
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Hence the dressed energy of an $\alpha$-string is

$$E_\alpha(v) = \epsilon_\alpha(v) + T \log \left( 1 + \frac{1}{Y_{\max}} \right) k_{\beta \alpha}.$$  (2.31)

Note that the last term in the formula is rapidity independent and does not contribute to the total energy in a particle–hole excitation. In previous studies of excitations at non-zero temperature, see e.g. [10], only particle–hole excitations were considered and the dressed energies were given just by the pseudo-energies $\epsilon_\alpha(v)$, and the rapidity independent term was neglected. Let us stress however that this term is important, in particular so that in limit of infinite temperature the dressed energies take their bare values $E_\alpha = \epsilon_\alpha$ as is expected. This follows as the functions $Y_\alpha$ become constant in the limit $T \to \infty$ because the driving terms drop out of the TBA equation (2.11).

**Momentum.** In a similar way the change in the momentum of the excited state from the equilibrium state is given by

$$\Delta P = \sum_{a} \left( \sum_{k} \tilde{P}_{a,k} - \sum_{k} P_{a,k} \right) \to p_a - p_\tau + \frac{1}{2\pi} \zeta_a \rho_a \star \left| \frac{dP_a}{dv} \right|.$$  (2.32)

Let us first remark that the momentum of a state is defined modulo $2\pi$ and thus, as the momentum of the reference state is fixed, the change in momentum is also defined modulo $2\pi$. To simplify expression (2.32) we substitute (2.4) into (2.20) and get

$$\frac{1}{2\pi} \zeta_a \rho_a \star \left| \frac{dP_a}{dv} \right| + \zeta_a K_{(\alpha \beta} \rho_{\beta \star} = \zeta_{\alpha \beta} \rho_{\alpha \beta} \star K_{\alpha \beta \star} - \phi_{\alpha \tau} + \phi_{\alpha \tau}.$$  (2.33)

Multiplying by $\rho_a$, integrating, and taking the sum over $a$ we find

$$\frac{1}{2\pi} \zeta_a \rho_a \star \left| \frac{dP_a}{dv} \right| = -\rho_a \star (\phi_{\alpha \tau} - \phi_{\alpha \tau}).$$  (2.34)

and thus

$$\Delta P = \sum_{j=1}^{N^\varepsilon} (p_{j \alpha} - \rho_{\beta} \star \phi_{\beta \alpha}) - \sum_{j=1}^{N^\varepsilon} (p_{j \alpha} - \rho_{\beta} \star \phi_{\beta \alpha}).$$  (2.35)

Hence we identify the dressed momentum of an added $\alpha$-string as

$$P_a = p_a - \rho_{\beta} \star \phi_{\beta \alpha}.$$  (2.36)

and a removed one with the opposite sign. The dressed momentum can be used to parametrize the strings and this is discussed in section A.2 in the appendix.

To examine the range of dressed momentum it is useful to note that

$$\left| \frac{dP_a}{dv} \right| = 2\pi (\rho_a + \bar{\rho}_a),$$  (2.37)

which is seen using equations (2.4) and (2.21). For $\alpha$-strings of type 1 the range of dressed momentum is over $(P_{\alpha}(0) - \pi (n_0 + \bar{n}_0), P_{\alpha}(0) + \pi (n_0 + \bar{n}_0))$ where $P_{\alpha}(0) = p_{\alpha}(0) + 2\pi n_0 \rho_{\beta \alpha} + \pi \rho_{\beta \alpha} \epsilon_{\beta \alpha} = 1 \star \rho_{\alpha}$ and $\bar{n}_0 = 1 \star \bar{\rho}_{\alpha}$. On the other hand for strings of type 2 the range is split into two parts. Recall that the bare momentum of a type 2 $\alpha$-string has a jump at $v = 0$ and that it increases from $p_{\alpha}(\sigma_0, 0)$ to $p_{\alpha}(\sigma_0, 0)$. The range of dressed momentum in this case is thus over $(P_{\alpha}(\sigma_0, 0), P_{\alpha}(\sigma_0, 0) + \pi (n_0 + \bar{n}_0))$ and $(P_{\alpha}(\sigma_0, 0) - \pi (n_0 + \bar{n}_0), P_{\alpha}(\sigma_0, 0))$. In general this may result in a gap in the dressed momentum.
Let us remark that the dressed momenta depend on the choice of branch of \( \log S_{b\beta} \), i.e. the \( b_{\alpha\beta} \) in equations (2.13), (2.14). Considering only strings of type 1 and 2 the dressed momenta (2.36) can be written as

\[
P_a = p_a - \rho_{\beta} \bullet \Theta_{\beta a} - \sum_{\beta \text{ of type } 1} \pi n_{\beta} c_{\beta a},
\]

where one is free to choose the integers \( b_{\beta a} \). Terms for \( c_{\beta a} \) with \( \beta \) of type 2 do not contribute as we restrict ourselves to parity invariant models and so the densities are even. It is of course possible to describe any excitation with a definite choice of \( b_{\beta a} \), e.g. one can set all \( b_{\beta a} = 0 \). However in this case some excitations would have unnatural description which would require considering particle–hole excitations with zero energy contributing only to the total momentum. For \( n_{\beta} \) irrational one can achieve any value of dressed momentum by choosing \( b_{\beta a} \) appropriately. Let us remark that one is free to choose \( b_{\beta a} \) independently for each added and removed \( \alpha \)-string and one may refer to the set \( b_{\beta a}, b_{\gamma b} \), where \( \beta \) runs over all strings that interact with the excited string, as the branch of the excitation.

**Phase shift.** Now we turn our attention to the scattering phase shift. Consider first the counting function for an \( \alpha \)-string of the excited state

\[
L \sigma_{a} \tilde{z}_{a}(v) = \pi \psi_{a} + LP_{a}(v) + \phi_{a}(v) - \phi_{at}(v) + \sum_{\beta} \sum_{n=1}^{N_{j}} \phi_{a\beta}(v, v_{\beta, a}'),
\]

Expanding \( v_{\beta, a}' \) in the final term about its equilibrium value, replacing the sums by integrals, and noting equations (2.20), (2.36), one gets

\[
L \sigma_{a} \tilde{z}_{a} = \pi \psi_{a} + LP_{a} + F_{a}.
\]

Recall that \( F_{a} \) here is the shift function which is determined through the closed set of equations (2.23). Exponentiating equation (2.40) and evaluating it at a rapidity \( v \) corresponding to a mode number of the excited state it takes the form

\[
1 = e^{LP_{a} e^{i(F_{a} + \pi \psi_{a})}}.
\]

An added \( \alpha \)-string with rapidity \( v \) has dressed momentum \( P_{a}(v) \) and so its scattering phase shift is \( \delta_{a} = F_{a}(v) + \pi \psi_{a} \). Similarly a removed \( \alpha \)-string with rapidity \( v \) has dressed momentum \(-P_{a}(v) \) and so its scattering phase shift is \( \delta_{a} = -F_{a}(v) - \pi \psi_{a} \). Clearly the phase shifts \( \delta \) are defined modulo \( 2\pi \).

As the equations (2.23) are linear it is natural to introduce the set of functions \( \Phi_{a\beta}(v, t) \) satisfying the following system of equations

\[
\Phi_{a\beta} = \phi_{a\beta} + \Phi_{v\beta} \frac{1}{1 + Y_{\beta}} \bullet K_{\gamma a},
\]

where it is understood that \( \left( \frac{\Phi_{a\beta}}{1 + Y_{\beta}} \bullet K_{\gamma a} \right)(v, t) = \int dw \frac{\Phi_{a\beta}(w, t)}{1 + Y_{\gamma}(w)} K_{\gamma a}(w, v) \). Then \( F_{a} = \Phi_{a\beta} - \Phi_{a\gamma} \) and hence we refer to the \( \Phi_{a\beta} \) as dressed scattering phases. In terms of these functions equation (2.41) takes the following physically intuitive form

\[
(-1)^{\psi_{a}} = e^{iP_{a}(v)L} \prod_{j=1}^{N_{a}} e^{i\Phi_{a\gamma}(v, \tilde{v}_{\gamma j})} \prod_{j=1}^{N_{a}} e^{-i\Phi_{\alpha j}(v, \tilde{v}_{\alpha j})}.
\]

It is worth mentioning that the dressed scattering phases are in general not of a difference form, and in particular \( \Phi_{a\beta}(v, v) \neq 0 \). This is a reflection of the fact that an excitation has nontrivial scattering with the equilibrium state.
Charge Each chemical potential appearing in the model is related to a conserved quantity and a corresponding charge. For a given chemical potential $\mu$ let us denote the corresponding bare charge$^5$ carried by an $\alpha$-string as $W_\alpha = -\frac{\omega_\alpha}{\pi}$. Furthermore let us introduce an object $\omega_\alpha = -\frac{\omega_\alpha}{\pi}$, which we call the pseudo-charge of an $\alpha$-string. It satisfies the following set of integral equations

$$\omega_\alpha = W_\alpha + \omega_\beta \frac{K_{\mu_\alpha}}{1 + Y_\beta}. \tag{2.44}$$

The change in the total charge of the excited state from the equilibrium state is

$$\Delta W = \sum_\alpha \left( \sum_{k=1}^{N_\alpha} W_\alpha (v_{\alpha,k}) - \sum_{k=1}^{N_\alpha} W_\alpha (v_{\alpha,k}) \right) \rightarrow w_\alpha - w_\alpha + \frac{\sigma_\alpha}{2\pi} \zeta_\alpha \rho_\alpha \ast W'_\alpha, \tag{2.45}$$

where here we are being formal as $w_\alpha$ has no rapidity dependence. Indeed the final term is zero, but let us further analyse it nevertheless. Recalling that $\zeta_\alpha \rho_\alpha = -\frac{\rho_\alpha}{1 + Y_\alpha}$, we have

$$\zeta_\alpha \rho_\alpha \ast W'_\alpha = -\frac{F_\alpha}{1 + Y_\alpha} \ast W'_\alpha = -\frac{F_\alpha}{1 + Y_\alpha} \ast \omega_\alpha' + \frac{F_\alpha}{1 + Y_\alpha} \ast K_{\mu_\beta} \ast \left( \frac{\omega_\beta}{1 + Y_\beta} \right)'$$

$$= -\frac{F_\alpha}{1 + Y_\alpha} \ast \omega_\alpha' + \frac{F_\alpha}{1 + Y_\alpha} \ast \left( \omega_\alpha \frac{1}{1 + Y_\alpha} \right)' + E_\alpha \ast \left( \frac{\omega_\alpha}{1 + Y_\alpha} \right)'$$

Here $\omega_\alpha^{\text{max}} = \omega_\alpha(v^{\text{max}})$ is defined similarly to $Y_\alpha^{\text{max}}$, both functions being evaluated at the value of $v$ corresponding to the maximum of the pseudo-energy. This allows one to write the total change in charge as

$$\Delta W = \sum_{j=1}^{N_\alpha} \left( \omega_\alpha (v_\alpha) - \omega_\alpha^{\text{max}} \frac{k_{\alpha_\alpha}}{1 + Y_\alpha^{\text{max}}} \right) - \sum_{j=1}^{N_\alpha} \left( \omega_\alpha (v_\alpha) - \omega_\alpha^{\text{max}} \frac{k_{\alpha_\alpha}}{1 + Y_\alpha^{\text{max}}} \right)$$

$$+ \frac{\sigma_\alpha}{2\pi} F_\alpha \omega_\alpha \ast \left( \frac{1}{1 + Y_\alpha} \right)'$$

We would like to present an interpretation of this change as

$$\Delta W = \sum_{j=1}^{N_\alpha} W_\alpha (v_\alpha) - \sum_{j=1}^{N_\alpha} W_\alpha (v_\alpha) + \Delta W_{\text{ind}}. \tag{2.46}$$

Here the excited strings are assigned a dressed charge

$$W_\alpha (v) = \omega_\alpha (v) - \frac{\omega_\alpha^{\text{max}}}{1 + Y_\beta^{\text{max}}} k_{\mu_\alpha} = -\frac{\partial E_\mu}{\partial \mu}, \tag{2.47}$$

that they carry, while the final term

$$\Delta W_{\text{ind}} = \frac{\sigma_\alpha}{2\pi} F_\alpha \omega_\alpha \ast \left( \frac{1}{1 + Y_\alpha} \right)' \tag{2.48}$$

is understood as an induced charge of the system. An interesting feature here is that the dressed charge carried by an excited string depends in general on the string’s rapidity. In the limit of infinite temperature the functions $Y_\alpha$ become constant and the dressed charges take their bare values while the induced charge goes to zero. The zero temperature limit will be discussed in the next section where it is seen that the induced charge resides at the edge of the Fermi sea.

$^5$ For models where a magnetic field $B$ enters as a chemical potential the bare spin of an $\alpha$-string is generally given by $-\frac{1}{2} \frac{\partial \omega_\alpha}{\partial \mu}$.\end{quote}
The above is the interpretation we shall adopt in this paper but let us mention that the final term in equation (2.46) can be redistributed among the added and removed roots using $F_\alpha = \Phi_\alpha - \Phi_{\alpha r}$. In particular, integrating by parts this final term one obtains back

$$\Delta W = \sum_{j=1}^{N_a} w_{a_j} - \sum_{j=1}^{N_r} w_{r_j},$$

(2.49)

via the curious identity

$$\frac{\omega_\beta}{1 + Y_\beta} \ast K_{\beta a} = \frac{\sigma_a}{2\pi} \frac{1}{1 + Y_\beta} \ast (\omega_\beta \Phi_{\beta a})'.$$

(2.50)

One may wonder why we insist on the interpretation of equation (2.46) over that of equation (2.49). These are two ways of interpreting $\Delta W$ that imply different physics. That the change in charge can be split as in equation (2.46) and that the dressed charge is related to the dressed energy as $W = -\frac{dE}{d\mu}$ is quite convincing. An important factor also is that spin–charge separation has been observed experimentally [19] and to account for it requires an understanding of the dressing of charge that extends to non-zero temperatures. equation (2.49) does not provide this.

### 2.4. Zero temperature

Now we turn our attention to the limit of zero temperature. This is a special limit as the nature of excitations may change. In section 3.2 the zero temperature limit of the Hubbard–Shastry B-model is examined in detail and much of what is indicated here is made precise.

In the limit $T \to 0$ we see that the functions $Y_\alpha$ become singular

$$\lim_{T \to 0} \epsilon_\alpha (v) < 0 \Leftrightarrow \lim_{T \to 0} Y_\alpha (v) = 0 \Rightarrow \lim_{T \to 0} \tilde{\rho}_\alpha (v) = 0,$$

$$\lim_{T \to 0} \epsilon_\alpha (v) > 0 \Leftrightarrow \lim_{T \to 0} Y_\alpha (v) = \infty \Rightarrow \lim_{T \to 0} \rho_\alpha (v) = 0.$$

(2.51)

Thus the pseudo-energies $\epsilon_\alpha$ are better quantities to work with and in terms of them the TBA equations (2.11) reduce to

$$\epsilon_\alpha = \epsilon_\alpha + \epsilon_\beta \ast Q_\beta K_{\beta a}.$$

(2.52)

Here the subscript on the convolution indicates that the region of integration should be restricted to an interval $Q_\beta$, which is the subinterval of $I_\beta$ for which $\epsilon_\beta < 0$. We say that an $\alpha$-string is at half-filling if $Q_\alpha = I_\alpha$, which implies from (2.51) that there are no holes in the ground state for such strings.

First consider the situation when all strings are away from half-filling. Here the problem mentioned in the paragraph above equations (2.17), (2.18) does not arise and the zero temperature limit of the formalism for excitations above equilibrium is straightforward. The total change in energy for an excitation, given by (2.30), reduces to

$$\Delta E = \sum_{j=1}^{N_a} \epsilon_{a_j} (\tilde{v}_{a_j}) - \sum_{j=1}^{N_r} \epsilon_{r_j} (\tilde{v}_{r_j}),$$

(2.53)

as for each string at less than half-filling $\epsilon_{a_{\text{max}}} > 0$ implies $Y_{a_{\text{max}}} = \infty$. This is the familiar picture in which the pseudo-energies play the role of the dressed energies.

Similarly the change in charge (2.46) becomes

$$\Delta W = \sum_{j=1}^{N_a} \omega_{a_j} (\tilde{v}_{a_j}) - \sum_{j=1}^{N_r} \omega_{r_j} (\tilde{v}_{r_j}) + \Delta W_{\text{ind}},$$

(2.54)
To examine the induced charge, let us denote the boundaries of $Q_\alpha$ by $\pm q_\alpha$, and so for type 1 strings one has $Q_\alpha = (-q_\alpha, q_\alpha)$ and

$$
\Delta W_{\text{ind}} = \frac{\sigma_\alpha}{2\pi} \zeta_\alpha (q_\alpha) \rho_\alpha (q_\alpha) \omega_\alpha (q_\alpha) - \frac{\sigma_\alpha}{2\pi} \zeta_\alpha (-q_\alpha) \rho_\alpha (-q_\alpha) \omega_\alpha (-q_\alpha).
$$

(2.55)

Recalling (2.19) we see that the induced charge is due to the shift of the rapidities corresponding to the boundaries of the intervals $Q_\alpha$. This can be understood as a back-reaction of the density, which here at zero temperature occurs at the edge of the Fermi sea. For type 2 strings the picture is the same.

Now we turn to the situation of having some strings in the ground state at half-filling, let us say that $\epsilon_{\gamma, \text{max}} \leq 0$ for some $\gamma$-strings. Here one must be careful to only consider excitations for which the $\tilde{N}_\gamma$ satisfy the selection rules (2.7) as there are no holes for $\gamma$-strings. Put another way, some of the $\gamma$-strings in the ground state may have no corresponding mode number in the excited state, due to a decrease in the range of mode numbers, and are thus necessarily removed. On the other hand an increase in the range of mode numbers will mean that there are some holes in the excited state that do not correspond to removed strings and are thus not dynamical. This situation requires one to reconsider the nature of the excitations.

Let us outline a convenient prescription for dealing with excitations that change the range of mode numbers of strings which are at half-filling. If the range increases we choose to consider only excitations for which all the extra mode numbers are filled. In our terminology this means that in such an excitation these extra mode numbers always correspond to added strings and thus all holes of the excited state correspond to removed strings. Obviously if the range decreases in an excitation then the removed mode numbers always correspond to removed strings. We refer to such added and removed strings as singular strings. Such singular strings have rapidities that approach $v_{\text{max}}$ in the limit $L \to \infty$ because they correspond to mode numbers at the edges of the range. We refer to the remainder of the added and removed strings as physical strings. Note that this prescription does not limit the freedom to capture all possible excitations. Indeed any excitation for which not all the extra mode numbers are filled can be considered as a limit of an allowed excitation where the rapidities of the necessary number of physical removed strings approach $v_{\text{max}}$.

An excitation could also result in an overall shift of the mode numbers. This would correspond to the removal of some singular strings at one end of the range and the addition of singular strings at the other. It can be seen however, that for each of the quantities of interest to us, that this transfer of singular strings is not important.

Let us thus break the added and removed strings into two types, physical and singular

$$
N^\alpha_\gamma = N^{\text{pa}}_\gamma + N^{\text{sa}}_\gamma, \quad N^\gamma = N^{\text{pf}}_\gamma + N^{\text{sf}}_\gamma,
$$

(2.56)

where we use p and s to denote physical and singular respectively. Let us further denote the changes in numbers of physical and singular strings as

$$
\delta N^{\text{p}}_\gamma = N^{\text{pa}}_\gamma - N^{\text{pf}}_\gamma, \quad \delta N^{\text{s}}_\gamma = N^{\text{sa}}_\gamma - N^{\text{sf}}_\gamma.
$$

(2.57)

Then our prescription is that

$$
\delta N^{\gamma}_p = k_{\gamma, \beta} \delta N^{\beta}_p + k_{\gamma, \gamma'} \delta N^{\gamma'}_p,
$$

(2.58)

where the right hand side here is the change in the range of mode numbers of $\gamma$-strings found from equation (2.6), and we use $\gamma'$ as a dummy index to make it clear that the sum is only over strings which are at half-filling. Let us remark that there may be a restriction on the number of physical roots one can excite as only solutions to equation (2.58) for which $\delta N^{\gamma}_p$ is an integer for each half-filled string are allowed.
Now consider again the change in energy formula (2.30) which here takes the form
\[
\Delta E = \sum_{j=1}^{N^p} (\epsilon_\alpha (\tilde{v}_\alpha) - \epsilon_\alpha^{\text{max}} k_{\gamma_\alpha}) - \sum_{j=1}^{N^h} (\epsilon_\gamma (\tilde{v}_\gamma) - \epsilon_\gamma^{\text{max}} k_{\gamma_\gamma}), \tag{2.59}
\]

Splitting the strings between their physical and singular subsets this becomes
\[
\Delta E = \sum_{j=1}^{N^p} \epsilon_\alpha (\tilde{v}_\alpha) - \sum_{j=1}^{N^p} \epsilon_\gamma (\tilde{v}_\gamma) - \epsilon_\gamma^{\text{max}} k_{\gamma_\gamma} \delta N^p_\gamma + \epsilon_\alpha^{\text{max}} \delta N^p_\alpha - \epsilon_\gamma^{\text{max}} k_{\gamma_\gamma} \delta N^p_\gamma,
\]
\[
\Delta E = \sum_{j=1}^{N^p} \epsilon_\alpha (\tilde{v}_\alpha) - \sum_{j=1}^{N^p} \epsilon_\gamma (\tilde{v}_\gamma), \tag{2.60}
\]
where all the constant terms have cancelled due to (2.58). The singular strings may also have non-zero dressed momentum and non-trivial dressed scattering. These can be redistributed among the physical strings according to the solution of (2.58). For example, if the solution to equation (2.58) is \(\delta N^p_\gamma = f_{\gamma_\gamma} \delta N^p_\gamma\) then the dressed momentum and dressed scattering take the following form for the half-filled phase
\[
\begin{align*}
\Phi_{\alpha\beta}^{\text{d}}(e^\gamma, f_{\gamma_\gamma}) &= \Phi_{\alpha\beta}(e^\gamma, f_{\gamma_\gamma}) + \Phi_{\alpha\gamma}(e^\gamma, f_{\gamma_\gamma}) f_{\gamma_\gamma}.
\end{align*}
\]
Finally let us consider again the change in charge. As for the energy, the contributions of the singular roots cancel all constant terms appearing in the dressed charge (2.47). Also the derivative in (2.48) is zero at zero temperature for half-filled strings and so such strings do not give rise to an induced charge of the system. The formula for the change in charge thus takes the form
\[
\Delta e = \sum_{j=1}^{N^p} \alpha_\alpha (\tilde{v}_\alpha) - \sum_{j=1}^{N^p} \alpha_\gamma (\tilde{v}_\gamma) + \Delta e^{\text{ind}}_{\alpha\beta},
\]
where \(\Delta e^{\text{ind}}_{\alpha\beta}\) denotes the induced charge due to the back-reaction of the strings which are away from half-filling.

2.5. Summary of the excited state formalism

Let us summarize the main features of the excited state formalism developed in this section. In the thermodynamic limit the Bethe equations become the equations for densities (2.4). Requiring the free energy to be minimized yields the TBA equations (2.11). This closed set of nonlinear integral equations on \(\frac{\tilde{v}_\alpha}{\bar{h}_\alpha}\) allows one to determine the equilibrium densities. Excitations of a finite number of strings above the equilibrium state can be investigated by examining the shifts of the roots (2.19) arising due to an excitation. These shifts also satisfy a closed set of nonlinear integral equations (2.20), and with the aid of these equations all the features of an excitation can be extracted.

Let us clear the notations of the previous subsections and parametrize an excited state by \(N^p\) added particles with rapidities \(\nu_k\), \(k = 1, \ldots, N^p\), and by \(N^h\) holes with rapidities \(\nu_h\), \(k = 1, \ldots, N^h\). Here the indices \(p_k\) and \(h_k\) include the information of the type of string. The excitation can be encoded in a set of Bethe equations for which the pseudo-vacuum is the equilibrium state
\[
(-1)^{N^p} = e^{i\Phi_{\nu_k}(\nu_k)} \prod_{j=1}^{N^p} e^{i\Phi_{\nu_k}(\nu_k, \nu_j)} \prod_{j=1}^{N^h} e^{-i\Phi_{\nu_k}(\nu_k, \nu_j)}, \tag{2.62}
\]
Let us stress that these Bethe equations are only valid for large \( L \). The momentum is given through equation (2.36)

\[
P_a = p_a - \rho \beta \Phi_{\beta \alpha} \quad \text{for particle excitations,}
\]

(2.64)

\[
P_a = -p_a + \rho \beta \Phi_{\beta \alpha} \quad \text{for hole excitations,}
\]

(2.65)

and the scattering phases \( \Phi_{\alpha \beta} \) are determined through the closed set of equations (2.42). Due to interactions with the equilibrium state the energy of each excited root gets dressed (2.31)

\[
E_a = \epsilon_a + T \log \left( 1 + \frac{1}{Y_{\alpha}^{\max}} \right) k_{\beta \alpha} \quad \text{for particle excitations,}
\]

(2.66)

\[
E_a = -\epsilon_a - T \log \left( 1 + \frac{1}{Y_{\alpha}^{\max}} \right) k_{\beta \alpha} \quad \text{for hole excitations.}
\]

(2.67)

Here \( \epsilon_a = T \log Y_{\alpha} \) are the pseudo-energies and the constants \( Y_{\alpha}^{\max} \) and \( k_{\alpha \beta} \) are defined after equation (2.29). Similarly, for a conserved quantity the corresponding charge of each excited root gets dressed and is given by (2.47)

\[
W_a = \omega_a - \frac{\omega_{\beta}^{\max}}{1 + Y_{\beta}^{\max}} k_{\beta \alpha} = -\frac{dE_a}{d\mu} \quad \text{for particle excitations,}
\]

(2.68)

\[
W_a = -\omega_a + \frac{\omega_{\beta}^{\max}}{1 + Y_{\beta}^{\max}} k_{\beta \alpha} = -\frac{dE_a}{d\mu} \quad \text{for hole excitations,}
\]

(2.69)

where \( \omega_a \) are the pseudo-charges determined through the closed set of equations (2.44) and the constant \( \omega_{\alpha}^{\max} \) is defined above equation (2.46). The total change in charge for the excitation also has a contribution \( \Delta W_{\alpha \beta} \) given in equation (2.48). This is an induced charge of the system that is not carried by the excited roots, but rather is due to a back-reaction of the densities.

In the limit of infinite temperature \( T \to \infty \) the dressed energy and dressed charge take their bare values as one expects. The limit of zero temperature \( T \to 0 \) requires special attention and is discussed in detail in section 2.4. If some strings are at half-filling there may be restrictions on allowed excitations given through equation (2.58) and their nature may be altered. Regardless of whether this is necessary the dressed energy and dressed charge of excited roots take their pseudo values in the zero temperature limit.

### 3. Hubbard–Shastry models

Now we wish to examine the excitations of the Hubbard–Shastry models. An introduction to these models can be found in [3], as well as an overview of their equilibrium state. We will focus here on the A- and B-models as the excitations of the Hubbard model have been investigated elsewhere, see for example [5] and references therein. Not alone are these models of great interest but also the B-model in particular provides a good illustrative example for the application of the formalism developed in section 2. We will restrict our attention to excitations at zero temperature.
We begin with a brief review of the Hubbard–Shastry A- and B-models. Let us first write the following general Hamiltonian for a one-dimensional lattice of length $L$:

$$H = \sum_{j=1}^{L} (T_{j,j+1} + \kappa_H V_{j,j+1}^H + \kappa_C V_{j,j+1}^{CC} + \kappa_S V_{j,j+1}^{SS} + \kappa_P V_{j,j+1}^{PH} ) - \mu N - 2BS^z,$$

$$T_{j,k} = -\sum_{\sigma} c_{j,\sigma}^{\dagger} c_{k,\sigma} (1 + \tau_{11} n_{j,-\sigma} + \tau_{12} n_{j,-\sigma} + \tau_{13} n_{j,-\sigma} n_{k,-\sigma} )$$

$$+ c_{k,\sigma}^{\dagger} c_{j,\sigma} (1 + \tau_{21} n_{j,-\sigma} + \tau_{22} n_{k,-\sigma} + \tau_{23} n_{j,-\sigma} n_{k,-\sigma} ). \quad (3.1)$$

Here the canonically anticommuting fermionic operators $c_{j,\sigma}^{\dagger}$ create and $c_{j,\sigma}$ annihilate electrons of spin $\sigma = \uparrow$ or $\sigma = \downarrow$ at the $j$th site of the lattice. The operator $n_{j,\sigma} = c_{j,\sigma}^{\dagger} c_{j,\sigma}$ is the local particle number operator for electrons of spin $\sigma$ at site $j$, $\mu$ is the chemical potential and $N = \sum_{j=1}^{L} n_{j,\uparrow} + n_{j,\downarrow}$, and $B$ is a magnetic field coupling to the $z$-component of the spin operator $S^z = \frac{1}{2} \sum_{j=1}^{L} n_{j,\uparrow} - n_{j,\downarrow}$. The respective Hubbard, charge-charge, spin–spin and pair hopping interactions are

$$V_{j,k}^H = \frac{1}{2} \left( n_{j,\downarrow} - \frac{1}{2} \right) \left( n_{k,\downarrow} - \frac{1}{2} \right) + \frac{1}{2} \left( n_{j,\uparrow} - \frac{1}{2} \right) \left( n_{k,\uparrow} - \frac{1}{2} \right) - \frac{1}{4},$$

$$V_{j,k}^{CC} = \eta_{j} \eta_{k} - \frac{1}{2} = \frac{1}{2} ( n_{j,\downarrow} + n_{k,\downarrow} - 1)(n_{j,\uparrow} + n_{k,\uparrow} - 1) - \frac{1}{2},$$

$$V_{j,k}^{SS} = \frac{1}{2} \left( S_j^z S_k^z + S_j^\dagger S_k^\dagger \right) + S_j^\dagger S_k^\dagger = \frac{1}{2} \left( c_{j,\downarrow}^{\dagger} c_{k,\downarrow}^{\dagger} c_{k,\downarrow} c_{j,\downarrow} + c_{j,\uparrow}^{\dagger} c_{k,\uparrow}^{\dagger} c_{k,\uparrow} c_{j,\uparrow} \right) + \frac{1}{2} \left( n_{j,\uparrow} - n_{k,\uparrow} \right) \left( n_{j,\downarrow} - n_{k,\downarrow} \right),$$

$$V_{j,k}^{PH} = \frac{1}{2} ( \eta_{j} \eta_{k}^\dagger + \eta_{j}^\dagger \eta_{k} ) = \frac{1}{2} \left( c_{j,\downarrow}^{\dagger} c_{k,\uparrow}^{\dagger} c_{k,\uparrow} c_{j,\downarrow} + c_{j,\uparrow}^{\dagger} c_{k,\downarrow}^{\dagger} c_{k,\downarrow} c_{j,\uparrow} \right).$$

The A-model and B-models each have one free coupling constant $v$ that is related to the parameters given in (3.1) as

$$\kappa_H = \frac{2 \cosh 2v}{\cosh v}, \quad \kappa_C = -\kappa_S = \kappa_P = \frac{2}{\cosh v},$$

$$\tau_{11} = \tau_{12} = -1 - i \tanh v, \quad \tau_{21} = \tau_{22} = -1 + i \tanh v, \quad \tau_{13} = -\tau_{23} = 2i \tanh v,$$

for the A-model, and

$$\kappa_H = -\kappa_C = \kappa_S = \kappa_P = 2 \tanh v,$$

$$\tau_{11} = \tau_{12} = \tau_{11} = \tau_{12} = -1 + \text{sech } v, \quad \tau_{13} = \tau_{23} = -2 \tau_{11},$$

for the B-model.

Now we present the models in their diagonalized form which is how we will view them in this paper. Here it is more convenient to reparametrize the coupling constant as

$$u = \sinh v.$$

Their Bethe equations are [20]

$$1 = e^{i \rho(v)} \prod_{j=1}^{M} \frac{w_k - w_j - iu}{w_k - w_j + iu}, \quad k = 1, \ldots, N \leq L,$$

$$-1 = \prod_{j=1}^{N} \frac{w_k - v_j - iu}{w_k - w_j + iu} \prod_{j=1}^{M} \frac{w_k - w_j + 2iu}{w_k - w_j - 2iuy}, \quad k = 1, \ldots, M \leq \frac{N}{2}, \quad (3.2)$$

where $e^{i \rho(v)}$ for each of the models (and for completeness for the Hubbard model also) are given in table 1, along with the dispersion relations $E(p)$. Note that rapidity variable $v$ of momentum carrying roots is related to the momentum through $y = \frac{1}{2} (v + 1/y)$, and so $e^{i \rho(v)}$ is a double valued function of $v$. We refer to these roots as $y$-particles and they are discussed in detail in section A.3 in the appendix.
The string hypothesis for the behaviour of the Bethe roots in the thermodynamic limit is that each root is a member of one of the following types of strings \[18, 21\]

- \(y\)-particle: a charge 1, spin-up momentum carrying particle,
- \(M|vw\)-string: a charge 2\(M\), zero spin momentum carrying bound state,
- \(M|w\)-string: a zero charge, spin \(-M\) bound state,

where \(M\) denotes a positive integer. The momentum and the dispersion relation for the \(M|vw\)-strings are

\[
\begin{align*}
    p_{M|vw}(v) &= \sum_{j=1}^{M} p_j(v + (2j - M)i) + p_-(v - (2j - M)i), \\
    \mathcal{E}_{M|vw}(v) &= \sum_{j=1}^{M} \mathcal{E}_+(v + (2j - M)i) + \mathcal{E}_-(v - (2j - M)i),
\end{align*}
\]

and \(\sigma_1|vw = \text{sign}\left(\frac{dp_{M|vw}}{dv}\right) = -1\). Here we have adopted the clean notations of \[29\], which are compared with the more conventional notations, of say \[5\], in section A.1 in the appendix.

These strings constitute the particle content of the model in the thermodynamic limit and they are summarized in figure 1. Re-writing the Bethe equations in terms of the string solutions they take the form\[6\]

\[
1 = e^{iL_p(y,k)} \prod_{M=1}^{N_{M|vw}} S_M(v_{j,k} - v_{M,j}) \prod_{N=1}^{N_{N|vw}} S_N(v_{j,k} - w_{N,l}).
\]

\[6\] These correct a minor error in equations (A.11)–(A.13) of \[3\].
The $S$-matrices are given in section A.1 in the appendix. These are the string Bethe equations which represent the starting point, equation (2.1), of the formalism developed in section 2.

There are two conserved quantities corresponding to charge and spin, and their respective chemical potentials are $\mu$ and $B$. The energies carried by the strings are influenced by these chemical potentials and are

\[
\begin{align*}
\epsilon_y &= \mathcal{E}_y - \mu - B, \\
\epsilon_M|_{vw} &= \mathcal{E}_{M|vw} - 2M\mu, \\
\epsilon_M|_{w} &= 2MB.
\end{align*}
\]

We denote the bare charge of an $\alpha$-string by $w^\alpha_C = -\partial e^\alpha / \partial \mu$ and the bare spin by $w^\alpha_s = -\frac{1}{2} \partial e^\alpha / \partial B$.

3.1. A-model

Now we examine the zero temperature excitations of the A-model. Let us first recall the ground state. This is determined by the zero temperature limit of the TBA equations (2.11)

\[
\begin{align*}
\epsilon_y &= \mathcal{E}_y - \mu - B, \\
\epsilon_M|_{vw} &= \mathcal{E}_{M|vw} - 2M\mu + \epsilon_y \oplus_Q K_M, \\
\epsilon_M|_{w} &= 2MB + \epsilon_y \oplus_Q K_M.
\end{align*}
\]

The dispersions $\mathcal{E}_y$ and $\mathcal{E}_{M|vw}$ are plotted as functions of $v$ in figure 2. The $y$-particles are the only strings which have a non-zero density and so the ground state is spin polarized. As $y$-particles have charge 1 and spin-1/2 the magnetization of the ground state is half its filling. The phase diagram is presented in figure 3. The ground state is empty in phase I as the energy cost of having electrons in the ground state is too high. In phase II $y$-particles enter the ground state and the filling increases with increasing $\mu$, up to the boundary with phase III where the ground state becomes half-filled. Analysing the TBA equations (3.5) one can see that the $M|vw$-strings are type 1 strings while the $M|w$-strings are of type 2. The $y$-particles should...
Figure 3. A model: zero temperature phase diagram in the $\mu B$-plane. The phases identified are: (I) empty band, (II) partially filled and spin polarized band, (III) half-filled and spin-polarized band. The line separating phases I and II is $\mu + B = 2 - 2\sqrt{1 + u^2}$, and the line separating phases II and III is $\mu + B = -2 - 2\sqrt{1 + u^2}$.

be treated as type 1 strings as discussed in section A.3 in the appendix and so the phase shifts are

$$\phi_{y,M|vw}(v, t) = \pi b_{y,M|vw} + \Theta_M(v - t), \quad \phi_{y,M|v}(v, t) = \pi b_{y,M|v} + \Theta_M(v - t),$$

and the dressed momenta are

$$P_y = p_y, \quad P_{M|vw} = P_{M|v} - \frac{dp_y}{dv} \Theta_M - \pi n_y(2b_{y,M|vw} + 1),$$

$$P_{M|v} = -\frac{dp_y}{dv} \Theta_M - \pi n_y(2b_{y,M|v} + 1),$$

while the dressed energies are branch independent and simplify to

$$\epsilon_y = \epsilon_y - \mu - B, \quad \epsilon_{M|vw} = -2M\mu, \quad \epsilon_{M|v} = -\epsilon_{M|v} + 2MB, \quad \epsilon_{M|v} = -\epsilon_{M|w} + 2MB,$$

while the dressed momenta are branch independent and simplify to

$$P_y = p_y, \quad P_{M|vw} = 0, \quad P_{M|v} = -P_{M|w}.$$

Here the identities (A.8) have been used. The dressed charge and spin are equal to their bare values. Thus the $y$-particles behave as electrons and are gapped, and so there is an energy cost to remove them from the ground state. Their dressed energy and momentum take their bare values and so are related as

$$\epsilon_y = -2 \cos P_y - 2\sqrt{1 + u^2} - \mu - B.$$ 

The 1|w-string is the magnon and the M|w-strings are their bound states. In $B = 0$ magnetic field they have quadratic dispersion at low energies, $\epsilon_{M|w} \sim \frac{1 + u^2}{M} p_{M|w}^2$, while in a $B > 0$ magnetic field they are gapped. The M|vw-strings are not dynamical. In the strong coupling $u \to \infty$ limit the energy gap for removing an electron goes to infinity and the physics becomes that of the ferromagnetic spin chain\(^8\) [3].

Now we consider excitations above phase II where the filling ranges between 0 and 1. The dressed energies are given by (3.5) and the dressed momentum by (3.6), and here the choice of branch becomes important. For convenience we choose $b_{y,M|v} = 0$, $b_{y,M|w} = -1$.

\(^8\) The ferromagnetic spin-chain Hamiltonian appears at order $1/u$ and so it is necessary to rescale the energies appropriately.
for all $M$. The range of dressed momentum is then $(-\pi, \pi)$ for $y$-particles, $(0, 2\pi - 2\pi n_y)$ for $M|vw$-strings and $(0, 2\pi n_y)$ for $M|w$-strings. These should be considered modulo $2\pi$ and it is convenient to plot the dressed momentum of the $M|vw$-strings and the $M|w$-strings in the range $(0, 2\pi)$. It should be kept in mind that the other branches of the excitations are obtained by shifts of $2\pi n_y$. Plots of dressed energy as functions of dressed momentum for $y$-particles, $M|w$-strings and $M|vw$-strings for various fillings at $B = 0$ and $u = 1$ are given in figures 4 and 5. The velocity can easily be read from the plots as it is the derivative of dressed energy with respect to dressed momentum. Away from half-filling the dressed charge and spin of some strings gain dependence on rapidity. They are given by

\[
\omega^c_y = 1, \quad \omega^c_{M|vw} = 2M - W_M, \quad \omega^c_{M|w} = -W_M, \\
\omega^s_y = \frac{1}{2}, \quad \omega^s_{M|vw} = -\frac{1}{2}W_M, \quad \omega^s_{M|w} = -M - \frac{1}{2}W_M,
\]

(3.10)

where $W_M(v) = -1 \otimes Q$, $K_M$ is a non-negative function that goes to zero both at half-filling and zero filling. We see that the $y$-particle behaves as an electron in this phase also, but that it is now gapless. In $B = 0$ magnetic field the $M|w$-strings retain their quadratic dispersion away from half-filling but they are no longer pure spin, they gain charge opposite to that of an electron as their energy increases. The dressed spin and charge of a $1|w$-string is plotted as a function of its dressed momentum for various fillings at $B = 0$ and $u = 1$ in figure 5. In a $B > 0$ magnetic field the $M|w$-strings become gapped. The $M|vw$-strings become dynamical in phase II but they are gapped throughout.
3.2. B-model

Now we discuss the zero temperature excitations of the B-model. Let us begin again by recalling the ground state. The zero temperature TBA equations are

\[ \begin{align*}
\epsilon_y &= \mathcal{E}_y - \mu - B - \epsilon_{1|vw} \star Q_{1|vw} K_1, \\
\epsilon_{M|vw} &= \mathcal{E}_{M|vw} - 2M\mu + \epsilon_y \oplus Q_y K_M - \epsilon_{1|vw} \star Q_{1|vw} K_{1M*}, \\
\epsilon_{M|w} &= 2MB + \epsilon_y \oplus Q_y K_M. 
\end{align*} \] (3.11)

The dispersions \( \mathcal{E}_y \) and \( \mathcal{E}_{1|vw} \) are plotted as functions of rapidity \( \nu \) in figure 6.

Here \( 1|vw \)-strings and \( y \)-particles are the only strings that can have non-zero densities. The phase diagram is presented in figure 7. For \( B = 0 \) there exist only \( 1|vw \)-strings and the ground state has zero magnetization. In a \( B > 0 \) magnetic field some of the bound pairs get broken introducing \( y \)-particles to the ground state. From the TBA equations (3.11) one can see that the \( M|vw \)-strings are type 2 strings while the \( M|w \)-strings are of type 1, and the \( y \)-particles should be treated as type 2 strings as discussed in section A.3 in the appendix.

Let us first focus on excitations over the ground state when it is half-filled and has zero magnetization. This is the subregion of phase V where \( \mu_0 \leq \mu \leq 0 \) and \( B = 0 \). The TBA
and we observe that the excitations are spin–charge separated in this phase. The removed
operator on a state. Similarly the spinon
appearing through equation (3.11) can be solved explicitly with solution
\[ \epsilon_{1|vw} = -\mathcal{E}_y \otimes s - \mu, \quad \epsilon_{M|2|vw} = -2(M - 1)\mu, \quad \epsilon_y = \mathcal{E}_y, \quad \epsilon_{M|w} = 0. \]
(3.12)
The \( M|vw \)-strings for \( M \geq 2 \) and the \( M|w \)-strings are not dynamical. The \( 1|vw \)-strings are
the weak coupling
\( |vw \)-string because
\[ \omega_y^e = 0, \quad \omega_y^{1|vw} = 1, \quad \omega_y^{M|2|vw} = 2M - 2, \quad \omega_y^{M|w} = 0, \quad \omega_y^{s|vw} = 0, \quad \omega_y^{s|w} = -M, \]
and we observe that the excitations are spin–charge separated in this phase. The removed \( 1|vw \)-strings get dressed as holons while added \( y \)-particles get dressed as spinons. The energies and
dressed charge and spin are
\[ E_y = -\epsilon_{1|vw} = \mathcal{E}_y \otimes s + \mu, \quad P_h = -P_{1|vw} = p_y \otimes s, \]
\[ E_y = -\epsilon_{1|vw} + \epsilon_{2|vw} = \mathcal{E}_y \otimes s - \mu, \quad P_h = -P_{1|vw} + P_{2|vw} = -\pi \text{sign} \, p_y \otimes s, \]
\[ E_y = \epsilon_y = \mathcal{E}_y - \mathcal{E}_{1|vw} \otimes s, \quad P_b = P_{1|vw} = -W + p_y - P_{1|vw} \otimes s. \]
(3.17)

Here an antiholon is identified as a composite excitation of a holon and a \( 2|vw \)-string because
2|vw-string is not dynamical. Let us remark that through equations (3.12), (3.14) and (3.16)
it can be seen that its addition can also be regarded as the action of the charge \( su(2) \) raising
operator on a state. Similarly the spinon \( s \) is a composite of a spinon \( s \) and a \( 1|w \)-string. Plots of
\( E_y(P_h) \) and \( E_y(P_{1|vw}) \) are given in figure 8 for various values of \( u \). The velocities can again
easily be read from the slopes. The holons are gapped for \( \mu > \mu_0 \). The gap goes to zero in
the weak coupling \( u \rightarrow 0 \) limit while the gap has a maximal value of \( 2 - 2\log 2 \approx 0.6137 \) at
\( \mu = 0 \) in the strong coupling \( u \rightarrow \infty \) limit. The spinons are gapless and display an ‘hourglass’
dispersion. The similarity to experimental data on spinon scattering in some cuprate materials,
say figure 2 of [17], cannot go unremarked. In the strong coupling \( u \rightarrow \infty \) limit the two lower
wings join differentiably at \( \pi \) and the upper wings can be understood as the contributions of
dressed electrons on doubly occupied sites [3].
Next let us calculate the dressed scattering phases to examine the scattering of the holons and spinons. First we present explicitly the bare scattering phases

\[ \phi_{1|\nu,\mu|\nu} (v, t) = 2\pi - \pi \text{sign}(v) + \Theta_1(v-t), \]
\[ \phi_{1|\nu,\mu|\nu,2} (v, t) = 2\pi - 2\pi \text{sign}(v) + \Theta_1M(v-t), \]
\[ \phi_{1|\nu,\gamma,\nu} (v, t) = \Phi_1 (v-t), \]
\[ \phi_{1|\nu,\mu|\nu,1} (v, t) = 0, \quad \phi_{1,\gamma,\nu} (v, t) = 0, \quad \phi_{1,\gamma,\mu|\nu} (v, t) = -\pi \text{sign}(v) + \Theta_M(v-t). \]

To calculate the dressed scattering it will be necessary to redistribute the contributions of the singular strings as in equation (2.61). Solving equation (2.42) for \( \Phi_{1|\nu,\mu|\nu,1} \) and \( \Phi_{1,\gamma,\nu} \) we get

\[ \Phi_{1|\nu,\mu|\nu} (v, t) = \pi - \pi \text{sign}(v) + \Upsilon(v) + \Upsilon(v-t), \]
\[ \Phi_{1|\nu,\mu|\nu,2} (v, t) = -2\pi \text{sign}(v) + \Theta_{M-1}(v) + \Theta_{M-1}(v-t), \]
\[ \Phi_{1,\gamma,\nu} (v, t) = -\pi - \pi \text{sign}(v) - \Psi(v) - \Psi(v-t), \]
where the identity \( \pi \text{sign} K_1 = \Theta_1 \) has been used. As we are interested in the scattering phase shift, which is defined modulo 2\( \pi \), \( \text{sign}(v) \) can be dropped from (3.18). Taking into account the scattering phases of singular strings the dressed scattering phases are

\[ \Phi_{1|\nu,\mu|\nu,1}^{h.f} (v, t) = \Upsilon(v-t), \quad \Phi_{1,\gamma,\nu}^{h.f} (v, t) = \pi - \Upsilon(v-t), \]
\[ \Phi_{1|\nu,\mu|\nu}^{h,f} (v, t) = \Phi_{1,\gamma,\nu}^{h,f} (v, t) = \pi + \Psi(v-t), \]
\[ \Phi_{1|\nu,\mu|\nu,2}^{h.f}(v, t) = \pi + \Theta_{M-1}(v-t), \quad \Phi_{1,\gamma,\nu}^{h,f}(v, t) = \pi + \Theta_M(v-t), \]
\[ \Phi_{1|\nu,\mu|\nu,1}^{h.f}(v, t) = 0, \quad \Phi_{1,\gamma,\mu|\nu}^{h.f}(v, t) = 0, \quad \Phi_{1,\gamma,\mu|\nu,2}^{h.f}(v, t) = \delta_{MN}\pi + \Theta_{M+N}(v-t) - \Theta_{M+N-2}(v-t), \]
\[ \Phi_{1,\gamma,\mu|\nu,2}^{h.f}(v, t) = \delta_{MN}\pi - \Theta_{MN}(v-t). \]

Let us compute explicitly the phase shifts for the charge triplet and charge singlet excitations.

**Charge triplet: holon–holon scattering.** Here two \( 1|\nu,\mu|\nu \) with rapidities \( v_1 \) and \( v_2 \) are removed. Let us say that \( v_1 \) has a greater velocity \( \frac{dv_1}{dt} \) than \( v_2 \), and let us denote this as \( v_1 > v_2 \). Then

\[ F_{1|\nu,\mu|\nu}(v) = -\Phi_{1|\nu,\mu|\nu}^{h.f}(v, v_1) - \Phi_{1|\nu,\mu|\nu}^{h.f}(v, v_2) \]

and the phase shift is

\[ \delta_{CT} = \pi + \Upsilon(v_1 - v_2). \]
Charge singlet: holon–antiholon scattering. Here two $|uw\rangle$-strings with rapidities $v_1 > v_2$ are removed and a $2|uw\rangle$-string with rapidity $\tilde{v}$ is added. The rapidity $\tilde{v}$ of the added $2|uw\rangle$-string can be fixed through equation (2.41) using $P_{2|uw} = 0$,

$$F_{2|uw} = -\Phi_{2|uw,1|uw}^{hf}(v, v_1) - \Phi_{2|uw,1|uw}^{hf}(v - v_2) + \Phi_{2|uw,2|uw}^{hf}(v - \tilde{v})$$

$$\quad = \pi - \Theta_1(v - v_1) - \Theta_1(v - v_2) + \Theta_2(v - \tilde{v}),$$

and so $F_{2|uw}(\tilde{v}) = \pi$ gives $\tilde{v} = \frac{v_1 + v_2}{2}$. Here

$$F_{1|uw}(v) = -\Phi_{1|uw,1|uw}^{hf}(v, v_1) - \Phi_{1|uw,1|uw}^{hf}(v, v_2) + \Phi_{1|uw,2|uw}^{hf}\left(v, \frac{v_1 + v_2}{2}\right)$$

and thus

$$\delta_{CS} = \gamma(v_1 - v_2) - \Theta_1\left(\frac{v_1 - v_2}{2}\right). \quad (3.20)$$

Let us remark that these results as functions of the rapidity are the same as those of the half-filled Hubbard model, see e.g. equations (7.124) and (7.126) of [5]. The scattering shifts for the spin triplet, singlet and spin–charge excitations can be computed similarly and also agree with those of the Hubbard model, equations (7.139), (7.141) and (7.145) of [5]. Now let us consider the less than half-filled phase while still keeping $B = 0$. In figure 7 this is the portion of phase IV along the $\mu$-axis. The magnetization is zero and the filling is less than half-filling. Nevertheless, in the limit of zero energy the quasi-particles carry either spin or charge and so this is compatible with spin–charge separated wave-like excitations that one may expect in the continuum limit, as in the Luttinger liquid. Let us remark that, as can be seen from figure 9, the charge of a zero-energy $1|uw\rangle$-string becomes greater than 1 at less than half-filling and thus we expect that the charge carried by a charge–wave gets increased at reduced filling.

It is noteworthy that at $B = 0$ one can clearly see that the $1|uw\rangle$-string is a spin-singlet bound state. Let us show this. The spin singlet excitation is achieved by adding two $y$-particles
with rapidities $v_1$ and $v_2$, and adding a $1|w$-string with rapidity $w$ which we initially take to be arbitrary. The relevant dressed phase shifts are

$$
\Phi_{\gamma\gamma}(v, t) = -(K_1 \Phi_{1|w}\Phi_{1|w|w})(v, t),
$$

$$
\Phi_{1|w,w}(v, t) = -\pi \text{sign}(v) + \Theta_1(v, t) - (K_2 \Phi_{1|w}, \Phi_{1|w|w})(v, t),
$$

$$
\Phi_{\gamma,1|w}(v, t) = \pi + \Theta_1(v - t), \Phi_{1|w,w}(v, t) = \pi + \Theta_1(v - t), \Phi_{1|w,1|w}(v, t) \equiv \pi - \Theta_2(v - t).
$$

The rapidity $w$ is fixed to $w = \frac{v_1 + v_2}{2}$ by equation (24) as $P_{1|w} = 0$. The scattering phase shift is

$$
F_s(v_1) = \Phi_{\gamma\gamma}(v_1, v_1) + \Phi_{\gamma\gamma}(v_1, v_2) + \pi + \Theta_1 \left( \frac{v_1 - v_2}{2} \right). \quad (3.23)
$$

Note that $\Theta_1(\pm iu) = \pm i\infty$ and so the final term gives rise to a pole of the $S$-matrix at $v_1 = v_2 = 2i\mu$. Although the first two terms cannot be obtained explicitly it can be seen analytically that they cancel the pole through the term $\Theta_1$ in $\Phi_{1|w,w}$ for $v \in Q_{1|w}$, while for $v \notin Q_{1|w}$ the pole remains. The pole corresponds to a bound state of a $y_-$- and a $y_+$-particle as $\text{Im} P_{\gamma}(v) > 0$ for $\text{Im} v \neq 0$ and $\text{Im} P_{\gamma}(v) < 0$ for $\text{Im} v \neq 0$. The bound state, with rapidity $v$, thus corresponds to a spin singlet excitation with

$$
\begin{align*}
&v_1 = v - iu, \quad v_2 = v + iu, \quad \bar{w} = v, \\
&F_s(v_1) = \Phi_{\gamma\gamma}(v_1, v_1) + \Phi_{\gamma\gamma}(v_1, v_2) + \pi + \Theta_1 \left( \frac{v_1 - v_2}{2} \right). \quad (3.24)
\end{align*}
$$
and the changes of energy and momentum are

$$\Delta E = \epsilon_{1|vw}(v), \quad \Delta P = P_{1|vw}(v) \quad \text{for} \ v \neq Q_{1|vw}. \tag{3.25}$$

Here the identity \( K_1(v + iu - i0) + K_1(v - iu + i0) = \delta(v) + K_2(v) \) was used to obtain the energy and equation (2.36) was used to obtain the momentum. Hence the bound state is indeed an added \( 1|vw \)-string. This indicates that spin–spin interactions are responsible for the pairing of the electrons into \( 1|vw \)-strings.

Let us consider briefly the effect of a \( B > 0 \) magnetic field at half-filling, the interior of phase V in figure 7. Here there are both \( 1|vw \)-strings and \( y \)-particles in the ground state and it has a magnetization between 0 and 1/2. The \( 1|vw \)-strings are at half-filling\(^9\) and so excitations must satisfy (3.13), that is, only excitations with \( \delta N_{1|vw}^P + \delta N_{1|vw}^Q \) even are allowed. The \( 1|vw \)-strings are gapped and have dressed charge 1 while the \( y \)-particles have dressed charge zero and are gapless. The \( M \geq 2|vw \)-strings are non-dynamical while the \( M|w \)-strings are dynamical but gapped. The spin dressing equations for \( y \)-particles and \( 1|vw \)-strings are

$$\omega_y = \frac{1}{2} - \omega_{1|vw} \bullet K_1, \quad \omega_{1|vw} = \omega_y \oplus Q_y K_1 - \omega_{1|vw} \bullet Q_{1|vw} K_1 M. \tag{3.26}$$

Let us remark that \( \omega_y(\pm \infty) = 1, \omega_{1|vw}(\pm \infty) = -1/2 \) and thus at zero temperature the dressed spin jumps as soon as a magnetic field is introduced. This is true for any filling. Plots of the dressed energy and dressed spin of a \( 1|vw \)-string are given in figure 11 for various magnetizations at \( u = 1 \) and \( \mu = 0 \). The corresponding plots for \( y \)-particles are given in figure 12.

We conclude by comparing our findings to studies, respectively [22] and [23], of related models the supersymmetric \( t-J \) model [24–26] and Essler–Korepin–Schoutens (EKS) model [27, 28]. These share similar phase diagrams, indeed in the limit of strong coupling the B-model reduces to the EKS-model with coupling \( U = 4 \), and the supersymmetric \( t-J \) model also shares their common ground state. Thus the excitations are expected to be very similar and this is the case. The dressing of spin and charge of excitations, which we describe in detail, is suggested at in [22] and is not discussed in [23]. In particular we do not observe the existence of an electronic excitation carrying charge 1 and spin 1/2 for any filling as claimed in [23]. In our language the excitation they consider is understood as a \( y \)-particle and it carries these charge and spin only at zero filling where it is undressed. An interesting feature of the EKS model is the presence of gapless excitations for \( U < 4 \ln 2 \sim 2.77 \) that they call localons,

\(^9\) There are no holes for \( 1|vw \)-strings here. There are less of them than there are at \( B = 0 \) as their range of mode numbers is decreased by the presence of the \( y \)-particles.
and in our language correspond to $M|vw$-strings with $M \geq 2$. These are gapped throughout the B-model however as is to be expected due to the presence of a charge gap at half-filling. Let us comment on a difference between the B-model and its strong coupling limit related to the hourglass-like dispersion of the $y$-particles, see figures 8 and 10. In the $u \to \infty$ limit the dispersion curves split into two branches, one upper one lower, that touch tangentially at one point. These correspond to the $y_+$ and $y_-$ branches of the $y$-particle respectively. For the supersymmetric $t$–$J$ model excitations corresponding to the upper branch do not appear. For finite $u$ however the structure of the excitation is no longer of an upper and lower branch but rather of left and right moving excitations. Finally we should comment on the advantages of our formalism over those of say [22, 23]. By working directly with the Bethe strings we obtain a clear description of excitations over the pseudo-vacuum reference state instead of the somewhat unnatural reference state which is the preferred choice of [22, 23] because it makes it easier to work with Bethe roots. Furthermore, overcoming the need to deal directly with mode numbers and using dressing equation (2.44) to determine the dressing of spin and charge allowed us to straightforwardly identify the nature of the quasi-particle excitations.
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Appendix A. Appendices

A.1. Conventions, definitions and notations

Convolutions. The symbol $\bullet$ denotes the following ‘convolution’

$$ g \ast h \equiv \int_{-\infty}^{\infty} dt g(u, t) h(t, v). $$

(A.1)

If $g$ (or $h$) is a function of a single variable then one just drops $u$ (or $v$ or both), e.g. if $g = g(t)$ then $g \ast h \equiv \int_{-\infty}^{\infty} dt g(t) h(t, v)$. However, if $g$ or $h$ is a kernel defined through a function of one variable then it should be understood as $g(t, v) \equiv g(t - v)$.

In section 2 we have expressions of the form $g_{\alpha\beta} \ast h_{\beta\gamma}$ and here convolution is understood to be over the domain of the rapidity of the $\beta$-string. In section 3 we deal directly with
the Hubbard–Shastry models for which the $\gamma$-particles have a non-trivial domain of rapidity, see section A.3. We use the symbol $\otimes$ to denote a contour integral in the counter-clockwise direction around the branch cut of $x(v)$, given by equation (A.15). Explicitly, for the A-model one has

$$g_{a\gamma} \otimes h_{a\gamma} = \int_{|t| \leq 1} \frac{dt}{2\pi i} (g_{a\gamma}(u, t) h_{a\gamma}(t, v) - g_{a\gamma}(u, t) h_{a\gamma}(t, v)) = g_{a\gamma} \ast h_{a\gamma} - g_{a\gamma} \ast h_{a\gamma},$$

while for the B-model

$$g_{a\gamma} \otimes h_{a\gamma} = \int_{|t| \geq 1} \frac{dt}{2\pi i} (g_{a\gamma}(u, t) h_{a\gamma}(t, v) - g_{a\gamma}(u, t) h_{a\gamma}(t, v)) = g_{a\gamma} \ast h_{a\gamma} - g_{a\gamma} \ast h_{a\gamma},$$

where

$$g_{a\gamma}(u, t) \equiv g_{a\gamma}(u, t \pm i0), \quad h_{a\gamma}(t, v) \equiv h_{a\gamma}(t \pm i0, v),$$

and $\ast$ and $\ast$ denote convolutions with the integration over $|t| \leq 1$ and $|t| \geq 1$ respectively.

**Matching the notations and conventions.** Most of our notations and conventions come from [29], and here we compare them to those of [5].

In the Bethe ansatz we denote particles momenta as $p_j$ and auxiliary roots as $w_j$, so they are related to the ones in [5] as $p_j \leftrightarrow k_j$, $w_j \leftrightarrow \Lambda_j$.

In the string hypothesis a $M[w$-string is a $\Lambda$ string of length $M$, a $w$-particle is a $\Lambda$-string of length 1, a $M[w$-string is a $k$-$\Lambda$ string of length $M$, and $\gamma$-particles could have been called $k$-particles.

In the TBA equations the $Y$-functions are related to the ones in [5] as $Y_{M[w} \leftrightarrow \eta_M$, $Y_{M[w} \leftrightarrow \eta'_M$, $Y_+(\sin(k)) \leftrightarrow \xi(k)$, $|k| \leq \pi/2$ and $Y_+(\sin(k)) \leftrightarrow \xi(k)$, $|k| \geq \pi/2$.

**Kernels and S-matrices.** In section 3 we deal explicitly with various $S$-matrices and kernels which we list here

$$K_{M}(v) = \frac{1}{2\pi i} \frac{d}{dv} \log S_{M}(v) = \frac{1}{\pi} \frac{uM}{v^2 + u^2 M^2}, \quad S_{M}(v) = \frac{v - iuM}{v + iuM},$$

(A.2)

$$K_{MN}(v) = \frac{1}{2\pi i} \frac{d}{dv} \log S_{MN}(v) = K_{M+N}(v) + K_{N-M}(v) + 2 \sum_{j=1}^{M-1} K_{N-M+2j}(v),$$

(A.3)

$$S_{MN}(v) = S_{M+N}(v) S_{N-M}(v) \prod_{j=1}^{M-1} S_{N-M+2j}(v)^2 = S_{NM}(v),$$

(A.4)

$$s(v) = \frac{1}{2\pi i} \frac{d}{dv} \log S(v) = \frac{1}{4u \cosh \frac{\pi}{4u}}, \quad S(v) = -\tanh \left( \frac{\pi v}{4u} - \frac{i\pi}{4} \right),$$

(A.5)

Let us give also explicitly the functions $\Theta_M(v) = 2 \arctan \left( \frac{v}{uM} \right)$,

$$\Theta_{MN}(v) = \Theta_{M+N}(v) + \Theta_{N-M}(v) + 2 \sum_{j=1}^{M-1} \Theta_{N-M+2j}(v).$$

(A.6)
Some useful identities.

\[ 1 \star K_M = 1, \quad K_M \star K_N = K_{M+N}, \quad 1 \star s = \frac{1}{2}, \]
\[ K_1 - s \star K_2 = s, \quad K_{M+1} - s \star K_M - s \star K_{M+2} = 0. \quad (A.7) \]
\[
\frac{d\rho_s}{dv} \odot K_M = -\frac{dP_{\text{M}_{\text{ew}}}}{dv}, \quad \mathcal{E}_y \odot K_M = -\mathcal{E}_{\text{M}_{\text{ew}}}. \quad (A.8) \]
\[
\pi \text{sign} \star K_M = \Theta_{1M}. \quad (A.9) \]

A.2. Dressed momentum as a variable

In the text we have chosen to parametrize all quantities using the \( v \)-rapidity variable for which the \( S \)-matrices take a difference form. Here we would like to point out that parametrizing in terms of dressed momentum has some interesting features. Dressed momentum as a function of \( v \) is given in equation (2.36) as \( P_{\alpha} = p_{\alpha} - \phi_{\beta} \star \phi_{\beta\alpha} \). It is defined in terms of the density with respect to which the momentum gets dressed. By inversion one obtains \( v_{\alpha}(P) \).

The densities parametrized in terms of \( P \) are related to those parametrized in terms of \( v \) as \( \rho_{\alpha}(P) \bigg|_{\text{P}} = \frac{1}{\pi} \rho_{\alpha}(v_{\alpha}(P)) \bigg|_{\text{v}} \). It is worthwhile here to choose a different normalization for the densities so let us introduce \( \tilde{\rho}_{\alpha} = \frac{1}{\pi} \rho_{\alpha} \) and \( \tilde{\rho}_{\alpha} = \frac{1}{\pi} \tilde{\rho}_{\alpha} \). The equation for densities equation (2.4) then simplifies dramatically to

\[ \tilde{\rho}_{\alpha}(P) + \tilde{\bar{\rho}}_{\alpha}(P) = 1, \quad (A.10) \]

for the density through which the dressed momentum has been introduced, as can be seen from (2.37). Remarkably the densities are non-interacting in this parametrization. Moreover the densities are related to the functions \( Y_{\alpha} \) simply as

\[ \tilde{\rho}_{\alpha}(P) = \frac{1}{1 + Y_{\alpha}(P)}. \quad (A.11) \]

Next consider the expansion (2.19) in terms of dressed momentum. Let us define \( \tilde{\zeta}_{\alpha} \) through

\[ \tilde{P}_{\alpha,k} - P_{\alpha,k} = \frac{\tilde{\zeta}_{\alpha}(P_{\alpha,k})}{L}. \quad (A.12) \]

The closed equation for \( \tilde{\zeta}_{\alpha} \) takes the form

\[ \tilde{\zeta}_{\alpha} = \tilde{\zeta}_{\beta} \tilde{\rho}_{\beta} \star \tilde{K}_{\beta\alpha} - \phi_{\beta\alpha} + \phi_{\beta\alpha}, \quad (A.13) \]

where \( \tilde{K}_{\beta\alpha}(P, Q) = \frac{d\rho\rho_{\beta}}{dv} K_{\beta\alpha}(v_{\alpha}(P) - v_{\beta}(Q)) \), and here the shift function is just \( -\tilde{\zeta}_{\alpha} \). The dressing equations also take a nice form, for example for dressed charge one has

\[ \omega_{\alpha} = w_{\alpha} + \omega_{\beta} \tilde{\rho}_{\beta} \star \tilde{K}_{\beta\alpha}. \quad (A.14) \]

Finally, the induced charge term (2.48) becomes \( \Delta W_{\text{ind}} = -\tilde{\zeta}_{\alpha} \omega_{\alpha} \star \tilde{\rho}_{\alpha}' \), with \( \tilde{\rho}_{\alpha}' = \frac{d\tilde{\rho}}{dv} \).

A.3. The \( y \)-particles of the Hubbard–Shastry models

In this appendix we describe the \( y \)-particles of the Hubbard–Shastry models. These do not fit into the classification of strings as type 1 and type 2 in section 2 and so we indicate how the formalism developed there can be applied to them. First it is convenient to introduce the two functions

\[ x_A(v) = v + v \sqrt{1 - \frac{1}{v^2}}, \quad x_B(v) = v + i \sqrt{1 - v^2}. \quad (A.15) \]
The function \( r_A \) has a cut along \((-1, 1)\) and the function \( r_B \) has a cut along \((-\infty, -1) \cup (1, \infty)\). Let us define \( \mathcal{T}_A^{+\beta} \) and \( \mathcal{T}_B^{-\beta} \) to be respectively the upper and lower edges these cuts. For values of \( v \) on the cuts we define \( x_{A,B}(v) = x_{A,B}(v+i0) \). Then, since \( v = \frac{1}{2} (y + 1/\gamma) \), for any given \( v \) one has two possible corresponding \( y \)-roots and they can be parametrized as

\[
y_+ = x(v), \quad y_- = \frac{1}{x(v)}, \quad (A.16)
\]

so that in terms of the \( v \)-rapidity the \( y \)-roots are split into two subsets. The \( y \)-particles can thus be regarded as a string whose \( v \)-rapidity takes values on a two-sheeted Riemann surface. For the Hubbard and A-models we take \( x(v) = x_A(v) \) and so for these models \( \mathcal{I}_v = \mathcal{I}_A^+ \cup \mathcal{I}_A^- \), while for the B-model we take \( x(v) = x_B(v) \) and here \( \mathcal{I}_v = \mathcal{I}_B^+ \cup \mathcal{I}_B^- \).

Now let us address the definition of the counting function for these \( y \)-particles. As for the type 1 and type 2 strings identified in section 2, we wish to define the counting function \( z_v \) so that it is continuous everywhere except at the maximum of the pseudo-energy \( \epsilon_y \) of the \( y \)-string. This is achieved at the cost of the counting function being an increasing function of \( v \), and thus care must be taken about how the densities are defined in order to ensure that they are positive. Let us restrict ourselves to the parity invariant Hubbard–Shastry models and let us assume without loss of generality\(^{10}\) that the minimum of \( \epsilon_y(v) \) is on the edge \( \mathcal{T}_A^{+\beta} \). Then we define the counting function as

\[
L \sigma_+ z_v(v) = \pi \varphi_y + L p_y(v) + \sum_{\beta} \sum_{n=1}^{N_y} \phi_{\beta\beta}(v, \nu_{\beta,n}), \quad (A.17)
\]

where the range of \( p \) is chosen to be continuous everywhere along \( \mathcal{T}_A^{+\beta} \) except at the value \( v = v_{\text{max}} \in \mathcal{T}_A^{+\beta} \) the value of \( v \) corresponding to the maximum of \( \epsilon_y(v) \), and the scattering phases \( \phi_{\beta\beta} \) are defined as in equation (2.13) for the case \( y_+ = x_A \) and as in equation (2.14) for the case \( y_- = x_B \). For the Hubbard–Shastry models \( \sigma_+ = \text{sign}(\frac{dp}{dv}) = -1 \) and \( \sigma_- = \text{sign}(\frac{dp}{dv}) = 1 \) and so \( z_v \) is an increasing function of \( v \) for \( v \in \mathcal{T}_A^{+\beta} \) and it is a decreasing function of \( v \) for \( v \in \mathcal{T}_A^{-\beta} \). This ensures that the counting function is increasing on the contour clockwise around the cut of \( x_{A,B}(v) \) (that goes along \( \mathcal{T}_A^{+\beta} \) on the upper side and oppositely along \( \mathcal{T}_A^{-\beta} \) on the other) with the exception of the point \( v_{\text{max}} \in \mathcal{T}_A^{\beta} \) at which it is discontinuous. When introducing the densities however it is necessary to include the factor \( \sigma_- \) for the density of roots on the edge \( \mathcal{T}_A^{-\beta} \) in order to ensure that this density is positive. Thus we have

\[
\rho_\pm + \tilde{\rho}_\pm = \frac{1}{2\pi} \left| \frac{dp}{dv} \right| + K_{\pm\beta} \rho_\beta, \quad (A.18)
\]

where

\[
K_{\pm\beta} = \sigma_{\beta} K_{\pm\beta}, \quad K_{\pm\beta}(v) = \frac{1}{2\pi i} \frac{d}{dv} \log S_{\pm\beta}(v), \quad (A.19)
\]

and

\[
\rho_y(v) = \begin{cases} \rho_+(v) & \text{if } v \in \mathcal{I}_+ \\ \rho_-(v) & \text{if } v \in \mathcal{I}_- \end{cases}, \quad \tilde{\rho}_y(v) = \begin{cases} \tilde{\rho}_+(v) & \text{if } v \in \mathcal{I}_+ \\ \tilde{\rho}_-(v) & \text{if } v \in \mathcal{I}_- \end{cases}. \quad (A.20)
\]

Finally let us remark that \( K_{\beta\beta} = -K_{-\beta} = S_{+\beta} = S_{-\beta} \), and so

\[
k_{\beta\beta} = 1 \otimes K_{\beta\beta} = 0, \quad (A.21)
\]

for all \( \beta \)-strings.

\(^{10}\) This is the case for both the A- and B-models. The alternative possibility applies to the Hubbard model and proceeds in exactly the same manner under interchange of \( + \) and \( - \).
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