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WHEN CAN PERFECT STATE TRANSFER OCCUR? *

CHRIS GODSIL†

Abstract. Let $X$ be a graph on $n$ vertices with adjacency matrix $A$ and let $H(t)$ denote the matrix-valued function $\exp(iAt)$. If $u$ and $v$ are distinct vertices in $X$, we say perfect state transfer from $u$ to $v$ occurs if there is a time $\tau$ such that $|H(\tau)_{u,v}| = 1$. The chief problem is to characterize the cases where perfect state transfer occurs. In this paper, it is shown that if perfect state transfer does occur in a graph, then the square of its spectral radius is either an integer or lies in a quadratic extension of the rationals. From this it is deduced that for any integer $k$ there only finitely many graphs with maximum valency $k$ on which perfect state transfer occurs. It is also shown that if perfect state transfer from $u$ to $v$ occurs, then the graphs $X \setminus u$ and $X \setminus v$ are cospectral and any automorphism of $X$ that fixes $u$ must fix $v$ (and conversely).
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1. Introduction. Let $X$ be a graph on $n$ vertices with adjacency matrix $A$ and let $H(t)$ denote the matrix-valued function $\exp(iAt)$. If $u$ and $v$ are distinct vertices in $X$, we say perfect state transfer from $u$ to $v$ occurs if there is a time $\tau$ such that $|H(\tau)_{u,v}| = 1$. The terminology, and much of the motivation, comes from Quantum Physics, see e.g., [1]. A recent survey from the author’s viewpoint is offered in [5], while one from a physicist’s is offered by Kay [7].

We say that $X$ is periodic relative to a vertex $u$ if there is a time $\tau$ such that $|H(\tau)_{u,u}| = 1$, and say $X$ itself is periodic if there is a time $\tau$ such that $|H(\tau)_{u,u}| = 1$ for all vertices $u$. It is not hard to see that $X$ will be periodic with period $2\pi$ if all its eigenvalues are integers. In [4], we showed that $X$ is periodic if and only if either its eigenvalues are integers, or $X$ is bipartite and there is a square-free integer $\Delta$ such that all eigenvalues of $X$ are integer multiples of $\sqrt{\Delta}$. As shown by Christandl, et al. [11], the $d$-cube is periodic, as are the Cartesian powers of the path $P_3$. (The eigenvalues of the $d$-cube are integers, and the eigenvalues of a Cartesian power of $P_3$ are integer multiples of $\sqrt{d}$.)

Our work in this paper has arisen from our attempts to characterize the pairs of vertices for which perfect state transfer does occur. Our results taken together imply that finding examples of perfect state transfer is not going to be easy. In particular,
we prove that for any integer \( k \) there are at most finitely many connected graphs with maximum valency at most \( k \) on which perfect state transfer occur.

2. Periodicity and perfect state transfer. Our first result is elementary and well known, it shows that perfect state transfer implies periodicity of at least two vertices. This is important conceptually, and also plays an important role in the rest of this paper. If \( S \) is a subset of the vertices of the graph \( X \) then we use \( e_S \) to denote the characteristic vector of \( S \). Here, the only case of interest to us will be when \( S \) is a single vertex, and then if \( u \in V(X) \) then \( e_u \) is one of the standard basis vectors.

**Lemma 2.1.** If perfect state transfer from \( u \) to \( v \) takes place at time \( \tau \), then it also takes place from \( v \) to \( u \). Further, \( X \) is periodic with period \( 2\tau \) at both \( u \) and \( v \).

**Proof.** We may assume that

\[
H(\tau)e_u = \gamma e_v,
\]

where \( |\gamma| = 1 \). Since \( H(t) \) is symmetric for all \( t \), we also have

\[
H(\tau)e_v = \gamma e_u,
\]

and therefore,

\[
H(2\tau)e_u = \gamma^2 e_u, \quad H(2\tau)e_v = \gamma^2 e_v.
\]

A more explicit form of this result is that if perfect state transfer from \( u \) to \( v \) takes place at time \( \tau \), then \( H(\tau) \) can be written in block form

\[
\begin{pmatrix}
H_1 & 0 \\
0 & H_2
\end{pmatrix},
\]

where \( H_1 \) and \( H_2 \) are unitary and

\[
H_1 = \gamma \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}.
\]

We also see that \( e_u + e_v \) is an eigenvector for \( H(\tau) \) with eigenvalue \( \gamma \), while \( e_u - e_v \) is an eigenvector with eigenvalue \( -\gamma \). This has consequences for the spectral decomposition of \( H(\tau) \), which we will discuss after introducing some associated notation. If \( \theta_1, \ldots, \theta_d \) are the distinct eigenvalues of \( A \), then \( E_r \) is the matrix that represents orthogonal projection onto the eigenspace with eigenvalue \( \theta_r \). Hence, the matrices \( E_1, \ldots, E_d \) are idempotent and symmetric and for any function \( f(x) \) defined on the eigenvalues of \( A \), we have

\[
f(A) = \sum_{r=1}^d f(\theta_r) E_r.
\]
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It follows that

$$H(t) = \sum_r \exp(i\theta_r t)E_r;$$

when \( t = \tau \) and we have perfect state transfer from \( u \) to \( v \) at time \( \tau \). We can rewrite this in the form

$$H(\tau) = \gamma F_+ - \gamma F_- + \sum \exp(i\theta_r \tau)E_r,$$

where the sum is over the integers \( r \) such that \( \theta_r \) is not congruent modulo \( 2\pi \) to \( \pm \gamma \). The matrices \( F_+ \) and \( F_- \) are non-empty sums of the principal idempotents and \( F_+ F_- = 0 \).

3. The ratio condition. If \( u \) is a vertex in \( X \), we define its eigenvalue support to be the set of eigenvalues \( \theta_r \) of \( X \) such that \( E_r e_u \neq 0 \).

Note that

$$\|E_r e_u\|^2 = e_u^T E_r^T E_r e_u = e_u^T E_r^2 e_u = e_u^T E_r e_u,$$

and therefore, \( \theta_r \) lies in the eigenvalue support of \( u \) if and only if \( (E_r)_{u,u} \neq 0 \). The ratio condition is a necessary condition for a graph to be periodic at a vertex. The version we offer here follows from Theorem 2.2 in [4] (and its proof); it is an extension of result from Saxena, Severini and Shparlinski [8], which in turn extends an idea used in Christandl, et al. [1].

**Theorem 3.1.** Let \( X \) be a graph and let \( u \) be a vertex in \( X \) at which \( X \) is periodic, with period \( \tau \), and let \( S \) be the eigenvalue support of \( u \). If \( \theta_r, \theta_s \in S \) then \( \tau(\theta_r - \theta_s) \) is an integer multiple of \( 2\pi \). If \( \theta_k, \theta_t, \theta_r, \theta_s \) belong to \( S \) and \( \theta_r \neq \theta_s \), then

$$\frac{\theta_k - \theta_t}{\theta_r - \theta_s} \in \mathbb{Q}.$$

4. Orbits and equitable partitions. If \( u \in V(X) \), then \( \text{Aut}(X)_u \) denotes the group of automorphisms of \( X \) that fix \( v \). Our next result says that if perfect state transfer from \( u \) to \( v \) occurs, then any automorphism of \( X \) that fixes \( u \) must fix \( v \) (and vice versa).

**Lemma 4.1.** If \( X \) admits perfect state transfer from \( u \) to \( v \), then \( \text{Aut}(X)_u = \text{Aut}(X)_v \).
Proof. We identify the automorphisms of $X$ with the permutation matrices that commute with $A$. Since $H(t)$ is a polynomial in $A$, any permutation matrix from Aut$(X)$ commutes with $H(\tau)$. If the automorphism associated with $P$ fixes $u$, the $P e_u = e_u$. If perfect state transfer takes place at time $\tau$ and $H = H(\tau)$, then there is a complex scalar $\gamma$ such that $|\gamma| = 1$ and $H e_u = \gamma e_v$. So

$$\gamma P e_v = PH e_u = H P e_u = H e_u = \gamma e_v,$$

and thus, $v$ is fixed. As our argument is symmetric in $u$ and $v$, the lemma follows.

By way of example, suppose $X$ is a Cayley graph for an abelian group $G$. The map that sends $g$ in $G$ to $g^{-1}$ is an automorphism of $G$ and also an automorphism of $X$. The fixed points of this automorphism are the elements of $G$ with order one or two. So if perfect state transfer for 1 to a second vertex $a$ occurs, then $a$ has order two. Consequently, perfect state transfer cannot occur on a Cayley graph for an abelian group of odd order. (Another proof of this is presented as Corollary 4.2 in [4].)

A partition $\pi$ of the vertices of a graph $X$ is equitable if, for each ordered pair of cells $C_i$ and $C_j$ from $\pi$, all vertices in $C_i$ have the same number of neighbors in $C_j$. (So the subgraph of $X$ induced by a cell is a regular graph, and the subgraph formed by the vertices of two cells and the edges which join them is bipartite and semiregular.) We note that the orbits of any group of automorphisms of $X$ form an equitable partition. The discrete partition, with each cell a singleton, is always equitable; the trivial partition with exactly one cell is equitable if and only if $X$ is regular. For the basics concerning equitable partitions, see for example [6, Section 9.3]. The join of two equitable partitions is equitable, and consequently, given any partition of $X$, there is a unique coarsest refinement of it – the join of all equitable partitions which refine it.

If $u \in V(G)$, we use $\Delta_u$ to denote the coarsest equitable refinement of the partition

$$\{\{u\}, V(X) \setminus \{u\}\}.$$

The orbits of the group of automorphisms of $X$ that fix $u$ will be a refinement of $\Delta_u$.

If $\pi$ is a partition of $V(X)$, its characteristic matrix is the 01-matrix whose columns are the characteristic vectors of the cells of $\pi$, viewed as subsets of $V(X)$. If we scale the columns of the characteristic matrix so they are unit vectors, we obtain the normalized characteristic matrix of $\pi$. If $P$ and $Q$ are respectively the characteristic and normalized characteristic matrix of $\pi$, then $P$ and $Q$ have the same column space and $Q^T Q = I$. The matrix $QQ^T$ is block diagonal, and its diagonal blocks are all of the form

$$\frac{1}{r} J_r.$$
where $J_r$ is the all-ones matrix of order $r \times r$, and the size of the $i$th block is the size of the $i$th cell of $\pi$. The vertex $u$ forms a singleton cell of $\pi$ if and only if $QQ^T e_u = e_u$.

We use $|\pi|$ to denote the number of cells of $\pi$.

**Lemma 4.2.** Suppose $\pi$ is a partition of the vertices of the graph $X$, and that $Q$ is its normalized characteristic matrix. Then the following are equivalent:

(a) $\pi$ is equitable.
(b) The column space of $Q$ is $A$-invariant.
(c) There is a matrix $B$ of order $|\pi| \times |\pi|$ such that $AQ = QB$.
(d) $A$ and $QQ^T$ commute.

If there is perfect state transfer from $u$ to $v$, then it follows from Lemma 4.1 that the orbit partitions of $\text{Aut}(X)_u$ and $\text{Aut}(X)_v$ are equal. Since equitable partitions are an analog of orbit partitions, it is not entirely unreasonable to view the following result as an extension of this fact.

**Theorem 4.3.** Let $u$ and $v$ be vertices in $X$. If there is perfect state transfer from $u$ to $v$, then $\Delta_u = \Delta_v$.

*Proof.* Let $Q$ be the normalized characteristic matrix of the partition $\Delta_u$, let $R = QQ^T$ and assume $H(t) = \exp(iAt)$. Then $H(t)$ is a polynomial and so $RH(t) = H(t)R$. If we have perfect state transfer from $u$ to $v$ at time $\tau$, then

$$H(\tau)e_u = \gamma e_v$$

and accordingly

$$\gamma Re_v = RH(\tau)e_u = H(\tau)Re_u = H(\tau)e_u = \gamma e_v.$$  

So $Re_v = e_v$ and this implies that $\{v\}$ is a cell of $\Delta_u$.  \[\Box\]

By way of example, consider a distance-regular graph $X$ with diameter $d$. If $u \in V(X)$, then $\Delta_u$ is the distance partition with respect to $u$ with exactly $d+1$ cells, where the $i$th cell is the set of vertices at distance $i$ from $u$. We conclude that if perfect state transfer occurs on $X$, then for each vertex $u$ there is exactly one vertex at distance $d$ from it. In particular, perfect state transfer does not occur on strongly regular graphs. (This also follows from some observations in [4, Section 4].)

5. **Cosppectral vertices.** Vertices $u$ and $v$ in the graph $X$ are cosppectral if

$$\phi(X \setminus u, t) = \phi(X \setminus v, t).$$

Of course two vertices that lie in the same orbit of $\text{Aut}(X)$ are cosppectral, but there are many examples of cosppectral pairs of vertices where this does not hold. A graph
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is walk regular if any two of its vertices are cospectral. Any strongly regular graph is walk regular.

**Lemma 5.1.** If $X$ admits perfect state transfer from $u$ to $v$, then $E_r u = \pm E_r v$ for all $r$, and $u$ and $v$ are cospectral.

**Proof.** By Cramer’s rule,

$$((tI - A)^{-1})_{u,u} = \frac{\phi(X \setminus u, t)}{\phi(X, t)}$$

and so using the spectral decomposition we find that

$$\frac{\phi(X \setminus u, t)}{\phi(X, t)} = \sum_r (t - \theta_r)^{-1} (E_r)_{u,u},$$

where

$$(E_r)_{u,u} = \|E_r e_u\|^2.$$

Assume we have perfect state transfer from $u$ to $v$ at time $\tau$ and set $H = H(\tau)$. Then there is a complex number $\gamma$ such that $|\gamma| = 1$ and $He_u = \gamma e_v$.

As $HE_r = \exp(it\tau)E_r$ we have

$$\exp(it\tau)E_r e_u = \gamma E_r e_v$$

and since $E_r e_u$ and $E_r e_v$ are real our first claim follows. This implies that

$$e^T e_r e_u = \|E_r e_u\|^2 = \|E_r e_v\|^2 = e^T e_r e_v,$$

and therefore, $u$ and $v$ are cospectral. □

6. **Integrality, nearly.** From [4] we know that if a graph is periodic, then the squares of its eigenvalues are integers and, if the graph is not bipartite, the eigenvalues themselves are integers. Here, we extend this result to the case where $X$ is periodic at a vertex.

Our proof makes use of a few results from field theory, which we explain now. A complex number is *algebraic* over $\mathbb{Q}$ if it satisfies a polynomial with coefficients from $\mathbb{Q}$. It is an algebraic integer if it satisfies a monic polynomial with integer coefficients; an algebraic integer is rational if and only if it is an integer. If $\theta_1, \ldots, \theta_m$ are the distinct zeros of a monic polynomial with integer coefficients, then any symmetric function of these zeros must be an integer. Two symmetric functions of concern to us are the sum of the zeros and the product

$$\prod_{r \neq s} (\theta_r - \theta_s)^2.$$
Two complex numbers are algebraic conjugates if they are zeros of the same irreducible monic polynomial, \( f(t) \) say, with integer coefficients. If \( \mathbb{F} \) is a splitting field for \( f(t) \), then two elements of \( \mathbb{F} \) are algebraic conjugates if and only if some element of the Galois group of \( \mathbb{F} \) maps one to the other. If \( \theta \) is an eigenvalue of \( A \), then the entries of idempotent \( E_\theta \) lie in \( \mathbb{Q}(\theta) \), and hence, if \( \theta_r \) and \( \theta_s \) are conjugate eigenvalues of \( A \), then there is a field automorphism that maps \( E_r \) to \( E_s \).

Our favorite reference for field theory is Cox [2].

**Theorem 6.1.** Suppose \( X \) is connected with at least two vertices and let \( S \) be the eigenvalue support of the vertex \( u \). Then \( X \) is periodic at \( u \) if and only if either:

(a) The eigenvalues in \( S \) are integers.
(b) The eigenvalues in \( S \) are all of the form \( \frac{1}{2}(a + bi\sqrt{\Delta}) \), where \( \Delta \) is a square-free integer and \( a \) and \( b \) are integers.

**Proof.** It is straightforward to verify that if either of our stated conditions holds, then \( X \) is periodic at \( u \).

So we assume \( X \) is periodic at \( u \) and seek to show the stated conditions are necessary. As \( X \) is connected with at least two vertices, \( |S| \geq 2 \). If \( \theta_r \) and \( \theta_s \) are algebraic conjugates, then \( E_r \) and \( E_s \) are algebraic conjugates and so \( E_r e_u = 0 \) if and only if \( E_s e_u = 0 \). Therefore, \( S \) contains all algebraic conjugates of each of its elements. If \( |S| = 2 \) then either both elements of \( S \) are integers, or they are roots of a quadratic polynomial (and (b) holds). We assume that \( |S| \geq 3 \).

If two eigenvalues in \( S \) are integers, say \( \theta_0 \) and \( \theta_1 \) then since the ratio conditions asserts that

\[
\frac{\theta_r - \theta_0}{\theta_1 - \theta_0} \in \mathbb{Q},
\]

we conclude that all elements of \( S \) are integers.

So we may assume at most one element of \( S \) is an integer. Let \( \theta_0 \) and \( \theta_1 \) be two distinct elements of \( S \); we will show that \((\theta_1 - \theta_0)^2\) is an integer. By the ratio condition, if \( \theta_r, \theta_s \in S \) there is a rational number \( a_{r,s} \) such that

\[
\theta_r - \theta_s = a_{r,s}(\theta_1 - \theta_0),
\]

and therefore, if \( \delta := |S| \), then

\[
\prod_{r \neq s} (\theta_r - \theta_s) = (\theta_1 - \theta_0)^\delta \prod_{i \neq j} a_{r,s}.
\]

The product on the left is an integer and the product of the \( a_{r,s} \)'s is rational, and hence,

\[
(\theta_1 - \theta_0)^\delta \in \mathbb{Q}.
\]
Since $\theta_1 - \theta_0$ is an algebraic integer, this implies that 

$$(\theta_1 - \theta_0)^{2 - \delta} \in \mathbb{Z}.$$  

Suppose $m$ is the least positive integer such that $(\theta_1 - \theta_0)^m$ is an integer. Then there are $m$ distinct conjugates of $\theta_1 - \theta_0$ of the form 

$$\beta e^{2\pi ik/m} \quad (k = 0, \ldots, m - 1),$$

where $\beta$ is the positive real $m$th root of an integer, and since the eigenvalues of $X$ are real we conclude that $m \leq 2$. Therefore, $\theta_1 - \theta_0$ is either an integer or the square root of an integer. Since 

$$(\theta_r - \theta_s)^2 = a_{r,s}^2(\theta_1 - \theta_0)^2,$$  

it follows that $(\theta_r - \theta_s)^2$ is rational, and therefore, it is an integer. So $\theta_r - \theta_s$ is an integer multiple of the square root of an integer $\Delta_{r,s}$.

If $\theta_k$ and $\theta_\ell$ are elements of $S$, then we have 

$$(\theta_k - \theta_\ell) = a_{k,\ell}(\theta_1 - \theta_0),$$

and consequently,  

$$(\theta_r - \theta_s)(\theta_k - \theta_\ell) = a_{r,s}a_{k,\ell}(\theta_1 - \theta_0)^2.$$ 

Therefore, $(\theta_r - \theta_s)(\theta_k - \theta_\ell)$ is an integer. This implies that $\Delta_{k,\ell} = \Delta_{r,s}$, and hence, we can write 

$$\theta_r = \theta_0 - m_r \sqrt{\Delta},$$

where $\Delta$ is a square free integer and $m_r$ is an integer. The spectral radius lies in $S$, so we assume it is $\theta_0$ and it follows that the integers $m_r$ are positive.

We now distinguish two cases. Suppose first that $\theta_0$ is an integer. Then $\theta_0 - m_1 \sqrt{\Delta} \in S$ and, since $S$ contains all algebraic conjugates of each of its elements, $\theta_0 + m_1 \sqrt{\Delta} \in S$, which is a contradiction. So we may assume $\theta_0$ is irrational. The sum of the elements of $S$ is an integer, and therefore, 

$$|S| \theta_0 - \sqrt{\Delta} \sum_r m_r \in \mathbb{Z}.$$  

Therefore, $\theta_0 \in \mathbb{Q}(\sqrt{\Delta})$ and, as it is an algebraic integer it follows (from [3] p. 54) for example) that we can write it as 

$$\frac{1}{2}(a + b\sqrt{\Delta}).$$
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Corollary 6.2. There are only finitely many connected graphs with maximum valency at most \( k \) where perfect state transfer occurs.

Proof. Suppose \( X \) is a connected graph where perfect state transfer from \( u \) to \( v \) occurs at time \( \tau \) and let \( S \) be the eigenvalue support of \( u \). If the eigenvalues in \( S \) are integers then \( |S| \leq 2k + 1 \), and if they are not integers then \( |S| < (2k + 1)\sqrt{2} \).

So the dimension of the \( A \)-invariant subspace of \( \mathbb{R}^{V(X)} \) generated by \( e_u \) is at most \( [(2k + 1)\sqrt{2}] \), and this is also a bound on the maximum distance from \( u \) of a vertex in \( X \). If \( s \geq 1 \), the number of vertices at distance \( s \) from \( u \) is at most \( k(k - 1)^{s - 1} \), and the result follows.

Corollary 6.3. If \( X \) is periodic at a vertex with period \( \tau \) and \( \hat{\tau} := \tau/2\pi \), then \( \hat{\tau}^2 \) is rational and \( \hat{\tau} \leq \sqrt{2} \).

Proof. Suppose \( X \) is periodic at \( u \) and let \( S \) be the eigenvalue support of \( u \). If the elements of \( S \) are integers then

\[
H(2\pi)_{u,u} = \sum_{\theta_r \in S} e^{2\pi i \theta_r} (E_r)_{u,u} = \sum_{\theta_r} (E_r)_{u,u} = 1.
\]

Otherwise the elements of \( S \) are of the form \((a + b\sqrt{\Delta})/2\) and then

\[
H_X(4\pi/\sqrt{\Delta})_{u,u} = \sum_{\theta_r} e^{4\pi i a/\sqrt{\Delta}} e^{2\pi i b} (E_r)_{u,u} = e^{4\pi i a/\sqrt{\Delta}}.
\]

To show that \( \hat{\tau}^2 \) is rational we appeal to Theorem 3.1 which tells us that there is an integer \( m_{r,s} \) such that

\[
\tau(\theta_r - \theta_s) = 2m_{r,s}\pi.
\]

Since \((\theta_r - \theta_s)^2 \) is an integer, it follows that \( \hat{\tau}^2 \) must be rational.

7. Controllable vertices. Let \( A \) be the adjacency matrix of the graph \( X \) on \( n \) vertices and suppose \( S \) is a subset of \( V(X) \) with characteristic vector \( e_S \). The walk matrix of \( S \) is the matrix with columns

\[
e_S, Ae_S, \ldots, A^{n-1}e_S.
\]

We say that the pair \((X, S)\) is controllable if this walk matrix is invertible. If \( u \in V(X) \) then the walk matrix of \( u \) is just the walk matrix relative to the subset \( \{u\} \) of \( V(X) \).

From our discussion at the start of the proof of Theorem 6.1 we have that the rank of the walk matrix relative to \( u \) is equal to the size of the eigenvalue support of \( u \). Thus, if \((X, u)\) is controllable, the eigenvalues of \( A \) must be distinct. Our (unpublished) computations suggest strongly that if we choose a graph \( X \) and a vertex \( u \) in it at random, then \((X, u)\) will be controllable with high probability. The
main result of this section (Theorem 7.4) is that we cannot have perfect state transfer between controllable vertices. This supports our assertion that perfect state transfer is exceptional.

We say that vertices \( u \) and \( v \) of \( X \) are cospectral if the vertex-deleted subgraphs \( X \setminus u, X \setminus v \) are cospectral. We use \( \phi(X, x) \) to denote the characteristic polynomial of \( A(X) \).

**Lemma 7.1.** Let \( u \) and \( v \) be vertices of \( X \) with respective walk matrices \( W_u \) and \( W_v \). Then \( u \) and \( v \) are cospectral if and only if \( W_u^T W_u = W_v^T W_v \).

**Proof.** By Cramer’s rule,

\[
((xI - A)^{-1})_{u,u} = \frac{\phi(X \setminus u, x)}{\phi(X, x)}.
\]

Now

\[
((xI - A)^{-1})_{u,u} = x^{-1} \sum_{k=0}^{\infty} (A^k)_{u,u} x^{-k},
\]

and therefore, vertices \( u \) and \( v \) are cospectral if and only if

\[
(A^k)_{u,u} = (A^k)_{v,v}
\]

for all non-negative integers \( k \). If \( n = |V(X)| \), then equality holds for all non-negative integers \( k \) if and only if it holds for \( k = 0, 1, \ldots, n - 1 \). To complete the proof observe that if \( W_u \) is the walk matrix for the vertex \( u \), then

\[
(W_u^T W_u)_{r,s} = c_u^T A^{r+s} c_u.
\]

One consequence of this is that if \( u \) and \( v \) are cospectral and \( (X, u) \) is controllable, then so is \( (X, v) \). We also have:

**Corollary 7.2.** If \( u \) is a vertex in \( X \) with walk matrix \( W_u \), then \( \text{rk}(W_u) \) is equal to the number of poles of the rational function \( \phi(X \setminus u, x)/\phi(X, x) \). Hence, \( (X, u) \) is controllable if and only if \( \phi(X \setminus u, x) \) and \( \phi(X, x) \) are coprime.

**Proof.** By the spectral decomposition,

\[
((xI - A)^{-1})_{u,u} = \sum_{v} \frac{1}{x - \lambda_v} (E_v)_{u,u}.
\]

We will prove that a controllable vertex cannot be involved in perfect state transfer. For this we need the following:

**Lemma 7.3.** Let \( X \) be a graph with \( n = |V(X)| \). If \( \sigma \) is the minimum distance
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between two eigenvalues of $X$, then

$$\sigma^2 < \frac{12}{n + 1}.$$

**Proof.** Assume that the eigenvalues of $X$ in non-increasing order are $\theta_1, \ldots, \theta_n$. If we have

$$M := A \otimes I - I \otimes A,$$

then the eigenvalues of $M$ are the numbers

$$\theta_i - \theta_j, \quad 1 \leq i, j \leq n.$$

Now

$$M^2 = A^2 \otimes I + I \otimes A^2 - 2A \otimes A,$$

and consequently, if $e := |E(X)|$, then

$$\sum_{i,j=1}^{n} (\theta_i - \theta_j)^2 = \text{tr}(M^2) = 2n \text{tr}(A^2) = 4ne.$$

Since

$$\theta_i - \theta_j \geq (i - j)\sigma,$$

we have

$$\sum_{i,j=1}^{n} (\theta_i - \theta_j)^2 \geq \sigma^2 \sum_{i,j=1}^{n} (i - j)^2.$$

As

$$\sum_{i=1}^{n} i^2 = \frac{n(n + 1)(2n + 1)}{6},$$

we find that

$$\sum_{i,j=1}^{n} (i - j)^2 = 2n \sum_{i=1}^{n} i^2 - 2 \left( \sum_{i=1}^{n} i \right)^2 = \frac{n^2(n^2 - 1)}{6},$$

and since $e \leq n(n - 1)$, this yields

$$\sigma^2 \frac{n^2(n^2 - 1)}{6} \leq 4ne \leq 2n^2(n - 1).$$
This gives our stated bound but with \(\leq\) in place of \(<\). To achieve strictness we note that if equality were to hold then \(e = n(n - 1)\) and \(X = K_n\). Since \(\sigma(K_n) = 0\), we are done. \(\square\)

**Theorem 7.4.** Let \(X\) be a connected graph on at least four vertices. If we have perfect state transfer between distinct vertices \(u\) and \(v\) in \(X\), then neither \(u\) nor \(v\) is controllable.

**Proof.** Let \(n = |V(X)|\). We assume by way of contradiction that \((X, u)\) is controllable. Then the eigenvalue support of \(u\) contains all eigenvalues of \(X\) and these eigenvalues are distinct. By Theorem 6.1 this means that there are integers \(a\) and \(\Delta\) and distinct integers \(b_1, \ldots, b_n\) and the eigenvalues of \(A\) are the numbers

\[
\frac{1}{2}(a + b_r\sqrt{\Delta}).
\]

As \(\text{tr}(A) = 0\), we have

\[
0 = \frac{1}{2} \sum_{r=1}^{n} (a + b_r\sqrt{\Delta}) = \frac{na}{2} + \frac{\sqrt{\Delta}}{2} \sum_{r=1}^{n} b_r.
\]

If \(\sqrt{\Delta}\) is not an integer, this implies that \(\sum_r b_r = 0\) and hence that \(a = 0\). Accordingly the eigenvalues of \(A\) are distinct integer multiples of the irrational number \(\sqrt{\Delta}\) that sum to zero. If \(\sqrt{\Delta}\) is an integer then the eigenvalues of \(A\) are distinct integers that sum to zero. In either case \(\sigma(X) \geq 1\).

By Lemma 7.3 we can assume that \(n = |V(X)| \leq 10\). This leaves us with six cases. First suppose \(\Delta = 1\). Assume \(n = 10\). Then the sum of the squares of the eigenvalues of \(X\) is bounded below by the sum of the squares of the integers from \(-4\) to \(5\), which is \(85\), and hence, the average valency of a vertex is at least \(8.5\). This implies that \(\theta_1 = 9\), not \(5\), consequently the sum of the squares of the eigenvalues is at least

\[
85 - 25 + 81 = 141
\]

and now the average valency is \(14.1\), which is impossible. The cases where \(n\) is 7, 8 or 9 all yield contradictions in the same way. If \(\Delta > 1\), it is even easier to derive contradictions.

Next, brute force computation (using Sage) shows that the path \(P_4\) is the only graph on 4, 5 or 6 vertices where the minimum separation between consecutive eigenvalues is at least 1. The positive eigenvalues of \(P_4\) are

\[
(\sqrt{5} \pm 1)/2,
\]

and their ratio is not rational. \(\square\)
When Can Perfect State Transfer Occur?

If $u$ and $v$ are controllable and cospectral we cannot get perfect state transfer between them. Our next results shows that if these conditions hold, there is a symmetric orthogonal matrix $Q$ which commutes with $A$ and maps $e_u$ to $e_v$.

**Lemma 7.5.** Let $u$ and $v$ be vertices in $X$ with respective walk matrices $W_u$ and $W_v$. If $u$ and $v$ are controllable and $Q := W_vW_u^{-1}$ then $Q$ is a polynomial in $A$. Further, $Q$ is orthogonal if and only if $u$ and $v$ are cospectral.

**Proof.** Let $C_\phi$ denote the companion matrix of the characteristic polynomial of $A$. Then

$$AW_u = W_uC_\phi,$$

for any vertex $u$ in $X$. Hence, if $u$ and $v$ are controllable,

$$W_u^{-1}AW_u = W_v^{-1}AW_v,$$

and from this we get that

$$AW_vW_u^{-1} = W_vW_u^{-1}A.$$

Since $X$ has a controllable vertex its eigenvalues are all simple, and so any matrix that commutes with $A$ is a polynomial in $A$. This proves the first claim.

From Lemma 7.1 the vertices $u$ and $v$ are cospectral if and only if $W_u^TW_u = W_v^TW_v$, which is equivalent to

$$Q^{-T} = W_v^{-T}W_u^{-T} = W_vW_u^{-1} = Q.$$

This places us in an interesting position. If $u$ and $v$ are cospectral and controllable, there is an orthogonal matrix $Q$ that commutes with $A$ such that $Qe_u = e_v$ but, by the result of the previous section, $Q$ cannot be equal to a scalar multiple of $H(t)$ for any $t$.
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