Reducing the Dynamic State Index to its main information using Principal Component Analysis
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Abstract

The Dynamic State Index is a scalar quantity designed to identify atmospheric developments such as fronts, hurricanes or specific weather pattern. The DSI is defined as Jacobian-determinant of three constitutive quantities that characterize three-dimensional fluid flows: the Bernoulli stream function, the potential vorticity (PV) and the potential temperature. Here, we tackle the questions (i) if the mathematical formulation of the DSI can be reduced, while keeping the main information, and (ii) does the reduction of the DSI depend on the spatial scale? Applying principle component analysis we find that three of six DSI terms that sum up to the Jacobi-determinant are sufficient for future DSI calculations.

1 Introduction

Describing atmospheric flow fields accurately is a great challenge. Physically, fluid flows are characterized by an interaction of thermodynamic, dynamic and vortex dynamic processes. One scalar quantity that couples information of all
three processes into one scalar is the so-called Dynamic State Index (DSI) introduced by Névir (2004). Schär (1993) introduced the steady wind that characterizes the basic state of a fluid. The DSI is designed to be zero for the adiabatic, inviscid, steady basic state and non-zero DSI values localize deviations from the basic state, i.e. diabatic, viscous and non-steady processes. For example, consider a persistent high pressure area in the midlatitudes. This region would be indicated by vanishing DSI values, whereas the jet stream surrounding the high pressure area would be signalized by non-zero DSI values (Müller and Névir, 2019). In particular, the DSI signal indicates e.g. regions of precipitation as shown in Claussnitzer et al. (2008) or Müller et al. (2018). Weber and Névir (2008) highlights the importance of its dipole structure and shows that the DSI can be applied to diagnose hurricanes (Weber and Névir, 2008). In order to detect scale-dependent processes more precisely, the DSI has further been developed for the quasi-geostrophic model and the Rossby model (Müller et al., 2018; Müller and Névir, 2019). Recently, Hittmeir et al. (2021) introduced DSI variants for moist processes that will be applied to identify and differ between specific moist processes in future studies.

Here, we consider the original DSI and search for the parts of the DSI that contribute most to the DSI signal in order to obtain a reduced DSI variant that keeps the main information. Mathematically, the DSI is defined as Jacobian-determinant of the potential temperature \( \theta \), the Bernoulli stream function \( B \) that contains the kinetic energy and the potential vorticity (short known as PV and denoted as \( \Pi \)) that captures vortex motion. The potential temperature is defined as:

\[
\theta = T \left( \frac{p_n}{p} \right)^{R/c_p},
\]  

(1)

where \( T \) denotes the temperature, \( p \) is the pressure, \( c_p \) is the mass specific heat constant for dry air at constant pressure and \( R \) is the specific gas constant for dry air. The Bernoulli function is defined as:

\[
B = \frac{1}{2} v^2 + c_p T + \phi
\]  

(2)

with the geopotential \( \phi \) and the 3D wind vector \( v \). The PV is given by:

\[
\Pi = \rho^{-1} \xi_a \cdot \nabla \theta,
\]  

(3)

where \( \xi_a \) denotes the absolute vortex vector. Then, the DSI is given by the
Jacobian-determinant of these three quantities coupling all the physical information into one scalar:

\[ \text{DSI}_{\text{PE}} := \left| \frac{\partial(\Theta, B, \Pi)}{\partial(a, b, c)} \right| = \frac{1}{\rho} \left| \frac{\partial(\Theta, B, \Pi)}{\partial(x, y, z)} \right| = \frac{1}{\rho} (\nabla \theta \times \nabla B) \cdot \nabla \Pi. \] (4)

(Névir, 2004). Here, \( dm = da \, db \, dc = \rho dx \, dy \, dz \) are the Lagrangian mass coordinates and \( \rho \) denotes the density. The three quantities in the Jacobian-determinant. We note the important property that the advection of these three constitutive quantities vanishes, see e.g. Névir and Sommer (2009). In this case the DSI is equal to zero.

To calculate this original DSI nine different partial gradients have to be calculated:

\[ \frac{\partial \Theta}{\partial x}, \frac{\partial \Theta}{\partial y}, \frac{\partial \Theta}{\partial z}, \frac{\partial B}{\partial x}, \frac{\partial B}{\partial y}, \frac{\partial B}{\partial z}, \frac{\partial \Pi}{\partial x}, \frac{\partial \Pi}{\partial y}, \frac{\partial \Pi}{\partial z}. \] (5)

These gradients form the following six terms:

\[ \text{Term 1} = \frac{\partial \Pi}{\partial p} \frac{\partial \Theta}{\partial y} \frac{\partial B}{\partial x}, \quad \text{Term 2} = -\frac{\partial \Pi}{\partial p} \frac{\partial \Theta}{\partial x} \frac{\partial B}{\partial y}, \quad \text{Term 3} = \frac{\partial B}{\partial p} \frac{\partial \Theta}{\partial y} \frac{\partial \Pi}{\partial x}. \] (6)

\[ \text{Term 4} = -\frac{\partial B}{\partial p} \frac{\partial \Theta}{\partial y} \frac{\partial \Pi}{\partial x}, \quad \text{Term 5} = \frac{\partial \Theta}{\partial p} \frac{\partial B}{\partial y} \frac{\partial \Pi}{\partial x}, \quad \text{Term 6} = \frac{\partial \Theta}{\partial p} \frac{\partial B}{\partial x} \frac{\partial \Pi}{\partial y}. \] (7)

which, in turn, sum up to the definition of the DSI:

\[ DSI = \frac{1}{\rho} \left| \frac{\partial(\Theta, B, \Pi)}{\partial(x, y, z)} \right| = \frac{1}{\rho} (\text{Term 1} + \text{Term 2} + \text{Term 3} + \text{Term 4} + \text{Term 5} + \text{Term 6}). \] (8)

The question arises, whether these terms differ in their allocation of information, i.e. which of them contribute most to the DSI signal? Consequently it would be possible to reduce the DSI to the relevant information and thus reduce e.g. the time necessary for computing this index. To solve these questions a Principal Component Analysis will be performed as portrayed in the next sections.

Principal Component Analysis (PCA) can be seen as a multivariate statistical technique to analyze data. It is designed to reduce the dimension of a data set, i.e. the size of the data set, while retaining the most important. For this purpose the data set is transformed to a new set of uncorrelated variables, the so-called principle components (PCs), which are ordered in a descending
manner with regard to their information content respectively their ability to describe variance present in all of the original variables (Jolliffe and Cadima, 2016). Hence, the PCs represent identified orthogonal directions (eigenvectors), along which the variation in the data is maximal. The new set of extracted variables then enable to visually assess patterns of similarity and differences between samples (Ringnér, 2008; Abdi and Williams, 2010). To sum up, the PCA can be used to structure, simplify and exemplify a complex data set by approximating multiple statistical variables through a few significant linear combinations (Bailey, 2012).

In the following, we will apply PCA to the DSI using the ERA-Interim data set and show, which of the DSI terms provide the most information.

2 Data

For the analysis the ERA5 reanalysis data set on pressure levels of the ECMWF is used (Hersbach et al., 2018). It has a lat-lon grid of $0.25^\circ \times 0.25^\circ$. Vertically, the DSI is calculated on the pressure levels 450, 500, 550, 600, 650, 700, 750, 775 h Pa. The hourly data of the month July 2021 is considered in the spatial region of about Germany $46^\circ N - 56^\circ N$, $5^\circ E - 16^\circ E$. The month July is considered, because of the high number of extreme precipitation events. One extreme event took place at July 14th, where accumulated precipitation of 162.4 l/m$^2$ were measured at Wipperfürth-Gardeweg. The resolution leads to 10981440 data points for each of the six DSI terms, i.e. in total 10981440 $\times$ 6 = 65888640 data points. In order to analyse the weights of the DSI terms, the data is standardized using Python’s scikit-learn and StandardScaler. For the illustrations of the case study, a larger spatial domain of the Euro-Atlantic is considered.

3 Applying the PCA to the six DSI terms

The aim of PCA is to reduce a large data set with a lot of variables, while retaining as much as possible information (see, e.g. Jolliffe and Cadima, 2016). In order to fulfill this idea, the data set is transformed to a new set of variables. These new variables are ordered such that the first few contain the main variation of the data. These variables are called principle components. To apply a principle component analysis, short PCA, to the DSI terms we use the python modules pandas, numpy, seaborn, scipy, matplotlib and sklearn.
Using the ERA5 data described in Sec. 2 the six terms of the DSI given in (6) and (7) are calculated and standardized. Fig. 1 shows the covariance matrix of the six terms, see also the Scatterplotmatrix depicted in Fig. 2. A clear strong negative linear relationships between term 1 and term 2, term 3 and term 6 as well as between term 4 and term 5 can be recognized. The remaining relationships show a rather small or no linear character. We note that the strength of the correlations of the strongly negatively correlated terms depends on the size of the data set. As larger the data set, as stronger the negative correlation. On the other hand, this means that the weaker correlations become weaker with increasing data. This also means that the covariance matrix of case studies of special weather situations might lead to different results.

Next, the eigenvectors and corresponding eigenvalues of the covariance matrix are calculated. While the eigenvectors (PCs) determine the direction of the new feature space, their eigenvalues indicate the variances.

The eigenvectors of the covariance matrix are ordered from the highest to the lowest eigenvalue. The eigenvector with the highest eigenvalue is the first principle component and so on. As eigenvalues we obtain six eigenvalues, where three eigenvalues are greater or equal to 1:

$$e_1 = 2.506, \quad e_2 = 1.908, \quad e_3 = 1.581.$$  \hspace{1cm} (9)

According to the Kaiser’s rule, which retains only those PCs whose eigenvalues (9), i.e. variances, exceed 1 because any PC with a variance less than 1 contains
Figure 2: The Scatterplot matrix of the terms (6) and (7) depicts the results of Fig. 1 graphically.
Table 1: The three principle components.

| Term   | PC 1         | PC 2         | PC 3         |
|--------|--------------|--------------|--------------|
| term1  | -0.277183    | 0.649616     | -0.034364    |
| term2  | 0.277427     | -0.649410    | 0.035908     |
| term3  | -0.463655    | -0.169960    | 0.506221     |
| term4  | 0.455237     | 0.220587     | 0.494588     |
| term5  | -0.456891    | -0.222172    | -0.491303    |
| term6  | 0.463937     | 0.171350     | -0.505246    |

Figure 3: red curve: eigenvalues divided by the sum of eigenvalues, which is equals to six; blue curve: Cumulative proportion of variance explained by the principal components

less information than one of the original variables and is therefore not worth retaining. Therefore, we consider the first three principle components and the principle components four, five and six can be neglected. The first three PCs are given in table 1.

Moreover, the eigenvalues divided by the number of eigenvalues as well as the proportion of variance explained by each PC are shown Fig. 3. The depicted normed eigenvalues have the values: 0.418, 0.3180, 0.263, 0.16736413210^{-3}, 0.27110^{-3}, 0.43310^{-3} confirming that the latter three eigenvalues are neglectable small. Regarding Fig. 3 the variance explained by each PC is divided by the total variance explained by all PCs. We find that the first PC explains about 41.8% of the variance of the data, the first and the second PC 73.6% and the first, second and third PC explain 99.9%. Therefore the principle components 4-6 are clearly < .1%. Thus, the first three PCs explain most of the variance
confirming that we should use three principle components.

The resulting loading plot with the PCs as axes is shown in Fig. 4. The plot depicts the contribution of each term to the PCs and compares the correlation with each other. The red point denotes the common origin. Based on the diagonal orientation to each other term 1 and term 2 again show a distinct negative correlation. The same holds for term 4 and 5 as well as for terms 3 and 6. These results are also shown in the covariance matrix, see Fig. 1. Even though term 1 and term 2 are directed oppositely, they can be seen as cluster, being negatively correlated. Recalling the definitions of the DSI terms given in (6) and (7) we recognize the same partial PV derivatives in the terms that form a cluster. Term 1 and 2 contain $\partial \Pi / \partial p$; term 4 and term 5 contain the derivative $\partial \Pi / \partial x$, terms 3 as well as term 6 contain the derivative $\partial \Pi / \partial y$. Therefore, we conclude that the PV seems to have a major contribution to the DSI field. The DSI and all its six terms are shown for a case study in Fig. 5. The DSI fields and each single term are illustrated for the July 14th 2021 over the Euro-Atlantic
sector. For the corresponding satellite image see the appendix. The negative
correlations of terms 1 and 2, 4 and 5, 3 and 6 are confirmed.

Therefore, we find three clusters of two terms indicating that the DSI can
be approximated to three terms:

\[
\text{DSI} \approx - \frac{\partial \Pi}{\partial p} \cdot \frac{\partial \theta}{\partial y} \cdot \frac{\partial B}{\partial x} + \frac{\partial \theta}{\partial p} \cdot \frac{\partial B}{\partial y} \cdot \frac{\partial \Pi}{\partial x} + \frac{\partial \theta}{\partial p} \cdot \frac{\partial B}{\partial x} \cdot \frac{\partial \Pi}{\partial y} \equiv \text{Term 2} + \text{Term 5} + \text{Term 6} \tag{10}
\]

We note that terms 1 and 2 contribute less to the DSI signal such that a further
reduction neglecting term 2 in (10) would possible. We further note that the
evaluation of different case studies might lead to different results.

The last step of the PCA is to project the original data onto a new feature
space with less dimensions. It is spanned by the principle components. Consider
a \(6 \times 3\) dimensional matrix denoted as \(P\), where the three columns are the
principle components. Let \(X\) denote the data matrix of size \(n \times 6\) with \(n\)
observations of the 6 terms that we simply called Term 1-Term 6. Then, the
Matrix \(Z = X \cdot P\) holds the synthetic variables, called scores.

## 4 Discussion

Regarding the DSI as Jasobi-determinant of a \(3 \times 3\) dimensional matrix, the
DSI can be formulated as sum of six terms given in (6) and (7). We asked the
question, which of these terms contribute most to the DSI signal? Are there
DSI terms that can be neglected to minimize the computing time? In order to
answer these questions, we applied a Principle Component Analysis to the DSI,
more precisely to the six DSI terms.

In a first approach a PCA was applied to all nine single gradients (5) defining
the DSI, which did not show reasonable results. This underlines the importance
of coupling the three constitutive quantities potential temperature, Bernoulli
funtion and PV that all together define the DSI.

Applying a PCA to the six DSI terms of the Jacobi-determinant, we first
find that three Principal Components can maintain a large amount (99.9\%) of
variance explained. Second, evaluating the DSI terms in the feature space, we
further find that the main information of the DSI is captured by three DSI
terms, i.e. the additional three DSI terms can be neglected. It turns out that
even thought the PV gradients have the largest contribution to the DSI signal,
the combination of the potential temperature gradient and the gradient of the
Bernoulli function seems to be essential, which confirms the definition of the DSI.

Furthermore, the reduction of terms does not depend on the spatial and temporal scales. We have presented the results the PCA for the ERA5 data set with a horizontal resolution of about 30 km and a temporal resolution of hour. The same results are achieved for the ERA-Interim data set with a resolution of about 80 km, respectively 6 h, and for the COSMO-REA6 reanalysis data set with a resolution of 6 km and 1 h. Therefore, we find a scale independent approximation of the DSI.

To summarize, a first performance of the Principle Component Analysis applied to the six terms of the Dynamic State Index shows that the transformation and reduction of dimensions is reasonable. Even though, the potential vorticity seems to be the dominant quantity, all three constitutive quantities defining the DSI have an important contribution on the DSI signal to diagnose atmospheric developments.
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