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Abstract

This paper presents a general theory that aims at explaining timescales observed empirically in technology transitions and predicting those of future transitions. This framework is used further to derive a theory for exploring the dynamics that underlie the complex phenomenon of irreversible and path dependent price or policy induced efficiency changes. Technology transitions are known to follow patterns well described by logistic functions, which should more rigorously be modelled mathematically using the Lotka-Volterra family of differential equations, originally developed to described the population growth of competing species. The dynamic evolution of technology has also been described theoretically using evolutionary dynamics similar to that observed in nature. The theory presented here joins both approaches and presents a methodology for predicting changeover time constants in order to describe real systems of competing technologies. The problem of price or policy induced efficiency changes becomes naturally explained using this framework. Examples of application are given.
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1. Introduction

1.1. The challenge of describing induced technological change

The challenge of predicting the future energy transition is not a new one, but one of considerable importance [1–6]. This is due to the fact that there is significant uncertainty in the technical feasibility of a global technology transformation that would enable to reduce global greenhouse emissions to a small fraction of their current levels, in order to limit anthropogenic climate change while maintaining the accessibility of energy-related services and a healthy economic system. Changes in the prices of energy carriers have the potential to generate significant inflation and economic slowdown (e.g. the price of electricity or oil, for a review of the matter see Jones et al.[7], and for a recent model by the author of energy commodity prices, see [8, 9]), which could occur in some scenarios of energy technology transitions where, for instance, the price of carbon is passed on by utility companies into the price of electricity. Technology however does change endogenously, an aspect that has not been explored in a large amount of detail but is the subject of an emerging literature (see for instance [3–5, 10–13] and the Innovation Modelling Comparison Project [14]). Within this approach, forecasting technology is increasingly seen as a key to sensible climate policy-making, in particular for exploring potential technology support policy portfolios and their impact on emissions.

Many current models of technology (bottom-up models) use exogenous (i.e. imposed) timescales and rates of technological change, which therefore do not depend on actual economic indicators. Meanwhile, many economic (top-down) models rely on a so-called Autonomous Energy Efficiency Indicator (AEEI), which extrapolates the global non price-related energy efficiency of the economy from historical data [5, 15], associated directly with technology
improvements. As Dowlatabadi and Oravetz argue, "We need only delve into the recent past to realize that a formulation of technological change that ignores price effects may be unrealistic"[16]. Most formulations of the AEEI lead to reasoning that is nearly circular, where one is trying to model large future changes in energy efficiency produced by policy using a historical trend where no such strong climate policy precedent exists, choosing as a result the assumption. While most models of global energy systems and greenhouse gas emissions possess highly detailed and accurate accounting of global emissions sources, significant uncertainty or inaccuracies arise in their forecasted evolution of emissions factors up to standard horizons of 2050 or 2100, given chosen policy portfolios, due to a lack of dynamic interactions between components in their representation of technology substitution (e.g. changeover timescales, technology learning, cross-sectoral synergies and interference, etc, for reviews of models see for instance Barker et al.[17] and Edenhofer et al. [18]), or even the simple absence of a backstop technology (for instance in [13]). In particular, no consensus exists on the value of the carbon price necessary to decarbonise the global economy, for which values between 100 and above 1500 $/tCO_2$ have been claimed to be necessary (see for instance [13]). Since the decarbonisation process through the use of a carbon price signal relies primarily on technological change and diffusion, the value of the carbon price depends heavily on the particular model chosen and the amount of substitution possibilities and dynamic interactions present in the model for representing technological change. This motivates strongly the development and expansion of theoretical and computational models of technology diffusion, for application in energy supply (e.g. power) as well as end-use sectors (e.g. appliances, transport, industry).

Insight on the structure of a future energy transition has been sought in historical data [2, 4]. A well established literature of empirical modelling of technological change exists, which provides a wealth of details on past evolutions of, for instance, energy systems, energy end-use appliances, innovation and the diffusion of new consumption goods. In particular, changes in the consumption of global primary energy has famously been shown to follow logistic trends [19]. Early work by Bass presents an attempt to model the diffusion of home appliances using a logistic model [20]. Fisher and Pry analysed the diffusion of 17 different pairwise substitutions of natural versus synthetic materials or other types in several sectors, all of which follow a simple logistic model [21]. The diffusion of infrastructure was shown to follow similar trends [3], as well as the transition from horses to petrol cars in the 20’s [22]. Sharif and Kabir showed that the replacement of steam for electric and diesel locomotives in U.S. railroads, as well as metal for wood construction materials in the U.S. marine follow a special form of the logistic substitution model [23]. More recently, an in-depth analysis of power technologies was carried out by Wilson [24]. Many more such analyses have successfully applied one or another form of the logistic model to product or technology substitution in the marketplace [3, 4, 25]. These works provide important insight on the structure of endogenous changes occurring within all sectors of society that rely on technology and its improvement in time.

The suggestion that multi-technology\textsuperscript{1} competition in the marketplace could follow patterns obeyed by competing species in ecosystems was explored by Barghava [26], who mapped the problem to the Lotka-Volterra family of coupled population growth equations for biological systems [27, 28], themselves a generalisation of the classic logistic model of Verhulst [29] for forecasting the French population after 1838. Possible transitions in the transport sector were explored by Grubler [30], where it was also suggested that the competition between technologies could follow the Lotka-Volterra family of equations. However, the nature of the exchange between technologies, as well as the nature of the timescales involved, or the parameterisation of the equations, has never been satisfactorily clarified in the literature. This concerns parameters that are related, but do not correspond exactly to, birth rates and death rates in biological systems, but that give rise to transition time constants. Timescales involved in technological transitions have been measured empirically extensively, however no theoretical framework exists to the author’s knowledge that can predict what they should be, even though a simple modeler’s intuition tells us that it should involve birth and death rates — technology construction and decommission timescales, and/or bottlenecks in production supply chain and their timescales of expansion. Additionally, confusion and disagreement exists between experts in the field as to whether the Lotka-Volterra family of equations represents or not simultaneous pairwise interactions between species (technologies) where exchanges occur between all competing types with one-another [31].

Following previous work where I introduced a model in which the Lotka-Volterra family of equations is used to model power sector technology substitution [32], in this paper I attempt to provide a theoretical clarification of the process of technology competition and substitution, and to bring this framework to a useful generalisation that can be

\textsuperscript{1}i.e. more than two
applied to various sectors of the global economy. In particular, I explore the origin and properties of the timescales involved in such technological change. A complete model for the derivation of changeover timescales is given, which belong to the interacting pair rather than to individual technologies. Since this mathematical problem is one of many-body interactions, it will be stressed that no analytical solution exists and that solutions should simply be calculated dynamically using discrete time-steps.

This process of population movements between elements of a given list of existing technologies with different properties underlies changes in technology properties averaged over the whole sector, such as the efficiency of energy use in transport, steel production, electricity production, lighting, etc. It is known to be asymmetric and path dependent [33], and therefore hysteretic and multi-valued.\(^2\) This means that while an increase in the price of energy generates an increase in the efficiency of energy use, a subsequent decrease in price does not produce a corresponding decrease in efficiency and the system does not return to its starting point, due to permanent changes of technology. This makes the use of linear correlations (e.g. econometric) as relationships for forecasting inappropriate or at least incomplete,\(^3\) because efficiency is thus not a single valued function of prices, gross domestic product and other economic variables or simply time. While the replacement of parameters such as the AEEI in economic models is a difficult task, it must involve (1) technical properties of individual technologies and (2) an appropriate dynamic weighting of these properties as the population of technologies evolves in time.

Finally, the process of technological change has often been qualitatively compared with the theory of evolution. Theoretical work by Dercole et al. shows that technological change can follow evolutionary dynamics by creating a parallel in which technology characteristics endogenously improve in order to increase their market share [34]. Such dynamics increase the technology diversity that exists at any time. Changes in the economic-market/policy environment can change which technology (specie) strives best and give rise to new technologies diffusing massively and displacing other older systems. The key to such a process being the underlying diversity, such environmental changes can uncover existing technology potential which, before the changes, survived within small market niches provided by specialist applications. Such a framework is also consistent with observed real technology dynamics [1].

The first half of this work follows a simple progression where the process of technological change is initially derived, for which six definitions and three assumptions are given, and terms are derived for, in order, exchanges of capacity between technologies, increases in capacity requirements and permanent decommissions of capacity. These terms are combined in order to construct the complete equation for technological change. This enables a detailed analysis of the parameterisation of logistic transition models and a determination of technology changeover time constants. This theoretical framework is then used to describe the time evolution of sectoral parameters such as energy efficiency or intensity. In particular, path dependent and hysteresis properties are analysed. Their implications on the understanding of the process are stressed. Finally, the parallel with evolutionary dynamics is discussed.

2. The theoretical model

2.1. Competing markets and production

Each individual technology within a competing set strive for gaining ground in market space, which is defined in terms of fractions of the total demand \(D(t)\) for a particular common good or service. This includes for example fuels (electricity, ethanol, petrol, etc), materials such as steel or services such as transport, lighting, communication/connectivity, etc. For each of these, a set of substitutable technologies \(i = 1, 2, ..., N\) compete and produce a service output \(G_i(t)\). The units of \(G_i\) are the key for its definition, and may correspond to, for example, energy (MWh, GJ, Mtoe...), mass (kg of materials), movement (person-km or ton-km), light (J/m\(^2\)), etc.

The production of these services is performed by a production capacity \(U_i\), which is used as the service is needed. This therefore invokes the definition of the intensity of capacity use, which we term the capacity factor \(CF_i\), corresponding to the fraction of time for which the unit is producing at its full capacity, or alternatively, the fraction of its total capacity for which it is being used, or a mixture of both.\(^4\) Given these definitions, the generation of a service \(G_i\)

\[^2\] The response of the oil intensity of the global economy with respect to the oil shocks of the 70’s-80’s has been shown asymmetric [33].

\[^3\] i.e. the parameters of such correlations are time dependent; they change when the historical period chosen is changed, due to permanent internal structure changes, e.g. permanent changes in technology.

\[^4\] No distinction is made between for instance having two units where only one is used continuously, several units all of which are used 50% of the time, or several units used at 50% of their capacity, or any other such combination giving \(CF = 50\%\).
is

\[ G_i(t) = CF_i(t)U_i(t), \]

which sums up to the total demand \( D = \sum G_i \), with a total capacity \( U_{tot} \) and overall average capacity factor \( \bar{CF} \):

\[ D(t) = \bar{CF}U_{tot}(t). \]

The composition of the production \( G_i \) is therefore dependent, following individual capacity factors \( CF_i \), on the number of producing units in each technology category \( U_i \), which defines the composition of the sector. This can be expressed as a fraction of the total, or shares of production capacity \( S_i(t) = U_i/U_{tot} \). The capacity can be expressed in terms of the shares \( S \) and the system weighted average capacity factor \( \bar{CF} \):

\[ U_i(t) = \frac{S_i(t)D(t)}{\bar{CF}(t)}, \]

\[ \bar{CF}(t) = \sum_i S_i(t)CF_i(t), \]

and the market shares (shares of demand) are

\[ \sigma_i(t) = \frac{CF_i(t)\bar{CF}(t)}{\bar{CF}(t)}S_i(t). \]

These equations were already derived for the power sector in previous work [32], in which a differential form is invoked for explanatory purpose,

\[ dU_i = \frac{D}{\bar{CF}}dS_i + \frac{S_i}{\bar{CF}}dD - \frac{S_iD}{\bar{CF}}d\bar{CF}, \]

This equation demonstrates that the number of units of each type of technology can vary following three types of changes: changes in the technology mix \( dS_i \) (the exchange term, where technologies exchange capacity shares), changes in the total demand \( dD \) and changes in the overall efficiency over which the system is used \( d\bar{CF} \). Additionally, however, the total number of units can be fixed \( (dU_i = 0, dS_i = 0) \) and changes in demand can be compensated by changes in overall capacity factor within limits, the composition of the system could change at constant demand and efficiency \( (dD = 0, d\bar{CF} = 0) \), or the number of units could change at constant demand and composition, compensated by changes in efficiency \( (dS_i = 0, dD = 0) \), etc. In general however, changes in \( U_i \) originate from simultaneous changes in all of these independent variables. In particular, the exchange term is written terms of the sum of individual interactions between pairs of technologies:

\[ dS_i = \sum_{j=1}^{N} dS_{ij} = \sum_{j=1}^{N} \frac{1}{T_{ij}}S_jS_jdt, \]

where changes in shares during a time interval \( dt \) occur due to (1) the growth rate of a technology, which is proportional to its own extent of diffusion (or share of the total capacity) \( S_j \), as well as (2) to the rate at which it can replace other technologies, events that occur every time units are decommissioned, where the decommission rates are proportional to their shares of the total capacity \( S_j \), times a replacement frequency \( T_{ij}^{-1} \) (the inverse of the changeover time constant \( T_{ij} \)). This is a special form of the Lotka-Volterra equation, which was used in previous work to build a model to forecast changes in the technology composition of the power sector [32]. It reduces to a logistic form in the case of two interacting technologies.

The process of changes in the number of units, following demand, efficiency or composition changes is described by processes related to the construction and decommission of units. We thus present a detailed ‘first principles’ derivation of a theory representing this process here. The following section provides the appropriate grounding for deriving eq. 6. In most previous uses for technology forecasting, eq. 6. is expressed as fractions of the total capacity, and in this form, produces logistic transitions for some special circumstances. Its proportionality term, the frequency frequency \( T_{ij}^{-1} \), and the absolute capacity scaling (the time dependent factor \( U_{tot} \) that is divided out), are generally left ambiguous and thus open to question. This can be resolved if the equation is derived in absolute capacity terms,
provided here. This exercise is helpful for better understanding the properties of this model of technology substitution, its absolute parametrisation and time scaling, and makes its quantitative application straightforward, in a way that is not empirical. In other words, time constants can be obtained without the use of fits of logistic functions to data, which in any case, as shown in this work, cover only a small subset of possible situations, which in some cases or sectors may never have actually occurred in history.\footnote{For instance, finding the diffusion time constant of solar photovoltaic devices and other new technologies from empirical fits of logistic functions is difficult since their diffusion is very preliminary, and one doesn’t know a priori which and/or how many technologies it is replacing, and therefore, if a logistic transition is expected at all. As shown below, time constants belong to interacting pairs of technologies, not to particular technologies.}

The description of the model builds upon the property of equation \ref{eq:6} to generate an exact equivalence between an exhaustive series of pairwise comparisons of technology options and a simultaneous comparison of all technologies, for representing investor behaviour. This property stems from its differential nature, which would not be true were the equations integrated for particular cases (as is done in \cite{19}, the equations of which are only true if the situation is driven by a sequence of pairwise technology transitions). A general solution does not exist; instead several possible properties emerge which include chaotic behaviour and complex dynamic outcomes.

\subsection*{2.2. Definitions and assumptions}

Considering a sector where \( N \) technologies compete in the marketplace and produce a single substitutable good, the system is viewed in terms of firms putting forward construction bids, which may or may not be chosen by investors or consumers. Unsuccessful bids are discarded.\footnote{This can also be viewed as items put on sale, but not necessarily bought.} I thus define the following:

1- **The building capacity of technology** \( i \). This corresponds to the number of units that could be built in a unit of time without restrictions related to how many could be sold, thus the fastest production rate possible. The assumption taken is the following: during an interval of time \( t_i \), the industry is able to increase its production capacity for technology \( i \) by a factor of between \( e = 2.71 \). However in the long run, when sales decrease the industry also scales down its activities and reduces production capacity by the same factor. Its size is therefore always proportional to \( U_i \) the number of units of \( i \) in operation, which is assumed to stem from a certain fraction of income reinvested. The number of units that can be built during time interval \( \Delta t \) is:

\[
\frac{U_i}{t_i} \Delta t. \tag{7}
\]

2- **The total building capacity.** This is the sum over all technology categories of the previous term:

\[
\sum_k \frac{U_k}{t_k} \Delta t = \frac{U_{\text{tot}}}{T} \Delta t \tag{8}
\]

where \( T \) corresponds to the weighed average production capacity expansion time constant:

\[
T = \left( \sum \frac{S_\ell}{t_\ell} \right)^{-1}, \quad S_\ell = \frac{U_\ell}{U_{\text{tot}}}. \tag{9}
\]

3- **The number of units decommissioned.** During each time interval \( \Delta t \), a number of units of technology \( j \) come to the end of their working life which lasts a time \( \tau_j \) and are retired (the lifetime can be either the physical lifetime or the lifetime of social habits, expanded below), either permanently or to be replaced. This number is a fraction of the number of units operating. Assuming that these units were constructed at rates uniform in time times the diffusion scale (e.g. not all at the same time),\footnote{Without this assumption, which is not enormously constraining, one has to track the life of every individual unit. This assumption involves constant average lifetimes, therefore no early scrapping.} this frequency is

\[
\frac{U_j}{\tau_j} \Delta t \tag{10}
\]
4- The total number of units decommissioned. This is the sum of the previous over all technologies:

$$\sum_{\ell} \frac{U_{\ell}}{\tau_\ell} \Delta t = \frac{U_{\text{tot}}}{\bar{\tau}} \Delta t,$$

where $\bar{\tau}$ is the weighed average technology lifetime:

$$\bar{\tau} = \left( \sum_{\ell} \frac{S_\ell \tau_\ell}{\bar{\tau}_\ell} \right)^{-1}.$$  

(11)

(12)

5- The choice between technologies. In a pairwise comparison of technologies, the fraction of times investors or consumers will favour technology $i$ over $j$ is $F_{ij}$ (e.g. 60% $i$ and 40% $j$). This choice should be exclusive, i.e. $F_{ij} + F_{ji} = 1$ (and $F_{ii} = \frac{1}{2}$). This matrix is time dependent and has the following property:

$$\sum_i \sum_j F_{ij} = N^2/2$$

(13)

Technology choices are probabilistic in nature and stem from considerations such as cost comparisons, technology performance, etc. This should be detailed specifically for individual sectors, as in [32].

6- Changes in total capacity required. This stems from increases in demand that require new builds, or reductions in demand leading to permanent decommissions. This will be denoted respectively $\Delta U_{\text{tot}}^\uparrow$ and $\Delta U_{\text{tot}}^\downarrow$.

**Assumption 1: Limited number of building bids.** This rule stipulates that each firm building a particular technology type always puts forward no more bids for replacing other units and producing new units than it is able to produce in total with its full construction capacity.

**Assumption 2: Only successful bids are built.** The choice of the investors out of the options for the number of required units to be built restricts the number of successful construction bids. The choices are described by the matrix $F_{ij}$. Bids or proposals not chosen by investors or consumers are discarded.

**Assumption 3: No early scrapping.** Units operate until the end of their lifetime, where they are either replaced or decommissioned.8

2.3. Total changes

The evolution of a particular technology mix is assumed in this model to occur through either building units for supplying increases in demand, or to replace decommissions of old units at the end of their working lives, defined as lasting the average lifetimes $\tau_i$. The total number of units of any category built at any one time $\Delta U_i$ depends on how many units are decommissioned, how many of these are replaced and if they are, how many additional new units are required:

$$\Delta U_i = \sum_j \Delta U_{ij} \bigg|_{U_{\text{tot}}} + \Delta U_i^\uparrow - \Delta U_i^\downarrow,$$

(14)

where the first term denotes decommissions replaced by units of technology $i$ and decommissions of $i$ replaced by other technologies (exchanges),9 the second corresponds to additional units due to increases in demand and the last term denotes permanent decommissions (i.e. not replaced).

---

8In the case of sudden high costs of operation, their capacity factors can however decrease to low values, meaning little use.

9The underscore $U_{\text{tot}}$ in eq. 14 indicate that the total capacity in maintained constant in the exchange term, keeping with a convention where changes in $U_{\text{tot}}$ appear in the second and third terms of this equation.
2.4. Exchange term

The first term in eq. 14 corresponds to exchanges between technologies \(i\) and \(j\). Its structure may appear complex when first considered (see figure 1, left panel), but can be decomposed in terms of individual pairwise interactions (right panel). This involves two independent terms, units decommissioned in \(j\) replaced by \(i\), \(U_j \rightarrow i\) and the reverse \(U_i \rightarrow j\) (where both can be non-zero due to the probabilistic nature of investor choices, see [32] for details).

Units of \(j\) decommissioned can be expressed as a fraction (in brackets) of the total number of units decommissioned per unit time, which occurs at a frequency \(\frac{1}{\tau_j}\):

\[
\frac{U_j}{\tau_j} \sum_{\ell} \frac{U_{\ell}}{\tau_{\ell}} \frac{U_{\text{tot}}}{\tau} \Delta t.
\]

The fraction of these that investors would like to replace by technology \(i\) is \(F_{ij}\), thus giving

\[
F_{ij} \frac{U_j}{\tau_j} \frac{\Delta t}{\tau}.
\]

The number of construction bids put forward for technology \(i\) corresponds to the maximum number of units of technology \(i\) that could be built if the total construction capacity was used,

\[
\frac{U_i}{\tau_i} \sum_k \frac{U_k}{\tau_k} \frac{U_{\text{tot}}}{\tau} \Delta t.
\]

where \(\tau^{-1}\) must be greater than \(\frac{1}{F_{ij}}\), otherwise population declines cannot be fully replaced by the production capacity. This also means that the production capacity is never used fully solely for capacity replacements (and thus some bids are discarded).

Out of these \(U_{\text{tot}} / \tau\) construction bids put forward, only \(U_{\text{tot}} / \tau\) will be chosen, the remaining being discarded. In specific bidding cases however, it may happen that no bids of a particular kind have been put forward, while in some others several competing bids for a particular technology might have been proposed. Overall, the choice occurring in every single case must take account of the fractional composition of the total amount of bids (term in brackets in expr. 17) in order to determine which types of bids are available, even given the preferred choices of investors. Therefore the number of decommissions of technology \(j\) that will actually be replaced by technology \(i\) corresponds to expr. 16 times the fractional composition of the bidding process:

\[
\Delta U_{j\rightarrow i} = \left( \frac{U_i}{\tau_i} \sum_k \frac{U_k}{\tau_k} \right) F_{ij} \left( \frac{U_j}{\tau_j} \sum_{\ell} \frac{U_{\ell}}{\tau_{\ell}} \right) \frac{U_{\text{tot}}}{\tau} \Delta t = \frac{U_j}{\tau_j} F_{ij} \frac{\Delta t}{U_{\text{tot}} / \tau}.
\]
and the remaining unsuccessful bids are discarded (analogous to newborns dying in biological systems). Therefore, the exchange term, including flows both ways, is

\[
\Delta U_{ij} = \Delta U_{ji} - \Delta U_{i\rightarrow j} = \left( \frac{F_{ij}}{t_i \tau_j} - \frac{F_{ji}}{t_j \tau_i} \right) U_i U_j \frac{1}{U_{\text{tot}}} \frac{\Delta t}{\bar{T}},
\]  

(19)

where neither \(\Delta U_{j\rightarrow i}\) nor \(\Delta U_{i\rightarrow j}\) is zero, due to the probabilistic nature of investor choices (i.e. \(F_{ij}\) is generally not zero, and \(F_{ij} + F_{ji} = 1\)). If \(F_{ij} = 1/2\) then flows in both ways are equal and cancel out, but otherwise one technology category will grow at the expense of the other.

This equation couples changes between technology categories, with a time scaling constant \(\bar{T}\), which determines at which average rate units require replacement, and a unitless substitution (or routing) matrix \(A'_{ij}\), or as a matrix of substitution frequencies \(A_{ij}\) (cancelling both factors \(\bar{T}\) in the equation)

\[
A'_{ij} = \frac{\bar{T}_{ij}}{t_i \tau_j} \quad \text{or} \quad A_{ij} = \frac{7}{t_i \tau_j}.
\]

(20)

The total number of units of \(i\) built during \(\Delta t\) is the sum over all technologies it replaces:

\[
\Delta U_i = \sum_j \left( \frac{\bar{T}_{ij}}{t_i \tau_j} F_{ij} - \frac{\bar{T}_{ji}}{t_j \tau_i} F_{ji} \right) U_i U_j \frac{1}{U_{\text{tot}}} \frac{\Delta t}{\bar{T}}.
\]

(21)

2.5. Increases in demand

Changes in capacity can occur irrespective of decommissions, where bids for technologies are chosen for building a larger number of producing units in order to respond to increasing demand. The number of bids successful will depend on pairwise choices, where investors choose how to allocate \(\Delta U_i\) between bids from technologies \(i\) and \(j\). Investor choices similarly follow the probability matrix \(F_{ij}\). The number of successful bids for \(i\) that were unsuccessful for \(j\) is:

\[
\Delta U_i^\uparrow = \frac{1}{N} \sum_j \left( \frac{U_j}{\sum_i U_i} \right) F_{ij} \Delta U_j = \frac{\bar{T}_{ij}}{N} U_i \frac{\Delta U_j}{U_j},
\]

(22)

This can be seen as first allocating equally the new builds between all technologies, as if they were additional decommissions to be replaced, and then following the previous reasoning for technology exchanges. If \(\frac{\Delta U_j}{U_j} > \frac{U_j}{\bar{T}_{ij}}\), then the demand exceeds the total production capacity, and cannot be met. Thus the increase in \(U_j\) must have a ceiling at the value of \(U_j\bar{T}/\bar{T}\) which is limited by production capacity.

2.6. Decreases in demand

The last term in eq. 14 corresponds to decommissions not replaced, which can also be expressed as the fraction of total units permanently decommissioned, due to demand reductions, that belong to \(i\):

\[
\Delta U_i^\downarrow = \frac{1}{N} \sum_j F_{ij} \left( \frac{U_j}{\sum_i U_i} \right) \Delta U_j = \sum_j \frac{F_{ij}}{N} \frac{\bar{T}}{\tau_i} U_j \frac{\Delta U_j}{U_j},
\]

(23)

where units that are permanently decommissioned, out of total of \(U_j\bar{T}/\bar{T}\) coming to the end of their working life, are chosen as those not replaced (those being replaced belonging to the exchange term), and therefore involves the factor \(F_{ij}\) (as opposed to \(F_{ij}\)). If however \(\frac{\Delta U_j}{U_j} > \frac{U_j}{\bar{T}_{ij}}\), then the decreases in demand exceed the rate at which units come to the end of their working lifetime, and this results in early scrapping (excluded here) or in reduced full load hours.
2.7. Total changes

The total change in technology \( i \) is obtained by replacing all terms in eq. 14:

\[
\Delta U_i = \sum_j \left[ \left( \frac{7\pi}{t_i \tau_j} F_{ij} - \frac{7\pi}{t_j \tau_i} F_{ji} \right) U_i U_j \frac{1}{U_{tot}} \frac{\Delta \tau}{\Delta t} + \left( \frac{7\pi}{t_i} F_{ij} U_i \frac{1}{U_{tot}} \frac{\Delta U_{tot}^j}{\Delta t} - \frac{7\pi}{t_j N} U_j \frac{1}{U_{tot}} \frac{\Delta U_{tot}^i}{\Delta t} \right) \right].
\]  

(24)

The shares equation is derived from the chain derivative of \( S_i(t) = U_i(t)/U_{tot}(t) \),

\[
\frac{\Delta S_i}{\Delta t} = \frac{1}{U_{tot}} \left( \frac{\Delta U_i}{\Delta t} \right) - \frac{U_i}{U_{tot}^2} \left( \frac{\Delta U_{tot}}{\Delta t} \right).
\]  

(25)

The total capacity can either increase or decrease, and therefore either \( \Delta U_{tot}^i \) or \( \Delta U_{tot}^j \) is null. In the most commonly expected case of increases in total capacity, this results in

\[
\Delta S_i = \sum_j \left[ \left( \frac{7\pi}{t_i \tau_j} F_{ij} - \frac{7\pi}{t_j \tau_i} F_{ji} \right) S_i S_j + \left( \frac{7\pi}{t_i} F_{ij} - \frac{1}{N} \right) S_i \frac{1}{U_{tot}} \frac{\Delta U_{tot}^j}{\Delta t} \right] \Delta t,
\]  

(26)

while in the case where \( U_{tot} \) decreases,

\[
\Delta S_i = \sum_j \left[ \left( \frac{7\pi}{t_i \tau_j} F_{ij} - \frac{7\pi}{t_j \tau_i} F_{ji} \right) S_i S_j - \left( \frac{7\pi}{t_i} F_{ij} - \frac{1}{N} \right) S_i \frac{1}{U_{tot}} \frac{\Delta U_{tot}^j}{\Delta t} \right] \Delta t.
\]  

(27)

For specific cases where

\[
\frac{7\pi}{t_i} \sum_j \frac{F_{ij}}{N} = 1 \quad \text{and} \quad \frac{7\pi}{\tau_i} \sum_j \frac{F_{ji}}{N} = 1,
\]  

(28)

the second term in both equations cancel exactly, leaving

\[
\Delta S_i = \frac{1}{\tau_i} \sum_j \left( \frac{7\pi}{t_i \tau_j} F_{ij} - \frac{7\pi}{t_j \tau_i} F_{ji} \right) S_i S_j \Delta t,
\]  

(29)

which is the same set of coupled differential equations of belonging to the Lotka-Volterra family as eq. 6, and is the equation used in our previous work [32]. The error generated by this approximation is of the order of

\[
1 - \frac{\tau_i}{7\pi} \sum_j \frac{F_{ij} \Delta U_{tot}}{N U_{tot}} \quad \text{or} \quad 1 - \frac{\tau_i}{7\pi} \sum_j \frac{F_{ij} \Delta U_{tot}}{N U_{tot}}.
\]  

(30)

This corresponds to errors in the allocation of new (\( U_{tot} \) increases) or decommissioned (\( U_{tot} \) decreases) units. Actually, eq. 29 would be realised if there were no restrictions on the rates of building and decommissions (i.e. if the building rate could match increasing demand exactly, and if early scrapping was allowed when capital is rapidly becoming superfluous). However, these errors in the allocation of new and scrapped units is very secondary due to the exchange term, which always enables units to change category. Therefore the difference is actually very small. This is why even for large total capacity increases, the Lotka-Volterra equation expressed in fractions of the total capacity still works outstandingly well with historical data. It is stressed that the major part of constructions at any one time aims at replacing existing units coming to the end of their working life.

In absolute capacity space, the shares equation of the FTT power sector model [32] is

\[
\Delta U_i = \left[ \sum_j \left( \frac{7\pi}{t_i \tau_j} F_{ij} - \frac{7\pi}{t_j \tau_i} F_{ji} \right) S_i S_j U_{tot} \frac{\Delta U_{tot}^j}{\Delta t} + S_i \frac{\Delta U_{tot}}{\Delta t} \right] \Delta t,
\]  

(31)

which corresponds to allocating new units (i.e. those that are not replacements) or scrapped units (those not replaced), according to market shares, at equal rates between technologies, while eqs. 26-27 distribute new units according to investor choices and rates of building (how much \( t_i \) differs from \( 7 \)). The difference with this equation is that technologies with faster rates of building could take up faster the new building work for increases in demand than those with slower rates, changing the allocation. The second term in eqs. 26-27 provide a small correction for this.
2.8. Special case: substitutions in pairs

A special case of the system exists, and often occurs, when only two technologies are substituted. The result, derived here, is the classic logistic transition often observed in history (see for instance [3, 19–25]):

\[
\Delta S_i = \left( \frac{\tau_i}{\tau_{i2}} F_{12} - \frac{\tau_i}{\tau_{i1}} F_{21} \right) S_i S_j \Delta t \frac{\Delta t}{\tau},
\]

which, in the small time step limit, has the solution

\[
S_i(t) = \frac{1}{1 + \exp\left(-t/T_{12}\right)}, \quad \text{time constant } T_{12} = \frac{T_{12}}{F_{12} - F_{21}}. \tag{32}
\]

This expression evolves towards the domination, in the long run, of technology 1 if the transition time constant \(T_{12}\) is positive and towards 2 if it is negative. In the particular case where the choice of investors is very strongly biased, for instance towards technology 1 (2), then \(F_{12} = 1\) and \(F_{21} = 0\) (\(F_{12} = 0\) and \(F_{21} = 1\)) and the time constant becomes simply \(\frac{T_{12}}{F_{12} - F_{21}}\). However, in most cases the time constant, as extracted from data, will be somewhere in the range between \(\frac{T}{T_{12}}\) or \(-\frac{T}{T_{12}}\) and \(\pm\) infinity. It is therefore difficult to interpret time constants obtained from fitting logistic curves to past data without additional knowledge on investor preferences \(F_{ij}\).

2.9. Special cases: limits

In the multi-technology interaction case where the choice between \(i\) and all possible \(j\) favours overwhelmingly \(i\), \(F_{ij} = 1\), \(F_{ji} = 0\) and \(F_{ii} = 1/2\) (see figure 2, left panel). In this case, the number of new units of \(i\) is (including self replacements)

\[
\Delta S_i = \frac{\tau_i}{\tau_{i2}} S_i \left( \sum_j \frac{S_j}{\tau_j} - 2S_i S_j \right) \Delta t \frac{\Delta t}{\tau} = \frac{\tau_i}{\tau_{i2}} S_i \left( 1 - S_i S_j \right) \Delta t \frac{\Delta t}{\tau},
\]

which in the small time step limit is an ordinary differential equation with a logistic function as a solution

\[
S_i(t) = \frac{1}{\frac{\tau_i}{\tau} + \exp\left(-\frac{\tau_i}{\tau} t\right)}, \quad \text{time constant } \frac{T_{12}}{\tau}. \tag{35}
\]

In cases where technologies are very similar but one is slightly preferred, the transition time can be very long.
This corresponds to the highest growth rate allowed by the rate of change of the construction capacity, and thus a situation of growth limited by the construction capacity and the average decommission rate. In the converse case where some or all \( j \) are overwhelmingly favoured over \( i \), \( F_{ij} = 0 \) and \( F_{ji} = 1 \) (see figure 2, right panel). The change in the number of units of \( i \) becomes (including self replacements)

\[
\Delta S_i = -\frac{\tau_i}{\tau_i} S_i \left( \sum_j \frac{S_j}{t_j} - \frac{2S_i}{t_i} \right) \frac{\Delta t}{\tau_i} = -\frac{\tau_i}{\tau_i} S_i \left( 1 - S_i \frac{7}{t_i} \right) \frac{\Delta t}{\tau_i}
\]

(36)
a differential equation with a logisitic solution:

\[
S_i(t) = \frac{1}{1 + \exp(t/\tau_i)}
\]

(37)
a transition that occurs at the fastest reduction rate possible for \( i \) (the full decommission rate). Note that the inclusion of the self-replacement term makes the behaviour logistic, otherwise it would be an exponential decay.

These are cases limited by the fastest possible growth and decline of capacity. Therefore, all other time constants for exchanges of capacity that may be observed in any situation must lie at or above the values of \( \tau_i \) (in the case of decline) and \( \tau_i \) (in the case of growth), and can involve any number of any possible combinations of terms with different \( t_i \) and \( \tau_i \). Actually, except for the limiting cases and single pairwise interactions, all other results will not be logistic. Logistic transitions occur only in these very special circumstances. Therefore, all empirical work where a logistic transition was observed indicate special situations corresponding to either of these three possibilities (pairwise substitutions or the two limiting cases), not the general case.

2.10. Time constants and their meaning

In order to scale the absolute time dependence of eq. 29, one is required to completely resolve any ambiguity regarding the meaning of all time constants. Time constants are taken to mean technology unit lifetimes (\( \tau_i \)) or the lifetime of the social habit or production method, and the time required for increasing the building capacity (\( t_i \)) by a factor \( e \). Left as they are, these equations result in the capacity changing by at most \( \frac{1}{e} \) over the duration of a time constant (i.e. they are decay rates). If \( \tau_i \) is assumed to correspond to a lifetime, this decay rate is too long. \( \tau_i \) corresponds to the fastest possible decommission rate, in a case where no units are replaced. Thus the decay from a large population to zero should last one lifetime if units have been built up to the point where the decision was taken to stop replacing them. I thus postulate that the fastest possible rate of change for which the capacity can possibly change from 99% to 1% is one lifetime, corresponding to an additional factor of 10 in the time scaling. This is justified by the fact that, as in an extinction process occurring through unsuccessful births, it takes one lifetime to extinguish one species.

It is difficult to know exactly what the time constants are for the expansion of building capacity, as such values are not readily available, as opposed to unit lifetimes. However it can be argued that, in a similar way that learning-by-doing occurs every time the building of a unit of technology is completed, due to the rates of cash flows associated to sales, the expansion of building capacity occurs every time a new unit of technology is built and sold. Building times vary, and therefore building capacity expansion rates also vary, proportionally to the building rate. The proportionality factor is not known, however the constants \( t_i \) always appear in the equations as a ratio with \( \tau_i \), and this unknown proportionality factor always cancels. Therefore, for systems with long lead times (e.g. in the power sector), it is equivalent to use building time constants instead of building capacity expansion time constants. For systems with

\[11\) Note that this expression appears to converge to a value higher than 1 if \( \tau_i > \tau \), seemingly a contradiction. However, as technology \( i \) comes to dominate, \( \tau \) gradually approaches \( \tau_i \), and \( S_i \) does not exceed 1. Therefore this example, taken for illustration, is an approximation and one must keep in mind that \( \tau \) is time dependent, even though it was assumed constant when solving the differential equation.\[12\) Other cases, involving three-body or many-body interactions, cannot be solved analytically but are readily calculated numerically.\[13\) For some technologies, unit lifetimes are irrelevant while the time to change a method or a habit can be long, for example in communications systems, computers, software, entertainment equipment, etc. where technology changes are much slower and constrained by other considerations than unit lifetimes, or where unit lifetimes are undefined (e.g. software).\[14\) A variation from 50% to 99% requires five time constants, akin for the logistic function to sigmas for gaussian functions.
short lead times (e.g. end-use appliances), this argument is less robust and time constants for industrial production expansion should be used.

For FTT:Power, power sector capacity lifetimes vary between 20 and 80 years, with a current global average of about $\tau = 50$ years. Building times (lead times) vary between 1 and 7 years, with an average near $t = 4$ years.\(^{15}\) Therefore, the final time scaling of the FTT:Power shares equation is

$$A_{ij} = \frac{107}{t_i \tau_j} \geq \frac{40}{t_i \tau_j}.$$  \hspace{1cm} (38)

Changeover time constants for energy systems are known to range between 50 and 100 years. In order to to avoid any possible ambiguity regarding the resulting changeover time constants predicted by this model, we stress that the changeover time is not often near the fastest possible changeover time of one lifetime (except in the event of strong policy). Rather, it is expressed by the following term of the shares equation:

$$\left(F_{ij}A_{ij} - F_{ji}A_{ji}\right) \simeq \left(F_{ij} \frac{40}{t_i \tau_j} - F_{ji} \frac{40}{t_j \tau_i}\right).$$  \hspace{1cm} (39)

2.11. Constraints of the market that reflect imperfect competition

Technologies were assumed in the preceding as perfectly substitutable for one another, which implies that the service that they produce, within a category, is identical and independent of the particular technology used. This is of course too big a simplification of reality, which could seemingly invalidate the model. The market may have requirements that constrain the shares of particular types of systems. Such constraints must restrict the number of possible technology mixes that are possible.

This was discussed at length for the power sector in previous work in terms of three types of electricity generation technologies and two types of constraints [32]. The magnitude of peak load demand, as well as the amount of

\(^{15}\)Note that $\tau$ and $t$ are not exactly but only approximately constant, since the $S_i$ are time dependent. In a specific sector, values for $\tau_i$ and $t_i$ do not differ by large factors. Nevertheless, in a situation where technology moves towards systems with shorter lifetimes, the overall possible rates of technological change increase (e.g. the power sector moving towards shorter lived renewables such as wind and solar energy).
variable renewable capacity, requires a certain amount of flexible electricity generation systems, unless significant amounts of energy storage is available. This reflects an engineering grid stability constraint. I had argued there that coupled constraints can be introduced, related to investor reticence in seeing their assets stranded, thus restricting their choices or stranded, and therefore investment in particular types of technologies slows down when the limit of stability of the grid is approached. In situations limited by flexibility, limits applied to market shares generate a spontaneous splitting of the market, where peak load technologies, variable systems and base load generation systems interact in respective separate submarkets at different price levels.

This can be generalised for any type of sets of competing technologies, for example for transport, lighting, etc. The demand generally has specific inflexible characteristics which can segregate the market into segments. For example, transport demand can be classified in terms of distance travelled, and certain types of substitution between technologies serving different demand segments are unlikely (e.g. motorcycles for long distance travelling, or using airplanes for commuting, etc.). There is, however, a certain amount of overlap between demand segments, which does not allow them to be treated independently (e.g. substitution can occur between air and train travel, as well as between car and train travel, but to a lesser extent between car and air travel.) This reflects the variety of motivations that generate the aggregate transport demand. Urban design and the availability of parking space influence transport choices.

Details underlying the structure of the demand for a service cannot be completely detailed in a model of technological change, but must be summarised appropriately in order to avoid generating unlikely or unfeasible technology mixes. For this, dynamic limits to market shares are introduced. We define \( n \) segments of service demand or constraints, expressed either in units of service generation, i.e. \( D_1, D_2, \ldots, D_n \), or in units of capacity \( U_1, U_2, \ldots, U_n \). As many share limit \( S_i \) equations can be defined such as

\[
\hat{S}_i^1 = S_i + \left[ \sum_j a_j S_j - \frac{CF_i D_1}{CF_1 D} \right],
\hat{S}_i^2 = S_i + \left[ \sum_j a_j S_j - \frac{CF_i D_2}{CF_2 D} \right], \ldots, \hat{S}_i^n = S_i + \left[ \sum_j a_j S_j - \frac{CF_i D_n}{CF_n D} \right],
\]

where \( \hat{S}_i \) denotes a limit that the share value of technology \( i \), \( S_i \), is not allowed to cross, and \( a_i \) sets the type of service contribution that technology \( i \) provides, and is either equal to 1 or -1. This can be an upper limit (positive sign) or a lower limit (negative sign). The most constraining limit is then taken. These limits depict the maximum additional contribution that a technology could provide given the current contributions produced by every other technology.

In such a system of share limits, when all the share values \( S_i \) are far from their respective limits, exchanges can occur between every type of technology and every other type. However, when some of the \( S_i \) belonging to a group of contribution that responds to a particular type of demand \( D_j \) come close to their limit, they may still undergo substitutions within their group but not anymore with technologies outside this group (for example substitution between peak load technologies in the power sector in a situation limited in flexibility, or substitution between long distance transport modes). In this case a submarket associated with this demand segment \( D_j \) emerges that can operate on a different cost level than the rest of the market. This is explained by invoking the argument that technology substitution across segments is suppressed by investor reticence in seeing their assets stranded, thus restricting their choices further than dictated by the matrix \( F_{ij} \). This is depicted in figure 3, where an unconstrained substitution situation is depicted on the left, and a spontaneous market splitting is described on the right, using three market segments. Such dynamic constraints can produce synergies and interference between technologies, where for instance, wind turbines can proliferate in tandem with gas turbines, but a massive expansion in gas turbines due to a subsidy for wind power can block the market for other renewables such as solid biomass based electricity.
3. Discussion: price or policy induced efficiency changes

3.1. Revisiting the technology ladder

The concept of the technology ladder was introduced in previous work [32]. It depicts a process of gradual technology exchanges towards ever more efficient technologies given a technological change driver based onto penalising inefficiency (e.g. fuel taxes, efficiency standards, the carbon price, etc, for a history of effective technology standards in the Japanese automobile industry, see [35]).\textsuperscript{16} This is depicted schematically in panel a. of figure 4. For a particular type of technology providing a specific service (e.g. transport), a technology list can be drawn, with associated population, or market shares, of each component. The process of research and development continuously adds new elements to this list, while some older models are phased out.

The drivers of change, related but not exclusively associated to technology costs, are dynamic. In an environment favoring improved efficiency, investors or consumers tend to go down the list towards more efficient technologies following the incentives given (reflected in $F_{ij}$). Due to learning by doing, however, new models tend to incur higher costs to consumers than old ones, limiting this process, but these costs decrease with cumulative production following learning curves. Therefore, the newest components of the list are difficult to access, and their diffusion beyond niche markets is obstructed by high prices. Consumers thus tend to choose on average accessible intermediate solutions, but small niches exist, as well as early adopters who might find high prices acceptable. Niches and early adopters enable to build capacity despite high prices, bringing new technology prices down along their learning curves. Thus costs of new technologies gradually decrease, and consumers gradually make their way towards ever more efficient technologies, as they buy and later discard units. The panel a. of figure 4 depicts this for different times with a numbered list of technologies, in order of increasing efficiency. The population of the list is depicted on the left with a curve, and technology substitutions are indicated with arrows.

The components of the list of technologies are substituted through the process described in the first part of this work, and therefore follow eqs. 26-27. In the technology ladder described here, exchanges can be assumed to follow approximately a series of logistic transitions between every consecutive pair of members of the list. For a constant value for the driver, the situation observed is likely to be that depicted in panel b. of figure 4, for which a technology transition may slowly occur, where the demand for the service is given with a dashed line and the contribution of each technology is given with solid lines. However, with a dynamic driver based onto a gradually changing requirement for improved efficiency (e.g. as occurred in Japan, for instance, in the automobile industry [35]), the situation depicted in panel c. may be observed, where members of the list of technologies gradually come in vogue before becoming phased out again, replaced by another ever more efficient technology. This process may be made to accelerate with a stronger rate of change in the driver, shown in panel d.. However, this cannot be made to progress faster than the fastest rate of decommission allowed by the lifetime values of the technologies, unless they are scrapped early. In this limiting situation, every technology appears briefly in the marketplace for the length of one lifetime.

This process is irreversible. This is due to the learning process, which, assuming no loss of knowledge,\textsuperscript{17} is itself irreversible, changing the technology choice landscape permanently. Technology choices do not tend to go backwards but only forwards in the direction of technology improvements. The rate of change, however, is not predetermined but depends onto market conditions, making this phenomenon highly path dependent. In other words, technological change can happen in a myriad of ways. As discussed earlier, such path dependence is associated with hysteresis and irreversibility. For example, a strong sudden change in environment (e.g. an oil shock) can generate faster changes in technology properties (e.g. internal combustion engine efficiency), which (1) do not revert back once the environment returns to it’s original state but remain and (2) leave permanent cost reductions produced by learning. The property of path dependence, hysteresis and irreversibility prohibits the use of a historical trend for forecasting future changes in technology properties, most notably the efficiency of energy use (such as in the AEEI parameter), since the efficiency can not be expressed as a single valued function of other variables. In particular, the rate of efficiency change generated by strong climate policy cannot be reliably predicted using historical data and without involving trends related to technology diffusion processes.

\textsuperscript{16}In the case of power technologies, the efficiency was defined in [32] in terms of CO\textsubscript{2} per unit of electricity produced. In the general case, several definitions could be given, e.g. gCO\textsubscript{2}/km, GJ/km, GJ/kg, etc.

\textsuperscript{17}which can actually happen if a type of system becomes disused for too long, which in this work is considered indistinguishable from a share value of nearly zero (e.g. knowledge loss for steam locomotives). Systems phased out cannot reappear.
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3.2. Evaluating policy or price induced efficiency changes

As seen with eq. 29, substitutions between technologies of a list may be expressed in terms of shares of production capacity. For a list of technologies with identifier $i$, ordered with increasing efficiency, any average quantity of the system can be calculated using a sum weighted by shares. For example, the average efficiency may be calculated from individual efficiency values $\alpha_i$. This average efficiency $\overline{\alpha}$ may be weighed by the relative population of each member of the list $S_i$:

$$\overline{\alpha}(t) = \sum_i S_i(t) \alpha_i.$$  \hspace{1cm} (41)

Since the population of each member of the list changes gradually following perhaps logistic transitions or series of these, the average efficiency follows gradual downwards changes.

As an example, the power sector is taken using the model FTT:Power, shown in figure 5. Two technology forecasting scenarios are given in panels a) and b), in terms of electricity generation, with their associated emissions factors (in tCO2/GWh) given in panel c). The baseline scenario assumes that current policies are maintained (based on the new policies scenario of the IEA [32, 36]), while the mitigation scenario assumes reduced energy demand as well as support for renewables (partly based on the 450 scenario of the IEA [36]), as well as a carbon price that initially increases to near 200$/tCO_2$ up to around 2025, and saturates there. In particular, a subsidy is given to wind power and carbon capture and storage (CCS) technologies. Data in all panels to the left of the dashed lines are historical. The emissions factor has historically gradually decreased monotonically while electricity generation has increased approximately exponentially. In the projection, however, it initially increases before stabilising (baseline) or decreasing sharply (mitigation). The increase is due to increasing energy demand and increasing use of coal, replacing, among other things, a decreasing fleet of nuclear power stations. The stabilisation in the baseline is related to the increasing use of gas instead of coal. Meanwhile, the sharp decline in the mitigation scenario is mainly related to the gradual diffusion of CCS both for coal and gas power systems. These diffuse approximately logistically. This example

---

18Changes may or may not be logistic; however equation 29 is always well behaved and produces continuous and smooth changes.
demonstrates how hopeless it would be to attempt to reproduce these trends in emissions factors using historical extrapolations, simply due to the fact that too many correlated processes take place simultaneously, which could not be simply predicted from past history.

This theory has important implications for attempts at projecting scenarios for the future carbon price. A wide disagreement exists in the literature as to even the order of magnitude of the carbon price necessary to enable the technological changes required to decarbonise the global economy and prevent excessive climate change beyond 2°C. Prices as high as $1700/tCO₂ and as low as $100/tCO₂ have been claimed for the year 2100 (see for instance [13]). Values projected depend strongly on the amount of substitution possibilities included in the models used and whether learning curves are included. The price of carbon is in essence a measure of the financial and technical difficulty associated with technological change for emissions reductions. The more emissions reducing technological change options exist, the lower the price of carbon is likely to be [13]. These are similar to degrees of freedom. For instance, models using an AEEI have grounded part of their process of technological change independently of the price of carbon or other fuels [5]. In particular, the rate of diffusion and learning-by-doing does not respond to the price of carbon, and therefore remains rigid. It is no surprise therefore that such models predict high prices of carbon. In contrast, according to FTT:Power, the global power sector can be decarbonised with a much lower price of carbon, less than $200/tCO₂ (see [32] and figure 5 above). It is clear that more accurate projections of the carbon price require more elaborate dynamics of technological change to be included into models, as for instance given here.

3.3. Parallel with evolutionary dynamics

Without changes in the environment, natural selection and evolution would not occur. Species would adapt perfectly to their unchanging environment. This is known to have occurred for some species, for instance some crustaceans (e.g. the horseshoe crab), which are considered some of the oldest non-extinct species on earth. Changes in environment generates extinction processes, where a few individuals with specific superior genetic characteristics happen to cope with the changes better than others, and may reproduce and grow in numbers and eventually entirely replace the original population. This is the process of natural selection.

In reality, the genetic bath is diverse and features myriads of small differences between individuals. Natural selection reduces this diversity through the deaths of individuals with inferior genetic characteristics, but genetic diversity is gradually replenished through genetic mutations. This diversity combined with changes in environment is key to the process of evolution.

Evolutionary dynamics can be applied to technological change, a subject studied by Dercole and Dercole et al. [34, 37]. Technology diversity is key to technological change as it provides options that enable technology transitions. For a change in environment, that may be related to changes in prices (e.g. the price of oil or electricity) or policy
(e.g. efficiency standards, taxes, price of carbon), such diversity, composed of technologies that exist in small niche markets, provide solutions that may diffuse massively and replace commonly used systems.

For example, solar panels were initially developed for space applications (i.e. powering satellites), and have been and are currently still significantly more costly than common coal power stations, when measured using for instance their levelised cost. For a certain level of carbon emissions taxing and learning-by-doing, however, they have the potential to replace to some extent current energy systems. Thus, changes in price or policy environments may uncover many niche technologies and transform existing systems, a process which is the key to, for instance, climate change mitigation. This description is consistent with current views on technology transitions in the energy sector (see for instance in Wilson and Grubler [1], and Grubler [2]).

4. Conclusion

This paper presents a theory to predict timescales of technology transitions, a subject that has never been clarified before in the large empirical literature on logistic technology substitution trends. While timescales are often seen as a constant of the system belonging to specific technologies, they are presented here as related to a particular situation occurring as a special case of a multi-technology interaction. Interaction timescales are given in terms of lifetimes and lead times and investor or consumer preferences. Technological change is represented using a family of coupled non-linear ordinary differential equations, a subset of the Lotka-Volterra family of equations originally derived for projecting the evolution of species in competing biological environments. While most of the empirical literature on technology transitions focuses on fitting logistic curves to data, it is demonstrated here that logistic transitions are only special cases of a more general system of multi-technology interactions, and that only the differential form of these equations should be used in order to appropriately represent real simultaneous multi-technology interactions.

This theory is used to describe the mechanics underlying the complex phenomenon of price or policy induced efficiency changes, or changes in any other technology properties. This phenomenon is highly path dependent, displaying hysteresis and irreversibility. This property stems from the process of learning-by-doing, which is itself irreversible, giving rise to continuous changes in the landscape of technology possibilities offered to investors or consumers. This is used to depict the process of gradual improvements in efficiency given ever changing policy or price drivers. In this picture most investors or consumers tend to choose accessible intermediate solutions, while market niches and early adopters enable learning-by-doing cost reductions of new technologies to occur, before their wide diffusion can happen. This irreversible process is consistent with for instance transport efficiency changes occurring with fuel price hikes. Finally, this framework is compared with that of evolutionary dynamics applied to technological change.
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