Brain Source Correlates of Speech Perception and Reading Processes in Children With and Without Reading Difficulties
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Neural correlates in reading and speech processing have been addressed extensively in the literature. While reading skills and speech perception have been shown to be associated with each other, their relationship remains debatable. In this study, we investigated reading skills, speech perception, reading, and their correlates with brain source activity in auditory and visual modalities. We used high-density event-related potentials (ERPs), fixation-related potentials (FRPs), and the source reconstruction method. The analysis was conducted on 12–13-year-old schoolchildren who had different reading levels. Brain ERP source indices were computed from frequently repeated Finnish speech stimuli presented in an auditory oddball paradigm. Brain FRP source indices were also computed for words within sentences presented in a reading task. The results showed significant correlations between speech ERP sources and reading scores at the P100 (P1) time range in the left hemisphere and the N250 time range in both hemispheres, and a weaker correlation for visual word processing N170 FRP source(s) in the posterior occipital areas, in the vicinity of the visual word form areas (VWFA). Furthermore, significant brain-to-brain correlations were found between the two modalities, where the speech brain sources of the P1 and N250 responses correlated with the reading N170 response. The results suggest that speech processes are linked to reading fluency and that brain activations to speech are linked to visual brain processes of reading. These results indicate that a relationship between language and reading systems is present even after several years of exposure to print.
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INTRODUCTION

Learning to read is a complex multi-step process that requires both visual and auditory processes (Kavale and Forness, 2000; Norton et al., 2015; Vernon, 2016; LaBerge and Samuels, 2017). The question of whether speech processing and visual processing deficits are linked to reading disorders has been extensively addressed in the literature (Breznitz and Meyler, 2003; Breznitz, 2006; Wright and Conlon, 2009; Georgiou et al., 2012; Kronschnabel et al., 2014; Francisco et al., 2017; Karipidis et al., 2017; Ye et al., 2017). However, the nature of the link between the two modalities remains
unclear (Gibson et al., 2006; Wright and Conlon, 2009; Blau et al., 2010; Georgiou et al., 2012; Ye et al., 2017; Rüsseler et al., 2018; Stein, 2018). Several studies have investigated this relationship using simultaneous auditory and visual stimuli in dyslexic vs. typical readers using behavioral and brain measures (Aravena et al., 2018; Karipidis et al., 2018; Fraga-González et al., 2021). In the present study, we investigated the extent to which speech processing at the brain level is associated with reading fluency and brain activity during reading. We examined these associations in a group of children with different levels of reading skills, ranging from poor to good.

Reading difficulty (RD), or dyslexia, is a frequent neurodevelopmental impairment that is commonly reported among school-age children. It involves a failure to acquire a satisfactory level of reading and spelling performance, despite normal intelligence and typical linguistic performance, in the absence of any organic, psychiatric, or neurological disorders, and despite adequate pedagogical opportunities (Démonet et al., 2004; Peterson and Pennington, 2015; Snowling et al., 2020). Dyslexia has been commonly linked to deficits in speech processing (Schulte-Körne et al., 1998; Kujala et al., 2000; Bishop, 2007; Abrams et al., 2009; Hämäläinen et al., 2013; Christmann et al., 2015; Lizarazu et al., 2015; Gu and Bi, 2020) and phonological processing (Snowling, 1998; Richardson et al., 2004; Vellutino et al., 2004; Christmann et al., 2015; Smith-Spark et al., 2017; Goswami, 2019).

A frequently reported problem in dyslexia is word decoding, which is mainly described as a deficit in reading speed, accuracy, or spelling difficulties (Snowling, 2001; Vellutino et al., 2004; Siegel, 2006; Hulme and Snowling, 2014). According to phonological theory, RD is caused by alterations in brain functions, such as a deficit in phonological representations, an information storing dysfunction, or information inaccessibility (Ramus and Szenkovits, 2008; Hoefl et al., 2011; Boets et al., 2013; Hornickel and Kraus, 2013; Prestes and Feitosa, 2017). Based on this theory, one of the main hypotheses underlying the mechanism of reading disability is the creation of phoneme-grapheme neural connections or inadequate representations when processing speech signals. This deficit could result from an alteration of the process of decoding grapheme-phoneme correspondences when decoding single letters, letter clusters, or words while reading (Goswami, 2000; Prestes and Feitosa, 2017). Weakness in building a stable network by binding letters and sounds eventually leads to reading problems (Goswami, 2002; Noordenbos et al., 2012; Vogel et al., 2013). Several studies of brain responses in children with reading difficulties have reported deficits in speech and phonological processing (Snowling, 1998; Castles and Friedmann, 2014; Ramus, 2014; Catts et al., 2017), with atypical phonological or phonetic representations of speech sounds shown to alter normal phoneme and word identification. Alternatively, an impairment in letter-speech sound mapping has also been suggested to be the origin of reading problems (Ehri, 2005; Maurer et al., 2010; Žarić et al., 2014; Fraga-González et al., 2015). Several studies have shown that speech processing is tightly linked to reading processes and reading skills (Pennington and Bishop, 2009; Zhang and McBride-Chang, 2010; Price, 2012; Duncan, 2018). The early ERP response, P1/N1-P2/N2 complex, is known to reflect basic phonological processes such as sound detection and identification and complexity processing (Maurer et al., 2002; Alain and Tremblay, 2007; Durante et al., 2014; Hämäläinen et al., 2015). Another response, the N2/N250, which is also part of the early complex, has been described in the context of syllable processing and interpreted to reflect the building of neural representation with repeated auditory stimuli (Karhu et al., 1997; Ceponiene et al., 2005; Vidal et al., 2005; Hommet et al., 2009; Hämäläinen et al., 2018; Wass et al., 2019). Studies have shown that basic speech processing was a strong predictor of infants’ and young children’s reading skills development as early as 6 months of age (Leppänen et al., 2002; Meng et al., 2005; Boets et al., 2011; Hayiou-Thomas et al., 2017; Lohvansuu et al., 2018).

Using the electroencephalography (EEG) technique, letter-sound mapping was investigated in typical (CTR) and dyslexic readers, and the quality of letter-speech sound processing was shown to be related to reading fluency, with evidence of a relationship between the auditory and visual modalities (González et al., 2016; Moll et al., 2016; Karipidis et al., 2018). This grapheme-phoneme bind created during cross modalities network coactivation, has been described as a key step for developing fluent reading (Chyl et al., 2018; He et al., 2021) by enhancing the specialized visual areas related to print when presented with the corresponding letter-speech sound. This process typically occurs in the early learning stages of reading (Ehri, 2005; Fraga-González et al., 2021). As an example of this effect in EEG studies, it has been shown that ERP amplitudes (for the mismatch responses MMN and LDN, for example) were enhanced when speech sounds were presented to typical readers with letters—an effect that was absent in dyslexic readers (Froyen et al., 2009)—suggesting that in atypical reading development, this letter-speech bind is absent or very weak. Similar results were reported in adults. Blau et al. (2009) investigated whether phonological deficits impaired the mapping of speech sounds into equivalent letters. The authors showed reduced audiovisual integration among dyslexics compared to controls, which was linked to reduced activation of the superior temporal cortex, reflecting a deficit in auditory speech processing. The importance of the auditory cortex in the integration of letter-speech sounds has also been addressed in functional magnetic resonance imaging (fMRI) studies, both in adults (Van Atteveldt et al., 2004; Holloway et al., 2015; Yang et al., 2020) and in children. Yang et al. (2020) studied the neural basis of audiovisual integration deficits in dyslexic children via fMRI. Based on brain activation analysis, the authors reported a less developed correspondence of orthographic and phonological information matching in dyslexic children. They also reported reduced functional connectivity of important brain structures involved in integration processes, such as the left angular gyrus and the left lingual gyrus. This difference in the left superior temporal gyrus (STG) between the two groups of children was supported by previous findings in literature, whereas the angular gyrus (AG) activity was mainly related to task demand and attentional processes.

Visual processing deficits in reading have also been reported for dyslexia and reading problems (Eden et al., 1996; Lobier et al., 2012, 2014; Giofrè et al., 2019; Archer et al., 2020). Visual deficits related to reading have previously been reported
at different levels, such as in the sensory, temporal, attentional, and memory processes (Farmer and Klein, 1995; Snowling, 2001; Facocetti et al., 2006; Boets et al., 2008; Wright and Conlon, 2009; Conlon et al., 2011; Goswami, 2015). For example, low-level visual processing in letter-speech sound integration was addressed using a mismatched paradigm to investigate the influence of speech sounds on letter processing. Despite previous evidence of the systematic modulation effect of speech sound processing on letter processing, the reverse effect was not found (Froyen et al., 2010). The emergence of letter-speech sound correspondence has been studied in children via different neuroimaging techniques. Brem et al. (2010) studied the establishment of a reading network via speech processing in beginning readers via ERP and fMRI. That study focused on the left occipitotemporal cortex underlying the VWFA. The authors showed that print sensitivity in this area emerged in the early phases of reading acquisition, highlighting the critical role of VWFA in sound-print mapping. The results of Brem et al.’s investigation of fMRI and EEG data clearly indicated brain activity enhancement in the occipitotemporal area after the establishment of speech-print mapping through training. The authors reported that the auditory network involved was not the only one, but that a visual network was clearly co-activated during the coding-decoding phases, which highlighted the importance of the VWFA in this learning process. Brem et al. also associated the activation of this brain area with the visual N1 response of the ERP component sensitive to print, more commonly named N170. Pleisch et al. (2019) studied differences in reading processes between typical and dyslexic first-grade children by measuring the neural activation of the N1 response to print via combined EEG–fMRI methods. A differential modulation reflecting sensitivity to print was found only in typical readers in the ventral occipitotemporal cortex. The authors concluded that functional brain alterations in the language network play a role in dysfluent reading development.

The role of speech and language as the basis for reading is well established, where most dyslexics show difficulties in phonological processing (Siegel, 2006; Navas et al., 2014; Giorfrè et al., 2019). Sensory or orthographic visual processing deficits have only been observed in a subgroup of the dyslexics (Wright and Conlon, 2009; Giorfrè et al., 2019). Visual processing in RD remains an important processing aspect to study in reading research, which has already been a focus of investigation in the literature (Salmelin et al., 1996; Lobier et al., 2014; Archer et al., 2020). However, the ties between visual and auditory information processes in the context of reading vs. speech processing remain unclear. The processing of several letters in a short timeframe is an important skill for developing fluent reading. It has been shown that RD is characterized by slow word recognition and a higher error rate compared to typical reading (Ozeri-Rotstain et al., 2020). Efficient word processing depends on parallel visual processing of multiple letters (Lobier et al., 2012), where a problem in letter pattern perception leads to a problem in orthographic processing, inducing reading problems (Georgiou et al., 2012).

Monzalvo et al. (2012) used fMRI to investigate cortical networks for vision and language by comparing cortical activity in minimally demanding visual tasks and speech-processing tasks. In the visual paradigm, objects, faces, words, and a checkboard were used as stimuli presented in different blocks, and short sentences in native and foreign (unfamiliar) languages were used in the speech processing paradigm. Both visual and spoken language systems have been reported to be impaired in dyslexics. Monzalvo et al. found that dyslexics had reduced activation of words in the VWFA in the visual task and reduced responses in different brain areas, including the posterior temporal cortex, left insula, planum temporal, and left basal language area, extending to the VWFA, in the speech tasks, and the authors concluded that there was hypoactivation in the VWFA for written words and speech listening. These results highlight the role of the VWFA as an associative area in the processing of both types of stimuli: visual information in reading and auditory information in speech processing. A more recent fMRI study by Malins et al. (2018) used a task of matching printed and spoken words to pictures and found a significant correlation between the neural activity of both print and speech and reading skills in children. The authors studied trial-by-trial neural activation of different brain areas and their relationship to reading. They showed that the variability of the neural activation to print was positively correlated with the activation variability of the inferior frontal gyrus providing an additional evidence on the relationship between reading skills and sound processing. The authors discussed the common neural activations for print and speech and highlighted individual differences.

When studying visual processing, the eye-tracking technique is frequently used to examine visual processes and eye movements to investigate reading and reading disorders (Jainta and Kapoula, 2011; Tiffin-Richards and Schroeder, 2015; Kim and Lombardino, 2016; Nilsson Benfatto et al., 2016; Jarodzka and Brand-Gruwel, 2017; Breadmore and Carroll, 2018; Robertson and Gallant, 2019; Christoforou et al., 2021). FRPs are a specific type of ERP that rely on eye fixations and their corresponding brain activity (Baccino, 2011). This combined technique is commonly used to investigate reading (Baccino, 2011; Wenzel et al., 2016; Loberg et al., 2019; Degno and Liversedge, 2020). The FRP is based on EEG measurements of brain activity in response to visual fixations obtained by extracting the signal-averaged time-locked to the onset of eye fixations (Baccino, 2011). Fixations in reading are known to reflect the online cognitive process of several factors, such as the duration and location of a word, word frequency, and predictability. This process occurs in a series of events, starting with the transmission of the visual signal of the printed word from the retina to the visual cortex, visual encoding, initiation of word identification, and programming the next eye movement (Degno and Liversedge, 2020). A commonly used measure for studying individual differences in reading is first-pass fixation duration. This measure reflects the cognitive components of early visual processing, word identification, attention shifts, and oculomotor control (Zhang et al., 2021a). Jainta and Kapoula’s (2011) study of eye fixations in reading showed a large fixation disparity that caused unstable fixations in dyslexic children when reading sentences. The authors concluded that visual perturbation may cause letter/word recognition and processing.
difficulties that lead to reading disorders. Zhang et al. (2021a) used first-pass fixation in sentence reading to investigate the brain network in natural reading. They showed that seed regions in the early visual cortex, VWFA, and eye-movement control network were associated with individual reading performance and brain connectivity in a resting state.

Interestingly, this visual dysfunction was not found systematically, since some studies did not report any differences between RD and typical readers and not all children with RD show a visual deficit.

In the context of RD, both speech and visual processes have only rarely been investigated via the ERP method. For example, Bonte and Blomert (2004a) investigated dyslexic readers’ phonological processing in spoken word recognition using a priming paradigm. The authors examined the general ERP response and reading skills of beginning readers and reported deficits in N1 and N2 speech processes in dyslexics compared to controls. They interpreted these results as a phonological processing deficit reflecting the recruitment of different neural sources (Bonte and Blomert, 2004a). The N250 response, which is known to be part of the obligatory response (P1-N250), was also investigated in dyslexia, and previous studies showed a different response in this component in the RD group compared to the control group (Lachmann et al., 2005; Lohvansuu et al., 2014). The N250 is thought to represent low-level auditory processing, such as sound detection or feature extraction, but it is also part of a critical processing stage, which is the formation of the neuronal representation of sound/speech stimuli (Karhu et al., 1997; Hämäläinen et al., 2015). As reading involves the ability to convert print into sound, it is critical to further investigate the N250 response and its relationship to reading, as previous evidence has shown differences in this component between good readers and dyslexics. However, the relationship between N250 and reading remains unclear. In addition to the N1-N2 findings, later ERP responses were also found deficient among RD participants, such as the P3a, the N400, and the LDN (Hämäläinen et al., 2008, 2013; Jednoróg et al., 2010; Desroches et al., 2013; Leppänen et al., 2019). These findings provide evidence that speech processing may be altered in dyslexics at different stages of processing and at different latencies.

The brain potential of interest in reading is the N170, an ERP component that peaks between 150 and 200 ms, with a peak around 170 ms and a temporo-occipital negative topography (Rossion et al., 2002; Maurer et al., 2005b; Sánchez-Vincitore et al., 2018). The N170 has been identified as reflecting facial recognition and being sensitive to facial expressions (Blau et al., 2009; Hinojosa et al., 2015; Wang et al., 2019). This component is known to be sensitive to orthographic processing (Rossion et al., 2003) and to letters strings/words in reading. When left lateralized, the N170 has been shown to be a reliable physiological marker of reading and reading skills (Maurer et al., 2005b; 2008; Lin et al., 2011; Hasko et al., 2013; Zhao et al., 2014; Lochy et al., 2016). For example, it was studied in dyslexic children compared to controls, where the N170 was shown to have a larger response in the dyslexic group compared to controls (Fraga González et al., 2014; González et al., 2016). Time-locked to the visual response, this ERP response becomes a strong indicator for studying the dynamics of the visual cognitive processes (labeled FRP N170) of reading and reading disorders (Dimigen et al., 2011, 2012; Kornrumpf et al., 2016; Loberg et al., 2019; Dimigen and Ehinger, 2021).

In the present study, we investigated how the basic speech ERP responses—the P1-N250—are related to reading process, and how the visual FRP response in reading—the N170, which is known as a reliable marker of reading processes (Maurer et al., 2005b; Hasko et al., 2013)—are associated with reading skills in the same children. Previous evidence has shown a link between speech perception and reading, with speech processing being a predictor of reading development at an early age, but the temporal-brain dynamics remain unclear. Moreover, the question of whether this relationship remains present after the development of reading skills has scarcely been investigated. Here, we aim to investigate whether the basic processes of speech remain associated with basic processing of reading in school-aged children who have established a reading network, and how their reading skills may reflect their neuronal activity. This study represents a new approach to investigate how visual reading and auditory speech processes may be interlinked and linked to reading skills by combining different methods (ERP, FRP, and CLARA) for high temporo-spatial analysis.

Both auditory and visual modalities were tested in two separate tasks: a speech perception task and a sentence-reading task. We used source reconstruction with correlation analyses to identify the link(s) among reading skills and auditory processes, reading skills and visual processes, and the neuronal activity of the two modalities. This enabled us to study the brain dynamics of these processes by examining the neuronal origin of brain activity at the source level and to explore its relationship to reading skills. Based on previous evidence, we hypothesized that speech perception basic responses (P1-N250) would show correlations with reading skills (Bonte and Blomert, 2004a; Lohvansuu et al., 2018) and that the visual N170 response would also correlate with reading skills (Maurer et al., 2008; Mahé et al., 2013; Fraga González et al., 2014). Furthermore, we expect to observe a relationship between the speech processes P1 and N250, and the visual reading processes over the VWFA within the same subjects in these two independent tasks.

**MATERIALS AND METHODS**

**Participants**

A total of 440 children from eight schools in the area of Jyväskylä, Finland, participated in three test cohorts. The study included a subsample of 112 children, all Finnish native speakers aged between 11 and 13. These children were invited to participate in the eSeek project (Internet and Learning Difficulties: A Multidisciplinary Approach for Understanding Reading in New Media). The participants were grouped based on their reading fluency scores derived from three different reading tasks. The latent score was computed for reading fluency using principal factor analysis (PAF) with PROMAX rotation in the IBM SPSS 24 statistical program (IBM Inc.). This score was based on the following three tests: The Word Identification Test, a...
subtest of standardized Finnish reading test ALLU (Lindeman, 1998) (factor loading 0.683); the Word Chain Test (Nevala and Lytinen, 2000) (factor loading 0.683); and the Oral Pseudoword Text reading (Eklund et al., 2015) (factor loading 0.653).

The word identification test included 80 items, each consisting of a picture and four alternative written words. The task was to identify and connect correct picture–word pairs. The score was the number of correctly connected pairs within the 2 min. The word chain test consisted of 25 chains of four words written without spaces between them. The task was to draw a line at the word boundaries. The score was the number of correctly separated words within the 90 s time limit. The oral pseudoword text-reading test consisted of 38 pseudowords (277 letters). These pseudowords were presented in the form of a short passage, which children were instructed to read aloud as quickly and accurately as possible. The score was the number of correctly read pseudowords divided by the time, in seconds, spent on reading (for details, Kaniainen et al., 2019).

This reading score was computed for the whole sample for each subject. Children who scored below the 10th percentile were identified as poor readers (RD) and those who scored above the 10th percentile were identified as good readers (CTR).

All participants scoring equal to or below 15 points (10th percentile) in the cognitive non-verbal assessment testing were excluded. This assessment included a 30-item version of Raven's progressive matrices test (Raven and Court, 1998). Attentional problems were screened via the ATTention and EXecutive function rating teacher inventory (ATTEX in English and KESKY in Finnish) (Klenberg et al., 2010). To be included in the analyses, the participants had to score below 30 points on this test. Children with clear attentional problems were excluded from the study.

The brain response analyses were conducted on 112 participants: auditory data: 86 CTR participants (43 females and 43 males; age range = 11.78–12.84 years; mean age 12.36 years, SD: 0.27) and 26 RD participants (eight females and 18 males; age range = 11.84–12.94; mean age 12.31 years, SD: 0.34). Preprocessing and source modeling were performed on 92 participants’ reading data: 65 CTR participants and 27 RD participants.

The correlation analysis only included participants with valid auditory and visual data. Sixty of these participants comprised the final CTR group (30 females and 30 males; age range = 11.88–12.84 years; mean age 12.37 years, SD: 0.28) and 20 participants were in the RD group (six females and 14 males; age range = 11.84–12.94 years; mean age 12.34 years, SD: 0.36). The final group, which included both samples from CTR and RD (labeled CTRD), comprised 80 subjects and was tested for normality and skewness. The tests showed a normal distribution and no skewness. For details, see the Supplementary Material.

None of the participants declared any auditory problems, and they all had normal or corrected vision with no history of neurological problems or head injuries. The current study was conducted in compliance with the Declaration of Helsinki, and the study protocols were approved by the Ethics Committee of the University of Jyväskylä, Finland. All of the methods used were performed in accordance with university guidelines and regulations. The participants and their parents provided signed informed consent prior to the study.

Materials and Procedures
Auditory Materials and Stimulus Presentation
The auditory stimulus used for this study was originally presented in a passive oddball paradigm designed for another study, comprising a standard stimulus and two deviant stimuli presented over a duration of 10 min. The target stimulus (standard) was presented 800 times in the paradigm, but only 200 trials, which were the pre-deviant standard stimulus responses, were used for the analysis. These trials are believed to have the strongest representations of stimuli due to repetition. The stimulus consisted of a Finnish monosyllabic word suu (which means “mouth” in English), a basic, frequent, short, and easy word that is commonly used by itself in the Finnish language but could also be part of other words like [osa suu] (“a portion or contribution”) or [asuu] (“lives”). This is also one of the first words learned by Finnish children at a very early age and is therefore expected to have a strong neural representation among Finnish participants. The stimuli were recorded by a male native speaker and were pronounced in a neutral manner. The recording was equalized and normalized in segmental durations, pitch contours, and amplitude envelopes using Praat software (Boersma and Weenink, 2010) for a more detailed description of stimulus preparation (Ylinen et al., 2019). The stimuli were presented via loudspeakers placed on the ceiling ~100 cm above the participants’ ear position and were presented at ~65 dB. The stimulus volume level was calibrated before each recording with a sound level meter (Brüel and Kjær) placed on a pedestal device at the participant’s head position (with the following settings: sound incidence = frontal; time weighting = fast; ext filter = out; frequency weighting = A, range = 40–110 dB; display = max).

Reading Materials
Two hundred sentences, each with between five and nine words, and a median length of six words, were used as visual stimuli. The sentences were presented in 20-point Times New Roman font on the screen in a free-reading task. Each letter was subtended at an average visual angle of 0.4 degrees on the screen, where the distance of the participants was ~60 cm from the monitor. A total of 912 words, with lengths varying from 5 to 13 letters, were included in the FRP analysis. The materials for this paradigm were part of a previous study. For a detailed description, see Loberg et al. (2019).

Data Measurements
EEG recordings were performed in a sound-attenuated and electrically shielded EEG laboratory room located at the University of Jyväskylä facilities. There was no task for the auditory paradigm. Each child was instructed to minimize movement while listening passively to auditory stimuli. To maintain the child’s interest in the experiment, he/she watched a muted cartoon movie playing on a computer screen. In the reading paradigm, the measurement was performed in the same room using a dim light. The child was instructed to freely read...
different sentences that appeared on the screen. During the recordings, the experimenters observed the participant via live video camera streaming and monitoring from a separate control room to ensure the wellbeing of the participant and that the experiment proceeded as expected.

Both EEG datasets were recorded with 128 Ag-AgCl electrode nets (Electrical Geodesic, Inc.) with Cz as the online reference, using NeurOne software and a NeurOne amplifier (MegaElectronics Ltd., new designation Bittium). The data were sampled online at 1,000 Hz, high-pass filtered at 0.16 Hz, and low-pass filtered at 250 Hz during the recording. The experimenter aimed to keep impedances below 50 kΩ and the data quality was checked continuously. All necessary adjustments or corrections were performed during short breaks and between the experiments’ blocks to maintain good quality throughout the measurements.

The Eyelink 1,000 with 2,000 Hz upgrade (SR research) version was used for the eye-motion data acquisition of the reading task using a 1,000 Hz sampling rate. The sentences were presented on a Dell Precision T5500 workstation with an Asus VG-236 monitor (1,920 × 1,080, 120 Hz, 52 × 29 cm). At the beginning and the end of each trial, the synchrony between the two measures was ensured with a mixture of transistor-to-transistor logic pulses (to EEG) and Ethernet messages [to eye tracking (ET)]. The participants held their heads in a chinrest during the measurements. The calibration routine consisted of a 13-point run of fixation dots performed before each block and before each trial. This reading task was divided into four blocks. If the fixation diverged from the calibration by more than one degree, the calibration was redone. The experiment’s trial started only upon the experimenter’s approval of the calibration. Once the task started, the participants were instructed to press a button to move to the next trial (for details, see Loberg et al., 2019). The participants were instructed to read as quickly as possible. The quality of the EEG and the ET was maintained throughout the experiment, and corrections and recalibrations were performed as required. Short breaks were taken when needed or upon the participant’s request.

In both experiments, the participants were informed that they were allowed to terminate the experiment at any time in the case of discomfort.

**Auditory Data Preprocessing**

BESA Research 6.0 and 6.1 were used for offline data processing. Bad channels were identified from the data (number of bad channels: mean: 5.6, range: 1–13). Independent component analysis (Infomax applied to a 60-s segment of the EEG) (Bell and Sejnowski, 1995) was used to correct the blinks from each subject’s data. Epoch length was set from −100 ms (pre-stimulus baseline) to 850 ms. The artifact detection criterion was set to a maximum of 175 μV for amplitude fluctuations within the total duration of the epoch. A high-pass filter of 0.5 Hz was set before averaging. Bad channels showing noisy data were interpolated using the spherical spline interpolation method (Ferree, 2006). The data were re-referenced offline to average the reference and averaged individually and separately for the standard stimulus.

**Reading Data Preprocessing**

The co-registered EEG-ET data were processed in MATLAB using EEGLAB (v14.1.2) with an EYE-EEG (0.85) add-on. A high-pass filter at 0.5 Hz and a low-pass filter at 30 Hz were applied. Synchronization between the raw gaze position data and the EEG data was performed using shared messages in both data streams at the beginning and the end of each trial. Gaze positions outside the screen were automatically discarded. Discarded trials included all zero gaze positions resulting from blinks and between trial gaps in the recordings. All fixations corresponding to all the words within the sentences, except for the last word, during a first-pass reading were used to compute the FRP estimate. The responses were locked to the first fixation of each word, mean word length of 8, and saccade amplitude of 1.8798°. A time window of 100 ms was also considered bad data before and after these values. A binocular median velocity algorithm for detecting fixations (and saccades) was applied to the remaining gaze positions.

**Deconvolution Modeling of FRPs**

The UNFOLD toolbox (Ehinger and Dimigen, 2019) was used for the FRPs estimation. The FRPs were estimated via a generalized linear model that was used for response estimation and the correction of overlaps between the responses with a generalized additive model for non-linear predictors (Loberg et al., 2019). The modeled response ranged from −700 to 500 ms from fixation onset. All blink time points, eye movements outside the screen, and segments with large fluctuations were removed from the response estimates. Fixations on the target word during re-readings were excluded from the FRP estimation.

**Source Reconstruction and Spatial Filtering**

Source analyses were conducted using BESA Research 6.1 and 7.0 to estimate the active sources in the speech processing and reading tasks. The neuronal sources were estimated via an inverse approach with a distributed source model in the brain volume: classical LORETA analysis recursively applied (CLARA) restricted to the cortex. For accurate forward head modeling, an appropriate FEM head model for 12-year-olds was implemented. Model solutions were created based on the group ERP brain source reconstructions for each brain component for the CTRD group combined in a unique model. For the auditory data, source locations were calculated for P1, N170, P2, and N250, and N250-2 (see an illustration of the ERP auditory responses in Figure 1). Model solutions were similarly computed for the reading data based on the group FRP estimates, where the target component was N170. The source analysis was performed ∼10 ms before the peak for all components. This time point was chosen after inspection and after searching for the best solutions for the different responses. This time showed the best modeling solution for the source activity, with the clearest sources and the best residual variance. These group-based solutions were used to create a standard model to filter cortical sources, and only sources that were found to be activated in the common group (CTRD) were included in the final model. For each CLARA source identified, a regional dipole was fixed to combine the power sum of the three
orthogonal orientations of the regional sources. The regional sources were computed for each component. They were then used as spatial source filters and applied to individual data. The source filter generated individual solution waveforms for each participant. A mean scalar value for each subject was computed as the sum of the source activity measures at all time points over a time window between ~20 and 30 ms around the peak, specified for each component (a detailed description of the time windows is provided below).

**Correlations**

Correlations between source activations were converted into scalar values for each modality, and the reading scores (PAF) were examined across the CTRD group using Pearson’s
correlation coefficients. For each source activity, the mean value was calculated around the peak using MATLAB R2019b (Mathworks®), as described above. For the auditory data, the time windows for the averages were 80–110 ms for P1, 150–180 ms for P1–2, 230–250 ms for N250, and 360–390 ms for N250–2. For the visual data, the time window 180–210 ms was used for N170. These time windows were chosen based on visual inspection of the group ERP and FRP grand averages. The time windows were fixed so that the peak was always located in the middle of the window.

Pearson's correlation coefficients were calculated between the average source activity and the reading score of the participants using IBM SPSS statistics 26 (IBM corp), version 26.0.0.1, and applying a false discovery rates (FDR) correction of q = 0.05 (Benjamini and Hochberg, 1995) for the brain-to-behavior correlations and the brain-to-brain correlations. Correlations within brain activity between auditory and visual source activities were computed. A partial correlation (controlling for reading skills/PAF) between the source activity in the reading and speech processes was also performed.

RESULTS

Brain Responses and Source Reconstructions

Brain Responses to Auditory ERP and Visual FRP Data

The auditory grand average ERP and the different auditory components are illustrated in Figure 1A. The ERP waveform (Figure 1Aa) shows four components that emerged in response to the auditory stimulus. The first component peaked at around 90 ms, with a clear fronto-central positive polarity, and reflected the P1 response to the stimulus onset. This was followed by a second positive component peaking at around 170 ms, reflecting a second P1 response (P1–2) in response to the onset of the vowel or to the consonant-vowel transition. This response had a somewhat more central topography. The third component peaked at around 250 ms and reflected the N250 response to the stimulus onset, followed by a fourth component peaking at around 370 ms, most likely reflecting a second 250 (N250–2) response to the consonant-vowel transition or the onset of the vowel in the stimulus. Both responses showed clear negativity in the fronto-central area, with a larger amplitude for the second N250 response (Figure 1Ab).

The grand average of the FRPs during reading is illustrated in Figure 1B. The component peaking around 200 ms reflects the visual N170 response, with topography (Figure 1Bb) showing a typical N170 response. The polarity was positive over the central area and negativity in the occipital areas, with a preponderance toward the left occipital hemisphere.

Cortical Sources in Speech Processing

The group-based cortical source reconstruction (applying CLARA) of the auditory responses is illustrated in Figure 1Ac. For auditory P1, the source reconstruction at 80 ms, shows a bilateral focal activation of the primary auditory cortices (A1) [with a total residual variance (RV) of 1.78%]. The source reconstruction of the second component P1–2 performed at 160 ms shows the activation of similar bilateral sources over the auditory cortices. This second response shows slightly larger activity covering a larger area than the first P1, with an additional small activation over the central region (total RV = 5.12%). The third source reconstruction performed at 230 ms for the first N250 response revealed four sources. Two sources were active bilaterally in the left and right temporal lobes at the level of the superior temporal area (STA). In addition, the inferior frontal area (IFA) in the left hemisphere and the middle frontal area in the right hemisphere were activated (total RV = 2.83%). The fourth reconstruction was performed for the N250–2 response at 370 ms. The source reconstruction showed four sources: bilateral activation of the left and right STA, the third source in the right IFA, and the fourth in the center-right area of the cortex (total RV = 2.19%). Only the bilateral auditory sources across the different components were used to run the correlation analysis to investigate the relationship between the auditory speech perception processes and the reading processes at both the behavioral and neuronal levels. The other sources were discarded because they are believed to reflect additional processes that are related to attentional or semantic processes.

Cortical Sources in Reading Processing

The group-based cortical source reconstruction of the visual response is illustrated in Figure 1Bc. For reading N170, the reconstruction was performed at 190 ms and showed five main sources (with an RV of 6.07%). Two sources were located in the left and right occipital areas: one over the middle temporal area and one over the right visual cortex. Two additional activations were also found over the left frontal area: one source located in the left orbitofrontal area and the second in the left prefrontal area. Only the visual reading sources of the occipital areas were kept for the correlation analysis to investigate the reading processes, as the frontal sources are believed to reflect other processes that are mainly related to attentional processes.

Correlations

Cortical Source Correlations With Reading Scores

Table 1 presents the correlations between the scalar values of the cortical source activity in the speech paradigm and reading scores, and in the cortical source activity in the reading paradigm and reading scores.

A significant negative correlation was found between the P1 source activity of the left auditory cortex (A1) and the reading score (PAF). The correlation analysis with the right source activity did not reveal any significant results. Neither the right nor the left brain activity of the P1–2 or N250 sources correlated with PAF. At the time window of the N250–2 response, source activities in both the left and right temporal areas (STA) correlated negatively with PAF. The correlations indicated that the larger the response, the poorer the reading score. The correlations between the scalar values of the visual sources and the PAF are illustrated in Table 1. Only the left occipital source activity located over the left occipital area (L VWFA) correlated negatively with the PAF score. However, this correlation became non-significant after multiple comparison corrections.
TABLE 1 | Brain-to-behavior correlation analysis between reading fluency and brain source activity in auditory and visual sources.

| Components | Auditory P1 | Auditory P1_2 | Auditory N250 | Auditory N250_2 | Visual N170 |
|------------|-------------|---------------|---------------|-----------------|-------------|
| Sources    | R AC        | L AC          | R STA         | L STA           | R STA      |
| Correlation| -0.141      | -0.337        | -0.034        | -0.192          | -0.204     |
| Significance| 0.212      | 0.002*        | 0.762         | 0.880           | 0.690      |

AC, auditory cortex; STA, superior temporal area; VWFA, visual word form area; R, right hemisphere; L, left hemisphere.
The correlations significant before the FDR correlation are shown in bold.
* indicates that the correlations remained significant after the FDR multiple comparison corrections.

FIGURE 2 | Summary results showing significant correlations between the source activity in speech processing and reading in the brain-to-brain analysis for the P1-2 vs. N170 (A) and N250 vs. N170 (B).

TABLE 2 | Brain-to-brain correlation analysis between auditory and visual source activity.

| Auditory components | Auditory P1 | Auditory P1_2 | Auditory N250 | Auditory N250_2 |
|---------------------|-------------|---------------|---------------|-----------------|
| Sources             | R AC        | L AC          | R STA         | L STA           |
| Visual N170         | L VWFA      | Correlation   | 0.146         | 0.196           |
|                     |             | Significance  | 0.197         | 0.081           |
| R VWFA              | Correlation | -0.004        | 0.118         | 0.180           |
|                     | Significance| 0.972         | 0.299         | 0.109           |

AC, auditory cortex; STA, superior temporal area; VWFA, visual word form area; R, right hemisphere; L, left hemisphere.
The correlations significant before the FDR correlation are shown in bold.
* indicates that the correlations remained significant after the FDR multiple comparison corrections.

Correlations Between Visual and Auditory Sources

Figure 2 shows the correlations between the scalar value of the visual N170 source and the auditory source activities.

The activity of the auditory P1-2 source (for consonant-vowel transition/vowel onset in “suu”) located in the left hemisphere over the temporal area (L STA) correlated significantly with both active sources of the N170 over the left and right hemispheres (L VWFA and R VWFA). The higher the auditory source activity, the higher the activity of the visual sources. The activity of the auditory N250 sources (for the stimulus “suu” onset) located in the left and right hemispheres (L STA and R STA) correlated significantly only with the left source activity of the N170 response (L VWFA). The larger the response to the auditory stimulus, the larger the response to the visual stimulus; see Table 2 for details.

Partial correlations controlling for reading scores were conducted to investigate whether the brain-to-brain correlation was mainly driven by reading skill level. As shown in...
This study had two main aims. The first was to investigate the relationship between speech processes and reading fluency, indicated by the PAF score, and visual brain activity in reading, as reflected by the VWFA activation, with the reading score. The second aim was to investigate the brain-to-brain responses for speech and reading processes among a group of children with different reading skills, ranging from good to poor. The study was conducted using brain ERPs for speech stimuli, ERPs for words in sentence stimuli, and source reconstruction for both processes to conduct the correlation analysis. To reveal the link between brain activity and reading skills, we first investigated the correlation between the brain activity of each modality (auditory and visual separately) and reading skills, as indicated by PAF, a reading fluency score derived from three different reading tasks. Our results showed that brain activity correlated with reading scores over the P1 and N250-2 components. The brain activity in reading, as reflected in N170 over the left hemisphere occipital area (L VWFA), correlated significantly with the reading activity in reading, as reflected in N170 over the left hemisphere (L VWFA). However, this correlation did not survive the statistical correction. The brain-to-brain analysis revealed the presence of significant correlations between speech-generated brain responses and reading source activity. The strength of the speech processing sources in the P1-2 and the early N250 showed a correlation with the VWFA source strength for N170. The current results are in line with the trends found in the literature, where the early speech components, P1 and N250, showed correlations with reading. However, our results showed that specific components correlate with behavioral reading skills, whereas other components correlate with brain reading processes. Our findings provide new evidence that there is still reliance on the auditory system and basic speech processes, even after long exposure to print, suggesting that the visual reading system continues to be linked to the auditory system at this developmental age.

In the first part of the study, we investigated the different brain components emerging in speech processing and reading tasks and their cortical sources. In the speech processing task, we examined brain responses to the standard “suu”. We chose this stimulus because it was the most repeated speech sound in the oddball paradigm. The literature has shown that stimulus repetition forms a strong memory trace (Jaramillo et al., 2000; Näätänen and Rinne, 2002; Haenschel et al., 2005) and generates a strong neural phonemic/phonetic representation. This phonetic representation was suggested to be linked to the print N170 response (Hsu et al., 2009; Zhang et al., 2021b).

The speech processing ERP results showed two main responses, P1 and N250, both of which have a two-peaked structure reflecting the nature of the syllable-word stimulus “suu”. Two similar positive peaks appeared in the early part of the response, one at 80 ms and the second at 170 ms, both of which showed similar scalp topographies with a fronto-central distributed positivity. The first peak seems to be a classic P1 peak emerging in response to the first sound of the syllable /s/, labeled here as P1. The second peak seems to emerge as a response to the second sound of the stimulus, /uu/, labeled as P1-2. This double-peak structure was also found for the second part of the response in the time range of the N250 component. Two similar peaks with similar fronto-central negative topographies appeared at 250 and 370 ms. The first N250 response is likely to reflect the further processing phase of the first sound /s/ (of /suu/), labeled as the early N250, and the second response to reflect the second processing phase of the second sound /uu/ and labeled as N250-2. The N250-2 differed in amplitude, where the second component showed a very high negative amplitude compared to the first. This may be interpreted by a cumulative effect, where the N250-2 compromised the coarticulation processing in addition to the stimulus second sound /uu/ processing. This higher amplitude could also reflect the repetition effect, as both N250 and N250-2 showed higher amplitudes compared to the P1 responses. Another possible interpretation is that this enhanced response is due to the nature of the word stimulus, its strong familiarity, and its well-established neural representation. Early lexical/semantic access in this early phase is also possible. Early semantic access at this time range has been proposed in the literature (Zhao et al., 2016).

Previous studies have identified the early complex P1/N1-P2/N2 as the auditory change complex, reflecting the consonant-vowel transition in naturally produced syllables by children (Boothroyd, 2004). The P1-N250 complex response has been described in the literature as part of the basic auditory processing response (Ceponiene et al., 2005; Ganssonre et al., 2018). The
P1 is known to be an obligatory response reflecting sound detection and phoneme identification (Durante et al., 2014; Hämäläinen et al., 2015; Kuuluvainen et al., 2016), whereas the N250 was suggested to reflect phonological processing (Eddy et al., 2016), but also seemed to play a role in memory trace formation (Karhu et al., 1997; Ceponiene et al., 2005; Khan et al., 2011; Hämäläinen et al., 2013). These auditory speech responses have previously been shown to be linked to reading skills and have been studied in the context of typical reading and reading problems (Parviainen et al., 2011; Hämäläinen et al., 2015; Kuuluvainen et al., 2016). Differences between typical and dyslexic readers in these obligatory brain responses were found to emerge between 100 and 250 ms (Bonte and Blomert, 2004b; Hämäläinen et al., 2007, 2015; Khan et al., 2011).

In the reading task, the FRP results showed a typical N170 response. The N170 component has previously been described as reflecting objects and face recognition processes (Rossion et al., 2002; Collin et al., 2012; Hinojosa et al., 2015). It is also known to reflect print and word reading processes. This response was investigated in typical reading and RD and has been shown to have left-lateralized brain activity in reading (Maurer et al., 2005a, 2008; Mahé et al., 2013; Sacchi and Laszló, 2016; Loberg et al., 2019).

In source reconstructions, the P1 component showed bilateral activation over the primary auditory cortices. In P1-2, the source reconstruction also shows bilateral brain activity in the auditory areas extending to the lateral surface of the STAs in this later response. The sources seem to be similar in both P1 responses, as both reflect similar processes occurring at different time points, where each component reflects the processing of a specific sound of the stimulus. Similar brain areas have been identified for P1 sources when processing auditory stimuli in adults and children (Godey et al., 2001; Shahin et al., 2004; Ruhnau et al., 2011). Our source reconstruction of the N250 component showed more inferior bilateral sources over the auditory areas (superior temporal and middle temporal areas), but an activation of frontal sources was also observed. In the N250-2, bilateral activation was also found in the auditory areas, with slightly more anterior location and with activation of frontal areas. Similar brain areas have previously been defined as the source origins of the N250 component to auditory stimuli (Parviainen et al., 2011; Hämäläinen et al., 2015) and speech processing (Ortiz-Mantilla et al., 2012). The STAs has been said to play a role in phonological (Hickok and Poeppel, 2007) and language processing (Trébuchon et al., 2013). The encoding of speech sounds in the STG was summarized in the review by Yi et al. (2019).

The source reconstruction of the P1-N250 complex showed the basic speech processing temporal and spatial dynamics of the stimulus, suggesting that these responses are more anteriorly located through time. Furthermore, our results suggest that the generators of the P1 and N250 components are different, although very closely located, with our source analysis suggesting more anterior and ventral sources for the N250 responses. The difference in source generators and topographies between the P1 and N250 responses clearly indicates two different processes. We argue that the P1 components seem to reflect the sound detection, phonetic processing, and feature extractions of each stimulus unit, whereas the N250 seems to reflect more complex processes, such as articulation processing and memory trace formation, as introduced above. The differences between the double peaks in P1 (P1- and P1-2) and N250 (N250 and N250-2) probably reflect the transitional state from one processing to the next, notably observed in the second components (P1-2 and N250-2) with slightly different auditory source locations in addition to the emergence of frontal sources. These frontal activations may reflect additional processes. These findings confirm our interpretations of the ERP responses.

The source reconstruction of the N170 shows bilateral activation of the occipital areas over the VWFA and activation of the left frontal area. The activation of VWFA as the source generator of N170 confirms previous findings. The N170 is known as the marker of visual specialization for print processing, and its relationship to the VWFA is well established in the literature (Maurer et al., 2005a; Maurer and McCandliss, 2007; Mahé et al., 2013). The left frontal activation is also in line with previous findings (Maurer et al., 2011). However, previous evidence showed a left lateralization of the N170/VWFA to be characteristic of the visual expertise of reading (Maurer et al., 2008). Interestingly, we observed bilateral activation over the occipital areas. N170 bilateral activation was previously reported in young children, indicating immature development of their reading systems (Uno et al., 2021). Our group sample of children comprise sixth-graders, who were exposed longer to print, but this group comprised both good and poor readers. Given that dyslexic readers have been shown to lack hemispheric lateralization of the N170/VWFA (Maurer et al., 2005a), the atypical activation observed in the right hemisphere in the source analysis most likely comes from the poor reader subsample. This atypical activation may also indicate an immature reading system in the RD subgroup.

The correlation analysis excluded frontal sources found in both speech ERP and reading FRP source reconstructions because they are known to be part of the attention network and the frontal eye field (Ptak, 2012).

In the reading process, N170 correlated with the reading scores, but it did not survive the statistical correction. The relationship between the N170 and reading was expected based on strong evidence in the literature showing the role of this visual component in reading and print processing (Maurer et al., 2005a; Hasko et al., 2013). In line with previous findings, correlation results between the N170 response and reading scores were found over the left occipital area. This left lateralization has also been described in the literature as the neural biomarker of the brain’s sensitivity to print and word processing (Simon et al., 2007; Maurer et al., 2008; Zhao et al., 2012). However, it seems that the correlation we found was weak, as it did not survive the statistical corrections. One reason for this result is the methodological approach used in this study. As we have been computing FRPs for a group average containing 80 subjects and for multiple words, the effect may have been weakened through this averaging procedure.

The correlation analysis between cortical brain activity and reading scores in the auditory P1 response showed a significant
correlation between left (primary) auditory cortex activity and reading score. Previous studies have shown that time cues and temporal acoustic information are typically processed by the left auditory cortex (Ladeira et al., 2011; Heimrath et al., 2016). Our results also suggest a left lateralization effect of the auditory P1 in response to speech stimuli, which is in line with previous findings. Interestingly, we found a negative correlation with reading skills, showing that the more active this brain area was, the lower the reading skills; this result contradicts previous findings (Shaywitz et al., 2002; Meyler et al., 2007). The smaller response observed in good readers may reflect the maturity of the neural network. Furthermore, correlations were not found in the right hemisphere for this component, which may suggest that brain activity in the right hemisphere may not be linked to reading skills.

N250-z showed significant correlations between the reading scores and the STAs in both hemispheres. These brain areas were also shown to be part of the N250 component in typical auditory and language processing (Albrecht et al., 2000; Mody et al., 2008; Proverbio et al., 2011). This temporal activation was studied previously, and the role of the temporal areas was discussed in speech sound processing as reflecting low-level speech encoding (Hullett et al., 2016; Berezutskaya et al., 2017; Yi et al., 2019).

The literature includes strong evidence of the role of the superior temporal area in reading and demonstrates the function of this brain area in relation to phonological processing in reading (Simos et al., 2000; Mesgarani et al., 2014).

All the correlations found between the auditory/speech brain activity and the reading scores or the visual/reading brain activity and the reading scores were negative. These results show that the more active the brain was, the lower the reading skills were. One possible interpretation is the recruitment of additional neuronal resources to compensate during atypical processing. Recruiting additional resources could be an adaptation to rebalance processing, as previously suggested in the literature (Lohvansuu et al., 2014). Another possible explanation for this result is the developmental phase of this age group. It has been suggested that visual reading skills follow an inverted U-shaped developmental trajectory (González et al., 2016). It is possible that in this age group, reading skills follow the inverted U-shaped curve of expertise in both the visual and auditory domains, which may explain the negative correlation.

We found correlations between brain activity to the visual stimuli and the auditory stimuli. The auditory source activity (in the STA) of the P1-z response correlated significantly with both N170 sources in the left and right hemispheres (VWFA). The N250 sources (L STA and R STA) correlated only with the left N170 source (L VWFA). The N250-z sources also showed correlations with the N170 sources over both hemispheres, but these correlations were weak and did not survive the statistical correction. Overall, these brain-to-brain correlation results suggest a strong relationship between the left occipital source in the reading processes and the auditory processes in both hemispheres. This result confirms our hypothesis, assuming that auditory and reading processes are interlinked and is grounded in the literature (Lin et al., 2011). Furthermore, the left lateralization found in the N250 correlation with the N170 is in line with the phonological mapping hypothesis. As this theory proposed that the left lateralization of the VWFA, the source origin of the N170 results from recruiting the left auditory language regions to link the orthography and phonology (Sacchi and Laszlo, 2016). Our correlation analysis suggests that the auditory region recruited for this purpose could be the STA as this area correlated with the VWFA. In addition, the positive correlation results suggest that both modalities behave in the same direction, so when brain activity is higher in one modality, it is also higher in the other modality. This may be interpreted by the presence of a compensatory or a complementary system that seems to act consistently across the two modalities.

Interestingly, the partial correlation analysis did not reveal a significant difference after controlling for reading. This result may indicate that the two modalities may be linked independently of the reading variable, suggesting the presence of possible common mechanism or network between the two modalities. This claim requires further investigation.

In line with our hypothesis, we found correlations between brain activity in speech processing and reading. Correlations between auditory and visual perception and reading have previously been shown on the behavioral level via meta-analysis (Kavale and Forness, 2000), and several studies have investigated both processes using simultaneous audiovisual stimuli. No such correlation was investigated via neuroimaging, as our findings showed the presence of correlation, even in independent tasks. With this method, we were able to investigate spatio-temporal processing in both processes and reveal, with high temporal accuracy, the different events, which allowed audiovisual sequential partial mapping in relation to reading. Our results confirmed earlier findings of auditory cortex responses to speech stimuli linked to reading skills, suggesting either the activation of the phonological route or the effect of learning to read through phonology still active at sixth grade when reading skills are fluent in most children. Similarly, the fusiform cortex or (STA) activity in response to print and correlation to reading skills confirms earlier findings and suggests this area is sensitive to environmental regularities, which seems to be linked to reading skills. From our results we were able to show the relation between the two routes, suggesting a link between the VWFA and STA.

DATA AVAILABILITY STATEMENT

The raw data supporting the conclusions of this article will be made available by the authors, upon reasonable request.

ETHICS STATEMENT

The studies involving human participants were reviewed and approved by the Ethical Committee of the University of Jyväskylä. Written informed consent to participate in this study was provided by the participants’ legal guardian/next of kin.
AUTHOR CONTRIBUTIONS

NA, OL, JH, and PL: conceptualization, writing, revising, and editing. OL: programming. NA: data collection, writing the main manuscript, and created the figures. NA and OL: data preprocessing and analysis. All authors contributed to the article and approved the submitted version.

FUNDING

This work was supported by the Predictable (Marie Curie Innovative Training Networks, No. 641858), the Academy of Finland TULOS-program project eSeek-Internet and Learning Difficulties: A Multidisciplinary Approach for Understanding Reading in New Media (No. 274022), Niilo Helander foundation and the Department of Psychology at the University of Jyväskylä.

ACKNOWLEDGMENTS

The authors would like to thank the research assistants for their help with data collection.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fnins.2022.921977/full#supplementary-material

REFERENCES

Abrams, D. A., Nicol, T., Zecker, S., and Kraus, N. (2009). Abnormal cortical processing of the syllable rate of speech in poor readers. J. Neurosci. 29, 7686–7693. doi: 10.1523/JNEUROSCI.0524-08.2009
Alain, C., and Tremblay, K. (2007). The role of event-related brain potentials in assessing central auditory processing. J. Am. Acad. Audiol. 18, 573–589. doi: 10.3766/jaaa.18.7.5
Albrecht, R., Suchodoletz, W. V., and Uwer, R. (2000). The development of auditory evoked dipole source activity from childhood to adulthood. Clin. Neurophysiol. 111, 2268–2276. doi: 10.1016/S1388-2457(00)00464-8
Aravena, S., Tijms, J., Snellings, P., and van der Molen, M. W. (2018). Predicting individual differences in reading and spelling skill with artificial script-based letter–speech sound training. J. Learn. Disabil. 51, 552–564. doi: 10.1177/0022219417715407
Archer, K., Pammer, K., and Vidyasagar, T. R. (2020). A temporal sampling basis for visual processing in developmental dyslexia. Front. Hum. Neurosci. 14, 213. doi: 10.3389/fnhum.2020.00213
Baccino, T. (2011). “Chapter 47- Eye movements and concurrent event-related potentials: eye fixation-related potential investigations in reading,” in The Oxford Handbook of Eye Movements, eds S. P. Liversedge, I. Gilchrist, and S. Everling (Oxford Library of Psychology). doi: 10.1093/oxfordhb/9780195359789.013.0047
Bell, A. J., and Sejnowski, T. J. (1995). An information-maximization approach to blind separation and blind deconvolution. Neural Comput. 7, 1129–1159. doi: 10.1162/neco.1995.7.6.1129
Benjamini, Y., and Hochberg, Y. (1995). Controlling the false discovery rate: a practical and powerful approach to multiple testing. J. R. Stat. Soc. Series B 57, 289–300. doi: 10.1111/j.2517-6161.1995.tb02031.x
Berezutskaya, J., Freudenburg, Z. V., Güçlü, U., van Gerven, M. A., and Ramsey, N. F. (2017). Neural tuning to low-level features of speech throughout the perisylvian cortex. J. Neurosci. 37, 7906–7920. doi: 10.1523/JNEUROSCI.0238-17.2017
Bishop, D. V. M. (2007). Using mismatch negativity to study central auditory processing in developmental language and literacy impairments: where are we, and where should we be going? Psychol. Bull. 133, 651. doi: 10.1037/0033-2909.133.4.651
Blau, V., Reithler, J., van Atteveldt, N., Seitz, J., Gerretsen, P., Goebel, R., et al. (2010). Deviant processing of letters and speech sounds as proximate cause of reading failure: a functional magnetic resonance imaging study of dyslexic children. Brain. 133, 868–879.
Blau, V., van Atteveldt, N., Ekkebus, M., Goebel, R., and Blomert, L. (2009). Reduced neural integration of letters and speech sounds links phonological and reading deficits in adult dyslexia. Curr. Biol. 19, 503–508. doi: 10.1016/j.cub.2009.01.065
Boersma, P., and Weenink, D. (2010). Praat: Doing Phonetics by Computer. Version 6.2.04 [Software]. Downloaded April 4. Available online at: http://www.praat.org/ (accessed December 18, 2021).

Boets, B., Op de Beeck, H. P., Vandermosten, M., Scott, S. K., Gillebert, C. R., Mantini, D., et al. (2013). Intact but less accessible phonetic representations in adults with dyslexia. Science 342, 1251–1254. doi: 10.1126/science.1244333
Boets, B., Vandermosten, M., Poelmans, H., Luts, H., Wouters, J., and Ghysquiere, P. (2011). Preschool impairments in auditory processing and speech perception uniquely predict future reading problems. Res. Dev. Disabil. 32, 560–570. doi: 10.1016/j.ridd.2010.12.020
Boets, B., Wouters, J., Van Wieringen, A., De Smidt, B., and Ghysquiere, P. (2008). Modelling relations between sensory processing, speech perception, orthographic and phonological ability, and literacy achievement. Brain Lang. 106, 29–40. doi: 10.1016/j.bandl.2007.12.004
Bonte, M., and Blomert, L. (2004b). Developmental changes in ERP correlates of spoken word recognition during early school years: a phonological priming study. Clin. Neurophysiol. 115, 409–423. doi: 10.1016/S1388-2457(03)00361-4
Bonte, M. L., and Blomert, L. (2004a). Developmental dyslexia: ERP correlates of anomalous phonological processing during spoken word recognition. Cogn. Brain Res. 21, 360–376. doi: 10.1016/j.cogbrainres.2004.06.010
Boothroyd, A. (2004). “Measuring auditory speech perception capacity in very young children,” in International Congress Series, Vol. 1273, 292–295. doi: 10.1016/s0010-440x(04)80624-x
Brehm, L. H., and Carroll, J. M. (2018). Sublexical and syntactic processing during reading: evidence from eye movements of typically developing and dyslexic readers. J. Cogn. Psychol. 30, 177–197. doi: 10.1080/20445911.2017.1412222
Brem, S., Bach, S., Kucian, K., Kujala, J. V., Guttorm, T. K., Martin, E., et al. (2010). Brain sensitivity to print emerges when children learn letter–speech sound correspondences. Proc. Nat. Acad. Sci. 107, 7939–7944. doi: 10.1073/pnas.0904402107
Breznitz, Z. (2006). Fluency in Reading: Synchronization of Processes. Mahwah, NJ: Lawrence Erlbaum Associates Publishers.
Breznitz, Z., and Meyer, A. (2003). Speed of lower-level auditory and visual processing as a basic factor in dyslexia: electrophysiological evidence. Brain Lang. 85, 166–184. doi: 10.1016/S0093-934X(02)00513-8
Castles, A., and Friedman, N. (2014). Developmental dyslexia and the phonological deficit hypothesis. Mind Lang. 29, 270–285. doi: 10.1111/mila.12050
Catts, H. S., McIlraith, A., Bridges, M. S., and Nielsen, D. C. (2017). Viewing a phonological deficit within a multifactorial model of dyslexia. Read. Writ. 30, 613–629. doi: 10.1007/s11145-016-9692-2
Cedroni, R., Alku, P., Westerfield, M., Torki, M., and Townsend, J. (2005). ERP's differentiate syllable and nonphonetic sound processing in children and adults. Psychophysiology 42, 391–406. doi: 10.1111/j.1469-8866.2005.00305.x
Christmann, C. A., Lachmann, T., and Steinbrink, C. (2015). Evidence for a general auditory processing deficit in developmental dyslexia from a discrimination paradigm using speech versus nonspeech sounds matched in complexity. J. Speech Lang. Hear. Res. 58, 107–121. doi: 10.1044/2014/SLHR-L-14-0174
Christoforou, C., Fella, A., Leppänen, P. H., Georgiou, G. K., and Papadopoulos, T. C. (2021). Fixation-related potentials in naming speed: a combined EEG
Hämäläinen, J. A., Salminen, H. K., and Leppänen, P. H. (2013). Basic auditory processing deficits in dyslexia: systematic review of the behavioral and event-related potential/field evidence. J. Learn. Disabil. 46, 413–427. doi: 10.1177/002221911456213

Hasko, S., Groth, K., Bruder, I., Barthling, J., and Schulte-Körne, G. (2013). The time course of reading processes in children with and without dyslexia: an ERP study. Front. Hum. Neurosci. 7, 570. doi: 10.3389/fnhum.2013.00570

Hayiou-Thomas, M. E., Carroll, J. M., Leavitt, R., Hulme, C., and Snowling, M. J. (2017). When does speech sound disorder matter for literacy? The role of disordered speech errors, co-occurring language impairment and family risk of dyslexia. J. Child Psychol. Psychiatry 58, 197–205. doi: 10.1111/jcpp.12648

He, Y., Liu, X., Hu, J., Nichols, E. S., Lu, C., and Liu, L. (2021). Difference between children and adults in the print-speech coactivated network. Sci. Stud. Read. 1–16. doi: 10.1080/10888438.2021.1965607

Jaramillo, M., Paavilainen, P., and Näätänen, R. (2000). Mismatch negativity modulation tuning derived from speech stimuli. Front. Cell. Neurosci. 10, 53. doi: 10.3389/fncel.2016.00053

Hickok, G., and Poeppel, D. (2007). The cortical organization of speech. Cerebral Cortex 25, 1544–1553. doi: 10.1093/cercor/bht347

Hommet, C., Vidal, J., Roux, S., Blanc, R., Barthez, M. A., De Becque, B., et al. (2009). Topography of syllable change-detection electrophysiological indices in children and adults with reading disabilities. Neuropsychologia 47, 761–770. doi: 10.1016/j.neuropsychologia.2008.12.010

Holmén, J. (2016). Unstable representation of sound: a biological marker of dyslexia. J. Neurosci. 33, 3500–3504. doi: 10.1523/JNEUROSCI.4205-12.2013

Hsu, C. H., Tsai, J. L., Lee, C. Y., and Tzeng, O. J. L. (2009). Orthographic dependency in the neural correlates of reading: evidence from audiovisual integration in English readers. Cerebral Cortex 25, 1544–1553. doi: 10.1093/cercor/bht347

Hulte, P. W., Hamilton, L. S., Mesgarani, N., Schreiner, C. E., and Chang, E. F. (2016). Human superior temporal gyrus organization of spectrotemporal modulation tuning derived from speech stimuli. J. Neurosci. 36, 2014–2026. doi: 10.1523/JNEUROSCI.1779-15.2016

Kanellopoulou, M., and Brand-Gruwel, S. (2014). The interface between spoken and written language: developmental disorders. Philos. Trans. R. Soc. B Biol. Sci. 369, 20132095. doi: 10.1098/rstb.2012.0395

Jainta, S., and Kapoula, Z. (2011). Dyslexic children are confronted with unstable binocular fixation while reading. PLoS ONE 6, e18694. doi: 10.1371/journal.pone.0018694

Jeredzka, H., and Brand-Gruwel, S. (2017). Tracking the reading eye: towards a model of real-world reading. J. Comp. Assist. Learn. 33, 193–201. doi: 10.1111/jcal.12189

Järvenoja, A., and Guenard, A. (2015). Influence of reading skill and word length on fixation-related brain activity in school-aged children during natural reading. Vision Res. 165, 109–122. doi: 10.1016/j.visres.2019.07.008

Karhipis, I. I., Pleisch, G., Brandes, D., Roth, A., Röthlisberger, M., Schneebei, M., et al. (2018). Simulating reading acquisition: the link between reading outcome and multimodal brain signatures of letter–speech sound learning in prereaders. Sci. Rep. 8, 1–13. doi: 10.1038/s41598-018-24909-8

Karipidis, I. I., Pleisch, G., Röthlisberger, M., Hofstetter, C., Dornbierer, D., Stämpfli, P., et al. (2017). Neural initialization of audiovisual integration in prereaders at varying risk for developmental dyslexia. Hum. Brain Mapp. 38, 1038–1055. doi: 10.1002/hbm.23437

Kavale, K. A., and Forness, S. R. (2000). Auditory and visual perception processes and reading ability: a quantitative reanalysis and historical reinterpretation. Learn. Disabil. Q. 23, 253–270. doi: 10.2307/1511348

Kim, S., and Lombardino, L. J. (2016). Simple sentence reading and specific cognitive functions in college students with dyslexia: an eye-tracking study. Clin. Arch. Commun. Disord. 1, 48–61. doi: 10.2189/cacd.2016.00073

Klenberg, J., Brem, S., Maurer, U., and Brandes, D. (2014). The level of audiovisual speech–print integration deficits in dyslexia. Neuropsychologia 62, 245–261. doi: 10.1016/j.neuropsychologia.2014.07.024

Kuula, T., Mylllyvirta, K., Tervaniemi, M., Alho, K., Kallio, J., and Näätänen, R. (2000). Basic auditory dysfunction in dyslexia as demonstrated by brain activity measurements. Psychophysiology 37, 262–266. doi: 10.1111/1469-8969.3720262

Kuutuvainen, S., Leminen, A., and Kuula, T. (2016). Auditory evoked potentials to speech and nonspeech stimuli are associated with verbal skills in preschoolers. Dev. Cogn. Neurosci. 19, 223–232. doi: 10.1016/j.dcn.2016.04.001

LaBerge, D., and Samuels, S. J. (2017). Basic Processes in Reading: Perception and Comprehension. London: Routledge. doi: 10.4324/9781315467610

Lachmann, T., Berti, S., Kuula, T., and Schröger, E. (2005). Diagnostic subgroups of developmental dyslexia have different deficits in neural processing of tones and phonemes. Int. J. Psychophysiol. 56, 105–120. doi: 10.1016/j.i jpsycho.2004.11.005

Ladeira, A., Fregni, F., Campanhã, C., Valasek, C. A., De Ridder, D., Brunioni, A. R., et al. (2011). Polarity-dependent transcranial direct current stimulation effects on central auditory processing. PLoS ONE 6, e25399. doi: 10.1371/journal.pone.0025399

Leppänen, P. H., Richardson, U., Pikko, E., Eklund, K. M., Aro, M., et al. (2002). Brain responses to changes in speech sound durations differ between infants with and without familial risk for dyslexia. Dev. Neuropsychol. 28, 407–422. doi: 10.1207/S15326942dn2201_4

Lindeman, J. (1998). ALLU – Ala-asteen lukukatselus [ALLU – Reading Test for Primary School]. University of Turku, Finland: The Center for Learning Research.

Lizarazu, M., Lallier, M., Molinaro, N., Bourguignon, M., Paz-Alonso, P. M., Lerma-Usabiaga, G., et al. (2015). Developmental evaluation of atypical auditory sampling in dyslexia: functional and structural evidence. Hum. Brain Mapp. 36, 4986–5002. doi: 10.1002/hbm.22986

Lindtorf, O. R., Lautala, J., Häyrinen, T., and Leppänen, P. H. (2019). Influence of reading skill and word length on fixation-related brain activity in school-aged children during natural reading. Vision Res. 165, 109–122. doi: 10.1016/j.visres.2019.07.008

Lindeman, J. (1998). ALLU – Ala-asteen lukukatselus [ALLU – Reading Test for Primary School]. University of Turku, Finland: The Center for Learning Research.
Lohvansuu, K., Härmäläinen, J. A., Ervast, L., Lyttinen, H., and Leppänen, P. H. (2018). Longitudinal interactions between brain and cognitive measures on reading development from 6 months to 14 years. *Neuropsychologia*, 108, 6–12. doi:10.1016/j.neuropsychologia.2017.11.018

Lohvansuu, K., Härmäläinen, J. A., Tanskanen, A., Ervast, L., Heikkinen, E., Lyttinen, H., et al. (2014). Enhancement of brain-event-related potentials to speech sounds is associated with compensated reading skills in dyslexic children with familial risk for dyslexia. *Int. J. Psychophysiol.*, 94, 298–310. doi:10.1016/j.ijpsycho.2014.10.002

Mahé, G., Bonnefond, A., and Doignon-Camus, N. (2013). Is the impaired N170 print tuning specific to developmental dyslexia? A matched reading-level study with poor readers and dyslexics. *Brain Lang.*, 127, 539–544. doi:10.1016/j.bandl.2013.09.012

Malins, J. G., Pugh, K. R., Buis, B., Frost, S. J., Hoeft, F., Landi, N., et al. (2018). Individual differences in reading skills are related to trial-by-trial neural activation variability in the reading network. *J. Neurosci.*, 38, 2981–2989. doi:10.1523/JNEURSCI.0097-17.2018

Maurer, J., Collet, L., Pelster, H., Truy, E., and Gallégo, S. (2002). Auditory late neurophysiological specialization for letter strings. *J. Cogn. Neurosci.*, 13, 1532–1552. doi:10.1162/08989290977459218

Maurer, U., Brem, S., Bucher, K., and Brandeis, D. (2005b). Emerging neurophysiological specialization for letter strings. *J. Cogn. Neurosci.*, 17, 2020–2024. doi:10.1162/089892905775574899

Maurer, U., and McCandliss, B. D. (2007). “The development of visual expertise for words: the contribution of electrophysiology,” in *Single-Word Reading (Psychology Press)*, 57–77.

Maurer, U., Schulz, S., van der Mark, S., Bucher, K., Martin, E., et al. (2011). The development of print tuning in children with dyslexia: evidence from longitudinal ERP data supported by fMRI. *Neuroimage*, 57, 714–722. doi:10.1016/j.neuroimage.2010.10.055

Maurer, U., Zevin, J. D., and McCandliss, B. D. (2008). The visual attention span deficit in dyslexia is visual and not verbal. *Cortex*, 44, 768–773. doi:10.1016/j.cortex.2011.09.003

Maurer, M. A., Peyrin, C., Pichat, C., Le Bas, J. F., and Valdois, S. (2014). Visual processing of multiple elements in the dyslexic brain: evidence for a superior parietal dysfunction. *Front. Hum. Neurosci.*, 8, 479. doi:10.3389/fnhum.2014.00479

Lochy, A., Van Reybroeck, M., and Rossion, B. (2016). Cortical networks for vision and language in dyslexic and normal children of variable socio-economic status. *Neuroimage*, 61, 258–274. doi:10.1016/j.neuroimage.2012.02.035

Nätänen, R., and Rinne, T. (2002). Electric brain response to sound repetition in humans: an index of long-term-memory-trace formation? *Neurosci. Lett.*, 318, 49–51. doi:10.1016/S0304-3940(01)02483-7

Nava, A. G. L. P., Ferraz, É. D. C., and Borges, J. P. A. (2014). “Phonological processing deficits as a universal model for dyslexia: evidence from different orthographies,” in CoDAS. *Vol. 26 (Sociedade Brasileira de Fonoaudiologia)*, 509–519.

Nevala, J., and Lyttinen, H. (2000). *Sanaketsykset [Word chain test]*. Jyväskylä, Finland: Niilo Mäki Instituutti ja Jyväskylän yliopiston lapsiutkimuskeskus [Niilo Mäki Institute and Child Research Center of University of Jyvaskyla].

Nilsson Benfatto, M., Öqvist Seimyr, G., Ygge, J., Pansell, T., Rydberg, A., and Jacobsen, C. (2016). Screening for dyslexia using eye tracking during reading. *PLoS ONE*, 11, e0165508. doi:10.1371/journal.pone.0165508

Noordenbos, M. W., Segers, E., Semnicaus, W., Mitterer, H., and Verhoeven, L. (2012). Neural evidence of allophonic perception in children at risk for dyslexia. *Neuropsychologia*, 50, 2010–2017. doi:10.1016/j.neuropsychologia.2012.04.026

Norton, E. S., Beach, S. D., and Gabrieli, J. D. (2015). Neurobiology of dyslexia. *Curr. Opin. Neurol.*, 30, 73–78. doi:10.1097/WCO.000000000000007

Ortiz-Manilla, S., Härmäläinen, J. A., and Benasich, A. A. (2012). Time course of ERP generators to syllables in infants: a source localization study using age-appropriate brain templates. *Neuroimage*, 59, 3275–3287. doi:10.1016/j.neuroimage.2011.11.048

Ogren-Rostain, A., Shachat, L., Farah, M. J., and Horowitz-Kraus, T. (2020). Relationship between eye-movement patterns, cognitive load, and reading ability in children with reading difficulties. *J. Psycholinguist. Res.*, 49, 491–507. doi:10.1007/s10396-020-09705-8

Parvianen, T., Helenius, P., Poskiparta, E., Niemi, P., and Salmelin, R. (2011). Speech perception in the child brain: cortical timing and its relevance to literacy acquisition. *Hum. Brain Mapp.*, 32, 2193–2206. doi:10.1002/hbm.21181

Pennington, B. F., and Bishop, D. V. (2009). Relations among speech, language, and reading disorders. *Annu. Rev. Psychol.*, 60, 283–306. doi:10.1146/annurev.psych.60.110707.163548

Peterson, R. L., and Pennington, B. F. (2015). Developmental dyslexia. *Annu. Rev. Clin. Psychol.* (New York, NY: Oxford University Press) 11, 283–307.

Pleisch, G., Karipidis, I., Brem, A., Röthlisberger, M., Roth, A., Brandeis, D., et al. (2019). Simultaneous EEG and fMRI reveals stronger sensitivity to orthographic strings in the left occipito-temporal cortex of typical versus poor beginning readers. *Dev. Cogn. Neurosci.*, 40, 100177. doi:10.1016/j.dcn.2019.100177

Prestes, M. R. D., and Feitosa, M. A. G. (2017). Theories of dyslexia: support by changes in Auditory perception. *Psicologia Teoria e Pesquisa*, 32, 1–9. doi:10.1590/0102-3772ep201502708

Price, C. J. (2012). A review and synthesis of the first 20 years of PET and fMRI studies of heard speech, spoken language and reading. *Neuroimage*, 62, 816–847. doi:10.1016/j.neuroimage.2012.04.062

Proverbio, A. M., D’Aniello, G. E., Adorni, R., and Zani, A. (2011). When a photograph can be heard: vision activates the auditory cortex within 110 ms. *Sci. Rep.*, 1, 1–11. doi:10.1038/srep00054

Ptak, R. (2012). The frontoparietal attention network of the human brain: action, saliency, and a priority map of the environment. *Neuroscientist*, 18, 502–515. doi:10.1177/1073858414509051

Ramus, F. (2014). Neuroimaging sheds new light on the phonological deficit in dyslexia. *Trends Cogn. Sci.*, 18, 274–277. doi:10.1016/j.tics.2014.01.009

Raven, J. C., and Court, J. H. (1998). *Raven’s Progressive Matrices and Vocabulary Scales*, Vol. 759, Oxford: Oxford Psychologists Press.

Richardson, U., Thomson, J. M., Scott, S. K., and Goswami, U. (2004). Auditory processing skills and phonological representation in dyslexic children. *Dyslexia*, 10, 215–233.

Roberto, E. K., and Gallant, J. E. (2019). Eye tracking reveals subtle spoken sentence comprehension problems in children with dyslexia. *Lingua*, 228, 102708. doi:10.1016/j.lingua.2019.06.009

Rossion, B., Curran, T., and Gauthier, I. (2002). A defense of the subordinate-level expertise account for the N170 component. *Cognition*, 85, 189–196. doi:10.1016/S0010-0277(02)00104-1
Ruhnau, P., Herrmann, B., Maess, B., and Schröger, E. (2011). Maturation of obligatory auditory responses and their neural sources: evidence from EEG and MEG. Neuroimage, 58, 630–639. doi: 10.1016/j.neuroimage.2011.06.050

Rüsseler, J., Ye, Z., Gerth, I., Szczyk, G. R., and Münte, T. F. (2018). Audio-visual speech perception in adult readers with dyslexia: an fMRI study. Brain Imaging Behav. 12, 357–368. doi: 10.1007/s11682-017-9694-y

Sacchi, E., and Laszló, S. (2016). An event-related potential study of the relationship between N170 lateralization and phonological awareness in developing readers. Neuropsychologia, 91, 415–425. doi: 10.1016/j.neuropsychologia.2016.09.001

Salmelin, R., Kii, A., Uutela, K., Service, E., and Salonen, O. (1996). Impaired visual word processing in dyslexia revealed with magnetoencephalography. Ann. Neurol. 40, 157–162. doi: 10.1002/ana.10206

Sánchez-Vincitore, L. V., Avery, T., and Froud, K. (2018). Word-related awareness in developing readers. Front. Psychol. 9, 20206.

Shaywitz, B. A., Shaywitz, S. E., Pugh, K. R., Mencl, W. E., Fulbright, R. K., Skudlarski, P., et al. (2002). Disruption of posterior brain systems for reading in children with developmental dyslexia. Biol. Psychiatry, 52, 101–110. doi: 10.1016/S0006-3223(02)01365-3

Shahin, A., Roberts, L. E., and Trainor, L. J. (2004). Enhancement of auditory cortical development by musical experience in children. Neuroreport 15, 1917–1921. doi: 10.1097/00001756-200408260-00017

Shaywitz, B. A., Shaywitz, S. E., Pugh, K. R., Mencl, W. E., Fulbright, R. K., Skudlarski, P., et al. (2002). Disruption of posterior brain systems for reading in children with developmental dyslexia. Biol. Psychiatry, 52, 101–110. doi: 10.1016/S0006-3223(02)01365-3

Siegel, L. S. (2006). Perspectives on dyslexia. Paediatr. Child Health 11, 581–587. doi: 10.1093/pch/11.9.581

Simons, G., Petit, L., Bernard, C., and Rebai, M. (2007). N170 ERP’s could represent a logographic processing strategy in visual word recognition. Behav. Brain Funct. 3, 1–11. doi: 10.1186/1744-9081-3-21

Simos, P. G., Breier, J. L, Whelless, J. W., Maggio, W. W., Fletcher, J. M., Castillo, E. M., et al. (2000). Brain mechanisms for reading: the role of the superior temporal gyrus in word and pseudoword naming. Neuroreport 11, 2443–2446. doi: 10.1097/00001756-200008030-00021

Smith-Spark, J. H., Henry, L. A., Messer, L. A., and Ziecik, A. P. (2017). Verbal and non-verbal fluency in adults with developmental dyslexia: Past, present and future. Oxford Rev. Educ. 10, 23. doi: 10.3389/fnins.2016.00023

Wass, S. V., Daubney, K., Golan, J., Logan, F., and Kushnirenko, E. (2019). Elevated physiological arousal is associated with larger but more variable neural responses to small acoustic change in children during a passive auditory attention task. Dev. Cogn. Neurosci. 37, 100612. doi: 10.1016/j.dcn.2019.100612

Yi, H. G., Leonard, M. K., and Chang, E. F. (2019). The encoding of speech sounds in the superior temporal gyrus. Neuroreport 30, 330–355. doi: 10.1080/87565640902801882

Ylinen, S., Junttila, K., Laasonen, M., Iverson, P., Ahonen, L., and Kujala, T. (2019). Diminished brain responses to second-language words are linked with native-language literacy skills in dyslexia. Neuropsychologia 122, 105–115. doi: 10.1016/j.neuropsychologia.2018.11.005

Zaškić, G., Fraga González, G., Tijms, J., van der Molen, M. W., Blomert, L., and Bonte, M. (2014). Reduced neural integration of letters and speech sounds in dyslexic children scales with individual differences in reading fluency. PLoS ONE 9, e10337. doi: 10.1371/journal.pone.010337

Zhang, G., Yuan, B., Hua, H., Lou, Y., Lin, N., and Li, X. (2021a). Individual differences in first-pass fixation duration in reading are related to resting-state functional connectivity. Brain Lang. 213, 104893. doi: 10.1016/j.bandl.2020.104893

Zhang, J., and McBride-Chang, C. (2010). Auditory sensitivity, speech perception, and reading development and impairment. Educ. Psychol. Rev. 22, 323–338. doi: 10.1007/s10648-010-9137-4

Zhao, B., Dang, J., and Zhang, G. (2016). “EEG evidence for a three-phase recurrent process during spoken word processing,” in 2016 10th International Symposium on Chinese Spoken Language Processing (ISCSLP) (IEEE), 1–5.

Zhao, J., Kipp, K., Gaspar, C., Maurer, U., Weng, X., Mecklinger, A., et al. (2014). Fine neural tuning for orthographic properties of words emerges early in children reading alphabetic script. J. Cogn. Neurosci. 26, 2431–2442. doi: 10.1162/jocn_a_00660
Zhao, J., Li, S., Lin, S. E., Cao, X. H., He, S., and Weng, X. C. (2012). Selectivity of N170 in the left hemisphere as an electrophysiological marker for expertise in reading Chinese. *Neurosci. Bull.* 28, 577–584. doi: 10.1007/s12264-012-1274-y

**Conflict of Interest:** The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

**Publisher’s Note:** All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

*Copyright © 2022 Azaiez, Loberg, Hämäläinen and Leppänen. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.*