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ABSTRACT

Subspace clustering algorithms are used for understanding the cluster structure that explains the patterns prevalent in the dataset well. These methods fail to handle confounding attributes in the dataset. For datasets where a data sample represent multiple attributes, naïvely applying any clustering approach can result in undesired output. To this end, we propose a novel framework for jointly removing confounding attributes while learning to cluster data points in individual subspaces. Assuming we have label information about these confounding attributes, we regularize the clustering method by adversarially learning to minimize the mutual information between the data representation and the confounding attribute labels. Our experimental result on synthetic and real-world datasets demonstrate the effectiveness of our approach.

Index Terms—clustering, bias mitigation, subspace

1. INTRODUCTION

Most real-world datasets carry information arising from several attributes. Given the task of estimating some unknown value, such as the category of input, some of these attributes have no information about the task, i.e., they are statistically independent of the desired value. Ideally, given large enough samples taken iid from the data distribution, these attributes should be uncorrelated to the features of the dataset that are important to fulfill the task. However, some attributes can still be highly correlated with the informative features in many real-world datasets due to non-iid sampling or data collection procedures [1]. When training data-driven models on such datasets, these attributes can negatively affect the inference results. We refer to such attributes as confounding attributes or biases.

While many past works have proposed to learn models which are robust to the presence of confounding attributes (bias mitigation), they generally address supervised learning tasks [2][3][4], where task-relevant label information is available during model training time. However, bias mitigation strategies for the unsupervised setting, i.e., when task-relevant information is absent, have largely been understudied. In this work, we address the problem of unsupervised learning when data can contain confounding attributes.

Among the data-driven approaches for unsupervised learning, subspace clustering shows great promise. In subspace clustering, the assumption is that the high dimensional data lie on a union of low dimensional subspaces. The objective here is to find separate subspaces for separate clusters of data points. Among the family of subspace clustering algorithms, Self-expression based algorithms form the state of the art[5]. Self-expression imposes the constraint that every data point in the dataset can be explained through a linear combination of all the other data points in the dataset. Let \( c_{ij} \) represents the coefficient of the \( j^{th} \) datapoint w.r.t. its contribution in reconstructing the \( i^{th} \) datapoint. One of the reasons why self-expression-based methods are popular is because of the subspace preserving property of the coefficient matrix achieved under certain regularisation function [6][7][8][9][10]. This means that \( c_{ij} \) is only non-zero when the \( i^{th} \) and \( j^{th} \) data points are in the same subspace. Most recent advances in subspace clustering literature have focused on scalability and out-of-sample clustering using neural networks. But even these algorithms fail under the presence of confounding attributes, as we later show.

More often, we have labels pertaining to these confounding attributes. Under the assumption that the labels of the biases are known during the training, we propose an information-theoretic inspired method of jointly learning the cluster membership while ignoring the confounding attributes in the data. We evaluate our proposed method over synthetic and naturally occurring image datasets and show superior performance than the current state of the art.

The remaining paper is organized as follows. Section 2 presents the problem statement, section 3 presents the proposed solution, section 4 presents the experiments and results, and section 5 presents the conclusion.

2. PROBLEM STATEMENT

Most clustering algorithms must be trained on the whole dataset to find clusters. As the size of the dataset increases, they become hard to scale. Scalable Subspace clustering algorithms show great promise in solving this problem [11][12][13]. The method proposed in [5], based on self-expression, scales well for large datasets and shows great performance on out-of-sample data points. But under the presence of confounding attributes, these methods fail on out-of-sample data points resulting in learning wrong self-expression coefficients. This paper focuses on this problem and looks toward improving the existing method. Below we formulate the problem of clustering under the presence bias information.

2.1. Formulation

Let \( x \in \mathbb{R}^d \) be the input data and \( X = [x_1, \ldots, x_n] \in \mathbb{R}^{d \times n} \) represent the input data matrix where the \( x_i \) represents different data points while the rows represent the dimensions. We make the assumption that the data, i.e., the columns in \( X \) lie on the union of \( k \) low-dimensional subspaces \( x_i \in \cup_{i=1}^{k} A_i \). Let \( b_j = [b_{1j}, \ldots, b_{nj}] \in B \) for \( m \) biases, \( b_i \in \{0,1\} \), we define \( B = [b_1, b_2, \ldots, b_m] \) as
the matrix containing bias labels corresponding to $X$ for $n$ samples. Based on the self-expressive models [6], we can define each data point in $X$ as a linear combination of all the other data points as [6],

$$x_j = \sum_{i \neq j} c_{ij} x_i$$  \hspace{1cm} (1)

Here $c_{ij} \in \mathbb{R}$ represents the elements of the matrix $C$, self-expressive coefficient matrix, satisfying the following,

$$X = CX, \quad \text{diag}(C) = 0$$  \hspace{1cm} (2)

Hence learning of the self-expressive coefficient matrix could be formulated as the following optimization problem,

$$\min_C \mathcal{L}(X, CX) - \mathcal{R}(C),$$ \hspace{1cm} (3)

where $\mathcal{L}$ and $\mathcal{R}$ represent cost and regularization terms, respectively. Here $\mathcal{R}(\cdot)$ enforces subspace preserving property in the learned $C$ [14]. Therefore the $C$ matrix, subspace preserving, can be further used to get the affinity matrix $A = |C| + |C'|$. We can obtain the clustering labels $\hat{s}$ over $X$ using the affinity matrix in the spectral clustering algorithm [15].

Now, let $s$ be the random variable representing the set of true (desired) cluster labels, and $\mathcal{I}(x, x')$ be the mutual information between random variables $x$ and $x'$. Suppose the random variable $\hat{s}$ represents the cluster labels based on the $C$ matrix we get from solving (3). Then due to the presence of confounding attributes in the data, we can very possibly observe,

$$\mathcal{I}(\hat{s}, b) \gg \mathcal{I}(s, b)$$  \hspace{1cm} (4)

The effect of confounding attributes on classification task is already well discussed and studied in literature [2]. Therefore in tasks where supervision is not present, the strong presence of confounding attributes in the data would lead to clustering outcome getting biased too as formulated in (4). This would likely result in $\hat{s} \neq s$. In this contribution, we aim at solving the problem in (3) while enforcing bias mitigation as expressed in Eq. (4). To solve this problem we propose an information theoretic based approach in the next section.

### 3. BIAS MITIGATION FOR SELF-EXPRESSIVE NETWORKS

In this section, we discuss the elements of our proposed solution and finally discuss the architecture and optimization for Inv-SENet.

#### 3.1. Self Expressive Network

In subspace clustering literature, there are many optimization frameworks already proposed that try to solve (3) to learn the self-expressive coefficient matrix $C$. Past works have tried to solve (3) by optimizing the following loss,

$$\mathcal{L}_{SE} = \min_{c_{ij} : i \neq j} |x_j - \sum_{i \neq j} c_{ij} x_i|^2 + \sum_{i \neq j} \gamma r(c_{ij})$$  \hspace{1cm} (5)

where $r(\cdot)$ represents the regularisation term based on elastic net regularisation [14]. The role of $r(\cdot)$ is to provide a denser subspace preserving coefficient matrix. Let $f(\cdot) : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$ be the function, parameterised by $\Theta$ taking arguments $x_i$ and $x_j$, and giving self-expression coefficients $c_{ij}$ in matrix $C$, i.e. $f(x_i, x_j; \Theta) = c_{ij}$. Therefore we can rewrite (5) as the following optimisation,

$$L_{SE} = \min_{\Theta} \frac{\gamma}{2} |x_j - \sum_{i \neq j} f(x_i, x_j; \Theta)x_i|^2 + \sum_{i \neq j} \gamma r(f(x_i, x_j; \Theta))$$  \hspace{1cm} (6)

In [5], the authors propose the SENet, which models $f(x_i, x_j; \Theta)$ as neural network expressed as

$$f(x_i, x_j; \Theta) = \alpha T_\beta(u_j^T v_i)$$

$$u_j = k(x_j; \theta_u) \in \mathbb{R}^p$$

$$v_i = q(x_i; \theta_v) \in \mathbb{R}^p$$

where,

$$T_\beta(\cdot) = \text{sign}(t) \max(0, |t| - \beta).$$  \hspace{1cm} (7)

Here $k$ and $q$ represent the key and the query networks, while $T_\beta$ is a soft thresholding operator. $\Theta = \{\theta_u, \theta_v, \beta\}$ represents the learnable parameters of the model. We highlight that SENet is not designed to cluster the data when bias is present in the data. We improve upon their model by adding a bias mitigation mechanism. The resulting methodology leads to a learning algorithm capable of performing clustering and mitigation jointly as described next.

#### 3.2. Bias Mitigation

As discussed in Section 2.1, the presence of confounding attributes in the training dataset leads to bias-dependent solutions for the optimization problem and, therefore, leads to biased clustering. Below we present the proposed bias mitigation strategy. For this, we assume that the training dataset contains labels for the confounding attribute classes. Note, however, that these labels are not required for the test set. Therefore the goal here is to propose a way of learning $\Theta$ s.t. $c_{ij}$ is invariant to the presence of confounding attributes. Referring to the proposed architecture in Fig. 1 we define $g(k(x; \theta_u); \theta_j) : \mathbb{R}^p \rightarrow B$ and $g'(q(x; \theta_v); \theta_j) : \mathbb{R}^p \rightarrow B$ as the bias classification functions. Let $u$ and $v$ be the random variable representing the output of key and query networks, and random
variable $b$ represents the confounding attribute. Therefore the optimization framework in (6) can be modified as:

$$\mathcal{L} = \mathcal{L}_{SE} - \lambda (\mathcal{I}(u, b) + \mathcal{I}(v, b)).$$  \hspace{1cm} (8)

Here $\lambda \in \mathbb{R}_+$ is a scalar hyperparameter controlling the bias mitigation component in the loss. Estimating $\mathcal{I}()$ requires the joint distributions $p(b, v)$ and $p(b, u)$. This makes the problem hard to solve and often cases intractable. Mutual information can also be written in terms of the conditional entropy such that

$$\mathcal{I}(b, v) = H(b) - H(b|v), \quad \mathcal{I}(b, u) = H(b) - H(b|u).$$

Here, $H(b) = -\sum_{b \in Q} P(b) \log P(b)$, represents the entropy. Note that $H(b)$ can be ignored when optimizing (8) since the bias $b$ is independent of the model parameters $\Theta$. To compute conditional entropies conditional densities such as $P(b|u)$ and $P(b|v)$ are required but can be difficult to obtain. In [2] the authors approximated the conditional distribution using a variational distribution $Q$. Following a similar reasoning we can define two distributions $Q$ and $Q'$ to approximate $P(b|u)$ and $P(b|v)$, respectively. Now, let $\theta_q$ and $\theta_{q'}$ be the parameters for $Q$ and $Q'$. Thus, each parameter can be learned by minimizing the Kullback–Leibler ($D_{KL}$) divergence between the respective distributions. For $\theta_q$ we have:

$$\min_{\theta_q} D_{KL}[Q(g(k(x; \theta_q); B)||P(b|k(x; \theta_q)))]$$

while an equivalent problem can be solved for $v = q(x; \theta_v)$, omitted here for sake of space.

Now, we can define the bias classification optimization problem by combining a cross-entropy loss and the KL in (9) as a regularization term. The goal of this optimization is not only to make the bias classifier able to classify the bias class accurately but also to make the $k(x; \theta_q)$ invariant of the bias. To solve the second objective we can impose a regularisation on $\theta_u$ aiming at maximizing the negative of (9), hence making it hard for the $\theta_q$ to classify the bias. Therefore the optimization becomes a max-min problem,

$$L_{bias} = \max_{\theta_q} \min_{\theta_u} E_{x \sim P_X} \left[ \mathbb{E}_{b \sim Q} [\log Q(b|k(x; \theta_u)); B] \right] - \mu \mathbb{E}_{x \sim P_X} \left[ L_c(b; g(k(x; \theta_u); \theta_q)) \right]$$

where $L_c(.)$ represents the cross entropy loss. The second term in (10) is the relaxation term for the KL divergence condition in (9). Similar discussion is presented in [2]. Equivalently, we can define the minimax problem $L_{query}^{bias}$ for optimizing $\theta_q$ and $\theta_{q'}$, also omitted in this manuscript.

Let $\Theta = \{\theta_q, \theta_{q'}\}$ represent the set of all parameters of the bias classifiers. Therefore, combining (10), for both key and query networks, and (5) we can rewrite (8) as:

$$\mathcal{L} = \mathcal{L}_{SE} - \lambda (\mathcal{L}_{bias}^{key} + \mathcal{L}_{bias}^{query})$$

$$= \min_{\Theta, \Theta_q' \in \Theta} \frac{1}{2n} \sum_i \left[ \sum_{j \neq i} \mathbb{E}_{x_j \sim P_X} \left[ \mathbb{E}_{b \sim Q} [\log Q(b|k(x; \theta_u)); B] \right] \right]$$

$$+ \mu \left[ \mathbb{E}_{x \sim P_X} \left[ L_c(b; g(k(x; \theta_u); \theta_q)) \right] \right]$$

$$+ \mathbb{E}_{x \sim P_X} \left[ \mathbb{E}_{b \sim Q} [\log Q(b|k(x; \theta_q)); B] \right]$$

$$+ \mu \mathbb{E}_{x \sim P_X} \left[ L_c(b; g(q(x; \theta_u); \theta_{q'})) \right].$$



3.3. Training

In (11) we present the overall loss function for the architecture proposed in Fig. 1. In practice, we use two optimizers; one to solve the inner maximization and the second one to solve the outer minimization. First we compute the forward pass of the data through $k(x; \theta_q)$ and $g(x; \theta_v)$ and compute $\mathcal{L}_{SE}$. At the same time, we also pass both $u_j$ and $v_i$ through their respective bias classifiers $g(.)$ and $q(.)$ to get the bias classification. We then compute the $\partial L_{bias}^{key}/\partial \theta_q$ and $\partial L_{bias}^{query}/\partial \theta_{q'}$ and backpropagate through the bias classifiers $g(.)$ and $q(.)$ respectively. Using the gradient reversal technique [16] together with the gradient of $\mathcal{L}_{SE}$ we compute,

$$\nabla \theta_q = \frac{\partial \mathcal{L}_{SE}}{\partial \theta_q} - \lambda \frac{\partial L_{bias}^{key}}{\partial \theta_q}, \quad \nabla \theta_{q'} = \frac{\partial \mathcal{L}_{SE}}{\partial \theta_{q'}} - \lambda \frac{\partial L_{bias}^{query}}{\partial \theta_{q'}}$$

for key and query networks, respectively. At the beginning of the training, the bias classifiers converge quickly. But as the training goes on, the $C$ matrix becomes invariant of the biases, and the bias classifier starts performing poorly. This happens because the $\mathcal{I}(u, b)$ and $\mathcal{I}(v, b)$ goes down i.e the key, and the query net becomes good at unlearning the biases. The proposed method has constant memory requirement similar to SENet and is comparable in runtime.

4. EXPERIMENT

We conduct experiments on real-world benchmarks to evaluate our model performance. Specifically, we utilize three image datasets that contain confounding attributes to evaluate our method.

4.1. Setup

Network Architecture: We formulate query, key, and bias networks as an MLP. For query and key network, we create a three-layer MLP with ReLU and tanh(·) as the activation functions. The number of hidden units in each layer of these MLPs are $1024, 1024, 1024$, and the output dimension is 1024. For the Bias networks, we use a three-layer MLP of dimensions $1024, 512, 256$ followed by the classification layer. We use the ReLU activation function and batch normalization layer between each fully-connected layer. We apply the softmax function to the output of the classification layer to compute class probability scores. To optimize our model, we use Adam [17] optimizer with a constant learning rate of $1e-3$ for the query and key networks and $1e-4$ for the bias networks.

Datasets: To evaluate our method, we consider two scenarios where our data samples contain confounding attributes. In the first setup, we intentionally add bias information to existing benchmarks (MNIST [18], and FashionMNIST [19]). In the second case, we consider a natural setting (Dog and Cats dataset) where the bias information is inherently present in the data as a confounding attribute. Figure 2 shows some of the samples from our constructed datasets.

Setting 1: We evaluate the proposed method on MNIST and FashionMNIST datasets as our representative large-scale scale benchmarks to evaluate our method. Both benchmarks consist of grayscale images. We color each image red or green for MNIST and blue and yellow for FashionMNIST to introduce confounding attribute. We color each image in a manner that strongly correlates with original class labels [20]. This allows us to measure the generalization properties of a given method effectively. If self-expressive coefficients are directly learned using the data without handling the confounding attributes, it should fail to generalize to out-of-distribution samples where these confounding attributes might be absent. We create our
training set in the following manner: We first assign a binary label \( y \) to the image based on the digit/class i.e. we set \( y = 0 \) for digits 0 – 4 (classes 0 – 4 for FashionMNIST) and \( y = 1 \) for digits 5 – 9 (classes 5 – 9 for FashionMNIST). We then flip the label with 25\% probability. After that, we color the image as one of the colors according to its (possibly flipped) label. We flip the color with a probability \( c \). For both benchmarks, we set \( c = 40\% \). For testing, we use the test sets of the original datasets without any confounding attribute. We use scattering convolution transform\([21]\) to generate features from MNIST, and FashionMNIST similar to\([5]\) for optimal comparison.

**Setting 2:** We select the Dogs and Cats dataset from\([22]\) for evaluation on the benchmark where confounding attributes naturally exists. Due to the complex nature of the background and non-uniformity of the colour attribute across the images, bias mitigation task becomes challenging and non trivial. Hence benchmarking on this dataset helps us test the efficacy of the proposed method. We followed the similar setting from\([2]\), wherein we subsample the original training set consisting of 25K images to create two subsets: a biased subset with dark-colored dog images and bright-colored cat images and a test set of images that does not contain any dark or bright colored dog or cat images. We obtained 6378 images as our train set and 8125 images as the test set. Thus in this setting, the bias classes are \{dark, bright\}. For feature extraction, we used\([23]\) as it learns to represent features in a union of subspaces.

**Metrics:** For quantitative evaluation, we consider clustering accuracy (ACC), normalized mutual information (NMI)\([24]\) and adjusted rand index (ARI)\([25]\). These metrics are commonly used in the literature to evaluate clustering methods.

**Hyperparameter Selection:** We selected hyperparameters \( \mu \) and \( \lambda \) using random search and the 5-fold cross-validation (CV) method. We trained our proposed method for each CV iteration on 4 randomly sampled subsets and evaluated the clustering performance on the held-out subset using the NMI metric. The final values that we selected for each dataset are as follows.\((i)\) MNIST: \( \mu = 0.1, \lambda = 0.01; \) \((ii)\) Fashion-MNIST: \( \mu = 0.1, \lambda = 0.02; \) \((iii)\) Dogs and Cats: \( \mu = 0.3, \lambda = 0.05.\)

### 4.2. Results

We show our experimental results in Table 1. We evaluate the vanilla SENet and Inv-SENet models for out-of-distribution clustering. Here \( N_i \) represents the number of training samples. In this experiment, we want to test the generalizability of the learned self-expression coefficient matrices. To this end, we first train the model on the biased version of each dataset and then test it on the unbiased version. From the results in table 1, we can observe that having confounding attributes in a dataset can negatively affect clustering performance if the clustering is not invariant to such attributes. This is evident from the results of the standard SENet model, which fails to accurately cluster MNIST and FashionMNIST data based on ground-truth categories. The model performance is only marginally better than random chance (10\% clustering accuracy for MNIST and FashionMNIST; 50\% clustering accuracy for Dogs and Cats). In contrast, we see considerable improvement of our proposed method over the standard model. In particular, we see a significant increase in all three metrics for MNIST, while for FashionMNIST, we see moderate improvements. For the Dogs and Cats dataset, where the confounding attributes are naturally present, we again see improvement in clustering performance when incorporating invariance to the confounding attribute. This demonstrates that our method is able to effectively mitigate non-trivial confounding information and hence provide more accurate data clusters without any prior knowledge on the interaction between confounding attributes and useful features.

### 5. Conclusion

In this work, we formulated a bias mitigation strategy aimed at learning confounding attribute (bias) invariant self-expression coefficients. The proposed Inv-SENet is effective in learning bias-invariant subspace clustering for data under the presence of confounding attributes. Through experiments on synthetic and real world data we demonstrate the effectiveness of the proposed method. Future work will focus on extending this work to datasets with modalities having multiple confounds such as EEG\([26]\), speaker recognition\([27]\) and fMRI\([28,29]\).

---

**Table 1. Out-of-distribution clustering performance**

| Dataset          | Method    | \( N_i \) | ACC (%) | NMI (%) | ARI (%) |
|------------------|-----------|------------|---------|---------|---------|
| **MNIST**        | SENet     | 10000      | 41.79   | 33.34   | 21.05   |
|                  | Inv-SENet | 60000      | 38.47   | 30.15   | 19.51   |
| **Fashion-MNIST**| SENet     | 10000      | 46.73   | 42.46   | 31.18   |
|                  | Inv-SENet | 60000      | 50.73   | 42.15   | 30.14   |
| **Dogs and Cats**| SENet     | 6738       | 64.07   | 67.53   | 58.56   |
|                  | Inv-SENet | 6738       | 78.53   | 78.53   | 32.4    |

---

Fig. 2. Examples of Datasets with bias [Top-Rows: Training set; Bottom-Rows: Test set]. We modified the MNIST and FashionMNIST datasets by randomly adding color ([Red, Green] for MNIST and [Blue, Yellow] for FashionMNIST) to each dataset. We sub-sampled dark dogs and bright cat images for the Dogs and Cats dataset.

---
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