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Abstract. We construct counterexamples to inverse problems for the wave operator on domains in $\mathbb{R}^{n+1}$, $n \geq 2$, and on Lorentzian manifolds. We show that non-isometric Lorentzian metrics can lead to same partial data measurements, which are formulated in terms certain restrictions of the Dirichlet-to-Neumann map. The Lorentzian metrics giving counterexamples are time-dependent, but they are smooth and non-degenerate. On $\mathbb{R}^{n+1}$ the metrics are conformal to the Minkowski metric.

1. Introduction

In this paper we construct counterexamples for inverse problems for the wave equation. Let us begin by describing our results on domains in $\mathbb{R}^{n+1}$ with $n \geq 2$. Let $\Omega \subset \mathbb{R}^{n+1}$ be an open, bounded and connected domain with smooth boundary, and let $T > 0$. We write

$$M = \overline{\Omega} \times [0, T], \quad \Sigma = \partial \Omega \times (0, T),$$

and consider the wave equation with a boundary value $u_0$,

$$\begin{cases}
\Box_g u = 0 & \text{in } M, \\
u = u_0 & \text{on } \Sigma,
\end{cases}$$

$$u \big|_{t=0} = 0, \quad \partial_t u \big|_{t=0} = 0 \text{ on } \Omega.$$ 

Here $g$ is a smooth Lorentzian metric tensor on $M$, and the coordinate invariant wave operator associated to $g$ is given by

$$\Box_g u = -\frac{1}{|g|^{1/2}} \partial_a \left( |g|^{1/2} g^{ab} \partial_b u \right).$$

We assume that $\partial_t$ is timelike for $g$, that is,

$$g(\partial_t, \partial_t) < 0.$$ 

We can also write $\Box_g = \delta_g d$, where $d$ is the exterior derivative and $\delta_g$ is its formal $L^2$ adjoint with respect to volume form $dV_g$ induced by $g$.

We write

$$\eta = \text{diag}(-1, 1, \ldots, 1)$$

for the Minkowski metric. Observe that $\Box_\eta = \partial_t^2 - \Delta$, where $\Delta$ is the Laplacian on $\mathbb{R}^n$. Our counterexamples in the case of domains will be given by metrics $g$ that are conformal to the Minkowski metric (or isotropic), that is,

$$g(x, t) = c(x, t) \eta$$

for a smooth, strictly positive function $c$.

Measurements on the lateral boundary $\Sigma$ are given by the Dirichlet-to-Neumann map (DN map), which is defined by the usual assignment,

$$\Lambda_g : C_0^\infty(\Sigma) \to C^\infty(\Sigma), \quad \Lambda_g u_0 = \partial_v u|_{\Sigma}.$$
Here $\partial_\nu$ denotes the normal derivative on $\Sigma$, defined with respect to $g$, and $u$ is the unique solution to (2) with the boundary value $u_0$. The below results are unaffected if $\Lambda_{g}$ is defined on a space of less regular function, say, on $H^s_0(\Sigma)$ with $s \geq 1$, or if data is given by the Neumann-to-Dirichlet map instead.

For open subsets $\Gamma_1$ and $\Gamma_2$ of $\Sigma$, we will consider the partial data DN map defined by
\begin{equation}
(4) \quad \Lambda_{g}^{\Gamma_1,\Gamma_2} : C^\infty_0(\Gamma_1) \to C^\infty(\Gamma_2), \quad \Lambda_{g}^{\Gamma_1,\Gamma_2} u_0 = (\Lambda_{g} u_0)|_{\Gamma_2}.
\end{equation}
If $\Gamma_1 \cap \Gamma_2 = \emptyset$, we say that $\Lambda_{g}^{\Gamma_1,\Gamma_2}$ is a disjoint data DN map. From the physical point of view, sources and receivers are not used in the same place at the same time in the case of disjoint data.

Let $\tilde{g}$ be another smooth Lorentzian metric tensor on $M$, and suppose that $\partial_t$ is timelike also for $\tilde{g}$. If $\phi : M \to M$ is a diffeomorphism satisfying
\[ \phi^* \tilde{g} = g \quad \text{and} \quad \phi|_{\Gamma_1 \cup \Gamma_2} = \text{Id}, \]
then $\Lambda_{g}^{\Gamma_1,\Gamma_2} = \Lambda_{\tilde{g}}^{\Gamma_1,\Gamma_2}$. In other words, the data $\Lambda_{g}^{\Gamma_1,\Gamma_2}$ is invariant under isometries fixing $\Gamma_1 \cup \Gamma_2$. We will construct counterexamples to the inverse problem to determine $g$, modulo this invariance, given $\Lambda_{g}^{\Gamma_1,\Gamma_2}$.

We say that a hyperplane in $R^{n+1}$ is lightlike if its normal vector with respect to the Minkowski metric is lightlike. More explicitly, a lightlike hyperplane is defined by the equation
\[ (x - x_0) \cdot (t - t_0) = 0 \]
for some fixed $(x_0, t_0) \in R^{n+1}$ and a unit vector $\theta \in R^n$ with respect to the Euclidean metric of $R^n$.

**Theorem 1.1** (Partial data on a domain). Let $\Gamma \subset \Sigma$ be open and suppose that there is a lightlike hyperplane that is intersecting the interior of $M$ but not the closure of $\Gamma$. Then there is an infinite family $\mathcal{G}$ of smooth Lorentzian metrics on $M$ such that for all $g \in \mathcal{G}$ there holds
\begin{equation}
(5) \quad \Lambda_{g}^{\Gamma, \Gamma} = \Lambda_{\eta}^{\Gamma, \Gamma}.
\end{equation}
Here $g$ is not isometric to $\eta$, that is, there is no diffeomorphism $\phi : M \to M$ satisfying $\phi^* \eta = g$ and $\phi|_{\Gamma} = \text{Id}$. Moreover, $g = cg$ for some conformal factor $c$, and the family $\mathcal{G}$ is not bounded in the $L^\infty$-norm.

It should be emphasized that the data $\Lambda_{g}^{\Gamma, \Gamma}$ is not invariant under conformal transformations taking $g$ to $cg$ with strictly positive $c$ satisfying $c = 1$ near $\Gamma$. In fact, if $\Gamma_0 \subset \partial \Omega$ is open and nonempty, $\Gamma = (0, T) \times \Gamma_0$ for large enough $T > 0$, and $c$ is independent of time (and satisfies the two assumptions above), then $c$ can be recovered given $\Lambda_{cg}^{\Gamma, \Gamma}$, see Lemma [A] in the appendix for the details.

Let us now turn to our result in the case of a smooth, connected Lorentzian manifold with boundary $(M, g)$. We assume that the dimension $n + 1$ of $M$ satisfies $n \geq 2$. Following [1] we assume, furthermore, that

(i) The boundary $\partial M$ is timelike.

(ii) There is a smooth, proper, surjective temporal function $\tau : M \to R$.

The boundary being timelike means that $g(\partial_\nu, \partial_\nu) > 0$, where $\partial_\nu$ is the normal derivative on $\partial M$, and $\tau$ being temporal means that $g(d\tau, d\tau) < 0$. Proper is used in the topological sense, that is, inverse images of compact subsets are compact under $\tau$. In this case, we let $T > 0$ and write
\[ M = \tau^{-1}([0, T]), \quad \Sigma = \partial M \cap \tau^{-1}((0, T)), \quad \Omega = \tau^{-1}([0]), \]
where \( \tau^{-1}(S) = \{ p \in M : \tau(p) \in S \} \) for \( S \subset M \). The analogue of (2) is

\[
\begin{cases}
\Box_g u = 0 & \text{in } M, \\
u = u_0 & \text{on } \Sigma, \\
u|_{\tau=0} = 0, \quad \partial_\tau u|_{\tau=0} = 0 & \text{on } \Omega,
\end{cases}
\]

where \( \partial_\tau u = g(d\tau, du) \). It follows from [12, Th. 24.1.1] that (6) has a unique solution \( u \in H^s(M) \) when \( u_0 \in H^s_0(\Sigma) \) and \( s \geq 1 \). The strict hyperbolicity needed for this theorem follows from \( \tau \) being temporal, see Lemma A.2 in the appendix for the details.

For open subsets \( \Gamma_1 \) and \( \Gamma_2 \) of \( \Sigma \), we can again define the partial data DN map by (4), where \( u \) is now the solution to (6). In contrasts to the case of a domain, we can construct counterexamples only for disjoint data in the Lorentzian case.

**Theorem 1.2** (Disjoint data on a Lorentzian manifold). Let \( \Gamma_1, \Gamma_2 \) be open subsets of \( \Sigma \) satisfying \( \Gamma_1 \cap \Gamma_2 = \emptyset \) and \( \Gamma_1 \cup \Gamma_2 \neq \Sigma \). Then there is an infinite family \( \mathcal{G} \) of Lorentzian metrics on \( M \) such that for all \( \tilde{g} \in \mathcal{G} \) there holds

\[
\Lambda_{\tilde{g}}^{\Gamma_1, \Gamma_2} = \Lambda_g^{\Gamma_1, \Gamma_2}.
\]

Here \( \tilde{g} \) is not isometric to \( g \), that is, there is no diffeomorphism \( \phi : M \to M \) satisfying \( \phi^* g = \tilde{g} \) and \( \phi|_{\Gamma_1 \cup \Gamma_2} = \text{Id} \). Moreover, \( \tilde{g} = cg \) for some conformal factor \( c \).

Both Theorems 1.1 and 1.2 are based on the fact that the wave operator has the following “hidden conformal invariance”

\[
\Box_{f^{-2}g}(f^{-1}u) = f^{1-p}\Box_g u,
\]

if \( f \) is a positive solution to \( \Box_g f = 0 \), see Proposition 2.1 below. Here \( p \) is the constant

\[
p = 2 \frac{n+1}{n-1},
\]

and we recall the standing assumption that \( \text{dim}(M) = n + 1 \) with \( n \geq 2 \).

The Laplace–Beltrami operator on a Riemannian manifold has the same hidden conformal invariance, and the Riemannian analogue of Theorem 1.2 was proven in [7]. However, there appears to be no results similar to Theorem 1.1 in the Riemannian case. The reason for this is that the wave equation in the Minkowski geometry admits non-trivial solutions supported close to a lightlike hyperplane, but solutions to the Laplace equation can not vanish in an open, nonempty set without vanishing everywhere. To our knowledge, the only nonuniqueness result with partial data analogous to \( \Gamma_g^{\Gamma_1, \Gamma_2} \) in the Riemannian case is [9], but contrary to Theorem 1.1 the counterexamples in [9] are not smooth. They are smooth in the interior of the manifold and Hölder continuous up to the boundary. We mention also [6] for counterexamples related to [7] and the review [5] of nonuniqueness results in the Riemannian case. For up-to-date results on the borderline between uniqueness and non-uniqueness in the Riemannian case we refer to [8].

It is likely that black hole type spacetimes can give non-smooth counterexamples to the inverse problem for the wave equation, but this question has not been systematically studied to our knowledge. In the Riemannian case, singular counterexamples have been extensively studied by using transformation optics. This type of counterexamples are often called invisibility cloaking.

From the physical point of view, invisibility cloaking means covering an object with a special material so that the light or other electromagnetic waves go around the object. This creates an illusion that in the place where the object is located, there is only homogeneous background space, for example, air or vacuum. From the
mathematical point of view, invisibility cloaking by using transformation optics was
first studied in [11] where counterexamples to the inverse problem for the Laplace–Beltrami
operator was considered. In dimension 2, where the Laplace–Beltrami
operator is conformally invariant, first counterexamples were constructed in [20]
by using a conformal blow up construction. Also the counterexamples of [20] are
singular. Singular conductivities are not physical, but approximate realizations of
such conductivities, and thus invisibility cloaking, have been implemented by using
metamaterials, see [23, 25]. We refer to the review [26] for more on invisibility
cloaking.

The counterexamples we give for the inverse problem for the wave operator are
smooth and physically reasonable. In fact, our examples in the case of a domain
are similar to gravitational waves in the Minkowski space.

Let us finish by mentioning some positive results regarding inverse problems for
the wave equation. Positive results with partial data are mostly confined to the
case of time independent coefficients, but [10] and [15] contain partial data results
with time dependent coefficients. In the case of time independent coefficients,
knowledge of the partial data DN map for an arbitrary open subset of the boundary
is sufficient to determine the coefficients of the wave equation (up to natural gauge
symmetries) [13], and results with disjoint data are proven in [14, 18, 19]. In [24] it
is shown that certain time independent coefficients of the 1 + 1-dimensional wave
equation are determined by disjoint data measurements.

In the time independent case, knowledge of the DN map for $\partial_t^2 - \Delta_g$ is equivalent
to knowing the DN map for $\Delta_g - \lambda^2$ at all frequencies $\lambda$. Due to this correspondence,
we also mention the work [3], which contains a review of the known results for the
partial data Calderón problem on a Riemannian manifold.

Finally we mention the work [17] concerning the Calderón problem for the con-
formal Laplacian that served as a motivation for this work. It also contains further
discussion of invisibility cloaking.
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2. Hidden conformal invariance

The Lorentzian wave operator (3) is invariant under conformal scaling of the
Lorentzian metric in the dimension 2, that is, in the case dim$(M) = 1 + 1$. This
is no longer true in higher dimensions for an arbitrary rescaling. However, if the
conformal factory satisfies $\Box_g f = 0$, we have the following invariance.

Proposition 2.1. Let $f > 0$ be a positive function. Then

$$
\Box_{f^{p-2}g}(f^{-1}u) = f^{1-p} \Box_g u - u f^{-p} \Box_g f,
$$

where $p$ is given by (8). In particular,

$$
\Box_{f^{p-2}g}(f^{-1}u) = f^{1-p} \Box_g u
$$

for all smooth functions $u$ if and only if $\Box_y f = 0$. Also, if $\Box_g f = 0$ and $\Box_g u = 0,$
then $\Box_{f^{p-2}g}(f^{-1}u) = 0$.

Let us write

$$
m = \dim(M) = n + 1, \quad \alpha_m = \frac{m - 2}{4(m - 1)},
$$

Proposition 2.1 follows from considerations of the conformal wave operator

$$
\mathcal{L}_g = \Box_g + \alpha_m R(g),
$$
where $R(g)$ is the scalar curvature of $g$, acting by multiplication on functions. The conformal wave operator is conformally invariant in the following sense

$$L_{f^p-2}f^{-1}u = f^{1-p}L_gu.$$  \hspace{1cm} (9)

We will also need the fact that the scalar curvature changes under conformal scalings as

$$R(f^p-2g) = f^{1-p}(\alpha_m^{-1}\Box_g f + R(g)f).$$  \hspace{1cm} (10)

For (9)–(10), see e.g. [4, 21]. We are ready to prove Proposition 2.1.

Proof of Proposition 2.1. We have by using (9)–(10),

$$\Box_{f^p-2}g^{-1}u = L_{f^p-2}g^{-1}u - \alpha_m R(f^p-2g)g^{-1}u$$

$$= f^{1-p}(L_gu - \alpha_m(\alpha_m^{-1}\Box_g f + R(g)f)g^{-1}u)$$

$$= f^{1-p}\Box_g u - uf^{-p}\Box_g f.$$  \hspace{1cm} □

Of course, Proposition 2.1 can be proved without referring to the conformal wave operator and scalar curvature. (However, figuring out the invariance exists without using the conformal wave operator might be less straightforward.) Slightly less obvious is the fact that the conformal scaling invariance of Proposition 2.1 is not a feature of the invariant wave operator, but a feature of general second order differential operators in divergence form. We include another proof of Proposition 2.1, which we give in a more general setting. We consider second order differential operators $P_C: C^\infty(\mathbb{R}^m) \rightarrow C^\infty(\mathbb{R}^m, \mathbb{R}^k)$, acting thus possibly on vector fields, given in divergence form

$$\Box_{f^p-2}g^{-1}u = L_{f^p-2}g^{-1}u - \alpha_m R(f^p-2g)g^{-1}u$$

where $j = 1, \ldots, l$. Here $u = (u_1, u_2, \ldots, u_k)$ is a vector field $\mathbb{R}^m \rightarrow \mathbb{R}^k$ and $C_{jabc}(x)$, $a, b = 1, \ldots, m$, $c = 1, \ldots, k$, is the coefficient matrix field of $P_C$. We will abuse the notation slightly and denote by $P_C$ also the operator $C^\infty(\mathbb{R}^m) \rightarrow C^\infty(\mathbb{R}^m, \mathbb{R}^k)$ given by

$$(P_Cu)_j(x) = \sum_{a,b=1}^m \sum_{c=1}^k \partial_a \big(C_{jabc}(x)\partial_b u_c(x)\big),$$

where $j = 1, \ldots, l$. Here $u = (u_1, u_2, \ldots, u_k)$ is a vector field $\mathbb{R}^m \rightarrow \mathbb{R}^k$ and $C_{jabc}(x)$, $a, b = 1, \ldots, m$, $c = 1, \ldots, k$, is the coefficient matrix field of $P_C$. We will abuse the notation slightly and denote by $P_C$ also the operator $C^\infty(\mathbb{R}^m) \rightarrow C^\infty(\mathbb{R}^m, \mathbb{R}^k)$ given by

$$(P_Cf)_{jc} = \sum_{a,b=1}^m \partial_a (C_{jabc}\partial_b f).$$

Proposition 2.2. Let $P_C$ be a second order differential operator on $\mathbb{R}^m$ acting on (possibly) vector valued functions as in (11) with $m, l, k \geq 1$. We assume the coefficient matrix field $C_{jabc}$ of $P_C$ to be symmetric under the change of the indices $a$ and $b$. $C_{jabc} = C_{jbac}$.

Let $f > 0$ be a positive function. Then $P$ satisfies the following formula

$$P_{f^{2C}}(f^{-1}u)_j = fP_Cu_j - u \cdot P_Cf_j,$$

where $u \cdot P_Cf_j = \sum_{c=1}^k u_c(C_{jabc})_{jc}$. If $k = l = 1$ and $(C_{jabc}) = (\sigma{ab})$, then we especially have

$$\nabla \cdot f^2\sigma\nabla(f^{-1}u) = f\nabla \cdot \sigma\nabla u - u\nabla \cdot \sigma\nabla f.$$
Proof. Let $f$ be a smooth positive function. We use Einstein summation over repeated indices and calculate

$$P_{fC}(f^{-1}u)_g = \partial_s (f^2 C_{jabc} \partial_i u_c) = \partial_s (f C_{jabc} \partial_i u_c) + \partial_s (f^2 (-f^{-2} \partial_i f) C_{jabc} u_c)
$$

$$= (\partial_s f) C_{jabc} (\partial_i u_c) + f P_{C} u_j - \partial_s (u_c C_{jabc} \partial_i f)
$$

$$= (\partial_s f) C_{jabc} (\partial_i u_c) + f P_{C} u_j - (\partial_s u_c) C_{jabc} (\partial_i f) - u_c (P_C f)_{jc}
$$

$$= f P_{C} u_j - u \cdot P_C f_j,$$

where in the last equality we used $C_{jabc} = C_{jbac}$.

3. RIGIDITY OF CONFORMAL TRANSFORMATIONS

In this section, $(M, g)$ is a smooth connected Lorentzian manifold with boundary, and we show that the identity map is the only conformal mapping on $M$ fixing an open subset of the boundary. Diffeomorphisms in this section are assumed to be diffeomorphic up to boundary.

Proposition 3.1. Let $\Gamma \subset \partial M$ be open, nonempty and timelike. Let $\phi$ be a conformal diffeomorphism of $(M, g)$ that satisfies $\phi|_{\Gamma} = \text{Id}$ and $\phi^* g = e^{2h} g$ for $h \in C^\infty(M)$. Then $\phi = \text{Id}$.

Timelike could be replaced by spacelike in the proposition. With the natural replacements, the proposition holds also for Riemannian manifolds with boundary. In the case of a Riemannian manifold the proposition was proven in [22] (with $\Gamma = \partial M$) and more generally for conformal mappings between different Riemannian manifolds $(M, g)$ and $(\tilde{M}, \tilde{g})$ in [16]. The work [16] also contains a related uniqueness result for Lorentzian conformal mappings corresponding to the case that $\Gamma$ is a Cauchy surface.

Lemma 3.2. Let $\phi : (M, g) \to (\tilde{M}, \tilde{g})$ be a diffeomorphism satisfying $\phi^* \tilde{g} = e^{2h} g$ for $h \in C^\infty(M)$. We have in local coordinates

$$\frac{\partial^2 \phi^j}{\partial x^k \partial x^l} = N_{kl}^j(\phi, dh) + \frac{\partial \phi^j}{\partial x^k} \Gamma_{kl}^a(g) - \frac{\partial \phi^a}{\partial x^k} \frac{\partial \phi^b}{\partial x^l} \Gamma_{ab}^j(g) \circ \phi,$$

where

$$N_{kl}^j(\phi, dh) = \frac{\partial \phi^j}{\partial x^k} \frac{\partial h}{\partial x^l} + \frac{\partial \phi^j}{\partial x^k} \frac{\partial h}{\partial x^l} - g^{ij} \frac{\partial \phi^i}{\partial x^k} \frac{\partial h}{\partial x^i},$$

satisfies $N_{kl}^j(\phi, 0) = 0$. Here $\Gamma_{kl}^a(g)$ and $\Gamma_{ab}^j(\tilde{g})$ are the Christoffel symbols of $g$ and $\tilde{g}$ respectively in local coordinates.

Proof. We write $\tilde{x} = \phi(x)$ and use the typical convention to denote by $\partial x^i / \partial \tilde{x}^m$ the components of the differential of the inverse of $\phi$ (evaluated at $\tilde{x}$). We then have the standard formulas

$$\Gamma_{kl}^j(\phi^* \tilde{g}) = \frac{\partial x^i}{\partial \tilde{x}^m} \frac{\partial \tilde{x}^a}{\partial x^k} \frac{\partial \tilde{x}^b}{\partial x^l} \Gamma_{ab}^m(\tilde{g}) \circ \phi + \frac{\partial^2 \tilde{x}^m}{\partial x^k \partial x^l} \frac{\partial x^i}{\partial \tilde{x}^m},$$

and

$$\Gamma_{kl}^i(e^{2h} g) = \Gamma_{kl}^i(g) + \frac{\partial h}{\partial x^k} \delta^i_l + \frac{\partial h}{\partial x^l} \delta^i_k - g^{ij} \frac{\partial h}{\partial x^i},$$

see e.g. [2] for the latter formula. The assumption $\phi^* \tilde{g} = e^{2h} g$ implies that $\Gamma_{kl}(\phi^* \tilde{g}) = \Gamma_{kl}(e^{2h} g)$, and the claimed formula follows after multiplying (13) and (14) by $\partial \tilde{x}^j / \partial x^i$. □

Recall, that we denote the dimension $n + 1$ of $M$ by $m$.  

Lemma 3.3. Let \( \phi : (M, g) \rightarrow (\tilde{M}, \tilde{g}) \) be a diffeomorphism satisfying \( \phi^* \tilde{g} = e^{2h} g \) for \( h \in C^\infty(M) \). We have in local coordinates

\[
\frac{\partial^2 h}{\partial x^k \partial x^l} = M_{kl}(dh) + P_{kl}(g) - \frac{\partial \phi^a}{\partial x^k} \frac{\partial \phi^b}{\partial x^l} P_{ab}(\tilde{g}) \circ \phi,
\]

where

\[ M_{kl}(dh) = \partial_k h \partial_l h - mg(dh, dh)g_{kl} \]
satisfies \( M_{kl}(0) = 0 \). Here \( P_{ab}(g) \) is the Schouten tensor of \( g \) defined in terms of the Ricci tensor \( R_{ab} \) and scalar curvature \( R \) as

\[
P_{ab}(g) = \frac{1}{m-2} (R_{ab}(g) - \frac{1}{2(m-1)} R(g) g_{ab}).
\]

Proof. We write \( q(\xi) = g(\xi, \xi) \). Then we have the formulas

\[
R_{ab}(e^{2h} g) = R_{ab}(g) - (m-2) (\partial^a h \partial_b h - \partial_a h \partial_b h) - (\Box g + (m-2) q(dh)) g_{ab},
\]

see e.g. [21]. Consequently, we obtain

\[
R(e^{2h} g)(e^{2h} g)_{kl} = R(g) g_{kl} - (m-2) (\Box g - q(dh)) g_{kl} - m (\Box g + 2(m-2) q(dh)) g_{kl} = R(g) g_{kl} - 2(m-1) (\Box g) g_{kl} - (m-1)(m-2) q(dh) g_{kl}.
\]

Hence

\[
P_{kl}(e^{2h} g) = P_{kl}(g) - (\partial_k h \partial_l h - \partial_l h \partial_k h) - m q(dh) g_{kl}.
\]

The Schouten tensor is a covariant two tensor, and hence

\[
P_{kl}(\phi^* \tilde{g}) = \frac{\partial \phi^a}{\partial x^k} \frac{\partial \phi^b}{\partial x^l} P_{ab}(\tilde{g}) \circ \phi.
\]

The claim follows from \( P_{ab}(\phi^* \tilde{g}) = P_{ab}(e^{2h} g) \). \( \square \)

We have the following variation of [22] Lemma 4.1.

Lemma 3.4. Let \( \Gamma \subset \partial M \) be open, nonempty and timelike. Let \( \phi \) be a conformal diffeomorphism of \( (M, g) \) satisfying \( \phi|_\Gamma = \text{Id} \) and \( \phi^* g = e^{2h} g \) for \( h \in C^\infty(M) \). Then the 1-jets of \( \phi \) and \( \text{Id} \) coincide at all points on \( \Gamma \). Moreover, \( h = 0 \) and \( dh = 0 \) on \( \Gamma \).

Proof. We express \( g \) and \( \phi \) in boundary normal coordinates \( (r, y) \) where \( y \) are local coordinates on \( \Gamma \) and where \( \{r = 0\} \) corresponds to \( \Gamma \). There holds

\[
g = dr \otimes dr + h_{jk} dy^j \otimes dy^k,
\]

and \( \phi|_\Gamma = \text{Id} \) implies

\[
\phi^0 = a(y) r + O(r^2), \quad \phi^j = y^j + b^j(y) r + O(r^2).
\]

Moreover, by using the identity \( \phi^*(df) = d(\phi^* f) \), valid for any \( f \), we have

\[
\phi^* g = d\phi^0 \otimes d\phi^0 + (h_{jk} \circ \phi) d\phi^j \otimes d\phi^k.
\]

On the other hand, by using (16), we obtain the formula

\[
\phi^* g = a^2 dr \otimes dr + h_{jk} (b^j b^k dr \otimes dr + b^j dr \otimes dy^k + b^k dy^j \otimes dr + dy^j \otimes dy^k),
\]

which holds on \( \Gamma \). We write \( \lambda = e^{2h} \) and have

\[
\phi^* g = \lambda g = \lambda dr \otimes dr + \lambda h_{jk} dy^j \otimes dy^k.
\]

By comparing the \( dy^j \otimes dy^k \) components, we see that \( \lambda = 1 \) on \( \Gamma \) since \( \Gamma \) is not lightlike. Moreover, the \( dr \otimes dy^k \) components give \( b^j = 0 \), and \( dr \otimes dr \) component give \( a = 1 \). Thus the 1-jet of \( \phi \) coincides with that of the identity mapping on \( \Gamma \).
It remains to show that $dh = 0$ on $\Gamma$. By using $a(y) = 1$ and $b^j(y) = 0$, we rewrite (16) as

$$\phi^0 = r + \frac{1}{2} \tilde{a}(y)r^2 + O(r^3), \quad \phi^j = y^j + \frac{1}{2} \tilde{b}^j(y)r^2 + O(r^3).$$

Then

$$\phi^* g = (1 + 2\tilde{a}r)dr \otimes dr + h_{jk}(\tilde{r} \tilde{b}^j dr \otimes dy^k + r \tilde{b}^j dy^k \otimes dr + dy^j \otimes dy^k) + O(r^2)$$

holds on $\Gamma$. By writing $\lambda = 1 + c(y)r + O(r^2)$, we have

$$\lambda g = (1 + cr)dr \otimes dr + (1 + cr)h_{jk}dy^j \otimes dy^k + O(r^2).$$

By comparing the $dy^j \otimes dy^k$ components, we see that $c = 0$ on $\Gamma$. Thus $dh|_\Gamma = 0$. \hfill $\square$

We are now ready to prove Proposition 3.1.

**Proof of Proposition 3.1.** Let $z \in M$, and let us show that $\phi(z) = z$. For this let $y \in \Gamma$ and let $\gamma : [0, 1] \times M$ be smooth path on $M$ such that $\gamma(0) = y$ and $\gamma(1) = z$. Let us define

$$B \subset [0, 1]$$

as the largest interval of points $s \in [0, 1]$ containing zero such that $\phi(\gamma(s)) = \gamma(s)$, $d\phi$ at $\gamma(s)$ is the identity on $T_{\gamma(s)} M$, and $dh = 0$ at $\gamma(s) = 0$. We will show that $B = [0, 1]$, which then proves $\phi(z) = z$ and consequently the claim of the proposition.

Let $(x^1, \ldots, x^n)$ be local coordinates in a neighborhood $U$ of $y$. It follows from $\phi(y) = y$ that both $\gamma(s)$ and $\phi(\gamma(s))$ are in $U$ or small $s > 0$. We evaluate the formulas (12) and (15) at $\gamma(s)$ with $\tilde{g} = g$, and obtain in the fixed local coordinates

$$\frac{\partial^2 \phi^j}{\partial x^k \partial x^l}\bigg|_{\gamma(s)} = \left(\mathcal{N}_{kl}^j(d\phi, dh) + \frac{\partial \phi^i}{\partial x^k} \Gamma^i_{kl}(g)\right)\bigg|_{\gamma(s)} - \left(\frac{\partial \phi^a}{\partial x^k} \frac{\partial \phi^b}{\partial x^l}\right)\bigg|_{\gamma(s)} \Gamma_{ab}^j(g)\bigg|_{\phi(\gamma(s))},$$

(17)

$$\frac{\partial^2 h}{\partial x^k \partial x^l}\bigg|_{\gamma(s)} = \left(\mathcal{M}_{kl}(dh) + P_{kl}(g)\right)\bigg|_{\gamma(s)} - \left(\frac{\partial \phi^a}{\partial x^k} \frac{\partial \phi^b}{\partial x^l}\right)\bigg|_{\gamma(s)} \Gamma_{ab}^j(g)\bigg|_{\phi(\gamma(s))};$$

(18)

Let us define a matrix field $X$ over $\gamma$ and vector fields $Y$ and $Z$ over $\gamma$ by

$$X^j_s = \frac{\partial \phi^j}{\partial x^t} \circ \gamma(s), \quad Y_l = \frac{\partial h}{\partial x^l} \circ \gamma(s), \quad Z^j = \phi^j \circ \gamma(s).$$

Observe that

$$\partial_s X^j_s = \partial_s \left(\frac{\partial \phi^j}{\partial x^t} \circ \gamma(s)\right) = \frac{\partial^2 \phi^j}{\partial x^k \partial x^l} \bigg|_{\gamma(s)} \gamma^k \gamma^l,$$

and that analogous formulas hold for $\partial_s Y_l$ and $\partial_s Z^j$. Contracting (17) and (15) with $\gamma^k\gamma^l$ gives

$$\partial_s X^j_s = \tilde{N}_j^j(\gamma, X, Y) + \tilde{\gamma}^k X^j_k \Gamma^r_{kl}(g) \circ \gamma - \tilde{\gamma}^k X^j_k \Gamma^r_{kl}(g) \circ Z,$$

(19)

$$\partial_s Y_l = \tilde{M}_j^j(Y) + \tilde{\gamma}^k P_{kj}(g) \circ \gamma - \tilde{\gamma}^k X^j_k P_{kj}(g) \circ Z,$$

$$\partial_s Z^j = \tilde{\gamma}^k X^j_k,$$

where $\tilde{N}_j^j := \gamma^k\gamma^l\mathcal{N}_{kl}|_{\gamma(s)}$ and $\tilde{M}_j^j := \gamma^k\gamma^l\mathcal{M}_{kl}|_{\gamma(s)}$. We see that $(X, Y, Z)$ solves a system of first order ordinary differential equations.

Let us define

$$\underline{X}(s) = I_m \in \mathbb{R}^{m \times m}, \quad \underline{Y}(s) = 0 \in \mathbb{R}^m, \quad \underline{Z}(s) = \gamma(s) \in \mathbb{R}^m,$$

(20)

where $I_m$ is the identity matrix. For $X = \underline{X}$ and $Z = \underline{Z}$, the last two terms in the first equation in (19) cancel out, and the same holds for the last two terms in second equation. Moreover, with the above choice, $\partial_s Z^j = \tilde{\gamma}^j = \gamma^j \gamma^k X^j_k$. Finally, for
Y = 0, there holds \( N f(X, Y) = 0 \) and \( M f(Y) = 0 \), and we see that \((\mathbf{X}, \mathbf{Y}, \mathbf{Z})\) is a solution to the system (19). We have also
\[
(\mathbf{X}(0), \mathbf{Y}(0), \mathbf{Z}(0)) = (d\phi \circ \gamma(0), dh \circ \gamma(0), \phi \circ \gamma(0)),
\]
since by Lemma 3.1 at \( \gamma(0) = y \in \Gamma \), the 1-jet of \( \phi \) is that of the identity map of \( M \) and \( dh = 0 \). Since the quantities on the right hand sides of the equations in (19) depend Lipschitz continuously on \((X, Y, Z)\), this system has a unique solution on the interval \([0, \delta]\) for some \( \delta > 0 \) given the initial data (21). Therefore
\[
(X(s), Y(s), Z(s)) = (\mathbf{X}(s), \mathbf{Y}(s), \mathbf{Z}(s)), \quad s \in [0, \delta).
\]
We have shown that \([0, \delta] \subset B\). Letting \( s \in B \), replacing \( y \) by \( \gamma(s) \), and repeating the above argument, shows that \( B \) is open as a subset of \([0, 1]\).

Let us show that \( B \) is closed. Let \( s_j \in B \), \( j = 1, 2, \ldots \), and suppose that \( s_j \) converges to a point \( s \in [0, 1] \). We need to show that \( s \in B \). By continuity
\[
\phi(\gamma(s)) = \lim_{j \to \infty} \phi(\gamma(s_j)) = \lim_{j \to \infty} \gamma(s_j) = \gamma(s).
\]
Analogously, by continuity, \( dh = 0 \) at \( \gamma(s) = 0 \). We choose local coordinates in a neighborhood \( U \) of \( \gamma(s) \). Then \( \gamma(s_j) \in U \) for large \( s_j \), and \( d\phi|_{\gamma(s_j)} = I_m \) in the coordinates. By continuity, \( d\phi|_{\gamma(s)} = I_m \) in the coordinates. We have shown that \( B \) is closed. By connectedness it follows that \( B = [0, 1] \), which concludes the proof.

4. Construction of counterexamples

We consider first the case of a domain in \( \mathbb{R}^{n+1} \), and make use of explicit solutions to \( \Box_\eta f = 0 \). Let \( \theta \in \mathbb{R}^n \) be a unit vector (with respect to the Euclidean length), \( x_0 \in \mathbb{R}^n \) and \( t_0 \in \mathbb{R} \), and let \( H \in C^\infty_0(\mathbb{R}) \) be a non-negative function. Then the function
\[
f(t, x) = 1 + H((x - x_0) \cdot \theta - (t - t_0))
\]
is a solution to \( \Box_\eta f = 0 \) in \( \mathbb{R}^{n+1} \).

**Proof of Theorem 1.2** Let \( \Gamma \subset \Sigma \) be an open set whose closure does not intersect the hyperplane \( X \) defined by
\[
(x - x_0) \cdot \theta - (t - t_0) = 0.
\]
As \( X \) does not intersect \( \Gamma \), we may choose non-negative \( H \in C^\infty_0(\mathbb{R}) \) to be supported in a small enough neighborhood of \( 0 \in \mathbb{R} \) so that the function \( f \) defined by (22) satisfies \( f = 1 \) on \( \Gamma \). Let us define
\[
\tilde{g} = f^{p-2} \eta,
\]
where \( p \) is as in (3).

Let \( u_0 \in C^\infty_0(\Gamma) \) and let \( u \) be the solution of (2) with \( g = \eta \). We define
\[
\tilde{u} = f^{-1} u.
\]
By using Proposition 2.1 we see that \( \tilde{u} \) solves (2) with \( g = \tilde{g} \). The boundary condition \( \tilde{u} = u_0 \) on \( \Sigma \) follows from the facts that \( f = 1 \) on \( \Gamma \) and that the support of \( u_0 \) is contained in \( \Gamma \). Note also that
\[
\partial_t \tilde{u} = f^{-1} \partial_t u - uf^{-2} \partial_x f,
\]
and so \( \partial_t \tilde{u} = 0 \) when \( t = 0 \) due to the initial conditions for \( u \). Moreover, \( \tilde{g} = \eta \) on \( \Gamma \), and hence the normal derivative \( \partial_n \) is the same for both the metrics on this set. As \( f = 1 \) in a neighborhood of \( \Gamma \), we have
\[
\Lambda_{\eta}^{\Gamma} u_0 = \partial_n \tilde{u}|_\Gamma = (f^{-1} \partial_n u)|_\Gamma - (uf^{-2} \partial_x f)|_\Gamma = \partial_n u|_\Gamma = \Lambda_{\eta}^{\Gamma} u_0.
\]
We used $f = 1$ on a neighborhood of $\Gamma$ in $[0,T] \times \Omega$ in particular to have that $\partial_t f = 0$.

We have shown that $\Lambda^\Gamma_{\tilde{\gamma}} = \Lambda^\Gamma_{\gamma}$. It follows from Proposition 3.1 that $\tilde{\gamma}$ and $\gamma$ are not isometric unless $f = 1$ identically. As $H$ can be taken to be arbitrarily large near the origin, we see that the family of Lorentzian metrics satisfying (5) is not bounded in any fixed coordinate system. \hfill $\square$

We make here the following remark, which served as a motivation for the proof of Proposition 3.1. In the setting of Theorem 1.1 another proof that $f^{p-2}\eta$ is not, at least generally, induced by a diffeomorphism is achieved as follows. We let $f$ be as in (22), but now we additionally require that $H$ attains a local maximum.

Writing $e^{2h} = f^{p-2}$, we have by Lemma 3.3 that

$$
\frac{\partial^2 h}{\partial x^k \partial x^l} = \partial_k h \partial_l h - m |dh|_\eta^2 \eta^{kl} + P_{kl}(\eta) - \frac{\partial \phi^a}{\partial x^k} \frac{\partial \phi^b}{\partial x^l} P_{ab}(\eta) \circ \phi
$$

(24)

Here we used the fact that the Minkowski space is flat to equate the Schouten tensors to zero. Since $H$ attains a local maximum, it follows that $h$ attains a local maximum. However, this is a contradiction to (24) with $k = l = 0$, since the Hessian of $h$ is negative definite at the local maximum of $h$. Thus, there is no diffeomorphism $\phi$ such that $\phi^* \eta = f^{p-2} \eta$.

**Proof of Theorem 1.2.** As $\Gamma_1 \cup \Gamma_2 \neq \Sigma$, we may choose such $\Psi \in C^\infty_0(\Sigma)$ that $\Psi = 0$ on $\Gamma_1 \cup \Gamma_2$ but $\Psi$ does not vanish identically on $\Sigma$. Let $F \in C^\infty_0(M)$ be the solution to (6) with the boundary value $u_0 = \Psi$. For small enough $\lambda > 0$, the function

$$
f = 1 + \lambda F,$$

is positive. Let us define

$$
\tilde{g} = f^{p-2} g,
$$

where $p$ is as in (3).

Let $u_0 \in C^\infty_0(\Gamma_1)$ and let $u$ be the solution of (6). We define

$$
\tilde{u} = f^{-1} u.
$$

As $\Box_g f = 0$, Proposition 2.1 implies that $\tilde{u}$ solves (6) with $g$ replaced by $\tilde{g}$. Following the proof of Theorem 1.1 we see that $\tilde{u} = u_0$ on $\Sigma$, $\tilde{u}$ satisfies the vanishing initial conditions, and that the normal derivative $\partial_n$ is the same for both the metrics $g$ and $\tilde{g}$ on $\Gamma_2$. Let us show that $\partial_n \tilde{u} = \partial_n u$ on $\Gamma_2$. This argument is different from the proof of Theorem 1.1. Observe that $\tilde{u} = u_0 = 0$ on $\Gamma_2$ since $u_0 \in C^\infty_0(\Gamma_1)$ and $\Gamma_1 \cap \Gamma_2 = \emptyset$. Using also the fact that $f = 1$ on $\Gamma_2$, we have

$$
\partial_n \tilde{u} = (f^{-1} \partial_n u) - (uf^{-2} \partial_n f)
$$

We have shown that $\Lambda^\Gamma_{\tilde{g}} = \Lambda^\Gamma_g$, and we conclude the proof by using Proposition 3.1. \hfill $\square$

**Appendix A. Further proofs**

**Lemma A.1.** Let $M$ be as in (7) with large $T > 0$ in comparison to the diameter of $\Omega$. Let $\Gamma_1 \subset \partial \Omega$ be open and nonempty and set $\Gamma = (0,T) \times \Gamma_0$. Let $c \in C^\infty(\Omega)$ be strictly positive and suppose that $c = 1$ near $\Gamma_0$. Then $\Lambda^\Gamma_{c^2}$ determines $c$ uniquely.

**Proof.** If $\Box_{c^2} u = 0$ then, writing

$$
c = f^{p-2}, \quad v = fu, \quad q = -f^{-1} \Box_g f = f^{-1} \Delta f,$$

...
there holds $\Box_g v + qv = 0$ due to Proposition 2.1. As $c = 1$ near $\Gamma$, $u = v$ and $\partial_g u = \partial_v v$ on $\Gamma$, and the map $\Gamma_c,\Gamma$ determines $q$ by using the Boundary Control method, see e.g. [13]. Moreover, as $f = 1$ near $\Gamma$ and $\Delta f - qf = 0$, we see using elliptic unique continuation that $f$ is determined uniquely. The same holds for $c = f^{-2}$. 

The above proof shows that the wave equation with a conformally scaled metric can be reduced to a Shrödinger equation. Therefore, one might ask if our counterexamples for the inverse problem for the wave equation yield counterexamples to the inverse problem for the Shrödinger equation. This is not case. The wave equation $\Box_{c_g} u = 0$ is conformally equivalent to the Shrödinger equation

$$\Box g u + qu = 0$$

with $q = -f^{-1}(\Box_g f)$ and $c = f^{-2}$. However, since in our counterexamples $f$ solves $\Box_g f = 0$, we have $q = 0$. While we have shown that wave equations associated to two different but conformal metrics might have the same DN maps, this does not imply that there are two different Shrödinger equations, which have identical DN maps.

**Lemma A.2.** Suppose that $\tau \in C^\infty(M)$ is temporal. Then $\Box_g$ is strictly hyperbolic with respect to the level surfaces of $\tau$ in the sense of [12] Def. 23.2.3.

**Proof.** The principal symbol $p(x,\xi) = (\xi,\xi)$, $(x,\xi) \in T^*M$, of $\Box_g$ satisfies

$$p(x, d\tau(x)) = g(d\tau, d\tau) < 0.$$ 

Moreover, for any $\xi \in T^*_x M$, linearly independent from $d\tau(x)$, the polynomial

$$p(x, \xi + \lambda d\tau(x)) = a\lambda^2 + b\lambda + c$$

where $a = g(d\tau, d\tau) < 0$, $b = 2g(\xi, d\tau)$ and $c = g(\xi, \xi)$, has two real roots. To see this we write $\xi = z d\tau + \xi^\perp$ where $g(\xi^\perp, d\tau) = 0$ and $\xi^\perp \neq 0$. Then $\xi^\perp$ is spacelike and

$$b^2 - 4ac = 4a^2 z^2 - 4a(az^2 + g(\xi^\perp, \xi^\perp)) = -4ag(\xi^\perp, \xi^\perp) > 0.$$ 
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