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Abstract. The Cauchy problem for the Maxwell-Klein-Gordon equations in
Lorenz gauge in \( n \) space dimensions \(( n \geq 4)\) is shown to be locally well-posed
for low regularity (large) data. The result relies on the null structure for the
main bilinear terms which was shown to be not only present in Coulomb gauge
but also in Lorenz gauge by Selberg and Tesfahun, who proved global well-
posedness for finite energy data in three space dimensions. This null structure
is combined with product estimates for wave-Sobolev spaces. Crucial for the
improvement are the solution spaces introduced by Klainerman-Selberg. Pre-
liminary results were already contained in arXiv:1705.00599.

1. Introduction and main results

A classical problem of mathematical physics is the Cauchy problem for the
Maxwell-Klein-Gordon system:

\[
\partial^\nu F_{\mu\nu} = j_\mu, \\
D^{(A)}_{\mu} D^{(A)\mu} \phi = m^2 \phi,
\]

where \( m \in \mathbb{R} \) is a constant and

\[
F_{\mu\nu} := \partial_\mu A_\nu - \partial_\nu A_\mu, \\
D^{(A)}_{\mu} \phi := \partial_\mu - i A_\mu \phi, \\
j_\mu := \text{Im}(\phi D^{(A)}_{\mu} \phi) = \text{Im}(\phi \partial^\mu \phi) + |\phi|^2 A_\mu
\]

with data

\[
\phi(x, 0) = \phi_0(x), \quad \partial_t \phi(x, 0) = \phi_1(x), \quad F_{\mu\nu}(x, 0) = F^{\mu\nu}_0(x), \\
A_\nu(x, 0) = a_{\nu 0}(x), \quad \partial_t A_\nu(x, 0) = \dot{a}_{\nu 0}(x).
\]

Here \( F_{\mu\nu} : \mathbb{R}^{n+1} \to \mathbb{R} \) denotes the electromagnetic field, \( \phi : \mathbb{R}^{n+1} \to \mathbb{C} \) a scalar
field and \( A_\mu : \mathbb{R}^{n+1} \to \mathbb{R} \) the potential. We use the notation \( \partial_\mu = \frac{\partial}{\partial x^\mu} \), where we
write \((x^0, x^1, \ldots, x^n) = (t, x^1, \ldots, x^n)\) and also \( \partial_0 = \partial_t \) and \( \nabla = (\partial_1, \ldots, \partial_n) \). Roman
indices run over 1, \ldots, \( n \) and greek indices over 0, \ldots, \( n \) and repeated upper/lower
indices are summed. Indices are raised and lowered using the Minkowski metric
diag(\(-1, 1, \ldots, 1\)).
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The Maxwell-Klein-Gordon system describes the motion of a spin 0 particle with mass \( m \) self-interacting with an electromagnetic field.

The potential \( A \) is not uniquely determined but one has gauge freedom. The Maxwell-Klein-Gordon equation is namely invariant under the gauge transformation \( \phi \rightarrow \phi' = e^{i\chi} \phi \), \( A_\mu \rightarrow A'_\mu = A_\mu + \partial_\mu \chi \) for any \( \chi : \mathbb{R}^{n+1} \rightarrow \mathbb{R} \).

Most of the results obtained so far were given in Coulomb gauge \( \partial^j A_j = 0 \).

The seminal paper of Klainerman and Machedon \[10\] showed global well-posedness in energy space and above, i.e. for data \( \phi_0 \in H^s \), \( \phi_1 \in H^{s-1} \), \( a_{0\nu} \in H^s \), \( \dot{a}_{0\nu} \in H^{s-1} \) with \( s \geq 1 \) in \( n = 3 \) dimensions improving earlier results of Eardley and Moncrief \[7\] for smooth data. They used that the nonlinearities fulfill a null condition in the case of the Coulomb gauge. This global well-posedness result was improved by Keel, Roy, and Tao \[9\], who had only to assume \( s > \frac{N}{2} \). Local well-posedness for low regularity data was shown for small data by Cuccagna \[5\] for \( s > 3/4 \), where Selberg \[22\] remarked that the small data assumption can be removed, and finally almost down to \( s > 1/2 \), which is the critical regularity with respect to scaling, in the case of small data by Machedon and Sterbenz \[16\], these results for three space dimensions and in Coulomb gauge.

In two space dimensions in Coulomb gauge Czubak and Pikula \[6\] proved local well-posedness provided that \( \phi_0 \in H^s \), \( \phi_1 \in H^{s-1} \), \( a_{0\nu} \in H^s \), \( \dot{a}_{0\nu} \in H^{s-1} \), where \( 1 \geq s = r > \frac{1}{2} \) or \( s = \frac{3}{2} + \epsilon \), \( r = \frac{1}{2} + \epsilon \).

In four space dimensions Selberg \[22\] showed local well-posedness in Coulomb gauge for large data and \( s > 1 \). Recently Krieger, Sterbenz and Tataru \[14\] showed global well-posedness for data with small energy data (\( s = 1 \)) for \( n = 4 \), which is the critical space. For space dimension \( n \geq 6 \) and small critical Sobolev norm for the data global well-posedness was shown by Rodnianski and Tao \[20\]. In general the problem seems to be easier in higher dimensions. In temporal gauge local well-posedness was shown for \( n = 3 \) and small data with \( s > 3/4 \) for the more general Yang-Mills equations by Tao \[25\].

From now on we exclusively consider the Maxwell-Klein-Gordon equations in Lorenz gauge \( \partial^0 A_\mu = 0 \), which was considered much less in the literature because the nonlinear term \( \text{Im}(\partial_\nu \phi \overline{\phi}) \) has no null structure. There is a result by Moncrief \[17\] in two space dimensions for smooth data, i.e. \( s \geq 2 \). In three space dimensions the most important progress was made by Selberg and Tesfahun \[23\] who were able to circumvent the problem of the missing null condition for the equations for \( A_\mu \) by showing that the decisive nonlinearities in the equations for \( \phi \) as well as \( F_{\mu\nu} \) fulfill such a null condition which allows to show that global well-posedness holds for finite energy data, i.e. \( \phi_0 \in H^4 \), \( \phi_1 \in L^2 \), \( F_{0\mu} \in L^2 \), \( a_{0\nu} \in H^4 \), \( \dot{a}_{0\nu} \in L^2 \), and three space dimensions, where \( \phi \in C^0(\mathbb{R}, H^4) \cap C^1(\mathbb{R}, L^2) \) and \( F_{\mu\nu} \in C^0(\mathbb{R}, L^2) \). The potential possibly loses some regularity compared to the data but as remarked by the authors this is not the main point because one is primarily interested in the regularity of \( \phi \) and \( F_{\mu\nu} \). Persistence of higher regularity for the solution also holds.

A null structure in Lorenz gauge was first detected for the Maxwell-Dirac system by d’Ancona, Foschi and Selberg \[2\].

The present paper is a continuation to dimensions \( n \geq 4 \) of the author’s paper \[18\], where local well-posedness was shown for large data in dimension \( n = 2 \) or \( n = 3 \) and (essentially) \( s > \frac{1}{2} \) for \( n = 2 \) and \( s > \frac{3}{4} \) for \( n = 3 \). A preprint of a preceding version was posted in \[19\]. The basis for these results is on the one hand the paper \[23\]. The solution spaces are Bourgain-Klainerman-Machedon spaces \( X^{s,b} \). If one wants to lower the regularity further these spaces seem to be not suitable. Thus on the other hand we rely on the paper by Klainerman-Selberg \[12\], who considered a model problem for Maxwell-Klein-Gordon, where the gauge condition
is ignored, and where local well-posedness in space dimensions \( n \geq 4 \) is proved down to the critical range \( s > \frac{n}{2} - 1 \). We treat the full Maxwell-Klein-Gordon system in Lorenz gauge. We appropriately modify the solution spaces in \([12]\) and obtain local well-posedness for \( n \geq 4 \) and \( s > \frac{n}{2} - \frac{1}{6} \). More precisely we have \( \phi \in C^0([0,T], H^s(\mathbb{R}^n)) \cap C^1([0,T], H^{s-1}(\mathbb{R}^n)) \cap C^1([0,T], H^{s-2}(\mathbb{R}^n)) \) and \( \nabla A_\mu, \partial_t A_\mu \in C^0([0,T], H^{r-1}(\mathbb{R}^n)) \) for a certain \( r \) with \( s \geq r > \frac{n}{2} - 1 \), so that similar to the result in [23] the potential \( A_\mu \) is less regular than \( \phi \), which is not so important, however. Of course, the proof uses the null structure of the quadratic nonlinear terms with the exception of the term \( Im(\phi \nabla \phi \bar{\phi}) \). It is this term which is responsible for the remaining gap of \( \frac{n}{2} - 1 \) to the critical regularity \( s = \frac{n}{2} - 1 \). The bilinear estimates in wave-Sobolev spaces were claimed in arbitrary dimension \( n \) and proven for \( n = 2 \) and \( n = 3 \) by d’Ancona, Foschi and Selberg in \([4, 3]\), respectively. We prove a special case in dimension \( n \geq 4 \), based mainly on a result by Klainerman and Tataru \([13]\), and also rely on much more general results by Lee-Vargas \([15]\) (cf. Prop. 4.6), who proved \( L^q_T L^r_x \) estimates for a product of solutions of the wave equation.

We now formulate our main result. We assume the Lorenz condition

\[ \partial^\mu A_\mu = 0 \] (6)

and Cauchy data

\[ \phi(x,0) = \phi_0(x) \in H^s, \quad \partial_t \phi(x,0) = \phi_1(x) \in H^{s-1}, \] (7)

\[ F_{\mu\nu}(x,0) = F_{\mu\nu}^0(x) \in H^{s-1}, \] (8)

and

\[ A_\nu(x,0) = a_{0\nu}(x), \quad \partial_t A_\nu(x,0) = \dot{a}_{0\nu}(x), \] (9)

which fulfill the following conditions

\[ a_{00} = \dot{a}_{00} = 0, \] (10)

\[ \nabla a_{0j} \in H^{s-1}, \quad \dot{a}_{0j} \in H^{s-1}, \] (11)

\[ \partial^k a_{0k} = 0, \] (12)

\[ \partial_j a_{0k} - \partial_k a_{0j} = F^0_{jk}, \] (13)

\[ \dot{a}_{0k} = F^0_{0k}, \] (14)

\[ \partial^k F^0_{0k} = Im(\phi_0 \phi_1). \] (15)

\([10]\) may be assumed because otherwise the Lorenz condition does not determine the potential uniquely. \([12]\) follow from the Lorenz condition \([6]\) in connection with \([10]\). \([13]\) follows from \([3]\), similarly \([14]\) from \([3]\) and \([10, 11]\) requires

\[ \partial^k F^0_{0k} = j_0(0) = Im(\phi_0 \phi_1) + |\phi_0|^2 a_{00} = Im(\phi_0 \phi_1) \]

thus \([15]\). By \([12]\) we have

\[ \Delta a_{0j} = \partial^k \partial_k a_{0j} = \partial^k (\partial_j a_{0k} - F^0_{jk}) = -\partial^k F^0_{jk}, \]

so that \( a_{0j} \) is uniquely determined as

\[ a_{0j} = D^{-2} \partial^k F^0_{jk} \]

and fulfills \([11]\).

We define the wave-Sobolev spaces \( H^{s,b} \) as the completion of \( S(\mathbb{R}^{n+1}) \) with respect to the norm

\[ \|u\|_{H^{s,b}} = \|\langle \xi \rangle^s (|\tau| - |\xi|)^b \hat{u}(\tau, \xi)\|_{L^2_x} \]

and \( H^{s,b}[0,T] \) as the space of the restrictions to \([0,T] \times \mathbb{R}^n \). Similarly the space \( \dot{H}^{s,b} \) is defined, where \( \langle \xi \rangle \) is replaced by \( |\xi| \).
Let $\Lambda^\alpha$, $D^\alpha$, $D^\alpha_+$ and $\Lambda^\alpha_+$ be the multipliers with symbols $\langle \xi \rangle^\alpha$, $|\xi|^\alpha$, $|\tau| - |\xi||\tau|$, and $|\tau| + |\xi||\tau|^\alpha$, respectively, where $(\cdot) = (1 + |\cdot|^2)^{\frac{1}{2}}$.

$\Box = \partial^2_\tau - \Delta$ is the d’Alembert operator. $a^\pm = a + \epsilon$ for a sufficiently small $\epsilon > 0$.

We also use the notation $u \lesssim v$, if $|\widehat{u}| \lesssim |\widehat{v}|$.

Our main theorem reads as follows:

**Theorem 1.1.** Let $n \geq 4$. Assume $s > \frac{n}{2} - \frac{n}{6}$, $r > \frac{n}{2} - 1$ and $s > r \geq s - \frac{1}{2}$, $3s - 2r > \frac{n-1}{2}$, $2r - s > \frac{n-3}{2}$. The data are assumed to fulfill (7) - (15). Then the problem (7) - (15) has a unique local solution

$$\phi \in H^{s,\frac{1}{2}+}[0,T], \partial_1 \phi \in H^{s-1,\frac{1}{2}+}[0,T]$$

and

$$F_{\mu\nu} \in H^{s-1,\frac{1}{2}+}[0,T], \partial_1 F_{\mu\nu} \in H^{s-2,\frac{1}{2}+}[0,T]$$

relative to a potential $A = (A_0, A_1, ..., A_n)$ with $DA$, $\partial_1 A \in H^{s-1,\frac{1}{2}+}[0,T]$.

**Remarks:**

1. We immediately obtain $\phi \in C^0([0,T], H^s) \cap C^1([0,T], H^{s-1})$, and $F_{\mu\nu} \in C^0([0,T], H^{s+1}) \cap C^1([0,T], H^{s-2})$.
2. The case $\frac{n}{2} - \frac{n}{6} + \delta$, $r = \frac{n}{2} - 1 + \delta$ is admissible, where $\delta > 0$ is an arbitrary number.

The paper is organized as follows: in chapter II we prove the null structure of the wave equation by Lee-Vargas (Prop. 4.6). Here also the solution spaces are defined and its fundamental properties are formulated, which were proven by Klainerman-Selberg [12]. In Prop. 4.11 it is shown that it is possible to reduce local well-posedness for the Cauchy problem for a system of wave equations to estimates for the nonlinearities in these spaces. In chapter V we prove Theorem 3.1. In chapter VI we prove our main theorem (Theorem 1.1). We show that the Maxwell-Klein-Gordon system is satisfied and $F_{\mu\nu}$ has the desired regularity properties using the null structure of the Maxwell part and again Strichartz type estimates and the bilinear estimates in wave-Sobolev spaces again.

## 2. Null structure

We can reformulate the system (16), (17) under the Lorenz condition [2] as follows:

$$\Box A_{\mu} = \partial^\mu \partial_\nu A_{\mu} = \partial^\mu (\partial_\nu A_\nu - F_{\mu\nu}) = -\partial^\mu F_{\mu\nu} = -j_\mu,$$

thus (using the notation $\partial = (\partial_0, \partial_1, ..., \partial_n)$):

$$\Box A = -Im(\phi \partial \phi) - A|\phi|^2 =: N(A, \phi)$$

(16)

and

$$m^2 \phi = D^{(A)}_\mu D^{(A)}_{\alpha\mu} \phi = \partial_\rho \phi - iA_{\mu} \partial^{\mu} \phi - i\partial_\mu (A^{\nu} \phi) - A_{\mu} A^{\nu} \phi$$

$$= \Box \phi - 2iA^\mu \partial_\mu \phi - A_{\mu} A^{\mu} \phi$$

thus

$$\Box \phi = 2iA^\mu \partial_\mu \phi + A_{\mu} A^{\mu} \phi + m^2 \phi =: M(A, \phi).$$

(17)
Conversely, if $\Box A_\mu = -j_\mu$ and $F_{\mu\nu} := \partial_\mu A_\nu - \partial_\nu A_\mu$ and the Lorenz condition (19) holds then
$$\partial^\alpha F_{\mu\nu} = \partial_\mu (\partial_\nu A_\alpha - \partial_\alpha A_\nu) = \partial_\mu \partial^\alpha A_\nu - \partial_\nu \partial^\alpha A_\mu = -\Box A_\mu = j_\mu$$
thus (1), (2) is equivalent to (19), (17), if (3), (4) and (6) are satisfied.

**Null structure of $A^\mu\partial_\mu\phi$.** We define
$$Q_{\alpha\beta}(\phi, \psi) := \partial_\alpha \phi \partial_\beta \psi - \partial_\beta \phi \partial_\alpha \psi$$
and the Riesz transform $R_k := D^{-1} \partial_k$ and $A = (A_1, ..., A_n)$. We use the decomposition
$$A = A^q + A^c,$$
where
$$A_j^q = R_k (R_j A_k - R_k A_j), \quad A_j^c = -R_j R_k A^k,$$
so that
$$A^\alpha \partial_\alpha \phi = P_1 + P_2 = (-A^0 \partial_t \phi + A^c \cdot \nabla \phi) + A^q \cdot \nabla \phi.$$
If the Lorenz gauge $\partial_k A^k = \partial_0 A^0$ is satisfied, we obtain
$$P_1 = -A_0 \partial_t \phi - (\partial_0 A_0) \cdot \nabla \phi = \partial_0 (D^{-1} R^k A_0) \partial_k \phi - \partial_0 (D^{-1} R_k A_0) \partial^0 \phi = -Q_{0j} (D^{-1} R^j A_0, \phi).$$
Moreover
$$P_2 = A^q \cdot \nabla \phi = R_k (R_j A_k - R_k A_j) \partial^j \phi = \Lambda^{-2} \partial^k \partial_j A_k \partial^j \phi + A_j \partial^j \phi = -\frac{1}{2} (\Lambda^{-2} (\partial_j \partial^j A_k - \partial_k \partial^j A^j) \partial^j \phi - \Lambda^{-2} (\partial^k \partial_j A_k - \partial_k \partial^0 A_j) \partial^j \phi) = -\frac{1}{2} (\partial_j \Lambda^{-1} (R^0 A_k - R_k A^0) \partial^j \phi - \partial^k \Lambda^{-1} (R_j A_k - R_k A_j) \partial^j \phi) = -\frac{1}{2} Q_{jk} (\Lambda^{-1} (R^0 A^k - R^k A^0), \phi).$$

**Null structure in the Maxwell part.** We start from Maxwell's equations (11), i.e. $-\partial^\alpha F_{0\alpha} + \partial^k F_{0k} = j_0$ and $\partial^\alpha F_{\alpha 0} = j_0$ and obtain
$$\Box F_{k0} = -\partial_0 (\partial_0 F_{k0}) + \partial_0^2 \partial_k F_{k0} = -\partial_0 (\partial^0 F_{k0} - j_k) + \partial_0^2 \partial_k F_{k0} = -\partial_0^2 (\partial_0 A_t - \partial_t A_0) + \partial_0 j_k + \partial_0^2 \partial_k F_{k0} = -\partial_0^2 \partial_k F_{0k} + \partial_0 \partial_k F_{0k} + \partial_0 j_k + \partial_0^2 \partial_k F_{k0} = -\partial_0^2 F_{0k} + \partial_0 j_k = -\partial_0 j_0 + \partial_0 j_k = Im(\partial_0 \partial_k \phi) + Im(\partial_0 \partial_0 \phi) + \partial_0 A_k \phi^2 - Im(\partial_0 \partial_0 \phi) = Im(\partial_k \phi \partial_0 \phi) + \partial_k A_k \phi^2 - \partial_k A_0 \phi^2 = Im Q_{00}(\phi, \overline{\phi}) + \partial_0 A_0 \phi^2 - \partial_k A_0 \phi^2.$$
and

\[ \square F_{kl} = -\partial_k \partial_l F_{kl} + \partial^m \partial_m F_{kl} \]
\[ = -\partial_k \partial_l (\partial_m A_k - \partial_m A_l) + \partial^m \partial_m F_{kl} \]
\[ = -\partial_k \partial_l (\partial_m A_k - \partial_m A_l) + \partial_l \partial_l (\partial_m A_k - \partial_m A_l) + \partial^m \partial_m F_{kl} \]
\[ = -\partial_k \partial_l F_{kl} + \partial_l \partial_l F_{kl} + \partial^m \partial_m F_{kl} \]
\[ = \partial_k (\partial^m F_{im} - j_l) - \partial_l (\partial^m F_{km} - j_l) + \partial^m \partial_m F_{kl} \]
\[ = \partial_k \partial^m F_{im} - \partial_l \partial^m F_{km} + \partial^m \partial_m F_{kl} + \partial_l j_k - \partial_k j_l \]
\[ = \partial_k \partial^m (\partial_l A_m - \partial_m A_l) - \partial_l \partial^m (\partial_k A_m - \partial_m A_k) + \partial^m \partial_m F_{kl} + \partial_l j_k - \partial_k j_l \]
\[ = \partial^m \partial_m F_{kl} + \partial^m \partial_m F_{kl} + \partial_l j_k - \partial_k j_l \]
\[ = \partial_l j_k - \partial_k j_l \]
\[ = Im(\partial_l \partial_k \partial^2 \phi) + Im(\partial_l \partial_k \partial^2 \phi) + \partial_l (A_k |\phi|^2) \]
\[ - Im(\partial_k \partial_k \partial^2 \phi) - Im(\partial^2 \partial^2 \phi) - \partial_k (A_l |\phi|^2) \]
\[ = Im Q_{ik} (\phi, \overline{\phi}) + \partial_l (A_k |\phi|^2) - \partial_k (A_l |\phi|^2) \]
\[ = Im Q_{ik} (\phi, \overline{\phi}) + \partial_l (A_k |\phi|^2) - \partial_k (A_l |\phi|^2) \]

(21)

Fundamental is the following result for the null form \( Q(u, v) \), where \( Q(u, v) \) denotes either \( Q_{00}(u, v) \) or \( Q_{ij}(u, v) \), which was given in [1], Prop. 1.

\[ Q(u, v) \leq D_t^\frac{1}{2} D_x^\frac{1}{2} (D_x^\frac{1}{2} u D_x^\frac{1}{2} v) + D_t^\frac{3}{4} (D_x^\frac{1}{2} D_x^\frac{1}{2} D_x^\frac{1}{2} v) + D_t^\frac{5}{4} (D_x^\frac{1}{2} u D_x^\frac{1}{2} D_x^\frac{1}{2} v) \]

Interpolation with the trivial bound \( D_+ u D_+ v \) gives (for \( 0 \leq \epsilon \leq \frac{1}{4} \))

\[ Q(u, v) \leq D_t^{\frac{1}{2} - 2 \epsilon} D_x^{\frac{1}{2} - 2 \epsilon} (D_x^{\frac{1}{2} + 2 \epsilon} u D_x^{\frac{1}{2} + 2 \epsilon} v) \]
\[ + D_t^{\frac{1}{2} - 2 \epsilon} (D_x^{\frac{1}{2} + 2 \epsilon} D_x^{\frac{1}{2} - 2 \epsilon} u D_x^{\frac{1}{2} + 2 \epsilon} v) + D_t^{\frac{1}{2} - 2 \epsilon} (D_x^{\frac{1}{2} + 2 \epsilon} u D_x^{\frac{1}{2} + 2 \epsilon} D_x^{\frac{1}{2} - 2 \epsilon} v) \]

and by the fractional Leibniz rule for \( D_+ \) we obtain

\[ Q(u, v) \leq D_t^{\frac{1}{2} - 2 \epsilon} (D_x^{\frac{1}{2} + 2 \epsilon} u D_+ v) + D_t^{\frac{1}{2} + 2 \epsilon} D_x^{\frac{1}{2} - 2 \epsilon} u D_+ v \]
\[ + D_t^{\frac{1}{2} + 2 \epsilon} u D_x^{\frac{1}{2} - 2 \epsilon} D_+ v + D_t^{\frac{1}{2} - 2 \epsilon} (D_+ u D_x^{\frac{1}{2} + 2 \epsilon} v) \]
\[ + D_t D_x^{\frac{1}{2} - 2 \epsilon} u D_x^{\frac{1}{2} + 2 \epsilon} v + D_t D_x^{\frac{1}{2} + 2 \epsilon} D_x^{\frac{1}{2} - 2 \epsilon} v. \]

3. LOCAL WELL-POSEDNESS

From [11] we have \( \phi_0 \in H^s, \phi_1 \in H^{s-1} \), and from [11] we have for \( r \leq s \):
\( \nabla a_{0j} \in H^{r-1}, a_{0j} \in H^{r-1} \).

Our aim is to show the following local well-posedness result:

**Theorem 3.1.** Let \( n \geq 4 \). Assume

\[ s > \frac{n}{2} - \frac{1}{6}, r > \frac{n}{2} - 1, s \geq r - 1, r \geq s - \frac{1}{2}, 2r - s > \frac{n - 3}{2}, 3s - 2r > \frac{n - 1}{2}. \]

Let \( \phi_0 \in H^s, \phi_1 \in H^{s-1}, \) and \( D_0, \dot{a}_0 \in H^{r-1} \) be given. Then the system

\[ \square A = -Im (\partial \partial \phi) - A |\phi|^2 =: N(A, \phi) \]
\[ \square \phi = -2i (A \partial \phi + D_2 \nabla A_0 \cdot \nabla \phi - A \phi \cdot \nabla \phi) + A_4 \phi + m \phi^2 =: \tilde{N}(A, \phi) \]

(24)

(25)
with initial conditions \( \phi(0) = \phi_0 \), (\( \partial_t \phi)(0) = \phi_1 \), \( A(0) = a_0 \), (\( \partial_t A)(0) = \dot{a}_0 \) has a unique local solution
\[
\phi \in H^{s, \frac{1}{2} + \varepsilon}[0,T], \quad \partial_t \phi \in H^{s - 1, \frac{1}{2} + \varepsilon}[0,T], \quad DA, \partial_t A \in F^{s - 1}_T.
\]
Here the space \( F^{s - 1}_T \) is defined in Definition 4.2 below.

Remark: We recall that we have shown above that \( M(A, \phi) = \tilde{M}(A, \phi) \) in Lorenz gauge. Thus the solution of (24), (25) also solves (16), (17), if the Lorenz condition holds.

4. Preliminaries

We start by recalling the Strichartz type estimates for the wave equation in the next proposition.

**Proposition 4.1.** If \( n \geq 2 \) and
\[
2 \leq q \leq \infty, \quad 2 \leq r < \infty, \quad \frac{2}{q} \leq \left( \frac{n - 1}{2} - \frac{1}{r} \right),
\]
then the following estimate holds:
\[
\| u \|_{L^q_t L^r_x} \lesssim \| u \|_{H_s^{\frac{n}{2} - \frac{n}{2r} - \frac{\sigma}{2}}} ,
\]
especially in the case \( n \geq 4 \):
\[
\| u \|_{L^q_t L^r_x} \lesssim \| u \|_{H^{s, \frac{n}{2} - 1}^{\frac{n}{2} - \frac{1}{r}}},
\]
for \( \frac{2(n-1)}{n-3} \leq r < \infty \).

**Proof.** This is the Strichartz type estimate, which can be found for e.g. in [8], Prop. 2.1, combined with the transfer principle. \( \square \)

**Remark:** The \( H^{s,b} \)-space may be replaced by the homogeneous \( \dot{H}^{s,b} \)-space.

An immediate consequence is the following modified Strichartz estimate.

**Proposition 4.2.** If \( n \geq 4 \), \( 2 \leq r \leq \frac{2(n-1)}{n-3} \), one has the estimate
\[
\| u \|_{L^q_t L^r_x} \lesssim \| u \|_{H^{s, \frac{n}{2} - \frac{n}{2r} - 1}^{\frac{n}{2} - \frac{1}{r}}} ,
\]
Proof. The last estimate is trivial. For the first one we interpolate the trivial identity \( \| u \|_{L^q_t L^r_x} = \| u \|_{H^{s,b}} \) with the estimate
\[
\| u \|_{L^q_t L^r_x} \lesssim \| u \|_{H^{s, b}^{\frac{n}{2} - \frac{n}{2r} - \frac{\sigma}{2}}} ,
\]
which holds by Prop. 4.1. \( \square \)

The following proposition was proven by [13].

**Proposition 4.3.** Let \( n \geq 2 \), and let \((q, r)\) satisfy:
\[
2 \leq q \leq \infty, \quad 2 \leq r < \infty, \quad \frac{2}{q} \leq \left( \frac{n - 1}{2} - \frac{1}{r} \right).
\]
Assume that
\[
0 < \sigma < n - \frac{2n}{r} - \frac{4}{q},
\]
\[
s_1, s_2 < \frac{n}{2} - \frac{n}{r} - \frac{1}{q},
\]
\[
s_1 + s_2 + \sigma = n - \frac{2n}{r} - \frac{2}{q}.
\]
Proposition 4.4. Assume $n \geq 4$ and

$s_0 + s_1 + s_2 > \frac{n}{2}$, $(s_0 + s_1 + s_2) + s_1 + s_2 > \frac{n}{2}$, $s_0 + s_1 \geq 0$, $s_0 + s_2 \geq 0$, $s_1 + s_2 \geq 0$.

Then

$$\| D^{-\sigma}(uv) \|_{L^2_0 L^2_0} \lesssim \| u \|_{H^{1+\varepsilon}} \| v \|_{H^{1+\varepsilon}}.$$ 

Fundamental for the proof of Theorem 3.1 are bilinear estimates in wave-Sobolev spaces which were proven by d’Ancona, Foschi and Selberg in the cases $n = 2$ in [3] and $n = 3$ in [4] and claimed for arbitrary dimensions in a general form. We now prove a special case of these bilinear estimate, which holds in higher dimensions.

Let $D^{-\sigma}(uv)$ be a bilinear operator such that $\| D^{-\sigma}(uv) \|_{L^2_0 L^2_0} \lesssim \| u \|_{H^{1+\varepsilon}} \| v \|_{H^{1+\varepsilon}}$. By Prop. 4.1 we obtain $n = 2$ in [3] and $n = 3$ in [4] and claimed for arbitrary dimensions in a general form.

The following estimate holds:

$$\| uv \|_{H^{1+\varepsilon}} \lesssim \| u \|_{H^{1+\varepsilon}} \| v \|_{H^{1+\varepsilon}}.$$ 

Proof. We have to prove

$$I := \int\int (\xi_1 \cdot \xi_2) (\xi_1 - \xi_2)^{\frac{\nu}{2}} \frac{u_1}{\xi_2} u_2 \xi_0 \xi_1 \xi_2.$$ 

Here $\xi_0$ denotes integration over $\xi_0 + \xi_1 + \xi_2 = 0$ and $\tau_0 + \tau_1 + \tau_2 = 0$. Remark, that we may assume that the Fourier transforms are nonnegative. We consider different regions.

1. If $|\xi_0| \sim |\xi_1| \gtrsim |\xi_2|$, we obtain

$$I \sim \int\int (\xi_1 \cdot \xi_2) (\xi_1 - \xi_2)^{\frac{\nu}{2}} \xi_0 \xi_1 \xi_2.$$ 

Thus we have to show

$$\| uv \|_{L^2_0} \lesssim \| u \|_{H^{1+\varepsilon}} \| v \|_{H^{1+\varepsilon}}.$$ 

By Prop. 4.1 we obtain

$$\| uv \|_{L^2_0} \lesssim \| u \|_{L^\infty} \| v \|_{L^\infty} \lesssim \| u \|_{H^{1+\varepsilon}} \| v \|_{H^{1+\varepsilon}}.$$ 

Bilinear interpolation gives for $0 \leq \theta \leq 1$

$$\| uv \|_{L^2_0} \lesssim \| u \|_{H^{1+\varepsilon}} \| v \|_{H^{1+\varepsilon}}.$$ 

so that

$$\| uv \|_{L^2_0} \lesssim \| u \|_{H^{1+\varepsilon}} \| v \|_{H^{1+\varepsilon}}.$$ 

if $s_0 + s_1 + s_2 > \frac{n}{2}$ and $s_1 + s_0 \geq 0$.

2. If $|\xi_0| \sim |\xi_2| \gtrsim |\xi_1|$, we obtain similarly

$$\| uv \|_{L^2_0} \lesssim \| u \|_{H^{1+\varepsilon}} \| v \|_{H^{1+\varepsilon}}.$$ 

if $s_0 + s_1 + s_2 > \frac{n}{2}$ and $s_2 + s_0 \geq 0$.

3. If $|\xi_1| \gtrsim |\xi_2|$, $s_0 \leq 0$ and $s_2 \geq 0$, we have $|\xi_0| \lesssim |\xi_1|$, so that $(\xi_0)^{-s_0} \lesssim (\xi_1)^{-s_0}$ and we obviously obtain the same result as in 1.

4. If $|\xi_1| \gtrsim |\xi_2|$, $s_0 \leq 0$ and $s_1 \geq 0$, we obtain the same result as in 2.

5. If $|\xi_0| \sim |\xi_2|$, we obtain

$$\| uv \|_{L^2_0} \lesssim \| u \|_{H^{1+\varepsilon}} \| v \|_{H^{1+\varepsilon}}.$$ 

because under our assumption $s_0 + s_1 + s_2 > \frac{n}{2}$ we obtain by Prop. 4.1

$$\| uv \|_{L^2_0} \lesssim \| u \|_{H^{1+\varepsilon}} \| v \|_{H^{1+\varepsilon}}.$$ 


6. If $|\xi_1| \geq |\xi_2|$, $s_2 \leq 0$ and $s_0 \leq 0$, or
7. If $|\xi_0| \sim |\xi_2| \geq |\xi_1|$ and $s_1 \leq 0$, or
8. If $|\xi_1| \leq |\xi_2|$, $s_1 \leq 0$ and $s_0 \leq 0$, the same argument applies.

Thus we are done, if $s_0 \leq 0$, and also, if $s_0 \geq 0$, and $|\xi_0| \sim |\xi_2| \geq |\xi_1|$ or $|\xi_0| \sim |\xi_1| \geq |\xi_2|$.

It remains to consider the following case: $|\xi_0| \ll |\xi_1| \sim |\xi_2|$ and $s_0 > 0$. We apply Prop. [4.4] which gives

$$\|uv\|_{H^{-\omega_{\xi},0}} \lesssim \|u\|_{H^1,\frac{1}{2}+} \|v\|_{H^2,\frac{1}{2}+},$$

under the conditions $0 < s_0 < \frac{n}{2} - 1$, $s_0 + s_1 + s_2 = \frac{n+1}{2}$ and $s_1, s_2 < \frac{n+1}{2}$. The last condition is not necessary in our case $|\xi_1| \sim |\xi_2|$. Remark that this implies $s_1 + s_2 > \frac{2}{5}$, so that $s_0 + s_1 + s_2 + s_1 + s_2 > \frac{4}{5}$, The second condition can now be replaced by $s_0 + s_1 + s_2 \geq \frac{n-1}{2}$, because we consider inhomogeneous spaces.

Finally we consider the case $|\xi_0| \ll |\xi_1| \sim |\xi_2|$ and $s_0 \geq \frac{2}{5} - 1$. If $s_0 > \frac{2}{5}$ and $s_1 + s_2 \geq 0$ we obtain the claimed estimate by Sobolev

$$\|uv\|_{H^{-\omega_{\xi},0}} \lesssim \|u\|_{H^0,\frac{1}{2}+} \|v\|_{H^0,\frac{1}{2}+} \lesssim \|u\|_{H^1,\frac{1}{2}+} \|v\|_{H^2,\frac{1}{2}+}.$$ 

We now interpolate the special case

$$\|uv\|_{H^{-\omega_{\xi},0}} \lesssim \|u\|_{H^0,\frac{1}{2}+} \|v\|_{H^0,\frac{1}{2}+}$$

with the following estimate

$$\|uv\|_{H^{-\omega_{\xi},0}} \lesssim \|u\|_{H^1,\frac{1}{2}+} \|v\|_{H^2,\frac{1}{2}+},$$

which follows from Prop. [4.4]. We obtain

$$\|uv\|_{H^{-\omega_{\xi},0}} \lesssim \|u\|_{H^1,\frac{1}{2}+} \|v\|_{H^2,\frac{1}{2}+},$$

where $s_0 = (1 - \theta) \frac{n}{2} - \theta(1 - \frac{n}{2}) = \frac{n}{2} - \theta > 0$ $\theta \leq 1$, $k = \frac{\theta}{4} - \frac{n+1}{2}$.

Using our assumption $(s_0 + s_1 + s_2) + s_1 + s_2 > \frac{n}{2}$ $\Rightarrow$ $\frac{n}{2} - s_0 < 2(s_1 + s_2)$, we obtain $0 \leq k < \frac{n+1}{2}$. Because $|\xi_1| \sim |\xi_2|$, we obtain

$$\|uv\|_{H^{-\omega_{\xi},0}} \lesssim \|u\|_{H^1,\frac{1}{2}+} \|v\|_{H^2,\frac{1}{2}+}$$

for $(s_0 + s_1 + s_2) + s_1 + s_2 > \frac{n}{2}$ and $s_1 + s_2 \geq 0$.

\textbf{Corollary 4.1. Under the assumptions of Prop. [4.4]}

$$\|uv\|_{H^{-\omega_{\xi},0}} \lesssim \|u\|_{H^1,\frac{1}{2}+} \|v\|_{H^2,\frac{1}{2}+}.$$

\textbf{Proof.} This follows by bilinear interpolation of the estimate of Prop. [4.4] with the estimate

$$\|uv\|_{H^{N,0}} \lesssim \|u\|_{H^{N,\frac{1}{2}+}} \|v\|_{H^{N,\frac{1}{2}+}},$$

where, say, $N > \frac{n}{2}$, which follows by Sobolev apart from the special case $s_1 = -s_2$, in which we interpolate with the estimate

$$\|uv\|_{H^{-\omega_{\xi},0}} \lesssim \|u\|_{H^{N,\frac{1}{2}+}} \|v\|_{H^{-N,\frac{1}{2}+}}$$

in order to save the condition $s_1 = -s_2$.

\textbf{The following multiplication law is well-known:}

\textbf{Proposition 4.5. (Sobolev multiplication law)} \textit{Let $n \geq 2$, $s_0, s_1, s_2 \in \mathbb{R}$. Assume $s_0 + s_1 + s_2 > \frac{n}{2}$, $s_0 + s_1 \geq 0$, $s_0 + s_2 \geq 0$, $s_1 + s_2 \geq 0$. Then the following product estimate holds:}

$$\|uv\|_{H^{-n}} \lesssim \|u\|_{H^{1,\gamma}} \|v\|_{H^{2}}.$$

Next we formulate a special case of the fundamental estimates for the $L^p_t L^q_x$-norm of the product of solutions of the wave equation due to Lee-Vargas [15].
Proposition 4.6. Let \( n \geq 4 \).
1. Assume \( \square f = \square g = 0 \) in \( \mathbb{R}^n \times \mathbb{R} \). The estimate
\[
\|D^{\delta_0}(fg)\|_{L^1_tL^2_x} \lesssim (\|f(0)\|_{H^{\alpha_1}} + \|\partial_t f(0)\|_{H^{\alpha_1-1}})(\|g(0)\|_{H^{\alpha_2}} + \|\partial_t g(0)\|_{H^{\alpha_2-1}})
\]
holds, provided \( 1 < q \leq 2 \) and
\[
\frac{1}{q} = \frac{n}{2} - \alpha_1 - \alpha_2 + \beta_0, \tag{27}
\]
\[
\beta_0 > \frac{2}{q} - \frac{n + 1}{2}, \tag{28}
\]
\[
\alpha_1, \alpha_2 < \frac{n}{2} + \frac{1}{2} - \frac{2}{q}. \tag{29}
\]
2. If \( \eqref{27} \), \( \eqref{29} \) and \( \alpha_1, \alpha_2 \geq 0 \) are satisfied, the following estimate holds
\[
\|uv\|_{L^1_tL^2_x} \lesssim \|u\|_{H^{\alpha_1}, \frac{1}{q}+} \|v\|_{H^{\alpha_2}, \frac{1}{r}+}.
\]

Proof. This follows by easy calculations from \cite{15}, Theorem 1.1. combined with the transfer principle.

We now come to the definition of the solution spaces, which are very similar to the spaces introduced by \cite{12}. We prepare this by defining a modification of the standard \( L^1_tL^2_x \)-spaces.

Definition 4.1. If \( 1 \leq q, r \leq \infty \), \( u \in S' \) and \( \widehat{u} \) is a tempered function, set
\[
\|u\|_{L^q_tL^r_x} := \sup \left\{ \int_{\mathbb{R}^{n+n}} |\widehat{u}(\tau, \xi)|\widehat{v}(\tau, \xi) d\tau d\xi : v \in S, \widehat{v} \geq 0, \|v\|_{L^1_tL^\infty_x} = 1 \right\},
\]
where \( 1 = \frac{1}{q} + \frac{1}{r} \) and \( 1 = \frac{1}{q} + \frac{1}{r} \). Let \( L^q_tL^r_x \) be the corresponding subspace of \( S' \).

This is a translation invariant norm and it only depends on the size of the Fourier transform. Observe that \( L^q_tL^r_x = L^1_tL^2_x \) and
\[
\|u\|_{L^q_tL^r_x} \leq \|u\|_{L^1_tL^2_x} \quad \text{whenever} \quad \widehat{u} \geq 0.
\]

Definition 4.2. Let \( r, s > \frac{n}{2} - 1 \). Our solution spaces are defined as follows:
\( \{(u, v) \in F^{r-1} \times G^s\} \), where
\[
\|u\|_{F^{r-1}} := \|\Lambda^+ u\|_{H^{-2} \frac{1}{r+\epsilon}}, \quad \|\Lambda^\frac{1}{2} + 2 \Lambda^\frac{3}{2} - 2 \Lambda^2 \Lambda^\frac{3}{2} u\|_{L^1_tL^2_x}
\]
\[
\|v\|_{G^s} := \|\Lambda^+ v\|_{H^{1-\frac{1}{r+\epsilon}}},
\]
where \( \epsilon > 0 \) is sufficiently small. \( F^{r-1} \) and \( G^s \) denotes the restriction to the time interval \([0, T]\).

This is a Banach space \cite{12}, Prop. 4.2).

Next we recall some fundamental properties of the \( L^1_tL^2_x \)-spaces, which were given by \cite{12}, starting with a Hölder-type estimate.

Proposition 4.7. Suppose \( \frac{1}{q} = \frac{1}{q_1} + \frac{1}{q_2} \) and \( \frac{1}{r} = \frac{1}{r_1} + \frac{1}{r_2} \), where the \( q \)'s and \( r \)'s all belong to \([1, \infty]\). Then
\[
\|uv\|_{L^1_tL^2_x} \lesssim \|u\|_{L^{q_1}_tL^{r_1}_x} \|v\|_{L^{q_2}_tL^{r_2}_x}.
\]
for all \( v \) with \( \widehat{v} \geq 0 \).

The following duality argument holds.

Proposition 4.8. Let \( 1 \leq a, b, q, r \leq \infty \).
Proof. \cite{12}, Lemma 8.10.

Assume that for $0 \leq T < 1$, $u_1 \in H^{r-1}$, $v_0 \in H^r$, $v_1 \in H^{s-1}$ be given. Assume that for $0 < T < 1$:

$$
\| \Lambda_+^{r-1} \Lambda_-^{r-1} D_+ M(u, \partial u, v, \partial v) \|_{F_r} \leq \omega_1 (\| D_+ u \|_{F_r}, \| v \|_{G_r}) ,
$$

$$
\| \Lambda_+^{r-1} \Lambda_-^{r-1} N(u, \partial u, v, \partial v) \|_{G_r} \leq \omega_2 (\| D_+ u \|_{F_r}, \| v \|_{G_r}) ,
$$

\(\square\)
with data is locally well-posed, i.e., there exists a solution $D$

**Proof.**

0

$M$

Their results, thus we omit the proof. We just remark that the only modification in

Important remarks: 1. We assume in the following that the Fourier transforms of $u$ and $v$ are nonnegative. This means no loss of the generality, because the norms involved in the desired estimates do only depend on the size of the Fourier transforms.
2. In all those estimates which contain only $H^{a,b}$-norms we may replace $Du$ by $Au$ by [25], Cor. 8.2.

**Proof of (31):** By (22) we reduce to the following estimates

$$
\| D^{-1} D_+^{\frac{1}{2}+2\epsilon} u D_+^{\frac{1}{2}+2\epsilon} v \|_{H^{r-\frac{1}{2},0}} \lesssim \| D u \|_{H^{r-1,\frac{1}{2}+}} \| \Lambda v \|_{H^{r-1,\frac{1}{2}+}},
$$

which follows from

$$
\| uv \|_{H^{r-\frac{1}{2},0}} \lesssim \| D^{\frac{1}{2}-2\epsilon} u \|_{H^{r-1,\frac{1}{2}+}} \| v \|_{H^{r-\frac{1}{2},0}}, \quad (35)
$$

and

$$
\| uv \|_{H^{r-\frac{1}{2},0}} \lesssim \| D^{\frac{1}{2}-2\epsilon} \Lambda^{-\frac{1}{2}+2\epsilon} Du \|_{F^{r-1}} \| v \|_{H^{r-\frac{1}{2},0}}, \quad (36)
$$

$$
\| uv \|_{H^{r-\frac{1}{2},0}} \lesssim \| D^{\frac{1}{2}-2\epsilon} u \|_{H^{r-1,\frac{1}{2}+}} \| v \|_{H^{r-\frac{1}{2},0}}, \quad (37)
$$

**Remark:** We remark that $D^{\frac{1}{2}-2\epsilon}$ may be replaced by $\Lambda^{\frac{1}{2}-2\epsilon}$ by [25], Cor. 8.2. It then follows from Prop. [4.4] with parameters $s_0 = \frac{r}{2} - s + 2\epsilon$, $s_1 = r + \frac{1}{2} - 2\epsilon$, $s_2 = s - \frac{1}{2} - 2\epsilon$, so that $s_0 + s_1 + s_2 = r + \frac{1}{2} - 2\epsilon > \frac{n+1}{2}$ and $s_1 + s_2 = s + \frac{1}{2} - 2\epsilon$, so that $s_1 + s_2 = r + s + 1 \geq \frac{3}{2}$ under the assumption $r \geq s - \frac{1}{2}$.

(36) is handled as follows. By the fractional Leibniz rule we reduce to two estimates. The first estimate is

$$
\| (\Lambda^{s-\frac{1}{2}-2\epsilon} u)v \|_{H^{0,0}} \lesssim \| D^{\frac{1}{2}-2\epsilon} u \|_{H^{r-1,0}} \| v \|_{H^{r-\frac{1}{2},0}},
$$

which follows from Prop. [4.4] with $s_0 = r - s + 1$, $s_1 = 0$, $s_2 = s - \frac{1}{2} - 2\epsilon$, so that $s_0 + s_1 + s_2 = r + \frac{1}{2} - 2\epsilon > \frac{n-1}{2}$ and $s_1 + s_2 = s - \frac{1}{2} - 2\epsilon > \frac{n-3}{2} \geq \frac{1}{2}$ for $n \geq 4$.

The second estimate is

$$
\| u \Lambda^{s-\frac{1}{2}-2\epsilon} v \|_{H^{r-\frac{1}{2},0}} \lesssim \| D^{\frac{1}{2}-2\epsilon} \Lambda^{-\frac{1}{2}+2\epsilon} Du \|_{F^{r-1}} \| v \|_{H^{r-\frac{1}{2},0}}.
$$

We obtain by Lemma [1.1] and [4.4]

$$
\| u \Lambda^{s-\frac{1}{2}-2\epsilon} v \|_{H^{r-\frac{1}{2},0}} \lesssim \| \Lambda^{s-\frac{1}{2}-2\epsilon} (A^{\frac{1}{2}} u A^{s-\frac{1}{2}-2\epsilon} v) \|_{H^{r,0}} + \| \Lambda^{s-\frac{1}{2}-2\epsilon} u A^{s-\frac{1}{2}-2\epsilon} v \|_{H^{r,0}}.
$$

The last term is easily estimated by Prop. [4.4] under the assumption $r > \frac{n}{2} - 1$:

$$
\| \Lambda^{s-\frac{1}{2}-2\epsilon} u A^{s-\frac{1}{2}-2\epsilon} v \|_{H^{r,0}} \lesssim \| Du \|_{H^{r-\frac{1}{2},0}} \| v \|_{H^{r-\frac{1}{2},0}}.
$$

For the first term we obtain:

$$
\| \Lambda^{s-\frac{1}{2}-2\epsilon} u \|_{L^2} \lesssim \| \Lambda^{s-\frac{1}{2}-2\epsilon} u \|_{L^2} \leq \| \Lambda^{s-\frac{1}{2}-2\epsilon} u \|_{L^2} \| A^{s-\frac{1}{2}-2\epsilon} v \|_{L^2}.
$$

If $u$ has large frequencies we estimate

$$
\| \Lambda^{s-\frac{1}{2}-2\epsilon} u \|_{L^2} \lesssim \| \Lambda^{s-\frac{1}{2}-2\epsilon} D^{\frac{1}{2}-2\epsilon} Du \|_{L^2} \lesssim \| \Lambda^{s-\frac{1}{2}-2\epsilon} D^{\frac{1}{2}-2\epsilon} (D^{\frac{1}{2}-2\epsilon} A^{s-\frac{1}{2}-2\epsilon} Du) \|_{L^2} \lesssim \| D^{\frac{1}{2}-2\epsilon} A^{s-\frac{1}{2}-2\epsilon} Du \|_{F^{r-1}}
$$

and

$$
\| \Lambda^{s-\frac{1}{2}-2\epsilon} v \|_{L^2} \lesssim \| v \|_{H^{r-\frac{1}{2},0}} \| v \|_{H^{r-\frac{1}{2},0}}.
$$
If \( u \) has low frequencies we crudely estimate
\[
\| \Lambda^{\frac{1}{2}+2\varepsilon} u \Lambda^s \|_{H^{0,-\frac{1}{2} + 2\varepsilon}} \lesssim \| \Lambda^{\frac{1}{2}+2\varepsilon} u \Lambda^{s-\frac{1}{2}-2\varepsilon} v \|_{L^2_t L^2_x} \\
\lesssim \| \Lambda^{\frac{1}{2}+2\varepsilon} u \|_{L^\infty_t L^\infty_x} \| \Lambda^{s-\frac{1}{2}-2\varepsilon} v \|_{L^\infty_t L^\infty_x} \\
\lesssim \| D^{\frac{1}{2}+2\varepsilon} v \|_{L^2_t L^2_x} \| v \|_{H^{0,-\frac{1}{2} + 2\varepsilon}} \\
\lesssim \| Du \|_{L^1_t L^2_x} \| v \|_{H^{0,-\frac{1}{2} + 2\varepsilon}} + \| Du \|_{H^{0,-\frac{1}{2} + 2\varepsilon}}. 
\]

This completes the proof of (31).

**Proof of (32):** A. We start with the estimate for the first part of the \( F^{r-1} \)-norm. It suffices to prove
\[
\| uv \|_{H^{r-1,-\frac{1}{2} + 2\varepsilon}} \lesssim \| u \|_{H^{r,-\frac{1}{2} + 2\varepsilon}} \| v \|_{H^{r-1,-\frac{1}{2} + 2\varepsilon}}.
\]
By the fractional Leibniz rule this reduces to the following estimates:
\[
\begin{align*}
\| uv \|_{H^{r-1,-\frac{1}{2} + 2\varepsilon}} & \lesssim \| u \|_{H^{r,-\frac{1}{2} + 2\varepsilon}} \| v \|_{H^{r-1,-\frac{1}{2} + 2\varepsilon}}, \\
\| uv \|_{H^{r-1,-\frac{1}{2} + 2\varepsilon}} & \lesssim \| u \|_{H^{r,-\frac{1}{2} + 2\varepsilon}} \| v \|_{H^{r-1,-\frac{1}{2} + 2\varepsilon}}.
\end{align*}
\]
(38) (39)

If \( 2s - r > \frac{9}{4} - \frac{1}{2} \) both estimates follow from Prop. 1.4 even with left hand side \( \| uv \|_{H^{0,0}} \).

If \( 2s - r \leq \frac{9}{4} - \frac{1}{2} \) we apply Prop. 1.6 with parameters \( \alpha_1 = s - r + 1 \), \( \alpha_2 = s - 1 \) for (38) and with \( \alpha_1 = s \), \( \alpha_2 = s - r \) for (39), where we used that the left hand side is majorized by \( \| uv \|_{L^1_t L^2_x} \) for any \( 1 \leq q \leq 2 \). We have to show the conditions:

\textbf{(27):} The condition \( \alpha_1 + \alpha_2 = 2s - r = \frac{n}{2} - \frac{1}{4} \) can be fulfilled with some \( 1 \leq q \leq 2 \), if \( \frac{n}{2} - \frac{1}{4} \geq 2s - r > \frac{9}{4} - 1 \). Using our assumptions \( 3s - 2r > \frac{9}{4} - \frac{1}{2} \) and \( r \geq s - \frac{1}{4} \) this holds, because \( 2s - r = (3s - 2r) + (r - s) > \frac{3}{4} - 1 \).

\textbf{(29):} The decisive condition is \( s < \frac{9}{4} + \frac{1}{4} - \frac{1}{4} = \frac{9}{4} + \frac{1}{4} + 4s - 2r - n = 4s - 2r - \frac{9}{4} + \frac{1}{4} \), which is equivalent to our assumption \( 3s - 2r > \frac{9}{4} - \frac{1}{2} \).

B. Next we consider the second part of the \( F^{r-1} \)-norm. It suffices to prove
\[
\| \Lambda^{\frac{1}{2}+2\varepsilon} \partial_s \Lambda^{-2+3\varepsilon} \Lambda^{\frac{1}{2}+\varepsilon} (uv) \|_{L^1_0 [0, T] L^\infty_x} \lesssim \| \Lambda^{\frac{1}{2}+2\varepsilon} u \|_{H^{r,-\frac{1}{2} + 2\varepsilon}} \| \Lambda^{\frac{1}{2}+\varepsilon} v \|_{H^{r-2,-\frac{1}{2} + 2\varepsilon}} .
\]
We use \( \Lambda^2 u \lesssim \Lambda^2 u \) and Cor. 1.5 so that the left hand side is bounded by
\[
\| \partial_s \Lambda^{\frac{1}{2}+\varepsilon} \Lambda^{-2+3\varepsilon} (uv) \|_{L^1_0 [0, T] L^\infty_x} \lesssim \| \partial_s \Lambda^{\frac{1}{2}+3\varepsilon} (uv) \|_{L^1_0 [0, T] L^\infty_x} \\
\lesssim \| \partial_s \Lambda^{\frac{1}{2}+3\varepsilon} (uv) \|_{L^1_0 [0, T] L^2_x},
\]
where we used Cor. 1.2

\textbf{Case a:} In the case of high frequencies of the product \( uv \) it suffices to prove for \( T \leq 1 \):
\[
\| D^{\frac{1}{2}+3\varepsilon} ((\partial_s v) v) \|_{L^1_0 [0, T] L^2_x} + \| D^{\frac{1}{2}+3\varepsilon} (u \partial_s v) \|_{L^1_0 [0, T] L^2_x} \lesssim \| u \|_{H^{r,-\frac{1}{2} + 2\varepsilon}} \| v \|_{H^{r-1,-\frac{1}{2} + 2\varepsilon}} .
\]
The first term is estimated by Hölder in time replacing the \( L^1_t [0, T] L^2_x \)-norm by the \( L^q_t L^2_x \)-norm for an arbitrary \( 1 \leq q \leq 2 \) first and then applying Prop. 1.6 with parameters \( \alpha_1 = \alpha_2 = \frac{n}{2} - \frac{1}{6} + 5\varepsilon \) and \( \beta_0 = \frac{3}{4} - 3 + 8\varepsilon \). We check the necessary conditions:

\textbf{(27):} \( \frac{n}{2} - \alpha_1 - \alpha_2 + \beta_0 = \frac{n}{2} - 2\varepsilon =: \frac{n}{2} \).

\textbf{(28):} \( \beta_0 = \frac{n}{2} - 3 + 8\varepsilon > \frac{n}{2} - \frac{n+1}{2} = \frac{n}{2} - \frac{n+1}{2} \iff n > \frac{n}{2} - 8\varepsilon \), which is true for \( n \geq 4 \).

\textbf{(29):} The estimate \( \frac{n}{2} - \frac{11}{6} + 5\varepsilon < \frac{n}{2} + 1 - 2 = \frac{n}{2} - \frac{5}{6} + 4\varepsilon \) is fulfilled.

For the second term we argue similarly in the case of high frequencies of \( v \), namely
Proof of (33): A.

Case b: If the frequencies of $s > a$. If choosing in Prop. 4.6 the parameters by Prop. 4.5:

$$s_\nu \Lambda^\nu \Lambda + \mu$$

$$n_2 + \nu$$

This completes the proof of (32).

Proof of (34):

The following estimate holds:

$$\|\Lambda^\nu A_{s\nu} (u(\partial_t v))\|_{L^1 L^2} \lesssim \|\Lambda^\nu A_{s\nu} u\|_{L^1 L^2} \|\partial_t v\|_{L^2 L^\infty}$$

$$\lesssim \|\Lambda^\nu A_{s\nu} u\|_{H^{-\frac{1}{2}, +}} + \|\Lambda^\nu v\|_{L^1 H^2}$$

Case b: If the frequencies of $u v$ are low, we easily obtain for arbitrarily large $N$ by Prop. 4.3:

$$\|\partial_{t\nu} \Lambda^\nu A_{s\nu} (u v)\|_{L^1 L^2} \lesssim \|\partial_{t\nu} (u v)\|_{L^1 H^{-\infty}}$$

$$\lesssim \|\Lambda^\nu A_{s\nu} u\|_{L^1 H^{-\infty}} + \|u(\partial_t v)\|_{L^1 H^{-\infty}}$$

$$\lesssim \|D_u u\|_{L^1 H^{-1, +}} + \|v\|_{L^1 H^{-1, +}} + \|u\|_{L^1 H^2} \|D_u v\|_{L^1 H^{-1, +}}$$

$$\lesssim \|D_u + u\|_{H^{-1, +}} + \|\Lambda^\nu v\|_{H^{-\infty, +}}.$$  

This completes the proof of (33).  

It remains to consider the cubic nonlinearities.

Proof of (33): The following estimate holds:

$$\|A_{\mu} A_{\nu} \phi\|_{H^{-1, -1 + 2s}} \lesssim \|DA_{\mu}\|_{H^{-1, +}} \|DA_{\nu}\|_{H^{-1, +}},$$

a. If $s > \frac{3}{2} - \frac{1}{2}$ we apply Prop. 4.3 and Cor. 4.1 twice, where we remark again, that we may replace $D$ by $A$, to obtain

$$\|A_{\mu} A_{\nu} \phi\|_{H^{-1, -1 + 2s}} \lesssim \|D(A_{\mu} A_{\nu})\|_{H^{-2, 0}},$$

$$\lesssim (\|D(A_{\mu})A_{\nu}\|_{H^{-2, 0}} + \|A_{\mu}(D A_{\nu})\|_{H^{-2, 0}})\|\phi\|_{H^{0, +}}$$

$$\lesssim \|D A_{\mu}\|_{H^{-1, -1 + 2s}} \|D A_{\nu}\|_{H^{-1, -1 + 2s}} \|\phi\|_{H^{0, +}}.$$  

b. If $s \leq \frac{3}{2} - \frac{1}{2}$ we obtain similarly

$$\|A_{\mu} A_{\nu} \phi\|_{H^{-1, -1 + 2s}} \lesssim \|D(A_{\mu} A_{\nu})\|_{H^{0, +}},$$

$$\lesssim (\|D(A_{\mu})A_{\nu}\|_{H^{0, +}} + \|A_{\mu}(D A_{\nu})\|_{H^{0, +}})\|\phi\|_{H^{0, +}}$$

$$\lesssim \|D A_{\mu}\|_{H^{-1, -1 + 2s}} \|D A_{\nu}\|_{H^{-1, -1 + 2s}} \|\phi\|_{H^{0, +}}.$$  

For the first step we choose $s_0 = \frac{3}{2} - \frac{1}{2}$, so that $s_0 + s_1 = 1$, whereas for the last step $s_0 = \frac{3}{2} - \frac{1}{2}$, $s_1 = r - 1$, $s_2 = r$, so that $s_0 + s_1 + s_2 = 2r + \frac{1}{2} - \frac{1}{2}$ for $r > \frac{3}{2} - 1$, and $s_1 + s_2 = 2r - 1 > n - 3 \geq 1$.

Proof of (33): A. We start with the first part of the $F^{r-1}$-norm. It suffices to show

$$\|A \phi \psi\|_{H^{r-1, -1 + 2s}} \lesssim \|DA\|_{H^{r-1, +}} \|\phi\|_{H^{r-1, +}} \|\psi\|_{H^{r-1, +}}.$$  

We use Prop. 4.3 and Cor. 4.1 and obtain

$$\|A \phi \psi\|_{H^{r-1, -1 + 2s}} \lesssim \|DA\|_{H^{r-1, +}} \|\phi \psi\|_{H^{r-1, -1 + 2s}}$$

$$\lesssim \|DA\|_{H^{r-1, +}} \|\phi\|_{H^{r-1, +}} \|\psi\|_{H^{r-1, +}}.$$  
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where for the first step \( s_0 = \frac{n}{2} - \frac{3}{4}r \), \( s_1 = r \), \( s_2 = 1 - r \), so that \( s_0 + s_1 + s_2 = \frac{n}{2} - \frac{3}{4}r + 1 + r = 1 \), and for the second step \( s_0 = \frac{n}{2} - \frac{3}{4}r \), \( s_1 = s_2 = s \), so that \( s_0 + s_1 + s_2 = \frac{n}{2} - \frac{3}{4}r + 2s > \frac{n}{2} - \frac{3}{4}r + 1 = s + \frac{1}{2} \) and \( s_1 + s_2 = 2s > n - 2 \geq 2 \) by our assumption \( s > \frac{n}{2} - 1 \).

**B.** Next we estimate the second part of the \( F^r \)-norm. It suffices to prove

\[
\| \Lambda^{-\frac{n}{2} + 2r} \Lambda^{-2 + 3r} \nu \|_{L_t^1 L_x^2} \lesssim \| D_+ u \|_{H_t^{\frac{1}{2} + r}} \| \Lambda v \|_{H_t^{\frac{1}{2} + r}} \| \Lambda v \|_{H_t^{\frac{1}{2} + r}}
\]

We use \( \Lambda^2 u \gtrsim \Lambda^2 u \) and Cor. 4.2 so that the left hand side is bounded by

\[
\| \Lambda^{-\frac{n}{2} + 7r} \nu \|_{L_t^1 L_x^2} \lesssim \| \Lambda^{\frac{n}{2} + 8r} \nu \|_{L_t^1 L_x^2}
\]

1. Let us first consider the case \( n \geq 6 \). By the fractional Leibniz rule we have to consider the following terms (by symmetry in \( v \) and \( w \)).

a. We obtain

\[
\| (\Lambda^{-\frac{n}{2} + 8r} \nu v) w \|_{L_t^1 L_x^2} \lesssim \| \Lambda^{\frac{n}{2} + 8r} \nu v \|_{L_t^1 L_x^2} \| \Lambda^{-\frac{n}{2} + 8r} \nu v \|_{L_t^1 L_x^2} \lesssim \| D_+ u \|_{H_t^{1/2 + r}} \| \Lambda v \|_{H_t^{1/2 + r}} \| \Lambda v \|_{H_t^{1/2 + r}}
\]

where we used Hölder, Sobolev, Prop. 4.1 and the assumptions \( r, s > \frac{n}{2} - 1 \).

b. Similarly we obtain

\[
\| (\nu v w) \|_{L_t^1 L_x^2} \lesssim \| \Lambda^{-\frac{n}{2} + 8r} \nu v \|_{L_t^1 L_x^2} \| \Lambda^{-\frac{n}{2} + 8r} \nu v \|_{L_t^1 L_x^2} \lesssim \| D_+ u \|_{H_t^{1/2 + r}} \| \Lambda v \|_{H_t^{1/2 + r}} \| \Lambda v \|_{H_t^{1/2 + r}}
\]

c. Moreover

\[
\| (\Lambda^{-\frac{n}{2} + 8r} v) (\nu v) w \|_{L_t^1 L_x^2} \lesssim \| \Lambda^{-\frac{n}{2} + 8r} v \|_{L_t^1 L_x^2} \| \Lambda^{-\frac{n}{2} + 8r} v \|_{L_t^1 L_x^2} \lesssim \| D_+ u \|_{H_t^{1/2 + r}} \| \Lambda v \|_{H_t^{1/2 + r}} \| \Lambda v \|_{H_t^{1/2 + r}}
\]

d. Next we obtain

\[
\| u (\Lambda^{-\frac{n}{2} + 8r} \nu v) w \|_{L_t^1 L_x^2} \lesssim \| u \|_{L_t^1 L_x^2} \| \Lambda^{-\frac{n}{2} + 8r} \nu v \|_{L_t^1 L_x^2} \| \Lambda^{-\frac{n}{2} + 8r} \nu v \|_{L_t^1 L_x^2} \lesssim \| D_+ u \|_{H_t^{1/2 + r}} \| \Lambda v \|_{H_t^{1/2 + r}} \| \Lambda v \|_{H_t^{1/2 + r}}
\]

e. Finally

\[
\| u (\nu v w) \|_{L_t^1 L_x^2} \lesssim \| u \|_{L_t^1 L_x^2} \| \Lambda^{-\frac{n}{2} + 8r} v \|_{L_t^1 L_x^2} \| \Lambda^{-\frac{n}{2} + 8r} v \|_{L_t^1 L_x^2} \lesssim \| u \|_{H_t^{1/2 + r}} \| D_+ u \|_{H_t^{1/2 + r}} \| \Lambda v \|_{H_t^{1/2 + r}} \| \Lambda v \|_{H_t^{1/2 + r}}
\]

2. Now we consider the case \( 4 \leq n \leq 5 \). We have to estimate

\[
\| \Lambda^{-\frac{n}{2} + 8r} \nu v (uvw) \|_{L_t^1 L_x^2} \lesssim \| \nu v (uvw) \|_{L_t^1 L_x^2}
\]
where we used Sobolev. By symmetry in \(v\) and \(w\) we only have to estimate the following two terms. By Sobolev and Strichartz we obtain
\[
\left\| (\partial_\mu u)v \right\|_{L^1_t L^\infty_x} \lesssim \left\| \partial_\mu u \right\|_{L^\infty_t L^\infty_x} \left\| v \right\|_{L^6_t L^\infty_x} \left\| w \right\|_{L^6_t L^2_x} \\
\lesssim \left\| D_+ u \right\|_{L^6_t H^{\frac{1}{2}+}} \left\| v \right\|_{H^{\frac{1}{2}+}} \left\| w \right\|_{H^{\frac{1}{2}+}} \\
\lesssim \left\| D_+ u \right\|_{H^{-1} +} \left\| v \right\|_{H^{\frac{1}{2}+}} \left\| w \right\|_{H^{\frac{1}{2}+}},
\]
and
\[
\left\| u(\partial_\mu v)w \right\|_{L^1_t L^\infty_x} \lesssim \left\| u \right\|_{L^6_t L^2_x} \left\| \partial_\mu v \right\|_{L^\infty_t L^\infty_x} \left\| w \right\|_{L^6_t L^2_x} \\
\lesssim \left\| D_+ u \right\|_{H^{-1} +} \left\| \Lambda + v \right\|_{H^{\frac{1}{2}+}} \left\| w \right\|_{H^{\frac{1}{2}+}},
\]
where we remark that Prop. 4.1 remains applicable for homogeneous spaces \(H^{s,b}\) instead of \(H^{s,b}\).

The proof of Theorem 3.1 is now complete.

6. PROOF OF THEOREM 1.1

Let \((A, \phi)\) be the solution of (24), (25) given by Theorem 3.1. Then it is also a solution of (16), (17) provided the Lorenz condition \(\partial^\mu A_\mu = 0\) is satisfied (cf. the remark after Theorem 3.1), what we now prove. We define
\[
u := \partial^\mu A_\mu = -\partial_t A_0 + \partial^j A_j.
\]
By (24) and (25) we obtain
\[
\Box u = -\partial_t \Box A_0 + \partial^j \Box A_j \\
= \partial_t (Im(\phi \partial_t \phi) + A_0 |\phi|^2) - \partial^j (Im(\phi \partial_j \phi) - A_j |\phi|^2) \\
= Im(\phi \partial_t^2 \phi) - Im(\phi \overline{\partial_t \phi}) - \partial^j (A_\mu |\phi|^2) \\
= Im(\phi \Box \phi) - \partial^\mu (A_\mu |\phi|^2) \\
= Im(\phi \overline{M(A, \phi)}) - \partial^\mu (A_\mu |\phi|^2)
= : R(A, \phi)
\]
By (25) we have
\[
\overline{M}(A, \phi) = -2i(A_0 \partial_\phi + D^{-2} \nabla \partial_\phi A_0 \cdot \nabla \phi - A^\mu \cdot \nabla \phi) + A_\mu A^\mu \phi + m^2 \phi.
\]
Now by the definition of \(A^\mu \cdot \nabla \phi\)
\[
A^\mu \cdot \nabla \phi = R^k (R_J A_k - R_k A_J) \partial^\mu \phi = D^{-2} \partial^k (\partial_\mu A_k - \partial_k A_\mu) \partial^\mu \phi \\
= D^{-2} \nabla (\partial^k A_k) \cdot \nabla \phi + A_\mu \partial^\mu \phi
\]
and by the definition of \(u\)
\[
D^{-2} \nabla \partial_\mu A_0 \cdot \nabla \phi = D^{-2} \nabla (\partial^\mu A_j - u) \cdot \nabla \phi,
\]
so that we obtain
\[
\overline{M}(A, \phi) = -2i(A_0 \partial_\phi - D^{-2} \nabla u \cdot \nabla \phi - A_j \partial^\mu \phi) + A_\mu A^\mu \phi + m^2 \phi \\
= 2i(A_\mu \partial^\mu \phi + D^{-2} \nabla u \cdot \nabla \phi) + A_\mu A^\mu \phi + m^2 \phi,
\]
which implies
\[
R(A, \phi) = Im(-2i(A_\mu \partial^\mu \phi + D^{-2} \nabla u \cdot \nabla \phi) + A_\mu \partial^\mu (|\phi|^2) + |\phi|^2 u + m^2 \phi \\
= 2Re(-\phi A_\mu \partial^\mu \phi - 2Re(\phi D^{-2} \nabla u \cdot \nabla \phi) + 2Re(A_\mu \phi \partial^\mu \phi) + |\phi|^2 u + m^2 \phi \\
= -2Re(\phi \overline{\phi}) \cdot D^{-2} \nabla u + |\phi|^2 u + m^2 \phi,
\]
so that \( u \) fulfills the linear equation
\[
\square u = -2 \text{Re}(\phi \nabla^2 \phi) \cdot D^{-2} \nabla u + |\phi|^2 u + m^2 \phi.
\]
The data of \( u \) fulfill by \([10]\) and \([12]\):
\[
u(0) = - \partial_t A_0(0) + \partial^i A_j(0) = - \dot{a}_{00} + \partial^i a_{0j} = 0
\]
and, using that \( A \) is a solution of \([10]\) and also \([15]\):
\[
\partial_t u(0) = - \partial_t^2 A_0(0) + \partial_t \partial^i A_j(0) = - \partial^i \partial_j A_0(0) - j_{0t=0} + \partial_t \partial^i A_j(0) \\
= - \partial^i (\partial_j A_0(0) - \partial_t A_j(0)) - j_{0t=0} = \partial^i F_{0j}(0) - j_{0t=0} \\
= \text{Im}(\phi \partial_t \phi_j) - j_{0t=0} = j_{0t=0} - j_{0t=0} = 0.
\]
By uniqueness this implies \( u = 0 \). Thus the Lorenz condition \( \partial^0 A_0 = 0 \) is satisfied. Under the Lorenz condition however we know that \((A, \phi)\) also fulfills \([10], [17]\). This system is equivalent to \([11], [2]\), where \( F_{\mu
u}:= \partial_\mu A_\nu - \partial_\nu A_\mu \), so that we also have that \( F_{k0} \) and \( F_{kt} \) satisfy \([20]\) and \([21]\), respectively.

What remains to be shown is the following property of the electromagnetic field \( F_{\mu
u} \):
\[
F_{\mu
u} \in \mathcal{G}^{s-1}_{T}.
\]
Using well-known results for Bourgain type spaces \([12], \text{Thm. 5.4 and Prop. 5.6}\) this is reduced to:
\[
F_{\mu
u}(0) \in H^{s-1} \\
\partial_t F_{\mu
u}(0) \in H^{s-2} \quad \text{and} \\
\Lambda_+^{-1} \Lambda_-^{-1} F_{\mu
u} \in \mathcal{G}^{s-1}_{T},
\]
where \( \Box F_{\mu
u} \) is given by \([20]\) and \([21]\).

Thus we have to prove the following estimates:
\[
\|\Lambda_+^{-1} \Lambda_-^{-1} Q(u, v)\|_{\mathcal{G}^{s-1}} \lesssim \|u\|_{\mathcal{G}^{s}} \|v\|_{\mathcal{G}^{s}}, \tag{43}
\]
\[
\|\Lambda_+^{-1} \Lambda_-^{-1} D_+ (Awv)\|_{\mathcal{G}^{s-1}} \lesssim \|D_+ A\|_{\mathcal{F}^{-1}} \|u\|_{\mathcal{G}^{s}} \|v\|_{\mathcal{G}^{s}}, \tag{44}
\]
where \( Q = Q_{0n} \) or \( Q = Q_{00} \).

**Proof of \([43]\):** We use \([23]\), where by symmetry we only have to consider the first three terms.
\[
\|\Lambda_+^{-1} \Lambda_-^{-1} \epsilon^+ \Lambda_+ (uv)\|_{H^{s-2, \frac{n}{2}+\delta}} \lesssim \|\Lambda_+^{\frac{n}{2}+2\epsilon} u\|_{H^{s-1, \frac{n}{2}+\delta}} \|v\|_{H^{s-1, \frac{n}{2}+\delta}}, \tag{45}
\]
\[
\|\Lambda_+^{-1} \Lambda_-^{-1} \epsilon_- \Lambda_+ (uv)\|_{H^{s-2, \frac{n}{2}+\delta}} \lesssim \|\Lambda_+^{\frac{n}{2}+2\epsilon} u\|_{H^{s-1, \frac{n}{2}+\delta}} \|v\|_{H^{s-1, \frac{n}{2}+\delta}}, \tag{46}
\]
\[
\|\Lambda_+^{-1} \Lambda_-^{-1} \epsilon_n \Lambda_+ (uv)\|_{H^{s-2, \frac{n}{2}+\delta}} \lesssim \|\Lambda_+^{\frac{n}{2}+2\epsilon} u\|_{H^{s-1, \frac{n}{2}+\delta}} \|v\|_{H^{s-1, \frac{n}{2}+\delta}}. \tag{47}
\]
\([15]\) reduces to
\[
\|uv\|_{H^{s-2, 0}} \lesssim \|u\|_{H^{s-2, \frac{n}{2}+\delta}} \|v\|_{H^{s-1, \frac{n}{2}+\delta}}.
\]
We apply Prop. \([43]\) with parameters \( s_0 = 2 - \frac{s}{2}, s_1 = s - \frac{1}{2} - 2\epsilon, s_2 = s - 1 \), so that \( s_0 + s_1 + s_2 = s + \frac{n}{2} - 2\epsilon > \frac{n}{2} - \frac{1}{2} \) and \( s_1 + s_2 = 2s - \frac{1}{2} - 2\epsilon > n - \frac{n}{2} \geq \frac{1}{2} \) for \( n \geq 4 \) under our assumption \( s > \frac{n}{2} - 1 \).

\([10]\) reduces to
\[
\|uv\|_{H^{s-2, \frac{n}{2}+2\epsilon}} \lesssim \|u\|_{H^{s-2, \frac{n}{2}+2\epsilon}} \|v\|_{H^{s-1, \frac{n}{2}+\delta}}.
\]
We apply Cor. 4.1 with parameters $s_1 = 2 - s$, $s_0 = s - \frac{1}{2} - 2\epsilon$, $s_2 = s - 1$, so that $s_1 + s_2 = 1$.

(17) reduces to

$$\|uv\|_{H^{r-\frac{1}{2}+2k}} \lesssim \|u\|_{H^{r-\frac{1}{2}+2k}}, \|v\|_{H^{r-\frac{1}{2}+2k}}.$$  

We again apply Cor. 4.1 with parameters $s_1 = 2 - s$, $s_2 = s - \frac{1}{2} - 2\epsilon$, $s_0 = s - 1$, so that $s_1 + s_2 = 2 - 2\epsilon$.

**Proof of (44):** It suffices to prove

$$\|Auv\|_{H^{r-1,-\frac{1}{2}+2k}} \lesssim \|DA\|_{H^{r-1,-\frac{1}{2}+2k}}, \|u\|_{H^{r,-\frac{1}{2}+2k}}, \|v\|_{H^{r,-\frac{1}{2}+2k}}.$$  

We may replace $D$ by $\Lambda$ and use Cor. 4.1, which gives

$$\|A\phi\psi\|_{H^{r-1,-\frac{1}{2}+2k}} \lesssim \|A\|_{H^{r,-\frac{1}{2}+2k}}, \|\phi\psi\|_{H^{r,-\frac{1}{2}+2k}} \lesssim \|A\|_{H^{r,-\frac{1}{2}+2k}}, \|\phi\|_{H^{r,-\frac{1}{2}+2k}}, \|\psi\|_{H^{r,-\frac{1}{2}+2k}}$$  

with parameters $s_0 = s - \frac{1}{2}$, $s_1 = r$, $s_2 = 1 - s$ for the first estimate, so that $s_0 + s_1 + s_2 = r + \frac{1}{2} > \frac{3}{2}$ and $s_0 + s_1 + s_2 + s_1 + s_2 = 2r - s + \frac{1}{2} > \frac{3}{2}$, because we assume $r > \frac{s}{2} - 1$ and $2r - s > \frac{s}{2}$. For the second estimate choose $s_0 = \frac{1}{2} - s$, $s_1 = s_2 = s$, so that $s_0 + s_1 + s_2 = s + \frac{1}{2} > \frac{s}{2}$ and $s_1 + s_2 = 2s > \frac{s}{2}$.

It remains to prove (40) and (41). The property (40) is given by (8). Next we prove (41). By (11) we have

$$\partial_t F_{0k,r=0} = -\partial_t F_{k0,r=0} = -\partial_t F_{kl,r=0} + j_{k,r=0}.$$  

By (8) we have $\partial^r F_{kl,r=0} \in H^{s-2}$. It remains to prove

$$j_{k,r=0} = I m(\phi_0 \overline{\partial_k \phi_0}) + |\phi_0|^2 a_{0k} \in H^{s-2}.$$  

First we obtain

$$\|\phi_0 \overline{\partial_k \phi_0}\|_{H^{-2}} \lesssim \|\phi_0\|_{H^r} \|\partial_k \phi_0\|_{H^{r-1}} < \infty$$  

by Prop. 4.5 because $s > \frac{3}{2} - 1$.

Concerning the term $|\phi_0|^2 a_{0k}$ we prove

**Claim:**

$$\|\phi_0|^2 a_{0k}\|_{H^{r-2}} \lesssim \|\phi_0\|^2_{H^r} \|D a_{0k}\|_{H^{r-1}}$$

**Proof.** If $r \leq \frac{s}{2}$ we obtain by Prop. 4.5:

$$\|\phi_0|^2 a_{0k}\|_{H^{r-2}} \lesssim \|\phi_0\|^2_{H^r} \|a_{0k}\|_{H^r} \lesssim \|\phi_0\|^2_{H^r} \|a_{0k}\|_{H^r},$$  

where the first estimate directly follows from Prop. 4.5 and the last estimate requires $s \geq \frac{3}{2} - 2 + s - r + 1$ and $-\frac{1}{2} + 2 - s + r + 2s > \frac{s}{2}$, which hold by the assumptions $s, r > \frac{s}{2} - 1$. In the case $r > \frac{s}{2}$ we obtain by Prop. 4.5

$$\|\phi_0|^2 a_{0k}\|_{H^{r-2}} \lesssim \|\phi_0\|^2_{H^r} \|a_{0k}\|_{H^r} \lesssim \|\phi_0\|^2_{H^r} \|a_{0k}\|_{H^r},$$

assuming $s > \frac{s}{2} - 1$.  

In the case of high frequencies $\geq 1$ of $a_{0k}$ this is enough for our claim to hold. Otherwise we have equivalent frequencies of $|\phi_0|^2 a_{0k}$ and $|\phi_0|^2$, so that we obtain:

$$\|\phi_0|^2 a_{0k}\|_{H^{r-2}} \lesssim \|A^s - 2(|\phi_0|^2) a_{0k}\|_{L^2} \lesssim \|A^s - 2(|\phi_0|^2)\|_{L^2} \|a_{0k}\|_{L^\infty} \lesssim \|\phi_0|^2\|_{H^{r-2}} \|D a_{0k}\|_{H^{r-1}} \lesssim \|\phi_0\|^2_{H^r} \|D a_{0k}\|_{H^{r-1}},$$  

which completes the proof.

Moreover

$$\partial_t F_{jk} = \partial_j (\partial_j A_k - \partial_k A_j) = \partial_j (\partial_k A_0 + F_{0k}) - \partial_k (\partial_j A_0 + F_{0j}) = \partial_j F_{0k} - \partial_k F_{0j},$$
so that by (8) we obtain

\[ \partial_t F_{jk} \big|_{t=0} = \partial_j F_{0k} \big|_{t=0} - \partial_k F_{0j} \big|_{t=0} \in H^{s-2}. \]

The proof of Theorem 1.1 is now complete.
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