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Abstract—Autonomously retracing a manually-taught path is desirable for many applications, and Teach and Repeat (T&R) algorithms present an approach that is suitable for long-range autonomy. In this paper, ultra-wideband (UWB) ranging-based T&R is proposed for vehicles with limited resources. By fixing single UWB transceivers at far-apart unknown locations in an indoor environment, a robot with 3 UWB transceivers builds a locally consistent map during the teach pass by fusing the range measurements under a custom ranging protocol with an on-board IMU and height measurements. The robot then uses information from the teach pass to retrace the same trajectory autonomously. The proposed ranging protocol and T&R algorithm are validated in simulation, where it is shown that the robot can successfully retrace the taught trajectory with sub-metre tracking error.

I. INTRODUCTION

Autonomy for navigation in GPS-denied environments has seen significant advancements in recent years due to increased focus from the robotics community. The research efforts are backed by increased emphasis in developing reliable and real-time solutions to address real-world problems, such as warehouse operations or indoor inspections. In order to facilitate scalability of navigation systems for long-range autonomy and multi-robot applications, computational and financial costs must be reduced. This motivated the recent surge in using UWB signals as an alternative to demanding exteroceptive sensors such as stereo cameras and LIDAR scanners.

UWB signals are used in robotic applications to measure the distance or range between two UWB transceivers [1]. The range measurement is most commonly computed from the time-of-flight (ToF) of signals transmitted from one transceiver and received at another. UWB-based positioning typically involves having a few static transceivers, or anchors, at fixed known locations communicating with one or more mobile transceivers, or tags, in order to obtain range measurements between them. This then allows positioning of the robot through trilateration or filtering [2–4].

Alternatively, to overcome the need for a fixed infrastructure, the most common approach for indoor navigation is simultaneous localization and mapping (SLAM). Most SLAM algorithms are vision-based [5], [6] or LIDAR-based [7], which requires computationally-heavy processing and large storage to process and store images or point clouds. Additionally, SLAM is oftentimes restricted to small areas, as global map consistency is only achieved through complex data association and loop closure algorithms that are difficult for larger maps and not always possible [8]. Range-based SLAM has also been proposed mainly for fixed infrastructure [9], [10], while [11] proposes dropping beacons from a quadcopter and utilizing the associated range measurements in a SLAM framework.

A more recent approach to overcome the pitfalls of SLAM is T&R, where a robot learns a locally consistent map of the environment during a teach pass, and then retraces the trajectory it took during a repeat pass using the learnt map [12]. As long as a robot behaves the same way every time relative to its local features, the robot is able to retrace the same trajectory [12], [13]. This has been studied using stereo cameras [12] and LIDAR [14] on ground vehicles, and also with monocular cameras [15] and aerial vehicles [16]. As with all vision-based algorithms, difficulties arise when the environment changes due to weather or other external factors. This requires relying on colour-constant imaging [17], using multiple experiences simultaneously [18], and/or deep learning approaches for image association and localization [19], [20].

The contributions of this paper are threefold and revolve around combining the advantages of using a T&R framework with those of using UWB-based range measurements for localization. Firstly, a ranging protocol is proposed to allow a 3-tag agent to synchronize the clocks of its tags and receive 3 range measurements from a fixed anchor with only one two-way ranging (TWR) transaction. This therefore allows
necessary additional information for localization [21] without compromising the frequency in which range measurements are recorded. Secondly, a novel UWB-based T&R framework is presented for a vehicle moving in an environment with spaced-out fixed anchors at unknown locations over a large area. The robot also utilizes an inertial measurement unit (IMU) and height measurements. As is standard with T&R, the robot is manually controlled over a trajectory that is then autonomously retraced. Lastly, the presented framework is tested in simulation using the environment shown in Figure 1 and is shown to achieve sub-metre tracking performance.

The rest of this paper is structured as follows. The notation is summarized and the problem is formulated in Section II. The proposed teach and repeat passes are covered in Sections III and IV respectively. The results are then discussed in Section VI and some concluding remarks are given in Section VII.

II. Problem Formulation

A. Notation

Anchor $i$ is located at point $a_i$, and the set of all static anchors is denoted $A$. Tag $i$ on the robot is located at point $p_i$, and the IMU at point $z$, as shown in Figure 1. The subscript $k$ is used throughout the text to denote the $k^{th}$ time-step, while a subscript $i \ast j$ denotes all the variables at time-steps $k \in \{i, \ldots, i+j\}$. Meanwhile, $K$ is used to denote the total number of time-steps in each of the teach and repeat passes. When applicable, the subscript $0 : K$ is omitted for conciseness when addressing the full trajectory. The superscripts $t, r, n$ and $i$ are used to allocate variables to the teach pass, the repeat pass, and the initialization phase of the repeat pass, respectively.

The reference frames used in this text are shown in Figure 1. A local reference frame, the world frame, is denoted $F_w$, while the body-fixed reference frame is denoted $F_b$ at time-step $k$. The map frame $F_m$ is fixed to the body frame at $k = 0$ (i.e., $F_m = F_b$), and differs from $F_w$ only through a rotation about the $z$-axis and a translation about the $x$- and $y$-axes.

The position of a point $i$ relative to another point $j$ resolved in the frame $F_q$ in $\mathbb{R}^3$ is denoted with $r_q^{ij}$. The corresponding velocity with respect to frame $F_q$ is denoted with $v_q^{ij}$. The rotation vector $\phi_{eq}$ is associated with the direction cosine matrix (DCM) $C_{eq} \in SO(3)$, representing the rotation from $F_q$ to $F_l$. Meanwhile, $\hat{r}_q^{ij}$ is used to represent a position in $\mathbb{R}^2$, and the heading $\theta_{eq}$ is associated with the DCM $C_{eq} \in SO(2)$.

The estimate or posterior mean of a random variable is denoted with $\hat{\cdot}$, while a prior or prediction without measurement correction is denoted with $\cdot$. Meanwhile, $(\cdot)^\dagger$ denotes the skew-symmetric cross-product matrix operator in $\mathbb{R}^3$, and $\| \cdot \|_2 = (\cdot)^T \Sigma^{-1} (\cdot)$ denotes the weighted Euclidean norm. Lastly, $\mathbf{w} \sim \mathcal{N} (0, \mathbf{Q})$ and $\nu \sim \mathcal{N} (0, \mathbf{R})$ represent process and measurement Gaussian white noise, respectively. The random variables and their covariance matrices always share the same subscripts and superscripts (e.g., $w_{b \text{acc}}^{t, 0, i} \sim \mathcal{N} (0, Q_{b \text{acc}}^{t, 0, i})$).

B. Overview

Consider a robot in an environment with $n$ spaced-out and fixed UWB anchors at unknown locations $r_{w i}^{a i}, i \in \{1, \ldots, n\}$, as shown in Figure 1. Initially, the robot is manually driven on a trajectory denoted $\pi^t$ that has approximately the same starting and ending point on a flat ground. As the robot moves, it records measurements from an IMU, a height sensor, and range measurements with any anchor that lies within communication range. The robot is tasked with estimating the trajectory it is following such that it can be autonomously repeated in the future. Additionally, the robot maps the anchors as they are detected by estimating their position. These two tasks consequently fall under what is termed the teach pass, as the robot learns during this process the trajectory it must follow and a map of the environment it encounters, which is just a map of the UWB anchor positions.

Despite having access to only the estimated teach trajectory $\hat{\pi}^t$ and the estimated anchor positions, the robot then attempts to repeat the teach trajectory $\pi^t$ autonomously. This is termed the repeat pass. The robot first estimates its pose relative to the initial pose in the teach pass, since the robot at the end of the teach trajectory does not necessarily land at the same exact position and with the same heading. The repeat pass then involves using a state estimator and a trajectory-tracking controller to retrace the teach trajectory. A summary of the major processing blocks is given in Figure 2.

As is common with SLAM approaches, the robot estimates the trajectory relative to its initial pose. Therefore, at any time-step $k \in \{1, \ldots, K\}$ in the teach or repeat pass, the trajectory states to be estimated are

$$\pi_k = \left[ (r_{m}^{z, o})^T \ (v_{m}^{z, o / w})^T \ (\phi_{b m})^T \right]^T.$$  

In the teach pass, the estimated trajectory is stored alongside the estimated anchor positions, while in the repeat pass the estimated state is input to the controller.

The continuous-time kinematics of the trajectory are

$$\dot{r}_m^{z, o} = v_{m}^{z, o / w},$$

$$\dot{v}_{m}^{z, o / w} = C_{mb} (u_{b \text{acc}}^{\text{acc}} + \beta_b^{\text{acc}} + w_{b \text{acc}}^{\text{acc}}) + g_m,$$

$$C_{mb} = C_{mb} (u_{b \text{gy}}^{\text{gy}} + \beta_b^{\text{gy}} + w_{b \text{gy}}^{\text{gy}}) \times ,$$

where $u_{b \text{acc}}^{\text{acc}}$, $\beta_b^{\text{acc}}$, and $w_{b \text{acc}}^{\text{acc}}$ denote the accelerometer measurement, bias, and Gaussian white noise, respectively, and $u_{b \text{gy}}^{\text{gy}}$, $\beta_b^{\text{gy}}$, and $w_{b \text{gy}}^{\text{gy}}$ denote the gyroscope measurement, bias, and Gaussian white noise, respectively. Meanwhile, $g_m$ is the gravity vector resolved in the map frame. Assuming that the robot lies on a flat ground at the beginning of the teach pass and that $g_w = [0 \ 0 \ -g]$, then $g_m = g_w$. 
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In addition to the trajectory states, bias states must be estimated to correct the IMU measurements, and clock states must be estimated to correct the UWB range measurements. The accelerometer and gyroscope suffer from slowly-changing biases that can significantly degrade the estimation performance if not properly addressed. The evolution of the biases is modelled as a random walk,

$$\dot{\beta}_{b_{b}}^\text{acc} = w_{b_{b}}^\text{acc}, \quad \dot{\beta}_{b_{b}}^\text{gyr} = w_{b_{b}}^\text{gyr}. \quad (5)$$

Meanwhile, the communicating UWB tags rely on ToF measurements to calculate distance, but suffer from having unsynchronized clocks. To overcome this issue, this work proposes a TWR procedure between Tag 1 on the agent and the relevant anchor. Meanwhile, Tags 2 and 3 “eavesdrop” on the transmitted TWR messages, as further discussed in Section III. Therefore, Tags 2 and 3 must estimate their clock offset and skew, the time rate of change of the clock offset, relative to Tag 1, denoted by $\tau_{k,2}^{p_{1}p_{1}}$ and $\dot{\tau}_{k,2}^{p_{1}p_{1}}$, respectively for $i \in \{2, 3\}$. The process model of the clock states is modelled as

$$\dot{\tau}_{k,2}^{p_{1}p_{1}} = \gamma_{k,2}^{p_{1}p_{1}} + \nu_{k}^{p_{1}p_{1}}, \quad \ddot{\tau}_{k,2}^{p_{1}p_{1}} = \nu_{k}^{p_{1}p_{1}}. \quad (6)$$

Both the biases and clock states are estimated during the teach pass and the repeat pass, but neither are recorded as part of the trajectory or fed into the controller. The sole purpose of estimating these states is to correct the IMU and range measurements to mitigate their effect on the performance of the estimators. The state being estimated at time-step $k$ is then

$$x_{k} = \left[ \begin{array}{c} \pi_{k}^T \left( \beta_{k}^\text{acc} \right)^T \left( \beta_{k}^\text{gyr} \right)^T \left( x_{k}^\text{UWB} \right)^T \end{array} \right]^T,$$

where $x_{k}^\text{UWB} = [\gamma_{k}^{p_{2}p_{1}}, \rho_{k}^{p_{2}p_{1}}, \gamma_{k}^{p_{3}p_{1}}, \rho_{k}^{p_{3}p_{1}}]^T$. In order to estimate $x_{k}$, two exteroceptive sensors are available. Firstly, height measurements are modelled as

$$y_{k}^{\text{height}} = \left[ \begin{array}{c} 0 \quad 0 \quad 1 \end{array} \right] r_{k}^{z_{a_{o}}} + \nu_{k}^{\text{height}}. \quad (7)$$

Range measurements and the ranging protocol associated with the UWB tags are discussed in Section III.

### III. RANGING PROTOCOL

In order to ensure observability of the anchor positions relative to the robot, three tags are placed on the robot [11]. When Anchor $i$ is within communication range with the robot, the proposed ranging protocol is shown in Figure 3. This involves Tag 1 performing TWR with Anchor $i$, while Tags 2 and 3 listen in on all signals. Therefore, the 8 recorded timestamps can be modelled as a function of the distances and clock offsets between the tags and the anchors. The timestamps for Tag 1 and Anchor $i$ are

$$\begin{align*}
\rho_{k,1}^{1,T} &= t_{k} - \Delta t, \quad \alpha_{k,1}^{i,T} = \alpha_{k,1}^{i,R} + \Delta t, \quad (8) \\
\dot{\alpha}_{k,1}^{i,R} &= \dot{\rho}_{k,1}^{1,T} - \frac{1}{c} \| r_{m}^{z_{a_{o}}} - r_{k}^{z_{a_{o}}} + C_{mb_{b}} \rho_{k}^{p_{1}z} \| - \tau_{k,1}^{p_{1}a_{i}} + \nu_{k,1}^{R}, \quad (9) \\
\rho_{k,2}^{1,R} &= \alpha_{k,2}^{i,R} + \frac{1}{c} \| r_{m}^{z_{a_{o}}} - r_{k}^{z_{a_{o}}} + C_{mb_{b}} \rho_{k}^{p_{2}z} \| + \tau_{k,2}^{p_{1}a_{i}} + \nu_{k,2}^{R}. \quad (10)
\end{align*}$$

where $t_{k}$ is the timestamp in the robot’s clock at the beginning of the ranging at time-step $k$, $r_{k}^{p_{1}z}$ is known, and $c$ is the speed of light. Meanwhile, timestamps for Tag $j \in \{2, 3\}$ are

$$\begin{align*}
\rho_{k,j}^{j,R} &= \rho_{k,j}^{1,T} + \frac{1}{c} \| r_{m}^{z_{a_{o}}} - r_{k}^{z_{a_{o}}} + C_{mb_{b}} \rho_{k}^{p_{j}z} \| + \tau_{k,j}^{p_{1}a_{i}} + \nu_{k,j}^{R}, \quad (11) \\
\dot{\rho}_{k,j}^{j,R} &= \dot{\rho}_{k,j}^{1,T} - \frac{1}{c} \| r_{k}^{z_{a_{o}}} - \rho_{k,j}^{p_{j}a_{i}} + C_{mb_{b}} \rho_{k}^{p_{j}z} \| + \tau_{k,j}^{p_{1}a_{i}} + \nu_{k,j}^{R}. \quad (12)
\end{align*}$$

Using relevant timestamps, a ToF measurement computed as

$$\begin{align*}
\epsilon_{k}^{p_{1}a_{i}} &= \frac{1}{2} \left( (\alpha_{k,1}^{i,R} - \rho_{k,j}^{1,T}) + (\rho_{k,j}^{1,R} - \alpha_{k,2}^{i,R}) \right) \quad (13)
\end{align*}$$

is standard in TWR and is of this form so that the clock offset between the anchor and the tag cancels out. In addition, the following ToF measurements are proposed for Tag $j \in \{2, 3\}$,

$$\begin{align*}
\epsilon_{k}^{p_{1}p_{1}} &= \rho_{k,j}^{1,R} - \rho_{k,j}^{1,T}, \quad (14) \\
\epsilon_{k}^{p_{j}p_{1}} &= \rho_{k,j}^{1,R} - \rho_{k,j}^{1,T}, \quad (15)
\end{align*}$$

where clock offsets with the anchors have also been cancelled. Lastly, the range measurement model can then be derived by substituting Eqs. (8)-(12) into Eqs. (13)-(15). This gives 2 anchor-independent ToF measurements

$$\begin{align*}
y_{k}^{p_{j}p_{1}} &= \frac{1}{c} \| r_{m}^{z_{a_{o}}} - r_{k}^{z_{a_{o}}} \| + \tau_{k,j}^{p_{1}p_{1}} + \nu_{k,j}^{j,R}. \quad (16)
\end{align*}$$

and 3 anchor-dependent ToF measurements

$$\begin{align*}
y_{k}^{p_{1}a_{i}} &= \frac{1}{c} \| r_{m}^{z_{a_{o}}} - r_{k}^{z_{a_{o}}} + C_{mb_{b}} \rho_{k}^{p_{j}z} \| + \frac{1}{2} \tau_{k,j}^{1,R} + \frac{1}{2} \nu_{k,j}^{1,R}, \quad (17) \\
y_{k}^{p_{j}a_{i}} &= \frac{1}{c} \| r_{m}^{z_{a_{o}}} - r_{k}^{z_{a_{o}}} + C_{mb_{b}} \rho_{k}^{p_{j}z} \| + \tau_{k,j}^{p_{1}p_{1}} + \nu_{k,j}^{j,R} + \frac{1}{2} \tau_{k,j}^{1,R} - \frac{1}{2} \nu_{k,j}^{1,R}, \quad (18)
\end{align*}$$

for $j \in \{2, 3\}$. Note that clock offsets with the anchors are cancelled out, and therefore none of the ToF measurements are dependent on these clock offsets. In fact, the only clock offsets that must be considered are directly measured by (16), since the distance between tags on the robot is known. It is also important to point out that the modelled range measurements share noise random variables, and are thus correlated.
Given that the position of the anchors is unknown, the anchors must be localized when encountered in the teach pass. Characteristic of T&R algorithms is the lack of loop closure enforcements. When the robot encounters an anchor \( i \in A \) for the first time, it estimates and stores in memory the anchor position. However, when the robot encounters the same anchor again in the future, the previously estimated position is not used, as this constitutes a loop closure that requires correcting all the states estimated between the two instances where the same anchor is detected. In a T&R scenario, the robot disregards the fact that this anchor was previously encountered and re-localizes the anchor position, since global consistency of the map is not necessary.

The robot tracks the sequence of initialized anchors and each anchor’s ID and estimated position. Letting the \( \ell \)th encountered anchor be Anchor \( i \), the initialization result is encoded in an ordered triple \((\hat{r}_{m}^{i}, i, \ell)\). The estimated anchor map is then represented as a set of ordered triples
\[
\mathcal{M} = \{(\hat{r}_{m}^{i}, i, \ell) | \hat{r}_{m}^{i} \in \mathbb{R}^3, i \in A, \ell \in \mathbb{N}^+\}.
\]

During the teach pass, the robot keeps track of the set of currently active anchors \( C \subset A \), the anchors that lie within communication range of the robot. This allows the robot to use recently-localized anchors to correct its state estimate. When an active Anchor \( i \) is no longer within communication range, Anchor \( i \) is dropped from the set of active anchors such that when Anchor \( i \) is detected again, it is re-initialized. The teach pass sequence tracker is summarized in Algorithm 1.

**Algorithm 1** Teach pass anchor sequence tracker. \( id \) is the ID of the communicating anchor, \( C \) is the current set of active anchors, and \( \mathcal{M} \) is the anchor map. For all elements \((r, i, \ell) \in \mathcal{M}\), the term “most recent” corresponds to the element with the highest \( \ell \) among the elements with \( i = id \).

```plaintext
1: function TEACHSEQUENCETRACKER(anchor, C, M)
2: if anchor ∈ C then
3:   \( \hat{r}_{m}^{i} = \) GETMOSTRECENTPOSITION(anchor, M)
4: else
5:   \( \hat{r}_{m}^{i} = \) INITIALIZEANCHOR(anchor)
6:   \( n_M = \) number of elements in \( M \)
7:   \( M = M \cup \{\hat{r}_{m}^{i}, anchor, n_M + 1\} \)
8:   \( C = C \cup \{anchor\} \)
9: for \( j \in C \) do
10:   if \( j \) no longer within communication range then
11:     \( C = C \setminus \{j\} \)
12: return \( \hat{r}_{m}^{i}, C, M \)
```

A. Anchor Localization

Assume at time-step \( k \) Anchor \( i \not\in C_k \) is detected as the \( \ell \)th component of the sequence of detected anchors. In order to localize the anchor, an optimization problem is formulated using the predicted state \( \hat{x}_{k|k}^{i} \), its uncertainty \( \hat{P}_{k|k}^{i} \), and the interoceptive and exteroceptive measurements recorded over a short time window from \( k \) to \( k + \lambda \). The goal is to solve for the anchor position \( \hat{r}_{m}^{i} \) to add to the anchor map and the state estimates \( \hat{x}_{k:k+\lambda}^{i} \) to add \( \hat{P}_{k:k+\lambda}^{i} \) to the estimated teach pose trajectory.

To formulate a discrete-time optimization problem over the states, the process models (13)–(16) are concatenated and discretized to yield a system process model of the form
\[
x_{k+1}^{i} = f_k(\hat{x}_{k}^{i}, u_k^{i}, w_k^{i}),
\]
where \( u_k^{i} \) represents the interoceptive measurements. Similarly, the height measurements (7) and range measurements (17)–(18) at time-step \( k \) are concatenated and represented using the discrete-time measurement model
\[
y_{k}^{i} = g_k(\hat{x}_{k}^{i}, r_{m}^{0}, \nu_{k}^{i}), i \in C_k.
\]

The optimization problem is then formulated as a standard discrete-time batch problem with Gaussian errors, thus the maximum a posteriori (MAP) estimate is the solution to
\[
(\hat{x}_{k:k+\lambda}^{i}, \hat{P}_{k:k+\lambda}^{i}) = \arg\min_{(x_{k:k+\lambda}^{i}, P_{k:k+\lambda}^{i})}
\| x_{k}^{i} - \hat{x}_{k}^{i} \|_{P_{k}^{i}}^{2} + \sum_{j=k}^{k+\lambda} \| y_{j}^{i} - g_{j}(x_{j}^{i}, r_{m}^{0}, 0) \|_{R_{j}}^{2}
+ \sum_{j=k}^{k+\lambda} \| x_{j+1}^{i} - f_{j}(x_{j}^{i}, u_{j}^{i}, 0) \|_{Q_{j}}^{2} + R_{h}^{-1}(h[0\ 0\ 1]r_{m}^{0})^{2}.
\]

The last error term corresponds to a prior on the vertical distance of the anchor to the floor being \( h \). This prevents the estimate from converging to the local minimum associated with the flip ambiguities that would result in the anchor being initialized below ground level. The covariance \( R_h \) can be tuned to tailor to the user’s confidence in the height \( h \).

The initial iterate of the states \((\hat{x}_{k:k+\lambda}^{i})^{(0)}\) is obtained by dead-reckoning, while the initial iterate of the anchor position \((\hat{r}_{m}^{i})^{(0)}\) is obtained by assuming a height of \( h \) and analytically solving for the other two components using the range measurements at time-step \( k \). The iterates are updated using Gauss-Newton or Levenberg-Marquardt until convergence. Once the optimizer converges, the states \( \hat{x}_{k:k+\lambda}^{i} \) are added to the estimated pose trajectory, and the current state of the state estimator is updated to be \( \hat{x}_{k:k+\lambda}^{i} \). Meanwhile, Anchor \( i \) is added to the current set of active anchors \( C_{k+1} \), and the ordered triple \((\hat{r}_{m}^{i}, i, \ell)\) is added to the anchor map \( \mathcal{M} \).

B. Trajectory Estimation

The state estimator is a basic extended Kalman filter (EKF) that provides an estimate \( x_{k}^{i} \sim \mathcal{N}(\hat{x}_{k}^{i}, \hat{P}_{k|k}^{i}) \) at every time-step \( k \in \{0, \ldots, K\} \) to be stored as the trajectory to be tracked in the repeat pass. The process models (13)–(16) are linearized using a first-order Taylor series expansion, and discretized using a first-order hold (25) Section 4.7.

If a new anchor is detected at time-step \( k \), the state estimator does not correct the estimates at time-step \( k \), but the predicted state \( x_{k}^{i} \sim \mathcal{N}(\hat{x}_{k}^{i}, \hat{P}_{k|k}^{i}) \) is input into the anchor initializer. The state estimator then resumes predicting and correcting at time-step \( k+\lambda \) with state estimate \( x_{k+\lambda}^{i} \sim \mathcal{N}(\hat{x}_{k+\lambda}^{i}, \hat{P}_{k+\lambda}^{i}) \), which comes from solving the optimization problem formulated in Section IV-A. Additionally, when an encountered anchor is initialized and is active, the estimated anchor position is used in the correction step as if it is the true anchor position.
V. REPEAT PASS

A. State Initialization

At the end of the teach pass, the robot is assumed to land on the floor close to its original take-off location, such that the initial pose of the repeat trajectory is similar to that of the teach trajectory. However, it is unlikely that the robot lands at the same exact position and that the robot is oriented the same way it was when it first took off. Under a flat floor assumption, the robot would have the same height, pitch and roll, but the 2D position and heading are not necessarily the same. Therefore, before attempting to retrace the teach pass trajectory, the robot must estimate its initial 2D position, denoted \( \mathbf{r}_{m,i}^{x,0} = \mathbf{D} \mathbf{z}_{m,i}^{x,0} \in \mathbb{R}^2 \), where 
\[
\mathbf{D} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix},
\]
as well as its heading, denoted \( \mathbf{C}_{mb} \in SO(2) \). During the repeat pass’s state initialization, the robot remains static, and therefore the process model associated with the 2D position and heading is simply \( \mathbf{r}_{m,i}^{x,0} = 0 \), \( \mathbf{C}_{mb} = 0 \).

As before, the robot still needs to estimate its biases and clock states. The process model of the biases and clock states are as given in \([5]\) and \([6]\), respectively. Therefore, the state vector to be initialized is of the form
\[
\mathbf{x}_i^1 = \begin{bmatrix} \mathbf{\hat{r}}_{m,i}^{x,0}^T & \beta_{acc,i}^T & \beta_{gyr,i}^T & \mathbf{\hat{r}}_{m,i}^{UBW,i}^T \end{bmatrix}^T,
\]
where \( \mathbf{\hat{r}}_{m,i}^{x,0} = \left( \mathbf{\hat{r}}_{m,i}^{x,0} \right)^T \).

The anchor-independent range measurements are of the same form as given in \([10]\). However, the anchor-dependent measurements \([17]\) and \([18]\) are a function of the robot’s pose, and therefore are rewritten explicitly with the 2D states by isolating the components of the third dimension, thus yielding
\[
y_{k,i}^{p,i} = \frac{1}{c} \sqrt{n_k^1 + m_k^1 + \frac{1}{2} v_{k,1}^1 + \frac{1}{2} v_{k,2}^1},
\]
\[
y_{k,i}^{p,i} = \frac{1}{c} \sqrt{n_k^2 + m_k^2 + \frac{1}{2} v_{k,1}^2 + \frac{1}{2} v_{k,2}^2},
\]
where
\[
n_k^i = \| \mathbf{\hat{r}}_{m,i}^{x,0} - \mathbf{D} \mathbf{z}_{m,i}^{x,0} + \mathbf{C}_{mb} \mathbf{D} \mathbf{r}_{m,i}^{UBW} \|^2,
\]
\[
m_k^i = \| \mathbf{\hat{r}}_{m,i}^{x,0} - \mathbf{D} \mathbf{z}_{m,i}^{x,0} \|^2,
\]
\( j \in \{2, 3\}, \ell \in \{1, 2, 3\}, E = [0 \ 0 \ 1], \) and \( \mathbf{E} \mathbf{r}_{x,i}^{UBW} = \mathbf{E} \mathbf{r}_{x,i}^{UBW} \) since \( \mathcal{F}_m \) is fixed to the initial body frame of the teach pass.

The height measurements are not useful when the robot is static on the floor, but the accelerometer and gyroscope measurements can be used as bias measurements as non-zero measurement is a direct consequence of only gravity, noise, and biases. In fact, in the static case, the accelerometer and gyroscope measurements are modelled as
\[
y_{acc,i} = -\beta_{acc,i} - \mathbf{g}_b - \mathbf{w}_{acc,i}, \quad y_{gyr,i} = -\beta_{gyr,i} - \mathbf{w}_{gyr,i}
\]
(21)

where again assuming that the robot is on a flat ground and that \( \mathbf{g}_w = [0 \ 0 \ -g] \), thus \( \mathbf{g}_w = \mathbf{g}_w \).

In order to obtain a reliable estimate of the initial pose of the robot, a batch estimation problem similar to the one presented in Section \([V A]\) is formulated. As before, a concatenated and discretized process model and measurement model of the range, accelerometer, and gyroscope measurements of the form
\[
\mathbf{x}_{k+1}^i = \mathbf{f}_k \begin{bmatrix} \mathbf{x}_i^k & \mathbf{w}_k \end{bmatrix}^T, \quad \mathbf{y}_k^i = \mathbf{g}_k \begin{bmatrix} \mathbf{x}_i^k & \mathbf{r}_{m,i}^{x,0} & \mathbf{\hat{v}}_j^i \end{bmatrix}
\]
(22)

are assumed, where \( k \in \{0, \ldots, L\} \).

The initialization problem is then formulated as
\[
\begin{align*}
\hat{x}_{b,L}^i &= \arg \min_{\hat{x}_{b,L}^i} \left\| \hat{x}_{b,L}^i - \mathbf{x}_0 \right\|^2 + \sum_{j=0}^{L-1} \left\| \mathbf{y}_{j+1}^i - \mathbf{f}_j \left( \hat{x}_j^i, \mathbf{0} \right) \right\|^2 q_j^f + \\
&+ \sum_{j=0}^{L} \left\| y_j^i - g_j \left( \hat{x}_j^i, \mathbf{r}_{m,j}^{x,0}, \mathbf{0} \right) \right\|^2 \left| \mathbf{R}_j^f \right|,
\end{align*}
\]

This relies on an assumption that exactly one anchor is within communication range at the beginning of the trajectory, and the position of the robot is initialized relative to that anchor’s estimated position \( \mathbf{r}_{m,0}^{x,0} \).

As before, Gauss-Newton or Levenberg-Marquardt can be used to solve this problem. The estimate \( \mathbf{x}_L \) is then used to initialize the repeat pass’s EKF. In particular,
\[
\mathbf{x}_i^1 = \begin{bmatrix} \mathbf{\hat{r}}_{L}^{x,0}^T & \beta_{acc,L}^T & \beta_{gyr,L}^T & \mathbf{\hat{r}}_{L}^{UBW,1}^T \end{bmatrix}^T,
\]
where \( \mathbf{\hat{r}}_{L}^{x,0} = \left( \mathbf{\hat{r}}_{L}^{x,0} \right)^T \).

B. State Estimation

The state estimator in the repeat step is an EKF with the same model assumptions as the EKF used in the teach step. The repeat step EKF provides an estimate \( \mathbf{x}_k^1 \sim \mathcal{N} \left( \hat{\mathbf{x}}_k^1, \mathbf{P}_k^1 \right) \) at every time-step \( k \in \{0, \ldots, K\} \). The main differences between the teach and repeat estimators are that the state estimate and its uncertainty are initialized using the algorithm discussed in Section \([V A]\) for the repeat estimator, and that the anchor position estimates from the teach step are assumed to be the true position of the anchors.

A key component of the repeat pass is the anchor sequence tracker that allows the robot to match each anchor with the corresponding feature from the anchor map. This requires the robot to keep track of active anchors in a manner similar to the teach pass estimator, as presented in Section \([V]\). The tracker removes anchors that are no longer within communication range from the set of active anchors, and increments through the anchor map as new inactive anchors are detected.

C. LQR Controller

The trajectory-tracking controller implemented is based on the finite-horizon LQR controller presented in \([24]\). The trajectory to be tracked is the teach pass estimated pose trajectory \( \mathbf{\hat{r}}_i^1 \), represented at any time-step \( k \) as an element of a matrix Lie group \( \mathbf{X}_k^1 \in SE_2(3) \). Similarly, the repeat pass estimated pose \( \mathbf{\hat{r}}_k^1 \) at time-step \( k \) is represented as \( \mathbf{X}_k^1 \in SE_2(3) \). The left-invariant tracking error is then \( \delta \mathbf{x}_k = \left( \mathbf{X}_k^1 \right)^{-1} \mathbf{X}_k^1 \).

The control inputs at any time-step \( k \) are the thrust \( \mathbf{f}_k \) and the angular velocity \( \mathbf{\omega}_b^w \). The dynamics are modelled as
\[
\begin{align*}
\mathbf{\dot{z}}_{m,w}^z &\mathbf{w}^z = \mathbf{C}_{mb} \begin{bmatrix} 0 & 0 & \mathbf{f}_k \end{bmatrix}^T + \mathbf{g}_w + \mathbf{w}_m, \quad \mathbf{C}_{mb} = \mathbf{C}_{mb} \begin{bmatrix} \mathbf{w}_b^w + \mathbf{w}_m^w \end{bmatrix}^T, \quad \end{align*}
\]
and the command inputs are computed similarly to \([24]\).
Even though the estimated teach trajectory drifts from the true trajectory, the anchors are localized based on the drifted trajectory. Since the estimated anchor positions are utilized in the repeat pass estimator, the estimated repeat pass trajectory drifts in the same direction. By controlling the robot to retrace the estimated teach pass trajectory through knowledge of only the repeat pass estimator’s state, the robot is therefore tracing the true teach trajectory. However, when there are no anchors within communication range, the repeat pass estimator’s state might drift in a different direction than the true teach pass estimator. During such intervals, the repeat pass estimator must not be trusted by the controller. Therefore, whenever no anchors are within range, the controller is temporarily turned off and the reference inputs from the teach pass are implemented.

VI. RESULTS

The proposed UWB T&R algorithm is evaluated in simulation in the environment presented in Figure 1 and with a 3-tag quadcopter. All sensor measurements are corrupted with Gaussian white noise with characteristics corresponding to standard low-cost sensors. The results of the teach and repeat passes are shown in Figures 1 and 4. The teach pass estimator drifts with time, consequently also resulting in poor anchor localization. Nonetheless, the map is “locally consistent” in the T&R sense, meaning that locally the estimated trajectory relative to the estimated anchor position is representative of the true trajectory relative to the true anchor positions. Therefore, by tracking the estimated teach trajectory and using the estimated anchors in the repeat estimator, the LQR controller is able to track the true teach trajectory as shown in Figure 4. This is despite the robot having a poor and globally inconsistent estimate of the true trajectory.

The trajectory-tracking controller computes its tracking error at any time-step by comparing the teach estimator’s pose and the repeat estimator’s pose at that time-step. Therefore, the controller attempts to get the estimated repeat trajectory as close as possible to the estimated teach trajectory. Nonetheless, the controller does not know what its true tracking error is, which is the error between the true repeat trajectory and the true teach trajectory. This error shown in Figure 5 for the position and heading is the metric in which the proposed algorithm is evaluated. As shown for this particular example, the robot manages to autonomously retrace the teach trajectory to within a metre and approximately 10 degrees in heading.

To statistically evaluate the performance of the proposed framework in simulation, 1000 Monte Carlo trials are performed. All trials share the same environment and the same teach trajectory, but the noise realizations, biases, clock states, and initial repeat pass’s pose are distinct. The repeat position tracking root-mean-squared-error (RMSE) given by $e_{\text{RMSE},r} = \sqrt{\frac{1}{N} \sum_{k=1}^{K} \left\| \hat{r}_{m, k}^{o, r} - r_{m, k}^{o, r} \right\|^2}$, and the position estimation RMSE given by $e_{\text{RMSE},t} = \sqrt{\frac{1}{N} \sum_{k=1}^{K} \left\| \hat{r}_{m, k}^{o, t} - r_{m, k}^{o, t} \right\|^2}$ are computed for each trial. The results are summarized in Figure 6. Despite the estimated trajectory available to the robot being poor with an average RMSE of 1.44 m, the tracking RMSE is always below 1 m, with an average of 0.26 m.

VII. CONCLUSION

UWB-based T&R, as opposed to vision-based T&R, is presented. A custom ranging protocol allows a 3-tag robot to range with the UWB anchors without compromising ranging frequency, and the measurements are fused with IMU and height measurements to compute a locally-consistent map and an estimated teach trajectory. To retrace the trajectory autonomously, the robot first estimates its initial pose in autonomous, the robot first estimates its initial pose in range with the UWB anchors without compromising ranging

![Image](image-url)

Fig. 4. (Left) The true and estimated trajectories during the teach pass, and the true and estimated anchor positions as represented by the red and green blocks, respectively. There are more green blocks than red blocks as an anchor is initialized every time it is encountered. (Right) The estimated teach and repeat trajectories.
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Fig. 5. The position and heading error of the true repeat pass trajectory relative to the true teach pass trajectory.
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Fig. 6. A box plot for the RMSE on 1000 Monte Carlo simulation trials. Although the teach estimator performs poorly, the robot manages to retrace the teach trajectory to within 1-metre accuracy for all runs.
