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ABSTRACT
We extend the theory of viscosity solutions to treat scalar-valued doubly nonlinear evolution equations. Such equations arise naturally in many mechanical models including a dry friction. After providing a suitable definition for discontinuous viscosity solutions in this setting, we show that Perron’s construction is still available, i.e. we prove an existence result. Moreover, we will prove comparison principles and stability results for these problems. The theoretical considerations are accompanied by several examples, e.g. we prove the existence of a solution to a rate-independent level-set mean curvature flow. Finally, we discuss in detail a rate-independent ordinary differential equation stemming from a problem with non-convex energy. We show that the solution obtained by maximal minimizing movements and the solution obtained by the vanishing viscosity method coincide with the upper and lower Perron solutions and show the emergence of a rate-independent hysteresis loop.
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1. Introduction
In this article, we consider scalar-valued doubly nonlinear evolution equations and we discuss the existence and uniqueness of solutions from a viscosity solution perspective [1,2]. To be precise, given an open domain \( \Omega \subset \mathbb{R}^n \), a time interval \( I = (0,T) \) with \( T > 0 \), and a boundary condition \( u_0 : \partial_p(\Omega \times I) \to \mathbb{R} \), where \( \partial_p(\Omega \times I) \) is the parabolic boundary, i.e. \( \partial_p(\Omega \times I) \coloneqq \Omega \times \{0\} \cup \partial\Omega \times I \), we are interested in the existence and properties of discontinuous viscosity solutions \( u : \Omega \times I \to \mathbb{R} \) to differential inclusions of the following type:

\[
F(x,t,u,u_t,\nabla u,D^2 u) \in S(u_t)G(x,t,u,\nabla u) \quad \text{in} \ \Omega \times I,
\]

\[
u(\cdot,0) = u_0 \quad \text{on} \ \partial_p(\Omega \times I),
\]

where \( F : \Omega \times I \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}^n \times \text{Sym}(n) \to \mathbb{R} \) is a possibly nonlinear function, \( \text{Sym}(n) \) are the symmetric \( n \times n \) matrices, \( G : \Omega \times I \times \mathbb{R} \times \mathbb{R}^n \to [0,\infty) \) is a positive and possibly nonlinear function and \( S : \mathbb{R} \to \mathcal{P}(\mathbb{R}) \setminus \{\emptyset\} \) is a set-valued function. The symbol \( \mathcal{P}(\mathbb{R}) \) denotes the power set of \( \mathbb{R} \).

Such doubly nonlinear set-valued equations arise naturally while modeling dry friction (or rate independent) mechanics. For an overview, see [3]. The prevalence of rate independent friction is due to the fact that it (as well as other, more complex dissipation models) emerges as the limit of viscous evolution in highly oscillatory (wiggly) environments [4,5]. The concept of energetic solutions derived using iterative minimization schemes has been shown to be powerful method to treat such
rate independent models [6]. Classical applications include models for fracture [7] and phase transitions [8]. More recently, the concept has been applied to damage mechanics [9–11] and plasticity [12,13], among many others (e.g. [9,14–17]). One central issue when considering iterative minimization as a means to prove existence of solutions for rate independent systems is that a certain amount of compactness is necessary – in all but some exceptional, linear cases, the dissipation distance must be compact on sets where the potential energy is finite. Viscosity solutions provide a means to overcome this issue, albeit at the expense that only scalar problems can be treated.

The concept of discontinuous viscosity solutions [2,18–20] turns out to be a good setting for the study of (1), as potential time discontinuities, i.e. jumps, are one of the main features of doubly nonlinear evolution equations. The proofs of comparison principles and existence of solutions follow the classical theory and are therefore relegated in Appendix. Instead, we focus on the usefulness of this concept by applying the results to several examples relevant in mechanics. In particular, in Section 3, we consider an ordinary differential inclusion and show how the Perron solutions relate to the solutions obtained by the vanishing viscosity limit and the minimizing movements procedure (see, e.g. [21,22]). The extension of the theory of viscosity solutions to this novel setting and the relationship between the Perron solutions, the vanishing viscosity solution, and the maximal minimizing movement solution are the main contributions of this article.

The remainder of this article is organized as follows. In Section 2, we extend the notion of discontinuous viscosity solutions to equations of type (1) and present applications of the theory. As the proofs are similar to the case of (discontinuous) viscosity solutions in the sense of [2] they have been moved to Appendix and the main focus in that section lies in the application of the results. With the help of Perron’s construction [23], we prove in Section 2.1 an existence result for (1) under some mild continuity conditions on $G$ and $S$. Contrary to the references mentioned in the beginning, this allows us to easily prove existence of solutions to equations, even if $-S$ is not maximal monotone. Indeed, we highlight this by proving the existence of solutions to the equation

$$\mathcal{F}(u_t) - \Delta u \ni f(x,t),$$

where $\mathcal{F}: \mathbb{R} \to \mathcal{P}(\mathbb{R})$ models a combination of viscous friction, dry friction, and static friction (i.e. a variation of ‘sticktion’ [24]), e.g. $\mathcal{F}(0) = [-2, 2]$ and $\mathcal{F}(a) = \{\text{sgn}(a) + a\}$, whenever $a \neq 0$, see Example 2.7.

In Section 2.2, we prove that Equation (1) satisfies a strict comparison principle under some monotonicity assumptions, i.e. we can compare a strict subsolution with a supersolution and a subsolution with strict supersolution. We illustrate the usefulness of this in two examples. First, we will show the existence and uniqueness of a solution to a doubly nonlinear evolution equation with a degenerate elliptic operator, see Example 2.10. Second, in Example 2.13, we prove that there exists a family of level-set functions $u(\cdot, t) : \mathbb{R}^n \to \mathbb{R}$ satisfying

$$|\nabla u|\partial R(u_t) - |\nabla u| \text{div} \left( \frac{\nabla u}{|\nabla u|} \right) \ni f \quad \text{on} \{u(\cdot, t) = 0\},$$

i.e. the set $\{u = 0\}$ is a solution to a rate-independent level-set mean curvature flow if we assume $\partial R$ to be the subdifferential of the absolute value,

$$\partial R(a) := \begin{cases} [-1, 1] & \text{if } a = 0, \\ \text{sgn}(a) & \text{elsewhere.} \end{cases}$$

Note that these techniques also work if we replace $\partial R$ by $\mathcal{F}$ as in Example 2.7 or other (continuous) multi-valued maps. This provides a theory that extends beyond the advancements made in [25], as we can treat problems with mixed dynamics.
Finally, we devote Section 3 to study how discontinuous viscosity solutions of the rate-independent ordinary differential equation

$$\partial R(u) + e(u) \geq f,$$

relate to other solution concepts when \( \partial R \) is given by (3), \( e : \mathbb{R} \to \mathbb{R} \) is non-monotone, and \( f : \mathbb{R} \to \mathbb{R} \) is a given loading. We also explain how a rate-independent hysteresis loop emerges if \( f \) is a periodic loading, see Section 3.3. Let us briefly present the results obtained in this section. Given a subsolution \( u \) and a supersolution \( \bar{v} \), the Perron solutions are the following two functions:

$$U(x, t) := \sup \{ \tilde{u}(x, t) \mid \tilde{u} \text{ is a subsolution with } u \leq \tilde{u} \leq \bar{v} \}, \quad (4)$$
$$V(x, t) := \inf \{ \tilde{v}(x, t) \mid \tilde{v} \text{ is a supersolution with } u \leq \tilde{v} \leq \bar{v} \}, \quad (5)$$

and it turns out that they are discontinuous viscosity solutions, see Theorem 2.5. Assume \( f \) is increasing, then the smaller Perron solution (5) corresponds to the solution that arises during a vanishing viscosity limit. On the other hand, it turns out that the greater Perron solution (4) can be constructed using a maximal minimizing movements sequence, i.e. it is an energetic solution. As any other discontinuous viscosity solution lies between \( V \) and \( U \), this shows that this theory provides solutions that capture the behavior of any (meaningful) evolution to this equation. We conjecture that this link persists even in the case of the partial differential equation (1) if all the involved solution concepts are meaningful.

2. Discontinuous viscosity solutions

For the convenience of the reader, we start by providing the basic concepts and notations required to state the definition of discontinuous viscosity solutions. Let \( \Omega \subset \mathbb{R}^n \), we write \( USC(\Omega) \) for the set of all upper-semicontinuous functions from \( \Omega \) to \( \mathbb{R} \). Likewise, \( LSC(\Omega) \) contains all lower-semicontinuous functions from \( \Omega \) to \( \mathbb{R} \). For upper- and lower-semicontinuous functions, one can introduce the notion of super- and sub-jets respectively [2, Section 8].

**Definition 2.1 (Parabolic Jets):** Let \( \Omega \subset \mathbb{R}^n \) be an open domain, \( T > 0, I := (0, T) \), and \( u \in USC(\Omega \times I) \). The second-order parabolic super-jet \( \mathcal{P}^{2,+}u(\hat{x}, \hat{t}) \) at \((\hat{x}, \hat{t}) \in \Omega \times I \) contains all triplets \((a, p, X) \in \mathbb{R} \times \mathbb{R}^n \times \text{Sym}(n) \) such that

$$u(x, t) \leq u(\hat{x}, \hat{t}) + a(t - \hat{t}) + \langle p, x - \hat{x} \rangle + \langle X(x - \hat{x}), x - \hat{x} \rangle + \alpha(|t - \hat{t}| + |x - \hat{x}|^2).$$

Moreover, the second order parabolic sub-jet of a lower-semicontinuous function \( v \in LSC(\Omega \times I) \) is defined as \( \mathcal{P}^{2,-}v(\hat{y}, \hat{s}) : = -\mathcal{P}^{2,+}(-v(\hat{y}, \hat{s})) \) for all \((y, s) \in \Omega \times I \), i.e. it contains all triplets \((b, q, Y) \in \mathbb{R} \times \mathbb{R}^n \times \text{Sym}(n) \) such that

$$v(y, s) \geq v(\hat{y}, \hat{s}) + b(s - \hat{s}) + \langle q, y - \hat{y} \rangle + \langle Y(y - \hat{y}), y - \hat{y} \rangle + \alpha(|s - \hat{s}| + |y - \hat{y}|^2).$$

**Definition 2.2 (Semicontinuous Envelopes):** Let \( \Omega \subset \mathbb{R}^n \) and \( f : \Omega \to \mathbb{R} \) a function, we call the function

$$f^*(x) : = \inf \{ g \in USC(\Omega) \mid g \geq f \}$$

the upper-semicontinuous envelope of \( f \). Analogously,

$$f_*(x) : = \sup \{ g \in LSC(\Omega) \mid g \leq f \}$$

is the lower-semicontinuous envelope of \( f \).
Now that we have all the ingredients in hand, we can define discontinuous viscosity solutions in our novel setting. The following definition extends the definition in [1]. For a detailed discussion of viscosity solutions, we refer to [2,18–20].

**Definition 2.3 (Discontinuous Viscosity Solutions):** Let $\Omega \subset \mathbb{R}^n$ be an open domain and $I := (0, T)$ a finite time interval. We call an upper-semicontinuous function $u \in \text{USC}(\Omega \times I)$ a viscosity subsolution of (1) if for every $(x, t) \in \Omega \times I$ and every $(a, p, X) \in \mathcal{P}_{2+} u(x, t)$ and some $\mu \in \mathcal{S}(a)$ we have

$$F_+(x, t, u(x, t), a, p, X) \leq \mu G(x, t, u(x, t), p).$$

Moreover, a lower-semicontinuous function $v \in \text{LSC}(\Omega \times I)$ is called a viscosity supersolution of (1) if for every $(x, t) \in \Omega \times I$ and every $(b, q, Y) \in \mathcal{P}_{2-} v(x, t)$ and some $v \in \mathcal{S}(b)$ we have

$$F^-(x, t, v(x, t), b, q, Y) \geq v G(x, t, v(x, t), q).$$

Finally, a function $u$ whose upper-semicontinuous envelope $u^*$ is a viscosity subsolution and whose lower-semicontinuous envelope $u_* = \text{USC}(\Omega \times I)$ is called a discontinuous viscosity solution. If a discontinuous viscosity solution $u$ is continuous, i.e. $u^* = u_*$, then $u$ is simply called viscosity solution.

**Remark 2.4:** We only obtain a meaningful solution concept if $F$ is degenerate elliptic, i.e. $F(x, t, r, a, p, Y) \leq F(x, t, r, a, p, X)$ if $X \leq Y$ for all $(x, t) \in \Omega \times I$, $r, a \in \mathbb{R}$, $p \in \mathbb{R}^n$ and $X \in \text{Sym}(n)$ and $G$ continuous.

### 2.1. Existence

We will employ Perron’s construction (see [23]) to prove the existence of discontinuous viscosity solutions of Equation (1). Perron’s method is based on the (semi-)continuity of the equation. Due to the definition of discontinuous sub- and supersolutions, no further assumptions on $F$ are necessary here. Furthermore, we assume that $G$ is continuous and that $\mathcal{S}$ satisfies the following conditions:

1. **(C1)** If $a_n \to a$, then any sequence $\mu_n \in \mathcal{S}(a_n)$ has a subsequence $\mu_{n_k}$ such that $\mu_{n_k} \to \mu \in \mathcal{S}(a)$.
2. **(C2)** For all $a \in \mathbb{R}$ and for each $\epsilon > 0$, there is a $\delta > 0$ such that for all $b \in \mathbb{R}$ with $|a - b| < \delta$ there are $\mu \in \mathcal{S}(a)$ and $v \in \mathcal{S}(b)$ with $|\mu - v| < \epsilon$.
3. **(C3)** For all $a \in \mathbb{R}$ the set $\mathcal{S}(a)$ is compact.

In [1], it was already noted that if $-\mathcal{S}$ is maximal monotone, these conditions are satisfied. The arguments required to prove the following result are an adaptation of the theory from [2, p22–24], [18, p302–305].

**Theorem 2.5 (Perron’s Method):** Let $\Omega \subset \mathbb{R}^n$, $I := (0, T)$, $T > 0$. Moreover, let $u$ be a subsolution and $v$ be a supersolution of (1) with $u \leq v$ on $\Omega \times I$. Then the functions

$$U(x, t) := \sup \{\tilde{u}(x, t) \mid \tilde{u} \text{ is a subsolution with } u \leq \tilde{u} \leq v\}$$
$$V(x, t) := \inf \{\tilde{v}(x, t) \mid \tilde{v} \text{ is a supersolution with } u \leq \tilde{v} \leq v\}$$

are discontinuous viscosity solutions of (1). Moreover, if $u$ and $v$ are continuous, it holds $V^* \leq U$, $V \leq U_*$, and in particular

$$u \leq V \leq U \leq v \quad \text{on } \Omega \times I.$$

**Proof:** This theorem is proved in A.1.
Remark 2.6: As soon as comparison holds for the equation, it follows that $U^* \leq U_*$ and $V^* \leq V_*$, i.e. $U$ and $V$ are continuous. Moreover, we obtain $U = V$ if $u = v$ on the parabolic boundary.

Example 2.7 (‘Sticktion’): Let $\Omega \subset \mathbb{R}^n$ be an open domain and $I = (0, T)$ a finite time interval. We consider the following differential inclusion:

$$
\mathcal{F}(u_t) - \Delta u \ni f \quad \text{in } \Omega \times I,
$$

$$
u(\cdot, 0) = 0 \quad \text{on } \Omega,
$$

where $\mathcal{F} : \mathbb{R} \to \mathcal{P}(\mathbb{R})$ is given by $\mathcal{F}(0) := [-2, 2]$ and $\mathcal{F}(a) := \{\text{sgn}(a) + a\}$, whenever $a \neq 0$. This set-valued function can be seen as a model for a dissipation that combines viscous friction, dry friction, and static friction. Moreover, the right-hand side $f \in C(\Omega \times I)$ is assumed to be a bounded continuous loading.

To employ Perron’s construction, we have to verify that $\mathcal{F}$ satisfies the required conditions. First of all, by definition $\mathcal{F}$ satisfies (C3). To simplify notation, define $F : \mathbb{R} \setminus \{0\} \to \mathbb{R}$, $F(a) := \text{sgn}(a) + a$. If $a \neq 0$, then $\mu \in \mathcal{F}(a)$ if and only if $\mu = F(a)$. Now, take any sequence $a_n \to a$ and any sequence $\mu_n \in \mathcal{F}(a_n)$. Due to the boundedness of $a_n$, the sequence $\mu_n$ is bounded and we can extract a converging subsequence. If $a \neq 0$, then we are at a point of continuity of $F$ and hence the subsequence converges to $F(a)$, i.e. to an element of $\mathcal{F}(a)$. Now assume that $a = 0$, then we can pass to a further subsequence such that either all elements $a_n = 0$ or all $a_n \neq 0$. In the first case, the compactness of $\mathcal{F}(0)$ shows that a subsequence of $\mu_n$ converges to an element of $\mathcal{F}(0)$. In the second case, we pass to a further subsequence such that $a_n > 0$ or $a_n < 0$. In either case, we can look at the right-continuous or left-continuous extension of $F$ and see that $\mu_n \to \mu \in \mathcal{F}(0)$. This finishes the proof that $\mathcal{F}$ satisfies (C1).

With a similar argument one can also show that $\mathcal{F}$ satisfies (C2).

Hence, we showed that all the prerequisites to apply Theorem 2.5 are fulfilled. The missing ingredients are the existence of a sub- and a supersolution that satisfy the Dirichlet boundary condition in a strong sense. Let $u(x, t) := -||f||_\infty t$, then for all $(x, t) \in \Omega \times I$ it holds

$$
\mathcal{F}(u_t(x, t)) - \Delta u(x, t) \ni -1 - ||f||_\infty \leq f(x, t).
$$

Therefore, $u$ is a subsolution and we can prove analogously that $\overline{u} := -u$ is a supersolution. Moreover, it holds that $u \leq \overline{u}$ and $u(\cdot, 0) = \overline{u}(\cdot, 0) = 0$. Hence, we can construct a discontinuous viscosity solution using Perron’s method.

2.2. Comparison principles

In the previous section, we saw how Perron’s construction can be used to construct discontinuous viscosity solutions. Unfortunately, in general, one cannot hope to find a unique solution to Equation (1). Hence, we cannot hope that (1) fulfills a strong comparison principle. Despite this, it turns out that under some mild monotonicity assumptions, we can still prove a comparison principle with a strict subsolution and a supersolution or a subsolution and a strict supersolution. This strict comparison principle allows us to study the behavior of any solution to the equation. This turns out to be particularly useful when studying the Perron solution in Section 3. Note that we will provide a version of the comparison principle that is suitable to treat geometric singularities as they arise in the mean curvature flow.

As already mentioned we have to make some additional assumptions on $F$, $G$ and $\mathcal{S}$. Indeed, we assume that the function $G : \Omega \times I \times \mathbb{R} \times \mathbb{R}^n \to [0, \infty)$ satisfies

(G1) There is a constant $L_G > 0$ such that $|G(x, t, r, p) - G(x, t, s, p)| \leq L_G|r - s|$ for all $r, s \in \mathbb{R}$, $(x, t) \in \Omega \times I$ and $p \in \mathbb{R}^n$. 


(G2) There exists a modulus of continuity $\omega_G$ such that for all $\alpha > 0$ big enough, it holds
\[
G(x, t, r, 4\alpha|x - y|^2(x - y)) - G(y, t, r, 4\alpha|x - y|^2(x - y)) 
\leq \omega_G(\alpha|x - y| + \alpha|x - y|^4),
\]
whenever $x, y \in \Omega, t \in I, r \in \mathbb{R}$.

The set-valued function $S : \mathbb{R} \to \mathcal{P}(\mathbb{R}) \setminus \{\emptyset\}$ is decreasing and bounded, i.e.

(S1) $\sup S(a) \leq \inf S(b)$ for all $a, b \in \mathbb{R}$ with $a > b$,
(S2) It holds $S_{\text{max}} := \sup\{\bigcup_{a \in \mathbb{R}} \bigcup_{s \in S(a)} |s|\} < \infty$.

Moreover, $F : \Omega \times I \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}^n \times \text{Sym}(n) \to \mathbb{R}$ satisfies

(F1) $\gamma(r - s) \leq F_s(x, t, r, a, p, X) - F_s(x, t, s, a, p, X)$ for all $r, s \in \mathbb{R}$ with $r \geq s$ and $\gamma := S_{\text{max}}L_G$
with $L_G$ from (G1) and $S_{\text{max}}$ from (S2),
(F2) There exists a modulus of continuity $\omega_F$ such that
\[
F_s(x, t, r, b, p, Y) - F_s(x, t, r, a, p, X) \leq \omega_F(\alpha|x - y| + \alpha|x - y|^4),
\]
whenever $x, y \in \Omega, t \in I, r, a \in \mathbb{R}, \alpha \in \mathbb{R}_{\geq 0}, p := 4\alpha|x - y|^2(x - y), b \leq a$, and
\[
-4||Z|| \left( \begin{array}{cc} \text{Id} & 0 \\ 0 & \text{Id} \end{array} \right) \leq \left( \begin{array}{cc} X & 0 \\ 0 & -Y \end{array} \right) \leq \left( \begin{array}{cc} Z + \frac{1}{2||Z||}Z^2 & \left( Z + \frac{1}{2||Z||}Z^2 \right) \\ \left( -Z + \frac{1}{2||Z||}Z^2 \right) & Z + \frac{1}{2||Z||}Z^2 \end{array} \right),
\]
with $Z := 4\alpha|x - y|^2\text{Id} + 8\alpha(x - y) \otimes (x - y)$. In particular, the last inequality implies that
$X \leq Y$ and $||X||, ||Y|| \leq C|x - y|^2$.

**Theorem 2.8 (Strict Comparison Principle on Bounded Domains):** Let $\Omega \subset \mathbb{R}^n$ be a bounded, open domain and $I := (0, T)$ a finite time interval. Moreover, let $u$ be a strict viscosity subsolution, i.e. there exists $\lambda > 0$ such that for every $(x, t) \in \Omega \times I$ and every $(a, p, X) \in \mathcal{P}^{2^+}u(x, t)$ and some $\mu \in S(a)$ we have
\[
F_s(x, t, u(x, t), a, p, X) \leq \mu G(x, t, u(x, t), p) - \lambda,
\]
and $v$ be a viscosity supersolution of (1) with $u \leq v$ on the parabolic boundary $\partial_p(\Omega \times I)$, i.e. on $\partial \Omega \times I \cup \Omega \times \{0\}$, then $u \leq v$ in $\Omega \times I$.

The same result holds if $u$ is merely a subsolution and $v$ is a strict supersolution.

**Proof:** This theorem is proved in A.2.

**Remark 2.9:** If the partial differential inclusion is well behaved, the strict comparison principle can be extended to a comparison principle, i.e. we can compare any subsolution with any supersolution. For instance, consider the equation
\[
u_t + F(x, t, u, \nabla u, D^2 u) \in S(u_t)G(x, t, u, \nabla u),
\]
such that (F2), (G1), (G2), (S2), and (S1) hold, and $F$ is either increasing or Lipschitz in the third variable. Then an exponential rescaling, i.e. $U(x, t) \equiv e^{-\lambda t}u(x, t)$ can be used to cast the equation and any subsolution and any supersolution in a form such that Theorem 2.8 is applicable.

Note that whenever comparison holds for any subsolution and any supersolution, the Perron solutions from Theorem 2.5 coincide.
Example 2.10 (Equation with degenerate elliptic operator):  Now that we have proved a comparison principle, we can present the existence theory we developed in full glory. For this, we give an example of a doubly nonlinear equation with a degenerate elliptic operator.

Assume that $\Omega \equiv B_1(0) \subset \mathbb{R}^2$, and $I = (0, T)$ a finite time-interval and consider the following equation:

\[ \partial R(u_t) + \max\{-\Delta u, 0\} + u^3 \equiv f, \quad \text{in } \Omega \times [0, T) \]
\[ u = 0, \quad \text{on } \partial \Omega \times [0, T), \]

with $f \in C^0(\Omega \times [0, T))$ and $\partial R$ the subdifferential of the absolute value, see (3).

Moreover, we assume that there is a continuous, increasing function $m : I \rightarrow [0, \infty)$ with $m(0) = 0$ such that

\[ |f(x, t)| \leq 1 + \left( m(t)(1 - |x|^2) \right)^3. \]

Let $u(x, t) \equiv m(t)(|x|^2 - 1)$ and $\overline{u}(x, t) \equiv m(t)(1 - |x|^2)$, then it holds

\[ \partial R(u_t) + \max\{-\Delta u, 0\} + u^3 \equiv -1 + 0 - \left( m(t)(1 - |x|^2) \right)^3 \leq f(x, t) \]

and likewise

\[ \partial R(\overline{u}_t) + \max\{-\Delta \overline{u}, 0\} + \overline{u}^3 \geq f(x, t). \]

Hence, $u$ and $\overline{u}$ are viscosity sub- and supersolutions with $u = \overline{u} = 0$ on the parabolic boundary. Perron’s method, Theorem 2.5, now allows to construct a viscosity solution to the problem. The uniqueness follows by comparison (see Theorem 2.8 and Remark 2.9), as the equation is strictly monotone in $u$.

We can also extend the strict comparison principle on the whole domain $\mathbb{R}^n$. To be able to prove such a result, the functions $F$ and $G$ have to satisfy stronger conditions. To be precise, we use the following conditions:

(FU) The function $F$ can be written as $F(x, t, r, a, p, X) = F_1(x, t, r, a) + F_2(t, p, X)$ with $F_1$ continuous. Moreover, there are $C_{F_1} > 0, K_F > 0$, and moduli of continuity $\omega_{F_1}$ and $\omega_{F_2}$, such that for all $x, y \in \mathbb{R}^n, t \in I, r \in \mathbb{R}$, $a, b \in \mathbb{R}^n$, $p, q \in \mathbb{R}^n$, and $X, Y \in \text{Sym}(n)$, the following conditions hold:

(i) $F_1(y, t, r, b) - F_1(x, t, r, a) \leq \omega_{F_1}(|x - y| + |b - a|)$, whenever $a \leq b$.

(ii) $F_2(t, p, Y) - F_2(t, p, X) \leq \omega_{F_2}(|x - y| + \alpha|x - y|^4)$, whenever $p = 4\alpha|x - y|^2(x - y)$, and

\[ -4||Z|| \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \leq \begin{pmatrix} X & 0 \\ 0 & -Y \end{pmatrix} \leq \begin{pmatrix} \frac{Z + \frac{1}{2||Z||}Z^2}{Z + \frac{1}{2||Z||}Z^2} & -(Z + \frac{1}{2||Z||}Z^2) \\ -(Z + \frac{1}{2||Z||}Z^2) & Z + \frac{1}{2||Z||}Z^2 \end{pmatrix}, \]

with $Z := 4\alpha|x - y|^2 Id + 8\alpha(x - y) \otimes (x - y)$.

(iii) $F_1(y, t, r, b) - F_1(x, t, r, a) \leq C_{F_1} + K_F|x - y|$, whenever $b \leq a$.

(iv) $F_2^-(t, p, Y) - F_2^+(t, p, X)$ is locally bounded.

(GU) The function $G$ can be written as $G(x, t, r, p) = G_1(x, t, r) + G_2(t, p)$ with $G_1$ and $G_2$ continuous. Moreover, there are $C_{G_1} > 0, K_G > 0$, and a modulus of continuity $\omega_{G_1}$, such that for all $x, y \in \mathbb{R}^n, t \in I, r \in \mathbb{R}$, and $p, q \in \mathbb{R}^n$, the following conditions hold:

(i) $G_1(x, t, r) - G_1(y, t, r) \leq \omega_{G_1}(|x - y|)$.

(ii) $G_1(x, t, r) - G_1(y, t, r) \leq C_{G_1} + K_G|x - y|$. 


Theorem 2.11 (Comparison Principle in $\mathbb{R}^n$): Let $I := (0, T)$ with $T < \infty$. Assume that $F$ satisfies (F1), with $\gamma = S_{\text{max}}L_G + \eta$, $\eta > 0$, (FU), $G$ satisfies (G1), (GU), and $S$ fulfills (S1), (S2) on $\mathbb{R}^n$. Moreover, let $u$ be a viscosity subsolution and $v$ be a viscosity supersolution of (1) with

$$u(x, t) - v(y, t) \leq L(1 + |x| + |y|) \quad \text{for all } (x, y, t) \in \mathbb{R}^n \times \mathbb{R}^n \times I$$

(9)

for some $L > 0$ which is independent of $t$. If $u(\cdot, 0) \leq v(\cdot, 0)$ then $u \leq v$ in $\mathbb{R}^n$. 

**Proof:** This theorem is proved in A.2. 

Remark 2.12: If the difference of the sub- and supersolution in the assumptions of Theorem 2.11 is a-priori bounded, the growth estimate holds trivially. Hence, $\eta$ can be chosen as zero, i.e. we do not need to have strong monotonicity. However to deal with the second part of the theorem, one of the functions then has to be a strict sub- or supersolution as in Theorem 2.8.

Example 2.13 (Level-set Mean Curvature Flow): It turns out that viscosity solutions are particularly well suited to prove the existence of solutions to the level-set formulation of the mean curvature flow [2]. In fact, let $d$ be the signed distance function of some surface, then it turns out that the normal velocity is given by $d_t$ and the curvature by $\Delta d$. Replacing $d$ by any differentiable function $u$ with $\text{sgn}(u) = \text{sgn}(d)$ and $u = 0 \iff d = 0$, we can compute the normal velocity by $\frac{u_t}{|\nabla u|}$ and the curvature by $\text{div}(\frac{\nabla u}{|\nabla u|})$. Therefore, we postulate the following equation (see also (3)) as a rate-independent mean curvature flow

$$\partial R\left(\frac{u_t}{|\nabla u|}\right) \ni \text{div}\left(\frac{\nabla u}{|\nabla u|}\right) \quad \text{on } \{u(\cdot, t) = 0\}.$$  

(10)

Multiplying this equation by $|\nabla u|$, rearranging, and introducing a time-dependent forcing $f$, we obtain

$$|\nabla u|\partial R\left(\frac{u_t}{|\nabla u|}\right) - |\nabla u| \text{div}\left(\frac{\nabla u}{|\nabla u|}\right) \ni f \quad \text{on } \{u(\cdot, t) = 0\}.$$  

(11)

Now to prove the existence of a continuous function $u : \mathbb{R}^n \times I \to \mathbb{R}$ that solves (10), we are going to solve the following equation:

$$|\nabla u|\partial R(u_t) - |\nabla u| \text{div}\left(\frac{\nabla u}{|\nabla u|}\right) + u \ni f \quad \text{on } \mathbb{R}^n \times I.$$  

(11)

Note that in the set $\{u(\cdot, t) = 0\}$ the term $+u$ vanishes and it renders the whole equation monotone in $u$. Let us now introduce

$$F(x, t, r, p, X) := -\text{tr}(X) + \text{tr}\left(\frac{p \otimes p}{|p|^2}X\right) + r - f(x, t), \quad G(p) := |p|,$$

then (11) is equivalent to

$$F(x, t, u, \nabla u, D^2 u) \ni -\partial R(u_t)G(\nabla u) \quad \text{on } \mathbb{R}^n \times I.$$  

The function $F$ is degenerate elliptic, discontinuous in $p = 0$, $G$ is Lipschitz and can be decomposed as required by (FU), (GU). Indeed, the only difficulty is to prove that (FU)(ii) is satisfied. For this, we
need to compute the upper and lower semi-continuous envelopes. It is easy to see that

\[
F^*(x, t, r, p, X) = \begin{cases} 
F(x, t, r, p, X) & \text{if } p \neq 0, \\
-\text{tr}(X) + \lambda_{\max}(X) + r - f(x, t) & \text{if } p = 0,
\end{cases}
\]

\[
F_*(x, t, r, p, X) = \begin{cases} 
F(x, t, r, p, X) & \text{if } p \neq 0, \\
-\text{tr}(X) + \lambda_{\min}(X) + r - f(x, t) & \text{if } p = 0,
\end{cases}
\]

If \( f \) is uniformly continuous, then (FU)(ii) is satisfied by degenerate ellipticity if \( p \neq 0 \). If \( p = 0 \), then \( |x - y| = 0 \) and hence \( Z = 0 \) which implies that \( X = Y = 0 \) and the inequality is trivially satisfied.

**Theorem 2.14:** Assume that \( f \in C(\mathbb{R}^n \times I) \) is uniformly continuous and it holds that \( |f(x, t) - f(x, 0)| \leq \Lambda t, u_0 \in C^2(\mathbb{R}^n) \) is such that there exists some \( \mu \in [-1, 1] \) with

\[
\mu |\nabla u_0(x)| - |\nabla u_0(x)| \text{ div} \left( \frac{\nabla u_0(x)}{|\nabla u_0(x)|} \right) + u_0(x) = f(x, 0),
\]

then there is a unique viscosity solution \( u \in C(\mathbb{R}^n \times I) \) to (11) with \( u(\cdot, 0) = u_0 \).

**Proof:** We already discussed that Equation (11) satisfies conditions (F1), (FU), (G1), (GU), (C1), (C2), (S2), and (S1). Moreover, we have a strict monotonicity in \( r \). Hence, the comparison principle, Theorem 2.11, Remark 2.9, and Perron’s construction, Theorem 2.5, are applicable.

As we assumed that the initial condition satisfies the equation, we can introduce \( \tilde{u}(x, t) := u_0(x) + \Lambda t \), it holds

\[
|\nabla u_0| - |\nabla u_0| \text{ div} \left( \frac{\nabla u_0}{|\nabla u_0|} \right) + u_0(x) + \Lambda t \geq f(x, 0) + \Lambda t \geq f(x, t).
\]

Hence, \( \tilde{u} \) is a viscosity supersolution with \( \tilde{u}(x, 0) = u_0(x) \). Likewise a viscosity subsolution \( \underline{u}(x, t) := u_0(x) - \Lambda t \) can be computed.

Due to the existence of these solutions, we can construct a unique viscosity solution \( u \) with \( u \leq \tilde{u} \) and hence \( u(\cdot, 0) = u_0 \). 

It is a rather delicate affair to construct sub- and supersolutions that provide quantitative statements on the solutions of this mean–curvature flow model. Let us however mention how to pose a problem in this setting, consider an initial condition \( u_0(x) : = \phi(\tilde{u}_0(x)) \), where \( \tilde{u}_0 \) is some smooth level-set function and \( \phi \) is a smooth, increasing cutoff function with \( \phi(0) = 0, \phi'(s) > 0 \) if and only if \( s \in (-\epsilon, \epsilon) \) with some \( \epsilon \) that will be fixed later. Note that \( \{u_0(x) = 0\} = \{\tilde{u}_0(x) = 0\} \) and due to the cutoff, we control the growth of the function at infinity and we have the relations \( |\nabla u_0| = |\phi'(\tilde{u}_0)||\nabla \tilde{u}_0| \) and \( |\nabla u_0| \div (\frac{\nabla \tilde{u}_0}{|\nabla \tilde{u}_0|}) = \phi'(\tilde{u}_0)|\nabla \tilde{u}_0| \div (\frac{\nabla \tilde{u}_0}{|\nabla \tilde{u}_0|}) \). Moreover, as \( u_0 \) has to lie in the stable set, a choice for \( f \) would be the following given some decreasing Lipschitz-continuous function \( \eta : [0, \infty) \to [0, 1] \) that decays from 1 to 0, \( f(x, t) : = (\phi'(\tilde{u}_0(x)) \div (\frac{\nabla \tilde{u}_0(x)}{|\nabla \tilde{u}_0(x)|}) + \phi(\tilde{u}_0(x))\eta(t)) \).

The existence of a solution now follows by Theorem 2.14.

Consider, now, for instance the submanifold \( \mathbb{S}^{n-1} := \{x \in \mathbb{R}^n \mid |x| = r \} \). Given an appropriate level-set function at \( |x| = r \) we have then the quantity \( |\nabla u| \div (\frac{\nabla u}{|\nabla u|}) = 2(n - 1) \) and \( |\nabla u| \div |\partial R(u)| = 2\partial R(u) \). Hence, if \( r > n-1 \), then the curvature of the function is small enough so that it lies in the stable set and the solution is stationary. On the other hand, if the curvature is big, i.e. \( r < n-1 \), then the submanifold has to degenerate to a point to satisfy the equation for all \( t \). This can be generalized to other manifolds, i.e. only the points of the manifold with big enough curvature evolve.
2.3. Stability result

In this section, we prove a stability result for discontinuous viscosity solutions. If stability holds, then the solutions of a sequence of partial differential equations converge to a solution of the limit equation. One of the remarkable features of discontinuous viscosity solutions is that this is true under rather weak assumptions on the equations. In the case of discontinuous viscosity solutions, the stability result is also called the half-relaxed limit method [20].

The half-relaxed limits of a sequence of functions \( u_n : \Omega \rightarrow \mathbb{R} \) which is uniformly locally bounded, i.e. on each compact \( K \subset \Omega \), we have \( \sup_{n \in \mathbb{N}} \sup_{x \in K} |u_n(x)| < \infty \), are

\[
\limsup_{n \rightarrow \infty}^* u_n(x) := \lim \sup_{n \rightarrow \infty, y \rightarrow x} u_n(y), \quad \liminf_{n \rightarrow \infty}^* u_n(x) := \lim \inf_{n \rightarrow \infty, y \rightarrow x} u_n(y).
\]

**Theorem 2.15 (Stability Theorem):** Let \( n \in \mathbb{N} \) and \( u_n \in \text{USC}(\Omega \times I) \) a sequence of viscosity sub-solutions of

\[
F_n(x, t, u_n, (u_n)_t, \nabla u_n, D^2 u_n) \in S_n((u_n)_t) \text{ in } \Omega \times I,
\]

with \( F_n : \Omega \times I \times \mathbb{R} \times \mathbb{R} \times \mathbb{R}^n \rightarrow \mathbb{R} \) uniformly locally bounded, the functions \( G_n : \Omega \times I \times \mathbb{R} \times \mathbb{R}^n \rightarrow [0, \infty) \) are uniformly converging to some \( G \), and \( S_n : \mathbb{R} \rightarrow \mathcal{P}(\mathbb{R}) \) such that there exists \( S : \mathbb{R} \rightarrow \mathcal{P}(\mathbb{R}) \) such that whenever \( a_n \rightarrow a \) and \( \mu_n \in S_n(a_n) \) then there exists a subsequence \( \mu_{n_k} \rightarrow \mu \in S(a) \). If the functions \( u_n \) are uniformly locally bounded on \( \Omega \times I \), then \( \bar{u} := \limsup_{n \rightarrow \infty} u_n \) is a subsolution to

\[
F(x, t, u, u_t, \nabla u, D^2 u) \in S(u_t)G(x, t, u, \nabla u) \text{ in } \Omega \times I,
\]

where \( F := \liminf_{n \rightarrow \infty} F_n \).

The same result holds for a sequence of supersolution with the obvious modifications.

**Proof:** This theorem is proved in A.3. \( \blacksquare \)

**Remark 2.16:** Note that this theorem also shows that if we have a sequence of viscosity solutions in the sense of [2] to an equation of type (1) where \( S_n \) are not set-valued. Then they converge in the above sense to a function that is a viscosity solution in the sense of Definition 2.3 when the limit \( S \) is set-valued.

This property was used in [1] to prove regularity for viscosity solutions to a specific partial differential inclusion.

3. Relation between the perron solutions, the vanishing viscosity solution and the maximal minimizing movement solution

In the final section of this article, we want to discuss the relation between the Perron solutions, the vanishing viscosity solution, and the maximal minimizing movement solution. The two Perron solutions \( U \) and \( V \) of an equation are constructed by maximizing over all subsolutions respectively minimizing over all supersolutions, see Theorem 2.5. Hence, they are in a sense the extremal solutions. Indeed, if we take any other discontinuous viscosity solution that lies in the given bounds, it will by definition lie between \( V \) and \( U \). Therefore, both solutions are of particular interest and we analyze them for the following ordinary differential inclusion:

\[
\partial R(u_t) + e(u) \ni f \quad \text{in } (0, T),
\]

\[
u(0) = 0,
\]

with \( e \in C^0_{\text{loc}}(\mathbb{R}) \) is a locally Lipschitz-continuous function with \( e(r) = 0 \) if and only if \( r = 0 \), \( \lim_{r \rightarrow \pm \infty} e(r) = \pm \infty \) (e.g. \(-e \) is the derivative of a tilted double-well potential), and \( f : (0, T) \rightarrow \mathbb{R} \) is also Lipschitz-continuous and increasing with \(|f(0)| \leq 1\). The subdifferential \( \partial R \) is given by (3).
In the following, we need to consider the monotonically increasing envelopes of $e$. They are defined as follows:

\[ e_m(x) := \sup \{ m(x) \mid m \text{ is increasing and } m \leq e \}, \quad (13) \]

\[ e_m(x) := \inf \{ m(x) \mid m \text{ is increasing and } m \geq e \}. \quad (14) \]

As $e$ is continuous and hence locally bounded, they are well defined and also increasing.

The existence of the Perron solutions $U$ and $V$, see Theorem 2.5, follows by constructing suitable sub- and supersolutions. To be as general as possible we have to find sub- and supersolutions that are rapidly increasing/decreasing to avoid that the choice of the sub-/supersolution constricts the Perron solutions. For this, we note that any differentiable, monotonically decreasing function $u$ with $u(0) = 0$ is a viscosity subsolution, as $f$ is increasing, i.e.

\[ \partial R(u_t) + e(u) \geq -1 + e(u) \leq -1 + 0 \leq f(0) \leq f(t). \]

Moreover, if we take any strictly monotone function $m \geq e_m$, the equation

\[ \partial R(v_t) + m(v) \geq f, \quad \text{in } (0, T), \]

\[ v(0) = 0, \]

has a unique viscosity solution $v$ as comparison, Theorem 2.8, holds. Any such solution $v$ is a viscosity supersolution to (12), i.e. for all $t \in I$ and all $b \in \mathcal{P}^{1,-}$ there is $v \in \partial R(b)$ such that

\[ v + e(v(t)) \leq v + m(v) \leq f(t). \]

If we choose a rapidly decreasing $u$ and a rapidly increasing $v$, we obtain Perron solutions $U$ and $V$ from Theorem 2.5 and it holds $u \leq V \leq U \leq v$.

**Remark 3.1:** Any discontinuous viscosity solution to (12) lies between $V$ and $U$ if it is bounded by $u$ and $v$. By our choice of $u$ and $v$, these bounds will always be satisfied.

### 3.1. Viscous approximation

We prove now that the smaller Perron solution, i.e. $V$, which is the infimum over all supersolutions, coincides with the discontinuous viscosity solution $u_{vis}$ of (12) which is obtained by considering the vanishing viscosity limit. Therefore, consider for $\epsilon > 0$ the following system:

\[ \epsilon u_t + \partial R(u_t) + e(u) \geq f, \quad \text{in } (0, T), \]

\[ u(0) = 0. \quad (16) \]

**Theorem 3.2:** For any $\epsilon > 0$, there exists a unique viscosity solution $u_\epsilon \in C(I)$ with $u_\epsilon(0) = 0$ to (16) and $u_\epsilon$ is positive and increasing.

**Proof:** Let us first note that all the prerequisites for Theorem 2.8 and Remark 2.9, i.e. (C1), (C2), (C3), (F1), (F2), (G1), (G2), are satisfied.

Therefore, we have a comparison principle. Existence and uniqueness are now a matter of constructing a sub- and a supersolution by Perron’s method, Theorem 2.5. With a similar discussion as above, we can deduce the existence of a unique solution $u_\epsilon$.

First, let us note that the zero function is a subsolution and hence $0 \leq u_\epsilon$. Now, take $\delta > 0$ and define $w(t) := u_\epsilon(t + \delta)$, then $w(0) \geq 0$. Moreover, for all $t \in I$ and $b \in \mathcal{P}^{1,-}w(t) = \mathcal{P}^{1,-}u(t + \delta)$ there exists $v \in \partial R(a)$ such that

\[ \epsilon b + v + e(w(t)) = \epsilon b + v + e(u(t + \delta)) \geq f(t + \delta) \geq f(t). \]

Recall that we assumed $f$ to be increasing. Hence, $w$ is a supersolution and therefore $u_\epsilon(t) \leq w(t) = u_\epsilon(t + \delta)$. As this holds for any $\delta > 0$, $u_\epsilon$ is increasing. ■
Theorem 3.3: Let \( u_{vis}(t) := \sup_{\varepsilon > 0} u_{\varepsilon}(t) \), then \( u_{vis} \) is a discontinuous viscosity solution to (12) and it holds

\[
u_{vis}(t) = u_{vis}(t) = \liminf_{\varepsilon \to 0} u_{\varepsilon}(t) \quad \text{and} \quad u_{vis}^*(t) = \limsup_{\varepsilon \to 0} u_{\varepsilon}(t).
\]

If \( f \) is strictly increasing with \( f' \geq \gamma > 0 \), then \( u_{vis} \) is also a discontinuous viscosity solution to

\[
\partial R(u_t) + e^m(u) \ni f, \quad \text{in} \ (0, T).
\]

\textbf{Proof:} We note that the monotonicity in \( u_{\varepsilon} \) implies that the parabolic sub- and superjet contain only positive values. This allows us to use the comparison principle to show that \( u_{\varepsilon'} \geq u_{\varepsilon} \) whenever \( \varepsilon \geq \varepsilon' \).

Now, we can apply [18, Lemma 2.18] combined with the stability result, Theorem 2.15 to obtain the first assertion.

The proof of the second statement is a little more involved. We consider the set \( \{e^m - \varepsilon \neq 0\} \) and take any connected component \( (u_0, u_1) \) of this set (due to the continuity of \( e \) all connected components of this set are open). Moreover, as \( \varepsilon(x) = 0 \) if and only if \( x = 0 \), we have \( 0 \notin (u_0, u_1) \). Now, assume that there is a time \( t \in I \) with \( u_{vis}(t) = u \in (u_0, u_1) \).

There is a sequence \( (t_\varepsilon) \subset I \) with \( u_{\varepsilon}(t_\varepsilon) = u_0 \) and \( u_{\varepsilon}(t) \neq u_0 \) for all \( t > t_\varepsilon \). If \( \varepsilon \geq \varepsilon' \), then we have \( u_{\varepsilon}(t_\varepsilon) = u_0 = u_{\varepsilon'}(t_\varepsilon') \geq u_{\varepsilon'}(t_\varepsilon') \) and we thus obtain \( t_\varepsilon \geq t_\varepsilon' \). We conclude that \( (t_\varepsilon) \) is a decreasing sequence, bounded from below by \( 0 \) and therefore convergent to a limit \( t_0 \in I \). It holds

\[
u_{vis}(t_0) = \sup_{\varepsilon > 0} u_{\varepsilon}(t_0) \leq \sup_{\varepsilon > 0} u_{\varepsilon}(t_\varepsilon) = u_0 < u_{vis}(t)
\]

and therefore, we have \( t_0 < t_\varepsilon \). Now, define for \( \lambda > 0 \)

\[
v_{\varepsilon}(t) := u_0 + \frac{2}{\pi} \arctan\left( \frac{\lambda (t - t_\varepsilon)^2}{s} \right) (u_1 - u_0).
\]

This function is a subsolution to \( \epsilon u_t + \partial R(u_t) + e(u) = f \) on \( (t_\varepsilon, T) \). Indeed, by noting that \( e(v_\varepsilon(t_\varepsilon + s)) \leq e(v_\varepsilon(t_\varepsilon)) \), it holds for any \( t = t_\varepsilon + s \in (t_\varepsilon, T) \) that

\[
\frac{4\lambda}{\pi} \frac{s}{1 + (\lambda^2 s^2)} (u_1 - u_0) + 1 + e(v_\varepsilon(t_\varepsilon + s)) \leq \frac{4\lambda t}{\pi} (u_1 - u_0) + e(v_\varepsilon(t_\varepsilon)) + 1
\]

\[
\leq \frac{4\lambda s}{\pi} (u_1 - u_0) + f(t_\varepsilon)
\]

By choosing \( \lambda = 4^{-1} \gamma \pi (u_1 - u_0)^{-1} \) we obtain that the right-hand side is smaller than \( f(t) \). Hence by comparison, we have \( v_\varepsilon(t_\varepsilon + \delta) \leq u_{\varepsilon'}(t_\varepsilon + \delta) \) for any \( \delta > 0 \). Fix any \( \delta > 0 \), then there is a subsequence such that \( u_{vis}(t_0 + 2\delta) = \lim_{\varepsilon' \to 0} u_{\varepsilon'}(t_0 + 2\delta) \). Moreover, for \( \varepsilon' > 0 \) small enough it holds \( t_0 + 2\delta > t_\varepsilon' + \delta \) and therefore

\[
u_{vis}(t_0 + 2\delta) = \lim_{\varepsilon' \to 0} u_{\varepsilon'}(t_0 + 2\delta) \geq \lim_{\varepsilon' \to 0} u_{\varepsilon'}(t_\varepsilon' + \delta) \geq \limsup_{\varepsilon' \to 0} v_{\varepsilon'}(t_\varepsilon' + \delta) = u_1
\]

Hence \( u_{vis}^*(t_0) = \inf_{\varepsilon' \to 0} u_{vis}(t_0 + 2\delta) \geq u_1 > u_{vis}(t_\varepsilon) \). Due to the monotonicity of \( u_{vis} \), we reach a contradiction as \( t_0 > t_\varepsilon \). Hence, \( u_{vis}(t) \notin \{e^m - \varepsilon \neq 0\} \) for all \( t \in I \).

\textbf{Corollary 3.4:} Assume that \( f \) is strictly increasing with \( f' \geq \gamma > 0 \), then it holds

\[
u_{vis} = V_*.
\]
Proof: First of all, we show that $u_{\text{vis}}$ is a viscosity supersolution to (12). This follows from the first part of Theorem 3.3 and hence it holds that

$$V \leq u_{\text{vis}}.$$  

For the other inequality note that $V_\epsilon$ is a viscosity supersolution to

$$\partial R(u_t) + e^m(u) \ni f, \text{ in } (0, T),$$

with $e^m$ as defined in (14). To see this, take any $t \in I$ and any $b \in \mathcal{P}^{1 -}V_\epsilon(t)$, then there is a $\nu \in \partial R(b)$ such that

$$v + e^m(V_\epsilon(t)) \geq v + e(V_\epsilon(t)) \geq f(t).$$

Moreover, the function $w_\epsilon(t) := u_{\text{vis}}^\epsilon(t - \epsilon)$ is a strict subsolution to the above equation due to the second part of Theorem 3.3 and the strict monotonicity of $f$. This allows us to invoke the strict comparison principle, Theorem 2.8, and we obtain for all $t \in I$ that $w(t - \epsilon) \leq V_\epsilon(t)$ and in the $\epsilon \to 0$ limit we obtain $w_\epsilon(t) \leq V_\epsilon(t)$ which is equivalent to $u_{\text{vis}}(t) \leq V_\epsilon(t)$ and the statement follows.  

3.2. Minimizing movements

We will now construct a minimizing movement solution [3] which is maximal among all minimizing movement solutions. In this way, we guarantee that the solution jumps as soon as possible. Hence, let us take a partition $0 = t_0 < t_1 < \cdots < t_{N - 1} < t_N = T$ and define

$$q^0 := 0,$$

$$q^k := \sup \{q \mid q \in \arg\min_{\tilde{q} \in \mathbb{R}} \{E(\tilde{q}) - f(t_k)\tilde{q} + |\tilde{q} - q^{k - 1}|\},$$

with $f$ as above, i.e. increasing and $f(0) \in [0, 1]$, and $E(a) := \int_0^a e(s) \, ds$, note that $E \geq 0$.

Lemma 3.5: As $f$ is increasing, we have $q^k \geq q^{k - 1}$ and $q^k = 0$ while $f(t_k) \leq 1$.

Moreover, if $f$ is strictly increasing then for all $k \geq k_0$, where $k_0$ is the first $k$ such that $f(t_k) > 1$, we have $q^k > q^{k - 1}$.

Proof: First of all, we have that

$$E(q^1) - f(t_1)q^1 + |q^1| \leq 0$$

and as $E$ is positive $q^1$ has to be positive. Moreover, it holds for $k \geq 1$ that

$$E(q^k) - f(t_k)q^k + |q^k - q^{k - 1}| \leq E(q^{k - 1}) - f(t_k)q^{k - 1}$$

$$\leq E(q^k) - f(t_{k - 1})q^k + (f(t_{k - 1}) - f(t_k))q^{k - 1}$$

$$+ |q^k - q^{k - 2}| - |q^{k - 1} - q^{k - 2}|.$$  

Hence, we obtain

$$(f(t_{k - 1}) - f(t_k))q^k \leq (f(t_{k - 1}) - f(t_k))q^{k - 1}$$

and as $f(t_{k - 1}) - f(t_k) \leq 0$, we conclude that $q^k \geq q^{k - 1}$.

If $f(t_1) \leq 1$, then for any $\tilde{q} > 0$ we have $E(\tilde{q}) - f(t_1)\tilde{q} + |\tilde{q}| \geq E(\tilde{q}) - \tilde{q} + \tilde{q} = E(\tilde{q}) > 0$, as $e$ is increasing around $0$. This shows that $0$ is the only minimizer. Now, we can iterate this argument to see that $q^k = 0$ while $f(t_k) \leq 1$.  

The final statement can again be proven using induction. First, we show that \( q_k^0 > q_{k-1}^0 = 0 \). As 
\[
\frac{q_k}{q_{k-1} - 1} > 0.
\]
and hence 0 cannot be a minimizer which implies \( q_k^0 > 0 \). Now, take any \( k \geq k_0 \) and assume that 
\( q_{k-1} > q_{k-2} > \cdots > q_k^0 > 0 \). Again, we have for any \( \delta > 0 \)
\[
E(\delta) - f(t_0)\delta + \delta = E(q^{k-1}) + \int_{q^{k-1}}^{q_k} e(s) \, ds - f(t_k)(q^{k-1} + \delta) + \delta,
\]
where \( L = L(0) > 0 \) is the Lipschitz-constant of \( e \) around 0. Now, we can choose \( \delta < \frac{2\epsilon}{L} \) and obtain
\[
E(\delta) - f(t_0)\delta + \delta < 0
\]
and hence 0 cannot be a minimizer which implies \( q_k^0 > 0 \). Now, take any \( k \geq k_0 \) and assume that 
\( q_{k-1} > q_{k-2} > \cdots > q_k^0 > 0 \). Again, we have for any \( \delta > 0 \)
\[
E(q^k) - f(t_k)q^k + (q^k - q^{k-1}) \leq E(q^{k-1}) + \delta f(t_k)(q^{k-1} + \delta) + \delta
\]
\[
= E(q^{k-1}) + \int_{q^{k-1}}^{q_k} e(s) \, ds - f(t_k)(q^{k-1} + \delta) + \delta,
\]
\[
\leq E(q^{k-1}) + \delta e(q^{k-1}) + \frac{L}{2} \delta^2 - f(t_k)(q^{k-1} + \delta) + \delta,
\]
where \( L = L(q^{k-1}) \) is the Lipschitz-constant of \( e \) in some interval around \( q^{k-1} \), say \([q^{k-1} - 1, q^{k-1} + 1]\). We reorder the inequality and use \( E(q^k) - E(q^{k-1}) \geq 0 \) to obtain
\[
(1 - f(t_k))(q^k - q^{k-1}) \leq \delta \left( e(q^{k-1}) - f(t_k)q^{k-1} + 1 + \frac{L}{2} \delta \right).
\]
Again, we rewrite \( f(t_k) = f(t_{k-1}) + \epsilon \) and we use that \( e(q^{k-1}) - f(t_{k-1})q^{k-1} + 1 = 0 \) as \( q^{k-1} \) is a minimizer and \( q^{k-1} > q^{k-2} \) to conclude
\[
(1 - f(t_k))(q^k - q^{k-1}) \leq \delta \left( -\epsilon q^{k-1} + \frac{L}{2} \delta \right).
\]
Finally, we can choose \( \delta \) so small enough so that the right-hand side becomes negative and then divide by \( (1 - f(t_k)) < 0 \) to show that
\[
q^k - q^{k-1} > 0.
\]

As viscosity solutions are not defined on discrete time points, we have to consider some interpolation of the discrete values. Let us therefore define the interpolant
\[
q^N(t) := q^{k-1} \text{ for } t \in [t_{k-1}, t_k).
\]

**Lemma 3.6:** The interpolant \( q^N \) is a discontinuous viscosity solution of
\[
\partial R(u_t) + e(u) \ni f^N,
\]
where \( f^N(t) := f(t_{k-1}) \) for \( t \in [t_{k-1}, t_k) \). Moreover, if \( f \) is strictly increasing, then \( q^N \) is also a discontinuous viscosity solution of
\[
\partial R(u_t) + e_m(u) \ni f^N.
\]
Proof: As \( q^k \in \arg \min_{q \in \mathbb{R}} \{ E(q) - f(t_k)\tilde{q} + |\tilde{q} - q^{k-1}| \} \), it follows by the properties of subdifferentials that

\[
0 \in [-1 + e(q^k) - f(t_k), 1 + e(q^k) - f(t_k)] \quad \text{if} \quad q^k = q^{k-1}, \quad (17)
\]

\[
0 = 1 + e(q^k) - f(t_k) \quad \text{if} \quad q^k > q^{k-1}, \quad (18)
\]

for all \( k = 1, \ldots, N \).

Whenever, \( t \in I \) is a continuity point of \( q^N \) then \( \mathcal{P}_1^{1+} q^N(t) = \mathcal{P}_1^{1-} q^N(t) = \{ 0 \} \) and due to the inclusion (17), \( q^N \) satisfies the sub- and supersolution inequalities. Let us now look at the jump points, i.e. \( q^k = (q^N)_+(t) > (q^N)_-(t) = q^{k-1} \). In this case, it holds \( \mathcal{P}_1^{1+} (q^N)_+(t) = \mathcal{P}_1^{1-} (q^N)_-(t) = [0, \infty) \).

Hence, we obtain for all \( a \in \mathcal{P}_1^{1+} (q^N)_+(t) \) with (18) that

\[ \partial R(a) + e((q^N)_+(t)) \ni 1 + e(q^k) = f(t_k) = f^N(t) \leq (f^N)_+(t), \]

i.e. \((q^N)_+\) is a viscosity subsolution. On the other hand, for all \( b \in \mathcal{P}_1^{1-} (q^N)_-(t) \) we have

\[ \partial R(b) + e((q^N)_-(t)) \ni 1 + e(q^{k-1}) \geq f(t_{k-1}) = (f^N)_-(t), \]

and therefore \((q^N)_-\) is a viscosity supersolution and the function \( q^N \) is a discontinuous viscosity solution.

Hence, the first statement holds. As \( q^k \) is chosen to be the maximal value of the minimizers, the function \( e \) in the equations above can be replaced by \( e_m \). Indeed, as long as \( t_k < t_{k_0} \), we have \( q^k = 0 \) and by assumption we also have that \( e(0) = e_m(0) \). For any, \( t_k \geq t_{k_0} \) it holds due to Lemma 3.6 that

\[ e(q^k) - f(t_k) + 1 = 0, \]

and by the definition of \( q^k \) this is equivalent to \( q^k = \max \{ e^{-1}(-1 + f(t_k)) \} \) (note that we used the coercivity of \( e \) here). However, this and the local Lipschitz continuity of \( e \) imply that there is a monotone function that lies below \( e \) and touches \( e \) at \( q^k \) and hence by the definition of \( e_m \) it follows that \( e(q^k) = e_m(q^k) \).

Now, be refining the partition we can analyze the limit \( N \to \infty \). Due to the stability result 2.15, the function \( u_{mm} = \liminf_{N \to \infty} q^N \) is a viscosity supersolution of

\[ \partial R(u_l) + e_m(u) \ni f. \]

Theorem 3.7: If \( f \) is strictly increasing, then \( u_{mm} = U_* \), where \( U \) is the greater of the Perron solutions of (12).

Proof: First of all, we notice that \( q^N \) is a viscosity subsolution of (12) as \( f \) is increasing, i.e.

\[ \partial R(q^N_l) + e(q) \leq f^N \leq f. \]

Therefore \( q^N \leq U \) and hence \( u_{mm} \leq U_* \). One the other hand, if we set \( h(t) := u_{mm}(t + \epsilon) \) for some \( \epsilon > 0 \), then

\[ \partial R(h_t) + e_m(h) \ni f(t + \epsilon) > f(t), \]

i.e. \( h \) is strict supersolution to this equation and \( U \) is a subsolution as

\[ \partial R(U_t) + e_m(U) \leq \partial R(U_t) + e(U) \leq f(t). \]

The comparison principle 2.8 allows us to conclude that \( U(t) \leq u_{mm}(t + \epsilon) \). The asserted statement follows by taking the limit as \( \epsilon \to 0 \).
3.3. Hysteresis

We have characterized the Perron solutions under an increasing loading \( f \). If we assume that \( f \) is decreasing, then the previously established correspondence changes, i.e. \( U \) corresponds to the vanishing viscosity solution and \( V \) corresponds to the maximal minimizing movement solution.

To see the emergence of a rate-independent hysteresis loop, we assume that \( f \) is a periodic loading that changes direction outside of the set

\[
[\min\{e^m - e_m \neq 0\} - 1, \max\{e^m - e_m \neq 0\} + 1].
\]

In this case, when \( f \) changes direction, we have \( U = V \) and the correspondence changes as described above.
However, we have also seen that $V < U$ in the set $\{e_m - e_n \neq 0\}$ and hence we obtain a (or multiple) rate-independent hysteresis loop for $u_{vis}$ and $u_{mm}$. Note that there are to different effects that contribute to the hysteresis loop, first due to the term $\partial R$ we obtain hysteresis when we change loading. Second, due to the non-monotone $e$, we obtain a further hysteresis loop. To highlight this, we refer to Figure 1 where the images of the curves $t \mapsto (f(t), u_{vis}(t))$ and $(f(t), u_{mm}(t))$ are plotted for $e : \mathbb{R} \to \mathbb{R}$ given by $e(x) := x^3 - \frac{9}{2}x^2 + \frac{11}{2}x$ and $f : [0, 16] \to \mathbb{R}$ given by

$$f(t) = \begin{cases} t & \text{if } t \leq 4, \\ 8 - t & \text{if } t \in (4, 10), \\ t - 12 & \text{if } t \geq 10. \end{cases}$$

Note that $e$ achieves has a local maximum at $x_{\text{max}} := \frac{3}{2} - \frac{1}{2}\sqrt{\frac{5}{3}}$ with

$$e(x_{\text{max}}) = \frac{1}{36} (54 + 5\sqrt{15}) \approx 2.038$$

and a local minimum at $x_{\text{min}} := \frac{3}{2} + \frac{1}{2}\sqrt{\frac{5}{3}}$ with

$$e(x_{\text{min}}) = \frac{1}{36} (54 - 5\sqrt{15}) \approx 0.962$$

and hence, we expect $u_{vis}$ to jump first when $f(t) = e(x_{\text{max}}) + 1 \approx 3.038$ and second when $f(t) = e(x_{\text{min}}) - 1 \approx -0.038$. Furthermore, we expect $u_{mm}$ to have a first jump when $f(t) = e(x_{\text{min}}) + 1 \approx 1.962$ and a second jump when $f(t) = e(x_{\text{max}}) - 1 \approx 1.038$.
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Appendix. Proofs

A.1. Perron’s method

The next two lemmas turn out to be helpful while proving Theorem 2.5.

Lemma A.1: Let \( \mathcal{F} \) be a non-empty set of subsolutions of (1) and set

\[
    w(x, t) := \sup_{u \in \mathcal{F}} u(x, t).
\]

If \( w(x, t) < \infty \) then its upper-semicontinuous envelope \( w^* \) is a subsolution of (1). The analogous result holds for supsolutions.

Proof: It is enough to prove the result for subsolution as each supsolution is a subsolution of \( -F(x, t, u, u_t, \nabla u, D^2 u) \in -S_s(u)G(x, t, u, \nabla u) \), i.e. by replacing \( F \) with \( -F \) (noting that the degenerate ellipticity assumption is not used in the proof) and \( S \) with \( -S \) we obtain the result for supsolutions.

Let \( (x, t) \in \Omega \times I \) and \( (a, p, X) \in \mathcal{P}^{2,+} w^* (x, t) \). By definition of the upper-semicontinuous envelope one can find a sequence \( (x_n, t_n, u_n) \in \Omega \times I \times \mathcal{F} \) such that \( u_n(x_n, t_n) \to w^*(x, t) \) and for any other sequence \( (x'_n, t'_n) \to (x, t) \) we have \( \limsup_{n \to \infty} u_n(x'_n, t'_n) \leq w^*(x, t) \). This implies that there is a sequence \( (\hat{x}_n, \hat{t}_n) \in \Omega \times I \) and a sequence \( (a_n, p_n, X_n) \in \mathcal{P}^{2,+} u_n(\hat{x}_n, \hat{t}_n) \) such that

\[
    (\hat{x}_n, \hat{t}_n, u_n(\hat{x}_n, \hat{t}_n), a_n, p_n, X_n) \to (x, t, w^*(x, t), a, p, X),
\]

see [2, Proposition 4.3]. As \( u_n \in \mathcal{F} \) is a subsolution there is a \( \mu_n \in S_s(a_n) \) such that

\[
    F_s(\hat{x}_n, \hat{t}_n, u(\hat{x}_n, \hat{t}_n), a_n, p_n, X_n) \leq \mu_n G(\hat{x}_n, \hat{t}_n, u(\hat{x}_n, \hat{t}_n), p_n).
\]
Passing to a subsequence, by (C1) we have $\mu_{u_k} \to \mu \in \mathcal{S}(a)$ and the last inequality still holds for this subsequence. Due to the lower semicontinuity of $F_*=\mu G$ and the continuity of $G$, we can pass to limit inferior as $k \to \infty$ and we obtain

$$F_*(x, t, w^*(x, t), a, p, X) \leq \mu G(x, t, w^*(x, t), p).$$

We proved that for all $(x, t) \in \Omega \times I$ and all $(a, p, X) \in \mathbb{P}^2_+ w^*(x, t)$ there is a $\mu \in \mathcal{S}(a)$ such that the last inequality holds. This shows that $w^*$ is a subsolution of (1).

**Lemma A.2:** Let $u$ be a subsolution of (1). Assume that $u_\epsilon$ is not a supersolution at some point $(\hat{x}, \hat{t})$, i.e. there exists $(a, p, X) \in \mathbb{P}^2_- u_\epsilon(\hat{x}, \hat{t})$ such that for all $\mu \in \mathcal{S}(a)$ we have

$$F^*(\hat{x}, \hat{t}, u_\epsilon(\hat{x}, \hat{t}), a, p, X) < \mu G(\hat{x}, \hat{t}, u_\epsilon(\hat{x}, \hat{t}), p).$$

(A1)

In this case, for any $\epsilon > 0$ there exists a subsolution $u_\epsilon : \Omega \times I \to \mathbb{R}$ satisfying

- $u_\epsilon(x, t) \geq u(x, t)$,
- $\sup(u_\epsilon - u) > 0$,
- $u_\epsilon(x, t) = u(x, t)$ for all $(x, t) \in \Omega \times I$ with $|(x, t) - (\hat{x}, \hat{t})| \geq \epsilon$.

Again, the same result holds also for supersolutions with the obvious modifications.

**Proof:** Let $(\hat{x}, \hat{t})$ and $(a, p, X) \in \mathbb{P}^2_- u_\epsilon(\hat{x}, \hat{t})$ be such that inequality (A1) holds. By (C3) the set $\mathcal{S}(a)$ is compact and there is $\alpha > 0$ such that

$$F^*(\hat{x}, \hat{t}, u_\epsilon(\hat{x}, \hat{t}), a, p, X) - \mu G(\hat{x}, \hat{t}, u_\epsilon(\hat{x}, \hat{t}), p) \leq -\alpha$$

for all $\mu \in \mathcal{S}(a)$. Let us define

$$u_{\delta, \gamma}(x, t) := u_\epsilon(\hat{x}, \hat{t}) + \delta + a(t - \hat{t}) + \frac{1}{2} \{X(x - \hat{x}), x - \hat{x}\} - \frac{1}{2} (x (x - \hat{x}), x - \hat{x})^2.$$ (A2)

As $F^*$ is upper-semicontinuous, we have for $|(x, t) - (\hat{x}, \hat{t})| \to 0$,

$$F^*(x, t, u_{\delta, \gamma}(x, t), (u_{\delta, \gamma})_r(x, t), \nabla u_{\delta, \gamma}(x, t), D^2 u_{\delta, \gamma}(x, t))$$

$$= F^*(x, t, u_{\delta, \gamma}(x, t), a - \gamma (t - \hat{t}), p - \gamma (x - \hat{x}), X - \gamma 1d)$$

$$\leq F^*(\hat{x}, \hat{t}, u_\epsilon(\hat{x}, \hat{t}), a, p, X) + o(1).$$

The continuity of $G$ can be used in the same way to obtain

$$G(x, t, u_{\delta, \gamma}(x, t), \nabla u_{\delta, \gamma}(x, t)) = G(\hat{x}, \hat{t}, u_\epsilon(\hat{x}, \hat{t}), p) + o(1).$$

Moreover, $\partial_\gamma u_{\delta, \gamma}(x, t) = a - \gamma (t - \hat{t})$ which implies with condition (C2) that there are $\mu_{\gamma} \in \mathcal{S}(\partial_\gamma u_{\delta, \gamma}(x, t))$ with $\gamma$ small enough such that $\mu_{\gamma} = \mu + o(1)$. As (A2) holds, we conclude that if $\delta, \gamma, r$ are small enough then is $u_{\delta, \gamma}$ a subsolution of (1) in $B_r(\hat{x}, \hat{t})$. Moreover, since

$$u(x, t) \geq u_\epsilon(x, t) \geq u_\epsilon(\hat{x}, \hat{t}) + a(t - \hat{t}) + \frac{1}{2} \{X(x - \hat{x}), x - \hat{x}\} + o((x, t) - (\hat{x}, \hat{t})|^2),$$

we can choose $\delta = c(\gamma, r)$ to obtain $u(x, t) > u_{\delta, \gamma}(x, t)$ for $(x, t) \in B_r(\hat{x}, \hat{t}) \setminus B_{\frac{\delta}{2}}(\hat{x}, \hat{t})$. Therefore the function

$$u_{\gamma}(x, t) := \begin{cases} \max\{u(x, t), u_{\delta, \gamma}(x, t)\} & \text{in } B_r(\hat{x}, \hat{t}), \\ u(x, t) & \text{elsewhere,} \end{cases}$$

is a subsolution by Lemma A.1. It is clear that $u_{\gamma}(x, t) \geq u(x, t)$ and that in a neighborhood of $(\hat{x}, \hat{t})$ we have $u_{\gamma}(x, t) > u(x, t)$. For $\epsilon$ given, by choosing $r, \gamma < \epsilon$ we have that $u_{\gamma}$ satisfies all the required properties.

**Proof of Theorem 2.5:** As $U \leq v \leq \infty$, Lemma A.1 implies that $U^*$ is a subsolution. Now assume that $(U^*)_\epsilon = U_\epsilon$ is not a supersolution, then there has to be a neighborhood where $U_\epsilon < v$. In this neighborhood we can apply Lemma A.2 to obtain subsolutions $u_\epsilon$ that are strictly bigger then $U_\epsilon$. Moreover, as $\epsilon \to 0$ these subsolutions $u_\epsilon$ converge to $U_\epsilon$. Hence, we can choose $\epsilon$ small enough so that $U_\epsilon \leq u_\epsilon < v$. This contradicts the maximality of $U$. We showed that $U_\epsilon$ is a supersolution and $U^*$ is a subsolution, i.e. $U$ is indeed a discontinuous viscosity solution.

The same arguments also prove that $V$ is a discontinuous viscosity solution. To see the last statement in this Theorem, we note that $V^*$ is a subsolution and $U_\epsilon$ is a supersolution with $V^* \leq v^* = v$ and $u = u_\epsilon \leq U_\epsilon$.
A.2. Comparison principles

The proofs of the comparison principles, both bounded and unbounded, in this section are primarily an adaption of the methods in [2].

Proof of Theorem 2.8: Assume by contradiction that comparison does not hold, i.e.

\[ \sup \{ u(x, t) - v(x, t) \} = \delta > 0 \]

and define

\[ M_{\alpha, \gamma} = \sup_{x, y \in \Omega} \left\{ u(x, t) - v(y, t) - \alpha |x - y|^4 - \frac{\gamma}{T - t} \right\} . \]

We have \( M_{\alpha, \gamma} > \delta/2 \) for \( \gamma \) small enough. Since the domain is bounded, the supremum is achieved at a point \((\hat{x}, \hat{y}, \hat{t}) \in \Omega \times \Omega \times [0, T)\).

We will now show that the triplet \((\hat{x}, \hat{y}, \hat{t})\) is in the interior of the parabolic domain if \( \alpha \) is large enough. Assume first that \( \hat{t} = 0 \) then

\[ M_{\alpha, \gamma} = u(\hat{x}, 0) - v(\hat{y}, 0) - \alpha |\hat{x} - \hat{y}|^4 - \frac{\gamma}{T} \leq -\alpha |\hat{x} - \hat{y}|^4 - \frac{\gamma}{T} \leq 0, \]

since \( u \leq v \) on the parabolic boundary \( \partial_{p}(\Omega \times I) \), contradicting \( M_{\alpha, \gamma} > \delta/2 \). We now check that, if \( \alpha \) is chosen to be large enough, \( \hat{x} \) and \( \hat{y} \) necessarily belong to \( \Omega \). Assume the contrary, namely there exists a subsequence \( \alpha_n \to \infty \) with \( \hat{x}_n \to \hat{x}_n \in \partial_{p} \Omega \) and therefore

\[ \lim_{n \to \infty} M_{\alpha_n, \gamma} = \lim_{n \to \infty} u(\hat{x}_n, \hat{t}_n) - v(\hat{y}_n, \hat{t}_n) - \alpha_n |\hat{x}_n - \hat{y}_n|^4 - \frac{\gamma}{T - \hat{t}_n} \leq 0 - \frac{\gamma}{T} \leq 0, \]

where we used again that \( u \leq v \) on \( \partial_{p}(\Omega \times I) \) and reached a contradiction. Therefore, we have proved that \((\hat{x}, \hat{y}, \hat{t}) \in \Omega \times \Omega \times (0, T)\), at least if \( \alpha \) is large enough. Hence, we have [2, Theorem 8.3]

\[ (a, p, X) \in P^{2,+} u(\hat{x}, \hat{t}) \quad \text{and} \quad (b, p, Y) \in P^{2,-} v(\hat{y}, \hat{t}) \]

with \( a - b = \frac{\gamma}{(T - \hat{t})^2}, p = 4\alpha |\hat{x} - \hat{y}|^2 (\hat{x} - \hat{y}) \), and

\[ -4||Z|| \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & -1 \\ 0 & 1 & 1 \end{pmatrix} \leq \begin{pmatrix} X + \frac{2||Z||Z^2}{1 + ||Z||Z^2} & -(Z + \frac{1}{||Z||Z^2}Z^2) \\ -(Z + \frac{1}{||Z||Z^2}Z^2) & Z + \frac{1}{||Z||Z^2}Z^2 \end{pmatrix}, \]

with \( Z = 4\alpha |\hat{x} - \hat{y}|^2 \text{Id} + 8\alpha (\hat{x} - \hat{y}) \otimes (\hat{x} - \hat{y}) \). This means that condition (F2) and condition (G2) can be used. As \( u \) is a subsolution and \( v \) is a supersolution, we can find \( \mu \in S(a) \) and \( v \in S(b) \) such that

\[ F^u(\hat{x}, \hat{t}, u, a, p, X) - \mu G(\hat{x}, \hat{t}, u, p) \leq 0, \quad (A3) \]
\[ F^v(\hat{y}, \hat{t}, v, b, p, Y) - v G(\hat{y}, \hat{t}, v, p) \geq 0, \quad (A4) \]

where one of the inequalities holds even if we replace 0 by \( \lambda \) with \( \lambda > 0 \). By subtracting (A3) from (A4), we obtain

\[ \lambda \leq F^v(\hat{y}, \hat{t}, v, b, p, Y) - F^u(\hat{x}, \hat{t}, u, a, p, X) - v G(\hat{y}, \hat{t}, v, p) + \mu G(\hat{x}, \hat{t}, u, p). \]

Adding and subtracting terms, we get

\[ \lambda \leq F^v(\hat{y}, \hat{t}, v, b, p, Y) - F^u(\hat{x}, \hat{t}, v, a, p, X) + F^u(\hat{x}, \hat{t}, v, a, p, X) - F^u(\hat{x}, \hat{t}, u, a, p, X) - v G(\hat{y}, \hat{t}, v, p) + v G(\hat{x}, \hat{t}, u, p) - v G(\hat{y}, \hat{t}, v, p) + v G(\hat{x}, \hat{t}, u, p) \leq \omega_f(\hat{x} - \hat{y}) + \alpha |\hat{x} - \hat{y}|^4 + S_{\max} L_G(v - u) + |v| \omega_f(\hat{x} - \hat{y}) + \alpha |\hat{x} - \hat{y}|^4 + S_{\max} L_G|u - v| + (\mu - v) G(\hat{x}, \hat{t}, u, p). \]

Where the second inequality follows from (F1), (F2), and (G1), (G2) by noticing that \( X \leq Y \) and \( a > b \). In particular, (S1) implies that \( \mu - v \leq 0 \). As \( G \geq 0 \), it follows that the last term above is negative. Eventually, by means of \( u(\hat{x}, \hat{t}) > 0 \),
\( \nu(\hat{y}, \hat{t}) \) we get

\[
\lambda \leq \omega_F(|\hat{x} - \hat{y}| + \alpha |\hat{x} - \hat{y}|^4) + S_{\text{max}} \omega_G(|\hat{x} - \hat{y}| + \alpha |\hat{x} - \hat{y}|^4).
\]

By taking \( \alpha \to \infty \), we have \( \alpha |\hat{x} - \hat{y}|^4 \to 0 \) (see [2]) which also implies \( |\hat{x} - \hat{y}| \to 0 \). Therefore, the right-hand side above goes to 0, leading to a contradiction.

\textbf{Proof of Theorem 2.11:} We are going to subdivide the proof in two steps. First, we are going to prove that the difference \( u - v \) satisfies a growth estimate and afterwards we will prove the comparison principle.

\textit{Step 1: Growth estimate}

The first step of the proof consists in proving that the difference \( u - v \) satisfies the growth estimate

\[
\sup_{(x,y,t) \in \mathbb{R}^n \times \mathbb{R}^n \times I} u(x,t) - v(y,t) - 2\eta^{-1}K|x - y| - \frac{\gamma}{T - t} < \infty,
\]

where \( K := K_F + S_{\text{max}} K_G \). Following [2, Theorem 5.1.], we choose a family \( \beta_R \) of \( C^2(\mathbb{R}^n) \) functions such that

\begin{enumerate}
\item \( \beta_R \geq 0 \),
\item \( \lim \inf_{|x| \to \infty} \frac{\beta_R(x)}{|x|} \geq 2L \),
\item \( |D\beta_R(x)| + |D^2\beta_R(x)| \leq C \), for \( R \geq 1 \), \( x \in \mathbb{R}^n \),
\item \( \lim_{R \to \infty} \beta_R(x) = 0 \) for \( x \in \mathbb{R}^n \),
\end{enumerate}

where \( C > 0 \) is a positive constant. Let us now define the function

\[
\Phi(x,y,t) := u(x,t) - v(y,t) - 2\eta^{-1}K(1 + |x - y|^2)^{\frac{1}{2}} - (\beta_R(x) + \beta_R(y)) - \frac{\gamma}{T - t}.
\]

Note that condition ii) implies that there is a constant \( r(R) \) such that \( \beta_R(x) \geq \frac{1}{2} L|x| \) if \( |x| > r(R) \). Moreover by (9), we obtain for \( |x|, |y| > r(R) \) the estimate

\[
\Phi(x,y,t) \leq L - 2\eta^{-1}K - \frac{\gamma}{T - t} - \frac{1}{2} L(|x| + |y|).
\]

Hence, the function has to attain its supremum in a compact subset of \( \mathbb{R}^n \times \mathbb{R}^n \times I \). Let \( (\hat{x}, \hat{y}, \hat{t}) \) be this maximum. If the asserted inequality (A5) fails to hold, then \( \Phi(\hat{x}, \hat{y}, \hat{t}) > 0 \) for \( R > 0 \) big enough. Second assume the other case, i.e. \( \Phi(\hat{x}, \hat{y}, \hat{t}) < 0 \), which implies that

\[
2\eta^{-1}K|\hat{x} - \hat{y}| \leq u(\hat{x}, \hat{t}) - v(\hat{y}, \hat{t}) - \frac{\gamma}{T - \hat{t}}.
\]

In case \( \hat{t} = 0 \), then we would get

\[
0 < \Phi(\hat{x}, \hat{y}, 0) \leq -2K(1 + |\hat{x} - \hat{y}|^2)^{\frac{1}{2}} - (\beta_R(\hat{x}) + \beta_R(\hat{y})) + \frac{\gamma}{T} \leq 0,
\]

which is a contradiction. Hence, the maximum \( (\hat{x}, \hat{y}, \hat{t}) \) lies inside \( \mathbb{R}^n \times \mathbb{R}^n \times (0, T) \), yielding

\[
(a, p + D\beta_R(\hat{x}), X + D^2\beta_R(\hat{x})) \in \mathcal{P}^{2,+} u(\hat{x}, \hat{t}),
\]

\[
(b, p - D\beta_R(\hat{y}), -X - D^2\beta_R(\hat{y})) \in \mathcal{P}^{2,-} v(\hat{y}, \hat{t}),
\]

with \( a = b + \frac{\gamma}{(T - \hat{t})^2} \), \( p = 2\eta^{-1}K \frac{\hat{x} - \hat{y}}{1 + |\hat{x} - \hat{y}|^2} \), and

\[
X = \frac{2\eta^{-1}K}{1 + |\hat{x} - \hat{y}|^2} \text{Id} - 4\eta^{-1}K \frac{\hat{x} - \hat{y}}{1 + |\hat{x} - \hat{y}|^2} \otimes \frac{\hat{x} - \hat{y}}{1 + |\hat{x} - \hat{y}|^2}.
\]

This implies that one can find \( \mu \in \mathcal{S}(a) \), and \( v \in \mathcal{S}(b) \) such that

\[
F(\hat{x}, \hat{t}, u, a, p + D\beta_R(\hat{x}), X + D^2\beta_R(\hat{x})) \leq \mu G(\hat{x}, \hat{t}, u, p + D\beta_R(\hat{x})),
\]

\[
F^*(\hat{y}, \hat{t}, v, b, p - D\beta_R(\hat{y}), -X - D^2\beta_R(\hat{y})) \geq v G(\hat{y}, \hat{t}, v, p - D\beta_R(\hat{y})).
\]

Subtracting (A7) from (A8) shows that

\[
0 \leq F^*(\hat{y}, \hat{t}, v, p - D\beta_R(\hat{y}), -X - D^2\beta_R(\hat{y})) - F_*(\hat{x}, \hat{t}, u, a, p + D\beta_R(\hat{x}), X + D^2\beta_R(\hat{x})) - v (G(\hat{y}, \hat{t}, v, p - D\beta_R(\hat{y})) - G(\hat{x}, \hat{t}, u, p + D\beta_R(\hat{x}))) + (\mu - v)G(\hat{x}, \hat{t}, u, p + D\beta_R(\hat{x})).
\]

As \( b \leq a \), we have \( \mu \leq v \) and we can estimate the last term in the right-hand side above by 0. To treat other terms we use condition (F1), (FU), (G1), and (GU). As the difference of \( F_2^2 - F_{2,a}^2 \) is locally bounded and \( G_2 \) is continuous there
is $C(p, X, D\beta_R, D^2\beta_R) > 0$ locally bounded such that
\[
0 \leq \eta(v(\hat{y}, \hat{t}) - u(\hat{x}, \hat{t})) + C_{F_t} + S_{\max}C_{G_t} + C(p, X, D\beta_R, D^2\beta_R)
+ (K_E + S_{\max}K_G)|\hat{x} - \hat{y}|.
\]
As $p, X$ are bounded and $D\beta_R, D^2\beta_R$ are bounded independently of $R$ we can introduce a constant $C > 0$ which is independent of $R$ and obtain
\[
0 \leq C + \eta(v(\hat{y}, \hat{t}) - u(\hat{x}, \hat{t})) + K|\hat{x} - \hat{y}|.
\]
Finally, using (A6), we see that $u(\hat{x}, \hat{t}) - v(\hat{y}, \hat{t})$ is uniformly bounded, i.e.
\[
u(\hat{x}, \hat{t}) - v(\hat{y}, \hat{t}) \leq \frac{2C}{\eta}.
\]
The bound on $u - v$ implies that
\[
\Phi(x, y, t) \leq \Phi(\hat{x}, \hat{y}, \hat{t}) \leq u(\hat{x}, \hat{t}) - v(\hat{y}, \hat{t}) \leq \frac{2C}{\eta}.
\]
By sending $R \to \infty$ we obtain
\[
u(x, t) - v(y, t) - 2K(1 + |x - y|)^{\frac{1}{2}} - \frac{\nu}{T - t} \leq \frac{2C}{\eta}
\]
and (A5) is proved.

**Step 2: Comparison Principle**

It is now time to prove the comparison principle. Let us therefore assume that
\[
\sup_{x \in \mathbb{R}^n} \{u(x, t) - v(x, t)\} = \delta > 0
\]
and define
\[
M_{a, \epsilon, \gamma} := \sup_{x, y \in \mathbb{R}^n} \left\{ u(x, t) - v(y, t) - a|x - y|^{\epsilon} - \epsilon(|x|^2 + |y|^2) - \frac{\nu}{T - t} \right\}.
\]
Due to the growth estimate (A5), $M_{a, \epsilon, \gamma}$ is uniformly bounded. Moreover, we have $M_{a, \epsilon, \gamma} > \delta/2$ for $\gamma, \epsilon$ small enough. Using (A5), we see that $M_{a, \epsilon, \gamma}$ is attained at some $(\hat{x}, \hat{y}, \hat{t})$ satisfying
\[
\alpha|x - \hat{y}|^{\epsilon} + \epsilon(|\hat{x}|^2 + |\hat{y}|^2) \leq u(\hat{x}, \hat{t}) - v(\hat{y}, \hat{t}) - \frac{\nu}{T - t} \leq 2K\eta^{-1}|\hat{x} - \hat{y}| + C
\]
\[
\leq \frac{\alpha}{4}|\hat{x} - \hat{y}|^{\epsilon} + \frac{3}{4} \left( \frac{2K\eta^{-1}}{\alpha^{1/\epsilon}} \right)^{4/3} + C,
\]
for some constant $C = C(K, C_{F_t}, C_{G_t}) > 0$. Hence, the maximum is achieved inside of the domain, i.e. $(\hat{x}, \hat{y}, \hat{t}) \in \mathbb{R}^n \times \mathbb{R}^n \times (0, T)$ and we can again apply the Jensen–Ishii lemma to obtain that
\[
(a, p + 2\epsilon \hat{x}, X + 2\epsilon \text{Id}) \in \mathcal{P}^{2, +} u(\hat{x}, \hat{t}),
\]
\[
(b, p - 2\epsilon \hat{y}, Y - 2\epsilon \text{Id}) \in \mathcal{P}^{2, -} v(\hat{y}, \hat{t}),
\]
with $a - b = \frac{\nu}{(T - t)^2}$, $p := 4\alpha|\hat{x} - \hat{y}|^{\epsilon}(\hat{x} - \hat{y})$, and
\[
-4||Z|| \begin{pmatrix} 1 & 0 \\ 0 & \text{Id} \end{pmatrix} \leq \begin{pmatrix} X & 0 \\ 0 & Y \end{pmatrix} \leq \begin{pmatrix} Z + \frac{1}{2||Z||}Z^2 & -(Z + \frac{1}{2||Z||}Z^2) \\ -(Z + \frac{1}{2||Z||}Z^2) & Z + \frac{1}{2||Z||}Z^2 \end{pmatrix},
\]
with $Z := 4\alpha|\hat{x} - \hat{y}|^{\epsilon} \text{Id} + 8\alpha(\hat{x} - \hat{y}) \otimes (\hat{x} - \hat{y})$. As $u$ is a subsolution and $v$ is a supersolution, we can find $\mu \in \mathcal{S}(a)$ and $\nu \in \mathcal{S}(b)$ such that
\[
F_a(\hat{x}, \hat{t}, u, a, p + 2\epsilon \hat{x}, X + 2\epsilon \text{Id}) - \mu G(\hat{x}, \hat{t}, u, p + 2\epsilon \hat{x}) \leq 0,
\]
\[
F^*(\hat{y}, \hat{t}, v, b, p - 2\epsilon \hat{y}, Y - 2\epsilon \text{Id}) - \nu G(\hat{y}, \hat{t}, v, p - 2\epsilon \hat{y}) \geq 0.
\]
By subtracting (A10) from (A11), we obtain
\[
0 \leq F^*(\hat{y}, \hat{t}, v, b, p - 2\epsilon \hat{y}, Y - 2\epsilon \text{Id}) - F_a(\hat{x}, \hat{t}, u, a, p + 2\epsilon \hat{x}, X + 2\epsilon \text{Id})
- \nu G(\hat{y}, \hat{t}, v, p - 2\epsilon \hat{y}) + \mu G(\hat{x}, \hat{t}, u, p + 2\epsilon \hat{x}).
\]
By adding and subtracting terms one has that
\[
0 \leq F^*(\hat{y}, \hat{t}, v, b, p - 2\epsilon \hat{y}, Y - 2\epsilon \Id) - F^*(\hat{x}, \hat{t}, v, a, p + 2\epsilon \hat{x}, X + 2\epsilon \Id)
+ F^*(\hat{x}, \hat{t}, \nu, a, p + 2\epsilon \hat{x}, X + 2\epsilon \Id) - F^*(\hat{x}, \hat{t}, \nu, a, p + 2\epsilon \hat{x}, X + 2\epsilon \Id)
- vG(\hat{y}, \hat{t}, v, p - 2\epsilon \hat{y}) + vG(\hat{x}, \hat{t}, v, p + 2\epsilon \hat{x})
- vG(\hat{x}, \hat{t}, v, p + 2\epsilon \hat{x}) + vG(\hat{x}, \hat{t}, u, p + 2\epsilon \hat{x})
- vG(\hat{x}, \hat{t}, u, p + 2\epsilon \hat{x}) + \mu G(\hat{x}, \hat{t}, u, p + 2\epsilon \hat{x})
\leq \eta (v(\hat{y}, \hat{t}) - u(\hat{x}, \hat{t}))
+ F^*(\hat{y}, \hat{t}, v, b, p - 2\epsilon \hat{y}, Y - 2\epsilon \Id) - F^*(\hat{x}, \hat{t}, v, a, p + 2\epsilon \hat{x}, X + 2\epsilon \Id)
- vG(\hat{y}, \hat{t}, v, p - 2\epsilon \hat{y}) + vG(\hat{x}, \hat{t}, v, p + 2\epsilon \hat{x})
+ vG(\hat{x}, \hat{t}, v, p + 2\epsilon \hat{x}) + vG(\hat{x}, \hat{t}, v, p + 2\epsilon \hat{x}).
\]

In the second inequality we used (F1), (G1), (S1), along with \( u(\hat{x}, \hat{t}) > v(\hat{y}, \hat{t}), X \leq Y \), and \( a \geq b \).

To treat the terms in the last inequality, we use (FU), (GU), and (S2) to obtain,
\[
\eta \frac{\delta}{2} \leq F^*(\hat{y}, \hat{t}, v, b) - F^*(\hat{x}, \hat{t}, v, a) + F^*_2(\hat{t}, p - 2\epsilon \hat{y}, Y - 2\epsilon \Id) - F^*_2(\hat{t}, p + 2\epsilon \hat{x}, X + 2\epsilon \Id)
+ S_{\max}[G_1(\hat{y}, \hat{t}, v) - G_1(\hat{x}, \hat{t}, v)] + S_{\max}[G_2(\hat{t}, p + 2\epsilon \hat{y}) - G_2(\hat{t}, p - 2\epsilon \hat{y})]
\leq \omega F_1(\hat{x} - \hat{y}) + \frac{\nu}{T - t} F_2(\hat{t}, p - 2\epsilon \hat{y}, Y - 2\epsilon \Id) - F_2(\hat{t}, p + 2\epsilon \hat{x}, X + 2\epsilon \Id)
+ S_{\max}[G_1(\hat{x} - \hat{y})] + S_{\max}[G_2(\hat{t}, p + 2\epsilon \hat{y}) - G_2(\hat{t}, p - 2\epsilon \hat{y})]
\]
As Equation (A9) implies that \( \alpha |\hat{x} - \hat{y}|^4 \) is bounded independently of \( \epsilon \), and therefore also \( p, q, X, \) and \( Y \), we can take the limit superior as \( \epsilon \to 0 \) of the above equation to obtain the inequality
\[
\eta \frac{\delta}{2} \leq \omega F_1(\hat{x} - \hat{y}) + \frac{\nu}{T - t} F_2(\hat{t}, p, Y) - F_2(\hat{t}, p, X) + S_{\max}[G_1(\hat{x} - \hat{y})].
\]

Note that we used the upper-semicontinuity of \( F_2^* - F_2 \) and the continuity of \( G \). Finally, we can again use (FU) to reach a contradiction as follows
\[
\eta \frac{\delta}{2} \leq \liminf_{\nu \to 0} \liminf_{\nu \to 0} \omega F_1(\hat{x} - \hat{y}) + \frac{\nu}{T - t} + \omega F_2(\hat{x} - \hat{y}) + \alpha |\hat{x} - \hat{y}|^4 + S_{\max}[G_1(\hat{x} - \hat{y})]
= 0,
\]
if \( \liminf_{\nu \to 0} \liminf_{\nu \to 0} \frac{\nu}{T - t} = 0 \) and \( \liminf_{\nu \to 0} \liminf_{\nu \to 0} \omega F_2(\hat{x} - \hat{y}) = 0 \). These equalities hold with a similar argument as in [26].

**A.3. Stability result**

The proof is based on [19, Chapter 6] with the necessary adaptions.

**Proof of Theorem 2.15:** Consider any \( (x, t) \in \Omega \times I \) and \( (a, p, X) \in \mathcal{P}^{2+} \pi(x, t) \). By applying Lemma 6.1 from [19] (see also [2, Proposition 4.3]), we see that there is a sequence \( (x_{n_k}, t_{n_k}) \in \Omega \times I \) and \( (a_{n_k}, p_{n_k}, X_{n_k}) \in \mathcal{P}^{2+} \) \( u_{n_k} \) \( (x_{n_k}, t_{n_k}) \to (x, t, \pi(x, t), a, p, X) \). As \( u_{n_k} \) are viscosity subsolutions, there are \( \mu_{n_k} \in S_{n_k}(a_{n_k}) \) such that
\[
F_{n_k}(x_{n_k}, t_{n_k}, u_{n_k}, a_{n_k}, p_{n_k}, X_{n_k}) - \mu_{n_k} G_{n_k}(x_{n_k}, t_{n_k}, u_{n_k}, p_{n_k}) \leq 0.
\]
By the assumptions in the theorem, there is a further subsequence (not relabeled) such that \( \mu_{n_k} \to \mu \in S(a) \). Hence, we have by the definition of the half-relaxed limit \( F \) and the uniform convergence of \( G_{n_k} \) that
\[
\liminf_{k \to \infty} (F_{n_k}(x_{n_k}, t_{n_k}, u_{n_k}, a_{n_k}, p_{n_k}, X_{n_k}) - \mu_{n_k} G_{n_k}(x_{n_k}, t_{n_k}, u_{n_k}, p_{n_k}))
\leq 0.
\]