Low-Complexity Iterative Receiver for Space-Time Coded Signals over Frequency Selective Channels
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We propose a low-complexity turbo-detector scheme for frequency selective multiple-input multiple-output channels. The detection part of the receiver is based on a List-type MAP equalizer which is a state-reduction algorithm of the MAP algorithm using per-survivor technique. This alternative achieves a good tradeoff between performance and complexity provided a small amount of the channel is neglected. In order to induce the good performance of this equalizer, we propose to use a whitened matched filter (WMF) which leads to a white-noise “minimum phase” channel model. Simulation results show that the use of the WMF yields significant improvement, particularly over severe channels. Thanks to the iterative turbo processing (detection and decoding are iterated several times), the performance loss due to the use of the suboptimum List-type equalizer is recovered.
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1. INTRODUCTION
The growing demand for new services at high data rates indicates the need for new techniques to increase channel capacity. Foschini and Gans [1] have demonstrated the enormous capacity potential gain of wireless communication systems with antenna arrays at both transmitter and receiver. In order to achieve the promised high data rates over frequency selective multiple-input multiple-output (MIMO) channels, an equalizer has to be applied to reduce the channel time dispersion due to multipath propagation at high data rates.

Several solutions have been proposed among them linear and decision-feedback structures with a zero forcing or minimum mean square error optimization [2]. These equalizers have a low-complexity but suffer from noise enhancement and error propagation. In terms of performance, it is better to use a maximum a posteriori (MAP) [3] or Viterbi equalizer. However, the complexity of these algorithms is proportional to the number of states of the trellis which grows exponentially with the product of the channel memory and the number of transmit antennas [4]. When the channel memory becomes large and high-order constellations are used, the algorithm becomes impractical. Therefore, a reduced complexity approach is needed.

In this paper, we consider a List-type MAP equalizer [5] which realizes a good tradeoff between performance and complexity. The trellis has a reduced number of states taking into account a reduced number of taps of the channel. The remaining intersymbol and cochannel interference is cancelled by an internal per-survivor processing with a list of S survivors [6, 7, 8]. The choice of the receiver filter can affect dramatically the performance of this suboptimal equalizer. To induce the performance of this equalizer, it is desirable to use a receiver filter which concentrates the energy on the first taps. In the scalar case, this is easily achieved using a minimum phase factorization of the channel. Here, we extend this approach to the MIMO case. Therefore, we
propose to use a whitened matched filter (WMF) which makes the channel “minimum phase” and keeps the noise white [9, 10, 11]. Simulation results show that the use of the WMF yields significant improvement particularly over severe channels.

We propose here to enhance the performance by using a channel encoder. As shown in Figure 1, we consider a MIMO system transmitting parallel data coded streams and demultiplexed simultaneously. The structure of this transmitter, referred to as bit-interleaved coded modulation (BICM), was initially proposed for single-antenna systems [12, 13]. A scheme referred to as bit-interleaved coded modulation (BICM), was initially proposed for single-antenna systems [12, 13]. A single code is cyclically connected to N transmitters, each including a bit interleaver \( \Pi_i \) followed by a modulator and an antenna. The code and the frequency selective channel separated by the interleavers constitute a serially concatenated scheme to which we can apply an iterative receiver composed of a soft-input/soft-output decoder and an equalizer following the idea of turbo-codes [14]. The basic idea behind iterative processing is to exchange extrinsic information among the receiver modules in order to achieve successively refined performance. Turbo processing for MIMO coded data enhances all the more the need for a low-complexity equalizer.

In [15, 16], an equalizer based on filters has been proposed. However, the gain in complexity induces a loss in performance. In [17], Bauch and Al-Dhahir used a set of shortening filters [18] as prefilter to turbo equalization in order to reduce the number of states of the MAP equalizer. The disadvantage of this method is that the noise becomes colored at the outputs of the shortened channel.

In this paper, we consider a turbo detector composed of a List-type MAP equalizer and a MAP decoder. Thanks to the WMF, the noise at the input of the turbo detector is white. This permits to have a good performance without enhancing the complexity of the equalizer. In fact, in the case of a colored noise, the noise autocorrelation matrix has to be taken into account by the equalizer in order to achieve good performance. Unfortunately, the complexity of the equalizer is then considerably increased. If, for simplicity, the colored noise is assumed to be white, the soft outputs of the equalizer are degraded, particularly on the first turbo iteration. This can affect significantly the performance of the iterative receiver since we know the importance of the equalization at the first iteration for the turbo processing.

The paper is organized as follows. In Section 2, we describe the system model. In Section 3, we present the whitened matched filter principle and give simulation results for the List-type MAP equalizer. In Section 4, we describe the proposed turbo detector and the corresponding simulation results.

Throughout, scalars and matrices are lower and upper case, respectively, and vectors are underlined lower case; \((\cdot)^T, (\cdot)^\dagger\) and \((\cdot)^{-1}\) denote, respectively, transposition, trans-conjugation, and inversion. Moreover, \(\text{Trace}(A)\) denotes the trace of matrix \(A\) and \(E(\cdot)\) denotes the expected value operator. Finally, \(|x|\) denotes the highest integer not bigger than \(x\).

**2. SYSTEM MODEL**

2.1. General framework

We consider a frequency selective fading MIMO channel with \(N\) transmitting antennas and \(M\) receiving antennas. The channel between each transmit antenna and each receive antenna is modeled by a Rayleigh fading with a memory of \(L\) symbols.

As shown in Figure 1, the input information bit sequence is first encoded with a rate \(K\) convolutional encoder. The output of the encoder is demultiplexed into \(N\) streams that are interleaved by different interleavers \(\Pi_i\), mapped to PSK/QAM symbols and transmitted simultaneously by the \(N\) transmitting antennas. The same modulation constellation with size \(Q\) is used for each stream. Thus, \(\log_Q(Q)\) coded bits are mapped into one \(Q\)-ary symbol. This scheme was first proposed in [12, 13] for single-antenna and is known as bit-interleaved coded modulation (BICM). We assume that transmissions are organized into bursts of \(T\) symbols. For the sake of simplicity, the channels are supposed to be invariant during a burst and to change independently from burst to burst.

The received baseband signal sampled at the symbol rate at antenna \(j\) at time \(k\) is a linear combination of the \(N\) transmitted signals perturbed with noise

\[
r_j(k) = \sum_{i=1}^{N} \sum_{l=0}^{L-1} h_{i,j}(l) d_i(k-l) + n_j(k). \quad (1)
\]

In this expression, \(n_j(k)\) are modeled as independent samples of a zero mean white complex Gaussian noise with variance \(\sigma^2 = N_0\) and \(h_{i,j}(l)\) is the \(l\)th tap gain from transmit antenna \(i\) to receive antenna \(j\). The tap gains \(h_{i,j}(l)\) are modeled as independent complex Gaussian random variables with zero mean and variance \(\sigma^2_h(l)\). We assume that \(\sum_{l=0}^{L-1} \sigma^2_h(l) = 1\). Let \(\mathbf{d}(k) = (d_1(k), \ldots, d_N(k))^T\) be the \(N\)-long vector of modulated symbols transmitted from the \(N\) transmitting antennas at time \(k\) and \(\mathbf{n}(k) = (n_1(k), \ldots, n_M(k))^T\) be the \(M\)-long noise vector at the receiving antennas.

The output of the channel is the \(M\)-long vector \(\mathbf{r}(k) = (r_1(k), \ldots, r_M(k))^T\) with Z-transform:

\[
r(z) = H(z) d(z) + n(z), \quad (2)
\]

where \(H(z) = \sum_{l=0}^{L-1} H(l) z^{-l}\) and \((H(l))_{ji} = h_{i,j}(l)\).
The problem we address is then to recover the information bits from the noisy observation.

2.2. Simulation framework

In our simulations, we concentrate on a MIMO system with 2 transmit antennas and 2 receive antennas. We use a frequency-selective fading channel with memory $L = 5$. The channel is considered to be time invariant during the transmission of a burst of 512 information bits and changes independently from burst to burst. We assume that the channel is perfectly known at the receiver. The rate $K = 1/2$ convolutional code has 4 states and generator polynomials $(7, 5)$. The modulation used is BPSK. We plot the bit error rate (BER) with respect to averaged $E_b/N_0$ per receive antenna.

3. EQUALIZATION

In the case of a single-input single-output (SISO) frequency selective channel, a whitened matched filter (WMF) is used to transform the received signal into a sequence with minimum phase channel response and additive white noise. This procedure is a first step in the implementation of some equalizers including decision-feedback detectors and delayed decision-feedback sequence estimators (DDFSE) [6]. This is achieved by factoring the channel spectrum into a product of a minimum phase filter and its time inverse. In this paper, we propose to use a List-type equalizer which realizes a good tradeoff between performance and complexity. Since this type of algorithm considers a reduced number of states corresponding to a reduced number of taps of the channel [6, 7, 8], it is desirable to design a multidimensional WMF and to use it as a prefilter for the equalizer, analogously to a good tradeoff of a minimum phase filter and its time inverse. In this paper, we have the following as the output of the whitened matched filter:

$$y(z) = (B_l^1(z^{-1}))^{-1} s(z) = B_s(z) d(z) + n_1(z), \quad (5)$$

where $n_1(z)$ is a white Gaussian noise with spectrum $N_0 I$, $I$ being the $(N \times N)$ identity matrix.

3.2. WMF implementation using linear prediction

Several algorithms have been presented in the literature to determine the spectral factors $B_s(z)$ and $B_l^1(z^{-1})$ [19]. In the following, based on prediction theory results [9], we briefly explain how to compute an approximation of $(B_l^1(z^{-1}))^{-1}$.

As we will see, the algorithm based on the prediction theory provides the factorization $S(z) = B_s(z) B_l^1(z^{-1})$. Since we want to obtain the spectral factorization given in (5), we begin by factoring $S(z) = B_s(z) B_l^1(z^{-1})$ then we take $B_s(z) = B_l^1(z^{-1})$. Denote by $s(z)$ a WSS process with spectrum $S(z) = H(z) H(z)^{\dagger}$, $i(z)$ its innovations and $L(z)$ its innovations filter; $s(n)$ can be written as

$$s(n) = \sum_{k=0}^{\infty} L(k) i(n - k). \quad (6)$$

Consider the linear predictor $A(z) = \sum_{k=1}^{\infty} A(k) z^{-k}$ of $s(n)$. The estimation $\hat{s}(n)$ of $s(n)$ in terms of its entire past is then,

$$\hat{s}(n) = \sum_{k=1}^{\infty} A(k) s(n - k) = \sum_{k=1}^{\infty} L(k) i(n - k). \quad (7)$$

It can be approximated by the estimation of $s(n)$ in terms of its $D$ most recent past values,

$$\hat{s}(n) = \sum_{k=1}^{D} A(k) s(n - k). \quad (8)$$

The estimation error is given by

$$\tilde{s}(n) = s(n) - \hat{s}(n) = L(0) i(n). \quad (9)$$

Writing the Yule-Walker equations,

$$E(s(n) s(n - k)^{\dagger}) = L(0)L(0)^{\dagger}, \quad 0 \leq k \leq D, \quad (10)$$

we obtain

$$A = (A(1), \ldots, A(D)) = R R_d^{-1}, \quad (11)$$

$$R(0) = \sum_{k=1}^{D} A(k) R(k)^{\dagger} = L(0)L(0)^{\dagger}.$$
In this expression, $R_D$ is the $DN \times DN$ covariance matrix of the random vector $x_D(n) = [g(n)^T, \ldots, g(n-D+1)^T]^T$, $R(i) = E(\{k\}g(k-i)^T)$, and $\mathcal{R} = (\mathcal{R}(1), \ldots, \mathcal{R}(D))$. From (9), we can write

$$H^\dagger(z)H(z^{-1}) = A_1(z^{-1})L(0)L(0)^\dagger(A_1^\dagger(z^{-1}))^{-1},$$

(12)

where $A_1(z) = (I_N - \sum_{k=1}^D A(k)z^{-k})$. Hence, by taking the trans-conjugate of this expression, we obtain

$$H^\dagger(z^{-1})H(z) = A_1(z^{-1})^{-1}L(0)L(0)^\dagger(A_1^\dagger(z)).$$

(13)

Thus, an approximation of the matrix $(B_i^\dagger(z^{-1}))^{-1}$ is given by $L(0)^{-1}A_1(z^{-1})$. The implementation of $(B_i^\dagger(z^{-1}))^{-1}$ is given by solving (11). The autocorrelation matrices $R(i)$ are obtained by identifying the terms in $z^{-1}$ in the equality

$$H^\dagger(z)H(z^{-1}) = \sum_{i=-\infty}^{+\infty} R(i)z^{-i}.$$  

(14)

We choose arbitrary $L(0)$ as a lower triangular matrix since we do not care which minimum phase factor is considered.

3.3. Energy concentration

Now, we want to verify that the prefiltered MIMO channels have the property of energy concentration as for SISO channels. We start by recalling the property for the SISO case [20].

Theorem 2 (energy concentration [20]). If $B_-$ is an impulse response of a minimum phase filter, and $H$ a filter having the same spectrum, then for any $n_0$,

$$\sum_{i=0}^{n_0} |B_-(i)|^2 \geq \sum_{i=0}^{n_0} |H(i)|^2.$$  

(15)

It has been shown in [9] that the property of energy concentration stated above holds for minimum phase MIMO channels obtained by spectral factorization for $n_0 = 0$.

Theorem 3 (see [9]). Let $y$ be a WSS stochastic process, let $B_-$ be a filter matrix corresponding to the Wold decomposition of $y$ and $W(z)$ a spectral factor of the matrix spectrum of $y$ such as $B_-(z)B_-(z^{-1}) = W(z)W^\dagger(z^{-1})$, then

$$B_-(0)B_-(0)^\dagger \geq W(0)W(0)^\dagger.$$  

(16)

In the sequel, we will verify through simulations that this property still holds for orders $n_0 \geq 1$. In order to measure the gain in terms of energy on the first taps that can be obtained by using the WMF, we consider the following quantities:

$$\text{gain}_n(H) = \frac{\text{Trace} \left( B_-(0)^\dagger B_-(0) - H(0)^\dagger H(0) \right)}{\text{Trace} \left( \sum_{i=0}^{L-1} H(i)^\dagger H(i) \right)},$$

(17)

Table 1 shows the mean and the standard deviation of the measure $\text{gain}_n$ over 1000 realizations for three types of frequency selective channels described by the standard deviation of the Rayleigh distribution of their taps:

| Channel 1 | Channel 2 | Channel 3 |
|-----------|-----------|-----------|
| Mean of gain | 0.542 | 0.312 | 0.089 |
| Standard deviation of gain | 0.138 | 0.118 | 0.081 |

Gain $\text{gain}_n$ of $\text{Channel}$ 1

$\text{Channel}$ 1: $\sigma_h = (0.227; 0.460; 0.688; 0.460; 0.227)$,

$\text{Channel}$ 2: $\sigma_h = (1/\sqrt{5}; 1/\sqrt{5}; 1/\sqrt{5}; 1/\sqrt{5}; 1/\sqrt{5})$,

$\text{Channel}$ 3: $\sigma_h = (0.716; 0.501; 0.429; 0.214; 0.071)$,

where $\sigma_h = (\sigma_h(0), \ldots, \sigma_h(L-1))$.

These channels were chosen because they have different energy profiles.

$\text{Channel}$ 1 has the highest gain since the powers of its delayed paths are larger than that of its direct path. Second in terms of gain, $\text{Channel}$ 2 which is quite severe because each path has the same averaged power. Third, $\text{Channel}$ 3 which is close to be minimum phase.

Table 2 shows the mean and standard deviation of the gain $\text{gain}_n(H)$ when $n_0 = 1$ and $n_0 = 2$, for the same channels. For the three channels, Table 2 shows that the energy concentration property is verified when $n_0 = 1$ and $n_0 = 2$. We notice that for $\text{Channel}$ 3 the mean and the standard deviation of the different gains are very close. Hence, the gains can be very low for a few realizations. In order to achieve a good tradeoff between complexity and performance, a test can be performed on the calculated gains for each realization of the channel. If gain $\text{gain}_n(H)$ is less than a determined threshold, the received signals are not prefiltered by the WMF before the equalization, since the improvement will be very little. Otherwise, the WMF is used.

3.4. Generalized List-type MAP equalizer

The List-type approach was first proposed for hard-output Viterbi algorithms [6, 7, 8]. A soft version following the idea of the MAP algorithm has been proposed by Penther et al. [5]. We present here a generalization of this approach.
soft-input/soft-output algorithm to MIMO channels. As explained in [6, 7, 8], the trellis has $Q^{J-1}N$ states where $J$ is the reduced memory of the channel ($J < L$) and $Q$ is the constellation size. The first $J$ taps are processed by the trellis transitions of the List-type equalizer and the remaining taps are processed by a per-survivor processing with $S$ survivors at each state.

Our objective is to compute the a posteriori probabilities (APP) $P(d_i(n)|y)$ for $1 \leq i \leq N$ and $0 \leq n \leq T - 1$, given the received vector $y$ after matched filtering and whitening, during a burst $y = (y(0)T, ..., y(T-1)T)$. Let

$$\mu(n) = (d^nT(n - 1), d^nT(n - 2), ..., d^nT(n - J), d^nT(n - J + 1))$$

(19)

be the state at time $n$. As described in [3, 4], the APP are obtained after calculation of the forward probability $a_n(\mu)$ and the backward probability $b_n(\mu)$. Here, the forward probability $a_n^S(\mu)$ will also depend on the survivors $S_i$ ($i = 1, ..., S$). At time $n$, a state $\mu$ is associated to a survivor list $S,n$ and a forward probability list $a_n^S(\mu)$. At time $n + 1$, $SQ^N$ branches converge to the following state $\mu'$ and their path metrics are defined as $a_n^S(\mu)y_n^S(\mu, \mu')$ where $y_n^S(\mu, \mu')$ is the branch transition probability between states $\mu$ and $\mu'$ for the survivor $S_i$. This transition can be expressed as the product of an a priori probability and the channel transition probability

$$y_n^S(\mu, \mu') = p(y(n)|\mu, \mu')P(\mu'|\mu).$$

(20)

Since the WMF keeps the noise white and Gaussian, the channel transition probability is given by

$$p(y(n)|\mu, \mu') = \frac{1}{(\pi \sigma^2)^N} \exp \left(-\frac{|y(n) - \sum_{i=0}^{l-1} B_i(l)d(n - l) - \sum_{i=0}^{l-1} B_i(l)d(n - l)|^2}{\sigma^2} \right),$$

(21)

where $d(n - l) = (d_1(n - l), ..., d_N(n - l))$ is the vector of elements of the trellis transition and $d(n - l) = (d_1(n - l), ..., d_N(n - l))$ is the vector of the symbols estimated during the per-survivor processing for a given survivor among $S$. All symbols are assumed equally likely, so $P(\mu'|\mu) = 1/Q^N$.

The $SQ^N$ path metrics are sorted by order and the $S$ highest will define, for the state $\mu'$ at time $n + 1$, the survivor list $S_{n+1}$ and the forward probabilities $a_{n+1}^S(\mu')$. Each forward probability $a_{n+1}^S(\mu')$ is calculated as the sum of all the path metrics leading to $\mu'$ which are inferior or equal to the path metric associated to $S_i$ [5]. The backward probability $b_n(\mu)$ is calculated recursively using the survivors obtained in the preceding step as

$$b_n(\mu) = \sum_{\mu'} \sum_{i=1}^S y_n^S(\mu, \mu') b_{n+1}(\mu').$$

(22)

Let $\{m_1, ..., m_Q\}$ be the constellation points. The equalizer calculates the APP $P(d_i(n) = m_q|y)$ for each possible symbol $d_i(n) = m_q$, $q = 1, ..., Q$, as

$$P(d_i(n) = m_q|y) = \frac{\sum_{j=1}^{Q^N-1} \sum_{\mu=1}^{Q^N} a_n^S(\mu) y_n^S(\mu, S_{n+1}^m(\mu)) \beta_{n+1}(S_{n+1}^m(\mu))}{\sum_{j=1}^{Q^N-1} \sum_{\mu=1}^{Q^N} \beta_{n+1}(S_{n+1}^m(\mu))},$$

(23)

where $S_{n+1}^m(\mu)$, for $1 \leq f \leq Q^N-1$, are the states following the state $\mu$ if the input symbol corresponding to the $i$th transmitting antenna is $m_q$.

The probability that a coded bit $c_i(k)$ is equal to 0 is then calculated as

$$P(c_i(k) = 0|y) = \sum_{d_i(n) \in \mathcal{d}} P(d_i(n)|y),$$

(24)

where $n = \lfloor k/\log_2(Q) \rfloor$, $\mathcal{d}$ is the set of symbols $d_i(n)$ corresponding to $c_i(k) = 0$.

The probability $P(c_i(k) = 1|y) = 1 - P(c_i(k) = 0|y)$. (25)

Our equalizer encompasses the MAP algorithm obtained by letting $J = L$ and $S = 1$ and the soft DDFSE obtained by letting $J < L$ and $S = 1$.

### 3.5. Simulation results

Since we have been interested so far in the equalization part, we consider the performance of the receiver for a simplified system without encoding and interleaving. The receiver is composed of the WMF and the soft List-type MAP equalizer. The equalizer uses the soft-input/soft-output algorithm presented in Section 3.4.

Figures 2 and 3 show the performance of the List-type equalizer for the three channels defined previously with and without the WMF. The different reduced memory sizes are $J = 2$ and $J = 3$. The modulation is the BPSK. The number of survivors is $S = 2$.

We notice that the use of the WMF yields a significant gain in performance for the three channels. As expected from Section 3.1, the channel gaining most improvement by the use of the WMF is Channel 1 followed by Channel 2 then Channel 3. As shown in Figure 3, the improvement is less important when the reduced memory $J$ of the channel is higher.

### 4. LOW-COMPLEXITY TURBO DETECTOR

The previous improvement is however not sufficient to compensate the loss with respect to the single user bound. Next, we propose to use a turbo detector in order to take into account the coded structure of transmitted sequences. It is composed of the generalized List-type MAP equalizer and a SISO decoder using the BCJR-MAP algorithm proposed by Bahl et al. [3].
4.1. Principle of turbo detection

Figure 4 shows the iterative receiver system. On the first iteration, the List-type MAP equalizer generates the a posteriori probabilities $P_{eq}(c_i(k)|y)$ for $1 \leq i \leq N$, given the whole received vector during a burst. These probabilities are deinterleaved and multiplexed. The decoder uses this information to calculate the APP for the information bits and for the coded bits using the MAP algorithm [3].

Extrinsic information are computed from a posteriori coded bits probabilities $P_{dec}(c_i(n)|y)$ as

$$P_{ext}(c_i(n)|y) = \frac{P_{dec}(c_i(n)|y)}{P_{eq}(c_i(n)|y)}. \quad (26)$$

These information are provided to the equalizer as a priori information on the next iteration in order to obtain more reliable soft outputs. The equalizer computes the APP $P_{eq}(c_i(k)|y)$ on the coded bits and provides the extrinsic information $P_{ext}(c_i(k)|y)$ to the decoder. The probabilities $P_{eq}(c_i(k)|y)$ are calculated as

$$P_{eq}(c_i(k)|y) = \frac{P_{eq}(c_i(k)|y)}{P_{ext}(c_i(k)|y)}. \quad (27)$$

After some iterations, hard decisions on the input information bits are taken by the decoder.

It is important that the receiver modules exchange extrinsic information in order to minimize the correlation between the a priori information used by a module and its previous decisions. To fully realize the potential of the iterative receiver, the streams of coded symbols are fed to independent random interleavers before they are transmitted. Interleavers help to break the correlation of the encoder output. They also guarantee that the a priori information provided to the equalizer is almost independent. The use of different interleavers may improve the performance of the iterative receiver.

4.2. Equalizer for the iterative processing

For the first iteration, the equalizer is the List-type MAP algorithm described in Section 3. For the next iterations, the MAP decoder provides the equalizer with extrinsic information and only the calculation of the transition probabilities $y^i_\mu(\mu,\mu')$ is changed. More precisely, the a priori probabilities in (20) are now calculated as,

$$P(\mu'|\mu) = \prod_{i=1}^{N} P_{dec}(c_i|y), \quad (28)$$

where $c_i, i = 1, \ldots, N$ correspond to the transition $(\mu, \mu')$ and $P_{dec}(c_i|y)$ comes from (26).

4.3. Simulation results

In the following simulations, the calculation of the WMF is performed by using a predictor of degree $D = 10$. We focus on Channel 2 since it is a severe channel, so it is a good test for evaluating the performance of our receiver.

Figure 5 shows the performance for one to three iterations of the turbo receiver with and without the WMF. When the WMF is not used the number of survivors $S$ is set to 4 and when it is used the number of survivors is set to 1 and 2. We notice that for the coded system the use of the WMF yields a significant improvement even if the number of survivors is low ($S = 1$ and $S = 2$). We can conclude that the gain achieved when prefiltering the received signal with a WMF.
versus designed a multidimensional whitened matched filter used to compensate the loss due to state-reduction, we have based on state-reduction and per-survivor processing. In our detector is a suboptimal variant of the MAP algorithm detector for space-time coded frequency selective channels. In this paper, we have proposed a low-complexity turbo detector.

5. CONCLUSION

In this paper, we have proposed a low-complexity turbo detector for space-time coded signals over frequency selective channels. Our detector is a suboptimal variant of the MAP algorithm based on state-reduction and per-survivor processing. In order to compensate the loss due to state-reduction, we have designed a multidimensional whitened matched filter used as a prefilter for the turbo detector. Simulation results show that this prefiltering improves significantly the receiver performance particularly over severe channels. Our receiver achieves a good tradeoff between complexity and performance. In fact, we have decreased exponentially the complexity of the optimum MAP detector. Moreover, thanks to the prefiltering and the iterative process, the performance has been dramatically improved. Thus, our turbo detector is a good candidate for multi-antenna systems mainly when the memory of the channel is large and the constellation used has a high order.
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