Crop Mapping Using the Historical Crop Data Layer and Deep Neural Networks: A Case Study in Jilin Province, China
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Abstract: Machine learning combined with satellite image time series can quickly, and reliably be implemented to map crop distribution and growth monitoring necessary for food security. However, obtaining a large number of field survey samples for classifier training is often time-consuming and costly, which results in the very slow production of crop distribution maps. To overcome this challenge, we propose an ensemble learning approach from the existing historical crop data layer (CDL) to automatically create multitudes of samples according to the rules of spatiotemporal sample selection. Sentinel-2 monthly composite images from 2017 to 2019 for crop distribution mapping in Jilin Province were mosaicked and classified. Classification accuracies of four machine learning algorithms for a single-month and multi-month time series were compared. The results show that deep neural network (DNN) performed the best, followed by random forest (RF), then decision tree (DT), and support vector machine (SVM) the least. Compared with other months, July and August have higher classification accuracy, and the kappa coefficients of 0.78 and 0.79, respectively. Compared with a single phase, the kappa coefficient gradually increases with the growth of the time series, reaching 0.94 in August at the earliest, and then the increase is not obvious, and the highest in the whole growth cycle is 0.95. During the mapping process, time series of different lengths produced different classification results. Wetland types were misclassified as rice. In such cases, authors combined time series of two lengths to correct the misclassified rice types. By comparing with existing products and field points, rice has the highest consistency, followed by corn, whereas soybeans have the least consistency. This shows that the generated sample data set and trained model in this research can meet the crop mapping accuracy and simultaneously reduce the cost of field surveys. For further research, more years and types of crops should be considered for mapping and validation.
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1. Introduction

Obtaining accurate crop planting distribution information can provide important support for food security, government agricultural management, and loss assessment [1,2]. Combining remote sensing imagery and ground survey data for large-scale crop mapping proved to be an effective method as early as the 1970s and 1980s [3–5]. Remote sensing images have the advantages of low cost and wide coverage over ground surveys [6,7]. This technology can provide real-time, accurate, and useful information for crop surveys [4].

In recent years, various satellite image time-series data are freely accessible by the public, these include Landsat, Sentinel, MODIS, etc. These images can provide effective data support for crop distribution data products [3,4,7–11]. For visible and near-infrared bands, different crops have different reflection and absorption characteristics on the spectrum, which can provide rich information for distinguishing the different crop types [8,12]. Making full use
of the spectral-temporal characteristics of different phenology periods for crop classification can significantly improve classification accuracy [5,13–15]. Many government departments and research institutions use satellite imagery and machine learning (ML) algorithms, such as support vector machine (SVM) [16], decision tree (DT) [8,17,18], random forest (RF) [3,9], and deep neural network (DNN) [17–20], for land cover and land use classification and crop mapping [18,21]. Compared with other classification algorithms, DNN has the advantage of not requiring much engineering and professional knowledge [22]. Through these methods, the United States, Canada, Germany, and China have developed crop distribution mapping products, and the accuracy of the main crops exceeds 80% [3,4,8,9,13]. Traditional multi-temporal mapping often relies on multiple time phases in a certain area, and large-scale mapping often involves complex data preprocessing processes [10]. The cloud computing platforms such as Google Earth Engine (GEE) and Amazon Web Services (AWS) provide powerful computing power for large-scale data processing [23], and can be used for crop information extraction [9,24,25].

Although there are many crop classification products, it usually takes several months or longer for these products to be obtained by the public. For example, USDA CDL products will not be released until February of the following year. Available crop distribution products for Northeast China are only from 2016 to 2019, and the time series is relatively short [9]. If one needs to obtain information pertaining to crop distribution for various applications such as growth monitoring or agricultural disaster losses, the process is cumbersome, costly, and tedious [26]. Technically, no matter which supervised classification method is adopted, to obtain higher classification accuracy, it is necessary to collect and process massive data samples to meet the reliability of model training and statistical analysis [10,18,24,26,27]. Traditionally, most crop distribution mapping relies on samples obtained by ground surveys, but for some regions or developing countries, large-scale mapping is a time-consuming and laborious task [15,25,28,29]. For example, the existing crop distribution products in Northeast China have only three crop types: corn, rice, and soybeans [9]. To map other crop types, it is necessary to collect own samples. Lack of training data becomes a major obstacle for various machine learning algorithms [29–31].

To address these challenges, training samples can be generated from existing historical crop distribution products and applied to other regions, to save the human and financial costs of sample collection as much as possible. Classification errors are inevitable in samples collected from historical CDL products. Obtaining samples with higher classification accuracy from these collected samples is the premise of training various machine learning algorithms. This paper proposes a DNN-based ensemble learning (EL) method to generate the required samples for these algorithms. Ensemble learning completes the classification task by combining multiple classifiers, which have higher accuracy than a single classifier [32,33]. The final results of multiple classifiers are generated by the majority voting method [34]. The objective of this study is to systematically generate hundreds of thousands of samples from the historical CDL data set based on ensemble learning methods for reference purposes, and then utilize them in mapping the crop distribution in the target area. We also compare and evaluate the effect of crop distribution mapping by comparing existing products and field verification points [9]. Specifically, this paper solves the following problems:

1. Which algorithm has the highest classification accuracy for crop mapping, thus comparing four classification algorithms namely SVM, DT, RF, and DNN?
2. Which month of the crop’s entire growing period has the highest crop mapping accuracy?
3. What is the accuracy of crop mapping during the entire growing period of the crop?
4. How consistent is the generated product compared to the existing product?

2. Materials and Methods

2.1. Study Area

The study area is located in Jilin Province and is in Northeast China (Figure 1). It is an important grain production base in China [9,35]. It is bounded between latitudes (40°52′–46°18′ N)
and longitudes (121°38′–131°19′ E). It can be divided into three major landforms: the eastern mountain and the central and western plains. Jilin Province belongs to a temperate continental monsoon climate with four distinct seasons. The annual precipitation is 400–900 mm, the average temperature is 2–6 °C, and the soils are very fertile making them suitable for crop growth [36,37]. The main food crops in Jilin Province are corn, rice, and soybeans.

Figure 1. Study area and validation point distribution. Numbers in parentheses indicate the number of sample points.

2.2. Material

2.2.1. Remote Sensing Data

Sentinel-2 (European Space Agency) time series images corresponding to the crop growing season from May to October are the main data source for crop mapping. Sentinel-2 consists of two satellites, Sentinel-2A and Sentinel-2B with a high spatial resolution and short revisit period of 5–6 days, hence more opportunities to obtain time-series images. It carries multi Spectral Instrument (MSI) onboard that contains 13 spectral bands ranging from visible and near-infra-red (VNIR) bands and short wave infra-red (SWIR) bands [38].

Remote sensing image preprocessing and data acquisition are conducted mainly through the Google Earth Engine (GEE, Google, Menlo Park, CA, USA) platform. GEE provides a wealth platform for open data for research on a wide range of land cover classification and crop extraction [39]. Sentinel-2 (S2) atmospheric top reflectivity products are utilized and images with cloud cover of less than 50% were selected, masked with quality control bands, and composited by median [39]. There, however, are still some missing pixels in some areas of the month. For a missing pixel, the average value of the two phases before and after is used for time series interpolation. Each pixel is then filtered using Savitzky–Golay algorithm to reduce the effect of noise [40,41]. To ensure that the resolution and projection of the image and the corresponding CDL data are consistent, the data are resampled to 30 m, and the WGS84 coordinate system is adopted.

2.2.2. Ground Truth Data

The 30 m resolution crop data layer (CDL) data sets corresponding to remote sensing images were obtained from the United States Department of Agriculture (USDA) National Agricultural Statistics Service (https://www.nass.usda.gov/Research_and_Science/Cropland/Release/, accessed on 1 July 2022). The data provide acreage estimates according to the NASS Agricultural Statistics Board (ASB) and Field Offices (FOs). These data sets are created from medium-resolution satellite images, such as Landsat, combined with ground survey data and machine learning algorithms such as decision tree algorithm training data. The data sets include more than 110 crop types. The satellite data is used to monitor the entire phenological phase of crops. The classification accuracy of main crop types is between 85% and 95%, whereas the classification accuracy of corn exceeds 95% [4].
2.2.3. Validation Data

Two types of data are used to evaluate the results of the extracted crop mapping. The first data set is the crop map of Northeast China published by You et al. [9] from 2017 to 2019. The data set was generated using a random forest classification algorithm for crop types including corn, rice, and soybeans, with overall accuracies (OA) ranging from 0.81 to 0.86 and at a spatial resolution of 10 m. It was resampled to 30 m resolution according to the median method. For ease of description, authors are calling this data Northeast China, and the crop classification product generated in this paper is called EL-DNN. The second data set was collected by GPS equipment in 2017 and 2018 for corn, soybeans, and rice as shown in Figure 1. A total of 800 sample points were marked from Google Earth as a compliment. The GPS samples were used for accuracy assessment in addition to Northeast China data set.

2.3. Methodology

The flowchart (Figure 2) presents processes followed in the crop distribution mapping and is in three main steps. Firstly, preprocessing of Sentinel-2 time-series data, and combining it with CDL data to generate a training data set and test set. Secondly, training various machine learning algorithms and comparing and evaluating the accuracy. Finally, the model with the highest accuracy was selected for crop distribution mapping, and compared with existing products to verify the consistency.

Figure 2. Flowchart for the crop mapping.
2.3.1. Time Series Data Processing

For the preprocessing of time-series, sufficient samples were obtained based on the spatiotemporal sample rules for the classifiers. The spatiotemporal sample selection method is based on two rules: (i) Due to crop rotations on planting area, same areas in even and odd years as sample candidate areas, respectively, were maintained. (ii) The features corresponding to the pixels in the larger fields have higher accuracy. For these two rules to be applicable, there is a need to ensure that the collected samples have a high degree of confidence. Sample points were randomly generated, and a continuous area with the same crop type of $5 \times 5$ pixels was selected, and the points falling in this area were selected as the final crop type sample point. Since the recognition of pixels is usually affected by the proximity effect, this method avoids the impact of mixed pixels on the classification of different terrain boundaries [4,7]. The procedure was repeated many times until a certain number of cycles was met or a certain number of sample points is reached. Using GEE, samples were generated by extracting the values corresponding to each point from Sentinel-2 and CDL data. Since the main crop types in the study area are corn, rice, and soybeans, authors reclassified the crop type numbers corresponding to the CDL (Table 1).

Table 1. Crop category, value, and number of samples.

| CDL Value                                                                 | New Value | Name       |
|--------------------------------------------------------------------------|-----------|------------|
| 1 (Corn), 12 (Sweet Corn), 13 (Pop or Orn Corn)                         | 1         | Corn       |
| 5 (Soybeans)                                                             | 2         | Soybeans   |
| 3 (Rice)                                                                 | 3         | Rice       |
| 83 (Water), 92 (Aquaculture), 111 (Open Water), 112 (Perennial Ice/Snow) | 4         | Water      |
| 121 (Developed/Open Space), 122 (Developed/Low Intensity), 124 (Developed/High Intensity) | 5         | Developed  |
| 63 (Forest), 141 (Deciduous Forest), 142 (Evergreen Forest), 143 (Mixed Forest) | 6         | Forest     |
| 176 (Grassland/Pasture), 59 (Sod/Grass Seed)                             | 7         | Grassland  |
| 87 (Wetlands), 190 (Woody Wetlands), 195 (Herbaceous Wetlands)           | 8         | Wetlands   |
| 64 (Shrubland), 152 (Shrubland)                                          | 9         | Shrubland  |
| Other values                                                             | 10        | Other      |

Five-year candidate sample data are generated from historical CDL data according to the spatiotemporal sample selection method, and about one million samples were collected each year. The samples from 2017 to 2020 were used as the training candidate sample set and the samples in 2021 were used as the test data candidate sample (CDL2021). Since the samples are derived from historical CDL products, there are inevitable misclassified samples. This paper proposes a method of using ensemble learning to generate high-precision sample sets. Ensemble learning combines multiple classifiers to obtain classification results with high accuracy [34,36,37]. Therefore, with this method, the samples with low classification accuracy are removed from the candidate samples, and the remaining samples with high classification accuracy are reserved for training data sets.

Considering a candidate sample in 2017 as an example. Firstly, the candidate samples from 2017 to 2020 are used to train four DNNs models; then, select the DNNs trained in 2018, 2019, and 2020 to evaluate the category of this candidate sample. If the three results are consistent, the sample is retained, otherwise, it is discarded; similarly, for a candidate sample in 2018, the models of 2017, 2019, and 2020 are selected for candidate sample determination. This process is repeated until the four-year samples are judged, and the training data set is finally generated. For the candidate sample set (CDL2021) generated in 2021, use the four DNNs previously trained to determine each candidate sample to obtain the final test data set (EL2021).
2.3.2. Training and Accuracy Evaluation

To compare the performance of the different machine learning algorithms, the accuracy assessment was conducted on the test sets of four widely used land cover/use and crop classification algorithms, namely SVM, DT, RF, and DNN [3,8,9,16–20,42,43]. SVM, DT, and RF use the algorithm provided by python’s scikit-learn. DNN mainly relies on the Keras and Tensorflow frameworks and is trained on the GPU, which can have a faster calculation speed than the CPU. A multi-layer deep neural network model with the number of neurons in order of 16, 16, 32, 32, 64,32, 32,10, batch normalization is performed before each layer is input, and a dropout layer is added after each layer to prevent model training from overfitting [44–46]. The final selection of the highest probability value is considered the classification result. For a single month, the spectral characteristics of the corresponding month are entered, and for multiple months, the time series is used as the input. The core of network parameter optimization uses a backward propagation algorithm [47,48]. In this paper, the adam algorithm [49] is used to train and optimize the network.

Classification accuracy evaluation indicators considered are the kappa coefficient, overall accuracy (OA), and confusion matrix [24,50]. The former two are used as the overall accuracy index of the classifier for each category, and the confusion matrix is used to analyze the misclassification of corn, soybeans, rice, and other coverage types. Each column in the confusion matrix represents the predicted class, each row represents the true attribution class of the data, and all correct predictions are located on the diagonal of the table. The calculation of kappa coefficient is based on the confusion matrix, and the calculation formula is:

$$\text{kappa} = \frac{N \sum_{i=1}^{r} x_{ii} - \sum_{i=1}^{r}(x_{i+} \times x_{+i})}{N^2 - \sum_{i=1}^{r}(x_{i+} \times x_{+i})},$$

where \( r \) is the number of rows of the confusion matrix; \( x_{ii} \) is the number of type combinations along the diagonal; \( x_{i+} \) is the total number of observations in row \( i \); \( x_{+i} \) is the total number of observations in column \( i \); \( N \) is the total quantity.

In order to better visualize the misclassification of each category, it is expressed as a normalized confusion matrix [24]. Each row of the matrix represents the percentage of the true value that is divided into other categories. The values on the diagonal of the matrix are the producer accuracy (PA), which indicates the percentage of the correct classification of the category to the total. The last row of the normalized confusion matrix represents user accuracy (UA), which is the proportion of the correct number of classifications in the classifier. Overall accuracy (OA) represents the proportion of all correctly classified samples to the total number of samples.

2.3.3. Crop Mapping

The Sentinel-2 images were preprocessed and the trained classifier was used for crop distribution mapping in the study area and compared with Northeast China [9] crop distribution products. In the process of mapping, we found that some types of wetlands would be mistakenly classified as rice. In response to this situation, we proposed a correction method combining two time-series data of different lengths. The accuracy and consistency of the two products were compared by collecting and verifying sample points.

3. Results

3.1. Generating Sample Data Sets Based on Ensemble Learning

Select the classifier with the highest accuracy from SVM, DT, RF, and DNN as the basic classifier for ensemble learning. Various hyperparameters are optimized using sklearn’s GridSearch CV. GridSearch CV adopts five-fold cross-validation and selects the hyper-parameters with the highest accuracy as model parameter values, and the rest of the parameters as the default values. Table 2 shows the hyperparameters optimized by the four machine learning algorithms throughout the growth period on the candidate sample data set. When the model inputs data of other time lengths, the same GridSearch CV method
is used for each parameter selection of SVM, DT, and RF. Each model parameter of DNN selects the fixed value in the table. This is because DNN requires longer training time than other models, and it consumes a lot of computing resources and time to perform parameter tuning of each model. This paper generates a large number of samples from historical data for tuning various parameters of DNN, even if different hyperparameter combinations will eventually converge. This may be due to the fact that DNN can express more complex functional relationships than other machine learning algorithms, and different parameter combinations can achieve the same effect. It can be seen from the table that DNN has the highest accuracy compared with other algorithms kappa and OA.

In order to obtain samples with higher classification accuracy for the training of machine learning algorithms such as deep neural networks, the candidate sample data set (CDL) is generated from the historical data using the spatiotemporal sample selection method, and the data set (EL) with high classification accuracy is obtained through ensemble learning. Table 3 shows the average removal percentage of the four classification algorithms in different years. DT and SVM have more samples removed, accounting for 47% and 37% on average in four years. This is related to poor classifier performance, and different classifiers have more inconsistencies, resulting in a large number of samples being removed. The average percentage of DNN and RF removals is basically the same, with RF only 1% higher. More samples were removed in 2017 and 2021 than in other years. This may be related to the lower overall accuracy of non-agricultural types in 2017. In 2021 it is voted by four classifiers, and a relatively large number of inconsistent samples will be cast. Table 4 shows the relative percentages of each category removed from the candidate sample by DNN-based ensemble learning. The overall average removal rate of each category in five years is 20%. The three main crop types had fewer sample removals than the other land cover types. Among the three crops, soybeans removal was the most at 17%, and rice removal was the least each year, with an average of 6%. Wetlands had a high number of removals each year, with a five-year average of 40%, and about 30% of the remaining types of samples were removed. This shows that when the candidate samples of each year are used for model training, the remaining land cover types have more uncertainties in the classification than the three crop types.

Figure 3 shows the comparison of training DNN accuracy on data sets generated by ensemble learning of different classifiers. Overall, the models trained by the samples obtained through ensemble learning have a higher kappa coefficient each year than the models trained by the candidate samples. After combining four years of training data, the accuracy of the models trained by the four algorithms is improved compared to the accuracy of a single year. Among them, the sample kappa coefficient generated by DNN-based ensemble learning is up to 0.95, and the other three algorithms are all higher than 0.9. It is about 0.1 higher than the candidate sample test set. This shows that the training data set with higher accuracy can be obtained through the ensemble learning method. Therefore, this paper selects the sample set generated based on DNN ensemble learning for different model classification performance evaluations and final crop distribution mapping model training.

Table 2. The optimal hyperparameters settings and highest accuracy for SVM, DT, RF, and DNN.

| Classifier | Parameters         | Description                          | GridSearch Values | Search Result | OA  | Kappa |
|------------|--------------------|--------------------------------------|-------------------|---------------|-----|-------|
| SVM        | C                  | Regularization parameter             | 0.01, 0.1, 1, 5, 10, 50, 100, 500 | 500           | 0.71| 0.65  |
|            | Criterion          | The function to measure the quality of a split. | Gini, entropy 10, 50, 100, 200 | Gini 50       |     |       |
|            | max_depth          | The maximum depth of the tree.        |                   |               |     |       |
| DT         | min_samples_leaf   | The minimum number of samples required to be at a leaf node. | 10, 50, 100, 200 | 10 | 0.81 | 0.76  |
|            | min_impurity_split | Threshold for early stopping in tree growth. | 0.001, 0.01, 0.1 | 0.001 |     |       |
### Table 2. Cont.

| Classifier | Parameters | Description | GridSearch Values | Search Result | OA | Kappa |
|------------|------------|-------------|-------------------|---------------|----|-------|
| RF         | min_samples_leaf | The minimum number of samples required to be at a leaf node. | 10, 50, 100, 200 | 10 | 0.85 | 0.83 |
| DNN        | learning_rate | Learning rate schedule for weight updates. | 0.001, 0.01, 0.1 | 0.001 | 100% |
|            | optimizer    | Optimizer algorithm. | SGD, Adam | Adam |
|            | activation   | Activation function of the hidden layer. | relu, tanh | Tanh |
|            | layers       | Number of network layers. | 5, 7, 8 | 8 |
|            | Batch        | Randomly sampled for each training. | 1000, 4000, 8000 | 8000 | 88% | 85% |

### Table 3. The percentage of samples removed by the ensemble learning of the four algorithms each year. (\(\frac{\text{Count}_{\text{EL}} - \text{Count}_{\text{CDL}}}{\text{Count}_{\text{CDL}}} \times 100\%\)).

| Year | SVM | DT | RF | DNN |
|------|-----|----|----|-----|
| 2017 | 42  | 52 | 25 | 24  |
| 2018 | 36  | 45 | 19 | 18  |
| 2019 | 36  | 46 | 18 | 16  |
| 2020 | 37  | 45 | 18 | 17  |
| 2021 | 36  | 48 | 24 | 25  |
| Mean | 37  | 47 | 21 | 20  |

### Table 4. The percentage of each type of sample removed by DNN-based ensemble learning. (\(\frac{\text{Count}_{\text{EL}} - \text{Count}_{\text{CDL}}}{\text{Count}_{\text{CDL}}} \times 100\%\)).

| Year | Corn | Soybeans | Rice | Water | Developed | Forest | Grassland | Wetlands | Shrubland | Other |
|------|------|----------|------|-------|-----------|--------|-----------|----------|-----------|-------|
| 2017 | 17   | 24       | 12   | 24    | 34        | 39     | 24        | 45       | 30        | 23    |
| 2018 | 8    | 17       | 4    | 14    | 27        | 42     | 32        | 52       | 32        | 15    |
| 2019 | 13   | 9        | 7    | 12    | 30        | 22     | 41        | 27       | 20        | 13    |
| 2020 | 9    | 17       | 6    | 14    | 27        | 27     | 34        | 48       | 32        | 14    |
| 2021 | 15   | 22       | 5    | 13    | 33        | 38     | 28        | 32       | 32        | 30    |
| Mean | 12   | 17       | 6    | 15    | 30        | 33     | 31        | 40       | 29        | 19    |

![Figure 3](image-url)  
"Figure 3. Kappa coefficients for models trained on candidate and ensemble learning samples. Each year represents the model trained on the samples of the corresponding year. The superscripts denote the candidate sample data set (CDL) and the sample set generated by ensemble learning with four classification algorithms. The subscripts CDL2021 and EL2021 denote the candidate test set and the ensemble learning generated test set, respectively. Combine means combining four years of data for training."
3.2. Comparison of the Accuracy of Different Classifiers

The generated training data set samples were used to train four classification algorithms namely EL-DT, EL-RF, EL-SVM, and EL-DNN, and the kappa coefficient is used as the overall accuracy classification index on the test data set to evaluate the performance of the four algorithms. Compared with EL-DT, EL-RF, and EL-SVM, EL-DNN has the highest accuracy in both single months and multiple months (Figure 4). For a single month, the four algorithms had higher classification accuracy in July and August compared to the other months. EL-DNN has high classification accuracy in July and August with kappa coefficients of 0.78 and 0.79, respectively (Figure 4a). This indicates that this period is the best for discriminating against various land cover types and crop types.

![Figure 4](image_url)

**Figure 4.** Kappa coefficient of different classification algorithms on the test data set (EL2021). (a) Single month kappa coefficient; (b) monthly time-series kappa coefficient.

For monthly time series, the classification accuracies for the four algorithms gradually increase as the length of the time series increases, which is significantly higher than a single month (Figure 4b). The kappa coefficient of the entire crop growth period reached the highest value of 0.95. After August, there is a subtle increase in the accuracy, thus, only 0.01. Therefore, better crop distribution maps to obtain can be obtained before August.

EL2021 data were used for the ground-truthing, and the normalized confusion matrix to analyze the classification of corn, soybean and rice, and other land cover types (Figure 5). Figure 5a shows the normalized confusion matrix for the classification of various land types in August. At this stage, rice had the best classification accuracy among the three crop types, with PA of 91% and UA of 90%. Although corn PA reaches 90%, about 6% of corn was classified as other types. Meanwhile, about 10% of soybeans and 2% of developed and other types of samples, respectively, were classified as corn, resulting in a lower UA of 84%. This is because different crops may have a similar phenological period to corn, making it difficult to distinguish. Soybeans had the lowest classification accuracy, with 10% being classified into corn and other types, respectively. Overall, for single-month crop classification, rice had the highest classification accuracy among the three crop types, followed by corn and soybeans with the least.
3.3. Comparison between EL-DNN and Northeast China Products

During the classification and mapping process, wetland areas were misclassified as rice (Figure 6). This may be due to the early precipitation of the wetland, which has similar spectral characteristics to rice, and the model is less discriminative. For example, Figure 6a is a Google Earth high-resolution map, from visual inspection, it can be seen that the rice and wetland areas in this area have distinct spatial characteristics. Rice in the wetland area during the whole growing period from May to October had a higher probability value (Figure 6b). The probability values decreased in the wetland area from June to September (Figure 6c). For example, select two points A and B to compare the probability values of each category output by the model (Figure 6d). A is a wetland type, and the probability value of each category in the whole growth period is higher but is slightly lower than that of rice B. When June to September period is selected, the probability value of wetland is higher and the rice type is lower. Figure 6e,f shows the classification results of time series of different lengths. Therefore, the entire sequence of rice can be corrected using the data from June to September. Figure 6g shows the corrected rice classification results, so it can be seen that the misclassified areas of wetlands are corrected.
Figure 6. Correction of rice classification combined with phenological sequence sequences of different lengths. (a) Google Earth image on 4 September 2019, including wetlands and rice; (b) May–October rice category probability values throughout the growth period, where A and B are the two locations representing wetlands and rice, respectively; (c) June–September. Rice category probability; (d) comparison of the probability values of each category in the two positions A and B; (e) May–October classification results of the whole growing period; (f) June–September classification results; (g) merge the length-corrected results of the two-time series.

Corn, rice, and soybean sample points collected in 2017 and 2018 were used to assess the consistency of our generated crop distributions in Northeast China (Table 5). Overall, the OA and kappa coefficients of the two-year EL-DNN are slightly higher than those of Northeast China’s products. In 2017 and 2018, the Kappa coefficient of EL-DNN was 0.06 and 0.03 higher than that of Northeast China products, and the OA was 3% and 1% higher, respectively. Except for the other type, the PA and UA rice were higher among the three crop types in the two years. The second was corn, and the soybean was the worst. In conclusion, the generated products are generally in good agreement with the accuracy of the northeast region.
Table 5. Comparison of EL-DNN and Northeast China products for various types of PA (%), UA (%), OA (%), and Kappa coefficients.

| Year | Indicators | EL-DNN   | Northeast China |
|------|------------|----------|-----------------|
|      |            | Corn     | Soybeans | Rice | Other | Corn | Soybeans | Rice | Other |
| 2017 | PA         | 79       | 63       | 84   | 98    | 82   | 57       | 90   | 93    |
|      | OA         | 93       |          |      |       | 95   |          |      |       |
|      | Kappa      | 0.84     |          |      |       | 66   |          |      |       |
| 2018 | PA         | 86       | 72       | 87   | 98    | 88   | 73       | 94   | 98    |
|      | OA         |          | 93       |      |       |      |          |      |       |
|      | Kappa      |          | 0.87     |      |       |      | 0.84     |      |       |

Figure 7 compares the consistency of EL-DNN and Northeast China crop distribution products in 2017–2019. Since EL-DNN has more categories than Northeast China, for the sake of convenience, the remaining categories except corn, soybean, and rice are merged into the other category (EL-DNN Merge). Then, with the crop distribution data in the northeast as the ground truth, various types of differences were overall assessed in the form of a normalized confusion matrix. The average value of various comprehensive kappa coefficients within three years is 0.9. Among the three crop types, the annual PA of rice is above 85%, followed by corn, all above 80%, and soybean is the worst, the highest being only 34%. There are many inconsistent values between northeast soybean and EL-DNN other types. To sum up, with the exception of the other type, the two products had the highest consistency in rice, followed by corn, and the worst in soybean.

Using the generated samples and the trained DNN model, we generated crop distribution products at 30 m resolution in Jilin Province from 2017–2021. The data set can be obtained through https://github.com/Jiang2019Code/JilinCropMapping, accessed on 1 July 2022. Figure 8 shows the difference in pixel spatial distribution between EL-DNN crop mapping and Northeast China in 2019, and selects the four regions of ABCD to compare the differences between the two products. It can be seen from the figure that most of the different areas are located in the western part of the study area, and the remaining areas have a relatively good consistency (Figure 8a). Although we corrected for rice, the two different areas in area A are rice (Figure 8b). There are larger differences at the edges, possibly due to mixed pixels. Other types and soybeans are misclassified with each other, such as regions B and C. As in Figure 7, there are large differences between the two soybean...
products. Corn in region D has high consistency, but there is inconsistency in the edge region. This may be because the Northeast China product data are 10 m, the DNN is 30 m, and the mixed pixels lead to misclassification of the results.

![Figure 8](image)

Figure 8. Different pixels of EL-DNN and northeast products. (a) Different pixels of the two products in 2019; (b) four regions of A, B, C, D in 2019.

4. Discussion

The authors used historical CDL data from 2017 to 2020 to generate sample data sets to train and evaluate DNN for crop distribution mapping in the study area. The sample data set plays a vital role in the entire classification [28,51], but sample data set acquisition can be an expensive task [13,27,52]. A variety of representative samples can make the classifier have better discrimination capabilities which influence the final classification accuracy [53,54]. Ideally, if the physiology and growth environment of crops are the same
in all image acquisition phases in different regions, then crops should have similar spectral characteristics. However, because it is based on composite data at a certain time interval and the influence of internal and external environments, crop phenological characteristics change with location and seasons [52]. Therefore, the use of machine learning algorithms for large-scale mapping is inseparable from the support of massive sample data.

Samples collected from historical CDL data are inevitably misclassified, and the internal uncertainty of the data set will bias the classification results [10,55]. Compared with the method of collecting samples manually, the method based on spatiotemporal sample selection rules generates a large number of candidate representative samples based on the historical CDL data set [4,10]. The samples whose classification accuracy is obtained from the candidate samples by means of ensemble learning constitute the training data set (Figure 3). In addition, when long-term monitoring of crop cultivation changes is required, earlier satellite data support is required [9]. On the one hand, we have been unable to collect samples on the ground. On the other hand, compared with Sentinel-2, the Landsat series satellites have a longer revisit period and cannot obtain continuous time-series images. Remote sensing images usually select the most sensitive time phase for crop phenology, which can effectively distinguish different crop types [2,20,52]. At this point, we can select images from July and August first, and use the sample data set we generated to select the corresponding band to train the model for crop distribution mapping.

The constructed DNN achieve higher accuracy than other machine algorithms on the test data set (Figure 4). This may be related to the fact that we have collected a large number of samples. For traditional machine learning algorithms, when the number of samples reaches a certain number, the accuracy no longer increases. The performance of DNN continues to increase with the increase in sample size until the maximum value [56,57]. Multi-temporal images with different phenological periods can achieve higher accuracy than a single phase [13,14,26]. Multiple monthly time series can provide the model with more spectral features and improve classification accuracy (Figures 4 and 5). As the time series grows, we find that the classification accuracy is effectively improved. In general, the kappa coefficient of various types of features was as high as 0.94 in August compared with a single phase, and the increase was not obvious after that. On the test set, the kappa coefficient is higher than the existing research 0.86 [26]. For corn, soybeans, and rice, more than 95 percent accuracy can be achieved as early as August. This period can be used as a key period for crop classification, which is close to the existing research [13].

The results generated were in good agreement with Northeast China products for rice and corn, and relatively poor for soybeans (Figures 7 and 8). Through the verification of the collected samples (Table 5), the accuracy was close to that of Northeast China products [9]. However, compared to the test data set, the accuracy of the three crop types on the validation set are relatively low. This may be due to differences in regions, soil background environments, and phenological periods, resulting in spectral differences that reduce the generalizability of the model. On the validation set, the classification accuracy of soybean products generated in this paper is better than that of Northeast China, but still lower than that of corn and rice. This is because soybeans are easily confused with other types, such as peanuts, sunflowers, etc. [9]. In the western part of the study area, there are great differences between the two products, and more samples need to be collected for comparison in this area (Figure 8a). During the classification process, precipitation easily misclassifies wetlands as rice. This can be corrected by combining two time series of different lengths (Figure 6). In addition, there were misclassifications among other surface types due to changes in surface cover types throughout the growing period. For example, for bare land, the surface vegetation will change and the other type will be confused. Overall, the non-agricultural land cover is less accurate than the crop type because the non-agricultural land cover in CDL relies on the USGS National Land Cover Data Set (NLCD). The overall accuracy is the highest at 89% [58]. This can also indicate that ensemble learning has more samples removed (Table 4).
Misclassifications are prone to occur for bounded regions because some regional plots in the northeastern region are scattered and relatively small. The boundary pixels of the plots contain a variety of features, and mixed pixels will further affect the classification effect [21], such as Figure 8b. The time series of a single-pixel only considers the information of a single pixel, while ignoring the spatial features between adjacent pixels. The same crop has internal homogeneity, and boundary heterogeneity can effectively distinguish crop boundaries. In the future, it is possible to improve the classification accuracy of the boundary by increasing the texture features of the image [9]. We only collected three crop types of corn, soybean, and rice for accuracy evaluation, the remaining types still have good classification accuracy on the test set, such as woodland, water body, wetland, etc. (Figure 5), we will do more in the future crop mapping and sample collection were used for validation.

5. Conclusions

In the context of global population growth and increasing natural disasters, mastering the distribution of major food crops provides useful information for taking active countermeasures. In the field of remote sensing image classification, the training of various algorithms requires massive sample training sets (such as DNN) and there is a contradiction in the high cost of obtaining sample training sets. To solve this problem, this paper proposed two strategies to obtain massive samples with high classification accuracy. First, the spatiotemporal sample selection rules can generate a large number of candidate samples from the historical crop data layer. Then use ensemble learning to obtain training samples with higher classification accuracy from candidate samples. Based on the generated training set, the classification accuracy of different algorithms is evaluated. The main conclusions are as follows:

1. The error of data labeling is the main factor affecting classification accuracy. The kappa coefficient of the classification accuracy of the samples selected by ensemble learning in the whole growth period is improved from 0.85 to 0.95. Most of the removed samples are non-agricultural land covers with large errors. This shows that the ensemble learning method can obtain high-precision samples and remove most of the mislabeled samples.

2. Compared with the four main machine learning algorithms, DNN is higher than DT, RF, and SVM. This proves that DNN can learn more complex features and has significant advantages in processing massive data.

3. Comparing the results of single-phase and multi-phase classification, July and August have the highest accuracy, which can be used as the key period for crop classification. During the whole growing period of crops, with the growth of the time series, the classification accuracy of the three crop types was higher than 95% until August, and with the growth of the time series, the overall accuracy did not improve significantly.

4. The crop distribution products generated by our method can achieve relatively consistent accuracy with the existing products. Rice and corn have higher consistency, and soybean consistency is poor. Wetlands may be misclassified as rice due to the influence of precipitation, which can be corrected by combining the classification results of sequences of different lengths. Soybeans are more difficult to distinguish from other crop types.

In short, the model trained based on the generated sample data set can meet the needs of crop distribution mapping update, without spending a lot of time and manpower on type labeling. Based on the same method, this data set can be applied to other regions or crop types for mapping, which has a certain application potential.

Author Contributions: D.J. and S.C. conceived and designed the experiments. D.J. performed the experiments. D.J. analyzed the data and wrote the paper. L.C. and T.L. provided technical support in remote sensing data analysis. J.U. reviewed and revised the manuscript. All authors have read and agreed to the published version of the manuscript.
Funding: This work was supported by the National Key Research and Development Program of China (No. 2020YFA0714103).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The crop mapping data can be obtained through https://github.com/Jiang2019Code/JilinCropMapping, accessed on 1 July 2022.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Stevens, T.; Madani, K. Future climate impacts on maize farming and food security in Malawi. Sci. Rep. 2016, 6, 36241. [CrossRef] [PubMed]
2. Gao, F.; Anderson, M.; Daughtry, C.; Johnson, D. Assessing the Variability of Corn and Soybean Yields in Central Iowa Using High Spatiotemporal Resolution Multi-Satellite Imagery. Remote Sens. 2018, 10, 1489. [CrossRef]
3. Griffiths, P.; Nendel, C.; Hostert, P. Intra-annual reflectance composites from Sentinel-2 and Landsat for national-scale crop and land cover mapping. Remote Sens. Environ. 2019, 220, 135–151. [CrossRef]
4. Boryan, C.; Yang, Z.W.; Mueller, R.; Craig, M. Monitoring US agriculture: The US Department of Agriculture, National Agricultural Statistics Service, Cropland Data Layer Program. Geocarto Int. 2011, 26, 341–358. [CrossRef]
5. Blaes, X.; Vanhalle, L.; Defourny, P. Efficiency of crop identification based on optical and SAR image time series. Remote Sens. Environ. 2005, 96, 352–365. [CrossRef]
6. Allen, J.D.; Hanuschak, G.A. The remote sensing applications program of the National Agricultural Statistics Service: 1980–1987. J. Off. Stat. 1990, 6, 1–47.
7. Zhang, D.Y.; Fang, S.M.; She, B.; Zhang, H.H.; Jin, N.; Xia, H.M.; Yang, Y.Y.; Ding, Y. Winter Wheat Mapping Based on Sentinel-2 Data in Heterogeneous Planting Conditions. Remote Sens. 2019, 11, 2647. [CrossRef]
8. Fisette, T.; Rollin, P.; Aly, Z.; Campbell, L.; Daneshfar, B.; Filyer, P.; Smith, A.; Davidson, A.; Shang, J.; Jarvis, I. AAFC Annual Crop Inventory. In Proceedings of the 2013 Second International Conference on Agro-Geoinformatics (Agro-Geoinformatics), Fairfax, VA, USA, 12–16 August 2013; pp. 270–274.
9. You, N.; Dong, J.; Huang, J.; Du, G.; Zhang, G.; He, Y.; Yang, T.; Di, Y.; Xiao, X. The 10-m crop type maps in Northeast China during 2017–2019. Sci. Data 2021, 8, 41. [CrossRef]
10. Johnson, D.M. Using the Landsat data to map crop type cover history across the United States. Remote Sens. Environ. 2019, 232, 111286. [CrossRef]
11. Claverie, M.; Ju, J.; Masek, J.G.; Dungan, J.L.; Vermote, E.F.; Roger, J.C.; Skakun, S.V.; Justice, C. The Harmonized Landsat and Sentinel-2 surface reflectance data set. Remote Sens. 2019, 11, 145–161. [CrossRef]
12. Yang, C.; Everitt, J.; Murden, D. Evaluating high resolution SPOT 5 satellite imagery for crop identification. Comput. Electron. Agric. 2011, 75, 347–354. [CrossRef]
13. Cai, Y.P.; Guan, K.Y.; Peng, J.; Wang, S.W.; Seifert, C.; Wardlow, B.; Li, Z. A high-performance and in-season classification system of field-level crop types using time-series Landsat data and a machine learning approach. Remote Sens. Environ. 2018, 210, 35–47. [CrossRef]
14. Zhong, L.; Hu, L.; Zhou, H. Deep learning based multi-temporal crop classification. Remote Sens. Environ. 2019, 221, 430–443. [CrossRef]
15. Zhong, L.; Gong, P.; Biging, G. Efficient corn and soybean mapping with temporal extendability: A multi-year experiment using Landsat imagery. Remote Sens. Environ. 2014, 140, 1–13. [CrossRef]
16. Melgani, F.; Bruzzone, L. Classification of Hyperspectral Remote Sensing Images with Support Vector Machines. IEEE Trans. Geosci. Remote Sens. 2004, 42, 1778–1790. [CrossRef]
17. Huang, X.D.; Liao, C.H.; Xing, M.F.; Ziniti, B.; Wang, J.F.; Shang, J.L.; Liu, J.G.; Dong, T.F.; Xie, G.H.; Torbick, N. A multi-temporal binary-tree classification using polarimetric RADARSAT-2 imagery. Remote Sens. Environ. 2019, 235, 111478. [CrossRef]
18. Maxwell, A.E.; Warner, T.A.; Fang, F. Implementation of machine-learning classification in remote sensing: An applied review. Int. J. Remote Sens. 2018, 39, 2784–2817. [CrossRef]
19. Wardlow, B.; Egbert, S. Large-area crop mapping using time-series MODIS 250 m NDVI data: An assessment for the U.S. Central Great Plains. Remote Sens. Environ. 2008, 112, 1096–1116. [CrossRef]
20. Tang, K.; Zhu, W.; Zhan, P.; Ding, S. An Identification Method for Spring Maize in Northeast China Based on Spectral and Phenological Features. Remote Sens. 2018, 10, 193. [CrossRef]
21. Xi, W.; Du, S.; Wang, Y.-C.; Zhang, X. A spatiotemporal cube model for analyzing satellite image time series: Application to land-cover mapping and change detection. Remote Sens. Environ. 2019, 231, 111212. [CrossRef]
22. Zhu, X.X.; Tuia, D.; Mou, L.; Xia, G.-S.; Zhang, L.; Xu, F.; Fraundorfer, F. Deep Learning in Remote Sensing: A Comprehensive Review and List of Resources. IEEE Geosci. Remote Sens. Mag. 2017, 5, 8–36. [CrossRef]
23. Gorelick, N.; Hancher, M.; Dixon, M.; Ilyushchenko, S.; Thau, D.; Moore, R. Google Earth Engine: Planetary-scale geospatial analysis for everyone. Remote Sens. Environ. 2017, 202, 18–27. [CrossRef]
24. Congalton, R.G. A review of assessing the accuracy of classifications of remotely sensed data. Remote Sens. Environ. 1991, 37, 35–46. [CrossRef]
25. Zhang, H.K.; Roy, D.P. Using the 500 m MODIS land cover product to derive a consistent continental scale 30 m Landsat land cover classification. Remote Sens. Environ. 2017, 197, 15–34. [CrossRef]
26. Xu, J.; Zhu, Y.; Zhong, R.; Lin, Z.; Xu, J.; Jiang, H.; Huang, J.; Li, H.; Lin, T. DeepCropMapping: A multi-temporal deep learning approach with improved spatial generalizability for dynamic corn and soybean mapping. Remote Sens. Environ. 2020, 247, 111946. [CrossRef]
27. Tong, X.-Y.; Xia, G.-S.; Lu, Q.; Shen, H.; Li, S.; You, S.; Zhang, L. Land-cover classification with high-resolution remote sensing images using transferable deep models. Remote Sens. Environ. 2020, 237, 113122. [CrossRef]
28. Gong, P.; Wang, J.; Yu, L.; Zhao, Y.C.; Zhao, Y.Y.; Liang, L.; Niu, Z.G.; Huang, X.M.; Fu, H.H.; Liu, S.; et al. Finer resolution observation and monitoring of global land cover: First mapping results with Landsat TM and ETM+ data. Int. J. Remote Sens. 2013, 34, 2607–2654. [CrossRef]
29. Lin, C.; Zhong, L.; Song, X.-P.; Dong, J.; Lobell, D.B.; Jin, Z. Early- and in-season crop type mapping without current-year ground truth: Generating labels from historical information via a topology-based approach. Remote Sens. Environ. 2022, 274, 112994. [CrossRef]
30. Dai, X.Y.; Wu, X.F.; Wang, B.; Zhang, L.M. Semisupervised Scene Classification for Remote Sensing Images: A Method Based on Convolutional Neural Networks and Ensemble Learning. IEEE Geosci. Remote Sens. Lett. 2019, 16, 869–873. [CrossRef]
31. Han, M.; Liu, B. Ensemble of extreme learning machine for remote sensing image classification. Neurocomputing 2015, 149, 65–70. [CrossRef]
32. Dietterich, T.G. Ensemble methods in machine learning. In Multiple Classifier Systems; Springer: Berlin/Heidelberg, Germany, 2000; pp. 1–15.
33. Pal, M. Ensemble Learning with Decision Tree for Remote Sensing Classification. World Acad. Sci. Eng. Technol. 2007, 26, 735–737.
34. Raudys, Š.; Roli, F. The Behavior Knowledge Space Fusion Method: Analysis of Generalization Error and Strategies for Performance Improvement. In Multiple Classifier Systems; Springer: Berlin/Heidelberg, Germany, 2003; pp. 35–64.
35. Zhao, J.; Yang, X.; Liu, Z.; Lv, S.; Wang, J.; Dai, S. Variations in the potential climatic suitability distribution patterns and grain yields for spring maize in Northeast China under climate change. Clim. Chang. 2016, 137, 29–42. [CrossRef]
36. Zhao, J.; Li, K.; Rui, W.; Tong, Z.; Zhang, J. Yield Data Provide New Insight into the Dynamic Evaluation of Maize’s Climate Suitability: A Case Study in Jilin Province, China. Atmosphere 2019, 10, 305. [CrossRef]
37. Li, H.; Qin, L.; He, H. Characteristics of the water footprint of rice production under different rainfall years in Jilin Province, China. J. Sci. Food Agric. 2018, 98, 3001–3013. [CrossRef]
38. Drusch, M.; Del Bello, U.; Carlier, S.; Collin, O.; Fernandez, V.; Gascon, F.; Hoersch, B.; Isola, C.; Laberinti, P.; Martimort, P.; et al. Sentinel-2: ESA’s Optical High-Resolution Mission for GMES Operational Services. Remote Sens. Environ. 2012, 120, 25–36. [CrossRef]
39. Xie, S.; Liu, L.; Zhang, X.; Yang, J.; Chen, X.; Gao, Y. Automatic Land-Cover Mapping using Landsat Time-Series Data based on Google Earth Engine. Remote Sens. 2019, 11, 3023. [CrossRef]
40. Gorry, P.A. General least-squares smoothing and differentiation of nonuniformly spaced data by the convolution method. Anal. Chem. 2002, 63, 534–536. [CrossRef]
41. Savitzky, A.; Golay, M.J.E. Smoothing and Differentiation of Data by Simplified Least Squares Procedures. Anal. Chem. 1964, 36, 1627–1639. [CrossRef]
42. Chang, J.; Hansen, M.C.; Pittman, K.; Carroll, M.; DiMiceli, C. Corn and Soybean Mapping in the United States Using MODIS Time-Series Data Sets. Agron. J. 2007, 99, 1654–1664. [CrossRef]
43. Lark, T.J.; Mueller, R.M.; Johnson, D.M.; Gibbs, H.K. Measuring land-use and land-cover change using the U.S. department of agriculture’s cropland data layer: Cautions and recommendations. Int. J. Appl. Earth Obs. Geoinform. 2019, 72, 224–235. [CrossRef]
44. Jamal, P.; Ali, M.; Faraj, R.; Muhammad Ali, P. Data Normalization and Standardization: A Technical Report. Mach. Learn. Tech. Rep. 2014, 1, 1–6.
45. Srivastava, N.; Hinton, G.; Krizhevsky, A.; Sutskever, I.; Salakhutdinov, R. Dropout: A simple way to prevent neural networks from overfitting. J. Mach. Learn. Res. 2014, 15, 1929–1958.
46. Ioffe, S.; Szegedy, C. Batch Normalization: Accelerating Deep Network Training by Reducing Internal Covariate Shift. Proc. Mach. Learn. Res. 2015, 37, 448–456.
47. Rumelhart, D.E.; Hinton, G.E.; Williams, R.J. Learning representations by back-propagating errors. Nature 1986, 323, 533. [CrossRef]
48. LeCun, Y.; Boser, B.; Denker, J.S.; Henderson, D.; Howard, R.E.; Hubbard, W.; Jackel, L.D. Backpropagation Applied to Handwritten Zip Code Recognition. Neural Comput. 1989, 1, 541–551. [CrossRef]
49. Kingma, D.P.; Ba, J. Adam: A Method for Stochastic Optimization. arXiv 2014, arXiv:1412.6980.
50. Strahler, A.; Boschetti, L.; Foody, G.; Friedl, M.; Hansen, M.; Hengl, M.; Mayaux, P.; Morissette, J.; Stehman, S.; Woodcock, C. Global Land Cover Validation: Recommendations for Evaluation and Accuracy Assessment of Global Land Cover Maps. Eur. Commun. Luxemb. 2006, 51, 1–60.
51. Friedl, M.; Sulla-Menashe, D.; Tan, B.; Schneider, A.; Ramankutty, N.; Sibley, A.; Huang, X. MODIS Collection 5 Global Land Cover: Algorithm Reﬁnements and Characterization of new Datasets. Remote Sens. Environ. 2010, 114, 168–182. [CrossRef]
52. Gao, F.; Anderson, M.C.; Zhang, X.; Yang, Z.; Alfieri, J.G.; Kustas, W.P.; Mueller, R.; Johnson, D.M.; Prueger, J.H. Toward mapping crop progress at field scales through fusion of Landsat and MODIS imagery. *Remote Sens. Environ.* **2017**, *188*, 9–25. [CrossRef]
53. Pelletier, C.; Valero, S.; Ingilada, J.; Champion, N.; Dedieu, G. Assessing the robustness of Random Forests to map land cover with high resolution satellite image time series over large areas. *Remote Sens. Environ.* **2016**, *187*, 156–168. [CrossRef]
54. Tatsumi, K.; Yamashiki, Y.; Canales Torres, M.A.; Taipe, C.L.R. Crop classification of upland fields using Random forest of time-series Landsat 7 ETM+ data. *Comput. Electron. Agric.* **2015**, *115*, 171–179. [CrossRef]
55. Joshi, N.; Baumann, M.; Ehammer, A.; Fensholt, R.; Grogan, K.; Hostert, P.; Jepsen, M.; Kueemmerle, T.; Meyfroidt, P.; Mitchard, E.; et al. A Review of the Application of Optical and Radar Remote Sensing Data Fusion to Land Use Mapping and Monitoring. *Remote Sens.* **2016**, *8*, 70. [CrossRef]
56. Sun, C.; Shrivastava, A.; Singh, S.; Gupta, A. Revisiting Unreasonable Effectiveness of Data in Deep Learning Era. In Proceedings of the 2017 IEEE International Conference on Computer Vision (ICCV), Venice, Italy, 22–29 October 2017; pp. 843–852.
57. Juba, B.; Le, H. Precision-Recall versus Accuracy and the Role of Large Data Sets. *Proc. AAAI Conf. Artif. Intell.*, **2019**, *33*, 4039–4048. [CrossRef]
58. Wickham, J.D.; Stehman, S.V.; Gass, L.; Dewitz, J.; Sorenson, D.G.; Granneman, B.; Poss, R.V.; Baer, L.A. Thematic accuracy assessment of the 2011 National Land Cover Database (NLCD). *Remote Sens. Environ.* **2017**, *191*, 328–341.