Charged skyrmions on the surface of a topological insulator
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We consider the interplay between magnetic skyrmions in an insulating thin film and the Dirac surface states of a 3D topological insulator (TI), coupled by proximity effect. The magnetic texture of skyrmions can lead to confinement of Dirac states at the skyrmion radius, where out of plane magnetization vanishes. This confinement can result in charging of the skyrmion texture. The presence of bound states is robust in an external magnetic field, which is needed to stabilize skyrmions. It is expected that for relevant experimental parameters skyrmions will have a few bound states that can be tuned using an external magnetic field. We argue that these charged skyrmions can be manipulated directly by an electric field, with skyrmion mobility proportional to the number of bound states at the skyrmion radius. Coupling skyrmionic thin films to a TI surface can provide a more direct and efficient way of controlling skyrmion motion in insulating materials. This provides a new dimension in the study of skyrmion manipulation.

PACS numbers: 75.70.Kw, 75.70.Cn

Introduction. Topological insulators (TIs) are a new class of matter with a band structure that can be characterized by the topological invariant (See Refs. [1,2] and references therein). As with usual insulators, TIs have a forbidden band gap in the bulk separating the filled valence and empty conduction band. Contrary to the former, the topology dictates them to possess very unusual edge (2D) or surface (3D) states protected from nonmagnetic disorder. The surface spectrum of a 3D TI has an odd number of Dirac points, in the vicinity of which electrons are described by the Dirac equation for relativistic massless particles. Strong spin-momentum locking makes the electronic spectrum sensitive to magnetic perturbations. Particularly, exchange coupling between the Dirac electron and a uniform magnetization opens a gap in the surface spectrum and leads to the Anomalous quantum Hall effect [3]. This has a number of interesting manifestations [4, 5], including quantized Faraday and Kerr effects [6, 8], and has recently been directly observed experimentally [9, 10].

Profound physics emerges when the Dirac electrons couple to spin textures with spatially non-uniform magnetization distributions [11, 12]. A magnetic domain wall in proximity to the Dirac electron generates a chiral state, in analogy to the Jackiw-Rebbi zero mode [13], which in turn alters its dynamics and stability [14, 17]. One could thus expect more novel properties when the Dirac states of a TI couple to nontrivial spin textures, such as skyrmions [18, 19], which is the main issue of this work.

A magnetic skyrmion is a topological spin texture with whirlpool-like structure, illustrated in Fig. 1a. Its topology is characterized by the topological invariant

\[ N_S = \int \frac{dr}{4\pi} \mathbf{n}(r) \times \left( \frac{\partial \mathbf{n}}{\partial x} \times \frac{\partial \mathbf{n}}{\partial y} \right), \]

where \( \mathbf{n}(r) \) is the unit vector describing direction of the magnetization [20]. The skyrmion has been experimentally observed in various chiral magnets [24, 25] as a result of the competition between the Dzyaloshinskii-Moriya (DM) interactions, Heisenberg exchange, and Zeeman interaction [23, 25]. It was first discovered in MnSi in a narrow window at finite temperatures [21]. However, once on a thin film, the skyrmion phase can be greatly extended even down to zero temperature, as long as the fine tuning of the external magnetic field is achieved [22]. Although it has been demonstrated that metallic skyrmions can be driven by the spin transfer torque (STT) from an electric current [26, 27], recent appearance of the insulating helimagnet material Cu2OSeO3 raises a more challenging question of how to manipulate insulating skyrmions [28, 31]. It is important not only from a fundamental point of view, but also for applications in spintronics and memory devices (see Ref. [32] for a recent review).

Here we show that the skyrmion texture in an insulating helimagnet, proximity coupled to TI surface, can become charged due to Dirac surface states localized at the skyrmion radius. The number of localized states can be controlled by an external magnetic field, which is needed for skyrmion phase stabilization, and in the realistic conditions there are a few localized states. Experimentally accessible electric fields can drive individual charged skyrmions in insulating materials at speeds comparable to those seen in metallic systems. Our work shows the first mechanism of manipulating skyrmions in thin films directly via electric field, which opens the door to further investigation of skyrmion manipulation without relying on the STT mechanism.

The electronic spectrum of TI surface states. In the presence of the skyrmion texture \( \mathbf{n}(r) \) and external per-
can be described by the Hamiltonian
\[ H = \Psi(\nu, \phi) \] (5).

For clarity we plot \(|\Psi|^2\) for \(0 < \phi < \pi\) only. The vector field represents the direction of local magnetization \(\mathbf{n}(\mathbf{r})\) of the skyrmion. Numerical solution (blue circles) from equation (3) matches almost exactly with the semiclassical quantization (red squares) as in equation (5).

(c) The energy of bound states as a function of magnetic field localized states split from continuous bands \(|E| \geq \Delta_S\) in pairs. In the presence of an external magnetic field localized states split from the zeroth Landau level, which has the energy \(E_{0m} = -\Delta_S - \Delta_Z\) and is highly degenerate. Higher energy LLs are also shown. The applicability of this approximation is justified below. In materials where skyrmions are stabilized via DM interaction the radius of the skyrmion is not dependent on the external magnetic field. Rather, skyrmion radius depends on the relative strength of the Heisenberg and DM exchange interactions which in turn depends on the material parameters \([32]\). In the following we therefore regard the skyrmion radius as an independent parameter.

The Hamiltonian conserves total momentum, and the wave function spinor can be presented as \(\Psi(\nu, \phi) = (F(r)e^{i\nu\phi}/\sqrt{2\pi}, G(r)e^{i(m+1/2)\phi}/\sqrt{2\pi})\), where \(m\) is the orbital momentum quantum number connected with the total momentum of Dirac particles as \(j = m + \frac{1}{2}\). The radial wave functions \(F_m(r)\) and \(G_m(r)\) satisfy the equation

\[
\begin{pmatrix}
-\Delta_S\nu^2_r - \Delta_Z - E & \nu_F eB_z r - \hbar \nu_F \frac{\partial}{\partial \nu} \\
\nu_F eB_z r + \hbar \nu_F \frac{\partial}{\partial \nu} & -\Delta_S\nu^2_r - \Delta_Z - E
\end{pmatrix}
\begin{pmatrix}
F_m^\nu \\
G_m^\nu
\end{pmatrix}
= 0.
\]

Here \(\nu = \pm\) for wave function of electrons outside and inside the skyrmion, where \(n_z^\pm = \pm 1\). Continuity of the Dirac wave function at the skyrmion radius \(R_S\) results in the boundary condition \(F^+(R_S) = F^-(R_S)\) and \(G^+(R_S) = G^-(R_S)\). The energy at each skyrmion radius is then numerically calculated by solving the transcendental equation \(G^-(R_S)/F^-(R_S) = G^+(R_S)/F^+(R_S)\), generating the spectra shown in Fig. [1]b. We consider the skyrmion radius and external magnetic field to be separate controlling parameters of the surface state energy. Although skyrmions are usually stabilized in the
presence of an external magnetic field, it is instructive to consider at first the electronic spectrum without it.

For the following calculations we use \( v_F \approx 0.5 \times 10^6 \text{ m/s} \) and \( g_{\text{TI}} \approx 5 \), corresponding to the TI material Bi$_2$Se$_3$, and exchange coupling \( \Delta_S = 10 \text{ meV} \). Insulating skyrmions with radius \( R_s \approx 25 \text{ nm} \) have been stabilized in Cu$_2$OSeO$_3$ films \cite{28, 33, 36} at low temperatures \( T < 40 \text{ K} \) and for magnetic fields 0.05 T \( \leq B \leq 0.2 \text{ T} \).

**Electronic structure in the absence of the magnetic field.** At \( B = 0 \) the skyrmion texture does not modify the continuous gapped spectrum \( |E| \geq \Delta_S \) \cite{37}; if the skyrmion radius exceeds the critical radius \( R_s = \hbar v_F/2\Delta_S \) it can lead to the appearance of localized states as presented in Fig. 1-b for \( B = 0 \text{ T} \). The localized states appear in pairs, since the Dirac Hamiltonian possesses electron-hole symmetry \( \{H_D, K\} = 0 \) with \( K = \sigma^x C \) where \( C \) is complex conjugation. The states are localized in the vicinity of the skyrmion radius \( R_s \), as presented in Fig. 1-a with length \( \hbar v_F/\Delta_S \). These states are well split from the continuous bands and are bound to the skyrmion in case of its motion, with wave functions

\[
\Psi_m \propto \frac{\left(\epsilon + n_x^2\right)\mathcal{I}_m(k\rho)}{\mathcal{I}_{m+1}(k\rho)}; \quad \Psi_m^+ \propto \frac{\left(\epsilon + n_x^2\right)\mathcal{K}_m(k\rho)}{\mathcal{K}_{m+1}(k\rho)},
\]

(4)

where \( k^2 = n_x^2 - \epsilon^2 \), \( \epsilon = E/\Delta_S \), \( \rho = \Delta_S r/\hbar v_F \), and \( \mathcal{I}_m \) (\( \mathcal{K}_m \)) are modified Bessel functions of the first (second) kind.

The second term in equation (3) originates from the angular motion and can be neglected if \( R_s \gg 2mR_s^*, 2(m+1)R_s^* \). In that case the system of equations (3) can be reduced to the system of supersymmetric Schrödinger equations (SUSY) by squaring \( H \) to solve \( H^2 \psi_m = E_m^2 \psi_m \), with the SUSY superpotential \( W(x) = \Delta_S n_x(r) \), as it is for a domain wall \cite{13, 35}. The SUSY nature of the equations guarantees the presence of a localized state for every angular momentum. Their presence is not sensitive to the shape of the skyrmionic texture \( n_x(R) \), so the physics is well captured by the hard-wall ansatz in the \( R_s \gg R_s^* \) regime. When the angular motion becomes important, at \( R_s \approx R_s^* \), the reduction to SUSY is lost and localized states are pushed to the continuum. The energy gain due to the localization becomes smaller than additional kinetic energy due to orbital motion.

For large skyrmions \( R_s \gg R_s^* \), the energy of bound states can be directly calculated from the semiclassical picture. Along the skyrmion boundary there are chiral states inheriting the dispersion law of massless Dirac particles \( E_\phi = \hbar v_F k_\phi \), and the Bohr-Sommerfeld quantization of their motion is respected:

\[
2\pi R_s k_\phi + \phi_B = 2\pi m,
\]

(5)

where \( \phi_B = -\pi \) is the Berry phase for massless Dirac particles, which appears due to the rotation of the electron’s spin when it makes a closed loop in momentum space. This gives \( E_\phi = \hbar v_F (m + 1/2)/R_s \) which is in excellent agreement with exact numerical calculation, as presented in Fig. 1-c. It should be noted that the semiclassical arguments are also weakly dependent on the actual shape of the magnetic texture.

**Electronic structure in the presence of the external magnetic field.** Without the skyrmion texture, but in the presence of an external magnetic field, all surface states are condensed into Landau Levels (LL) indexed by main and orbital quantum numbers \( n \) and \( m \), respectively. Landau levels have macroscopic degeneracy \( m = [0, \Phi/\Phi_0 - 1] \), where \( \Phi \) is the total flux through the TI surface and \( \Phi_0 = hc/e \) is the flux quantum. In the radial gauge, LL are localized at a cyclotron radius \( R_m \approx l_B \sqrt{2(m + 1)} \) with magnetic length \( l_B = \sqrt{hc/eB} \). Their energetic spectrum is given by

\[
E_{nm}^\pm = \pm v_F \sqrt{\frac{2\hbar^2}{l_B^2} |n| + (\frac{\Delta_Z}{v_F})^2}; \quad n \neq 0,
\]

\[
E_{0m} = -\text{sgn}(B)\Delta_Z; \quad n = 0.
\]

FIG. 2: (color online) (a) Electronic spectrum of TI surface states a function of magnetic field \( B \), for skyrmion radius \( R_s = 25 \text{ nm} \). Landau levels with \( n \leq 6 \) are presented. With increasing magnetic field the number of states split from the zeroth Landau level with the energy \( E_{0m} = -\Delta_S - \Delta_Z \) increases. The black lines correspond to the spectrum without the texture. (b) Number of split states, bound to the skyrmion, as a function of magnetic field.
The zeroth LL is spin polarized due to the orbital effect of magnetic field and its shift is sensitive to Zeeman coupling $\Delta Z$, while other LLs are not sensitive to its sign.

In the presence of the magnetic field and the skyrmion texture, discrete states appear which are well split from the macroscopically degenerate $n = 0$ LL. For these states, the cyclotron radius $R_m$ approximately coincides with the skyrmion radius $R_S$, therefore the states are localized at the skyrmion boundary and move with the skyrmion. The zeroth LL states with $R_m \gg R_S$ approach $E_{0m} = -\text{sgn}(B)(\Delta_Z + \Delta_S)$. These states are weakly affected by the skyrmion texture and are not correlated with its motion, in analogy to the delocalized states in the absence of a magnetic field. The energetic spectrum of TI surface states as function of skyrmion radius is presented in Fig. 1b for magnetic field values $B = 0.2$ T and $0.8$ T. States bound to the skyrmion no longer appear in pairs since electron-hole symmetry is broken by the magnetic field. States with $|E| \geq \Delta_S$ condense into LLs with $n \neq 0$ which are weakly affected by the skyrmion texture. States localized at the skyrmion boundary have the wave functions

$$
\Psi_m \propto \rho^m e^{-\frac{z^2}{4\delta^2}} \left[ F_1(\alpha^-, 1 + m; \rho^2 b) \rho F_1(\alpha^- + 1, 2 + m; \rho^2 b) \right];
$$

$$
\Psi_m \propto \rho^m e^{-\frac{z^2}{4\delta^2}} \left[ \mathcal{U}(\alpha^+, 1 + m; \rho^2 b) \rho \mathcal{U}(\alpha^+ + 1, 2 + m; \rho^2 b) \right],
$$

(7)

where $F_1$, $\mathcal{U}$ are confluent hypergeometric functions of the first and second kind, parameterized by $\alpha^\pm = ((n_+^2 + \delta^2 - \delta^2)/4b$. $b = B/B_0$ where $B_0 = 2\Delta_S^2/e\hbar c$, $\delta = \Delta_Z/\Delta_S$ and $\rho = \Delta_S r/\hbar c$.

The dependence of the TI surface spectrum as a function of magnetic field $B$ for $R_S = 25$ nm is presented in Fig. 2a. The presence of states bound to the skyrmion is robust to the external magnetic field. Moreover due to the interplay between LL and skyrmion confinement the number of bound states increases with magnetic field as presented in Fig. 2b. The appearance of bound states can lead to charging of the skyrmion texture. The electric charge is $eN_B$, where $N_B$ is the number of additional occupied electronic states in comparison to the TI surface without the skyrmion texture. The value $N_B$ depends on local chemical potential and can be controlled by magnetic field. Our mechanism of the texture charging differs from the one in Ref. [22] based on quantized response of electronic density to the emergent magnetic field $B_S(r)$, which originates from a magnetic texture but is zero $B_S(r) = 0$ in our case.

The radius of skyrmions in Cu$_2$OSeO$_3$, $R_S = 25$ nm, exceeds the critical radius $R_S^c = \hbar c/2\Delta_S \approx 16$ nm and there is one bound state for magnetic field $0.05$ T $\leq B \leq 0.2$ T. The skyrmionic charge can be equal to the single charge of an electron. If the radius of individual skyrmions is larger, the skyrmion phase is stabilized in a wider magnetic field interval, or for greater values of exchange coupling $\Delta_S$, the skyrmion will host a few bound states and the skyrmion charge becomes more tunable by magnetic field or doping.

**Dynamics of charged skyrmions.** Being charged particle-like objects, skyrmions with bound surface states can be described by the following Lagrangian

$$
\mathcal{L} = Q_S \left[ \mathbf{\dot{R}} \times \mathbf{R} \right]_z + eN_B \left( \phi(\mathbf{R}) - \frac{\mathbf{\dot{R}}}{c} \mathbf{A}(\mathbf{R}) \right) + \frac{m_S R^2}{2}.
$$

(8)

Here the first term represents the Magnus force originating from spin dynamics [39][41], and $Q_S = 4\pi \rho_S Sh N_S$ where $N_S$ is the skyrmion topological invariant, with $\rho_S$ and $S$ the density and amplitude of spins in the skyrmionic magnet. The second term represents the interaction of skyrmion with external electromagnetic field, while the last term corresponds to the possible additional kinetic energy with phenomenologically induced skyrmion mass $m_S$. In the presence of an electric field $\mathbf{E} = (E_z, 0)$ the skyrmion acquires the velocity

$$
\dot{R}_y = -\frac{eN_B c (2Q_S + eN_B B)}{(2Q_S + eN_B B)^2 + c^2\Gamma^2} E_z;
$$

$$
\dot{R}_x = \frac{eN_B c \Gamma}{(2Q_S + eN_B B)^2 + c^2\Gamma^2} E_z.
$$

(9)

(10)

Here $\Gamma$ is a phenomenological friction parameter. Note that the mass term in equation (8) only provides the initial acceleration of the skyrmion. However the skyrmion’s final steady velocity is determined from the balance between electric field and damping, thus it is independent of the mass $m_S$. In the limit $\Gamma \to 0$, the system exhibits Hall motion where $\dot{R}_x = 0$ and $\dot{R}_y = -\mu_S E_z$, defining skyrmion mobility $\mu_S = E_z/(2Q_S + eN_B B)$.

Taking $N_B = 1$, $B = 0.2$ T, $\rho \sim d/\sqrt{3}$, where $d \approx 100$ nm is the film thickness and $a \sim 8.9$ Å is the crystalllographic lattice constant, we have $\mu_S \sim 1 \times 10^{-6}$ m$^2$/Vs.

Electric fields as low as $10^2$ V/m can induce drift velocities $v_H \sim 0.1$ mm/s, comparable to skyrmions driven by conduction electrons in metallic systems [42], according to the STT mechanism (Ref. [26][27][32][43][44] and references therein). In the system under consideration the skyrmionic material is insulating and the the surface spectrum of TI is gapped away from the skyrmion, which makes the STT mechanism unimportant.

It has recently been proposed that insulating skyrmions can be driven by a temperature gradient [30]. For electric fields $E \sim 10^5$ V/m or greater the velocity of a skyrmion driven by electric field is higher than the expected velocity due to thermal gradient $0.1$ m/s in ref. [30] and, more importantly, an electric field is easier to manipulate than a temperature gradient. It has also been shown that in multiferroic materials, which include Cu$_2$OSeO$_3$, skyrmion textures have an intrinsic dipole moment which enables them to couple to the gradient of electric field [29][35][36][45]. Regardless of the difficulty of applying a gradient in electric field, the estimated Hall
velocity $v_H$ in our approach is two orders of magnitude greater than $v_H$ due to magnetoelectric coupling \cite{29}, where $v_H \approx (\lambda R_S/2\pi S h) \Delta E \sim 10^{-3}$ mm/s with $R_S = 25$ nm, dipolar coupling $\lambda \sim 10^{-33} \approx C \cdot m$ \cite{34}, and field strength difference $\Delta E \sim 10^2$ V/m. We therefore conclude that our mechanism is very effective due to the direct coupling of skyrmions with electric field.

In an experiment one can use a TI such as Bi$_2$Se$_3$ as a substrate and epitaxially grow the Cu$_2$OSeO$_3$ thin film on top of it. An ultra-thin buffer layer inserted between these two can help to avoid lattice mismatch while keeping the coupling between Dirac electrons and the magnetization. Concerning the experimental difficulty in growing Cu$_2$OSeO$_3$ films, one can also use monolayers of ferromagnet instead, which is generally insulating. The interfacial DM interaction can also generate skyrmions therein \cite{40}. The whole sample is sandwiched in a pair of electrodes, which generates an electric field.

It should be noted that the skyrmion phase can be intrinsic to surface states of TI in the presence of strong Coulomb repulsion and hexagonal warping, which takes place at high doping \cite{47}. In that regime our mechanism is not of importance, since the skyrmion texture changes the surface spectrum in the vicinity of the Dirac point which is deeply buried under the Fermi level.

We have focused on the behavior of a single charged skyrmion. Skyrmions most frequently appear in a lattice which can be pinned by disorder and the underlying atomic lattice. Therefore in an experiment this effect would manifest as a rotation of the skyrmion lattice caused by Hall motion of individual charged skyrmions. We predict that the angle of skyrmion lattice rotation will be proportional to the electric field and the number of bound states at the skyrmion radius. The angle of rotation should change within the skyrmion phase in response to increased DC electric field. To rule out magnetoelectric effects, an experiment at constant electric field response to increased DC electric field. To rule out magnetic field, indicating additional bound states. In this case we predict a change in rotation angle in response to an increase in magnetic field, indicating additional bound surface states.
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