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Abstract—In many scenarios, the communication system suffers from both Gaussian white noise and non-Gaussian impulsive noise. In order to design optimal signal detection method, it is necessary to estimate the parameters of mixed Gaussian-impulsive noise. Even though this issue can be well tackled with respect to pure mixed noise, it is quite challenging based on the received single-channel signal including both transmitted signal and mixed noise. To mitigate the negative impact of transmitting signal, we propose a parameter estimation method by utilizing a neural network, namely U-net++, to separate the mixed noise from the received single-channel signal. Compared with existing blind source separation based methods, simulation results show that our proposed method can obtain rather better performance in terms of estimation accuracy and robustness under various scenarios.

Index Terms—Mixed noise, U-net++, parameter estimation

I. INTRODUCTION

MIxed noise consisting of both non-Gaussian impulsive noise (IN) and Gaussian white noise (WGN) exists in many practical communication scenarios [1]. Due to Brown movement of electron, the communication signal is inevitably influenced by WGN. Meanwhile, there are a lot of sources resulting in IN, such as lightning, underwater acoustic noise [2], broadband power lines [3], cosmic noise, etc. Even the duration of each impulse in IN is very short, it includes significant energy to distort the transmitting signal. In order to design optimal or near-optimal signal detection methods under mixed Gaussian-impulsive noise, it is necessary to estimate the parameters of the mixed noise.

The widely used IN model considering the physical generation mechanism is the symmetric $\alpha$ stable ($S\alpha S$) distribution [2]. In fact, WGN is just a special case of $S\alpha S$ distributed noise with $\alpha = 2$. Even though closed-form probability density function (PDF) of $S\alpha S$ distributed noise only exists for Gaussian and Cauchy ($\alpha = 1$) noise, its characteristic function (CF) is quite simple and contains only two parameters [4]. Many algorithms have been proposed to well estimate the parameters of $S\alpha S$ distributed noise [5–7].

Compared with IN, it is rather difficult to model mixed Gaussian-impulsive noise with concise and closed-form PDF or CF. In [1], Sureka et al. raised a closed-form approximation to model the PDF of mixed Gaussian-impulsive noise, where $S\alpha S$ distributed noise is considered. Their proposed PDF expression is determined by 5 parameters, and can match the practical PDF quite well. By utilizing pure noise samples, they also provided estimation methods of these parameters based on empirical characteristic function (ECF) presented in [5].

To well estimate the parameters of mixed noise, using pure noise samples is largely advocated. Consequently, communication transmitter has to keep silence for enough long time, which sacrifices spectral efficiency. Therefore, it is well motivated to estimate the mixed Gaussian-impulsive noise parameters based on the received signal including both transmitting signal and noise, so that the system overhead due to transmitter’s silence can be avoided. However, the transmitting signal will seriously degrade the parameter estimation performance of mixed noise, especially for the case that signal-to-noise ratio (SNR) is relatively large.

To mitigate the negative influence induced by the transmitting signal, it is necessary to first separate mixed noise from the received signal. Essentially, this task can be considered as a problem of blind source separation (BSS). If the signal samples can be received through multiple channels, e.g. at a multi-antenna receiver, the corresponding BSS problem could be well handled [8, 9]. However, in some practical scenarios, the signal samples can only be gathered through single-channel receiver due to the constraint of size, weight and power. For this case, it is rather challenging to separate the mixed noise from transmitting signal with existing statistical signal processing based methods.

In recent years, the fast advances of deep learning provide new possible solution for single-channel BSS problem. Ronneberger first proposed the a neural network called after U-net, and employed it in medical image segmentation [10]. U-net is a kind of fully convolutional network and contains two main parts: encoder sub-network and decoder sub-network to get context information and localization, respectively. Siddiquee et al. further built an improved U-net named after U-net++ by introducing a supervision mechanism and improved skip connections to enhance the network learning ability [11]. In addition, gradient descent is performed with respect to the sum of the losses of multiple convolutional layers, so that some potential features can be remained and output during the training process as the neural network becomes deeper.

In this letter, we consider the parameter estimation of mixed Gaussian-impulsive noise based on received single-channel signal including both transmitting signal and noise. To circumvent the difficulty in single-channel BSS and inspired by the potential of U-net++, we propose an U-net++ based method to separate mixed noise from received signal. We first introduce a preprocessing module before the U-net++ to mitigate the negative effect of impulsive noise and improve
robustness. Then, an elaborately designed U-net++ is used to separate the transmitting signal from received signal. Finally, the mixed noise parameter can be estimated by utilizing ECF based method. Compared with existing BSS methods, simulation results show remarkable performance gain of our proposed algorithm in various scenarios.

II. MODEL AND PROBLEM DESCRIPTION

In this section, we describe the signal model and the corresponding parameter estimation problem.

A. Signal Model

The received signal samples can be represented as follows:

\[ y_i = s_i + n_{gi} + n_{si}, \quad i = 1, 2, \ldots, N \] (1)

where \( s_i \) represents transmitting signal sample, which can be generated with popular modulation scheme. \( n_{gi} \) and \( n_{si} \) are independent and identically distributed (i.i.d) WGN and IN samples, respectively. In this paper, IN sample \( n_{si} \) is modeled to follow the S\( \alpha \)S distribution with characteristic exponent \( \alpha \) and scale parameter \( \gamma_s \). Meanwhile, WGN sample \( n_{gi} \) is distributed as \( \mathcal{N}(0, \sigma_s^2) \) and \( \sigma_s^2 = 2\gamma_g^2 \) [7]. By assuming that WGN and IN samples are mutually independent, a closed-form and well approximate PDF is proposed for mixed noise in [1]. This model is mainly controlled by parameters \( \alpha, \gamma_s \), and \( \gamma_g \). In this paper, we try to estimate these parameters so that signal detection algorithm can be further designed.

To describe diverse mixed noise scenarios, we define \( \lambda \) as the strength ratio between WGN and IN, which is given as follows,

\[ \lambda = \frac{\gamma_g^2}{\gamma_s^2} \] (2)

Larger \( \lambda \) implies that WGN takes greater proportion in the mixed noise. When \( \lambda \) approaches \( +\infty \) or 0, mixed noise will degenerate to WGN or IN, respectively.

B. Problem Description

In this paper, we estimate the parameters \( \alpha, \gamma_s \) and \( \gamma_g \) of mixed noise based on the received signal samples \( y_i, \quad i = 1, 2, \ldots, N \). Then, we can further get the parameter \( \lambda \).

To mitigate the negative effect of transmitting signal sample \( s_i \), the key is to separate the mixed noise sample \( n_{mi} \) from received signal \( y_i \). Equivalently, the approximate ‘pure’ mixed noise samples can be obtained by cancelling the transmitting signal as following:

\[ \hat{n}_{mi} = y_i - \hat{s}_i, \quad i = 1, \ldots, N \] (3)

where \( \hat{s}_i \) is the separated version of transmitting signal \( s_i \). The optimal maximum likelihood estimation (MLE) of \( s_i \) can be basically expressed as following:

\[ \hat{s}_i = \arg \max_{s_i \in \Omega} \log [g(y_i - s_i)] \] (4)

where \( g(\cdot) \) is the PDF of mixed noise, \( \Omega \) represents the adopted modulation alphabet. As mentioned before, the PDF of mixed noise is determined by the parameters \( \alpha, \gamma_s \) and \( \gamma_g \) to be estimated. One possible strategy is to first estimate the parameters of mixed noise based on \( y_i, \quad i = 1, \ldots, N \) by omitting the transmitting signal \( s_i \). Then, the transmitting signal can be estimated and cancelled based on (4) and (3). By alternatively performing these two operations, the estimation performance may be expected to be improved iteratively. However, our simulation results in Section IV reveal that this strategy can not work well, especially for the case with relatively large SNR. In next Section, we propose a novel neural network based method to separate mixed noise and transmitting signal.

III. U-NET++ BASED APPROACH

In this section, we describe the proposed parameters estimation framework and the adopted signal separation network U-net++.

A. Algorithm Framework

Our proposed mixed noise parameter estimation algorithm framework is illustrated in Fig.1. The received signal \( y_i \) given in (1) is first clipped with threshold \( y_0 \) to alleviate the influence of IN component \( n_{si} \). We will discuss the choice of \( y_0 \) in what follows. Then, the clipped version \( \hat{y}_i \) is fed into the

Fig. 1: Algorithm framework
neural network U-net++ to separate the transmitting signal from mixed noise. By cancelling the separated transmitting signal \( \hat{s}_i \) based on (3), we get the approximate ‘pure’ mixed noise \( n_{mi} \). Subsequently, power normalization is performed with respect to \( n_{mi} \) to enhance the algorithm stability, the mixed noise parameters are then estimated by utilizing U-net++ based method to get \( \hat{\alpha}, \hat{\gamma}_g \), and \( \hat{\gamma}_s \).

B. Clipping

Clipping is first performed to remove the outliers in received signal and avoid network overfitting. The clipping threshold \( y_0 \) can be determined according to Pauta criterion [12]. If the standard deviation of WGN is \( \sigma \), it is almost impossible that the amplitude of WGN sample is larger than \( 4 \sigma \). Therefore, \( y_0 \) could be \( 4\sqrt{2}\gamma_g + \max(s_i) \). \( \gamma_g \) is determined by transmitter modulation scheme, and can be consider as priori information. Without loss of generality, we set \( \max(s_i) = 1 \) in this paper. However, as \( \gamma_g \) is unknown for the receiver, it has to be set empirically.

Nikias has proven that the \( p \)-th moment of \( \text{SaS} \) distributed noise exists when \(-1 < p < \alpha \) [7]. Therefore, we have

\[
E[|n_{mi}|^p] = E[|n_{gi}|^p] + E[|n_{si}|^p] = C_p,2\gamma_g + C_p,\alpha\gamma_s
\]

and,

\[
C_p,\alpha = \frac{2^{p+1}\Gamma \left( \frac{p+1}{2} \right) \Gamma \left( \frac{\alpha-1}{2} \right)}{\alpha \pi \Gamma \left( \frac{\alpha}{2} \right)}
\]

where Gamma function \( \Gamma(z) = \int_0^\infty t^{z-1}e^{-t}dt \). This model can approximate mixed noise well when \( \alpha \in (0.5, 1.9) \) [1]. The right hand side (RHS) of (5) will approach infinite when \( \alpha \) converges to 0. Thus, we consider \( \alpha \in (0.5, 1.9) \) in this paper. Note that the mixed noise can be considered to be approximate WGN for \( \alpha > 1.9 \). To empirically determine threshold \( y_0 \) and ensure that \( E[|n_{mi}|^p] \) always exists, we set \( p = 0.5 \) and \( \gamma_g : \gamma_s = 1 : 1 \). Meanwhile, we use \( C_{0.5,0.5} \) to substitute \( C_{0.5,0.5} \) in (6), which is not defined in complex domain. To facilitate calculating, we further replace \( E[|n_{mi}|] \) by \( E[|y_i|] \) and set threshold \( y_0 = 4\sqrt{2}E[|y_i|]/(C_{0.5,2} + C_{0.5,0.5}) + 1 \). The simulation results in Section IV show that this threshold works well in various scenarios.

C. U-net++ Based Separation Network

U-net++ is a symmetric neural network consisting of encoder sub-network and decoder sub-network, which can extract the characteristics of data and reconstruct information, respectively [11]. As a variant of U-net, modified skip pathway and deep supervision are introduced into U-net++ architecture. The skip pathway is composed of dense convolution blocks. It can bridge semantic gap between feature maps of encoder sub-network and decoder sub-network. U-net++ has been proved to be rather effective in recovering fine-grained details of the target objects [11]. Meanwhile, U-net++ has the same dimension for input and output. In this paper, we utilize these merits of U-net++ to separate transmitting signal \( s_i \) from single-channel signal \( y_i \), so that the distortion between the obtained \( \hat{s}_i \) and \( s_i \) can be as little as possible.

The adopted U-net++ is illustrated in Fig.1. Each circle in U-net++ network represents a convolution unit (CU), which is composed of three convolutional layers with the same kernel size. Let \( U^j_i \) be the \( j \)-th CU in layer \( i \), \( x^j_i \) and \( y^j_i \) denote the input and output of \( U^j_i \), respectively. In Fig.1, solid line, dashed line and dotted line represent down-sampling, up-sampling and concatenation operation, respectively. They can be mathematically expressed as follows,

\[
D(x) = [\max(x_1, x_2), \cdots, \max(x_{N-1}, x_N)]
\]

\[
U(x) = (x_1, x_1, x_2, \cdots, x_N, x_N)
\]

\[
C(x_1, x_2) = (x_1, x_1, \cdots, x_N, x_2, \cdots, x_N)
\]

where \( x_1 = (x_1, x_2, \cdots, x_N) \) and \( x_2 = (x_2, x_2, \cdots, x_N) \). The architecture of U-net++ is basically determined by the parameters of backbone, including the network depth and the channels of each CU. These parameters have to be determined based on the tradeoff between separation performance and complexity. Usually, as the depth of backbone becomes deeper, the time consumption will increase. Meanwhile, the dimension of the first fully connected layer will become larger due to the concatenation operation. Moreover, it may result in underfitting due to significant difference of dimensions between adjacent layers. Therefore, we set dropout layer in CU, and enough fully connected layers are added to ensure smooth propagation of errors.

As there may still exist some samples with relatively large magnitude despite the clipping, leaky relu is chosen as the activation function to prevent gradient vanishing or exploding. In this paper, normalized mean square error (NMSE) is chosen as the loss function because the manipulations are with respect to the signal waveform. The loss function \( L(\Theta) \) with network parameters \( \Theta \) is given as follows,

\[
L(\Theta) = \frac{1}{N} \sum_{i=1}^{N} |F(\hat{y}_i; \Theta) - \hat{s}_i|^2 + \mathcal{R}(\Theta)
\]

where \( F(\hat{y}_i; \Theta) \) represents the output of network. The regularization item \( \mathcal{R}(\Theta) \) is used to avoid overfitting. It is set as \( \mathcal{R}(\Theta) = \mu ||\Theta||_2 \) with weight factor \( \mu \).

D. Parameter Estimation

Finally, we utilize ECF-based algorithm presented in [5] to estimate mixed noise parameters \( \alpha, \gamma_g \) and \( \gamma_s \) based on \( n_{mi} \). As too large or small values of noise samples will lead to significant difference between CF and ECF, and hence affect algorithm stability, parameter estimation is performed with respect to \( \hat{n}_{mi} \), which is the power normalized version of \( n_{mi} \).

E. Complexity

The complexity mainly comes from U-net++ and ECF based parameters estimation. The calculation burden of U-net++ is due to the convolution operation. We denote the time consumption of each floating-point operation to be \( T \). Let the backbone depth of U-net++ and the size of kernel be \( N \) and \( M \), respectively. We denote the channel number of kernel in the \( i \)-th layer to be \( C_i, i = 0, \cdots, N \) and \( C_0 = 1 \). Network will be trained for \( E \) epochs. Therefore, the complexity of U-net++ will be \( \mathcal{O}(EM^2T \sum_{i=0}^{N-1}(N-i)C_iC_{i+1}) \). For parameter estimation, we utilize binary search to figure out the approximate solution of the transcendental equation of
α. Let the number of subdivision points be \( N_\beta \), and we will calculate \( E_p \) times to increase accuracy of parameter estimation. Finally, the overall complexity of algorithm can be simplified as \( O(E M^2 N^3 C_m T + E_p N_\beta \log N_\beta) \) where \( C_m = \max\{C_i, C_{i+1}\}, i = 0, \ldots, N - 1 \).

IV. SIMULATIONS

In this section, we verify the performance of the proposed algorithm through simulations.

A. Training Dataset and Network Configuration

To obtain training dataset, we generate \( s_i \) based on several modulation schemes including MSK, QPSK and 16-QAM. Mixed noise sample \( n_{si} \) is generated as the sum of i.i.d. WGN sample \( n_{gi} \) and IN sample \( n_{si} \) with different parameters \( \alpha \) and \( \lambda \) to represent different noise scenarios. To decrease truncation error, we set the dynamic range of IN sample \( P[|n_{si}|] \leq R \) to 0.999, and the step to be 0.01. In this paper, we adopt the algorithm proposed in [13] to stably generate IN samples due to the absence of closed-form PDF expression for SoS distribution. Note that SoS distributed noise has no limited second moment except \( \alpha \neq 2 \). To measure the relationship between signal and noise, we adopt the metric called general signal-to-noise ratio (GSNR) as \( \text{GSNR}(\text{dB}) = 10 \log_{10} \left[ \frac{E_s}{2(\gamma^2 + \gamma_s^2)} \right] \) with \( E_s = E[|s|^2] \).

For network training, the whole data is divided into mini-batch with size 200. The data corresponding to different parameter pair \((\alpha, \lambda, \text{GSNR})\) is randomly selected to train the network with epoch 30. The parameter sets to generated the training dataset are \( \alpha = \{1, 1.2, 1.4, 1.6, 1.8\}, \lambda = \{0.2, 1, 5\} \) and \( \text{GSNR} = \{0, 10, 20\} \). The adopted hyper-parameters of U-net++ is given in Table I.

| TABLE I: Configuration of U-net++ |
| Parameter | Value |
| --- | --- |
| Channels of CU of backbone | \( U_{b1}, \ldots, U_{b5} = \{16, 32, 62, 96, 144, 256\} \) |
| Padding mode | ‘Same’ |
| Kernel size | \( 3 \times 3 \) |
| Optimizer | ‘Adam’ with \( \beta_r = 0.001 \) |
| Beta1 | 0.9 |
| Beta2 | 0.999 |
| Eps | \( 1e-8 \) |
| Pooling mode | ‘Max-pooling’ |
| Dropout rate | 0.3 |
| Activation function | leaky relu with \( \text{slope} = 0.01 \) |

B. Estimation Performance

Under different noise scenarios and modulation schemes, the estimation performances of \( \alpha, \gamma_g \) and \( \gamma_s \) are presented in Table II and III, respectively. These results are obtained as the average of 100 rounds of estimation. The results presented in the column ‘None’ means that the parameters are directly estimated based on received single-channel signal \( y_i \). We let it be the baseline. It can be seen that our proposed method can effectively estimate \( \alpha, \gamma_g \) and \( \gamma_s \) under diverse scenarios with different GSNR, \( \lambda \) and modulation schemes of transmitting signal.

The estimated distribution of \( \alpha \) is further presented in Fig.2. Due to limited space, we omit the estimation results distributions of \( \gamma_g \) and \( \gamma_s \) as the similar results are observed. It can be found that the variance of estimation results will become larger for the cases with relative large \( \alpha \), GS NR and \( \lambda \). The underlying reason is that it is difficult for the network to learn the characteristics of IN as the IN component in mixed noise becomes smaller.

C. Estimation Performance Comparison of Other Algorithms

To validate the advantage of our algorithm, we further compare it with some other BSS based baselines. The following baselines are considered:

1) Spectral Subtraction (SS) [14]: The transmitting signal is obtained by subtracting the spectrum of noise from the spectrum of received signal.
2) Clipping [2]: All outliers, whose amplitudes are greater or equal to a specific threshold, are set to the given threshold.
3) Filter based methods [15]: The noise can be suppressed adaptively by a filter, such as Least Mean p-norm (LMP) or Kalman filter.
4) Empirical Mode Decomposition (EMD) [16]: The signal is decomposed into some oscillatory components called intrinsic mode function (IMF) to suppress the noise.

Due to space limitations, we only present the performance comparison with respect to \( \alpha \). Similar results have been observed for \( \gamma_g \) and \( \gamma_s \). The estimation performance of \( \alpha \) is compared in Table IV. It is noteworthy that the parameters of baselines are elaborately designed to get desirable perfor-

\[ \text{Table II: Estimation performance of } \alpha \]

| \( \alpha \) | True | \( \alpha \) | \( \lambda \) | \( \text{GSNR} \) | None | MSK | QPSK | 16-QAM |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0.10 (0.271, 0.410) | 0.10 (0.254, 0.397) | 0.10 (0.252, 0.395) | 0.10 (0.253, 0.396) |
| 0.10 (0.411, 0.271) | 0.10 (0.408, 0.270) | 0.10 (0.407, 0.269) | 0.10 (0.408, 0.268) |
| 0.10 (0.120, 0.128) | 0.10 (0.126, 0.134) | 0.10 (0.132, 0.140) | 0.10 (0.138, 0.145) |
| 0.10 (0.111, 0.112) | 0.10 (0.117, 0.123) | 0.10 (0.123, 0.130) | 0.10 (0.129, 0.136) |
| 0.10 (0.101, 0.102) | 0.10 (0.107, 0.113) | 0.10 (0.113, 0.120) | 0.10 (0.119, 0.126) |
| 0.10 (0.091, 0.092) | 0.10 (0.097, 0.093) | 0.10 (0.103, 0.099) | 0.10 (0.109, 0.096) |
| 0.10 (0.081, 0.082) | 0.10 (0.087, 0.083) | 0.10 (0.093, 0.089) | 0.10 (0.099, 0.086) |
| 0.10 (0.071, 0.072) | 0.10 (0.077, 0.073) | 0.10 (0.083, 0.079) | 0.10 (0.089, 0.076) |

\[ \text{Table III: Estimation performance of } \gamma_g \text{ and } \gamma_s \]

| \( \alpha \) | \( \lambda \) | \( \text{GSNR} \) | None | MSK | QPSK | 16-QAM |
| --- | --- | --- | --- | --- | --- | --- |
| 10 (1.508, 0.439) | 10 (1.516, 0.408) | 10 (1.479, 0.429) | 10 (1.449, 0.409) | 10 (1.443, 0.478) |
| 10 (0.151, 0.006) | 10 (0.152, 0.005) | 10 (0.152, 0.005) | 10 (0.152, 0.005) | 10 (0.152, 0.005) |
| 10 (0.047, 0.043) | 10 (0.051, 0.042) | 10 (0.057, 0.038) | 10 (0.051, 0.037) | 10 (0.057, 0.036) |
| 10 (0.112, 0.088) | 10 (0.118, 0.084) | 10 (0.118, 0.084) | 10 (0.118, 0.084) | 10 (0.118, 0.084) |
| 10 (0.048, 0.043) | 10 (0.051, 0.042) | 10 (0.057, 0.038) | 10 (0.051, 0.037) | 10 (0.057, 0.036) |
| 10 (0.048, 0.043) | 10 (0.051, 0.042) | 10 (0.057, 0.038) | 10 (0.051, 0.037) | 10 (0.057, 0.036) |
parameter estimation based on single-channel received signal. Meanwhile, the performance gain of our proposed U-net++ is achieved at the cost of relatively longer running time. Nevertheless, the running time of our method is still acceptable compared with that of EMD and LMP, as it is shown in Table V.

V. CONCLUSION

In this paper, we address the issue of mixed noise parameters estimation based on received single-channel signal including both transmitting signal and noise. To mitigate the negative influence of transmitting signal, we propose an U-net++ based framework to separate transmitting signal and mixed noise. We further utilize clipping preprocessing and power normalization to suppress the outliers due to impulsive noise. Extensive simulation results show that our method can effectively estimate mixed noise parameters under different scenarios. Moreover, it can achieve better performance compared to exiting blind source separation based methods, especially when GSNR is relatively large and impulsive noise is not obvious.
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