Structure of the super-Eddington outflow and its impact on the cosmological scale.
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Abstract

It is one of the biggest issues in black hole (BH) astrophysics how to precisely evaluate BH feedback to its environments. Aiming at studying the unique gas dynamics of super-Eddington flow around supermassive black hole (SMBH) seeds at high redshift, we carried out axisymmetric two dimensional radiation hydrodynamic simulations by a nested simulation-box method. Here we divide the simulation box into the inner zone at \((2 - 3 \times 10^3) r_{\text{Sch}}\) (with \(r_{\text{Sch}}\) being the Schwarzschild radius) and the outer zone at \((2 \times 10^3 - 3 \times 10^6) r_{\text{Sch}}\), with smooth connection of the physical quantities, such as gas density, velocity, and radiation energy. We start the calculation by injecting mass through the outer boundary of the inner zone at a constant rate of \(\dot{M}_{\text{inj}} = 10^3 L_{\text{Edd}}/c^2\), where \(L_{\text{Edd}}\) is the Eddington luminosity and \(c\) is the speed of light. A powerful outflow is generated in the innermost region and it propagates from the inner zone to the outer zone. The outflows are characterized by a velocity of \(0.02c\) (0.7c) and density of \(10^{-17}\) (\(10^{-19}\)) g cm\(^{-3}\) for near the edge-on (face-on) direction. The outflow is gradually accelerated as it travels by accepting radiation-pressure force. The final mass outflow rate at the outermost boundary is \(\dot{M}_{\text{out}} \sim 0.3 \times \dot{M}_{\text{inj}}\). By extrapolating the outflow structure to a further larger scale, we find that the momentum and energy fluxes at \(r \sim 0.1\) pc are \(\sim 10 - 100 L_{\text{Edd}}/c\) and \(\sim 0.1 - 10 L_{\text{Edd}}\), respectively. Moreover, we find that the impacts are highly anisotropic in the sense that larger impacts are given towards the face-on direction than in the edge-on direction. These results indicate that the BH feedback will more efficiently work on the interstellar medium than that assumed in the cosmological simulations.
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1 Introduction

We will start this section by introducing the objects of study, i.e., supermassive black hole (SMBH), and their associated problems. There are multiple observational studies conducted on SMBH across the universe (e.g., Willott et al. 2010, Bañados et al. 2016, Jiang et al. 2016, Reed et al. 2017, Matsuoka et al. 2019, Yang et al. 2019, Wang et al. 2019). Of these objects, there are some that present very large masses (\(\sim 10^9 - 10^{10} M_\odot\)) at a very early time (\(z \sim 6 - 7\)) (Fan et al. 2003, Bañados et al. 2018). These objects, which can be studied to a certain }
extent through observation (Paliya et al. 2019, Volonteri 2010, Natarajan 2011, Valiante et al. 2017, and Inayoshi et al. 2020), cannot be satisfactorily answered through our current knowledge. Their massive size, so early in the universe, presents a challenge for our understanding of physics. These early objects are of particular importance since they defy our pre-existent knowledge of accretion physics or black hole formation.

The SMBH in the early universe could form from the remnants of Population III (Pop III) stars, (Bromm et al. 1999; Abel et al. 2000; Nakamura & Umemura 2001; Yoshida et al. 2003; Gao et al. 2005), or for the most massive seeds from direct gravitational collapse (Koushiappas et al. 2004; Begelman et al. 2006; Mayer et al. 2010; Bellovary et al. 2011; Choi et al. 2013). Other explanations can even have primordial haloes grow to masses of \(10^7 - 10^8 M_\odot\) and reach virial temperatures of \(\sim 10^4 K\) without ever having formed a primordial (Pop III) star, either by being immersed in strong Lyman-Werner UV backgrounds that destroy all their \(H_2\) (e.g., Agarwal et al. 2012; Yue et al. 2014; Dijkstra et al. 2014; Johnson et al. 2014; Latif et al. 2015; Schauer et al. 2015, Schauer et al. 2017) or in highly supersonic baryon streaming motions that delay the collapse of the halo even if \(H_2\) is present (Tseliakhovich & Hirata 2010; Greif et al. 2011; Stacy et al. 2011; Latif et al. 2014; Schauer et al. 2017; Hirano et al. 2017).

But the problem common to all these studies is the lack of critical observational data. Without a reliable way to extract information of the physical situation around the high-z SMBH all conclusions can only be circumstantial.

Thus, let us next take a look at what challenges observation of these objects pose. Observation of these SMBH can only be done through their hosts, the MeV blazars. These are the most luminous persistent sources in the Universe and emit most of their energy in the MeV band (Hopkins et al. 2007, Harrison et al. 2013). These objects display very large jet powers and accretion luminosities. This points to the fact that relativistic jets may play a crucial role in rapid black hole growth at these early ages of the Universe (Paliya et al. 2019).

Given that observation on these early objects is very limited the only tools available to study the physics involved are simulations. These simulations take 2 forms: large-scale cosmological simulations and small-scale astrophysical simulations.

The first one of these tools that we need to introduce are the cosmological simulations. These simulations provide a very extensive study of the universe at any given redshift. In them the motion of gas and dark matter is calculated through hydrodynamical and N-body simulation respectively (e.g. Pearce & Couchman 1997, Tytler et al. 2000, Pearce et al. 2000, Vogelsberger et al. 2019). This allows for the extensive study of structure formation on a very large range of scales (\(\sim 1\) Mpc to \(\sim 1\) pc). The problem with these tools is their precision loss when studying smaller scale objects such as BH. This is undoubtedly due to the limitations on computational resources, where even the smaller cosmological simulations can not reach past \(r \sim 0.1\) pc (Shlosman et al. 2016). It is well known that despite their small sizes BHs can produce large impacts on their environment in forms of radiation feedback and/or dynamical feedback by outflow. It is thus one of the biggest issues in BH astrophysics how to precisely evaluate such BH feedback on the cosmological scale.

Since following the evolution of large-scale outflow to smaller scales requires an enormous computational time, simulating until the boundary of the black hole is beyond impossible. Such a situation requires a simplification in which, to study the growth of the central object, all mass that passes the threshold (i.e., smallest resolution box) is considered to be absorbed. Other studies (Debuhr et al. 2012) add a simplified outflow model as AGN feedback (non-relativistic, spherically symmetric wind), and find that the inclusion of this effect greatly impacts the medium they are in. Another issue with this approximation is the lack of outflow from the central object. As we already mentioned previously, SMBHs are known to present very bright relativistic jets. These objects can impact the structure of the surrounding gas (Morabito & Meyer 2012). For these reasons, cosmological simulations are not a competent tool to study these objects.

The other tool, to analyze the evolution of SMBHs, that we need to introduce are astrophysical simulations. These simulations are focus on the study of accretion gas dynamics around the AGNs (e.g. Eggum et al. 1987, Dubois et al. 2015). These ones provide information of the infall and outflow structure though radio-hydrodynamic (RHD) physics. As a result, they create highly precise images of the gas interaction with the central object (e.g. Kley 1989, Okuda et al. 1997, Fujita & Okuda 1998, Kley & Lin 1999, and Okuda & Fujita 2000). Through them we can calculate the more precise rates of mass growth for the AGN as well as the strength of the outflow. Astrophysical simulations were done first in Newtonian dynamics (e.g. Ohsuga et al. 2009, Ohsuga & Mineshige 2011; Kawashima et al. 2009; Jiang et al. 2014, Jiang et al. 2019) and later general relativistic treatment was introduced (e.g. McKinney et al. 2014; Sąowski et al. 2015, Sąowski & Narayan 2016; Takahashi et al. 2016).

But similarly to the cosmological simulations, they also suffer from resource limitations. By being so precise, one can not use them to study the accretion physics far from the central object. This is due to the need to resolve the RHD equations (see Section 2) numerically. The larger the simulation box size is, and/or the smaller the resolution, the longer the simulation time becomes. In addition, to study the gas dynamics far enough from the central AGN, one needs to consider the change in the chemistry of the gas (e.g. Takeo et al. 2019; Takeo et al. 2020), which adds extra complexity to the equations. Due to these
This coupled with other assumptions, non self-gravitating flow, θ reflection symmetric relative to the equatorial plane (with \( \partial / \partial \phi \)), the continuity equation is

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho v) = 0. \]

The equations of motion are

\[ \frac{\partial (\rho v_\theta)}{\partial t} + \nabla \cdot (\rho v_\theta v) = - \frac{\partial p}{\partial \theta} + \rho v_\theta^2 \cot \theta + \frac{\chi}{c} F_{0,\theta}, \]

and

\[ \frac{\partial (\rho \sin \theta v_\phi)}{\partial t} + \nabla \cdot (\rho \sin \theta v_\phi v) = \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^3 \sin \theta \frac{\partial}{\partial \phi} \right), \]

where \( p \) is the gas pressure, \( \chi = \kappa + \rho \sigma \tau / m_p \) is the total opacity, \( \kappa \) is the free-free and bound-free absorption opacity (Rybicki & Lightman 1986), \( \sigma \tau \) is the cross-section of Thomson scattering, \( m_p \) is the proton mass, and \( F_0 = (F_0,t, F_0,\theta, F_0,\phi) \) is the radiative flux in the comoving frame, where the suffix 0 represents quantities in the comoving frame. We set \( F_{0,\phi} = 0 \) because of the axisymmetry of the simulation.

We assume that only the \( r-\phi \) component of the viscous-shear tensor is nonzero, and it is prescribed as

\[ t_{r,\phi} = \eta \frac{\partial}{\partial r} \left( \frac{\nu \phi}{r} \right), \]

with the dynamical viscous coefficient being:

\[ \eta = \rho \nu = \alpha \frac{p + \lambda E_0}{\Omega_K}. \]

Here, \( \alpha = 0.1 \) is the \( \alpha \) parameter (Shakura & Sunyaev 1973), \( \Omega_K \) is the Keplerian angular speed, \( E_0 \) is the radiation energy density, and \( \lambda \) represents the flux limiter of the flux-limited diffusion approximation (Levermore & Pomraning 1981; Turner & Stone 2001):

The energy equation of the gas is

\[ \frac{\partial e}{\partial t} + \nabla \cdot (e v) = -p \nabla \cdot v - 4\pi \kappa B + c_k E_0 + \Phi_{\text{vis}} - \Gamma_{\text{Comp}}. \]

and the energy equation of the radiation is

\[ \frac{\partial E_0}{\partial t} + \nabla \cdot (E_0 v) = - \nabla \cdot F_0 - \nabla \cdot P_0 + 4\pi \kappa B - c_k E_0 + \Gamma_{\text{Comp}}. \]

Here, \( e \) is the internal energy density which is linked to the thermal pressure by the ideal gas equation of state, \( p = (\gamma - 1) e = \rho k_B T_{\text{gas}} / (\mu m_p) \) with \( \gamma = 5/3 \) being the specific heat ratio, \( k_B \) the Boltzmann constant, \( \mu = 0.5 \) is the mean molecular weight (we assume pure hydrogen plasma), and \( T_{\text{gas}} \) is the gas temperature. \( B = \sigma_{\text{SB}} T_{\text{gas}}^4 / \pi \) is the blackbody intensity where \( \sigma_{\text{SB}} \) is the Stefan–Boltzmann constant, \( P_0 \) is the radiation pressure tensor, \( \Phi_{\text{vis}} \) is the viscous dissipative function written as:

\[ \Phi_{\text{vis}} = \eta \left[ \frac{\partial}{\partial r} \left( \frac{\nu \phi}{r} \right) \right]^2. \]

The Compton cooling/heating rate \( \Gamma_{\text{Comp}} \) is described as

\[ \Gamma_{\text{Comp}} = 4\sigma T_{\text{rad}} \left( \frac{k_B}{m_e c^2} \right) \left( \frac{\rho}{m_p} \right) E_0. \]

For these equations, \( m_e \) is the electron mass and \( T_{\text{rad}} := \langle E_0 / a \rangle^{1/4} \) is the radiation temperature with the radiation constant \( a = 4\sigma T/c. \)

2.2 Nested simulation-box method

In this subsection, we explain our nested structured simulation box, which is introduced to bridge the gap between the astrophysical and cosmological simulations.
2.2.1 Basic idea
In order to quantitatively address the effects of the mechanical and radiative feedback on cosmological scale fluid, the outer boundary should be placed at \( r \sim 0.1 \text{pc} \approx 10^5 \text{r}_{\text{Sch}}(M_{\text{BH}}/10^3 M_\odot)^{-1} \). We, however, set the outer boundary at \( r = 10^6 \text{r}_{\text{Sch}} \), because it is far enough from the black hole to evaluate the feedback effects as will be discussed at the end of Section 3. The simulation box still covers an enormous length scale, so we need to implement a suitable method by extending our RHD code. This method consists of a series of simulation boxes tied together to give a sense of zoom-out. The information is passed from one simulation box to the next one through boundary conditions. This allows us to trace the evolution of the inflow and outflow at different scales with maximum resolution and minimum computational cost.

We prepare two zones: inner and outer zones (Table 1 and Figure 1), and perform simulations in two stages.

| Stage  | Zone     | \( r_{\text{in}} [\text{r}_{\text{Sch}}] \) | \( r_{\text{out}} [\text{r}_{\text{Sch}}] \) | Simulated flow           |
|--------|----------|------------------------------------------|------------------------------------------|--------------------------|
| 1st    | Inner    | 2                                        | \( 3 \times 10^3 \)                      | inflow & outflow          |
| 2nd    | Outer    | \( 2 \times 10^3 \)                      | \( 3 \times 10^6 \)                      | outflow                  |

Table 1. Naming convention for the stages in the nested box method for the simulation discussed in this paper.

The boundary conditions of these 2 simulation boxes are as follows:
- 1st stage inner boundary: Absorbing inner boundary (see Ohsg+05).
- 1st stage outer boundary: Free boundary (i.e., gas can escape the box), with inflow input through the equatorial plane as explained in section 2.3 (see also Ohsuga et al. 2005).
- 2nd stage inner boundary: Connection zone to incorporate the results of 1st simulation (see subsection 2.2.2)
- 2nd stage outer boundary: Free boundary (i.e., gas can escape the box).

2.2.2 Connection zone
Here, we explain how to make a smooth connection between the two stages. The first step in this connection process is to take a set of time dependent variables of the gas and radiation (i.e., density, velocity vector, gas and radiation energy) at the inner boundary of the 2nd stage simulation. The radiation flux is then solved from radiation energy time-average the hydrodynamic variables \((\rho, v, E_{\text{gas}})\) and the super-index indicates the stage. This eliminates the inflow area by “stretching” the surrounding outflow values thus effectively remapping the inflow to grid points outside the simulation box.

The same method is employed for the radiation energy. The inner boundary condition in the 2nd simulation is set so as to also recreate the radiation profile seen in the previous stage (i.e., we no longer adopt the absorbing boundary used in the 1st simulation). The radiation flux is then solved from radiation energy through the FLD method.

We also need to consider that, the farther away from the black hole one places the gas, the colder it will be. This basic radiation trend means the gas may cool down beyond the \( T = 10^4 \text{K} \). This means that the approximation taken previously of the gas being fully ionized no longer stands true. This introduces new dispersion factors with the introduction of b-f interactions. In order to introduce this new factor to the code we added a modifier to the opacity factor:

\[
\kappa' = \kappa \left( \tanh \left( \frac{1}{\tau} \frac{T_{\text{gas}} - T_{\text{ion}}}{T_{\text{ion}}} \right) + 1 \right),
\]

where \( T_{\text{ion}} = 10^4 \text{K} \), and \( \tau = 2 \times 10^4 \text{K} \) is a transition factor between the f-f and the b-f phase. This is necessary since when \( T < 10^4 \text{K} \) the hydrogen is not-ionized. Therefore, the amount of the free electrons is smaller in this scenario, and the effective scattering opacity should become small.

Note that we only trace the outflow until the radius = \( 3 \times 10^6 \text{r}_{\text{Sch}} \), where all gas is free from the influence of the BH. This way we can then extrapolate that the structure will follow the same radial trends from that point on (as will be discussed at the end of Section 3).

2.3 Initial setup
We assume an atmosphere that is hot, optically thin, isothermal and in hydrostatic equilibrium in the radial direction, with negligible mass around the black hole (Ohsg+2005). The coronal gas is set in such a way that its atmospheric pressure does not impede gas flow, thus we start the simulation with \( T_{\text{gas}} = 10^{11} \text{K} \) and \( \rho = 10^{-17} \text{g cm}^{-3} \).

In the 1st stage simulation, the matter is injected from the outer boundary near the equatorial plane with \( 1.5 < \theta < \pi/2 \).
The injected matter has the low angular momentum corresponding to the Keplerian radius of $r_{\text{Kep}} = 100r_{\text{Sch}}$ and super-Eddington mass accretion rate of $\dot{M}_{\text{inj}} = 10^3 L_{\text{Edd}}/c^2$, where $r_{\text{Kep}}$ is the Keplerian radius, at which the centrifugal force (with a given specific angular momentum) is balanced with the central gravity.

In the 2nd stage simulation, the initial conditions of the coronal gas are taken as a thinner and much colder gas ($\rho = 10^{-21}$ g cm$^{-3}$, and $T_{\text{gas}} = 10^4$ K). The mass and radiation are injected from the connection zone near the inner boundary as is described in the section 2.2.2.

3 Results

In this section we will present the results from the simulation performed with the nested simulation-box method. The results will be presented starting with the inflow part and then the outflow part. For the following results we will use the naming convention established in Table 1. To save computation time, we assume symmetry of the flow structure with respect to the equatorial plane; namely, we have chosen $\theta \in \{0 - \pi/2\}$, in which $\theta = 0$ (or $\pi/2$) corresponds to the rotation axis (the equatorial plane).

3.1 Inflow properties

In the first stage, the injected gas from the outer boundary rapidly falls unimpeded in a free-fall. This will continue all the way down to the region around the Keplerian radius, $r_{\text{Kep}} = 100r_{\text{Sch}}$. Then, viscous (slow) accretion process starts. Because of this free-fall nature down to the Keplerian radius, the gas can be initiated at the 1st stage without altering the results.
\[ M_{\text{in}}(r) \equiv 4\pi \int_0^{\pi/2} \sin \theta r^2 \rho(r, \theta) \min\{v_r(r, \theta), 0\} d\theta, \] (14)

\[ \dot{M}_{\text{out}}(r) \equiv 4\pi \int_0^{\pi/2} \sin \theta r^2 \rho(r, \theta) \max\{v_r(r, \theta), 0\} d\theta, \] (15)

\[ M_{\text{esc}}(r) \equiv 4\pi \int_0^{\pi/2} \sin \theta r^2 \rho(r, \theta) v'_r d\theta, \] (16)

\[ \dot{M}_{\text{net}}(r) \equiv \dot{M}_{\text{in}} + \dot{M}_{\text{out}}, \] (17)

where \( \dot{M}_{\text{in}}, \dot{M}_{\text{out}}, M_{\text{esc}} \) and \( \dot{M}_{\text{net}} \) are the inflow rate, the outflow rate, the escape rate, and the net accretion rate, respectively, and \( v'_r \) is defined as \( v'_r = v_r \) for \( v_r \geq v_{\text{esc}} \) and \( v'_r = 0 \) otherwise. (Note that the BH mass accretion rate corresponds to \( \dot{M}_{\text{BH}}(t) \equiv |\dot{M}_{\text{in}}(r = 2r_{\text{Sch}}, t)|\).)

To obtain the integrated mass flux we average the integral over time (instead of integrating the time averages), in accordance to Stone et al. (1999). For the quasi-steady state to be completely achieved in a simulation we should see that \( \dot{M}_{\text{net}} \approx \text{cnst} \), however this is not realistic (since it would require more than a year of computational time) nor completely necessary. We see, in Figure 3, that the net rate presents 2 distinct flow patterns, inside and outside the Keplerian radius. First we show how mass flows at a rate of \( M \sim 1000(L_{\text{Edd}}/c^2) \), which then gets divided in the two flows: inflow \((\sim 400(L_{\text{Edd}}/c^2))\), and outflow \((\sim 500(L_{\text{Edd}}/c^2))\). While the total simulation has not reached the quasi-steady state (i.e., circulating flow region net flux is not constant), the inflow and outflow regions have \( \dot{M}_{\text{net}}(r < 100) \sim \text{cnst} \& \dot{M}_{\text{net}}(r > 1000) \sim \text{cnst} \).

![Fig. 3. Radial trend of the mass inflow/outflow rate in the 1st stage simulation.](image)

In Figure 3 we can also observe that the mass accepted by the BH is only a fraction of the injected mass per time. The remaining part will be circulated or ejected as outflow (see below).

Time averaged inflow-outflow structure in the 1st stage simulation is summarized in the left panels of Figure 4: from top to bottom, two-dimensional (2D) distributions of the gas density, the radiation energy density \( (E_0) \), and the kinematic energy, respectively. In the upper left panel we see a ‘bulge’ (or puffed-up) structure, which is created by a small-scale circulation of gas formed between \( 100r_{\text{Sch}} < r < 1000r_{\text{Sch}} \) (see Figure 5).

It is important to note that such an inflated structure is created when the Keplerian radius is relatively small, as was demonstrated by Kitaki et al. (2021). We also observe low-density atmosphere surrounding the bulge structure, although it is not a static atmosphere but is composed of outflow (explained later).

### 3.2 Outflow properties in the 1st stage

Once the gas flow has reached the innermost region, outflow processes begin to produce powerful winds. In this section, we will trace the outflow in the 1st stage simulation.

There exists circulating flow patterns extending close to the outer boundary in the 1st stage simulation, although it is not always visible in the time-averaged plots of Figure 4 but we can confirm its presence in Figure 3, since a large bump in the \( \dot{M}_{\text{out}} \) curve and a large hollow in the \( \dot{M}_{\text{in}} \) curve are formed by the large-scale circulation flow. It is thus important to note how to choose the outer radius of the 1st stage simulation. If the radius of the outer boundary is chosen to be smaller than the circulating zone, mass will flow out of the simulation box and be lost, leading to an underestimation of \( \dot{M}_{\text{BH}} \). While a bigger simulation box could contain the larger scale phenomena, we would then be obliged to adopt coarse grid-point spacing to perform simulations within a reasonable time. This would then result in missing details in the flow structure. Considering these facts, we have fixed the outer boundary of the 1st simulation to be at \( 3000r_{\text{Sch}} \).

In the middle left panel of Figure 4 we see that the radiation energy density monotonically decreases outward in a nearly spherically symmetric fashion. More precisely, the constant \( E_0 \) contours show a bit elongated in the vertical direction, which indicates radiation is going out more dominantly in the vertical \((z)\) direction. The kinetic energy distributions displayed in the lower left panel, by contrast, show somewhat distinct patterns. First of all, the inflow (disk) region is clearly visualized, since not the radial velocity but the rotational \((v_\phi)\) velocity is dominant and is comparable to the free-fall velocity. Second, outflow region, in which large \( E_{\text{kin}} \) is found, is rather elongated in the vertical direction. Third, the kinetic energy is at minimum above the disk region at large radii. To summarize, kinetic energy is released predominantly in the perpendicular direction to the disk plane. This feature will further be examined in the next subsection.

We can study the outflow properties near the outer boundary
Fig. 4. Two-dimensional (2D) contours of matter density (top), radiation energy density (middle), and kinetic energy density (bottom) in the inner zone (left) and outer zone (right). Note different color bars for the left and right panels; they are adjusted to clearly visualize rapid spatial variations of the physical quantities.
of this inner zone \((r \sim 3000r_{\text{Sch}})\), to understand what to expect in the next stage. To do this, we look at the azimuthal profiles of hydro-dynamical variables near the outer boundary (as shown in Figure 6), where we see 3 distinct regions:

- \(\theta_{\text{ah}} < \theta \leq \pi/2\): Inflow region, high density gas with negative velocity.
- \(0.4 < \theta < \theta_{\text{ah}}\): Uncollimated outflow region, constant density \(\rho \sim 10^{-11}\) g cm\(^{-3}\), non-relativistic velocities \((0.01 < v_r/c < 0.03)\).
- \(\theta < 0.4\): Collimated jet region, low density gas capable of achieving relativistic velocities \((v_r \sim 0.7c)\).

3.3 Outflow in the 2\(^{nd}\) stage

Let us proceed to the 2\(^{nd}\) stage simulation to see how outflow propagates further in the outer zone. Let us overview the flow structure, as well as radiation properties, calculated in the 2\(^{nd}\) stage simulations in the right panels of Figure 4. We see rather smooth distributions of quantities in the right panels. One may thus think that the flow structure and radiation properties in the outer zone could be simple extrapolations of those in the inner zone. It is not precisely the case, however, as will be shown later.

Since we only follow the escaping gas in this stage, we only simulate the outflow structure. This means that, due to the elimination of the inflow region by re-scaling the simulation box on the 2\(^{nd}\) stage (see subsection 2.2.2), all the results and conclusions drawn in this stage will cover only the region at \(\theta < \theta_{\text{ah}} \sim 1.5\text{rad}\). This value is the limit for which \(v_r(\theta) < 0\), as seen in the bottom panel Figure 6. In the top panel of the same figure we can confirm that \(\theta \sim 1.5\text{rad}\) delimits the inflow region from the almost 4 order magnitude drop in density.

In section 2 we discussed the challenges regarding how the program must be adapted and modified for this stage to work. Given these approximations, it is important to showcase the accuracy of our method to connect 2 stages. For this reason, we show some of the physical quantities measured in both of 1\(^{st}\) and 2\(^{nd}\) simulation boxes at the same radius. Figure 7 shows the density profiles, along with radial velocity and radiation energy density, measured in the connection zone shared with the inner and outer zones. This ensures the smooth connections between the two stages.

In this stage we can also perform a study on the mechanism of acceleration of wind along the simulation box. For this we can use equation 2, which shows that the forces involved in the gas acceleration are: the radiation force (i.e., \(\chi/c F_0(\nu)\)), the internal force (i.e., \(\partial \rho/\partial r\)), and the centrifugal force (i.e., \(\rho(\nu_\theta^2 + \nu_\phi^2)/r\)). We see in Figure 8 that when compared with the gravitational pull, the other forces dominate. If we break down the contribution we find that the radiation force is responsible for \(90 - 99\%\) (from \(10^3 - 10^6 r_{\text{Sch}}\)) of the push and that the rest comes almost entirely from the centrifugal force.

We have mentioned that the minimum length scales which cosmological simulations can reach is approximately \(r \sim 10^9 r_{\text{Sch}}\), whereas our 2\(^{nd}\) stage simulation can cover the range up to \(r \sim 10^6 r_{\text{Sch}}\). Hence there is a gap between them. However, we will demonstrate that the outflow properties can well be extrapolated to even larger radii. This will be attempted in the next subsection.

3.4 Outflow impact on the cosmological scale

As mentioned in Section 1, it is our main objective to provide information regarding what impact the outflow can give to the...
environmental gas. This is because such impacts are simply assumed or modeled without justification in most cosmological simulations. For this reason, those cosmological simulations tend to miss such an important physical process. But thanks to our nested simulation-box method we can precisely evaluate the mass, momentum, and energy fluxes generated by the outflow winds.

In Figure 9 we show the angular profiles of the mass, momentum, and energy fluxes (all multiplied by $r^2$) at the outer boundaries of the 1st and 2nd stage simulations. Here we calculate not only the total luminosity but also the isotropic X-ray luminosity and the isotropic mechanical luminosity defined as:

$$L_{\text{ISO}}^X(\theta) = 4\pi r^2 F^\nu,$$

(18)

$$L_{\text{ISO}}^{\text{mech}}(\theta) = 2\pi r^2 \rho v^2 v_r,$$

(19)

where $v = \sqrt{v_r^2 + v_\theta^2 + v_\phi^2}$, $F^\nu$ is the radiation flux in the laboratory frame and we assume that radiation is emitted predominantly in the X-ray band, since the ratio between the X-ray luminosity to the bolometric luminosity is $\sim 71 - 98$% from Kitaki et al. (2017) and Narayan et al. (2017).

In Figure 9 we find that the mass flux profile is nearly flat, but the momentum and energy fluxes tend to grow as the azimuthal angle $\theta$ decreases (towards the rotation axis). That is, we expect much larger impacts to the environments located in the face-on direction. This is because the gas mass density rapidly decreases (with decreasing $\theta$), while the radial velocity...
increases. These results are consistent with those of Kitaki et al. (2021) (see their Fig. 14).

We have pointed through this paper the importance of moving away from the BH scale to the cosmological scale in order to paint the better picture for the outflow structure. This can be exemplified when comparing the dashed lines with the solid ones in each panel of Figure 9. From the top panel, we can understand that if we would study the outflow structure solely in the inner zone (i.e., calculations only in the 1st stage simulation box), we would overestimate its impact by a factor of ∼ 2, at most. This is due to the gravitational pull of the central object; that is, the outflow with velocity being less than the escape velocity cannot reach the infinity. This is what we called failed outflow (see section 3.1 discussion).

In the middle panel of Figure 9 we can see that radial momentum flux far exceeds the other components. We also find that the θ- and φ- momenta decrease outward, but these can be easily understood from the viewpoints of the angular momentum conservation. In fact, they are about 3 orders of magnitude larger in the 1st stage (measured at $3 \times 10^5 r_{Sch}$) than in the 2nd stage (measured at $3 \times 10^5 r_{Sch}$).

In the last panel (bottom), we see how the energy impact is mostly dominated by the mechanical flux, except near the equatorial plane. We can also see how the impact from radiation flux increases towards the rotation axis (with a decrease in θ). At the same time its impact is reduced as we increase the radius, and becomes almost spherically symmetric near $r \approx 3 \times 10^6 r_{Sch}$ (i.e., the radiation flux in the 2nd stage (see the solid green line) has a nearly flat profile and, overall, it is smaller than the same flux in the 1st stage (see the dashed green line)). This radial decrease in the impact caused by the radiation flux predicts a mechanical dominated energy impact at the cosmological boundary ($r \approx 10^8 r_{Sch}$). It is important to point that the mechanical energy flux, in the outer zone, is by over one order of magnitude greater at large θ than that in the inner zone, indicating that it does increase radially as the outflow propagates outward. This is due to the continuous acceleration of outflowing gas by receiving radiation pressure force.

In order to more explicitly demonstrate the acceleration of outflowing gas and the continuous increase of mass outflow rate at small θ we show the radial profile of the gas density, radial velocity, as well as those of mass, momentum, and energy fluxes for fixed angles of θ = 0.2 (∼ 11°), 0.8 (∼ 46°), and 1.4 (∼ 80°) in Figure 10. These plots not only demonstrate the smooth connection of physical quantities between the two stage simulations but also show rather uniform structure in the 2nd stage simulation. In this sense, the results of the 2nd simulation can be predicted by those of the 1st simulation, but there is one important exception. That is, the mechanical energy flux (shown in the bottom panel) shows a clear tendency of increase with an increase of radius for the nearly edge-on case (with θ = 1.4).

This is the direct evidence of continuous acceleration of outflow travelling in the nearly edge-on direction.

Fig. 10. From top to bottom: Linear profiles of density, radial velocity, radial mass flux ($\rho v_r r^2$), radial momentum flux ($\rho v_r^2 r^2$) and energy flux in the radial direction. Each panel shows both the 1st (dashed) and 2nd (solid) stage lines. The energy flux panel (last) contains also the radiation flux for the 1st and 2nd stages, indicated by a dotted and a dot-dash line respectively.

To accurately establish the impact of the outflow into the outer medium, it is also important to know what the total mass flux is at the outermost boundary (i.e., the outer boundary of the outermost box). If we proceed in a parallel manner as Equation (15), we obtain that $M_{out}(r = 3 \times 10^6 r_{Sch}) \approx 317.5 L_{Edd} / c^2 \approx 0.3 \dot{M}_{inj}(r = 3 \times 10^5 r_{Sch})$. This implies that from the input material, we are losing 40% of it as outflowing wind.

We can use the 2nd stage data to extrapolate to cosmological scales (∼ 0.1 pc). This is because, inside the computational box in this stage, $M_{out} = \dot{M}_{inj}$ is reached at $r \sim 6000 r_{Sch}$.
by contrast, we find momentum flux $\sim L$. In particular we see how at the larger scales $\rho \propto r^{-2}$ and $v \propto r^{0}$. Using these trends, we obtain that $\rho(10^{-9} r_{\text{Sch}}) \approx 10^{-23} - 10^{-25} \text{g/cm}^3$, $v_r(10^{-9} r_{\text{Sch}}) = 3 \times 10^9 - 2 \times 10^{10} \text{cm/s}^{-1}$, for $\theta = 0 - 1.5$. This is particularly important, since it allows us to compare our results with cosmological studies that assume a certain outflow from the central particle (Debuhr et al. 2012). In their study they assume a sub-Eddington outflow defined by $v_r \approx 10^4 \text{km/s}^{-1} = 10^5 \text{cm/s}^{-1}$, momentum flux $\sim \tau w L/c$ and energy flux $\sim 0.01 \tau w L$, where $\tau w = 1 - 10$ and the luminosity $L = \min(0.1 M_{\text{inj}}^{1/2}, L_{\text{Edd}})$. From Figure 10, by contrast, we find momentum flux $\sim 10 - 100 L/c$ and energy flux $\sim 0.1 - 10 L$ (where our luminosity is obtained from the last panel of Figure 9 as $L \sim 0.25 L_{\text{Edd}}$) with stronger impacts produced towards the nearly face-on direction than in the nearly edge-on direction. Our model predicts in overall stronger impacts on the environments, with a similar radial speed (i.e., $v_r \approx 10^5 \text{cm/s}^{-1}$) and energy to momentum flux relation (i.e., energy flux about 100 times smaller than momentum flux) for $0.7 < \theta < 1.5$, for the super-Eddington accretion scenario. The presence of a stronger wind in our model is expected from our super-Eddington scenario (which is effective when the black hole mass is relatively small) when compared to sub-Eddington scenarios, but our model can account for the presence of a collimated relativistic jet, which produces a bigger impact in the azimuthal direction. This anisotropy in the velocity is not found in wind models in other studies.

4 Discussion

In section 1, we presented the shortcomings of both cosmological and astrophysical simulations. We remarked the difficulty in solving the bridge between them due to enormous computational times. In our project the inner zone (i.e., $2r_{\text{Sch}} < r < 3000 r_{\text{Sch}}$) took approximately 3 weeks to simulate. Increasing the radius of the outer boundary by an order of magnitude, while keeping the inner boundary position and the number of grid points constant, would make the simulation cost increase enormously. If we would increase the radius of the outer boundary, while keeping the same grid point number, we would also be losing resolution in the smaller scale. This would result in a grid size incapable of resolving correctly the circulating structure thus being incapable of correctly accounting for outflow or inflow values. The only way to overcome this would be to increase the grid point density together with the outer boundary which would increase the computational time too much, making it unfeasible. By using the nested simulation-box method, by contrast, we can save time. In fact, the $2^{nd}$ stage (i.e., $2000 r_{\text{Sch}} < r < 3 \times 10^6 r_{\text{Sch}}$) took only 5 days or so. In total the simulation cost of by using our method allowed us to reduce an impossibly long simulation to simply one month.

From Figure 2 we find that, our model predicts a mass growth of $M_{\text{BH}} \sim 0.4 M_{\text{inj}}$. By comparing our results with those by past studies (see a compilation in Table 1 of Kitaki et al. 2021), we can gauge that, the $M_{\text{out}}/M_{\text{BH}}$ ratio is larger than in other scenarios. That implies that, for other simulation parameters (i.e., higher angular momentum, different seed size, etc.), we would expect a lower percentage of the mass being expelled by the central object, and a higher inflow rate. That being said, an efficiency of 100% mass growth, which most cosmological simulations assume, is still grossly overestimated. Thus, any conclusion on the capability of raising a super sized SMBHs is circumstantial. It is important to note that higher accretion rates still could be feasible, if RHD simulations would include some relativistic accretion mechanisms (e.g. the Blandford-Znajek process Konoplya et al. (2021)).

We have also had to modify the opacity function at large scales to include the recombination of hydrogen at low temperatures. We used a simplified formulation to include this factor when temperature drops below $T < 10^4 K$. This needs to be included since, as seen in Takeo et al. (2018), the impact of the gas chemistry in the medium is non-negligible.

Besides the inflow study, our method, as we showed, also allowed us to trace the jet and outflow structure of such bodies. Powerful outflow, if exists, would collide with inflow gas stream, thereby being able to suppress the gas inflow motion. Such effects were not properly considered in the cosmological simulation (e.g. Shlosman et al. (2016)). In fact, these studies either do not include AGN feedback or adopt just a simplistic model. The extension of the outflow effects on such scales is dependent on the pressure exercised by the accretion structure.

We have also found that the impacts at $\sim 0.1$ pc are by a factor of around 10 times larger than the one assumed by Debuh et al. (2012). This difference stems from much larger velocities and highly anisotropic velocity profile (see the middle panel in Figure 7), whereas they assumed the spherical symmetric non-relativistic velocity profile. From Debuh et al. (2012) we see that momentum fluxes $\geq 3L/c$ are expected to produce AGN-driven galactic outflows capable of suppressing star formation and accretion in the host galaxy. Given the results obtained in our model, where momentum flux $10 - 100 L/c$, we expect a larger impact of the global interstellar gas, than that assumed in cosmological simulations.

It is relevant to note that larger velocities in the present simulation may be due to small $r_{\text{Kep}} = 100 r_{\text{Sch}}$, which may lead to larger outflow rates (see discussion in Kitaki et al. (2021)), where they assumed relatively large Keplerian radius (i.e., large
angular momentum of the injected gas), and find no puffed-up structure and significantly smaller mass outflow rate).

In future, we wish to continue improving the nested simulation-box method. As previously mentioned, our method was applied to a simplified case as a framework to develop and test our methodology. Moving forward we wish to challenge the nested simulation-box method by applying it to more realistic scenarios. In particular, we wish to study cases with a more realistic initial angular momentum where the gas is not able to free-fall so close to the BH boundary. There is also the need to incorporate the general relativistic (GR) effects, as well as to analyze and develop a better physics environment for the even larger simulation box. Specifically, we wish to introduce a better approach to the energy diffusion due to b-f collisions when the gas passes the ionized temperature threshold.

5 Conclusions

We started this study by introducing the extreme difficulty of performing a thorough study the gas dynamics around the high redshift AGN. In particular we focused on the disconnection between the studies of these objects in BH astrophysics and cosmology. Through the implementation of the nested simulation-box method we have managed to bridge that gap. In this method we first calculate inflow-outflow structure in the inner zone and follow the outflow propagation in the outer zone with smooth connection between them. The nested simulation-box method allows us to follow the evolution of outflow structure in a self-consistent fashion from astronomical scale to cosmological scale, while maximizing the computational efficiency. What we find with this method, can be summarized as follows:

- Under an inflow rate of $\dot{M} = 10^3 L_{\text{Edd}}/c^2$, the accretion rate onto the central object is $\dot{M}_{\text{inj}} \approx 0.4 \dot{M}_{\text{BH}}$ (see Figure 2). That is, about 60% of gas is lost as outflow.
- We confirm the presence of failed outflow, which is launched at smaller radii but falls back to the disk at larger radii (top and bottom panels of Figure 4). Due to the presence of such a large-scale circulating flow we need to take sufficiently large simulation box in the inner zone.
- Outflow structure is much simpler in the outer zone and can be extrapolated beyond the outmost boundary of our simulation ($r = 10^6 r_{\text{Sch}}$) (see Figure 4). The possible impacts of the outflow on the cosmological scale are demonstrated in Figure 9.
- Simple extrapolations of the physical quantities calculated in the inner zone do not work (see Figures 9 & Figures 10).
- Our results indicate that much larger and highly anisotropic impacts are expected on the cosmological scale ($\sim 0.1$ pc) than those assumed in the cosmological simulation studies (as discussed in section 4).
- In this work we applied our method to a simplistic accretion scenario. In order to make it easier to develop, we used some approximations that will be improved in future work. Parameter studies (for various initial angular momentum and mass injection rate) is to be attempted in future work.
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