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ABSTRACT

The algorithm of artificial neural network (ANN) has been defined as a supervised learning and heuristic algorithms. In training an ANN model, big data is necessary to use as training data to obtain perfectly accurate predicted data. However, big data really have no clear definition. Therefore, adding new training data to re-train an ANN model, by which can improve the predicted accuracy. This action of re-training this ANN model with added new training data is repeated to approach the laws of physics that is accessed to the principle of induction e.g., empirical formulas. However, accessing the principle of induction is limited. If the deduction is found using an ANN model, then approach of this ANN model with added new training data is also performed repeatedly to access the principle of deduction e.g., theory formulas. However, accessing the principle of deduction is also limited. It means the law cannot be easily deduced for an ANN model. Therefore, the algorithm of an ANN is not the canonical classical methods. On the other hand, the algorithm of an ANN does not belong to mathematical induction and deduction.
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I. INTRODUCTION

The algorithm of an artificial neural network (ANN), which is based on the multilayer perceptron (MLP) and an error back propagation (EBP) algorithm, is a supervised learning and heuristic algorithms [1], [2]. A large amount of training data is necessary to train an ANN model. A large amount of training data is called big data. Thereby, perfectly accurate predicted data of an ANN model can be obtained [3], [4]. However, the most common argument is to obtain real big data that is impossible because the big data have no clear definition. It claims that perfectly accurate predicted data is impossible to obtain.

Usually, some mathematical and physical problems are solved by the canonical classical methods, which are stated in next section. The problems of natural hazards such as seismic hazards are usually the non-linear problems [5]. However, to solve these complex non-linear problems, especially for the problems of environment and earth science e.g., Total electron content (TEC) precursors before the earthquakes [6], using the canonical classical methods, the calculated processing is too complicated. Simultaneously, an exact and perfect solution may or cannot be obtained [7], [8]. Therefore, an optimal solution can be given using a heuristic algorithm [9]. An optimal solution cannot access to have perfect accuracy.

The algorithm of an ANN belongs to the heuristic and search algorithms [10], [11]. It is also referred to as metaheuristic algorithm [12]. The heuristic algorithm is a heuristic designed to find a heuristic algorithm such as random search algorithm [9], [11]. As stated previously, this algorithm can provide the sufficiently and optimization solutions to the complex non-linear problems. That can claim this is the advantage of an ANN model.

In training an ANN model, sometimes extra random values are added to obtain the stable computing efficiency [13]. Simultaneously, two types of datasets are used to train an ANN model; one is referred to as training data which are true values. Another is random values in a range referred to the initial weight and bias [14]. It means that the initial weight and bias are randomly selected in a range. Different ranges give rise to different training results of an ANN model. Different sizes of training data also result in different results of prediction. The learning rates and activation functions are used in training an ANN model. Different learning rates and activation functions also lead to different training results of an ANN model. Therefore, an ANN model has the complex relationships between inputs and outputs. In this respect, the algorithm of an ANN is not based on the empirical and theory formulas. Moreover, the algorithm of an ANN was performed only simulate some neurons of human brain and it is not parallel distributed processing (PDP) [15]. To simulate a complete and perfect ANN as the biological Neuron Network cannot access.
II. CANONICAL CLASSICAL METHOD

Many algorithms belong to the canonical classical methods [16] such as principal component analysis (PCA) [17], multivariate analysis, and regression analysis [4], [18], [19]. They have the empirical and theory formulas. The canonical classical methods include mathematical induction and deduction. Usually, they do not have the concept of network computing.

III. DISCUSSION

Physics is one of the subjects based on natural philosophy [20]. Typically, physicists express proposed phenomena using hypotheses and the laws of nature. If the hypotheses can be verified through rigorous experiments, they can be classified the laws of physics. However, like many other natural science theories, these laws cannot be proven, and their accuracy relies on repeated experiments or a large amount of information to confirm their reliability. A good example is the Mendelian inheritance of biological features, which is also referred to as Mendel's laws [21]. Mendel discovered that when purebred white flower and purple flower pea plants (P-generation) were crossed, the result was not a blend. Instead of the two, the offspring (F1 generation) was purple-flowered. When Mendel self-fertilized the F1 generation pea plants, the number of purple and white flowers in the F2 generation was 705 and 224, respectively, and their ratio was 3.15:1. However, this ratio should ideally be of 3:1 based on the Punnett square [22].

As F2 generation number increases, the ratio approaches 3:1. Therefore, this experiment must always have increased number of F2 generation near the theoretical value [23], [24].

As mentioned above, like many other natural scientific theories, these laws cannot be proved. Only the accuracy of predicted values can be increased by repeatedly adding new training data to update an ANN model. Reference [25] built so-called the Embedded Earthquake Richter Magnitude (ML) Prediction Backpropagation Neural Network (EEMPPBNN) model to approach more accurate predicted Richter Magnitude (ML) with added new earthquake catalogues as additional training data. Therefore, the EEMPPBNN model was re-trained to an updated better model with more accurate predicted values.

After adding new training data, this re-trained ANN model improves the accuracy of the predicted values. This is consistent with the point of view that when experiments are performed repeatedly to access the laws of physics e.g., empirical formulas, and degree of precision increases. An ANN training process is based on supervised learning to access the principle of induction. However, accessing to the principle of induction is limited. Therefore, it is not real mathematical induction [26]. If the deduction using ANN model can be found, then approach of this ANN model with new training data should be performed repeatedly to the principle of deduction e.g., theory formulas. However, the real law cannot be easily deduced for an ANN model. It is also not real mathematical deduction [27]. Therefore, an ANN model cannot become empirical and theory Formulas.

Most people want to use mathematical induction, e.g., inferring future events based on past events. For example, in the past, people observed that the Sun rises in the east. Thus, they inferred that the Sun would still rise in the east tomorrow. The disadvantage of this method is that, if in the past, the presence of certain conditions caused something to happen, and those conditions do not exist in the future, that thing will not happen again. This means that the people will see the things from a one-sided point of view, and this is euphemistically called induction. In fact, this representation evidence or observation target is greater, and people have more confidence in the conclusions of induction. However, it is difficult to obtain comprehensive information. A piece of information always comes, and such a piece of data compilation is just finished and hopes to learn a comprehensive case. However, it cannot be confirmed whether all the information has been obtained. People do not know if data process is complete and whether they have committed to the correct direction. They cannot tell the whole story. They can only try to not make mistakes and minimize the extent of error. Using past events to infer future events is based on the condition that the assumptions are unchanged, for the probability of an inference being correct. The existing knowledge of natural science also has some assumptions to deduce theory formulas. Therefore, only a relative accuracy, that is accurately than previously recognized and is closer to the right. However, the so-called relative truth (assuming it exists) has a large section of a great distance. An ANN model cannot tell the truth. The development of full artificial intelligence (AI) could spell the end of the human race, which is the statement by Prof Stephen Hawking (BBC New). It should not happen. His worry is not necessary.

IV. CONCLUSION

The canonical classical methods include mathematical induction and deduction. The algorithm of an ANN belongs to a supervised learning and heuristic algorithms. Training an ANN model, the training data are big data. However, big data have no clear definition. Therefore, re-training an ANN model with added new training data, can improve the predicted accuracy. The action of re-training this ANN model with new training data is repeated to approach the laws of physics and is accessed the principle of induction e.g., empirical formulas. However, accessing the principle of induction is limited. When training an ANN model for finding the deduction, then the approach of this ANN model with new training data is performed repeatedly to find the principle of deduction e.g., theory formulas. The law cannot be easily deduced for an ANN model. Therefore, the algorithm of an ANN is not the canonical classical methods. On the other hand, the algorithm of an ANN is not the canonical classical methods with the empirical and theory formulas.

APPENDIX

This article does not contain any studies with human participants or animals performed by any of the authors.
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