A Novel Dynamic Capacity Expansion Framework Includes Renewable Energy Sources for an Electric Vehicle Charging Station
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This paper proposes a novel capacity expansion framework for electric vehicle charging stations (EVCs) through short-term functional decisions and long-term planning under stochastic power demand. Energy resources such as solar, wind, energy storage systems, and microgas turbines supply energy to the microgrid. An EVC works as a vehicle-to-grid (V-G), and it can send energy to the microgrid. The capacities of solar panels, storage systems, and wind turbines can be expanded by implementing capacity expansion planning in a microgrid. The short-term and long-term expansion problem has been solved by optimizing the hourly operation of the resources and with a five-year planning horizon, respectively. A hybrid algorithm combining the sample average approximation technique and the apriori progressive hedging algorithm (SAAT-APHA) has been proposed in this study. The impact of the availability of different resources, including wind, solar, and V-G power on the system performance has been analyzed. Finally, a comparison has been performed with three other algorithms, and the results show the superiority of the proposed method.

1. Introduction

For a long time, fossil fuels have been served as the predominant source of energy for vehicles. There has been much advancement in the technology used in cars but not its energy sources. Natural gases, hybrid fuels, electricity, and hydrogen have been tried as alternatives to fossil fuels because fossil fuels are limited, and thus renewable energy technologies are needed. This also leads to lower greenhouse gas emissions. However, attempts to replace fossil fuels are few and ineffective. The electric vehicle (EV) adoption rate is slowed due to a range of anxieties [1]. This problem can be addressed by advancing battery technology and continuous research about in this technology. For example, Tesla’s EVs run for more than 300 miles due to the advancement in lithium-ion batteries, and Samsung made its vehicles run for 370 miles using lithium-ion batteries, which can be fully charged within 20 minutes. However, the lack of availability of charging stations also hinders the promotion of EVs [2]. Therefore, improvement in the usage of the EV is possible by implementing proper infrastructure in charging stations. The U.S government initiated the EV everywhere to promote the use of electric vehicles. The collaboration between electricity generation departments and light-duty EVs may reduce the total cost [3, 4].

In recent years, microgrids have been developed as important parts of electrical grids. Microgrids can also be used in expansion planning [5]. A regional-based demand-side response is considered for electric vehicle charging (RDR-EV) including renewable energy sources. The capacity for energy and line resources is fewer in microgrids compared to electric power systems. However, the expansion model of these systems is similar to electrical networks that are available on large scale [6, 7]. Microgrids can be integrated with many energy resources like diesel generation, wind and gas turbines, solar power, and storage systems for...
storing energy [8]. In the upcoming years, load demand can be met by expanding energy resources. We can also expand the capacity of the line between the upstream network and the microgrid. The systems that store energy act as an important part of the microgrid [9]. Various technical advantages are obtained by the microgrid’s hybrid energy storage systems (ESSs)—both short-term with battery flywheels and long-term with a compressed air-supercapacitor. In the future, hybrid ESS can be applied in unbalanced and nonlinear loads [10].

This paper discusses the long-term planning decisions for charging stations such as size, location, and time to open charging stations and short-term operational decisions for using charging stations on an hourly basis, such as having storage for several batteries, which can be discharged through B2G and grid power usage under the same framework [11]. This paper proposes a two-stage programming model under random power demand and pre-specified planning horizon which optimizes long-term planning decisions and short-term operational decisions at the same time. Due to the dynamic traffic demands, hard location design, availability of renewable energy sources, and other factors that affect the hourly power management, battery charging and discharging planning will be a challenging. To reduce these problems, a customized hybrid algorithm has been proposed which combines the sample average approximation technique (SAAT) [12] with the apriori progressive hedging algorithm (SAAT-APHA) [13]. This hybrid algorithm provides an improvement in the local and global maxima problems. This algorithm was implemented in the road network of Berlin, Germany, to solve the real-time problem.

The proposed two-stage stochastic programming model differs from the existing model in the following ways: (a) The expanded long-term planning model of a charging station has the size, ability to open facilities, and location; it can respond to the demand on a short-term hourly basis. In the existing models, planning decisions are made as long-term and short-term operational decisions but no other existing models discuss the effects due to the integration of both long-term planning decisions and short-term operational decisions under the same framework. This may result in an inaccurate estimation of cost and subpar decisions. The integration of these models has many methodological challenges, and solving these efficiently will enhance the engineering policies and guidelines that are important for the new vehicular system. (b) To obtain high utilization of renewable energy, this model can be extended by using expected value and economic constraints. To minimize the overall system cost, the integration of sources is an important facet. Different algorithmic improvements like techniques for updating penalty parameters and local and global heuristic are also used. A real case study was constructed to test the performance of the model. The performance of the proposed SAAT-APHA was studied. The impact of using different resources for EV charging, grid power on system performance, renewable energy, and V2G has been studied. Finally, a comparison of the SAAT-APHA with other state-of-art methods and sensitivity analysis has been performed.

The rest of the paper is organized as follows. Section 2 describes the literature review of the capacity expansion of the EVCS. Section 3 explains the problem description and formulation of the model. The sample average approximation and apriori progressive hedge algorithm are described in Section 4. The result of the proposed in the charging station expansion plan, comparison, and sensitivity analysis are described in Section 5. Finally, conclusion is given in Section 6.

### 2. The Literature Review

Dynamic capacity expansion framework is one of the conventional methods focused on load growth. To manage the load growth, the available components, transmission or distribution, and energy resources are expanded. The short-term expansion planning often considered as hourly or as daily whereas long-term expansion planning is considered for years to decades [14]. The generation expansion planning expands the capacity of the available generating units and/or installed a new generating technology. The expansion of generation can be expressed as a nonlinear or linear model; mathematically it can be represented as an optimization programming [15]. The energy storage systems are easily integrated with the generation expansion. A generation expansion planning was proposed by Opathella et al. including various storage technologies and studied the performance of the system. Here, the planning cost was reduced efficiently [16].

Bornapour et al. suggested a capacity expansion for the existing generating unit including new technologies. It is an optimization program and can be denoted as a linear or nonlinear model [17]. The novel generating system size, technology, installation time, and operation pattern are determined by these problems, and the investment, maintenance, operational, and environmental costs are optimized [18]. Optimization problem is solved by considering the constraints related to the technical, security, and economic aspects of the system. Some of the challenges faced in the generation expansion are risk assessment, power and natural gas systems, demand-side management programs, EVs, ESS, the role of optimal short-term operation on long-term planning, environmental impact, policy-security issues, and renewable energy integration [19]. The expansion for generation is implemented with ESS. Planning costs are reduced by shifting the energy of storage technologies over hours or days. The expansion planning problem gives us idea about the different storage technologies [20].

Power system reliability and stability can be maintained if there is an exact balance between real-time supply and demand of electricity. It causes power system planning and operational challenges as there is uncertainty in the renewable energy sources (RESs) and variability [21]. The availability of vehicle-to-grid (V-G) services varies at different periods of the day as V-G is stochastic and reliant on the EVs passing through the charging stations. Therefore, the actual benefits cannot be
realized even if we integrate renewable energy and V-G. Before now, research has addressed problems relating to charging schedules and suggested charging schedules for the EVs as planned with or without the integration of V-G sources and renewable energy [22]. To minimize the cost globally, a local scheduling model to decide the discharging and charging decisions has been introduced by He et al. [23]. Better security and efficiency can be achieved by integrating V-G and power systems. Results can be improved using this coordination with the existing infrastructure [24]. The power supply is made stable by using EVs as mobile energy sources. Haddadian et al. proposed a method introducing different price approaches throughout a single day when renewable energy is integrated with the power system of a charging station [25].

In addition to this, more research studies have been conducted to develop a random model to determine the location of the EVCS. A two-stage random program was developed by Pan et al. to find the location of the EVCS before realizing the battery demands, loads, and capacity of renewable power sources [26]. A three-step method that can combine simulation and optimization is used to find out the location of the EVCS and the level of charging to be installed at each CS [27]. A multi-time period linear mixed-integer programming model is used to find out an optimal control strategy for an EVCS that has energy storage, renewable energy sources, and integrated EVs. Further, a random chance-constrained programming model was proposed by them that manages demand and power generation, connection and disconnection times, and state of the EV charge [28]. Using the limited amount of information about EV’s adoption rate, Mak et al. proposed an optimization model to build the infrastructure for the EV swapping stations [29]. A two-stage station location model based on a finite number of situations that have traffic flow uncertainty and using stochastic refueling was proposed by Hosseini and Mir Hassani [30]. The optimization problem was solved by a two-step algorithm in which the problem size was reduced in the first step by solving the original model and the location of the EVCS was determined by using a greedy algorithm in the second step [31]. A stochastic model was proposed to operate EVCS effectively under stochastic demand using an energy storage device [32]. An optimized framework provides multiple EVCS and allocates charging option for many cars simultaneously. The key idea in using this optimal control method is to reduce the charging cost and to establish an optimal rate for charging [33]. An optimized EV charging including renewable energy sources (EV-RES) has been studied by Jin et al. [34]. Dynamic control algorithm has been developed based on Lyapunov optimization for monitoring the energy demand and the renewable energy generation. Various works related to the proposed method is listed in Table 1. The objective function used in the methods, type of charging, sensitivity, load modelling of EVs, and uncertainty are described in Table 1.

2.1. Findings of the Literature Review and Contribution of This Paper. From the above literature, it is found that several issues have not been solved in the existing work.

(i) There is currently no research on long-term expansion decisions of charging stations and short-term operational decisions on an hourly basis under the same framework. It leads to inaccuracy in cost estimation.

(ii) In the existing decision, researchers did not consider alternate energy resources and reliable sources.

(iii) The decision model has less accuracy and needs improvement.

In this study, the above issues have been solved. The main contribution of the study is as follows:

(i) The proposed EVCS has integrated both the long-term planning decision and short-term operational decision under the same framework.

(ii) A hybrid decomposition algorithm has been proposed which combines both the apriori progressive hedging algorithm and sample average approximation technique.

(iii) The performance of the proposed EVCS has been compared with that of other three state-of-art methods.

3. Problem Description and Model Formulation

This section deals with the description of the problem, and then the two-stage mixed-integer linear programming (MILP) model has been discussed to minimize the cost of electricity flow when compared to other established charging stations. It efficiently met the demands of electricity.

3.1. Problem Description. A two-stage MILP model was developed under random power demand and previously specified planning horizon that addressed long-term expansion decisions of charging station and short-term operational decisions on an hourly basis. Therefore, a set of cells were made by dividing the transportation network, and each cell denoted a specific location to set a charging station over a set of hours and a set of years.

A two-way connection was established between the EV charging station and the power grid (PG); therefore, the charging station could buy electricity from the grid when needed or it could sell the electricity back to the grid through battery-to-grid when profitable. Based on the capacity of electric supply, two different types of charging station were utilized in this research. In type-I charging stations, PG, RES, and V2G were used as power sources. In type-II, swappable batteries were used in addition to power sources used in the type-I charging stations. Four different energy sources such as PG, stored batteries, RES (solar and wind power), and power discharge of EVs into the grid through V2G connection were used to supply the electricity to the charging station. The PV panels are used to provide electricity when photovoltaic) cells, which can be used to generate electricity through photovoltaic effect. Figure 1 shows the integration of different energy sources with a charging station.
Large budget was needed for the long-term decisions and was required in advance for the whole predefined planning horizon. As an essential strategy, the long-term decision was applied in the charging station to meet the needs for charging the EVs. Therefore, several time-stages of equal length (for both hours and years) were predetermined whereas short-term operational decisions for 24-hour periods were decided as a representative from each year in the planning horizon. Even though the charging station required a continuous operation, a day was divided into 24 hours for easy traceability and it was equal to the whole year's average demand. At the start of each year, a decision for opening the charging stations was made.

Estimation of the flow of the EVs was quite challenging, and it depended upon traffic and the geometry of the road. We estimated the flow in the following ways:

(i) A routing algorithm was developed in such a way that the number of vehicles passing through each link of the physical network was obtained by deploying the EVs from multiple sources to the endpoint.

(ii) From the previous result, cells on the network were divided into two stages. Cells in the network were divided into stages to check a large set of data to estimate the flow of the EV. Indeed, the availability of the EVs in the tested region helped to predict the availability of the EVs in the future. Monte Carlo simulation was used to simulate the flow of the EVs in the tested region. Each cell demand was estimated based on the expected number of the EVs passing through the cell, and the percentage of the vehicles was calculated for each scenario. In the same manner, the availability of V2G electricity was estimated based on the percentage of vehicles to be discharged for each scenario. With this, we predicted the choice of drivers in terms of charging station.

| Author, year | Method used | V2G scheme | Objective function | Charging type | Sensitivity analysis | Load modelling | Uncertainty |
|--------------|-------------|------------|--------------------|---------------|---------------------|----------------|-------------|
| Moradijooz et al., 2013 [35] | GA | Y | Power loss cost, reliability cost, cost of purchased energy, capital cost, and revenue cost | L2 | NP | NP | NP |
| Pashajavid and Golkar, 2013 [36] | PSO | N | Cost of bus voltage deviation and grid power loss cost | — | NP | P | P |
| Sadeghi-Barzani et al., 2014 [37] | GA | N | EV loss costs, station electrification, grid loss, and station development | L3 | NP | NP | NP |
| El-Zonkoly and dos santos Coelho, 2015 [38] | Abc, FA | N | Garage charging/discharging costs, power from DER, power loss, and power from the grid | L1 | NP | NP | NP |
| Zhang et al., 2016 [39] | PSO | N | Time costs, electricity investment, and operation | L3 | P | P | P |
| Kazemi et al., 2016 [40] | GA, LP | Y | DN operator profit, EV owner profit, operating and maintenance cost, and investment cost | L2 | NP | P | P |
| Amini et al., 2017 [41] | GA, PSO | N | Power loss cost, reliability, bus attraction of EVs, and land cost | L1, L3 | NP | P | P |
| Islam et al., 2018 [42] | BLSA | N | Substation energy loss cost, station buildup cost, and transportation energy loss cost | L3 | NP | NP | NP |
| Jiang et al., 2018 [43] | MAS simulation | N | Power loss voltage deviation, charging travel time, charging waiting time, and charging cost | L3 | NP | NP | NP |
| Hosseini and Sarder, 2019 [44] | BN | N | Social criterion cost, technical, economic, and environmental | L3 | P | P | P |
| Shukla et al. [45] | GWO | N | Power loss cost and EV flow | L3 | P | P | P |
| Hadian et al., 2020 | MPSO | N | Benefit of DSO and EVCS | L2 | NP | P | P |
| Sengupta and data, 2021 [46] | BPSO | N | Cumulative voltage deviation and power loss cost | L3 | P | NP | NP |
| Bitencourt, 2021 [47] | BA | N | Power loss cost, charging zone deviation, and environmental | L3 | NP | P | P |

GA: genetic algorithm, PSO: particle swarm optimization, ABC: artificial bee colony, FA: firefly algorithm, LP: linear programming, BLSA: binary lightning search algorithm, MAS: multiagent system, BN: Bayesian network, GWO: grey wolf optimization, MOPSO: multiobjective particle swarm optimization, BPSO: binary PSO, BA: ART algorithm, L1, L2, and L3: slow, medium, and fast charging; P: performed, and NP: not performed.
3.2. Solution Approach. Amina and Roussons introduced nonlinear programming (NLP) for an incapacitated facility location problem (IFLP) [48]. The problem specified in this paper can also be considered as a special case of the IFLP under the following conditions:

1. Time period is one, i.e., \(|T| = 1\) and \(|K| = 1\)
2. PG fulfills the primary electricity demand \((Y_{ntka} & R_{ntka} = 0 \forall neN, teT, keK, aeA)\)
3. One demand scenario is considered, i.e., \(|A| = 1\)
4. No power shortage because there is no restriction on the consumption of PG
5. Charging price does not rely on the power usage at each period \((|R| = 1)\)
6. In Type-I charging stations, battery-related activities are not taken into account, i.e., \((D_{ntka}, L_{ntka}, Q_{ntka}, B_{ntka} = 0, \forall neN, teT, keK, aeA)\)
7. Type-I charging station is considered in this study, i.e., \(|K| = 1\)

Thus, it is concluded that the problem mentioned in this paper is an NLP-hard problem and it cannot be solved in polynomial time. Commercial solvers (CPLEX and GUROBI) cannot be used to solve such problems. The two-stage programming model optimized the planning decision including the size of the charging station, location, several battery storages, renewable energy, grid power usage, and power through B2G. Moreover, the existing models do not integrate short-term operational and long-term planning decisions under the same framework. To overcome these difficulties, a hybrid decomposition algorithm was proposed which combines APHA with SAAT. The performance of the progressive hedging algorithm is improved by applying heuristic strategies [49].

3.3. Two-Stage Stochastic Model. This section introduces a two-stage decision variable for the two-stage charging station expansion problem. Stage-I decision variables indicate the type, location, and year to open a charging station. It can be expressed as follows:

\[
Z_{ntka} = \begin{cases} 
1, & \text{if station is opened}\ 
\forall neN, \forall sS, \forall keK, \\
0, & \text{otherwise}.
\end{cases}
\] (1)

The II-stage decision variable includes

- \(D = \{D_{ntka}\}_{neN, teT, keK, aeA}\) which represents the number of batteries demanded at cell \(neN, teT, keK\) under scenario \(aeA\)
- \(F = \{F_{ntka}\}_{neN, teT, keK, aeA}\) which represents the amount of energy storage at cell \(neN, teT, keK\) under scenario \(aeA\)
- \(L = \{L_{ntka}\}_{neN, teT, keK, aeA}\) which represents the number of batteries charging at cell \(neN, teT, keK\) under scenario \(aeA\)
- \(Q = \{Q_{ntka}\}_{neN, teT, keK, aeA}\) which represents the number of fully charged batteries at cell \(neN, teT, keK\) under scenario \(aeA\)
- \(B = \{B_{ntka}\}_{neN, teT, keK, aeA}\) which represents the number of batteries discharging at cell \(neN, teT, keK\) under scenario \(aeA\)
- \(Y = \{Y_{ntka}\}_{neN, teT, keK, aeA}\) which represents the demand of cell satisfied by V2G power at cell \(neN, teT, keK\) under scenario \(aeA\)
The objective function model aims to minimize the cost of locating charging stations in the I-stage and cost of the II-stage expected value. The MILP model for the two-stage electric vehicle charging station can be expressed as follows:

\[
\min \sum_{n \in N} \sum_{s \in S} \sum_{k \in K} \left( Z_{nsk} + \sum_{a \in A} P_a G(Z, a) \right),
\]

subject to

The objective function (equation (1)) was the sum of the cost of the stage-I and the expected value of cost of stage-II. The yearly maintenance and construction cost of the charging station was minimized by the first-stage decisions. The first constraint guaranteed that at least one EVCS was installed in a given cell. The second constraints indicated that the EVCS was already installed in previous years and was under operation in the successive years. The third constraint sets the limit (binary) for stage-I.

\[
\sum_{s \in S} Z_{nsk} \leq 1 \quad \forall n \in N, k \in K,
\]

\[
Z_{nsk-1} \leq Z_{nsk} \quad \forall n \in N, s \in S, k \in K
\]

\[
Z_{nsk} \in \{0, 1\} \quad \forall n \in N, s \in S, k \in K
\]

\[
G(Z, a) = \sum_{D,F,L,Q,B,Y,E,R} \sum_{n \in N} \sum_{s \in S} \sum_{k \in K} \left( v_{PG} F_{nka} + v_{QG} R_{nka} + v_{V} B_{nka} + v_{Y} G_{nka} + \mu_{ik} F_{nka} + \Omega_{ik} Q_{nka} - \eta_{ik} B_{nka} \right).
\]

3.4. Power Grid Terminology. The power grid or electrical grid was an interconnected electrical network used to distribute electricity from the generation station. It consisted of electricity generating stations (EGSs), substations, high voltage transmission lines (HTLs), and distribution lines (DLs). The EGS produced electric power, and the substations stepped down and stepped up the electrical voltage for distribution and transmission, respectively. The DLs were connected to the individual customers, whereas the HTL carried power from remote sources to substations. Since large amount of energy could not be stored, the generated electricity was used. The power distribution grid had the capability to shift and distribute the electricity based on the requirement. The power grid is evolving technology, which can be used to sell the own generated electricity (solar and wind generator).

Nowadays, microgrid being developed with digital technology for managing the resources efficiently, it is capable for interacting with the competitive network and modelled as a generic power system that contains a controller, storage asset, load, and a production asset. Based on the heterogeneous set of participants, the load profiles and asset capacities vary. The development of smart grid and the EVs create V-G technology. It turns the EV into ESS and allows storing excess energy from the EV battery to the grid.

4. Proposed Algorithm

4.1. Sample Average Approximation. The hourly percentage of EV charging (\(c_{ihr}\)) in a charging station with “n” cells (\(n \in N\)) during “t” hour (\(t \in T\)) of “k”-th year (\(k \in K\)) is considered for sample average approximation. It differs from hour to hour for the year. It is mandatory to estimate a large set of data to give some information for the decision-makers. However, there are a lot of computational complexities while estimating these large sets of data for the electric vehicle charging problem. To overcome, a sampling technique called a sample average approximation technique (SAAT) was used to solve the problem without any complexity. SAAT was previously used to solve many network flow problems on a large scale [50, 51]. In SAAT, a sample \(a^1, a^2, ... a^N\) of random vector \(a\) is generated from \(A\) and a normal probability distribution \(P\) was solved repeatedly to achieve a prespecified gap. The SAAT approximates the electric vehicle charging problem:

\[
\min \left[ \sum_{n \in N} \sum_{s \in S} \sum_{k \in K} y_{nsk} Z_{nsk} + \frac{1}{N} \sum_{i=1}^{N} G(Z, i) \right].
\]
that absolute optimality gap $\delta \geq 0$ and sample size “$U$” is estimated as follows:

$$U \geq \frac{3\sigma_{\text{max}}^2}{(\tau - \delta)} \left( |N||S||K|(\log 2) - \log \varphi \right),$$

(5)

where $\tau > \delta$, $\varphi \in (0, 1)$, and $\sigma_{\text{max}}^2$ is a maximal variation of certain function differences [28]. The SAAT gives a valid statistical lower and upper bound for the original problem in each iteration, and the process ends when the gap between the estimators is lesser than the prespecified threshold value. The following are the steps to solve the EVCS problem using the SAAT:

**Step 1.** Generate $Q$ independent scenarios for the percentage of the EV recharging with size $Rn$, i.e., $\{c^1_q(a), c^2_q(a), \ldots, c^K_q(a)\}$, $\forall q = 1, \ldots, Q$ where $c = \{c_{sk}^q; \forall t \in T, k \in K, a \in A\}$. To solve the SAAT problem, each sample consists of $N$ random scenarios.

Minimize

$$z \in Z \left[ U^x_p \sum_{n \in N, z \in K} Y_n G(Z_i) + \frac{1}{U} \sum_{i=1}^U G(Z_i) \right].$$

(6)

$U^x_p$ is the optimal objective value and $Z^y_p$ is the optimal solution. $Y = 1, \ldots, Y$.

**Step 2.** The variance $(\sigma^2_{z_p})$ and average $(\overline{U}^y_p)$ of the optimal solutions can be obtained by

$$\sigma^2_{z_p} = \frac{1}{(Q - 1)Q} \sum_{p=1}^Q \left( U^y_p - \overline{U}^y_p \right)^2,$$

(7)

where $\overline{U}^y_p$ is the lower bound value of the objective function for the charging station expansion problem; it is expressed as follows:

$$\overline{Z}_{p}^y = \frac{1}{Q} \sum_{p=1}^Q U^y_p.$$

**Step 3.** Choose a feasible solution $(\overline{U} \in U)$ from Step 1 of the SAAT, and estimate the original objective function for the problem using the reference sample $N'$ which is expressed as follows:

$$\overline{w}_{N'}(\overline{U}) \equiv \sum_{n \in N} \sum_{z \in K} Y_n G(Z_i) + \frac{1}{U'} \sum_{i=1}^{N'} G(Z_i).$$

(9)

The estimator $\overline{w}_{N'}(\overline{U})$ provides an upper bound for the vehicle charging problem. The sample size was chosen larger value, i.e., $N' \approx N$ [38]. The variance can be expressed as follows:

$$\sigma^2_{z(p)}(\overline{U}) = \frac{1}{(N' - 1)N'} \left\{ \alpha \sum_{x=1}^{N'} \sum_{n \in N} \sum_{z \in K} Y_n G(Z_i) - \overline{w}_{N'}(\overline{U}) \right\}^2,$$

(10)

where $G(Z_i)$ is the solution including all the constraints of the problem.

**Step 4.** From the steps 2 and 3, find the optimality gap (Ogap), and its variance $(\sigma^2_{\text{Ogap}})$ can be expressed as follows:

$$\text{Ogap}(\overline{U}) = \overline{w}_{N'}(\overline{U}) - U^y_p,$$

$$\sigma^2_{\text{Ogap}} = \sigma^2_{z(p)}(\overline{U}) - \sigma^2_{z(p)}.$$

(11)

4.2. Progressive Hedging Algorithm. A two-stage programming model was used to solve the SAAT, including $N$ scenarios. The computational performance of the SAAT depends on $|N|, |K|, |T|$ which provide a significant impact on the charging station expansion problem. Decomposition methods are often used to divide a large problem into manageable subproblems [53]. This encourages the authors to solve subproblems of the SAAT using the APHA. Various applications solved using the APHA provides high-quality solution [54, 55]. The two-stage objective function for the EVCS expansion can be expressed as follows:

Minimize

$$D, F, L, Q, B, Y, E, R = X \sum_{i \in T} \sum_{k \in K} \sum_{r \in S} \frac{1}{U} \sum_{i=1}^U \left\{ \sum_{s \in S} Y_n G(Z_{i,n,k}) + \sum_{i \in T} G(Z_{i,n,k}) + BD_{n,k} + V_i G(Z_{i,n,k}) + \eta_{ik} E_{n,k} + \Omega_{ik} Q_{n,k} - \eta_{ik} B_{n,k} \right\},$$

(12)

Subject to
\[
\sum_{s \in S} Z_{s, n, k} \leq 1 \quad \forall n \in N, k \in K, x \in X,
\]
\[
Z_{s, n, k} \leq Z_{s, n, k-1} \quad \forall n \in N, s \in S, k \in K, x \in X,
\]
\[
Z_{s, n, k} \in \{0, 1\} \quad \forall n \in N, s \in S, k \in K, x \in X,
\]
\[
E_{s, n, k} + R_{s, n, k} + Y_{s, n, k} \geq \sum_{s \in S} m_{s}^n z_{s, n, k} \quad \forall n \in N, s \in S, k \in K, x \in X,
\]
\[
\max \left\{ \frac{\beta e_{s, n, k}}{\beta} - \left( d_{s, n, k} + r_{s, n, k} + \alpha c_{s, n, k} \right), 0 \right\} z_{s, n, k} d_{s, n, k} \quad \forall n \in N, s \in S, k \in K, t \in T, x \in X,
\]
\[
Q_{s, n, k} \leq b_{k} \quad \forall n \in N, s \in S, k \in K, x \in X
\]
\[
L_{s, n, k} \leq j_{s} \quad \forall n \in N, s \in S, k \in K, x \in X
\]
\[
B_{s, n, k} \leq j_{s} \quad \forall n \in N, s \in S, k \in K, x \in X
\]
\[
\beta D_{s, n, k} \geq m_{s}^{n2} z_{s, n, k} \quad \forall n \in N, s \in S, k \in K, t \in T, x \in X
\]
\[
R_{s, n, k} \leq \sum_{s \in S} r_{s, n, k} z_{s, n, k} \quad \forall n \in N, s \in S, k \in K, x \in X
\]
\[
Y_{s, n, k} \leq \sum_{s \in S} \alpha c_{s, n, k} z_{s, n, k} \quad \forall n \in N, s \in S, k \in K, x \in X
\]
\[
E_{s, n, k} \leq \sum_{s \in S} d_{s, n, k} z_{s, n, k} \quad \forall n \in N, s \in S, k \in K, x \in X
\]
\[
z_{s, n, k} \in \{0, 1\} \quad \forall n \in N, k \in K, s \in S, x \in X
\]
\[
z_{s, n, k} = Z_{s, n, k} \quad \forall n \in N, k \in K, s \in S, x \in X
\]

To relax equation (13), the augmented Lagrangian strategy was followed in this study based on [56]. The objective function can be expressed as follows:

Minimize
\[
\sum_{s \in S} \sum_{t \in T} \sum_{k \in K} \sum_{x \in X} \frac{1}{X} \left( \sum_{s \in S} \gamma_{s, n, k} + \sum_{k \in K} \left( \gamma_{s, n, k} + \beta_{s, n, k} \right) \gamma_{s, n, k} \right) + \sum_{s \in S} \gamma_{s, n, k} \gamma_{s, n, k} + \sum_{t \in T} \sum_{k \in K} \sum_{x \in X} \gamma_{s, n, k} \gamma_{s, n, k} + \sum_{s \in S} \gamma_{s, n, k} \gamma_{s, n, k} \right) \frac{1}{X} \sum_{s \in S} \left( \gamma_{s, n, k} \gamma_{s, n, k} \right) \frac{1}{X} \sum_{s \in S} \left( \gamma_{s, n, k} \gamma_{s, n, k} \right)^{2} \frac{1}{X} \sum_{s \in S} \left( \gamma_{s, n, k} \gamma_{s, n, k} \right)^{3} \right).
\]

(14)

The Lagrangian multiplier \( \psi_{s, n, k} \) was used to relax the constraints and \( \pi \) represents the penalty ratio. After solving the quadratic term of equation (14), the above objective function can be expressed as shown in [55] as follows:

Minimize
\[
\sum_{s \in S} \sum_{t \in T} \sum_{k \in K} \sum_{x \in X} \frac{1}{X} \left( \sum_{s \in S} \gamma_{s, n, k} + \sum_{k \in K} \left( \gamma_{s, n, k} + \beta_{s, n, k} \right) \gamma_{s, n, k} \right) + \sum_{s \in S} \gamma_{s, n, k} \gamma_{s, n, k} + \sum_{t \in T} \sum_{k \in K} \sum_{x \in X} \gamma_{s, n, k} \gamma_{s, n, k} + \sum_{s \in S} \gamma_{s, n, k} \gamma_{s, n, k} \right) \frac{1}{X} \sum_{s \in S} \left( \gamma_{s, n, k} \gamma_{s, n, k} \right) \frac{1}{X} \sum_{s \in S} \left( \gamma_{s, n, k} \gamma_{s, n, k} \right)^{2} \frac{1}{X} \sum_{s \in S} \left( \gamma_{s, n, k} \gamma_{s, n, k} \right)^{3} \right).
\]

(15)
The last two terms of equation (15) become constant when the value of $z_{nk}$ is fixed. Therefore, this term can be removed. This will permit us to decompose the subproblem by the scenarios $x \in X$. The overall problem can be expressed including each scenario as shown in [56] as follows:

$$
\text{Minimize } \sum_{D, F, L, Q, B, Y, E, R} \left\{ \sum_{s \in S} \left( \sum_{c \in C} \gamma_{mk}^s + \psi_{mk}^s - \xi_{nsk}^s \right) + \frac{\eta}{2} \right\} + \sum_{c \in C} \left( \sum_{r \in R} \gamma_{mk}^r + \psi_{mk}^r \right) \right\} - \sum_{c \in C} \left( \sum_{r \in R} \gamma_{mk}^r + \psi_{mk}^r \right).
$$

For more details, the authors can refer [55, 56]. The progressive hedging algorithm terminates if it satisfies any one of the following conditions:

(i) The predefined tolerance gap $\xi \geq \sum_{m \in M} \sum_{n \in N} \sum_{k \in K} |z_{nk}^d - z_{nk}^t|$.

(ii) The maximum number of iterations, $I_{max} = 100$

(iii) Maximum number of consecutive nonimprovement iterations, $I_N = 10$

(iv) Maximum time limit, $T_{max} = 500$ seconds

4.3. The Apriori Progressive Hedging Algorithm. Although the progressive hedging algorithm provides faster convergence, it failed to give a better solution in large problems and motivated the authors to improve the basic progressive hedging algorithm including heuristic strategies. Two different heuristic strategies such as the local heuristic and the global heuristic were included to enhance the performance of the progressive hedging algorithm [56]. The local heuristic adjusted the value of $y_{nk}$ within the scenario level whereas the global heuristic adjusted the value of $y_{nk}$ at the end of each iteration.

The EVCS expansion problem was decomposed into $M$ subproblems. At the end of each iteration, the parameter $z_{nk}$ provided information about the charging station of type $s$ at cell $n$ at year $k$. When $z_{nk}$ was higher, the charging station of type $s$ was placed at cell $n$ at year $k$ indicative to the previous repeated iterations. On the other hand, a lower value of $z_{nk}$ points out that most of the previous iterations did not follow favourable decisions. UL and LL denoted the upper and lower limit of the threshold values, respectively. The fixed cost of opening an EVCS station was lower when $z_{nk} > UL$. In the same way, $z_{nk} < LL$: then, the fixed cost of opening an EVCS station was increased. The global adjustment strategy can be expressed as follows:

$$
y_{nk}^j = \begin{cases} 
\frac{S y_{nk}^j}{1} & \text{if } z_{nk}^j > LL \\
\frac{S y_{nk}^j}{1} & \text{if } z_{nk}^j > UL y_{nk}^j, \text{ otherwise}
\end{cases}
$$

where $y_{nk}^j$ is the modified fixed cost of opening an EVCS of type $s$ at cell $n$ in year $k$ and $j$ represents the iteration. The upper and lower limits are set to $0 < LL < 0.3$ and $0.7 < UL < 1$. The local heuristic strategy can be expressed as follows:

$$
y_{nk}^j = \begin{cases} 
S y_{nk}^j \text{ if } z_{nk}^j > LL \\
S y_{nk}^j \text{ if } z_{nk}^j > UL y_{nk}^j, \text{ otherwise}
\end{cases}
$$

where $y_{nk}^j$ is the modified fixed cost of opening an EVCS of type $s$ at cell $n$ in year $k$ and $j$ represents the iteration. The upper and lower limits are set to $0 < LL < 0.3$ and $0.7 < UL < 1$. The local heuristic strategy can be expressed as follows:

$$
y_{nk}^j = \begin{cases} 
S y_{nk}^j \text{ if } z_{nk}^j > LL \\
S y_{nk}^j \text{ if } z_{nk}^j > UL y_{nk}^j, \text{ otherwise}
\end{cases}
$$

where $y_{nk}^j$ is the modified fixed cost of opening an EVCS of type $s$ at cell $n$ in year $k$. Motivated the authors to improve the basic progressive hedging algorithm provides faster convergence, 

$$
\text{Minimize } \sum_{D, F, L, Q, B, Y, E, R} \left\{ \sum_{s \in S} \left( \sum_{c \in C} \gamma_{mk}^s + \psi_{mk}^s - \xi_{nsk}^s \right) + \frac{\eta}{2} \right\} + \sum_{c \in C} \left( \sum_{r \in R} \gamma_{mk}^r + \psi_{mk}^r \right) \right\} - \sum_{c \in C} \left( \sum_{r \in R} \gamma_{mk}^r + \psi_{mk}^r \right).
$$

For more details, the authors can refer [55, 56]. The progressive hedging algorithm terminates if it satisfies any one of the following conditions:

(i) The predefined tolerance gap $\xi \geq \sum_{m \in M} \sum_{n \in N} \sum_{k \in K} |z_{nk}^d - z_{nk}^t|$.

(ii) The maximum number of iterations, $I_{max} = 100$

(iii) Maximum number of consecutive nonimprovement iterations, $I_N = 10$

(iv) Maximum time limit, $T_{max} = 500$ seconds

$$
y_{nk}^j = \begin{cases} 
S y_{nk}^j \text{ if } z_{nk}^j > LL \\
S y_{nk}^j \text{ if } z_{nk}^j > UL y_{nk}^j, \text{ otherwise}
\end{cases}
$$

where $y_{nk}^j$ is the modified fixed cost of opening an EVCS of type $s$ at cell $n$ in year $k$. Motivated the authors to improve the basic progressive hedging algorithm provides faster convergence, increased efficiency. To overcome this limitation, we have introduced an apriori method for increasing the processing speed thus ensuring faster convergence and increased efficiency.

The apriori method created a high-dimensional frequent set of items with length $L$ from the low-dimensional frequent sets with length $L-1$ over the database [58]. To determine the frequent set of items in the database, an example is illustrated in Figure 2. Initially, the number of occurrences of each member should be identified. Generate the first set of items from the database for size $1$. In the second step, all pairs of frequent items were generated [59]. Here, except for the pair $[1,3]$, all the pairs were the frequent set of items, and the larger set which contains $[1,3]$ could not be the frequent. As a result, the pair $[1,3]$ was pruned (assume that below the threshold). In the third step, the triple containing the pair $[1,3]$ was excluded.

The sets $[1,2,3]$ and $[1,2,4]$ were the superset of the pair $[1,3]$, and the set $[2,3,4]$ was below the minimum threshold and was excluded. Thus, the processing speed of the progressive hedge algorithm increases by including apriori algorithm. Algorithm 1 showed the high-level pseudo-code for the apriori method.

5. Results and Discussion

To analyze the performances of the algorithms, the solar panel of 25 kW, wind turbine of 25 kW, and 12 kW microturbine with a two-energy storage system of 10 kW and 25 kW were considered. The fuel cost of the microturbine was 0.18 Euro/kWh. The cost for installing different resources and the functional cost are listed in Table 2. The algorithm was coded in GAMS24.2.1 [45], and Intel core i5, 4.4 GHz was used as a processor with 16 GB RAM for execution. The design of the electricity supply network was determined by the annual decision on established charging stations. Therefore, there was difference in critical factors that changed the network design. Available energy resources, the impact of the percentage of the vehicle charging, minimum power required to develop a charging station, and
the utilization of renewable power have been analyzed. Input parameters required for the case study, the results of the experimental studies, and the performance of the hybrid sample average approximation-based apriori progressive hedging algorithm have been discussed in the following section.

5.1. Input Parameter Setting. A network was divided into cells ($|N| = 50$), and each cell covered an area of one mile. The specific parameters were the cells that were obtained only if there was a road passing through it or else when the value for these cells was considered as zero. Thus, only the active cells were considered as a potential location for installing a charging station. The five-year ($|K| = 5$) planning horizon was considered and started from 2018 and will end in 2022. For short-term operational decisions, a period of 24 hours ($|T| = 24$) was chosen (6 am to 5 am) as a representative from each year of the planning horizon. We assumed that all the cost components were estimated based on the 2019 Euro rate and were adjusted depending upon inflation. A fast EVCS station ($c_{nsk 1}$) at cell “n” costs around 50,100 Euro [60], and the charging station with a battery swap station ($c_{nsk 2}$) costs around 501,000 Euro [61]. The EV charging was adopted using V-G technology. It was capable of charging four EVs at the same time. The hourly profile of renewable energy, including load, is presented in Table 3. The data used in Table 3 are taken from a prior study [62, 63].
5.2. Impact of Vehicle Charging Percentage Variability \( c_{t,k,a} \) on System Performance. Three different scenarios were created to show the impact of vehicle charging percentage variation on the system performance. In the first scenario, the EVCS model was solved using the input parameters (base case). The charging percentage variation was \( \epsilon = 10\% \) (low variation) and \( \epsilon = 50\% \) (high variation) for the second and third scenarios, respectively. The Monte Carlo method was used to generate different vehicle charging scenarios between \( [\bar{c}_{t,k,a}(1-\epsilon), \bar{c}_{t,k,a}(1+\epsilon)] \) where \( \bar{c}_{t,k,a} \) represents the mean vehicle charging percentage scenario for each hour \( t \in T \) in year \( k \in K \).

The impact of vehicle charging percentage variability on system performance is shown in Figure 3. Results show that the amount of power used to meet the demand for electricity from different power sources such as solar, grid, and V2G was increased when the level of vehicle charging percentage variability \( c_{t,k,a} \) was increased. Hourly operational decisions of a charging station located in the cell \( (n \in N) \) of a given year \( (k \in K) \) depended on variables, such as solar power availability, the flow of vehicles, and electricity prices. When solar power was not available (i.e., from 0.00 pm to 7.00 am), demand for electric power was met through the grid and V-G. During peak hours and when solar power was available (i.e., from 7.00 am to 6.00 pm), demand was fulfilled mainly through renewable energy and then through the grid and V-G. Figure 4 shows the impact of vehicle charging percentage variability on the battery-related decision when type-II charging stations were installed in the tested region. To manage the high power demand, the batteries were charged during the off-peak hours in the charging station and discharged during the peak hours which are shown in Figures 4(a) and 4(b), respectively. Since more batteries were charged during the off-peak hours, more batteries were kept in the charging stations. The number of batteries demanded at the cell and the number of full batteries are shown in Figures 4(c) and 4(d), respectively.

5.3. Impact of \( d_{n,k}, r_{n,k}, \) and \( h_{n} \) on System Performance. The proposed EVCS model depends on three different parameters: renewable energy available at cell \( (r_{n,k}) \), availability of grid power at cell \( (d_{n,k}) \), and V-G power, which in turn depends on the percentage discharging \( (h_{n}) \). Any change in the availability of the power will deviate from the necessary quality of the operation, and hence it should be measured and carefully estimated. To verify the impact of these parameters, four sets of experiments were conducted by

| Resources                        | Investment cost (Euro/kW) | Operational cost (Euro/kWh) | Maintenance cost (Euro/kWh) |
|----------------------------------|---------------------------|----------------------------|----------------------------|
| Wind power                       | 1180                      | 0.1                        | 0.05                       |
| Solar power                      | 1900                      | 0.05                       | 0.05                       |
| Power of microturbine            | 550                       | 0.15                       | 0.10                       |
| Capacity of energy storage       | 500                       | 0.1                        | 0.05                       |
| Power of energy storage          | 550                       | 0.05                       | 0.05                       |

| Hour | Solar power (%) | Wind power (%) | Load power (%) | Electricity price (Euro/kWh) |
|------|-----------------|----------------|---------------|-----------------------------|
| 6    | 10              | 50             | 10            | 10                          |
| 7    | 15              | 55             | 15            | 10                          |
| 8    | 25              | 60             | 30            | 10                          |
| 9    | 40              | 72             | 45            | 10                          |
| 10   | 65              | 82             | 65            | 10                          |
| 11   | 85              | 70             | 95            | 15                          |
| 12   | 100             | 85             | 100           | 15                          |
| 13   | 100             | 70             | 95            | 15                          |
| 14   | 90              | 87             | 80            | 15                          |
| 15   | 80              | 75             | 75            | 15                          |
| 16   | 55              | 65             | 70            | 20                          |
| 17   | 35              | 45             | 80            | 20                          |
| 18   | 10              | 58             | 85            | 20                          |
| 19   | 0               | 65             | 70            | 20                          |
| 20   | 0               | 100            | 75            | 20                          |
| 21   | 0               | 85             | 70            | 20                          |
| 22   | 0               | 90             | 65            | 7                           |
| 23   | 0               | 75             | 50            | 7                           |
| 24   | 0               | 60             | 40            | 5                           |
| 1    | 0               | 55             | 20            | 5                           |
| 2    | 0               | 45             | 20            | 5                           |
| 3    | 0               | 70             | 10            | 5                           |
| 4    | 0               | 65             | 10            | 5                           |
| 5    | 0               | 70             | 10            | 5                           |
varying their availability by ±25% and ±40% from the base case scenario, and they are shown in Figures 5–7. The performance of the system based on grid power availability $d_{ntk}$ is shown in Figure 5. Renewable power and availability of V-G power were kept at their base values. When the availability of grid power was increased, the average utilization of grid power $E_{ntk}$ also increases as shown in Figure 5(a). However, when the availability of grid power was decreased by 40%, 42.75% of supplementary stations are installed to meet the demand of the EV charging as shown in Figure 5(b).

In the case of renewable energy, when the availability was decreased by 40%, 18.96% of additional charging stations were installed to meet the power demanded. When comparing the impact of the unavailability of renewable power on system performance with that of impact due to the unavailability of grid power, renewable power is less sensitive than grid power unavailability. When the source was available, the average utilization of renewable energy $R_{ntk}$ increased in a charging station and it is shown in Figure 6(a). On the other hand, when $r_{ntk}$ was decreased, the requirement of recharging stations was also increased. The
Figure 4: Impact of real-time demand on vehicle charging percentage variability ($c_k^A$): (a) average number of batteries charging at the cell, $\overline{I}_{atk}^A$; (b) average number of batteries discharging at the cell, $\overline{B}_{atk}^A$; (c) average number of batteries demanded in the cell, $\overline{D}_{atk}^A$; (d) average number of batteries fully charged batteries in the cell, $\overline{Q}_{atk}^A$. 
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percentage of $r_{ntk}$ on the system performance is illustrated in Figure 6(b). The performance of the availability of V-G power depends on the system performance (Figure 7). When the availability of V-G power was increased, the average utilization of V-G power was also increased, as is shown in Figure 7(a).

An additional 14.70% of charging stations were installed for a 50% decrease in $h_{ntk}$, and it is illustrated in Figure 7(b). Results showed that system had less impact on a V-G energy source when compared to the unavailability of the grid and renewable power. This is since the grid was followed by renewable energy and was the main source of energy for the charging stations and the unavailability of these sources affected the system severely when compared to V-G power. Finally, it was concluded that long-term charging station location decisions and short-term hourly operational decisions depend on the availability of grid, renewable, and V-G energy.

5.4. Results of Charging Station on an Expansion Plan.

The EVCS was considered as a flexible load on the microgrid by optimizing the charging process. In some cases, the interval charging station can act as a generating unit because of the V-G technology. To study the impact of the charging station on the expansion, the model was simulated without V-G technology, i.e., power was not flowed in to the microgrid (Table 4) and there was an enhancement in the total cost of expansion by 28%. It shows that large-capacity resources are needed by the microgrid to compensate for load growth.

The resources with various capacities that were needed to cope with the load growth for the five-year planning horizon are listed in Table 5. The profile of wind energy was larger than solar energy; therefore, the growth of wind energy was more than that of solar energy. Consequently, the microgrid cropped more energy through the connected wind turbines. It was noticed that 54.7% of microturbines were installed in the fifth year of the planning horizon for managing the load growth. Lastly, the capacity and power of the ESS were expanded in different years to shift the power based on the peak hour load. Figure 8 shows the power exchanged between the upstream to the microgrid during a day for the five-year planning horizon. The capacity between the upstream to the microgrid was 230 kW. As a result, the maximum traded power was 230 kW. It was noted that load growth is managed by the available resources and new installed resources. Because of the limited trading power, the load demand should be managed by installing new resources (solar, wind, ESS, and microturbine). To manage the load efficiently, the model optimized the newly installed resources. The operation of the ESS in the planning horizon during the five years is shown in Figure 9. The load was shifted from the higher price to the lower price for saving costs and to avoid peak-loading problems.

To minimize the cost, the operation of the ESS and the microturbine was optimized during the short-term
operation of the proposed expansion plan. The five-year operation of the microturbine expansion horizon is shown in Figure 10. The microturbine was operated during the peak-loading hours (8–10 am and 5–8 pm). The operation of the microturbine was insignificant in the year 2019 because the renewable sources were cheaper than the microturbine. The growth of the load has been maximized for the year 2023; therefore, the usage of microgrid should be increased to satisfy the energy demand.

5.5. Performance Comparison. The performance of the proposed algorithm in the electric vehicle charging expansion problem has been presented in this section. The performance of the SAAT-APHA was compared with different heuristic strategies and computational approaches. The proposed SAAT-APHA was compared with three different algorithms such as the SAAT, PHA, and CPLEX. The experiment was conducted for different percentages of optimality gap (POG), and the corresponding values were recorded. Two different experiments such as (1) a small cell size, \(N = 50\) (size of the problem), and replication number \(R = 10\) and (2) a large cell size, \(N = 200\), and \(R = 15, 25,\) and \(40\) were considered. During the first case, the POG and the CPU time were recorded for \(N = 50\). The size and the resources used in the EVCS expansion are listed in Table 5. The final sets of results obtained by solving the EVCS station expansion model using the algorithm are specified in Section 3 shown in Table 6. The performance of the algorithm was tested using various cases (1–28) (Table 6).

It was observed that CPLEX run out of memory in solving the problem and instances are (after 15 instances) indicated in Table 6. The results obtained from the SAAT indicated that it was not solved after 18 instances, hence not suitable for large problems. Moreover, by introducing the SAAT framework, performance could be increased slightly, i.e., out of 28 problem instances, it could not solve 10 instances and reached the predefined termination criteria. When the PHA was introduced, there was some improvement in the results. The average optimality gap of the PHA algorithm was 1.60%, and when the SAAT-APHA algorithm was used, it reduced to 1.24%. Then, it solved 24 out of 28 problem instances. Finally, when the SAAT-APHA was introduced, the computational efficiency was improved. From Table 6, it is evident that the computational performance of the SAAT-APHA is superior when compared to that of the other two state-of-the-art algorithms. The SAAT-APHA algorithm solved all of the 28 instances within the predefined termination criteria. It was further observed that

![Figure 6: Impact of renewable power on the system performance: (a) availability of renewable power \(r_{ntk}\) and (b) variability of renewable power.](image-url)
The SAAT-APHA algorithm saved 23.14% and 17.06% computation time when compared to the PHA and CPLEX algorithms, respectively.

The results of the second case used a large cell size \(N = 200\), and \(R = 15, 25,\) and \(40\) are given in Table 7. The largest test instances from Table 6 are taken to study the performance of the proposed method. It was observed that the CPLEX, SAAT, and PHA solved \(4, 6,\) and \(7\) cases, respectively, out of \(9\) cases by following the termination condition. The proposed SAAT-APHA algorithm solved all of the \(9\) instances. The obtained results showed that the SAAT-APHA algorithm saved 26.63% and 26.04% computational time compared to the SAAT and PHA, respectively.

### Table 4: Expansion plan without V-G technology.

| Resources                        | Annual expansion cost (Euro/year) |
|----------------------------------|-----------------------------------|
| Wind power (kW)                  | 22,210.53                         |
| Solar power (kW)                 | 1350.25                           |
| Microturbine (kW)                | 29,742.48                         |
| Capacity of energy storage (kWh) | 8245.87                           |
| Power of energy storage (kW)     | 935.53                            |
| Total cost of expansion (Euro/year) | 62,484.66                       |

5.6. Comparison with Other Methods. This subsection describes the next five-year demand forecast for Zhuhai city, with 600 EVs having been considered for comparison. The city has 58 charging points for the EVs. The estimated average charging demand for the five continuous years (2023–2027) is shown in Figure 11. Firstly, the plan for expansion is based on how many charging stations there are in the city in 2023. Renewable energy sources have been incorporated into the existing charging stations, and a few new stations have been installed in a few locations in 2023. In order to keep up with the rapid growth of electric vehicles, the building of charging stations is sufficient. Also, peak regulation and frequency, as well as the extra discharge and charge periods of the EV batteries participating in V2G, are taken into account when planning for expansion. This is done so that the location and capacity with the lowest cost and most benefit can be found.

The performance of the proposed SAAT-APHA has been studied in terms of charging station operation per vehicle and the inconvenience of the customer. A comparison has been performed with three other methods, such as RDR-EV [5], EV-RES [34], and SAAT. Five different datasets have been generated by considering the demand variability, including 850, 1200, 1050, 980, and 1225 EV customers. It is generated from Day 1 to Day 5. The data are sampled based on the trip probability, and each dataset has an interarrival time, hourly trip details, and departure time. The k-means clustering technique was used to estimate the position of the
EV charging station [64]. The comparison result is shown in Table 8. The utilization of a charging station which contains five chargers for day 1 is shown in Figure 12.

850 EVs take part in the charging operation. The SAAT and SAAT-APHA provide lower average waiting time compared to the EV-RES [34] and RDR-EV [5]. Similarly, the average waiting time and charging time of the SAAT and SAAT-APHA are lower (column X + Y). It is observed from Table 8 that the proposed SAAT-APHA provided 0 waiting time on day 1. Similarly, the performance of the proposed SAAT-APHA is better on other charging days compared to that of the RDR-EV [5], EV-RES [34], and SAAT methods. For day 1 with 850 EVs, the proposed SAAT-APHA method has a lower mean passenger waiting time (9.6 m) than the SAAT (11.4 m), EV-RES
(14.1 m), and RDR-EV (12.7 m) methods. The service rate is increased by 4.8%, 10.1%, and 19.8% compared to the SAAT, EV-RES [34], and RDR-EV [5] methods. From the simulation results, the authors conclude that implementing the SAAT-APHA reduces the charging time of the EVs and the waiting time.

5.7. Validation. In this study, the Xiangzhou District of Zhuhai City has been taken to validate the proposed expansion plan (Figure 13). The increasing ratio of the EV possession is 28.9%, and it progressively begins to normalise saturation beginning in 2026. The data of the International Data Corporation have been taken from

![Figure 10: Operation of microturbine during a day of the planning horizon.](image)

| Case | CPLEX POG (%) | Time (s) | SAAT POG (%) | Time (s) | PHA POG (%) | Time (s) | SAAT-APHA POG (%) | Time (s) |
|------|---------------|----------|---------------|----------|-------------|----------|-------------------|---------|
| 1    | 0.65          | 100.35   | 0.82          | 108.21   | 0.59        | 84.26    | 0.37              | 52.36   |
| 2    | 0.71          | 115.56   | 0.91          | 122.36   | 0.64        | 95.10    | 0.42              | 63.37   |
| 3    | 0.82          | 122.43   | 0.97          | 134.30   | 0.76        | 112.47   | 0.48              | 83.24   |
| 4    | 0.96          | 140.51   | 1.07          | 151.15   | 0.83        | 128.23   | 0.56              | 96.28   |
| 5    | 1.02          | 153.07   | 1.12          | 179.47   | 0.92        | 136.17   | 0.61              | 102.29  |
| 6    | 1.16          | 171.12   | 1.22          | 190.29   | 0.99        | 148.28   | 0.70              | 110.20  |
| 7    | 1.23          | 184.40   | 1.34          | 199.37   | 1.09        | 159.16   | 0.74              | 118.38  |
| 8    | 1.38          | 198.42   | 1.45          | 210.21   | 1.18        | 172.30   | 0.79              | 125.31  |
| 9    | 1.44          | 209.08   | 1.53          | 225.20   | 1.21        | 189.28   | 0.87              | 132.25  |
| 10   | 1.53          | 223.26   | 1.62          | 242.17   | 1.36        | 197.38   | 0.99              | 143.20  |
| 11   | 1.71          | 251.39   | 1.83          | 262.29   | 1.48        | 209.26   | 1.05              | 153.10  |
| 12   | 1.82          | 288.17   | 1.95          | 283.10   | 1.57        | 221.07   | 1.13              | 161.50  |
| 13   | 1.96          | 315.24   | 2.08          | 296.32   | 1.68        | 238.19   | 1.20              | 169.38  |
| 14   | 2.12          | 346.32   | 2.22          | 319.27   | 1.73        | 252.52   | 1.25              | 175.25  |
| 15   | 2.31          | 389.38   | 2.40          | 327.10   | 1.80        | 265.25   | 1.31              | 184.40  |
| 16   | Mem           | —        | 2.54          | 342.18   | 1.89        | 278.13   | 1.38              | 192.15  |
| 17   | Mem           | —        | 2.62          | 359.20   | 1.98        | 285.22   | 1.45              | 198.58  |
| 18   | Mem           | —        | 2.73          | 372.28   | 2.06        | 297.19   | 1.50              | 203.13  |
| 19   | Mem           | Mem      | —             | Mem      | —           | Mem      | —                 | Mem     |
| 20   | Mem           | Mem      | —             | Mem      | —           | Mem      | —                 | Mem     |
| 21   | Mem           | Mem      | —             | Mem      | —           | Mem      | —                 | Mem     |
| 22   | Mem           | Mem      | —             | Mem      | —           | Mem      | —                 | Mem     |
| 23   | Mem           | Mem      | —             | Mem      | —           | Mem      | —                 | Mem     |
| 24   | Mem           | Mem      | —             | Mem      | —           | Mem      | —                 | Mem     |
| 25   | Mem           | Mem      | —             | Mem      | —           | Mem      | —                 | Mem     |
| 26   | Mem           | Mem      | —             | Mem      | —           | Mem      | —                 | Mem     |
| 27   | Mem           | Mem      | —             | Mem      | —           | Mem      | —                 | Mem     |
| 28   | Mem           | Mem      | —             | Mem      | —           | Mem      | —                 | Mem     |
| Average | 1.39       | 213.91   | 1.69          | 240.25   | 1.60        | 227.45   | 1.24              | 180.27  |
reference [65], which together serves to validate the suggested methodology. In Figure 13, the yellow triangle represents the position and ability of the existing charging point for the city. The following factors were used during the simulated evaluation.

The number of the EVs charged by each charging station per unit time ($\beta$) is 2 hrs, the rated capacity of the EV batteries ($B_{\text{cap}}$) is 25 kW, and the cost of queuing per hour ($C_{q}$) is RMB15/hr. Power consumption per 100 kilometres ($P_{C}$) is 15 kW; unit price of the charger ($P_u$) is 10 RMB;

### Table 7: Comparison between the SAAT-APHA and other algorithms for case-1 ($N = 200$ and $R = 15, 25, \text{ and } 40$).

| Case | $R$ | CPLEX | SAAT | PHA | SAAT-APHA |
|------|-----|-------|------|-----|-----------|
|      |     | POG (%) | Time (s) | POG (%) | Time (s) | POG (%) | Time (s) | POG (%) | Time (s) |
| 10   | 15  | 2.14   | 315.5 | 1.16 | 298.7 | 0.97 | 267.3 | 0.57 | 147.5 |
|      | 25  | 2.98   | 346.7 | 1.32 | 324.3 | 1.25 | 295.6 | 0.89 | 165.2 |
|      | 40  | 3.75   | 389.2 | 1.75 | 365.6 | 1.54 | 312.1 | 1.14 | 184.8 |
| 11   | 15  | 4.69   | 397.1 | 2.59 | 342.1 | 1.83 | 345.9 | 1.24 | 198.5 |
|      | 25  | 6.02   | 421.7 | 2.62 | 389.8 | 1.92 | 368.3 | 1.57 | 217.9 |
|      | 40  | 7.65   | 486.9 | 3.18 | 412.3 | 2.15 | 396.2 | 1.79 | 230.6 |
| 12   | 15  | 9.14   | 519.3 | 3.55 | 447.5 | 2.36 | 421.0 | 1.93 | 251.2 |
|      | 25  | 10.87  | 544.7 | 4.28 | 497.4 | 2.76 | 447.4 | 2.14 | 274.5 |
|      | 40  | 12.35  | 592.2 | 4.37 | 523.9 | 2.96 | 472.6 | 2.21 | 289.2 |
| 13   | 15  | 13.24  | 632.8 | 4.41 | 547.7 | 3.17 | 495.2 | 2.44 | 298.1 |
|      | 25  | 14.62  | 668.4 | 4.63 | 579.2 | 3.32 | 515.9 | 2.69 | 319.7 |
|      | 40  | 13.69  | 694.9 | 5.28 | 598.4 | 3.57 | 538.3 | 2.86 | 331.6 |
| 14   | 15  | Mem    | —     | 5.47 | 621.7 | 3.89 | 554.8 | 2.98 | 352.8 |
|      | 25  | Mem    | —     | 6.22 | 657.4 | 4.23 | 589.2 | 3.15 | 379.4 |
|      | 40  | Mem    | —     | 6.52 | 698.1 | 4.70 | 606.5 | 3.31 | 397.1 |
| 15   | 15  | Mem    | —     | 8.74 | 715.9 | 4.96 | 649.7 | 3.53 | 425.5 |
|      | 25  | Mem    | —     | 9.16 | 746.7 | 5.25 | 686.1 | 3.79 | 451.3 |
|      | 40  | Mem    | —     | 10.42 | 779.4 | 5.48 | 718.3 | 3.91 | 474.8 |
| 16   | 15  | Mem    | —     | Mem  | —     | 5.89 | 759.7 | 4.12 | 497.5 |
|      | 25  | Mem    | —     | Mem  | —     | 6.24 | 789.3 | 4.35 | 514.9 |
|      | 40  | Mem    | —     | Mem  | —     | 6.85 | 820.5 | 4.51 | 530.3 |
| 17   | 15  | Mem    | —     | Mem  | —     | Mem  | —     | 4.70 | 548.1 |
|      | 25  | Mem    | —     | Mem  | —     | Mem  | —     | 4.92 | 562.4 |
|      | 40  | Mem    | —     | Mem  | —     | Mem  | —     | 5.11 | 587.6 |
| 18   | 15  | Mem    | —     | Mem  | —     | Mem  | —     | 5.24 | 610.2 |
|      | 25  | Mem    | —     | Mem  | —     | Mem  | —     | 5.38 | 624.8 |
|      | 40  | Mem    | —     | Mem  | —     | Mem  | —     | 5.52 | 642.6 |
| Average | 8.43 | 500.78 | 4.76 | 530.34 | 3.59 | 526.19 | 3.18 | 389.19 |

**Figure 11:** Comparison of unit charging demand cost of the proposed methods with other state-of-the-art methods.
| Number of vehicles | Test days | Algorithm | Average waiting time $X$ (Std. dev) | Average charging time $M$ (Std. dev) | $M+N$ | $X+Y$ | Total waiting time of the fleet (hours) | Mean journey time (m) | Mean waiting time (m) | Rate of served customers (%) |
|-------------------|-----------|-----------|-----------------------------------|------------------------------------|-------|-------|----------------------------------------|-----------------------|------------------------|--------------------------|
| 850               | Day 1     | RDR-EV    | 5.1 (15.4)                        | 65.2 (9.4)                         | 74.6  | 20.5  | 9.6                                    | 43.7                  | 12.7                   | 76.4                     |
|                   |           | EV-RES    | 4.3 (13.4)                        | 59.5 (17.2)                        | 76.7  | 17.7  | 8.2                                    | 37.8                  | 14.1                   | 86.1                     |
|                   |           | SAAT      | 2.6 (11.9)                        | 55.3 (22.8)                        | 78.1  | 14.5  | 6.1                                    | 41.3                  | 11.4                   | 91.4                     |
|                   |           | SAAT-APHA | 0 (0)                             | 51.7 (14.3)                        | 66.0  | 0     | 0                                      | 38.4                  | 9.6                    | 96.2                     |
| 1200              | Day 2     | RDR-EV    | 7.7 (17.1)                        | 75.4 (18.5)                        | 93.9  | 24.8  | 16.5                                   | 35.6                  | 19.7                   | 68.7                     |
|                   |           | EV-RES    | 5.2 (14.3)                        | 67.7 (15.6)                        | 83.3  | 19.5  | 15.1                                   | 31.7                  | 17.8                   | 71.6                     |
|                   |           | SAAT      | 4.1 (13.8)                        | 58.3 (15.3)                        | 73.6  | 17.9  | 16.3                                   | 42.4                  | 18.3                   | 82.9                     |
|                   |           | SAAT-APHA | 1.6 (9.1)                         | 52.5 (11.6)                        | 64.1  | 10.7  | 0.7                                    | 46.8                  | 15.4                   | 94.8                     |
| 1050              | Day 3     | RDR-EV    | 6.4 (16.5)                        | 69.1 (14.4)                        | 83.5  | 22.9  | 9.5                                    | 30.4                  | 14.7                   | 71.6                     |
|                   |           | EV-RES    | 4.7 (13.3)                        | 63.5 (13.3)                        | 76.8  | 18.0  | 9.1                                    | 38.5                  | 14.1                   | 72.8                     |
|                   |           | SAAT      | 3.1 (13.1)                        | 56.9 (11.6)                        | 68.5  | 16.2  | 8.7                                    | 41.6                  | 12.9                   | 84.3                     |
|                   |           | SAAT-APHA | 1.7 (8.5)                         | 52.2 (10.2)                        | 62.4  | 10.2  | 1.4                                    | 38.6                  | 11.8                   | 95.8                     |
| 980               | Day 4     | RDR-EV    | 5.9 (15.1)                        | 72.6 (11.5)                        | 84.1  | 21.0  | 6.2                                    | 45.4                  | 12.9                   | 76.2                     |
|                   |           | EV-RES    | 3.2 (13.9)                        | 62.3 (11.2)                        | 73.5  | 17.1  | 5.3                                    | 38.3                  | 12.1                   | 85.4                     |
|                   |           | SAAT      | 2.9 (13.4)                        | 55.6 (10.5)                        | 66.1  | 16.3  | 4.1                                    | 36.1                  | 11.7                   | 89.8                     |
|                   |           | SAAT-APHA | 1.8 (8.4)                         | 51.4 (9.4)                         | 60.8  | 10.2  | 0.9                                    | 35.2                  | 10.1                   | 95.9                     |
| 1225              | Day 5     | RDR-EV    | 7.2 (14.2)                        | 68.2 (19.2)                        | 87.4  | 21.4  | 6.6                                    | 39.9                  | 15.8                   | 69.1                     |
|                   |           | EV-RES    | 5.9 (14.6)                        | 64.6 (17.3)                        | 81.9  | 20.5  | 4.4                                    | 42.5                  | 14.2                   | 72.4                     |
|                   |           | SAAT      | 4.1 (13.7)                        | 57.3 (12.6)                        | 69.9  | 17.8  | 1.5                                    | 42.1                  | 13.7                   | 82.5                     |
|                   |           | SAAT-APHA | 2.0 (10.1)                        | 53.1 (9.7)                         | 62.8  | 12.1  | 0.8                                    | 34.8                  | 11.9                   | 93.7                     |
annual operating cost of the charging station is 10% of the total cost; the peak-time electricity price in the city (\( P_p \)) is 1.25 RMB/kW; and unit cost of urban travel (\( \mu \)) is 12 RMB/hour.

This study simulates the deployment of 500 EVs in Zhuhai’s Xiangzhou District in 2021. Figure 14 predicts the average daily charging demand during different years of the expansion plan. In Figure 14, the average charging requirement for the Xiangzhou District of Zhuhai City is shown on the y-axis, and the year is shown on the x-axis.

It can be deduced from Figure 13 that there are 58 chargers present in the city. The annual service intensity of the EV charging stations is \( \sigma > 1 \) in 2025, meaning that the quantity of chargers hardly fulfils the charging requirements of the EVs. In 2025, initial charging point locations must serve as the foundation for growth prospects. Additional charging points should indeed be constructed between 2027 and 2030, following the growth in 2025. Charging station expansion for different years is shown in Figure 14. Therefore, building charging points is sufficient to keep up with the advancement of the EVs. In order to achieve the location and ability with the cheapest expense and the greatest advantage, peak-regulation is also incorporated into the growth preparation. Additionally, the battery aging cost brought on by the extra cost and drain moments of the EV batteries engaging in V2G is taken into consideration, as well as the compensatory of the EVs engaging in peak-regulation.

Table 9 displays the simulation outcomes for the new extended area. The total social expense in the year preceding the growth was RMB 976.37 thousand, and the extensive
The overall social expense in the year following the growth was RMB 4635.50 thousand. The EV charging station will be able to meet the increased demand for charging over the next decade.

### 6. Conclusion

In this paper, long-term planning decisions and short-term hourly operational decisions were integrated to design an EVCS expansion problem. The proposed EVCS model is computationally challenging based on the cell size, hours, years, and different strategies set by the decision-makers. To reduce the computational complexity, the SAAT algorithm was combined with the APHA. Several algorithmic improvements, such as different variants of heuristics and local and global heuristics, were incorporated. As a result, the SAAT-APHA produced high-quality solutions in a short period of time to solve large-scale problems in real time. The impact of the uncertainty of vehicle charging percentages on the design of charging stations was revealed by computational experiments. The impact of the availability of different power sources, such as renewable energy, grid, and V-G power, on the system performance was analyzed. When a reduction of 40% in the availability of PG, renewable energy, and vehicle discharging percentage of V-G power were noticed, an additional 52.94%, 23.53%, and 14.70% of charging stations, respectively, occurred. Finally, the impact of the utilization of solar power on system performance was analyzed. It was observed that the use of renewable power easily managed the expansion plan. Therefore, the EV charging station efficiently handles difficult situations. The results and the model discussed in this paper will help decision-makers develop a sustainable transportation system in the future.

### Nomenclature

\( \gamma_{mk} \): Annual construction and maintenance cost of a charging station

---

**Table 9: Simulation results of the expansion plan for new locations.**

| Year   | Capacity | Construction and operation cost per year\(^*\) | Average waiting time queue cost per year\(^*\) | Aging cost of battery per year\(^*\) | Cost of time consumption per year\(^*\) | Peak regulation benefits\(^*\) | Yearly social cost of new station\(^*\) |
|--------|----------|-----------------------------------------------|-----------------------------------------------|-----------------------------------|---------------------------------|---------------------------------|---------------------------------|
| 2025   | 4 generators | 1853.5                                        | 0                                             | 18.61                             | 9.21                            | 7.53                            | 1795.73                         |
| 2027   | 3 generators | 1521.3                                        | 0.745                                         | 13.46                             | 6.73                            | 3.76                            | 1037.32                         |
| 2030   | 4 generators | 1900.7                                        | 0.317                                         | 18.36                             | 8.99                            | 7.29                            | 1802.45                         |
| **Total social cost of the new expansion** | **4635.50** | **4635.50** | **4635.50** | **4635.50** | **4635.50** | **4635.50** | **4635.50** |

\(^*\) indicates that the values are in thousands

---

**Figure 14: Average daily charging demand from 2021 to 2030.**
$e_{nk}$: Flow of electric vehicle at a cell
$c_{nkA}$: Hourly percentage of charged vehicle
$\beta$: Average power requirement of each vehicle
$\alpha$: Average power discharged from each vehicle
$d_{nk}$: Grid power available at cell
$h_{rn}$: Hourly percentage of discharged power of vehicle
$r_{nkA}$: Renewable power available at cell
$\gamma_{nk}$: Grid power available at cell
$\nu_{nk}$: Unit cost for producing solar power in hour
$\nu_{nk}$: Cost of PG electricity consumed by EV in hour
$\nu_{nk}$: Unit cost for V-G electric energy in hour
$m_{nk}$: Minimum power demand needed to open a type-I charging station
$m_{nk}$: Minimum power demand needed to open a type-II charging station
$b_{nk}$: Number of batteries present in type-I charging station
$j_{nk}$: Number of charging points available for batteries in year
$j_{nk}$: Number of discharging points available for batteries in year
$\Omega_{nk}$: Unit cost for storing battery in hour
$\eta_{nk}$: Unit profit of discharging battery in hour.

Sets

$S$: Set of station types (S$_1$-type-I and S$_2$-type-II)
$I$: Set of cells
$T$: Set of hours
$K$: Set of years
$A$: Set of scenarios
$N$: Number of cells.

Decision Variables

$D_{nka}$: Number of batteries demanded in $i^{th}$ cell
$F_{nka}$: Amount of energy storage at cell
$L_{nka}$: Number of batteries charging at cell
$Q_{nka}$: Number of fully charged batteries at cell
$B_{nka}$: Number of batteries discharging at cell
$Y_{nka}$: Demand of cell satisfied by V-G power
$E_{nka}$: Demand of cell satisfied through grid power
$R_{nka}$: Demand of cell satisfied by renewable power
$Z_{nka}$: Type of charging station
$P_{\alpha}$: Probability of scenario $\alpha \in A$.
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