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ABSTRACT
Industrial recommender systems have been growing increasingly complex, may involve diverse domains such as e-commerce products and user-generated contents, and can comprise a myriad of tasks such as retrieval, ranking, explanation generation, and even AI-assisted content production. The mainstream approach so far is to develop individual algorithms for each domain and each task. In this paper, we explore the possibility of developing a unified foundation model to support open-ended domains and tasks in an industrial recommender system, which may reduce the demand on downstream settings’ data and can minimize the carbon footprint by avoiding training a separate model from scratch for every task. Deriving a unified foundation is challenging due to (i) the potentially unlimited set of downstream domains and tasks, and (ii) the real-world systems’ emphasis on computational efficiency. We thus build our foundation upon M6, an existing large-scale industrial pretrained language model similar to GPT-3 and T5, and leverage M6’s pretrained ability for sample-efficient downstream adaptation, by representing user behavior data as plain texts and converting the tasks to either language understanding or generation. To deal with a tight hardware budget, we propose an improved version of prompt tuning that outperforms fine-tuning with negligible 1% task-specific parameters, and employ techniques such as late interaction, early exiting, parameter sharing, and pruning to further reduce the inference time and the model size. We demonstrate the foundation model’s versatility on a wide range of tasks such as retrieval, ranking, zero-shot recommendation, explanation generation, personalized content creation, and conversational recommendation, and manage to deploy it on both cloud servers and mobile devices.

1 INTRODUCTION
Recommender systems are indispensable to many mobile applications and have become increasingly complex nowadays. On one hand, an industrial recommender system is typically divided into a myriad of (sub)tasks. For example, there are tasks such as retrieval and ranking for deciding which contents to deliver to a user [6], tasks such as keyword highlighting and explanation generation for polishing the way the contents are presented [61], and even tasks such as trend forecasting and AI-assisted content production for enriching the supply of contents [18]. On the other hand, it is common for a single mobile application to have contents from diverse domains due to business expansion. For example, the recommendable contents in Taobao can be products, short videos or search queries, while Alipay also deals with multiple domains such as funds, mini-apps, articles, and search queries.

The mainstream paradigm to date remains developing independent algorithms for each subtask and building separate recommender systems for each domain. This begs the question: can we establish a single foundation model that has open-ended ability, i.e., the ability to support a potentially unlimited set of downstream tasks and domains in recommender systems after minimal adaptation? A foundation model for industrial recommender systems is attractive. First, improvements in a unified foundation model can directly translate to all tasks and all domains. It has been both empirically and theoretically demonstrated that an improvement in a single subtask alone may fail to bring any improvement in the system as a whole, e.g., in the case of bias reduction [51], which can be circumvented if we optimize the foundation model to improve the whole system. Second, a pretrained foundation model can reduce the need of task-specific data. This benefits settings where data are scarce, for example, when expanding a business into a new domain or testing novel business ideas such as interactive recommendation or personalized content creation. Third, a reusable foundation model could potentially reduce the carbon footprint. The compute-intensive pretraining stage need only be executed once and adaptation to downstream tasks is computationally lightweight, unlike the existing paradigm where intensive computation is involved in every task and every domain.

However, establishing a foundation model for recommender systems is challenging. It needs to support a wide range of domains and tasks with distinct characteristics, and faces strict restrictions on inference speed, memory consumption and storage requirement imposed by real-world systems.

In this paper, we extend our existing generative pretrained language model M6 [28–30] and present M6-Rec, a foundation model for recommender systems. We convert all tasks in recommender systems into either language understanding or language generation. Specifically, we collect anonymous user behavior data from recommender systems and store them as plain texts 1 such as “A male user in Beijing, who clicked product X last night and product Y this noon, was recommended product Z and did not click it.” We observe this text-based approach brings excellent zero/few-shot learning ability, thanks to the fact that M6 is pretrained on a comprehensive massive-scale corpus with well-designed objectives.

M6-Rec then makes several architectural changes to M6 for real-world deployment and for further reducing the carbon footprint. First, we propose option tuning, an improved variant of prompt tuning [22], in place of fine-tuning. It adds negligible task-specific parameters and makes no modification to the pre-trained model’s parameters, which alleviates catastrophic forgetting and makes it possible to deploy one single model for serving multiple tasks under

1We focus primarily on texts. However, it is straightforward to support images by converting an image into a sequence of tokens, as in DALL-E [40] and M6 [28].
Figure 1: The text infilling objective used by the pretraining procedure of M6. [MASK] represents an undetermined number of unknown tokens. [BOS] and [EOS] mean the beginning and the end of a sentence, respectively. The autoregressive language modeling loss is imposed on the outputs of the autoregressive region, and not on the bidirectional region.

Figure 2: We propose option tuning, a variant of prompt tuning that enjoys better convergence. It reuses the last few soft prompts to serve as the parameters of the softmax classification layer, namely soft options. The example in the figure has three soft prompts, two of which are soft options. It optimizes only the soft prompts and the special tokens such as [EOS], while freezing the remaining parameters.

a limited hardware budget via mixed-task inference [22]. Option tuning addresses prompt tuning’s slow convergence, and is able to outperform fine-tuning when combined with adapter tuning [15] despite tuning merely 1% parameters. Second, we implement a multi-segment variant of late interaction [19] when adapting M6-Rec to tasks that require low-latency real-time inference, where most of the heavy computation is pre-computed offline and cached. Finally, to make M6-Rec deployable on edge devices such as mobile phones, we further employ techniques such as parameter sharing [20], pruning [58], quantization [57], and early-exiting [16, 48] to reduce the model size and accelerate the inference speed.

In summary, our main contributions are:

- We present M6-Rec, a foundation model that not only supports sample-efficient open-domain recommendation, but also unifies all subtasks in a recommender system ranging from content supply, delivery, to presentation.
- We improve prompt tuning to outperform fine-tuning while remaining parameter-efficient, and share experiences of making M6-Rec deployable in real-world systems via late interaction, parameter sharing, pruning, and early-exiting.
- M6-Rec supports zero/few-shot learning and performs well in abundant tasks and domains, ranging from classic tasks such as retrieval and ranking, to novel use cases such as personalized product design and conversational recommendation, and is deployed on both cloud servers and edge devices.

2 RELATED WORK

In this section, we discuss the connection between M6-Rec and the existing works on recommender systems and pretrained models.

2.1 Pretraining for Recommendation

The existing works [52, 55, 56] on pretraining for recommendation are mainly about transferable user modeling, e.g., transferring knowledge from large-scale scenarios to scenarios with lesser data [60]. They have three major limitations:

First, the existing pretraining approaches for recommendation usually focus solely on behavior data and neglect non-behavior web corpora. We believe that the knowledge mined from large-scale web corpora can complement behavior data and help reduce the reliance on behavior data. For example, with the aid of web knowledge, a system may recommend turkeys when it is Thanksgiving even if we collect no click behaviors related to turkeys or Thanksgiving, i.e., in a zero-shot manner. We thus build M6-Rec upon M6 [28, 29], an existing language model pretrained on web corpora.

Second, the existing approaches typically require that pretraining and downstream tasks involve the same set of items due to the use of item IDs’ embeddings, which prevents them from getting wider adoption. We thus decide to avoid item IDs in M6-Rec by using items’ texts instead, and open up the possibility of open-domain recommendation where a target domain consists of unseen items.

Finally, the existing approaches deal only with scoring tasks, e.g., rating the compatibility between a user and an item, and ignore tasks that require generation, e.g., dialog-based recommendation where generating a text sentence is required. Our M6-Rec tackles this limitation by building upon M6, a generative language model.

2.2 Language Models as Foundations

Language models such as BERT [7], GPT [2, 38] and T5 [39] transfer knowledge from web corpora to downstream tasks and are thus deemed foundation models [1]. Most of them are built upon the Transformer [49] because its training paradigm is parallelizable and costs less time. There have been two recent trends in making language models more powerful foundations: (i) some researchers explore the scaling law and construct increasingly larger-scale models [11, 21, 30, 42, 46, 59, 62], and (ii) the others strive for the unification of multiple modalities [8, 28, 32, 37, 40, 44, 63].

However, the research on combining language models and user behavior data remains less developed. There are industrial works that fine-tune pretrained language models, for example based on BERT [33] or ERNIE [31, 69], to produce representations for text contents and search queries. Yet these works are limited in terms of supported domains and tasks, i.e., they target a single use case such as web searches and concern only scoring tasks, with no intention to support diverse domains or generation tasks.

The concurrent proof-of-concept work of Sileo et al. [43] shows that a pretrained model such as GPT-2 [38] does contain knowledge useful for recommendation, by using a text prompt to guide the non-finetuned GPT-2 to rank movies. We corroborate their findings and experiment with data from more domains.
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This is a female user in Beijing. Ten hours ago, the user clicked a product named 3D printed mask for a new handbag design. Three hours ago, the user purchased a product named Women’s Waterproof Hiking Boot. Which the user has clicked >10 times in the last two years [EOS].

Figure 3: The figure showcases our implementation of late interaction for click-through rate (CTR) prediction. To support tasks that emphasize low-latency real-time inference, M6-Rec pre-computes and caches the first L' layers' results, while computing the last L - L' layers for performing late interaction when the request arrives. A user’s features as a whole usually change frequently. We thus split a user’s features into finer-grained segments that are more static, e.g., by representing each clicked item as an individual segment, so that we can dynamically incorporate the user’s latest activities. The special token [BOS] before the user feature text and the two special tokens [EOS] [BOS] before the candidate feature text are omitted for clarity.

Figure 4: How to train M6-Rec using one single forward pass when option tuning and multi-segment late interaction are combined, rather than using separate forward passes for the multiple segments. This example has three soft prompts, two of which are soft options. The example user has two past behaviors, and we are predicting if the user will buy pants.

WebGPT [34] demonstrates that user behavior data are valuable for pretrained language models. Specifically, WebGPT collects human behavior data in a simplified text-based web browsing environment, and use the behavior data for teaching GPT-3 [2] how to browse the web when answering questions. Our work explores the opposite direction, i.e., we investigate if a pretrained language model can be a valuable foundation for behavior-related tasks.

2.3 Efficient Language Foundations

Low-latency inference is critical for a responsive user experience. Early exiting [16, 48] is a common technique for reducing the latency of deep models. Previous works [14, 53, 67] have adopted early exiting for BERT-like bidirectional language models, and we show in this work that it is also applicable to GPT-like autoregressive language models. Late interaction [19] is another alternative in settings where caching intermediate results are possible, which segments Transformer into a deep stage that precomputes intermediate representations and a shallow stage for performing feature interaction. Previous works [19, 69] consider the late interaction between two coarse-grained entities, and M6-Rec extends it to handle the interaction among multiple finer-grained segments.

Reducing the model size keeps hardware costs down and is mandated for resource-limited edge devices. Many strategies have been explored, e.g., parameter sharing [20], distillation [17, 41, 47, 50], pruning [5, 12, 58], and quantization [57]. Still, the existing tiny language models usually have over >10M parameters, while we estimate that it needs to be around 2M to avoid degrading the user experience when deploying a model to our users’ mobile phones.

Parameter-efficient adaptation introduces as few task-specific parameters as possible when adapting a pretrained model to downstream tasks. Zero-parameter methods that use text prompts perform worse than full-model fine-tuning, but enjoy the merits of few- and zero-shot learning [2]. Other methods, such as adapters [15], prefix tuning [27], and prompt tuning [22], attempt to minimize the performance gap when reducing the number of task-specific parameters, and it is convenient to deploy one single model for serving multiple tasks simultaneously with these methods. Concurrent to our work, He et al. [13] unify adapters and prefix tuning, and discover that combining the two brings performance comparable to fine-tuning. Some researchers [45] have reported the slow convergence issue of prompt tuning. We address the issue by adding soft options. We also observe competitive performance after combining adapters and prompt tuning, even though prompt tuning cannot be precisely incorporated into He et al.’s unified framework.

3 METHOD: M6-REC

Here we briefly describe M6-Rec’s backbone M6 and give examples on how M6-Rec converts recommendation-related tasks into language understanding or generation. We also propose option tuning and multi-segment late interaction for energy-efficient adaptation here, and share experiences on deploying M6-Rec to edge devices.
3.1 M6: An Industrial-Strength Backbone

M6 [28–30] is a series of visual-linguistic pretrained models. We choose M6 as our backbone, because (i) M6 supports both Chinese and English, (ii) M6 is a multi-modal model which aligns well with our plan to incorporate multi-modal features in the future, even though we primarily consider only texts in this paper for simplicity, and (iii) M6 has achieved widespread success in Alibaba Group’s ecosystem when deployed into real-world businesses.

We use the base version of M6 that has around 300M parameters, unless otherwise stated. M6-base consists of a single Transformer of \( L = 24 \) layers, \( H = 16 \) attention heads, and \( d = 1024 \) hidden states. It uses a sequence-to-sequence attention mask similar to UniLM [10], where the source sentence falls within a region that uses the bidirectional mask and the target sentence is in a follow-up region that uses the unidirectional mask (see Figure 1).

Pretraining of M6 consists of (i) a text infilling objective [23], which benefits downstream scoring tasks by providing the ability to assess the plausibility of a text or an event, and (ii) an autoregressive language generation objective, which is critical for downstream text generation tasks. M6 implements the infilling objective by masking small spans in a sentence and autoregressively generating the unmasked sentence given the masked one, whereas the language generation objective is implemented by masking the whole sentence. We have omitted the visual modality of M6 here for clarity.

3.2 Behavior Modeling as Language Modeling

We now illustrate how M6-Rec converts all downstream tasks into language understanding or generation tasks by representing user behavior data as natural language plain texts for fine-tuning.

**Scoring tasks.** The most common tasks in a recommender system are about scoring the plausibility of an event, for example, click-through rate (CTR) prediction or conversion rate (CVR) prediction where the goal is to estimate the probability of a user clicking or purchasing an item. M6-Rec expresses an example sample for CTR prediction as follows and sends it into M6’s Transformer:

\[
\text{[BOS]} \cdot \text{December. Beijing, China. Cold weather. A male user in early twenties, searched “winter stuff” 23 minutes ago, clicked a product of category “jacket” named “men’s lightweight warm winter hooded jacket” 19 minutes ago, clicked a product of category “sweatshirt” named “men’s plus size sweatshirt stretchy pullover hoodies” 13 minutes ago, clicked \ldots \text{[EOS]}}
\]

The text between \([BOS]\) and \([EOS]\) describes the user-side features, which corresponds to the first region of M6’s input, i.e., the bidirectional region in Figure 1. The text between \([BOS]\) and \([EOS]\) describes the features related with the candidate item as well as the features related with both the user and the candidate item, which corresponds to the second region of M6’s input, i.e., the autoregressive region in Figure 1. M6-Rec then uses the output vector of M6’s Transformer at \([EOS]\)’s position for summarizing the sample, sends the vector into a linear softmax classifier (which has two classes in the case of CTR prediction), and minimizes the cross-entropy loss.

**Generation tasks.** Content generation has become an important topic in modern recommender systems. M6-Rec uses the following plain text format to support both personalized product design [18] and explainable recommendation [61]:

\[
\text{[BOS]} \ldots \text{[EOS]} \text{[BOS]} \text{The user now purchases a product of category “...” named “...”}. \text{Product details: ... } \text{The user likes it because ... [EOS]}
\]

The omitted text between \([BOS]\) and \([EOS]\) describes the user’s attributes and past behaviors. The omitted text after “Product details: ...” is the detailed description of the product provided the seller. The product description is included here to provide basic facts for drafting an explanation text when making a recommendation decision. The omitted text after “because” is a brief sentence summarizing the user’s opinion on the product, mined from the user’s review using existing tools such as aspect-based sentiment analysis. The text after “because” serves as the ground-truth for explanation generation. Given a few samples of this format, M6-Rec tunes M6’s Transformer using the same autoregressive language modeling loss as that of the pretraining stage shown in 1.

**Generation task: explanation generation.** We provide the input text prior to and including the word “because” during inference, and let the model generate the follow-up text. We can then use the generated text as the explanation for the recommendation.

**Generation task: personalized product design.** This task is equivalent to filling in the two blanks in the text “[BOS] ... [EOS] [BOS] The user now purchases a product of category ___ named ___”. The model thus needs to predict the category name and the product’s title based on the user’s attributes and past behaviors, which helps us identify the keywords that the user may potentially be interested in. Explicitly providing the category can force M6-Rec to design a product of that category. We can further send the title into a text-to-image synthesis pipeline such as M6-UFC [63].

**Generation task: personalized search query generation.** M6-Rec implements it as filling in the blank of “[BOS] ... [EOS] [BOS] The user now searches the query ___” based on a user’s past behaviors.

**Generation task: conversational recommendation.** M6-Rec supports this task by marking the speaker of each sentence:

\[
\text{[BOS]} \ldots \text{[EOS]} \text{[BOS]} \text{USER: Hi! SYSTEM: What kind of movie do you like? USER: I like horror movies. SYSTEM: How about The Shining (1980)? ... [EOS]}
\]

We may put information about the user along with some basic facts between \([BOS]\) and \([EOS]\) if necessary.

**Zero-shot scoring tasks.** The format we described previously for scoring tasks works well if we have a few samples for training. However, it does not support zero-shot learning due to the need of training a classification layer. Fortunately, language models can estimate the likelihood of an event in a zero-shot manner, as long as the event is described in natural language. For example, to estimate

\[\text{We have tried mixing the user behavior texts into M6’s pretraining dataset and resuming pretraining on the mixed dataset. However, this extra pretraining step brought only marginal gains in many cases and is thus not used for simplicity.}\]
whether a user who clicks hiking shoes prefers trekking poles or yoga knee pads, we can construct the following two sentences:

[BOS'] A user clicks hiking shoes [EOS'] [BOS] also clicks trekking poles [EOS] [BOS'] A user clicks hiking shoes [EOS'] [BOS] also clicks yoga knee pads [EOS]

M6-Rec sends each sentence into M6’s Transformer and obtains the probability of each token. Let $p_1, p_2, p_1', p_2', p_3'$ be the output probabilities corresponding to token “trekking”, “poles”, “yoga”, “knee”, “pads”, respectively. M6-Rec compares the plausibility of the two events by comparing $\frac{\log p_1 + \log p_2}{2}$ and $\log p_1' + \log p_2' + \log p_3'$. Here we have normalized the log likelihood by the number of tokens.

M6-Rec supports other zero-shot tasks, such as building tag-based user profiles in a zero-shot manner, in a similar vein.

**Retrieval tasks.** Industrial recommender systems include a task called retrieval, also known as matching or candidate generation, which is executed prior to ranking tasks such as CTR and CVR prediction [6]. Retrieval is about retrieving a small subset of candidate items from a pool of millions or even billions of items, usually via k-nearest neighbor (kNN) search after projecting the users and items into a vector space. M6-Rec feeds the information of a user into M6’s Transformer using the following format:

[BOS'] December. Beijing, China. Cold weather. A male user in early twenties, searched “winter stuff” 23 minutes ago, clicked a product of category “jacket” named “men’s lightweight warm winter hooded jacket” 19 minutes ago, … [EOS'] [BOS] [EOS]

The output corresponding to [EOS'] is linearly projected into a 128-dimensional vector and $l_2$-normalized to form the vector’s representation $x$. An item’s text is fed into the model as follows:

[BOS'] [EOS'] [BOS] A product of category “boots” named “waterproof hiking shoes mens outdoor”. High CTR among the top 5%. Product details: … [EOS]

Again, the output at [EOS] is projected into a 128-dimensional vector and $l_2$-normalized to serve as the item’s vector representation $y$. We use two different learnable matrices for linearly projecting user vectors and item vectors, respectively. And $l_2$-normalization enables more accurate and efficient kNN search. M6-Rec uses contrastive learning to tune the model, by minimizing

$$\sum_{(x,y)} -\log \frac{\exp (x^Ty/\tau)}{\sum_{y' \in Y'} \exp (x^Ty'/\tau)},$$

where $(x, y)$ is a positive pair, for example if user $x$ has clicked item $y$, while $Y'$ is a set of randomly sampled items. Following the literature [64], we use the items in the same mini-batches to form $Y'$ and set the temperature hyperparameter $\tau$ to 0.07.

### 3.3 Late Interaction for Low-Latency Inference

Some components in recommender systems have a strict restraint on inference latency in order to meet users’ real-time needs. Techniques such as distillation [17, 41, 47, 50] and early exiting [53, 67] can avoid high latency, but cannot fully leverage a giant foundation model’s capacity since they reduce or use only a subset of parameters. We thus design multi-segment late interaction, an extended variant of the original late interaction [19], to cope with the issue.

We illustrate the design of multi-segment late interaction in Figure 3 using CTR prediction as an example. The core idea is to pre-compute and cache the computation results of the Transformer’s first $L'$ layers, and run the Transformer’s last $L - L'$ layers in real time when a user request arrives. We use $L - L' \leq 3$ for low latency.

M6-Rec with late interaction does not run the first $L'$ layers directly on the whole request when processing a request such as “Male. Clicked X. Clicked Y. Will click Z?”. Rather, it chunks the request into several segments, i.e., “Male”, “Clicked X”, “Clicked Y”, and “Will click Z?”. It processes the segments individually, and caches the segments’ results for future reuse. Segmentation brings high reusability. For instance, when processing another request such as “Female. Clicked Y. Will click Z?”, the already cached results of segment “Clicked Y” and segment “Will click Z?” are reused.

The first $L'$ layers do not model the interaction among the segments of a request. We hence concatenate these segments’ results precomputed by the first $L'$ layers to form a single sequence, and run the last $L - L'$ layers of M6’s Transformer on the said sequence to take the interaction into account. Note that the first token in every segment is always considered as if it is at position 1, because the segments are processed separately by the first $L'$ layers. As a result, we need to superimpose a set of learnable embeddings on the first $L'$ layers’ outputs to let the last $L - L'$ layers know which are from the first segment and which are from the second segment, etc., which is similar to how position embeddings work.

### 3.4 Option Tuning for Efficient Adaptation

We propose option tuning, which improves upon prompt tuning [22] by addressing the slow convergence issue reported by some researchers [45]. We then propose option-adapter tuning, which augments option tuning with adapters [15] and outperforms fine-tuning despite tuning orders of magnitudes less parameters.

Prompt tuning prepends the input sequence with a predetermined number of trainable embeddings that serve as “soft prompts” in place of the discrete text prompts used by GPT-3, and tunes the soft prompts for downstream adaptation while freezing the pretrained model’s parameters. Our variant of prompt tuning reuses the last $C$ soft prompts (depicted as “option embeddings” in Figure 2) to serve as the softmax classification layer’s parameters, where $C$ is the number of classes. Our approach empirically converges better than using a separate learnable linear classification layer. We name our approach option tuning, since it is in spirit providing the answer options in the soft prompts describing the downstream task.

We then combine option tuning and adapter tuning. Specifically, we add a low-rank adapter to the feedforward network (FFN) of every Transformer layer. That is, the feedforward network at the $l$-th layer $\text{FFN}^{(l)}(\cdot)$ of the Transformer is replaced by $\overline{\text{FFN}}^{(l)}(\cdot)$ as follows:

$$\overline{\text{FFN}}^{(l)}(Z) = \text{FFN}^{(l)}(Z) + j^{(l)} \cdot [\sigma(Z W_1^{(l)} + b_1^{(l)}) W_2^{(l)} + b_2^{(l)}],$$

where $Z \in \mathbb{R}^{B \times d}$ is the input of the FFN, $B$ is the batch size, and $j^{(l)} \in \mathbb{R}, W_1^{(l)} \in \mathbb{R}^{d \times r}, W_2^{(l)} \in \mathbb{R}^{r \times d}, b_1^{(l)} \in \mathbb{R}^{d}$, and $b_2^{(l)} \in \mathbb{R}^{d}$ are the trainable parameters of the adapter. Typically $r \ll d$. We name this hybrid approach option-adapter tuning.
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Figure 5: Performance on CTR prediction on AlipayQuery when the amount of data varies. M6-Rec-F and M6-Rec-P tune the model using fine-tuning and the variant of prompt tuning proposed by us (i.e. option-adapter tuning), respectively.

3.5 Model Compression for Mobile Devices

One of the frontiers of modern recommender system is edge computing, i.e., deploying algorithms on IoT devices or users’ mobile phones to ensure responsiveness and protect user privacy. However, edge devices have varying and usually limited resources.

To reduce the model size, we use MiniLM’s relation-based approach [50] to distill the 300M M6-base into a 10M tiny model which is named M6-Edge. Distillation is performed during the pretraining stage rather than the tuning stage. M6-Edge uses the same input-output schema and pretraining tasks as M6-base. M6-Edge has $L = 24$ layers, $H = 16$ attention heads, and 768 hidden states. It follows ALBERT [20] in that (i) the 24 layers share the same set of parameters and (ii) the token embeddings are linearly projected to a space of 768 dimensions from 128-dimensional embeddings.

We then perform a post-distillation pretraining step to further reduce the size and inference time of M6-Edge, using pruning and early exiting. We use gradual magnitude pruning [68] for unstructured weight pruning. For every embedding table and every linear layer, we gradually prune its weights lower than the minimum magnitude until reaching an 80% sparsity ratio, while the training loss is continuously optimized in the process. This reduces M6-Edge’s size from 10M to 2M. When early exiting at layer $k$, the outputs of the $k$-th layer instead of the final layer are used for training and inference. Let $L_k$ be the loss computed when exiting at layer $k$. In this post-distillation pretraining step, we follow the literature [67] and optimize the accumulated loss $\sum_{k=1}^L \frac{2^k}{L(x+1)} L_k$ instead of just $L_1$. The accumulated loss is also used for downstream tasks.

Some low-end devices can only afford one or two layers while other high-end ones may use more. Early exiting-based inference can use as many layers as possible depending on the hardware. We also perform 8-bit quantization [57] when deploying M6-Edge.

4 EXPERIMENTS

We benchmark M6-Rec on a comprehensive set of tasks, demonstrate its zero-shot learning ability, and conduct ablation studies.

4.1 Performance on Diverse Tasks

M6-Rec can outperform conventional methods in various stages.

4.1.1 Ranking. Most systems use a deep sequential model such as DIN [65] for CTR prediction. DIN stores most features values as integer IDs, learns the embeddings of the IDs, and models the interaction between features via attention modules. We compare M6-Rec with DIN. Both methods consider user behavior sequences and use text features such as item titles and category names.

Figure 6: Personalized product design for Taobao. M6-Rec generates the ideal product title based on a user’s past behaviors. The text-to-image synthesis pipeline of M6-UFC [63] is then used. M6-Rec predicts that this example user is a middle-aged housewife based on the user’s past behaviors.
Table 1: Performance on explainable recommendation. R1-P, R1-R, R1-F, R2-P, R2-R, and R2-F denote the Precision, Recall, and F1 scores of ROUGE-1 and ROUGE-2, and ↑ indicates higher scores are better while ↓ indicates the opposite.

| Explainability | Text Quality |
|----------------|-------------|
| Method         | FMR↑ | FCR↑ | DIV↓ | USR↑ | BLEU-1↑ | BLEU-4↑ | R1-P↑ | R1-R↑ | R1-F↑ | R2-P↑ | R2-R↑ | R2-F↑ |
| Transformer [49] | 0.10 | 0.01 | 3.26 | 0.00 | 9.71      | 5.97     | 19.68 | 11.94 | 14.11 | 2.10  | 1.39  | 1.55  |
| NRT [26]       | 0.12 | 0.07 | 2.93 | 0.17 | 12.93     | 9.26     | 21.03 | 13.57 | 15.56 | 2.71  | 1.84  | 2.05  |
| Att2Seq [9]    | 0.12 | 0.20 | 2.74 | 0.33 | 12.56     | 9.55     | 20.79 | 13.13 | 15.35 | 2.62  | 1.78  | 1.99  |
| PETER [25]     | 0.12 | 0.21 | 1.75 | 0.29 | 12.77     | 1.17     | 19.81 | 13.80 | 15.23 | 2.80  | 2.08  | 2.20  |
| ACMLM [35]     | 0.10 | 0.31 | 2.07 | 0.96 | 9.52      | 0.22     | 11.65 | 10.39 | 9.69  | 0.71  | 0.81  | 0.64  |
| NETE [24]      | 0.71 | 0.19 | 1.93 | 0.57 | 18.76     | 2.46     | 33.87 | 21.43 | 24.81 | 7.58  | 4.77  | 5.46  |
| PETER+ [25]    | 0.77 | 0.31 | 1.20 | 0.46 | 19.75     | 3.06     | 34.71 | 23.99 | 26.35 | 9.04  | 6.23  | 6.71  |
| M6-Rec         | **0.98** | **0.44** | **0.89** | 0.89 | **20.38** | **3.59** | **43.77** | **33.02** | **34.16** | **17.91** | **13.73** | **13.78** |

Table 2: Performance on click-through rate (CTR) prediction, measured in terms of AUC.

| Method     | Method Type          | Datasets       |
|------------|----------------------|----------------|
| DIN        | ID embeddings        | AlipayQuery↑ 0.7332 0.7611 |
| M6-Rec     | Text semantics       | TaoProduct↑ 0.7508 0.7995 |

Table 3: Performance on the kNN retrieval task in terms of HitRate@100, conducted on the AlipayMiniApp dataset. We report the performance on all the test cases as well as the performance on the test cases that involve unseen items, e.g., cases where users have searched new queries or cases where the candidate mini-apps do not appeared in the training set.

| Method     | Method Type          | Test Sets     |
|------------|----------------------|---------------|
| YouTubeDNN | ID embeddings        | All Items↑ 54.4% Unseen Items↑ fail |
| TwinBERT   | Text semantics       | All Items↑ 69.6% Unseen Items↑ 49.6% |
| M6-Rec     | Text semantics       | All Items↑ 74.1% Unseen Items↑ 57.0% |

Table 4: Performance on personalized content creation on dataset AlipayQuery, where the goal is to generate search queries in real time for recommending to a user.

| Metrics    | Dist-2↑ | Dist-3↑ | Dist-4↑ | BLEU-2↑ | BLEU-3↑ |
|------------|---------|---------|---------|---------|---------|
| KOBÉ       | 0.086   | 0.106   | 0.129   | 0.262   | 0.222   |
| M6-Rec     | **0.093** | **0.115** | **0.148** | **0.278** | **0.244** |

further shows that M6-Rec needs less than a million samples to outperform the baseline that requires hundreds of millions of samples.

4.1.2 Retrieval. We then use M6-Rec for the retrieval (aka. candidate generation) of mini-apps in Alipay based on users’ locations and past behaviors such as searching and visiting of mini-apps. We compare M6-Rec with TwinBERT [33] and YouTubeDNN [6].
Table 8: Ablation study of our tuning methods, i.e. option tuning and option-adapter tuning, on the CLUE benchmark using the distilled 10M M6-Edge. Adding soft options to prompt tuning leads to option tuning, and option-adapter tuning is equal to prompt tuning with soft options and adapters.

| Tuning Method      | #Params | Tasks          |
|--------------------|---------|----------------|
| Fine-Tuning        | 100%    | TNEWS↑ | IFLYTEK↑ | CSL↑ |
| Adapter Tuning     | 1%      | 0.542  | 0.574  | 0.825 |
| Prompt Tuning      | 1%      | 0.534  | 0.531  | 0.760 |
| Prompt Tuning (+Soft Options) | 1% | 0.544  | 0.565  | 0.813 |
| Prompt Tuning (+Soft Options +FFN Adapters)| 1% | 0.552  | 0.586  | 0.831 |

Figure 8: Effects of our modifications to prompt tuning, i.e., adding soft options and adapters. Option tuning outperforms prompt tuning, and option-adapter tuning outperforms all.

TwinBERT fine-tunes BERT for retrieval. And YouTubeDNN is a traditional baseline that maps feature values to IDs and produces user/item embeddings based on the IDs’ embeddings.

Table 3 shows that M6-Rec outperforms both baselines. Moreover, when the test cases contain feature values unseen during training, such as new search queries and new mini-apps, the ID-based YouTubeDNN fails, while M6-Rec still performs well.

We also tested M6-Rec in a live experiment, where we use M6-Rec in place of a TwinBERT-like baseline for retrieving mini-apps. M6-Rec achieved over 1.0% relative improvement online in terms of CTR and was fully deployed in Alipay’s system since July 2021.

4.1.3 Explanation Generation. We follow the setting used by PETER [25] strictly to measure M6-Rec’s performance on generating natural language explanations for justifying the decisions made by the recommender. Table 1 shows that M6-Rec performs far better than the baselines in terms of both explainability and text quality.

4.1.4 Personalized Content Creation. We explore two use cases here: (i) generating search queries for recommending to a user, and (ii) generating new product titles based on user behaviors which tell us what types of products may be popular among a user group and help us improve the product supply.

Table 4 proves M6-Rec’s ability to mine useful search queries, following the metrics used by KOBE [4]. Figure 6 then showcases some products of the clothing category designed by M6-Rec. Personalization makes it possible to discover contents catering to users’ niche interests and enriches the content supply for recommendation.

4.1.5 Conversational Recommendation. We experiment with dialog-based recommendation following the settings of KBRD [3] on dataset ReDial. Table 5 shows that M6-Rec makes responses closer to the ground-truth with higher lexical diversity than the baselines.

4.2 Zero-Shot Recommendation

The unique advantage of using a pretrained language model as the foundation is that it can judge the likelihood of any event by expressing the event in natural language. To corroborate this statement, in Figure 7 we verify M6-Rec’s ability to perform zero-shot ranking on three datasets of different domains, using the zero-shot method described in Subsection 3.2. Moreover, after fitting the language loss on a few samples, M6-Rec can match the performance of a traditional ID-based ranker trained on a million samples.

4.3 Effects of Late Interaction

Minimizing the latency of real-time inference is critical for some tasks such CTR prediction. In Table 6 we report the predictive performance and latency of M6-Rec after applying multi-segment late-interaction. By caching the immediate results pre-computed by the first $L' = 21$ layers, it needs to only compute the last $L - L' = 3$ layers when a request arrives. It thus enjoys a low latency similar to a distilled 3-layer student model, while incurs much less loss in terms of predictive performance than knowledge distillation.

4.4 Effects of Option-Adapter Tuning

Parameter-efficient tuning is vital to mobile phone deployment, where even one extra MB in the size can harm the user experience and serving many tasks using a shared model is preferred.

In Figure 8, we show that adding soft options to prompt tuning brings significantly better convergence. And Table 8 shows that the proposed option-adapter tuning is capable of outperforming even full-model fine-tuning, despite tuning only 1% parameters.

4.5 Effects of Compression for Mobile Devices

Beside the “cloud” rankers on our servers, our systems have additional “edge” rankers deployed on the users’ mobile phones. We distill a series of tiny language models named M6-Edge to serve as the foundation for the edge rankers, as described in Subsection 3.5. In Table 7, we show that M6-Edge outperforms public tiny language models\(^\text{3}\) of similar scales on the Chinese benchmark CLUE [54]. An edge ranker built upon M6-Edge has been successfully deployed in Alipay, which brings an around 0.4% increase in user clicks.

5 CONCLUSION

We have proposed M6-Rec, a framework that unifies various tasks in an industrial recommender system, generalizes to open-ended

\(^{3}\text{https://github.com/brightmart/albert_zh}\)
domains, and is capable of performing zero-shot learning. One future direction is to extend our framework to multimodal settings.
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Table 9: Statistics of the datasets used for ranking and retrieval. M6-Rec uses only a small subset of the training data when experimenting with TaoProduct, AlipayQuery, and AlipayMiniApp due to the limited hardware resources available for training, even though the baselines such as DIN and YouTubeDNN do use all training data. Please refer to the related works for the information on the other tasks’ datasets.

| Dataset            | Train  | Valid | Test  | #Items |
|--------------------|--------|-------|-------|--------|
| TaoProduct         | ≈500M  | ≈200k | ≈200k | ≈30M   |
| AlipayQuery        | ≈200M  | ≈200k | ≈200k | ≈5M    |
| AlipayMiniApp      | ≈300M  | ≈200k | ≈200k | ≈80M   |
| Amazon-Movie       | 411,946| 55,168| 44,362| 5,419  |
| Amazon-Cloth       | 93,912 | 11,866| 11,738| 17,254 |

A APPENDIX
A.1 Datasets
We provide here the information on the datasets collected in our real-world systems, whose statistics are listed in Table 9. Please refer to the related works for the information on the other datasets.

TaoProduct. It is collected from the ranking stage of one of the large-scale product recommender systems of the mobile application Taobao, which serves hundreds of millions of users per day. To avoid long training time, the negative samples, i.e., history records not clicked by users, are down-sampled by a factor of ten. The training data and the validation data are collected from day one to day seven, while the test set is constructed from the data of day eight. Infrequent items are filtered out, otherwise ID-based methods such as DIN will perform terribly on these cold items.

AlipayQuery. It is collected from the ranking stage of the search query recommender system of the mobile application Alipay. The negative samples are down-sampled by a factor of ten. The training data and the validation data are collected from day one to day seven, while the test set is constructed from the data of day eight. The user behaviors include the search queries and mini-apps that the users have previously interacted with, where infrequent queries and mini-apps are filtered out.

AlipayMiniApp. It is collected from a retrieval stage responsible for retrieving mini-apps in the mobile application Alipay. Mini-apps, also known as mini-programs, are lightweight apps with limited features that exist in a bigger main app that is Alipay in this case, and are developed by third-party developers instead of Alipay. The training set and the validation set are constructed from data sampled from the past thirty days, and the test set is constructed from data sampled from the following seven days. The number of items listed in Table 9 counts both search queries and mini-apps, after filtering out rare or noisy items. Due to the time gap between the training set and the test set, the test set contains a significant number of items not appeared in the training set. For example, there are many novel search queries in the test set.

A.2 Hyper-parameters
The maximum sequence length is set to 1,024. The low-rank adapters used by option-adapter tuning set the rank to \( r = \frac{d}{H} \), where \( d \) is the hidden size and \( H \) is the number of attention heads. The number of soft prompts is decided such that the total number of task-specific parameters account for roughly 1% of the whole model’s parameters unless otherwise specified, typically around 128. The global batch size is 128. We observe that fine-tuning and prompt-like tuning require different learning rates to achieve optimal performance. In particular, prompt-like tuning necessitates a larger learning rate, which is at least the case for M6. We thus use a learning rate of 0.00005 for fine-tuning, and use a learning rate of 0.0001 for prompt-like tuning including our option tuning and option-adapter tuning.

We train M6-Rec in a distributed manner on four machines, where each machine is equipped with eight Nvidia Tesla V100 GPUs. Each training step of a dense deep model such as M6-Rec takes far more time than that of a sparse shallow model such as DIN and YouTubeDNN. Therefore, M6-Rec uses only a small subset of the training data when running on TaoProduct, AlipayQuery, and AlipayMiniApp, even though the baselines such as DIN and YouTubeDNN do use all training data. Specifically, we sample the training data such that a training session of M6-Rec lasts no more than eighteen hours. The measurement of inference latency is also conducted on a V100 GPU, and the measurement includes the time spent on some miscellaneous overheads such as text preprocessing and embedding lookup.