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Abstract

Most of the policy evaluation algorithms are based on the theories of Bellman Expectation and Optimality Equation, which derive two popular approaches - Policy Iteration (PI) and Value Iteration (VI). However, multi-step bootstrapping is often at cross-purposes with and off-policy learning in PI-based methods due to the large variance of multi-step off-policy correction. In contrast, VI-based methods are naturally off-policy but subject to one-step learning. In this paper, we deduce a novel multi-step Bellman Optimality Equation by utilizing a latent structure of multi-step bootstrapping with the optimal value function. Via this new equation, we derive a new multi-step value iteration method that converges to the optimal value function with exponential contraction rate $O(\gamma^n)$ but only linear computational complexity. Moreover, it can naturally derive a suite of multi-step off-policy algorithms that can safely utilize data collected by arbitrary policies without correction. Experiments reveal that the proposed methods are reliable, easy to implement and achieve state-of-the-art performance on a series of standard benchmark datasets.

1 Introduction

Multi-step reinforcement learning (RL) is a set of methods that aim to adjust the trade-off of utilization between the observed data of rewards and the knowledge of future return. Recent advances on multi-step RL have achieved remarkable empirical success [9, 3]. However, one major challenge of multi-step RL comes from how to achieve the right balance between the two terms. Such a challenge can be regarded as a kind of data-knowledge trade-off in some sense. Particularly, a large bootstrapping step tends to quickly propagate the information in the data, while a small one relies more on the knowledge stored on the learned value function. The classical solution to address this issue is to impose a fixed prior distribution over every possible step, e.g., TD($\lambda$) [16], GAE($\lambda$) [15]. Such a solution often ignores the quality of data and on-going knowledge, which dynamically improves over the learning process. Besides, the prior distribution usually has to be tuned case by case.

Another issue related to multi-step RL is off-policy learning, i.e., its capability to learn from data from other behavior policies. Previous research on this is mainly conducted under the umbrella of Policy Iteration (PI) [16], with the goal to evaluate the value function of a target policy [13, 7, 12, 16, 15]. Despite their success, those methods usually suffer from certain undesired side effects of off-policy learning, e.g., high variance due to the product of importance sampling (IS) ratios, and the restrictive premise of being able to access both the behavior and the target policy (to compute the IS ratios). In contrast with PI, Value Iteration (VI) methods aim to approximate the optimal value function, by propagating the value of the most promising action [16, 17]. The good side is that these methods can safely use data from any behavior policy without any correction. However, it needs to conduct value propagation step-by-step, making them somewhat unnatural for multi-step learning.
In this paper, we aim to accelerate value iteration via multi-step bootstrapping. Specially, we deduce a novel multi-step Bellman Optimality Equation by utilizing a latent structure of multi-step bootstrapping with the optimal value function. Via this new equation, a novel multi-step value iteration method, named Greedy-Step Value Iteration, is derived. We theoretically show that the new value iteration method converges to the optimal value function. Moreover, the contraction rate is $O(\gamma^n)$ under some condition (and $O(\gamma^2)$ with a loose condition; $O(\gamma^1)$ in the worst case), while the computational complexity is linear. To the best of our knowledge, this is the first multi-step value iteration method that converges to the optimal value function with an exponential rate while with linear computation complexity. Besides, we theoretically show that the new operator is unbiased with data collected by any behavior policy. Therefore, it naturally derives multi-step off-policy RL algorithms which are able to utilize off-policy data collected by the arbitrary policy safely. Moreover, experiments reveal that the proposed algorithms are reliable, easy to implement, and achieve state-of-the-art performance on a series of standard benchmark datasets.

2 Preliminaries

A Markov Decision Processes (MDP) is described by the tuple $(\mathcal{S}, \mathcal{A}, \mathcal{T}, r, \gamma)$. $\mathcal{S}$ is the state space; $\mathcal{A}$ the action space; $\gamma \in (0, 1)$ is the discount factor; $\mathcal{T}$ is the transition function mapping $s, a \in \mathcal{S} \times \mathcal{A}$ to distributions over $\mathcal{S}$, denoted as $\mathcal{T}(\cdot|s, a)$. $r$ is the reward function mapping $s, a$ to distribution over $\mathbb{R}$, denoted as $r(\cdot|s, a)$. A deterministic/stochastic MDP is defined as a MDP with deterministic/stochastic transition function $\mathcal{T}$ and reward function $r$. A discrete/continuous MDP is defined as a MDP with discrete/continuous state space $\mathcal{S}$ and action space $\mathcal{A}$.

Our goal is to find actions which can bring largest return, which is defined as the accumulated reward from timestep $t$, i.e., $R_t = \sum_{n=0}^{\infty} \gamma^n r_{t+n}$. The value function of a policy $\pi$ is defined as the expected return by executing policy $\pi$, $Q^\pi(s, a) \triangleq \mathbb{E}[R_t|s_t = s, a_t = a, \pi]$. The Bellman Expectation Operator is defined as

$$(B^*Q)(s, a) \triangleq \mathbb{E}_{r_{t+1}} \left[ r_t + \gamma \max_{a_{t+1}} Q(s_{t+1}, a_{t+1}) \right]_{s_t = s, a_t = a}$$

Value-based RL methods aims to approximate the optimal value function $Q^*(s, a) = \max_\pi Q^\pi(s, a)$. Solving the optimal value function $Q^*$ is a non-trivial task. This task can be achieved by iteratively applying Bellman Optimality Operator, which is defined as

$$(BQ)(s, a) \triangleq \mathbb{E}_{r_{t+1}} \left[ r_t + \gamma \max_{a_{t+1}} Q(s_{t+1}, a_{t+1}) \right]_{s_t = s, a_t = a}$$

The optimal value function $Q^*$ satisfies the Bellman Optimality Equation, $Q^* = BQ^*$, with the equality holds component-wise.

3 Greedy-Step Value Iteration

Value iteration looks forward for one-step, and then chooses the largest estimated value among various actions to update the value function.

$$Q_{k+1}(s, a) = \mathbb{E}_{s'} \left[ r(s, a) + \gamma \max_{a'} Q_k(s', a') \right]$$

We aim to accelerate the process of value iteration by rollout behavior policy for multiple steps. Our new method, named Greedy-Step Value Iteration, is updated in the following way.

$$Q_{k+1}(s_0, a_0) = \mathbb{E}_{s_1} \left[ \max_{\tau \in \bar{T}} \max_{1 \leq n \leq N} \mathbb{E}_{r_{1:n}} \left[ \sum_{t=0}^{n-1} \gamma^t r(s_t, a_t) + \gamma^n \max_{a_n} Q_k(s_n, a_n') \right] \right]$$

where $\bar{T}$ is the set of behavior policies; $\tau_{s_1}^{1:n} = (a_1, s_2, a_2, \cdots, s_n)$ is the trajectory starting from $s_1$; and $\tau_{s_1}^{1:n} \sim \pi$ means sample trajectory according policy $\pi$. As the equation implies, it looks forward by rolling-out various behavior policies with multiple steps, then greedily chooses the largest estimated value among various behavior policies, actions, and steps. The intuition behind
Algorithm 1 Greedy-Step Value Iteration

**Input:** set of behavior policies $\tilde{\Pi}$; the maximal bootstrapping step $N$.

**Initialize:** initial value function $Q_0 \in \mathbb{R}^{|S| \times |A|}$, $\epsilon$, $k = 0$.

**repeat**

$Q_{k+1} \leftarrow G^N_{\tilde{\Pi}} Q_k$

$k \leftarrow k + 1$

until $\|Q_k - Q_{k-1}\|_\infty \leq \epsilon$

**Output:** $Q_k$

This operation is that, it can quickly look forward to acquire future high-credit information. In this way, it can bridge a highway allowing unimpeded flow of high-credit information across horizons. Algorithm 1 shows the Greedy-Step Value Iteration algorithm.

This new value iteration converges to the fixed point of the optimal value function $Q^*$, which leads to a novel multi-step Bellman Optimality Equation. Let us define the Greedy-Step Bellman Optimality Operator $G^N_{\tilde{\Pi}}$ (Greedy-Step Operator),

$$G^N_{\tilde{\Pi}} Q(s_0, a_0) \triangleq \mathbb{E}_{s_1} \left[ \max_{\pi \in \tilde{\Pi}} \max_{1 \leq n \leq N} \mathbb{E}_{r_{1:n} \sim \pi} \left[ \sum_{t=0}^{n-1} \gamma^t r(s_t, a_t) + \gamma^n \max_{a'_n} Q(s_n, a'_n) \right] \right]$$

**Theorem 1** (Greedy-Step Bellman Optimality Equation (Greedy-Step Equation) ) For any set of behavior policies $\tilde{\Pi}$, $N \geq 1$, we have $Q^* = G^N_{\tilde{\Pi}} Q^*$, i.e.,

$$Q^*(s_0, a_0) = \mathbb{E}_{s_1} \left[ \max_{\pi \in \tilde{\Pi}} \max_{1 \leq n \leq N} \mathbb{E}_{r_{1:n} \sim \pi} \left[ \sum_{t=0}^{n-1} \gamma^t r(s_t, a_t) + \gamma^n \max_{a'_n} Q^*(s_n, a'_n) \right] \right] (5)$$

**Proof:** Our operator can be rewritten as

$$G^N_{\tilde{\Pi}} Q = \max_{\pi \in \tilde{\Pi}} \max_{1 \leq n \leq N} (B^\pi)^{n-1} BQ.$$

As $(B^\pi)^{n-1} BQ^* = (B^\pi)^{n-1} Q^* \leq Q^*$ for any $\pi$ (the equivalence holds when $n = 1$), we get

$$\max_{\pi \in \tilde{\Pi}} \max_{1 \leq n \leq N} (B^\pi)^{n-1} BQ^* = Q^*.$$

This equation provides a novel equation for obtaining the optimal value function $Q^*$.

---

Figure 1: A simple $N$-horizon MDP problem with two behavior policies. The horizon between $s_A$ and $s_F$ is $N$. The rewards are zero if not specified.
Our method converges faster when the behavior policy performs well over a period. We first give an intuitive example here and give a formal analysis in Section 3.1. Take the $N$-horizon problem in Fig. 1 as an example, our method only requires 2 iterations to obtain the optimal value function, while classical value iteration requires $N$ iterations.

### 3.1 Theoretical Analysis

We make analysis with the following results. 1) Solving the equation leads to the optimal value function; 2) The iteration process with the operators converges to the optimal value function; 3) The operators converge faster than the traditional operator. We consider finite state and action space. Note that, all these results hold for any set of behavior policies $\tilde{\Pi}$, $N \geq 1$.

**First**, we show that solving the Greedy-Step Equation leads to the optimal value function.

**Lemma 1** (Contraction) For any value function $q, q' \in \mathbb{R}^{|S||A|}$, we have $\|G_\Pi^N q - G_\Pi^N q'\| \leq \|Bq - Bq'\| \leq \gamma \|q - q'\|$. 

**Proof:**

\[
\|G_\Pi^N q - G_\Pi^N q'\| = \max_{s \in S} \max_{1 \leq \pi \leq N} (B^\pi)^{n-1} B q - \max_{s \in S} \max_{1 \leq \pi \leq N} (B^\pi)^{n-1} B q' \\
\leq \max_{s \in S} \max_{1 \leq \pi \leq N} \| (B^\pi)^{n-1} B q - (B^\pi)^{n-1} B q' \| \\
\leq \max_{s \in S} \max_{1 \leq \pi \leq N} \gamma^{n-1} \| Bq - Bq' \| \\
\leq \gamma \| q - q' \|
\]

\[\square\]

**Theorem 2** (Greedy-Step Bellman Optimality Equation) For any value function $Q \in \mathbb{R}^{S|A|}$, we have that $Q = Q^*$ if and only if $Q$ satisfies Greedy-Step Equation, i.e., $Q = G_\Pi^N Q$.

Then, we show that the value iteration process with the Greedy-Step Operator $G_\Pi^N$ converges to the optimal value function $Q^*$.

**Theorem 3** $\lim_{k \to \infty} \|(G_\Pi^N)^k Q_0 - Q^*\| = 0$.

Next, we compare the convergence speed of our operator with that of the classical Bellman Optimality Operator $B$.

**Theorem 4** (Faster contraction) $\|G_\Pi^N q - Q^*\| \leq \|Bq - Q^*\|$. 

This theorem implies that our operator always converges faster than the Bellman Optimality Operator.

**Theorem 5** (Exponential contraction rate) Let $S^\pi_{s,n}$ denote the set of states that the policy $\pi$ can visit within $n$ steps, starting from state $s$. Assume that $q \leq Q^*$. If for any $s \in S$ there exists one policy $\pi \in \tilde{\Pi}$ such that $\pi(s') = \pi^*(s')$ for any $s' \in S^\pi_{s,n}$, then the contraction rate of $G_\Pi^N$ is $O(\gamma^{n+1})$, i.e., $\|G_\Pi^N q - Q^*\| \leq \gamma^{n+1} \|q - Q^*\|$. 

Specially, if for any $s \in S$ there exists one policy $\pi \in \tilde{\Pi}$ such that $\pi(s) = \pi^*(s)$, then the contraction rate of $G_\Pi^N$ is $O(\gamma^2)$.

This theorem provide a sufficient condition for exponential contraction rate – if there exists one behavior policy executes the optimal action over a period, then the convergence speed can be fasten. Note that we require one behavior policy to execute the optimal action one not on all states but only on a small subset of states that the optimal policy can visit within a period.
With environment models, the value functions can be updated by

\[ G_{\hat{\Pi}}^N q = \max_{\pi \in \hat{\Pi}} \max_{1 \leq n \leq N} (B^n)^{n-1} B q \]

As can be seen, it does not require making expectation. Instead, it takes the maximum one over

\[ V(s) \]

where

\[ \hat{\Pi} \]

First, if

\[ \pi(s_t) = \pi^*(s_t) \text{ for any } s_t \]

(1 \leq t \leq n) in \( \tau^{s_1} \sim \pi^* \), then

\[ G_{\hat{\Pi}}^N q \]

\[ \geq \max_{\pi \in \hat{\Pi}} (B^n)^n B q \]

Finally, with the results above, we have

\[ \| G_{\hat{\Pi}}^N q - Q^* \| \]

\[ \leq \| B^{n+1} q - Q^* \| \]

\[ \pi \]

\[ \max_{\pi \in \hat{\Pi}} \gamma^{n+1} \| q - Q^* \| \]

\[ = B^{n+1} q \]

Proof: First, if \( q \leq Q^* \), then \( G_{\hat{\Pi}}^N q \leq Q^*, B^n q \leq Q^* \).

Second, if for any \( s_1 \in \mathcal{S} \) there exists one policy \( \pi \in \hat{\Pi} \) such that \( \pi(s_t) = \pi^*(s_t) \) for any \( s_t \)

(1 \leq t \leq n) in \( \tau^{s_1} \sim \pi^* \), then

\[ G_{\hat{\Pi}}^N q \]

\[ \geq \max_{\pi \in \hat{\Pi}} (B^n)^n B q \]

\[ = B^{n+1} q \]

Finally, with the results above, we have

\[ \| G_{\hat{\Pi}}^N q - Q^* \| \]

\[ \leq \| B^{n+1} q - Q^* \| \]

\[ \pi \]

\[ \max_{\pi \in \hat{\Pi}} \gamma^{n+1} \| q - Q^* \| \]

\[ \leq \gamma^{n+1} \| q - Q^* \| \]

\[ \square \]

4 Method

In this section, we first present how to conduct Greedy-Step Value Iteration in model-based setting and then show how to extend to model-free setting.

**Model-based RL.** Without loss of generality, we present iteration method with state value function \( V \).

\[ V_{k+1}(s_0) = \max_{a_0} E_{s_1} \left[ \max_{\pi \in \hat{\Pi}} \max_{1 \leq n \leq N} E_{r_t; s_1 \sim \pi} \left[ \sum_{t=0}^{n-1} \gamma^t r(s_t, a_t) + \gamma^n V_k(s_n) \right] \right] \]

With environment models, the value functions can be updated by

\[ V_{k+1} = \max_{a} \max_{\pi \in \hat{\Pi}} \max_{1 \leq n \leq N} \left[ R^a + \sum_{i=0}^{n-2} \gamma (\gamma T^\pi)^i R^a + \gamma T^a (\gamma T^\pi)^{n-1} V_k \right] \]

where \( V_k \) is a \( |\mathcal{S}| \times 1 \) column vector value function; \( R^a, R^\pi \) is a \( |\mathcal{S}| \times 1 \) column vector of rewards for action \( a \) or policy \( \pi \); \( T^a, T^\pi \) is a \( |\mathcal{S}| \times |\mathcal{S}| \) matrix of transition probability for action \( a \) or policy \( \pi \). Note that the matrix \( \sum_{i=0}^{n-2} \gamma (\gamma T^\pi)^i, \gamma T^a (\gamma T^\pi)^{n-1} \) are fixed during iteration process, which means that it can be computed in advance. Therefore, the computation complexity of each iteration is \( O(|\mathcal{A}| |\hat{\Pi}| |\mathcal{S}|^2) \).

**Model-free RL.** Note that all the theorems of the new properties hold for any set of behavior policies \( \hat{\Pi} \). This means that we can learn with any off-policy data without additional correction. The difficulty is that it requires taking expectation over different horizon \( n \) and then taking the maximum one. However, taking expectation can be avoided in deterministic MDP. We first define a generalized operator \( \hat{G}_{\hat{\Pi}}^N \) for deterministic MDP.

\[ \hat{G}_{\hat{\Pi}}^N Q(s_0, a_0) = \max_{\pi \in \hat{\Pi}} \max_{1 \leq n \leq N} \max_{a_{i+1}} \left[ \sum_{t=0}^{n-1} \gamma^t r(s_t, a_t) + \gamma^n \max_{a'_{n+1}} Q(s_n, a'_{n+1}) \right] \]

As can be seen, it does not require making expectation. Instead, it takes the maximum one over different horizon along a trajectory, and then search over all possible trajectories.

**Theorem 6** Under deterministic MDP, the operator \( \hat{G}_{\hat{\Pi}}^N \) is also a contraction on the optimal value function \( Q^* \).
We now discuss several components of the new algorithms.

APPENDIX Section A.1.3 for more detail.

which decide the maximal horizon that the algorithm looks forward in time. Larger $Q$ where $D$ where $θ$ is the parameter $θ$ is optimized through the following loss function:

$$\mathcal{L}(θ) = E \left[ Q_{θ}(s_t, a_t) - \max_{τ_{s_t, a_t} \in D_{s_t, a_t}} \max_{1 \leq n \leq N} \left( \sum_{i=0}^{n-1} γ^i r_{t+i} + γ^n \max_{a_{t+n}} Q_k (s_{t+n}, a_{t+n}) \right) \right]^2$$

where $Q_{θ'}$ is the target network parametrized by $θ'$, which is copied from $θ$ occasionally. The resulted algorithm is named Greedy-Step DQN, presented in APPENDIX A Algorithm 1.

For continuous MDP, the value function $Q_θ(s, a)$ is parametrized by the deep neural network (DNN). The parameter $θ$ is optimized through the following loss function:

$$\mathcal{L}(θ) = E \left[ Q_{θ}(s_t, a_t) - \max_{τ_{s_t, a_t} \in D_{s_t, a_t}} \max_{1 \leq n \leq N} \left( \sum_{i=0}^{n-1} γ^i r_{t+i} + γ^n \max_{a_{t+n}} Q_k (s_{t+n}, a_{t+n}) \right) \right]^2$$

where $Q_{θ'}$ is the target network parametrized by $θ'$, which is copied from $θ$ occasionally. The resulted algorithm is named Greedy-Step DQN, presented in APPENDIX A Algorithm 1.

Note that our Greedy-Step Q learning and Greedy-Step DQN can employ any trajectory data $τ$ collected by arbitrary policy $π$. This is because Greedy-Step Operator can converge with any set of behavior policies $Π$ (as stated in Section 3.1). Together with multi-step bootstrapping, we have proposed a novel multi-step off-policy algorithm. Our new proposed algorithms have several advantages than the existing multi-step off-policy methods. 1) It does not involve importance sampling. Only the maximization operation is conducted to approximate the optimal value function. 2) Accordingly, it does not require knowing the behavior nor the target policy, as it does not need to calculate the importance ratio $π_{target}(a|s)/π_{behavior}(a|s)$. 3) Besides, it does not impose any restriction on the behavior policy nor the target policy. For example, existing methods often require the target policy has positive probability on the action [2, 13, 12], or the target and the behavior policy are sufficiently close to each other [7].

4.1 Discussion

We now discuss several components of the new algorithms.

**Overestimation.** For continuous MDP with function approximation, the greedy-step return may lead to an overestimation issue as it greedily chooses the maximal returns. We found our methods performed well with Double DQN in practice. Fortunately, abundant approaches have been proposed to address this issue, such as Double DQN [8, 20] and Maxmin DQN [11]. In this paper, we use Maxmin DQN to extend our method, as it is simple and can be easily fitted to our method. Maxmin DQN setups several target networks and use the minimal one as the estimate, i.e., $Q(s, a) = \min_{m \in \{1, \ldots, M\}} Q_{θ_m}(s, a)$, where $θ_m$ is the parameter of $m$-th target network.

**Hyperparameter.** The maximal bootstrapping step $N$ is the main hyperparameter of our algorithm, which decides the maximal horizon that the algorithm looks forward in time. Larger $N$ can allow faster information propagation but tends to suffer from the overestimation issue. However, such an issue can be well addressed by the overestimation reduction techniques above. In practice, we set $N = T - t$, which is the horizon between the current timestep until the end of the trajectory. This means that the algorithm will look forward in time until the end of the epoch. Especially in reward delay task which only provides a reward at the end, our method can sufficiently exploit its superiority.

**Computation Complexity.** Greedy-Step DQN requires maximization over $N$ values for each of the batch data. Two measures can be used to highly accelerate the computation process. First, the greedy-step return at timestep $t$ can be computed iteratively based on the result at the next timestep $t + 1$.

$$\max_{1 \leq n \leq T - t} R^Q_n(τ_{s_t, a_t}) = r_t + γ \max_{a_{t+1}} Q(s_{t+1}, a_{t+1}), \max_{1 \leq n \leq T - (t+1)} R^Q_n(τ_{s_{t+1}, a_{t+1}})$$

See APPENDIX A for the proof. By this equation our method only needs to do maximization between two adjacent values instead of the values over the entire trajectory. Second, we sample a complete trajectory and use the equation above to compute the result iteratively for each state-action. In our implementation, our Greedy-Step DQN requires almost equal training time with DQN. See APPENDIX Section A.1.3 for more detail.
5 Related Work

Most methods on multi-step RL are mainly conducted under the umbrella of policy evaluation, whose goal is to evaluate the value of a target policy. This goal naturally allows multi-step bootstrapping. Formally, the underlying operator, Multi-Step On-Policy Bellman Operator, is defined as

\[
(\hat{B}^N_\pi Q)(s, a) \triangleq \mathbb{E}_{\tau_{s,a}^\pi} \left[ \sum_{n=0}^{N-1} \gamma^n r_{t+n} + \gamma^N Q(s_{t+N}, a_{t+N}) \bigg| s_t = s, a_t = a \right] \tag{8}
\]

The related implementations include multi-step SARSA [16], Tree Backup [13], Q(\sigma) [2], and Monte Carlo methods (can be regarded as \(\infty\)-step SARSA). Such \(N\)-step bootstrapping can be mixed through exponentially-decay weights as \(N\) increases, known as \(\lambda\)-returns [16, 15, 22]. The corresponding operator is defined as \(\hat{B}^\lambda_\pi \triangleq (1 - \lambda) \sum_{n=1}^{\infty} \lambda^n \hat{B}^N_\pi\). Sahil et al. [14] proposed a generalization of \(\lambda\)-returns, named weighted-returns [14]. This method assigns a weight to each bootstrapping step \(N\), \(\hat{B}^w_\pi \triangleq \sum_{N=1}^{\infty} w_N \hat{B}^N_\pi\), where \(\sum_{N=1}^{\infty} w_N = 1\). Our method can also be regarded as a special case of weighted-returns, where the weights \(w\) is adaptively adjusted by
\[
w_N = \begin{cases} 1 & \text{if } N = \arg \max N, \hat{B}^Q_\pi(\tau_{s,a}) \\ 0 & \text{otherwise} \end{cases}.
\]

Roughly, the bootstrapping step \(N\), the decay factor \(\lambda\), and the weights \(w\) represents the prior knowledge or our bias on the bootstrapping step, and usually has to be tuned in a case-by-case manner. While our method can adaptively adjust the bootstrapping step according to the quality of the data and the learned value function.

Although these policy evaluation-based methods can easily conduct multi-step learning, they usually require additional correction operation for off-policy data collected from other behavior policies. It is classical to use importance sampling (IS) correction,

\[
(\hat{B}^N_{\pi, \sigma} Q)(s, a) \triangleq \mathbb{E}_{\tau_{s,a}, \sigma} \left[ \sum_{n=0}^{N-1} \gamma^n \zeta_{t+n}^{\pi, \sigma} r_{t+n} + \gamma^N Q(s_{t+N}, a_{t+N}) \bigg| s_t = s, a_t = a \right] \tag{9}
\]

where \(\zeta_{t+n}^{\pi, \sigma} \triangleq \prod_{t'=t+1}^{t+n} (a_{t'}|s_{t'})\pi(a_{t'}|s_{t'})\) is the importance sampling (IS) ratio. The multiple product terms of IS make the value suffer from high variance. Such issue has motivated further variance reduction techniques, e.g., TB(\(\lambda\)) [13], Q(\(\lambda\)) [7], Retrace(\(\lambda\)) [12]. However, these methods are often limited with the restriction on the distance between the target and the behavior policy. Besides, for these methods, we need to know not only the trajectory but also the behavior policy, i.e., the likelihoods of choosing the behavior action of the behavior policy, \(\pi^*(a_t|s_t)\). Our work does not need additional correction and can safely utilize arbitrary data.

There also exists works that follow the idea of value iteration. Efroni et al. [6] proposed methods to search over action space over multiple steps. However, this problem is intractable in computation and they take it as a surrogate MDP problem [19]. While our methods search over the various rollout data of various behavior policies. Horgan et al. [9] combined the multi-step trajectory data and the estimated value of the most promising action [9, 3], which can also be regarded as a type of value iteration. Such methods are simple and have shown promising results in practice. However, it is not clear what the value function learns. We analyze the convergence properties of the underlying operator, multi-step optimality operator \(\hat{B}^N_{\pi}\), which is defined as

\[
\hat{B}^N_{\pi} Q(s_0, a_0) \triangleq \max_{\pi \in \Pi} \mathbb{E}_{\tau'_{s_0,a_0} \sim \pi} \left[ \sum_{t=0}^{N-1} \gamma^t r(s_t, a_t) + \gamma^N \max_{a'_{N}} Q(s_N, a'_{N}) \right]
\]

| Operator | Converge to | Contraction Rate | NOT requiring off-policy correction | NOT requiring knowing policy | Support adaptively adjusting step size |
|-----------|------------|-----------------|-------------------------------|---------------------------|------------------------------------|
| One-Step Optimality Operator \(\hat{B}\) | \(Q^*\) | \(\gamma\) | ✓ | ✓ | × |
| Multi-Step Optimality Operator \(\hat{B}^N_{\pi}\) | \(Q^*_N \subseteq Q^*\) | \(\gamma^N\) | ✓ | ✓ | × |
| Multi-Step On/Off-Policy Operator \(\hat{B}^N_{\pi, \sigma}\) | \(Q^\sigma\) | \(\gamma (\gamma^A, \gamma^N \text{ under some conditions})\) | ✓ | ✓ | ✓ |
| Greedy-Step Operator \(\hat{G}^N_{\pi}\) | \(Q^*\) | \(\gamma (\gamma^A, \gamma^N \text{ under some conditions})\) | ✓ | ✓ | ✓ |

Table 1: Properties of the operators.
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Lemma 2 For any two vectors \( q, q' \in \mathbb{R}^{|S||A|} \), \( N \geq 1 \), \( \|B^N q - B^N q'\| \leq \gamma^N \|q - q'\| \).

Theorem 7 (the fix point of multi-step optimality operator \( B^N_\Pi \)) Let \( Q^*_N \) denote the fix point of \( B^N_\Pi \), i.e., \( B^N_\Pi Q^*_N = Q^*_N \). For any \( N \geq 2 \), \( Q^*_N \leq Q^* \). If for any \( s_0 \in S \) there exists one policy \( \pi \in \hat{\Pi} \) such that \( \pi(s_t) = \pi^*(s_t) \) for any \( s_t (0 \leq t \leq N) \) in \( \tau_{s_0} \sim \pi^* \), then \( Q^*_N = Q^* \).

The theorems above imply that multi-step optimality operator \( B^N_\Pi \) converges faster than Bellman Optimality Operator \( B \) does. However, it generally converges to a suboptimal value function — converging to optima only happens when all the behavior policies are optimal, which is almost never guaranteed in practice.

In summary, our Greedy-Step Operator \( Q^N_\Pi \) can converge to the optimal value function with a rate of \( \gamma \) (or \( \gamma^N \) with some condition). It does not require off-policy correction and only requires access to the trajectory data while not necessary the behavior policy \( \pi \) (i.e., the policy distribution \( \pi(\cdot|s) \)). Furthermore, it can adaptively adjust the step size by the quality of the trajectory data. To the best of our knowledge, none of the existing operators own all of these properties together. We summarize the properties of all the referred operators in Table 1.

### 6 Experiment

We designed our experiments to investigate the following questions. 1) Can our methods Greedy-Step DQN (Greedy-Step Q learning) improve previous methods, DQN (Q learning)? How does it compare with the state-of-art algorithm? 2) What is the effect of the components of our methods, e.g., the overestimation reduction technique? 3) How does our algorithm behave in practice? For example, What are the sizes of the bootstrapping steps during the training phase?

We implement our algorithms, Greedy-Step Q learning and Greedy-Step DQN, by extending Q learning and Maxmin DQN respectively. For all tasks, we set the maximal bootstrapping step \( N = T - t \), which is the length between the current timestep and the end of the trajectory.

We choose DQN and Maxmin DQN as baselines. We also compare with several state-of-the-art multi-step off-policy methods. Multi-Step DQN: a vanilla multi-step version of Q learning without any off-policy correction [9, 3]. Multi-Step SARSA: a classical one-step on-policy algorithm [16]. All the proposed methods adopt the same implementations to ensure that the differences are due to the algorithm changes instead of the implementations. We reused the hyper-parameters and settings of neural networks in [11], in which the learning rate was chosen from \([3 \times 10^{-3}; 10^{-3}; 3 \times 10^{-4}; 10^{-4}; 3 \times 10^{-5}]\). For our Greedy-Step DQN, the number of target networks was chosen from \([1, 2, 4, 6]\), while for Maxmin DQN it was chose from \([2, 3, 4, 5, 6, 7, 8, 9]\) and we use the results reported in [11].

#### 6.1 Performance

**Toy Tasks.** We first evaluate algorithms on three toy tasks to understand the behavior of the new algorithms. The algorithm are run with 100 trials on these tasks.
We first evaluate on two tasks with delayed rewards, provided in [1]. Both the environments only provide a reward at the end of the game. The final reward is associated with the previous actions. For example, in task “Trace Back”, only when the agent executes the exact two actions at the first two steps, then will it be provided with a highest score. The algorithms are evaluated until the task is solved. We compare our method with traditional eligibility trace methods and RUDDER [1]. As shown in Fig. 2 (a) and (b), our method significantly outperforms all the algorithms on both the tasks. For example, on Trace Back, our method requires only 20 episodes to solve the task, while the best algorithm RUDDER requires more than 1000. Notably, the cost episode of our Greedy-Step Q learning do not observably increase as the “delay” increases. In contrast, other methods such as Q(λ) require exponentially increasing episodes. This is because our algorithm update the values by looking forward in time until the end of the game. Thus the final reward can fast propagate to the previous actions across a long horizon.

MinAtar Games. We then evaluated algorithms on benchmark tasks from Gym [5], PyGame Learning Environment (PLE) [18], and MinAtar [23]. Each algorithm was run with 5 random seeds. The policies are evaluated occasionally during the training process.

Fig. 3 shows the performance of the algorithms. Greedy-Step DQN significantly outperforms almost all the compared algorithms in both reward and sample efficiency on almost all the tasks except Pixelcopter. Especially on tasks like Breakout, Seaquest, and Space Invaders, our Greedy-Step DQN achieves almost twice the reward of the best of the compared methods. On tasks like Pong, MountainCar, and Freeway, although several algorithms converge to the same level as our Greedy-Step DQN, these algorithms required more than twice the samples to converge than our Greedy-Step DQN does.

We then evaluate the algorithms in an offline setting to avoid the impact of exploration. We collect several trajectory data by random policies in advance. The algorithms are trained with these data without additional collection. We make the experiment on a Grid World task. The agent receives a reward of −1 at each step until it reaches the goal. As can be shown in Fig. 2c, as the size of Grid World increases, the performance gap between our method and Q learning becomes larger.

6.2 Algorithm Behavior

Overestimation. The maximization over various returns can easily result in an overestimation issue. One important component to the success of Greedy-Step DQN is the technique of overestimation

![Figure 3: Episode rewards of the algorithms during the training process averaged over 5 random seeds.](image-url)
As can be seen, at the beginning training phase, the algorithm tends to choose relatively larger adaptive bootstrapping steps. (Bottom) plots the statistics of chosen bootstrapping steps at different phase of training process. While at the latter training phase, shorter bootstrapping steps is preferred. This is based on the “optimality” principle, that is, \( \arg \max_n R^Q_N(\tau) \). Fig. 5 (Top) shows the mean of chosen bootstrapping steps of Greedy-Step DQN during the training process, i.e, \( \arg \max_n R^Q_N(\tau) \). Fig. 5 (Bottom) plots the statistics of chosen bootstrapping steps at different phase of training process. As can be seen, at the beginning training phase, the algorithm tends to choose relatively larger bootstrapping steps. While at the latter training phase, shorter bootstrapping steps is preferred. This reduction. In this paper, we employ Maxmin DQN, which setups several target networks and use the minimal one as the target. As shown in Fig. 4, when the number of target networks is sufficiently large (num=6), the algorithm performs better and more stable, and the Q value is relatively smaller. In general, we found that in practice by setting the number of target networks to be 6, our Greedy-Step DQN can often obtain a good performance.
mechanism can make the algorithm fast propagate the information in the data at the beginning. While at the latter training phase, as the value function has fitted well and no better trajectory data is provided, the chosen bootstrapping steps are getting smaller automatically.

7 Conclusion

In this work, we introduce two novel multi-step Bellman Optimality Equations for efficient information propagation. We prove that the solution of the equations is the optimal value function, and the corresponding operators generally converge faster than the traditional Bellman Optimality operator. The derived algorithms have several advantages than the existing off-policy algorithms. The feasibility and effectiveness of the proposed method have been demonstrated on a series of standard benchmark datasets with promising results.
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A Method

A.1 Algorithms

A.1.1 Greedy-Step Q learning

The Greedy-Step Q learning algorithm is presented in Algorithm 1.

A.1.2 Greedy-Step DQN

The Greedy-Step DQN algorithm is presented in Algorithm 2.

A.1.3 Accelerated Greedy-Step DQN

The main idea for acceleration is that the greedy-step return at timestep $t$ can be fast computed based on that at timestep $t+1$. Formally, for infinite trajectory with $N=\infty$, we have

$$\max_{1 \leq n \leq \infty} R_n^Q(\tau_{s_t,a_t}) = r_t + \gamma \max \left\{ \max_{a'_{t+1}} Q(s_{t+1},a'_{t+1}), \max_{1 \leq n \leq \infty} R_n^Q(\tau_{st+1,a_{t+1}}) \right\} \quad (1)$$

For finite trajectory with $N = T - t$ (where $T$ is the length of trajectory, $t$ is the timestep of the sample), we have

$$\max_{1 \leq n \leq T-t} R_n^Q(\tau_{s_t,a_t}) = r_t + \gamma \max \left\{ \max_{a'_{t+1}} Q(s_{t+1},a'_{t+1}), \max_{1 \leq n \leq T-(t+1)} R_n^Q(\tau_{st+1,a_{t+1}}) \right\} \quad (2)$$

Proof:

Note that

$$R_n^Q(\tau_{s_t,a_t}) = \sum_{n'=0}^{n-1} \gamma^{n'} r_{t+n'} + \gamma^n \max_{a'_{t+n}} Q(s_{t+n},a'_{t+n})$$

$$= r_t + \gamma \left( \sum_{n'=0}^{n-2} \gamma^{n'} r_{t+n'} + \gamma^{n-1} \max_{a'_{t+n-1}} Q(s_{t+1+n-1},a'_{t+1+n-1}) \right)$$

$$= r_t + \gamma R_{n-1}^Q(\tau_{s_{t+1},a_{t+1}})$$
Algorithm 1 Greedy-Step Q learning

1: Input: Step N; Max iteration I, J.
2: Initialize: Replay buffer $D = \{(s,a,D_{s,a})\}_{s,a} = \emptyset$ for all $s,a$; Value function $Q_0 \in \mathbb{R}^{t_s \times t_a}$, $k = 0$.
3: for $i = 1, \cdots, I$ do
4: Execute $\epsilon$-greedy policy of $Q_k$ until termination and obtain a trajectory $\tau = (s_0, a_0, r_0, s_1, a_1, r_1, \cdots, s_T)$
5: for $t = 0, 1, \cdots, T - 1$ do
6: Store the tuple $(s_t, a_t, \tau_{s_t, a_t})$ in $D_{s_t, a_t}$, where $\tau_{s_t, a_t} = (r_{t+1}, s_{t+1}, a_{t+1}, r_{t+2}, s_{t+2}, \cdots, s_T)$
7: end for
8: for $j = 1, \cdots, J$ do
9: Sample a non-empty $D_{s_t, a_t}$ from $D$.
10: Update the value function by the following rule

$$Q_{k+1}(s_t, a_t) = \max_{s_{t+1} \in S_{s_t, a_t}} \max_{a_{t+1} \leq N} \left[ \sum_{t=0}^{n-1} \gamma^t r_{t+1} + \gamma^n \max_a Q_k(s_{t+n}, a_{t+n}) \right]$$

11: $k \leftarrow k + 1$
12: end for
13: end for

Algorithm 2 Greedy-Step DQN

Input: Step N; Max iteration I; Batch size J; Exploration rate $\epsilon$.
Initialize: Replay buffer $D$; Q-network $Q_\theta$ with random weights $\theta$; Target Q-network $Q_{\theta'}$ with $\theta' \leftarrow \theta$.
for $i = 1, \cdots, I$ do
 Execute $\epsilon$-greedy policy of $Q_\theta$ until termination and obtain a trajectory $\tau = (s_0, a_0, r_0, s_1, a_1, \cdots, s_T)$
 for $t = 0, 1, \cdots, T - 1$ do
 Store the tuple $(s_t, a_t, \tau_{s_t, a_t})$ in $D$, where $\tau_{s_t, a_t} = (r_{t+1}, s_{t+1}, a_{t+1}, r_{t+2}, s_{t+2}, \cdots, s_T)$
 end for
 Sample a random mini-batch $\{(s_t', a_t', D_{s_t', a_t'})\}_{t=1}^J$ from $D$.
 Update $\theta$ by minimizing the following loss function:

$$L(\theta) = \mathbb{E} \left[ Q_\theta(s_t, a_t) - \max_{s_{t+1} \in S_{s_t, a_t}} \max_{a_{t+1} \leq N} \left[ \sum_{t=0}^{n-1} \gamma^t r_{t+1} + \gamma^n \max_a Q_k(s_{t+n}, a_{t+n}) \right] \right]^2$$

$\theta' \leftarrow \theta$ every $C$ timesteps
end for

For infinite trajectory with $N = \infty$, we have

$$\max_{1 \leq n \leq \infty} R_1^n(\tau_{s_t, a_t}) = \max \left\{ R_1^n(\tau_{s_t, a_t}), R_2^n(\tau_{s_t, a_t}), R_3^n(\tau_{s_t, a_t}), \cdots \right\} = \max \left\{ R_1^n(\tau_{s_t, a_t}), \max \left\{ R_2^n(\tau_{s_t, a_t}), R_3^n(\tau_{s_t, a_t}), \cdots \right\} \right\}$$

$$= r_t + \gamma \max_{a_{t+1}} \max_{a_{t+1}} \max_{a_{t+1}} \left\{ R_1^n(\tau_{s_t+1, a_{t+1}}), R_2^n(\tau_{s_t+1, a_{t+1}}), \cdots \right\}$$

(3)

$$= r_t + \gamma \max_{a_{t+1}} \max_{a_{t+1}} \max_{a_{t+1}} \left\{ R_1^n(\tau_{s_t+1, a_{t+1}}), \cdots \right\}$$

For finite trajectory with $N = T - t$ (where $T$ is the length of trajectory, $t$ is the timestep of the sample)
\[
\begin{align*}
\max_{1 \leq n \leq T-t} R_Q^n (\tau_{s_1, a_1}) \\
= \max \left\{ R_Q^1 (\tau_{s_1, a_1}, a_2), R_Q^2 (\tau_{s_2, a_2}, a_3), \ldots, R_Q^{T-t-1} (\tau_{s_{T-t}, a_{T-t}}) \right\} \\
= \max \left\{ R_Q^1 (\tau_{s_1, a_1}), \max \left\{ R_Q^2 (\tau_{s_2, a_2}), \ldots, R_Q^{T-t-1} (\tau_{s_{T-t}, a_{T-t}}) \right\} \right\} \\
= r_t + \gamma \max \left\{ \max_{a_1'} Q(s_{t+1}^1, a_1'), \max \left\{ R_Q^1 (\tau_{s_{t+1}^1, a_{t+1}'}), R_Q^2 (\tau_{s_{t+1}^2, a_{t+1}'}), \ldots, R_Q^{T-(t+1)} (\tau_{s_{T-(t+1)}, a_{T-(t+1)}}) \right\} \right\} \\
= r_t + \gamma \max \left\{ \max_{a_1'} Q(s_{t+1}^1, a_1'), \max_{1 \leq n \leq T-(t+1)} R_Q^n (\tau_{s_{t+1}^1, a_{t+1}'} \ldots, R_Q^{T-(t+1)} (\tau_{s_{T-(t+1)}, a_{T-(t+1)}}) \right\}
\end{align*}
\]