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Abstract—A recent trend in multi-party computation is to achieve cryptographic fairness via monetary penalties, i.e. each honest player either obtains the output or receives a compensation in the form of a cryptocurrency. We pioneer another type of fairness, financial fairness, that is closer to the real-world valuation of financial transactions. Intuitively, a penalty protocol is financially fair if the net present cost of participation (the total value of cash inflows less cash outflows, weighted by the relative discount rate) is the same for all honest participants, even when some parties cheat. We formally define the notion, show several impossibility results based on game theory, and analyze the practical effects of (lack of) financial fairness if one was to run the protocols for real on Bitcoin using Bloomberg’s dark pool trading. For example, we show that the ladder protocol (CRYPTO’14), and its variants (CCS’15 and CCS’16), fail to achieve financial fairness both in theory and in practice, while the penalty protocols of Kumaresan and Bentov (CCS’14) and Baum, David and Dowsley (FC’20) are financially fair.
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I. INTRODUCTION

IN MULTI-PARTY computation (MPC), a set of n players wishes to evaluate a joint function f of their private inputs in such a way that nothing beyond the function’s output is revealed [1]. An important property in MPC is the so-called cryptographic fairness, which intuitively says that corrupted parties learn the output only if honest parties learn it as well. Unfortunately, without assuming honest majority (e.g., for two parties) there are concrete examples of functions for which cryptographic fairness is impossible to achieve [2].

To circumvent this impossibility, several solutions have been proposed: restricted functionalities [3], partial fairness [4], [5], gradual release protocols [6], optimistic models [7], and incentivized computation [8]. A recent trend is to guarantee cryptographic fairness via monetary compensation (a.k.a. cryptographic fairness with penalties).

This approach gained momentum as decentralized payment systems (e.g., Bitcoin and Ethereum) offer a convenient way to realize such penalty protocols [9], [10], [11], [12], [13], [14], [15], [16], [17]. The main idea is that each party can publish a transaction containing a time-locked deposit which can be redeemed by honest players in case of malicious aborts during a protocol run. On the other hand, if no abort happens, a deposit owner can redeem the corresponding transaction by showing evidence of having completed the protocol.

A concern that is not discussed in penalty protocols is the amount of money that should be put into escrow nor the time it should stay there. The assumption is that it does not matter because all parties would eventually get their money back. While true when the deposit d is a symbol in a crypto paper, things differ when d is a noticeable amount in a bank account.

In fact, empirical studies show that people have a strong preference for immediate payments, and receiving the same amount of money later than others is often not acceptable [18]. Even for the wealthy, there is the opportunity cost of not investing it in better endeavors [19]. For example, in a classical experimental study [20], individuals asked to choose between immediate delivery of money and a deferred payment (for amounts ranging from $40 to $5000) exhibited a discount rate close to the official borrowing rate. These results are consistent across countries (e.g., [20] in the US and [21] in Germany). Individuals and companies exhibit varying degree of risk aversion [18], [19], but they all agree that money paid or received “now” has a greater value than the same amount received or paid “later” [22], and that small deposits are always preferable to large deposits. In FinTech, where the base chip d to play is a million US$ [23], [24], the timings and amounts of deposits can make a huge difference in practice.

Indeed, as shown later in our experimental evaluation, a party could suffer up to 0.49% loss as devaluation by locking deposit in a long protocol execution time. Given the observations above, the following research question arises:

How “fair” is a cryptographically fair protocol with penalties from a “financial” point of view?

Remark that, the problem of judging whether an MPC protocol has never surfaced in the past until the recent trend of achieving cryptographic fairness of a protocol via monetary penalty protocols that require locking and then releasing the fund of the MPC participants.

A. Our Contribution

As a useful guide to the extant and future literature, in this paper we recall two traditional criteria and provide a new one for characterizing and evaluating penalty protocols: security models and assumptions, protocol efficiency and, for the first time, financial fairness, defined and motivated below.
1) Traditional Criterion #1: Security Models and Assumptions: Following the principles of modern cryptography, a secure protocol should be accompanied with a formal proof of security in a well-defined framework. The standard definitions for MPC (with and without penalties) follow the simulation-based paradigm and are reviewed in §II-A, along with the main assumptions required for proving security.

2) Traditional Criterion #2: Protocol Efficiency: The efficiency of penalty protocols over blockchains is typically measured w.r.t.: (i) the number of transactions sent to the public ledger (relative to the total transaction fees); (ii) number of interaction rounds with the public ledger; and (iii) the script complexity, that intuitively corresponds to the public ledger miners’ verification load and the space occupied on the public ledger.1 We elaborate more on these efficiency criteria in §II-D.

3) New Criterion: Financial Fairness: In a nutshell, a penalty protocol is financially fair if the difference between the total discounted value of cash inflows and the total discounted value of cash outflows of honest parties at the end of the protocol is the same (even when some parties cheat). In §III, we discuss the principle of financial fairness at a level of abstraction that captures a large class of penalty protocols implementing monetary compensation via any kind of currency (with or without smart contracts).2 3

B. Implications for Practice

We argue that the lack of attention to financial aspects is also one of the causes behind lack of adoption of the aforementioned penalty protocols. Our focus is at first on designers.4 Users can use the model and the software we have used for simulations and our software to check whether the protocol meets their interests.5 Our scenario with Bitcoin and Bloomberg Tradebook is an illustrative example, specific timing determines absolute differences between expected utilities in different protocols. While the protocol preference order may not change when time-discounting varies, the effect might also vary. We chose those because Bitcoin is the most popular decentralized network and Bloomberg because it is a practical industrial application where security is essential (as cryptographic and financial fairness are both important: who would use a protocol that one can scott-free abort or one has to pay more to achieve the same purpose). In the fully general scenario the value of coins might also change during time (e.g. fluctuations in currencies rate), and this can be considered by in the evaluation function. There are both financial (e.g. currency options) or technical (e.g. stable coins) instruments to shield oneself from fluctuations.

C. Relation to Expected Utility Theory

Expected Utility Theory (EUT) and Mean-Variance (MV) analysis are not relevant to Financial Fairness and our protocols as they have to do with a portfolio evaluation in presence of (typically) stochastic uncertainty of returns. For example one uses MV or EUT to establish that an investment in assets X is “better” than an investment in assets Y because X might return 10% of the initial investments and do so with very low volatility (i.e. variance) while Y might return 20% but do so with a very high volatility or even generate a loss. Depending on the risk aversion of the user, A and B might therefore be better than X and Y. In penalty protocols there is no stochastic uncertainty in the returns of the deposits or the withdrawals are entirely deterministic. There is only an epistemic uncertainty as a player might decide to stop the protocol beforehand. The only possible stochastic uncertainty is the final evaluation of the overall “outerprotocol” if such outcome have ones (e.g. the result of the actual poker hand). However this is immaterial to the penalty protocol to arrive to the final state.6

D. Summary of Results

We first review the main state-of-the-art penalty protocols in §IV, namely Ladder [10], Multi-Lock [11], Insured MPC [26], Compact Ladder [13], Locked Ladder [12], Amortized Ladder [14], Planted Ladder [13], and Compact PL [13], then we do an exhausting comparison using the above criteria. In §IV-C we introduce a new protocol, namely Compact ML, to illustrate the alternative design that meet financial fairness but does not achieve UC-security. A comprehensive summary of the comparisons done throughout the paper is given in Tab. I.

In §V, we evaluate and compare penalty protocols in terms of security model and assumptions (§V-A) and asymptotic protocol efficiency (§V-B). In §VI we introduce a theoretical analysis of financial fairness in terms of possibility and impossibility results. In §VII-C, we study financial fairness via empirical simulations on the differences in deposits and

1Recent advances in off-chain execution such as RollUp [25] can indeed circumvent the efficiency issue. However, the opportunity cost upon locking the deposits into the penalty protocol on-chain when bootstrapping the off-chain protocol is still an issue.

2From a technical perspective all participants to a protocol are bound to it, otherwise it is technically impossible. We do not discuss utilities across different protocols, but utilities within runs of the same protocol. The same apply to crypto-fairness which is a property of a protocol. As such, we are not comparing rewards of different protocols, e.g. we are not comparing participant A using protocol 1 and participant B using protocol 2, because they can not do it. All participants in a protocol do have the same protocol! A protocol must be agreed by all participants and therefore it must be fair for all participants.

3Remark that financial fairness is a criteria and not a methodology. Our aim is to show the alternatives between financial fairness, efficiency and security.

4For example our “illustrative protocol” (c.f. IV-C) guides designers into the alternative choices where parallel runs of protocols could increase the speed of wealth accumulation. If the complexity of locally computed share is negligible, and the tasks are in abundance (an infinite number of tasks can be run in parallel) then all financially fair MPC protocols would be equally attractive as they might be constrained by the funds (for deposits) available to each participant. However it might not be possible, as running the illustrative protocol in parallel might be insecure and vulnerable to attacks.

5Available at https://github.com/namnc/financial_fairness.
net present values as the number of parties increases to a level that would be needed for realistic FinTech applications like the Bloomberg Tradebook.

In particular, in §VIII we show that the protocols in [10], [12], [13], [14] are only financially viable for the “big guy” with deep pockets beyond the money at stake in the protocol. “Small guys” must rush to be first, or participating would be out of reach. Furthermore, the latter happens even in the practical case of optimistic computation for honest parties [11]: Playing first or last can yield a gap of several basis points (the units for discount rates of financial institutions).

Another surprising finding is that the CCS’15 Locked Ladder [12] is better than its “improved” version, the CCS’16 Planted Ladder [13], in terms of financial fairness. Importantly, these negative results hold regardless of which technology is used in order to implement the penalty protocol (be it simple transactions, or smart contracts).

One may wonder whether financial fairness of the above protocols can be saved by using a small collateral, or by running a financially unfair protocol in a round-robin fashion. Interestingly, in §VI-B, we show using game theory that these approaches are deemed to fail for all practical purposes.

Finally, in §IX, we conclude the paper with lessons learned and by listing open problems for further research.

Additionally, in Fig. 1 we provided a table of the mathematical symbols used throughout the paper.

II. SECURITY AND EFFICIENCY

A. Security Models and the Real-Ideal Paradigm

To define security of an n-party protocol π for computing a function f, we compare an execution of π in the real world with an ideal process where the parties simply send their inputs to an ideal functionality F_f that evaluates f on behalf of the players. F_f (acting as a trusted party) takes all the parties’ inputs (x_i)_{i \in [n]} privately, and outputs the value f_i(x_1, \ldots, x_n) to each party i \in [n]. In the real world, where parties directly exchange messages between themselves, such trusted party does not exist. Therefore it cannot be used by the real honest parties to privately evaluate the function f_i. A protocol is said to be secure if the two worlds are (computationally) indistinguishable.

An important feature of simulation-based security is composability. Intuitively, this property refers to the guarantee that an MPC protocol securely realizing an ideal functionality, continues to do so even if used as a sub-protocol in a larger protocol, which greatly simplifies the design and security analysis of MPC protocols. The most basic form of composition is known as sequential composability, which roughly corresponds to the assumption that each sub-protocol is run sequentially and in isolation. A much stronger flavor of composition is the so-called universal composability (UC) [27], [28], [29], which instead corresponds to the more realistic scenario where many secure protocols are executed together. In UC, both the real and ideal world are coordinated by an environment Z that can run multiple interleaved executions of different protocols. We say that π \_t-securely computes F_f if for all PPT (Probabilistic Polynomial-Time) adversaries A corrupting at most t parties in the real execution, there exists an efficient simulator S in the ideal execution, such that no efficient environment Z interacting with the adversary in both worlds can tell apart the output of A in the real world from the output of A when its view is simulated by S.

\begin{table}[h]
\centering
\caption{Comparing Penalty Protocols}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
Criteria & Description & Ladder [10] & Ladder [11] & compact Ladder [13] & compact Ladder [13] & compact Ladder [13] & compact Ladder [13] \\
\hline
\#1 Security (model) & \textbullet Universal Composability & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet \\
& \textcircled{1} Sequential Composability & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet \\
& \textcircled{0} Not Provably Secure & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet \\
\hline
\#1 Security (assumptions) & \textbullet Plain Model & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet \\
& \textcircled{0} Random Oracle Model & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet \\
& \textcircled{0} Not Provably Secure & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet \\
\hline
\#2 Efficiency (rounds) & \textbullet Constant & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet \\
& \textcircled{0} Linear in the num. of parties & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet \\
& \textcircled{0} Quadratic in the num. of parties & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet \\
\hline
\#2 Efficiency (transactions) & \textbullet Linear in the num. of parties & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet \\
& \textcircled{0} Quadratic in the num. of parties & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet \\
\hline
\#3 Financial Fairness & \textbullet Financially fair & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet \\
& \textcircled{0} Financially unfair & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet & \textbullet \\
\hline
\end{tabular}
\end{table}

Fig. 1. Symbols used throughout the article.
In the case of sequential composition, Ζ is replaced by a distinguisher D handling inputs to the parties and waiting to receive the output and an arbitrary function of A’s view at some point. The latter allows the simulator to internally control the adversary, e.g. by rewinding it. Since in the UC setting the interaction between Ζ and A can be arbitrary, eventual renews of the adversary from the simulator can be spotted by the environment, and thus input extraction techniques adopted by the simulator cannot be based on rewinding (this is usually called straight-line simulation).

B. Hybrid Model, Cryptographic Fairness With Penalties

Composability can be formalized using the so-called hybrid model. In the \( F_\mathcal{G} \)-hybrid model a protocol \( \pi \) is augmented with an ideal functionality for securely computing \( g : (\{0, 1\}^n)^n \rightarrow (\{0, 1\}^n)^n \). The trusted party for \( F_\mathcal{G} \) may be used a number of times throughout the execution of \( \pi \); in the case of universal composability, each functionality uses different session ids sid and sub-session ids ssid to keep track of concurrent executions. The UC theorem states that if \( \pi_0 \) securely computes \( F_\mathcal{G} \), and \( \pi_1 \) securely computes some functionality \( F_f \) in the \( F_\mathcal{G} \)-hybrid model, then \( \pi_1^{\mathcal{G}_f} \) (i.e., the protocol where each call to \( F_\mathcal{G} \) is replaced with an independent run of protocol \( \pi_0 \)) securely computes \( F_f \). In the case of sequential composability, the latter only holds under the assumption that honest parties send their inputs to the trusted party corresponding to the hybrid ideal functionality in the same round, and do not send other messages until they receive the output. Since those functionalities can be accessed globally, \( \mathcal{G} \), as well as \( \mathcal{S} \) and \( \mathcal{A} \) in the ideal world and the honest parties and \( \mathcal{A} \) in the real world can interact with it by only sending queries.

As shown by Cleve [2], the standard MPC definition can not be achieved for certain functionalities. Indeed a party may abort the computation, and, in case there is no honest majority, it might irreversibly block the protocol. In particular, an attacker could violate cryptographic fairness by learning the output whilst no honest party does. Following [10], we extend MPC to the setting of “MPC with coins”, where each party is provided with its own wallet and safe. We use \( \text{coins}(x) \) to represent a coin of value \( x \), and denote special functionalities dealing with coins with the apex \( \ast \). If a party owns \( \text{coins}(x) \) and deposits (resp. receives) \( \text{coins}(d) \) (resp. \( \text{coins}(r) \)), it will own \( \text{coins}(x-d) \) (resp. \( \text{coins}(x+r) \)). To define fairness with penalties, we modify the ideal world using the following ideal functionality \( F_\ast^f \): (i) At the outset, \( F_\ast^f \) receives the inputs and a deposit from each party; the coins deposited by the malicious parties must be enough to compensate all honest players in case of abort. (ii) Then, in the output phase, the functionality returns the deposit to the honest parties; if the adversary deposited enough coins, it is given the chance to look at the output, and finally decides whether to continue delivering the output to the honest players, or to abort, in which case all honest players are compensated using the penalty amount deposited during the input phase. In this setting, we say that a protocol \( \pi \) \( t \)-securely computes \( F_\ast^f \) with penalties (in the hybrid model).

C. Security Assumptions

In this paper, when we mention security we implicitly mean that security holds in the plain model (i.e., without assuming trusted setup or idealized primitives) and under standard assumptions (e.g., DDH). In the Random Oracle Model (ROM), all the parties have access to a truly-random hash function. In particular, when a value \( v \) is given as an input from a party to the RO (Random Oracle), the latter samples a random answer, stores the pair \((v, r)\), and outputs \( r \) to the party. If the RO is queried on the same value \( v \) multiple times, the same answer \( r \) is output. In the ROM, the simulator needs to further simulate the interaction between the parties and the RO. While doing so, the simulator may program the output of the RO at specific inputs to particularly convenient random-looking values. This powerful feature is known as random-oracle programmability. In the setting of generalized UC, the RO is defined as a global ideal functionality \( \mathcal{G}_{\text{RO}} \). In this case, the simulator can only interact with the RO by sending queries to it, which severely limits random-oracle programming. Security proofs in the ROM only guarantee heuristic security. This is because ROs do not exist in the real world, and thus a security proof in the ROM only guarantees that the protocol remains secure so long as the hash function is close enough to behave as a truly-random function. Even worse, there exist (albeit contrived) cryptoschemes that are secure in the ROM but become always insecure for any possible instantiation of the RO with a real-world hash function [30], [31]. While the above may look controversial, security proofs in the ROM are generally considered useful as they guarantee that any security vulnerability can only depend on the hash function. Imagine now a cryptographic primitive, e.g., an encryption scheme, using a hash function modeled as a RO. Consider an MPC protocol for evaluating the encryption function in a distributed setting where the secret key and the message is somehow shared between the players. The latter typically requires to implement the encryption function as a circuit; however, this is not possible because the encryption algorithm needs to invoke the random oracle which cannot be implemented as a circuit. Unfortunately, some of the state-of-the-art protocols, for example [13], rely on the assumption that a random oracle can be implemented as a circuit. Thus, they fail to achieve any kind of provable security.

D. On-Chain and Off-Chain Efficiency

The efficiency of a penalty protocol can be broken down into two parts: off-chain and on-chain efficiency. The former

---

9\( \mathcal{G} \) actually defines an environment of protocols running altogether, whilst D can distinguish only single executions.

10In [10], the authors did not formally prove the composition theorem of their augmented model. However, as the authors point out, in principle the UC composition theorem should be allowed analogously to [28].

11To ensure indistinguishability between real and ideal world it is crucial that the environment is only allowed to access and modify the wallet of each party, but not the safe. Precise details about the model can be found in [10].

12Since the blockchain environment admits interleaved execution of protocols, UC security is a strict requirement when part of a protocol realizing an MPC with coins functionality is run on-chain.

13The efficient instantiation of \( \mathcal{L}\mathcal{L} \) [12] (which we decided to not analyze in this work) has the same issue, since the underlying statistical binding commitment scheme that will be used inside the MPC circuit is instantiated with a random oracle. However, since statistical binding commitments can be instantiated also from standard assumptions, \( \mathcal{L}\mathcal{L} \) still retains UC security.
refers to traditional MPC efficiency in terms of: the number of communication rounds, the required bandwidth, and the computational complexity; the latter refers to efficiency in terms of the interaction between the blockchain and the miners in terms of: the number of transactions, the number of round executed on-chain, and the script complexity. On-chain efficiency in a penalty protocol is much more important compared to off-chain efficiency, as: i) the number of transactions determine the transaction fee that a penalty protocol incurs; ii) the number of rounds executed on-chain determine how long the protocol runs, as a round executed on-chain requires for a transaction to be confirmed which corresponds to, e.g., 6 blocks (i.e., 1 hour) in Bitcoin; iii) the script complexity needs to be multiplied with the number of miners, which could be more than 100K.\footnote{As of Dec 2020, the Bitcoin mining pool called Slushpool (https://slushpool.com/stats/?c=btc) has 116157 active miners.} and iv) off-chain complexity is not dependent of blockchain’s block generation rate and transaction throughput. Transaction, round and script complexity can asymptotically depend on the security parameter \(\lambda\), the number of players \(n\), the size of the output of the function \(m = |f|\), and the number of stages (for multistage protocols).

III. Financial Fairness

A. Economics Principles

To capture financial fairness, economists introduced the concept of net present value and discount rate. The former tells us how much an amount of money received (or paid) later (at time \(t\)) is discounted w.r.t. the same amount of money received (or paid) now (at time \(t = 0\)). The difference in value between two adjacent instances is captured by the discount rate.\footnote{In general, the discount rate may depend on the risk aversions of the parties [19], or the confidence in the certainty of future payments [18]. The net present value may also have different functional forms (e.g., exponential, hyperbolic, etc.) or different values for borrowing or receiving money [22].}

1) The Cost of Participation: Let \(\eta(i)\) be the function representing the net present value at the beginning of the protocol (i.e., at time 0) of a unit coin that is transacted at a later round\footnote{For simplicity, we think of a round as a single time unit.} (i.e., at round \(t\)), according to the \(i\)-th party’s own discount rate. Let \(d_{i,t}\) be the coins put into escrow by player \(i\) during round \(t\), and let \(r_{i,t}\) be the coins that the same player receives at round \(t\) (possibly including compensating penalties extracted from misbehaving parties). Given a sequence of deposits \(d_{i,t}\) and refunds \(r_{i,t}\) made by \(P_i\) at rounds \(t \in [0, r]\) of a protocol running up to time \(r\), the net present cost of participation for \(P_i\) is then

\[
\chi_i(r) := \sum_{t \in [0, r]} (d_{i,t} - r_{i,t}) \cdot \eta_i(t).
\]

The intuition behind the net present value calculated using Eq. (1) is that money received at a later round \(r\) is less valued than the money received at the current round \(t\). A real world analogy would be the money that is needed to buy a property, e.g. a car or a house, now, is always not enough, to buy the very same property in 2 years, e.g. due to inflation.

Our model is agnostic to the rates of the parties. We use a global \(\eta\) for sake of simplicity. Furthermore, most economic models assume market conditions in equilibrium as otherwise arbitrage will happen. Indeed, the parties might have different utility functions and one can generalize it but it is immaterial for our discussion as we focus on the opportunity cost upon locking deposits. Some specific users might be risk averse, others on the other hand might be myopic and it is unknown to the protocol designer. As such one cannot base a design on the assumption that the protocol only works if there is a risk-seeker participant or else.

Let us consider a toy example as follows. Suppose the discount rate is 50% (hourly rate); at the beginning of the protocol, a party deposits 100$ into the blockchain, after 1 hour, the party withdraws 50$, and after 2 hours, the party withdraws the remaining 50$. The net present value for the party in this case, would be

1) \(50/(1+0.5) = 33.33\$\) (first withdrawal, \(r(1) = -50\) and \(\eta(1) = 1/(1+0.5)^1\))
2) \(50/[(1+0.5)^2(1+0.5)] = 22.24\$\) (second withdrawal, \(r(2) = -50\) and \(\eta(2) = 1/(1+0.5)^2\))

which equals 55.5$. The cost of participation will thus be

1) 100$ (deposit, \(d(0) = 100\) and \(\eta(0) = 1\))
2) -55.5$ (net present value at the end)

which equals 44.5$.

2) The Payment Interest: The basic fixed interest rate model (used for home mortgages) is sufficient to show the marked financial unfairness of some protocols. Tab. II reports the December 2019 rates used by US depository institutions, measured in basis points (bps, 1/100th of 1%). Those are the rates at which depository institutions (e.g. commercial banks) can deposit money in each other (in the US) to adjust their capital requirements. A quantity of money paid or received by a party \(P_i\) after a time \(t\) is cumulatively discounted at a constant discount rate \(\delta\), i.e. \(\eta_i(t)\) can be computed using a standard algorithm that we report in the appendix.

Notice that we deliberately do not consider the value that parties might give to protocol’s outputs (i.e., obtaining the output may be significantly more valuable to party \(i\) than party \(j\)). This issue is definitely relevant from the viewpoint of protocol participants to decide whether the whole MPC hassle (with or without penalties) is worth the bother. However, the outcome’s valuation should be at least fair from the viewpoint of a protocol designer: all parties being equal the construction should be fair for them all, and they should not be discriminated by going first, last, or third. In a formal model this could be simply achieved using an utility function so that instead of \((-d_{i,t} + r_{i,t}) \cdot \eta_i(t)\) we have \(U((-d_{i,t} + r_{i,t}) \cdot \eta_i(t))\).

| Fund | Max | Min | Median | Median Hour | Median Minute |
|------|-----|-----|--------|-------------|---------------|
| EFFR | 245 | 155 | 238    | 0.0272      | 0.0005        |
| SOFR | 252 | 152 | 238    | 0.0272      | 0.0005        |

A basis point, bps, is 1/100th of 1%. It is the standard unit of measure for interest rates at which depository institutions can deposit money in each other to adjust their capital requirements. Median Hour/Minute are those of Hourly and Minute Rate converted from Median Yearly Interest Rate.
The Escrow Functionality \( \mathcal{F}_{\text{escrow}} \) runs with security parameter \( \lambda \), parties \( P_1, \ldots, P_n \), and adversary \( S \) corrupting a subset of parties. Let \( d_{i,t} \) be the coins put into escrow by player \( i \) during round \( t \), and let \( r_{i,t} \) be the coins that the same player receives at round \( t \). The behavior of \( S \) is unspecified, except for the following:

- Upon input (deposit, sid, ssid, coins(\( d_{i,t} \)), \*), from an honest party \( P_i \) at round \( t \), record (deposit, sid, ssid, t, \( d_{i,t} \), \*) and send it to all parties.
- During round \( t \) the functionality might send (refund, sid, ssid, t, coins(\( r_{i,t} \)), \*) to party \( P_i \) and (refund, sid, ssid, t, \( r_{i,t} \), \*) to all parties.
- The functionality is not allowed to create coins, i.e. at any round \( t \) the following invariant is maintained:

\[
\sum_{t \in [n], t \leq t} r_{i,t} = \sum_{t \in [n], t \leq t} d_{i,t}.
\]

Fig. 2. The family of escrow functionalities.

B. The Escrow Functionality

The functionality \( \mathcal{F}_{\text{escrow}} \) (Fig. 2) captures inter-temporal economic choices (i.e., a party can abort or continue the protocol), and formalizes a notion of fairness grounded in the economic literature. The experimental evidence about inter-temporal economic choices \([18],[19],[20],[21]\) is that money paid or received “now” has a greater value than the same amount of money received or paid “later”. At the end all parties could still receive their money back, but whoever was forced by the protocol to pay into escrow at noticeably different times, or held deposits of noticeably different sizes, would clearly feel that is not playing a fair game.\(^{17}\)

Deposits/refunds can appear in an arbitrary order; we only keep track of the round in which those are made. Apart from these commands, and the impossibility of creating money from nothing, the behavior of \( \mathcal{F}_{\text{escrow}} \) is unspecified.

Our functionality is meant to capture any n-party protocol in the hybrid model with a so-called escrow ideal functionality in which: (i) Each player \( P_i \) can deposit a certain number of coins \( d_{i,t} \) in the escrow (possibly multiple times and on different rounds \( t \)); (ii) At some point the functionality might pay \( P_i \) with some coins from the escrow. In concrete instantiations, case (ii) can happen either because \( P_i \) claims back a previous deposit, or as a refund corresponding to some event is triggered by another party (e.g., in case of aborts).

Fix an execution of any protocol \( \pi \) in the \( \mathcal{F}_{\text{escrow}} \)-hybrid model. For each message (deposit, sid, ssid, coins(\( d_{i,t} \)), \*) sent by \( P_i \) during the execution of the sub-session ssid we add an entry \( (t, d_{i,t}) \) into an array \( D_i \) to keep book all deposits \( P_i \) made. For the commands (refund, sid, ssid, t, \( r_{i,t} \), \*) received by \( P_i \), we maintain an array \( R_i \) of entries \( (t, r_{i,t}) \) keeping track of all claims/refunds \( P_i \) received.

Common ideal functionalities used in cryptographically fair MPC with penalties are of the escrow type. Two instances of \( \mathcal{F}_{\text{escrow}} \) are commonly used for designing state-of-the-art penalty protocols: the Claim-Or-Refund functionality \( \mathcal{F}_{\text{CR}} \) and the Multi-Lock functionality \( \mathcal{F}_{\text{ML}} \). Both functionalities can be implemented using both the Bitcoin network and Ethereum smart contracts. We report the detailed functionality in the appendix.

For example, \( \mathcal{F}_{\text{CR}} \) \([10]\), allows a sender \( P_i \) to conditionally send coins to a receiver \( P_j \), where the condition is formalized as a circuit \( \phi_{i,j} \) with time-lock \( t \). \( P_j \) can obtain \( P_i \)'s deposit by providing a satisfying assignment \( w \) within time \( t \), otherwise \( P_i \) can have its deposit refunded at time \( t + 1 \). \( \mathcal{F}_{\text{ML}} \) \([11]\), instead, allows \( n \) parties to atomically agree on a timeout \( t \), circuits \( \phi_1, \ldots, \phi_n \), and a deposit \( d \). Hence, if \( P_i \) within round \( t \) reveals to everyone a valid witness \( w_i \) for \( \phi_i \), it can claim its deposit back; otherwise, at round \( t + 1 \), the deposit of \( P_i \) is split among all other players.

C. Financial Fairness

Financial fairness then says that, even in a run of \( \pi \) with possibly corrupted parties, the net present cost of participation \( \chi_i \) associated to each honest player is the same. Here, we make no assumption on \( \eta_i \), but one may limit fairness to specific, empirical, forms of \( \eta_i \) (e.g., known to hold for poker players).

Definition 1 (Financial fairness): Consider an n-party protocol \( \pi \) in the \( \mathcal{F}_{\text{escrow}} \)-hybrid model, and let \((D_i, R_i)_{i \in [n]}\) be as described above. We say that \( \pi \) is financially fair if for every possible discount rate function \( \eta(t) \in [0, 1] \), for all transcripts resulting from an arbitrary execution of \( \pi \) (with possibly corrupted parties), and for all \( i, j \in [n] \) such that \( P_i \) and \( P_j \) are honest, it holds that \( \chi_i = \chi_j \) where the net present cost of participation \( \chi_i \) is defined in Eq. (1).

Financial fairness may be trivial to achieve in isolation. However, the end goal is to design protocols that are both cryptographically and financially fair. Also, observe that Def. 1 could be weakened by considering specific discount rates \( \eta(t) \) (e.g., financial fairness with hyperbolic discount).

IV. PENALTY PROTOCOLS

A. Protocols Descriptions

The idea of guaranteeing cryptographic fairness through monetary compensation was originally studied in the setting of e-cash or central bank systems \([32],[33],[34]\), and implemented using Bitcoin by Andrychowicz et al. \([9]\). Other penalty protocols also exist for the concrete case of cryptographic lotteries \([9],[10],[35]\). A different type of penalty protocol is the one introduced in Hawk \([36\), Appendix G, §B\]. This construction follows the blueprint of Ml except that it employs a semi-trusted manager in order to enforce a correct cash distribution. For further discussions see \([37]\).

A detailed description of the Multi-Lock (ML) \([11]\) and Ladder (L) \([10]\) protocols are summarized in the following. In Table III we provided a brief description of all the protocols compared in this paper.

Let \( f \) be the function being computed, and \( x_i \) be the private input of party \( P_i \). At the beginning, the players run a cryptographically unfair, off-chain, MPC protocol for a derived function \( \tilde{f} \) that: (i) computes the output \( y = f(x_1, \ldots, x_n) \); (ii) divides \( y \) into \( n \) shares\(^{18}\) \( \sigma_1, \ldots, \sigma_n \); (iii) computes a
commitment $\gamma_i$ (with opening $a_i$) to each share $\sigma_i$, and gives $(\sigma_i, a_i)$ to the $i$-th party and $(\gamma_j)_{j \in [n]}$ to every player.

From this point, the functioning of L and ML differs. In ML all the players that are willing to complete the protocol engage in the $F_{\text{ML}}^*$ functionality. During the Lock Phase, each party conditionally sends (locks) the same amount of coins to $F_{\text{ML}}^*$. Each transaction is parametrized by the values $\gamma_i$ for all $i \in [n]$. Each party $P_i$ shall then reveal the opening $a_i$ together with its share $\sigma_i$ to $F_{\text{ML}}^*$ before a fixed timeout (Redeem Phase). If not done, his deposit will be redistributed to the honest parties during the Compensation Phase.

More in details, during the Lock Phase, each party $P_i$ sends to $F_{\text{ML}}^*$ all the commitments $\gamma_i$ for all $i \in [n]$ received as an output of $\tilde{f}$, together with a deposit $d$. If all the players sent the same commitment values and the same deposit amount before a fixed timeout $T_1$, then the functionality moves to the Redeem Phase.

During the Redeem Phase, each party $P_i$ shall send his share $\sigma_i$ together with the opening $a_i$ before a fixed timeout $T_2$. If all the parties provided a pair $(\sigma_i, a_i)$ that is also a valid opening of $\gamma_i$ (i.e. such that $\text{Commit}(\sigma_i, a_i) = \gamma_i$), then all the deposits are given back to their owners. Now each party can use $(\sigma_1, \ldots, \sigma_n)$ to compute the output of $f$.

If at least one party $P_i$ did not send $(\sigma_i, a_i)$ to $F_{\text{ML}}^*$ before $T_2$, his deposit $d$ will be used to compensate the other parties during the Compensation Phase.

The Insured MPC (IMPIC) [26] protocol can be see as a more efficient version of ML achieving lower script complexity. Ladder works differently. In ML the players engage in a sequence of “claim-or-refund” transactions divided into two phases. During the Deposit Phase, each party conditionally sends some coins to another party via $F_{\text{CR}}^*$. These transactions are parameterized by the values $\gamma_i$, and require the receiving party to reveal the pair $(\sigma_i, a_i)$ before a fixed timeout, during the Claim Phase, in order to “claim” the reward (thus compensating honest players),\(^{19}\) which otherwise will be refunded to the sender who will lose the coins sent to the honest parties without being able to redeem the coins received from them (i.e., a penalty to the dishonest player). Finally, every party either reconstructs the output or receives a monetary compensation.

More in details, the Deposit Phase of Protocol L consists of Roof/Ladder Deposits, as illustrated below for $n = 4$:

**ROOF:** $P_j \xrightarrow{\phi_{j,4}} P_4$ (for $j \in \{1, 2, 3\}$)

**LADDER:** $P_4 \xrightarrow{\phi_{4,3}} P_3$
$P_3 \xrightarrow{\phi_{3,2}} P_2$
$P_2 \xrightarrow{\phi_{2,1}} P_1$

where $P_i \xrightarrow{\phi_{i,j}} P_j$ indicates that $P_i$ deposits $d$ coins that can be claimed by $P_j$ before time $\tau$, as long as $P_j$ sends to $F_{\text{CR}}^*$ a valid witness $\omega$ for the predicate $\phi_{i,j}$. Importantly, the protocol requires that the claims happen in reverse order w.r.t. the deposits. Assume that $P_3$ is malicious and aborts the protocol during the Claim Phase. In such a case, $P_1$ would claim $d$ coins from $P_2$ at round $T_1$, whereas $P_2$ would claim $2d$ coins from $P_3$ at round $T_2$. If $P_3$ aborts (and thus it does not provide a valid witness), $P_4$ is refunded $3d$ coins at round $T_4$. After that, at round $T_5 > T_4$, each $P_i \geq 3$ is refunded $d$ coins (from the roof deposits). Thus, $P_3$ loses $2d$ coins, while each $P_i \leq 2$ is compensated with $d$ coins. Player $P_4$ has not moved, and thus it is not compensated.

### B. Illustration of Financial Unfairness

The amount of deposited coins for each player in the Ladder Protocol is illustrated in Fig. 3 (for the 4-party case). Observe that $P_1$ has to deposit only $d$ coins, while $P_2$ needs to deposit $3d$ coins. Furthermore, $P_4$ has to lock its coins very early (i.e., at the 2nd round), but can only claim its coins very late (i.e., at the last round). Hence, this protocol is financially unfair in the following sense: (i) The amount of deposits are different

\[ \text{TABLE III: PENALTY PROTOCOLS} \]

| Protocol      | Description                                                                 |
|---------------|-----------------------------------------------------------------------------|
| Ladder (L)    | Parties run an off-chain cryptographically unfair MPC in which each party learns a share $\sigma_i$ of the output and all the commitments $(\gamma_j)_{j \in [n]}$ of the other players’ shares. After that, they deposit an amount $d$ of coins inside a smart contract (Deposit Phase) together with the description of a circuit, that they can claim later (Claim Phase) if and only if they provide the correct witness for the circuit (e.g. the opening $\gamma_i$ of their commitment $\gamma_i$). The name Ladder stems from the fact that parties make their deposit and claims in an asymmetric ladder-style fashion. |
| Locked Ladder (LL) [12] | This protocol is specifically tailored for playing distributed poker. To support multiple stages, a locking mechanism is designed to penalize aborting players in each phase of computation (in L players are penalized only during the Claim Phase). Moreover, LL yields a more complicated deposit sequence, as it requires additional deposits (called Bootstrap and Chain Deposits) to force the first party to start the new stage of the poker ideal functionality. |
| Compact Ladder (CL) [13] | To prevent the explosion in script complexity (in L, the witness in the last round is $n$ times larger than the witness in the first round), protocol CL uses a trick that makes the size of the witness independent of the number of players. The basis idea is to replace $(\sigma_1, \ldots, \sigma_n)$ with a secret sharing $(\lambda_1, \ldots, \lambda_n)$ of the symmetric secret $\lambda$ for a symmetric encryption scheme, and to reveal to every party an encryption $c$ of the output $y$. |
| Planted Ladder (PL) [13] | This protocol extends L to reactive functionalities by stacking multiple instances of LL, i.e., an $n$-party $r$-stage functionality is handled as a run of L with $r \cdot n$ parties, using additional deposits to force the next stage to start (the so-called Underground Deposits). As a result, PL requires more transactions and very high deposits from each player. To improve efficiency, one can use CL with L, we denote the resulting protocol as CLL. |
| Amortized Ladder (AL) [14] | This protocol aims at performing multiple MPCs using a single instance of a penalty protocol. The sequence of deposits/claims is the same as in L, except that all the deposits/claims happen in parallel. |
| Multi-Lock (ML) [11] | This protocol relies on the ideal functionality $F_{\text{ML}}^*$, instead of $F_{\text{CR}}^*$, in order to realize the “claim-or-refund” transactions. The latter allows to manage multiple deposits/claims in an atomic fashion, thus resulting in an improved round complexity. |
| Insured MPC (IMPIC) [26] | This protocol follows the same blueprint of ML, i.e. IMPIC manages multiple deposits/claims in an atomic fashion. However, the protocol further improves the efficiency in the evaluation of the commitments in the off-chain MPC and the on-chain reconstruction phase using publicly-verifiable additively homomorphic commitments. |

\[ ^{19} \text{More precisely, in L the condition requires the recipient i to publish the pair (a_i, a_j) such that Commit(a_i, a_j) = \gamma_j for each j \leq i.} \]
for each player (e.g., $P_1$ deposits $d$ coins while $P_n$ deposits $(n-1)d$ coins); and (ii) some players deposit early but can only claim late in the protocol (e.g., $P_4$ in Fig. 3).

While financial unfairness is easy to notice (by pure observation) in simple protocols such as Ladder, it tends to be more difficult to judge whether a penalty protocol is financially fair or not when it yields a more complicated sequence of deposit and claim transactions [12], [13], [14].

C. An Illustrative New Protocol

To illustrate alternative design choices when looking into an efficient and financially fair penalty protocol, we provide a simple example of another protocol that is provably secure and achieves the same efficiency of the CL$^*$ protocol by Kumaresan and Bentov [11], but still fails to achieve UC security. Namely, we can design a new penalty protocol that combines ideas from [38] and [11], [14], to obtain a constant-round penalty protocol with $O(n)$ transactions and script complexity $O(n\lambda)$. This protocol is both cryptographically and financially fair; however, security only holds in the sense of sequential composition (although in the plain model and under standard assumptions).

Compact Multi-Lock (CML). We rely on some standard cryptographic primitives: (i) an $n$-party secret sharing scheme ($\text{Share, Recon}$) with message space $\{0,1\}^\ell$ and share space $\{0,1\}^k$; (ii) a secret-key encryption scheme ($\text{Enc, Dec}$) with secret keys in $\{0,1\}^k$ and message space $\{0,1\}^m$, where $m$ is the output size of the function $f$; and (iii) a non-interactive commitment $\text{Commit}$ with message space $\{0,1\}^\ell$.

Let $f$ be the function to be computed. The protocol proceeds in two phases. In the first phase, the parties run a cryptographically unfair MPC for a derived function $\tilde{f}$ that samples a random key $\kappa$, secret shares $\kappa$ into shares $\kappa_1, \ldots, \kappa_n$, commits to each share $\kappa_i$ individually obtaining a commitment $\gamma_i$, and finally encrypts the output $f(\kappa_1, \ldots, \kappa_n)$ using the key $\kappa$ yielding a ciphertext $c$. The output of $P_j$ is $(\gamma_j)_{j \in [n]}, c, \kappa_2, \alpha_i)$, where $\alpha_i$ is the randomness used to generate $\gamma_i$. The $\tilde{f}$ can be safely run by an unfair protocol, since an adversary can not learn the final output $y$ at the end of its execution. During the second phase, the players use $\text{F}_\text{ML}$ to reveal the shares of the key $\kappa$ in a fair manner, thus ensuring that every player can reconstruct the key and decrypt the ciphertext $c$ to obtain the output of the function.

Analysis of Cryptographic Fairness. The theorem below states that our protocol also achieves cryptographic fairness in the sequential composability setting. As we will argue in Sec. V, we need non-committing encryption to make the proof go through in the UC setting. Unfortunately, this would remove the compactness requirement on the script complexity unless unrealizable assumptions like the one of ML is used. It may be possible that compactness in UC might be achieved by removing the financial fairness requirement. However, we identify financial fairness as a main requirement for penalty protocols. We show the proof sketch below and the detailed proof can be found in the full version [39].

Theorem 1: Let $f$ be any $n$-party function, and $\tilde{f}$ be as above. Assume (Share, Recon) is an $(n, n)$-threshold secret sharing scheme, (Enc, Dec) is semantically secure, and Commit is perfectly binding and computationally hiding. Then, the protocol described above $(n-1)$-securely computes $\mathcal{F}_{\tilde{f}}^*$ with penalties in the $(\mathcal{F}_{\tilde{f}}, \mathcal{F}_{\text{ML}})$-hybrid model.

Proof: [Proof sketch.] We prove the above theorem by following the Real/Ideal world paradigm. We start by describing the simulator $\mathcal{S}$ in the ideal world. Let $I$ be the set of corrupted parties and $\mathcal{H} = [n] \setminus I$ be the set of honest parties (with $\mathcal{H} = [n]$).

1) Acting as $\mathcal{F}_{\tilde{f}}^*$, wait to receive inputs $\{x_i\}_{i \in \mathcal{H}}$ from $A$. Hence, sample $\kappa, \tilde{\kappa} \leftarrow \{0,1\}^k$, let $(\kappa_1, \ldots, \kappa_n) \leftarrow \text{Share}(\tilde{\kappa})$, $c \leftarrow \text{Enc}(\kappa, 0^m)$ and $\gamma_i \leftarrow \text{Commit}(\kappa_i)$ for all $i \in \mathcal{H}$, and send $((\gamma_j)_{j \in [n]}, c, \kappa_2, \alpha_i)_{i \in I}$ to $A$.

2) Acting as $\mathcal{F}_{\text{ML}}^*$, wait to receive the lock message together with $\text{coins}(h\kappa)$ to $\mathcal{F}_{\tilde{f}}^*$, receiving $y$ back. Hence, rewind the execution of $A$ to the beginning of the lock phase, change the distribution of $((\gamma_j)_{j \in [n]}, c, \kappa_2, \alpha_i)_{i \in I}$ to that of the real protocol $\pi$, and repeat step 2 of the simulation, except that, in case $A$ now aborts, the rewinding is repeated with fresh randomness and step 2 is run again.

3) Send $\{x_i\}_{i \in \mathcal{H}}$ together with $\text{coins}(h\kappa)$ to $\mathcal{F}_{\tilde{f}}^*$, receiving $y$ back. Hence, rewind the execution of $A$ on behalf of the corrupted parties. If for some $i \in \mathcal{H}$ the message was not received, or the adversarial circuits do not match, send $\text{coins}(d)$ back to each corrupted party, abort and terminate the simulation. Else, notify $A$ that each corrupted party correctly locked its coins.

4) At round $\tau$, acting as $\mathcal{F}_{\text{ML}}^*$, send the send the redeem message to $A$ for each $i \in \mathcal{H}$. Set $\ell = 0$. Hence, upon receiving the redeem message from $A$ containing $\kappa'_i$ (on behalf of each corrupted $P_i$): if $\ell < n - h$, check that $\phi((\gamma_i; (\kappa'_i, \alpha'_i)) = 1$ and $\kappa'_i = \kappa_i$; if the check passes send $\text{coins}(d)$ back to $P_i$ and set $\ell \leftarrow \ell + 1$; If $\ell = n - h$, receive $\text{coins}(h\kappa)$ from $\mathcal{F}_{\tilde{f}}^*$, and terminate.

5) At round $\tau + 1$, if $\ell < n - h$, send $\text{coins}(\frac{d}{n-1})$ to each corrupted $P_j \neq P_i$ on behalf of each corrupted player $P_i$ that did not redeem its witness in the previous step of the simulation. Hence, abort and terminate the simulation.

To conclude the proof, we consider a sequence of hybrid experiments and show that each pair of hybrid distributions derived from the experiments are computationally close.

Hyb$\theta(\lambda)$: Identical to the real world experiment, except during the fair reconstruction phase, in case the attacker does
not provoke an abort during the lock phase, we rewind the adversary to the share distribution phase and re-run the entire protocol.

\textbf{Hyb}_1(\lambda): As above except during the first run of the share reconstruction phase (before the rewinding) we switch the distribution of the commitments to $y_i \leftarrow \text{Commit}(x_i^0)$ for each $i \in \mathcal{H}$. During the second run (after the rewinding) of the share distribution phase, if any, the honest commitments are reset to the original distribution $y_i \leftarrow \text{Commit}(k_i)$.

\textbf{Hyb}_2(\lambda): As above, except during the first run of the share reconstruction (before the rewinding) we switch the distribution of the shares to $(k_1, \ldots, k_n) \leftarrow \text{Share}(\vec{k})$ for random $\vec{k}$ independent from $\lambda$.

\textbf{Hyb}_3(\lambda): As above, except during the first run of the share reconstruction (before the rewinding) we switch the distribution of the ciphertext to $c \leftarrow \text{Enc}(\kappa, 0^n)$.

\textbf{Hyb}_4(\lambda): Identical to the ideal world for the above defined simulator $S$.

In particular we argue that \{$\text{Hyb}_0(\lambda)$\}_{\lambda \in \mathbb{N}} \approx \{$\text{Hyb}_1(\lambda)$\}_{\lambda \in \mathbb{N}} for the hiding property of the underlying commitment scheme, \{$\text{Hyb}_1(\lambda)$\}_{\lambda \in \mathbb{N}} \approx \{$\text{Hyb}_2(\lambda)$\}_{\lambda \in \mathbb{N}} by privacy of the underlying threshold secret sharing scheme, \{$\text{Hyb}_2(\lambda)$\}_{\lambda \in \mathbb{N}} \approx \{$\text{Hyb}_3(\lambda)$\}_{\lambda \in \mathbb{N}} by semantic security of the underlying secret key encryption scheme and \{$\text{Hyb}_3(\lambda)$\}_{\lambda \in \mathbb{N}} \equiv \{$\text{Hyb}_4(\lambda)$\}_{\lambda \in \mathbb{N}} by perfect binding of the commitments and perfect correctness of the encryption scheme. The theorem follows by combining the above lemmas.

1) \textit{Further Considerations:} If the complexity of locally computed share is negligible, and the tasks are in abundance (an infinite number of tasks can be run in parallel) then all financially fair MPC protocols would be equally attractive as they might be constrained by the funds (for deposits) available to each participant. However, running our illustrative protocol might be insecure and thus vulnerable to attacks violating cryptographic fairness or the privacy of the parties’ inputs.

V. \textbf{COMPARISON OVER SECURITY AND EFFICIENCY}

\textbf{A. Security Assumptions}

Protocols $L$, $ML$, $LL$, $AL$ and $PL$ satisfy UC security, and $IMPC$ satisfies (G)UC security with the global RO functionality. The situation is different for $CL$ and $CPL$ as well. Recall that the players start by engaging in an off-chain, unfair, MPC protocol whose output for party $P_i$ includes $(c, k_i)$, where $c$ is an encryption of the output $y$ under a symmetric key $k$, and $k_i$ is a share of the key.

Unfortunately, the encryption must be “non-committing” [40] for the security proof to go through: the simulator first must send the adversary a bogus ciphertext $c$ (say an encryption of the all-zero string), and when it learns the correct output $y$, if the adversary did not abort, must explain $c$ as an encryption of $y$ instead. In the plain model, such encryption inherently requires keys as long as the plaintext [41], which would void any efficiency improvement w.r.t. the original $L$ Protocol. To circumvent this problem, [13] builds the encryption $c$ in the ROM, essentially setting $c = \text{Hash}(k_1 \oplus \ldots \oplus k_n) \oplus y$.

### TABLE IV

| Protocol | #Rounds | #TXs | Script Complexity |
|----------|---------|------|-------------------|
| $L$      | $O(n)$  | $O(n)$ | $O(n^2 m)$        |
| $ML$     | $O(1)$  | $O(1)$ | $O(n^2 m)$        |
| $CML$    | $O(1)$  | $O(n^2)$| $O(n^2 m^2)$      |
| $IMPC$   | $O(1)$  | $O(n)$ | $O(nm)$           |
| $LL$     | $O(n)$  | $O(n^2)$| $O(n^2 \text{mnr})$|
| $AL$     | $O(n)$  | $O(n^2)$| $O(n^2 \text{mnr})$|
| $PL$     | $O(n)$  | $O(n)$ | $O(n^2 \text{mnr})$|
| $CPL$    | $O(n)$  | $O(n)$ | $O(n \text{m})$   |

A considerable drawback of the hash-based $CL$ Protocol is that it is \textit{not} provably secure in the ROM because one cannot assume that $\text{Hash}$ is a random oracle: to run an MPC protocol that computes $c$ we must represent the very hashing algorithm as a circuit.

Protocols $CML$ follows the same blueprint as $ML$, but intuitively replaces the ideal functionality $F^\text{CR}_{\text{CR}}$ with $F^\text{CR}_{\text{ML}}$ in order to improve the round complexity and achieve financial fairness. As a consequence, its security analysis faces a similar issue as the one discussed above. Here, we propose an alternative solution that allows to obtain provable security in the plain model by focusing on standalone, rather than UC, security (which in turn implies security under sequential composition). This weakening allows us to replace the non-committing encryption scheme with any semantically secure one, and to solve the issue of equivocating the ciphertext in the security proof by rewinding the adversary (which is not allowed in the UC setting). A similar solution was considered in [38] for fair MPC without coins.

Rewinding in our setting essentially means that the simulator have the ability to reverse transactions on the blockchain, whereas distributed ledgers are typically immutable. However, there already exist certain blockchains where blocks can be redacted given a secret trapdoor [42] (and are immutable otherwise). In our case, such a trapdoor would not exist in the real world, but rather it would be sampled by the simulator in the security proof, in a way very similar to standard proofs of security in the common reference string model [43, 44]. We further note that previous work also used limited forms of rewinding in the setting of MPC protocols with blockchains. For instance, Choudhuri et al. [45] construct black-box zero-knowledge protocols in a blockchain-hybrid model where the simulator is allowed to rewind only during certain slots.

\textbf{B. Asymptotic Efficiency}

In this section we compare the penalty protocols w.r.t their on-chain efficiency in both an asymptotic and an empirical way (assuming their execution is on a Bitcoin network). In Table IV we can notice that the script complexity of $CL$, $CPL$ and $CML$ does not depend on the size of the output function, but only on the number of parties $n$ and the security parameter $\lambda$, thus leading to a significant efficiency speed-up. As it can be noticed also in Table I, $CL$ and $CPL$ are not provably secure, whilst our $CML$ is secure only under standard (rather than universal) composition. Because of this limitation, $IMPC$ can be considered the best protocol among the presented ones.
VI. THEORETICAL ANALYSIS OF FINANCIAL FAIRNESS

A. (Un)fairness of penalty protocols

We formally prove that the family of Ladder Protocols does not meet financial fairness as per our definition. The latter is achieved by interpreting LL, LL, CL, PL, and AL as MPC protocols in the $F^{s}_{escrow}$-hybrid model, and by carefully analyzing the sequences of deposits/refunds made/received by each participant.

Theorem 2: For any $n \geq 2$, and penalty amount $q > 0$, the following holds for the n-party Ladder protocol $\pi_L$ from [10]:

- If $\eta = 1$, the protocol is financially fair.
- If $\eta \neq 1$, the protocol is not financially fair.

Proof: Consider the hybrid ideal functionality $F^{s}_{CR}$; intuitively this functionality allows a sender $P_i$ to conditionally send coins to a receiver $P_j$, where the condition is formalized as a circuit $\phi_i$ with time-lock $\tau$: The receiver $P_j$ can obtain $P_i$’s deposit by providing a satisfying assignment $w$ within time $\tau$, otherwise $P_i$ can have his deposit refunded at time $\tau + 1$.

$F^{s}_{CR}$ clearly belongs to the family $F^{s}_{escrow}$ described in §III-B: the Deposit Phase corresponds to the (deposit, $\ast$, $\ast$) commands in $F^{s}_{escrow}$, whereas the Claim/Refund Phase corresponds to the (refund, $\ast$, $\ast$) commands in $F^{s}_{escrow}$.

Given $F^{s}_{CR}$, protocol $\pi_L$ proceeds as follows. First, each player $P_i$ (except for $P_n$) uses $F^{s}_{CR}$ to make a deposit of coins$(q)$ to $P_n$, with predicate $\phi_i$. After all these deposits are made, each party $P_i$ with $i = n, \ldots, 2$ in sequence uses $F^{s}_{CR}$ to make a deposit of coins$(i - 1)q$ to $P_{i-1}$ and with predicate $\phi_{i-1}$. Let us call these deposits $\triangle x_{i-1}$, and denote by $\triangle x_{n,i}$ the initial deposits to $P_n$. Finally, the deposits are claimed in reverse order: First, $P_1$ claims $\triangle x_1$, then $P_2$ claims $\triangle x_2$, until $P_n$ claims $\triangle x_{n,i}$ for each $i \neq n$. Abortes are handled as follows: If $P_{i+1}$ does not make $\triangle x_{i+1}$, each party $P_{j \geq i}$ does not make $\triangle x_{j+1}$ and waits to receive the refund from $\triangle x_{n,j}$, whereas each $P_{j \geq i}$ keeps claiming $\triangle x_{j}$ as described above.

For simplicity we consider all parties are honest. The loss of party $P_i$ is:

$$\chi_{i\neq n} = q \cdot \eta(1) + (i - 1) \cdot q \cdot \eta(n - i + 2) - i \cdot q \cdot \eta(n + i)$$

$$\chi_n = (n - 1) \cdot q \cdot \eta(2) - (n - 1) \cdot q \cdot \eta(2n).$$

When $\eta = 1$, we have $\chi_1 = \ldots = \chi_n = 0$. However, since, e.g., $\chi_1 \neq \chi_2$ for any choice of $\eta < 1$, we conclude that $\pi_L$ is not financially fair whenever $\eta \neq 1$.

In contrast, the $\pi_L$ protocol is financially fair.

Theorem 3: For any $n \geq 2$, $\pi_L$ [11] is financially fair.

Proof: It is easy to see that $F^{s}_{ML}$ belongs to the family $F^{s}_{escrow}$. Then, financial fairness immediately follows by the fact that the loss of the i-th participant can be computed as follows:

$$\chi_i = (n - 1)q \cdot \eta(1) - (n - 1)q \cdot \eta(t) - s \cdot q \cdot \eta(t + 1),$$

where $s \leq n - 1$ is the number of corrupted parties that did not redeem a valid witness in the fair reconstruction phase.

IMPC [26] can similarly be shown to be financially fair.

B. Round Robin, Small Collateral and Repeated Games

A natural idea to overcome the negative results on financial fairness shown above would be to simply let parties rotate their roles in different executions, or to select the roles randomly in each execution, with the hope of achieving financial fairness on expectation. Unfortunately, we show here that these approaches are also deemed to fail, except for a finite, very small, numbers of discount rates.

1) Round Robin: The “round robin” approach considers a global protocol which consists of multiple repetitions in a round robin fashion of a financially unfair penalty-based protocol (such as the Ladder protocol $\pi_L$ [10]). This hopes to fix the unfairness in the penalty-based protocol if the same set of parties are to run the protocol more than once: by shifting the party index in each run, e.g. the last party becomes the first party, the first party becomes the second party, and so on. This is different from the penalty protocols that support a multi-stage reactive functionality (such as Locked Ladder $\pi_L$ [12]), as even though those protocols seem to be based on repeated instances of a non-reactive protocol, one cannot shift the party index without affecting security. Unfortunately this solution doesn’t work in general even for the simple case in which the reward is the same for all parties. In the following theorem, we will show that to achieve fairness using the round robin approach, the parties must be able to obtain a specific limited number of discount rates (e.g. from the banks), depending on the deposit schedule, which is not practical (as the discount rates are given by the banks, not asked by the parties).

Theorem 4: Let an unfair protocol be identified by deposits $d_{i,t}$ for each party $i \in [n]$ which may be rotated to different parties at round robin step $\rho \in [k]$ thus determining a schedule $d_{i,t+\rho}$. There are at most $\tau \cdot k$ specific rates $\delta$ that admit a fair round robin global protocol.

Proof: We observe that for the round-robin protocol to be fair we need to satisfy the following equation for all pair of parties $i$ and $j$: $\sum_{\rho} \chi_{i,\rho} e^{-\delta} = \sum_{\rho} \chi_{j,\rho} e^{-\delta}$

In the simple case where each party have the same reward at the end of the protocol, it can be transformed as follows:

$$\sum_{\rho} \sum_{(i,j)} d_{i,t+\rho} \cdot e^{-\delta} = \sum_{\rho} \sum_{(i,j)} d_{j,t+\rho} \cdot e^{-\delta}$$

By setting $e^{-\delta}$ equal to $x^{\rho}$ we obtain a polynomial equation of degree at most $k \tau$ with integer coefficients equal to $d_{i,t+\rho} - d_{j,t+\rho}$. We can repeat the procedure for all pairs and we obtain at most $n - 1$ independent polynomial equations. It is enough that we consider the pairs 1, i for all $i \geq 2$. The remaining equations can be derived from those ones. Since the original protocol is unfair, there must be at least one polynomial where at least one of such coefficient for each value of $\rho$ is not zero, hence each polynomial is not identically zero and of rank at least $(k - 1) \tau$ and maximum of $k \tau$. Hence each polynomial has at most $k \tau$ zeroes i.e. values of $\delta$ that admit a fair round schedule. If the other polynomials are also not identically zero, such values $\delta$ must also be zeroes for the other $n - 1$ polynomials.
2) Small Collateral and Repeated Games: Another approach to allow the use of financially unfair protocols in practice might be the use of a small collateral. Then all parties will not worry on a small interested rate on the collateral if they have a choice of a significant reward at the end of the protocol. If the game is repeated several thousands times, e.g. in financial trading, a small collateral might quickly accrue to a significant values and therefore such solution might only hold for games that are not played often.

Unfortunately, game theoretic considerations makes such proposition (make a mall collateral w.r.t. stakes and rewards so that interest is negligible) less practical than it seems. It only works if all parties have a final large reward with certainty. In cases where a party may win a lot and other parties may lose everything, such as poker or financial trading, this is not longer true. It is a variant of the prisoner dilemma [46, Chap.2].

Theorem 5: In a game where the reward of the winning parties is significantly larger than the losing party and the collateral is negligible in comparison to the stake, the strategy ‘Playing last and abort if unsatisfied’ is a strictly dominating strategy.

Proof: The first player (Alice) can decide to (1a) abort and retrieve the initial stake minus the collateral, or cooperate and — if the last player cooperate — (2a) retrieve nothing for herself or (3a) grab the reward depending on the random outcome of the computation. If the last player aborts (4a) she will retrieve the initial stake plus the collateral. In contrast the last player (Bob) can (2a) retrieve the reward if he cooperates and the outcome is positive or (4a) abort and retrieve the initial stakes minus the collateral if the outcome is zero for him. The option (3a) of cooperating — when the outcome is negligible for him — is dominated by the option (4a) of retrieving the initial stake minus the collateral. Hence the Nash equilibrium is first player cooperates, last player aborts if he doesn’t win. □

In a repeated games with discount rates for later moves (See Section 8.3.3 in [46]) both players may cooperate if the discount rate is large enough even if the individual game would have a dominating strategy for defecting (i.e. in our case going last and abort if unsatisfied). Unfortunately, this case is not applicable in our scenario as it requires players to have strategies that are contingent on the previous behavior of the game, i.e. players needs to know how the other players played in the previous instance of the game. Since players might join with a new pseudonym, one cannot hold them accountable for repeated aborts. Therefore the repeated game collapses into a sequence of independent games where our result holds.

In summary, participating to MPCs with a small collateral is essentially a waste of time as the last partner is likely to defect. For example, Poker with MPC will require “robust” collateral. Hence, for the remainder of the paper we will consider serious games where the collateral is large.

VII. FAIRNESS AND CONCRETE EFFICIENCY ON BITCOINS

In the following, we will analyze the penalty protocols’ efficiency in a more concrete and empirical way.
B. Efficiency Analysis

Empirical efficiency is measured in terms of transaction fees (based on the number of transactions) in Fig. 4, execution time (based on the number of rounds) in Fig. 5, and script complexity (based on input size in bits) in Fig. 6. In our empirical analysis we do not take into account IMPC, CML, and CPL, since concrete efficiency numbers are not provided in the protocol description of IMPC, while CML is not universally composable and CPL has no provable security.

All of the protocols show acceptable transaction fees, even the most expensive protocol LL, costs only $3277 for the 55 parties case (which means approximately only 60s for each party). However, all protocols except ML and AL show unacceptable execution time: ML concludes in the simplest (non-reactive) protocol L takes 5 days to finish for 55 parties to execute 1 contract while the most complicated (reactive) protocol LL requires 23 days to execute 2 contracts; the improved (reactive) protocol PL does reduce the requirement to 14 days but it is still too slow. ML is the protocol with the lowest script complexity in the case of non-reactive while Compact PL is the protocol with the lowest script complexity in the case of reactive. The non-compact version of PL yields the highest script complexity.

C. The Ladder Protocol for Trading

If the 55-party Ladder protocol was to be run on Bitcoin (requiring $\tau = 110$ rounds in total), a round would last approximately 60 minutes. Now, assume an optimistic scenario: participants could borrow money from NYFed’s SOFR to run the protocol (see §III-A, or alternatively that could be their opportunity costs). In essence they are wealthy, risk neutral and worth essentially cheap credit. Normal humans would require much higher interest rates as the empirical evidence shows [18], [20], [21]. The discount (minute) rate would be $\delta_m = 0.0005$ for each player. To represent the net present cost of participation of each participant as basis points we simply set $d = 10000USD$. If one is to use the Ladder protocol in a real world use case (e.g., dark pool futures trading), the base deposit $d$ would be necessarily at least the notional value of one futures contract (i.e., 1 million dollars in case of Eurodollar futures).

Thus, using Eq. (1), we have (in bps):

$$\chi_{110}(110) := (d \cdot e^{-\delta_m 60} - d \cdot e^{-\delta_m 540}) \approx 0.11(bps)$$

$$\chi_{55}(110) := -(54d \cdot e^{-\delta_m 2\cdot60} + 54d \cdot e^{-\delta_m 110\cdot60}) \approx 49(bps)$$

In financial terms this is a disaster:

- $P_{55}$ would lose 0.49% of the deposit in terms of opportunity costs, which is almost $5K, just to participate to trade a single contract!
- Combining the numbers of messages (6000 on average), the last party $P_{55}$ would spend $30M just to participate to an average trading day, whereas the first party’s cost would only be around $60K ($10 per contract, as the cost of $P_1$ is only 0.1 bps).

D. Comparative Analysis of Financial Fairness

We experimentally analyze how the different penalty protocols behave in terms of their inter-temporal choices.\(^{25}\)

- The Multi-Lock Protocol. ML is straightforward in this respect. Every party deposits the same amount of coins at the same time, and can withdraw it as soon as s/he has revealed the secret. The same holds for CML.
- The Ladder Protocols. The L, LL, PL, and AL protocols have inter-temporal payment schedules which clearly differ in both amount and duration of deposits per party.\(^{25}\)

\(^{22}\)ML has higher script complexity than IMPC, but provides better security guarantees. IMPC is asymptotically better ($O(nm)$), but we do not have enough data to compare it with ML on concrete numbers. Moreover, its security degrades because of the RO assumption.
This figure shows the total amount of deposit locked by the penalty protocols before the withdrawal phase. CRYPTO’14 L, CCS’14 ML, and CCS’16 AL are non-reactive penalty protocols, while CCS’15 LL and CCS’16 PL are reactive ones. Among the non-reactive protocols, L requires significantly different amounts from the first party (always q) and the last party which shells 56 times as much and should shell (n−1)q for n parties. The reactive LL and PL require disproportionate deposits. For each stage of computation, maximum 54 out of 55 parties may be compensated if one party cheats. Therefore one would only expect 118q for two stages of computation (to compensate the other 54 honest parties in 2 stages) rather than 216 or 320q.

Fig. 7. Total Amount of Deposit per Party and Protocol.

Among the non-reactive protocols, CCS’14 ML and CCS’16 AL both conclude in one round. Moreover, AL allows multiple MPCs to be done in the one round period. The reactive CCS’15 LL and CCS’16 PL again require a disproportionate lock time window compared to the non-reactive L, ML, AL.

Fig. 8. Maximum lock time window (55 parties, 2 stages).

To show the difference we implemented a script that simulates the penalty protocol transaction schedule. We show only the results for P1, P10, P25, and P55.26

Fig. 7 reports the total deposited amount of P1 (the minimum entry requirement of a protocol) and P55 (the maximum entry requirement of a protocol). All protocols except ML require a different amount of deposit from each party. In terms of total amount, L is the best protocol...for the first party! The last party has to deposit more than 54x times more. ML requires a fixed amount of (n−1)q from each party, while L requires such amount from only the two last parties P54 and P55. LL, PL and AL require very high amounts of deposits (and again largely different): the worst case party P55 has to deposit 216q in LL and 327q in PL. Even taking into account the fact that LL and PL consist of two stages, such deposits look excessive: one would expect to deposit 118q for two stages of computation, since we only need to compensate at most 54 parties per stage when one of the 55 parties aborts.

Fig. 8 shows the maximum time window that a party has to keep his money in deposit (starting from the first deposit to the last withdrawal). ML and AL have the smallest and fairest lock

26P1 and P55 are the first and the party which illustrates the maximum difference possible: P10 and P25 are representative of the intermediate parties.

27We refer as the “worst case party” the party who has to deposit the most, while as “best case party” the party who has to deposit the least.

VIII. Playing it for real: Optimistically unfair

The observations above refer to the worst case but in practice the inter-temporal differences for honest parties might not be noticeable. Checking the behavior of a protocol for honest parties, dubbed Optimistic Computation [11], is important as a protocol can still be fair for all practical purposes.

To check whether this is the case (it is not), we analyze the financial fairness of each protocol by simulating the net present cost of participation χi of party Pi (see Eq. (1)) in a large sequence of random executions with honest parties:

- Use the sequence of deposits {di,t} and withdraws {ri,t} of party i obtained from an honest execution of a protocol at each round t; and the minute ratio derived from the Secured Overnight Financing rate of the New York Fed (238 bps, Tab. II) as this is the going rate among commercial executions, and thus is actually available;
- Simulate each protocol execution on Bitcoin. To convert "rounds" to "Bitcoin time", we use Bitcoin actual network data, i.e. the mean and standard deviation of the block generation time (in minutes) for each day from Dec 29, 2018 to June 26, 2019; and consider a round of a protocol to be 6 blocks of the Bitcoin blockchain for a transaction to be confirmed. From the data, a round can take from 47 minutes to 75 minutes.
- Compute the net present cost of participation χi of each Pi for each of the 180 days using q = 10000 (hence χi is captured as basis points), and plot them in Fig. 9.28

28As the discount rate is small, i.e. δ=0.0005, the difference due to slight changes (30 minutes) in transaction confirmation times is negligible. Only for a very large number of transactions it becomes significant.
For all cases (both reactive and non-reactive), financial fairness is only achieved in $ML$, as every party locks and releases the same deposit at the same time. $ML$ is also the best protocol in terms of net present cost of participation.

For non-reactive cases, $L$ yields a huge difference in losses between different bounties: $\chi_1$ is around 1.53 bps while $\chi_4$ is around 162.75 bps. This difference is due to the disparity in both the amount of deposits and the time windows in which the deposits are locked ($P_1$ deposits only $q$, locked for 55 rounds, while $P_{55}$ deposits 54$q$, locked for 108 rounds). The difference is slighter in $LL$: all parties’ deposits are locked for one round, but differences between amounts of deposits still exists (110$q$ for $P_1$ and 216$q$ for $P_{55}$).

For reactive cases, in $LL$ and $PL$ the party $P_1$ and the party $P_{55}$ have a large difference in net present costs of participation. Furthermore, the costs for the last party $P_{55}$ are unacceptable in both protocols: more than 2000 bps in $LL$, and more than 2300 bps in $PL$. However, a surprising finding is that $LL$ is better than its “improved” version $PL$ in terms of financial fairness. To explain this phenomenon, let us observe that even though $LL$ locks the deposits for a longer time ($LL$ concludes in 543 rounds, while $PL$ needs 328 rounds), the deposit amount is much less ($P_{55}$ deposits 216$q$ in $LL$ but 327$q$ in $PL$).

IX. CONCLUSION AND OPEN PROBLEMS

A. Lesson Learnt

The main motivation of this work comes from the observation that most penalty protocols for cryptographically-fair MPC with penalties might be unfair when it comes to the amount of money each player has to put into escrow in a run of the protocol. Hence, the goal is designing penalty protocols that are both cryptographically and financially fair, while at the same time having good efficiency in terms of round complexity, number of transactions, and script complexity.

State-of-the-art protocols either achieve low script complexity (heuristically) but not financial fairness [13], or achieve financial fairness but either have high script complexity [11] or require trusted third parties [36]. Alternatively, we also showed that efficiency, cryptographic fairness, and financial fairness are all achievable at the same time and under standard assumptions, so long as one settles for sequential (rather than universal) composability using rewinding-based proofs. The latter might indeed be an option under certain restrictions [45], or using redactable blockchains [42].

B. Open Problems

1) Beyond the Pro-Rata Compensation: We make no assumption on the function used to compute the net present value, but in some settings we may want to consider financial fairness only w.r.t. specific discount rates. An extension would be to drop the assumptions, present in the entire literature so far (including our paper) that: (i) all parties are compensated equally; and (ii) the adversary compensates all honest parties who do not receive the result of the computation. This approach, known as the “pro-rata” approach for the restitution of mingled funds [48], however, is not the only possible one. For example, one could use Clayton’s rule where “first withdrawals from an account are deemed to be made out of first payments in” [49], and return the funds only to the first $k$ parties who deposited. Adjusting to these rules requires simple modifications to the functionalities and the corresponding protocols.

Taking into account that the valuation of coins can change over time is a subject of a paper by itself and will not change the present result of purely deterministic deposits in which the possibility of aborts is studied from a economic game theoretic perspective. At any given time one decide whether to keep participating or not in the protocol based on a model of the rationality of other participants. Further complications into the model can be imported from both socio-economical (e.g. mutual trust within the participants, their risk appetites, the popularity of specific MPC protocol, market anticipations for the price of coins/tokens used by each MPC protocol, how early in time the protocol was introduced to the public, etc.) and technical (e.g. validity of assumptions, requirements to the software/hardware running MPC protocol, usability etc.) domains. We consider those possible future work.

2) Better Efficiency With Reasonable Assumptions: The $CML$ Protocol only achieves standalone security. We leave it as an open problem to construct a penalty protocol that achieves UC security, with the same efficiency as $CML$ and while retaining provable security in the plain model. This question is wide open even in the Random Oracle Model.

3) Compiling Unfair Protocols Into Fair Ones: A natural open question is whether a financially unfair protocol like $L$ can be compiled into a fair protocol while keeping comparable efficiency and security.

CONVERSION OF INTEREST RATE

Conversion of Interest Rate

To convert the Overnight Rate $\delta_t$ (per annum) to Hourly Rate $\delta_h$ and Minute Rate $\delta_m$, and using those to compute the corresponding payment interest, one needs to follow several intermediate steps:

1) Convert the Overnight Rate $\delta_t$ into continuous time, i.e. $\delta = \ln(1 + \delta_t)$ (where $\ln(x)$ is the natural logarithm); using the NYFed’s Secured Overnight Financing Overnight Rate $\delta_t = 238 = 2.38\% = 0.0238$, $\delta := \ln(1 + 0.0238) = 0.0235$;

2) Multiply the continuous rate by $\frac{1}{365.24}$ for the Hourly Rate $\delta_h$ or $\frac{1}{365.24.86}$ for the Minute Rate $\delta_m$, then convert back to discrete time by taking $e^{\delta \cdot d}$ to obtain the payment interest factor;

3) Hence $\eta(t) := e^{-\delta h}$ if we are using the Hourly Rate, or $\eta(t) := e^{-\delta m}$ if we are using the Minute Rate.

Instances of Escrow

The Claim-or-Refund Functionality $F^e_{CR}$ runs with
security parameter $1^l$, parties $P_1, \ldots, P_n$, and ideal adversary $S$.

**Deposit Phase:** Upon receiving the tuple $(\text{deposit}, sid, ssid, i, j, \phi_{ij}, \tau, \text{coins}(d))$ from $P_i$, record the message $(\text{deposit}, sid, ssid, i, j, \phi_{ij}, \tau, d)$ and send it to all parties. Ignore any future deposit messages from $P_i$ to $P_j$.

**Claim Phase:** After round $\tau$, upon receiving $(\text{claim}, sid, ssid, i, j, \phi_{ij}, \tau, d)$ from $P_j$, check if: (1) a tuple $(\text{deposit}, sid, ssid, i, j, \phi_{ij}, \tau, d)$ was recorded, and (2) if $\phi_{ij}(w) = 1$. If both checks pass, send $(\text{claim}, sid, ssid, i, j, \phi_{ij}, \tau, d, w)$ to all parties, send $(\text{claim}, sid, ssid, i, j, \phi_{ij}, \tau, \text{coins}(d))$ to $P_j$, and delete the record $(\text{deposit}, sid, ssid, i, j, \phi_{ij}, \tau, d)$.

**Refund Phase:** In round $\tau + 1$, if the record $(\text{deposit}, sid, ssid, i, j, \phi_{ij}, \tau, d)$ was not deleted, then send $(\text{refund}, sid, ssid, i, j, \phi_{ij}, \tau, \text{coins}(d))$ to $P_i$, and delete the record $(\text{deposit}, sid, ssid, i, j, \phi_{ij}, \tau, d)$.

The Multi-Lock Functionality $F^{\text{ML}}_\lambda$ runs with security parameter $1^l$, parties $P_1, \ldots, P_n$, and adversary $S$.

**Lock Phase:** Wait to receive $(\text{lock}, i, D_i = (d, sid, ssid, \phi_1, \ldots, \phi_n, \tau), \text{coins}(d))$ from each $P_i$ and record $(\text{locked}, sid, ssid, i, D_i)$. Then, if $\forall i, j : D_i = D_j$ send message $(\text{locked}, sid, ssid)$ to all parties and proceed to the Redeem Phase. Otherwise, for all $i$, if the message $(\text{locked}, sid, ssid, i, D_i)$ was recorded, then delete it, send message $(\text{abort}, sid, ssid, i, \text{coins}(d))$ to $P_i$ and terminate.

**Redeem Phase:** In round $\tau$, upon receiving a message $(\text{redeem}, sid, ssid, i, w_i)$ from $P_i$, if $\phi(w_i) = 1$ then delete $(\text{locked}, sid, ssid, i, D_i)$, send $(\text{redeem}, sid, ssid, i, \text{coins}(d))$ to $P_i$ and $(\text{redeem}, sid, ssid, i, w_i)$ to all parties.

**Compensation Phase:** In round $\tau + 1$, for all $i \in [n]$, if $(\text{locked}, sid, ssid, i, D_i)$ was recorded but not yet deleted, then delete it and send the message $(\text{payout}, sid, ssid, i, j, \text{coins}(\frac{d}{n-1}))$ to every party $P_i \neq P_j$.
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