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Abstract

We consider the problem of achieving fairness in a regression framework. Fairness is here expressed as demographic parity. We prove a control over the loss of the generalization error when fairness constraint is imposed, hence computing the cost for fairness for a regressor. Then, using optimal transport theory, we provide a way to construct a fair regressor which is optimal since it achieves the optimal generalization bound. This regressor is obtained by a post-processing methodology.

1 Introduction

In the framework of Machine Learning, the concept of fairness has recently arisen due to the rapid growth of the uses of automatic process or algorithms in a growing number of parts of our society. In several areas such as justice, recruitment, this development comes with moral and legal issues. We refer for instance to [DF18], [Cho17], [BS16] or [Kim16] and references therein for examples of unfair treatment in automatic decisions. In particular, using automated procedures directly impacting humans requires being able to guarantee a fair treatment for all. Yet the presence of bias in the datasets used to train algorithm or in the algorithms themselves induces decision rules that favor majority groups as pointed out in [Fri+18], [Fel+14] or [Bes+20].

More formally, an algorithm is said to suffer from unfairness with respect to a variable $S$, if its outcome (or decision) is (partially) based on $S$. The variable $S$ typically models a characteristic of a population that should not play a decisive role in the decision making process for legal, ethical or practical reasons. Making an "automatic process" fair aims to remove partially or totally the influence of $S$ in the process. Note that it is possible for an automatic process to be unfair with respect to a variable $S$ that it does not observe as an input, since this input might be correlated to $S$. For instance, an algorithm can easily make
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a good prediction of the gender of a person from data such its income, its level of study and
the number of hours spent weekly at work as shown in [Bes+20] for instance with emphasis
in the hiring policy of several companies as detailed in a recent newspapers article [Das18]

In this article, we consider the multidimensional regression framework. For a triple
$(X,Y,S)$ of random variables, the goal regression is to predict a variable of interest $Y$ given
$(X,S)$, where $X$ are characteristics while $S$ denotes the sensitive variable. In this setting,
the performance of a regressor $(X,S) \mapsto g(X,S)$ of $Y$ can be quantified by its quadratic risk

$$\mathcal{R}(g) := \mathbb{E}\|Y - g(X,S)\|^2,$$

for $\|\cdot\|$ a given norm. For a class of function $\mathcal{G}$, the best possible regressor $g \in \mathcal{G}$ as a function
of $(X,S)$, if it exists, has a risk

$$\mathcal{R}(\mathcal{G}) := \inf_{g \in \mathcal{G}} \mathcal{R}(g). \quad (1)$$

When $\mathcal{G}$ is the set of all measurable functions, the minimum is achieved for the conditional
expectation of $Y$ given $(X,S)$, denoted $\eta_S(X) := \mathbb{E}(Y|(X,S))$. In this context, it is also
called the Bayes regressor.

Many definitions of fairness have been considered in the literature, originally for classification
problems. Some recent work deals with the regression case as in [Chz+20], [Fit+19] or [ADW19] for instance. Fairness conditions in this setting aims at reducing or removing
the possible relationships between $g(X,S)$ and $S$ and the methodological choices consist in
quantifying this notion of statistical relationship or correlation in order to remove it to obtain
fair regressors.

Among all criterion, in this work, we consider the demographic parity framework where
fairness requires that the regressor $g$ is independent of the variable $S$ in order to guarantee
that the decision will not be impacted by the sensitive variable. In the classification case,
when $Y$ takes only the two possible values 0 and 1 demography parity of $g$ implies that

$$P(g(X,S) = 1|S = 1) = P(g(X,S) = 1|S = 0).$$

When a certain amount of correlation between $g(X,S)$ and $S$ is admitted, this constraint
can be relaxed using the notion of Disparate Impact. The disparate impact of a classifier
is a measures of the risk of discrimination when using the decision rules encoded in $g$ by
computing the ratio

$$DI(g) := \frac{P(g(X,S) = 1|S = 1)}{P(g(X,S) = 1|S = 0)}. \quad (2)$$

We refer to [Fel+14] and references therein for a description of this measure which has be-
come popular due to its interpretation in terms of legislation in the USA for instance since
1971 to detect disparate treatment [17].

Yet other criterion have been used to model dependence relationships between $S$ and
$g(X,S)$ using quantitative indicators that can be used to calibrate the algorithms.
Several methods can be used, which can be divided into three main categories : pre-processing
the observations to remove the influence of the sensitive variable, constraining the optimization
process to obtain fair classifiers or post-processing the outcome of the algorithm. We refer to [OC20], [Zaf+15] or [MW18] and references therein for a review on these methods.
In many paths to fairness, a key issue is to compare the distributions of an object (observations, regressor or scores of a regressor) for the different values of the sensitive variable $S$. Hence it amounts to comparing different conditional distributions and to study whether they are close with respect to a well chosen distance, which would convey the information that the sensitive variable plays little role and thus enhancing fairness with respect to this variable. Within this framework, the choice of a proper distance between the distributions is of high importance and Monge Kantorovich type distances have been studied in this context. In fact, many works dealing with optimal transport and fairness have been conducted in this direction. When dealing with the task of removing the influence of $S$ in the training dataset $(X,Y)$ (referred to as repairing the data) a solution with optimal transport was proposed in [Fel+14], or [HW17] with some theoretical results on the price for fairness provided in [Gor+19] or testing methods in [DGL19]. In the framework of classification, in [Jia+19] a special attention is paid on the relation between $W_1$ distance and the error induced by a fair classifier. In their work, the authors provide a control of an integrated loss for the classification error which involves the 1-Wasserstein and for which the minimum is achieved by considering the 1-Wasserstein barycenter of what is called the model belief and which corresponds to the Bayes score $\eta_S(X) = P(Y = 1|X, S)$ in the classification model with two classes. This result enables to post-process the scores of a classifier to gain fairness. Adding Wasserstein type constraint has been done in [Ris+19] while counterfactual examples are built using optimal transport methods in [BYF20].

In this work, we tackle the problem of studying the price to pay to achieve fairness in a regression setting. Actually, promoting fairness in machine learning algorithms, as seen previously, consists in reducing the effect of some statistical correlations present in the dataset. In most of the cases it results in a loss of accuracy to predict data that share the same biases in their distribution since it removes some available information. So fairness constraint modifies and often reduces the estimation performance of the estimator when it is evaluated on a dataset sharing the same distribution. So there is a natural trade-off between the loss of theoretical performance and the level of fairness to be reached. An important task is thus to be able to quantify the exact loss of performance when looking for fair regressor. We study the difference between the optimal risk of a regressor and a fair regressor, for the case of demographic parity. In this setting, we obtain a lower bound on the price to pay in performance for fairness in the regression problem. We also provide a method based on the Wasserstein barycenter on the conditional distribution of the Bayes regressor and prove it achieve our lower bound. Hence, we provide a fair regressor which achieves the best generalization error using optimal transport theory. Finally using the multimarginal formulation of the barycenter problem, we provide a feasible method to compute this fair regressor. This estimator is part of the family of post-processing estimator since it relies on an optimal combination of the approximated Bayes regressor.

The rest of the paper falls into the following parts. In Section 2, we provide a lower bound on the excess risk of the quadratic regression due to fairness, in a broad sense. In Section 3, we build an optimal fair regressor for demographic parity constraint. Section 4 is then devoted to the computation of an estimator of our optimal regressor, in the case the dimension of the outcome is one. Proofs are gathered in Appendix A.
2 A general lower bound for fair regression

2.1 Notation and Definitions

Consider the following notation. For some $d \in \mathbb{N}$, let $(X, Y, S)$ be a Borel random variable taking its values in $\mathcal{X} \times \mathbb{R}^d \times S$, where $\mathcal{X}$ and $S$ are topological spaces. We focus on the the usual setting where $S$ is a random variable taking a finite number $k$ of values. The distribution of $(X, Y, S)$ is denoted by $P$.

Recall that we consider the regression problem of the target variable $Y$ on $g$, functions of the variables of $X$ and $S$ that belong to a given class $\mathcal{G}$ of measurable functions. Fairness constraints are modeled through constraints imposed on the space $\mathcal{G}$ of measurable functions that will be chosen later on (depending on the fairness framework we adopt).

When the regression is performed on $\mathcal{G} = \mathcal{F}$ the set of all measurable functions from $\mathcal{X} \times S$ to $\mathbb{R}^d$, the optimal risk (a.k.a. Bayesian risk), is defined as

$$R^* := R(\mathcal{F}) = \min_{g \in \mathcal{F}} \mathbb{E}\|Y - g(X, S)\|^2.$$

The minimum is achieved for $g(X, S) = \eta_S(X) = E(Y|X, S)$, known as the Bayes estimator.

We are interested in the excess risk of a class of estimators $\mathcal{G}$ defined as

$$\mathcal{E}(\mathcal{G}) := R(\mathcal{G}) - R^*.$$ (3)

We introduce a class of functions $\mathcal{G}$ for which we will be able to determine the excess risk of an optimal fair regressor. Such classes of functions $g(X, S)$ should be well defined by their conditional distribution as explained in the following definition.

**Definition 1** (CCD class). A class $\mathcal{G}$ of measurable functions from $\mathcal{X} \times S$ to $\mathbb{R}^d$ is characterized by conditional distributions for the model $(X, Y, S)$ (abbreviated CCD($X, Y, S$) or simply CCD) if for every two measurable functions $g, g' : \mathcal{X} \times S \to \mathbb{R}^d$, such that $g(X, S)$ and $g'(X, S)$ have same conditional distribution given $S$, $g \in \mathcal{G}$ implies $g' \in \mathcal{G}$.

**Remark 2** (Noisy CCD class). In some situation, it useful to be able to minimize over a class $\mathcal{G}$ of random measurable functions from $\mathcal{X} \times S$ to $\mathbb{R}^d$. This can be formalized by allowing $\mathcal{G}$ to be a class of functions from $\mathcal{E} \times \mathcal{X} \times S$ to $\mathbb{R}^d$ where $\mathcal{E}$ is equipped with a random variable $\varepsilon$ independent to $(X, S)$. The definition of CCD class in that context — we will referred to it as noisy CCD class — is essentially the same: $\mathcal{G}$ is a CCD class if $g \in \mathcal{G}$ and $g$ and $g'$ has same conditional distribution given $S$, then $g' \in \mathcal{G}$.

**Example 3** (CCD classes). The definition of CCD classes encompasses several notions that are used in the fairness literature.

1. **Demographic parity**
   
   A canonical example of such CCD classes is the set $\mathcal{G}_{\perp \perp}$ of all measurable functions $g$ such that $g(X, S)$ is independent of $S$. This is a class CCD as a consequence of the fact that $g(X, S)$ is independent of $S$ if and only if the conditional distribution of $g(X, S)$ given $S$ is equal to the distribution of $g(X, S)$. This class of function $\mathcal{G}$ corresponds to the case of demographic parity regression.
2. Fixed Disparate impact.

In the context of binary classification, (i.e. \( Y \) takes in values in \{0, 1\}), for any \( \alpha > 0 \), the class \( G_\alpha \) of all functions \( g \) such that \( \text{DI}(g) \leq \alpha \) — as defined in (2) — is also a CCD class. Indeed, the condition \( \text{DI}(g) = \alpha \) depends only on the conditional distribution of \( g(X, S) \) given \( S \), and thus if \( g \in G_\alpha \) and the conditional distributions of \( g'(X, S) \) and \( g(X, S) \) given \( S \) are identical, then \( \text{DI}(g') = \text{DI}(g) = \alpha \).

3. Bounded conditional variance

In the framework of regression, demographic parity requires that the predictions of the algorithm are the same for each class. This implies that \( \mathbb{E}(g(X, S) | S) \) should not depend on \( S \), so \( \mathbb{E}(g(X, S) | S) = \mathbb{E}(g(X, S)) \). A weaker condition is given by the fact that the random variable \( \mathbb{E}(g(X, S) | S) \) has small variability, which warrants a similar behavior for all values of \( S \). So define for any \( \alpha > 0 \), \( G_\alpha \) the class of functions \( g \) such that \( \text{Var}(\mathbb{E}(g(X, S) | S)) \leq \alpha \). This class is a CCD class. Looking at small variability of the regressor is inspired by the idea pointed out in [WK19] in which authors consider the variability of the conditional loss of the regressor as a measure of fairness.

From now on, a regressor \( g(X, S) \), such that \( g \in G \) will be referred to as fair regressor.

Our results use the notion of optimal transport between probabilities. We recall here briefly some main notions. We will use the 2-Wasserstein distance (a.k.a quadratic Monge-Kantorovitch distance) between two probability measures defined as follows. For \( P \) and \( Q \) two probability measures on \( \mathbb{R}^d \) with norm \( \| \cdot \| \), the squared Wasserstein distance between \( P \) and \( Q \) is defined as

\[
W_2^2(P, Q) := \min_{\pi \in \Pi(P, Q)} \int \| x - y \|^2 d\pi(x, y)
\]

where \( \Pi(P, Q) \) the set of probability measures on \( \mathbb{R}^d \times \mathbb{R}^d \) with marginals \( P \) and \( Q \). The function \( W_2 \) defines a metric on the set \( P_2(\mathbb{R}^d) \) of probability measures on \( \mathbb{R}^d \) with finite moment of order 2. The metric space \( (P_2(\mathbb{R}^d), W_2) \) is called the Wasserstein space. More specifically, our method rely on the notion of Wasserstein barycenter, that was first introduced in [AC11]. Several algorithm to compute its solution has been developed [Cut13; CD14; Sol+15] and statistical guaranties of its solutions have been studied in [ALP19; Che+20; Le +19; BLL15; LL17; Álv+16; KSS19]. We refer to the comprehensive books [Vil08; San15] for more details on optinal transport.

2.2 A lower bound to quantifying the price for fairness

First recall that the optimal regressor when no constraint is specified is given by \( \eta_S(X) = \mathbb{E}(Y | X, S) \). For different fixed values of \( S \), \( \eta_S(X) \) is a random variable with respect to \( X \) with value in \( \mathbb{R}^d \). Hence let denote by \( \mu_S \) its conditional distribution with respect to \( X \) which defines a random measure on \( \mathbb{R}^d \). Fairness conditions tend to impose that the distribution of the regressors conditionally to \( S \) are close. Hence it seems natural that the variability of the \( \mu_S \) plays an essential role to quantify the difficulty to impose fairness.

More precisely, the following result relates the excess risk with a minimization problem in the Wasserstein space.
Theorem 4. Consider a regressor \( g(X, S) \) in a given functional class \( \mathcal{G} \) which models a fairness condition. Seen as random variable, let \( \nu_S(g) \) be its conditional distribution given \( S \). Then, recall that
\[
\mathcal{E}(\mathcal{G}) = \min_{g \in \mathcal{G}} \mathbb{E}\|Y - g(X, S)\|^2 - \mathbb{E}\|Y - \eta_S(X)\|^2.
\]
Then the following bound holds
\[
\mathcal{E}(\mathcal{G}) \geq \inf_{g \in \mathcal{G}} \mathbb{E}W_2^2(\mu_S, \nu_S(g)). \tag{4}
\]
Moreover, if \( \mathcal{G} \) is CCD and \( \mu_s \) has density w.r.t. Lebesgue measure for almost every \( s \), or if \( \mathcal{G} \) is a noisy CCD, then (4) becomes an equality
\[
\mathcal{E}(\mathcal{G}) = \inf_{g \in \mathcal{G}} \mathbb{E}W_2^2(\mu_S, \nu_S(g)). \tag{5}
\]

Theorem 4 controls the price for imposing the condition that \( g \in \mathcal{G} \) on the performance of the regressor. Actually, the lower bound measures the loss in the quality of forecasting induced by the restriction to the fair \( \mathcal{G} \) case. Hence for CCD classes, we quantify the price to pay for fairness as the quantity defined by
\[
\inf_{g \in \mathcal{G}} \mathbb{E}W_2^2(\mu_S, \nu_S(g)).
\]
This quantity is the mean distance between the actual distribution \( \nu_S(g) \) of the chosen fair regressor \( g \) and the conditional distribution of the optimal unfair regressor \( \mu_S \), given the chosen subgroup defined by the sensitive variable \( S \).

In the following section we will make this bound more explicit in the case of demographic parity fairness.

We point out that optimal fair regressors can thus be found by minimizing (5), i.e the quadratic Wasserstein distance between the distribution of the optimal regressors for each sub-group depending on the variable \( S \) — namely \( \nu_S(X) \sim \mu_S \) at given \( S \) — and the distribution of the candidate function \( g \).

This leads to the conclusion that optimal fair methods in regression can be achieved by post-processing methods: first compute the optimal algorithms for each sub-group indexed by the values of \( S \), and then averaging the different scores to obtain a mean estimator combining the sub-groups information. Theorem 4 can thus be given the following interpretation. The loss of any method to achieve fairness depends on how far the distributions of the optimal algorithms for each sub-groups are — far being defined with respect to Wasserstein distance. Moreover, this is done optimally via post-processing.

This remark enables to build a new fair classification for regression type problems in Section 3.

Remark 5. For the quadratic regression (i.e. quadratic loss for the risk), the excess risk and the average squared distance between a fair regressor \( g(X, S) \) and the Bayes regressor \( \eta_S(X) \) are equal (see equation (11)). This is the only part where we use the particular choice of quadratic regression. If we were interested in the quantity \( \mathbb{E}\|g(X, S) - \eta_S(X)\|^2 \) to quantify the performance of a fair regressor, then similar results hold for any kind of regression.

Remark 6. Note that Theorem 4 provides also a bound for the excess risk in the classification case. Let \( Y \in \{0, 1\} \) and \( \mathcal{G} \) be a subset of functions with also binary values \( \{0, 1\} \). Note that
\[
\mathbb{E}\|Y - g(X, S)\|^2 = \mathbb{P}(Y \neq g(X, S))
\]
is the classification risk, while $\eta_S(X) = E[Y|S,X] = P(Y = 1|X,S)$ and. Hence (5) provides a control over

$$P(Y \neq g(X,S)) - \mathbb{E}\|Y - \eta_S(X)\|^2$$

which is not the excess risk

$$P(Y \neq g(X,S)) - \inf_g P(Y \neq g(X,S))$$

since $\eta_S(X) \notin \{0,1\}$.

Yet this bound can still be used when trying to understand the prediction of scores used in classification before a threshold is applied.

3 Demographic parity regression

3.1 Fairness and Wasserstein barycenter

In this part, we develop the case of demographic parity regression, corresponding to the class $\mathcal{G}_{\perp\perp}$ introduced in Example 3. This fairness condition corresponds to removing all influence of $S$ on the regressor $g(X,S)$. In other words, we aim at finding the best regressor $g(X,S)$ of $Y$ such that $g(X,S)$ is independent of $S$.

Assume without loss of generality that $S$ takes its values in $S := \{1,\ldots,k\}$ and set $\pi_s = P(S = s)$ for $s = 1,\ldots,k$. In this case, Theorem 4 can be rewritten

$$\mathcal{E}(\mathcal{G}) = \inf_{g \in \mathcal{G}} \sum_{s=1}^k \pi_s W_2^2(\mu_s, \nu(g)),$$

where $\nu(g) := \nu_S(g)$ does not depend on $S$.

Finding the minimum in (4) amounts to solve the minimization problem

$$\nu \mapsto \mathbb{E}_S W_2^2(\nu, \mu_S)$$

where $\mu_S$ is a random variable following the empirical distribution $P_{\mu_S} := \sum_{j=1}^k \pi_j \delta_{\mu_j}$ on the set of distributions.

This problem corresponds to finding the so-called Wasserstein barycenter of the distribution $P_{\mu_S}$ generating the mixture of conditional distributions $\mu_s$ with weights $\pi_s$. A minimizer of (7) is called a barycenter of the empirical distribution $P_{\mu_S}$ and will be denoted by $\nu_B$ when exists. Finding a barycenter as pointed out in Section 4 of [AC11], is equivalent to the following multi-marginal problem. Note $\Gamma(\mu_1,\ldots,\mu_k)$ the set of probability measures on $(\mathbb{R}^d)^k$ having marginals $\mu_1,\ldots,\mu_k$. The multi-marginal problem consists in the following minimization problem

$$\min \left\{ \int \|y_s - b(y)\|^2 d\gamma(y_1,\ldots,y_k); \gamma \in \Gamma(\mu_1,\ldots,\mu_k) \right\},$$

where $y = (y_1,\ldots,y_k) \in (\mathbb{R}^d)^k$ and $b((\mathbb{R}^d)^k) \rightarrow \mathbb{R}^d$ is the barycenter map defined by

$$b(y) := \sum_{s=1}^k \pi_s y_s.$$
Proposition 4.2 in [AC11] shows that there always exists a solution \( \gamma_* \) of (8). Moreover, the barycenter \( \nu_B \) of \( P_{\mu_S} \) is the pushforward measure defined by \( b_{\#} \gamma_* := \gamma_* \circ b^{-1} \). Hence the following holds

\[
\inf_{\nu} \mathbb{E}_S W_2^2(\nu, \mu_S) = \sum_{s=1}^{k} \pi_s \int \|b(y) - y_s\|^2 d\gamma_*(y_1, \ldots, y_k).
\]

Thus, letting \( \bar{Y} = (\bar{Y}_1, \ldots, \bar{Y}_k) \) be a random variable with distribution \( \gamma_* \), the distribution of \( b(\bar{Y}) \) is \( \nu_B \), which is the distribution of the optimal fair regressor as shown in (6) according to Theorem 4. We use this multi-marginal formulation to exhibit an optimal fair regressor.

3.2 Optimal fair regressor

We now turn to the formulation of an optimal fair regressor \( g_*(X,S) \) that we have proven that must have distribution \( \nu_B \).

Assume that for some \( s \in \{1, \ldots, k\} \), the distribution \( \mu_s \) has density w.r.t. Lebesgue measure on \( \mathbb{R}^d \). In this case, Theorem 4.1 in [AC11] ensures that there exist measurable maps \( T_s : \mathbb{R}^d \to \mathbb{R}^d \) and \( T^t : \mathbb{R}^d \to \mathbb{R}^d \) which are optimal transport maps, pushing \( \mu_s \) towards \( \nu_B \) and \( \nu_B \) towards \( \mu_t \) respectively. Hence if a random variable \( \bar{Y}_s \) has distribution \( \mu_s \) and \( T_s(\bar{Y}_s) \) has distribution \( \nu_B \), then for \( s \in \{1, \ldots, k\} \) such that \( \mu_s \) has density w.r.t. Lebesgue measure, \( \gamma_* = (T^1 \circ T_s, \ldots, T^k \circ T_s)_{\#} \nu_s \).

Since \( b_{\#} \gamma_* = \nu_B \), in particular, setting \( T^t_s := T^t \circ T_s \), we have that, for any \( s \in \mathcal{S} \) such that \( \mu_s \) has density w.r.t. Lebesgue measure,

\[
b((T^t_s(\eta_S(X))))_{t \in \mathcal{S}} \sim \nu_B.
\]

Hence we have proven the following theorem which provides an expression of an optimal fair regressor for the demographic parity criterion.

**Theorem 7.** If for each \( s \in \{1, \ldots, k\} \), the conditional distributions \( \mu_s \) has density w.r.t. the Lebesgue measure on \( \mathbb{R}^d \), a minimal risk regressor respecting demographic parity (i.e. achieving minimum of (3) for \( \mathcal{G} = \mathcal{G}_{\perp} \)), is given by

\[
g_*(X,S) := b((T^t_s(\eta_S(X))))_{t \in \mathcal{S}} = \sum_{t=1}^{k} \pi_t T^t_s(\eta_S(X)).
\]

This theorem provides an insight on how to build a fair procedure which preserves as much as possible its prediction efficiency, in the sense that the corresponding prediction risk is optimal among all possible fair regressors. Recall that \( X \) represents the characteristics of the individuals that will be used to predict \( Y \) and \( S \in \{1, \ldots, k\} \) represents the community or category to which they belong. The conditional expectation \( \eta_S(X) \) is the optimal regressor but the variable \( Y \) is unfairly predicted by \( \eta_S(X) \) in the sense that the distribution \( \eta_S(X) \) depends on the protected variable \( S \) — thus violating the property of demographic parity. Then the solution of the multi-marginal problem \( \gamma_* \) represents a pairing of all possible values
of the regressor $\eta_S(X)$ among all categories indexed by the values of $S$. In other words, each individual $X = x$ in the category $S = s$ is paired up through the value of $\eta_s(x)$ with individuals $X = x'$ from every other category $t \neq s$ using the transportation maps $T^t_s$ on $\eta_t(x')$. This allows to compare the optimal unfair regressor for similar individuals—in the sense that they should provide similar output in a fair context—but belonging to distinct categories.

Finally, the fair regressor $g_\star$ transforms a prediction $\eta_S(X)$ into the average of all predictions paired up with the others $\eta_t(X)$ belonging to the other categories for different values of $t$.

Note that this fair regressor is the theoretical fair regressor since it depends on unknown quantities $\eta_S$ and $\pi_S$.

Figure 1: Example of construction of a fair regressor as in Remark 8. For $S = 0$ and $i = 1, \ldots, 4$, the values $\eta_0(x_i)$ of the unfair regressor represented by blue dots on the left are matched with values $\eta_1(x_j)$ of the unfair regressor for $S = 1$. For each $i = 1, \ldots, 4$, the optimal fair regressor for $X = x_i$ and $S = 0$ is drawn among the green dots on the arrows emanating from $\eta_0(x_i)$.

Remark 8. A similar result holds when the distributions $\mu_s$ are not all absolutely continuous w.r.t. the Lebesgue measure. In the case, the optimal regressor $g_\star$ belongs to a noisy CCD class (see remark 2) and is constructed as follows. Denote by $\gamma_\star^{-s}$ the conditional distribution of $\gamma_\star$ given its $s$ coordinate. That is, for a random variable $\bar{Y} = (\bar{Y}_1, \ldots, \bar{Y}_k) \sim \gamma_\star$, $\gamma_\star^{-s}(\bar{Y}_s)$ is the conditional distribution of $(\bar{Y}_1, \ldots, \bar{Y}_k)$ given $\bar{Y}_s$. Then, when $S = s$, draw $\bar{Y}^s$ from distribution $\gamma_\star^{-s}(\eta_s(X))$ and set

$$g_\star(X, S) = b(\bar{Y}^S).$$

4 Estimation of optimal fair regressor

In practice, the exact distribution of $(X, Y, S)$ that is required to compute the fair regressor $g_\star$ is unknown. Building up on the previous section, we provide some guidelines to construct
an estimator of $g_s$ based on empirical observations.

### 4.1 General estimator of optimal fair regressor

Theorem 7 provides a way to construct an optimal fair regressor $g_s$ for the regression case. Yet, it depends on unknown quantities, namely, the probabilities of occurrence of this variable, $\pi_s$ for all $s$, transport maps $T_s$ and $T_t$ and $\eta_s(X)$ for each $s \in \{1, \ldots, k\}$. In the context of i.i.d. sampling, we are provided with a sample $(Y_i, X_i, S_i)$ for $i = 1, \ldots, n$, drawn from the same distribution, together with a sample $(X_i, S_i)_{i=n+1, \ldots, n+m}$ of which we want to estimate our regressor $g_s$. We can then use the following scheme to obtain an estimator of $g_s$.

**Algorithm to construct a fair regressor**

1. Estimate $x \mapsto \eta_s(x)$ for each $s \in S$ by an estimator of the conditional expectation $\hat{\eta}_s(x)$ using the observations $(Y_i, X_i, S_i)$ for $i = 1, \ldots, n$.

2. Approximate the distribution of each $\hat{\eta}_s(X)$ for $s = 1, \ldots, k$ by the empirical measure using the whole dataset $(X_i, S_i)_{i=1, \ldots, n+m}$:

   $$\hat{\mu}_s := \frac{1}{N_s} \sum_{i=1}^{N_s} \delta_{\hat{\eta}_s(x_i)}$$

   where $x_i^s$ are the values of the observations $X_i$ such that $S_i = s$, while $N_s = \#\{i \in \{1, \ldots, n+m\} | S_i = s\}$ denotes their total number.

3. Set $\hat{\pi}_s = N_s/(n + m)$ and

   $$\hat{b} := (y_1, \ldots, y_k) \mapsto \sum_{s=1}^{k} \hat{\pi}_s y_s$$

   and solve the multimarginal problem (8) for distributions $\hat{\mu}_s$, which can be written as

   $$\min \left\{ \int \|y_s - \hat{b}(y)\|^2 d\gamma(y_1, \ldots, y_k); \gamma \in \Gamma(\hat{\mu}_1, \ldots, \hat{\mu}_k) \right\} \tag{10}$$

   We denote by $\hat{\gamma}$ its solution.

4. As in Remark 8, denote by $\hat{\gamma}^{-s}$ the conditional distribution of $\hat{\gamma}$ given its $s$ coordinate. For each $s \in S$ and $i \in \{1, \ldots, n + m\}$ such that $S_i = s$, draw $Y^s$ from $\hat{\gamma}^{-s}(\hat{\eta}_s(X_i))$. Then set

   $$\hat{g}(X_i, S_i) := \hat{b}(Y^s).$$

   This procedure provides an approximation of the fair regressor $g_s$. Note that $(x, s) \mapsto \hat{g}(x, s)$ is well defined only when $(x, s)$ lies in the predetermined set $(X_i, S_i)_{1 \leq i \leq n+m}$ for which we want a fair regressor. Hence the whole procedure consists in post-processing the output of the algorithm and aggregate them.
When the sample \( \{(X_i, S_i)\}_{1 \leq i \leq n+m} \) is i.i.d., the distribution \( \nu(\hat{g}) \) of \( \hat{g}(X, S) \) when \( (X, S) \) are distributed according to the empirical measure

\[
\frac{1}{n+m} \sum_{i=1}^{n+m} \delta(X_i, S_i)
\]

is the Wassertein barycenter of the measure

\[
\hat{P}_{\hat{\mu}_s} = \sum_{s=1}^{n} \hat{\pi}_s \delta_{\hat{\mu}_s}.
\]

If the estimator \( \hat{\eta}_s \) is consistent then \( \hat{P}_{\hat{\mu}_s} \) converges to

\[
P_{\mu_s} := \sum_{s=1}^{n} \pi_s \delta_{\mu_s},
\]

as \( n \to \infty \). Therefore, using consistency of the barycenter (see [LL17, Theorem 2]) we obtain the following theorem.

**Theorem 9.** Suppose that \( \hat{\eta}_s \) is a bounded \( L_2 \)-consistent estimator of \( \eta_s \) for each \( s \in S \) and that \( \hat{\eta}_s \) are uniformly Lipschitz for each \( s \in S \). Assume also that the distribution \( \nu(g_s) \) of \( g_s(X, S) \) is unique. Then, as \( n \to \infty \), the empirical distribution of \( g(X_i, S_i) \) converges to \( \nu(g_s) \) in \( W_2 \), a.s..

This approximation requires estimators of the Bayes predictor that can be found for instance in [Gyö+06].

There exist several algorithms to compute a multimarginal solution \( \hat{\gamma} \) of (10). Such algorithms perform well only in low dimension \( d \). We refer for instance to [Cut13; CD14; Sol+15].

Hence, we have achieved the construction of a fair regressor by considering the empirical barycenter of the approximated empirical distributions of the Bayes regressor. So the procedure is thus a post-processing method that enables to reweigh the contribution of each individual by comparing its score to the corresponding scores of individual with different sensitive attribute.

In the following section, we consider the special case of uni-dimensional regression.

### 4.2 Special case of regression on the real line \((d = 1)\)

In this section, we focus on the real valued regression case where computations are easier. Consider the model where we observe \( Y_i \in \mathbb{R} \) responses of \( i = 1, \ldots, n \) individuals with characteristics \( X_i \in \mathbb{R}^d \) and discrete sensible variables \( S_i \) with values in \( S = \{1, \ldots, k\} \). Define the Wasserstein space \( \mathcal{P}_2(\mathbb{R}) \) as the space of probabilities over \( \mathbb{R} \) with finite second moments. In that case, the Wasserstein distance between two measures \( \mu \) and \( \nu \) can be
expressed with their quantile (or inverse cumulative distribution) functions $F_{\mu}^{-1}$ and $F_{\nu}^{-1}$, by the formula [PC18, Remark 2.30]

$$W_2^2(\mu, \nu) = \int_0^1 \|F_{\mu}^{-1}(x) - F_{\nu}^{-1}(x)\|^2 dx.$$ 

In particular, $\mu \mapsto F_{\mu}^{-1} \in L^2([0; 1])$ is an isometry from $\mathcal{P}_2(\mathbb{R})$ to the convex set of non-decreasing l.s.c. function of $L^2([0; 1])$.

The coupling $\gamma_\ast$ minimizing the multimarginal problem (9) can thus be expressed as follows. Recall that for all given $s \in \{1, \ldots, k\}$, $\eta_s(X) = E(Y|X, S = s)$ is a real random variable with distribution $\mu_s$. Denote by $F_{\mu_s}^{-1}$ the quantile function of $\mu_s$ for all $s = 1, \ldots, k$. Then, whenever $U \sim \mathcal{U}(0, 1)$ is the uniform distribution on $[0, 1]$, 

$$(F_{\mu_1}^{-1}(U), \ldots, F_{\mu_k}^{-1}(U)) \sim \gamma_\ast,$$

has distribution $\gamma_\ast$. Moreover, if $\mu_s$ is absolutely continuous w.r.t. Lebesgue measure, then 

$$F_{\mu_s}(F_{\mu_s}^{-1}(U)) = U \sim \mathcal{U}(0, 1).$$

And thus, in this case, according to Theorem 7, the optimal regressor that respects demographic parity is given by

$$g_s(X, S) = \sum_{s=1}^k \pi_s F_{\mu_s}^{-1}(F_{\mu_s}(X)).$$

For a measure $\hat{P}_{\mu_s}$ approximating $P_{\mu_s}$, supported on absolutely continuous measures $\hat{\mu}_s$ (for instance, convolutions of empirical measures), then we can define $\hat{g}$ similarly to $g_\ast$ as

$$\hat{g}(x, s) = \sum_{j=1}^k \hat{\pi}_j F_{\hat{\mu}_j}^{-1}(F_{\hat{\mu}_j}(x)).$$

5 Conclusion

We have computed the exact loss of efficiency — i.e. the price for fairness — in the quadratic regression framework. Our result shows that post-processing through optimal transport provides the optimal way to achieve demographic parity in this model. Yet, some questions of interest remain. As Theorem 4 strongly suggests, post-processing through optimal transport should also give an optimal regressor for fairness notions that can be expressed via CCD classes. What is the right corresponding multi-marginal problem in these cases of fairness, and how to solve them? On a more technical note, Theorem 9 only expresses consistency of our estimator of the optimal predictor. What are the rates of convergence for this estimator?

A Proofs

Proof of Theorem 4. Denote $\eta_s(X) := E[Y|(X, S)]$. By definition of the conditional expectation, $Y - \eta_s(X)$ is orthogonal to the space of $\sigma(X, S)$-measurable functions in $L^2(\mathbb{P})$. Therefore,

$$E\|Y - \eta_s(X)\|^2 + E\|g(X, S) - \eta_s(X)\|^2 = E\|Y - g(X, S)\|^2. \quad (11)$$
So,
\[
\inf_{g \in \mathcal{G}} [\mathbb{E}[\|Y - g(X, S)\|^2] - \mathbb{E}[\|Y - \eta_S(X)\|^2]] = \inf_{g \in \mathcal{G}} \mathbb{E}[\|g(X, S) - \eta_S(X)\|^2|S]]
\]
For almost every value \(s\) of \(S\), the conditional distribution of \((g(X, S), \eta_S(X))\) given \(S\) is a coupling between \(\mu_s\) and \(\nu_s\), hence by definition of the Wasserstein distance
\[
\mathbb{E}[\|g(X, S) - \eta_S(X)\|^2|S]] \geq W_2^2(\nu_S(g), \mu_S).
\]
Integrating with respect to \(S\) proves (4).

If \(\mu_s\) has density w.r.t. the Lebesgue measure, then there exists a map \(T_s : \mathbb{R}^d \to \mathbb{R}^d\) such that the distribution of \(T_s(\eta_s(X))\) is \(\nu_s(g)\) and
\[
W_2^2(\nu_s(g), \mu_s) = \mathbb{E}[T_s(\eta_s(X)) - \eta_s(X)]^2.
\]
If \(\mathcal{G}\) is CCD, then for each \(g\),
\[
g' := (x, s) \mapsto T_s(\eta_s(x)) \in \mathcal{G}.
\]
Since moreover, we have almost surely
\[
\mathbb{E}[\|g'(X, S) - \eta_S(X)\|^2|S] = W_2^2(\nu_S(g), \mu_S),
\]
the function \(g'\) is an admissible minimum and thus (4) is an equality.

The case of noisy CCD is handled similarly. \(\square\)

**Proof of Theorem 9.** Using consistency of the Wasserstein barycenter [LL17, Theorem 2], we just need to prove that \(\hat{P}_s \to P_{\mu_s}\) in Wasserstein distance. This is a consequence of \(\hat{\pi}_s \to \pi_s\) — which holds due to the law of large number, and \(\hat{\mu}_s \to \mu_s\) in Wasserstein distance. Therefore, it just remains to prove that, as \(n + m \to \infty\),
\[
W_2^2(\hat{\mu}_s, \mu_s) \to 0, \quad \forall s \in S.
\]
Denote by \(T^{n,m} : (x, s) \mapsto (T^{n,m}_x(x, s), T^{n,m}_s(x, s)) \in \mathbb{R} \times \mathbb{R}^d\) the optimal transport from of the distribution \(\mathbf{P}_{(X, S)}\) of \((X, S)\) to the empirical measure
\[
\mathbf{P}_{(X, S)}^{n+m} := \frac{1}{n + m} \sum_{i=1}^{n+m} \delta_{(x_i, s_i)}.
\]
Denote by \(L\) an upper bound of the Lipschitz constants of \(\hat{\eta}_s\). We can compute
\[
W_2^2(\hat{\mu}_s, \mu_s) \leq \mathbb{E}[\|\hat{\eta}_s(X) - \hat{\eta}_{T_s(X, S)}(T_s(X, S))\|^2
\leq 2\mathbb{E}[\|\hat{\eta}_s(X) - \hat{\eta}_s(X)\|^2 + 2\mathbb{E}[\mathbf{1}_{T_s(X, S) = S}\|\hat{\eta}_s(X) - \hat{\eta}_s(T_s(X, S))\|^2
\leq 2\mathbb{E}[\|\eta_s(X) - \hat{\eta}_s(X)\|^2 + 2L^2\mathbb{E}[\|X - T_s(X, S)\|^2 + 8M\mathbf{P}(T_s(X, S) \neq S),
\]
where \(M\) is the bound of \(\hat{\eta}_s\). Now, \(\mathbb{E}[\|\eta_s(X) - \hat{\eta}_s(X)\|^2 \to 0\) as \(\hat{\eta}_s\) is \(L_2\)-consistent. Then,
\[
\mathbb{E}[\|X - T_s(X, S)\|^2 = W_2^2(\mathbf{P}_{(X, S)}, \mathbf{P}_{(X, S)}^{n+m}) \to 0
\]
since the empirical measure is consistent in $W_2$ (this is a consequence of Varadarajan’s Theorem on compact spaces, see for instance [BL14; WB19] for rates of convergence). Finally, since $|s - s'| \geq 1$ for $s \neq s' \in S$, then,

$$P(T_s(X, S) \neq S) \leq W_2^2(P_{(X, S)}, P_{(X, S')}^{n+m}) \to 0$$

a.s., which concludes the proof.
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