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ABSTRACT. Starting from the seventies mathematicians face the question whether a non-negative local martingale is a true or a strict local martingale. In this article we answer this question from a semimartingale perspective. We connect the martingale property to existence, uniqueness and topological properties of semimartingale problems. This not only leads to valuable characterizations of the martingale property, but also reveals new existence and uniqueness results for semimartingale problems. As a case study we derive explicit conditions for the martingale property of stochastic exponentials driven by infinite-dimensional Brownian motion.

1. TRUE OR STRICT LOCAL MARTINGALE

1.1. Introduction. The question whether a non-negative local martingale is a strict local or a true martingale is of fundamental probabilistic nature. It relates to existence of solutions to stochastic differential equations and martingale problems, as well as to absolute continuity of laws.

The question has been tackled in different settings most prominently by integrability conditions of Novikov- and Kazamaki-type, c.f. [27, 36, 39, 41, 49, 56, 60]. A series of papers further explored the one-dimensional diffusion setting that thanks to the work [48] is particularly well understood. Their main result relates martingality, i.e. the martingale property, of a generalized stochastic exponential driven by a solution $(X, W)$ to an SDE of the type

$$dX_t = b(X_t) \, dt + a(X_t) \, dW_t$$

(1.1)

to exit times of a solution to a modified SDE

$$dY_t = \tilde{b}(Y_t) \, dt + a(Y_t) \, dB_t.$$  (1.2)

In particular, the result distinguishes at which end of the state space $(l, r)$ the modified solution exits. A remarkable observation is that there are examples where the generalized stochastic exponential is a martingale while both the solution of the driving and the modified SDE exit their state space. In the case where it is the real line, this means that both SDEs may be explosive.

Already the topology of multidimensional state spaces does not allow a direct generalization of this subtle observation to higher dimensions. In finite-dimensional diffusion settings
[24, 64] connect the martingality of a non-explosive stochastic exponential driven by a solution to an SDE to existence properties of a related modified SDE. [61] starts in a possibly explosive diffusion setting and gives a condition for martingality, which is in the spirit of absolute continuity conditions for laws of semimartingales as given by [29]. The proof of his condition is based on the Dambis-Dubins-Schwarz theorem and hence restricted to a continuous path setting.

A condition for martingality in a jump-diffusion setting can be deduced from the main result of [4]. [34, 44] provide conditions for affine processes. Based on an extension of probability measures [38] provide techniques to construct strict local martingales. [3] study martingality from a perspective of weak convergence.

In this article we raise the question how martingality of non-negative local martingales driven by Hilbert-space valued semimartingales on stochastic intervals relates to path properties of their driving processes. Building our framework on semimartingale problems (SMPs) in the sense of [27] allows us to connect martingality with several interesting properties of semimartingales. To briefly describe the concept let us be given a filtered space, a process and a triplet, which serves as a candidate for semimartingale characteristics. A probability measure under which the process is a semimartingale with the candidate triplet as characteristics is called a solution to the SMP. We particularly allow for infinite-dimensions and stochastic lifetimes.

Let \( Z \) be a non-negative local martingale (usually) defined on a filtered probability space equipped with a solution to a given SMP. In the diffusion setting this boils down to the assumption that \( Z \) is driven by (1.1). We now summarize our main contributions.

Firstly, we prove under mild topological assumptions that if \( Z \) is a martingale then a modified SMP, comparable to the modified SDE (1.2), has a solution, c.f. Theorem 3.1. This is not only an existence result for solutions to SMPs, but also provides a condition for strict local martingality via contradiction.

Secondly, we replace the topological assumption by a uniqueness condition on the modified SMP and assume existence of a solution. Our uniqueness condition is related to the definition of local uniqueness used by [29] in their study of absolute continuity of laws. In Markovian settings it is implied by well-posedness of the SMP. If the SMP corresponds to a not necessarily Markovian SDE the uniqueness is implied by pathwise-uniqueness. In this setting we formulate abstract convergence conditions in terms of a sequence of stopping times, c.f. Proposition 3.4 and 3.5. We use these results to formulate a boundedness condition of local type that also can be verified in cases where the conditions of Novikov- and Kazamaki-type are too strict, c.f. Section 3.1.3. In Section 3.1.4 we investigate stochastic exponentials as explicit examples.

To illustrate these claims in a non-Markovian and infinite-dimensional setting let

\[
W^* := \sup_{s < \cdot} W_s \quad \text{and} \quad N := W^* \cdot W,
\]

where \( W \) is an (infinite-dimensional) Brownian motion. In the one-dimensinal case, we have

\[
E[\exp\{ (W^*)^2 / 2 \cdot I_t \}] \geq E[\exp\{ W^2 / 2 \cdot I_t \}] = \infty, \quad \text{for} \ t \ \text{large enough},
\]

where \( I_t = t \) denotes the identity process. This implies that Novikov’s condition is violated. We will see in Section 4 that \( Z \) is in fact a true martingale.
Thirdly, we show that under appropriate mild assumptions existence of a solution to the modified SMP implies martingality even if the original SMP has no global solution, c.f. Corollary 3.19. This can be interpreted as a type of explosion condition as given by [48], but now in an infinite-dimensional and discontinuous setting.

Fourthly, we impose additional topological assumptions on the underlying filtered space. This setting traces back to ideas employed by [18, 52] in the context of the Föllmer measure. Thanks to an extension result for probability measures these conditions guarantee uniqueness and existence properties of the modified SMP, which lead to an explosion-type condition for martingality, c.f. Section 3.2.

Martingale criteria for non-negative local martingales driven by semimartingales are also interesting from an applications point of view. The class of semimartingales lies at the heart of financial modeling as it plays a fundamental role for stochastic integration, c.f. [1, 13, 53] and [12], Chapter 7.3. In a semimartingale setting the seminal work [9, 11] relates absence of arbitrage to existence of an equivalent martingale measure (EMM). The existence of an EMM or more generally of changes of probability measures is deeply connected to the question when a candidate density process is a true martingale. Typically candidate processes are already non-negative local martingales. On a more practical side, changes of measures frequently lead to a substantial reduction of computational complexity. In mathematical finance for instance they arise as changes of numeraire and simplify the computation of option prices as highlighted in the influential work [20]. In the context of utility maximization, [35] connects the martingality of a local martingale with optimal terminal wealth. In all these cases, criteria for martingality of non-negative local martingales are substantial.

Recently also strict local martingales have attracted more attention and are used to model financial bubbles, c.f. [6, 30, 31, 38, 50, 54]. Examples of strict local martingales are given by [5, 10, 14, 40, 48, 55].

Martingality of local martingales is also interesting from a purely probabilistic point of view, as it determines absolute continuity or singularity of laws. This observation was exploited in the seminal work [21], c.f. also [23, 32, 33] for a semimartingale perspective. Such absolute continuity results are valuable tools to study the statistics of stochastic processes, c.f. [25], and existence properties of SDEs and martingale problems, c.f. [8, 37, 57].

Let us shortly summarize the structure of the article. In Section 1.2 we present simple characterizations of martingality of a non-negative local martingale. These observations prove useful for establishing our main results. In Section 2 we introduce our mathematical setting. The main results are given in Section 3. Finally, in Section 4 we deduce explicit martingale conditions for stochastic exponentials driven by infinite-dimensional Brownian motion.

A Short Remark Concerning Notations: All non-explained notations can be found in the monograph of [29]. Moreover, we usually skip the terminology up to indistinguishability. Equality of processes as well as uniqueness of processes should be read up to indistinguishability.

1.2. A Simple Description of Martingality. We start with a characterization of the martingality of non-negative local martingales, which is as elementary as useful. Fatou’s lemma implies that a non-negative local martingale is a supermartingale, which itself is a martingale.
Lemma 1.1. The following is equivalent:

(i) \( Z \) is an \((\mathcal{F}, P)\)-localization sequence \((\rho_n)_{n \in \mathbb{N}}\) of \( Z \) such that
\[
\lim_{n \to \infty} Q_n(\rho_n > t) = 1 \quad \text{for all } t \geq 0, \tag{1.3}
\]
where \( Q_n := Z_{\rho_n} \cdot P \), i.e. \( Q_n(d\omega) = Z_{\rho_n}(\omega) P(d\omega) \), for \( n \in \mathbb{N} \).
(ii) There exists an \((\mathcal{F}, P)\)-localization sequence \((\rho_n)_{n \in \mathbb{N}}\) of \( Z \) such that
\[
\lim_{n \to \infty} Q_n(\rho_n > t) = 1 \quad \text{for all } t \geq 0, \tag{1.3}
\]
where \( Q_n := Z_{\rho_n} \cdot P \), i.e. \( Q_n(d\omega) = Z_{\rho_n}(\omega) P(d\omega) \), for \( n \in \mathbb{N} \).
(iii) For all \((\mathcal{F}, P)\)-localizing sequences \((\rho_n)_{n \in \mathbb{N}}\) of \( Z \) the convergence \((1.3)\) holds.

**Proof:** The implication (iii) \( \implies \) (ii) is trivial. We show that (ii) \( \implies \) (i) \( \implies \) (iii). \( Z \) is an \((\mathcal{F}, P)\)-martingale if and only if for all \( t \geq 0 \) we have \( E[Z_t] = E[Z_0] = 1 \). Let \((\rho_n)_{n \in \mathbb{N}}\) be an arbitrary \((\mathcal{F}, P)\)-localizing sequence. Due to monotone convergence, Doob’s stopping theorem and \( \{\rho_n > t\} \in \mathcal{F} \cup \rho_n \), we have
\[
E[Z_t] = E[Z_t \lim_{n \to \infty} 1_{\{\rho_n > t\}}] = \lim_{n \to \infty} E[Z_{\rho_n} \mathbf{1}_{\{\rho_n > t\}}] = \lim_{n \to \infty} E[Z_{\rho_n} | \mathcal{F}_{\rho_n}] 1_{\{\rho_n > t\}} = \lim_{n \to \infty} Q_n(\rho_n > t).
\]
This finishes the proof. \( \square \)

If we relinquish on an equivalence statement we can relax the assumption in Lemma 1.1 that \((\rho_n)_{n \in \mathbb{N}}\) is a localizing sequence.

**Lemma 1.2.** Assume that \((\rho_n)_{n \in \mathbb{N}}\) is a increasing sequence of \( \mathcal{F} \)-stopping times such that for all \( n \in \mathbb{N} \) the process \( Z_{\rho_n} \) is an uniformly integrable \((\mathcal{F}, P)\)-martingale.

(i) If \((1.3)\) holds for all \( t \geq 0 \), then \( Z \) is an \((\mathcal{F}, P)\)-martingale.
(ii) If
\[
\lim_{n \to \infty} Q_n(\rho_n = \infty) = 1, \text{ where } Q_n = Z_{\rho_n} \cdot P,
\]
then \( Z \) is a uniformly integrable \((\mathcal{F}, P)\)-martingale.

**Proof:** We first prove (i) and obtain that
\[
1 \geq E[Z_t] \geq E[Z_t \lim_{n \to \infty} 1_{\{\rho_n > t\}}] = \lim_{n \to \infty} E[Z_t 1_{\{\rho_n > t\}}] = \lim_{n \to \infty} Q_n(\rho_n > t) = 1,
\]
by the same argumentation as in the proof of Lemma 1.1 Therefore, as \( Z \) is an \((\mathcal{F}, P)\)-supermartingale, \( Z \) is an \((\mathcal{F}, P)\)-martingale.
We now turn to (ii). Z is a uniformly integrable \((\mathcal{F}, P)\)-martingale if \(E[Z_\infty] \geq 1\), where 

\[ Z_\infty := \lim_{t \to \infty} Z_t \] 

exists due to the supermartingale convergences theorem. We obtain that 

\[ E[Z_\infty] \geq \lim_{n \to \infty} E[Z_\infty 1_{\{\rho_n = \infty\}}] = \lim_{n \to \infty} E[1_{\{\rho_n = \infty\}}] = 1, \]

thanks to \(\{\rho_n = \infty\} \in \mathcal{F}_{\rho_n}\) and Doob’s stopping theorem. This finishes the proof. \(\Box\)

Our main results introduce more structure for these conditions and thereby increase their applicability. In order to identify a promising structure, let us observe the following: 

If there exists a probability measure \(Q\) such that \(Q_n = Z_{\rho_n} \cdot P\) on \(\mathcal{F}_{\rho_n}\), for all \(n \in \mathbb{N}\), then (1.3) boils down to 

\[ \lim_{n \to \infty} Q(\rho_n > t) = 1, \text{ for all } t \geq 0. \]  

(1.4)

Moreover, if (1.4) holds and \(P\)-a.s. \(\rho_n \uparrow \infty\) as in Lemma 1.1 then Lemma III.3.3 in [29] yields that \(Q \ll_{\text{loc}} P\) with density process \(Z\). To use this observation and identify a structure of \(Q\), let us introduce an additional player, an \((\mathcal{F}, P)\)-semimartingale \(X\). It is well-known that \(Q \ll_{\text{loc}} P\) implies that \(X\) is also an \((\mathcal{F}, Q)\)-semimartingale and its characteristics are related to \(X\) and \(Z\) via Girsanov’s theorem. Therefore \(Q\) is a probability measure under which \(X\) is a semimartingale with known characteristics. This observation leads us to the concept of semimartingale problems.

2. Hilbert-space-valued Semimartingales and Semimartingale Problems on Stochastic Intervals

Throughout this section we fix a filtered probability space \((\Omega, \mathcal{F}, \mathcal{F}_t, P)\), where \(\mathcal{F} = (\mathcal{F}_t)_{t \geq 0}\) is a right-continuous filtration. For the first part of Section 2.1 the probability measure \(P\) does not play a role.

2.1. Processes on Stochastic Intervals. In this first section we introduce the concept of stochastic processes on stochastic intervals, which build the mathematical background to study possibly explosive processes. We partially follow [22, 27, 29]. Related topics were also studied by [15, 62, 63]. We fix a Polish space \(E\), which serves as the state space. Recall that for two \(\mathcal{F}\)-stopping times \(\tau\) and \(\rho\) we set 

\[ [\tau, \rho] := \{ (\omega, t) \in \Omega \times \mathbb{R}^+ : \tau(\omega) \leq t \leq \rho(\omega) \}, \]

and \([\tau, \rho]\]. Analogously, moreover, we denote \([\tau, \tau] := [\tau]\].

Definition 2.1. We call a random set \(A\) a set of interval type, if there exists an increasing sequence of \(\mathcal{F}\)-stopping times \((\tau_n)_{n \in \mathbb{N}}\) such that 

\[ A = \bigcup_{n \in \mathbb{N}} [0, \tau_n]. \]
Sets of interval type are $\mathfrak{F}$-predictable. With a little abuse of terminology, we call the sequence $(\tau_n)_{n \in \mathbb{N}}$ announcing sequence for $A$. The set of all random sets of interval type is denoted by $\mathcal{S}(\mathfrak{F})$. Let $\mathcal{C}$ be a class of $E$-valued processes. For $A \in \mathcal{S}(\mathfrak{F})$ we set

$$
\mathcal{C}^A := \{ X : A \to E : \exists \text{ announcing sequence } (\tau_n)_{n \in \mathbb{N}} \text{ for } A \text{ s.th. } X^{\tau_n} \in \mathcal{C} \forall n \in \mathbb{N} \}.
$$

Since $(\omega, t \wedge \tau_n(\omega)) \in A$ for all $(\omega, t) \in [0, \infty[$, we have $X^{\tau_n} : [0, \infty[ \to E$ for all $X \in \mathcal{C}^A$.

**Proposition 2.2.** Let $\mathcal{C}$ be stable under stopping and localization, $X \in \mathcal{C}^A$, and $\rho$ an $\mathfrak{F}$-stopping time such that $[0, \rho] \subseteq A$. Then $X^\rho \in \mathcal{C}$.

**Proof:** The claim follows identically to [23], Theorem 8.20. $\square$

Examples of classes which are stable under stopping and localization are the class of $E$-valued local $(\mathfrak{F}, \mathcal{P})$-martingales, denoted by $\mathcal{M}_{\text{loc}}(E, \mathfrak{F}, \mathcal{P})$, and the class of $E$-valued $(\mathfrak{F}, \mathcal{P})$-semimartingales, denoted by $\mathcal{S}(E, \mathfrak{F}, \mathcal{P})$, where $E$ is a real separable Hilbert space. More generally, if $\mathcal{C}$ is stable under stopping, then its localized class $\mathcal{C}_{\text{loc}}$ is stable under stopping and localization, c.f. [29], Lemma I.1.35. We obtain two obvious consequences of Proposition 2.2.

**Corollary 2.3.** Let $\mathcal{C}$ be stable under stopping and localization.

(i) $Y \in \mathcal{C}^A$ if and only if for all $\mathfrak{F}$-stopping times $\rho$ such that $[0, \rho] \subseteq A$, $Y^\rho \in \mathcal{C}$.

(ii) $\mathcal{C}^{[0, \infty[} = \mathcal{C}$.

To construct non-negative local martingales from semimartingale on sets of interval type the following extension due to [27] proves itself useful in the Sections 3.1.3 and 3.1.4. For $X \in \mathcal{C}^A$, where $\mathcal{C}$ is a class of $[-\infty, \infty]$-valued processes, we define the extension $\tilde{X}$ by

$$
\tilde{X}_t := \begin{cases} 
X_t, & \text{on } \{ t < \tau \}, \\
\liminf_{s \uparrow \tau} X_{s}, & \text{on } \{ t \geq \tau \} \cap G^c, \\
\liminf_{s \uparrow \tau} X_{s}, & \text{on } \{ t \geq \tau \} \cap G,
\end{cases}
$$

(2.1)

where $\tau := \lim_{n \to \infty} \tau_n$ and $G := \bigcap_{n \in \mathbb{N}} \{ \tau_n < \tau < \infty \}$ for an arbitrary announcing sequence $(\tau_n)_{n \in \mathbb{N}}$ for $A$.

**Remark 2.4.** If $[0, \rho] \subseteq A$ for an $\mathfrak{F}$-stopping time $\rho$, then $\tilde{X}^\rho = X^\rho$.

Clearly, in general $\tilde{X} \notin \mathcal{C}$, however, if $X \in \mathcal{M}_{\text{loc}}^A(\mathbb{R}, \mathfrak{F}, \mathcal{P})$, non-negativity implies $\tilde{X} \in \mathcal{M}_{\text{loc}}(\mathbb{R}, \mathfrak{F}, \mathcal{P})$, c.f. Proposition B.1 in Appendix B.

2.2. **Characteristics of Hilbert-space-valued Semimartingales on Sets of Interval Type.**

In what follows it is of little additional cost to proceed directly with Hilbert-space-valued processes. We are following closely the monographs [47, 45]. For the definition Hilbert-space-valued semimartingales, which can be done parallel to the finite-dimensional case, we refer to Appendix C. Let $\mathbb{H}$ be a real separable Hilbert space and denote by $\mathcal{N}(\mathbb{H}, \mathbb{H})$ the space of nuclear operators from $\mathbb{H}$ into $\mathbb{H}$. Let $A \in \mathcal{S}(\mathfrak{F})$.

1. $\mathcal{N}(\mathbb{H}, \mathbb{H})$ is a separable Banach space, c.f. [22], p.106
Definition 2.5. Let $X \in \mathcal{S}(\mathbb{H}, \mathcal{F}, \mathbf{P})$ and assume that $(B(h), C, \nu)$ is a triplet consisting of the following:

(i) an $\mathcal{F}$-predictable $\mathbb{H}$-valued process $B(h)$ on $A$,
(ii) an $\mathcal{F}$-predictable $\mathcal{N}(\mathbb{H}, \mathbb{H})$-valued process $C$ on $A$,
(iii) an $\mathcal{F}$-predictable random measure $\nu$ on $\mathbb{R}^+ \times \mathbb{H}$ such that

$$v(\omega, dt, dx) = 1_A \times \mathbb{H}(\omega, t, x)v(\omega, dt, dx). \quad (2.2)$$

If there exists an announcing sequence $(\tau_n)_{n \in \mathbb{N}}$ for $A$ such that $(B(h)^{\tau_n}, C^{\tau_n}, \nu^{\tau_n})$, where

$$v^{\tau_n}(\omega, dt, dx) := 1_{[0, \tau_n]} \times \mathbb{H}(\omega, t, x)v(\omega, dt, dx),$$

is $\mathbf{P}$-indistinguishable of the $(\mathcal{F}, \mathbf{P})$-characteristics of $X^{\tau_n} \in \mathcal{S}(\mathbb{H}, \mathcal{F}, \mathbf{P})$ for all $n \in \mathbb{N}$, then we call the triplet $(B(h), C, \nu)$ the $(\mathcal{F}, \mathbf{P}, A)$-characteristics of $X$.

The most important consistency observations concerning the $A$-characteristics, such as existence and uniqueness, and some additional notations, such as the continuous local martingale part on $A$, are given in Appendix C.

2.3. Semimartingale Problems on Stochastic Inervals. We denote the Borel $\sigma$-field of $\mathbb{H}$ by $\mathcal{H}$. In order to deal with possibly explosive processes we introduce the notion of a grave. For a Polish space $E$, i.e. in particular for $\mathbb{H}$ and for $\mathcal{N}(\mathbb{H}, \mathbb{H})$, let $\Delta$ be a point outside of $E$ and denote $E_\Delta = E \cup \{\Delta\}$. We define $D^{E_\Delta}$ as the space of all functions $\alpha : \mathbb{R}^+ \to E_\Delta$, such that $\alpha(s) = \Delta$, for all $s \in [\xi(\alpha), \infty)$, where $\xi(\alpha) := \inf(t \geq 0 : \alpha(t) = \Delta)$, which are càdlàg on $(0, \xi(\alpha))$. We assume that we are given the following:

(i) an $\mathcal{F}$-adapted process $X$ with paths in $D^{\mathbb{H}_\Delta}$, which we call candidate process,
(ii) a triplet $(B(h), C, \nu)$, called a candidate triplet, consisting of

- an $\mathcal{F}$-predictable process $B(h)$ with paths in $D^{\mathbb{H}_\Delta}$,
- an $\mathcal{F}$-predictable process $C$ with paths in $D^{\mathcal{N}(\mathbb{H}, \mathbb{H})_\Delta}$,
- an $\mathcal{F}$-predictable random measure $\nu$ on $\mathbb{R}^+ \times \mathbb{H}$,

(iii) a probability measure $\eta$ on $(\mathbb{H}, \mathcal{H})$, which is called initial law.

The process $B(h)$ may depend on the truncation function $h$.

Definition 2.6. We call a probability measure $\mathbf{P}$ on $(\Omega, \mathcal{F})$ a solution to the SMP associated with $(\mathbb{H}; \rho; \eta; X; B(h), C, \nu)$, where $\rho$ is an $\mathcal{F}$-stopping time, $\eta$ is an initial law, $X$ a candidate process and $(B(h), C, \nu)$ a candidate triplet, if

(i) $X^\rho$ is $\mathbf{P}$-indistinguishable from an $\mathbb{H}$-valued $(\mathcal{F}, \mathbf{P})$-semimartingale,
(ii) the $(\mathcal{F}, \mathbf{P})$-characteristics of $X^\rho$ are $\mathbf{P}$-indistinguishable from $(B^\rho(h), C^\rho, \nu^\rho)$,
(iii) $\mathbf{P} \circ X_0^{-1} = \eta$.

\footnote{since separable Banach spaces are Polish spaces}
We call $P$ a solution to the SMP associated with $(\mathbb{H}; A; \eta; X; B(h), C, \nu)$, where $A \in \mathcal{F}(\mathcal{F})$, if there exists an announcing sequence $(\tau_n)_{n \in \mathbb{N}}$ for $A$, such that for all $n \in \mathbb{N}$, $P$ is a solution to the SMP associated with $(\mathbb{H}; \tau_n; \eta; X; B(h), C, \nu)$.

**Remark 2.7.** $P$ is a solution to the SMP associated with $(\mathbb{H}; A; \eta; B(h), C, \nu)$ if and only if

(i) $X|_A$ is $P$-indistinguishable from a process in $\mathcal{F}(\mathcal{F}, \mathcal{F}, P)$,

(ii) $(B(h), C, \nu)|_A$ is $P$-indistinguishable from the $(\mathcal{F}, P, A)$-characteristics of $X|_A$,

(iii) $P \circ X_0^{-1} = \eta$.

**Proposition 2.8.** $P$ is a solution to the SMP associated with $(\mathbb{H}; A; \eta; X; B(h), C, \nu)$ if and only if for all $\mathcal{F}$-stopping times $\rho$ such that $[0, \rho] \subseteq A$, $P$ is a solution to the SMP associated with $(\mathbb{H}; \rho; \eta; X; B(h), C, \nu)$.

**Proof:** The implication $\Leftarrow$ is trivial. The implication $\Rightarrow$ follows from Corollary 2.3 and Proposition C.10 in Appendix C.4. \qed

As an immediate consequence we obtain the following corollary.

**Corollary 2.9.** If $P$ is a solution to the SMP associated with $(\mathbb{H}; A; \eta; X; B(h), C, \nu)$, and $\mathcal{F}(\mathcal{F}) \ni A^* \subseteq A$, then $P$ is also a solution to the SMP associated with $(\mathbb{H}; A^*; \eta; X; B^*(h), C^*, \nu^*)$ for any candidate triplet $(B^*(h), C^*, \nu^*)$ which coincides on $A^*$ with $(B(h), C, \nu)$.

Our next goal is to introduce a concept of uniqueness which is in the spirit of the local uniqueness concept introduced by [27], Section 12.3.e).

**Definition 2.10.**

(i) We say that the SMP associated with $(\mathbb{H}; \rho; \eta; X; B(h), C, \nu)$ satisfies uniqueness, if all solutions coincide on $\mathcal{F}_\rho$.

(ii) Let $\Lambda$ be a set of $\mathcal{F}$-stopping times such that for all $\rho \in \Lambda$ we have $[0, \rho] \subseteq A$. We say that the SMP associated with $(\mathbb{H}; A; \eta; X; B(h), C, \nu)$ satisfies $\Lambda$-uniqueness if for all $\rho \in \Lambda$ the SMP associated with $(\mathbb{H}; \rho; \eta; X; B(h), C, \nu)$ satisfies uniqueness.

**Remark 2.11.** To hope for uniqueness we usually have to assume that $(\mathcal{F}, \mathcal{F})$ is generated by the candidate process $X$, i.e. that

$$\mathcal{F} = \sigma(X_t, t \geq 0), \mathcal{F}_t^0 = \sigma(X_s, s \leq t) \text{ and } \mathcal{F}_t = \bigcap_{s > t} \mathcal{F}_s^0.$$  

The choice of the $\sigma$-field $\mathcal{F}_\rho$ in the definition of uniqueness has its origin in classical Markovian settings. More precisely, standard techniques show that all solutions coincide on $\mathcal{F}_\rho^0$ instead of $\mathcal{F}_\rho$. However, for a large class of stopping times $\rho$ it holds that $\mathcal{F}_{\rho^-} \subseteq \mathcal{F}_\rho^0$.

In a finite dimensional Markovian setting a related concept of uniqueness is well-studied, c.f. [27], Section 13.3. In a non-Markovian setting we derive explicit conditions implying uniqueness in Appendix C. The following remark is an immediate consequence of the definition of uniqueness.

**Remark 2.12.** Let $\Lambda$ be a set of $\mathcal{F}$-stopping times such that $[0, \rho] \subseteq A^* \in \mathcal{F}(\mathcal{F})$ for all $\rho \in \Lambda$, let $A \in \mathcal{F}(\mathcal{F})$ such that $A^* \subseteq A$, and let $(B(h), C, \nu), (B^*(h), C^*, \nu^*)$ be two candidate triplets which coincide on $A^*$. Then the following is equivalent:

(i) The SMP associated with $(\mathbb{H}; A; \eta; X; B(h), C, \nu)$ satisfies $\Lambda$-uniqueness.

(ii) The SMP associated with $(\mathbb{H}; A^*; \eta; X; B^*(h), C^*, \nu^*)$ satisfies $\Lambda$-uniqueness.
Let $(\Omega, \mathcal{F}, \mathcal{F}, \mathbb{P})$ be a given filtered probability space with right-continuous filtration $\mathcal{F} = (\mathcal{F}_t)_{t \geq 0}$. We are interested in the martingality of an $\mathbb{R}^+$-valued local $(\mathcal{F}, \mathbb{P})$-martingale $Z$ with $\mathbb{P}$-a.s. $Z_0 = 1$. Later we will assume that $Z$ is driven by a Hilbert-space-valued semi-martingale. We describe the martingality of $Z$ by convergence properties of sequences of stopping times satisfying the following convention which we impose from now on.

**Convention 1.** Let $(\rho_n)_{n \in \mathbb{N}}$ be an increasing sequence of $\mathcal{F}$-stopping times such that $Z^{\rho_n}$ is a uniformly integrable $(\mathcal{F}, \mathbb{P})$-martingale for all $n \in \mathbb{N}$.

A sequence as in Convention 1 always exists, namely any localizing sequence of $Z$. It is important to note that the sequence in Convention 1 need not to increase $\mathbb{P}$-a.s. to infinity. In Appendix D we present an integrability condition to identify such sequences, c.f. [4] for a related approach based on a Novikov-type condition. In Section 3.1, we relate martingality to existence and uniqueness properties of SMPs. In Section 3.2, under topological assumptions on the underlying filtered space, we derive sufficient conditions for the martingality of $Z$ in terms of an almost sure convergence of $(\rho_n)_{n \in \mathbb{N}}$.

### 3.1. Martingality in Terms of SMPs.

We consider five situations: Firstly, we derive a condition for the strict local martingality of $Z$ in terms of existence properties of SMPs. Secondly, we impose the assumption of $\Lambda$-uniqueness for a modified SMP. This additional structure enables us to investigate the martingality of $Z$ by examining the limit behavior of the sequence of stopping times $(\rho_n)_{n \in \mathbb{N}}$ under a solution to an SMP. Thirdly, we construct an explicit sequence $(\rho_n)_{n \in \mathbb{N}}$ driven solely by $Z$. This results in martingality conditions only depending on the path of $Z$. Fourthly, we consider the situation where $Z$ is an generalized stochastic exponential. In this case the previously established integrability condition boils down to a localized Novikov-type condition, which is suitable for applications also when classical Novikov-type conditions fail to hold. Fifthly, we present another application of our abstract results which starts with the explicit choice of $(\rho_n)_{n \in \mathbb{N}}$ to be exit times of compacta.

Thanks to this assumption, we derive an explosion-type condition in the spirit of [48]. We impose the following additional assumption.

**Standing Assumption 1.** We assume that the probability measure $\mathbb{P}$ is a solution to the SMP associated with $(\mathbb{H}; A; \eta; X; B(h), C, v)$. We denote the unique decomposition of $X(h)$ by $X(h) = X_0 + M(h) + B(h)$, c.f. (C.3) in Appendix C.2.

All following standing assumptions are only assumed to hold in the particular subsection.

### 3.1.1. A Condition for Strict Local Martingality.

We now consider the situation where the underlying filtered space allows an extension of every consistent family. This topological property is called fullness, c.f. Definition E.2 in Appendix E and is for instance possessed by all standard path spaces. It enables us to extend the consistent family $(Q_t, \mathcal{F}_t)_{t \geq 0}$ where $Q_t := Z_t \cdot \mathbb{P}$ to a measure $Q$ which is locally absolutely continuous w.r.t. $\mathbb{P}$ with density process $Z$. An application of Girsanov’s theorem then yields the existence of a solution to a modified SMP. In view of this observation a contradiction argument yields a sufficient condition for strict local martingality. In the following we formalize this idea.
Theorem 3.1. Assume that \((\Omega, \mathcal{F}, \mathbb{F})\) is full. If \(Z\) is an \((\mathbb{F}, \mathbb{P})\)-martingale, there exists a solution \(Q\) to the SMP associated with \((\mathbb{H}; A; \eta; X; \dot{B}(h), C, \nu)\), where on \(A\)
\[
\dot{B}(h) = B(h) + 1/Z \cdot 1_{\{Z > 0\}} \cdot \langle Z, M(h) \rangle^P
\]
with \(Y = 1/Z \cdot 1_{\{Z > 0\}} M^P_{\mu^X}(Z|\mathbb{F}(\mathbb{I}))\),
for the notation c.f. Appendix C.3 Additionally we have \(Q \ll P\) with density process \(Z\).

Proof: Thanks to the assumption that \((\Omega, \mathcal{F}, \mathbb{F})\) is full, there exists a probability measure \(Q\) such that for all \(t \geq 0\) we have \(Q = Q_t = Z_t \cdot P\) on \(\mathcal{F}_t\). Since for all \(t \geq 0\) it holds that \(Q_t \ll P\) on \(\mathcal{F}_t\), we conclude that \(Q \ll_{\text{loc}} P\) with density process \(Z\). Denote by \((\tau_n)_{n \in \mathbb{N}}\) an announcing sequence for \(A\). Then \(X^{\tau_n}\) is an \((\mathbb{F}, P)\)-semimartingale with characteristics \((B(h)^{\tau_n}, C^{\tau_n}, \nu^{\tau_n})\), since \(P\) solves the SMP associated with \((\mathbb{H}; A; \eta; X; B(h), C, \nu)\). Proposition C.3 in Appendix C yields that the unique decomposition (C.3) of \(X^{\tau_n}\) is given by \(X^{\tau_n} = X_0 + M^{\tau_n} + B(h)^{\tau_n}\). Moreover, the identity \([Z, M(h)^{\tau_n}]^P = [Z, M(h)]^P_{\tau^{\tau_n}}\) and again Proposition C.3 in Appendix C imply that
\[
\langle Z, M(h)^{\tau_n} \rangle^P = \langle Z, M(h) \rangle^P_{\tau^{\tau_n}},
\]
where \(\langle Z, M(h)^{\tau_n} \rangle^P\) is the unique càdlàg \(\mathbb{F}\)-predictable process of finite variation such that the process \([Z, M(h)^{\tau_n}]^P - \langle Z, M(h)^{\tau_n} \rangle^P\) is a local \((\mathbb{F}, P)\)-martingale, c.f. Theorem C.8 in Appendix C.3 Furthermore, Proposition II.1.30 in [29] yields that
\[
M^{\mu^X}(Z|\mathbb{F}(\mathbb{I})) = 1_{[0, \tau_n]} M^{\mu^X}(Z|\mathbb{F}(\mathbb{I})).
\]
Therefore, the Girsanov-type theorem given by Theorem C.8 in Appendix C.3 yields that \(X^{\tau_n}\) is also an \((\mathbb{F}, Q)\)-semimartingale with \((\mathbb{F}, Q)\)-characteristics \((B(h)^{\tau_n}, C^{\tau_n}, \nu^{\tau_n})\). Now the identity \(Q \circ X_0^{-1} = Q_0 \circ X_0^{-1} = P \circ X_0^{-1} = \eta\), as \(P\)-a.s. \(Z_0 = 1\), yields that \(Q\) is a solution to the SMP associated with \((\mathbb{H}; \tau_n; \eta; X; B(h), C, \nu)\). Since this holds for all \(n \in \mathbb{N}\), the claim is proven.

As a corollary we obtain the following sufficient condition for strict local martingality.

Corollary 3.2. Let \((\Omega, \mathcal{F}, \mathbb{F})\) be full. If the SMP associated with \((\mathbb{H}; A; \eta; X; \dot{B}(h), C, \nu)\), where \(\dot{B}(h)\) and \(\nu\) are given by (3.1) on \(A\), has no solution, then the process \(Z\) is a strict local \((\mathbb{F}, \mathbb{P})\)-martingale.

Remark 3.3. In the one-dimensional diffusion setting the Feller test for explosion, c.f. [17] or [37], Section 5.5.C, provides a technique to apply Corollary 3.2. A comprehensive discussion is given by [48].

3.1.2. The Martingale Property under Uniqueness Assumptions. In this section we impose existence and uniqueness assumptions on the modified SMP and derive sufficient conditions for the martingality of \(Z\). We denote by \((\tau_n)_{n \in \mathbb{N}}\) an arbitrary announcing sequence for \(A\) and set \(\bar{A} := \bigcup_{n \in \mathbb{N}} [0, \tau_n \wedge \rho_n] \in \mathcal{F}(\mathbb{I})\) and \(\tau := \lim_{n \to \infty} \tau_n\).

Conditions 3.1. We define the following conditions:

(I) The SMP associated with \((\mathbb{H}; \bar{A}; \eta; X; \dot{B}(h), C, \nu)\), where \(\dot{B}(h)\) and \(\nu\) are given by (3.1) on \(\bar{A}\), has a solution \(Q\) and satisfies \(\{\tau_n \wedge \rho_m, n, m \in \mathbb{N}\}\)-uniqueness.
(II) For all \( n \in \mathbb{N} \) and \( t \geq 0 \) we have \( \{ \rho_n > t \} \in \mathcal{F}_{(\tau \wedge \rho_n)^-} \).

(III) For all \( n \in \mathbb{N} \) we have \( \{ \rho_n = \infty \} \in \mathcal{F}_{(\tau \wedge \rho_n)^-} \).

Note that (II) and (III) are structural assumptions which relate the sequences \( (\rho_n)_{n \in \mathbb{N}} \) and \( (\tau_n)_{n \in \mathbb{N}} \). Now we are in the position to give the main results of this section.

**Proposition 3.4.** Assume (I) and (II) in Conditions 3.7

(i) If we have

\[
\lim_{n \to \infty} Q(\rho_n > t) = 1, \text{ for all } t \geq 0,
\]

then \( Z \) is an \((\mathcal{F}, \mathcal{P})\)-martingale.

(ii) If \( \mathcal{P}\)-a.s. \( \rho_n \uparrow_{n \to \infty} \) and \( Z \) is an \((\mathcal{F}, \mathcal{P})\)-martingale, then (3.2) holds.

**Proposition 3.5.** Assume (I) and (III) in Conditions 3.7

(i) If we have

\[
\lim_{n \to \infty} Q(\rho_n = \infty) = 1,
\]

then \( Z \) is a uniformly integrable \((\mathcal{F}, \mathcal{P})\)-martingale.

(ii) If \( \bigcup_{n \in \mathbb{N}} \{ \rho_n = \infty \} \) is a \( \mathcal{P}\)-a.s. event and \( Z \) is a uniformly integrable \((\mathcal{F}, \mathcal{P})\)-martingale, then (3.3) holds.

The proofs of these two results are based on the following two lemmata.

**Lemma 3.6.** For all \( m, n \in \mathbb{N} \), the probability measure \( Q_{m,n} := Z_{\tau_m \wedge \rho_n} \cdot \mathcal{P} \) solves the SMP associated with \((\mathbb{H}; \tau_m \wedge \rho_n; \eta; X; B(h), C, v)\), where \( B(h) \) and \( v \) are given by (3.1) on \( \hat{A} \).

**Proof:** Since \( \mathcal{P}\)-a.s. \( Z_0 = 1 \), it holds that

\[
Q_{m,n} \cdot X_0^{-1} = \eta.
\]

Moreover, since \( X_{\tau_m \wedge \rho_n} \) is an \((\mathcal{F}, \mathcal{P})\)-semimartingale and \( Q_{m,n} \ll \mathcal{P} \) with density process \( Z_{\tau_m \wedge \rho_n} \), the Girsanov-type theorem as given in Theorem C.8 in Appendix C.3 implies that \( X_{\tau_m \wedge \rho_n} \) is an \((\mathcal{F}, \mathcal{Q})\)-semimartingale with \((\mathcal{F}, \mathcal{Q})\)-characteristics \((\hat{B}(h), C_{\tau_m \wedge \rho_n}, \hat{v})\), where

\[
\hat{B}(h) = B(h)Z_{\tau_m \wedge \rho_n} + 1_{\{ Z_{\tau_m \wedge \rho_n} > 0 \}} / Z_{\tau_m \wedge \rho_n} \cdot \langle Z_{\tau_m \wedge \rho_n}, M(h \tau_m \wedge \rho_n) \rangle^\mathcal{P}
\]

\[
= B(h)Z_{\tau_m \wedge \rho_n} + 1_{\{ Z > 0 \}} / Z \cdot 1_{[0, \tau_m \wedge \rho_n]} \cdot \langle Z, M(h) \rangle^\mathcal{P}
\]

\[
= B(h)Z_{\tau_m \wedge \rho_n},
\]

\[
\hat{v}(dt, dx) = \frac{1_{\{ Z_{\tau_m \wedge \rho_n} > 0 \}}}{Z_{\tau_m \wedge \rho_n}} M^\mathcal{P}_{\mu X_{\tau_m \wedge \rho_n}} (Z_{\tau_m \wedge \rho_n} | \mathcal{F}_t) (t, x) 1_{[0, \tau_m \wedge \rho_n]} \times \mathbb{H}(\cdot, t, x) v(dt, dx)
\]

\[
= \frac{1_{\{ Z > 0 \}}}{Z_{\tau_m \wedge \rho_n}} M_{\mu(x)} (Z | \mathcal{F}_t) (t, x) 1_{[0, \tau_m \wedge \rho_n]} \times \mathbb{H}(\cdot, t, x) v(dt, dx)
\]

\[
= \hat{v}_{\tau_m \wedge \rho_n}(dt, dx).
\]

This and (3.4) implies that \( Q_{m,n} \) is a solution to the SMP \((\mathbb{H}; \tau_m \wedge \rho_n; \eta; X; B(h), C, v)\). \( \square \)

**Lemma 3.7.** Assume part (I) of Conditions 3.7 then

\[ Q = Z_{\tau \wedge \rho_n} \cdot \mathcal{P} \text{ on } \mathcal{F}_{(\tau \wedge \rho_n)^-}. \]
Proof: Due to the assumption of \( \{ \tau_n \cap \rho_n, n \in \mathbb{N} \} \)-uniqueness and Lemma 3.6 we have
\[
Q = Z_{\tau_n \cap \rho_n} \mathbb{P} \text{ on } \mathcal{F}_{\tau_n \cap \rho_n}.
\]

Let \( F \in \mathcal{F}_{(\tau_n \cap \rho_n)^-} \), then
\[
Q(F) = E[Z_{\tau_n \cap \rho_n} \mathbb{1}_F] = E[E[Z_{\tau_n \cap \rho_n} | \mathcal{F}_{\tau_n \cap \rho_n}] \mathbb{1}_F] = E[Z_{\tau_n \cap \rho_n} \mathbb{1}_F],
\]
due to Doob’s stopping theorem. This proves that \( Q = Z_{\tau \cap \rho_n} \mathbb{P} \) on \( \bigvee_{m \in \mathbb{N}} \mathcal{F}_{(\tau_m \cap \rho_n)^-} \). Then a monotone class argument yields
\[
Q = Z_{\tau \cap \rho_n} \mathbb{P} \text{ on } \bigvee_{m \in \mathbb{N}} \mathcal{F}_{\tau_m \cap \rho_n}.
\]

Finally, thanks to [13], Theorem IV.56, \( \bigvee_{m \in \mathbb{N}} \mathcal{F}_{(\tau_m \cap \rho_n)^-} = \mathcal{F}_{(\tau \cap \rho_n)^-} \), which finishes the proof. \( \square \)

Proof of Proposition 3.5 (i). Due to part (II) of Conditions 3.1, Lemma 3.7 and Doob’s stopping theorem we obtain
\[
Q(\rho_n > t) = E[Z_{\tau \cap \rho_n} \mathbb{1}_{\{\rho_n > t\}}] = E[E[Z_{\tau \cap \rho_n} | \mathcal{F}_{\tau \cap \rho_n}] \mathbb{1}_{\{\rho_n > t\}}] = E[Z_{\rho_n} \mathbb{1}_{\{\rho_n > t\}}]. \tag{3.5}
\]

Therefore, Lemma 1.2 (i) yields the claim.

(ii). Since \( \mathbb{P} \)-a.s. \( \rho_n \uparrow n \to \infty \), Lemma 1.1 and (3.5) yield the claim. \( \square \)

Proof of Proposition 3.5 (ii). The claim follows identically to the proof of Proposition 3.4 (i).

(iii). Part (III) of Conditions 3.1 Lemma 3.7, Doob’s optional stopping theorem, dominated convergence and the assumption that \( \bigcap_{n \in \mathbb{N}} \{ \rho_n = \infty \} \) is a \( \mathbb{P} \)-a.s. event yield
\[
\lim_{n \to \infty} Q(\rho_n = \infty) = \lim_{n \to \infty} E[Z_{\rho_n} \mathbb{1}_{\{\rho_n = \infty\}}] = \lim_{n \to \infty} E[Z_{\infty} \mathbb{1}_{\{\rho_n = \infty\}}] = E[Z_{\infty}] = 1.
\]

This finishes the proof. \( \square \)

Remark 3.8. For explicit conditions implying existence of a solution to the modified SMP we refer to Theorem 3.25 below.

3.1.3. A first explicit definition of \( (\rho_n)_{n \in \mathbb{N}} \). In this section we benefit from a boundedness condition implying uniformly integrable martingality due to [27] in order to construct an explicit sequence \( (\rho_n)_{n \in \mathbb{N}} \).

Let \( (\sigma_n)_{n \in \mathbb{N}} \) be a sequence of \( \mathcal{G} \)-stopping times, denote \( A' = \bigcup_{n \in \mathbb{N}} [0, \sigma_n] \), and let \( Z \in \mathcal{M}_{\mathcal{A}'}(\mathbb{R}, \mathcal{G}, \mathbb{P}) \) be non-negative. We extend \( Z \) as in (2.1) and denote the extension by \( \tilde{Z} \). Due to Proposition B.1 in Appendix B \( \tilde{Z} \) is a non-negative local \( (\mathcal{G}, \mathbb{P}) \)-martingale. We set
\[
C(\tilde{Z}) := \langle \langle \tilde{Z}^e, \tilde{Z}^e \rangle \rangle^\mathbb{P} + \sum_{s \leq t} \left( \tilde{Z}_{s-} - \sqrt{\tilde{Z}_s \tilde{Z}_{s-}} \right)^2. \tag{3.6}
\]

Thanks to Lemma 8.5 in [27] it holds that \( C(\tilde{Z}) \in \mathcal{M}_{\mathcal{A}}^+(\mathcal{G}, \mathbb{P}) \), implying that \( C(\tilde{Z})^p \), the \( (\mathcal{G}, \mathbb{P}) \)-compensator of \( C(\tilde{Z}) \), is well-defined. Moreover, we define the sequence \( (\rho_n)_{n \in \mathbb{N}} \) of \( \mathcal{G} \)-stopping times by
\[
\rho_n := \inf \{ t \geq 0 : \mathbb{1}_{(\tilde{Z}_{t-} > 0)} / \tilde{Z}_{t-} \cdot C(\tilde{Z})^p_t \geq n \}. \tag{3.7}
\]

Conditions 3.2. We define the following conditions:
(I) We have $A' \subseteq A$.

(II) The random time $\sigma := \lim_{n \to \infty} \sigma_n$ is an $\mathcal{F}$-predictable time.

(III) For each $n \in \mathbb{N}$ there exists a constant $c_n > 0$ such that

$$\frac{\Delta C(\tilde{Z})_{\rho n}}{Z_{\rho n}^2} 1_{\{\tilde{Z}_{\rho n} > 0\}} \leq c_n.$$  

(3.8)

The main result of this section is the following:

**Proposition 3.9.** Assume that the Part (I) of Conditions [3.7] and [3.2] hold.

(i) If for all $t \geq 0$ we have

$$\mathbb{Q} \left( \frac{1_{\{\tilde{Z}_{>0}\}}}{Z_\infty^2} \cdot C(\tilde{Z})_{t}^p < \infty \right) = 1,$$

then $\tilde{Z}$ is an $(\mathcal{F}, \mathbb{P})$-martingale.

(ii) If we have

$$\mathbb{Q} \left( \frac{1_{\{\tilde{Z}_{>0}\}}}{Z_\infty^2} \cdot C(\tilde{Z})_{\infty}^p < \infty \right) = 1,$$

then $\tilde{Z}$ is a uniformly integrable $(\mathcal{F}, \mathbb{P})$-martingale.

Before the give a proof we shortly discuss an example.

**Example.** We now consider a finite-dimensional continuous and Markovian setting to illustrate an application of Proposition [3.9]. Let $\beta = (\beta^i)_{i \leq d} : \mathbb{R}^+ \times \mathbb{R}^d \to \mathbb{R}^d$ and $b = (b^i)_{i \leq d} : \mathbb{R}^+ \times \mathbb{R}^d \to \mathbb{R}^d$ be Borel functions which are locally bounded, i.e. for each $n \in \mathbb{N}$ bounded on $[0,n] \times \{x \in \mathbb{R}^d : |x| \leq n\}$, and $a = (a^{ij})_{i,j \leq d} : \mathbb{R}^+ \times \mathbb{R}^d \to \mathbb{S}^d$ be continuous, where $\mathbb{S}^d$ denotes the space of positive definite symmetric $d \times d$ matrices. Next we specify the SMP of Standing Assumption [1]. We assume that $A = [0,\infty]$, that the underlying filtered space $(\Omega, \mathcal{F}, \mathcal{G})$ is the path space $(\mathbb{C}^d, \mathcal{C}^d, \mathcal{C}^d)$ and that $X$ is the coordinate process $X_t(\omega) = \omega_t$. Moreover, for $\omega \in \mathbb{C}^d$ we set

$$B(\omega) = b(\omega) \cdot I, \quad C(\omega) = a(\omega) \cdot I,$$

where $b(\omega)_t := b(t, \omega_t)$ and $a(\omega)_t := a(t, \omega_t)$. Due to the local boundedness assumptions on $a$ and $b$, the SMP associated with $(\mathbb{R}^d; A; \mathcal{F}_t; X; B, C, 0)$ is equivalent to the classical martingale problem of [66] associated to the operator

$$L_t f(x) = \sum_{i \leq d} b^i(t,x) \partial_i f(x) + \frac{1}{2} \sum_{i,j \leq d} a^{ij}(t,x) \partial_i \partial_j f(x),$$

and the initial law $\mathcal{F}_0$ for $x_0 \in \mathbb{R}^d$, c.f. Theorem 13.55 in [27] and Proposition 5.4.11 in [37].

Sufficient conditions for the existence of a solution can for instance be found in [26, 27, 66].

Now we are interested in the martingality of the local $(\mathcal{C}^d, \mathbb{P})$-martingale

$$Z = \mathcal{E} (\beta(X) \cdot X^c),$$

where $\beta(X)_t := \beta(t, X_t)$. The local martingality follows immediately from the local boundedness assumption of $\beta$. 
Corollary 3.10. Z is a $(\mathcal{C}^d, \mathcal{P})$-martingale if and only if the SMP $(\mathbb{R}^d; A; \varepsilon_{x_0}; X; \bar{B}, \bar{C}, 0)$, where

$$
\bar{B}(\omega) = b(\omega) \cdot I + (\beta a)(\omega) \cdot I \text{ and } (\beta a)(\omega)_t := \beta(t, \omega_t)a(t, \omega_t), \tag{3.10}
$$

has a solution.

Proof: Since $(\mathcal{C}^d, \mathcal{C})$ is full, c.f. Remark 15.3 in Appendix B, the implication $\implies$ follows from Theorem 3.1. We now show the converse implication. Note that the Conditions 3.2 are trivially satisfied and that

$$
\frac{1_{\{Z > 0\}}}{Z^2} \cdot C(Z)^{\rho}_t = (\beta c \beta^*)(X) \cdot I_t, \text{ where } (\beta c \beta^*)(X) := \sum_{i,j \leq d} \bar{B}^i(X)c^{ij}(X)\beta^i(X),
$$

which is clearly finite for each $t \geq 0$ if $X$ is a continuous process. Hence (3.9) is satisfied and the claim follows from Proposition 3.9 if the SMP associated with $(\mathbb{R}^d; A; \varepsilon_{x_0}; \bar{B}, \bar{C}, 0)$ satisfied $\Upsilon := \{n \wedge \rho_m, n, m \in \mathbb{N}\}$-uniqueness, where $\rho_m = \inf(t \geq 0 : (\beta c \beta^*)(X) \cdot I_t \geq m)$. Due to Exercise 13.12 in [27] the SMP associated with $(\mathbb{R}^d; A; \varepsilon_{x_0}; X; \bar{B}, \bar{C}, 0)$ satisfies $\Upsilon$-uniqueness, where $\Upsilon$ denotes the set of $\mathcal{C}^d$-predictable times. Thanks to Proposition 1.2.13 in [29] it holds that $\Upsilon \subseteq \Upsilon$ and the proof is finished.

In a one-dimensional setting this corollary is contained in Corollary 2.2 in [48]. We shortly give a simple example where Corollary 3.10 implies martingality and Novikov’s and Kazamaki’s conditions fail. Let $d = 1$ and set $x_0 = 0, \beta(x) = x, b = 0$ and $a = 1$, i.e. let $X$ be a one-dimensional standard Brownian motion and $Z = \mathcal{C}(X \cdot X)$. Then the SMP associated to $(\mathbb{R}; A; \varepsilon_{x_0}; X; \beta(X) \cdot I, I, 0)$ has a solution due to classical Lipschitz conditions. Hence $Z$ is a $(\mathcal{C}^d, \mathcal{P})$-martingale. However, for large enough $t \geq 0$ it holds that $E[\exp(X/2 \cdot X_t)] = \infty$ which implies that Novikov’s and Kazamaki’s conditions fail.

The invertibility assumptions on $a$ may be exchanged by a global uniqueness assumption. More precisely, it follows from Theorem 12.73 in [27] and Exercise 6.7.4 in [66] that well-posedness, i.e. the existence of a unique global solution, and locally bounded coefficients imply $\Upsilon$-uniqueness. We state this observation in the following corollary.



Corollary 3.11. Assume that $\beta$ and $b$ are as above and $a : \mathbb{R}^+ \times \mathbb{R}^d \to \mathbb{S}^d$ is a locally bounded Borel function, where $\mathbb{S}^d$ denotes the set of non-negative definite symmetric $d \times d$-matrices. If the SMP associated with $(\mathbb{R}^d; A; \varepsilon_{x_0}; X; \bar{B}, \bar{C}, 0)$, where $\bar{B}$ is given as in (3.10), is well-posed, then $Z$ is a $(\mathcal{C}^d, \mathcal{P})$-martingale.

For an extension beyond Markovianity and finite dimensions we refer to Section 4 below. We now turn to the proof of Proposition 3.9 which is based on the following lemma.



Lemma 3.12. If Conditions 3.2 (II), (III) hold, then for all $n \in \mathbb{N}$ the process $\tilde{Z}^P_n$ is a uniformly integrable $(\mathcal{F}, \mathcal{P})$-martingale. Moreover, we have for all $t \geq 0$,

$$
\{\rho_n > t\} \in \mathcal{F}(\sigma \wedge \rho_n)^- \text{ and } \{\rho_n = \infty\} \in \mathcal{F}(\sigma \wedge \rho_n)^-.
$$

Proof: Note that

$$
\frac{1_{\{\tilde{Z} > 0\}}}{\tilde{Z}^2} \cdot C(\tilde{Z})^{\rho}_n \leq n + c_n,
$$

Proof of Proposition 3.9: Consider conditions for a general semimartingale setting. We assume the following:

- We consider the conditions as stated in [33] in their study of local absolute continuity of laws of semimartingales.
- Proposition I.2.13 in [29].

Therefore, since \( \sigma \) is also \( \tilde{\mathcal{F}} \)-predictable, c.f. part (II) of Conditions 3.2, we have

\[
\mathcal{F}_{(\sigma \wedge \rho_n) -} = \mathcal{F}_{\sigma -} \cap \mathcal{F}_{\rho_n -},
\]

c.f. [13], p. 119. Therefore, since \( U \) is \( \tilde{\mathcal{F}} \)-predictable, Proposition I.2.4 in [29] yields that for all \( t \geq 0 \), the random variable \( U_t \) is \( \mathcal{F}_{\sigma -} \)-measurable. Each \( \rho_n \) is \( \tilde{\mathcal{F}} \)-predictable thanks to part (III) of Conditions 3.2 and Proposition I.2.13 in [29]. Therefore, since \( \sigma \) is also \( \tilde{\mathcal{F}} \)-predictable, c.f. part (II) of Conditions 3.2, we have

\[
\mathcal{F}_{(\sigma \wedge \rho_n) -} = \mathcal{F}_{\sigma -} \cap \mathcal{F}_{\rho_n -}.
\]

Part (I) of Conditions 3.2 implies \( \sigma \leq \lim_{n \to \infty} \tau_n = \tau \). Therefore \( \mathcal{F}_{(\sigma \wedge \rho_n) -} \subseteq \mathcal{F}_{(\tau \wedge \rho_n) -} \). Note that

\[
\{ \rho_n > t \} = \left\{ \frac{1_{\{Z > 0\}}}{Z^2} \cdot C(\tilde{Z})^p \leq n \right\},
\]

\[
\{ \rho_n = \infty \} = \left\{ \frac{1_{\{Z > 0\}}}{Z^2} \cdot C(\tilde{Z})^p < n, \forall t \geq 0 \right\}.
\]

Now the claim of (i) follows from Lemma 3.12 and Proposition 5.4 and the claim of (ii) follows from Lemma 3.12 Proposition 5.5 and the identity

\[
\bigcup_{n \in \mathbb{N}} \{ \rho_n = \infty \} = \left\{ \frac{1_{\{Z > 0\}}}{Z^2} \cdot C(\tilde{Z})^p < \infty \right\}.
\]

This finishes the proof.

**Proof of Proposition 3.9** Part (I) of Conditions 3.2 implies \( \sigma \leq \lim_{n \to \infty} \tau_n = \tau \). Therefore \( \mathcal{F}_{(\sigma \wedge \rho_n) -} \subseteq \mathcal{F}_{(\tau \wedge \rho_n) -} \). Note that

\[
\{ \rho_n > t \} = \left\{ \frac{1_{\{Z > 0\}}}{Z^2} \cdot C(\tilde{Z})^p \leq n \right\},
\]

\[
\{ \rho_n = \infty \} = \left\{ \frac{1_{\{Z > 0\}}}{Z^2} \cdot C(\tilde{Z})^p < n, \forall t \geq 0 \right\}.
\]

Now the claim of (i) follows from Lemma 3.12 and Proposition 5.4 and the claim of (ii) follows from Lemma 3.12 Proposition 5.5 and the identity

\[
\bigcup_{n \in \mathbb{N}} \{ \rho_n = \infty \} = \left\{ \frac{1_{\{Z > 0\}}}{Z^2} \cdot C(\tilde{Z})^p < \infty \right\}.
\]

This finishes the proof.

3.1.4. **Martingality of Generalized Stochastic Exponentials.** Let us now expand the setting considered by [33] in their study of local absolute continuity of laws of semimartingales by allowing for stochastic lifetimes. The continuous case was studied by [61]. Here we derive condition for a general semimartingale setting. We assume the following:

- (I) \( \mathbb{H} = \mathbb{R}^d \) for \( d \in \mathbb{N} \).
- (II) For any announcing sequence \( (\tau_n)_{n \in \mathbb{N}} \) for \( A \), the random time \( \tau := \lim_{n \to \infty} \tau_n \) is an \( \tilde{\mathcal{F}} \)-predictable time.
- (III) We choose a good version of \( C \), i.e. we assume that \( C = c \cdot \tilde{c} \), where \( c \) is \( \tilde{\mathcal{F}} \)-predictable and \( \tilde{c} \) is real-valued, continuous and increasing.
- (IV) We have identically \( a_t := \nu(\{t\} \times \mathbb{R}^d) \leq 1 \) for all \( t \geq 0 \).
(V) We are given a positive $\mathcal{P}(\mathcal{F}) \otimes \mathcal{B}^d$-measurable function $U$ such that

$$\hat{U}_t := \int_{\mathbb{R}^d} U(t, x) \nu(t \times dx) \leq 1,$$

for all $t \geq 0$, and \(\{a = 1\} \subseteq \{\hat{U} = 1\}$.

(VI) We are given an $\mathcal{F}$-predictable $\mathbb{R}^d$-valued process $K$. The transposed of $K$ is denoted by $K^*$. We define by $R$ a process on $A$ such that

$$R_{t_n} = KcK^* \cdot \tilde{c} \wedge t_n + (1 - \sqrt{U})^2 \ast \nu \wedge t_n + \sum_{s \leq t_n} \left(\sqrt{1 - a_s} - \sqrt{1 - \hat{U}}\right)^2,$$  

(3.12)

and denote its extension (2.1) by $\tilde{R}$. Furthermore set $U' := U - 1 + \frac{\hat{U} - a}{1 - a}$ and $\rho_n := \inf(t \geq 0 : \tilde{R}_t \geq n)$.

Standing Assumption 2. Assume that $\tilde{R}$ does not jump to infinity, i.e. $\tilde{R}_{\rho_-} = \infty$ on $\{\rho < \infty\}$, where $\rho := \inf(t \geq 0 : \tilde{R}_t = \infty)$.

Remark 3.13. Standing Assumption 2 implies that $\tilde{R}$ is right-continuous and hence that $\rho_n \in \mathbb{N}$ is a sequence of $\mathcal{F}$-stopping times. Moreover, for all $n \in \mathbb{N}$ we have $\rho_n < \rho$ on $\{\rho < \infty\}$. Therefore $\rho$ is an $\mathcal{F}$-predictable time as it can be fortelled by the sequence $(\rho_n \land n)_{n \in \mathbb{N}}$ and $\{\rho = 0\} = \emptyset$, c.f. [13], Theorem IV.71.

Next we define the process

$$N_{t_n \land \rho_n} := K1_{[0, \tau_n \land \rho_n]} \cdot X^c + U'1_{[0, \tau_n \land \rho_n]} \times \mathbb{R}^d \ast (\mu^X - \nu),$$

whose well-definedness is established in the following lemma.

Lemma 3.14. For all $n \in \mathbb{N}$ the process $N_{t_n \land \rho_n}$ is a local $(\mathcal{F}, \mathcal{P})$-martingale. Moreover, it holds that $\Delta N_{t_n \land \rho_n} > -1$.

Proof: Since $\rho_n < \rho$ on $\{\rho < \infty\}$ we obtain

$$\Delta \tilde{R}_{\tau_n \land \rho_n} = 2 \left(1 - \sqrt{U_{\tau_n \land \rho_n}} - \sqrt{(1 - a_{\tau_n \land \rho_n})(1 - \hat{U}_{\tau_n \land \rho_n})}\right) \leq 2,$$  

(3.13)

where we denote

$$\sqrt{U_{\tau_n \land \rho_n}} := \int_{\mathbb{R}^d} \sqrt{U(\tau_n \land \rho_n, x)} \nu(\{\tau_n \land \rho_n\} \times dx).$$

Hence it holds that

$$\tilde{R}_{\tau_n \land \rho_n} \leq n + 2.$$  

(3.14)

This yields $K1_{[0, \tau_n \land \rho_n]} \in L^2(X^c, \mathcal{F}, \mathcal{P})$. Note that for $(\omega, t) \in [0, \tau_n \land \rho_n]$ we have

$$\hat{U}'_t(\omega) := U'(\omega, t, \Delta X_t(\omega))1_{(\Delta X_t(\omega) \neq 0)} - \int_{\mathbb{R}^d} U'(\omega, t, x) \nu(\omega, \{t\} \times dx)$$

$$= (U(\omega, t, \Delta X_t(\omega)) - 1)1_{\Delta X_t(\omega) \neq 0} - \frac{\hat{U}_t(\omega) - a_t(\omega)}{1 - a_t(\omega)}1_{\Delta X_t(\omega) = 0},$$

(3.15)
with the convention that $0/0 = 0$. Since $U$ is positive, we have $\tilde{U}^\prime > -1$ on $[[0, \tau_n \wedge \rho_n] \cap \{\Delta X \neq 0\}$. The assumption that identically $\tilde{U} \leq 1$ implies $\tilde{U} - a \leq 1 - a$, where equality holds on $\{\tilde{U} = 1\}$. Thanks to the assumption that $\{a = 1\} \subseteq \{\tilde{U} = 1\}$ and the convention that $0/0 = 0$, we obtain that $\tilde{U}^\prime > -1$ on $[[0, \tau_n \wedge \rho_n] \cap \{\Delta X = 0\}$, from which we deduce that $\tilde{U}^\prime > -1$ on $[[0, \tau_n \wedge \rho_n]$. Due to Equation 12.41 in [27] we have on $[[0, \tau_n \wedge \rho_n]$

$$
\left(1 - \sqrt{1 + U^\prime - \tilde{U}^\prime}\right)^2 \ast v + \sum_{s \leq t} (1 - a_s) \left(1 - \sqrt{1 - \tilde{U}^\prime}\right)^2 \leq (1 - \sqrt{U})^2 \ast v + \sum_{s \leq t} \left(\sqrt{1 - a_s} - \sqrt{1 - U}\right)^2.
$$

(3.16)

Thanks to Theorem II.1.33 in [29] and the bound (3.14) we conclude that $U^\prime 1_{[[0, \tau_n \wedge \rho_n] \times \mathbb{R}^d} \in G_{loc}(\mu^X_{\sigma_n}, \mathcal{F}, \mathcal{P})$. This implies that $N^\tau_n \wedge \rho_n$ is a well-defined local $(\mathcal{F}, \mathcal{P})$-martingale. Due to the definition of the integral process $U^\prime 1_{[[0, \tau_n \wedge \rho_n] \times \mathbb{R}^d} \ast (\mu^X - v)$, we have $\Delta N^\tau_n \wedge \rho_n = \tilde{U}^\prime \wedge \tau_n \wedge \rho_n > -1$. This finishes the proof. $\square$

In view of this lemma we can define a non-negative local $(\mathcal{F}, \mathcal{P})$-martingale on $\tilde{A} := \bigcup_{n \in \mathbb{N}}[[0, \tau_n \wedge \rho_n]$ by $Z := \mathcal{E}(\mathcal{N})$. Now we extend $Z$ to $\tilde{Z}$ in the same manner as in (2.1). The extension $\tilde{Z}$ is a non-negative local $(\mathcal{F}, \mathcal{P})$-martingale, c.f. Proposition B.1 in Appendix B.

**Remark 3.15.** In the notation of the previous section we have $\sigma_n = \tau_n \wedge \rho_n$. Since $\tau = \lim_{n \to \infty} \tau_n$ is assumed to be $\mathcal{F}$-predictable, and $\rho$ is $\mathcal{F}$-predictable due to Standing Assumption 2 c.f. Remark 3.15, the random time $\lim_{n \to \infty} \sigma_n = \tau \wedge \rho$ is $\mathcal{F}$-predictable.

The following corollary generalizes one direction of Theorem 3.3 in [61]. For another generalization we refer to Section 3.2 below.

**Corollary 3.16.** Assume that the SMP associated with $(\mathbb{R}^d; \tilde{A}; \xi; X; \tilde{B}(h), C, \mathcal{V})$, where on $\tilde{A}$

$$
\tilde{B}(h) = B(h) + KcK^\ast \cdot \tilde{\varepsilon} + h(x)(U - 1) \ast \mathcal{V} \quad \text{and} \quad \mathcal{V} = U \cdot \mathcal{V},
$$

(3.17)

has a solution $\mathcal{Q}$ and satisfies $\{\tau_n \wedge \rho_m, n, m \in \mathbb{N}\}$-uniqueness.

(i) If for all $t \geq 0$ we have

$$
\mathcal{Q}(\tilde{R}_{t \wedge \rho} < \infty) = 1
$$

then $\tilde{Z}$ is an $(\mathcal{F}, \mathcal{P})$-martingale.

(ii) If we have

$$
\mathcal{Q}(\tilde{R}_{\rho} < \infty) = 1
$$

then $\tilde{Z}$ is a uniformly integrable $(\mathcal{F}, \mathcal{P})$-martingale.

The proof of this corollary is based on the following lemma and Proposition 3.9

**Lemma 3.17.** We have

$$
\tilde{R}^\rho = \frac{1_{\{\tilde{Z} > 0\}}}{\tilde{Z}} \cdot C(\tilde{Z})^\rho.
$$

(3.18)
Proof: For each $n \in \mathbb{N}$ we obtain that on $[0, \tau_n \wedge \rho_n]$

\[
1_{\{\tilde{Z}_{-}>0\}}/\tilde{Z}_-^2 \cdot C(\tilde{Z})^p = 1_{\{\rho \wedge (N^{\tau_n \wedge \rho_n})_+ > 0\}}/\rho^2 \cdot C(\rho)^p = \widetilde{R},
\]

where we used that identically $\rho^2 (N^{\tau_n \wedge \rho_n})_+ > 0$, c.f. Theorem I.4.61 in [29], Lemma 8.8 in [27], and (3.16). Therefore the identity (3.18) holds on $A$. Due to construction, we have

\[
\widetilde{R}^0 = \widetilde{R}^{\tau \wedge \rho} \text{ and } 1_{\{\tilde{Z}_{-}>0\}}/\tilde{Z}_-^2 \cdot C(\tilde{Z})^p = 1_{\{\tilde{Z}_{-}>0\}}/\tilde{Z}_-^2 \cdot C(\tilde{Z})^p = \rho^0.
\]

Therefore it remains to study (3.18) on

\[
(\tilde{A} \cup \tau \wedge \rho, \infty) = \begin{cases} \{\tau\} & \text{on } \{\tau < \rho\} \cap \{n \in \mathbb{N} : \tau_n < \tau < \infty\} \times \mathbb{R}^+, \\ \{\rho\} & \text{on } \{\rho \leq \tau\} \cap \{\rho < \infty\} \times \mathbb{R}^+, \\ \emptyset & \text{otherwise.} \end{cases}
\]

In the first two cases the definition of the extension (2.1) and the càdlàg paths of $\tilde{Z}$ imply $\tilde{Z}_{\tau \wedge \rho} = \tilde{Z}_{(\tau \wedge \rho)}$. Hence $\Delta C(\tilde{Z})^{\rho \wedge \rho} = 0$, using I.3.21 and Theorem I.2.28 (ii) in [29]. In the first case of (3.19), this implies that the identity (3.18) holds due to the definition of $\tilde{R}$, which yields that $\Delta \tilde{R}_{\tau \wedge \rho} = 0$. In the second case of (3.19), Standing Assumption 2 yields that $\Delta \tilde{R}_{\tau \wedge \rho} = 0$. This finishes the proof. \(\square\)

Proof of Corollary 3.17: We set $\sigma_n = \tau_n \wedge \rho_n$, then part (I) of Conditions 3.2 holds obviously, and part (II) of Conditions 3.2 holds due to Remark 3.15. It follows by the same arguments as in the proof of Theorem III.3.24 and Lemma III.5.27 in [29], that on $\tilde{A}$ we have

\[
1/\tilde{Z}_-1_{\{\tilde{Z}_{-}>0\}} M_{\mu^\times}(\tilde{Z}, \tilde{\varphi}(\tilde{Z})) = U,
\]

\[
1/\tilde{Z}_-1_{\{\tilde{Z}_{-}>0\}} \cdot \left\langle \tilde{Z}, M(h) \right\rangle^p = KcK^* \cdot c + h(x)(U - 1) \ast \nu.
\]

Moreover, it follows similarly to (3.13), that for all $n, m \in \mathbb{N}$, $\Delta \tilde{R}_{\tau_n \wedge \rho_n} \leq 2$. Therefore,

\[
\Delta \tilde{R}_{\rho_n} = \sum_{m \in \mathbb{N}} \Delta \tilde{R}_{\tau_m \wedge \rho_n} \cdot 1_{\{\tau_{m-1} \wedge \tau_m \leq n\}}(\cdot, \rho_n) \leq 2,
\]

where $\tau_0 := 0$. Hence, in view of Lemma 3.17 and noting that

\[
\rho_n = \inf \{t \geq 0 : \tilde{R}^0 \geq n\},
\]

we conclude that part (III) of Conditions 3.2 holds. Now the claim follows from the identities (3.20), Lemma 3.17 and Proposition 3.9. \(\square\)

3.1.5. An Explosion Condition. In this section we derive an explosion-type condition. Let $(m_n)_{n \in \mathbb{N}}$ be an increasing sequence of non-negative real numbers. We define

\[
\rho_n := \inf \{t \geq 0 : X_t \geq m_n \text{ or } X_t \geq m_n \wedge n\},
\]

and impose the following condition:

Standing Assumption 3. Assume that for all $n \in \mathbb{N}$ we have $\rho_n \leq \lim_{m \to \infty} \tau_m$, where $(\tau_n)_{n \in \mathbb{N}}$ is an arbitrary announcing sequence for $A$, and that $(\rho_n)_{n \in \mathbb{N}}$ satisfies Convention 7.
Remark 3.18. If for all \( n \in \mathbb{N} \) there exists a positive constant \( c_n \) such that
\[
\frac{1_{\{Z_{-}\geq 0\}}}{Z_{-}^2} \cdot C(Z)_{\rho_0} \leq c_n,
\]
where \( C(Z) \) is defined as in (3.6), then the sequence \( (\rho_n)_{n \in \mathbb{N}} \) satisfies Convention [1] c.f. Lemma D.1 in Appendix D.

Standing Assumption 3 has a local character, c.f. Remark 3.18 and therefore a broad scope. The following result gives a sufficient condition for the martingality of \( Z \). In the one-dimensional diffusion setting a similar result may be deduced from Theorem 2.1 in [48].

**Corollary 3.19.**
(i) Assume part (I) of Conditions 3.7. If we have for all \( t \geq 0 \)
\[
\lim_{n \to \infty} Q \left( \sup_{s \leq t} \|X_s\| < m_n \right) = 1,
\]
then \( Z \) is an \((\mathfrak{F}, \mathbb{P})\)-martingale. If \( \mathbb{P}\)-a.s. \( \rho_n \uparrow_{n \to \infty} \infty \) and \( Z \) is an \((\mathfrak{F}, \mathbb{P})\)-martingale, then (3.22) holds.

(ii) Let \((B(h), C, \mathfrak{V})\) be a candidate triplet which coincides with \((B(h), C, \mathfrak{V})\) from (3.1) on \( \tilde{\mathcal{A}} \). If the SMP associated with \((\mathbb{H}; [0, \infty[; \eta; X; \tilde{B}(h), C, \mathfrak{V})\) has a solution \( \mathbb{Q} \) and satisfies \( \{\rho_n \wedge \tau_m, n, m \in \mathbb{N}\}\)-uniqueness and if \( m_n \uparrow_{n \to \infty} \infty \) then \( Z \) is an \((\mathfrak{F}, \mathbb{P})\)-martingale.

**Proof:** (i). Due to Standing Assumption 3 part (II) of Conditions 3.1 is satisfied. Moreover, note that for all \( t \geq 0 \) we have \( \{\rho_n > t\} = \{\sup_{s \leq t} \|X_s\| < m_n\} \cap \{n > t\} \). Therefore, Proposition 3.4 implies that (3.22) is sufficient for \( Z \) to be an \((\mathfrak{F}, \mathbb{P})\)-martingale. If \( Z \) is an \((\mathfrak{F}, \mathbb{P})\)-martingale and \( \mathbb{P}\)-a.s. \( \rho_n \uparrow_{n \to \infty} \infty \), then Lemma 1.1 Lemma 3.7 and Standing Assumption 3 imply that (3.22) is satisfied.

(ii). Corollary 2.9 and Remark 2.12 yield that part (I) of Conditions 3.1 is satisfied. Moreover, since \( m_n \uparrow_{n \to \infty} \infty \) and \( \mathbb{Q}\)-a.e. path of \( X \) is in \( \mathbb{D}^\mathbb{H} \) we obtain that
\[
\lim_{n \to \infty} \mathbb{Q} \left( \sup_{s \leq t} \|X_s\| < m_n \right) = \mathbb{Q} \left( \sup_{s \leq t} \|X_s\| < \infty \right) = 1.
\]
Therefore part (i) yields the claim.

Note that the condition (3.22) only depends on the process \( X \) under \( \mathbb{Q} \). The condition may even imply that \( Z \) is a true martingale, while \( X \) explodes under \( \mathbb{P} \), c.f. Example 3.1 in [48]. It is fascinating and surprising that such a condition not only holds in the well-studied one-dimensional diffusion setting, but also in our general infinite dimensional setting which allows for discontinuities.

In the case where \( A = [0, \infty[ \) and \((\Omega, \mathcal{F}, \mathfrak{F})\) is full we obtain a classical explosion condition which we state in the following corollary.

**Corollary 3.20.** Assume that \( m_n \uparrow_{n \to \infty} \infty \), \( A = [0, \infty[ \), that \((\Omega, \mathcal{F}, \mathfrak{F})\) is full, and that the SMP \((\mathbb{H}; A; \eta; X; \tilde{B}(h), C, \mathfrak{V})\), where \( \tilde{B}(h) \) and \( \mathfrak{V} \) are given by (3.1) on \( A \), satisfies \( \{\rho_n \wedge \tau_m, n, m \in \mathbb{N}\}\)-uniqueness. Then the following is equivalent:

(i) \( Z \) is an \((\mathfrak{F}, \mathbb{P})\)-martingale.

(ii) The SMP associated with \((\mathbb{H}; A; \eta; X; \tilde{B}(h), C, \mathfrak{V})\) has a solution.

**Proof:** The claim follows immediately from Theorem 3.1 and Corollary 3.19(ii).
3.2. Martingality on Standard Systems. The following approach depends on topological properties of the underlying filtered space and is related to the setting of the Föllmer measure, c.f. [18, 52]. In particular, the result applies if the underlying filtered space is given by $(\mathbb{D}^{E_A}, \mathcal{F}^{E_A}, \mathcal{G}^{E_A})$ where $E$ is an arbitrary Polish space. Hence we even allow $Z$ to be driven by $E_A$-valued processes. Connecting the approach to the SMP setting of the previous sections allows us to drop the uniqueness assumptions of Conditions 3.1. For the terminology used in this section we refer to the Appendix F. We recall the notation $(\rho_n)_{n \in \mathbb{N}}$ is given as in Convention I.

**Proposition 3.21.** Assume that $(\Omega, \mathcal{F}_{\rho_n})_{n \in \mathbb{N}}$ is a standard system. Then there exists a unique probability measure $Q$ on $(\Omega, \mathcal{F}_{\rho^{-}})$ such that for all $n \in \mathbb{N}$, $Q(F) = E[Z_{\rho_n} 1_{F}]$ for all $F \in \mathcal{F}_{\rho^{-}}$. If in addition $(\Omega, \mathcal{F}_{\infty^{-}})$ is a standard Borel space and $\mathcal{F}_{\rho^{-}}$ is countably generated, then $Q$ has an extension to $(\Omega, \mathcal{F}_{\infty^{-}})$. 

**Proof:** Denote $Q_n := Z_{\rho_n} \cdot P$ and note that for all $A \in \mathcal{F}_{\rho_n}$ we have 

\[ Q_{n+1}(A) = E[E[Z_{\rho_n+1} 1_A | \mathcal{F}_{\rho_n}]] = E[Z_{\rho_n} 1_A] = Q_n(A), \]

where we use Doob’s optional stopping theorem. Hence the first claim of the proposition is an immediate consequence of Parthasarathy’s extension theorem, c.f. Theorem F.5 in Appendix F and the identity \( \bigvee_{n \in \mathbb{N}} \mathcal{F}_{\rho_n} = \mathcal{F}_{\rho^{-}} \). The second claim follows from Theorem F.6 in Appendix F. \qedsymbol

As an immediate consequence of Proposition 3.21 Lemma 1.1 and Lemma 1.2 we obtain the following condition for the martingality of $Z$.

**Proposition 3.22.** Assume that $(\Omega, \mathcal{F}_{\rho_n})_{n \in \mathbb{N}}$ is a standard system and denote by $Q$ the probability measure as given in Proposition 3.21.

(i) If (3.2) holds, then $Z$ is an $(\bar{\mathcal{F}}, P)$-martingale. If $P$-a.s. $\rho_n \uparrow_{n \to \infty} \infty$ and $Z$ is an $(\bar{\mathcal{F}}, P)$-martingale, then (3.2) holds.

(ii) If (3.3) holds, then $Z$ is a uniformly integrable $(\bar{\mathcal{F}}, P)$-martingale.

In general, due to the lack of information on $Q$, these conditions are difficult to check. However, (3.2) holds if $\rho_n(\omega) \uparrow_{n \to \infty} \infty$ for all $\omega \in \Omega$. This path-wise condition is stated in the following corollary, which generalizes Corollary 3.4 in [61].

**Corollary 3.23.** Assume that $(\Omega, \mathcal{F}_{\rho_n})_{n \in \mathbb{N}}$ is a standard system. If \( \{ \rho_n > t \} \uparrow_{n \to \infty} \Omega \) for all $t \geq 0$, then $Z$ is an $(\bar{\mathcal{F}}, P)$-martingale. If even $\{ \rho_n = \infty \} \uparrow_{n \to \infty} \Omega$, then $Z$ is a uniformly integrable $(\bar{\mathcal{F}}, P)$-martingale.

**Remark 3.24.** On the path-space $(\mathcal{C}^{E}, \mathcal{E}^{E}, \mathcal{C}^{E})$, the pathwise condition $\{ \rho_n > t \} \uparrow_{n \to \infty} \mathcal{C}^{E}$ from Corollary 3.23 is not sufficient for $Z$ to be a $(\mathcal{C}^{E}, P)$-martingale, c.f. [61] for a counterexample.

We now assume a setting comparable to the previous section, which enables us to derive structural properties of $Q$. These allow us to express $Q$ in Proposition 3.22 as a solution to a SMP:

**Conditions 3.3.**

(1) Assume that $(\Omega, \mathcal{F}_{\rho_n})_{n \in \mathbb{N}}$ is a standard system, that $\mathcal{F}_{\rho^{-}}$ is countably generated and that $(\Omega, \mathcal{F}_{\infty^{-}})$ is a standard Borel space.
(II) Assume that $\mathcal{F} = \mathcal{F}_{\infty-}$ and that for each $n \in \mathbb{N}$ there exists an $m_n > n$ such that $\rho_n \wedge \tau_n < \rho_{m_n} \wedge \tau_{m_n}$ on \{ $\rho_n \wedge \tau_n < \infty$ \}.

(III) Assume that $(\tau_n \wedge \rho_n)_{n \in \mathbb{N}}$ is a sequence of $\mathcal{F}$-predictable times, and that $\mathcal{F}$ is quasi-left continuous.

**Theorem 3.25.** Assume Standing Assumption[7] part (I) of Conditions 3.3 and additionally part (II) or (III) of Conditions 3.3. Moreover, denote by $Q$ the extension of the probability measure as given in Proposition 3.21. Then $Q$ is a solution to the SMP associated with $(\mathbb{H}; \tilde{A}; \eta; X; \hat{B}(h), C, \check{v})$, where $\tilde{A} = A \cap (\bigcup_{n \in \mathbb{N}} [0, \rho_n])$, and $\hat{B}(h)$ and $\check{v}$ are given by (3.1).

**Proof:** Lemma 3.6 yields that the probability measure $Q_{n,n} = Z_{\tau_n \wedge \rho_n} \cdot P$ is a solution to the SMP associated with $(\mathbb{H}; \tau_n \wedge \rho_n; \eta; X; \hat{B}(h), C, \check{v})$. Due to the construction of $Q$ we have $Q_{n,n} = Q$ on $\mathcal{F}_{(\tau_n \wedge \rho_n)-}$. If we assume part (III) of Conditions 3.3 then $Q_{n,n} = Q$ on $\mathcal{F}_{\tau_n \wedge \rho_n}$ which yields the claim. Now assume part (II) of Conditions 3.3. Following the proof of Proposition 3.1 in [61], we obtain for all $F \in \mathcal{F}_{\tau_n \wedge \rho_n}$

$$Q(F) = \mathbb{E}[Z_{\tau_n \wedge \rho_n}] \mathbb{1}_F \cap \{ \tau_n \wedge \rho_n < \infty \} + \mathbb{E}[Z_{\tau_n \wedge \rho_n}] \mathbb{1}_F \cap \{ \tau_n \wedge \rho_n = \infty \} = \mathbb{E}[Z_{\tau_n \wedge \rho_n}] \mathbb{1}_F,$$

where we used [13], Theorem V.56, and Doob’s optional stopping theorem. This finishes the proof.

Combining Proposition 3.22 and Theorem 3.25 leads to a martingale condition similarly to the Propositions 3.4 and 3.5.

**Remark 3.26.** If the underlying filtered space is given by $(\mathbb{D}^{H}, \mathcal{G}^{H}, \mathcal{D}^{H})$, the topological assumptions of Theorem 3.25, part (I) of Conditions 3.3, are satisfied, c.f. Appendix B.

4. A Case Study - Martingality in Terms of Infinite-Dimensional SDEs

The generality of our setting allows us to derive sufficient conditions for the martingality of stochastic exponentials driven by Hilbert-space-valued Brownian motion. The main result of this section is in the spirit of Theorem 3.1.1 in [3].

Let us first introduce some additional terminology. As in the previous section let $\mathbb{H}$ be a real separable Hilbert space. Moreover, we fix a filtered probability space $(\Omega, \mathcal{F}, \mathcal{F}, \mathbb{P})$ with right-continuous filtration $\mathcal{F}$ and a non-negative and self-adjoint nuclear operator $Q \in \mathcal{N}(\mathbb{H}, \mathbb{H})$.

**Definition 4.1.** An $\mathbb{H}$-valued process $W$ is called an $(\mathbb{H}, Q, \mathcal{F}, \mathbb{P})$-Brownian motion, if the following holds:

(i) $\mathbb{P}$-a.s. $W_0 = 0$.

(ii) $W$ has $\mathbb{P}$-a.s. continuous paths.

(iii) For all $s < t$ the random variable $W_t - W_s$ is $\mathbb{P}$-independent of $\mathcal{F}_s$.

(iv) For all $s < t$ and all $h \in \mathbb{H}$ the (real-valued) random variable $(W_t - W_s) \cdot h$ is centered Gaussian with variance $(t - s)(Qh \cdot h)$. 
The operator $Q$ is usually called \textit{covariance} of $W$. Moreover, as in the finite-dimensional case we have a \textit{Lévy} characterization theorem: An $\mathbb{H}$-valued continuous $\mathcal{F}$-adapted process $W$ with $\mathbf{P}$-a.s. $W_0 = 0$ is an $(\mathbb{H}, Q, \mathcal{F}, \mathbf{P})$-Brownian motion if and only if it is a square-integrable $(\mathcal{F}, \mathbf{P})$-martingale with $\langle [W, W]\rangle^\mathbf{P} = I_Q$, where $I_t = t$ denotes the identity process, c.f. Proposition 4.11 in [47] or Theorem 4.6 in [8].

It is also well-known that $Q$ has a decomposition of the form $Q = Q^{1/2}Q^{1/2}$, where $Q^{1/2}$ is a non-negative and self-adjoint Hilbert-Schmidt operator.

We denote by $C_0^\mathbb{H}$ the set of continuous functions $\mathbb{R}^+ \to \mathbb{H}$ which start at 0. The coordinate process is denoted by $\hat{X}$. We equip $C_0^\mathbb{H}$ with the $\sigma$-field $\mathcal{F}_0^\mathbb{H} := \sigma(\hat{X}, t \geq 0)$ and define the filtrations $\mathcal{F}_{t}^\mathbb{H}, t \geq 0 := (\sigma(\hat{X}_s, s \leq t))_{t \geq 0}$ and $\mathcal{F}_0^\mathbb{H} := (\mathcal{F}_{0,t}^\mathbb{H}, t \geq 0 := (\mathcal{F}_{0,s}^\mathbb{H})_{t \geq 0}$.

Let $\mathbf{P}$ be a solution to the SMP on $(C_0^\mathbb{H}, \mathcal{F}_0^\mathbb{H}, \mathcal{F}_{0,t}^\mathbb{H})$ associated with $(\mathbb{H}, \{0, \infty\}, \mathcal{F}_0^\mathbb{H}, \mathbf{Q}, 0)$. In other words, we assume that the coordinate process is an $(\mathbb{H}, Q, \mathcal{F}_0^\mathbb{H}, \mathbf{P})$-Brownian motion.

Moreover, let $\varphi : \mathbb{R}^+ \times C_0^\mathbb{H} \to \mathbb{H}$ be $\mathcal{F}_0^\mathbb{H}$-predictable such that $\varphi(\cdot, 0)$ is constant. We use the notation $\varphi(\cdot, \omega) := \varphi(\omega)$. Next we formulate the main result of this section, which states that under a local Lipschitz and a linear growth condition the stochastic exponential

$$Z := \mathcal{E}(\varphi(\hat{X}) \cdot \hat{X})$$

is a true martingale. For details concerning stochastic integration w.r.t. Hilbert-space-valued processes we refer to the monographs of [45, 47]. To clarify the notation of $\mathcal{F}_0^\mathbb{H}$-adapted processes we refer to the monographs of [45, 47]. To clarify the notation of $\mathcal{F}_0^\mathbb{H}$-adapted processes we refer to the monographs of [45, 47]. To clarify the notation of $\mathcal{F}_0^\mathbb{H}$-adapted processes we refer to the monographs of [45, 47]. To clarify the notation of $\mathcal{F}_0^\mathbb{H}$-adapted processes we refer to the monographs of [45, 47].

**Theorem 4.2.** Assume the following:

(i) For all $\alpha \in (0, \infty)$ there exists a positive càdlàg increasing function $L^\alpha$ such that

$$\|Q\varphi(t, \omega) - Q\varphi(t, \omega^s)\|_{\mathbb{H}} \leq L^\alpha_t \sup_{s < t} \|\omega(s) - \omega^s(s)\|_{\mathbb{H}}$$

for all $t \geq 0$, and all $\omega, \omega^s \in \{\bar{\omega} \in C_0^\mathbb{H} : \sup_{s < t} \|\bar{\omega}(s)\|_{\mathbb{H}} \leq \alpha\}$.

(ii) There exists a constant $\lambda > 0$ such that

$$\|Q^{1/2}\varphi(t, \omega)\|_{\mathbb{H}}^2 \leq \lambda \left(1 + \sup_{s < t} \|\omega(s)\|_{\mathbb{H}}^2\right),$$

for all $(t, \omega) \in \mathbb{R}^+ \times C_0^\mathbb{H}$.

Then the process $Z = \mathcal{E}(\varphi(\hat{X}) \cdot \hat{X})$ is an $(C_0^\mathbb{H}, \mathbf{P})$-martingale.

#### 4.1. Proof of Theorem 4.2

We assume the notation of Section 3.1.3. Then $A' = A = \{0, \infty\}$ and we may set $\sigma_n = \tau_n = n$, and define

$$\rho_n := \inf(t \geq 0 : \|\hat{X}_t\| \geq n) \land n.\quad (4.1)$$

Let us first show that $Z$ is a local $(C_0^\mathbb{H}, \mathbf{P})$-martingale with $(C_0^\mathbb{H}, \mathbf{P})$-localizing sequence $(\rho_n)_n \subseteq \mathbb{N}$. Due to Assumption (ii) in Theorem 4.2 we have identically

$$\left(\varphi(\hat{X}) \cdot Q\varphi(\hat{X})\right) \cdot I_{\rho_n} \leq \lambda n \left(1 + \sup_{s < \rho_n} \|\hat{X}_s\|_{\mathbb{H}}^2\right) \leq \lambda n(1 + n^2).$$

Hence Theorem 2.3 in [19] yields that $\varphi(\hat{X}) \cdot \hat{X} \land \rho_n$ is a square-integrable $(C_0^\mathbb{H}, \mathbf{P})$-martingale, implying that $Z$ is a local $(C_0^\mathbb{H}, \mathbf{P})$-martingale. This furthermore implies that $(\rho_n)_n \subseteq \mathbb{N}$ satisfies
Lemma 4.3. Under the assumptions of Theorem 4.2, the SMP on \((C_{[0,∞]}^H; \mathcal{F}_0^H, \mathcal{F}_0^H)\) associated with \((\mathbb{H}; A; \varepsilon_0; \hat{X}; B, IQ, 0)\), where

\[
\hat{B} = \frac{1\{Z - > 0\}}{Z_-} \cdot \langle Z, M(h) \rangle^P,
\]

has a solution and satisfies \([\rho_n \wedge \tau_m, n, m \in \mathbb{N}]\)-uniqueness.

Proof: First we compute \(\langle Z, M(h) \rangle^P = \langle Z, \hat{X} \rangle^P\). In view of Equation 4.1.4 in [47], \(\langle Z, \hat{X} \rangle^P\) is the unique \(C_{[0,∞]}^H\)-predictable process of finite variation such that \(Z \hat{X} - \langle Z, \hat{X} \rangle^P\) is a local \((\mathbb{F}_0^H, \mathbb{P})\)-martingale. Since \(\mathbb{H}\) is assumed to be separable, weak and strong measurability are equivalent. Therefore \(Z \hat{X} - \langle Z, \hat{X} \rangle^P\) is an \(\mathbb{H}\)-valued local \((\mathbb{F}_0^H, \mathbb{P})\)-martingale if and only if for all \(v \in \mathbb{H}\) the process \(Z \hat{X} \cdot v - \langle Z, \hat{X} \rangle^P \cdot v\) is an \(\mathbb{R}\)-valued local \((\mathbb{F}_0^H, \mathbb{P})\)-martingale, c.f. [19], p. 21. Define \(L^{v,\pm} : \mathbb{H} \to \mathbb{R}\) by \(L^{v,\pm}w = (\phi(\hat{X}) \pm v) \cdot w\); and note that the adjoint of \(L^{v,\pm}\) is given by \(w \mapsto (\phi(\hat{X}) \pm v)\). Employing the polarization identity, the formula for the quadratic variation of Brownian integrals, c.f. Theorem 4.27 in [8], and Proposition A.2.2 in [43], we obtain

\[
\langle Z, \hat{X} \cdot v \rangle^P = \frac{Z_-}{4} \langle (L^{v,\pm} \cdot \hat{X}, L^{v,\pm} \cdot \hat{X})^P + (L^{-v} \cdot \hat{X}, L^{-v} \cdot \hat{X})^P \rangle = \frac{Z_-}{4} \langle L^{v,\pm}Q(\phi(\hat{X}) + v) \cdot I + L^{-v}Q(\phi(\hat{X}) - v) \cdot I \rangle = (Z_-.Q\phi(\hat{X}) \cdot I) \cdot v.
\]

Therefore we conclude \(\langle Z, M(h) \rangle^P = Z_-.Q\phi(\hat{X}) \cdot I\), which implies that

\[
\frac{1\{Z - > 0\}}{Z_-} \cdot \langle Z, M(h) \rangle^P = Q\phi(\hat{X}) \cdot I.
\]

Now we note that

\[
\|Q\phi(t, \omega)\|_{\mathcal{L}^1} \leq \|Q^{1/2}\|_{\mathbb{H}S} \|Q^{1/2} \phi(t, \omega)\|_{\mathcal{L}^1} \leq \lambda \|Q^{1/2}\|_{\mathbb{H}S}^{1/2} \left(1 + \sup_{s < t} \|\omega(s)\|_{\mathcal{L}^1}^{1/2}\right),
\]

for all \((t, \omega) \in \mathbb{R}^+ \times C_{[0,∞]}^H\), where \(\|\|_{\mathbb{H}S}\) denotes the Hilbert-Schmidt norm. Hence we may apply Proposition G.1 in Appendix G with \(F(t, \omega) = Q\phi(t, \omega)\) and \(G(t, \omega) = \text{Id}\), which yields that the SMP on \((C_{[0,∞]}^H; \mathcal{F}_0^H, \mathcal{F}_0^H)\) associated with \((\mathbb{H}; [0, \infty]; \eta; \hat{X}; B, C, 0)\) has a solution and satisfies \(\mathcal{F}^s\)-uniqueness. The continuity of \(\hat{X}\) and Lemma 74.2 in [52] imply that for all \(n, m \in \mathbb{N}\), \(\rho_n \wedge \tau_m = \rho_n \wedge m\) are positive \(\mathcal{F}_0^H\)-stopping times, i.e. \(\rho_n \wedge \tau_m \in \mathcal{F}^s\). This implies the claim. \(\square\)

Appendix A. Remarks on the Usual Conditions

Girsanov’s theorem is at the core of our proofs. As pointed out by [2] on the infinite time horizon some formulations of Girsanov’s theorem may be false if the underlying filtered space is complete. Our framework therefore requires incompleteness of filtrations. Since the usual conditions, and therewith completeness of filtrations, are frequently imposed in the literature we summarize some results which allow us to lift results from completed filtrations to uncompleted filtrations.
Let \((\Omega, \mathcal{F}, \mathcal{F}, \mathbb{P})\) be a filtered probability space with right-continuous filtration \(\mathcal{F}\), and let \(H\) be a real separable Hilbert space. This notation stays in force throughout all appendices. We denote \(\mathcal{F}^P\) the \(\mathbb{P}\)-completion of the \(\sigma\)-field \(\mathcal{F}\) and \(\mathcal{F}^P\) the \(\mathbb{P}\)-completion of the filtration \(\mathcal{F}\), i.e. \(\mathcal{F}^P = (\mathcal{F}^P_t)_{t \geq 0}\).

**Lemma A.1** (Lemma I.1.19 in [29]). Any \(\mathcal{F}^P\)-stopping time is \(\mathbb{P}\)-a.s. equal to an \(\mathcal{F}\)-stopping time.

**Lemma A.2** (Lemma I.2.17 in [29], Lemma A.2 in [52]). Any \(\mathcal{F}^P\)-predictable, resp. \(\mathcal{F}^P\)-optional, process is \(\mathbb{P}\)-indistinguishable from an \(\mathcal{F}\)-predictable, resp. \(\mathcal{F}\)-optional, process.

**Lemma A.3.** An \(H\)-valued \(\mathcal{F}\)-adapted process \(Z\) is a local \((\mathcal{F}, \mathbb{P})\)-martingale if and only if it is a local \((\mathcal{F}^P, \mathbb{P})\)-martingale. Moreover, each local \((\mathcal{F}^P, \mathbb{P})\)-martingale is \(\mathbb{P}\)-indistinguishable from a local \((\mathcal{F}, \mathbb{P})\)-martingale.

**Proof:** Due to Lemma A.1 for the first claim it is sufficient to show that \(Z\) is an \((\mathcal{F}, \mathbb{P})\)-martingale if and only if it is an \((\mathcal{F}^P, \mathbb{P})\)-martingale. This follows immediately from the fact that for all \(t \geq 0\) any set in \(\mathcal{F}^P\) are \(\mathbb{P}\)-a.s. equal to a set in \(\mathcal{F}\). The second claim follows from the first one and Lemma A.2. \(\square\)

**Appendix B. Extensions of non-negative local martingales**

As pointed out at the end of Section 2.1 \(X \in \mathcal{C}^\mathbb{A}\) does not imply that the extension \(\tilde{X} \in \mathcal{C}\). In this appendix we show that this claim, however, is true if \(X\) is non-negative and \(\mathcal{C}\) is the class of real-valued local martingales.

**Proposition B.1.** For \(A \in \mathcal{F}(\mathcal{F})\) let \(X \in \mathcal{M}^{1^\mathbb{L}}(\mathbb{R}, \mathcal{F}, \mathbb{P})\) be non-negative, then we have \(\tilde{X} \in \mathcal{M}^{1^\mathbb{L}}(\mathbb{R}, \mathcal{F}, \mathbb{P})\), where \(\tilde{X}\) is defined as in (2.1).

**Proof:** Let \((\tau_n)_{n \in \mathbb{N}}\) be an announcing sequence for \(A\). Then \(X^n\) is a non-negative \((\mathcal{F}, \mathbb{P})\)-supermartingale and Lemma 5.17 in [27] yields that \(\tilde{X}\) is a non-negative \((\mathcal{F}, \mathbb{P})\)-supermartingale. We follow main parts of the proof of [27], Lemma 12.43. Since \(\tilde{X}\) is a non-negative \((\mathcal{F}, \mathbb{P})\)-supermartingale, the Doob-Meyer decomposition of \(\tilde{X}\), c.f. [42], Theorem 3.9, is given by

\[ \tilde{X} = M - U, \quad M \in \mathcal{M}^{1^\mathbb{L}}(\mathbb{R}, \mathcal{F}, \mathbb{P}), \quad U \in \mathcal{P}(\mathcal{F}) \cap \mathbb{F}^+(\mathcal{F}, \mathbb{P}). \]

Since \(\tilde{X}^n \in \mathcal{M}^{1^\mathbb{L}}(\mathbb{R}, \mathcal{F}, \mathbb{P})\) it follows from [29], Corollary I.3.16, that \(U^n = 0\). Hence \(U = 0\) on \([0, \bar{\tau}] \cup \{\tau, \bar{\tau}\}\), where \(G = \bigcap_{n \in \mathbb{N}}\{\tau_n < \tau < \infty\}\). Moreover, since \(\tilde{X} = \tilde{X}^\tau\), we have that \(U = \Delta U_t \cdot 1_{[\tau, \infty] \cap (G \cap \mathbb{R}^+)}\). We obtain from [29], Corollary I.2.31 and Proposition I.2.6, that

\[ p(\Delta \tilde{X}) = p(\Delta M) - p(\Delta U) = -p(\Delta U) = -\Delta U. \quad (B.1) \]

Next we define the \(\mathcal{F}\)-stopping time

\[ \bar{\tau} := (\tau)^\mathcal{G} := \begin{cases} \tau & \text{on } G, \\ +\infty & \text{on } G^c. \end{cases} \]
By construction we have on $G = \{ \bar{\tau} < \infty \}$ that $\bar{\tau} = \tau$ and

$$\Delta \tilde{X}_{\bar{\tau}} = \tilde{X}_{\bar{\tau}} - \tilde{X}_{\tau_\tau} = 0.$$  \hspace{1cm} (B.2)

Note that the sequence $((\tau_n)_{(\tau_n < \tau) \cap n \in \mathbb{N}}$ of $\mathcal{F}$-stopping times foretells $\bar{\tau}$ in the sense of [13], Definition IV.70. Since $\{ \bar{\tau} = 0 \} = \emptyset$, Theorem IV.71 in [13] yields that $\bar{\tau}$ is an $\mathcal{F}$-predictable time. Therefore, thanks to (B.1), (B.2) and Theorem I.2.28 in [29], we obtain that on $G$ we have $P$-a.s.

$$-\Delta U_{\tau} = -\Delta U_{\bar{\tau}} = E[\Delta \tilde{X}_{\bar{\tau}} | \mathcal{F}_{\bar{\tau}}] = 0.$$  \hspace{1cm} (B.3)

This yields $U = 0$ and hence $\tilde{X} = M \in \mathcal{M}_{\text{loc}}(\mathbb{R}, \mathcal{F}, P)$, which finishes the proof. $\square$

### Appendix C. On Hilbert-space-valued Semimartingales

Hilbert-space-valued semimartingales have been studied since the 1980s, c.f. [45, 47]. In this appendix we define Hilbert-space-valued semimartingales, recall the most important results and transfer them to the setting of incomplete filtrations. Moreover, we generalize the Girsanov theorem for semimartingales as given in [29], Theorem III.3.24, to the infinite-dimensional setting. We also give the most important structural results for Hilbert-space valued semimartingales on stochastic intervals as defined in Section 2. The definitions and most of the proofs are similar to the real-valued case.

Let $\mathbb{H}$ be a real separable Hilbert space, denote its scalar product by $\langle \cdot, \cdot \rangle$ and its induced norm by $\| \cdot \|$. Thanks to the separability of $\mathbb{H}$, strong measurability is equivalent to weak measurability.

**Definition C.1.** We call a càdlàg $\mathbb{H}$-valued process $X$ an $(\mathcal{F}, P)$-semimartingale, if

$$X = X_0 + M + V,$$

where $X_0$ is $\mathcal{F}_0$-measurable and $\mathbb{H}$-valued, $M$ is an $\mathbb{H}$-valued local $(\mathcal{F}, P)$-martingale with $M_0 = 0$, and $V$ is an $\mathcal{F}$-adapted càdlàg $\mathbb{H}$-valued process of finite variation with $V_0 = 0$. We call $X$ a special $(\mathcal{F}, P)$-semimartingale, if $V$ is $\mathcal{F}$-predictable.

In the next section we show that many usual facts on $\mathbb{R}^d$-valued semimartingales also hold for $\mathbb{H}$-valued semimartingales. Although the monographs [45, 47] usually assume the usual conditions, in view of Lemma A.2 and Lemma A.3, the claims can readily be transferred to an uncompleted filtration.

#### C.1. Decompositions of Hilbert-space-valued Semimartingales.

Let $X \in \mathcal{S}(\mathbb{H}, \mathcal{F}, P)$. We first collect important basic assertions on the semimartingale decomposition.

**Proposition C.2** (Exercise 5.11 in [45]). If $\|\Delta X\|$ is bounded, then $X$ is a special $(\mathcal{F}, P)$-semimartingale.

**Proposition C.3.** All $\mathbb{H}$-valued $\mathcal{F}$-predictable local $(\mathcal{F}, P)$-martingales of finite variation are $0$ up to $P$-indistinguishability.

---

3 $f$ is strongly measurable if the real-valued function $f \circ h$ is measurable (in the ordinary sense) for all $h \in \mathbb{H}$, c.f. [7], Lemma A.5.2
Proof: Due to Exercise 5.13 in [45], all locally square-integrable \((\mathcal{F}, P)\)-martingales of finite \(P\)-variation are 0 up to \(P\)-indistinguishability. Due to Corollary 13.8 in [43] all \(\mathcal{F}\)-predictable local \((\mathcal{F}, P)\)-martingales are continuous and hence locally \((\mathcal{F}, P)\)-square integrable. This yields the claim. \(\square\)

We call two square-integrable \((\mathcal{F}, P)\)-martingales \(N, M\) to be \((\mathcal{F}, P)\)-strongly orthogonal, if for all \(\mathcal{F}\)-stopping times \(\tau\) it holds that \(E[(N \cdot M)_{\tau}] = 0\). This definition extends readily to locally square-integrable \((\mathcal{F}, P)\)-martingales. The following is a consequence of Theorem 20.2, Theorem 23.6 and Exercise 5.13 in [45].

Proposition C.4. Each \(\mathbb{H}\)-valued \((\mathcal{F}, P)\)-semimartingale \(X\) has a decomposition

\[
X = X_0 + X^c + M^d + V,
\]

where \(X_0\) is \(\mathcal{F}_0\)-measurable, \(X^c\) is a continuous local \((\mathcal{F}, P)\)-martingale with \(X_0 = 0\), \(M^d\) is a locally square-integrable \((\mathcal{F}, P)\)-martingale, strongly orthogonal to \(X^c\), with \(M^d_0 = 0\), and \(V\) is of finite variation with \(V_0 = 0\). Moreover, \(X^c\) is unique (up to \(P\)-indistinguishability), and called the continuous local \((\mathcal{F}, P)\)-martingale part of \(X\).

Proposition C.5. Assume that \(X\) has \((\mathcal{F}, P)\)-characteristics \((B(h), C, 0)\). Then \(B(h) = B\), and \(X = X_0 + B + X^c\).

Proof: Since \(\nu = 0\), it follows that \(P(\mu^X(\mathbb{R}^+ \times \mathbb{H}) \geq 1) \leq E[\mu^X(\mathbb{R}^+ \times \mathbb{H})] = 0\), which implies \(\Delta X = 0\). The uniqueness of \(X^c\) yields the claim. \(\square\)

C.2. Semimartingale Characteristics. Our next step is to define semimartingale characteristics of Hilbert-space-valued semimartingales, similar to [27], c.f. also [67].

In the following we denote by \(\| \cdot \|_1\) the trace-norm on \(\mathbb{H} \otimes \mathbb{H}\), and by \(\mathbb{H} \hat{\otimes} \mathbb{H}\) the completion of \(\mathbb{H} \otimes \mathbb{H}\) w.r.t. \(\| \cdot \|_1\), c.f. [46], Section 11. Let \(M\) be an \(\mathbb{H}\)-valued square-integrable \((\mathcal{F}, P)\)-martingale with \(M_0 = 0\). Due to Theorem 14.3 in [47] there exists a unique càdlàg \(\mathcal{F}\)-predictable \(\mathbb{H} \hat{\otimes} \mathbb{H}\)-valued process \(\langle M, M \rangle^P\) of finite variation with \(\langle M, M \rangle^P_0 = 0\), such that \(M \otimes M - \langle M, M \rangle^P\) is an \(\mathbb{H} \hat{\otimes} \mathbb{H}\)-valued \((\mathcal{F}, P)\)-martingale.

In the more general case where \(M\) is a locally square-integrable \((\mathcal{F}, P)\)-martingale with \((\mathcal{F}, P)\)-localizing sequence \((\tau_n)_{n \in \mathbb{N}}\) we may set

\[
\langle M, M \rangle^P := \sum_{n \geq 1} \langle M^{\tau_n}, M^{\tau_n} \rangle^P 1_{[\tau_{n-1}, \tau_n]}, \tag{C.1}
\]

with the convention \(\tau_0 := 0\). Clearly, \(\langle M^{\tau_n}, M^{\tau_n} \rangle^P \wedge \tau_m = \langle M^{\tau_m}, M^{\tau_m} \rangle^P\) for \(m \leq n\), due to uniqueness. Therefore

\[
M \otimes M - \langle M, M \rangle^P \in \mathcal{M}_{\text{loc}}(\mathbb{H} \hat{\otimes} \mathbb{H}, \mathcal{F}, P),
\]

and Proposition[C.3] yields that \(\langle M, M \rangle^P\) is the unique càdlàg \(\mathcal{F}\)-predictable process of finite variation such that \(M \otimes M - \langle M, M \rangle^P\) is an \(\mathbb{H} \hat{\otimes} \mathbb{H}\)-valued local \((\mathcal{F}, P)\)-martingale. Thanks to the uniqueness, the definition \(\langle M, M \rangle^P\) is independent of the localizing sequence. It is convenient to associate to each element \(b\) in \(\mathbb{H} \hat{\otimes} \mathbb{H}\) a nuclear operator \(\tilde{b}: \mathbb{H} \to \mathbb{H}\) which is uniquely defined by

\[
\tilde{b} h \cdot g = b \cdot (h \otimes g), \quad (h, g) \in \mathbb{H} \times \mathbb{H},
\]
where • denotes the usual scalar product \((h_1 \otimes g_1) • (h_2 \otimes g_2) = (h_1 • h_2)(g_1 • g_2), h_i, g_i \in \mathbb{H}\), c.f. [44], Section 11. With a slight abuse of notation we denote the nuclear operator associated to \(\langle M, M \rangle^P\) again by \(\langle M, M \rangle^P\).

Now let \(X\) be an \(\mathbb{H}\)-valued \((\mathfrak{F}, P)\)-semimartingale. We associate to \(X\) the integer-valued random measure

\[
\mu^X(\omega, dt, dx) := \sum_{s > 0} 1_{\{\|\Delta X_s\| \neq 0\}} \epsilon(\omega, \Delta X_s)(dt, dx),
\]

and denote by \(\nu^X, P\), or simply by \(\nu\), the \((\mathfrak{F}, P)\)-compensator of \(\mu^X\) defined as in [29], Theorem II.1.8.

Next we define the modified \(\mathbb{H}\)-valued semimartingale \(X(h)\) by

\[
X(h) := X - \sum_{s \leq t} (\Delta X_s - h(\Delta X_s)),
\]

where \(h : \mathbb{H} \to \mathbb{H}\) is a truncation function, i.e. a bounded function with \(h(x) = x\) on \(\{x \in \mathbb{H} : |x| \leq \epsilon\}\) for some \(\epsilon > 0\). We note that the sum \(\sum_{s \leq t} (\Delta X_s - h(\Delta X_s))\) is well-defined due to the càdlàg paths of \(X\). Since \(X(h)\) has obviously bounded jumps, \(X(h)\) is a special \((\mathfrak{F}, P)\)-semimartingale, c.f. Proposition C.2 in Appendix C and hence admits a unique decomposition

\[
X(h) = X_0 + M(h) + B(h),
\]

where \(X_0\) is \(\mathfrak{F}_0\)-measurable, \(M(h)\) is a local \((\mathfrak{F}, P)\)-martingale with \(M(h)_0 = 0\), and \(B(h)\) is a \(\mathfrak{F}\)-predictable process of finite variation with \(B(h)_0 = 0\). We finally are in the position to define the semimartingale characteristics of \(X\):

**Definition C.6.** The \((\mathfrak{F}, P)\)-semimartingale characteristics of \(X\) are given by \((B(h), C, \nu)\) consisting of

(i) the càdlàg \(\mathfrak{F}\)-predictable process \(B(h)\) of finite variation as given in (C.3),
(ii) \(C = \langle X^c, X^c \rangle^P\), where \(X^c\) is the continuous local \((\mathfrak{F}, P)\)-martingale part of \(X^4\)
(iii) \(\nu\) is the \((\mathfrak{F}, P)\)-compensator of \(\mu^X\).

**Remark C.7.** For each truncation function \(h\), the characteristics are unique.

**C.3. Girsanov’s Theorem for Hilbert-space-valued Semimartingales.** In this appendix we give a generalization of Girsanov’s theorem for semimartingales as stated in [29], Theorem III.3.24, to Hilbert-space-valued semimartingales. Since this result is fundamental for our main assertions we provide a detailed proof.

We introduce additional notation. Let \(X \in \mathfrak{S}(\mathbb{H}, \mathfrak{F}, P)\) and let \(K\) be a further real separable Hilbert space with \(Y \in \mathfrak{S}(\mathbb{K}, \mathfrak{F}, P)\). Moreover, denote \(\Pi_n := \{0 \leq t_0 < \cdots < t_k < \cdots\}\) a partition of \(\mathbb{R}^+\) such that \(\lim_{n \to \infty} \sup_{t \in \Pi_n} |t_{i+1} - t_i| = 0\). Then, c.f. Section 4.1 in [47], for every \(t \geq 0\) the following limit exists

\[
[X, Y]_t^P := P \cdot \lim_{n \to \infty} \sum_{t_i \in \Pi_n} (X_{t_{i+1} \wedge t} - X_{t_{i} \wedge t}) \otimes (Y_{t_{i+1} \wedge t} - Y_{t_{i} \wedge t}).
\]

\(^4\langle X^c, X^c \rangle^P\) is obviously well-defined since all continuous local \((\mathfrak{F}, P)\)-martingales are locally square-integrable \((\mathfrak{F}, P)\)-martingales.
The process \([X, Y]^P\) is called tensor quadratic variation of \(X\) and \(Y\). Similar to Section III.3c), we denote by \(M_{\mu^X}(\mathcal{Z}|\mathcal{F}(\bar{s}))\) the \(\mathcal{F}(\bar{s})\)-conditional \(M_{\mu^X}\)-expectation, where
\[
M_{\mu^X}(W) = E[W \ast \mu^X],
\]
for \(\mathcal{F}(\bar{s})\)-measurable functions \(W\).

**Theorem C.8** (Girsanov’s Theorem). Let \(Q \ll_{\text{loc}} P\) with density process \(Z\), and \(X\) be an \(\mathbb{H}\)-valued \((\mathbb{F}, P)\)-semimartingale with \((\mathbb{F}, P)\)-characteristics \((B(h), C, \nu)\). Moreover, let \(M(h)\) be as in (C.4). Then there exists a unique càdlàg \(\mathbb{F}\)-predictable process \(\langle Z, M(h) \rangle^P\) of finite variation such that \(ZM(h) - \langle Z, M(h) \rangle^P\) is a local \((\mathbb{F}, P)\)-martingale. Moreover, \(X\) is an \((\mathbb{F}, Q)\)-semimartingale such that its \((\mathbb{F}, Q)\)-characteristics are given by
\[
B'(h) = B(h) + \frac{1\{Z > 0\}}{Z_-} \cdot \langle Z, M(h) \rangle^P, \quad C' = C\text{ and } V'(d t, dx) = Y(t, x)v(dt, dx),
\]
where \(Y = 1\{Z > 0\}/Z_-M_{\mu^X}(\mathcal{Z}|\mathcal{F}(\bar{s}))\).

**Proof:** We mimic the proofs of Theorem III.3.11 and Lemma III.3.14 in [29], and Theorem 4.7 in [47]. The theorem on p.208 in [45]. Theorem 13.3 in [45] and Proposition 9.14 in [47] imply that a unique càdlàg \(\mathbb{F}\)-predictable process \(\langle Z, M(h) \rangle^P\) of finite variation exists, such that \(A - \langle Z, M(h) \rangle^P\) is a local \((\mathbb{F}, P)\)-martingale. We define an \(\mathbb{F}\)-predictable process \(G\) of finite variation by
\[
G = \frac{1\{Z > 0\}}{Z_-} \cdot \langle Z, M(h) \rangle^P.
\]
Now, due to Equation 4.1.4 in [47], we have
\[
Z^\tau G^\tau = Z_-1_{[0, \tau_n]} \cdot G + G_-1_{[0, \tau_n]} \cdot Z + [Z, G]^P_{\wedge \tau_n} = \langle Z, M(h) \rangle^P_{\wedge \tau_n} + G1_{[0, \tau_n]} \cdot Z,
\]
where we use that, due to the fact that \(G\) is càdlàg, \(\mathbb{F}\)-predictable and of finite variation,
\[
[Z, G]^P_{\wedge \tau_n} = (G - G_-)1_{[0, \tau_n]} \cdot Z,
\]
c.f. the proof of Proposition I.4.49 in [29]. Hence the process \(Z^\tau G^\tau - \langle Z, M(h) \rangle^P_{\wedge \tau_n}\) is a local \((\mathbb{F}, P)\)-martingale. Therefore we obtain that the process
\[
(Z^\tau M(h)^\tau - \langle Z, M(h) \rangle^P_{\wedge \tau_n}) - (Z^\tau G^\tau - \langle Z, M(h) \rangle^P_{\wedge \tau_n}) = Z^\tau(M(h)^\tau - G^\tau)
\]
\(^5\)this terminology has its origin in the Russian literature where \(M\) is used for the (mathematical) expectation.
is a local $(\mathfrak{F}, \mathbb{P})$-martingale. It follows similarly to the proof of Proposition III.3.8 (ii) in [29] that $M(h)_{\tau_n} - G_{\tau_n}$ is a local $(\mathfrak{F}, \mathbb{Q})$-martingale. Since the class of local martingales is stable under localization and $\mathbb{Q}$-a.s. $\tau_n \uparrow_{n \to \infty} \infty$, which holds due to the fact that $\mathbb{Q}(Z_t = 0) = E[Z_t 1_{\{Z_t = 0\}}] = 0$ for all $t \geq 0$, we conclude that $M(h) - G$ is a local $(\mathfrak{F}, \mathbb{Q})$-martingale. Hence, in view of (C.5), the representation of $B'(h)$ follows from Proposition C.8. A similar argumentation as above yields that $X^c + 1_{\{Z_{\tau_n} > 0\}}/Z_{\tau_n} \cdot \langle \langle Z^c, X^c \rangle \rangle^P$ is a continuous local $(\mathfrak{F}, \mathbb{Q})$-martingale, where $\langle \langle Z^c, X^c \rangle \rangle^P$ is the unique continuous $\mathfrak{F}$-predictable process of finite variation such that $Z^c X^c - \langle \langle Z^c, X^c \rangle \rangle^P$ is a local $(\mathfrak{F}, \mathbb{P})$-martingale. Hence, Proposition 4.3 in [47] implies $[X^c, Q, X^c]_t^Q = [X^c, X^c]_t^Q$, where $X^c, Q$ denotes the continuous local $(\mathfrak{F}, \mathbb{Q})$-martingale part of $X$, and $X^c$ denotes the continuous local $(\mathfrak{F}, \mathbb{P})$-martingale part of $X$. The assumption that $Q \ll \text{loc} \mathbb{P}$ implies readily that $[X^c, X^c]^Q = [X^c, X^c]^P$. Due to Theorem 22.8 in [43], it holds that $[X^c, X^c]^P = [X^c, X^c]^C = C$. The last remaining claim concerns the $(\mathfrak{F}, Q)$-compensator of the jump measure associated with $X$. This claim follows from an application of the Girsanov-type theorem for random-measures as given in [29], Theorem III.3.17. This finishes the proof.

**Remark C.9.** In the case where $\mathbb{H} = \mathbb{R}^d$, Theorem C.8 boils down to the classical version of Girsanov’s Theorem for semimartingales given in [29], Theorem III.3.24.

C.4. Hilbert-space-valued Semimartingales on Stochastic Integrals. Next we collect the most important consistency facts on semimartingales on stochastic intervals.

**Proposition C.10.** Let $X \in \mathcal{S}^A(\mathbb{H}, \mathfrak{F}, \mathbb{P})$. Then the following holds:

(i) The $(\mathfrak{F}, \mathbb{P}, A)$-characteristics of $X$ exist and are unique.

(ii) Let $(B(h), C, \nu)$ be $(\mathfrak{F}, \mathbb{P}, A)$-characteristics of $X$, and let $\rho$ be an $\mathfrak{F}$-stopping time such that $[0, \rho] \subseteq A$. Then the $(\mathfrak{F}, \mathbb{P})$-characteristics of $X^\rho \in \mathcal{S}(\mathbb{H}, \mathfrak{F}, \mathbb{P})$ are $\mathbb{P}$-indistinguishable from $(B^\rho(h), C^\rho, \nu^\rho)$.

(iii) $(B(h), C, \nu)$ are $(\mathfrak{F}, \mathbb{P}, A)$-characteristics of $X$ if and only if for all $\mathfrak{F}$-stopping times $\rho$ such that $[0, \rho] \subseteq A$ the triplet $(B^\rho(h), C^\rho, \nu^\rho)$ is $\mathbb{P}$-indistinguishable of the $(\mathfrak{F}, \mathbb{P})$-characteristics of $X^\rho$.

**Proof:** (i). We first prove existence. Denote by $(\tau_n)_{n \in \mathbb{N}}$ an arbitrary announcing sequence for $A$. Then for each $n \in \mathbb{N}$ the $(\mathfrak{F}, \mathbb{P})$-characteristics of the stopped process $X^{\tau_n}$ exist. We denote them by $(B^n(h), C^n, \nu^n)$. Now we stick them together by setting

$$
B(h) = \sum_{n \geq 1} 1_{\tau_{n-1}, \tau_n} B^n(h), \quad C = \sum_{n \geq 1} 1_{\tau_{n-1}, \tau_n} C^n \quad \text{and} \quad \nu = \sum_{n \geq 1} 1_{\tau_{n-1}, \tau_n} \times \mathbb{H} : \nu^n,
$$

with $\tau_0 := 0$. Obviously, $B(h), C$ and $\nu$ are $\mathfrak{F}$-predictable, and

$$
B(h)_{\tau_n} = \sum_{i \leq n} 1_{\tau_{i-1}, \tau_i} B^i(h) + B^2(h)_{\tau_n} 1_{[\tau_n, \infty]} = B^n(h),
$$

$$
C_{\tau_n} = \sum_{i \leq n} 1_{\tau_{i-1}, \tau_i} C^i + C^n 1_{[\tau_n, \infty]} = C^n,
$$

$$
1_{[0, \tau_n] \times \mathbb{H}} : \nu = \sum_{i \leq n} 1_{\tau_{i-1}, \tau_i} \times \mathbb{H} : \nu^i = \nu^n,
$$

where we used that $B^2(h) \land \tau_n = B^2(h) \land \tau_n = C^i$ and $1_{[0, \tau_n] \times \mathbb{H}} : \nu^n = \nu^i$ for all $i \leq n$. Now, in view of (C.5), it is obvious that the triplet $(B(h)_{\tau_n}, C_{\tau_n}, \nu_{\tau_n})$ is $\mathbb{P}$-indistinguishable from the
\((\mathcal{F}, P)\)-characteristics of \(X^\tau\), i.e. that \((B(h), C, \nu)\) are \((\mathcal{F}, P, A)\)-characteristics of \(X\). Once we have shown part (ii), the uniqueness of the \((\mathcal{F}, P, A)\)-characteristics is a consequence of the uniqueness of the (ordinary) semimartingale characteristics and Proposition I.2.18 in [29].

Therefore we now turn to the proof of (ii). Denote by \((\tau_n)_{n \in \mathbb{N}}\) an arbitrary announcing sequence for \(A\), and by \((\tilde{B}(h), \tilde{C}, \tilde{\nu})\) the (ordinary) \((\mathcal{F}, P)\)-characteristics of \(X^\rho\). Due to the uniqueness we have for all \(n \in \mathbb{N}\)
\[
(\mathcal{B}^{\tau_n \wedge \rho}(h), C^{\tau_n \wedge \rho}, \nu^{\tau_n \wedge \rho}) = (\tilde{B}^{\tau_n \wedge \rho}(h), \tilde{C}^{\tau_n \wedge \rho}, \tilde{\nu}^{\tau_n \wedge \rho}).
\]

Now, since \([0, \rho] \subseteq A\), letting \(n \to \infty\) and employing Proposition I.2.18 in [29] yields the claim.

Part (iii) is an immediate consequence of parts (i) and (ii). □

**Proposition C.11.** Let \(X \in \mathcal{S}^A(\mathbb{H}, \mathcal{F}, P)\), then there exists a unique continuous local \((\mathcal{F}, P)\)-martingale \(X^c\) on \(A\) such that for all \(\mathcal{F}\)-stopping times \(\rho\) with \([0, \rho] \subseteq A\) the stopped process \(X^c_{\cdot \wedge \rho}\) is the continuous local \((\mathcal{F}, P)\)-martingale part of \(X^\rho\). \(X^c\) is called continuous local \((\mathcal{F}, P)\)-martingale part of \(X\) on \(A\).

**Proof:** Denote by \((\tau_n)_{n \in \mathbb{N}}\) an arbitrary announcing sequence for \(A\). Then let \(X^{c,n}\) be the unique continuous local \((\mathcal{F}, P)\)-martingale part of \(X^\tau\), which exists due to Proposition [C.4]

We now stick them together by setting
\[
X^c := \sum_{n \in \mathbb{N}} X^{c,n} \mathbf{1}_{[\tau_n - 1, \tau_n]}, \text{ where } \tau_0 := 0.
\]

Due to uniqueness we have \(X^c_{\cdot \wedge \tau_n} = X^{c,n}\), i.e. \(X^c\) is a continuous local \((\mathcal{F}, P)\)-martingale on \(A\). Now let \(\rho\) be an \(\mathcal{F}\)-stopping time with \([0, \rho] \subseteq A\) and denote the continuous local \((\mathcal{F}, P)\)-martingale part of \(X^\rho\) by \(\tilde{X}\). Uniqueness yields that we have for all \(\mathcal{F}\)-predictable times \(\gamma\) with \([0, \gamma] \subseteq A\), \(P\)-a.s. \(\tilde{X}^{\rho \wedge \gamma} = X^{c,\rho \wedge \gamma}\) for all \(n \in \mathbb{N}\). Now letting \(n \to \infty\) and employing Proposition I.2.18 in [29] yields that \(\tilde{X} = X^c_{\cdot \wedge \rho}\). This finishes the proof. □

## Appendix D. An Integrability Condition to Identify \((\rho_n)_{n \in \mathbb{N}}\)

This section provides an integrability condition to identify a sequence \((\rho_n)_{n \in \mathbb{N}}\) of stopping times which satisfy Convention [1]. Let \(\tilde{Z}\) be a non-negative local \((\mathcal{F}, P)\)-martingale and set \(C(\tilde{Z})\) as in (3.6).

**Lemma D.1.** Let \(\sigma\) be an \(\mathcal{F}\)-stopping time. Assume that there exists a non-negative constant \(c\), such that
\[
\frac{1_{\{\tilde{Z}_{\sigma} > 0\}}}{\tilde{Z}_\sigma} \cdot C(\tilde{Z})_\sigma^\rho \leq c.
\]

Then \(\tilde{Z}^\sigma\) is a uniformly integrable \((\mathcal{F}, P)\)-martingale.

**Proof:** We first show that \(P\)-a.s.
\[
\frac{1}{\tilde{Z}_\sigma^2} \cdot C(\tilde{Z})^\rho = \frac{1_{\{\tilde{Z} > 0\}}}{\tilde{Z}_\sigma^2} \cdot C(\tilde{Z})^\rho.
\]

(D.1)
Due to Lemma III.3.6 in \[29\], we have $P$-a.s. $\tilde{Z}_t = 0$ for all $t \geq \xi := \inf(t \geq 0: \tilde{Z}_t = 0$ or $\tilde{Z}_{t-} = 0$). Due to Theorem I.3.18 in \[29\], this implies

$$1_{\{\tilde{Z}_{t-} = 0\}} \cdot C(\tilde{Z})^p = (1_{\{\tilde{Z}_{t-} = 0\}} \cdot C(\tilde{Z}))^p = (1_{\{\tilde{Z}_{\xi} = 0\}} \cdot 1_{\{\xi\}} \Delta C(\tilde{Z})_\xi)^p = 0,$$

which readily yields \[D.1\]. Since $\tilde{Z}^\sigma$ is a non-negative local $(\mathcal{F}, P)$-martingale, the claim follows thanks to Theorem 8.25 in \[27\].

Further localization conditions can be deduced from other integrability conditions in Chapter 8 of the monograph of \[27\].

**Appendix E. Classical Path-Spaces**

Particularly important underlying filtered spaces for SMPs are path spaces: Let $E$ be a Polish space, then the classical path spaces $(\mathbb{D}^E, \mathcal{D}^E, \mathcal{D}^E)$, respectively $(\mathbb{C}^E, \mathcal{C}^E, \mathcal{C}^E)$, are defined as follows: $\mathbb{D}^E$, respectively $\mathbb{C}^E$, is defined as the space of all càdlàg, respectively continuous, mappings $\mathbb{R}^+ \to E$. $\mathbb{D}^E$ equipped with the Skorokhod topology is a Polish space, c.f. \[16\], Chapter 3. For $\omega \in \mathbb{D}^E$, $\omega \in \mathbb{C}^E$ or $\omega \in \mathbb{D}^E$, we denote by $\tilde{X}_t(\omega) = \omega(t)$ the so-called coordinate process. Denote by $\mathcal{D}^E, \mathcal{C}^E, \mathcal{D}^E$ respectively, the $\sigma$-fields generated by the coordinate process of $\mathbb{D}^E, \mathbb{C}^E, \mathbb{D}^E$ respectively. Moreover, we define the filtrations $\mathcal{D}^{E,0} = (\mathcal{D}^{E,0}_t)_{t \geq 0}$ and $\mathcal{D}^E = (\mathcal{D}^E_t)_{t \geq 0} = (\bigcap_{s \geq t} \mathcal{D}^{E,0}_s)_{t \geq 0}$ with $\mathcal{D}^{E,0}_t = \sigma(\tilde{X}_s, s \leq t)$ on $(\mathbb{D}^E, \mathcal{D}^E)$, $\mathcal{C}^{E,0} = (\mathcal{C}^{E,0}_t)_{t \geq 0}$ and $\mathcal{C}^E = (\mathcal{C}^E_t)_{t \geq 0} = (\bigcap_{s \geq t} \mathcal{C}^{E,0}_s)_{t \geq 0}$ with $\mathcal{C}^{E,0}_t = \sigma(\tilde{X}_s, s \leq t)$ on $(\mathbb{C}^E, \mathcal{C}^E)$, and analogously, we define $\mathcal{D}_t^{E,0} = \sigma(\tilde{X}_s, s \leq t)$, $\mathcal{D}^E = \bigcap_{s \geq t} \mathcal{D}^{E,0}_s$, $\mathcal{D}^E = (\mathcal{D}^E_t)_{t \geq 0}$ and $\mathcal{D}^E = (\mathcal{D}^E_t)_{t \geq 0}$ on $(\mathbb{D}^E, \mathcal{D}^E)$.

**Remark E.1.** The $\sigma$-field $\mathcal{D}^E$ is the topological Borel $\sigma$-field on $\mathbb{D}^E$, c.f. \[16\], Proposition 3.7.1.

We borrow the following definition from \[2\].

**Definition E.2.** We say that a filtered space $(\Omega, \mathcal{F}, \mathcal{G})$, where $\mathcal{G}$ is not necessarily right-continuous, is full, if the following holds:

(i) $\mathcal{F} = \mathcal{F}_\infty := \bigvee_{t \geq 0} \mathcal{F}_t$.

(ii) If whenever $(\mathcal{F}_t, P_t)_{t \geq 0}$ is a consistent family, i.e. for all $s < t$ we have

$$P_t | \mathcal{G}_s = P_s,$$

there exists a probability measure $P$ on $(\Omega, \mathcal{F})$ such that for all $t \geq 0$

$$P_t | \mathcal{G}_s = P_t.$$

**Remark E.3.**

(i) Due to \[2\], p. 167, if $(\Omega, \mathcal{F}, \mathcal{G})$ is full, then so is $(\Omega, \mathcal{F}, \mathcal{G}^+)$, where

$$\mathcal{G}^+ := (\mathcal{F}_t)_t \geq 0 \text{ and } \mathcal{F}_t^+ := \bigcap_{s \geq t} \mathcal{F}_t.$$

(ii) Proposition 3.9.17 in \[2\] yields that $(\mathbb{D}^E, \mathcal{D}^E, \mathcal{D}^E_0)$ and $(\mathbb{C}^E, \mathcal{C}^E, \mathcal{C}^E_0)$ are full. Therefore, due to part (i) of this remark, $(\mathbb{D}^E, \mathcal{D}^E, \mathcal{D}^E)$ and $(\mathbb{C}^E, \mathcal{C}^E, \mathcal{C}^E)$ are also full.
Remark E.4. We have to impose a small warning concerning the usual conditions. Let $(\Omega, \mathcal{F}, \mathcal{F})$ be full and let $\mathbf{P}$ be a probability measure on $(\Omega, \mathcal{F}, \mathcal{H})$. Then, in general, the completed space $(\Omega, \mathcal{F}^\mathcal{P}, \mathcal{H}^\mathcal{P})$ is not full, c.f. [2], Warning 3.9.20. However, a more careful enlargement, called the natural enlargement in [2], Definition 1.3.38, has many advantages of the usual completion and preserves the property of fullness, c.f. [2], Proposition 3.9.18 (ii).

APPENDIX F. EXTENSION OF PROBABILITY MEASURES

In this appendix we shortly discuss extensions of probability measures. We call a set $A \in \mathcal{X}$ an atom of a measurable space $(X, \mathcal{X})$, if the relation $A' \subseteq A$, $A' \in \mathcal{X}$ implies $A' = A$ or $A' = \emptyset$.

Definition F.1 ([18], Appendix). Let $\mathbb{T} \subseteq \mathbb{R}^+$ be an index set. We call a system $(\Omega, \mathcal{F}_t)_{t \in \mathbb{T}}$ a standard system, if the following holds:

(i) For all $t,t' \in \mathbb{T}$ such that $t \leq t'$ we have $\mathcal{F}_t \subseteq \mathcal{F}_{t'}$.

(ii) For all $t \in \mathbb{T}$ the measurable space $(\Omega, \mathcal{F}_t)$ is a standard Borel space, c.f. Definition V.2.2. in [51].

(iii) For any increasing sequence $(t_n)_{n \in \mathbb{N}}$ in $\mathbb{T}$, and for any decreasing sequence $(A_n)_{n \in \mathbb{N}}$, where $A_n$ is an atom of $(\Omega, \mathcal{F}_n)$, we have $\bigcap_{n \in \mathbb{N}} A_n \neq \emptyset$.

Remark F.2. Although one might expect that $(\mathbb{D}^\mathcal{R}, \mathcal{D}^\mathcal{R}_0)_{t \geq 0}$ and $(\mathcal{C}^\mathcal{R}, \mathcal{C}^\mathcal{R}_0)_{t \geq 0}$ are standard systems, this is not the case as the following fact shows: The function

$$\omega(t) = \sin(1/(t - 1))$$

is a continuous real-valued function on $[0, 1)$, but not on $[0, 1]$, c.f. [66] p.17 for a related discussion.

Lemma F.3 ([18], Appendix, [52], Lemma E.1). The space $(\mathbb{D}^{\mathcal{F}_0}, \mathcal{D}^{\mathcal{F}_0})$ is a standard Borel space, and for all $\mathcal{D}^{\mathcal{F}_0}$-stopping times $\tau$, the $\sigma$-field $\mathcal{D}^{\mathcal{F}_\tau}$ is countably generated.

Remark F.4. (i) Let $\mathcal{F} = (\mathcal{F}_t)_{t \geq 0}$ be a (not-necessarily right-continuous) filtration on $(\Omega, \mathcal{F})$, such that $(\Omega, \mathcal{F}_t)_{t \geq 0}$ is a standard system, and let $(\rho_n)_{n \in \mathbb{N}}$ be a sequence of $\mathcal{F}^+$-stopping times, then $(\Omega, \mathcal{F}_{\rho_n})_{n \in \mathbb{N}}$ is a standard system, c.f. [18], Remark 6.1.1.

(ii) $(\mathbb{D}^{\mathcal{F}_0}, \mathcal{D}^{\mathcal{F}_0})_{t \geq 0}$ is a standard system, c.f. [18], Example 6.3.2.

Standard systems are the key element in Parthasarathy’s extension theorem, which reads as follows:

Theorem F.5 ([51], Theorem V.4.2). Let $(\Omega, \mathcal{F}_t)_{t \in \mathbb{T}}$ be a standard system and denote the measurable space $(\Omega, \bigvee_{t \in \mathbb{T}} \mathcal{F}_t) =: (\Omega, \mathcal{F})$. Then for each family $(\mu_t)_{t \in \mathbb{T}}$ of probability measures $\mu_t$ on $(\Omega, \mathcal{F}_t)$ such that

$$\mu_t(A) = \mu_s(A) \text{ for all } A \in \mathcal{F}_s \text{ and } s \leq t,$$

there exists a unique probability measure $\mu$ on $(\Omega, \mathcal{F})$ such that $\mu(A) = \mu_t(A)$ for all $A \in \mathcal{F}_t$ and $t \in \mathbb{T}$.

For the discussion in Section 3.2 it is convenient that measures on countably generated sub $\sigma$-fields have an extension as stated in the following theorem.
**Theorem F.6** ([52], Theorem D.4). Let $(\Omega, \mathcal{F})$ be a standard Borel space and $\mathcal{A} \subseteq \mathcal{F}$ be countably generated. If $\mu$ is a measure on $(\Omega, \mathcal{A})$, then there exists a measure $\tilde{\mu}$ on $(\Omega, \mathcal{F})$, such that $\tilde{\mu}|_{\mathcal{A}} = \mu$.

Note that $(\Omega, \mathcal{F}, \mathbb{F})$ may be full, whereas $(\Omega, \mathcal{F}_t)_{t \geq 0}$ is no standard system. However, a converse statement holds as we show next.

**Lemma F.7.** If $(\Omega, \mathcal{F}_t)_{t \geq 0}$ is a standard system, then $(\Omega, \mathcal{F}_\infty, \mathbb{F})$ is full. In particular, the filtered spaces $(\mathbb{D}^{\alpha, \mathcal{A}}, \mathcal{Q}^{\mathcal{A}, 0})$ and $(\mathbb{D}^{\mathcal{A}}, \mathcal{Q}^{\mathcal{A}, 0})$ are full.

**Proof:** The first claim is an immediate consequence of Parthasarathy’s extension theorem. The second claim follows from the fact that $(\mathbb{D}^{\alpha, \mathcal{A}}, \mathcal{Q}^{\mathcal{A}, 0})_{t \geq 0}$ is a standard system, c.f. Remark [F.4] and Remark [E.3].

**APPENDIX G. EXPLICIT CONDITIONS FOR UNIQUENESS AND EXISTENCE**

Let $K$ and $H$ be real separable Hilbert spaces and denote by $\mathcal{L}(K, H)$ the space of all continuous linear operators from $K$ to $H$ equipped with the usual norm of bounded operators. Let $F : \mathbb{R}^+ \times \mathcal{C}^{H, 0}_0 \to H$ and $G : \mathbb{R}^+ \times \mathcal{C}^{H, 0}_0 \to \mathcal{L}(K, H)$ be $\mathcal{C}^{H, 0}_0$-predictable processes such that $F(\cdot, 0)$ and $G(\cdot, 0)$ are constant. We again use the notation $F(\cdot, \omega) = F(\cdot) \omega$ and $G(\cdot, \omega) = G(\cdot) \omega$, and denote the adjoint of $G$ by $G^*$. Moreover, let $Q \in \mathcal{N}(K, K)$ be non-negative and self-adjoint. We assume that $GQ^{1/2}$ is a Hilbert-Schmidt operator. Define $\mathcal{F}^*$ as the set of all $\mathcal{C}^{H, 0}_0$-stopping times $\rho$ such that for all $R \in \mathcal{C}^{H, 0}_0$ we have $R \cap \{ \rho = 0 \} \in \mathcal{C}^{H, 0}_0$. Obviously, all positive $\mathcal{C}^{H, 0}_0$-stopping times are included in $\mathcal{F}^*$.

**Proposition G.1.** Assume the following:

(i) For all $\alpha \in (0, \infty)$ there exists a positive càdlàg increasing function $L^\alpha$ such that

$$
||F(t, \omega) - F(t, \omega^*)||_H + ||G(t, \omega) - G(t, \omega^*)||_{\mathcal{L}(K, H)} \leq L^\alpha \sup_{s < t} ||\omega(s) - \omega^*(s)||_H
$$

for all $t \geq 0$ and all $\omega, \omega^* \in \{ \tilde{\omega} : \sup_{s < t} ||\tilde{\omega}(s)||_H \leq \alpha \}$.

(ii) There exists a constant $\lambda > 0$ such that

$$
||F(t, \omega)||_H^2 + ||G(t, \omega)||_{\mathcal{L}(K, H)}^2 \leq \lambda \left( 1 + \sup_{s < t} ||\omega(s)||_H^2 \right),
$$

for all $(t, \omega) \in \mathbb{R}^+ \times \mathcal{C}^{H, 0}_0$.

Then the SMP on $(\mathcal{C}^{H, 0}_0, \mathcal{C}^{H, 0}_0, \mathcal{C}^{H, 0}_0)$ associated with $(\mathbb{H}, [0, \infty[; \mathcal{E}_0; X; B, C, 0)$, where

$$
B = F(\tilde{X}) \cdot I, \quad C = G(\tilde{X}) Q G^*(\tilde{X}) \cdot I,
$$

(G.1)

has a solution and satisfies $\mathcal{F}^*$-uniqueness.

The proof of this proposition is based on the connection of SMPs and SDEs, which is well-established in the finite-dimensional case, c.f. [27]. From now on let $\rho$ be a $\mathcal{C}^{H, 0}_0$-stopping time. The following definition is in the spirit of [58].

**Definition G.2.** A triplet $((\Omega, \mathcal{F}, \mathbb{F}, \mathcal{P}); W; X)$ is called solution to the SDE associated with $(Q, F, G, \rho)$, if $(\Omega, \mathcal{F}, \mathbb{F}, \mathcal{P})$ is a filtered probability space which satisfies the usual conditions,
supporting a \((\mathbb{K}, Q, \mathfrak{F}, P)\)-Brownian motion \(W\) and an \(\mathfrak{F}\)-adapted process \(X\) taking values in \(\mathbb{C}^0_\mathbb{H}\), such that for all \(t \geq 0\), \(P\)-a.s.

\[
\|F(X)\|_\mathbb{E} 1_{[0, \rho(X)]} \cdot I_r + \text{Tr}(G(X)QG^*(X))1_{[0, \rho(X)]} \cdot I_r < \infty, \tag{G.2}
\]

and \(P\)-a.s.

\[
X = F(X)1_{[0, \rho(X)]} \cdot I + G(X)1_{[0, \rho(X)]} \cdot W. \tag{G.3}
\]

We call \((\Omega, \mathcal{F}, \mathfrak{F}, P; W)\) the driving system of the solution \(X\).

Next we define two types of uniqueness, where the first concept is in the spirit of the monograph of [47].

**Definition G.3.**

(i) We say that pathwise uniqueness holds for the SDE associated with \((Q, F, G, \rho)\), if whenever \(X\) and \(Y\) are two solutions on the same driving system, we have \(X_{\rho(X)} = X_{\rho(Y)}\), \(\omega\) a.s. up to indistinguishability.

(ii) We say that uniqueness in law holds for the SDE associated with \((Q, F, G, \rho)\), if whenever \(X\) and \(Y\) are two solutions on possibly different driving systems, the laws, seen as probability measures on \((\mathbb{C}^0_\mathbb{H}, \mathcal{C}^0_\mathbb{H})\), of \(X\) and \(Y\) coincide.

**Lemma G.4.** The SDE associated with \((Q, F, G, \rho)\) satisfies pathwise uniqueness if and only if all solutions on the same driving system are indistinguishable.

**Proof:** The implication \(\Longleftrightarrow\) is trivial. We prove the implication \(\Longrightarrow\). Let \(X\) and \(Y\) be two solutions on the same driving system. Since \(\rho\) is a \(\mathcal{C}^0_\mathbb{H}\)-stopping time, Exercise 7.1.21 in [68] implies that

\[
\omega, \omega^* \in \mathcal{C}^0_0 : \omega_s = \omega^*_s \text{ for all } s \leq t \implies A \in \mathcal{C}^0_0, \omega \in A \iff \omega^* \in A. \tag{G.4}
\]

Let \(\omega^* \in \mathcal{C}^0_0\) such that \(t := \rho(\omega^*) < \infty\). Since \(\omega^* \in \{\omega \in \mathcal{C}^0_0 : \rho(\omega) = t\} \in \mathcal{C}^0_{0,t}\), (G.4) yields that

\[
\omega, \omega^* \in \mathcal{C}^0_0 : \omega_s = \omega^*_s \text{ for all } s \leq \rho(\omega^*) \implies \rho(\omega) = \rho(\omega^*). \tag{G.4}
\]

If \(\rho(\omega^*) = \infty\) the same conclusion holds trivially. Now symmetry yields

\[
\omega, \omega^* \in \mathcal{C}^0_0 : \omega_s = \omega^*_s \text{ for all } s \leq \rho(\omega) \wedge \rho(\omega^*) \implies \rho(\omega) = \rho(\omega^*). \tag{G.4}
\]

Hence we obtain that \(X^{\rho(X)} = X_{\rho(Y)}\), a.s. \(\rho(X) = \rho(Y)\), i.e. \(X = Y\) up to indistinguishability. This finishes the proof. \(\square\)

It is known that in this setting a result in the spirit of [68] holds, i.e. that pathwise uniqueness implies uniqueness in law, c.f. [58].

It is no surprise that the following relation of SMPs and SDEs, which is well-known to be true in the finite dimensional setting, also holds in the infinite dimensional setting.

**Lemma G.5.** Let \(P\) be a solution to the SMP on \((\mathcal{C}^0_\mathbb{H}, \mathcal{C}^0_0, \mathcal{C}^0_\mathbb{H})\) associated with \((\mathbb{H}; \rho; \varepsilon_0; X; B, C, 0)\), where \(B, C\) are given as in (G.1), then \(P\) coincides on \(\mathcal{C}^0_{0,\rho}\) with the law of a solution to the SDE associated with \((Q, F, G, \rho)\).
Proof: In view of Proposition \[\text{G.5},\] we have
\[
\tilde{X}_{\lambda \rho(\tilde{x})} = F(\tilde{X})1_{[0, \rho(\tilde{x})]} \cdot I + \tilde{X}_{\lambda \rho(\tilde{x})}^c,
\]
where \(\tilde{X}_{\lambda \rho(\tilde{x})}^c\) is a continuous local \((\mathcal{C}^0_{\mathbb{H}}, \mathcal{P})\)-martingale with
\[
\left\langle \tilde{X}_{\lambda \rho(\tilde{x})}^c, \tilde{X}_{\lambda \rho(\tilde{x})}^c \right\rangle = G(\tilde{X})QG^*(\tilde{X})1_{[0, \rho(\tilde{x})]} \cdot I.
\]
Hence, a classical representation theorem, c.f. Theorem 8.2 in [8], yields that we can find an extension \((\Omega^* \times \mathbb{C}^0_{\mathbb{H}, \mathcal{F}^*} \otimes \mathcal{C}^0_{\mathbb{H}}, \bar{\mathbb{P}})\)-Brownian motion, denoting by \(\bar{\mathbb{P}}\)-completion of \(\mathbb{P}\). From Exercise 7.1.21 in [65] we deduce that
\[
\tilde{X}_{\lambda \rho(\tilde{x})} \circ \varphi = F(\tilde{X})1_{[0, \rho(\tilde{x})]} \circ \varphi \cdot I + G(\tilde{X})1_{[0, \rho(\tilde{x})]} \circ \varphi \cdot W,
\]
where \(\varphi : \Omega^\ast \times \mathbb{C}^0_{\mathbb{H}} \rightarrow \mathbb{C}^0_{\mathbb{H}}\) with \(\varphi(\omega^*, \omega) = \omega\), and \(W\) is a \((\mathbb{K}, Q, \mathcal{F}^\ast \otimes \mathcal{C}^0_{\mathbb{H}}, \bar{P})\)-Brownian motion, denoting by \(\mathcal{F}^\ast \otimes \mathcal{C}^0_{\mathbb{H}}\) the \(\bar{P}\)-completion of \(\mathcal{F}^\ast \otimes \mathcal{C}^0_{\mathbb{H}}\). From Exercise 7.1.21 in [65] we have for \(G \in \mathcal{C}^0_{\mathbb{H}}\) that
\[
\bar{P} \circ (\tilde{X}_{\lambda \rho(\tilde{x})} \circ \varphi)^{-1}(G) = P \circ \tilde{X}_{\lambda \rho(\tilde{x})}^{-1}(G) = \mathbf{P}(G).
\]
This finishes the proof.

Corollary G.6. Let \(\rho \in \mathcal{F}^\ast\). If the SDE associated with \((Q, F, G, \rho)\) satisfies uniqueness in law, then the SMP on \((\mathbb{C}^0_{\mathbb{H}}, \mathbb{C}^0_{\mathbb{H}})\) associated with \((\mathbb{H}, \rho; \mathbb{C}^0_{\mathbb{H}}, \mathbb{X}; B, C, 0)\), where \(B, C\) are given by \((\text{G.1})\), satisfies uniqueness.

Proof: First note that for all \(R \in \mathbb{C}^0_{\mathbb{H}, \rho^-}\) we have \(R \cap \{\rho > 0\} \in \mathbb{C}^0_{\mathbb{H}, 0}\), c.f. [29], III.2.36. Now the claim follows from the definition of the set \(\mathcal{F}^\ast\) and Lemma \[\text{G.5}.\]

Proof of Proposition \[\text{G.7}.\] Due to Theorem 7.2 of [47] there exists a solution to the SDE associated with \((Q, F, G, \infty)\). Then transporting the solution onto the space \((\mathbb{C}^0_{\mathbb{H}}, \mathcal{C}^0_{\mathbb{H}})\) equipped with the law of the solution as done in the proof of Theorem 14.80 in [27] yields the existence of the claimed solution to the SMP. We fix an arbitrary \(\rho \in \mathcal{F}^\ast\). Proposition 6.11 in [47] yields that the SDE associated with \((Q, F, G, \rho)\) satisfies pathwise uniqueness. In view of Lemma \[\text{G.4}.\] thanks to the assumption that \(GQ^{1/2}\) is a Hilbert-Schmidt operator, we may apply the classical Yamada-Watanabe-type result given as in Remark 1.10 and Theorem 2.1 in [58]. This yields that the SDE associated with \((Q, F, G, \rho)\) satisfies uniqueness in law. Hence Corollary \[\text{G.6}.\] yields the claimed uniqueness of the SMP. This finishes the proof.
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