Layer formation in double-diffusive convection over resting and moving heated plates
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Abstract We present a numerical study of double-diffusive convection characterized by a stratification unstable to thermal convection, while at the same time a mean molecular weight (or solute concentration) difference between top and bottom counteracts this instability. Convective zones can form in this case either by the stratification being locally unstable to the combined action of both temperature and solute gradients or by another process, the oscillatory double-diffusive convective instability, which is triggered by the faster molecular diffusivity of heat in comparison with that one of the solute. We discuss successive layer formation for this problem in the case of an instantaneously heated bottom (plate) which forms a first layer with an interface that becomes temporarily unstable and triggers the formation of further, secondary layers. We consider both the case of a Prandtl number typical for water (oceanographic scenario) and of a low Prandtl number (giant planet scenario). We discuss the impact of a Couette like shear on the flow and in particular on layer formation for different shear rates. Additional layers form due to the oscillatory double-diffusive convective instability, as is observed for some cases. We also test the physical model underlying our numerical experiments by recovering experimental results of layer formation obtained in laboratory setups.
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1 Introduction

Various situations are found in nature and in engineering problems where a thermally unstably stratified fluid column is in principle stabilized by a counteracting gradient although the resulting stratification may still be unstable to small perturbations. The stability then depends on the ratios of the gradients on the one hand and on fluid properties on the other. A particular type of the more general double-diffusive instability (DD) belongs to these scenarios. As the name suggests, two different diffusivities are needed to describe this instability, which operates in coexistence with counteracting gradients in the stratification of the fluid: the diffusivity $\kappa_T$ of a...
fast diffusing component, e.g., temperature $T$, and the diffusivity $\kappa_S$ of, say, a slowly diffusing solute such as salt in water or a component of a gas with mean molecular weight different from the other component(s) of the gas, such as helium in comparison with hydrogen in element mixtures found in stars. The ratio of both diffusivities is known as the Lewis number $Le$ and for all cases of interest here, $Le = \kappa_S / \kappa_T \ll 1$. Note that the definition of the Lewis number is community-dependent and particularly in oceanography this name is also used for the inverse value $\kappa_T / \kappa_S$, contrary to the convention followed in this study. The case where a temperature stratification unstable against small perturbations is stabilized by the solute stratification but can in the end become destabilized due to heat diffusing faster than the solute is known as the diffusive regime. In astrophysics, it is called semi-convection. Following work devoted to the stability analysis of this scenario [24, 45, 55] it is also known as oscillatory double-diffusive convection. If instead the solute is unstably stratified and the temperature gradient is stably stratified along the vertical direction, so-called salt-fingers can form, an instability, which again results from heat diffusing faster than the solute. This case is also known as thermohaline convection or fingering convection.

Both instabilities are first of all described by the ratio of the thermal and the solute Brunt–Väisälä frequencies, $N^2 = -g\alpha(dT/dy)$ and $N^2_S = -g\beta(dS/dy)$, where $g$ is the gravitational acceleration, $\alpha$ and $\beta$ are positive thermal/solute expansion coefficients for (potential) temperature $T$ and salinity $S$, respectively. The vertical direction is denoted here with $y$. The stability ratio $R_I$ compares the impact of the solute stratification on the thermal buoyancy. For the diffusive regime, it is defined as $R_I = N^2_S / N^2_T$ [47] and see also equations 164, 181, 185 in [7]. To take advantage of symmetries in the stability analyses of these configurations, it is common to define $R_I$ for the salt-finger regime instead as $R_I = N^2_T / N^2_S$. For both scenarios, the value of $R_I$ relative to unity is important: $R_I > 1$ implies that the stratification is much more stable than in the opposite case of $R_I < 1$. Indeed, the latter characterizes flow states which rapidly mix a fluid as in the case of pure thermal convection (where $N^2_S = 0$). In the astrophysical literature, the case $R_I < 1$ is known as Ledoux unstable ([30], see also [7]).

However, even in the Ledoux stable case $R_I > 1$ a fluid can become unstable to small perturbations. This is the regime of the DD and the flow states developing in these cases are prone to layering processes which lead to so-called staircases. The latter are well-mixed layers separated by sharp interfaces with large gradients of $T$ and solute concentration $S$. A criterion for their formation was proposed by Radko [38], originally for the case of salt-fingers, which for symmetry reasons of the underlying equations also applies to the diffusive regime [34]. The criterion has been derived as part of a stability analysis of DD convection. An alternative model for the diffusive regime which suggests an upper limit $R_{I,\text{max}}$ for layer formation was proposed by Spruit [46, 47]. The common challenge of modeling layered DD processes is to calculate the thermal and the solute flux over these interfaces. The fluxes in turn are needed to calculate the effective diffusivities, which can be used to estimate merging timescales and hence the heat and solute fluxes through as well as the overall stability of such a stack. During the last 50 years, a lot of research has been devoted to the DD and especially to layering processes, both in geophysics and astrophysics. An overview on these developments can be found in Radko [40]. For convenience of the reader and to explain the motivation for our work, we first provide an overview on relevant activities in both research areas and separately on relevant numerical simulation studies before we summarize the main goals and the structure of this paper.

1.1 Motivation: diffusive convection in geophysics

In the early 1960s, Armitage and House [1] discovered that Lake Boney and Lake Vanda (both in Antarctica) exhibit a double-diffusive character, resulting in a natural solar pond. This type of lake is characterized by a bottom-heated (e.g., by solar radiation) and surface-cooled temperature field, and a stabilizing salt gradient. Due to these specific conditions, a DD ground layer stores the thermal energy, which is isolated by the overlaying fluid. This principle is advanced in artificial solar ponds, where the hot water of the ground layer is used to power glasshouses and office buildings. In spite of the simplicity of solar ponds, this technology seems to be a candidate for a seasonal storage system. Recent developments by Suarez et al [50] confirm the importance of solar ponds, although more work is needed especially concerning questions about their long-time stability.

First DD experiments under controlled laboratory conditions were done by Turner and Stommel [53], who heated an isothermal, but salt-stratified water column from below. Within 90 min, three layers evolved in the experiment. Turner and Stommel [53] demonstrated the importance of the stability ratio on the ratio of the turbulent flux and the salt flux. However, the measured constant values of this ratio for $R_I > 2$ could not be explained and it is now known to be in a linearly stable region. Based on their observation that DD can trigger
layer formation, numerous investigations in lakes and in the ocean found stratifications arranged as staircases in temperature and salinity. For a comprehensive review on early experiments and field observations see [23].

Descy et al [13] studied microstructure profiles in Lake Kivu in 2010 and 2011, which shows DD staircases due to dissolved gases. Below a depth of 100 m up to 300 mixed layers with a thickness of 0.3–0.6 m, separated by thin interfaces, were found. Especially the interface thickness could be reproduced satisfactorily with numerical simulations. However, theoretically estimated fluxes do not coincide fully with measurements and numerical calculations. This points to certain discrepancies between model assumptions and experiments. On the other hand, the numerical resolution of 2000 × 1000 points captured all relevant scales and is hence trustworthy as a DNS.

Parallel to laboratory and field experiments, stability analyses were done for the DD scenario including the case of diffusive convection. Walin [55], Veronis [54], Stern [48], and subsequently in greater details Baines and Gill [2] made pioneering work in the field of DD stability analysis. For a summary on these and some more recent results, see Garaud [18]. Whereas deep insight is gained with the linear stability analysis, the layering process itself eludes a mathematical description with this approach. A main result is an upper limit for the DD instability, which reads $1 < R_{\rho} < (Pr + 1)/(Pr + Le) \approx 1 + Pr^{-1}$ for $Le \ll Pr$ in the diffusive convection regime. However, this inequality is only valid for initially linearly stratified temperature and salinity fields. This scenario is violated in many applications, since local steep gradients in $T$ and $S$ can be induced by external forcing, for instance, by solar radiation on lakes and ponds or in case of laboratory experiments by a heating source.

1.2 Motivation: diffusive convection in astrophysics

Diffusive convection plays an important role in astrophysics. As mentioned before, it is known as semi-convection in this field. Tayler [51] was uncertain, whether the semi-convective zone should be treated as fully mixed (i.e., assuming $R_{\rho} = 0$) or treated with the Ledoux criterion (mixing takes place where $R_{\rho} < 1$ which leads to smaller convective cores). Different approaches led to diverging stellar evolutionary tracks (see e.g., [27,32,43]). Two branches have established themselves to deal with semi-convection. The theoretical approach, which focusses on the underlying physics, is often based on the mixing-length theory and the resulting mixing properties. On the other hand, numerical simulations of diffusive convection have recently become popular.

More recent models of semi-convection in astrophysics include the following. Grossman and Taam [19] developed a non-local mixing-length theory. For stellar models of 15 to 30 $M_{\odot}$ with $M_{\odot}$ denoting the mass of the Sun, they confirmed earlier assumptions that semi-convection leads to compositional changes on relevant time scales but not fast enough such that instantaneous readjustment is appropriate. Spruit [46] estimated the thermal flux in a semi-convective zone and in an extension of his model [47] he derived a maximum $R_{\rho,\text{max}} < Le^{-1/2}$ for which layering can occur. A different model was suggested originally in an oceanographic context: the $\gamma$-instability proposed by Radko [38] is based on a mean-field theory and it can be applied to salt-fingers as well as in the diffusive convection regime (see [34,39]). This model has been successfully tested for $Pr, Le \geq 10^{-1}$ by triple-periodic numerical simulations with the same linear background stratification of temperature and molecular weight (salinity). It turned out that the thermal and solute fluxes can be calculated in terms of the thermal and solute Nusselt numbers with an expression similar to the model of Spruit [47] but with different numerical coefficients and scaling factors as derived from the simulations [57]. An application of that model to semi-convection above the core of intermediate mass (F- and late A-type) stars in the mass range of 1.2 to 1.7 $M_{\odot}$ by Moore and Garaud [35] resulted in the conclusion that the semi-convective layers mix so efficiently that the results are the same as if instantaneous mixing were assumed (i.e., ignore the stabilizing composition gradient and apply the Schwarzschild criterion of instability to thermal convection). This appears to be at variance with Grossman and Taam [19], but the latter have considered high mass stars where the convective zone in their core evolves quite differently. Each of those models mentioned thus far in the end aims at modeling semi-convection as a gradient diffusion process. Xiong [58] was the first to develop and apply a non-local Reynolds stress model to semi-convective core convection in massive stars (7 to 60 $M_{\odot}$). This model allows combining the effects of both semi-convection and overshooting (turbulent mixing into layers stably stratified with respect to both thermal and composition gradient). He found the temperature gradient in the overshooting region to be more closely to that one obtained from using the simple Schwarzschild criterion of convective instability. The most complete model of this class has been proposed by Canuto [7]. A more accessible variant of it has been published in Canuto [8,9]. It allows a step-by-step increase in the completeness and thus also of the complexity of the physical model. The interaction between overshooting and semi-convection with a Reynolds stress model was recently investigated by Ding and Li [14] for massive stars. They found almost opposing tendencies for both processes.
Diffusive convection also plays a role in research fields bridging astrophysics and geophysics. Stevenson [49] proposed layered semi-convection to operate in giant planets to explain anomalies of the mass and radius development as a function of time for the case of Saturn in comparison with Jupiter, for which in turn plain adiabatic convection led to consistent models. Alternative models for those problems were proposed later on until the situation became a lot more complex with the huge amount of data on the ever-increasing numbers of currently known giant exoplanets. Chabrier and Baraffe [12] renewed the idea of layered semi-convection to play an important role for the structure and evolution of giant (exo-) planets. They also pointed out that $10^{-3} \lesssim Le < Pr \lesssim 1$ which is more accessible to direct numerical simulations than the stellar case. In follow-up work, Leconte and Chabrier [28] analyzed the consequences of a model of layered semi-convection on the structure of Jupiter and Saturn and discussed cases of up to $10^{5} - 10^{6}$ layers in these objects. Leconte and Chabrier [29] provided further evidence for this idea.

1.3 Previous numerical simulations of the diffusive case

Numerical simulations of semi-convection and double-diffusive layering exist since the early 1990s. Due to low Lewis numbers and high Rayleigh numbers, it is difficult or even impossible to capture all relevant scales by direct numerical simulations (DNS). Additionally, the evolution of layers occurs on thermal time scales $t_{\text{therm}}$, because either thermal diffusion is the dominant energy transport process in part of the domain or it is at least characteristic for the time evolution and transport processes around interfaces between convective layers. On the other hand, the time steps of the simulations are limited by the time scales of advective transport, $t_{\text{adv}}$, on which the solution changes locally within the convective regions of the domain (see also [25]). This entails a very large number of time steps $N_t \propto t_{\text{therm}}/t_{\text{adv}}$ that need to be covered by numerical simulations of DD. Full DNS for realistic stellar parameters remains impossible for decades to come (see also [25]).

The first numerical simulations of diffusive convection have been performed by Beckermann et al [5], followed by Merryfield [33] who found coherent structures, but no layer formation. Biello [6] investigated semi-convection in the same parameter space and observed layering. The effect of sidewalls was investigated in Young and Rosner [59]. Bascoul [3] found semi-convective layering for both regimes, the astrophysical one and the geophysical one.

Two different types of numerical simulations of DD convection have become common. The first class assumes triple-periodic boundary conditions and uses spectral methods to simulate instantaneous layer formation. Examples include Radko [38], Rosenblum et al [42], Mirouh et al [34], and Wood et al [57], with the first one focussing on the salt-finger case, but providing theoretical grounds for the latter. The advantage of this setup is that it directly links to linear stability analysis of the DD. A key result from these simulations is that layers form for $1 < R_{\rho} < R_{\rho, \text{max}} < (Pr + 1)/(Pr + Le)$ where $R_{\rho, \text{max}}$ is a consequence of the $\gamma$-instability to layer formation described by [38]. A large parameter space ($10^{-1} \leq Le \leq Pr \leq 10$) has been investigated this way.

The investigation of the formation of layers from steep initial gradients or jumps or even just a layer that has formed during the simulation and exposes now a sharp interface to a region without flow requires a different class of codes. Such scenarios are of interest to understand layer formation above planet core regions [28] or for the evolution of thermohaline staircases in lakes [10] or comparison with laboratory data such as Turner and Stommel [53]. Simulations of DD with non-periodic vertical boundary conditions and with extrapolations to astrophysical cases have been performed and discussed in Zaussinger [60], Zaussinger and Spruit [61], Zaussinger et al [62], Kupka et al [26], and independently thereof in a geophysical context by Carpenter et al [10,11] and Sommer et al [44], among others.

Carpenter et al [10,11] and Sommer et al [44] demonstrated that the linear stability analysis does not necessarily apply to the interface between two convective layers of a DD convection zone. They explained how values of $R_{\rho, \text{max}} \sim 6$ can be found unstable at DD staircases in water. This is in contrast with the simple linear stability criterion which predicts $R_{\rho, \text{max}} \sim 1.14$. Sommer et al [44] were able to recover the stratification found for Lake Kivu by numerical simulations, for which high values of $R_{\rho}$ in the range of 2 to 6 are considered physically relevant and layer formation has been proven to occur by measurements.

An alternative process possibly responsible for layer formation in water (or rather, at $Pr = 10$) in diffusive convection has recently been studied by Radko [41]. Assuming a linear initial stratification in $T$ and $S$ which made the problem accessible to linear stability analysis and numerical simulations with double- and triple-periodic boundary conditions for the two- and three-dimensional case, respectively, he found the parameter regime for layer formation in terms of $R_{\rho}$ drastically enlarged in case of shear acting on the flow. The mean shear profile was assumed sinusoidal, which again is highly suitable for the analysis and simulation techniques.
used. The instability is more pronounced for large Peclet number (i.e., for large thermal Rayleigh number at given Prandtl number) with a weak dependence on Le as long as it is clearly less than 1. Simulations and stability analyses agreed quite well with respect to the formations of layers and it was also confirmed both on theoretical and simulation grounds that the destabilizing effect of shear on diffusive convection (with both separate scenarios being linearly stable, while linearly unstable when put together) is primarily a two-dimensional effect and simulations in 2D hence already give the right answer with respect to the stability or instability of the flow when DD occurs concurrently with shear. This conclusion also agrees with a numerical simulation study of diffusive convection without shear for \( Pr = 13 \) and \( Le = 0.005 \) by Radko [17] who concluded important deviations of heat fluxes through interfaces to occur only for \( R_\rho \lesssim 2 \). Thus, expensive 3D simulations can be avoided and larger parameter regimes studied for \( R_\rho \gtrsim 2 \).

1.4 Main goals and structure of the paper

In this paper, we present results from an extensive study with 2D direct numerical simulations for the diffusive regime of the double-diffusive instability and parameters \( R_\rho > 1 \). We focus on cases where layering is observed, both with and without an additional, Couette flow-like shear that is applied to the system in some of the numerical experiments. The investigated numerical model is based on a modified experimental setup inspired by Turner [52]. Thus, we assume a linear and stable initial stratification for the salinity \( S \) whereas the temperature field \( T \) has an initially constant layering from the top (cold) downwards with a temperature jump (toward hot) at the bottom and is hence unstably stratified. With this setup, we investigate evolutionary aspects of the formation of double-diffusive staircases over a large fraction of the thermal time scale, i.e., the spatial formation (and partial remerging) of layers that form above the initial seed layer. The latter is triggered by the initial temperature contrast at the bottom of the simulation box. We also study thermal and solute fluxes occurring across the interfaces between those layers.

We first consider the geophysically relevant case of \( Pr = 7 \) and \( Le = 10^{-1} \), but also explore the astrophysically relevant parameter space of \( Pr = 0.1 \) and \( Le = 10^{-1} \) which is of direct interest to research on giant planets. To close the gap between similarly constructed laboratory experiments of layer formation and numerical simulations, we also discuss a special setup that aimed at reproducing the initial and boundary conditions of the laboratory experiments as closely as possible. We demonstrate being able to recover the main results of those experiments. This serves as a reference problem for the investigations presented in the main part of the paper.

The remainder of the paper is structured as follows. Section 2 gives a brief overview of the governing equations, the numerical setup, the model assumptions, and some basics about the validation of the simulations. Results concerning multi-layer formation, their temporal behavior, and stability are presented in Sect. 3. We discuss our results and present an outlook on further work in Sect. 4. Our comparison between numerical simulations and laboratory experiments is discussed in Appendix A.

2 Methods and setup of the simulations

2.1 Governing equations and simulations

The double-diffusive system is described by the mass conservation equation, the Navier–Stokes equation, the temperature equation, and the solute equation. Fluid velocities are typically small compared to the sound speed. Hence, the density is assumed to be constant, apart from its effects on the buoyancy term. Additionally, the physical fluid properties are assumed to be constant, too. This restriction is valid for small temperature differences as they occur in the investigated systems. Finally, the domain considered is small compared to the local pressure scale height. These assumptions justify the Boussinesq approximation. In the following, \( u(x, t) = (u(x, t), v(x, t), w(x, t)) \) is the velocity where \( u \) and \( w \) are the horizontal velocity components and \( v \) is the vertical component, respectively. In the following, \( T(x, t) \) is the temperature, \( S(x, t) \) is the solute concentration, \( p(x, t) \) is the pressure, and \( g = (0, -g, 0) \) is the gravitational acceleration. The positive \( x \)-axis of the Cartesian grid points from the origin (bottom left in simulations) toward the right direction. The positive \( z \)-axis points horizontally backwards and is only considered in three-dimensional cases (not considered for the numerical simulations presented here). The positive \( y \)-axis points upwards, in the opposite direction of the gravitational acceleration. The fluid properties are represented by the Prandtl number \( Pr = v/\kappa_T \) and the Lewis number \( Le = \kappa_S/\kappa_T \), where \( \kappa_T \) is the thermal diffusion coefficient, \( \kappa_S \) is the solute diffusion coefficient,
and \( \nu \) is the kinematic viscosity. We recall again here that the definition of the Lewis number is community-dependent and this name is also used for the inverse value \( \kappa_T/\kappa_S \), which is not used in this study. Finally, \( \rho(x,t) \) is the density and \( \rho_0 \) is the constant reference density.

The governing equations are hence based on the Boussinesq approximation which have been derived, e.g., in Lesieur [31] (Eq. 2.108, Eq. 2.111). Consequently, the governing equations can be written as

\[
\begin{align*}
\nabla \cdot \mathbf{u} &= 0, \\
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} &= -\frac{1}{\rho_0} \nabla p + \nu \nabla^2 \mathbf{u} + \frac{\rho}{\rho_0} \mathbf{g}, \\
\frac{\partial T}{\partial t} + \mathbf{u} \cdot \nabla T &= \kappa_T \nabla^2 T, \\
\frac{\partial S}{\partial t} + \mathbf{u} \cdot \nabla S &= \kappa_S \nabla^2 S.
\end{align*}
\]

(1)

The buoyancy is modeled in terms of the extended Boussinesq approximation, where the third term of the right-hand side describes changes of the density related to the solute field, given by the linearized relation

\[
\rho = \rho_0 (1 - \alpha(T - T_0) + \beta(S - S_0)).
\]

(2)

Here, \( T_0 \) and \( S_0 \) are pre-defined reference values, \( \alpha \) is the thermal expansion coefficient and \( \beta \) is the solute expansion coefficient. The expansion coefficients are assumed to be small compared to thermal or solute differences, \( A = \alpha \Delta T \ll 1 \) and \( B = \beta \Delta S \ll 1 \) (cf. [36]) which justifies Eq. (2), too. The governing equations are scaled by the thermal diffusion time \( H^2/\kappa_T \), the height of the fluid column \( H \), the thermal diffusion velocity \( \kappa_T/H \), and the thermal/solute boundary values given at the lower boundaries, i.e., \( \Delta T \) and \( \Delta S \):

\[
\begin{align*}
\mathbf{x} &= \mathbf{x}^* H, \\
t &= \tau \frac{H^2}{\kappa_T}, \\
\mathbf{u} &= \mathbf{u}^* \frac{\kappa_T}{H}, \\
p &= \rho^* \frac{\rho_0 \kappa_T}{H^2}, \\
T &= T_0 + \Delta T T^*, \\
S &= S_0 + \Delta S S^*.
\end{align*}
\]

(3)

Applying Eq. (3) and omitting the asterisk we obtain,

\[
\begin{align*}
\nabla \cdot \mathbf{u} &= 0, \\
\frac{\partial \mathbf{u}}{\partial \tau} + \mathbf{u} \cdot \nabla \mathbf{u} &= -\nabla p + Pr \nabla^2 \mathbf{u} + Pr Ra_T T \hat{j} - Pr Ra_S S \hat{j}, \\
\frac{\partial T}{\partial \tau} + \mathbf{u} \cdot \nabla T &= \nabla^2 T, \\
\frac{\partial S}{\partial \tau} + \mathbf{u} \cdot \nabla S &= Le \nabla^2 S,
\end{align*}
\]

(4)

where \( Ra_T = \frac{\alpha \Delta T H^3}{\kappa_T} \) is the thermal Rayleigh number, \( Ra_S = \frac{\beta \Delta S H^3}{\kappa_T} \) is the solute Rayleigh number and \( \hat{j} \) is the unit vector pointing upwards. The mechanical stability of a double-diffusive fluid column is parametrized by the stability parameter, \( R_p := \frac{Ra_S}{Ra_T} \). The physical time \( t \) is scaled by the thermal diffusion time, which defines one dimensionless temporal unit.

We set the height of the box to one, where the position \( y = 0 \) is the bottom and the position \( y = 1 \) is the top of the box. Additionally, the temperature and solute differences, \( \Delta T = 1 \) and \( \Delta S = 1 \), are set by letting \( T_0 = 0 \) and \( S_0 = 0 \).
2.2 Choice of $Pr$, $Le$, $Ra_T$, $Ra_S$, $Ri$, and $Ri^* 

Layer formation is expected in an interval of $1 < R_{\rho} < R_{\rho,\max}$, where for cases without shear the latter may be estimated from the upper limit $R_{\rho,\max} \lesssim Le^{-1/2}$ argued by Spruit [47]. For our specific choice of parameters, we guide ourselves by a preliminary study of direct numerical simulations in two spatial dimensions at low spatial resolution presented by Zaussinger et al [63]. The entire study included 135 simulations with a linear initial stratification in $S$ and a constant stratification with a jump at the bottom in $T$ as well as 90 simulations with a linear stratification in both variables. No shear was included in those simulations. The focus of the report in Zaussinger et al [63] had been only on a subset of the doubly linearly stratified case, so we summarize the main findings for the cases with a temperature stratification with a jump in $T$, as in the present work. We use $Ra^* = Ra_T Pr$ to describe the parameter space in the following (the asterisk here is unrelated to non-dimensionalization but rather follows the notation of [46]).

For the case of $Pr = 7$ and $Le = 10^{-2}$, the simulations revealed multiple layer formation for $4.3 \times 10^6 \lesssim Ra^* \lesssim 2.2 \times 10^8$ and $2 \lesssim R_{\rho} \lesssim 6$. The interval below 2 was not investigated except for the case $R_{\rho} = 1$ which always led to a convectively fully mixed simulation box. This is in remarkable agreement with the stability analysis, numerical simulations, and evidence from the Lake Kivu system presented in Carpenter et al [10,11] and Sommer et al [44]. For $R_{\rho} = 7$, no layer formation was found in this parameter range, which also ceased at even lower $R_{\rho}$ for the lower range of $Ra^*$ investigated.

Likewise, for $Pr = 0.1$ and $Le = 10^{-2}$ the simulations revealed multiple layer formation for $5 \times 10^5 \lesssim Ra^* \lesssim 5 \times 10^7$ and $2 \lesssim R_{\rho} \lesssim 5$. Again the interval below 2 was not investigated except for the control case $R_{\rho} = 1$ which always led to a convectively fully mixed simulation box. Similar to the case of $Pr = 7$ layer formation ceased at large $R_{\rho}$ for the lower range of values of $Ra^*$.

Thus, for the present study we have confined the parameter space to cases where all aspects of layer formations can be studied, including the first layer and multiple on-top layers. This includes the oceanographic case of $Pr = 7$, $Ra^* = 3.5 \times 10^7$, $Le = 10^{-2}$, for which the stability parameter has been set to $R_{\rho} = \{2, 4\}$. Layer formation in the giant planet scenario is represented by $Pr = 10^{-1}$, $Ra^* = 7.0 \times 10^7$, $Le = 10^{-2}$, and by $R_{\rho} = \{2, 3\}$. The influence of shear is parameterized by the Richardson number, where $Ri = \infty$ represents cases without shear and $Ri = \{10, 1, 10^{-1}\}$ cases with shear (we explain the computation of the latter below). Hence, the present study covers 16 simulations and an additional control simulation. The output rate was set to increments of $\Delta \tau = 4 \times 10^{-5}$ to capture all relevant dynamical processes. This results in 25,000 snap shots for a thermal time scale, which, in contrast to Rayleigh–Bénard convection, is the dynamical time scale of layer formation. We recall that $Ra_S = R_{\rho} Ra_T$, which is hence specified, too.

2.3 Numerical simulations

The governing equations are calculated with the ANTARES software suite [37], which treats advective terms with a 5th-order WENO-type scheme on a rectangular grid. Incompressibility is ensured by an operator splitting technique which requires the solution of a Poisson equation during each time stage and which is parallelized using the Schur complement (in [20] the excellent, strong scaling of this parallelization method is demonstrated for a solver for the generalized Poisson equation). A comprehensive overview on the numerical details of solving Eq. (1) and also Eq. (4) with ANTARES is presented in Zaussinger [60] and Zaussinger and Spruit [61]. The diffusion terms are approximated by 4th-order dissipative stencils compatible with the WENO method [20].

The interior domain of staircases consists of ‘pealed off’ layers from the boundary, which determines the resolution. Thermal and solute boundary layers are resolved with at least three points to guarantee correctly calculated fluxes and Nusselt numbers for very steep gradients. The minimum numerical resolution is estimated via the solute boundary layer which scales with the Lewis number and the thermal boundary layer (see [21]),

$$\delta_S = \sqrt{Le \delta_T}. \tag{5}$$

Further, the extent of the thermal boundary layer $\delta_T$ is expressed in terms of $Ra^*$, [46],

$$\frac{\delta_T}{H} \approx \frac{1}{\sqrt{Ra^*}} \tag{6}$$

We note that for choosing the grid sizes for our simulations, there is little difference if we had used alternative scalings of the Nusselt number as a function of $Ra^*$ (e.g., [47] or [57]), which is the basis for Eq. (6). Those
would encourage less restrictive grid sizes, by factors of 2 and 3, respectively. The sizes of thermal and solute boundary layers found in our simulations, however, confirm that the numerical resolution should be chosen according to the less optimistic estimate \( Eq. (6) \). Finally, the solute boundary thickness is calculated according to \( \max(Ra^*) = 5 \times 10^7 \) and \( Le = 10^{-2} \). This results in a solute boundary thickness of \( \delta_S = 0.006 \). Assuming that \( \delta_S \) is resolved with at least 3 points, we obtain a final resolution of \( 500 \times 500 \). This incorporates that the thermal boundary layer is resolved with at least 30 points. This estimate is independent of \( Pr \) and applicable to both, the oceanographic case (\( Pr = 7 \)) and the astrophysically relevant case (\( Pr = 0.1 \)), since \( Le \ll Pr \) and \( Le \ll 1 \), whence \( \kappa_S \ll \kappa_T \) and \( \kappa_S \ll v \).

2.4 Boundary conditions and shear

The boundary conditions are chosen to be compatible with a Rayleigh–Bénard experiment. Thus, the top and bottom boundary plates are held at constant values of \( T \) and \( S \). In addition, they can either remain at rest \( (u = v = w = 0) \) or move at a constant velocity \( (u \neq 0 \text{ and } v = w = 0) \) to apply a constant mean horizontal shear on the system as in experiments for plain Couette flow. There are no sideward walls along the vertical \( (y) \) direction. Rather, the domain is continued periodically with a fixed aspect ratio of one. The horizontal velocity component \( u_y = 0 \) at the bottom (and optionally at the top \( u_y = H \)) is calculated from a fixed value of \( Ri \), which is held constant during each simulation: we define \( Ri = N^2_T \left( \frac{d u}{d y} \right)^{-2} = N^2_T \left( \frac{(u_y - u_{y=0})}{H} \right)^{-2} \), where \( N^2_T \) is the thermal Brunt–Väisälä frequency and \( y \) denotes the vertical coordinate. In the following, the definition of \( Ri \) incorporating the difference quotient of the horizontal velocity component \( u \) over \( H \) is used. Moreover, \( Ra^* = \tau^2_{\text{therm}} N^2_T \) and \( \tau_{\text{therm}} = H^2/\kappa_T \) is the thermal time scale used as temporal scaling factor in \( Eq. (3) \) to express time in dimensionless units. Rearranging \( Ri \) and setting \( u|_{y=H} = 0 \) we obtain

\[
 u|_{y=0} = \sqrt{ \frac{Pr Ra_T \kappa_T}{Ri} \frac{H}{R} }
\]

for a constant average shear rate exerted through moving the bottom boundary at a constant horizontal velocity whereas the top boundary remains at rest. The dimensionless representation of the shear rate is given through \( Eq. (3) \),

\[
 u^*|_{y=0} = \sqrt{ \frac{Pr Ra_T}{Ri} },
\]

where \( u^* \) and \( y^* \) with their asterisks (omitted in the following) emphasize their dimensionless nature. As in laboratory experiments, \( u = 0 \) inside the domain at the beginning. In the case of a viscous, pure (Couette-type) shear flow such initial and boundary conditions give rise to a characteristic horizontal velocity profile that evolves toward a linear variation with depth (see [4]). In a control experiment, we have also equally distributed the shearing between both plates, i.e., \( u|_{y=0} \equiv \sqrt{ Ra^*/Ri } \equiv -u|_{y=1} \) and we recall the definition \( Ra^* = Pr Ra_T \). The (potential) temperature is set according to Dirichlet boundary conditions, whence \( T|_{y=0} = 1 \) and \( T|_{y=1} = 0 \). The same holds for the salinity, \( S|_{y=0} = 1 \) and \( S|_{y=1} = 0 \).

2.5 Some remarks on model parameters and box geometry

This study covers two cases. First, the geophysically relevant case of saltwater, where \( Pr = 7 \) and \( Le = 10^{-2} \). These values are also known from rift lakes, solar ponds and oceans, Carpenter et al [11]. We point out here that in realistic settings the value of \( Pr \) for water varies as a function of temperature and salinity. Since we do not intend to compute detailed oceanographic cases in the following, it suffices to consider the standard value of \( Pr = 7 \) even though for some cases this value might vary by up to a factor of 2. The second case represents the giant planet case of \( Pr = 10^{-1} \) and \( Le = 10^{-2} \), see [12]. The height of the initial layer does not depend on \( Pr \) or \( Le \), but on the imposed heat flux, i.e., the temperature difference, and the salinity gradient. However, a crucial point for the simulations is the overall height and the aspect ratio of the domain. Turner [52] and Fernando [16] estimated for the average height of an intermediate layer that \( h \approx R_p^{-1} \). All simulations presented here have been performed with an aspect ratio of one, except otherwise mentioned. The Rayleigh number \( Ra_T \) is set to \( Ra_T = 3.5 \times 10^7 \) and \( Ra_T = 5 \times 10^7 \), respectively. In the following we use the related quantity \( Ra^* = Pr Ra_T \), too. It is this quantity which directly appears in \( Eq. (4) \) and in \( Eq. (8) \), since \( Pr Ra_T T = Ra^* T \) and \( Pr Ra_T S = R_p Ra^* S \) as well as \( \sqrt{ Pr Ra_T / Ri } = \sqrt{ Ra^* / Ri } \).
Fig. 1 a Screenshot of the salinity for a double-diffusive stack at $\tau = 0.65$ for $R_p = 3$, $Pr = 7$, $Le = 10^{-2}$ and $Ra^* = 3.5 \times 10^7$, (Case Pr7R3). Blue values depict high salt concentration, red ones depict low salt concentration. b Horizontally averaged temperature and salinity as function of height from top ($y = 1$) to bottom ($y = 0$). c Horizontally averaged saline gradient as a function of height from top ($y = 1$) to bottom ($y = 0$). Diamonds indicate located peaks with a minimum prominence of $P = 1$ (color figure online)

2.6 Detection of layers

In the following, layers are denoted as regions between interfaces. Those interfaces are free boundaries of local convective structures. Figure 1a shows a stack of five layers, separated by four interfaces. Boundaries at the top and the bottom of the box are not interfaces in this strict sense, as they result from external constraints: arbitrarily close to the boundaries the fluxes of heat and solute become purely conductive, which differs from unbounded interfaces where the double-diffusive instability can break a fluid column into convectively unstable
layers. Hence, unbounded interfaces may both form and merge again. Double-diffusive layers are detectable in all physical fields, but this is most easily done in either the temperature field or the salinity field. Due to \( Le \ll 1 \) the salinity field is even more suitable to localize layers, since interfaces in \( S \) are thinner because of \( \kappa_S \ll \kappa_T \). This increases the gradient in the interface and hence the flux through it. Local maxima of the horizontally averaged saline gradient \( \frac{d \langle S \rangle_h}{dy} \), with \( \langle . \rangle_h \) being the horizontal mean, indicate interfaces, see Fig. 1c. This gradient is scanned for peaks with a minimum prominence of \( P = 1 \). We recall that the \( y \)-axis is along the direction of gravitational acceleration and points downwards and the computation is done with the dimensionless quantities introduced further above. Four interfaces are found in this specific example. Figure 2a depicts the local maxima of the gradient as a function of time. Peaks of the thermal gradient (orange dots) and of the saline gradient (black dots) illustrate the interfaces. The mean difference between the measurements is \( < 0.1 \% \). Clouds of points with vertical elongations indicate regions with strongly fluctuating interfaces. This occurs at the beginning of the layer formation process where thermal plumes form the first layer.

3 Results

3.1 The oceanographic case without shear

Two reference cases without shear (\( Pr = 7, Ra^* = 3.5 \times 10^7, Le = 10^{-2} \) and \( R_T = (2, 3) \)) are used to first identify global dynamics and typical time scales. We discuss them in more detail with respect to layer formation and the time evolution of the velocity field. Subsequently, we analyze simulations with a mean shear. In the following, the simulations are denoted with the abbreviations ‘case Pr7R2’ and ‘case Pr7R3’, respectively. These labels are extended through a combination of \( Ri \) and its numerical value to distinguish cases with different mean shears. In the two cases without mean shear the formation of the first layer sets in within \( \tau = 0.1 \). A merging event shortly after \( \tau = 0.15 \) between the pre-formed initial layer and an unstable diffusive region on top of it ends the formation process of the first layer for both values of \( R_T \) (see Figs. 2a, 3a). Toward lower values of \( R_T \) the formation of the interface is accompanied by high fluctuations of the mean interface height. This arises from strong thermal updrafts. In case of Pr7R2, the height of the first layer is initially about \( y = 0.4 \), but increases with a lapse rate of 0.33. In comparison, the height of the first layer is about \( y = 0.36 \), for Pr7R3 and it remains constant for a long time. In both cases, the secondary layer formation proceeds in steps of \( \tau = 0.1-0.15 \) after the initial (“seed”) layer has been formed. The subsequent formation process is quite similar to that one discussed in Huppert and Linden [22]. The first layer has reached a height \( \propto R_T^{-1} \) when the second, independent layer begins to form around \( \tau \sim 0.1 \). The secondary layers are much thinner than the first layer and their thickness scales approximately with \( R_T^{-1} \). Since the mean height of the first layer increases with decreasing stability parameter, there are constraints for numerical simulations with \( 1 \lesssim R_T \lesssim 1.14 \); for \( R_T \) in the parameter range linearly unstable to oscillatory double-diffusive convection (for \( Pr = 7 \) and \( Le = 0.01 \)) and for the value of \( Ra_T \) we study the interface of the first layer would have to form in a domain which is close to the top of the simulation box.

For the reference case Pr7R3 at \( \tau = 0.65 \), one can easily see in Fig. 1a that five layers have formed which are separated by four well-defined interfaces (here, we also include the top, mostly diffusive “layer” as defined in Sect. 2.6). The interfaces can readily be identified in the horizontally averaged saline gradient (Fig. 1c). The prominence of the gradient in each interface exceeds the threshold value of \( P = 1 \) by a factor of at least two. The time series of interface locations traced for Pr7R3 is depicted in Fig. 2a. By the same method, we have also located the interfaces formed in case of Pr7R2 (see Fig. 3a). To this end, the mean layer-related thermal and solute Rayleigh numbers \( Ra_{T,L} \) and \( Ra_{S,L} \) are scaled by constant fluid properties and gravity. This makes both expressions more comparable when applied to a single layer,

\[
F_T = Ra_{T,L}/(\alpha g/\nu \kappa_T) = (T(L_n) - T(L_{n-1}))(y(L_n) - y(L_{n-1}))^3, \tag{9}
\]

\[
F_S = Ra_{S,L}/(\beta g/\nu \kappa_T) = (S(L_n) - S(L_{n-1}))(y(L_n) - y(L_{n-1}))^3, \tag{10}
\]

where \( T(L_n) \) is the temperature measured at the layer interface \( L \) labeled with index \( n \) and \( y(L_n) \) is the vertical coordinate of the interface, respectively. The same notation is used for \( F_S \). Both values are depicted along the first layer in Figs. 2b and 3b for both stability ratios studied, respectively. Since in the Boussinesq approximation the fluid properties and thus also the thermal expansion coefficient \( \alpha \) and the saline expansion coefficient \( \beta \) are constant and moreover since the gravitational acceleration is assumed to be constant as well, variations in temperature and solute differences for a certain layer height \( H \) are directly related to variations in the local Rayleigh numbers, defined using temperature and solute differences between layers instead of between top and bottom,
Fig. 2 Pr7R3: a mean location of interfaces as function of time. b $F_T$ (orange dots) and $F_S$ (black dots) of the first layer as function of time (color figure online)

Fig. 3 Pr7R2: a mean location of interfaces as function of time. b $F_T$ (orange dots) and $F_S$ (black dots) of the first layer as function of time (color figure online)
and hence $F_T$ and $F_S$ quantify the local thermal and solute fluxes. We see from Figs. 2b and 3b that for both values of $R_\rho$ the thermal flux through the first interface clusters around certain values and those values change as a function of time. Especially for Pr7R3, the time evolution of $F_T$ is tightly correlated with the formation of new layers on top of the entire stack. Each formation of a new, secondary layer is characterized by $F_T$ oscillating between two clusters of large and small values until the formation of the new layer is complete and the larger group of values disappears. This formation process is first of all driven by an increase in the temperature of the fluid in the first layer. But the salinity gradient through the first interface remains steep enough such that it is essentially stable while temporarily steep temperature gradients can be sustained through which part of the heat is released to the next layer. That eventually causes the formation of a new layer on top of the stack. The formation of the new secondary layer begins when lower values of $F_T$ become common along high values ($\tau = 0.1$, $\tau = 0.22$, and $\tau = 0.32$) and ends when the larger values which are associated with the formation of the previous secondary layer disappear ($\tau = 0.11$, $\tau = 0.26$, and $\tau = 0.42$). Since for Pr7R3 the size of the first layer barely changes from $\tau \sim 0.1$ onwards, the formation of new secondary layers eventually allows a reduction of $F_T$ across the first interface. The drop of $F_T$ during a formation event results from the increasing convective heat transport in the newly formed top layer once a critical gradient had been reached in the first interface. This reduces the storage of heat in the first layer and its interface and thus stabilizes the latter for a more extended period of time: the height of the layers with respect to $T$ and $S$ is very similar and $F_S$ just slightly drops on average between $\tau = 0.15$ and $\tau = 0.65$. The situation is more complex for Pr7R2. It shows a similar evolution of $F_T$ with time, but the variations in $S(L_n) - S(L_{n-1})$ are much larger. Indeed, the second layer appears to merge with the first one probably before $\tau = 0.6$ and the height of the first layer keeps growing linearly with time.

Clearly though, each newly formed secondary layer is coupled closely to the thermal flux through the first interface and hence the ‘seed’ layer. This drives the long-term evolution of the layers on thermal time scales.
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Fig. 5 Simulations with $Pr = 7$ and $Ri = 1$ for $R_\rho = 2$ (top row) and $R_\rho = 3$ (bottom row). The left column depicts the vertical velocity at $\tau = 0.5$ and the right column depicts positions of interfaces.

3.2 The oceanographic case with shear

For the oceanographic case, six simulations have been performed with shear for values of $Ri = 10$, $Ri = 1$, and $Ri = 10^{-1}$ for $R_\rho = (2, 3)$. Figures 4, 5, and 6 summarize the main results. Layer formation is found in all these cases. Again, for $R_\rho = 2$ significantly higher first layer heights are found than for $R_\rho = 3$. The secondary layer formation process acts on the same time scales ($\tau \sim 0.1$) as for $Ri = \infty$. However, the formation of the first layer is slowed down and is completed only around $\tau \sim 0.3$ ($R_\rho = 2$) and $\tau \sim 0.2$ ($R_\rho = 3$), respectively. This is about twice as long as for $Ri = \infty$. Moreover, the first merger with the initially formed second layer is delayed strongly as a function of $Ri^{-1}$. The height of the first layer itself though is not influenced significantly by $Ri$. However, shear influences the global velocity field.

The influence of shear is depicted in Fig. 6a as 2D velocity field and as mean value in Figs. 7a and 8a for $R_\rho = 2$ as well as in Figs. 7b and 8b for $R_\rho = 3$. The vertical and horizontal velocity components are analyzed using the first statistical moment, i.e., the horizontally and temporally averaged values $\langle \langle v \rangle_h \rangle_t$ and $\langle \langle u \rangle_h \rangle_t$. In the following, $\langle \rangle_h$ is the horizontal mean and $\langle \rangle_t$ is the mean in time. Fluctuations are analyzed with the second statistical moments $\sqrt{\langle \langle (v - \langle v \rangle_h)^2 \rangle_h \rangle_t}$ and $\sqrt{\langle \langle (u - \langle u \rangle_h)^2 \rangle_h \rangle_t}$. The velocity profiles are averaged over $\tau \sim 0.15$, where two secondary layers are detected in all simulations, cf. Fig. 2a between $0.18 \leq \tau \leq 0.33$. The mean vertical velocities show values of $\langle \langle v \rangle_h \rangle_t \lesssim 1$ for the analyzed time span and converge toward zero when averaging them over sufficiently long-time scales.

The temporally averaged mean horizontal velocity differs significantly from the mean vertical velocity field. Figure 7 (insets of (a) and (b)) shows the latter for varying stability parameter $R_\rho$. As for vertical velocities the horizontal components of cases with $Ri = \infty$ are of $o(1)$, i.e., of the order of the diffusion velocity (see insets of Figs. 7b, 8b). Even for the highest shear rate, at $Ri = 10^{-1}$, the formation of secondary layers always occurs despite the formation of the first layer is delayed by a factor of two in time. However, the case of $Pr7R2Ri01$ shows a strong counter-drift in the upper part of the first layer (for comparison see also Fig. 7a, inset). It is found that the oppositely directed shear flow in the upper part of the first layer vanishes after the
Fig. 6 Simulations with $Pr = 7$ and $Ri = 10^{-1}$ for $R_\rho = 2$ (top row) and $R_\rho = 3$ (bottom row). The left column depicts the vertical velocity at $\tau = 0.3$ and $\tau = 0.35$, respectively, and the right column depicts positions of interfaces.

formation of the first layer. Thus, a horizontal flow in the first layer directed against the mean shear indicates that the simulation is not yet dynamically relaxed.

A simulation with moving plates at the bottom and the top has been performed, too. It is represented by the label $Ri = 10D$ and depicted in Figs. 7 and 8 (purple lines). In contrast with $Ri = 10$ it distributes the shear by letting the plates move at half the speed of the bottom plate for $Ri = 10$, as discussed in Sect. 2.4. As can be noted from comparing in particular with the case $Ri = 10$ there is no difference visible for the diffusive region on top, neither for vertical nor for horizontal root mean square velocities. Evidently, this shear rate at the given local stratification as characterized by the quantity $R_\rho,_{loc}$ introduced and discussed in the next subsection is too small to generate a velocity field which could interact with the oscillatory double-diffusive convective instability to create layers, a mechanism discussed by Radko [41]. Also for the stack of layers the differences are either small anyway or in a range that can be anticipated from the different time evolution for both cases.

3.3 The giant planet case without shear

Two reference cases without shear ($Pr = 10^{-1}$, $Ra^* = 5.0 \times 10^7$, $Le = 10^{-2}$, and $R_\rho = \{2, 4\}$) have been investigated. They are analyzed here in the same way as the oceanographic ones. In principle, for comparable $R_\rho$ and $Ra^*$ the time scales and global dynamics are identical to cases where $Pr = 7$. The height of the first layer increases for decreasing stability parameter $R_\rho$ and the heights of secondary layers are of the order of $\approx R_\rho^{-1}$. The formation of the first layer is complete within $\tau = 0.2$. However, the formation of secondary layers differs significantly from the oceanographic case. Consecutive formation of layers in time intervals of $\tau = 0.1$ is found as in the case of $Pr = 7$. Additionally, we find the simultaneous formation of multiple layers. Here, two scenarios are observed: firstly, two layers may form at nearly the same time. These layers are stable with respect to their height. Secondly, multiple but unstable layers form. They survive only for a fraction of the thermal time scale before they dissolve or merge to form a single, larger layer. Both types of layers fulfill the
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Fig. 7 Fluctuations of the vertical velocity component \( \nu \) averaged over time \( \sqrt{\langle (\nu')^2 \rangle_h} \), with \( \nu' = \nu - \langle \nu \rangle_h \) for a \( R_\rho = 2 \) and b \( R_\rho = 3 \) for the oceanographic case. The case of \( Ri = 10D \) (purple line) has moving plates at the top and the bottom (color figure online).

prominence criteria \((P > 1)\) and are hence detected by the algorithm. They can readily be found in Figs. 9a and 10a. Especially Pr01R4 shows the formation of multiple, unstable layers at \( \tau = 0.4 \) and \( \tau = 0.45 \). Here, up to four layers form instantaneously. The unstable layers are best visualized in the two-dimensional field of salinity, shown here at \( \tau = 0.4 \) for Pr01R4 in Fig. 11b, inset.

We recall that contrary to the oceanographic case, the diffusive region above the initially formed secondary layers can gradually become unstable to (oscillatory) double-diffusive convection (ODDC) for the seemingly more stable linear stratification which begins to form on top of the stack of secondary layers, because for \( Pr = 10^{-1} \) and \( Le = 10^{-2} \) we have \( 1 < R_\rho < R_{\rho,\text{max}} < 10 \) for ODDC to occur, which for a mean \( R_\rho \) of 2 and 4 is easily fulfilled. Moreover, we can expect that these conditions are met locally above the top interface once diffusion has operated for sufficiently long time to evolve the temperature distribution into a linear one in that region (cf. Fig. 11b). The establishment of a doubly linear stratification in a purely diffusive region occurs independently of the specific value of \( Pr \) (cf. Fig. 1b) in our normalized, dimensionless unit of time, Eq. (3). In the end for \( Pr = 10^{-1} \) layer formation similar to that one described in Radko [38] and Mirouh et al [34] can occur in that region and as described in the latter, these layers merge again to form larger entities. For \( Pr = 7 \), this process is unlikely to occur since without shear [41] the allowed range for \( R_\rho \) is extremely narrow (between
Fluctuations of the horizontal velocity component $u$ averaged over time $\sqrt{\langle \langle (u')^2 \rangle \rangle_t}$, with $u' = u - \langle u \rangle_h$ for a $R_\rho = 2$ and b $R_\rho = 3$ for the oceanographic case. Insets: mean horizontal velocity component averaged over time $\langle \langle u \rangle \rangle_t$. The case of $Ri = 10D$ (purple line) has moving plates at the top and the bottom (color figure online).

1 and 1.14 for the instability in first place and even smaller for actual layer formation through this mechanism, since this requires $1 < R_\rho < R_{\rho,\text{max}} < 1.14$). On the other hand, for the ‘giant planet scenario’ layers formed by ODDC appear alongside the layers created due to heat release from the primary layer at the bottom.

The thermal and solute fluxes across the interfaces parameterized by $F_T$ and $F_S$ are depicted for the first layer in Figs. 9b and 10b. Again, each formation of a new secondary layer is characterized by a drop in the thermal gradient through the first layer and its adjacent interface. Simultaneous formation of two secondary layers is characterized by overlapping clusters, cf. Fig. 9b for $\tau = 0.2-0.5$. The same situation is found in Fig. 10b between $\tau = 0.15-0.25$. The formation of the unstable layers is also visible in Fig. 9b: they are related to filament clusters found between $\tau = 0.4-0.5$. The saline flux of the first layer is not correlated with the formation of secondary or unstable layers. Black dots, e.g., in Fig. 9b are not clustered nor do they show any drops except for a few events during the formation of unstable layers.

To highlight the difference in layer formation for the ‘oceanographic’ scenario (Pr7R3) and the ‘giant planet’ case (Pr01R4) in Fig. 11b, we compare the dependence of $T$ and $S$ on height after $\tau = 0.39$. For Pr7R3, a later state is shown in Fig. 1b: at $\tau = 0.65$, the temperature in the third and fourth layer has increased and the gradients in $S$ and $T$ at the top interface now coincide. But already at $\tau = 0.39$ the latter is stable (recall $R_\rho = 3$). For the
Fig. 9 Pr01R4: a mean location of interfaces as function of time. b $F_T$ (orange dots) and $F_S$ (black dots) of the first layer as function of time (color figure online)

Fig. 10 Pr01R2: a mean location of interfaces as function of time. b $F_T$ (orange dots) and $F_S$ (black dots) of the first layer as function of time (color figure online)
case of Pr01R4, we observe that only the lowermost two layers are fully developed ($T$ and $S$ independent of height within the convectively mixed layer). The third layer features transport by both diffusion and convection, as there is clearly a nonzero gradient throughout the layer. Above $y \sim 0.44$ many small layers appear, particularly in $S$. The inset highlights those little staircases which are the unstable “ODDC” layers discussed just above and visible also both in Fig. 9a and, indirectly, in Fig. 9b. In Fig. 11c we show the local stability parameter $R_{\rho,loc}$ computed from averaging over the last interval of $\tau = 0.1$ available for each simulation, i.e., for $\tau = 0.4–0.5$ for Pr01R4 and for $\tau = 0.55–0.65$ for Pr7R3. Reinterpreting $\Delta S$ and $\Delta T$ as temperature differences
between adjacent vertical grid points, \( \delta S \) and \( \delta T \), we define \( R_{\rho, \text{loc}} = R_{\rho} \delta S / \delta T \) (cf. the quantity \( \tilde{R}_{\rho} \) in \([47]\) which was introduced to develop a more detailed model of ODDC interfaces). For pure diffusion, \( R_{\rho, \text{loc}} = R_{\rho} \).

Inside a convectively unstable region, this ratio is poorly defined, since both \( \delta S \) and \( \delta T \) can be very small, but due to higher temperature diffusivity than salt diffusivity and diffusion still contributing to the transport, we can expect \( R_{\rho, \text{loc}} \ll 1 \), i.e., the solute differences get mixed more efficiently than temperature differences. This is what we observe for the lowermost, primary layer in Fig. 11c. More importantly, we can clearly depict the average vertical position of the layer interfaces: with values \( R_{\rho, \text{loc}} \gtrsim 1.2 \) all four interfaces clearly stick out for Pr7R3. Between them \( R_{\rho, \text{loc}} \ll 1 \) as expected for the convectively mixed part of the layers. Remarkably, the minimum on top of the fourth interface, at \( y \sim 0.64 \), has \( R_{\rho, \text{loc}} \sim 1.2 \) with \( R_{\rho, \text{loc}} \) increasing further above. Due to diffusion \( R_{\rho, \text{loc}} \rightarrow R_{\rho} \) for those layers, but since \( R_{\rho, \text{loc}} \gtrsim 1.14 \), no ODDC instability occurs. For Pr01R4 we find \( R_{\rho, \text{loc}} \gtrsim 10 \) up to \( y \sim 0.68 \) and \( R_{\rho, \text{loc}} \lesssim 4 \) up to \( y \sim 0.61 \). Indeed, this is where the small staircases show up in Fig. 11b thus corroborating layer formation being caused by the double-diffusive instability in that region.

Recalling Fig. 11c, particularly for the case Pr01R4, one might wonder why the interfaces between the layers are not prone to the double-diffusive instability as well, since this is where values of \( R_{\rho, \text{loc}} \) just slightly larger than 1 are readily observed. But those interfaces are exposed to the strong mixing induced by convection which occurs on a much shorter time scale than the local thermal time scale governing the double-diffusive instability. Hence, already existing layers may grow and thereby merge or their interfaces may erode and thereby also lead to layer merging (e.g., \([47]\)) instead of forming new, small staircases. Favorable conditions for the double-diffusive instability can only be found on the top of the stack of secondary layers.

3.4 The giant planet case with shear

For the giant planet case, six simulations have been performed with shear for values of \( Ri = 10, Ri = 1, \) and \( Ri = 10^{-1} \) for \( R_{\rho} = [2, 4] \). Again, layer formation is found in all six cases and for \( R_{\rho} = 2 \) we find significantly higher first layer heights than for \( R_{\rho} = 4 \) similar to the case of \( Pr = 7 \) discussed above. The secondary layer formation process acts on similar time scales as for \( Ri = \infty \), namely \( \tau \sim 0.1 \). This is different from the oceanographic case where the formation of the first layer was slowed down while the formation of secondary layers acted on the same time scales as in cases without shear. Simultaneous layer formation and the formation of unstable layers is found in all cases. Merging processes between secondary layers are found in, e.g., Fig. 12a at \( \tau = 0.3 \) and Fig. 13a at \( \tau = 0.4 \) and Fig. 13b at \( \tau = 0.3 \). This appears to be either more frequent or it happens at least faster for cases without shear. If we compare scenarios where \( Pr = 7 \) with those where \( Pr = 0.1 \), each of them subject to shear, we notice that these merging events also occur for ‘true’ secondary layers rather than just for the structures formed on top of the ‘seed’ layer during the first \( \tau = 0.05 \). The resulting layer height is the sum of the heights of its precursors and does not influence the stack of layers above. We also find layer formation driven by the ODDC instability at all values of \( Ri \) investigated here, most prominently in Fig. 12b at \( \tau = 0.22 \) and \( \tau = 0.43 \), in Fig. 13b basically from \( \tau = 0.15 \) till \( \tau = 0.45 \), and in Fig. 14a for \( \tau \sim 0.28 \). Some hints of ODDC-induced layer formation may also be found in Fig. 12a at \( \tau = 0.3 \) and in Fig. 13a from \( \tau = 0.3 \) till \( \tau = 0.4 \). The ODDC layer formation on top of the stack, largely independent of \( Ri \), is the second important difference to the case of \( Pr = 7 \).

In Figs. 15 and 16 we compare the ensemble averaged mean and root mean square vertical and horizontal velocities, respectively, for the three different shear rates and the corresponding reference case without shear.

![Fig. 12](image-url) Positions of interfaces for \( Pr = 10^{-1} \) and \( Ri = 10 \) for \( R_{\rho} = 2 \) (left) and \( R_{\rho} = 4 \) (right)
As for the case with $Pr = 7$ (see Figs. 7, 8) the mean vertical velocity is below the diffusion velocity for all shear rates and for cases without shear, as to be expected for (kinetically) relaxed simulations and a spatial discretization respecting conservation of transported quantities. The root mean square vertical velocities for intermediate, moderate, and no shear are larger in the primary layer for the lower Prandtl number of $Pr = 0.1$ than for $Pr = 7$, as expected for a less viscous fluid and slightly larger $Ra^*$. Likewise, convective velocities are considerably slowed down particularly in the first layer for the case of a high shear rate. An important difference though are the higher vertical velocities in the diffusive region at the top of the stack for $R_{\rho} = 2$:

As for the case with $Pr = 7$ (see Figs. 7, 8) the mean vertical velocity is below the diffusion velocity for all shear rates and for cases without shear, as to be expected for (kinetically) relaxed simulations and a spatial discretization respecting conservation of transported quantities. The root mean square vertical velocities for intermediate, moderate, and no shear are larger in the primary layer for the lower Prandtl number of $Pr = 0.1$ than for $Pr = 7$, as expected for a less viscous fluid and slightly larger $Ra^*$. Likewise, convective velocities are considerably slowed down particularly in the first layer for the case of a high shear rate. An important difference though are the higher vertical velocities in the diffusive region at the top of the stack for $R_{\rho} = 2$: this is not only the case for the highest shear rate, but also for lower or even no mean shear. For enhanced stratification ($R_{\rho} = 3$ for $Pr = 7$ and $R_{\rho} = 4$ for $Pr = 0.1$) the case with $Pr = 0.1$ shows vertical root mean square velocities notably higher than the diffusion velocity only for $Ri = 0.1$ whereas they are negligible for lower shear. In comparison, for $Pr = 7$ this region is characterized essentially by pure diffusion. This holds for all shear rates as well as for no shear. Comparing Fig. 7 with Fig. 15 it is evident that the interfaces between layers are characterized by low vertical velocities. One reason that they are not even smaller stems from the interfaces not being static entities but features which move upwards and downwards as well, at least within a limited region. For large shear the observed vertical root mean square velocities, particularly for $R_{\rho} = 2$, are clearly a consequence of the dominant shear generating horizontal flow and eventually also vertical motions.

Comparing the mean horizontal flow depicted in Figs. 8 and 16 we note that the case of $Ri = 0.1$ appears to be not yet fully relaxed for $R_{\rho} = 2$. Otherwise we observe, as expected, essentially no mean motion for the case without shear and mean flow increasing toward the bottom, as expected from the lower boundary condition introducing the shear in first place. For horizontal root mean square velocities we can notice a prominent minimum in the first layer for all simulations.

This is due to convective rolls forming in the layer which necessarily leads to higher horizontal convective motions near the interface and the lower boundary compared to the middle of the layer. Considering the cases with $Pr = 7$ and $R_{\rho} = 3$ and those with $Pr = 0.1$ and $R_{\rho} = 4$ we note that only for $Ri = 0.1$ we find horizontal root mean square velocity fluctuations above the diffusion velocity in the upper, diffusive region. Thus, in the diffusive region the velocity field generated by the mean shear is small. Together with the still large values of $R_{\rho, loc}$ in that region this might explain why we do not find ODDC layer formation for $Pr = 7$ and $R_{\rho} = 3$ for the case of nonzero shear. This is contrary to what is expected from the work of Radko [41]
who found this to be the case for $Pr = 10$ and a linear stratification in $S$ and $T$ as well as a sinusoidal shear that is compatible with the horizontally periodic boundary condition assumed in his work.

From the scenarios studied here we cannot confirm that shear enhances ODDC layer formation as discussed in his work. However, this might well originate from the stratifications in our simulations which have not been set up to detect the mechanism discussed in Radko [41].

4 Discussion and concluding remarks

Direct numerical simulations of double-diffusive layer formation are still a challenging task. Resolving all relevant spatial and temporal scales is complicated by low values of molecular diffusivities and the fact that layer formation evolves on the thermal time scale. We present the first study of bottom-heated double-diffusive layer formation with and without shear for the oceanographically relevant case of $Pr = 7$ and the astrophysically relevant (giant planet) case of $Pr = 10^{-1}$. The dependency of layer formation on $Pr$, $R_\rho$, and $Ri$ is studied. For this purpose two numerical codes are used, the ANTARES code suite and the open-source software OpenFoam. The latter code is used to validate the Boussinesq approximation based model on Turner’s water tank experiment [53] and analytical models thereof (e.g., [15]).
Our simulations with ANTARES reveal the successive formation of layers stable throughout a large fraction of the thermal time scale. Their stability is determined by the conditions within the interfaces and characterized by $R_{\rho,loc}$ and layers form despite $R_{\rho} > (1 + Pr)/(Pr + Le)$. This also corroborates the theory and numerical modeling of layer formation in volcanic rift lakes [10,11,44]. We also confirm classical results from local ODDC stability analysis as reviewed in Sect. 1.

Three different types of layers have appeared in our numerical simulations. The initial ‘seed’ or first layer results from a sudden heating source being activated, hence the stratification above the source (the bottom plate) has a stratification unstable in the sense of the Ledoux criterion. Convection sets in, but cannot spread to the top of the simulation box due to the counteracting solute gradient. Instead a layer is formed with an initially rather unstable interface. This is exactly the laboratory setup of Turner and Stommel [53], but is much less likely to occur in nature. We might think of a sudden heating due to volcanic activity underneath a rift lake or a helium core or shell flash in an evolved star. But that stellar scenario is related to a dynamically highly unstable case and the present, idealized calculation probably has only very limited implications on such processes, if any.

Interestingly, secondary layer formation is found for all cases we have studied. The secondary layers form as a result of heat transport from the bottom which increases the gradients in the interfaces in the stack so that
eventually the top interface becomes Ledoux unstable and a new layer forms which stabilizes the underlying layers. This is a scenario which can well be expected to occur in oceanographic cases, in giant planets, or in stars (for the latter in regions on top of nuclear burning zones), since only an existing convective layer with an interface that can become unstable in the sense of the Ledoux criterion is required to trigger the formation of further layers. Thereby, we found a connection between the new layers on top with the bottom region which occurs on the convective time scale. This interaction is highlighted in the thermal flux of the first layer, where the formation of each additional secondary layer leaves a unique footprint. The secondary layers form even in ODDC stable stratifications, i.e., if \( R_\rho \geq 2 \) and \( Pr = 7 \). Additionally, recent results by Radko [41] on shear furthering layer formation in stratifications stable to ODDC (i.e., for the oceanographic case) could not be confirmed. Probably, this regime was not covered by the regions on top of the layer stacks in the simulations presented here. On the other hand, we have found the third type of layers, those originating from the ODDC instability, essentially for all cases where \( Pr = 0.1 \), located always on top of the pre-existing stack of secondary layers, for zero mean shear and for all nonzero shear rates we have considered (its presence cannot be confirmed for the case of \( R_\rho = 4 \) and \( Ri = 0.1 \)). Interestingly, the ODDC layers are not perturbed even by very large shear.

For the giant planet case of a small Prandtl number the layer formation due to the oscillatory double-diffusive convective instability occurs only once the conditions on top of the stack, described by the local stability parameter \( R_\rho,\text{loc} \), become favorable for ODDC to set in and the time scale for destabilizing the top interface through heat transfer from the interfaces underneath has become longer than the local ODDC evolution time. Thus, we have found those types of layers only once typically about three layers have been formed by the two other mechanisms described further above.

Shear causes that the formation of the initial, convective layer is slowed down. However, this happens only on fractions of the thermal time scale. Furthermore, shear dilutes the interface boundaries, which are less turbulent and hence more pronounced without shear.

We conclude that to understand convective layer formation under conditions found in the ocean or also in giant planets (and in principle also in various types of stars, see Sect. 1) it is important to study the consequences of a whole range of possible initial stratifications. A linear initial stratification in temperature and solute appears only realistic if the system could evolve and relax unperturbed for more than the global thermal time scale. Hence, layer formation in astro- and geophysical systems might appear as a combination of heating-induced and ODDC-induced processes depending on the history and initial stratification of the system as well as on the competition between global thermal evolution, evolution of the layers themselves, or external forcings induced on the system, such as seasonal variations or the like. This may determine later evolutionary stages, since one might end up with a large mixed bottom layer more quickly than if the ODDC instability were the only mechanism of convective layer formation. Shear does not change this process in a fundamental way, but accurate predictive models are more complex than concluded from models developed for cases without shear and stratifications which are just linear in \( S \) and \( T \).

We hence suggest that future research in this field should also include the study of a wider scenario of initial conditions and performing flux measurements and mixing time calculations which are based on numerical simulations similar to those we have done here and comparisons of those with semi-analytical models that are used for global models required in those research fields.
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A Model validation

The numerical description and the physical model (Boussinesq approximation) are now validated against experimental and theoretical results. This way we show that our 2D simulation setup used in Sects. 2 and 3 provides a detailed physical description of layer formation in double-diffusive convection over heated bottom boundaries, apart from the differences that have to be accounted for to exactly reproduce the laboratory system. Since we are interested in a proof of concept, we have used a different simulation code which was easier to adapt for the laboratory comparison but much less suitable for the study we present in Sects. 2 and 3 (dimensionless units, need for excellent scaling in parallel computing, high approximation order, etc.).

First experiments of double-diffusive layering over a heated plate with a stable salinity gradient have been performed by Turner and Stommel [53]. The experimental setup in Turner and Stommel [53] consists of a tank with dimensions of 0.25 m × 10 m × 0.25 m. The initially stable salt water gradient measured 1% in density. The tank was heated from below at a heating rate of 2 cals cm−2 min−1, which gives 1395.57 W m−2 in Si units, respectively. After 10 min the first layer formed at H = 0.1 m. The final height of this first layer was reached after an hour at H = 0.125 m, whereas a second layer also formed above the first one during this hour. After 95 min three layers are visible, where the height of the second and the third are about 0.037 m (see Fig. 2 in [53], the heating rate at the bottom was about 1400 W m−2, the density gradient due to salinity measured 1%). The same experiment was repeated with doubled heating rates and steeper salinity gradients. Doubling the density gradient increased the amount of layers (Fig. 3a in [53], 1400 W m−2 heat rate and a salinity gradient of 2%), whereas the doubled heating rate at the bottom increased the heights of the layers (Fig. 3b in [53], 2800 W m−2 heating rate and a salinity gradient of 1%). However, the reader needs to keep in mind that the evolution of the layer formation is time-dependent. This makes it necessary to have time stamps available. In summary, only the first experiment can be used to validate a numerical code. Here, four time stamps and all physical properties are available.

The numerical setup follows the laboratory experiment where heat is imposed at the bottom (denoted with ‘bot’) by the heat flux $F_y = k \nabla T$, which yields a Neumann boundary condition on temperature $T$,

$$\left( \frac{\partial T}{\partial y} \right)_{\text{bot}} = \frac{F_y}{k}, \tag{11}$$

with $F_y$ being the vertical component of $\mathbf{F}$ and $k$ the thermal conductivity. The salinity gradient $\Delta S$ is defined by the density difference $\Delta \rho$ of 1% between the bottom and the top of the tank. The salinity is calculated by $\Delta S = \Delta \rho / \rho \beta$, cf. [52], Eqs. 7 and 18. All fluid properties are assumed to be constant at reference temperature $T_{\text{ref}} = 293$ K, cf. Table 1.

The top of the tank (denoted with ‘top’) is closed against the atmosphere fulfilling an insulator boundary condition. In the following, $\left( \frac{\partial T}{\partial y} \right)_{\text{top}} = 0$. This is justified by the following two premises: a) the radiative heat flux at the top $F_{\text{top}}$ is three orders of magnitudes lower than $F_{\text{bot}}$, b) the layering occurs only in the lower 2/3 of the tank, where the thermal influence of the upper boundary is negligible on the short time scales of the experiment. The side walls are insulated, too and fulfill $\left( \frac{\partial T}{\partial y} \right)_{\text{c}} = 0$. The solute boundaries are assumed to be impermeable for the solute at all boundaries, whence $\left( \frac{\partial S}{\partial y} \right)_{\text{c}} = 0$. Impenetrable, stress-free boundary conditions are considered for the velocity field.

| Variable name | Unit | Parameter | Value/range |
|---------------|------|-----------|-------------|
| $H$ | m | Height | 0.25 |
| $L, D$ | m | Length, depth | 0.25 |
| $\nu$ | m2 s−1 | Kinematic viscosity | $10^{-6}$ |
| $\kappa_T$ | m2 s−1 | Thermal diffusivity | $1.42 \times 10^{-7}$ |
| $k$ | W m−1 K−1 | Thermal conductivity | 0.6 |
| $\kappa_S$ | m2 s−1 | Saline diffusivity | $1.42 \times 10^{-9}$ |
| $\alpha$ | K−1 | Thermal expansion coefficient | $2.3 \times 10^{-4}$ |
| $\beta$ | l | Saline expansion coefficient | $7.6 \times 10^{-4}$ |
| $\rho$ | kg m−3 | Density | 1025 |
| $T$ | K | Ref. temperature | 293.15 |
| $S$ | g kg−1 | Salinity | 12.7836 |
| $F_z$ | W m−2 | Heat flux | 1395 |
| $c_p$ | m2 K−1 s−2 | Specific heat capacity | 4182 |
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Fig. 17 Height of the first layer as function of time for various resolutions. Theoretical and experimental results are depicted as
straight lines and single full dots, respectively.

The numerical solution of the governing equations are calculated with the finite volume-based software OpenFOAM 5.x [56]. More precisely, the set of equations given by Eq. (2) and the Boussinesq approximation Eq. (1) are solved with the PISO algorithm. Here, the momentum equation is solved by neglecting the pressure term. This results in a velocity field unfulfilling the incompressibility constraint. Subsequently, a Poisson equation is formulated to estimate the pressure. This pressure is used to correct the momentum field to fulfill \( \nabla \cdot \mathbf{u} = 0 \). This is the same numerical approach as used in ANTARES; however, the equations are treated in physical units. The entire simulation time of 5700 sec is identical with the last experimental snapshot.

The influence of the resolution is tested with a grid study. More precisely, rectangular grids with \( 200 \times 200 \), \( 400 \times 400 \), \( 800 \times 800 \), and \( 1600 \times 1600 \) are compared using parameters of the standard case. The main testing parameter is the height of the first layer, which is plotted for all four cases in Fig. 17. Only a small difference in the layer height of approx. 3% is found in comparison with selected 3D simulations. As the overall layer formation process is not influenced by the third spatial dimension, all simulations are conducted in 2D. The highest resolution resolves the saline boundary layer with two points and the thermal boundary layer with 20 points. This estimate is based on Eqs. (5) and (6) (see also [60], Appendix B.1). Obviously, the layer height decreases with higher resolutions. Additionally, the diffusive interface shows differences. In case of \( 200 \times 200 \) and \( 400 \times 400 \) cells the interface is very flat and the shape is not much influenced by the convective zone. This changes for \( 800 \times 800 \) cells, where the interface gets turbulent and a unique layer height is not given any more. The interface shows structural changes in case of \( 1600 \times 1600 \) cells. On top of the actual interface, a small mixing region is established. This additional layer is separated from the underlying zone, but important for the evolution of the second layer. It is neither purely diffusive nor purely convective, but stable enough not to be mixed with other layers. However, this connection layer is only visible at highest resolutions. In case of \( 800 \times 800 \) the connection layer is merged into the first layer due to higher numerical diffusivity. The height of the first layer changes only by \(< 5\%\) for the highest resolutions. The grid study on the height of the first layer reveals a minimum resolution of \( 800 \times 800 \) cells for simulating this experiment with OpenFoam. This is two times higher than our simulations performed with ANTARES. We suggest this to be a consequence of the second-order scheme used in OpenFoam.

In Turner [52] the authors described the growth of the first layer with an equilibrium model. They estimated the height by \( h = C \cdot t^{1/2} S_s^{-1/2} H_s^{1/2} \), where \( S_s = -g \beta (\frac{3}{4} \frac{dS}{dy}) \), \( H_s = -\frac{g \alpha H}{\rho} \) and \( c = \sqrt{2} \). For known \( H_s \) and \( S_s \) the growth rate can be easily obtained and used to validate numerical models. Fernando [15] extended the range of the constant value \( c \) to \( 1.06 < C < 1.63 \). The height of the first layer for both bounding values for parameters as given in Table 1 is depicted in Fig. 17. The height varies between 0.11–0.15 m after \( t = 6000 \) s. Besides theoretical models we considered an experiment (cf. Fig. 2 in [53]), too. The layer heights are measured by hand and depicted as full dots in Fig. 17. However, only four snapshots are available in the original work. Further experiments are available from other authors, but the lack of experimental parameters makes it difficult to recreate them by numerical simulations. The height of layers in the experiment of Turner and Stommel [53] are as follows: 0.041 m after 600 s, 0.093 m after 1500 s, 0.112 m after 3600 s, and 0.142 m after 5700 s. Three of four values are within the plane spanned by the theoretical estimates (blue-yellow) for the first layer height. All tested resolutions are within this plane, too. A fitting curve of the four experimental points ranges within the two lower resolu-
tions 200 \times 200 and 400 \times 400. This curve has an exponential growth rate of 0.5 and a constant \( c = 1.34 \) for given values of \( S_x \) and \( H_x \). However, fluctuations of the layer height are assumed to be within 10\%, which is based on uncertainties of the fluid properties and the thermal properties of the tank material. The numerical simulations act on the same time scales as the experiment. This means that the same amount of secondary layers are visible at comparable time stamps. Based on the comparison between theoretical estimates for the first layer height ([52] and [15]) and four experimental snap shots published in [53], we conclude that the governing equations given by Eqs. (1) and (2) are valid for simulations in the context of layer formation in double-diffusive convection.
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