Abstract—The abundant spatial and angular information from light fields has allowed the development of multiple disparity estimation approaches. However, the acquisition of light fields requires high storage and processing cost, limiting the use of this technology in practical applications. To overcome these drawbacks, the compressive sensing (CS) theory has allowed the development of optical architectures to acquire a single coded light field measurement. This measurement is decoded using an optimization algorithm or deep neural network that requires high computational costs. The traditional approach for disparity estimation from compressed light fields requires first recovering the entire light field and then a post-processing step, thus requiring long times. In contrast, this work proposes a fast disparity estimation from a single compressed measurement by omitting the recovery step required in traditional approaches. Specifically, we propose to jointly optimize an optical architecture for acquiring a single coded light field snapshot and a convolutional neural network (CNN) for estimating the disparity maps. Experimentally, the proposed method estimates disparity maps comparable with those obtained from light fields reconstructed using deep learning approaches. Furthermore, the proposed method is 20 times faster in training and inference than the best method that estimates the disparity from reconstructed light fields.

Index Terms—Disparity estimation, light field, compressive sensing, convolutional neural networks.

I. INTRODUCTION

Disparity estimation has been well studied in recent years, since it allows to infer the scene geometry from 2D images. Some of its most relevant applications include computational 3D modeling of real-life scenarios, face recognition, robotics and medicine [1]–[5]. Disparity estimation can be achieved taking advantage of the angular information of the light fields [6]–[10]. Light fields collect the amount of light coming from all directions at each spatial point of a physical scene, nevertheless, the huge captured amount of spatial and angular information produces large computational storage and processing costs. Additionally, the multiplexing in microlenses of some of the optical systems also imposes a trade-off between spatial and angular resolution [10]. To overcome these limitations, different optical architectures [11]–[13] that leverage the CS theory [14] have been proposed for efficient acquisition. Specifically, CS exploits the fact that if the light fields are sparse in some representation basis, they can be compressed [14].

Once acquired the compressed measurements, the recovery of the light field must be carried out in a digital processing step. Light field reconstruction can be performed using traditional CS algorithms [11]–[13], or more recently, using deep learning approaches [10], [15]. Most advanced methods for light field reconstruction proposed to design coded masks in an end-to-end (E2E) approach [16]–[19]. This allows the coded aperture be directly adapted from the training data domain and achieves better performance than traditional approaches. However, the training stage requires long processing times and entails high computational costs. Furthermore, to achieve high quality reconstructions, multiple compressed light field captures are often required.

Traditionally, disparity estimation from compressed measurements requires first an algorithm to recover the full light field and then a disparity estimation algorithm to obtain the desired disparity. This two-step methodology degrades the quality of the final estimated disparity maps since the reconstruction errors in the first step are propagated to the second step. Furthermore, each step takes long processing times, and performing them sequentially increase the overall time for disparity estimation. Although, some approaches estimate disparity maps in an unsupervised manner as an implicit step in the reconstruction process of light fields from compressed random measurements [15], [20], the performance is lower than a supervised method and still requires long processing times also related to their multi-step methodology.

In this work, we propose a fast algorithm to directly estimate the disparity maps from compressed light fields based on an E2E approach, omitting the reconstruction process. Specifically, we jointly optimize the attenuation values of the coded mask in the optical architecture proposed by [11] and the parameters of a CNN model that decode the sensor measurement to directly obtain the disparity estimation from the compressed measurements. In addition, we experimentally demonstrate that the proposed method is quantitative and qualitatively comparable to the state-of-the-art methods that use high-quality reconstructed light fields based on deep learning methods. Besides, our method is 20 times faster in
both training and inference stages than the best comparison method based on deep learning as demonstrated in subsection IV-E.

II. LIGHT FIELD COMPRESSED ACQUISITION

To acquire the compressed light field, we consider the optical architecture developed by [11]. The optical configuration consists of a camera with an objective lens at a distance $d_a$ from the sensor and an attenuation coded mask (ACM) located at a short distance $d_m$ in front of the sensor. Specifically, a light field $F(x, y, u, v)$ is modulated by an ACM $\phi(x, y)$, where $(x, y)$ corresponds to spatial dimension and $(u, v)$ corresponds to the angular dimension. The acquired projections after the light field passes through the ACM can be modeled as

$$I(x, y) = \int \int \phi(x + \tau(u-x), y + \tau(v-y))F(x, y, u, v)\,du\,dv,$$

where $\tau = d_m/d_a$ is the shear of the ACM pattern associated to the input of the scene. Eq. (1) can be expressed in vector form as

$$\hat{I} = H_{\Phi}f + \epsilon,$$

where $\hat{I} \in \mathbb{R}^m$ is the compressed measurement, $f \in \mathbb{R}^n$ is the vector form of the light field, $H_{\Phi} \in \mathbb{R}^{m \times n} = [H_{\Phi}^{(1)}, H_{\Phi}^{(2)}, \ldots, H_{\Phi}^{(S)}]$ represents the sensing matrix of the compressive light field photography architecture [11], where $H_{\Phi}^{(s)} \in \mathbb{R}^{m \times n}$ is a diagonal matrix that represents the modulation for the $s$-th angular view, and its non-zero values depend on the discrete representation of the ACM $\Phi \in \mathbb{R}^m$. Finally, the compressed measurement of the entire scene can also be viewed as a weighted sum of each modulation of the angular views of the scene as

$$\hat{I} = \sum_{s=1}^{S} H_{\Phi}^{(s)}f^{(s)} + \epsilon,$$

where each $f^{(s)}$ contains the $s$-th angular view and $S$ is the total number of angular views.

![Fig. 2. CNN model for the decoder of the proposed method. Based on wide U-net architecture where each layer of the network consists of residual blocks, MaxPooling, and up-projections.](image)

III. DISPARITY ESTIMATION FROM COMPRESSED LIGHT FIELD

The main idea of the proposed method is to jointly optimize the optical system represented by the ACM $\Phi$ and an electronic decoder represented by a CNN for a fast disparity estimation. The proposed method is divided in two stages: a training stage that leverages a dataset of light fields and corresponding disparity maps to optimize the ACM and the CNN in an E2E manner; and an inference stage where compressed measurements of testing light fields acquired by the optimized optical system are fed to the trained CNN to estimate the disparity maps (Fig. 1).

A. Training Stage

For the E2E optimization of the optical encoding and electronic decoder, consider a dataset of light fields $\{f_i\}_{i=1}^M$ that are modulated by the ACM to generate compressed measurements $\hat{I}_i = H_{\Phi}f_i$ according to (3). These measurements are fed to a CNN $\mathcal{N}_\theta$ with parameters $\theta$ to generate estimated disparity maps $\hat{D}_i = \mathcal{N}_\theta(H_{\Phi}f_i)$. Then, to learn the ACM $\Phi$ and the CNN parameters $\theta$ we optimize a cost function $\mathcal{L}$ to minimize the error between the estimated disparity maps $\hat{D}_i$ and ground truth $D_i$ disparity maps

$$\{\Phi^*, \theta^*\} = \arg\min_{\Phi, \theta} \frac{1}{M} \sum_{i=1}^{M} \mathcal{L}(\mathcal{N}_\theta(H_{\Phi}f_i), D_i)$$

subject to $\Phi_i \in [0, 1], \quad 1 \leq i \leq m$. 

where $\Phi^*$ is the optimal ACM and $\theta^*$ are the optimal parameters of $\mathcal{N}_\theta$. It is important to highlight that when using a CNN to estimate the disparity, the error given by the loss function $\mathcal{L}$ can be propagated back to the optical system, allowing a joint optimization of the entire model.
B. Inference Stage

Once the training stage is carried out, the optimized optical parameters are employed to simulate compressed measurements of a light field sampled from a given test set \( \hat{I}^* = H_{\Phi^*}f \), where \( \Phi^* \) represents the optimized ACM. Then the estimated disparity map \( \hat{D} \) is computed from the trained CNN \( \hat{D} = N_{\theta^*}(\hat{I}^*) = N_{\theta^*}(H_{\Phi^*}f) \). We emphasize here that the trained optical parameter can be translated to a physical device and employ the trained CNN to infer disparity maps from real captures [17], [21].

IV. Simulation Results

A. Dataset

The dataset employed in this work was built in [22]. It consists of 500 synthetic scenes of RGB light fields with their respective central disparity map. The dataset is divided into 3 parts: 400 samples for training, 50 samples for validation, and 50 samples for testing. To reduce the computational cost, all samples were angularly and spatially reduced to \( 7 \times 7 \) and \( 256 \times 256 \), respectively. Each sample was cropped into patches with the same angular resolution and spatial resolution of \( 32 \times 32 \), for a total of 32,000 patches for the entire dataset.

B. Decoder

Inspired by the CNNs [23], [24] based on the U-net architecture [25] with residual blocks [26] and ascending projections [23], we propose the CNN \( N_{\theta} \) shown in Fig. 2 to estimate the disparity maps from the optimized projections. Furthermore, considering that deep CNNs can suffer the feature reuse problem [27], the proposed CNN is a shallow network with 3 layers and we increase the number of filters. We experimentally find that the proposed network works better for the decoding of light fields than deeper CNNs.

C. Loss Function and Metrics

To quantitatively evaluate the results obtained, various metrics were used to accurately quantify the pixel-to-pixel differences between the true disparity maps and the predictions. To train and evaluate the proposed method, we employ as loss function \( L \) in (4) the pseudo-Huber loss, allowing to control the outliers between the true disparity maps and their estimations [28]. The other metrics used to evaluate the quality of the predictions are the mean square error (MSE) and mean absolute error (MAE), total variation (TV) and the bad pixel ratio (BadPix) [29].

D. Experimental setup

For the proposed method, we consider two configurations: an E2E configuration where the ACM and the digital decoder weights are jointly learned, and a CNN configuration where the ACM is fixed and random. The random ACM was elaborated using a normal distribution function. It is worth noting that the CNN requires as input the single coded snapshot measurement of the light fields, thus the required processing would be \( 7 \times 7 \) times smaller compared to the processing of the full light fields with \( 7 \times 7 \) angular resolution and \( 256 \times 256 \) spatial resolution. An augmentation was applied to both configurations with the dataset during the training, which consist of random horizontal flip, rotation and gamma stretch applied to the channels of the light fields. For the training of the proposed method (both configurations), 100 epochs were performed, with mini-batches of 16 samples. The root mean square propagation (RMSprop) optimizer with a fixed learning rate of \( 5e^{-4} \) was used to solve the optimization problem in (4).

We compare the proposed method with the strategy that reconstructs the light field and then estimates the disparity map. Two different types of light field reconstructions were considered: a reconstruction based on traditional iterative algorithm (LFCS) [11] and a reconstruction based on deep learning (LFCA) [16], as shown in Fig. 3. We note that the LFCA method employs a different acquisition system and we adapt this method to employ the architecture presented in section II. For disparity estimation, we employ two state-of-the-art light field reconstructions.
Fig. 5. Qualitative results of the estimation of disparity maps. Dashed cyan and yellow blocks are the estimations by comparison models, and the dashed red block are the estimations by proposed method.

| Configurations and Comparison Models | Pseudo Huber | MAE   | MSE   | BadPix01 | BadPix03 | BadPix07 | Time  |
|-------------------------------------|--------------|-------|-------|----------|----------|----------|-------|
| Reference                           | 0.00035      | 0.00488 | 0.00055 | 4.6237   | 3.0980   | 2.0553   | 18.5  |
| Epinet + LFCS                       | 0.00441      | 0.04541 | 0.00680 | 61.1211  | 44.5674  | 23.3791  | 20.944 |
| Epinet + LFCA                       | 0.00172      | 0.02240 | 0.00291 | 41.0658  | 16.5027  | 7.3672   | 104.457 |
| Lfattnet + LFCS                     | 0.00333      | 0.03632 | 0.00580 | 50.3294  | 27.7080  | 14.6844  | 26.638 |
| Lfattnet + LFCA                     | 0.00134      | 0.01729 | 0.00229 | 29.4294  | 11.0752  | 5.8249   | 110.512 |
| Configuration CNN                   | 0.00367      | 0.04580 | 0.00571 | 73.8832  | 43.4794  | 19.1005  | 2.639 |
| Configuration E2E                   | **0.00127**  | 0.01891 | **0.00204** | 38.3157  | 13.9681  | **5.6851**  | **0.33** |

The experiments and comparison models were trained with Tensorflow [32] using an NVIDIA GeForce RTX 3090 video card. The LFCS method was trained in MATLAB without GPU usage.

E. Simulation Results

The ACMs of the proposed two configurations are shown in Fig. 4. Following the same practice in [11], the ACM has the same image size but with a periodic structure built with a mask of $32 \times 32$. It is observed that the optimized ACM learns a semi-uniform grid pattern that results in compressed measurements with less distortion than the measurements acquired with the random ACM. In this way, the proposed CNN can extract richer features for the disparity estimation task from the designed compressed light field measurements than the non-designed ones.

The quantitative evaluation and qualitative performance of the estimated disparity maps with the proposed method and the comparison methods are reported in the table I and in the Fig. 5, respectively. The table results correspond to the average of the best performance. The “Reference” in the table refers to the highest performance of the Lfattnet model trained using the full light field samples. Therefore, it will not be taken into account for comparison.

The most notable gain of the proposed method is found in the training time, where the E2E configuration takes 195 seconds by epoch. Therefore, for 100 epochs it takes a total time of 5.416 hours. Lfattnet trained with reconstructions from LFCA takes a total of 18.5 hours being 3.4 times slower than the proposed E2E configuration. Furthermore, considering that the light field reconstruction using LFCA took approximately 4 days, the proposed method is 20 times faster in training than the best competitive result obtained using Lfattnet and LFCA. Applying the same analysis to Epinet, the E2E configuration is 2.3 times faster and taking into account the reconstruction using LFCA, it would be 19 times faster.
It can be seen that training with the CNN configuration is the fastest to be performed as expected since it does not require the optimization of the ACM. When analyzing the inference times, it is observed that both configurations of the proposed method are faster in this process than all the comparison methods. Specifically, the E2E configuration manages to be 23 times faster than the best comparison method.

V. CONCLUSIONS

A fast method was proposed to estimate disparity from a single compressed measurement of light fields using an E2E approach. The optical coding of the light field photography system is optimized jointly with a CNN for direct disparity estimation from the compressed measurement. The results obtained suggest that the proposed E2E method is comparable with state-of-the-art models for disparity estimation that employ as input reconstructed light fields by compressive sensing or deep learning algorithms. Finally, the proposed method with E2E configuration proved to be 20 times faster in training and inference than the best comparison method that separately learns two deep networks for recovering the light fields and estimating the disparity maps.
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