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Abstract To realize the state estimation of nonlinear continuous-time fractional-order systems, two types of fractional-order cubature Kalman filters are designed to solve problem on the initial value influence. For the first type of cubature Kalman filter (CKF), the initial value of the estimated system is also regarded as the augmented state, and the augmented state equation is constructed to obtain the CKF based on Grünwald–Letnikov difference. For the second type of CKF, the fractional-order hybrid extended-cubature Kalman filter is proposed to weaken the influence of initial value by the first-order Taylor expansion and the third-order spherical-radial rule. These two methods can reduce the influence of initial value on the state estimation effectively. Finally, the effectiveness of the proposed CKFs is verified by two simulation examples.
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1 Introduction

In recent decades, fractional-order systems (FOSs) has been studied by many scholars, because fractional-order calculus can more accurately describe the phenomena in real-world systems [1–3]. The fractional-order calculus is applied to deal with the fractional-order integral and derivative, and it is widely used in the network system [4], the heat conduction [5], the material science [6] and so on. The fractional-order controller is a common application of fractional-order calculus [7]. Due to the simple structure of fractional-order PID controller, the fractional-order PID controller is used in most industrial control systems [8,9]. With the introduction of fractional-order operators, other types of fractional-order controllers appear, such as the fractional-order sliding mode controller [10], the fractional-order back-stepping controller [11], the fractional-order model predictive controller [12] and the fractional-order extremum seeking controller [13]. In practical control systems, the measurement signal inevitably contains certain noise disturbances, and some state information may not be obtained directly. Then robust state observers for FOSs need to be designed.

As one kind of robust state observers [14], the Bayesian filtering can achieve the state estimation of nonlinear systems. The key of solving the nonlinear filtering problem is to obtain the posterior probability distribution of the state information. Thus, the prob-
The problem of nonlinear filtering can be solved in the framework of Bayesian filtering [15]. As a special case of Bayesian filter, Kalman filter (KF) has become an increasing common tool to estimate the state information of integer-order systems (IOSs). The extended Kalman filter (EKF) is a very effective method to deal with nonlinear filtering problem based on the first-order Taylor expansion [16]. EKF has been widely used in the fields of the state-of-charge estimation of lithium-ion battery [17], the multi-sensor tracking of maneuvering targets [18] and the current transformer saturation [19]. However, the state estimation accuracy of EKF linearization method is not ideal, sometimes. If some nonlinear functions are not differentiable, EKF cannot effectively estimate the state information, which is also the limitation of EKF [20]. Hence, other types of KFs have been designed to deal with nondifferentiable nonlinear functions, such as unscented Kalman filter (UKF) [21–23] and cubature Kalman filter (CKF) [24–26]. The UKF uses the unscented transformation to cope with nonlinear functions in FOSs, then more accurate state information is obtained by comparing with EKF [27].

Meanwhile, fractional-order Kalman filters (FOKFs) are still appropriate to estimate state information for linear and nonlinear FOSs. The FOKFs can obtain more satisfactory state estimation than that of integer-order KFs. The fractional-order EKFs were proposed for linear FOSs with white Gaussian noises and colored noises in [28,29], respectively. In [30], KFs for linear and nonlinear discrete-time FOSs were extended to estimate the parameters or order of FOSs. Also, linear and nonlinear discrete-time FOSs were mentioned in [30]. In [31], the improved fractional-order UKF for nonlinear FOSs was designed to estimate more accurate state information. Besides, CKF can also estimate effectively state information for nonlinear FOSs. In [32], the CKF method was applied to obtain the higher estimation accuracy compared with EKF method for nonlinear continuous-time FOSs containing white Gaussian noises. Meanwhile, hybrid FOKFs for nonlinear FOSs were also offered to enhance the estimation accuracy in [33,34].

For a linear FOS, the initial value performs a significant impact on the state estimation and fractional-order identification if the fractional-order of the system is relatively small in the interval (0, 1), then an initial value compensation (IVC) is achieved by means of an augmented vector. The EKF with IVC for linear continuous-time FOSs with an unknown fractional-order was proposed in [35]. In this paper, the CKF for nonlinear FOSs with the IVC is investigated to obtain more effective state estimation. This paper introduces the Grünwald–Letnikov (G–L) difference method into two types of fractional-order cubature Kalman filters (FOCKFs) to obtain the effective state estimation of a nonlinear FOS with IVC.

The main contributions of this paper are generalized as follows: (1) The state estimation problem of nonlinear FOSs is investigated. (2) For a relatively small fractional-order in (0, 1), the augmented vector method is used to achieve the IVC. (3) The influence of initial value on state estimation is weakened by the model transformation method. (4) The FOCKF with the IVC and the fractional-order hybrid extended-cubature Kalman filter (HECKF) for nonlinear continuous-time FOSs is proposed to achieve the higher accuracy state estimation to compare with the CKF without the IVC in [32].

The remaining of this paper is arranged as follows. In Sect. 2, we introduce the definitions of fractional-order derivatives, the third-order spherical-radial rule and cubature points. We design the discretized equation of a nonlinear FOS, the FOCKF and HECKF to solve initial value problems in Sect. 3, respectively. In Sect. 4, the simulation examples are given to testify the validity of the proposed FOCKF and HECKF with the IVC. Section 5 summarizes this paper.

2 Preliminaries

2.1 Definitions of fractional-order derivatives

In the subsection, some definitions for fractional-order derivatives are introduced to describe dynamic characteristics of nonlinear FOSs. Considering the consistency of initial conditions of FOS, the Caputo definition has an increasingly wide application in real-world systems. Therefore, the establishment of nonlinear FOSs is achieved based on the Caputo definition and the IVC is considered, and the Riemann–Liouville (R–L) definition is also used in this study.

Definition 1 The R–L definition [36] with \( \alpha \)-order derivative for \( \varepsilon(t) \) is defined as

\[
\mathring{\mathring{D}_{t}^{\alpha}} \varepsilon(t) = \frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{dt^{n}} \left( \int_{0}^{t} (t-\mu)^{n-\alpha-1} \varepsilon(\mu) d\mu \right),
\]
where \( D_0^\alpha \varepsilon(t) \) represents \( \alpha \)-order derivative based on R–L definition, \( \alpha \in \mathbb{R}^+ \) is the fractional-order and satisfies \( n - 1 \leq \alpha < n \), \( n \in \mathbb{Z}^+ \), \( \mathbb{R}^+ \) and \( \mathbb{Z}^+ \) are the set of positive numbers and the set of positive integer numbers, respectively, and \( \Gamma(\cdot) \) is the Gamma function.

**Definition 2** The Caputo definition [36] with \( \alpha \)-order derivative for \( \varepsilon(t) \) is defined as

\[
C_0^\alpha D_t^\alpha \varepsilon(t) = \frac{1}{\Gamma(n-\alpha)} \int_0^t (t-\mu)^{n-\alpha-1} \varepsilon^{(n)}(\mu) d\mu,
\]

where \( C_0^\alpha D_t^\alpha \varepsilon(t) \) is \( \alpha \)-order derivative under Caputo definition, \( n - 1 < \alpha \leq n \) and \( n \in \mathbb{Z}^+ \).

It is obvious that the main difference between Definitions 1 and 2 is the order of differential operation and integral operation. In addition, the relationship between Definitions 1 and 2 is described by [37]

\[
C_0^\alpha D_t^\alpha \varepsilon(t) = R^\alpha D_t^\alpha \varepsilon(t) - \sum_{r=0}^{n-1} \frac{\varepsilon^{(r)}(0)}{\Gamma(r-\alpha+1)} t^{r-\alpha}.
\]

**Definition 3** The G–L difference [38] for \( \alpha \)-order is defined by

\[
\Delta^\alpha \varepsilon(r) = \frac{1}{T^\alpha} \sum_{m=0}^{r} (-1)^m b_m^\alpha \varepsilon(r - m),
\]

where \( \Delta^\alpha \) is the \( \alpha \)-order difference operation, \( T \) is the sampling period, and the coefficient \( b_m^\alpha \) is represented as follows

\[
b_m^\alpha = \begin{pmatrix} \alpha \\ m \end{pmatrix} = \begin{cases} 1, & m = 0 \\ \alpha(\alpha-1) \cdots (\alpha-m+1) / m!, & m \geq 1. \end{cases}
\]

Since \( \varepsilon(r - m) \approx 0 \) for \( r > m \), the R–L definition is approximately equivalent to G–L difference at \( t = rT \), then

\[
R^\alpha D_t^\alpha \varepsilon(t) \approx \Delta^\alpha \varepsilon(r) = \frac{1}{T^\alpha} \sum_{m=0}^{r} (-1)^m b_m^\alpha \varepsilon(r - m).
\]

For \( \alpha \in (0, 1) \), we take \( n = 1 \) in (1), then it follows that

\[
C_0^\alpha D_t^\alpha \varepsilon(t) \approx \frac{1}{T^\alpha} \sum_{m=0}^{r} (-1)^m b_m^\alpha \varepsilon(r - m) - \frac{A(r)}{T^\alpha} \varepsilon(0),
\]

where \( A(r) = r^{-\alpha} / \Gamma(1-\alpha) \).

To describe the impact of the initial value \( \varepsilon(0) \), we define \( \rho(r) = |A(r)| \). Figure 1 shows the relationship between \( \rho(r) \) and the iteration \( r \).

From Fig. 1, it is seen that \( \rho(r) \) decreases gradually with the increase of \( r \). If the fractional-order \( \alpha \) becomes closer to 1, \( \rho(r) \) decays faster with an increasing of \( r \). An decreasing fractional-order has a larger influence on the initial value. Therefore, the IVC can estimate more accurate state information for the FOS with small fractional-order in \((0, 1)\).

### 2.2 Third-order spherical-radial rule and construction of cubature points

The EKF algorithm uses Taylor series to expand the nonlinear function and retains the first-order term to realize the linearization of a nonlinear function. Other high-order terms are ignored, then the estimation accuracy becomes greatly reduced. Besides, the CKF algorithm is available if the nonlinear function is nondifferentiable. Due to the simple structure of EKF algorithm, it is suitable for systems with differentiable nonlinear functions. The CKF algorithm is performed based on the third-order spherical-radial rule via the cubature points to deal with the nonlinear function with a higher precision and suitable for the nondifferentiable nonlinear function.

The vector \( \varepsilon \in \mathbb{R}^n \) satisfies the Gaussian distribution, namely \( \varepsilon \sim \mathcal{N}(\bar{\varepsilon}; M) \), where \( \bar{\varepsilon} \) represents the mathematical expectation of \( \varepsilon \), the covariance matrix of \( \varepsilon \) is represented by \( M \) with the following transformation \( \varepsilon = \hat{\varepsilon} + \sqrt{M} \gamma \), where \( M = \sqrt{M} \) and \( \gamma \).

The nonlinear function \( l(\varepsilon) \) satisfies the following equation
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\[ \int_{\mathbb{R}^n} l(\varepsilon)\mathcal{N}(\varepsilon; \hat{\varepsilon}, M)\,d\varepsilon = \int_{\mathbb{R}^n} l(\hat{\varepsilon} + \sqrt{M}\gamma)\mathcal{N}(\gamma; 0, I)\,d\gamma. \] (4)

The 2n cubature points are gained by performing the transformation \( \chi^{(i)} = \hat{\varepsilon} + \sqrt{M}\gamma^{(i)} \), where

\[ \gamma^{(i)} = \begin{cases} \sqrt{n}e_i, & i = 1, 2, \ldots, n \\ -\sqrt{n}e_{i-n}, & i = n + 1, n + 2, \ldots, 2n \end{cases} \] (5)

and \( e_i \in \mathbb{R}^n \) is the unit vector on the \( i \)th axis.

Based on the third-degree spherical-radial rule in [24], we use the 2n cubature points defined in (5), and the integral \( \int_{\mathbb{R}^n} l(\hat{\varepsilon} + \sqrt{M}\gamma)\mathcal{N}(\gamma; 0, I)\,d\gamma \) in (4) is approximately described by

\[ \int_{\mathbb{R}^n} l(\hat{\varepsilon} + \sqrt{M}\gamma)\mathcal{N}(\gamma; 0, I)\,d\gamma \approx \frac{1}{2n} \sum_{i=1}^{2n} l(\chi^{(i)}). \] (6)

Combining Eq. (6) with Eq. (4), the following equation holds

\[ \int_{\mathbb{R}^n} l(\varepsilon)\mathcal{N}(\varepsilon; \hat{\varepsilon}, M)\,d\varepsilon \approx \frac{1}{2n} \sum_{i=1}^{2n} l(\chi^{(i)}). \] (7)

3 Main results

3.1 Fractional-order cubature Kalman filter with IVC

by using augmented vector method

Consider the following nonlinear continuous-time FOS as

\[ C_0 D_0^\alpha \varepsilon(t) = \varphi(\varepsilon(t), u(t)) + Gw(t), \] (8)

\[ \eta(t) = y(\varepsilon(t)) + v(t), \] (9)

where \( \varphi(\varepsilon(t), u(t)) \) and \( y(\varepsilon(t)) \) represent the nonlinear functions, \( \alpha \in (0, 1) \) is fractional-order, \( \varepsilon(t) \in \mathbb{R}^n \), \( u(t) \in \mathbb{R}^p \) and \( \eta(t) \in \mathbb{R}^q \) represent the state vector, the input and the measurement output, respectively. \( w(t) \in \mathbb{R}^n \) and \( v(t) \in \mathbb{R}^q \) are process and measurement noises, and satisfy \( E[w(r)] = 0 \), \( E[v(r)] = 0 \), \( E[w(r)w^T(s)] = Q\delta(r-s) \) and \( E[v(r)v^T(s)] = R\delta(r-s) \), with \( E[w(r)v^T(s)] = 0 \), \( w(r) \) and \( v(r) \) are the sampling values at \( t = rT \) with the sampling period \( T \), \( E[\cdot] \) returns the mathematical expectation. \( \xi(r-s) \) fulfills \( \xi(r-s) = 0 \) for \( r \neq s \) and \( \xi(r-s) = 1 \) for \( r = s \). \( \varepsilon(r), u(r) \) and \( \eta(r) \) are denoted as the sampling values of \( \varepsilon(t), u(t) \) and \( \eta(t) \) at \( t = rT \), and \( 0 \) is a zero vector or a zero matrix with the appropriate dimension.

Combining Eqs. (3) with (8), we obtain

\[ \frac{1}{T^\alpha} \sum_{m=0}^{r} (-1)^m b_m^\alpha \varepsilon(r-m) - \frac{A(r)}{T^\alpha} \varepsilon(0) = \varphi(\varepsilon(r-1), u(r-1)) + Gw(r-1). \]

It follows that

\[ \varepsilon(r) = \sum_{m=1}^{r} B_m \varepsilon(r-m) \]

\[ + T^\alpha \varphi(\varepsilon(r-1), u(r-1)) \]

\[ + T^\alpha Gw(r-1) + A(r)\varepsilon(0), \] (10)

where \( B_m = (-1)^{m+1} b_m^\alpha \).

The vector \( \tilde{\varepsilon}(r) \) defined as the initial state \( \varepsilon(0) \) at the \( r \)th iteration satisfies

\[ \tilde{\varepsilon}(r) = \tilde{\varepsilon}(r-1) + \tilde{w}(r-1), \] (11)

where \( \tilde{w}(r) \) represents the white Gaussian noise and satisfies \( E[\tilde{w}(r)] = 0 \), \( E[\tilde{w}(r)\tilde{w}^T(s)] = Q_1\delta(r-s) \), \( Q_1 \) is a positive definite matrix with a very small norm.

In order to reduce the influence of initial value on a FOS, we define the augmented vector \( \zeta(r) = [\varepsilon^T(r), \tilde{\varepsilon}^T(r)]^T \), the augmented noise \( \tilde{w}(r) = [w^T(r), \tilde{w}^T(r)]^T \) with \( E[\tilde{w}(r)\tilde{w}^T(r)] = Q_2 = \begin{bmatrix} 0 & 0 \\ 0 & Q_1 \end{bmatrix} \) and \( E[\tilde{w}(r)v^T(s)] = 0 \).

Based on Eqs. (10) and (11), the corresponding augmented equation is given as follows

\[ \zeta(r) = \tilde{\varphi}(\zeta(r-1), u(r-1)) + \sum_{m=1}^{r} \tilde{B}_m(\zeta(r-m)) \]

\[ + G_\alpha \tilde{w}(r-1), \] (12)

where the nonlinear function \( \tilde{\varphi}(\zeta(r-1), u(r-1)) = \begin{bmatrix} T^\alpha \varphi(\varepsilon(r-1), u(r-1)) \\ 0 \end{bmatrix} \), \( \tilde{B}_m(\zeta(r-m)) = \begin{bmatrix} B_1 & A(r)I \\ 0 & I \end{bmatrix} \), \( m = 1 \), \( G_\alpha = \begin{bmatrix} T^\alpha G & 0 \\ 0 & I \end{bmatrix} \) and \( I \) is an identity matrix with the appropriate dimension.

A CKF algorithm with the IVC is proposed to achieve more accuracy estimation effect of nonlinear FOS (8). The prediction and estimation of \( \zeta(r) \) are defined as \( \hat{\zeta}(r|r-1) = E[\zeta(r)|\lambda(r-1)] \) and \( \hat{\zeta}(r|r) = E[\zeta(r)|\lambda(r)] \), where \( \lambda(r) \) covers \( \eta(0), \eta(1), \ldots, \eta(r) \), \( u(0), u(1), \ldots, u(r) \).

Assuming \( E[\zeta(r-m)|\lambda(r-1)] \cong E[\zeta(r-m)|\lambda(r-m)] \), the prediction \( \hat{\zeta}(r|r-1) \) is obtained on the basis of difference Eq. (12) as follows
\[
\hat{\zeta}(r| r-1) = E[\psi(\zeta(r-1), u(r-1)) + \sum_{m=1}^{r} B_m(r)\zeta(r-m) + G_\alpha\varpi(r-1)|\lambda(r-1)] = E[\psi(\zeta(r-1), u(r-1))|\lambda(r-1)] + \sum_{m=1}^{r} B_m(r)\hat{\zeta}(r-m|r-m).
\]  

(13)

The probability density \( p(\zeta(r-1)|\lambda(r-1)) \) is supposed to satisfy the Gaussian distribution, that is

\[
p(\zeta(r-1)|\lambda(r-1)) = \mathcal{N}(\zeta(r-1), \hat{\zeta}(r-1|r-1), M(r-1|r-1)).
\]

Therefore, the prediction \( \hat{\zeta}(r| r-1) \) is derived by

\[
\hat{\zeta}(r| r-1) = \int_{\mathbb{R}^n} \psi(\zeta(r-1), u(r-1))\mathcal{N}(\zeta(r-1); \hat{\zeta}(r-1|r-1), M(r-1|r-1))d\zeta(r-1) + \sum_{m=1}^{r} B_m(r)\hat{\zeta}(r-m|r-m).
\]

The nonlinear function \( \hat{\mathcal{Y}}(\hat{\zeta}(r-1|r-1), u(r-1)) \) is defined as

\[
\hat{\mathcal{Y}}(\hat{\zeta}(r-1|r-1), u(r-1)) = \int_{\mathbb{R}^n} \psi(\zeta(r-1), u(r-1))\mathcal{N}(\zeta(r-1); \hat{\zeta}(r-1|r-1), M(r-1|r-1))d\zeta(r-1).
\]

For \( i \neq m \), the condition \( E[(\hat{\zeta}(r-i| r-i) - \zeta(r-i))\zeta(r-m|r-m) - \zeta(r-m)] = 0 \) is assumed in [38], and the prediction error matrix \( M(r| r-1) \) is defined as

\[
M(r| r-1) = E[(\zeta(r) - \hat{\zeta}(r| r-1)) (\zeta(r) - \hat{\zeta}(r| r-1))^T].
\]

Then, the prediction error matrix \( P(r| r-1) \) is derived as follows

\[
P(r| r-1) = E[(\psi(\zeta(r-1), u(r-1)) - \hat{\mathcal{Y}}(\hat{\zeta}(r-1|r-1), u(r-1)) + \sum_{m=1}^{r} B_m(r)(\zeta(r-m) - \hat{\zeta}(r-m|r-m)) + G_\alpha\varpi(r-1) - \hat{\mathcal{Y}}(\hat{\zeta}(r-1|r-1), u(r-1)) + \sum_{m=1}^{r} B_m(r)(\zeta(r-m) - \hat{\zeta}(r-m|r-m)) + G_\alpha\varpi(r-1))^T] = \int_{\mathbb{R}^n} h(r-1|r-1)h^T(r-1|r-1) \times \mathcal{N}(\zeta(r-1); \hat{\zeta}(r-1|r-1), M(r-1|r-1)d\zeta(r-1) + \sum_{m=1}^{r} B_m(r)(M(r-m|r-m) - B_m(r)^T) + G_\alpha QG_\alpha^T.
\]

where \( h(r-1|r-1) = \psi(\zeta(r-1), u(r-1)) - \hat{\mathcal{Y}}(\hat{\zeta}(r-1|r-1), u(r-1)) \).

The probability density of \( \zeta(r) \) is supposed to satisfy the Gaussian distribution. Based on the prediction \( \hat{\zeta}(r| r-1) \) and the prediction error matrix \( M(r| r-1) \), hence

\[
\hat{\eta}(r| r-1) = \int_{\mathbb{R}^n} y(\zeta(r))\mathcal{N}(\zeta(r); \hat{\zeta}(r| r-1), M(r| r-1))d\zeta(r)
\]

holds.

Thus, the Kalman gain matrix \( K(r) \) is represented as follows

\[
K(r) = P(r)Z^{-1}(r),
\]

where

\[
P(r) = \int_{\mathbb{R}^n} (\zeta(r) - \hat{\zeta}(r| r-1))(y(\zeta(r)) - \hat{\eta}(r| r-1))^T \times \mathcal{N}(\zeta(r); \hat{\zeta}(r| r-1), M(r| r-1))d\zeta(r),
\]

\[
Z(r) = \int_{\mathbb{R}^n} (y(\zeta(r)) - \hat{\eta}(r| r-1))(y(\zeta(r)) - \hat{\eta}(r| r-1))^T \times \mathcal{N}(\zeta(r); \hat{\zeta}(r| r-1), M(r| r-1))d\zeta(r) + R.
\]

The updating formulas for \( \hat{\zeta}(r| r) \) and \( M(r| r) \) are shown, respectively, as follows

\[
\hat{\zeta}(r| r) = \hat{\zeta}(r| r-1) + K(r)(\eta(r) - \hat{\eta}(r| r-1)),
\]

\[
M(r| r) = M(r| r-1) - K(r)Z(r)K^T(r).
\]

Based on the approximate method for numerical integration (7), the cubature points are defined by

\[
\chi^{(i)}(r-1|r-1) = \hat{\zeta}(r-1|r-1) + \sqrt{M(r-1|r-1)}\gamma^{(i)},
\]

where \( \gamma^{(i)} \) is given in Eq. (5). Therefore, the prediction and the prediction error matrix are presented as follows, respectively.
\[ \hat{\zeta}(r| r-1) \approx \frac{1}{2n} \sum_{i=1}^{2n} \varphi(\chi^{(i)}(r-1|r-1), u(r-1)) \]

\[ + \sum_{m=1}^{r} \overline{B}_m(r) \hat{\zeta}(r-m|r-m), \quad (18) \]

\[ M(r| r-1) \]

\[ \approx \frac{1}{2n} \sum_{i=1}^{2n} \varphi(\chi^{(i)}(r-1|r-1), u(r-1)) \]

\[ \times \varphi^T(\chi^{(i)}(r-1|r-1), u(r-1)) \]

\[ - \left[ \frac{1}{2n} \sum_{i=1}^{2n} \varphi(\chi^{(i)}(r-1|r-1), u(r-1)) \right]^T \]

\[ \times \left[ \frac{1}{2n} \sum_{i=1}^{2n} \varphi(\chi^{(i)}(r-1|r-1), u(r-1)) \right] \]

\[ + \sum_{m=1}^{r} \overline{B}_m(r) M(r-m|r-m) \overline{B}_m^T(r) \]

\[ + G_a Q_2 G_a^T. \quad (19) \]

Similarly, we define \( \chi^{(i)}(r| r-1) = \hat{\zeta}(r| r-1) + \sqrt{M(r| r-1)} y^{(i)}. \)

(20)

Hence, \( \hat{\eta}(r| r-1), P(r) \) and \( Z(r) \) are approximately expressed by

\[ \hat{\eta}(r| r-1) \approx \frac{1}{2n} \sum_{i=1}^{2n} y(\chi^{(i)}(r| r-1)), \quad (21) \]

\[ P(r) \approx \frac{1}{2n} \sum_{i=1}^{2n} \chi^{(i)}(r| r-1) y^T(\chi^{(i)}(r| r-1)) \]

\[ - \hat{\zeta}(r| r-1) \times \left[ \frac{1}{2n} \sum_{i=1}^{2n} y(\chi^{(i)}(r| r-1)) \right]^T \]

(22)

and

\[ Z(r) \approx \frac{1}{2n} \sum_{i=1}^{2n} y(\chi^{(i)}(r| r-1)) y^T(\chi^{(i)}(r| r-1)) \]

\[ - \left[ \frac{1}{2n} \sum_{i=1}^{2n} y(\chi^{(i)}(r| r-1)) \right]^T \]

\[ \times \left[ \frac{1}{2n} \sum_{i=1}^{2n} y(\chi^{(i)}(r| r-1)) \right] + R. \quad (23) \]

**Algorithm 1** The FOCKF with the IVC for nonlinear FOS (8) with measurement (9) is implemented by the following steps.

Prediction:

Step 1. Compute the cubature points \( \chi^{(i)}(r-1|r-1) \) for \( i = 1, 2, \ldots, 2n \).

Step 2. Calculate approximations (18) and (19) for \( \hat{\zeta}(r| r-1) \) and \( M(r| r-1) \).

Step 3. Compute the cubature points \( \chi^{(i)}(r| r-1) \) for \( i = 1, 2, \ldots, 2n \).

Updating:

Step 4. Substitute these cubature points \( \chi^{(i)}(r| r-1) \) into \( \eta(r) \) to gain \( \hat{\eta}(r| r-1) \) by (21).

Step 5. Use \( \hat{\eta}(r| r-1) \) and \( \chi(r| r-1) \) to achieve \( K(r) \) by \( P(r) \) and \( Z(r) \) based on (22) and (23).

Step 6. Compute \( \hat{\zeta}(r| r) \) and \( M(r| r) \) by (15) and (16).

**Remark 1** Because the storage capacity is limited, we select a suitable truncation \( L \) in the practical engineering. Therefore, \( \hat{\zeta}(r| r-1) \) and \( M(r| r-1) \) with a truncation \( L \) are modified by

\[ \hat{\zeta}(r| r-1) \approx \frac{1}{2n} \sum_{i=1}^{2n} \varphi(\chi^{(i)}(r-1|r-1), u(r-1)) \]

\[ + \sum_{m=1}^{L} \overline{B}_m(r) \hat{\zeta}(r-m|r-m) \]

and

\[ M(r| r-1) \]

\[ \approx \frac{1}{2n} \sum_{i=1}^{2n} \varphi(\chi^{(i)}(r-1|r-1), u(r-1)) \]

\[ \times \varphi^T(\chi^{(i)}(r-1|r-1), u(r-1)) \]

\[ - \left[ \frac{1}{2n} \sum_{i=1}^{2n} \varphi(\chi^{(i)}(r-1|r-1), u(r-1)) \right]^T \]

\[ \times \left[ \frac{1}{2n} \sum_{i=1}^{2n} \varphi(\chi^{(i)}(r-1|r-1), u(r-1)) \right] \]

\[ + \sum_{m=1}^{L} \overline{B}_m(r) M(r-m|r-m) \overline{B}_m^T(r) \]

\[ + G_a Q_2 G_a^T. \]

3.2 Hybrid extended-cubature Kalman filter to weaken impact of initial value

The advantages of EKF algorithm and CKF algorithm are concerned to weaken the influence of initial value in this subsection. Based on the definition of Caputo derivative, the following equation for \( \alpha \in (0, 1) \) is taken as

\[ _{D_0}^\alpha D_t^\alpha e(t) = _{D_0}^R D_t^{(1-\alpha)} e(t). \quad (24) \]
Therefore, it follows that
\[ \varepsilon^{(1)}(t) = \left. \frac{\partial}{\partial \varepsilon(t)} \left( \varepsilon(t), u(t) \right) \right|_{t = \varepsilon(r-m|r-m)}, \]  
(25)

Using the G–L difference to discretize Eq. (25) at \( t = rt \), the following equation is gained as
\[ \varepsilon(r) - \varepsilon(r-1) \]
\[ = \frac{1}{r^{1-\alpha}} \sum_{m=0}^{r-1} (-1)^{m} b_{m}^{1-\alpha} \phi(\varepsilon(r-m), u(r-m)) \]
\[ + \frac{1}{r^{1-\alpha}} \sum_{m=0}^{r-1} (-1)^{m} b_{m}^{1-\alpha} G w(r-m), \]
(26)

where the absolute value of the coefficient for \( Gw(r-m) \) is related to \( b_{m}^{1-\alpha} \). It is difficult to design fractional-order Kalman filter since the noise term is related to historical information, hence the noise term needs to be simplified. The coefficient \( b_{m}^{1-\alpha} \) decreases rapidly with the increases of \( m \), while \( b_{m}^{1-\alpha} \) tends to zero if \( m \) becomes very large. We retain the two terms \( w(r) \) and \( w(r-1) \), then Eq. (26) is approximated by
\[ \varepsilon(r) = T^{\alpha} \sum_{m=0}^{r} (-1)^{m} b_{m}^{1-\alpha} \phi(\varepsilon(r-m), u(r-m)) \]
\[ + T^{\alpha} \sum_{m=0}^{r} (-1)^{m} b_{m}^{1-\alpha} G w(r-m) + \varepsilon(r-1) \]
\[ = T^{\alpha} \phi(\varepsilon(r), u(r)) + T^{\alpha}(\alpha-1) \phi(\varepsilon(r-1), u(r-1)) \]
\[ + b_{m}^{1-\alpha} \phi(\varepsilon(r-m), u(r-m)) \]
\[ + T^{\alpha} G w(r) + T^{\alpha}(\alpha-1) G w(r-1). \]
(27)

The estimation of \( \varepsilon(r) \) is denoted by \( \hat{\varepsilon}(r|\varepsilon) \) = \( E[\varepsilon(r)|\lambda(r)] \), where \( \lambda(r) \) covers \( \eta(0), \eta(1), \ldots, \eta(r), u(0), \ldots, u(r), \) hence the first-order Taylor expansion of the nonlinear function \( \phi(\varepsilon(r), u(r)) \) at \( \varepsilon(r) = \varepsilon(r-1|r-1) \) is given as follows
\[ \phi(\varepsilon(r), u(r)) \approx \phi(\varepsilon(r-1|r-1), u(r)) + C(r-1)(\varepsilon(r) - \varepsilon(r-1|r-1)), \]
(28)

where \( C(r-1) = \frac{\partial \phi(\varepsilon(u(r)))}{\partial \varepsilon} \big|_{\varepsilon=r-1|r-1}. \)

For \( m \geq 2 \), the first-order Taylor expansion of the nonlinear function \( \phi(\varepsilon(r-m), u(r-m)) \) at \( \varepsilon(r-m) = \hat{\varepsilon}(r-m|r-m) \) is represented by
\[ \phi(\varepsilon(r-m), u(r-m)) \]
\[ \approx \phi(\hat{\varepsilon}(r-m|r-m), u(r-m)) + N(r-m) \phi(\varepsilon(r-m) - \hat{\varepsilon}(r-m|r-m)), \]
(29)

where \( N(r-m) = \frac{\partial \phi(\varepsilon(u(r-m)))}{\partial \varepsilon} \big|_{\varepsilon=r-1|r-1}. \)

The initial values \( C(-2) \) and \( C(-1) \) are expressed by
\[ C(-2) = C(-1) = \frac{\partial \phi(\varepsilon(u(0)))}{\partial \varepsilon} \big|_{\varepsilon=0}. \]

Substituting Eqs. (28) and (29) into Eq. (27), then the following equation holds
\[ \varepsilon(r) = T^{\alpha} \phi(\hat{\varepsilon}(r-1|r-1), u(r)) \]
\[ + T^{\alpha} C(r-1)(\varepsilon(r) - \hat{\varepsilon}(r-1|r-1)) \]
\[ + T^{\alpha}(\alpha-1) \phi(\varepsilon(r-1), u(r-1)) \]
\[ + \varepsilon(r-1) + T^{\alpha} \sum_{m=2}^{r} (-1)^{m} b_{m}^{1-\alpha} \]
\[ \times \phi(\hat{\varepsilon}(r-m|r-m), u(r-m)) \]
\[ + T^{\alpha} \sum_{m=2}^{r} (-1)^{m} b_{m}^{1-\alpha} N(r-m) \]
\[ \times (\varepsilon(r-m) - \hat{\varepsilon}(r-m|r-m)) + T^{\alpha} G w(r) \]
\[ + T^{\alpha}(\alpha-1) G w(r-1). \]

It follows that
\[ \varepsilon(r) = D(\varepsilon(r-1), u(r)) \]
\[ + \tilde{C}(r-1) \hat{\varepsilon}(r-1|r-1) \]
\[ + \Omega(\varepsilon(r-1), u(r-1)) \]
\[ + \sum_{m=2}^{r} D(r)(-1)^{m} b_{m}^{1-\alpha} \]
\[ \times \hat{\varepsilon}(r-m|r-m), u(r-m)) \]
\[ + \sum_{m=2}^{r} \mathcal{L}_{m}(r)(\varepsilon(r-m) - \hat{\varepsilon}(r-m|r-m)) \]
\[ + D(r) G w(r) \]
\[ + J(r) G w(r-1), \]
(30)

where \( D(r) = L(r) T^{\alpha}, \tilde{C}(r-1) = -D(r) C(r-1), \) the nonlinear function \( \Omega(\varepsilon(r-1), u(r-1)) = J(r) \phi(\varepsilon(r-1), u(r-1)) + L(r) \phi(\varepsilon(r-1), u(r-1)), \mathcal{L}_{m}(r) = D(r)(-1)^{m} b_{m}^{1-\alpha} N(r-m), J(r) = D(r)(\alpha-1) \) and 
\[ L(r) = (I - T^{\alpha} C(r-1))^{-1}. \]

Therefore, \( L(0) \) and \( L(-1) \) can be represented by \( L(0) = (I - C(-1))^{-1} \) and \( L(-1) = (I - C(-2))^{-1}. \)

In terms of Eq. (30) and the assumption in Eq. (13), we obtain
\[ \hat{\varepsilon}(r|\varepsilon) = D(\varepsilon(r-1), u(r)) \]
\[ + \tilde{C}(r-1) \hat{\varepsilon}(r-1|r-1) \]
\[ + \Omega(\varepsilon(r-1), u(r-1)) \]
\[ + \sum_{m=2}^{r} D(r)(-1)^{m} b_{m}^{1-\alpha} \]
\[ \times \hat{\varepsilon}(r-m|r-m), u(r-m)) \]
\[ + \sum_{m=2}^{r} \mathcal{L}_{m}(r)(\varepsilon(r-m) - \hat{\varepsilon}(r-m|r-m)) \]
\[ + D(r) G w(r) \]
\[ + J(r) G w(r-1), \]
\[
+ \sum_{m=2}^{r} \mathcal{L}_m(r)(\varepsilon(r - m)
- \hat{\varepsilon}(r - m|r - m)) + D(r)Gw(r)
+ J(r)Gw(r - 1)\lambda(r - 1)).
\]

Similarly, supposing that the probability density function \(p(\varepsilon(r - 1)\lambda(r - 1))\) for the \((r - 1)\)th iteration satisfies the Gaussian distribution, \(p(\varepsilon(r - 1)|\lambda(r - 1)) = \mathcal{N}(\varepsilon(r - 1); \hat{\varepsilon}(r - 1|r - 1), M(r - 1|r - 1))\) holds. Assuming \(w(r)\) is the white Gaussian noise, the prediction \(\hat{\varepsilon}(r|1)\) is rewritten by

\[
\hat{\varepsilon}(r|1) = \int_{\mathbb{R}^a} \mathcal{D}(\varepsilon(r - 1), u(r - 1), \mathcal{N}(\varepsilon(r - 1);
- \hat{\varepsilon}(r - 1|1), M(r - 1|1))de(r - 1),
M(r - 1|1))de(r - 1).
\]

Supposing \(\hat{\varepsilon}(r|r) = \hat{\varepsilon}(r|r - 1) + K(r)(\eta(r) - y(\hat{\varepsilon}(r|r - 1)))\), where \(K(r)\) is the Kalman gain matrix. The first-order Taylor expansion of the nonlinear function \(y(\varepsilon(r))\) in (9) at \(\varepsilon(r) = \hat{\varepsilon}(r|1)\) is represented by

\[
y(\varepsilon(r)) \approx y(\hat{\varepsilon}(r|1)) + Y(r)(\varepsilon(r) - \hat{\varepsilon}(r|1)),
\]

where \(Y(r) = -\frac{\partial y(\varepsilon(r))}{\partial \varepsilon(r)}|_{\varepsilon(\hat{\varepsilon}(r|1))}\).

Hence, the estimation error \(\varepsilon(r) - \hat{\varepsilon}(r|r)\) is expressed by

\[
\varepsilon(r) - \hat{\varepsilon}(r|r) = \varepsilon(r) - \hat{\varepsilon}(r|1) - K(r)(\eta(r) - y(\hat{\varepsilon}(r|1)))
\approx [I - K(r)Y(r)][\mathcal{D}(\varepsilon(r - 1), u(r - 1)) - \hat{\mathcal{D}}(\hat{\varepsilon}(r - 1|1), u(r - 1)) - \hat{\mathcal{D}}(\hat{\varepsilon}(r - 1|1), u(r - 1)) + \sum_{m=2}^{r} \mathcal{L}_m(r)(\varepsilon(r - m) + D(r)Gw(r)
+ J(r)Gw(r - 1)) - K(r)v(r).
\]

Supposing that the conditions \(\hat{\varepsilon}(r - m|r - m) \approx \varepsilon(r - m)\) for \(m \geq 2\) and \(\mathcal{D}(\hat{\varepsilon}(r - 1|1), u(r - 1)) \approx \mathcal{D}(\varepsilon(r - 1), u(r - 1))\), we have

\[
\varepsilon(r) - \hat{\varepsilon}(r|r) \approx (I - K(r)Y(r))(D(r)Gw(r)
+ J(r)Gw(r - 1)) - K(r)v(r).
\]

(31)

For \(i \neq m\), the following equation holds

\[
E\left[\left(\sum_{i=2}^{r} \mathcal{L}_i(r)(\varepsilon(r - i) - \hat{\varepsilon}(r - i|r - i))\right) \times \left(\sum_{m=2}^{r} \mathcal{L}_m(r)(\varepsilon(r - m) - \hat{\varepsilon}(r - m|r - m))\right)^T\right]
\approx E\left[\left(\sum_{i=2}^{r} \mathcal{L}_i(r)(I - K(r - i)Y(r - i)) \times (D(r - i)Gw(r - i) + J(r - i)Gw(r - i - 1)) - K(r - i)v(r - i))\right) \times (I - K(r - m)Y(r - m)) \times (D(r - m)Gw(r - m) + J(r - m)Gw(r - m - 1)) - K(r - m)v(r - m))\right)^T\left(\sum_{m=2}^{r} \mathcal{L}_m(r)\right)
\approx \sum_{m=2}^{r} \sum_{i=2}^{r} \mathcal{L}_m(r)J(r - m)GQG^TD^T(r - m - 1)\mathcal{L}_m^T(r) + \sum_{m=2}^{r} \sum_{i=2}^{r} \mathcal{L}_m(r)J(r - m)GQG^TD^T(r - m)\mathcal{L}^T_{m+1}(r),
\]

where \(\mathcal{L}_m(r) = \mathcal{L}_m(r)(I - K(r - m)Y(r - m))\).

In terms of Eq. (31), we gain

\[
E\left[\left(\sum_{i=2}^{r} \mathcal{L}_i(r)(\varepsilon(r - i) - \hat{\varepsilon}(r - i|r - i))\right) \times (D(r)Gw(r) + J(r)Gw(r - 1))^T\right] = 0.
\]

For \(i = m\), we gain

\[
E\left[\left(\sum_{m=2}^{r} \mathcal{L}_m(r)(\varepsilon(r - m) - \hat{\varepsilon}(r - m|r - m))\right) \times (\sum_{m=2}^{r} \mathcal{L}_m(r)(\varepsilon(r - m) - \hat{\varepsilon}(r - m|r - m)))^T\right]
\approx \sum_{m=2}^{r} \sum_{i=2}^{r} \mathcal{L}_m(r)M(r - m|r - m)\mathcal{L}_m^T(r)
\]

and

\[
E[(D(r)Gw(r) + J(r)Gw(r - 1)) \times (D(r)Gw(r) + J(r)Gw(r - 1))^T] = E[(D(r)Gw(r) + J(r)Gw(r - 1)) \times (D(r)Gw(r) + J(r)Gw(r - 1))^T] = (D(r)GQG^TD^T(r) + J(r)GQG^TJ^T(r).
Meanwhile, we also obtain
\[
E[(\Omega(\varepsilon(r-1), u(r-1)) - \hat{\Omega}(\hat{\varepsilon}(r-1)|r-1), u(r-1)))(\Omega(\varepsilon(r-1), u(r-1)) - \hat{\Omega}(\hat{\varepsilon}(r-1)|r-1), u(r-1))] = \int_{\mathbb{R}^n} \Omega(\varepsilon(r-1), u(r-1))\Omega^T(\varepsilon(r-1), u(r-1)) \, d\varepsilon(r-1) - \hat{\Omega}(\hat{\varepsilon}(r-1)|r-1), u(r-1)) \times \hat{\Omega}^T(\hat{\varepsilon}(r-1)|r-1), u(r-1)).
\]

The first-order Taylor expansion of the nonlinear function \( \Omega(\varepsilon(r-1), u(r-1)) \) at \( \varepsilon(r-1) = \hat{\varepsilon}(r-1)|r-1) \) is given as follows
\[
\Omega(\varepsilon(r-1), u(r-1)) \approx \Omega(\hat{\varepsilon}(r-1)|r-1), u(r-1)) + F(r-1)(\varepsilon(r-1) - \hat{\varepsilon}(r-1)|r-1)) + \Omega(\varepsilon(r-1), u(r-1)) - \hat{\Omega}(\hat{\varepsilon}(r-1)|r-1), u(r-1)) \times \hat{\Omega}^T(\hat{\varepsilon}(r-1)|r-1), u(r-1)).
\]

Assuming \( \Omega(\hat{\varepsilon}(r-1)|r-1), u(r-1)) \approx \hat{\Omega}(\hat{\varepsilon}(r-1)|r-1), u(r-1)) \) for \( i \neq m \), we obtain
\[
E[(\Omega(\varepsilon(r-1), u(r-1)) - \hat{\Omega}(\hat{\varepsilon}(r-1)|r-1), u(r-1))) \times (D(r)GW(r) + J(r)GW(r-1)) = E[(\Omega(\varepsilon(r-1), u(r-1)) + F(r-1)(\varepsilon(r-1) - \hat{\varepsilon}(r-1)|r-1)) + \Omega(\varepsilon(r-1), u(r-1)) - \hat{\Omega}(\hat{\varepsilon}(r-1)|r-1), u(r-1)) \times \hat{\Omega}^T(\hat{\varepsilon}(r-1)|r-1), u(r-1)),
\]

and
\[
E[(\Omega(\varepsilon(r-1), u(r-1)) - \hat{\Omega}(\hat{\varepsilon}(r-1)|r-1), u(r-1))] \times (\sum_{m=2}^{r} \mathcal{L}_m(r)(\varepsilon(r-m) - \hat{\varepsilon}(r-m)|r-m)),
\]

where
\[
\begin{align*}
H(r-1) &= F(r-1)(I - K(r-1)Y(r-1)) \\
&\times (D(r)GW(r) + J(r)GW(r-1)) \times \hat{\Omega}^T(\hat{\varepsilon}(r-1)|r-1), u(r-1)) \times (\sum_{m=2}^{r} \mathcal{L}_m(r)(\varepsilon(r-m) - \hat{\varepsilon}(r-m)|r-m))
\end{align*}
\]

Similar to Eqs. (15) and (16), the updated formulas for \( \hat{\varepsilon}(r|r) \) and \( M(r|r) \) are showed by
\[
\hat{\varepsilon}(r|r) = \hat{\varepsilon}(r-1) + K(r)\eta(r)|r-1)
\]

and
\[
M(r|r) = M(r-1) - K(r)Z(r)K^T(r).
\]
Being similar to the cubature points in (17) and (20), we define the cubature points as follows
\[
\chi^{(i)}(r-1|r-1) = \hat{\epsilon}(r-1|r-1) + \sqrt{M(r-1|r-1)} y^{(i)}
\]
and
\[
\chi^{(i)}(r|r-1) = \hat{\epsilon}(r|r-1) + \sqrt{M(r|r-1)} y^{(i)}.
\]

Then, the prediction \(\hat{\epsilon}(r|r-1)\), the prediction error matrix \(M(r|r-1)\), \(\hat{\eta}(r|r-1)\), \(P(r)\) and \(Z(r)\) are approximately represented by
\[
\hat{\epsilon}(r|r-1) \approx \sum_{m=2}^{r} D(r)(-1)^{m} b_{m}^{1-\alpha} \times \varphi(\hat{\epsilon}(r-m|r-m), u(r-m)),
\]
(34)
\[
M(r|r-1) = \sum_{m=1}^{2n} \Omega^{T}(\chi^{(i)}(r-1|r-1), u(r-1)) \\
\times \Omega(\chi^{(i)}(r-1|r-1), u(r-1)) \\
- \left[ \sum_{m=1}^{2n} \Omega^{T}(\chi^{(i)}(r-1|r-1), u(r-1)) \right]^{T} \\
+ \sum_{m=2}^{r} \mathcal{L}_{m}(r) M(r-m|r-m) \mathcal{L}_{m}^{T}(r) \\
+ D(r) G Q G^{T} D^{T}(r) + J(r) G Q G^{T} J^{T}(r) \\
+ \sum_{m=2}^{r-1} \tilde{\mathcal{L}}_{m}(r) \\
\times J(r-m) G Q G^{T} D^{T}(r-m-1) \tilde{\mathcal{L}}_{m+1}^{T}(r) \\
+ \sum_{m=2}^{r-1} \tilde{\mathcal{L}}_{m+1}(r) \\
\times D(r-m-1) G Q G^{T} J^{T}(r-m) \tilde{\mathcal{L}}_{m}(r) \\
+ H(r-1) D(r-1) G Q G^{T} J^{T}(r) \\
+ J(r) G Q G^{T} D^{T}(r-1) H^{T}(r-1) \\
+ H(r-1) J(r-1) G Q G^{T} D^{T}(r-2) \tilde{\mathcal{L}}_{2}^{T}(r) \\
+ \tilde{\mathcal{L}}_{2}(r) D(r-2) G Q G^{T} J^{T}(r-1) H^{T}(r-1),
\]
(35)
\[
\hat{\eta}(r|r-1) \approx \frac{1}{2n} \sum_{i=1}^{2n} y(\chi^{(i)}(r|r-1)),
\]
(36)
\[
P(r) = \frac{1}{2n} \sum_{i=1}^{2n} \chi^{(i)}(r|r-1) y^{T}(\chi^{(i)}(r|r-1)) \\
- \hat{\epsilon}(r|r-1) \times \left[ \frac{1}{2n} \sum_{i=1}^{2n} y(\chi^{(i)}(r|r-1)) \right]^{T}
\]
(37)
\[
Z(r) = \frac{1}{2n} \sum_{i=1}^{2n} y(\chi^{(i)}(r|r-1)) y^{T}(\chi^{(i)}(r|r-1)) \\
- \left[ \frac{1}{2n} \sum_{i=1}^{2n} y(\chi^{(i)}(r|r-1)) \right]^{T} \times \left[ \frac{1}{2n} \sum_{i=1}^{2n} y(\chi^{(i)}(r|r-1)) \right]^{T} + R.
\]

Algorithm 2 The FOCKF for nonlinear FOS (8) with measurement (9) is implemented by the following steps.

Prediction:

Step 1. Calculate the cubature points \(\chi^{(i)}(r-1|r-1)\) for \(i = 1, 2, \ldots, 2n\).

Step 2. Compute approximations (34) and (35) for \(\hat{\epsilon}(r|r-1)\) and \(M(r|r-1)\).

Step 3. Construct the cubature points \(\chi^{(i)}(r|r-1)\) for \(i = 1, 2, \ldots, 2n\).

Updating:

Step 4. Replace \(\chi^{(i)}(r|r-1)\) into \(\eta(r)\) to gain the approximation \(\hat{\eta}(r|r-1)\) by (36).

Step 5. Utilize \(\eta(r|r-1)\) and \(\hat{\epsilon}(r|r-1)\) to achieve \(K(r)\) by \(P(r)\) and \(Z(r)\) based on (37) and (38).

Step 6. Compute \(\hat{\epsilon}(r|r)\) and \(M(r|r)\) by (32) and (33).

Remark 2 Because the storage capacity is limited, we select a suitable truncation \(L\) in the practical engineering. Therefore, \(\hat{\epsilon}(r|R)\) and \(M(r|R)\) with a truncation \(L\) are modified by
\[
\hat{\epsilon}(r|R) \approx \frac{1}{2n} \sum_{i=1}^{2n} \Omega^{T}(\chi^{(i)}(r-1|r-1), u(r-1)) \\
+ D(r) \varphi(\hat{\epsilon}(r-1|r-1), u(r)) \\
+ \tilde{\mathcal{C}}(r-1) \hat{\epsilon}(r-1|r-1) \\
+ \sum_{m=2}^{L} D(r)(-1)^{m} b_{m}^{1-\alpha}
\]
(35)
4 Numerical examples

Example 1 is given to study the state estimation for nonlinear FOS (39) and verify the validity of the proposed Algorithm 1 based on the CKF. Meanwhile, the calculation time is compared with Algorithm 1 based on the CKF in [32]. Example 2 is used to investigate the state estimation for nonlinear FOS (40) and check the validity of the proposed Algorithm 2 based on the HECKF. Moreover, the calculation time for state estimation is compared with Algorithm 1 based on the CKF in [32].

Example 1 Considering the following nonlinear FOS

\[
\begin{cases}
C D^2_t \varepsilon_1(t) = \varepsilon_2(t) + u_1(t) + u_1(t) \\
0 D^2_t \varepsilon_2(t) = -2\varepsilon_1(t) - 2\varepsilon_2(t) + 0.5\sin(\varepsilon_2(t))\varepsilon_1(t) + w_2(t) + u_2(t)
\end{cases}
\]  

(39)

where \( u_1(t) = 4\sin(0.9t) \), \( u_2(t) = 5\sin(0.9t + \pi/3) \), and \( \eta(t) = \cos(\varepsilon_1(t)) + \varepsilon_2(t) + v(t) \).

The sampling period \( T \) is 0.1 s, and the running time is 40 s. The initial value \( \varepsilon(0) \) in FOS (39) is set as \( \varepsilon(0) = [3, -3]^T \). The process noise \( w(r) = [w_1(r), w_2(r)]^T \) and measurement noise \( v(r) \) are uncorrelated white Gaussian noises and satisfy \( E[w(r)] = 0, E[v(r)] = 0, E[w(r)w^T(s)] = Q\xi(r - s), E[v(r)v^T(s)] = R\xi(r - s), Q = \text{diag}(0.001, 0.001) \) and \( R = 1 \).

The nonlinear functions \( \varphi_1(\varepsilon(t), u(t)) \) and \( \varphi_2(\varepsilon(t), u(t)) \) are \( \varphi_1(\varepsilon(t), u(t)) = \varepsilon_2(t) + u_1(t), \varphi_2(\varepsilon(t), u(t)) = -2\varepsilon_1(t) - 2\varepsilon_2(t) + 0.5\sin(\varepsilon_2(t))\varepsilon_1(t) + u_2(t) \). In order to reduce the initial value influence, we construct the augmented vector as \( \zeta(r) = [\varepsilon_1(r), \varepsilon_2(r), \tilde{\varepsilon}_1(r), \tilde{\varepsilon}_2(r)]^T \) with \( \tilde{\varepsilon}(r) = [\tilde{\varepsilon}_1(r), \tilde{\varepsilon}_2(r)]^T \) and \( Q_1 = \text{diag}(10^{-5}, 10^{-5}) \). Then, the nonlinear function in the corresponding augmented equation is \( \overline{\varphi}(\zeta(r), u(r)) = [T^a \varphi_1(\varepsilon(r), u(r)), T^a \varphi_2(\varepsilon(r), u(r)), 0, 0]^T \), and the augmented noise is \( \overline{w}(r) = [w_1(r), w_2(r), \tilde{\varepsilon}_1(r), \tilde{\varepsilon}_2(r)]^T \) with \( \tilde{w}(r) = [\tilde{w}_1(r), \tilde{w}_2(r)]^T \). The initial estimation \( \tilde{\zeta}(0) \) and the initial error matrix \( M(0|0) \) of \( \zeta(r) \) are set as \( \tilde{\zeta}(0|0) = [0, 0, 0, 0]^T \) and \( M(0|0) = I \).

To evaluate the estimation impact by the proposed Algorithm 1 based on CKF with the IVC, the following indicator is set by

\[
E = \frac{1}{S + 1} \sum_{r=0}^{S} \frac{\sqrt{\sum_{i=1}^{n}(\varepsilon_i(r) - \tilde{\varepsilon}_i(r))^2}}{\sqrt{\sum_{i=1}^{n}\varepsilon_i^2(r)}},
\]

where \( S + 1 \) is the number of the sampling values of \( \varepsilon(r) \).
Let the truncation $L$ be $L = 25, \ldots, 50$ with step 5, the fractional-order $\alpha$ is set from 0.2 to 0.8 with the step 0.1, then the estimation error $E$ for Algorithm 1 is shown in Table 1.

Hence, the estimation error $E$ of system (39) has a tendency to increase for the fractional-order $\alpha$ setting from 0.2 to 0.8 with the step 0.1, with the increase of truncation $L$. However, the calculation burden is increased by a larger truncation $L$. To balance the estimation accuracy and the calculation complexity, an appropriate truncation $L$ is needed to be selected in a practical engineering. To verify the effectiveness of the proposed Algorithm 1 to estimate the state information of system (39), we select $L = 35$ and $\alpha = 0.3$. Then, Fig. 2 draws the measurement $\eta(r)$. Figures 3 and 4 offer the real values and the estimations of $\varepsilon_1(r)$ and $\varepsilon_2(r)$, respectively.

The red and blue curves in Figs. 3 and 4 represent the curves of the state estimations via Algorithm 1 considering the influence of initial value and Algorithm 1 without the IVC in [32], respectively. If the number of iteration $r$ is relatively small, the estimation of initial value is also performed in the dynamic adjustment. Therefore, the responses of the state estimations may fluctuate before the initial value reaches the real value. Figures 3 and 4 show that the proposed Algorithm 1 based on the CKF can more effectively estimate the
state information compared with Algorithm 1 based on the CKF in [32] of FOS (39). It is verified that the IVC method can effectively reduce the influence of initial value on the state estimation.

To compare with the estimation effect of the CKF without the IVC in [32] and the proposed Algorithm 1 with the IVC in this paper, we set the fractional-order as 0.2, 0.3, ..., 0.8 and the truncation as \( L = 35 \), then the error indexes under the index \( E \) are shown in Table 2, where \( E_1 \) and \( T_1 \) represent estimation error and calculation time of Algorithm 1 in [32], respectively. \( E_2 \) and \( T_2 \) are estimation error and calculation time of the proposed Algorithm 1 in this paper, respectively. The simulation software is MATLAB 2014a, hardware configuration is AMD A10-5750M APU with Radeon(tm) HD Graphics, the processing speed of CPU and the RAM are 2.50 GHz and 4.0 GB, respectively.

From Table 2, it is obvious that the state estimation based on CKF proposed by Algorithm 1 is more accurate for different fractional-orders \( \alpha = 0.2, 0.3, \ldots, 0.8 \), but a longer time is taken for calculating. Besides, the difference between \( E_1 \) and \( E_2 \) via Algorithm 1 and Algorithm 1 in [32] decreases with increasing of fractional-order \( \alpha \), and it indicates that the effect of state estimation based on CKF via Algorithm 1 with IVC is more obvious if the fractional-order \( \alpha \in (0, 1) \) is relatively small. Thus, the CKF based on Algorithm 1 can be applied to estimate the state information for a nonlinear continuous-time FOS with a relatively small fractional-order \( \alpha \in (0, 1) \), and the CKF based on Algorithm 1 in [32] is more suitable for the system with a relatively large fractional-order \( \alpha \in (0, 1) \) if the calculation time of state estimation is concerned.

The sampling period of model discretization also determines the dynamic characteristics of a nonlinear fractional-order system. We set the sampling period \( T \) from 0.002 s to 0.25 s with the step 0.008 s.

Then, the curves of Algorithm 1 and Algorithm 1 in [32] under different sampling periods \( T \) are shown in Fig. 5 with \( L = 35 \).

At \( T = 0.002 \) s, the estimation error of Algorithm 1 is slightly larger than that of Algorithm 1 in [32], but the estimation errors via two algorithms are both relatively large. After \( T = 0.02 \) s, the estimation errors present by Algorithm 1 are clearly smaller than that given by Algorithm 1 in [32]. The sampling period should be selected reasonably in terms of an actual model. If the sampling period is set too large or too small, the estimation error may increase. If the estimation errors of the two algorithms are both large, it means that the corresponding sampling period \( T \) is not appropriate.

**Example 2** Considering the following nonlinear FOS

\[
\begin{align*}
\dot{C_0} D_0^\alpha \varepsilon_1(t) &= \varepsilon_2(t) + w_1(t) + u_1(t) \\
\dot{C_0} D_0^\alpha \varepsilon_2(t) &= -1.5 \varepsilon_1(t) - 1.5 \varepsilon_2(t) + 0.5 \sin(\varepsilon_2(t)) \varepsilon_1(t) + w_2(t) + u_2(t)
\end{align*}
\] (40)

where \( u_1(t) = 5 \sin(1.1t) \), \( u_2(t) = 3 \sin(1.1t + \pi/3) \), and \( \eta(t) = \cos(\varepsilon_1(t)) + \varepsilon_2(t) + v(t) \).

The initial value \( \varepsilon(0) \) in FOS (40) is set as \( \varepsilon(0) = [3, -3]^T \). The sampling period \( T \) is 0.1 s, and the running time is 30 s. The process noise \( w(r) = [w_1(r), w_2(r)]^T \) and measurement noise \( v(r) \) are uncorrelated white Gaussian noises and satisfy \( E[w(r)] = 0 \), \( E[v(r)] = 0 \), \( E[w(r) w^T(s)] = Q \xi(r-s) \), \( E[v(r) v^T(s)] = R \xi(r-s) \). \( Q = \text{diag}(0.001, 0.001) \) and \( R = 0.5 \). The initial estimation \( \hat{\varepsilon}(0|0) \) and the esti-
The red and blue curves in Figs. 7 and 8 represent the estimation error curves of Algorithm 2 considering the influence of initial value and Algorithm 1 without the IVC in [32], respectively. It can be seen that the proposed Algorithm 2 based on the HECKF can usually obtain more accurate state estimation, compared with Algorithm 1 based on CKF in [32] from the curves of Figs. 7 and 8. It verifies that the model transformation method can weaken the influence of initial value on state estimation.

The estimation effect of Algorithm 1 in [32] and the proposed Algorithm 2 based on the HECKF in this paper is evaluated by the error index $E$. The fractional-order $\alpha$ is set as 0.2, 0.3, . . . , 0.8, the truncation $L = 35$, and the error indexes under the index $E$ are shown in Table 4, where $E_3$ and $T_3$ represent the estimation error and the calculation time of Algorithm 1 in [32], respectively. The $E_4$ and $T_4$ are estimation error and calculation time of proposed Algorithm 2 in this paper, respectively.

Table 3 Relationship between $E$ and $L$ with different fractional-orders $\alpha$ via Algorithm 2

| $L$ | $\alpha$ | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 |
|-----|----------|-----|-----|-----|-----|-----|-----|-----|
| 25  | 0.2638   | 0.2335 | 0.1904 | 0.1408 | 0.1025 | 0.0946 | 0.0990 |
| 30  | 0.2211   | 0.2046 | 0.1738 | 0.1324 | 0.0989 | 0.0907 | 0.0950 |
| 35  | 0.1863   | 0.1793 | 0.1577 | 0.1229 | 0.0929 | 0.0860 | 0.0900 |
| 40  | 0.1578   | 0.1571 | 0.1425 | 0.1133 | 0.0852 | 0.0775 | 0.0818 |
| 45  | 0.1341   | 0.1376 | 0.1287 | 0.1044 | 0.0778 | 0.0661 | 0.0707 |
| 50  | 0.1145   | 0.1204 | 0.1164 | 0.0964 | 0.0720 | 0.0557 | 0.0591 |
From Table 4, it is obvious that the state estimation based on CKF by the proposed Algorithm 2 is more accurate for different fractional-orders $\alpha = 0.2, 0.3, \ldots, 0.8$, but it needs to take a longer time for calculation. In addition, the difference of state estimation errors between Algorithm 2 and Algorithm 1 in [32] gradually decreases as the fractional-order $\alpha$ increases, and a more accurate estimation effect of Algorithm 2 based on CKF for a relatively small fractional-order $\alpha \in (0, 1)$ is obtained to compare with Algorithm 1 in [32]. Moreover, the CKF based on Algorithm 1 in [32] is more applicable for FOS (40) with a relatively large fractional-order $\alpha \in (0, 1)$ if the calculation time of state estimation is taken into account.

Similarly, the sampling period $T$ is set from 0.003 s to 0.3 s with the step 0.009 s, and the estimation error curves of Algorithm 2 and Algorithm 1 in [32] with the truncation $L = 35$ are drawn in Fig. 9.

Figure 9 presents the estimation errors via Algorithm 2 and Algorithm 1 in [32], respectively. It is similar to the conclusion in Example 1, and the sampling period also affects the accuracy of state estimation. However, the algorithm proposed in this paper is the better for the estimation accuracy with the appropriate sampling period.

| $\alpha$ | $E_3$  | $E_4$  | $E_3 - E_4$ | $T_3$ (s) | $T_4$ (s) |
|---------|--------|--------|-------------|-----------|-----------|
| 0.2     | 0.9792 | 0.1863 | 0.7929      | 2.7007    | 3.6005    |
| 0.3     | 0.5225 | 0.1793 | 0.3432      | 2.6071    | 3.5816    |
| 0.4     | 0.3493 | 0.1577 | 0.1916      | 2.3306    | 3.1347    |
| 0.5     | 0.2349 | 0.1229 | 0.1120      | 2.2731    | 3.3592    |
| 0.6     | 0.1717 | 0.0929 | 0.0788      | 2.0796    | 2.9506    |
| 0.7     | 0.1405 | 0.0860 | 0.0545      | 2.2288    | 3.0905    |
| 0.8     | 0.1110 | 0.0900 | 0.0210      | 2.2285    | 3.1283    |
5 Conclusion

This paper presents two types of FOCKFs to solve problem on the initial value influence. The proposed Algorithms 1 and 2 based on CKF and HECKF can both effectively reduce the influence of initial value on the state estimation, respectively. For a relatively small fractional-order $\alpha \in (0, 1)$, the more accurate state estimation is obtained by Algorithms 1 and 2 compared to Algorithm 1 in [32] based on CKF without the initial value compensation. But the CKF proposed in Algorithm 1 in [32] may be more suitable for larger fractional-orders $\alpha \in (0, 1)$ if the calculation time is taken into account. The future work is to consider the initial value problem in the adaptive fractional-order CKF with the unknown covariance matrices $Q$ and $R$ for nonlinear fractional-order systems.
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