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ABSTRACT

Simulation-based Dynamic Traffic Assignment models have important applications in real-time traffic management and control. The efficacy of these systems rests on the ability to generate accurate estimates and predictions of traffic states, which necessitates online calibration. A widely used solution approach for online calibration is the Extended Kalman Filter (EKF), which—although appealing in its flexibility to incorporate any class of parameters and measurements—poses several challenges with regard to calibration accuracy and scalability, especially in congested situations for large-scale networks. This paper addresses these issues in turn so as to improve the accuracy and efficiency of EKF-based online calibration approaches for large and congested networks. First, the concept of state augmentation is revisited to handle violations of the Markovian assumption typically implicit in online applications of the EKF. Second, a method based on graph-coloring is proposed to operationalize the partitioned finite-difference approach that enhances scalability of the gradient computations.

Several synthetic experiments and a real-world case study demonstrate that application of the proposed approaches yields improvements in terms of both prediction accuracy and computational performance. The work has applications in real-world deployments of simulation-based dynamic traffic assignment systems.
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1 Introduction

Traffic congestion is a pervasive problem that affects transportation networks worldwide and its severity continues to increase amidst the emergence of disruptive technologies such as ride-hailing. In the United States, during peak hours in 2016, trips took 35% more time on average than during non-peak hours (compared to 20% in 2010). According to FHWA[2017], the average duration of congestion in US traffic systems was 4.7 hours daily in 2016, compared with 4.3 hours in 2009 [FHWA] 2010. Apart from increases in travel time and delays, congestion exacerbates air pollution, energy consumption and emissions. Congestion incurred an estimated $160 billion annual cost for extra time and fuel in 2014, and the cost was expected to be $192 billion in 2020 [Schrank et al., 2015].
The adverse impacts of congestion have led to an increasing emphasis on the development of tools for traffic management, to alleviate congestion by more efficiently utilizing existing infrastructure. Effective traffic management necessitates the generation of accurate short-term predictions of traffic states and in this context, simulation-based Dynamic Traffic Assignment (DTA) systems have gained prominence over the years. A key component of these real-time DTA systems is online calibration which attempts to adjust simulation parameters in real-time to match as closely as possible simulated measurements with real-time surveillance data.

A widely used solution approach for online calibration is the Extended Kalman Filter (EKF), which is appealing due to its flexibility to incorporate any class of parameters and measurements. However, the EKF poses several challenges with regard to accuracy and efficiency. Specifically, the applicability to congested scenarios and scalability to large-scale networks hinder the real-world deployment of EKF. This constitutes the key motivation underlying our paper. On one hand, accuracy in the context of large real-world networks—especially under congestion—is a concern due to the violations of the Markovian assumption typically implicit in online applications of the EKF. On the other hand, computational performance is a key challenge with the EKF—which involves repeated computations of the Jacobian matrix (or the gradient of the DTA simulator)—as traditional finite-difference techniques do not scale well with the size of the parameter space.

With these motivating considerations, the broad objectives of this paper are to first, propose techniques to enhance the accuracy and efficiency of EKF-based online calibration approaches, and second, to test the proposed approaches on synthetic and real-world networks.

This paper contributes to the existing literature on online calibration in three respects. First, the concept of state augmentation is revisited to handle violations of the Markovian assumption typically implicit in online applications of the EKF. Second, a method based on graph-coloring is proposed to operationalize the partitioned finite-difference approach that enhances scalability of the gradient computations. Finally, synthetic experiments and a real world case study demonstrate that application of the proposed approaches yields improvements in terms of both prediction accuracy and computational performance. The work has important applications in real-world deployments of simulation-based dynamic traffic assignment systems.

The remainder of this paper is structured as follows. Section 2 reviews relevant literature on online calibration. An overview of the state-space model and the EKF solution approach is provided in Section 3. Section 4 revisits the concept of state-augmentation and Section 5 proposes an approach to improve computational performance. A case-study on the network of expressways in Singapore is presented in Section 6 and Section 7 provides concluding remarks and directions for future research.

2 Review of Literature

The calibration of simulation-based DTA model systems has been extensively studied in two contexts: offline and online. The offline calibration problem involves determining historical values of demand and supply parameters of the simulator so as to best replicate historical network performance on an average day. In particular, the dynamic Origin-Destination (OD) estimation problem has been widely studied (for the static version see [Cascetta, 1984; Bell, 1983; Maher, 1983]) using primarily Generalized Least Squares (GLS) approaches [Cascetta et al., 1993] and state-space modeling approaches [Ashok, 1996; Okutani and Stephanedes, 1984]. The GLS-based optimization reformulations are typically under-determined problems as the number of non-zero demand flows is usually significantly larger than number of measurements, which has been addressed by using information from a prior or seed OD matrix. More recently, Cascetta et al. [2013] proposed a quasi-dynamic GLS estimator (based on the assumption that OD shares are constant across a reference period, whereas total flows leaving each origin vary for sub-periods within the reference period) to address the under-determined nature of the problem. Issues of computational scalability are addressed in Osorio [2019] who propose a metamodel simulation-based optimization approach for the dynamic OD estimation problem. In contrast with the aforementioned approaches which focus on demand parameters, Balakrishna et al. [2007] proposed a more generic solution method for the offline problem based on the Simultaneous Perturbation Stochastic Approximation (SPSA) algorithm that simultaneously incorporates demand and supply side parameters and is applicable to any type of measurement data. Several variants of the SPSA algorithm have since been proposed including weighted SPSA or W-SPSA [Lu et al., 2015a], cluster-wise SPSA or c-SPSA [Tympakianaki et al., 2015], discrete W-SPSA [Oh et al., 2019], PC-SPSA [Qurashi et al., 2019], and gradient approximation [Cipriani et al., 2011]. A more detailed review of the offline calibration problem can be found in Osorio [2019], Djukic [2014].

The online calibration problem, in contrast with the offline version, involves recursively updating simulation parameters (such as OD-flows on the demand side and segment capacities or traffic dynamic parameters on the supply side) in real-time to best replicate current or prevailing traffic conditions. Existing online calibration approaches can be broadly categorized into those that focus on demand parameters, supply parameters and a combination of both types.
Early work on online calibration focused on demand-side parameters, specifically, the problem of dynamic OD estimation and prediction for real-time applications. Ashok [1996] and Ashok and Ben-Akiva [2000] generalized the approach of Okutani and Stephanedes [1984] and proposed a state-space model and a Kalman filter solution approach. The evolution of within-day OD flows was modeled using an autoregressive process and the problem was formulated in terms of deviations of OD flows from their historical values, so as to incorporate a priori structural information. Along similar lines, Zhou and Mahmassani [2007] applied a Kalman filtering solution approach, where the transition equation is a polynomial trend filter that captures historical trends and structural deviations. Existing research has also tackled computational issues related to OD estimation and prediction: its performance on large-scale networks was addressed by Bierlaire and Crittin [2004], and more recently by Cipriani et al. [2011] and Cantelmo et al. [2015]; constraints on the state variables (such as non-negativity of OD flows) were explicitly handled in Zhang et al. [2017]; stochasticity in the assignment matrix was incorporated in Ashok and Ben-Akiva [2002]. More recently, Marzano et al. [2018] apply the extended Kalman filter to the quasi-dynamic estimation and updating of OD flows, relying on the quasi-dynamic assumption noted earlier. The authors propose a closed-form linearization of the measurement equation assuming an uncongested network and error-free assignment matrix. Trip-chaining within the state space model is considered explicitly in Cantelmo et al. [2020] and once again, solved using a Kalman filter. Efficient online estimators are also proposed considering measurements other than just traffic counts (for instance, bluetooth data and turning volume data) in Barceló et al. [2010], Barceló et al. [2013] and Lu et al. [2015b].

With regard to the calibration of supply-side parameters, Zhou and Mahmassani [2002] proposed a dynamic programming approach that uses macroscopic model approximations of the simulator to adjust flow propagation. Antoniou et al. [2007], Antoniou [2004] extended the state-space model of Ashok [1996] for the simultaneous online calibration of demand and supply parameters and proposed the use of the extended, limiting, iterated and unscented Kalman filters. Hashemi and Abdelghany [2015] also addressed the joint calibration of demand and supply parameters, and proposed an approach where the OD demands are calibrated using a least squares approach and supply-side parameters are calibrated using a feedback controller.

A key challenge that arises in using the Extend Kalman Filter or EKF [Antoniou et al., 2007] for online applications is the linearization step that involves calculation of numerical derivatives of the simulator, which is computationally intensive, particularly when the number of calibration parameters is large. Several studies have attempted to address this issue. Antoniou et al. [2004], Antoniou et al. [2007] proposed the limiting EKF, which utilizes offline computed derivatives and drastically reduces the computational complexity of the EKF, without sacrificing significantly on accuracy in some settings. More recently, a dynamic Bayesian networks’ view of state augmentation was investigated in Zhang et al. [2018] to relax the underlying Markovian assumption of EKF. In regard to computational efficiency, dimensionality reduction techniques [Djukic et al., 2012] [Prakash et al., 2017, 2018], and network decomposition and partitioning approaches [Frederix et al., 2014, Huang, 2010] have been applied to improve scalability of online calibration solution approaches.

In summary, despite the extensive research on online calibration, several issues have received limited attention with regards to EKF-based approaches. First, all online applications of the Kalman filter employ a Markovian assumption for analytical and computational tractability, which can adversely affect estimation and prediction accuracy in the case of sparse sensor availability—this is especially common on large networks or during congestion—an issue that has not received sufficient attention in the literature. Second, there has been insufficient work on operationalizing the partitioned finite-difference approach proposed in Huang [2010] which can significantly improve the computational performance of gradient computations based on finite difference (FD). Finally, this work attempts to address these limitations pertaining to EKF-based online calibration approaches in the literature so as to aid real-world deployments of online simulation-based DTA systems.

3 Background: Online Calibration

The online calibration problem involves updating historical DTA model parameters (such as origin-destination (OD) flows on the demand side and segment capacities and traffic dynamics parameters on the supply side) in real-time to match simulated and current traffic conditions as closely as possible [Antoniou, 2004]. The online calibration problem is typically formulated as a state space model which is briefly reviewed in this section. For more details, the reader is referred to Antoniou [2004] and Zhang [2018].

3.1 The State Space Model

The state space model is a classical approach that models dynamical systems by describing the probabilistic dependence between latent state variables and observed measurements. The state-space formulation consists of three main components: (i) a state vector that succinctly characterizes the system, (ii) a transition equation that captures the
evolution of the system (in terms of the state vector) over time, and (iii) a measurement equation that captures the relationship between the state vector and the measurements or observations of the system.

Let $x_h$ denote the state vector (OD flows and supply parameters to be calibrated) in time interval $h$, where $h \in \mathcal{H} = \{1, 2, \ldots, H\}$, and $\mathcal{H}$ is the set of discrete time intervals within the simulation period. The state space model can be formulated as,

$$
x_h = f(x_{h-1}, \ldots, x_{h-p}) + w_h
$$

(1)

$$
M_h = g(x_h, \ldots, x_{h-q+1}) + v_h
$$

(2)

where, Eq. (1) is the transition equation, and Eq. (2) is the measurement equation; $f(\cdot)$ and $g(\cdot)$ are functions that determine the transition and measurement relations; $p$ denotes the number of previous intervals’ states that influence the current interval’s state (depending on structural patterns as well as the time discretization of OD flows); $q$ denotes the number of previous states that influence the measurements in the current interval; $M_h$ denotes the vector of measurements/observations in interval $h$, and $w_h, v_h$ are vectors of zero-mean noises that each follows a multivariate normal distribution.

Further, we assume the transition equation in Eq. (1) is modeled using a linear autoregressive process, and replace the generic function $g(\cdot)$ in Eq. (2) with the simulator (DTA model) $S(\cdot)$. Thus, the state space model is given by,

$$
x_k = \sum_{h=1}^{h-1} F_h^k x_k + w_h
$$

(3)

$$
M_h = S(x_h^1, x_{h-1}^1 + \cdot \cdot \cdot + x_{h-q+1}^1) + v_h
$$

(4)

where, $F_h^k$ is a square matrix, representing the effect of $x_k$ on $x_h$.

As described in Ashok [1996], the state vector can be expressed in terms of deviations from historical values. This formulation has the advantage of incorporating a priori structural information (e.g. spatial-temporal patterns of demand flows) in the calibration process. The state space model expressed in terms of deviations can be written as,

$$
\Delta x_h = \sum_{h=1}^{h-1} F_h^k \Delta x_k + w_h
$$

(5)

$$
\Delta M_h = S(\Delta x_h + x_h^1, \ldots, x_{h-q}^1) - S(x_h^1) + v_h
$$

(6)

where $\Delta x_h = x_h - x_h^1$, $\Delta M_h = M_h - M_h^1$; $x_h^1$ and $M_h^1$ represent historical values of the state and measurement vectors respectively in interval $h$. With a slight abuse of notation, we continue to use $w_h, v_h$ to represent the error terms in the transition and measurement equations. The error terms $w_h, v_h$ are assumed to be zero mean, uncorrelated with each other and uncorrelated across time intervals. Further the covariance matrices of $w_h, v_h$ are denoted by $Q_h$ and $R_h$ respectively.

### 3.2 Solution Approach: Extended Kalman Filter

The standard approach to solve the state space model defined previously is the Extended Kalman Filter or EKF [Antoniou et al., 2007]. The EKF linearizes the non-linear measurement equation around the a priori estimates and adopts the classical Kalman Filter procedure for linear state space models to estimate the state vector. Although the EKF does not guarantee optimality (in terms of minimizing the mean squared error), it has been shown to yield good results in practice. The EKF solution approach is briefly summarized here for completeness. Refer [Antoniou et al., 2007] for more details on the EKF and [Zhang et al., 2017] for details on the constrained EKF which handles constraints on the state vector (such as non-negativity of OD flows).

In the description of the EKF that follows, the state space model is represented more compactly as follows,

$$
X_h = \Phi_{h-1} X_{h-1} + W_h
$$

(7)

$$
\Delta M_h = S(X_h + x_h^1) - S(x_h^1) + V_h
$$

(8)

where, the dependence of the state vector on multiple preceding intervals is handled using the concept of state augmentation [Ashok, 1996, Okutani and Stephanedes, 1984], by defining

$$
X_h = [\Delta x_h^T, \Delta x_{h-1}^T, \ldots, \Delta x_{h-r+1}^T]^T
$$

(9)

$$
x_h^1 = [(x_h^1)^T, (x_{h-1}^1)^T, \ldots, (x_{h-r+1}^1)^T]^T
$$

(10)

$$
\Phi_h = \begin{bmatrix} F_h^1 \cdot \cdot \cdot F_h^{r-1} \\ F_h^{r-1} \cdot \cdot \cdot F_h^1 \\ I_{(r-1)n \times (r-1)n} \cdot \cdot \cdot 0_{(r-1)n \times n} \end{bmatrix}
$$

(11)
In the equations above, \( r = \max\{p, q\} \) and \( n \) is the number of DTA parameters to be calibrated in each interval (dimensionality of \( x_h \) in Eq. (1)). Note that in online applications, due to computational constraints, an approximation is typically used wherein the state variables from previous intervals \( \Delta x_{h-1}, ..., \Delta x_{h-r+1} \) are not re-estimated in interval \( h \). In other words, in interval \( h \) only \( \Delta x_h \) is estimated [Ashok 1996].

With these definitions, the EKF algorithm is summarized below. The EKF algorithm involves three main steps: (i) time-update, (ii) linearization, and (iii) measurement update.

In the time-update step, the a priori estimates of state vector and covariance matrix (denoted \( \hat{X}_{h|h-1} \) and \( P_{h|h-1} \)) for the current interval are computed using the transition equation and the optimal estimates from the previous interval (\( \hat{X}_{h-1|h-1} \) and \( P_{h-1|h-1} \)).

In the second step, the measurement equation is linearized around the a priori estimates of the current interval (e.g., \( \hat{X}_{h|h-1} \)), which yields the following linearized measurement equation:

\[
\Delta M_h = S \left( \hat{X}_{h|h-1} + x_h^H \right) - S \left( x_h^H \right) + \Theta_h X_h - \Theta_h \hat{X}_{h|h-1} + V_h
\]  
(12)

where \( \Theta_h = \nabla_{X_h} S(X_h + x_h^H) |_{\hat{X}_{h|h-1}} \) represents the Jacobian or gradient of the simulator with respect to \( X_h \) evaluated at \( \hat{X}_{h|h-1} \). Note that \( \Theta_h \) may also be expressed as,

\[
\Theta_h = \left[ H_h^0, H_h^{h-1}, ..., H_h^{h-r+1} \right]
\]  
(13)

where \( H_h^k \) represents the gradient of the simulator in interval \( h \) with respect to the parameter vector \( \Delta x_k \).

In the third step, the a priori estimates are updated using the linearized measurement equation and the matrix \( \Theta_h \) to obtain the a posteriori estimates of the state vector \( \hat{X}_{h|h} \) and its covariance matrix \( P_{h|h} \). In some settings, it may be necessary to impose constraints on the state vector in which case a constrained version of the EKF (termed C-EKF) may be applied [Zhang et al. 2017].

**Algorithm 1** Extended Kalman Filter

Initialize

\[
\hat{X}_{0|0} = X_0
\]  
(14)

\[
P_{0|0} = P_0
\]  
(15)

for \( h = 1 \) to \( H \) do

**Time Update**

A priori estimate

\[
\hat{X}_{h|h-1} = \Phi_{h-1} \hat{X}_{h-1|h-1}
\]  
(16)

\[
P_{h|h-1} = \Phi_{h-1} P_{h-1|h-1} \Phi_{h-1}^T + Q_h
\]  
(17)

**Linearization**

\[
\Theta_h = \nabla_{X_h} S(X_h + x_h^H) |_{\hat{X}_{h|h-1}}
\]  
(18)

**Measurement Update**

Near-optimal Kalman gain

\[
K_h = P_{h|h-1} \Theta_h^T \left( \Theta_h P_{h|h-1} \Theta_h^T + R_h \right)^{-1}
\]  
(19)

A posteriori estimate

\[
\hat{X}_{h|h} = \hat{X}_{h|h-1} + K_h \left( M_h - g_h(\hat{X}_{h|h-1}) \right)
\]  
(20)

\[
P_{h|h} = P_{h|h-1} - K_h \Theta_h P_{h|h-1}
\]  
(21)

end for
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3.3 Challenges for Deployment

Several challenges remain in the operationalization of the EKF based solution approaches for the online calibration problem, each of which is addressed in subsequent sections. These include (i) accurate parameter estimations in cases of less observability, and (ii) real-time computation performance. Both aspects are important to applications to large-scale and congested networks, which has been recognized as an essential challenge in DTA deployment [Peeta and Ziliaskopoulos, 2001].

Estimating less observable DTA parameters is crucial when dealing with congestion scenarios and large-scale networks. During congestion, traffic flow sensors often become insensitive to the immediate changes on demand, making it only observable after considerable delays. On large networks, there are more trips that have longer travel times. They are measured by sensor measurements at different time intervals, usually with significant delays. Traffic estimation of those trips is hard and affects the predictive power of the DTA model. The issue of delayed measurements relating to less observable parameters is addressed in Section 4 where the concept of state augmentation is revisited.

The real-time performance is addressed in Section 5. In Kalman filter based DTA applications, the linearization of the measurement equation is a critical bottleneck that hinders computational performance since it requires computation of the Jacobian matrix. Traditional finite difference techniques do not scale well with the dimension of the parameter space, requiring \(2^n\) runs of the simulator (in each time interval) for a parameter vector of dimension \(n\). This issue generally prevents DTA models from being scalable to large networks.

4 State Augmentation

In this section, we revisit the concept of state augmentation briefly introduced in Section 3.2. As noted previously, for the computational tractability of online applications, an approximation is typically used: state variables from previous intervals (Section 3.2) are not re-estimated in the current interval. However, this approximation may significantly affect accuracy, depending on the location of sensors on the network and the spatio-temporal distribution of demand.

4.1 Probabilistic Representation

In order to examine the implications of the above approximation, consider the following Dynamic Bayesian Network (DBN) representation of the state space model (Fig. 1). The shaded nodes are observed measurements; the unshaded ones are latent state variables which cannot be directly measured.

![State space model with measurements](image)

From a DBN perspective, Fig. 1 exhibits a probabilistic directed graphical model structure that defines the factors of the joint probability, the directed edges depict conditional probability with connected nodes being random variables. Specifically,

\[
f(x_{1:H}, M_{1:H}) = f(x_1)f(M_1|x_1) \prod_{i=1}^{H-1} f(x_{i+1}|x_i) f(M_{i+1}|x_{i+1})
\]

The representation in Fig. 1 shows that for example, \(x_2\) uniquely determines \(x_3\). In other words, conditioned on \(x_2\), \(x_1\) and \(x_3\) are independent. Similarly, when \(x_2\) is given, \(x_1\) does not affect \(M_2\). This is the Markovian/memoryless assumption in state space models and is implicit in the typical online calibration process. More specifically in Kalman filtering, the prior \(x_{h-1|h-1}\) is given by the transition equation from \(x_{h-1|h-1}\). Upon observing \(M_h\), we obtain the posterior estimator \(x_{h|h}\), which is further used to construct the prior \(x_{h+1|h}\) as the process continues. As we can see, it does not update any previous states (e.g., \(x_{h+1|h-1}\)) based on future observations (e.g., \(M_{h+1}\)). This makes the online estimation fast, as we reduce the complexity of the parameter space from \(x_{1:h}\) to \(x_h\) for each time slice \(h\).
Although the inference task is simplified with the Markovian assumption, it may be problematic when we have a delayed system. Consider a case where the $i$th element of $x_h$—denoted by $x_h(i)$—only has an impact on measurement $M_{h+1}$ in time slice $h + 1$. Clearly, it is impossible to accurately estimate $x_h(i)$ with standard Kalman filtering techniques when we only know $M_h$. We illustrate this example more intuitively with its corresponding DBN representation in Fig. 2. Noticeably the Markovian assumption no longer holds. Applying the Kalman filter on this example essentially ignores the true diagonal relations.

Fig. 2: A DBN with measurement equation contradicting the Markovian assumption

4.2 Example with the Toy Network

The violation of the Markovian assumption in Fig. 2 has implications on system observability, which is illustrated using the simple example network in Fig. 3 for an OD estimation problem (estimating dynamic OD demands from traffic flow measurements). This network has two OD pairs and $s_1$ and $s_2$ are two flow-count sensors that report aggregated flow within each 5-minute time interval.

Fig. 3: A road network example and the sensor placement that ensures no delay in capturing the states

Table 1: Example OD and sensor flows for toy network

|       | $t=1$ | $t=2$ |
|-------|-------|-------|
| $O_1D$ | 30    | 24    |
| $O_2D$ | 20    | 18    |
| $s_1$  | 30    | 24    |
| $s_2$  | 20    | 18    |

In this example, we make three assumptions: (1) each link takes 1 time interval to traverse, (2) all vehicles will travel the same distance within each interval, meaning a sensor either captures all or nothing from an OD pair in each interval, and (3) there is no measurement error in sensor flow counts.

Table 1 shows an example of the OD and sensor flows in two intervals. Note $s_1$ only captures $O_1D$ in the same interval and $s_2$ captures $O_2D$. The OD flow inference is instant: we can read off measurements as OD flows. In this case, the system has no time-delay and the state space model in Fig. 1 is accurate.

Next, we introduce a delay in measuring the OD: we change the sensor placement scheme as shown in Fig. 4. The measurements for $s_2$ and $s_3$ are listed in Table 2. The key change is that now $s_3$ captures $O_1D$ and $O_2D$ with a delay of one interval. This introduces correlation between states and measurements across time intervals, making the Markovian assumption invalid. We can still read off $s_2$ to estimate $O_2D$, but we have no information about $O_1D$ at $t = 1$ unless we also know $s_3$ at $t = 2$. Thus, failing to model the correlation across intervals could lead to no update for some hidden states thereby reducing calibration accuracy.
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4.3 State Augmentation in DTA Models

As noted previously, the process of state augmentation can mitigate the issue of hidden states. Recall [Eq. (9)] where the degree of augmentation is defined to be \( r = \max\{p, q\} \). In principle, \( q \) can be determined from a distribution of trip travel times on the network, ideally covering a majority of them (either from simulated data or observed data of trip times where detailed knowledge of the spatio-temporal patterns of congestion may not be required). However, in practice, \( q \) may be unnecessary large resulting in excessively large computational time. Thus it may be beneficial use a relatively small \( q \) and maintain system observability to a large extent. This depends on a combination of factors including the spatio-temporal distribution of demand and congestion, network topology and sensor coverage. In the case study in Section 6, we discuss a simple heuristic to set the degree of augmentation.

![Fig. 5: The online calibration process across time intervals (denoted by \( t \)) assuming a state augmentation degree of 3 (\( r \) in Eq. (9)). The last blue interval marked “\( t = \)” in each row is the current simulation time interval. In the first row, the measurement \( M_1 \) is available and used to calibrate the first state vector \( x_1 \). Starting from the second interval, the state augmentation allows the calibration of \( x_1 \) and \( x_2 \) with measurements \( M_1 \) and \( M_2 \), which specifically requires \( H_{12} \) in Eq. (13). In the 3rd row, we additionally need \( H_{12}, H_{13} \) and \( H_{23} \) compared to the non-augmented model. Noticeably, in the 3rd row of Fig. 5, we have 6 gradients to estimate. In general there are \( O(r!) \) matrices to estimate for each interval, where \( r \) is the degree of augmentation.

4.3.1 Staggered Horizons for Gradient Estimation

To decrease the computational cost, we assume that gradients do not change significantly when revisited. Thus, we can skip re-estimating the same gradient. There are two benefits to this:

1. We can reuse estimated gradients e.g., \( H_{11} \) in the 2nd and 3rd row in Fig. 5
2. We can estimate some gradients upfront when they can be computed easily and use them later.

Regarding the validity of the above assumption, in the case of recurring congestion, if the modelling of the temporal variation in OD flows—as represented by the transition equation—is reasonably accurate, we can be assured that the gradients are relatively stable. However, in the presence of non-recurrent events where the gradients may change significantly when revisited, the implications of this assumption require a systematic investigation. Alternatively, one could switch to recomputing the gradients in the presence of these special events and incidents.

Regardless, with this assumption, we can simplify the gradient estimation procedure. Here we present the “Staggered Horizons” method in Fig. 6. At interval \( t = 1 \), we measure the impact of \( x_1 \) on the current and 2 future intervals, resulting in \( H_{11}, H_{12} \) and \( H_{13} \). Similarly we estimate 3 more gradients for \( t = 2 \) and \( t = 3 \). By the time we finish estimating gradients for interval \( t = k \), we can perform calibration for the same interval as we have all the gradients needed (\( k \)th row in Fig. 5).

In terms of computational cost, when using finite differences, we only need to perturb state vector \( x_t \) for interval \( t \) (same as no state augmentation) and run the continuous simulation for intervals \( [t, t + r - 1] \) \( (r \) times longer than the
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**Fig. 5:** The intervals (blue) to calibrate state vectors on and the gradients needed as time progresses for a state augmentation with a degree of 3

**Fig. 6:** The estimated gradients and the intervals (green) calculated upon for state vector at $t=k$ with "Staggered Horizons"

non-augmented model). Thus, the overall computational cost is $r$ times greater compared with the non-augmented model, which is significantly more efficient than $r!$ without using this technique. There is an additional benefit in only perturbing one state vector $x_t$, which relates to the overhead when starting simulations. Specifically, running the continuous simulation for $t = 1, 2, 3$ is faster than running them separately. By applying staggered horizons, we skip the overhead associated with starting new simulations to perturb $x_{t+1}$, etc.
4.3.2 Cost with the Constrained EKF

Another increased cost is from the optimization step in the Constrained EKF [Zhang et al., 2017]. This step essentially involves solving a quadratic program with constraints. Now, with \( r \) times more variables to estimate, the optimization is computationally more expensive. In the case study, we show that the computation time for the optimization increases by a factor of roughly 30 when \( r = 3 \), but is still small compared to the time spent on the gradient estimation.

4.3.3 Simulator Requirements and State Augmentation in Operation

Enabling state augmentation also needs a few features of the simulator because it runs the same interval \( r \) times via evaluation, as shown in Fig. 5. The simulator should be able to:

1. store a snapshot of the current traffic state (e.g., locations of simulated vehicles and any unassigned demand).
2. resume simulation from a traffic snapshot.

With these two features, now we can demonstrate the state estimation process in Fig. 5:

1. Current time \( t = 1 \), simulation starts. We store a snapshot \( s_1 \) at the beginning of \( t = 1 \) and estimate state vector \( x_1 \).
2. Current time \( t = 2 \), simulation resumes from \( s_1 \). We store a snapshot \( s_2 \) at the beginning of \( t = 1 \), re-estimate \( x_1 \), and estimate \( x_2 \).
3. Current time \( t = 3 \), simulation resumes from \( s_2 \). We re-estimate \( x_1 \) for the last time, store a snapshot \( s_3 \) at the beginning of \( t = 2 \), re-estimate \( x_2 \), and estimate \( x_3 \).
4. Current time \( t = 4 \), simulation resumes from \( s_3 \). We re-estimate \( x_2 \) for the last time, store a snapshot \( s_4 \) at the beginning of \( t = 3 \), re-estimate \( x_3 \) and estimate \( x_4 \).
5. The process continues as described above.

4.4 Performance on the Synthetic Network

The following sections demonstrate the performance of state augmentation on a synthetic network, typically in a congested scenario.

4.4.1 Road network

In order to address the issues described in Section 4.2, the EKF solution procedure (described in Algorithm 1) should use the augmented states (as per Eqs. (9) to (11)). Applying state augmentation allows the previous estimated states to be adjusted based on the latest measurements. We will demonstrate the impact of this on estimation and prediction accuracy with the following example.

The simulations are conducted on the synthetic network shown in Fig. 7, which consists of 8 segments and 2 origin-destination (OD) demand pairs. Each segment has a sensor that captures the mean speed and the aggregated flow for each specified time interval. We present network attributes in Table 3, including segment lengths, free flow speeds and free flow travel times. We also show the mainstream and off-ramp OD flow statistics in Table 4 for the simulation period of 14:00-19:00. Under free flow conditions (Table 3), the main stream OD travel time is 76 and 84 seconds.
Table 3: Specifications of each segment on the synthetic network

| Segment ID | 1    | 2   | 3    | 4    | 5    | 6    | 7    | 8    |
|------------|------|-----|------|------|------|------|------|------|
| Length (meter) | 297.5 | 553.8 | 493.1 | 351.2 | 408.6 | 666.7 | 377.3 | 183.0 |
| Free flow speed (mph) | 50   | 50  | 50   | 50   | 20   | 50   | 50   | 50   |
| Free flow travel time (second) | 13.31 | 24.8 | 22.1 | 15.7 | 45.7 | 29.8 | 16.9 | 8.19 |

4.4.2 Data generation

Once again, we consider the online OD estimation problem. The data we need are the aggregated flow counts for 5-minute intervals within 14:00-19:00. We obtain the flows by running the simulation with the given demand, whose major statistics are shown in Table 4. Meanwhile, the supply parameters do not change during the simulation.

Table 4: Demand statistics for simulation period 14:00-19:00

| OD pair     | OD flows at percentile (veh/hour) | Mean OD flow (veh/hour) |
|-------------|-----------------------------------|-------------------------|
| Mainstream  | 3670                             | 4220                    |
| Off-ramp    | 0                                | 350                     |

When assigning the demand to the network, we obtained the true congested link travel times in Fig. 8. The scenario is heavily congested: it is evident that the congestion from Segment 4 propagates backwards to Segment 8 and 3, then to other upstream segments. The oscillation in Segment 6, 7 and 2 is because of the stop and go traffic conditions. The key condition for the Markovian assumption is whether there is any OD flow that cannot be inferred from the sensor counts in the same interval. Starting at 16:00, the traversal time of Segment 1 exceeds 5 minutes and traffic flow only passes sensors on Segment 2 in the subsequent interval. Thus it is impossible to distinguish the two OD flows from only the sensor counts on Segment 1. Note that even with the help of sensors on Segment 2 and 6, we still cannot estimate the OD flows with certainty. Thus, the violation of the Markovian assumption will start at around 16:00.

Fig. 8: Link travel times on the toy network with the modified supply parameters
When setting up the experiment, we also need a transition equation that describes how the 2 OD flows evolve. Since the true time-dependent demand is known, we can obtain a true auto-regression (AR) process to model the transition equation (Eq. (7)). Based on the Akaike information criterion (AIC), the best model was found to be an AR(5) model which is hereafter used for the transition equation. The historical OD demands are constructed by suitably perturbing the true OD demands.

### 4.4.3 Experiments and results

The performance of the Constrained EKF (CEKF, Zhang et al., 2017) algorithm is now compared using three different degrees of state augmentation:

- **CEKF(1):** CEKF with original state space model (no augmentation), AR(5) transition model
- **CEKF(2):** CEKF with 2nd-order augmented state space model, AR(5) transition model
- **CEKF(5):** CEKF with 5th-order augmented state space model, AR(5) transition model

Note that the degree of augmentation can be lower than the transition AR degree (as the Experiment 1 and 2 above), because by convention we can apply the following approximation. When determining $\Phi_{h-1}$ in Eq. (17) we use its corresponding upper left sub-matrix of the true transition matrix in the original AR process. The whole transition matrix (corresponding to 5 previous states) is still used to obtain the best prior in Eq. (3).

#### Table 5: RMSN for OD flow estimation and predictions for 15:00-19:00

| Experiment | Estimation RMSN | Prediction RMSN |
|------------|-----------------|-----------------|
| CEKF(1)    | 13.5%           | 21.0%           |
| CEKF(2)    | 9.8%            | 18.8%           |
| CEKF(5)    | 10.8%           | 15.4%           |

After running the online calibration experiments above, we obtain the results in Table 5 which illustrates the performance of the three models with the same AR(5) transition equation for predictions. For state estimation, CEKF(2) and CEKF(5) have smaller errors than CEKF(1), while CEKF(2) has the best estimation accuracy. However, in terms of prediction performance, CEKF(5) significantly outperforms CEKF(2), which is better than CEKF(1). This is likely because the CEKF(5) model estimates OD flows more accurately in the congested scenario after 16:00 (see Fig. 8), underscoring the significant improvements obtainable through state augmentation in certain settings.

An in-depth performance comparison is given by Fig. 9. It presents the scatter plots of the estimated flows vs observations for each 5-minute interval during 15:00-19:00. Points closer to the diagonal line indicate a better fit. For the state estimation result in the first row, points in CEKF(2) (middle) and CEKF(5) (right) are closer to the diagonal line than CEKF(1), especially for counts less than 200 vehicles per interval. CEKF(5) also has slightly worse fit for observed counts greater than 350 vehicles per interval, when compared with CEKF(2) and CEKF(1). We think this may be a side effect of updating previously calibrated ODs to match delayed measurements; for CEKF(5), the states are updated 5 times to match the measurements in 5 intervals together. In other words, the augmented models trades off the accuracy of state estimations for predictions, which is discussed next.

The second to fourth rows show short-term predictions in the future 5, 10 and 15 minutes. CEKF(1) has more points below diagonal than the augmented models. This implies that CEKF(1) tends to underestimate the flow, because CEKF(1) is “myopic” and it only observes the OD flows’ influence on measurements in the same interval. This situation is exacerbated during congestion. The estimated gradient is close to zero, because perturbing the input OD flows does not change the saturated flow rate. Thus, CEKF(1) is incapable of calibrating OD flows but to wait until the congestion dissipates near OD inputs. In contrast, CEKF(5) captures the long-term effect of changing OD flows. Specifically, after perturbing OD flows, although the first-order gradient is zero (current interval), higher order gradients (prior intervals) still capture the impact of the perturbation resulting in a better fit in the prediction scatter plots.
Fig. 9: Scatter plot for estimated/predicted vs observed flow counts: left: CEKF(1), middle: CEKF(2), right: CEKF(5)
While we have shown the superior prediction power of state augmentation, we end this section with some comments on computational performance. The augmentation technique increases the dimension of matrices, making the EKF updates more cumbersome, and significantly increases the complexity of computing the gradient (Jacobian) as its size is a multiple of the nonaugmented gradient. The next section addresses how to speed up the computational performance.

5 Partitioned Finite Difference Approach for Efficient Gradient Computation

We highlighted the importance of state augmentation that accounts for the delayed observation of hidden states, which is all-the-more relevant for congested networks. However, employing state augmentation will increase computational complexity and poses a critical challenge for real world applications (note that real-time performance is an issue even in case of the EKF with non-augmented states). For example, the online calibration procedure for each 5-minute interval in the case study in Section 4 requires around 30 minutes of computational time, even without state augmentation on a 20-core server. A large proportion of the computational time involves gradient estimation (applying the finite difference method). Thus, the direct application of FD-EKF and state augmentation is impractical for real-time DTA systems on large networks. This section proposes an approach based on graph coloring to operationalize the partitioned finite difference method [Huang, 2010] for improving computational performance.

Recall that each component of the gradient matrix $H^h_{m,n}$ in Eq. (13) is $m$-by-$n$, corresponding to $m$ measurements and $n$ parameters (hidden states). These dimensions are the same across time intervals. The finite difference (FD) approach perturbs each parameter twice to obtain one column of the matrix $H^h_{m,n}$, thus requiring $2n$ runs of the simulator. The SPSA algorithm (reviewed in Section 2), which has been applied in the context of offline calibration, attempts to reduce the number of required function or simulator evaluations by performing a simultaneous perturbation of all the parameters, thus requiring only 2 evaluations. However, inaccuracies in the gradient estimation arise from the fact that simultaneous perturbations of different parameters will have impacts on the same measurement. This will result in systematic overestimation or underestimation of the gradient. For instance, if perturbing two parameters cancels out their effects on a particular measurement, the associated gradients will be zero for both the parameters. Hence, it is preferable to perturb two parameters simultaneously only if they have no effect on any same sensor. The idea underlying this partitioned finite difference approach [Huang, 2010] is to divide parameters into partitions such that in each partition, any two parameters do not simultaneously affect a measurement.

The partitioned finite difference approach we propose aims to approximate the gradient matrix with as few computations as possible, assuming knowledge of the gradient structure. It consists of three distinct steps:

1. **Gradient structure identification**: obtain an incidence matrix $H_{inc}$ to identify the sparse structure of the gradient matrix (Section 5.1).
2. **Parameter partitioning**: divide $n$ parameters into minimum $p$ partitions such that no two parameters in the same partition affect any common measurements. The parameters in these $p$ partitions should be mutually exclusive and collectively exhaustive (Section 5.2).
3. **Simultaneous perturbation for gradient estimation**: for each partition, perturb all parameters in two opposite directions to compute the gradient (Section 5.3).

5.1 Gradient Structure Identification

The term structure in this context refers to the locations of zeros and non-zeros in the gradient matrix. The gradient structure is necessary for the partitioning method to determine which parameters can be grouped together. An incidence matrix $H_{inc}$ is a representation of the gradient structure. $H_{inc,(i,j)}$ takes a value 1 if measurement $i$ and parameter $j$ are related and 0 if not. Formally,

$$H_{inc,(i,j)} = \begin{cases} 1 & \text{if } H_{(i,j)} \neq 0 \\ 0 & \text{if } H_{(i,j)} = 0 \end{cases} \quad (23)$$

There are two general comments we would like to make about the gradient structure. First, the partitioning relies on the sparse nature of the gradient. More sparsity implies fewer shared measurements among parameters, thus resulting in fewer partitions and fewer finite difference evaluations. Second, the gradient structure may change across intervals, as traffic condition changes. Hence, when we assume a gradient structure beforehand, it must encompass all possible structures across intervals as the structure may change when traffic builds up. In other words, the overall $H_{inc}$ should be the result of an element-wise or operation of $H_{inc,h}$ for all intervals $h$. In this case, we only need to partition once before calibration.
5.2 Parameter Partitioning

Given the gradient incidence matrix, we are ready to perform the partitioning. The partitioning problem involves grouping non-conflicting parameters, which we restate as a graph coloring problem. A heuristic solution procedure is then applied to solve the graph coloring problem.

5.2.1 Graph coloring problem

Recall that the $j$th column of $H_{inc}$ is the impact of the $j$th parameter on all the measurements. We want to group parameters that do not affect the same sensor. In other words, any two 1s in the same row disqualify grouping of the two corresponding parameters. The term conflict is used to describe the fact that two parameters affect the same sensor measurement and we term these rows as conflicting for a given pair of parameters. In a graphical representation, we denote the parameters as nodes, and each pair of nodes that has conflicting rows are connected by edges.

In this regard, the partitioning problem is equivalent to finding minimum colors for all the nodes such that no two connected nodes have the same color. For example, Fig. 10 presents a gradient incidence matrix, and the corresponding graph representation. The first row in $H_{inc}$ shows that Node 1, 2 and 6 are connected, thus must be assigned with different colors.

\[
H_{inc} = \begin{bmatrix}
1 & 1 & 0 & 0 & 0 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 \\
1 & 0 & 0 & 0 & 1 & 1
\end{bmatrix}
\]

Fig. 10: A gradient incidence matrix and its corresponding optimal graph with 3 colors

At this point, we would like to briefly discuss similarities and differences of this approach compared to variants of the SPSA algorithm. Despite the overt similarity, the variants of the SPSA including c-SPSA [Tympakianaki et al., 2015], w-SPSA [Lu et al., 2015a] and PC-SPSA [Qurashi et al., 2019] do not in fact identify means of partitioning the parameters in the manner that we wish to do (i.e. ensuring that any two parameters in the same partition do not jointly affect a measurement). The c-SPSA performs clustering on the parameter values to identify clusters of homogenous parameters. Specifically, the authors focus on homogeneity of clusters defined in terms of the magnitude of OD flows (and not on their impacts on measurements), which helps address issues of scaling and allows for the definition of cluster specific gain sequences, the latter of which is specific to the SPSA. Similarly, the weight matrix in w-SPSA [Lu et al., 2015a], which is used to limit gradient noise, could potentially be used to identify partitions, but no method is proposed to do so by the authors. Likewise, the PC-SPSA does not provide a means of partitioning, but rather seeks to limit gradient noise and improve computational performance of the SPSA through dimensionality reduction. The application of the graph coloring method provides a systematic means of identifying a minimum number of partitions (the number of partitions does not have to be pre-specified), given knowledge of the gradient structure. By carefully choosing the perturbation partitions, our method would theoretically eliminate the impacts of the simultaneous perturbation, resulting in a gradient matrix without any loss in rank.

5.2.2 Sequential/greedy graph coloring algorithm

The problem of determining the minimum number of colors (or chromatic number) is known to be NP-hard [Coleman and More, 1983]. Numerous heuristics have been proposed to determine the optimal coloring. We apply a sequential graph coloring algorithm from [Coleman and More, 1983] that does not guarantee optimality, but has been widely used and analyzed.

The resulting $p$ from the algorithm is the number of colors or partitions. This is a greedy algorithm, and the literature has reported that performance depends on the ordering of nodes (k loop in Algorithm 2). According to Coleman and More [1983], there exists an ordering of nodes such that the sequential graph coloring method can obtain the optimum. In our implementation, we perform the partitioning offline. Specifically, we run the sequential graph coloring algorithm with multiple random orderings of the nodes, and use the color assignment that attains the minimum.
Algorithm 2 Sequential Graph Coloring

\( v_1, v_2, ..., v_n \) are \( n \) nodes in the graph;
\( p = 0; \)
for \( k = 1 \) to \( n \) do
    for \( i = 1 \) to \( p + 1 \) do
        if connected nodes of \( v_k \) not assigned Color \( i \) then
            Break;
        end if
    end for
    Assign Color \( i \) to \( v_k \);
    if \( i > p \) then
        \( p \leftarrow p + 1; \)
    end if
end for

5.2.3 Condensing the sparse gradient

In order to formalize the gradient condensing process, assume the graph color assignments are in an \( n \)-by-\( p \) zero-one matrix \( D \). The \( j \)th row indicates the color assignment of parameter \( j \), where the \( k \)th element is 1 if \( j \) is assigned to color \( k \). The \( k \)th column \( D_k \) indicates all the parameters with color \( k \). Since one parameter cannot be assigned to multiple colors, each row has exactly one element with value 1. The condensed gradient is given by:

\[
\tilde{H}_{(m \times p)} = HD
\]  

(24)

5.2.4 Inflating the condensed gradient

The sparse gradient \( H \) can be recovered without loss from condensed gradient \( \tilde{H} \) with the help of gradient incidence matrix \( H_{inc} \) as follows:

\[
H_{(m \times n)} = (\tilde{H}D^\top) \circ H_{inc}
\]  

(25)

where, \( \circ \) is the element-wise product.

5.3 Simultaneous Perturbation for Gradient Estimation

Given the partitioning of the parameter vector, the \( k \)th column of the condensed gradient \( \tilde{H} \) can be computed using simultaneous perturbations as:

\[
\hat{H}_k = g_h(x_{h|h-1} + \delta_k) - g_h(x_{h|h-1} - \delta_k)
\]  

(26)

\[
\delta_k = \delta_k D_k \quad \forall k = 1, 2, ..., p
\]  

(27)

\[
H = (\tilde{H}D^\top) \circ H_{inc}
\]  

(28)

where, \( \delta_k \) is the perturbation size for all parameters in the same partition, \( D_k \) is the \( k \)th column of matrix \( D \).

5.4 Factors Affecting the Performance of Partitioning

As mentioned above, the sequential/greedy method is not guaranteed to reach optimality. We partly address this issue by using the best result from multiple runs. In this section, we discuss some factors that determine the optimal chromatic number for the OD partitioning problem.

First, the problem clearly has dependencies on sensor placement within the network. We consider an example for the OD calibration problem, and assume all the OD pairs are captured by flow count sensors already. Adding more sensors to the same region would likely increase the number of partitions needed because there will be more conflicting rows. This is equivalent to adding more rows in the incidence matrix and more links between nodes in Fig. 10. Furthermore, the partitioning process is closely related to the problems of sensor location and observability (see Castillo et al. [2015, 2008], Yang et al. [2018], Ehlert et al. [2006]).

Second, it is trivial but crucial to notice that there are trips that do not share any segments, in which case we can safely assign them to the same partition. This is reflected in the sparse nature of the gradient matrix, which has been observed.
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and exploited for DTA calibration in other contexts [Wen, 2008]. Thus, assuming sensors are uniformly distributed
across the network, regardless of their density, one can reasonably expect there are gains from the partitioning since it
likely that they will always be sensors unaffected by certain OD flows due to the typical spatial patterns of demand and
sensors in urban areas.

Finally yet importantly, the partitioning result will be affected by the degree of augmentation $r$. Since we use staggered
horizons (as seen in Section 4.3.1), we need to make sure the parameters in a partition do not have conflicts for
all $r$ gradients that are obtained within one simulation run. Similarly, the $H$ matrix in Eq. (25) will be vertically
concatenated and have dimension $rm$ by $n$. Thus increasing $r$ would also increase the chromatic number and decrease
the effectiveness of the partitioning.

5.5 Performance on a Real Network

In this section, we conduct an experiment to demonstrate the performance of PSP-EKF (EKF with the gradient computed
using the partitioned simultaneous perturbation approach) on the Singapore Expressway network displayed in Fig. 11.
For more details on the network, refer Section 6.1.

We once again consider the online OD estimation problem (where parameters are dynamic OD demands and measure-
ments are sensor flow counts). Real traffic counts on a selected day in 2015 (provided by the Land Transport Authority)
are used, the historical OD demands are obtained from a prior offline calibration. An assumed AR process is used for
the transition equation. In order to obtain a universal gradient incidence matrix throughout the whole simulation period,
we first perform online calibration using the FD-EKF algorithm and record all the $H$ matrices. As mentioned before, the
incidence matrix is computed with element-wise or on all the incidence matrices from each interval. The sequential
graph coloring algorithm (Section 5.2) is applied and generates 438 partitions.

The accuracy and computational performance of the PSP-EKF are now compared for a simulation period for 7-10AM,
with 5-minute OD intervals. The supply parameters are fixed across the two algorithms and the simulations are run
on a server with 40 cores. The RMSN in sensor counts across all intervals is shown in Table 6 and indicates that the
performance for both state estimation and prediction is similar for both methods.

Table 6: Calibration accuracy comparison for FD-CEKF and PSP-CEKF

| Method       | Estimation RMSN | 1 step | 2 step | 3 step |
|--------------|-----------------|--------|--------|--------|
| No calibration | 59.7%           | 59.7%  | 59.7%  | 59.7%  |
| FD-CEKF      | 32.1%           | 34.0%  | 36.3%  | 38.3%  |
| PSP-CEKF     | 32.9%           | 34.7%  | 37.0%  | 39.0%  |

In terms of computational performance, the traditional central finite difference (FD-EKF) requires 4121 pairs of
simulations to estimate the gradient in each interval compared to 438 for the PSP-EKF. This is reflected in the significant
computational gains (on average, a six fold decrease in computational time) shown in Table 7. The gradient structure
detection needs a full run of the FD-EKF so the time is similar to the first row in the table. The graph-coloring
algorithm then uses the gradients and finishes quickly (within 5 minutes for 30 runs with random initialization).

Table 7: Computation time comparison for FD-CEKF and PSP-CEKF iterations

| Estimation method | # Parameter groups | Calibration time for interval (minutes) | Average |
|-------------------|--------------------|----------------------------------------|---------|
|                   | 6:00-6:05         | 7:00-7:05     | 8:00-8:05 | 9:00-9:05 |
| FD                | 4121              | 12.2         | 22.3      | 32.6     | 38.3      | 28.8      |
| PSP               | 438               | 2.5          | 3.9       | 5.3      | 7.2       | 4.7       |

In summary, the PSP-EKF approach attains a very similar accuracy as the FD-EKF whilst significantly improving
computational performance (real-time for a five minute estimation interval) with the extent of improvement depending
on the sparsity of the gradient structure. This will allow the online calibration to be real-time operational with a
moderate amount of parallelization.

6 Case Study

In this section we conduct experiments on a large-scale network for the online OD estimation problem using real
world data to examine the performance of the approaches proposed in this paper; in particular, state augmentation and
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6.1 Experimental Setup

The Singapore expressway network is a large-scale city-wide urban network shown in Fig. 11. The corresponding representation of the network used in DynaMIT is shown in Fig. 12. It includes all the expressways and selected arterials. The network consists of 939 nodes, 1157 links and 3906 segments. There are 4121 origin destination (OD) pairs on the network (OD flows are discretized in five minute intervals), where on-ramps serve as origin nodes and off-ramps serve as destination nodes. These 4121 OD pairs have 18532 routes in total and further, there are 650 sensors (measurements at five minute intervals) distributed across the network that capture traffic flow volumes.
Real-time traffic flow volumes (counts) on the 650 sensors are provided by the Land Transport Authority (LTA) in Singapore for 14 weekdays in December 2015. In this case study, the OD estimation problem is considered once again for the morning peak period from 6AM to 10AM. The main objective is to examine the performance of the augmented state space model using real-time traffic flow measurements. We also applied partitioned simultaneous perturbation for all the experiments to speed up gradient computations.

The calibration parameters are 4121 OD demands for each 5-minute departure interval. Route choice and supply parameters such as speed-density relationships and capacity for each segment are set to offline calibrated values. Before conducting the experiments, the Kalman filtering framework needs several additional inputs, namely:

- Time-dependent Historical OD matrices
- The autoregressive (AR) model for the transition equation
- The transition and measurement error covariances $Q$ and $R$

The flowchart in Fig. 13 summarizes the procedure to obtain these inputs and is described next.

1. Divide the weekdays into training set (10 days), validation set (3 days) and test set (1 day);

2. Perform calibration using the FD-CEKF (constrained extended Kalman filter) algorithm for the training and validation set. CEKF is applied to properly model the non-negativity constraint for OD flows [Zhang et al., 2017]. The covariance matrices and transition equation used in this stage of calibration are based on heuristics. Specifically, the values of $Q$ were initially set by assuming a diagonal structure and a coefficient of variation of 10% (mean values were obtained from a seed OD, i.e. an OD matrix from a prior calibration). Along similar lines, $R$ was set by assuming a diagonal structure and a coefficient of variation of 10% (mean values were observed historical sensor counts).

3. Calculate the residuals between the estimated flows and the observed data in the training set and validation set. We then compute the variance of the residuals for each sensor across time intervals. These variances serve as
diagonal elements of $R$. The calculation is given by:

$$
\begin{align*}
R &= \begin{bmatrix}
  r_1 & 0 & \cdots & 0 \\
  0 & r_2 & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \cdots & r_m
\end{bmatrix} \\
\end{align*}
$$

(29)

where, $M_{h,i}^{(d)}$ is the observed measurement and $g_{h,i}^{(d)}(\cdot)$ is the simulated flow estimate for the $i$th sensor at time interval $h$ on day $d$. In total we have $D$ days of training and validation data.

4. Fit an AR($n$) model to calibrated time-dependent OD matrices in the training set. For each $n$ taking a value from 1 to 5, we fit an AR model. Then we test the models and select the best model based on their prediction performance on the validation set. The best model from the training and validation sets is an AR(2) model, given by:

$$
\begin{align*}
x_h &= 0.884x_{h-1} + 0.0967x_{h-2} + \epsilon \\
\epsilon &\sim N(0, 17.6I)
\end{align*}
$$

(30)

(31)

(32)

The variance magnitude $q = 17.6$ was obtained from the following procedure. First, we calculate the residuals between each estimated OD and predicted values given by the model above. Then we compute the variance of the residuals for all ODs across time intervals. It serves as a universal variance for all the diagonal elements of $Q$:

$$
\begin{align*}
Q &= \begin{bmatrix}
  q & 0 & \cdots & 0 \\
  0 & q & \cdots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & 0 & \cdots & q
\end{bmatrix} \\
\end{align*}
$$

(33)

$$
q = \frac{1}{DnN} \sum_{d=1}^{D} \sum_{i=1}^{n} \sum_{h=1}^{N} \left( X_{h}^{(d)} \right)_i - \left( \Phi X_{h-1}^{(d)} \right)_i \\
$$

(34)

where, $X_{h}^{(d)}$ is the state vector in interval $h$ on day $d$. $\left( X_{h}^{(d)} \right)_i$ is the $i$th calibrated OD, and $\left( \Phi X_{h-1}^{(d)} \right)_i$ is the $i$th predicted OD with the AR model, parameterized by $\Phi$. $n$ is the number of OD pairs.

5. The computed $Q$ and $R$, together with the selected AR(2) model serve as inputs for the Kalman filter in online calibration.

6. The mean of the calibrated demand over the training and validation set for each interval serves as the time-dependent historical values to construct deviations for the test set.

The experiments examine the performance of the original state space model and the augmented model of various degrees. We applied parameter partitioning for all the augmented models to accelerate the calibration process. We also apply CEKF to model the non-negative OD flows. We consider the following configurations.

1. **CEKF(1)**: constrained extended Kalman filter without state augmentation;
2. **CEKF(3)**: constrained extended Kalman filter with state augmented to degree 3;
3. **CEKF(6)**: constrained extended Kalman filter with state augmented to degree 6.

In addition, we consider a benchmark that involves directly using the historical demand (from the training and validation sets) without online calibration. The choice of the augmentation degrees of 3 and 6 are based on a heuristic that computes an approximate measure of observability (note that this is not a rigorous definition of observability—see Castillo et al. [2015, 2008], Yang et al. [2018]—but rather ensures that there are no hidden states due to delayed measurements) as a function of augmentation degree. For a given degree of augmentation, we try to identify the number of OD pairs that are distinguishable assuming we only observe their impacts on the measurements up to that degree (i.e. within the augmented intervals). This is approximated using knowledge of network link travel times, the shortest paths between each OD pair, and the location of sensors. Specifically, for a degree of augmentation $r$, an OD pair is termed *distinguishable* if the first sensor at which it can be identified (amongst OD flows originating from the same node) is
reducible from the origin within $r$ intervals. This is shown in Figure 14 where a degree of 3 and higher are sufficient to minimize the impacts of hidden states due to delayed measurements.

![Distinguishable OD pairs vs Degree of Augmentation](image)

**Fig. 14:** Distinguishable OD pairs versus state augmentation degree

### 6.2 Results and Discussion

In this section, we discuss the calibration accuracy of each model quantified with three measures: the root mean square error (RMSE), weighted sum of squared error (WSSE) and root mean squared normalized error (RMSN). The lower values of these three metrics indicate a better accuracy of the experiment. As a metric to address the sensors that have a high measurement error, the WSSE utilizes the inverse of $R$ as weights for the squared errors of each measurement. In our case of a diagonal $R$, each squared error is divided by its assumed variance and then summed up. Thus, the WSSE discounts the impact of the uncertain measurements. Also, note that the WSSE is part of the Kalman filter’s objective function [Sorenson, 1970], and thus a lower bound of it.

#### 6.2.1 Calibration Accuracy and Prediction Performance

Table 8 summarizes the accuracy of each approach for state estimation and prediction. First, all CEKF configurations significantly improve over the historical benchmark. With regard to state estimation, CEKF(3) obtains the lowest error in terms of RMSN, with relative improvements of 13% with respect to CEKF(1). The CEKF(6) on the other hand yields a higher RMSN for estimation than CEKF(3), but still shows a 4% relative improvement over CEKF(1). However, in terms of the WSSE, the augmented models perform worse than the non-augmented model. This is discussed later in the section.

| Index | Description | Estimation | Prediction |
|-------|-------------|------------|------------|
|       |             | RMSN       | RMSN       |
|       |             | 1 step     | 2 step     | 3 step     |
|       |             | 1 step     | 2 step     | 3 step     |
| 0     | Historical  | 112.6      | 18047      | 36.6%      | 36.3%      | 36.2%      | 35.9%      |
| 1     | CEKF(1)     | 109.7      | 13664      | 33.1%      | 33.9%      | 34.9%      | 34.4%      |
| 2     | CEKF(3)     | 106.8      | 13995      | 28.7%      | 30.1%      | 31.1%      | 30.1%      |
| 3     | CEKF(6)     | 111.0      | 16409      | 31.7%      | 30.7%      | 31.9%      | 30.8%      |

| Index | Description | Predict RMSE |
|-------|-------------|--------------|
|       |             | 1 step       | 2 step       | 3 step       |
| 0     | Historical  | 116.4        | 120.6        | 124.1        |
| 1a    | CEKF(1)     | 114.6        | 119.8        | 123.2        |
| 2a    | CEKF(3)     | 109.7        | 115.0        | 118.2        |
| 3a    | CEKF(6)     | 110.3        | 116.3        | 119.1        |

In terms of state prediction performance, the results in Table 8 indicate an improvement of around 13% in RMSN for the augmented models compared with CEKF(1), with CEKF(3) again yielding the best performance. The prediction
errors in terms of RMSE and WSSE also improve for the augmented models relative to the non-augmented CEKF(1). Moreover, the non-augmented model shows a higher error in 3-step predictions (WSSE) compared to even the historical benchmark. Thus, state augmentation shows a clear improvement in prediction performance.

To further investigate the estimation performance of models in terms of WSSE, we divide the sensors into groups based on their assumed variances in $R$ and examine the RMSE for each group (Table 9). The best RMSE for each group is shown in bold. We have two main observations. First, the CEKF(3) and CEKF(6) have similar prediction performances. The reason may lie in the fact that there are 4121 OD pairs and 650 sensors implying that a large degree of freedom exists even in the non-augmented model. While augmenting the states further increases the model complexity, the benefit may be marginal when the degrees of freedom are already large. The marginal improvement also implies a degree of 3 for augmentation is sufficient for this network. The second observation is that the major improvement with the augmented models lies in sensors with large assumed variances. Recall that these were estimated from residuals of non-augmented models on the training set. Thus, this observation indicates that augmented models may improve the sensors that were poorly fitted in non-augmented models. These improvements are clear and significant.

### Table 9: Sensor RMSE grouped by variances in $R$ for estimation and 3 step prediction

| $r$ range from | 1 | 500 | 2500 | 5000 | 10000 | 20000 | $+\infty$ |
|---------------|---|-----|------|------|-------|-------|---------|
| Number of sensors | 118 | 111 | 90 | 115 | 109 | 107 |

| Estimation | CEKF(1) | CEKF(3) | CEKF(6) |
|------------|---------|---------|---------|
| RMSE       | 35.48   | 35.28   | 38.87   |
|            | 53.86   | 52.67   | 56.49   |
|            | 76.72   | 81.99   | 88.60   |
|            | 132.1   | 134.6   | 140.4   |
|            | 125.1   | 119.2   | 123.6   |
|            | 157.2   | 146.7   | 149.5   |

| 3 step prediction | CEKF(1) | CEKF(3) | CEKF(6) |
|-------------------|---------|---------|---------|
| RMSE              | 48.32   | 47.36   | 48.59   |
|                   | 60.76   | 58.11   | 58.39   |
|                   | 86.42   | 86.67   | 86.20   |
|                   | 148.4   | 143.0   | 143.8   |
|                   | 142.9   | 134.4   | 136.1   |
|                   | 170.0   | 163.0   | 165.5   |
Improving the Accuracy and Efficiency of Online Calibration for Simulation-based DTA

The time-dependent RMSN values for both estimation and prediction are shown in Fig. 15. It is noticeable that augmented models give the better predictions than CEKF(1) by a significant and clear margin. Based on the discussion in Section 4, a natural explanation of the CEKF(1)’s performance is the inability to model the delay in measurements. The non-augmented model ignores the correlation between parameters and measurements across intervals and thus, previously estimated ODs cannot be adjusted. In other words, the model is forced to explain measurements with parameters in the same interval and the error term absorbs the effect of the omitted variables resulting in a less accurate model. In contrast, when we use an augmented model, part of the error in measurements now can be “explained” by modeling the effect of parameters in previous intervals. As a result, longer trips are captured in later intervals and hence can be estimated better with augmented models. Therefore, with a good AR model, predicted parameters will be more accurate, which yield better traffic predictions as the experiments corroborate.

With regard to prediction accuracy, the augmented models significantly improve over CEKF(1). However, we also notice the improvement is slightly less when compared with the synthetic example in Section 4. This may be attributed to two reasons. First, as mentioned before, there are significantly more parameters (4121) than observations (650) in each interval. Given the large degrees of freedom in the problem, non-augmented models may perform well enough in terms of goodness-of-fit measures for sensors. Second, excessive noise in the real flow measurements leads to violations in flow conservation in some cases which has an effect on model performance.

6.2.2 Computational Performance

In this section, we compare the computational performance of CEKF(1) (non-augmented model) with CEKF(3) for this case study. All experiments were conducted on an AMD Ryzen 9 3900X desktop computer using 20 cores (3600MHz DDR4 dual channel RAM).

Table 10 compares the computational performance for two methods in each 5-minute interval when they are loaded with the same traffic in the network. The CEKF(6) costs significantly higher computational time than CEKF(3), but yields insignificant improvements, hence the results of CEKF(6) are omitted. The cost increase is roughly in line with
the analysis in Section 4.3.1 and 4.3.2. In these experiments, the results indicate that the CEKF(1) achieves real-time performance with computational times less than the typically used 5 minute interval for state estimation. This is in large part a consequence of the roughly six fold improvement in computational times achieved due to the partitioned finite difference (PSP-EKF) approach presented previously. Although the CEKF(3) does not yield real-time performance (computational times of 11 minutes to 25 minutes) with the computational architecture employed in these experiments, a modest increase in the number of cores will allow for real time performance given that the gradient estimation—the computationally most intensive part of the online calibration process—is parallelized.

7 Conclusions

This paper addressed several issues pertaining to the operationalization of EKF-based solution approaches for the online calibration of real-time DTA systems, especially for congested scenarios and large-scale road networks. First, the concept of state augmentation is revisited to handle violations of the Markovian assumption typically implicit in online applications of the EKF. Further, we demonstrate its implementation using a real-time DTA system and analyze the computational cost of applying this technique. Second, a method based on graph-ing is proposed to operationalize the partitioned finite-difference approach that enhances scalability of the gradient computations. Synthetic experiments and a real world case study demonstrate that application of the proposed approaches yields improvements in terms of both prediction accuracy and computational performance.

Avenues for future research include examining the performance and robustness of the approaches for the simultaneous calibration of demand and supply parameters. Further, the performance of the PSP-EKF algorithm in the presence of non-recurrent events and incidents, and estimation errors in the AR process also warrants more systematic investigation.
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