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Abstract—Non-orthogonal multiple access (NOMA) enables power-domain multiplexing via successive interference cancellation (SIC) and has been viewed as a promising technology for 5G communication. The full benefit of NOMA depends on resource allocation, including power allocation and channel assignment, for all users, which, however, leads to mixed integer programs. In the literature, the optimal power allocation has only been found in some special cases, while the joint optimization of power allocation and channel assignment generally requires exhaustive search. In this paper, we investigate resource allocation in downlink NOMA systems. As the main contribution, we analytically characterize the optimal power allocation with given channel assignment over multiple channels under different performance criteria. Specifically, we consider the maximin fairness, weighted sum rate maximization, sum rate maximization with quality of service (QoS) constraints, energy efficiency maximization with weights or QoS constraints in NOMA systems. We also take explicitly into account the order constraints on the powers of the users on each channel, which are often ignored in the existing works, and show that they have a significant impact on SIC in NOMA systems. Then, we provide the optimal power allocation for the considered criteria in closed or semi-closed form. We also propose a low-complexity efficient method to jointly optimize channel assignment and power allocation in NOMA systems by incorporating the matching algorithm with the optimal power allocation. Simulation results show that the joint resource optimization using our optimal power allocation yields better performance than the existing schemes.

Index Terms—Non-orthogonal multiple access, power allocation, successive interference cancellation, quality of service, combinatorial optimization, sum rate, fairness, energy efficiency, channel assignment.

I. INTRODUCTION

As a result of the popularity of internet-of-things and cloud-based applications, there is an explosive demand of new services and data traffic for wireless communications. Hence, the fifth generation (5G) communication systems propose higher requirements in data rates, lower latency, and massive connectivity [1]. In order to meet these high demands, some potential technologies, such as massive multiple-input multiple-output (MIMO) [2], millimeter wave [3], small cell [4–6] and device to device communication [7], [8] will be introduced into 5G communication systems. Recently, non-orthogonal multiple access (NOMA), which can support overloaded transmission with limited resources and further improve the spectral efficiency [9], arises as a promising technology for 5G communication systems.

The conventional multiple access schemes, which are categorized as orthogonal multiple access technologies, are not sufficient to support a massive connectivity because different users are allocated to orthogonal resources in order to mitigate multiple access interference [10]. On the other side, by using superposition coding at the transmitter with successive interference cancellation (SIC) at the receiver, NOMA allows allocating one (frequency, time, code, or spatial) channel to multiple users at the same time [11], which can lead to better performance in terms of spectral efficiency, fairness, or energy efficiency [12]. Therefore, NOMA has received much attention recently. In [13] and [14], the authors discussed an combination of NOMA with MIMO technologies. NOMA has also been introduced to be used with other technologies, e.g., visible light communication [15] and millimeter wave communication [16].

The basic idea of NOMA is to implement multiple access in the power domain [9]. Hence, the key to achieve the full benefit of NOMA systems is resource allocation, which usually include power allocation and channel assignment. Unfortunately, the joint optimization of power allocation and channel assignment in NOMA systems leads to a mixed integer program [17], which has been proved to be a NP-hard problem in [13]. Hence, finding the jointly optimal resource allocation generally requires exhaustive search [19], which, however, causes prohibitive complexity and is not applicable for practical systems. Therefore, suboptimal but efficient resource optimization methods are more preferred in practice. Such efficient methods are often obtained by optimizing power allocation and channel assignment alternately [17], [20–22]. In this paper, we investigate resource allocation with a focus on power allocation for downlink NOMA systems under various criteria.

A. Related Works

In NOMA systems, resource allocation has been studied for different performance measures. In the literature, the sum rate maximization is the most commonly adopted objective, and there are a number of related works [19], [20], [22], [23]. In [23], the authors investigated the optimal power allocation to maximize the sum rate with QoS constraints only for two users on one channel. In [20], the problem of maximizing the weighted sum rate in a downlink orthogonal frequency division multiplexing access (OFDMA) based NOMA system
was studied, where the nonconvex power allocation problem was solved via DC (difference of two convex functions) programming and thus only a suboptimal power allocation solution was provided. In [19], the authors also considered the weighted sum rate maximization and exploited monotonic optimization to develop an optimal joint power allocation and channel assignment policy, which, however, has an exponential complexity and only serves as a system performance benchmark. In [22], the authors introduced a resource allocation method based on waterfiling to improve the total achieved system throughput but there is no guarantee for the optimality of the obtained solution.

Fairness is also an important issue in NOMA systems, where the most common fairness indication is the maximin fairness (MMF). Therefore, a number of works has studied resource allocation for MMF, e.g., [24]–[26]. In [24] and [26], the authors investigated the optimal power allocation based on MMF for users on one channel using statistical channel state information (CSI) and instantaneous CSI, respectively. The proportional fairness scheduling that maximizes the weighted MMF was studied in [25], where the optimal solution was only derived for two users on a single channel.

As energy efficiency (EE) becomes an important performance measure of wireless communication systems, the resource problem that maximizes the EE in NOMA systems has also been considered but only in two works [21], [27]. In [27], the authors developed the optimal power allocation for maximizing the EE with QoS constraints but only for the users on one channel. The joint power allocation and channel assignment for maximizing the EE was considered in [21], whereas only a suboptimal solution was obtained via DC programming.

In summary, so far the optimal power allocation was only found for users on a single channel under particular performance criteria, but unknown in the general case for all users on multiple channels. Furthermore, in almost all existing works, the order constraints on the powers of users were either ignored or not explicitly taken into account.

B. Contributions

In this paper, we investigate resource allocation in downlink NOMA systems with a focus on seeking the optimal power allocation for multiple channels and users under various performance criteria. The contributions in this paper are summarized in the following:

- We consider different criteria that lead to different problem formulations, including the maximin fairness, the weighted sum rate maximization, the sum rate maximization with QoS constraints, the energy efficiency maximization with weights or QoS constraints.

- We take explicitly into account the order constraints on the powers of users on each channel that guarantee the decoding order of SIC on each channel unchanged in NOMA systems.

- Then, we analytically characterize the optimal power allocation and provide closed-form or semi-closed solutions to the formulated power optimization problems.

- It is shown that the power order constraints could result in an equal signal strength, which may cause a failure of SIC or a large error propagation. Thus, we introduce the concept of SIC-stability and identify the conditions that avoid equal power allocation in NOMA systems under different criteria.

- We propose an efficient method to jointly optimize the channel assignment and power allocation by incorporating the matching algorithm with our optimal power allocation and iteratively using them to refine the solution.

- The obtained optimal power allocation can also be used with other channel assignment algorithms and can even reduce the complexity of the exhaustive search for jointly optimal resource allocation.

- Finally, it is shown via simulations that the proposed joint resource optimization method outperforms the existing schemes and achieves near-optimal performance.

The rest of the paper is organized as follows. Section II introduces the NOMA system model and various resource optimization problems under different performance criteria and constraints. In Section III Section IV and Section V we investigate the optimal power allocation for the MMF, sum rate maximization, and EE maximization, respectively. In Section VI a joint channel assignment and power allocation optimization algorithm is proposed. The performance of the proposed power allocation is evaluated in section VII by simulations and the conclusion is drawn in Section VIII.

II. PROBLEM STATEMENT

A. System Model

Consider a downlink NOMA network wherein a base station (BS) serves $N$ users through $M$ channels. The total bandwidth $B$ is equally divided to $M$ channels so the bandwidth of each channel is $B_c = B/M$. Let $N_m \in \{N_1,N_2,...,N_M\}$ be the number of users using channel $m$ for $m = 1,2,\cdots,M$ and $\text{UE}_{m}$ denotes user $n$ on channel $m$ for $n = 1,2,\cdots,N_m$. The signal transmitted by the BS on each channel can be expressed as

$$x_m = \sum_{n=1}^{N_m} \sqrt{p_{n,m}} s_n$$

where $s_n$ is the symbol of $\text{UE}_{n,m}$ and $p_{n,m}$ is the power allocated to $\text{UE}_{n,m}$. The received signal at $\text{UE}_{n,m}$ is

$$y_{n,m} = \sqrt{p_{n,m}} h_{n,m} s_n + \sum_{i=1,i\neq n}^{N_m} \sqrt{p_{i,m}} h_{i,m} s_i + z_{n,m}$$

where $h_{n,m} = g_{n,m} d_{n,m}^{-\alpha}$ is the channel coefficient from the BS to $\text{UE}_{n,m}$, $g_{n,m}$ follows a Rayleigh distribution, $d_n$ is the distance between the BS and $\text{UE}_{n,m}$, $\alpha$ is the path-loss exponent, and $z_{n,m} \sim CN(0,\sigma^2_m)$ is the additive white Gaussian noise (AWGN).

According to the principle of NOMA, one channel can be assigned to multiple users, who will use SIC to decode their signals. Specifically, let $\Gamma_{n,m} = |h_{n,m}|^2/\sigma^2_m$ be the channel to noise ratio (CNR) of $\text{UE}_{n,m}$. Assume without loss
of generality (w.l.o.g.) that the CNRs of the users on channel \( m \) are ordered as
\[
\Gamma_{1,m} \geq \cdots \geq \Gamma_{n,m} \geq \cdots \geq \Gamma_{N,m,\cdot,m}.
\]
i.e., UE\(_{1,m} \) and UE\(_{N,m,\cdot,m} \) are the strongest and weakest users on channel \( m \), respectively. Then, the NOMA protocol allocates higher powers to the users with lower CNRs [9], [28], leading to \( p_{1,m} \leq \cdots \leq p_{n,m} \leq \cdots \leq p_{N,m,\cdot,m} \). Hence, UE\(_{n,m} \) is able to decode signals of UE\(_{i,m} \) for \( i > n \) and remove them from its own signal, but treats the signals from UE\(_{i,m} \) for \( i < n \) as interference. Therefore, the signal to interference-plus-noise ratio (SINR) of UE\(_{n,m} \) using SIC is given by
\[
\gamma_{n,m} = \frac{p_{n,m} \Gamma_{n,m}}{1 + \sum_{i=1}^{n-1} p_{i,m} \Gamma_{n,m}}.
\]
Thus, the data rate of UE\(_{n,m} \) is
\[
R_{n,m}(p_{n,m}) = B_c \log \left( 1 + \frac{p_{n,m} \Gamma_{n,m}}{1 + \sum_{i=1}^{n-1} p_{i,m} \Gamma_{n,m}} \right).
\]

Using SIC at each user’s receiver causes additional complexity, which is proportional to the number of users on the same channel. Thus, in practice, each channel is often restricted to be assigned to two users [21], [28], [29], which is also beneficial to reduce the error propagation of SIC. In this paper, we would also like to focus on this typical situation and assume that \( N_m = 2 \) for \( m = 1, 2, \ldots, M \) and \( N = 2M \). In this case, suppose w.l.o.g. that the CNRs of UE\(_{1,m} \) and UE\(_{2,m} \) are ordered as \( \Gamma_{1,m} \geq \Gamma_{2,m} \). Then, the rates of UE\(_{1,m} \) and UE\(_{2,m} \) on channel \( m \) are given respectively by
\[
R_{1,m} = B_c \log \left( 1 + p_{1,m} \Gamma_{1,m} \right),
\]
\[
R_{2,m} = B_c \log \left( 1 + \frac{p_{2,m} \Gamma_{2,m}}{p_{1,m} \Gamma_{1,m}} \right).
\]

### B. Problem Formulation

The performance of a NOMA scheme relies on resource allocation, including power allocation and channel assignment, for all users. In this paper, we investigate optimization of resource allocation for NOMA systems. For this purpose, we consider the following performance measures.

1) **Maximin fairness:** A common criterion is the maximin fairness (MMF), which aims to provide fairness for all users. The corresponding resource allocation problem is given by
\[
\max \min_{m=1, \ldots, M} \left\{ R_{1,m}, R_{2,m} \right\}. \tag{1}
\]
The similar problems have been studied in [24]–[26], whereas the optimal power allocation was only found for a few users on a single channel but unknown for all users over multiple channels.

2) **Sum rate:** The most common objective is to maximize the sum rate (SR) of all users. To avoid that the resource on each channel is occupied by one user, weights or QoS constraints are often introduced into SR maximization. In this paper, we consider both the weighted SR maximization:
\[
\max \sum_{m=1}^{M} \left( W_{1,m} R_{1,m} + W_{2,m} R_{2,m} \right) \tag{2}
\]
where \( W_{n,m} \) is the weight of UE\(_{n,m} \), and the SR maximization with QoS constraints:
\[
\max \sum_{m=1}^{M} \left( R_{1,m} + R_{2,m} \right) \tag{3}
\]
s.t. \( R_{n,m} \geq R_{n,m,\cdot,m}^{\min} \), \( n = 1, 2, \forall m \)
where \( R_{n,m,\cdot,m}^{\min} \) is the QoS threshold of UE\(_{n,m} \). Although two problems have been studied in a number of works, e.g., [19], [20], [22], [23], the optimal power allocation was only found for two users on one channel [23], while the joint resource optimization is either suboptimal [20], [22] or needs exhaustive search [19].

3) **Energy efficiency:** In this paper, we also consider improving energy efficiency (EE) of the NOMA system, which is defined as the ratio between the sum rate and the power consumption of the whole system. When weights or QoS constraints are introduced, the EE maximization problem can be formulated as
\[
\max \frac{\sum_{m=1}^{M} \left( W_{1,m} R_{1,m} + W_{2,m} R_{2,m} \right)}{P_T + \sum_{m=1}^{M} \left( p_{1,m} + p_{2,m} \right)} \tag{4}
\]
or
\[
\max \frac{\sum_{m=1}^{M} \left( R_{1,m} + R_{2,m} \right)}{P_T + \sum_{m=1}^{M} \left( p_{1,m} + p_{2,m} \right)} \tag{5}
\]
s.t. \( R_{n,m} \geq R_{n,m,\cdot,m}^{\min} \), \( n = 1, 2, \forall m \)
where \( P_T \) is the power consumption of the circuits and SIC on all channels. This problem has only been studied in [27] but only for one channel.

In addition to the above objectives and QoS constraints, one shall also consider power constraints in NOMA systems. The transmit power constraint of the BS is given by
\[
\sum_{m=1}^{M} \left( p_{1,m} + p_{2,m} \right) \leq P
\]
where \( P \) is the total power budget of the BS. In NOMA systems, there is an implicit power constraint for the users on each channel \( m \), i.e.,
\[
p_{1,m} \leq p_{2,m}, \text{ } m = 1, \ldots, M
\]
which is to guarantee that a higher power is allocated to the user with a lower CNR (i.e., UE\(_{2,m} \)) on channel \( m \) so that the decoding order of the SIC is not changed. However, in most existing works, the power order constraints were ignored. In this paper, we will show that it is important to take such constraints into account explicitly in power allocation for NOMA.

The joint optimization of power allocation and channel assignment in NOMA systems is, unfortunately, a mixed integer problem. Finding the jointly optimal solution requires exhaustive search [17], which results in prohibitive computational complexity. Therefore, in practice, power allocation and channel assignment are often separately and alternatively optimized, i.e., fix one and optimize the other [17], [20], [21], which may lead to, though possibly suboptimal, efficient resource allocation solutions. In this paper, we would also
like to use this methodology. Specifically, we first optimize power allocation with given channel assignment, and then optimize channel assignment. The most exciting thing is that, different from all existing works, we are able to find the optimal power allocation for all users over multiple channels for all above considered performance measures. The optimal power allocation is either given in a closed-form expression or can be efficiently obtained via the proposed algorithms. Our results will dramatically simplify the joint resource allocation and improve the system performance.

III. Optimal Power Allocation for Maximin Fairness

The NOMA scheme enables a flexible management of the users’ achievable rates and provides an efficient way to enhance user fairness. In this section, we study the optimal power allocation to achieve the maximin fairness (MMF) in the NOMA system. According to \cite{1}, with given channel assignment, the MMF problem is equivalent to the following power allocation problem:

$$\max_{p_1, p_2} \min_{p_1, p_2} \{R_1, \ldots, R_M\}$$

s.t. $0 \leq p_1 \leq p_2$, $\sum_{m=1}^{M} p_1, m + p_2, m \leq P$

where $p_1 = \{p_1, m\}_{m=1}^{M}$ and $p_2 = \{p_2, m\}_{m=1}^{M}$. However, $\mathcal{O}_m^{\text{MMF}}$ is a nonconvex problem, as its objective is not concave. Its optimal solution has only been found in the special case $M = 1$ \cite{23, 26}, i.e., a single channel, but unknown in the general case yet.

To address this problem, we first introduce auxiliary variables $q = \{q_1, m\}_{m=1}^{M}$, where $q_1$ represents the power budget for channel $m$ with $p_1, m + p_2, m = q_1$. Suppose that the channel power budgets $\{q_1, m\}_{m=1}^{M}$ are given. Then, $\mathcal{O}_m^{\text{MMF}}$ is divided into a group of subproblems for each channel $m$:

$$\max_{p_1, p_2} \min_{p_1, p_2} \{R_1,\ldots, R_M\}$$

s.t. $0 \leq p_1 \leq p_2$, $p_1, m + p_2, m = q_1$

We first solve subproblem $\mathcal{O}_m^{\text{MMF}}$ and show that its optimal solution is given in a closed form.

**Proposition 1.** Suppose that $\Gamma_1 \geq 2\Gamma_2$. Then, the optimal solution to $\mathcal{O}_2^{\text{MMF}}$ is given by $p_1, m = \Lambda_m$ and $p_2, m = q_1 - p_1, m$, where $\Lambda_m \triangleq \frac{|h|_2^2}{\sigma_m^2}$ and

$$\Lambda_m \triangleq (\Gamma_1, m + \Gamma_2, m) + 4\Gamma_1, m \Gamma_2, m q_1 - 4\Gamma_1, m \Gamma_2, m q_1.$$

**Proof.** From the constraint $p_1, m + p_2, m = q_1$, we have $p_2, m = q_1 - p_1, m$, so $p_1, m \leq p_2, m$. Substituting $p_2, m = q_1 - p_1, m$ into $R_1, m$ and $R_2, m$, we obtain

$$R_1, m (p_1, m) \triangleq B_c \log \left(1 + p_1, m \Gamma_1, m\right),$$

$$R_2, m (p_1, m) \triangleq B_c \log \left(\frac{q_1 + 2\Gamma_2, m + 1}{p_1, m + 2\Gamma_2, m + 1}\right).$$

If $p_1, m \geq \Lambda_m$, then $R_1, m (p_1, m) \geq R_2, m (p_1, m)$ and the objective of $\mathcal{O}_2^{\text{MMF}}$ is $R_2, m (p_1, m)$, which is decreasing in $p_1, m$. So the maximizer is the lower bound $p_1, m = \Lambda_m$. If $p_1, m \leq \Lambda_m$, then $R_1, m (p_1, m) \leq R_2, m (p_1, m)$ and the objective of $\mathcal{O}_2^{\text{MMF}}$ is $R_1, m (p_1, m)$, which is increasing in $p_1, m$. So the maximizer is the upper bound $p_1, m = \Lambda_m$. Therefore, the optimal point is $p_1, m = \Lambda_m$. Finally, it can be verified that $p_1, m = \Lambda_m \leq q_1 / 2$.

**Remark 1.** From Proposition \cite{1} we obtain $R_1, m (p_1, m, p_2, m) = R_2, m (p_1, m, p_2, m) = f_{mm, p},$ where

$$f_{mm, p} \triangleq B_c \log \left(\frac{\Gamma_2, m - \Gamma_1, m + \sqrt{(\Gamma_1, m + \Gamma_2, m)^2 + 4\Gamma_1, m \Gamma_2, m q_1}}{2\Gamma_2, m}\right).$$

i.e., UE$_1, m$ and UE$_2, m$ achieve the same rate at the optimal point. This indicates that, under the MMF criterion, the NOMA system will provide absolute fairness for two users on one channel.

To elaborate another important insight, we introduce the following definition.

**Definition 1.** A NOMA system is called SIC-stable if the optimal power allocation satisfies $p_1, m < p_2, m$ on each channel $m$.

**Remark 2.** In NOMA systems, SIC is performed according to the order of the CNRs of the users on one channel \cite{23}, which is guaranteed by imposing an inverse order of the powers allocated to the users, i.e., $p_1, m \leq p_2, m$ on channel $m$. Specifically, UE$_1, m$ (the strong user with a higher CNR) first decodes the signal of UE$_2, m$ (the weak user with a lower CNR) and then subtracts it from the superposed signal. Therefore, from the SIC perspective, a difference between the signal strengths of UE$_2, m$ and UE$_1, m$ is necessary \cite{30}. However, even with the power order constraint, the power optimization may lead to $p_1, m = p_2, m$, i.e., UE$_1, m$ and UE$_2, m$ have the same signal strength, which is the worst situation for SIC. In this case, SIC may fail or has a large error propagation and thus is unstable. Indeed, the authors in \cite{31} pointed out that the power of the weak user must be strictly larger than that of the strong user, otherwise the users’ outage probabilities will always be one. Definition \cite{1} explicitly concretizes such a practical requirement in NOMA systems.

**Lemma 1.** The NOMA system is SIC-stable for $\mathcal{O}_1^{\text{MMF}}$.

**Proof.** Given $\Gamma_1, m \geq 2\Gamma_2, m$, we have

$$\Lambda_m = \frac{2\Gamma_2, m q_1}{(\Gamma_1, m + \Gamma_2, m) + \sqrt{(\Gamma_1, m + \Gamma_2, m)^2 + 4\Gamma_1, m \Gamma_2, m q_1}} < \frac{\Gamma_2, m q_1}{\Gamma_1, m + \Gamma_2, m} \leq \frac{q_1}{2},$$

which indicates $p_1, m < p_2, m$ for each $m$. Therefore, the NOMA system is SIC-stable.

**Remark 3.** According to Definition \cite{1} and indicated by Lemma \cite{1} the NOMA system is always SIC-stable under the MMF criterion, as in this case the optimal power allocation always satisfies $p_1, m < p_2, m$ for each $m$. On the other hand, in the subsequent sections, we will show that a NOMA system is not always SIC-stable under different criteria and constraints.
To obtain the optimal power allocation for all channels, we shall optimize the power budget \( q_m \) for each channel \( m \). According to \( \mathcal{OP}_{1}^{\text{MMF}} \) and \( \mathcal{OP}_{2,m}^{\text{MMF}} \), the corresponding power budget optimization problem is given by

\[
\mathcal{OP}_{3}^{\text{MMF}} : \begin{array}{ll}
\max & q \\
\text{s.t.} & \sum_{m=1}^{M} f_m^{\text{MMF}*}(q_m) \leq P, \quad q \geq 0
\end{array}
\]

where \( f_m^{\text{MMF}*}(q_m) \) is the optimal objective value of \( \mathcal{OP}_{2,m}^{\text{MMF}} \) and given in (6).

**Lemma 2.** \( f_m^{\text{MMF}*}(q_m) \) is a concave function.

**Proof.** It can be verified that \( \partial^2 f_m^{\text{MMF}*}/\partial q_m^2 < 0 \) and hence \( f_m^{\text{MMF}*}(q_m) \) is concave.

From Lemma 2, \( \mathcal{OP}_{3}^{\text{MMF}} \) is actually a convex problem, whose solution can be efficiently found via standard convex optimization tools, e.g., CVX. Nevertheless, we are able to analytically characterize the optimal solution to (8).

**Theorem 1.** The optimal solution to \( \mathcal{OP}_{3}^{\text{MMF}} \) is given by

\[
q_m^* = \frac{\left( Z(\lambda) \Gamma_{2,m} + \Gamma_{1,m} \right) \left( Z(\lambda) - 1 \right)}{\Gamma_{1,m} \Gamma_{2,m}}, \quad \forall m
\]  

(7)

where

\[
Z(\lambda) \triangleq X + \sqrt{X^2 + \frac{B_c}{2 \lambda \sum_{m=1}^{M} 1/\Gamma_{1,m}}},
\]

\[
X \triangleq \frac{\sum_{m=1}^{M} \left( \Gamma_{2,m} - \Gamma_{1,m} \right) / \left( \Gamma_{1,m} \Gamma_{2,m} \right)}{2 \lambda \sum_{m=1}^{M} 1/\Gamma_{1,m}}
\]

and \( \lambda \) is chosen such that \( \sum_{m=1}^{M} q_m^* = P \).

**Proof.** We first transform \( \mathcal{OP}_{3}^{\text{MMF}} \) into

\[
\begin{align*}
\max & \quad q \\
\text{s.t.} & \quad q \geq 0, \quad \sum_{m=1}^{M} q_m \leq P, \quad f_m^{\text{MMF}*}(q_m) \geq t, \quad \forall m
\end{align*}
\]

(8)

where \( f_m^{\text{MMF}*}(q_m) \geq t \) is equivalent to \( q_m \geq (a^t \Gamma_{2,m} + \Gamma_{1,m}) / (a^t \Gamma_{1,m} \Gamma_{2,m}) \) with \( a = 2^{t/B_c} \). Then, the Lagrange of (8) can be written as

\[
L = t + \sum_{m=1}^{M} \mu_m \left[ q_m - \frac{(a^t \Gamma_{2,m} + \Gamma_{1,m}) (a^t - 1)}{\Gamma_{1,m} \Gamma_{2,m}} \right]
\]

\[
- \lambda \left( \sum_{m=1}^{M} q_m - P \right)
\]

where \( \{ \mu_m \}_{m=1}^{M} \) and \( \lambda \) are the Lagrange multipliers. Since (8) is a convex optimization problem, its optimal solution is characterized by the following Karush-Kuhn-Tucker (KKT) conditions:

\[
\frac{\partial L}{\partial q_m} = \mu_m - \lambda = 0,
\]

(9)

\[
\frac{\partial L}{\partial t} = -a^t \sum_{m=1}^{M} \ln a \lambda \mu_m \Gamma_{1,m} - a^t \sum_{m=1}^{M} \ln a \mu_m \Gamma_{2,m} = 0,
\]

(10)

\[
\mu_m \left( q_m - \frac{(a^t \Gamma_{2,m} + \Gamma_{1,m}) (a^t - 1)}{\Gamma_{1,m} \Gamma_{2,m}} \right) = 0,
\]

(11)

It follows from (9) and (10) that \( \mu_m = \lambda \neq 0 \). Then, (10) is equivalent to

\[
C_1 a^t - C_2 a^t - 1 = 0
\]

where \( C_1 = 2 \lambda \ln a \sum_{m=1}^{M} 1/\Gamma_{1,m} \) and \( C_2 = \lambda \ln a \sum_{m=1}^{M} (\Gamma_{2,m} - \Gamma_{1,m}) / (\Gamma_{1,m} \Gamma_{2,m}) \). By solving this quadratic equation, we obtain

\[
a^t = \frac{C_2}{2C_1} + \sqrt{\frac{C_2}{2C_1}^2 + \frac{1}{C_1}} = X + \sqrt{X^2 + \frac{B_c}{2 \lambda \sum_{m=1}^{M} 1/\Gamma_{1,m}}}
\]

which completes the proof.

**Corollary 1.** Under the MMF criterion, the optimal power allocation achieves the absolute fairness for all the users on all channels, i.e., \( R_{1,m} = R_{2,m} = r, m = 1, \ldots, M, \) for some \( r \geq 0 \).

**Proof.** Given the optimal \( q_m^* \) in (12), it can be verified that \( f_m^{\text{MMF}*}(q_m^*) = t \) for \( m = 1, \ldots, M \).

The optimal power allocation under the MMF criterion is fully characterized by Theorem 1 and Proposition 1. It follows from (7) that \( q_m^* \) is monotonically decreasing in \( \lambda \), so the optimal \( \lambda \) satisfying \( \sum_{m=1}^{M} q_m^* = P \) can be efficiently found via a simple bisection method.

**IV. OPTIMAL POWER ALLOCATION FOR SUM RATE**

In this section, we seek the optimal power allocation for maximizing the weighted sum rate (SR) or maximizing the SR with QoS constraints.

**A. Weighted SR Maximization (SR1)**

According to (2), with given channel assignment, the problem of maximizing the weighted sum rate is equivalent to the following power allocation problem:

\[
\mathcal{OP}_{1}^{\text{SR1}} : \begin{array}{ll}
\max & p_1 / p_2 \sum_{m=1}^{M} g(p_{1,m}, p_{2,m}) \\
\text{s.t.} & 0 \leq p_1 \leq p_2, \quad \sum_{m=1}^{M} (p_{1,m} + p_{2,m}) \leq P
\end{array}
\]

where \( g(p_{1,m}, p_{2,m}) \equiv W_{1,m} R_{1,m}(p_{1,m}, p_{2,m}) + W_{2,m} R_{2,m}(p_{1,m}, p_{2,m}) \). As the objective of \( \mathcal{OP}_{1}^{\text{SR1}} \) is not a concave function, \( \mathcal{OP}_{1}^{\text{SR1}} \) is also a nonconvex problem. Although this problem has been studied in [19], [20], [22], the solution is either suboptimal or needs exhaustive search.

Introduce auxiliary variables \( q = \{ q_m \}_{m=1}^{M} \) that represent the power budgets on each channel \( m \) with \( p_{1,m} + p_{2,m} = q_m \).
Then, $\mathcal{O}P_{\text{SR1}}^{1,2_m}$ is decomposed into a group of subproblems for each channel $m$:

$$\mathcal{O}P_{\text{SR1}}^{1,2_m} : \max_{p_{1,m}, p_{2,m}} \ g(p_{1,m}, p_{2,m}) \quad \text{s.t.} \quad 0 \leq p_{1,m} \leq p_{2,m}, \ p_{1,m} + p_{2,m} = q_m.$$  

We first solve the subproblem $\mathcal{O}P_{\text{SR1}}^{1,2_m}$ for each channel $m$. Note that $\mathcal{O}P_{\text{SR1}}^{1,2_m}$ is still a nonconvex problem due to the interference between $\text{UE}_{1,m}$ and $\text{UE}_{2,m}$. Nevertheless, its optimal solution can be characterized in a closed form.

**Proposition 2.** Suppose that $\Gamma_{1,m} \geq \Gamma_{2,m}, \ 1 < W_{2,m}/W_{1,m} < \Gamma_{1,m}/\Gamma_{2,m}$, and $q_m > 2\Omega_m$, with

$$\Omega_m = \frac{W_{2,m}\Gamma_{2,m} - W_{1,m}\Gamma_{1,m}}{\Gamma_{1,m}\Gamma_{2,m}(W_{1,m} - W_{2,m}).}$$

Then, the optimal solution to $\mathcal{O}P_{\text{SR1}}^{1,2_m}$ is given by $p_{1,m}^* = \Omega_m$ and $p_{2,m}^* = q_m - p_{1,m}^*$.

**Proof.** Since $p_{2,m} = q_m - p_{1,m}, \ p_{1,m} \leq p_{2,m}$ is equal to $p_{1,m} \leq q_m/2$, and the objective becomes

$$F(p_{1,m}) = W_{1,m}B_c \log (1 + p_{1,m}\Gamma_{1,m}) + W_{2,m}B_c \log \left(\frac{q_m\Gamma_{2,m} + 1}{p_{1,m}\Gamma_{2,m} + 1}\right).$$

By setting the derivative of $F$ to zero, we have

$$\frac{dF}{dp_{1,m}} = \frac{W_{1,m}B_c}{1/\Gamma_{1,m} + p_{1,m}} - \frac{W_{2,m}B_c}{1/\Gamma_{2,m} + p_{1,m}} = 0,$$

leading to a unique root $p_{1,m} = \Omega_m$, which satisfies the constraint $p_{1,m} \leq q_m/2$ since $\Omega_m < q_m/2$. Given $\Gamma_{1,m} \geq \Gamma_{2,m}$ and $1 < W_{2,m}/W_{1,m} < \Gamma_{1,m}/\Gamma_{2,m}$, it follows that

$$\frac{\partial^2 F}{\partial p_{1,m}^2} = \frac{B_c W_{2,m}}{(1/\Gamma_{2,m} + \Omega_m)^2} - \frac{B_c W_{1,m}}{(1/\Gamma_{1,m} + \Omega_m)^2} = \frac{B_c \Gamma_{1,m}^2 - B_c \Gamma_{2,m}^2 (W_{1,m} - W_{2,m})^2}{(\Gamma_{1,m} - \Gamma_{2,m})^2} \left(\frac{1}{W_{2,m}} - \frac{1}{W_{1,m}}\right) < 0,$$

indicating that $\Omega_m$ is a maximizer. \hfill \square

**Remark 4.** In Proposition 2, the conditions $1 < W_{2,m}/W_{1,m} < \Gamma_{1,m}/\Gamma_{2,m}$ and $q_m > 2\Omega_m$ are both to avoid a failure of SIC. Indeed, if $W_{2,m}/W_{1,m} < 1$ or $W_{2,m}/W_{1,m} > \Gamma_{1,m}/\Gamma_{2,m}$, the solution to $\mathcal{O}P_{\text{SR1}}^{1,2_m}$ is $p_{1,m}^* = p_{2,m}^* = q_m/2$, i.e., the NOMA system is unstable according to Definition 1. SIC may also fail on channel $m$ if $q_m \leq 2\Omega_m$, which will lead to $p_{1,m}^* = p_{2,m}^* = q_m/2$ too. Therefore, the NOMA system is SIC-stable on channel $m$ if and only if $1 < W_{2,m}/W_{1,m} < \Gamma_{1,m}/\Gamma_{2,m}$ and $q_m > 2\Omega_m$. For all channels, we have the following result.

**Corollary 2.** For $\mathcal{O}P_{\text{SR1}}^{1,2_m}$, the NOMA system is SIC-stable only if $P > 2\sum_{m=1}^M \Omega_m$ and $1 < W_{2,m}/W_{1,m} < \Gamma_{1,m}/\Gamma_{2,m}$ for $m = 1, \ldots, M$.

Next, we further optimize the power budget $q_m$ for each channel $m$. To guarantee that the NOMA system is SIC-stable, it is reasonable to assume that $q_m \geq \Theta_m > 2\Omega_m$ and $P \geq \sum_{m=1}^M \Theta_m$ for some positive $\Theta_m$. Then, from $\mathcal{O}P_{\text{SR1}}^{1}$ and $\mathcal{O}P_{\text{SR1}}^{2,m}$, the corresponding power budget optimization problem is given by

$$\mathcal{O}P_{\text{SR1}}^{3} : \max_q \sum_{m=1}^M f_{m}^* (q_m) \quad \text{s.t.} \quad \sum_{m=1}^M q_m \leq P, \ q_m \geq \Theta_m, \ \forall m$$

where $f_{m}^* (q_m)$ is the optimal objective value of $\mathcal{O}P_{\text{SR1}}^{2,m}$ and given by

$$f_{m}^* (q_m) = W_{1,m}B_c \log (1 + \Omega_m\Gamma_{1,m}) + W_{2,m}B_c \log \left(\frac{q_m\Gamma_{2,m} + 1}{\Omega_m\Gamma_{2,m} + 1}\right). \ (13)$$

It is easily seen that $f_{m}^* (q_m)$ is a concave function, so $\mathcal{O}P_{\text{SR1}}^{3}$ is a convex problem, whose solution is provided in the following result.

**Theorem 2.** The optimal solution to $\mathcal{O}P_{\text{SR1}}^{3}$ is given by

$$q_m^* = \left[\frac{W_{2,m}B_c - 1}{p_{1,m}}\right]_{\lambda m}, \ (14)$$

where $\lambda$ is chosen such that $\sum_{m=1}^M q_m^* = P$.

**Proof.** The solution of $\mathcal{O}P_{\text{SR1}}^{3}$ is given by the well-known waterfilling form. \hfill \square

Consequently, the optimal power allocation for the sum rate maximization with weights in NOMA systems is jointly characterized by Theorem 2 and Proposition 2 under the SIC-stability.

**B. SR Maximization with QoS (SR2)**

Now, we consider maximizing the SR with QoS constraints. According to [3], in this case the power allocation problem is given by

$$\mathcal{O}P_{\text{SR2}}^{1} : \max_{p_1, p_2} \sum_{m=1}^M \left[ R_{1,m}(p_{1,m}, p_{2,m}) + R_{2,m}(p_{1,m}, p_{2,m}) \right] \quad \text{s.t.} \quad 0 \leq p_1 \leq p_2, \ \sum_{m=1}^M (p_{1,m} + p_{2,m}) \leq P, \ R_{n,m} \geq R_{n,m}^\text{min}, \ n = 1, 2, m = 1, \ldots, M.$$  

As a special case of $\mathcal{O}P_{\text{SR2}}^{1}$, the study of the power allocation for one channel. Thus, $\mathcal{O}P_{\text{SR2}}^{1}$ is still an open problem and its optimal solution is unknown yet.

We use the similar method to address $\mathcal{O}P_{\text{SR2}}^{1}$. By introducing the power budget $q_m$ on each channel $m$, $\mathcal{O}P_{\text{SR2}}^{1}$ decomposes into the following subproblems for each channel $m$:

$$\mathcal{O}P_{\text{SR2}}^{2,m} : \max_{p_{1,m}, p_{2,m}} R_{1,m}(p_{1,m}, p_{2,m}) + R_{2,m}(p_{1,m}, p_{2,m}) \quad \text{s.t.} \quad 0 \leq p_1 \leq p_2, \ p_{1,m} + p_{2,m} = q_m, \ R_{1,m} \geq R_{1,m}^\text{min}, \ R_{2,m} \geq R_{2,m}^\text{min}.$$  

The optimal solution to $\mathcal{O}P_{\text{SR2}}^{2,m}$, although it is nonconvex, is provided in the following result.

**Proposition 3.** Suppose that $\Gamma_{1,m} \geq \Gamma_{2,m}, \ A_{2,m} \geq 2$, and $q_m \geq \Gamma_{2,m}$, with

$$A_{1,m} = \frac{\min_{m} q_m - A_{2,m} - 1}{\Gamma_{2,m} - A_{2,m}}, \ \Gamma_{m} = \frac{\min_{m} q_m - A_{2,m} + 1}{\Gamma_{2,m} - A_{2,m}},$$  

for all $m = 1, \ldots, M$. The solution of $\mathcal{O}P_{\text{SR2}}^{2,m}$ is given by

$$q_m^* = \left[\frac{W_{2,m}B_c - 1}{p_{1,m}}\right]_{\lambda m}, \ (14)$$

where $\lambda$ is chosen such that $\sum_{m=1}^M q_m^* = P$.
Then, the optimal solution to $\mathcal{OP}_{2,m}^{\text{SR2}}$ is given by $p_{1,m}^* = \Xi_m$ and $p_{2,m}^* = q_m - p_{1,m}^*$.

Proof. Since $p_{2,m} = q_m - p_{1,m}$, $p_{1,m} \leq p_{2,m}$ is equal to $p_{1,m} \leq q_m/2$ and the objective becomes

$$T(p_{1,m}) \triangleq B_c \log (1 + p_{1,m} \Gamma_{1,m}) + B_c \log \left( \frac{q_m \Gamma_{2,m} + 1}{p_{1,m} \Gamma_{2,m} + 1} \right).$$

Given $\Gamma_{1,m} \geq \Gamma_{2,m}$, we take the derivative of $T(p_{1,m})$ and have

$$\frac{dT}{dp_{1,m}} = \frac{B_c}{1/\Gamma_{1,m} + p_{1,m}} - \frac{B_c}{1/\Gamma_{2,m} + p_{1,m}} \geq 0,$$

implying that $T(p_{1,m})$ is monotonically nondecreasing, so the maximum is achieved at the upper bound of $p_{1,m}$. From $R_{1,m} \geq R_{1,m}^\text{min}$ and $R_{2,m} \geq R_{2,m}^\text{min}$, we obtain

$$\frac{A_{1,m} - 1}{\Gamma_{1,m}} \leq p_{1,m} \leq \Xi_m,$$

which holds if and only if $(A_{1,m} - 1)/\Gamma_{1,m} \leq \Xi_m$, i.e., $q_m \geq \Upsilon_m$. Finally, since $A_{2,m} \geq 2$, $p_{1,m} = \Xi_m < q_m/2$ holds. Thus the optimal solution is $p_{1,m}^* = \Xi_m$.

Remark 5. Similarly, in Proposition 3 the conditions $A_{2,m} \geq 2$ and $q_m \geq \Upsilon_m$ are to guarantee the SIC-stability. Indeed, if $A_{2,m} \leq 2$, then $\Xi_m > q_m/2$ and the optimal solution will be $p_{1,m}^* = p_{2,m}^* = q_m/2$, which may lead a failure of SIC. At the same time, SIC may also fail on channel $m$ if $q_m < \Upsilon_m$, which will lead to $p_{1,m}^* = p_{2,m}^* = q_m^*/2$ as well. Therefore, the NOMA system is SIC-stable on channel $m$ if and only if $A_{2,m} \geq 2$ and $q_m \geq \Upsilon_m$. For all the channels, we have the following result.

Corollary 3. For $\mathcal{OP}_{1}^{\text{SR2}}$, the NOMA system is SIC-stable only if $P \geq \sum_{m=1}^M \Upsilon_m$ and $A_{2,m} \geq 2$ for $m = 1, \ldots, M$.

Remark 6. According to Proposition 3 if the NOMA system is SIC-stable, the optimal solution will be $p_{1,m}^* = \Xi_m$ and $p_{2,m}^* = q_m - p_{1,m}^*$. Hence, we have $R_{2,m}(p_{1,m}^*, p_{2,m}^*) = R_{2,m}^\text{min}$, implying that the user with a lower CNR (i.e., UE$_2,m$) receives the power to meet its QoS requirement exactly, while the remaining power is used to maximize the rate of the user with a higher CNR (i.e., UE$_1,m$).

Then, we focus on optimizing the power budget $q_m$ for each channel. Similarly, to guarantee the NOMA system is SIC-stable, we assume that $q_m \geq \Upsilon_m$ and $P \geq \sum_{m=1}^M \Upsilon_m$. According to $\mathcal{OP}_{1}^{\text{SR2}}$ and $\mathcal{OP}_{2,m}^{\text{SR2}}$, the corresponding power budget optimization problem is as follows

$$\mathcal{OP}_{3}^{\text{SR2}} : \max_{q} \quad f_{m}^{\text{SR2}^*} (q_m) \quad \text{s.t.} \quad \sum_{m=1}^M f_{m}^{\text{SR2}^*} (q_m) = P, \quad q_m \geq \Upsilon_m, \quad \forall m$$

where $f_{m}^{\text{SR2}^*} (q_m)$ is the optimal objective value of $\mathcal{OP}_{2,m}^{\text{SR2}}$ and given by

$$f_{m}^{\text{SR2}^*} (q_m) = w(q_m) + R_{2,m}^\text{min}$$

where $w(q_m) = B_c \log \left( \frac{A_{2,m} \Gamma_{2,m} - A_{2,m} \Gamma_{1,m} + A_{2,m} \Gamma_{2,m} q_m + \Gamma_{1,m}}{A_{2,m} \Gamma_{2,m}} \right)$.

Since $f_{m}^{\text{SR2}^*} (q_m)$ is a concave function, $\mathcal{OP}_{3}^{\text{SR2}}$ is a convex problem, whose solution is also given in a waterfilling form.

Theorem 3. The optimal solution to $\mathcal{OP}_{3}^{\text{SR2}}$ is given by

$$q_m^* = \left[ \frac{B_c - A_{2,m} \Gamma_{1,m} + A_{2,m} \Gamma_{2,m} - 1}{\lambda \Gamma_{2,m}} \right]_{\Upsilon_m}$$

where $\lambda$ is chosen such that $\sum_{m=1}^M q_m^* = P$.

Proof. The proof is simple and thus omitted.

Therefore, the optimal power allocation for the SR maximization with QoS constraints in NOMA systems is jointly characterized by Proposition 5 and Theorem 3. Note that, unlike the MMF criterion, for the SR maximization with weights or QoS constraints, NOMA systems are not always SIC-stable but have to satisfy some conditions on the weights, power budgets, and QoS thresholds as indicated in this section.

V. OPTIMAL POWER ALLOCATION FOR ENERGY EFFICIENCY

In this section, we investigate the optimal power allocation for maximizing the energy efficiency (EE) of the NOMA systems with weights or QoS constraints.

A. EE Maximization with Weights (EE1)

According to [4], with given channel assignment, the problem of maximizing the EE with weights is equivalent to the following power allocation problem:

$$\mathcal{OP}_{1}^{\text{EE1}} : \max_{p_1, p_2} \quad \frac{\sum_{m=1}^M g(p_{1,m}, p_{2,m})}{p_1 + \sum_{m=1}^M (p_{1,m} + p_{2,m})}$$

s.t. $0 \leq p_1 \leq p_2$, $\sum_{m=1}^M (p_{1,m} + p_{2,m}) \leq P$

where $g(p_{1,m}, p_{2,m}) = W_{1,m} R_{1,m}(p_{1,m}, p_{2,m}) + W_{2,m} R_{2,m}(p_{1,m}, p_{2,m})$. The difficulties in solving $\mathcal{OP}_{1}^{\text{EE1}}$ lie in its nonconvex and fractional objective. In the literature, only [21], [27] investigated this problem, whereas [21] only found the optimal solution in the special case $M = 1$, i.e., a single channel, and [21] obtained a suboptimal power allocation solution. In the following, we will show that this problem can also be optimally solved.

We use the similar trick to address this problem, i.e., introducing the auxiliary variables $\{q_m\}_{m=1}^M$ with $p_{1,m} + p_{2,m} = q_m$ for each channel $m$. Then, $\mathcal{OP}_{1}^{\text{EE1}}$ is decomposed into the following subproblems for each channel $m$:

$$\mathcal{OP}_{2,m}^{\text{EE1}} : \max_{p_{1,m}, p_{2,m}} \quad \frac{g(p_{1,m}, p_{2,m})}{p_1 + \sum_{k=1}^M q_k}$$

s.t. $0 \leq p_{1,m} \leq p_{2,m}$, $p_{1,m} + p_{2,m} = q_m$ whose optimal solution is provided in the following.

Proposition 4. Suppose that $\Gamma_{1,m} \geq \Gamma_{2,m}$, $1 < W_{2,m}/W_{1,m} < \Gamma_{1,m}/\Gamma_{2,m}$ and $q_m \geq \Omega_m$, with

$$\Omega_m \triangleq \frac{W_{2,m} \Gamma_{2,m} - W_{1,m} \Gamma_{1,m}}{\Gamma_{1,m} \Gamma_{2,m} (W_{1,m} - W_{2,m})}.$$

Then the optimal solution to $\mathcal{OP}_{2,m}^{\text{EE1}}$ is same with $\mathcal{OP}_{2,m}^{\text{SR1}}$, i.e., $p_{1,m} = \Omega_m$ and $p_{2,m} = q_m - p_{1,m}$.

Remark 7. It is not difficult to see that with given channel power budgets $\{q_m\}_{m=1}^M$, $\mathcal{OP}_{2,m}^{\text{EE1}}$ is actually equivalent to $\mathcal{OP}_{2,m}^{\text{SR1}}$, so they have the same optimal solution. Therefore,
we obtain the same SIC-stability conditions for $\mathcal{OP}_{2,m}^{\text{EE}}$: the NOMA system is SIC-stable on channel $m$ if and only if $q_m > 2\Theta_m$ and $1 < W_{2,m}/W_{1,m} < \Gamma_{1,m}/\Gamma_{2,m}$, and is SIC-stable on all channels only if $P > 2\sum_{m=1}^{M} \Theta_m$ and $1 < W_{2,m}/W_{1,m} < \Gamma_{1,m}/\Gamma_{2,m}$ for $m = 1, \ldots, M$.

Then, we concentrate on searching the optimal power budget $q_m$ for each channel. Similarly, to guarantee the NOMA system is SIC-stable, it is assumed that $q_m \geq \Theta_m > 2\Theta_m$ and $P \geq \sum_{m=1}^{M} \Theta_m$ for some positive $\Theta_m$. According to Proposition 4, $\mathcal{OP}_{1}^{\text{EE}}$, and $\mathcal{OP}_{2,m}^{\text{EE}}$, the power budget optimization problem is formulated as

$$\mathcal{OP}_{3}^{\text{EE}} : \max_{\xi} \eta(q) \triangleq \sum_{m=1}^{M} f_{m}^{\text{SR1}}(q_m),$$

subject to $\sum_{m=1}^{M} q_m \leq P$, $q_m \geq \Theta_m$, $\forall m$.

where $f_{m}^{	ext{SR1}}(q_m)$ is the optimal value of $\mathcal{OP}_{2,m}^{\text{SR1}}$ and given in [13]. Although $f_{m}^{	ext{SR1}}(q_m)$ is a concave function, $\mathcal{OP}_{3}^{\text{EE}}$ is nonconvex due to the fraction form. To solve it, we introduce the following objective function:

$$H(q, \alpha) \triangleq \sum_{m=1}^{M} \left( \hat{R}_{1,m} + W_{2,m}B_{e} \log \left( \frac{q_m}{\Gamma_{2,m}} + 1 \right) \right) - \alpha \left( P_T + \sum_{m=1}^{M} q_m \right)$$

where $\hat{R}_{1,m} \triangleq W_{1,m}B_{e} \log (1 + \Omega_m \Gamma_{1,m})$ and $\alpha$ is a positive parameter. Then, we consider the following convex problem with given $\alpha$:

$$\mathcal{OP}_{4}^{\text{EE}} : \max_{q} H(q, \alpha) \ \text{s.t.} \ \sum_{m=1}^{M} q_m \leq P, \ q_m \geq \Theta_m, \ \forall m.$$

The relation between $\mathcal{OP}_{3}^{\text{EE}}$ and $\mathcal{OP}_{4}^{\text{EE}}$ is given by the following lemma.

**Lemma 3.** ([12], pp. 493–494) Let $H^*(\alpha)$ be the optimal objective value of $\mathcal{OP}_{3}^{\text{EE}}$ and $q^*(\alpha)$ be the optimal solution of $\mathcal{OP}_{3}^{\text{EE}}$. Then, $q^*(\alpha)$ is the optimal solution to $\mathcal{OP}_{4}^{\text{EE}}$ if and only if $H^*(\alpha) = 0$.

Lemma 3 indicates the optimal solution to $\mathcal{OP}_{4}^{\text{EE}}$ can be found by solving $\mathcal{OP}_{4}^{\text{EE}}$ parameterized by $\alpha$ and then updating $\alpha$ until $H^*(\alpha) = 0$. For this purpose, we first solve $\mathcal{OP}_{4}^{\text{EE}}$ with given $\alpha$, whose solution is provided in the following result.

**Theorem 4.** The optimal solution to $\mathcal{OP}_{4}^{\text{EE}}$ is

$$q^*_m = \left[ \frac{W_{2,m}B_{e}}{\alpha + \lambda} - \frac{1}{\Gamma_{2,m}} \right]_{\Theta_m}^{\infty} \tag{16}$$

where $\lambda$ is chosen such that $\sum_{m=1}^{M} q^*_m = P$.

**Proof.** The solution is obtained by exploiting the KKT conditions of $\mathcal{OP}_{4}^{\text{EE}}$.

After the optimal solution to $\mathcal{OP}_{4}^{\text{EE}}$ is obtained, we shall find an $\alpha$ such that $H^*(\alpha) = 0$. This can be achieved by Algorithms 1, which is guaranteed to converge to the desirable $\alpha$ [12]. Thereby, the optimal power allocation for the EE maximization with weights in NOMA systems is provided by Algorithm 1 Proposition 4 and Theorem 4.

**Algorithm 1** Channel Power Budget Optimization for EE

1. **Initialization:** set $\alpha_{\text{ini}} = 0$, $H_{\text{ini}}^* = \infty$ and precision $\delta > 0$.
2. **While** $|H^*(\alpha)| > \delta$ **do**
3. Find the optimal $q^*$ according to Theorem 4
4. Calculate $H^*(\alpha)$;
5. Update $\alpha = \eta(q^*)$;
6. **Return** $\alpha$ and $q^*$.

In this subsection, we consider maximizing the EE with QoS constraints. According to [2], in this case the power allocation problem is given by

$$\mathcal{OP}_{1}^{\text{EE}} : \max_{p_1, p_2} \frac{\sum_{m=1}^{M} (R_1(m) + R_2(m))}{P_T + \sum_{m=1}^{M} (p_1, p_2, m)}$$

subject to $0 \leq p_1 \leq P_2$, $\sum_{m=1}^{M} (p_1, m, p_2, m) \leq P$, $R_{n,m} \geq R_{n,m}$, $n = 1, 2$, $m = 1, \ldots, M$.

Similarly, $\mathcal{OP}_{1}^{\text{EE}}$ is a nonconvex fractional optimization problem. In the literature, the EE maximization with QoS constraints has only been studied in [27], but the optimal solution was only found for one channel, i.e., $M = 1$. Therefore, $\mathcal{OP}_{1}^{\text{EE}}$ is an open problem and its solution in the general case is still unknown.

To solve $\mathcal{OP}_{1}^{\text{EE}}$, we also adopt $\{q_m\}_{m=1}^{M}$ with $p_1, m + p_2, m = q_m$ and decompose $\mathcal{OP}_{1}^{\text{EE}}$ into a group of subproblems for each channel $m$:

$$\max_{p_1, m, p_2, m} \frac{R_1(m) + R_2(m)}{P_T + \sum_{k=1}^{M} q_k}$$

subject to $0 \leq p_1 \leq P_2$, $p_1 + p_2 + m = q_m$, $R_{1,m} \geq R_{1,m}$, $R_{2,m} \geq R_{2,m}$

whose solution is given in the following closed form.

**Proposition 5.** Suppose that $\Gamma_{1,m} \geq \Gamma_{2,m}$, $A_2, m \geq 2$, and $q_m \geq \gamma_m$, with

$$A_{1,m} = \frac{R_{\text{ini}}}{\gamma_m}, \ \gamma_m = \frac{A_{2,m}(A_{1,m} - 1)}{A_{1,m} - 1} + \frac{A_{2,m} - 1}{\gamma_m},$$

$$\Xi_m = \frac{\Gamma_{1,m} - q_m - A_{2,m} + 1}{A_{2,m} \Gamma_{2,m}}.$$

Then, the optimal solution to $\mathcal{OP}_{2,m}^{\text{EE}}$ is $p^*_1, m = \Xi_m$ and $p^*_2, m = q_m - p^*_1, m$.

**Remark 8.** It is not surprising that the solutions of $\mathcal{OP}_{2,m}^{\text{EE}}$ and $\mathcal{OP}_{2,m}^{\text{SR}}$ coincide, since $\mathcal{OP}_{2,m}^{\text{EE}}$ is equivalent to $\mathcal{OP}_{2,m}^{\text{SR}}$ with given $\{q_m\}_{m=1}^{M}$.

Therefore, the same SIC-stability conditions hold for $\mathcal{OP}_{2,m}^{\text{EE}}$ and $\mathcal{OP}_{2,m}^{\text{EE}}$: the NOMA system is SIC-stable on channel $m$ if and only if $q_m \geq \gamma_m$ and $A_{2,m} \geq 2$, and is SIC-stable on all channels only if $P > \sum_{m=1}^{M} \gamma_m$ and $A_{2,m} \geq 2$ for $m = 1, \ldots, M$.

Next, we optimize the channel power budget $q_m$ for each channel. First, we assume that $q_m \geq \gamma_m$ and $P \geq \sum_{m=1}^{M} \gamma_m$
to guarantee the SIC-stability. Then, according to Proposition [5] \( \mathcal{OP}_{3}^{EE2} \), and \( \mathcal{OP}_{2,m}^{EE2} \), the power budget optimization problem is given by

\[
\mathcal{OP}_{3}^{EE2} : \quad \max_q \quad \eta(q) \triangleq \sum_{m=1}^{M} \frac{f_{m}^{SR2}(q_m)}{P_T + \sum_{m=1}^{M} q_m} \\
\text{s.t.} \quad \sum_{m=1}^{M} q_m \leq P, \quad q_m \geq \Upsilon_m, \quad \forall m
\]

where \( f_{m}^{SR2}(q_m) \) is the optimal value of \( \mathcal{OP}_{2,m}^{SR2} \) and given in [5]. To solve \( \mathcal{OP}_{3}^{EE2} \), we also introduce a parameterized objective function

\[
Q(q, \alpha) \triangleq \sum_{m=1}^{M} \left( w(q_m) + \frac{A_{2,m} \Gamma_{2,m} - A_{2,m} \Gamma_{1,m} + \Gamma_{1,m} \Gamma_{2,m} q_m + \Gamma_{1,m}}{A_{2,m} \Gamma_{2,m}} \right) - \alpha \left( P_T + \sum_{m=1}^{M} q_m \right)
\]

where \( w(q_m) = B_c \log \frac{(A_{2,m} \Gamma_{1,m} - A_{2,m} \Gamma_{2,m} + \Gamma_{2,m} q_m + \Gamma_{1,m})}{A_{2,m} \Gamma_{2,m}} \), \( \alpha \) is a positive parameter, and formulate the following problem with given \( \alpha \):

\[
\mathcal{OP}_{4}^{EE2} : \quad \max_q \quad Q(q, \alpha) \quad \text{s.t.} \quad \sum_{m=1}^{M} q_m \leq P, \quad q_m \geq \Upsilon_m, \quad \forall m.
\]

Then, according to Lemma [5] the optimal solution to \( \mathcal{OP}_{3}^{EE2} \) can be found by solving \( \mathcal{OP}_{4}^{EE2} \) for a given \( \alpha \) and then updating \( \alpha \) until the optimal objective value of \( \mathcal{OP}_{4}^{EE2} \), denoted by \( Q^*(\alpha) \), satisfies \( Q^*(\alpha) = 0 \). Therefore, we first solve \( \mathcal{OP}_{4}^{EE2} \), which is a convex problem since \( Q(q, \alpha) \) is concave in \( q \). In particular, the optimal solution to \( \mathcal{OP}_{4}^{EE2} \) is provided as follows.

**Theorem 5.** The optimal solution to \( \mathcal{OP}_{4}^{EE2} \) is

\[
q_m^* = \left[ \frac{W_{1,m} B_c}{\lambda + \alpha} \frac{A_{2,m} \Gamma_{1,m}}{\Gamma_{1,m}} + \frac{A_{2,m} \Gamma_{2,m}}{\Gamma_{2,m}} - 1 \right]_{\Upsilon_m}^{\infty}
\]

where \( \lambda \) is chosen such that \( \sum_{m=1}^{M} q_m^* = P \).

**Proof.** The solution is obtained by exploiting the KKT conditions of \( \mathcal{OP}_{4}^{EE2} \). \( \square \)

After obtaining the optimal solution to \( \mathcal{OP}_{4}^{EE2} \), we shall find an \( \alpha \) such that \( Q^*(\alpha) = 0 \). This can also be achieved by Algorithm [1] where Theorem [4] and \( H^*(\alpha) \) are replaced by Theorem [5] and \( Q^*(\alpha) \), respectively. Consequently, the optimal power allocation for the EE maximization with QoS constraints in NOMA systems is obtained by using Theorem [5] Proposition [5] and Algorithm [1].

**VI. CHANNEL ASSIGNMENT**

In the previous sections, we have found the optimal power allocation with given channel assignment under various performance criteria for NOMA systems. Specifically, we first achieve the optimal power allocation of the users on each channel, which can be expressed as functions of the power budget of each channel. Then, we further optimized the power budgets of all channels and thus obtained the optimal multichannel power allocation, which can be characterized in a closed or semi-closed form. In this section, we consider the joint optimization of power allocation and channel assignment in NOMA systems. Unfortunately, such a joint optimization problem has been shown to be NP-hard [13]. Hence, finding the jointly optimal solution generally requires exhaustive search [17], which results in prohibitive computational complexity. Therefore, in practice suboptimal but efficient joint optimization methods are more preferred [17], [20]–[22].

Enlightened by the optimal multichannel power allocation obtained above, in this paper we propose a low-complexity method to jointly optimize the power allocation and channel assignment in NOMA systems. Specifically, we incorporate the dynamic matching algorithm [33], which is an efficient method to deal with assignment problems, with our optimal power allocation, and iteratively exploit them to refine the solution.

To describe the dynamic matching between the users and the channels, we consider channel assignment as a two-sided matching problem between the set of \( N \) users and the set of \( M \) channels, where \( N = 2M \) since each channel is shared by two users. Denote channel \( m \) by \( C_m \). We say UE \( n \) and \( C_m \) are matched with each other if UE \( n \) is assigned on \( C_m \). Moreover, denote \( PF(UE_n) \) for \( n = 1, 2, \cdots N \) and \( PF(C_m) \) for \( m = 1, 2, \cdots M \) to be the preference lists of the users and channels, respectively. We say UE \( n \) prefers \( C_i \) to \( C_j \) if UE \( n \) has a higher channel gain on \( C_i \) than on \( C_j \), and it can be expressed as

\[
C_i(n) > C_j(n).
\]

In addition, we say that \( C_m \) prefers user set \( \varsigma_i \) to user set \( \varsigma_k \) (where \( \varsigma_i \) and \( \varsigma_k \) are the subsets of \( \{1, 2, \cdots N\} \)) if the users in set \( \varsigma_i \) can provide better performance than the users in set \( \varsigma_k \) on \( C_m \). This preference is expressed as

\[
O_m(\varsigma_i) > O_m(\varsigma_k), \quad \varsigma_i, \varsigma_k \subseteq \{UE_1, UE_2, \cdots UE_N\}
\]

where \( O_m(\varsigma_i) \) denotes the performance measure of user set \( \varsigma_i \) on \( C_m \), which could be the maximin fairness, sum rate, or energy efficiency introduced in Section [4B]. Now, we are ready to formulate the channel assignment optimization as a two-side matching problem according to matching theory [34]. The following definition formally introduces a matching in the NOMA system.

**Definition 2.** Consider the users and channels as two disjoint sets. A two-to-one matching \( \Phi \) is a mapping from all the subsets of users \( N \) into the channels set \( M \), which satisfies the following properties for \( UE_n \in N \) and \( C_m \in M \):

(a) \( \Phi(UE_n) \in M \);
(b) \( \Phi^{-1}(C_m) \subseteq N \);
(c) \( |\Phi(UE_n)| = 1 \) and \( |\Phi^{-1}(C_m)| = 2 \);
(d) \( C_m \in \Phi(UE_n) \iff UE_n \in \Phi^{-1}(C_m) \).

In Definition 2 property (a) states that each user matches with one channel, property (b) indicates that each channel can be matched with a subset of users, property (c) states that each channel can only be assigned to two users, and property (d) means that \( UE_n \) and \( C_m \) are matched with each other. Consequently, the channel assignment problem is to identify a matching between the users and the channels. However, the globally optimal matching that maximizes the aggregate performance of all users is hard to find and usually requires exhaustive search. Instead, in practice, people are...
more interested in seeking a so-called stable matching, which can be efficiently found by the deferred acceptance (DA) procedure [35].

**Definition 3.** Given a matching \( \Phi \) such that \( \text{UE}_n \notin \Phi^{-1}(C_m) \) and \( C_m \notin \Phi(\text{UE}_n) \). If \( O_m(S_{\text{new}}) > O_m(\Phi^{-1}(C_m)) \) where \( S_{\text{new}} \subseteq \{ \text{UE}_n \} \cup S \) and \( S = \Phi^{-1}(C_m) \), then \( S_{\text{new}} \) is the preferred user set for \( C_m \) and \( (\text{UE}_n, C_m) \) is a preferred pair.

According to the DA procedure, each user sends a matching request to its most preferred channel according to its preference list, while this preferred channel has the right to accept or reject the user according to the performance that all users can achieve on this channel. Thus, the DA procedure is to find preferred pairs for each user and each channel, which is formally described in Algorithm 2. In Algorithm 2, the first step is to initialize the preference lists of channels and users according to the CNRs. Meanwhile, \( S_{\text{Match}}(m) \) and \( S_{\text{UnMatch}}(m) \) for \( m = 1, 2, \cdots, M \) are respectively initialized to record the allocated users on \( C_m \) and unallocated users. The next step is the matching procedure, where at each round each user sends a matching request according to its preferred list \( PF(\text{UE}_n) \) for \( n = 1, 2, \cdots, N \). Then, the channel accepts the user directly if the number of the users on this channel is less than two, otherwise only the user that can improve the performance will be accepted. This matching process will terminate when there is no user left to be matched.

**Algorithm 2** Channel Assignment via Matching

1: **Initialize:**
   1) \( S_{\text{Match}}(m) \) is the matched list to record users matched on \( C_m, m = \{ 1, 2, \cdots, M \} \).
   2) \( S_{\text{UnMatch}} \) is the set of unmatched users.
   3) Obtain preference lists \( PF(\text{UE}_n), n = \{ 1, 2, \cdots, N \} \) and \( PF(C_m), m = \{ 1, 2, \cdots, M \} \) according to CNRs.
2: **while** \( S_{\text{UnMatch}} \) is not empty
   3: for \( n = 1 \) to \( N \) do
      4: if \( |S_{\text{Match}}(m^*)| < 2 \) then
         Channel \( m^* \) adds \( \text{UE}_n \) to \( S_{\text{Match}}(m^*) \) and removes \( \text{UE}_n \) from \( S_{\text{UnMatch}} \).
      end if
   5: if \( |S_{\text{Match}}(m^*)| = 2 \) then
      1) Identify the power allocation for every two users in \( S_{\text{Cl}} \), \( S_{\text{Cr}} \subset \{ S_{\text{Match}}(m^*), n \} \) according to the corresponding proposition with \( q_{m^*} \).
      2) Channel \( m^* \) selects a set of 2 users \( S_{\text{Cl}} \) satisfying the objective functions \( O_{m^*}(q_i) > O_{m^*}(q_s) \), \( q_i, q_s \subset \{ S_{\text{Match}}(m^*), n \} \).
      3) Channel \( m^* \) sets \( S_{\text{Match}}(m^*) = q_i \), and rejects other users. Remove the allocated users from \( S_{\text{UnMatch}} \), add the unallocated user to \( S_{\text{UnMatch}} \).
      4) The rejected user remove channel \( m^* \) from their preference lists.
   end if
3: end for
4: end while

**Algorithm 3** Joint Channel Assignment and Power Allocation Optimization

1: **Initialize:** \( q_m = \frac{P}{47} \) for \( m = 1, \cdots, M \);
2: **Repeat**
3: Obtain channel assignment \( \{ S_{\text{Match}}(m) \}^M_{m=1} \) using Algorithm 2.
4: Compute \( p_1^*, p_2^*, q^* \) according to the results in this paper.
5: **Until** the prescribed iteration number is reached;
6: **Output:** \( \{ S_{\text{Match}}(m) \}^M_{m=1}, p_1^*, p_2^*. \)

Now, we are able to jointly optimize channel assignment and power allocation by using Algorithm 2 and the optimal power allocation obtained in this paper, which is described in Algorithm 3. In the initialization, the BS allocates equal power budgets to all channels. In the next step, we obtain the channel assignment using Algorithm 2 and then update the optimal power allocation for each user and power budget for each channel, and so on.

**Remark 9.** It is worth pointing out that the optimal power allocation provided in this paper can be jointly used not only with the DA matching algorithm (i.e., Algorithm 2) but also with any other assignment algorithms. One just needs to replace Algorithm 2 by the desirable assignment algorithm in Algorithm 3. Furthermore, our results can also reduce the complexity of exhaustive search. Indeed, in [19], the exhaustive search was performed in the joint continuous-discrete dimension of powers and channels. Now, given the optimal power allocation of all users over multiple channels for fixed channel assignment, one can focus on searching the optimal channel assignment by, e.g., checking all possible user-channel matchings, which is a pure combinatorial problem but not a mixed one anymore. In fact, we will show in the next section that the performance of the proposed low-complexity joint resource optimization method is quite close to that of the globally optimal solution found by exhaustive search.

**VII. NUMERICAL RESULTS**

In this section, we evaluate the performance of the optimal power allocation and the proposed joint resource optimization method via numerical simulations. In simulations, the base station is located in the cell center and the users are randomly distributed in a circular range with a radius of 300m. The minimum distance between users is set to be 30m, and the minimum distance between users and BS is 40m. Each channel coefficient follows an i.i.d. Gaussian distribution as \( g_m \sim CN(0, 1) \) for \( m = 1, \cdots, M \) and the path loss exponent is \( \alpha = 2 \). The total power budget of the BS is \( P = 41 \text{dBm} \) and the circuit power consumption is \( P_T = 30 \text{dBm} \). The noise power is \( \sigma_n^2 = B N_0 / M \), where the bandwidth is \( B = 5 \text{MHz} \) and the noise power spectral density is \( N_0 = -174 \text{dBm} \). We set the user weights to be \( W_{1,m} = 0.9 \) and \( W_{2,m} = 1.1 \) for \( \forall m \) and the QoS thresholds to be \( R_{l,m}^0 = 2 \text{ bps/Hz} \) for \( l = 1, 2, \forall m \). We compare the proposed joint resource allocation (JRA) method that uses the optimal power allocation and matching algorithm, with OFDMA where each user...
occupies a bandwidth $B/N$ and the power is optimized in a waterfilling manner, the DC method used in \cite{20}, \cite{21} where the power allocation was optimized via DC programming, the conventional user pairing (CUP) method used in \cite{36} where the same channel is assigned to the users with a significant channel gain difference, and the exhaustive search.

Fig. 1 depicts the minimum user rates of the NOMA system using the proposed JRA method under the MMF criterion (NOMA JRA), the CUP method with our optimal power allocation for MMF (NOMA CUP), and the OFDMA system for different total power budgets and user numbers. It is clearly seen that NOMA is better than OFDMA in terms of user fairness and the performance gap between NOMA and OFDMA becomes larger as the number of users increases. Meantime, the proposed JRA method outperforms the CUP method.

In Fig. 2, we display the sum rates achieved by various schemes. SR1 JRA and SR2 JRA denote the proposed JRA method for maximizing the weighted SR and the SR with QoS constraints, while SR1 DC represents the DC method for maximizing the weighted SR. Meanwhile, SR1 CUP and SR2 CUP use the CUP method with our optimal power allocation under the criteria of maximizing the weighted SR and the SR with QoS constraints, respectively. The number of users is 10 in this scenario. As expected, all NOMA schemes (SR1 JRA, SR2 JRA, SR1 CUP, SR2 CUP and SR1 DC) outperform OFDMA. Moreover, it is also observed that SR1 JRA outperforms SR1 DC. This is because the proposed resource allocation uses the optimal power allocation while the DC method leads to a suboptimal power allocation. In addition, both SR1 JRA and SR2 JRA achieve better performance than SR1 CUP and SR2 CUP, which implies the proposed channel assignment method is essential to the performance of the NOMA system.

Fig. 3 shows the spectral efficiency versus the number of users. One can observe the similar phenomenon as in Fig. 2, where the spectral efficiency of NOMA outperforms that of OFDMA and the proposed JRA method leads to higher spectral efficiency than the DC method and the CUP method.

Fig. 4 and Fig. 5 display the EE versus the power budget of BS and the number of users, respectively. The proposed methods for maximizing EE with weights or QoS constraints are denoted by EE1 JRA and EE2 JRA, respectively, while EE1 DC denotes the EE maximization using DC programming. EE1 CUP and EE2 CUP represent the method of CUP with our optimal power solutions to maximize EE with weights or QoS constraints, respectively. From Figs. 4 and 5, one can see that the EE of NOMA is significantly higher than that of OFDMA. Meanwhile, EE1 JRA achieves better performance than EE1 DC as a result of using the optimal power allocation. EE1 JRA and EE2 JRA are respectively better than EE1 CUP and EE2 CUP because the channel assignment is optimized by the proposed joint optimization method.

Finally, in Fig. 6, all of our JRA methods are compared to the exhaustive search (ES). Due to the high complexity of ES, we set the number of users $N = 6$ and the power budget of the BS ranges from 2W to 12W. From Fig. 6, the performance achieved the proposed methods is very close to the globally optimal value and the maximum gap is less
power allocation. The simulation results have shown that the proposed joint channel assignment and power allocation in NOMA systems have introduced the concept of the SIC-stability to avoid an equal power order constraints in power allocation problems and considered performance criteria. We have explicitly considered the power order constraints in power allocation problems and introduced the concept of the SIC-stability to avoid an equal power allocation on each channel in NOMA systems. We have proposed an efficient method to jointly optimize the channel assignment and power allocation in NOMA systems by exploiting the matching algorithm along with the optimal power allocation. The simulation results have shown that the proposed joint resource optimization method achieve near-optimal performance.

VIII. CONCLUSION

In this paper, we have studied the power allocation in downlink NOMA systems to maximize the MMF, sum rate, and EE with weights or QoS constraints. The optimal power allocation has been characterized in closed or semi-closed forms for all considered performance criteria. We have explicitly considered the power order constraints in power allocation problems and introduced the concept of the SIC-stability to avoid an equal power allocation on each channel in NOMA systems. We have proposed an efficient method to jointly optimize the channel assignment and power allocation in NOMA systems by exploiting the matching algorithm along with the optimal power allocation. The simulation results have shown that the proposed joint resource optimization method achieve near-optimal performance.
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