Breaking the Computational Bottleneck: Design of Near-Optimal High-Memory Spatially-Coupled Codes

Siyi Yang, Student Member, IEEE, Ahmed Hareedy, Member, IEEE, Robert Calderbank, Fellow, IEEE, and Lara Dolecek, Senior Member, IEEE

Abstract

Spatially-coupled (SC) codes, known for their threshold saturation phenomenon and low-latency windowed decoding algorithms, are ideal for streaming applications and data storage systems. SC codes are constructed by partitioning an underlying block code, followed by rearranging and concatenating the partitioned components in a convolutional manner. The number of partitioned components determines the memory of SC codes. In this paper, we investigate the relation between the performance of SC codes and the density distribution of partitioning matrices. While adopting higher memories results in improved SC code performance, obtaining finite-length, high-performance SC codes with high memory is known to be computationally challenging. We break this computational bottleneck by developing a novel probabilistic framework that obtains (locally) optimal density distributions via gradient descent. Starting from random partitioning matrices abiding by the obtained distribution, we perform low-complexity optimization algorithms that minimize the number of detrimental objects to construct high-memory, high-performance quasi-cyclic SC codes. We apply our framework to various objects of interests, from the simplest short cycles, to more sophisticated objects such as concatenated cycles aiming at finer-grained optimization. Simulation results show that codes obtained through our proposed method notably outperform state-of-the-art SC codes with the same constraint length and optimized SC codes with uniform partitioning. The performance gain is shown to be universal over a variety of channels, from canonical channels such as additive white Gaussian noise and binary symmetric channels, to practical channels underlying flash memory and magnetic recording systems.
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I. INTRODUCTION

Spatially-coupled (SC) codes, also known as low-density parity-check (LDPC) codes with convolutional structures, are an ideal choice for streaming applications and data storage devices thanks to their threshold saturation phenomenon [2]–[6] and amenability to low-latency windowed decoding [7]. SC codes are constructed by partitioning the parity-check matrix of an underlying block code, followed by rearranging the component matrices in a convolutional manner. In particular, component matrices are vertically concatenated into a replica, and then multiple replicas are horizontally placed together, resulting in a coupled code. The number of component matrices minus one is referred to as the memory of the SC code [8]–[11].

It is known that the performance of an SC code improves as its memory increases. This is a byproduct of improved node expansion and additional degrees of freedom that can be utilized to decrease the number of short cycles and detrimental objects [9], [10], [12]–[14]. A plethora of existing works [9], [10], [15], [16] focus on minimizing the number of short cycles in the graph of the SC code. Although the optimization problem of designing SC codes with memory less than 4 has been efficiently solved [9], [10], there is still an absence of efficient algorithms that construct good enough SC codes with high memories systematically. Esfahanizadeh et al. [9] proposed a combinatorial framework to develop optimal quasi-cyclic (QC) SC codes, comprising so-called optimal overlap (OO) to search for the optimal partitioning matrices, and lifting optimization (CPO) to optimize the lifting parameters, which was extended by Hareedy et al. [10]. However, this method is hard to execute in practice for high-memory codes due to the increasing computational complexity. Heuristic methods that search for good SC codes with high memories are derived in [14]–[17]. However, high-memory codes designed by purely heuristic methods are unable to reach the potential performance gain that can be achieved through high memories due to lack of theoretical properties; several of these codes can even be beat by optimally designed QC-SC codes with lower memories under the same constraint length [16]. Therefore, a method that theoretically identifies an avenue to a near-optimal construction of SC codes with high memories is of significant interest.
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Inspired by the excellent performance and the low computational complexity offered by approaches comprising theoretical analysis guiding heuristic methods, we propose a two-step hybrid optimization framework that has these advantages. The framework first specifies a search subspace that is theoretically proved to be locally optimal, followed by a semi-greedy algorithm within this targeted search space. By analogy with threshold optimization approaches that search for LDPC ensembles with the optimal degree distribution, our first step is to obtain an SC ensemble with the optimal edge distribution (i.e., density distribution of component matrices). The associated metric is the expected number of targeted detrimental objects in the protograph of the code. Having reached a locally optimal edge distribution through gradient descent, we then apply a semi-greedy algorithm to search for a locally optimal partitioning matrix that satisfies this edge distribution. Our probabilistic framework is referred to as \textit{gradient-descent distributor, algorithmic optimizer} (GRADE-AO).

Preliminary version of this work was presented in [1], where we focused only on the minimization of the number of short cycles. In this work, we develop a general framework that handles arbitrary objects. While cycles are detrimental in codes with low variable node (VN) degrees, such as regular codes with VN degree 2 or 3, objects that dominate the error profiles in higher-degree codes and irregular codes are typically more advanced. In particular, we focus on the concatenation of two short cycles in this paper. These concatenated cycles are common subgraphs of the detrimental objects, which are absorbing sets (ASs) [12], that govern the performance of LDPC codes with VN degree $\geq 3$ in error floor region. These detrimental objects are also the major source of undesirable dependencies that undermine the performance in the waterfall region. While focusing on cycles for simplicity, which is the case for the majority of existing works, unnecessary degrees of freedom could be exhausted on isolated cycles that are much less problematic. To the best of our knowledge, we are the first to provide a framework that systematically eliminates objects other than cycles from the Tanner graph of an SC code with mathematical guarantees, which is important for a variety of applications including storage systems. Hareedy et al. [18], [19] proposed the so-called weight consistency matrix (WCM) framework to search for edge-weight assignments that minimize the number of ASs in non-binary (NB) LDPC codes with a given underlying topology, and demonstrated performance gains in data storage systems. Simulation results show that our framework leads to codes with excellent performance in flash memory and magnetic recording systems. The proposed GRADE-AO framework not only opens a door to fine-grained optimization over detrimental objects in SC codes, but also can be applied in optimizing the unweighted graphs of non-binary (NB) SC codes, which can lead to excellent NB-SC codes when combined with the WCM framework. Because of the improved threshold and waterfall performance, GRADE-AO has potential to produce SC codes for communication systems as well.

In this paper, we propose a probabilistic framework that efficiently searches for near-optimal SC codes with high memories. In Section II, we introduce preliminaries of SC codes and the performance-related metrics. In Section III, we develop the theoretical basis of GRADE, which derives an edge distribution that determines a locally optimal SC ensemble. In Section IV, we introduce the theoretical details of how GRADE is generalized to more sophisticated objects. The distribution obtained through GRADE leads to effective initialization and specifies the search space of the semi-greedy algorithm adopted in AO afterwards. In Section V, we introduce two examples of GRADE-AO that result in near-optimal SC codes: the so-called \textit{gradient-descent (GD) codes} and \textit{topologically-coupled (TC) codes}. In summary, we generalize GRADE to a rich class of relevant objects and present examples of GRADE-AO that focus on concatenated cycles. Our proposed framework is supported in Section VI by simulation results of seven groups of codes, with the best code in each obtained from GRADE-AO. Finally, we make concluding remarks and introduce possible future work in Section VII.

II. Preliminaries

In this section, we recall the typical construction of SC codes with quasi-cyclic (QC) structure. Any QC code with a parity-check matrix $H$ is obtained by replacing each nonzero (zero) entry of some binary matrix $H^P$ with a circulant (zero) matrix of size $z$, $z \in \mathbb{N}$. The matrix $H^P$ and $z$ are referred to as the protograph and the circulant size of the code, respectively. In particular, the protograph $H^P_{SC}$ of an SC code has a convolutional structure composed of $L$ replicas, as presented in Fig. 1. Each replica is obtained by stacking the disjoint component matrices $\{H^P_i\}_{i=0}^m$, where $m$ is the memory and $\Pi = H^P_0 + H^P_1 + \cdots + H^P_m$ is the protograph of the underlying block code.

In this paper, we constrain $\Pi$ to be an all-one matrix of size $\gamma \times \kappa$, $\gamma, \kappa \in \mathbb{N}$. An SC code is then uniquely represented by its partitioning matrix $P$ and lifting matrix $L$, where $P$ and $L$ are all $\gamma \times \kappa$ matrices. The matrix $P$ has $(P)_{i,j} = a$ if $(H^P_0)_{i,j} = 1$. The matrix $L$ is determined by replacing each circulant matrix by its associated exponent. Here, this exponent represents the power to which the matrix $\sigma$ defined by $(\sigma)_{i,i+1} = 1$ is raised, where $(\sigma)_{z,z+1} = (\sigma)_{z,1}$.

The performance of finite-length LDPC codes is strongly affected by the number of detrimental objects that are subgraphs with certain structures in the Tanner graphs of those codes. Two major classes of detrimental objects are trapping sets and absorbing sets. Since enumerating and minimizing the number of detrimental objects is complicated, existing work typically focuses on common substructures of these objects: the short cycles [9], [10], [15]. A cycle-$2g$ candidate in $H^P_{SC}(\Pi)$ is a path of traversing a structure to generate cycles of length $2g$ after lifting (partitioning) [10]. In an SC code, each cycle in the Tanner graph corresponds to a cycle candidate in the protograph $H^P_{SC}$, and each cycle candidate in $H^P_{SC}$ corresponds to a cycle candidate $C$ in the base matrix $\Pi$. Theorem 1 specifies a necessary and sufficient condition for a cycle candidate in $\Pi$ to become a cycle candidate in the protograph and then a cycle in the final Tanner graph.
Lemma 1. Let $C$ be a cycle-2g candidate in the base matrix, where $g \in \mathbb{N}$, $g \geq 2$. Denote $C$ by $(i_1, i_2, i_3, \ldots, i_k, i_{g+1})$, where $(i_k, j_k)$, $(i_{k+1}, j_{k+1})$, $1 \leq k \leq g$, $j_{g+1} = j_1$, are nodes of $C$ in $\Pi$, $P$, and $L$. Then $C$ becomes a cycle candidate in the protograph if and only if the following condition follows \cite{15}:

$$\sum_{k=1}^{g} P(i_k, j_k) = \sum_{k=1}^{g} P(i_k, j_{k+1}).$$

This cycle candidate becomes a cycle in the Tanner graph if and only if \cite{20}:

$$\sum_{k=1}^{g} L(i_k, j_k) \equiv \sum_{k=1}^{g} L(i_k, j_{k+1}) \mod z.$$ 

As shown in Fig. 1 a cycle-6 candidate and a cycle-8 candidate in the partitioning matrix with assignments satisfying condition \cite{1}, and their corresponding cycle candidates in the protograph are marked by red and blue, respectively. An optimization of a QC-SC code is typically divided into two major steps: optimizing $P$ to minimize the number of cycle candidates in the protograph, and optimizing $L$ to further reduce that number in the Tanner graph given the optimized $P$ \cite{9}, \cite{10}. The latter goal has been achieved in \cite{9} and \cite{10}, using an algorithmic method called lifting optimization (CPO), while the former goal is yet to be achieved for large $m$. We note that the step separation highlighted above notably reduces the overall optimization complexity.

In the remainder of this paper, we first focus on QC-SC codes for the additive white Gaussian noise (AWGN) channel, where the most detrimental objects are the low weight absorbing sets (ASs) \cite{9}. The ASs are defined in Definition 1.

Definition 1. (Absorbing Sets) Consider a subgraph induced by a subset $V$ of VNs in the Tanner graph of a code. Set all the VNs in $\mathcal{V}$ to values in GF$(q) \setminus \{0\}$ and set all other VNs to 0. The set $\mathcal{V}$ is said to be an $(a, b)$ absorbing set (AS) over GF$(q)$ if the size of $\mathcal{V}$ is $a$, the number of unsatisfied neighboring CNs of $\mathcal{V}$ is $b$, and each VN in $\mathcal{V}$ is connected to strictly more satisfied than unsatisfied neighboring CNs, for some set of VN values.

An $(a, b)$ elementary AS $\mathcal{V}$ over GF$(q)$ is an $(a, b)$ AS with the additional property that all the satisfied (resp., unsatisfied (if any)) neighboring CNs of $\mathcal{V}$ have degree 2 (resp., degree 1); otherwise the AS is referred to as an $(a, b)$ non-elementary AS.

Consider a subgraph induced by a subset $\mathcal{V}$ of VNs in the Tanner graph of a binary code. The set $\mathcal{V}$ is said to be an $(a, b)$ binary AS if the size of $\mathcal{V}$ is $a$, the number of odd-degree neighboring CNs of $\mathcal{V}$ is $b$, and each VN in $\mathcal{V}$ is connected to strictly more even-degree than odd-degree neighboring CNs.

Observe that the unlabeled configuration (all edge weights set to 1) underlying an $(a, b)$ non-binary elementary AS is itself an $(a, b)$ binary elementary AS.

Consequently, a simplified optimization focuses on cycle candidates of lengths 4, 6, and 8 \cite{9}, \cite{10}. Existing literature shows that the optimal $P$ for an SC code with $m \leq 2$ typically has a balanced (uniform) edge distribution among component matrices \cite{9}. However, in the remaining sections, we show that the edge distribution for optimal SC codes with large $m$ is not uniform, and we propose the GRADE-AO framework that explores a locally optimal solution. With the success in cycle optimization, we step forward to a finer-grained optimization over more advanced objects, which can be applied in higher degree codes and irregular codes. While GRADE can be generalized for arbitrary objects, we present constructions obtained though GRADE-AO focusing on concatenated cycles. Simulation results show that our proposed codes have excellent performance on practical channel models derived from flash memories and magnetic recording (MR), in both waterfall and error floor region.

III. A Probabilistic Optimization Framework

In this section, we present a probabilistic framework that searches for a locally optimal edge distribution for the partitioning matrices of SC codes with given memories through the gradient-descent algorithm.
Definition 2. Let $\gamma, \kappa, m, m_t \in \mathbb{N}$ and $a = (a_0, a_1, \ldots, a_m)$, where $0 = a_0 < a_1 < \cdots < a_m = m$. A $(\gamma, \kappa)$ SC code with memory $m$ is said to have coupling pattern $a$ if and only if $H^\gamma_i \neq 0^{\gamma \times \kappa}$, for all $i \in \{a_0, a_1, \ldots, a_m\}$, and $H^\kappa_i = 0^{\gamma \times \kappa}$, otherwise. The value $m_t$ is called the pseudo-memory of the SC code.

A. Probabilistic Metric

In this subsection, we define metrics relating the edge distribution to the expected number of cycle candidates in the protograph in Theorem 1 and Theorem 2. While Schmalen et al. have shown in [21] that nonuniform coupling (nonuniform edge distribution in our paper) yields an improved threshold, our work differs in two areas: 1) Explicit optimal coupling graphs were exhaustively searched and were restricted to small memories in [21], whereas our method produces near-optimal edge distribution in our paper) yields an improved threshold, our work differs in two areas: 1) Explicit optimal coupling graphs were exhaustively searched and were restricted to small memories in [21], whereas our method produces near-optimal SC protographs for arbitrary memories. 2) Work [21] focused on the asymptotic analysis for the threshold region, while our framework is dedicated to the finite-length construction and has additional demonstrable gains in the error floor region.

Definition 3. Let $m, m_t \in \mathbb{N}$ and $a = (a_0, a_1, \ldots, a_m)$, where $0 = a_0 < a_1 < \cdots < a_m = m$. Let $p = (p_0, p_1, \ldots, p_{m_t})$, where $0 < p_i \leq 1$, $p_0 + p_1 + \cdots + p_{m_t} = 1$; each $p_i$ specifies the probability of a ‘1’ in $\Pi$ going to the component matrix $H^p_{a_i}$, thus $p$ is referred to as edge distribution under random partition later on. Then, the following $f(X; a, p)$, which is abbreviated to $f(X)$ when the context is clear, is called the coupling polynomial of an SC code with coupling pattern $a$, associated with probability distribution $p$:

$$f(X; a, p) = \sum_{0 \leq i \leq m_t} p_i X^{a_i}.$$

\textbf{Theorem 1.} Let $[\cdot]$ denote the coefficient of $X^i$ of a polynomial. Denote by $P_0(a, p)$ the probability of a cycle-6 candidate in the base matrix becoming a cycle-6 candidate in the protograph under random partitioning with edge distribution $p$. Then,

$$P_0(a, p) = [f^3(X)f^3(X^{-1})]_0.$$

\textbf{Proof.} According to Lemma 1 suppose the cycle-6 candidate in the base matrix is represented by $C(i_1, i_2, i_3, i_4, i_5, i_6)$. Then,

$$P_0(a, p) = \mathbb{P}\left[\sum_{k=1}^{3} P(i_k, j_k) = \sum_{k=1}^{3} P(i_k, j_{k+1})\right]$$

$$= \sum_{x_1, x_2, x_3, y_1, y_2, y_3} \prod_{k=1}^{3} [P(i_k, j_k) = x_k, P(i_k, j_{k+1}) = y_k]$$

$$= \sum_{x_1, x_2, x_3, y_1, y_2, y_3} p_{x_1}p_{x_2}p_{x_3}p_{y_1}p_{y_2}p_{y_3}$$

$$= \left[\sum_{x_1, x_2, x_3, y_1, y_2, y_3} p_{x_1}p_{x_2}p_{x_3}p_{y_1}p_{y_2}p_{y_3}X^{x_1+x_2+x_3-y_1-y_2-y_3}\right]_0$$

$$= [f^3(X)f^3(X^{-1})]_0,$$

where vals$(a)$ is the set $\{a_0, a_1, \ldots, a_m\}$. Thus, the theorem is proved.

\textbf{Example 1.} Consider SC codes with full memories and uniform partition, i.e., $a = (0, 1, \ldots, m)$ and $p = \frac{1}{m+1} 1_{m+1}$. When $m = 2$, $P_0(a, p) = 0.1934$; when $m = 4$, $P_0(a, p) = 0.1121$.

\textbf{Example 2.} First, consider SC codes with $m = m_t = 2$. Let $a_1 = (0, 1, 2)$ and $p_1 = (2/5, 1/5, 2/5)$. According to Theorem 1, $f(X) = (2 + X + 2X^2)/5$, $f^3(X)f^3(X^{-1}) = 0.0041(X^6 + X^{-6}) + 0.0123(X^5 + X^{-5}) + 0.0399(X^4 + X^{-4}) + 0.0717(X^3 + X^{-3}) + 0.1267(X^2 + X^{-2}) + 0.1544(X + X^{-1}) + 0.1818$. Therefore, $P_0(a_1, p_1) = 0.1818$. Second, consider SC codes with $m = m_t = 4$. Let $a_2 = (0, 1, 2, 3, 4)$ and $p_2 = (0.31, 0.13, 0.12, 0.13, 0.31)$. According to Theorem 1, $P_0(a_2, p_2) = 0.0986$. 

Fig. 2. Structures and cycle candidates for cycle-8.
After we have derived the metric for cycle-6 candidates in the protograph, we now turn to the case of cycle-8 candidates. As shown in Fig. 2, cycle candidates in the base matrix that result in cycle-8 candidates in the protograph can be categorized into 6 different structures, labeled $S_1, \ldots, S_6$. Different cases are differentiated by the number of rows and columns (without order) the structures span in the partitioning matrix [10]. Specifically, $S_1, \ldots, S_6$ denote the structures that span submatrices of size $2 \times 2$, $2 \times 3$ or $3 \times 2$, $3 \times 3$, $2 \times 4$ or $4 \times 2$, $3 \times 4$ or $4 \times 3$, and $4 \times 4$, respectively. Any structure that belongs to $S_2, S_4, S_5$ has multiple cycle-8 candidates, and these distinct candidates are marked by blue in Fig. 2.

**Lemma 2.** Let $P_{S_i}(a, p)$, $1 \leq i \leq 6$, denote the probability of a cycle-8 candidate of structure $S_i$ in the base matrix becoming a cycle-8 candidate in the protograph, under random partition with edge distribution $p$. Then,

$$P_{S_1}(a, p) = \left[f^2(X)f^2(X^{-1})\right]_0,$$

$$P_{S_2}(a, p) = \left[f(X^2)f(X^{-2})f^2(X)f^2(X^{-1})\right]_0,$$

$$P_{S_3}(a, p) = \left[f(X^2)f^2(X)f^4(X^{-1})\right]_0,$$

and

$$P_{S_4}(a, p) = P_{S_5}(a, p) = P_{S_6}(a, p) = \left[f^4(X)f^4(X^{-1})\right]_0.$$

**Proof.**

For structures where the nodes of the cycle-8 candidates are pairwise different, namely, $S_4, S_5, S_6$, the result can be derived by following the logic in the proof of Theorem [1].

For $S_1$, suppose the indices of the rows and columns are $i_1, i_2$, and $j_1, j_2$, respectively. Then, the cycle condition in Lemma [1] is $P(i_1, j_1) + P(i_2, j_2) = P(i_1, j_2) + P(i_2, j_1)$.

For $S_2$, suppose the indices of the rows and columns are $i_1, i_2$, and $j_1, j_2, j_3$, respectively. Then, the cycle condition in Lemma [1] is $2P(i_1, j_1) - 2P(i_2, j_1) + P(i_2, j_2) + P(i_2, j_3) - P(i_1, j_2) - P(i_1, j_3) = 0$.

For $S_3$, suppose the indices of the rows and columns are $i_1, i_2, i_3$, and $j_1, j_2, j_3$, respectively. Then, the cycle condition in Lemma [1] is $2P(i_1, j_1) + P(i_2, j_2) + P(i_3, j_3) - P(i_1, j_2) - P(i_1, j_3) - P(i_2, j_1) - P(i_3, j_1) = 0$.

Following the logic in the proof of Theorem [1], the case for $S_1, S_2, S_3$ can be proved.

**Theorem 2.** Denote $N_8(a, p)$ as the expectation of the number of cycle-8 candidates in the protograph. Then,

$$N_8(a, p) = w_1 \left[f^2(X)f^2(X^{-1})\right]_0 + w_2 \left[f(X^2)f(X^{-2})f^2(X)f^2(X^{-1})\right]_0 + w_3 \left[f(X^2)f^2(X)f^4(X^{-1})\right]_0 + w_4 \left[f^4(X)f^4(X^{-1})\right]_0,$$

(5)

where $w_1 = \binom{4}{2}$, $w_2 = 3\binom{4}{2} + 5\binom{4}{3}$, $w_3 = 8\binom{4}{2}$, $w_4 = 6\binom{4}{2} + 6\binom{4}{3} + 36\binom{4}{4} + 36\binom{4}{5} + 24\binom{4}{6}$.

**Proof.** Provided the results in Lemma [2], we just need to prove that the numbers of cycle candidates of structures $S_1, S_2, \ldots, S_6$ in a $\gamma \times \kappa$ base matrix are $\binom{4}{2}$, $3\binom{4}{2} + 5\binom{4}{3}$, $18\binom{4}{2}$, $6\binom{4}{2} + 6\binom{4}{3} + 36\binom{4}{4} + 36\binom{4}{5} + 24\binom{4}{6}$, respectively.

Take $i = 5$ as an example. The number of cycle candidates of structure $S_5$ in any $3 \times 4$ or $4 \times 3$ matrix is $3 \cdot \binom{4}{3} \cdot 2 = 36$.

The total number of $3 \times 4$ or $4 \times 3$ matrices in a $\gamma \times \kappa$ base matrix is $\binom{\gamma}{\kappa} + \binom{\kappa}{\gamma}$. Therefore, the total number of cycle candidates of structure $S_5$ is $36\binom{\gamma}{\kappa} + 36\binom{\kappa}{\gamma}$. By a similar logic, we can prove the result for the remaining structures.

**Remark 1.** Note that each cycle candidate satisfying the cycle condition in the partitioning matrix can result in multiple cycle candidates in the protograph; the multiplicity is determined by its width, i.e., the number of replicas each resultant cycle spans in the protograph. We ignore the number of replicas a cycle candidate spans in $H^{P}_{SC}$. We address this number in the CPO stage.

**B. Gradient-Descent Distributor**

By contrasting Examples [1] and [2], it is clear that for a given coupling pattern, an optimal edge distribution is not necessarily reached by a uniform partition. In this subsection, we develop an algorithm that obtains a locally optimal distribution by gradient descent.

**Lemma 3.** Given $m_i \in \mathbb{N}$ and $a = (a_0, a_1, \ldots, a_m)$, a necessary condition for $P_6(a, p)$ to reach its minimum value is that the following equation holds for some $c_0 \in \mathbb{R}$:

$$f^3(X)f^2(X^{-1})_{a_i} = c_0, \forall i, 0 \leq i \leq m_i.$$

(6)

**Proof.**

Consider the gradient of $L_6(a, p) = P_6(a, p) + c(1 - p_0 - p_1 - \cdots - p_{m_i})$.

$$\nabla_p L_6(a, p) = \nabla_p (P_6(a, p) + c(1 - p_0 - p_1 - \cdots - p_{m_i}))$$

$$= \nabla_p \left[f^3(X)f^3(X^{-1})\right]_0 - c1_{m_i+1}$$

$$= \left[f^3(X)f^3(X^{-1})\right]_0 - c1_{m_i+1}$$

$$= 3\left[f^2(X)f^2(X^{-1})f(X)f^2(X^{-1})\right]_0 + 3\left[f^2(X)f^2(X^{-1})f(X^{-1})\nabla_p f(X)\right]_0 - c1_{m_i+1}$$

$$= 6\left[f^3(X)f^2(X^{-1})\left(X^{-a_0}, X^{-a_1}, \ldots, X^{-a_{m_i}}\right)\right]_0 - c1_{m_i+1}.$$
When \( P_8(a, p) \) reaches its minimum, \( \nabla_p [L(a, p)] = 0_{m+1} \), which is equivalent to \( c \) by defining \( c_0 = c/6 \). \( \blacksquare \)

**Lemma 4.** Given \( \gamma, \kappa, m_t \in \mathbb{N} \) and \( a = (a_0, a_1, \ldots, a_m) \), a necessary condition for \( N_8(a, p) \) to reach its minimum value is that the following equation holds for some \( c_0 \in \mathbb{R} \):

\[
\begin{align*}
&\left[4f^2(X)f(X^{-1})\right]_{a_1} + \sum_{i=2}^{m_t} \left[2f(X)^2f(X)f^2(X)f^2(X)^{-1}\right]_{a_i} + \sum_{i=1}^{m_t} \left[4f^2(X)f(X)^2f(X)f^2(X)\right]_{a_i} \\
&+ \sum_{i=1}^{m_t} \left[8f^4(X)f^4(X)^{-1}\right]_{a_i} = c_0, \quad \forall i, 0 \leq i \leq m_t,
\end{align*}
\]

where \( \bar{w}_2 = \gamma - \kappa - 4, \bar{w}_3 = 2(\gamma - 2)(\kappa - 2) \), and \( \bar{w}_4 = \frac{1}{2}[(\gamma - 2)(\gamma - 3) + (\kappa - 2)(\kappa - 3)] + (\gamma - 2)(\kappa + \kappa - 6) + \frac{1}{6}(\gamma - 3)(\kappa - 2)(\kappa - 3) \).

**Proof.** Consider the gradient of \( L_8(a, p) = N_8(a, p) + c(1 - p_0 - p_1 - \cdots - p_m) \).

\[
\begin{align*}
\nabla_p L_8(a, p) &= \nabla_p N_8(a, p) + c(1 - p_0 - p_1 - \cdots - p_m) \\
&= w_1 \left[\nabla_p \left( f^2(X)f(X^{-1}) \right) \right]_0 + w_2 \left[\nabla_p \left( f^2(X)f^2(X)f^2(X)^2 \right) \right]_0 \\
&\quad + w_3 \left[\nabla_p \left( f^2(X)f^4(X)^{-1} \right) \right]_0 + w_4 \left[\nabla_p \left( f^4(X)^4(X)^{-1} \right) \right]_0 - c1_{m+1},
\end{align*}
\]

where \( \bar{w}_2 = \gamma - \kappa - 4, \bar{w}_3 = 2(\gamma - 2)(\kappa - 2) \), and \( \bar{w}_4 = \frac{1}{2}[(\gamma - 2)(\gamma - 3) + (\kappa - 2)(\kappa - 3)] + (\gamma - 2)(\kappa + \kappa - 6) + \frac{1}{6}(\gamma - 3)(\kappa - 2)(\kappa - 3) \).

When \( P_8(a, p) \) reaches its minimum, \( \nabla_p [L(a, p)] = 0_{m+1} \), which is equivalent to \( c \) by defining \( c_0 = c/w_1 \). \( \blacksquare \)

Based on Lemma 3 and Lemma 4, we adopt the gradient-descent algorithm to obtain a locally optimal edge distribution for SC codes with coupling pattern \( a \), starting from the uniform distribution inside \( P \) as presented in Algorithm 1. Note that \( \text{conv}() \) and \( \text{flip}() \) refer to convolution and reverse of vectors, respectively.

**Algorithm 1** Gradient-Descent Distributor (GRADE) for Cycle Optimization

**Inputs and Parameters:**
- \( \gamma, \kappa, m_t, m_a \): parameters of the SC code;
- \( w \): weight of each cycle-6 candidate;
- \( \epsilon, \alpha \): accuracy and step size of gradient descent;

**Outputs and Intermediate Variables:**
- \( p \): a locally optimal edge distribution over \( \text{vals}(a) \);
- \( \bar{w}_1 \): \( \bar{w}_1 \left( \frac{2w}{\gamma - \kappa - 2} \right) \), obtain \( \{\bar{w}_1\}_{i=2}^{m_t} \) in Lemma 4
- \( v_{\text{prev}} = 1 \); \( v_{\text{cur}} = 1 \);
- \( p, g \leftarrow 0_{m+1}, f \leftarrow 0_{m+1}, f_2 \leftarrow 0_{2m+1} ;
- p \leftarrow \frac{1}{m+1} 1_{m+1} ;
- f \leftarrow \text{flip}(p) ;
- f_2 \leftarrow [1, 3, \ldots, 2m + 1] \leftarrow f, f_2 \leftarrow \text{flip}(f_2) ;
- q_1 \leftarrow \text{conv}(f, f, f, f, f, f), q_2 \leftarrow \text{conv}(f, f, f, f) ;
- q_3 \leftarrow \text{conv}(f, f, f, f, f, f, f, f, f, f, f, f, f, f, f, f, f, f, f) ;
- q_{\text{prev}} = v_{\text{cur}} , v_{\text{cur}} = q_1 [3m] + q_2 [2m] + q_3 [4m] ;
- g_1 \leftarrow 6\bar{w}_1\text{conv}(f, f, f, f, f, f, f, f, f, f, f) ;
- g_2 \leftarrow 4\bar{w}_2\text{conv}(f, f, f, f, f, f, f, f, f, f, f, f, f, f, f, f) ;
- g_3 \leftarrow 8\bar{w}_3\text{conv}(f, f, f, f, f, f, f) + 2\bar{w}_3\text{conv}(f_2, f, f, f, f, f, f, f, f, f, f) + 4\bar{w}_3\text{conv}(f, f, f, f, f, f, f, f, f, f, f) + 8\bar{w}_3\text{conv}(f, f, f, f, f, f, f, f, f, f, f, f) ;
- g_4 \leftarrow \text{flip}(g_3) ;
- g \leftarrow g_1 [2m + 2a] + g_2 [4m + a] + g_3 [3m + a] + g_4 [2m + 2a] ;
- g \leftarrow g - \text{mean}(g) ;
- \text{if } v_{\text{prev}} - v_{\text{cur}} > \epsilon \text{ then}
- \quad p \leftarrow p - \alpha g / ||g|| ;
- \quad \text{goto step 5} ;
- \text{return } p ;

IV. GENERALIZATION OF GRADE

We have explained the basic idea of GRADE in optimizing the edge distribution of SC code ensembles with respect to the expected number of cycles. Cycles have been studied extensively in related literature (see e.g., [22]–[24]) due to their simplicity and presence in problematic objects. However, cycles alone do not always account for typical decoding failures; for example, isolated cycles are not as harmful as concentrated cycles in codes with VN degree 4 since single cycles on their own do not lead to decoding failures (as captured by e.g., ASs [10]), rather concatenated cycles do. An excessive focus on the removal of isolated cycles can lead to remarkably less degrees of freedom for the removal of dominant problematic objects. In this section, we therefore extend the theory of GRADE to arbitrary subgraphs.

A. Probabilistic Metric

In this subsection, we generalize the results presented in Section III-A to obtain closed-form representations of the expected number of objects with arbitrary topologies. The key idea is that the dependency among nodes within each object can be fully described by a minimal set of fundamental cycles (or basic cycles), which is referred to as the cycle basis of the object (see Definition 4) [25]–[27].

Definition 4. (Cycle Basis) A cycle basis of an object is a minimum-cardinality set of cycles using disjunctive unions of which, each cycle in the object can be obtained; we call the cycles in this set fundamental cycles.

In the remainder of this paper, we define a prototype of an object, for simplicity, as an assignment of the indices of its variable nodes (VNs) and its check nodes (CNs) in the base matrix. Prototype is a natural extension of pattern, i.e., a prototype of an object is exactly a pattern (discussed in [10]) when the object is a cycle. According to [27], we call a prototype active if all the fundamental cycles satisfy the cycle condition simultaneously, which means the detrimental object will be created in the protograph after partitioning the base matrix. The probability of a prototype becoming active under a random partition is proved to be represented by the constant term of a multi-variate polynomial, where each variable is associated with a cycle in the cycle basis: we refer to this polynomial as the characteristic polynomial of the object associated with fixed prototype. The overall characteristic polynomial of the object without specifying the prototype is then obtained as an average over the characteristic polynomials associated with all possible prototypes.

We start with a motivating example.

Example 3. Take the object (AS) with the node assignment shown in the top panel of Fig. 3 as an example. Consider the cycle basis consisting of the 4 cycles highlighted in Fig. 3 and their associated variables $X_i$, $1 \leq i \leq 4$. We refer to the cycle basis of the object as the characteristic polynomial of the object associated with fixed prototype.

Note that we only keep nodes with intrinsic connections, i.e., we ignored the degree 1 CNs as they are not involved in any cycles and thus do not affect the probability of a prototype becoming active.
associated with $X_i$, $1 \leq i \leq 4$, as cycle $i$. In the bottom panel of Fig. 2, the labels $X_i$ and $X_i^{-1}$ are placed alternately on the cycle candidate corresponding to cycle $i$ in the base matrix.

We next briefly and intuitively explain how the characteristic polynomial of the object is specified as follows:

$$h(X) = f(X_1^{-1}X_2X_3^{-1})f(X_1X_2X_3^{-1}X_4)f(X_1X_3^{-1}X_4)$$

$$f(X_1X_2)f(X_1^{-1}X_2)f(X_3^{-1}X_4)f(X_2^{-1}X_4)f(X_3X_4)$$

$$f(X_1^{-1})f(X_2)f(X_3^{-1})$$

(9)

where $f(\cdot)$ is the coupling polynomial of a cycle as specified in Definition 2.

As shown in Fig. 2, we place the labels on all the cycle candidates (see Fig. 3) altogether in the base matrix. Then, each entry of the matrix becomes associated with the product of all the labels contained in it. Take the entry at the intersection of row $c_3$ and column $v_2$ as an example. This entry is labeled with $X_1$, $X_1^{-1}$, $X_4$ on the cycle candidates for cycles 1, 3, and 4, respectively. Therefore, the entry is associated with $X_1X_3^{-1}X_4$. Each product is the monomial corresponding to the matrix entry. The characteristic polynomial in (9) is exactly the product of all the factors obtained by replacing the variable in the coupling polynomial by the monomials corresponding to each entry.

In a way similar to the process described in the proof of Theorem 7 expanding the right-hand side (RHS) of (9) results in terms of the form $q_iX_1^{k_1}X_2^{k_2}X_3^{k_3}X_4^{k_4}$ for each, where $q_i$ is the probability of a unique assignment to vertices, i.e., matrix entries, on the prototype of the AS such that the alternating sum of entries on cycle $i$ associated with $X_i$ in the cycle basis is $k_i$, $1 \leq i \leq 4$. Therefore, the constant term is exactly the sum of the probabilities of all possible assignments (of the partitioning matrix) such that the cycle candidates of all the fundamental cycles satisfy their cycle conditions (all $k_i$’s are zeros). In other words, the constant term is exactly the probability of the prototype becoming active in the Tanner graph.

In Example 3, we have briefly introduced the idea of how we define the characteristic polynomial of an object associated with a fixed prototype. However, as shown in the case of cycle-8 candidates, an object is typically associated with multiple prototypes (referred to as cycle candidates when the object is a cycle). We next present an efficient method to obtain the expected number of all possible prototypes corresponding to an object.

The major idea is described as follows. Each prototype of an object leads to an equivalence relation on the CNs and VNs of the object, in which nodes with identical indices are regarded as being equivalent. The set consisting of all the prototypes describing the same equivalence relation is referred to as a prototype class. The characteristic polynomials of the prototypes belonging to the same prototype class are identical, and the cardinality of each prototype class is determined by their associated equivalence relation. Therefore, the key steps to obtain the characteristic polynomial of an object are: 1) to enumerate all the possible prototype classes of (or non-isomorphic equivalence relations on) a given object, and then 2) to obtain their associated characteristic polynomials and cardinalities.

For example, consider the prototype class described by the graph in the left panel of Fig. 5. Throughout this paper, we use $[n]$ to represent the set $\{1, 2, \ldots, n\}$ for any $n \in \mathbb{N}$. Any assignment of $c_1, c_2, c_3, c_4 \in [\gamma]$ and $v_1, v_2, v_3, v_4 \in [n]$ such that $c_1, c_2, c_3, c_4$ are mutually different, $v_1, v_2, v_3, v_4$ are also mutually different belongs to a unique prototype in the prototype class described by the graph. Note that the uniqueness follows from the fact that the automorphism group of the prototype class has only the identity element, thus the cardinality of this prototype class is $4!(\gamma)!4!(\gamma)!$. The automorphism group of a prototype is defined later in Definition 6; however, the aforementioned cardinality intuitively implies that each row/column permutation results in a unique prototype. We then move on to obtain the characteristic polynomial directly through the prototype class. The equivalence relation on CNs and VNs induces an equivalence relation on edges, in which edges with VNs and CNs all
from the same equivalence class are referred to as being equivalent. As shown in Fig. 5, edges from the same equivalence class are highlighted by identical markers.

Note that each equivalence class on edges corresponds to a unique entry in the base matrix. Recall that each entry is associated with the product of all labels contained in it, which corresponds to a separate factor in the characteristic polynomial. In a similar way, if we represent each equivalence class by the product of all labels on all edges contained in it, the resultant product will be exactly the monomial associated with the entry corresponding to this equivalence class. Therefore, each factor of the characteristic polynomial in (9) is associated with an equivalence class on edges. For example, in Fig. 5, the two edges highlighted by red triangles belong to the same equivalence class and are labeled with \( X_1 \) and \( X_2X_3^{-1} \), respectively; and they altogether correspond to the factor \( f(X_1X_2X_3^{-1}) \) in the characteristic polynomial.

In the remaining text, we represent the equivalence relation by \( \sim \).

**Definition 5. (Prototype Class)** Let \( \gamma, \kappa \in \mathbb{N} \). Consider an object represented by the bipartite graph \( G(V, C, E) \), where \( V \) and \( C \) denote the set of VNPs and CNs, respectively. The set \( E \) is the set of all edges, where each edge is represented by \( e_{i,j} \) for some \( i \in V, j \in C \), connecting nodes \( i \) and \( j \). Let \( V, C \) represent equivalence classes on \( V \) and \( C \), respectively. A prototype is an assignment \( \gamma = (f, g) \), where \( f : V \to [\kappa] \), \( g : C \to [\gamma] \) such that:

1. For any \( c \in C \) and \( v_1, v_2 \in V \) such that \( e_{v_1,c}, e_{v_2,c} \in E \), \( f(v_1) \neq f(v_2) \);
2. For any \( v \in V \) and \( c_1, c_2 \in C \) such that \( e_{v,c_1}, e_{v,c_2} \in E \), \( g(c_1) \neq g(c_2) \).

The set consisting of all the prototypes \( \gamma = (f, g) \) that satisfy the following conditions is referred to as the prototype class associated with \( (V, C) \), denoted by \( P(V, C) \):

1. For any \( v_1, v_2 \in V \), \( f(v_1) = f(v_2) \) iff. \( v_1 \sim v_2 \) in \( V \) (same column in the matrix);
2. For any \( c_1, c_2 \in C \), \( g(c_1) = g(c_2) \) iff. \( c_1 \sim c_2 \) in \( C \) (same row in the matrix).

Denote the equivalence class induced by the relation: \( e_{v_1,c_1} \sim e_{v_2,c_2} \) iff. \( v_1 \sim v_2 \) and \( c_1 \sim c_2 \), for all \( v_1, v_2 \in V \) and \( c_1, c_2 \in C \), by \( E(V, C) \), which is referred to as the equivalence class induced by \( V \) and \( C \).

**Lemma 5. (Characteristic Polynomial of Prototypes)** Consider the bipartite graph \( G(V, C, E) \) of an object and the prototype class \( P(V, C) \). Suppose \( E(V, C) \) is the equivalence class on edges induced by \( V \) and \( C \).

Let \( S \) denote the cycle basis of \( G \). Define \( \delta : E \times S \to \{-1, 0, 1\} \) as follows: for any \( s \in S \), \( s = (v_1, c_1, v_2, c_2, \ldots, v_g, c_g) \), and \( e \in E \), \( \delta_{e,s} = 1 \) if \( e = e_{v_i,c_i} \) for some \( i \in [g] \), \( \delta_{e,s} = -1 \) if \( e = e_{v_{i+1},c_i} \) for some \( i \in [g] \), otherwise \( \delta_{e,s} = 0 \).

Define \( h(X; G|V, C) \) as a polynomial of \( G \) associated with \( P(V, C) \) and given by:

\[
h(X; G|V, C) = \prod_{\tilde{e} \in E(V, C)} f \left( \prod_{e \in \tilde{e}} \prod_{s \in S} X_\delta_{e,s} \right).
\]

Then, the constant term of \( h(X; G|V, C) \) is the probability that a prototype belonging to the class \( P(V, C) \) is active in the Tanner graph after partitioning.

**Proof.** For simplicity, we write \( E \) instead of \( E(V, C) \) in the proof. Any assignment on the set of edges \( E \) can be represented by \( x \in (x_1, x_2, \ldots, x_{|E|}) \in \text{vals}(a)^{|E|} \) (\( \text{vals}(a) \) is defined in Theorem 1 as the set \( \{a_0, a_1, \ldots, a_m\} \)), where \( x_e \) denotes the assignment on edge \( e \) for any \( e \in E \). Consider that all the edges belonging to the same equivalence class in \( E \) correspond to the same entry in the base matrix (and the partitioning matrix); these edges need to be assigned with an identical number in the partitioning matrix. Therefore, the assignment on the set of edges is essentially an assignment on the equivalence classes.

Let \( i \in \{0, 1, \ldots, m\}^{|E|} \) denote an assignment on the equivalence classes \( E \), where each element of \( i \) is represented by \( i_\bar{e} \) for some \( \bar{e} \in \bar{E} \); all the edges in the equivalence class \( \bar{e} \) are assigned with \( a_{i_\bar{e}} \) in the partitioning matrix, for any \( \bar{e} \in \bar{E} \).
Potential to be adopted in storage systems among other applications.

In unweighted graphs, our method can open a door to systematically optimizing NB-SC codes with high memories, which have non-elementary object. This prototype can still be described by a set of elementary cycles, as shown in Fig. 6 via colors.

Remark 2. (Non-Elementary Objects) Note that Lemma 5 extends beyond elementary objects. Fig. 6 shows a prototype of a non-elementary object. This prototype can still be described by a set of 3 elementary cycles, as shown in Fig. 6 via colors. According to Lemma 5, the characteristic polynomial of the prototype is:

\[ h(X; G|\mathcal{V}, \mathcal{C}) = f(X_1 X_2^{-1}) f(X_2 X_3^{-1}) f(X_3 X_1^{-1}) f(X_1 X_3) f(X_1^{-1} X_2) f(X_2^{-1} X_3^{-1}) \]

\[ f(X_1) f(X_1^{-1}) f(X_2) f(X_2^{-1}) f(X_3) f(X_3^{-1}) \]

\[ \text{(13)} \]

In combination with the WCM framework proposed in [19] that optimizes the edge weights of NB-LDPC codes on fixed unweighted graphs, our method can open a door to systematically optimizing NB-SC codes with high memories, which have potential to be adopted in storage systems among other applications.
After obtaining the characteristic polynomial of any object associated with a fixed prototype class, we proceed to obtain the expectation of the number of active prototypes over all prototype classes. The essential step here is to calculate the cardinality of each prototype class. A natural property here is that each prototype from a specific class corresponds to assigning non-repeated elements with order from \([k]\) and \([\gamma]\) to the equivalence classes in \(V\) and \(C\), respectively. However, specific permutations of values assigned to the nodes can lead to some other assignments that are isomorphic to each other because of the intrinsic symmetry of the prototypes. For example, in Fig. 4(a), the assignment that exchanges \(v_1\) and \(v_2\) while keeping values on remaining VN's as they are is equivalent to the original assignment. We call this exchange operation an automorphism over \(G\) under \(\mathcal{P}(V,C)\) and denote it by \((v_1v_2)\). The automorphisms over \(G\) under each prototype class form a group, which is defined in Definition 6.

**Definition 6. (Automorphism Group of an Object Under a Prototype Class)** For any object represented by a bipartite graph \(G(V,C,E)\), let \(\mathcal{P}(V,C)\) be a prototype class of \(G\). An automorphism over \(G\) under \(\mathcal{P}(V,C)\) is a pair of bijections \((\pi_V, \pi_C)\) written as \(\pi_V, \pi_C : V \rightarrow V\) and \(\pi_C : C \rightarrow C\) are bijections such that

1. \(\forall v \in V, \ c \in C, \ e_{v,c} \in E\) \iff \(\pi_V(v), \pi_C(c) \in E\);
2. \(\forall v_1, v_2 \in V, \ v_1 \sim v_2 \iff \pi_V(v_1) \sim \pi_V(v_2)\);
3. \(\forall c_1, c_2 \in C, \ c_1 \sim c_2 \iff \pi_C(c_1) \sim \pi_C(c_2)\).

The set containing all automorphisms over \(G\) under \(\mathcal{P}(V,C)\) is referred to as the automorphism group of \(G\) under \(\mathcal{P}(V,C)\).

**Remark 3.** From Definition 6, we know that any automorphism over \(G\) under \(\mathcal{P}(V,C)\) preserves the equivalence relation specified by \((V,C), \ \forall v \in V = V, \ \forall C \in C = C\). Therefore, each automorphism can be simply represented as a pair of permutations over \(V\) and \(C\).

**Lemma 6.** Given the bipartite graph \(G(V,C,E)\) of an object, let \(B(G)\) denote the set consisting of all prototype classes of \(G\). Define the characteristic polynomial \(h(X;G)\) of object \(G\) as follows:

\[
h(X;G) = \sum_{\mathcal{P}(V,C) \in B(G)} \frac{|V||C|!}{|\text{Aut}(G|V,C)|} \binom{\kappa}{|V|} \binom{\gamma}{|C|} h(X;G|V,C),
\]

where \(\text{Aut}(G|V,C)\) denotes the automorphism group of the bipartite graph \(G\) under prototype class \(\mathcal{P}(V,C)\). Then, \(h(X;G)\) is exactly the expected number of active prototype of object \(G\).

**Proof.** There are \(|V||C|!\binom{\kappa}{|V|} \binom{\gamma}{|C|}\) assignments on indices of nodes in \(G\) in the base matrix that satisfy the equivalence relation specified by \((V,C)\). Among these assignments, each one has been counted exactly \(|\text{Aut}(G|V,C)|\) times. Therefore, the cardinality of the prototype class \(\mathcal{P}(V,C)\) is exactly \(\frac{|V||C|!}{|\text{Aut}(G|V,C)|} \binom{\kappa}{|V|} \binom{\gamma}{|C|}\).

For any prototype \(P\) of \(G\), define a Bernoulli random variable \(X_P\), where \(\mathbb{P}[X_P = 1] = \mathbb{P}[P\text{ is active}]\), \(\mathbb{P}[X_P = 0] = \mathbb{P}[P\text{ is not active}]\). Let \(X = \sum_P X_P\) denotes the summation of \(X_P\) over all possible prototypes of \(G\). Then,

\[
\mathbb{E}[X] = \sum_P \mathbb{E}[X_P] = \sum_{\mathcal{P}(V,C) \in B(G)} \sum_{P \in \mathcal{P}(V,C)} \mathbb{E}[X_P] = \sum_{\mathcal{P}(V,C) \in B(G)} \sum_{P \in \mathcal{P}(V,C)} \mathbb{P}[X_P = 1]\]

\[
= \sum_{\mathcal{P}(V,C) \in B(G)} \sum_{P \in \mathcal{P}(V,C)} |h(X;G|V,C)|_0 = \sum_{\mathcal{P}(V,C) \in B(G)} \frac{|V||C|!}{|\text{Aut}(G|V,C)|} \binom{\kappa}{|V|} \binom{\gamma}{|C|} |h(X;G|V,C)|_0
\]

\[
= |h(X;G)|_0.
\]

Thus, the lemma is proved.

**Example 4.** Suppose \(\gamma \in \{3,4\}\). Take the graph \(G\) of two concatenated cycles-6 as an example: there are 4 different possible prototype classes \((V_i, C_i), 1 \leq i \leq 4\), as shown in Fig. 7. The automorphism groups corresponding to the 4 prototype classes, denote by \(|\text{Aut}(G|V_i,C_i)|\), 1 \leq i \leq 4, respectively, are:

\[
\text{Aut}(G|V_1,C_1) = \{e, (v_1v_2), (c_2c_3), (v_1v_2)(c_1c_3)\},
\]

\[
\text{Aut}(G|V_2,C_2) = \{e, (v_1v_2)(c_2c_3), (v_3v_4)(c_2c_3), (v_1v_2)(v_3v_4)\},
\]

\[
\text{Aut}(G|V_3,C_3) = \{e, (v_1v_2)(c_2c_4)\},
\]

\[
\text{Aut}(G|V_4,C_4) = \{e, (v_1v_2)(v_3v_4)(c_2c_4)\},
\]

(16)
where the element $e$ in these groups is the identity element (no permutations). Therefore, the cardinality of the automorphism groups corresponding to the 4 prototype classes are $|\text{Aut}(G|V_1, C_1)| = 4$, $|\text{Aut}(G|V_2, C_2)| = 4$, $|\text{Aut}(G|V_3, C_3)| = 2$, and $|\text{Aut}(G|V_4, C_4)| = 2$, respectively. Moreover, the characteristic polynomials for $G$ corresponding to each prototype class are:

$$
\begin{align*}
    h(X; G|V_1, C_3) &= f(X_1, X_2)f(X_1^{-1}X_2^{-1})f(X_1X_2)f(X_1^{-1}X_2)f(X_1)f(X_1^{-1})f(X_2)f(X_2^{-1}), \\
    h(X; G|V_3, C_3) &= f(X_1, X_2)f(X_1^{-1}X_2^{-1})f(X_1X_2)f(X_1^{-1}X_2)f^2(X_1)f(X_2)f^2(X_2^{-1}), \\
    h(X; G|V_2, C_2) &= h(X; G|V_1, C_4) = f(X_1, X_2)f(X_1^{-1}X_2^{-1})f^2(X_1)f^2(X_1^{-1})f^2(X_2)f^2(X_2^{-1}).
\end{align*}
$$

According to Lemma 6, when $\gamma = 3$, the characteristic polynomial $h(X; G)$ is derived as follows:

$$
\begin{align*}
    h(X; G) &= \frac{\kappa!\gamma!}{4(\kappa - 3)!\gamma!}\left( f(X_1, X_2)f(X_1^{-1}X_2^{-1})f(X_1X_2)f(X_1^{-1}X_2)f(X_1)f(X_1^{-1})f(X_2)f(X_2^{-1}) \\
    &\quad + \frac{\kappa!\gamma!}{4(\kappa - 4)!\gamma!}\left( f(X_1, X_2)f(X_1^{-1}X_2^{-1})f^2(X_1)f(X_1^{-1})f^2(X_2)f^2(X_2^{-1}) \\
    &\quad + \frac{1}{\kappa - 3} f(X_1, X_2)f(X_1^{-1}X_2^{-1})f(X_1X_2)f(X_1^{-1}X_2)f(X_1)f(X_1^{-1})f(X_2)f(X_2^{-1}) \right). \tag{17}
\end{align*}
$$

When $\gamma = 4$, the characteristic polynomial $h(X; G)$ is derived as follows:

$$
\begin{align*}
    h(X; G) &= \frac{\kappa!\gamma!}{4(\kappa - 3)!\gamma!}\left( f(X_1, X_2)f(X_1^{-1}X_2^{-1})f(X_1X_2)f(X_1^{-1}X_2)f(X_1)f(X_1^{-1})f(X_2)f(X_2^{-1}) \\
    &\quad + \frac{\kappa!\gamma!}{2(\kappa - 3)!\gamma!}\left( f(X_1, X_2)f(X_1^{-1}X_2^{-1})f^2(X_1)f(X_1^{-1})f^2(X_2)f^2(X_2^{-1}) \\
    &\quad + \frac{\kappa!\gamma!}{4(\kappa - 4)!\gamma!}\left( f(X_1, X_2)f(X_1^{-1}X_2^{-1})f^2(X_1)f^2(X_1^{-1})f^2(X_2)f^2(X_2^{-1}) \\
    &\quad + \frac{1}{3(\kappa - 3)} f(X_1, X_2)f(X_1^{-1}X_2^{-1})f(X_1X_2)f(X_1^{-1}X_2)f(X_1)f(X_1^{-1})f(X_2)f(X_2^{-1}) \right) \right). \tag{18}
\end{align*}
$$

Remark 4. Observe that in Example 2, the number of assignments such that all edges are distinct dominates among all the cases, especially when $\kappa$ is large enough; we refer to such dominant assignments as the typical assignments. Therefore, it is normally sufficiently accurate to optimize over the characteristic polynomial corresponding to the typical assignments only. Specifically, for 2 concatenated cycles of length $2i$ and $2j$, suppose the number of edges in common is $2k$. Then, the characteristic polynomial can be well approximated by $h(X; G) = C f^k(X_1X_2)f^k(X_1^{-1}X_2^{-1})f^{i-k}(X_1)f^{i-k}(X_1^{-1})f^{j-k}(X_2)f^{j-k}(X_2^{-1})$ for some constant $C \in \mathbb{N}$.

B. Gradient-Descent Distributor

Theorem 3. Given the bipartite graph $G(V, C, E)$ of an object and the prototype class $\mathcal{P}(V, C)$. Suppose $\mathcal{E}(V, C)$ is the equivalence class induced by $V$ and $C$. Let $(v)_i$ be the $i$-th entry of the vector $v$. Following the notation in Lemma 3, the gradient of $[h(X; G|V, C)]_0$ with respect to $p$ is given by:
Consider the following three cases of SC ensembles with Example 5.

Fig. 8. The targeted object consisting of two concatenated cycle-8 in Example 5 and Example 6.

\[
(\nabla_p [h(X; G|V, C)]_{t=0}) = \left[ \sum_{e \in E} \prod_{s \in S} X_s^{a_t} \prod_{s' \in E \setminus \{e\}} f \left( \prod_{s \in S} X_s^{d_{s,s'}} \right) \right]_0 \tag{20}
\]

Proof. We obtain the gradient with respect to \( p \) as follows:

\[
(\nabla_p h(X; G|V, C))_t = \sum_{e \in E} \left( \nabla_p f \left( \prod_{s \in S} X_s^{d_{s,s'}} \right) \right) \prod_{s' \in E \setminus \{e\}} f \left( \prod_{s \in S} X_s^{d_{s,s'}} \right) \tag{21}
\]

Therefore,

\[
(\nabla_p [h(X; G|V, C)]_{t=0}) = \left[ (\nabla_p h(X; G|V, C))_t \right]_0
\]

\[
= \left[ \sum_{e \in E} \prod_{s \in S} X_s^{a_t} \prod_{s' \in E \setminus \{e\}} f \left( \prod_{s \in S} X_s^{d_{s,s'}} \right) \right]_0 \tag{22}
\]

Provided the explicit expression of \( h(X; G) \) and its gradient, one can easily apply the gradient-descent algorithm to obtain an edge distribution that locally minimizes the expected number of active prototypes of the object specified by \( G \). In Example 5 and Example 6, we apply GRADE to two concatenated cycles-8 as shown in Fig. 8 under any prototype class \( P(V, C) \) such that \( V \) and \( C \) induce no equivalent edges in \( E \). Denote by \( P_{s-g}(a, p|V, C) \) the probability that a prototype of this object becomes active after partitioning in an SC ensemble with coupling pattern \( a \) and edge distribution \( p \).

**Example 5.** Consider the following three cases of SC ensembles with \( m = 6 \):

1) Full-memory codes with uniform edge distribution: \( m_1 = m = 6 \), \( a = (0, 1, \ldots, 6) \) and \( p = \frac{1}{17} 1_7 \). Then, \( P_{s-g}(a, p|V, C) = 0.0049 \);

2) Full-memory codes with distribution obtained from GRADE: \( m_1 = m = 6 \), \( a = (0, 1, \ldots, 6) \) and \( p = (0.2991, 0.0899, 0.0749, 0.0733, 0.0749, 0.0896, 0.2984) \). Then, \( P_{s-g}(a, p|V, C) = 0.0032 \);

3) Non-full-memory codes with distribution obtained from GRADE: \( m_1 = 3 \), \( a = (0, 1, 4, 6) \) and \( p = (0.2604, 0.2063, 0.2219, 0.3114) \). Then, \( P_{s-g}(a, p|V, C) = 0.0035 \).

**Example 6.** Consider the following three cases of SC ensembles with \( m = 9 \):

1) Full-memory codes with uniform edge distribution: \( m_1 = m = 9 \), \( a = (0, 1, \ldots, 9) \) and \( p = \frac{1}{19} 1_9 \). Then, \( P_{s-g}(a, p|V, C) = 0.0024 \);

2) Full-memory codes with distribution obtained from GRADE: \( m_1 = m = 9 \), \( a = (0, 1, \ldots, 9) \) and \( p = (0.2648, 0.0803, 0.0509, 0.0526, 0.0519, 0.0591, 0.0525, 0.0508, 0.0801, 0.2644) \). Then, \( P_{s-g}(a, p|V, C) = 0.0015 \);

3) Non-full-memory codes with distribution obtained from GRADE: \( m_1 = 4 \), \( a = (0, 1, 4, 7, 9) \) and \( p = (0.2479, 0.1799, 0.1262, 0.1645, 0.2814) \). Then, \( P_{s-g}(a, p|V, C) = 0.0016 \).

**Remark 5.** In contrast to what we have shown regarding applying GRADE to single cycles, the gains obtained from applying GRADE to concatenated cycles are much more evident. As shown in Example 5 and Example 6, for \( m = 6 \) and \( m = 9 \), the
local minima obtained for full memory codes are quite close to the gains obtained for codes with coupling patterns \((0, 1, 4, 6)\) and \((0, 1, 4, 7, 9)\), respectively (referred to as topologically-coupled (TC) codes later on). We show next in Section [V] and Section [VI] that TC codes have close performance to GD codes with full-memories, where both are obtained from applying GRADE-AO followed by CPO to concatenated cycles.

Remark 6. Note that although we focus on non-tail-biting SC codes throughout this paper, this condition is by no means necessary. To extend our method to tail-biting codes, one just needs to change the cycle condition in (1) from “\(\sum_{k=1}^{g} P(i_k, j_k) = \sum_{k=1}^{g} P(i_k, j_{k+1})\)” to “\(\sum_{k=1}^{g} P(i_k, j_k) \equiv \sum_{k=1}^{g} P(i_k, j_{k+1}) \mod L\).” If \(L > m + 1\), which is the typical case, the resultant optimal distribution is still very close to be nonuniform because of the asymmetry among components indexed by \(\{0, 1, \ldots, m\}\). This fact is important since while constructing non-tail-biting codes with large \(\kappa\) and \(m\), a large \(L\) is typically desired due to the notable rate loss resulting from a small \(L\). However, in certain practical applications, codes are typically of moderate length, which implies that a moderate \(L\) is desirable. In such situations where \(\kappa\) and \(m\) are large, tail-biting codes do not suffer the same rate loss, and they can offer high error floor performance despite limiting the gain obtained from threshold saturation.

V. ALGORITHMIC OPTIMIZATION

We have developed the theory and the algorithm to obtain edge distributions that locally minimize the number of short cycles in Section [III-B] and generalized the results from cycles to arbitrary objects in Section [IV-B]. In this section, we investigate algorithmic optimizers (AO) that search for excellent partitioning matrices under the guidance of GRADE. In particular, the edge distribution \(p_{\text{opt}}\) obtained through GRADE confines the search space to only contain matrices that have edge distributions near \(p_{\text{opt}}\).

We discuss both heuristic AOs based on semi-greedy algorithms and globally-optimal AOs based on variations of the OO technique proposed in [9], [10]. The heuristic AOs require low computational complexity and are applicable to arbitrary objects and any code parameters, but are only locally optimal. The OO-based AOs obtain the globally-optimal solutions, but currently only work on short cycles in SC codes with small pseudo-memories; we refer to these codes as topologically-coupled (TC) codes. The reason behind the nomenclature “TC codes” is the topological degrees of freedom they offer the code designer via the selection of the non-zero component matrices.

A. Heuristic AO

In this subsection, we consider AOs that are based on heuristic methods. In this case, our proposed GRADE algorithm obtains an edge distribution to guide the AO. Starting from a random partitioning matrix \(P\) with the derived distribution, one can perform a semi-greedy algorithm that searches for partitioning matrix near the initial \(P\) that locally minimizes the number of targeted objects. Constraining the search space to contain \(P\’s\) that have distributions within small \(L_1\) and \(L_\infty\) distances from that of the original \(P\), and adopting the CPO next, significantly reduces the computational complexity to find a strong high-memory code. GRADE-guided heuristic AO has advantages in two aspects: 1) low complexity by reduced search space, and 2) higher probability of arriving at superior solution by providing a good enough initialization to AO that can avoid undesirable local minima.

1) Cycle-Based Optimization: Based on the GRADE specified in Algorithm [1] we first present in Algorithm [2] a corresponding AO that focuses on minimizing the weighted sum of the number of cycles-6 and cycles-8. We refer to codes obtained from GRADE-AO as gradient-descent (GD) codes. By replacing the initial distribution \(P\) with the uniform distribution, we obtain the so-called uniform (UNF) codes. In the special cases where the SC codes are not of full memory, i.e., the pseudo-memory is not identical with the memory, we refer to the codes obtained from GRADE-AO as topologically-coupled (TC) codes. We show in Section [VI] by simulation that the distribution obtained by GRADE results in constructions that are better than those adopting uniform distribution and in existing literature.

2) Finer-Grained Optimization: We next develop a finer-grained optimizer in Algorithm [3] in which the targeted objects are two concatenated cycles where each of them is a cycle-6 or a cycle-8, as discussed in the examples of Section [IV-B]. The critical part of the algorithm is enumerating all the objects of interest efficiently. Since we focus on concatenated cycles of length 6 or 8, the key idea is to characterize concatenated cycles by the positions of the two degree 3 VNs and the three paths connecting them. Here, we only consider objects that are elementary ASs. We call a path \(P = v_1c_1v_2\cdots c_{l+1}v_{l+1}\) a type-l path connecting \((c_1, v_1)\) and \((c_l, v_{l+1})\) and denote it by \(L(P) = l\). Paths of type-1, type-2, and type-3 are shown in Fig. [9]

Each concatenation of two cycles can be referred to as an \(i-j-k\) object, where \(i, j, k\) are the types of the three paths connecting the degree 3 nodes in this object. Our targeted objects, where each of the two cycles is either a cycle-6 or a cycle-8, can only be 2-1-2, 2-1-3, 2-2-2, or 3-1-3 objects. Steps 1-5 in Algorithm [3] are aimed at listing the paths of type 1–3, and all the possible combinations of indices of the beginning and the ending CNs on each path.

Remark 7. Note that in the finer-grained optimization, the condition of a concatenated-cycle pair in the protograph becoming a pair of concatenated cycles in the Tanner graph after lifting is that the two cycle candidates contained in this prototype all satisfy the cycle condition on lifting parameters specified in Lemma [7]. Therefore, after applying AO to minimize the number
Algorithm 2 Cycle-Based GRADE-A Optimizer (AO)

Inputs and Parameters:
\(\gamma, \kappa, m, n, a\): parameters of an SC ensemble;
\(p\): edge distribution obtained from Algorithm [1];
\(w\): weight of each cycle-6 assuming that of a cycle-8 is 1;
\(d_1, d_2\): parameters indicating the size of the search space;

Outputs and Intermediate Variables:
\(P\): a locally optimal partitioning matrix;

1. Obtain the lists \(\mathcal{L}_6(i, j), \mathcal{L}_8(i, j)\) of cycles-6 candidates and cycle-8 candidates in the base matrix that contain node \((i, j), 1 \leq i \leq \gamma, 1 \leq j \leq \kappa;\)
2. Obtain \(u = \arg\min_{x \in \{0, 1, \ldots, \gamma \kappa\}^{m+1}} ||x||_1 = \gamma \kappa ||\frac{1}{\gamma \kappa} x - p||_2;\)
3. for \(i \in \{0, 1, \ldots, m\}\) do
   4. Place \(u[i + 1]\)’s into \(P\) randomly;
5. \(d \leftarrow 0_{m+1};\)
6. \(\text{noptimal} \leftarrow \text{False};\)
7. for \(i \in \{1, 2, \ldots, \gamma\}, j \in \{1, 2, \ldots, \kappa\}\) do
8. \(n_6 \leftarrow |\mathcal{L}_6(i, j)|, n_8 \leftarrow |\mathcal{L}_8(i, j)|, n \leftarrow wn_6 + n_8;\)
9. for \(v \in \{0, 1, \ldots, m\}\) do
10. if \(|d'||1| \leq d_1\) and \(|d'||\infty \leq d_2\) then
11. \(P(i, j) \leftarrow v;\)
12. \(t_6 \leftarrow |\mathcal{L}_6(i, j)|, t_8 \leftarrow |\mathcal{L}_8(i, j)|, t \leftarrow wt_6 + t_8;\)
13. if \(t < n\) then
14. \(\text{noptimal} \leftarrow \text{True}, n \leftarrow t, \mathbf{d} \leftarrow \mathbf{d}', P(i, j) \leftarrow v;\)
15. if \(\text{noptimal}\) then
16. \(\text{goto}\) step 6;
17. return \(P;\)

Fig. 9. Type 1-3 paths mentioned in Algorithm [5] \(\mathcal{L}_1(i, j_1, j_2), \mathcal{L}_2(i_1, i_2, j_1, j_2),\) and \(\mathcal{L}_3(i_1, i_2, i_3, j_1, j_2), 1 \leq j_1 < j_2 \leq \kappa, 1 \leq i, i_1, i_2, i_3 \leq \gamma, i_1 \neq i_2.\)

of concatenated-cycle pairs, instead of using the original CPO designed for cycle optimization in [27], we adopt a modified version that is tailored for optimization over the number of pairs of concatenated cycles accordingly.

In a way similar to what we have done with approaches eliminating cycles, we define GD codes, UNF codes, and TC codes here. Moreover, as shown in Section [IV-B] the expected number of concatenated-cycle pairs in GD codes (with full memories) is close to that of GD-TC codes with carefully chosen pseudo-memories and coupling patterns. In particular, memory 6 GD ensembles can be approximated by GD-TC ensembles with pseudo-memory 3 and coupling pattern \((0, 1, 4, 6);\) memory 9 GD ensembles can be approximated by GD-TC ensembles with pseudo-memory 4 and coupling pattern \((0, 1, 4, 7, 9).\) This leads to the conjecture that the performance of GD-TC codes and the performance of GD codes are quite close, which is somewhat surprising provided that they differ a lot in edge distribution, and the impact of concatenated cycles on waterfall performance is not strictly characterized. In Section [VI-B] Monte-Carlo simulations support our conjecture, which enables more possibilities

\[^{2}\text{We refer to the prototype of a pair of concatenated cycles as a concatenated-cycle pair.}\]
Algorithm 3 Fine-Grained GRADE-A Optimizer (AO)

**Inputs and Parameters:**
\( \gamma, \kappa, m, m_1, a \): parameters of an SC code with full memory;
\( p \): edge distribution obtained from Algorithm [1];
\( w = (w_1, w_2, w_3, w_4) \): the weights of 2-1-2, 2-1-3, 2-2-2, 3-1-3 objects, respectively.
\( d_1, d_2 \): parameters indicating the size of the search space;

**Outputs and Intermediate Variables:**
\( \mathbf{P} \): a locally optimal partitioning matrix;
1. Obtain the lists \( \mathcal{L}_1(i, j_1, j_2), \mathcal{L}_2(i_1, j_1, j_2), \) and \( \mathcal{L}_3(i_3, i_4, j_1, j_2) \), \( 1 \leq j_1 < j_2 \leq \kappa, 1 \leq i_1, i_2, i_3, i_4 \leq \gamma \), \( i_1 \neq i_2 \),
   where the lists are specified as follows:
   a) \( \mathcal{L}_1(i, j_1, j_2) \): all type-1 paths connecting \((i, j_1)\) and \((i, j_2)\) in the base matrix;
   b) \( \mathcal{L}_2(i_1, j_1, j_2) \): all type-2 paths connecting \((i_1, j_1)\) and \((i_2, j_2)\) in the base matrix;
   c) \( \mathcal{L}_3(i_3, i_4, j_1, j_2) \): all type-3 paths connecting \((i_3, j_1)\) and \((i_4, j_2)\) in the base matrix;
2. \( \mathcal{I}_{212} \leftarrow \{(i, i_1, i_2, i_3, i_4) : 1 \leq i, i_1, i_2, i_3, i_4 \leq \gamma, i_1 < i_3, i_1 \neq i_2, i_3 \neq i_4 \} \);
3. \( \mathcal{I}_{213} \leftarrow \{(i, i_1, i_2, i_3, i_4) : 1 \leq i, i_1, i_2, i_3, i_4 \leq \gamma, i_1 \neq i_2 \} \);
4. \( \mathcal{I}_{222} \leftarrow \{(i_1, i_2, i_3, i_4, i_5, i_6) : 1 \leq i_1, i_2, i_3, i_4, i_5, i_6 \leq \gamma, i_1 < i_5, i_1 \neq i_2, i_3 \neq i_4, i_5 \neq i_6 \} \);
5. \( \mathcal{I}_{313} \leftarrow \{(i_1, i_2, i_3, i_4) : 1 \leq i_1, i_2, i_3, i_4 \leq \gamma, i_1 < i_3 \} \);
6. Obtain \( \mathbf{u} = \arg \min_{\mathbf{x} \in \{0,1,2,\ldots,\gamma\}^{m+1}, ||\mathbf{x}||_1 = \gamma} \| \frac{1}{\gamma} \mathbf{x} - \mathbf{P} \|_2 \);
7. for \( i \in \{0,1,\ldots,m\} \) do
8. Place \( \mathbf{u}[i+1] \) \( i \)'s into \( \mathbf{P} \) randomly;
9. \( \mathbf{d} \leftarrow \mathbf{0}_{m+1} \);
10. \( n \leftarrow M; \) \( M \) is some very large constant
11. \( \text{noptimal} \leftarrow \text{False} \);
12. for \( i \in \{1,2,\ldots,\gamma\}, j \in \{1,2,\ldots,\kappa\} \) do
13. for \( v \in \{0,1,\ldots,m\} \) do
14. \( \mathbf{d}' = \mathbf{d}, \mathbf{d}'[v+1] \leftarrow \mathbf{d}'[v+1] + 1, p \leftarrow \mathbf{P}(i, j) \);
15. if \( ||\mathbf{d}'||_1 \leq d_1 \) and \( ||\mathbf{d}'||_{\infty} \leq d_2 \) then
16. \( \mathbf{P}(i, j) \leftarrow v; \)
17. for \( 1 \leq j_1 < j_2 \leq \kappa, 1 \leq i_0, i_1, i_2, i_3, i_4 \leq \gamma, i_1 \neq i_2 \) do
18. \( v_1, l(i_0, j_1, j_2) \leftarrow \{||P \mid L(P; P) = l, P \in \mathcal{L}_1(i_0, j_1, j_2)||_1 \leq m \leq l \leq \infty \} \);
19. \( v_2, l(i_1, j_1, j_2) \leftarrow \{||P \mid L(P; P) = l, P \in \mathcal{L}_2(i_1, j_1, j_2)||_1 \leq m \leq l \leq \infty \} \);
20. \( v_3, l(i_3, j_1, j_2) \leftarrow \{||P \mid L(P; P) = l, P \in \mathcal{L}_3(i_3, j_1, j_2)||_1 \leq m \leq l \leq \infty \} \);
21. \( t_{212} \leftarrow \sum_{1 \leq j_1 < j_2 \leq \kappa} \sum_{(i_0, i_1, i_2, i_3, i_4) \in \mathcal{I}_{212}} \sum_{m \leq l \leq \infty} v_1, l(i_0, j_1, j_2) v_2, l(i_1, i_2, j_1, j_2) v_3, l(i_3, i_4, j_1, j_2); \)
22. \( t_{213} \leftarrow \sum_{1 \leq j_1 < j_2 \leq \kappa} \sum_{(i_0, i_1, i_2, i_3, i_4) \in \mathcal{I}_{213}} \sum_{m \leq l \leq \infty} v_1, l(i_0, j_1, j_2) v_2, l(i_1, i_2, j_1, j_2) v_3, l(i_3, i_4, j_1, j_2); \)
23. \( t_{222} \leftarrow \sum_{1 \leq j_1 < j_2 \leq \kappa} \sum_{(i_1, i_2, i_3, i_4, i_5, i_6) \in \mathcal{I}_{222}} \sum_{2m \leq l \leq \infty} v_2, l(i_1, i_2, j_1, j_2) v_2, l(i_1, i_2, j_1, j_2) v_2, l(i_3, i_4, j_1, j_2) v_2, l(i_5, j_1, j_2) v_2, l(i_6, j_1, j_2); \)
24. \( t_{313} \leftarrow \sum_{1 \leq j_1 < j_2 \leq \kappa} \sum_{(i_1, i_2, i_3, i_4) \in \mathcal{I}_{313}} \sum_{m \leq l \leq \infty} v_2, l(i_0, j_1, j_2) v_3, l(i_1, i_2, j_1, j_2) v_4, l(i_3, i_4, j_1, j_2); \)
25. \( t \leftarrow w_1 t_{212} + w_2 t_{213} + w_3 t_{222} + w_4 t_{313}; \)
26. if \( t < n \) then
27. \( \text{noptimal} \leftarrow \text{True}, n \leftarrow t, \mathbf{d} \leftarrow \mathbf{d}', \mathbf{P}(i, j) \leftarrow v; \)
28. if \( \text{noptimal} \) then
29. goto step 11;
30. return \( \mathbf{P} \);
in TC codes. For example, TC codes can be globally-optimized given that their pseudo-memories are low; details will be discussed later on in Section V-B.

B. Globally-Optimal AO

In this subsection, we explore globally-optimal constructions of TC codes with small pseudo-memories. The motivation behind this task is to construct an SC code with memory $m$ under the same computational complexity needed to construct a full memory $m_t$ code, where $m_t < m$. Given $m_t$ and $m$, we first find the optimal $a$, in terms of the minimum number of prototypes of interest, with length $m_t + 1$ in a brute-force manner. Taking $m = 4$ and $m_t = 2$ as an example, the optimal coupling pattern with respect to the number of cycles is $a = (0, 1, 4)$ and the corresponding optimal distribution is almost uniform. Moreover, we already know from Section V-B that regarding the optimal coupling pattern with respect to the number of concatenated-cycle pairs, $a = (0, 1, 4, 6)$ and $a = (0, 1, 4, 7, 9)$ are not only the optimal coupling patterns for $(m, m_t) = (6, 3)$ and $(m, m_t) = (9, 4)$, respectively, but also approximate the optimal full memory GD ensembles quite closely in terms of performance.

Given the optimal coupling pattern $a$, we then obtain an optimal partitioning matrix by the OO method proposed in [9] and [10]. We extend the OO method for memory $m_0$ SC codes to any TC code with pseudo-memory $m_t = m_0$, which does not increase the complexity of the approach. Note that despite the current OO works only on cycles, future steps can be taken towards the extension of OO into concatenated cycles, which has potential to lead to TC codes with excellent performance that is even better than the GD codes with full memories, provided that it is much harder to obtain globally-optimal solutions for GD codes with full memories.

Optimal TC codes with pseudo-memory $m_t$ have strictly fewer cycle candidates in their protographs than optimal SC codes with full memory $m = m_t$. Take $m = 4$ and $m_t = 2$ as an example. Suppose the optimal SC has the partition $\Pi = H_0^4 + H_1^4 + H_2^4$. Consider the TC code with partition $\Pi = H_0^6 + H_1^6 + H_2^6$ such that $H_2^6 = H_4^6$. Then, any cycle-6 candidate resulting from a cycle candidate in the base matrix assigned with $0-1-0-1-2-0$, $1-2-1-2-2-0$, or $0-1-2-1-x-x$, $x \in \{0, 1, 2\}$, in $P$ no longer has a counterpart in the TC code, since by replacing 2’s with 4’s, assignments $0-1-0-1-4-0$, $1-4-1-4-4-0$, and $0-1-4-1-x-x$, $x \in \{0, 1, 4\}$, no longer satisfy the cycle condition in Lemma 1. Moreover, there exists a bijection between the remaining candidates in the SC code and all candidates in the TC code through the replacement of 2’s with 4’s.

Fig. 10 presents part of the protograph of a TC code with coupling pattern $(0, 1, 4)$ and that of its corresponding SC code with full memory 2. The cycle-6 candidate colored by blue is assigned with $0-1-2-1-1-1$ in the SC code, which satisfies the cycle condition cycle candidates are generated in the protograph. However, the assignment becomes $0-1-4-1-1-1$ in the TC code, which no longer satisfies the cycle condition and no cycle candidates are generated in the protograph. The cycle-6 candidate colored by green corresponds to one that results in cycle-6 candidates in both the SC and the TC codes shown in the figure. We also marked out a cycle-8 candidate (colored by red) that only leads to cycle candidates in the SC code.

According to the aforementioned discussion, TC codes are better (have less cycles) than SC codes with the same circulant size and $m = m_t$. In Section VI, we present simulation results of such codes and show that they can also outperform SC codes with the same constraint length (larger circulant size) and $m = m_t$. 

Fig. 10. The first 5 replicas of the protograph of a TC code with coupling pattern $(0, 1, 4)$ (the right panel), and the first 3 replicas of the protograph of its corresponding SC code with memory 2 (the left panel). Three cycle candidates (colored by green, blue, and red, respectively) in the base matrix and their corresponding paths in the two protographs are marked out.
TABLE I
STATISTICS OF THE NUMBER OF CYCLES

| (γ, κ)   | Code   | Cycles-6 | Cycles-8 |
|----------|--------|----------|----------|
| (3, 7)   | GD     | 0        | 0        |
|          | UNF    | 0        | 6,292    |
| (3, 17)  | GD     | 0        | 397,880  |
|          | UNF    | 0        | 559,002  |
|          | Battaglioni et al. [15] | 0 | 451,337 |
| (4, 29)  | GD     | 0        | 528,090  |
|          | UNF    | 0        | 1,087,268|
| (4, 17)  | SC (matched constraint length) | 15,436 | - |
|          | SC (matched circulant size)    | 19,180 | - |
|          |        | 74,579   | - |

Fig. 11. FER curves of GD/UNF codes with γ = 3 in the AWGN channel.

VI. SIMULATION RESULTS
In this section, we show the frame error rate/uncorrectable bit error rate (FER/UBER) curves of seven groups of SC codes designed by the GRADE-AO methods presented in Section V. We demonstrate that codes constructed by the GRADE-AO methods offer significant performance gains compared with codes with uniform edge distributions and codes constructed through purely algorithmic methods.

A. Optimization over Cycles
In this subsection, we simulate codes constructed based on optimizing the number of cycles using GRADE-AO specified in Section III on the AWGN channel. Out of these three plots, Fig. 11 and Fig. 12 compare GD codes with UNF codes designed as in Section V-A. Fig. 13 compares a TC code designed as in Section V-B with optimal SC codes constructed through the OO-CPO method proposed in [9]. The GD/UNF codes have parameters (γ, κ, m, z, L) = (3, 7, 5, 13, 100), (3, 17, 9, 7, 100), and (4, 29, 19, 29, 20), respectively. The TC code has parameters (γ, κ, m_t, z, L) = (4, 17, 2, 17, 50) with the coupling pattern a = (0, 1, 4). For a fair comparison, we have selected two SC codes: one with a similar constraint length (m + 1)z and the other with an identical circulant power z. To ensure that the SC codes and the TC code have close rates and codelengths, the two SC codes have parameters (γ, κ, m, z, L) = (4, 17, 2, 28, 30) and (4, 17, 2, 17, 50), respectively. The statistics regarding the number of cycles of each code are presented in Table I.

Fig. 11 shows FER curves of our GD/UNF comparisons with (γ, κ) = (3, 7) and (3, 17). The partitioning matrices and the lifting matrices of the codes are specified in Appendix A and Appendix B. When γ = 3, cycles-6 are easily removed by the CPO. Therefore, we perform joint optimization on the number of cycles-6 and cycles-8 candidates by assigning different weights to cycle candidates in Algorithm 2. We observe a performance gain for the GD code with respect to the UNF code in both the waterfall region and the error floor region. Moreover, the number of cycles-8 in the (3, 17) GD code is reduced by 29% and 12% compared with the UNF code and the code constructed by Battaglioni et al. in [15], respectively. In addition, the (3, 17) GD code has no weight-6 absorbing sets (ASs) and 133 weight-7 ASs, whereas the UNF code has 6 weight-6 ASs and 361 weight-7 ASs. As for the (3, 7) codes, all cycles-6 and cycles-8 are removed. Thus, the gain of the GD code compared with the UNF code exceeds the gain observed in the (3, 17) codes.

Fig. 12 shows FER curves of the GD/UNF comparison with (γ, κ) = (4, 29). The partitioning matrices and the lifting matrices of the codes are specified in Appendix C. Cycles-6 in the GD code and the UNF code are both removed, and the
number of cycles-$8$ in the GD code demonstrates a $51.4\%$ reduction from the count observed in the UNF code. It is worth mentioning that both codes have no ASs of weights up to $8$, which is reflected in their FER curves via the sharp waterfall regions and the non-existing error floor regions. The FER of the GD/UNF codes decreases with a rate exceeding $12$ orders of magnitude per $0.5$ dB signal-to-noise ratio (SNR) increase. Moreover, the GD code has a significant gain of about $0.25$ dB over the UNF code.

Fig. 13 shows the FER curves of the TC/SC codes with $(\gamma, \kappa) = (4, 17)$. The partitioning matrices and the lifting matrices of the codes are specified in Appendix D. The number of cycles-$6$ in the $(4, 17)$ TC code demonstrates a $79\%$ and a $20\%$ reduction from the counts observed in the SC codes with a matched constraint length and a matched circulant size, respectively. Moreover, the TC code has no weight-$6$ nor weight-$8$ ASs. It is shown that the TC code outperforms the optimal SC code with a matched constraint length, and that the gain is of greater magnitude when compared with the SC code of identical circulant size.

Remark 8. Note that although TC codes have higher memories and thus larger constraint lengths than SC codes of matched circulant sizes, they possess the same number of nonzero component matrices, and thus the same degrees of freedom in construction. This fact makes TC codes even more promising if we can devise for them windowed decoding algorithms with window sizes that are comparable to the corresponding SC codes of matched circulant sizes.

B. Optimization over Concatenated Cycles

In this subsection, we simulate codes constructed based on minimizing the number of concatenated-cycle pairs using the GRADE-AO specified in Section IV and Section V-A. We compare GD/UNF codes with $m = 6$ in addition to TC codes with $m_1 = 3$ and $a = (0, 1, 4, 6)$ on the binary symmetric channel (BSC), Flash channel, and magnetic recording channel. There are
two groups of GD/TC/UNF codes that have parameters $(\gamma, \kappa, m, z, L) = (4, 24, 6, 17, 40)$ and $(4, 20, 6, 13, 20)$, respectively. The statistics regarding the number of cycles of each code are presented in Table II.

Fig. 14 shows UBER curves of the GD/TC/UNF codes with $(\gamma, \kappa) = (4, 24)$ on a Flash channel. The Flash channel used in this section is a practical, asymmetric Flash channel, which is the normal-Laplace mixture (NLM) Flash channel. In the NLM channel, the threshold voltage distribution of sub-20nm multi-level cell (MLC) Flash memories is carefully modeled. The four levels are modeled as different NLM distributions, incorporating several sources of error due to wear-out effects, e.g., programming/erasing problems, thereby resulting in significant asymmetry. Furthermore, the authors of [31] provided accurate fitting results of their model for program/erase (P/E) cycles up to 10 times the manufacturer’s endurance specification (up to 30,000 P/E cycles). We implemented the NLM channel based on the parameters described in [31]. Here, we use 3 threshold voltage reads, and the sector size is 512 bytes. For decoding, we use a finite-precision (FP) fast Fourier transform based $q$-ary sum-product algorithm (FFT-QSPA) LDPC decoder [32]. The decoder performs a maximum of 50 iterations, and it stops if a codeword is reached sooner.

The partitioning matrices and the lifting matrices of the codes are specified in Appendix E. The non-binary edge weights are set as in [33] and [34]. The codes can be further optimized by applying the more advanced WCM framework presented in [18] and [19]. The first row of Table II shows the statistics of unlabeled cycles and concatenated cycles in each code. The number of objects in GD/TC codes are reduced by around 40% compared with the UNF code. No error floors are observed in any one of the UBER curves. The UBER of the GD/TC codes decreases with a rate exceeding 14 orders of magnitude per 0.01 RBER decrease. Moreover, the GD/TC codes have a significant gain of about 3 orders of magnitude per 0.01 RBER decrease. The partitioning matrices and the lifting matrices of the codes are specified in Appendix F. While partitioning matrices of the four levels are modeled as different NLM distributions, incorporating several sources of error due to wear-out effects, e.g., programming/erasing problems, thereby resulting in significant asymmetry. Furthermore, the authors of [31] provided accurate fitting results of their model for program/erase (P/E) cycles up to 10 times the manufacturer’s endurance specification (up to 30,000 P/E cycles). We implemented the NLM channel based on the parameters described in [31]. Here, we use 3 threshold voltage reads, and the sector size is 512 bytes. For decoding, we use a finite-precision (FP) fast Fourier transform based $q$-ary sum-product algorithm (FFT-QSPA) LDPC decoder [32]. The decoder performs a maximum of 50 iterations, and it stops if a codeword is reached sooner.

The partitioning matrices and the lifting matrices of the codes are specified in Appendix E. The non-binary edge weights are set as in [33] and [34]. The codes can be further optimized by applying the more advanced WCM framework presented in [18] and [19]. The first row of Table II shows the statistics of unlabeled cycles and concatenated cycles in each code. The number of objects in GD/TC codes are reduced by around 40% compared with the UNF code. No error floors are observed in any one of the UBER curves. The UBER of the GD/TC codes decreases with a rate exceeding 14 orders of magnitude per 0.01 RBER decrease. Moreover, the GD/TC codes have a significant gain of about 2 orders of magnitude over the UNF code at RBER 0.0235. It worths mentioning that the UBER curves of the GD/TC codes nearly overlap, which is in accordance with the closeness of the statistics of objects in them.

While NB codes are adopted in the simulations over the NLM channel, independent coding are more widely applied in practical Flash solutions in order to preserve high access speed. Therefore, we next present in Fig. 15 the UBER curves of the GD/TC/UNF codes with $(\gamma, \kappa) = (4, 24)$ on the BSC, as a simplified model of single-level cell (SLC) channel with 1 threshold voltage read.

The partitioning matrices and the lifting matrices of the codes are specified in Appendix E. While partitioning matrices of the (4, 24) NB codes constructed for the NLM channels are adopted as they are here, we have modified the lifting parameters

Note that although we only provide simulation results on some typical channels for brevity in this paper, our approach is generally applicable to many other channels, such as the ones underlying three-dimensional cross point (3D XPoint) and two-dimensional magnetic recording (TDMR) systems.
slightly in order to remove all unlabeled ASs with weights less than or equal to 7 in the GD/TC codes: this is achieved by changing one entry in each lifting matrix. According to Table I, the number of objects in the GD/TC codes has not changed dramatically, and they still demonstrate a 40% reduction compared with the count observed in the UNF code. As shown in Fig. [15] the UBER curves of GD/TC codes are still close in the early waterfall region like they are in the NLM channel simulations; however, they start to deviate at RBER less than 0.014. The TC code has no observed error floor in its performance curve as expected, and it has a 2 orders of magnitude gain over the UNF code at RBER 0.013. The GD code curve surprisingly floors despite that there are no ASs with weight less than 8 in it: error profile analysis shows that the error floor at RBER 0.013 results from only 2 different large weight errors (one of weight 78 and another of weight 168) instead of structured small weight errors.

**Remark 9.** While the reason why the large weight errors observed in the error profile of the GD code are detrimental in the BSC simulations remains unexplored and is left for future investigation, the TC code is observed to be robust against these errors, which is specifically intriguing. Moreover, the fact that the waterfall performance of GD/TC codes is remarkably superior to that of UNF codes calls for an asymptotic analysis that takes edge distribution into consideration. The significant gain achieved by TC codes substantiates the potential of TC codes in Flash memories.

Fig. [16] shows FER curves of the GD/TC/UNF codes with $(\gamma, \kappa) = (4, 24)$ on the MR channel. The MR system adopts the partial-response (PR) channel presented in [28] and sequence detection. This PR channel incorporates the MR channel effects: inter-symbol interference (intrinsic memory), jitter, and electronic noise. The normalized channel density is 1.4, and the PR equalization target is $(8, 14, 2)$. The filtering units are followed by a Bahl-Cocke-Jelinek-Raviv (BCJR) detector [37], which is based on pattern-dependent noise prediction (PDNP) [37], and again an FP FFT-QSPA ($q = 2$) LDPC decoder [20]. The number of global (detect-decoder) iterations is 10, and the number of local (decoder only) iterations is 20. Unless
a codeword is reached, the decoder performs its prescribed number of local iterations for each global iteration. More details can be found in [28].

The partitioning matrices and the lifting matrices of the codes are specified in Appendix G. The number of targeted objects (concatenated-cycle pairs) observed in the GD code demonstrates an approximate 40% reduction from the count observed in the UNF code. The FER of the GD/TC codes decreases with a rate that is approximately 13 orders of magnitude per 1 dB SNR increase. Moreover, the GD code has a significant gain of about 1 dB over the UNF code at SNR 13.375 dB. These results substantiate the remarkable impact of the GRADE-AO method in constructing SC codes with superior performance for storage devices, with potential usage in further applications including wireless communication systems.

VII. CONCLUSION

Discrete optimization of the constructions of spatially-coupled (SC) codes with high memories is known to be computationally expensive. Heuristic algorithms are efficient, but can hardly guarantee the performance because of the lack of theoretical guidance. In this paper, we proposed the so-called GRADE-AO method, a probabilistic framework that efficiently searches for locally optimal QC-SC codes with arbitrary memories. We obtained a locally optimal edge distribution that minimizes the expected number of the most detrimental objects via gradient descent. Starting from a random partitioning matrix with the derived edge distribution, we then applied a semi-greedy algorithm to find a locally optimal partitioning matrix near it. While the application of GRADE-AO in optimizing the number of short cycles has shown noticeable gains, we focused in this paper on minimizing the number of more detrimental objects, the concatenated cycles. This finer-grained optimization avoids unnecessary attention on individual cycles which are typically not problematic on their own, especially in codes with high VN degrees and irregular codes. Simulation results show that our proposed constructions have a significant performance gain over state-of-the-art codes; this gain is shown to be universal in both waterfall and error floor regions, as well as on channels underlying various practical systems. Future work includes extending the framework to other classes of underlying block codes.
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**APPENDIX A**

**PARTITIONING MATRICES AND LIFTING MATRICES FOR (3, 7) CODES ON AWGN CHANNEL**

| 2 0 5 5 0 0 4 | 3 12 3 2 0 4 9 | 1 3 0 3 2 5 5 | 2 5 6 4 0 3 0 |
|---------------|----------------|--------------|---------------|
| 5 5 0 0 1 1 0 | 5 2 4 6 8 10 12 | 4 0 2 0 5 3 1 | 9 2 8 11 5 10 12 |
| 0 2 4 5 5 5 0 | 0 8 3 11 6 1 9 | 0 4 2 1 4 2 1 | 0 8 3 11 1 1 9 |

(a) GD code.

(b) UNF code.

Fig. 17. Partitioning matrices (left) and lifting matrices (right) of GD/UNF codes with \((\gamma, \kappa, m, z, L) = (3, 7, 5, 13, 100)\).

**APPENDIX B**

**PARTITIONING MATRICES AND LIFTING MATRICES FOR (3, 17) CODES ON AWGN CHANNEL**

| 7 8 0 9 9 0 9 0 2 9 0 9 3 7 7 3 | 9 2 9 4 8 8 4 6 0 3 9 9 3 1 2 5 8 3 |
|-----------------|-----------------|--------------|---------------|
| 9 5 9 1 0 0 9 6 4 7 2 2 4 0 0 9 8 | 3 9 8 1 0 8 4 0 5 7 7 0 4 9 5 0 3 |
| 1 1 8 0 8 0 9 9 6 0 0 9 9 9 0 0 | 5 6 2 9 1 0 7 2 7 1 2 7 6 0 8 1 6 |
| 0 6 0 3 0 6 0 6 6 6 4 2 0 0 6 0 0 | 0 3 2 2 2 0 3 0 2 1 0 1 2 0 0 0 0 |
| 3 2 2 6 2 3 4 0 0 0 6 1 2 5 0 1 4 | 4 2 4 6 1 1 3 2 1 0 6 1 1 3 0 1 4 |
| 5 1 0 3 6 6 6 0 1 2 3 4 5 6 0 1 2 | 4 1 2 1 4 5 6 0 1 2 3 4 5 6 0 1 2 |

(a) GD code.

(b) UNF code.

Fig. 18. Partitioning matrices (top) and lifting matrices (bottom) of GD/UNF codes with \((\gamma, \kappa, m, z, L) = (3, 17, 9, 7, 100)\).

**APPENDIX C**

**PARTITIONING MATRICES AND LIFTING MATRICES FOR (4, 29) CODES ON AWGN CHANNEL**

| 0 0 0 0 19 17 17 1 19 13 | 6 19 18 9 19 0 | 0 0 0 0 2 17 6 19 4 |
|-------------------------|----------------|--------------|---------------|
| 19 18 18 2 0 19 19 19 1 9 2 9 9 0 9 | 3 17 6 9 2 16 12 13 8 18 16 0 17 10 0 |
| 1 14 3 16 7 1 4 19 5 0 0 16 0 0 7 | 19 10 19 16 18 13 18 15 3 19 8 19 1 13 |
| 16 0 14 1 11 2 15 2 19 16 18 0 19 19 0 0 0 5 1 0 9 4 19 14 7 12 0 19 1 |

| 7 1 18 21 5 4 | 7 1 18 21 5 4 |
|---------------|---------------|
| 3 15 4 | 0 6 16 24 |
| 0 8 16 | 0 6 14 22 |
| 9 17 7 25 | 1 3 21 10 28 |

(a) GD code.

(b) UNF code.

Fig. 19. Partitioning matrix (top) and lifting matrix (bottom) for GD code with \((\gamma, \kappa, m, z, L) = (4, 29, 19, 29, 20)\).

**APPENDIX D**

**PARTITIONING MATRICES AND LIFTING MATRICES FOR (4, 17) CODES ON AWGN CHANNEL**

| 0 0 17 3 13 1 | 0 17 3 13 1 |
|---------------|---------------|
| 8 0 19 19 18 | 8 0 19 19 18 |
| 14 6 12 10 12 | 1 17 9 7 5 16 |
| 17 14 0 2 9 18 12 | 1 8 14 8 0 16 17 16 1 |
| 12 1 1 7 14 27 4 26 25 | 6 17 12 19 6 5 |
| 5 2 4 22 8 5 23 | 1 4 18 28 1 19 17 22 6 3 3 |
| 23 8 2 24 3 | 4 1 22 12 9 17 | 3 14 9 11 13 15 3 |
| 28 18 7 4 14 5 21 10 28 17 | 6 6 24 13 2 2 2 |

(a) TC code with \((z, L) = (4, 17, 2, 17, 50)\) and \(a = (0, 1, 4)\).

(b) SC codes with \((z, L) = (17, 50)\) (middle) and \((z, L) = (28, 30)\) (bottom).

Fig. 20. Partitioning matrix (top) and lifting matrix (bottom) for UNF code with \((\gamma, \kappa, m, z, L) = (4, 29, 19, 29, 20)\).

Fig. 21. Partitioning matrices (top) and lifting matrices (bottom) for TC/SC codes with \((\gamma, \kappa, m_L) = (4, 17, 2)\).
### APPENDIX E
PARTITIONING MATRICES AND LIFTING MATRICES FOR (4, 24) CODES IN SIMULATIONS ON BSC

Fig. 22. Partitioning matrix (top) and lifting matrix (bottom) for GD Code with $(\gamma, \kappa, m, z, L) = (4, 24, 6, 17, 40)$.

Fig. 23. Partitioning matrix (top) and lifting matrix (bottom) for TC code with $(\gamma, \kappa, m, z, L) = (4, 24, 6, 17, 40)$.

Fig. 24. Partitioning matrix (top) and lifting matrix (bottom) for UNF code with $(\gamma, \kappa, m, z, L) = (4, 24, 6, 17, 40)$.

### APPENDIX F
PARTITIONING MATRICES AND LIFTING MATRICES FOR (4, 24) CODES IN SIMULATIONS ON NLM CHANNEL

Fig. 25. Partitioning matrix (top) and lifting matrix (bottom) for GD code with $(\gamma, \kappa, m, z, L) = (4, 24, 6, 17, 40)$.

Fig. 26. Partitioning matrix (top) and lifting matrix (bottom) for TC code with $(\gamma, \kappa, m, z, L) = (4, 24, 6, 17, 40)$.
Fig. 27. Partitioning matrix (top) and lifting matrix (bottom) for UNF code with \((\gamma, \kappa, m, z, L) = (4, 24, 6, 17, 40)\).

**APPENDIX G**

**PARTITIONING MATRICES AND LIFTING MATRICES FOR \((4, 20)\) CODES ON MR CHANNEL**

![Partitioning and lifting matrices](image)

Fig. 28. Partitioning matrix (top) and lifting matrix (bottom) for GD code with \((\gamma, \kappa, m, z, L) = (4, 20, 6, 13, 20)\).

![Partitioning and lifting matrices](image)

Fig. 29. Partitioning matrix (top) and lifting matrix (bottom) for TC code with \((\gamma, \kappa, m, z, L) = (4, 20, 6, 13, 20)\).

![Partitioning and lifting matrices](image)

Fig. 30. Partitioning matrix (top) and lifting matrix (bottom) for UNF code with \((\gamma, \kappa, m, z, L) = (4, 20, 6, 13, 20)\).