Drift and Hall mobility of two-dimensional materials from first principles
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Despite considerable efforts, accurate computations of electron-phonon and carrier transport properties of low-dimensional materials from first principles have remained elusive. By building on recent advances in the description of long-range electrostatic interactions [Phys. Rev. X 11, 041027 (2021)], we develop a general approach to the calculation of electron-phonon couplings in two-dimensional materials with an accuracy that can be systematically improved to arbitrary multipolar orders. We showcase this approach for a MoS\textsubscript{2} monolayer and compute its fully converged intrinsic drift and Hall carrier mobilities exploiting efficient Fourier-Wannier interpolations. We find that the contribution of dynamical quadrupoles to the scattering potential is essential, and that their neglect leads to errors of 19% and 43% in the room temperature Hall electron and hole mobilities.

Charge transport in two-dimensional (2D) materials lies at the heart of many technological applications ranging from transistors [1], valleytronics [2, 3], solar cells [4, 5], emitters [6], photodetectors [7], and transparent conductors [8]. It is therefore desirable to understand the different scattering mechanisms that govern carriers transport. In the case of high-quality samples with low doping concentrations, lattice scattering is the dominant mechanism limiting carrier mobilities [9]. Indeed, electron-phonon interactions [10] occurring at reduced dimensionality lie behind some unique features reported in recent years: lattice thermal conductivity suppression [11], unusual photoelectric effects [12], and classical superconductivity [13–15]. Given the current challenges with the experimental probing of electron-phonon interactions in 2D, theoretical studies based on \textit{ab-initio} simulations are crucial for future progress.

Recent advances in first-principles calculations of mobility (see Ref. 9 for a review of the field) have made it possible to study electronic transport in semiconductors. At the root of such calculations are the electron-phonon matrix elements $g_{\text{mnp}}(\mathbf{k}, \mathbf{q})$, that describe the scattering amplitudes from an initial electron Bloch state $\mathbf{nk}$ to a final state $\mathbf{mk} + \mathbf{q}$ via the emission or absorption of a phonon with frequency $\omega_{\mathbf{q} \mathbf{p}}$. One of the major challenges lies in achieving a numerically correct mobility, which often requires samplings of $g_{\text{mnp}}(\mathbf{k}, \mathbf{q})$ on ultra-dense momentum grids [16]. To make the problem tractable, an efficient way forward consists in explicitly computing the electron-phonon matrix element on coarse grids via state-of-the-art density-functional perturbation theory (DFPT) [17, 18] methods, followed by Wannier-Fourier interpolation to these ultra-dense grids [19, 20]. Maximally localized Wannier functions [21] are typically used as an exact and minimal representation.

However, this approach requires further care when dealing with the long-range electrostatic fields that arise near the Brillouin-zone center in semiconductors and insulators. The leading Fröhlich interaction [22], together with higher-order multipolar contribution [23–27], makes the electron-phonon interactions nonanalytic in the long-wavelength limit, which precludes straightforward application of Fourier-Wannier interpolations [28, 29]. The strategy to tackle such problem rests on a formal analysis of the nonanalytic properties of the scattering potential [23, 24] and is now well established [30] in the context of 3D crystals. By contrast, the long-range electrostatic problem in 2D materials has not been thoroughly investigated, due to the challenge of reproducing the environment of a free-standing layer in periodic \textit{ab initio} codes. A major advance in this direction came from Sollier and co-workers [31, 32], with a formulation of the long-range electrostatic interactions that accounts for the effect of the in-plane dipoles and relies on 2D Coulomb truncation [33]. Nonetheless, the treatment of such interactions has been based on dielectric analogues, which correctly capture the leading Fröhlich-like term, but miss higher multipoles. Efforts in this direction have been reported recently [34], but a fundamental understanding of higher-order multipolar couplings in 2D is still missing.

Here, we build on recent advances in the description of dielectric screening of the interatomic force constants [35] and apply these to the electron-phonon interactions for 2D materials. We focus on drift and Hall carrier mobil-
ities, and take monolayer MoS$_2$ as a paradigmatic case study; such choice is motivated by its technological relevance, and the availability of many theoretical and experimental data for this system. Results for five additional representative 2D crystals are reported in our accompanying paper [36]. In particular, we show that mobilities are strongly affected by long-range effects, and that a correct treatment provides a room-temperature mobility 25% smaller than previous reports [34]. This highlights the importance of quadrupolar coupling in the description of electron-phonon interactions in semiconducting low-dimensional materials.

To deal correctly with these higher order terms, one decomposes $g_{mnν}(\mathbf{k}, q)$ into short- ($S$) and long-range ($L$) contributions, where the long-range part can be formally expressed in terms of a scattering potential $V^L_{q,α}$, referring to the displacement of atom $κ$ in the Cartesian direction $α$, as:

$$
g^L_{mnν}(\mathbf{k}, q) = \left[ \frac{ℏ}{2ω(\mathbf{q})} \right]^\frac{1}{2} \sum_{κα} \frac{ε_{καρ}(q)}{\sqrt{M_κ}} \sum_{sp} \epsilon_{καρ}(q) \times U_{ms,k+q}W^{W}_{sp,k+q}|V^L_{q,κα}|u^{W}_{p,k}|u^{W}_{p,k}. \tag{1}$$

Here we have changed the representation to the maximally localized Wannier gauge to guarantee a smooth behavior in $q$ of the cell-periodic part of the Bloch eigenstates ($|u_{nk}\rangle = ∑_p U_{np,k}|u^{W}_{p,k}\rangle$ and where the $ε_{καρ}$ are the dynamical matrix eigenstates corresponding to a phonon mode $ν$ of momentum $q$).

In its simplest form, the long-range scattering potential in 2D can be written (detailed derivation in 36) as

$$V^L_{q,κα}(r) = \frac{e}{S} \frac{2πf(q)}{q} \frac{iq·Z^∥_{q,κα}(q)}{ε_{κα}(q)} \varphi^∥_q(z)e^{-iq·τ_κ}. \tag{2}$$

Here, $S$ is the unit-cell area, $τ_κ$ stands for the position of atom $κ$ within the cell, $z$ is the out-of-plane coordinate and $q = |q|$. The range separation function $f(q) = 1 - tanh(qL/2)$ is a low-pass Fourier filter that ensures the macroscopic character of the potential, where the parameter $L$ defines the length scale [35]. Note that the choice of $L$ is, to a large extent, arbitrary and can be tuned to maximize the numerical efficiency of the interpolation [69]. Eq. (2) can be intuitively interpreted as the bare long-range Coulomb kernel in 2D, $ν^{2D}(q) = 2πf(q)/q$, multiplied by a screened surface polarization charge and by a form factor $\varphi^∥_q(z)$. The latter reflects the fact that the electrostatic potentials produced by a modulated plane of charge are nonuniform along the out-of-plane direction [35]. In turn, the screened charge is written as the divergence of the polarization field associated with the displacement of atom $κ$ along the in-plane Cartesian direction $α$, $Z^∥_{q,κα}(q)$, divided by the macroscopic in-plane dielectric function $ε^∥(q) = 1 + ν^{2D}(q)α^∥(q)$, where $α^∥(q)$ is the macroscopic in-plane polarizability [70]. In the long-wavelength limit, $Z^∥_{q,κα}(q)$ can be conveniently expressed in a multipole expansion as

$$Z^∥_{q,κα}(q) = Z_{καβ} - i ∑_{γ} \frac{2}{2π} (Q_{καβγ} - δ_{καβ}Q_{κzzz}) + O(q^2).$$

Here $Z_{καβ}$ is the dynamical Born effective charge tensor [17, 18], and $Q_{καβγ}$ is the dynamical quadrupole tensor, providing the first-order spatial dispersion correction to the Born charges [37, 38]. Note that Eq. (2) describes the mirror-even part of the long-range scattering potential, while mirror-odd contributions mediated by out-of-plane electric fields have been neglected. The latter vanish by symmetry when the initial and final Bloch states have the same parity, such as in Fig. 1 for MoS$_2$; a test on an hexagonal BN monolayer [36] suggests that their contribution is indeed small.

The explicit expression in Eq. (2) for the scattering potential allows to construct the corresponding matrix element in Eq. (1), which can be subtracted from the ab-initio results, making these short-ranged and analytic in $q$, and amenable to accurate Fourier-Wannier interpolations. Adding the non-analytic expressions back then allows to obtain the electron-phonon matrix elements over arbitrarily dense grids [28, 29]. We note in passing that, in order to recover the correct $q → 0$ expansion of Eq. (1), we also need the expansion to first order of the matrix elements of the form factor,

$$(u_{sk+q}^W|\varphi^∥_q|u_{p,k}^W) ≃ δ_{sp} + iq·(A^W_{sp;k} + (u_{sk+q}^W|V|u_{p,k}^W). \tag{3}$$

where we have exploited that the Wannier gauge is smooth everywhere in the Brillouin zone. The expansion of Eq. (3) therefore involves two terms beyond Ref. [28]: one involving the matrix elements of the self-consistent potential (“local fields”) response to a uniform electric field $E$ already identified in the 3D case [23, 24]—and a previously unreported contribution arising from the Berry connection $A^W_{sp;k}$—both occur at the same order in $q$ as the dynamical quadrupoles. Preliminary tests [36] and previous experience with 3D crystals [23, 24] suggest that these additional terms are small in the considered cases and therefore neglect them in the calculations presented here. With these capabilities, we are now in a position to obtain the low-field phonon-limited carrier mobility in the presence of a vanishing magnetic field $B$ by solving the Boltzmann transport equation (BTE) [9, 27, 39]. From this solution we can also compute the Hall factor $r_{αβ}(B)$ as the ratio between mobilities with/without magnetic field [40–42].

We perform our calculations using the EPW [19, 43], WANNIER90 [44], and QUANTUM ESPRESSO [45] packages, including spin-orbit coupling (SOC) and using fully converged computational parameters [71]. In addition, we use the long-wave driver of ABINIT [46, 47] to compute the quadrupoles [38] in absence of SOC. The linearly-independent quadrupoles obtained are $Q_{κyyyy} = 5.533$ e-Bohr for Mo, and $Q_{κyyyy} = 0.391$, $Q_{κyyz} = -0.174$, $Q_{κzzz} = 7.858$, and $Q_{κzzz} = 0.239$ e-Bohr for one of the two S atoms.
of Ref. 35. We find no visible differences between the distinct schemes for the two approaches in this particular calculation; obviously, this is not a general conclusion [35]. As mentioned, here the mirror-even phonon branches are crucial, as they mediate electronic transitions that are major contributions to the mobilities. In MoS$_2$ there are three sets of mirror-even branches: the zone-center infrared and Raman active E$'$ mode associated with an in-plane out-of-phase movement of the Mo and S atoms, which splits into LO$_2$ and TO$_2$ branches at finite momentum; the Raman active A$_1$ mode associated with the out-of-plane motion of the sulfur atoms while the molybdenum atoms remain fixed (ZO$_1$ branch); and the zone-center E$'$ acoustic mode that splits into the LA and TA branches at finite momentum.

In Fig. 1(b) and (c) we show the Wannier-interpolated deformation potentials [29, 52] for all the phonon branches, and compare these with direct DFPT calculations (black circles). As expected, the mirror-odd ZA, LO$_1$, TO$_1$, and ZO$_2$ modes are inactive along the high symmetry directions shown in the figure. In contrast to the phonon dispersion of Fig. 1(a), the addition of dynamical quadrupoles is essential to recover the correct ZO$_1$ deformation potential. In 36, we also show how the dipole approximation would yield deformation potentials with quantitatively and qualitatively incorrect long-wavelength dispersions for different phonon branches for each type of 2D material considered. In all these cases, the inclusion of the quadrupolar fields recovers the correct dispersions. We also compare our dipolar results (the orange lines in Fig. 1) with those provided by the simplified dipole-based formalism of Ref. 32, and find no appreciable differences (not shown). This means that our correct description of the in-plane screening, which enters the scattering potential via the dielectric function $\varepsilon(k)$ at the denominator of Eq. (2), has a small impact on the interpolation of MoS$_2$ deformation potentials. However, this is not always the case and we report these differences for other 2D materials in Ref. 36.

Finally, we show in Fig. 2 the intrinsic Hall electron and hole mobilities that are obtained considering only the dipoles, or dipoles and quadrupoles, on dense 500 $\times$ 500 $k$ and $q$ momentum grids. The latter yield room temperature Hall mobilities of 142 cm$^2$/Vs and 117 cm$^2$/Vs for electrons and holes, respectively. Importantly, the most noticeable result is the dramatic impact that the inclusion of the quadrupoles in the interpolation entails on the final results: the room-temperature Hall mobility is reduced by 19% for electrons and by 43% for holes, when compared to the dipoles-only case. The comparison with the intrinsic drift mobilities (not shown in the figure, and of 132 cm$^2$/Vs and 73 cm$^2$/Vs), reveals that the holes are more strongly affected by the presence of a magnetic field. Besides, in the right panels of Fig. 2 we show how the hole Hall factor strongly increases with temperature, doubling from 100 K to 500 K, while the electron Hall factor is almost unaffected. In the inset of Fig. 2(c) we show that 87% of the electron mobility of this MoS$_2$ monolayer

In Fig. 1(a) we present the phonon dispersions along two high-symmetry directions, using either only dipoles, or dipoles and quadrupoles in the Fourier interpolations of the IFC, which we carry out following the approach of Ref. 35. We find no visible differences between the two approaches in this particular calculation; obviously, this is not a general conclusion [35]. As mentioned, here the mirror-even phonon branches are crucial, as they mediate electronic transitions that are major contributions to the mobilities. In MoS$_2$ there are three sets of mirror-even branches: the zone-center infrared and Raman active E$'$ mode associated with an in-plane out-of-phase movement of the Mo and S atoms, which splits into LO$_2$ and TO$_2$ branches at finite momentum; the Raman active A$_1$ mode associated with the out-of-plane motion of the sulfur atoms while the molybdenum atoms remain fixed (ZO$_1$ branch); and the zone-center E$'$ acoustic mode that splits into the LA and TA branches at finite momentum.

In Fig. 1(b) and (c) we show the Wannier-interpolated deformation potentials [29, 52] for all the phonon branches, and compare these with direct DFPT calculations (black circles). As expected, the mirror-odd ZA, LO$_1$, TO$_1$, and ZO$_2$ modes are inactive along the high symmetry directions shown in the figure. In contrast to the phonon dispersion of Fig. 1(a), the addition of dynamical quadrupoles is essential to recover the correct ZO$_1$ deformation potential. In 36, we also show how the dipole approximation would yield deformation potentials with quantitatively and qualitatively incorrect long-wavelength dispersions for different phonon branches for each type of 2D material considered. In all these cases, the inclusion of the quadrupolar fields recovers the correct dispersions. We also compare our dipolar results (the orange lines in Fig. 1) with those provided by the simplified dipole-based formalism of Ref. 32, and find no appreciable differences (not shown). This means that our correct description of the in-plane screening, which enters the scattering potential via the dielectric function $\varepsilon(k)$ at the denominator of Eq. (2), has a small impact on the interpolation of MoS$_2$ deformation potentials. However, this is not always the case and we report these differences for other 2D materials in Ref. 36.

Finally, we show in Fig. 2 the intrinsic Hall electron and hole mobilities that are obtained considering only the dipoles, or dipoles and quadrupoles, on dense 500 $\times$ 500 $k$ and $q$ momentum grids. The latter yield room temperature Hall mobilities of 142 cm$^2$/Vs and 117 cm$^2$/Vs for electrons and holes, respectively. Importantly, the most noticeable result is the dramatic impact that the inclusion of the quadrupoles in the interpolation entails on the final results: the room-temperature Hall mobility is reduced by 19% for electrons and by 43% for holes, when compared to the dipoles-only case. The comparison with the intrinsic drift mobilities (not shown in the figure, and of 132 cm$^2$/Vs and 73 cm$^2$/Vs), reveals that the holes are more strongly affected by the presence of a magnetic field. Besides, in the right panels of Fig. 2 we show how the hole Hall factor strongly increases with temperature, doubling from 100 K to 500 K, while the electron Hall factor is almost unaffected. In the inset of Fig. 2(c) we show that 87% of the electron mobility of this MoS$_2$ monolayer...
FIG. 2: Temperature dependence of the Hall carrier mobility for (a) electrons and (c) holes in MoS$_2$ as well as the electron (b) and hole (d) Hall factor. The dashed (solid) lines represent the mobilities calculated using electron-phonon interactions calculated considering only the dipole or dipole and quadrupole contributions; the temperature exponent for the mobility is also reported. The gray symbols refer to experimental data from Refs. [48–51]. The inset in (c) provides the spectral decomposition of the electron (orange) and hole (green) scattering rates at 300 K as a function of phonon energy, and calculated as angular averages for carriers at an energy $3/2k_B T = 39$ meV from the band edge.

is limited by acoustic scattering, while 52% of the hole mobility is due to optical scattering. Since quadrupoles mostly affect the ZO$_1$ optical mode, this clarifies why the hole mobility is affected more than the electron mobility.

For the room-temperature electron mobility, experimental values range from 23 to 217 cm$^2$/Vs [48–50, 53–55], and typically rely on the use of high-permittivity gate dielectrics. The goal of such dielectric is to suppress Coulomb scattering by immersing the MoS$_2$ monolayer in a high-$\kappa$ dielectric environment to boost mobility. There is a large spread in the reported theoretical literature, with room-temperature electron mobilities in the range 97-410 cm$^2$/Vs [34, 56–64]. In the case of the hole mobilities instead, the only previous calculation did not consider SOC, yielding a room-temperature value of 26 cm$^2$/Vs [63], underestimating by a factor of three the 76 cm$^2$/Vs experimental value [51], and by a factor of four the present result.

We note that the decrease in hole mobility occurring for temperatures above 200 K in Fig. 2(c) is due to the $\Gamma$ valley being only 52 meV below the valence-band maximum and therefore becoming thermally populated at higher temperatures. In addition to the SOC, and as seen in Fig. 2, the role of dynamical quadrupoles is crucial and delivers predicted drift and Hall mobility close to experimental values, with also the exponent of the power-law temperature decrease in the electron mobility going from $-1.34$ to $-1.08$, closer to measurements.

In conclusion, we have developed and implemented a conceptual and numerical framework to accurately calculate electron-phonon couplings in 2D materials on ultra-dense momentum grids, including full 2D electrostatics, quadrupoles, and SOC, highlighting how those are critical for the electron and hole mobilities of 2D materials like MoS$_2$. Given the major role played by 2D semiconductors in the post-silicon roadmap [65], we believe that the understanding of the physical effects described here will be of great value in the characterization and engineering of these promising and challenging materials. From the point of view of the theory, our work opens interesting new avenues for further investigation. For example, the emergence of the Berry connection in Eq. (3) suggests a previously unsuspected breakdown of (Wannier) gauge covariance in the long-range part of the matrix elements. Further work will be necessary to clarify the formal and practical implications of this result.
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