Multi-Scale Convolutional Recurrent Neural Network for Bearing Fault Detection in Noisy Manufacturing Environments
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Abstract: The failure of a facility to produce a product can have significant impacts on the quality of the product. Most equipment failures occur in rotating equipment, with bearing damage being the biggest cause of failure in rotating equipment. In this paper, we propose a denoising autoencoder (DAE) and multi-scale convolution recurrent neural network (MS-CRNN), wherein the DAE accurately inspects bearing defects in the same environment as bearing vibration signals in the field, and the MS-CRNN inspects and classifies defects. We experimented with adding random noise to create a dataset that resembled noisy manufacturing installations in the field. From the results of the experiment, the accuracy of the proposed method was more than 90%, proving that it is an algorithm that can be applied in the field.
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1. Introduction

Manufacturing competitiveness has been an important factor in the era of global competition and in the period of the fourth industrial revolution [1, 2]. Product quality is important to secure manufacturing competitiveness. If the equipment that generates a product breaks down, it can have substantial impacts on the quality of the product and result in a significant loss for the company. For this reason, the predictive maintenance of facilities is indispensable [3–5]. Most equipment failures occur in rotating equipment, and bearing damage is the biggest cause of rotating equipment failure [6–8].

Bearings are largely divided into two types: One is a rolling bearing that converts a sliding contact into a rolling contact by inserting a ball, roller, or needle roller between the shaft and the bearing to reduce friction. The other is a sliding bearing that performs sliding friction with the shaft and bearing surface contact. As the most frequently used rolling bearings have rolling contact, they have less friction and less friction loss than sliding bearings do, and their starting resistance and heat generation are also small, allowing high-speed rotation. However, as the rolling element and the raceway are in point or line contact, they are weak against impacts and have the drawback of easy noise generation [9–12].

Rolling bearings can fail at any time due to fatigue, even if they are operated under ideal design conditions. If the damage to rolling bearings can be predicted in advance, it is possible to prevent failure and stop the rotating machine, thereby securing the operation reliability of the machine, and this can have a positive effect on the quality of the product [13, 14]. It is beneficial to find the cause of bearing damage early, but it is difficult to ascertain the true cause of bearing damage. However, it is possible to understand the accident situation of the bearing from the signal from the vibration of the bearing and to detect the initial defect of the bearing [15].

Recently, many studies have been conducted to monitor and diagnose defects based on signals from bearings [16–20]. Nivesrangsan et al. [21] transformed the vibration signal into an FFT and identified it using a 3D plot so that the trend of bearing fault conditions
could be monitored. Ozcan et al. [22] proposed a 1D CNN algorithm that detects bearing defects better with time scale data than with time domain data. Shijie et al. [23] proposed a Duffing system to solve the strong noise issue of bearings and to identify weak fault signals in the complexity and diversity of a working environment. Shi et al. [24] proposed a new early fault diagnosis framework for diagnosing faults in noisy situations based on the sliding window stack noise reduction automatic encoder (SDAE) and long and short-term memory (LSTM) for early fault detection in rolling bearings. In addition, to detect defects in a noisy environment, a method of detecting defects by adding Gaussian noise to the bearing data set has been studied [25,26]. It is important to receive accurate vibration signals to learn these vibration signal-based data.

Most studies detect defects based on bearing data sets extracted in a neat environment. These studies lack the ability to extract differential features from complex structures. The recognition accuracy is low in strong noise situations mainly for the following reasons: (1) When there is noise, the vibration signal measured by the bearing is nonlinear and contains a large amount of noise through strong defects. If there is a large amount of noise, several problems occur while running the algorithm, and the accuracy of defect detection may be low. (2) The vibration signal of the bearing has temporal characteristics. In the case of a CNN-based model, spatial features of data can be extracted, but temporal features cannot be extracted. In addition, CNN feature extraction is also limited in strong noise situations.

To solve the above problem, this study proposed a denoising autoencoder (DAE) to remove noise and a multi-scale convolution recurrent neural network (MS-CRNN) to detect and classify defects. The main contributions of this study are as follows:

1. The bearing vibration signal of strong noise in an environment such as the vibration signal extracted from an actual site can be removed through a DAE. In addition, it can be extracted by highlighting the characteristics of the vibration signal of the bearing.
2. A multi-scale convolution neural network (MS-CNN) can effectively extend the extraction range of bearing vibration signals and extract complex spatial features. In addition, temporal features can be extracted using a recurrent neural network (RNN) with better temporal awareness. The temporal and spatial characteristics of bearing vibration signals can be effectively extracted through the MS-CRNN.

The paper is organized as follows. Section 2 describes related work. Section 3 details the algorithms that remove noise and detect bearing defects. Section 4 describes the evaluation indicators and results from the experiment, and finally, Section 5 presents the conclusions.

2. Background and Related Work

2.1. Defective Rolling Bearing

Defects of rolling bearings develop step-by-step starting with surface breakage due to the agglomeration of internal micro-cracks after micro-cracks are generated inside the bearing. Sometimes, damage may occur in metal-to-metal contact due to insufficient lubricant, or there may be an abnormal excessive external force acting on the bearing [27]. Figure 1 shows the appearance of the rolling bearing of SKF6205-HC5C3. Most of the defects appear in the outer race, the inner race, and the ball. In addition, the defects can be classified according to their diameter.

2.2. Denoising Autoencoder (DAE)

The autoencoder (AE), one of the most representative unsupervised learning methods in deep learning, was proposed by Hinton et al. [28]. An autoencoder is composed of an encoder and a decoder. The encoder extracts the important functions hidden in the input data in a compressed form, and the decoder recovers it based on the compressed data from the encoder. In general, as the number of neurons in the hidden layer that extracts important features is smaller than the input, data can be compressed [29]. The DAE is a slight modification of the basic AE learning method to further strengthen the restoration
process [30]. The DAE is an AE with the purpose of minimizing errors by comparing the training results with existing data; this takes place by placing the noisy training data into the encoder. Figure 2 shows the structure of the DAE. First, X' is created by adding noise to the existing image X. X' with added noise is used as the input to the DAE, and the output Z is trained to be close to the image X.

\[ C^n = f\left(h^{n-1} \ast k^n + b^n\right) \]  

(1)

Figure 1. Components of rolling bearing.

2.2. Denoising Autoencoder (DAE)

The encoder extracts the important functions hidden in the input data in a compressed form, and the decoder recovers it based on the compressed input data from the encoder. Figure 2 shows the structure of the DAE. First, \( X' \) is created by adding noise to the existing image \( X \). \( X' \) with added noise is used as the input to the DAE, and the output \( Z \) is trained to be close to the image \( X \).

Figure 2. Structure of the denoising autoencoder.

2.3. Convolution Neural Network (CNN)

CNNs are among the neural networks frequently used for image processing in deep learning [31–33]. CNNs are networks in which information is not periodic and flows in one direction. As shown in Figure 3, it can be divided into a part that extracts features of an image and a part that classifies the class. The feature extraction area is composed of a convolutional layer and a pooling layer in a stacked multiple shape. The convolutional layer is an element that reflects the activation function after applying a filter to the input data. After the convolutional layer, a fully connected layer is added, and the overall CNN model is composed. As described above, the CNN consists of three layers. Each layer is described as follows.

The convolutional layer serves to extract features from the data as described above. The convolutional layer includes a filter that extracts features and consists of an activation function that changes the value of this filter to a nonlinear value [34]. The output of the convolutional layer can be expressed as a mathematical equation as follows.
Normally, the convolutional layer is the \( n \)-th layer, the feature maps are of the \((n-1)\)-th layer, and \( k \) is the kernel. The output characteristic map in the \( n \)-th layer is generated through the activation function \( f(\cdot) \). Here, \( h^{n-1} \) represents the hidden layer, which is the basic input of \( h^0 \). \( b \) stands for bias. As \( k \) passes through the entire image, it creates a feature map.

![Figure 3. Structure of the convolution neural network.](image)

The pooling layer receives the output data of the convolutional layer as input and is used to reduce the size of the output data or to emphasize specific data [35]. In general, the pooling size and stride are set to the same size so that all elements are processed once. Methods of processing the pooling layer include Max Pooling, Average Pooling, and Min Pooling. The pooling layer \( P^n \) can be defined as follows.

\[
P^n = f\left(\text{down}(h^{n-1}) + b^n\right)
\]

Like the convolutional layer, \( b \) stands for bias. Here, \( \text{down}(\cdot) \) represents the subsampling function.

A fully connected layer is a state in which all neurons in one layer are connected to all neurons in the next layer [36]. That is, in the fully connected layer, if the \( i \)-th neuron in the \( n \)-th layer connects to the \( i \)-th neuron in the \( n+1 \)-th layer, all of them are connected. This layer is used to convert the output of a two-dimensional shape into a one-dimensional array and to classify an image through a flattened matrix in the form of a one-dimensional array. The purpose of the fully connected layer is to collect all the features of the previous layer and to classify the classes to which specific data belong.

### 2.4. Multi-Scale Convolution Neural Network (MS-CNN)

A CNN is an optimized algorithm that can extract and classify features by receiving information from raw data. However, if there is insufficient data or insufficient information with distinct characteristics in the raw data, poor results can be obtained, regardless of the hyperparameter change. In addition, small kernels can indeed capture high-frequency features (samples close together), while large kernels can capture low-frequency features (samples covering larger regions of the observation window).

Many studies have been conducted to solve this problem. Among them, the MS-CNN has a learning model in which several convolutional layers are stacked to improve the detection performance compared to the general CNN described above [37,38]. Figure 4 shows the architecture of a MS-CNN.
2.5. Long Short-Term Memory (LSTM)

Using an RNN, one can effectively model time series data [39,40]. However, there is a limitation with RNNs, and long short-term memory (LSTM), developed to compensate for the shortcomings of the RNN, solves the vanishing gradient problem of the RNN [41,42]. Compared to an RNN, LSTM has an additional gate called the forgetting gate. It is impossible for existing RNNs to learn from the distant past, but LSTM can learn events from the distant past and can handle not only high-frequency signals but also low-frequency signals. This advantage of LSTM is that it shows good performance in processing time series data. The general structure of LSTM is as follows.

\[
i_t = \sigma(W_i x_t + U_i h_{t-1} + P_i c_{t-1} + b_i)
\]

\[
f_t = \sigma(W_f x_t + U_f h_{t-1} + P_f c_{t-1} + b_f)
\]

\[
o_t = \sigma(W_o x_t + U_o h_{t-1} + P_o c_t + b_o)
\]

\[
c_t = f_t \odot c_{t-1} + i_t \odot T(W_c x_t + U_c h_{t-1} + b_c)
\]

\[
h_t = o_t \odot T(c_t)
\]

where \(x_t\) is a vector input to the current time point \(t\), \(W\) is the weight connecting the input to the LSTM cell, \(U\) is the weight connecting the previous memory cell state and the LSTM cell, \(P\) is the diagonal peephole weight matrices, \(T\) represents tanh nonlinearities, and \(b\) is bias.

3. MS-CRNN for DAE-Based Noise Removal and Fault Detection

This section shows the DAE + MS-CRNN architecture for fault detection in a noisy manufacturing environment. The noisy data are removed through the DAE and then fed into the MS-CRNN to detect the defect.

3.1. DAE for Denoising

Deep learning training requires enough data and data reliability. This is because training results can vary depending on the amount and quality of the data. However, most of the data extracted from the field can contain outliers or corrupt values that degrade the dataset. To resolve this issue, one needs to pre-process the data. Among the many preprocessing methods, we used the DAE algorithm to remove noise. Table 1 summarizes the architecture of the DAE used in the paper.

![Figure 4. Structure of a multi-scale convolution neural network.](image-url)
ing training requires enough data and data reliability. This is because vibration signals.

Table 1. DAE architecture summary.

| Layer                  | Output Size |
|------------------------|-------------|
| Conv2D                 | 20 × 20     |
| BatchNormalization     | 20 × 20     |
| MaxPooling             | 10 × 10     |
| Conv2D                 | 10 × 10     |
| MaxPooling             | 5 × 5       |
| Conv2D                 | 5 × 5       |
| UpSampling2D           | 10 × 10     |
| BatchNormalization     | 10 × 10     |
| Conv2D                 | 10 × 10     |
| UpSampling2D           | 20 × 20     |
| Conv2D                 | 20 × 20     |

The size of the input data was 20 × 20. The reason the input data were set as this was as follows: The vibration data to be input were vibration data with a size of 1 × 400 when viewed in one dimension. When this data were converted to two dimensions, it was set to 20 × 20 to include all vibration signals. The feature map was identified through the convolutional kernel; for pooling, max pooling was used; Relu was used as the activation function, and Adam was used as the optimization function. The final output was of size 20 × 20, the same as that of the input. Figure 5 shows the data with noise removed by the DAE in two dimensions. As shown in the figure, compared to the original data, one can see that the noise-removed data through the DAE expressed the characteristics of the original image well.

![Original data, data with noise added, and data with noise removed.](image)

**Figure 5.** Original data, data with noise added, and data with noise removed.

3.2. MS-CRNN for Bearing Fault Detection

For the detection of defects, this paper proposes the MS-CRNN. The data extracted through the DAE arrives as input to the MS-CRNN in two dimensions. The input data are input to three convolutional layers, and each layer has a different convolutional kernel. Data features are extracted through each convolutional layer. Particularly, a small-sized convolutional kernel detects a high-frequency feature, and a large-sized kernel detects a low-frequency feature. This allows more robust features to be extracted and provides both low- and high-frequency information of the existing signal. Thereafter, it is connected and input to the LSTM layer to consider the time series characteristics. After passing through LSTM, the data are entered into a fully connected layer for classification. The architecture of the proposed DAE + MS-CRNN is shown in Figure 6.

Data that have been denoised through the DAE were of size 20 × 20. The input data were fed into a layer with three differently sized convolution kernels. The first convolutional layer had a 1 × 1 convolutional kernel and underwent a total of three pooling processes. The second convolutional layer had a 3 × 3 convolutional kernel and went through a total of two pooling processes. The third convolutional layer had a 5 × 5 convolutional kernel and underwent a total of one pooling operation. As the first layer had a small kernel size, high-frequency features could be extracted, and in the second layer, low-frequency features and high-frequency features could be appropriately extracted. The third layer could extract features of a low-frequency region.
Data features are extracted through each convolutional layer. Particularly, a small-sized convolutional kernel detects a high-frequency feature, and a large-sized kernel detects a low-frequency feature. This allows more robust features to be extracted and provides both low- and high-frequency information of the existing signal. Thereafter, it is connected and input to the LSTM layer to consider the time series characteristics. After passing through LSTM, the data are entered into a fully connected layer for classification. The architecture of the proposed DA\textsubscript{E} + MS-CRNN is shown in Figure 6.

Figure 6. Architecture of the DA\textsubscript{E} + MS-CRNN.

Max pooling was used for pooling, and Relu was used as an activation function. Thereafter, the features extracted through combining were fed as input to the LSTM layer. At this time, data were input in a one-dimensional form, and the temporal characteristics could be grasped with the long/short-term memory of LSTM. The input data were passed through the LSTM and then to the fully connected layer for classification. The input data were finally classified through the Softmax activation function. Table 2 lists the overall architecture summary of DA\textsubscript{E} + MS-CRNN.

Table 2. Summary of the MS-CRNN architecture.

| Layer Name    | Output Size | Network                  | Connected to      |
|---------------|-------------|--------------------------|-------------------|
| Input Layer   | (20 × 20)   | Conv2D                   | Input Layer       |
| 1Conv_Layer1  | (20 × 20)   | Conv2D, kernel size = 1 × 1 | 1C_L1             |
| 1Pool_Layer1  | (10 × 10)   | Maxpooling2D size = 2 × 2 | 1P_L1             |
| 2Conv_Layer1  | (20 × 20)   | Conv2D, kernel size = 3 × 3 | Input_Layer       |
| 2Pool_Layer1  | (5 × 5)     | Maxpooling2D size = 4 × 4 | 2C_L2             |
| 1Conv_Layer2  | (5 × 5)     | Conv2D, kernel size = 1 × 1 | 1P_L1             |
| 2Conv_Layer2  | (5 × 5)     | Conv2D, kernel size = 3 × 3 | 2P_L1             |
Table 2. Cont.

| Layer Name         | Output Size | Network                  | Connected to |
|--------------------|-------------|--------------------------|--------------|
| 3Conv_Layer1       | (20 × 20)   | Conv2D, kernel size = 5 × 5| Input_Layer  |
| 1Pool_Layer3       | (2 × 2)     | Maxpooling2D, size = 2 × 2| 1C_L3        |
| 2Pool_Layer2       | (2 × 2)     | Maxpooling2D, size = 2 × 2| 2C_L3        |
| 3Pool_Layer1       | (2 × 2)     | Maxpooling2D, size = 8 × 8| 3C_L1        |
| Merge_Layer        | (2 × 2)     | Concatenate              | 1P_L3, 2P_L2, 3P_L1 |
| LSTM_Layer         | 64          | LSTM                     | M_L          |
| Flatten_Layer      | 120         | -                        | LSTM_L       |
| FC_Layer1          | 64          | Fully connected layer    | Flatten_L    |
| FC_Layer2          | 32          | Fully connected layer    | FC_L1        |
| Output Layer       | 10          | Softmax                  | FC_L2        |

4. Experiment and Result Analysis

In this section, we describe the selection of an evaluation indicator to evaluate the proposed model and to conduct the experiment. Then, we discuss the results.

4.1. Experiment Environment

The hardware used in this study consisted of a computer with an Intel Core i7-8700K processor, GTX 1080 Ti, and 12 GB RAM. Therefore, it was possible to reduce the training time and improve the performance, unlike the capabilities of previous equipment. The result of the algorithm may vary depending on the environment of the experiment. The system specifications used for the experiments are listed in Table 3.

Table 3. System specifications.

| Hardware Environment                          | Software Environment          |
|------------------------------------------------|-------------------------------|
| CPU: Intel Core i7-8700K, 3.7 GHz, six-core twelve threads, 16 GB | Windows TensorFlow 2.0 framework |
| GPU: Geforce GTX 1080 Ti                      | Python 3.7                    |

4.2. Evaluation Metrics

The receiver-operating characteristic curve (ROC curve), Matthews correlation coefficient (MCC), accuracy, and F1-score were calculated to evaluate the performance of the classifier for bearing defects in noisy situations.

The Matthews correlation coefficient (MCC) is used in machine learning as a measure of the quality of binary and multiclass classifications. It takes into account true and false positives and negatives and it is generally regarded as a balanced measure, which can be used even if the classes are of very different sizes. The Matthews correlation coefficient equation is:

\[
MCC = \frac{|TP| \cdot |TN| - |FP| \cdot |FN|}{\sqrt{(|TP| + |FP|)(|TP| + |FN|)(|TN| + |FP|)(|TN| + |FN|)}} \tag{8}
\]

The ROC curve is a widely used method of determining the effectiveness of a diagnostic method, and it represents the relationship between sensitivity and specificity on a two-dimensional plane. The larger the area under the ROC curve, the better the model. Sensitivity and specificity can be expressed by the following equation.

Specificity is the rate at which the model recognizes false as false. The equation is as follows:

\[
\text{Specificity} = \frac{|TN|}{|TN| + |FP|} \tag{9}
\]
Recall is the proportion of the true class to what the model predicts as true. The parameters, recall and precision, have a trade-off. Recall, also called sensitivity, can be expressed as follows:

$$\text{Recall} (\text{Sensitivity}) = \frac{\left| TP \right|}{\left| TP \right| + \left| FN \right|}$$  (10)

Precision is the ratio of the true class to what the model classifies as true. The equation is as follows:

$$\text{Precision} = \frac{\left| TP \right|}{\left| TP \right| + \left| FP \right|}$$  (11)

Accuracy is the most intuitive indicator. However, the problem is that unbalanced data labels can skew the performance. The equation for this parameter is the following:

$$\text{Accuracy} = \frac{\left| TP \right| + \left| TN \right|}{\left| TP \right| + \left| TN \right| + \left| FP \right| + \left| FN \right|}$$  (12)

The F1-score is called the harmonic mean, and if data labels are unbalanced, it can accurately assess the performance of the model. The equation is given as follows:

$$\text{F1 score} = \frac{\text{Precision} \times \text{Recall}}{\text{Precision + Recall}}$$  (13)

4.3. Experiment and Result

The bearing data from the CWRU dataset were used [43]. Defects ranging from 0.007 to 0.021 inches (0.0178 to 0.0533 cm) in diameter were seen in the inner orbit, the rolling element (i.e., the ball), and the outer orbit. Vibration data were recorded for motor loads of 0–3 Horsepower (motor speed 1797 to 1720 RPM). The fault test bench is illustrated in Figure 7.

![Figure 7. Bearing simulator of CWRU.](image)

The bearing data collected from the simulator had a total of 10 states depending on the type of defect. Each state had 1200 samples and a total of 10 states; therefore, there were 12,000 data samples. Gaussian random noise was added to the total data set, because the factory bearing signal had a lot of noise. However, in the case of CWRU data, it was determined that the noise from the field was not collected. Thus, Gaussian random noise was added to make the form of CWRU data similar to that of the data extracted from the field. This addition is thought to add at least the loud and small noises extracted from the field to the dataset we used, even indirectly. When conducting the experiment, 60% of the total data were divided into training data, 20% validation data, and 20% test data. A detailed description of the data is provided in Table 4.
Table 4. Description of CWRU data.

| Fault Type     | Fault Diameters | Class Num |
|----------------|-----------------|-----------|
| Normal         | -               | 0         |
| Ball           | 0.007           | 1         |
| Ball           | 0.014           | 2         |
| Ball           | 0.021           | 3         |
| Inner race     | 0.007           | 4         |
| Inner race     | 0.014           | 5         |
| Inner race     | 0.021           | 6         |
| Outer race     | 0.007           | 7         |
| Outer race     | 0.014           | 8         |
| Outer race     | 0.021           | 9         |

To evaluate the performance of the proposed model, we evaluated it using 1D-CNN, MS-CNN, CNN-LSTM, and MS-CRNN algorithms. Each experiment showed a result of 50 epoch and was repeated more than 10 times. All experiments used the most important accuracy mentioned in the evaluation indicator, and the F-1 score was used to compensate for the shortcomings in accuracy. For an accurate experiment, a total of three experiments were conducted.

First, an experiment with the original CWRU data was conducted to evaluate the data set without additional noise. The results are shown in Table 5 and Figure 8.

Table 5. Results of the experiment in original CWRU data condition.

| Model       | 1D-CNN      | MS-CNN      | CNN-LSTM   | MS-CRNN   |
|-------------|-------------|-------------|------------|-----------|
| Accuracy    | 99.53%      | 99.66%      | 99.99%     | 100%      |
| F1 Score    | 99.42%      | 99.59%      | 99.94%     | 100%      |

As a result of the experiment, it can be seen that the accuracy of all algorithms was over 99%. However, faster than other algorithms, MS-CRNN reached 100% accuracy. This would be unrealistic, because, in the case of CWRU data, most defects were well categorized because the data were extracted in a clean environment. As a result, it would...
be impractical to classify defects using the original CWRU data. Therefore, in this paper, an experiment was conducted by adding noise in order to create data of an environment similar to that of the field.

Second, to check the performance of MS-CRNN, we evaluated it using 1D-CNN, MS-CNN, CNN-LSTM, and MS-CRNN algorithms in the presence of noise. Table 6 shows the results of the comparison.

Table 6. Results of the experiment under noisy conditions.

| Model         | 1D-CNN | MS-CNN | CNN-LSTM | MS-CRNN |
|---------------|--------|--------|----------|---------|
| Accuracy      | 65.77% | 68.52% | 70.68%   | 76.15%  |
| F1 Score      | 64.96% | 67.70% | 69.90%   | 75.54%  |

All algorithms had low accuracies when classifying defects in bearing data in noisy situations. However, it can be seen that the performance of the proposed algorithm was higher than those of other algorithms. Figure 9 shows a graph that visualizes the accuracy curves for each model. As is evident from the graph, the accuracy of the proposed model increased rapidly.

Subsequently, in situations where the noise was removed using the DAE, the evaluation was conducted using 1D-CNN, MS-CNN, CNN-LSTM, and MS-CRNN. The experiment was conducted with the foregoing epoch.

As listed in Table 7, the proposed model showed an average accuracy of more than 90%, and it can be seen that the accuracy of the entire algorithm increased when the problem was solved using the DAE. In addition, we see that the proposed model had a higher accuracy than the other models did.

Table 7. Results of the experiment under the denoising condition.

| Model         | DAE + 1D-CNN | DAE + MS-CNN | DAE + CNN-LSTM | DAE + MS-CRNN |
|---------------|--------------|--------------|----------------|---------------|
| Accuracy      | 83.43%       | 86.76%       | 87.10%         | 92.71%        |
| F1 Score      | 82.79%       | 86.12%       | 86.50%         | 91.92%        |

Figure 9. Plot of the experimental results obtained for the noisy state.
The MCC was then calculated to measure the model’s ability to classify classes. The MCC had a correlation coefficient value between $-1$ and $+1$. The closer it is to $+1$, the closer to a perfect prediction is made, and the closer it is to $-1$, the closer to the reverse prediction is made. As shown in Table 8, the proposed model showed a value close to $+1$ compared to other models.

Table 8. Results of the MCC under the denoising condition.

| Model               | DAE + 1D-CNN | DAE + MS-CNN | DAE + CNN-LSTM | DAE + MS-CRNN |
|---------------------|--------------|--------------|----------------|---------------|
| MCC                 | 0.81%        | 0.86%        | 0.87%          | 0.91%         |

Figure 10 shows a graph that visualizes the accuracy curve of each model when the noise was removed using the DAE. As shown by the graph, the proposed model was observed to have a high accuracy compared to the other models.

Figure 11 shows the results of the confusion matrix for the proposed model. By removing the noise and classifying the defect, we see that most of the time, we classified the defect with a high probability. However, as shown in Figure 10, even when the noise was removed through the DAE and the experiment was conducted, all defects could not be classified well.

Figure 12 shows the evaluation of the model using the ROC curve. Each class of the ROC curve was the same as that of Class Num in Table 3. The closer the ROC curve area is to a value of 1, the better the model performance. As is evident from the ROC curve, we achieved an area of 0.9 or more in most classes.
In this study, a dataset similar to a noisy manufacturing environment was created for application to the actual site. Using this, we proposed the DAE algorithm to pre-process the data. The early detection of bearing defects plays an important role in identifying failures in the equipment in which the bearings are installed. In this paper, we showed a better approach to classifying defects in bearings provided by CWRU.

CWRU data differ a lot from data collected in the actual field. They do not contain other mechanical elements and they have less noise compared to field data. This paper changed the data using Gaussian random noise to make the CWRU data as close as possible to the actual field data.

In this study, a dataset similar to a noisy manufacturing environment was created for application to the actual site. Using this, we proposed the DAE algorithm to pre-process the data.
bearing data and we proposed the optimal algorithm MS-CRNN to classify the vibration signal of the bearing. The proposed method was more realistic and performed better than the approaches in previous studies. In addition, it can be said that it is an algorithm that can be applied in the field because the problem was solved with its application in consideration of the field situation when compared with other studies. However, the proposed method had limitations. First, it did not detect any subdivided defects. The CWRU data set used in our paper was largely specialized in ball defects, inner race, and outer race, and other defects could not be found. Second, the noise could not be completely removed. In the case of the proposed DAE, it did not completely remove noise, so a more effective noise reduction method would be needed.

In future work, we will study a method to detect defects based on bearing data provided from equipment equipped with actual bearings. We will also study how to classify and, in consideration of mechanical factors, detect defects by further subdividing each type of defect. In addition, in the case of the proposed DAE, as the noise cannot be completely removed, we will work on a better noise removal method.
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