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Abstract: With the increasing automation of mechanical equipment, fault diagnosis becomes more and more important. However, the factors that cause mechanical failures are becoming more and more complex, and the uncertainty and coupling between the factors are getting higher and higher. In order to solve the given problem, this paper proposes a single-valued neutrosophic set ISVNS algorithm for processing of uncertain and inaccurate information in fault diagnosis, which generates neutrosophic set by triangular fuzzy number and introduces the formula of the improved weighted correlation coefficient. Since both the single-valued neutrosophic set data and the ideal neutrosophic set data are considered, the proposed method solves the fault diagnosis problem more effectively. Finally, experiments show that the algorithm can significantly improve the accuracy degree of fault diagnosis, and can better satisfy the diagnostic requirements in practice.
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1. Introduction

With the development of automation technology, these mechanical machines gradually came into the stage of fully automated control operation [1–5]. In this way, people’s hands are comparatively free, and machines are more intelligent and comprehensive; however, this kind of full automation greatly increases the probability of mechanical equipment failure as well [6–11]. If the mechanical equipment has faults, the quality of the manufactured products will not pass the standard, which will affect the economic benefits of the enterprise [12–15]; additionally, it will bring potential danger to personal safety [16–19]. In order to solve this problem, it is necessary to carry out fault diagnosis on mechanical equipment on a regular basis to detect and repair mechanical equipment and ensure its normal operation.

1.1. Research Status

Therefore, the fault diagnosis of mechanical equipment has been widely concerned by many scholars, and has been applied in the military [20,22–24], medical [25–28], economic [29–32], and other fields. In ref. [33], looking at the problem of low efficiency of fault diagnosis of automobile exhaust system, based on a cold test, a fault diagnosis method is proposed for port vehicle exhaust system based on the principal component analysis. The variance contribution rate of principal component model is analyzed by the change of each variable of measurement data, and the fault diagnosis is achieved; In ref. [34], aiming at the problem of fault diagnosis of the data-driven system, a new diagnosis method based on Bayesian network (BN) combined with fault frequency is proposed to realize fault diagnosis; In ref. [35], based on the particle filter (PF) program, a dual estimation method is applied to fault diagnosis; In ref. [36], for the problem of bearing diagnosis under the condition...
of variable speed, the method of support vector machine and neural network is used for bearing fault diagnosis; On the basis of machine learning technology, a new depth neural network model with domain self-adaptability is proposed in ref. [37], which realizes fault diagnosis, but the selection of the best parameters of the model is random, and the application of the model is limited.

In the actual operating environment of mechanical equipment, fault information is usually inaccurate, incomplete and uncertain. It is difficult to use the above fault diagnosis method for deterministic analysis and processing of fault information. In order to deal with the uncertain and inaccurate information in the fault information, so as to better handle the fault information and get more accurate fault diagnosis results, Smarandache [38] proposed the theory of neutrosophic set from a philosophical point of view. It describes the uncertainty, imprecision, and inconsistent information in the objective world much better. The literature [39] introduced the theory of interval neutrosophic set and single-valued neutrosophic set; The literature [40] proposed the theory of simplified neutrosophic set; Literature [41] proposed a single-valued neutrosophic set SVNS method with a weighted correlation coefficient to realize fault diagnosis. However, the correlation coefficient does not comprehensively consider the single-valued neutrosophic set and ideal neutrosophic set data under various faults [42–46], only the maximum value between them is considered [47–49]. This does not completely deal with the uncertain and inaccurate information in the fault information, and may lead to an incorrect diagnosis.

1.2. Contribution of This Work

Based on the problems above, properly handling the uncertain information in the fault diagnosis process is an important goal to be achieved, however, complicated and changeable environmental information, the mutual influence between the factors causing the failure are difficult to handle. Due to neutrosophic set’s outstanding performance in handling uncertain information issues, this paper proposes a single-valued neutrosophic set ISVNS algorithm, which generates neutrosophic set by triangular fuzzy number and introduces the formula of the improved weighted correlation coefficient. In addition, the ISVNS algorithm comprehensively considers the single-valued neutrosophic set and ideal neutrosophic set data of various faults, so make it possible to analyze the data more comprehensively and make more accurate judgments. Finally, an example was used to diagnose the fault; the degree of accuracy of the fault diagnosis was calculated; the excellent productivity of the improved method, proposed in this paper was obtained by comparison. For the current difficulties in dealing with some uncertain issues, this method may have some enlightenment.

Due to the Overall Equipment Effectiveness (OEE) and the Overall labor effectiveness (OLE) are simple and practical production management tool, which has been widely used in European and American manufacturing and Chinese multinational companies. The global equipment efficiency index has become an important standard for measuring the production efficiency of enterprises, so it is also important to consider the proposed method’s impact on OEE and OLE. During the simulation process in the laboratory, the ratio of the operating hours and the planned working hours is relatively high; therefore, the fault can be repaired in a more timely manner based on the diagnosis result, and the OEE and the OLE can be improved.

The remainder of this paper is organized as follows. Section 2 briefly introduced triangular fuzzy numbers and single-valued neutrosophic sets. Section 3 proposed improved correlation coefficient between single-valued neutrosophic sets. In Section 4, a numerical example is given to fault diagnosis and fault diagnosis accuracy based on the proposed approach. Some conclusions are shown in Section 5.
2. Preliminaries

2.1. Triangular Fuzzy Numbers

About data sets $D = \{d_1, d_2, \cdots, d_n\}$, take its minimum value $l = \min\{d_1, d_2, \cdots, d_n\}$, average value $m = \text{mean}\{d_1, d_2, \cdots, d_n\}$, maximum value $u = \max\{d_1, d_2, \cdots, d_n\}$, so $s = [l; m; u]$ named as triangular fuzzy number [9] of this data set $D$, as shown in Figure 1:

![Geometric Interpretation of Triangular Fuzzy Number.](image)

It can be seen from the geometric interpretation of the triangular fuzzy number in the figure above:
- If $x = m$, so $x$ completely belongs to $D$;
- If $l \leq x \leq u$, so $x$ takes a certain degree of data set $D$;
- If $x < l$ or $x > u$, so $x$ completely does not belong to the data set $D$.

And, for two triangle fuzzles $M_1 = (l_1, m_1, u_1)$ and $M_2 = (l_2, m_2, u_2)$, have the following counting method:

$$
M_1 \oplus M_2 = (l_1 + l_2, m_1 + m_2, u_1 + u_2) \\
M_1 \otimes M_2 \approx (l_1l_2, m_1m_2, u_1u_2) \\
\lambda \otimes M_1 \approx (\lambda l_1, \lambda m_1, \lambda u_1) \\
\frac{1}{M_1} \approx \left(\frac{1}{u_1}, \frac{1}{m_1}, \frac{1}{l_1}\right)
$$

2.2. Single-Valued Neutrosophic Sets

Neutrosophic set introduced by Smarandache [38] is an effective tool for solving the problems under complex environment. The definition of neutrosophic set is as follows.

**Definition 1.** $X$ denote a space of points or objects, and each element of it is denoted as $x$. A neutrosophic set $A$ in $X$ is characterized by a truth-membership function $T_A$, an indeterminacy-membership function $I_A$ and a falsity-membership function $F_A$. $T_A(x)$, $I_A(x)$ and $F_A(x)$ are real standard or non-standard subsets of $[0^-, 1^+]$. That is:

$$
T_A : X \mapsto [0^-, 1^+] \\
I_A : X \mapsto [0^-, 1^+] \\
F_A : X \mapsto [0^-, 1^+]
$$

For Formula (1), $0^- \leq \sup T_A(x) + \sup I_A(x) + \sup F_A(x) \leq 3^+$.

To facilitate the application of neutrosophic set in real scientific and engineering problems, the notion of SVNS was defined as follows.

**Definition 2.** $X$ denote a space of points or objects, and each element of it is denoted as $x$. A neutrosophic set $A$ in $X$ is characterized by a truth-membership function $T_A(x)$, an indeterminacy-membership function $I_A(x)$
and a falsity-membership function \( F_A(x) \). If \( T_A(x) : X \rightarrow [0, 1], I_A(x) : X \rightarrow [0, 1] \) and \( F_A(x) : X \rightarrow [0, 1] \) satisfied:

\[
\begin{align*}
  x \in X \& T_A(x) \in [0, 1] \\
  x \in X \& I_A(x) \in [0, 1] \\
  x \in X \& F_A(x) \in [0, 1] \\
  0 \leq T_A(x) + I_A(x) + F_A(x) \leq 3
\end{align*}
\]

(2)

then an SVNS \( A \) in \( X \) can be denoted as:

\[
A = \{ (x, T_A(x), I_A(x), F_A(x)) \mid x \in X \}
\]

(3)

which is called an SVNS. Especially, if \( X \) includes only one element, \( N = \{ T_A(x), I_A(x), F_A(x) \} \) is called a single-valued neutrosophic number (SVN).

For any two SVNSs \( A = \{ T_A(x), I_A(x), F_A(x) \} \), \( B = \{ T_B(x), I_B(x), F_B(x) \} \) operational relations are defined as follows:

1. \( A + B = \{ T_A(x) + T_B(x), I_A(x) + I_B(x) - I_A(x)I_B(x), F_A(x) + F_B(x) - F_A(x)F_B(x) \} \)

2. \( A \times B = \{ T_A(x)T_B(x), I_A(x)I_B(x), F_A(x)F_B(x) \} \)

3. \( \lambda A = \{ 1 - (1 - T_A(x))^\lambda, 1 - (1 - I_A(x))^\lambda, 1 - (1 - F_A(x))^\lambda \} \), \( \lambda > 0 \)

4. \( A^1 = \{ T_A(x), I_A(x), F_A(x) \} \), \( \lambda > 0 \)

These are a series of common laws in operation for SVNSs.

Moreover, the assumption and operation requirements are as follows: Because ISVNS algorithm generates neutral set by triangular fuzzy number, the fault template data of each fault must be greater than or equal to 3.

3. The Proposed Method

3.1. Correlation Coefficient between Single-Valued Neutrosophic Sets

For any two neutrosophic sets \( A = \{ T_A, F_A, I_A \} \) and \( B = \{ T_B, F_B, I_B \} \), the improved correlation coefficient is defined as follows:

\[
W(A, B) = \frac{2C(A, B)}{C(A, A) + C(B, B)}
= \frac{2 \sum_{i=1}^{n} |T_A(x_i) - T_B(x_i) + F_A(x_i) - F_B(x_i) + I_A(x_i) - I_B(x_i)|}{\sum_{i=1}^{n} (T_A^2(x_i) + F_A^2(x_i) + I_A^2(x_i)) + \sum_{i=1}^{n} (T_B^2(x_i) + F_B^2(x_i) + I_B^2(x_i))}
\]

(5)

In addition, the correlation coefficient for any \( A = \{ T_A, F_A, I_A \} \) and \( B = \{ T_B, F_B, I_B \} \) must satisfy the following three mathematical rules10:

\[
\begin{align*}
W(A, B) &= W(B, A) \\
0 &\leq W(A, B) \leq 1 \\
\text{if } A = B, W(A, B) &= 1
\end{align*}
\]

(6)

For Formula (5), prove separately as follows:

1. According to the structural symmetry of the Formula (5), the condition \( W(A, B) = W(B, A) \) is satisfied.
(2) For each element in the Formula (5), they are satisfied $\geq 0$, so obviously $W(A, B) \geq 0$; The proof of inequality $W(A, B) \leq 1$ as follows:

\[
C(A, B) = \sum_{i=1}^{n} [T_A(x_i) \cdot T_B(x_i) + F_A(x_i) \cdot F_B(x_i) + I_A(x_i) \cdot I_B(x_i)] \\
= T_A(x_1) \cdot T_B(x_1) + T_A(x_2) \cdot T_B(x_2) + \cdots + T_A(x_n) \cdot T_B(x_n) \\
+ F_A(x_1) \cdot F_B(x_1) + F_A(x_2) \cdot F_B(x_2) + \cdots + F_A(x_n) \cdot F_B(x_n) \\
+ I_A(x_1) \cdot I_B(x_1) + I_A(x_2) \cdot I_B(x_2) + \cdots + I_A(x_n) \cdot I_B(x_n) \\
\leq \frac{x_i^2}{2} + \frac{x_i^2}{2} + \cdots + \frac{x_i^2}{2} + \frac{x_i^2}{2} + \cdots + \frac{x_i^2}{2} + \cdots + \frac{x_i^2}{2} + \cdots + \frac{x_i^2}{2} + \cdots + \frac{x_i^2}{2} + \cdots + \frac{x_i^2}{2} \\
= \frac{1}{2} \left\{ \sum_{i=1}^{n} [T_A^2(x_i) + F_A^2(x_i) + I_A^2(x_i)] + \sum_{i=1}^{n} [T_B^2(x_i) + F_B^2(x_i) + I_B^2(x_i)] \right\} \\
= \frac{1}{2} \left\{ C(A, A) + C(B, B) \right\}
\]

Therefore:

\[
C(A, B) \leq \frac{1}{2} (C(A, A) + C(B, B))
\]

Therefore, we can get:

\[
W(A, B) = \frac{2C(A, B)}{C(A, A) + C(B, B)} \leq 1
\]

In summary, the condition $0 \leq W(A, B) \leq 1$ is satisfied;

(3) If $A = B$, so for any $x_i \in X(i = 1, 2, \cdots, n)$, all $T_A(x_i) = T_B(x_i), F_A(x_i) = F_B(x_i), I_A(x_i) = I_B(x_i)$, we can see from the structure of Formula (5), $W(A, B) = 1$.

In practical application, it is usually necessary to consider the weight of neutrosophic sets, so the weighted correlation coefficient of neutrosophic sets is given:

\[
W(A, B) = \frac{2 \sum_{i=1}^{n} w_i |T_A(x_i) \cdot T_B(x_i) + F_A(x_i) \cdot F_B(x_i) + I_A(x_i) \cdot I_B(x_i)|}{\sum_{i=1}^{n} w_i |T_A^2(x_i) + F_A^2(x_i) + I_A^2(x_i)| + \sum_{i=1}^{n} w_i |T_B^2(x_i) + F_B^2(x_i) + I_B^2(x_i)|}
\]
Among them, $w_j (j = 1, 2, \cdots, n)$ represents the weight of the $i$ fault template, and $\sum_{i=1}^{n} w_i = 1$. In addition, the formula satisfies the three conditions of the formula and proves to be the same as the Formula (5), which is not repeated here.

3.2. Fault Diagnosis Method

Based on the above analysis, properly handling the uncertain information in the fault diagnosis process is an important goal to be achieved, however, complicated and changeable environmental information, the mutual influence between the factors causing the failure are difficult to handle. Due to neutrosophic set’s outstanding performance in handling uncertain information issues, this paper proposes a single-valued neutrosophic set ISVNS algorithm, which generates neutrosophic set by triangular fuzzy number and introduces the formula of the improved weighted correlation coefficient.

The objectives of the proposed algorithm are to rationally process the uncertain information in the diagnosis process, and obtain correct and reasonable fault diagnosis results from the fault data. Therefore, the laboratory simulation of the algorithm is carried out under the assumption that the actual fault is one of several known fault templates, the collected fault data is reasonable, and there is no major abnormality. The operating requirement is to collect fault data in a stable and equal time interval way. The detailed flow chart of the fault diagnosis method is shown in Figure 2:

![Figure 2. The detailed flow chart of the fault diagnosis method.](image-url)

**Step 1**: For fault template set $A = \{A_1, A_2, \cdots, A_m\}$, and test sample set $C = \{C_1, C_2, \cdots, C_n\}$.

Firstly, three fuzzy numbers of fault template data and test sample data are generated, and the calculation method is as follows:
In a group number, the largest value is the right end value of the triangle; the minimum value is the left end-point of the triangle; the average value is the upper-end value of the triangle; the height of the triangle is 1, as shown in Figure 1.

**Step 2:** By comparing the three fuzzy number of each attribute of the test sample and the three fuzzy number of the same attribute of the fault template, the degree of determinacy-membership \( T_A(C_j) \), the degree of non-membership \( F_A(C_j) \), and the degree of indeterminacy-membership \( I_A(C_j) \) are obtained, as shown in Figure 3, and the calculation method is as follows:

\[
T_A(C_j) = \frac{S_1 + S_k}{S_1 + S_k + S_2} \quad (8)
\]

Among them, \( R_1 = 1 - S_1/S_k, R_2 = S_k/\max[S_A, S_B, S_C], S_1 \) is the overlapping area of the analyzed sample triangular fuzzy number and the triangular fuzzy number of the fault template under the current attributes, \( S_k[k=A, B, C] \) is the area of the k fault triangular fuzzy number of the under the current attribute.

Finally, each degree of membership, the relationship of \( A_i(i=1, 2, \cdots m) \) and \( C_j(j=1, 2, \cdots n) \) is shown below:

\[
A_i = \{ T_A(C_j), F_A(C_j), I_A(C_j) > |C_j \in C, j = 1, 2, \cdots n \} \quad (9)
\]

Among them \( T_A(C_j), F_A(C_j), I_A(C_j) \) respectively denote the degree of determinacy-membership, the degree of non-membership, and the degree of indeterminacy-membership between \( A_i(i = 1, 2, \cdots m) \) and \( C_j(j = 1, 2, \cdots n) \), also \( 0 \leq T_A(C_j), F_A(C_j), I_A(C_j) \leq 3 \).

**Step 3:** \( A_i(C_j), F_A(C_j), I_A(C_j) \) can be expressed as single-valued neutrosophic set \( a_{ij} = < t_{ij}, f_{ij}, l_{ij} > \), at this point, a single-valued neutrosophic set decision matrix can be generated as follows:

\[
D = (a_{ij})_{mn} = \begin{bmatrix}
< t_{11}, f_{11}, l_{11} > & < t_{12}, f_{12}, l_{12} > & \cdots & < t_{m1}, f_{m1}, l_{m1} > \\
< t_{21}, f_{21}, l_{21} > & < t_{22}, f_{22}, l_{22} > & \cdots & < t_{2n}, f_{2n}, l_{2n} > \\
\vdots & \vdots & \ddots & \vdots \\
< t_{m1}, f_{m1}, l_{m1} > & < t_{m2}, f_{m2}, l_{m2} > & \cdots & < t_{mn}, f_{mn}, l_{mn} > 
\end{bmatrix} \quad (10)
\]
Step 4: After obtaining the single-valued neutrosophic set decision matrix \( D \), the ideal single-valued neutrosophic number for attribute \( j (j = 1, 2, \cdots, n) \) can be generated by column as follows:

\[
a^*_j = (t^*_j, f^*_j, i^*_j) = (\max_i (t_{ij}), \min_i (f_{ij}), \min_i (i_{ij}))
\]  

(11)

Among them, \( \max (t_{ij}), \min (f_{ij}), \min (i_{ij}) \) respectively denote the maximum value of the \( j \)th column in \( t_{ij} \), the minimum value of the \( j \)th column in \( f_{ij} \), the minimum value of the \( j \)th column in \( i_{ij} \).

Step 5: According to Formula (7), generated weighted correlation coefficient based on single-valued neutrosophic set decision matrix \( D \) and the ideal single-valued neutrosophic number \( a^*_j \), the calculation formula is as follows:

\[
W(A, B) = \frac{2 \sum_{j=1}^{n} w_j (t^*_{ij} f^*_{ij} + f^*_{ij} i^*_{ij} + i^*_{ij} t^*_{ij})}{\sum_{j=1}^{n} w_j (t^*_{ij} t^*_{ij} + f^*_{ij} f^*_{ij} + i^*_{ij} i^*_{ij}) + \sum_{j=1}^{n} w_j (t^*_{ij} f^*_{ij} + f^*_{ij} i^*_{ij} + i^*_{ij} t^*_{ij})}
\]

(12)

Among them, \( w_j (j = 1, 2, \cdots, n) \) represents the weight of the \( j \) attribute, and \( \sum_{j=1}^{n} w_j = 1 \); \( a_{ij} = < t_{ij}, f_{ij}, i_{ij} > \) denote single-valued neutrosophic set for attribute \( j \) from decision matrix \( D \), \( a^*_j = < t^*_{ij}, f^*_{ij}, i^*_{ij} > \) denote the ideal single-valued neutrosophic number for attribute \( j \).

Step 6: Finally, sorting the \( W(A, B) \) of each analyzed sample, the largest value indicates that the template data belongs to this kind of fault.

4. Illustrative Example and Discussion

In this section, in order to demonstrate the validity and accuracy rate of the proposed method, an example of a motor rotor is used. The data in this paper is originated from ref. [11], and the data analysis software is the LABVIEW environment12.

4.1. Fault Diagnosis

The specific steps for fault diagnosis using the ISVNS method proposed in this paper are as follows:

(i). According to the fault template data, the triangular fuzzy numbers under various attributes are obtained, in turn, as shown in Table 1: According to the analyzed sample data, the triangular fuzzy numbers under various attributes are obtained, in turn, as shown in Table 2: For the analyzed sample \( Xk (k = 1, 2, 3, 4 \) represents the \( k \) attribute), \( Xk \) and \( G_{n1-n5} \) (where \( G = X, Y, Z \) represent \( A, B, C \) three kinds of faults) are used for matching, respectively. The neutrosophic numbers \( (T, F, I) \) statistics generated by the determined-membership degree \( T \), non-membership degree \( F \), and indeterminacy-membership degree \( I \), are calculated, as shown in Table 4:

(ii). Next, for the same fault template, neutrosophic sets with different attributes under fuzzy sample \( X \), we can get the single-valued neutrosophic decision matrix, as shown in Table 3:

(iii). According to the single-valued neutrosophic set decision matrix and Formula (11) under sample \( X \) in Table 3, the ideal neutrosophic set \( B_X \) can be obtained as follows:

\[
B_X = \begin{bmatrix}
0.9962, 0.0388, 0.6747 >, & < 0.7540, 0.2460, 0.5972 >,
0.9836, 0.0164, 0.6451 >, & < 0.9966, 0.0034, 0.5757 >
\end{bmatrix}
\]

(13)

(iv). The weights of attributes \( j (j = 1, 2, 3, 4) \) are all the same, that is the weight matrix \( w \) is as follows:

\[
w = [0.25, 0.25, 0.25, 0.25]
\]

(14)
Next, according to Table 3, Formula (7), (13), (14), for the fault template type $A_i$ ($A_1 = X11 - X45, A_2 = Y11 - Y45, A_3 = Z11 - Z45$) and the ideal single-valued neutrosophic set $B_X$, calculate the improved weight correlation coefficient as follows:

$$
\begin{align*}
W[A_1, B_X] &= 0.8126 \\
W[A_2, B_X] &= 0.4133 \\
W[A_3, B_X] &= 0.5398
\end{align*}
$$

(v). Finally, according to Formula (15), $A_1 > A_3 > A_2$, it can be seen that the analyzed samples $X1$–$X4$ belong to the first type of fault, namely, the X fault.

### Table 1. Triangle fuzzy number of fault template.

| Fault Template | Min Value | Average Value | Max Value | Area |
|----------------|-----------|---------------|-----------|------|
| X1-X15         | 0.0661    | 0.1614605     | 0.2006    | 0.06725 |
| X21-X25        | 0.121     | 0.149226      | 0.3468    | 0.1129  |
| X31-X35        | 0.0899    | 0.1123885     | 0.1296    | 0.01985 |
| X41-X45        | 0.357     | 4.3256515     | 4.666     | 2.1545  |
| Y11-Y15        | 0.1567    | 0.181797      | 0.2038    | 0.02355 |
| Y21-Y25        | 0.3071    | 0.329311      | 0.351     | 0.02195 |
| Y31-Y35        | 0.1865    | 0.242014      | 0.3218    | 0.06765 |
| Y41-Y45        | 4.094     | 4.715255      | 8.896     | 2.401   |
| Z11-Z15        | 0.3006    | 0.3294004     | 0.3476    | 0.0235  |
| Z21-Z25        | 0.2801    | 0.343854      | 0.3647    | 0.0423  |
| Z31-Z35        | 0.1151    | 0.136169      | 0.1864    | 0.03565 |
| Z41-Z45        | 9.385     | 9.810633      | 10.112    | 0.3635  |

### Table 2. Triangular fuzzy numbers data of the analyzed sample.

| Fault Template | Min Value | Average Value | Max Value | Area |
|----------------|-----------|---------------|-----------|------|
| X1             | 0.1416    | 0.14265       | 0.144     | 0.0012 |
| X2             | 0.1028    | 0.11092       | 0.3058    | 0.1015 |
| X3             | 0.1279    | 0.133655      | 0.1378    | 0.00495|
| X4             | 4.06      | 4.0938        | 4.18      | 0.06   |

### Table 3. Single-valued neutrosophic set decision matrix under sample X.

| Diagnosis Fault | X1                  | X2                  | X3                  | X4                  |
|-----------------|---------------------|---------------------|---------------------|---------------------|
| X11-X45         | (0.9612,0.0388,0.9914) | (0.7540,0.2460,0.6610) | (0.0127,0.9873,0.6451) | (0.9966,0.0034,0.9348) |
| Y11-Y45         | (0,1,0.6751)        | (0,1,0.5972)        | (0,1)               | (0.0871,0.9129,0.9989) |
| Z11-Z45         | (0,1,0.6747)        | (0,0.9874,0.6722)    | (0.9836,0.0164,0.6952) | (0,1,0.5757)         |
Table 4. The calculation result of the membership degree of the analyzed sample X.

| Analyzed Sample | Fault Template | Neutrosophic Number          |
|-----------------|----------------|-----------------------------|
| X1              | X11-X15        | (0.9612,0.0388,0.9914)      |
|                 | Y11-Y15        | (0,1,0.6751)                |
|                 | Z11-Z15        | (0,1,0.6747)                |
| X2              | X21-X25        | (0.7540,0.2460,0.6610)      |
|                 | Y21-Y25        | (0,1,0.5972)                |
|                 | Z21-Z25        | (0.0126,0.9874,0.6722)      |
| X3              | X31-X35        | (0.0127,0.9873,0.6451)      |
|                 | Y31-Y35        | (0,1,1)                     |
|                 | Z31-Z35        | (0.9836,0.0164,0.6952)      |
| X4              | X41-X45        | (0.9966,0.0034,0.9348)      |
|                 | Y41-Y45        | (0.0871,0.9129,0.9989)      |
|                 | Z41-Z45        | (0,1,0.5757)                |

4.2. Fault Diagnosis Accuracy

To verify the accuracy of fault diagnosis, separately extract arbitrary 40 faults data from the three faults template [18–42]; These 120 faults data are used as a diagnosis template. Diagnose the fault type to which it belongs. Finally, compare each test sample with its original fault template [43,44], Calculate the overall accuracy of fault diagnosis.

The SVNPWA algorithm in ref. [44] is used for verifying these 120 unknown fault samples, and the diagnosis accuracy is 98.33%. Moreover, the ISVNS algorithm proposed in this paper also applied for diagnosing the same 120 unknown fault samples, and the diagnosis accuracy is 99.16%. The diagnosis results are shown in Table 5.

Table 5. Diagnosis results of applying the SVNPWA and proposed algorithm.

| Unknown Fault | SVNPWA | The Proposed Algorithm |
|---------------|--------|------------------------|
|               | Times of Right | Times of Error | Times of Right | Times of Error |
| X             | 38     | 2                      | 40             | 0              |
| Y             | 40     | 0                      | 39             | 1              |
| Z             | 40     | 0                      | 40             | 0              |

It can be seen from Table 5: Compared with the SVNPWA algorithm, the fault diagnostic accuracy rate of the ISVNS algorithm, proposed in this paper, is improved by 0.83%. That is, the ISVNS algorithm can better satisfy the diagnostic needs than the basic SVNPWA algorithm.

5. Conclusions

This paper proposes an ISVNS algorithm, which introduces the improved weighted correlation coefficient formula, and more comprehensively considers both single-valued neutrosophic set and ideal neutrosophic set under various faults, effectively solved the problem of fault diagnosis. An example of a motor rotor is illustrated that the ISVNS algorithm could improve the diagnostic accuracy rate compared with the SVNPWA algorithm. In conclusion, the ISVNS algorithm can obtain better fault diagnosis accuracy, and satisfy the fault diagnosis needs in practice.

Since the collection and aggregation of data on technical faults is a laborious process. Moreover, the parameters in the diagnosis process are automatically generated in the laboratory simulation, without human intervention—therefore, the proposed method could be automating in practical application.
Therefore, the next step of the work will focus on how to automating the proposed method in order to scale the use of the proposed algorithm.
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