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ABSTRACT: Natural light-harvesting antennae employ a dense array of chromophores to optimize energy transport via the formation of delocalized excited states (excitons), which are critically sensitive to spatio-energetic variations of the molecular structure. Identifying the origin and impact of such variations is highly desirable for understanding and predicting functional properties yet hard to achieve due to averaging of many overlapping responses from individual systems. Here, we overcome this problem by measuring the heterogeneity of synthetic analogues of natural antennae—self-assembled molecular nanotubes—by two complementary approaches: single-nanotube photoluminescence spectroscopy and ultrafast 2D correlation. We demonstrate remarkable homogeneity of the nanotube ensemble and reveal that ultrafast (∼50 fs) modulation of the exciton frequencies governs spectral broadening. Using multiscale exciton modeling, we show that the dominance of homogeneous broadening at the exciton level results from exchange narrowing of strong static disorder found for individual molecules within the nanotube. The detailed characterization of static and dynamic disorder at the exciton as well as the molecular level presented here opens new avenues in analyzing and predicting dynamic exciton properties, such as excitation energy transport.

INTRODUCTION

Natural photosynthetic complexes employ a network of light-harvesting antennae that allows them to efficiently harness sunlight, even in light-depleted environments.1 To achieve this, antenna complexes typically accommodate thousands of individual chromophores that are arranged in ordered, well-defined supramolecular structures.2 At the core of their functionality are delocalized excited states (Frenkel excitons) that are collectively shared by many molecules, which is possible only due to strong intermolecular resonance interactions.3 Hence, the excitonic properties of such structures depend critically on the packing of the constituting molecules and thus are dictated by the competing interplay between intermolecular interactions and various sources of disorder.4−6 The latter arise from nonideal molecular packing as well as (thermal) fluctuations of the system and its immediate environment, leading to time-dependent fluctuations of the molecular transition energies (molecular energy disorder) as well as the intermolecular interactions (interaction disorder). The deviations from the “ideal” situation tend to localize the excitonic wave function on short segments, thereby potentially impeding efficient energy transport.7−9 Such deviations directly translate to the system’s excitonic (optical) properties, allowing spectroscopic observables (e.g., absorption or photoluminescence peak positions, line shape and broadening, etc.) to become highly sensitive reporters of the underlying molecular-scale order and dynamics in multichromophoric systems.10,11

Unraveling the origin of the excitonic line shape in terms of underlying intermolecular interactions and various molecular-scale sources of static and dynamic disorder is of great interest in gaining a better understanding of excited-state dynamics in such complex systems yet is difficult to attain. One of the main obstacles is averaging over many systems that is inherent to conventional spectroscopy, where the information for a single system is masked by the overlapping responses from all other slightly different systems. Such systems might differ by random variations of their sizes, molecular packing motifs, and rolling angles inherited from the self-assembling process. The limitation of such averaging can be overcome by employing single-molecule (or single-system) spectroscopy.12 In this case, the distribution of (spectral) parameters is constructed by measuring one system at a time, which grants access to...
information that would otherwise remain concealed under broad features of the ensemble response. Since the first successful demonstration of single-molecule spectroscopy,\textsuperscript{13,14} the technique has been further developed and applied to numerous natural photosynthetic complexes,\textsuperscript{15–17} artificial light-harvesting complexes,\textsuperscript{18,19} molecular aggregates,\textsuperscript{20–22} and conjugated polymers.\textsuperscript{23,24} Complementary to this approach, ultrafast 2D correlation spectroscopy has been extensively used to gain access to the magnitudes and time scales of the dynamical fluctuations of the exciton frequencies that eventually govern the optical spectra.\textsuperscript{25,26} The interpretation of these experiments, which provide increasingly detailed information, has also triggered the development of new theoretical and computational approaches that are able to model the exciton energetics and dynamics of large molecular assemblies in interaction with a complex and fluctuating embedding matrix (such as a solvent or a protein scaffold).\textsuperscript{27–29}

To ease the interpretation of the optical spectra, the complexity of natural light-harvesting systems can be reduced by using artificial light-harvesting complexes. These synthetic analogues closely mimic the supramolecular structure of their natural counterparts but offer better controllability via chemical engineering of individual building blocks paired with a high degree of structural homogeneity of the final supramolecular structure.\textsuperscript{30} In this regard, molecular double-walled nanotubes based on amphiphilic cyanine chromophores have sparked particular interest.\textsuperscript{10,31} These nanotubes combine a large spectral red shift upon self-assembly with remarkable narrowing of the spectral lines in both absorption and photoluminescence as compared to dissolved monomers (as is typical for J-aggregates), which implies a low degree of disorder and strongly delocalized excitons.\textsuperscript{31,32} Indeed, previous cryogenic transmission electron microscopy (cryo-TEM) studies have revealed a high degree of structural homogeneity along different segments of an individual nanotube as well as between different nanotubes.\textsuperscript{11,33} To date, cryo-TEM cannot resolve the local molecular packing of the nanotubes and is still limited by the fact that possible dynamic fluctuations of the structures are frozen at cryogenic temperatures that otherwise might have a profound impact on the optical and functional properties.\textsuperscript{10,11,34}

In this article, we use a combination of single-nanotube photoluminescence spectroscopy, ultrafast 2D correlation spectroscopy, and multiscale modeling to obtain a detailed picture of the line-broadening mechanisms of the exciton transitions and the underlying molecular-scale fluctuations in artificial light-harvesting nanotubes. Measurement of the photoluminescence spectrum from short (~480 nm) segments of individual nanotubes demonstrates a high degree of homogeneity among the nanotubes. We further corroborate this conclusion by 2D spectroscopy by retrieving ultrafast (~50 fs) dynamics of the line broadening. Multiscale calculations confirm this time scale and further reveal that the homogeneity at the exciton level results from strong exchange narrowing of considerable static disorder that exists at the level of individual molecules in the nanotubes.

\section*{RESULTS AND DISCUSSION}

\textbf{Bulk Absorption and Photoluminescence (PL).} The double-walled nanotubes with diameters of ~6 nm (inner wall) and ~13 nm (outer wall) and lengths of several micrometers were formed via the self-assembly of C8S3 monomers (molecular structure in Figure 1a) in water\textsuperscript{10,11} (Figure 1b–d). The self-assembly is accompanied by a strong spectral red shift of ~2400 cm\textsuperscript{−1} and the simultaneous formation of several narrow absorption peaks (Figure 1e). For the nanotubes, the most prominent peaks at ~590 nm (~17,000 cm\textsuperscript{−1}) and ~600 nm (~16,700 cm\textsuperscript{−1}) originate from absorption of the excitons located at the outer and inner walls, respectively, of the double-walled nanotubes.\textsuperscript{10,34}

![Figure 1. Structural and optical properties of the double-walled nanotubes.](image)
Optical absorption of the nanotubes at $\lambda_{\text{exc}} = 561$ nm excites higher-lying states in the exciton band, which is followed by ultrafast intraband relaxation on a sub-100-fs time scale to the bottom of the exciton bands from where PL occurs. In the nanotubes’ PL spectrum, the same assignment of peaks as in the absorption spectrum holds with virtually no Stokes shift between the corresponding peaks but with a reversed amplitude ratio. The inner-wall PL is significantly brighter than the outer-wall PL because the exciton populations of the weakly coupled inner and outer walls fully thermalize (i.e., reach thermal equilibrium on a subpicosecond time scale prior to emission as was shown by time-resolved PL and transient absorption experiments).

**Single-Nanotube Spectroscopy.** For single-nanotube spectroscopy (see the detailed description of the setup in Supporting Information Section 1), we immobilized the nanotubes in a glassy sugar matrix where their tubular structure is preserved, which was verified by bulk absorption and PL spectroscopy (Supporting Information Section 2). An example image of an optically thin (submicrometer thickness of the sugar film) sample in which the nanotubes are spatially well separated is shown in Figure 2a. The lateral size of the nanotube images (i.e., the PL intensity profile) corresponds to the diffraction-limited point-spread function of the microscope (PSF; Supporting Information Section 3), while their length typically extends to several micrometers. Intensity variations of the PL signal along a single nanotube are likely caused by the finite thickness of the sugar matrix in which parts of the nanotube are out of focus and therefore appear blurred in the image. For spectral acquisition, we first located a nanotube using wide-field excitation and then positioned the sample such that the individual nanotube is excited by a (tightly) focused excitation spot with a diameter of $\sim 330$ nm (at full width at half-maximum level, Supporting Information Section 4).

An example PL spectrum of an individual nanotube at room temperature following focused excitation is shown in Figure 2b. Note that under the experimental conditions used in this study we observed very minor photobleaching that affects both inner and outer walls to a similar extent (Supporting Information Section 5). This allowed the acquisition and subsequent averaging of several spectra over a total time of 30 s in order to enhance the signal-to-noise ratio. In total, we recorded PL spectra for 50 individual spots (i.e., segments of different nanotubes).

In order to extract the spectral properties of a nanotube segment, we fit its PL spectrum to a sum of two Lorentzian line shapes (Supporting Information Section 6)

$$S_{\text{PL}}(\nu) = \frac{A_{\text{inner}}^2}{(\nu - \nu_{0,\text{inner}})^2 + \gamma_{\text{inner}}^2} + \frac{A_{\text{outer}}^2}{(\nu - \nu_{0,\text{outer}})^2 + \gamma_{\text{outer}}^2}$$ (1)

representing the spectra of the inner and outer walls with amplitude $A$, spectral width $\gamma$ (the half width at half-maximum, HWHM), and spectral position $\nu_0$ (Figure 2b). Hereby, we treat the inner and outer walls as two independent excitonic subsystems. The underlying reasons for the Lorentzian rather than Gaussian line shapes follow from the fast–intermediate modulation regime as will be established by 2D spectroscopy and substantiated in the theory section (vide infra).

Repeating this procedure for each individual nanotube spectrum, we obtained statistical distributions of the spectral positions $\nu_0$ (Figure 3) and spectral widths $\gamma$ (Figure 3, insets) of the PL spectra for the inner and outer walls.

A comparison of the peak position distributions (Figure 3, red and gray) to the PL spectrum of an ensemble of nanotubes (Figure 3, purple and black) reveals that for both walls the spread of the peak positions is much narrower than the width of the corresponding peaks in the averaged spectra centered at around 16 660 ± 1 and 16 967 ± 2 cm$^{-1}$ (mean value ± standard error of the mean). The mean peak position of the outer wall is in excellent agreement with the peak position in the PL spectrum of the nanotube. The slight deviation (by 6 cm$^{-1}$) of the mean peak position of the inner wall from that for the nanotube ensemble is likely caused by an additional spectrally red-shifted and partially overlapping peak (centered at 16 544 ± 1 cm$^{-1}$; Supporting Information Section 7) originating from bundled nanotubes. For the bundled nanotubes, the outer wall PL is strongly diminished, which explains why the outer wall peak in the bulk PL spectrum is not affected whereas the inner wall peak is.
bundles can readily be discriminated in single-nanotube spectroscopy but is unavoidable in bulk measurements.

The spectral width from short segments already accounts for 80–90% of the spectral width of the nanotube ensemble spectrum: \( \langle \gamma_{\text{inner}} \rangle = 46 \pm 1 \text{ cm}^{-1} \) versus \( \gamma_{\text{ensemble}} = 55 \text{ cm}^{-1} \) for the inner wall and \( \langle \gamma_{\text{outer}} \rangle = 84 \pm 1 \text{ cm}^{-1} \) versus \( \gamma_{\text{ensemble}} = 93 \text{ cm}^{-1} \) for the outer wall (Figure 3 inset and Table 1). The spectral width from short segments already accounts for 90% of the spectral width of the nanotube ensemble spectrum, which may originate from a combination of several reasons. First, the inherently lower signal amplitude of the outer wall as compared to that of the inner wall (as a consequence of weaker PL) introduces a larger uncertainty in fitting the outer wall’s spectral contribution. Second, the outer wall PL peak is broadened by its finite lifetime due to a fast population transfer time of \( \tau \approx 300 \text{ fs} \) from the outer wall to the inner wall.\(^{35,41}\) This contribution can be estimated to be \( \gamma \approx h(2\tau)^{-1} \approx 10 \text{ cm}^{-1} \), with the factor of 2 originating from the fact that \( \gamma \) is defined as the HWHM (eq 1). Third, PL from the first higher-lying state in the exciton band of the inner wall (blue shifted by \( \sim 500 \text{ cm}^{-1} \)) that is partially overlapped with the outer wall PL might cause additional broadening. Nonetheless, at 77 K, where thermally activated PL is strongly reduced, the outer tube peak is still broader than the inner tube peak (Supporting Information Section 8).

### Two-Dimensional Correlation Spectroscopy

Having established that the PL peak positions of individual nanotube spectra cluster together while their spectral widths already account for almost the whole width of the nanotube ensemble spectrum, we can perform 2D correlation spectroscopy (see Methods and Supporting Information Section 9) on bulk samples, which is capable of discerning the dynamics of the spectral broadening.\(^{25,26}\) The central quantity here is the frequency–frequency correlation function \( C(t) = \langle \omega(t) - \langle \omega \rangle \rangle (\omega(0) - \langle \omega \rangle) \), where \( \omega(t) \) indicates the exciton transition frequency at time \( t \) and \( \langle \cdot \rangle \) denotes the ensemble average of many nanotubes. \( C(t) \) reveals the pace at which the memory of the initially excited frequency \( \omega(0) \) is lost in a particular time interval \( t \) (also known as dephasing) and the magnitude of static and dynamic disorder components.

Figure 4a depicts representative 2D spectra recorded at two different waiting times, with the low- and high-frequency pair of peaks corresponding to the inner and outer walls, respectively.\(^{10,25,35}\) Each tube gives rise to a negative ground-state bleach/stimulated emission (GSB/SE) signal and a positive excited-state absorption (ESA) signal. The latter is spectrally blue-shifted with respect to the GSB/SE signal, as it is typical for molecular J-type aggregates.\(^{41–43}\) As a metric for the memory loss of the initial excitation frequency, we obtained ellipticity function \( M(T) \propto C(t)/C(0) \) for the outer and inner walls of the nanotubes from the analysis of the peak shape (Supporting Information Section 10) of the GSB/SE signal in the 2D spectra at different waiting times \( T \) (Figure 4b). At early times, the inhomogeneous and homogeneous widths are balanced, which is reflected in the values of the ellipticity functions close to \( \sim 0.5 \). Thereafter, both functions decay on an \( \sim 50 \text{ fs} \) time scale before leveling off at \( \sim 0.1 \).

The experimental values of the ellipticities were modeled in the framework of the Brownian oscillator model\(^{25}\) (Supporting Information Section 11), as for the example used in ref 25. Assuming that we can effectively treat GSB/SE of the exciton transitions as separate two-level transitions, we use the following exponential correlation function as input (Figure 4b, inset).

---

**Table 1. Summary of the Spectral Parameters**

| Nanotube Type | Peak Position, \( \nu_0 \) (cm\(^{-1}\)) | Spectral Width, \( \gamma \) (cm\(^{-1}\)) |
|--------------|-------------------------------|-------------------------|
| Individual nanotubes | \( \langle \nu_{\text{inner}} \rangle = (16 660 \pm 1) \text{ cm}^{-1} \) | \( \langle \nu_{\text{outer}} \rangle = (46 \pm 1) \text{ cm}^{-1} \) |
| | \( \text{SD}_{\nu_{\text{inner}}} = 9 \text{ cm}^{-1} \) | \( \text{SD}_{\nu_{\text{outer}}} = 4 \text{ cm}^{-1} \) |
| | \( \langle \nu_{\text{inner}} \rangle = (16 967 \pm 2) \text{ cm}^{-1} \) | \( \langle \nu_{\text{outer}} \rangle = (84 \pm 1) \text{ cm}^{-1} \) |
| | \( \text{SD}_{\nu_{\text{inner}}} = 13 \text{ cm}^{-1} \) | \( \text{SD}_{\nu_{\text{outer}}} = 8 \text{ cm}^{-1} \) |
| Ensemble of nanotubes | \( \nu_{\text{ensemble}} = 16 654 \text{ cm}^{-1} \) | \( \nu_{\text{inner}} = 55 \text{ cm}^{-1} \) |
| | \( \nu_{\text{outer}} = 16 966 \text{ cm}^{-1} \) | \( \nu_{\text{inner}} = 93 \text{ cm}^{-1} \) |

*Peak positions and spectral widths for the inner and outer walls of the C85 nanotubes are obtained from single-nanotube spectroscopy in comparison to that of the nanotube ensemble spectrum. \( \langle \cdot \rangle \) denotes the average over individual nanotube spectra with the error margins referring to the standard error of the mean. The width of the respective parameter distribution is specified as its standard deviation (SD).*
response theory (from which the ellipticity was subsequently determined). The correlation times are also similar to the 100 ps value obtained from 2D spectroscopy on chlorosomes from green sulfur bacteria.26

Given the combination of correlation times and frequency-fluctuation amplitudes, we find that at the exciton level the fast-intermediate regime of spectral broadening is realized,26 since $2\pi\Delta\omega_\tau \approx 0.6$ (inner wall) and 0.9 (outer wall) (Supporting Information Section 12). It is this fast-intermediate regime that is responsible for the predominantly Lorentzian line shape of the PL spectrum (Supporting Information Section 13). In this case, the spectral width of the linear spectra is a good approximation given by the dephasing rate $\Gamma = 2\pi\Delta\omega_\tau^2\tau_c$ (HWHM), for which we find 47 cm$^{-1}$ (107 cm$^{-2}$) for the inner (outer) wall, in good agreement with the single-nanotube results. The long tail of the correlation function indicates small residual inhomogeneity (~10%); this value is in line with the spread of central frequencies obtained from single-nanotube spectroscopy (Figure 3). Finally, the correlation time of frequency fluctuations of ~50 fs is much shorter than the outer-inner wall population transfer time of ~300 fs which makes the energy transfer fully incoherent. Indeed, no sign of coherence was obtained in the cross-peak dynamics (Supporting Information Section 14), in agreement with earlier reports.25,35,41

**Multiscale Modeling.** To unravel the origin of molecular and excitonic disorder in the nanotubes, we performed multiscale simulations to retrieve the time-dependent exciton Hamiltonian that describes the collective optical excitations and their dynamics in each wall of the nanotube. We built on recent work where a combination of molecular dynamics (MD) simulations and quantum mechanical exciton modeling was used to calculate the structure and the linear absorption spectrum of the double-walled C8S3 nanotubes in interaction with the surrounding solvent.29 Using this model as a starting point, we ran an MD simulation to generate a time sequence of configurations of the entire nanotube and solvent at 10 fs intervals. From these configurations, we obtained the optical transition energies $\omega_n(t)$ of individual C8S3 molecules as a function of time using microelectrostatic calculations as well as the intermolecular excitation transfer interactions $J_{nm}(t)$ ($n$ and $m$ label the molecules in a particular wall of the nanotube) using the extended dipole model (Methods section). These quantities define the Hamiltonian for each wall at time $t$ as $\hbar = 1$

$$H(t) = \sum_{n,m} H_{nm}(t) |n\rangle \langle m|$$

$$= \sum_n \omega_n(t) |n\rangle \langle n| + \sum_{n,m\neq n} J_{nm}(t) |n\rangle \langle m|$$

(Equation 3) accounts for disorder in the energies $\omega_n(t)$ that arises from fluctuations in the electrostatic properties of the environment of each C8S3 molecule and disorder in the interactions $J_{nm}(t)$ that arises from fluctuations in relative distances and orientations of molecules $n$ and $m$. In this equation, $|n\rangle$ denotes the state where molecule $n$ is in its excited state and all other molecules are in their ground states.

The multiscale simulations allow us to distinguish between static and dynamic disorder. Thus, we separate the molecular transition energies into three parts

$$\omega_n(t) = \omega_0 + \Delta\omega_{n,i} + \Delta\omega_{n,d}(t)$$

Figure 4. Two-dimensional correlation spectroscopy on double-walled nanotubes. (a) Representative absorptive 2D spectra for waiting times of $T = 0$ and 150 fs with the excitation ($\omega_1$) and detection ($\omega_2$) axes in the horizontal and vertical directions, respectively. The signal amplitude is shown as $\Delta$OD in which negative signals arise from ground-state bleach/stimulated emission (GSB/SE) and positive signals arise from excited-state absorption (ESA). The spectra were normalized to their respective maximum contributions, respectively, and $\tau_c$ of static (inhomogeneous) and dynamic (homogeneous) contributions, respectively, and $\tau_c$ is the correlation time. The experimentally measured ellipticity functions were well reproduced using $\Delta\omega_{\text{inh}} = 20$ cm$^{-1}$, $\Delta\omega_{\text{d}} = 75$ cm$^{-1}$, and $\tau_c = 45$ fs for the inner wall and $\Delta\omega_{\text{inh}} = 25$ cm$^{-1}$, $\Delta\omega_{\text{d}} = 120$ cm$^{-1}$, and $\tau_c = 40$ fs for the outer wall (Supporting Information Section 11) as input parameters for calculating the 2D spectra from nonlinear
where \( \omega_0 \) is the ensemble average (i.e., the transition energy obtained when averaging over many molecules and long trajectories); \( \delta \omega_{n,n} \) is the static disorder of molecule \( n \) (i.e., the deviation of the average of its transition energy over the entire trajectory from the ensemble average); and \( \delta \omega_{n,n}(t) \) is the dynamic disorder in this energy, which describes the remaining fluctuations as a function of time.

Similarly, the interactions can be broken down into ensemble-averaged values, static disorder, and dynamic disorder. To characterize the disorder of all of the individual interactions \( f_{nm}(t) \) is neither practical nor very useful. It is important to realize that in that end our interest lies in the fluctuations that occur in the energies of the optically dominant exciton states as a result of the fluctuations in the interactions. For a single-walled homogeneous tubular nanotube with one molecule per unit cell, three superradiant transitions occur: the totally symmetric one (eq 4), (with \( N \) being the total number of molecules), where all molecules oscillate in phase and which has a transition dipole parallel to the axis of the cylinder, and two degenerate ones, where the phase of the molecular excitation cycles over exactly \( 2\pi \) within each ring of the nanotube, with transition dipoles perpendicular to the axis. \(^{47}\) The totally symmetric state commonly has the lowest energy, as is also the case for the C8S3 nanotubes studied here. \(^{10,32}\) Superradiant states with perpendicular polarization also exist for this system (because the dipoles of the individual molecules have components both along and perpendicular to the axis \(^{10,29}\)), but they are not visible in fluorescence due to their higher energy (and they lie outside the spectral window of the 2D correlation experiments). Thus, the two exciton bands that are relevant here are derived from the totally symmetric states of the inner and outer walls, respectively. We note that the notion of a particular symmetry in the exciton states is approximately valid even in the presence of disorder as long as the exciton delocalization length is at least on the order of the tube’s circumference. \(^{48}\) For tubular nanotubes, exciton localization by disorder is suppressed due the locally two-dimensional nature of the tube and the long-range dipole–dipole interactions \(^{32,49}\) implying that the approximate symmetries and optical selection rules indeed often persist under experimental conditions.

The totally symmetric state has an energy that is shifted relative to the molecular transition energy by an amount given by \( S_n(t) = \Sigma_{n \neq n} f_{nm}(t) \) (i.e., the sum of all transfer interactions between molecule \( n \) and all other molecules in the nanotube wall considered). For an ordered static tube, this quantity is constant and equal for all \( n \) (discarding boundary effects). In the presence of disorder, however, \( S_n(t) \) fluctuates from molecule to molecule, and it fluctuates in time. Given the above reasoning, the fluctuations in \( S_n(t) \) may be used as a measure of the fluctuations in the exciton energies of interest. \(^{30,50}\) Henceforth, we will be particularly interested in the stochastic properties of \( S_n(t) \). By analogy to eq 4, we may separate \( S_n(t) \) as

\[
S_n(t) = S_0 + \delta S_{n,s} + \delta S_{n,d}(t)
\]

It is useful to define the correlation functions for \( \omega_n(t) \) and \( S_n(t) \) as

\[
C_{\omega \omega}(t) = \langle (\omega_n(t) - \omega_0)(\omega_0(0) - \omega_0) \rangle
\]

and

\[
C_{S S}(t) = \langle (S_n(t) - S_0)(S_0(0) - S_0) \rangle
\]

respectively, where, as before, \( \langle \cdots \rangle \) denotes the ensemble average, carried out as an average within each wall over many molecules (35 for the energies as highlighted in Figure 5a and

![Figure 5](image-url). Correlation functions of the molecular energies and interactions from multiscale modeling. (a) Slab from the center of the inner wall with the representative molecules for which the excitation energies were followed in time, marked in red, and the slab of the double-walled nanotube with the molecules used for the energy calculations marked in red and blue for the inner and outer walls, respectively. For top views, see Supporting Information Section 15. (b) Correlation functions for the molecular excitation energies (eq 6) for the inner (red dots) and outer walls (black dots) averaged over the molecules highlighted in panel (a). Solid lines: fits to an exponential function (eq 8). (c) Correlation functions of the intermolecular interactions for the inner (red dots) and outer walls (black dots) as reflected in the exciton shift (eq 7). Solid lines: fits to an exponential function (eq 9).
where \( \sigma_{\mu} \), \( \sigma_{\pi} \), and \( \tau_{\text{mol}} \) denote the standard deviations of the static and dynamic disorder in the molecular transition energy and the correlation time of the dynamic fluctuations, respectively, and \( \Sigma_{\mu} \), \( \Sigma_{\pi} \) and \( \tau_{\text{int}} \) are the analogous quantities for the exciton shift. Thus, a total of six parameters describe the static and dynamic disorder in each wall. Correlations between the dynamic fluctuations in the transition energies \( \omega_x(t) \) for different molecules were found to be small (Supporting Information Section 15). Henceforth, correlations between energy and exciton shifts will be ignored, as will be correlations between the exciton shifts of different molecules \( S_x(t) \) and possible cross-correlations between energies and exciton shifts.

For both walls, the disorder parameters obtained from our simulations are shown in Table 2. The parameters for both walls are quite similar; the largest differences are found for the molecular energy disorder, whose static magnitude in the outer wall is about 10% larger than that in the inner wall, in line with the larger standard deviations in peak positions and line widths found in the single-nanotube PL experiments (Table 1). We will disregard this difference as not playing a significant role in our further considerations. The disorder strength in the molecular transition energies is seen to be about half the strength of the interaction disorder, and the static disorder strengths for all quantities are about 2.5 to 3 times the dynamic strengths. This latter observation is in stark contrast to the dominance of homogeneous broadening which we found in the above experimental studies. Furthermore, it is seen that the fluctuations in the transition energies are about 3 times faster than those in interactions. Interestingly, the dynamic energy disorder is in the fast-intermediate regime (2\( \pi \sigma_{\mu} \tau_{\text{mol}} \approx 0.8 \)), while the dynamic interaction disorder is in the slow-modulation regime (2\( \pi \Sigma_{\mu} \tau_{\text{int}} \approx 4.9 \)). Note that from 2D correlation spectroscopy we found that at the exciton level the dynamic disorder is primarily in the fast-intermediate regime. From the above, the question arises as to why the dominance of static disorder on the molecular scale and the slow nature of the dynamic disorder in the interactions do not lead to a stronger inhomogeneity of the excitonic transitions than was observed in experiment. We will see below how the apparent contradictions between theory and experiment can be reconciled in one united picture.

Multiscale modeling allows us to resolve disorder at the molecular level and therefore to further explore the origin of the above parameters. For the transition energies of the C8S3 molecules, we have distinguished between contributions to the disorder arising from the solvent (water molecules and Na⁺ counterions) and the other (surrounding) C8S3 molecules (Supporting Information Section 16). The static molecular energy disorder is \( \sim 10\% \) larger for the outer wall than for the inner wall; however, interestingly enough, there are considerably larger differences in the relative contributions from different sources. In particular, we found that the relative contribution from the surrounding C8S3 molecules compared to the water is larger for the inner wall than for the outer wall. This originates from the inward curvature in the inner wall, which leads to a higher packing density of the charged sulfonate groups. The same holds for the Na⁺ counterions in the solvent, which also cause larger static disorder contributions in the inner wall than in the outer wall. Because the sulfonate groups and Na⁺ counterions have opposite charges, their electrostatic effects partially cancel each other. Similar observations can be made for the magnitudes of the dynamic disorder components (Supporting Information Section 16).

We further found that the solvent governs the time scale of the dynamic disorder; the fluctuations caused by the C8S3 molecules occur on a slower time scale. The difference in time scales between solvent and C8S3 molecules is particularly large for the outer wall, where the fluctuations caused by the C8S3 molecules are about 2 times slower than those caused by the solvent. In contrast, in the inner wall the fluctuations caused by the C8S3 molecules are only 1.3 times slower than those incurred by the solvent. We attribute this convergence of time scales to the fact that for the inner wall the charges of the C8S3 molecules and the solvent form relatively tightly bound clusters where both constituents move in unison. This stronger binding between C8S3 and solvent is caused by the fact that, as argued above, the densities of charges in the inner wall as well as in the solvent near the inner wall are larger than in the outer wall, leading to stronger electrostatic interactions.

The interaction disorder is caused by structural fluctuations, in particular, by relative displacements of molecules with respect to each other and relative rotations. We artificially froze these motions by calculating the intermolecular interaction while keeping the same position or orientation of the transition dipoles as in the initial frame throughout the trajectory. We established that both contributions are of the same order of magnitude and occur on a similar time scale (Supporting Information Section 17).

From Molecules to Excitons. Having characterized the disorder in the quantities that determine the exciton Hamiltonian, we now have a complete model from which the behavior of the excitons in the nanotubes and their optical response may be derived and compared to experiment. The most straightforward way to do this is to calculate the optical properties directly from the fluctuating exciton Hamiltonian, for instance, by using the surface hopping method or the numerical integration of the Schrödinger equation, among other methods.\(^51,52\) Given the size of the nanotubes considered and the fact that simulating the 2D spectra requires the inclusion of two-exciton states, this would be a formidable task which actually would not necessarily provide us with much insight. Therefore, we turn to a much simpler and more conceptual approach, which exploits the well-known effect of exchange narrowing of disorder.\(^31,32\) This is the effect that in systems with molecular-scale disorder, for instance, in the excitation energies of individual molecules, the optically dominant collective excitations (delocalized excitons) have an energy distribution that is narrower than the molecular disorder distribution. This results from the fact that delocalized states average over the independent disorder values of a number of molecules. This effect sometimes is also referred to as motional narrowing, by analogy to the narrowing of NMR

---

Table 2. Overview of Correlation Function Parameters\(^a\)

| Parameter          | Molecular Energy Disorder | Interaction Disorder |
|--------------------|---------------------------|----------------------|
| \( \sigma_{\mu} \) (cm\(^{-1}\)) | 208                        | 232                  |
| \( \sigma_{\pi} \) (cm\(^{-1}\)) | 83                        | 81                   |
| \( \tau_{\text{mol}} \) (fs)       | 46                        | 57                   |
| \( \Sigma_{\mu} \) (cm\(^{-1}\)) | 460                       | 467                  |
| \( \Sigma_{\pi} \) (cm\(^{-1}\)) | 172                       | 177                  |
| \( \tau_{\text{int}} \) (fs)       | 145                       | 156                  |

\(^a\)Parameters characterizing correlation functions \( C_{\text{mol}}(t) \) and \( C_{\text{int}}(t) \) for the molecular transition energies and the intermolecular excitation transfer interactions reflected in the exciton shift for the inner and the outer walls as obtained from multiscale modeling.
line shapes due to rapid changes in the dynamic environment of a precessing spin. While at the formal level there is an analogy (one may look at the exciton as moving from molecule to molecule and thereby effectively averaging over a changing environment), we prefer to stick to the term “exchange narrowing” to stress the differences in physics and the types of interactions that play a role.

The exchange narrowing approach starts from assuming that the disorder is small enough to be treated in first-order perturbation theory. In this case, the effect on the optically dominant exciton is a time-dependent energy shift $\delta \omega(t)$ relative to the value obtained in the absence of disorder (Hamiltonian $H_0$), given by

$$
\delta \omega(t) = \langle e(H(t) - H_0)e \rangle = \frac{1}{N} \left( \delta \omega_{n,s} + \delta \omega_{n,d}(t) + \delta S_{n,s} + \delta S_{n,d}(t) \right)
$$

This simply is the mean of the disorder values on all molecules of the nanotube at time $t$, which has a correlation function that is directly derived from the correlation functions for the energies and the shifts (eqs 5 and 6) to be

$$
\langle \delta \omega(t) \delta \omega(0) \rangle = \frac{1}{N} \left( \sigma_{n,s}^2 + \sigma_{n,d}^2(t) \right)
$$

The exciton energy correlation function thus follows from the parameters in Table 2 and the value of $N$, where the key effect is that the variances of the disorder, $\sigma_{n,s}^2$, $\sigma_{n,d}^2$, $\sigma_{n,s}^2$, and $\sigma_{n,d}^2$, are reduced by a factor $N$ due to the fact that the delocalized exciton wave function is averaged over $N$ uncorrelated realizations of the disorder in the molecular quantities (i.e., the disorder is typically reduced by $\sqrt{N}$).

Clearly, the double-walled nanotubes are much too large for a perturbative approach to apply. However, even in this case the above concept can still be used if one replaces the number of molecules $N$ by an effective number that characterizes the relevant exciton states. This reasoning is commonly applied to the static disorder component, where one replaces $N$ with the typical localization size $N_{loc}$ of the exciton states in the optically dominant region caused by the static disorder.31,53 Here, the region of interest is the position of the lowest-energy $J$ band, where our numerical calculations of the exciton states yield $N_{loc} \approx 450$ (Methods section), leading to an effective standard deviation of the static disorder component in the exciton energy given by $\sigma_{n,e} = \sqrt{(\sigma_{n,s}^2 + \Sigma^2)} / N_{loc} \approx 24$ cm$^{-1}$ for both walls. We note that this number is in excellent agreement with the effective static disorder $\Delta_{n,s}$ values of 20 and 25 cm$^{-1}$ for the inner and outer walls, respectively, that were obtained from 2D correlation spectroscopy.

The above strongly suggests that our multiscale simulations of the structure of the nanotube and surrounding solvent capture the essential sources of static disorder. Moreover, this reveals that the small amount of inhomogeneity found from both single-nanotube spectroscopy and 2D correlation spectroscopy does not necessarily imply that at the molecular scale the static disorder is small. In fact, as is evident from Table 2, for all molecular quantities, the static disorder is considerably larger than the dynamic disorder. The smallness of the static disorder at the exciton level is a direct consequence of exchange narrowing of the molecular-scale disorder over the many molecules that share the eigenstates of the exciton Hamiltonian with static disorder. This in turn is a consequence of the strong intermolecular excitation transfer interactions and the fact that tubular aggregates are not truly one-dimensional systems, leading to weak exciton localization.32,49

We next turn to the effects of the dynamic disorder components in the exciton Hamiltonian. As is seen from eq 11, at the exciton level, the dynamic disorder component is biexponential. For a simple characterization, we will treat both correlation times $\tau_{\text{med}}$ and $\tau_{\text{fast}}$ as equal and of the order of 100 fs and regard this as the correlation time $\tau_e$ of the exciton energies. This agrees in order of magnitude with the correlation times $\tau_c$ found from the 2D correlation experiments. The magnitude of the dynamic disorder at the level of the exciton transitions may be found by reasoning similar to that used above for the static disorder. In this case, however, one cannot use $N_{loc}$ because this would only account for the reduction of the exciton transition energies around their static values as a result of the dynamic disorder. Thereby, this approach would totally ignore the scattering of the static exciton states caused by the dynamic fluctuations. This scattering gives rise to transitions from one particular exciton state to others. The relevant length scale is then given by the scattering length or mean free path, $N_{\text{cat}} = \lambda / \Gamma$, where $\Gamma$ is the intraband scattering rate. Calculating $\Gamma$ from the above Hamiltonian would involve a detailed analysis of the scattering process, which is beyond the scope of this article. However, assuming that intraband scattering dominates the exciton dephasing rate, we may identify $\Gamma$ with the HWHM found in the single-nanotube experiments (Table 1). Using the average value $\Gamma \approx 60$ cm$^{-1}$ for both walls and $J \approx -1000$ cm$^{-1}$ (as obtained from the multiscale simulations), we arrive at $N_{\text{cat}} \approx 16$. Using the numbers presented in Table 2, we obtain an estimate of the dynamic disorder strength at the exciton level given by $\sigma_{n,e} = \sqrt{(\sigma_{n,s}^2 + \Sigma^2)} / N_{\text{cat}} \approx 48$ cm$^{-1}$. Given the handwaving nature of the above arguments, this number is in good agreement with the experimental values of $\Delta_e = 75$ and 120 cm$^{-1}$ for the inner and outer walls, respectively. We also note that through the narrowing effect, the effective dynamic disorder at the exciton level is brought from the slow-modulation regime to the fast-intermediate regime $2 \pi \omega_{\text{d}} \tau_e \approx 0.9$. It is this fast-intermediate modulation regime that is responsible for the predominantly Lorentzian line shape of the PL spectrum, which therefore justifies our treatment of the single-nanotube PL data using eq 1 (Supporting Information Sections 12 and 13).

These findings also seem to imply an $\sim 16$-fold acceleration of the radiative (superradiant) emission rate of nanotubes compared to that of monomers.54 In the experiment, however, the PL lifetime decreases only by approximately a factor of 3 upon nanotube formation,55 namely, from $\tau_{\text{PL}}$ monomers $\approx 110$ ps down to $\tau_{\text{PL}}$ nanotubes $\approx 40$ ps. This discrepancy mainly arises from the fact that both monomers and nanotubes are subject to prominent nonradiative decay channels as concluded from low quantum yields (less than 5%) (Supporting Information Section 18 and refs 11 and 56). A quantitative comparison of these rates, however, would require detailed knowledge of the nonradiative pathways, which is beyond the scope of this article. On the side of theory, a detailed analysis of the exciton scattering processes and nonradiative decay channels is required to obtain further insight into the predicted PL lifetime and make a comparison to experiment.
The theory above shows that the parameters that characterize static and dynamic disorder in the exciton energies, $\Delta_{\text{inh}}$, $\Delta_\text{exc}$, and $\tau_\text{es}$, as measured by 2D correlation spectroscopy, can be well understood from the microscopic disorder in the molecular transition energies and excitation transfer interactions as predicted by multiscal calculations of the nanotube. Taken together these lead to a detailed understanding in terms of exchange narrowing factors dictated by the exciton delocalization size imposed by static disorder and the exciton scattering length imposed by dynamic disorder.

**CONCLUSIONS**

By recording single-nanotube PL and 2D correlation spectra on artificial light-harvesting nanotubes, we have shown that the excitonic line width is dominated by dynamic disorder with an amplitude of $\sim 100$ cm$^{-1}$ and a correlation time of $\sim 50$ fs, with only a minor contribution ($\sim 20$ cm$^{-1}$) from inhomogeneous broadening. As a result, different segments of nanotubes have similar optical properties. The remarkable degree of homogeneity demonstrated herein makes it possible to assign the excitonic line width is dominated by dynamic disorder with an amplitude of $\sim 100$ cm$^{-1}$ and a correlation time of $\sim 50$ fs, with only a minor contribution ($\sim 20$ cm$^{-1}$) from inhomogeneous broadening. As a result, different segments of nanotubes have similar optical properties. The remarkable degree of homogeneity demonstrated herein makes it possible to assign the excitonic line width.

Multiscal modeling allowed us to unravel the static and dynamic disorder components in the molecular excitation energies and the intermolecular excitation transfer interactions. The considerable static disorder of about $500$ cm$^{-1}$ at the molecular level (combined with the molecular transition energies and the transfer interactions) is mitigated at the exciton level due to the delocalization (over about 450 molecules) excitonic wave function leading to an exchange narrowing factor of $\sim 20$. This is consistent with the fluctuations in the exciton peak positions as observed from single-nanotube PL spectroscopy, demonstrating the capability of this experiment to directly observe the exchange narrowing of static disorder. Similarly, the dynamic disorder of about $200$ cm$^{-1}$ is narrowed through the exciton scattering size of about 20 molecules imposed by intraband scattering. This narrowing brings the dynamic disorder from the slow modulation regime at the molecular level into the fast-to-intermediate modulation regime at the exciton level.

All in all, a molecular-level understanding of static and dynamic fluctuations in the collective excitations of a large self-assembled system has been attained at an unprecedented level of detail. Together with more sophisticated techniques, such as spatially resolved 2D spectroscopy$^{77-90}$ and super-resolution microscopy,$^{60}$ our results pave the way to a more detailed picture of how the delocalized excited states are spatially and temporally constrained and mobilized by static and dynamic disorder at the level of individual nanotubes, which is an important step toward formulating (structural) design rules for multichromophoric systems.

**METHODS**

**Sample Preparation.** Dye 3,3'-bis(2-sulpropyl)-5S','6S'-tetrachloro-1,1'-dioctylbenzimidacarboxynane (C8S3) was purchased from FEW Chemicals (Wolfen, Germany) and used as received. Molecular nanotubes were prepared via the alcohol route$^{61,62}$ and used within 3 days after preparation; in order to obtain bundles, the sample solution was stored for $\sim 10$ months in the dark. Nanotubes and bundles were immobilized in a sugar matrix following ref 38. To achieve optically thin films suited for microscopy, the method was modified and combined with a drop-flow technique.$^{61}$ First, cover glass slides ($22 \times 22$ mm$^2$; thickness $170$ µm) were cleaned by submerging them in a 1:1:2 mixture by volume of H$_2$O$_2$/NH$_3$OH/H$_2$O for $\sim 24$ h. Before sample deposition, the substrates were rinsed with methanol and dried with compressed air. Next, equal volumes of the sample solution (10-fold diluted with Milli-Q water) and a saturated sugar solution in water (1:1 mixture of sucrose/trehalose by weight) were mixed. Then, 200 μL of the resulting solution was homogeneously applied at the top edge of the cover glass that was inclined 60° relative to the laboratory bench. The sample solution quickly flowed off, leaving a thin (in a submicrometer range) film on the cover glass surface, which was left in the dark to dry for $\sim 1$ h.

**Absorption and PL Spectra.** Absorption spectra of the sample solutions (diluted with Milli-Q water by a factor of $\sim 3.5$) were measured using a PerkinElmer Lambda 900 UV/vis/NIR spectrometer with a 1 mm cuvette. Solution PL spectra were recorded while pumping the sample (diluted with Milli-Q water by a factor of $\sim 6$) through a 50-µm-thick cuvette that was placed on the same microscope as was used for single-nanotube experiments (vide infra) equipped with an M = 4X objective (NA = 0.1, achromat, Leica). Details regarding the microfluidic setup are given in ref 59.

**Single-Nanotube Spectroscopy.** Single-nanotube spectroscopy was carried out on a home-built optical microscopy setup constructed around a Carl Zeiss Observer D1 microscope equipped with an oil-immersion objective (Carl Zeiss Apochromat; 100X magnification, NA = 1.4). A CW laser ($\lambda$ = 561 nm, Coherent Sapphire 561-100) served as an illumination source. Two beams for wide-field and focused excitation were projected by the microscope objective onto the sample mounted on a motorized translation stage. The excitation intensities for wide-field and focused excitation were set to $\sim 0.1$ and $\sim 3.6$ W cm$^{-2}$ at the sample plane, respectively. The PL was directed to a CCD camera (Photometrics Cool Snap HQ2) through an image magnifier (1.6X) for imaging and coupled into a multimode optical fiber connected to a spectrometer ($\sim 12$ cm$^{-1}$ spectral resolution) and equipped with an EMCCD camera (Photon Max 512, Princeton Instruments). For a single nanotube, 30 sequential PL spectra were recorded with an exposure time of 1 s per frame and later averaged.

Two-dimensional correlation spectroscopy was collected using a pulse-shaper-based setup operating at 1 kHz (Supporting Information Section 9); the design is similar to that in ref 62. The output of a noncollinear optical parametric amplifier (NOPA; centered at 16 950 cm$^{-1}$, pulse duration $\sim 25$ fs) was sent to an acusto-optic programmable dispersive fiber (AOPDF; DAZZLER, fastlite) to generate the excitation pulse pair. The compressed output of a second NOPA served as the broad-band probe beam. The probe and pump beams were focused at a small angle ($\sim 2^\circ$) into a microfluidic flow cell (micronit) containing the sample solution (peak optical density of 0.1–0.2). The polarizations of pump and probe pulses were both set parallel to the flow direction of the sample solution along which the nanotubes preferentially align.$^{61}$ This allowed efficient excitation/probing of the pair of strongest transitions with their dipole moments directed along the nanotubes.$^{61}$ After the sample, the probe pulse was spectrally dispersed in a spectrophotograph (Jobin Yvon HR320) and detected pulse-by-pulse by a NEMS linear image sensor (Hamamatsu, S3921-128Q), which provided the detection axis of the 2D spectra with a spectral resolution of 14 cm$^{-1}$. For the collection of 2D spectra, the DAZZLER generated two phase-locked pulse replicas with a delay time $\tau$ that was scanned between 0 and 400.4 fs in steps of 0.7 fs. Fourier transformation along $\tau$ provided the excitation axis of the 2D spectra with a spectral resolution of 42 cm$^{-1}$ given the scanning range of $\tau$. Two-dimensional spectra were acquired using a two-step phase cycling scheme of the pump pulses applied by the DAZZLER and averaged for 50 spectra. The probe beam was delayed relative to the second pump pulse by waiting time $\tau$ and split before the sample to provide a reference for pulse-to-pulse intensity normalization of the probe spectrum using a second NEMS linear image sensor.$^{61}$ The pump and probe pulse energies were set to 100 pJ and 200 pJ, respectively, corresponding to $\sim 1$ absorbed photon per 1200 monomers, which is low enough to avoid creation of or population Article
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exponentially decaying correlation (eq 8). Consequently, to model the full nanotube (eq 3), trajectories for the time-dependent transition over the 35 selected molecules. The frequencies were found to

\[ \Delta \]

transition energy was obtained by separately calculating the energy energy shift of a particular C8S3 molecule relative to the gas-phase energy of the molecular transition energies C8S3 molecules 29 based on the general AMBER force

\[ 130 \text{nm}^3 \]. The MD simulations were run with the GROMACS 2019 simulation package29 and employed a force field refined for C8S3 molecules29 based on the general AMBER force field (GAFF),27 the TIP3P water model was used,26 while Na+ was modeled with GAFF. Temperature (300 K) and pressure (1 bar) were maintained by using the v-rescale thermostat69 (coupling constant of 0.1 ps) and the Berendsen barostat70 (coupling constant of 1 ps; 1.4 nm cutoff for van der Waals (Lennard-Jones) and electrostatic (reaction-field) interactions) was employed. Starting from a snapshot of an equilibrated structure taken after 20 ns of MD simulations, we ran 10 ps of MD and stored the atom positions every 10 fs. The resulting 1000 snapshots were used to explicitly compute the molecular energies and intermolecular excitation transfer interactions. We refer to ref 29 for further details on the method and its validation.

### Molecular Energy Calculations

The effect of the surroundings on the C8S3 molecular transition energies \( \omega_e(t) \) as calculated by energy shifts relative to the gas-phase monomer excitation energy as obtained via atomistic microelectrostatic calculations.29,35,72 The essence of the method is to treat the effect of the environment at a polarizable molecular mechanics level. Hence, we computed the difference in interaction energies between the ground- and excited-state charge distributions (computed at the (time-dependent) density functional theory (TD)DFT level, see ref 29) of a central molecule interacting with its molecular environment. When computing such interaction energies, both the central molecule and the surrounding ones were described by atomic charges and polarizabilities. The polarizable environment broadens the energy levels in both walls considerably.29 Because doing this for all molecules at all times is computationally too expensive, we have developed a stochastic model by performing these calculations for each of the 1000 MD snapshots for 35 molecules selected to be representative in each wall (Figure 5a) using the DFR90 software.35 The convergence of the energy distributions was tested against a simulation for a larger set of molecules (Supporting Information Section 19). More specifically, the energy shift of a particular C8S3 molecule relative to the gas-phase transition energy was obtained by separately calculating the energy shifts, \( \Delta E_g \) and \( \Delta E_e \), of the molecular ground and excited states relative to their gas-phase values. This was done in two separate calculations, where a particular C8S3 molecule was modeled by either its excited state (for \( \Delta E_e \)) or its ground state (for \( \Delta E_g \)) point charge distribution in the presence of the ground-state point charges and isotropic polarizabilities of the surrounding C8S3 and solvent molecules within a radius of 3.0 nm from the center of the central C8S3 molecule. The total shift of the transition energy with respect to the gas-phase value was subsequently computed as the difference \( \Delta E = \Delta E_e - \Delta E_g \). The ground- and excited-state charges for C8S3 were obtained using DFT and can be downloaded from ref 29. For water and Na+, the MD force field charges described above were used. We refer to ref 29 for further details on the DFT and microelectrostatic calculations.

### Stochastic Model for the Site Energies

The frequency correlation functions (eq 6) were obtained for each molecule by averaging over the 35 selected molecules. The frequencies were found to fluctuate with a slow (static) component and a fast one with an exponentially decaying correlation (eq 8). Consequently, to model the full nanotube (eq 3), trajectories for the time-dependent transition energies, \( \omega_e(t) \), for each C8S3 molecule were generated by adding to the ensemble-averaged transition energy a static random number from a Gaussian distribution with mean zero and standard deviation \( \sigma \), and a time-dependent random number constructed (using the procedure in ref 74) to obey the correlation function \( \sigma_1 \exp(-t/\tau) \).

### Intermolecular Interaction Calculations

To calculate the intermolecular excitation transfer interactions in eq 3, we used the extended dipole model53 with the parameters taken from ref 34. We mapped the transition dipole of each C8S3 molecule on the polymethylene bridge coordinates taken from the MD trajectory. The model allows us to treat all 7024 C8S3 molecules (2932 and 4092 for the inner and outer walls, respectively) of the MD model and was applied to obtain the intermolecular interactions for all 1000 snapshots.

### Exciton Delocalization Calculations

To estimate \( N_{\text{ad}} \), we computed the inverse participation ratio,66 defined as

\[
[ \Omega(\omega) = \left( \sum_\nu \delta(\omega - \omega_\nu) \sum_{q} q^n \langle q \rangle^4 \right)^{-1} \rho(\omega) ]
\]

where \( \rho(\omega) \) is the density of states. The exciton states were obtained by numerical diagonalization of the Hamiltonian. The reciprocal of the IPR(\(\omega\)), also known as the participation ratio, \( \rho(\omega) \), is proportional to the number of molecules that participates in the exciton distribution at energy \(\omega\) (i.e., the exciton delocalization size). For a tubular aggregate, we use \( N_{\text{ad}} = (9/4)\rho \), where the prefactor is introduced to ensure that in the absence of disorder, the delocalization size equals the system size.77
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