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ZX-calculus is a graphical language for quantum computing which is complete in the sense that calculation in matrices can be done in a purely diagrammatic way. However, all previous universally complete axiomatisations of ZX-calculus have included at least one rule involving trigonometric functions such as sin and cos which makes it difficult for application purpose. In this paper we give an algebraic complete axiomatisation of ZX-calculus instead such that there are only ring operations involved for phases. With this algebraic axiomatisation of ZX-calculus, we are able to establish for the first time a simple translation of diagrams from another graphical language called ZH-calculus and to derive all the ZX-translated rules of ZH-calculus. As a consequence, we have a great benefit that all techniques obtained in ZH-calculus can be transplanted to ZX-calculus, which can’t be obtained by just using the completeness of ZX-calculus.

1 Introduction

The ZX-calculus was introduced by Coecke and Duncan \cite{7} as a graphical language for quantum computing, based on the framework of compact closed categories. The core part of ZX-calculus is a pair of spiders (complementary observables) with strong complementarity \cite{8}. The ZX-calculus can also be seen as a form of PROP \cite{17}, thus it is usually presented by generators and rewriting rules.

There are three important properties of ZX-calculus: soundness, universality and completeness. Soundness means all the ZX rewriting rules hold when interpreted by matrices. Universality means each matrix (linear map between finite dimensional Hilbert Spaces)can be represented by a ZX diagram. Finally, completeness means each diagrammatic equality can be derived from ZX rules if their corresponding matrix equality holds in finite dimensional Hilbert Spaces. The soundness and universality of ZX-calculus have been proved in \cite{7}. The universal completeness of ZX-calculus (which means ZX-calculus is complete for the full pure qubit quantum mechanics instead of any part of it) was first given in \cite{19} and then incorporated in \cite{12}. The feature of this complete axiomatisation is that it has two new generators: the \( \lambda \) box and the triangle symbol (which first appeared in \cite{13} as a short notation for some diagram composed of mere green and red nodes). Based on some results in \cite{19}, there came another universal complete axiomatisation of ZX-calculus \cite{14} with only traditional generators as given in \cite{7}. Thereafter, two more universal complete axiomatisations of ZX-calculus were presented \cite{15}, \cite{21}. All of these universal complete axiomatisations of ZX-calculus have some non-algebraic rule involved with trigonometry functions such as sin or cos. For example, the following so-called (P) rule \cite{10} is deployed in \cite{21} (with scalars added) as a key rule for universal completeness.

\[
\begin{align*}
\gamma_2 &= \arg z - \arg z_1 \\
\beta_2 &= 2 \arg(|z_1| + i) \\
\alpha_2 &= \arg z + \arg z_1
\end{align*}
\]
where:

\[ z = \cos \frac{\beta_1}{2} \cos \frac{\alpha_1 + \gamma_1}{2} + i \sin \frac{\beta_1}{2} \cos \frac{\alpha_1 - \gamma_1}{2} \]

\[ z_1 = \cos \frac{\beta_1}{2} \sin \frac{\alpha_1 + \gamma_1}{2} - i \sin \frac{\beta_1}{2} \sin \frac{\alpha_1 - \gamma_1}{2} \]

One could imagine that it would be very hard to use such a rule directly if there are trigonometry functions involved. For example, in (1), if we take \( \alpha_1 = \frac{\pi}{4}, \beta_1 = -\frac{\pi}{4}, \gamma_1 = \frac{\pi}{2} \), then by tedious calculation one can get that \( \alpha_2 = \arctan(-\sqrt{2}), \beta_2 = -\frac{\pi}{3}, \gamma_2 = \arctan\left(\frac{1}{\sqrt{2}}\right) \); or \( \alpha_2 = \pi - \arctan\left(\frac{1}{\sqrt{2}}\right), \beta_2 = \frac{\pi}{3}, \gamma_2 = \pi - \arctan\left(\frac{1}{\sqrt{2}}\right) \). This means simple angles can be turned into complicated angles, thus not easy to deal with in applications.

In this paper we overcome this drawback by giving a new complete axiomatisation of ZX-calculus with purely algebraic rules, in the sense that there are only ring operations involved for phases. One of the features of this axiomatisation in comparison to the previous ones is that we deploy a generator which is first introduced in [20] diagrammatically represented by green box with parameters ranging in any complex numbers. The usefulness of the new generator has been fully shown in [10] by its power in deriving the (P) rule. We obtain the completeness by deriving all the rules in [12] from this new set of algebraic rules. One significant application of these algebraic rules is the derivation of the so-called spider nest identities [18], which are key to the T-count reduction of quantum circuits [4, 5]. The axiomatisation in [12] also has a triangle diagram as a generator as is the same case for the algebraic axiomatisation, whereas the former axiomatisation has a non-algebraic rule and its triangle-involved rules are more complicated then that of the latter. We point out that both the green box and the triangle are not really external to the original generators usually described as green and red spiders [7], they actually can be expressed in terms of those original generators, though in a complicated form [19, 12].

Furthermore, for another graphical language for quantum computing called ZH-calculus [1], which has applications in various fields like tensor network [6] and hypergraph states [16], we give a simple translation from the full ZH-calculus to ZX-calculus for the first time. Via this translation and the algebraic rules, we are able to derive all the ZX-translated ZH rules from the algebraic ZX rules. Although in principle we know this can be done because of the completeness of ZX-calculus, that doesn’t help us to gain a great benefit that all techniques obtained in ZH-calculus can be transplanted to ZX-calculus. Only by the detailed derivations using the algebraic rules could we have such bonus for ZX-calculus.

## 2 Algebraic axiomatisation of ZX-calculus

The ZX-calculus is based on a compact closed PROP [17], which is a strict symmetric monoidal category whose objects are generated by one object, with a compact structure [9] as well. Each PROP can be described as a presentation in terms of generators and relations [3].

First we give the generators of ZX-calculus in the following table. Note that all the diagrams in this paper should be read from top to bottom.
Remark 2.1 The generator $R_{Z,a}^{(n,m)}$ is first introduced in [20]. It seems that the generators $R_{Z,a}^{(n,m)}$, $T$ and $T^{-1}$ are totally external to the original generators usually described as green and red spiders [7], but they can actually be expressed in terms of those original generators, though in a complicated form [19] [12]. Here we just show that for $T$ and $T^{-1}$ as follows:

Also we define some diagrams as follows:

For simplicity, we make the following conventions:

and

which means $e$ represents an empty diagram.
There is a standard interpretation $\llbracket \cdot \rrbracket$ for the ZX diagrams:

\[
\llbracket \begin{array}{cccc}
0 & \cdots & m & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & m & 0
\end{array} \rrbracket = |0\rangle^{\otimes m} \langle 0|^{\otimes n} + a|1\rangle^{\otimes m} \langle 1|^{\otimes n},
\]

\[
\llbracket \begin{array}{cccc}
0 & \cdots & m & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & m & 0
\end{array} \rrbracket = |+\rangle^{\otimes m} \langle +|^{\otimes n} + a|\rangle^{\otimes m} \langle \rangle|^{\otimes n},
\]

\[
\llbracket \begin{array}{c}
1
\end{array} \rrbracket = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \quad \llbracket \begin{array}{c}
\vdots
\end{array} \rrbracket = 1, \quad \llbracket \begin{array}{c}
1
\end{array} \rrbracket = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \llbracket \begin{array}{c}
1
\end{array} \rrbracket = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\]

\[
\llbracket \begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array} \rrbracket, \quad \llbracket \begin{array}{c}
1
\end{array} \rrbracket = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \llbracket \begin{array}{c}
1
\end{array} \rrbracket = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\]

\[
[D_1 \otimes D_2] = [D_1] \otimes [D_2], \quad [D_1 \circ D_2] = [D_1] \circ [D_2],
\]

where

\[
|0\rangle = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad \langle 0| = \begin{pmatrix} 1 & 0 \end{pmatrix}, \quad |1\rangle = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad \langle 1| = \begin{pmatrix} 0 & 1 \end{pmatrix},
\]

\[
|+\rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \quad \langle +| = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \end{pmatrix}, \quad |\rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ -1 \end{pmatrix}, \quad \langle \rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -1 \end{pmatrix}.
\]

Now we give a purely algebraic set of rules for ZX-calculus in the sense that there are no trigonometry functions such as sin and cos involved.
Figure 1: Algebraic rules, $a, b \in \mathbb{C}$.

**Remark 2.2** The last three rules are all about the properties of the W state $\quad$. (Pcy) means phase copy, i.e., any phase can be copied by the W state; (Sym) means symmetry, i.e., the W state is symmetric; (Aso) means associativity, i.e., the W state is associative. In addition, the rules (H) and (S1) are first introduced in [20].

It is a routine check that these rules are sound in the sense that they still hold under the standard interpretation $\llbracket \cdot \rrbracket$. We mention again that a significant application of these algebraic rules is the derivation of the so-called spider nest identities [18], which are key to the T-count reduction of quantum circuits [4, 5].
With the standard interpretation and the above rules, we can define the completeness of ZX-calculus.

**Definition 2.3** The ZX-calculus is called complete if for any two diagrams $D_1$ and $D_2$, $\llbracket D_1 \rrbracket = \llbracket D_2 \rrbracket$ must imply that $\text{ZX} \vdash D_1 = D_2$.

**Remark 2.4** All the rules in Figure 1 now are algebraic, and they will be proved to be a complete axiomatisation of ZX-calculus. One may wonder how these rules are obtained. The answer is simply that giving rules is actually a constructive thing, and these rules are basically refined from plenty of practice of diagrammatical rewriting based on the previous rules [12]. The reason why trigonometry functions can be eliminated in this new set of rules is because the generators we have chosen in Table 1 allow an algebraic translation (an isomorphic functor in fact) from the ZW-calculus which is algebraic at the beginning [12]. Furthermore, we note that this new set of algebraic rules are not unique, as one could add more rules to the set or derive equivalent rules from them. The most important thing for choosing a set of rules is that they should be useful in applications as much as possible.

Below we give some useful properties following from Figure 1.

**Lemma 2.5**

![Diagram](image)

This has been proved in [2] based on rules (S1), (S2), (S3), (B1), (B2) and the definition of red spider.

**Proof:**

![Proof](image)

**Lemma 2.6**

![Diagram](image)

This has been proved in [2] based on rules (S1), (S2), (S3), (B1), (B2) and the definition of red spider.

**Proof:**

![Proof](image)

**Lemma 2.7**

![Diagram](image)

This has been proved in [2] based on rules (S1), (S2), (S3), (B1), (B2) and the definition of red spider.

**Lemma 2.8**

![Diagram](image)

This has been proved in [2] based on rules (S1), (S2), (S3), (B1), (B2) and the definition of red spider.

**Proof:**

![Proof](image)

3 Proof of completeness

In this section, we prove that the rules in Figure 1 are complete for ZX-calculus. Since it is already proved in [12] that ZX-calculus is complete with the rules presented in Figure 2 and Figure 3, we only need to prove that all the rules in Figure 2 and 3 can be derived from rules in Figure 1.
Figure 2: Previous ZX-calculus rules I, where $\alpha, \beta \in [0, 2\pi)$. 
Figure 3: Previous ZX-calculus rules II, where $\lambda, \lambda_1, \lambda_2 \geq 0, \alpha, \beta, \gamma \in [0, 2\pi)$; in (2o), $e^{i\gamma} = e^{i\alpha} + e^{i\beta}$. 
Remark 3.1 In the rule (2o), the equality $\lambda e^{i\gamma} = \lambda_1 e^{i\alpha} + \lambda_2 e^{i\beta}$ is not expressed in terms of trigonometry functions, but if we solve this equation to give the relations between the angles, then we get

$$\lambda = \sqrt{\lambda_1^2 + \lambda_2^2 + 2\lambda_1\lambda_2 \cos(\alpha - \beta)}$$

$$\gamma = \alpha + \arccos\left(\frac{\lambda_1 + \lambda_2 \cos(\alpha - \beta)}{\lambda}\right), \text{ if } \lambda \neq 0; \text{ and } \alpha = \beta + k\pi, |\lambda_1| = |\lambda_2|, \gamma \text{ can be any angle, if } \lambda = 0.$$

Remark 3.2 The main difference between the algebraic axiomatisation in this paper and the previous axiomatisation in [12] lies in that we use as generator a green box with parameters ranging over complex numbers in the algebraic axiomatisation rather than a yellow box with parameters ranging over non-negative real numbers in the previous axiomatisation. Furthermore, the rules with triangles involved in Figure 1 are simpler and more natural than those with triangles involved as shown in Figure 3. The usefulness of the new generator green box has been fully shown in [10] through the derivation of the (P) rule with the main help from the green box.

Theorem 3.3 ZX-calculus is complete for pure qubit quantum mechanics with the rules listed in Figure 1.

The proof is given in the appendix.

4 From ZH-calculus to ZX-calculus

ZH-calculus is another graphical language for quantum computing introduced by Backens and Kissinger [1]. It has found applications in various fields like tensor network [6] and hypergraph states [16]. So it would be very useful if we could establish a connection between ZH-calculus and ZX-calculus. In [22], there are translations established between phase-free ZH-calculus and ZX-calculus, yet there has been no translation found between the full ZH-calculus and ZX-calculus. In this section, with the algebraic axiomatisation of ZX-calculus, we are able to give a simple translation from any ZH diagrams to ZX diagrams with the semantics preserved. Furthermore, we derive all the translated ZH rules within ZX by the algebraic rules given in Figure 1. Although in principle we know this can be done because of the completeness of ZX-calculus, but that is not a constructive way. We give the details of all such derivations which is far from trivial especially for the last three ZH rules, which means the translation from ZH diagrams to ZX diagrams alone doesn’t guarantee an easy derivation of the ZH rules. By these translation and rule-derivation we have the bonus that any result obtained via ZH-calculus can be transplanted to ZX-calculus.

The ZH-calculus is also based on a PROP, thus can be presented by generators and rewriting rules. First we list its generators as follows [1]:
Z\((n,m)\) : \(n \rightarrow m\)

\[ Z\((n,m)\) : \(n \rightarrow m\) \]

Table 2: Generators of ZH-calculus, where \(m, n \in \mathbb{N}\), \(a \in \mathbb{C}\).

There is also a standard interpretation \([\cdot]\) for the ZH diagrams, here we only present the interpretation of the first two generators, as other generators are the same as that of ZX-calculus:

\[ Z\((n,m)\) = |0\rangle^{\otimes m} (|0\rangle^{\otimes n} + |1\rangle^{\otimes m}) |1\rangle^{\otimes n}. \]

\[ H_a\((n,m)\) = \sum a^{i_1 \cdots i_m} j_1 \cdots j_n |i_1 \cdots i_m\rangle \langle j_1 \cdots j_n|. \]

It is clear that the white spider in ZH-calculus is just the phase free green spider in ZX-calculus. Thus we can give a semantics-preserving translation \([\cdot]_{HX}\) from ZH-calculus to ZX-calculus via the translation of H-box:

\[ Z\((n,m)\) = \left[ \begin{array}{c} a^{i_1 \cdots i_m} j_1 \cdots j_n |i_1 \cdots i_m\rangle \langle j_1 \cdots j_n| \end{array} \right]. \]
This translation is totally new. Following [1], we make the convention that

\[
\begin{array}{c}
\ldots
\end{array}
\begin{array}{c}
\ldots
\end{array} :=
\begin{array}{c}
\ldots
\end{array}
\begin{array}{c}
\ldots
\end{array} = -1,
\]

then the ZH rules are given as follows:

Figure 4: ZH rules, where \(a, b \in \mathbb{C}\).

Now we derive the ZX-translated rules in Figure 4 from ZX rules.
The rules (ZS1), (ZS2), (M) and (U) just follow directly from the ZX rules (S1) and (S2). The rule (HS2) follows directly the ZX rule (S2) and the definition (H) of red spider. The ZH rule (BA1) is just a generalisation of the ZX rule (B2), which has been proved in ZX papers, for example [11]. So we only need to derive the remaining ZH rules (HS1), (A) (I) and (O) individually. This has been shown in the appendix.

Therefore, we have

**Theorem 4.1** All the ZX-translated ZH rules can be derived from ZX rules.

**Remark 4.2** Obviously, the completeness of ZX-calculus already implies that all the ZX-translated ZH rules can be derived from ZX rules. However, that is not a constructive proof, so we have no idea on how such derivation really happens. The consequence is that it does no help to ZX-calculus even if there is a great result obtained in the ZH-calculus. In another word, to know the conclusion that all the ZX-translated ZH rules can be derived from ZX rules is not enough, we need to show the details of the derivations.

## 5 Conclusion and further work

In this paper, we give a purely algebraic axiomatisation of ZX-calculus by introducing new generators. We show the proof of completeness by deriving complete rules established previously. Based on this algebraic axiomatisation, we obtain a simple translation of diagrams from ZH-calculus to ZX-calculus, and derive all the ZX-translated ZH rules within ZX-calculus.

In the next step, we would like to have a proof of completeness based on the algebraic rules presented in this paper via a normal form, rather than a translation from other graphical language. It is also interesting to go for another direction: translate diagrams from ZX-calculus to ZH-calculus and derive the ZX rules within ZH-calculus. Finally, it is worthwhile to apply these algebraic rules to the problem of quantum circuit optimisation.
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Appendix: Propositions, Lemmas and Proofs

Proof of Theorem 3.3

Below we use the rules from Figure 1 to derive the rules in Figure 2 and 3 one by one.

First (1a), (1b) and (1c) follow directly from (S1), (S3) and (S2) respectively. (1d) follows clearly from (S2) and the definition of red spider. (1e) follows from (1d) and (S3). (1f) is just a part of (EU). (1g) and (1h) are exactly (B1) and (B2) respectively.

Proposition 5.1

Proof:

(1i) follows when setting $a = e^{i\alpha}$.

□

Lemma 5.2

Proof:

□

Corollary 5.3

Proof: Let $a = 1$ in (Sca) and use (Ivs) and Lemma 2.9

□

Lemma 5.4

Proof:

□

Lemma 5.5

Proof:

□
Proof: \[ E_{pt} = \sqrt{2} \]

Proposition 5.6: \[ S_{ca} = \frac{1}{\sqrt{2}} - \frac{1}{\pi} = \square \]

Proposition 5.6

Proof: \[ \pi \]

Note that \( \lambda = \lambda \). Then (2a) and (2c) follow directly from (S1). (2b) directly follows from (S2).

Proposition 5.7: \[ \pi \]

Proof:

(2f) and (2g) are exactly (Bas0) and (Bas1) respectively.

Lemma 5.8: \[ \pi - 1 (Bas1') \]

This can be directly obtained by plugging a triangle inverse on both sides of (Bas1).

Proposition 5.9: \[ \pi \]
An Algebraic Axiomatisation of ZX-calculus

Proof:

\[
\begin{align*}
&\quad = \\
&= \\
&= \\
&= \\
\end{align*}
\]

\[\Box\]

Proposition 5.10

\[
\begin{align*}
&\quad = \\
&= (2j)
\end{align*}
\]

Proof:

\[
\begin{align*}
&\quad = \\
&= \\
&= \\
&= \\
\end{align*}
\]

\[\Box\]

Corollary 5.11

\[
\begin{align*}
&\quad =
\end{align*}
\]

(2)

Proof:

\[
\begin{align*}
&\quad = \\
&= \\
&= \\
&= \\
\end{align*}
\]

\[\Box\]

Proposition 5.12

\[
\begin{align*}
&\quad = \\
&= (2k)
\end{align*}
\]
Q. Wang

Proof:

\[
\text{Sym} = A_{20} = B_1 = \text{Sym} \quad \Box
\]

Proposition 5.13

\[
(2m)
\]

Proof:

\[
\text{Brk} = 2_j = S_1 = \text{Brk} \quad \Box
\]

Corollary 5.14

\[
\pi = \pi (\text{Brk}1') \quad (3)
\]

Proof:

\[
\Box
\]

The other part can be proved by symmetry.

\[
(2n) \text{ is just the rule (Pey).}
\]

Lemma 5.15

\[
\Box
\]

(2n) is just the rule (Pey).
By the rule (Suc), it is clear that (Zrp) is equivalent to the rule (Zero).

Lemma 5.16

Proof:

Lemma 5.17

Proof:

Lemma 5.18

Proof:

Lemma 5.19
Proof:

\[
\begin{align*}
S \equiv & \quad \text{Sym} \equiv \\
& \equiv \quad \text{Bas}^0 \equiv \\
\end{align*}
\]

\[\square\]

Lemma 5.20

\[
\begin{align*}
Q & = \equiv \\
& \equiv \\
-1 & = \equiv \\
\end{align*}
\]

(6)

Proof:

\[
\begin{align*}
\text{Brk} & \equiv \\
2m & \equiv \\
& \equiv \\
\Rightarrow & \equiv \\
\text{Com} & \equiv \\
& \equiv \\
\end{align*}
\]

\[\square\]

Lemma 5.21

\[
\begin{align*}
\text{Brk} & \equiv \\
2m & \equiv \\
& \equiv \\
\Rightarrow & \equiv \\
\text{Com} & \equiv \\
& \equiv \\
\end{align*}
\]

\[\square\]

\[
\begin{align*}
& \equiv \\
& \equiv \\
& \equiv \\
\text{(AD')} & \equiv \\
& \equiv \\
\end{align*}
\]
Proof: If \( b \neq 0 \), then

If \( b = 0 \), then

Proposition 5.22

Proof:
Proposition 5.23

\[ \pi = (2h) \]

Proof:

\[ \pi = \pi \]

Asso

\[ \pi = 2o \]

Zero

\[ \pi = \text{Sym} \]

Bass'

(2h) follows immediately.

\[ \square \]

Clearly, (2h) is equivalent to \([IVT]\).

Corollary 5.24

\[ -1 = (IVT) \]

(7)

Proof:

\[ \square \]

Proposition 5.25

\[ (2d) \]
Proof:

\[ \text{Bas1} = \text{Brk} = 2h = \text{Bas3} \implies \]

\[ \text{Bas1} = \text{Brk} = 2h = \text{Bas3} \implies \]

\[ \text{Bas1} = \text{Brk} = 2h = \text{Bas3} \implies \]

Lemma 5.26

\[ = \]

(8)

Proof:

\[ = = = = = = \text{Sca} \]

Lemma 5.27

\[ = = (H2) \]

Proof:

\[ = = = = = = \text{Sca} \]

□
Lemma 5.28

\[ H_\pi = \frac{1}{2} \quad (9) \]

Proof:

Proposition 5.29

\[ = \quad (2l) \]

Proof:
Proof of Theorem 4.1

For simplicity, we use the following notation.

\[
\begin{align*}
\mathcal{A} &:= \begin{array}{c}
\n\end{array} \\
\mathcal{A} &:= \begin{array}{c}
\n\end{array}
\end{align*}
\]

Lemma 5.30

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\n\end{array}
\end{array}
\end{array}
\end{array}
\]

Proof:

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\n\end{array}
\end{array}
\end{array}
\end{array}
\]

□

Lemma 5.31

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\n\end{array}
\end{array}
\end{array}
\end{array}
\]

(BiA)

Proof:

\[
\begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\n\end{array}
\end{array}
\end{array}
\end{array}
\]

□
Corollary 5.32

This can be proved by induction, see (L1) in [18].

Note that

\[ H X = \cdots -1 \quad (10) \]

Proof:

Then it is clear that the ZH rule (BA2) follows directly from equation (10) and Corollary 5.32.

Lemma 5.33

Proof:

The other equality can be obtained by symmetry.

Lemma 5.34
Proof:

\[
\begin{array}{c}
\text{3.33}
\end{array}
\]

Corollary 5.35

Proof:

\[
\begin{array}{c}
\text{5.33}
\end{array}
\]

Lemma 5.36

Proof:
**Proposition 5.37** (*Derivation of (HS1))

\[ ZX \vdash \vdash H X \]

**Proof:**

\[ n \]

\[ H^2 \equiv \text{Inv} \]

\[ \text{Lemma 5.38} \] (Brkp)
Proof:

\[
\begin{align*}
A & \equiv 2j \equiv \text{Sym} \equiv B^2 \equiv \text{Hopf} \equiv A \\
& = \text{Sym} \equiv 2k \equiv \text{Sym} \equiv \text{Hopf} \equiv A
\end{align*}
\]

Therefore,

\[
\begin{align*}
\text{Sym} & \equiv 2k \equiv \text{Sym} \equiv \text{Hopf} \equiv A
\end{align*}
\]

\[\square\]

**Proposition 5.39** *(Derivation of (A))*

\[
ZX \vdash \begin{array}{c}
\begin{array}{c}
\text{In}_w \\
\text{S}1
\end{array}
\end{array} = \begin{array}{c}
\begin{array}{c}
\text{H}_X
\end{array}
\end{array}
\]

**Proof:** First we have
If $b = 0$, then

If $b \neq 0$, then we have

$\Box$

**Proposition 5.40** (*Derivation of (I)*)

$$\begin{align*}
ZX^+ = & \begin{array}{c}
\begin{array}{c}
\begin{array}{c}
\text{proof}\end{array}
\end{array}
\end{array}
\end{align*}$$

Proof:
Proposition 5.41  (Derivation of (O))

\[ ZX \vdash \begin{array}{c}
\overline{2} \\
\pi \\
\end{array} = H \]

Proof:

\[
\begin{array}{c}
\text{\scriptsize 5.33} \\
\text{\scriptsize 5.30} \\
\end{array}
\]