Noise induced swarming of active particles
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We report on the effect of spatially correlated noise on the velocities of self propelled particles. Correlations in the random forces acting on self propelled particles can induce directed collective motion, i.e. swarming. Even with repulsive coupling in the velocity directions, which favors a disordered state, strong correlations in the fluctuations can align the velocities locally leading to a macroscopic, turbulent velocity field. On the other hand, while spatially correlated noise is aligning the velocities locally, the swarming transition to globally directed motion is inhibited when the correlation length of the noise is nonzero, but smaller than the system size. We analyze the swarming transition in $d$ dimensional space in a mean field model of globally coupled velocity vectors.

PACS numbers:

I. INTRODUCTION

It seems surprising that certain forms of order can arise in randomly forced systems. Yet noise and heterogeneity from different sources and at different scales is ubiquitous in nature where such synergetic effects as stochastic resonance [1,2], coherence resonance [3,5] and noise induced synchronization [6–9] can explain regularity despite an inherently random environment. Even in linear systems correlations in the noise can cause correlations in the system response which is famously known as Moran’s theorem in ecology [10]. In this report we study the alignment of vectors evolving on the surface of a $d$ dimensional sphere subject to polar attractive or repulsive interaction and to white noise which may be correlated between individual vectors or globally. When the vectors are interpreted as velocity vectors of self propelled active particles, for instance in the paradigmatic Vicsek model [11], alignment can be observed as a macroscopic nonzero flow, resulting in an effective transport of matter and momentum. We show that a global random forcing can lead to a complete alignment of velocities, even for moderately small repulsive interaction. In $d=2$ dimensions the vectors are characterized by a single angle, and noise induced swarming is really an expression of noise induced synchronization. Our mean field analysis in the second half of this paper generalizes this effect to higher dimensions. In the absence of coupling, and in the limit of large $d$, the restriction to the surface of the unit sphere becomes irrelevant. This is in direct analogy to the distinction between the microcanonical and the canonical ensemble in thermodynamics and the restriction to a surface of constant energy. We find that in this limit the vector components become independent linear processes and alignment of the vectors by correlated white noise is explained by Moran’s theorem. In the first part of this paper, after an introduction to the Moran effect, noise induced synchronization, the similarities between the Vicsek model of active particles, the Kuramoto model and its higher dimensional generalizations, we study the effect of spatially correlated noise in a Vicsek-like dry model [12] of active particles numerically. We observe local alignment of velocities due to the correlations in the noise, i.e. noise induced swarming. While we argue that this effect is intimately related to already known mechanisms, it has only recently been put forward as an explanation for the stabilization of small schools of fish [13]. The statistical physics of the swarming transition in the Vicsek model has been an active field of research for a long time (see [12,14] and references therein). It is not the goal of this paper to shed light on the spatio-temporal scaling properties of the transition. Instead we demonstrate the effect of noise induced swarming by calculating velocity distributions and exact order parameters in the mean field approximation.

The coefficient of correlation between two linear stochastic processes subject to additive, correlated Gaussian white noise is equal to the correlation between the two noise forces. This mathematically trivial theorem is known in ecology as the Moran effect [10] offering an explanation for correlations in equilibrium fluctuations of species populations over large distances which are not coupled through migration. The source of correlated noise can be thought of as external perturbations, e.g. a top predator, fluctuations in a common resource or extreme weather events, acting over long distances directly or on a fast convective or diffusive time scale. The effect has also been studied in non-linear and non-equilibrium processes [15], e.g. for cyclic population dynamics [16]. Indeed, nonlinear self-sustained oscillators may synchronize when they are subjected to correlated fluctuations. This somewhat counter intuitive behavior is known as noise induced synchronization [6–9] and can even be observed in chaotic oscillators subject to common noise [17]. The Kuramoto model of coupled oscillators [18,19] and the Vicsek model of self propelled particles [11] are paradigmatic in their respective fields - synchronization and active matter. Recently, efforts have been made to exploit similarities, to generalize the respective models and to transfer results [20,21]. Oscillations in the Ku-
ramoto model are naturally related to vortices in active matter flows and to helical motion \[30,32\]. The Vicsek model, on the other hand, is easily formulated in three dimensional space and higher dimensional generalizations of the Kuramoto model have been proposed recently.

Statistical thermodynamics of active particles, elucidating the origin and the often dominating role of fluctuations in microscopic non-equilibrium systems, is another active field of research \[33,34\]. However, in the Langenau description of microscopic stochastic dynamics the fluctuations are often assumed to be independent Gaussian white noise. Allowing the noise to be autocorrelated in time can give rise to novel effects \[35,38\]. Here we study the effect of spatial correlations which has not been considered so far. In two dimensions the analysis of noise induced synchronization can directly be applied to the Vicsek model where it manifests as noise induced swarming, as we refer to the emergent alignment of velocity vectors under the influence of common or correlated noise. Indeed, common multiplicative noise in the form of finite size fluctuations has recently been identified as a mechanism to stabilize coherent swarming in small schools of fish \[13\].

In the next section Sec.II we will introduce Langevin equations for a Vicsek-like dry model of active particles \[12\], i.e. polar particles without hydrodynamic equations for the medium through which the particles interact. We study noise induced swarming in this model with polar interaction in two and three dimensions numerically and find that spatial correlations in the noise lead to an increase in the local alignment of velocities at the scale of the correlation length but inhibits global synchronization. In Sec.III we analyze the model in the mean field approximation and find the distributions of order parameters for arbitrary dimensions \(d\). The alignment of high dimensional vectors confined to the surface of a hypersphere is of interest in opinion dynamics and consensus based optimization \[39,40\]. It is in the limit of high dimensions that the formal connection between noise induced swarming and Moran’s theorem becomes apparent.

II. SPATIALLY EXTENDED MODEL

The original Vicsek model of self propelled particles \[11\] defines a time-discrete map for the positions \(\vec{x}_n \in \mathbb{R}^d\) and unit length velocities \(\vec{v}_n \in S^{d-1}\), \(v_n = |\vec{v}_n| = 1\) of particles \(n = 1 \ldots N\) in a \(d = 2\) two dimensional system. In each time step the positions change according to the velocities and the velocities assume the direction of the average velocity within a coupling range \(R\) plus a uniformly distributed individual random angle. Here we adopt a more mechanical model \[11\], where so called vectorial noise acts in the same way as the coupling forces. The dynamics of the self propelled particles is given by Langevin stochastic differential equations, i.e. continuous in time and subject to Gaussian white noise. Forces, including the random fluctuations, act only in the orthogonal directions on the velocities, thus changing the direction but not the speed of the particles. In units of time and space where \(v = 1\) the equations of motion are

\[
\dot{\vec{x}}_n = \vec{v}_n \\
\dot{\vec{v}}_n = \vec{F}_n - (\vec{F}_n \cdot \vec{v}_n) \vec{v}_n
\]

i.e. \(\dot{\vec{v}} \cdot \vec{v} = 0\). Any common component in the forces \(\vec{F}_n\), including a common noise source, will contract all velocities on the surface of the sphere into that direction, may overcome independent noise and heterogeneity in the forces and lead to an emergent collective swarming state. The assumption of a constant velocity, identical for all particles, is a strong simplification, implying low heterogeneity of the particles and a fast relaxation to the terminal velocity where friction and propulsion forces are balanced. The force acting on a particle is aligning it to the local velocity field with a coupling strength \(K\) and has a stochastic component which we model as a Gaussian white noise field \(\vec{\eta}(\vec{x}, t)\) of strength \(D\)

\[
\vec{F}_n = K \langle \vec{v}_n \rangle_R + \sqrt{2D} \vec{\eta}(\vec{x}_n, t).
\]

The term \(\langle \vec{v}_n \rangle_R\) denotes the average velocity of particles within the coupling distance \(R\) to the position \(\vec{x}_n\).

The projection in \(\vec{v}_n = \langle \vec{v}_n \rangle_R\) makes the noise multiplicative. The stochastic differential equation \(\vec{F}(\vec{t})\) has therefore to be interpreted in the sense of Stratonovich to ensure the constant velocity amplitude. Unlike the contraction into the direction \(\vec{F}(\vec{t})\) in \(\vec{F}(\vec{t})\), a random but common rotation, so called angular noise, would not change the angles between velocities. Only correlations of the vectorial noise in \(\vec{F}\) will lead to noise induced swarming. Let us define the set of neighbors \(U_n(\Lambda) = \{m : |\vec{x}_m - \vec{x}_n| \leq \Lambda\}\) including particle \(n\), the number of neighbors \(k_n(\Lambda) = |U_n(\Lambda)|\), the local velocity field

\[
\vec{V}_n = \langle \vec{v}_n \rangle_R = \frac{1}{k_n(\Lambda)} \sum_{m \in U_n(\Lambda)} \vec{v}_m
\]

as well as the global order parameter \(V = \frac{1}{N} \sum_n \vec{v}_n\) and the average local order parameter \(V_R = \frac{1}{N} \sum_n |\vec{V}_n|\).

Spatially correlated but not necessarily identical noise introduces another time and length scale into the model, i.e. the coefficient of correlation \(0 \leq q \leq 1\) (we do not consider anti-correlated noise) and a correlation length \(\Lambda\). In our numerical simulation we create spatially correlated noise by averaging distributed independent white noise sources. Indeed, assigning an independent white noise source \(\xi_n = (\xi_{ni})\) with \(n = 1 \ldots N\), \(i = 1 \ldots d\) and \(\langle \xi_{ni}(t) \xi_{nj}(t') \rangle = \delta_{mn} \delta_{ij} \delta(t-t')\) to each particle, and defining

\[
\vec{\eta}(\vec{x}_n, t) = \sqrt{k_n(\Lambda)} \langle \xi_n \rangle_{\Lambda} = \frac{1}{\sqrt{k_n(\Lambda)}} \sum_{m \in U_n(\Lambda)} \xi_m.
\]
we obtain spatially correlated white noise \( \tilde{\eta}(\tilde{x}_n, t) = \tilde{\eta}_n = (\eta_{ni}) \) with

\[
\langle \eta_{ni}(t)\eta_{nj}(t') \rangle = q(\tilde{x}_m, \tilde{x}_n)\delta_{ij}\delta(t-t')
\]

(6)

and with a spatial correlation function of characteristic length scale \( \Lambda \)

\[
q(\tilde{x}_m, \tilde{x}_n) = \frac{|U_m(\Lambda) \cap U_n(\Lambda)|}{\sqrt{k_m(\Lambda)k_n(\Lambda)}}.
\]

(7)

The specific source of the correlations and shape of the correlation function is not essential for the effect of noise induced swarming but may effect the statistics of turbulent states. Power-law correlations in the noise would lead to power-law correlations in the velocity field and vanishing difference in the noise at small spatial distances may lead to the formation of separated clusters in the long time limit. Note that uncorrelated noise will, in the thermodynamic limit of large \( N \), affect macroscopic observables smoothly on diffusive time and length scales. On the other hand, spatial correlations in the noise are macroscopic forces, leading to macroscopic fluctuations of observables at the scale of the correlation length, even in the thermodynamic limit. In Fig.1 we demonstrate the emergence of a macroscopic irregular velocity field, characterized by high local order and low global order, through noise induced swarming. We call a velocity field turbulent in this sense. We have simulated \( N = 16384 \) particles in two and three dimensional domains with periodic boundary conditions and side lengths \( L = 16 \) and \( L = 8 \), respectively. The particle velocity is \( v = 1 \), and the coupling radius is \( R = 0.5 \). We use the Euler-Maruyama method with additional renormalization of the velocity vectors after each step (\( dt = 0.01 \)) to integrate the Langevin equations (1)-(6). In panel (a) the local and global order parameters in \( d = 3 \) dimensions are shown as a function of the correlation length scale \( \Lambda/R \). Without coupling, i.e. \( K = 0 \) (Fig.1a black and yellow curves) and for spatially uncorrelated noise \( \Lambda \to 0 \), the velocities are independent and uniformly distributed on the unit sphere resulting in a low global order parameter \( V = 1/\sqrt{N} \approx 0.008 \) and a moderate local order parameter \( V_R = 1/\sqrt{k(R)} \approx 0.24 \). Increasing the correlation length the particle velocities at distances \( O(\Lambda) \) become correlated but are uncorrelated over longer distances. The local order parameter \( V_R \) increases, while the global order parameter \( V \) remains low. When \( K \) is large enough to force velocity alignment in the Vicsek model with uncorrelated noise of strength \( D \) (Fig.1a blue and red curves and Fig.1c), increasing the correlation length but keeping the noise strength constant, can destroy the state of globally directed motion (Fig.1a,d). Panel (b) shows the turbulent \( d = 2 \) velocity field for uncoupled particles (\( K = 0 \)) subject to white noise of strength \( D = 0.5 \) and noise correlation length scale \( \Lambda = 2 \). Panels (b) and (d) show states of active matter turbulence, in Fig.1b without coupling (pure noise induced swarming) and in Fig.1d with attractive coupling. Repulsive coupling will only further decrease the average local order parameter.

![FIG. 1: The local order \( V_R \) is increasing when the noise correlation length \( \Lambda \) is increased, while global alignment \( V \) is inhibited. (a) Local and global order parameters \( V_R \) and \( V \) in the 3d model of \( N = 16384 \) self propelled particles in a periodic domain of side length \( L = 8 \), with coupling distance \( R = 0.5 \) and different noise correlation lengths \( \Lambda \). Solid lines are median values and dashed lines ±25% percentiles. Red and blue lines for coupling strength \( K = 1.0 \) and noise strength \( D = 0.2 \). Yellow and black lines for uncoupled particles with \( K = 0.0 \) and \( D = 0.5 \). (b) Turbulent noise induced swarming state. Velocity vectors of \( N = 16384 \) particles in a 2d periodic domain of side length \( L = 16 \), zero coupling strength \( K = 0 \) over a coupling radius \( R = 0.5 \) (solid black circles) and noise strength \( D = 0.5 \) with noise averaging over circles of radius \( \Lambda = 2 \) (dashed circles). The shades of the vectors indicate the direction. In (c) and (d) we show the velocity vectors of \( N = 16384 \) particles (only 4000 are shown in (c)) in a periodic 3d medium with \( L = 8 \). Coupling radius is \( R = 0.5 \), coupling strength and noise strength are \( K = 1.0 \) and \( D = 0.2 \) with correlation lengths (c) \( \Lambda = 10^{-4} \) and (d) \( \Lambda = 1.0 \). Globally directed swarming state with \( V \approx 0.66 \) in (c) and turbulent velocity field due to correlated noise in (d). Velocity directions are also indicated by color.](https://example.com/fig1.png)

### III. MEAN FIELD ANALYSIS

If \( R \) is larger than the system size and the correlation function is approximately constant, the global order parameter is described by mean field theory \[42\, 43\]. For finite coupling radius, if the timescale of the local alignment is faster than the timescale of the motion, only the local velocity fields may be described by mean field
theory. It is noteworthy that there is no explicit density dependent interaction in this model, such as volume excluding repulsive forces or cohesive interaction. Fluctuations in the density larger than the expected finite size fluctuations are an emergent effect. Large flocks of particles going in the same direction at the same speed stay together longer and grow through assimilation, while they also may break through scattering. Such coherent structures play an important role in the propagation and eventual divergence of velocity correlations through coupling \[11\]. Since mean field analysis assumes high particle densities we simulate rather small spatial domains \[3\]. Interestingly a similar approach gives the mean velocity from (14) for \(d = 3\), as well as the numerical evaluation of the mean velocity from (14) for \(d = 3\), together with the data obtained in the simulation of the Langevin equations in Fig.\[2\]. We observe, that with \(\lim_{a \to 1} \Phi_d(a) = 1\) the density (14) is normalizable at the pole \(a = 1\) only if \(\kappa < 1 - d\), i.e. \(\kappa_{\text{cr}} = 1 - d\). For larger values the common noise leads to a complete alignment even for negative coupling \(1 - d < \kappa < 0\). For repulsive coupling in the range \(-d < \kappa < 1 - d\) the probability density is normalizable but divergent at \(a = 1\). This regime

\[
p(\vec{v}) = \frac{1}{Z} e^{\kappa V \cdot \vec{v}}
\]  

(9)

with normalization constant \(Z\), where the order parameter is implicitly given \[44\] as a ratio of modified Bessel functions of the first kind

\[
V = \frac{I_d/2(\kappa V)}{I_d/\sqrt{2V}}.
\]  

(10)

The bifurcation curve \(V = V(\kappa)\), shown in Fig.\[3\] and compared to simulations of the Langevin Equations, has the parametric form \(V(x) = I_{d/2}(x)/I_{d/2-1}(x)\), \(\kappa(x) = x/V(x)\) and \(x \geq 0\). At the critical coupling \(\kappa_{\text{cr}} = d\), where \(x \to 0\), the order parameter becomes zero with square root scaling \[31\]. Interestingly a similar second order transition is observed in active Ornstein-Uhlenbeck processes with non-linear directional coupling \[10\].

With only common noise, i.e. \(q = 1\), all velocities are subject to the same force \(\vec{F}_n(t) = \vec{F}(t)\). In analogy to the invariant Ott-Antonsen manifold for phase oscillators forced in the first harmonics \[17\] a family of continuous distributions on higher dimensional unit spheres given by the hyperbolic Poisson kernel \[48\]

\[
p(\vec{v}) = \frac{1}{Z} \left(1 - \frac{a^2}{|\vec{v} - \vec{a}|^2}\right)^{d-1}
\]  

(11)

exists, which includes a uniform initial distribution \((a = 0)\) and, under common forcing, is invariant under the flow defined by \[3\]. The ensemble mean velocity is a function of the parameter \(\vec{a}\) with \(|\vec{a}| = a \leq 1\)

\[
\langle \vec{v} \rangle = \Phi_d(a) \vec{a},
\]  

(12)

where \(0 < \Phi_d(a) \leq 1\) and \(\Phi_d(1) = 1\). Only for \(d = 2\) we have \(\Phi_2(a) = 1\) and the mean velocity is equal to \(\vec{a}\). The functions \(\Phi_d(a)\) are related through recurrences and have expressions which increase in complexity with the dimension \(d \geq 2\). However, the parameter \(\vec{a}\) follows a simple dynamics inside the \(d\)-dimensional unit sphere \[48\]

\[
\dot{\vec{a}} = \frac{1}{2} (1 + a^2) \vec{F} - (\vec{F} \cdot \vec{a}) \vec{a}.
\]  

(13)

After calculating the drift and diffusion coefficients in the Fokker Planck equation of \(a = |\vec{a}|\) for this Stratonovich Langevin equation, we can formally write down the stationary distribution (Appendix A)

\[
p(a) = \frac{1}{Z} (1 - a^2)^{-d} a^{1-d} \exp \left[\int_0^t 2a \Phi_d(s) ds \right].
\]  

(14)

The time average of the ensemble mean velocity \(\langle V \rangle_t = \langle \Phi_d(a) \rangle\) can be calculated either numerically or, for \(d = 2\) and \(d = 4\), as a ratio of special functions (Appendix A). For \(d = 2\)

\[
\langle V \rangle_t = \frac{1}{2} B \left(1, -\kappa, -\kappa\right)
\]  

(15)

with the Beta function \(B(a, b)\) and for \(d = 4\)

\[
\langle V \rangle_t = \frac{3}{2\kappa} Z_4(3, 3; \kappa) + 2Z_4(5, 4; \kappa)
\]  

(16)

with

\[
Z_4(a, b; \kappa) = M \left(\frac{a}{2}, 1 - b + \frac{a}{2} - \kappa; \kappa/2\right) B \left(\frac{a}{2}, 1 - b - \kappa\right)
\]  

(17)

and Kummer’s confluent hypergeometric function \(M(a, b; z)\). We plot the analytic expressions (15)-(17) for \(d = 2\) and \(d = 4\), as well as the numerical evaluation of the mean velocity from (14) for \(d = 3\), together with the data obtained in the simulation of the Langevin equations in Fig.\[2\]. We observe, that with \(\lim_{a \to 1} \Phi_d(a) = 1\) the density (14) is normalizable at the pole \(a = 1\) only if \(\kappa < 1 - d\). For larger values the common noise leads to a complete alignment even for negative coupling \(1 - d < \kappa < 0\). For repulsive coupling in the range \(-d < \kappa < 1 - d\) the probability density is normalizable but divergent at \(a = 1\). This regime
is characterized by intermittent strong synchronization and desynchronization.

The case of purely noise induced swarming with $K = 0$ can be analyzed in a similar way. The square of the mean velocity is given by the ensemble average of the velocity correlation $C = \vec{v} \cdot \vec{v}'$

$$V^2 = \frac{1}{N^2} \sum_{n,m} \vec{v}_n \cdot \vec{v}_m. \quad (18)$$

With correlated noise this ensemble average is fluctuating in time but the time average is given by the expected value of $C$ with respect to the stationary distribution (Appendix A)

$$p(C) = \frac{1}{Z} \frac{(1 - C^2)^{d-1}}{(1 - qC)^{d-1}}. \quad (19)$$

The normalizing factor $Z$ and the average squared order parameter $\langle V^2 \rangle_t = \langle C \rangle$ have expressions in terms of the Gauss hypergeometric function $2F_1(a, b; c; z)$ and the beta function. We write

$$Z(a, b; q) = \int_{-1}^1 (1 - C^2)^{b-1} (1 - qC)^{-a} dC = \frac{2^{2b-1}}{(1 + q)^a} B(b, b) 2F_1(a, b, 2b; \frac{2q}{1+q}) \quad (20)$$

Then $\langle C \rangle$ follows from

$$\langle 1 - qC \rangle = 1 - q\langle C \rangle = \frac{Z(d, \frac{d-1}{2}; q)}{Z(d-1, \frac{d-1}{2}; q)}. \quad (21)$$

We note that $C$ is distributed on the interval $-1 \leq C \leq 1$ but $\langle C \rangle \geq 0$ for $q \geq 0$. The square root of $\langle C \rangle = \langle V^2 \rangle_t$ is shown in Fig. 2 for $d = 2, 3$ and 4 and compared to simulations of the Langevin equations. At this point we can draw the parallel to the Moran effect. In high dimensions the components of the velocity vectors become independent linear processes. Due to entropic forces, manifest as a linear, noise induced drift to smaller values (Appendix A), the components of $\vec{v}$ are approximately Gaussian normal of variance $1/d$. The stochastic quantity $C = \vec{v} \cdot \vec{v}'$ is equal to the ensemble coefficient of correlation in $d$ realizations of two linear stochastic processes $v_i(t)$ and $v'_i(t)$ with $i = 1 \ldots d$ subject to correlated white noise. The distribution of $C$ for $d$ pairs of Ornstein-Uhlenbeck processes with correlated noise was found in [50]. For large $d$ it is similar to [19]. From the law of large numbers follows Moran’s theorem that $p(C) = \delta(C - q)$ for $d \to \infty$, i.e. the ensemble coefficient of correlation for $d \to \infty$ is exactly equal to the correlation of the noise. In Fig. 2 we plot the distribution [19] and observe that it converges to a delta distribution at $C = q$.

IV. CONCLUSIONS

We have calculated exact distributions for the mean velocity $V = \langle \vec{v} \rangle$ and for the velocity correlation $C = \vec{v} \cdot \vec{v}'$ describing the alignment of mean field coupled velocity vectors subject to purely uncorrelated noise $q = 0$, purely identical noise $q = 1$ and in the absence of coupling $K = 0$, respectively. In the first two cases there exist critical coupling to noise ratios $\kappa_{cr}$ where transitions from an isotropic velocity distribution to partial alignment ($q = 0$) and from intermittent synchronization to permanent, complete alignment ($q = 1$) occur. In the uncoupled case $K = 0$ the noise correlation $q$ param-
etersizes a cross-over between zero order at \( q = 0 \) and complete alignment at \( q = 1 \). We call the resulting directed movement in self propelled particles subject to correlated noise, noise induced swarming. For \( 0 < q < 1 \) a cross-over from low to high order is observed (Fig.2a,d) but no critical transition when the coupling strength \( \kappa \) is changed. In the light of our mean field results it is surprising that increasing the correlation length of the noise in spatially extended systems of self propelled particles, without changing the noise strength, can increase the velocity alignment locally but at the same time inhibit the transition to global directed motion. This effect could have important implications for decentralized control of crowds, or for swarms of artificial agents in random environments.

[1] R. Benzi, A. Sutera, and A. Vulpiani, Journal of Physics A 14, L453 (1981).
[2] L. Gammaitoni, P. Hänggi, P. Jung, and F. Marchesoni, Rev. Mod. Phys. 70, 223 (1998).
[3] H. Gang, T. Ditzinger, C. Z. Ning, and H. Haken, Phys. Rev. Lett. 71, 807 (1993), URL https://link.aps.org/doi/10.1103/PhysRevLett.71.807.
[4] A. S. Pikovsky and J. Kurths, Phys. Rev. Lett. 78, 775 (1997).
[5] B. Lindner, J. Garcia-Ojalvo, A. Neiman, and L. Schimansky-Geier, Phys. Rep. 392, 321 (2004).
[6] J. N. Teramae and D. Tanaka, Physical review letters 93, 204103 (2004).
[7] D. S. Goldobin and A. Pikovsky, Physica A: Statistical Mechanics and its Applications 351, 126 (2005).
[8] H. Nakao, K. Arai, and Y. Kawamura, Physical review letters 98, 184101 (2007).
[9] K. H. Nagai and H. Kori, Physical Review E 81, 065202 (2010).
[10] P. A. Moran, Australian Journal of Zoology 1, 291 (1953).
[11] T. Vicsek, A. Czirók, E. Ben-Jacob, I. Cohen, and O. Shochet, Physical review letters 75, 1226 (1995).
[12] H. Chaté, Annual Review of Condensed Matter Physics 11, 189 (2020).
[13] J. Jhawar, R. G. Morris, U. Amith-Kumar, M. Danny Raj, T. Rogers, H. Rajendran, and V. Guttal, Nature Physics 16, 488 (2020).
[14] F. Ginelli, The European Physical Journal Special Topics 225, 2099 (2016).
[15] S. Engen and B.-E. Sæther, The American Naturalist 166, 603 (2005).
[16] T. M. Massie, G. Weithoff, N. Kucklender, U. Gaedke, and B. Blasius, Nature communications 6, 1 (2015).
[17] A. S. Pikovsky, Physics Letters A 165, 33 (1992).
[18] Y. Kuramoto, in International symposium on mathematical problems in theoretical physics (Springer, 1975), pp. 420–422.
[19] Y. Kuramoto, Synergetics 19 (1984), URL https://cir.nii.ac.jp/crid/1573387449650366336.
[20] M. Lohe, Journal of Physics A 42, 395101 (2009).
[21] T. Tanaka, New Journal of Physics 16, 023016 (2014).
[22] J. Zhu, Physics Letters A 377, 2939 (2013).
[23] A. Crnkić, V. Jaćimović, and M. Marković, Analysis and Mathematical Physics 11, 1 (2021).
[24] J. Markdahl, J. Thunberg, and J. Gonçalves, Automatica 113, 108736 (2020).
[25] D. Levis, I. Pagonabarraga, and B. Liebchen, Phys. Rev. Research 1, 023026 (2019), URL https://link.aps.org/doi/10.1103/PhysRevResearch.1.023026.
[26] N. Kruk, Y. Maistrenko, and H. Koeppl, Phys. Rev. E 98, 032219 (2018), URL https://link.aps.org/doi/10.1103/PhysRevE.98.032219.
[27] M. Lipton, R. Mirollo, and S. H. Strogatz, Chaos: An Interdisciplinary Journal of Nonlinear Science 31, 093113 (2021).
[28] A. Chepizhko and V. Kulinskii, Physica A: Statistical Mechanics and its Applications 389, 5347 (2010).
[29] M. Lohe, Journal of Physics A 49, 166201 (2016).
[30] A. Crnkić, V. Jaćimović, and M. Marković, Analysis and Mathematical Physics 11, 1 (2021).
[31] K. H. Nagai, Y. Sumino, R. Montagne, I. S. Aranson, and H. Chaté, Phys. Rev. Lett. 114, 168001 (2015), URL https://link.aps.org/doi/10.1103/PhysRevLett.114.168001.
The order of a velocity field is quantified by the alignment of vectors. Under rotational symmetry of a distribution the order parameter in the system becomes a one dimensional stochastic process with \( \tilde{\mu} = \hat{\mu}(f) \) and \( \tilde{\sigma} = \hat{\sigma}(f) \) where the stationary probability density \( p(f) \) is current free, i.e.

\[
\tilde{\mu} p = \frac{1}{2} \frac{\partial f}{\partial \sigma^2} \left( \hat{\sigma}^2 p \right). \tag{30}
\]

This equation is solved by

\[
p(f) = \frac{1}{Z} e^{\frac{f}{2} \hat{\sigma}^2(f) + ds}
\]

where \( Z \) is a normalization constant.

**Case of uncorrelated noise:** Given a force on the velocities \( \vec{v}_n \)

\[
\vec{F}_n = \kappa V_0 \vec{e}_z + \sqrt{2} \xi^n
\]

with a fixed deterministic part, here without loss of generality in the \( z \) direction, and uncorrelated Gaussian white noise \( \xi_n \) the Stratonovich SDEs (22) for \( \vec{v} \) are

\[
d\vec{v}_j = \kappa V_0 (\delta_{iz} - v_z v_i) dt + \sqrt{2} \sum_j (\delta_{ij} - v_i v_j) \circ dW_j.
\]

It follows

\[
\mu_i = \kappa V_0 (\delta_{iz} - v_z v_i)
\]

\[
\sigma_{jk} = \sqrt{2} (\delta_{jk} - v_j v_k).
\]

The Ito SDEs (23) for the velocity components are

\[
dv_i = (\kappa V_0 (\delta_{iz} - v_z v_i) - (d - 1) v_i) dt + \sqrt{2} \left( dW_i - v_i \sum_j v_j dW_j \right).
\]

Here we note the linear entropic force or noise induced drift of strength \( d - 1 \) towards zero. The Ito SDE (29) for \( f = v_z \) follows with Eq. (27) and (28) as

\[
dv_z = [\kappa V_0 (1 - v_z^2) - v_z (d - 1)] dt + \sqrt{2 (1 - v_z^2)} dW_z
\]

and we calculate the stationary distribution (31)

\[
p(v_z) = \frac{1}{Z} (1 - v_z^2)^{d/2 - 1} e^{\kappa V_0 v_z}.
\]

The normalization constant is a modified Bessel function of the first kind and the first moment is given by the ratio

\[
V = \langle v_z \rangle = \frac{I_{d/2}(\kappa V_0)}{I_{d/2-1}(\kappa V_0)}.
\]

In the stationary state \( V_0 \) must be equal to the average of \( v_z \) leading to the self-consistency condition given in

Appendix A: Stochastic differential equations for the order parameters

Let

\[
dX_i = \mu_i(\vec{X}) dt + \sum_j \sigma_{ik}(\vec{X}) \circ dW_k \tag{22}
\]

be Stratonovich stochastic differential equations (SDEs) with uncorrelated Wiener processes, i.e.

\[
dW_i dW_j = \delta_{ij} dt. \tag{23}
\]

The Ito SDE for a function \( f = f(\vec{X}) \) is obtained using Ito’s Lemma

\[
df = \sum_i \partial_i f dX_i + \frac{1}{2} \sum_{ij} \partial_{ij}^2 f dX_i dX_j \tag{24}
\]

and together with (23)

\[
df = \sum_i \partial_i f \left[ \left( \mu_i + \frac{1}{2} \sum_j \sigma_{jk} \partial_j \sigma_{ik} \right) dt + \sum_k \sigma_{ik} dW_k \right]
\]

\[+ \frac{1}{2} \sum_{ij} \partial_{ij}^2 f \sum_k \sigma_{ik} \sigma_{jk} dt. \tag{25}
\]

The sum of the increments of the uncorrelated Wiener processes can be cast as the increment of a single Wiener process \( W \)

\[
\sum_i \partial_i f \sum_k \sigma_{ik} dW_k = \hat{\sigma} d\tilde{W}. \tag{26}
\]

With noise strength

\[
\hat{\sigma}^2 = \sum_{ij} \partial_i f \partial_j f \sum_k \sigma_{ik} \sigma_{jk} \tag{27}
\]

and the drift term

\[
\hat{\mu} = \sum_i \left[ \partial_i f \left( \mu_i + \frac{1}{2} \sum_j \sigma_{jk} \partial_j \sigma_{ik} \right) + \sum_j \partial_{ij}^2 f \sigma_{ik} \sigma_{jk} \right] \tag{28}
\]

the Ito SDE for a function \( f \) is

\[
df = \hat{\mu} dt + \hat{\sigma} d\tilde{W}. \tag{29}
\]
the main text.

**Case of purely identical forcing:** The force on all velocity vectors is

\[ \vec{F} = \kappa \langle \vec{v} \rangle + \sqrt{2} \vec{\eta}. \]  

(40)

The parameter \( \vec{a} \) of the invariant family of velocity distributions is subject to the Stratonovich SDE

\[ \dot{\vec{a}} = \frac{1}{2} (1 + a^2) \vec{F} - \left( \vec{F} \cdot \dot{\vec{a}} \right) \vec{a}. \]  

(41)

With \( \langle \vec{v} \rangle = \langle \Phi_d(a) \vec{a} \rangle \) [23, 48, 49] we find the Ito SDE for \( a = |\vec{a}| \) observing

\[ \begin{align*}
\mu_i &= \frac{a_i}{2} (1 - a^2) \kappa \Phi_d(a) \\
\sigma_{ik} &= \sqrt{2} \left( \frac{1}{2} (1 + a^2) \delta_{ik} - a_i a_k \right)
\end{align*} \]  

(42)

(43)

and after calculating the Ito drift and diffusion terms [27] and (28)

\[ \begin{align*}
da &= \frac{1 - a^2}{2a} \left( \kappa \Phi_d(a) a^2 + \frac{(d - 3)(1 + a^2)}{2} + 1 \right) dt \\
&\quad + \sqrt{2} \frac{1}{2} (1 - a^2) d\vec{W}.
\end{align*} \]  

(44)

The stationary distribution [31] for \( f = a \) is

\[ p(a) = \frac{1}{Z} a^{d-1}(1 - a^2)^{-d} \exp \left[ \int_0^a \frac{2 \kappa \Phi_d(s)}{1 - s^2} ds \right]. \]  

(45)

The time averaged order parameter \( \langle V \rangle_t = \langle \Phi_d(a) a \rangle \) is expressed in terms of

\[ Z_d(b, c; \kappa) = \int_0^1 a^{b-1}(1 - a^2)^{-c} \exp \left[ \int_0^a \frac{2 \kappa \Phi_d(s)}{1 - s^2} ds \right] da. \]  

(46)

Note that the derivative of the exponential function with respect to \( a \) results in a factor \( \Phi_d(a) a \) to the probability density. By partial integration we therefore obtain

\[ \langle V \rangle_t = \frac{(1 - d)}{2\kappa} \frac{Z_d(d - 1, d - 1; \kappa) + 2Z_d(d + 1, d; \kappa)}{Z_d(d, d; \kappa)}. \]  

(47)

For \( d = 2 \) we have \( \Phi_2(s) = 1 \) [23, 49] and therefore

\[ Z_2(b, c; \kappa) = \int_0^1 a^{b-1}(1 - a^2)^{-c - \kappa} da = \frac{1}{2} B \left( \frac{b}{2}, 1 - c - \kappa \right). \]  

(48)

For \( d = 4 \) we have \( \Phi_4(s) = (3 - s^2)/2 \) [23, 49] and with

\[ \exp \left[ \int_0^a \frac{2 \kappa \Phi_4(s)}{1 - s^2} ds \right] = (1 - a^2)^{-\kappa} e^{\frac{1}{2} \kappa a^2} \]  

(49)

we obtain

\[ Z_4(b, c; \kappa) = \int_0^1 a^{b-1}(1 - a^2)^{-c - \kappa} e^{\frac{1}{2} \kappa a^2} da \]  

(50)

Uncoupled case: Finally we calculate the velocity correlation \( C = \vec{v} \cdot \vec{v}' \) for two unit length velocity vectors diffusing on a sphere under correlated noise \( \vec{\eta}(t) \) and \( \vec{\eta}'(t) \) and without mean field coupling, i.e. \( \kappa = 0 \). The velocity correlation \( C = C(\vec{v}, \vec{v}') = \vec{v} \cdot \vec{v}' \) is bilinear so that the Ito SDEs for the stochastic process \( f = C(t) \) are obtained as

\[ dC = \vec{v} \cdot d\vec{v}' + d\vec{v} \cdot \vec{v}' + d\vec{v} \cdot d\vec{v}'. \]  

(51)

We use (36) with \( \kappa = 0 \) [51] together with \( d\vec{W}_i d\vec{W}_j' = q \delta_{ij}dt \), calculate the combined diffusion coefficient for a single Wiener process \( \vec{W} \) and find

\[ dC = \left( -2(d - 1)C + 2(q(d - 2 + C^2)) \right) dt + 2 \sqrt{(1 - C^2)(1 - qC)} d\vec{W}. \]  

(52)

With this one dimensional Ito SDE and Eq. (31) we find the stationary distribution

\[ p(C) = \frac{1}{Z} \frac{(C - 1)^{d-3}}{(1 - qC)^{d-1}}. \]  

(53)

The normalization constant and \( \langle C \rangle \) are expressed in terms of the Gauss hypergeometric function \( _2F_1(a, b; c; z) \) and the beta function \( B(a, b) \).