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Abstract

In this paper we study the dynamics of nonlinear random walks. While typical random walks on networks consist of standard Markov chains whose static transition probabilities dictate the flow of random walkers through the network, nonlinear random walks consist of nonlinear Markov chains whose transition probabilities change in time depending on the current state of the system. This framework allows us to model more complex flows through networks that may depend on the current system state. For instance, under humanitarian or capitalistic direction, resource flow between institutions may be diverted preferentially to poorer or wealthier institutions, respectively. Importantly, the nonlinearity in this framework gives rise to richer dynamical behavior than occurs in linear random walks. Here we study these dynamics that arise in weakly and strongly nonlinear regimes in a family of nonlinear random walks where random walkers are biased either towards (positive bias) or away from (negative bias) nodes that currently have more random walkers. In the weakly nonlinear regime we prove the existence and uniqueness of a stable stationary state fixed point provided that the network structure is primitive that is analogous to the stationary distribution of a typical (linear) random walk. We also present an asymptotic analysis that allows us to approximate the stationary state fixed point in the weakly nonlinear regime. We then turn our attention to the strongly nonlinear regime. For negative bias we characterize a period-doubling bifurcation where the stationary state fixed point loses stability and gives rise to a periodic orbit below a critical value. For positive bias we investigate the emergence of multistability of several stable stationary state fixed points.

1 Introduction

Discrete-time random walks on complex networks represent a powerful tool, surfacing in a wide range of applications [19]. Perhaps the most famous among these applications is Google’s PageRank algorithm, where the PageRank centrality of a given webpage is given by the fraction of time a random walker spends at that webpage in the long run, i.e., the steady-state dynamics of the probability distribution of occupation [2, 20]. PageRank itself has found applications in many venues beyond webpage centralities and centrality rankings in other networks; a handful of these include identifying correlated genes and proteins, studying traffic flow, and predicting outcomes of sports matches [10]. Other widely-used applications of random walks on networks include community detection methods [21] and modeling transport through large systems [18, 12].
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An important reason why random walks constitute such a powerful tool in such a wide range of applications is due to the simplicity of the underlying dynamics. Consider a network, or graph, $G = (V, E)$, where $V$ is the set of nodes, or vertices, and $E$ is the set of links, or edges, describing pair-wise connections between distinct vertices. Such a network may be described by an adjacency matrix $A$ with entries $[A]_{ij} = a_{ij}$, where $a_{ij} = 1$ if nodes $i$ and $j$ are connected with a link, and $a_{ij} = 0$ otherwise. This framework assumes that the underlying network is undirected and unweighted (i.e., binary), but can be generalized to the directed and weighted case if, respectively, $a_{ij} \neq a_{ji}$ for some pair $(i, j)$ or non-zero entries of $A$ may take on non-unit values to indicate a “strength”. (Here we focus our attention on the undirected, unweighted case.) Next, consider a single random walker on the network and the probability $p_i(t) \in [0,1]$ that the walker occupies node $i$ at time $t$. The dynamics of the random walk, characterized by the evolution of the probability vector $p(t)$, are given by

$$p_i(t+1) = \sum_{j=1}^{N} \pi_{ij} p_j(t), \quad \text{or in vector form, } p(t+1) = \Pi p(t),$$

where $\Pi$ is the transition matrix whose entries $[\Pi]_{ij} = \pi_{ij}$ represent the probability of a random walker moving to node $i$ at time $t + 1$ given that it occupies node $j$ at time $t$. In the most typical case, the transition probabilities are unbiased, meaning the probabilities of a random walker moving from node $j$ to any of the neighbors of node $j$ are uniform. Since $\pi_{ij}$ is the conditional probability of moving from $j \to i$ in one time step, $\Pi$ must be column stochastic, i.e., $\sum_{i=1}^{N} \pi_{ij} = 1$, this corresponds to the choice $\pi_{ij} = a_{ij}/k_j$, where $k_j = \sum_{i=1}^{N} a_{ij}$ is the degree of node $j$. Generalizations to this choice of transition probabilities have also been studied, biasing random walkers towards or away from nodes with certain characteristics, usually related to the local network structure [11]. In particular, it has been shown that appropriately biasing random walks increases the efficiency with which random walks traverse and explore their networks [23].

The simple structure of the discrete-time random walk on a network, which consists of an $N$-state discrete Markov chain, yields relatively simple dynamics due to the linearity of Eq. (1.1). Assuming that the transition matrix $\Pi$ is primitive, i.e., irreducible and aperiodic, the dynamics of Eq. (1.1) converge to a unique stationary state fixed point, denoted $p^*$, that satisfies $p^* = \Pi p^*$ [4]. We note that this condition is equivalent to those that asserts the existence of a unique, real, largest eigenvalue of $\Pi$ with an associated positive eigenvector using the Perron-Frobenius theorem [16]. From this point of view, the dynamics can be understood as the convergence of $p(t) = \Pi^t p(0)$ to the stationary distribution $p^*$, which is precisely the dominant eigenvector of the transition matrix $\Pi$.

In this work we study the dynamics that arise in nonlinear random walks on networks, which consist of an $N$-state discrete nonlinear Markov chain [9, 14]. In this more complicated setting the transition probabilities that dictate the flow of random walkers through the network change in time as a function of the current system state. The dynamics of nonlinear random walks are important for their ability to model flows through networks that are more complicated than the linear case. Consider, for instance, the flow of resources through a network of institutions. In such a scenario an individual random walker may represents one unit of the resource, with a large number $N \gg 1$ of random walkers moving simultaneously through the network such that $p_i(t)$ represents not only the probability of a given random walker being present at node $i$ at time $t$, but also the fraction of all random walkers that occupy node $i$ at time $t$. In such a scenario, we argue that modeling the movement of resources using a random walk with static transition probabilities may
be too simplistic and unrealistic. Consider, for instance, the flow of resources with a humanitarian purpose. In this scenario, resources are diverted more prevalently to locations that are currently lacking in resources compared to locations that are more wealthy. In terms of a random walk, this can be modeled by modifying transition probabilities to bias random walkers to nodes that have fewer random walkers present. On the other hand, financial agents with a more capitalist philosophy tend to invest more of their resources in institutions that are already wealthy, making for a safe investment. In terms of a random walk, this can be modeled by modifying transition probabilities to bias random walkers towards nodes that have more random walkers present. Notice that in either case, to more realistically model the dynamics, we require that the transition probabilities are not static, but depend on the current state of the system itself.

In order to facilitate the kind of behavior described above, transition probabilities in nonlinear random walks are allowed to be non-static, i.e., changing in time in response to the current state of the system, so we let $\Pi = \Pi(p)$. Note that, as soon as the transition matrix $\Pi$ depends on the probability vector $p$, the linearity of the dynamics is broken, raising several important questions. For instance, what becomes of the stationary state observed in the linear random walk? Depending on the nature of the nonlinearity, does a similar unique, stationary state exist? If so, how does the nonlinearity modify it? What other, more exotic, dynamics are observed? How does the dynamics make transitions between simple and complicated behaviors? In fact, the nonlinear random walk described above constitutes particular instance of a nonlinear Markov chain [9, 14]. Some properties of nonlinear Markov chains have to date been investigated, for instance ergodicity [3, 22], the emergence of multiple solutions [6], their role in game theory [15], and other modeling applications [5, 7, 8]. However, little work has studied the behavior that emerges in a nonlinear random walk from a nonlinear dynamics perspective as a result of the rules that govern the transition probabilities and the underlying network structure. In this paper we take a nonlinear dynamics approach to studying the behavior of nonlinear random walks on networks.

This paper is organized as follows. In Sec. 2 we define nonlinear random walks on complex networks, present some mathematical preliminaries, and illustrate the dynamics of the nonlinear random walk on a network. In Sec. 3 we begin our investigation of the dynamics in the weakly nonlinear regime. In particular, we present and prove a theorem asserting the existence and uniqueness of a stable stationary state fixed point for sufficiently weak nonlinearity and appropriate network structures. In particular, we require that (like the case of the linear random walk) the network structure is primitive. In Sec. 4 we study the structure of this stationary state, using a perturbative analysis to derive an asymptotic approximation for the stationary state fixed point in the weakly nonlinear regime. In Sec. 5 we turn our attention beyond the weakly nonlinear regime and consider dynamics in the strongly nonlinear regime. We begin by characterizing a period-doubling bifurcation that occurs for negative bias parameter values. Then, in Sec. 6 we consider positive bias parameters where we observe the emergence of multistability, i.e., several simultaneously stable stationary state fixed points. In Sec. 7 we conclude with a discussion of our results and, as this work opens up a new direction of research in nonlinear dynamics and complex networks, some important questions for future work to address.

2 Nonlinear Random Walks

We begin by describing the nonlinear random walk on a network and presenting some mathematical preliminaries that will be used in our analysis. In particular, in the setting of a nonlinear random
walk the transition matrix to depend on the current probability vector explicitly, i.e., $\Pi(p)$. The system dynamics may then be written as

$$p_i(t+1) = \sum_{j=1}^{N} \pi_{ij}(p(t))p_j(t), \quad \text{or in vector form,} \quad p(t+1) = \Pi(p(t))p(t). \quad (2.1)$$

These dynamics must map $N$-dimensional probability vectors to $N$-dimensional probability vectors, that is, the vectors $p(t)$ must be elements of $\Omega \subset \mathbb{R}^N$, where

$$\Omega = \left\{(p_1, p_2, \ldots, p_N)^T \in \mathbb{R}^N \bigg| p_i \geq 0 \text{ for all } i = 1, 2, \ldots, N, \text{ and } \sum_{i=1}^{N} p_i = 1 \right\}. \quad (2.2)$$

To ensure that this mapping holds we require that $\Pi(p)$ is column stochastic for all $p \in \Omega$, i.e., $\pi_{ij}(p) \geq 0$ for all $i, j$ and $\sum_{i=1}^{N} \pi_{ij}(p) = 1$ for all $j$. Assuming that the transition probabilities $\pi_{ij}$ are determined by the family of non-negative functions $f_{ij}: \mathbb{R}^N \rightarrow [0, \infty)$, we have that

$$\pi_{ij}(p) = \frac{a_{ij}f_{ij}(p)}{\sum_{l=1}^{N} a_{lj}f_{lj}(p)}. \quad (2.3)$$

In this work we will focus our attention on a specific choice of the family of functions $f$ chosen from a family of exponential functions of the current probabilities. In particular, we define the nonlinear random walk below based on using exponential functions to define transition probabilities.

**Definition (Nonlinear Random Walks).** Let $G$ a network of size $N$ with adjacency matrix $A$. The nonlinear, discrete-time random walk on $G$ with parameter $\alpha \in \mathbb{R}$ is given by the dynamics in Eq. (2.1) with transition matrix $\Pi(p)$ whose entries are given by

$$\pi_{ij}(p) = \frac{a_{ij}\exp(\alpha p_i)}{\sum_{l=1}^{N} a_{lj}\exp(\alpha p_l)}. \quad (2.4)$$

**Remark.** The dynamics of the nonlinear random walk described by Eq. (2.1) and Eq. (2.4) depends on the network structure, encoded in the adjacency matrix $A$ and the nonlinearity parameter $\alpha$. To shed light on the effect of $\alpha$, note first that for the choice $\alpha = 0$ we recover the unbiased linear random walk given by transition probabilities $\pi_{ij} = a_{ij}/k_{out}^j$. Then, by tuning $\alpha$ to be positive or negative we direct random walkers towards or away from nodes depending on the current state of the system. Specifically, $\alpha > 0$ directs random walkers towards nodes that already have a more random walkers, while $\alpha < 0$ directs random walkers towards nodes that have fewer random walkers. Moreover, this specific choice of transition probabilities based on the current system state properly maps vectors in $\Omega$ into $\Omega$. To see this one can easily check that the the vector $p(t+1) = \Pi(p(t))p(t)$ is non-negative and sums to one.

Next we discuss some properties of network structures that are critical to the dynamics of both linear and nonlinear random walks. In particular, we will be interested in whether a given network $G$ has an adjacency matrix $A$ that is primitive or non-primitive. Moreover, the primitiveness of an adjacency matrix can be connected to it being irreducible and aperiodic.

**Definition.** (Irreducible, Aperiodic, and Primitive Matrices) Let $M$ be an $N \times N$ non-negative matrix $[17]$. Then:
• The matrix $M$ is irreducible if, for all pairs $(i, j)$, there exists an integer $m \geq 1$ such that $[M^m]_{ij} > 0$.

• If $M$ is irreducible, the period of $M$ is largest common divisor of all numbers $m \geq 1$ that satisfy $[M^m]_{ii} > 0$ for any index $i$. The matrix $M$ is aperiodic is the period of $M$ is one.

• If $M$ is irreducible and aperiodic then it is primitive. Equivalently, $M$ is primitive if there exists an integer $n \geq 1$ such that $M^n$ is strictly positive.

Remark. As mentioned above, our main interest here is in whether a network’s adjacency is primitive or non-primitive. (While this can be determined by the reducibility and periodicity, it is often more convenient to inspect higher powers of the adjacency matrix.) Recall that the dynamics of a linear random walk has a unique stationary state fixed point if and only if its adjacency matrix is primitive. As we will see in the following section, the primitiveness of a network’s adjacency matrix will guarantee the uniqueness of a stable stationary state fixed point in the weakly nonlinear regime of the nonlinear random walk as well.

Figure 1: Nonlinear random walks on complex networks: An example. Left: A network consisting of $N = 8$ nodes with $M = 8$ links with mean degree $\langle k \rangle = 2$. Importantly, the network’s adjacency matrix is primitive. Right: the steady-state probabilities $p_i$ (obtained after 5000 iterations of the nonlinear random walk defined in Eq. (2.1) and Eq. (2.4) as a function of the bias parameter $\alpha$. The probabilities of the nodes colored blue and red are plotted in blue and red, with other probabilities plotted in gray.

Before proceeding with the analysis of the nonlinear random walk described above, we illustrate the dynamics that emerge for various choices of the bias parameter $\alpha$. In [1] we show a small network consisting of $N = 8$ nodes with $M = 8$ links such that the mean degree of the network is $\langle k \rangle = 2$. Importantly, this network has a primitive adjacency matrix, with $A^8$ being the lowest power of the matrix that is strictly positive. Next, we simulate the nonlinear random walk dynamics defined by Eq. (2.1) and Eq. (2.4) on this network, plotting the steady-state (obtained after 5000 iterations for each value of $\alpha$). Specifically, we plot the steady-state probability $p_i$ for each node as a function of $\alpha$, highlighting the probabilities of the nodes colored blue and red with blue and red curves, while all other probabilities are plotted in gray. Note first that for $\alpha = 0$ the steady-state probabilities...
for each node $i$ are proportional to the degree $k_i$. This is because $\alpha = 0$ recovers the linear random walk case. Next, for positive values of $\alpha$ (signifying the case where random walkers are preferentially routed towards nodes that already have larger probabilities) the two nodes of larger degree accrue larger probabilities as $\alpha$ is increased while the other nodes all lose random walkers. However, the increase and decrease of the curves $p_i$ display nonlinear behaviors, criss-crossing each other at several locations. Finally, for negative $\alpha$ (signifying the case where random walkers are preferentially routed towards nodes that have smaller probabilities) the trend initially reverses, with all probabilities initially moving closer to one another. However when $\alpha$ becomes sufficiently negative we observe an interesting phenomenon characterized by a period-doubling bifurcation. In particular, the sufficiently negative value of $\alpha$ causes the dynamics of the nonlinear random walk no longer relaxes to a stationary state fixed point solution, but oscillates between two states at each node. Naturally, the onset of oscillating behavior in each node occurs at the same critical value of $\alpha$, however the values between which $p_i$ oscillates varies for each node $i$. For example, the probabilities of the larger degree node illustrated in blue are far more spread out than those of the lower degree node illustrated in red. Finally, we note that as $\alpha$ is further decreased to more negative values no further period-doubling bifurcations are observed in our simulations (not shown).

3 Stationary State in the Weakly Nonlinear Regime

We begin our analysis of the nonlinear random walk on a complex network by observing in [1] that for values of the $\alpha$ parameter that are close to zero the stationary state fixed point to which the dynamics converge are close to that of the linear random walk recovered for precisely $\alpha = 0$. However, because the linearity of the dynamics is broken for $\alpha \neq 0$ the properties that we find in the linear case are no longer guaranteed to hold. Thus, a natural question to pose is, for certain values of $\alpha$ can one guarantee the existence and uniqueness of a stationary state fixed point solution in the nonlinear random walk towards which the dynamics converge, similar to the linear case? In this section we answer this question in the affirmative provided that the network has a primitive adjacency matrix. Specifically, we prove in the analysis below that for a bias parameter that is sufficiently close to zero, i.e., $|\alpha| \ll 1$, if the network’s adjacency matrix is primitive, then the nonlinear random walk converges to a stationary state fixed point. We therefore refer to the regime where $|\alpha|$ is sufficiently small as the weakly nonlinear regime. Moreover, we will demonstrate that, is in the linear random walk case, if the network’s adjacency matrix is non-primitive, then the dynamics tend not to converge to a unique stationary state fixed point solution.

To prove that the nonlinear random walk on a network with a primitive adjacency matrix converges to a unique stationary state fixed point for sufficiently small $|\alpha|$ we will show that iterating the dynamics forward in time constitutes a contraction mapping. We will then rely on the contraction mapping theorem to complete the proof [13]. In [14] we summarize the definition of a contraction mapping and the contraction mapping theorem. To formalize this we require a complete metric space on which the contraction mapping acts. Here, we will consider the space $\Omega$, as defined in Eq. (2.2) equipped with the $\ell^1$, or taxicab metric, defined, for $p, q \in \Omega$, by

$$d(p, q) = \|p - q\|_1 = \sum_{i=1}^{N} |p_i - q_i|. \quad (3.1)$$

We will also utilize the matrix norm induced by $\ell^1$, given by, for an $N \times N$ matrix $A$ with entries
\[ ||A||_1 = \sup_{||x||_1 = 1} ||Ax||_1 = \max_{1 \leq j \leq N} \sum_{i=1}^{N} |a_{ij}|. \quad (3.2) \]

Note that the matrix norm corresponds to the maximum column sum of the matrix after taking the absolute value of each entry. We begin by asserting a simply property about the \( \ell^1 \) norm of a transition matrix.

**Lemma.** Let \( M \) be an \( N \times N \) transition matrix. Then \( ||M||_1 = 1 \).

**Proof.** Since \( M \) is a transition matrix, all of its entries are non-negative and each column sums up to one. Denoting its entries \([M]_{ij} = m_{ij}\), we have that

\[ ||M||_1 = \max_{1 \leq j \leq N} \sum_{i=1}^{N} |m_{ij}| = \max_{1 \leq j \leq N} \sum_{i=1}^{N} m_{ij} = \max_{1 \leq j \leq N} 1 = 1, \quad (3.3) \]

thus completing the proof. \( \square \)

We now turn our attention to the nonlinear transition matrix \( \Pi(p) \) whose entries are given in Eq. \( [2.4] \). Our focus here is on the case of weak nonlinearity, i.e., \( |\alpha| \ll 1 \). In this regime we may treat \( \Pi(p) \) using a series expansion where high-order terms involving powers of \( \alpha \) may be neglected.

In particular, the entries of \( \Pi(p) \) may be written as

\[ \pi_{ij}(p) = \frac{a_{ij}}{k_j} + \alpha \frac{a_{ij}}{k_j} \left( p_i - \frac{1}{k_j} \sum_{l=1}^{N} a_{lj}p_l \right) + \mathcal{O}(\alpha^2) \]

\[ = \pi_{ij}^{(0)} + \alpha \pi_{ij}^{(1)}(p) + \mathcal{O}(\alpha^2), \quad (3.4) \]

where \( \pi_{ij}^{(0)} \) and \( \pi_{ij}^{(1)}(p) \) represent the zero-order term and first-order correction to the transition probability \( \pi_{ij}(p) \) and the respective entries of the matrices \( \Pi^{(0)} \) and \( \Pi^{(1)}(p) \). We note here that these two matrices have important properties. First, \( \Pi^{(0)} \) is precisely the transition matrix for the (unbiased) linear random walk on the network with adjacency matrix \( A \), and therefore \( \Pi^{(0)} \) is itself a transition matrix. Second, the columns of the correction matrix \( \Pi^{(1)}(p) \) sum to zero:

\[ \sum_{i=1}^{N} \pi_{ij}^{(1)}(p) = \sum_{i=1}^{N} \frac{a_{ij}}{k_j} \left( p_i - \frac{1}{k_j} \sum_{l=1}^{N} a_{lj}p_l \right) \]

\[ = \sum_{i=1}^{N} \frac{a_{ij}p_i}{k_j} - \sum_{i=1}^{N} \frac{a_{ij}}{(k_j)^2} \sum_{l=1}^{N} a_{lj}p_l(t) \]

\[ = \sum_{i=1}^{N} \frac{a_{ij}p_i}{k_j} - \frac{1}{k_j} \sum_{l=1}^{N} a_{lj}p_l(t) = 0. \quad (3.5) \]

Moreover, the non-zero entries of \( \Pi^{(1)}(p) \) coincide with the positive entries of \( \Pi^{(0)} \), so for sufficiently small \( |\alpha| \) we can ensure that the entries of the linearized matrix \( \Pi^{(0)} + \alpha \Pi^{(1)}(p) \) are non-negative and the columns sum to one, so that it is a (column) stochastic matrix. Moreover, \( |\alpha| \) we be chosen
small enough to neglect terms of order $O(\alpha^2)$ and higher, so that we may work with the linearized transition matrix.

Turning our attention back to the nonlinear random walk, we note that in the case of the linear random walk the existence and uniqueness of the stationary state follows from the property of the adjacency matrix $A$ (and therefore the transition matrix $\Pi$) being primitive, that is, for some integer $n \geq 1$ the matrix $A^n$ is strictly positive. Here we maintain this requirement on $A$ for the nonlinear random walk to guarantee a unique stationary state. We then define the matrix that maps the dynamics forward $n$ steps, and prove some important properties about this operator.

**Definition.** Consider a network $G$ with primitive adjacency matrix $A$. Denote $n \geq 1$ as the smallest possible integer satisfying $A^n$ is strictly positive. Then define $Q_n(p)$ as the matrix that maps the dynamics of the nonlinear random walk forward $n$ steps, so that $p(t+n) = Q_n(p(t))p(t)$:

$$Q_n(p(t)) = \Pi(p(t+n-1))\Pi(p(t+n-2)) \cdots \Pi(p(t+1))\Pi(p(t)) = \prod_{m=0}^{n-1} \Pi(p(t+n-m)).$$

(3.6)

We are currently interested in the properties of $Q_n(p)$ in the small nonlinearity regime. Note that, using the expansion of $\Pi(p)$ in Eq. (3.4), we may write

$$Q_n(p(t)) = \left(\prod_{m=0}^{n-1} \left(\Pi(0) + \alpha \Pi(1)(p(t+m)) + O(\alpha^2)\right)\right)$$

$$= \left(\Pi(0)\right)^n + \alpha \left(\Pi(0)\right)^{n-1} \left(\sum_{m=0}^{n-1} \Pi(1)(p(t+m))\right) + O(\alpha^2).$$

(3.7)

Next we prove some important properties of the terms in Eq. (3.7). First, the leading order term is strictly positive.

**Lemma.** Consider a network $G$ with primitive adjacency matrix $A$. Denote $n \geq 1$ as the smallest possible integer satisfying $A^n$ is strictly positive. Then $(\Pi(0))^n$, whose entries are denoted in Eq. (3.4), is strictly positive.

**Proof.** Recall that the entries of $\Pi(0)$ are given by $\pi_{ij}^{(0)} = a_{ij}/k_j$, so that

$$\pi_{ij}^{(0)} = \frac{a_{ij}}{k_j} \geq \frac{a_{ij}}{k_{\text{max}}},$$

(3.8)

where $k_{\text{max}} = \max_j k_j$ is the maximum nodal out-degree and $k_{\text{out}}^{\\text{max}} > 0$. Then, taking the $n^{\text{th}}$ power of $\Pi(0)$ we have

$$\left(\Pi(0)\right)^n \geq \left(\frac{1}{k_{\text{max}}} A\right)^n = \frac{1}{(k_{\text{max}})^n} A^n,$$

(3.9)

which is strictly positive, completing the proof. $\square$

We also prove that the $\ell^1$ norm of the summation term in Eq. (3.7) is bounded.
Lemma. Consider a network $G$ with adjacency matrix $A$. Then

$$\left\| \sum_{m=0}^{n-1} \Pi^{(1)}(p(t + m)) \right\|_1 \leq 2n,$$  

(3.10)

where the entries of $\Pi^{(1)}(p(t + m))$ are denoted in Eq. (3.4).

Proof. Applying the triangle inequality, interpreting the $\ell^1$ norm, and using that $0 \leq p_i \leq 1$, we have that

$$\left\| \sum_{m=0}^{n-1} \Pi^{(1)}(p(t + m)) \right\|_1 \leq \sum_{m=0}^{n-1} \left\| \Pi^{(1)}(p(t + m)) \right\|_1$$

(3.11)

$$= \sum_{m=0}^{n-1} \left( \max_{1 \leq j \leq N} \sum_{i=1}^{N} \left| \frac{a_{ij}p_i}{k_j} - \frac{a_{ij}}{(k_j)^2} \sum_{l=1}^{N} a_{ij}p_l \right| \right)$$

$$\leq \sum_{m=0}^{n-1} \left( \max_{1 \leq j \leq N} \frac{\sum_{i=1}^{N} a_{ij}p_i}{k_j} + \frac{\sum_{i=1}^{N} a_{ij} \sum_{l=1}^{N} a_{ij}p_l}{(k_j)^2} \right)$$

$$= 2 \sum_{m=0}^{n-1} \max_{1 \leq j \leq N} \left( \frac{\sum_{i=1}^{N} a_{ij}p_i}{k_j} \right)$$

$$\leq 2 \sum_{m=0}^{n-1} \max_{1 \leq j \leq N} \left( \frac{\sum_{i=1}^{N} a_{ij}}{k_j} \right)$$

$$= 2 \sum_{m=0}^{n-1} \max_{1 \leq j \leq N} 1 = 2n,$$

which yields the desired result. \hfill \square

With these results we can show that, for sufficiently small nonlinearity, the operation of multiplying by the matrix $Q_n(p)$ is a contraction mapping on the space $\Omega$ using the $\ell^1$ distance.

Lemma. Consider a network $G$ with primitive adjacency matrix $A$ and the nonlinear random walk defined by Eq. (2.7) and Eq. (2.4). Denote $n \geq 1$ as the smallest possible integer satisfying $A^n$ is strictly positive. Then for sufficiently small (but non-zero) nonlinearity, i.e., small $|\alpha|$, the operator $Q_n(p)$, defined in Eq. (3.0), is a contraction mapping on $\Omega$, defined in Eq. (2.2), using the $\ell^1$ distance defined in Eq. (3.1).

Proof. We consider the $\ell^1$ distance between the action of $Q_n$ on two vectors $p(t)$ and $q(t)$, both in $\Omega$. In particular, we aim to show that $\|Q_n(p(t))p(t) - Q_n(q(t))q(t)\|_1 \leq c\|p(t) - q(t)\|_1$ for some constant $c$, where $0 \leq c < 1$. From Eq. (3.7) we have that

$$\|Q_n(p(t))p(t) - Q_n(q(t))q(t)\|_1 = \left\| \left( \Pi^{(0)} \right)^n (p(t) - q(t)) \right. + \alpha \left( \Pi^{(0)} \right)^{n-1} \left( \sum_{j=0}^{n-1} \Pi^{(1)}(p(t + j)) \right) p(t) - \left( \sum_{j=0}^{n-1} \Pi^{(1)}(q(t + j)) \right) q(t) \right\|_1 + O(\alpha^2),$$

(3.12)
and applying the triangle inequality yields

\[
\|Q_n(p(t))p(t) - Q_n(q(t))q(t)\|_1 \leq \left\| \left( \Pi^{(0)} \right)^n (p(t) - q(t)) \right\|_1 \\
+ \alpha \left\| \left( \Pi^{(0)} \right)^{n-1} \left( \sum_{j=0}^{n-1} \Pi^{(1)}(p(t+j)) \right) p(t) - \left( \sum_{j=0}^{n-1} \Pi^{(1)}(q(t+j)) \right) q(t) \right\|_1 + O(\alpha^2),
\]

(3.13)

so we can now treat terms A, B, and C separately.

First we treat term A in Eq. (3.13). Note that from 3.1 we have that \((\Pi^{(0)})^n\) is strictly positive. Therefore, we may choose some \(\epsilon\) satisfying \(0 < \epsilon < N^{-1}\) to construct a matrix \(M\) whose entries are given by \(M_{ij} = m_{ij} = (\pi_{ij}^{(0)n} - \epsilon)/(1 - N\epsilon)\) are non-negative, where \(\pi_{ij}^{(0)n} = [(\Pi^{(0)})^n]_{ij}\). Note that \(M\) is a transition matrix because its entries are non-negative and sum to one:

\[
\sum_{i=1}^{N} m_{ij} = \frac{1}{1 - N\epsilon} \sum_{i=1}^{N} (\pi_{ij}^{(0)n} - \epsilon) = \frac{1}{1 - N\epsilon} - \frac{N\epsilon}{1 - N\epsilon} = 1.
\]

(3.14)

Inspecting term A in Eq. (3.13) and substituting in the entries of \(P\) for those of \(M\) allows us to bound it as follows:

\[
\left\| \left( \Pi^{(0)} \right)^n (p(t) - q(t)) \right\|_1 = \sum_{i=1}^{N} \left\| \left[ \left( \Pi^{(0)} \right)^n (p(t)) \right]_i - \left[ \left( \Pi^{(0)} \right)^n (q(t)) \right]_i \right\|
\]

(3.15)

\[
= \sum_{i=1}^{N} \sum_{j=1}^{N} \pi_{ij}^{(0)n} q_j(t) - \pi_{ij}^{(0)n} q_j(t)
\]

\[
= \sum_{i=1}^{N} \sum_{j=1}^{N} (1 - N\epsilon) m_{ij} (p_j(t) - q_j(t))
\]

\[
\leq (1 - N\epsilon) \sum_{i=1}^{N} \sum_{j=1}^{N} m_{ij} |p_j(t) - q_j(t)|
\]

\[
\leq (1 - N\epsilon) \sum_{j=1}^{N} |p_j(t) - q_j(t)| \sum_{i=1}^{N} m_{ij}
\]

\[
= (1 - N\epsilon) \sum_{j=1}^{N} |p_j(t) - q_j(t)| = (1 - N\epsilon) \|p(t) - q(t)\|_1.
\]

We now shift our attention to term B in Eq. (3.11). Using the properties of matrix norms, specifically that \(\|Ax\|_1 \leq \|A\|_1 \|x\|_1\) for \(N \times N\) matrices \(A\) and \(N\)-dimensional vectors \(x\), we first
write
\[
\alpha \left\| \left( \Pi^{(0)} \right)^{n-1} \left( \sum_{j=0}^{n-1} \Pi^{(1)}(p(t+j)) \right) p(t) - \left( \sum_{j=0}^{n-1} \Pi^{(1)}(q(t+j)) \right) q(t) \right\|_1
\leq \alpha \left\| \left( \Pi^{(0)} \right)^{n-1} \right\|_1 \max_{x(t) \in \Omega} \left\| \left( \sum_{m=0}^{n-1} \Pi^{(1)}(x(t)) \right) \right\|_1 \left\| p(t) - q(t) \right\|_1.
\] (3.16)

Next, because \((\Pi^{(0)})^n\) is a transition matrix, it follows from \(\mathbb{K}\) that \(\|\Pi^{(0)}\| = 1\), and \(\mathbb{K}\) implies that
\[
\max_{x(t) \in \Omega} \left\| \left( \sum_{m=0}^{n-1} \Pi^{(1)}(x(t)) \right) \right\|_1 \leq 2n.
\] (3.17)

Thus, we have that
\[
\alpha \left\| \left( \Pi^{(0)} \right)^{n-1} \left( \sum_{j=0}^{n-1} \Pi^{(1)}(p(t+j)) \right) p(t) - \left( \sum_{j=0}^{n-1} \Pi^{(1)}(q(t+j)) \right) q(t) \right\|_1 \leq \alpha(2n) \left\| p(t) - q(t) \right\|_1.
\] (3.18)

Having treated terms A and B in Eq. \(3.13\), we now insert the inequalities in Eq. \(3.15\) and Eq. \(3.18\) into Eq. \(3.13\) to obtain
\[
\|Q_n(p(t))p(t) - Q_n(q(t))q(t)\|_1 \leq ((1 - N\epsilon) + \alpha(2n)) \left\| p(t) - q(t) \right\|_1 + O(\alpha^2).
\] (3.19)

Inspecting Eq. \(3.19\), we may choose \(|\alpha| < N\epsilon/(2n)\) to obtain
\[
\|Q_n(p(t))p(t) - Q_n(q(t))q(t)\|_1 \leq c \left\| p(t) - q(t) \right\|_1 + O(\alpha^2).
\] (3.20)

with \(0 \leq c < 1\), where \(c = 1 - N\epsilon + 2\alpha n\), thus proving the the linearization of \(Q_n\) is a contraction on \(\Omega\) using the \(\ell^1\) distance. Moreover, since we are considering the small nonlinearity regime, \(|\alpha|\) may be reduced further to ensure that the terms of higher order, i.e., \(O(\alpha^2)\) may be neglected, thus completing the proof.

Having asserted that, for a network with a primitive adjacency matrix, the forward mapping of the nonlinear random walk an appropriate number of iterations constitutes a contraction mapping, we prove that for a sufficiently small bias parameter the nonlinear random walk converges to a unique stationary state fixed point.

**Theorem (Existence and Uniqueness of the Stable Stationary State Fixed Point).** Consider a network \(G\) with primitive adjacency matrix \(A\) and the nonlinear random walk defined by Eq. \(2.1\) and Eq. \(2.4\). Then for sufficiently small values of the nonlinearity parameter \(|\alpha|\) there exists a unique stationary state fixed point \(p^*\) satisfying
\[
p^* = \Pi(p^*)p^*.
\] (3.21)

Moreover, \(p^*\) is globally attracting, with
\[
\lim_{t \to \infty} p(t) = p^*
\] (3.22)

for any initial \(p(0) \in \Omega\).
Proof. Let \( n \geq 1 \) be the smallest integer such that \( A^n \) is strictly positive. By \( 3.6 \), the matrix operator \( Q_n \) as defined in Eq. (3.6) for sufficiently small \( |\alpha| \) is a contraction on \( \Omega \) using the \( \ell^1 \) norm. By the contraction mapping theorem (A) there exists a unique fixed point \( p^* \) of the mapping \( Q_n : \Omega \to \Omega \) satisfying \( p^* = Q_n(p^*)p^* \). Moreover, this fixed point is attracting for any initial condition. However, note that \( Q_n \) maps the dynamics forward \( n \) time steps, so this fixed point may in principle be a periodic orbit of the nonlinear random walk dynamics with a period between 1 and \( n \). Specifically, this implies that

\[
\lim_{m \to \infty} p(mn) = p^*, \tag{3.23}
\]

for any initial condition \( p(0) \in \Omega \). However, the theorem may also be applied to the initial conditions \( p(1) = \Pi(p(0))p(0), p(2) = \Pi(p(1))p(1), \ldots, \) and \( p(n-1) = \Pi(p(n-2))p(n-2) \). Thus, we have that

\[
\lim_{m \to \infty} p(k + mn) = p^*, \tag{3.24}
\]

for all any \( k = 0, 1, \ldots, n-1 \). Thus, every iterate of the period-\( n \) fixed point is equal to \( p^* \). Therefore, the period of \( p^* \) in the nonlinear random walk dynamics is period one and a true fixed point that is globally attracting, completing the proof of the theorem.

Remark. This result asserts that, provided that a network’s adjacency matrix is primitive, the biasing parameter \( \alpha \) can be tuned appropriately (but remaining non-zero) to ensure that the nonlinear random walk dynamics converge to a unique stationary state fixed point analogous to the linear case. While the proof above assumes that \( |\alpha| \ll 1 \), in practice we find that often \( |\alpha| \) take modestly larger values with the dynamics converging to a unique stationary state fixed point in the long run.

Figure 2: The non-primitive case. Left: A network consisting of \( N = 8 \) nodes with \( M = 8 \) links with mean degree \( \langle k \rangle = 2 \). Importantly, the network’s adjacency matrix is non-primitive. Right: the steady-state probabilities \( p_k \) (obtained after 5000 iterations of the nonlinear random walk defined in Eq. (2.1) and Eq. (2.4) as a function of the bias parameter \( \alpha \). The probabilities of the nodes colored blue and red are plotted in blue and red, with other probabilities plotted in gray.
As in the case of the linear random walk, we find that the nonlinear random walk on a network whose adjacency matrix is non-primitive does not have a unique stationary state fixed point to which the dynamics converge. To illustrate this, consider the network illustrated in [2], which has a non-primitive adjacency matrix. (To see this, note that this is a bipartite network.) Like the network illustrated in [1], the network consists of $N = 8$ nodes, $M = 8$ links, and has a mean degree of $\langle k \rangle = 2$. We plot as a function of $\alpha$ the steady-state probabilities $p_i$ (obtained after 5000 iterations at each value of $\alpha$) in blue and red for the nodes colored blue and red, with other probabilities plotted in gray. Specifically, the branches obtained here are obtained by using an initial condition of uniform probabilities, i.e., $p(0) = [N^{-1}, \ldots, N^{-1}]^T$ at $\alpha = 0$ and numerically continuing the solution by increasing and decreasing $\alpha$ by small increments. Even at precisely $\alpha = 0$ the long-term dynamics oscillate in a period-two pattern, which is also the case for $\alpha \neq 0$, illustrating that the long-term dynamics tend to be periodic. We note also that, depending on the network structure, these periodic oscillations may be of higher periodicity, and for each non-primitive network and value of $\alpha$ different periodic solutions may be obtained by choosing different initial conditions (not shown).

4 Asymptotic Analysis of the Stationary State

Having asserted the existence and uniqueness of a stable stationary state fixed point for the nonlinear random walk dynamics in the weakly nonlinear regime on a network with primitive adjacency matrix, we now turn our attention to a question of a more quantitative nature. In particular, we seek an approximation for the stationary state fixed point in the weakly nonlinear regime. Because the weakly nonlinear regime is characterized by sufficiently small $|\alpha|$, we proceed perturbatively, taking $\alpha$ as a small parameter and seek an asymptotic series solution of which we compute the first few terms presented below.

**Theorem** (Asymptotic Series for the Stationary State). Consider a network $G$ with primitive adjacency matrix $A$ and the nonlinear random walk defined by Eq. (2.1) and Eq. (2.4). Then for sufficiently small values of the nonlinearity parameter $|\alpha|$ the stationary state solution is given by

$$p^* = p^{(0)} + \alpha p^{(1)} + \alpha^2 p^{(2)} + O(\alpha^3),$$

(4.1)

where the leading-order term is given by

$$p^{(0)} = \frac{k}{\sum_{l=1}^{N} k_l},$$

(4.2)

and the correction terms $p^{(1)}$ and $p^{(2)}$ are the zero-sum solution to

$$(I - AD^{-1})p^{(1)} = \frac{(DA - AD^{-1}A^T D)1}{(\sum_{l=1}^{N} k_l)^2},$$

(4.3)

and

$$(I - AD^{-1})p^{(2)} = \frac{(DAD^{-1}P^{(1)} - AD^{-2}P^{(1)}A^T D)1}{\sum_{l=1}^{N} k_l} + \frac{(P^{(1)} A - AD^{-1} A^T P^{(1)}) 1}{\sum_{l=1}^{N} k_l}$$

$$+ \frac{(D^2 A - AD^{-1} AD^2)1}{(\sum_{l=1}^{N} k_l)^3} + \frac{(AD^{-2} T - DAD^{-1} A^T D)1}{(\sum_{l=1}^{N} k_l)^3},$$

(4.4)
where \( \mathbf{1} = (1, 1, \ldots, 1)^T \), \( T \) is the diagonal matrix with entries \([T]_{jj} = (\sum_l a_{lj} k_l)^2\), and \( P^{(1)} \) is the diagonal matrix with entries \([P^{(1)}]_{jj} = p_j^{(1)}\).

**Proof.** We seek a stationary state solution to the dynamics of Eq. (2.1) and Eq. (2.4) of the form \( \mathbf{p}^* = \Pi(\mathbf{p}^*) \mathbf{p}^* \), whose \( i \)th component is given by

\[
p_i^* = \sum_{j=1}^N \pi_{ij}(\mathbf{p}^*) p_j.
\] (4.5)

Moreover, we consider series solutions of the form in Eq. (4.1), whose \( i \)th component is given by

\[
p_i^* = p_i^{(0)} + \alpha p_i^{(1)} + \alpha^2 p_i^{(2)} + \mathcal{O}(\alpha^3).
\] (4.6)

Next we expand the terms of the transition matrix \( \Pi(\mathbf{p}^*) \), using that \( \exp(\alpha p) = 1 + \alpha p + \alpha^2 p^2 + \mathcal{O}(\alpha^3) \), which yields

\[
\pi_{ij}(\mathbf{p}) = \frac{a_{ij} e^{\alpha p_i}}{\sum_{l=1}^N a_{lj} e^{\alpha p_l}} = \frac{a_{ij}}{k_j} + \alpha \frac{a_{ij}}{k_j} \left( p_i - \frac{1}{k_j} \sum_{l=1}^N a_{lj} p_l \right) + \mathcal{O}(\alpha^3),
\] (4.7)

\[
+ \alpha^2 \frac{a_{ij}}{k_j} \left( p_i^2 - \frac{1}{k_j} \sum_{l=1}^N a_{lj} p_l^2 + \frac{1}{k_j^2} \left( \sum_{l=1}^N a_{lj} p_l \right)^2 - \frac{p_i}{k_j} \sum_{l=1}^N a_{lj} p_l \right) + \mathcal{O}(\alpha^3).
\]

We then insert Eq. (4.6) into Eq. (4.7) and subsequently Eq. (4.6) and Eq. (4.7) into Eq. (4.5) which yields a complicated expression then collect terms at different powers of \( \alpha \). Starting with the leading order terms, i.e., terms of order \( \mathcal{O}(\alpha^0) \), yields the expression

\[
p_i^{(0)} = \sum_{j=1}^N \frac{a_{ij}}{k_j} p_j^{(0)},
\] (4.8)

which is solved by any \( p_i \propto k_i \). Normalizing to ensure that \( \sum_l p_l = 1 \) yields \( p_i = k_i / \sum_i k_i \), or in vector form, the expression given in Eq. (4.2).

Before proceeding to the linear correction term, we reexamine our proposed solution, i.e., Eq. (4.1) [or Eq. (4.6)]. Since the leading order term \( \mathbf{p}^{(0)} \) is a probability vector, i.e., sums to one, to ensure that the asymptotic series remains a probability vector we constrain the higher order correction term, i.e., \( \mathbf{p}^{(1)}, \mathbf{p}^{(2)}, \) etc., to sum to zero. Then, checking terms of order \( \mathcal{O}(\alpha^1) \) yields

\[
p_i^{(1)} = \sum_{j=1}^N \frac{a_{ij}}{k_j} p_j^{(1)} + \frac{1}{\sum_{l=1}^N k_l} \sum_{j=1}^N a_{ij} \left( k_i - \frac{1}{k_j} \sum_{l=1}^N a_{lj} k_l \right).
\] (4.9)

Rearranging to put entries of \( \mathbf{p}^{(1)} \) on the left hand side and expressing Eq. (4.9) in vector form yields the desired expression given in Eq. (4.3).
Finally, checking terms of order $O(\alpha^2)$ yields

$$p^{(2)}_i = \sum_{j=1}^{N} \frac{a_{ij}}{k_j} p^{(2)}_j + \frac{1}{\sum_{i=1}^{N} k_i} \sum_{j=1}^{N} a_{ij} q_j \left(k_i - \frac{1}{k_j} \sum_{l=1}^{N} a_{lj} k_l\right)$$

$$+ \frac{1}{\sum_{i=1}^{N} k_i} \sum_{j=1}^{N} a_{ij} \left(p^{(1)}_i - \frac{1}{k_j} \sum_{l=1}^{N} a_{lj} p^{(1)}_l\right)$$

$$+ \frac{1}{\left(\sum_{i=1}^{N} k_i\right)^3} \sum_{j=1}^{N} a_{ij} \left(k_i^2 - \frac{1}{k_j} \sum_{l=1}^{N} a_{lj} k_l^2\right)$$

$$+ \frac{1}{\left(\sum_{i=1}^{N} k_i\right)^3} \sum_{j=1}^{N} a_{ij} \left(\frac{1}{k_j} \left(\sum_{l=1}^{N} a_{lj} k_l\right)^2 - k_i \sum_{l=1}^{N} a_{lj} k_l\right).$$

Rearranging to put entries of $p^{(2)}$ on the left hand side and expressing Eq. (4.10) in vector form, where $P^{(1)} = \text{diag}(p^{(1)}, p^{(1)}, \ldots, p^{(1)})$ and $T = \text{diag}(\sum_i a_{1i} k_i^2, (\sum_i a_{2i} k_i^2, \ldots, \sum_i a_{Ni} k_i^2)$ yields the desired express given in Eq. (4.4), completing the proof.

**Remark.** The computation of the approximation of the stationary state fixed point solution in Eq. (4.1), in particular the correction terms $p^{(1)}$ and $p^{(2)}$ given in Eq. (4.3) and Eq. (4.4) deserves some additional discussion. In particular, we note that the matrix $AD^{-1}$ is the transition matrix $\Pi$ for the unbiased linear random walk for the network with adjacency matrix $A$. Thus, $AD^{-1}$ has at least one eigenvalue $\lambda = 1$ (precisely one such eigenvalue if $A$ is primitive), so that the matrix $I - AD^{-1}$ that appears on the left hand side of Eq. (4.3) and Eq. (4.4) has an eigenvalue of $\lambda = 0$ and is singular. Thus, no unique solution exists to either Eq. (4.3) or Eq. (4.4). However, the requirement that $p^{(1)}$ and $p^{(2)}$ sum to zero adds an additional constraint that allows us to find the correct solution to our problem.

Moreover, the singular nature of the matrix $I - AD^{-1}$ complicates the computation of $p^{(1)}$ and $p^{(2)}$, but can be overcome by considering the following fixed point iteration schemes. Specifically, we find that in practice it is convenient to solve Eq. (4.3) and Eq. (4.4) using

$$p^{(1)}_{n+1} = AD^{-1} p^{(1)}_n + \frac{(DA - AD^{-1} A^T D)1}{\left(\sum_{i=1}^{N} k_i\right)^2},$$

and

$$p^{(2)}_{n+1} = AD^{-1} p^{(1)}_n + \frac{(D^2A - AD^{-1}AD^2)1}{\left(\sum_{i=1}^{N} k_i\right)^3} + \frac{(P^{(1)} A - AD^{-1} A^T P^{(1)})1}{\left(\sum_{i=1}^{N} k_i\right)^3}$$

$$+ \frac{(D^2 A - AD^{-1} A^2)1}{\left(\sum_{i=1}^{N} k_i\right)^3} + \frac{(AD^2 - T - DAD^{-1} A^T D)1}{\left(\sum_{i=1}^{N} k_i\right)^3}.$$

We note first that both iterations converge to a solution because the eigenvalues of $AD^{-1}$ satisfy $|\lambda| < 1$ except for precisely one eigenvalue $\lambda = 1$ (which gives rise to the non-unique nature of solutions). Moreover, it can be checked that the non-homogeneous terms on the right hand side
of Eq. (4.11) and Eq. (4.12) sum to zero, and multiplication by $AD^{-1}$ preserved vector sums, so provided that the initial conditions $p_0^{(1)}$ and $p_0^{(2)}$ sum to zero (for instance, we use the zero vector), the iterations converge to the desired solutions.

Next we compare the analytical approximations obtained for the stationary state fixed point in the weakly nonlinear regime to the true solution. We consider the primitive network illustrated in [1], plotting in [3] the true solutions obtained from simulations using solid curves and comparing these to the linear and quadratic approximations, plotted with dashed and dot-dashed curves, respectively. Results are shown for the high- and low-degree nodes colored blue and red in the original network illustrations, which are plotted in panels (a) and (b), respectively. Results are plotted for $\alpha$ between $-3$ and $3$ and we have zoomed-in to each curve to see the finer features. In particular, we note that for $\alpha$ roughly in the range $(-1,1)$ both the linear and quadratic approximations capture the dynamics, and as $|\alpha|$ increases beyond this range the approximations begin to break down, as expected.

5 Instability and Period-Doubling for Negative Bias

We now turn our attention to the dynamics in the strongly nonlinear regime where more exotic nonlinear effects occur. We begin with sufficiently negative values of the bias parameter $\alpha$, where we see from [1] that the stationary state fixed point gives way to a periodic orbit. In particular, as $\alpha$ is decreased, the behavior of each $p_i$ in [1] bears the signature of a period-doubling bifurcation, which we will now characterize, at some critical bias value $\alpha_c$. To do so, we require the continuation of the stationary state fixed point beyond, where presumably the solution still exists but is unstable. We then seek to confirm that the solution in fact loses stability at $\alpha_c$ using a linear stability analysis.

To begin with this process, we require the Jacobian matrix $DF(p)$ of the iteration function
\[ F(p) = \Pi(p)p, \] whose entries are given by
\[
DF_{ij}(p) = \begin{cases} 
\sum_{l=1}^{N} \frac{a_{ij}e^{\alpha p_i} \left( \sum_{l=1}^{N} a_{lj}e^{\alpha p_l} \right) - e^{\alpha p_j} p_j}{\sum_{l=1}^{N} a_{lj}e^{\alpha p_l}} & \text{if } i = j, \\
\sum_{l=1}^{N} \frac{a_{il}a_{kj}p_k}{\sum_{l=1}^{N} a_{lk}e^{\alpha p_l}} & \text{if } i \neq j.
\end{cases}
\] (5.1)

We note that \( DF(p) \) is denser than \( A \) or \( \Pi(p) \), i.e., has more non-zero entries, due to the effect that an infinitesimal perturbation to one entry \( i \) of \( p \) may have on another entry \( j \) of \( p \) where \( i \) and \( j \) are not necessarily network neighbors. We then obtain the continuation of the stationary state fixed point solution \( p^* \) using Newton’s method to find the roots of the function \( G(p) = F(p) - p = \Pi(p)p - p \). Specifically, we begin at \( \alpha = 0 \), obtain the solution \( p^* \) using Newton’s method, then decrease \( \alpha \) by a small amount and repeat. In panel (a) of 4 we present our results, using the network illustrated in 1 and plotting the solutions obtained from simulations using solid curves and the stationary-state fixed point solution obtained by Newton’s method using dashed curves. Again, we highlight the simulation results for the high- and low-degree nodes colored blue and red in blue and red curves. We note that the results obtained by Newton’s method perfectly match our observations from simulations in the weakly nonlinear regime, bisecting the period-doubling as \( \alpha \) is decreased beyond the critical value \( \alpha_c \), which we find below.

Next we seek to evaluate the stability of the stationary state fixed point solution \( p^* \) found using Newton’s method. To do so, we inspect the eigenvalues of the Jacobian \( DF(p^*) \), where \( p^* \) is the stationary state fixed point obtained using Newton’s method. The most negative eigenvalue is plotted in green. In both panels (a) and (b) the critical value \( \alpha_c \) is denoted with a dot-dashed vertical line.

Figure 4: Period-doubling in the nonlinear random walk. Panel (a): For the network illustrated in 1, the stationary state dynamics obtained from simulations (solid curves) and the stationary state fixed point obtained by Newton’s methods (dashed curves). The probabilities for the nodes colored blue and red are plotted in blue and red. Panel (b): the eigenvalues of the Jacobian \( DF(p^*) \), where \( p^* \) is the stationary state fixed point obtained using Newton’s method. The most negative eigenvalue is plotted in green. In both panels (a) and (b) the critical value \( \alpha_c \) is denoted with a dot-dashed vertical line.

Next we seek to evaluate the stability of the stationary state fixed point solution \( p^* \) found using Newton’s method. To do so, we inspect the eigenvalues of the Jacobian evaluated at \( p^* \),
i.e., \(DF(p^*)\), denoting the \(i\)th eigenvalue of \(DF(p^*)\) as \(\alpha\) is varied by \(\lambda_i(\alpha)\). It follows that the stationary state fixed point \(p^*\) is stable if \(|\lambda_i(\alpha)| < 1\) for all \(i = 1, \ldots, N\). For the nonlinear random walk, however, there is precisely one eigenvalue that is exactly one for all \(\alpha\). This follows from the center manifold corresponding to scaling solutions: under the dynamics of Eq. (2.1) and Eq. (2.4) if \(p(t)\) is a non-zero solution, then so is \(cp(t)\) for any \(c \in \mathbb{R}\). Because we consider the subspace \(\Omega\) of probability vector in \(\mathbb{R}^N\) we ignore this manifold since such scalings would yield solutions that are no longer in \(\Omega\).

Turning back to our example, we calculate the eigenvalues \(\lambda_i(\alpha)\) of \(DF(p^*)\) as \(\alpha\) is varied, where \(p^*\) is the stationary state fixed point obtained by Newton’s method, and plot the results in panel (b) of [4]. First, we see that there is in fact one eigenvalue \(\lambda(\alpha) = 1\), while the other seven satisfy \(\lambda_i(\alpha) < 1\). (For this particular case we find that all eigenvalues are real, but in general eigenvalues may be complex since \(DF(p^*)\) is typically not symmetric.) Next, for \(\alpha\) in the weakly nonlinear regime we find that all eigenvalues satisfy \(\lambda(\alpha) > -1\), signifying that the stationary state fixed point is stable. However, when \(\alpha\) is decreased to be sufficiently negative the most negative eigenvalue (plotted in green) crosses \(-1\) so that one or more eigenvalues satisfy \(\lambda_i(\alpha) < -1\), signifying that the stationary state fixed point loses stability. Moreover, the crossing of a real eigenvalue through \(-1\) signifies that this is in fact a period-doubling bifurcation. Using these numerical results we then find \(\alpha_c \approx -3.7375\) by evaluating at what \(\alpha\) the most negative eigenvalue crosses \(-1\). In both panels (a) and (b) we denote \(\alpha_c\) with a dot-dashed vertical line, which matches perfectly with the onset of periodic orbits in our numerical simulations. Before proceeding to the next section, we note that while the specifics of the dynamics observed tend to depend on the underlying network structure, qualitatively similar transitions and period-doubling bifurcations can be found in the other networks we have considered (not shown).

6 Multistability for Positive Bias

Finally we turn our attention to the dynamics in the strongly nonlinear regime, but for positive values of the bias parameter. While in this region of parameter space we do not find any evidence of period-doubling or loss of stability of the fixed point solution, we do observe another phenomenon indicative of nonlinear dynamics: multistability. As seen in [4] a stable stationary state fixed point branch can be obtained simply by slowly increasing \(\alpha\) as the dynamics are stepped forward. For the examples we have considered this remains true for values of \(\alpha\) far larger than those shown in [4]. However, we also find that, for sufficiently large \(\alpha\), other stable stationary state fixed point solutions can be found by varying the initial conditions for the nonlinear random walk.

We demonstrate the emergence of multistability in the nonlinear random walk using the same network as that illustrated in [4]. In [5] we illustrate this network again, this time using different nodes in the network to highlight the features of the dynamics. We introduce three different initial conditions corresponding to starting all the random walkers at the same node, i.e., setting all \(p_i(0) = 0\) except for one node with \(p_i(0) = 1\). Specifically, we consider starting all the random walkers at the top-right node, the next node clockwise to this node, and finally the node at the bottom left. For each of the initial conditions we then iterate the dynamics starting at \(\alpha = 10\) and decrease \(\alpha\) in small increments after reaching steady-state at each value considered. We then plot the result of the three different simulations, highlighting the nodes colored blue and green with blue and green curves. Other probabilities are plotted in gray. In particular, the dynamics for each of the three different initial conditions converge to different stable stationary state fixed points.
To better match the dynamics to the network structure, we then label each node with the three different stationary state fixed point values taken for $\alpha = 7$. The dynamics observed in this example contain several interesting nonlinear features. First, we only observe multistability for sufficiently large $\alpha$ values. In fact, as $\alpha$ is decreased from 10, the three different branches eventually collapse on top of one another near $\alpha \approx 5.7$. Moreover, this collapse occurs discontinuously: while one of the branches is precisely the branch obtained by continually increasing $\alpha$ (and corresponds to that seen in Figure 5), the two others snap back to this continuous branch in what appears to be a discontinuous jump. Second, the values of the specific nodes in the network vary between the three stationary state fixed points found. For instance, along the continuous branch the two nodes with largest degree ($k = 3$) have the two largest probabilities, but this is not true in the two other solutions. Instead, each of the high degree nodes take on a relatively small probability in steady-state for one of the two cases while the larger probability is transferred to another node of smaller degree. Similar to the dynamics in the strongly nonlinear regime with negative bias, while the specifics of the dynamics vary greatly depending on the underlying network structure, we find that in other network structure (not shown) qualitatively similar properties persist, including multistability only for sufficiently large $\alpha$, discontinuous branches, and interesting patterns of steady-state probabilities.

7 Discussion

In this paper we have studied the dynamics that emerge in nonlinear random walks on complex networks. The nonlinear random walk represents a generalization to the typical linear random walk, where the transition probabilities dictating the evolution of the system remain constant. Instead, in the case of the nonlinear random walk the transition probabilities to depend on the current state of the system, so the nonlinear random walk is an instance of a specific nonlinear Markov
chain. The complexity in the dynamics of the nonlinear random walk thus results in a potentially better model for describing more complicated transport and other dynamics where resources or other quantities tend to be preferentially routed towards nodes depending on their current state. Specifically, the dynamics depend on a biasing parameter that allows for random walkers to be routed more towards nodes that currently hold a larger or smaller fraction of the random walkers in the system. This biasing parameter comes into the transition probability through an exponential function, where, if nodes $i$ and $j$ are network neighbors, then the probability of moving to node $i$ given that one is at node $j$ is proportional to the exponential of the fraction of random walkers at node $i$ times the bias parameter, denoted by $\alpha$. One motivating example is the transport of resources through a network, where institutions may prefer to invest more heavily in other poorer or wealthier institutions, depending on their humanitarian or capitalistic values, however we believe that the simplicity of the model lends itself towards other examples, perhaps with some additional properties built in depending on the specific application.

Our initial analysis of the nonlinear random walk has roughly been split into two portions: the weakly nonlinear regime and the strongly nonlinear regime. The weakly nonlinear regime consists of values of the bias parameter $\alpha$ sufficiently close to zero, where the choice $\alpha = 0$ recovers the standard linear random walk on the network. First we proved for networks with primitive adjacency matrices that for sufficiently small values of the biasing the dynamics converge to a unique stationary state fixed point analogous to that of the linear random walk. We then presented a perturbative analysis of the stationary state fixed point in this regime, finding an asymptotic approximation of the solution. In the strongly nonlinear regime we found different dynamics emerging for positive and negative biasing. When the bias parameter is sufficiently negative we characterize a period-doubling bifurcation where the stationary state fixed point loses stability and gives rise to a periodic orbit. In the framework of the transport of resources, this suggests that routing resources too strongly towards poorer institutions yields an instability causing the wealth of all institutions to fluctuate indefinitely. When the bias parameter is sufficiently positive we discovered a multistability in the dynamics where several stable stationary state fixed points emerge. In the framework of the transport of resources, this suggests that routing resources too strongly towards wealthier institutions results in a red herring effect where wealthy institutions stay wealthy because they already are wealthy. Overall, the nonlinear random walk displays a wide array of dynamical phenomena ranging from the relaxation-type dynamics in the weakly nonlinear regime that are analogous to the linear system to more exotic behaviors in the strongly nonlinear regime that are signatures of the system’s nonlinearity.

As noted previously, nonlinear Markov chains have been investigated in a number of contexts, but to date little work has examined from a nonlinear dynamics perspective the behavior that arises in nonlinear random walks. We have used a handful of simple fixed networks to highlight the dynamics that emerge, so it remains to be seen how the dynamics depend on structural properties of the network such as size, overall connectivity, heterogeneity, directedness, etc. Additionally, we examined a family of nonlinear random walks that use an exponential function to define transition probabilities, but in principle a number of other functions may be used. As different network properties and transition rules are explored, further questions that may be of interest include: How large is the weakly nonlinear regime as a function of the network structure? How does the critical bias parameter corresponding to period-doubling behave for different networks? Is there always a period-doubling bifurcation, or are there networks for which no such period-doubling occurs? Can higher-order periodic orbits be found? How does the network structure affect the multistability for
positive bias? What features of the network give rise to more or fewer stationary state fixed points that are all simultaneously stable? Does multistability occur in all networks? These questions and more yield a rich topic for dynamical systems and complex networks researchers to study in years to come.

A Contraction Mappings and the Contraction Mapping Theorem

Definition (Contraction Mapping \[13\]). Let \( X \) be a metric space equipped with a metric \( d \). A mapping \( T : X \to X \) is a contraction mapping if there exists some constant \( 0 \leq c < 1 \) such that

\[
d(T(x), T(y)) \leq cd(x, y)
\]

for all \( x, y \in X \).

Theorem (Contraction Mapping Theorem \[13\]). Let \( T : X \to X \) be a contraction mapping on a complete metric space \( X \). Then there exists a unique fixed point \( x^* \in X \). Moreover, the iteration \( x_{n+1} = T(x_n) \) converges to \( x^* \), that is, \( \lim_{n \to \infty} x_n = \lim_{n \to \infty} T^n x_0 = x^* \) for any initial \( x_0 \in X \).
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