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Abstract—This paper studies decentralized federated learning algorithms in wireless IoT networks. The traditional parameter server architecture for federated learning faces some problems such as low fault tolerance, large communication overhead and inaccessibility of private data. To solve these problems, we propose a Decentralized-Wireless-Federated-Learning algorithm called DWFL. The algorithm works in a system where the workers are organized in a peer-to-peer and server-less manner, and the workers exchange their privacy preserving data with the analog transmission scheme over wireless channels in parallel. With rigorous analysis, we show that DWFL satisfies $(\epsilon, \delta)$-differential privacy and the privacy budget per worker scales as $O(\frac{1}{T})$, in contrast with the constant budget in the orthogonal transmission approach. Furthermore, DWFL converges at the same rate of $O(\sqrt{\frac{T}{N}})$ as the best known centralized algorithm with a central parameter server. Extensive experiments demonstrate that our algorithm DWFL also performs well in real settings.
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I. INTRODUCTION

More and more intelligent devices have emerged in Internet of Things (IoT) systems in recent years, including all kinds of wearable smart devices and intelligent sensory elements. Smart devices play an important role in fields like smart healthcare, smart cities, transportation and automated systems [1]. Meanwhile, a large amount of data has been generated. Faced with the pressure of large amount of data transmission, processing and analysis, federated learning (FL) becomes popular in distributed machine learning. The workers in FL do not need to send the local raw data to the central parameter server (PS) [2]. Instead, each worker only needs to transmit the locally trained model to PS. In contrast with centralized learning, FL exhibits several special advantages.

For example, the centralized approach is inefficient in terms of a large amount of computation, whereas FL can fully make use of the growing computation power of smart devices; The local raw data for each worker is never shared such that each worker’ privacy is more possible to be protected. It is thus highly conducive to realizing privacy-enhanced IoT networks.

On the other hand, the development of FL still faces some great challenges. First, the traditional parameter server architecture is fragile, since the entire system is centered at the PS and any failure on the PS will make the whole system broken down. Second, the frequent communication of many wireless applications in IoT systems consumes a lot of bandwidth resource. When a large number of devices participate in the learning process, the bandwidth will become the bottleneck of the learning system especially in large networks [3]. Third, the privacy leakage has not been totally addressed and recent studies, e.g. [4], [5], [6], have shown that there exist attacks that can violate privacy even if only the model parameters or gradients are exchanged between machines. To address these challenges, it is crucial to consider efficient wireless FL with privacy protection.

Most existing works in wireless FL consider improving system scalability [7], [8], [9], privacy protection [10], [11] and communication efficiency [12], [13], [14]. Then natural questions arise. Can wireless FL perform well with privacy protection under Differential Privacy (DP) in decentralized topology? Is there a better tradeoff between the convergence of FL and the privacy protection of workers by utilizing the superposition property of wireless channels?

In this paper, we devise a Decentralized Wireless privacy-preserving Federated Learning (DWFL) algorithm that can be generally and efficiently implemented in wireless IoT networks, to answer the above questions affirmatively. The DWFL algorithm can significantly speed up the training process and avoid the fatal single failure compared with transferring all the data to the PS in the centralized topology, such that any single failure will not strike a fatal blow and break the learning process.

Faced with the frequent communication between workers in the decentralized topology, our algorithm DWFL fully takes advantage of the superposition property of the analog scheme [15] to improve the parallelization of communication, such that the number of communication rounds is greatly reduced. Based on the analog scheme, workers transmit their message simultaneously and the receiver will obtain the aggregated result through the over-the-air computation channel directly instead of individual messages from each of the workers. In contrast, the digital scheme requires quantization and channel encoding/decoding, which is always relying on a trusted PS. In addition, the digital scheme of transmitting and reconstructing all information entries one-by-one is an overkill because of the bandwidth limitations posed by practical wireless communications [3], [10], [12]. Thus, the digital scheme is
not applicable to our high-efficiency algorithm. Hence, we here adopt the analog scheme, where all users can simultaneously use the same time-frequency resources to transmit messages.

We also provide analyzable privacy protection for workers under the requirement of DP [16]. Our approach allows workers to transmit privacy-preserving data perturbed by random Gaussian noise instead of their raw data. In our analog-based algorithm, it shows that the per-user privacy level behaves as the centralized algorithm where all workers are connected to a PS.

The main contributions of this paper are summarized as follows:

- We propose DWFL, an innovative, robust and efficient wireless federated learning algorithm, where the problem of single failure, limited bandwidth resource can be solved.
- We give the privacy and convergence analysis of DWFL. It is shown that DWFL satisfies $(\epsilon, \delta)$-differential privacy and has great advantages in noise resistance comparing to the orthogonal transmission scheme. Furthermore, DWFL converges at the same rate $O(1/\sqrt{TN})$ as the centralized algorithm where all workers are connected to a PS.
- We conduct extensive experiments to illustrate the performance of decentralized privacy-preserving wireless FL algorithm on public datasets. It demonstrates that our algorithm DWFL performs well in real settings.

II. RELATED WORK

As a conventional approach of distributed learning, federated learning is receiving more and more attention. In the traditional federated learning, unavailability of any central parameter server results in an immediate and complete interruption of the training process. In order to reduce the risk of single point failure, the decentralized federated learning architecture has been proposed [17]. In decentralized federated learning, clients exchange their local model updates directly in a point-to-point manner. However, considering clients’ frequent communication with each other in the learning process, exchanging information can incur a lot of communication overhead.

The superposition nature of analog schemes naturally enables federated training to involve data aggregation from multiple clients over the air. Wireless federated learning is broadly divided into digital and analog solutions depending on the transmission strategy. Some recent studies have focused on the use of wireless channels to reduce communication overhead of federated learning [7], [8], [9], [10], [12], [13], [14], [9], [12] have studied the digital scheme for wireless federated learning. In [12], by setting the number of top elements to one value before transmission, the gradient vectors are first locally sparse and quantified at the users. In [9], Amiri et al. modified the digital scheme [12] so that only users with optimal channel conditions are allowed to transmit. However, digital schemes require recipients to decode the data sent by individuals and then aggregate them, which burdens the communication network seriously. In addition, the privacy cannot be well protected compared to the privacy-enhanced protection by analog schemes.

In analog schemes, all users transmit the scaled data simultaneously over the wireless channel and obtain the aggregated results directly. The non-orthogonal aggregation makes the analog scheme more bandwidth efficient than the digital one. In [7], [13], the wireless aggregation is accomplished by incorporating user scheduling through power control or beamforming to enhance the communication efficiency. In [8], Wang et al. optimized the frequency of global aggregation based on the model, data and system dynamics in terms of the convergence rate of wireless federated learning. In [14], the gradients are projected to the low dimension, and only users with good channel conditions are allowed to transmit to improve the communication efficiency. In [10], Seif et al. studied the federated learning over a wireless channel based on user sampling. We are interested in decentralized federated learning with the analog scheme, which is more scalable and more efficient in communication.

There are also recent works focusing on the privacy protection of federated learning. Although clients never share local data in federated learning, exchanging raw gradients can still leak information [4], [5], [6]. Recently there has been a flurry of interest in designing federated learning algorithms with strong privacy safeguards. Differential privacy [16] is a standard notion for private data aggregation and analysis. Some studies have designed federated learning algorithms satisfying differential privacy [10], [11], [18], [19], [20], [21], [22]. In [18], Huang et al. designed the DPAGD-CNN algorithm and the DP-FL framework for unbalanced data. Geyer et al. proposed a novel algorithm for client sided differential privacy to preserve federated optimization in [19]. In [20], a new algorithm combining DP and SMC was proposed to implement federated learning, which can improve the accuracy of the model, guarantee provable privacy, and prevent collusion threats and extraction attacks. In [21], Wei et al. proposed a new framework NbAFL based on the notion of differential privacy. Lu et al. proposed a secure and robust asynchronous federated learning scheme based on differential privacy in vehicular networks in [22]. In [10], [11], Seif et al. studied the analog scheme for wireless federated learning with local differential privacy. However, all existing works do not consider the decentralized wireless setting of FL.

III. PRELIMINARIES AND MODEL

In this section we will introduce our system model and problem statement in detail.

We consider the decentralized federated learning. In this model, the workers are organized in a peer-to-peer and serverless manner. Specifically, each worker can directly communicate with other workers. In our decentralized federated learning model, each worker serves as a center and communicates with all other centers. In this peer-to-peer setting, it is no longer considered that any central point failure causes the learning process to fail.

We also consider the privacy concern in the learning process. In our model, the workers are not allowed to transmit
local raw data directly. Instead, the information exchanged by the workers only contains perturbed parameters of the learning model. We divide the learning process into several synchronous rounds. The total number of iterations is $T$. In each round $t$, the worker accomplishes local computation and transmits its information over a wireless channel, modeled by a Gaussian multiple access channel (MAC). In our peer-to-peer setting, each worker receives signal from all other $(N-1)$ workers. The input-output relationship of Gaussian MAC at round $t$ is

$$v_i(t) = \sum_{k \neq i} h_k \tilde{x}_k(t) + m_i(t),$$

(1)

where $\tilde{x}_k(t) \in \mathbb{R}^d$ is the signal (i.e., perturbed local parameter) transmitted by worker $k$ at round $t$. And $v_i(t)$ is the output of Gaussian MAC at the side of worker $i$. Here $h_k = e^{\theta_k}|h_k|$ is a complex valued time-invariant channel coefficient between $k$-th worker and $i$-th worker. $\theta$ is a constant. For simplicity, we assume this coefficient $h_k$ is decided only by sender $k$. Besides the aggregation part $\sum_{k \neq i} h_k \tilde{x}_k(t)$, $m_i(t) \in \mathbb{R}^d$ is an independent additive zero-mean unit-variance Gaussian noise, caused by inherent channel noise. The channel noise is related to the receiving worker $i$. The transmission for each worker $k$ in MAC is constrained by the maximum power of $P_k$.

During the learning process, we consider the following decentralized optimization:

$$\min_{x \in \mathbb{R}^d} f(x) = \frac{1}{n} \sum_{i=1}^n E_{\xi \sim D_i} F_i(x; \xi),$$

where $D_i$ is the local data set for worker $i$. $F_i(x; \xi)$ denotes the value of loss function for worker $i$ given parameter $x$ and data sample $\xi$.

Let $f_i(x) = E_{\xi \sim D_i} F_i(x; \xi)$. Particularly, we try to find an upper bound of $\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E} \| \nabla f(x_t) \|$ to analyze the convergence rate of our algorithm. The private guarantee is of vital importance if the participants of decentralized learning do not admit their local training data to be shared. Although each worker communicates with its neighbors by transmitting parameters instead of sending raw data, the risk of leaking information still exists [23].

Differential privacy [24] is a mechanism to avoid leaking any private information of single worker by adjusting the feedback of query functions, no matter what auxiliary information the malicious adversary worker has. In the context of our decentralized learning, the exchanging process of parameters is a sequence of queries. The differential privacy in our setup is formally defined as follows:

**Definition 3.1:** A randomized query $\mathcal{M}$ on training set with domain $\mathcal{D}$ and range $\mathcal{R}$ satisfies $(\epsilon, \delta)$-differential privacy if for any two adjacent inputs $d, d' \in \mathcal{D}$ and for any subset of outputs $S \subset \mathcal{R}$ it holds that

$$Pr(\mathcal{M}(d) \in S) \leq e^{\epsilon} Pr(\mathcal{M}(d') \in S) + \delta,$$

where the privacy budget $\epsilon$ denotes the privacy lower bound to measure a randomized query $\mathcal{M}$. And $\delta$ denotes the probability of breaking this lower bound.

If $\delta = 0$, the above $(\epsilon, \delta)$-differential privacy is called $\epsilon$-differential privacy. The main purpose is to guarantee $\epsilon$-differential privacy in the decentralized federated learning for each worker while reducing the influence of differential privacy mechanism on convergence rate as small as possible.

A notable fact is that if a query function $\mathcal{M}$ is more sensitive to local data, it is harder for $\mathcal{M}$ to keep $\epsilon$-differential privacy when changing $d \in \mathcal{D}$. Hence, the sensitivity of the query function is commonly used in analyzing the differential privacy of a mechanism, which is defined as below.

**Definition 3.2:** For $f : \mathcal{D} \rightarrow \mathbb{R}^N$, the $L_2$-sensitivity of $f$ is defined as

$$\Delta_2 f = \max_{d_1, d_2} \| f(d_1) - f(d_2) \|,$$

where all $d_1, d_2$ differs in at most one element.

The notations used in this paper are summarized in Table I.

| Notations | Descriptions |
|-----------|--------------|
| $N$       | The number of total workers |
| $d$       | The dimension of local parameter |
| $\gamma$  | The step size |
| $\eta$    | The averaging rate |
| $\epsilon$ | The budget of differential privacy |
| $\delta$ | The slack variable of differential privacy |
| $D_i$     | The local data set for worker $i$ |
| $T$       | The total number of iterations |
| $t$       | The current iteration round |
| $F_i(x, \xi)$ | The loss function for worker $i$ |
| $f_i(x)$  | $E_{\xi \sim D_i} F_i(x; \xi)$ |
| $v_i(t)$  | The input of Gaussian MAC at worker $i$ |
| $h_k$     | $e^{\theta_k}|h_k|$ |
| $\tilde{x}_k(t)$ | The perturbed local parameter |
| $m_i(t)$  | The additive channel Gaussian noise |
| $P_k$     | The maximum constrained power for worker $k$ |
| $g_i(t)$  | The random Gaussian noise at worker $i$ |
| $\tilde{g}_i(t)$ | The gradient of worker $i$ in round $t$ |
| $\tilde{g}_{\max}$ | $\max_k \|g_k(t)\|^2$ |
| $\nabla f(x_i)$ | The gradient of a function $F$ |
| $\frac{1}{N}X$ | All $\frac{1}{N}$ square matrix with size of $N \times N$ |
| $I$       | All $1$ square matrix with size of $N \times N$ |
| $X$       | An identity matrix |
| $G_i$     | $[g_1(t), g_2(t), \ldots, g_N(t)] \in \mathbb{R}^{d \times N}$ |
| $\Theta$  | $X_0 : 1$ |
| $\Theta_i$ | $G_i : 1$ |
| $\nabla^T(X_i)$ | $\frac{1}{N} \sum_{i=1}^N \nabla f_i(x_i(t))$ |

**IV. ALGORITHM AND ANALYSIS**

In this section we present our decentralized learning strategy over Gaussian MAC.

We propose a Decentralized Wireless Federated Learning (DWFL) algorithm. The pseudo-code of the algorithm is given in Algorithm 1. It mainly contains four steps: Computing gradient, Generating signal, Parameter exchange and Parameter update.

We then make a detail analysis on our strategy to show its benefit in privacy protection. Furthermore, we also analyze the trade-off between the convergence rate of learning algorithm and privacy leakage.
The whole algorithm is divided into $T$ rounds for a given $T$. At the beginning of each round $t$, we use $x_i^{(t-\frac{1}{2})} \in \mathbb{R}$ to denote the local parameter of each worker $i$. Before any communication, workers stochastically compute local gradient $g_i^{(t)}$ and update their local parameters to obtain $x_i^{(t)}$:

$$x_i^{(t)} = x_i^{(t-\frac{1}{2})} - \gamma g_i^{(t)},$$

where $\gamma$ is the step size.

Then, each worker exchanges its local model parameter $\tilde{x}_i^{(t)} \in \mathbb{R}^d$ perturbed by a random Gaussian noise $G_i^{(t)}$. Specifically, the signal transmitted by worker $i$ in round $t$ is

$$\tilde{x}_i^{(t)} = e^{-j\theta_i} \left( \sqrt{\alpha_i P_i} x_i^{(t)} + \sqrt{\beta_i P_i} G_i^{(t)} \right).$$

Here $\alpha_i$ is the fraction of power dedicated to the local parameter $X_i^{(t)}$ of worker $i$, while $\beta_i$ is the fraction of power dedicated to the random Gaussian noise vector $G_i^{(t)}$. Each value of $G_i^{(t)}$ is independently drawn from Gaussian distribution $\mathcal{N}(0, \sigma^2)$. The transmission for each worker $i$ in MAC is constrained by the maximum power of $P_i$. The coefficients of signal $\tilde{x}_i^{(t)}$ have to satisfy $(\sqrt{\alpha_i P_i})^2 + (\sqrt{\beta_i P_i})^2 \leq P_i$. Therefore $\alpha_i + \beta_i \leq 1$, where $\alpha_i \geq 0$ and $\beta_i \geq 0$. Recall that in Eqt. (1), every input from worker $i$ is multiplied by a complex number $h_i = e^{j\theta_i} |h_i|$. And notice that the input is multiplied by $e^{-j\theta_i}$ to obtain $|h_i|$. It can guarantee that the received channel coefficient is non-negative.

From Eqt. (1) and (2), the received signal at worker $i$ in round $t$ can be written as:

$$v_i^{(t)} = \frac{\sum_{k \neq i} |h_k| \sqrt{\beta_k P_k} g_k^{(t)} + m_i^{(t)}}{c} = \frac{\sum_{k \neq i} |h_k| \sqrt{\alpha_k P_k} x_k^{(t)} + \sum_{k \neq i} |h_k| \sqrt{\beta_k P_k} g_k^{(t)} + m_i^{(t)}}{c},$$

Here, $m_i^{(t)}$ is the channel noise, whose value is independently drawn from $\mathcal{N}(0, \sigma^2)$.

Thus, we have $\alpha_i = \frac{c^2}{|h_i|^2 P_i}$. Since $\forall i, \alpha_i \leq 1$, the constant $c$ can be upper bounded by

$$c = \min_j |h_j|^2 P_j.$$

By Eqt. (3) and (4), we obtain

$$\alpha_i = \min_j |h_j|^2 P_j$$

It is obvious that the alignment of local parameters is significantly related to the worst effective SNR, i.e. $\min_j |h_j|^2 P_j$.

The constant $c$ can be determined by communicating with each other once at the beginning. By the above aligning scheme, the receiving signal of worker $i$ can be rewritten as:

$$v_i^{(t)} = \frac{\sum_{k \neq i} x_k^{(t)} + \sum_{k \neq i} |h_k| \sqrt{\beta_k P_k} g_k^{(t)} + m_i^{(t)}}{c}.$$

Then Eqt. (5) can be written as:

$$v_i^{(t)} = \frac{\sum_{k \neq i} |h_k| \sqrt{\beta_k P_k} g_k^{(t)} + m_i^{(t)}}{c} = \frac{\sum_{k \neq i} \left[ |h_k| \sqrt{\beta_k P_k} g_k^{(t)} + m_i^{(t)} \right]}{(N-1)c}.$$

Here $\Phi^{(t,i)}$ is the $k$-st column of the matrix

$$\Phi^{(t,i)} = \left[ \frac{|h_1| \sqrt{\beta_1 P_1} g_1^{(t)}}{c} + \frac{m_1^{(t)}}{c(N-1)}, \ldots, \frac{|h_N| \beta_N P_N g_N^{(t)}}{c} + \frac{m_N^{(t)}}{c(N-1)} \right].$$

After the communication step, each worker $i$ will receive a collection of $v_i^{(t)}$s $(i \neq j)$. Then the workers will perform another local update using the following rule:

$$x_i^{(t+\frac{1}{2})} = x_i^{(t)} + \frac{v_i^{(t)}}{c} \left( 1 - c \left( x_i^{(t)} + \Phi^{(t,i)} \right) \right),$$

where $\eta$ is the averaging rate.

We define a weight matrix $W = \frac{(1)_{N \times I}}{N-1}$, where $(1)_{N \times I}$ is a $N \times N$ matrix whose elements are all 1’s and $I$ is an identity matrix. By Eqt. (6) and (7), we have

$$x_i^{(t+\frac{1}{2})} = x_i^{(t+\frac{1}{2})} - \gamma g_i^{(t)} - \eta \left( x_i^{(t)} + \Phi^{(t,i)} \right) + \eta \left( x_i^{(t)} + \Phi^{(t,i)} \right)$$

We denote $\Psi = (1-\eta)I + \eta W$, $X_i = [x_1^{(t)}, x_2^{(t)}, \ldots, x_N^{(t)}] \in \mathbb{R}^{d \times N}$, $G_t = [g_1^{(t)}, g_2^{(t)}, \ldots, g_N^{(t)}] \in \mathbb{R}^{d \times N}$. Then from a global view, the update rule of all $N$ workers can be represented as a matrix $X_{t+\frac{1}{2}}$ as follow:

$$X_{t+\frac{1}{2}} = X_{t-\frac{1}{2}} - \gamma G_t + \eta \left( X_{t-\frac{1}{2}} - \gamma G_t + \Phi_t \right) (W - I)$$

$$= \left( X_{t-\frac{1}{2}} - \gamma G_t \right) (I + (W - I) \eta) + \eta \Phi_t (W - I)$$

$$= \left( X_{t-\frac{1}{2}} - \gamma G_t \right) \Psi + \Phi_t (\Psi - I).$$
Define a $N$ dimensional vector $A = \left[ \frac{1}{N}, \frac{1}{N}, \ldots, \frac{1}{N} \right]$. Multiplying both sides of Eqn. (8) by $A$, it can be obtained that
\begin{equation}
\mathbf{x}(t+\frac{1}{2}) = \mathbf{x}(t-\frac{1}{2}) - \gamma G(t).
\end{equation}

Here, $G(t)$ is exactly the average value of the true gradients of each worker’s local parameter (i.e. $x_i(t-\frac{1}{2})$).

Hence, the parameter update approach in our algorithm is in fact a gradient descent manner performed in a decentralized system from a global view. And we will show that our algorithm can converge quickly while preserving the privacy.

**Algorithm 1: DWFL: Decentralized Wireless Federated Learning**

1. **Initialize:** $x_i(0) = 0_1, N$, learning rate $\gamma$, averaging rate $\eta$, number of total iterations $T$ and variance of noise $\sigma^2$.

2. **for $t = 0$ to $T$ do**

3. **foreach worker $i = 1$ to $N$ do**

4. /* Computing gradient */

5. Randomly sample $\xi_i(t)$ and compute local stochastic gradient $g_i(t) := \nabla F_i(x_i(t), \xi_i)$

6. /* Generating signal */

7. Generate local signal with stochastic gradient:

8. $x_i(t) = x_i(t-\frac{1}{2}) - \gamma g_i(t)$

9. Randomly generate Gaussian noise $G_i(t) \in \mathbb{R}^d$ from $\mathcal{N}(0, \sigma^2)$ and add the noise to signal:

10. $x_i(t) = e^{-\gamma \theta_i} \left( \sqrt{\alpha_i P_i x_i(t)} + \sqrt{\beta_i P_i G_i(t)} \right)$

11. /* Parameter exchange */

12. Broadcast $x_i(t)$ to the network

13. /* Parameter update */

14. Update local parameters:

15. $x_i(t+\frac{1}{2}) = x_i(t) + \frac{\eta}{\epsilon} \left( \sqrt{\sigma^2} - e \left( x_i(t) + \Phi_i(t) \right) \right)$.

16. **endfor**

**Output:** $x$

The overall scheme is summarized in Algorithm 1. More specifically, each worker $i$ maintains two major local variables: the model parameter $x_i(t)$ and the privacy preserving variable $\tilde{x}_i(t)$. The parameter $x_i(-\frac{1}{2})$ for each worker is initialized to 0. In each round $t$, for each worker $i$, Algorithm 1 mainly contains the following four steps:

- **Computing gradient:** worker $i$ computes the local stochastic gradient $g_i(t) = \nabla F_i(x_i(t), \xi_i)$, where $\xi_i$ is randomly sampled from $D_i$.

- **Generating signal:** worker $i$ uses $g_i(t)$ to update the local parameter $x_i(t-\frac{1}{2})$. Then worker $i$ adds random noise to the parameter $x_i(t)$ updated last step to obtain the perturbed parameter $\tilde{x}_i(t)$.

- **Parameter exchange:** worker $i$ broadcasts $\tilde{x}_i(t)$ to the wireless network.

- **Parameter update:** worker $i$ updates local parameter with the rule:

$$x_i(t+\frac{1}{2}) = x_i(t) + \frac{\eta}{\epsilon} \left( \sqrt{\sigma^2} - e \left( x_i(t) + \Phi_i(t) \right) \right).$$

The learning process of each worker is demonstrated in Fig. 1.

### A. Analysis on Privacy Leakage

In this part we provide detailed analysis on privacy budget of our wireless decentralized federated learning algorithm. Recall that each parameter are perturbed by random Gaussian noise, and the channel noise is also drawn from Gaussian distribution. Therefore, we introduce the following lemma for analyzing differential privacy with Gaussian mechanism, which can be found in [24].

**Lemma 4.1:** Let $\epsilon \in (0, 1)$ be arbitrary. For constant $a^2 > 2 \ln(1.25/\delta)$, the Gaussian Mechanism with parameter $\sigma \geq a \Delta_2 f/\epsilon$ is $(\epsilon, \delta)$-differentially private, where $f$ is a query function that performs on the dataset.

Here, $\Delta_2 f$ is the $L2$-sensitivity defined in Definition 3.2. In our setting, each worker receives information of other workers via a wireless channel that automatically aggregates perturbed parameters. In round $t$, the final perturbed aggregating parameter received by $i$ is

$$y_i(t) = \sum_{k \neq i} |h_k| \sqrt{\alpha_k P_k x_k(t)} + \sum_{k \neq i} |h_k| \sqrt{\beta_k P_k G_k(t)} + m_i(t) = e \sum_{k \neq i} x_k(t) + \sum_{k \neq i} |h_k| \sqrt{\beta_k P_k G_k(t)} + m_i(t).$$

In Eqn. (10), the first term $\sum_{k \neq i} |h_k| \sqrt{\alpha_k P_k x_k(t)}$ is the correct aggregation of parameters, which can be considered as the output of query function $f$ in Lemma 4.1. The second term $\sum_{k \neq i} |h_k| \sqrt{\beta_k P_k G_k(t)} + m_i(t)$ is the Gaussian noise with variance $\sigma^2 = \sum_{k \neq i} |h_k|^2 \beta_k P_k \sigma^2 + \sigma_m^2$.

We use $g_{\text{max}}^i$ to bound the gradient of each node in round $t$, that is, $g_{\text{max}}^i = \max_k ||g_k^i||_2$. In practice, this constraint can easily be satisfied by clipped gradient. The following theorem describes the privacy budget of each peer to peer channel in Algorithm 1.

**Theorem 4.1:** For each worker $i$, Algorithm 1 guarantees $(\epsilon_i, \delta_i)$-differential privacy for any other workers in $i$’s process of collecting information in a round $t$, where

$$\epsilon_i = \sqrt{\frac{2 \gamma g_{\text{max}}^i \sqrt{\min_j |h_j|^2 P_j}}{\sum_{k \neq i} |h_k|^2 \beta_k P_k \sigma^2 + \sigma_m^2}} \sqrt{2 \ln \frac{1.25}{\delta_i}}. \quad (11)$$

Proof. We first bound the $L2$-sensitivity of $y_i(t) = \sum_{k \neq i} |h_k| \sqrt{\alpha_k P_k x_k(t)} = e \sum_{k \neq i} x_k(t)$. For any other worker $j \neq i$, consider any two different local datasets $D_j$ and $D_j'$.
When fixing the datasets of other \((N - 1)\) workers, the local sensitivity of \(y_i^{(t)}\) can be bounded as:

\[
\Delta_{i,j} = \max_{D_j, D'_j} ||y_i^{(t)}(D_j) - y_i^{(t)}(D'_j)||_2 \\
= \max_{D_j, D'_j} \left\| c_\gamma \left( g_j^{(t)}(D_j) - g_j^{(t)}(D'_j) \right) \right\|_2 \\
\leq c_\gamma \max_{D_j, D'_j} \left( ||g_j^{(t)}(D_j)||_2 + ||g_j^{(t)}(D'_j)||_2 \right) \\
\leq 2c_\gamma g_{\text{max}}^{(t)} = 2c_\gamma g_{\text{max}}^{(t)} \sqrt{\min_j ||h_j||^2 P_j}.
\]

In the final inequality, we use the fact that \(g_{\text{max}}^{(t)} = \max_k ||g_k^{(t)}||_2\). And in the final equality, we follow from Eqn. (4). Then by applying Lemma 4.1, Eqn. (11) can be obtained.

In order to fully demonstrate the advantages of our strategy over traditional strategies that use the wired channel, we further upper bound \(\epsilon_i\).

\textbf{Remark 4.1:} We can further bound the achievable \(\epsilon_i\) in Theorem 4.1 as follows:

\[
\epsilon_i = \frac{2c_\gamma g_{\text{max}}^{(t)} \sqrt{\min_j ||h_j||^2 P_j}}{\sqrt{\sum_{k \neq 1} ||h_k||^2 \beta_k P_k \sigma^2 + \sigma_m^2}} \sqrt{\frac{2 \ln \frac{1}{\delta}}{2}}.
\]

\[
\leq \frac{1}{\sqrt{N-1}} \times \frac{2c_\gamma g_{\text{max}}^{(t)} \sqrt{\min_j ||h_j||^2 P_j}}{\sqrt{\sum_{k \neq 1} ||h_k||^2 \beta_k P_k \sigma^2 + \sigma_m^2}} \sqrt{\frac{2 \ln \frac{1}{\delta}}{2}}.
\]

It can be shown that the per-user privacy level behaves like \(O(1/\sqrt{N})\), which means that the privacy budget decays with the number of total workers \(N\). Meanwhile, the privacy budget of wired peer to peer channel from \(j\) to \(i\) with orthogonal transmission can be shown to be:

\[
\epsilon_{j \rightarrow i} = \frac{2c_\gamma g_{\text{max}}^{(t)} \sqrt{||h_j||^2 P_j}}{\sqrt{||h_j||^2 \beta_j P_j \sigma^2 + \sigma_m^2}} \sqrt{\frac{2 \ln \frac{1}{\delta}}{2}},
\]

which does not decay with \(N\).

\textbf{B. Analysis on Convergence Rate}

In this part we focus on analyzing the convergence rate of our algorithm. Particularly, we try to find an upper bound of \(\frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E} ||\nabla f(\bar{x}_{t-\frac{1}{2}})||\), which is the average global gradient.

We show that the algorithm DWFL attains a convergence rate of \(O(\sqrt{T})\) while keeping the merit of noise resistance.

First, we introduce some assumptions that are commonly used in the analysis of distributed learning.

\textbf{Assumption 4.1:} These are assumptions that we will use in our following analysis:

\textbf{(1) Lipschitzian Condition:} All function \(f_i(\cdot)\)'s are with L-Lipschitzian gradients. That is to say:

\[
||\nabla f_i(x) - \nabla f_i(y)|| \leq L ||x - y||.
\]

\textbf{(2) Bounded variance:} The variance of stochastic gradient is bounded as follows.

\[
\mathbb{E}_{\xi \sim D_i} ||\nabla F_i(x; \xi) - \nabla f_i(x)||^2 \leq \sigma_f^2
\]

\[
\frac{1}{n} \sum_{i=1}^{n} ||\nabla f_i(x) - \nabla f(x)||^2 \leq \zeta^2, \quad \forall i, \forall x
\]

Next we show the detailed mathematical analysis.

\textbf{Lemma 4.2:} Under Assumption 4.1, we have:

\[
f(x) - f(y) \leq \nabla f(y)^T (x - y) + \frac{L}{2} ||x - y||^2.
\]

\textbf{Proof.} For vectors \(x\) and \(y\), we have

\[
f(x) = f(y) + \int_{0}^{x} \langle \nabla f(y) + \psi(x-y), (x-y) \rangle d\psi
\]

\[
= f(y) + \langle \nabla f(y), x-y \rangle + \int_{0}^{1} \langle \nabla f(y + \psi(x-y)), (x-y) \rangle d\psi
\]

Therefore,

\[
f(x) - f(y) - \langle \nabla f(y), x-y \rangle
\]

\[
= \int_{0}^{1} \langle \nabla f(y + \psi(x-y)) - \nabla f(y), x-y \rangle d\psi
\]

\[
\leq \left| \int_{0}^{1} \langle \nabla f(y + \psi(x-y)) - \nabla f(y), x-y \rangle d\psi \right|
\]

\[
\leq \int_{0}^{1} ||\nabla f(y + \psi(x-y)) - \nabla f(y)|| \cdot ||x-y|| d\psi
\]

\[
\leq \int_{0}^{1} ||\nabla f(y + \psi(x-y)) - \nabla f(y)|| \cdot ||x-y|| d\psi
\]
According to Assumption 4.1, the Lipschitzian Condition holds. Then it can be obtained that

\[ f(x) - f(y) - \langle \nabla f(y), x - y \rangle \leq \int_0^1 \psi L \|x - y\|^2 \, d\psi \]

\[ = \frac{L}{2} \|x - y\|^2 \]

Thus,

\[ f(x) - f(y) \leq \nabla f(y)^\top (x - y) + \frac{L}{2} \|x - y\|^2. \]

\[ \blacksquare \]

The following Lemma 4.3 and Lemma 4.4 were proved in [25].

**Lemma 4.3:** For any matrix sequence \( M_t \), and positive integer constant \( m \in \{1, 2, \ldots \} \), we have

\[ \sum_{t=0}^{T-1} \sum_{s=0}^t \| M_s (W_{\text{eff}} - I) \|^m W_{\text{eff}}^{t-s} \|_F^2 \leq \frac{2}{1 - \lambda^2} \sum_{t=0}^{T-1} \| M_t \|^2_2. \]

In the above Lemma 4.3 and Lemma 4.4, \( W \) is a weight matrix and \( W_{\text{eff}} = (1 - \eta) I + \eta W \). \( \lambda_n = \lambda_n(W_{\text{eff}}) \) and \( I \) is an identity matrix.

**Lemma 4.4:** For any matrix sequence \( M_t \), we have

\[ \sum_{t=0}^{T-1} \sum_{s=0}^t \| M_s (I - A_m) W_{\text{eff}}^{t-s} \|^2_2 \leq \frac{1}{(1 - \lambda^2)^2} \sum_{t=0}^{T-1} \| M_t \|^2_2. \]

The above inequality \( (a) \) is based on Cauchy–Schwarz inequality and Assumption 4.1. Then we bound the difference between \( \nabla f_{\text{eff}}(X_{t-1}) \) and \( \nabla f_{\text{eff}}(\tau_{t-1}) \):}

\[ \mathbb{E} \left\| \nabla f_{\text{eff}}(X_{t-1}) - \nabla f_{\text{eff}}(\tau_{t-1}) \right\|^2 \]

\[ = \mathbb{E} \left( \frac{1}{N} \sum_{i=1}^{N} \left( \nabla f_i(x_i^{(t-1)}) - \nabla f_i(\tau_{t-1}) \right) \right)^2 \]

\[ \leq \frac{1}{N^2} \mathbb{E} \left( \sum_{i=1}^{N} \left( \nabla f_i(x_i^{(t-1)}) - \nabla f_i(\tau_{t-1}) \right) \right)^2 \]

\[ \leq \left( \text{Assumption 4.1} \right) \frac{L^2}{N} \sum_{i=1}^{N} \mathbb{E} \left\| x_i^{(t-1)} - \tau_{t-1} \right\|_F^2. \]

The above inequality \( (b) \) is based on Cauchy–Schwarz inequality. Combining Eqn. (12) and Eqtn. (13), it can be obtained that

\[ \mathbb{E} f(\tau_{t+1}) - \mathbb{E} f(\tau_{t-1}) \leq -\gamma \mathbb{E} \left( \nabla f(\tau_{t-1}) \right)^2 + \frac{L^2 \sigma^2}{2N} \]

\[ - \left( \frac{\gamma}{2} - \frac{L^2}{2N} \right) \mathbb{E} \left\| \nabla f_{\text{eff}}(X_{t-1}) \right\|^2_2 + \gamma \frac{L^2}{2N} \mathbb{E} \left\| X_{t-1} - \left( \frac{1}{N} \right) \right\|_F^2. \]

By summing up the equation above from \( t = 0 \) to \( t = T - 1 \) we get

\[ \frac{\gamma}{2} \sum_{t=0}^{T-1} \mathbb{E} \left\| \nabla f(\tau_{t-1}) \right\|^2 \leq \mathbb{E} f(\tau_{t-1}) - \mathbb{E} f(x^*) \]

\[ + \gamma \frac{L^2}{2N} \sum_{t=0}^{T-1} \mathbb{E} \left\| X_{t-1} - \left( \frac{1}{N} \right) \right\|_F^2 + \frac{LT \gamma^2 \sigma^2}{2N}. \]
Next, we try to upper bound
\[ \sum_{t=0}^{T-1} \mathbb{E} \left\| X_{t-\frac{1}{2}} \left( I - \left( \frac{1}{N} \right) \right) \right\|_F^2. \]

**Lemma 4.6:** Under Assumption 4.1, we have
\[ \sum_{t=0}^{T-1} \mathbb{E} \left\| X_{t-\frac{1}{2}} \left( I - \left( \frac{1}{N} \right) \right) \right\|_F^2 \leq 2\gamma^2(N-1)^2 \sum_{t=0}^{T-1} \mathbb{E} \| G_t \|_F^2 + 2\sigma_t^2 dNT, \]
where \( \sigma_t^2 = \max \left\{ \frac{|h_k|^2 \beta_k \rho_k \sigma^2}{\epsilon^2} + \frac{\sigma^2}{\epsilon^2(N-1)^2}, k \in V \right\}. \)

Proof. According to Eqt. (8), we can get
\[
X_{t-\frac{1}{2}} \left( I - \left( \frac{1}{N} \right) \right) = -\gamma \sum_{s=0}^{t-1} G_s \Psi^{t-s} \left( I - \left( \frac{1}{N} \right) \right) N_t + \sum_{s=0}^{t-1} \Phi_s \Psi^{t-s-1} (\Psi - I) \left( I - \left( \frac{1}{N} \right) \right) N_t
\]
\[
= -\gamma \sum_{s=0}^{t-1} G_s \Psi^{t-s} \left( I - \left( \frac{1}{N} \right) \right) N_t + \sum_{s=0}^{t-1} \Phi_s \Psi^{t-s-1} (\Psi - I) \left( \frac{1}{N} \right) N_t
\]
\[
= -\gamma \sum_{s=0}^{t-1} G_s \Psi^{t-s} \left( I - \left( \frac{1}{N} \right) \right) N_t + \sum_{s=0}^{t-1} \Phi_s \Psi^{t-s-1} (\Psi - I)
\]
\[
+ \sum_{s=0}^{t-1} \Phi_s \Psi^{t-s-1} (W - I) \left( \frac{1}{N} \right) N_t
\]
\[
= -\gamma \sum_{s=0}^{t-1} G_s \Psi^{t-s} \left( I - \left( \frac{1}{N} \right) \right) N_t + \sum_{s=0}^{t-1} \Phi_s \Psi^{t-s-1} (\Psi - I) - \sum_{s=0}^{t-1} \Phi_s \Psi^{t-s-1} \left[ W \left( \frac{1}{N} \right) - \left( \frac{1}{N} \right) N_t \right].
\]

As \( W = \left( \frac{(1-N)}{N-1} \right) \), the matrix \( W \) is doubly stochastic. Then,
\[
X_{t-\frac{1}{2}} \left( I - \left( \frac{1}{N} \right) \right) = -\gamma \sum_{s=0}^{t-1} G_s \Psi^{t-s} \left( I - \left( \frac{1}{N} \right) \right) N_t + \sum_{s=0}^{t-1} \Phi_s \Psi^{t-s-1} (\Psi - I).
\]
Hence, according to Cauchy–Schwarz inequality,
Proof.

\[
E \left\| \nabla F_i(x_i^{(t-\frac{1}{2})}, \xi_i^{(t)}) \right\|^2 \\
= E \left\| \nabla F_i(x_i^{(t-\frac{1}{2})}) - \nabla f_i(x_i^{(t-\frac{1}{2})}) \right\|^2 \\
= E \left\| \nabla F_i(x_i^{(t-\frac{1}{2})}) - \nabla f_i(x_i^{(t-\frac{1}{2})}) \right\|^2 + E \left\| \nabla f_i(x_i^{(t-\frac{1}{2})}) \right\|^2 \\
\leq \sigma_f^2 + E \left\| \nabla f_i(x_i^{(t-\frac{1}{2})}) - \nabla f_i(\bar{x}_{t-\frac{1}{2}}) \right\|^2 + E \left\| \nabla f_i(\bar{x}_{t-\frac{1}{2}}) \right\|^2 \\
\leq \sigma_f^2 + 3E \left\| \nabla f_i(x_i^{(t-\frac{1}{2})}) - \nabla f_i(\bar{x}_{t-\frac{1}{2}}) \right\|^2. \\
\]

Thus we have

\[
E \left\| G_i \right\|_F^2 \\
= \sum_{t=1}^T E \left\| \nabla F_i(x_i^{(t-\frac{1}{2})}, \xi_i^{(t)}) \right\|^2 \\
\leq N\sigma_f^2 + 3L^2 \sum_{t=1}^T E \left\| \nabla f_i(x_i^{(t-\frac{1}{2})}) - \nabla f_i(\bar{x}_{t-\frac{1}{2}}) \right\|^2 + 3N\zeta^2 \\
+ 3NE \left\| \nabla f_i(\bar{x}_{t-\frac{1}{2}}) \right\|^2 \\
\leq N\sigma_f^2 + 3L^2E \left\| X_{t-\frac{1}{2}} - I \left( \frac{1}{N} \right) \right\|_F^2 + 3N\zeta^2 \\
+ 3NE \left\| \nabla f_i(\bar{x}_{t-\frac{1}{2}}) \right\|^2. \\
\]

The following theorem describes the main result on the convergence rate of our DWFL algorithm:

**Theorem 4.2:** Set \( L \leq 1 \) and \( 1 - 12L^2C_2 > 0 \). Then by executing DWFL, we have

\[
\left( \frac{\gamma}{2} - \frac{3\gamma^3L^2C_2}{1 - 6C_2L^2\gamma^2} \right) \sum_{t=0}^{T-1} E \left\| \nabla f_i(\bar{x}_{t-\frac{1}{2}}) \right\|^2 \\
\leq EF(\bar{x}_{t-\frac{1}{2}}) - EF(x^*) + \left( \frac{L^2}{2N} + \frac{C_2L^2\gamma^3}{1 - 6C_2L^2\gamma^2} \right) \sigma_f^2T \\
+ \frac{3\gamma^3L^2TC_2}{1 - 6C_2L^2\gamma^2} + \frac{\gamma^2L^2t\sigma_f^2}{1 - 6C_2L^2\gamma^2},
\]

where

\[
C_2 = \left( \frac{N - 1}{N} \right)^2 \quad \text{and} \quad \sigma_f^2 = \max \left\{ \frac{\partial h_j}{\partial x_k} \partial P_j x_k \sigma_e^2 + \frac{\sigma_m^2}{\sigma^2(1/N)}, k \in V \right\}.
\]

Proof. According to Lemma 4.7, we have

\[
E \left\| G_i \right\|_F^2 \leq N\sigma_f^2 + 3L^2E \left\| X_{t-\frac{1}{2}} - I \left( \frac{1}{N} \right) \right\|_F^2 + 3N\zeta^2 \\
+ 3NE \left\| \nabla f_i(\bar{x}_{t-\frac{1}{2}}) \right\|^2.
\]

Then,

\[
\sum_{t=0}^{T-1} E \left\| G_{t-\frac{1}{2}} \right\|_F^2 \\
\leq TN\sigma_f^2 + 3L^2 \sum_{t=0}^{T-1} E \left\| X_{t-\frac{1}{2}} - I \left( \frac{1}{N} \right) \right\|_F^2 \\
+ 3TN\zeta^2 + 3N \sum_{t=0}^{T-1} E \left\| \nabla f_i(\bar{x}_{t-\frac{1}{2}}) \right\|^2
\]

(15)

According to Lemma 4.6, we have

\[
\sum_{t=0}^{T-1} E \left\| X_{t-\frac{1}{2}} - I \left( \frac{1}{N} \right) \right\|_F^2 \\
\leq \frac{2\gamma^2(N-1)^2}{N^2} \sum_{t=0}^{T-1} E \left\| G_t \right\|_F^2 + 2\sigma_f^2dNT.
\]

(16)

By Eqn. (15) and (16), it can be obtained that

\[
(1 - 6L^2\gamma^2C_2) \sum_{t=0}^{T-1} E \left\| X_{t-\frac{1}{2}} - I \left( \frac{1}{N} \right) \right\|_F^2 \\
\leq 2\gamma^2C_2 \left( N\sigma_f^2T + 3N\zeta^2T + 3N \sum_{t=0}^{T-1} E \left\| \nabla f_i(\bar{x}_{t-\frac{1}{2}}) \right\|^2 \right) \\
+ 2\sigma_f^2dNT.
\]

(17)

According to Lemma 4.5, we have

\[
\frac{\gamma}{2} \sum_{t=0}^{T-1} E \left\| \nabla f_i(\bar{x}_{t-\frac{1}{2}}) \right\|^2 \\
\leq EF(\bar{x}_{t-\frac{1}{2}}) - EF(x^*) + \frac{LT\gamma^2\sigma_f^2}{2N} \\
+ \frac{\gamma L^2}{2N} \sum_{t=0}^{T-1} E \left\| X_{t-\frac{1}{2}} - I \left( \frac{1}{N} \right) \right\|_F^2.
\]

(18)

Combining Eqn. (17) and (18), it can be obtained that

\[
\left( \frac{\gamma}{2} - \frac{3\gamma^3L^2C_2}{1 - 6C_2L^2\gamma^2} \right) \sum_{t=0}^{T-1} E \left\| \nabla f_i(\bar{x}_{t-\frac{1}{2}}) \right\|^2 \\
\leq EF(\bar{x}_{t-\frac{1}{2}}) - EF(x^*) + \left( \frac{L^2}{2N} + \frac{C_2L^2\gamma^3}{1 - 6C_2L^2\gamma^2} \right) \sigma_f^2T \\
+ \frac{3\gamma^3L^2TC_2}{1 - 6C_2L^2\gamma^2} + \frac{\gamma^2L^2t\sigma_f^2}{1 - 6C_2L^2\gamma^2}.
\]

If we choose proper step size \( \gamma \), then we immediately get Corollary 4.1.

**Corollary 4.1:** If we set \( \gamma = \frac{1}{\sigma_f} \sqrt{\frac{2C_4N}{LT}} \) and \( C_4 = EF(\bar{x}_{t-\frac{1}{2}}) - EF(x^*) \), it holds that

\[
\frac{1}{T} \sum_{t=0}^{T-1} E \left\| \nabla f_i(\bar{x}_{t-\frac{1}{2}}) \right\|^2 \leq 2\sigma_f \sqrt{\frac{2C_4L}{TN}} + \frac{20C_4C_1N\delta}{\sigma_f^2\epsilon^2}.
\]

where \( \epsilon \geq \frac{2\gamma\theta_{\max}^i \sqrt{\delta_{\gamma}^i \| P \|}}{\sigma_f \sigma(1/N)} \sqrt{2 \ln \frac{1.25}{\delta}}. \)
From the corollary above we can see that when $T$ goes to infinity, the dominate term is $\frac{1}{\sqrt{TN}}$ that does not include the privacy budget, which is a very desirable property showing DWFL has great advantages in noise resistance.

V. SIMULATION RESULTS

In this section, we evaluate the performance of our wireless decentralized learning strategy by extensive experiments. Specifically, we first test the impact of different transmitting power to the convergence rate. In addition, we test the convergence rate when the number of workers changes. We also analyze the convergence performance with different $\epsilon$. Then, we show the different converging results in orthogonal setting and our non-orthogonal setting. We also evaluate the different convergence rate between the centralized topology [11] and our decentralized topology at the end. We set $P = 60$ dBm, $\epsilon = 0.5$ and the algorithm works in a non-orthogonal decentralized strategy. Based on this setting, we study the impact of different parameters or strategies.

Our experiments are conducted on a real dataset cifar-10, and we use Pytorch as our distributed framework. We use 4 GPUs of type GTX 1080Ti to conduct our experiments and each GPU is used to simulate decentralized workers.

In Fig. 2, we show the convergence results with different transmitting powers as 20 dBm, 40 dBm, 60 dBm and 80 dBm. We set the number of workers $N = 10$ and $N = 30$ respectively. It shows that stronger transmitting power leads to more rapid convergence, it is reasonable since greater power has stronger ability to resist the interference of channel noise.

In Fig. 3, we study the performance of our proposed algorithm DWFL with different number of workers from $N = 15$, $N = 20$, $N = 25$ and $N = 30$. We set the privacy budget as $\epsilon = 0.1$ and $\epsilon = 0.5$ respectively. It shows that DWFL performs better with more workers, which is consistent with our analysis.

In Fig. 4, we show the convergence rate of DWFL with different privacy budget. Specifically, we set $\epsilon = 0.1$, $\epsilon = 0.25$, $\epsilon = 0.5$ and $\epsilon = 1$, respectively. It shows that DWFL has better convergence results with smaller privacy budget. Smaller $\epsilon$ means that more noise is added, which dampens the learning process.

In Fig. 5, we compare the convergence rate of orthogonal scheme and our non-orthogonal scheme with $N = 10$ and $N = 30$ respectively. We show that our non-orthogonal scheme has better advantage over orthogonal scheme in the case of the same privacy level. And our non-orthogonal algorithm converges faster in both $N = 10$ and $N = 30$. In the meanwhile, the orthogonal scheme almost failed to converge when $\epsilon = 0.1$ and $N = 10$ obviously. This is because when the privacy budget $\epsilon$ becomes smaller, more noise needs to be added, which affects the convergence of the algorithm.

Last but not least, we also evaluate the different convergence
rate between the centralized topology and our decentralized topology in Fig. 6. We set the number of workers \( N = 10 \) and \( N = 30 \) respectively. It shows that our decentralized algorithm DWFL acquires more robustness and better convergence results in contrast with that in centralized setting. It is because that the more frequent information exchanges in the single-hop wireless network facilitates the learning process.

VI. CONCLUSION

In this paper, we studied the decentralized wireless federated learning problem under the requirement of differential privacy. We proposed an algorithm DWFL which satisfies \( \epsilon \)-DP. With detailed analysis and sufficient experiments, we showed that our proposed algorithms converges at the same rate \( O(\sqrt{\frac{TN}{N}}) \) as the centralized algorithm. And our algorithm has great advantages in noise resistance compared with the orthogonal transmission scheme. Based on our work, it is meaningful to further investigate decentralized wireless algorithms considering reducing communication cost.
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