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The review of vacuum and matter restructuring in space-time with boundaries is presented. We consider phase properties of confining gauge theories and strongly interacting fermion systems. In particular, the chiral and deconfinement phase transitions properties in the presence of Casimir plates. We also discuss mass scale shifts in such systems and their possible dynamical and geometrical nature.
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1. Introduction

One of the fundamental problems of quantum field theory is the consistency of non-trivial geometry and quantization. One of the brightest examples in this area is quantum fields in space with boundaries. In the case of a pure vacuum, certain boundaries give rise to Casimir forces. Recent theoretical works have shown the possibility of vacuum restructuring effects occurring in the systems with boundaries, leading to a change in the gauge theory vacuum's phase properties and critical behaviour. In particular, it can lead to the low-temperature deconfinement phase transition. One can also assume that the effects of space-time boundaries should manifest themselves in systems with matter fields, particularly in fermionic systems. The fundamental question is - what is the nature of these effects? Is it a consequence of the dynamics of the restructured vacuum, or is it a consequence of the interaction with the Casimir boundaries, or is it a result of a finite space-time volume?

Since its discovery, the Casimir effect has been intensively studied experimentally and theoretically. The experimental studies confirmed this effect in plate-sphere geometries in agreement with theory.

In his original work, Hendrik Casimir assumed that the vacuum gauge field’s state spectrum of a system with boundaries is limited in the infrared region due to finite size, which leads to the observable difference in energy densities of the unbound vacuum and the vacuum with boundaries. As a result, the attracting forces between the boundaries arise. However, several theoretical results indicate a non-trivial change in the vacuum structure, which cannot be explained by an infrared restriction of the vacuum spectrum.

In particular, a spherical geometry leads to the repulsive Casimir force, which
<E_{\text{Sphere}} >= + \frac{0.0461765}{R} \quad (1)

Another interesting theoretical result was that Scharnhorst found that in the Casimir vacuum in the low-frequency region $\omega \ll m$, where $m$ is the electron mass, light propagation modes have phase velocity exceeding $c$. In the paper, Scharnhorst and Barton assumed that the Casimir vacuum behaves like a passive medium ($\text{Im}(n_{\perp}(\omega)) \geq 0$). This assumption led them to the conclusion that the front velocity of light $c/\!\!\!\!n_{\perp}(\infty)$ in the Casimir vacuum is greater than the speed of the light front $c$ in the unbound vacuum. At the same time, the author emphasises that this conclusion does not contain any severe conceptual dangers and, in particular, does not contradict the special theory of relativity.

These examples show two different sources of the Casimir vacuum change. The first example shows that the geometry of the Casimir boundaries significantly affects the properties of the vacuum. The second shows fundamental physical scales change due to the non-perturbative Casimir dynamics and the final size of the system.

In the first part of the paper, we will briefly review the non-perturbative properties and phase structure of field theories with plain Casimir boundaries (for a detailed review see the paper). In the second part, we will discuss the effects of the four-dimensional geometry of bounded space-time to understand its relations with mass-scale shifts in finite volume systems.

2. Phase structure of field theories in space with boundaries

This section considers three examples of the scale shift in systems with Casimir boundaries - strongly interacting fermionic system, compact electrodynamics, and SU(2) theory.

**Strongly interacting fermionic system.** The critical phenomenon of strong interactions is the spontaneous breaking of chiral symmetry, which occurs in the fermionic QCD sector. Chiral symmetry breaking in systems with Casimir boundaries was studied in the model of interacting fermions with the Lagrangian:

$$\mathcal{L} = i\bar{\Psi} \not \! \! \! \partial \Psi + \frac{g}{2} (\bar{\Psi} \Psi)^2 \quad (2)$$

This theory is invariant under discrete $Z_2$ chiral transformations $\Psi \rightarrow \gamma_0 \Psi$ of a fermionic field with N-flavors.

In the unbound space, the vacuum of this model forms a dynamic chiral condensate $\langle \bar{\Psi} \Psi \rangle$ that breaks the chiral symmetry. Symmetry is restored at high temperatures through a second-order phase transition. The critical temperature decreases in the presence of Casimir plates, and the phase transition becomes first order. The chiral symmetry is restored at a sufficiently small distance between the plates, even at zero temperature. Figure 1 shows the phase diagram of this model. The restoration of chiral symmetry due to the Casimir geometry agrees well with the observation that boundary effects restore chiral symmetry in the broken phase.
Fig. 1. The phase diagram of the (3+1) dimensional model of interacting fermions (2) for the inter-plate distance $L$ and temperature $T$, from Ref. 5. The dimensional quantities are expressed in units of the coupling $g$.

Thus, the presence of the Casimir boundaries strongly affects field theory’s critical behaviour and symmetry properties.

Let us consider the non-perturbative analysis of the symmetry breaking in confining theories - compact electrodynamics and SU(2) gauge theory. Compact electrodynamics is another toy model with interesting nonperturbative properties similar to QCD. It has linear confinement of electric charges and the presence of non-trivial topology in physically significant cases of two and three spatial dimensions.

Below, we will briefly consider the compact QED’s vacuum structure transformation due to the Casimir boundaries’ presence. The presented analysis was performed within the first-principles simulations of lattice field theory. The technical details and definitions can be found in the papers 2–4.

The important feature of the compact QED is the presence of monopole singularities. In two spatial dimensions, the monopole is an instanton-like topological object that arises due to the compactness of the gauge group.

The presence of monopoles generates the mass gap

$$m = \frac{2\pi \sqrt{\rho}}{g}$$

and a finite-temperature phase transition at a certain critical temperature $T = T_c$. Here $\rho$ is monopole density, and $g$ is the lattice coupling.

In two spatial dimensions, the standard Casimir boundary conditions are formulated for one-dimensional objects (“wires”). A static and infinitely thin wire, made of a perfect metal, forces the tangential component of the electric field $E$ to vanish at every point $x$ of the wire, $E_\parallel(x) = 0$. The wire does not affect the pseudoscalar magnetic field $B$. The Casimir energy density corresponds to the component of the canonical energy-momentum tensor $T^{00} = (E^2 + B^2)/(2g^2)$. Numerical calculations show that the presence of Abelian monopoles has a nonperturbative effect on the
Casimir effect\cite{2}. The mass gap \cite{3} screens the Casimir energy at large distances between the wires. At small distances, it is the wires that act on the monopoles. As the wires approach, the relatively dense monopole gas between them is continuously transformed into a dilute gas of monopole-antimonopole pairs, as shown in Fig. 2(a) and (b)\cite{3}. The geometry-induced binding transition is similar to the Berezinsky–Kosterlitz–Thouless (BKT)-type infinite-order phase transition\cite{17} that occurs in the same model at a finite temperature\cite{18}.

The BKT transition is associated with a loss of the confinement property between the metallic plates because the weak fields of the magnetic dipoles cannot lead to a disorder of the Polyakov-line deconfinement order parameter. This conclusion agrees well with expectation with a direct evaluation of the Polyakov line in between the plates\cite{3}. Figure 3(a) shows the phase structure of the vacuum of compact electrodynamics in the space between long parallel Casimir wires at finite temperature $T$. The deconfinement temperature $T_c$ is a monotonically rising function of the interwire distance $R$. Formally, the charge confinement disappears completely when the separation between the plates becomes smaller than the critical distance $R = R_c$ determined by the condition $T_c(R_c) = 0$. According to the numerical estimates\cite{3}, $R_c = 0.72(1)/g^2$.

**SU(2) theory.** Let us consider the Casimir effect for a non-Abelian gauge theory which possesses an inherently nonperturbative vacuum structure. It is instructive to consider a zero-temperature Yang-Mills theory in (2+1) spacetime dimensions. The model in (2+1) dimensions exhibits mass gap generation and colour confinement similarly to its 3+1 dimensional counterpart.

The Casimir energy of gluon fluctuations per unit length of the wire is shown in Fig. 4(a). The lattice results – which exhibit excellent scaling with respect to a
Fig. 3. (a) The phase in-between the plates: the critical temperature $T_c$ of the deconfinement transition as the function of the inter-plate distance $R$ in units of the electric charge $g$ in the ideal-metal limit ($\varepsilon \to \infty$). (b) An illustration of the deconfinement in the space between the plates (from Ref. 3).

Fig. 4. (a) The Casimir potential $V_{\text{Cas}}$ for a chromo-metallic wire as the function of the distance $R$ between the wires (in units of the string tension $\sigma$) at various ultraviolet lattice cutoffs controlled by the lattice spacing $\beta$. The line is the best fit. (b) A typical expectation value of the absolute value of the mean Polyakov line in the spaces in between and outside the wires vs the interwire separation $R$.

The variation of the lattice cutoff – can be described very well by the following function:

$$V_{\text{Cas}}(R) = \frac{3}{16\pi} \frac{1}{R^2} \frac{1}{(\sqrt{\sigma}R)^\nu} e^{-M_{\text{Cas}}R},$$

where the anomalous power $\nu$ (which controls the short-distance behaviour) and the “Casimir mass” $M_{\text{Cas}}$ (which is responsible for the screening at large inter-wire separations). The values $\nu = 0$ and $M_{\text{Cas}} = 0$ correspond to the Casimir energy of three non-interacting vector particles. In the SU(2) Yang-Mills theory, one gets:

$$M_{\text{Cas}} = 1.38(3)\sqrt{\sigma}, \quad \nu_\infty = 0.05(2).$$

Surprisingly, the Casimir mass $M_{\text{Cas}}$ turns out to be substantially smaller than the
mass of the lowest colorless excitation, the $0^{++}$ glueball, $M_{0^{++}} \approx 4.7 \sqrt{\sigma}$ (the latter quantity has been calculated numerically in Ref. [19]). In Ref. [20] it was shown that the $(2+1)$ Casimir mass might be related to the magnetic gluon mass of the Yang-Mills theory in $(3+1)$ dimensions.

In Fig. 4(b), we show the expectation value of the order parameter of the deconfining transition, the Polyakov loop $L$, in the space inside and outside the wires. Similarly to the compact Abelian case, the gluons in between the wires experience a smooth deconfining transition as the wires approach each other, thus confirming the qualitative picture shown in Fig. 3(b).

3. Effects of the four-dimensional boundaries

We considered systems with time-like space boundaries that lead to non-trivial properties and vacuum structure change. Another essential configuration of the boundaries is space-like temporal hyper-surfaces that lead to finite temporal size systems. By the analogy of a space box that as a whole has space-translation symmetry, we can consider a finite temporal box that as a whole has continuous time-translational symmetry. It corresponds to the space-time box, which is at the rest frame. Here we will show how the relativistic treatment of the bound state allows us to consider it a space-time box. We will also discuss the physical outcomes of the existence of the temporal boundaries.

Let us consider a relativistic bound state of two particles. The bound particles are distributed in the bound state’s internal space-time (space-time bag). Instead of the traditional formulation of the Casimir effect, where borders are externally set boundary conditions, the border here is of dynamical origin. The boundaries result from the bound particles’ dynamics, which naturally leads to the vanishing the current’s radial component at the bound state boundaries. This condition is equivalent to the MIT bag condition.

The bound state of particles can be defined as the constituents scattering amplitude pole in the momentum space:

$$G(p_1, p_2, p'_1, p'_2) = \frac{\Gamma(p_1, p_2)\bar{\Gamma}(p'_1, p'_2)}{(p_1 + p_2)^2 - M^2} + ....,$$

where $M$ is the mass of the bound state, $p_1, p_2$ - 4-momenta of the constituents.

Below, we will discuss the relation between the appearance of the pole and the finite temporal size of the bound state, which in its order is related to the shifting of the particles from the mass shell.

For this purpose, let us consider the 4D kinematics of the two-particle system. To separate centre of mass constituents kinematics, instead of individual 4-momenta of the particles $(p_{1\mu}, p_{2\mu})$, we will use the set of 4-momenta of the centre of mass and the relative momenta of the particles $(P^\mu, k^\mu)$:

$$P^\mu = p_{1\mu} + p_{2\mu}, \quad 2k^\mu = p_{1\mu} - p_{2\mu}$$
Let us consider, for simplicity, the centre of mass rest frame. In this case the momenta $p_1^\mu$ and $p_2^\mu$ can be written in the form:

$$ p_1^0 = \frac{M}{2} + k_0, \quad p_2^0 = \frac{M}{2} - k_0 $$

The corresponding space-time variables have the following form:

$$ x_1^0 = T + \frac{\tau}{2}, \quad x_2^0 = T - \frac{\tau}{2} $$

$$ x_1^1 = X + \chi, \quad x_2^1 = X - \chi $$

where $(T, X)$ - center of mass space-time, $(\tau, \chi)$ - space-time of constituents relative positions.

The relative energy $2k_0 \neq 0$ for the off-shell particles system only. Indeed, the on-shell conditions in terms of the variables (9) are the following:

$$ \frac{M}{2} + k_0 = E(k), \quad \frac{M}{2} - k_0 = E(k) \quad E(k) = \sqrt{k^2 + m^2} $$

The solution of the system gives the following mass-shell condition:

$$ k_0 = 0, \quad M = 2E(k) \geq 2m $$

Thus, $k_0$ determines the degree of the nucleon’s off-mass-shell shift. Below, we will show that the finite temporal size of the bound state leads to $k_0 \neq 0$.

Let us consider the Green function of a bound state of two particles:

$$ G(P) = \int \frac{d^4k}{(2\pi)^4} \frac{\bar{\Gamma}(P,k)\Delta_1(P,k) \otimes \Delta_2(P,k)\Gamma(P,k)}{\left(\left(\frac{P}{2} + k\right)^2 - m^2\right)\left(\left(\frac{P}{2} - k\right)^2 - m^2\right)}, $$

where

$$ \Delta_1(P,k) = \left(\frac{P}{2} + k\right)\gamma + m, \quad \Delta_2(P,k) = \left(\frac{P}{2} - k\right)\gamma + m. $$

Figure 5 illustrates this Green function by the corresponding Feynman diagram. It contains contributions of positive and negative energy states. Let us consider positive energy contributions. The negative energy terms can be analysed in the same way.

The initial and final total 4-momenta $P, P'$ are equal to each other due to momentum conservation. This term considers any intermediate interaction corrections due to the Bethe-Salpeter equation (see Fig 5b). Thus, the relative 4-momemta $k$ are conserved too.

The integrand of Eq.(13) represents the momentum distribution of the particles within the bound state. The total momentum $P$ dependence is trivial in the case
of $P = 0$. The corresponding internal space-time distribution can be obtained as a Fourier transformation of the integrand.

$$ g(\tau, \chi) = \int \frac{d^4k}{(2\pi)^4} \frac{-f(k) e^{ik_0\tau - i\mathbf{k} \cdot \mathbf{\chi}}}{4E^2(k_0 - (E - \frac{M}{2}))(k_0 + (E - \frac{M}{2}))}, $$

where

$$ f(k) = \tilde{\Gamma}^{++}(M, k)[u(k)\bar{u}(k) \otimes u(-k)\bar{u}(-k)]\tilde{\Gamma}^{++}(M, k). $$

Let’s integrate (14) with respect $k_0$ taking into account the poles $k_0 = \pm(E - \frac{M}{2})$

$$ g(\tau, \chi) = \int \frac{d^3k}{(2\pi)^3} f\left(E - \frac{M}{2}, k\right) e^{-i\mathbf{k} \cdot \mathbf{\chi}} \frac{1}{2E^2 (2E - M)} \left[ e^{i(E - \frac{M}{2})\tau} - e^{-i(E - \frac{M}{2})\tau}\right] $$

$$ = \int \frac{d^3k}{(2\pi)^3} f\left(E - \frac{M}{2}, k\right) e^{-i\mathbf{k} \cdot \mathbf{\chi}} \sin(\frac{(2E - M)\tau}{2}) \frac{1}{2E^2(2E - M)} $$

We calculate the Fourier image with respect $\mathbf{k}$ as a Fourier transform of the product of the functions:

$$ g(\tau, \chi) = \int d^3\chi' g_1(\chi - \chi')g_2(\tau, \chi') $$

where

$$ g_1(\chi - \chi') = \int \frac{d^3k}{(2\pi)^3} f(2E - M, k) e^{-i\mathbf{k} \cdot (\chi - \chi')} $$

and

$$ g_2(\tau, \chi') = \int \frac{d^3k}{(2\pi)^3} \sin(\frac{(E - \frac{M}{2})\tau}{2}) \frac{1}{2E^2(2E - M)} e^{i\mathbf{k} \cdot \chi'}. $$

The function $g_2$ fully describes the $\tau$-dependence of the distribution function $g(\tau, \chi)$. It does not depend explicitly on the constituents’ interaction and has a pure geometrical nature. According the expression (15) it plays role of function limiting the three dimensional space distribution $g_1$. Thus, one can consider it as a kind of integral boundary condition.
Calculation of the integral in (17) with respect to $k$ gives the temporal distribution of the constituents within the bound state:

$$g_2(\tau, \chi') = \int_0^\infty |k|^2 d|k| \frac{\sin((E - M)\tau) \sin(|k||\chi'|)}{E^2(2E - M)}$$  \hspace{1cm} (18)

To illustrate a relation between temporal structure and energy scales, we choose values of $m$ and $M$ of a physical bound state of two nucleons - deuteron. The calculation result is presented in the figure 6a.

Fig. 6. (a) The temporal distribution $g_1(\tau, \chi)$ for the deuteron at three different values of space distance $\chi = 1.8Fm$ (blue line), $\chi = 3.6Fm$ (orange line), $\chi = 6.9Fm$ (green line). (b) The temporal distribution $g_2(\tau, \chi)$ for the deuteron-like bound state with different values of the binding energy at $|\chi| = 1.8Fm$.

The Fig. 6a shows that time distribution ($g_2(\tau, \chi)$) of the bound state with mass-defect exhibits final time-size behaviour. In other words, the final temporal size of the system leads to the observable shift from the mass-shell. To define the temporal size of the system, we take positions of the first zero of the main peak. The following relation defines the positions of the zero:

$$(2E - M)\tau_0 = \pi.$$  \hspace{1cm} (19)

The average value of the $\tau_0$ is about $1.4\, MeV^{-1}$, what corresponds $276\, Fm$ or $9.2 \cdot 10^{-22}$ seconds.

The Eq.(19) shows a relation between the off-mass-shell shift and the finite temporal size of the system. Fig. 6b compares the calculations with negative binding energy, zero and small positive binding energy. From the figure, we see that at zero binding energy, the temporal size of the bound state becomes infinite.

Another interesting result is presented in Fig. 7(a). This shows a gap at the small $\tau$ on moderate space distances, where the constituents do not overlap. It means that for the bound non-overlapping particles, the 4-distances with $\tau < \chi$ are forbidden. In the case of small space intervals, where constituents overlap, the gap is blurring (see Fig. 7(b)).
EMC-effect One of the essential questions is - can the finite temporal size of the bound state lead to any observable effects? Here we will consider one - the EMC-effect.

The EMC-effect discovered in the experiments of the EMC collaboration\cite{22} shows that the short-range structure of a bound nucleon has observable differences from the free nucleon structure. This discovery contradicts the traditional picture of bound states. The scales of nuclear and intranuclear forces differ so much that the former cannot affect the latter.

This contradiction can be solved if one considers the 4D structure of bound states.

Indeed, since the temporal distribution of a bound nucleon is not uniform and limited, the time translation invariance for an individual constituent is broken. While for a free nucleon, it is conserved. Since the time-invariance is conserved for the whole bound state, the corresponding observables have physical meaning after integration over the bound state space-time.

The covariant treatment of the deep inelastic amplitude and integration with respect to the zero-component of the relative momentum $k_0$ give the following relation between the bound and free nucleon structure functions:

$$F_2^N(x) = \int \frac{d^3k}{(2\pi)^3} \left[ \frac{E-k_3}{E} F_2^N(x_N) + \frac{2E-M}{E} x_N \frac{dF_2^N(x_N)}{dx_N} \right] \Phi^2(k), \quad (20)$$

where $x = Q^2/(2Mq_0)$ and $x_N = Q^2/(Eq_0 - k_3 q_3)$ are Bjorken scaling variable for the deuteron and nucleon respectively. The $Q^2 = -q^2 = q_3 - q_0$ virtual photon space-like momentum. The first term in Eq.(20) is the contribution of the Fermi-motion. The second term gives finite temporal size effects.

\(^\text{a}\)This circumstance, by the way, explains why quasi-potential approaches were failed to explain the EMC-effect.
The previous numerical calculations presented in Fig. 8 show good agreement with data in the whole region of $x$ values.

![Graphs showing the ratio of 4He and D structure functions and the ratio of the nuclear to deuteron structure functions.]

Fig. 8. (a) Ratio of the 4He and D structure functions. The experimental values are shown by the full squares $^{23}$, the light circles $^{24}$ and full circles $^{25}$. (b) The ratio of the nuclear to deuteron structure functions at small Bjorken $x$ for $^4$He. The experimental values are shown by the solid squares $^{24}$.

4. Conclusion

The main question discussed in the presented article is the nature of the vacuum and matter restructuring in spaces with boundaries. We have considered several examples of systems with boundaries to clarify this question. The examples we have considered illustrate three different causes of vacuum and matter restructuring.

The strongly interacting fermion system demonstrates that the boundary effects restore the chiral symmetry in a chirally broken phase. Due to the boundary effects, the critical temperature decreases, and the phase transition becomes first order. The chiral symmetry is restored at a sufficiently small distance between the plates, even at zero temperature.

The compact QED with Casimir boundaries demonstrates a purely geometrical effect. The small interplate distance constrains the monopole density, leading to the early deconfinement phase transition.

The non-Abelian SU(2) gauge field theory demonstrates vacuum restructuring due to the non-perturbative dynamics of gluon fields. It shifts the scale defined by glueball mass to significantly smaller values. It also exhibits early deconfinement phase transition, which might have similar nature as in compact QED.

The two-fermion bound state exhibits mass scale shift due to the space-like temporal boundaries, where the boundaries have a dynamical nature. It is a purely geometrical effect. The limited temporal size of the bound state leads to the time translation invariance breaking for an individual constituent. It causes the mass-
scale shift, or in other words, off-mass-shell effects. One of the observable effects of the finite temporal size of bound states of nucleons is the EMC-effect.
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