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Abstract
Many people with mental illnesses face challenges posed by stigma perpetuated by fear and misconception in society at large. This societal stigma against mental health conditions is present in everyday language. In this study we take a set of 14 words with the potential to stigmatize mental health and sample Twitter as an approximation of contemporary discourse. Annotation reveals that these words are used with different senses, from expressive to stigmatizing to clinical. We use these word-sense annotations to extract a set of mental health–aware Twitter users, and compare their language use to that of an age- and gender-matched comparison set of users, discovering a difference in frequency of stigmatizing senses as well as a change in the target of pejorative senses. Such analysis may provide a first step towards a tool with the potential to help everyday people to increase awareness of their own stigmatizing language, and to measure the effectiveness of anti-stigma campaigns to change our discourse.

1 Introduction
The World Health Organization (WHO) estimates that one in four people worldwide will suffer from a mental illness at some point in their lives (World Health Organization, 2011). One in five Americans experience a mental health problem in any given year (Kessler et al., 2007; Substance Abuse and Mental Health Services Administration, 2014). Many people with a mental illness experience social and economic hardship as a direct result of their illness. They must cope with their symptoms, but also with the stigma and discrimination that result from misconceptions about such illnesses (McNair et al., 2002; Corrigan et al., 2003). In fact, the stigma and discrimination related to mental illnesses have been described as having worse consequences than the conditions of the mental illnesses themselves, contributing to people’s hesitation to seek treatment for a mental health condition (Corrigan et al., 2014).

Many studies in Linguistics and Cognitive Science have shown that word choice and language use have direct influences on the speaker’s thought and actions (c.f., linguistic relativism (Boroditsky, 2011; Berlin and Kay, 1991; Lakoff, 1990)). Word choice and the context to which the words are attributed serve to foster stigma and prejudice toward people with mental health conditions, trivializing serious mental health conditions and their accompanying experiences. Anti-stigma campaigns, designed to raise public awareness of mental stigma, have in recent years focused on bringing public attention to the negative impact of the choice of their words. For example, reporters are advised that, as with any disparaging words related to race and ethnicity, some words should never be used in reporting, including ‘crazy’, ‘nuts’, ‘lunatic’, ‘deranged’, ‘psycho’, and ‘wacko’. The premise behind anti-stigma campaigns is that increased awareness of the detrimental effects of stigmatizing language associated with mental health will help the public become more judicious in their word choice and, consequently, change their attitudes and behaviors toward mental illnesses and those suffering from them.

One might ask, then, whether these anti-stigma campaigns are effective; are they changing the dis-
course, particularly around mental health? Evidence seems to indicate that interventions to reduce stigma are occasionally effective in the short term (Thorntoncroft et al., 2015). As a first step in addressing this question empirically, we explore 14 of the common terms that have been the focus of a number of anti-stigma campaigns, such as ‘crazy’, ‘mental’, or ‘psycho’, that can be used in a derogatory or pejorative manner. We evaluate if indeed awareness of mental illnesses encourages a more restrained use of these words, either avoiding the words entirely or reducing the use of a word in its stigmatizing sense.

For data, we turn to social media, a platform used by nearly four billion people worldwide. Social media platforms offer an uncensored, unscripted view of the ongoing discourse of the online generation, thus providing a source for analyzing contemporary language use. In particular for this study, we focus on public posts to Twitter.

The paper is structured as follows: we begin with a brief discussion of related work, and present our methods and motivation for gathering social media data from Twitter in a two-stage process. We then inventory the various word senses discovered in the data for each of 14 stigmatizing words related to mental health. We discuss our annotation process, beginning with finer-grained senses and moving to a coarser-grained sense inventory for comparison across the set of stigmatizing words. We show the results of word sense analysis across two different sets of social media users, demonstrating that a user’s mental health awareness may be reflected in the use – or lack thereof – of stigmatizing language. Finally, we conclude the paper with a few potential applications of this technology.

2 Related Work

There has recently been an explosion in work using technology to detect and characterize various aspects of individuals with mental health disorders, particularly online (Ayers et al., 2013; Yang et al., 2010; Hausner et al., 2008) and on social media (Coppersmith et al., 2014; De Choudhury, 2013; Nguyen et al., 2014; Schwartz et al., 2013). Many social media users post about their own health conditions, including physical conditions such as cancer or the flu (Paul and Dredze, 2011; Dredze, 2012; Hawn, 2009), but also mental health conditions such as depression (Ramirez-Esparza et al., 2008; De Choudhury et al., 2013; Park et al., 2012), bipolar disorder (Kramer et al., 2004), schizophrenia (Mitchell et al., 2015), and a wide range of other mental health conditions (Coppersmith et al., 2015).

In contrast to this previous work, which analyzed the language use of social media users with mental health conditions, we focus on the use of language related to mental health, regardless of the social media users’ mental health status. Reavley and Pilkington (2014) also examined Twitter data related specifically to stigma associated with depression and schizophrenia. Similarly, Joseph et al. (2015) analyzed the sentiment and tone in tweets containing the hashtags #schizophrenia and #schizophrenic, and compared these to tweets containing the hashtags #diabetes and #diabetic, in order to determine the difference in attitude toward an often-stigmatized illness like schizophrenia versus an un-stigmatized physical illness like diabetes. The study discovered that tweets referencing schizophrenia were twice as likely to be negative as tweets referencing diabetes, and that Twitter users were more likely to use humorous or sarcastic language in association with the adjective schizophrenic than with diabetic.

Our work has a broader scope than this previous work, in that we examine stigmatizing language related to a wide range of mental health conditions. The closest work to ours is that of Collins (2015), wherein she conducted a historical topic- and co-occurrence analysis of hashtags #insane, #psycho, ‘#schizo, and #nutter on Twitter. In this work, we add to this list, as described in the next section (see Table 1), and extend the analysis to include a broader examination of language use.

This work also borrows from annotation methods widely used in natural language processing. The process of annotation includes a linguistic analysis of data, the development of annotation standards or guidelines, and the manual tagging of the data with the set standards. Such annotation methods have been used in annotating data for lexical (Duffield et al., 2010), semantic (Schneider et al., 2015; Hwang et al., 2014; Hwang et al., 2010; Palmer et al., 2005), and syntactic (Marcus et al., 1994) tasks.
3 Stigmatizing Words

In this study, we focus on 14 words with the potential to stigmatize mental health, which we will refer to as stigmatizing words. Table 1 contains a list of the stigmatizing words used in this study.

| bonkers | insane | mad | nuts | schizo |
|--------|--------|-----|------|--------|
| crazy  | loony  | mental | nutter | wacko |
| deranged | lunatic | nutcase | psycho |

Table 1: Stigmatizing words used for keyword search.

Starting from the 4 words ‘insane’, ‘psycho’, ‘schizo’, and ‘nutter’ as studied by Collins (2015), we extended the list by including words that are often cited as problematic terminology by various anti-stigma campaigns to arrive at our list of 14. In particular, we focused on the terminologies discussed in various blog entries, articles, or publications by National Alliance on Mental Illness (NAMI), Time to Change, and HealthyPlace.

4 Twitter Data

All of the data in this study comes from publicly available Twitter data collected using the Twitter API. The data was collected in two stages.

4.1 Keyword-Based Data

In the first stage, we obtained two months’ (July and August 2015) worth of tweets based on a keyword search of the 14 stigmatizing words. We will refer to the set of tweets collected using this keyword-based search as the seed set. This collection contains over 27 million tweets. Once extracted, the seed set was then filtered to remove tweets containing the label RT (retweets) or URLs, on the assumption that such tweets often contain text not authored by the user. Tweets were also filtered to select only those marked by Twitter as English (i.e., “en” or “en-gb”). In order to exclude instances where stigmatizing words show up in the user handle (e.g., @crazygirl), user mentions (@s) were removed for the purposes of filtering. Finally, any exact-match duplicates among the set of tweets were removed for purposes of annotation. The final, filtered set consists of just over 840k tweets. Of these, ‘nuts’ and ‘crazy’ make up over 20% of the dataset, each; ‘mad’ is the next most frequent, at 13%, with ‘psycho’, ‘insane’, and ‘mental’ following behind with 7-11% each. ‘Bonkers’ and ‘lunatic’ each comprise 3% of the data; ‘nutter’ and ‘deranged’ are less than 2% of the data, while the remaining words – ‘loony’, ‘nutcase’, ‘schizo’, and ‘wacko’ – each comprise less than 1% of the filtered seed set.

For each stigmatizing word, 100 random tweets containing the word were selected for annotation. Each selected tweet was manually analyzed to establish an inventory of types and varieties of meanings or senses of the words as used in the tweets (see Section 5 for further discussion). Based on the established senses, whenever a tweet was used in a clinical sense of the word, the tweet was considered to originate from a mental health aware (MHA) user. Users that did not have any clinical usages were considered to be mental health unaware (MHU) users. Table 2 provides a few example tweets for several of the stigmatizing words.

4.2 User-Based Data

The second-stage dataset, which we refer to as the user-based set, is constructed from tweets posted publicly by a set of users. For this dataset, we began by using the tweets annotated as MHA to extract a list of Twitter users that had minimally used mental health aware language in at least one tweet. As the tweets typically contained specific references to mental health or mental issues, we make the assumption that these users may be more sensitive to the existing stigma or prejudices towards mental health disorders. We term this set of users the MHA users.

We then extract a set of users for comparison. Generally, a comparison set would be generated based on a random selection of Twitter users. In our case, we limit that selection to users who tweeted any of the stigmatizing words from Table 1 in a non-clinical sense during the collection time period (July-August 2015) and did not use the stigmatizing words in a clinical sense during that time period, and thus do not belong to the MHA user group. We term these users the MHU users. The set of MHU users is much larger than MHA users: 686 versus 60, respectively. We additionally down-selected within the MHU set to form an age- and gender-matched comparison set, based on evidence that failing to ac-

---

2 https://www.nami.org/, http://www.time-to-change.org.uk/, and http://www.healthyplace.com/, respectively
“I’m fuming. How dare a TV show portray folks suffering from mental health issues so unfairly? As if there isn’t already enough stigma around.”

count for age and gender can yield biased comparison groups that may skew results (Dos Reis and Culotta, 2015). To create an approximately matched comparison set, we take each user in our full MHA and MHU sets, and obtain age and gender estimates for each from the tools provided by the World Well-Being Project (Sap et al., 2014). These tools use lexica derived from Facebook data to identify demographics, and have been shown to be successful on Twitter data (Coppersmith et al., 2015). Then, in order to select the best comparison set, we selected (without replacement) the MHU user with the same gender label and closest in age to each of the MHA users.

We use a balanced dataset here for our analysis, by selecting an equal number of MHA users and comparison MHU users for our analysis. In practice and as stated above, we found approximately an order of magnitude difference between MHA and MHU users. Our selection of a balanced set enables simpler machine learning classification efforts, and helps to demonstrate the language differences between the two groups more clearly than if we had examined a dataset more representative of the population (~1/10). Our results should be taken as validation that the differences in language we observe are relevant to mental health awareness, but only one step towards applying something derived from this research as a tool in a real world scenario.

For each of the MHA users and the age- and gender-matched MHU users, we retrieved all of their most recent public tweets via the Twitter API, up to 3200 tweets. Just as in the previous data collection stage, the data was filtered to select only tweets marked as English, to remove retweets and tweets containing URLs, and to remove user mentions (@s). Preprocessing of the data removed any exact-match duplicates among the filtered tweets.

From this new set of user-based tweets, we extracted each tweet containing any of the stigmatizing words. We then annotated the instances of the stigmatizing words in these extracted tweets with the senses developed in the previous stage (Section 4.1). We achieved a relatively high inter-annotator agreement rates: Cohen’s kappa value of 0.74 (IAA = 86.8%) on the MHA tweets and 0.64 (IAA = 80.6%) on MHU tweets.

Table 2: Examples of tweets using stigmatizing words in their clinical sense.
Table 3: Examples of fine-grained sense inventory for the 5 most polysemous words of the 14 stigmatizing words analyzed.
expressive usage as seen for ‘crazy’ sense 6, ‘mad’ sense 5, or ‘nuts’ sense 4. Rather than offering a descriptive content, these expressive serve to convey a certain emotional perspective of the speaker.\footnote{For example, “Aw nuts!” expresses certain set of emotions (e.g., regret, displeasure) as is relevant to the speaker for the immediate situation, rather than ascribing a descriptive meaning to something or someone.}

Out of the 14 words, only five showed instances that were used in the clinical sense of the word: ‘mental’ (sense 1), ‘nuts’ (sense 7), ‘psycho’ (sense 3), ‘insane’ (sense 4), and ‘schizo’ (sense 2). These clinical senses mark the MHA tweets, from which the user-based set was generated as detailed in Section 4.2.

5.2 Coarse-Grained Sense Inventory

If we are to analyze the stigmatizing words and their senses to compare their usage in MHA tweets and MHU tweets, we will find that fine-grained senses pose a difficulty. Consider the senses in Table 3. The words ‘schizo’ and ‘mental’, for example, have three senses each, but a sense for one word does not always have a counterpart for the other. Additionally, comparison of usage between highly-polysemous ‘nuts’ and three-sense ‘mental’ would require an additional layer of analysis to bridge the differences.

In an effort to make an apples-to-apples comparison of these words, we developed a set of coarse-grained senses that can be applied to all of the stigmatizing words. Fine-grained senses were then mapped to one of five coarse-grained (CGd) senses. Table 4 shows the list of coarse-grained senses.

|   |   |
|---|---|
| A. | term applied to sentient beings (often in a derogatory manner) |
| B. | term applied to an object, situation, or world in general |
| C. | clinical usage |
| D. | homonymous usage |
| E. | other senses |

Table 4: Coarse-grained (CGd) senses for stigmatizing words.

Sense A, B and C are the relevant senses for our study. Senses A and B capture the stigmatizing sense of the word applied to sentient beings (e.g., humans, pets, etc.) and to objects or situations. Clinical or medical usages of the words are assigned to sense C. To take ‘nuts’ as an example, sense 1 was mapped to CGd sense A, senses 2 and 4 were mapped to CGd sense B, and sense 7 was mapped to coarse sense C.

Sense D is for homonymous usage like ‘mad’ sense 1 (i.e. anger in ‘I’m mad at you!’) or ‘nuts’ sense 5 (i.e. fruit in “These snacks have nuts in them”). Sense E is a miscellaneous category that includes senses unrelated to the central senses of the word (e.g., a “names and labels” senses) or instances where the sense of the word was not identifiable or unclear (e.g., “tin nuts”). In the case of ‘nuts’, senses 3 and 5 were mapped to CGd sense D, and senses 6 and 8 were mapped to CGd sense E.

6 MHA vs. MHU

6.1 Stigmatizing Word and Sense Use

In evaluating occurrences of stigmatizing words in MHA and MHU datasets, we find that, on the whole, the MHA users do use these words less frequently when compared to the MHU users. Table 5 shows the total count of tweets in the MHA and MHU datasets for each of the stigmatizing words.

There are two exceptions to the observation that MHA users use stigmatizing words with less frequency. They are boldfaced in Table 5. The use of the words ‘mental’ and ‘schizo’ show higher usage of stigmatized words by the MHA set. However, if we focus on the numbers relevant to the stigmatizing senses (i.e., CGd senses A and B) the story becomes more clear. The leftmost columns of the table show that the majority of uses of the word ‘mental’ are in fact the clinical sense (CGd sense C). Additionally, note that the use of these words in a clinical sense by MHU users indicates that our original classification of MHU users is imperfect; by our definition, each of the MHU users producing these clinical-sense words should be classified as an MHA user. Since our seed set dataset and our user-based

\footnote{These counts do not include the homonymous sense D.}
|          | Occurrences | Clinical Use |
|----------|-------------|--------------|
|          | MHA | MHU | MHA | MHU |
| bonkers  | 2   | 19  |      |      |
| crazy    | 152 | 252 |      |      |
| deranged | 24  | 54  | 0    | 1    |
| insane   | 1   | 7   |      |      |
| loony    | 0   | 17  |      |      |
| lunatic  | 22  | 91  |      |      |
| mad*     | 267 | 86  | 233  | 45   |
| mental   | 2   | 17  |      |      |
| nuts*    | 7   | 46  | 3    | 2    |
| nutter   | 1   | 7   |      |      |
| psycho   | 17  | 34  | 3    | 0    |
| schizo   | 12  | 9   | 9    | 2    |
| total    | 489 | 631 | 248  | 50   |
| total (all senses) | 610 | 776 |      |      |
| total (A & B only)  | 204 | 503 |      |      |

Table 5: Word counts of potentially-stigmatizing words in MHA and MHU tweets. An asterisk (*) indicates that the coarse-grained sense D (homonyms) for the word has been removed for this count.

dataset were pulled from Twitter at different time points, approximately six months apart, our classification of MHA and MHU users could be and indeed was occasionally incorrect: MHA users might not have produced another clinical-sense stigmatizing word in the user-based dataset, and MHU users might have used such a sense, perhaps due to becoming more mental health–aware over time.

Figure 1 better visualizes the various senses of each of the stigmatizing words from each of the user groups. Consider the uses of ‘mental’ and ‘schizo’ as visualized in Figure 1 for MHA and MHU tweets. For MHA tweets, the most prominent sense of ‘mental’ is the clinical sense C, while the stigmatizing sense A is used very infrequently. For MHU, however, while there is a large portion of clinical sense C associated with the use of ‘mental’, it is not as large as that in the MHA set. Sense A also shows up with higher frequency in the MHU set. The same trend can be seen for the word ‘schizo’. MHA users do not use stigmatizing sense A as often as the clinical sense C, and the reverse is true for MHU users. As it turns out, although the MHA tweets show a high use of the words ‘mental’ and ‘schizo’, most of the usage is attributed to the medical sense. The stigmatizing senses only make up 1% and 25% of the total MHA tweets for ‘mental’ and ‘schizo’, respectively, which is considerably lower than the MHU set’s stigmatizing sense use, at 20% and 67% for ‘mental’ and ‘schizo’, respectively.

Beyond ‘mental’ and ‘schizo’, what Figure 1 visually captures is the prominence of the stigmatizing sense A in the MHU group. While sense A does also occur in MHA tweets, the sense is not as prevalent as in the MHU set. The only apparent counter-example in Figure 1 is that of ‘nutcase’: its only usage is that of sense A in the MHA data. However, note that in Table 5 there were only 2 instances of this word in use, too little data to draw a conclusion.

6.2 Visual Language Analysis

From the previous section, we learned that stigmatizing words do seem to be used differently by MHA and MHU users. In this section, we look to characterize language differences more broadly, by analyzing the set of MHA and MHU tweets as a whole. To do so, we took all of the MHA and MHU tweets gathered for the user-based dataset, extracted the tweets containing any of the 14 stigmatizing words, – all of which had been annotated for their coarse-
grained (CGd) sense – and generated dynamic Vennclouds (Coppersmith and Kelly, 2014) to compare clinical-sense tweets to stigmatizing-sense tweets. Figures 2 and 3 display the resulting clouds.

From these clouds, one might note immediately that in Figure 2, the blue (leftmost) cloud is much larger than the red (rightmost), while the reverse is true in Figure 3. This simply visualizes what was previously quantified in Table 5: MHA users tend to produce more tweets containing clinical sense of the stigmatizing words, whereas MHU users tend to produce more tweets containing stigmatizing senses.

The mere presence of a blue cloud in Figure 3 demonstrates that there was some use of clinical-sense stigmatizing words from the MHU users, who therefore ought to have been categorized as MHA, as previously discussed in Section 6.1. However, on the whole, the simplistic classification of users based on clinical-sense usage held up relatively well.

Both Vennclouds show that ‘crazy’ was the most frequently-occurring word in stigmatized-sense tweets, shown as the largest, first word in the red (rightmost) clouds of both Figures 2 and 3, with ‘mad’ as the third- and second-most frequent word, respectively. In fact, these words were never used in a clinical-sense tweet by either of the user groups. This analysis shows quantitatively that, to be more aware of our own uses of stigmatizing senses, we ought to pay particular attention to these words, as the worst offenders from both groups.

The word ‘health’ is clearly visible as the most frequently-occurring word in the clinical-sense tweets produced by the MHA users, shown as the largest, first word in the blue (leftmost) cloud of Figure 2, with ‘help’, ‘services’, ‘disorder’, and ‘stigma’ close behind. Perhaps more interesting is the long list of hashtags that appear with high frequency in the clinical-sense tweets from the MHA users, including #b4stage4, #mhaconf14, #mhhmchat, #mhmwellness, #mhawell – all clearly related to mental health, and mental health awareness. This analysis again supports our simplistic classification of users, but additionally gives us a source we could use for another data pull. By simply looking for clinical senses of these stigmatizing words, we discovered clear communities of mental health–aware users.

7 Conclusion & Future Work

In this study we have investigated 14 common terms, used in everyday language, with the potential for stigmatizing mental illnesses in society. We were specifically interested in evaluating if awareness of mental illnesses can help discourage impulsive uses of the pejorative senses of the words. Our findings show that MHA users less frequently use stigmatizing words than MHU users, and when they do use the stigmatizing words, they use the stigmatizing senses less often than their MHU counterparts. Additionally, MHA users tend to structure their language so as to avoid applying the derogatory sense to a sentient being, and use the clinical sense of the stigmatizing word more often than MHU users. The absence of stigmatizing words or, more specifically,
stigmatizing senses by MHA users suggests that the user’s mental health awareness contributes to how they employ language in social media, demonstrating a degree of sensitivity towards stigmatization of those with mental illnesses.

Directions for our future work concern the improvement of methods for determining the MHA user group. Our current approach identifies MHA if they show one MHA tweet in the seed data. Unfortunately, basing whether or not a user should be MHA is based on a single tweet does not leave room for the false positive cases, where an otherwise unaware user might have tweeted a aware sounding tweet. Conversely, because the pull for seed set and user-based set were several months apart, there also may have been false negatives – MHU users that should have been classified in the user-based set as MHA users. Most immediate way to address this issue is to experiment by setting a threshold greater than one before a user is considered MHA. We will also look into taking advantage of hashtags related to mental health campaigns to identify users who are intentionally identifying themselves as a part of mental health community. Finally, we intend to also experiment with identifying users that have self-identified as having a mental condition or being a part of mental health community (Coppersmith et al., 2015) as a means of identifying the MHA group.

Another future direction of this work is in further analysis and revision of coarse-grained senses. As discussed in Section 5.1, one of the more frequent fine-grained senses we found are expressives (e.g. “Aww nuts!”) and intensifiers (e.g. “That’s crazy good”). These are currently grouped in with the coarse-grained sense B – one of the two stigmatizing senses, but unlike the rest of the fine-grained senses also grouped in B, these usages serve the function of expressing speaker’s emotion or emphasizing a descriptive adverbial, rather than carrying a descriptive or content information. In future work, we will look into distinguishing these types of senses from others to determine if indeed these could be considered stigmatizing senses and whether or not these usages are indicative of mental health awareness.

One might imagine several uses for detecting potentially-stigmatizing language. We could use it to warn social media users that their language might been seen as stigmatizing, and offer an opportunity to re-word, similar to the “self-flagging app” mentioned in (Quinn, 2014) to detect potentially offensive or bullying language (Dinakar et al., 2012). This option provides a somewhat heavy-handed method to increase mental health awareness. The ability to automatically detect stigmatizing senses of these (and other) words might also be useful as a filter, to downweight or hide posts containing stigmatizing words, or add a warning or reporting function like Facebook’s “offensive content” reporting utility, for stigmatizing language. In this way, users can choose to avoid such language, in case it might trigger negative reactions.

Finally, an automated analysis of the senses in use for potentially-stigmatizing words in everyday language might provide a method to assess whether anti-stigma campaigns are effective. Have we changed the discourse, and if so, in what ways? And, importantly, has a change in discourse resulted in easier access to care, better management of crises, and an improved quality of life for those with mental health conditions? Addressing these questions might shed light on the strengths and weaknesses of the current anti-stigma efforts, and help in guiding future work to end the stigma of mental illness.
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