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Abstract—Mass data traffic, low-latency wireless services and advanced artificial intelligence (AI) technologies have driven the emergence of a new paradigm for wireless networks, namely edge-intelligent networks, which are more efficient and flexible than traditional cloud-intelligent networks. Considering users’ privacy, model sharing-based federated learning (FL) that migrates model parameters but not private data from edge devices to a central cloud is particularly attractive for edge-intelligent networks. Due to multiple rounds of iterative updating of high-dimensional model parameters between base station (BS) and edge devices, the communication reliability is a critical issue of FL for edge-intelligent networks. We reveal the impacts of the errors generated during model broadcast and model aggregation via wireless channels caused by channel fading, interference and noise on the accuracy of FL, especially when there exists channel uncertainty. To alleviate the impacts, we propose a robust FL algorithm for edge-intelligent networks with channel uncertainty, which is formulated as a worst-case optimization problem with joint device selection and transceiver design. Finally, simulation results validate the robustness and effectiveness of the proposed algorithm.
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I. INTRODUCTION

The sixth-generation (6G) wireless networks are desired to support a variety of advanced wireless services, such as AR/VR, smart city, and video/audio surveillance, which generate a vast amount of data at edge devices [1]-[3]. In order to decrease transmission delay and communication burden, it is appealing to process these data at the network edge, but not the cloud servers. Driven by such a requirement, many researchers predict that 6G wireless networks will be edge-intelligent networks powered by the integration of edge computing and machine learning [4, 5].

Actually, edge intelligence has attracted considerable interests from both academia and industry. Traditional data-sharing-based edge-intelligent networks require to convey a large volume of data from edge devices to the base station (BS) for training a global model [6, 7]. However, it not only leads to network congestion due to mass data transmission, but also causes the personal privacy leakage. With the rapid development of information technology and chip technology, the federated edge learning (FEEL) framework has been developed to address these issues, which implements distributed machine learning at the network edge (e.g., intelligent devices and the BS) [8]. In this context, model-sharing-based federated learning (FL) with the nature of privacy protection has emerged as a new branch for edge-intelligent networks [9]. Different from conventional edge intelligence supported by data sharing, FL exploits the computation capabilities of multiple intelligent devices, which are coordinated by an edge server, e.g., the BS, to cooperatively train a global model in an iterative manner [10]. Specifically, in each iteration (also called a communication round) of FL, the edge server first broadcasts the global model parameters to the devices, such that all participating devices can synchronize and initialize their local models. After that, each participating device individually trains and updates the local model based on its own dataset, and then sends the updated local model parameters to the edge server for global model aggregation. Since the whole training process of the global model only involves the transmission of model parameters rather than real raw data, FL is very appealing to edge-intelligent networks for data analysis and processing with better privacy.

A. Related Works and Motivation

Since the exchange of model parameters between the server and the devices is a key process of FL, the design of communication-efficient FL has received wide attention in recent years. As a leading and widely used algorithm in FL, federated averaging (FedAvg), also called model-average FL, runs stochastic gradient descent (SGD) in parallel on a portion of the total devices and obtains the global model by averaging the model parameters, which effectively reduces the number of communication rounds for global model aggregation [11]. In particular, FedAvg has been shown to work in real-world settings by Google with their GBoard in next-word-prediction [12] and emoji-prediction [13]. Based on FedAvg, many excellent FL algorithms have emerged. For example, the federated proximal (FedProx) algorithm was proposed by adding regularization on each local loss function [14]. Additionally, Acar et. al. introduced the federated learning with dynamic regularization (FedDyn) algorithm as a solution to heterogenous dataset setting [15], which dynamically regularizes each devices’ loss function such that the modified device losses converge to the actual global loss.

In practice, edge devices are usually connected through long-distance wireless access. Due to limited radio resources and iterative transmissions of high-dimensional model parameters, especially when applying deep neural networks (DNNs) into model training as DNNs nowadays often have millions of parameters [16], the high communication burden is a main challenge of FL for edge-intelligent networks. To this end,
some prior works attempted to solve it in various aspects. From the perspective of machine learning, it is usual to reduce the communication load by decreasing the number of participating devices or compressing the model parameters via quantization and sparsification. For example, the authors in [17] proposed a joint learning and communication framework for FL by resource allocation and device selection with the goal of minimizing an FL loss function. In [13], an universal vector quantization scheme for FL was put forward to effectively reduce the communication-latency. These methods from the aspect of machine learning regard wireless channels as a set of independent error-free bit-limited links between the devices and the server. In fact, the transmission of model parameters over wireless channels are inevitably affected by channel fading, interference, and noise. As a result, the performance of FL is unsatisfactory. Thus, it is necessary to develop novel transmission schemes to achieve communication-efficient FL.

During the transmission of model parameters in FL, co-channel interference has a great impact. To avoid the interference and achieve accurate model aggregation, a common way is to adopt an orthogonal multiple access (OMA) scheme, i.e., allocating an orthogonal resource block to each participating device for uploading its local model parameters [19], [21]. In [19], the authors studied a probabilistic scheduling framework of FL based on orthogonal frequency-division multiple access (OFDMA). Besides, energy-efficient radio resource allocation algorithms for FL over wireless fading channels supported by OMA schemes were proposed in [20] and [21]. Yet, such approaches substantially restrict the number of accessible devices that participate in FL under limited spectrum resources. In particular, it causes a high transmission latency and a low spectrum efficiency when the number of participating devices for FL is large, and thus is no longer applicable for edge-intelligent networks with a massive number of devices. In this context, a promising solution called over-the-air computation (AirComp) has been proposed and raised wide interests [22], [23], which exploits the superposition property of wireless multiple access channels (MACs) to compute a class of nomographic functions of distributed data from devices via concurrent transmission [24]. Fortunately, the averaging method for global model aggregation in the FedAvg algorithm falls into the category of nomographic functions. Hence, it is possible to effectively enhance the learning performance by applying AirComp into model-average FL for fast model aggregation and accurate learning performance. For example, the authors in [25] developed a convergent over-the-air FL algorithm by introducing a time-varying precoding and scaling scheme. In [26], a novel digital over-the-air aggregation scheme was proposed to alleviate the effects of wireless channel hostilities on the convergence rate of FL.

To achieve accurate model aggregation based on AirComp over fading channels, the devices need to have channel state information (CSI) to carry out channel pre-equalization. Yet, inaccurate channel estimation and hardware impairment at the devices may cause imperfect equalization, and thereby distort the aggregated model. Some works have taken into consideration the aggregation error via uplink and designed efficient schemes to improve the system performance. For example, the authors in [27] derived the trade-off between communication and learning, and proposed a broadband analog aggregation scheme for FL to reduce the communication-latency. In [28], a resource allocation scheme for AirComp-based on-device distributed FL system was proposed to reduce the aggregation error and improve the learning performance when the edge server was equipped with multiple antennas. In [29], the authors proposed a novel AirComp-based FL system to achieve fast and reliable model aggregation by utilizing the intelligent reflecting surface to compensate for the magnitude reduction and misalignment of AirComp. However, most of exiting works for Aircomp-based FL mainly focus on the effect of parameter transmission via uplink while overlooking the impact of downlink parameters transmission for model broadcast. In fact, due to imperfect channel estimation, feedback quantization, or delay in signal acquisition on fading channels, the received model parameters at the devices may not be perfectly recovered. Such model distortion caused by unfavourable wireless transmission leads to performance degradation in terms of convergence speed and prediction accuracy. This key observation is also noted in a recent parallel work [30], which assumed an error-free parameter aggregation over uplink and focused on studying the impact of noisy downlink on the FL performance. Then, an analog downlink transmission approach was proposed and the convergence of FL for the proposed downlink approach was well studied. In order to compare related works more clearly, we list a comparison table to highlight the contribution of our work, cf. Table I. Besides, the number of participating devices at each communication round is also a critical factor of the FL performance, which has different impacts on learning and communication. On the one hand, selecting more devices to participate in FL can collect more information from distributed devices by model aggregation, which is benefit to the convergence of global model. On the other hand, the error caused by AirComp-based model aggregation via wireless transmission increases as the number of participating devices for FL increases, which in turn results in the degradation of learning performance. Thus, it is necessary to characterize the effects of the number of participating devices and the distortion of transmitted model on the performance of FL, and then design a corresponding transmission scheme for FL in edge-intelligent networks.

B. Contributions

In this paper, we consider a practical edge-intelligent network with imperfect CSI, inevitably leading to errors of both model aggregation and model broadcast in the training process of FL. To improve the performance of model-average FL via AirComp, we provide a robust transmission scheme for FL in edge-intelligent networks. The contributions of this paper are three-fold:

1) We propose a communication-efficient FL framework for edge-intelligent networks under practical but adverse conditions, where the BS as an edge sever only has partial CSI due to imperfect channel estimation or feedback. To realize fast model aggregation, AirComp technique is applied into model-average FL for effectively improving the communication efficiency over limited radio resources.
TABLE I
THE COMPARISON OF RELATED WORKS

| FL Model | [30] Gradient-average FL | [28] Model-average FL | Our work |
|----------|--------------------------|-----------------------|----------|
| Uplink Error | No | Yes | No |
| Downlink Error | Yes | No | Yes |
| CSI | Perfect | Perfect | Imperfect |

| Transceiver | Downlink: zero-forcing receiver at the device | Uplink: receiver at the BS based on the optimization problem with a given zero-forcing transmitter at the device | Uplink/Downlink: adaptive transceivers based on the optimization problem |

| Objective | Analyzing the convergence of FL for the proposed downlink transmission approach | Improving the FL performance by optimizing device selection and the receiver at the BS | Improving the FL performance by optimizing device selection and transceiver design |

2) We study the distortion in the received models at both the BS and the devices caused by wireless transmission and reveal the impacts of the errors of model parameter transmission and the number of participating devices on the performance of FL. Specifically, the combination of the broadcast error over the downlink and the aggregation error over the uplink may lead to a notable degradation of learning performance, while the convergence of training can be accelerated with more involved devices.

3) We provide a robust transmission scheme with joint device selection and transceiver design to improve the performance of FL. This design is formulated as a computationally difficult combinatorial optimization problem, which maximizes the number of selected devices while satisfying the MSE requirements of model broadcast via downlink and model aggregation via uplink, respectively. Then, an effective algorithm is proposed to solve such a complicated nonconvex problem and obtain a feasible sub-optimal solution.

C. Organization and Notations

The rest of this paper is organized as follows: Section II gives a concise introduction of a practical FL framework for edge-intelligent networks. Section III focuses on the robust design of a communication-efficient transmission scheme for FL. Section IV presents extensive simulation results to validate the effectiveness and robustness of the proposed scheme. Finally, Section V summarizes the paper.

Notations: We use bold upper (lower) letters to denote matrices (column vectors), $(\cdot)^H$ to denote conjugate transpose, $\| \cdot \|_0$ to denote the $\ell_0$-norm of a vector, $\| \cdot \|_1$ to denote the $\ell_1$-norm of a vector, $\| \cdot \|_2$ to denote the $\ell_2$-norm of a vector, $|\cdot|$ to denote the absolute value of a scalar or the size of a set, $\text{Re}\{\cdot\}$ to denote the real parts of matrices, $\mathbb{C}^{M \times N}$ to denote the set of $M$-by-$N$ dimensional complex matrix, $\mathbb{R}^{m \times n}$ to denote the set of $m$-by-$n$ dimensional real matrix, $\mathbb{E}\{\cdot\}$ to denote expectation, and $\mathcal{CN}(\mu, \sigma^2)$ to denote the circularly symmetric complex Gaussian (CSCG) distribution with mean $\mu$ and variance $\sigma^2$.

II. SYSTEM MODEL

Consider a single-cell edge-intelligent network operated in the time division duplex (TDD) mode\(^1\) cf. Fig. 1 which consists of a BS equipped with $N$ antennas serving as an edge server, and $K$ single-antenna intelligent devices. A computation model for data analysis and processing at the BS is trained with the aid of intelligent devices based on FL.

A. FL Model

For FL, a shared learning process with a global model $\mathbf{q}$ is trained cooperatively by multiple selected intelligent devices. Each selected device $k \in \mathcal{K} = \{1, 2, \ldots, K\}$ has its own local dataset $\mathcal{D}_k$ with labeled data samples $\{(\mathbf{g}_j, l_j)\} \in \mathcal{D}_k$, where $(\mathbf{g}_i, l_i)$ denotes the input-output data pair consisting of training vector sample $\mathbf{g}_i$ and its ground-truth label $l_i$. The sample-wise loss function is defined as $f_i(\mathbf{q}; \mathbf{g}_i, l_i)$ for sample $i$. Then, the global loss function on all distributed datasets can be expressed as

$$
\mathcal{F} (\mathbf{q}) = \frac{1}{|\mathcal{D}_{\text{total}}|} \sum_{j \in \mathcal{D}_{\text{total}}} f_j (\mathbf{q}; \mathbf{g}_j, l_j),
$$

(1)

where $\mathcal{D}_{\text{total}} = \{\mathcal{D}_1, \mathcal{D}_2, \ldots, \mathcal{D}_K\}$, and $|\mathcal{D}_{\text{total}}|$ is the size of dataset $\mathcal{D}_{\text{total}}$. The learning target is to optimize the model $\mathbf{q}$ by minimizing the global loss function $\mathcal{F}(\mathbf{q})$, i.e.,

$$
\mathbf{q}^* = \arg \min \mathcal{F}(\mathbf{q}).
$$

(2)

\(^1\)The proposed scheme can be directly extended to the multiple-cell scenario by taking into account inter-cell interference.
Algorithm 1: Model-average FL algorithm for edge-intelligent networks.

1: Initialize global model $q^{[0]}$, communication round index $t = 1$;
2: repeat
3: The BS determines the participating devices set $S_t \in \mathcal{K}$;
4: The BS broadcasts the current global model $q^{[t-1]}$ to the participating devices via downlink;
5: Based on the received model $q^{[t]}_i = q^{[t-1]} + \Delta q^{[t]}_i$, each device $i \in S_t$ performs a SGD algorithm to update the local model with its own dataset $D_i$;
6: Participating devices upload their updated local models $q^{[t]}_i$ to the BS via uplink;
7: The BS updates the global model as $q^{[t]} = \frac{1}{\sum_{i \in S_t} |D_i|} \sum_{i \in S_t} |D_i| q^{[t]}_i + \Delta q^{[t]}$;
8: $t = t + 1$;
9: until Global model convergence

The model-averaging FL algorithm is commonly employed to find the optimal model $q^*$ in an iterative manner, which obtains the global model $q$ by averaging the local models $q_k$ without the need of sharing datasets among the intelligent devices. Due to the transmission of model parameters between the BS and the devices via wireless links, received model parameters may be distorted. For example, imperfect channel estimation, feedback quantization, or delay in signal acquisition on fading channels may lead to imperfect recovery of model parameters at the BS and at the devices. In general, the distortion of the received model at the devices and the BS in the $t$-th iteration can be modeled as

$\text{Devices: } q^{[t]}_i = q^{[t-1]} + \Delta q^{[t]}_i, i \in S_t,$  
$\text{BS: } q^{[t]} = \frac{1}{\sum_{i \in S_t} |D_i|} \sum_{i \in S_t} |D_i| q^{[t]}_i + \Delta q^{[t]},$  

where $S_t$ is the selected device set in the $t$-th iteration, $\Delta q^{[t]}_i$ are the broadcast error at the $i$-th device and the aggregation error at the BS in the $t$-th iteration, respectively. In summary, the model-average FL algorithm is described as Algorithm 1. Note that for step 4 of Algorithm 1, a single-step SGD method updates the local model, which is given by

$q^{[t]}_i = q^{[t-1]} - \eta_i \nabla \mathcal{F}_i \left( q^{[t-1]}_i \right),$  

where $\eta_i$ is the learning step size and $\nabla \mathcal{F}_i \left( q^{[t-1]}_i \right)$ is the gradient of $\mathcal{F}_i \left( q^{[t-1]}_i \right)$ at the point $q^{[t-1]}_i$. Then, the updated local model $q^{[t]}_i$ can be obtained until convergence by $\tau$-step ($\tau \geq 1$) SGD repeating the updating rule in (4).

In the following, we train a convolutional neural network (CNN) on the commonly used MNIST dataset with the model-average FL to show the impacts of the number of selected devices, model aggregation error, and model broadcast error on the prediction accuracy. The detailed experiment setup is presented in Section IV. To simulate the model distortion caused by model aggregation and broadcast errors, we add Gaussian noise to the received models at the BS and the devices, respectively. It is seen from Fig. 2 that the performance gap between Benchmark (ideal situation without aggregation error and broadcast error) and the case without aggregation error is negligible. This is because broadcast error is applied to the initial local model, but the device can adjust its neural network to achieve a good training performance. However, if aggregation error exists, the effect of broadcast error aggravates the performance deterioration. Thus, it is necessary to consider both aggregation error and broadcast error in the design of FL. Moreover, it is found that the number of selected devices is also a critical factor on the prediction accuracy of FL [9], [10], [17]. Note that the errors are mainly caused by channel fading and additive noise during model aggregation and broadcast over wireless channels. Motivated by these observations, we propose to jointly conduct device selection and transceiver design to enhance the FL performance by maximizing the number of devices participating in FL while guaranteeing aggregation error and broadcast error to be within a certain range.

Fig. 2. The test accuracy of FL versus communication rounds under different error situation with all devices, where $\gamma_D$ and $\gamma_B$ are the MSE at the devices and at the BS.

B. Transmission Model

As mentioned above, model broadcast and model aggregation are both implemented by parameter transmission over wireless channels. Referring to prior works on resource allocation for wireless FL, we apply the similar assumptions to facilitate analysis. First, we assume Rayleigh block fading channels, where the channel coefficients remain constant within a communication block, but independently fade over successive blocks. Due to limited data storage and computing capability of intelligent devices, the dimension of model parameters $d$ is set to ensure that the entire model parameters can be transmitted within a communication block. Moreover, it is assumed that the transmitted model parameters $q_i \in \mathbb{R}^{d \times 1}$ and $q_d \in \mathbb{R}^{d \times 1}$, $i \in \mathcal{K}$ are independent and normalized to have
zero mean and unit variance $[28]$, $[29]$, i.e., $\mathbb{E}[qq^H] = I_d$ and $\mathbb{E}[q_iq_i^H] = I_d$. To simplify the notation, we will drop the communication round index $t$ and discuss a typical entry of the transmitted vector signal, which is denoted by $q$ at the BS for downlink and $q_i$ at the $i$-th device for uplink in the following.

1) Model broadcast via downlink: In the stage of model broadcast, the BS broadcasts the transmit signal $x_{BS}$ constructed based on the global model parameters over the downlink channels as follows

$$x_{BS} = wq,$$

where $w$ is an $N$-dimensional transmit beam. Then, the received signal at the $k$-th device can be expressed as

$$y_k = h_k^H x_{BS} + n_k,$$

where $h_k$ denotes the channel vector from the $k$-th device to the BS, and $n_k$ is additive white Gaussian noise (AWGNN) with variance $\sigma_n^2$. Therefore, the mean-square error (MSE) measuring the model distortion at the $k$-th device is given by

$$\text{MSE}_{k} = \mathbb{E}\left\{ (v_k y_k - q) (v_k y_k - q)^H \right\}$$

where $v_k$ denotes the receiver scalar at the $k$-th device.

2) Model aggregation via uplink: Since the average sum for model aggregation $[11]$ belongs to the category ofnomographic functions $[23]$, AirComp as a feasible solution is utilized to improve the communication efficiency for model aggregation from distributed devices. Based on the global loss function in $[11]$, let $\phi_i(x) = |D_i|x$ and $\varphi(x) = \frac{1}{|D_i|}x$ denote the preprocessing function at the $i$-th device and the post-processing function at the BS, c.f., Fig. 3 respectively. Thus, the target of aggregating local models at the BS is given by

$$\hat{q} = \frac{1}{|S|} \sum_{i \in S} |D_i| q_i,$$

where $S$ is the selected device set. To simplify the analysis and without loss of generality, we assume that all local datasets have a uniform size in the following, i.e., $|D_i| = D, \forall k \in K$. In this context, the target of model aggregation in (8) can be reduced as

$$\hat{q} = \frac{1}{|S|} \sum_{i \in S} q_i.$$  

To minimize the distortion of the targeted function signal caused by channel fading and noise, it is desired to perform receive beamforming at the BS. Thus, the received signal at the BS is given by

$$\hat{q} = z^H \sum_{i \in S} h_i b_i q_i + z^H n,$$

where $z$ denotes the $N$-dimensional receive beam at the BS, $b_i$ is the transmit scalar at the $i$-th device, and $n$ is the AWGN vector with the distribution $CN(0, \sigma_n^2 I)$. Mathematically, the accuracy of model aggregation at the BS can be measured by the MSE between $\sum_{i \in S} q_i$ and $\hat{q}$, which is given by

$$\text{MSE}_{\text{BS}} = \mathbb{E}\left\{ \left( \hat{q} - \sum_{i \in S} q_i \right) \left( \hat{q} - \sum_{i \in S} q_i \right)^H \right\}$$

Checking $[7]$ and $[11]$, the broadcast error and aggregation error are jointly affected by the number of devices participating in FL, and the transceivers at the BS and the devices, and thus determine the FL performance. Hence, it makes sense to jointly perform device selection and transceiver design according to instantaneous CSI. In edge-intelligent networks, it is only able to obtain partial CSI due to imperfect channel estimation or feedback. Thus, it is necessary to take channel uncertainty into consideration for joint device selection and transceiver design, namely robust transmission scheme design. To characterize the channel uncertainty, we adopt a commonly-used deterministic CSI model $[32]$, $[33]$. In particular, the real CSI $h_i$ related to the $i$-th device can be modeled as

$$h_i \preceq \left\{ h_i = \hat{h}_i + e_i \mid \| e_i \| \leq \varepsilon_i \right\},$$

where $\hat{h}_i$ is the obtained CSI and $e_i$ is the CSI error, whose norm is within a given radius $\varepsilon_i$. In what follows, we make an effort to enhance the performance of FL from the perspective of efficient communication.

III. ROBUST DESIGN OF TRANSMISSION SCHEME FOR FL

In this section, we aim to design a robust transmission scheme for communication-efficient FL in edge-intelligent networks.

A. Problem Formulation

Inspired by the key observations that the combination of the broadcast error over the downlink and the aggregation errors over the uplink may lead to a notable degradation of learning performance, while the convergence of training can be accelerated with more involved devices, we propose to simultaneously minimize the model distortion and maximize the number of involved devices $[28]$. In particular, we propose to maximize the number of selected devices while satisfying the MSE requirements of model broadcast via downlink and model aggregation via uplink, respectively. According to the characteristic of channel uncertainty in (12), we attempt to design a worst-case robust transmission scheme, which is equivalent to the following optimization problem:

$$\max_{S, v_i, b_i, w, z} |S|$$

s.t. $\max_{h_i \in H_i} \left| \sum_{i \in S} v_i h_i b_i - 1 \right|^2 + \sigma_n^2 \| z \|^2 \leq \gamma_B$, $\| w \|^2 \leq P_{\text{max}},$
where $|S|$ in the objective function (13a) is the number of selected devices, $\gamma_B$ and $\gamma_{D,i}$ are the MSE requirements of model aggregation at the BS and model broadcast at the $i$-th device, respectively. (13d) and (13e) are the transmit power constraints at the $i$-th device with a power budget $P_i$ and at the BS with a power budget $P_{\text{max}}$, respectively. It is intuitive that the mixed optimization problem (13) is highly intractable due to the combinatorial objective function $|S|$. To solve this challenge, we introduce an auxiliary variable $\chi = [\chi_1, \chi_2, \ldots, \chi_K]^T$ to indicate the priority of being selected for devices, which characterizes the gap between the required MSE and the achievable MSE for the $k$-th device. In other words, the smaller the value of $\chi_k$, the higher priority the $k$-th device to be selected. By adding $\chi_k$ to the right hand side of the corresponding MSE constraints, the objective function of maximizing the number of selected devices is equivalent to minimizing the number of non-zero $\chi_k$ (36), section 11.4), where $\chi_k = 0$ represents the $k$-th device being selected to participate in FL. Thus, problem (13) can be reformulated as the following sparsity minimization problem:

$$\min_{v_k, b_k, w, z, \chi, \rho_k, \vartheta_k} \|\chi\|_0$$

subject to

$$\sum_{k \leq K} \rho_k + \sigma_k^2 \|z\|^2 \leq \gamma_B, \quad \text{(14b)}$$

$$\max_{\|e\| \leq \epsilon_k} \|v_k (\hat{h}_k + e_k)^H w - 1\|^2 \leq \vartheta_k, \quad \text{(14d)}$$

$$\|w\|^2 \leq \gamma_{D,k} + \chi_k, \quad \text{(14e)}$$

$$b_k \leq \sqrt{P_{\text{max}}}, \quad \text{(14f)}$$

$$\rho_k \geq 0, \quad \text{(14g)}$$

$$\vartheta_k \geq 0, \quad \text{(14h)}$$

$$\chi_k \geq 0, \quad \text{(14i)}$$

where $\rho_k$ and $\vartheta_k$ are auxiliary variables for splitting the original MSE constraints in order to further deal with the non-convexity caused by channel uncertainty. However, the sparsity minimization problem (14) is still nonconvex due to the nonconvex sparse objective function (14a) and nonconvex constraints (14b) and (14d) caused by channel uncertainty and coupled variables, i.e., transmitter $w$, $b_i$ and receiver $z$, $v_i$. To address these issues, we shall utilize the alternating optimization (AO) method (35) to decouple the problem and resort to some approximation means to solve the nonconvexity.

**B. Problem Solution**

In this section, we propose a two-step algorithm framework to solve problem (14) for joint device selection and transceiver design, including sparsity inducing for determining the order of priority for devices and feasible detection for finding the maximum number of selected devices while ensuring the MSE requirements.

1) Sparsity Inducing: For the untractable and non-convex sparse objective function in the form of $\ell_0$-norm , we utilize a commonly used $\ell_1$-relaxation in the form of $\ell_1$-norm (28), which is based on minimizing the sum of the infeasibilities (36). Thus, problem (14) can be rewritten as

$$\min_{v_k, b_k, w, z, \chi, \rho_k, \vartheta_k} \|\chi\|_1$$

subject to

$$\text{(14a)} - \text{(14j)}, \quad \text{(15)}$$

Further, to address the non-convex constraint (14b) and (14d) involving the channel uncertainty, we have to introduce the following lemmas.

**Lemma 1:** (Schur’s complement, (36)) Let $D$ be a Hermitian matrix defined as $D = \begin{bmatrix} A & B^H \\ B & C \end{bmatrix}$, where $D$ is positive semi-definite if and only if $A - B^H C^{-1} B \succeq 0$ with the invertible matrix $C$ or $C - B^H A^{-1} B \succeq 0$ with the invertible matrix $A$.

**Lemma 2:** Let us define a matrix function $F(x) = A - B^H xc^H - cx^H B$, where variable vector $x \in \mathbb{C}^{m \times 1}$, constant matrix $B \in \mathbb{C}^{m \times n}$, constant vector $c \in \mathbb{C}^{n \times 1}$, and constant Hermitian matrix $A \in \mathbb{C}^{n \times n}$. Then,

$$F(x) \succeq 0, \forall x : \|x\| \leq \omega, \quad \text{holds true if and only if there exists } \lambda \geq 0, \text{ such that}$$

$$\begin{bmatrix} A - \lambda cc^H & -c \omega B^H \\ -c^H \omega B & \lambda A_i \end{bmatrix} \succeq 0.$$  

**Proof:** Please refer to Appendix A.

Now, we first deal with the constraint (14b), i.e.,

$$\|z^H (\hat{h}_K + e_k) b_k - 1\|^2$$

...
Based on Lemma 1, (16) can be transformed as
\[
\begin{bmatrix}
\rho_k + \chi_k & b_k^H \hat{h}_k^H z - 1 & 1 \\
1 & b_k^H e_k & 0 \\
0 & 0 & 1
\end{bmatrix} \geq 0, \forall e_k : \|e_k\| \leq \varepsilon_k. 
\] (17)

Then, we let \( A_k \triangleq \begin{bmatrix} \rho_k + \chi_k & b_k^H \hat{h}_k^H z - 1 & 1 \\ b_k^H e_k & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix} \) and \( B_k \triangleq \begin{bmatrix} 0 & -b_k^H z \\ b_k^H e_k & 1 \end{bmatrix} \). Combine with (17), we have
\[
F_k(e_k) = A_k - B_k^T e_k c^H - c e_k^T B_k \geq 0, \forall e_k : \|e_k\| \leq \varepsilon_k. 
\] (18)

According to Lemma 2, the constraint (14b) can be reformulated as
\[
\begin{bmatrix}
\rho_k + \chi_k - \alpha_k & b_k^H \hat{h}_k^H z - 1 & 0 \\
b_k^H e_k & 0 & \varepsilon_k b_k^H z \\
0 & \varepsilon_k b_k^H z & \alpha_k I_N
\end{bmatrix} \geq 0, \exists \alpha_k \geq 0. 
\] (19)

Similarly, if there exists \( \beta_k \geq 0 \), the constraint (14b) can be reformulated as
\[
\begin{bmatrix}
\beta_k - \beta_k & v_k \hat{h}_k^H w - 1 & 0 \\
v_k^H w & 0 & \varepsilon_k v_k^H w_k \\
0 & \varepsilon_k v_k^H w_k & \beta_k I_N
\end{bmatrix} \geq 0, \exists \beta_k \geq 0. 
\] (20)

Note that constraints (19) and (20) are still non-convex due to the coupled variables. To this end, we develop an AO method to decouple problem (15). Specifically, problem (15) can be divided into two subproblems, one for BS transceiver design and another for device transceiver design. The AO method will stop until the value of the objective function of the original problem approaches a stationary point in the iterations. In this context, the first subproblem of optimizing the device transceiver \( \{v_k, b_k\} \) by given the BS transceiver \( \{w, z\} \) is equivalent to
\[
\begin{align*}
\min_{v_k, b_k, \chi, \rho_k, \beta_k, \alpha_k, \beta_k} & \quad \|\chi\|_1 \quad \text{(21a)} \\
\text{s.t.} & \quad (14c), (14d) - (14j), (19), (20), \\
& \quad \alpha_k \geq 0, \quad (21b) \\
& \quad \beta_k \geq 0. \quad (21c)
\end{align*}
\]

It is seen that problem (21) is a joint convex problem, and thus it can be solved by some off-the-shelf optimization toolboxes, e.g., CVX [17]. Then, the second subproblem of optimizing the BS transceiver \( \{w, z\} \) with the obtained solution for device transceiver \( \{v_k, b_k\} \) from problem (21) can be expressed as
\[
\begin{align*}
\min_{w, z, \chi, \rho, \beta, \alpha, \beta} & \quad \|\chi\|_1 \quad \text{(22a)} \\
\text{s.t.} & \quad (14c), (14d), (14j) - (14k), (19), (20), \\
& \quad (10), (20), (21b), (21c).
\end{align*}
\]

It is observed that subproblem (22) is also a joint convex problem, which can be solved by CVX directly. By iteratively solving the two subproblems, we can obtain the sparse vector \( \chi^* \). Next, we will conduct feasibility detection in the second step to find the feasible subset of devices \( S \) based on the obtained sparse vector.

2) Feasibility Detection: With the obtained sparse vector \( \chi^* \) from the above step, we first sort the elements \( \chi_k, \forall k \) in an ascending order, i.e., \( \chi_{\pi(1)} \leq \chi_{\pi(2)} \leq \cdots \leq \chi_{\pi(k)} \), where \( \chi_{\pi(i)} \) represents the \( i \)-th smallest element in \( \{\chi_1, \cdots, \chi_K\} \). Then, we aim to find the maximum \( m \in [1, K] \) that enables all devices in the selected devices set \( S[m] = \{\pi(1), \pi(2), \cdots, \pi(m)\} \) to be feasible, i.e., satisfying the MSE requirements. Specifically, for a given device set \( S[m] \), we check the feasibility via comparing the required MSE and the obtained MSE value based on the following problem:
\[
\begin{align}
\min_{w, z, h_i, v_i} & \quad \max_{\|\epsilon_i\| \leq \varepsilon_i} \sum_{i \in S[m]} \|z^H (\hat{h}_i + \epsilon_i) b_i - 1\|^2 + \sigma_i^2 \|z\|^2 \\
\text{s.t.} & \quad \|v_i\|^2 \leq \gamma_{D,i}, \\
& \quad \|w\|^2 \leq P_{\text{max}}, \\
& \quad b_i \leq P_i, \forall i \in S[m].
\end{align}
\] (23a)

Since the structure of nonconvex problem (23) is similar to problem (15), i.e., nonconvexity due to coupled variables and channel uncertainty, we just give the transformed convex subproblems directly. Specifically, the first subproblem of optimizing the device transceiver \( \{v_i, b_i\} \) with the fixed BS transceiver \( \{w, z\} \) is given by
\[
\begin{align}
\min_{v_i, b_i, \rho_i, \beta_i, \alpha_i, \beta_i} & \quad \rho_i + \sigma_i^2 \|z\|^2 \\
\text{s.t.} & \quad (14d), (14e), (14f), (14g) - (14j), \\
& \quad \rho_i - \alpha_i \geq 0, \\
& \quad \beta_i \geq 0.
\end{align}
\] (24a)

Then, the second subproblem of optimizing the BS transceiver \( \{w, z\} \) with the obtained device transceiver \( \{v_i, b_i\} \) from (23) can be expressed as
\[
\begin{align}
\min_{w, z, h_i, v_i} & \quad \max_{\|\epsilon_i\| \leq \varepsilon_i} \sum_{i \in S[k]} \rho_i + \sigma_i^2 \|z\|^2 \\
\text{s.t.} & \quad (14d), (14e), (14f), (14g) - (14j), \\
& \quad \rho_i - \alpha_i \geq 0, \\
& \quad \beta_i \geq 0.
\end{align}
\] (25)

By alternatively solving these two subproblems, we can obtain a sub-optimal solution of problem (23). If the obtained objective value is less than or equal to the required MSE \( \gamma_B \) at the BS, then the set \( S[m] \) can be chosen as a feasible set and corresponding aggregation error and broadcast error can be computed by designed transceivers. Otherwise, reset the selected devices set by letting \( m = m - 1 \). In summary, a robust design of transmission scheme for FL in edge-intelligent networks can be described as Algorithm 2.

Optimality Analysis: It is observed that Algorithm 2 is divided into two main stages, one for sparse inducing (from
Algorithm 2: Robust design of transmission scheme for FL in edge-intelligent networks.

**Input:** \(N, K, \sigma_0^2, \sigma_k^2, P_{\text{max}}, \gamma, P_k, \varepsilon_k, \delta_k\)

**Output:** \(\mathcal{S}, \mathcal{MS}_{\text{BS}}, \mathcal{MSE}_1\)

1. **Initialize** \(z^{[0]}, w^{[0]}, \) convergence accuracy \(\nu_1\) and iteration index \(t = 1;\)
2. **repeat**
   3. **obtain** \(\{v_k^{[t]}, b_k^{[t]}\}\) by solving problem (21) with fixed \(\{w^{[t-1]}, z^{[t-1]}\}\);
   4. **obtain** \(\{w^{[t]}, z^{[t]}, x^{[t]}\}\) by solving problem (22) with fixed \(\{v_k^{[t]}, b_k^{[t]}\}\);
   5. **Compute** \(\Delta_1 = ||x^{[1]}||^t_1 - ||x^{[t-1]}||^t_1||\)
   6. **set** \(t = t + 1;\)
   7. **until** convergence: \(\Delta_1 < \nu_1;\)
   8. **obtain** \(x^* = x^{[t]},\) and sort the elements by an ascending order, i.e., \(x_\pi(1) \leq x_\pi(2) \leq \cdots \leq x_\pi(K);\)
9. **Initialize** the maximum number of selected devices \(m = K,\) convergence accuracy \(\nu_2;\)
10. **while** \(m \geq 0\) **do**
    11. **Set** the selected devices set \(\mathcal{S}^{[m]} = \{\pi(1), \pi(2), \ldots, \pi(m)\};\)
    12. **repeat**
    13. **Initialize** \(z^{[0]}, w^{[0]},\) iteration index \(t = 1;\)
    14. **Obtain** \(\{v_k^{[t]}, b_k^{[t]}\}\) by solving problem (23) with fixed \(\{w^{[t-1]}, z^{[t-1]}\}\);
    15. **Obtain** \(\{w^{[t]}, z^{[t]}\}\) by solving problem (24) with fixed \(\{v_k^{[t]}, b_k^{[t]}\}\);
    16. **Compute** \(\Delta_2 = |MSE^{[\text{BS}]} - MSE^{[t-1]};\)
    17. **set** \(t = t + 1;\)
    18. **until** convergence: \(\Delta_2 < \nu_2;\)
    19. **if** \(\text{MSE}^{[\text{BS}]} \leq \gamma\) **then**
    20. **end if**
    21. **break;**
    22. **end while**
    23. **m = m - 1;**
    24. **end while**
25. **Obtain** \(\mathcal{S}^{[m]},\) and compute \(\text{MSE}_{\text{BS}}\) and \(\text{MSE}_{\text{Device}}\) according to the \(z^*, w^*, v_k^*, b_k^*, \forall i \in \mathcal{S}^{[m]};\)

It is shown that the value of the objective function \(F_1\) after each iteration of Algorithm 2 (step 1-8) is non-increasing. At the same time, the objective function value of problem (13) has a lower bound, so the convergence of Algorithm 2 is guaranteed. As for the feasibility detection problem (23), we define its objective function at the \(t\)-iteration as \(F_2(v_k^{[t]}, b_k^{[t]}, w^{[t]}, z^{[t]});\) for a given device set. Similarly, since the subproblems (23) and (24) are both convex, we can obtain \(F_2(v_k^{[t]}, b_k^{[t]}, w^{[t]}, z^{[t]});\) thus, the proposed AO algorithm for solving the feasibility detection problem is also convergent. Moreover, based on the convergence rate analysis of AO algorithm in [35] and [39], it is known that the convergence rates of the proposed algorithms both show a two-stage behavior. Specifically, at first, the error decreases q-linearly until sufficiently small. After that, the sub-linear convergence is initiated. Besides, we show the number of iterations under various MSE requirements by simulations in Fig. 4. It is seen that Algorithm 2 has a fast convergence speed under different conditions, which also verifies the convergence property of Algorithm 2.

**Complexity Analysis:** As mentioned above, the proposed robust algorithm is split into two main stages, which have the similar structure in an iterative manner. Thus, we only discuss the per-iteration complexity in detail. It is seen that the main computational complexity of sparse inducing comes from the step 4, i.e., obtaining \(\{w, z, x\}\) by optimizing problem (23) through a standard interior-point method (IPM) [40]. Specifically, it has \(2K\) linear matrix inequality (LMI) constraints of size \(1,\) and \(2K\) SOC constraints of size \(2;\) where \(N + 2, 6K\) LMI constraints of size \(1,\) and \(2\) second-order cone (SOC) constraints of size \(N.\) Thus, for a given precision \(\theta > 0\) of solution, the per-iteration complexities of solving problem (23) by IPM is \(\ln \frac{1}{\theta} \sqrt{10K + 2KN + 4 \cdot n \cdot [6K + 2K(N + 2)^3 + 2N^2 + n (n + 6K + 2K(N + 2)^2)]}\).

Similarly, the main computational complexity of solving the feasibility detection problem comes from the step 9, which has \(2K\) LMI constraints of size \(N + 2,\) \(5K\) LMI constraints of size \(1,\) and \(1\) SOC constraints of size \(N.\) Thus, the per-iteration complexities of solving problem (23) by IPM is \(\ln \frac{1}{\theta} \sqrt{9K + 2KN + 2 \cdot n \cdot [5K + 2K(N + 2)^2 + N^2 + n (n + 5K + 2K(N + 2)^2)]}\).
where the decision variable $n$ is on the order of $O(KN^2)$.

IV. SIMULATION RESULTS

In this section, we provide extensive simulation results to validate the effectiveness and robustness of the proposed algorithm for FL in edge-intelligent networks.

A. Performance on Parameter Transmission

Without loss of generality, it is assumed that all devices are randomly distributed within a range of 100 m from the BS. To be close to the reality, the pass loss is modeled as $PL_{dB} = 128.1 + 37.6 \log_{10}(l)$ [28], where $l$ (km) is the distance between the BS and the device. For ease of analysis, we assume all devices have the same transmit power budget $P_k = P_0$ and the same MSE requirement $\gamma_{D,k} = \gamma_D$. Moreover, we use $SNR_B = 10 \log_{10}(P_{\text{max}}/\sigma_0^2)$ to denote the transmit signal-to-noise ratio (SNR) (in dB) at the BS, $SNR_D = 10 \log_{10}(P_0/\sigma_i^2)$ to denote the transmit SNR (in dB) at the device, $\gamma_B = 10 \log_{10}[\text{MSE}_{BS}/(\sigma_i^2/P_0)]$ to denote the MSE requirement (in dB) at the BS, and $\gamma_{D,k} = 10 \log_{10}[\text{MSE}_{Device}/(\sigma_i^2/P_{\text{max}})]$ to denote the MSE requirement (in dB) at the $k$-th device. The results averaged over 50 channel realizations. Unless specified, the simulation parameters are set as in Table II following relevant standards [32], [41]. It is worth pointing out that the proposed algorithm is applicable to various practical edge-intelligent networks by setting proper system parameters.

First, we present the convergence behavior of the proposed robust algorithm for solving sparse inducing problem using the AO method. As seen in Fig. 4, the objective value $\|\chi\|_1$ decreases monotonically as expected, and converges to a stationary value within 10 iterations on average under different MSE requirements $\gamma_B$ at the BS, which verifies the proposed robust algorithm has a quick convergence speed. Moreover, it is seen that the smaller the value of $\gamma_B$, the faster the convergence, and the bigger the objective value. This is because that a small $\gamma_B$ represents a strict MSE requirement, leading to less sparsity and easy to find a minimum objective value.

Then, we show the impacts of the MSE requirements $\gamma_B$ for the BS and $\gamma_D$ for the devices on the performance of device selection for the proposed robust algorithm in Fig. 5. It is found that the average number of selected devices increases with the increment of the MSE requirements $\gamma_B$ for the BS. This is because that relaxing the condition of aggregation error at the BS can make more devices to be selected to participate in FL. Moreover, it is also found that the average number of selected devices can be increased by relaxing the MSE requirements at the devices. However, as mentioned above, the loose restrictions of MSE at the BS and at the devices mean the improvement of the distortion, leading to the performance degradation of the FL. Thus, it is desired to choose an appropriate number of devices under the suitable MSE requirements.

Next, we compare the performance of different device selection algorithms. Note that the difference-of-convex (DC) nonrobust algorithm is designed based on the combination of [30] and [28]. Specifically, for a given zero-forcing receiver $v_i$ at the device for downlink transmission [30] and a zero-forcing transmitter $h_i$ at the device for uplink transmission [28], the device selection and the transceiver at the BS are obtained based on the DC approach [28]. The AO nonrobust algorithm is the same as the proposed robust algorithm, i.e., adopting the AO method to design adaptive transceivers according to the system requirements, except that it does not take into account of channel uncertainty. It is seen that, for a given MSE requirement at the BS, the average number of selected devices increases as the required MSE at the device increases, but the improvement is finite. Moreover, for the two nonrobust algorithms, there seems to be no regularity in their trend. This is because they design the transceivers without considering the CSI uncertainty, sometimes selecting a few devices or even no device to ensure the MSE constraints. In particular, the
TABLE II
SIMULATION PARAMETERS

| Parameters                          | Values  |
|------------------------------------|---------|
| Number of BS antennas              | $N = 48$ |
| Number of devices                  | $K = 20$ |
| CSI uncertainty                    | $\varepsilon_k = \varepsilon = 0.1$ |
| Maximum transmit SNR at the BS     | $\text{SNR}_B = 10$ dB |
| Maximum transmit SNR at the devices| $\text{SNR}_{D,k} = \text{SNR}_D = 10$ dB |
| MSE requirement at the BS          | $\gamma_B = 5$ dB |
| MSE requirements at the devices    | $\gamma_{D,k} = \gamma_D = 5$ dB |

The proposed robust algorithm has the most stable performance, while the DC nonrobust algorithm has the worst performance. That quite confirms the effectiveness and robustness of the proposed robust algorithm.

B. Performance on FL

In order to testify the performance of the proposed algorithm in practical FL applications, we consider a commonly used FL task of handwritten-digit recognition using the well-known MNIST dataset that consists of 10 categories ranging from digit “0” to “9” and a total of 70,000 labeled training data samples (60,000 for training and 10,000 for testing). To simulate the distributed mobile data, we consider two types of data partitions, i.e., the independent and identically distributed (IID) setting and non-IID one. For the former setting, we randomly partition the training samples into 20 equal shards, each of which is assigned to one particular device. While for the latter setting, we first sort the data by digit label, divide it into 40 shards of 1,500 images, and randomly assign 2 shards to each device. As illustrated in Fig. 8, the training model is implemented using a 6-layer CNN that consists of two $5 \times 5$ convolution layers with ReLu activation (the first with 32 channels, the second with 64 channels), each followed with $2 \times 2$ max pooling layer, a fully connected layer with 512 units and ReLu activation, and a fully connected layer with Softmax classifier as the output layer (1,663,370 total parameters) [11]. Each device updates its local model using the SGD algorithm with a learning rate being 0.01. The cross-entropy is used as the loss function, batchsize is 64, and epoch is 1. Note that different learning tasks, datasets, and training methods will have different prediction results. In particular, our adopted benchmark FL algorithm trained by such a 6-layer CNN on MNIST dataset for image classification presents over 95% test accuracy in the ideal situation without aggregation error and
broadcast error, cf. Fig. 2. Thus, it is fair and illustrates the performance of our proposed algorithm.

As shown in Fig. 9 and 10 given SNR$_B$ = SNR$_D$ = 10 dB and $\gamma_D = \gamma_B = 5$ dB, we compare the performance on the training loss and the test accuracy for the above three algorithms with the IID MNIST dataset and the Non-IID MNIST dataset, respectively. For the IID setting, it is seen that the proposed robust algorithm and the AO nonrobust algorithm both perform better than the DC nonrobust algorithm, and the proposed robust algorithm has a most stable and best performance on the training loss decreasing and the test accuracy increasing. For the Non-IID setting, it is found that the three algorithms all have the oscillatory waves on the performance. This is because some devices have not been selected to participate in FL due to the MSE constraints, resulting in some data samples not being trained. For example, the $k$-th device is assigned two shards “0” and “9”. If the $k$-th device is rarely selected in multiple communication rounds, then digit sample “0” and “9” are seldom trained, leading to a low prediction accuracy for digit sample “0” and “9”. Even so, the proposed robust algorithm performs best and achieves a high test accuracy. For vivid illustration, we present some examples of handwritten-digit identification in Table III. These phenomena confirm the effectiveness and robustness of the proposed robust algorithm for enhancing the performance of FL in edge-intelligent networks.
That confirms that $F$ holds true. Based on Lemma 1, (31) is equivalent to

$$d^H A_d - 2\varpi c e^H H d \geq 0, \forall \xi : |\xi| \leq ||Bd||. \quad (33)$$

Then, by exploiting Lemma 3 with $\varpi^2 - d^H B^H B d \leq 0$, (33) is satisfied if and only if there exists a $\lambda \geq 0$ such that

$$\left[ A - \lambda e e^H \right] \geq 0. \quad (34)$$

The proof is completed.

V. Conclusion

In this paper, we have investigated the factors affecting the accuracy of FL in edge-intelligent networks. For enhancing the performance of FL, we have proposed a robust parameter transmission scheme for both model broadcast and model aggregation, which has been formulated as an optimization problem by maximizing the number of selected devices participating in FL while ensuring the required MSE constraints on model broadcast and aggregation. To solve this problem, we have resorted to some approximation methods on convex transformation and proposed an AO-based robust algorithm including sparse inducing and feasibility detection. Numerical results have verified the effectiveness of the proposed algorithm for edge-intelligent networks. Moreover, it is found that whether or not the dataset is iid, the proposed robust algorithm can achieve a lower training loss and higher test accuracy compared with the nonrobust baselines.

APPENDIX A

THE PROOF OF LEMMA 2

Prior to the proof, we provide a useful lemma in the following.

Lemma 3: (S-procedure, [36]) Let us consider a function $f_m(x)$ as

$$f_m(x) = x^T A_m x + 2 \Re\{b_m x\} + c_m, \ m \in \{1, 2\} , x \in \mathbb{C}^{N \times 1}$$

(29)

where $A_m \in \mathbb{C}^{N \times N}, b_m \in \mathbb{C}^{N \times 1}$ and $c_m \in \mathbb{C}^{N \times 1}$. The derivation $f_1(x) \leq 0 \Rightarrow f_2(x) \leq 0$ holds true if and only if there exists $\tau \geq 0$, such that

$$\tau \begin{bmatrix} A_1 & b_1 \\ b_1^T & c_1 \end{bmatrix} - \begin{bmatrix} A_2 & b_2 \\ b_2^T & c_2 \end{bmatrix} \geq 0. \quad (30)$$

Proof: According to the definition of semi-positive matrix, if for $\forall d \neq 0$, we have

$$d^H A_d - d^H (B^H x e^H + e x^H B) d \geq 0. \quad (31)$$

Then, by utilizing the Cauchy-Schwarz inequality $\|ad\| \leq \|a\| \|d\|$, we have

$$d^H A_d \geq \max_{||x|| \leq \varpi} d^H (B^H x e^H + e x^H B) d = 2\varpi e^H d \|Bd\|.$$  

(32)
