Research on the performance of multifrontal method in power system simulations
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Abstract: Efficiency of power system simulation has close relationship to the sparse LU factorization algorithm. Multifrontal method is a notable LU factorization member. This paper investigates the performance of multifrontal method in power system simulations. Performance of multifrontal method heavily relies on the frontal matrix size. Frontal matrix size can be represented by front size. Front size is subject to the treewidth of power network. A treewidth approximation method (TAM) is presented to approximate the treewidth of power network. Two derivatives of TAM are given to tackle the sparse matrices from power flow calculation and small signal stability eigenvalue analysis respectively. Simulation results verify the accuracy and efficiency of TAM and its derivatives. Further results indicate that most power networks have low treewidth, which is prone to degrading the performance of multifrontal method. Multifrontal method is able to gain its performance in power system simulations when the front size of the involved matrix is large enough.

1. Introduction

The solution of sparse linear system is one of the most computationally intensive parts in large-scale power system simulations. Since applications of online monitoring system require high computing speed, efficiency of sparse computations is vital to large-scale power system simulations.

Direct methods, with natures of generality and robustness, are widely used in scientific computations. Since the 1960s, many sparse techniques considering special structure of power network have been developed to improve the computational efficiency. Optimally ordered triangular factorization [1] and sparse vector method [2] are two remarkable techniques used for power flow calculation and transient stability simulation respectively. Appearance of more delicate variants contributes to the prosperity of sparse vector method in the field of power system simulations in the 1990s [3] [4]. After that, LU factorization methods in linear sparse solvers have gradually evolved into two categories [5]. One is the left-looking LU factorization, and the other is the right-looking LU factorization.

The multifrontal method, a variant of right-looking LU, was first elaborated in [6]. With the utilization of high level BLAS (Basic Linear Algebra Subprograms) [7], multifrontal method is able to
achieve prominent performance in some cases. Meanwhile, it is yet known that for very sparse problems with small frontal matrix sizes, multifrontal method would be rendered inefficient if high level BLAS cannot be fully utilized [8]. Comparisons of different factorization methods have been made with matrices arising from different application backgrounds [9] [10]. Results turn out that the efficiency of LU factorization method is much related to the application environment.

In recent years, multifrontal method has been brought into power system simulations [11]-[13]. Reference [11] employs the unsymmetric multifrontal method to solve the differential algebraic equations in power system time-domain simulation. Results show that efficiency gain of multifrontal method against Gaussian elimination methods and other sparse solvers can be orders of magnitude larger. In [12], the multifrontal preconditioned iterative methods are proposed for power system time-domain simulation, which achieves great computational efficiency compared to other iterative and direct methods. A parallel power flow calculation using multifrontal method with graphic processing unit is presented in [13], where the performance improvement is very limited due to large amounts of small dense matrices encountered during factorization.

Facing the opposite views on the performance of multifrontal method, we present this paper to evaluate the applicability of multifrontal method in power system simulations. In order to realize this target, this paper begins with statistical analysis, which shows that frontal matrix size is decisive to the performance of multifrontal method. A well-designed and reasonable experiment indicates that matrix sparsity pattern is an underlying factor for different frontal matrix sizes.

Generally, there are two types of sparsity structures in power system simulations, one is the network structure associated with the admittance matrix in static simulations, and the other is the sparsity structure associated with the coefficient matrix in dynamic simulations. First of all, the pattern of admittance matrix is analyzed. After front size and treewidth are introduced to describe the matrix sparsity pattern, the performance of multifrontal method shall be predicted by the treewidth of power network. A treewidth approximation method (TAM) is proposed to approximate the treewidth of power network efficiently. The mathematical justification of TAM is also given in the appendix. Then, matrix patterns from power flow calculation and small signal stability analysis are analyzed as representatives of static and dynamic simulations respectively. Two derivatives of TAM are further presented to illustrate how to evaluate the performance of multifrontal method ahead of numeric computations in both static and dynamic power system simulations.

The remaining sections are organized as follows. Section 2 gives an overview and efficiency analysis of the multifrontal method. In Section 3, the relationship between front size and treewidth is established. Section 4 presents TAM and its derivatives. Simulation results with analysis and discussion are provided in Section 5. Section 6 concludes this paper.

2. Overview of multifrontal method

Direct methods aim at solving a sparse linear system \(Ax = b\) by sparse triangular factorization. When \(A\) is square, an LU factorization is performed to generate the \(LU\) product. Ordering and pivoting strategies are employed to maintain sparsity and numerical stability respectively.

Most sparse solvers take the following three successive phases to solve \(Ax = b\), where \(x\) is the solution.

1. A symbolic analysis phase completes the preparation work. This phase parses the structure of \(A\), finds an ordering sequence of elimination to reduce fill-ins, establishes data structures, and determines the upper bound of memory usage.

2. A numeric factorization phase factorizes \(A\) into its triangular factors, using different factorization schemes. This is the most time-consuming part.

3. A solve phase performs forward and backward substitutions by \(L\) and \(U\) on \(b\) to obtain \(x\).

In this paper, left-looking LU factorization is taken as a reference comparison with multifrontal method. CSparse, a concise but efficient sparse solver, is chosen as the implementation of left-looking LU factorization. Explanations of left-looking LU factorization and CSparse can be found in [5].
2.1. Right-looking multifrontal LU factorization

Gaussian elimination is a typical instance of right-looking LU factorization. At each step, the outer product of pivot row and pivot column is subtracted from the remaining submatrix. This process is referred to as rank-1 update.

Different from Gaussian elimination, multifrontal method assembles the small dense matrices (called frontal matrices) that will be updated by previous outer products, and factorizes the updated frontal matrices by high level BLAS to produce new contribution blocks. Detailed description of multifrontal method on the symmetric positive definite linear system is given by Liu in [14].

Except for symmetric cases, Davis proposed a new strategy to accommodate multifrontal method for unsymmetric-pattern matrices [15]. Davis has incorporated both symmetric and unsymmetric strategies into his solver UMFPACK [15]-[18]. In power system simulations, most matrices have patterns much close to structural symmetry, thus only the symmetric case in UMFPACK is concerned in this paper.

The symmetric strategy in UMFPACK factorizes $PAQ$ into the $LU$ product. In symbolic analysis, a column preordering $Q$ is generated by AMD (Approximating Minimum Degree) algorithm [19] based on the pattern of $A + A^T$. The assembly of frontal matrices during numeric factorization is guided by column elimination tree. Threshold partial pivoting is used, with diagonal entries preferred. Pivoting entries are chosen to make a compromise between the sparsity and the numerical stability. BLAS routines are equipped to improve cache utility. If multiple eliminations occur in one frontal matrix, level-3 BLAS routines TRSM and GEMM are used. Otherwise, GER is used for rank-1 update of the contribution block.

2.2. Efficiency analysis

When the same pre-ordering and pivoting strategies are adopted, left-looking and right-looking LU factorizations have little difference in terms of fill-ins and flops (floating-point operations) [15]. Since left-looking LU factorization can be executed in time proportional to the number of flops [20], fill-in count is an explicit indicator for the efficiency of left-looking LU method. However, acceleration of multifrontal method is generally attributed to the use of high level BLAS. Thus, apart from fill-ins or flops, performance of multifrontal method is also related to frontal matrix sizes.

To demonstrate the importance of frontal matrix sizes in multifrontal method, a comparison between UMFPACK and CSparse is carried out on a number of matrices with different frontal matrix sizes. All the matrices are taken from the Harwell-Boeing set of the UF sparse matrix collection [21]. These selected matrices have nearly symmetric patterns so that UMFPACK adopts the symmetric strategy.

![Fig. 1. Run time ratio of UMFPACK to CSparse for 120 sparse matrices. Run time includes only symbolic and numeric phases. Run time ratio greater than 1.0 indicates that UMFPACK is slower than CSparse.](image)

From Fig. 1, it can be seen that UMFPACK equipped with BLAS becomes more efficient than CSparse only if the largest frontal matrix exceeds a threshold size. As a result, performance of
multifrontal method relies heavily on frontal matrix sizes. If the max frontal matrix size is relatively small, multifrontal method will lose its acceleration effect or perhaps even be decelerated to some extent.

3. Graph theory based analysis of frontal matrix size
An intuitive inspection is that frontal matrix sizes are subject to the sparsity of involved matrix. However, matrices with the same sparsity but with different sparsity patterns shall have very different frontal matrix sizes. Fig. 2 depicts the sparsity patterns of a real power network admittance matrix and a randomly generated matrix with the same size and the same sparsity.

Fig. 2. Sparsity patterns of a power network admittance matrix and a randomly generated matrix with the same size and the same degree of sparsity.

UMFPACK factorization results of these two matrices and some other pairs of matrices, which are constructed in the same way, are listed in Table 1. It can be extrapolated effortlessly from Fig. 2 and Table 1 that matrices with the same size and the same degree of sparsity can have totally different frontal matrix sizes. Therefore, matrix sparsity pattern instead of degree of sparsity is a decisive factor for frontal matrix sizes.

Table 1Comparison of max frontal matrix size between admittance matrices and randomly generated matrices

| Grid         | Size | Nonzero Count | Max Frontal Matrix Size |
|--------------|------|---------------|-------------------------|
| case2746wp   | 2746 | 9292          | 24                      |
| random2746   | 2746 | 9298          | 228                     |
| case3375wp   | 3375 | 11510         | 30                      |
| random3375   | 3375 | 11501         | 280                     |
| ECG09        | 5473 | 18757         | 9                       |
| randomECG09  | 5473 | 18748         | 923                     |
| ECG15        | 8241 | 28797         | 9                       |
| randomECG15  | 8241 | 28787         | 760                     |

Admittance matrices are taken from MATPOWER [22] and east China power grids. UMFPACK adopts the symmetric strategy and records the max frontal matrix size during numeric factorization. Nonzero count refers to the number of nonzero entries before factorization.

3.1. Quantitative indicators for frontal matrix size
In previous sections, max frontal matrix size is regarded as a representative of frontal matrix sizes. For a specific matrix, if different node ordering sequences are used during factorization, the max frontal matrix size shall be different. To eliminate this ambiguity, definitions of front size and min front size
are introduced.

Given a sparse symmetric positive definite matrix $A$ and a specific ordering sequence, front size of $A$ under this ordering sequence is defined to be the dimension of the largest update matrix during multifrontal factorization.

There is a close relationship between the front size and the structure of Cholesky factor $L$. Column count of $L$ is defined to be the number of nonzero entries in each column of $L$. Apparently, front size equals maximum column count minus one. Therefore, given a specific ordering sequence, a symbolic Cholesky factorization will find the structure of $L$ and get the front size under this ordering.

Min front size of matrix $A$ is defined to be a minimum of the front sizes over all possible orderings. The ordering leading to the min front size is defined as the optimal ordering. It is difficult to obtain the optimal ordering of a given matrix, thus min front size is usually approximated instead.

### 3.2. Effective indicator for matrix sparsity pattern

Since sparse matrix can be viewed as the adjacent matrix of its associated graph, matrix sparsity pattern is mathematically equivalent to topology of the associated graph. Topology of a graph is related to many parameters, such as elimination tree height, treewidth, etc. Elimination tree height dictates the minimum steps for a parallel LU factorization. Treewidth of a graph measures how close this graph is to a tree [23]. Conceptions of tree-decomposition and treewidth are introduced with terms and definitions from Bodlaender [24].

Given a sparse symmetric positive definite matrix $A$, we use $G$ to denote the undirected graph associated with $A$.

A tree-decomposition of graph $G = (V, E)$ is a pair $\{(X_i \mid i \in I), T = (I, F)\}$ where $T$ is a tree and $\{X_i\}$ is a collection of subsets of $V$, such that

- $\bigcup X_i = V, i \in I$
- For all $(v, w) \in E$, there exists $i \in I$ with $v, w \in X_i$.
- For all $i, j, k \in I$, if $j$ is on the path from $i$ to $k$ in $T$, then $X_i \cap X_k \subseteq X_j$.

The number of vertices in $X_i$ is denoted by $|X_i|$. The treewidth of a tree-decomposition is equal to $\max |X_i| - 1$. The treewidth of graph $G$ is defined as the minimum treewidth over all possible tree-decompositions. We use $td(G)$ to denote tree-decomposition of $G$ and $tw(G)$ to denote treewidth of $G$ for short.

Bodlaender has also concluded that [24],

$$
treewidth = \min \text{ front size}$$

$$
treewidth \leq \min \text{ etree height} \leq \text{ treewidth} \times \log n$$

Clearly, treewidth is an effective indicator, from which other topological parameters of graph $G$ can be determined easily. In this sense, if the treewidth of original network could be calculated accurately, the performance of multifrontal method would be evaluated ahead of real factorization.

It should be noted that treewidth is nor the length of neither the width of elimination tree nor the length of factorization path. Therefore, traditional ordering methods, like MDML or MDMNP, can shorten the factorization path and broaden the elimination tree [3] [4], although, they are unable to enlarge the treewidth itself.

### 4. Analysis of sparsity structures in power system

#### 4.1. Approximating treewidth of power network

Calculation of treewidth is NP-hard [24]. Various approximation algorithms have been developed for obtaining the treewidth precisely [25]. On one hand, most of them are time consuming and lead to low efficiency when the system scale is large. On the other hand, an exact solution of treewidth is not necessary since partial pivoting might increase the front size by a small amount. Consequently, it is preferable to calculate the treewidth approximately for large-scale power systems so as to achieve high efficiency.
Theorem 1 figures out a means of formulating a tree-decomposition of a given graph based on the structure of the Cholesky factor $L$ of the adjacent matrix $A$. The proof of Theorem 1 is given in Appendix A.

**Theorem 1** Given a symmetric positive definite matrix $A$, its associated graph $G = (V, E)$ and a specific ordering $\pi$. The structure of Cholesky factor $L^*$ under ordering $\pi$ can be denoted as $\{L_i| i \in V\}$, where $L_i$ is the set of row indices in column $i$ of $L^*$. $T = (V, F)$ is the elimination tree. Then, the pair $((L_i| i \in V), T = (V, F))$ is a tree-decomposition of graph $G$, and max column count of $L^*$ minus 1 is the corresponding treewidth.

In power system, the admittance matrix is structurally symmetric and numerically positive semi-definite. According to Theorem 1, a symbolic Cholesky factorization on the admittance matrix will generate a tree-decomposition of the network as well as the treewidth of this tree-decomposition. Therefore, a treewidth approximation method for power networks is developed below.

**Treewidth Approximation Method (TAM)**

Step 1: An AMD ordering is applied to the admittance matrix to reduce fill-ins.

Step 2: A symbolic Cholesky factorization is performed on the admittance matrix to get the column pattern of Cholesky factor $L^*$.

Step 3: The maximum column count of $L^*$ is found to obtain the treewidth of power network.

It should be noted that the result calculated by the treewidth approximation method is the treewidth of tree-decomposition under AMD ordering. Other ordering algorithms, such as nested dissection, minimum degree, etc., can also be used to replace AMD. The reason why we choose AMD ordering is that AMD is used in both UMFPACK and CSparse. In addition, the result returned by TAM is the upper bound of the treewidth of power network. If the ordering is optimal, TAM would obtain the treewidth of power network.

Another notable characteristic of TAM is that the computed treewidth is exactly equal to front size plus one, which just coincides with the maximum column count of Cholesky factor.

4.2. Illustration of TAM on IEEE 9-node system

A small example is given here to show the relationship between treewidth, front size and elimination tree. The IEEE 9-node system is depicted in Fig. 3(a). Node ordering sequence is generated by AMD. The structure of the $L^*$ matrix during factorization is shown in Fig. 3(b). The elimination tree is shown in Fig. 3(c).

![Illustration of IEEE 9-node system, its $L$ matrix during factorization and elimination tree.](image)

Fig. 3. Illustration of IEEE 9-node system, its $L$ matrix during factorization and elimination tree.

All the frontal matrices encountered during multifrontal factorization are listed in Fig. 4(a). The corresponding tree-decomposition is shown in Fig. 4(b).
It is not hard to see that the $i$th frontal matrix in Fig. 4(a) is actually assembled from the nonzero pattern of column $i$ of $L^*$ in Fig. 3(b). On one hand, nodes with row indices in the $i$th frontal matrix can be gathered to form the $i$th clique. In this way, 8 cliques, namely {1,5}, {2,3}, {3,4,8}, {4,5,8}, {5,8,9}, {6,7}, {7,8,9} and {8,9} have been formed for the IEEE-9 case. On the other hand, nodes in one clique have definite sequences from nodes in another clique. E.g., clique {2,3} is the descendent of clique {3,4,8} since node 3, node 4 and node 8 are the parents of node 2. With the application of Theorem 1, a tree-decomposition as shown in Fig. 4(b) is formulated by concatenating all the cliques according to the elimination tree in Fig. 3(c).

Theorem 1 also tells that the treewidth of the tree-decomposition in Fig. 4(b) is 2 (since $\max |X_i|$ is equal to 3 in this case). However, it is quite clear that the width of the elimination tree in Fig. 3(c) is 3. In fact, the treewidth depicts the elimination tree from a vertical perspective while the width of the elimination tree is defined from a horizontal perspective.

### 4.3. Approximating front size of power system matrices

For topology-based power system simulations, such as power flow calculation and small signal stability eigenvalue analysis, min front size of coefficient matrix $J$ can be derived approximately from the treewidth of power network.

Since $J$ is numerically unsymmetric and almost structurally symmetric, definitions of front size and min front size of $J$ are slightly different from those defined for symmetric positive definite case. In [5], Davis has shown that, if matrix $J$ is diagonally dominant and has a symmetric nonzero pattern, then the nonzero patterns of $J$’s LU factorization products $L$ and $U$ are identical with the nonzero patterns of $L^*$ and $L^{**}$ respectively, where $L^*$ is the Cholesky factor of a symmetric positive definite matrix $J^*$ with the same nonzero pattern as $J + J^T$. Therefore, for power system computations, front size of $J^*$ can be designated as front size of $J$ safely. In the same way, min front size of $J^*$ is designated as min front size of $J$. Graph $H$ associated with $J^*$ is designated as the graph of $J$.

Because $J$ is available, front size of $J$ can be calculated directly by the proposed treewidth approximation method with the admittance matrix replaced by $J^*$. Besides this option, an alternative way is to derive the treewidth of $H$ from the treewidth of $G$ immediately, where $G$ stands for the associated graph of admittance matrix $A$.

For power flow calculation, the Jacobian matrix $J$ can be formulated by splitting any node, $n_i$, for instance, in admittance matrix $G$ into two nodes, $n_{ip}$ and $n_{iq}$. If node $n_i$ and node $n_j$ are connected before splitting, the new nodes $n_{ip}$, $n_{iq}$, $n_{jp}$ and $n_{jq}$ are fully connected in $J$. For any tree-decomposition, $(\{X_i | i \in V\}, T = (V, F))$, of $G$, the tree decomposition of $H$ can be derived by expanding every set $X_i = \{n_1, n_2, \ldots, n_j\}$ into a new set $X_{new} = \{n_{ip}, n_{iq}, n_{jp}, n_{jq}, \ldots, n_{ip}, n_{jq}\}$. Therefore, treewidth of $H$ is not larger than twice the treewidth of $G$, namely,

$$tw(H) \leq 2 \times tw(G) \tag{2}$$

For small signal stability eigenvalue analysis, the key point is to solve a sparse linear system in the
form of [26],
\[
\begin{bmatrix}
J_1 + \sigma I & J_2 \\
J_3 & J_4
\end{bmatrix}
\begin{bmatrix}
x \\
z
\end{bmatrix}
=
\begin{bmatrix}
b \\
0
\end{bmatrix}
\]  
(3)

Fig. 5. Augmented Jacobian matrix in power system modeling. \(J_i\) is derived from the differential-algebraic equations of dynamic components. \(J_s\) is derived from the modeling of electrical network, which has its sparsity pattern resembling the Jacobian matrix in power flow calculation. \(J_2\) and \(J_3\) reflect the interconnection of component in \(J_i\) with the network in \(J_s\).

Fig. 5 depicts the augmented Jacobian matrix \(J\). \(J_i\) has the same structure as the power flow Jacobian matrix where all nodes are PQ type. We use \(V(J_i)\) to denote all nodes in \(J_i\) and \(H(J_i)\) to denote the subgraph of \(H\) induced by \(V(J_i)\). A tree-decomposition \(td(H(J_i)) = (\{X_i | i \in V(J_i)\}, T = (V(J_i), F))\) can be formulated based on the tree-decomposition of \(G\).

\(J_i\) is comprised of a sequence of diagonal blocks \(M_1, M_2, \ldots, M_k\). Each diagonal block represents a connected dynamic component. We use \(V(M_i)\) to denote all nodes in \(M_i\) and \(H(M_i)\) to denote the subgraph of \(H\) induced by \(V(M_i)\). For each subgraph \(H(M_i)\), their tree-decomposition \(td(H(M_i))\) can be formulated according to Theorem 1.

Tree-decomposition of \(H\) can be derived by integrating the tree-decompositions of \(H(J_i)\) and \(H(M_i)\) in the following way. Each block \(M_i\) in \(J_i\) is only related to a two-by-two block with row indices \(\{m_{i1}, m_{i2}\}\) on the diagonal of \(J_i\). Now that \(\{m_{i1}, m_{i2}\}\) is an edge in \(H(J_i)\), there exists a set \(X_p\) in \(td(H(J_i))\) satisfying \(\{m_{i1}, m_{i2}\}\in X_p\). Nodes \(\{m_{i1}, m_{i2}\}\) are added to all sets in \(td(H(M_i))\) and an edge is added arbitrarily between \(X_p\) and a set in \(td(H(M_i))\) to obtain a new tree-decomposition. After all blocks \(M_i\) in \(J_i\) are processed, the tree-decomposition of \(H\) is established. Therefore, treewidth of \(H\) is less than or equal to the maximum of twice the treewidth of \(G\) and the treewidth of \(H(M_i)\) plus 2, namely,

\[
tw(H) \leq \max(2 \times tw(G), tw(H(M_i)) + 2)
\]  
(4)

5. Simulation and discussion
To verify the observations aforementioned and to validate the effectiveness of TAM, several sets of experiments are carried out. Programs are executed serially on a PC with Intel i5-2320 CPU and 8 GB memory.

5.1. Test systems
Matrices from the IEEE standard systems, MATPOWER Polish systems and East China Grids are used for experiments.

Information about admittance matrices and power flow Jacobian matrices are given in Table 2 and Table 3 respectively.

Information about the augmented Jacobian matrices can be found in Table 4. Each generator is formulated as a 10-order dynamic model (6 states for the generator itself and 4 states for the excitation system).
Table 2 Detailed information about admittance matrices in test set

| Grid      | Dimension | Nonzero Count |
|-----------|-----------|---------------|
| IEEE57    | 57        | 213           |
| IEEE118   | 118       | 476           |
| IEEE300   | 300       | 1118          |
| Case2383wp| 2383      | 8155          |
| Case2746wp| 2746      | 9292          |
| Case3375wp| 3375      | 11510         |
| ECG05     | 4171      | 13891         |
| ECG09     | 5473      | 18757         |
| ECG15     | 8241      | 28797         |

Table 3 Detailed information about power flow Jacobian matrices in test set

| Grid      | Dimension | Nonzero Count |
|-----------|-----------|---------------|
| IEEE57    | 106       | 718           |
| IEEE118   | 181       | 1051          |
| IEEE300   | 530       | 3736          |
| Case2383wp| 4438      | 27783         |
| Case2746wp| 5127      | 32117         |
| Case3375wp| 6357      | 40706         |
| ECG05     | 7999      | 53163         |
| ECG09     | 10491     | 71831         |
| ECG15     | 15964     | 111576        |

Table 4 Detailed information about augmented Jacobian matrices in test set

| Grid      | Generator number | Jv Dimension | Dimension | Nonzero Count |
|-----------|------------------|--------------|-----------|---------------|
| IEEE118   | 34               | 236          | 576       | 3346          |
| IEEE300   | 69               | 600          | 1290      | 7191          |
| ECG05     | 375              | 8342         | 12092     | 67230         |
| ECG09     | 472              | 10946        | 15666     | 86631         |
| ECG15     | 300              | 16482        | 19482     | 119608        |

5.2. Experimental results for TAM

TAM and QuickBB [25] are used to calculate the treewidth of power network based on the pattern of admittance matrix. Their comparison in terms of treewidth and run time can be found in Table 5.

| Case      | TAM Treewidth | TAM Run Time (s) | QuickBB Treewidth | QuickBB Run Time (s) |
|-----------|---------------|------------------|-------------------|----------------------|
| IEEE57    | 5             | 0.000048         | 5                 | 0.00316              |
| IEEE118   | 4             | 0.000085         | 4                 | 0.00759              |
| IEEE300   | 6             | 0.00018          | ≤6                | 0.0207               |
Table 5 shows that the difference in results computed by TAM and QuickBB is very small. Meanwhile, run time of TAM is lower than QuickBB. In the essence of mathematics, TAM is a variant of the min-degree heuristic for computing an upper bound of treewidth. In QuickBB, the treewidth is obtained by repeated trial-and-error to narrow the gap between upper and lower bounds. For power system networks, since AMD ordering is close to the optimal ordering, other attempts of ordering may cost a lot of time, while give little improvement to the result of AMD. Therefore, TAM with AMD ordering is more efficient than QuickBB.

Table 5 also demonstrates that generally power network has low treewidth, which coincides with the conclusion drawn in [27]. The reason why power network has low treewidth is given in Appendix B. In addition, matrices from the same set of networks have similar treewidth irrespective of their dimensions, while matrices from different power network sets have different treewidth.

Treewidth is an essential indicator for the topology of graph. As a result, approximating the treewidth of power network is a prerequisite to evaluate the performance of multifrontal method.

5.3. Performance comparison between CSparse and UMFPACK
Comparison results of CSparse and UMFPACK concerning run time and fill-ins of the LU factorization are shown in Table 6 and Table 7. Matrices used in Table 6 are power flow Jacobian matrices, which are shown in Table 3. Matrices used in Table 7 are augmented Jacobian matrices of small signal stability analysis, which are shown in Table 4. Both CSparse and UMFPACK use symmetric strategies. Front size is recorded by UMFPACK.

Table 6 Comparison between UMFPACK and CSparse on power flow Jacobian matrices

| Case     | UMFPACK | CSparse |
|----------|---------|---------|
|          | Run Time | Nonzero Count | Front Size | Run Time | Nonzero Count | Time Ratio |
| IEEE57   | 0.000229 | 1091     | 9          | 0.000102 | 1092       | 2.24       |
| IEEE118  | 0.000433 | 1353     | 8          | 0.000154 | 1355       | 2.81       |
| IEEE300  | 0.001267 | 5518     | 16         | 0.000527 | 5554       | 2.41       |
| 2383wp   | 0.010877 | 44276    | 35         | 0.004168 | 44666      | 2.61       |
| 2746wp   | 0.012280 | 52084    | 36         | 0.004809 | 52492      | 2.55       |
| 3375wp   | 0.015513 | 68795    | 47         | 0.006191 | 68795      | 2.51       |
| ECG05    | 0.014852 | 63945    | 18         | 0.005332 | 68635      | 2.78       |
| ECG09    | 0.019530 | 84085    | 18         | 0.007511 | 92831      | 2.60       |
| ECG15    | 0.029567 | 125092   | 16         | 0.011288 | 137244     | 2.62       |

*Nonzero count refers to the number of nonzero entries after factorization.

Table 7 Comparison between UMFPACK and CSparse on augmented Jacobian matrices of small signal stability analysis

| Case     | UMFPACK | CSparse |
|----------|---------|---------|
|          | Run Time | Nonzero Count | Front Size | Run Time | Nonzero Count | Time Ratio |
| IEEE118  | 0.001258 | 4279     | 10         | 0.000425 | 4279       | 2.96       |
| IEEE300  | 0.002793 | 9881     | 16         | 0.001004 | 9881       | 2.78       |
It can be seen from Table 5 and Table 6 that, except IEEE300 system, the front size of power flow Jacobian matrix is less than or equal to twice the network treewidth for all test systems, which accords with (2). For IEEE300 system, since the Jacobian matrix is not diagonally dominant, partial pivoting has to be used for the sake of numeric stability. Then, the node ordering generated by AMD is modified slightly, which leads to a little violation of (2).

Table 5 and Table 7 show that, for small signal stability analysis, the relationship that front size of augmented Jacobian matrix is not larger than twice the network treewidth still holds. This is because in our tests, the order of dynamic model is smaller than twice the power network treewidth. Then the front size of augmented Jacobian matrices is subject to the first factor on the right-hand-side of (4). As for higher order of dynamic model, the front size of augmented Jacobian matrix will be bounded by the second factor on the right-hand-side of (4).

In respect of fill-ins, CSparse and UMFPACK behave almost the same whether the involved matrix is from power flow or small signal stability analysis. This is a natural result since both CSparse and UMFPACK adopt AMD ordering. However, high run time ratios of UMFPACK to CSparse in Table 6 and Table 7 indicate that the BLAS acceleration of UMFPACK is greatly limited due to the small front size of coefficient matrix. Therefore, low treewidth of power network limits the performance of multifrontal method.

5.4. Performance of UMFPACK on matrices with large front size

To evaluate the performance of UMFPACK when the treewidth is large enough, the random network approach from [28] is utilized to generate a sequence of matrices based on the elimination tree of power flow Jacobian matrix. Detailed procedure of random network approach is stated as follows.

Given a power flow Jacobian matrix \( A \), and a series of pre-specified numbers of nonzero entries,

Step 1: The elimination tree of \( A + A^T \) is generated.

Step 2: Edges are added randomly to the tree until nonzero count meets the preset requirement.

Step 3: A new symmetric matrix \( B \) is formed according to the graph generated in Step 2. The diagonal elements are added so that \( B \) is positive definite.

Step 4: Repeating Steps 1-3, a series of matrices are generated.

Power flow Jacobian matrices of 3375wp case and ECG09 case are taken for example. A series of coefficient matrices are generated using the random network approach. Run time of CSparse and UMFPACK is recorded and compared in Fig. 6 and Fig. 7. Front size is recorded by UMFPACK.

![Fig. 6. Run time comparison between CSparse and UMFPACK. Matrices are generated from](image-url)
elimination tree of power flow Jacobian matrix of 3375wp case using random network approach. Run
time includes only symbolic and numeric phases. UMFPACK is equipped with reference BLAS.

Fig. 7. Run time comparison between CSparse and UMFPACK. Matrices are generated from
elimination tree of power flow Jacobian matrix of ECG09 case using random network approach. Run
time includes only symbolic and numeric phases. UMFPACK is equipped with reference BLAS.

A general trend can be found from Fig. 6 and Fig. 7 that as more edges are added to the elimination
tree, topology of the network is changed a lot and front size of the coefficient matrix becomes large.
When the front size reaches to a relatively large value, e.g. 199 in Fig. 6 and 281 in Fig. 7, UMFPACK
outperforms CSparse in terms of computing speed. Therefore, when node interconnections change the
topology of power network and increase the network treewidth to a large extent, multifrontal method
will be suitable for power system simulations.

6. Conclusions
This paper focuses on studying the performance of multifrontal method in power system simulations.
The primary conclusions are drawn below.

Multifrontal method, as a variant of right-looking sparse LU factorization, mainly gets its
acceleration by utilizing high-level BLAS to tackle dense frontal matrices. Hence, small frontal
matrices cannot fully exploit the BLAS acceleration so that the performance of multifrontal method is
diminished.

Frontal matrix size depends on the sparsity pattern rather than the sparsity degree of sparse matrix.
Since the matrix sparsity pattern amounts to the topology of associated graph, a quantitative
relationship between frontal matrix size and graph topology is established through treewidth from the
perspective of graph theory.

In order to assess the performance of multifrontal method before actual computations, TAM is
proposed to approximate the treewidth of power network. Moreover, two derivatives of TAM are also
given for approximating the front size of sparse matrices from power flow calculation and small signal
stability eigenvalue analysis. Simulation results validate the correctness and effectiveness of TAM and
its derivatives.

Generally, power networks have the sparse nature of low treewidth, where frontal matrices are
small and performance of multifrontal method is limited. When the front size is increased by changing
the topology of power network, multifrontal method regains its performance against left-looking
sparse LU factorization.

7. Appendix A
To demonstrate Theorem 1, several definitions and theorems are introduced in advance:

**Definition A.1** Let $A$ be an $n$-by-$n$ sparse symmetric positive definite matrix with Cholesky factor
$L$. The elimination tree of matrix $A$ is defined to be the structure with $n$ nodes such that node $p$ is the
parent of \( j \) if and only if
\[
p = \min\{i > j \mid l_{ij} \neq 0\}
\]

**Theorem A.1** [5] For a Cholesky factorization \( LL^T = A \), and neglecting numerical cancellation, \( a_{ij} \neq 0 \Rightarrow l_{ij} \neq 0 \). That is, if \( a_{ij} \) is nonzero, then \( l_{ij} \) will be nonzero as well.

**Theorem A.2** [29] For a Cholesky factorization \( LL^T = A \), and neglecting numerical cancellation, \( l_{ki} \neq 0 \) and \( k > i \) imply that \( i \) is a descendant of \( k \) in the elimination tree \( T \).

**Theorem A.3** [14] If node \( k \) is a descendant of \( j \) in the elimination tree, then the structure of the vector \((l_{jk}, \ldots, l_{nk})\) is contained in the structure of \((l_{ij}, \ldots, l_{in})^T\).

A is given a symmetric positive definite matrix. Let \( G = (V, E) \) be the undirected graph associated with \( A \). A Cholesky factorization factorizes \( A \) into its Cholesky factors \( L \) and the column pattern of \( L \) is computed. A pair \((\{X_i \mid i \in V\}, T = (V, F))\) is constructed as follows:

1. Let \( i_0, i_1, \ldots, i_r \) be the nonzero row index of the \( k \)th column of \( L \), with \( i_0 = k \). The set \( X_k \) is formed as \( \{i_0, i_1, \ldots, i_r\} \).

2. \( T \) is the elimination tree of \( A \).

Since \( k \in X_k \cup X_r = V \), \( i \in I \) follows.

For all \( (v, w) \in E \), there exists an \( a_{vw} \neq 0 \), and vice versa. From Theorem A.1, \( a_{vw} \neq 0 \) means \( l_{vw} \neq 0 \) and \( v, w \in X_w \). Therefore, for all \( (v, w) \in E \), \( v, w \in X_w \).

Given any \( i, j, k \in V \) with \( j \) on the path from \( i \) to \( k \) in \( T \), assuming that there exists \( v \in X_i \cap X_k \), in other word, \( l_{vi} \neq 0 \), \( l_{vk} \neq 0 \). Apparently, \( v > i \) and \( v \neq k \) stand. From Theorem A.2, \( v \) is the ancestor of \( i \) and \( k \). If \( j = v \), \( v \in X_j \) stands. Otherwise, \( j \) is either on the path from \( i \) to \( v \) or on the path from \( k \) to \( v \).

For convenience, suppose \( j \) is on the path from \( i \) to \( v \). From Theorem A.3, since \( i \) is the decedent of \( j \) in elimination tree, the structure of the vector \((l_{jk}, \ldots, l_{nk})^T\) is contained in the structure of \((l_{ij}, \ldots, l_{in})^T\), which means \( l_{ij} \neq 0 \Rightarrow l_{ij} \neq 0 \). Therefore, \( v \in X_j \). Consequently, for all \( i, j, k \in V \), if \( j \) is on the path from \( i \) to \( k \) in \( T \), then \( X_i \cap X_k \subseteq X_j \).

In conclusion, the pair \((\{X_i \mid i \in V\}, T = (V, F))\) constructed is a tree-decomposition of \( G \). The max column count of Cholesky factor \( L \) represents the treewidth of the current decomposition.

8. Appendix B
Three sections are prepared to explain the reason why power network has low treewidth. The first section introduces Lemma B.1 from [30]. The second section depicts the organization of power network. The last section presents the detailed analysis for low treewidth property in power network.

Let \( G = (V, E) \) be the original graph and \( S \subseteq V \) be the subset of nodes to be deleted. We use \( G_{VS} \) to denote the graph after node deletion and \( H_1, H_2, \ldots, H_t \) to denote the connected subgraphs obtained. \( S_i \subseteq S \) is used to denote nodes in \( S \) which have neighbors in \( H_i \). A super graph of \( G, H = (V, E^+) \), is defined by adding edges between nodes in \( S_i \), so that each set \( S_i \) becomes a clique. \( H_i \) is used to denote the subgraph of \( H \) induced by nodes in \( S_i \). Lemma B.1 gives an upper bound of treewidth of \( G \).

**Lemma B.1**
\[
tw(G) \leq tw(H_S) + \max\{tw(H_i)\} + 1
\]

Unlike networks in other engineering fields, organization of power network is based on the geographical wiring diagram. Subsystems are connected from city to city, region to region and state to state to form a whole system. Connections inside each subsystem are close while connections between these subsystems are loose. Removing tie-line nodes can break the system into several independent subsystems. These subsystems shall be further partitioned in the same way recursively. A two-level nested partitioning of IEEE118 case given in Fig. 8 is taken as an example to illustrate this nature.
We use $S$ to denote the set of tie-line nodes in power network. Deleting $S$ from the original graph $G$ will break the system into several subsystems, denoted by $H_i$. A super graph of $G$ is formulated according to section 1. For treewidth of $H_i$, since connections between different subsystems are very loose, tie-lines nodes are quite few, and the size of each clique $S_i$ is supposed to be even small. Hence, treewidth of $H_i$ is limited. Now that each subsystem $H_i$ can be repartitioned in the same way, the treewidth of these subgraphs shall be low as well. To sum up, the treewidth of the original graph is low according to Lemma B.1.
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