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Abstract. We present a novel method for determining gradients of parameterised quantum circuits (PQCs) in hybrid quantum-classical machine learning models by applying the multivariate version of the simultaneous perturbation stochastic approximation (SPSA) algorithm. The gradients of PQC layers can be calculated with an overhead of two evaluations per circuit per forward-pass independent of the number of circuit parameters, compared to the linear scaling of the parameter shift rule. These are then used in the backpropagation algorithm by applying the chain rule. We compare our method to the parameter shift rule for different circuit widths and batch sizes, and for a range of learning rates. We find that, as the number of qubits increases, our method converges significantly faster than the parameter shift rule and to a comparable accuracy, even when considering the optimal learning rate for each method.

1 Introduction

The field of quantum machine learning (QML) is a rapidly growing one. In the current NISQ (Noisy Intermediate Scale Quantum) era, the interplay of quantum and classical classical models appears to be an area of particular interest [23, 8, 17]. Indeed, there are many popular python packages available dedicated to facilitate the development of such hybrid models [4, 21, 29, 12].

Optimisation is at the heart of all machine learning problems, quantum or otherwise. In the classical world, we use gradient-based optimisation methods that leverage a technique called reverse-mode Automatic Differentiation (AD). AD allows the gradients of computationally very heavy machine learning architectures to be calculated and enables the use of optimisation algorithms such as Stochastic Gradient Descent or adam [13, 14].

Current quantum machine learning is typically performed using parameterised quantum circuits (PQCs), where trainable classical parameters are used to optimise the distribution of the measurement outcomes of a number of qubits. However, these quantum models come with the difficulty that the gradients of the output distributions with respect to the trainable input parameters to the PQC are not readily calculable due to the probabilistic nature of quantum mechanics.

Two popular gradient-based methods of quantum circuits are the Simultaneous Perturbation Stochastic Approximation (SPSA) algorithm [26] and the Parameter Shift rule [18, 24]. The former is a widely-used efficient optimisation method that estimates the gradient of a loss function by perturbing all model parameters simultaneously in random directions. This has the benefit that only two evaluations of the loss function are required per optimisation step, regardless of the dimension of the parameter space. A multivariate form has also been proposed to calculate Jacobian or Hessian matrices, but this has not yet been applied to quantum models [27].

The latter is a more recent development specifically for PQCs which calculates analytical gradients using the same circuit with parameters that are shifted by multiples of π/2. However,
the number of circuit evaluations required for the parameter shift rule scales linearly with the number of classical parameters, which can be undesirable for circuits of large width and depth.

In this work we apply the multivariate form of the SPSA algorithm to the reverse-mode Automatic Differentiation algorithm to optimise quantum and hybrid models with constant scaling with respect to number of circuit parameters. We refer to our method as Simultaneous Perturbation for Stochastic Backpropagation (SPSB). In Section 2 we detail the background on Automatic Differentiation, the SPSA algorithm and quantum gradients. In Section 3 we describe the method behind SPSB. Section 4 details classification experiments carried out, the results of which are discussed in Section 5.

2 Previous work

2.1 Automatic Differentiation / Backpropagation

Part of the success of Deep Learning architectures across many computer science domains is because of the use of gradient-based optimisation to find the optimal parameter setting within a space of possibly billions of dimensions. Prominent examples include algorithms like Stochastic Gradient Descent (SGD) or adam [13, 14]. In order to calculate the required gradients, most Deep Learning frameworks like PyTorch or TensorFlow [1, 21] leverage a technique called Reverse-mode Automatic Differentiation (AD), nowadays mostly referred to as backpropagation [10, 20].

Using AD, we record the computational graph of a model’s forward pass and calculate the gradients of a loss function with respect to its parameters efficiently. This is done by subdividing the graph into the smallest possible entities that are easily algebraically differentiable and concatenating the partial derivatives using the chain rule.

Consider a simple chained function $y = f(u(x))$, where $x \in \mathbb{R}^p$, $u : \mathbb{R}^p \rightarrow \mathbb{R}^m$ and $f : \mathbb{R}^m \rightarrow \mathbb{R}^n$. We start the backwards pass by computing $\partial y / \partial y$ which is simply a vector of 1s of size $\mathbb{R}^n$ which acts as a seed for the gradient upstream. We now continue by calculating $\partial y / \partial u$, which is given by:

$$\frac{\partial y}{\partial u} = \frac{\partial y}{\partial y} \frac{\partial y}{\partial u} = \frac{\partial y}{\partial y} \frac{\partial f}{\partial u} = \text{upstream} \cdot \frac{\partial f}{\partial u}, \tag{1}$$

where $\partial f / \partial u$ is the Jacobian $J_f$ with respect to $u$ (i.e. a matrix of size $\mathbb{R}^{n \times m}$). Treating the outcome of Eq. 1 as our new upstream vector (upstream $\leftarrow \partial y / \partial u$), we calculate $\partial y / \partial x$ by:

$$\frac{\partial y}{\partial x} = \frac{\partial y}{\partial u} \frac{\partial u}{\partial x} = \text{upstream} \cdot \frac{\partial u}{\partial x}, \tag{2}$$

where $\partial u / \partial x$ is the Jacobian $J_u$ with respect to $x$ (i.e. a matrix of size $\mathbb{R}^{m \times p}$).

We can repeat this procedure for an arbitrary number of inner functions and, most importantly, decompose any differentiable function $y = f(x)$ into a chain of elementary operations whose derivatives we know exactly. The parameters of the model can then be updated using an optimiser, which generally takes a form:

$$x_{n+1} = x_n - \alpha \left. \frac{\partial f}{\partial x} \right|_{x=x_n}, \tag{3}$$

where $\alpha$ is a (possibly variable) learning rate determined by the optimiser used.

While reverse-mode AD is suitable for classical computations, it is not possible to backpropagate through quantum circuits in the same way as we don’t have access to the upstream variable due to the unobservable nature of the intermediate quantum states.
2.2 Quantum gradients

The parameter shift rule [18, 24] is a widely used method of optimising the parameters of variational quantum circuits [2, 5]. It was developed with a particular focus on evaluating gradients on real quantum hardware, where it is desirable to calculate gradients using the same circuit structure.

Consider a unitary parameterised by a single angle, \( U(\theta) \), acting on a quantum circuit, and a function of the circuit defined as:

\[
f(\theta) := \langle \psi | U^\dagger(\theta) O U(\theta) | \psi \rangle = \langle \psi | \mathcal{M}(\theta) | \psi \rangle,
\]

for some state \( \psi \) and observable \( O \). Using the parameter shift rule, the gradient of this function with respect to the angle \( \theta \), \( \nabla_\theta \), can be expressed as a linear combination of \( \mathcal{M}(\theta \pm \Delta \theta) \), for some finite (i.e. non infinitesimal) \( \Delta \theta \):

\[
\nabla_\theta \mathcal{M}(\theta) = c [\mathcal{M}(\theta + \Delta \theta) - \mathcal{M}(\theta - \Delta \theta)].
\]

Parameters \( c \) and \( \Delta \theta \) are determined by the unitary and measurements in question.

For larger circuits with more than one parameter, the number of circuit executions required for the parameter shift rule scales as \( \mathcal{O}(n) \) where \( n \) is the number of parameters to be optimised, as the gradient must be taken with respect to each parameter individually.

Various works have attempted to optimise the efficiency with which the parameter shift rule converges. These include probabilistic gradient pruning to remove gradients which are likely to have higher errors [29], and the quantum natural gradient [28], which uses the Fisher information matrix to help finding the path of steepest descent in the quantum landscape. The SPSA algorithm has also been used to calculate this Fisher information matrix, but has not been used to calculate the gradients directly [9].

Other tools have been developed for optimisation of quantum circuits, such as the gradient-free rotosolve algorithm, and the application of the adjoint state method for gradients of quantum simulations [16, 19, 22]. However, none of these methods are capable of backpropagation through hybrid models when using real quantum hardware.

2.3 The SPSA Algorithm

The Simultaneous Perturbation Stochastic Approximation algorithm is a powerful optimisation method used to find solutions to optimisation problems of the form [27]:

\[
\min_x f(x) = \min_x \mathbb{E}[F(x, \xi)].
\]

Here, \( F \) is a function \( \mathbb{R}^n \rightarrow \mathbb{R} \) which takes a set of parameters \( x \in \mathbb{R}^n \) and is subject to a noise term \( \xi \). The aim is to find \( x \) such that the expectation value of \( F(x, \xi) \) is minimal.

To use a gradient-based optimisation scheme, we estimate \( \nabla f(x) \) by perturbing all parameters using a randomly initialised vector \( \Delta \) with elements \( \Delta_i \), defined as:

\[
\Delta_i = \begin{cases} 
-1 & \text{with probability 0.5} \\
1 & \text{otherwise} 
\end{cases}
\]

where \( 0 \leq i < n \). Fixing a small grid size \( \epsilon \), we now calculate:

\[
f_+ = f(x + \epsilon \cdot \Delta) \quad \text{and} \quad f_- = f(x - \epsilon \cdot \Delta).
\]

This allows us to approximate the gradient \( \nabla f|_x \) as follows:

\[
\nabla f|_x \approx \frac{f_+ - f_-}{2\epsilon \Delta}.
\]
We then update the model parameters via \( x_{n+1} = x_n - \alpha \nabla f|_{x_n} \), where \( \alpha \) is a small learning rate. Using a sufficient number of iterations, the algorithm will approach the desired minimum efficiently. Vanilla SPSA implements grid size (\( \epsilon \)) decay and learning rate (\( \alpha \)) decay which we omit here for simplicity. Furthermore, we are only interested in finding the gradient, rather than using the full SPSA optimisation algorithm.

### 3 SPSA for Backpropagation

#### 3.1 Method

In order to perform backpropagation through our quantum (or hybrid) model, we need to approximate the Jacobian \( J \) of a (potentially noisy) multi-variate function \( f : \mathbb{R}^n \rightarrow \mathbb{R}^m \):

\[
J = \begin{bmatrix}
    \frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_1}{\partial x_n} \\
    \vdots & \ddots & \vdots \\
    \frac{\partial f_m}{\partial x_1} & \cdots & \frac{\partial f_m}{\partial x_n}
\end{bmatrix}.
\]  

(10)

The \( i \)th row of \( J \) corresponds to the vector \( \nabla^T f_i \) which we can approximate with the SPSA rule above (Eq. 9):

\[
\nabla f_i|_x \approx \frac{f_{i,+} - f_{i,-}}{2\epsilon \Delta}.
\]  

(11)

It is now easy to verify that, given a random vector \( \Delta \) and a grid parameter \( \epsilon \), we can estimate the Jacobian using:

\[
J \approx \frac{1}{2\epsilon} \cdot (f_+ - f_-) \otimes \Delta^{-1}.
\]  

(12)

where we denote by \( \otimes \) the outer product, and by \( \Delta^{-1} \) the element-wise inverse of \( \Delta \). We remark that in Ref. [26], this method is used to estimate the Hessian of a loss function (i.e. the Jacobian of the gradient) for a second-order Newton-Raphson optimisation method.

Now that we have an estimation of the Jacobian matrix, we can use SPSA-like gradients for Automatic Differentiation as described in Section 2.1. This method, which we refer to as SPSB, was implemented in PennyLane, a toolbox to develop and test classical-quantum hybrid models [3]. Furthermore, we provide SPSB implementations for TensorFlow-Quantum [4] and qujax [7].

#### 3.2 Convergence analysis

Given a data set \( D = \{x_i\}^n \) and a loss function of a parameterised predictive model, \( l(x, \theta) \), we define

\[
\bar{l}(\theta) = \frac{1}{|D|} \sum_{i=1}^{|D|} l(x_i, \theta)
\]

to be the global average of \( l \), given a data set \( D \).

The general optimisation objective is to find \( \theta^* = \min_{\theta} \bar{l}(\theta) \). In most machine learning use cases, evaluating \( \bar{l} \) is not feasible as \( |D| \) is too large. Therefore, we estimate the global gradient \( \partial \bar{l}/\partial \theta \) using a batch \( b \) of data points \( \{x_i\}^b \in D \). We easily see that \( l_i(\theta) = l(x_i, \theta) \) is an unbiased estimator of \( \bar{l} \). Further, the gradient,

\[
\hat{g}_i = \frac{\partial l_i(\theta)}{\partial \theta},
\]

(13)

is an unbiased estimator of the global gradient \( g = \partial \bar{l}(\theta)/\partial \theta \). Averaging the estimated gradients using \( b \) samples yields \( \hat{g}^{(b)} = \frac{1}{b} \sum_{i=1}^b \hat{g}_i \), which is used for the parameter update.
\( \theta_{n+1} = \theta_n - \alpha \hat{g}^{(b)} \). Intuitively, we note that increasing the batch size lowers the variance of \( \hat{g}^{(b)} \), i.e. stabilising the parameter update. However, a certain level of noise is desirable to escape local minima in the parameter landscape \([6]\).

In the use case of SPSB, for each element in \( \{x_n\}^b \), we record the forward pass \( \hat{l}(x_n, \theta) \) and the perturbed \( \hat{l}^+_n = l(x_n, \theta + \epsilon \Delta) \) and \( \hat{l}^-_n = l(x_n, \theta - \epsilon \Delta) \). As previously seen, we can estimate the gradient of \( l \) with respect to \( \theta \) with

\[
\tilde{g}_n = \frac{\hat{l}^+_n - \hat{l}^-_n}{2 \epsilon \Delta}.
\]

According to \([26]\), we observe that \( \mathbb{E}[\tilde{g}_n] = \hat{g}_n + \mathcal{O}(\epsilon^2) \), i.e. \( \tilde{g}_n \) is an almost unbiased estimator of \( \hat{g} \) if \( \epsilon \to 0 \) through the optimisation process. As we are considering only a single gradient evaluation, our gradient has a bias of \( \mathcal{O}(\epsilon^2) \). Given that the sampling variance of \( \tilde{g}_n \) is high, we note that a larger batch size \( b \) helps to reduce the stochastic noise in the optimisation step, yielding a better estimate of \( \theta^* \).

It is also worth considering that what we present is not an optimisation algorithm, and that the primary proposed usage of SPSB is for hybrid models where the gradient of the quantum module is only part of the global gradient. We therefore expect this small bias in the gradient not to substantially affect the convergence of a model. Nevertheless, we note that it desirable to choose a very small \( \epsilon \), which depends on the resolution of the quantum computer or underlying (noisy) simulator. For the following experiments we choose a constant shift parameter of \( \epsilon = 0.01 \).

4 Experiments

4.1 Random datapoints benchmark

To test SPSB, we record the loss of QML models being trained on a classification task using randomly initialised datapoints. We use \( N_q \) qubits and a batch size of \( N_B \), and two different models, as illustrated below. One is a purely quantum model with a single qubit expectation used to classify datapoints, and the other feeds all the qubit expectations into a classical fully connected (FC) layer before calculating the loss.

![Diagram](input → PQC ↗ one-qubit expectation → loss (a) ↘ all-qubit expectations → FC layer → loss (b))

We generate 100 datapoints for a binary classification task with \( N_f \) features equal to the number of qubits, \( N_q \). We use angle encoding to input these into a layer of \( R_X \) gates, followed by an Instantaneous Quantum Polynomial (IQP) ansatz with \( N_l \) layers for classification \([25]\). \( N_l \) is 3 for all experiments here. The total number of trainable parameters in the circuit is equal to \( N_q \times N_l \). All qubits are measured in the \( Z \) basis. Binary cross entropy is used as the loss function and \texttt{adam} \([14]\) as the optimiser with a learning rate of 0.01. The batch size used is 25. Note that we don’t split the data set into train and validation, as we are purely interested in the convergence behaviour of our algorithm, which can be ideally observed by intentionally overfitting the QML models to the data.

4.2 MNIST Quanvolutional Network

Here, we demonstrate a more practical application of the SPSB algorithm. We consider a so-called ‘quanvolutional neural network’ \([11]\), inspired by the ubiquitous convolutional networks used in classical neural image processing.
Fig. 1: Diagram illustrating a so-called ‘quonvolutional’ hybrid network, first introduced in Ref. [11].

The setup is illustrated in Fig. 1. An input image is scanned over by a window of a certain size. For each window-sized section of image, the (normalised) pixel values are fed into a PQC using angle encoding. The number of qubits is equal to the area of the window. A variational ‘kernel’ ansatz with trainable parameters \( \theta \) is then used to produce measurements on each of the qubits, and these are fed into a neural network to provide the classification. (In the original work a random circuit is used for the kernel ansatz – here we use a trainable kernel to illustrate the use of SPSB).

To test the model we use the MNIST handwritten image dataset [15], resized from 28\times28 pixels to 4\times4. The window size used is 2\times2, meaning that 4 qubits are used. The ansatz used is consist of 3 layers of an IQP ansatz. The output expectations are concatenated, flattened, and a linear neural network layer with softmax activation is used to predict the classification. The dataset is filtered to include only images of 6s and 3s, and a total of 1000 images are used. The batch size used is 50 and the model is trained with the \texttt{adam} optimiser.

5 Results and Discussion

Figure 2 shows the loss and accuracy of the parameter shift rule and SPSB on the random dataset task described in Sec. 4.1 for a range of feature/qubit numbers, \( N_f \). The scaling benefit of the SPSB algorithm compared to the parameter shift rule is clear from the rapid decrease of the loss function for higher numbers of features in comparison to the parameter shift rule. For a higher learning rate of 0.1 (c.f. Fig. 3a) we observed noise and less stable convergence in the SPSB data for higher \( N_f \), whereas the parameter shift rule seemed to cope better with the higher learning rate. A small but inconsequential noise artefact is present in Fig. 2b.

Despite the favourable performance of the SPSB algorithm in this example, we find that for very low batch sizes the global minimum is not always found, while the performance using parameter-shift gradients is unaffected by the batch size. We hypothesise that this is because the gradients are averaged over all samples in the batch, and so for very small batch sizes the random variation inherent in the algorithm prevents it from descending the landscape correctly.

We consider the effect of learning rate on the convergence behaviour of SPSB and the parameter shift rule. The results of this are shown in Fig. 3. We consider each of the tasks above, with batch sizes of 25 and 50 respectively, and the \texttt{adam} optimiser with a given learning rate. The figures show the median behaviour of 10 and 5 iterations respectively, and a rolling average is taken to aid in clarity, since the original plots are rather noisy. In part this may be
due to the stochastic nature of SPSB, but also, because we compare the convergence over the number of circuit evaluations, we record many more parameter updates for SPSB than for the parameter shift rule. For transparency, the original plots are shown in the Appendix.

Fig. 2: Figures comparing training loss and accuracy using gradients from the parameter shift rule (blue) and the SPSB algorithm (red). Figure (a) shows a quantum-only and (b) a quantum-classical hybrid model. Each line shows a different number of features $N_f$ of the data, which is set to be equal to the number of qubits $N_q$. We use a batch size of 25 for training. Every line is the median of 10 independent runs. For better readability, we show the loss after every 100th optimisation step for SPSB and every 3rd step for the parameter shift rule.

Fig. 3: Figures showing training loss for the parameter shift rule for two different hybrid tasks and a range of learning rates. To enhance readability of the diagram, we record the rolling averages of the loss curves, with a window size of 3 for the parameter shift and 10 for SPSB. Figure (a) shows the random datapoints task with 15 features and a batch size of 25. Each line is the median of 10 iterations. Figure (b) shows the quanvolutional network with 4 qubits, as described above, and a batch size of 50. Each line is the median of 5 iterations. For transparency, the raw data without taking the rolling averages is shown in the Appendix.
In Fig. 3a we observe that the rate of convergence is affected substantially by the learning rate. The rate of convergence of the parameter shift rule increases with increasing learning rate from 0.01 to 0.5. SPSB appears to prefer a lower learning rate, with $lr = 0.05$ being the best of those tested on the random data set task. A higher learning rate of 0.5 causes SPSB not to converge, presumably due to excess statistical noise. Comparing the optimal learning rate for the parameter shift rule ($lr = 0.5$) with the optimal learning rate for SPSB ($lr = 0.01$), we find that SPSB requires up to 90% fewer circuit evaluations to reach the same loss.

For the ‘quavolutional’ model, shown in Fig. 3b, SPSB converges significantly quicker than the parameter shift rule, even considering each method’s optimal learning rate. The effect of learning rate on the convergence in this task is similar to Fig. 3a. Learning rates of 0.05 and 0.1 perform very similarly with SPSB, while 0.5 is clearly too large. The parameter shift rule appears to have an optimal learning rate for this task between 0.5 and 1.0. The advantage presented here will become clearer still with a larger model with a deeper ansatz or a larger window size.

6 Conclusion

The key contribution of this work is a simple, general-purpose method for gradient estimation which significantly improves the speed of training quantum hybrid models due to its favourable scaling over the parameter shift rule. This is particularly valuable for training on real NISQ hardware (and of course simulation thereof). We show the performance of the algorithm on a random datapoints classification task for a range of model sizes and hyperparameters, and on a ‘quavolutional’ hybrid model. We examine the effect of learning rate on the two gradient methods and demonstrate the advantage of SPSB over the parameter shift rule even for their respective optimal learning rates.

We show that this algorithm is well-adapted to cope with large batches of data and with circuits with large parameter numbers, which will become ever more important as quantum hardware develops over the coming years. The method presented may have difficulties with small batch sizes, or tasks where batching is not feasible such as combinatorial optimisation, but this can be mitigated by averaging the Jacobian over several evaluations, as suggested in Ref. [26]. For large batch sizes, we expect our method to help avoid local minima due to the introduction of additional statistical noise on the gradients which can help escape regions in the parameter landscape with zero-gradients, i.e. barren plateaus.

For the end user, taking advantage of SPSB is straightforward, especially for libraries which by design allow a choice of differentiator. Our git repository (linked below) contains implementations for some of the major quantum machine learning libraries.

There are also a number of avenues for further study. The SPSA optimiser is typically used with stochastic gradient descent, but this work opens up the possibility of its use with other optimisers such as Adagrad and adam, even when considering purely quantum models such as VQE. The quantum natural gradient method [28] could also be applied while using SPSB to better track the gradient down the loss landscape.

The code used for this work is available here.
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Appendix

When comparing SPSB to the parameter shift rule, it makes the most sense to compare in terms of the number of circuit evaluations. However, because the number of parameter updates made by SPSB for a given run is much greater than that of the parameter shift rule, the original data is rather difficult to read. In the main report we present the data with a rolling average. For transparency, the original data is reproduced here.

![Graphs showing training loss for the parameter shift rule for two different hybrid tasks and a range of learning rates.](image)

(a) Random data task, $N_B = 25$
(b) ‘Quanvolutional’ MNIST task, $N_B = 50$

Fig. 4: Figures showing training loss for the parameter shift rule for two different hybrid tasks and a range of learning rates. Figure (a) shows the random datapoints task with 15 features and a batch size of 25. Each line is the median of 10 iterations. Figure (b) shows the quanvolutional network with 4 qubits, as described above, and a batch size of 50. Each line is the median of 5 iterations. To enhance readability of the graph, we only show the loss after every 10th optimisation step for SPSB and every 3rd step for the parameter shift rule.