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ABSTRACT

Self-supervised neural language models have recently achieved unprecedented success, from natural language processing to learning the languages of biological sequences and organic molecules. These models have demonstrated superior performance in the generation, structure classification, and functional predictions for proteins and molecules with learned representations. However, most of the masking-based pre-trained language models are not designed for generative design, and their black-box nature makes it difficult to interpret their design logic. Here we propose BLMM Crystal Transformer, a neural network based probabilistic generative model for generative and tinkering design of inorganic materials. Our model is built on the blank filling language model for text generation and has demonstrated unique advantages in learning the "materials grammars" in terms of high-quality generation, interpretability, and data efficiency. It can generate chemically valid materials compositions with as high as 89.7% charge neutrality and 84.8% balanced electronegativity, which has more than 4 and 8 times higher enrichment compared to enhanced random sampling. The probabilistic generation steps allow it to recommend generation or tinkering actions with explanation, which captures known materials chemistry and makes it useful for materials doping. Our models can be trained with fewer than 40,000 materials formulas demonstrating their high data efficiency compared to other pre-trained protein or molecule models trained with millions of samples. We have applied our model to discover a set of new materials as validated using DFT calculations. Our work thus not only brings the unsupervised transformer language models based generative artificial intelligence to inorganic materials but also has the potential to guide the development of better generative design models in the domain of biology (proteins) and organic molecules. A user-friendly web app has been developed and can be accessed freely at www.materialsatlas.org/blmtinker.
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1 Introduction

Discovery of novel functional materials such as high-capacity and safe electrodes and electrolytes for batteries or room-temperature superconductors has the potential to transform diverse industries [1,2]. However, due to the sophisticated relationships of materials composition-structure-properties, centuries of rational design strategies have only covered an extremely limited chemical design space, among which the screening based approaches for discovering new materials are constrained by the limited scale and lack of diversity of known materials while the tinkering method is impeded by the incomplete understanding of the function related mechanisms and factors [3]. With the progress of generative machine learning, we recently showed that generative adversarial networks could be trained to generate chemically valid materials compositions [4]. However, the black-box nature of the deep neural network-based generator makes it difficult to interpret the black-box GAN models in terms of the chemical knowledge they learn and how they exploit the learned implicit knowledge for a generation. On the other hand, it is well known that materials tinkerling or doping is one of the most widely used approaches to explore new materials [3] due to many constraints imposed on the possible options. During these processes, chemists or materials scientists usually resort to their intuition, chemical knowledge, and expertise to select substitution or doping elements and proportions to tune the properties of the material [5,6,7,8,9] by considering a variety of factors such as compatibility of oxidation states, charge neutrality, coordination number, atomic radius, and other heuristic knowledge.

Recently, Margraf et al. suggest that ”materials grammars” can be defined based on expert knowledge to narrow down the design space in generative materials design [10]. However, it is challenging for human to explicitly enumerate such chemical grammars considering so many chemical context-based dependencies among elements of stable compounds. To address this issue, a model with the capability of automatically distilling knowledge from data is highly desirable as shown in both language learning intelligent machines [11] and AI game-players such as AlphaZero [12]. Indeed, recently, pretrained self-supervised learning models such as BERT and GPT-3 have been proven to be effective at learning language grammars [11] for text sentence generation [13,14] and have achieved superior performance for many downstream tasks such as reading comprehension and question-answering. These language models been further transferred to the domain of proteins [15,16,17] and organic molecules [18,19,20,21,22]. In 2019, Alley et. [23] showed that self-supervised protein language models are effective at learning protein representations for downstream tasks such as solubility prediction [24,25]. Brandes et al. proposed ProteinBert [26], which showed strong performance in a variety of protein property prediction tasks such as protein structure and post-translational modifications prediction using the learned protein representation.

Deep language models have also been used for the generation of protein sequences [27,28] and molecules [29,30]. In [31], Kim et al. combined a transformer encoder with a conditional variational autoencoder (cVAE) to achieve high performance molecule generation. However, almost all existing language models for protein or molecule generation so far work mainly as a black-box without interpretable explanation of the learned grammars or rules and has difficulty to incorporate domain knowledge. A similar generative VAE was also proposed in [32]. However, all these generative language models do not explicitly model the generative process and work more like black-box generators.

Despite the success of deep language models in protein and molecule generation, no studies have been reported that successfully applied deep language models to inorganic materials composition generation, possibly due to their extremely short formulas. At the same time, mask prediction based language models have been used to learn latent representations of elements, as shown in the Atom2vec method [33]. Unsupervised word embedding learning has also been shown capable of capturing latent materials knowledge from materials science literature, which can be efficiently encoded as information-dense word embeddings (vector representations of words) without human labeling or supervision [34]. These learned embeddings can capture complex materials science concepts such as the underlying structure of the periodic table and structure-property relationships in materials. However, their method is not intended for generating new materials and they do not model the dependency relationships of the elements within material compositions.

Inspired by the transformer-based language models with state-of-the-art performance on a range of natural language processing tasks and structure and function prediction of protein and organic molecules, here we propose BLMM, a self-supervised language modeling approach [35,36,37,38] for generative and tinkering design of inorganic materials compositions. Our BLMM crystal transformer is based on a special self-supervised blank-filling language model (BLM) [35] which is trained with materials composition/formula data in the form of unlabeled expanded element symbol sequences sorted by the element electronegativity. These materials composition sequences use a small vocabulary of 118 or less elements, which is much larger than the 20 amino acid elements in protein language models but is much smaller than the vocabulary of natural texts. Unlike natural language texts, materials composition sequences have strong constraints among the elements due to the requirements to form chemically valid and structurally stable structures, which involve complex atomic interactions from ionic or covalent bonds and oxidation states of constituent elements. Effective generation models thus are required to learn complex local and long-range dependencies and contexts that
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the transformer neural network models excel at detecting and modeling. Our probabilistic blank filling model has an advantage over the heuristic or data mining element substitution models \[39, 40\] as it can consider the chemical context within the formulas rather than only element property compatibility. Our extensive de novo materials composition generation and materials tinkering show that our BLM based materials generators learn chemical grammars and achieve interpretable generation due to their probabilistic predictions of the generation actions/steps.

2 Results

2.1 Generative and tinkering materials design as a blank-filling process

A typical ternary material composition can be represented as $A_xB_yC_z$ where $A/B/C$ are elements and $x/y/z$ are the number of atoms of corresponding elements. The same rule applies to compounds with different number of elements. If we only consider the cases where $x/y/z$ are integers, we can expand the formula into $A_1A_2...A_xB_1B_2...B_yC_1C_2...C_z$. For example, $SrTiO_3$ can be expanded to $SrTiOOO$, which becomes a regular sequence similar to a natural text sequence of words or a sequence of amino acids or a MILES representation of a molecule.

| Step t | Action operation                          |
|--------|-------------------------------------------|
| 0.     | #1 _E_ Replace #1 blank with _Ti_         |
| 1.     | #1 Ti #2 E Replace #1 blank with Sr       |
| 2.     | Sr Ti #1 E_ Replace #1 blank with O_      |
| 3.     | Sr Ti O #1 E_ Replace #1 blank with O_    |
| 4.     | Sr Ti O O #1 E Replace #1 blank with O    |
| 5.     | Sr Ti O O O                               |

Table 1: Composition generation as a canvas rewriting process

Generating a chemical formula $SrTiO_3$ as represented by its expanded element sequence $SrTiOOO$ from scratch can be done by the following canvas rewriting process (Table 1). It starts with a starting canvas with a single blank #1 _ (non-terminal). For each blank, there are four possible canvas replacement/rewriting actions for each possible element out of 118 elements (or a subset): (1) action E: replace a blank with element E; (2) action _E: replace a blank with element E and insert a new blank on its left side, allowing further element insertion; (3) action E_: replace a blank with element E and insert a new blank on its right side, allowing further element insertion; (4) action _E_: replace blank with element E and insert new blanks on both sides. In Table 1, step 1 selects the action _E_ with element Ti, it generates a canvas with two blanks _Ti_. The model then selects action E, which just replaces left blank with element Sr. The next two steps all select action E_ which replaces the blank with element O and insert a blank on the right. The final step just replaces the blank with another oxygen element. In addition to generation from scratch, the above canvas rewriting process can be naturally used for materials tinkering: we only need to mask some atoms in a known materials formula as blanks, and the blank filling process works the same way as de novo generation.

The key for the machine learning to learn the blankfilling generative model is how to learn the dependency of the rewriting process (blank-filling) over the preexisting contexts from the corpse of known inorganic materials composition sequences. The conditional developmental process of the canvas rewriting is similar to the growth of body plan of living organisms based on the cellular sense of growth factor or morphogen gradient \[41\] in local cellular context. The rewriting process has also been modelled in synthesis of circuits and dynamic systems \[42\] using genetic programming. Here we use a transformer based blank-filling language model to learn the context based material composition generation process \[35\].

2.2 Crystal Transformer: Blank filling language model for materials composition generation

Our generative design model is based on the text filling blank language model (BLM) \[35\], which is different from other popular deep language models such as BERT \[36\] and XL-Net\[43\], which usually mask and predict 15% of tokens conditioned on the remaining text. This strategy is great for representation learning but may not be optimal for generation. The BLM model directly models the probabilistic dependency of words within the sentences and uses it to guide the sentence generation or blank-filling process, which makes it capable to fill blanks with partially specified text and achieve fine-grain control of generation locations while respecting the preceding and following contexts. It also has the capability of filling variable number of missing tokens.

The architecture of our blank language model for materials (BLMM) is shown in Figure 1. It consists of four main networks including the transformer network which encodes each of the tokens from the input, the expanded material...
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The training process works as follows: first randomly pick a training formula $x = (x_1, \cdots, x_n)$; then randomly sample $t$ between 0 and $n - 1$ and sample an $n$-permutation $\sigma$, which indicates the generation order of the elements in the given formula. Now construct a canvas $c$ that keeps the first $t$ tokens $x_{\sigma_j}$ ($j = 1, \ldots, t$) and collapse the remaining $n - t$ tokens as blanks. Next, get $n - t$ target actions $a_{t+1}^\sigma$ for filling $x_{\sigma_j}$ ($j = t + 1, \ldots, n$) into canvas. Then we compute the training loss by feeding the canvas $c$ into the neural networks and get the probabilities to pick the above determined actions. The loss is calculated as Eq. (1). More details can be found in [35].

$$- \log(n!) - \frac{n}{n-t} \sum_{\sigma=1} \log p(a_t^\sigma | c_t^\sigma; \theta)$$

where the $\theta$ is the network weights; $c_t^\sigma$ is the $t$th canvas with the specified training formula $x$ and the selected generation order (permutation $\sigma$); $a_t^\sigma$ is the action at time $t$ which includes the blank selection, element picking, and blank option selection.

In our BLMM model, we use the 118 elements plus 7 special tokens including <PAD>, <UNK>, <FIRST>, <LAST>, <EOS>, <BLANK>, <BLANK_0> as the vocabulary for training the BLMM models. If some elements are too infrequent, the model can remove those elements from the vocabulary. The network models parameters are specified in the hyper-parameter part of the Method section.

![Figure 1: Neural network architecture of the blank filling language model for materials tinkering using H$_2$WO$_4$ as an example.](image)

**2.3 De novo generative design of materials composition**

**Generation of hypothetical materials compositions:** We prepare two sets of training datasets as described in Method to train different BLMM models for materials composition generation. The first set includes three datasets ICSD-mix, MP-mix, OQMD-mix, with selected compositions from ICSD, MaterialsProject, and OQMD databases respectively, all of which include samples that do not satisfy charge neutrality or balanced electronegativity. The second set of datasets includes ICSD-pure, MP-pure, OQMD-pure, which only includes selected formulas that are charge neutral with balanced electronegativity. For each of these datasets, we train a BLMM transformer model and use it to generate 100,000 hypothetical formulas.

To evaluate whether our language BLMM models can learn the chemistry of inorganic materials (compositions) and use it to generate valid hypothetical formulas, we first check the distribution of the generated samples with respect to the training set and holdout test set of the Pure-ICSD dataset. We first represent each formula using the one-hot encoding as described in [47] and then map all the sample matrix representations into two-dimension space using the
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t-SNE algorithm. The results are shown in Figure 2. First we find that the compositions of existing materials in the ICSD dataset are not evenly distributed, but grouped into several clusters corresponding to materials families (Figure 2(a)). We then find that the known materials (training and testing samples) are only a tiny portion of whole composition space and our generators can greatly expand the chemical composition design space (Figure 2(b)). Compared to the distribution of generated samples (Figure 2(c)) by MATGAN in [4], our generated samples show much higher similarity with known materials.

![Figure 2](image)

**Figure 2**: Distribution of existing materials and hypothetical materials generated by our BLMM-Pure-ICSD model. The distributions are generated by calculating the one-hot representation for the compositions and then use T-Sne to project them into 2-dimension space. (a) distribution of known training-testing formulas. (b) distribution of generated samples. (c) training-testing and generated samples of MATGAN [4].

**Evaluation of BLMM generation performance using validity, uniqueness, recovery rate, and novelty**

We evaluate the performance of our BLMM generators and compare with that of the baseline random formula generator using four evaluation criteria including validity, uniqueness, recovery rate, and novelty as described in the Method Section.

Figure 3(a) shows the composition generation performance of three BLMM models trained with three datasets OQMD-mix, MP-mix, and ICSD-mix. The OQMD-mix training dataset contains 345,022 materials compositions with 74.27% samples satisfy charge neutrality (CN) and 61.34% are electronegativity balanced (EN). Out of the 100,000 generated samples, we find that up to 69.97% satisfy charge neutrality and 57.32% meet balanced electronegativity, two of the major chemical validity requirements, indicating that our BLMM model has learned the chemical rules for assembling chemically valid compositions. The MP-mix training set has higher percentages in terms of charge neutrality and balanced electronegativity compared to OQMD-mix. It contains, however, only 84,664 samples. However, our BLMM models do not suffer from this significantly smaller dataset and still achieves high percentages of charge neutrality (69.98%) and balanced electronegativity (63.93%) for the 100,000 generated samples. While both OQMD-mix and MP-mix contain computationally derived materials (mainly via element substitutions), the ICSD-mix training set contains only 50,755 experimentally synthesized materials. Our BLMM model trained with this dataset shows even higher percentages of charge neutrality (73.34%) and balanced electronegativity (65.69%) for the 100,000 generated samples. As a comparison, we use the random composition generator (see Method) to generate 100,000 compositions using the anonymous formulas of the BLMM-ICSD-mix generated samples, which helps it to avoid the issue generating too random invalid formulas. Even with this lifting, the samples generated by the random generator only achieves 17.48% of charge neutrality and 9.28% in terms of balanced electronegativity. It is thus shown that our BLMM model achieves more than 4 and 6 times better performance in terms of generating chemically valid materials compositions compared to the random generator.

We realize that the validity performance of our generators depends on the validity level of the training sets. To check if better training sets can improve the validity, we re-trained three models using the OQMD-pure, MP-pure, and ICSD-pure datasets, which all contain only samples that satisfy charge neutrality and balanced electronegativity. The results are shown in Figure 3(b). For the BLMM model trained with OQMD-pure, it now achieves charge neutrality of 89.76% compared to 69.97% of the model trained with OQMD-mix, a significant 19.78% improvement despite its 40% smaller dataset size (205,713 vs. 345,022), indicating the importance of data quality versus quantity for our BLMM model. For the BLMM models trained with MP-pure and ICSD-pure, similar significant validity performance are observed.
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the BLMM-MP-pure’s charge neutrality percentage has been improved by 13.92% and balanced electronegativity percentage by 15.64%. For the BLMM-ICSD-pure model, these two validity performances have also been improved by 11.09% and 12.42%. In comparison, the lifted random generator only achieves charge-neutrality of 21.35% and balanced electronegativity of 10.66% for their 100,000 generated samples.

We also compare the validity performance of our BLMM models with our previously developed MATGAN models that are based on generative adversarial network [14]. We find the GAN model trained with ICSD-mix achieves 80.3% CN and 70.3% EN compared to our 73.34% CN and 65.69% EN, with about 4-6% advantage. Their GAN model trained with ICSD-pure achieves 92.1% CN and 84.5% EN compared to BLMM’s 84.43% and 78.11%, also 6-7% advantage. However, our hyper-parameter tuning experiments have shown that our BLMM models’ performance can be further improved. The main interesting fact here is that as shown in Figure 2, our BLMM models are complimentary to the MATGAN models: BLMM tend to generate hypothetical materials similar to the training samples, good for tinkering while MATGAN models are good for exploring new compositions.

Another way to check the generation performance is to evaluate the stability of the generated compositions by predicting their formation energy. We first use the BLMM model trained with the ICSD-mix dataset to generate 100,000 samples and after filtering, 83,465 hypothetical samples remain. We then use the Roost based formation energy predictor (see Method) trained with all the Materials Project dataset to predict their formation energy. We also use the anonymous composition templates of these generated samples to create 83,465 random samples and predict their formation energy. The formation energy distributions of the ICSD-mix training set, the generated samples and random samples are shown in Figure 3(c). We find that the formation energy distribution of our BLMM-generated samples are much more similar to the training set compared to that of the random samples which have much more samples with formation energy closer to zero or above zero. We find the predicted formation energy of most of generated samples are lower than 0 eV, indicating their potential dynamic stability. Figure 3(d) shows the similar formation energy distributions for the training, generated, and random samples of the BLMM-ICSD-pure model, which contains 635,051 generated and random samples respectively.

Figure 3: Validity of BLMM materials composition generator. (a) The percentages of charge-neutral (CN) and electronegativity-balanced (EN) samples out of all generated samples by the BLMM models trained with mixed samples compared to those of the baseline random composition generator. (b) The percentage of charge-neutral (CN) and electronegativity-balanced (EN) samples out of all generated samples by the BLMM models trained with mixed samples compared to those of random composition generator. (c) the formation energy distribution of random samples, training set, and generated samples for BLMM-ICSD-mix models in (a). (d) the formation energy distribution of random samples, training set, and generated samples for BLMM-ICSD-pure models in (c).
Another important performance measure of generators is the uniqueness, which calculates the percentage of unique samples out of all generated samples \[44\]. Here for the three BLMM models trained with OQMD-pure, MP-pure, and ICSD-pure datasets, we calculate the uniqueness percentages at the end of every 10,000 generated samples up to 1 million. The results are shown in Figure4. First, we find that all three models have shown high uniqueness: even after generating one million samples, the uniqueness percentages remain above 50%: OQMD (51.87%), ICSD (62.38%) and MP (59.73%). The difference of these three models may be attributed to their different distributions of the training set. The OQMD dataset is mainly composed of ternary materials (>84.4%) \[4\] so the BLMM-OQMD-pure model tends to generate ternary samples while the total number of chemically valid ternary compounds with integer ratios as estimated by SMACT (Semiconducting Materials from Analogy and Chemical Theory) to be around 200,000. So, it tends to generate more duplicate ternary samples. In contrast, the ratio of binary/ternary/quaternary is about 1:5.3:4.7 for the ICSD-pure dataset. For MP-pure dataset, it is about 1:7.3:6, which is much more balanced than previous two. It’s interesting to find that before generating about 300,000 samples, the ICSD has the smallest uniqueness while OQMD has the highest one. The probable reason is that the OQMD dataset used here is much larger (216,540) compared to 63,703 of MP-pure and 39,431 of ICSD-pure), which cover more combinations of elements allowing it to generate diverse formulas in the beginning. However, after the inflection point at around 300,000 generated samples, the BLMM-OQMD model has visited most of the ternary formulas which it prefers to generate, causing it to fail to continue to generate new formulas, leading to lowest uniqueness. In contrast, the BLMM-ICSD is trained with more balanced binary, ternary and quaternary compounds, enabling it has the capability to generate diverse compositions even after 300,000 samplings. Compared to the MATGAN generators in \[4\], we find that the uniqueness of our BLMM-OQMD is higher that that of GAN-OQMD while the BLMM-ICSD has the similar uniqueness of 75% as their GAN-ICSD. However, their GAN-ICSD has much higher uniqueness of around 87% than the 75% of our BLMM-ICSD. This is likely due to that our BLMM is probabilistic model that uses neural networks to explicitly learn the context dependency among the elements within the compositions, which makes it tend to more closely approximate the elemental combinations. Instead, the GAN model used in MATGAN implicitly learns to approximate the distributions of training set as determined by the discriminator model, which makes them have less constraints that allow them to explore the chemical design space more freely.

We also check our BLMM models’ capability for generating new materials compositions. We use the BLMM model trained with ICSD-pure to generate 1 million compositions and obtain 784,829 binary/ternary/quaternary compositions, which are used to calculate the recovery rate and novelty. First, we check whether our BLMM models can learns the chemical composition rules of the training set by calculating the training set recovery rates. The results of our BLMM model are shown in Figure4(b) blue bars. Our model has recovered as much as 98.36% of the 2,624 binary compounds in the training set due to the limited combinations of binary compositions. The model also recovers 80.07% ternary compounds and 45.3% quaternary compounds in the training set. These recovery rates are all significantly higher than those of our previous MATGAN models in \[4\] including 78.1% for binary, 30.4% for ternary, and 3.3% for quaternary compounds. This much higher recovery rates of the training samples indicates our BLMM model’s capability to learn known chemical composition distribution.

The recovery rates of our BLMM model on the hold-out test samples are shown as orange bars in Figure4. Our model achieves recovery percentages of 100% of 59 binary materials, 63.37% of 372 ternary materials, and 29.17% of 360 quaternary ones. The reason that the quaternary compounds have much lower recovery rate is the quaternary design space is much higher \[45\]. Since these holdout ICSD samples are all experimentally synthesized materials which are not contained in the training set, the high holdout recovery rates directly demonstrate our model’s capability to generate chemically valid real materials. Considering the huge quaternary compound space ( \(4.1 \times 10^{12}\) ), the 29.17% recovery rate of our BLMM model to find the 105 samples out of 360 samples within only 1 million generated samples is like a feat comparable to finding a needle in the haystack. In contrast, the holdout recovery rates of MATGAN for binary, ternary and quaternary compounds are only 82.7%, 31.2%, and 5.2%. Our BLMM model’s holdout recovery rate for quaternary samples is 5.6 times of MATGAN.

We also check the novelty of our BLMM model, which measures the percentage of the generated samples that are not within the known ICSD dataset. Our model achieves 97.66%, 96.11%, and 95.55% for binary, ternary and quaternary compounds respectively, indicating its strong capability to explore new materials.
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Figure 4: Uniqueness, recovery rate, and novelty of the BLMM generators trained with ICSD-pure, OQMD-pure, and MP-pure. (a) Comparison of the uniqueness curves of the generated samples. (b) Distribution of the recovery rates of the training and validation/testing samples as well as the novelty: the percentages of new generated hypothetical materials out of all generated samples

Process of BLMM’s learning of chemical rules: To illustrate the chemical order/rules emerge during the training process of our BLMM model, we save the intermediate models at the end of 1/5/10/15/20/25/30/50/100/150/200 epochs of training using the MP-mix dataset. We then generate 10,000 samples for each of these models and calculate the percentages of charge-neutral samples and electronegativity balanced samples. The results are shown in Figure 5. We find that in the beginning, only a low percentage of the generated samples satisfy these two basic chemical rules: less than 20% when the models are trained with less than 10 epochs. However, when the training epochs surpass 25 epochs, the percentage of charge neutral samples has already reached more than 50% while the percentage of balanced electronegativity is slightly lower. When the training epochs reach 200, the %chargeNeutrality has already reaches almost 70% and %balanced electronegativity reaches 64%.

To get intuitive understanding of orders shown in the generated samples, Table 2 shows the typical generated oxide samples for the models saved at the end of the different epochs. At the epoch 1, the elements of the composition are almost randomly ordered. When the models are trained with 5 to 50 epochs, the formulas already include both anions are cations for creating charge-neutral compositions. However, the elements of the same type are still not completely ordered as the training samples. Even though formally, the appearance order of the elements in the formula does not make chemical difference, it is a violation of the orders within the training samples. When the training epochs reach 50, we find almost all the generated samples have the correct the element order: elements of the same type are shown together forming different clusters and the oxygen appears at the end of the formulas just as the training samples. This indicates that our BLMM model has learned the implicit chemical rules/order from our training set. Supplementary Table1 shows more generated samples by the models saved at epochs ranging from 1 to 200.
2.4 Tinkering design of materials using blank filling transformer networks

Design of new materials using BLMM One of the major advantages of BLMM language model based composition generator compared to GAN based models [4] is that it allows conditional composition generation starting with the templates from known crystal materials, by which we can specify some elements a priori, and then the model will fill the remaining blanks. This can be very useful for exploratory materials search. To demonstrate this capability, we start with Perovskite SrTiO$_3$. We mask Ti from the expanded formula sequence Sr _ O O O, and feed it to our BLMM model trained with the MP-mix dataset, the model suggests a list of possible filling elements as shown in Table 3 column 1 (only top 20 suggestions are shown here). The element with the highest ranking is Ti with a probability score of 0.051. The other suggested elements include Ru, Si, Ge, C, Sn, Mn, Ir, Pt, Cr, Mo, which all lead to valid material entries included in the Materials Project database. We then mask the Sr element from SrTiO$_3$ and feed it to the network, the model suggests the Sr as the 3rd best candidate. The other suggestions include Ba, Ca, Mg, Cs, Zr which all form valid entries in Materials Project database. Three of the suggestions including Li, Rb, Ta are not in the database. We check the charge neutrality and electronegativity balance for these three hypothetical compositions LiTiO$_3$, RbTiO$_3$, TaTiO$_3$ using the Smact package as implemented at MaterialsAtlas.org website [46]. They all satisfy these two chemical rules, indicating their potential to be valid crystals.

We further mask the Fe element from the lithium ion battery cathode material LiFePO$_4$ and feed it to our model, which suggests Mn and Co with probabilities of 0.206 and 0.15, leading to LiMnPO$_4$ and LiCoPO$_4$, two candidate cathode materials under study [47]. We find the probabilistic BLMM model is much more flexible compared to the GAN model for composition generation [4]. For example, our model can be used to find doping elements for tuning...
crystal properties. For example, we mask the Mn element in the Li$_2$MnO$_3$, a well-known ionic conductor and feed it to the network model, which suggests Co, Cr, Ni, Ti, Fe, all have been used as doping elements in experimental studies [48, 49]. To further prove our model can discover new materials, we mask the Ga element in a known material Sr$_3$GaN$_3$, which is not contained in the training set for our model. We feed the masked sequence Sr Sr Sr _ O O O to our model, which not only identifies the masked element Ga, but also suggests Cr as a substitution element, which leads to the rediscovery of an important electrode material Sr$_3$CrN$_3$ as studied in [50] and another known crystal Sr$_3$FeN$_3$ [51].

| Table 3: BLMM for element substitution and materials doping |
|----------------------------------|
| SrTiO$_3$ | SrTiO$_3$ | LiFePO$_4$ | Li$_2$MnO$_3$ | Sr$_3$GaN$_3$ |
| Sr   _OOO | Ti   _OOO | Li   _POOOO | Li   Li   _OOO | SrSr   _NNN |
| Ti  0.051 | Ba  0.286 | Co  0.206   | O  0.098 | Sr  0.082 |
| Ru  0.046 | Ca  0.209 | Mn  0.150   | Li  0.056 | B  0.074 |
| Si  0.044 | Sr  0.144 | Fe  0.129   | C  0.056 | Ir  0.046 |
| Ge  0.038 | Mg  0.089 | Cu  0.120   | Si  0.045 | Fe  0.043 |
| C   0.036 | Ti  0.045 | Ni  0.117   | Mn  0.040 | Ga  0.042 |
| Sn  0.034 | Y   0.036 | Cr  0.070   | Co  0.038 | Cr  0.042 |
| Mn  0.031 | Na  0.032 | V   0.033   | Cr  0.030 | N  0.040 |
| O   0.028 | K   0.030 | Zn  0.026   | Fe  0.029 | Co  0.040 |
| Ir  0.028 | Li  0.029 | Mg  0.023   | Ti  0.028 | Ge  0.033 |
| Zr  0.027 | Rb  0.021 | Li  0.021   | O  0.028  | Mn  0.033 |

**BLMM learns materials chemistry** To evaluate whether our BLMM model learns the implicit chemical rules for composing feasible materials, we select a dataset of compositions that are charge-neutral, have balanced electronegativity and unique oxidation state assignments as estimated by the Pymatgen oxidation guess module. The last requirement makes it nontrivial to select appropriate elements for substitution. We also require the maximum number of atoms for each element to be less or equal to 10 for fast oxidation states calculation. In total, we obtain 47737 materials compositions. We then expand each of the formulas (e.g. SrTiO$_3$ $\rightarrow$ Sr Ti O O O) and randomly mask one element in the sequence and run the blank filling using our BLMM model. We then check the charge neutrality and electronegativity balance after element substitution compared to the performance by random element substitution. Our experiment shows that BLMM can achieve 92.6% charge neutrality and 90.8% with balanced electronegativity after BLMM suggested missing element filling. By comparison, the random element substitution can succeed in 89.1% for charge neutrality and 80.5% for balanced electronegativity, indicating that our BLMM models have successfully learned the chemical rules of inorganic materials compositions. It should be noted that the surprising random substitution’s 80.5% is due to the replacement of a single atom over a charge-balanced formula with balanced electronegativity.

**2.5 Conditional generative design of materials with high bandgap**

To evaluate whether our language model can capture the composition patterns for high-bandgap materials, we collect 29,772 formulas with band gap above 1.98 eV) from the MaterialsProject (for those formulas with multiple phases, we include it if it has one phase with band gap greater than 2.0 eV). We then train the BLMM language generator and used it to generate 100,000 formulas. We then use the composition based band gap prediction model (See Method) to predict the band gaps of these hypothetical materials and plot their distribution against the band gap distribution of the training set. As shown in Figure, the band gap distribution of our hypothetical compositions is much closer to the training set compared to the band gap distribution of all materials project samples, which indicates that the BLMM-bandgap model has learned the implicit rules to generate high-band gap materials.

**2.6 New materials predicted by our algorithm and validated using DFT**

Due to the difficulty for DFT simulation for compounds with La and Ar family elements, we prepare a subset of ICSD compositions that excludes those elements and use it to train a BLMM model (Detailed hyperparameters are described in Supplementary file). We generate 100,000 ternary and quarternary material compositions and then we predict their formation energy using the composition based formation energy prediction model (See Method). Next, we calculate their total energy and predict their e-above-hull energies to rank these candidates. We then pick the top 100 formulas with the lowest predicted e-above-hull energy and apply our TCSP, a template based crystal structure prediction algorithm [52] to obtain the structures. For the predicted structures with the best quality scores, we run DFT relaxation to get the final structures and calculate their formation energy and e-above-hull using DFT method (see Method). Table shows the top 20 discovered new binary and ternary materials along with their formation energy.

| Table 4: New materials discovered by our algorithm validated using DFT |
|----------------------------------|
| SrTiO$_3$ | SrTiO$_3$ | LiFePO$_4$ | Li$_2$MnO$_3$ | Sr$_3$GaN$_3$ |
| Sr   _OOO | Ti   _OOO | Li   _POOOO | Li   Li   _OOO | SrSr   _NNN |
| Ti  0.051 | Ba  0.286 | Co  0.206   | O  0.098 | Sr  0.082 |
| Ru  0.046 | Ca  0.209 | Mn  0.150   | Li  0.056 | B  0.074 |
| Si  0.044 | Sr  0.144 | Fe  0.129   | C  0.056 | Ir  0.046 |
| Ge  0.038 | Mg  0.089 | Cu  0.120   | Si  0.045 | Fe  0.043 |
| C   0.036 | Ti  0.045 | Ni  0.117   | Mn  0.040 | Ga  0.042 |
| Sn  0.034 | Y   0.036 | Cr  0.070   | Co  0.038 | Cr  0.042 |
| Mn  0.031 | Na  0.032 | V   0.033   | Cr  0.030 | N  0.040 |
| O   0.028 | K   0.030 | Zn  0.026   | Fe  0.029 | Co  0.040 |
| Ir  0.028 | Li  0.029 | Mg  0.023   | Ti  0.028 | Ge  0.033 |
| Zr  0.027 | Rb  0.021 | Li  0.021   | O  0.028  | Mn  0.033 |
We developed a transformer based blank filling language model for learning generative design models of materials compositions. The large-scale experiments on both composition generation and tinkering/element substitution have shown that they have learned strong chemical rules for creating chemically valid compositions or formulas. Especially, compared with previous GAN based generators\[4\], our probabilistic BLMM model brings much higher explainability of the tinkering suggestions and more control of the generation process of new compositions, which are highly desirable for materials scientists.

By comparing the distribution of generated samples versus the training samples (Figure2) of our BLMM model compared to those by MATGAN model (Fig3 of \[4\]), we find our generated samples share much higher composition distribution of known training samples while the GAN based generator tends to create very different composition families indicating that BLMM models are more suitable for exploitation of known chemical space while MATGAN models are more suitable for exploration of new chemical design space. This major difference may come from their very different modeling and learning mechanisms: BLMM models explicitly learn the chemical contexts dependency (element dependency within known formulas) while the MATGAN models lack such explicit probabilistic modeling components and rely on the neural network models to indirectly approximate their composition to fool the discriminator, leading to less control of following the probabilistic control of the generation process. Another major difference is that our BLMM models are much slower when generating compositions while MATGAN can generate much faster.

For decades, chemists and materials scientists rely on heuristic knowledge or some chemical rules to explore the chemical design space and find new materials. These rules can be described using certain chemical grammars as suggested in \[10\], which can significantly reduce the sampling errors compared to random composition generation while exhaustive enumeration and screening is infeasible since the number of quarternary compounds can already exceed $10^{12}$. While a few heuristic grammar rules can be deduced by human experts, it has the huge risk of missing many
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unknown grammar rules or some implicit grammars not analytically expressed by the grammars. On this regard, our
deep transformer network models have big advantages. First, our model implicitly uses the data-driven strategy to learn
the composition generation grammars from the known composition data, which avoids the pitfalls of human-defined
chemical grammars. On the one hand our BLMM models have already shown up to 8 times of enrichment when
generating charge neutral and electronegativity balanced compositions compared to random generation as shown in
Figure [3b]. In addition, the probabilistic nature of our model share the certain advantages of the grammar rules in terms
of their interpretability.

While our models can generate chemically valid hypothetical materials compositions in terms of charge neutrality
and electronegativity balance, whether these compositions can be synthesized into stable structures remain unknown.
While prediction models have been proposed for synthesizability prediction [53], formation energy prediction [54],
and e-above-hull calculation, these models and algorithms usually require the availability of the crystal structures.
Fortunately, recent progress in template based [55, 52], deep learning based [56], and global optimization based crystal
structure prediction tools [57, 58] have made it possible to guess the crystal structures for increasing families of
materials, which can be combined with our composition generators to explore and discover new materials.

4 Materials and Methods

4.1 Dataset

To evaluate the performance of our language model based generator, we trained two sets of models with two different
types of datasets. The first category of datasets are all screened formulas from ICSD/MP/OQMD with the number of
elements less than 9, number of atoms in unit cell less than 100 and without fractional coordinates. These datasets may
contain a certain amount of materials that are not charge neutral or balanced electronegativity. The second category of
datasets are those samples from the first category but are charge neutral and have balanced electronegativity. The details
of these datasets are shown in Table 5.

| Mix datasets | Pure datasets |
|--------------|---------------|
| ICSD-mix     | OQMD-mix      | MP-mix        | ICSD-pure   | OQMD-pure   | MP-pure   |
| Total        | 52317         | 363182        | 89121       | 39431       | 216540    | 63703     |
| Train        | 50755         | 345022        | 84664       | 37459       | 205713    | 60517     |
| Valid        | 1336          | 9080          | 2228        | 986         | 5413      | 1593      |
| Test         | 1336          | 9080          | 2228        | 986         | 5413      | 1593      |

4.2 Baseline pseudo random composition generator:

We create a pseudo random composition generator as the baseline. For all generated samples, we count the numbers of
samples with different number of elements from 2 to $E_n$. Then for each of the element number $K$, we generate the
same number of composition samples with $K$ elements. For each of them, we randomly pick an atom number from 1 to
20 for each of the $K$ elements. This will ensure the distribution of binary, ternary and etc. samples are the same as the
comparison group.

4.3 DFT calculations

To check the structure stability of the predicted materials, we apply the first-principles calculations based on the
density functional theory (DFT) using the Vienna ab initio simulation package (VASP) [59, 60, 61, 62]. The projected
augmented wave (PAW) pseudopotentials, where 520 eV plane-wave cutoff energy, are used to treat the electron-ion
interactions [63, 64]. The exchange-correlation functional is considered with the generalized gradient approximation
(GGA) based on the Perdew-Burke-Ernzerhof (PBE) method [65, 66]. The energy convergence criterion is set as $10^{-5}$
eV, while the atomic positions are optimized with the force convergence criterion of $10^{-2}$ eV/Å. The Brillouin zone
integration for the unit cells was computed using the $\Gamma$-centered Monkhorst-Pack $k$-meshes. The Formation energies (in
eV/atom) of several materials are determined based on the expression in Eq. 2, where $E[\text{Material}]$ is the total energy
per unit formula of the considered structure, $E[A_i]$ is the energy of $i^{th}$ element of the material, $x_i$ indicates the number of $A_i$ atoms in a unit formula, and $n$ is the total number of atoms in a unit formula ($n = \sum_i x_i$).

$$E_{\text{form}} = \frac{1}{n} (E[\text{Material}] - \sum_i x_i E[A_i])$$ (2)

### 4.4 Evaluation criteria

The performance of materials generative models can be mainly evaluated using three criteria including validity, uniqueness and recovery rate [4]. Here the validity of generated samples are evaluated using the charge neutrality and electronegativity balance, which are two fundamental chemical rules of crystals. It is interesting to check how the generated samples from our BLMM models satisfy these rules without explicit enforcement of such rules during model training. To do this, we adopt the charge-neutrality and electronegativity check procedure as proposed in ref [67] to calculate the percentages of samples that obey these rules within the training and generated sets.

The uniqueness of a generative model measures the percentage of the number of unique samples out of the number of all generated samples ($n$). The higher this measure, the better capability the model can generate diverse samples.

The recovery rate measures the percentage of samples from the training or testing set that have been re-generated by the generator model. The high recovery rate over the test set indicates that a generator has high discovery performance since the test set samples are known crystals that actually exist. A related measure is the novelty of a generator, which measures the percentage of the generated samples are new samples that do not exist before.

### 4.5 Hyper-parameters

We conduct hyper-parameter studies of our BLMM model using the ICSD-pure dataset to evaluate how the major parameters affect our model performance. We train a set of BLMM models with a maximum number of epochs of 3000 and different hyper-parameter configurations. To evaluate their composition generation performance, we use each of these models to generate 10,000 formulas and calculate the percentages of charge-neutral (CN) and electronegativity-balanced (EN) samples out of all the generated samples. The hyper-parameters evaluated here include: the number of transformer layers, the number of transformer heads, the size of the hidden layers, dropout rate and learning rate.

Instead of exhaustive enumeration of all possible parameter configurations, we use a default hyper-parameter set which includes six transformer layers, 8 transformer heads and the size of the hidden layer is 2048. The default dropout rate and learning rate are 0.3 and 0.0001. Then each time, we change one hyper-parameter and calculate their CN/EN percentages. In addition, we also compare the performance of two other related language models LBLM and INST [35] using the same default hyper-parameter set.

First, we check how the number of transformer layers affects the CN/EN percentages of generated samples. As shown in Figure 7a, these trained models achieve good performance when the number of transformer layers range from 5 to 25 without significant difference. The models achieve the charge-neutrality (CN) percentages of 84.26%, 85.56%, 86.64%, 0.8494%, 85.91% and EN percentages of 79.97%, 82.11%, 82.88%, 80.02%, 82.48% for for 5/10/15/20/25 transformer layers respectively. However, when the number of transformer layers reaches 30 and 35, these models could not generate a contiguous sequence of elements but insert a `<blank>` between every two elements in the generated sequence, leading to invalid formulas.

Second, we evaluate how the number of transformer heads affects the BLMM model performance. Figure 7c shows that the model has a good performance in terms of CN/EN percentages when the number of transformer heads is 8. When the number of transformer heads reaches 15, the model has the best CN percentage of 86.19%, which is though not significant from the performance of the model with 8 transformer heads.

Third, we run experiments with different sizes of the inner hidden layers ranging from 32 to 2048. We vary the hidden layer sizes from 32 to 2048 (the default size of the hidden layer). Figure 7b shows that the models with larger sizes of hidden layers (512/1024/2048) achieve better performance compared to the models with smaller hidden layer sizes. We further evaluate the model performance changes with different dropout rates ranging from 0.1 to 0.4. Figure 7d the models have good performance when the dropout rate are 0.1 and 0.3. The impact of the learning rate over generation performance is shown in Figure 7e. We find that the model performs well for with CN/EN percentages of 85.85% and 82.63% respectively only when the learning rate is 0.0001 (the default learning rate). We determine the maximum number of epochs to run for our training by plotting the training and validation loss curves. We found that for most of our model training, the losses converge within 3000 epochs. So we have chosen 3000 as the no. of epochs to train our models.
Finally, we compare the performance of BLMM with two other related language models: LBLM and INST [35]. As shown in Figure 7f, BLMM achieves the best performance in both charge-neutrality and balanced electronegativity (EN) percentages, with 85.85% and 82.63% respectively. The INST model also has good performance with CN/EN percentages of 85.69% and 81.76% respectively.

Figure 7: Hyper-parameter tuning of BLMM materials composition generator. (a) The percentages of charge-neutral (CN) and electronegativity-balanced (EN) samples out of all generated samples by the BLMM models trained with different number of the transformer layers (b) The CN/EN percentages of the models trained with different number of the transformer heads (c) The CN/EN percentages of the models trained with different sizes of the hidden layer (d) The CN/EN percentages of the BLMM models trained with different dropout rate (e) The CN/EN percentages of the BLMM models trained with different learning rates (f) The CN/EN percentages of the BLMM models compared to LBLM model and INST model.
4.6 Formation energy and bandgap prediction models based on Roost

To check the quality of generated compositions, we train composition based prediction models for both formation energy and band gaps using the dataset downloaded from materialsproject database [68]. The machine learning model we used is roost, a graph message passing neural network as described in [69]. The training set of Roost-FE contains 125,613 unique compositions. All compositions with multiple phases will only keep the lowest formation energy records. The Roost-Bandgap model is trained with 113,501 samples. The formation energy roost model achieves an MAE of 70.181 eV while the band gap predictor achieves an MAE of 0.6645 eV as evaluated on the 10% hold-out test sets.

References

[1] James E Saal, Anton O Oliynyk, and Bryce Meredig. Machine learning in materials discovery: confirmed predictions and their underlying approaches. Annual Review of Materials Research, 50:49–69, 2020.

[2] Yun Liu, Oladapo Christopher Esan, Zhefei Pan, and Liang An. Machine learning for advanced energy materials. Energy and AI, 3:100049, 2021.

[3] Alex Zunger and Oleksandr I Malyi. Understanding doping of quantum materials. Chemical Reviews, 121(5):3031–3060, 2021.

[4] Yabo Dan, Yong Zhao, Xiang Li, Shaobo Li, Ming Hu, and Jianjun Hu. Generative adversarial networks (gan) based efficient sampling of chemical composition space for inverse design of inorganic materials. npj Computational Materials, 6(1):1–7, 2020.

[5] Etienne Bustarret, C Marcenat, P Achatz, J Kačmarčík, F Lévy, A Huxley, L Ortéga, E Bourgeois, Xavier Blase, D Débarre, et al. Superconductivity in doped cubic silicon. Nature, 444(7118):465–468, 2006.

[6] Guoliang Xiao, Qiang Liu, Siwei Wang, Vasileios G Komvokis, Michael D Amiridis, Andreas Heyden, Shuguo Ma, and Fanglin Chen. Synthesis and characterization of mo-doped srfeo3-δ as cathode materials for solid oxide fuel cells. Journal of Power Sources, 202:63–69, 2012.

[7] Mei Li, Yao Wang, Yunlong Wang, Fanglin Chen, and Changrong Xia. Bismuth doped lanthanum ferrite perovskites as novel cathodes for intermediate-temperature solid oxide fuel cells. ACS Applied Materials & Interfaces, 6(14):11286–11294, 2014.

[8] Lingting Ye, Xiuli Hu, Xin Wang, Fanglin Chen, Dian Tang, Dehua Dong, and Kui Xie. Enhanced co 2 electrolysis with a srtio 3 cathode through a dual doping strategy. Journal of Materials Chemistry A, 7(6):2764–2772, 2019.

[9] Zhenjiu Wang, Yuhai Liu, Toshihiro Sato, Martin Hohenadler, Chong Wang, Wenan Guo, and Fakher F Assaad. Doping-induced quantum spin hall insulator to superconductor transition. Physical Review Letters, 126(20):205701, 2021.

[10] Johannes T Margraf, Zachary W Ulissi, Yousung Jung, and Karsten Reuter. Heterogeneous catalysts in grammar school. chemrxiv. doi:10.26434/chemrxiv-2021-bd6g6, 2021.
Self-learning transformer for generative and tinkering design

[18] Linhui Yu, Yansen Su, Yuansheng Liu, and Xiangxiang Zeng. Review of unsupervised pretraining strategies for molecules representation. *Briefings in functional genomics*, 20(5):323–332, 2021.

[19] Dong Chen, Jiaxin Zheng, Guo-Wei Wei, and Feng Pan. Extracting predictive representations from hundreds of millions of molecules. *The Journal of Physical Chemistry Letters*, 12(44):10793–10801, 2021.

[20] Yu Rong, Yatao Bian, Tingyang Xu, Weiyang Xie, Ying Wei, Wenbing Huang, and Junzhou Huang. Self-supervised graph transformer on large-scale molecular data. *Advances in Neural Information Processing Systems*, 33:12559–12571, 2020.

[21] Xiao-Chen Zhang, Cheng-Kun Wu, Zhi-Jiang Yang, Zhen-Xing Wu, Jia-Cai Yi, Chang-Yu Hsieh, Ting-Jun Hou, and Dong-Sheng Cao. Mgbert: leveraging unsupervised atomic representation learning for molecular property prediction. *Briefings in bioinformatics*, 22(6):bbab152, 2021.

[22] Philippe Schwaller, Teodoro Laino, Théophile Gaudin, Peter Bolgar, Christopher A Hunter, Costas Bekas, and Alpha A Lee. Molecular transformer: a model for uncertainty-calibrated chemical reaction prediction. *ACS central science*, 5(9):1572–1583, 2019.

[23] Ethan C Alley, Grigory Khimulya, Surojit Biswas, Mohammed AlQuaraishi, and George M Church. Unified rational protein engineering with sequence-based deep representation learning. *Nature methods*, 16(12):1315–1322, 2019.

[24] Vineet Thumuluri, Hannah-Marie Martiny, Jose J Almagro Armenteros, Jesper Salomon, Henrik Nielsen, and Alexander Rosenberg Johansen. Netsolp: predicting protein solubility in escherichia coli using language models. *Bioinformatics*, 38(4):941–946, 2022.

[25] Zachary Wu, Kevin K Yang, Michael J Liszka, Alycia Lee, Alina Batzilla, David Wernick, David P Weiner, and Frances H Arnold. Signal peptides generated by attention-based neural networks. *ACS Synthetic Biology*, 9(8):2154–2161, 2020.

[26] Orion Dollar, Nisarg Joshi, David AC Beck, and Jim Pfaendtner. Attention-based generative models for de novo molecular design. *Chemical Science*, 12(24):8362–8372, 2021.

[27] Tianxiao Shen, Victor Quach, Regina Barzilay, and Tommi Jaakkola. Blank language models. In *Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP)*, pages 5186–5198, 2020.

[28] Jacob Devlin, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. Bert: Pre-training of deep bidirectional transformers for language understanding. *arXiv preprint arXiv:1810.04805*, 2018.

[29] Alec Radford, Jeffrey Wu, Rewon Child, David Luan, Dario Amodei, Ilya Sutskever, et al. Language models are unsupervised multitask learners. *OpenAI blog*, 18(8):9, 2019.

[30] Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Mandar Joshi, Danqi Chen, Omer Levy, Mike Lewis, Luke Zettlemoyer, and Veselin Stoyanov. Roberta: A robustly optimized bert pretraining approach. *arXiv preprint arXiv:1907.11692*, 2019.
Self-learning transformer for generative and tinkering design

[39] Geoffroy Hautier, Chris Fischer, Virginie Ehrlacher, Anubhav Jain, and Gerbrand Ceder. Data mined ionic substitutions for the discovery of new compounds. *Inorganic chemistry*, 50(2):656–663, 2011.

[40] Wenhao Sun, Christopher J Bartel, Elisabetta Arca, Sage R Bauers, Bethany Matthews, Bernardo Orvañanos, Bor-Rong Chen, Michael F Toney, Laura T Schelhas, William Tumas, et al. A map of the inorganic ternary metal nitrides. *Nature materials*, 18(7):732–739, 2019.

[41] Gerald Schwank and Konrad Basler. Regulation of organ growth by morphogen gradients. *Cold Spring Harbor perspectives in biology*, 2(1):a001669, 2010.

[42] Zhun Fan, Jianjun Hu, Kisung Seo, E Goodman, R Rosenberg, and Baihai Zhang. Bond graph representation and gp for automated analog filter design. In *2001 Genetic and Evolutionary Computation Conference Late Breaking Papers*, pages 81–86, 2001.

[43] Zhilin Yang, Zihang Dai, Yiming Yang, Jaime Carbonell, Russ R Salakhutdinov, and Quoc V Le. Xlnet: Generalized autoregressive pretraining for language understanding. *Advances in neural information processing systems*, 32, 2019.

[44] Daniil Polykovskiy, Alexander Zhebrak, Benjamin Sanchez-Lengeling, Sergey Golovanov, Oktai Tatanov, Stanislav Belyaev, Rauf Kurbanov, Aleksey Artamonov, Vladimir Aladinskiy, Mark Veselov, et al. Molecular sets (moses): a benchmarking platform for molecular generation models. *Frontiers in pharmacology*, 11:1931, 2020.

[45] Daniel W Davies, Keith T Butler, Adam J Jackson, Andrew Morris, Jarvist M Frost, Jonathan M Skelton, and Aron Walsh. Computational screening of all stoichiometric inorganic materials. *Chem*, 1(4):617–627, 2016.

[46] Jianjun Hu, Stanislav Stefanov, Yuqi Song, Sadman Sadeed Omeem, Steph-Yves Louis, Edirisuriya Siriwardane, and Yong Zhao. Materialsatlas. org: A materials informatics web app platform for materials discovery and survey of state-of-the-art. *arXiv preprint arXiv:2109.04007*, 2021.

[47] Naoki Nitta, Feixiang Wu, Jung Tae Lee, and Gleb Yushin. Li-ion battery materials: present and future. *Materials today*, 18(5):252–264, 2015.

[48] Gurpreet Singh, R Thomas, Arun Kumar, and RS Katiyar. Electrochemical behavior of cr-doped composite li2mn3-3li0.5no. 5n0. 5o2 cathode materials. *Journal of The Electrochemical Society*, 159(4):A410, 2012.

[49] Qiand Fu, Fei Du, Xiaoai Bian, Yuhui Wang, Xiao Yan, Yongquan Zhang, Kai Zhu, Gang Chen, Chunzhong Wang, and Yingjin Wei. Electrochemical performance and thermal stability of li 1.18 co 0.15 ni 0.15 mn 0.52 o 2 surface coated with the ionic conductor li 3 vo 4. *Journal of Materials Chemistry A*, 2(20):7555–7562, 2014.

[50] Padtaraporn Chanhom, Kevin E Fritz, Lee A Burton, Jan Kloppenburg, Yaroslav Filinchuk, Anatoliy Senyshyn, Maoyu Wang, Zhenxing Feng, Numporn Insin, Jin Suntivich, et al. Sr3crn3: A new electride with a partially filled d-shell transition metal. *Journal of the American Chemical Society*, 141(27):10595–10598, 2019.

[51] S Kikkawa, T Yamamoto, K Ohta, M Takahashi, and F Kamamaru. Transition metal-based double nitrides. *The Chemistry of Transition Metal Carbides and Nitrides*, pages 175–190, 1996.

[52] Lai Wei, Nihang Fu, Edirisuriya Siriwardane, Wenhui Yang, Sadman Sadeed Omeem, Rongzhi Dong, Rui Xin, and Jianjun Hu. Tcsp: a template based crystal structure prediction algorithm and web server for materials discovery. *Inorganic Chemistry*, 2021.

[53] Jidon Jang, Geon Ho Gu, Juwhan Noh, Juwhan Kim, and Yousung Jung. Structure-based synthesizability prediction of crystals using partially supervised learning. *Journal of the American Chemical Society*, 142(44):18836–18843, 2020.

[54] Sadman Sadeed Omeem, Steph-Yves Louis, Nihang Fu, Lai Wei, Sourin Dey, Rongzhi Dong, Qinyang Li, and Jianjun Hu. Scalable deeper graph neural networks for high-performance materials property prediction. *arXiv preprint arXiv:2109.12283*, 2021.

[55] Minoru Kusaba, Chang Liu, and Ryo Yoshida. Crystal structure prediction with machine learning-based element substitution. *arXiv preprint arXiv:2201.11188*, 2022.

[56] Jianjun Hu, Yong Zhao, Yuqi Song, Rongzhi Dong, Wenhui Yang, Yuxin Li, and Edirisuriya Siriwardane. Alphacrystal: Contact map based crystal structure prediction using deep learning. *arXiv preprint arXiv:2102.01620*, 2021.

[57] AR Oganov, Andriy Lyakhov, Mario Valle, and Gilles Frapper. Crystal structure prediction using the uspex code. In *CECAM-Workshop Lausanne*, pages 22–26, 2012.

[58] Xuecheng Shao, Jian Lv, Peng Liu, Sen Shao, Pengyue Gao, Hanyu Liu, Yanchao Wang, and Yanming Ma. A symmetry-orientated divide-and-conquer method for crystal structure prediction. *The Journal of Chemical Physics*, 156(1):014105, 2022.
Self-learning transformer for generative and tinkering design

[59] G. Kresse and J. Hafner. ab initio. Phys. Rev. B, 47:558–561, Jan 1993.
[60] G. Kresse and J. Hafner. ab initio. Phys. Rev. B, 49:14251–14269, May 1994.
[61] J. Furthmüller G. Kresse. Efficiency of ab initio total energy calculations for metals and semiconductors using a plane-wave basis set. Comput. Mater. Sci., 6:15–50, Jul 1996.
[62] G. Kresse and J. Furthmüller. Efficient iterative schemes for ab initio total-energy calculations using a plane-wave basis set. Phys. Rev. B, 54:11169–11186, Oct 1996.
[63] P. E. Blöchl. Projector augmented-wave method. Phys. Rev. B, 50:17953–17979, Dec 1994.
[64] G. Kresse and D. Joubert. From ultrasoft pseudopotentials to the projector augmented-wave method. Phys. Rev. B, 59:1758–1775, Jan 1999.
[65] John P. Perdew, Kieron Burke, and Matthias Ernzerhof. Generalized gradient approximation made simple. Phys. Rev. Lett., 77:3865–3868, Oct 1996.
[66] John P. Perdew, Kieron Burke, and Matthias Ernzerhof. Generalized gradient approximation made simple [phys. rev. lett. 77, 3865 (1996)]. Phys. Rev. Lett., 78:1396–1396, Feb 1997.
[67] Daniel W Davies, Keith T Butler, Adam J Jackson, Jonathan M Skelton, Kazuki Morita, and Aron Walsh. Smact: Semiconducting materials by analogy and chemical theory. Journal of Open Source Software, 4(38):1361, 2019.
[68] Anubhav Jain, Shyue Ping Ong, Geoffroy Hautier, Wei Chen, William Davidson Richards, Stephen Dacek, Shreyas Cholia, Dan Gunter, David Skinner, Gerbrand Ceder, et al. Commentary: The materials project: A materials genome approach to accelerating materials innovation. APL materials, 1(1):011002, 2013.
[69] Rhys EA Goodall and Alpha A Lee. Predicting materials properties without crystal structure: Deep representation learning from stoichiometry. Nature communications, 11(1):1–9, 2020.

Acknowledgement

Funding: The research reported in this work was supported in part by National Science Foundation under the grant and 1940099 and 1905775. The views, perspectives, and content do not necessarily represent the official views of the NSF.

Author contributions: Conceptualization, J.H.; methodology, J.H. L.W., Q.L., D.S., Y.S.; software, J.H., L.W., S.S., Y.S.; resources, J.H.; writing–original draft preparation, J.H., L.W., E.S.; writing–review and editing, J.H., L.W., D.S., F.C.; visualization, L.W., Y.S., Q.L., J.H.; supervision, J.H.; funding acquisition, J.H.

Competing interests: The authors declare that they have no competing interests