Capturing non-Markovian dynamics of open quantum systems is generally a challenging problem, especially for strongly-interacting many-body systems. In this work, we combine recently developed non-Markovian quantum state diffusion techniques with tensor network methods to address this challenge. As a first example, we explore a Hubbard-Holstein model with dissipative phonon modes, where this new approach allows us to quantitatively assess how correlations spread in the presence of non-Markovian dissipation in a 1D many-body system. We find regimes where correlation growth can be enhanced by these effects, offering new routes for dissipatively enhancing transport and correlation spreading, relevant for both solid state and cold atom experiments.

**Introduction.** In open quantum system dynamics, it is becoming increasingly crucial to consider the effects of non-Markovian dissipation, i.e., dissipation into a spectrally-structured environment which remembers past interactions with the system [1], as demonstrated in many recent quantum devices which are non-Markovian in nature [2–4]. While there has been great progress in treating these features computationally [5–11], there has so far been difficulty in generalising these methods for strongly-interacting many-body systems, even in 1D. Here, by hybridizing tensor network and non-Markovian stochastic techniques, we show how to capture the effects of non-Markovian dissipation on the generation of long-range correlations in strongly interacting one-dimensional many-body systems. As an example, we consider a damped form of the Hubbard-Holstein model, which introduces electron-phonon interactions to strongly correlated systems [12–14]. We find that the growth of pairing correlations can be enhanced by going beyond the Markovian regime and that by controlling the properties of the environment we can tune the correlation spreading in the (electron) system. Our results demonstrate the capabilities of these methods to explore dissipative many-body systems beyond the Born-Markov limit and quantitatively capture their out-of-equilibrium dynamics, as motivated by experimental advances with many-body cavity quantum electrodynamics (QED) [15–17] and with cold atoms immersed in reservoir gases [18–22].

Large separations of frequency scales in quantum optical systems coupled to their environment have made theoretical tools such as the Gorini, Kossakowski, Sudarshan, Lindblad (GKSL) master equation [23, 24] invaluable for quantitatively capturing many important experiments. There, the system and environment are weakly coupled and the environment is memory less, satisfying the Born-Markov approximation [25, 26]. Reservoir engineering in recent quantum optics experiments, such as using impurities immersed in Bose-Einstein Condensates (BEC) to produce spin-boson models [18–22] or with multi-mode cavity QED systems [15–17], has made it possible to go beyond the Born-Markov regime in systems where microscopic models can still be derived from first principles. This has motivated interest in creating theoretical tools to compute dynamics in these cases. The large size of these systems makes it necessary to trace out the BEC in the former scenario and the cavity modes in the latter, which results in open quantum system descriptions that are generally non-Markovian [14, 27–30]. Simulating these situations is particularly challenging due to the combination of strong interactions generating strongly correlated phases, the many-body system giving rise to an exponentially large Hilbert space and the non-Markovian features requiring the use of an equation of

![FIG. 1. (a) Illustration of the Hubbard model coupled with strength g to independent identical local phonon modes of frequency \( \omega \) and damping rate \( \kappa \). While the dissipative dynamics of the system made up of the fermions and the phonons (dashed black box) is Markovian, the one of the Hubbard system alone (dashed blue box) is generally non-Markovian. (b) Matrix product state (MPS) representation of the many-body HOPS equations [see Eq. (6)], with local dimension \( d \) and hierarchy dimension \( k_{\text{max}} + 1 \) in the usual form but now with an enlarged local dimension \( d + k_{\text{max}} + 1 \).](image)
motion that is non-local in time.

Finding the best way to deal with non-Markovian dynamics, the most natural kind of open system dynamics occurring in the solid-state from which our example originates, is an old and difficult problem, and a number of approaches have been developed over the past decades, ranging from non-Markovian master equations [26] to non-Markovian collapse theories [31], collisional models [32] and stochastic Schrödinger equations [33, 34] (see [1] for a detailed review). More recently, time-evolving matrix product operators (TEMPO) [7–9] or hierarchical equations of motion (HEOM) [5, 6] have shown remarkable potential for systems with a small Hilbert space, but so far have not been generalised to many-body systems.

To address this challenge here we employ the hierarchy of pure states (HOPS) [10, 11], a non-Markovian quantum state diffusion method, which we have combined with matrix product state (MPS) techniques [35]. We demonstrate applications for this method by exploring dynamics in a modified Hubbard-Holstein model [12, 13], where we couple strongly interacting fermions to local harmonic oscillator modes that are damped, representative of phonons that have dispersion. We show that non-Markovian dissipation can enhance the short-time dynamical growth of the pairing correlations where we find a qualitative difference compared to the Markovian, but also the phononless cases. This demonstrates that this method allows us to quantitatively simulate the dynamics of strongly correlated one-dimensional open many-body systems well into the non-Markovian and strong coupling regimes.

The dissipative Hubbard-Holstein model. We consider the model shown in Fig. 1(a), with fermions in an $M$ site lattice, described by a many-body system Hamiltonian $H$, where each site is coupled to a local phonon mode similar to the (Hubbard)-Holstein model [12, 13]. The total Hamiltonian is given by

$$
\hat{H} = \hat{H}_s + \omega \sum_{n=1}^{M} \hat{a}_n^\dagger \hat{a}_n + g \sum_{n=1}^{M} \left( \hat{L}_n \hat{a}_n^\dagger + \hat{L}_n^\dagger \hat{a}_n \right),
$$

where $\hat{a}_n^\dagger$ and $\hat{a}_n$ create and destroy a phonon in the $n$th mode and $\hat{L}_n$ are system operators acting on site $n$. We modify the usual Holstein model by going beyond the approximation of dispersionless phonons, taking a next step in better modelling realistic situations with this toy model [36]. We incorporate these effects by modelling each phonon mode as a damped harmonic oscillator, such that we can write the phonon correlation function as,

$$
\alpha_n(t-t') = \langle \hat{a}_n(t) \hat{a}_n^\dagger(t') \rangle = e^{-\kappa |t-t'| - i\omega(t-t')},
$$

where $\omega$ and $\kappa$ are the phonon frequency and damping rate, respectively.

Non-Markovian Quantum State Diffusion. Non-markovian dynamics arise when we trace out part of the system where we do not have a strong separation of frequency scales that satisfy the conditions for the Born-Markov approximation. In principle it is always possible to place the boundary of the system where the dynamics are Markovian. In this case, we could take the fermions and phonon modes as the system [dashed black box in Fig. 1(a)], with the phonon damping remaining Markovian [37]. However, in many relevant situations (such as multi-mode cavities described above), it becomes prohibitively expensive computationally to make this choice because of the large local basis. In this particular case, we find it much more convenient to trace out the phonon modes and work with an effective equation of motion for the Hubbard system only [dashed blue box in Fig. 1(a)]. For finite $\kappa$ the resulting correlation function for the phonon modes, Eq. (2), cannot be approximated as a delta function, and so we must use the non-Markovian quantum state diffusion (NMQSD) equation for the dynamics of the reduced system $|\psi(t)\rangle$ [1, 33],

$$
\partial_t |\psi(t)\rangle = -i\hat{H}_s |\psi(t)\rangle + g \sum_{n=1}^{M} \hat{L}_n z_n^\ast(t) |\psi(t)\rangle
$$

$$
- g \sum_{n=1}^{M} \hat{L}_n^\dagger \int_0^t ds \alpha_n(t-s) \frac{\delta \langle \psi(t) \rangle}{\delta z_n^\ast(s)},
$$

where we have introduced a set of stochastic colored noise terms $z_n^\ast(t)$ which upon taking an ensemble average give the correlation function $E[z_n(t) z_n^\ast(t')] = \delta_{n,n'} \alpha_n(t-t')$.

The HOPS + MPS algorithm. The insight which lead to the HOPS algorithm [10, 11] is to introduce a set of auxiliary states which absorb the numerically intractable functional derivatives $\delta / \delta z_n^\ast(s)$,

$$
|\psi^{(1,n)}(t)\rangle = D_n(t) |\psi(t)\rangle \equiv \int_0^t ds \alpha_n^\ast(t-s) \frac{\delta |\psi(t)\rangle}{\delta z_n^\ast(s)}.
$$

Deriving an equation of motion for this auxiliary state requires the introduction of further auxiliary states defined through $|\psi^{(k,n)}(t)\rangle = [D_n(t)]^k |\psi(t)\rangle$ which give rise to a hierarchical set of equations. In order to write this hierarchy, we find it convenient to include the hierarchy index into the basis states and write a total state for the combined system and auxiliary Hilbert space,

$$
|\Psi(t)\rangle = \sum_k C_k^\ast(t) |\psi^{(k)}(t)\rangle \otimes |\hat{k}\rangle,
$$

where the $C_k^\ast(t)$ are time-dependent complex numbers and $|\hat{k}\rangle = |k_1, k_2, \ldots, k_M\rangle = |k_1\rangle \otimes |k_2\rangle \otimes \cdots \otimes |k_M\rangle$ with each of the $k_n$ running from 0, 1, \ldots, $\infty$, as we have a hierarchy index for each of the $M$ phonon environment modes. Each hierarchy index is represented as an independent boson mode, see the supplementary material for details [38]. Note that the $|\psi^{(0)}(t)\rangle \otimes |0\rangle = |\psi(t)\rangle$ is the physical system state. This allows us to write the
equation of motion for the total state as,
\[ \partial_t |\Psi(t)\rangle = -i \hat{H}_s |\Psi(t)\rangle + \sum_{n=1}^{M} \left( \hat{z}_n^* \langle t | g \hat{L}_n - (\kappa + i\omega) \hat{K}_n \right. \\
+ g \hat{L}_n \otimes \hat{K}_n \hat{b}_n \left| \hat{L}_n^\dagger \right\rangle - g \left( \hat{L}_n^\dagger - \langle \hat{L}_n^\dagger \rangle \right) \otimes \hat{b}_n \right) |\Psi(t)\rangle. \]
(6)

Note that we time-dependently modify the colored noise according to \( \hat{z}_n(t) = z_n^* \langle t | + g \int_{t-s}^{t} ds_0 \hat{z}_n^\dagger (t-s) \hat{L}_n^\dagger_0 \), with \( \langle \hat{L}_n^\dagger_0 \rangle = \langle \psi^{(0)}(s) | \hat{L}_n^\dagger \psi^{(0)}(s) \rangle \) thus explicitly taking into account previous states of the system. Note that one has to consider sufficiently small time steps in the numerical resolution of the equation so that the time-dependent terms in Eq. 6 can be approximated as constant in time. In this way the non-linear terms \( \hat{z}_n^* \langle t | \) and \( \langle \hat{L}_n^\dagger \rangle \) are calculated using the state before the time increment.

In the above equation we have introduced the bare operators (omitting the index \( n \)) \( \hat{b}^\dagger |k\rangle = |k+1\rangle \) (see Ref. [39, 40]) and \( \hat{K} = \sum_k \hat{b}^\dagger |k\rangle \langle k| \). We initialise the hierarchy with \( C_0(0) = 1 \) and \( C_{k\neq 0}(0) = 0 \) and in order to extract observables we use the (normalized) physical system state \( \hat{O}(t) = \langle \psi^{(0)}(t) | \hat{O} | \psi^{(0)}(t) \rangle \) which we must average over many trajectories with different realisations of the random numbers \( z_n^* \langle t | \), similar to conventional QSD equations [1, 25, 37].

Formally the hierarchy depth is infinite, but the populations of the auxiliary states typically decrease with the hierarchy indices \( k_n \), which makes it possible in practice to truncate each hierarchy to some index \( k_{\text{max}} \) (chosen such that the results have converged to a given precision) to render the problem numerically feasible. In general, the stronger the violation of the Born-Markov approximations the larger the number of auxiliary states we must retain. Note that this hierarchy truncation still results in an exponential number of equations: if each hierarchy index can run from 0, 1, \( \cdots \), \( k_{\text{max}} \) then in total we have \( (k_{\text{max}} + 1)^M \) auxiliary states. This motivates the incorporation of MPS techniques which allow us to time-evolve many-body states of one-dimensional Hamiltonians without explicitly working with the full Hilbert space [35]. As each hierarchy only couples locally with a system operator of site \( n \) this allows us to efficiently write this problem as an MPS simply with an enlarged local Hilbert space consisting of the physical local dimension of the system, but now also an effective local dimension for the auxiliary state of that effective environment mode [see Fig. 1(b)] modelled as a boson Hilbert space. This is particularly convenient as we can then apply standard MPS techniques for time-evolution [41]. This does result in an MPS with a large local dimension but in the following sections we show that it can be used to make important quantitative predictions with practical numerical values for the size of the hierarchy dimension \( k_{\text{max}} \) and also the bond dimension of the MPS \( D \) (see the supplemental material for a detailed error analysis [38]). Note finally that providing \( k_{\text{max}} \) and \( D \) are large enough, Eq. (6) numerically converges to the exact dynamics of the system (as well as of the environment via monitoring of the noises as we will discuss below), as it does not directly rely on any approximation (neither Born nor Markov).

Benchmarking. We first consider the out-of-equilibrium dynamics of a Holstein model [12, 13]. We use
\[ \hat{H}_s = -J \sum_n \left( \hat{c}_n^\dagger \hat{c}_{n+1}^\dagger + \hat{c}_n^\dagger \hat{c}_{n+1} \right), \]
(7)
as the system Hamiltonian in Eq. (6), where \( J \) describes the tunnelling of the (spinless) electrons. Additionally, we use the number operator as our system-environment coupling operators \( \hat{L}_n = \hat{n}_n = \hat{c}_n^\dagger \hat{c}_n \), and as mentioned we include dissipation on the phonons yielding the damped correlation functions, Eq. (2).

We begin with the initial state \( |1, 0, 1, 0, \cdots \rangle \) and time-dependently calculate a charge density wave (CDW) correlation \( \hat{O}_{\text{CDW}} (t) = (1/M) \sum_n (-1)^n \langle \hat{n}_n(t) \rangle \). We plot this in Fig. 2(a-b) for different coupling strengths \( g \) and phonon dispersions \( \kappa \). Comparing to the results obtained in Ref. [42], which analyzes this system in the limit of dis-
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...photonless phonons (κ → 0), we find the same qualitative behaviour, where for g = J the dynamics are similar to the closed system (g = 0) case where there are oscillations but the CDW melts into a homogeneous steady state. Increasing the coupling strength to g = 5J we can see that the CDW melting is slowed for short times and the oscillations become completely damped.

**Born-Markov limit.** We also compare our results to that of a conventional quantum state diffusion (QSD) equation valid in the Born-Markov limit [37]. This is achieved by setting k_{max} = 1 and α_n(τ) = δ(τ) (see Ref. [10] and the supplemental material [38]) which physically corresponds to the approximation that the phonon dispersion κ goes to infinity. From Fig. 2 we see that for strong coupling (g = 5J) this model completely fails to predict the suppression of the CDW correlations at short times.

**Finite temperature.** Within the framework of HOPS it is also possible to efficiently include finite temperature effects of the environment (see Ref. [11]). In Fig. 2(c-d) we plot the dependence on the CDW correlations upon increasing the initial temperature of the environment modes. We see that the suppression of the CDW melting is enhanced for increasing temperatures which is due to a non-zero population of phonons in the initial state, allowing for a greater effect on the short time dynamics. Including finite temperature effects in the Born-Markov QSD simply increases the effective system-environment coupling strength (see the supplemental material [38]) which as seen from (a-b) predicts an increased decay of the CDW. Increasing the temperature of the phonon modes in this model therefore results in further deviations from the Born-Markov regime, in contrast to the more common cases where larger temperatures suppress non-Markovian features [1, 14].

**Correlation spreading.** We move on and consider the Hubbard-Holstein model describing two-species fermions coupled to phonon modes and now with an onsite interaction U. Explicitly our system Hamiltonian is given by

\[ \hat{H}_s = -J \sum_{n,\sigma} \left( \hat{c}_{n,\sigma}^{\dagger} \hat{c}_{n+1,\sigma} + \hat{c}_{n+1,\sigma}^{\dagger} \hat{c}_{n,\sigma} \right) + U \sum_n \hat{n}_{n,\uparrow} \hat{n}_{n,\downarrow}, \]

where \( \hat{n}_{n,\sigma} = \hat{c}_{n,\sigma}^{\dagger} \hat{c}_{n,\sigma} \) and our system-environment coupling operators are \( \hat{L}_n = \hat{n}_{n,\uparrow} + \hat{n}_{n,\downarrow} \). As earlier, we go beyond the usual case and include phonon dissipation.

In Fig. 3 we begin in the initial product state \( |\uparrow,\downarrow,\uparrow,\downarrow,\cdots\rangle \) and in (a) we analyze the fermionic pairing correlation functions,

\[ P_m = \frac{1}{M} - m \sum_{\tilde{m}} \langle \hat{c}_{\tilde{m},\uparrow}^{\dagger} \hat{c}_{\tilde{m}+m,\uparrow} \hat{c}_{\tilde{m}+m+1,\downarrow} \hat{c}_{\tilde{m}+m,\downarrow} \rangle. \]

For the case where there is no coupling to the phonons \( g = 0 \) we observe a peak in these correlations which spreads out in time, and beyond this the correlations decay exponentially which is the usual light cone spreading of correlations [43–45]. Including coupling to the phonon modes with \( g = J \) we see similar behaviour, although the dissipation damps the amplitude of this peak in time, gradually suppressing correlations in the steady state. For finite κ (i.e., non-Markovian environment behaviour), we see a strong enhancement of the correlation length beyond the light cone at short times \( tJ \sim 0.5, 1 \) which is qualitatively different to the case of purely Markovian dissipation (κ → ∞) where the correlation length is unaffected.

These features of the non-Markovian dynamics can be understood by realising that the coupling to the phonons dresses the electrons [47], modifying the quasi-particle excitations and shifting the effective fermion-fermion interaction strength \( U_{\text{eff}} \rightarrow U - 2g^2/\omega \). Here there is a competition between a generated effective attractive interaction and then the dynamical generation of phonons in the environment, the presence of which can strongly suppress dynamics and correlation growth resulting in CDW order [47]. We can see the competition of these effects in Fig. 3(a), which are made even more clear by...
analysing the phonon mode observables in Fig. 3(b-c) which we can directly calculate from HOPS using the time-dependent colored noise term $\tilde{z}_n^\dagger(t)$ in Eq. (6) (see the supplemental material [38]). We see that initially the phonon population is low and so the effective interaction between fermions dominates, enhancing the growth of pairing correlations, before the dynamical generation of phonons begins to dominate, suppressing correlations at later times, which for smaller $\kappa$ is larger due to an increased phonon population.

**Discussion and outlook.** Our combination of the HOPS algorithm with MPS techniques opens up the ability to explore a wide range of new and interesting regimes that were previously only possible to simulate qualitatively and/or through invoking some strong approximations. By considering the dispersive Hubbard-Holstein model we demonstrated that we can simulate the exact dynamics of open many-body systems well into the non-Markovian and strong coupling regimes and we are able to quantitatively analyze the dynamical properties of long-range correlation functions. In particular, we found strong qualitative differences in the dynamics of fermionic pairing correlations between the non-Markovian and Markovian cases. This work can be generalised to describe microscopic dynamics in a range of experimental settings, such as impurities immersed in BECs [18–22] or atoms in multi-mode cavities [15–17].

Other non-Markovian techniques could be adapted in order to probe the features investigated in our work, for example TEMPO [7–9] or HEOM [5, 6]. It may similarly be possible to combine these methods with MPS, as we have done here with HOPS. The combination is particularly amenable to our case as it involves the evolution of a single 1D matrix product state to capture the strongly interacting open system. Alternatively, explicitly retaining the phonon basis states would result in an equivalent simulation with Markovian dissipation, allowing for the solution within a standard Born-Markov QSD [1, 37]. However, we find that the number of phonon basis states required (the local dimension of the MPS) is generally larger than that required for the present HOPS algorithm. In addition, HOPS has two main additional advantages. Firstly it can simulate phonon modes initially at finite temperatures and then track the induced dynamics in real time as demonstrated here, whereas explicitly retaining the basis states in this case would further increase the complexity. But secondly, improvements and extensions to the MPS representation can be immediately implemented [42, 48–51], allowing us to generalise this approach and approximate the dynamics induced by, up to reasonable timescales, environments that have algebraically decaying correlations [10, 11] such as those that arise from power law spectral densities [1, 27, 28].
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This supplementary material gathers numerical details and additional information about the results presented in the main text. In Sec. I we provide more details on HOPS and how it is used in practice. In Sec. II, we present a numerical benchmarking of the hybridized HOPS + MPS algorithm. In Sec. III, we show how we generate and additional information about the results presented in and environment. The method is thus very general and can in principle be applied to a wide range of problems. While the initial version of this approach is only valid for environments that consist of non-interacting bosons, however, an extension to these methods for fermionic environments has also been derived [5].

Successes of the method have already been demonstrated for the spin-boson model with a two-level atom coupled to an environment that has a power law spectral density at zero [1] and finite temperatures [2]. The method is less computationally expensive when applying it to model couplings to environments that have Lorentzian spectral densities, as considered in this work, strongly suggesting that it can have further great success upon modelling atom-only dynamics in cavity QED systems [6, 7].

A. Example: One Site, One Environment

For clarity, we explicitly write down the HOPS equations first for the case where we have a single site coupled to a single damped phonon environment (i.e., case \( M = 1 \) in the main text). This case is particularly simple as our total hierarchy state can be modelled with a single bosonic mode, \( |\bar{k}\rangle = |k\rangle \). Let us also assume that the system is a single site that can either have no particles or a single spinless fermion such that the system Hilbert space is of local dimension \( d = 2 \). We can write the state then in the form

\[
|\Psi(t)\rangle = \sum_k \left( \frac{A_k(t)}{B_k(t)} \right) \otimes |k\rangle
\]

where we have introduced two sets of complex numbers, \( A_k(t) \) and \( B_k(t) \) to represent an arbitrary system state.

For concreteness we will also choose \( k_{\text{max}} = 2 \), such that the hierarchy state has a Hilbert space of size \( k_{\text{max}} + 1 = 3 \). We can then write the initial state, which for the HOPS algorithm is always initialised with only the \( k = 0 \) auxiliary state, as

\[
|\Psi(0)\rangle = \begin{pmatrix} A_0(0) \\ B_0(0) \end{pmatrix} \otimes \begin{pmatrix} 1 \\ 0 \end{pmatrix}.
\]

We can see that this is simply a two-level system coupled to a single boson mode.

As in the main text, we consider a total Hamiltonian of the form

\[
\hat{H} = \hat{H}_s + \omega \hat{a}^\dagger \hat{a} + g \left( \hat{L} \hat{a} + \hat{L}^\dagger \hat{a}^\dagger \right),
\]

where \( \hat{L} \) acts on the system and \( \hat{a} \) destroys an excitation in the physical picture of the environment. According to Eq. (6) of the main text, the time evolution of the state \( |\Psi(t)\rangle \) is given by,

\[
\frac{\partial}{\partial t} |\Psi(t)\rangle = \left( -i \hat{H}_s + \hat{z}^*(t) g \hat{L} - (\kappa + i \omega) \hat{K} ight. \\
+ g \hat{L} \otimes \hat{b} \hat{b}^\dagger - \left. g \left( \hat{L} \langle \hat{L}^\dagger \rangle_t \right) \otimes \hat{b} \right) |\Psi(t)\rangle,
\]

where the colored noise is defined by \( \hat{z}^*(t) = z^*(t) + g \int_0^t \! ds \alpha^*(t - s) \langle \hat{L}^\dagger \rangle_s \) with \( \langle \hat{L}^\dagger \rangle_s = \langle \psi(0)(s)|\hat{L}^\dagger|\psi(0)(s)\rangle \).
and $E[z(t)z^∗(t')]=\alpha(t-t')$, where $\alpha(t-t')=\langle a(t)a^†(t') \rangle = e^{-\kappa(t-t')-i\omega(t-t')}$ is the environment correlation function. The operators $\hat{b}, \hat{b}^†$ and $\hat{K}$ act on the hierarchy Hilbert space. In the basis $\{|0\rangle, |1\rangle, |2\rangle\}$, they have the matrix representations

$$\hat{K} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 2 \end{pmatrix},$$

$$\hat{b} = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix},$$

$$\hat{b}^† = \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}.$$

While initially [Eq. (2)] the system and hierarchy auxiliary states are uncorrelated, we can see from Eq. (4)] that the terms $L\otimes\hat{K}\hat{b}$ and $L^†\otimes\hat{b}$ can (and generally do) generate correlations and entanglement between them. Note that, these coupling operators are dissipative, decreasing and increasing the relative norm between the different states in the hierarchy $P_k(t) = \langle \psi^{(k)}(t) | \psi^{(k)}(t) \rangle = |A_k(t)|^2 + |B_k(t)|^2$, but can still generate entanglement.

After the application of each numerical time-step, we rescale all states $|\psi^{(k)}(t)\rangle$ by the square root of the norm of the physical system state $|\psi^{(0)}(t)\rangle = (0)|\Psi(t)\rangle$ by setting $|\psi^{(k)}(t)\rangle \rightarrow \frac{1}{\sqrt{P_k(t)}} |\psi^{(k)}(t)\rangle$. In doing so, we enforce the normalization condition that $P_0(t) = 1$ during time evolution while keeping the relative norms $P_k(t)/P_{k'}(t)$ of each auxiliary state invariant. Note that we calculate the expectation values of the observables at each time-step using the normalized physical system state via

$$O(t) = \frac{1}{P_0(t)} \langle \psi^{(0)}(t) | \hat{O} | \psi^{(0)}(t) \rangle,$$

and that we must average them over many different realisations (trajectories) of the random numbers $z^*(t)$.

**B. Example: Two Sites, Two Environments**

Additionally, we consider how to generalise HOPS to larger systems and more environment modes by considering the case of a two-site system and two independent damped phonon environments, where as in the main text each environment couples to a single different system site with an interaction Hamiltonian,

$$\hat{H}_{\text{Int}} = g \sum_{n=1}^{M} (\hat{L}_n a_n^† + \hat{L}_n^† a_n).$$

We can represent our total system-hierarchy state as,

$$|\Psi(t)\rangle = \sum_{k_1,k_2} \begin{pmatrix} A_{k_1,k_2}(t) \\ B_{k_1,k_2}(t) \\ C_{k_1,k_2}(t) \\ D_{k_1,k_2}(t) \end{pmatrix} \otimes |k_1\rangle \otimes |k_2\rangle,$$

where we have introduced now four sets of complex numbers, $A_{k_1,k_2}(t)$, $B_{k_1,k_2}(t)$, $C_{k_1,k_2}(t)$ and $D_{k_1,k_2}(t)$ to represent an arbitrary system state which now has a Hilbert space of $d^2 = 4$. For the case where $k_{\text{max}} = 2$ (for both hierarchies, but note that these do not necessarily have to have the same dimension) we initialise the state as,

$$|\Psi(t)\rangle = \sum_{k_1,k_2} \begin{pmatrix} A_{k_1,k_2}(t) \\ B_{k_1,k_2}(t) \\ C_{k_1,k_2}(t) \\ D_{k_1,k_2}(t) \end{pmatrix} \otimes \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}.$$

This time, our evolution equation for $|\Psi(t)\rangle$ contains two types of hierarchy operators acting on different sectors of the Hilbert space: $\hat{K}_1$, $\hat{b}_1$ and $\hat{b}_1^†$, acting on the hierarchy dimension which models the first environment and $\hat{K}_2$, $\hat{b}_2$ and $\hat{b}_2^†$ which act on the second hierarchy dimension responsible for modelling the effects of the second environment. Both sets of matrix representations are defined as in Eq. (5).

**C. HOPS + MPS for M sites and M Environments**

It can be seen that upon further increasing the size of the system and the number of environment modes that the Hilbert space grows exponentially thus motivating the incorporation of MPS techniques. Representing a 1D many-body system efficiently with these techniques is now quite standard, but it remains to be investigated on the best way to incorporate the hierarchy basis states. As a first demonstration here we simply incorporate each hierarchy dimension into a separate but different local dimension of the MPS. Due to the physical system that we are considering with an interaction Hamiltonian that couples an environment locally to a particular lattice site, this is a convenient representation.

Explicitly, the local dimension of the $m$th site is extended to include the basis states $|k_m\rangle$, 

\[ |\Psi(t)\rangle = \sum_{k_1,k_2} \begin{pmatrix} A_{k_1,k_2}(t) \\ B_{k_1,k_2}(t) \\ C_{k_1,k_2}(t) \\ D_{k_1,k_2}(t) \end{pmatrix} \otimes \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} \otimes \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} \otimes \cdots \otimes \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} \]
\[ |\Psi(t)\rangle = \sum_{d_1, d_2, \cdots, d_M} \sum_{k_1, k_2, \cdots, k_M} C_{(d_1, d_2, \cdots, d_M), (k_1, k_2, \cdots, k_M)} |d_1, d_2, \cdots, d_M\rangle |k_1, k_2, \cdots, k_M\rangle \]
\[ = \sum_{d_1, k_1, d_2, k_2, \cdots, d_M, k_M} C_{(d_1, k_1, d_2, k_2, \cdots, d_M, k_M)} |d_1, k_1\rangle |d_2, k_2\rangle, \cdots, |d_M, k_M\rangle. \]  

(10)

The coefficients \( C_{d_1, k_1, d_2, k_2, \cdots, d_M, k_M} \) can then decomposed into a product of matrices [8],
\[ |\Psi(t)\rangle = \sum_{d_1, k_1, d_2, k_2, \cdots, d_M, k_M} A^{D_1}_{d_1 \times k_1} A^{D_2}_{d_2 \times k_2} \cdots A^{D_{M-1}}_{d_M \times k_M} |d_1, k_1\rangle |d_2, k_2\rangle, \cdots, |d_M, k_M\rangle. \]  

(11)

This is represented graphically in Fig. 1(b) in the main text. This representation, while most likely not being the most optimal, is particularly convenient as we can apply standard MPS techniques for time-evolution [9] without modification, in our case we used the time-dependent variational principle (TDVP) [10].

**II. NUMERICAL BENCHMARKING**

In this section we quantitatively benchmark the errors in the algorithm introduced by limiting the numerical precision. In all cases presented here, we calculate the errors induced in the Holstein model on the off-diagonal correlation functions,
\[ \varepsilon = \frac{1}{M^2} \sum_{n, m} \left| \langle c_n^\dagger c_m \rangle - \langle c_n^\dagger c_m \rangle_{\text{exact}} \right|, \]  

(12)

where by \textit{exact}, we mean the results predicted upon taking the limit that the bond dimension \( D \) and the hierarchy depth \( k_{\text{max}} \) go to infinity.

The main numerical parameter for the HOPS algorithm is the depth of the hierarchy \( k_{\text{max}} \). Note that we use the same \( k_{\text{max}} \) for each hierarchy index in our many-body algorithm. We demonstrate the time-dependence of the errors in Fig. 1, where we can see that it is in fact possible to reach numerical precision while keeping the size of \( k_{\text{max}} \) relatively small, i.e., \( k_{\text{max}} < 10 \). We can see that for \( g \sim J \) and smaller \( \kappa \), i.e., slower decay of environment correlations and larger memory effects, that the errors grow rapidly, signifying the build up of non-Markovian effects. Intriguingly, for stronger coupling \( g \sim 5J \) we find the errors are strongly saturated indicating that perhaps strong coupling may actually be limiting the memory effects of the environment.

In our case we also have the additional consideration of the maximum allowed bond dimension of the MPS representation \( D \). In Fig. 2 we plot the time-dependence of the errors (in the same observable) upon restricting this quantity, where again, we see that in principle we are able to obtain numerical precision for the short time dynamics after a global quench. For coupling strengths around \( g \sim J \) we find similar behaviour as for closed system dynamics, where the errors grow approximately exponentially in time. Of course, this means that we are limited to short time dynamics after a global quench but this is also the case for conventional MPS simulations. In contrast, stronger coupling \( g \sim 5J \) we find a saturation of the errors, simply indicating that the strong coupling to the environment is suppressing the build up of correlations and entanglement in the dynamics.

**III. NUMERICAL GENERATION OF COLORED NOISE**

In this section we describe one way of numerically generating the random noise terms that reproduces the desired statistics of the complex gaussian colored noise source \( z^*(t) \) that we use in the HOPS algorithm. The derivation follows what is presented in Ref. [12, 13].

First we must define a response function \( R(t) \),
\[ R(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega G(\omega)e^{-i\omega t}, \]  

(13)
only for an interaction Hamiltonian of the form considered in this letter,

\[ \hat{H}_{\text{int}} = \sum_{n=1}^{M} \left( \hat{L}_n \hat{a}_n + \hat{L}_n^\dagger \hat{a}_n^\dagger \right). \]  

(17)

We first invoke the Born approximation and write the total density matrix of the whole system made up of the fermions and the phonons as \( \rho_{\text{tot}}(t) \approx \rho(t) \otimes \rho_E \), where \( \rho(t) \) and \( \rho_E \) are respectively the fermionic system and phonon environment density matrices [14]. At second order in the interaction Hamiltonian, the master equation for the system density matrix \( \rho(t) \) reads in interaction picture [14, 15]

\[ \partial_t \rho(t) = -\int_0^t dt' \text{Tr}_E \left( \left[ \hat{H}_{\text{int}}(t), [\hat{H}_{\text{int}}(t'), \rho(t) \otimes \rho_E] \right] \right). \]  

(18)

where \( \text{Tr}_E(\cdot) \) denotes the trace over the environment degrees of freedom and where,

\[ \hat{H}_{\text{int}}(t) = e^{i(\hat{H}_s + \hat{H}_E) t} \hat{H}_{\text{int}} e^{-i(\hat{H}_s + \hat{H}_E) t} \]

\[ = \sum_{n=1}^{M} \hat{L}_n(t) \hat{a}_n^\dagger(t) + \hat{L}_n^\dagger(t) \hat{a}_n(t), \]  

(19)

with \( \hat{L}_n(t) = e^{i\hat{H}_s t} \hat{L}_n e^{-i\hat{H}_s t} \) and \( \hat{a}_n(t) = e^{i\hat{H}_E t} \hat{a}_n e^{-i\hat{H}_E t} \).

Note that in Eq. (18), we performed the Markov approximation, which consists in replacing \( \rho(t') \) by \( \rho(t) \) under the integral.

Expanding the interaction Hamiltonians explicitly in Eq. (18) leads to

\[ \partial_t \rho(t) = -g^2 \int_0^t dt' \left\{ \langle \hat{a}_n(t) \hat{a}_n^\dagger(t') \rangle \hat{L}_n^\dagger(t) \hat{L}_n(t) \rho(t) \right. \]

\[ + \langle \hat{L}_n^\dagger(t) \hat{a}_n^\dagger(t') \rangle \hat{L}_n(t) \hat{L}_n^\dagger(t') \rho(t) \]

\[ - \langle \hat{a}_n^\dagger(t') \hat{a}_n(t) \rangle \hat{L}_n^\dagger(t) \hat{L}_n(t) \rho(t) \]

\[ - \langle \hat{a}_n(t') \hat{a}_n^\dagger(t) \rangle \hat{L}_n(t) \hat{L}_n^\dagger(t') \rho(t) \]

\[ - \langle \hat{a}_n(t) \hat{a}_n^\dagger(t') \rangle \hat{L}_n^\dagger(t') \hat{L}_n(t) \rho(t) \]

\[ + \langle \hat{L}_n^\dagger(t') \hat{a}_n(t) \rangle \hat{L}_n(t) \hat{L}_n^\dagger(t') \rho(t) \].  

(20)

As we have a many-body system Hamiltonian \( \hat{H}_s \), evaluating the term \( \hat{L}_n(t) = e^{i\hat{H}_E t} \hat{L}_n e^{-i\hat{H}_E t} \) is not easy, as it requires to know its full energy spectrum. This is a general issue with applying open quantum systems to many-body Hamiltonians (but a major advantage of the HOPS algorithm considered in this work, as it does not require to calculate explicitly the system spectrum). Because of this, it is not possible to proceed further without having to introduce additional strong approximations on the behavior of \( \hat{L}_n(t) \), if one wants to consider the environment correlation functions given in Eq. (2) of the main text. For this reason, we assume here the limit of structureless phonon environments at thermal equilibrium, for which the correlation functions are given by

\[ \langle \hat{a}_n(t) \hat{a}_n^\dagger(t') \rangle = (\bar{n} + 1) \delta(t - t') \]

\[ \langle \hat{a}_n^\dagger(t) \hat{a}_n(t') \rangle = \bar{n} \delta(t - t'), \]  

(21)

where \( \bar{n} = \langle \exp[\omega/(k_B T)] \rangle - 1 \) is the Bose factor with \( k_B \) the Boltzmann constant and \( T \) the temperature. This
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state and the environment in a basis of Bargmann coherent states of the environment [5]. For the model considered in this paper of exponentially decaying correlation functions, one would normally model the environment of each site as a bath of harmonic oscillators with a Lorentzian spectral density and define the Bargmann coherent states according to this bath. Since here we work within the pseudo-mode picture of such a bath, we consider an expansion directly into a basis of pseudo-mode states \(|z\rangle = |z_1, \cdots, z_M\rangle\) which reads (in interaction picture with respect to the bath)

\[
|\Psi_T\rangle = \int \frac{d^2Z}{\pi} e^{-|Z|^2} |\psi_z(t)\rangle \otimes |z\rangle, \tag{23}
\]

with the shorthand \(d^2Z = d^2z_1 \cdots d^2z_M\) and \(|z|^2 = \sum_n |z_n|^2\) and where \(|\psi_z(t)\rangle\) is the system state whose the dynamics is governed by Eq. (3) of the main text, where the subscript \(z\) added here makes it clear that it is relative to a given environment state. The pseudo-mode states \(|z_n\rangle\) are defined through \(\hat{a}_n(t)|z_n\rangle = z_n(t)|z_n\rangle\), which define stochastic processes \(z_n(t)\) whose ensemble average

\[
\mathcal{E}[\cdots] = \int \frac{d^2Z}{\pi} e^{-|Z|^2} \cdots \tag{24}
\]

gives

\[
\mathcal{E}[z_n(t)z_n'(t')] = \langle \hat{a}_n^\dagger(t)\hat{a}_n(t')\rangle = \delta_{n,n'}\alpha_n(t - t'). \tag{25}
\]

Hence, any observable such as \(\hat{a}_n^\dagger\hat{a}_n\hat{S}\) where \(\hat{S}\) is an arbitrary system operator can be calculated via,

\[
\langle \hat{a}_n^\dagger\hat{a}_n\hat{S} \rangle = \text{Tr} \left[ \hat{a}_n^\dagger(t)\hat{a}_n(t)\hat{S}|\Psi_T\rangle\langle\Psi_T| \right] \]

\[
= \text{Tr} \left[ \hat{a}_n^\dagger(t)\hat{S}|\Psi_T\rangle\langle\Psi_T|\hat{a}_n(t) - \langle \hat{S} \rangle \right] \]

\[
= \int \frac{d^2Z}{\pi} e^{-|Z|^2} \left( \langle \psi_z(t)\rangle \otimes \langle z|\hat{a}_n^\dagger(t)\hat{S}|\Psi_T\rangle\langle\Psi_T|\hat{a}_n(t) \right. \]

\[
\left. |\psi_z(t)\rangle \otimes |z\rangle \right) - \langle \hat{S} \rangle \]

\[
= \int \frac{d^2Z}{\pi} e^{-|Z|^2} \langle \psi_z(t)|\hat{S}|\psi_z(t)\rangle |z_n(t)|^2 - \langle \hat{S} \rangle \]

\[
= \mathcal{E} \left( \langle \psi_z(t)|\hat{S}|\psi_z(t)\rangle |z_n(t)|^2 - \langle \hat{S} \rangle \right) \tag{26}
\]

For \(\hat{S} = \text{I}\) equal to the identity, this shows that the population of the pseudo-modes are related to the squared absolute values of the noise terms. One can thus track their time-dependent dynamics via monitoring of the noises used to generate the dynamical evolution of the system state. Any higher-order environment correlation functions can be obtained in a similar fashion. Note finally that since the non-linear version of HOPS has better convergence properties [2, 5], we used the expressions above with the system state of the non-linear HOPS Eq. (6) of the main text with the transformed noises \(\hat{z}_n^\dagger(t) = z_n^\dagger(t) + \int_0^t ds \alpha_n^* (s) \langle \hat{L}_n^\dagger \rangle_s \) with \(\langle \hat{L}_n^\dagger \rangle_s = \langle \psi^{(0)}(s)|\hat{L}_n^\dagger|\psi^{(0)}(s)\rangle\) instead of \(z_n(t)\).
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