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Abstract— Object and Face detection and recognition is one of the mostly researched area in computer vision. This particular field of work is widely used in mobile phones and laptops for unlocking the system by the user. Recently this field gained importance in the automatic attendance system in schools, colleges and institution. The institutions are moving from biometric based attendance to face recognition based attendance system. In this project work, I have used machine learning techniques to create a complete system of automatic attendance system which can be implemented very easily. There are majorly four steps involved in the system. Firstly, the datasets can be created instantly using webcam and in the second stage the created data set have to be trained and the trainer algorithm will create the trainer.yml document. As a next step, the face recognition algorithm have to be performed in order to recognize the faces of various students and teacher. In the final step, the attendance of the students will be updated in the CSV file or Excel. The proposed work is very much suited for the real time applications like automatic attendance system. HaarCascade is very effective technique to produce much simple and accurate system.
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I. INTRODUCTION

The face detection or recognition is one of the most popular researches in the computer system, and it is the most advanced and better application to analyse the images which are algorithm based technology. This technology mainly used in the offices for attendance purpose as well as the security reason. This study will be based on to evaluate the systems of multiple face detection, and a major objective of the study is to evaluate those with algorithms. Face recognition mainly formulated as the still images, identifying one or more images that are stored in the database management. Face detection is taken as the more successful and advanced technology in a computer system nowadays. It will detect the exact location and the faces of the human being which is stored in the digital images. This application mainly detects the human faces and avoided another thing which is surrounded by. The face recognition is one of the hardest tasks in the computer system. With the help of an algorithm and many updated software required to control this application on the system.

The main problems arise due to the following application is to implement new techniques and innovations in the system.

II. LITERATURE SURVEY

The face recognition technology adopted many kinds of the method from the last few years, but among all these methods the classical method is prevalent. The prestigious face recognition classified into the component analysis, discriminate analysis, discrete transformation, and component analysis. It is taken as the primary factor in face recognition technology. The method of eigenfaces is used by many researchers in the face recognition technology. The eigenfaces are the principal component of this technology. It basically discriminated many input variables into several classes [2],[3]. The original form of the image data can be extracted by using PCA (Principal Component Analysis) formula. One of the essential features that PCA follows that it can reconstruct the original form of the image from the original set by using the eigenfaces. Eigenfaces are taken as the central element in the face recognition technology. Eigenfaces generally represent the main features of the faces, which may not be contained in the original form of the image.

Some of the networks which are used in large scale are the artificial neural network and the neural network. Viola Jones algorithms have also been improvised. The filtering method involving false positives provides us with insight into different colour used for the false face detection [2]. All of these existing systems are very old, and they consist of a lack of proper specifications and detailing in the system which needs to be changed. However, in the next part of the study, advantages of the multiple face recognition will be stated which follows the Multi related scale LBPS.

Facial recognition has several disadvantages like the quality of the image, size, facing of an angle and the processing part. At first, the quality of the image fundamentally affects the algorithm work of facial recognition. The quality of the image in the scanning of the video is deficient compared to the digital camera. The quality of the images affected the entire facial detection process. The storage and processing purpose of face recognition has significant difficulties. The facing of an angle is chosen to recognize the real image of the person. To get an appropriate face by using recognition software there were many forms of angles are used up, and this will create a massive problem in the face detection process. Basically, they used the format of the 2D facial type's photos.
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Due to this format, the multiple faces cannot be detected at the moment by the facial recognition. The motion of the person was taking inaccurate images, and it will create a problem in the facial recognition system. For more accuracy, the updated software is required which is very costly in the market. Sometimes the images come hazy, and it will create a problem in the detection process. The influences of the angle in the camera also affect the process of facial recognition technology.

III. METHODOLOGY

The primary advantage of facial recognition in the computer system is that the process of integration is very smooth and easy. Binary patterns which are local consist of an LBP operator which has a firm texture to measure the exact complexity. The proposed system will automatically measure the multiple face data at the same time, and it will be based on the previous loaded images and videos [4]. This study will be based on the Discriminant Linear Analysis (LDA) and it will be operated through the local patterns of binary. Through this process, the original image will be converted to the LBP up to 8 images. However, apart from the original image, the face recognition system will also load the normalized and cropped images. LBP images are stored according to the different patterns of black, white and grey dark spots. An experimental setup will be done to increase the effectiveness of the process in brief.

The automating time tracker is used to measure the time tracking, and in this method, there is no need to monitoring the system 24 hours in a day. With the automated formula of this method, the error is being dismissed. This automating time tracker is also helpful in the attendance system by using facial recognition technology [5]. 3D technology is used nowadays to detect more than one face at a time. In the case of 3D technology, the accuracy level is remarkably higher than 2D technology. The security system used in this technology is far better. It can also be used without the knowledge of the user. The face recognition system is easy to handle with a better security structure, time saver and also the cost is less on the development of the software.

A. Model

Face Detection is a combination of computer intelligence and image and data processing to achieve the goal to match face information to our data for security or recognition purpose. The complete Face Recognition algorithm uses mainly 3 phases to work together to achieve the result. They are classified as:
1. Face Detection and Identification
2. Recognition Algorithm
3. Face recognition

B. Face Detection and Identification

The Face detection algorithms are used to locate a human face in a particular scene. The detection techniques that are practised are divided into two types of scenes; for controlled backgrounds and for constrained scenes. Finding faces in controlled backgrounds: This includes the detection of faces in single colour backgrounds. The faces are separated from the background by virtue of its motion or colour and are then put through recognition algorithms.

Identification on the basis of colour: This section uses the aspect of colour as an indicator for detection. Colour is an efficient yet fruitful method which is vigorous under consideration in partial occlusions and depth. It can easily be combined with the motion for detection Gaussian distribution for calculating colour ranges in a picture
\[
p(x|c) = \sum_{j=1}^{M} p(x|j)p(j) \tag{1}
\]

Maximisation to update mixture components
\[
p(j|\text{mix}) = \frac{n_j}{\sum_j n_j} \quad \hat{p}_j^{\text{mix}} = \frac{1}{\sum_j n_j} \sum_i n_i p(j|x_i) \tag{2}
\]
\[
\xi_j = \frac{1}{\sum_j n_j} \sum_i \left[ x_i - \mu_j^{\text{mix}} \right] \left[ x_i - \mu_j^{\text{mix}} \right]^T p(j|x_i) \tag{3}
\]

The model used to assign a probability
\[
m' = m^{-1} + \frac{\sum_i p(x_i|m^{-1})}{\sum_i p(x_i)} \tag{4}
\]
The size of the box is approximated by computing S.D weighted by the probability of pixels:
Identification on the basis of motion: Here face capture in case of motion is done by dividing the structure into four different parts: Frame differencing, noise removal, thresholding and adding up pixels. These are carried out by calculation the time difference between the present and previous frames.

C. Combining the previous techniques

Finding faces in controlled backgrounds: In these type of images, the situation is more challenging as images are mostly black and white, a human can identify the faces but what algorithms will help in doing so [6]. These can be done by model-based tracking, using weak classifier cascades which include haar algorithm and deep learning.

D. Face Recognition algorithms

Face Recognition in general cases dealing and identifying only faces in a multitude of faces. This study will deal with how multiple faces can be identified using recognition techniques.

Face Recognition using Haar Cascade: Haar Cascade involves advanced face recognition which includes combinations of positive and negative images to detect and recognise faces. Positive images include an image with faces whereas negative image includes an image without faces. The features are separated from these images, and they acquire different value after using pixel operations using only 4 pixels. But with the use of these techniques lots of feature values are obtained which are irrelevant [7]. This is limited by using AdaBoost. We compare these values with the image set by matching its threshold by assigning different weights and the data with the least error rated are considered. These reduce the features list significantly, almost by 60% but it still is not enough. A further solution to this can be to eliminate the nation face windows and keep the windows containing facial information.

E. Identifying Multiple Faces

The main change when identifying multiple faces from only faces is the amount of data that should be taken into account while analysing the detection patterns. The main change to detect multiple faces is that we have to run the algorithms every frame more often to detect any face that may have appeared in the meantime [10]. While tracking a single face, this is not a matter of concern as we only have to start tracking a different face only after the current data has been lost.

An important point to consider while approaching this outcome will be that we should be able to determine that which of the faces that are being detected already match the correlation algorithm for the current face that is being tracked [11]. A simplified approach to solve this problem is to check if the detected face matches an already existing tracker point to the centre point of the already detected face and also if the centre part of that similar tracker is also within the region covered by the already detected face. So the approach to detect all the faces in a frame is to include in our main loop the following factors:
To update the correlation trackers and to remove the trackers those aren’t considered to be reliable any more. Use detection in current frames and find all the faces. For the faces found, check if there is a tracker to match the centre of the detected face to an already existing tracker or if the tracker is within the bounded region of another tracker[12],[13]. If there is an already existing tracker, then this face was already detected before; otherwise, we have to set a new tracker for the face. Use information for all the trackers to determine the bounding rectangle.

F. Recognition using dataset

To match the faces to existing images we need to provide a dataset to analyse the faces that are detected. Before we begin the training of our algorithms we need first to define the dataset itself and gather the faces. If there is an already pre-structured dataset, then most of the work is done. But in this case, the dataset has to defined and updated continuously[14]. This requires gathering data and quantifying them in some particular manner. The datasheet updated here will be used to match names with the attendance list to mark the presence of individuals. This is better known as enrolment as faces are enrolled in daily routine and data updated continuously. One of the most common ways to do this is by using OpenCV. Via OpenCV and Webcam: This method is useful when it involves on-site face recognition, and we have physical access to the persons. The language used will be Python. We may perform this process over multiple days under varying lighting conditions, time of day, moods etc. We build a python script to detect the faces through webcam and write the facial data to the disk. Two main command line arguments are to be used namely --cascade and --output. --cascade is a path to haar cascade file and --output is to write the images to the output directory [13]. The OpenCV’s detector will do the main task as it will load the video stream and capture the image frame by frame. One such frame will be captured and transferred to the output directory. After this face detection is performed by using the algorithms as discussed before or we can use the deep learning set in OpenCV. OpenCV’s deep learning is based on a face detector with Single Shot Detector (SSD) framework with a ResNet base network. The Caffe prototxt files and weight files are present for determining face detection in OpenCV.

G. Attendance Management

We will use Excel to update the face that is recognised. When the face is identified the attendance system will mark present for those who are there in the excel sheet, and this can be then used for validation.

IV. EXPERIMENTAL RESULTS

The proposed automatic attendance system with face recognition using machine learning was developed in Python 3.6 and OpenCV.

A. Attendance Update

| A | B | C | D | E | F |
|---|---|---|---|---|---|
| ID | Name | Date | Time | Attendance |
| 7984 | 1 thiru | 12/12/2018 | 13:23:03 | Present |
| 8057 | 2 Geetha | 12/12/2018 | 15:13:00 | Present |

Fig.5. Attendance Sheet

Attribute information (in attendance sheet) is shown in Table I:

| ATTRIBUTES | Description |
|------------|-------------|
| ID | Student roll no |
| Name | Name of the student used to detect the student |
| Date | Date of the attendance |
| Time | Time of the attendance |
| Attendance | Present or absent |

V. CONCLUSION

Face detection in its present form is an active area of study. Many researchers, scholars and academic personalities are continually trying to find better solutions to the existing methods. Accurate analysis in this field involves machine learning and artificial intelligence which requires improvements in hardware that are very expensive. The use of techniques such as Haar cascade and LBPH in facial recognition is efficient and inexpensive, but they are less accurate for random faces. They all require a prerequisite data set to compare their data. The types of equipment used in these cases have advanced through the last decade like with the use of high definition cameras to adjust lighting, exposures, autofocus which enables the system to get more accurate information on the face. The study here discussed the background of the work and the limitations which they had. This research also dealt with the advantages and disadvantages of the Face recognition system and the proposed changes that will help the system to become better. The data analysis section enlightened on the Haar cascade and LBPH techniques for facial recognition and also gave an assumption as to how the system can be modified to include the functionality to detect multiple faces at the same time.

VI. FUTURE RECOMMENDATION

The technology involving face recognition is progressing steadily, but few problems need to be tackled soon so as to the this to the next step. First among many includes the use of better face detectors and video streamers in order to better capture images. Another problem that needs to be rectified is the assumptions and formulations of different algorithms that are hypothesized. The third step is the inclusion of deep learning and artificial intelligence to achieve recognition results from a comprehensive set of variables better. The advanced AI architecture can be used to gather datasets from open source networks and
online interfaces to increase the information pool.

Last but not the least the ML architecture in OpenCV should be implemented more than present architecture for better perfecting the face recognition system (sciencedirect.com, 2019).
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