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ABSTRACT

One of the critical actions that emerged during the onset of the New Normalcy after COVID-19 lockdowns, is the safe return to schools and workplaces. Therefore, dedicated transportation services need to adapt to meet new requirements such as arrival reliability for multiple bell times, the consequent staggering of arrivals and departures, and the decrease in bus capacity due to the physical distancing required by regulators. In this work, we address these issues plus additional labor conditions concerning drivers for a university context; with the goal of optimizing social interests such as covering demand and travel time under limited resources. We propose a bi-level approach, where firstly a bus routing generation sub-problem is solved before a bus scheduling sub-problem. This (strategic) solution is then considered as the baseline for subsequent dynamic (operational) routing. The latter is based on real-time demand provided by the students via a mobile app and considers stop-skipping to further minimize travel time. This integrated transport solution was tested in a university case, showing that with the same resources, it can meet these new requirements. In addition, numerical experimentation was also carried out with benchmark instances to identify, among available and literature-recommended solution algorithms and an effective tailored Tabu Search implementation, those that perform best for this type of problems.

1. Introduction

The school bus routing problem (SBRP) deals with the design and operation of the transportation service for students from and to schools in a cost-efficient manner (for operators), reliable (for schools), with good quality of service (for students), and safe (for everyone) (Corberán et al., 2002; Ellegood et al., 2020; Kim et al., 2012). Quality of service is seen as a social measure that directly impacts the students, where the number of stoppages, travel times, walking distances, and other equity measures are considered (Banerjee & Smilowitz, 2019).

University transport services face the common challenges addressed in SBRPs found in literature, as well as other variants that are discussed in this work. Among the new conditions that respond to the ongoing COVID-19 pandemic is the consequent reduction in bus capacity due to the physical distance requirements (World Health Organization, 2020). In addition, school tactics such as staggering school times and hybrid courses, are being implemented to avoid overcrowding but have already been present in university contexts. Moreover, university transport services also face uncertain demand in terms of the number of users and stop locations, since their use is optional unlike most school contexts.

These operational conditions in the New Normalcy era led to review the way SBRPs are addressed and solved. With the information technology advances that are now easily available, it is possible to have: i) real-time travel times that can be obtained through a free or commercial service (like Google Maps API), ii) GPS location of buses and passengers, iii) real-time demands which can be obtained from an online reservation system, and finally iv) overcrowding prevention, particularly useful during the New Normalcy, and easily obtainable through a reservation system. With this said, it is now possible to face SBRPs in a dynamic and real-time manner.

The contribution of this work is the proposal of an integrated transport solution for a university context that incorporates the modeling of: i) the multi-loading characteristic, this is, students with different shifts can ride at the same bus at the same time (Miranda et al., 2018); ii) a strategic bus routing generation sub-problem to minimize uncovered demand as well as maximum travel time. With a bi-level approach, this solution is considered the baseline for subsequent dynamic routing; iii) a combined operational and dynamic sub-problems of bus stop selection and bus routing, based on real-time demand that considers stop-skipping in the trips, and the on-time arrival reliability in both directions, which means the bus will be on time but not too early for class, and will not wait too long at school before going home. In
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addition, specific labor constraints are also incorporated; and finally, iv) on-time surveillance of the dynamic availability during the trips based on the real-time demand information registered by the users.

The rest of this paper can be described as follows: Section 2 presents related work that address the different components of our approach. The problem definition and explanation of the strategic and operational optimization models are detailed in Section 3. Section 4 describes the solution methods used to solve the models while Section 5 describes the UDEM case that motivated this work and the set of benchmark instances used to test the models, with the respective computational results; and finally, conclusions are highlighted in Section 6.

2. Literature review

The SBRP has been extensively studied for more than fifty years since it was first looked at (Newton & Thomas, 1974). Most reviews on SBRP focus on identifying the problem classification, its variants, multi-objective approaches, and the most common and successful solution methods used to solve these problems (Chen et al., 2015; Ellegood et al., 2020; Miranda et al., 2018; Park & Kim, 2010; Zajac & Huber, 2021).

The SBRP is divided into highly-interrelated sub-problems that must be addressed at different planning horizons and often solved sequentially, in which the first solution is the entry to the next. The first strategic sub-problem is bus stop selection (BSS) which identifies bus stops and assigns students to them. With the bus stops defined, a tactical sub-problem known as bus route generation (BRG) builds bus trips for each school. Afterward, the operational problem consists of the bus route scheduling (BRS) which determines the sequence of trips that will be covered throughout a working day, considering school times and labor constraints. When multiple schools are served by the same fleet, the school bell time sub-problem (SBA) determines the start and end times for each school (Chen et al., 2015; Ellegood et al., 2020; Park & Kim, 2010; Zhang et al., 2018).

Many recent approaches solve the bus route generation along with another sub-problem, either BSS or BRS, and only a few address three or the four sub-problems together. For example, (Bögl et al., 2015) deal with the first three sub-problems allowing transfers in order to increase flexibility and reduce operating costs. (Kang et al., 2015) address the same sub-problems in two stages, considering the mixed loading effect; this allows a bus to take students to multiple schools (Ellegood et al., 2015). (Bertsimas et al., 2019) focus on finding start times (SBA) for single and multiple schools and solving the other three sub-problems with a bi-objective routing decomposition algorithm, which is successfully applied to real school districts.

General multi-objective transportation problems usually combine two of the following objectives: minimization of fleet size or costs, (max) travel time or length, and passenger time (Zajac & Huber, 2021). However, many SBRP approaches look to optimize single objective functions, such as the minimization of bus travel distance or time, the latter being the most common one (Ellegood et al., 2020). Multi-objective models generally optimize total time/distance along with total cost, student walking distance, fleet size, among other objectives. For example, (Ezquerro Eguízabal et al., 2018) recently presented a multi-objective optimization approach where economic costs and average route times are minimized for a multi-school by solving a sequence of BRG, fleet size planning, and BRS sub-problems while considering different starting times for schools.

Service reliability takes a greater relevance in SBRP when comparing with other VRPs. However, reliability issues are rarely considered in SBRP. In fact, only on-time arrival reliability is included in the classification scheme proposed in a recent SBRP review (Ellegood et al., 2020), through the chance of being late (COL) constraint, and it is considered under uncertainty contexts. A reliability service performance measure should consider the capability of the service to deliver the students on time for their classes, but not too early, and vice versa to pick them up at school after they are ready to go home, but not too late. Unlike in schools where there is only one or very few start/end times, in a university context student schedules vary along with each individual and sometimes follow daily or weekly patterns; so, the transport service must include pick-up and delivery of students simultaneously, and sometimes a change in route direction. This situation is called “multi-loading” and addressed in (Miranda et al., 2018), which is seen as a type of mixed load (Ellegood et al., 2020). In addition, the response to the COVID-19 pandemic has staggered start times (within the same school) and will soon be implemented. This phenomenon incites further research on the SBA in a multi-loading context.

On-time reliability is only recently addressed. (Caceres et al., 2017) considered three stochastic constraints regarding a limitation on the expectation of maximal travel times, the probability of overcrowding a bus, and the probability of being late at school (COL). They proposed to partition the multiple stage SBRP problems into multiple multi-depot and one-school sub-problems that are solved sequentially and applied their model on a real-world school district to minimize the total number of buses used. More recently, (Babaei & Rajabi-Bahaabadi, 2019) also incorporated the COL constraint. They examined the impact of considering stochastic time-dependent travel times in the solutions.

Later (Wang & Hagbani, 2020) developed a stochastic SBRP that simultaneously optimizes the school bell time and bus routes to minimize the number of buses and the total vehicle time. They proposed a deterministic model that considers traffic congestion at different times of the day and stochastic travel time at a fixed departure time, and a second chance-constrained model that assumes that the travel time (ride time and headway) is normally distributed. In this model, they also incorporate the COL constraint, based on (Caceres et al., 2017). Both models are solved with an effective column generation-based algorithm on randomly generated instances. Returning to the uncertainty issue, (Babaei & Rajabi-Bahaabadi, 2019) showed that not considering random travel times in SBRP results in sub-optimal solutions, and one way to address this is through stochastic time-dependent start times. Similarly, (Sun et al., 2018) also dealt with stochastic time-dependent networks and applied robust optimization to a single-school configuration. To deal with on-time reliability they employed hard time windows constraints.

Besides, when dealing with uncertain demand, skipping stops is also considered as a valid strategy when looking for service equity (e.g. (Shang et al., 2018)) but is not generally addressed in school transportation applications for the nature of the service.

3. Problem definition and modeling

The integrated transport solution proposed in this work includes three optimization problems; the first one is a stop selection and routing problem to define the routes that are published to the students for a semester horizon; the second one schedules the routes to be covered by the buses, and the third one solves the routing problem for a specific vehicle each time it leaves the school. Fig. 1 describes the process in which these models are solved to offer a dynamic solution to the SBRP in a university context.

3.1. The routing model for the strategic-static solution

The first optimization model that is solved in the proposed approach seeks to determine the sets of –potential– nodes to be visited in a trip. This gives a strategic and static solution, in the sense that all selected nodes in a trip are offered to the students as part of it so that later on, in the dynamic solution, students will be allowed to book a seat by selecting a pair of nodes (i.e. origin and destination) in either direction, such that one of them is the school and the other is one of the potential nodes identified by this model. In this section, the major constraint is the route time, with the maximum given as an input in the model. In this way, key performance indicators such as traveling time and maximum travel time for a passenger are controlled.
Indices, sets, parameters, and variables used in the routing model.

Following the classification scheme proposed in (Park & Kim, 2010), and complemented by (Ellegood et al., 2020), this is a model that addresses simultaneously BSS and BRG sub-problems, with a kind of ARL (allocation – routing – location) in which firstly, demand is grouped in clusters, then the routing determines the selected stops and the corresponding assigned demand. In addition, the problem deals with a single school, in an urban environment with multi loading and heterogeneous fleet. A covering objective function is not included in these schemes, since they always assume that all demand is covered. This is a unique VRP problem with time windows, known to be NP-hard.

Let the directed graph $G = (I, A)$, where $I$ is the set of nodes $i$ (i.e., all the potential bus stops, with node $i = 0$, being the school), and $A$ the set of links (i.e., feasible street segments between nodes). Table 1 lists the sets, parameters, and variables used in the model. The set of nodes in $I$ are previously selected considering urban conditions, transport quality and safety policies (i.e. feasible walking distances from homes, maximum distance between stops, space in roads for bus stops, safe surroundings for students, etc.). Nodes are also grouped into districts $h$, and $b_k$ is the list of such nodes for a district $h$. Since demand is assumed to be known per district, $q_b$, nodes in $b_k$ are assigned the demand of district $h$. Therefore, in the model, the parameter used is directly $q_i$ and index $h$ is omitted for simplicity without losing generality. It is also true that $q_0 = 1$ if $j$ belongs to the same district $h$.

The routing model:

$$\text{Min } z = t_{max} + \omega \sum_{i,j \in A} q_i * w_{ij}$$  \hspace{1cm} (1)

$$\text{s.t.}$$

$$\sum_{i,j \in A} x_{ij} = \sum_{i,j \in A} x_{jk} \quad \forall k \in K, \forall j \in I$$  \hspace{1cm} (2)

$$\sum_{i,j \in A} x_{ij} \leq y_{jk} \quad \forall k \in K, \forall j \in I$$  \hspace{1cm} (3)

$$1 - w_{ij} = \sum_{k \in K} x_{jk} \forall i \in I \setminus \{0\}$$  \hspace{1cm} (4)

$$a_k \geq d_k + tv_j - M(1 - x_{ij}) \quad \forall k \in K, \forall (i, j) \in A : i \neq 0$$  \hspace{1cm} (5)

$$\sum_{i,j \in A} (a_k * x_{ij}) \leq 1 \quad \forall k \in K, \forall i \in D$$  \hspace{1cm} (6)

$$\sum_{i,j \in A} (r_{ij} + t_{ij}) * x_{ij} \leq d_k \forall k \in K$$  \hspace{1cm} (7)

$$t_{max} \geq a_k \quad \forall k \in K$$  \hspace{1cm} (8)

$$a_k + t_{ij} = d_k \quad \forall k \in K, \forall i \in I$$  \hspace{1cm} (9)

$$d_k \geq a_k \quad \forall k \in K$$  \hspace{1cm} (10)

$$RL \leq a_k \leq RU \quad \forall k \in K$$  \hspace{1cm} (11)

$$\theta_{kj} \cdot d_k, a_k \geq 0 \forall i, j \in I, k \in K; t_{ij} \geq 0 \forall k \in K$$  \hspace{1cm} (12)

$$x_{ij} \in \{0, 1\} \forall i, j \in I, k \in K; y_{jk} \in \{0, 1\} \forall i \in I, k \in K; s_k, \epsilon \in \{0, 1\} \forall i \in I$$  \hspace{1cm} (13)

The objective function (1) seeks to minimize the maximum trip time for the route. Constraint (2) ensures flow conservation. Constraint (3) establishes whether bus $k$ visits node $i$. Constraint (4) establishes if a node is skipped, while constraint (5) ensures that if arc $(i, j)$ is used in a

Fig. 1. Conceptual Scheme for Solving Static and Dynamic SBRP.
route, the arrival time at node \( j \) occurs after the departure time from node \( i \) plus the travel time between nodes. Constraint (6) makes sure nodes with overlapping demand are not chosen. Constraint (7) limits the total trip time to be less than the established limit and constraint (8) sets the maximum trip time, to be minimized in (1). Constraint (10) ensures that arrival to the school node happens after the departure from it. Constraint (11) specifies that the bus must arrive at school during the time window for the designated class schedule. Finally, constraints (12) and (13) respectively, state the domain of the variables.

3.2. The scheduling model (a BSG)

Given the trips obtained in the first model, the second optimization model schedules the fleet of buses covering those trips in a way that is common and practical in a university transportation service: (a) multiple single-school bell times (i.e. several class start/end times in a day), (b) multiple trips (e.g. defined in the first model), (c) demand covering maximization, (d) On-time arrivals before class, this is, earlier but not too much, (e) labor constraints, such as breaks and shifts length, and (f) presence of pre-assigned vehicles to trips (for easiness of operation and student safety).

This model minimizes a hierarchical weighted sum of four objective functions (a) uncovered demand, (b) total arrival time before class, (c) fleet size, and (d) total trip changes. The first two objectives are socially oriented, looking for service coverage and quality, while the third is economically oriented, from the operator perspective. Finally, the last objective is a social one, since it considers driver welfare, minimizing the change of assigned trips.

Let the directed graph \( G' = (N, L) \), where \( N \) is the set of nodes and \( L \) the set of links. Node \( i = 0 \), represents the school (at any time), and any other node \( i \) represents the duple (trip, class’ start time). Let \( t \) be a trip, so node \( i \) is a combination of trip \( t' \), and start class time \( t' \). A link \((i, j)\) belongs to \( L \) only if it is feasible for a vehicle to perform the trip \( t' \) arriving at school before \( t' \) after it performed trip \( t' \) that arrived at school before \( t' \). For example, as shown in Fig. 2, node 1 has the associated trip #1: Santa Catarina, and arrival time: 7:00 am, while node 2 has associated trip #2: San Pedro, and arrival time: 8:30 am. Trips to Santa Catarina and San Pedro last 60 and 63 min, respectively. So (1, 2) is feasible and belongs to \( L \) since trip 2 must start at the latest at 7:27am (after 7:00am). Lastly, the depot, which is node 0, is used to represent the start and end of the bus shift at the school but the departure and arrival times are determined by \( d_a \) and \( a_a \). A feasible route will be a sequence of nodes starting and ending at the depot with feasible links in \( L \). Table 2 describes the sets, parameters, and variables used in the scheduling model.

![Fig. 2. Scheduling Network Concept.](image_url)

### Table 2: Indices, sets, parameters, and variables used in the scheduling model.

| Notation | Definition |
|----------|------------|
| \( N \) | Set of nodes \( i, j \in N = \{0, 1, 2, \ldots, |N|\}; i = 0 \): school. Start and end of any route. |
| \( L \) | Set of feasible links \((i, j)\) in the graph \( G' \) |
| \( K \) | Set of buses, \( k \in K = \{1, 2, \ldots, |K|\} \) |
| \( BT \) | Set of pair of nodes \((i, j)\) \( L \) and a break between \( i \) and \( j \) is allowed. |
| \( R_0 \) | Sets of nodes \( i \in 0 \) pre-assigned to bus \( k \) |

| Parameters | Definition |
|------------|------------|
| \( q_i \) | Demand in node \( i \) |
| \( c_k \) | Capacity of bus \( k \) |
| \( s_a \) | Start of shift for bus \( k \) |
| \( s_i \) | End of shift for bus \( k \) |
| \( s_t \) | Maximum arrival time to school for node \( i \) (Start time of class) |
| \( max_{th} \) | Time limit for earliest arrival to school for node \( i \) |
| \( max \) | Maximum dead-time allowed between one period and another. |
| \( b_k \) | Minimum break duration for each bus. |
| \( nb \) | Amount of allowed breaks for each bus. |
| \( w_0, w_1, w_2, \ldots \) | Weighted penalties \( w_0, w_1, w_2, \ldots \) |
| \( M \) | A large number |

The time-before-class variable \( (tb_k) \) refers to how early bus \( k \) arrived at school, compared to the ideal arrival time before class. For example, for a class starting at 7:00 am, a bus should arrive 10 min before (6:50 am) but if it arrives 6:30am, the time before class is 20 min. If the deadhead (or length of a link in \( L \) lasts at least \( b_k \), it is considered a break.

Following (Park & Kim, 2010), this model is a BRS sub-problem, for a single school, in an urban environment with a heterogeneous fleet. It is a capacitated VRP variant with time windows constraints (i.e. school bell ring constraints and shift length constraints).

The Scheduling Model:

\[
\begin{align*}
\text{Min} & \quad z = \alpha_1 \sum_{i \in N} d_a + \alpha_2 \sum_{k \in K} s_a + \alpha_3 \sum_{(i, j) \in L} s_t + \alpha_4 \sum_{i \in N} s_i + \alpha_a \sum_{k \in K} \sum_{j \in N} y_{kj} \\
\text{s.t} & \quad \sum_{j \in N} x_{ji} = \sum_{j \in N} x_{ij}; \forall k \in K, \forall i : (i, j) \in L \\
& \quad \sum_{i \in N} x_{ij} \leq y_{ij}; \forall k \in K, \forall j : (i, j) \in L \\
& \quad \sum_{i \in N} \sum_{j \in N} x_{ij} \geq 1 - w_i; \forall i \in N \setminus \{0, i\} : (i, j) \in L \\
& \quad \sum_{i \in N} \sum_{j \in N} x_{ij} \leq |K| \cdot (1 - w_i); \forall i \in N \setminus \{0, i\} \\
& \quad d_a + tb_k = s_t + M \sum_{j \in N} (1 - x_{ij}); \forall k \in K, \forall i \in N \setminus \{0\} \\
& \quad a_k \geq d_a + x_{ij} - M (1 - x_{ij}); \forall k \in K, \forall i, j \in L : i \neq 0 \\
& \quad a_k \leq a_i + x_{ij}; \forall k \in K, \forall i \in N \setminus \{|N|\} \\
& \quad a_k + t_i \leq d_a + x_{ij}; \forall k \in K, \forall i \in N, i \neq 0
\end{align*}
\]
The third optimization model consists of the objective function (35), subject to equations (2), (5), (8), (9)–(13), (36), and (37) with the following simplifications: (a) the graph is previously simplified to include ordered nodes with positive demand; this is $G' = (I, A)$, where $I$ is the set of nodes $i$; $q_i > 0$. (b) There is no need for index $k$, since it is solved for each vehicle, and (c) variables $y_k$ are not included, since all nodes in $G'$ are visited. Note that equation (3) is replaced by equation (36). Equation (37) ensures that the order in which nodes are visited is consistent with (34).

\[
\begin{align*}
M = a
\end{align*}
\]

\[
\begin{align*}
\sum_{i,j} x_{ij} = 1 & \forall k, \forall j \\
0 & \leq a_i \leq N \setminus \{0\}
\end{align*}
\]

4. Solution methods

To solve the models presented in the previous section, several solution methods were considered and compared, among the ones available in the OR-Tools library (Google, 2019). According to the recent review by Elleegood et al. (2020), the SBRP optimization solutions are obtained by the literature with exact methods and two types of approximation methods: heuristics and metaheuristics.

Regarding exact methods, the most frequently used is MIP, in its Branch & Bound and Branch & Cut variants, column generation, and cutting planes. They are often used to benchmark the proposed metaheuristics, in small problems or to mix them with a specific heuristic. We also tested the Saving and Christofides heuristics for its simplicity, and in the case of metaheuristics: Simulated Annealing (SA), Tabu Search (TS), and Iterated or Guided Local Search (GLS); they were the most frequently used according to (Ellegood et al., 2020).

As for metaheuristics, SA alone consists of an analogy between statistical mechanics and combinatorial optimization. It starts with an initial temperature, which has a decreasing rate throughout the main loop of the algorithm. The algorithm generates a probability that indicates if it should accept worse solutions or not on each step or loop. This algorithm, as well as all the so-called meta-heuristic algorithms, tries to help to escape local minima according to one of the authors of the algorithm (Kirkpatrick et al., 1983).

According to OR-Tools documentation (Omm et al., 2013), the library uses a simpler version of SA, generating random parameters for initial temperature, alpha, and neighbors, within proven ranges for generic problems. Although this algorithm is known to be one of the first metaheuristics in the market, it was used efficiently in Chen et al (2015) in a combination with local search operators. This work also mentions the common use of Tabu Search for this type of problem.

On the other hand, Guided Local Search, as well as previously mentioned meta-heuristics, takes advantage of search-related information to guide the search in the search space. In this algorithm, the cost function has a set of penalties for already visited solutions, which confine the local search and focus the attention on promising regions. According to (Voudouris & Tsang, 2006), the authors of GLS, this algorithm could be classified as a TS algorithm itself, the main difference is the generation of soft penalties to augment the cost function. They suggest that this algorithm can be used in a wide range of problems without any modification. A comparison was made between GLS, TS, and SA, suggesting a superiority from GLS, which it will be shown below, is consistent with the results of this study, by using OR-Tools.

It was found that the Savings heuristic algorithm was commonly applied for large instances and for the daily/operational aspect, for example in (Hashi, Hasan, & Zaman, 2016). This heuristic is sometimes used to find the initial solution in meta-heuristics and alone, as the main algorithm, to evaluate the relationship between the speed and the quality of solutions. Christofides Algorithm available in OR-Tools was
also tested.

Tabu Search algorithm uses adaptive memory (tabu list), creating a flexible behavior throughout the search. This algorithm is also able to make worse moves along with prohibitions, hoping to find the global minima. It uses short and long-term memory structures, which help to prohibit recently visited solutions. TS also uses diversification to explore a new type of solutions with a defined frequency. As stated in (Glover et al., 2007), TS algorithm can be applied to a wide range of optimization problems, including those with non-linear or stochastic objective functions. Pacheco, J. (2006) uses TS with path relinking (an advanced version of TS) for a multi-objective SBRP, reporting good results.

4.1. A tailored Tabu Search

We propose a Tailored Tabu Search (TTS) to obtain better solutions than the metaheuristics available in the OR-Tools library, as it has been shown than some algorithm’s strategies and an adequate parameter tuning can lead to better solutions (Jia et al., 2013; Lagos et al., 2016). As we know, the Tabu Search algorithm has the following main elements (Montemanni et al., 2003):

• Cost function: This function calculates the cost of each feasible solution and translates it into a value to optimize. The main purpose of implementing the algorithm is minimizing this value.
• Solution representation: There must be a unique representation for each one of the feasible solutions of the search space.
• Neighborhood: This consists of a function that creates sets of solutions, where feasible solutions are enlisted and the algorithm considers new solutions chosen from the neighborhood of current solutions.
• Tabu list: List of last T moves realized which impedes the algorithm from repeating those same moves. This can also be interpreted as the short-term memory of the algorithm, which helps to explore different solutions.
• Aspiration criteria: If a tabu move meets these criteria, then the solution obtained can be considered to be part of the neighborhood. Normally, the criteria is set in a way that the move results in obtaining the best solution so far.
• Termination criteria: As the name implies, the algorithm is stopped once at least one of these criteria is met.

Once the general algorithm has been described, we present the TTS algorithm developed to solve our problem:

• Cost function: The cost function includes the original MIP formulation elements (i.e. equation (14) for the scheduling model). Additionally, complex constraints such as driver lunch breaks and selection of node outside of working shifts are represented with penalizations in the cost function.
• Solution representation: The solution is represented by a single list, where dummy nodes are created to represent the use of a new vehicle. Example: Dummy nodes are 0 and 1 in the next list: [0,2,3,1,4,5]. This means that vehicle 0 is going to visit node 2 and 3 and vehicle 1 is going to visit 4 and 5. This idea was obtained from (Jia et al., 2013).
• Neighborhood: The neighborhood structure is generated by swapping two nodes in the list, without redundant swaps.
• Tabu list: An experimentation determined that the best option in this parameter is to make the length dynamic, based on trends of previous solutions. The best initial length was 10 after preliminary tests using values from 5 to 50.
• Aspiration criteria: If the solution is the best obtained so far, the move is accepted even if it is tabu.
• Diversification: Every 100 iterations, three nodes are swapped only if the trend of previous solutions is positive.

• Termination criteria: The termination criterion is the running time (30 min in this case) in order to compare with open-source libraries.

5. Numerical experimentation

This section presents the results of two experimental exercises. First, the case at UDEM is developed. It includes an analysis of scenarios for different demand levels and an experimental design and analysis of the performance of several different solution algorithms for randomly generated instances. Second, a set of benchmark routing problems, available at (Xavier et al., 2014) were used to test our routing model and also to assess the performance of the solution algorithms.

5.1. Case at UDEM

The motivation for this study arises from a specific case study that takes place at the University of Monterrey (UDEM), in Mexico. UDEM offers a free transportation service for its community, employees and students, through a transport operator and covers surrounding neighborhoods located in three different municipalities that are part of Monterrey’s Metropolitan Zone. The service is offered through a mobile application where students make a reservation for a seat in the route and schedule desired, based on a fixed timetable. Space for a trip will be available until the number of reservations reaches the bus capacity. Currently, its reservation system assumes that each passenger gets on or off the bus on Campus, and the capacity of the bus is filled with each reservation, regardless of the route segment they occupy. This system ignores the availability along the route that occurs when a passenger gets off the bus, causing an underutilization of the bus capacity.

After a demand study developed in 2020, it was found that: (a) there are two zones with high demand density that could also be covered by the transportation service, (b) the current capacity service exceeds the demand, (c) under New Normal conditions (i.e. post COVID-19), a decrease in transportation demand is expected, due to the hybrid (online plus face-to-face) scheme offered to students, and (d) there is an expected flattened demand, due to staggering of class schedules. Fig. 3 is a choropleth map, where the two current routes are shown, and the uncovered high-density zones in darker red are enclosed in oval.

This situation motivated UDEM’s mobility department to seek: a new route for the uncovered demand with similar duration as the current ones, a feasible schedule for buses given a fixed fleet size that would be shared among the current and new routes, and a dynamic solution for the mobile application, given that the real demand for each trip is known in advance.

The bell begins at 7:00 am and ends at 10:00 pm. Classes usually last 1.5 h, so there are 10 periods a day, where students demand transportation. Demand for earlier trips is expected to be primarily toward school and vice versa for late-night trips. However, between

Fig. 3. Choropleth Map of UDEM’s surrounding zone with the two uncovered high-density zones.
approximately 11:00 am and 4:00 pm, the demand can be in either direction.

Distance matrix: To obtain the most accurate data of the distances to be traveled by the buses, a service called, Google Maps API was used. This tool considers the road network and current traffic, to ensure real and feasible distances and times. Said API was integrated directly into the code to generate the distance matrix quickly and accurately.

Students’ allocation: Potential and feasible nodes were placed in the selected postal codes and a polygon was formed to facilitate demand allocation for each node, all of this using the Street View Maps function. The nodes were spaced 500 m one from another, to avoid redundancy. When possible, nodes were placed on both sides of the street for flexibility in the algorithm solution process. With this done, the demand was spread proportionally through each node’s polygon. Each polygon contains a certain amount of street blocks, so an estimation of the current number of people per block was made using postal codes, total population, and the total number of blocks. This makes each polygon contain a certain amount of demand inside its area. A reduction of 76% was made to each node’s demand, for representation of the number of hybrid classes imparted. Finally, a 47% demand reduction was also implemented, according to the user preference previously presented. This process established the final demand of each node. Reduction percentages were obtained from the demand study. Demand data and all input data can be consulted in https://github.com/carloslealgarza/SBR_P scripts.

Routing: A maximum total trip time of 65 min was set. The models were coded in Python 3.7 and run on an Intel® Core™ i5-8250u CPU @ 1.6 GHz computer with 8 GB RAM. Table 4 shows the results for the proposed routes in different demand scenarios plus the current routes, that are offered in both directions. The expected scenario corresponds to 24% of class sessions to be offered in a face-to-face (ftf) scheme. Fig. 4 shows examples of the resulting routes plotted in a map.

Dynamic solution: To test the effects of the smart mobility app that allows having real-time demand data for the dynamic routing problem, we used data from 2019 of pickups and getting off for every day, route, and schedule. More than 24,000 experiments were performed. They were solved using the savings heuristic and MIP to estimate the total travel time reduction compared to the static solution. Fig. 5 shows the time frequency for the four current routes. The current average time is represented as a vertical red line.

As it can be seen, there is a notable difference between the travel times when the route was dynamically optimized. For the San Pedro route, the most frequent travel times are around 16–18 min less than the current time, and for Santa Catarina’s they are between 22 and 31 min less than what the current route takes.

Best Solution Algorithms: Five algorithms were tested to solve the models: the default OR-Tools MIP solver which is the third-party solver for OR Tools library. Together with our TTS implementation, the approximation methods tested, available in the OR-Tools library, were Savings, Christofides, SA, TS, and GLS, as well as the exact MIP. Table 5 shows the results. It presents the optimal value reported in the benchmark site for 11 instances with sizes ranging from 22 to 200 nodes. For the two heuristic methods, objective value and run-time are reported for each instance. For the metaheuristics, only objective value and relative gaps are shown. The maximum run time was set to 30 min for these

| Route (Trip)       | Scenario | Number of stops | Length | Expected covered daily demand | Maximum trip time | Total time |
|--------------------|----------|-----------------|--------|-----------------|-------------------|------------|
| Santa Catarina     | Current  | 36 km           | 52     | 90 min          | 90 min            |
| San Pedro          | Current  | 21 km           | 23     | 65 min          | 50 min            |
| San Jeronimo 1     | 24% ftf  | 24 km           | 43     | 65 min          | 61 min            |
| San Jeronimo 2     | 50% ftf  | 24 km           | 103    | 65 min          | 61 min            |
| San Jeronimo 3     | 80% ftf  | 24 km           | 167    | 65 min          | 63 min            |
| San Jeronimo 3     | 98% ftf  | 24 km           | 203    | 65 min          | 61 min            |
| Cumbres 1          | 24% ftf  | 30 km           | 24     | 65 min          | 64 min            |
| Cumbres 2          | 50% ftf  | 30 km           | 57     | 65 min          | 64 min            |
| Cumbres 3          | 80% ftf  | 30 km           | 92     | 65 min          | 64 min            |
| Cumbres 4          | 98% ftf  | 30 km           | 112    | 65 min          | 64 min            |

ftf: face-to-face scheme.

Table 4: BRG solutions for different UDEM demand scenarios.
As shown in Table 5, instances vary in the number of nodes and number of vehicles. As expected, MIP performed better in small instances (i.e. less than 30 nodes), and as observed in Fig. 8, within the 30-minute running time, the gap increased exponentially. In fact, for instances with more than 51 nodes, MIP didn’t even get any solution.

As can be noted, the heuristic methods achieved similar objective function (OF) values to the metaheuristic counterparts, in much less time, lasting less than 5 s in all but the 200 nodes instance, while the metaheuristics run in 30 min. There was no statistical difference between the OF attained between them (i.e. with p_values or order of 0.78 and 0.81 when compared GLS with Savings and Christofides, respectively). Finally, to compare the performance of the approximation methods, the last row of Table 5 presents the shifted geometric mean of the ratio of the objective values achieved to the optimal solution with a shift factor of 10. The shifted geometric mean has the advantage of not being very sensitive to very large or very small outliers, and it is increasingly used for comparison of optimization algorithms or solvers (Achterberg, 2009; Mittelmann, 2021).

Another important takeaway is that our tailored Tabu Search produced better results over the other algorithms, for most instances, and in general, presents the best performance which is supported by the value of shifted geometric mean of 1.05, which is the closest to 1.0 among the options evaluated.

For the instances tested, Christofides was the heuristic that performed better in average, and as for metaheuristics, GLS was the best one. However, no statistical difference was proven between each pair of methods, with p_values greater than 0.8 in all cases. It is interesting to observe in Fig. 8 that there is no tendency in the performance of any of the approximation methods as instance size increases, which can be understood as that its performance is not sensitive to the size of the problem. In fact, gaps obtained by each method were tested for normality tests with p_values greater than 0.6, except for GLS in which a value of 0.07 was obtained.

Results from the studied case and from the numerical experimentation with benchmark instances are consistent and suggest the same: MIP is still suitable for real-life applications with a small number of nodes (e.g. up to 50 nodes), and there is no significant distinction among the methods and for MIP.

As can be noted, the heuristic methods achieved similar objective function (OF) values to the metaheuristic counterparts, in much less time, lasting less than 5 s in all but the 200 nodes instance, while the metaheuristics run in 30 min. There was no statistical difference between the OF attained between them (i.e. with p_values or order of 0.78 and 0.81 when compared GLS with Savings and Christofides, respectively). Finally, to compare the performance of the approximation methods, the last row of Table 5 presents the shifted geometric mean of the ratio of the objective values achieved to the optimal solution with a shift factor of 10. The shifted geometric mean has the advantage of not being very sensitive to very large or very small outliers, and it is increasingly used for comparison of optimization algorithms or solvers (Achterberg, 2009; Mittelmann, 2021).
approximation methods within 30-minute running times, though heuristics are much faster.

This sparks future research on optimizing resources and run time. Since metaheuristics will run for as long as they are limited, additional convergence analysis would be interesting to see where the difference among the methods starts to come up.

6. Final discussion and conclusions

The integrated transportation solution proposed in this work for a university context includes several features that are required in this new post-COVID-19 normalcy and that are not seen together in previous research; In particular, we solved a bi-objective problem which combines routing constraints with a covering problem and a scheduling problem that incorporates the notion of on-time arrival reliability by for multiple staggered bell-times and labor constraints for drivers, taking care of service quality with limited resources. Our proposal states that using a combination of known models, but adapted with these variants, fit better to solve university transportation needs in this new normalcy times, where school transportation services have become a more visible and safe mobility option for college students.

We show that our approach is feasible and practical for life-size instances as well as for benchmark instances. In addition, once the strategic transportation schedules (trips and routes) have been established, we show how, with on-time demand information provided by the students through a mobile booking application, further improvements can be made in terms of travel time by solving the routing problems dynamically. Maximum reductions in travel time of 25% to 50% were achieved for practical cases tested before and after COVID19.

On the other hand, we tested the most recommended solution algorithms in the literature, including exact, heuristic, and metaheuristic methods, to identify the ones that work best for the evaluated instances. For practical-sized cases, exact methods can deliver optimal solutions at suitable times for instances with less than 50 nodes. For larger sizes, we did not find any evidence of significant differences between the approximation methods in terms of the quality of the solutions, nor the
sensitivity of any of the methods to the size of the instance. It was also shown that the tailored Tabu Search algorithm proposed in this work was effective in improving the quality of the solution compared to the set of algorithms tested.

As part of the different smart mobility strategies for cities, our approach could be extended not only for university applications or generally for schools, but also for any type of dedicated transport services, in which a company offers transport solutions to its employees, customers, and community of interest. Finally, we find interesting future research on the interaction and integration of the real-time demand obtained through mobile applications with the optimization of these transport problems to better adjust the solutions to the real-time needs.

### Table 5
Numerical results with benchmark instances.

| Problem  | Opt | Sav. | Chr. | SA  | GLS | TS  | TTS | MIP  |
|----------|-----|------|------|-----|-----|-----|-----|------|
| E-n23-k3 | Z*  | 569  | 650.3| 609 | 650.3| 650.3| 635.4| 569  |
|          | GAP | -    | 0.13 | 0.07| 0.13 | 0.13 | 0.10 | 0.00 | 0.00 |
| E-n22-k4 | Z*  | 375  | 375  | 432.8| 375 | 375  | 375  | 375  |
|          | GAP | -    | 0.00 | 0.00| 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| E-n30-k3 | Z*  | 534  | 674.2| 559 | 551 | 523.3| 556  | 534  |
|          | GAP | -    | 0.21 | 0.04| 0.03 | 0.00 | 0.04 | 0.20 |
| E-n51-k5 | Z*  | 521  | 653.6| 615.8| 627.5| 536.7| 556.6| 536  |
|          | GAP | -    | 0.20 | 0.15| 0.17 | 0.03 | 0.06 | 0.03 | 0.63 |
| E-n76-k7 | Z*  | 682  | 835.3| 757.8| 795.3| 719.6| 757.3| 707  |
|          | GAP | -    | 0.18 | 0.10| 0.14 | 0.05 | 0.10 | 0.04 |
| E-n76-k8 | Z*  | 735  | 771.7| 814.4| 771.7| 761.1| 782.5| 771  |
|          | GAP | -    | 0.05 | 0.10| 0.05 | 0.03 | 0.06 | 0.05 |
| E-n76-k10| Z*  | 830  | 919.8| 941.3| 919.8| 848.1| 900.8| 893  |
|          | GAP | -    | 0.10 | 0.12| 0.10 | 0.02 | 0.08 | 0.07 |
| E-n76-k14| Z*  | 1021 | 1148.4| 1111.1| 1148.4| 1068.8| 1129.6| 1095 |
|          | GAP | -    | 0.11 | 0.08| 0.11 | 0.04 | 0.10 | 0.07 |
| E-n101-k8| Z*  | 817  | 876.4| 923.6| 929.5| 891.4| 882.9| 826  |
|          | GAP | -    | 0.07 | 0.12| 0.12 | 0.08 | 0.07 | 0.01 |
| E-n101-k14| Z* | 1071 | 1155 | 1175.1| 1155 | 1176.3| 1142.5| 1188 |
|          | GAP | -    | 0.07 | 0.09| 0.07 | 0.09 | 0.06 | 0.10 |
| M-n200-k16| Z* | 1274 | 1497.3| 1508.7| 1497.3| 1495.1| 1494.1| 1484 |
|          | GAP | -    | 0.15 | 0.16| 0.15 | 0.15 | 0.15 | 0.14 |

Shifted geometric Z* ratio to optimal

Opt: optimal solution from (Xavier et al., 2014), Sav: Savings heuristics, Chr: Christofides algorithm, SA: Simulated Annealing, GLS: Global Local Search, TS: Tabu Search, TTS: Our Tailored TS, MIP: Exact solution. (‘--’) means that no optimal solution was found in 30 min. The shifted geometric mean of $v_1, \ldots v_n$ is $\left(\prod_{i=1}^{n} (v_i + s)^{1/n}\right)^{1-s}$, with $s = 10$. 

Fig. 7. Distribution of normalized percentage of coverage between different algorithms under several instances.
of the users, as well as the interaction with other urban mobility alternatives.
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