Experimental and numerical analysis of the influence of the nozzle-to-plate distance in a jet impingement process
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Abstract

Jet impingement is a complex heat transfer technique which involves several process variables, such as nozzle-to-plate distance, jet diameter, Reynolds number, jet temperature, among others. To understand the effect of each variable, it is important to study them separately. In industrial applications that use forced convection by air jet impingement, such as reflow soldering, the correct analysis of the flow structure and accurate definition of the variables values that affect the heat transfer over the target surface leads to an increase of the process performance decreasing the manufacturing costs. To reduce costs and time, the introduction of numerical methods has been fundamental. Using a Computational Fluid Dynamics software, the number of experiments is highly reduced, being possible to focus on the phenomena that are highly relevant for the purpose of the study. In this work, the nozzle-to-plate distance (H/D) variable is analyzed. This is considered one of the most important parameters since it influences the entire structure of the jet flow as well as the heat transfer coefficient over the target surface. The results present a comparison between different H/D under isothermal and non-isothermal conditions for a Reynolds number of 2,000.
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1. Introduction

The expansion of the electronic products market has led to an increase in the complexity of Printed Circuit Boards (PCB), which causes a more complex thermal response when a PCB passes through a reflow oven [1]. Inside this equipment occurs a process known as reflow soldering process which is achieved by forced convection using the multiple air jet impingement technology [2]. This process is currently the primary process used for the attachment of electronic components to the PCB and consists of the melting of the solder paste through hot air jets, followed by a cooling process through cold jets, allowing the connection between the board and the components. However, during the production of PCBs, it was observed that inhomogeneous thermal distribution emerges during the reflow soldering leading to soldering failures [3]. In practice, defective products require additional repairs and reworking that can cause a loss of productivity of roughly 30-50% of the total manufacturing costs [4]. To enhance the convective heat transfer, minimizing the defects that results from air jet impingement, studies have been performed in order to increase the heat transfer uniformity and to improve the coverage of the impinging surface. However, the total control of all the variables identified in jet impingement is still one of the remarkable issues of thermal design of these systems [5], such as reflow soldering.

Amongst the different process variables, nozzle-to-plate distance (H) is considered one of the most important geometrical parameters in jet impingement due to its strong influence on the heat transfer performance. Several studies report the effect of H/D distances over an impinging surface. An experimental work performed by Gariemlla & Schroeder [6] demonstrated that a decrease in the nozzle-to-plate distance leads to an increase of the heat transfer coefficients, being this effect increased by higher Reynolds numbers. According to Angloietti et al. [7], by increasing the H/D, a change of the vortex size at the impinging surface is observed and the vortex breakdown occurs on the near side of r/D = 1. Regarding the stagnation region, characterized by an overall velocity near zero [8], Reodikar et al. [9] observed that the Nusselt number distribution is more uniform for lower H/D values, due to the uniform velocity profile in the potential core region of the jet, Shariatmadar et al. [10] stated that large nozzle-to-plate distances decrease the heat transfer performance due to the mixing flow between the surrounding air and the jet before the contact with the impinging surface. Considering a target surface with roughness (micro pin fins), the study performed by Brakmann et al. [11] showed that the Nusselt number decreases with increasing the nozzle-to-plate distance, being more pronounced in this target surface than in flat plate. Furthermore, studies performed by Lee & Lee [12] demonstrated that the local Nusselt number increases by up to 65% at H/D = 2.
Due to the advancements in numerical modelling and considering all the advantages that its implementation brings to the scientific research, a Computational Fluid Dynamic (CFD) software is used to conduct the study of the influence of the nozzle-to-plate distance on the heat transfer performance. To validate the numerical model, experiments were conducted using the Particle Image Velocimetry (PIV) technique, which allows the characterization of the jet flow through the measurement of the velocity field.

This work focuses on two cases: an isothermal and non-isothermal jet impinging a flat plate. Experiments were conducted and the data obtained for an isothermal jet are used for the validation of the numerical simulation that applies the SST k-ω turbulence model to predict the single jet impingement flow. The second analysis consist of a heating process where the jet temperature (120°C) is higher than the target plate temperature (25°C). From data obtained by the industry, the Reynolds number applied in the reflow soldering process lies in the transition region. The research conducted in jet impingement that lies in this flow region is very scarce, since the majority of the research focus on fully turbulent jets and some approach laminar flows. In that sense, a turbulence model with a Reynolds number of 2,000 is implemented. The numerical results obtained in this case were compared with experimental data, showing that the CFD tool predicts with accuracy the jet flow.

Considering the importance of the analysis of the influence of the nozzle-to-plate distance variable on heat transfer performance of jet impingement systems, this work aims to provide answers to the industry, scientifically proved.

2. Numerical model of a jet impingement system

2.1 Physical domain and boundary conditions

The numerical model, presented in Figure 1, consists of a single jet impinging a cooper flat plate surface. The air flows through a circular nozzle at a specific velocity, which depends on the Reynolds number required in the study, and at a constant temperature of about 120°C. Since the Mach number is below 0.3, the air jet flow is considered incompressible. After the impingement, the air flow escapes through the side walls. Considering this geometry and the flow parameters, the Reynolds number obtained in this study case is about 2,000. According to Viskanta [13], this flow lies in the transition region, since at Re < 1,000 the flow field exhibits a laminar flow behavior and at Re > 3,000 it presents a fully turbulent behavior. This low Reynolds number value represents a challenge in numerical simulations that applies turbulence models to predict impinging jets.

In that sense, uniform velocity distribution was applied at inlet while no-slip condition was implemented at both nozzle and target plate. A constant temperature of 25°C was specified to the target surface and insulated wall was defined at the nozzle plate. Pressure outlet boundary condition with zero initial gauge pressure was applied to the open sides of the domain.

2.2 Governing Equations

The jet impingement system will be studied in two dimensions. In that sense, the equations that define this problem are the following:

\[ \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} = - \frac{\partial p}{\partial x} + \mu \frac{\partial^2 u}{\partial x^2} + \mu \frac{\partial^2 u}{\partial y^2} \]  
\[ \frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} = - \frac{\partial p}{\partial y} + \mu \frac{\partial^2 v}{\partial x^2} + \mu \frac{\partial^2 v}{\partial y^2} \]  
\[ \frac{\partial T}{\partial t} + u \frac{\partial T}{\partial x} + v \frac{\partial T}{\partial y} = \alpha \frac{\partial^2 T}{\partial x^2} + \alpha \frac{\partial^2 T}{\partial y^2} \]

These governing equations are already simplified for an incompressible flow. “Eq. (1)” represents the continuity equation, “Eq. (2)” and “Eq. (3)” are the Navier-Stokes equations in 2D, x-momentum and y-momentum respectively, while “Eq. (4)” is the energy equation. The effect of gravity, angular velocity vector and source term are neglected, since the process in study is mainly influenced by convection.

Considering the equations presented above, it is possible to identify the unknown and known variables. The unknowns are the velocity in x-direction, u, the velocity in y-direction, v, the pressure, p, and the temperature, T. The known variables are the dynamic viscosity and thermal diffusivity of the fluid, μ and α respectively.

2.3 Mathematical model and numerical method

According to several authors, it appears that the Shear Stress Transport (SST) k-ω turbulence model proved to be both accurate and computing time saving in engineering applications. Zu et al. [14] compared different turbulence models with experimental data and mentioned that the SST k-ω model presents a better compromise between computational costs and accuracy. Later, Ortega & Ortiz [15] verified a good agreement between numerical and experimental data using this turbulence model, being registered a maximum deviation of 8%. In addition, Wen et al. [16] confirmed the good accuracy of the SST k-ω model especially in the stagnation zones of the jets. A recent study performed by Penumadu & Rao [17] revealed that the heat transfer characteristics are well predicted by SST k-ω model, mainly due to its ability to handle accurately regions with high pressure gradients.

Due to the advantages pointed out by several studies mentioned above, the SST k-ω model was selected for the numerical simulation of the jet impingement. This model, developed by Menter [18], applies the k-ω model in the near wall region and switches to the k-ε model in the far field, combining the advantages of both models. k-ω model performs much better.
than k-ε model for boundary layer flows, however, it is excessively sensitive to the freestream value of $\omega$ which is not the case of the k-ε model. The combination between the SST and the k-ω models improves the near wall treatment since it gradually switches from a classical low-Reynolds formulation on fine meshes to a log-wall function formulation on coarser grids [19]. To describe the flow near a wall, the SST k-ω model uses a low-Reynolds number approach allowing the consideration of the details in the viscous sublayer [20]. The equations of the turbulence kinetic energy, $k$, and the specific dissipation rate, $\omega$, are presented in “Eq. (5)” and “Eq. (6)”, respectively:

$$\frac{\partial}{\partial t} (\rho k) + \frac{\partial}{\partial x_i} (\rho k u_i) = \frac{\partial}{\partial x_j} \left[ \Gamma_k \frac{\partial k}{\partial x_j} \right] + G_k - Y_k + S_k \quad (5)$$

$$\frac{\partial}{\partial t} (\rho \omega) + \frac{\partial}{\partial x_i} (\rho \omega u_i) = \frac{\partial}{\partial x_j} \left[ \Gamma_\omega \frac{\partial \omega}{\partial x_j} \right] + G_\omega - Y_\omega + S_\omega \quad (6)$$

where $\Gamma$ represents the effective diffusivity, $G$ the generation and $Y$ the dissipation of the corresponding variables. $D_\omega$ is the cross-diffusion term while $S_k$ and $S_\omega$ are the user-defined source terms [16].

To solve the pressure-velocity coupling, the SIMPLE algorithm was applied. This algorithm uses a relationship between velocity and pressure corrections to enforce mass conservation and to obtain the pressure field [21]. Regarding the spatial discretization of momentum, a second-order upwind was imposed while for the dissipation rate and turbulent kinetic energy, a first order upwind was applied. The computational models were solved using a transient formulation based on a first-order implicit method and the convergence criterion of 1E-3 for continuity, momentum and turbulence equations and 1E-6 for energy equation.

### 2.4 Mesh sensitivity

The mesh sensitivity analysis is extremely important to determine the accuracy of the predictions as a function of the mesh quality. To perform this analysis two parameters were considered, the number of elements and the bias factor. The bias factor is the ratio of the largest to the smallest element, i.e. a higher bias factor implies a greater refinement close to the walls. In that sense, a bias factor of 4 and 8 was implemented in order to refine the mesh near the target surface. However, a compromise between the mesh refinement close to the walls and the quality of this mesh must be ensured. Skewness, aspect ratio and element quality factors were used as criteria for element’s evaluation. Skewness determines how close to the ideal a face or cell is (i.e. equilateral or equiangular), a value close to zero defines equilaterality of the element; aspect ratio is the ratio of the longest edge length to the shortest edge length, being one for an equilateral cell; element quality represents the ratio of the volume to the sum of the square of the edge lengths for 2D elements or square roots of the cub of the sum of the square of the edge lengths for 3D elements, in which a value of 1 defines a perfect cube or square [22]. Nevertheless, ensuring the recommended values is difficult since a refinement implies smaller elements close to the walls and higher elements in the remaining domain.

To analyze the meshes, the quality parameters of each one, the computation time, as well as the y+ value, i.e. the dimensionless distance of the first node to the wall [16], are presented in Table 1. Looking at the computation time, it is observed that the higher the number of elements, the greater the simulation time as expected. In addition, it appears that increasing the bias factor do not increases the complexity of the mesh. In contrary, it seems to improve the convergence of the results, thus the simulation time is 6 h higher for a mesh with a lower bias factor. Regarding the mean wall y+, it seems that its value is given by a combination between the number of elements and the refinement close to the wall.

To determine the optimum grid size, the Nusselt number variation over the target surface was analyzed and compared. Since a larger Nusselt number represents a more effective convection [23], this property allows to analyze the heat transfer performance of the jet impingement. This property represents the ratio between convection and conduction across a fluid (Eq. 7).

$$Nu = \frac{h \cdot D}{k_{air}} \quad (7)$$

where $h$ is the heat transfer coefficient, $D$ the jet diameter and $k_{air}$ the thermal conductivity of the air. The heat transfer coefficient is obtained by “Eq. (8)” which represents the ratio between the convective heat flux ($\dot{q}$) and the temperature difference between the target surface ($T_{wall}$) and the air jet at the inlet ($T_{jet}$) [26–28].

$$h = \frac{\dot{q}}{T_{wall} - T_{jet}} \quad (8)$$

| Mesh |
|-------|
| 1 (coarse) | 2 (medium) | 3 (fine) | 4 (fine) | 5 (fine) |
| ---- | ---- | ---- | ---- | ---- |
| Nº of Elements | 10,000 | 36,800 | 124,500 | 124,500 | 336,000 |
| Bias factor | 8 | 8 | 8 | 4 | 4 |
| Skewness | 1.30×10^-10 |
| Aspect Ratio | 1.93 | 1.93 | 1.93 | 1.56 | 1.88 |
| Element Quality | 0.82 | 0.82 | 0.82 | 0.90 | 0.83 |
| Mean wall y* | 5.16 | 2.66 | 1.31 | 2.2 | 1.03 |
| Simulated time (t = 1s) | 30 min | 5h | 11h | 17h | 3 days |

As can be observed in Figure 2, the Nusselt number profile over the target surface is different in the five cases. These results prove that the SST k-ω turbulence model is sensitive to the quality of the mesh. Increasing the number of elements, the stagnation point is clearly identified, in contrast to the coarse and medium grids that are not able to predict this point. Regarding the variation of the Nusselt number over the plate, it is observed that a coarse grid presents lower Nusselt number values close to the jet axis, while the medium one has difficulties to predict the stagnation point, showing higher Nusselt number values in the vicinity of this point. Moreover, it is observed that the mesh with 124,500 (bias = 8) presents similar values compared with a mesh with 336,000 elements and a bias factor of 4. The results demonstrate that, to ensure a good
accuracy of the simulation with less elements, a bias factor must be applied. These observations are extremely important since the higher the number of elements, the greater the computation time and the memory required. In addition, the data demonstrate that the improvement of the results using a mesh with more elements does not justify the simulation time required. Focusing on the Nusselt number obtained by the fine grid at the stagnation point, it is observed that the maximum value lies between the range $20 < \text{Nu} < 30$. These values are in accordance with numerical and experimental works found in literature that apply a $\text{Re} = 2,000$ or close to this value [27][28]. Considering the analysis presented above, it is suggested that Mesh 3 presents the best conditions to conduct the numerical simulations.

![Figure 2. Nusselt number over the surface for different meshes.](image)

3. Experimental Apparatus

To perform a jet flow analysis, an experimental research will be performed on a purpose-built test facility which has been commissioned, using a Particle Image Velocimetry (PIV) system. This method, depicted in Figure 3, allows the measurement of the velocity field of the jets using a double-pulse Nd:YAG laser and a CCD camera. The laser generates a two-dimensional laser sheet which illuminates the measurement region from the exit of the nozzle to the target plate. The flow seeding is ensured by olive oil tracer particles with a diameter between 1–3 μm introduced inside the system using a smoke generator. This diameter complies with the requirement of an accurate air flow tracking presented by Melling [29]. The seeding particles follow the instantaneous motion of the air and scatter the light that will be captured by the CCD camera with a pixel resolution of $2560 \times 2160$ (5.5 Megapixel). The CCD camera captures two consecutive images spaced by a short time interval in order to visualize the displacement of the seeding particles from one image to the next. This time between pulses was defined through an analysis of the velocity field accuracy using different times values. The data acquisition and processing of the images are performed by the software Dynamic Studio which divides the images into interrogation areas and applies mathematical correlation to obtain velocity vectors [30].

The experimental apparatus, whose scheme is presented in Figure 4, consists of a ventilator (1) connected to a diffuser (2) that directs the air to a stabilization chamber (3) in order to reduce the turbulence. A flow regulator allows the control of the air velocity that will flows through the orifice nozzle (5). An acrylic pipe is attached to the stabilization chamber, inside which a honeycomb structure (4) was placed to ensure the uniformization of the flow. The PIV laser and camera were positioned perpendicularly at a distance that allows to capture the flow from the exit of the nozzles to the target surface. The probe of the smoke generator is introduced inside the stabilization chamber to ensure a correct uniformization of the seeded flow throughout the pipe.

![Figure 3. Schematic representation of a PIV system.](image)

The target plate was placed above the nozzle plate on a table that allows to control the spacing between the plate and the nozzle. These experiments were conducted under isothermal conditions (ambient temperature of about 20°C) and the nozzle-to-plate was varied from $2D$ to $7D$. To ensure a correct analysis of the PIV results 300 images were analyzed for each case and the time-averaged velocity profile was obtained. Since velocities around 7 m/s are expected, a time between pulses around 100 μs was defined as a fixed parameter of the laser. However, it was verified that decreasing the nozzle-to-plate distance, higher turbulence occurs between the target and nozzle plate, to minimize measurements noise, the time between pulses was decreased from 100 μs to 80 μs for $2 \leq H/D \leq 4$.

The results obtained will be compared with the numerical results performed with ANSYS FLUENT software. With this analysis it is expected to validate the numerical results and to prove that the SST $k-\omega$ model is suitable for the prediction of a single jet impingement in a transition regime. After this validation, the comparison between the flow profile of an isothermal and non-isothermal jet will be performed taking into consideration the influence of the nozzle-to-plate distance. A Reynolds number of 2,000 at the exit of the nozzle was ensured throughout the experiments. The control of the air flow rate was performed using the fan flow regulator.

![Figure 4. Experimental Apparatus.](image)
The resultant random error related to the PIV measurements was obtained through a statistical analysis of the data for 300 images, each case. This value was obtained from the square root of the squared random error of velocity components in x and y directions. Considering that these error components are independent and follow a normal distribution, for a confidence level of 95% [31], the maximum random error obtained for the maximum velocity recorded over the target surface was approximately 8%. The uncertainty of the measurement is expected to decrease with the increase of the sample size. According to [32], 2000 samples seems to be a good number to reduce the uncertainty of the time-averaged velocities, \( u \) and \( v \).

4. Results and Discussion
4.1 Flow Characterization

The flow characterization of an isothermal jet is described in this section. The results obtained experimentally and numerically were analyzed and compared for different \( H/D \).

Figure 5 shows the variation of the velocity profile of an isothermal jet at different nozzle-to-plate distances. The experimental results (right-hand side of each velocity profile) are compared with those obtained numerically (left-hand side). Even if smooth differences can be observed, generally, both approaches present a good agreement. The different regions of an impinging jet, according to Martin [33], are identified and presented with detail in Figure 6: the initial free jet, the decaying jet, the stagnation region and the wall jet. The first region is generated at the nozzle exit where the maximum velocity is measured and characterized by the interaction between the jet and the surrounding air, inducing entrainment of mass, momentum and energy [13]. The potential core, defined by Livingood & Hrycak [34] as the distance from the nozzle exit to the position where the jet velocity decays 95% of its maximum velocity, is also clearly identified both numerically and experimentally. From Figure 5, it seems that increasing \( H/D \) leads to a decrease of the potential core length due to the higher dissipation of the jet velocity, showing that low \( H/D \) generated uniform velocity profile in this region. The end of the core region is followed by the beginning of the decaying region which is characterized by the linear variation of the axial velocity and the jet width with the axial position [35]. As the flow gets closer to the wall, it loses axial velocity and turns, generating a stagnation region in which the overall velocity is near zero [8]. This point was clearly identified experimentally at \( H/D \) equal to 2, 6 and 7, however, in the other cases, the larger velocity vectors seems to cover-up this point. Numerical data show a region close to the jet axis were the velocity is near zero. The last region, the wall jet, is identified once the air jet impacts on the target surface. After the contact with the plate, the flow is divided into two streams moving in opposite radial directions along the surface, being observed a change of the flow direction from axial (vertical axis \( y \)) to radial (longitudinal axis \( x \)) direction [36]. The wall jet region is characterized by a maximum radial velocity which moves away from the plate, since the flow in this region is mainly radial with a growing boundary layer [8]. Increasing the distance from the jet axis, the wall jet entrains flow and increases in thickness, while the flow velocity decreases. In the vicinity of the stagnation point, an increase of the velocity is detected in all cases which can be explained by a rapid acceleration of the flow due to larger pressure gradients. Large heat transfer coefficients can be obtained in this specific region, in the transition from the laminar to turbulent boundary layer [37]. The separation of the flow occurs where the boundary layer leaves the surface of the plate and seems to occur closer to the impinging point at low nozzle-to-plate distances.

![Figure 5. Jet flow velocity profile. The right-hand side presents the experimental data while the left-hand side depicts the results obtained numerically.](image)

As Figure 5 shows, the wall jet thickness increases with decreasing the nozzle to plate distance due to higher local pressure induced by strong interactions between the jet and the surrounding air. Furthermore, results demonstrated that the wall jet region increases in the radial direction with the increase of \( H/D \), which is in accordance with other confined jet impingement studies at higher Reynolds numbers [7] [37]. Focusing on the vortices generated on both sides of the jet axis, it seems that the higher the nozzle-to-plate distance, the lower the magnitude of the vortices generated, which is essentially due to the larger space for the flow to develop.
Through the previous analysis, it seems that both numerical and experimental results predict with accuracy the flow structure of a single jet in the transition region. Focusing on quantitative data, the time-averaged velocity over the target surface at different $H/D$ values was plotted and presented in Figure 7.

Considering an air jet at ambient temperature ($\approx 20^\circ$C) impinging a flat plate at the same temperature, the results obtained experimentally (Figure 7) shows the evolution of the nondimensional velocity, $U/U_j$, where $U$ is the time-averaged velocity obtained by PIV measurements and $U_j$ the maximum velocity recorded at the nozzle exit, over the target surface. The maximum velocity is achieved for a nozzle-to-plate value of 2, at a distance from the jet axis of approximately $x/D = 2$. This is in accordance with the jet flow structure presented in Figure 5, small confined spaces induce a stronger interaction between the surrounding air and the vortices generated by the jet impingement, leading to higher velocities over the wall. Results also show that the higher the nozzle-to-plate distance, the lower the velocity in the vicinity of the stagnation point. The maximum value is recorded in all cases at a distance from the jet axis ($x/D$) between 2 and 4, increasing with the increase of $H/D$. Moreover, as it was expected, the jet wall increases with increasing $H/D$, leading to a smoother decrease of the velocity throughout the target plate. For $H/D = 2$, an interesting phenomenon is observed. After reaching the maximum velocity, its value starts to decrease, achieving a minimum velocity at approximately $x/D = 4$. From this point, as opposed to the other cases, the velocity rose again achieving a second maximum point at about $x/D = 6$. This secondary point was identified in several studies, mentioned in Zuckerman & Lior [35] and Viskanta [13], being attributed to the transition of the boundary layer from laminar to turbulent flow along the wall. A secondary velocity peak was also identified in $H/D = 3$ at approximately $x/D = 8$. However, with the increase of the nozzle-to-plate distance, the interactions between the jet and the surrounding air in the confined space decreases, and since the Reynolds number is low, no secondary peak was identified at higher $H/D$ values. Viskanta [13] summarized the influence of the nozzle-to-plate distances smaller than the jet potential core length on the radial distribution of convective heat transfer coefficient and pointed out three main factors: (a) the laminar boundary layer behavior under strongly accelerated surrounding flow in the vicinity of the stagnation point; (b) the interaction of large-scale turbulence induced in the mixing zone; but also (c) the transition of the boundary layer from laminar to turbulent over the wall jet.

Regarding the stagnation point, it is detected with a higher accuracy at $H/D = 2$, with a velocity value very close to zero at the jet axis, as it is expected. However, this is not observed in the other cases. This can be explained by the fact that, to detect this point with accuracy, an interrogation area with a higher resolution than the one used in this experiment ($32 \times 32$ pixels) must be used. To reduce the lag between the expected value ($U = 0$) and the ones obtained experimentally, the focus angle of the camera should be reduced to the zone that we intend to analyze, in this case the stagnation region. However, since in this experiment it is expected to characterize all the flow, from the nozzle exit to the target plate, the focus angle must be large. Another reason to explain this lag is related to factors that can generate systematic errors such as the concentration of particles as well as the time between pulses. These are two fundamental factors that can decrease the accuracy of the PIV measurements. It was verified that even if the same Reynolds number was maintained throughout the experiments, since higher velocities were recorded over the wall region for lower nozzle-to-plate distance, we had to decrease the time between pulses to increase the accuracy of the results. Meaning that, for $2 \leq H/D \leq 5$ a lower time between pulses was implemented compared with $H/D$ of 6 and 7. This adjustment of the time between pulse in function of the flow velocity is crucial to ensure accurate results.

4.2 Numerical model validation

The experimental data was used for the validation of the numerical model. In that sense the time-averaged velocity over the target surface at different nozzle-to-plate spacings for a Reynolds number of 2,000 obtained numerically were compared with the experimental results. Observing in detail Figure 5 which shows the velocity field of a single jet flow ($Re = 2,000$) at a different nozzle-to-plate distance, it is clear that the SST $k-\omega$ model do not predict with accuracy the potential core in the case of $H/D$ equal to 6 and 7. While the experimental data demonstrated clearly a decrease of the potential core length with the increase of the nozzle-to-plate distance, this decrease is smoother in the case of the numerical data. As mentioned previously, the increase of $H/D$ leads to a decrease of the potential core length due to the higher dissipation of the jet velocity. However, this dissipation of velocity for higher $H/D$ values is not accurately predicted numerically. This shows that the numerical model must be improved to increase the accuracy of the prediction in the stagnation region. Furthermore, regarding the wall jet region, the decrease of the wall thickness with increasing $H/D$ values is easily observed through the numerical results.

From the flow velocity over the target surface, the results obtained numerically were plotted and presented in Figure 8. The secondary velocity peak was identified in the case of $H/D = 2$ between $6 \leq x/D \leq 8$, even if this value is lower than the one obtained experimentally $U/U_j = 0.2$ against $U/U_j = 0.34$. Regarding the stagnation point, it was not predicted with accuracy in any case, a value of $U/U_j = 0.1$ was obtained.
The maximum velocity value, while in the case of numerical and experimental results, the SST model obtained both experimentally and numerically is close to 0.7, while in the other cases, it is predicted to be around 0.6 by the turbulence model. In contrast, the experimental results show a decrease from 0.7 at H/D = 2 to approximately 0.3 at H/D = 7. This discrepancy between numerical and experimental results show that the effects of the surrounding air on the jet flow development are more pronounced experimentally. Even if the measurement zone is enclosed by an acrylic box, it is difficult to ensure constant temperature and humidity conditions throughout the experiments.

The comparison between numerical and experimental results show a good agreement between the two approaches, essentially regarding qualitative data. The SST k-ω model was able to predict with accuracy the jet flow structure; however, it fails in the prediction of the potential core. The maximum velocity was predicted in the vicinity of the stagnation point and decreases with increasing H/D. Focusing on the quantitative data, the maximum velocity was accurately predicted in the case of H/D = 2 while for higher H/D values it was over predicted. The secondary peak was also identified numerically even if the value was under predicted compared with the experimental data. In general, we can conclude that the SST k-ω model presents good qualitative predictions of the single jet impingement flow at Reynolds number in the transition region. If quantitative results are important for the analysis, this turbulence model is more accurate for higher Reynolds numbers.

4.3 Non-isothermal jet

After the validation of the numerical model of a single jet impingement using the SST k-ω model, a non-isothermal jet, with the same geometrical variables implemented in the isothermal jet, was analyzed numerically.

The mean velocity over the target plate obtained for a non-isothermal jet was compared with an isothermal one for the case of H/D equal to 2 and 7. The results are depicted in Figure 10.
Comparing the velocity profiles for the case of an isothermal and non-isothermal jet, it is interesting to observe that the peak velocity is reached at the vicinity of the stagnation point, as expected, but at a higher distance from this point compared with the isothermal jet, $x/D \approx 1.4$, against $x/D \approx 1.2$. These results show that increasing the temperature difference between the jet and the target plate, the development of the boundary layer throughout the target plate is slightly different compared with isothermal jets. It seems that the acceleration of the radial flow in the vicinity of the stagnation point is higher in the isothermal case. However, no relevant difference is observed in non-dimensional velocity $U/U_j$ value, being approximately 0.65 at $H/D = 2$ and close to 0.6 for $H/D = 7$. Focusing on the secondary peak, it was predicted at a nozzle-to-plate distance of 7 for the case of a non-isothermal jet, showing that the jet temperature and velocity leads to a higher mixing between the jet and the surrounding air.

Figure 11 and Figure 12 present the heat transfer performance of a single air jet impinging a flat plate at different nozzle-to-plate distances ($H = 2D$, 3D, 4D, 5D, 6D and 7D), considering a Reynolds number of 2,000 (transition region). To compare the results obtained in each case, numerical data was plotted in order to analyze the variation of the Nusselt number throughout the target plate. As it is expected, the maximum Nusselt number value is registered at the stagnation point ($x/D = 0$) in all cases. The stagnation point is localized in the stagnation zone ($0 \leq x/D \leq 1$) characterized by a very thin thermal boundary layer, leading to a large heat transfer coefficient in this region [38].

Regarding the analysis of the maximum Nusselt number, it seems that the difference between the values registered in all cases is very small. According to the research conducted by Hoffman et al. [36], the higher the Reynolds number the greater the difference between the Nusselt number values registered at the stagnation point. In their study, a higher degradation of the heat transfer is observed for $H = 8.5D$ at $Re = 14,000$. Since the Reynolds number applied in this study is low, and considering the observations presented by [36], it seems that the effect of the nozzle-to-plate distance ($H/D$ between 2 and 7) on the maximum Nusselt number value at the stagnation point is very smooth. These results are in accordance with Gardon et Akfirat [39] who mentioned that for impingement within the length of the potential core ($0.5 < H/B < 5$) and for low Reynolds numbers ($Re < 2,000$), the maximum Nusselt number registered at the stagnation point depends on the Reynolds number only. The increase of the Reynolds number leads to an increase of the vortices generated over the target surface inducing larger turbulence intensity that increase the heat transfer rate.

Increasing the distance from the stagnation region, the flow develops over the target surface, passing through a transition region where the boundary layer changes from laminar to turbulent. In this region, a secondary Nusselt number peak value was identified. Results show that it is slightly higher for lower $H/D$ and less pronounced at higher $H/D$. This behavior is also observed when fully turbulent flows are applied [40].

To confirm that the effect of the nozzle-to-plate distance decreases with the decrease of the Reynolds number, a numerical simulation was performed under the same conditions for $Re = 1,000$. The variation of the Nusselt number over the impinging surface was plotted for $H/D = 2$, 4 and 6 and presented in Figure 13. As it can be observed, the maximum Nusselt number value decreases with the decrease of the Reynolds number and the differences between each case are even smoother compared with the results obtained at a Reynolds number of 2,000. However, the secondary Nusselt number peak is clearly identified at $H/D = 2$ but almost inexistent at $H/D = 4$ and 6. These results are in accordance with the research conducted by Gardon et Akfirat [39] and show that the heat transfer performance is increased by higher Reynolds numbers and lower $H/D$ values.
5. Conclusions

This work demonstrates the influence of the nozzle-to-plate distance in the heat transfer performance of a single air jet impinging a flat plate. Experiments were conducted using a PIV technique and the results were compared with numerical data to validate the model. Due to its high accuracy in predicting the jet impingement behavior, the SST k-ω turbulence model was implemented. Since this model is sensitive to the mesh quality, a mesh sensitivity analysis was performed. The results show that the accurate prediction of the stagnation point varies with the quality of the mesh as well as the maximum Nusselt number value. These observations are extremely important and demonstrate the importance of the implementation of a good mesh in order to obtain reliable results in numerical simulations that apply the SST k-ω model. Comparing both numerical and experimental data, it seems the SST k-ω model fails to predict with accuracy the potential core at large H/D values. However, a good agreement was obtained for the velocity profile over the target surface and along the jet axis, with a secondary velocity peak identified at H/D = 2. Regarding the influence of the nozzle-to-plate distance in the Nusselt number, the results show that the maximum value is registered at the stagnation point in all cases, however the value of this peak present small variation between H/D = 2 to H/D = 7. It seems that at Re < 2,000 the maximum Nusselt number depends only on the Reynolds number. However, a secondary Nusselt number peak is clearly identified at H/D = 2, showing that the nozzle-to-plate spacing affects the generation of this local maxima. From this study it is concluded that the heat transfer performance increases with the increase of the Reynolds number and the decrease of the H/D value.
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Nomenclature

- **H**: nozzle-to-plate distance, m
- **k**: turbulence kinetic energy, m²/s²
- **k_wir**: Thermal conductivity W/mK
- **Nu**: Nusselt number
- **p**: the pressure, Pa
- **q̇**: heat flux, W/m²
- **r**: radial distance, m
- **Re**: Reynolds number
- **S**: user-defined source term
- **SST**: Shear Stress Transport
- **t**: time, s
- **T**: temperature, °C
- **U**: time-averaged velocity magnitude, m/s
- **u**: the velocity in x-direction, m/s
- **v**: the velocity in y-direction, m/s
- **x, y**: cartesian coordinates
- **Y**: dissipation

Greek symbols

- **Γ**: effective diffusivity
- **α**: thermal diffusivity, m²/s
- **µ**: dynamic viscosity, m/s
- **ω**: specific dissipation rate, 1/s

Subscripts and superscripts

- **jet**: air jet
- **wall**: wall of the target surface
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