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Abstract

We study self-similar attractors in the space \( \mathbb{R}^d \), i.e., self-similar compact sets defined by several affine operators with the same linear part. The special case of attractors when the matrix \( M \) of the linear part of affine operators and the shifts are integer, is well known in the literature due to many applications in the construction of wavelet and in approximation theory. In this case, if an attractor has measure one, it is called a tile. We classify self-similar attractors and tiles in case when they are either polyhedra or union of finitely many polyhedra. We obtain a complete description of the integer contraction matrices and of the digit sets for tiles-parallelepipeds and for convex tiles in arbitrary dimension. It is proved that on a two-dimensional plane, every polygonal tile (not necessarily convex) must be a parallelogram. Non-trivial examples of multidimensional tiles which are a finite union of polyhedra are given, and in the case \( d = 1 \) their complete classification is provided. Applications to orthonormal Haar systems in \( \mathbb{R}^d \) and to integer univariate tiles are considered.
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1 Introduction

Self-similar tiles and attractors have been widely studied in the literature both intrinsically and due to applications in function theory, digital signal processing, combinatorics and approximation theory (see [1] – [4]). They are used in construction of multivariate Haar functions and other systems of wavelets in \( \mathbb{R}^d \). As a rule, self-similar tiles and attractors have rather complex fractal structure. Even the simplest questions about their properties remain open, for example, the classification of connected tiles, etc. In this work we analyse the problem of characterization of “simple” tiles and attractors, which are polyhedra or a finite
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union of polyhedra. This problem is practically important not only due to the simplicity of construction of the corresponding Haar functions but also due to the fact that these functions have the maximal regularity among all possible Haar bases in \( \mathbb{R}^d \) (regularity issue was analysed, for example, in [5] and [6]). The smoothness implies the fast convergence of the corresponding partial sums of wavelet expansions, that is also important in practice.

Recall that a tile in \( \mathbb{R}^d \) is a set of points of the form \( \sum_{k=1}^{\infty} M^{-k} b_k \) of measure one, where \( M \) is an integer matrix, all of whose eigenvalues are larger than one in the absolute value (expanding matrix), all \( b_k \) are from a finite set of “digits” in \( \mathbb{Z}^d \). The set of digits contains \( |\det M| \) elements, one from each class of equivalence of \( \mathbb{Z}^d / M \mathbb{Z}^d \) (see Definition 1 further). A tile is a compact set whose integer shifts cover all space with one layer. To a certain extent, tile is a multidimensional generalization of the unit segment \([0,1]\) for a “number system” with the matrix \( M \) base. The generalization of the notion of tile is the notion of attractor. In this case, \( M \) is an arbitrary expanding matrix (not necessarily integer) and “digits” \( b_k \) are arbitrary vectors from \( \mathbb{R}^d \). An attractor has the following characteristic property of self-similarity: \( G = \bigcup_{s_k} M^{-1}(G + s_k) \), where the sets \( M^{-1}(G + s_k) \) have intersections only of zero measure (see Definition 2 further). As a tile is also an attractor, we can say that a tile is a self-similar set whose integer shifts cover the space with overlappings of zero measure.

For example, the tile corresponding for the matrix \( \begin{pmatrix} 1 & 1 \\ -1 & 1 \end{pmatrix} \) and digits \( \begin{pmatrix} 0 \\ 0 \end{pmatrix} \), \( \begin{pmatrix} 1 \\ 0 \end{pmatrix} \) is a so called Dragon tile (see Fig. 1).

![Fig. 1: Dragon](image1.png)

![Fig. 2: Tiling by a tile](image2.png)

The tiling corresponding to the matrix \( \begin{pmatrix} 1 & -2 \\ 1 & 0 \end{pmatrix} \) and digits \( \begin{pmatrix} 0 \\ 0 \end{pmatrix} \), \( \begin{pmatrix} 1 \\ 0 \end{pmatrix} \) is shown in Figure 2. A typical tile has a fractal structure. However, there are some exceptions. The tile corresponding to the matrix \( \begin{pmatrix} 0 & -2 \\ 1 & 0 \end{pmatrix} \) and digits
is a simple rectangle. In Fig. 3 we can see its partition into its
dilated copies.

Fig. 3: A partition of tile-rectangle into two copies similar to it

In this work we classify simple tiles. In the beginning we consider the simplest case of tiles which are parallelepipeds. These tiles are characterized in [2]. We obtain their full classification in Section 4. Then we study tiles-polyhedra. For two-dimensional plane \((d = 2)\) we show that there does not exist polygonal tile (not necessarily convex), except for parallelepipeds. For arbitrary dimension analogous results stay as an open problem, which is formulated as a conjecture in Section 11. All convex tiles are characterized in Section 7. Finally, the question about disconnected simple tiles and attractors (which consist of finite number of polyhedra) is, apparently, the most difficult. We give non-trivial examples of such sets in arbitrary dimensions and only in the case \(d = 1\) we obtain their complete classification mentioning other known results about integer tiles.

Obtained results can be used for constructing Haar systems in \(\mathbb{R}^d\), so called box-Haar systems which have simple structure and have larger smoothness in comparison to other Haar bases (see Section 5).

The structure of this work is the following: in Section 2 we give the main definitions and recall basic facts about tiles, in Section 3 we prove a range of results about reducibility, and in Section 4 classify all attractor-parallelepipeds and analyse some examples. In Section 5 box-Haar systems are constructed, Section 6 is devoted to attractors which are polygons in the plane. Then (Section 7) we classify all convex attractors in \(\mathbb{R}^d\), finally, the question about the classification of disconnected attractors is studied in Sections 9 and 10.

2 Main definitions

Let \(M \in \mathbb{Z}^{d \times d}\) be an integer expanding matrix (all of whose eigenvalues are larger than one in absolute value). Let \(m = |\det M|\). The factor-group \(\mathbb{Z}^d/M\mathbb{Z}^d\) consists of \(m\) equivalent classes. We choose one representative \(d_i \in \mathbb{Z}^d\) from each equivalence class, we call this obtained set a set of digits: \(D(M) = \{d_i : i = 0, \ldots, m - 1\}\). We always suppose that \(0 \in D(M)\). In one-dimensional case, \(D(M)\) denotes the set of digits of the \(m\)-adic system. We always suppose that the matrix and the set of digits are defined and that the set of digits cor-
responds to this matrix. Let us notice that for every matrix, there are infinitely many corresponding sets of digits.  
Consider the following set  
\[ G = \left\{ \sum_{k=1}^{\infty} M^{-k}d_{nk} : d_{nk} \in D(M) \right\}. \]

In the works [1], [2], it is shown that for every expanding integer matrix \( M \) and for an arbitrary set of digits \( D(M) \), the set \( G \) is a compact set with a nonempty interior and possesses the following properties:

1. the Lebesgue measure \( \mu(G) \in \mathbb{N} \);
2. \( G = \bigcup_{d \in D(M)} M^{-1}(G + d) \), the sets \( M^{-1}(G + d) \) have intersections of zero measure;
3. the indicator function \( \chi = \chi_G(x) \) of \( G \) almost everywhere satisfies refinement equation  
   \[ \chi(x) = \sum_{d \in D(M)} \chi(Mx - d), \quad x \in \mathbb{R}^d; \]
4. \( \sum_{k \in \mathbb{Z}^d} \chi(x + k) \equiv \mu(G) \) almost everywhere, i.e., integer shifts of \( \chi \) cover \( \mathbb{R}^d \) with \( \mu(G) \) layers;
5. \( \mu(G) = 1 \) if and only if the function system \( \{\chi(\cdot + k)\}_{k \in \mathbb{Z}^d} \) is orthonormal.

This allows us to give the following definition.

**Definition 1.** Let \( M \in \mathbb{Z}^{d \times d} \) be the fixed expanding integer matrix and \( D(M) = \{d_i : i = 0, \ldots, m - 1\} \) be the corresponding set of digits. If the Lebesgue measure of the set \( G = \{\sum_{k=1}^{\infty} M^{-k}d_{nk} : d_{nk} \in D(M)\} \) is equal to one (i.e. \( \mathbb{R}^d \) is covered by integer shifts of set \( G \) with one layer), then the set \( G \) is called tile.

However, in many cases we impose some weaker assumptions on the set \( G \). We require the existence of such an expanding matrix \( M \in \mathbb{R}^{d \times d} \) (not necessarily integer) and such set \( S(M) \) of arbitrary vectors from \( \mathbb{R}^d \), that the property 2 is satisfied. That is:

**Definition 2.** If for a nonempty compact set \( G \), there exists expanding matrix \( M \in \mathbb{R}^{d \times d} \) and the set of arbitrary vectors \( S(M) \) such that \( G = \bigcup_{s \in S(M)} M^{-1}(G + s) \) where the sets \( M^{-1}(G + s) \) have intersections of zero measure, then the set \( G \) is called attractor.

**Remark 1.** For every set of vectors \( S(M) \) and an arbitrary expanding matrix \( M \), there exists a unique attractor, because by classical Hutchinson theorem (see [7]) for each finite set of contractions, there is a unique invariant set.

When it is possible, we formulate theorems in general case, for attractors. Since tile is a special case of an attractor, it is important to keep in mind the correctness of those results for tiles.
3 Reducible tiles and attractors

We start with the definitions of tensor products of attractors and establish their main properties. For arbitrary vectors \( a = (a_1, \ldots, a_p) \) and \( b = (b_1, \ldots, b_q) \) we denote \( a \times b = (a_1, \ldots, a_p, b_1, \ldots, b_q) \). For arbitrary sets of vectors \( A \) and \( B \) we denote by \( A \times B = \{ a \times b \mid a \in A, b \in B \} \).

Definition 3. Let us fix an attractor \( G_1 \) with a matrix \( M_1 \) and a set of translations \( S_1 \) in \( \mathbb{R}^{d_1} \) and an attractor \( G_2 \) with a matrix \( M_2 \) and a set of translations \( S_2 \) in \( \mathbb{R}^{d_2} \). Then we call the set \( G_1 \times G_2 \) tensor product of attractors \( G_1 \) and \( G_2 \).

Proposition 1. 1) The set \( G_1 \times G_2 \subseteq \mathbb{R}^{d_1+d_2} \) is also an attractor for the block-diagonal matrix \( M \), which consists of blocks \( M_1 \) and \( M_2 \) and the set of translations \( S_1 \times S_2 \).

2) If both sets \( G_1 \) and \( G_2 \) are tiles, then their product (as attractors) is also a tile.

Proof. We denote by \( \begin{pmatrix} s_1 \\ s_2 \end{pmatrix} \) the product \( s_1 \times s_2 \). To prove 1) we check that

\[
\bigcup_{s=s_1 \times s_2 \in S_1 \times S_2} M^{-1}(G + s) = \bigcup_{s_1 \times s_2 \in S_1 \times S_2, g_1 \times g_2 \in G_1 \times G_2} \begin{pmatrix} M_1^{-1} & 0 \\ 0 & M_2^{-1} \end{pmatrix} \begin{pmatrix} g_1 \\ g_2 \end{pmatrix} + \begin{pmatrix} s_1 \\ s_2 \end{pmatrix} = \bigcup_{s_1 \times s_2 \in S_1 \times S_2} \begin{pmatrix} M_1^{-1}(G_1 + s_1) \\ M_2^{-1}(G_2 + s_2) \end{pmatrix} = G_1 \times G_2,
\]

and similarly that the sets

\[
\begin{pmatrix} M_1^{-1} & 0 \\ 0 & M_2^{-1} \end{pmatrix} \begin{pmatrix} G_1 \\ G_2 \end{pmatrix} + \begin{pmatrix} s_1 \\ s_2 \end{pmatrix} \quad \text{and} \quad \begin{pmatrix} M_1^{-1} & 0 \\ 0 & M_2^{-1} \end{pmatrix} \begin{pmatrix} G_1 \\ G_2 \end{pmatrix} + \begin{pmatrix} s'_1 \\ s'_2 \end{pmatrix}
\]

have intersection of measure zero.

Now we verify 2). Let \( G_1 \) and \( G_2 \) be tiles, \( D_1 := S_1, D_2 := S_2 \) be the corresponding sets of digits. If we consider the set \( D_1 \times D_2 \) as the set of shifts, we obtain the required set:

\[
G = \left\{ \sum_{i=1}^{\infty} M_1^{-i} d_{i_1} : d_{i_1} \in D_1, d_{i_2} \in D_2 \right\} = \left\{ \sum_{i=1}^{\infty} M_2^{-i} d_{i_2} : d_{i_1} \in D_1, d_{i_2} \in D_2 \right\} = \left\{ \sum_{i=1}^{\infty} M_1^{-i} d_{i_1} : d_{i_1} \in D_1 \right\} \times \left\{ \sum_{i=1}^{\infty} M_2^{-i} d_{i_2} : d_{i_2} \in D_2 \right\} = G_1 \times G_2.
\]

It is easy to notice that if integer shifts of \( G_1 \) cover \( \mathbb{R}^{d_1} \) with one layer and integer shifts of \( G_2 \) cover \( \mathbb{R}^{d_2} \) with one layer, then integer shifts of \( G_1 \times G_2 \)
cover $\mathbb{R}^{d_1+d_2}$ with one layer:

$$\bigcup_{(z_1, z_2) \in \mathbb{Z}^{d_1+d_2}} (G_1 \times G_2 + \begin{pmatrix} z_1 \\ z_2 \end{pmatrix}) = \bigcup_{z_1 \in \mathbb{Z}^{d_1}} (G_1 + z_1) \times \bigcup_{z_2 \in \mathbb{Z}^{d_2}} (G_2 + z_2) = \mathbb{R}^{d_1+d_2}.$$ 

If \(\begin{pmatrix} z_1 \\ z_2 \end{pmatrix} \neq \begin{pmatrix} z_3 \\ z_4 \end{pmatrix}\), we have

$$\mu \left( \left( G_1 \times G_2 + \begin{pmatrix} z_1 \\ z_2 \end{pmatrix} \right) \cap \left( G_1 \times G_2 + \begin{pmatrix} z_3 \\ z_4 \end{pmatrix} \right) \right) = \mu \left( (G_1 + z_1) \cap (G_1 + z_3) \right) \mu \left( (G_2 + z_2) \cap (G_2 + z_4) \right) = 0.$$ 

Let us also verify that the set of shifts $D_1 \times D_2$ is a well-defined set of digits. Let the first shift from $D_1 \times D_2$ consist of $d_{k_1} \in D_1$ and $d_{k_2} \in D_2$, the second shift consist of $d_{l_1} \in D_1$ and $d_{l_2} \in D_2$. We should check that they are in different classes of equivalency with respect to the matrix $M$. If

$$\begin{pmatrix} d_{k_1} \\ d_{k_2} \end{pmatrix} - \begin{pmatrix} d_{l_1} \\ d_{l_2} \end{pmatrix} = \begin{pmatrix} M_1 & 0 \\ 0 & M_2 \end{pmatrix} \begin{pmatrix} z_1 \\ z_2 \end{pmatrix},$$

then

$$(d_{k_1} - d_{l_1}) = M_1 z_1, (d_{k_2} - d_{l_2}) = M_2 z_2 \Rightarrow d_{k_1} = d_{l_1}, d_{k_2} = d_{l_2},$$

i.e. it is possible only if the digits are equal.

Proposition 1 is proved.

Definition 4. An attractor is irreducible if it is not a tensor product of other attractors.

In what follows we analyse in which cases attractors can be simple sets instead of being fractals: when they are parallelepipeds, polygons, polyhedra. In Section 4 we characterize irreducible attractors which are parallelepipeds and show that all other attractors-parallelepipeds are their tensor product.

4 The classification of box-attractors

Let us investigate the structure of “simple” attractors that are parallelepipeds (any, not only rectangular). We call such sets box-attractors. If the attractor is a tile, we call it a box-tile.

It is clear that every attractor is a product of irreducible attractors. In Theorem 1 we prove that a box-attractor is decomposed into a product of not just attractors but box-attractors (irreducible). Similarly, a box-tile is decomposed into a product of box-tiles. Then in Theorem 2 we classify irreducible box-attractors and further give some examples.

Theorem 1. Each box-attractor is in a suitable basis a tensor product of irreducible box-attractors; each box-tile in a suitable basis is a tensor product of irreducible box-tiles.
Proof. Let the initial attractor $G$ be generated by the matrix $M$ and the set of shifts $S$. Since it is an attractor, it is a union of the non-overlapping copies (shifts) $G_1, \ldots, G_k$ of its contraction obtained with the matrix $M^{-1}$.

First we establish that a parallelepiped can be tiled (without overlappings) with some shifts of a similar parallelepiped only if the faces of small parallelepipeds are parallel to the faces of the big one. As a consequence, the edges of small parallelepipeds are also parallel to the edges of the big parallelepiped. Indeed, for each face of the big parallelepiped, there is a parallel face of a small parallelepiped (for example, the one that is adjacent to it). Each of the parallelepipeds consists of the pairs of parallel faces. Since parallelepipeds have equal number of faces, for each face of a small parallelepiped there is a parallel face of the big parallelepiped.

Consider the coordinate system with axes along the edges of the initial parallelepiped $G$ with the origin in one of the vertices. Since the edges of the parallelepiped $M^{-1}G$ are parallel to the edges of the parallelepiped $G$, the directions of the edges of $M^{-1}G$ are rearranged directions of the basis vectors. This permutation is split into the cycles, hence the matrix $M^{-1}$ has in the new basis a block-diagonal form, where each block corresponds to its own cycle. For each cycle, let us consider the projection $G'$ of the initial parallelepiped $G$ onto the subspace $X$ spanned by the basis vectors from this cycle. Denote by $M_1$ the block in the matrix $M$ (in the new basis) corresponding to an arbitrary fixed cycle. Consider those of sets $G_1, \ldots, G_k$ that are adjacent to $G'$, denote them by $G_1', \ldots, G_q'$. Let them be obtained from the parallelepiped $G_1$ with shifts $s_1, \ldots, s_q \in S$. The shifts $s_1, \ldots, s_q \in S$ are parallel to $X$ since otherwise they have the part orthogonal to $X$ and $G_1, \ldots, G_q$ are not all adjacent to $X$. The union of sets $G_1', \ldots, G_q'$ (the projections of $G_1, \ldots, G_q$ on the $X$) is the parallelepiped $G'$. Indeed, since $G$ is tiled with the sets $G_1, \ldots, G_k$, its projection $G'$ onto $X$ is covered with adjacent to $G'$ sets and these projections do not overlap (otherwise $G_1, \ldots, G_q$ overlap since they are shifts of each other along $X$). All sets $G_i'$ are shifted copies of the set $M_1^{-1}G'$. So $G'$ is the box-attractor since it is the union of its non-overlapping dilated copies $G_i'$ obtained under the action of the matrix $M_1$. In other words, $G'$ is the box-attractor corresponding to the fixed cycle.

If the initial attractor $G$ is a tile, then the initial set of shifts is the set of digits for the matrix $M$. All the vectors $s_1, \ldots, s_q$ are parallel to the space $X$, therefore we can keep only their coordinates corresponding to $X$ and obtain integer vectors $s_1', \ldots, s_q'$ of smaller dimension (just without some zeros). These vectors form the set of digits to the matrix $M_1$. Indeed, otherwise if $s_k' - s_i' = M_1 z_1$, then $s_k - s_l = Mz$ (since $s_k$ and $s_k'$ differ only in zeros). We can cover $G'$ with the use of vectors $s_1', \ldots, s_q'$ and the matrix $M_1$, so

$$G' = \bigcup_{s \in \{s_1', \ldots, s_q'\}} M_1^{-1}(G' + s),$$
and the sets $M_i^{-1}(G' + s)$ are non-overlapping. Hence

$$G' = \left\{ \sum_{i=1}^{\infty} M_i^{-1} s_i : s_i \in \{s'_1, \ldots, s'_q\} \right\}.$$  

Besides that, integer shifts of $G'$ tile the space $X$ with one layer (as integer shifts of $G$ tile $\mathbb{R}^d$ with one layer, and we keep only shifts parallel to $X$, we obtain the tiling of $X$). Thus, $G'$ satisfies the definition of a tile. Therefore, a box-tile is decomposed in box-tiles.

The attractor $G'$ corresponding to one cycle is irreducible. Otherwise the permutation of its basis directions decomposes into independent cycles corresponding to the multipliers in the tensor product.

Theorem 1 is proved.

Theorem 2. Suppose $M \in \mathbb{Z}^{d \times d}$ is an expanding matrix. Then the following conditions are equivalent:

a) There exists an irreducible box-attractor, constructed by this matrix and some set of integer shifts.

b) In suitable basis over $\mathbb{Z}^d$ the matrix has the following form:

$$
\begin{pmatrix}
0 & p_1 & 0 & \ldots & 0 \\
0 & 0 & p_2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \ldots & \ldots & 0 \\
\pm p_n & 0 & 0 & \ldots & 0
\end{pmatrix},
$$

where all $p_i$ are natural numbers. Also, the product of all $p_i$ is equal to the determinant of the matrix $M$ in the absolute value.

Proof. Let $M$ be an integer expanding matrix.

Let us prove that a) implies b). Consider an irreducible box-attractor $G$ generated by the matrix $M$ and a set of integer shifts $S$. The matrix $M^{-1}$ permutes the directions along edges. Hence, there is its power $M^{-k}$ acting as a contraction along the edges. Let us show that the attractor $G$ can be also generated by the matrix $M^k$ with some shifts. Indeed,

$$G = \bigcup_{s \in \{s'_1, \ldots, s'_m\}} M^{-1}(G + s) = \bigcup_{s \in \{s'_1, \ldots, s'_m\}} \left( \bigcup_{s' \in \{s'_1, \ldots, s'_m\}} M^{-1}(G + s') + s \right)$$

$$= \bigcup_{s, s' \in \{s'_1, \ldots, s'_m\}} M^{-2}(G + s' + Ms).$$

Therefore, we may assume that the generating matrix is the matrix $M^2$ and the corresponding set of its shifts is the set $\{G + s' + Ms | s, s' \in \{s'_1, \ldots, s'_m\}\}$. The shifts are integer as the matrix $M$ is integer. Similarly, it holds for bigger powers, in particular, for the matrix $M^k$.

Now prove that if a box-attractor $G$ is generated by an integer matrix $M_1$ that acts as the expansion along its edges (in our case $M_1 = M^k$) and integer
shifts, then its edges are vectors with integer coordinates. The parallelepiped $G$ is split as a lattice (see Fig. 4). Fix an arbitrary edge $e$; let the matrix $M_1^{-1}$ contract it in $h$ times. There are several contracted sets adjacent to the edge $e$, the first one is the set $M_1^{-1}G$. Let the next one be the set $M_1^{-1}(G + s_0)$ (the neighbour along the edge $e$). Due to properties of the matrix $M_1$, the shift $s_0$ are along the edge $e$. If we shift the set $M_1^{-1}G$ by the vector $s_1 = M_1^{-1}s_0 = s_0/h$, we obtain exactly the set $M_1^{-1}(G + s_0)$. On the other hand, these two sets are adjacent to each other as they are the neighbors among sets intersecting with the edge $e$. Consequently, the edge $e/h$ of the parallelepiped $M_1^{-1}G$ moves by the shift $s_1$ to the edge of the parallelepiped $M_1^{-1}(G + s_0)$. Thus $|e|/h = |s_1| = |s_0|/h$, and then, as $e$ and $s_0$ have the same direction, they are equal, hence, $e$ is an integer vector.

![Fig. 4: The proof that the edges of $G$ are integer.](image)

Fix a vertex of the parallelepiped $G$ and consider its adjacent edges. Consider the integer basis consisting of those integer vectors. The matrix $M^{-1}$ acts as a cycling permutation of this basis. We renumber and change the directions of basis vectors to assume that the image of the edge $e_1$ under the action of $M^{-1}$ is $e_2 \cdot k_1$, the image of $e_2$ is $e_3 \cdot k_2$, etc., the image of $e_n$ is $\pm e_1 \cdot k_n$ (the new basis is also integer). Since the initial parallelepiped is tiled with contracted parallelepipeds, we obtain $k_i = 1/p_i$ where $p_i$ is a natural number (it is the number of parts obtained by splitting the $i$-th edge). In total, there are $p_1 \cdots p_n$ parts, therefore this product is equal to the determinant of the initial matrix in the absolute value (and it is the number of digits in case of a tile). Then the matrix $M^{-1}$ in this basis has the following form:

$$
\begin{pmatrix}
0 & 0 & \cdots & 0 & \pm \frac{1}{p_n} \\
\frac{1}{p_1} & 0 & 0 & \cdots & 0 \\
0 & \frac{1}{p_2} & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & \frac{1}{p_{n-1}} & 0
\end{pmatrix}
$$
Thus, the matrix $M$ in this basis has the form

$$
\begin{pmatrix}
0 & p_1 & 0 & \ldots & 0 \\
0 & 0 & p_2 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & p_{n-1} \\
\pm p_n & 0 & 0 & \ldots & 0
\end{pmatrix},
$$

as it was required to prove for the necessity.

Now show that b) implies a). From the form of matrix (in some basis) it follows that under the action of contraction $M^{-1}$ the basis directions permute in cycle. Hence, any attractor generated by $M$ is irreducible (otherwise the generated permutation has several cycles). We construct the parallelepiped $G$ spanned on the vectors of our integer basis. Due to the form of the matrix $M$, each edge of the parallelepiped $G$ is split under the action of the contraction $M^{-1}$ into the integer number of parts (depending on $p_i$). Hence, we can tile the whole set $G$ with shifts of the set $M^{-1}G$. The shortest vector of the shifts along the edge $e$ of the parallelepiped $G$ is $e$ divided by some $N$, where $N$ is an integer. The vector $e$ is integer, therefore in the initial basis all vectors of shifts along the edge $e$ have rational coordinates (these vectors have the form $k_j\, e/N$). We multiply all shift vectors (for all edges $e$) simultaneously by a big natural number $N$ so that all new shift vectors are integer. The parallelepiped $G$ also expands to the parallelepiped $G_1$. Then the attractor $G_1$ generated by these expanded integer shifts (which have the form $Nk_j\, e/N$) and the matrix $M$ is also an irreducible box-attractor that is required.

Theorem 2 is proved.

**Remark 2.** Let us fix an arbitrary irreducible box-attractor in its cyclic form from b). Then note that not all $p_i = 1$. Otherwise we have $M^q e_1 = e_1$, where $q$ is the length of the cycle; it is a contradiction with the dilation property of the matrix $M^{-1}$.

**Corollary 1.** A box-attractor generated by a dilation matrix with prime determinant is irreducible.

Indeed, otherwise the matrix is decomposed into the block-diagonal parts corresponding to irreducible attractors, then the determinant is a product of the determinants that are not all equal to one because of Remark 2.

Let us illustrate the theorems with several examples.

**Example 1.** Consider the matrix $M = \begin{pmatrix} 0 & -2 \\ 1 & 0 \end{pmatrix}$ with the determinant 2 which we have already met in Section 3. It consists of one cyclic block and generates a box-tile, for example, with digits $\begin{pmatrix} 0 \\ 1 \end{pmatrix}$, $\begin{pmatrix} 1 \\ 0 \end{pmatrix}$; see Fig. 3.
Example 2. Let us construct an irreducible box-attractor in $\mathbb{R}^3$. We use the matrix

$$M = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 2 & 0 & 0 \end{pmatrix}.$$  

Since $|\det M| = 2$, there are two shifts, so the box-attractor is divided with the contraction $M^{-1}$ into two parts. To analyse how it works, consider the matrix

$$M^{-1} = \begin{pmatrix} 0 & 0 & -\frac{1}{2} \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}.$$ 

The partition is represented in Fig. 5.

![Fig. 5: The example of a box-attractor with two shifts.](image)

Example 3. The matrix

$$M = \begin{pmatrix} 0 & 3 & 0 \\ 0 & 0 & 2 \\ 2 & 0 & 0 \end{pmatrix}, \quad \text{where } M^{-1} = \begin{pmatrix} 0 & 0 & \frac{1}{2} \\ \frac{1}{3} & 0 & 0 \\ 0 & \frac{1}{2} & 0 \end{pmatrix},$$

generates an irreducible box-attractor with 12 shifts. The partition is depicted in Fig. 6.

![Fig. 6: The example of a box-attractor with twelve shifts.](image)
5 Box-Haar systems

In this section we recall the definition of the Haar bases and spot the advantages of the Haar systems constructed by the box-tiles described in Section 4.

Using an arbitrary tile in $\mathbb{R}^d$ it is possible to construct the basis in the space $L_2(\mathbb{R}^d)$. Let us consider in details this construction described, for example, in [2].

Recall the construction of the classical one-dimensional Haar system on the segment $[0, 1]$. It is performed in several levels. First we define the function

$$h_0(x) = \chi_{[0, 1]}.$$  

Then the functions of level $j$ are constructed by the general formula

$$h_{2^j+k}(t) = \begin{cases} 
(\sqrt{2})^j, & t \in \left[\frac{k}{2^j}, \frac{k+1}{2^j}\right) \\
-(\sqrt{2})^j, & t \in \left[\frac{k+1}{2^j}, \frac{k+1}{2^j+1}\right), \\
0, & \text{otherwise},
\end{cases}$$

$$k = 0, \ldots, 2^j - 1.$$ 

The union of $h_0(x)$ and the functions of all levels forms the basis in $L_2[0, 1]$. The first few basis functions are shown in Fig. 7–10.

The basis in $L_2(\mathbb{R})$ slightly differs from the basis in $L_2[0, 1]$: the function $h_0(x)$ is not included, the shifts in each level are allowed to be along the whole line, and the binary expansions of functions are also added. In other words, we consider the function

$$\psi(t) = \chi_{[0, \frac{1}{2}]} - \chi_{[\frac{1}{2}, 1]},$$
and the basis in $L_2(\mathbb{R})$ is generated by it

$$\psi_{j,k} = 2^{j/2} \psi(2^j t - k), \ j, k \in \mathbb{Z}. $$

Similarly one defines the multivariate Haar system. We fix a tile $G$ defined by an integer expanding matrix $M$ and by a system of digits $D(M) = \{d_0, d_1, \ldots, d_{m-1}\}$. Binary contraction is replaced by the multiplication by powers of the matrix $M$. The function $h_0$ is replaced by the indicator of the tile $G$.

We choose arbitrary $m - 1$ orthonormal vectors $e_1, \ldots, e_{m-1}$ in the space $W = \{x \in \mathbb{R}^m \mid \sum_{i=0}^{m} x_i = 0\}$, and we denote by $(e_i)_k$ the $k$-th coordinate of the vector $e_i$. Firstly, the auxiliary set of Haar wavelet functions is constructed

$$\psi_s(x) = \sqrt{m} \sum_{k=0}^{m-1} (e_s)_{k+1} \chi_{M^{-1}(G+d_k)} \ \forall s = 1, \ldots, m-1.$$  

Then

$$\left\{m^{j/2}\psi_s(M^j x - k)\right\}_{j \in \mathbb{Z}, k \in \mathbb{Z}^d, s=1,\ldots,m-1}$$

is the basis in $L_2(\mathbb{R}^d)$ called Haar basis. Thus, every tile generates a Haar system.

Orthonormal Haar bases are widely applied in approximation theory, numerical methods, signal processing, etc. (see, for example, [3], [8]).

**Definition 5.** We call a multivariate Haar system box-Haar system if it is generated by a box-tile.

As we can see from the construction, the less is the number of digits $m$, the simpler is the corresponding Haar basis. One of the advantages of using
box-Haar is the reduction of the number of digits and, as a consequence, of the wavelet functions. This eventually allows us to achieve the required accuracy using less coefficients of expansion.

For example, there exists the integer matrix
\[
\begin{pmatrix}
0 & 2 \\
1 & 0
\end{pmatrix}
\]
with \(| \det M | = 2\) that generates a box-tile. However, if we restrict ourselves only to tensor products of one-dimensional Haar systems (the simplest systems generated by diagonal matrices), it is impossible to obtain a tile with two digits. In this case one needs at least four digits, and, respectively, three generating wavelet functions (in case of two digits the system is generated by one wavelet-function). Indeed, the matrix \(M\) is expanding, so, if it is diagonal, then all diagonal elements must be at least two in absolute value. Therefore, \(| \det M | \geq 2 \cdot 2 = 4\). Using box-Haars we can guarantee the existence of Haar system with two digits in arbitrary dimension because we can define the corresponding matrix by Theorem 1.

Another advantage of using box-Haars is their smoothness. This parameter is responsible for the rate of approximation by the Haar system. We define the Hölder exponent of regularity of function as follows
\[
\alpha_\varphi = \sup \{ \alpha \geq 0 \mid \exists c: \| \varphi(\cdot) - \varphi(\cdot + h) \|_2 \leq c \cdot h^\alpha \}.
\]
It is known that in \(L_2\) the Hölder regularity is equal to Sobolev regularity
\[
s_\varphi = \sup \left\{ s > 0 \mid \int |\hat{\varphi}(\xi)|^2 (|\xi|^2 + 1)^s d\xi < \infty \right\},
\]
where \(\hat{\varphi}(\omega) = \int_{-\infty}^{\infty} \varphi(x) e^{-ix\omega} dx\).

The regularity of Haar system is defined as the regularity of the indicator function of the corresponding tile \(G\). It is known that for indicator functions the value of regularity does not exceed 0.5. So in the case when the tile \(G\) is “simple”: parallelepiped, polyhedra or their union, the regularity of the corresponding Haar system (which is equal to 0.5 in these cases) is maximal. Thus, the rate of approximation by means of box-Haar is the best possible.

6  The classification of plane polygonal attractors

In this section we investigate the case \(d = 2\), but move from box-attractors to arbitrary polygonal attractors on the plane. As usual, we assume that a polygon is a plane figure bounded by a closed simple broken line. All polygons are connected but not always convex. Non-convex polygonal attractors are specially difficult to analyse. We show that there are no other polygonal attractors but parallelograms. After that we come back to the case of arbitrary dimension but restrict ourselves to the convex case.

**Theorem 3.** If a plane polygon \(G \subset \mathbb{R}^2\) is an attractor, then it is a parallelogram.

Now we introduce the following concept.
Definition 6. We say that a side of the polygon is extreme, if the line that contains this side does not intersect the interior of the polygon. All sides located on the same line with a given extreme side are called conjugate.

Proof. It can be assumed that all angles of the polygon are different from $180^\circ$. Let the dilation operator be $M^{-1}$. All sides of the polygon $G$ can be divided into equivalence classes: the sides are equivalent if they are parallel. Consider also such equivalence classes of the polygon $M^{-1}G$.

The affine transform preserves parallel lines, therefore the numbers of classes of $G$ and of $M^{-1}G$ are equal. Since the polygon $G$ is divided into parallel copies of $M^{-1}G$, each side of $G$ is adjacent to some side of one of the copies $M^{-1}G$. Hence, each class of the polygon $G$ has at least one corresponding class of $M^{-1}G$ which is parallel to it. Besides, there is the only such class since different classes of $M^{-1}G$ are not parallel. The numbers of classes of $G$ and of $M^{-1}G$ are equal. Let us identify the parallel classes of $G$ and of $M^{-1}G$, then we obtain a permutation $\sigma$ of the classes of a polygon $G$. A certain degree of a permutation $\sigma$, say $\sigma^{N_1}$, is equal to the identity. Then $M^{-N_1}$ takes each side of the polygon $G$ to a parallel side of the polygon $M^{-N_1}G$.

Since $M^{-1}$ is a dilating operator, there exists $N_2$ such that, for every $n > N_2$, the diameter of the set $M^{-n}G$ is at least twice less than the length of an arbitrary side in $G$. In particular, this implies that, for every $n > N_2$, each side of the polygon $G$ is divided by the dilated polygons (copies of $M^{-n}G$) into at least two segments.

Denote by $N = 2N_1 \cdot N_2$. Then under the action of $M^{-N}$ on $G$ the image of each side of $G$ is parallel to it, is divided by the contracted polygons into at least two parts. The diameter of the dilated set is at least twice less than the length of an arbitrary side in $G$. The evenness of $N$ will be used later. Let $M_1 = M^N$.

Let us prove the following lemma.

Lemma 1. If a polygon $G$ is an attractor, then at least one of the following statements holds.

1) The transform $M_1^{-1} = M^{-N}$ is a homothety with a positive coefficient.

2) All sides of a polygon $G$ are parallel to two lines. In the coordinate system with axes parallel to these lines, $M_1^{-1}$ is a diagonal matrix with a strictly positive diagonal.

Proof. The set of all lines passing through the origin on the plane is a projective line. The matrix $M^{-N/2}$ defines a projective transform of this line. Besides that, the definition of the number $N$ implies that the operator $M^{-N/2}$ takes each side of the polygon $G$ to the parallel side of the polygon $M^{-N/2}G$. If the polygon $G$ has at least three classes of parallel lines, then this projective transform has at least three fixed points. Thus, it is the identity. Consequently, each line on the plane preserves its direction under the transform $M^{-N/2}$. Thus, $M^{-N/2}$ is a homothety. Then $M^{-N}$ is a homothety with a positive coefficient, and 1) holds.

Now consider the second case, when a polygon $G$ has at most two classes of parallel sides. Since the matrix $M^{-N/2}$ takes each side of the polygon $G$ to a parallel side of the polygon $M^{-N/2}G$, and the sides are parallel to the coordinate
axes, the matrix \( M^{-N/2} \) is diagonal. Then \( M^{-N} \) is a diagonal matrix with the positive elements on the diagonal.

Lemma 1 is proved.

Now continue the proof of Theorem 3. Let us prove that a polygonal attractor has at least one extreme side (notice that it is not necessary for an arbitrary polygon).

Fix an arbitrary side \( s \) of the polygon \( G \). It is covered with the non-overlapping sides of small polygons that are adjacent to it. At least one of these segments of nonzero length contains the midpoint of the side \( s \). Let it be the side \( h \) of the small polygon \( H \). The chosen polygon \( H \) can not intersect the line that contains \( s \) in the points outside \( s \) since its diameter is less than \( |s|/2 \).

Therefore, the whole polygon \( H \) lies on the one side of the line that contains \( s \), and its side \( h \) is extreme. Since affine transform preserves the extreme property of sides, the initial polygon \( G \) also has at least one extreme side.

Fix an arbitrary extreme side \( l \) of the polygon \( G \). Let us introduce the coordinate system with the abscissa along the side \( l \) and assume that the whole polygon lies in the upper half-plane. Everywhere below we denote the terms on the left, on the right, up, down in a natural way, according to this coordinate system. Denote the neighbouring sides of the side \( l \) of the polygon \( G \) by \( m_1 \) (on the left) and \( m_2 \) (on the right).

Only extreme sides of the dilated polygons are adjacent to the extreme side \( l \) of the polygon \( G \) because each of the contracted polygons is a subset of \( G \), that is, a subset of the upper half-plane. Thus, only extreme sides of the dilated polygons which correspond to the extreme sides of the polygon \( G \) from the equivalence class of the side \( l \) can be adjacent to \( l \). Lemma 1 implies that it can be only the shifts of the side \( M_1^{-1}l \) and its conjugates. Indeed, Lemma 1 implies that the transform is a contraction with positive coefficients and does not change the relative position of the sides and their directions.

Observe that the side \( l \) (and similarly an arbitrary extreme side) has no conjugate sides. Assume the converse, then the side \( M_1^{-1}l \) has some conjugate sides. Let \( T \) be the set of shifts of \( M_1^{-1}G \) which tile the polygon \( G \). Since the side \( l \) is extreme, the polygons from \( T \) intersecting \( l \) are the shifts of each other along the abscissa. All of them intersect \( l \) by several segments that are shifts of the side \( M_1^{-1}l \) and of its conjugate sides. Consider one of these polygons from \( T \), let it be \( F \). The polygon \( F \) has at least two segments on the line \( l \), and the free space on \( l \) between them should be filled. Let \( H \) be a polygon from \( T \) that contains some part of this free space. Then \( H \) necessarily intersects \( F \), which is a contradiction (see Fig. 11).

Besides, if a side of a small polygon is adjacent to \( l \), then it is a subset of \( l \). Otherwise the small polygon intersects either \( m_1 \) or \( m_2 \) (they lie as well as the whole polygon in the upper half-plane).

Hence, the side \( l \) is divided into equal segments by the polygons from \( T \) (as we know, to at least two segments). Consider the leftmost of these segments (in the direction of the abscissa). Let it be a side of the polygon \( H_1 \). The polygon \( H_1 \) has the side \( l_1 \) which corresponds to the left side \( m_1 \) of the initial polygon \( G \).
Lemma 1 implies that \( l_1 \) lies on the line which contains \( m_1 \). Since the diameter of \( H_1 \) is less than the sides of a polygon \( G \), the side \( l_1 \) is a subset of \( m_1 \).

Let us show that \( m_1 \) is an extreme side. Suppose the converse, that the line which contains \( m_1 \) intersects the interior of the polygon \( G \). Then the line which contains \( l_1 \) intersects the interior of the polygon \( H_1 \). However, since the diameter of \( H_1 \) is less than the length of the side \( m_1 \), the side \( m_1 \) intersect the interior of a polygon \( H_1 \), which is impossible. Thus, \( m_1 \) is an extreme side in the polygon \( G \).

Then the left neighbouring side of \( m_1 \) is also extreme and so on. Following the chain we prove that all sides of a polygon \( G \) are extreme. This implies that the polygon is convex.

Now prove that the sides \( m_1 \) and \( m_2 \) are parallel. Similarly, the neighbours of an arbitrary extreme side are parallel, i.e. every second side of the polygon is parallel. Then because of the convexity the polygon is necessarily a parallelogram. As we found out before, the side \( l \) is divided into the shifts of the side \( M_1^{-1}l \). The first segment of a partition corresponds to the polygon \( H_1 \). Suppose that the second segment of a partition on \( l \) corresponds to the polygon \( H_2 \) which is a shifted copy of the polygon \( H_1 \). Then it has a side equal to the side \( l_1 \). One of the sides of \( H_1 \) also lies on the same line with this side of \( H_2 \) (see Fig. 12). Otherwise there will be an angle that is impossible to fill with finitely many polygons with a nonzero edge along the abscissa. We obtain that the two neighbouring sides of the segment on \( l \) in \( H_1 \) are parallel. The images of these sides under an affine transform are \( m_1 \) and \( m_2 \), therefore \( m_1 \) is parallel to \( m_2 \).

Theorem 3 is proved. \( \square \)

Thus, there is no convex polygonal attractors on the plane but parallelograms.
7 The classification of the convex attractors

Thus, we found all polygonal attractors on the plane. Now we come back to the arbitrary dimension but consider only the convex case. A general case including nonconvex polyhedra remains an open problem, see also Section 11.

Remark 3. It is interesting to consider the questions related to the structure of an arbitrary self-affine convex bodies (i.e. having a partition into their affine copies with non-overlapping interiors, $X = \bigcup_{i=1,...,m} A_i X$, where $A_i$ is an arbitrary affine operator). In the work of C. Richter [9] it was shown that on the plane such sets are always polygons. In the work of A.S. Voynov [10] these sets were classified in $\mathbb{R}^3$ and G.Valett’s conjecture in the dimension $d \geq 3$ was disproved: Every self-affine body is either a polyhedron or affinely equivalent to a direct product of a self-affine polyhedron and of some convex body of a smaller dimension.

All convex attractors are polyhedra. This statement is well-known. Even stronger statements hold, for instance, Theorem 1 from [10]:

Let $A_1, \ldots, A_m$ be the dilating family of affine operators, i.e. the norm of an arbitrary product $A_{t_1} \ldots A_{t_k}$ tends to 0 as $k \to \infty$ where $t_i \in \{1, \ldots, m\}$. If a convex body $G \subset \mathbb{R}^d$ has a self-affine property, i.e. is a union of its images $A_1 G, \ldots, A_m G$ and the intersection of different images have zero measure, then $G$ is a polyhedron.

Let $A_i x = M^{-1}(x + s_i)$, then we obtain that every convex attractor is a polyhedron.

Now prove that the convex attractor that is a polyhedron is always a parallelepiped. Let us remark that it is not true for self-affine convex bodies from [10].

Theorem 4. Every convex attractor $G$ in $\mathbb{R}^d$ is a parallelepiped.

Proof. We can assume that $G$ is a polyhedron. Let us prove the theorem by induction on the dimension of the space. For $d = 2$ we already know that the statement holds (Theorem 3). Suppose it holds for the dimension $d - 1$, then prove it for $d$.

First we argue as in the two-dimensional case. Let $M^{-1}$ be the contraction operator. All hyperfaces of a polyhedron $G$ can be divided into the equivalence classes: the hyperplanes are equivalent if they are parallel. Consider also such classes of equivalence of the polyhedron $M^{-1}G$. The affine transform preserves parallel lines, therefore the numbers of classes of $G$ and of $M^{-1}G$ are equal. Since the polyhedron $G$ is divided into the copies of $M^{-1}G$, each hyperplane of $G$ is adjacent to some hyperplane of one of the copies $M^{-1}G$. Hence, each class of the polyhedron $G$ has at least one corresponding class of $M^{-1}G$ parallel to it. Besides, there is the only such class since different classes of $M^{-1}G$ are not parallel. Since the numbers of classes of $G$ and of $M^{-1}G$ are equal, the correspondence is bijective and is given by a permutation $\sigma$ of the classes.

Some degree of a permutation $\sigma$, let it be $\sigma^N$, is equal to the identity permutation. Let us remark that because of the convexity of the polyhedron
there is at most two faces in each class, since a convex polyhedron has at most one face parallel to a given one. Let $N$ be a product $2 \cdot N_1$, then under the action of $M^{-N}$ on $G$ the image of each face of $G$ is associated to it. Since the matrix $M^{-1}$ is dilating, each side of $G$ is divided by the contracted polyhedra into at least two parts. Let $M_1 = M^N$.

Fix an arbitrary face $S$ of the polygon, then it is divided by the shifts of a dilated polyhedron $M_1^{-1}G$ into several similar to it polyhedra which are the shifted copies of each other. As we reduce the dimension by one, we can use the induction hypothesis and obtain that this face $S$ is a parallelepiped. We do it for each face and obtain that all faces of $G$ are parallelepipeds.

**Remark 4.** The fact that all faces of $G$ are parallelepipeds does not imply that $G$ is a parallelepiped. The counterexample is a rhombic dodecahedron.  

Observe that $G$ additionally possess the following property: for each $(d-1)$-face (that is, as we know, a parallelepiped) and for every pair of its opposite $(d-2)$-faces, there exist two $(d-1)$-faces parallel to each other that contains them. Then we establish that this property together with the convexity implies that $G$ is a parallelepiped.

Fix an arbitrary $(d-1)$-face $H$ and choose arbitrary two of its opposite $(d-2)$-faces $T_1$ and $T_2$. The polyhedron $G$ has two $(d-1)$-faces that contain $T_1, T_2$ and are different from $H$. Denote them by $K_1, K_2$ and prove that they are parallel.

The face $H$ is adjacent to many $d$-polyhedra that are copies of $M_1^{-1}G$. Their $(d-1)$-faces-parallelepipeds that lie in $H$ are shifted copies of each other. Consider a $d$-polyhedron $P$ that is adjacent to $H$ by the $(d-1)$-face $P$ and also has a $(d-1)$-face that is adjacent to $K_1$, i.e. that is located leftmost (Fig. 13). The parallelepiped $P$ has the $(d-2)$-face $P_1$ lying in $K_1$ and the only parallel to it $(d-2)$-face $P_2$. Consider the neighbour of the parallelepiped $H$, let it be $Q$, such that it is adjacent to the $(d-2)$-face $P_2$ by its $(d-2)$-face $Q_1$ (not necessarily completely). In the parallelepiped $Q$ the face $Q_1$ has the only parallel $(d-2)$-face $Q_2$. The $d$-polyhedra $P$ and $Q$ corresponding to $P$ and $Q$ have $(d-1)$-faces $P_1, P_2, Q_1, Q_2$ that contain $P_1, P_2, Q_1, Q_2$ ($P_1$ is along $K_1$). The parallelepipeds $P$ and $Q$ are adjacent to each other by the faces $P_2, Q_1$. Let us prove that the polyhedra $P$ and $Q$ are also adjacent to each other by the faces $P_2, Q_1$, i.e. that there could not be an angle between the faces $P_2$ and $Q_1$. Suppose the converse. Take some one-dimensional edge $e$ of the parallelepiped $Q$ that is not parallel to its face $Q_1$. Since the face $H$ is filled with the copies of a parallelepiped $Q$, it is possible to draw a segment equal to $e$ through an arbitrary point of the face $H$ such that it lies entirely in one of the copies of $Q$. The polyhedra that are adjacent to $H$ fill the whole polyhedron $G$. Therefore, there is a number $\varepsilon > 0$ such that through an arbitrary point of the polygon $G$ with the distance to the face $H$ less than $\varepsilon$ it is possible to draw a segment equal to $0.5e$ such that it lies entirely in one of the copies of $M^{-1}G$. Let us draw a hyperplane through the faces $P_2$ and $Q_1$ that is parallel to $K_1$. We can draw a segment equal to $0.5e$ through an arbitrary point of this hyperplane.

---

1The author is grateful to the anonymous reviewer for pointing out this example.
with the distance to the intersection of the faces $P_2$ and $Q_1$ less than $\varepsilon$ so that this segment belongs to the only of tiling polyhedra. On the other hand, if we choose this point close enough to the intersection of the faces, then an arbitrary segment will intersect both polyhedra $\bar{P}$ and $\bar{Q}$ since it can not fit entirely in the fixed angle between the faces $\bar{P}_2$ and $\bar{Q}_1$, which is a contradiction.

![Fig. 13: The adjacent to each other dilated copies of the polyhedron $G$.](image)

So the faces $\bar{P}_2$ and $\bar{Q}_1$ are parallel. Since $P_1$ and $Q_2$ are such that $\bar{P}_1$ and $\bar{Q}_2$ can be obtained from each other with a shift (that takes $P$ to $Q$, $P$ to $Q$, $P_1$ to $Q_1$, and so on), all the $(d-1)$-faces $\bar{P}_1$, $\bar{P}_2$, $\bar{Q}_1$, $\bar{Q}_2$ are parallel to each other. Thus, the $d$-polyhedron $\bar{P}$ has two parallel faces $\bar{P}_1$ and $\bar{P}_2$ which are both neighbours of the face-parallelepiped $P$. If we recall that $\bar{P}$ is the dilated initial polyhedron $G$, we conclude that $K_1$ is parallel to $K_2$.

Thus, we have shown that for each $(d-1)$-face of a polyhedron $G$ and for each pair of its opposite $(d-2)$-faces, there exist two $(d-1)$-faces parallel to each other that contain them. Take an arbitrary $(d-1)$-face $H$. It has exactly $2(d-1)$ faces of the dimension $(d-2)$. Denote them by $T_i$, $i = 1, \ldots, 2(d-1)$. Every face $T_i$ is a subset of the only $(d-1)$-face different from $H$. Denote it by $Q_i$. Also denote by $V_i$ the face $Q_i$ of the dimension $(d-2)$ that is opposite to $T_i$. The face $V_i$ is a shifted face $T_i$. Denote the shift vector by $s_i$. These vectors are equal since the neighbouring $(d-1)$-faces $Q_i$, $Q_{i+1}$ have the common edges equal to both $s_i$ and $s_{i+1}$. Let us apply the established property for the $(d-1)$-face $Q_i$. Hence, there are two parallel $(d-1)$-faces that contain the pair of the opposite $(d-2)$-faces $T_i$ and $V_i$. One of them is $H$. Denote the other by $H_i$. Thus, the polyhedron $G$ has $(d-1)$-faces $H_i$, $i = 1, \ldots, 2(d-1)$, parallel to the face $H$. As $G$ is convex, it has at most one $(d-1)$-face parallel to $H$. Consequently, all $H_i$ coincide. Thus, the $(d-1)$-face $H_1$ that is parallel to $H$ contains all $(d-2)$-faces of $V_i$, $i = 1, \ldots, 2(d-1)$. Since the $(d-2)$-faces $T_i$ form a parallelepiped, after the shift by the same vector taking them to $V_i$, they will again form a parallelepiped. Therefore, the face $H_1$ is a shift of the
parallelepiped $H$.

Every pairs of $(d-2)$-dimensional faces $(T_i, V_i), i = 1, \ldots, 2(d-1)$, where $T_i \subset H, V_i \subset H_1$, is a pair of opposite faces of the hyperface $Q_i$. Therefore, the following $2d$ parallelepipeds ($(d-1)$-dimensional) are the hyperfaces of $G$: $H$ (the lower face), $H_1$ (the top face) and $Q_i, i = 1, \ldots, Q_{2(d-1)}$ (the lateral faces). Denote by $G'$ the convex hull of $H$ and $H_1$. It is a parallelepiped that is a subset of $G$, all of its $2d$ faces lie inside the faces of $G$. Hence, $G$ and $G'$ coincide, i.e. $G$ is indeed a parallelepiped.

8 Intermediate conclusions

So, convex attractors other than parallelepipeds do not exist. On the other hand, as we have shown in Section 6, on the two-dimensional plane all possible polygonal attractors are parallelepipeds. We do not know if the same is true in higher dimensions, see the discussion in Section 11. Nevertheless, another natural question arises: do other “simple” attractors exist? It turns out that there are some but they are disconnected. We start the classification of disconnected attractors in the dimension one, that is, from the line. Even in this case the problem is nontrivial. In higher dimensions we give some examples of simple attractors and discuss the possibility of general classification in Section 11.

It is natural to define simple disconnected attractor as a union of a finite number of polyhedra. On the line it is the finite number of segments.

9 The classification of attractors on the line

In this section we classify one-dimensional attractors which consist of finitely many segments. They will be referred to as simple one-dimensional attractors. The classification of two-dimensional attractors consisting of finitely many polygons remains an open problem, see also the conjecture in Section 11.

The classification of simple one-dimensional attractors can be reduced to the problem of tiling the integer segment by the shifts of a single set (the classification of integer tiles). This problem was solved by K. Long (see [11]) in 1967 by applying of a strong combinatorial result of de Bruijn (see [12]). We give this classification in a somewhat different formulation (clearer from our point of view) with the use of arithmetic progressions. We supply this result with a new autonomous proof.

In the work [13] the authors give a classification of integer tiles (apparently independent of Long), obtain the results about periods of tiling, and give an algorithm that calculates the minimal integer tiling interval. There is no proofs in that work. Besides that, the problems related to integer attractors were studied in the works of [14] – [17].
9.1 Reduction to the combinatorial problem

Lemma 2. A set $W$ consisting of finitely many segments with integer ends is an attractor if and only if some finite set of non-overlapping shifts of the set $W$ fills some segment.

Proof. Let us suppose that such shifts exist and fill a segment of length $h$, and the set $W$ consists of segments $I_1, I_2, \ldots, I_n$ with integer lengths. Then it is possible to fill a segment of length one with the shifts $W/h$, so it is possible to fill all segments $I_1, I_2, \ldots, I_n$, that is, to fill the set $W$ with its dilated in $h$ times copies.

Otherwise, having an attractor (not necessarily with integer elements), we can refine its partition to make it small enough, so that each contracted set is a subset of one of the segments of the initial set. With the shifts of non-overlapping dilated sets, it is possible to fill, for example, the first segment of the set $W$. Expanding the contracted attractors back to the initial size, we obtain the tiling of a segment with the shifts of the initial set.

Lemma 2 is proved. □

Lemma 3. If $W$ is an attractor consisting of finitely many segments, then all of its segments have the same length, and the distances between them are multiples of this length.

Proof. As we know from the proof of Lemma 2, several non-overlapping shifts of the set $W$ fill the segment. Without loss of generality we may assume that all shifts are positive, i.e., make the shift to the right.

By dilating or expanding the picture, we assume that the length of the leftmost segment $I_1$ of $W$ is equal to one. If it is the only segment of the set $W$, the statement is proved. Otherwise, to fill the space just after a segment $I_1$, there is a shift by one in the set of shifts. Let us notice that then the lengths of all shifts are not less than one, otherwise a segment $I_1$ will intersect itself after shifting.

a) The lengths of all segments of $W$ are at most one, otherwise we get self-intersection of a segment of length more than one with the shift by one (see Fig. 14).

b) The lengths of all segments of $W$ are at least one. Indeed, suppose the converse, then we find the leftmost segment $J$ whose length is $a < 1$. After the

Fig. 14: The proof that the lengths of the segments of one-dimensional attractor are at most one.
shift by one we obtain the hole of the size $1 - a$ that is needed to be filled. The only segment lefts that can fit in this hole is the segment $J$. But in this case $J$ is moved by a distance smaller than one, it is a contradiction with the fact that the lengths of all shifts are at least one (see Fig. 15).

![Fig. 15: The proof that the lengths of the segments of one-dimensional attractor are at least one.](image)

**c)** All gaps between segments $W$ have to be filled with non-overlapping segments of length one, so apparently all these gaps have integer lengths.

The lemma is proved.

**Remark 5.** The statement of Lemma 2 holds for sets $W$ with not only integer ends of the segments. We have already proved it in one direction, let us show it in another one. Now we know that the lengths of all segments are equal, let their length be $l$. Suppose we tile the segment of length $l \cdot m$; then dilating the set in $m$ times we can fill with non-overlapping shifts an arbitrary segment of length $l$ and thus the whole set $W$.

Thus, with the use of similarity, we reduced the classification of one-dimensional attractors consisting of a finite number of segments to the classification of such finite sets of integer segments of length one on the line that some of their positive non-overlapping shifts fill the segment on the line, i.e. to the problem solved in [11]. Below we give another proof of this result.

Firstly consider the case when $W$ is the only segment of length one, it is a simple one-dimensional attractor; in that follows we suppose that there are at least two segments. We also suppose that $W$ starts at the point 0. For convenience, we will include the shift by 0 in the set of shifts of $W$.

**Definition 7.** We say that $W$ is an admissible set if it is a finite set including 0 and consisting of at least two integer segments of length one on the line, and there exists a set of shifts $L \ni 0$ such that the shifts of $W$ by the vectors of $L$ are non-overlapping and fill a segment on the line.

Observe that $\{1, \ldots, l - 1\} \subset L$ since it is the only possible variant of the full tiling of a gap between first two segments (Fig. 16). All distances between all segments have to be at least $l$ to avoid overlapping of the segments by these shifts.
Fig. 16: All shifts of the segment \([0, 1]\) by \(1, \ldots, l - 1\) fill the first gap between the segments of an attractor.

**Example 4.** The example of the set \(W\) and its shifts which satisfy all requirements is given in Fig. 17. In this case \(L = \{0, 1, 2, 9, 10, 11\}\).

![Fig. 17: The example of one-dimensional attractor and its shifts.](image)

9.2 Auxiliary result

**Definition 8.** We say that a set of integer numbers \(Q\) is an \(l\)-set, if it has finitely many segments (consecutive integer numbers), the beginning of each segment (the first number in the sequence of consecutive numbers) is divisible by \(l\), and the lengths of segments (the amount of consecutive numbers in blocks) are equal to \(l\).

In the example \([4]\), \(L\) is a 3-set.

**Theorem 5.** Let \(W \subset \mathbb{R}\) be an admissible attractor. Then the following hold for every \(k \in \mathbb{Z} \geq 0\):

1) the beginnings of all segments in \(W\) that do not exceed \(k\) are divisible by \(l\);

2) \(L \cap \{0, 1, \ldots, k, k + 1\}\) is an \(l\)-set intersected with \(\{0, 1, \ldots, k, k + 1\}\).

**Proof.** The proof is by induction on \(k\).

**Base:** \(k = 0\). Then in 1) there is only one beginning 0, and it is divisible by \(l\); in 2) we obtain \(L \cap \{0, 1, \ldots, k, k + 1\} = \{0, 1\}\), we can choose \(\{0, 1, \ldots, l - 1\}\) as an \(l\)-set.

**Step:** suppose the induction hypothesis holds for \(k\), let us establish it for \(k + 1\).

To check 1) it is enough to prove that if \(k + 1\) is the beginning of the segment \(I\), then \(k + 1\) is divisible by \(l\). Suppose that \(k + 1\) is not divisible by \(l\), \(k + 1 = l \cdot h + r, r \neq 0, r < l\) (Fig. [18]).

The set \(W\) does not have a segment with the beginning in the point \(l \cdot h\). Otherwise, if the segment \([lh, lh + 1]\) was a subset of \(W\), as its distance to \(I\) is less than \(l\), it would translate with the shift by \(r \in L\) to \(I \subset W\), leading to
Fig. 18: The proof of the induction step of the statement 1) of the theorem.

self-intersection. So, there is a shift by $\Delta$ in $L$ that translates one of the previous segments to the point $l \cdot h$. By the induction hypothesis 1), this previous segment starts in the point $l \cdot h_0$, $\Delta = lh - lh_0$, i.e. $\Delta$ is divisible by $l$; notice also that $\Delta \leq k$.

**Lemma 4.** Under the assumptions of Theorem 3, we have

$$\{\Delta + 1, \ldots, \Delta + l - 1\} \cap \{0, \ldots, k + 1\} \subset L \cap \{0, \ldots, k + 1\}.$$

**Proof.** By the induction hypothesis 1) of Theorem 5, $L \cap \{0, \ldots, k + 1\}$ is the beginning of an $l$-set, therefore $\Delta \in L \cap \{0, \ldots, k + 1\}$ lies in one of the segments of this $l$-set, suppose that in $L_1$. Due to the fact that $L_1$ is a segment of an $l$-set, the only number in it that is divisible by $l$ is its beginning. As $\Delta$ is a multiple of $l$, exactly $\Delta$ is the beginning of this segment, then

$$\{\Delta, \Delta + 1, \ldots, \Delta + l - 1\} \cap \{0, \ldots, k + 1\} = L_1 \cap \{0, \ldots, k + 1\} \subset L \cap \{0, \ldots, k + 1\}.$$

The lemma is proved.

Observe that $\Delta + r = lh - lh_0 + r \leq lh + r = k + 1$, therefore $\Delta + r \in \{\Delta + 1, \ldots, \Delta + l - 1\} \cap \{0, \ldots, k + 1\}$, then $\Delta + r \in L$. However, with this shift by $\Delta + r$ the segment with the beginning $lh_0$ moves to the segment $I$; that is a contradiction with the fact that $I \subset W$.

Let us check 2). Suppose the converse, that for $k + 2$ the statement 2) does not hold (as we know, it holds for $k + 1$).

**Case 1:** $k + 2 \notin L$. The condition 2) is no longer true only if $k + 1 \in L$ and the segment of $L$ that contains $k + 1$ has the length less than $l$. In this case, $k + 2$ is not divisible by $l$.

The beginning of the second segment of $W$ translates to the point $k + 1 + l$ with the shift by $k + 1 \in L$, thus, the whole space left to the $k + 2 + l$ will be eventually filled.

**Subcase A:** the segment that starts at $k + 2$ (let it be $J$) lies in $W$.

Consider the nearest to the point $k + 2$ points $A$ (lefts) and $B$ (rights) such that they are divisible by $l$; they do not coincide with $k + 2$ since $k + 2$ is not a multiple of $l$ (Fig. 19).
The coordinate $B + 1$ does not exceed $k + 2 + l$, since $[B, B + 1]$ definitely lies in the segment that we will eventually fill.

As the distance from $k + 2$ to $B$ is less than $l$, $J \subset W$, and $\{1, \ldots, l - 1\} \subset L$, there is a shift in $L$ translating $J$ to $[B, B + 1]$.

On the other hand, notice that $A \in L$, since $A$ is the beginning of the segment in $L$ that contains $k + 1$. The set $W$ begins with two segments $[0, 1]$ and $[l, l + 1]$. The second one translates with the shift by $A$ to the segment $[B, B + 1]$, i.e. we obtain this segment with the two different shifts from $L$; which is a contradiction.

Subcase B: $[k + 2, k + 3]$ is filled with the shift of some previous segment $I \subset W$.

The segment $[k + 1, k + 2]$ is not a subset of $W$ since the segment $[0, 1]$ translates there with the shift by $k + 1$. Thus, the beginning of $I$ is not larger than $k$; then by the induction hypothesis 1) $I = [lh, lh + 1]$.

Then $k + 2 \notin L$, hence $h \neq 0$, thus, the size of the shift $\Delta$ equals to $k + 2 - lh \leq k + 2 - l \leq k + 1$. Thus, $\Delta \in L \cap \{0, 1 \ldots k + 1\}$, this set is the beginning of an $l$-set, therefore $\Delta$ lies in $L$ in some segment, moreover, not in its beginning as $\Delta = (k + 2) - lh$ is not divisible by $l$. Then $\Delta - 1$ lies in the same segment $L$, i.e. $\Delta - 1 \in L$. Then with the shift by $\Delta - 1 I = [lh, lh + 1]$ translates to $[k + 1, k + 2]$. However, the segments $[0, 1]$ also moves there with the shift by $k + 1 \in L$; which is a contradiction (Fig. 20).

Case 2: $k + 2 \in L$.

Subcase A: $k + 2$ is divisible by $l$.

Then $k + 2 = lh$. We have a contradiction with 2) for $k + 2$ only in the case if $L$ already contains $l(h - 1), \ldots, l(h - 1) + l - 1$, and the addition of $k + 2$
makes the segment from \( L \) longer than \( l \). However, the first segments of the set \( W^{[0, 1]} \) and \([l, l + 1]\) translate with the shift by \( l(h - 1) \) to \([l(h - 1), l(h - 1) + 1]\) and \([lh, lh + 1]\), so we obtain the segment \([lh, lh + 1]\) in two ways – from the segment \([0, 1]\) and from the segment \([l, l + 1]\); which is a contradiction.

**Subcase B:** \( k + 2 \) is not divisible by \( l \).

Statement 2) is true for \( k + 1 \), therefore we can have a contradiction for \( k + 2 \) only in the case if \( k + 1 \not\in L \).

The segment \([k + 1, k + 2] \not\in W \), otherwise it translates to \([k + 2, k + 3]\) with the shift by one, and we obtain \([k + 2, k + 3]\) in two ways, from \([0, 1]\) and \([k + 1, k + 2]\) (Fig. 21).

![Fig. 21: The case 2, B (part 1) in the proof of the induction hypothesis.](image)

So, \([k + 1, k + 2]\) can be obtained with some shift from \([lh_0, lh_0 + 1]\) (as by the induction hypothesis 1) the beginnings of segments which are less than \( k \) are divisible by \( l \)). Let \( \Delta = k + 1 - lh_0 \) be the length of this shift. The number \( h_0 \neq 0 \) since \( k + 1 \not\in L \), thus, \( \Delta \leq k + 1 - l \); than the whole segment in \( L \) which contains \( \Delta \) also lies in \( L \cap \{0, 1, \ldots, k + 1\} \). As we consider the subcase B, \( \Delta + 1 \) is not divisible by \( l \) and that is why it lies in the same segment in \( L \cap \{0, 1, \ldots, k + 1\} \). The segment \([lh_0, lh_0 + 1]\) translates to the segment \([k + 2, k + 3]\) with the shift by \( \Delta + 1 \); it is a contradiction with the fact that we also obtain it from \([0, 1]\) (Fig. 22). Theorem is proved.

![Fig. 22: The case 2, B (part 2) in the proof of the induction hypothesis.](image)
9.3 The fundamental theorem on one-dimensional attractors

Now, using Theorem 5, we figure out the structure of attractors on the line. We consider attractors with integer ends of the segments, with the beginning in zero, we do not restrict the lengths of the segments to one.

We switch from attractors consisting of segments and tiling with shifts a segment of the line to attractors consisting of integer numbers tiling with shifts a set of consecutive integer numbers (we will call such set a segment of integer numbers). Specifically, let $W$ be an attractor consisting of segments. Let us define the integer attractor $Y$ by the rule

$$z \in Y \iff [z, z+1] \subset W.$$ 

The set $Y$ also has the beginning in zero and is not empty. If the attractor $W$ tiles with some set of shifts the segment $[0, y_0 + 1]$, then with the same set of shifts the attractor $Y$ tiles the segment of integer numbers $\{0, 1, \ldots, y_0\}$ (and thus it is an attractor). Conversely, by the attractor of integer numbers $Y$ with the beginning in zero which files with the set of its shifts $L$ a segment of integer numbers $\{0, 1, \ldots, y_0\}$, the set

$$W = \bigcup_{y \in Y} [y, y + 1]$$

consisting of segments with integer ends is uniquely determined. Shifting the set $W$ by the elements of the set $L$, we obtain a tiling of the segment $[0, y_0 + 1]$ with one layer. So, the set $W$ is an attractor consisting of segments. Thus, these problems of classification of attractors are equivalent.

**Definition 9.** Suppose $A = \{a_1, \ldots, a_n\}$, $B = \{b_1, \ldots, b_k\}$ and for every different pairs $(i_1, j_1)$ and $(i_2, j_2)$ we have $a_{i_1} + b_{j_1} \neq a_{i_2} + b_{j_2}$. Then we define the sum of the sets $A$ and $B$ as

$$A \oplus B = \{a_i + b_j \mid i = 1 \ldots n, j = 1 \ldots k\}.$$ 

**Lemma 5.** If $A \oplus B = A \oplus C$, then $B = C$.

**Proof.** Let

$$A = \{a_1, \ldots, a_n\}, \quad a_1 < \ldots < a_n,$$

$$B = \{b_1, \ldots, b_k\}, \quad b_1 < \ldots < b_k,$$

$$C = \{c_1, \ldots, c_m\}, \quad c_1 < \ldots < c_m.$$

Assume the converse, let

$$b_1 = c_1, \ldots, b_p = c_p, b_{p+1} \neq c_{p+1}, \quad p < k, p < m.$$ 

Since the sum of the sets is direct, the minimal element in $A \oplus B \setminus \{a_1 + b_1, \ldots, a_n + b_p\}$ is equal to $a_1 + b_{p+1}$, in $A \oplus C \setminus \{a_1 + c_1, \ldots, a_n + c_p\}$ is equal to $a_1 + c_{p+1}$. These sets are equal, thus, $b_{p+1} = c_{p+1}$; which is a contradiction.

Similarly, we consider the case when $B \subseteq C$, i.e. $p = k$ or $p = m$.

Lemma is proved. 
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Theorem 6. Suppose $Y$ is an attractor in $\mathbb{Z}$ with the lengths of segments (consecutive integer numbers in $Y$) equal to $s$. Then $Y$ is a sum of several arithmetic progressions, one of which is the progression $\{0, \ldots, s - 1\}$.

Proof. We prove this theorem by induction on $h$, the minimal number of shifts $Y$ needed to be done to entirely fill the segment of integer numbers. Base: if $h = 0$, then we already have the segment that has the length $s$, and it is an arithmetic progression of the required form.

Step: suppose the statement is proved for all $h < h$, now we show it for $h$. If the length of the segments is $s \neq 1$, then we present $Y$ in the form $Y_0 \oplus \{0, \ldots, s - 1\}$, where the length of all segments in $Y_0$ is equal to one (we can choose as $Y_0$ the beginnings of the segments in $Y$). This presentation as a direct sum is well defined since the distances between the elements of $Y_0$ are at least $s$, and if $y_1, y_2 \in Y_0, y_1 < y_2, s_1, s_2 \in \{0, \ldots, s - 1\}$, then $y_1 + s_1 < y_2 + s_2$. $Y_0$ is also an attractor, let $l_0$ be the distance between the first two of its points. It remains to prove that $Y_0$ is a sum of arithmetic progressions. Let us apply Theorem 5 for $Y_0$ with a very large $k$ (for example, larger than the value of a maximal shift). So we get that the set of all shifts $L_0$ is an $l$-set, where $l_0$ is in the role of $l$. From the definition of $l$-set it follows that $L_0 = \{0, 1 \ldots l_0 - 1\} \oplus L_1$, where $L_1$ is the set with the beginnings of segments in $L_0$. Since $L_0$ is the set of shifts, $Y_0 \oplus L_0$ is the segment of integer numbers. We obtain that $Y_0 \oplus \{0, 1 \ldots l_0 - 1\} \oplus L_1$ is the segment of integer numbers.

Consider $Y_1 = Y_0 \oplus \{0, 1 \ldots l_0 - 1\}$, it is a well-defined set consisting of several segments of integer numbers. It is an attractor, since $Y_1 \oplus L_1$ is a segment of integer numbers, so we can tile the segment of integer numbers by shifting $Y_1$ with the set $L_1$. Since all distances between the points in $Y_0$ are multiple of $l_0$, the length of the first segment in $Y_1$ is divisible by $l_0$ (the first segment in $Y_1$ consists of several segments having the length $l_0$), let this length be equal to $p \cdot l_0$. $L_1$ has $l_0$ times less elements than $L_0$, and $L_0$ has $s$ times elements more than the set of shifts corresponding to $Y$. Since $l_0$ as a distance between first points of $Y_0$ is more than $s$, $L_1$ has less than $h$ elements, therefore we can apply the induction hypothesis for the attractor $Y_1$. Then $Y_1$ is a sum of arithmetic progressions with one of them equal to $\{0, 1, \ldots, p \cdot l_0 - 1\}$.

Notice that

$$\{0, 1, \ldots, p \cdot l_0 - 1\} = \{0, 1, \ldots, l_0 - 1\} \oplus \{0, l_0, 2 \cdot l_0, \ldots, (p - 1) \cdot l_0\}.$$ We obtain that $Y_1$ is a sum of arithmetic progressions with one of them equal to $\{0, 1, \ldots, l_0 - 1\}$. By construction, $Y_1 = Y_0 \oplus \{0, 1 \ldots l_0 - 1\}$, hence, the lemma on direct sums of set implies that $Y_0$ is a sum of arithmetic progressions, this completes the proof.

Theorem 6 is proved. \qed

Now we specify which arithmetic progressions can be summed up to get attractors. For these purposes we reformulate the problem in the terms of polynomials. Instead of the set of integer numbers $A = \{a_1, \ldots, a_n\}$ we consider the polynomial $(z^{a_1} + \ldots + z^{a_n})$. Then the direct sum of sets corresponds to the
product of these polynomials, arithmetic progressions correspond to geometric
progressions.

If $Y$ is an attractor, and $L$ is a set of shifts, then $Y \oplus L$ is a segment of
integer numbers. We can also consider $L$ as an attractor, and $Y$ as a set of shifts.
Thus, $L$ is also a sum of arithmetic progressions. The total sum of arithmetic
progressions is a segment of integer numbers. Our problem is equivalent to the
question for which $a_1, d_1, \ldots, a_n, d_n$ there is $N$ such that

$$1 + z + \ldots + z^N = (1 + z^{a_1} + \ldots + z^{a_1 \cdot (d_1 - 1)}) \ldots (1 + z^{a_n} + \ldots + z^{a_n \cdot (d_n - 1)}).$$

After that we can consider the sum of an arbitrary subset of these arithmetic
progressions as an attractor, and the sum of the remaining progressions as the
set of shifts.

Denote $P_d(z) = 1 + z + \ldots + z^{d-1}$.

**Lemma 6.** In the notation above it holds that

$$P_{d_1 \cdots d_n}(z) = P_{d_1}(z) \cdot P_{d_2}(z^{d_1}) \cdot P_{d_3}(z^{d_1 d_2}) \cdots P_{d_n}(z^{d_1 \cdots d_{n-1}}).$$

**Proof.** We prove by induction on $k$ that

$$P_{d_1 \cdots d_k}(z) = P_{d_1}(z) \cdot P_{d_2}(z^{d_1}) \cdots P_{d_k}(z^{d_1 \cdots d_{k-1}}).$$

Base: in case $k = 1$ there is nothing to prove; $k = 2$ follows from the simple
check

$$(1 + z + \ldots + z^{d_1 d_2-1}) = (1 + z + \ldots + z^{d_2 - 1}) \cdot (1 + z^{d_1} + \ldots + z^{d_1 \cdot (d_2 - 1)}).$$

Step: suppose the statement is established for $k > 1$, let us show it for $k + 1$:

$$P_{d_1 \cdots d_k + 1}(z) = P_{d_1}(z) \cdot P_{d_2 \cdots d_k + 1}(z^{d_1}) = P_{d_1}(z) \cdot P_{d_2}(z^{d_1}) \cdots P_{d_{k+1}}(z^{d_1 \cdots d_k})$$

$$= P_{d_1}(z) \cdot P_{d_2}(z^{d_1}) \cdots P_{d_{k+1}}(z^{d_1 \cdots d_k}).$$

$$P_{d_1 \cdots d_{k+1}}(z) = P_{d_1}(z) \cdot P_{d_2 \cdots d_{k+1}}(z^{d_1}) = P_{d_1}(z) \cdot P_{d_2}(z^{d_1}) \cdots P_{d_{k+1}}(z^{d_1 \cdots d_k}).$$

Lemma is proved.

**Theorem 7.** Suppose $a_1 \leq \cdots \leq a_n$. Then

$$1 + z + \ldots + z^N = (1 + z^{a_1} + \ldots + z^{a_1 \cdot (d_1 - 1)}) \ldots (1 + z^{a_n} + \ldots + z^{a_n \cdot (d_n - 1)})$$

if and only if $a_1 = 1$, $a_k = d_1 \cdots d_k - 1$ for every $k$, $2 \leq k \leq n$, $N = d_1 \cdots d_n$.

**Proof.** The sufficiency follows from Lemma 6.

We prove the necessity by induction. The equality $a_1 = 1$ follows from the
fact that since there is the term $z$ in the left hand side, it is also on the right,
and that is impossible if all incoming degrees of $z$ are more than one. Suppose
that we already have shown that $a_1 = 1$, $a_i = d_1 \cdots d_{i-1}$ for every $k$, $\forall 2 \leq i \leq k$; let us prove it for $k + 1$. By the induction hypothesis
\[ 1 + z + \cdots + z^N = P_{d_1}(z) \cdots P_{d_k}(z^{d_{k-1}}) \times (1 + z^{a_{k+1}} + \cdots + z^{a_{k+1}(d_{k+1}-1)}) \cdots (1 + z^{a_n} + \cdots + z^{a_n(d_n-1)}) = P_{d_1} \cdots d_k(z) \cdot (1 + z^{a_{k+1}} + \cdots + z^{a_{k+1}(d_{k+1}-1)}) \cdots (1 + z^{a_n} + \cdots + z^{a_n(d_n-1)}). \]

If \( k \neq n \), i.e. the decomposition is not completed, then in the left hand side there is a term \( z^{d_{k-1}} \). It cannot appear on the right, if from all multipliers except the first one choose the terms equal to one. Thus, the final degree of \( z \) will be at least \( a_{k+1} \), then \( a_{k+1} \leq d_1 \cdots d_k \). Along with it, in the sum in the right hand side all terms of the form \( z^s \), where \( s < d_1 \cdots d_k \), are obtained as a multiplication of the first bracket and of several ones. Therefore, they should not be obtained in the right hand side in a different way, so \( a_{k+1} \geq d_1 \cdots d_k \).

We obtain that \( a_{k+1} = d_1 \cdots d_k \), as required. The formula for \( N \) follows then from Lemma 6, thus,

\[ P_N(z) = 1 + z + \cdots + z^{N-1} = P_{d_1}(z) \cdots P_{d_n}(z^{d_{d_1-1}}) = P_{d_1} \cdots d_n(z). \]

Theorem is proved.

Thus, we proved the fundamental theorem on the classification of attractors in \( \mathbb{Z} \).

**Theorem 8.** An arbitrary one-dimensional attractor consisting of nonnegative integer numbers with the beginning in zero is the sum of a subset of arithmetic progressions from the set

\[ \{0, a_1, \ldots, a_1 \cdot (d_1 - 1)\}, \ldots, \{0, a_n, \ldots, a_n \cdot (d_n - 1)\}, \]

where \( a_1 = 1, \ldots, a_k = d_1 \cdots d_{k-1} \) for every \( k, 2 \leq k \leq n \), \( d_i \) are arbitrary integer numbers \( \geq 2 \). The lengths of the segments of attractor are one if and only if we do not choose the arithmetic progression \( \{0, a_1, \ldots, a_1 \cdot (d_1 - 1)\} \).

**10 Examples of two-dimensional attractors**

In Section 9 we found out the structure of one-dimensional attractors consisting of finitely many segments. Using them it is easy to construct two-dimensional attractors as tensor products of one-dimensional attractors.

**Example 5.** The example of two-dimensional disconnected attractor which was obtained as tensor product of disconnected one-dimensional attractors is given in Fig. 23. Fig. 24 shows the tiling of the plane with this attractor. Each shift is shown with its own colour.

**Example 6.** Let us notice that on the plane there exist disconnected tiles that are not polygonal sets. Moreover, such tiles could have fractal properties: irregular boundaries, etc. One of possible examples is given in Fig. 25. It is obtained using the software [18].
Fig. 23: Two-dimensional disconnected attractor.

11 Conjectures and possible generalizations

Let us summarize the results of this work. We have obtained the full classification of box-attractors in all dimensions, that is, we have classified all integer dilation matrices $M$ and corresponding sets of shifts which generate attractors-parallelepipeds (Theorems 1 and 2). Then we have shown that every convex attractor is a parallelepiped (Theorem 4). If we look for attractors among not necessarily convex polygons, we obtain due to Theorem 3 that in the plane they could be only parallelograms. For higher dimensions we have not obtained a generalization and we formulate it as a conjecture:

**Conjecture 1.** Every, not necessary convex, attractor in $\mathbb{R}^d$ which is a polygon is a parallelepiped.

The proof of Theorem 3 cannot be straightforwardly generalized for higher dimensions since in arbitrary dimension the intersections of dilated copies of the set with the initial set can be much more complicated. They even do not need to be connected. For example, in Fig. 26 we can see nonconvex polyhedron $G$ resting on the plane by two faces. According to the terminology from the proof of Theorem 3, each of these two faces is extreme for the polygon $G$. The plane which contains them can be considered as a face of the contracted polygon $G$. In Fig. 27, 28 it is shown that the polyhedron $G$ can be shifted parallel to this plane so that the shifted set will not intersect the set $G$ and they will adjoin to each other.

Let us also remark that for Conjecture 1 and Theorems 1–8 it is important that we deal with self-similar sets (attractors, tiles). Polyhedra whose shifts
Fig. 24: The tiling of the plane with a two-dimensional disconnected attractor.

can tile the space can be nontrivial. For example, in Fig. 29 it is shown a polyhedron whose shifts can tile the layer in $\mathbb{R}^3$ and so the whole $\mathbb{R}^3$ (the tiling is shown in Fig. 30).

On the other hand, simple attractors different from parallelepipeds do exist. Examples 4, 5 are constructed as the special sets of parallelepipeds. We have proved the completeness of this characterization only on the line, for the systems of segments (Theorem 8). For two-dimensional case, let us formulate the following conjecture:

**Conjecture 2.** Every two-dimensional attractor consisting of finitely many polygons is affinely similar to a tensor product of one-dimensional attractors.

Similarly, we can formulate Conjecture 2 in an arbitrary dimension.

Let us notice that we investigated not all sets in $\mathbb{Z}$ whose integer shifts tile the line, but only attractors. Because of their self-similarity their shifts tile some segment of the line (Lemma 2 and Remark 5). They are automatically periodic since further we periodically shift filled segment along the whole line. In the general case, if considering all sets whose integer shifts cover the line, then they also are periodic, it is shown, for example, in [17]. Ibidem, in [17, p. 3.3], the examples of non-periodic tilings in higher dimensions are given. However,
the structure of an arbitrary set which can cover the line with integer shifts is unknown (see [17, p. 1]).
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