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Abstract

In this thesis, consisting of two main parts, we study observational signatures of cosmic (super)strings in the context of D-brane inflation and properties of scalar perturbations on generic homogeneous inflating backgrounds.

In the first part we study the production, nature and decay processes of cosmic superstrings in two widely used effective models of D-brane inflation, namely the $D3/D7$ and $D3/ar{D}3$ models. Specifically, we show that the strings produced in $D3/D7$ are of local axionic type and we place constraints on the tension while arguing that the supersymmetry breaking mechanism of the model needs to be altered according to supergravity constraints on constant Fayet-Iliopoulos terms. Moreover, we study radiative processes of cosmic superstrings on warped backgrounds. We argue that placing the string formation in a natural context such as $D3/ar{D}3$ inflation, restricts the forms of possible radiation from these objects.

Motivated by these string models, which inevitably result in the presence of heavy moduli fields during inflation, in the second part, using the Effective Field Theory (EFT) of inflation, we construct operators that capture the effects of massive scalars on the low energy dynamics of inflaton perturbations. We compute the energy scales that define the validity window of the EFT such as the scale where ultra violet (UV) degrees of freedom become operational and the scale where the EFT becomes strongly coupled. We show that the low energy operators related to heavy fields induce a dispersion relation for the light modes admitting two regimes: a linear and a non linear/dispersive one. Assuming that these modes cross the Hubble scale within the dispersive regime, we compute observables related to two- and three-point correlators and show how they are directly connected with the scale of UV physics.
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Part I

Introduction
One of the cornerstones of human curiosity is the imposing question: “Where did we come from?” An answer may be sought via numerous paths and through many disciplines. To the deepest extent and abstraction, this question may be rephrased as: how was the universe created and evolved to what we see today, whereupon physics eventually becomes the main route towards an answer. Following the advance of General Relativity (GR) and Quantum Mechanics in the early 20-th century, people realised that the question of how the universe evolved may be tractable, both theoretically and experimentally.

The standard cosmological scenario is currently believed to offer the answer. It is a model based on the theory of GR which describes, through Einstein’s field equations, how spacetime evolves relatively to its matter content. Matter can be massless or massive, each type following its own evolution and giving its own contribution to the spacetime dynamics. Although technically complete, at least at a classical level, this model fails to answer a set of physical questions which partially consists of the following: why certain correlated areas of the sky when inversely evolved appear to be causally disconnected, why is the universe so flat, and where are the stable topological relics produced in phase transitions that are supposed to have taken place during the early stages of the universe evolution. These are referred to as the horizon, flatness and unwanted relics problems respectively.

These issues can be cured in a simple way: a period of very fast expansion of spacetime during which the particle horizon increases slowly. That is to say, take a sphere with radius $R$ that stays almost constant while spacetime rapidly expands, so that curvature and relics are smoothed out. The horizon problem is also under control since patches of the observable universe can now be evolved backwards much faster to fit in a causally connected volume in the far past.

Such an expansion can be modelled by a scalar field coupled to gravity. The idea of such a model was put forward in the early 80’s [5–9] – see also [10–13] – and since then it has become an integral part of early universe cosmology. Not long after this proposal, it was noted that inflation provides much more than a solution to the aforementioned problems. Mukhanov and Chibisov showed in [14] – see also [15–19] – that it also offers an explanation of the inhomogeneities of the universe by providing the quantum seeds of density perturbations which evolved towards the large scale structure that we observe today. These perturbations freeze when they cross the Hubble volume and they are imprinted in the Cosmic Microwave Background (CMB) as temperature fluctuations. Analysing the properties of these fluctuations has been one of the main aims of astrophysical surveys in the recent years, with COBE, WMAP and the recent PLANCK, providing revolutionary insights into the physics of the CMB and the early universe.

In parallel with the advances in inflation, there has been an explosion of ideas and theories of quantum gravity. Although progress is constantly made, albeit with an “oscillatory” profile, none of these ideas have reached the long sought state of a theory of quantum gravity. Nevertheless, if such a theory exists, in the low energy limit it should account for the known particle physics and cosmology we observe. Hence, naturally, much effort has been made to study phenomenological aspects of these theories. Since inflation describes the evolution of spacetime at high energies, via a field theory approach, one of the most important and well studied, although still open, relevant questions is its embedding within such a unifying framework.

Let us now set the general context in which our study will take place by briefly reviewing the standard cosmological model. We refer the reader to the classic textbooks [20–22] for a concise introduction to cosmology.
Standard cosmological model

The standard cosmological model is based on GR and describes the evolution of a homogeneous and isotropic spacetime, given the fluid that dominates its energy density at each cosmological era, via the Einstein field equations

$$G_{\mu\nu} = R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = \frac{1}{M_{\text{Pl}}^2} T_{\mu\nu},$$

where $G_{\mu\nu}$ is the Einstein tensor, $R_{\mu\nu}$ and $R$ are the Ricci tensor and Ricci scalar respectively, and $T_{\mu\nu}$ the matter energy momentum tensor. One of the simplest homogeneous solution of (1) is the Friedman-Lemaître-Robertson-Walker (FLRW) metric$^1$, which may be parametrised as

$$ds^2 = -dt^2 + a(t)^2 \left(dr^2 + r^2 d\theta^2 + r^2 \sin^2 \theta d\phi^2 \right),$$

where $a(t)$ is the scale factor. Upon inserting this ansatz into the Einstein equations and specifying the fluid, i.e. fixing the energy momentum tensor on the right-hand side (RHS) of (1), one can determine the scale factor $a$ as a function of time.

The energy momentum tensor of a homogeneous perfect fluid reads

$$T_{\mu\nu} = \text{diag}(\rho, p, p, p),$$

where $\rho$ is the energy density and $p$ the pressure of the fluid. The two basic equations following form (1) are the Friedmann equation (the zero-zero component of the Einstein tensor)

$$H^2 = \frac{1}{3M_{\text{Pl}}^2} \rho,$$

where the Hubble constant is defined as $H \equiv \dot{a}/a$, and the conservation equation (the Bianchi identity for the Riemann tensor)

$$\dot{\rho} + 3H(\rho + p) = 0.$$

Thus, choosing the fluid amounts to specifying the equation of state $p = w\rho$. The system (4),(5) is now solved by

$$\rho \propto a^{-3(1+w)} \quad \text{and} \quad a \propto t^{2/3(1+w)}.\tag{6}$$

For example, during an era dominated by ultra relativistic matter (RDE) with $w = 1/3$ we have that $\rho \propto a^{-4}$, $a \propto t^{1/2}$, while for a pressureless matter dominated era (MDE) with $w = 0$ we obtain $\rho \propto a^{-3}$, $a \propto t^{2/3}$. For a cosmological constant dominated era with $w = -1$, the solution reads

$$\rho = \text{const} \quad \text{and} \quad a \propto e^{\sqrt{\rho/3M_{\text{Pl}}^2}t} = e^{Ht}.$$

Let us now quantify the horizon and flatness problems that we briefly mentioned above. Let us first specify the meaning of a horizon. From the FRW metric (2), we may calculate the

$^1$We only write the flat version of the FLRW metric, since this is the one being strongly favoured by observational data – see e.g. [23].
maximum distance a photon can travel during a time interval $\Delta t = t - t_i$ and obtain

$$R_{\text{hor}}(t) = a(t) \int_0^t \frac{dt}{a(t)} = a(t) \int_0^{R_{\text{max}}} dr,$$

where we have set $t_i = 0$. Depending on the cosmological era during which the photon travelled, the value of the horizon slightly changes but since the matter dominated era is the longest one, we may use (6) – with $w = 0$ – to obtain $R_{\text{hor}} \sim H^{-1}$. In other words, the horizon length sets the size of the observable universe. Therefore, if we observe a photon at time $t = t_{\text{present}}$, we may assume that it must have travelled at most a distance $H_0^{-1}$, that is, the present value of the Hubble constant. Nevertheless, CMB observations suggest otherwise!

COBE satellite was the first to confirm [24] that patches of the sky are correlated, i.e. they have similar temperatures to a very high accuracy of five decimal points. From a microphysical perspective, this means that such regions should be causally connected in the far past, when the microphysical process responsible for these temperature anisotropies took place. We thus need to ensure that any present physical length scale $\lambda$ was less than the horizon scale $R_{\text{hor}} \sim H^{-1}$ at the time of Last Scattering (LS), when the universe became transparent to radiation, and information, i.e. light, started propagating freely, reaching our satellites and telescopes until the present time.

A physical length scale $\lambda$ evolves proportional to the scale factor, so at $t = t_{\text{LS}}$ the largest physical scale that may exist today, the present horizon, had a value of $\lambda_H(t_{\text{LS}}) = \frac{a_{\text{LS}}}{a_0} R_{\text{hor}}(t_0)$. During an MDE, the Hubble length evolved with a different law as $H^2 \sim \rho \sim a^{-3}$, leading to $H_{\text{LS}}^{-1} = \left(\frac{a_{\text{LS}}}{a_0}\right)^{3/2} R_{\text{hor}}(t_0)$. Comparing the physical to the observable universe volume at the time of last scattering, we find the unexpected result

$$\frac{\lambda_H^3(t_{\text{LS}})}{H_{\text{LS}}^{-3}} \sim 10^6. \tag{8}$$

This asserts that at that time, there were about a million causally disconnected regions inside the volume that evolved to the present observable universe. In other words, the correlation of different parts of the sky that we observe lacks a microphysical explanation. This is known as the horizon problem.

In addition, observations suggest that our universe is very close to being flat. From the Friedmann equation we have that $\Omega - 1 = \kappa/a^2 H^2$, where $\Omega = \rho/\rho_{\text{cr}}$, with the critical density defined as $\rho_{\text{cr}} \equiv 3H^2M_{\text{Pl}}^2$, $\kappa$ sets the curvature of spacetime, with $\kappa = 0$ denoting the flat case, so that flatness may be stated as $\Omega \sim 1$. Since $\Omega - 1$ evolves as $a^2$ during an RDE, we may compare its present value to the value of the same quantity at the Planck time, to find

$$\frac{|\Omega - 1|_{\text{Pl}}}{|\Omega - 1|_{t_0}} = \frac{a_{\text{Pl}}^2}{a_0^2} \sim 10^{-60}. \tag{9}$$

This result implies that during the very early universe the matter density was extremely close to the critical density but not exactly the same. This is known as the flatness problem.

Both of these questions are addressed by inflation, a period of accelerated expansion. For
the horizon problem we require that a physical length evolves faster than the Hubble scale, i.e. 
\[ \frac{d}{dt}\left(\frac{a}{H}\right) = \ddot{a} > 0. \]
From the Friedmann equation in combination with the conservation equation we obtain
\[ \frac{\ddot{a}}{a} = -\frac{\rho}{6M_{\text{Pl}}^2}(1 + 3w), \tag{10} \]
so the acceleration condition \( \ddot{a} > 0 \) leads to \( w < -1/3 \).

For example, the case (7) with \( w = -1 \) and \( a = e^{Ht} \), satisfies this constraint. Evading the horizon problem amounts to imposing
\[ \lambda H_0(t_i) = H_0^{-1} a_f e^{-N} < H_i^{-1}, \tag{11} \]
which is satisfied by \( N \sim 70 \), with \( N = H\delta t \) the number of e-folds, measuring how much the scale factor grew during a time interval \( \delta t = t_f - t_i \). This choice also considerably ameliorates the flatness problem, which is an issue of fine tuning. The ratio (9) reads
\[ \frac{|\Omega - 1| t_f}{|\Omega - 1| t_0} = \frac{a_f^2}{a_0^2} = e^{-2N}, \tag{12} \]
so by adjusting \( N \sim 70 \) we obtain the required value of \( 10^{-60} \). This implies that whatever the value of the matter density was before inflation, at the end of the process it will be almost identical to the critical one.

However, the fact that we want this process to end at some point prevents us from using the cosmological constant as a source of inflation. Alternatively, the case (7) can be modelled by a homogeneous scalar field coupled to gravity
\[ S = \int \sqrt{-g} dx^3 dt \left( \frac{M_{\text{Pl}}^2}{2} R - \frac{1}{2} g^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - V(\phi) \right), \tag{13} \]
where \( \phi = \phi(t) \), whose energy density is dominated by the potential term. The potential, which may depend on other fields, is chosen such that it provides a dynamical exit from inflation, by driving the inflaton field to zero after a certain period of time. The equation of motion following from the above Lagrangian about an FLRW background is the Klein-Gordon equation
\[ \ddot{\phi} + 3H \dot{\phi} + V'(\phi) = 0, \tag{14} \]
where \( V' \equiv \frac{dV}{d\phi} \). The requirement of the kinetic energy being negligible compared to the potential (slow roll) and the flatness of the potential lead to the conditions
\[ \epsilon_V = \frac{M_{\text{Pl}}^2}{2} \left( \frac{V'}{V} \right)^2 \ll 1 \quad \& \quad \eta_V = \frac{M_{\text{Pl}}^2}{2} \frac{V''}{V} \ll 1. \tag{15} \]
Upon using (14), these parameters can be related to the slow roll parameters
\[ \epsilon = \frac{\dot{H}}{H^2} \quad \& \quad \eta = \frac{\dot{\epsilon}}{\epsilon H}, \tag{16} \]
that control the behaviour of the Hubble scale, as

$$\epsilon \simeq \epsilon_V \quad \& \quad \eta \simeq \eta_V - \epsilon_V.$$  \hspace{1cm} (17)

From the definition of the Hubble constant we have that \( \ddot{a} / a = H^2 + \dot{H} = H^2 (1 - \epsilon) \), which combined with the acceleration condition implies \( \epsilon < 1 \), in accordance with (15) and (17). Therefore, \( \epsilon = 1 \) signals the end of the inflationary period.

As already mentioned, one of the striking features of inflation, apart from successfully solving the shortcomings of the standard Big Bang model, is that it also provides the seed for the large scale structure as well as the CMB temperature anisotropies we see today. The quantum nature of inflation allows us to consider small deviations of the inflaton from its homogeneous vacuum expectation value (vev), that drives the expansion of spacetime, \( i.e. \)

$$\phi(t, x) = \phi_0(t) + \delta \phi(t, x).$$  \hspace{1cm} (18)

Since the inflaton field dominates the matter content of the universe during inflation, these deviations represent small inhomogeneities in the energy density, which are transmitted to inhomogeneities of spacetime itself, finally manifesting themselves as temperature anisotropies in the CMB. The dynamics of these scalar quantum fluctuations will be the content of Part III but let us here briefly discuss the predictions of slow roll inflation regarding their distribution in the CMB.

A generic prediction of inflation is that these perturbations are Gaussian, \( i.e. \) they have vanishing odd correlators, hence obeying Gaussian statistics. An intuitive way to understand this is the following: the slow roll conditions (15) imply that the potential is almost flat, so that one may linearise the Klein-Gordon equation (14) that governs the dynamics of the inflaton field and its fluctuations\(^1\) (18). Going one step backwards, one realises that a linear equation of motion follows from a quadratic action. Now, correlation functions are encoded in the partition function, which very loosely speaking is the exponential of the action, in such a way that the \( n \)-th order term in the expansion yields the \( n \)-point correlator. Therefore, if the action is quadratic, only even terms will appear in the expansion. To sketch it: \( e^{x^2} = \sum x^{2n}/n! \).

As shown in the seminal paper of Maldacena [25], any odd correlator of fluctuations in slow roll canonical\(^2\) inflation is proportional to the slow roll parameters, so that in the limit where these are small, the theory is indeed Gaussian\(^3\). In Ch. 5 and Ch. 6, we will explore classes of (non canonical) slow roll inflationary models in which the fluctuations may significantly depart from Gaussian statistics. Such a deviation, if ever confirmed by observations, will hint upon deviations from canonical slow roll models [28], which is an exciting prospect.

Another general feature of scalar fluctuations during inflation is that the they become time independent once their wavelength reaches the Hubble scale, a property of great importance.

\(^{1}\)Since we are dealing with a coupled system, that is, a scalar field on a gravitational background, one should bear in mind that in addition to the fluctuations of the inflaton field, there are also scalar perturbations of the metric itself. As we will see in Ch. 5, if the inflaton fluctuations are linear and slow roll conditions are met, the metric perturbations are also linear, so the “Gaussianity argument” presented here still holds.

\(^{2}\)By canonical we mean an inflationary model with canonical kinetic terms \( (\partial \phi)^2 \).

\(^{3}\)See however [26, 27] for a way to generate non Gaussian signals in canonical slow roll modes by considering features in the potential.
since it “decouples” the unknown physics that governs their dynamics outside the observable universe. After inflation ends, the Hubble scale starts growing during a radiation and then a matter dominated era, so that the frozen perturbations re-enter the observable universe at some point, when they start oscillating, driven by two competing forces: gravitational attraction and photon pressure. In overdense regions attraction wins and gravitational collapse leads to structure formation, while in underdense regions pressure forbids such a process. At the time of recombination, when photons start free-streaming throughout the universe, each wavenumber is captured at a specific phase of its oscillation (see Fig. 1), and this produces the acoustic peaks and troughs in the temperature power spectrum, shown in Fig. 2.

Figure 1: The temperature fluctuation versus conformal time, with $\eta_*$ the time of recombination. A mode with small wavenumber, i.e. large wavelength, lies outside the observable universe at the time of recombination, hence it is constant (super-horizon). The “first peak” mode is one whose amplitude is at a maximum at $\eta_*$, leading to the first peak in the CMB temperature power spectrum. Another mode with slightly larger wavenumber has entered the horizon earlier and is thus captured at a later stage in the oscillation, when its amplitude is around zero (“first trough”). Finally, an even shorter mode is captured at its minimum amplitude (“second peak”). Figure taken from [29].

However, it is important to recall that there are infinite modes with similar wavenumbers, and since all of them are excited during inflation, the resulting power spectrum should lack clear peaks and troughs, resembling the power spectrum of white noise, as in Fig. 3. Nevertheless, Fig. 2, which is an actual observation [30], suggests that all modes with a given wavenumber are in phase at the time of recombination. The fact that during inflation fluctuations freeze at super-Hubble scales, offers a beautiful explanation of this result: since the modes start oscillating when they re-enter the observable universe, similar wavelengths are in phase [29]. In other words, decomposing a mode $\zeta_{k_0}$ at horizon re-entrance time $\tau_0 = 0$, in sines and cosines, $\dot{\zeta}_{k_0} = 0$ implies that inflation excites only cosines! Therefore, the peak structure of the temperature power spectrum strongly supports the inflation idea.

Between the lines of the above discussion, lies an important implication, which provides a powerful tool for the study of inflationary perturbations. Amongst others, there are two distinct fundamental energy scales: one associated with the background model which captures the microphysics of inflation and another associated with the dynamics of the perturbations about this background, which freeze when they cross the Hubble scale, being imprinted in the
CMB. The former is supposed to be around the Grand Unification (GUT) scale, $\Lambda_{\text{GUT}} \sim 10^{16}$ GeV, whilst the latter, which is set by the Hubble scale, is significantly lower as can be deduced from (4) and the slow roll conditions. At first sight, given our poor understanding of ultra high energy physics and the lack of experimental probes, a description of the inflationary process at all scales would seem intractable. Fortunately, in order to describe a natural process such as inflation, one only needs to focus on a relatively small window of length scales which is set by the system under consideration itself.

Effective Field Theory (EFT) constitutes a powerful scheme that allows for an appropriate description of an important process in a physical system at a certain characteristic scale. Appropriate, because it focuses on the correct degrees of freedom that govern the dynamics of the

---

Figure 2: The temperature power spectrum measured by Planck mission. Figure taken from http://www.sciops.esa.int/index.php?project=planck&page=Planck_Legacy_Archive.

Figure 3: Without the coherence of the oscillations implied by the inflationary mechanism, the expected temperature fluctuations should look like white noise, i.e. without clear peak-trough structure. Axis as in Fig. 1. Figure taken from [29].
system and important, for it isolates the most relevant processes at that energy while hiding any complicated, “irrelevant” details. The rough idea is that if there are quantities that are too small or too large compared to the characteristic scale of a system, we can set them equal to zero and infinity respectively and still get a correct estimate of the actual physics. Depending on one’s desired accuracy, one can then include corrections to the rough estimate as powers of small ratios of the ignored scales and the characteristic length.

An important concept that arises from this argument is the validity window of an EFT which leads to the notion of ultra violet (UV) completion. The term validity window refers to the fact that an EFT is designed to address problems exhibiting a specific characteristic scale and processes of energies above this scale cannot be described by it. In other words, at energies higher than the characteristic scale, the corrections mentioned previously become of the same order as, or even more important than, the rough estimation. This fact manifests itself in many ways, which may be summarised via the following statement: when an EFT begins to exhibit any kind of unphysical behaviour as the energy approaches a specific value, it needs to be UV completed. The completion is another theory which “takes over” control of the system when we want to consider processes at higher energies than this specific value, and this is what the prefix “UV” implies. It is designed in such a way that it flows to the original EFT once the energy is lowered but the inverse is non applicable. Since the completion may be (and most of the times it actually is) an effective theory itself, a more appropriate term is an intermediate UV completion, with the “bare” term reserved for the ultimate theory that can describe physics at any scale. In the 70’s, Wilson and Kogut [31] revolutionised the way we view field theory by putting forward the idea that any theory should be regarded as an effective one, with all the unphysical behaviour, such as e.g. divergencies of observable quantities, being an indication of the theory hitting its UV scale, i.e. the upper bound of its validity window.

Let us exemplify the above notions with a simple well known EFT, the Fermi theory of weak interactions. In the 30’s, Fermi attempted to describe $\beta$ decay by considering a contact four fermion interaction between a neutron, a proton, an electron and its antineutrino. This theory is quite accurate up to around 100 GeV, whilst at higher energies it deviates substantially from experimental results. As we now know, the correct theory of $\beta$ decay is the theory of weak interactions mediated by the W and Z bosons. These mediators, being massive, insert a scale into the problem so that for energies well below the W mass an effective description of neutron decay may apply. This is exactly the Fermi theory, which essentially treats the W boson as infinitely massive and removes it from the dynamics. The weak theory is an intermediate completion of the Fermi theory, which may itself be embedded into the electroweak theory, which can be further extrapolated upwards to a grand unified theory and so on and so forth, until a genuine UV complete theory is reached.

Since we will use effective field theory techniques to study both inflation in a UV complete framework and perturbations about generic inflating backgrounds, let us close these introductory remarks and somehow “formalise” these claims by reviewing the general principles of effective field theory. The reader is referred to [32–36] for extensive reviews on EFT.
Principles of Effective Field Theory

An effective field theory is characterised by a Lagrangian which is a polynomial over operators $O$ that respect the symmetry of the theory,

$$ L = \int dx^4 \sum_i c_i O_i, \quad (19) $$

where $c_i$ are dimensionful couplings and spacetime dimension four is assumed. An operator is characterised by its scaling dimension $d_i$ which governs its behaviour as the energy decreases\(^1\),

$$ E \rightarrow \lambda E \implies O_i \rightarrow \lambda^{d_i} O_i \implies \int dx^4 O_i \rightarrow \lambda^{d_i - 4} \int dx^4 O_i. $$

Operators with $d > 4$ are irrelevant since they become more and more suppressed as the energy scales downwards, as opposed to relevant operators, with $d < 4$, whose presence becomes important in the same limit. Operators with $d = 4$ are marginal. The construction of this effective Lagrangian follows from a set of generic rules:

1. The dynamics of a system at low energies (equivalently at large length scales) do not depend on high energy physics (i.e. at small distances).

2. Upon identifying the set of characteristic scales $\Lambda_\star$ of a physical process, one replaces by zero and infinity the small $\Lambda_{IR}$ and large $\Lambda_{UV}$ remaining scales of the full problem, respectively. Upon relaxing this condition, finite corrections can then be incorporated as perturbations of the form $(\frac{\Lambda_\star}{\Lambda_{UV}})^n$.

3. The EFT describes the low energy physics to a given accuracy $\varepsilon$ in terms of a finite set of operators:

$$ \left( \frac{\Lambda_\star}{\Lambda_{UV}} \right)^{d_i - 4} \gtrsim \varepsilon \quad \leftrightarrow \quad d_i \lesssim 4 + \frac{\ln(\varepsilon)}{\ln(\Lambda_\star/\Lambda_{UV})}. \quad (20) $$

4. The EFT has the same IR (but different UV) behaviour as the full theory.

5. The only manifestation of UV physics lies in the low energy dimensionful couplings $c_i$ and the symmetries of the EFT.

These rules form the minimal set of axioms that prescribe the construction of an EFT describing physical processes of a system around a scale $\Lambda_\star$. However, such a construction is far from predictive in the sense that every result will depend on a set of unknown parameters. The third rule ameliorates this unpredictability by constraining this set to be finite; once the given accuracy $\varepsilon$ is decided, the number of unknown parameters $c_i$ is automatically fixed from (20),

\(^1\)We assume a relativistic theory, where space and time both scale inversely proportional to energy. In a non relativistic situation, as the one we will encounter in Ch. 6, the scaling dimension may differ from the mass dimension of an operator [34].
since there exists only a finite number of operators of a given scaling dimension $d$. Thus, this set of principal rules needs to be supplemented by an empirical or a fundamental input.

The first term, empirical input, refers to a bottom-up approach, where the set of $n$ dimensionful couplings is determined by $n$ experiments designed to probe these quantities. Then an $(n+1)$-th measurement is a consistency check for the theory after which the EFT can be trusted, leading to actual predictions. If one wishes to further complete this EFT, one may search for theories that correctly reproduce these measurements at low energies.

What is meant by the second term, a fundamental input, is a different situation where one has full knowledge of the complete theory, yet the theory cannot be solved at low energies, e.g., due to strong coupling effects like confinement in QCD. In that top-down case, the EFT becomes a tool which allows for simplification of the technical aspects of the problem. Assuming full knowledge of the complete theory, the EFT contains no unknown couplings, and its predictability is guaranteed due to this input of UV information.

The action (13) represents an effective theory in many aspects. First of all, GR itself is an effective theory and may be supplemented by higher dimensional operators, as we will see in Part III. Furthermore, the matter Lagrangian contains free couplings and may itself be supplemented by e.g., higher dimensional kinetic terms. The challenge for a UV complete theory is to naturally and dynamically provide a degree of freedom, or more generally a set of degrees of freedom that realise inflation for a certain finite period of the early universe evolution. In Part II, we will study a class of such UV motivated models.

**Scope & structure of the thesis**

This thesis studies two classes of potential observational signatures of inflation: cosmic superstrings (Part II) and non Gaussianities (Part III). The first is related to background dynamics, while the second stems from perturbations along the inflationary background. Both these subjects are studied in an effective field theory framework. For the cosmic superstrings, we place ourselves in a known UV framework, which is type IIB string theory, and work within two effective four dimensional models, namely the $D3/D7$ and $D3/ar{D}3$. This is a top-down EFT, since the four dimensional models exhibit free parameters descending from the various ways that dimensional reduction may be implemented. This freedom constitutes our poor understanding of string theory and in order to obtain a predictive effective theory, an empirical input is required. Alternatively, non Gaussian signatures of a large class of models are studied using a generic bottom-up EFT with unknown coefficients, which are directly related to observable quantities.

Theoretical understanding of UV models and their signals is crucial since it may provide insight into the complete theory under consideration, given that such signals are indeed detected by future experiments. For example, detection of cosmic superstrings and analysis of their properties could hint upon their UV origin, while detection of non Gaussianities may shed light to both the inflationary dynamics and the process of structure formation in the universe. In order for such information to be used accurately, it is important to know the exact relation between observable quantities and parameters of the theory.

Part II is devoted to the study of observational signatures and theoretical constraints on brane inflationary models. More specifically, we find that observational bounds on the cosmic superstring tension that may form at the end of D-brane inflation, constrain unknown parameters of
the models. In addition, a careful analysis of the supersymmetry breaking mechanism in combination with the compactification method, places theoretical constraints on both the inflationary process of each model and the potential signatures related to the decay of cosmic superstrings.

In more detail, Ch. 1 contains a short review of basic notions of supersymmetry, supergravity and string theory, which are relevant for this thesis. In Ch. 2, based on the author’s work [1], we study the cosmic superstrings that are formed at the end of $D3/D7$ inflation. We argue that they are of local axionic type and we use observational bounds on the string tension to constrain the volume of the compact six dimensional manifold. We then argue that relatively recent developments in supersymmetry breaking mechanisms in string theory, imply that models of this kind are inconsistent with moduli stabilisation.

In Ch. 3, based on the author’s work [2], we study the decay channels of superstrings that form at the end of brane-antibrane inflation in warped backgrounds in the context of the $D3/D3$ model. After reviewing the construction of a bound state of fundamental strings and one dimensional branes, we argue that consistency of the compactification on a warped background forbids some of the radiative processes previously considered in the literature, while an estimation of the power of allowed radiation is not straightforward.

In Part III, we change our approach to an EFT designed to capture the physics of scalar perturbations generated during inflation. We argue that in view of string inflationary models, a natural and generic assumption is that the inflaton may interact with heavy scalar fields of the UV theory. We then identify a class of operators in the low energy EFT of scalar perturbations, that capture the presence of these interactions in the UV. Finally, the effects of these operators on the low energy observables such as the two-point and three-point correlators are studied. We find that although these operators do not have dramatic effects on the shapes of three-point correlators of scalar perturbations, the observational bounds on these quantities are directly translated into bounds on the scale where UV degrees of freedom become dynamical.

In more detail, in Ch. 5 we review the relevant notions of cosmological perturbation theory and the construction of an EFT for the perturbations [37,38] making several connections with gauge theory results about Goldstone bosons and spontaneous symmetry breaking. Subsection 5.3.1.4 contains parts of the author’s unpublished work.

In Ch. 6, based on the author’s work [3], we identify and study a certain class of operators modelling the presence of massive fields at high energies that may affect the inflationary dynamics. After computing the relevant scales of the problem, including the window of validity of the effective theory and the scale where the dispersion relation of the theory changes from linear to non linear, we calculate the effects of these operators on the power spectrum and the bispectrum of the scalar fluctuations. We find that observables related to the two-point and three-point correlators of the theory are directly related to the energy scale of the UV theory. Sec. 6.5.3, where the bispectra of the effective theory are computed, contains ongoing work [4].

Both Parts, II and III, contain a partial introduction and a summary. We finally present our collective conclusions and future directions in Part IV. App. A contains parts of the author’s unpublished work, where known higher order slow roll corrections of the two-point action for the curvature perturbation are reproduced within the EFT formalism. App. B is relevant to Ch. 6 and contains additional calculations that have been suppressed throughout the main text.
Part II

Top-down EFT of the background: inflation in string theory
String theory is a unifying theoretical framework for the description of all elementary forces. Initially proposed in the 70’s as a theory of strong interactions, it was soon abandoned due to the success of QCD\(^1\). Its subsequent development took another turn however, when it was realised that it also contained gravitational degrees of freedom, and until today it is considered one of the most promising candidates for a theory of quantum gravity. As mentioned in the Introduction, a desirable feature of any UV complete theory is its ability to realise viable inflationary models, so there has been much effort to embed the inflationary process in a string framework.

In this part we will study topological defects, arising from the phase transition signalling the end of inflation, in the context of brane inflation. The main focus will be the formation, properties and decay mechanisms thereof, which may provide a unique observational window into the physics of very high energies. Since an integral part of string theory is supersymmetry (SUSY), we begin with a short review of supersymmetric gauge theories including SUSY breaking mechanisms. We then outline the basic concepts of string theory that will be used in what follows, including D-branes and moduli fields, closing with a discussion on cosmic strings and inflation in such a context. In Ch. 2 we focus on the formation of cosmic strings in the \(D3/D7\) model and the study of inflation in combination with recent developments in SUSY breaking, whilst in Ch. 3 we study the radiative processes of such structures in the context of one of the best understood compactified examples of string theory. We close with our conclusions on these directions.

\(^1\)See [39, 40] for a nice historical account of the development of string theory.
Chapter 1

Supersymmetry and string theory primer

The effectiveness of the standard model in describing particle physics at energies up to (currently) a few TeV is unambiguous. However, there are many theoretical inconsistencies like for example the problem of large hierarchies. One such hierarchy is associated with the mass of the recently discovered Higgs boson. Calculating loop corrections, one finds that it has a power law dependence on the cutoff scale so one would expect the Higgs mass to be much higher than its measured value of 125 GeV. Hence, there must be some mechanism that cancels these quadratic divergencies. Supersymmetry is a symmetry that relates bosons to fermions and among other things provides a solution to the Higgs hierarchy problem. An intuitive way to see that is the following: since bosons and fermions contribute to loop corrections with different signs, one might hope that if a theory has the same number of fields of each kind and appropriate couplings, divergencies like the one mentioned might cancel, leaving a finite measurable quantity. Another intriguing feature of supersymmetry is that it allows for a unification of the three fundamental forces at the GUT scale, lying around $10^{16}$ GeV.

Theoretically, supersymmetry is the only mixed internal-spacetime symmetry which can lead to consistent particle physics theories. In [41], Coleman and Mandula showed that upon certain assumptions on the S-matrix, the only way that Poincare symmetry and an internal symmetry can coexist is the trivial, that is a direct product of the two, with no mixing of the generators. A few years later, the Poincare group was extended to include anticommuting generators [42] and it was soon demonstrated [43] that there is a unique way to mix spacetime and internal symmetries in a non trivial way that evades the Coleman-Mandula no-go theorem: supersymmetry.

Such an algebra may be written as

\begin{align}
\{Q_\alpha, Q^\dagger_\hat{\alpha}\} &= 2\sigma^{\mu}_{\alpha\hat{\alpha}} P_\mu, \\
\{Q_\alpha, Q_\beta\} &= \{Q^\dagger_\alpha, Q^\dagger_\beta\} = 0, \\
[Q_\alpha, P_\mu] &= [Q^\dagger_\alpha, P_\mu] = 0,
\end{align}

\begin{align}
(1.1)
\end{align}

where $\alpha, \hat{\alpha}$ are spinor indices running from 1 to 2 and $\sigma^{\mu}_{\alpha\hat{\alpha}} = (1, \sigma^i), \quad \bar{\sigma}^{\mu\alpha\hat{\alpha}} = (1, -\sigma^i)$, with $\sigma^i$ the Pauli matrices. The commutator of the supercharges $Q, Q^\dagger$ with the Poincare generators
can be also computed as
\[ [Q_\alpha, M^{\mu\nu}] = (\sigma^{\mu\nu})_\alpha^\beta Q_\beta, \quad [Q_\alpha, P^\mu] = 0, \] (1.3)
with \((\sigma^{\mu\nu})_\alpha^\beta = \frac{i}{4}(\sigma^\mu\bar{\sigma}^\nu - \sigma^\nu\bar{\sigma}^\mu)_\alpha^\beta, \quad (\bar{\sigma}^{\mu\nu})_\alpha^\beta = \frac{i}{4}(\bar{\sigma}^\mu\sigma^\nu - \bar{\sigma}^\nu\sigma^\mu)_\alpha^\beta.

From this algebra one can derive some crucial observations. Firstly, from (1.1) we may write the Hamiltonian \(P^0\), as
\[ H = \frac{1}{4} \sum Q_\alpha Q_\alpha^\dagger. \] Now if the vacuum of a theory is supersymmetric it should be annihilated by the supersymmetry generators \(Q_\alpha|0\rangle = 0\), implying that the vacuum energy of a supersymmetric theory must vanish, \(\langle 0|H|0\rangle = 0\). Indeed, as we will see in Sec. 1.1.1, a non zero vacuum energy is a way to break supersymmetry. Secondly, from (1.2) we see that the Hamiltonian commutes with the SUSY generators and in addition, from (1.3) it follows that the SUSY generators act on the states as lowering/raising operators of spin quantum numbers. These two statements suggest that supersymmetric particle states may be organised into supermultiplets, which are collections of fermionic and bosonic fields that may be obtained by acting with the raising operators on a vacuum state of a given helicity or spin. In the next Section, we will consider the simplest SUSY theory and then gradually generalise to more complicated models, representing these supermultiplets as single objects that generalise ordinary fields. This formulation will be of use in Sec. 2.1. For extensive reviews on supersymmetry the reader is referred to [44–47], as well as the textbooks [48,49].

### 1.1 Supersymmetric Lagrangians

Let us start with a simple Lagrangian exhibiting supersymmetry:
\[
\mathcal{L} = \partial_\mu \phi \partial^\mu \phi^* + i \psi_\alpha^\dagger \bar{\sigma}^{\mu\alpha} \partial_\mu \psi_\alpha.
\] (1.4)

In order to obtain supersymmetry the scalar should map to the fermion and the fermion to the scalar. We thus need a transformation parameter that carries a spinor index, i.e. an anti-commuting Grassmann variable. The fermion should have a transformation law that contains a derivative in order to match with the bosonic kinetic term, which has one derivative more. Since the derivative carries a spacetime index, we need to contract it with an object that carries analogous structure.

Let us therefore consider the following transformation laws
\[ \delta \phi = \epsilon^\alpha \psi_\alpha, \quad \delta \phi^* = \epsilon_\alpha^\dagger \psi_\alpha^\dagger, \] (1.5)
for the scalar boson and
\[ \delta \psi_\alpha = -i(\sigma^\nu \epsilon^\dagger)_\alpha \partial_\nu \phi, \quad \delta \psi_\alpha^\dagger = i(\epsilon \sigma^\nu)_\alpha \partial_\nu \phi^*, \] (1.6)
for the fermion. After some algebra, using the Pauli identities
\[ [\sigma^\mu \bar{\sigma}^\nu + \sigma^\nu \bar{\sigma}^\mu]_\alpha^\beta = 2\eta_{\mu\nu} \delta_\alpha^\beta \quad \text{and} \quad [\bar{\sigma}^\mu \sigma^\nu + \bar{\sigma}^\nu \sigma^\mu]_\alpha^\beta = 2\eta_{\mu\nu} \delta_\alpha^\beta, \] (1.7)
one can show that the variation of the Lagrangian can be written as a total derivative
\[ \delta L = \partial_\mu (e^{\sigma_\nu \bar{\sigma}^\nu} \psi \partial_\nu \phi^* - e\psi \partial^\mu \phi^* + e^\dagger \psi^\dagger \partial^\mu \phi), \]
rendering the action supersymmetric.

In order to check that we have correctly implemented the SUSY transformations we need to verify that the commutator of two SUSY transformations yields another transformation or in other words that the SUSY algebra is satisfied. By explicitly computing the commutator of two variations \[ [\delta_1, \delta_2] \] on the scalar and the fermion, given by (1.5) and (1.6) respectively, one can see that the algebra does not close off-shell. An intuitive way to understand this is to count bosonic and fermionic degrees of freedom on- and off-shell. In the former case, we have two bosonic and two fermionic degrees of freedom since the Dirac equation projects out one two-component fermion, while in the latter case, there is clearly a mismatch since the equations of motion do not provide any constraint. One of the consequences of the SUSY algebra (1.1)–(1.3), is that fermionic and bosonic degrees are in one to one correspondence so this mismatch implies that the algebra does not close off-shell. We thus need to add an auxiliary complex scalar field that vanishes on-shell and provides the two missing off-shell bosonic fields. Therefore, the correct supersymmetric non interacting Lagrangian should read
\[ L_{\text{free}} = \partial_\mu \phi \partial^\mu \phi^* + i\psi^\dagger \bar{\sigma}^\mu \partial_\mu \psi + \mathcal{F} \mathcal{F}^*, \]
which is (1.4) supplemented by an extra non dynamical term involving the auxiliary field \( \mathcal{F} \). The variations of the scalar fields remain as in (1.5), while the fermion transformations and the auxiliary field ones are given by
\[ \delta \psi_\alpha = -i(\sigma_\nu \epsilon_\nu)_\alpha \partial_\nu \phi + \epsilon_\alpha \mathcal{F}, \quad \delta \psi^\dagger_\alpha = i(\epsilon \sigma_\nu)_\alpha \partial_\nu \phi^* + \epsilon^\dagger \alpha \mathcal{F}^*, \]
\[ \delta \mathcal{F} = -i\epsilon_\alpha \bar{\sigma}^\mu \partial_\mu \psi_\alpha, \quad \delta \mathcal{F}^* = i\partial_\mu \psi^\dagger_\alpha \bar{\sigma}^\mu \epsilon_\alpha. \]
The collection of the fields \( \{\phi, \phi^*, \psi, \psi^\dagger, \mathcal{F}, \mathcal{F}\} \) forms a chiral multiplet. The Lagrangian (1.9) is known as the free Wess-Zumino model and it is the minimal supersymmetric model describing a free chiral multiplet. We will now consider the interacting Wess-Zumino model which will reveal general characteristics of SUSY theories.

From (1.9), the canonical dimensions of the various fields may be computed as \( [\phi] = 1, [\psi] = \frac{3}{2}, [\mathcal{F}] = 2 \) (assuming spacetime dimension four). Therefore, the most general interaction term containing dimension four operators reads
\[ L_{\text{int}} = -\frac{1}{2} W^{jk} \psi_j \psi_k + W^j \mathcal{F}_j + \text{h.c.}, \]
where summation over contracted indices is implied and \( \text{h.c.} \) stands for hermitian conjugate, \( W^{jk} \) is a linear function of the complex scalar symmetric in its indices and \( W^j \) is a quadratic one.

Using the transformations (1.5), (1.10) to write the SUSY variation of the interaction Lagrangian, and requiring that it vanishes, one can derive constraints on the functions \( W^{ij} \) and \( W^j \). Specifically, from the terms of \( \delta L_{\text{int}} \) containing four spinors, \( W^{jk} \) is restricted to be a holomorphic function of the scalar fields, \( i.e. \) it must depend only on \( \phi \) and not \( \phi^\dagger \). A useful
parametrisation of \( W^{jk} \) is
\[
W^{jk} = \frac{\partial^2}{\partial \phi_j \partial \phi_k} W, \tag{1.12}
\]
where the function \( W \), known as the superpotential, reads
\[
W = \frac{1}{2} M^{jk} \phi_j \phi_k + \frac{1}{6} Y^{jkl} \phi_j \phi_k \phi_l, \tag{1.13}
\]
with \( M^{jk}, Y^{jkl} \) being mass and Yukawa matrices respectively. As we will shortly see, the superpotential is related to the scalar potential of the model.

From the one derivative terms of the SUSY variation of (1.11), the function \( W^j \) is constrained to obey
\[
W^j = \frac{\partial W}{\partial \phi_j}, \tag{1.14}
\]
a relation that identically imposes the vanishing of the remaining terms in \( \delta \mathcal{L}_{\text{int}} \) which are linear in \( F \). Now the full Lagrangian can be written as
\[
\mathcal{L}_{WZ} = \partial_\mu \phi \partial^\mu \phi^* + i \bar{\psi} \gamma^\mu D_\mu \lambda + \frac{1}{2} \left( W^{jk} \psi_j \psi_k + W^{*jk} \psi^*_j \psi^*_k \right) + V(\phi, \phi^*), \tag{1.15}
\]
where the scalar potential reads
\[
V(\phi, \phi^*) = F_j F^{*j} = W^j W^*_j. \tag{1.16}
\]
The last equality is obtained by integrating out the auxiliary field \( F \) and imposing the constraint equation \( F_j = -W^*_j \). Thus, (1.16) relates the scalar potential \( V(\phi, \phi^*) \) and the superpotential \( W \) via (1.14).

Let us now take one more step and generalise the previous construction to include a gauge symmetry. In order to write the correct theory that respects the SUSY algebra, it is instructive to count again the on- and off-shell degrees of freedom for a system of a gauge field and a four component spinor, the gaugino. On-shell we have two bosonic degrees representing the two helicities of the gauge boson and two fermionic degrees as before. Off-shell there is again a mismatch since now the gauge field represents three degrees of freedom, while the fermion corresponds to four. The solution is again a non dynamical auxiliary field that describes one bosonic degree, usually denoted by \( D \). A pure super Yang Mills (SYM) theory may now be written as
\[
\mathcal{L}_{\text{SYM}} = -\frac{1}{4} F^a_{\mu \nu} F^{a \mu \nu} + i \bar{\lambda}^{\dagger a} \gamma^\mu \partial_\mu \lambda + \frac{1}{2} D^a D^a, \tag{1.17}
\]
where \( F^a_{\mu \nu} = \partial_\mu A^a_\nu - \partial_\nu A^a_\mu - gf^{abc} A^b_\mu A^c_\nu \) is the field strength, with \( g \) the gauge coupling and \( f^{abc} \) the structure constants of the gauge group and \( D_\mu \lambda^a = \partial_\mu \lambda^a - gf^{abc} A^b_\mu \lambda^c \) is the covariant derivative. Bearing in mind that the SUSY variations should map the gauge field to the gaugino and vice versa, while having the correct index structure, and taking into account that the kinetic
terms differ by one derivative we obtain
\[ \delta A^a_\mu = -\frac{1}{\sqrt{2}} \left( \epsilon^\mu_\nu \lambda^a + \lambda^{1a} \bar{\sigma}_\nu \epsilon \right), \]
\[ \delta \lambda^a_\alpha = -\frac{i}{2\sqrt{2}} \left( \sigma^a_\mu \bar{\sigma}^\mu_\nu \epsilon \right)_\alpha + \frac{1}{\sqrt{2}} \epsilon^{1a}_\alpha \bar{\sigma}_\nu \epsilon, \]
\[ \delta \lambda^{1a}_\alpha = -\frac{i}{2\sqrt{2}} \left( \epsilon^\mu_\nu \sigma^\mu \sigma^a_\alpha \right)_\lambda + \frac{1}{\sqrt{2}} \epsilon^{1a}_\alpha \sigma^\mu \epsilon, \]
\[ \delta D^a = -\frac{1}{\sqrt{2}} \left( \epsilon^\mu_\nu D^a_\mu \lambda^a - D^a_\mu \lambda^{1a} \bar{\sigma}_\nu \epsilon \right). \]

The collection \( \{ A_\mu, \lambda, \lambda^\dagger, D \} \) forms a vector multiplet. The pure SYM theory may be supplemented with interacting matter fields to yield a SUSY gauge theory. Observing that the mass dimension of the auxiliary field is \( |D| = 2 \) and restricting to canonical dimension four singlet operators, the possible choices for interactions are
\[ (\phi^* T^a \psi) \lambda^a, \quad \lambda^{1a} (\psi^\dagger T^a \phi), \quad \phi^* D^a \]
with \( T^a \) the generators of the gauge group, so that the complete Lagrangian of a SUSY gauge theory reads
\[ \mathcal{L} = \mathcal{L}_{WZ} + \mathcal{L}_{SYM} - \sqrt{2} g \left[ (\phi^* T^a \psi) \lambda^a + \lambda^{1a} (\psi^\dagger T^a \phi) \right] + g (\phi^* T^a \phi) D^a. \]

We may again integrate out the auxiliary field via its constraint equation
\[ D^a = -g \phi^* T^a \phi, \]
so that the scalar potential (1.16) receives a contribution from the gauge sector reading
\[ V(\phi, \phi^*) = F^a F^a + \frac{1}{2} D^a D^a = W^J W^J + \frac{1}{2} g^2 (\phi^* T^a \phi)^2. \]

The first term, originating form the matter sector, is known as the \( F \)-term potential while the second one, from the gauge sector, is usually called the \( D \)-term potential. As mentioned previously, a SUSY vacuum should have a vanishing energy. If the scalar potential does not vanish for some field configuration, supersymmetry is spontaneously broken and depending on whether the \( F \)-term or the \( D \)-term potential is non zero, the SUSY breaking mechanism is dubbed \( F \)- or \( D \)-term breaking. Since at low energies there exists no observation of supermultiplets, SUSY breaking is an important aspect of any theory with phenomenological applications. In Ch. 2, we will study a string theory inspired inflationary model whose predictions crucially depend on the SUSY breaking mechanism which is of the \( D \)-term type. We thus now proceed to review both mechanisms for completeness.

### 1.1.1 Supersymmetry breaking

A primary example of \( F \)-term SUSY breaking is the O’Raifeartaigh model [50]. It contains a sector with three chiral multiplets with a superpotential given by
\[ W_{O’R} = -k^2 \phi_1 + m \phi_2 \phi_3 + \frac{y}{2} \phi_1 \phi_3^2, \]
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where \( k \) and \( m \) are mass dimension one parameters and \( y \) a dimensionless Yukawa coupling. Since there are no \( D \)-terms, the scalar potential (1.16) reads

\[
V = |F_1|^2 + |F_2|^2 + |F_3|^2 = |k^2 - \frac{y}{2} \phi_3^2|^2 + |m \phi_3|^2 + |m \phi_2 + y \phi_1 \phi_3|^2.
\] (1.23)

There is no solution where \( F_1 \) and \( F_2 \) are simultaneously zero, so this potential has a non zero minimum at \( \phi_2 = \phi_3 = 0 \) equal to \( V = k^4 \). This is actually a one parameter family of minima, since \( \phi_1 \) is left free, i.e. it is a flat direction. This flat direction is lifted by one loop quantum corrections, which give a mass to \( \phi_1 \) stabilising the potential around \( \phi_1 = 0 \).

Alternatively, the Fayet-Iliopoulos model [51] uses a non zero \( D \)-term so it takes place within a gauge theory. SUSY breaking is achieved by the addition of a term in the Lagrangian which is linear in the auxiliary field

\[
\mathcal{L}_{\text{FI}} = \xi^2 D,
\] (1.24)

where \( \xi \) has dimension of mass. Such a contribution is known as a Fayet-Iliopoulos (FI) term and may be added to the Lagrangian (1.17) only when the gauge group contains an abelian factor, since otherwise such a term is not supersymmetric. Hence, the Fayet-Iliopoulos mechanism exists for \( U(1) \) gauge groups. The \( D \)-term potential reads

\[
V = \frac{1}{2} D^2 - \xi^2 D + g D \sum_i q_i |\phi_i|^2,
\] (1.25)

where \( q_i \) are the charges of the scalars under the \( U(1) \), leading to a constraint equation for the auxiliary field given by

\[
D = \xi^2 - g \sum_i q_i |\phi_i|^2.
\] (1.26)

If the \( \phi_i \) are stabilised to a zero vev, the minimum of the potential is set by the FI term as \( V = \frac{1}{2} \xi^4 \).

We now describe the superspace formalism that allows one to derive general rules for writing arbitrary supersymmetric Lagrangians in an elegant and concise way. We will exploit this formalism to write the Lagrangian of the brane inflation model that will be studied in Ch. 2.

1.1.2 Superspace formalism

Superspace formalism [52] is a notational device that simplifies the manipulations of the various fields of a SUSY theory by assembling all the fields of a supermultiplet in a single object called a superfield. Superfields are defined on a superspace, which is an extension of spacetime by anticommuting Grassmann coordinates \( y^\mu = x^\mu - i \theta \sigma^\mu \tilde{\theta} \), where \( \{ \theta_a, \tilde{\theta}_\dot{a} \} = 0 \). The ordinary scalar, vector and spinor components of the superfield are then recovered by Taylor expanding and integrating over these Grassmann subspace, following two simple integration rules for a Grassmann variable \( \eta \), namely

\[
\int d\eta = 0 \quad \text{and} \quad \int \eta d\eta = 1.
\] (1.27)
A chiral superfield is defined as

\[ \Phi(y) = \phi(y) + \sqrt{2} \theta \psi(y) + \theta^2 \mathcal{F}(y) \]

\[ = \phi(x) - i \theta \sigma^\mu \bar{\theta} \partial_\mu \phi(x) + \frac{1}{4} \theta^2 \bar{\theta} \partial^2 \phi(x) + \sqrt{2} \theta \psi(x) \]

\[ - \frac{i}{\sqrt{2}} \theta^2 \bar{\theta} \psi(x) \sigma^\mu \bar{\theta} \bar{\psi} \phi(x) + \theta^2 \mathcal{F}(x), \]

where we have Taylor expanded \( y^\mu \) and used the anticommuting properties of the Grassmann coordinates to terminate the expansion at second order in \( \theta \) and \( \bar{\theta} \). Now, the free Wess-Zumino Lagrangian (1.9) can be simply written as

\[ \int dx^4 \mathcal{L}_{\text{free}} = \int dx^4 d\theta^4 \Phi^\dagger \Phi, \]

where we have used the notation

\[ d\theta^4 = d\theta^2 d\bar{\theta}^2, \quad d\theta^2 = -\frac{1}{4} d\theta^a d\theta^\beta \epsilon_{\alpha \beta}, \quad d\bar{\theta}^2 = -\frac{1}{4} d\bar{\theta}_\alpha d\bar{\theta}_\beta \epsilon^{\alpha \beta}. \]

The interacting part of the Wess-Zumino model (1.11), can be written in superspace by considering the superpotential (1.13) as a function of chiral superfields. We have that

\[ \int d\theta^2 W(\Phi) = \int d\theta^2 \theta^2 W_2 = W_2 \mathcal{F}^a - \frac{1}{2} W^a \psi_\alpha \psi_\beta - \partial_\mu \left( \frac{1}{4} W^a \bar{\theta} \partial^2 \phi_a - \frac{i}{\sqrt{2}} W^a \psi_\alpha \sigma^\mu \bar{\theta} \right), \]

where \( W_2 \) denotes the part of \( W \) which is second order in the Grassmann variables. Therefore

\[ \int dx^4 d\theta^2 W(\Phi) = \int dx^4 \mathcal{L}_{\text{int}}. \]

As a general rule, it can be shown that the product of two chiral superfields is again a chiral superfield and that the SUSY variation of the \( \theta^2 \) component of a chiral superfield is a total derivative, thus its integration over spacetime is a SUSY invariant. Furthermore, the \( \theta^2 \bar{\theta}^2 \) component of any superfield is again a total derivative so that any interaction can be written as

\[ \int dx^4 d\theta^4 \mathcal{K}(\Phi, \Phi^\dagger). \]

The function \( \mathcal{K}(\Phi, \Phi^\dagger) \) is known as the Kähler function.

We can also include a vector superfield so that gauge theories can be formulated in superspace. The vector superfield contains three scalars and a spinor in addition to the fields of a vector multiplet. Thus, one may choose a gauge where these extra degrees vanish, the Wess-Zumino (WZ) gauge, considerably simplifying the notation. The vector superfield in the WZ gauge is defined as

\[ V^a = \theta \sigma^\mu \bar{\theta} A^a_\mu + \theta^2 \bar{\theta} \lambda^a + \bar{\theta} ^2 \theta \lambda^a + \frac{1}{2} \theta^2 \bar{\theta}^2 D^a. \]

The gauge transformation that can restore the extra components is \( V^a \rightarrow V^a + i (A^a - A^\dagger a) \).
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under which the chiral superfield transforms as

$$\Phi \rightarrow e^{-2gT^a \Lambda^a} \Phi.$$  \hfill (1.35)

We see that the ordinary gauge parameter has been promoted to a chiral superfield $\Lambda$, which contains exactly the three scalar and one spinor degrees of freedom that we dismissed by fixing the WZ gauge. The gauge invariant kinetic terms can be written as

$$\int d\theta^4 \Phi^\dagger e^{2gT^a V^a} \Phi.$$  \hfill (1.36)

Finally, the field strength can be organised in a chiral superfield as

$$W^a_\alpha = -i\lambda^a_\alpha + \theta_\alpha D^a - (\sigma^{\mu\nu})_\alpha F^a_{\mu\nu} - \theta^2 \sigma^{\mu} D^a_{\mu} \Lambda^a,$$  \hfill (1.37)

where $\sigma^{\mu\nu}$ is defined below (1.3). The SYM Lagrangian (1.17) can now be written as

$$\mathcal{L}_{\text{SYM}} = \frac{1}{4} \int d\theta^2 W^a_\alpha W^a_\alpha.$$  \hfill (1.38)

These are the tools that we will mostly use in the rest of this Part, so we now close the discussion on supersymmetry and proceed to review basic notions of string theory. Instead of starting from the perturbative string and perform worldsheet calculations to arrive at D-branes and the various types of string theories, we will start from the low energy limit of string theory, which is supergravity and intuitively understand the features that we will need. A proper introduction to string theory is unachievable in a few pages and evades the scope of this thesis. We will only focus on notions that will be of use in Ch. 2 and Ch. 3. The interested reader is referred to the textbooks [53–59] for further exploration of this wide subject.

1.2 Supergravity and String theory

Supergravity (SUGRA) is a theory with local supersymmetry describing the dynamics of massless gravitons and their superpartners. It is the low energy limit of M-theory (a conjectural eleven dimensional UV complete theory) and under dimensional reduction it reduces to the various types of supergravities which are the low energy limits of the corresponding string theories. In this Section, we will start from the unique SUGRA theory in eleven dimensions and see how the reduction to ten dimensions yields Type IIA SUGRA. We will then review the D-brane spectrum of Type IIA string theory as well as T-duality, which will lead us to the Type IIB theory. We will finish this Section, with a discussion on other extended objects of string theory such as orientifold planes, as well as moduli fields, which are scalar fields that arise in lower dimensional effective models of string theory.

So far we have constructed the minimal version of supersymmetry with only one set of spinor supercharges $Q_\alpha, Q_\alpha^\dagger$ that act on a vacuum state of a given helicity as ladder operators and produce a whole multiplet. Nothing prevents us though from extending [43, 60] this structure to include other sets of SUSY generators $Q_{a\alpha}, Q_{a\alpha}^\dagger$, where $a$ runs from 1 to $\mathcal{N}$. Such extended
supersymmetric theories are widely used, since they offer deep insight into the dynamics of gauge theories in extreme regimes e.g. strongly coupled theories and confinement \[61, 62\]. The resulting supermultiplets are extended as well, since now we have at our disposal more raising operators to act on a given helicity vacuum. From the extended algebra in four dimensions, one may conclude that starting from a vacuum of helicity \(\lambda\), the maximal helicity state in the multiplet has \(\lambda_{\text{max}} = \lambda + \frac{N}{2}\). Therefore, if one wants to construct a gravitational theory, where \(|\lambda| \leq 2\) and \(|\lambda + \frac{N}{2}| \leq 2\), the maximal number of supercharges is \(N \leq 8\). Now in four dimensions, a spinor has dimension four, so the maximal SUGRA theory has \(4 \times 8 = 32\) supercharges. This is a general bound on the number of supercharges for a theory that involves degrees of freedom up to spin two in any spacetime dimension \(d\). That is, \(dS \times N = 32\), where \(dS\) is the dimension of the spinor representation, taking the values \(dS = 2d - 2\) for \(d\) even, and \(dS = 2d - 1\) for \(d\) odd. Therefore, there is a maximal spacetime dimension for SUGRA and that is \(d = 11\), implying \(N = 1\).

A supergravity theory must contain at least a second rank symmetric traceless tensor \(g_{\mu \nu}\) representing the graviton and a spin 3/2 superpartner \(\psi_\mu^a\), the gravitino, which is a vector-spinor. Let us now count the bosonic and fermionic components to see if there is any mismatch. Since we will consider massless particles, it is more convenient to organise our states in representations of the little group in eleven dimensions, which is \(SO(9)\). The graviton has \(9 \times 10 - 1 = 44\) degrees, where the \(-1\) comes from the vanishing trace condition. The gravitino transforms as a product of a vector and a spinor of \(SO(9)\) so it has \(9 \times 16 = 144\) components. There is another vanishing trace condition on the gravitino \(\Gamma^\mu \psi_\mu^a = 0\), \(\Gamma^\mu\) being the Dirac matrices in spacetime dimension eleven, which removes one 16 component spinor leaving us with 128 fermionic degrees of freedom. We thus have a difference of 84 degrees. This can be matched by including a third rank antisymmetric tensor which in eleven dimensions has exactly 84 components. In conclusion, eleven dimensional SUGRA contains a graviton, a 3-form antisymmetric field and a gravitino.

Let us now track these fields when we compactify one spatial dimension. The decomposition is

\[
\begin{align*}
g_{\mu \nu}(44) &\rightarrow g_{\mu \nu}(35) \oplus C_\mu(8) \oplus \phi(1), \\
C_{\mu \nu \rho}(84) &\rightarrow C_{\mu \nu \rho}(56) \oplus B_{\mu \nu}(28), \\
\psi_\mu^a(128) &\rightarrow \psi_\mu^{+a}(56) \oplus \psi_\mu^{-a}(56) \oplus \lambda^{+a}(8) \oplus \lambda^{-a}(8),
\end{align*}
\]

where the numbers in parenthesis denote the number of independent components of each field and the \(\pm\) labels in the fermionic sector are used to denote spinors of opposite helicity. These are the fields of ten dimensional Type IIA SUGRA and Type IIA superstring theory, which is its UV completion. Now in complete analogy with electromagnetism, where a 1-form field couples to a zero dimensional matter particle, one would expect that the \(p\)-form fields present in SUGRA couple to extended \(p - 1\) dimensional objects. That is, the 1-form \(C_\mu\) should couple to a particle, the 2-form \(B_{\mu \nu}\) should couple to a string and the 3-form \(C_{\mu \nu \rho}\) to a two dimensional membrane.

Moreover, we may consider to what objects the dual form fields would couple to. In electromagnetism, the dual field strength \(*F_{\mu \nu} = \frac{1}{2} \epsilon_{\mu \nu \kappa \lambda} F_{\kappa \lambda}\) is obtained from the field strength by exchanging the electric and magnetic fields. Hence, if \(F_{\mu \nu}\) couples to an electrically charged particle, the dual tensor couples to a magnetically charged one, i.e. a monopole. Generalising this terminology, the branes that couple to the fields that we mentioned are usually called electric
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branes, while those that couple to the dual fields are referred to as magnetic ones. An $n$-form field in $d$ dimensions has an $(n+1)$-form field strength, which is Hodge dual to a $(d-n-1)$-form field strength, implying a dual $(d-n-2)$-form gauge field. Hence, we may add to the previous brane spectrum a six dimensional extended brane, which is the magnetic dual of the particle corresponding to $C_\mu$, a four dimensional brane dual to the two dimensional brane that couples to $C_{\mu\nu\rho}$ and a five dimensional brane that is dual to the string. Indeed, all of these objects known as $p$-branes, $p$ denoting the spatial dimension, were shown [63,64] to be solutions of the SUGRA equations (see [65–67] for reviews on supermembranes in SUGRA).

In 1995, Polchinski demonstrated [68] that these SUGRA $p$-brane solutions correspond to string theory extended objects called D$p$-branes\(^1\). D$p$-branes [72,73] may be realised in perturbative string theory as loci of open string endpoints. In other words, they span the directions transverse to those, where the string endpoints obey Dirichlet boundary conditions\(^2\) of the form $\partial_\tau X^m(\sigma = 0) = \partial_\tau X^m(\sigma = \pi) = 0$, where $m$ labels the directions with Dirichlet conditions, $\tau, \sigma$ are the worldsheet time and space coordinates respectively, and $X^m$ the string positions in the ambient ten dimensional space. The discovery of D-branes opened a way to embed gauge theories with various gauge groups in string theory, since the string endpoints attached to a brane carry vector degrees of freedom, and led to what is known as the second superstring revolution, offspring of which are the idea of holography and AdS/CFT [62,74–76]. Moreover, D3-branes are also of cosmological importance, since they could play the role of our four dimensional universe in brane world cosmology scenarios [77,78].

Type IIA superstring theory contains D$p$-branes with an even number of spatial dimensions $p$, which correspond to the membranes we found in the previous paragraph. In addition, there are the fundamental degree of freedom of string theory, the F-string and its magnetic dual, the so called NS5-brane, while the scalar $\phi$ corresponds to the dilaton. These three objects are common to all string theories and they comprise the Neveu Schwartz–Neveu Schwartz (NSNS) sector of the theory as opposed to the rest of the bosonic fields, constituting the Ramond–Ramond (RR) sector, which varies among different string theories. The fermionic fields arise as combinations of fields from the NS and R sectors and depending on the choice of their chiralities one may construct all five string theories, Type IIA and IIB, Type I, $E_8 \times E_8$ and $SO(32)$.

In order to discuss Type IIB string theory which will be the UV complete framework for our discussion in Ch. 2 and Ch. 3, we now review T-duality since we will also use it in Ch. 2 to reveal some of the properties of the inflationary model under consideration there.

T-duality is a symmetry of string theory which has no analogue in quantum field theory. At the level of the closed string we may intuitively understand it as follows: let us compactify one out of the 9 spatial dimensions, say $x^9$, on a circle of radius $R$ so that the momenta along that direction are quantised as $p^9 = n/R$, $n \in \mathbb{Z}$. In field theory, we may take the limit $R \to 0$, where we have a tower of infinitely massive particles labelled by $n$, that decouple from the dynamics of the pure eight dimensional modes. This is a Kaluza-Klein reduction, which results in a field theory in eight spatial dimensions.

In string theory, where the fundamental degree of freedom is one dimensional, a closed string may wind around the circle resulting in an extra contribution to the momentum along the compact direction $p^9 = n/R + wR/\alpha'$, where $\alpha'$ is a length dimension two quantity characterising

---

\(^1\)For reviews focused on the physics of D$p$-branes see [69–71].

\(^2\)The prefix D in the term “D-brane” stands for Dirichlet.
the inverse string tension and \( w \in \mathbb{Z} \). Now by taking the same \( R \to 0 \) limit, we see that momentum modes become infinitely heavy as before, but winding modes become massless so that a continuous tower of modes appears, manifesting itself as an effective non compact dimension. At the other limit, \( R \to \infty \), winding modes become massive, while momentum modes become massless and again we obtain the uncompactified spectrum. This indicates a symmetry of the theory under the simultaneous transformations \( n \leftrightarrow w \) and \( R \leftrightarrow \alpha'/R \), which is known as T-duality.

At the level of the open string, T-duality along some spatial directions can be understood as exchanging Neumann and Dirichlet boundary conditions with respect to these coordinates. Recall from the previous paragraph that Dirichlet conditions signal the presence of D-branes. Therefore, a T-duality along a direction tangent to a \( D_p \)-brane will reduce its dimensionality to \( p - 1 \), since it will change a Neumann boundary condition to a Dirichlet one, while a T-duality along a normal direction will increase the spatial dimension to \( p + 1 \). This definition, allows us to connect Type IIA theory with another string theory which is known as Type IIB and contains even \( p \)-form fields and odd dimensional branes, simply by considering the case where we perform a T-duality along a direction tangent to the even dimensional branes of Type IIA. Since branes couple to RR form fields, this change in the dimensionality of a brane should also induce a transformation on the corresponding fields, which is indeed the case [72].

The field content of Type IIB string theory is given by

\[
\begin{align*}
g_{\mu \nu} (35) & \oplus B_{\mu \nu} (28) \oplus \phi (1), \\
C_0 (1) & \oplus C_{\mu \nu} (28) \oplus C_{\mu \nu \rho \sigma} (35), \\
\psi^a (112) & \oplus \lambda^a (16),
\end{align*}
\]

where the numbers in parenthesis denote the number of components of each form field and now the fermionic sector is chiral. The 4-form field should normally account for 70 degrees of freedom but \( C_{\mu \nu \rho \sigma} \) is constrained to be self dual, which removes half its components. The spectrum thus contains a \( D(1) \)-brane\(^1\) coupling to the 0-form and a \( D1 \)-brane coupling to the 2-form, their magnetic duals, a \( D7 \)- and a \( D5 \)-brane respectively as well as a \( D3 \)-brane coupling to the 4-form which is self dual, reflecting the self duality of a 5-form field strength in ten dimensions. Since the NSNS is the same as in Type IIA, the F-string and the NS5-brane are also part of the spectrum.

The content of both Type II theories may be understood from an open superstring perspective as follows: at the massless level, the open superstring contains a ten dimensional massless vector, which comprises a vector representation of the little group \( SO(8) \), denoted by \( 8_v \). Since the theory is supersymmetric, we also have an eight dimensional spinor but \( SO(8) \) has two spinor representations of opposite chirality, denoted as \( 8_s \) and \( 8_c \). The closed string can now be obtained by tensoring the representations carried by the two endpoints. Since there are two spinors, we may choose to tensor either two spinors of the same chirality, or two of the opposite. The first choice leads to Type IIB theory while the second to Type IIA. Computing the bosonic tensor products we obtain indeed

\[8_s \otimes 8_s = 1 \oplus 28 \oplus 35_+,\]

\(^1\)This notation refers to an object which is pointlike in spacetime, resembling an instanton configuration.
which are the RR fields of Type IIB and

\[ 8_s \otimes 8_s = 8 \oplus 56, \]

which are the RR fields of Type IIA. The tensor product of the vector representation is common
to both types and yields the NSNS fields

\[ 8_v \otimes 8_v = 1 \oplus 28 \oplus 35. \]

A useful way of obtaining different string theories is to truncate this spectrum to states which
are invariant under global discrete symmetries. For example, consider string theory propagating
on the quotient space \( S^1/\mathbb{Z}_2 \), where \( \mathbb{Z}_2 \) is a reflection symmetry with respect to the compact
coordinate, \( x^9 \to -x^9 \). This space is known as an orbifold, since the compact space \( S^1 \) is divided
into orbits of the \( \mathbb{Z}_2 \) group and points that belong to the same orbit are folded into a single
point in the orbifold space \( S^1/\mathbb{Z}_2 \). This particular construction is just a line segment with two
fixed points at 0 and \( \pi \). The combination of such a discrete symmetry and a worldsheet parity
transformation, which reverses left and right movers, is a generalisation of the orbifold known
as an orientifold, since the parity operation reverses the orientation of the worldsheet.

One can show that the solutions to the string equations of motion imply that there is no
momentum nor winding flow along the orientifold fixed points, so the string does not move in that
direction. In analogy with the D-branes, this indicates the existence of orientifold planes, which
are subspaces of spacetime where the string endpoints can move. However, unlike D-branes,
O planes are not dynamical. They are defined entirely by the action of the discrete group on
the compact manifold and not by string boundary conditions. Since in these constructions the
spectrum gets reduced, string theories on orbifold and orientifold spaces are easier to manipulate.
Moreover, orientifold planes have a negative tension and are essential ingredients for engineering
gauge theories on D-branes with \( SO(N) \) and \( Sp(N) \) gauge groups. In Ch. 3 we will see how
the inclusion of orientifold planes in the brane inflationary model under consideration, leads to
severe constraints on the form of radiation that a cosmic superstring may produce.

Let us now proceed to discuss the notion of moduli fields which are an unavoidable feature of
phenomenological applications of string theory.

### 1.2.1 Moduli fields

As evident from the previous discussion, one peculiarity of superstring theory is that it requires
a ten dimensional spacetime. Since, at large scales at least, our spacetime is unambiguously four
dimensional, any phenomenological study in this framework should be placed in the appropriate
dimensionality.

An idea of how one can effectively remove the extra six dimensions is to imagine that they
are compactified in some internal spatial geometry, whose length scale evades our current obser-
vational resolution. Such a proposal was known long before the advent of string theory from the
work of Kaluza and Klein, who attempted to unify electromagnetism and gravity by studying a
five dimensional field theory compactified on a small circle. The relatively large number of extra
dimensions of string theory however increases the possible choices of internal spaces that one
has. In the previous Sections, we saw how supersymmetry can improve certain aspects of gauge
theories and since it is an integral part of string theory, it is desirable that the compactification preserves some amount of supersymmetry. In the 90’s, it was realised [79] that when string theories are placed on a product of four dimensional Minkowski space with certain compact spaces known as Calabi-Yau (CY) manifolds, the effective theory is indeed supersymmetric.

This internal manifolds manifest themselves in the effective four dimensional world through light scalar fields known as moduli. These fields parametrise either geometrical features of these spaces, e.g. the volume, the shape, or topological structures like their homology cycles, in which case they are usually referred to as closed string moduli. Another source of light scalars arises from D-branes. These configurations, when embedded in ten dimensional spacetime, admit tangential and transversal directions, with the latter appearing as scalar fields on the worldvolume theory of the D-brane. Intuitively these scalars can be understood as Goldstone bosons of the spontaneous symmetry breaking $SO(9,1) \rightarrow SO(p,1) \times SO(9-p)$ triggered by the presence of a $D_p$-brane on $M^{9,1}$, where $SO(p,1)$ is the Lorentz group on the worldvolume and $SO(9-p)$ the rotation group of the transverse space. These scalars are usually referred to as open string moduli.

The fact that these fields parametrise the freedom of the internal space indicates that they should be massless. In supersymmetric theories, moduli fields have flat potentials to all orders in perturbation theory. It is expected that non perturbative contributions may eventually lift these flat directions and fix the moduli at vacuum expectation values but since not much is understood beyond perturbation theory, these fields are typically considered to be massless. Even though this is a desired property for an inflaton, it leads to several problems from a phenomenological perspective for many reasons. On the one hand, if they exist they should be copiously produced even in low energy processes, whilst they could also mediate fifth forces, which are experimentally unobserved. On the other hand, even if they are massive, there are constraints on their masses due to the cosmological moduli problem, which states that light moduli would overclose the universe [80–83]. In the recent years, there has been much activity concerning the study of mechanisms that stabilise these moduli fields to a phenomenologically acceptable value [84–88], leaving only the inflaton candidate as a light degree of freedom.

1.3 Cosmic (super)strings

Cosmic strings are one dimensional solitons that can be understood as continuous loci of zeroes of a scalar field serving as an order parameter$^1$ for phase transitions. Their possible role in early universe physics was first pointed out by Kibble [89], who showed that they are formed whenever there is a phase transition leaving a vacuum manifold with a non trivial first fundamental group.

The fundamental group is a group of maps from the one dimensional sphere $S^1$ to a manifold $\mathcal{M}$. The reason why it is related to string defects is the following: consider the manifold $\mathcal{M}$ as being the vacuum manifold of the theory. Then, as we draw a closed path on the physical space, the scalar field spans a closed path in $\mathcal{M}$. If this path cannot be continuously deformed into a point, then there must be a “hole” in $\mathcal{M}$, which corresponds to the string core in physical

---

$^1$In a phase transition, the order parameter is defined as a quantity that has a non zero value in the ordered phase, while it vanishes in the disordered one (hence the name “order parameter”). There is no a priori prescription for such a variable, anything that satisfies this condition can serve as an order parameter.
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space. Thus, if the vacuum manifold has a non trivial fundamental group, i.e. it contains holes, string defects are possible solutions of the model. The winding number of the string is then the integer that counts how many times the path in the vacuum manifold winds around the hole as we travel once around the circle in the physical space.

For example, if the vacuum manifold is a circle, the first fundamental group is the group of integers $\mathbb{Z}$, representing the possible winding numbers of a string. Therefore, such one dimensional defects are expected to form in many inflationary models ending with a broken $U(1)$ symmetry. Furthermore, in [90], it was shown that if there was an intermediate GUT stage in the early universe, then most of the symmetry breaking paths via which the standard model gauge group may be reached, would lead to the production of one dimensional topological defects. Therefore, cosmic strings are a generic feature of phase transitions in the history of the universe.

As an example, let us review the formation of cosmic strings in such a cosmological phase transition. The reader is referred to [91] for a complete account of cosmic strings and their properties. We will consider the Abelian Higgs model given by

$$L = \frac{1}{2} (D^\mu \phi)^\dagger D_\mu \phi - \frac{1}{8} g^2 (\phi \dagger \phi - \eta^2)^2 + \frac{1}{8} F_{\mu \nu} F^{\mu \nu},$$

(1.41)

where $F_{\mu \nu}$ is the field strength for the $U(1)$ gauge field and $\phi$ a complex scalar. At finite temperature $T$, this potential receives corrections of the form [92]

$$V(\phi) = \frac{1}{8} g^2 (\phi \dagger \phi - \eta^2)^2 + \frac{1}{24} (2g^2 + 3e^2) T^2 \phi \dagger \phi.$$  

(1.42)

The vacuum structure of the model is depicted in Fig. 1.1. From (1.42), we see that one extremum of the potential is at $\phi = 0$. The critical temperature at which the phase transition

Figure 1.1: The vacua of the Abelian Higgs model (1.41). At high temperatures, the global minimum lies at a zero vev for the scalar $\phi$, whereas for temperatures lower that the critical one, the global minimum lies at a non zero vev. Hence, as the temperature drops, the model exhibits a phase transition from a disordered phase with a vanishing order parameter to an ordered phase with a non zero order parameter. Figure taken from http://ned.ipac.caltech.edu/level5/March02/Gangui/Gangui1_1.html.
occurs, is the one where the $V(0) = g^2 T^4$ vacuum becomes unstable and a new global minimum appears. A straightforward computation yields

$$\frac{\partial^2 V}{\partial \phi^2} \bigg|_{\phi=0} = 0 \Rightarrow T_c = \eta \frac{1}{\sqrt{\frac{1}{3} + \frac{e^2}{2g^2}}}.$$ (1.43)

For temperatures below the critical one, the new minimum $V(\phi_c) = 0$ is found to be at

$$\phi_c = \eta \sqrt{1 - \frac{T}{T_c}}.$$ 

Therefore, as the universe cools down, it undergoes a phase transition at the critical temperature $T_c$, where the symmetry of the theory is spontaneously broken. The value of the field $\phi$ at the minimum of the potential serves as an order parameter since at the high temperature phase $\phi = 0$, while at the low temperature ordered phase $\phi \neq 0$. At zero temperature, where the symmetry is broken, the theory has solutions which are vortices extended in one dimension, i.e. strings. The string ansatz reads [93]

$$\phi = \eta f(r)e^{in\varphi}, \quad A_i = \alpha(r)n \partial_i \varphi,$$ (1.44)

with asymptotics

$$f(0) = 0, \quad \alpha(0) = 0, \quad f(\infty) = 1, \quad \alpha(\infty) = 1.$$ (1.45)

The functions $f, \alpha$ are only known numerically, since analytic results require solving a system of non linear coupled PDE’s, the equations of motion of the two fields $\phi, A_\mu$.

From the asymptotic behaviour, we see that away from the string the order parameter is non zero and we are in the low $T$ phase of the theory, while near the string core the order parameter becomes zero and the theory is in the high $T$ phase. In other words, strings are one dimensional defects inside which the old phase is trapped\(^1\). Depending on whether the broken symmetry is a gauge or a global one, the strings behave differently as far as their decay properties are concerned. The energy density of global strings falls as $1/r^2$ away from the core so they have long range interactions leading to their decay, whereas local strings have their energy density confined in the core so long range forces do not apply. Dynamically stable cosmic strings were thought to have a potential cosmological role, since they could provide the seeds of large scale structure as an alternative to inflation [94,95]. However, such a scenario would lack the coherence of the acoustic oscillations of density fluctuations, leading to a temperature power spectrum such as the one depicted in Fig. 3. COBE, BOOMERANG and WMAP provided us with early versions of Fig. 2, thus disfavouring this approach, although strings were shown to be compatible with observational data [96], as long as they have participated in the generation of primordial density perturbations in combination with inflation.

Interest in cosmological applications of cosmic strings was revived [97, 98], when it was re-

\(^1\)An amusing analogy is the ice cube. As we lower the temperature below the critical one, which is at 273K, the solid phase of water appears. Looking at any ordinary ice cube we will observe string defects inside which the old liquid phase is trapped.
alised that strings and branes of string theory could have a cosmological role similar to that of field theory cosmic strings [99, 100]. Even though these objects\footnote{See [101–103] for reviews on cosmic superstrings and their properties.} have a tension near the Planck scale, in [104–107] it was shown how highly warped extra dimensions could lower this tension to phenomenologically acceptable values. More connections between cosmic strings and superstrings appeared when it was realised that at the end of brane inflation, D1-branes are generically formed providing a quantum analogue of cosmic strings [108–112]. This opened a possible “observational window” into string theory, since the tension of these strings, given in terms of free parameters of the theory, is related with the amplitude of temperature fluctuations in the CMB, a quantity which was constrained by COBE [24]. Since we will use this bound in Ch. 2, let us briefly review its origin (see e.g. Ch. 10 of [91]).

1.3.1 Observational consequences of cosmic strings

Around an infinite straight string, spacetime is locally flat but globally admits a cone geometry (see Fig. 1.2) with a metric given by

$$ds^2 = -dt^2 + dz^2 + dr^2 + r^2 (1 - 8G\mu)d\theta^2,$$

where $G = \frac{1}{M_{Pl}^2}$ is the gravitational constant and

$$\mu = 2\pi n \eta^2,$$

the linear mass density of the string, with $n$ the winding number and $\eta$ the vev of the scalar associated to the string. Now let us think of two objects at rest. As a straight string, perpendicular to the line-of-sight, passes between them they start moving relative to each other. This can be understood intuitively from the procedure described in Fig. 1.2. By removing the wedge and gluing the two edges, we essentially bring spacetime points around the wedge surface closer to each other. Considering one object as a source and the other as an observer, the latter

\[\text{Figure 1.2: A conical spacetime around a straight cosmic string depicted as a black point (left) and a thick black line (right). The cone results from the disk upon removing the wedge between the dashed lines and gluing the remaining edges. The angle of the wedge equals the deficit angle of the cone } \Delta = 8\pi G\mu \text{ (see (1.46)).}\]
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will detect a fluctuation in the energy stemming from the Doppler effect due to the relative motion. From the Doppler formula, the change in the frequency will be \( \delta f = \delta v f \), where \( \delta v \) is the change in the relative velocity. For the case at hand, we have [91] \( \delta v = 8\pi G\mu \gamma v \), where \( \gamma \) is the Lorentz factor \( \gamma = (1 - v^2)^{-1/2} \), and \( v \sim 0.55 \) as suggested by simulations of cosmic string networks [113,114]. This process leads to a temperature fluctuation in the CMB, namely

\[
\frac{\delta T}{T} = 8\pi G\mu \gamma v \sim 8.5G\mu.
\]

Using the COBE bound on CMB temperature fluctuations [24], we may obtain a constraint on the value of the string linear mass density \( \mu \), which is related via (1.47), to the energy scale associated with the physical process responsible for the string formation. In Sec. 2.2, we will use this bound in the context of brane inflation to deduce a constraint on a free parameter of the underlying physics, which in this case will be string theory. In fact, as already mentioned in the previous paragraph, this is a general way of constraining free parameters of inflationary models exhibiting cosmic string formation at the end of inflation.

Another potentially observable effect of a cosmic string is gravitational lensing. To understand the mechanism, we again refer the reader to Fig. 1.2. This time, let us imagine a static cosmic string lying between an observer and a source. Light rays coming from the source, upon reaching the boundary of the wedge, will bend due to the gluing procedure, eventually meeting at the spacetime location of the observer. Thus, the observer will receive a double image of the object. Contrary to gravitational lensing by other objects, the double image from a string lens is distortion free.

Even though there exist other observational signatures of cosmic strings and superstrings, like e.g. gravitational waves, cosmic rays etc., we now close this chapter with a brief review of brane inflation, setting the context in which cosmic superstrings will be studied in Ch.2 and Ch.3. The interested reader may find more details on cosmic (super)string observables in [115, 116] and references therein.

1.4 String inflation

String inflationary models roughly fall into two large categories depending on whether the inflaton is a closed or open string modulus [117]. We will focus on two widely studied models of open string moduli inflation, where our universe is considered as a bound state of D-branes spanning the transverse space of a compact six dimensional manifold with all moduli fields stabilised. The first proposal using membranes to describe inflation was reported in [118], where it was realised that the distance between two such branes can play the role of the inflaton field in four dimensions. This was subsequently generalised to include brane-antibrane models [119–121], as a special case of branes at angles [109,122,123], as well as models with orbifold compactifications and orientifold planes [124].

The main idea underlying brane inflation is roughly the following: when two membranes are parallel, the contributions from the exchange of RR, NSNS and dilaton fields exactly cancel so that no force between the two branes exists [55,56]. This is a supersymmetric configuration with minimum energy. If somehow supersymmetry is broken (e.g. by tilting the branes to an angle), this cancellation no longer occurs and an attractive force between the branes appears. Thus,
their relative distance decreases until it reaches a critical point, where tachyonic modes appear and an inflationary waterfall stage occurs, leading to the collision of the two branes followed by the reheating process [125–127].

A typical potential between two D3-branes in $N$ extra dimensions [118] is of the form

$$V(r) = T_3 \left( 1 - \frac{\beta}{r^{N-2}} \right),$$

(1.49)

where $T_3$ is the mass volume density of the D3-brane and $\beta$ is a mass dimension $2 - N$ parameter. In a string framework where spacetime is ten dimensional so that $N = 6$, the potential is a function of the inverse fourth power of the inflaton field, which is related to the distance between the branes as $\phi = \sqrt{T_3 r}$. Thus, when the two branes are far from each other, this potential is very flat allowing for a slow roll of the inflaton towards zero, where the two branes collide, the potential becomes too steep and inflation stops.

Moreover, since the situation resembles that of hybrid inflation [128], cosmic superstrings are expected to form at the collision point [108–112], which can be used to constrain the parameters of such brane models. Brane inflation has been a rich subject for the past fifteen years and the reader is referred to [117, 129–135] for extensive reviews as well as the book [136] for a more recent and wider analysis.

Having set the framework and the technical background that we will need, we now proceed to discuss the $D3/D7$ inflationary model introduced in [137–139], and further studied in [140–142].
Chapter 2

Cosmic superstrings in $D3/D7$ model of inflation

The $D3/D7$ model [137–139], lies within a type IIB string theory context, with the main ingredients consisting of a D3- and a D7-brane. Ten dimensional spacetime is compactified on a $K3 \times T^2/\mathbb{Z}_2$, where $K3$ is a four dimensional manifold, $T^2$ is a torus and $\mathbb{Z}_2$ is the orientifold operation $\mathbb{Z}_2 = \Omega \cdot (-1)^F \cdot \mathcal{I}_{45}$, with $\Omega$ the orientation reversal on the worldsheet, $\mathcal{I}_{45}$ the orbifold projection along the $T^2$ directions $x^4, x^5$, which are transverse to the D-branes, and $(-1)^F \cdot I_{45}$ acts on the left moving worldsheet fermions. The $K3$ component of the internal manifold is wrapped by the D7-brane and it is transverse to the D3-brane, yielding an effective four dimensional gauge theory. Compactifications of string theory on this space have been extensively studied [143–147], rendering this example one of the best understood cases with all the moduli fields stabilised.

The inflaton field in this construction is provided by the real part of the complexified coordinates of the D3-brane on the internal torus $T^2$. Initially, the D3- and the D7-branes are placed at a large distance forming a supersymmetric state such that no force between them is induced. Supersymmetry is broken by a flux $\mathcal{F}$ on the worldvolume of the D7-brane, which as we shall see corresponds to an effective four dimensional FI term. Due to the supersymmetry breaking, a potential in the effective theory is induced, which gives rise to an attractive force between the branes. The position of the D3-brane is a flat direction of this potential and at one loop level, it has the form of the Coleman-Weinberg correction [148], which slightly lifts the flat valley allowing for a slow roll phase of the inflaton down to its critical value. Inflation ends when the distance between the branes reaches a critical point, where the waterfall fields, coming from the strings stretched between the two branes, acquire tachyonic masses. In the following table we present the coordinates over which the branes, the internal manifold and the FI flux extend:

|         | $x^0$ | $x^1$ | $x^2$ | $x^3$ | $x^4$ | $x^5$ | $x^6$ | $x^7$ | $x^8$ | $x^9$ |
|---------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| $D3$    | $-$   | $-$   | $-$   | $-$   | $X$   | $X$   | $X$   | $X$   | $X$   | $X$   |
| $D7$    | $-$   | $-$   | $-$   | $-$   | $X$   | $X$   | $X$   | $-$   | $-$   | $-$   |
| $\mathcal{F}$ | $X$ | $X$ | $X$ | $X$ | $X$ | $-$ | $-$ | $-$ | $-$ | $-$ |
| $K3$    | $X$   | $X$   | $X$   | $X$   | $X$   | $X$   | $-$   | $-$   | $-$   | $-$   |
| $T^2$   | $X$   | $X$   | $X$   | $-$   | $-$   | $-$   | $X$   | $X$   | $X$   | $X$   |



where a cross (dash) means that an object is pointlike (extended) in the corresponding dimension.

An important aspect, which is generic in all models of inflation in string theory, is the stabilisation of the moduli fields, as well as other ingredients that are required either for consistency of the model or for making it realistic from a particle physics point of view\(^1\). As already mentioned, for a consistent compactification to occur, there must be a mechanism which induces a potential involving all the moduli of the theory so that they can be trapped in their respective minima. This can be obtained by considering non trivial RR backgrounds [152–154], as well as non-perturbative effects such as gaugino condensation or instantons [155–158] that take place in another\(^2\) stack of D7-branes. Furthermore, there must be several stacks of D3-branes attached to the orientifold fixed planes in order to cancel their RR charges, as well as \(\bar{D}3\)-branes used to uplift the anti-de Sitter vacuum to a de Sitter one [154], rendering the cosmological constant positive.

We now proceed to identify the several fields that arise from the reduction on the \(K^3\) manifold, trace the source of supersymmetry breaking and write down the effective Lagrangian which will be used to construct the cosmic string solutions of the model.

### 2.1 The effective four dimensional theory

The compactification of the model on \(K3 \times T^2/\mathbb{Z}_2\) preserves \(\mathcal{N} = 2\) supersymmetry, which is further broken to \(\mathcal{N} = 1\) by bulk 3-form fluxes that stabilise the closed string moduli [139,147]. A worldvolume flux on the D7 further breaks \(\mathcal{N} = 1\) supersymmetry spontaneously, resulting in the slow roll phase of inflation. Therefore, the action can be organised in terms of \(\mathcal{N} = 1\) superfields. \(\mathcal{N} = 2\) supersymmetry, ensures that once the matter content of the theory is specified, the Kähler potential and the superpotential can be uniquely defined.

The moduli fields that arise from the closed string sector are the \(K^3\) volume modulus, the \(T^2\) complex structure modulus and the axion-dilaton modulus [145–147]. These are respectively denoted as

\[
s = \text{Vol}(K^3) - iC_{(4)}, \quad t = \frac{g_{12}}{g_{11}} + i\sqrt{\text{det} g} \quad \text{and} \quad u = C_{(0)} - ie^{\phi},
\]

where the \(2 \times 2\) matrix \(g\) denotes the metric on the torus \(T^2\), \(C_{(4)}\) is the scalar that arises from the 4-form, when it has four legs along the \(K^3\) surface, and \(\text{Vol}(K^3)\) represents the volume of \(K^3\). The dimensional reduction on \(K^3\) may be described by a cubic Kähler potential of the form [139]

\[
K = -\ln \left\{ -8\text{Re}(s)\text{Im}(t)\text{Im}(u) - \frac{1}{2}\text{Im}(u)(\text{Im}(y_3))^2 \right\}.
\]

The open string sector contributes another set of supermultiplets. The positions of the D3-brane on \(T^2\) are parametrised by a complex scalar \(y_3 = x_4 + ix_5\), and together with the four real scalars \(\zeta_1 = x_6 + ix_7\) and \(\zeta_2 = x_8 + ix_9\), corresponding to the four coordinates of the D3

\(^1\)For example, a fully realistic model should account, in addition to inflation, for the standard model. This would enrich the set up with several stacks of D-branes sitting in different points of the internal space. See [149–151] for D-brane particle physics models.

\(^2\)It is important for the gaugino condensation to take place in a different brane system than the FI one, since if this were not the case the volume modulus would be destabilised at the end of inflation where the D3 dissolves in the D7 [159–161].
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on the $K3$ surface, are organised into additional hypermultiplets. These are respectively, the inflaton field (the real part of $y_3$), and the waterfall fields that produce the tachyonic instability signalling the end of inflation. Finally, there is the vector multiplet on the D7-brane associated with the FI term. The moduli $(t, u)$ and other open string moduli parametrising the positions of brane stacks can be stabilised by bulk 3-form fluxes, which give a contribution $W_0$ to the superpotential. Following [139,146,147], the $\mathcal{N} = 2 \rightarrow \mathcal{N} = 1$ breaking is induced by stabilising the complex structure and the axion-dilaton multiplets at vacuum expectation values $t = u = -i$, hence, the Kähler potential (2.2) reads

$$K = - \log \left( 4(s + \bar{s}) + \frac{1}{8}(y_3 - \bar{y}_3)^2 \right). \quad (2.3)$$

Therefore, upon integrating out the relevant multiplets, we are left with the following $\mathcal{N} = 1$ fields

$$(A_m, \lambda_a, D); (y_3, \Psi_3, F_3); (\zeta_1, \Psi_1, F_1); (\zeta_2, \Psi_2, F_2); (s, \chi_a, F_s). \quad (2.4)$$

The Kähler modulus $s$ can be stabilised by gaugino condensation taking place on a stack of D7-branes. The non perturbative superpotential underlying this mechanism is

$$W = W_0 + W_{np} = W_0 + A(t, u, y_3, \zeta) e^{-cs}, \quad (2.5)$$

where $c$ is a positive constant, $W_0$ is the constant, flux-induced superpotential, and $A$ is some suitable function, which in principle may depend on any matter field in the theory [139]. An important consequence of this construction is that the inflation mechanism is no longer of pure $D$-term type, since now the inflaton, which is a position modulus, is involved in the volume stabilising superpotential (2.5), which gives rise to $F$-term contributions in the scalar potential. This might lead to serious obstructions to inflation, i.e. the $\eta$ problem where the inflaton gets a large mass of order of the Hubble parameter. The shift symmetry of the Kähler potential (2.2), as far as the inflaton field is concerned\footnote{Recall that the inflaton is given by the real part of $y_3$ which cancels out in (2.2). What is meant by a shift symmetry is the fact that $K(\text{Re}(y_3) + c) = K(\text{Re}(y_3))$.}, is crucial as it protects the flatness of the inflaton direction in the potential. However, a contribution to the inflaton mass from the non perturbative superpotential is unavoidable but at least tunable. As shown in [139], this symmetry survives the partial SUSY breaking and protects the inflaton from developing a large mass, even when quantum corrections are taken into account.

2.1.1 The Fayet-Iliopoulos term

The FI term of the model is sourced by a constant flux $F$ on the worldvolume of the D7-brane, as can be seen by writing the action of the $D3/D7$ system and integrating over the compact space to obtain the four dimensional effective theory [137, 138]. Let us argue that this construction implies that the $U(1)_{FI}$ symmetry associated with the FI term is anomalous, an observation which will be crucial for the cosmic strings of the model.

In compactified models of string theory, FI terms are generated from the Green-Schwarz (GS) mechanism [162], which in four dimensions contributes a term like $C \wedge F$ in the worldvolume action [163]. The field $C$ is either the RR 2-form $C_2$, or a 2-form coming from the dimensional
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reduction of $C_4$, and $F$ the 2-form field strength. In type IIB string theory, such a term arises from the dimensional reduction of the Chern-Simons piece of the worldvolume action. Let us see how it is generated in the $D3/D7$ model with a constant flux along the $K3$ directions.

The Chern-Simons part of the D7 worldvolume action reads

$$\int_{M_8} C \wedge [e^F],$$

(2.6)

where the notation means that the exponential is expanded and for each contribution of order $n$ in the 2-form, $C$ is a RR $(8-2n)$-form, so that the whole term is an 8-form integrated over the worldvolume of the D7-brane. We thus obtain a contribution $C_{KLMN} F_{PQ} F_{RT} \epsilon^{KLMNPQST} T$, where $m, n, t, y$ run along the $K3$ directions and $\kappa, \lambda, \rho, \sigma$ along the non compact spacetime, and integrating over the $K3$, we obtain the desired term in four dimensions, i.e. $\int dx^4 C_{\kappa\lambda} F_{\rho\sigma} \epsilon^{\kappa\lambda\rho\sigma}$.

Upon integrating by parts and taking the Hodge dual of the 3-form field strength, this term reduces to an axionic coupling of the form $\int dx^4 \partial_\mu \phi A^\mu$, where $\phi$ is the dual scalar of $C_{\mu\nu}$. Now recall that the RR 4-form must be self-dual in ten dimensions, a constraint which implies that the scalar $\phi$ should be the same degree of freedom as the scalar that arises in four dimensions when $C_4$ has all its legs along the internal space. That is the axionic partner $C^{(4)}$ of the volume modulus $\text{Vol}(K3)$, which is the imaginary component, $s_I$, of the complex scalar $s$ in (2.1); so $\phi = s_I$.

Under a gauge transformation, $A_\mu \rightarrow A_\mu + \partial_\mu \lambda$, the axion shifts by $s_I \rightarrow s_I + \delta_{GS} \lambda$, with $\delta_{GS}$ a constant, so the gauge invariant combination is $\partial_\mu s_I - \delta_{GS} A_\mu$. Supersymmetry then implies that the Kähler potential (2.3) should read

$$K = -\log \left(4(S + \bar{S}) + (Y_3 - \bar{Y}_3)^2 - 4\delta_{GS} V\right),$$

(2.7)

in order to maintain supergauge invariance. This extension produces an FI term in the four dimensional superspace Lagrangian, which reads

$$\int d^4\theta \left. \frac{\partial K}{\partial V} \right|_{V=0} V = \frac{\delta_{GS}}{S + \bar{S}} V.$$  

The FI term is of the form $\int d^4\theta \left. \frac{\partial K}{\partial V} \right|_{V=0} V = \frac{\delta_{GS}}{S + \bar{S}} V.$

This axion couples to the field strength $F$ as $s_I \epsilon^{\mu\nu\rho\sigma} F_{\mu\nu} F_{\rho\sigma}$, thus contributing to the gauge anomaly a term $\delta_{GS} \epsilon^{\mu\nu\rho\sigma} F_{\mu\nu} F_{\rho\sigma}$, which needs to be somehow compensated for, since we want an anomaly free theory. As shown in [164], when the trace of the $U(1)$ charge operator on the matter sector does not vanish, the theory has mixed gravitational and gauge anomalies which are proportional to this trace. Therefore, if the coefficient $\delta_{GS}$ is appropriately fixed, they may serve as the desired counterterm. In [165], it was shown that the suitable form of the FI term is

$$\xi = \delta_{GS} g^2 M_{Pl}^2, \quad \delta_{GS} = \frac{\text{tr} Q}{192\pi^2}.$$  

In order to see that for the model under consideration the trace of the generator of the $U(1)_{FI}$, under which the waterfall scalars are charged, is indeed non vanishing, it is instructive to perform

$$\xi = \delta_{GS} g^2 M_{Pl}^2, \quad \delta_{GS} = \frac{\text{tr} Q}{192\pi^2}.$$  

In order to see that for the model under consideration the trace of the generator of the $U(1)_{FI}$, under which the waterfall scalars are charged, is indeed non vanishing, it is instructive to perform
a T-duality. The constant flux $\mathcal{F}$ that spans the $K3$ directions can be written as

$$A_7 = x^6 \mathcal{F}_{67}, \quad A_6 = x^7 \mathcal{F}_{76}, \quad A_8 = x^9 \mathcal{F}_{98}, \quad \text{and} \quad A_9 = x^8 \mathcal{F}_{89},$$

and T-dualising along directions $x^6$ and $x^8$, we obtain

$$x^6 = 2\pi \alpha' A^6 = 2\pi \alpha' x^7 \mathcal{F}_{76} \quad \text{and} \quad x^8 = 2\pi \alpha' A^8 = 2\pi \alpha' x^9 \mathcal{F}_{98}.$$  \hspace{1cm} (2.11)

As we saw in Sec. 1.2, T-dualities along tangential directions of a D-brane reduce its dimensionality while transversal T-dualities increase it, thus duality along $x^6, x^8$ will yield a $D5/D5$ system. From the form of the dual coordinates (2.11), we see that the resulting brane system will be tilted by an angle $\theta_1 = \tan^{-1}(2\pi \alpha' \mathcal{F}_{76})$ in the plane $x^6, x^7$ and by an angle $-\theta_2 = \tan^{-1}(2\pi \alpha' \mathcal{F}_{89})$ in the plane $x^8, x^9$. Complexifying the positions, $\zeta_1 = x^6 + i x^7$ and $\zeta_2 = x^8 + i x^9$, we can write the rotations on the planes $x^6, x^7$ and $x^8, x^9$ in the form of $U(1)$ transformations, $\zeta_1' = e^{i\theta_1} \zeta_1$ and $\zeta_2' = e^{-i\theta_2} \zeta_2$. From this form, one can identify the angles $\theta_1, \theta_2$ as the charges of these fields under the $U(1)_{FI}$. Equation (2.9) implies that the FI term should be $\xi \propto \text{tr} Q = \theta_1 - \theta_2$, and this is indeed the FI term computed in [137, 138] for the $D3/D7$ model. This is consistent with the analysis of [166], where it was shown that for $\theta_1 \neq \theta_2$, this configuration of branes intersecting at angles does not preserve supersymmetry. Since T-duality does not affect the supersymmetry of the set up, this picture is actually equivalent to the $D3/D7$ system.

From a four dimensional point of view, the $K3$ coordinates $x^6, x^7, x^8, x^9$, appear as the waterfall scalar fields [137], which produce a tachyonic instability of the inflationary vacuum, driving the inflaton field $\phi$ towards a new vacuum at $\phi = 0$. Therefore, the above discussion implies that the waterfall fields are charged under the anomalous $U(1)_{FI}$ which breaks at the end of inflation, where cosmic strings are expected to form. In summary, the ten dimensional term (2.6) yields a four dimensional axion, which produces a field dependent FI term (2.8) and contributes to the anomaly; this contribution is counterbalanced by the non vanishing trace of the $U(1)_{FI}$ charges of the matter sector comprising the waterfall fields that couple to the cosmic superstrings. Such symmetries are usually referred to as pseudo-anomalous, to indicate the fact that the theory is eventually anomaly free.

We are now in a position to write down the four dimensional Lagrangian that we will use to construct the cosmic superstrings of this model. The fields that we have, as listed in (2.4), are the two chiral multiplets charged under the anomalous symmetry $U(1)_{FI}$, which we denote as $Z_i (\zeta_i, \psi_{\alpha i}, F_i)$; a chiral superfield $S(s, 2s R \chi_\alpha, F_s)$ containing the Kähler modulus $s$ given in (2.1), with the real part of $s, s_R = \text{Vol}(K3) = g^{-2}$ giving the effective four dimensional coupling; a gauge multiplet $V(A_\mu, s_R^{-1} \lambda_\alpha, D)$ which is the vector superfield associated with the FI term. Since we will focus on cosmic string solutions at the end of inflation, the inflaton chiral multiplet will be suppressed in what follows. According to the rules of Sec. 1.1.2, the supersymmetric Lagrangian for such a collection of fields may be written as

$$\mathcal{L} = \left( Z_i^\dagger e^{2q_i} V Z_i + \mathcal{K}(S, \bar{S}) \right) \big|_{\varphi^2 \bar{\varphi}^2} + \left( \frac{1}{4} SW^\alpha W_\alpha + W(Z_i, S) \right) \big|_{\varphi^2} + \text{h.c.},$$

where $\mathcal{K}(S, \bar{S})$ is the Kähler function given by an expansion in terms of derivatives of the Kähler potential (2.7). The charges of the waterfall fields $\zeta_i$ are denoted as $q_{1,2} = \theta_1, -\theta_2$. Evaluating...
The bosonic part of the Lagrangian (2.12) reads
\[
Z_i e^{2a_i V} Z_i \bigg|_{\theta^2 \tilde{\theta}^2} = |D_\mu \zeta_i|^2 - |F_i|^2 - q_i D |\zeta_i|^2,
\]
\[
\frac{1}{2} S W^\alpha W_\alpha \bigg|_{\theta^2} = \frac{s_R}{4} F_{\mu \nu} F^{\mu \nu} - \frac{s_I}{4} F_{\mu \nu} F^{\mu \nu} + \frac{s_R}{2} D^2.
\]
(2.13)

The contribution from the Kähler function may be obtained as
\[
K = -K_{ij} \left( \partial^\mu \bar{\phi}^i \partial_\mu \phi^j - \bar{F}^i F^j \right),
\]
(2.14)

where
\[
K_{ij} \equiv \frac{\partial^2 K(\phi, \bar{\phi})}{\partial \phi^i \partial \bar{\phi}^j},
\]
(2.15)

with \(\phi\) and \(\bar{\phi}\) being the bottom components of the chiral fields \(\Phi\) and \(\bar{\Phi}\), and with \(K(\phi, \bar{\phi})\) denoting the Kähler potential. Once this formula is used for the potential (2.3), the correction (2.7) may be implemented by the following substitutions:
\[
\partial s \rightarrow \partial s - \frac{i}{2} \delta_{GS} A_\mu, \quad \Box s \rightarrow \Box s - \frac{1}{2} \delta_{GS} D, \quad K \rightarrow K + \frac{\partial K}{\partial V} \bigg|_{V=0} V.
\]
(2.16)

Therefore, the bosonic contribution from the Kähler function reads
\[
K = \frac{1}{16s_R^2} (\partial_\mu s_R)^2 + \frac{1}{16s_R^2} (\partial_\mu s_I - \frac{i}{2} \delta_{GS} A_\mu)^2 - \frac{1}{16s_R^2} |F_s|^2.
\]
(2.17)

Combining all the contributions, the bosonic part of the Lagrangian (2.12) reads
\[
\mathcal{L}_{bos} = |D_\mu \zeta_i|^2 + \frac{1}{16s_R} (\partial_\mu s_R)^2 + \frac{1}{16s_R} (\partial_\mu s_I - \frac{i}{2} \delta_{GS} A_\mu)^2 + \frac{s_R}{4} F_{\mu \nu} F^{\mu \nu} - \frac{s_I}{4} F_{\mu \nu} \bar{F}^{\mu \nu}
\]
\[
+ V_D + V_F,
\]
(2.18)

where the \(D\)-term and \(F\)-term potentials read
\[
V_D = -\frac{1}{2s_R} \left( \theta_1 |\zeta_1|^2 - \theta_2 |\zeta_2|^2 + \frac{\delta_{GS}}{s_R} \right)^2 \quad \text{and} \quad V_F = -|F_i|^2 - \frac{1}{16s_R^2} |F_s|^2,
\]
(2.19)

with \(F^i = \frac{\partial W}{\partial \phi^i}\), \(W\) the superpotential given in (2.5) and \(\phi_i\) with \(i = 1, 2, s\), denoting the scalar component of the corresponding chiral superfield that \(F_i\) belongs to. The transformation laws for the fermions that leave the total action invariant are
\[
\delta \psi_{1,2a} = \sqrt{2} F_{1,2} \kappa_a + i \sqrt{2} \sigma^\mu \tilde{\kappa}_a D_\mu \zeta_{1,2},
\]
\[
\frac{1}{\sqrt{s_R}} \delta \lambda_a = i D \kappa_a + \frac{1}{2} \sigma^\mu \kappa_a F_{\mu \nu},
\]
\[
2s_R \delta \chi_a = \sqrt{2} F_s \kappa_a + i \sqrt{2} \sigma^\mu \tilde{\kappa}_a (\partial_\mu s - \frac{i}{2} \delta_{GS} A_\mu).
\]
(2.20)

These transformations will be used in what follows to deduce the supersymmetry properties of
the cosmic superstrings which we now describe.

2.2 Constructing the cosmic superstring solutions

Cosmic superstrings are expected to form at the end of brane inflation, upon breaking of a \( U(1) \) symmetry \[108\] and as we have previously shown, the \( U(1)_{FI} \) that breaks at the end of \( D3/D7 \) inflation is a pseudo-anomalous one. Cosmic superstrings from pseudo-anomalous \( U(1) \)'s, although resulting from the breakdown of a local symmetry, are expected to have global properties \[167, 168\], in the sense that their energy is not confined to the string core and long range interactions are induced. This is because these strings couple to axion fields and the gauge field cannot cancel the contributions of both axions and Higgs fields to the string energy. As a result, they decay soon after their formation.

At first sight, this would reconcile the cosmic superstrings of the model with observational data, circumventing the need to further complicate it by e.g. adding more branes in order to make the strings semilocal \[138, 169\]. As pointed out though in Sec. 2.1, the superpotential (2.5) used to stabilise the volume modulus, depends on other matter fields of the theory through the function \( A \). Therefore, on a string background, where the waterfall scalars vary in space, the vacuum expectation value of \( s \) will have a spatial dependence as well. Such a configuration alters the nature of the strings yielding their energy confined to the core, so that the long range interactions initially expected do not occur \[170\]. Defects of this form are referred to as local axionic strings.

The Lagrangian (2.18) of the low energy theory of the \( D3/D7 \) model is the same as the one found in \[170\], where it was shown that it contains local axionic strings. Following this analysis, the \( D \)-term potential (2.19) is minimised by

\[
s_R = \infty \quad \text{or} \quad |\zeta_1| = 0, \quad |\zeta_2| = \eta, \quad s_R = \frac{\delta_{GS}}{2\eta^2},
\]

with \( \delta_{GS} \) given by (2.9). Our cosmic string ansatz thus reads

\[
\zeta_1 = 0, \quad \zeta_2 = \eta f(r) e^{i m \varphi}, \quad s = \frac{\delta_{GS}}{2\eta^2 \gamma(r)^2} + 2 i m \delta_{GS} \varphi, \quad A_\varphi = n \frac{u(r)}{r},
\]

with the asymptotic behaviour

\[
f(0) = u(0) = 0, \quad \gamma(0) \sim 1/2, \quad \text{and} \quad f(\infty) = u(\infty) = \gamma(\infty) = 1.
\]

Let us now study the properties of such defects. Firstly, in order to see if the strings preserve supersymmetry, one may perform a supersymmetric variation of the fermionic sector according to the transformations (2.20). Then one may check for zero modes travelling along the string. Presence of such zero energy solutions may put severe constraints in the model, since if these modes are chiral, i.e. they are either right or left movers, they may stabilise a closed string loop via angular momentum conservation and form a vorton \[171\]. Stable vortons are catastrophic, since they dominate and overclose the universe soon after their formation. In order for such modes to correspond to physical states they must be well behaved \[172\] in the two regimes.
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Inserting the ansatz (2.22) into the transformations (2.20), we obtain
\[
\begin{align*}
\delta \psi_1 \alpha &= \sqrt{2} F_1 \kappa_{\alpha}, \\
\delta \psi_2 \alpha &= \sqrt{2} F_2 \kappa_{\alpha} + i \sqrt{2} \eta \kappa_{\alpha} e^{i(n+1)\varphi} \left( f' + n \frac{f}{r}(1 - \theta_2 u) \right), \\
\delta \lambda \alpha &= i \sqrt{2} \frac{\delta_{GS}}{\theta_2} \kappa_{\alpha} \left( \frac{\gamma_2}{\theta_2 \eta^2} \frac{\theta_2}{2} \eta^2 \kappa_{\alpha} + i \left( \frac{\gamma'}{\theta_2 \eta^2} \gamma_2 + n \frac{1}{r} \log r \right) \right), \\
\delta \chi \alpha &= \frac{1}{\sqrt{2}} \frac{\theta_2}{\theta_{GS}} \left( F_n \kappa_{\alpha} - 2 \delta_{GS} \kappa_{\alpha} e^{\mp \varphi} \right), \\
\end{align*}
\]
(2.23)
where the upper (lower) signs correspond to \( \alpha = 1(2) \). Since the variation of the vacuum configuration is non-vanishing, supersymmetry is completely broken on the vortex background.

Now, in order for the fermions \( (\psi, \lambda, \chi) \) to correspond to physical states we may look at their behaviour near the string core at \( r \to 0 \). The model (2.18) with the ansatz (2.22) was solved numerically in [170] for a standard racetrack superpotential [173] of the form
\[
W_{np} = \zeta_1 \left[ h_1 \left( \frac{\zeta_2}{\eta} \right)^n \right] e^{\frac{3}{2} \frac{\eta}{\eta}} - h_2 \left( \frac{\zeta_2}{\eta} \right)^n e^{-\frac{3}{2} \zeta_2},
\]
 arising from gaugino condensation. At large \( r \), the fields fall exponentially, while inside the string core the ansatz reads
\[
f \sim C r^{\left| n \right|}, \quad u \sim \frac{\gamma^2}{1 - 2 \left| n \right| C^2 \eta^2 \log r}, \quad \gamma \sim \frac{C}{\sqrt{1 - 2 \left| n \right| C^2 \eta^2 \log r}},
\]
(2.24)
where the constant \( C \) satisfies \( C \sim 1 - \left| n \right| \eta^2 \log \left( \frac{M_D}{M_F} \right) \), with \( M_D, M_F \) the masses of the scalars \( \zeta_2 \) and \( s \) arising from the \( D \)-term and \( F \)-term potential respectively, which set the inner and outer core of the string \( r_D \sim M_D^{-1}, r_F \sim M_F^{-1} \). Plugging these solutions into (2.23), we see that all the modes behave properly at zero apart from the \( \chi \) fermion. Its equation reads
\[
\lim_{r \to 0} \chi_\alpha = \frac{1 \mp \text{sgn}(n)}{-\eta \log r},
\]
(2.25)
with \( \text{sgn} \) denoting the sign function. We thus see that only one mode is normalisable, either \( \chi_1 \) for \( n > 0 \) or \( \chi_2 \) for \( n < 0 \), resulting in a chiral degree of freedom.

In [170], the constraints for vorton formation where shown to be evaded for \( \frac{M_F}{M_D} < 10^{-2} \) which is trivially satisfied due to the exponential suppression of the \( F \)-term. Therefore there is no vorton formation in the model, leaving us with the standard constraints from the cosmic superstring tension. As is common in \( D \)-term inflation, cosmic superstrings have a tension \( \mu \sim \xi \), where \( \xi \) is the FI term that sets the inflationary scale, so the Planck bound reads
\[
G \xi < 10^{-7} \quad [174],
\]
with \( G = \frac{1}{8 \pi M_{Pl}^2} \). As we argued, the FI term is given by the GS parameter (2.9) so that the previous constraint reads \( g^2 \delta_{GS} < 10^{-7} \). A typical value for \( \delta_{GS} \) is \( \sim 1/10 \) [175,176] so that the tension bound is only satisfied if \( g < 10^{-3} \). Such a value leads to a spectral index of \( n_s$
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order one [139] which is observationally disfavoured [177].

The model can be made compatible with observations at the price of complicating its structure by either adding extra branes in order to make the strings semilocal [169,178] as in [138,179,180], since the upper bound on the tension of semilocal strings is higher than for local abelian strings [181]; or by suppressing the string production by taking higher order corrections to the Kähler potential into account [182–184]. As we will now discuss, there is however another problem which seems to obstruct the inflationary process.

2.3 Obstruction to consistent moduli stabilisation

In analogy with the standard field theory procedure, where a gauge field must couple to a current of matter particles for the action to be gauge invariant, when one makes supersymmetry local to obtain a supergravity theory, one has to construct a supercurrent multiplet that couples to the gravity multiplet. This is the Ferrara-Zumino (FZ) current multiplet [185] which contains the energy momentum tensor, the Noether current associated with supersymmetry and the R current as component currents. In [186, 187], it was argued that the FZ multiplet fails to be gauge invariant in presence of a constant FI term. The authors then proposed a new superfield compatible with gauge invariance, the $S$ multiplet, which contained extra degrees of freedom compared with the FZ one, arriving at the following statement: in a supergravity theory, the FI term must be field dependent and the moduli space must be non compact\(^1\). These extra degrees of freedom in the $S$ multiplet, which are the Kähler moduli of the compactification manifold, are crucial since they are the degrees of freedom underlying the resolution of both constraints.

Let us now see how this discussion is adapted in the case of the model under consideration. Roughly speaking the situation is as follows: the moduli space of the theory, to a first approximation, is the internal space probed by the mobile D3-brane, \(i.e. K^3 \times T^2\). Although this is a compact space, the moduli fields fibre over the $K^3$ base rendering the space non-compact, in accordance with the aforementioned constraint. Moreover, the FI term (2.9) is field dependent since it is proportional to the low energy coupling parameter which in turn is given by the real part of the Kähler modulus $s$ in (2.1). Once the modulus is stabilised, both of these characteristics are lost. The $S$ multiplet reduces to the FZ multiplet and the theory becomes inconsistent.

The only case in which the Kähler fields can be frozen to their vacuum expectation values, is if one first fixes the open string moduli. The reason is that the moduli space of the worldvolume theory on the D3 then degenerates to a point (since its positions are frozen) and compactness loses its meaning. In the inflationary case, where the open string moduli contain the light inflaton, this means that the volume modulus may only be stabilised after inflation ends, when the open string moduli are heavy. This implies a contradiction: on the one hand, the Kähler moduli must be heavy and fixed in their vev’s, as they give rise to an FI term which should be constant in order to break SUSY and start inflation, and on the other hand, the Kähler moduli should be lighter than the inflaton during slow roll for consistency of the model. Therefore, the $D3/D7$ model, at least in its present form, is inconsistent. This argument extents to any $D$-term inflationary model in a string theory context where moduli stabilisation proceeds along

\(^1\)See also [188] for an independent study on FI terms in supergravity.
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the same lines. However, this does not mean that $D$-term models are problematic in general but that moduli stabilisation should be performed in a way that respects the coupling to SUGRA. An example of a model evading the above argument is the so called fluxbrane inflation [189,190], where the moduli are stabilised above the SUSY breaking scale.

Having discussed the properties of cosmic superstrings in a $D$-term model and having seen that these models have subtleties as far as moduli stabilisation is concerned, we now shift our focus to the study of observational signatures of cosmic superstrings in warped backgrounds in the context of brane-antibrane inflation, which gives rise to an $F$-term inflaton potential.
Chapter 3

Radiative processes of cosmic superstrings on warped backgrounds

Cosmic superstrings, i.e. fundamental strings and D1-branes, or F- and D-strings for short, are sourced by NSNS and RR 2-forms, which give rise to scalar fields (axions), when placed on a compact internal space. These axions naturally couple to these objects and hence, strings can radiate scalar particles. In this Chapter we will study their dominant decay channel, focusing on $F$-term models on warped backgrounds. A primary example of this class is the KLMT model \cite{191}, where a slow roll phase corresponds to the movement of a D3-brane towards a $\bar{D}3$-brane. The necessity of warping is due to two reasons. First, as already mentioned in the Introduction, it lowers the tension of superstrings from the Planck scale down to phenomenologically acceptable values. In addition, the warping resolves the so called $\eta$-problem which is the observation that in the presence of $F$-terms, the inflaton field naturally acquires a mass of the order of the Hubble scale, obstructing the slow roll phase\footnote{As first pointed out in \cite{191}, the stabilisation of the Kähler modulus generically induces an additional mass term to the inflaton potential. This is the same problem that we mentioned in Sec. 2.1, that the minimum of the potential will generically depend on open moduli fields such as the inflaton. Contrary to the $\eta$-problem, this obstruction may be cured by fine-tuning, e.g. it may be cancelled by appropriate counterterms which arise as corrections to the minimal Kähler potential.}. As we will see in Sec. 3.4, the warped geometry also places severe constraints on the possible forms of radiation by strings.

In what follows, we start by reviewing the results of \cite{192} for superstrings on warped backgrounds and then we consider superstrings in the KLMT inflationary model and study the possible forms of axionic radiation. We argue that the warped compactification drastically alters these results.

3.1 Gravitational vs axionic radiation on warped backgrounds

Let us first consider the decay of a cosmic D-string loop to RR scalar particles. The Einstein frame action for a D1-brane on a warped background of the form

$$ds^2 = h^2 \eta_{\mu \nu} dx^\mu dx^\nu + g^{(6)}_{mn} dy^m dy^n,$$

(3.1)
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where \( \mu, \nu \in \{0 - 3\} \) and \( m, n \in \{4 - 9\} \), reads

\[
S_D = \frac{1}{2\kappa_{10}^2} \int d^{10}x \sqrt{-g^{(10)}} \left( R^{(10)} - \frac{g_s}{12} F_3^2 \right) - \frac{\mu_1}{g_s} \int dt dx \sqrt{-\gamma} + \mu_1 \int dt dx C_2, \tag{3.2}
\]

where \( F_3 \) is the 3-form field strength of the RR 2-form \( C_2 \) that couples to the string, \( \gamma_{ab} \) is the induced metric on the string worldsheet and \( \kappa_{10}^2 = \frac{(2\pi\sqrt{\alpha'})^8}{4\pi} \) is the ten dimensional gravitational constant. Performing a dimensional reduction and writing \( g^{(4)}_{\mu\nu} = h^2 g_{\mu\nu} \) we have that

\[
\int d^{10}x \sqrt{-g^{(10)}} \to \int d^4x \int d^6y h^4 \sqrt{-g} \sqrt{g^{(6)}},
\]

\[
R^{(10)} = h^{-2} R + \ldots \quad \text{and} \quad F_3^2 \to h^{-6} F_3^2,
\]

where all the quantities on the RHS are four dimensional. Written in terms of \( g_{\mu\nu} \), the induced metric \( \gamma_{ab} \) also picks up a factor of \( h^2 \). Focusing on the zero modes, we obtain a four dimensional effective theory

\[
S_D = \frac{M_{Pl}^2}{2} \int d^4x \sqrt{-g} \left( R - \frac{\beta g_s}{12} F_3^2 \right) - \mu_{eff} \int dt dx \sqrt{-\gamma} + \mu_1 \int dt dx C_2, \tag{3.3}
\]

where

\[
\mu_{eff} = h^2 \mu_1 g_s^{-1}, \quad M_{Pl}^2 = \frac{1}{\kappa_{10}^2} \int d^6y \sqrt{g^{(6)}} h^2(y), \quad \beta = \frac{\int d^6y \sqrt{g^{(6)}} h^{-2}(y)}{\int d^6y \sqrt{g^{(6)}} h^2(y)}, \tag{3.4}
\]

are the effective string tension, with \( \mu_1 = (2\pi\alpha')^{-1} \), and the four dimensional Planck scale respectively, while \( \beta \) takes into account the different scaling of the gravitational and kinetic parts of the action with respect to the warp factor.

Upon rescaling \( C_2 \to \frac{2}{\sqrt{3g_s M_{Pl}}} C_2 \), this Lagrangian is of the same form as the one used in [193,194] (see also [195,196]) for field theory cosmic strings, the difference being the contribution of the warp factor. So using these results, the power of radiation of RR particles reads [192]

\[
P_{RR} = \frac{\Gamma_{RR}^2}{\pi^2 g_s \beta M_{Pl}^2}, \tag{3.5}
\]

where \( \Gamma_{RR} \sim O(50) \).

For an F-string sourced by the NSNS 2-form \( B_2 \), the relevant part of the Type IIB Einstein frame action reads

\[
S_F = \frac{1}{2\kappa_{10}^2} \int d^{10}x \sqrt{-g^{(10)}} \left[ R^{(10)} - \frac{1}{12g_s} H_3^2 \right] - \frac{\mu_1}{g_s} \int dt dx \sqrt{-\gamma} + \mu_1 \int d^2 \sigma B_2^{NS}, \tag{3.6}
\]

where \( H_3 \) is now the 3-form field strength of the NSNS \( B_2 \) field. Reducing to four dimensions,
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we obtain

\[ S_F = \frac{M_{pl}^2}{2} \int d^4x \sqrt{-g} \left( R - \frac{\beta}{12g_s} H_{(3)}^2 \right) - \mu_{eff} \int dt dx \sqrt{-\gamma} + \mu_1 \int d^2\sigma B^2_{NS}, \]  

(3.7)

and the power of radiation of NSNS particles can be computed as previously, only now the rescaling of the B field reads \( B^2 \rightarrow \frac{2\sqrt{\beta}}{\sqrt{\pi}M_{pl}} B^2 \), leading to

\[ P_{NSNS} = \frac{\Gamma_{NS} \mu_1^2 g_s}{\pi^2 \beta M_{pl}^2}, \]  

(3.8)

where \( \Gamma_{NS} \) is a numerical factor of the same order as \( \Gamma_{RR} \). We see that compared to the RR radiative power (3.5), this form of radiation is suppressed by \( g_s \).

Finally, the power of gravitational radiation per solid angle from a cosmic string loop may be computed from the energy momentum tensor associated with the action as [197]

\[ \frac{dP}{d\Omega} = \frac{G\omega^2}{\pi} \left[ T^\mu_{\nu*} (\omega, \vec{k}) T^{\mu\nu} (\omega, \vec{k}) - \frac{1}{2} |T^\nu_{\nu*} (\omega, \vec{k})|^2 \right], \]  

(3.9)

where

\[ T_{\mu\nu}(\omega, \vec{k}) = \int_0^\infty dt e^{i\omega t} \int d^3x e^{-i\vec{k}\vec{x}} T_{\mu\nu}(\vec{x}, t). \]  

(3.10)

This computation was performed in [193] and for our case the result will be modified by the presence of the warp factor as

\[ P_g = \Gamma_g G \left( \frac{h^2 \mu_1}{g_s} \right)^2. \]  

(3.11)

We may now compare axionic to gravitational radiation to obtain

\[ \frac{P_{RR}}{P_g} = \left( \frac{8\Gamma_{RR}}{\pi \Gamma_g} \right) \frac{g_s}{\beta h^4} \quad \text{and} \quad \frac{P_{NSNS}}{P_g} = \left( \frac{8\Gamma_{NS}}{\pi \Gamma_g} \right) \frac{g_s^3}{\beta h^4}. \]  

(3.12)

At first sight, this analysis asserts that although in a flat background, where \( \beta = h = 1 \), axionic and gravitational radiation might be of the same strength, in presence of a warp factor \( h \neq 1 \), RR particle emission dominates the decay process. Nevertheless, there is a caveat in these arguments and that is the constraints that the warp factor places on the form fields that can exist in four dimensional spacetime.

Since it is more appropriate to place our discussion in the context of brane inflation, where cosmic superstrings are expected to appear naturally, we will first review the D3/\bar{D}3 model [191], which takes place on a compact version of the Klebanov-Strassler (KS) throat, as well as the construction of a \((p, q)\) string, a bound state of \( p \) F-strings and \( q \) D-strings, on such a geometry.

3.2 Brane-antibrane inflation on a throat geometry

The only warped background with all moduli stabilised that has been constructed so far is the Giddings-Kachru-Polchinski (GKP) compactification [153] which may be roughly described
as a (KS) throat, a deformed conifold \[198\], attached to a compact Calabi-Yau manifold. The conifold \[199\], topologically resembles a cone geometry with an \(S^2 \times S^3\) base, which may locally be thought of as the subspace of \(C^4\) defined by
\[
w_1^2 + w_2^2 + w_3^2 + w_4^2 = 0.
\]
The singularity at the apex of the cone, where the \(S^2\) and \(S^3\) radii shrink to zero, may be smoothed by either blowing up the \(S^2\) or the \(S^3\) spheres. The deformed conifold corresponds to the stabilisation of the \(S^3\) radius to a minimum finite value which may be described as the submanifold satisfying
\[
w_1^2 + w_2^2 + w_3^2 + w_4^2 = z,
\]
with \(z\) representing the volume modulus of the \(S^3\) which is stabilised by a superpotential involving 3-form fluxes. This smooth non compact space is then glued to some Calabi-Yau manifold yielding a six dimensional compact space with a highly warped region (throat) which can be used as a background for phenomenological applications.

This setup is similar to the well known Randall-Sundrum (RS) models \[106,107\] with the IR and UV cutoff branes replaced by the smooth geometry of the resolved conifold at the apex and the CY compact space respectively. It can be thus described by an \(AdS_5\) space with a radial coordinate confined between \(r_{IR}\) and \(r_{UV}\) representing the IR and UV cutoff scales. In the same way the warping produces a hierarchy in the RS scenario by lowering the value of the higher dimensional Planck scale, the warping in the GKP compactification reduces the string tension by powers of \(\frac{r_{IR}}{R}\), \(R\) being the AdS scale. The background 3-form fluxes that stabilise the IR radius of the \(S^3\), satisfy
\[
\frac{1}{(2\pi)^2 \alpha'} \int_{S^3} F = M \quad \text{and} \quad \frac{1}{(2\pi)^2 \alpha'} \int_{S^3} H = -K, \quad M, K \in \mathbb{Z},
\]
leading to a warp factor \(\frac{r_{IR}}{R} = e^{-\frac{2\pi K}{3g_sM}}\) \[153\], which can be very small if \(K \ll g_sM\).

The \(D3/\bar{D}3\) model, depicted in Fig. 3.1, consists of a \(\bar{D}3\)-brane that sits at the tip of the KS throat which is the minimum of its potential. A mobile \(D3\)-brane is placed on the compact CY space and feels an attractive potential due to the antibrane of the form
\[
V \sim 2T_3 \frac{r_{IR}^4}{R^4} \left(1 - \frac{r_{IR}^4}{r^4}\right),
\]
with \(T_3 = \frac{1}{(2\pi)^3 g_s \alpha'}\) the \(D3\)-brane tension and \(r\) the radial distance of the two branes, to be identified with the inflaton, \(\phi = \sqrt{T_3}r\). This potential is quite flat for large values of the field and its movement along the throat corresponds to the slow roll phase of inflation which ends when the two membranes collide.

Cosmic superstrings are expected to form at this point \[99\] and they couple to gravitons and axion fields descending from the dimensional reduction of the Type IIB model on the internal manifold. For this case, the relevant construction is a \((p,q)\) string on the deformed conifold which is a bound state of \(p\) F-strings and \(q\) D-strings with the cases of F- or D-strings, obtained by setting \(q = 0\) or \(p = 0\) respectively. Let us now review this construction and see how the gravitational radiation power \((3.11)\) gets modified. We will start by considering the \((p,q)\) string
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A \((p, q)\) string in a KS throat can be constructed by wrapping a D3-brane on a 2-cycle which is stabilized by suitable fluxes [200]. The action is given by

\[
S_{\text{D3}} = -T_3 \int d^4x \sqrt{-|m_{ab}|} + \mu_3 \int \left( C_2 \wedge F + \frac{1}{2} C_0 F \wedge F \right),
\]

(3.15)

where \(m_{ab} = g_{ab} + \mathcal{F}_{ab}\), with \(\mathcal{F}_{ab} = B_{ab} + 2\pi\alpha' F_{ab}\), \(\mu_3 = g_s T_3\) is the D3-brane charge and the integral and \(a, b\) indices run over the four-dimensional worldvolume 0, 1, 2, 3, with 2 and 3 denoting the coordinates on the 2-cycle the D3-brane wraps. \(C_2\) is the RR 2-form of the Type IIB superstring. The metric is the same as in (3.1) while the necessary fluxes are given by

\[
F_{23} = \frac{q}{2}, \quad F^{01} = -\frac{p}{4\pi}, \quad B_{23} \neq 0, \quad B_{01} = 0, \quad C_{01} = 0,
\]

(3.16)

where \(\tilde{F}^{\mu\nu}\) denotes the conjugate momentum of the electric field and the integers \(p, q\) number the NSNS and RR units of charge respectively.

Let us now compute the power of gravitational radiation using (3.9). Noting that only the DBI part of (3.15) is involved in the computation since the Chern-Simons term is topological,
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i.e. it does not involve the metric and using the definition

\[ T^{\mu\nu} = \frac{2}{\sqrt{-g}} \frac{\delta S}{\delta g^{\mu\nu}}, \]

and the Jacobi formula for the differentiation of a determinant

\[ \delta (\det A) = \det A \, \text{tr} \left( A^{-1} \delta A \right), \]

we obtain

\[ T_{\text{DBI}}^{\mu\nu} = T_3 \sqrt{\frac{m}{g}} m^{\mu\nu}, \quad (3.17) \]

where \( m^{\mu\nu} \) is the inverse of the matrix

\[ m_{\mu\nu} = \begin{pmatrix} -h^2 & -2\pi\alpha' F_{10} & 0 & 0 \\ 2\pi\alpha' F_{10} & h^2 & 0 & 0 \\ 0 & 0 & g_{22} & B_{23} + 2\pi\alpha' F_{23} \\ 0 & 0 & -B_{23} - 2\pi\alpha' F_{23} & g_{33} \end{pmatrix}, \quad (3.18) \]

and \( m, g \) denote the determinants of the respective matrices.

Now in order to check if this construction correctly captures the physics of a \((p,q)\) bound state one may compute the temporal component of the stress energy tensor which should match the \((p,q)\) string tension. From (3.17) we have that

\[ T^{00} = T_3 h^2 \left( \frac{g_{22} g_{33} + F_{23}^2}{h^4 - \lambda^2 F_{10}^2} \right)^{1/2}, \quad (3.19) \]

which is in agreement with the Hamiltonian found in [200]. Upon minimising this energy on the KS background, one obtains [200]

\[ T_{(p,q)} = h^2 \frac{2\pi\alpha'}{\pi} \left( \frac{q^2}{g_s^2} + \left( \frac{bM}{\pi} \right)^2 \right)^2 \sin^2 \left( \frac{\pi (p - qC_0)}{M} \right) = \sqrt{T_D^2 + T_F^2}, \quad (3.20) \]

with \( T_D, T_F \) denoting the tensions of the D-string and F-string, respectively. This expression reduces to the flat space one, \( T_{(p,q)} = T_{F1} \sqrt{q^2/g_s^2 + p^2} \) [201], in the limit \( M \to \infty, b = h = 1 \) and \( C_0 = 0 \) [200]. From (3.11), the gravitational power \( P_g \) for a \((p,q)\) string is given by

\[ P_g = \Gamma_g GT_{(p,q)}^2 = \Gamma_g G \left( T_D^2 + T_F^2 \right). \quad (3.21) \]

We thus see that the DBI part of the action has the same effect as the usual Nambu-Goto action, except that the tension of the string is modified. Moreover, as evident from (3.21), the radiative power of a \((p,q)\) string is the same as that of an F-string network and a D-string network considered separately.
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We now consider the compactification of the KS solution given in [152, 153], since this is the case for the $D3/\bar{D}3$ model.

Let us start with the Type IIB action in the string frame

$$S_{IIB} = \frac{1}{2\kappa_{10}^2} \int d^{10}x \sqrt{-g^{(10)}} \left\{ e^{-2\phi} \left[ R^{(10)} + 4(\nabla\phi)^2 \right] - \frac{|F_1|^2}{2} - \frac{|G_3|^2}{2} - \frac{3!}{4} \cdot \frac{|\tilde{F}_5|^2}{5!} \right\} - \frac{1}{8i\kappa_{10}^2} \int e^{-2\phi} C_4 \wedge G_3 \wedge \bar{G}_3 + S_{loc}, \tag{3.22}$$

where $\kappa_{10}$ is the ten dimensional Newton’s constant as in (3.2), $G_3 = F_3 - \tau H_3$ with $\tau = C_0 + ie^{-\phi}$, $F_{n+1}$ denotes the field strength of the RR $n$-form $C_n$, while $H_3 = dB_2$ is the NSNS field strength. The 5-form $\tilde{F}_5$ is defined as $\tilde{F}_5 = F_5 - \frac{1}{2} C_2 \wedge H_3 + \frac{1}{2} B_2 \wedge F_3$. The local part of the action $S_{loc}$ contains contributions from any localised source, such as D-branes or orientifold planes, that might be present in the theory.

Considering a warped geometry of the form (3.1), in [153, 202, 203], it was shown that Einstein’s equation can be written as

$$\nabla_{(6)}^2 h^4(y) = h^2 \frac{G_{mnk}G^{mnk}}{12\text{Im} \tau} + \frac{1}{4h^6} \left( \partial_m \alpha \partial^n \alpha + \partial_m h^4 \partial^n h^4 \right) + \frac{\kappa_{10}^2}{2} h^2 \left( T^m_m - T^\mu_{\mu} \right)_{\text{loc}}, \tag{3.23}$$

where $T_{\text{loc}}$ is the energy momentum tensor derived from the variation of the local action $S_{\text{loc}}$ with respect to the metric and $\alpha$ a function on the internal coordinates that contributes in the self dual 5-form $F_5$. Assuming for the moment that the RHS of (3.23) is non negative and multiplying with $h^4$ and integrating over the internal compact manifold $M$ we obtain

$$\int_M d^6y \sqrt{g^{(6)}} h^4 \nabla_{(6)}^2 h^4 \geq 0, \tag{3.24}$$

so that after partial integration we have that

$$\int_M d^6y \sqrt{g^{(6)}} \left( \nabla_{(6)} h^4 \right)^2 \leq 0. \tag{3.25}$$

The last inequality is only possible when the warp factor is constant which implies that the RHS of (3.23) should also vanish. Therefore, the only way that non zero fluxes can exist, is in the presence of localised sources with negative tension so that $(T^m_m - T^\mu_{\mu})_{\text{loc}} < 0$, evading the above argument. Such localised branes are known as orientifold planes which represent subspaces fixed under the orientifold action [204]

$$\mathcal{O} = (-1)^F \Omega_p \sigma, \tag{3.26}$$

where $\sigma$ is an isometric holomorphic involution\(^1\), $\Omega_p$ is the world-sheet parity and $F_L$ is the space-time fermion number in the left-moving sector. The involution $\sigma$ acts non trivially on the

---

\(^1\)A map $\sigma$ is an involution if $\sigma^2 = \text{id}$. If it also preserves the metric it is called isometric and if it maps holomorphic functions to holomorphic functions it is holomorphic.
holomorphic 3-form $\Omega$, as either $\sigma \Omega = -\Omega$ or $\sigma \Omega = \Omega$.

The first choice leads to $O_3/O_7$ orientifold planes while the second implies the existence of $O_5/O_9$ ones. This can be easily understood from the dimensionality of the fixed points of the $\sigma$ action. Firstly, since the four dimensional Minkowski space is left invariant under the $\sigma$ action, the fixed subspace has spatial dimension at least three. Writing the holomorphic 3-form as $\Omega \propto dy^1 \wedge dy^2 \wedge dy^3$ and assuming that $\sigma$ is a reflection with respect to some complex coordinates $y$ we see that if we reflect one or three coordinates we get $\sigma \Omega = -\Omega$, while reflecting none or two coordinates leads to $\sigma \Omega = \Omega$. Now suppose that $\sigma$ is a reflection with respect to one complex dimension. The fixed subspace of the three complex dimensional internal manifold is thus a complex plane, i.e. a four dimensional hypersurface. Adding the three non compact spatial dimensions to the four internal ones we obtain an $O_7$ plane. In analogy, reflecting all three complex coordinates leads to an $O_3$ plane while the cases of zero or two coordinates lead to the $O_5/O_9$ system. Since the GKP compactification, used in the $D_3/\bar{D}_3$ model, contains $O_3/O_7$ orientifold planes, in what follows we adopt the relevant $\sigma$ action.

Let us now study the orientifold action on the various form fields in order to decide the spectrum. Under the worldsheet parity $\Omega_p$ the NSNS symmetric forms, i.e. the metric and the dilaton $g_{\mu\nu}, \phi$ are even, while the antisymmetric form $B_2$ is odd. In the RR sector, we have the opposite situation since we need to take into account the exchange of worldsheet fermions. Since the RR 2-form is in the symmetric representation and the 0- and 4-forms in the antisymmetric one, $(\phi, g_{\mu\nu}, C_2)$ are even while $(C_0, B_2, C_4)$ are odd under $\Omega_p$. The operator $(-)^F_L$ leaves the NSNS fields invariant and reverses the signs in the RR sector. These operations are summarised in the following table:

| $\Omega_p$ | $(-)^F_L$ | $\Omega_p(-)^F_L$ |
|------------|-----------|------------------|
| $C_0$ | $C_2$ | $C_4$ | $B_2$ | $g_{\mu\nu}$ | $\phi$ |
| $\Omega_p$ | $-$ | $+$ | $-$ | $-$ | $+$ | $+$ |
| $(-)^F_L$ | $-$ | $-$ | $-$ | $+$ | $+$ | $+$ |
| $\Omega_p(-)^F_L$ | $+$ | $-$ | $+$ | $-$ | $+$ | $+$ |

Therefore, in order for the $B_2$ and $C_2$ fields to be even under the combined orientifold action (3.26), they should obey

$$\sigma B_2 = -B_2 \quad \text{and} \quad \sigma C_2 = -C_2. \quad (3.27)$$

Since the involution $\sigma$ leaves the four dimensional Minkowski space invariant, (3.27) implies that these 2-forms should have legs only in the internal manifold. We may thus conclude that in four dimensions, the NSNS and RR 2-forms that couple to the F- and D-strings respectively are projected out of the spectrum. This means that massless$^2$ radiation from these sources in a brane inflationary model on a warped background cannot be considered and gravitational radiation is the dominant channel$^3$.

However, for a $(p, q)$ string which is actually a wrapped D3-brane with fluxes, as in [200], the situation may be different. In order to see which fields that couple to the string worldvolume

---

1A $n$ complex dimensional CY manifold has a globally defined holomorphic form usually denoted as $\Omega$, which for our case is a 3-form. The action of the involution on this form is equivalent to its action on the CY internal space.

2See [205] for massive particle production from cosmic superstrings.

3However, see [206] for an argument that gravitational radiation from cosmic superstrings is suppressed compared to that of field theory strings due to the presence of the extra dimensions.
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are allowed, let us decompose the RR forms that couple to the D3-brane as

\[ B_2(x^M) = b_0(x^\mu)\alpha_2(y^m), \quad C_2(x^M) = c_0(x^\mu)\beta_2(y^m), \]
\[ C_4(x^M) = c_2(x^\mu) \wedge \gamma_2(y^m) + d_1(x^\mu) \wedge \gamma_3(y^m) + \tilde{d}_1(x^\mu) \wedge \tilde{\gamma}_3(y^m) + d_0(x^\mu)\gamma_4(y^m), \]

(3.28)

where the indices denote the order of the form fields, and the dependence on non compact or compact coordinates, \( x^\mu \) and \( y^m \) respectively, has been made explicit. We have also imposed the orientifold constraint (3.27) and neglected the components of the 2-forms having legs along the non compact dimensions. According to the orientifold action, the only modes that are allowed are the scalars \( b_0, c_0 \) arising from the NSNS and RR 2-forms, provided that the corresponding internal 2-forms \( \alpha_2, \beta_2 \) are odd under the involution, as well as the \( c_2 \) arising from the RR 4-form, provided that \( \gamma_2 \) is in the even eigenspace of the involution \( \sigma \). However, the analysis of Sec 3.1 does not trivially apply for these modes, since in the Type IIB superstring the kinetic term for the 4-form mixes with the RR and NSNS 2-forms and their corresponding field strengths as in (3.22). Therefore, in order to decide the axionic radiation, one has to solve the coupled equations of motion on the KS background and compute the power spectrum.

We have not mentioned the possibility of dilatonic radiation, since in the GKP compactification it is fixed by the background fluxes. Moreover, as shown in [207], its wave function is highly localised in the throat, so that it may be consistently integrated out of the effective four dimensional theory.

We now close this Part with a short summary and proceed to the study of scalar perturbations on general inflationary backgrounds.
Chapter 4

Summary of Part II

In this Part, we placed ourselves in the UV complete framework of string theory and studied the cosmic superstrings produced at the end of inflation in two effective models, namely $D3/D7$ and $D3/ar{D}3$ brane inflation. In Ch. 2, we showed that the supersymmetry breaking mechanism, which is of $D$-term type, leads to an anomalous $U(1)$ symmetry that spontaneously breaks down at the point where the two branes approach each other and inflation ends. This anomaly is cancelled by a counterterm in the Lagrangian which is the four dimensional analogue of the GS mechanism. The theory supports cosmic string solutions that do not have long range interactions and the usual constraints on the string tension apply, while vorton formation is trivially satisfied by the model.

A closer look at the stabilisation process reveals possible subtleties of the model. The fact that the Kähler modulus, which controls the volume of the internal space, is constant during inflation in combination with the FI term being a function of this modulus, renders the current status of the model incompatible with general arguments about the inconsistency of constant FI terms in supergravity theories.

In Ch. 3, we studied cosmic superstrings on warped backgrounds. We argued that when these objects are placed in a natural context, such as brane-antibrane inflation on a highly warped geometry, the fields that couple to the string are projected out of the massless spectrum so that radiation from these sources is not possible. Radiation from higher form fields that couple to the string might be possible but a proper computation of the axionic radiation power spectrum was not attempted.
Part III

Bottom-up EFT of scalar perturbations generated during inflation
In this Part, we will focus on a bottom-up EFT approach to the study of scalar inflationary perturbations, whose properties are encoded in the CMB. The main idea behind the construction is the following: let us think of inflation as an unknown UV scalar quantum field theory on a time dependent gravitational background. General covariance, that is invariance of GR under arbitrary local spacetime reparametrisations, can be thought of as a gauge symmetry\(^1\) of this theory.

Focusing on the dynamics of perturbations of the scalar field along its background solution, one can easily see that time reparametrisations are not a symmetry any more, as opposed to spatial coordinate transformations which remain unbroken. In other words, the evolution of the background results in the spontaneous breakdown of time reparametrisations.

One can now construct an effective field theory of the perturbations around this symmetry breaking pattern using the principles of EFT as outlined in the Introduction; that is, to identify the set of operators that are invariant under the reduced symmetry of the system, and then write down a Lagrangian as an infinite power series in these operators, where, on dimensional grounds, the higher powers are suppressed by powers of some UV scale.

This effective Lagrangian now constitutes a parametrisation of any UV theory that respects this symmetry breaking pattern. A specific possible completion can be chosen by adjusting the unknown parameters of the effective theory. As pointed out in the Introduction, such a construction on its own has no predictability at all. However, using experiments one can in principle constrain these unknown couplings and get an insight into the UV complete theory. The more accurate the observation, the closer to completion one gets and hopes that, as time passes by, the way towards the correct UV theory of inflation (if of course inflation is correct in first place) is slowly paved.

The effective field theory for inflation is a formalism that addresses questions about perturbations of matter and spacetime during an inflationary period of expansion. Since it combines concepts of gravity and gauge theory, we will devote the next Chapter to a brief discussion of cosmological perturbation theory and the notion of gauge transformations on the gravity side, as well as the spontaneous breakdown of chiral symmetry in a simple example, which will be insightful to certain aspects of the EFT construction for inflation [37,38], which we also review. In Ch. 6, we argue that the presence of massive scalar fields during inflation is natural from a UV point of view, and we construct a class of operators that capture effects of such scalars on the low energies dynamics of the perturbations. We then compute the two-point and three-point correlation functions, identifying the signatures of such a scenario.

Although inflation is not confined to the use of scalar fields\(^2\), in this thesis we will examine models with a single scalar field as the inflaton.

\(^1\)Attempts of quantising gravity in exact analogy with gauge theory are well known to be notoriously hopeless. Here, we are dealing with a quantum field theory on a classical gravitational background and thinking in analogy with gauge theory will help our intuition.

\(^2\)For a nice exposition of such alternatives see for example [208] and references therein.
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Cosmological perturbations and EFT of inflation

5.1 Cosmological perturbation theory

One of the fundamental questions of cosmology is about the origin of the large scale structure that we observe today. Our current understanding is that massive structures were formed from small density inhomogeneities which, through the Jeans instability, evolved to become self-gravitating objects. Inflation predicts an almost homogeneous universe, so the question becomes “How did these inhomogeneities form?”. The modern consensus is that their origin is due to the quantum nature of inflation. That is, quantum fluctuations of the inflaton grew during inflation to become the classical “seeds” of large scale structure [14]. From the form of the Einstein field equations, matter fluctuations are inevitably transmitted to the gravitational sector, thus consistency requires inflaton and metric perturbations to be studied together. Cosmological perturbation theory addresses the evolution of these scalar, vector and tensor quantum fluctuations during inflation. We now briefly review the formalism of cosmological perturbations including only the most relevant parts needed for the rest of the thesis. The reader is referred to [209–213] for classic reviews on the subject.

5.1.1 Matter and metric fluctuations

As already mentioned, since the dynamics of spacetime are sourced by matter, perturbations of the latter inevitably translate to perturbations of the former:

\[ \delta \phi \iff \delta T^{\mu \nu} \iff \delta G^{\mu \nu} \iff \delta g^{\mu \nu}, \]  

(5.1)

where \( \phi \) represents the matter content, \( T^{\mu \nu} \) the energy-momentum tensor of matter, \( G^{\mu \nu} \) the Einstein tensor, \( g^{\mu \nu} \) spacetime and \( \delta \) a fluctuation of a quantity with respect to its background value. As we will see in Sec. 5.1.1.1, this relation between matter and metric fluctuations is not only a requirement of the dynamics of the theory but also a consequence of general covariance.
Let us parametrise the linearised metric perturbations

\[ g_{\mu\nu} = g^{(0)}_{\mu\nu} + \delta g_{\mu\nu}, \]  

(5.2)

according to their transformation under spatial rotations. A symmetric tensor in \( d = n + 1 \) spacetime dimensions has \( N_g = \frac{1}{2} (n + 1)(n + 2) \) degrees of freedom, which contain \( N_s, N_v, N_t \) scalar, vector and tensor degrees of freedom respectively. A vector can be decomposed\(^1\) as

\[ V_i = \partial_i V + \tilde{V}_i; \quad \partial^i \tilde{V}_i = 0, \]

whilst the tensor decomposition reads

\[ g_{ij} = -2\delta_{ij} \psi + 2\partial_i E_j + 2(\partial_j E_i + \partial_i E_j) + h_{ij}; \quad \partial^i E_i = 0 \quad \& \quad \partial^i h_{ij} = 0, \]

where \( \partial_{ij} = \partial_i \partial_j \), so that the pure vector degrees of freedom are \( N_v = 2(n - 1) \), whilst the pure traceless/transverse tensor degrees of freedom are \( N_t = \frac{1}{2} n(n + 1) - n - 1 = \frac{1}{2} n(n - 1) - 2 \). For \( n = 3 \) we thus have

\[ N_g = N_s + N_v + N_t \Rightarrow 10 = 4 + 4 + 2. \]  

(5.3)

In single scalar field inflation, vector perturbations decay and we neglect them in what follows. To the \( N_s \) scalars, we must also add the fluctuation of the inflaton field \( \delta \varphi \), so we are finally left with five scalars and two tensor fields parametrised as\(^2\)

\[ g_{\mu\nu} = \begin{pmatrix} -1 - 2\phi & a^{-1} \partial_i V \\ a^{-1} \partial_i V & a^2(1 - 2\psi) \delta_{ij} + 2a^2 \partial_i E_j + a^2 h_{ij} \end{pmatrix}, \quad \varphi(x, t) = \phi_0(t) + \delta \varphi(x, t), \]  

(5.4)

where \( \phi_0(t) \) is the background solution of Einstein’s equations, \( \delta \varphi(x, t) \) represents a fluctuation along this field trajectory, and \( g^{(0)}_{\mu\nu} \) of (5.2) has been chosen as the FLRW metric (2), which we rewrite here for convenience

\[ ds^2 = -dt^2 + a(t)^2 \left( dr^2 + r^2 d\theta^2 + r^2 \sin^2 \theta d\phi^2 \right). \]

As already explicit in (5.4), perturbations are parametrised as differences of quantities between a background spacetime \( M_0 \), representing a homogeneous and isotropic solution of Einstein’s equations and a physical, perturbed spacetime \( M \). Since we are considering differences of functions evaluated at points that belong to different manifolds, we should also specify a map that uniquely assigns a point on \( M \) to a point on \( M_0 \), while preserving the differential structure of \( M_0 \). We thus need to specify a diffeomorphism \( D : M_0 \rightarrow M \), that is, a homeomorphism that is differentiable at each point \( q \in M_0 \). This map is of course not unique, leaving us the freedom to specify it as we wish. Such a freedom is usually referred to as a gauge choice, borrowing terminology from field theory. We devote the next paragraph to a brief discussion of gauge transformations of this kind.

---

\(^1\)This decomposition comes with various names: in a group theory language it would be the reduction of a representation into irreducible parts; in a vector calculus framework one would call this a Helmholtz decomposition, or scalar-vector-tensor decomposition; in the language of differential geometry it is similar to the Hodge decomposition.

\(^2\)This is a parametrisation for first order perturbation theory. For the second order formulation see [214–216].
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5.1.1.1 Gauge transformations

In the notation of the previous paragraph, we choose a coordinate system \( x^\mu_0(p_0) \), \( p_0 \in M_0 \) on the background manifold \( M_0 \) and a diffeomorphism \( D : M_0 \rightarrow M \), which induces a coordinate system \( x = D(x_0) \) on the physical manifold \( M \). On the physical manifold, let us denote a set of functions including scalar, vector or tensor quantities, e.g. the metric and the inflaton considered in (5.4), as \( Q(x^\mu) \). A gravitational theory on \( M \) is thus defined by assigning specific values to these functions. A background model is defined by setting the functions \( Q \) equal to some background functions \( Q_0(x_0) \) that are defined on \( M_0 \). These are constant, prescribed functions that describe the evolution of the unperturbed background spacetime, and as such their functional form remains the same irrespective of the coordinate system \( x \) induced on \( M \) by \( D \). Next, we define the perturbation \( \delta Q(p) \) on \( M \) as

\[
\delta Q(p) = Q(p) - Q_0(D^{-1}(p)).
\] (5.5)

A second diffeomorphism \( \tilde{D} : M_0 \rightarrow M \) would define a second coordinate system \( \tilde{x} \) on \( M \) and the new perturbation \( \delta \tilde{Q}(p) \) would read as in (5.5) with \( D^{-1} \) replaced with \( \tilde{D}^{-1} \). Gauge transformations correspond to diffeomorphisms between \( M_0 \) and \( M \), which form the group of diffeomorphisms of the physical manifold \( \text{Diff}(M) \), with multiplication operation corresponding to composition of maps.

Another mathematically equivalent approach is the following: let \( x^\mu, \tilde{x}^\mu \) be two coordinate systems on the physical manifold \( M \) and define a set of functions \( Q_0 \) on \( M \) that fix the background dynamics. The perturbation of a function \( Q \) is then defined as

\[
\delta Q(x^\mu(p)) = Q(x^\mu(p)) - Q_0(x^\mu(p)),
\] (5.6)

whilst in the second coordinate system \( \tilde{x}^\mu \), the same quantity reads

\[
\delta \tilde{Q}(\tilde{x}^\mu(p)) = \tilde{Q}(\tilde{x}^\mu(p)) - Q_0(\tilde{x}^\mu(p)),
\] (5.7)

since \( \tilde{Q}_0(\tilde{x}^\mu(p)) = Q_0(\tilde{x}^\mu(p)) \). The transformation

\[
\delta Q(x^\mu(p)) \mapsto \delta \tilde{Q}(\tilde{x}^\mu(p)),
\] (5.8)

is a gauge transformation. Let us see for example the transformation of a homogeneous scalar field under a time reparametrisation. Upon parametrising the transformation between the two coordinate systems as

\[
t \rightarrow t + \xi, \quad x^i = x^i + \partial_i \epsilon + \bar{\epsilon}_i; \quad \partial^i \bar{\epsilon}_i = 0,
\] (5.9)

from (5.6), (5.7) we can deduce the transformation law for the perturbation of a scalar function \( \phi_0(t) \):

\[
\delta \tilde{\phi}(x, \tilde{t}) = \delta \phi(x, t) - \xi \phi_0(t).
\] (5.10)

From the invariance of the perturbed metric (5.4) under such a reparametrisation, we may further deduce the transformation laws for all the scalar quantities, which we list for the sake of
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completeness:

\[ \phi \rightarrow \phi - \dot{\xi}, \quad V \rightarrow V + \frac{\xi}{a} - a \dot{\epsilon}, \quad E \rightarrow E - \epsilon, \quad \psi \rightarrow \psi + \xi H. \]  

(5.11)

There are now two ways to proceed with a calculation: either one chooses a gauge and works
bearing in mind that any final result representing an observable quantity should be gauge in
variant, or one formulates the theory in terms of gauge invariant expressions throughout the
entire computation. Keeping gauge invariance manifest might be an appealing feature but as
usual it is computationally much more involved. In what follows, we will adopt the former path
of gauge fixing.

From (5.10) we see that there is a special value of \( \xi \) that results in \( \delta \tilde{\phi}(x, \tilde{t}) = 0 \), namely

\[ \xi = \frac{\delta \phi(x,t)}{\phi_0(t)}. \]  

(5.12)

For such a choice, a perturbation is present in one coordinate system and vanishes in another,
a fact implying that the perturbation is not a physical one but a so called gauge mode. The
importance of considering inflaton and metric fluctuations simultaneously becomes now clear:
neglecting the former, or the latter, might lead to gauge modes being treated as physical per
turbations and vice versa. When both are taken into account, a physical perturbation never
disappears from the dynamics; it is just hidden in a different degree of freedom in each gauge.
We now exemplify the above discussion, outlining two gauge choices that will be used in what
follows.

5.1.2 Comoving and spatially flat gauge

There are many gauge choices that one can make, each with its own advantages. The degrees
of freedom that will be considered, that is the set of functions \( Q \) in the previous notation, are
the metric \( g_{\mu \nu} \) and a scalar field \( \phi(t, x) \) and we will focus on the case where the background
metric is the FLRW metric (2), since this is the appropriate choice for the study of inflation.
The five scalar perturbations of the metric and the inflaton of (5.4) can be reduced to two, say
\( \psi \) and \( \delta \varphi \), by a coordinate transformation of the form \( x^i \rightarrow x^i + \partial^i \epsilon \) and the use of the perturbed
Einstein equations, so that

\[ g_{ij} = e^{2\psi(t,x)}e^{2\rho(t)}\delta_{ij}, \quad \varphi(x, t) = \phi_0(t) + \delta \varphi(x, t), \]  

(5.13)

respectively, where \( \rho \equiv \ln a \) and \( \psi \) is the curvature perturbation, since to first order in the
fluctuations it represents the scalar curvature of the metric, namely

\[ R^{(3)} = 4 \frac{\nabla^2 \psi}{a^2}. \]

The comoving gauge is defined as the one where the inflaton perturbation \( \delta \varphi(x, t) \) is set to zero
and the spatial metric becomes conformally flat:

\[ \varphi(x, t) = \phi_0(t), \quad g_{ij} = e^{2R(t,x)}e^{2\rho(t)}\delta_{ij}, \]  

(5.14)
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where $\mathcal{R} = \psi_{\text{com}}$ is now the comoving curvature perturbation to be defined in the next paragraph. From (5.12) we can specify the gauge transformation $t \mapsto t + \xi_{\text{com}}$, that brings us from an arbitrary slicing to the comoving one:

$$\xi_{\text{com}} = \frac{\delta \phi}{\dot{\phi}_0} \implies \delta \phi_{\text{com}} = 0.$$  (5.15)

The flat gauge is defined as the one where the spatial metric is flat, i.e. $\psi_{\text{flat}} = 0$ but the scalar perturbation $\delta \phi(x, t)$ is now present, that is

$$\varphi(x, t) = \phi_0(t) + \delta \varphi(x, t), \quad g_{ij} = e^{2\rho(t)}\delta_{ij}.\quad (5.16)$$

From the transformation law (5.11) of the $\psi$ potential, we see that the gauge parameter $\xi_{\text{flat}}$ that brings us from an arbitrary slicing to the flat one is

$$\xi_{\text{flat}} = -\frac{\psi}{H} \implies \psi_{\text{flat}} = 0.$$  (5.17)

Note that in both cases there is one scalar degree of freedom manifested either as a curvature perturbation in the comoving gauge or as a matter fluctuation in the flat one. Let us now define some gauge invariant quantities that will shed some light on the notation that we will use later.

The comoving curvature perturbation  Since both the curvature perturbation $\psi$ and the inflaton fluctuations $\delta \phi$ vary under gauge transformations, one can define a gauge invariant quantity

$$\mathcal{R} = \psi + H \frac{\delta \phi}{\dot{\phi}_0},\quad (5.18)$$

that represents the curvature perturbation in the comoving gauge (5.14), hence the term comoving curvature perturbation.

Matter fluctuations in the spatially flat gauge  Another gauge invariant quantity can be constructed as

$$Q = \delta \varphi + \frac{\dot{\phi}_0}{H} \psi, \quad (5.19)$$

representing the fluctuation of the inflaton field in the spatially flat gauge (5.16), where $\psi_{\text{flat}} = 0$. Another quantity of interest is

$$\pi \equiv \frac{\delta \varphi(t, x)}{\phi_0(t)},\quad (5.20)$$

whose relation to $Q$ and $\mathcal{R}$ is\(^1\)

$$\pi_{\text{flat}} = \frac{Q}{\dot{\phi}_0} = \frac{\mathcal{R}}{H},\quad (5.21)$$

\(^1\)In Maldacena’s paper [25] the letter $\zeta$ is used to denote what here we call $\mathcal{R}$. In a more usual notation, $\zeta$ denotes the curvature perturbation on hypersurfaces of uniform energy density. On superhorizon scales the two quantities coincide.
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since in this gauge we have that $\psi_{\text{flat}} = 0$, while by definition $\pi_{\text{com}} = 0$. Using (5.10), we obtain its transformation law under a general time diffeomorphism $t \mapsto \tilde{t} = t + \xi(t, x)$ as

$$\tilde{\pi}(\tilde{t}, x) = \pi(t, x) - \xi(t, x). \quad (5.22)$$

Relations like (5.21) can be used when one changes the gauge. For instance, this happens when one computes quantities like correlation functions of scalar perturbations which translate to observable temperature fluctuations in the CMB. The field $R$ is known [25,217–220] to become independent of time at superhorizon scales, a fact that allows one to compute self-correlators of the comoving curvature perturbation, without specifying in detail the processes that occur on scales $\lambda \gg H^{-1}$ where interesting, yet unknown physics becomes important. It is thus useful to express all the final results in the comoving gauge where $R$ is the dynamical degree of freedom.

Further exploration of this relation, beyond the linear approximation, will reveal an important feature of $\pi$ which we now derive. Let us start from the flat gauge and perform a time reparametrisation [25],

$$t_{\text{flat}} \leftrightarrow t_{\text{com}} = t_{\text{flat}} + \xi_{\text{com}}(x, t_{\text{flat}}), \quad (5.23)$$

under which $\delta \varphi$ shifts according to (5.10) and with $\xi_{\text{com}}$ defined in (5.15). Due to this temporal reparametrisation, the metric acquires non diagonal contributions, which have to be cancelled by a spatial counter-transformation. Indeed, using the transformation law for the metric tensor in the the Arnowitt-Deser-Misner (ADM) form [221]

$$ds^2 = -N^2 dt^2 + \gamma_{ij}(N^i dt + dx^i)(N^j dt + dx^j), \quad (5.24)$$

where $N$ denotes the lapse function and $N^i$ the shift vector, so that

$$g_{00} = -N^2 + \gamma_{ij} N^i N^j, \quad g_{0i} = \gamma_{ij} N^j, \quad g_{ij} \equiv g_{ij} = a^2(t) \delta_{ij},$$

$$g^{00} = -\frac{1}{N^2}, \quad g^{0i} = \frac{N^i}{N^2}, \quad g^{ij} = \gamma^{ij} - \frac{N^i N^j}{N^2} \quad \text{with} \quad \sqrt{-\tilde{g}} = N \sqrt{-\gamma}, \quad (5.25)$$

and including terms up to second order in the perturbations$^1$ we obtain

$$g_{ij}^{\text{com}}(t_{\text{com}}) \equiv g_{ij}^{\text{flat}}(t_{\text{flat}}) = e^{2\rho(t_{\text{com}} - \xi)} \left( \delta_{ij} - e^{-2\rho(t_{\text{com}} - \xi)} \partial_i \xi \partial_j \xi - \partial_i \xi N_j - \partial_j \xi N_i \right). \quad (5.26)$$

Note that we have dropped the label “com” in $\xi_{\text{com}}$ but retained it in the metric and time variable to make clear the relation between the tensors in the two gauges. We see that the non diagonal terms of the $g_{ij}$ metric are second order in the fluctuations. Under a spatial diffeomorphism $\tilde{x}^i \mapsto \tilde{x}^\ell = \tilde{x}^i + \epsilon^i$ the metric transforms as

$$\tilde{g}_{ij} = \tilde{g}_{ij} + \partial_i \epsilon_j + \partial_j \epsilon_i. \quad (5.27)$$

The parameter $\epsilon_i$ to second order in the perturbation is fixed by the requirement that the non diagonal terms cancel [25]. That is,

$$\partial_i \epsilon_j + \partial_j \epsilon_i - e^{-2\rho(t)} \partial_i \xi \partial_j \xi - \partial_i \xi N_j - \partial_j \xi N_i = 2\alpha \delta_{ij}. \quad (5.28)$$

$^1$For example, we write $(\partial \xi_{\text{com}})^2 N^2 \sim (\partial \xi_{\text{com}})^2$ on the grounds that $N^2 = 1 + O(\delta N)$, while by definition $(\partial \xi_{\text{com}})^2$ is already of order $O(\delta \varphi^2)$. 

67
5.1 Cosmological perturbation theory

This equation can be solved by decomposing \( \epsilon_i = \partial_i \epsilon + \bar{\epsilon}_i = \epsilon_i \), \( \partial^j \epsilon_i = 0 \), as in (5.9), and operating with the trace \( \delta^{ij} \) along with \( \partial^j \equiv \partial^i \partial^j \) and \( \partial^i \). After a straightforward calculation one obtains

\[
\alpha = \frac{1}{4} \left( \partial^{-2} \partial^{k,j} - \delta^{k,j} \right) e_{kj},
\]

\[
\epsilon = \frac{1}{4} \partial^{-2} \left( 3 \partial^{-2} \partial^{k,j} - \delta^{k,j} \right) e_{kj}, \
\bar{\epsilon}_i = -\partial^{-2} \left( \partial^{-2} \partial^{k,j} \partial_i - \delta^k \partial^j \right) e_{kj},
\]

\[
e_{kj} = e^{-2\rho \partial_k \xi \partial_j \xi} \left[ \partial_t \xi N_j + \partial_j \xi N_i \right],
\]

where \( \partial_i \xi N_j = \partial_i \xi N_j + \partial_j \xi N_i \). Combining (5.26),(5.27),(5.28) and matching the result with the comoving gauge (5.14), we obtain a relation between \( \xi \) and the comoving curvature perturbation, namely

\[
\mathcal{R}(\xi) = \rho \left[ t - \xi[t, x + \epsilon] \right] - \rho(t) + \alpha[\xi(t, x)].
\]

This formula, relating the curvature perturbation on a comoving slice at time \( t + \xi(t, x) \) to the one on a flat slice at time \( t \), is essentially the \( \delta N \) formalism [17, 217, 222–226] typically used to compute classical non Gaussianities on superhorizon scales. In that case, \( \rho \) is viewed as the number of e-folds \( N = \ln a \) and the difference in \( N \) between the two slices characterised by time coordinates \( t \) and \( t + \xi \), reads

\[
\delta N = N[\phi_0 + \delta \varphi] - N[\phi_0].
\]

The background inflaton field \( \phi_0(t) \) can be set equal to \( t \), since it is the clock of the system, i.e. its evolution specifies the time direction. Note that on superhorizon scales, the gradient contribution \( \alpha[\xi] \), given by (5.29), vanishes so that (5.30) exactly matches (5.31).

In order to correctly calculate \( \mathcal{R} \) to order \( n \) in \( \xi \) one needs to iterate this Taylor expansion to the same degree \( n \) wherever \( \xi \) appears. For example, to second order we have

\[
\mathcal{R}^{(2)}(\xi) = \rho \left[ t - \xi[t - \xi(t, x), x] \right] - \rho(t) + \alpha[\xi] = -H \xi + H \dot{\xi} + \frac{1}{2} \xi^2 \dot{H} + \alpha[\xi].
\]

Now from (5.32) one can deduce that \( \pi \) realises time diffeomorphisms in a non linear manner. In order to see this, let us adopt the following notation, inspired by the iteration of the Taylor expansion that led to (5.32):

\[
\pi_1 = \pi(t), \quad \pi_2 = \pi(t - \pi_1), \quad \pi_3 = \pi(t - \pi_2), \quad \ldots, \quad \pi_n = \pi(t - \pi_{n-1}),
\]

where in each iteration the transformation (5.23) with \( \xi^0 = \pi \) is applied. From the definition of the Taylor expansion we can write the general \( n \)-th order term as

\[
\pi_n = e^{-\pi_{n-1} D_t \pi},
\]

where \( D_t \equiv \frac{d}{dt} \) is the generator of time shifts and \( D^n_t \equiv \frac{d^n}{dt^n} \). Now the comoving curvature
perturbation to order $n$ in $\pi$ can be written as

$$R_n = \left( e^{-\pi_n D_t} - 1 \right) \rho.$$  

(5.35)

To summarise, $\pi$ has the following (equivalent) properties: it appears explicitly in the matter content as an inflaton perturbation in the flat gauge, while it is hidden in the metric as a curvature perturbation in the comoving gauge; it is a non linear realisation of the broken symmetry; it shifts, proportionally to the parameter under a broken transformation. In other words, its behaviour resembles that of a Goldstone boson.

This is the key observation for the whole construction of the EFT. To state it clearly: we will think of $\pi$ as the Goldstone mode that arises due to the spontaneous breakdown of time diffeomorphisms by the evolution of the background vacuum expectation value $\phi_0(t)$ of the inflaton field.

It is quite interesting to note that the full transformation $(\tilde{t}, \tilde{x}_i) = (t + \xi, x_i + \epsilon_i(\xi))$, with $\epsilon_i$ given in (5.29), corresponds to a conformal transformation with a scaling factor $R$ as in (5.30). In [227], it was shown that this Weyl rescaling, can be compensated by an appropriate transformation of the comoving curvature perturbation which now provides a non linear realisation of the conformal group in three dimensions, $SO(4, 1)$. Hence, $R$ can be also thought of as the Goldstone mode that arises due to the spontaneous breakdown of $SO(4, 1)$ by the time dependence of the background$^1$. In the limit where spacetime is exactly de Sitter this symmetry corresponds to the isometry group of dS. In a general setting where slow roll corrections are taken into account, this $SO(4, 1)$ represents the conformal group on three-dimensional hypersurfaces. This symmetry was used in [229] to deduce consistency conditions between correlation functions of different order, generalising those found in [25] – see also [230].

Since the situation for inflation is in close analogy with the physics of Goldstone bosons, we will devote the next section to review an example of spontaneous symmetry breaking that will reveal an important feature of the $\pi$ dynamics, highlighting the connections with the cosmological case along the way.

### 5.2 Chiral symmetry breaking, pions and the equivalence theorem

As an illustrative example we will discuss the non Abelian Higgs mechanism due to $SU(2) \times SU(2)$ chiral symmetry breaking. The simplest action with the required symmetry is

$$S(A_\mu, \phi) = \int d^4x \text{ tr } \left[ \frac{1}{4} F_{\mu\nu} F^{\mu\nu} + (D_\mu \phi) \cdot D^\mu \phi + r \phi^4 \phi + \lambda \frac{1}{4} (\phi^4 \phi)^2 \right],$$

(5.36)

where $\phi$ is a scalar transforming in the $(1/2, 1/2)$ representation of $SU(2) \times SU(2)$. Bold symbols denote three-dimensional vectors in group space, for example $A_\mu \equiv (A_\mu^1, A_\mu^2, A_\mu^3)$. A dot product is then the standard inner product in $\mathbb{R}^3$, $A_\mu \cdot \tau = \sum_\alpha A_\mu^\alpha \tau^\alpha$ with the group indices $\alpha$

$^1$According to the standard counting, one might expect such a symmetry breaking to yield four Goldstone bosons corresponding to the three special conformal generators plus the dilation. As shown in [228] though, the counting rule for Goldstone bosons for spacetime broken symmetries is different and for $SO(4, 1) \hookrightarrow E_3$ specifically there is indeed only one Goldstone mode, the dilaton.
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running form 1 to 3 and \( \tau \) denoting the Pauli matrices obeying the usual commutation relations
\[ [\tau^i, \tau^j] = 2i\epsilon_{ijk}\tau^k. \] The trace in the action runs over the group indices \( \alpha \). In this notation
\[ D_\mu = \partial_\mu + i\frac{e}{2}A_\mu \] is the covariant derivative and \( F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu - eA_\mu \times A_\nu \) is the field strength, where \( (A_\mu \times A_\nu)_k = \sum \epsilon_{ijk}A^i_\mu A^j_\nu \) is the \( k \) component of the outer product in \( \mathbb{R}^3 \).

We will break the \( SU(2) \times SU(2) \) chiral symmetry down to the diagonal \( SU(2) \) subgroup. A convenient parametrisation for the scalar is
\[ \phi = \frac{1}{\sqrt{2}}(i\sigma + i\pi \cdot \tau), \] (5.37)
with \( \sigma, \pi \) real fields. Note that a consequence of the commutation relations of the Pauli matrices is that
\[ (X \cdot \tau)(Y \cdot \tau) = (X \cdot Y) \cdot \tau + i(X \times Y) \cdot \tau. \] (5.38)
Therefore under an infinitesimal gauge transformation \( g(x) = 1 - i\omega \cdot \tau/2 \) the fields change as
\[ \delta A_\mu = \frac{1}{e}\partial_\mu \omega - A_\mu \times \omega, \quad \delta \sigma = \frac{1}{2}\omega \cdot \pi, \quad \delta \pi = -\frac{1}{2}\sigma \omega + \frac{1}{2}\omega \times \pi. \] (5.39)
In these variables the scalar part of the action (5.36) reads
\[ S_{sc} = \frac{1}{2} \int d^4x \left[ \left( \partial_\mu \sigma - \frac{e\pi \cdot A_\mu}{2} \right)^2 + \left( \partial_\mu \pi - \frac{e\sigma A_\mu}{2} - \frac{eA_\mu \times \pi}{2} \right)^2 + V(\sigma^2 + \pi^2) \right], \] (5.40)
where \( V(X) = rX + \frac{\lambda}{12}X^2 \). Note that in these variables the potential implies \( O(4) \) symmetry since \( (\sigma, \pi) \) is a vector in \( \mathbb{R}^4 \) and \( SU(2) \times SU(2) \cong O(4) \). Upon setting \( \langle \sigma \rangle = u \) the \( O(4) \) breaks to \( O(3) \) which is the subgroup of three-dimensional rotations of the subspace normal to the \( \sigma \) direction. In terms of the covering group, \( O(3) \) is the diagonal \( SU(2) \) with elements \( (g, g) \), \( g \in SU(2) \). If the gauge field was not present, \( \pi \) would be a massless Goldstone boson triplet parametrising the residual \( SU(2) \). In our case though, due to the gauging of the chiral symmetry by \( A_\mu \), the would be Goldstone mode \( \pi \) can be removed form the dynamics by performing a suitable gauge transformation. Indeed from (5.39), one can see that setting \( \omega = 2\pi/\sigma \) results in the action
\[ S(A_\mu, \sigma) = \frac{1}{2} \int d^4x \left[ \frac{1}{4}F_{\mu\nu}F^{\mu\nu} + (\partial_\mu \sigma)^2 + \frac{e^2}{8}\sigma^2 A_\mu^2 + V(\sigma^2) \right], \] (5.41)
in which \( \pi \) is gauged away. This is in exact correspondence with the gauge parameter (5.15), that was used to remove the scalar fluctuation \( \pi \) from the matter sector of the inflationary dynamics. As a result of the non zero value of \( \sigma \), the gauge field acquires a mass \( M_A = \frac{eu}{2} \), and since we are in three spatial dimensions it now has three independent polarisations. The longitudinal one is the form in which the hidden degree of freedom \( \pi \) manifests itself. This gauge, where the Goldstone mode is hidden in the gauge field, is the unitary gauge which has only physical degrees of freedom propagating. Recall that this is the analogue of the comoving gauge (5.14) in the cosmological set up, where \( \pi \) represents the inflaton fluctuations. Before passing to this discussion let us comment on another useful concept arising from the spontaneous breaking of
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gauge symmetries, that is the equivalence theorem\(^1\) [231, 234, 235].

The action (5.41) is no longer gauge invariant since we fixed \( \tilde{\pi} = \pi + \delta \pi = 0 \) (unitary gauge). Even though the unitary gauge has the advantage of involving strictly physical degrees of freedom there are other useful gauge choices in which interesting dynamics of the hidden Goldstone mode can emerge. Gauge invariance can be restored by performing a gauge transformation, restoring the \( \pi \) field. This is essentially the Stückelberg procedure [236, 237] – see [238] for a modern review – which corresponds to adding a scalar degree of freedom playing the role of a Goldstone mode, which non linearly realises the gauge symmetry. In the language of the cosmological perturbations we essentially used the Stückelberg trick when we promoted the parameter \( \xi \) of the gauge transformation (5.23) to the field \( \pi \) with the transformation law (5.22).

Let us write the action in a general \( R_\xi \) gauge by imposing a constraint as a Lagrange multiplier in the path integral using the gauge function \( F(A_\mu, \pi) = \partial_\mu A_\mu + \frac{1}{2} z \xi \pi \), with \( z \) an arbitrary parameter to be fixed appropriately [239]. We have that\(^2\)

\[
S = S_F + S_{sc} + S_{gf}.
\]

The gauge fixing contribution to the action reads

\[
S_{gf} = \frac{1}{2e^2 \xi} \int d^4x \left( e \partial_\mu A_\mu - \frac{1}{2} z \xi \pi \right)^2,
\]

which sets the mass of the scalar mode to \( M_\pi = \frac{z \sqrt{\xi}}{2e} \). By choosing the Feynman – 't Hooft gauge \( \xi = 1 \) we impose the constraint

\[
\partial_\mu A_\mu = \frac{1}{2} M_\pi \pi.
\]

Now \( z \) is fixed such that the interaction term between the gauge field and the would be Goldstone boson \( \pi \) in (5.40) is cancelled, that is \( z = e^2 u \). Note that this choice also renders the mass of the scalar equal to the mass of the gauge field, \( M_\pi = M_A = \frac{e^2 u}{2} \).

The longitudinal mode \( A_\mu^L \) of the gauge field defined in Fourier space is given by

\[
A_\mu^L(k) = e^\mu_L A_\mu(k),
\]

where \( e^\mu_L = \frac{1}{M_\pi} (|k|, 0, 0, E_k) \) and \( k^\mu = (E_k, k) \) is the four-momentum carried by the massive gauge field. An important observation is that the longitudinal vector becomes more and more parallel to the four-momentum as the energy increases. This can be shown by computing the difference of the two as a power series in \( M_\pi/E_k \).

\[E_k = k - \frac{M_\pi}{2} \left[ M_\pi/k + \mathcal{O}(M_\pi^2/k^2) \right]\]

\(^1\)We will restrict the proof of the equivalence theorem to the Feynman – 't Hooft gauge, following [231]. For the proof in a general \( R_\xi \) gauge see [232, 233].

\(^2\)In order to be consistent we should have also added the Faddeev-Popov ghost contribution \( S_{gh} \) [240]. Since we only want to illustrate the main ideas behind Goldstone bosons and the equivalence theorem, in what follows we will neglect the ghost part of the action.
for $k \gg M_\pi$, we obtain
\[ \epsilon^\mu_L - k^\mu / M_\pi = O(M_\pi / k). \] (5.45)

Combining this result with the constraint (5.43) in momentum space and the definition (5.44) we find that
\[ A_L(k) = \pi + O(M_\pi / k). \] (5.46)

This is the equivalence theorem, which states that at high enough energies $s \gg M_\pi^2$ the scattering matrix for longitudinal modes equals the scattering matrix of processes involving the Goldstone mode. The mass of the gauge field reveals its origin due to spontaneous symmetry breaking of the chiral group. The scalar particle becomes more and more massless compared to the center of mass energy of the scattering process, approaching a true Goldstone mode. We will see that this theorem lies at the heart of the simplicity offered by the effective field theory of inflation, to which the next section is devoted, since it allows for a slow roll expansion of the effective action.

### 5.3 EFT of inflationary perturbations

Having set the field theory aspects of the construction, we now focus on the effective action for inflationary perturbations. Following [38], we begin by classifying the operators that are consistent with the reduced symmetry, which we then use to construct an action in the unitary gauge. Recall that the unitary – or comoving – gauge is the one where the adiabatic scalar perturbation is set to zero, hence rendering the transformation properties of operators with tangential or transverse indices with respect to the three dimensional spatial slices, easily identifiable. Next, we comment on the limits of the unknown couplings, where this general effective action parametrises known inflationary models. Finally, the action is presented in the spatially flat gauge. This choice is more convenient from a computational point of view and as such it will be the one used in Ch 6, where we will generalise our study to a certain class of operators that capture effects of natural intermediate effective field theories exhibiting a mass hierarchy.

#### 5.3.1 The effective action in the unitary gauge

Using the principles of effective field theory we will construct the action in the unitary gauge, where the scalar Goldstone mode is absent. The first step is to identify the operators that are consistent with the reduced symmetry. One can then write the effective action as a polynomial of infinite order over these operators with arbitrary coefficients.

##### 5.3.1.1 Invariant operators

Obviously, all operators that respect the full spacetime diffeomorphism group will be present. These are powers of the Riemann tensor $R_{\mu\nu\rho\sigma}$ together with its covariant derivatives and their contractions, including for example the Ricci tensor $R_{\mu\nu} = g^{\rho\sigma} R_{\mu\rho\nu\sigma}$ and the Ricci scalar $R = g^{\mu\nu} R_{\mu\nu}$. Moreover, since temporal diffeomorphisms are violated, generic functions of time are allowed in the effective Lagrangian. Thus, the coefficient of any operator will be in general a function of time $f(t)$. The unitary gauge is defined as the coordinate system, where the function $\tilde{t}$, that breaks temporal diffeomorphisms (e.g. a rolling scalar), coincides with time such that the extra degree of freedom contained in $\tilde{t}$ is absent. Hence, the gradient of $\tilde{t}$ in the unitary
gauge becomes $\partial_\mu \tilde{t} = \delta_0^\mu$, and consequently any tensor is allowed to have free upper 0 indices. For example, $g^{00}$, $\partial_\mu g^{00}$ as well as $R^{00}$, $\partial_\mu R^{00}$ (properly contracted) are acceptable choices.

Another object out of which Lagrangian operators can be constructed, is the normal unit vector on hypersurfaces of constant time $\Sigma_t$, defined as $\partial_\mu \tilde{t} \sqrt{\partial_\sigma \tilde{t} \partial_\sigma \tilde{t}}$. In a $(-,+,+,+)$ signature, the gradient $\partial_\mu \tilde{t}$ is time-like and the normalisation constant should be chosen as

$$n_\mu = \frac{\partial_\mu \tilde{t}}{\sqrt{-g^{\mu\nu} \partial_\mu \tilde{t} \partial_\nu \tilde{t}}}.$$  \hfill (5.47)

This vector can be used to build a projection operator on the hypersurfaces $\Sigma_t$, namely

$$h_\mu{}^\nu = g_\mu{}^\nu + n_\mu n^\nu.$$  \hfill (5.48)

That is, the projection onto the hypersurface $\Sigma_t$ of a vector field in the tangent space of the spacetime manifold $\mathcal{M}$ at a point $p \in \mathcal{M}$ is

$$h_\mu{}^\nu u_\nu = u_\mu + (n \cdot u)n_\mu \in T_p \Sigma_t,$$  \hfill (5.49)

where $T_p \Sigma_t$ is the tangent space of the submanifold $\Sigma_t$. From (5.49), it follows that the tensor $h_{\mu\nu} = g_{\mu\sigma} h_\sigma{}^\nu$ is the induced metric on $\Sigma_t$, since it defines the inner product on $T_p \Sigma_t$. Having the induced three dimensional metric (3)$h_\alpha{}^\beta$ one can use polynomials of the contractions of the three-dimensional Riemann tensor (3)$R_\alpha{}^{\beta\gamma\delta}$ and its covariant derivatives, as operators in the effective action.

Another tensor that one can construct from the normal vector is the extrinsic curvature of $\Sigma_t$, whose entries are defined as the directional derivatives of $n$ along a unit tangent vector $\hat{u} \in T_p \Sigma_t$

$$K_{\mu\nu} = h_\sigma{}^\mu \nabla_\sigma n_\nu.$$  \hfill (5.50)

This is the only way that covariant derivatives of the normal vector enter in the Lagrangian since from the definition we have that $n^\nu \nabla_\sigma n_\nu = 0$, whilst the other contraction can be written like

$$n^\sigma \nabla_\sigma n_\nu = -\frac{1}{2g^{00}} h_\nu{}^\sigma n^\sigma g^{00},$$  \hfill (5.51)

thus contributing $g^{00}$ and $\partial_\mu g^{00}$ terms that have already been accounted for.

Finally, let us observe that using the three-dimensional Riemann tensor and the extrinsic curvature tensor at the same time is redundant since the two are related by the Gauss-Codazzi identity

$$(3) \, R_\alpha{}^{\beta\gamma\delta} = h_\alpha{}^\mu h_\beta{}^\nu h_\gamma{}^\rho h_\delta{}^\sigma R_{\mu\nu\rho\sigma} - K_\alpha{}^\gamma K_{\beta\delta} + K_\alpha{}^\delta K_{\beta\gamma}.$$  \hfill (5.52)

In addition, the projection operator can be used to express any three-dimensional quantity in terms of ambient spacetime objects. For example, the covariant derivative of a tensor as a three-dimensional quantity can be written as the projection of the four dimensional analogue,

$$\nabla_\alpha G_{\beta\gamma} = \nabla_\alpha (h_\beta{}^\nu h_\gamma{}^\mu G_{\mu\nu}) = h_\beta{}^\nu h_\gamma{}^\mu n_\alpha \nabla_\sigma G_{\mu\nu},$$  \hfill (5.53)
where we used the fact that the three-dimensional covariant derivative of the induced metric vanishes. Hence, we can avoid explicit use of objects intrinsic to $\Sigma_t$.

Summarising, the effective action can be symbolically written as

$$S = \int dx^3 dt \sqrt{-g} G^\infty(g_{\mu\nu}, R_{\mu\nu\rho\sigma}, K_{\mu\nu}, \nabla_{\mu}, t),$$

where $G^\infty$ is a polynomial of infinite order in the tensors which is allowed to have terms with free upper zero indices.

This is the most general Lagrangian that one can write down for a field theory on a generic time dependent background. Since our aim is the construction of a field theory on a quasi de Sitter background, which locally can be described by the homogeneous and isotropic FLRW metric, we will restrict ourselves to the effective field theory on an FLRW spacetime. In view of the general discussion of EFT in the Introduction, the requirement of a specific background is the first input we give to this effective theory and as a result we will see that we immediately gain predictability by fixing two of the arbitrary time dependent couplings.

### 5.3.1.2 Minimal UV input: requirement of FLRW background

Considering the unperturbed action (13), which we rewrite here for convenience,

$$S = \int \sqrt{-g} dx^3 dt \left( \frac{M_{Pl}^2}{2} R - \frac{1}{2} g^{\mu\nu} \partial_{\mu} \varphi \partial_{\nu} \varphi - V(\varphi) \right),$$

on a flat FLRW metric, with the usual notation $g = \det g_{\mu\nu}$, for a homogeneous background scalar field $\phi_0(t)$, we obtain the standard equations of FLRW cosmology,

$$\ddot{\phi}_0 + 2H \dot{\phi}_0 = -2H M_{Pl}^2, \quad V(\phi_0) = (3H^2 + \dot{H}) M_{Pl}^2,$$

with $H = \frac{\dot{a}}{a}$ the Hubble constant. Thus, the unperturbed matter action reads

$$S_m^{(0)} = \int dx^3 dt \sqrt{-g} \left[ -3H^2 + \dot{H} \right] M_{Pl}^2 + \dot{H} M_{Pl}^2 g^{00}.$$

As advertised, this action is in the form of a polynomial over the aforementioned tensors with the first two arbitrary coefficients of the $g^{00}$ terms fixed. Note though that (5.57) is just the zero-th order term in the perturbations and in reality it is followed by the infinite set of terms denoted by $G^\infty$ in (5.54). Had we required for the canonical scalar field to be the full UV complete theory, the predictability of our effective action would have been the highest possible since that would mean that $S_m^{(0)}$ is the full action and $G^\infty = 0$. In the next paragraph, we will discuss how one can recover known models of inflation by assigning specific values to the arbitrary effective couplings of $G^\infty$.

Since we have extracted the zero-th and first order terms in the metric perturbations

$$\delta g^{00} = g^{00} + 1,$$
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we can rewrite the general effective action (5.54) in a way that the FLRW background is manifest and all the corrections are at least quadratic in the perturbations. Defining the perturbation of an arbitrary tensor $T$ as

$$\delta T = T - T^{(0)},$$ \hspace{1cm} (5.59)

with $T^{(0)}$ denoting the background FLRW value of $T$, the effective action reads

$$S = \int dx^3 dt \sqrt{-g} \left[ -\frac{M_{Pl}^2}{2} R - (3H^2 + \dot{H})M_{Pl}^2 + \dot{H} M_{Pl}^2 g^{00} 
+ \mathcal{G}^{\infty}(g^{00} + 1, \delta R_{\mu\nu\rho\sigma}, \delta K_{\mu\nu}, \nabla_{\mu}, t) \right],$$ \hspace{1cm} (5.60)

where $\mathcal{G}^{\infty}$ now starts at quadratic order. At this point let us comment on the inclusion of Riemann tensor powers in connection with the approach of Weinberg [241] to the effective field theory of inflation.

5.3.1.3 Weinberg’s approach

In [241], the author starts with an effective unperturbed Lagrangian whose leading term is the Einstein Hilbert action coupled to matter (5.55) and the first corrections consist of all generally covariant terms with four spacetime derivatives. As shown in [242, 243] the possible choices of covariant four derivative terms are included in the following combinations:

$$\mathcal{L}^{(1)} = f_1 (g^{\mu\nu} \varphi_{;\mu\nu})^2 + f_2 g^{\mu\nu} \varphi_{;\mu} \varphi_{;\nu} + f_3 (\square \varphi)^2 + f_4 R^{\mu\nu} \varphi_{;\mu} \varphi_{;\nu} + f_5 R g^{\mu\nu} \varphi_{;\mu} \varphi_{;\nu} + f_6 R^{\alpha\beta} \varphi_{;\alpha} \varphi_{;\beta} + f_7 R^2 + f_8 R^{\mu\nu} R_{\mu\nu} + f_9 C^{\mu\nu\rho\sigma} C_{\mu\nu\rho\sigma} + f_{10} C_{\mu\nu\rho\sigma} C_{\mu\nu\rho\sigma},$$ \hspace{1cm} (5.61)

where a semicolon denotes the covariant derivative, $C_{\mu\nu\rho\sigma}$ is the Weyl tensor and the coefficients are functions of the scalar $f_i \equiv f_i(\varphi)$. As shown by Ostrogradski long ago [244], a higher derivative theory like this leads to extra dynamical degrees of freedom and ghost instabilities. For example, time derivatives of the ADM shift vector and lapse function do not appear in the first order Lagrangian but do appear in the higher order terms, rendering these Lagrange multipliers dynamical.

This situation is not special to the Lagrangian (5.61) but a rather general feature of effective field theory. In fact, we will face the same problem in our discussion on ghosts in Sec. 6.4, where we will have more to say about “spurious” degrees of freedom but let us here briefly comment on how to cure such a pathology. The excitation of non dynamical degrees of freedom and ghosts simply tells us that the theory is not effective anymore and forces upon us an (intermediate) UV completion. In order to avoid such a case, we need to restrict our description to energies within the validity window of the EFT at hand. Consequently, the ratio of the characteristic energy of the system (hidden in derivative terms – revealed in Fourier space) to the UV scale – the upper value of the validity range – provides us with a small parameter allowing for an expansion of the leading term Lagrangian. All the dynamical modes should therefore respect such an expansion [245]. As Weinberg points out, this means that one may consider the dynamics of the theory at order $n$ in derivatives, only after ensuring that all the degrees of freedom are “on-shell” with respect to the leading action, eliminating in this way all the higher derivative terms together with their spurious contributions.
The equations of motion for the leading action (5.55) are the Einstein field equations which after expressing the Ricci scalar through the trace of the matter energy momentum tensor $T_{\mu\nu}$ read

$$R_{\mu\nu} = \frac{1}{M_{Pl}^2} \left( T_{\mu\nu} - \frac{1}{2} T g_{\mu\nu} \right), \quad \Box \varphi = \frac{M_{Pl}^2}{M^2} V'(\varphi),$$

(5.62)

where $M$ is a mass scale that has been used to make the scalar dimensionless, i.e. $\varphi = \varphi_c/M$, with $\varphi_c$ the canonically normalised field. Using these equations, i.e. imposing the “on-shell” condition with respect to the leading term in the action, (5.61) simplifies to

$$L^{(1)} = f_1(\varphi) (g^{\mu\nu} \varphi_{,\mu} \varphi_{,\nu})^2 + f_9(\varphi) C^{\mu\nu\rho\sigma} C_{\mu\nu\rho\sigma} + f_{10}(\varphi) \epsilon_{\mu\nu\kappa\lambda} C_{\mu\nu}^{\rho\sigma} C^{\kappa\lambda\rho\sigma},$$

(5.63)

where we have redefined the function $f_1$. In the unitary gauge (5.14), where the perturbation of the scalar field is set to zero, the first term in (5.63) reads $f_1(\phi_0) (g^{00} \dot{\phi}_0^2)^2$. If one further sets $\phi_0(t) = \tilde{t}$, so that the background scalar field plays the role of time, i.e. it is a clock, this term becomes the first (quadratic) contribution of $g^{00}$ to the arbitrary polynomial $G_\infty$ in (5.60).

5.3.1.4 Effective action for the comoving curvature perturbation

We will now derive the effective action for the comoving curvature perturbation $R$. In order not to overload the notation we will consider only extrinsic curvature perturbations and not contributions from the Weyl tensor, or the Riemann tensor in the notation of (5.60), since the latter yield similar terms with the former which can be merged by redefining the arbitrary coefficients. An extensive analysis of such terms and their observational signatures in the flat gauge can be found in [246–249].

Starting from the unitary gauge action (5.60) and truncating to second order in the perturbations we have

$$S_2 = \int dx^3 dt \sqrt{-g} \left[ \frac{M_{Pl}^2}{2} R + M_{Pl}^2 \dot{H} g^{00} - M_{Pl}^2 (3 \dot{H}^2 + \ddot{H}) + \frac{1}{2!} M_2^2 (1 + g^{00})^2 \right. \\
\left. - \frac{1}{2} \bar{M}_2^3 (1 + g^{00}) \delta K_{\mu}^{\mu} - \frac{1}{2} M_2^2 \delta K_{\mu}^{\mu} \delta K_{\rho}^{\rho} - \frac{1}{2} \bar{M}_2^3 \delta K_{\mu}^{\mu} \delta K_{\rho}^{\rho} \right],$$

(5.64)

where $M_n, \bar{M}_n$ are time dependent, mass-dimension one, arbitrary coefficients parametrising departures from a standard relativistic perfect fluid. After performing an ADM decomposition of the metric, as in (5.24), the pure gravitational part of the action reads

$$S_{EH} = \frac{M_{Pl}^2}{2} \int dx^3 dt \sqrt{\gamma} N \left\{ R^{(3)} + N^{-2} (K^{ij} K_{ij} - K^2) \right\},$$

(5.65)

where the extrinsic curvature is given by

$$K_{ij} = \frac{1}{2} \left( \gamma_{ij} - \gamma_{jk} \nabla_i N^k - \gamma_{ik} \nabla_j N^k \right) \quad \text{and} \quad K = \gamma^{ij} K_{ij},$$

(5.66)

with covariant derivatives $\nabla_i N^k = \partial_i N^k + \Gamma^k_{ij} N^j$ being constructed with respect to the spatial
metric $\gamma_{ij}$ as in (5.14). The affine connection in the comoving gauge reads

$$\Gamma^k_{ij} = \frac{1}{2} \gamma^{kl} \left( \partial_i \gamma_{lj} + \partial_j \gamma_{il} - \partial_l \gamma_{ij} \right) = \delta^k_j \partial_i R + \delta^k_i \partial_j R - \delta_{ij} \partial^k R,$$

which may be inserted in the definition of $K_{ij}$, yielding

$$K_{ij} = a^2 e^{2R} \left( 2 \delta_{ij} (H + \dot{R} - N^k \partial_k R) - \delta_{jk} \partial_i N^k - \delta_{ik} \partial_j N^k \right),$$

so that

$$K_{ij} K^{ij} = \frac{1}{3} \left( K^2 - (\partial_k N^k)^2 \right) + \frac{1}{2} \left( \partial_i N^j \partial_j N^i + \partial^i \partial^k \partial_k N^i \right),$$

$$K^2 = 9 \left( H + \dot{R} - N^k \partial_k R \right)^2 - 6 \left( H + \dot{R} - N^k \partial_k R \right) \partial_k N^k + \left( \partial_k N^k \right)^2.$$

The three-dimensional Ricci scalar is given by

$$R^{(3)} = -2 e^{-2R} \left( 2 \partial^2 R - \partial^i \partial^j N^i N^j + \delta_{ij} \partial^k N^i \partial^k N^j \right),$$

where $(\partial R)^2 = \delta^{ij} \partial_i \partial_j R$ and $\partial^2 = \delta^{ij} \partial_i \partial_j$. Now substituting (5.69) and (5.70) into (5.65), we obtain

$$S_{EH} = \frac{M^2_{Pl}}{2} \int dt dx^3 N a^3 e^{3R} \left\{ -4 a^{-2} e^{-2R} \partial^2 R - 2 a^{-2} e^{-2R} (\partial R)^2 - \frac{1}{N^2} \left( 6 (H + \dot{R} - N^k \partial_k R)^2 - 4 (H + \dot{R} - N^k \partial_k R) \partial_k N^k + \left( \partial_k N^k \right)^2 \right) + \frac{1}{2 N^2} \left( \partial_i N^j \partial_j N^i + \delta_{ij} \partial^i \partial^k \partial_k N^i \right) \right\}.$$

The matter sector is straightforward; we have

$$S_m = -M^2_{Pl} \int dt dx^3 N a^3 e^{3R} \left\{ \dot{H} \frac{1}{N^2} + 3 H^2 + \dot{H} \right\}.$$

The contribution of the $M^4$ term in (5.64) is simply

$$\frac{1}{2!} \int dt dx^3 N a^3 e^{3R} M^4 \left( 1 - \frac{1}{N^2} \right)^2.$$

We may also consider contributions from the extrinsic curvature. Having in mind (5.59), the extrinsic curvature perturbation reads

$$\delta K^i_j = \frac{1}{2N} \left( 2 \delta^i_j (H + \dot{R} - N^k \partial_k R) - \delta_{jk} \partial^i N^k - \partial_j \delta^i N^i \right) - H \delta^i_j,$$
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whilst its trace is given by

$$\delta K = \frac{1}{N} \left( 3(H + \ddot{R} - N^i \partial_i R) - \partial_i N^i \right) - 3H. \quad (5.75)$$

One can now substitute everything back into (5.64) to obtain an action involving the ADM lapse and shift functions. The next step is to integrate out these non dynamical degrees of freedom. This is performed by varying this action with respect to $N$ and $\partial_i N^i$, which yields a system of algebraic coupled equations for $\partial_i N^i$ and $N$ respectively. Writing the lapse function as $N = 1 + \delta N$ and decomposing $N^k = \delta^k \psi_1 + \bar{N}^k$ with $\nabla \bar{N} = 0$, the algebraic system can be decoupled and the ADM variables can be obtained as functions of the comoving curvature perturbation which is the dynamical degree of freedom in this gauge. We obtain

$$\partial_i N^i = -\frac{2M^2_{Pl} \partial^2 R}{a^2} \frac{C(M, M)}{C(M, M)} \left( H(2M^2_{Pl} + 3M^2_2 + M^2_3) - \bar{M}^3_1 \right)$$

$$- \bar{R} \left( 2(\dot{H} M^2_{Pl} - 2M^2_2)(2M^2_{Pl} + 3M^2_2 + M^2_3) - 3\bar{M}^3_1 \right) \right) \right), \quad (5.76)$$

$$\delta N = \frac{2M^2_{Pl} \partial^2 R}{a^2} (\bar{M}^2_1 + \bar{M}^2_2) + 2\bar{R}(\bar{M}^2_1 - M^2_{Pl}) (\bar{M}^3_1 - H(2M^2_{Pl} + 3M^2_2 + M^2_3)) \right) \right), \quad (5.77)$$

where we have defined

$$C(M, \bar{M}) = \bar{M}^6_1 - 2(\dot{H} M^2_{Pl} - 2M^2_2)(\bar{M}^2_1 + \bar{M}^2_2) + 2H^2(M^2_{Pl} - \bar{M}^2_3) \left[ (2M^2_{Pl} + 3M^2_2 + \bar{M}^2_3) - 2\frac{\bar{M}^3_1}{H} \right].$$

The quadratic action for $R$ thus reads

$$S_2 = \int dx^3 dt a^3 \left\{ C_{R^2} \dot{R}^2 + M^2_{Pl} \left( \frac{\partial R}{a^2} + C_{R \partial^2 R} \dot{R} \frac{\partial^2 R}{a^2} \right) + M^4_{Pl} C_{(\partial^2 R)^2} \frac{\partial^2 R}{a^2} \right\}, \quad (5.77)$$

with the following coefficients:

$$C_{R^2} = \frac{(\bar{M}^3_1 - M^2_{Pl}) \left( 2(\dot{H} M^2_{Pl} - 2M^2_2)(2M^2_{Pl} + 3M^2_2 + \bar{M}^2_3) - 3\bar{M}^3_1 \right)}{C(M, M)},$$

$$C_{R \partial^2 R} = \frac{4(\bar{M}^2_3 - M^2_{Pl}) (H(2M^2_{Pl} + 3M^2_2 + \bar{M}^2_3) - \bar{M}^3_1)}{C(M, M)}, \quad (5.78)$$

$$C_{(\partial^2 R)^2} = \frac{2(\bar{M}^2_1 + \bar{M}^2_2)}{C(M, M)}.$$

The term $aC_{R \partial^2 R} \dot{R} \partial^2 R$ can be integrated by parts twice to give

$$aC_{R \partial^2 R} \dot{R} \partial^2 R = \frac{1}{2} \frac{d}{dt} \left( aC_{R \partial^2 R} \right) (\partial R)^2.$$
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Therefore, the coefficient of the spatial kinetic term in the Lagrangian is

\[ C(\partial R)^2 = 1 + \frac{1}{2a} \frac{d}{dt} (aC_{\partial^2 R}) = 1 + \frac{1}{2} \left( \dot{C}_{\partial^2 R} + HC_{\partial^2 R} \right), \tag{5.79} \]

and the effective second order action in the unitary gauge thus reads

\[ S_2 = \int dx^3 dta^3 \left\{ C_{\partial^2 R} \dot{\mathcal{R}}^2 + M_{\mathcal{P}}^2 C(\partial R)^2 \frac{(\partial R)^2}{a^2} + M_{\mathcal{P}}^4 C(\partial^2 R)^2 \frac{(\partial^2 R)^2}{a^4} \right\}, \tag{5.80} \]

where \( C(\partial R)^2 \) is given by (5.78) and (5.79).

### 5.3.2 Single field inflationary models as limits of the effective action

In this paragraph, we summarise how various limits of the general Lagrangian (5.64) reproduce known models of single field inflation. As evident from the discussion in Sec. 5.3.1.2, the minimal slow roll single field inflation with a canonical kinetic term (5.55), corresponds to the limit

\[ M_n = 0, \quad \forall \ n. \tag{5.81} \]

In order to see what kind of models the \( M_n \) coefficients parametrise it is easier to consider them separately by setting the curvature coefficients \( \bar{M}_n \) to zero. We then have

\[ C_{\mathcal{R}^2} = \frac{\dot{H}M_{\mathcal{P}}^2}{H^2} - 2M_{\mathcal{P}}^4 \frac{\dot{\mathcal{R}}^2}{a^2}, \quad C_{\partial^2 \mathcal{R}} = -\frac{2}{H}, \quad C(\partial^2 R)^2 = 0, \tag{5.82} \]

so that the unitary gauge quadratic action becomes

\[ S_2 = M_{\mathcal{P}}^2 \int dx^3 dta^3 \epsilon \left\{ 1 - \frac{1}{c_s^2} \dot{\mathcal{R}}^2 - \frac{(\partial R)^2}{a^2} \right\}, \tag{5.83} \]

where \( \epsilon = \frac{\dot{H}}{H^2} \) is the slow roll parameter and with the speed of sound\(^1\) defined as

\[ \frac{1}{c_s^2} = 1 + \frac{2M_{\mathcal{P}}^4}{|H|M_{\mathcal{P}}^2}. \tag{5.84} \]

This is the action for the perturbations of k-inflation [251], which has a non minimal kinetic term for the inflaton, derived by Garriga and Mukhanov in [252]. Note also from (5.76) that the ADM variables in the \( \bar{M} = 0 \) limit read

\[ \frac{\partial^2 \psi_1}{a^2} = -\frac{\partial^2 \mathcal{R}}{a^2 H} + \frac{\epsilon}{c_s^2} \dot{\mathcal{R}}, \quad \delta N = \frac{\dot{\mathcal{R}}}{H}, \tag{5.85} \]

\(^1\)We call the phase velocity, \( c_s = \frac{\omega(p)}{k} \), speed of sound. See [250] for a discussion of different notions of propagation speed used in the literature.
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where we have set $N^i = \gamma^i j \partial_j \psi_1$. These are the ADM constraints found in [253]. By further computing the third order action one finds full agreement with the results of [253] upon setting

$$M^4_n = X^n \frac{\partial^n P}{\partial X^n} \bigg|_{\phi = \phi_0(t)},$$

(5.86)

where $X = g^{\mu \nu} \partial_\mu \phi \partial_\nu \phi$ and $P(X, \phi)$ is a generic function of the minimal kinetic term and the inflaton field.\(^2\) Thus, we may conclude that the $M_n$ coefficients offer a parametrisation of non canonical $P(X, \phi)$ models.

Note that the appearance of $\epsilon$ in front of the quadratic action is in accordance with the interpretation of the comoving curvature perturbation as a Goldstone boson of the symmetry breaking $SO(4, 1) \rightarrow E_3$. It has a non trivial action only in the case where the de Sitter isometry is broken by the background, while in an exact de Sitter space it would be a pure gauge mode that could be eliminated by a conformal rescaling.

This overall slow roll suppression implies that in the de Sitter limit, where the Hubble rate $H$ becomes a constant, the speed of sound (5.84) vanishes. When extrinsic curvature terms are included though, as in (5.64), the limit of exactly de Sitter spacetime is well defined [38], since then the Goldstone modes acquire a spatial kinetic term from the last contribution in (5.80). These operators offer a parametrisation of non conventional models of inflation such as ghost inflation [254,255], admitting a non relativistic dispersion relation for the fluctuations. A similar dispersive behaviour can be achieved by the inclusion of higher derivative operators, without even considering extrinsic curvature contributions, but as we will see in the next section this case is distinct from the one discussed here. Having seen the effects of extrinsic curvature terms, henceforth, we will only consider terms including $\delta g^{00}$ and higher derivative operators.

5.3.3 The effective action in the spatially flat gauge

We now move on to the spatially flat gauge where a slow roll expansion will be naturally implemented. One can follow the same steps as before:

- start from the unitary gauge action and express all the quantities involved in terms of their flat gauge counterparts via the temporal gauge transformation (5.23), so that the degree of freedom that we are interested in, $\pi$, is explicit in the action. This is equivalent to the Stückelberg trick, as previously mentioned in the discussion above (5.42).

- Integrate out the ADM constraints and finally arrive to an action involving the dynamical degree of freedom [256].

Since this computation is conceptually identical to the one described in the previous paragraph, here we only sketch the important steps. A detailed presentation appears in App. A.

Starting from the action in the unitary gauge (5.64) and expressing the time coordinate $t_{\text{com}} = t_{\text{flat}} + \pi$, as prescribed by the transformation that takes us from flat to comoving gauge

\(^1\)The $M_1$ coefficient in (5.64) is already fixed by the requirement of an FLRW background to $M^4_1 = |\dot{H}| M_{Pl}^2$.

\(^2\)The relation (5.86) is evident already from the unitary gauge Lagrangian (5.64) before the ADM constraints are implemented [38].
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(5.23), bearing in mind the definition (5.20), we arrive at the following action

\[ S_{\pi, g} = \int dx^3 dt \sqrt{-g} \left[ \frac{1}{2} R - 3H^2(t + \pi) - \dot{H}(t + \pi) \right. \]

\[ + \dot{H}(t + \pi) \left( (1 + \dot{\pi})^2 g^{00} + 2(1 + \dot{\pi}) \partial_i \pi g^{0i} + g^{ij} \partial_i \pi \partial_j \pi \right) \]

\[ + \frac{M_2^2}{2M_{Pl}^2} \left( (1 + \dot{\pi})^2 g^{00} + 2(1 + \dot{\pi}) \partial_i \pi g^{0i} + g^{ij} \partial_i \pi \partial_j \pi \right)^2 + \ldots \],

where we have made use of the relation between the metric tensors in the two gauges, namely

\[ g^{00}_{\text{com}} = (1 + \dot{\pi})^2 g^{00}_{\text{flat}} + 2(1 + \dot{\pi}) \partial_i \pi g^{0i}_{\text{flat}} + g^{ij}_{\text{flat}} \partial_i \pi \partial_j \pi. \]  

(5.88)

Imposing the ADM constraints and Taylor expanding the time dependent quantities as

\[ C(t + \pi) = C(t) + \dot{C}(t) \pi + \frac{1}{2} \ddot{C}(t) \pi^2 + \ldots, \]  

(5.89)

we obtain an action for the Goldstone mode \( \pi \), whose quadratic part reads

\[ S_{\pi} = \int dx^3 dt a^3(t) \left[ \frac{H}{c_s^2} \left( \pi^2 - c_s^2 \left( \frac{\partial \pi}{a^2} \right)^2 + 3\epsilon H^2 \pi^2 \right) \right], \]  

(5.90)

with the speed of sound defined in (5.84). Note that (5.89) allows for the computation of the action to any desired order in slow roll. In App. A, we compute the quadratic part to higher order, making contact with known results in the literature (e.g. [257,258]). An equivalent route to obtain (5.90), is to start with (5.83) and use the relation (5.32) for \( \xi_0 = \pi_{\text{flat}} \), which at the linear level reads\(^1\) \( \mathcal{R} = -H \pi_{\text{flat}} \).

An immediate observation is that the canonically normalised Goldstone boson, \( \pi_c = \frac{M_Pl \sqrt{|H|}}{c_s} \pi \), appears to have a mass \( M_\pi \sim \sqrt{\epsilon H} \). In order to understand the origin of this mass it is instructive to look at (5.87) and observe that after canonically normalising \( g^{00}_{\text{c}} = M_Pl g^{00} \) through the Einstein-Hilbert contribution, the interaction term between the Goldstone boson \( \pi \) and the “gauge” boson \( g^{00} \) is given by \( \omega_{\text{mix}} \sim \sqrt{\epsilon H}/c_s \geq M_\pi \). This is in exact analogy with the gauge theory example of Sec. 5.2. There, we saw that the action, written in the Feynman – 't Hooft gauge via the gauge fixing (5.42), contains a mass term for the Goldstone boson equal to its coupling to the gauge boson. Using the equivalence theorem (5.46), we deduced that for energies higher than this mass scale the Goldstone mode decouples from the gauge dynamics and becomes the only relevant degree of freedom.

Translated to the cosmological set up, this decoupling implies that for energies higher than \( \omega_{\text{mix}} \), the interaction with gravity and the mass of \( \pi \) can be neglected. Since the characteristic scale of the system is \( H \), the requirement of \( H \gg \omega_{\text{mix}} \) translates to imposing \( \epsilon \ll 1 \). In other words, in the inflationary context, the equivalence theorem implies the slow roll condition [38]. Having observed this nice analogy with gauge theory, in what follows we will work in this decoupling limit, i.e. to first order in slow roll, where the effective action to cubic order in the

\(^1\)In what follows we will often omit the label “flat” of the Goldstone mode, assuming that we always work in the flat gauge where the degree of freedom \( \pi \) is dynamical.
perturbation reads

\[ S[\pi] = \int dx^3 dt a^3 \left\{ M_P^2 \dot{H} (\partial_\mu \pi)^2 + 2M_P^4 \left( \dot{\pi}^2 + \ddot{\pi}^3 - \ddot{\pi} \left( \frac{\partial_i \pi}{a^2} \right)^2 \right) - \frac{4}{3} M_P^4 \dddot{\pi}^3 + \ldots \right\}. \] (5.91)

Before passing to the study of higher derivative operators in the effective action, let us summarise the progress made so far in the literature and highlight a few points of this formulation of inflationary perturbations.

First of all, using the principles of effective field theory, outlined in the Introduction, one can treat all single field inflationary models in a unified way. For instance, as discussed in Sec. 5.3.2, non canonical models like DBI or k-inflation [251,259,260], as well as more exotic models such as ghost inflation [254,255], can be collectively parametrised by the action (5.64). Although models endowed with Galilean symmetry [261–266] are not captured by (5.64), the idea of organising the IR properties of these models in a Lagrangian containing all operators respecting Galilean symmetry has been used in [267] to derive and study an effective action with \( \pi \) as a dynamical field. The case of multi-field models has been discussed in the context of the EFT in [268], whilst in [269] the same subject has been analysed using Weinberg’s approach, briefly outlined in Sec. 5.3.1.3. Dissipation effects during inflation have been discussed in [270], where contact was made with models like trapped inflation [271–274], in which dissipation, introduced via couplings of the inflaton to other fields, makes inflation possible even in a steep potential. This formalism has also been extended to a supersymmetric context in [275,276]. Finally, the idea of EFT has also been applied to the study of perturbations about general effective fluids [277,278], including dark energy and dark matter [279,280] – see [281] for a review of the EFT of both early and late time acceleration – as well as large scale structure [282].

Furthermore, the Goldstone boson action unravels correlations between different operators of the theory which are not manifest in the unitary gauge Lagrangian. For example, from (5.91), we see that the coefficient \( M_P^4 \) of the \((g^{00}+1)^2\) term, appears in front of both the quadratic and cubic interaction. Its effect on the quadratic part is a reduction of the propagation speed, as shown in (5.84), while on the cubic part it is an enhancement of non Gaussianity. This demonstrates through symmetry arguments the well known fact that non Gaussianity is inversely proportional to the speed of sound. From (5.91), one may also deduce that the cubic interaction stems from two operators with different coefficients, an observation that led to the use of the orthogonal template [283] in combination with the equilateral one.
Chapter 6

Inclusion of higher derivative operators in the EFT of inflation

In the previous Chapter, we studied the effective action (5.60) ignoring arbitrary operators of the form $f(\Box)$. The purpose of this Chapter based on [3], is to physically motivate specific operator insertions of this class and to present their possible effects on the low energy observables of inflation. Along the way we will further clarify aspects of this EFT, such as the validity of the effective action in the presence of these operators.

6.1 Mass hierarchies and intermediate completions

As discussed in Part II, string theory is a candidate of a unifying quantum theory and provides a framework in which phenomenological questions may be addressed. Consistency of the theory requires ten spacetime dimensions, thus dimensional reductions on internal spaces are required for a realistic treatment of any physical problem. Moduli fields are a typical manifestation of our UV ignorance which have to be stabilised at large masses in order to be reconciled with low energy phenomenology. Therefore, when studying inflation in a such a UV context, it is natural to include massive fields which in general should couple to the light inflaton.

These massive fields can span a wide range of heavy masses depending on e.g. the mechanism that is responsible for their stabilisation. The measure of how heavy or light a degree of freedom is, depends on the characteristic scale of the specific problem. In the inflationary fluctuations context, all observable quantities are calculated at the energy scale set by the Hubble constant $H$, which geometrically describes the curvature of de Sitter space.

Given $n$ collections of fields with a hierarchical mass structure $M_n \gg M_{n-1} \gg \ldots M_1 \gg H$ one can run a renormalisation group flow to an intermediate scale $M_k \gg \Lambda_m \gg M_{k-1}$ at which all fields of mass $M \gg \Lambda_m$ can be integrated out. The remaining fields are the dynamical degrees of freedom that describe the most important processes of the system at energies $\Lambda_m$.

In what follows, we may some times refer to the effective theory at an intermediate scale $\Lambda_m$ as the completion of the theory at a lower scale $\Lambda_{m-1}$ or as an intermediate UV-completion, although the term UV-completion usually refers to the full finite theory including all the fields. It is important to stress that when such a term is (ab)used, what is meant is always an effective
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6.1.1 Physically motivated operators

As we shall see in Sec. 6.3, the process of integrating out heavy fields results in the replacement of the low energy couplings with operators of the form

$$\frac{\beta^2}{M^2 - \Box} \quad (6.1)$$

where $\beta$ is a mass-dimension one coupling, $M$ is the heavy mass and $\Box = \frac{1}{\sqrt{g}} \partial_{\mu} \sqrt{g} g^{\mu\nu} \partial_{\nu}$ is the D’Alembertian operator. This is to say that the contribution of a term $(g^{00} + 1)^n$ in the effective action (5.64) should be replaced with

$$\mathcal{L}^{(n)}_{\text{EFT}} \propto \left[ (g^{00} + 1) \frac{M^2}{M^2 - \Box} \right]^{n-1} (g^{00} + 1).$$

The notation $\frac{1}{\hat{O}}$ is used throughout the text to denote the inverse of an operator defined as $1_{\hat{O}} f(x) = f(x)$ and most of the time we will be working in Fourier space writing $\frac{1}{\Box} = \frac{1}{\omega^2 - p^2}$ and neglecting the friction term $\beta H \partial_t$ in the D’Alembertian.

The dimensionful coupling $\beta$ in (6.1) is parametrised as $\beta_n^2 = M^2 \frac{M^4}{M_{\text{Pl}}^4 |H|}$ such that in the limit $M \to \infty$ any UV effect vanishes and one recovers the operators of (5.64),

$$\mathcal{L}^{(n)}_{\text{EFT}} \propto \frac{M^4}{M_{\text{Pl}}^4 |H|} (g^{00} + 1)^n.$$

In sufficiently low energies, such an insertion can be expanded as

$$\frac{M^2}{M^2 - \Box} = 1 + \frac{\Box}{M^2} + \left( \frac{\Box}{M^2} \right)^2 \ldots, \quad (6.2)$$

which to leading order yields back the effective action we have been considering so far. The leading correction $\frac{\Box}{M^2}$ has been studied in [284], where it was shown to be irrelevant for observations. Assuming a relativistic dispersion relation of the form $\omega = c_s p$, with $c_s \ll 1$, the expansion (6.2) requires

$$p^2 \ll M^2 \quad \text{or equivalently} \quad \omega^2 \ll M^2 c_s^2, \quad (6.3)$$

which defines the low energy regime. Now recall that at the core of the EFT formalism lies the spontaneous breakdown of time reparametrisation invariance, a fact which allows for a non relativistic regime where a hierarchy between energy and momentum may exist. This means that the expansion (6.2) can be replaced by

$$\frac{M^2}{M^2 - \Box} = \frac{M^2}{M^2 - \nabla^2} \left( 1 - \frac{\partial_t^2}{M^2 - \nabla^2} + \ldots \right), \quad (6.4)$$

field theory in the sense described in the Introduction.
from which the low energy condition can be deduced as
\[
\omega^2 \ll p^2 + M^2. \tag{6.5}
\]
In such a non relativistic regime, contrary to (6.2) and (6.3), one can have \( p^2 \gg M^2 \) or \( \omega^2 \gg M^2 c_s^2 \) without exciting massive fields. As we will show in the next section and further demonstrate in Sec. 6.4, the high energy scale, at which additional degrees of freedom become operative, is set by
\[
\Lambda_{UV} = \frac{M}{c_s}. \tag{6.6}
\]
Worrisome is the fact that in both cases suspicious higher time derivatives appear which may lead to extra dynamical degrees of freedom and ghosts. We address this issue in Sec. 6.4, where the UV scale will be derived from the requirement that no propagating ghost states appear in low energies. We will therefore consider the following modification of the action (5.64)
\[
\mathcal{L}_{\text{EFT}}^{(n)} \propto \left( g^{00} + 1 \right) \frac{M^2}{M^2 - \nabla^2} \left[ (g^{00} + 1) - \left( \nabla \pi \right)^2 \right] \tag{6.7}
\]
Let us close these introductory remarks by stressing once more that we will be discussing a class of higher derivative operators that capture effects of massive fields coupled to the inflationary process at some high energy scale. In the context of the EFT of [38] one may study any kind of operator one wishes with the only constraint being the symmetry of the problem. Although it might not always be the most fruitful choice to bound oneself by physical intuition, we will restrict our study to the case of the operators (6.7), the presence of which has a clear physical meaning.

6.2 Dispersion relation and characteristic scales

We now consider the action (5.91) to cubic order, which after implementing the modification (6.7) reads
\[
S = -M_{\text{Pl}}^2 \int d^3 x d^3 a a \dot{H} \left[ \dot{\pi} \left( 1 + \frac{2M_4^2}{M_{\text{Pl}}^2 |H|} \frac{M^2}{M^2 - \nabla^2} \right) \dot{\pi} - \left( \nabla \pi \right)^2 \right] + \int d^3 x d^3 a a^3 \left[ 2M_4^2 \left( \dot{\pi}^2 - \left( \nabla \pi \right)^2 \right) \frac{M^2}{M^2 - \nabla^2} \dot{\pi} - \frac{4}{3} M_4^2 \left( \dot{\pi} \frac{M^2}{M^2 - \nabla^2} \right)^2 \dot{\pi} \right], \tag{6.8}
\]
where \( \nabla \equiv \nabla_a \). The Goldstone boson has acquired a non trivial kinetic term with a strong scale dependence. As a consequence, the dispersion relation characterising the free theory is
\[
\omega(p) = \sqrt{\frac{M^2 + p^2}{M^2 c_s^{-2} + p^2}}, \tag{6.9}
\]
with the speed of sound, defined in the long wavelength limit, given by (5.84) and $p \equiv k/a$ denoting the physical momentum. The low energy condition (6.5) now translates to

$$p^2 \ll \frac{M^2}{c_s^2} \quad \text{and} \quad \omega^2 \ll \frac{M^2}{c_s^2},$$

(6.10)

where the second inequality follows from the first and the dispersion relation (6.9). We thus see that the scale that sets the UV cutoff of (6.8) is indeed (6.6) for both energy and momentum. Above this scale, the expansion (6.4) breaks down and the system has to be explicitly UV-completed in such a way that it incorporates the states characterised by the mass scale $M c_s^{-1}$ as new degrees of freedom. In the limit (6.10), which we henceforth assume, the dispersion relation may be expanded as

$$\omega^2(p) = c_s^2 p^2 + \left(1 - \frac{c_s^2}{\Lambda_{UV}^2}\right) p^4 + O(p^6),$$

(6.11)

the term proportional to $p^6$ being subleading.

Up to this point the system seems to be characterised by the two scales $\Lambda_{UV}$ and the Hubble rate $H$ and the dimensionful couplings $M_n$. There exists another important scale and that is $M$ itself. Even though $M$ and $\Lambda_{UV}$ are related through (6.6) they are completely independent from an IR point of view, in the sense that knowing one can not determine the other. The speed of sound is a relatively free parameter, knowledge of which would require UV input into the problem hence naturally reducing the unknown, dimensionful or dimensionless parameters.

In order to see what this scale signifies in the IR we may inspect the low energy dispersion relation (6.11) to observe that when $p^2 \ll M^2$, the quadratic term dominates whereas in the range $M^2 \ll p^2 \ll \Lambda_{UV}^2$ the quartic term takes over. The associated threshold energy scale is

$$\Lambda_{\text{new}} = M c_s,$$

(6.12)

found by evaluating $\omega^2$ at $p^2 = M^2$. The label “new” becomes clearer if we Taylor expand the dispersion in the two regimes:

$$\omega(p) = c_s p \quad ; \quad p^2 \ll M^2,$$

(6.13)

$$\omega(p) = \frac{p^2}{\Lambda_{UV}} + \frac{\Lambda_{\text{new}}}{2} \quad ; \quad M^2 \ll p^2 \ll \Lambda_{UV}^2.$$

(6.14)

Rewriting the non linear part as

$$\omega = \frac{p^2}{2 M_{\text{eff}}} + M_{\text{eff}} c_s^2,$$

(6.15)

while bearing in mind (6.12), we identify the energy spectrum of a non relativistic particle of mass $M_{\text{eff}} = \frac{\Lambda_{UV}}{2}$ with a rest energy $M_{\text{eff}} c_s^2 = \frac{\Lambda_{\text{new}}}{2}$. Note that it is important to consider the rest energy instead of the mass $M_{\text{eff}}$ since our mode propagates with a phase velocity less than unity.

\footnote{Here “relatively” refers to the fact that the speed of sound is bounded from below by observations. \footnote{First coined in [284].}}
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This effective mass stems from the fact that the process of integrating out heavy modes is analogous to the insertion of a “medium” through which the IR mode propagates. This medium is responsible for the reduction of the speed of sound and as a result the mode behaves as if it were massive. Even though the Lagrangian of $\pi$ does not contain a mass term, at least in lowest order in slow roll, $M_{\text{eff}}$ appears at the level of the dynamics as a reminiscent of the UV physics that we have hidden in the IR medium. The linear dispersion relation would thus be more appropriately described by the analogy with a phonon. It is important to stress that $\Lambda_{\text{new}}$ is not a spurious scale, but a real independent physical one which is inserted in the problem via the change in the dispersive behaviour of the IR mode. Depending on its value relative to $H$, the observables change as we will demonstrate later. The label “new” refers to the dynamical change in the description of the IR field: it sets the scale where particle-like excitations with a non linear dispersion (6.15) start dominating over phonon-like ones with a definite speed of sound (6.13).

Let us now adopt this idea of the light mode propagating through a medium provided by the heavy field, and see how the effective mass, appearing in (6.15), arises from such a perspective. Given a medium with a refractive index and a group refractive index defined as

$$n = \frac{1}{v_{\text{ph}}} = \frac{1}{\omega/p}, \quad n_{\text{g}} = \frac{1}{v_{\text{g}}} = \frac{1}{\partial\omega/\partial p},$$

(6.16)

respectively, where $v_{\text{ph}}, v_{\text{g}}$ denote the phase and group velocities, one may associate an effective mass to the light mode, which reads

$$M_{\text{eff}} = n n_{\text{g}} \omega.$$

Using the dispersion relation (6.9), we obtain

$$n(p) = \sqrt{\frac{\Lambda_{\text{UV}}^2 + p^2}{M^2 + p^2}}, \quad n_{\text{g}}(p) = n(p) \frac{\Lambda_{\text{UV}}^2 + p^2}{\Lambda_{\text{UV}}^2 + p^2 n(p)^2}, \quad M_{\text{eff}}(p) = n_{\text{g}}(p)p.$$

(6.17)

We thus see that the phase speed $v_{\text{ph}}$ and the effective mass depend on momenta, which is to be expected since the dispersion (6.9), rewritten as $\omega = v_{\text{ph}}(p)p$, is characteristic of a dispersive medium.

We will now calculate these quantities at the Hubble scale, which is the characteristic scale of our system, assuming $p < \Lambda_{\text{UV}}$, since this is where our effective theory is valid. From the dispersion relation (6.9), we may obtain the momentum $p_*$ corresponding to $\omega(p_*) = H$ as a function of the dimensionless ratio $x \equiv H/\Lambda_{\text{new}}$, namely

$$p_*^2(x) = \frac{M^2}{2} \left( \sqrt{1 + 4x^2} - 1 \right),$$

(6.18)

so that (6.16),(6.17) yield

$$v_{\text{ph}}^*(x) = c_s \sqrt{\frac{1 + \sqrt{1 + 4x^2}}{2}},$$

(6.19)
as well as
\[ v_\ast^g (x) = c_s \sqrt{\frac{2 + 8x^2}{1 + \sqrt{1 + 4x^2}}} \quad \text{and} \quad M_{\text{eff}}^\ast (x) = \Lambda_{\text{UV}} \frac{x}{\sqrt{1 + 4x^2}}. \]  
(6.20)

Note that using the formulae for the effective mass and the group velocity at the Hubble scale, we may rewrite (6.18) as
\[ p_\ast (x) = v_\ast^g (x) M_{\text{eff}}^\ast (x), \]  
(6.21)

which essentially follows form (6.17) evaluated at \( \omega = H \). Now in the limit \( x < 1 \), that is in the linear regime (6.13), these expressions reduce to
\[ p_\ast = \frac{H}{c_s}, \quad v_{\text{ph}}^\ast = v_\ast^g = c_s, \quad M_{\text{eff}}^\ast = \frac{H}{c_s^2}, \]  
(6.22)

as expected, while in the dispersive regime (6.14), where \( x > 1 \), we obtain
\[ p_\ast = \sqrt{H\Lambda_{\text{UV}}}, \quad v_{\text{ph}}^\ast = \sqrt{\frac{H}{\Lambda_{\text{UV}}}}, \quad v_\ast^g = 2v_{\text{ph}}^\ast, \quad M_{\text{eff}}^\ast = \frac{\Lambda_{\text{new}}}{2c_s^2}, \]  
(6.23)

which fully agrees with (6.15). Let us finally observe that from (6.22) and (6.23), the ratio of the effective masses in the two regimes \( x < 1 \) and \( x > 1 \), reads
\[ \frac{M_{\text{eff}}^\ast; \text{linear}}{M_{\text{eff}}^\ast; \text{non linear}} \propto x, \]  
(6.24)

where the labels “linear” and “non linear” have been chosen according to the dispersion relation in each case.

These relations suggest that in presence of a heavy field – corresponding to an IR dispersive medium of characteristic length \( M^{-1} \), once integrated out – the light mode admits two physical descriptions: when its wavelength at the Hubble scale lies below the characteristic length of the medium, it may be interpreted as a particle excitation with a dispersion relation of the form (6.15); alternatively, when the mode reaches the Hubble scale with a wavelength greater than the characteristic length of the medium, it may be realised as a sound wave (or phonon excitation) with a linear dispersion relation of the form (6.13).

From (6.24), we see indeed that when \( x < 1 \), the phonon mode is energetically preferable, while in the case \( x > 1 \), a particle is the favourable excitation. Note that the two extreme limits \( x \to 0 \) and \( x \to \infty \), correspond to \( M \to \infty \) and \( M \to 0 \), respectively. Therefore, the phonon excitation is described by the effective Lagrangian (5.91), while the particle one corresponds to the higher derivative extended EFT (6.8). In what follows, we will see that (6.8) is a straightforward generalisation of (5.91), with the speed of sound \( c_s \) replaced by the phase velocity \( v_{\text{ph}} \) – see (6.22) and (6.23). Thus, the predictions of the two Lagrangians are identical in form: they both depend on the phase velocity, only that in each case, this quantity is related to a different set of unknown parameters. We summarise our claim in Fig. 6.1.

Finally, let us clarify that just as for the case described by the effective theory (5.91), its extended version (6.8), taken on its own, provides no explicit information about the value of the UV cutoff scale \( \Lambda_{\text{UV}} \) at which the effective field theory breaks down. In other words, the theory (6.8) may be taken literally as it reads all the way up to momenta \( p \gg Mc_s^{-1} \), for which the
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Figure 6.1: The Hubble volume lies either within the dispersive medium $\lambda_H < \lambda_M$ (left panel) or outside $\lambda_M < \lambda_H$ (right panel). In the former case, a mode (red wavy line) reaching the Hubble wavelength $\lambda_H = 1/\sqrt{H\Lambda_{UV}}$ (see (6.23)) feels the effective medium, whose characteristic length is $\lambda_M = 1/M$, and admits a particle interpretation, while in the latter case, where $\lambda_H = c_s/H$ (see (6.22)), the mode does not feel the medium, hence exhibiting a phonon behaviour. Depending on which behaviour the mode has at the Hubble scale, where it freezes, the information contained in the observables stemming from the correlation functions changes. The UV length scale $\lambda_{UV} = \Lambda_{UV}^{-1}$ is also depicted.

The dispersion relation (6.9) becomes $\omega^2(p) \simeq p^2$, consistent with a Lorentz invariant spectrum of massless particles. However, to keep our discussion on firm physical grounds, we assume a UV cutoff $\Lambda_{UV}$, consistent with the existence of a UV regime where the Goldstone boson interacts with one or more heavy fields.

6.2.1 The symmetry breaking scale

Following [284], we now discuss the scale at which the temporal reparametrisation invariance is broken and the Goldstone boson appears in the dynamics. As already mentioned in the discussion around (5.1), the presence of the scalar perturbation $\delta\phi$, which we have been referring to as $\pi$, generates a perturbation of the energy momentum tensor, which is proportional to $\dot{\pi}$ (see e.g. [212]). Since $\dot{\pi}$ is dimensionless, the proportionality constant $\delta T^{00}/\dot{\pi}$ should represent an energy density associated with the scalar perturbation, and it is this energy that we call symmetry breaking scale.

Restricting ourselves to the decoupling limit, the time component of the unitary gauge metric reads $g^{00} = -1 - 2\dot{\pi} + O(\dot{\pi}^2)$ so that $\frac{\partial}{\partial g^{00}} = -\frac{1}{2} \frac{\partial}{\partial \dot{\pi}}$. Thus, the perturbed temporal component of the energy momentum tensor in the spatially flat gauge is given by\(^1\)

$$T^{00} = -\frac{2}{\sqrt{-g}} \frac{\delta S^{(2)}}{\delta g^{00}} = 2M_P^2 |\dot{H}| \left( \frac{\Lambda_{UV}^2 + p^2}{M^2 + p^2} \right) \dot{\pi}, \quad (6.25)$$

\(^1\)The same expression can be obtained by computing the Noether current associated to the broken time reparametrisation invariance [254, 284].
where $S^{(2)}$ is the quadratic part of the action (6.8). According to our discussion on the previous paragraph, on dimensional grounds, this should read

$$T^{00} = 2M_{Pl}^2 |\dot{H}| \left( \frac{\Lambda_{UV}^2 + p^2}{M^2 + p^2} \right) \dot{\pi} = \Lambda_{sb} p^3 \dot{\pi}. \quad (6.26)$$

Using the non linear dispersion relation (6.14) to compute $p$ at $\omega = \Lambda_{sb}$ and considering the new physics regime limit $M \ll p \ll \Lambda_{UV}$, we obtain [284]

$$\Lambda_{sb} = \left( \frac{2M_{Pl}^2 |\dot{H}|}{\Lambda_{UV}^4} \right)^{2/7} \Lambda_{UV}. \quad (6.27)$$

This result is consistent with the intuitive expectation that the symmetry breaking scale should be given in terms of background quantities. In order to see that, it is instructive to compute this quantity for the low derivative EFT and then compare to our effective medium interpretation. Following the same procedure, one finds [284] that the symmetry breaking scale of the EFT (5.91) reads $\Lambda_{sb}^4 = 2M_{Pl}^2 |\dot{H}|c_s$. Now recall our discussion on the previous section, where we claimed that all the quantities computed with (5.91) should generalise to those of (6.8), upon using the phase velocity (6.17) evaluated at the relevant scale, that is $\omega = \Lambda_{sb}$ for our purpose here, in place of $c_s$ defined in (5.84). Indeed, computing the symmetry breaking scale using the formula

$$\Lambda_{sb}^4 = 2M_{Pl}^2 |\dot{H}|v_{ph}(x), \quad (6.28)$$

we recover, in the $x > 1$ limit, the result (6.27). Therefore, the symmetry breaking scale does depend solely on background quantities, only now the light mode propagates along a modified background, which is manifested through its effect on the phase velocity.

The expression (6.27), allows us to see that the value of $\Lambda_{sb}$ compared to $\Lambda_{UV}$ depends on the ratio $M_{Pl}^2 |\dot{H}|/\Lambda_{UV}^4$. For instance, if the UV physics in charge of modifying the low energy dynamics of curvature perturbations is also responsible for producing inflation, it is perfectly feasible to have $\Lambda_{UV}^4 \sim M_{Pl}^2 |\dot{H}|$, implying $\Lambda_{sb} \sim \Lambda_{UV}$.

### 6.2.2 The strong coupling scale

Another important dimensionful quantity of the problem is the scale $\Lambda_{sc}$ at which the effective theory becomes strongly coupled. This inevitably sets an upper cutoff of the effective theory from a practical point of view: if a theory exhibits strong coupling behaviour, tree level calculations are of the same order with loop corrections, hence perturbative control is lost.

Before proceeding with the computation of $\Lambda_{sc}$ for the theory (6.8), let us discuss the strong coupling regime of the EFT (5.91) in the absence of heavy propagators. In [38], the scale at which the Goldstone boson self interactions become of order one was derived by requiring tree level unitarity of a scattering process $\pi \pi \rightarrow \pi \pi$ and was found to be\footnote{Note that in [284] the strong coupling scale differs from (6.29) by a factor of $1/4\pi \sim 0.1$. This will not affect our discussion though.}

$$\Lambda_{sc}^4 = 16\pi^2 M_{Pl}^2 |\dot{H}| \frac{c_0^2}{1 - c_s^2}. \quad (6.29)$$
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A possible caveat of this approach is the fact that the relevant quantity involved in observations for inflation, as pointed out in [25], is not a scattering amplitude but a correlation function. Perturbative calculations should thus be performed using the \textit{in} – \textit{in} formalism\(^1\) as opposed to the \textit{in} – \textit{out} formalism used for scattering amplitudes. Nevertheless, as pointed out in [295], the \textit{in} – \textit{in} correlation function may be formulated in terms of \textit{in} – \textit{out} scattering amplitudes. Hence, the latter method gives a correct estimation of the scale \(\Lambda_{sc}\).

The requirement of the theory remaining weakly coupled at horizon crossing, \(H \ll \Lambda_{sc}\), translates through (6.29) into a lower bound on the speed of sound \(c_s > 10^{-2}\) consistent with the observational bound [296, 297]. However, for small values of the speed of sound \((c_s^2 \ll 1)\), Goldstone boson modes described by (5.64) may appear strongly coupled at energies well below the cutoff energy scale \(\Lambda_{UV}\) at which UV degrees of freedom become excited. Furthermore, (6.29) is strictly valid only for the case in which \(\omega^2 = c_s^2 p^2\), characteristic of the standard EFT picture. In fact, in [284] it was found that a modification of the dispersion relation will generally alleviate the strong coupling problem by making \(\Lambda_{sc}\) larger than the value of (6.29). In that study though, a general analysis incorporating the scale dependence of self-interactions consistent with the modification of the dispersion relation was not taken into account. In what follows we incorporate this aspect into the analysis of strong coupling and show that the conditions for the theory to remain weakly coupled are satisfied all the way up to an energy scale of the same order as, or larger than, the natural cutoff \(\Lambda_{UV}\) of the new physics regime.

To proceed, we will closely follow the analysis of [284]. First, by normalising the Goldstone boson as \(\pi_n = (2M_p^2 \epsilon H^2)^{1/2} \pi\) the quadratic part of the extended EFT action (6.8) may be written as
\[
S = \frac{1}{2} \int dx^3 dt \left[ \dot{\pi}_n \left( \frac{\Lambda_{UV}^2 - \nabla^2}{M^2 - \nabla^2} \right) \dot{\pi}_n - (\nabla \pi_n)^2 \right].
\] (6.30)

Notice that we have fixed \(a = 1\) for the sake of simplicity, assuming that our discussion involves processes at energy scales much larger than \(H\). Now, the conjugate momentum \(P_n \equiv \partial L / \partial \dot{\pi}_n\) of this free field theory is given by
\[
P_n = \frac{\Lambda_{UV}^2 - \nabla^2}{M^2 - \nabla^2} \dot{\pi}_n.
\] (6.31)

This implies that the commutation relation \([\pi_n, P_n] = i \delta\) reads
\[
[\pi_n(x_1), \pi_n(x_2)] = i \frac{M^2 - \nabla_2^2}{\Lambda_{UV}^2 - \nabla_2^2} \delta(x_1 - x_2),
\] (6.32)
where \(\nabla_2^2\) stands for a Laplacian operator written in terms of the coordinate \(x_2\). In order to satisfy these commutation relations we may consider the quantisation of the free field \(\pi_n(x)\) in terms of creation and annihilation operators \(\hat{a}(k)\) and \(\hat{a}^\dagger(k)\) satisfying
\[
[\hat{a}(k_1), \hat{a}^\dagger(k_2)] = \delta(k_1 - k_2).\]
We find
\[
\pi_n(x) = \frac{1}{(2\pi)^{3/2}} \int d^3p \left[ \pi_n(p) \hat{a}(p)e^{-i\omega t + ip \cdot x} + \pi_n(p)^* \hat{a}^\dagger(p)e^{i\omega t - ip \cdot x} \right].
\] (6.33)

\(^1\)The \textit{in} – \textit{in} formalism was developed in the early 60’s by Schwinger and others [285–288]. Its relevance for cosmology was noticed in [289, 290] while its application to correlators of cosmological perturbations was established in [25, 291] – see [292–294] for recent reviews.
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where $\pi_n(p)$ corresponds to the field amplitude in Fourier space, given by

$$
\pi_n(p) = \sqrt{\frac{M^2 + p^2}{\Lambda_{UV}^2 + p^2}} \frac{1}{\sqrt{2\omega(p)}} = v_{ph}(p) \frac{1}{\sqrt{2\omega(p)}},
$$

(6.34)

where $v_{ph}(p)$ is the phase velocity defined in (6.17). After canonically normalising $\pi_c = \pi_n/v_{ph}$, we obtain the standard normalisation $\pi_c(p) = 1/\sqrt{2\omega(p)}$. Note though that the functional form of $\pi_n(p)$ differs substantially from $1/\sqrt{2csp}$, which is the $p < M$ limit of (6.34). Apart from this modification due to the dispersive background, the quantisation of the quadratic action proceeds in the usual way.

Let us now move on to consider the interacting part of the theory. Notice that the relevant quartic interaction due to $M_2^4$, coming from the non-linear self-interactions in the EFT is given by

$$
\mathcal{L}_{int} = \frac{1}{16M_2^2H^2}(\nabla \pi_n)^2 \frac{\Lambda_{UV}^2}{M^2 - \nabla^2}(\nabla \pi_n)^2,
$$

(6.35)

after taking into account the normalisation $\pi_n = (2M_2^2H^2)^{1/2}\pi$. Then we can analyse the effect of this interaction on the tree level scattering of two $\pi$ fields into two final $\pi$'s in the center of mass reference frame. The main point to be kept in mind when performing this computation is that the new amplitude (6.34) for the quantised Goldstone boson field implies that each external leg of the relevant diagram will come with an additional factor

$$
\sqrt{\frac{M^2 + p_i^2}{\Lambda_{UV}^2 + p_i^2}} = \frac{\omega_i}{p_i},
$$

(6.36)

where $p_i$ is the momentum carried by the particle represented by the $i$-th external leg of the diagram and we have made use of the dispersion relation (6.9).

After a straightforward computation, we find that the scattering amplitude of this interaction, in the centre of mass (c.m.) frame, is given by

$$
A(p_1, p_2 \rightarrow p_3, p_4) = \frac{c_s^{-2}p^4}{2M_2^4|H| p^3} \frac{\omega^4}{M^2} \times
$$

(6.37)

$$
\times \left[1 + \frac{M^2 \cos^2 \theta}{M^2 + 2p^2(1 - \cos \theta)} + \frac{M^2 \cos^2 \theta}{M^2 + 2p^2(1 + \cos \theta)}\right],
$$

where $\theta$ is the angle of scattered particles with respect to the impact axis. By recalling that $(M^2 - \nabla^2)^{-1}$ can be interpreted as the propagator of a heavy field, the first, second and third terms in the square bracket of (6.37) may be thought of as contributions coming from the interchange of a heavy boson through the $s$, $t$ and $u$ channels, respectively. However, it is important to stress here that since we have broken Lorentz invariance, this computation is frame dependent.\(^2\) The factor $c_s^{-2}$ appearing in front of (6.37), may be interpreted as the phase

\(^1\)Another relevant interaction that could contribute to this analysis is the one proportional to $\mathcal{L}_{int} \propto \tilde{\pi}^2 \Sigma(\nabla^2) \tilde{\pi}^2$. However, in the new physics regime one has $\omega^4 \ll p^4$, implying that this interaction will be substantially suppressed compared to (6.35).

\(^2\)The Mandelstam variables are Lorentz scalars but recall that the requirement $\omega < \Lambda_{UV}$ breaks boost sym-
velocity (6.17) evaluated at the c.m. frame. In what follows we will thus denote it as \( v_{ph} \) since at the end we will switch to the lab frame.

The previous result may be expressed as a partial wave expansion

\[
A(p_1, p_2 \rightarrow p_3, p_4) = 16\pi \left( \frac{\partial \omega}{\partial p} \right)^2 \sum_\ell (2\ell + 1) P_\ell(\cos \theta) a_\ell,
\]

where the \( P_\ell(\cos \theta) \) are Legendre polynomials. Using the orthogonality properties of Legendre polynomials, the lowest order coefficient \( a_0 \) may be obtained as

\[
a_0 = \frac{v_{ph}^2}{32\pi M_p^2|H|} \omega^2 p^2 \left[ 1 + \frac{2(M^2 + 2p^2)M \cos^2 \theta}{M^2 + 2p^2 - 4p^2 \cos^2 \theta} \right] \int_{-1}^{1} d\cos \theta \left( 1 + \frac{M^2(M^2 + 2p^2)}{2p^4} \left( \frac{M^2 + 2p^2}{4p^2} \log \left( 1 + \frac{4p^2}{M^2} \right) - 1 \right) \right). \quad (6.39)
\]

In order to preserve the unitarity of the tree level scattering process under consideration, the optical theorem leads to the constraint \( a_\ell + a_\ell^* \leq 1 \). Our main interest is to assess the unitarity of the EFT above \( \Lambda_{\text{new}} \), where the log term in the square bracket of (6.39) becomes negligible, leading to

\[
a_0 \approx \frac{\Lambda_{\text{sc}}^{3/2} \omega^{5/2}}{32\pi M_p^2|H|} v_{ph}^2. \quad (6.40)
\]

Then, using the constraint \( a_\ell + a_\ell^* \leq 1 \implies \text{Re}(a_\ell) < \frac{1}{2} \), for the particular case \( \ell = 0 \), we find that the theory remains weakly coupled as long as

\[
\omega^{5/2} < 8\pi v_{ph}^2 \left( \frac{\Lambda_{\text{sh}}}{\Lambda_{\text{UV}}} \right)^{7/2} \Lambda_{\text{UV}}^{5/2}. \quad (6.41)
\]

Bearing in mind the quartic dispersion relation of the new physics regime, \( \omega \approx \frac{p^2}{\Lambda_{\text{UV}}} \), we can now evaluate the phase velocity at energy \( \omega = \Lambda_{\text{sc}} \) to obtain

\[
v_{ph} = \sqrt{\frac{\Lambda_{\text{sc}}}{\Lambda_{\text{UV}}}}, \quad (6.42)
\]

from which we deduce that the strong coupling scale is set by

\[
\Lambda_{\text{sc}} = (8\pi)^{2/3} \left( \frac{\Lambda_{\text{sh}}}{\Lambda_{\text{UV}}} \right)^{7/3} \Lambda_{\text{UV}}, \quad (6.43)
\]

where \( \Lambda_{\text{sh}} \) is the symmetry breaking scale (6.27). Equation (6.43) admits a variety of regimes depending on the values of the scales \( \Lambda_{\text{new}}, \Lambda_{\text{UV}} \) and \( \Lambda_{\text{sh}} \). For instance, if we take \( \Lambda_{\text{sh}} \sim \Lambda_{\text{UV}} \) then \( \Lambda_{\text{sc}} \) is of order \( \Lambda_{\text{UV}} \). Thus we see that the non trivial modifications characterising the new physics regime \( M^2 \ll p^2 \ll \Lambda_{\text{UV}}^2 \) imply that the interactions of the theory scale differently with energy, changing significantly the value at which the EFT becomes strongly coupled. Let us
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finally note that as was the case for the symmetry breaking scale (6.27), the result (6.43) follows directly from (6.29), upon replacing $c_s$ with the phase velocity (6.42).

So far we have seen that the extended EFT (6.8) implies that $\Lambda_{\text{new}} \sim M c_s$ and $\Lambda_{\text{UV}} \sim M c_s^{-1}$. Hence, a suppressed speed of sound automatically induces a hierarchy $\Lambda_{\text{new}} \ll \Lambda_{\text{UV}}$, without however giving any information about the relative values of $\Lambda_{\text{sc}}$ and $\Lambda_{\text{sb}}$ with respect to $\Lambda_{\text{UV}}$, since they strongly depend on the specific UV realisation of the inflationary model at hand. However, if the UV physics allowing for the existence of a new physics regime is also valid for the description of the background inflationary model, it is reasonable to expect all these scales to be of the same order, namely

$$\Lambda_{\text{UV}} \sim \Lambda_{\text{sb}} \sim \Lambda_{\text{sc}}.$$  

(6.44)

This is a natural assumption which injects UV information into the EFT reducing again the free parameters.

A similar assumption is that horizon crossing happens in the non-linear regime (6.14), implying that $x \equiv \frac{H}{\Lambda_{\text{new}}} > 1$. Such a choice is justifiable from a UV perspective. In [298, 299] it was pointed out that any scalar degree of freedom present during inflation should have a mass at least one order of magnitude greater than the Hubble scale in order to soften the cosmological moduli problem. Assuming $M \sim 10H$ and a speed of sound of the order $10^{-2}$, compatible with observational bounds [300], (6.12) yields $x \sim 10$. As we shall discuss later, depending on the value of this ratio the theory leads to different predictions. Something already evident is, for example, the crucial dependence of the strong coupling scale on the dispersion relation, whose form is ultimately controlled by $x$, or the values of the momentum and the phase velocity at the Hubble scale, which are again $x$ dependent – see (6.22),(6.23).

To summarise, the extended EFT (6.8) is characterised by three independent scales

$$\{\Lambda_{\text{UV}}, H, \Lambda_{\text{new}}\},$$  

(6.45)

all of which consistently appear in the effective action (6.8) and the dispersion relation (6.9). Our analysis is strictly valid only for inflationary models with a single scalar degree of freedom driving inflation; models with multiple inflaton fields will inevitably introduce a larger set of scales into the problem. We now proceed to show how the operator insertions considered in (6.7) arise in low energies when one integrates out heavy scalar fields.

### 6.3 Integration of massive fields

Actions containing an arbitrary number of differential operators are manifestly non local, potentially suffering from classical instabilities and the appearance of ghosts at the quantum level. Ostrogradski found that theories which depend non trivially on more than one time derivatives (i.e. in such a way that the higher derivatives cannot be removed by integration by parts or field redefinitions) are unstable, with their Hamiltonians unbounded from below [244, 301]. Upon quantisation the instability persists, manifested by the appearance of negative norm states or ghosts, which in turn translates into loss of unitarity. Although (6.7) seems to contain ghost states in its spectrum, as we will discuss in the next section this is not the case.

Another related issue is that such a theory has an infinite dimensional phase space so that
an infinite number of initial conditions is required for a solution. However, when the infinite sequence of differential operators stems from the expansion of an inverse derivative\(^1\) this is not the case, since an equation of the form \(\hat{O}^{-1}f = g\) has a finite dimensional phase space; when brought to the form \(f = \hat{O}g\), its solution requires \(n\) initial conditions, \(n\) being the differential order of \(\hat{O}\). Potential problems of this kind arise when the non local operators are analytic functions of \(\nabla\). This “harmless” non locality, is expected from an effective field theory point of view. Indeed, when the theory in question corresponds to an effective field theory derived from a local theory by integrating out one or more fundamental dynamical variables, it is not valid to consider the resulting non local terms as limits of higher-derivative analytic operators [302,303], implying that there are no problems either with instabilities or ghosts, as long as the theory remains within its domain of validity.

Let us now explicitly relate the non local form of action (6.7) to the presence of additional degrees of freedom that become operative at high energies\(^2\). As shown in [318], despite the fact that heavy modes exponentially vanish outside the Hubble horizon, their effects, like e.g. oscillatory features in the power spectrum [319], may be captured by the IR dynamics only when one integrates out these fields instead of just truncating them in the effective action. Following this route, we find that the theory at hand becomes ill defined only if one insists in assuming its validity at energies of order \(\Lambda_{\text{UV}}\), where a second degree of freedom inevitably becomes excited. The result is that at low energies the theory (6.7) is safe from any pathology related to non locality.

As an illustrative example we will perform the integration over a single heavy field of mass \(M\). A general treatment for an arbitrary number of heavy modes with multiple mass hierarchies is presented in App. B. Bearing in mind that \(\delta g^{00} = g^{00} + 1\), our starting effective action will be

\[
S_F = \frac{1}{2} \int d^3 x dt a^3 \left\{ \ddot{F}^2 - (\nabla F)^2 - M^2 F^2 - 2\alpha^3 F \delta g^{00} - \beta^2 F^2 \delta g^{00} - \frac{2}{3!} \gamma F^3 \right\}, \tag{6.46}
\]

where the unitary gauge is assumed, \(\alpha, \beta, \gamma\) represent couplings of mass dimension one, and we have included up to cubic contributions. Note that we have intentionally neglected a term \(\sim F (\delta g^{00})^2\), since it yields the same low energy couplings as the ones already contained in (6.46). Furthermore, the cubic term \(F^3\), leading to a non linear equation of motion for the heavy field, is to be treated perturbatively. Such non linearities, present in any interacting theory, are usually treated in the interaction picture, which allows us to use the linear solution when computing the non linear terms within some perturbative scheme like the \(in-in\) formalism.

The linear equation of motion of the heavy field \(F\) reads

\[
\ddot{F} + 3H \dot{F} + (M^2 - \nabla^2 + \beta^2 \delta g^{00}) F = -\alpha^3 \delta g^{00}. \tag{6.47}
\]

We are interested in studying the low energy regime of the system, where the second-order time variation of the heavy field \(\ddot{F}\) is subleading with respect to the term \((M^2 - \nabla^2)F\), consistent with an expansion of the form (6.4) and the low energy condition (6.5). If this is granted, we may simply disregard the kinetic term and solve for \(F\) by rewriting the equation of motion (6.47)

\(^1\)Non locality of this form has been dubbed \textit{derived non locality} in [302].

\(^2\)The potentially large influence that heavy fields could have on the low energy dynamics of inflation was first emphasised by Tolley and Wyman in ref. [304]. For other recent approaches studying the effects of heavy fields on the low energy dynamics of inflation, see for instance refs. [305–317].
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as

\[ \left[ 1 + \delta g^{00} \frac{\beta^2}{M^2 - \nabla^2} \right] (M^2 - \nabla^2) F = -\alpha^3 \delta g^{00}. \quad (6.48) \]

It is important to recognise that at low energies the massive scalar field $F$ has no dynamics, in the sense that its value is completely determined by the source $-\alpha^3 \delta g^{00}$ at the right hand side of (6.48). In other words, the heavy field $F$ plays the role of a Lagrange multiplier, carrying with it the scale dependence implied by the $\nabla^2$ operator, allowing us to explicitly write it in terms of $\delta g^{00}$ as

\[ F = \frac{\alpha^3}{\nabla^2 - M^2 - \beta^2 \delta g^{00}} \delta g^{00} 
= -\frac{\alpha^3}{M^2 - \nabla^2} \left[ 1 + \delta g^{00} \frac{\beta^2}{M^2 - \nabla^2} \right]^{-1} \delta g^{00} 
= -\frac{\alpha^3}{M^2 - \nabla^2} \sum_{n=0}^{\infty} (-1)^n \left[ \delta g^{00} \frac{\beta^2}{M^2 - \nabla^2} \right]^n \delta g^{00}, \]

where in the last step we made use of the formal expansion $(1 + z)^{-1} = \sum_{n=0}^{\infty} (-1)^n z^n$, valid for $|z| < 1$. Neglecting the kinetic term at the level of the equations of motion is equivalent to having dropped them in the action, thus inserting (6.49) into the action (6.46), we recover the contribution to the EFT for the Goldstone boson (6.7), now stemming from the heavy field:

\[ S = \int d^3x dt d\alpha^3 \left\{ M_{P1}^2 \dot{H} \delta g^{00} + \frac{M_{\alpha \beta}^4}{2} \sum_{n=1}^{\infty} (-1)^n \left[ \delta g^{00} \frac{\beta^2}{M^2 - \nabla^2} \right]^n \delta g^{00} \right\} + \gamma \left( \frac{\alpha^3}{M^2 - \nabla^2} \sum_{n=0}^{\infty} (-1)^n \left[ \delta g^{00} \frac{\beta^2}{M^2 - \nabla^2} \right]^n \delta g^{00} \right)^3, \]

where we have also included a kinetic term for $\delta g^{00} = g^{00} + 1$ according to (5.64) and parametrised the ratio of the two couplings as $M_{\alpha \beta}^2 = \frac{\alpha^3}{\beta}$. This action matches (6.8) upon setting

\[ \alpha^6 = M_{P1}^4 \frac{M^2}{3}, \quad \beta^2 = \frac{1}{3} M_{P1}^4 M^2, \quad M_{\alpha \beta}^2 = \sqrt{3} M_{P1}^4 M^2, \quad (6.51) \]

apart from the term proportional to $\gamma$. For example, having in mind that in the decoupling limit we have $\delta g^{00} \sim -2\dot{\pi} - \dot{\pi}^2$ and assuming that there are no additional sources of deviations from standard single field inflation other than the heavy field $F$, the speed of sound, in the long wavelength limit, reads

\[ \frac{1}{c_s^2} = 1 + \frac{2\alpha^6}{M_{P1}^4 |H| M^2}, \quad (6.52) \]

where a canonical normalisation $\pi_c = M_{P1} \sqrt{|H|} \pi$ is implied. Using (6.51), this is in agreement with (5.84). In order to incorporate the missing coupling, let us rewrite the action (6.8), this
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time including the $\gamma$ contribution:

$$S = M_P^2 |\dot{H}| \int d^3 x dt a^3 \left[ \dot{\pi} \left( 1 + \Sigma(\nabla^2) \right) \dot{\pi} - (\nabla \pi)^2 + \left[ \dot{\pi}^2 - (\nabla \pi)^2 \right] \Sigma(\nabla^2) \dot{\pi} - \frac{2c_3}{3(1 - c_s^2)} \dot{\pi} \Sigma(\nabla^2) \left( \dot{\pi} \Sigma(\nabla^2) \right) - \frac{2\tilde{c}_3}{3(1 - c_s^2)^2} \left( \Sigma(\nabla^2) \dot{\pi} \right) \left( \Sigma(\nabla^2) \dot{\pi} \right) \right],$$

(6.53)

where we have defined

$$\Sigma(\nabla^2) \equiv \left( 1 - c_s^2 \right) \frac{\Lambda_{\text{UV}}^2}{M^2 - \nabla^2}, \quad c_3 \equiv c_s^2 \frac{M_4}{M_2}, \quad \tilde{c}_3 \equiv c_s^4 \frac{M_2^2}{M_3^2} \gamma.$$

(6.54)

As advertised, the action (6.7) offers an IR parametrisation of UV degrees of freedom, where the scale dependent low energy self couplings $M_4^4(p^2) = M_4^4 \frac{M^2}{M^2 + p^2}$ of the Goldstone mode originate in the mediation of heavy fields. The low derivative EFT (5.91) is reached in the limit where all the dimensionful couplings approach infinity, i.e., $(M, \alpha, \beta) \to \infty$, while $M_\alpha^2 = \text{const.}$ In the language of Fig. 6.1, this limit corresponds to shrinking the characteristic length of the effective medium, $\lambda_M = 1/M$, to zero. Note that in this limit the $\tilde{c}_3$ contribution of (6.53), arising from a cubic self interaction of the heavy field, vanishes. In Fig. 6.2, we sketch the interaction vertices of the higher-derivative EFT before and after integrating out the heavy field, that is, above and below the scale $\Lambda_{\text{UV}}$.

Figure 6.2: The interaction vertices of the effective action (6.53). In the top series the vertices of the full theory are depicted, where solid lines correspond to $\pi$ and dashed lines to a heavy scalar. In the bottom series, the massive field is integrated out and its effects are parametrised, at low energies, by the insertion of the operator $\Sigma$. The limit of $M \to \infty$, where the theory flows to the low-derivative EFT (5.91), is also depicted.

The action (6.50) is a general EFT that can parametrise UV effects missed by the lowest derivative theory (5.91). As a specific completion, let us mention the scenario where the inflaton rolls down a flat, yet windy valley\footnote{Although the expression “windy valley”, given a different accent, may well describe a physical landscape, what is meant here is a flat trajectory in field space deviating from a straight line.} of the potential [318, 320–324]. This is a common feature of string theory models where the vacuum expectation value of moduli fields depend on the light inflaton. In such a case the dimensionful couplings of the effective theory (6.46) are given by $\alpha^3 = \theta^0_0$, $\beta^2 = \theta^2$ and $\gamma = 0$, where $\theta_0$ is the time dependent background inflaton value satisfying $\theta^0_0 = -2\dot{H}M_P^2$ and $\dot{\theta}$ is the angular velocity characterising the turns of the multi-field...
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trajectory in the scalar field target space. As shown in [321], in order to integrate out $\mathcal{F}$ it is also important to assume the adiabaticity condition $|\dot{\theta}/\dot{\theta}| \ll M$, which ensures that the background dynamics of the turning trajectory are consistent with the low energy condition (6.5). In the notation of the previous paragraph this would be a slow roll condition $\frac{\beta}{H\beta} \ll \frac{M}{H}$ on the coupling of the trivalent vertex $\mathcal{F}^2 \delta \phi^{(0)}$. The speed of sound now reads

$$\frac{1}{c_s^2} = 1 + \frac{4\dot{\theta}^2}{M^2},$$

in consistency with (6.52), implying that the $M_n^4$ coefficients of the EFT action (5.64) may be written as [322]

$$M_n^4 = (-1)^n|\dot{H}|M_{Pl}^2 n! \left(\frac{1 - c_s^2}{4c_s^2}\right)^n. \quad (6.55)$$

The realisation of a curved field trajectory imposes a relation among the arbitrary couplings of (6.46) which now depend on the angular velocity $\dot{\theta}$. This is an input of UV information and, as expected, it immediately results in the reduction of the unknown parameters via (6.55).

As a final remark, before passing to the phenomenological study of the theory, we now discuss the role of the higher time derivatives that we have been neglecting so far. It is shown that the expected ghost states signal the need of the effective theory for an explicit completion.
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As already argued, the expansion (6.4) is only possible if Lorentz invariance is broken, which in the present context is a consequence of the broken time translation invariance induced by the background. In Fourier space, (6.4) may be expressed as

$$\frac{1}{M^2 + p^2 - \omega^2} = \frac{1}{M^2 + p^2} \left(1 + \frac{\omega^2}{M^2 + p^2} + \cdots\right). \quad (6.56)$$

Let us now consider the quadratic action for $\pi$ obtained from (6.50), but this time keeping the time derivative $\partial_t$ to all orders, that is

$$S^{(2)}_x = M_{Pl}^2 \int d^3x dt a^3|\dot{H}| \left[\pi \left(1 + \frac{2\dot{\alpha}^2}{M^2 - s^2}\right) \pi - (\nabla \pi)^2\right], \quad (6.57)$$

where we have defined $\dot{\alpha}^2 = \frac{\alpha^6}{M_{Pl}^2 |H|}$, which from (6.52) can be written as $\dot{\alpha}^2 = \frac{1-c_s^2}{2c_s^2} M^2$. From this expression, we can read off the propagator $G(p^2)$ of the low energy Goldstone boson in momentum space, which is found to be

$$G(p^2) \propto \frac{1}{\Gamma(p^2)}, \quad \Gamma(p^2) = p^2 - \omega^2 - \frac{2\dot{\alpha}^2 \omega^2}{M^2 + p^2 - \omega^2}. \quad (6.58)$$
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This propagator has two poles, at values $\omega^2$ and $\omega^2$, given by

$$\omega^2 = \frac{M^2}{2c^2} + p^2 \pm \frac{M^2}{2c^2} \sqrt{1 + \frac{4p^2(1 - c^2)}{M^2c^2}}. \quad (6.59)$$

A particle state characterised by a propagator with two or more poles is condemned to include ghosts in its spectrum [325,326], in close connection with our previous discussion on non locality. To illustrate this statement, consider a propagator with two simple poles at values $p^2 = -m_1^2$ and $p^2 = -m_2^2$ with $p^2 = p^2 - \omega^2$ and $m_2^2 > m_1^2 > 0$, so that its denominator can be written as $\Gamma(-p^2) = (p^2 + m_1^2)(p^2 + m_2^2)f(-p^2)$, with $f$ a finite piece. Since there are no more zeros of $\Gamma$ in the interval $-m_1^2 < p^2 < -m_2^2$, $f$ is either positive or negative implying that the two residues differ in sign [325]. The negative one represents a spurious state with negative norm, i.e. a ghost.

Now if we restrict the theory to momenta $p \ll M/c$, corresponding to the low energy regime (6.5), we find that $\omega_+$ and $\omega_-$ of (6.59) are well approximated by

$$\omega^2_+(p) = M^2c^2 + O(p^2),$$

$$\omega^2_-(p) = c_s^2p^2 + \frac{(1 - c^2)}{M^2c^2} p^4 + O(p^6), \quad (6.60)$$

where $O(p^2)$ and $O(p^6)$ denote subleading higher-order terms. The low energy dispersion relation $\omega_-$ coincides with the one in (6.11), which was found excluding time derivatives, apart from a factor of $(1 - c^2)$ in front of the quartic piece of the expansion. Since this term is only relevant for $c_s^2 \ll 1$, we see that the difference between these two expressions is marginal, justifying the approximation by which one drops higher-order time derivatives. Therefore, as long as we focus on low energy processes for which $p \ll \Lambda_{\text{UV}}$ and $\omega \ll \Lambda_{\text{UV}}$, where $\Lambda_{\text{UV}}$ coincides with the one defined in (6.6) ($\Lambda_{\text{UV}} = M/c_s$), intermediate particle states are characterised by well-defined propagators (away from the dangerous – ghost – pole $\omega_+$) and the effective field theory (6.57) remains ghost free. The appearance of ghosts when the energy approaches the cutoff scale $\Lambda_{\text{UV}}$ is a manifestation of the necessity of the theory for explicit completion, incorporating the heavy field $F$ as a dynamical degree of freedom.

This is essentially the statement that when we integrate over a massive field, we do nothing more than just rewriting the path integral as

$$Z = \int [D\pi][DF]e^{S[F, \pi]} = \int [D\pi]e^{S_{\text{eff}}[\pi]}, \quad (6.61)$$

where

$$e^{S_{\text{eff}}[\pi]} = \int [DF]e^{S[F, \pi]}. \quad (6.62)$$

The crucial step, which allows us to claim that we really integrate out, as opposed to integrate over the massive field\(^1\), is to restrict the effective theory to momenta $p < \Lambda_*$, where $\Lambda_*$ is the scale at which the heavy modes are excited. For our case, as demonstrated in (6.60), $\Lambda_* = \Lambda_{\text{UV}}$, and $p < \Lambda_*$ is exactly what (6.10) imposes. Therefore, $\Lambda_{\text{UV}} = M/c^2$ is indeed the scale where

\(^1\)See [327] for a discussion on the difference of fields and particle states in time dependent backgrounds.
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the heavy degree of freedom becomes dynamical, and if one keeps neglecting this mode as the energy approaches this value, one ends up with ghosts, encoding the missing degree of freedom in the IR.

Having addressed the possible subtleties of our construction we now proceed with the dynamics of the theory and its prediction regarding the two- and three-point correlators of the comoving curvature perturbation.

6.5 Dynamics of curvature perturbations

Truncating the action (6.53) to quadratic order, we obtain (6.30), which we rewrite here restoring the scale factor $a$

$$S = \frac{1}{2} \int d^3 x dt a^3 \left[ \dot{\pi}_n \left( \frac{\Lambda_{UV}^2 - \tilde{\nabla}^2}{M^2 - \nabla^2} \right) \dot{\pi}_n - (\tilde{\nabla} \pi_n)^2 \right],$$

(6.63)

where $\pi_n = (2M^2 \epsilon H^2)^{1/2} \pi$ is the normalised mode and $\tilde{\nabla} = \nabla / a$ with eigenvalue $p = k / a$, the physical momentum. The equation of motion reads

$$\ddot{\pi}_n + H \left( 1 - 2\frac{\dot{\omega}}{H\omega} \right) \dot{\pi}_n + \omega^2 \pi_n = 0,$$

(6.64)

where $\omega$ is given by (6.9). This equation is of the general Riccati type and exact solutions are not known. Although a solution would reveal the dynamics of the light mode throughout the whole energy range, it is important to recall that our theory has an upper cutoff set by $\Lambda_{UV}$. We will therefore be interested in the regime where $p \ll \Lambda_{UV}$, allowing ourselves to expand the action and obtain a simplified equation of motion

$$\ddot{\pi}_n + 3H \dot{\pi}_n + 2H \frac{p^2}{M^2 + p^2} \dot{\pi}_n + \left( \frac{p^4}{\Lambda_{UV}^4} + c_s^2 p^2 \right) \pi_n = 0,$$

(6.65)

which can be written exactly as (6.64) but with the low energy dispersion relation given by (6.11). Passing to conformal time and redefining $\pi_n = \frac{u}{a^2} \sqrt{1 + \frac{M^2}{p^2}}$, the above equation can be brought in the form

$$u'' + \left[ \frac{H^2 k^4}{\Lambda_{UV}^2} \tau^2 + c_s^2 k^2 - \frac{2}{\tau^2} - \frac{1}{\tau^2} \frac{4 + \frac{M^2}{k^2} \frac{1}{\tau^2}}{\left( 1 + \frac{M^2}{k^2} \frac{1}{\tau^2} \right)^2} \right] u = 0,$$

(6.66)

Unfortunately, an analytic solution is not known for this equation either. It is important to stress here that this would be an ideal case where the theory would be completely solved throughout its whole window of validity. We are thus forced to limit our discussion to the regimes where $p \ll M$ or $p \gg M$.

The first case, zeroth order in $(p/M)^2$, corresponds to the limit $M \to \infty$ giving us back the standard lower derivative EFT (5.91). In what follows, we will calculate the three-point correlators in the dispersive regime as functions of momenta. We will see that the low energy
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observables associated with two-point and three-point correlators are directly related with the scale of UV physics.

Equations similar to (6.65) but without the complicated time dependence of the friction term have been studied in [328, 329] to zeroth order in \((M/p)^2\), in a general context of modified dispersion relations, as well as in [246–248] in the context of extrinsic curvature operators of the form (5.64). When \(p \gg M\), the quartic piece dominates the dispersion relation which now reads

\[ \omega^2 \sim \frac{p^4}{\Lambda_{UV}^2}, \]

allowing us to consider the following equation of motion [284]

\[ \ddot{\pi}_n + 5H \dot{\pi}_n + \frac{p^4}{\Lambda_{UV}^2} \pi_n = 0, \tag{6.67} \]

for the light mode, again following from (6.64). The solution for the comoving curvature fluctuation \(R = -H \pi\), after imposing Bunch-Davies vacuum and the commutation relations (6.32) in the infinite past, reads [284]

\[ R_k(\tau) = -\frac{H^2}{(2M_{Pl}^2 \epsilon)^{1/2}} \sqrt{\frac{\pi}{8 \Lambda_{UV}}} (\tau)^{5/2} H^{(1)}_{5/4}(x), \quad \text{with} \quad x = \frac{H^2}{2\Lambda_{UV}} k^2 \tau^2, \tag{6.68} \]

where \(\tau = -(Ha)^{-1}\) is the conformal time and \(H^{(1)}\) denotes the Hankel function of the first kind.

The power spectrum, i.e. the two-point correlator, is defined as

\[ \langle \hat{R}_{k_1} \hat{R}_{k_2} \rangle = (2\pi)^3 P_R(k) \delta(k_1 + k_2), \tag{6.69} \]

where \(P_R(k) = |R_k|^2\). The field operator \(\hat{R}\) in Fourier space is defined as

\[ \hat{R}_k(\tau) = R_k(\tau) \hat{a}_k + \hat{R}^*_k(\tau) \hat{a}^\dagger_{-k}, \tag{6.70} \]

where \(R_k\) denotes the Fourier mode of the field with wavevector \(k\) and \(\hat{a}^\dagger, \hat{a}\) are the usual creation and annihilation operators obeying the canonical commutation relation

\[ [\hat{a}_k, \hat{a}^\dagger_{k'}] = (2\pi)^3 \delta(k + k'). \tag{6.71} \]

Considering the limit of the solution (6.68) as \(\tau \to 0\)

\[ R_k^0 \sim -\frac{\sqrt{2} \Gamma(5/4)}{\sqrt{\pi}} \frac{H}{M_{Pl} \sqrt{\epsilon}} \left( \frac{\Lambda_{UV}}{H} \right)^{1/4} \frac{1}{k^{3/2}}, \tag{6.72} \]

we obtain the dimensionless power spectrum

\[ P_R = \frac{k^3}{2\pi^2} |R_k|^2 = \frac{\Gamma^2(5/4)}{\pi^3} \frac{H^2}{M_{Pl}^2 \epsilon} \sqrt{\frac{\Lambda_{UV}}{H}}, \tag{6.73} \]

where \(\Gamma(5/4) \approx 0.91\) is the Gamma function evaluated at \(5/4\). Using the power spectrum (6.73),
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we can further compute the tensor-to-scalar ratio \( r = \frac{P_T}{P_R} \) to obtain

\[
r = \frac{2\pi \epsilon}{\Gamma^2(5/4)} \sqrt{\frac{H}{\Lambda_{UV}}}.
\]  

(6.74)

Before proceeding to analytic calculations of the bispectrum, in order to ensure that qualitative features of the theory, like e.g. scale invariance, are insensitive to our simplifying new physics regime, \( p_* \gg M \), let us comment on \( (M/p)^2 \) corrections to the power spectrum (6.73).

6.5.1 Corrections to the power spectrum

Expanding the Lagrangian (6.63) to first order in \( (M/p)^2 \), we obtain

\[
\mathcal{L} = a^3 \left[ \hat{\pi}_n \frac{A_{UV}^2}{p^2} \hat{\pi}_n - (\tilde{\nabla} \hat{\pi}_n)^2 \right] + \mathcal{L}_\text{int},
\]  

(6.75)

with the \( \mathcal{L}_0 \) piece – which is the same as in (6.67) – leading to the solution (6.68).

Corrections to the power spectrum (6.73) coming from \( \mathcal{L}_\text{int} \) in (6.75), can be computed using the \( \text{in-} \text{in} \) formalism [25, 291], according to which the expectation value of an operator \( \hat{O} \) is evaluated as

\[
\langle \hat{O} \rangle = \langle 0 | \left[ \hat{T} \exp \left\{ i \int_{-\infty}^{\tau} d\tau' \hat{H}_I(\tau') \right\} \right] \hat{O} \left[ \hat{T} \exp \left\{ -i \int_{-\infty}^{\tau} d\tau' \hat{H}_I(\tau') \right\} \right] | 0 \rangle,
\]  

(6.76)

with \( \hat{T}, \hat{T} \) standing for time ordering, anti-ordering respectively. Using the Baker-Campbell-Hausdorff formula one can expand the previous expression as

\[
\langle \hat{O} \rangle(\tau) = \langle 0 | \left\{ \hat{O}(\tau) - i \int_{-\infty}^{\tau} d\tau_1 [\hat{H}_I(\tau_1), \hat{O}(\tau)] - \int_{-\infty}^{\tau} d\tau_1 \int_{-\infty}^{\tau_1} d\tau_2 [\hat{H}_I(\tau_2), [\hat{H}_I(\tau_1), \hat{O}(\tau)]] + \ldots \right\} | 0 \rangle.
\]  

(6.77)

We will focus on the tree level corrections consisting of the first line of (6.77), where the operator under consideration is \( \hat{O} = \hat{R}_{k_1} \hat{R}_{k_2} \), with \( \hat{R}_k \) defined in (6.70). The tree level correction to the power spectrum (6.73) will thus be

\[
(2\pi)^3 \delta(k_1 + k_2) \Delta P_R = -i \lim_{\tau \to 0} \int_{-\infty}^{\tau} d\tau' \langle 0 | [\hat{H}_I(\tau'), \hat{R}_{k_1} \hat{R}_{k_2}(\tau)] | 0 \rangle.
\]  

(6.78)

Since the time ordered product is the normal product plus all possible contractions, with a contraction defined as

\[
[\hat{R}_{k_1}(\tau'), \hat{R}_{k_2}(\tau'')] = (2\pi)^3 \mathcal{R}_{k_1}(\tau') \mathcal{R}_{k_2}^*(\tau'') \delta(k_1 + k_2),
\]
the only terms that survive the vacuum projection are the fully contracted terms.

The interaction Hamiltonian can be extracted by the interacting part of the Lagrangian (6.75) and reads

$$H_I(\tau) = 2M_p^2\epsilon A_{UV}^2 M^2 \frac{1}{H^2} \frac{R''(\tau)R''(\tau)}{\tau^6}. \hspace{1cm} (6.79)$$

By expanding the commutator in (6.78), using the Hamiltonian (6.79), we finally obtain

$$\Delta P_R = 2\frac{k^3}{2\pi^2} \text{Im} \int_0^\infty d\tau H_I(\tau) R^0(k) R^0(k), \hspace{1cm} (6.80)$$

where the limit of $R(\tau)$ as $\tau \to 0$ is given by (6.72). Upon redefining the integration variable $\tau \mapsto z = k\tau$, the change in the power spectrum reads

$$\Delta P_R = \frac{\Gamma^2(5/4)}{4\pi^2} \frac{H^2}{M_p^2}\sqrt{\Lambda_{UV} M^2} \frac{H^2}{H^2} \text{Im} \int_{-\infty}^0 \frac{dz}{z^6} \frac{dR^s_a(z)}{dz} dR^s_a(z), \hspace{1cm} (6.81)$$

where we defined

$$R^s_a(z) \equiv z^{5/2} H_{5/4}^{(2)} \left( \frac{H}{2\Lambda_{UV}} z^2 \right). \hspace{1cm} (6.82)$$

The imaginary part of the integral is equal to $-\frac{H}{\Lambda_{UV}}$, so to first order in $M^2/p^2 = M^2/H\Lambda_{UV}$, the power spectrum is given by

$$P_R = \frac{\Gamma^2(5/4)}{\pi^3} \frac{H^2}{M_p^2}\sqrt{\Lambda_{UV} M^2} \frac{H^2}{H^2} \left[ 1 - \frac{\pi}{4} \frac{M^2}{H\Lambda_{UV}} \right]. \hspace{1cm} (6.83)$$

Thus, corrections of this kind yield unobservable shifts in the value of the power spectrum which is still scale invariant. By extracting the overall momentum dependence of the integral via the change of variables $z = k\tau$, scale invariance can be shown to persist to all orders in perturbation theory. Note again, that since we relaxed the condition of perturbing to zeroth order in $M/p$, the scale $M$ appears in the observables, albeit in a trivial way. We now proceed to the study of the three-point contributions.

### 6.5.2 Estimation of the bispectrum amplitudes

A practical way to parametrise non Gaussianities, that is non vanishing cubic correlators, is through the non linearity parameter $f_{\text{NL}}$. Although traditionally $f_{\text{NL}}$ is defined as the deviation of the primordial curvature perturbation from the Gaussian ansatz\(^1\), namely

$$R = R_G + \frac{3}{5} f_{\text{NL}}(R^2_G - \langle R^2_G \rangle), \hspace{1cm} (6.84)$$

\(^1\)The factor of $\frac{3}{5}$ is a historical convention, since non Gaussianities were first considered using the Newtonian potential $\Phi$ which, during a matter dominated era, equals the curvature perturbation modulo a factor of $\frac{3}{5}$. Note that this definition of $f_{\text{NL}}$ leads to local type non Gaussianity, while the one we will use, i.e. a parametrisation of the amplitude of the three-point function, is suitable for equilateral type non Gaussianity, characteristic of higher derivative theories.
one may use it as a general parametrisation of the amplitude of the cubic contributions to the Lagrangian of the curvature fluctuations, writing the three-point correlator as

\[ \langle \hat{R}_{k_1} \hat{R}_{k_2} \hat{R}_{k_3} \rangle = (2\pi)^3 \delta(k_1 + k_2 + k_3) f_{NL} S(k_1, k_2, k_3), \]  

(6.85)

\( f_{NL} \) quantifies how strong the cubic (non Gaussian) contribution is – compared to the quadratic (Gaussian) one – and may thus be approximated by weighing the cubic Lagrangian with respect to the quadratic one. Namely,

\[ \frac{\mathcal{L}^{(3)}}{\mathcal{L}^{(2)}} \bigg|_{\omega=H} \sim f_{NL} \mathcal{R}, \]  

(6.86)

where all the length scales are evaluated at the Hubble scale, which is where the modes freeze, and as already mentioned sets the characteristic scale of the system as far as experimental measurements are concerned. The function \( S(k_1, k_2, k_3) \) encodes the momentum dependence of the three-point correlator and will be the main subject of Sec. 6.5.3.

In order to compute the non linearity parameter using (6.86), we need to calculate the amplitudes of the kinetic and the four cubic operators comprising the effective theory (6.53) at \( \omega = H \). These are,

\[ \mathcal{L}^{(2)} = a^3 M^2_{Pl} |\dot{H}| \dot{\pi} \left( 1 + \Sigma(\nabla^2) \right) \dot{\pi}, \]

\[ \mathcal{L}_{I}^{(3)} = a^3 M^2_{Pl} |\dot{H}| \dot{\pi}^2 \Sigma(\nabla^2) \dot{\pi}, \quad \mathcal{L}_{II}^{(3)} = -a^3 M^2_{Pl} |\dot{H}| (\Sigma(\nabla^2) \dot{\pi}) \left( \Sigma(\nabla^2) \dot{\pi} \right), \]

\[ \mathcal{L}_{III}^{(3)} = -a^3 M^2_{Pl} |\dot{H}| \frac{2c_3}{3(1 - c_s^2)} \left( \Sigma(\nabla^2) \dot{\pi} \right) \left( \Sigma(\nabla^2) \dot{\pi} \right) \bigg( \Sigma(\nabla^2) \dot{\pi} \bigg), \]  

(6.87)

where \( \Sigma \) was defined in (6.54). We will assume that around \( H \), the dispersion relation is quartic, \( i.e. \Lambda_{\text{new}} \ll H \), so that the operator \( \Sigma \) may be approximated by

\[ \Sigma(\nabla^2) \rightarrow -(1 - c_s^2) \frac{\Lambda_{\text{UV}}^2}{\nabla^2}. \]

From the dispersion relation in the new physics regime (6.14), we can deduce the momentum that corresponds to the Hubble scale, \( p^2 \approx H\Lambda_{\text{UV}} \), as in (6.23). This allows us to consider the following replacements

\[-\nabla^2/a^2 \rightarrow H\Lambda_{\text{UV}}, \quad \partial_t \rightarrow H, \quad \Sigma(\nabla^2) \rightarrow (1 - c_s^2) \frac{\Lambda_{\text{UV}}}{H}, \]  

(6.88)

when evaluating the ratio (6.86). Neglecting the \( a^3 M^2_{Pl} |\dot{H}| (1 - c_s^2) \) common factor, since it will cancel out in the final ratio, the quadratic piece reads

\[ \mathcal{L}^{(2)} \bigg|_{\omega=H} \sim H\Lambda_{\text{UV}} \pi^2. \]  

(6.89)
Using the relation $\mathcal{R} = -H\pi$, we may obtain the cubic contributions in (6.87) as

$$
\begin{align*}
\mathcal{L}_{I}^{(3)}|_{\omega=H} &= H\Lambda_{UV}\pi^{2}\mathcal{R}, \\
\mathcal{L}_{II1}^{(3)}|_{\omega=H} &= \frac{2c_{3}}{3}\Lambda_{UV}^{2}\pi^{2}\mathcal{R}, \\
\mathcal{L}_{II2}^{(3)}|_{\omega=H} &= \Lambda_{UV}^{2}\pi^{2}\mathcal{R}, \\
\mathcal{L}_{III}^{(3)}|_{\omega=H} &= \frac{2c_{3}}{3}\Lambda_{UV}^{3}\pi^{2}\mathcal{R},
\end{align*}
$$

and substituting these expressions into (6.86), we see that the generic prediction is

$$
f_{NL} \propto \frac{\Lambda_{UV}}{H}. \quad (6.91)
$$

Comparing with the analogous formulae from the lower derivative EFT (5.91),

$$
\mathcal{P}_{R} \simeq \frac{H^{2}}{8\pi^{2}M_{Pl}^{3}c_{s}}, \quad r \simeq 16\epsilon c_{s}, \quad f_{NL} \sim \frac{1}{c_{s}^{2}}, \quad (6.92)
$$

we see that $c_{s}^{-2}$ is replaced by the ratio $\frac{\Lambda_{UV}}{H}$. Bearing in mind the discussion on the effective medium and (6.23), this comes as no surprise: since we have assumed that the modes freeze within the dispersive medium, the speed of sound $c_{s}$, which is the phase velocity in the long wavelength limit, is replaced by the phase velocity of the new physics regime. Thus, the correct way to interpret (6.91) is

$$
f_{NL} \propto \frac{1}{v_{\phi}^{2}}. \quad (6.93)
$$

Furthermore, this result is consistent with our expectations: our approximation to study the theory to zero-th order in $M/p$ has effectively fixed the scale $M$ or $\Lambda_{\text{new}}$ relative to $H$; hence $\Lambda_{UV}$ and $H$ are the only two remaining free scales characterising the problem, and as such they should appear at the level of the observables. It is important to underline here that there is no extra degeneracy in the low energy observables due to the presence of heavy fields, since in both sets (6.92) and (6.73), (6.74), (6.91), three measurements are required to fix three unknown parameters of the theory. In the former case, these are $\{H, \epsilon, c_{s}\}$, while in the latter $\{H, \epsilon, \Lambda_{UV}\}$. The observational bound on the non linearity parameter $f_{NL}$ now translates into a bound\footnote{See [330] for a related discussion on which quantities are actually probed by measurements of $f_{NL}$.} on the value of $\Lambda_{UV}$ relative to $H$.

In order to roughly estimate this ratio it is instructive to compute the scaling dimension of the three-point operators in (6.87). The scaling dimension of $\pi$ can be deduced from the requirement of the kinetic term to be a marginal operator. Performing a rescaling of the energy $\omega \rightarrow \lambda\omega$, the momentum scales as $p \rightarrow \sqrt{\lambda}p$ as a result of the non linear dispersion $\omega \sim p^{2}$, so that $\pi$ scales as $\pi \rightarrow \lambda^{3/4}\pi$. The dimensions of the three-point operators are thus

$$
[\mathcal{L}_{I}^{(3)}] = 7/4, \quad [\mathcal{L}_{II1}^{(3)}] = [\mathcal{L}_{II2}^{(3)}] = 3/4, \quad [\mathcal{L}_{III}^{(3)}] = -1/4. \quad (6.94)
$$

\footnote{We see that even though at the level of the dispersion relation the theory is similar to ghost inflation [255], it has different IR behaviour. This is evident from the scaling dimension of the Goldstone mode which for ghost inflation is $[\pi] = 1/4$.}
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As we will see in Sec. 6.5.3, the operators $[L^{(3)}_I]$ and $[L^{(3)}_{III}]$ are indeed suppressed and enhanced by $H/\Lambda_{UV}$ and $\Lambda_{UV}/H$ respectively, compared to the other two. Now we may assume that at the UV cutoff of our theory, $\Lambda_{UV}$, the non Gaussianity is of order one. This is consistent with our discussion of the strong coupling scale in Sec. 6.2.2: strong coupling means that the two- and three-point functions are of the same order and in the case where $\Lambda_{UV} \sim \Lambda_{sc}$, this translates to $L^{(3)}_{II_1} \sim 1$. Then from (6.86), (6.91), we deduce that

$$\frac{L^{(3)}_{II_1}}{L^{(2)}} \Bigg|_{\omega = \Lambda_{UV}} \sim 1.$$  

(6.95)

since the scaling dimension of the operator under consideration is $[L^{(3)}_{II_1}] = 3/4$. Normalising the power spectrum as $P_R^{1/2} \sim 10^{-5}$, we expect that

$$10^2 < \frac{\Lambda_{UV}}{H} < 10^3.$$  

(6.96)

So far, we have seen how the magnitude of $f_{NL}$ can be large in the new physics regime where $M^2 \ll p^2 \ll \Lambda_{UV}^2$ and how the information hidden in the observables of our theory may differ from the low derivative EFT. We now proceed to the calculation of the bispectrum in order to identify possible observational signatures of heavy fields.

6.5.3 The bispectrum shape

The shape functions [331], that is, the bispectra associated with the cubic operators (6.87) as functions of momenta, may be obtained via the in – in formalism briefly outlined in Sec. 6.5.1. In order to highlight the method, we will present the computation regarding the operator $L^{(3)}_{II_1}$ in some detail and quote the results for the other three.

In the limit $p^2 \gg M^2$, where momentum dominates over the mass $M$, the Hamiltonian in momentum space is given by

$$\hat{H}_{II_1} = - \int d^3x \hat{L}_{II_1} = \frac{1}{(2\pi)^6} \frac{M_{Pl}^2 \Lambda_{UV}^2}{H^2} \int \frac{d^3q_1 d^3q_2 d^3q_3}{\tau^3} \frac{q_1^2 - q_2^2 - q_3^2}{2q_1^2} \hat{R}_{q_1} \hat{R}_{q_2} \hat{R}_{q_3} \delta (q),$$  

(6.97)

where $q = \sum q_i$, and from (6.77), the tree level correction to the three-point correlator reads

$$(2\pi)^3 \delta (k_1 + k_2 + k_3) B_{II_1}(k_1, k_2, k_3) = i \int_0^\infty d\tau \langle [\hat{R}_{k_1} \hat{R}_{k_2} \hat{R}_{k_3}, \hat{H}_{II_1}(\tau)] \rangle.$$  

(6.98)

1The negative scaling dimension of the $L^{(3)}_{III}$ operator might look alarming but we have to recall our assumption that the modes freeze within the new physics regime. We are thus not allowed to consider the limit $\omega \rightarrow 0$, in which case the non linearity parameter is infinite, in our set up. In order to do that, we would have to first decouple the heavy fields by taking the $M \rightarrow \infty$ limit, in which case the dangerous $L^{(3)}_{III}$ coupling would vanish – see the discussion below (6.53).

2The same number can be obtained using any of the three-point operators of (6.87) in combination with the correct scaling dimension.
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Upon expanding the commutator and keeping only the fully contracted terms, we arrive at the final integral which is

$$B_{II} = 2\text{Im} \left[ \frac{M_P^2 \epsilon \Lambda_\text{UV}^2 k_1^2 - k_2^2 - k_3^2}{2k_1^2} R_k(0) R_k(0) \int_{-\infty}^0 \frac{d\tau}{\tau^3} R_{k_1} R_{k_2} R_{k_3} + \text{perm} \right], \quad (6.99)$$

where $R_k$ is given by (6.68).

Let us first focus on the integral

$$I = \int_{-\infty}^0 \frac{d\tau}{\tau^3} R_k R_k R_k.$$

Changing the integration variable form $\tau$ to $z = \frac{H}{2 \Lambda_{UV}} k^2 \tau^2$ and rewriting the solution as

$$R^*(z) = k_1^{-3/2} C \left( \frac{\Lambda_{UV}}{H} \right)^{1/4} z^{5/4} H_{5/4}^{(2)}(z); \quad C = -2^{1/4} \frac{H}{(M_P^2 \epsilon)^{1/2}} \sqrt{\frac{\pi}{4}}, \quad (6.100)$$

we obtain

$$I = k_1^{-3/2} C^3 \left( \frac{H}{\Lambda_{UV}} \right)^{3/4} x_2 x_3 \int_{-\infty}^0 dzz^{9/4} H_{5/4}^{(2)}(z) H_{5/4}^{(2)}(x_2^2 z) H_{5/4}^{(2)}(x_3^2 z),$$

where $x_2 = k_2/k_1, \quad x_3 = k_3/k_1$. Analytically continuing $z \mapsto -iz$, so that $H_{\nu}^{(2)}(-iz) = \frac{2}{\pi} (-i)^{-\nu-1} K_{\nu}(z)$, with $K_{\nu}$ the modified Bessel function of the second kind, yields

$$I = k_1^{-3/2} C^3 \left( \frac{H}{\Lambda_{UV}} \right)^{3/4} \left( \frac{2}{\pi} \right)^3 e^{i\pi/4} x_2 x_3 \int_{0}^{\infty} dzz^{9/4} K_{1/4}(z) K_{5/4}(x_2^2 z) K_{5/4}(x_3^2 z). \quad (6.101)$$

We may now substitute (6.72),(6.101) back to (6.99) and obtain the three-point correlator for the operator $\mathcal{L}_{II}$.

In complete analogy, we may derive the expressions for the rest of the cubic contributions in (6.87). Upon defining

$$f_{NL}^k = \frac{B_{\Phi}^k(1,1,1)}{6k^3 P_{\Phi}^2(k)},$$

and using the relation $\Phi = \frac{3}{5} \mathcal{R}$, the three-point functions for the Newtonian potential $\Phi$ read

$$B_{\Phi}^l = 6P_{\Phi}^2(k)f_{NL}^l S_{I_l}^e(1,x_2,x_3), \quad B_{\Phi}^{II} = 6P_{\Phi}^2(k)f_{NL}^l S_{II_l}^e(1,x_2,x_3), \quad B_{\Phi}^{III} = 6P_{\Phi}^2(k)f_{NL}^l S_{III_l}^e(1,x_2,x_3), \quad (6.102)$$

where $S_{eq}$ is used to denote the shape function normalized at the equilateral limit $x_2 = x_3 = 1$, and the power spectrum of the Newtonian potential satisfies $P_{\Phi}(k) = \frac{18}{25} \frac{x^2}{k^3} P_{\mathcal{R}}(k)$, with $P_{\mathcal{R}}$ given.
in \((6.73)\). The non linearity parameters read

\[
\begin{align*}
    f_{NL}^I &= \frac{5}{18} \frac{2^{1/4}}{\pi \Gamma[5/4]} \times 0.3549, \\
    f_{NL}^{II} &= -\frac{5}{72} \frac{2^{1/4}}{\pi \Gamma[5/4]} \times 7.9071 \frac{1}{v_{ph}^2}, \\
    f_{NL}^{III} &= \frac{5}{36} \frac{2^{1/4}}{\pi \Gamma[5/4]} \times 0.4999 \frac{v_3}{v_{ph}^4},
\end{align*}
\]

\((6.103)\)

where the reader may recall that \(\frac{1}{v_{ph}^2} = \frac{\Lambda_{UV}}{H^2}\). Finally, the shape functions \(S\) are given by

\[
\begin{align*}
    S_I(1, x_2, x_3) &= \frac{x_2^2 x_3^2 + x_2^2 + x_3^2}{\sqrt{2} x_2 x_3} \int_0^\infty dz z^{5/4 + 2} K_{1/4}(z) K_{1/4}(x_2^2 z) K_{1/4}(x_3^2 z), \\
    S_{II,1}(1, x_2, x_3) &= \frac{1 - x_2^2 - x_3^2}{\sqrt{2} x_2 x_3} \int_0^\infty dz z^{5/4 + 1} K_{1/4}(z) K_{5/4}(x_2^2 z) K_{5/4}(x_3^2 z) + 2 \text{ perm}, \\
    S_{II,2}(1, x_2, x_3) &= \frac{1 + x_2^2 + x_3^2}{\sqrt{2} x_2 x_3} \int_0^\infty dz z^{5/4 + 1} K_{1/4}(z) K_{1/4}(x_2^2 z) K_{1/4}(x_3^2 z), \\
    S_{III}(1, x_2, x_3) &= \frac{1}{\sqrt{2} x_2 x_3} \int_0^\infty dz z^{5/4} K_{1/4}(z) K_{1/4}(x_2^2 z) K_{1/4}(x_3^2 z),
\end{align*}
\]

\((6.104)\)

and their graphs are depicted in Fig. 6.3.

In order to make contact with observations, it is instructive to project our predictions to the templates actually used by experiments. Following [331], an inner product between two shapes \(S_i(1, x_2, x_3)\) and \(S_j(1, x_2, x_3)\) may be defined as

\[
S_i(1, x_2, x_3) \ast S_j(1, x_2, x_3) = \int dx_2 dx_3 (x_2 x_3)^4 S_i(1, x_2, x_3) S_j(1, x_2, x_3),
\]

\((6.105)\)

which leads to a correlator of the two bispectra:

\[
\cos(S_i, S_j) = \frac{S_i \ast S_j}{\sqrt{S_i \ast S_i S_j \ast S_j}}.
\]

\((6.106)\)

The projected non linearity parameters can now be computed as [283]

\[
\begin{pmatrix}
    f_{NL}^{\text{equil}} \\
    f_{NL}^{\text{orth}} \\
    f_{NL}^{\text{flat}} \\
\end{pmatrix}
= \begin{pmatrix}
    S_{I \ast S_{\text{equil}}} & S_{II,1 \ast S_{\text{equil}}} & S_{II,2 \ast S_{\text{equil}}} & S_{III \ast S_{\text{equil}}} \\
    S_{\text{equil} \ast S_{\text{equil}}} & S_{II,1 \ast S_{\text{equil}}} & S_{II,2 \ast S_{\text{equil}}} & S_{III \ast S_{\text{equil}}} \\
    S_{\text{orth} \ast S_{\text{orth}}} & S_{II,1 \ast S_{\text{orth}}} & S_{II,2 \ast S_{\text{orth}}} & S_{III \ast S_{\text{orth}}} \\
    S_{\text{I} \ast S_{\text{I}}} & S_{\text{II,1} \ast S_{\text{I}}} & S_{\text{II,2} \ast S_{\text{I}}} & S_{\text{III} \ast S_{\text{I}}} \\
    S_{\text{flat} \ast S_{\text{flat}}} & S_{\text{I} \ast S_{\text{flat}}} & S_{\text{I} \ast S_{\text{flat}}} & S_{\text{I} \ast S_{\text{flat}}} \\
    S_{\text{flat} \ast S_{\text{flat}}} & S_{\text{I} \ast S_{\text{flat}}} & S_{\text{I} \ast S_{\text{flat}}} & S_{\text{I} \ast S_{\text{flat}}} \\
\end{pmatrix}
\begin{pmatrix}
    f_{NL}^I \\
    f_{NL}^{II} \\
    f_{NL}^{III} \\
\end{pmatrix}.
\]

\((6.107)\)
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Figure 6.3: The bispectra $x_1^2 x_2^2 x_3^2 S(1, x_2, x_3)$ of the effective theory (6.53), normalized to one in the equilateral configuration. Clockwise from top left: $S_I, S_{III}, S_{II}, S_{III}$. $S_{II}$ and $S_{III}$ are highly degenerate but evaluation at the flattened triangle $x_2 = x_3 = 1/2$ reveals their difference.

Using the templates [283, 332, 333]

\[
S_{\text{equil}}(x_1, x_2, x_3) = 6 \left( -\frac{1}{x_1^2 x_2^2} - \frac{1}{x_1^2 x_3^2} - \frac{1}{x_2^2 x_3^2} - \frac{2}{x_1^2 x_2^2 x_3^2} + \left[ \frac{1}{x_1 x_2^2 x_3^2} + 5 \text{ perm} \right] \right),
\]

\[
S_{\text{ortho}}(x_1, x_2, x_3) = 6 \left( -\frac{3}{x_1^2 x_2^2} - \frac{3}{x_1^2 x_3^2} - \frac{3}{x_2^2 x_3^2} - \frac{8}{x_1^2 x_2^2 x_3^2} + 3 \left[ \frac{1}{x_1 x_2^2 x_3^2} + 5 \text{ perm} \right] \right), \quad (6.108)
\]

\[
S_{\text{flat}}(x_1, x_2, x_3) = 6 \left( \frac{1}{x_1 x_2^2} + \frac{1}{x_1 x_3^2} + \frac{1}{x_2 x_3^2} + \frac{3}{x_1^2 x_2^2 x_3^2} - \left[ \frac{1}{x_1^2 x_2 x_3^2} + 5 \text{ perm} \right] \right),
\]

we obtain

\[
f_{\text{equil}}^{\text{NL}}(v_{ph}, c_3, \tilde{c}_3) = 0.0157 + 1.8961 v_{ph}^{s-2} + 0.0128 c_3 v_{ph}^{s-2} + 0.0167 \tilde{c}_3 v_{ph}^{s-4},
\]

\[
f_{\text{ortho}}^{\text{NL}}(v_{ph}, c_3, \tilde{c}_3) = 0.0005 + 0.1719 v_{ph}^{s-2} - 0.0004 c_3 v_{ph}^{s-2} - 0.0003 \tilde{c}_3 v_{ph}^{s-4}, \quad (6.109)
\]

\[
f_{\text{flat}}^{\text{NL}}(v_{ph}, c_3, \tilde{c}_3) = 0.0028 + 0.3182 v_{ph}^{s-2} + 0.0024 c_3 v_{ph}^{s-2} + 0.0031 \tilde{c}_3 v_{ph}^{s-4}.
\]

Inverting these expression is the final step which connects the predictions of the theory to the
observational data:

\[ v_{ph}^{s-2} = -0.0009 + 38.4502 f_{NL}^{\text{equil}} - 29.577 f_{NL}^{\text{ortho}} - 209.997 f_{NL}^{\text{flat}}, \]
\[ c_3 v_{ph}^{s-2} = 3.5240 + 46461.8 f_{NL}^{\text{equil}} - 41701.4 f_{NL}^{\text{ortho}} - 254330 f_{NL}^{\text{flat}}, \]
\[ \tilde{c}_3 v_{ph}^{s-4} = -3.54037 - 39917.2 f_{NL}^{\text{equil}} + 35320.9 f_{NL}^{\text{ortho}} + 218778 f_{NL}^{\text{flat}}. \] (6.110)

From this form one may proceed to input the Planck values for each \( f_{NL} \) and constrain the UV scale relative to the Hubble scale. However, since the Planck covariance matrix has not been published and the current error bars still leave a fairly sized parameter space available, it is, currently, hard to draw any conclusion from (6.110), apart from the fact that the value \( \Lambda_{UV} = 100H \), which is expected from scaling arguments – see discussion around (6.96), is perfectly consistent with the Planck bounds. We hope that in the near future higher experimental resolution will allow for more precise statements about the UV theory of inflation.

A desirable feature of the EFT (6.53), would be to generate a new distinguishable shape of non Gaussianities but evidently this is not the case. All these shapes are unfortunately identical to the ones obtained in [283] for the standard EFT (5.91), so effects of massive fields on the inflaton perturbations are difficult to distinguish using the three-point correlator. What is important though is the meaning of the observables when heavy fields are considered.

One way to lift this shape degeneracy might be the following: recall that we have assumed that the scale of the dispersive regime \( \Lambda_{\text{new}} \), is much lower than the Hubble scale \( H \) so we have neglected any effect of order \( \Lambda_{\text{new}}/H \). Taking corrections with respect to this ratio might reveal new signatures but the complicated dynamics (6.66) of the theory are a considerable obstacle towards that direction. Numerical study is always an option but analytical results would be preferable in order to gain insight into the EFT structure from the way this parameter would appear in the observables.

We now close this Chapter with a short summary and finally proceed to our conclusions.
Chapter 7

Summary of Part III

In this Part, we focused on an effective field theory designed to capture effects of heavy scalars on the dynamics of the inflaton perturbations. In the framework of the EFT of inflation developed in [38], we considered insertions of a specific class of operators of the form $\frac{M^2}{M^2 - \nabla^2}$, with $M$ the heavy mass, which parametrise the low energy couplings of the EFT as arising from the mediation of heavy particles in the UV.

We saw how these operators modify the dispersion relation of the low energy mode $\pi$, the inflaton perturbation, leading to a non linear relation of the form $\omega \propto p^2$. Assuming that the modes crossed the Hubble radius within this dispersive regime, these operators generically lead to $\Lambda_{\text{sb}} \sim \Lambda_{\text{sc}} \sim \Lambda_{\text{UV}}$, where $\Lambda_{\text{sb}}$ is the symmetry breaking scale, $\Lambda_{\text{sc}}$ is the strong coupling scale and $\Lambda_{\text{UV}}$ is the UV scale.

Finally, we saw how the power spectrum, the tensor-to-scalar ratio, the non linearity parameter and the three-point functions are affected by the presence of massive scalars. Even though distinct non Gaussian signatures are not generated, an important feature is that these quantities depend on the parameters $\{\epsilon, H, \Lambda_{\text{UV}}\}$, as opposed to $\{\epsilon, H, c_s\}$ in the case of the EFT without the $\frac{M^2}{M^2 - \nabla^2}$ insertions. Thus, the scale of heavy physics appears directly in the observables and can be constrained from current astrophysical surveys such as PLANCK.
Part IV

Concluding remarks & future directions
In this thesis, we focused on two main topics of inflationary physics: the observational signatures of cosmic superstrings formed at the end of string inflationary models, and the properties of primordial scalar perturbations on a background of heavy scalar fields, using a universal effective field theory.

Cosmic superstrings could, in principle, provide a unique observational window into string theory and the way inflation works within this UV complete framework. The compactifications of string theory to four dimensions yield effective models with unknown couplings, and observational constraints on cosmic superstrings may be used to determine the values of these parameters. Moreover, knowledge of the radiative mechanisms of cosmic superstrings, within each class of string inflationary models, is crucial for the detection of such structures by astrophysical surveys.

Primordial curvature perturbations provide an insight in both the inflationary dynamics and the process of large scale structure formation in the universe. Constructing an effective field theory for scalar perturbations, allows one to study their dynamics in a model independent way and then use the observational constraints to bound the unknown coefficients of the action. For this to work, it is important to know the precise connection between the experimentally measured quantities and the theoretical predictions.

Specifically, in Ch. 2 we studied the $D_3/D_7$ inflationary model [137–139], which has a $D$-term potential driving inflation. In this class of models, inflation ends when a scalar field develops a tachyonic mass, destabilising the inflationary vacuum and driving the inflaton to a new vanishing vev. This is known as the waterfall stage. In this new stable vacuum, the waterfall fields acquire a non zero vev which spontaneously breaks the $U(1)$ symmetry under which they are charged, hence cosmic superstrings are expected to form at the end of inflation.

Our aim was to study the nature of these strings. We showed that the $U(1)$ symmetry under which the waterfall fields of $D_3/D_7$ are charged, is anomalous in the sense that their charges do not sum to zero. In string theory, this anomaly is automatically cancelled by a term in the effective supersymmetric Lagrangian, originating from the reduction of the ten dimensional Chern-Simons part of the D7-brane worldvolume action. Effects of this term on the cosmic superstrings had not been previously considered in this model.

In the low energy theory, this term has two effects: it results in an axion field that couples to the cosmic superstrings, and in addition, it yields a field dependent Fayet-Iliopoulos term which is a function of this axion. Such axionic strings are known to have long range interactions which lead to their decay. However, we argued that in the $D_3/D_7$ model, cosmic superstrings do not exhibit these long range forces. As shown in [170], when the axion field is allowed to vary in space, it contributes to the string energy in such a way, so that it remains confined in the string core and no long range interactions are induced. In the $D_3/D_7$ model, the expectation value of this axion field, which we identified as the modulus which controls the volume of the compactification space, naturally has such a spatial dependence. This is because of the following reason: the Fayet-Iliopoulos term is field dependent so the volume modulus needs to be stabilised in a vacuum expectation value. The stabilising potential involves the waterfall scalars and hence, the vacuum expectation value of the volume modulus depends on these fields. Since these fields form the cosmic string, the axion inherits a spatial dependence on the string background.

Furthermore, the fermionic superpartner of the volume modulus, provides a chiral zero mode that may stabilise a string loop and form a vorton. Such configurations are undesirable in cos-
mological models, since they are inconsistent with observational results. However, in the model under consideration, vortons decay and thus do not have catastrophic cosmological implications which could rule it out.

Apart from our results for the cosmic superstrings produced in the model, we argued that the inflationary process itself seems problematic. As shown in [186–188], supergravity theories with constant FI terms cannot have all moduli fixed, since this renders the theory gauge variant. As already mentioned, the $D3/D7$ model assumes constant vacuum expectation values for all the moduli fields, and hence a constant FI term. Therefore, it is incompatible with these theoretical constraints and the slow roll inflationary phase needs to be revisited.

In Ch. 3, we focused on radiative processes of cosmic F-strings and D1-branes on warped backgrounds, which are geometries where the four dimensional metric has a dependence on the compact directions. In previous studies [194], it was shown that since a 2-form field in four dimensions may be equivalently described by a scalar degree of freedom, cosmic superstrings that couple to 2-form fields can radiate scalar particles. In [192], it was claimed that the main radiative channel of type IIB superstrings—which couple to the RR 2-form—on a warped background, is the scalar radiation, since gravitational radiation is suppressed due to the warping. However, it is well known [153], that in string theory models, the only way to obtain a warped geometry is to include orientifold planes. In presence of orientifold planes, the spectrum of a theory is truncated to the subspace that contains states that are invariant under the orientifold action. We argued that since the RR 2-form is projected out of the four dimensional spectrum, a superstring cannot radiate scalar particles from such a source. The same holds for the NSNS 2-form to which a fundamental string could couple.

Furthermore, we placed our study in the context of a well known type IIB inflationary model on a warped background, since this is a natural context for cosmic superstring formation. This is the $D3/\bar{D}3$ inflationary model [191] on a compact version [153] of the Klebanov-Strassler throat [198]. Cosmic superstrings on a KS throat were studied in [200], where it was shown that they may be described as a D3-brane wrapping a 2-cycle of the internal manifold, while its two remaining dimensions extend in spacetime. Such a brane couples to all the lower rank form fields, namely the RR 4-form and 2-form, as well as the NSNS 2-form. We argued that, even though the 2-forms are projected out of the four dimensional spectrum, since the D3-brane wraps an internal cycle, the resulting string may couple to fields that arise in four dimensions, from the RR and NSNS forms when they have legs along the compactification manifold. This means that scalar particles resulting from the 2-forms when they have both legs in the internal space, as well as the 2-form that arises form the 4-form when it has two legs along the internal space, could in principle result in scalar radiation from the superstring. However, the equations of motion for these fields are coupled and the analysis of their dynamics is complicated. Therefore, due to the limited progress in the literature, we cannot conclude whether such radiation dominates over gravitational waves or not.

In Ch. 6, we changed our perspective from background dynamics to the study of scalar perturbations along a general homogeneous and isotropic, inflating background, within the framework of the effective field theory of inflation. In [37,38], it was shown that scalar perturbations transform non trivially under temporal diffeomorphisms, and they can be described as Goldstone bosons that arise from this symmetry breaking. The effective action can be constructed as a polynomial over all the operators that are consistent with the reduced symmetry, with unknown
dimensionful coefficients. Observational results can then be used in order to constrain the values of these parameters.

Motivated by string theory models which contain a vast variety of heavy scalar fields, e.g. moduli fields, we identified a class of operators that parametrise the low energy couplings of the effective action of curvature perturbations, as arising from the mediation of massive scalars in the UV. This was accomplished by writing a generic action with multiple heavy fields and then integrating them out in order to obtain an effective action for the light modes, i.e. the inflaton perturbations.

As in any effective theory, there are three important energy scales that define it. The first scale is the characteristic scale of the system under consideration, which is the energy scale around which the experimental measurement is performed. For the case of curvature perturbations, this is the Hubble scale $H$, where the modes freeze in time, leaving their imprint on the CMB. The second scale is the energy where the effective theory breaks down because all the effects that we neglected become important. This is what we call $\Lambda_{\text{UV}}$, and for us, it signifies the scale where the massive fields have to be incorporated in the theory as dynamical degrees of freedom. Lastly, the third scale is the one below which the theory can be treated perturbatively, or equivalently, it is weakly coupled. This ensures that the effective theory at hand can be used as a computational tool; this is what we call the strong coupling scale $\Lambda_{\text{sc}}$. For an effective theory to work, there is an obvious requirement: $H \ll (\Lambda_{\text{UV}}, \Lambda_{\text{sc}})$.

We demonstrated that in the presence of these operators this inequality is satisfied and especially that the weakly coupled regime of the theory is extended towards the scale $\Lambda_{\text{UV}}$. Furthermore, we showed how these operators affect the physics of the low energy modes by reducing their propagation speed and consequently modifying their dispersive behaviour. Specifically, the dispersion relation of the inflaton perturbations displays two regimes – a linear and a non linear, dispersive regime – separated by another important energy scale of the theory, $\Lambda_{\text{new}}$. Assuming that the light modes reach the Hubble scale $H$ within the dispersive regime, i.e. $\Lambda_{\text{new}} \ll H$, the observables of the theory have a different meaning compared to the ones of the effective action without these operators. Namely, in the presence of heavy fields, the power spectrum, the tensor-to-scalar ratio and the non linearity parameter are directly related to $H$, the slow roll parameter $\epsilon$, and $\Lambda_{\text{UV}}$. We also computed the shapes of the three-point correlators to find that they are indistinguishable with respect to the lower derivative EFT although the momentum dependence of the integrals in the two cases is quite different.

This thesis has taken a few steps toward the aforementioned directions, but there is still a lot of work to be done. Firstly, it would be interesting to explicitly compute the axionic wave function in the $D3/\bar{D3}$ model and solve it, at least numerically, in order to obtain the power spectrum of radiation. Radiative signals of cosmic superstrings are of considerable importance since if detected, they would support string theory as a UV complete physical theory.

Another interesting topic that combines the UV models of Part II and the effective field theory approach of Part III, is to search for the set of operators in the effective action for inflaton perturbations, that parametrise stringy inflationary models. Such a study could open a new observational window into string theory via the non Gaussian signatures of string inflationary models. Although non Gaussianities of certain models, such as DBI inflation, have been previously studied, a model independent systematic description of stringy effects, to the best of our knowledge, has not been attempted. We took the first step toward this direction by studying
operators that capture massive scalars. One could enrich these results by including massive
gauge fields and fermions that couple to the inflaton perturbations and study their effects along
the lines of Ch. 6.

In view of the precision era that cosmology enters, understanding the connection between ob-
servable quantities and free parameters of inflationary models is of crucial importance. Equipped
with such knowledge, even if observational surveys disfavour non Gaussian signatures or cosmic
strings, one may still seek an answer to the persisting question that drives research throughout
human history: “Why?”.
Appendix A

Effective action to second order in slow roll

In this appendix we solve the free, flat gauge effective theory, discussed in Sec. 5.3.3, to second order in the slow roll parameters. Recall that in the unitary gauge, where time diffeomorphism invariance is non linearly realised through $\pi$, the effective action is given by (5.87), which after performing an ADM decomposition of spacetime (5.24), may be rewritten as

$$S_2[\pi] \subset M_{Pl}^2 \int dx^3 dta^3 \left[ \frac{1}{2} \left( R(\gamma_{ij}) + K_{ij}K^{ij} - K^2 \right) - 3H^2(t + \pi) \right. $$

$$+ \dot{H}(t + \pi) \left( -1 - \frac{1}{N^2} (1 + \dot{\pi})^2 + 2(1 + \dot{\pi})\partial_i\pi \frac{N^i}{N^2} + \frac{(\partial\pi)^2}{a^2} - \frac{N^i N^j \partial_i\pi \partial_j\pi}{N^2} \right) $$

$$\left. + \frac{M^2_2(t + \pi)}{2!M_{Pl}^2} \left( - \frac{1}{N^2} (1 + \dot{\pi})^2 + 2(1 + \dot{\pi})\partial_i\pi \frac{N^i}{N^2} + \left( \gamma^{ij} - \frac{N^i N^j}{N^2} \right) \partial_i\pi \partial_j\pi \right)^2 \right], \tag{A.1}$$

where $K_{ij}$ is the extrinsic three-dimensional curvature tensor defined in (5.66), only this time we will compute it in the spatially flat gauge using the metric (5.16). Let us calculate the Einstein-Hilbert term first. Note that the Ricci scalar of the spatial slice vanishes since without loss of generality one can decompose spacetime into flat foliations. Next, from the curvature square term we get

$$K_{ij}K^{ij} = \frac{1}{N^2} \left( 3H^2 - 2H\partial N + \frac{1}{2} \left( \partial_i N_j \partial^i N^j + \partial_i N_j \partial^j N^i \right) \right) ,$$

while the trace term yields

$$K^2 = \frac{1}{N^2} \left( 9H^2 + (\partial N)^2 - 6H\partial N \right).$$
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Therefore the Einstein-Hilbert contribution to the action reads
\[
S_{\text{EH}} = \frac{M_{\text{Pl}}^2}{2} \int dx^3 dt \frac{a^3}{N} \left( -6H^2 + 4H\dot{\partial}N - (\partial N)^2 + \frac{1}{2} \left( \partial_i N_j \delta^j_i N^j + \partial_i N_j \partial^j_i N^j \right) \right).
\] (A.2)

Next, let us concentrate on terms that are quadratic in \( \pi \) knowing beforehand that the constraint equations will give solutions that are first order in \( \pi \), i.e. \((\delta N, N^i) \sim O(\pi)\). Moreover, let us assume, as we did in Sec. 5.3.2, that the shift vector is the derivative of a scalar, \( N^i = \partial^i \psi_1 \), so that the term
\[-(\partial N)^2 + \frac{1}{2} \left( \partial_i N_j \delta^j_i N^j + \partial_i N_j \partial^j_i N^j \right)\]
can be integrated by parts to yield a vanishing contribution. Moreover, we set \( \delta N = N - 1 \), so that \( \frac{1}{N} = 1 - \delta N + (\delta N)^2 + \cdots \). At this stage the action (A.1) reads
\[
S[\pi] = M_{\text{Pl}}^2 \int dx^3 dt a^3 \left[ -3 \frac{H^2}{N} - 3H^2(t + \pi)N + 2H\partial N(1 - \delta N) - \dot{H}(t + \pi)\pi^2 \right.
\[
- \dot{H}(t + \pi)(\delta N)^2 + 2\pi \dot{H}(t + \pi)\delta N - 2\dot{H}(t + \pi)(1 + \pi)
\[
- 2\dot{H}(t + \pi)\pi \partial N(1 - \delta N) + \dot{H}(t + \pi)\left( \frac{\partial \pi}{\partial N} \right)^2 N + 2M_i^2(t + \pi)\frac{\partial \pi}{\partial N} + \frac{M_i^2(t + \pi)}{M_{\text{Pl}}^2}\left( \delta N - \frac{\pi}{\dot{\pi}} \right)^2 \right].
\] (A.3)

In order to write this action as a series in slow roll, one needs to expand all the time dependent quantities as in (5.89). Defining the slow roll parameters as
\[
\epsilon \equiv -\frac{d \ln H}{H dt}, \quad s \equiv \frac{d \ln c_s}{H dt}, \quad \eta \equiv \frac{d \ln \epsilon}{H dt}, \quad t \equiv \frac{d \ln s}{H dt}, \quad \xi \equiv \frac{d \ln \eta}{H dt},
\] (A.4)
the Taylor expansions to second order in \( \pi \) read
\[
H(t + \pi) = H \left[ 1 - H\pi \epsilon + H^2 \pi^2 \left( \epsilon^2 - \frac{\epsilon \eta}{2} \right) \right], \quad \text{(A.5)}
\]
\[
\dot{H}(t + \pi) = \dot{H} \left[ 1 + \pi \dot{H}(\eta - 2\epsilon) + \pi^2 H^2 \left( 3\epsilon^2 - \frac{7}{2} \epsilon \eta + \frac{1}{2} \eta^2 + \frac{1}{2} \xi \right) \right], \quad \text{(A.6)}
\]
\[
M_i^2(t + \pi) = M_i^2 + \delta M_i^2 \pi + \frac{1}{2} \ddot{M}_i^2 \pi^2, \quad \text{(A.7)}
\]
where all quantities on the RHS are time dependent, e.g. \( H \equiv H(t) \). Before performing this expansion, we note that the term \(-2\dot{H}(t + \pi)(1 + \pi)\) in the second line of (A.3), can be rewritten as \(-2\frac{\partial}{\partial t} H(t + \pi)\), in which form it may then be integrated by parts to yield \(6a^3 H H(t + \pi)\). We can now substitute the expanded expressions in the action to get
\[
S[\pi] = -M_{\text{Pl}}^2 \int dx^3 dt a^3 \left[ 3(H\delta N + \pi\dot{H})^2 + \frac{H}{c_s^2} (\delta N - \pi)^2 - \dot{H} \left( \frac{\partial \pi}{\partial N} \right)^2 a^2 + 2\partial N(H\delta N + \pi\dot{H}) \right], \quad \text{(A.8)}
\]
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where we have neglected total derivative terms and made use of the relation (5.84) between the speed of sound and the ratio \( \frac{M^2_s}{H\mpl^2} \). At this point we need to solve for the lapse and shift constraints. After simple algebra, we get

\[
\delta N = \epsilon H \pi \quad \text{and} \quad \partial N = -\frac{\epsilon}{c_s^2} \frac{d}{dt}(H\pi).
\]  

(A.9)

Substituting these back into the action we arrive at the expression

\[
S_2[\pi] = -M^2_\mpl \int dx^3 dt a^3 \left[ \pi^2 - c_s^2 \frac{(\partial\pi)^2}{a^2} - \epsilon H^2 \pi^2 - 2\epsilon H \pi \dot{\pi} \right].
\]  

(A.10)

which can be further integrated by parts, to yield the final action to second order in slow roll

\[
S_2[\pi] = -M^2_\mpl \int dx^3 dt a^3 \left[ \pi^2 - c_s^2 \frac{(\partial\pi)^2}{a^2} + \epsilon H^2 (3 - \epsilon + 2\eta - 2s) \pi^2 \right].
\]  

(A.11)

This action contains the first order result (5.90).

Let us now compute the dynamics of the Goldstone mode. The equation of motion in conformal time is

\[
\pi'' + aH(2 - 2s - 2\epsilon + \eta)\pi' + (c_s^2 k^2 - 2\epsilon a^2 H^2 (3 - \epsilon + 2\eta - 2s)) \pi = 0.
\]  

(A.12)

Since we are interested in higher order results it is better to define the variable \( y = \frac{c_s k}{aH} \), over which the equation of motion reads

\[
\pi_{yy} + (\sigma_1 + \sigma_2 - 2) \frac{\pi_y}{y} + \left( \frac{\sigma_3^2 - 2 \sigma_4}{y^2} \right) \pi = 0,
\]  

(A.13)

where we have defined

\[
\sigma_1 = (s + \eta)\sigma_3, \quad \sigma_2 = (ts + \eta\epsilon)\sigma_3^2, \quad \sigma_3 = \frac{1}{s + \epsilon - 1}, \quad \sigma_4 = \epsilon(3 + 2\eta - \epsilon - 2s)\sigma_3.
\]  

(A.14)

The solution is given in terms of a linear combination of Hankel functions of the first and second kind, but requiring positive frequency modes at asymptotic infinity \( \tau \to -\infty \) forces us to keep the Hankel function of the first kind

\[
\pi = Cy^{\nu} H^{(1)}_{\nu}(3 - \sigma_1 - \sigma_2)H^{(-1)}_{\nu}(3 - \sigma_1) = \frac{\sqrt{(3 - \sigma_1 - \sigma_2)^2 + 8\sigma_4}}{2},
\]  

(A.15)

The constant \( C \) is fixed by the requirement that the solution satisfies the canonical commutation relation \( [\pi(x), P_\pi(y)] = i\delta(x - y) \). The conjugate momentum of \( \pi \) is \( P_\pi = 2a^3 \epsilon H^2 \frac{c_s^2}{\pi} \) so that
upon converting to conformal time, the commutator reads

\[
[\pi(x), \pi'(y)] = i \frac{c_\text{s}^2}{2\epsilon(aH)^2} \delta(x - y).
\] (A.16)

This commutator can be translated into a Wronskian condition on the solution (A.15), namely

\[
C^2(y\sigma_3)' y^{3-\sigma_1-\sigma_2} W[H^{(1)}, H^{(2)}] = i \frac{c_\text{s}^2}{2\epsilon(aH)^2},
\] (A.17)

where \(W[H^{(1)}(x), H^{(2)}(x)] = i \frac{4}{\pi} \times\) denotes the Wronskian of the Hankel function. Using the fact that \((y\sigma_3)' = c_\text{s}k(1 - \sigma_2)\), after some algebra we obtain the final solution for \(\mathcal{R} = -H\pi\) as

\[
\mathcal{R}_k(\tau) = \sqrt{\frac{\pi}{2\sqrt{2}}} \frac{1}{a(\tau)} \frac{c_\text{s}}{\sqrt{\epsilon}} \sqrt{-\sigma_3} \frac{1}{aH(1 - \sigma_2)} H^{(1)}_{\nu}(-y\sigma_3),
\] (A.18)

with \(\nu\) as in (A.15). To first order in slow roll, \(\sigma_2 = 0\) and \(-\sigma_3 = 1 + s + \epsilon\), while \(-\frac{1}{aH} = \tau(1 - \epsilon)\), so that the above expression reads

\[
\mathcal{R}_k(\tau) = \sqrt{\frac{\pi}{2\sqrt{2}}} \frac{1}{a(\tau)} \sqrt{-\frac{(1 + s)\tau}{\epsilon c_\text{s}^2}} H^{(1)}_{\nu}(-c_\text{s}k(1 + s)\tau), \quad \nu = \frac{3}{2} + \epsilon + \frac{\eta}{2} + \frac{s}{2},
\] (A.19)

in agreement with the one found in [257].
Appendix B

Integration of several massive fields

Here we justify the form of the interaction terms that appear in the generalised effective action (6.7), by explicitly integrating out several heavy fields. Let us write the simplest action coupling multiple heavy fields to \( \delta g^{00} \equiv g^{00} + 1 \). We will consider an action quadratic in the heavy fields, but to all orders in \( \delta g^{00} \). To lowest order in \( \delta g^{00} \), we have

\[
S = -\frac{1}{2} \int d^3x dt \sum_a \left\{ \mathcal{F}_a \left[ -\Box + M_a^2 - B_a \delta g^{00} \right] \mathcal{F}_a + 2A_a \delta g^{00} \mathcal{F}_a + \sum_b C_{ab} \mathcal{F}_a \dot{\mathcal{F}}_b \right\}, \tag{B.1}
\]

where \( A_a, B_b, C_{ab} \) are background quantities and \( \mathcal{F}_a \) are scalar fields of mass \( M_a \). The matrix \( C_{ab} \) is an anti-symmetric matrix, \( \Box \) corresponds to the FLRW version of the D’Alambertian operator

\[
\Box = -\partial_t^2 - 3H \partial_t + \nabla^2, \tag{B.2}
\]

and the couplings have mass dimensions \( [A] = 3, [B] = 2, [C] = 1 \). Notice that we have excluded non diagonal mass terms, which may be eliminated by field redefinitions.

To proceed, we neglect the friction terms coming from the volume factor \( a^3 \) in \( d^3x dt \), and focus on the general structure stemming from integrating out the massive fields \( \mathcal{F}_a \). The more elaborate case in which the friction term is incorporated is completely analogous. The equations of motion are

\[
\left( -\Box + M_a^2 - B_a \delta g^{00} \right) \mathcal{F}_a + \sum_b C_{ab} \dot{\mathcal{F}}_b = -A_a \delta g^{00}. \tag{B.3}
\]

We are interested in the low energy behaviour of this system. Therefore, following the reasoning of Sec. 6.3, we disregard the time derivative \( \partial_t^2 + 3H \partial_t \) when compared to the operator \( M_a^2 - \nabla^2 \). On the contrary, we do not neglect the time derivative in the interaction term, as its role is to couple different massive fields and its contribution depends on the strength of \( C_{ab} \). These
considerations lead to the equation
\[ \Omega_a \mathcal{F}_a + \sum_b C_{ab} \dot{\mathcal{F}}_b = -A_a \delta g^{00}, \quad (B.4) \]

where
\[ \Omega_a \equiv M^2_a - \nabla^2 - B_a \delta g^{00}. \quad (B.5) \]

Since in this limit the heavy fields \( \mathcal{F}_a \) are non dynamical, we may treat them as Lagrange multipliers and insert them back into the action without kinetic terms. This leads to an effective action with the following contribution due to the heavy fields:
\[ S = -\frac{1}{2} \int d^3x dt \sum_a \delta g^{00} A_a \mathcal{F}_a, \quad (B.6) \]

where the \( \mathcal{F}_a \) are the solutions of (B.4). To obtain \( \mathcal{F}_a \), notice first that (B.4) may be reexpressed as
\[
\begin{pmatrix}
-\Omega_1 & -C_{12} \partial_t & -C_{13} \partial_t & \cdots \\
C_{12} \partial_t & -\Omega_2 & -C_{23} \partial_t & \cdots \\
C_{13} \partial_t & C_{23} \partial_t & -\Omega_3 & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\begin{pmatrix}
\mathcal{F}_1 \\
\mathcal{F}_2 \\
\mathcal{F}_3 \\
\vdots
\end{pmatrix}
= \begin{pmatrix}
A_1 \\
A_2 \\
A_3 \\
\vdots
\end{pmatrix} \delta g^{00}.
\quad (B.7)
\]

To deal with this equation, we assume that the off-diagonal terms are subleading when compared to the diagonal terms \( \Omega_a \). This allows us to invert the matrix operator perturbatively, leading to the first order result:
\[
\begin{pmatrix}
\mathcal{F}_1 \\
\mathcal{F}_2 \\
\mathcal{F}_3 \\
\vdots
\end{pmatrix}
= \begin{pmatrix}
-\Omega_1^{-1} & \Omega_1^{-1} C_{12} \partial_t & \Omega_1^{-1} C_{13} \partial_t & \cdots \\
\Omega_2^{-1} C_{12} \partial_t & -\Omega_2^{-1} & \Omega_2^{-1} C_{23} \partial_t & \cdots \\
\Omega_3^{-1} C_{13} \partial_t & C_{23} \partial_t & -\Omega_3^{-1} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{pmatrix}
\begin{pmatrix}
A_1 \\
A_2 \\
A_3 \\
\vdots
\end{pmatrix} \delta g^{00},
\quad (B.8)
\]

which may be rewritten as
\[ \mathcal{F}_a = -\frac{A_a}{\Omega_a} \delta g^{00} + \sum_b C_{ab} \frac{1}{\Omega_a} \partial_t \frac{1}{\Omega_b} A_b \delta g^{00}. \quad (B.9) \]

We now plug this solution back into the action (B.6) to obtain
\[ S = \frac{1}{2} \int d^3x dt \left\{ \sum_a A_a A_a \delta g^{00} \frac{1}{\Omega_a} \delta g^{00} - \sum_{ab} A^a C_{ab} \delta g^{00} \frac{1}{\Omega_a} \partial_t \frac{1}{\Omega_b} A^b \delta g^{00} \right\}. \quad (B.10) \]

To simplify this expression notice that due to the antisymmetry of \( C_{ab} \), the second term vanishes whenever the time derivative \( \partial_t \) acts on a quantity that does not carry the label \( b \). This means that the only non vanishing contributions coming from the second term are those proportional
to $\dot{A}_b$, $\dot{B}_b$ and $\dot{M}_b^2$. For definiteness, and to keep our discussion simple, let us assume that both $B_b$ and $M_b^2$ are constants and consider only a time dependence of the $A_a$ coefficients. In this case we obtain the formal result

$$S = \frac{1}{2} \int d^3x dt \left\{ \sum_a A_a A_a \delta g^{00} \frac{1}{\Omega_a} \delta g^{00} - \sum_{ab} (C_{ab} A_a \dot{A}_b) \delta g^{00} \frac{1}{\Omega_a \Omega_b} \delta g^{00} \right\}.$$  \hfill (B.11)

As discussed in Sec. 6.3, the inverse of $\Omega_a$ is an operator which has the following expansion

$$\Omega_a^{-1} = \frac{1}{M_a^2 - \nabla^2} \left[ 1 - \delta g^{00} \frac{B_a}{M_a^2 - \nabla^2} \right]^{-1} = \frac{1}{M_a^2 - \nabla^2} \sum_n \left[ \delta g^{00} \frac{B_a}{M_a^2 - \nabla^2} \right]^n.$$  \hfill (B.12)

Inserting this expansion back into the action (B.11) and keeping terms up to cubic order, we finally arrive at the expression

$$S = \frac{1}{2} \int d^3x dt \left\{ \delta g^{00} \left[ \sum_a \frac{A_a^2}{M_a^2 - \nabla^2} - \sum_{ab} \frac{C_{ab} A_a \dot{A}_b}{(M_a^2 - \nabla^2)(M_b^2 - \nabla^2)} \right] \delta g^{00} \\
+ \sum_a A_a^2 B_a \delta g^{00} \frac{1}{M_a^2 - \nabla^2} \left[ \delta g^{00} \frac{1}{M_a^2 - \nabla^2} \delta g^{00} \right] \\
- \sum_{ab} C_{ab} A_a \dot{A}_b B_a \delta g^{00} \frac{1}{M_a^2 - \nabla^2} \left[ \delta g^{00} \frac{1}{M_b^2 - \nabla^2}(M_a^2 - \nabla^2) \delta g^{00} \right] \\
- \sum_{ab} C_{ab} A_a \dot{A}_b A_b \delta g^{00} \frac{1}{(M_b^2 - \nabla^2)(M_c^2 - \nabla^2)} \left[ \delta g^{00} \frac{1}{M_a^2 - \nabla^2} \delta g^{00} \right] + \cdots \right\}. \hfill (B.13)

This implies that the general quadratic action for the Goldstone boson $\pi$ takes the form

$$S^{(2)} = -M_{\text{Pl}}^2 \int d^3x dt a^3 H \left\{ \dot{\pi} \left( 1 + \sum_a \frac{\beta_a}{M_a^2 - \nabla^2} + \sum_{ab} \frac{\beta_{ab}}{(M_a^2 - \nabla^2)(M_b^2 - \nabla^2)} + \cdots \right) \dot{\pi} \\
- (\nabla \pi)^2 \right\}, \hfill (B.14)$$

where $\beta_{ab...}$ collectively denote combinations of the $A, B, C$ parameters of (B.1). For instance, $\beta_a$ parametrises the coupling to a heavy field with index $a$, and $\beta_{ab}$ parametrises the interactions between heavy fields carrying labels $a$ and $b$ etc. In momentum space, the action reads

$$S^{(2)} = -M_{\text{Pl}}^2 \int d^3k dt a^3 \tilde{H} \left[ \dot{\pi} \left( 1 + \sum_a \frac{\beta_a}{M_a^2 + p^2} + \sum_{ab} \frac{\beta_{ab}}{(M_a^2 + p^2)(M_b^2 + p^2)} + \cdots \right) \dot{\pi} \\
+ p^2 \pi^2 \right]. \hfill (B.15)$$
The equation of motion for the $\pi$ field is therefore given by
\[
\ddot{\pi} + 3H\dot{\pi} - c_s^2(p^2)p^2\pi = 0,
\] (B.16)
where
\[
c_s^2(p) = \frac{\prod_a(M_a^2 + p^2) + \sum_a \beta_a \prod_{b\neq a}(M_b^2 + p^2) + \sum_{a<b} \beta_{ab} \prod_{c\neq a,b}(M_c^2 + p^2) + \ldots + \beta_{12\ldots N}}{\prod_a(M_a^2 + p^2) + \sum_a \beta_a \prod_{b\neq a}(M_b^2 + p^2) + \sum_{a<b} \beta_{ab} \prod_{c\neq a,b}(M_c^2 + p^2) + \ldots + \beta_{12\ldots N}}. (B.17)
\]
The inverse speed of sound squared is defined as the limit
\[
c_s^{-2} = \lim_{p \to 0} c_s^{-2}(p) = 1 + \sum_a \frac{\beta_a}{M_a^2} + \sum_{a<b} \frac{\beta_{ab}}{M_a^2 M_b^2} + \ldots + \frac{\beta_{12\ldots N}}{M_1^2 M_2^2 \ldots M_N^2}, (B.18)
\]
where $N$ is the number of heavy fields and the indices run from $1 \ldots N$. To analyse this, let us consider the short wavelength regime where the friction term can be disregarded. The dispersion relation is then
\[
\omega^2(p) = c_s^2(p)p^2. (B.19)
\]
For the case of one additional heavy field we get
\[
c_s^2(p) = \frac{M^2 + p^2}{M^2 + p^2 + \beta}, (B.20)
\]
which reduces to the expression (6.9) when $\beta = \frac{2M_1^4 M^2}{M_1^2 |\dot{H}|}$, in consistency with a speed of sound given by (5.84). For multiple non interacting fields where $\beta_{ab\ldots} = 0$, (B.17) becomes
\[
c_s^2(p) = \prod_a(M_a^2 + p^2) \left[ \prod_a(M_a^2 + p^2) + \sum_a \beta_a \prod_{b\neq a}(M_b^2 + p^2) \right]^{-1}, (B.21)
\]
with the inverse speed of sound squared given by
\[
c_s^{-2} = 1 + \sum_a \frac{\beta_a}{M_a^2}. (B.22)
\]
Recall that we are restricted to the low energy regime
\[
\omega^2 \ll M_a^2 + p^2
\]
in order for the expansion (B.5) to be valid. Without loss of generality we can consider two cases: one where the $M_a$ are all comparable, and the other where there exists some hierarchy among these heavy masses. Both can be studied using a representative mass $M_l^2$ which is either equal to or lower than any other. In the former case we require the inequality to hold for all $a$,
while in the latter we require \( \omega^2 \ll M_2^2 + p^2 \). The generic UV scale for arbitrary number of fields with different masses will be a complicated function of the speed of sound and the mass scales of the problem. We will thus only study in some detail the case where all the heavy masses \( M_a \) are comparable: \( M_a^2 \approx M^2 \, \forall \, a \). The dispersion relation then reads

\[
\omega^2(p) = \frac{(M^2 + p^2)p^2}{M^2 + p^2 + \sum_a \beta_a + (M^2 + p^2)^{-1} \sum_{a < b} \beta_{ab} + \ldots + \beta_{12 \ldots N}(M^2 + p^2)^{1-N}}. \tag{B.23}
\]

From this expression we can read off the low energy regime as an upper bound in the momentum

\[
p^2 \ll M^2 + \sum_a \beta_a + (M^2 + p^2)^{-1} \sum_{a < b} \beta_{ab} + \ldots + \beta_{12 \ldots N}(M^2 + p^2)^{1-N}. \tag{B.24}
\]

We see that in general this is a polynomial inequality of degree \( N \) in squared momentum

\[G^N(p^2) \ll 0.\]

Therefore the solution is \( p^2 \ll p_{UV}^2(M, c_s, \beta) \) with \( p_{UV}^2 \) representing the degenerate positive root of the polynomial \( G^N \). The energy scale \( \Lambda_{UV} \) is then given by substituting \( p_{UV}^2 \) into the dispersion relation. Since this is the root of the polynomial \( G^N(p^2) \) the denominator of Eq. (B.23) is just proportional to \( p_{UV}^2 \) and the expression simplifies to

\[\Lambda_{UV}^2 \sim M^2 + p_{UV}^2. \tag{B.25}\]

We also see a modification of the dispersion relation in the multiple heavy field case. For small values of \( p^2 \) compared to the mass squared, the low energy regime condition (B.24) becomes

\[
p^2 \ll M^2 + \sum_a \beta_a + \sum_{a \neq b} \beta_{ab} M^{-2} + \ldots + \beta_{12 \ldots N} M^{2(1-N)}. \tag{B.26}
\]

This inequality is automatically satisfied when \( p^2 \ll M^2 \). The dispersion relation in this regime becomes

\[
\omega^2(p) = c_s^2 p^2 \left( 1 + \frac{p^2}{M^2} \right)^N, \tag{B.27}
\]

where \( c_s^2 \) is given in (B.18). The expansion (B.27) includes terms depending on \( p^4, p^6 \ldots \), but these are suppressed by increasing powers of \( p^2/M^2 \), so that we recover the usual \( \omega^2 \sim p^2 \) dispersion relation. For large values of \( p^2 \) compared to \( M^2 \), the low energy condition becomes

\[
p^{2N} \ll \sum_a \beta_a p^{2(N-1)} + \sum_{a \neq b} \beta_{ab} p^{2(N-2)} + \ldots + \beta_{123\ldots N}. \tag{B.28}
\]
The dispersion relation in this regime is given by

$$\omega^2(p) = \frac{1}{\sum \beta_a p^{-4} + \sum \beta_{ab} p^{-6} + \ldots + \beta_{N+1} N^{-2(N+1)}}. \quad (B.29)$$

We see that many powers of $p$ can enter. However, for large $p^2 \gg M^2$, the higher terms in the denominator are suppressed, and the dominant behaviour of the dispersion relation is

$$\omega^2(p) \approx \frac{p^4}{\sum \beta_a}. \quad (B.30)$$
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