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Abstract—The equivalence of peeling decoding (PD) and Belief Propagation (BP) for low-density parity-check (LDPC) codes over the binary erasure channel is analyzed. Modifying the scheduling for PD, it is shown that exactly the same variable nodes (VNs) are resolved in every iteration than with BP. The decrease of erased VNs during the decoding process is analyzed instead of resolvable equations. This quantity can also be derived with density evolution, resulting in a drastic decrease in complexity. Finally, a scaling law using this quantity is established for spatially coupled LDPC codes.

Index Terms—finite-length performance, spatially-coupled LDPC codes

I. INTRODUCTION

Recently, it was shown that spatially-coupled low-density parity-check (SC-LDPC) codes can achieve the channel capacity of binary-input memoryless symmetric (BMS) channels under Belief Propagation (BP) decoding [1], [2]. The Tanner graph of a block code with \( M \) variable nodes (VNs), referred to as the uncoupled LDPC code graph, is duplicated \( L \) times to produce a sequence of identical graphs, where \( L \) is the chain length of the SC-LDPC code. The different copies are connected to each other by redirecting (spreading) certain edges. To the authors knowledge, performance of SC-LDPC code ensembles over the BEC has recently been analyzed in [9], [10]. To the authors knowledge, performance of SC-LDPC code ensembles over the BEC has recently been analyzed in [9], [10]. To the authors knowledge, performance of SC-LDPC code ensembles over the BEC has recently been analyzed in [9], [10].

The performance of finite-length LDPC codes over a binary erasure channel (BEC) using a BP decoder is analyzed in [7], [8] by studying an alternative decoder, namely peeling decoding (PD). Following this approach, the finite-length performance of SC-LDPC code ensembles over the BEC has recently been analyzed in [9], [10]. To the authors knowledge, the single attempt to generalize the PD-based finite-length analysis to a general message passing BP decoder is due to Ezri, Montanari and Urbanke in [11], [12], where scaling laws are conjectured for \((l,r)\)-regular LDPC ensembles for the binary additive white Gaussian noise (BIAWGN) channel and scaling parameters are derived from the correlation of messages sent within the decoder. However, applying this analysis to SC-LDPC codes is prohibitively complex.

In this work, we present a finite-length analysis approach based on BP similar to the one base on PD in [8]. After showing the equivalence of BP and a particular form of PD with modified scheduling, we replace the analyzed random process used to predict the probability of a decoding failure and examine the decrease of erased VNs per iteration during the decoding process. We show that our approach predicts the waterfall performance correctly. Our substitute can also be derived from BP density evolution (DE), which has significantly lower complexity than graph evolution for PD.

After introducing parallel peeling decoding (PPD), its equivalence to BP is shown and we derive a graph evolution for PPD applied to protograph-based SC-LDPC codes. The properties shown in [10] are discussed using PPD. We then introduce and analyze the decrease of unresolved VNs per iteration and compare it with the number of resolvable check nodes (CNs) available in each iteration. Finally, we establish a scaling law based on the decrease of unresolved VNs and verify the results with simulations.

This paper is structured as follows. Section II introduces construction and notation. In Section III we introduce a modified form of PD called PPD and BP and discuss their equivalence. After deriving the graph evolution for PPD, we show exemplary that properties and differences between code ensembles observed with standard PD can still be observed from PPD. The analysis of the decoding trajectory based on resolved VNs per iteration for PPD and BP is discussed in Section IV. In Section V we establish a scaling law based on this random process.

II. SC-LDPC CODE CONSTRUCTIONS

We introduce two types of constructions, randomly constructed regular codes as proposed in [11], [12], and a construction based on protographs [10]. After defining the BEC, we define the residual graph degree distribution after transmission.

We denote vectors and matrices with \( v = (v_1, v_2, \ldots, v_n) \) and \( M \), respectively. Extending the notation for unit vectors, \( e_{i,j,k} \) is a vector where all entries are zero except the entries at positions \( i,j,k \) which are 1. \( n \) denotes a vector where all entries are ones. We also define \( a^v = a_1^{v_1} a_2^{v_2} \ldots, \)
where the exponent is set to 0 for any \( v_i \leq 0 \). \( |v| = \sum_{i=1}^{n} v_i \) as \( L^1 \) norm is the sum of all entries of \( v \). Denote by \( X = (X_1, \ldots, X_n) \) a vector of \( n \) random variables (RVs).

The message passed from CN \( c \) to VN \( v \) in iteration \( \ell \) is denoted with \( \mu_{c \rightarrow v}^{\ell}() \). We denote the set of VNs (CNs) connected to a specific CN \( c \) (VN \( v \)) with \( N_c \) (\( N_v \)).

\( a) \) Randomly Constructed \( (l, r, L)_u \) SC-LDPC Codes:

Let there be \( L \) uncoupled \( (l, r) \) regular LDPC codes where \( l \) is the VN degree and \( r \) is the CN degree, \( r \leq l \). Each of the \( L \) \( (l, r) \) regular LDPC codes has \( M \) VNs and \( \frac{1}{r} M \) CNs and the codes are placed at \( L \) consecutive positions. The \( (l, r, L)_u \) code is obtained by spreading \( l \) edges of each VN along consecutive positions, so that each VN at position \( u \) is connected to a CN at positions \( u, \ldots, u + l - 1 \) and a chain of connected codes is obtained as depicted with an example in Fig. 1. When the CNs at each position are chosen at random, their maximum degree is fixed to \( r \). However, there is randomness in the number of connections to VNs of a specific position. Note that there are \((l-1)\) additional positions at the end of the chain of coupled codes without any VNs but with CNs connected to VNs of codes on previous positions of the chain. For large \( L \), the code rate tends to \( r_{(l, r, L)_u} = 1 - \frac{l}{r} \).

\( b) \) Protograph-based \( (l, r, L) \) SC-LDPC Codes: The protographs as proposed by Thorpe in [3] are first copied \( N \) times before edges of the same type are permuted to avoid small cycles in the resulting code. Such a protograph can be represented compactly by its bi-adjacency matrix \( B \), called the base matrix. Every \( 1 \) in \( B \) is replaced by an \( N \times N \) permutation matrix \( \mathbf{P} \). With \( v \) VNs in the protograph, \( M = Nv \) VNs are obtained. All possible matrices \( H \) derived from all possible combinations of \( N \times N \) permutation matrices give a code ensemble. The design rate \( r \) of this code ensemble can be directly computed from the protograph since the Tanner graph of \( H \) inherits the degree distribution (DD) and graph neighborhood structure of the protograph.

We couple \((l, r)\)-regular LDPC codes according to [3] with \( \ell = k \in \mathbb{N} \). \( L \) protographs are then connected to an \((l, r, L)\) coupled protograph by connecting each VN at position \( u, 1 \leq u \leq L \) to the CNs at positions \( u, \ldots, u + l - 1 \) as shown in Fig. 2 for \( L = 3 \). Each uncoupled protograph has \( v = k \) VNs and one CN so that we obtain \( M = 2N \) VNs per coupled code after lifting the construction. We obtain a code length \( n = kLN \) bits and obtain a code rate of \( r_{(l, r, L)} = 1 - \frac{(L+1)}{kr} \).

\( A. \) The Binary Erasure Channel

Denote by \( X(t) \in \{0,1\} \) the binary channel input at a discrete time \( t \) and the corresponding channel output \( Y(t) \in \{0,1,\Delta\} \) where \( \Delta \) denotes an erasure. We drop the indices for time where possible and use \( s \) if \( Y \in \{0,1\} \) is known and solved. A symbol is erased during transmission with probability \( \epsilon \) so that we have \( P(Y(t) = \Delta) = \epsilon \). With uniformly distributed input \( X \), i.e. \( P(X = 1) = P(X = 0) = \frac{1}{2} \), the capacity of the BEC is \( C_{BEC} = H(Y) - H(Y|X) = 1 - \epsilon \).

\( B. \) Degree Distribution of the Residual Graph After Transmission

After transmitting VNs \( v_1, \ldots, v_n \) over a BEC, a certain fraction of VNs is erased as illustrated in Fig. 4. The graph of edges connected to erased VNs is often called residual graph since it represents the set of parity equations which remain to be solved to recover the whole codeword.

Fig. 3. The binary erasure channel at time instance \( t \).

Fig. 4. Residual graph after transmission over a BEC.

To define the degree distribution (DD), we label each edge in the protograph connecting a different pair of nodes with 1 to \( m \). In the Tanner graph representation of the parity check matrix \( H \) of a code generated by a protograph, we denote the type a particular edge was copied from with \( j \in \{1,2,\ldots,m\} \). We denote the type of a VN with \( v = (d_1, \ldots, d_m) \), where
Fig. 5. CN types after transmission.

III. DECODERS FOR THE BINARY ERASURE CHANNEL

Consider transmission over a BEC with erasure probability $\epsilon$. In this section, sequential peeling decoding (SPD) and BP are introduced. We formulate SPD and PPD in terms of messages sent, and split the messages sent from VNs to CNs into forward messages if the CN is connected to the residual graph and backward messages if all other VNs connected to the respective CN are already resolved.

A. Sequential Peeling Decoder

All known VNs of the graph and their connected edges are removed to obtain the residual graph. A deg-1 CN is a CN of this residual graph with only one connected unknown VN. In every iteration $\ell$, a single deg-1 CN $c$ is chosen and the connected VN $v$ is resolved. We remove $v$ and all adjacent edges to CNs $c' \in \mathcal{N}_v$ from the residual graph. To calculate messages, we have

$$
\mu_{v \rightarrow c}(\ell) = \begin{cases} 
s, & \text{if all } \mu_{v' \rightarrow c}(\ell) = s, v' \in \mathcal{N}_c \setminus \{v\} \\
\Delta, & \text{else,}
\end{cases}
$$

(1)

for any VN $v$ and any CN $c$ of the graph. If any $\mu_{v \rightarrow c}(\ell), c \in \mathcal{N}_v$ is resolved, then $v$ is resolved and becomes fixed, and all outgoing $\mu_{v \rightarrow c'}(\ell+i)$ stay resolved in further iterations $\ell+i$:

$$
\mu_{v \rightarrow c}(\ell + 1) = \begin{cases} 
s, & \text{if } \mu_{c' \rightarrow v}(\ell) = s \text{ for some } c' \in \mathcal{N}_v \\
\Delta, & \text{else.}
\end{cases}
$$

(2)

We call $\mu_{v \rightarrow c}(\ell + 1) = f(\mu_{c' \rightarrow v}(\ell)), c \in \mathcal{N}_v \setminus \{c'\}$ the messages passed forwards from $v$ and $\mu_{v \rightarrow c}(\ell+1) = f(\mu_{c \rightarrow v}(\ell))$ the message fed backwards. Note that with SPD, $\mu_{v \rightarrow c}(\ell+1)$ is a function of $\mu_{v \rightarrow c}(\ell)$.

An example of SPD is illustrated in Fig. 6 for the residual graph shown in Fig. 4. Since in every iteration the deg-1 CN to be resolved is picked randomly, the sequence of residual graphs for several decoding realizations may differ for a given transmission realization.

B. Parallel Peeling Decoder

PPD uses a different scheduling than SPD. Instead of resolving only a single deg-1 CN per iteration, all available deg-1 CNs are resolved.

Fig. 7 depicts PPD iterations for the residual graph of Fig. 4. Note that PPD is deterministic since for a given transmission realization, all available deg-1 CNs are resolved in every step and thus the sequence of residual graphs does not differ.

C. Belief Propagation Decoder

For BP decoding, we apply iterative message passing as described in [14], [15]. After initializing the VNs with their
corresponding channel output after transmission, messages are passed from VNs to their adjacent CNs and back again as illustrated in the example in Fig. 8. The CN function is identical to PPD. However, every $\mu_{c\rightarrow v}(\ell)$ from VN $v$ to any adjacent CN $c$ depends only on messages received from all other adjacent CNs in $\mathcal{N}_c \setminus \{c\}$ than $c$:

$$\mu_{v\rightarrow c}(\ell + 1) = \begin{cases} s, & \text{if } \mu'_{v'\rightarrow c}(\ell) = s \text{ for some } c' \in \mathcal{N}_c \setminus \{c\} \\ \Delta, & \text{else.} \end{cases}$$

Since $\mu_{v\rightarrow c}(\ell + 1)$ fed backwards does not depend on $\mu_{v\rightarrow c}(\ell)$, the messages sent in both directions can differ. BP for Fig. 4 is depicted in Fig. 8. Since all other messages are resolved, we only show the messages in the remaining residual graph. BP is also deterministic.

**D. Equivalence of SPD and PPD**

We compare SPD and PPD. We define stopping sets and show that with infinitely many iterations, both decoders give the same result.

**Definition III.1 (Stopping Set [16])**

A stopping set $S$ is a subset of the set of all VNs of the code $C$ such that all neighbor CNs of $S$ are connected to $S$ at least twice.

a) **Same result for SPD and PPD**: SPD and PPD always obtain the same decoding result. This can be explained intuitively since decoding on the BEC equals solving a linear system of equations. Thus, SPD and PPD always fail for undetermined parts of the system of equations, and therefore obtain the same decoding result as discussed in [16].

b) **Messages sent within $S$ stay erased**: Consider using SPD, PPD, and BP. The CN functions of all three decoders are identical and the decoder can resolve a VN $v$ connected to a CN $c$ with $\mu_{c\rightarrow v}(\ell)$ only if all other incoming messages to $c$ from VNs $v' \in \mathcal{N}_c \setminus \{v\}$ are known in iteration $\ell$. All CNs adjacent to VNs of $S$ are connected to unresolved VNs of $S$ at least twice. Thus, none of the decoders is able to resolve any message $\mu_{v\rightarrow c}(\ell), v \in S, c \in \mathcal{N}_c$, sent to any of the adjacent VNs $v \in \mathcal{N}_c$ in any iteration $\ell$. Note that not only messages passed within a stopping set $S$ can never be resolved, but also messages sent from $S$ to the rest of the residual graph can never be resolved during the decoding process.

Note that PPD consists of a series of (sampled) states of a particular realization of the random SPD.

**E. Equivalence of PPD and BP**

According to [13], the erasure probability of every VN is monotonically decreasing during the decoding process. Di showed in [16] that an iterative decoder will obtain a specific solution for a given realization of a codeword transmitted over the BEC. However, the behavior of different decoders during decoding is not discussed in detail.

**Theorem III.1**

Given any transmission realization over the BEC, PPD and BP recover exactly the same VNs at each iteration.

The full proof is given in Appendix A. As an outline, we first show that without stopping sets, both PPD and BP recover exactly the same erased VNs using messages only passed forwards. We then show that the message fed backwards using the PPD does not resolve any additional VNs, and thus the two decoders resolve the same VNs in every iteration if starting with the same residual graph.

**F. Graph Evolution of deg-1 CNs During PPD**

Traditionally, the statistical evolution of deg-1 CNs during PD is used to analyze the finite-length behavior of a given code ensemble [8, 9]. In every iteration, PPD removes every deg-1 CN, the respective adjacent VN and all attached edges, i.e. the probability of removing any deg-1 CN during an iteration is 1 unlike for SPD. The normalized DD is defined as

$$l_v(\ell) = \frac{L_v(\ell)}{M}, \quad r_c(\ell) = \frac{R_c(\ell)}{M},$$

for all $v \in \mathcal{F}_v, c \in \mathcal{F}_c$. We obtain the sum of deg-1 CNs by

$$c_{\ell}(\ell) = \sum_{j=1}^{m} r_{e_j}(\ell).$$

As for SPD, the threshold $\epsilon^*$ of an SC-LDPC code ensemble is given by the maximum $\epsilon$ for which the expected sum of deg-1 CNs $E[c_{\ell}(\ell)]$ is positive for any $\ell$ during the decoding process, i.e. $E[c_{\ell}(\ell)] > 0, \ell \in (0, \Omega]$ where $\Omega$ is the stopping time such that all VNs are recovered.

The average error probability is also dominated by the probability that $c_{\ell}(\ell)$ survives as discussed in [8]. We modify and extend the expected graph evolution of the SPD to adapt it for PPD and the analysis must take into account solving multiple deg-1 CNs in every iteration as explained in Appendix B. For each iteration, we apply the following steps:

- For each VN, calculate the probability that it is connected to any deg-1 CN;
- Erase all connected deg-1 CNs;
- Update all other connected CNs.

Since we focus only on the graph evolution for protograph-based codes, Fig. 9 compares simulated results for $E[c_{\ell}(\ell)]$ at $\epsilon = 0.45$ for the $(3, 6, 50)$ and the $(3, 6, 50)^5$ ensemble averaged over 5000 transmissions. We refer to the phase where


whereas for DE, we only need to track the erasure probabilities during the graph evolution and only longer critical phase. Having a longer critical phase with lower decoding. As in \cite{12}, we define the normalized time \( \tau \) so that the previous iteration is \( \tau - (\epsilon^* - \epsilon) \).

The initial channel erasure probability of a VN is denoted with \( \epsilon \). We extend the notation and denote by \( \epsilon(\tau) \) the average erasure probability of VNs in iteration \( \tau \). Note that \( \epsilon(\tau) \) can be calculated in two ways. On one hand, \( \epsilon(\tau) \) can be calculated with the evolution described in Section \[14\]. On the other hand, we can also apply DE for BP which is discussed in Appendix \[C\]. DE for the BEC has low complexity and is a common analysis tool.

In general, the complexity of calculating the SPD graph evolution is much higher than for DE. For each CN type \( c \in C \), we have \( |C^c| = 2d_c \) types after transmission considered during the graph evolution and only \( d_c \) erasure probabilities. In total, there are \( |C^c| \) CN types to track for graph evolution whereas for DE, we only need to track the erasure probabilities of \( m = \sum_{c \in C} d_c \) edge types. As an example, consider again the \((3, 6, 3)\) example from Fig. \[2\] with \( M = 4000 \) and \( \epsilon = 0.45 \). We have \( |C^c| = 104 \) CN types in \( C^c \) and therefore 104 CN types need to be tracked during \( \ell = 4500 \) iterations of the graph evolution. Using DE, there are only 18 erasure probabilities to track for the respective edge types of the code ensemble and we need only 6 iterations.

Denote with \( \Delta \epsilon \) the change of \( \epsilon \) between two consecutive iterations. In order to compare \( c_1(\tau) \) with the decrease of erased VNs, we propose to study a random process based on \( \epsilon(\tau) \)

\[
L \Delta \epsilon(\tau) = L[\epsilon(\tau - (\epsilon^* - \epsilon)) - \epsilon(\tau)]
\]

which refers to the number of variable nodes resolved per BP iteration of a SC-LDPC code ensemble with \( L \) coupled codes, normalized by \( M \) as done in \[3\]. This decrease in erasure probability is closely related to the convergence speed \[17\] where the velocity of the propagation wave is measured.

There, in place of the total decrease in erasure probability per iteration, it was analyzed how many iterations \( \ell + I, I \in \mathbb{N} \), it takes until the erasure probabilities of the VNs at code position \( u + 1 \) are reduced to the erasure probabilities of the VNs at positions \( u \) in iteration \( \ell \).

Fig. \[10\] shows the analytical predictions of \( E[c_1(\tau)] \) and \( E[L \Delta \epsilon(\tau)] \) verified with 5000 transmissions for a \((3, 6, 50)\) code with \( M = 4000 \). Simulation and prediction fit accurately. Observe \( E[c_1(\tau)] \geq E[L \Delta \epsilon(\tau)] \) in the critical phase. This motivates the use of \( \Delta \epsilon(\tau) \) as a surrogate for \( c_1(\tau) \) and we can state that in fact, \( c_1(\tau - (\epsilon^* - \epsilon)) \) is an upper bound of \( L \Delta \epsilon(\tau) \).

**Theorem IV.1**

Assume transmission over a BEC. For any PPD and BP process, \( c_1(\tau - (\epsilon^* - \epsilon)) \) is an upper bound on \( L \Delta \epsilon(\tau) \):

\[
L \Delta \epsilon(\tau) \leq c_1(\tau - (\epsilon^* - \epsilon)).
\]

**Proof:** We normalize with respect to \( M \) and \( \tau \). \( L \Delta \epsilon(\tau) \) VNs are resolved in an iteration. VNs can only be resolved if they are connected to a deg-1 CN and every deg-1 CN can resolve a single VN of the residual graph as discussed in Section \[14\]-\[16\]. We know that in iteration \( \tau \), \( c_1(\tau - (\epsilon^* - \epsilon)) \) deg-1 CNs will be resolved. If every of these resolved CNs is connected to a different VN, \( c_1(\tau - (\epsilon^* - \epsilon)) \) VNs will be resolved. If \( j \geq 1 \) deg-1 CNs are connected to any VN \( v \), \( c_1(\tau - (\epsilon^* - \epsilon)) - \left( \frac{j-1}{M} \right) \) VNs will be resolved. Thus, it is not possible to resolve more VNs.

**A. Mean Evolution During the Decoding Process**

As mentioned before, DE can be applied in order to compute \( \mathbb{E}[\epsilon(\tau)] \) and thus to evaluate the process \( \mathbb{E}[L \Delta \epsilon(\tau)] \). The DE solution to \( \mathbb{E}[L \Delta \epsilon(\tau)] \) can be used not only to characterize the asymptotic behavior, i.e. to compute the decoding threshold of the ensemble, but also to determine quantities needed to assess the finite-length performance of the code. Similar to \[8\], the average error probability over the ensemble of codes is dominated by the probability that the process \( \Delta \epsilon(\tau) \) survives, i.e. it does not hit the zero plane. Therefore, characterizing the
critical phase and $\Delta \epsilon(\tau)$ at that time determines the SC-LDPC finite-length performance.

### B. Analysis of the Moments of $\Delta \epsilon(\tau)$

We approximate the expected fraction of recovered VNs per coupled code during the critical phase, for $\epsilon$ close to $\epsilon^*$, with

$$L\Delta \epsilon(\tau) \approx \gamma(\epsilon^* - \epsilon),$$

where $\gamma$ is a positive constant. As shown in Fig. [11] this approximation is reasonable and accurate.

We approximate $\text{Var}[L\Delta \epsilon(\tau)]$ during the decoding process with $\delta = M\text{Var}[L\Delta \epsilon(\tau^*)]$ during the critical phase. Observe in Fig. [12] (a) that $\delta$ is constant for different $(\epsilon^* - \epsilon)$.

We also examine $\text{Cov}[L\Delta \epsilon(\tau), L\Delta \epsilon(\tau')]$ during the decoding process. Fig. [12] (b) shows $\text{Cov}[L\Delta \epsilon(\tau), L\Delta \epsilon(\tau')]$ for $\tau' = 1.5$ and $\tau' = 1.75$ during the critical phase of the decoding. Observe that the decay of $\text{Cov}[L\Delta \epsilon(\tau), L\Delta \epsilon(\tau')]$ behaves similar for both values of $\tau'$ during the critical phase.

### C. Stability of the Process During the Critical Phase

We now compare the ratios

$$\alpha_{c_1}(\tau) = \frac{\text{E}[c_1(\tau)]}{\sqrt{\text{Var}[c_1(\tau)]}}, \quad \alpha_{\Delta \epsilon}(\tau) = \frac{\text{E}[\Delta \epsilon(\tau)]}{\sqrt{\text{Var}[\Delta \epsilon(\tau)]}}.$$  

Note that $\alpha_{L\Delta \epsilon}(\tau) = \alpha_{\Delta \epsilon}(\tau)$ so that the normalization with $L$ is not needed. The two quantities are plotted for the (3,6,50) code with $M = 4000$ in Fig. [13]. Observe that during the whole decoding process, they are very close. In the critical phase, we have $\alpha_{c_1} = 6.049$ and $\alpha_{\Delta \epsilon} = 6.376$ as listed in Table [4].

### V. Statistical Models for Failure Probabilities

Given the above results, it is reasonable to follow the argumentation for $c_1(\tau)$ and SPD in [8] and to model $\Delta \epsilon$ as a Markov process. For SC-LDPC codes, mean and variance are constant in the critical phase as for $c_1$ in [9], and we extend the model of $\Delta \epsilon$ to a Stationary Gaussian Markov process, more specifically to an Ornstein-Uhlenbeck (OU) process. Since the decoding fails when $\Delta \epsilon(\tau)$ hits 0 before the decoding finishes, we consider the first-passage time (FPT) across 0 of such a process.

![Graph](https://via.placeholder.com/150)

Fig. 11. $E[L\Delta \epsilon(\tau)/(\epsilon^* - \epsilon)]$ for the (3,6,50) ensemble.

![Graph](https://via.placeholder.com/150)

Fig. 12. In (a), simulated and normalized $M\text{Var}[L\Delta \epsilon(\tau)]$ for the (3,6,50) ensemble with $M = \{1000, 2000, 4000\}$ and $\epsilon = 0.45$ (solid), respectively $\epsilon = 0.46$ (dashed) from 5000 simulated transmissions. In (b), simulated $\text{Cov}[L\Delta \epsilon(\tau), L\Delta \epsilon(\tau')]$ for the (3,6,50) ensemble with $M = \{1000, 2000, 4000\}$ and $\epsilon = 0.45$ for $\tau' = 1.5$ and $\tau' = 1.75$.

### A. Ornstein-Uhlenbeck Processes

Let $t_1 < \cdots < t_n$. A stationary Gaussian Markov Process is also called OU process if $X(t_1), \ldots, X(t_n)$ are jointly distributed as a multivariate Gaussian distribution where mean and variance are constant and $\text{Cov}[X(t + T), X(t)] \propto \exp^{-\alpha T}$ with constant $\alpha > 0$, and $T > 0$. The OU process is obtained by adding a state-dependent drift to a Wiener process [8]:

$$dX(t) = -\Theta(X(t))dt + \sigma dW(t),$$

where $W(\cdot)$ denotes a standard Wiener process and $X(\cdot)$ is the unknown. Let the process start in its mean value so that
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Fig. 13. $\alpha_{c_1}(\tau)$ and $\alpha_{\Delta \epsilon}(\tau)$ for (3,6,50).
\[
\mu = X(0) = x_0. \text{Using } f(X(t), t) = X(t) e^{\Theta t} \text{[19], we have}
\]
\[
X(t) = x_0 e^{-\Theta t} + \mu(1 - e^{-\Theta t}) + e^{-\Theta t} \int_0^t \sigma e^{\Theta s} dW(s),
\]
(11)
with \( \sigma = \sqrt{2b} \) as in [9]. Since \( x_0 \) is a constant, we have
\[
X(t) \sim \mathcal{N}\left(x_0, \frac{b}{\Theta}\right)
\]
(12)
and the expectation of the mean is \( \mathbb{E}[X(t)] = x_0 \). Assume that \( \min(t, u) = t \). For the covariance, we have
\[
\text{Cov}[X(t), X(u)] \approx \frac{b}{\Theta} \left(e^{-\Theta |t-u|}\right)
\]
(13)
for sufficiently large \( t + u \). With the observed quantities from Section IV-B we have
\[
\mathbb{E}[X(t)] = x_0 = \gamma(e^* - \epsilon),
\]
(14)
\[
\text{Var}[X(t)] = \frac{b}{\Theta} = \frac{\delta}{M}.
\]
(15)

B. First-Passage Time Distribution

We analyze the average time when \( \Delta\epsilon(\tau) \) takes the value 0 for the first time. Using the symmetry of OU processes, we change the initial state to \( X(0) = 0 \) and set a fixed boundary \( s = x_0 \). We define the FPT \( T_s \) as the time period before the first crossing in \( s \):
\[
T_s = \inf\{t : X(t) \geq s\}.
\]
(16)
Denote by \( \mu_0 = \mathbb{E}[T_s] \) the mean FPT from the zero initial state to the boundary \( s \). Evaluating the pdf of \( T_s \) becomes a complex problem when \( \frac{s}{\sqrt{b\Theta}} \rightarrow 0 \) without any existing closed-form expression [20]. For a reasonably large ratio \( \frac{s}{\sqrt{b\Theta}} \), it is shown in [21] that the pdf of the FPT converges to an exponential distribution
\[
p_{T_s}(t) \sim \frac{1}{\mu_0} e^{-\frac{t}{\mu_0}},
\]
(17)
and according to [21], [22], \( \mu_0 \) can be explicitly calculated with
\[
\mu_0 = \sqrt{\frac{2\pi}{\Theta}} \int_0^s \sqrt{b/\Theta} \Phi(z) e^{\frac{1}{2}z^2} dz
\]
(18)
where \( \Phi(z) \) is the cdf of the standard Gaussian distribution.

C. The Scaling Law for \( \Delta\epsilon(\tau) \)

The smaller \( (e^* - \epsilon) \) is, the more iterations are needed for decoding. For \( \epsilon \) very close to \( e^* \), it is reasonable to model the decoding process as a continuous-time process as done in [8] for SPD. Similar to [8], the average error probability over the ensemble of codes is dominated by the probability that the process \( \Delta\epsilon(\tau) \) survives, i.e. it does not hit the zero plane. Therefore, characterizing the critical points and the expected \( \Delta\epsilon(\tau) \) at that time determines the SC-LDPC finite-length performance.

Based on the statistics describing the \( \Delta\epsilon(\tau) \) process, we model its critical phase with an OU process as described in Section V-B. Denote with \( \tau_{\text{eff}} \) the duration of the critical phase of a decoding process:
\[
\tau_{\text{eff}} = \tau_{\text{predicted}} - \tau_{\text{corr}} = t_{\text{predicted}}(e^* - \epsilon) - \tau_{\text{corr}},
\]
(19)
where \( \tau_{\text{predicted}} \) is calculated with DE and \( \tau_{\text{corr}} \) is a correction term taking into account the time before and after the critical phase. Note that \( \tau_{\text{eff}} \) is a function of \( L \) and the given ensemble. The probability of a block error \( P_b^* \) equals the probability of a zero-crossing before \( \tau_{\text{eff}} \):
\[
P_b^* = \Pr(T_s \leq \tau_{\text{eff}}) \approx 1 - \exp\left(-\frac{\tau_{\text{eff}}}{\mu_0}\right),
\]
(20)
since with (17), \( T_s \) is approximately exponentially distributed.

D. Comparison to Estimates from SPD

The obtained parameters are summarized in Table I Fig. 14 compares the estimates using \( c_1(\tau) \) and \( \Delta\epsilon(\tau) \) for the \((3, 6, 100)\) and \((4, 8, 100)\) ensembles. The estimate using \( \alpha_\Delta \) is almost identical with the one obtained using SPD in [10].
Note that error probability prediction using the $L \Delta \epsilon(\tau)$ provides slightly overconfident estimates, despite it still correctly captures the slope of the simulated error probability curve.

VI. SUMMARY AND CONCLUSIONS

We showed that parallel peeling decoding (PPD) and Belief Propagation (BP) resolve exactly the same variable node (VN) in every iteration. Differences between code ensembles can also be observed with PPD. Instead of analyzing $c_1(\tau)$, $\Delta \epsilon(\tau)$ can also be used. This is a significant complexity reduction since it can be derived from the less complex BP analysis. For further research, it will be interesting to obtain further moments of $\Delta \epsilon(\tau)$ analytically. A more profound link between the bounds of Aref et al for the convergence speed and $\Delta \epsilon$ in this work would also be interesting.
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residual graph. Thus, PPD and BP recover exactly the same VNs in every iteration. □

C. Observation for messages fed back

Using BP, messages sent back outside the graph are only resolved if a VN is connected to two CNs of \( C_1(\ell) \) in any iteration \( \ell \).

**APPENDIX B**

**EXPECTED GRAPH EVOLUTION IN A SINGLE ITERATION OF PPD**

Assume we know the graph DD \( \{v_\ell(r_c, e_c)\}_{v \in \mathcal{F}_c, e \in \mathcal{F}_c} \) at a particular time \( \ell \). We compute the expected graph DD evolution for the next iteration

\[
E[R_c(\ell + 1) - R_c(\ell)]_{\{v_\ell(r_c, e_c)\}_{v \in \mathcal{F}_c, e \in \mathcal{F}_c}}. \tag{21}
\]

Using the PPD, only deg-1 CNs can be removed directly and in an iteration, we remove all deg-1 CNs along with all VNs connected to them and edges attached to these VNs. Removing these edges resolves also edges for some other CNs and the VNs are connected with as well, so that the type of such a CN is modified from \( c_1 \in \mathcal{T}_c \) to \( c_2 \in \mathcal{T}_c \). We therefore have an *indirect* removal of a CN of type \( c_1 \) from the residual graph and an insertion of a CN of type \( c_2 \). We assume that by lifting the constructions as described in Section III [1] we obtain independent edges.

The calculation of the graph evolution is outlined as follows:

- For each VN type, calculate the number of edges of an edge type being resolved directly. Take into account that all edges connected to this VN type are in the residual graph and an edge can be resolved by multiple deg-1 CNs.
- For each non-deg-1 CN type in the residual graph, calculate the probability of being connected to any resolved VN and resolving the connecting edges indirectly.

**APPENDIX C**

**PROOF OF PPD TO BP**

**Theorem A.1**

PPD and BP recover exactly the same VNs at each iteration.

**Proof:** Using PPD, the message fed back also changes to resolved once a VN is known. The decoding proceeds by resolving the residual graph per iteration which does not depend on the message fed back to the graph outside the

residual graph. Thus, PPD and BP recover exactly the same VNs in every iteration. □

**APPENDIX D**

**DIRECTLY RESOLVED EDGE TYPES**

Any deg-1 CN of type \( e_{j, m} \) is directly removed from the graph as depicted in Fig. [17] To track the changes in the graph, we change to an edge perspective. Denote with \( P_{\text{dir}}(\ell) = (P_{1 \text{dir}}(\ell), \ldots, P_{m \text{dir}}(\ell)) \) the probability that an edge of a particular type is directly removed from the graph. Assume that messages along different edges are independent due to the lifting with large \( N \). \( P_{\text{dir}}(\ell) \) can be calculated with

\[
P_{\text{dir}}(\ell) = \frac{r_{e_j}(\ell)}{\sum_{c: c_j \geq 0} r_{e_c}(\ell)}, \tag{22}
\]

for \( j = 1, \ldots, m \), which we define to be 0 for \( r_{e_j}(\ell) = 0 \).

**e) Resolved VN Types:** A VN of type \( v \) is resolved if it is connected to at least one deg-1 CN. Having \( l_{v}(\ell) \) VNs of a specific type, we obtain the number of resolved VNs of type \( v \) with

\[
l_{v}(\ell) \left( 1 - (1 - P_{\text{dir}}(\ell))^+ \right). \tag{23}
\]

Note that we assume that the probability that an edge type is directly removed is independent of the removal of other edges in the graph.
f) Indirectly resolved edge types: Denote with $P_{j,\text{indir}}(\ell)$ the probability that an edge of type $j$ was resolved indirectly. These edges of type $j$ are not connected to a deg-1 CN but to any other possible CN of type $c$ in the residual graph with $c_j > 0$:

$$P_{j,\text{indir}}(\ell) = (1 - p_{j,\text{dir}}(\ell)) \cdot (1 - (1 - p_{\text{dir}}(\ell))^y_{-e_j}).$$

The total number of indirectly resolved edges of type $j$ in the residual graph is obtained with

$$\sum_{c : c_j > 0} r_c P_{j,\text{indir}}(\ell).$$

(25)

g) Indirectly resolved edges of CN types: Denote with $p_{c,\text{indir}}(\ell) = (P_{c,1,\text{indir}}(\ell), \ldots, P_{c,m,\text{indir}}(\ell))$ the probabilities that a CN of type $c, |c| > 1$, is connected to a resolved VN via a specific edge type $j = 1, \ldots, m$. Using (22) and (24), we calculate $P_{c,j,\text{indir}}(\ell)$ with

$$P_{c,j,\text{indir}}(\ell) = \frac{r_c}{\sum_{c' : c'_j > 0} r_{c'}} \cdot P_{j,\text{indir}}(\ell)$$

$$= \frac{r_c}{\sum_{c' : c'_j > 0} r_{c'}} \cdot \left( \sum_{c : c_j > 0} r_c(\ell) - r_{e_j}(\ell) \right)$$

$$\cdot (1 - (1 - p_{\text{dir}}(\ell))^y_{-e_j})$$

$$= \frac{r_c}{\sum_{c' : c'_j > 0} r_{c'}} \cdot (1 - (1 - p_{\text{dir}}(\ell))^y_{-e_j}).$$

(26)

An indirect resolving of an edge connected to a CN of type $c$ is illustrated in Fig. [17] We can now calculate the number of indirectly resolved CNs of type $c$ which we denote with $E_c^- (\ell)$:

$$E_c^- (\ell) = r_c(\ell)(p_{c,\text{indir}}(\ell))^\epsilon.$$  

(27)

h) Indirectly added CN types: CNs of other types can be added to the residual graph if not all edges of an indirectly resolved CN are resolved. From (28), we have

$$E^{+}_{c'}(\ell) = \sum_{c \in \mathcal{F}_c} E_{c,c'}^- (\ell).$$

(29)

i) Expected evolution in a single PPD iteration: We now calculate the expected evolution of the number of CNs of type $c$ in the graph in a single PPD iteration. For any CN type $c \in \mathcal{F}_c$ such that $c \neq e_j, j \in [1, m]$, the overall evolution is

$$\mathbb{E}[R_c(\ell + 1) - R_c(\ell)] = E^{+}_c(\ell) - E^-_c(\ell).$$

(30)

For any deg-1 CN of type $e_j, j \in [1, m]$, we have

$$\mathbb{E}[R_{e_j}(\ell + 1) - R_{e_j}(\ell)] = E^{+}_{e_j}(\ell) - r_{e_j}(\ell).$$

(31)

APPENDIX C
DENSITY EVOLUTION FOR BP

We transmit over a BEC. We represent each symbol transmitted with a VN which is erased with probability $\epsilon$. Since PPD and BP are equivalent, $\Delta$ can also be obtained from the analysis of BP, for which we apply DE [14]. Denote the erasure probability of the channel with $\epsilon_{ch}$. The erasure probability is tracked for each edge type of the protograph separately. For any edge type $s \in \{1, \ldots, m\}$, we denote the erasure probability of messages sent from the VN in iteration $\ell$ with $x_s(\ell)$ and from the CN with $y_s(\ell)$. We denote them as vectors with

$$x(\ell) = (x_1(\ell), \ldots, x_m(\ell)),$$

(32)

$$y(\ell) = (y_1(\ell), \ldots, y_m(\ell)).$$

(33)

Since we calculate edge type erasure probabilities, we do not consider the additional CN types after transmission in the residual graph and we consider the initial CN types $c \in \mathcal{F}_c$. Using the constructions described in Section II the edge type $s$ is only connected to one VN type $v \in \mathcal{F}_v$ and one CN type $c \in \mathcal{F}_c$. The CN and VN functions can be calculated exactly with

$$y_s(\ell) = 1 - (1 - x_s(\ell - 1))^{1 - 0_{\mathcal{F}_c}}, \quad c \in \mathcal{F}_c,$$

(34)

$$x_s(\ell) = \epsilon_y(\ell)^y_{-v_{\mathcal{F}_v}}, \quad v \in \mathcal{F}_v,$$

(35)

where all exponents are $\geq 0$ and punctured VNs types are initialized with $\epsilon = 0$. Denote the erasure probability of a VN type $v \in \mathcal{F}_v$ after the $\ell$-th iteration

$$\epsilon_v(\ell) = \epsilon_{ch} \cdot y(\ell)^v,$$

(36)

$v \in \mathcal{F}_v$.

We calculate the erased VNs per iteration with

$$\epsilon(\ell) = \sum_{v \in \mathcal{F}_v} l_v \epsilon_v(\ell).$$

(37)

As shown in [14], $\epsilon_v$ for every VN type $v \in \mathcal{F}_v$ is monotonically decreasing during the decoding process.