Direct Observation of Interband Spin-Orbit Coupling in a Two-Dimensional Electron System
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We report the direct observation of interband spin-orbit (SO) coupling in a two-dimensional (2D) surface electron system, in addition to the anticipated Rashba spin splitting. Using angle-resolved photoemission experiments and first-principles calculations on Bi/Ag/Au heterostructures we show that the effect strongly modifies the dispersion as well as the orbital and spin character of the 2D electronic states, thus giving rise to considerable deviations from the Rashba model. The strength of the interband SO coupling is tuned by the thickness of the thin film structures.

The spin-orbit interaction plays a fundamental role in the rapidly developing field of spintronics as it allows for the electrostatic manipulation of the spin degrees of freedom in the conduction channels of nanoscale heterostructures [1,2]. Such applications are often based on the Rashba effect in a two-dimensional electron gas (2DEG) that prescribes a lifting of the spin degeneracy in the presence of structural inversion asymmetry and strong spin-orbit (SO) coupling [3]. Other contributions to the spin splitting arise from the Dresselhaus effect for constituent bulk crystal structures without a center of inversion [4]. Moreover, new effects due to the SO interaction have been discovered recently that give rise to topologically protected, spin-polarized states on the surfaces of a number of heavy-element semiconductors, referred to as topological insulators [5,6].

In the phenomenological treatment of the mentioned effects the spin-polarized electronic states are usually assumed as pure spin states. In a real system, on the other hand, the SO interaction couples spin and orbital angular momentum which will result in a mixing of orthogonal spinors in the single-particle eigenstates [7]. Recent ab-initio calculations suggest that this can result in considerable reductions of the spin polarization of spin-split two-dimensional electronic states in the presence of strong SO interaction [8]. Even more profound effects of spin-mixing are known from the three-dimensional (3D), exchange-split band structures of ferromagnets that the SO coupling allows for hybridizations between spin-up and spin-down bands. This interband SO coupling lies at the origin of several magnetic phenomena, e.g. magnetic crystalline anisotropy [9] or ultrafast demagnetization [10]. Note that spin-mixing is expected to gain increasingly in importance for materials with high atomic number and thus enhanced SO interaction. It is therefore of fundamental importance to explore whether interband SO coupling effects due to spin-mixing are present in heavy-element 2DEGs and how they modify the spin-split electronic structure. Indeed, recent theoretical reports predict interband SO coupling phenomena in 2DEGs formed in zinc blende quantum wells [11,12] and on high-Z metal surfaces [13] as a result of higher-order perturbation theory corrections in the SO interaction. Yet, to best of our knowledge, these effects have not been addressed in experiment so far.

In this Letter we report the direct observation of interband SO coupling in a 2DEG with large Rashba splitting that is formed in a BiAg2 surface alloy grown on Ag quantum films supported by a Au(111) substrate [Fig. 1(b)]. Using angle-resolved photoelectron spectroscopy (ARPES) with high energy-resolution we find avoided crossings in the spin-split electronic structure that provide evidence for the hybridization of states with opposite spin due to SO coupling. These findings are in line with relativistic first-principles computations and model calculations. Further, we demonstrate that the strength of the interband SO effect varies upon changing the thickness of the Ag film whereas the Rashba coupling remains unmodified. The new interband coupling hence emerges to be tunable, independently from other SO effects, by nanostructural design capabilities as shown here for the layered Ag/Au heterostructure. Our investigations prove that the SO interaction can considerably influence the electronic states in 2D systems, in addition to established effects such as Rashba splitting. We hence expect the present findings to be highly relevant for spintronic applications based on strongly SO coupled compounds including the recently reported heavy-element semiconductors with large Rashba splitting [14,15] and topological insulators [16].

The BiAg2 system and related isostructural alloys have been shown previously to feature an unusually large Rashba effect in their electronic structure resulting from the strong SO interaction of the Bi atoms [17,18,19,20]. The band structure of the surface alloys consists of two parabolic, Rashba-split states E1,2 with negative effective mass [Fig. 1(a)], whose spin-polarization has been verified by spin-resolved photoemission experiments [21,22,23].

The ARPES data were collected by a SCIENTA R4000 electron spectrometer employing a monochromatized He discharge lamp operating at an excitation energy of 21.22 eV (He Iα). The energy and angular resolution of the setup are ΔE = 3 meV and Δθ = 0.3°, respectively. We performed all measurements at base pressures lower than 2·10−10 mbar and at temperatures of 20 K. The preparation of the Au(111)
spin-splitting around the $\Gamma$ point, and a backfolded Au bulk band $u$. The measured surface band structure thus complies with the scheme in Fig. 1(a) with a position of the Fermi energy as indicated. Deviations from the pure Rashba scenario [full line in Fig. 1(a)] are observed in the experimental data at the expected crossing points between the two branches $E^+_2$ and $E^{-}_2$. Near these points the two states hybridize which leads to a gap opening and pronounced, kink-like changes in the dispersion [highlighted by the circle in (c)]. Note that these observations cannot be explained within the Rashba model which assigns pure opposite spin states to these two bands. A hybridization between them should be prohibited in this case. The findings are therefore distinctively different from the previously found hybridization phenomena between Rashba-split states and spin-degenerate quantum well states [22, 29, 30]. Our experimental results indicate an additional interband SO effect that couples orbitals with opposite spin and thereby induces the hybridization.

To gain a first understanding of the observed effect we adopt an effective 2D model Hamiltonian taking into account Rashba and interband contributions of the SO coupling but neglecting the orbital part of the wave functions for the moment, similar as it is done for the Rashba model in single band systems. The interband SO coupling term introduces a finite hybridization $\Delta = \langle E^+_1 | H_{so} | E^{-}_2 \rangle$ between the two purely Rashba-split states. For the modified eigenvalues $S_{\pm}$ we then have $S_{\pm} = \frac{1}{2}(E^+_1 + E^{-}_2) \pm \sqrt{\frac{1}{4}(E^+_1 - E^{-}_2)^2 + \Delta^2}$, where we omit the $k$-dependence for clarity. Close to the crossing point of $E^+_1$ and $E^{-}_2$ the SO coupling mixes the states $|E^+_1\rangle$ and $|E^{-}_2\rangle$ resulting in new eigenstates $|S_+\rangle = a_k |E^+_1\rangle + \sqrt{1 - a^2_k} |E^{-}_2\rangle$ and $|S_-\rangle = \sqrt{1 - a^2_k} |E^+_1\rangle - a_k |E^{-}_2\rangle$. The coefficient $a_k$ can be expressed by $|a_k|^2 = (1 + \frac{(S_+ - E^+_1)^2}{\Delta^2})^{-1}$.

Our experimental data allow us not only to determine the
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plays the photoemission intensities contributions of \(|E_1^+\rangle\) and \(|E_2^-\rangle\) to \(S_{\pm}\). These contributions are directly given by \(a_k\) and we have the simple correspondence \(I_+ = I_{\text{min}} + (I_{\text{max}} - I_{\text{min}})a_k^2\) and accordingly for \(I_-\). Within this approximation we neglect photoemission matrix element effects. Note that \(a_k\) and \(I_{\pm}\) depend on the hybridization strength \(\Delta\).

A comparison of the experimental data with the results of the model Hamiltonian is shown in Fig. 2. In (a) we display the measured band structure and the model dispersions close to the hybridization gap. The bands \(E_{1}^+\) and \(E_{2}^-\) [red (light) lines in Fig. 2(a)] are determined from the experimental data in \((E,k)\) regions sufficiently far away from the hybridization gap. For \(E_{2}^-\) we use a linear dispersion which is an adequate approximation for the small \((E,k)\) window which is of interest here. A close match between the experimental bands and \(S_{\pm}\) is obtained for \(\Delta = 31\) meV. Fig. 2(b) shows the photoemission intensities \(I_{\pm}\) obtained from energy and momentum distribution curves as a function of the wave vector \(k_x\). The data for each branch were normalized to the respective maximal value of the individual data set. For increasing wave vector \(k_x\) the intensity \(I_+\) is enhanced whereas \(I_-\) is reduced reflecting the change in state character of both branches near the hybridization gap. We confirmed that this behavior is not affected by the finite \(k\)-resolution of the ex-

periment (\(\sim 0.01\ \text{Å}^{-1}\)). The full lines in (b) correspond to the expected intensity change according to the model Hamiltonian using the same value for \(\Delta\) and the same dispersion relations as in (a). Again, we find a good agreement with the experimental data. We hence conclude that the observed dispersion modification and change in state character can be consistently described by a Rashba-type free electron model including an additional interband SO coupling term. Comparing the energy scales of the two SO effects in this system we find the interband contribution (\(\sim 30\) meV) to be about one order of magnitude weaker than the Rashba contribution (\(\sim 300\) meV).

Qualitative insight into the coupled orbital and spin parts of the electronic states \(|E_1^+\rangle\) and \(|E_2^-\rangle\) which goes beyond the discussed free electron model can be attained by inspecting the spatial symmetry and the contributing atomic orbitals in the system. Group-theoretical considerations show that both states belong to the same representation and that their wave function along \(k_x\) can be written as \(|\psi\rangle = |s p_x \uparrow\rangle + |p_x \uparrow\rangle + |p_y \downarrow\rangle\), where the spinors are quantized with respect to the \(k_y\) axis \([13]\). It is important to note that the SO interaction induces a mixing of opposite spinors in the wave function and therefore facilitates a hybridization between the two bands which is indeed observed in our measurements. The hy-

bridization mechanism is therefore comparable to the effect of SO coupling on the 3D spin-split band structures in ferromag-

FIG. 3: (Color online) Spin-resolved surface electronic struture of BiAg on 4 ML Ag/Au(111) as obtained by a first-principles calculation. The size of the markers scales with the degree of spin-polarization of the electronic states and the color refers to the spin-orientations up (red) and down (blue) with the spin-quantization axis along the \(y\)-direction. The hybridization gap \(\Delta\) between the branches \(E_{1}^+\) and \(E_{2}^-\) is indicated.

modified dispersions \(S_{\pm}\) but also to trace the \(k\)-dependence of the coefficient \(|a_k|^2\) [Fig. 2]. The latter is possible due to considerably differing photoionization cross sections for the two states \(|E_1^+\rangle\) (high cross section) and \(|E_2^-\rangle\) (low cross section). As a result, the branches \(S_{\pm}\) show drastic intensity changes close to the hybridization gap where their state character is strongly modified. We identify the \(k\)-dependent intensity evolution \(I_{\pm}\) of the branches \(S_{\pm}\) with the relative contributions of \(|E_1^+\rangle\) and \(|E_2^-\rangle\) to \(S_{\pm}\). These contributions are directly given by \(a_k\) and we have the simple correspondence \(I_+ = I_{\text{min}} + (I_{\text{max}} - I_{\text{min}})a_k^2\) and accordingly for \(I_-\). Within this approximation we neglect photoemission matrix element effects. Note that \(a_k\) and \(I_{\pm}\) depend on the hybridization strength \(\Delta\).

A comparison of the experimental data with the results of the model Hamiltonian is shown in Fig. 2. In (a) we display the measured band structure and the model dispersions close to the hybridization gap. The bands \(E_{1}^+\) and \(E_{2}^-\) [red (light) lines in Fig. 2(a)] are determined from the experiment-

al data in \((E,k)\) regions sufficiently far away from the hybridization gap. For \(E_{2}^-\) we use a linear dispersion which is an adequate approximation for the small \((E,k)\) window which is of interest here. A close match between the experimental bands and \(S_{\pm}\) is obtained for \(\Delta = 31\) meV. Fig. 2(b) shows the photoemission intensities \(I_{\pm}\) obtained from energy and momentum distribution curves as a function of the wave vector \(k_x\). The data for each branch were normalized to the respective maximal value of the individual data set. For increasing wave vector \(k_x\) the intensity \(I_+\) is enhanced whereas \(I_-\) is reduced reflecting the change in state character of both branches near the hybridization gap. We confirmed that this behavior is not affected by the finite \(k\)-resolution of the ex-

FIG. 4: Modification of the SO-induced hybridization gap \(\Delta\) arising from changes in the thickness of the supporting Ag film. The three panels show second-derivative spectra of the experimental data for Ag layers of 2 ML, 4 ML and 16 ML.
To further substantiate the experimental results on a quantitative theoretical level we examine the spin-polarized electronic structure by a first-principles calculation [Fig. 3]. In accordance with our experiment we calculate finds two Rashba-split states and a hybridization gap between the two branches $E_{1}^\uparrow$ and $E_{2}^\uparrow$. Similar to the measured results the strength of interband coupling is smaller than that of the Rashba coupling. Note that the spin-polarization of the branch $E_{2}^\uparrow$ shows a sign change near the hybridization kink clearly reflecting the mixed and $k$-dependent spin character of the corresponding wave function. We further find the degree of spin-polarization to be reduced from 100 %, as predicted by the Rashba model, to maximal values of ~66 %.

It is interesting to explore the possibility to modify the electronic structure of the BiAg$_2$ alloy by choosing a different thickness for the supporting Ag quantum well film. We have recently shown that the spatial localization of quantum well states in the system Ag/Au(111) changes considerably as a function of layer thickness, especially in the low coverage regime up to ~20 ML [32]. As a result the charge density close to the surface, where the BiAg$_2$ alloy is located, varies strongly depending on the precise Ag film thickness. Hence, one may expect concomitant influences of these variations on the electronic states in the surface alloy. Indeed, we find such changes as is inferred from Fig. 4 which shows the electronic structure of BiAg$_2$ close to the hybridization gap for three different Ag layers. Whereas the general features in the electronic structure, such as binding energy and Rashba splitting, are very similar for all three films we find considerable changes in the size of the hybridization gap $\Delta$ and therefore in the interband coupling strength. The largest gap is found for 2 ML ($\Delta = 42$ meV) whereas at higher thicknesses it is reduced ($\Delta = 14$ meV for the case of 16 ML). The strength of the interband SO coupling is therefore determined by details of the geometric and electronic substrate properties. This provides possibilities to tailor this new SO effect by a controlled variation of the corresponding parameters in custom designed nanostructures, as exemplified here by the electronically tunable quantum well system Ag/Au.

We have established the presence of interband SO coupling in 2DEGs with Rashba spin splitting by photoemission spectroscopy experiments on multilayered Bi/Ag/Au heterostructures. The coupling induces hybridization between bands of different spin polarizations and thereby causes considerable deviations from the Rashba model in the dispersion of the 2D electronic states as well as in their spin and orbital momentum character. Such effects will certainly influence the transport properties in 2DEGs, especially in compounds with very strong SO interactions, and may therefore be exploited to improve the performance of new spintronic functionalities [33,34].
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