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1. Introduction

One reason heavy-traffic limits for queueing systems are useful is that they show that non-Markov stochastic processes describing system performance can be approximated by Markov stochastic processes under heavy loads. For a Markov process, it suffices to know the present state of that stochastic process in order to determine the distribution of the stochastic process at future times; we need no additional information from the past. With Markov approximations, that remains true approximately. The Markov property also helps in characterizing the approximate steady-state and transient one-dimensional (marginal) distributions. In applications, the Markov property shows that the proper state has been identified and shows what needs to be measured in order to understand system performance.

Conventional Heavy-Traffic Limits. The classic example is the $GI/GI/s$ queue, having $s$ servers, unlimited waiting room, and independent and identically distributed (i.i.d.) service times independent of a renewal arrival process. The standard description of system state is the number of customers in the system at time $t$, which we will call the queue length and denote by $Q(t)$. With exponential interarrival and service times, the stochastic process $\{Q(t): t \geq 0\}$ is Markov. However, with non-exponential interarrival and service times, the stochastic process $\{Q(t): t \geq 0\}$ is not Markov. Then the future evolution at any time depends on the elapsed interarrival time and the elapsed service times of all customers being served.

However, the conventional heavy-traffic limit shows that the queue-length process $\{Q(t): t \geq 0\}$ is approximately Markov under heavy loads. In the conventional heavy-traffic limit, the arrival rate $\lambda$ is allowed to increase while the number of servers, $s$, and the service-time distribution with mean $1/\mu$ are held fixed, so that the traffic intensity $\rho \equiv \lambda/s\mu$ approaches the critical value 1 from below. As $\rho \uparrow 1$, we obtain convergence of appropriately scaled queue-length processes to reflected Brownian motion (RBM), which is a Markov process [21, 22, 49]. With $Q_{\rho}(t)$ denoting the queue length at time $t$ when the traffic intensity is $\rho$, under regularity conditions controlling the way the arrival processes change with $\rho$, we have

\[(1 - \rho)Q_{\rho}(1 - \rho)^{-2}t \Rightarrow RBM(t; -\nu, \sigma^2) \quad \text{as} \quad \rho \uparrow 1 \quad (1)\]
for positive constants $\nu = s$ and $\sigma^2 = s(c_2^a + c_2^s)$, where $RBM(t; -\nu, \sigma^2)$ denotes an RBM with drift coefficient $-\nu$ and diffusion coefficient $\sigma^2$. $\Rightarrow$ denotes convergence in distribution, and $c_2^a$ and $c_2^s$ are the squared coefficients of variation (SCV’s, variance divided by the square of the mean) of an interarrival time and a service time, respectively. The limiting distribution of $RBM(t; -\nu, \sigma^2)$ as $t \to \infty$ is exponential with mean $\sigma^2 / 2\nu$.

In fact, to obtain the limit in (1), we do not need the interarrival times and service times to come from independent sequences of i.i.d. random variables. Instead, it suffices to have the associated partial sums, or equivalently, the associated counting processes satisfy a functional central limit theorem (FCLT) converging to independent Brownian motions (BM’s). That allows for weak dependence. Thus, in considerable generality, we have the heavy-traffic approximation

$$
\{Q_\rho(t) : t \geq 0 \} \approx \{(1 - \rho)^{-1}RBM((1 - \rho^2)t; -\nu, \sigma^2) : t \geq 0 \}.
$$

Moreover, the Markov property of the limit extends to conventional heavy-traffic limits for networks of queues. It is significant that the limit process is again a Markov process, in particular, a multidimensional RBM in an orthant, as shown by Harrison and Reiman [18].

**Many-Server Heavy-Traffic Limits.** Unfortunately, however, the situation is very different for many-server heavy-traffic limits when the service-time distribution is non-exponential, either with $s = \infty$ or $s \to \infty$. In this paper, we will consider the case in which $s = \infty$, i.e., the $G/GI/\infty$ model with i.i.d. service times independent of a general arrival process, where heavy traffic is achieved by letting $\lambda \to \infty$, while the service-time distribution is held fixed. However, the problem is relevant more generally with many servers, where $s \to \infty$ with $s - \lambda = O(\sqrt{\lambda})$, as in Halfin and Whitt [17]. For infinite-server models, we index the stochastic processes by the arrival rate $\lambda$.

We are interested in the infinite-server model both for its own sake and as an approximation for many-server queues. In fact, heavy-traffic limits for infinite-server models can play a role in characterizing the heavy-traffic limits for corresponding many-server models, as shown by Reed [40, 41] and Puhalskii and Reed [39].

With infinitely many exponential servers, we again obtain Markov diffusion limits, as first shown by Iglehart [19] for the $M/M/\infty$ model; see Pang et al. [38] for a review. For the $M/M/\infty$ model, with i.i.d. exponential interarrival and service times, the established heavy-traffic limit for $Q(t)$ (now coinciding with the number of busy servers) is

$$
\frac{Q_\lambda(t) - (\lambda/\mu)}{\sqrt{\lambda/\mu}} \Rightarrow OU(t; \nu, \sigma^2) \quad \text{as} \quad \lambda \to \infty,
$$

for appropriate positive constants $\nu = \mu$ and $\sigma^2 = 2\mu$, where $OU(t; \nu, \sigma^2)$ is an Ornstein-Uhlenbeck (OU) diffusion process with drift $-\nu x$ and diffusion coeffi-
cien$^2$, which has normal marginal distributions. As a consequence,

$$Q_\lambda(t) \approx \frac{\lambda}{\mu} + \sqrt{\frac{\lambda}{\mu}}OU(t; \mu, 2\mu) \quad \text{and} \quad Q_\lambda(\infty) \approx N(\lambda/\mu, \lambda/\mu),$$

(4)

where $N(m, \sigma^2)$ denotes a normal random variable with mean $m$ and variance $\sigma^2$. It is significant that essentially the same limit holds for general arrival processes, provided only that they satisfy a FCLT. With renewal arrival processes, we obtain the same OU limit in (3) modified only by having $\sigma^2 = \mu(1 + \frac{\lambda}{\mu^2})$. A systematic way to extend the limit to general arrival processes is given in §7.3 of [38].

However, with non-exponential service times, the established heavy-traffic limit for $Q(t)$ is not Markov. As first shown by Borovkov [3], and further discussed in [20, 48, 33, 15, 29], the limit process is Gaussian, which implies that the distribution of $Q(t)$ itself is approximately normal, but the limiting Gaussian stochastic process is non-Markov, unless the service times are exponential (plus a minor additional case; see Glynn [14] and Krichagina and Puhalskii [29]). For the non-Markov Gaussian limit, that Gaussian process is fully characterized by specifying its covariance structure. Nevertheless, the Gaussian process is in general not Markov. An inference to be drawn is that $Q(t)$ does not contain the relevant state for describing the evolution of the system, even approximately.

What we want to do, then, is to add more to the system state. We want to consider a stochastic process characterizing the system state for which the associated heavy-traffic limit process is Markov. To do so, we consider the two-parameter stochastic process \{Q^r(t, y) : t \geq 0, y \geq 0\}, where $Q^r(t, y)$ represents the number of customers in the system at time $t$ with elapsed service times less than or equal to $y$. We do not pay attention to specific customers or servers but only count the total numbers. The random quantity $Q^r(t, y)$ is an observable quantity given the system history up to time $t$. We recommend that the stochastic process \{Q^r(t, y) : t \geq 0, y \geq 0\} be used in models and measured in practice.

So far, we have used elapsed service times, because they are directly observable. We can equally well work with residual service times, and consider the process $Q^r(t, y)$ counting the number of customers in the system at time $t$ with residual service times strictly greater than $y$. With i.i.d. service times having c.d.f. $F$, we can go from one formulation to the other. If the elapsed service time is $y$, then the residual service time has distribution $F_y(x) = F(x + y)/F^c(y)$ for $x \geq 0$, where $F^c(y) = 1 - F(y)$. If the service times are learned when service begins, then both $Q^r(t, y)$ and $Q^r(t, y)$ are directly observable. Otherwise, elapsed service times correspond to what we observe, while residual service times represent the future load, whose distribution we may want to describe.

We regard \{Q^r(t, \cdot) : t \geq 0\} and \{Q^r(t, \cdot) : t \geq 0\} as function-valued stochastic processes, in particular, random elements of the function space $D_D \equiv D([0, \infty), D([0, \infty), \mathbb{R}])$, where $D \equiv D([0, \infty), S)$, for a separable metric space $S$, is the space of all right-continuous $S$-valued functions with left limits in $(0, \infty)$; see §2.3. Since the functions $Q^r(t, y)$ ($Q^r(t, y)$) are nondecreasing (nonincreas-
The $M/GI/\infty$ and $M_t/GI/\infty$ Models. For understanding, it is very helpful to consider the special case of a Poisson arrival process. The function-valued stochastic process $\{Q^t(t, \cdot) : t \geq 0\}$ is clearly Markov when the arrival process is Poisson. (To know $Q^t(t, \cdot)$ is to know $Q^t(t, y)$ for all $y \geq 0$.) The $M/GI/\infty$ model has a very simple story, even for the generalization to a nonhomogeneous Poisson arrival process ($M_t$), which is described in [10, 36] (where references to earlier work are given). The key idea, expressed in the proof of Theorem 1 of [10], is a Poisson-random-measure representation: The initial step is to put a point at $(t, x)$ in $[0, \infty)^2$ if there is an arrival at time $t$ with service time $x$. For the $M_t/GI/\infty$ model, that makes the number of points in subsets of $[0, \infty)^2$ a Poisson random measure with intensity $\lambda(t)f(x)$ at $(t, x)$, where $f$ is the probability density function (p.d.f.) associated with the service-time c.d.f. $F$. (The c.d.f. $F$ is not actually required to have a p.d.f.) Let $C_i, 1 \leq i \leq m$, be $m$ disjoint subsets of $[0, \infty)^2$, and let $N(C_i)$ be the number of arrivals at time $t$ with service times $x$ for $(t, x) \in C_i$. The key fact is that $N(C_i)$, $1 \leq i \leq m$, are independent Poisson random variables, with means equal to the integral of the intensity over $C_i$. In this context, $Q^t(t, y) = N(C_1)$ and $Q^t(t, 0) - Q^t(t, y) = N(C_2)$ (or, $Q^t(t, y) = N(C_1)$ and $Q^t(t, t) - Q^t(t, y) = N(C_2)$) for appropriate disjoint sets $C_1$ and $C_2$, as depicted in Figure 1 below, and so are independent Poisson random variables.

When the arrival rate is allowed to grow and appropriate scaling is introduced, the discrete Poisson nature is lost, but the random-measure structure with independence over disjoint subsets is preserved. The limits here produce continuous Brownian analogs of the discrete Poisson results in [10, 36]. The resulting normal approximations are discussed in §9 of [36].

For the $M/GI/\infty$ model, the Markov-process perspective was already applied by Duffield and Whitt [9] to study problems of control and recovery from rare congestion events. The Markov representation there was $(Q^t(t), D(t, y))$, where $Q^t(t) \equiv Q^t(t, t)$ is the total number of customers in the systems at time $t$ and $D(t, y) \equiv Q^t(t, y)/Q^t(t)$ as a function of $y$ ($y \leq t$) is the empirical age distribution of elapsed service times at time $t$. A rare congestion event was defined as an unusual number $Q^t(t)$ or an unusual age distribution $D(t, y)$.

The $G/GI/\infty$ Model. However, for the more general $GI/GI/\infty$ model, having a non-Poisson renewal arrival process, the stochastic process $\{Q^t(t, \cdot) : t \geq 0\}$ is in general not Markov from that perspective, because the future evolution also depends on the elapsed interarrival time. The Markov property is violated more severely when the arrival process is not renewal; then we would require knowledge of even more of the arrival-process history. However, just as for the $G/GI/s$ model discussed above, the heavy-traffic limit for the arrival process typically does have independent increments, so this non-Markovian aspect disappears in the heavy-traffic limit.

In the limit, $Q^t(t, y)$ for the $G/GI/\infty$ model is asymptotically equivalent...
Fig 1. The excess and residual queue-length random variables $Q^e(t,y)$ and $Q^r(t,y)$ counting the number of arrival-time and service-time pairs in designated disjoint subsets of $[0, \infty)^2$. 
to what it would be in the corresponding $M/GI/\infty$ model, except for a constant factor $c_2^2$ to account for the different variance. (The situation is actually somewhat more complicated, because the constant factor $c_2^2$ appears in only one of two terms in the limit process, so that there is further simplification when $c_2^2 = 1$; see Corollary 4.1.) Thus, a continuous analog of the simple $M/GI/\infty$ story applies in the limit. And it extends to time-varying arrival rates. Thus, we aim to establish heavy-traffic limits for the two-parameter stochastic processes $\{Q_e(t, \cdot) : t \geq 0\}$ and $\{Q_r(t, \cdot) : t \geq 0\}$ in the $G/GI/\infty$ model, including an extension to the non-stationary case $G_t$.

**Proof Strategy.** Our proof builds on previous work by Glynn and Whitt [15] and Krichagina and Puhalskii [29]. First, the desired two-parameter stochastic-process limits were already established by Glynn and Whitt [15] for the case of service-time distributions with finite support. A key idea there was to treat that case by representing the service times as a finite mixture of deterministic service-time c.d.f.’s, and then split the arrival process into corresponding arrival processes associated with each deterministic service time; see §3 of [15], especially, Proposition 3.1. That step relies on the FCLT for split counting processes, as in §9.5 of [49]. The mixture argument extends quite directly to treat arbitrary discrete distributions. It would then also extend to arbitrary distributions if we can treat continuous service-time c.d.f., because we can regard the general c.d.f. as a mixture of a discrete c.d.f. and a continuous c.d.f. However, the proof in [15] does not seem to extend naturally to continuous service-time c.d.f.’s.

We treat the final case of a continuous service-time c.d.f. here by a different approach. In doing so, we draw heavily on Krichagina and Puhalskii [29]. Our limits for continuous service-time c.d.f.’s are extensions of theirs, obtained using the same martingale arguments. In their proof, Krichagina and Puhalskii [29] already took a two-parameter approach and showed that the two-parameter Kiefer process plays a prominent role in the limit process.

The main work here is our treatment of the case of a continuous service-time c.d.f. The main result is our FCLT for that case in Theorem 3.2. Sections §§8 - 11 are devoted to its proof. The rest of the results are relatively routine, so we provide relatively few proof details for them.

**Practical Value.** In doing this work, our goal has been to obtain useful practical formulas for the approximate distributions of the random variables describing system performance. Two observations set the stage: First, in the heavy-traffic limit, as the arrival rate increases, the sequence of properly scaled arrival processes usually converges to Brownian motion (or a time-transformed version), which has independent increments, so that will be a key initial assumption here. As a consequence, with high arrival rate, the arrival process should have approximately independent increments. Since new arrivals do not interact with customers in the system, because each customer can have his own server, this independent-increments property implies that, for any time $t$, the system evolution for new arrivals after time $t$ should be approximately independent of the system history up to time $t$. 
Second, to know the pre-limit process $Q^e(t, y)$ for all $y$ up to time $t$ is essentially (aside from customer identity) equivalent to knowing the total number in system at time $t$ plus the arrival times of the customers in the system at that time. Combining these two observations directly shows that the pre-limit stochastic process $\{Q^e(t, \cdot) : t \geq 0\}$ should be approximately Markov. Hence, we do not greatly dwell on that issue.

It also shows what is needed: First, to describe the approximate consequence of new arrivals after time $t$, it suffices to describe the system evolution starting empty. Second, we want to describe the system state at time $t$, which we can also think of as starting empty in the past. Hence, it suffices to describe the approximate distributions of $Q^e(t, y)$ and $Q^r(t, y)$ for all $t \geq 0$ and $y \geq 0$.

In this paper, we establish heavy-traffic limits that enable us to do just that. Since the limiting random variables are all Gaussian, the approximate distributions of unscaled pre-limit random variables are determined by their means and variances. The approximate mean values are determined by the fluid limits, while the approximate variances are determined by the variances of the limiting random variables. Thus, we meet our objective by providing explicit formulas for both the fluid limits and the variances of the limiting random variables. The fluid limits are given in Theorems 3.1 and 7.1; the variance formulas are given in Theorems 4.2 and 7.3. It is important that our main results - Theorems 3.2 and 7.2 - do indeed yield these important practical consequences.

Other Related Literature. As noted by Krichagina and Puhalskii [29], the relevance of the two-parameter Kiefer process for the infinite-server queue was first observed by Louchard [33]. The results here were briefly outlined in §6.4 in our survey [38]. (The first drafts of this paper were written at that time.) Since then, there has been a flurry of new work: Related fluid limits for measure-valued processes have been obtained by Kaspi and Ramanan [26] for the $GI/GI/s$ model with $s \to \infty$, by Kang and Ramanan [25] and Zhang and Dai [54] for the $GI/GI/s$ model with abandonment. Decreusefond and Moyal [8] established a FCLT for the $M/GI/\infty$ model. The limit in [8] is expressed in terms of cylindrical Brownian motions on a Hilbert space $L^2(dF)$ with $F$ being the service-time distribution. The limit is expressed as an infinite-dimensional stochastic integral with respect to independent standard BM’s.

In a forthcoming paper, Reed and Talreja [42] extend the result in [8] to the $G/GI/\infty$ model and they show that the limit process $Q^e$ can be regarded as an infinite-dimensional OU process, arising as the solution of an appropriate stochastic differential equation (SDE), thus proving that the limit process $\{\hat{Q}^e(t, \cdot) : t \geq 0\}$ is a Markov process. They also show that the limit can be proved by a direct application of the continuous mapping theorem in an appropriate abstract framework.

The papers [26, 25, 54, 42] all assume the service-time c.d.f. $F$ is continuous. We will also assume that here (Assumptions 2 and 3), but afterwards we combine our results with Glynn and Whitt [15] to treat the general case. Recently, Gamarnick and Moncilovic [13] did more work with service-time distributions having finite support, as in [15]. They established additional results for that...
discrete case, characterizing the limiting stationary queue-length distribution for the corresponding $G/GI/s$ model in terms of the stationary distribution of an explicitly constructed Markov chain.

**Organization of this paper.** We start with preliminaries in §2. In §3 we state our main results, focusing only on new arrivals (ignoring any customers initially in the system) and a continuous service-time c.d.f. In §4 we characterize the limit processes. In §5 we treat the initial conditions, and treat all customers in the system. In §6 we show how the limit reduces to the previous results for the $M/M/\infty$ and $G/M/\infty$ models. In §7 we treat the general service-time c.d.f.’s. In §§8-11 we prove the main theorem: Theorem 3.2. In §9 we prove the continuity of the representation of some key processes in the space $D_D$. In §10 we continue the proof by establishing tightness of the key processes. In §11 we complete the proof by establishing convergence of the finite-dimensional distributions. We draw conclusions in §12. We present supporting technical details in the Appendix, including basic facts about the Brownian sheet, the Kiefer process, two-parameter stochastic integrals, tightness criteria in the space $D_D$ and some detailed calculations.

2. Preliminaries

2.1. Initial Conditions and Assumptions

It is convenient to treat the congestion experienced by customers initially in the system separately from the congestion experienced by new arrivals, because they usually can be regarded as being asymptotically independent. Thus we first focus only on new arrivals and then later treat the initial conditions in §5.

**Assumptions for the Arrival Processes.** We consider a sequence of $G/GI/\infty$ queues indexed by $n$, where the arrival rate is increasing in $n$. For the $n$th system, let $A_{n}(t)$ be the number of arrivals by time $t$ and $\tau_{n}^{i}$ the time of the $i$th arrival.

We assume that the sequence of arrival processes satisfy a FCLT, specified below. All single-parameter continuous-time stochastic processes are assumed to be random elements of the function space $D \equiv D([0, \infty), \mathbb{R})$ with the usual Skorohod $J_1$ topology [2, 49]. Convergence $x_n \to x$ as $n \to \infty$ in the $J_1$ topology is equivalent to uniform convergence on compact subsets (u.o.c.) when the limit function $x$ is continuous. Throughout, we will have a bar, as in $\bar{A}_n(t)$, to denote the law of large number (LLN) scaling (as in (6) below) and a hat, as in $\hat{A}_n(t)$, to denote the central limit theorem (CLT) scaling (as in (5) below).

**Assumption 1: FCLT.** There exist: (i) a continuous nondecreasing deterministic real-valued function $\bar{a}$ on $[0, \infty)$ with $\bar{a}(0) = 0$ and (ii) a stochastic process $\hat{A}$ in $D$ with continuous sample paths, such that

$$\hat{A}_n(t) \equiv n^{-1/2}(A_n(t) - n\bar{a}(t)) \Rightarrow \hat{A}(t) \text{ as } n \to \infty \text{ in } D. \quad (5)$$
As an immediate consequence of Assumption 1, we have an associated functional weak law of large numbers (FWLLN)

$$\tilde{A}_n(t) \equiv \frac{A_n(t)}{n} \Rightarrow \bar{a}(t) \quad \text{as} \quad n \to \infty \quad \text{in} \quad D. \quad (6)$$

In order to obtain a limiting Markov process we will also assume that the limiting stochastic process \( \hat{A} \) has independent increments, but we will obtain limits more generally.

**The Standard Case.** The standard case in Assumption 1 has special \( \bar{a} \) and \( \hat{A} \). For the FWLLN limit, the standard case is \( \bar{a}(t) = \lambda t, \ t \geq 0 \) for some positive constant \( \lambda \), which corresponds to an arrival rate of \( \lambda_n = \lambda n \) in the \( n^{th} \) system, but our more general form allows for time-varying arrival rates as in [10, 36, 35].

For the FCLT limit \( \hat{A} \), the standard case is BM. That occurs when the arrival processes are scaled versions of a common renewal process with interarrival times having mean \( \lambda^{-1} \) and SCV \( c_2^2 \). Then \( \hat{A}(t) = \sqrt{\lambda c_2^2} B(t) \), where \( B \) is a standard BM. Of course, the convergence to BM in (5) holds much more generally, e.g., see Chapter 4 of [49]. Except for the SCV \( c_2^2 \), in the standard case Assumption 1 makes the arrival process asymptotically equivalent to a Poisson process. Thus, in the standard case, the limiting results will be identical to the limit for the \( M/GI/\infty \) model when \( c_2^2 = 1 \), and very similar for \( c_2^2 \neq 1 \). Actually, there is an important structural difference when \( c_2^2 \neq 1 \), which we discuss in §4.

**Assumptions for the Service Times and the Empirical Process.**

**Assumption 2: a sequence of i.i.d. random variables.** We assume that the service times of new arrivals come from a sequence of i.i.d. nonnegative random variables \( \{\eta_i : i \geq 1\} \) with a continuous c.d.f. \( F \) and \( F(0) < 1 \), independent of \( n \) and the arrival processes. (We extend to general c.d.f.’s in §7.)

As in [29], it is significant that our queue-length heavy-traffic limits over finite time intervals do not require more assumptions about the service-time cdf \( F \) except that it need be continuous. It need not have a finite mean. However, for subsequent results we will need to assume in addition that \( F \) has a finite mean \( \mu^{-1} \) and even a finite second moment with SCV \( c_s^2 \). The continuity of \( F \) implies that our limit processes will have continuous paths, as will be seen in Theorems 3.2 and 5.1.

Krichagina and Puhalskii (1997) observed that it is fruitful to view the service times through the two-parameter sequential empirical process

$$\bar{K}_n(t, x) = \frac{1}{n} \sum_{i=1}^{\lfloor nt \rfloor} 1(\eta_i \leq x), \quad t \geq 0, \quad x \geq 0, \quad (7)$$

which is directly expressed in the LLN scaling. Here \( 1(A) \) is the indicator function. Since the service times are i.i.d. (without any imposed moment conditions),
we have a FWLLN for $\tilde{K}_n$ itself and a FCLT for the scaled process

$$\tilde{K}_n(t, x) \equiv \sqrt{n}(\tilde{K}_n(t, x) - E[\tilde{K}_n(t, x)]) = \frac{1}{\sqrt{n}} \sum_{i=1}^{\lfloor nt \rfloor} (1(\eta_i \leq x) - F(x)), \quad (8)$$

for $t \geq 0$ and $x \geq 0$.

These stochastic-process limits are based on corresponding limits in the case of random variables uniformly distributed on $[0, 1]$. Let $U_n(t, x)$ denote the stochastic process $\tilde{K}_n(t, x)$ when $\eta_i$ is uniformly distributed on $[0, 1]$ and $F(x) = x$, $0 \leq x \leq 1$. Extending previous results by Bickel and Wichura [1], Krichagina and Puhalskii [29] showed that

$$\hat{U}_n(t, x) \Rightarrow U(t, x) \quad \text{in} \quad D([0, \infty), D([0, 1], \mathbb{R})) \quad \text{as} \quad n \to \infty, \quad (9)$$

where $U(t, x)$ is the standard Kiefer process; see Csörgő and Révész [7], Gaenssler and Stute [12], van der Vaart and Wellner [46] and Appendix A. In particular, $U(t, x) = W(t, x) - xW(t, 1)$, where $W(t, x)$ is a two-parameter BM (Brownian sheet), so that $U(\cdot, x)$ is a BM for each fixed $x$, while $U(t, \cdot)$ is a Brownian bridge for each fixed $t$. The Brownian bridge $B^0$ can be defined in terms of a standard BM $B$ by $B^0(t) = B(t) - tB(1)$, $0 \leq t \leq 1$; it corresponds to BM conditional on having $B(1) = 1$.

It is significant that $\tilde{K}_n$ can be expressed as a simple composition of $\hat{U}_n$ with the c.d.f. $F$ in the second component. We thus have

$$\tilde{K}_n(t, x) = \hat{U}_n(t, F(x)) \Rightarrow U(t, F(x)) \quad \text{in} \quad D([0, \infty), D([0, \infty], \mathbb{R})), \quad (10)$$

as $n \to \infty$ without imposing any conditions upon $F$, because $F$ is not dependent on $n$. Moreover, the convergence is with respect to a stronger topology on $D_D \equiv D((0, \infty), D([0, \infty], \mathbb{R}))$; convergence is uniform over sets of the form $[0, T] \times [0, \infty)$; we have uniformity over $[0, \infty)$ in the second argument. That will turn out to be important when we treat the remaining-workload process.

As a consequence of the FCLT in (10), we immediately obtain the associated FWLLN

$$\tilde{K}_n(t, x) \Rightarrow \tilde{k}(t, x) \equiv tF(x) \quad \text{in} \quad D_D \quad \text{as} \quad n \to \infty, \quad (11)$$

where again there is uniformity in $x$ over $[0, \infty)$.

\section{2.2. Prelimit Processes}

Let $Q^r_n(t, y)$ represent the number of customers in the $n^\text{th}$ queueing system at time $t$ that have elapsed service times less than or equal to $y$; let $Q^r_n(t, y)$ represent the corresponding number that have residual service times strictly greater than $y$. Let $Q^*_n(t)$ represent the total number of customers in the $n^\text{th}$ queueing system at time $t$. Clearly, $Q^r_n(t) = Q^*_n(t, t) = Q^*_n(t, 0)$, and

$$Q^r_n(t, y) = Q^*_n(t + y, t + y) - Q^*_n(t + y, y) = Q^*_n(t + y) - Q^*_n(t + y, y),$$
$$Q^*_n(t, y) = Q^*_n(t, 0) - Q^*_n(t - y, y) = Q^*_n(t) - Q^*_n(t - y, y). \quad (12)$$
From (12), it is evident that we can construct all three processes \( Q_n^e, Q_n^r \) and \( Q_n^r \) from either \( Q_n^e \) or \( Q_n^r \). Observe that \( Q_n^r \) and \( Q_n^r \) can be expressed as

\[
Q_n^r(t, y) = \sum_{i=1}^{A_n(t)} 1(\tau_i^n + \eta_i > t + y), \quad t \geq 0, \quad y \geq 0, \tag{13}
\]

\[
Q_n^r(t, y) = \sum_{i=1}^{A_n(t)} 1(\tau_i^n + \eta_i > t), \quad t \geq 0, \quad 0 \leq y \leq t.
\]

From (13), we see the connection to the sequential empirical process \( \bar{K}_n \) in (7). Indeed, the key observation (following [29]) is that we can rewrite the random sums in (13) as integrals with respect to the random field \( \bar{K}_n \) by

\[
Q_n^r(t, y) = n \int_0^t \int_0^{\infty} 1(s + x > t + y) d\bar{K}_n(A_n(s), x), \quad t, y \geq 0, \tag{14}
\]

\[
Q_n^r(t, y) = n \int_{t-y}^t \int_{y}^{\infty} 1(s + x > t) d\bar{K}_n(A_n(s), x), \quad t \geq 0, \quad 0 \leq y \leq t,
\]

for \( \bar{K}_n \) in (7). These two-dimensional integrals in (14) are two-dimensional Stieltjes integrals. In the present context, the integrals in (14) are understood to be (defined as) the random sums in (13). However, (again following [29]) we will interpret their limits as stochastic integrals, defined in the sense of mean-square convergence. That mean-square-convergence definition is consistent with the two-dimensional Stieltjes integral used for the prelimit processes. We will exploit the mean-square characterization to prove that the finite-dimensional distributions of the scaled processes \( \bar{X}_{n,2} \) in (17) below converge to those of the limiting process in §11. We will primarily focus on \( Q_n^r \).

**Lemma 2.1** (representation of \( Q_n^r \)) The process \( Q_n^r \) defined in (13) and (14) can be represented as

\[
Q_n^r(t, y) = n \int_0^t F^c(t + y - s) d\bar{a}(s) + \sqrt{n}(\bar{X}_{n,1}(t, y) + \bar{X}_{n,2}(t, y)), \quad t, y \geq 0, \tag{15}
\]

where

\[
\bar{X}_{n,1}(t, y) \equiv \int_0^t F^c(t + y - s) d\bar{A}_n(s), \tag{16}
\]

\[
\bar{X}_{n,2}(t, y) \equiv \int_0^t \int_0^{\infty} 1(s + x > t + y) d\hat{K}_n(s, x), \tag{17}
\]

\[
\hat{K}_n(t, y) \equiv \hat{K}_n(A_n(t), y) = \frac{1}{\sqrt{n}} \sum_{i=1}^{A_n(t)} (1(\eta_i \leq y) - F(y)) \tag{18}
\]

\[
\hat{K}_n(A_n(t), y) = \sqrt{n}(\bar{A}_n(t), y) \cdot \bar{A}_n(t) F(y) - \sqrt{n}\bar{a}(t) F(y),
\]
with the first two integrals in (16) and (17) both defined as Stieltjes integrals for functions of bounded variation as integrators.

**Proof.** Apply (8) to get the first relation in (18). (Right away, from (10), we see that \( \hat{R}_n(t, x) \Rightarrow \hat{K}(\hat{a}(t), x) \).) Use (8) and (7) to get the rest of (18) and

\[
\bar{K}_n(\bar{A}_n(t), x) = \frac{1}{n} \sum_{i=1}^{A_n(t)} \mathbf{1}(\eta_i \leq x)
= \frac{1}{\sqrt{n}} \left[ \frac{1}{\sqrt{n}} \sum_{i=1}^{A_n(t)} (\mathbf{1}(\eta_i \leq x) - F(x)) \right]
+ \frac{1}{\sqrt{n}} \sqrt{n}(\bar{A}_n(t) - \bar{a}(t))F(x) + \bar{a}(t)F(x)
= \frac{1}{\sqrt{n}} \hat{R}_n(t, x) + \frac{1}{\sqrt{n}} \hat{A}_n(t)F(x) + \bar{a}(t)F(x).
\]

(19)

Combine (14) and (19) to get (15). The alternative representation for \( \hat{X}_n, 2(t, y) \) holds because \( \bar{K}_n(t, \infty) = 0 \) and thus \( \hat{R}_n(t, \infty) = 0 \) for all \( t \).

We will also consider several related processes. Let \( F^r_n(t, \cdot) \) and \( F^c_n(t, \cdot) \) represent the empirical age distribution and the empirical residual distribution at time \( t \) in the \( n \)th system, respectively, i.e.,

\[
F^r_n(t, y) \equiv Q^r_n(t, y)/Q^t_n(t), \quad t \geq 0, \quad 0 \leq y \leq t,
\]

and

\[
F^r,c_n(t, y) \equiv 1 - F^r_n(t, y) \equiv Q^r_n(t, y)/Q^t_n(t), \quad t \geq 0, \quad y \geq 0.
\]

(20)

For each \( n \) and \( t \), \( F^r_n(t, \cdot) \) and \( F^c_n(t, \cdot) \) are proper c.d.f.’s. Let \( D_n(t) \) count the number of departures in the interval \([0, t]\); clearly, \( D_n(t) \equiv A_n(t) - Q^t_n(t) \) for \( t \geq 0 \).

We will also consider several processes characterizing the workload in total service time. For these limits, we will assume that we are in the standard case for the arrival process and impose extra moment conditions on the service-time c.d.f. \( F \). The total input of work over \([0, t]\) is

\[
I_n(t) \equiv \sum_{i=1}^{A_n(t)} \eta_i, \quad t \geq 0,
\]

(22)

The amount of the workload to have arrived by time \( t \) that will be remaining after time \( t + y \) is

\[
W^r_n(t, y) \equiv \int_y^\infty Q^r_n(t, x) dx, \quad t \geq 0, \quad y \geq 0.
\]

(23)

Then the total (remaining) workload at time \( t \) is \( W^r_n(t) \equiv W^r_n(t, 0) \). Finally, the total amount of completed service work by time \( t \) is \( C_n(t) \equiv I_n(t) - W^r_n(t) \).
2.3. The Space $D_D$

Our limits for two-parameter processes will be in the space $D_D$, which we regard as a subset of $D([0, \infty), D([0, \infty), \mathbb{R}))$, where $D \equiv D([0, \infty), S)$, for a separable metric space $S$, is the space of all right-continuous $S$-valued functions with left limits in $(0, \infty)$; see [2, 49] for background. We will be considering the subset of functions $x(t, y)$ which have finite limits as the second argument $y \to \infty$. For example, we have $Q_n^r(t, y) = Q_n^r(t, t)$ for all $y > t$ and $Q_n^r(t, y) \to 0$ as $y \to \infty$. We will be using the standard Skorohod [43] $J_1$ topology on all $D$ spaces, but since all limit processes will have continuous sample paths, convergence in our space $D_D$ is equivalent to uniform convergence over subsets of the form $[0, T] \times [0, \infty)$. (We already observed that we have such stronger uniform convergence over that non-compact set for $\hat{K}_n$ to the Kiefer process in (9).) We summarize the tightness criteria in the space $D_D$ in Appendix C, which will be applied in §10 to prove tightness of these processes. We refer to Talreja and Whitt [45] for the convergence preservation of various functions in $D_D$.

For two-parameter processes, one might consider using generalizations of the spaces of two-parameter real-valued functions considered by Straf [44] and Neuhaus [37], but those spaces require limits to exist at each point in the domain (subset of $\mathbb{R}^2$) through all paths lying in each of the four quadrants centered at that point. That works fine for the sequential empirical process $K_n$, but not for $Q_n^r(t, y)$. For example, suppose that the first two arrivals occur at times 1 and 3, and that the arrival at time 1 has a service time of 2. Then limits do not exist along all paths in the southeast and northwest quadrants at the point $(t, y) = (2, 1)$, because there are discontinuities along a negative 45° line running through that point. The value shifts from 0 to 1 at that line. However, there is no difficulty in the larger space $D_D$.

3. Main Results

In this section, we state the main results of this paper: the FWLLN and FCLT for the scaled processes associated with $Q_n^r$ and $W_n^r$, along with the closely related processes. We give the proofs in §§8-11.

Define the LLN-scaled processes $ar{Q}_n^r \equiv \{\bar{Q}_n^r(t, y), t \geq 0, y \geq 0\}$ by

$$\bar{Q}_n^r(t, y) \equiv \frac{Q_n^r(t, y)}{n}, \quad (24)$$

and similarly for the processes $\bar{Q}_n^r, \bar{Q}_n^t, \bar{D}_n, \bar{W}_n^r, \bar{W}_n^t, \bar{I}_n$ and $\bar{C}_n$. Define the LLN-scaled processes $\bar{F}_n^c \equiv \{\bar{F}_n^c(t, y), t \geq 0, 0 \leq y \leq t\}$ and $\bar{F}_n^{r,c} \equiv \{\bar{F}_n^{r,c}(t, y), t \geq 0, y \geq 0\}$ by

$$\bar{F}_n^c(t, y) \equiv \frac{\bar{Q}_n^r(t, y)}{\bar{Q}_n^t(t)} \quad \text{and} \quad \bar{F}_n^{r,c}(t, y) \equiv \bar{Q}_n^r(t, y) / \bar{Q}_n^t(t), \quad (25)$$

where $\bar{F}_n^c(t, y)$ and $\bar{F}_n^{r,c}(t, y)$ are defined to be 0 if $\bar{Q}_n^t(t) = 0$ for some $t$. 


By Lemma 2.1,  
\[
\hat{Q}_n^e(t, y) = \int_0^t F_c(t + y - s)d\bar{a}(s) + \frac{1}{\sqrt{n}}(\bar{X}_{n,1}(t, y) + \bar{X}_{n,2}(t, y)), \quad t, y \geq 0. \tag{26}
\]

When we focus on the amount of work, as in the workload processes, we use the stationary-excess (or residual-lifetime) c.d.f. associated with the service-time c.d.f. $F$ (assumed to have finite mean $\mu^{-1}$), defined by  
\[
F_e(x) \equiv \mu \int_0^x F_c(s)ds, \quad x \geq 0. \tag{27}
\]

The mean of $F_e$ is $E[\eta^2]/2E[\eta] = (\sigma^2 + 1)/2\mu$; that will be used in part (c) of Theorem 3.1 below.

**Theorem 3.1 (FWLLN)**

(a) Under Assumptions 1 and 2,  
\[
(\hat{A}_n, \bar{K}_n, \hat{Q}_n^r, \hat{Q}_n^e, \bar{F}_n^e, \bar{F}_n^{r,c}, \bar{D}_n) \Rightarrow (\bar{a}, \bar{k}, \bar{q}^r, \bar{q}^e, \bar{f}^e, \bar{f}^{r,c}, \bar{d}) \tag{28}
\]
in $D \times D_D^2 \times D \times D_D^3 \times D$ as $n \to \infty$ w.p.1, where the limits are deterministic functions: $\bar{a}$ is the limit in (6), $\bar{k}(t, x) \equiv tF(x)$ in (11),

\[
\bar{q}^r(t, y) = \int_0^t F_c(t + y - s)d\bar{a}(s), \quad t \geq 0, \quad y \geq 0, \tag{29}
\]

\[
\bar{q}^e(t, y) = \int_{t-y}^t F_c(t - s)d\bar{a}(s), \quad t \geq 0, \quad 0 \leq y \leq t, \tag{30}
\]

$\bar{q}^r(t) = \bar{q}^r(t, 0) = \bar{q}^r(t, t)$, $\bar{f}^e(t, y) = \bar{q}^e(t, y)/\bar{q}^r(t)$, $\bar{f}^{r,c}(t, y) = \bar{q}^{r,c}(t, y)/\bar{q}^r(t)$ and $\bar{d} = \bar{a} - \bar{q}^r$.

(b) If, in addition to the assumptions in part (a), $\bar{a}(t) = \lambda t$, $t \geq 0$, and the service-time c.d.f. $F$ has finite mean $\mu^{-1}$, then

\[
(\tilde{W}_n^r, \tilde{W}_n^e, \tilde{I}_n, \tilde{C}_n) \Rightarrow (\tilde{w}^r, \tilde{w}^e, \tilde{i}, \tilde{c}) \quad \text{in} \quad D_D \times D^3 \quad \text{as} \quad n \to \infty \quad \text{w.p.1,} \tag{31}
\]

jointly with the limits in (28), where

\[
\tilde{w}^r(t, y) = \lambda \int_y^\infty \tilde{q}^r(t, x)dx, \quad t \geq 0, \quad y \geq 0,
\]

\[
= \lambda \int_y^\infty \left( \int_0^t F_c(t + x - s)ds \right)dx = \frac{\lambda}{\mu} \int_0^t F_c(y + s)ds,
\]

\[
\tilde{w}^e(t) = \tilde{w}^r(t, 0) = \frac{\lambda}{\mu} \int_0^t F_c(s)ds,
\]

\[
\tilde{i}(t) = \frac{\lambda t}{\mu} \text{ and } \tilde{c}(t) \equiv \tilde{i}(t) - \tilde{w}^e(t) = \frac{\lambda}{\mu} \int_0^t F_e(s)ds. \tag{32}
\]
for \( F_\varepsilon \) in (27).

(c) If, in addition to the assumptions of parts (a) and (b), \( E[\eta^2] < \infty \), then
\[
\bar{w}^r(t, y) \to \frac{\lambda}{\mu} \int_0^\infty F_\varepsilon(y + s) ds < \infty \quad \text{and} \quad \bar{w}^t(t) \to \frac{\lambda(c_2^2 + 1)}{2\mu^2},
\] as \( t \to \infty \).

We obtain Theorem 3.1 as an immediate corollary to the following FCLT, which exploits centering by the deterministic limits above. For the FCLT, define the normalized processes
\[
\hat{Q}_n^r(t, y) \equiv \sqrt{n}(\hat{Q}_n^r(t, y) - \bar{q}^r(t, y)),
\]
for \( t \geq 0 \) and \( y \geq 0 \), and similarly for the other processes, using the centering terms above. By (26) and (29),
\[
\hat{Q}_n^r(t, y) = \hat{X}_{n,1}(t, y) + \hat{X}_{n,2}(t, y), \quad t \geq 0, \quad y \geq 0.
\]
Moreover,
\[
\hat{F}_n^{r,c}(t, y) \equiv \sqrt{n}(\hat{F}_n^{r,c}(t, y) - \bar{f}^{r,c}(t, y)) = \hat{Q}_n^t(t)^{-1}(\hat{Q}_n^r(t, y) - \hat{Q}_n^t(t)\bar{f}^{r,c}(t, y)), \quad t \geq 0, \quad y \geq 0,
\]
and
\[
\hat{F}_n^{c}(t, y) \equiv \sqrt{n}(\hat{F}_n^{c}(t, y) - \bar{f}^c(t, y)) = \hat{Q}_n^t(t)^{-1}(\hat{Q}_n^c(t, y) - \hat{Q}_n^t(t)\bar{f}^c(t, y)), \quad t \geq 0, \quad 0 \leq y \leq t.
\]

The joint deterministic limits in Theorem 3.1 are equivalent to the separate one-dimensional limits, but that is not true for the FCLT generalization below.

**Theorem 3.2 (FCLT)**

(a) Under Assumptions 1 and 2,
\[
(\hat{A}_n, \hat{K}_n, \hat{Q}_n^r, \hat{Q}_n^c, \hat{F}_n^{r,c}, \hat{F}_n^{c}, \hat{D}_n) \to (\hat{A}, \hat{K}, \hat{Q}^r, \hat{Q}^c, \hat{F}^{r,c}, \hat{F}^c, \hat{D})
\]
in \( D \times D_\hat{D}^2 \times D \times D_\hat{D}^3 \times D \) as \( n \to \infty \), where \( \hat{A} \) is the limit in (5), \( \hat{K}(t, x) \equiv U(t, F(x)) \) is the limit in (10), which is independent of \( \hat{A} \),
\[
\hat{Q}^r(t, y) \equiv \hat{X}_1(t, y) + \hat{X}_2(t, y), \quad t \geq 0, \quad y \geq 0,
\]
\[
\hat{X}_1(t, y) = \int_0^t F^c(t + y - s) d\hat{A}(s),
\]
\[
\hat{X}_2(t, y) = \int_0^t \int_0^\infty \chi(s + x > t + y) d\hat{K}(\bar{a}(s), x),
\]
\[
= - \int_0^t \int_0^\infty \chi(s + x \leq t + y) d\hat{K}(\bar{a}(s), x),
\]
\( \hat{Q}^t(t) = \hat{Q}^r(t, 0), \hat{Q}^c(t, y) = \hat{Q}^t(t) - \hat{Q}^r(t - y, y), \hat{F}^{r,c}(t, y) = \hat{q}^t(t)^{-1}(\hat{Q}^r(t, y) - \hat{Q}^c(t, y) f^{r,c}(t, y)), \) and \( \hat{D} = \hat{A} - \hat{Q}^t. \) Moreover, all these limit processes are continuous and \( \hat{Q}^c(t, y) \) can be represented as

\[
\hat{Q}^c(t, y) = X^c_1(t, y) + X^c_2(t, y), \quad t \geq 0, \quad 0 \leq y \leq t, \tag{38}
\]

\[
X^c_1(t, y) = \int_{t-y}^{t} F^c(t-s) d\hat{A}(s),
\]

\[
X^c_2(t, y) = \int_{t-y}^{t} \int_{0}^{\infty} \mathbf{1}(s + x > t) d\hat{K}(\bar{a}(s), x),
\]

\[
= -\int_{t-y}^{t} \int_{0}^{\infty} \mathbf{1}(s + x \leq t) d\hat{K}(\bar{a}(s), x).
\]

(b) If, in addition to the assumptions in part (a), \( \bar{a}(t) = \lambda t, t \geq 0, \) and the service-time c.d.f. \( F \) has finite mean \( \mu^{-1}, \) then \((\hat{W}^r_n, \hat{W}^r_n) \Rightarrow (\hat{W}^r, \hat{W}^r)\) in \( D_D \times D \) as \( n \to \infty \) jointly with the limits in (36), where

\[
\hat{W}^r(t, y) = \int_{y}^{\infty} \hat{Q}^r(t, x) dx, \quad \text{and} \quad \hat{W}^t(t) = \int_{0}^{\infty} \hat{Q}^t(t, x) dx. \tag{39}
\]

(c) If, in addition to the assumptions in parts (a) and (b), \( E[\eta^2] < \infty, \) then \((\hat{I}_n, \hat{C}_n) \Rightarrow (\hat{I}, \hat{C})\) in \( D^2 \) as \( n \to \infty \) jointly with the limits above, where

\[
\hat{I}(t) = \sqrt{\lambda \mu^2} B_n(t) + \mu^{-1} \hat{A} \quad \text{and} \quad \hat{C}(t) = \hat{I}(t) - \hat{W}^t(t), \quad t \geq 0, \tag{40}
\]

with \( B_n \) being a standard BM independent of \( \hat{A}. \)

The two integrals in (37) are stochastic integrals. The first integral for \( \hat{X}_2 \) is a standard Ito integral, but can be made more direct by applying integration by parts. The relevant version of integration by parts for \( \hat{X}_2 \) is given in Bremaud [4], p.336. For \( \hat{X}_{n,1}, \) it yields

\[
\hat{X}_{n,1}(t, y) = F^c(y) \hat{A}_n(t) - \int_{0}^{t} \hat{A}_n(s-) dF(t + y - s), \tag{41}
\]

and similarly for \( \hat{X}_1. \) The left limit \( \hat{A}_n(s-) \) in (41) is only needed if the functions \( F \) and \( A_n \) have common discontinuities with positive probability. Following [29], the second integral for \( \hat{X}_2 \) is either understood as the stochastic integrals with respect to two-parameter processes of the first type as in the proof of Theorem 4.2, or in the mean-square sense in §11.

Note that the two limit processes \( \hat{X}_1 \) and \( \hat{X}_2 \) are independent since \( \hat{A} \) and \( \hat{K} \) are independent. The asymptotic variability of the arrival process is captured by \( \hat{A}, \) which appears only in \( \hat{X}_1, \) while the asymptotic variability of the service process is captured by \( \hat{K}, \) which appears only in \( \hat{X}_2. \) Thus, in some sense, there is additivity of stochastic effects, as pointed out in [33, 29], but this might be misinterpreted. Notice that both \( \hat{X}_1 \) and \( \hat{X}_2 \) depend on the full service-time.
c.d.f. $F$, not just its mean. On the other hand, the arrival process beyond its deterministic rate only appears in $\hat{X}_1$, so that there is a genuine asymptotic insensitivity to the arrival process beyond its rate in $\hat{X}_2$.

We remark that if the service-time c.d.f. $F$ is discontinuous, the limit process $\hat{X}_2$ is only continuous in $t$, but not in $y$, and in fact, it is not even in the space $D_D$. The continuity of $\hat{X}_2$ and $\hat{Q}^t$ in $t$ can be obtained as in Lemma 5.1 of [29]. To see that $\hat{X}_2$ need not be in $D_D$, suppose that $F$ is the mixture of two point masses $y_1 > 0$ and $y_2 > 0$. Then, applying (42) below, we see that, for each $t \geq 0$, $\hat{X}_2(t, y) = 0$ for all $y \geq 0$ except $y_1$ and $y_2$, so that $\hat{X}_2(t, \cdot) \notin D$. That property follows from (42) because $\Delta_K(t_1, t_2, x_1, x_2) = 0$ for $0 < x_1 < x_2$ unless either $y_1 < x_1 < y_2$ or $x_1 < y_1 < x_2 < y_2$. That means that the random measure attaches all mass on the strips $x = y_1$ and $x = y_2$. Incidentally, in this example, $\hat{X}_2(t, \cdot)$ is an element of the space $E$ in Chapter 15 of [49].

We now establish additional results in the standard case. Let $\hat{d} = \lambda t$, $t \geq 0$, and $A = \sqrt{\lambda c_a^2} B_a$, where $B_a$ is a standard BM. Assume that the service-time distribution $F$ has finite mean $\mu^{-1}$. Under Assumptions 1 and 2, the limits (28) and (36) hold with

\begin{align*}
\hat{q}^t(t, y) &\equiv \lambda \int_0^t F^c(t + y - s) \, ds = \lambda \int_0^t F^c(y + s) \, ds \\
&\quad \to (\lambda/\mu) F^c(y) \quad \text{as} \quad t \to \infty, \\
\hat{q}^t(t, y) &\equiv \lambda \int_{t-y}^t F^c(t - s) \, ds = \lambda \int_y^y F^c(s) \, ds = (\lambda/\mu) F^c(y), \quad \text{for} \quad t \geq 0, \\
\hat{f}^c(t, y) &\equiv \hat{q}^t(t, y)/\hat{q}^t(t) \to F^c(y) \quad \text{as} \quad t \to \infty, \\
\hat{f}^{c, c}(t, y) &\equiv \hat{q}^c(t, y)/\hat{q}^c(t) \to F^c(y) \quad \text{as} \quad t \to \infty, \\
\hat{X}_1(t, y) &\equiv \sqrt{\lambda c_a^2} \int_0^t F^c(t + y - s) dB_a(s) = \sqrt{\lambda c_a^2} \int_0^t F^c(y + s) dB_a(t - s) \\
&\quad \underset{\hat{d}}{=} \sqrt{\lambda c_a^2} \int_0^\infty F^c(y + s) dB_a(s), \quad \text{where} \quad \hat{d} \quad \text{is in} \ D \quad \text{for each fixed} \ t > 0, \\
&\quad \to \sqrt{\lambda c_a^2} \int_0^\infty F^c(y + s) dB_a(s) \equiv \hat{X}_1(\infty, y) \quad \text{as} \quad t \to \infty, \\
\hat{X}_2(t, y) &\equiv \int_0^t \int_0^\infty 1(s + x > t + y) \, d\hat{K}(\lambda s, x) \\
&\quad \underset{\hat{d}}{=} \int_0^t \int_0^\infty 1(x > s + y) \, d\hat{K}(\lambda s, x), \quad \text{where} \quad \hat{d} \quad \text{is in} \ D \quad \text{for fixed} \ t > 0, 
\end{align*}
Any finite number of
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where \( \hat{K} \) is independent of \( B_a \).

Note that the random variables \( \hat{Q}_1(\infty, y) \) and \( \hat{Q}_2(\infty, y) \) in Corollary 3.1, and thus \( \hat{Q}'(\infty, y) \), have the limiting distributions as \( t \to \infty \) of the heavy-traffic limit processes \( \hat{Q}_1(t, y) \) and \( \hat{Q}_2(t, y) \), and thus \( \hat{Q}'(t, y) \), respectively. We can make various checks. By Little’s law (\( L = \lambda W \)), the mean steady-state number is \( \lambda/\mu \). We see that limit is approached by \( \tilde{q}(t) \equiv \tilde{q}(t, 0) \) as \( t \to \infty \). We also see that the limits above agree with those in Krichagina and Puhalskii [29] when we omit the \( y \) and the limits in Glynn and Whitt [15] when we restrict attention to service-time c.d.f.’s with finite support. We show what happens with exponential service times in §6.

4. Characterizing the Limit Processes

We now want to show that the basic queue-length limit processes, \( \hat{Q}'(t, y) \) and \( \hat{Q}'(t, y) \), constitute continuous Brownian analogs of the Poisson random measure representation for the \( M/GI/\infty \) model. (But the limit is only identical to the limit for the \( M/GI/\infty \) model when \( c_2^a = 1 \).) A key role here is played by the transformed Kiefer process \( \hat{K}(t, x) \equiv U(t, F(x)) = W(t, F(x)) - F(x)W(t, 1) \). Any finite number of \( K \)-increments,

\[
\Delta \hat{K}(t_1, t_2, x_1, x_2) \\
\equiv \hat{K}(t_2, x_2) - \hat{K}(t_2, x_1) - \hat{K}(t_1, x_2) + \hat{K}(t_1, x_1) \tag{42}
\]

\[
= \Delta W(t_1, t_2, F(x_1), F(x_2)) - (F(x_2) - F(x_1))(W(t_2, 1) - W(t_1, 1))
\]

for \( 0 \leq t_1 < t_2 \) and \( 0 \leq x_1 < x_2 \), are independent random variables provided that the rectangles \( (t_1, t_2] \times (x_1, x_2] \) have disjoint horizontal time intervals \( (t_1, t_2] \). As a consequence, we can represent \( \hat{K} \) as a random measure by letting

\[
\hat{K}(C) \equiv \int_{(s, x) \in C} d\hat{K}(s, x) \tag{43}
\]
with the property that $\hat{K}(C_i)$ are independent random variables when $C_i$ are horizontally disjoint subsets of $[0, \infty)^2$ (the horizontal time intervals of $C_i$'s are disjoint).

We only treat $\hat{Q}^r$ here. If the limit process $\hat{A}$ has independent increments, then so does $\hat{Q}^r$, provided that it is viewed as a function-valued process with the argument $t$. The limit processes $\hat{Q}^r$ is then a Markov process in $D_D$ (only considering the argument $t$). This result can be based on a basic decomposition, depicted in Figure 2.

**Figure 2.** The basic decomposition for $Q^r(t, y)$.

**Theorem 4.1** (decompositions, independent increments and the Markov property for $Q^r$) The limiting random variables $\hat{X}_1(t, y)$, $\hat{X}_2(t, y)$ and $\hat{Q}^r(t, y)$ in Theorem 3.2 admit the decompositions

\[
\begin{align*}
\hat{X}_i(t_2, y) & = \hat{X}_i(t_1, y + t_2 - t_1) + Z_i(t_1, t_2, y), \quad \text{for} \quad i = 1, 2, \\
\hat{Q}^r(t_2, y) & = \hat{Q}^r(t_1, y + t_2 - t_1) + Z^r(t_1, t_2, y), \quad t_2 > t_1 \geq 0, \quad (44)
\end{align*}
\]

where $y \geq 0$, $Z^r \equiv Z_1 + Z_2$, and

\[
\begin{align*}
Z_1(t_1, t_2, y) & = \int_{t_1}^{t_2} F^c(t + y - s)d\hat{A}(s), \\
Z_2(t_1, t_2, y) & = \int_{t_1}^{t_2} \int_0^\infty 1(s + x > t + y) d\hat{K}(\bar{u}(s), x).
\end{align*}
\]

If, in addition to the assumptions of Theorem 3.2, the limit process $\hat{A}$ has independent increments, which occurs in the standard case of Corollary 3.1, where
The decomposition for $\hat{G}(\text{Gaussian property})$

where $\tilde{A}$ is a BM, then the two random variables on the right in (44) are independent in each case. Moreover, the three processes $\{\hat{X}_1(t, \cdot) : t \geq 0\}, \{\hat{X}_2(t, \cdot) : t \geq 0\}$ and $\{\hat{Q}^r(t, \cdot) : t \geq 0\}$ all have independent increments, and are thus Markov processes (with respect to the argument $t$).

**Proof.** The decomposition for $\hat{X}_1(t, y), \hat{X}_2(t, y)$ and $\hat{Q}^r(t, y)$ in (44) is by direct construction, as in Figure 2. The independent-increments property is inherited from $\tilde{K}$ and $\tilde{A}$. 

We now show that the limit processes are Gaussian if $\hat{A}$ is Gaussian, which again is the case if $\hat{A}$ is BM. For nonstationary non-Poisson arrival processes $(G_t)$, we can construct such $G_t$ processes (or just think of them) by letting the original arrival processes $\{A_n(t) : t \geq 0\}$ be defined by

$$A_n(t) \equiv \tilde{A}(n\tilde{a}(t)), \quad t \geq 0,$$

where $\tilde{A} \equiv \{\tilde{A}(t) : t \geq 0\}$ is a rate-1 stationary (or asymptotically stationary) stochastic point process, such that $\tilde{A}$ satisfies a FCLT with limit $\sqrt{c_a^2}B_a$, where $B_a$ is a standard BM. As a consequence, a natural Gaussian limit process is $\hat{A}(t) \equiv \sqrt{c_a^2}B_a(\tilde{a}(t)), \quad t \geq 0$. Indeed, this occurs for the familiar $M_t$ case, in which case $c_a^2 = 1$.

**Theorem 4.2** (Gaussian property) If, in addition to the assumptions of Theorem 3.2, the limit process $\hat{A}$ is Gaussian, then the limit process in (36) is a continuous Gaussian process. If $\hat{A}(t) = \sqrt{c_a^2}B_a(\tilde{a}(t))$ for $t \geq 0$, where $B_a$ is a standard BM, then for each fixed $t \geq 0$ and $y \geq 0$,

$$\hat{X}_1(t, y) \overset{d}{=} N(0, c_a^2\sigma_1^2(t, y)), \quad \hat{X}_2(t, y) \overset{d}{=} N(0, \sigma_2^2(t, y)),$$

$$\hat{X}_1^r(t, y) \overset{d}{=} N(0, c_a^2\sigma_{1,e}^2(t, y)), \quad \hat{X}_2^r(t, y) \overset{d}{=} N(0, \sigma_{2,e}^2(t, y)),$$

$$\hat{W}^r(t, y) \overset{d}{=} N(0, \sigma_w^2(t, y)),$$

where

$$\begin{align*}
\sigma_1^2(t, y) &= \int_0^t F^c(t + y - s)^2 \lambda(s) \, ds, \quad t \geq 0, \quad y \geq 0, \\
\sigma_2^2(t, y) &= \int_0^t F(t + y - s)F^c(t + y - s) \lambda(s) \, ds, \quad t \geq 0, \quad y \geq 0, \\
\sigma_{1,e}^2(t, y) &= \int_{t-y}^t F^c(t - s)^2 \lambda(s) \, ds, \quad t \geq 0, \quad 0 \leq y \leq t, \\
\sigma_{2,e}^2(t, y) &= \int_{t-y}^t F(t - s)F^c(t - s) \lambda(s) \, ds, \quad t \geq 0, \quad 0 \leq y \leq t, \\
\sigma_w^2(t, y) &= (c_a^2 - 1) \int_y^\infty \int_y^\infty \int_0^t F^c(t + x - s)F^c(t + z - s) \lambda(s) \, ds \, dx \, dz \\
&\quad + \int_0^\infty \int_y^t F^c(t + x - s) \lambda(s) \, ds \, dx, \quad t \geq 0, \quad y \geq 0.
\end{align*}$$


Moreover, $\hat{X}_1$ and $\hat{X}_2$ are independent, and have covariances
\[
\text{Cov}(\hat{X}_1(t, y), \hat{X}_1(t', y')) = c_2^2 \int_0^t F^c(t + y - s)F^c(t' + y' - s) \lambda(s) \, ds,
\]
\[
\text{Cov}(\hat{X}_2(t, y), \hat{X}_2(t', y')) = \int_0^t F(t + y - s)F^c(t' + y' - s) \lambda(s) \, ds,
\]
for $0 \leq t \leq t'$, $0 \leq y \leq y'$. $\hat{X}_1^c$ and $\hat{X}_2^c$ are also independent, and have covariances
\[
\text{Cov}(\hat{X}_1^c(t, y), \hat{X}_1^c(t', y')) = c_2^2 \int_0^t F^c(t - s)F^c(t' - s) \lambda(s) \, ds,
\]
\[
\text{Cov}(\hat{X}_2^c(t, y), \hat{X}_2^c(t', y')) = \int_0^t F(t - s)F^c(t' - s) \lambda(s) \, ds,
\]
for $0 \leq t \leq t'$, $0 \leq y \leq y'$, $y \leq t$ and $y' \leq t'$.

**Proof.** We only discuss $\hat{X}_2$ in detail and the variance formulas for the other processes can be obtained similarly. We apply basic properties of the two-parameter Brownian sheet, as reviewed in the Appendix A. In particular, we use the standard representation of the Kiefer process $U$ in terms of the two-parameter Brownian sheet $W$, i.e.,
\[
U(x, y) = W(x, y) - yW(x, 1), \quad x \geq 0, \quad 0 \leq y \leq 1.
\] (45)

We will use the stochastic integral with respect to two-parameter Brownian sheet of the first type. Having $\hat{X}_2$ well-defined with continuous paths follows from the definition of stochastic integral with respect to the Brownian sheet of the first type. It clearly has mean 0. Its variance is given by
\[
E[\hat{X}_2(t, y)^2]
= E\left[ \left( \int_0^t \int_0^\infty 1(s + x > t + y) dU(\bar{a}(s), F(x)) \right)^2 \right]
= E\left[ \left( \int_0^t \int_0^\infty 1(s + x > t + y) d(W(\bar{a}(s), F(x)) - F(x)W(\bar{a}(s), 1)) \right)^2 \right]
= \int_0^t \int_0^\infty 1(s + x > t + y) dF(x) d\bar{a}(s) + \int_0^t F^c(t + y - s)^2 d\bar{a}(s)
- 2 \int_0^t \int_0^\infty 1(s + x > t + y) F(t + y - s) dF(x) d\bar{a}(s)
= \int_0^t F^c(t + y - s) d\bar{a}(s) - \int_0^t F^c(t + y - s)^2 d\bar{a}(s)
= \int_0^t F(t + y - s) F^c(t + y - s) d\bar{a}(s),
\]
where the first equality uses the identity (45) and the second equality uses the isometry property of the stochastic integral with respect to two-parameter
Brownian sheets of the first type. The covariance can be obtained in the similar way. For the variance of $\hat{W}(t, y)$, by the independence of $\hat{X}_1(t, y)$ and $\hat{X}_2(t, y)$, we have

\[
E[\hat{W}(t, y)^2] = E\left[\left(\int_0^t \hat{Q}^r(t, x)dx\right)^2\right] \\
= \lambda c^2 a E\left[\left(\int_y^\infty \int_0^t F^c(t + x - s)dB(a(s))dx\right)^2\right] \\
+ E\left[\left(\int_y^\infty \int_0^t \int_0^\infty 1(s + x_0 > t + x) dU(\lambda s, F(x_0))dx\right)^2\right].
\]

Then by an analogous argument to $E[\hat{X}_2(t, y)^2]$, we obtain the variance of $\hat{W}(t, y)$.

We remark that, for Theorem 4.2, we could also have used an argument analogous to Lemma 5.1 in [30] by understanding the integral in $\hat{X}_2$ as a mean square limit. However, our approach here by applying properties of stochastic integrals with respect to two-parameter Brownian sheets of the first type simplifies the proof. Paralleling the result in Lemma 5.1 [30], we can easily check that

\[
E[(\hat{X}_2(t, y) - \hat{X}_2(t', y'))^2] = \int_0^t (F(t' + y' - u) - F(t + y - u))(1 + F(t + y - u) - F(t' + y' - u))d\bar{a}(u)
\]

for $0 \leq t \leq t'$, $0 \leq y \leq y'$.

**Corollary 4.1** (the special case $c^2_a = 1$) If, in addition to the assumptions of Theorem 4.2, $c^2_a = 1$, then

\[
\text{Var}(\hat{Q}^r(t, y)) = \sigma_1^2(t, y) + \sigma_2^2(t, y) = \int_0^t F^c(t + y - u) \lambda(s) ds,
\]

for $t \geq 0$ and $y \geq 0$. The limit $\hat{A}$ and all the other limits are the same as if the unscaled arrival processes $\{A_n(t) : t \geq 0\}$ are Poisson processes (possibly nonhomogeneous). (When $A_n$ is Poisson, the prelimit variables $Q_n^c(t, y)$ and $Q_n^l(t, y)$ are Poisson random variables for each $t$ and $y$.) Moreover, as in the Poisson-arrival case, for each $t \geq 0$ and $y \geq 0$, $\hat{Q}^r(t, y)$ is distributed the same as the limit of

\[
\hat{Q}_n^r(t, y) = \sqrt{n}\left(\frac{1}{n} \sum_{i=1}^{Q_n^c(t, y)} \eta_i(t, y) - \bar{q}^r(t, y)\right),
\]

where $\{\eta_i(t, y) : i \geq 1\}$ is a sequence of i.i.d. Bernoulli random variables with

\[
P(\eta_i(t, y) = 1) = \tilde{f}^{r,c}(t, y),
\]

which are independent of the total queue length $\hat{Q}_n^l(t)$.
Proof. We need to justify (47). First, we note that this is the asymptotic generalization of an exact relation for Poisson arrivals; e.g., see Theorem 2.1 of [16]. Here we start by defining

\[ Q^r_n(t, y) = \sum_{i=1}^{Q^r_n(t)} \eta_i(t, y), \]

for each \( t \geq 0 \) and \( y \geq 0 \). (In passing, we remark that \( Q^r_n(t, y) \overset{d}{=} Q^r(t, y) \) in the special case of a nonhomogeneous \((M_t) \) arrival process, but not more generally.) By the FWLLN, the fluid scaled processes \( \bar{Q}^r_n(t, y) \) converge to the fluid limit \( q^r(t, y) \) as \( n \to \infty \):

\[ \bar{Q}^r_n(t, y) \Rightarrow \bar{Q}^r(t, y) \equiv E[\eta_i(t, y)]q^r(t) = \bar{q}^r(t, y)q^r(t) = \frac{\bar{q}^r(t, y)}{q^r(t)}q^r(t) = q^r(t, y). \]

We can write \( \bar{Q}^r_n(t, y) \) in (47) as

\[ \bar{Q}^r_n(t, y) = \frac{1}{\sqrt{n}} \sum_{i=1}^{nQ^r_n(t)} (\eta_i(t, y) - \bar{f}^{r,c}(t, y)) + \bar{f}^{r,c}(t, y)\bar{Q}^r(t). \]

By FCLT for random walks with i.i.d. increments of mean 0 and finite variance (Theorem 8.2, [2]), continuity of composition in \( D \) (Theorem 13.2.2, [49]) and Theorems 3.1 and 3.2, we obtain the weak convergence of \( \bar{Q}^r_n(t, y) \) to \( \bar{Q}^r(t, y) \):

\[ \bar{Q}^r_n(t, y) \Rightarrow \bar{Q}^r(t, y) \text{ in } D_D \text{ as } n \to \infty, \]

where

\[ \bar{Q}^r(t, y) \equiv \sigma_3(t, y)B_3(\bar{q}^r(t)) + \bar{f}^{r,c}(t, y)\bar{Q}^r(t) \]

where \( \sigma_3(t, y) = \bar{f}^{r,c}(t, y)(1 - \bar{f}^{r,c}(t, y)) \) and \( B_3 \) is a standard Brownian motion, independent of \( \bar{Q}^r(t) \). Thus, \( \bar{Q}^r(t, y) \) is Gaussian with mean 0 and variance

\[ Var(\bar{Q}^r(t, y)) = \sigma_3^2(t, y)\bar{q}^r(t) + \bar{f}^{r,c}(t, y)^2Var(\bar{Q}^r(t)) \]

\[ = \bar{q}^r(t, y)\left(\frac{\bar{q}^r(t, y)}{\bar{q}^r(t)}\right)\bar{q}^r(t) + \frac{\bar{q}^r(t, y)^2}{\bar{q}^r(t)}\bar{q}^r(t) \]

\[ = \bar{q}^r(t, y) \int_0^t F^c(t + y - u) \lambda(s) \, ds = Var(\bar{Q}^r(t, y)). \]

Since \( \bar{Q}^r(t, y) \) and \( \bar{Q}^r(t, y) \) are both Gaussian with the same mean and variance, \( \bar{Q}^r(t, y) \) and \( \bar{Q}^r(t, y) \) are equal in distribution. When the arrival process is \( M_t \), \( Q^r_n(t, y) \) has a Poisson distribution for each \( n, t \) and \( y \), so that the variance equals the mean. Since \( c_d^2 = 1 \), the limit must be the same here as in the \( M_t \) case.

\[\]

G. Pang and W. Whitt/Two-Parameter Limits
We emphasize that Corollary 4.1 is consistent with known results for the $M_t/GI/\infty$ model. The asymptotic equivalence to the random sum in (47) and (48) is the asymptotic analog of the property for the $M_t/GI/\infty$ model that, conditional on the number of customers in the system, the remaining service times are distributed as i.i.d. random variables with cdf $\bar{f}(t, \cdot)$; e.g., see Theorem 2.1 of [16]. This property does not hold for $c_2^2 \neq 1$.

**Corollary 4.2** (steady state in the standard case) If $\bar{a}(t) = \lambda t$ and $\bar{A} = \sqrt{\lambda c_2^2} B_a$, then the steady-state variables $\hat{X}_1(\infty, y), \hat{X}_2(\infty, y), \hat{X}_1^c(\infty, y)$ and $\hat{X}_2^c(\infty, y)$ in Corollary 3.1 are Gaussian,

\[
\begin{align*}
\hat{X}_1(\infty, y) &\overset{d}{=} N(0, c_2^2 \sigma_1^2(y)), & \hat{X}_2(\infty, y) &\overset{d}{=} N(0, \sigma_2^2(y)), \\
\hat{X}_1^c(\infty, y) &\overset{d}{=} N(0, c_2^2 \sigma_1^2(y)), & \hat{X}_2^c(\infty, y) &\overset{d}{=} N(0, \sigma_2^2(y)),
\end{align*}
\]

where

\[
\begin{align*}
\sigma_1^2(y) &= \lambda \int_0^\infty F^c(s)^2 \, ds, & \sigma_2^2(y) &= \lambda \int_y^\infty F(s)F^c(s) \, ds, \\
\sigma_{1,c}^2(y) &= \lambda \int_0^y F^c(s)^2 \, ds, & \sigma_{2,c}^2(y) &= \lambda \int_0^y F(s)F^c(s) \, ds, \quad y \geq 0.
\end{align*}
\]

If, in addition, $c_2^2 = 1$, then

\[
\begin{align*}
\text{Var}(\hat{Q}_1^c(\infty, y)) &= \sigma_1^2(y) + \sigma_{1,c}^2(y) = \lambda \int_y^\infty F^c(s) \, ds = \frac{\lambda}{\mu} F^c(y), \quad y \geq 0, \\
\text{Var}(\hat{Q}_2^c(\infty, y)) &= \sigma_2^2(y) + \sigma_{2,c}^2(y) = \lambda \int_0^y F^c(s) \, ds = \frac{\lambda}{\mu} F^c(y), \quad y \geq 0,
\end{align*}
\]

and $\text{Var}(\hat{Q}_1^c(\infty)) = \sigma_1^2(0) + \sigma_{1,c}^2(0) = \sigma_1^2(\infty) + \sigma_{1,c}^2(\infty) = \lambda/\mu$.

5. Initial Conditions

So far, we have concentrated on new arrivals. Now we turn our attention to customers in the system initially, before any new arrivals come. We make assumptions similar to those in §2. However, these assumptions are less realistic here. Thus, for applications, it is good that the relevance of the initial conditions decreases as time evolves.

However, there is some justification for what we do below. We assume that the remaining service times of the customers initially in the system are i.i.d., distributed according to some new c.d.f., independent of the number of customers in the system and everything associated with new arrivals. That rather strong assumption will actually be justified if we assume that the initial state we see is the result of an $M_t/GI/\infty$ system, possible with different model parameters, that started empty at some previous time. As noted in Theorem 4.2 (b) and the concluding remark in §4, this strong independence property actually holds in an $M_t/GI/\infty$ model. Moreover, that representation is asymptotically correct more
generally if \(c_a^2 = 1\). Unfortunately, however, that representation is not asymptotically correct if \(c_a^2 \neq 1\). Nevertheless, it is a natural candidate approximate initial condition.

Here is our specific framework: Let \(Q_{i,r}^n(y)\) be the number of customers initially in the \(n\)th system at time 0, not counting new arrivals, who have residual service times strictly greater than \(y\). Let \(Q_{i,t}^n\equiv Q_{i,r}^n(0)\) be the total number of customers initially in the \(n\)th system and let \(Q_{i,r}^n(y)\) be the number of customers initially in the \(n\)th system that have elapsed service times less than or equal to \(y\). Let \(W_{i,r}^n(y)\) and \(W_{i,t}^n\) be the corresponding workload processes, defined as in (23).

Let \(\tilde{Q}_{i,r}^n(y)\) and \(\hat{Q}_{i,r}^n(y)\) be the associated scaled processes, defined by

\[
\tilde{Q}_{i,r}^n(y) \equiv \frac{Q_{i,r}^n(y)}{n}, \quad \hat{Q}_{i,r}^n(y) \equiv \sqrt{n}(\tilde{Q}_{i,r}^n(y) - \bar{q}_{i,r}^n(y)), \quad y \geq 0.
\] (49)

Let other scaled processes be defined similarly. What we need are the FWLLN \(\tilde{Q}_{i,r}^n \Rightarrow \bar{q}_{i,r}^n\) and the associated FCLT \(\hat{Q}_{i,r}^n \Rightarrow \hat{Q}_{i,r}^n\) in \(D\) as \(n \to \infty\), jointly with the limits in Theorem 3.2. The extension to joint convergence with the other processes will be immediate if the stochastic processes associated with new arrivals are independent of the initial conditions. Otherwise, we require that we have the joint convergence \((\hat{A}_n, \hat{Q}_{i,r}^n) \Rightarrow (\hat{A}, \hat{Q}_{i,r}^n)\) in \(D \times D\), with the service times of new arrivals coming from a sequence of i.i.d. random variables, which is independent of both the arrival processes and the initial conditions. We now give sufficient conditions to get these limits.

**Assumptions for the Initial Conditions.**

**Assumption 3: i.i.d. service times.** The service times of customers initially in the system come from a sequence \(\{\eta_j^i : j \geq 1\}\) of i.i.d. nonnegative random variables with a continuous c.d.f. \(F_i\) and \(F_i(0) < 1\), independent of \(n\) and independent of the total number of customers initially present and all random quantities associated with new arrivals.

**Assumption 4: independence and CLT for the initial number.** The initial total number of customers in the system, \(Q_{i,t}^n\), is independent of the service times of the initial customers and all random quantities associated with new arrivals. ■

**Lemma 5.1 (representation of \(Q_{i,r}^n\))** Under Assumptions 3 and 4, the process \(Q_{i,r}^n\) can be represented as

\[
Q_{i,r}^n(y) = \sum_{j=1}^{Q_{i,t}^n} (1(\eta_j^i > y) - F_i^c(y)) + Q_{i,t}^n F_i^c(y), \quad y \geq 0.
\] (51)
Theorem 5.1 (FWLLN and FCLT for the initial conditions) Under Assumptions 3 and 4,
\[ \bar{Q}_n^{i,r}(y) \Rightarrow \bar{q}^{i,r}(y) \equiv F_i^c(y)q^{i,t}_n \quad \text{in } D \text{ as } n \to \infty, \quad (52) \]
\[ \hat{Q}_n^{i,r}(y) \Rightarrow \hat{q}^{i,r}(y) \equiv F_i^c(y)\hat{q}^{i,t}_n + \sqrt{\bar{q}^{i,t}_n}B^0(\hat{F}_i(y)) \quad \text{in } D \text{ as } n \to \infty, \]
where \( F_i \) is the service-time c.d.f. of the initial customers and \( B^0 \) is a Brownian bridge, independent of \( \hat{Q}^{i,t}_n \).

We can combine Theorems 3.1, 3.2 and 5.1 to treat the total number of customers in the system at time \( t \) with residual service times strictly greater than \( y \), which we denote by \( Q_{n}^{T,r}(t, y) \). The key representation is
\[ Q_{n}^{T,r}(t, y) = Q_{n}^{r}(t, y) + Q_{n}^{i,r}(t + y), \quad t \geq 0, \quad y \geq 0. \quad (53) \]

Corollary 5.1 (FWLLN and FCLT for all customers) Under Assumptions 1-4,
\[ \bar{Q}_n^{T,r}(t, y) \equiv \bar{Q}_n^{i,r}(t + y) + \bar{Q}_n^{r}(t, y) \Rightarrow \bar{q}^{T,r}(t, y) \equiv \bar{q}^{i,r}(t + y) + \bar{q}^{r}(t, y) \]
\[ = F_i^c(t + y)\bar{q}^{i,t}_n + \int_0^t F_i^c(t + y - s)d\bar{a}(s), \quad (54) \]
\[ \hat{Q}_n^{T,r}(t, y) \equiv \hat{Q}_n^{i,r}(t + y) + \hat{Q}_n^{r}(t, y) \Rightarrow \hat{Q}_n^{T,r}(t, y) \equiv \hat{q}^{i,r}(t + y) + \hat{Q}^{r}(t, y) \]
\[ = F_i^c(t + y)\hat{q}^{i,t}_n + \sqrt{\bar{q}^{i,t}_n}B^0(F_i(t + y)) + \hat{X}_1(t, y) + \hat{X}_2(t, y), \quad \text{in } D \text{ as } n \to \infty, \]
where \( \hat{X}_1 \) and \( \hat{X}_2 \) are given in (37).

6. Exponential Service Times

We now discuss how the results simplify when the service-time c.d.f.’s are exponential.

6.1. The Total Queue Length

From previous work [19, 3, 48], we know that the one-parameter limit process \( \hat{Q}_n^{T,t} \) is an OU process when the arrival-process limit \( \hat{A} \) is BM and the service-time distributions \( F \) and \( F_i \) are a common exponential distribution. We show how that conclusion for the queue-length process limit \( \hat{Q}_n^{T,t} \) can be deduced from our results.

Assumptions for the Standard Case with Exponential Service. Assume that \( F(x) = F_i(x) = 1 - e^{-\mu x} \) for \( x \geq 0, \bar{a}(t) = \lambda t \) for \( t \geq 0, \hat{A} = \sqrt{\lambda e^\gamma B} \) where \( B \) is standard BM.

For this exponential case, the FWLLN in Corollary 5.1 gives the limit
\[ \bar{q}^{T,r}(t, y) = F_i^c(t + y)\bar{q}^{i,t}_n + \int_0^t F_i^c(t + y - s)d\bar{a}(s), \]
\[ \hat{q}^{T,r}(t, y) = F_i^c(t + y)\hat{q}^{i,t}_n + \sqrt{\hat{q}^{i,t}_n}B^0(F_i(t + y)) + \hat{X}_1(t, y) + \hat{X}_2(t, y), \]
which implies that
and by Proposition A.1 for the Kiefer process, we obtain

\[ e^{-\mu(t+y)} \hat{q}^{i,t} + \lambda \int_0^t e^{-\mu(t+y-s)} ds \]
\[ = e^{-\mu y} \left( \frac{\lambda}{\mu} + \left( \frac{q^{i,t}}{\mu} - \frac{\lambda}{\mu} \right) e^{-\mu t} \right) \rightarrow \frac{\lambda}{\mu} e^{-\mu y} \text{ as } t \rightarrow \infty. \] (55)

The limiting behavior as \( t \rightarrow \infty \) is consistent with Corollary 3.1. For example, we see that the mean steady-state number \( \lambda/\mu \) is approached by \( \hat{q}^{T,t}(t) \equiv \hat{q}^{T,r}(t,0) \) as \( t \rightarrow \infty \). This consistency is expected because, under Assumptions 3 and 4, the initial conditions will have no impact on the limiting behavior as \( t \rightarrow \infty \).

We now turn to the limit in the FCLT. We consider each of the four terms appearing in the limit of the FCLT for all customers in Corollary 5.1. In addition to \( \hat{X}_1 \) and \( \hat{X}_2 \), which describe the limit for new arrivals, let the limits for the initial customers be

\[ \hat{X}_3(t,y) = F^e(t+y) \hat{q}^{i,t} = e^{-\mu(t+y)} \hat{q}^{i,t} = -\mu \int_0^t \hat{X}_3(s,y) ds + e^{-\mu y} \hat{Q}^{i,t} \]

\[ \hat{X}_4(t,y) = \sqrt{q^{i,t}} B^0(F^e(t+y)) = \sqrt{q^{i,t}} B^0(1-e^{-\mu(t+y)}). \] (56)

By the fact that Brownian bridge \( B^0 \) is the unique solution to a one-dimensional SDE (§5.6.B, [27]), we can rewrite \( \hat{X}_4 \) as

\[ \hat{X}_4(t,y) = \sqrt{q^{i,t}} \left( -\int_0^1 \frac{1-e^{-\mu(t+y)}}{1-u} du + B_0 \left( 1-e^{-\mu(t+y)} \right) \right) \]
\[ = \sqrt{q^{i,t}} \left( -\mu \int_0^t B^0(1-e^{-\mu(s+y)}) ds + B_0(1-e^{-\mu(t+y)}) \right) \]
\[ = -\mu \int_0^t \hat{X}_4(s,y) ds + \sqrt{q^{i,t}} B_0(1-e^{-\mu(t+y)}). \] (57)

where \( B_0 \) is a standard Brownian motion, independent of \( B \) in the assumptions for the standard case with exponential service.

By Ito’s formula, we can write \( \hat{X}_1 \) as

\[ \hat{X}_1(t,y) = -\mu \int_0^t \hat{X}_1(s,y) ds + e^{-\mu y} \sqrt{\lambda c^2} B(t), \] (58)

and by Proposition A.1 for the Kiefer process, we obtain

\[ U(\lambda t, 1-e^{-\mu x}) = -\int_0^{1-e^{-\mu x}} \frac{U(\lambda t,y)}{1-y} dy + W(\lambda t, 1-e^{-\mu x}) \]
\[ = -\mu \int_0^x U(\lambda t, 1-e^{-\mu y}) dy + W(\lambda t, 1-e^{-\mu x}). \]

which implies that

\[ \hat{X}_2(t,y) = -\mu \int_0^t \hat{X}_2(s,y) ds + \int_0^t \int_0^\infty 1(s+x \leq t+y) dW(\lambda s, 1-e^{-\mu x}). \] (59)
Combining the above (56), (57), (58), (59) and the FCLT in Corollary 5.1, we can write the limit $\hat{Q}^{T,r}$ as
\[
\hat{Q}^{T,r}(t, y) = \hat{X}_1(t, y) + \hat{X}_2(t, y) + \hat{X}_3(t, y) + \hat{X}_4(t, y)
\]
where
\[
\hat{B}(t, y) = \sqrt{\hat{q}^{i,t} B_b(1 - e^{-\mu(t+y)})} + e^{-\mu y} \sqrt{c_a^2} B(t)
\]
\[
+ \int_0^t \int_{t}^\infty 1(s + x \leq t + y) dW(\lambda s, 1 - e^{-\mu x}),
\]
with $B, B_b$ and $W$ being mutually independent. The process $\{\hat{B}(t, y) : t, y \geq 0\}$ is a well defined Gaussian process with mean 0 and covariance for $t < t', y < y'$, (see Appendix D for the calculation)
\[
E[\hat{B}(t, y)\hat{B}(t', y')] = (\lambda + \lambda \sigma_a^2 e^{-\mu(y+y')})t + \hat{q}^{i,t} - \frac{\lambda}{\mu} e^{-\mu y} + \left(\frac{\lambda}{\mu} - \hat{q}^{i,t}\right) e^{-\mu(t+y)}.
\]

In particular, since the total number of customers in the system $\hat{Q}^{T,t}(t) \equiv \hat{Q}^{T,r}(t, 0)$, when $\hat{q}^{i,t} = 1$ and $\lambda = \mu$, we obtain
\[
\hat{Q}^{T,t}(t) = \hat{q}^{i,t} - \mu \int_0^t \hat{Q}^{T,t}(s) ds + \hat{B}(t), \quad t \geq 0,
\]
where $\hat{B}(t) = \hat{B}(t, 0)$. It is easy to check that the process $\hat{B}$ is a Brownian motion with mean 0 and covariance $E[\hat{B}(t)\hat{B}(t')] = \lambda(1 + \sigma_a^2)(t \wedge t')$. Thus, $\hat{Q}^{T,t}(t)$ in (61) is an $OU(t; \mu, \lambda(1 + \sigma_a^2))$ process, consistent with the heavy-traffic limit for the queue-length processes of the infinite server queues with exponential service times (Theorem 1.1, [38]). Moreover, if $c_a^2 = 1$, $\hat{Q}^{T,t}(t)$ in (61) is an $OU(t; \mu, 2\mu)$ process, consistent with the limit for $M/M/\infty$ (Theorem 1.1, [38]).

### 6.2. Explicit Variance Formulas

In this subsection, we give the explicit variance formulas in Theorem 4.2 for the standard case with exponential service times. For each $t \geq 0$ and $y \geq 0$,
\[
\sigma_1^2(t, y) = \frac{\lambda}{2\mu} e^{-2\mu y}(1 - e^{-2\mu t}),
\]
\[
\sigma_2^2(t, y) = \frac{\lambda}{\mu} e^{-\mu y}(1 - e^{-\mu t}) - \frac{\lambda}{2\mu} e^{-2\mu y}(1 - e^{-2\mu t}),
\]
\[
Var(W(t, y)) = \sigma_3^2(t, y) = \frac{\lambda}{2\mu^3} e^{-\mu y}(1 - e^{-\mu t}) + \frac{\lambda}{2\mu^3} (c_a^2 - 1) e^{-2\mu y}(1 - e^{-2\mu t})
\]
\[
\rightarrow \frac{\lambda}{\mu^2} e^{-\mu y} + \frac{\lambda}{2\mu^3} (c_a^2 - 1) e^{-2\mu y}, \quad \text{as} \quad t \rightarrow \infty.
\]
So we obtain the variances for the limiting queue-length processes $\hat{Q}^r(t,y)$ and $\hat{Q}^t(t)$:

\begin{align*}
V\text{ar}(\hat{Q}^r(t,y)) &= \frac{\lambda}{\mu} e^{-\mu y} (1 - e^{-\mu t}) + \frac{\lambda}{2\mu} (c_a^2 - 1) e^{-2\mu y} (1 - e^{-2\mu t}) \\
&\rightarrow \frac{\lambda}{\mu} e^{-\mu y} + \frac{\lambda}{2\mu} (c_a^2 - 1) e^{-2\mu y} \quad \text{as} \quad t \to \infty,
\end{align*}

and

\begin{align*}
V\text{ar}(\hat{Q}^t(\infty)) &= V\text{ar}(\hat{Q}^r(\infty,0)) = \frac{\lambda}{\mu} + \frac{\lambda}{2\mu} (c_a^2 - 1) = \frac{\lambda}{2\mu} (c_a^2 + 1).
\end{align*}

Similar, somewhat more complicated, formulas can be obtained when the service-time c.d.f. is a mixture of exponential c.d.f.’s. That special case is discussed in [48].

7. General Service-Time Distributions

In this section, we treat general service-time c.d.f.’s. Instead of Assumption 2, we assume the following:

**Assumption 5: a general c.d.f.** We assume that the service times of new arrivals come from a sequence of i.i.d. nonnegative random variables $\{\eta_i : i \geq 1\}$ with a general c.d.f. $F$, which is independent of $n$ and the arrival processes. We assume that $F(0) < 1$.

The general service-time c.d.f. $F$ has at most countably many discontinuity points. Let $p_d (p_c)$ be the total probability mass at the discontinuity (continuity) points, i.e., $p_d = \sum_{x \geq 0} \Delta F(x) \leq 1$ and $p_c = 1 - p_d \leq 1$, where $\Delta F(x) \equiv F(x) - F(x-)$. To focus on the interesting case, suppose that $0 < p_d < 1$. We order the discontinuity points by the size of their probability mass in decreasing order (using the natural order in case of ties); i.e., let $\{\bar{x}_1, \bar{x}_2, \ldots\}$ be such that $\Delta F(\bar{x}_i) \geq \Delta F(\bar{x}_{i+1})$. Define two proper c.d.f.’s $F_c$ and $F_d$ for a continuous random variable $\eta^c$ and a discrete random variable $\eta^d$, respectively, by

\begin{align*}
F_c(x) &\equiv P(\eta^c \leq x) = \frac{1}{p_c} \left( F(x) - \sum_{y \leq x} \Delta F(y) \right), \quad x \geq 0,
\end{align*}

and

\begin{align*}
F_d(x) &\equiv \sum_{j : \bar{x}_j \leq x} P(\eta^d = \bar{x}_j), \quad \text{and} \quad p_{d,i} \equiv P(\eta^d = \bar{x}_i) = \frac{\Delta F(\bar{x}_i)}{p_d}, \quad x \geq 0.
\end{align*}

Note that $F$ can be represented as the mixture $F = p_c F_c + p_d F_d$.

Let $A_n^c(t)$, $A_n^d(t)$ and $A_{n,i}^d(t)$ count the number of arrivals by time $t$ with continuous service time, with a discrete service time, and with a deterministic service time $\bar{x}_i$, $i = 1, 2, \ldots$, respectively. Clearly, $A_n^d(t) = \sum_{i=1}^\infty A_{n,i}^d(t)$ and
Above, \( A_n(t) = A_n^d(t) + A_n^c(t) \) for \( t \geq 0 \). Define the LLN-scaled processes \( \bar{A}_n^c = n^{-1} A_n^c \), \( \bar{A}_n^d = n^{-1} A_n^d \), and \( \bar{A}_{n,i}^d = n^{-1} A_{n,i}^d \).

Under Assumptions 1 and 5, for a general service-time c.d.f., we can decompose the system into two subsystems, one with arrivals processes \( A_n^c \) and service-time distribution \( F_c \) and the other with arrival processes \( A_n^d \) and discrete service times \( \{\bar{x}_i : i \geq 1\} \) with distribution \( F_d \). We analyze the first subsystem using the approach in [15], and analyze the second subsystem using the approach in [16], and then we put them together to obtain the limits for the whole system.

First, we obtain a generalization of the FWLLN in Theorem 3.1. Just as with Theorem 3.1, this will be a consequence of the following FCLT in Theorem 7.2 below.

**Theorem 7.1 (FWLLN)** Under Assumptions 1 and 5, the conclusions (28) in Theorem 3.1 remain valid. Moreover,

\[
(\bar{A}_n^c, \bar{A}_n^d, \{\bar{A}_{n,i}^d : i \geq 1\}, \bar{Q}_n^c, \bar{Q}_n^c) \Rightarrow (\bar{a}^c, \bar{a}^d, \{\bar{a}_{i}^d : i \geq 1\}, \bar{q}^c, \bar{q}^c),
\]

in \( D^2 \times D^\infty \times D^D \) as \( n \to \infty \), where \( \bar{a}^c \equiv p_c \bar{a}, \bar{a}^d \equiv p_d \bar{a}, \bar{a}_{i}^d \equiv p_d,i \bar{a}^d \), for \( i \geq 1 \), and the limit processes \( \bar{q}^c(t,y) \) and \( \bar{q}^d(t,y) \) are

\[
\bar{q}^c(t,y) = \int_0^t F_c^c(t + y - s) d\bar{a}^c(s) + \sum_{i=1}^{\infty} (\bar{a}_{i}^d(t) - \bar{a}_{i}^d(t - (\bar{x}_i - y)^+)), \quad (63)
\]

and

\[
\bar{q}^d(t,y) = \int_{t-y}^t F_c^d(t - s) d\bar{a}^c(s) + \sum_{i=1}^{\infty} (\bar{a}_{i}^d(t) - \bar{a}_{i}^d(t - (\bar{x}_i \land y))),
\]

\[
\int_{t-y}^t F_c^d(t - s) d\bar{a}^c(s), \quad t \geq 0, \quad 0 \leq y \leq t.
\]

To see how the two terms in (63) reduce to the one term in (29), note that

\[
\int_0^t F_c^c(t + y - s) d\bar{a}^c(s) + \sum_{i=1}^{\infty} (\bar{a}_{i}^d(t) - \bar{a}_{i}^d(t - (\bar{x}_i - y)^+)),
\]

\[
= \int_0^t \left( F_c^c(t + y - s) - \sum_{u>t+y-s} \Delta F(u) \right) d\bar{a}^c(s)
\]

\[
+ \sum_{i=1}^{\infty} \Delta F(\bar{x}_i)(\bar{a}(t) - \bar{a}(t - (\bar{x}_i - y)^+))
\]

\[
= \int_0^t \left( F_c^c(t + y - s) - \sum_{u>t+y-s} \Delta F(u) \right) d\bar{a}^c(s) + \int_0^t \left( \sum_{u>t+y-s} \Delta F(u) \right) d\bar{a}(s)
\]

\[
= \int_0^t F_c^c(t + y - s) d\bar{a}(s).
\]
Similarly, the two terms in (64) reduce to the one term in (30).

For the FCLT, define the CLT-scaled processes $\hat{A}_n^c \equiv \{\hat{A}_n^c(t) : t \geq 0\}$, $\hat{A}_n^d \equiv \{\hat{A}_n^d(t) : t \geq 0\}$ and $\hat{A}_{n,i}^d \equiv \{\hat{A}_{n,i}^d(t) : t \geq 0\}$ by

$$
\hat{A}_n^c(t) \equiv n^{1/2}(\hat{A}_n^c(t) - \bar{a}^c(t)), \quad \hat{A}_n^d(t) \equiv n^{1/2}(\hat{A}_n^d(t) - \bar{a}^d(t)),
$$

$$
\hat{A}_{n,i}^d(t) \equiv n^{1/2}(\hat{A}_{n,i}^d(t) - \bar{a}_i^d(t)),
$$

for $t \geq 0$ and $i \geq 1$. By applying the FCLT for split counting processes (Theorem 9.5.1, [49]), we obtain a generalization of the FCLT in Theorem 3.2. Let $\circ$ be the composition function, i.e., $(x \circ y)(t) \equiv x(y(t))$, $t \geq 0$.

**Theorem 7.2** (FCLT) Under Assumptions 1 and 5, the conclusions of Theorem 3.2 remain valid, provided we modify the limit $Q'$. In addition,

$$
(\hat{A}_n^c, \hat{A}_n^d, \{\hat{A}_{n,i}^d : i \geq 1\}, \hat{Q}_n^c, \hat{Q}_n^e) \Rightarrow (\hat{A}^c, \hat{A}^d, \{\hat{A}_{i}^d : i \geq 1\}, \hat{Q}'^c, \hat{Q}'^e),
$$

in $D^3 \times D^2 \times D^2_D$ as $n \to \infty$ jointly with the limits in Theorem 3.2, where

$$
\hat{A}^c \overset{d}{=} p_cA + S^c \circ \bar{a}, \quad \hat{A}^d \overset{d}{=} p_d\hat{A} + S^d \circ \bar{a}, \quad \hat{A}_{i}^d \overset{d}{=} p_d\hat{A} + S_{i}^d \circ \bar{a},
$$

$$
S^c = -S^d, \quad S^d \overset{d}{=} \sqrt{p_c(1-p_c)B}, \quad S_{i}^d \overset{d}{=} \sqrt{p_d(1-p_d)B},
$$

(66) where $B$ is a standard BM, independent of $\hat{A}$, and the process $(S^c, S^d, \{S_{i}^d : i \geq 1\})$ is an infinite-dimensional BM with mean 0 and covariance matrix $C$ where $C_{c,c} = p_c(1-p_c)$, $C_{d,d} = p_d(1-p_d)$, $C_{c,d} = -p_c p_d$, $C_{i,i} = p_d p_{d,i} (1-p_d p_{d,i})$ for $i \geq 1$, $C_{c,i} = C_{i,c} = -p_c p_d p_{d,i}$, $C_{i,d} = C_{d,i} = -p_d^2 p_{d,i}$ and $C_{i,j} = -p_d^2 p_{d,i} p_{d,j}$ for $i \neq j$. The new representations for $\hat{Q}'^c$ and $\hat{Q}'^e$ are

$$
\hat{Q}'^c(t,y) = \hat{X}_1^c(t,y) + \hat{X}_2^c(t,y) + \hat{X}_3^d(t,y), \quad t \geq 0, \quad y \geq 0,
$$

$$
\hat{Q}'^e(t,y) = \hat{X}_1^e(t,y) + \hat{X}_2^e(t,y) + \hat{X}_3^d(t,y), \quad t \geq 0, \quad 0 \leq y \leq t,
$$

where

$$
\hat{X}_1^c(t,y) = \int_0^t F_c^c(t + y - s) d\hat{A}^c(s), \quad \hat{X}_1^e(t,y) = \int_{t-y}^t F_c^e(t - s) d\hat{A}^e(s),
$$

$$
\hat{X}_2^c(t,y) = \int_0^t \int_0^\infty 1(s + x > t + y) d\hat{A}^c(\bar{a}^c(s), x),
$$

$$
\hat{X}_2^e(t,y) = \int_0^t \int_0^\infty 1(s + x > t) d\hat{A}^e(\bar{a}^c(s), x),
$$

$$
\hat{X}_3^d(t,y) = \sum_{i=1}^\infty (\hat{A}_i^d(t) - \hat{A}_i^d(t - (\bar{x}_i - y)^+)),
$$

$$
\hat{X}_3^d(t,y) = \sum_{i=1}^\infty (\hat{A}_i^d(t) - \hat{A}_i^d(t - (\bar{x}_i \wedge y))),
$$
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with $\tilde{K}^c(\tilde{a}^c(s), x) = U(\tilde{a}^c(s), F_c(x))$. The other processes in Theorem 3.2 remain the same after we replace $Q^r$ by (67). If, in addition, $\hat{A} = \sqrt{c^2}B_a \circ \tilde{a}$, as when $A_n$ is nonhomogeneous Poisson, then $\hat{A}^d$ and $\hat{A}^c$ are independent.

Moreover, in general, the limit processes $Q^r$ and $Q^c$ can also be expressed as the sum of the following three mutually independent processes

$$Q^r(t, y) = \hat{X}_1(t, y) + \hat{X}_2^c(t, y) + \hat{X}_3(t, y), \quad t, y \geq 0, \tag{68}$$

$$Q^c(t, y) = \hat{X}_1^c(t, y) + \hat{X}_2^{c, c}(t, y) + \hat{X}_3^c(t, y), \quad t \geq 0, \quad 0 \leq y \leq t,$$

where $\hat{X}_1(t, y)$ and $\hat{X}_1^c(t, y)$ are defined in (37) and (38), respectively, and

$$\begin{align*}
\hat{X}_3(t, y) &= \int_0^t F_c(t + y - s)dS^c(\tilde{a}(s)) + \sum_{i=1}^{\infty} (S_i^d(\tilde{a}(t)) - S_i^d(\tilde{a}(t - (\tilde{x}_i - y)^+))), \\
\hat{X}_3^c(t, y) &= \int_{t-y}^t F_c(t - s)dS^c(\tilde{a}(s)) + \sum_{i=1}^{\infty} (S_i^d(\tilde{a}(t)) - S_i^d(\tilde{a}(t - (\tilde{x}_i \land y)))).
\end{align*}$$

Proof. Only a few details require discussion. First, we need to explain (68). By (66), we can write $\hat{X}_1(t, y)$ and $\hat{X}_1^c(t, y)$ in (67) as

$$\begin{align*}
\hat{X}_1(t, y) &= \int_0^t F_c(t + y - s)d(p_c^e \hat{A}(t) + S^c(\tilde{a}(s))) \\
&= \int_0^t \left(F_c(t + y - s) - \sum_{u \geq t + y - s} \Delta F(u)\right)d(\hat{A}(t) + p_c^e S^c(\tilde{a}(s))),
\end{align*}$$

and

$$\begin{align*}
\hat{X}_1^c(t, y) &= \sum_{i=1}^{\infty} \left[p_{d,d,i}(\hat{A}(t) - \hat{A}(t - (\tilde{x}_i - y)^+)) + (S_i^d(\tilde{a}(t)) - S_i^d(\tilde{a}(t - (\tilde{x}_i - y)^+)))\right] \\
&= \int_0^t \left(\sum_{u \geq t + y - s} \Delta F(u)\right)d\hat{A}(t) + \sum_{i=1}^{\infty} (S_i^d(\tilde{a}(t)) - S_i^d(\tilde{a}(t - (\tilde{x}_i - y)^+))).
\end{align*}$$

Thus, $\hat{X}_1(t, y) + \hat{X}_1^c(t, y) = \hat{X}_1(t, y) + \hat{X}_3(t, y)$ for each $t \geq 0$ and $y \geq 0$. Similarly, $\hat{X}_2^{c,c}(t, y) + \hat{X}_2^{d,c}(t, y) = \hat{X}_2^c(t, y) + \hat{X}_3^c(t, y)$ holds.

Next, we remark that in [15], the convergence to the limit $\hat{X}^d(t, y)$ is proved in the space $D$ for each fixed $y \geq 0$, however, the convergence can be easily generalized to be in the space $D_D$ since the limit process $\hat{A}$ is assumed to be continuous here (Assumption 1). Moreover, in order to prove $\hat{W}^{r,d}_n(t, y) \Rightarrow \hat{W}^{r,d}(t, y)$ in $D_D$, where $\hat{W}^{r,d}_n(t, y)$ can be written as

$$\hat{W}^{r,d}_n(t, y) = \sum_{i=1}^{\infty} \int_{\tilde{x}_i}^y (\hat{A}^d_n(t) - \hat{A}^d_{n,i}(t - (\tilde{x}_i - x)^+))dx, \quad t, y \geq 0.$$
we need to prove the continuity of the mapping \( \psi : D \to D_D \) defined by

\[
\psi(z)(t, y) = \int_y^{\bar{z}} (z(t) - z(t - (\bar{x}_i - x))) dx, \quad z \in D, \quad t, y \geq 0.
\]

Since the limit \( \hat{A} \) is continuous, it suffices to show the uniform continuity of the mapping \( \psi \) on compact intervals, which follows from a direct argument.

Since \( \hat{X}(t, y) \) and \( \hat{X}^{d,c}(t, y) \) only involve \( A^d \), if the limit process \( \hat{A} \) has independent increments (inherited from the process \( A \)), then \( \hat{X}(t, y) \) and \( \hat{X}^{d,c}(t, y) \) also have independent increments and are thus Markov processes (with respect to argument \( t \)). Thus, Theorem 4.1 extends to the process \( \hat{Q}^c \) in (67). Moreover, we obtain the following generalization of the Gaussian property in Theorem 4.2.

**Theorem 7.3** (Gaussian property) *If, in addition to the assumptions of Theorem 7.2, the limit process \( \hat{A} \) is Gaussian, the limit process in (67) and (68) is also a continuous Gaussian process. If \( \hat{A}(t) = \sqrt{c^2}B_{a}(\bar{a}(t)) \) for \( t \geq 0 \), where \( B_{a} \) is a standard BM, then for each \( t, y \geq 0 \),

\[
\begin{align*}
\hat{Q}^c(t, y) &\overset{d}{=} N(0, \sigma^2_{q,r}(t, y)), \quad \hat{Q}^c(t, y) \overset{d}{=} N(0, \sigma^2_{q,c}(t, y)), \\
\hat{W}^r(t, y) &\overset{d}{=} N(0, \sigma^2_{w}(t, y)),
\end{align*}
\]

where

\[
\begin{align*}
\sigma^2_{q,r}(t, y) &= \sigma^2_1(t, y) + \sigma^2_{2,c}(t, y) + \sigma^2_{3}(t, y), \\
\sigma^2_{q,c}(t, y) &= \sigma^2_{1,c}(t, y) + \sigma^2_{2,c,c}(t, y) + \sigma^2_{3,c}(t, y),
\end{align*}
\]

with

\[
\begin{align*}
\sigma^2_1(t, y) &= c^2 \int_0^t F^c(t + y - s)^2 d\bar{a}(s), \\
\sigma^2_{1,c}(t, y) &= c^2 \int_{t-y}^t F^c(t - s)^2 d\bar{a}(s), \\
\sigma^2_{2,c}(t, y) &= \int_0^t F_c(t + y - s)F^c_c(t + y - s)d\bar{a}(s) \\
&= p_c^{-1} \int_0^t \left( F(t + y - s) - \sum_{u \leq t+y-s} \Delta F(u) \right) \\
&\quad \cdot \left( F^c(t + y - s) - \sum_{u > t+y-s} \Delta F(u) \right) d\bar{a}(s), \\
\sigma^2_{2,c,c}(t, y) &= \int_{t-y}^t F_c(t - s)F^c(t - s)d\bar{a}(s), \\
\sigma^2_3(t, y) &= \int_0^t F^c_c(t + y - s)^2 d\bar{a}(s) \\
&+ \sum_{i=1}^{\infty} \left( p_d p_{d,i}(1 - p_d p_{d,i})(\bar{a}(t) - \bar{a}(t - (\bar{x}_i - y))) \right).
\end{align*}
\]
$$- 2p_d^2 \sum_{i<j} p_{d,i} p_{d,j} (\bar{a}(t) - \bar{a}(t - ((\bar{x}_i \wedge \bar{x}_j) - y)^+))$$

$$- 2 \sum_{i=1}^{\infty} p_c p_{d,i} \int_0^t F_c^c(t + y - s) d(\bar{a}(s) - \bar{a}(s - (\bar{x}_i - y)^+)),$$

$$\sigma^2_{3,c}(t, y) = p_d p_c \int_{t-y}^t F_c^c(t - s)^2 d\bar{a}(s)$$

$$+ \sum_{i=1}^{\infty} \left( p_d p_{d,i} \left(1 - p_d p_{d,i}\right)(\bar{a}(t) - \bar{a}(t - (\bar{x}_i + y))) \right)$$

$$- 2p_d^2 \sum_{i<j} p_{d,i} p_{d,j} (\bar{a}(t) - \bar{a}(t - ((\bar{x}_i \wedge \bar{x}_j) + y)))$$

$$- 2 \sum_{i=1}^{\infty} p_c p_{d,i} \int_{t-y}^t F_c^c(t - s) d(\bar{a}(s) - \bar{a}(s - (\bar{x}_i + y))),$$

and

$$\sigma^2_{3}(t, y) = \left( c^2_n - p_c^2 \right) \int_y^\infty \int_y^t \int_0^t F_c^c(t + x - s) F_c^c(t + z - s) d\bar{a}(s) dx dz$$

$$+ \int_y^\infty \int_0^t F_c^c(t + x - s) d\bar{a}(s) dx$$

$$+ \sum_{i=1}^{\infty} \int_y^\infty \left( p_d p_{d,i} \left(1 - p_d p_{d,i}\right)(\bar{a}(t) - \bar{a}(t - (\bar{x}_i - x)^+)) \right) dx$$

$$- 2p_d^2 \sum_{i<j} p_{d,i} p_{d,j} \int_y^\infty (\bar{a}(t) - \bar{a}(t - ((\bar{x}_i \wedge \bar{x}_j) - x)^+)) dx$$

$$- 2 \sum_{i=1}^{\infty} p_c p_{d,i} \int_y^\infty \int_0^t F_c^c(t + x - s) d(\bar{a}(s) - \bar{a}(s - (\bar{x}_i - x)^+)) dx.$$
\begin{align}
+ (1 - p)\lambda(\bar{x} - y)^+ \\
= p \frac{\lambda}{\mu} e^{-\mu y}(1 - e^{-\mu t}) + (1 - p)\lambda(\bar{x} - y)^+.
\end{align} (70)

This is consistent with our intuition that the first term accounts for the variance from the exponential service time, while the second term accounts for the variance from the deterministic service time.

Next, we check that the variance formula given in Theorem 7.3 will give us the same result. Note that the split arrival process in (66) gives \(\hat{A} \overset{d}{=} pb + S \circ \lambda e\) and \(\hat{A} \overset{d}{=} pB + S \circ \lambda e\), where \(S \overset{d}{=} \sqrt{p(1 - p)}B\), \(S \overset{d}{=} \sqrt{p(1 - p)}B\), \(B\) is a standard BM, independent of \(B\), and \(Cov(S, S) = -p(1 - p)\). Then, by applying (69), we obtain

\begin{align}
\sigma_1^2(t, y) &= \lambda \int_0^t \left(1 - p(1 - e^{-\mu(y+s)}) - (1 - p)1(y \geq \bar{x})\right)^2 ds \\
&= \lambda(1 - p)^2(\bar{x} - y)^+ + p^2 \frac{\lambda}{2\mu} e^{-2\mu y}(1 - e^{-2\mu t}) \\
&\quad + 2p(1 - p)\frac{\lambda}{\mu} e^{-\mu y}(1 - e^{-\mu(\bar{x} - y)^+}), \\
\sigma_{2,c}^2(t, y) &= p \left(\frac{\lambda}{\mu} e^{-\mu y}(1 - e^{-\mu t}) - \frac{\lambda}{2\mu} e^{-2\mu y}(1 - e^{-2\mu t})\right), \\
\sigma_{3}^2(t, y) &= p(1 - p)\frac{\lambda}{2\mu} e^{-2\mu y}(1 - e^{-2\mu t}) + \lambda p (1 - p)(\bar{x} - y)^+ \\
&\quad - 2p(1 - p)\frac{\lambda}{\mu} e^{-\mu y}(1 - e^{-\mu(\bar{x} - y)^+}).
\end{align}

Summing up the three terms gives us the same result as in (70), which confirms that our variance formulas are correct.

8. Proof of the FCLT

Our goal now is to prove the FCLT in Theorem 3.2. One might hope to obtain a very fast proof by applying the continuous mapping theorem with an appropriate continuous mapping. That would seem to be possible, because both the initial stochastic integral in (14) and the representation in Lemma 2.1 show that the scaled residual-service queue-length process \(\hat{Q}_n\) can be regarded as the image of a deterministic function \(h : D \times D \rightarrow D\) mapping \((\hat{A}_n, \hat{K}_n)\) into \(\hat{Q}_n\). Given that \((A_n, K_n) \Rightarrow (A, K)\) under Assumptions 1 and 2, we would expect that corresponding limits for \(\hat{Q}_n\) and the other processes would follow directly from an appropriate continuous mapping theorem. Unfortunately, the connecting map is complicated, being in the form of a stochastic integral, with the limit of the component \(\hat{X}_{n,2}\) involving a two-dimensional stochastic integral. In fact, we will show below that we can easily treat the component \(\hat{X}_{n,1}\) via the representation (41). However, \(\hat{X}_{n,2}\) presents a problem. Unfortunately,
the general results of weak convergence of stochastic integrals and differential equations in [30, 34, 31] does not seem to apply. Thus, instead, we will follow Krichagina and Puhalskii [29] and prove the convergence in the classical way, by proving tightness and convergence of the finite-dimensional distributions, exploiting more involved arguments, including the semi-martingale decomposition used in [29].

For us, the first step is to get convergence for the process $\hat{R}_n$ jointly with $(\hat{A}_n, \bar{K}_n)$ by exploiting the composition map for a random time change, paralleling §13.2 of [49]; see [45] for extensions to $D_D$. Starting from $(\hat{A}_n, \bar{K}_n) \Rightarrow (\hat{A}, \bar{K})$, we first obtain $(\hat{A}_n, \bar{A}_n, \bar{K}_n) \Rightarrow (\hat{A}, \bar{a}, \bar{K})$ by applying (5) and Theorem 11.4.5 of [49]. We then apply the continuous mapping theorem for composition applied in the space $D_D$, where the composition is with respect to the first component of $\bar{K}_n$, and the limit $\bar{a}$ and $\bar{K}$ are both continuous (in the first component for $\bar{K}$). That yields

$$(\hat{A}_n, \bar{A}_n, \bar{K}_n, \bar{R}_n) \Rightarrow (\hat{A}, \bar{a}, \bar{K}, \bar{R}) \quad \text{in} \quad D^2 \times D^2_D,$$ \hfill (71)

where $\bar{R}(t, x) = \bar{K}(\bar{a}(t), x) = U(\bar{a}(t), F(x))$ for $t \geq 0$ and $x \geq 0$. Since $\bar{R}$, does not involve $\bar{A}$, we see that $\hat{A}_n$ and $\bar{R}_n$ are asymptotically independent. Necessarily, then the processes $\hat{X}_{n,1}$ and $\hat{X}_{n,2}$ are asymptotically independent as well.

We use the classical method for establishing the limit

$$(\hat{A}_n, \bar{A}_n, \bar{K}_n, \bar{R}_n, \hat{X}_{n,1}, \hat{X}_{n,2}) \Rightarrow (\hat{A}, \bar{a}, \bar{K}, \bar{R}, \hat{X}_1, \hat{X}_2) \quad \text{in} \quad D^2 \times D^2_D,$$ \hfill (72)

in $D^2 \times D^2_D$: We show convergence of the finite-dimensional distributions and tightness. We get tightness for $\{(\hat{A}_n, \bar{A}_n, \bar{K}_n, \bar{R}_n) : n \geq 1\}$ from the convergence in (71). We use the fact that tightness on product spaces is equivalent to tightness on each of the component spaces; see Theorem 11.6.7 of [49]. Since we can write $\hat{X}_{n,1}$ as (41), the tightness and convergence of $\hat{X}_{n,1} \Rightarrow X_1$ in $D_D$ can be obtained directly by applying continuous mapping theorem if we can prove the mapping defined in (41) from $\hat{A}_n$ to $\hat{X}_{n,1}$ is continuous in $D_D$. We will prove the continuity of this mapping in $D_D$ in §9. We then establish tightness for $\{(\hat{X}_{n,1}, \hat{X}_{n,2}) : n \geq 1\}$ in §10 and the required convergence of the finite-dimensional distributions associated with $\{(\hat{X}_{n,1}, \hat{X}_{n,2}) : n \geq 1\}$ in §11. Given the limit in (72), the rest of the limits in parts (a) and (b) follows from the continuous mapping theorem. The limit in part (c) is an application of convergence preservation for composition with linear centering as in Corollary 13.3.2 of [49]. The component limits require finite second moments.

9. Continuity of the Representation for $\hat{X}_{n,1}$ in $D_D$

In this section, we prove the continuity of the mapping $\phi : D \rightarrow D_D$ defined by

$$\phi(x)(t, y) \equiv F^c(y)x(t) - \int_0^t x(s-)dF(t + y - s),$$ \hfill (73)
for \( x \in D \) and \( t, y \geq 0 \). By (41) and (37), we have \( \hat{X}_{n,1}(t, y) = \phi(\hat{A}_n)(t, y) \) and \( \hat{X}_1(t, y) = \phi(A)(t, y) \).

**Lemma 9.1** The mapping \( \phi \) defined in (73) is continuous in \( D_D \).

**Proof.** Suppose \( x_n \to x \) in \( D \), we need to show that
\[
d_{D_D}(\phi(x_n), \phi(x)) \to 0, \quad \text{as} \quad n \to \infty, \tag{74}
\]

Let \( T > 0 \) be a continuity point of \( x \) and consider the time domain \([0, T] \times [0, \infty)\). By the convergence \( x_n \to x \) in \((D, J_1)\) as \( n \to \infty \), there exist increasing homeomorphisms \( \lambda_n \) of the interval \([0, T]\) such that \( ||x_n - x \circ \lambda_n||_T \to 0 \) and \( ||\lambda_n - e||_T \to 0 \) as \( n \to \infty \), where \( e(t) = t \) for all \( t \geq 0 \) and \( ||y||_T = \sup_{t \in [0, T]} |y(t)| \) for any \( y \in D \). Moreover, it suffices to consider homeomorphisms \( \lambda_n \) that are absolutely continuous with respect to Lebesgue measure on \([0, T]\) having derivatives \( \dot{\lambda}_n \) satisfying \( ||\dot{\lambda}_n - 1||_T \to 0 \) as \( n \to \infty \). Let \( M = \sup_{0 \leq t \leq T} |x(t)| < \infty \) and \( f \) be density function of \( F \). Since \( F \) is continuous, it suffices to show that
\[
||\phi(x_n)(t, \cdot) - \phi(x)(\lambda_n(t), \cdot)||_T
= \sup_{(t, y) \in [0, T] \times [0, \infty)} |\phi(x_n)(t, y) - \phi(x)(\lambda_n(t), y)| \to 0, \quad \text{as} \quad n \to \infty.
\]

Now,
\[
\begin{align*}
|\phi(x_n)(t, y) - \phi(x)(\lambda_n(t), y)| & = |F^c(y)x_n(t) - \int_0^t x_n(s-\lambda_n(t))dF(t + y - s) - F^c(y)x(\lambda_n(t)) + \int_0^{\lambda_n(t)} x(s-)dF(\lambda_n(t) + y - s)| \\
& \leq |F^c(y)|x_n(t) - x(\lambda_n(t))| \\
& + |\int_0^t x_n(s-)dF(t + y - s) - \int_0^{\lambda_n(t)} x(s-)dF(\lambda_n(t) + y - s)| \\
& = |F^c(y)|x_n(t) - x(\lambda_n(t))| \\
& + |\int_0^t x_n(s-)f(t + y - s)ds - \int_0^{\lambda_n(t)} x(\lambda_n(s)-)f(\lambda_n(t) + y - \lambda_n(s))\dot{\lambda}_n(s)ds|| \\
& \leq |F^c(y)|x_n(t) - x(\lambda_n(t))| \\
& + |\int_0^t x(\lambda_n(s)-)f(\lambda_n(t) + y - \lambda_n(s))(\dot{\lambda}_n(s) - 1)ds| \\
& + |\int_0^t x(\lambda_n(s)-)(f(\lambda_n(t) + y - \lambda_n(s)) - f(t + y - s))ds| \\
& + |\int_0^t (x(\lambda_n(s)-) - x_n(s-))f(t + y - s)ds|
\end{align*}
\]
Under Assumptions 1 and 2, the sequence of processes 

\[ x_n(t) = \frac{1}{\sqrt{n}} \sum_{i=1}^{A_n(t)} \mathbf{1}(\eta_i \leq y) - \int_0^{y \wedge n} \frac{1}{1 - F(x)} dF(x), \]

where

\[ \hat{L}_n(t, y) = \frac{1}{\sqrt{n}} \sum_{i=1}^{A_n(t)} \mathbf{1}(\eta_i \leq y) - \int_0^{y \wedge n} \frac{1}{1 - F(x)} dF(x). \]

We remark that we need not consider the left-hand limit of \( \hat{R}_n \) in the second argument, as was done in [29], since the service-time c.d.f \( F \) is assumed to be continuous, while \( F \) is allowed to be discontinuous in [29]. Hence, \( \hat{X}_{n,2} \) can be written as

\[ \hat{X}_{n,2}(t, y) = \hat{G}_n(t, y) + \hat{H}_n(t, y), \quad \text{for} \quad t \geq 0 \quad \text{and} \quad y \geq 0, \quad (75) \]
Under Assumptions 1 and 2, the sequence of processes \( \{ X_{n,t} \} \) follows from the tightness of \( \{ \hat{G}_n \} \) and \( \{ \hat{H}_n \} \). We will establish their tightness in the following two lemmas.

**Lemma 10.1** Under Assumptions 1 and 2, the sequence of processes \( \{ \hat{G}_n : n \geq 1 \} \equiv \{ (\hat{G}_n(t, y) : t \geq 0, y \geq 0), n \geq 1 \} \) is tight in \( D_D \).

**Proof.** As in Lemma 3.4 [29], we first prove the tightness of the sequence of processes \( \{ \hat{G}_n^\epsilon : n \geq 1 \} \) defined, for \( \epsilon \in (0, 1) \), by

\[
\hat{G}_n^\epsilon(t, y) = -\int_0^{t+y} \frac{\hat{R}_n(t+y-x, x)}{1-F(x)} \mathbf{1}(F(x) \leq 1-\epsilon) dF(x), \quad t, y \geq 0. \tag{76}
\]

Recall that \( \hat{R}_n(t+y-x, x) = \hat{U}_n(\hat{A}_n(t+y-x), F(x)) \). By (5) and \( \hat{U}_n \Rightarrow U \) in (9) as \( n \to \infty \), and by applying the continuous mapping theorem to the composition map of \( \hat{U}_n \) with respect to the first argument (Theorem 13.2.2, [49]), we obtain

\[
\hat{R}_n(t+y-x, x) = \hat{U}_n(\hat{A}_n(t+y-x), F(x)) \Rightarrow U(\bar{a}(t+y-x), F(x)) \quad \text{in} \quad D_D,
\]

as \( n \to \infty \). The weak convergence of \( \{ \hat{R}_n : n \geq 1 \} \) in \( D_D \) implies that \( \{ \hat{R}_n : n \geq 1 \} \) is stochastic bounded, so the integral representation of \( \hat{G}_n^\epsilon \) in terms of \( \hat{R}_n \) in (78) implies that \( \{ \hat{G}_n^\epsilon : n \geq 1 \} \) is also stochastically bounded in \( D_D \). We apply Theorem C.1 to prove the tightness of \( \{ \hat{G}_n^\epsilon : n \geq 1 \} \) in \( D_D \). In this case, it is convenient to use the sufficient criterion in the remark right after Theorem C.1.

Let \( \mathbf{G}_n = \{ G_n(t) : t \in [0, T] \} \) be a filtration defined by

\[
G_n(t) = \sigma(\hat{R}_n(s, \cdot) : 0 \leq s \leq t) \cup \mathcal{N} = \sigma(\eta_i \leq x : 1 \leq i \leq A_n(t), x \geq 0) \cup \sigma(A_n(s) : 0 \leq s \leq t) \cup \mathcal{N}.
\]

where \( \mathcal{N} \) includes all the null sets. Note that the filtration \( \mathbf{G}_n \) is right continuous and satisfies the usual conditions (Chapter 1, [27]).

Let \( \delta_n \downarrow 0 \) and \( \{ \tau_n : n \geq 1 \} \) be a uniformly bounded sequence, where for each \( n, \tau_n \) is a stopping times with respect to the filtration \( \mathbf{G}_n \). Then, it suffices to show that

\[
d_{\mathcal{H}}(\hat{G}_n^\epsilon(\tau_n + \delta_n, \cdot), \hat{G}_n^\epsilon(\tau_n, \cdot)) \Rightarrow 0, \quad \text{as} \quad n \to \infty.
\]
Consider any sequence of nondecreasing homeomorphism \( \{ \lambda_n : n \geq 1 \} \) on \([0, T]\) such that \( \lim_{n \to \infty} \lambda_n(y) = y \) uniformly in \( y \in [0, T] \). We want to show that the following holds:

$$\sup_{0 \leq y \leq T} \left| \hat{G}_n^c(\tau_n + \delta_n, \lambda_n(y)) - \hat{G}_n^c(\tau_n, y) \right| \Rightarrow 0, \quad \text{as } n \to \infty.$$ 

Now,

$$\sup_{0 \leq y \leq T} \left| \hat{G}_n^c(\tau_n + \delta_n, \lambda_n(y)) - \hat{G}_n^c(\tau_n, y) \right|$$

$$= \sup_{0 \leq y \leq T} \left| \int_0^{\tau_n + \delta_n + \lambda_n(y)} R_n(\tau_n + \delta_n + \lambda_n(y) - x, x) \frac{1}{1 - F(x)} 1(F(x) \leq 1 - \epsilon) dF(x) \right.$$ 

$$- \int_0^{\tau_n + \lambda_n(y)} R_n(\tau_n + y - x, x) \frac{1}{1 - F(x)} 1(F(x) \leq 1 - \epsilon) dF(x) \right|$$

$$\leq \sup_{0 \leq y \leq T} \left| \int_0^{\tau_n + \delta_n + \lambda_n(y)} R_n(\tau_n + \delta_n + \lambda_n(y) - x, x) - R_n(\tau_n + y - x, x) \frac{1}{1 - F(x)} 1(F(x) \leq 1 - \epsilon) dF(x) \right|$$

$$\Rightarrow 0$$

as \( n \to \infty \), where the first and the second terms converge to 0 by the stochastic boundedness and weak convergence of \( \hat{R}_n \) in \( D_D \), and because \( \tau_n \) is uniformly bounded, \( \lambda_n(y) \) converges to \( y \) uniformly in \( [0, T] \), and \( \delta_n \downarrow 0 \) as \( n \to \infty \).

Hence, the processes \( \{ \hat{G}_n^c \} \) are tight in \( D_D \). As \( \epsilon \downarrow 0 \), \( \hat{G}_n^c \to \hat{G}^c \). This implies that the sequence of processes \( \{ \hat{G}_n \} \) is tight in \( D_D \).

**Lemma 10.2** Under Assumptions 1 and 2, the sequence of processes \( \{ \hat{H}_n : n \geq 1 \} = \{ (\hat{H}_n(t), y : t \geq 0, y \geq 0), n \geq 1 \} \) is tight in \( D_D \).

**Proof.** As in Lemma 3.7 [29], we write the process \( \hat{H}_n \) as

$$\hat{H}_n(t, y) = \frac{1}{\sqrt{n}} \sum_{i=1}^{A_n(t)} \left( 1(0 \leq \eta_i \leq t + y - \tau_i^n) - \int_0^{\eta_i \wedge (t + y - \tau_i^n)} \frac{1}{1 - F(u)} dF(u) \right).$$

We will apply Theorem C.1 to prove the tightness of \( \{ \hat{H}_n : n \geq 1 \} \) in \( D_D \). In this case, it is convenient to use criterion (ii) in Theorem C.1. We will first prove this criterion holds, and then prove the stochastic boundedness of the sequence of processes \( \{ \hat{H}_n : n \geq 1 \} \).

Let \( \mathcal{H}_n = \{ \mathcal{H}_n(t) : t \in [0, T] \} \) be a filtration defined by

$$\mathcal{H}_n(t) = \sigma(\hat{H}_n(s, \cdot) : 0 \leq s \leq t) \vee \mathcal{N}$$

$$= \sigma(\eta \leq s + x - \tau_i^n : 1 \leq i \leq A_n(t), x \geq 0, 0 \leq s \leq t) \vee \{ A_n(s) : 0 \leq s \leq t \} \vee \mathcal{N},$$
where $\mathcal{N}$ includes all the null sets. The filtration $H_n$ is right continuous and satisfies the usual conditions.

Let $\delta > 0$ and $\{\kappa_n : n \geq 1\}$ be a uniformly bounded sequence, where for each $n$, $\kappa_n$ is a stopping time with respect to the filtration $H_n$. It suffices to show that

$$\lim_{\delta \downarrow 0} \limsup_{n \to \infty} \limsup_{\kappa_n} E[d_{J_n}(H_n(\kappa_n + \delta, \cdot), H_n(\kappa_n, \cdot))^2] = 0. \tag{79}$$

Consider any sequence of nondecreasing homeomorphism $\{\lambda_n : n \geq 1\}$ on $[0, T]$ such that $\lim_{n \to \infty} \lambda_n(y) = y$ uniformly in $y \in [0, T]$. We want to show that the following holds:

$$\lim_{\delta \downarrow 0} \limsup_{n \to \infty} \limsup_{\kappa_n} E\left[\left(\sup_{0 \leq y \leq T} |\hat{H}_n(\kappa_n + \delta, \lambda_n(y)) - \hat{H}_n(\kappa_n, y)|\right)^2\right] = 0. \tag{80}$$

Define the processes $\hat{H}_{n,i} \equiv \{\hat{H}_{n,i}(t, y) : t, y \geq 0\}$ by

$$\hat{H}_{n,i}(t, y) \equiv 1(0 \leq \eta_i \leq t + y - \tau^n_i) - \int_0^{\eta_i \wedge (t + y - \tau^n_i)} \frac{1}{1 - F(u)} dF(u).$$

As in Lemma 3.5 in [29], one can check that for each fixed $y$, the process $\{\hat{H}_{n,i}(t, y) : t \geq 0\}$ is a square integrable martingale with respect to the filtration $H_n$ and it has predictable quadratic variation

$$\langle \hat{H}_{n,i}(\cdot, y) \rangle(t) = \langle \hat{H}_{n,i}(t, y) \rangle = \int_0^{\eta_i \wedge (t + y - \tau^n_i)} \frac{1}{1 - F(u)} dF(u), \quad \text{for } t \geq 0.$$ 

Moreover, it can be proved that the $H_n$ martingales $\hat{H}_{n,i}(\cdot, y)$ and $\hat{H}_{n,j}(\cdot, y)$ for each fixed $y$ are orthogonal for $i \neq j$.

Thus, for each fixed $y$ and constant $K > 0$, the process $\hat{H}_n^{(K)} = \{\hat{H}_n^{(K)}(t, y) : t \geq 0\}$ defined by

$$\hat{H}_n^{(K)}(t, y) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n(\bar{A}_n(t) \wedge K)} \left(1(0 \leq \eta_i \leq t + y - \tau^n_i) - \int_0^{\eta_i \wedge (t + y - \tau^n_i)} \frac{1}{1 - F(u)} dF(u)\right),$$

is an $H_n$ square integrable martingale with predictable quadratic variation

$$\langle \hat{H}_n^{(K)}(\cdot, y) \rangle(t) = \langle \hat{H}_n^{(K)}(t, y) \rangle = \frac{1}{n} \sum_{i=1}^{n(\bar{A}_n(t) \wedge K)} \int_0^{\eta_i \wedge (t + y - \tau^n_i)} \frac{1}{1 - F(u)} dF(u),$$

for $t \geq 0$. By the SLLN,

$$\frac{1}{n} \sum_{i=1}^{\lfloor nt \rfloor} \int_0^{\eta_i} \frac{1}{1 - F(u)} dF(u) \to t, \quad \text{a.s. as } n \to \infty. \tag{81}$$
So for each fixed $y$, the sequence of quadratic variations $\{\hat{H}_n^{(K)}(\cdot, y) : n \geq 1\}$ is $C$-tight by the continuity of $\bar{a}$ in Assumption 1. It follows by Theorem 3.6 in [50] that the sequence $\{\hat{H}_n^{(K)} : n \geq 1\}$ is $C$-tight.

Now, by the stochastic boundedness of $A_n$, we have

$$E \left[ \left( \sup_{0 \leq y \leq T} |\hat{H}_n(\kappa_n + \delta, \lambda_n(y)) - \hat{H}_n(\kappa_n, y)| \right)^2 \right]$$

$$\leq E \left[ \sup_{0 \leq y \leq T} |\hat{H}_n(\kappa_n + \delta, \lambda_n(y)) - \hat{H}_n(\kappa_n + \delta, y)|^2 \right] + E \left[ \sup_{0 \leq y \leq T} |\hat{H}_n(\kappa_n + \delta, y) - \hat{H}_n(\kappa_n, y)|^2 \right]$$

$$= \lim_{K \to \infty} E \left[ \sup_{0 \leq y \leq T} \left| \hat{H}_n^{(K)}(\kappa_n + \delta, \lambda_n(y)) - \hat{H}_n^{(K)}(\kappa_n + \delta, y) \right|^2 \right] + \lim_{K \to \infty} E \left[ \sup_{0 \leq y \leq T} \left| \hat{H}_n^{(K)}(\kappa_n + \delta, y) - \hat{H}_n^{(K)}(\kappa_n, y) \right|^2 \right]$$

The first term converges to 0 as $n \to \infty$ and $\delta \downarrow 0$ by the assumptions on $\kappa_n$ and $\lambda_n$ and $C$-tightness of $\{\hat{H}_n^{(K)} : n \geq 1\}$. For the second term, we have

$$E \left[ \sup_{0 \leq y \leq T} \left| \hat{H}_n^{(K)}(\kappa_n + \delta, y) - \hat{H}_n^{(K)}(\kappa_n, y) \right|^2 \right]$$

$$\leq 4E \left[ \left( \hat{H}_n^{(K)}(\kappa_n + \delta, T) - \hat{H}_n^{(K)}(\kappa_n, T) \right)^2 \right]$$

$$= 4E \left[ \left( \hat{H}_n^{(K)}(\cdot, T) \right)(\kappa_n + \delta) - (\hat{H}_n^{(K)}(\cdot, T))(\kappa_n) \right]$$

$$\leq 4E \left[ \sup_{t \leq T, t < t' < t + \delta} \sum_{i=n(\tilde{A}_n(t') \wedge K)}^{n(\tilde{A}_n(t') \wedge K) + 1} \int_0^{\eta_i} \frac{1}{1 - F(u)} dF(u) \right]$$

$$\to 0 \quad \text{as} \quad n \to \infty \quad \text{and} \quad \delta \downarrow 0.$$
11. Convergence of the Finite-Dimensional Distributions

In this section, we complete the proof of the convergence \((\hat{X}_{n,1}, \hat{X}_{n,2}) \Rightarrow (\hat{X}_1, \hat{X}_2)\) in \(D_D \times D_D\) by proving that the finite-dimensional distributions of \((\hat{X}_{n,1}, \hat{X}_{n,2})\) converge to those of \((\hat{X}_1, \hat{X}_2)\) since we have proved the tightness of \((\hat{X}_{n,1}, \hat{X}_{n,2}) : n \geq 1\) in \(\S 10\). We will mostly have to deal with \(\hat{X}_{n,2}\), since we have already shown convergence of \(\hat{X}_{n,1}\). Our argument for \(\hat{X}_{n,2}\) will also enable us to establish joint convergence of the two finite-dimensional distributions.

**Lemma 11.1** Under Assumptions 1 and 2, the finite-dimensional distributions of \((\hat{X}_{n,1}, \hat{X}_{n,2})\) converge to those of \((\hat{X}_1, \hat{X}_2)\) as \(n \rightarrow \infty\).

**Proof.** First of all, we understand the integrals \(\hat{X}_{n,2}\) in \((17)\) and \(\hat{X}_2\) in \((37)\) as mean square integrals, so that they can be represented as

\[
\hat{X}_{n,2}(t, y) = \text{l.i.m.}_{k \rightarrow \infty} \hat{X}_{n,2,k}(t, y), \quad \text{and} \quad \hat{X}_2(t, y) = \text{l.i.m.}_{k \rightarrow \infty} \hat{X}_{2,k}(t, y),
\]

where l.i.m. means limit in mean square,

\[
\hat{X}_{n,2,k}(t, y) = - \int_0^t \int_0^\infty 1_{k,i}(s, x) d\hat{U}_n(\hat{A}(s), F(x)) = - \sum_{i=1}^k \left[ \Delta_{\hat{G}}(\hat{A}_n(s_{i-1}^k), \hat{A}_n(s_i^k), 0, F(t + y - s_i^k)) \right],
\]

and

\[
\hat{X}_{2,k}(t, y) = - \int_0^t \int_0^\infty 1_{k,i}(s, x) d\hat{U}(\bar{a}(s), F(x)) = - \sum_{i=1}^k \left[ \Delta_U(\bar{a}(s_{i-1}^k), \bar{a}(s_i^k), 0, F(t + y - s_i^k)) \right],
\]

where \(1_{k,i}(s, x)\) is defined by

\[
1_{k,i}(s, x) = 1(s = 0) 1(x \leq t + y) + \sum_{i=1}^k 1(s \in (s_{i-1}^k, s_i^k]) 1(x \leq t + y - s_i^k), \quad (82)
\]

with the points \(0 = s_0^k < s_1^k < \ldots < s_k^k = t\) chosen so that \(\max_{1 \leq i \leq k} |s_{i-1}^k - s_i^k| \rightarrow 0\) as \(k \rightarrow \infty\), and \(\Delta_{\hat{G}}\) and \(\Delta_U\) are defined as \(\Delta_{\hat{K}}\) in \((42)\).

We prove the convergence of the finite-dimensional distributions of \(\hat{X}_{n,2}\) to those of \(\hat{X}_2\) by taking advantage of the convergence of \(\hat{U}_n \Rightarrow U\) as \(n \rightarrow \infty\) in \(D([0, \infty), D([0, 1], \mathbb{R}))\) (see \((9)\)), for which we define another process \(\hat{X}_{n,2,k}(t, y) : t, y \geq 0\) in \(D_D\) for each \(n\) by replacing the \(\hat{A}_n\) terms in \(\Delta_{\hat{G}}\) of \(\hat{X}_{n,2,k}\) by \(\bar{a}\) as follows,

\[
\hat{X}_{n,2,k}(t, y) = - \int_0^t \int_0^\infty 1_{k,i}(s, x) d\hat{U}_n(\bar{a}(s), F(x)) = - \sum_{i=1}^k \left[ \Delta_{\hat{G}}(\bar{a}(s_{i-1}^k), \bar{a}(s_i^k), 0, F(t + y - s_i^k)) \right].
\]
Hence, we easily obtain the convergence of the finite-dimensional distributions of \( \hat{X}_{n,2} \) to those of \( \hat{X}_{2} \) as \( n \to \infty \), since \( \hat{a} \) and \( F \) are both continuous by Assumptions 1 and 2, and the finite-dimensional distributions of \( \hat{U}_n \) converge to those of \( U \) as \( n \to \infty \) and \( U \) is continuous.

Moreover, since \( \hat{K}_n \) (\( \hat{U}_n \)) and \( A_n \) are independent by Assumptions 1 and 2, \( \hat{X}_{n,2} \) and \( \hat{X}_{n,1} \) are independent, and since the limit processes \( \hat{X}_{2} \) and \( \hat{X}_{1} \) are also independent, we obtain the joint convergence of the finite-dimensional distributions of \( (\hat{X}_{n,1}, \hat{X}_{n,2}) \) to those of \( (X_{1}, X_{2}) \) as \( n \to \infty \).

Now it suffices to show that the difference between \( \hat{X}_{n,2} \) and \( \hat{X}_{n,2} \) is asymptotically negligible in probability as \( n \to \infty \), and the difference between \( \hat{X}_{n,2} \) and \( \hat{X}_{n,2} \) is as asymptotically negligible in probability as \( n \to \infty \) and \( k \to \infty \), i.e.,

\[
\lim_{n \to \infty} P\left( \sup_{0 \leq t \leq T, y \geq 0} |\hat{X}_{n,2}(t, y) - \bar{X}_{n,2}(t, y)| > \epsilon \right) = 0, \quad T > 0, \quad \epsilon > 0. \tag{83}
\]

and

\[
\lim_{k \to \infty} \limsup_{n \to \infty} P(|\hat{X}_{n,2}(t, y) - \bar{X}_{n,2}(t, y)| > \epsilon) = 0, \quad t, y \geq 0, \quad \epsilon > 0. \tag{84}
\]

We obtain (83) easily from Assumption 1 and (9) since \( \hat{a} \) and \( U \) are continuous. Now we proceed to prove (84). We will follow a martingale approach similar to the one used in Lemma 5.3 of [29], which relies on their technical Lemma 5.2. Fortunately, for our two-parameter processes, the conditions of Lemma 5.2 [29] are satisfied by fixing the second argument. By Assumption 1, \( \{\hat{A}_n\} \) is stochastic bounded, so we can write

\[
P(|\hat{X}_{n,2}(t, y) - \bar{X}_{n,2}(t, y)| > \epsilon) \\
\leq P(\hat{A}_n(t) > \delta) + P(|\hat{X}_{n,2}(t, y) - \bar{X}_{n,2}(t, y)| > \epsilon, \hat{A}_n(t) \leq \delta) \tag{85}
\]

for \( t, y \geq 0 \) and \( \delta > 0 \).

On \( \{\hat{A}_n(t) \leq \delta\} \),

\[
\hat{X}_{n,2}(t, y) - \bar{X}_{n,2}(t, y) \\
= \int_0^t \int_0^\infty (1_{k,x}(s, x) - 1(s + x \leq t + y))d\hat{U}_n(\hat{A}_n(s), F(x)) \\
= \frac{1}{\sqrt{n}} \sum_{i=1}^{A_n(t) \wedge \delta} \beta_i(\tau_i^n, \eta_i)(t, y),
\]

where

\[
\beta_i(\tau_i^n, \eta_i)(t, y) = \sum_{j=1}^{k} 1(s_{j-1} < \tau_i^n \leq s_j^n)(1(t + y - s_j^n < \eta_i \leq t + y - \tau_i^n)) \\
- (F(t + y - \tau_i^n) - F(t + y - s_j^n)).
\]
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Define the process $Z_n^{(\delta)} \equiv \{Z_n^{(\delta)}(t, y) : t, y \geq 0\}$ by

$$Z_n^{(\delta)}(t, y) \equiv \sum_{i=1}^{A_n(t) \wedge n\delta} \beta_i(\tau_i^n, \eta_i)(t, y), \quad t, y \geq 0.$$  

As in Lemma 5.2 [29], one can check that for each fixed $y > 0$, the process $Z_n^{(\delta)}(\cdot, y) = \{Z_n^{(\delta)}(t, y) : t \geq 0\}$ is a square integrable martingale with respect to the filtration $F_n = \{F_n(t), t \geq 0\}$, where

$$F_n(t) = \sigma\{\eta_i \leq s + x : 1 \leq i \leq A_n(t), x \geq 0, 0 \leq s \leq t\} \vee \{A_n(s) : 0 \leq s \leq t\} \vee \mathcal{N}.$$  

and the quadratic variation of $Z_n^{(\delta)}(\cdot, y)$ is

$$\langle Z_n^{(\delta)}(\cdot, y) \rangle(t) = \langle Z_n^{(\delta)} \rangle(t, y) = \sum_{i=1}^{A_n(t) \wedge n\delta} E[\beta_i(\tau_i^n, \eta_i)(t, y)^2]$$

$$= \sum_{i=1}^{A_n(t) \wedge n\delta} \sum_{j=1}^{k} \left[1(s_{j-1} < \tau_i^n \leq s_j^k)(F(t + y - \tau_i^n) - F(t + y - s_j^k))\right]$$

$$\cdot \left(1 - (F(t + y - \tau_i^n) - F(t + y - s_j^k))\right)$$

$$\leq \sum_{i=1}^{A_n(t) \wedge n\delta} \sum_{j=1}^{k} \left[1(s_{j-1} < \tau_i^n \leq s_j^k)(F(t + y - \tau_i^n) - F(t + y - s_j^k))\right]$$

$$= \sum_{j=1}^{k} (F(t + y - s_j^{k-1}) - F(t + y - s_j^k))(A_n(s_j^k) - A_n(s_j^{k-1}))$$

$$\leq \sup_{1 \leq j \leq k} \{A_n(s_j^k) - A_n(s_j^{k-1})\}.$$  

So for fixed $y \geq 0$, and on $\{\bar{A}^{\delta}(t) \leq \delta\}$,

$$E[(\bar{X}_{n,2}(t, y) - \bar{X}_{n,2,k}(t, y))^2] = E\left[\frac{1}{\sqrt{n}} Z_n^{(\delta)}(\cdot, y)(t)\right]$$

$$\leq E\left[\sup_{1 \leq j \leq k} \{\bar{A}_n(s_j^k) - \bar{A}_n(s_j^{k-1})\}\right] \rightarrow 0 \quad \text{as} \quad n, k \rightarrow \infty.$$  

where the convergence to 0 holds because of the continuity of $\bar{a}$, Assumption 1 and $\max_{1 \leq j \leq k}(s_j^k - s_j^{k-1}) \rightarrow 0$ as $k \rightarrow \infty$.  

So (85) becomes

$$P(|\bar{X}_{n,2,k}(t, y) - \bar{X}_{n,2}(t, y)| > \epsilon)$$

$$\leq P(\bar{A}_n(t) > \delta) + \frac{1}{\epsilon^2} E\left[\frac{1}{\sqrt{n}} Z_n^{(\delta)}(\cdot, y)(t)\right]$$

$$\leq P(\bar{A}_n(t) > \delta) + \frac{1}{\epsilon^2} E\left[\sup_{1 \leq j \leq k} \{\bar{A}_n(s_j^k) - \bar{A}_n(s_j^{k-1})\}\right].$$
Therefore, by the stochastic boundedness of $\bar{A}_n$, (84) is proved. That concludes the demonstration that the finite-dimensional distributions of $(\bar{X}_{n,1}, \bar{X}_{n,2})$ converge to those of $(\bar{X}_1, \bar{X}_2)$ as $n \to \infty$.

12. Conclusions

We have established heavy-traffic limits for a sequence of infinite-server queues with increasing arrival rates, allowing i.i.d. service times with a general c.d.f. We allowed general $G$ and even nonstationary $G_t$ arrival processes; the key condition (Assumption 1) is that the arrival processes satisfy a FCLT, where the limit has continuous sample paths. For the Markov property of $\bar{Q}^r$ in $D_D$, we required that the limit $\bar{A}$ have independent increments. Of course, the limit process $\bar{A}$ will usually be some form of Brownian motion. The standard case is $A = \sqrt{\lambda \sigma^2} B_\lambda$, where $B_\lambda$ is a standard BM. For $G_t$ arrival processes, a common case should be the time-transformed analog $\bar{A}(t) = \sqrt{\lambda \sigma^2} B_\lambda(\bar{a}(t))$, where $\bar{a}(t) = \int_0^t \lambda(s) ds$, where $\lambda$ is the time-varying arrival-rate function, as in Theorem 4.2 (a).

In order to capture all the relevant state information, we considered the two-parameter processes $Q_{n}^c(t, y)$ and $Q_{n}^r(t, y)$, representing the number of customers in the system at time $t$ having elapsed service times less than or equal to time $y$, or residual service times strictly greater than $y$. We regarded these as random elements of the space $D_D$. From these basic processes we constructed several related processes of interest, such as the workload processes $W_{n}^c(t, y)$, for which we also established heavy-traffic limits. Our main theorems - Theorems 3.2 and 7.2 - establish a joint heavy-traffic FCLT for twelve processes.

Our analysis indicates that, in order to describe the distribution of future events in a many-server service system, we should keep track of the elapsed service times of customers in the system in addition to the number of customers in the system; i.e., we should monitor the stochastic process

$$Q_{n}^c \equiv \{Q_{n}^c(t, \cdot) : t \geq 0\} \equiv \{(Q_{n}^c(t, y) : y \geq 0) : t \geq 0\} \in D_D.$$

We can then approximate $Q_{n}^c(t, y)$ by $nq^c(t, y) + \sqrt{n}\bar{Q}^c(t, y)$, $y \geq 0$, $t \geq 0$. These two-parameter heavy-traffic limits provide a rich description of the state of the system. In applications, the limit processes $\bar{Q}^c$ and $\bar{Q}^r$ can be used to approximate the steady-state and transient distributions. With the aid of these approximations, methods for control and recovery developed in [9] can be extended to non-Poisson arrival processes.

We expect that the approach here can be be used to establish two-parameter heavy-traffic limits for networks of infinite-server queues, extending [36], and finite-server systems, using methods as in [39, 40, 41]. We expect that the results here can be used to develop effective control and recovery schemes for multi-server systems, extending [9].
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APPENDIX

In this appendix we provide additional background information. In §A we review basic properties of the Brownian sheet and the Kiefer process. In §B we give background on two-dimensional stochastic integrals. In §C we state a tightness criterion in the space $D_P$. In §D, we give the detailed calculation of the covariance of $B(t, y)$ in (60).

Appendix A: The Classical Two-parameter Processes

We now provide background on the classic two-parameter processes: (i) the two-parameter Wiener process or Brownian sheet and (ii) the Kiefer process. A stochastic process $W = \{W(t) : t \in \mathbb{R}_2^2\}$ is called a two-parameter Wiener process (Brownian sheet) if

1. $W(R)$ with $R = [x_1, x_2] \times [y_1, y_2]$ has a Normal distribution with mean 0 and variance $(x_2 - x_1)(y_2 - y_1)$, where

$$W(R) = \Delta W(x_1, x_2, y_1, y_2) = W(x_2, y_2) - W(x_1, y_2) - W(x_1, y_1) + W(x_1, y_1),$$

2. $W(0, y) = W(x, 0) = 0$ for all $0 \leq x, y < \infty$,

3. $W$ has independent increments, i.e., $W(R_1), W(R_2), ..., W(R_n), n \geq 2$ are independent random variables if $R_1, R_2, ..., R_n$ are disjoint,

4. The sample path function $W(t; \omega)$ is continuous in $t$ with probability one.

Note that the covariance function of a two-parameter Wiener process $W(t)$ is

$$\text{Cov}(W(t_1), W(t_2)) = (x_1 \land x_2)(y_1 \land y_2),$$

where $t_1 = (x_1, y_1)$ and $t_2 = (x_2, y_2)$. For any fixed $0 < x_0 < \infty$, the process \( \{x_0^{-1/2}W(x_0, y) : y \geq 0\} \) is a Wiener process, as is \( \{y_0^{-1/2}W(x, y_0) : x \geq 0\} \). The processes \( \{xW(1/x, y) : x > 0, y \geq 0\}, \{yW(x, 1/y) : x \geq 0, y > 0\} \) and \( \{xyW(1/x, 1/y) : x > 0, y > 0\} \) are also Wiener processes.

The Kiefer process \( \{K(x,y) : 0 \leq x < \infty, 0 \leq y \leq 1\} \) is defined by

$$K(x,y) = W(x,y) - yW(x,1),$$

where $W(x,y)$ is a two parameter Wiener process. The Kiefer process $K$ has the following properties:

1. $E[K(x,y)] = 0$ and the covariance function of $K(x,y)$ is

$$E[K(x_1,y_1)K(x_2,y_2)] = (y_1 \land y_2 - y_1y_2)(x_1 \land x_2);$$

2. for any $0 < y_0 < 1$, \( \{W(x) = \frac{K(x,y_0)}{\sqrt{y_0(1-y_0)}} : x \geq 0\} \) is a Wiener process;

3. for any $x_0 > 0$, \( \{B(y) = x_0^{-1}K(x_0,y) : 0 \leq y \leq 1\} \) is a Brownian Bridge;

4. the sample path functions of $K(x,y)$ are continuous with probability one;
5. $W(x, y) = (y + 1)K\left(x, \frac{y}{y+1}\right)$, for $x \geq 0$, and $y \geq 0$;

6. $K(x, y) = (1 - y)W\left(x, \frac{y}{1-y}\right)$, for $0 \leq y < 1$, and $x \geq 0$.

**Proposition A.1** A Kiefer process $\{K(t, x) : t \geq 0, 0 \leq x \leq 1\}$ is the unique solution to the following stochastic integral equation:

$$K(t, x) = -\int_0^x K(t, y) \frac{1}{1-y} dy + W(t, x), \quad \text{for } t \geq 0 \text{ and } 0 \leq x \leq 1,$$

where $\{W(t, x) : t \geq 0, 0 \leq x \leq 1\}$ is a Brownian sheet.

**Proof.** For each fixed $t \geq 0$, consider the following linear SDE,

$$dK(t, x) = -\frac{K(t, x)}{1-x} dx + dW(t, x), \quad \text{for } 0 \leq x \leq 1,$$

with $K(t, 0) = 0$. Since for each $t$ fixed, $\{t^{-1/2}W(t, x) : 0 \leq x \leq 1\}$ is a standard Brownian motion, we can use the classical one-dimensional linear SDE solution (§5.6, [27]) to obtain (including uniqueness)

$$K(t, x) = (1 - x)\int_0^x \frac{1}{1-y} dW(t, y), \quad \text{for } 0 \leq x \leq 1. \quad (87)$$

By Ito’s integration theory, for each fixed $t \geq 0$, the process $\{K(t,x) : 0 \leq x \leq 1\}$ is a continuous, square integrable martingale with predictable quadratic variation

$$\langle K(t, \cdot) \rangle(x) = (1-x)^2 t \int_0^x \frac{1}{(1-y)^2} dy = (1-x)^2 t \frac{x}{1-x} = (1-x)xt,$$

for $0 \leq x \leq 1$. By the representation of continuous martingales as a time-changed Brownian motion (Theorem 3.4.6, [27]), we can write $K(t, x)$ as $B((K(t, \cdot)(x))$ for $0 \leq x \leq 1$ and a standard Brownian motion $B$, for each fixed $t \geq 0$. So, for each fixed $t \geq 0$, the process $\{K(t,x) : 0 \leq x \leq 1\}$ is a continuous Gaussian process with mean 0 and covariance

$$E[K(t, x)K(t, y)] = (1-x)(1-y)t \int_0^{x/y} \frac{1}{(1-u)^2} du = (x \wedge y - xy)t.$$

This implies that, for each fixed $t \geq 0$, $\{t^{-1}K(t, x) : 0 \leq x \leq 1\}$ is a Brownian bridge. Moreover, we can also obtain from (87) that

$$E[K(t_1, x)K(t_2, y)] = (x \wedge y - xy)(t_1 \wedge t_2).$$

Therefore, the proof is complete. 

The empirical distribution process $U_n$ in (9) has the following semimartingale decomposition. (See Chapter IX, Jacod and Shiryaev [24]. We provide a proof here for completeness since it is not in [24].)
Proposition A.2 The empirical distribution process \( U_n = (U_n(t,x), t \geq 0, 0 \leq x \leq 1) \) has the semimartingale decomposition

\[
U_n(t,x) = - \int_0^x \frac{U_n(t,y)}{1-y} \, dy + U_{n,0}(t,x),
\]

where

\[
U_{n,0}(t,x) = \frac{1}{\sqrt{n}} \sum_{i=1}^{\lfloor nt \rfloor} \left( 1(\zeta_i \leq x) - \int_0^{x \wedge \zeta_i} \frac{1}{1-y} \, dy \right),
\]

is a square integrable martingale with respect to the filtration \( F_n = \{ \bigvee_{t \leq \lfloor nt \rfloor} F_t(x) : t \geq 0 \} \) for each fixed \( x \geq 0 \), and \( F_t(x) = \sigma(1(\zeta_i \leq y), 0 \leq y \leq x) \vee \mathcal{N} \) for all \( x \in [0,1] \), \( \zeta_i \)'s are i.i.d. with uniform distribution on \([0,1]\).

**Proof.** For \( t \geq 0 \) and \( 0 \leq x \leq 1 \),

\[
\int_0^x \frac{U_n(t,y)}{1-y} \, dy = \int_0^x \frac{1}{1-y} \sum_{i=1}^{\lfloor nt \rfloor} (1(\zeta_i \leq y) - y) \, dy
\]

\[
= \frac{1}{\sqrt{n}} \int_0^x \frac{1}{1-y} \sum_{i=1}^{\lfloor nt \rfloor} 1(\zeta_i \leq y) \, dy - \frac{1}{\sqrt{n}} \int_0^x \frac{y}{1-y} \lfloor nt \rfloor \, dy
\]

\[
= \frac{1}{\sqrt{n}} \int_0^x \frac{1}{1-y} \sum_{i=1}^{\lfloor nt \rfloor} 1(\zeta_i \leq y) \, dy + \frac{\lfloor nt \rfloor}{\sqrt{n}} x - \frac{1}{\sqrt{n}} \int_0^x \frac{1}{1-y} \lfloor nt \rfloor \, dy
\]

\[
= \frac{\lfloor nt \rfloor}{\sqrt{n}} x + \frac{1}{\sqrt{n}} \int_0^x \frac{1}{1-y} \left( \sum_{i=1}^{\lfloor nt \rfloor} 1(\zeta_i \leq y) - \lfloor nt \rfloor \right) \, dy
\]

\[
= \frac{\lfloor nt \rfloor}{\sqrt{n}} x - \frac{1}{\sqrt{n}} \int_0^x \frac{1}{1-y} \sum_{i=1}^{\lfloor nt \rfloor} 1(y \leq \zeta_i) \, dy
\]

\[
= \frac{\lfloor nt \rfloor}{\sqrt{n}} x - \frac{1}{\sqrt{n}} \sum_{i=1}^{\lfloor nt \rfloor} \int_0^{x \wedge \zeta_i} \frac{1}{1-y} \, dy
\]

\[
= -\frac{1}{\sqrt{n}} \sum_{i=1}^{\lfloor nt \rfloor} (1(\zeta_i \leq x) - x) + \frac{1}{\sqrt{n}} \sum_{i=1}^{\lfloor nt \rfloor} \left( 1(\zeta_i \leq x) - \int_0^{x \wedge \zeta_i} \frac{1}{1-y} \, dy \right).
\]

Hence, we obtain the decomposition of \( U_n \) in (88). It is easy to check that, for each fixed \( x \), \( U_{n,0} \) in (89) is a square integrable martingale with respect to the filtration \( F_n \), and the first term of \( U_n \) in (88) has finite variation. \( \blacksquare \)

**Appendix B: Two-Parameter Stochastic Integrals**

We first review the definition of filtrations for two-parameter processes. Let \((\Omega, \mathcal{F}, P)\) be a probability space and \( R(s,t) \) be the rectangle \( \{(u,v) : 0 \leq u \leq \)
s, 0 \leq v \leq t). Write \((u, v) \preceq (s, t)\) if \(u \leq s\) and \(v \leq t\). A collection \(\mathbf{F} = \{\mathcal{F}_{(s, t)} : (s, t) \in [0, T] \times [0, T]\}\) of sub-\(\sigma\)-fields of \(\mathcal{F}\) is said to be a filtration if (i) \((u, v) \preceq (s, t)\) implies that \(\mathcal{F}_{(u, v)} \subseteq \mathcal{F}_{(s, t)}\) and (ii) \(\mathcal{F}_{(0,0)}\) contains all the null sets of \(\mathcal{F}\), and (iii) \(\mathcal{F}_{(s, t)} = \bigcap \mathcal{F}_{(u, v)}\) for \(u > s\) and \(v > t\). For a stochastic process \(X\) that takes value in \(D_2\), the natural filtration it generates is given by \(\mathcal{F}_{(s, t)} = \sigma\{X(u, v) : u \leq s, v \leq t\}\) for each \((s, t) \in [0, T] \times [0, T]\).

In the literature, several types of stochastic integrals with respect to two-parameter processes have been defined. The first type is to generalize the definition of Ito’s integral directly, i.e., the integral

\[
I_{1,M}(\phi) \equiv \int_{[0, s] \times [0, t]} \phi(u, v) dM(u, v),
\]

(90)

where \((M(u, v), (u, v) \in \mathbb{R}^2_+)\) is a two-parameter (strong, weak)-martingale, \(\phi\) is a class of previsible and square integrable processes, and \(R(s, t)\) is a rectangle with \((s, t) \in \mathbb{R}^2_+\). This type of integral was first defined for two-parameter Brownian sheets by Cairoli [5] (see also [47]) and generalized to \(n\)-parameter Brownian sheets by Wong and Zakai [51]. It was generalized to general martingales by Cairoli and Walsh [6]. Even more generalization appears in Wong and Zakai [53].

Two-parameter martingales were defined in Cairoli and Walsh [6], Wong and Zakai [51], [52] and Walsh [47]. For more general set-indexed martingales, see Ivanoff and Merzbach [23] and Khoshnevisan [28]. Since we are only using properties in terms of Brownian sheet in this paper, the following definition of two-parameter martingales will suffice for us. For definitions of weak and strong multi-parameter martingales, we refer to [23] and [28].

A process \(\{M(s, t), (s, t) \in [0, T] \times [0, T]\}\) is a martingale if \(M(s, t) \in \mathcal{F}_{(s, t)}\) is integrable and for each \((s, t) \preceq (s', t')\), \(E[M(s', t')|\mathcal{F}_{(s, t)}] = M(s, t)\).

The following processes are martingales related to two-parameter Brownian sheets \(W\):

\[
W, \quad \{W(s, t)^2 - st : (s, t) \in \mathbb{R}^2_+\}, \quad \left\{ \exp \left( \lambda W(s, t) - \frac{1}{2} \lambda^2 st \right) : (s, t) \in \mathbb{R}^2_+ \right\}.
\]

When \(M\) is a two-parameter Brownian sheet, the integral \(I_{1,M}(\cdot)\) in (90) inherits most properties of Ito’s integral, e.g.:

- **Linearity:** \(I_{1,M}(\alpha \phi + \beta \psi) = \alpha I_{1,M}(\phi) + \beta I_{1,M}(\psi), \quad \alpha, \beta \in \mathbb{R},\)

- **Isometry:** \(E[I_{1,M}(\phi)I_{1,M}(\psi)] = \int_{[0, s] \times [0, t]} \phi(u, v) \psi(u, v) dudv,\)

- **Martingale:** \(I_{1,M}(\phi)\) is a martingale.

The second and third types of integral are introduced in [51] and [52], respectively, which are not applied in this paper. We refer interested readers to those papers.

**Appendix C: Tightness in \(D_D\)**

The following tight criteria come from Theorem 3.8.6 of Ethier and Kurtz [11], adapted to the space \(D([0, T], D)\). For a review of tightness criteria for
A sequence of stochastic processes \( \{X_n : n \geq 1 \} \) in \( D([0,T], D) \) is tight if and only if

(i) the sequence \( \{X_n : n \geq 1 \} \) is stochastically bounded in \( D([0,T], D) \), i.e., for all \( \epsilon > 0 \), there exists a compact subset \( K \subset \mathbb{R} \) such that

\[
P(||X_n||_T \in K) > 1 - \epsilon, \quad \text{for all} \quad n \geq 1,
\]

where \( ||X_n||_T = \sup_{s \in [0,T]} \{ \sup_{t \in [0,T]} |X_n(s,t)| \} \);

and any one of the following

(ii) For all \( \delta > 0 \), and all uniformly bounded sequences \( \{\tau_n : n \geq 1\} \) where for each \( n \), \( \tau_n \) is a stopping time with respect to the natural filtration \( F_n = \{F_n(t), t \in [0,T]\} \) where \( F_n(t) = \sigma\{X_n(s, \cdot) : 0 \leq s \leq t\} \), there exists a constant \( \beta > 0 \) such that

\[
\lim_{\delta \downarrow 0} \lim_{n \to \infty} \sup_{\tau_n} \mathbb{E}[(1 \wedge d_{J_1}(X_n(\tau_n + \delta, \cdot), X_n(\tau_n, \cdot)))^\beta] = 0;
\]

or

(ii') For all \( \delta > 0 \), there exist a constant \( \beta \) and random variables \( \gamma_n(\delta) \geq 0 \) such that for each \( n \),

\[
\mathbb{E}[(1 \wedge d_{J_1}(X_n(s + u, \cdot), X_n(s, \cdot)))^\beta | F_n] (1 \wedge d_{J_1}(X_n(s - v, \cdot), X_n(s, \cdot)))^\beta \leq \mathbb{E}[\gamma_n(\delta) | F_n], \quad \text{w.p.1}
\]

for all \( 0 \leq s \leq T, 0 \leq u \leq \delta \) and \( 0 \leq v \leq s \wedge \delta \), where \( F_n = \{F_n(t) : t \in [0,T]\} \) with \( F_n(t) = \sigma\{X_n(s, \cdot) : 0 \leq s \leq t\} \) and

\[
\lim_{\delta \downarrow 0} \lim_{n \to \infty} \mathbb{E}[\gamma_n(\delta)] = 0.
\]

**Remark.** The following condition is sufficient, but not necessary, for condition (ii) in Theorem C.1:

For all \( \delta_n \downarrow 0 \) and for all uniformly bounded sequences \( \{\tau_n : n \geq 1\} \), where for each \( n \), \( \tau_n \) is a stopping time with respect to the natural filtration \( F_n = \{F_n(t) : t \in [0,T]\} \) with \( F_n(t) = \sigma\{X_n(s, \cdot) : 0 \leq s \leq t\} \),

\[
d_{J_1}(X_n(\tau_n + \delta_n, \cdot), X_n(\tau_n^{(1)}(\cdot), \cdot)) = 0, \quad \text{as} \quad n \to \infty.
\]

**Appendix D: The Covariance of \( \hat{B} \)**

We calculate the covariance of \( \hat{B}(t,y) \) in (60) using the properties of stochastic integrals with respect to the two-parameter Brownian sheet of the first type. For \( t < t' \) and \( y < y' \),

\[
\mathbb{E}[\hat{B}(t,y)\hat{B}(t',y')]
\]
\[
E \left[ \left( e^{-\mu y} \sqrt{\lambda s_2 a} B(t) + \sqrt{\tilde{q}^{i,t} B_b B(t)} \left( 1 - e^{-\mu (t + y)} \right) \right) + \int_0^t \int_0^\infty 1(s + x \leq t + y) dW(\lambda s, 1 - e^{-\mu x}) \right] \\
\left( e^{-\mu y'} \sqrt{\lambda s_2 a} B(t') + \sqrt{\tilde{q}^{i,t} B_b B(t')} \left( 1 - e^{-\mu (t' + y')} \right) \right) + \int_0^{t'} \int_0^\infty 1(s + x \leq t' + y') dW(\lambda s, 1 - e^{-\mu x}) \right] \\
= \lambda c_2 e^{-\mu (y + y')} E \left[ B(t)B(t') \right] + \tilde{q}^{i,t} E \left[ B_b(1 - e^{-\mu (t + y)})B_b(1 - e^{-\mu (t' + y')}) \right] \\
+ E \left[ \int_0^t \int_0^\infty 1(s + x \leq t + y) dW(\lambda s, 1 - e^{-\mu x}) \times \int_0^{t'} \int_0^\infty 1(s + x \leq t' + y') dW(\lambda s, 1 - e^{-\mu x}) \right] \\
= \lambda c_2 e^{-\mu (y + y')} t + \tilde{q}^{i,t}(1 - e^{-\mu (t + y)}) \\
+ \int_0^t \int_0^\infty 1(s + x \leq t + y) d(1 - e^{-\mu x}) d(\lambda s) \\
= \lambda c_2 e^{-\mu (y + y')} t + \tilde{q}^{i,t}(1 - e^{-\mu (t + y)}) + \lambda \int_0^t (1 - e^{-\mu (t + y - s)}) ds \\
= c_2 e^{-\mu (y + y')} t + \tilde{q}^{i,t}(1 - e^{-\mu (t + y)}) + \lambda \frac{e^{-\mu y}}{\mu} + \frac{\lambda}{\mu} e^{-\mu (t + y)} \\
= (\lambda + \lambda c_2 e^{-\mu (y + y')} ) t + \tilde{q}^{i,t} - \frac{\lambda}{\mu} e^{-\mu y} + \left( \frac{\lambda}{\mu} - \tilde{q}^{i,t} \right) e^{-\mu (t + y)}.
\]

The second equality holds because of the mutual independence of \(B, B_b\) and \(W\) and the third equality holds because of the isometry property of the stochastic integral with respect to the two-parameter Brownian sheet of the first type.