TinyMLOps: Operational Challenges for Widespread Edge AI Adoption
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Abstract—Deploying machine learning applications on edge devices can bring clear benefits such as improved reliability, latency and privacy but it also introduces its own set of challenges. Most works focus on the limited computational resources of edge platforms but this is not the only bottleneck standing in the way of widespread adoption. In this paper we list several other challenges that a TinyML practitioner might need to consider when operationalizing an application on edge devices. We focus on tasks such as monitoring and managing the application, common functionality for a MLOps platform, and show how they are complicated by the distributed nature of edge deployment. We also discuss issues that are unique to edge applications such as protecting a model’s intellectual property and verifying its integrity.

Index Terms—TinyML, Edge AI, MLOps, TinyMLOps

I. INTRODUCTION

TinyML [1], referring to the use of machine learning (ML) models on resource constrained edge devices, is an attractive deployment paradigm for various applications such as smart home appliances, virtual assistants, autonomous vehicles and smart surveillance. For these applications, edge deployment can provide a lower latency, increased robustness, scalability and privacy compared to deployment scenarios where the model is evaluated on cloud infrastructure [2]. There are however several challenges that hinder large scale adoption of edge AI. The most obvious obstacle is the limited processing power of edge devices. As these devices are typically wearable and battery powered, intrinsic constraints on energy consumption, form factor and heat dissipation limit their computational resources. Most of the work in the field of TinyML focuses on improving the efficiency of the models on resource constrained devices. In this paper, we focus less on this computational aspect, but instead investigate what other challenges arise when edge ML is put in production and what is being done to solve them. We do not concentrate on ML model design or training but rather on the operational side. We also do not limit ourselves to a specific application (e.g. image recognition, natural language processing, ...) as the discussed approaches are applicable to all these use cases. We implicitly assume that the ML model is a deep neural network as these types of models are currently the state of the art for various machine learning tasks but this is not a limitation for most of the discussed approaches, as they can be useful for other families of ML models as well.

The remainder of the paper is structured as follows. We begin in section II with a discussion on the computational aspect of TinyML. In section III we then discuss MLOps and introduce the idea of TinyMLOps, a set of additional challenges and considerations that pop up when an ML model is deployed on edge devices instead of in the cloud for production. In the subsequent sections, we address very specific challenges such as dealing with a fragmented device landscape (section IV), protecting the intellectual property of an ML model (section V) and validating the result of a model (section VI). We conclude in section VII and give some pointers for future work.

II. THE COMPUTATIONAL ASPECT OF TINYML

No paper discussing the challenges of TinyML would be complete without an overview of techniques that can be used to improve the efficiency of machine learning models on resource constrained devices. Despite the short history of TinyML, there is already a vast amount of literature on approaches that reduce the computational cost, memory footprint and energy consumption of ML models targeting edge deployment. These techniques include pruning [3], model quantization [4], knowledge distillation [5], adaptive computation [6] or automated neural architecture search [7]. Several of these techniques can only reach their full potential if they have the support of the hardware platform they are deployed on [8]. There is therefore a vast opportunity for hardware-software co-design to achieve the highest possible efficiency [9]. As the computational aspect of TinyML is not the focus of this paper, we instead refer to some excellent survey works on this topic [2], [8], [10], [11].

III. MLOPS AND THE NEED FOR TINYMLOPS

In the past decade, we have seen an explosion of machine learning techniques being applied in various domains such as finance, medicine, commerce or entertainment. These models are typically developed by specialized data scientists, usually in a relatively ad hoc manner. The result is a complicated pipeline of multiple scripts and frameworks that makes it very difficult to deploy the model in production. An often quoted statistic is that up to 85% of corporate AI initiatives are struggling to move beyond the test stages [12]. While
In a centralized, cloud based application, it is probably sufficient to have a single model for all users, we simply use the latest and greatest architecture for the task at hand. In a decentralized, edge based application, the model will be deployed to the end user's device. Different users will have different devices with different computational resources, storage availability and network connectivity. Instead of training a single model, we might need to support multiple models, each with their own computational cost and accuracy trade off. This allows us to push a smaller, more efficient model to a device with limited resources or a large, more accurate model to a more powerful device. To make this even more complicated, the best model for a given device might depend on external factors besides the computational resources of the device. If the device is connected to an external power supply, energy consumption might be less of an issue compared to when it is unplugged and has to rely on battery power. This might mean that a different model could be preferred, depending on the battery level. Similarly, depending on the situation, the user might prefer a slower, more accurate model or a faster, less accurate model or even a model that is fast to download on a slow network connection compared to a larger model when he is connected to WiFi.

A common technique for TinyML model optimization is to use reduced precision operations. Traditionally, neural networks relied on 32 bit numerical operations for training and evaluation. It was found however that inference can work fine with 8 bit [18], 3 bit [19], 2 bit [20] or even 1 bit (binary) weights and operations [21]. Training a model is more difficult but models have been successfully trained using 4 bit weights [4]. Low precision operations however do not necessarily guarantee faster and more efficient models on all hardware platforms. Special support from hardware is needed to obtain an increased throughput or reduced energy consumption [22].
As different hardware platforms might support a different set of operations and bit widths, we might need to develop different versions of a model, each targeting a certain platform.

All of these examples show that the number of models that need to be managed by a TinyMLOps system is much larger than the number of models for a corresponding centralized deployment. Existing solutions for storing models in a centralized repository will therefore have to be extended to track the relationship between different versions of the models, recording what optimizations are applied to every instance. If the base model is updated or retrained, we also have to automatically trigger the execution of the optimization pipeline that generates different quantized or pruned versions of the base model.

In addition to the model itself, the machine learning pipeline will also require data preprocessing and postprocessing operations such as normalization, thresholding or even some control logic to activate a different part of the pipeline depending on the result of a first model. The TinyMLOps system should make it easy for users to configure pipelines like this. A promising approach is using WebAssembly [23] to package these different operations in portable and re-usable modules [24].

B. Observability

As ML models are increasingly being used in large consumer-facing applications, monitoring and observability are key to ensuring that a model keeps performing as expected [25]. There are several ML observability solutions available [26]–[28] that typically monitor the distribution of input values to detect data drift. This allows machine learning engineers to detect model performance degradation early on. It is relatively straightforward to implement model observability when the model is deployed on a cloud platform as all the input data is sent to a centralized location. Here, we can easily track the input data distribution or perform anomaly detection. We can also store anomalous data points for analysis or retraining the model. It becomes less trivial if the model is deployed on the edge. A major benefit of edge deployment is that no data needs to leave the device, which provides stronger privacy guarantees than cloud processing. But this argument would be rendered invalid if we periodically shared data with the cloud for purposes of analysis and retraining. We could record some basic statistics on the data locally and share these with the cloud in an anonymized way but it depends on the application if this is useful or not. In addition, we are also interested in monitoring the number of requests a user has made and the execution time of the model. As different users will have different hardware platforms, offering different computational resources, it is very interesting to record the actual execution time, memory and energy consumption on the end-user’s device. These types of telemetry data can signal performance issues that might necessitate further performance optimizations of the model. We might decide to store these statistics locally and transmit them to the cloud when the device is connected to WiFi or we can ask the user’s permission to share these. All of these considerations have to be taken into account when implementing a TinyMLOps observability functionality.

C. Pay-per-query business model

A common business model for ML applications is pay-per-query. Google’s Cloud vision API for example charges users $1.50 per 1,000 requests for tasks such as face detection [29]. Similar to observability, it is trivial to implement this in a cloud API as all requests have to be processed by the same endpoint in an online fashion. If we decide to deploy the model to the end-user device however, this becomes more difficult. While it is true that the end user now carries the computational cost of model inference, the application developer still needs to be compensated for the cost of developing and training the model. A pay-per-query business model might still be a viable business model in the case of distributed edge deployment. This however is much more difficult to implement as the model is now replicated on a large number of end-user’s devices that might not even be connected to the internet the moment they are evaluating the model. We could offer prepaid packages where the user purchases the right to perform a certain number of model calls. The application then needs to keep track of how many requests the user has executed and will deny access if this exceeds the number of requests the user has paid for. Doing this in a secure offline way on untrusted hardware is however not trivial [30] and would be a very useful feature for a TinyMLOps solution.

D. Retraining and personalizing models

Modern machine learning applications are not static anymore, they are updated continuously as new data has been observed. This allows them to deal with shifts in the input data and benefits the overall performance of the system. There are some challenges such as dealing with catastrophic forgetting [31] when designing machine learning models that support continuous learning but a centralized, cloud based solution makes it much easier to do this effectively than a distributed edge based approach. In a cloud scenario, all data is transmitted to the cloud for processing. Although labor intensive, it is relatively easy to store this data, clean it and potentially annotate it for training new iterations of the model. Once an updated model is trained, we can validate it on a hold-out dataset and replace the existing model if its accuracy is satisfactory. In an edge based application, this is far from trivial to do. A major benefit of an edge based application is that all data stays on the local device. This is much more attractive from a privacy point of view but this also means that it is impossible to centralize all the data to train new models without invalidating this privacy argument. Instead, we will have to rely on Federated Learning to update the model [32]. With Federated Learning, a user downloads the current model and updates it locally with his own data. The updates to the model are then sent to the cloud where it is averaged with other users’ updates to improve the shared...
model. Periodically, the updated global model is pushed to each device, allowing individual users to benefit from the experience of the model on other devices. Federated Learning is not a trivial problem as the heterogeneous (non-iid) data generated by different clients causes the local models to diverge, making it difficult to aggregate the local updates into a global update [33]. Despite being a relatively new research field, Federated Learning is already deployed in practice [34].

There are several additional challenges that arise when implementing Federated Learning in a TinyML setting. The first one is the computational cost. As we now rely on the edge device to calculate model updates instead of just performing inference using a trained model, the computational cost increases accordingly [35]. In addition, model updates need to be shared with the cloud backend periodically. This will have a direct impact on the energy consumption of the application. It might be possible to temporarily store some of the data locally and to calculate the model updates when the device is idle or connected to a charger. Several techniques have been developed to reduce the communication overhead of the Federated Learning techniques [32], [36–40]. This is especially useful when Federated Learning is used in wireless sensor nodes as network communication is expensive in terms of energy consumption. Other techniques have reduced the computational cost for the individual nodes [41–43].

Most Federated Learning approaches make the assumption that labelled data is available [44]. This might be realistic in certain settings such as a medical use case where individual doctors annotate medical records but this is not very realistic for a TinyML setting. Here, the individual nodes might operate without human intervention or feedback which means that the data remains completely unlabeled. Even if the user can be asked to provide a label, most likely, this will be of low quality [45]. Several techniques have been developed that can use unlabelled local data to improve the global model either in a semi-supervised way [44], [46–48] or unsupervised way [49], [50].

We do not necessarily need to aggregate all the local updates to the model into a global model. By deploying a model to an edge device, the model will usually only process data belonging to a single user or generated in a single location. We could exploit this to train specialized models that are “overfitted” to a specific user or location. An example of this would be a personalized auto complete functionality [51] or an anomaly detection model trained for predictive maintenance that over time learns the characteristics of a single machine or sensor [52], [53].

IV. TARGETING A FRAGMENTED IOT LANDSCAPE

The cloud infrastructure used for ML tasks is relatively uniform. Usually, these are high-end Linux servers equipped with NVIDIA hardware accelerators. The edge landscape is however much more fragmented with a wide range of different devices from different vendors, each with different software support and hardware capabilities. As we are seeing a trend towards custom hardware accelerators that support ML applications in a more energy efficient way [54], we expect that this fragmentation will only increase in the future. This clearly is a major challenge for a TinyML platform. To deploy the application on a new device, we will first need to check that all required operations are supported by the underlying platform. We then might need to quantize the model or perform further vendor-specific optimizations. At the same time, ML engineers might be using different software frameworks to develop their models. Not every framework will support every deployment target and a lack of standardization in this area will make it very difficult for developers to support the increasing number of different types of devices. There are some efforts such as the Open Neural Network Exchange format (ONNX) [55] and the Neural Network Exchange Format (NNEF) [56] that represent and interchange neural networks among deep learning frameworks and inference engines. Different development frameworks can export trained models to these formats that can then be loaded and executed on different hardware platforms. Since these formats are relatively new and the ML field moves quickly, not all operations are readily supported by these formats and it is not trivial to use them for more exotic or novel models. Apache TVM [57] is similar in the sense that it supports models developed in different frameworks. These are then compiled into minimum deployable modules for multiple hardware platforms. TVM can perform different optimizations such as operator fusion and data layout transformation to improve the performance on a certain hardware platform. Other related frameworks are Intel’s OpenVino [58] or Antmicro’s Kenning [59].

Modern cloud applications are developed using a cloud native approach emphasizing agility. Software is packaged in loosely-coupled microservices running as containers. This allows developers to easily update and scale their application. These principles can also be applied to edge computing where virtualization can support portable machine learning containers [24]. These containers could then easily be deployed to different target devices, solving the fragmentation issue. By running the containers in an isolated sandbox, we can restrict the access to parts of the operating system or external sensors, improving the security of the whole system. As a next step, the containers could be controlled by an orchestration framework that automatically deploys updated models or that distributes an application over multiple devices [60]. We could then envision a marketplace where every device in the network can potentially execute a certain machine learning workload. Depending on the requirements, a certain target is chosen and the container is transmitted to that device for execution. Owners of the device will be incentivized to run workloads as they receive a monetary compensation. A smartphone app for example could decide to offload its computations to the powerful
It is even possible to split a model between edge and cloud resources, the model is evaluated on edge or cloud hardware. edge-cloud applications where, depending on the available resources, the model is evaluated on edge or cloud hardware. It is even possible to split a model between edge and cloud [62]–[65].

V. PROTECTING THE MODEL’S INTELLECTUAL PROPERTY

A trained machine learning model can represent a significant intellectual value for the owner. Part of this value comes from the highly specialized skill set of the developer who has spent a large amount of trial and error developing and tuning the model, especially if the model needs to be optimized for edge deployment. In addition, training the model itself requires access to powerful compute resources. It is not uncommon to train models for days or weeks on high-end GPU hardware. As an extreme example, training OpenAI’s GPT-3 language model on cloud infrastructure is estimated to cost $4.6M [66]. Finally, as the key to better performing models is usually a large, high quality training data set, developers often spend large amounts of time collecting, cleaning and manually labeling data. All of this adds up to a significant investment that is needed before a model is ready for production. It is therefore not hard to imagine that unscrupulous actors might try to steal the trained model to use it for their own purposes without limitations, circumventing a pay-per-request business model or even to set up a plagiarised service, offering payed access to the model.

For the purpose of this paper, we distinguish between two threat models: direct and indirect ML model stealing. With direct model stealing, the attacker is somehow able to obtain the exact trained weights of the model. He can then use these to instantiate his own copy, circumventing any rate restrictions or pay-per-request billing. He might even be able to extract training data that could be privacy sensitive (e.g. in a medical application) [67], [68]. Even if the attacker is unable to obtain the exact weights of the model he might still be able to extract valuable intellectual property using indirect model stealing. Here, the trained model is considered a black box and the attacker can only query the model. But by making repeated queries to the model, each time providing an input data point and recording the prediction of the model, he is able to construct a labelled data set over time. He can then use this data to train a machine learning model of his own that mimics the behaviour of the original model. While the obtained weights or architecture might differ from the original model, this student-teacher learning [5] approach can allow the attacker to train a similar model for a fraction of the cost of training the original model [69]–[71].

While these attacks can also target cloud based deployment, they become much easier to pull off in the case of edge deployment. Direct model stealing would require the attacker to gain access to the server infrastructure in the case of cloud deployment but in the case of edge deployment, the weights of the model are already downloaded to his device. Indirect model stealing is also possible with cloud deployments but they become much more feasible with edge deployment as now, the attacker does not need to launch thousands of network requests to query the model, instead he just evaluates the model locally. Where an attack like this might be detected in the case of cloud deployment because of the high volume of requests, it will likely remain undetected in the case of edge deployment.

There are several protection mechanisms that might be considered to protect against model stealing attacks. First of all, encryption techniques can protect the model while it is downloaded or stored on the device. The model is then decrypted as it is loaded in memory, right before being used. Several frameworks such as the OpenVino toolkit [58] and Apple’s CoreML [72] support encrypted models. This already provides a significant obstacle for direct model stealing. A disadvantage of this approach however is the increased computational cost caused by decrypting the model before use. The most secure approach is to use a Secure Processing Environment (SPE) to handle model decryption or evaluation in an isolated protected subsystem on the device. This is however not always available on the low-end edge devices and if it is available, the isolation guarantees come at a price in terms of performance. A pragmatic solution is to evaluate only a part of the model on the trusted environment [73].

Another commonly discussed solution is watermarking. Here, additional information is stored in the weights of the model that can prove the ownership of the model. Watermarking does not prevent model theft, it can only be used after the fact as evidence. There are many different approaches to watermarking of deep neural network models [74]–[76]. They are often compared in terms of the trade-off between fidelity, robustness and capacity [77]. Here, fidelity refers to the impact on the model’s performance on the original task. Robustness describes the resilience of the watermark against distortions such as those caused by pruning, finetuning or deliberately overwriting the watermark. Finally, capacity indicates the size of the information that can be stored in the watermark itself. Most approaches embed the watermark during training by adding a term to the loss function that forces the model to embed additional information in the distribution of the model weights. We distinguish between static and dynamic watermarking techniques that differ in the way the watermark can be read from the model [77]. Static watermarking techniques embed the watermark into the weights of the model during training. This means that we need white-box access to the model to retrieve the watermark data itself. Dynamic watermarking techniques on the other hand embed the watermark implicitly by training the model to behave in a specific way for a carefully designed set of trigger inputs. This has the benefit
that only black-box access to the output of the model is required. Watermarking techniques offer limited protection as they can only be used to prove that a model was stolen, they do not prevent theft. If the attacker uses the stolen weights privately, the theft might not even be discovered. For edge based deployment, the benefit of watermarking is that it does not incur a penalty in terms of computational cost or memory usage of the model. The disadvantage however is that the techniques usually already have to be applied during model training. TinyMLOps platforms therefore have to keep track of the different versions of the model to associate different watermarks with different users.

Watermarking offers no protection against indirect model stealing where the attacker repeatedly queries the model to generate training data pairs for his own model. There are two common families of solutions to protect against this: detecting stealing queries patterns and prediction poisoning. Detecting stealing queries patterns is a form of observability (see section II-B). There are different techniques that analyze the distribution of sequential queries \( \text{[78]} \) or that measure the information gain from different queries \( \text{[79]} \) to try to detect indirect model stealing. Prediction poisoning on the other hand takes a proactive approach by actively perturbing the outputs of the model that is returned to the user. These perturbations are carefully designed to retain the model accuracy while introducing sufficient noise to disturb the training process of a derivative model. Prediction poisoning can be as simple as rounding the confidence values \( \text{[71]} \). More complicated approaches perturb the prediction in a way to guide the training process of the derivative model in the wrong direction \( \text{[80]} \). We would argue that the risk of indirect model stealing is higher for edge based applications than for cloud based applications and the model’s owners might benefit greatly from protecting their intellectual property from these types of attacks. Although it is not supported yet by any of the TinyML frameworks, it seems feasible to perform stealing queries patterns detection and prediction poisoning on edge devices.

Other approaches to protect the intellectual property of machine learning models rely on homomorphic encryption \( \text{[81]} \), weight scrambling \( \text{[82]} \) or designing models that require a secret key to operate at their full potential \( \text{[83]} \).

All these types of protection mechanisms are tricky to implement and application developers might not have the time or background to implement them. They would therefore be a very valuable functionality of a TinyMLOps platform.

VI. VERIFIABLE EXECUTION ON UNTRUSTED DEVICES

In large scale applications, the ML model is only a small part of the pipeline. The predictions of the model might be used to trigger other actions. We could for example use a face recognition model to authorize a payment. If the model is evaluated on cloud infrastructure controlled by the developers of the model, we can be sure that we are indeed working with the true predictions of the model. This becomes less trivial if the model is offloaded to the edge device. A malicious user might have changed the model or the predictions to trick the system into thinking that certain conditions are met. If this is a realistic concern for your application, it might be worthwhile to implement a verifiable computation (VC) component. This allows an agent to provably (and cheaply) verify that an untrusted party has performed the computations correctly \( \text{[84]} \). There are several solution to do this but the most interesting approaches evaluate the model and provide a small (in terms of number of bits) mathematical proof of the correctness of the result. The next stages in the pipeline (e.g. the component that authorizes the payment) can then use this to verify that this was indeed the result of an unmodified model. Note that this does not guarantee the accuracy of the prediction, it is still possible that the model has made a mistake or that the user has provided a forged input to the model. It merely guarantees that the prediction was indeed the result of the unmodified model. A major difficulty when implementing such a verification step in TinyML is the overhead caused by generating the proof. Sometimes this overhead can even be larger than the time needed to evaluate the original function \( \text{[85]} \). Although recent innovations have reduced this overhead to about 5% of the execution time of a model for MNIST digit recognition and TIMIT speech recognition tasks \( \text{[84]} \), it still remains extremely expensive for large scale models \( \text{[86]} \).

Alternative solutions for verifiable execution require the support of Secure Processing Environments (SPE) such as Intel SGX or ARM TrustZone but these increase the cost of the edge device and can also reduce the performance \( \text{[73]} \). An especially promising approach is this area is MLCapsule \( \text{[87]} \) which provides a proof-of-concept on Intel SGX. Modern neural networks for image classification such as MobileNet have an overhead of around 2X when implemented using their approach.

Similar to the model confidentiality techniques from previous section, these techniques are not trivial to implement securely. A TinyMLOps platform that automatically generates verifiable modules would therefore be of great value.

VII. CONCLUSION AND FUTURE WORK

In this paper, we gave an overview of challenges that might arise when a developer opts for an edge based deployment of his ML application as compared to a cloud based deployment. We focused mainly on the operational side and listed several challenges that are either caused by the distributed edge deployment or that are complicated by it. As a field, TinyML is still very young with most of the tools and frameworks still in their early stages. With this document, we hope to inspire and guide the development of TinyMLOps platforms that will make TinyML accessible to developers and scalable to billions of edge devices.
