Dynamically enhanced optical coherence tomography
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In the investigations of inhomogeneous media, availability of methods to study the interior of the material without affecting it is valuable. Optical coherence tomography provides such a functionality, by providing depth resolved images of semi-transparent objects non-invasively. This is especially useful in medicine, and is used not only in research, but also in clinical practice. Optical coherence tomography characterizes each cross-section by its reflectance. It is clearly desirable to obtain more detailed information regarding each cross-section, if available. We have developed a system which measures the fluctuation spectrum of all the cross-sections in optical coherence tomography. By providing more information for each cross-section, this can in principle be effective in tissue characterization and pathological diagnosis. The system uses the time dependence of the optical coherence tomography data, to obtain the fluctuation spectrum of each cross-section. Additionally, noise reduction is applied to obtain the spectra without unwanted noise, such as shot-noise, which can swamp the signal. The measurement system is applied to samples with no external stimuli, and depth resolved thermal fluctuation spectra of the samples are obtained. These spectra are compared with their corresponding theoretical expectations, and are found to agree. The measurement system requires dualizing the detectors in the optical coherence tomography, but otherwise requires little additional equipment. The measurements were performed in ten to a hundred seconds.

I. INTRODUCTION

Optical coherence tomography (OCT)\(^1,2\) uses low-coherence reflectometry to obtain cross-sectional images of inhomogeneous media, such as biological tissue. OCT is particularly useful in the biomedical area, since the imaging can be performed non-invasively, and in a relatively short time. As such, OCT is not only used in research, but has proven to be effective in clinical practice, with the fields of its application continuing to grow\(^3\). In OCT, essentially, the reflectance of each cross-section along the depth direction is obtained with high spatial resolution (\(\sim 10\,\mu m\)), revealing the structure of the sample.

In implementing OCT, two main approaches exist, referred to as time-domain OCT (TD-OCT)\(^1,2\) and Fourier-domain OCT (FD-OCT)\(^4,5\). OCT makes use of interferometry, and TD-OCT resolves the depth by effectively moving the reference (or the sample) in the interferometry, while FD-OCT spectrographically resolves the depth information. FD-OCT has an advantage that the OCT image can be obtained with a single exposure, with the sensitivity a few hundred times better than that of TD-OCT, but gives rise to virtual images unless further processing is performed. The relative merits of the two approaches were analyzed, and a method for removing virtual images has been found\(^6–8\). OCT essentially measures the reflectance of each cross-section, and this can lead to information regarding the matter buried beneath the surface, when the material is semi-transparent. Results from OCT can also be combined with Doppler velocimetry, and has been applied to angiography\(^3,9–11\). It is clearly desirable to obtain more information, in addition to its reflectance, regarding each cross-section in OCT.

In this work, we have developed a system that combines OCT with thermal fluctuation measurements, which extracts physical properties, such as the viscoelastic characteristics, of each cross-section in the depth direction. We demonstrate the efficacy of this system using various samples. Furthermore, the noise is reduced to below shot-noise levels using averaged correlations, making it possible to extract spectral information otherwise unobtainable. The measurement system can in principle lead to tissue characterization and pathological diagnosis.

II. THE THEORY UNDERLYING DYNAMICALLY ENHANCED OPTICAL COHERENCE TOMOGRAPHY

In this work, we measure the time dependence of the FD-OCT signal to obtain the thermal fluctuation spectra of each cross-section in OCT. Measuring thermal fluctuation spectra of surfaces and interfaces has proven to be effective in extracting the physical properties of the material, such as viscoelastic characteristics\(^12–14\). The basic concept
FIG. 1: Experimental setup for the dynamically enhanced OCT system: a. The basic conceptual setup of the measurement system: Light from a superluminescent light diode (SLD), is fed into a Michelson interferometer with a reference arm, and a sample. The light from the interferometer is spectrally decomposed by a grating, and its intensity is measured for each wavelength by a linear imaging sensor (LIS). The photocurrent from LIS is digitized by an analog-to-digital converter (ADC), and Fourier transformed both in k, and t (FFT2D), to obtain the power spectra of all the cross-sections in OCT. b. The schematics of the measurement system used in this work: The basic concept in a is dualized with light sources with central wavelengths 795, 834 nm, for noise reduction to observe at sub-shot-noise levels. Noise reduction is achieved by computing the averaged correlation of the two measurements (Averager). The light powers at the sample were 36 μW, 50 μW, for the two wavelengths, respectively.

underlying the measurement system is as follows: Consider a Michelson interferometer with a reference arm, and a sample with reflectance R, (Fig. 1a). For the light with a particular wave number k, and angular frequency ωL, the detected light power, P(k, t), from the interferometer is

\[ P(k, t) = A \left| e^{2ikLM - i\omega_L t} + Re^{2ikL(\delta(t)) - i\omega_L t} \right|^2 = A \left[ 1 + R^2 + 2R \cos 2k(\Delta L + \delta(t)) \right] , \quad (1) \]

where L_M, L are the arm lengths of the interferometer to the mirror, sample surface respectively, ΔL = L - L_M, and A is a constant. δ(t) is the fluctuation of the sample surface location in the light direction, defined such that its average is zero. By Fourier transforming P(k, t) both in k, and in t, the power spectra of the fluctuations S(ΔL, f) for a given ΔL is obtained, so that all the cross-sections are computed simultaneously.

In practice, the Fourier transform in k is performed within a finite region, determined by the spectral width of the incoming light. This gives rise to a form factor that selects the location of the cross-section, ΔL. Assuming a Gaussian spectrum for k, we obtain Q(x, ω), the Fourier transform of P(k, t) both in k and t,

\[ Q(x, \omega) = \int_{-\infty}^{\infty} dt \ e^{i\omega t} \int_{-\infty}^{\infty} dk \ \frac{e^{-(k-k_0)^2/(2\sigma_k^2)}}{2\pi \sigma_k} e^{ikx} P(k, t) . \quad (2) \]

Here, σ_k is the standard deviation of the spectral distribution, and ω = 2πf. Since we are interested in time-dependent (ω ≠ 0) fluctuations, time independent terms will be suppressed in the equations. It should be noted that only δ is time-dependent in P(k, t). The power spectrum of the fluctuations at x is |Q(x, ω)|^2, up to a constant.

Using P(k, t) in Eq. (1), the integration over k can be performed to obtain

\[ Q(x, \omega) = \frac{AR}{2\pi} \int_{-\infty}^{\infty} dt \ e^{i\omega t} \left[ e^{-\sigma_k^2(x-2\Delta L)^2/2 + ik_0(x-2\Delta L - 2\delta)} + e^{-\sigma_k^2(x+2\Delta L + 2\delta)^2/2 + ik_0(x+2\Delta L + 2\delta)} \right] \quad (3) \]

In this work, we shall concentrate on thermal fluctuations, which are at the atomic scale, so that k_0δ ≪ 1. Keeping the leading terms in δ, and we find

\[ Q_+(x, \omega) = \frac{AR}{\pi} e^{-\sigma_k^2(x-2\Delta L)^2/2} \left[ ik_0 + \sigma_k^2(x - 2\Delta L) \right] \tilde{\delta}(\omega) , \quad (4) \]

where tilde denotes the Fourier transform in t. We have selected the term peaked in x at 2ΔL as Q_. Another term exists with ΔL → −ΔL. The power spectrum is obtained essentially by squaring the above quantity,

\[ |Q_+(x, \omega)|^2 = \left( \frac{AR}{\pi} \right)^2 e^{-\sigma_k^2(x-2\Delta L)^2} \left[ k_0^2 + \sigma_k^4(x - 2\Delta L)^2 \right] \tilde{\delta}(\omega) \quad (5) \]

So the doubly Fourier transformed power spectrum of P(k, t) leads to a thermal power fluctuation spectrum for each depth, x/2. Of the two terms in the square brackets in the above expression, the first term is dominant unless the
For the results obtained below, we need the thermal fluctuations of a liquid surface, whose spectral function is obtained. However, the measured light powers obtained from the interferometer in the setup Fig. 1b contain both the desired signal, $X$, and the unwanted noise $N_{j,2}$. Assume that $P_3 = X + N_j$ $(j = 1, 2)$. This noise unavoidably contains the shot-noise, which is due to the quantum nature of light, along with other experimental noise. We now briefly explain how the noise reduction is applied to obtain the spectrum. The power spectrum of a signal, $X$, is obtained as

$$S(f) = \int_{-\infty}^{\infty} dt \frac{e^{-i2\pi f t}}{2\pi} \langle X(t)X(t+\tau) \rangle = \frac{1}{T} \langle \left| \tilde{X}(2\pi f) \right|^2 \rangle,$$  \hspace{1cm} (7)

where $\langle \cdots \rangle$ denotes averaging, $f$ is the frequency, and $T$ is the measurement time. In the experiment, the noise was reduced statistically as follows\(^\text{18}\). Let us assume that $N_j$ are uncorrelated between the two sensors. Then,

$$\langle P_1P_2 \rangle \rightarrow \langle |\tilde{X}|^2 \rangle \quad (N \rightarrow \infty),$$  \hspace{1cm} (8)

where $N$ is the number of averagings. Shot-noise is a typical example of such uncorrelated noise, and it should be noted that this averaging procedure also reduces any other extraneous noise that is uncorrelated in the two photocurrents. This reduction is statistical, so the residual noise is $1/\sqrt{N}$, relatively.

To understand the observed thermal fluctuation spectrum of each cross-section in the dynamically enhanced OCT, the corresponding theoretical spectrum needs to be understood. The obtained measurement, Eq. (5), is the height fluctuation power spectra for each depth, up to constants. The height fluctuation spectrum measured using Michelson interferometry is, theoretically\(^\text{22}\),

$$S_h(f) = 2 \int_{k_{\min}}^{\infty} dk \frac{k e^{-w^2k^2/4}}{F(k, \omega)}$$  \hspace{1cm} (9)

where $F(k, \omega)$ is the spectral function, $w$ is the beam waist, and $k_{\min}$ is determined by the physical size of the sample. For the results obtained below, we need the thermal fluctuations of a liquid surface, whose spectral function is\(^\text{12,19,20}\)

$$F(k, \omega) = \frac{k_{\rho}}{4\pi} \frac{\rho}{\eta^2 k^3} \Im \left[ (1 + s)^2 + \sqrt{1 + 2s} \right]^{-1}, \quad s = -\frac{\rho \omega^2}{2\eta k^2}, \quad y = \frac{\sigma \rho}{4\eta^2 k}.$$  \hspace{1cm} (10)

Here, $\rho, \sigma, \eta$ are the density, the surface tension and the viscosity of the fluid. The above theoretical considerations, physical properties of the fluid, and the beam waist determine the theoretical fluctuation spectra completely.

**III. EXPERIMENTAL SETUP**

The basic concept of the measurement system, shown in Fig. 1a, is as follows: The sample and the reference constitute the arms of a Michelson interferometer, which uses the light from a superluminescent light diode, a low-coherence light source. The spectrum of the interference signal light is obtained by using a grating, and a linear
imaging sensor (LIS). This realizes the FD-OCT measurement system. We further measure the time dependence of the fluctuations of the light intensity, and use this to obtain the power spectra of all the cross-sections in the depth direction, individually. The thermal fluctuations are at atomic scales, and shot-noise, which inevitably arises due to the quantum nature of light, can contribute significantly to their spectra. To overcome this problem, the setup (Fig. 1b) incorporates noise reduction, whose theory was explained in the previous section. This is achieved statistically by dualizing the light source and their corresponding reflection measurements, then averaging the correlation of the light powers measured at LIS’s.

The technical details of the experimental setup are now explained: In the setup, Fig. 1, superluminescent diodes, QSDM-790-9, and QSDM-830-9 (both QPhotonics, USA), with central wavelengths 795 nm, and 834 nm and spectral widths 43 nm, and 24 nm, respectively, were used as light sources. This leads to a depth resolution of 9 \textmu m. The objective lens used to focus the light onto the sample had a numerical aperture of 0.015, and the beam waist at the sample was at the diffraction limit, 20 \textmu m. Light powers were 36, 50 \textmu W at the sample, for the two aforementioned light sources, respectively. For reflected light power measurement, linear image sensors, S12198-512Q (Hamamatsu, Japan) were used. 14 bit analog-to-digital converters, ADXII-14 (Saya, Japan) were used to digitize the photocurrent. Fourier transforms and averagings were performed on a computer. The clock for the linear image sensor is 10 MHz, and 1024 cycles are necessary for one readout, and 1024 lines were measured in a time series. Therefore, one measurement requires 0.1 s. Typically a few hundred to a thousand measurements were taken for the averaging, so the time required is 100 s or less.

IV. OBSERVATIONS OF DEPTH RESOLVED THERMAL FLUCTUATION SPECTRA

In Fig. 2b,c, the thermal fluctuation spectra for the cross-sections of an oil film suspended in a hole are shown. The configuration of the experiment is shown in Fig. 2a, and oil refers to silicone oil, Shin-etsu KF96 300cs\textsuperscript{17}, with index of refraction 1.40, here, and below. Two strongly reflecting cross-sections centered at \( \Delta L = 475 \), 618 \textmu m can be seen, with another signal peak at \( \Delta L = 143 \) \textmu m. The first two cross-sections correspond to the two oil interfaces with air. The thickness 0.10 mm agrees with its optical depth, 0.14 mm, the difference between the two values of \( \Delta L \). The signal peak at \( \Delta L = 143 \) \textmu m is caused by the interference between the two cross-sections, and \( \Delta L \) is the optical depth of the film. The thermal fluctuation spectra of these three cross-sections should all correspond to that of the height fluctuations of the oil surface, and they are essentially identical, as seen in Fig. 2d. Using known physical properties of the oil, the corresponding theoretical spectrum can be computed which is seen to agree quite well with the measured spectra. The physical properties of oil \( (\rho [kg/m^3], \sigma [kg/s^2], \eta [kg/(m \cdot s)]) = (970, 0.0211, 0.291), (997, 0.072, 8.99 \times 10^{-4}), \) with the experimental temperature of \( 25 \) C, were used here, and below. In the spectrum, \( k_{min} = \pi/(100 \mu m) \) was used, considering the thickness of the oil film. There is a normalization factor for each measured spectrum, which was chosen to match the overall magnitude of the theoretical spectrum. In Fig. 2d, the fluctuation spectra with noise reduction are \( \overline{P_1 P_2} \), and the spectra without it are \( \overline{|P_j|^2} \ (j = 1, 2) \), in the notations of the previous section, with the same normalizations. The statistical noise reduction can be seen to be important for obtaining the precise spectrum. While the shot-noise can also be reduced relatively by increasing the light power, this will lead to invasive measurements in general.

In Fig. 3b,c, the measured thermal spectra of the cross-sections of oil and water films, separated by a glass plate are shown (configuration in Fig. 3a). The structure of the fluctuation spectra of the cross-sections, whose reflective peaks are shown in Fig. 3b,c is substantially more complicated than the previous case. The largest two peaks in Fig. 3b,c centered at \( \Delta L = 380,998 \) \textmu m can be identified as the interfaces of water, and oil with air, respectively. The thermal fluctuation spectra of these interfaces are shown in Fig. 3d, with their corresponding theoretical spectra with the corresponding boundary conditions\textsuperscript{21} were used. The physical properties of water used were\textsuperscript{18} \( (\rho [kg/m^3], \sigma [kg/s^2], \eta [kg/(m \cdot s)]) = (997, 0.072, 8.99 \times 10^{-4}) \). The two spectra are seen to be quite distinct, and the thermal fluctuation spectrum of the water surface agrees excellently with its theoretical spectrum. For the oil surface, the measured and its theoretical spectra are consistent, but there is a mismatch at lower frequencies, which could be due to the effect of fluctuations in front of it. The spectra without the statistical noise reduction are also shown, and it can be seen that the noise reduction is crucial for extracting the spectral properties. As in Fig. 2, the overall magnitudes of the spectra have been fitted to the theoretical spectra. The peaks centered at 485, 722 \textmu m correspond to the front and back surfaces of the glass plate. While the fluctuations of the glass surfaces themselves are too small to be observable in this experiment, the water surface fluctuations in front of them in the light path contribute to the spectra, as explained in the previous section. The peak centered at \( \Delta L = 618 \) \textmu m in Fig. 3c corresponds to the interference between the water and the oil surface, and \( \Delta L \) corresponds to its optical length. The physical thicknesses of the water, oil films can be deduced to be 79, 197 \textmu m respectively, and the glass plate has a thickness of 0.16 mm. These values explain the values \( \Delta L \) of the peaks consistently.

In Fig. 4a,b, dynamical enhanced OCT images of a finger (palm forward direction), and in Fig. 4c,d those of a
FIG. 2: Dynamically enhanced OCT measurements of an oil film: a, Oil is suspended perpendicularly to the light direction in a circular hole with diameter 0.50 mm, thickness 0.10 mm. b, c, The thermal fluctuations of each cross-section along the light beam and the contour plot. f: frequency. d, The thermal fluctuation spectra of the two strongly reflective cross-sections at \( \Delta L = 470 \mu m \) (red), 613 \( \mu m \) (blue), and the third reflective cross-section at \( \Delta L = 143 \mu m \) (magenta). These measured spectra all have essentially the same shape, and their theoretical prediction is shown as the black line, which agrees with the measurements quite well. The spectra without the statistical noise reduction are also shown for the three cross-sections, which includes the shot-noise (cyan, green, gray lines, respectively). The noise is relatively larger for smaller reflected power, and the observed shot-noise levels are consistent with theory.

sweetfish eye are shown. Here, the media are quite inhomogeneous, and the thermal spectra of reflective surfaces can be seen continually. The observed spectra for the cross-sections do not seem to correspond to the spectra of simple fluids like oil, water or elastic materials, and more investigation is necessary to determine their properties. The dependence of the sweetfish eye surface fluctuation spectrum on the moisture level of the surface has been observed previously\(^{16}\), and the dependence of the depth resolved spectra on moisture levels would be of interest.

V. SUMMARY AND DISCUSSIONS

In this work, we have developed a system dynamically enhancing OCT, and demonstrated that thermal height fluctuations, hence the physical properties of each cross-section in OCT, can be obtained this way. Required extra instrumentation over OCT is minimal, while essentially doubling the measurement apparatus if noise reduction is incorporated. We restricted our attention to thermal fluctuations in this work, which are spontaneous, and are at the atomic scale. However, the system can be applied to motions, and also to fluctuations that have been excited externally. Their power spectra can have larger magnitudes, and consequently be easier to measure.
FIG. 3: Dynamically enhanced OCT measurements of water and oil film fluctuations: a, Configuration: water, and oil films are perpendicular to the light direction, and are separated by a glass plate (thickness 0.16 mm). b,c, Thermal fluctuations of each cross-section in OCT, and the contour plot. d, The thermal fluctuation spectra for the two most reflective cross-sections in b,c, at $\Delta L = 380 \mu m$ (red), and $998 \mu m$ (blue). The theoretical spectra for water (black), oil (gray) are also shown and are consistent with the measurements. The spectra without the statistical noise reduction are also shown for the two cross-sections (cyan, green, respectively).
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