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Recent studies in high-harmonic spectroscopy of condensed matter mainly focused on the bulk of the system under consideration. In this work, we investigate the response of thin, hexagonal nanoribbons to an intense laser pulse that is linearly polarized along the ribbon. Such nanoribbons are prime examples of two-dimensional systems that are bulk-like in one direction and finite in the other direction. Despite the atomically thin scale in the direction perpendicular to the linearly polarized driving laser field, the emitted harmonics are elliptically polarized if an alternating onsite potential and Haldane hopping is taken into account. For given hoppings, we find a sudden change of the helicity for a certain harmonic order. The origin of this flip is traced back to phase differences between the components of Bloch states.

I. INTRODUCTION

High-harmonic generation (HHG) in condensed matter is a relatively new though meanwhile intensely investigated topic in strong-field, attosecond physics, as it allows for an all optical probing of solids [1–15]. Topological insulators [16–18] are an especially interesting kind of condensed matter because they can host edge currents that are immune to scattering thanks to their “topological protection.” The steering of these ballistic edge currents by light may pave the way towards ultrafast electronics [19]. Recently, the study of HHG in topological insulators started both theoretically [20,21] and experimentally [19,22].

In two dimensions, graphene is one of the most investigated condensed matter systems. Haldane introduced a toy model [23] to make graphene topological by adding (i) an alternating onsite potential to open a band gap, and (ii) a complex next-nearest neighbor hopping (which has an effect similar to a magnetic field). The system was implemented experimentally using, e.g., cold atoms [24]. HHG in the bulk of “Haldanite” coupled to a laser field was studied recently. It was found that the topological phase of the system determines the helicity of the emitted photons [25], and that the topological phase can be measured through circular dichroism [26]. Besides graphene bulk, the electronic structure and topological properties of graphene nanoribbons were studied as well, see, e.g., [27–30]. The ribbons are finite and hence edge effects become important.

In this work we investigate “zig-zag” graphene-like (i.e., with Haldane hopping) nanoribbons in laser fields linearly polarized along the ribbon. The structure and notation is introduced in Fig. 1. The electrons can hop in two spatial dimensions $x$ and $y$ but as the ribbons are much longer (in $x$) than wide (in $y$) the system is almost one-dimensional. One unit cell $n$ contains four sublattice sites $\alpha = 1, 2, 3, 4$, as shown in Fig. 1(a). Finite sized ribbons with periodic boundary conditions in $x$ direction are investigated in tight-binding approximation. Hence the right most unit cell $n = N$ is connected with the left most one $n = 1$. In addition to the usual real-valued hopping amplitude between neighboring atoms, an additional, alternating onsite potential and a complex next-nearest neighbor hopping as in the Haldane model is included. The system is topologically non-trivial for a sufficiently large next-nearest neighbor hopping.

In the following Section II the tight-binding modelling is introduced, including the coupling to an external field in II C and the properties of the bulk system (with respect to the $x$ direction) in II D. The results for the bulk system are used to explain the features observed in the HHG spectra in Section III B. The results are compared to the respective system without periodic boundary conditions in Section IV. We conclude in Section V. Details on the calculation of the current and its dependence on phase-differences between Bloch-state components are given in Appendix A. Atomic units ($\hbar = |e| = m_e = 4\pi\epsilon_0 = 1$) are used throughout the paper if not stated otherwise.

II. THEORY

A. System without external field

Hexagonal ribbons with zig-zag edges as sketched in Fig. 1 are investigated. The circles in Fig. 1(a) indicate the atomic positions, and the vectors $a_i$ ($i = 1, 2, 3$),

$$a_1 = a/2 \left(\sqrt{3}, -1\right)^\top,$$

$$a_2 = a (0, -1)^\top,$$

$$a_3 = a/2 \left(-\sqrt{3}, -1\right)^\top,$$

connect neighboring sites. A tight binding approach is used. The hopping amplitude between nearest neighbors is given by $t_1$ and sketched by solid lines in Fig. 1(a,b). With only nearest-neighbor hopping, this system describes a graphene ribbon. Bulk graphene is a conductor and has a vanishing band gap. If an alternating onsite potential ($\pm M$) is introduced, a band gap between valence and conduction band opens, and the system becomes an insulator. This can be realized by using two different elements instead of carbon only in the case of graphene, for instance boron and nitrogen in hexagonal...
boron nitride (h-BN). The sites with an on-site potential \( M \) (\( -M \)) are denoted as sublattice sites A (B) and are indicated by open (filled) circles in Fig. 1(a,b).

Haldane proposed a way to make such a system topologically non-trivial [27]. He introduced a complex hopping \( t_2 e^{i\phi} \) between next-nearest neighbors. Here, \( t_2 \in \mathbb{R} \) is the hopping amplitude, and \( \phi \) is the phase of the hopping. This hopping is sketched in Fig. 1(b) with arrows. The orientation there denotes a hopping of \( t_2 e^{i\phi} \), the hopping in the opposite direction is \( t_2 e^{-i\phi} \). The unit cells are numbered by the index \( n = 1, 2, \ldots, N \) (here \( N = 8 \)). Each cell contains four atomic sites, labeled by \( \alpha = 1, 2, 3, 4 \). Periodic boundary conditions are used. Hence to the right of hexagon \( n = N \) follows the first hexagon \( n = 1 \) again.

An electronic wavefunctions in tight-binding description has the form

\[
|\Psi\rangle = \sum_{n=1}^{N} \sum_{\alpha=1}^{4} g_{n,\alpha} |n, \alpha\rangle, \tag{2}
\]

where \( |N+1, \alpha\rangle = |1, \alpha\rangle \). The Hamiltonian reads

\[
\hat{H}_0 = \hat{H}_{nn} + \hat{H}_M + \hat{H}_{nnn}, \tag{3}
\]

where \( \hat{H}_{nn}, \hat{H}_M \) and \( \hat{H}_{nnn} \) are the Hamiltonians describing the nearest neighbor hopping, the on-site potential and the next-nearest neighbor hopping, respectively. The nearest neighbor part reads

\[
\hat{H}_{nn} = t_1 \sum_{n=1}^{N} \left( \sum_{\alpha=1}^{4} |n, \alpha\rangle \langle n, \alpha+1| + |n+1, 3\rangle \langle n, 4| + |n+1, 2\rangle \langle n, 1| \right) + \text{h.c.}, \tag{4}
\]

the onsite part reads

\[
\hat{H}_{\text{periodic}}^M = M \sum_{n=1}^{N} \sum_{\alpha=1}^{4} (-1)^{\alpha+1} |n, \alpha\rangle \langle n, \alpha|, \tag{5}
\]

and the next-nearest neighbor Hamiltonian is

\[
\hat{H}_{nnn} = t_2 \sum_{n=1}^{N} \left( e^{i\phi} \left[ |n, 2\rangle \langle n, 4| + |n, 1\rangle \langle n, 3| + |n+1, 3\rangle \langle n, 1| + |n, 4\rangle \langle n+1, 2| \right] + \sum_{\alpha=1}^{4} \exp \left\{ (-1)^{\alpha} i\phi \right\} |n+1, \alpha\rangle \langle n, \alpha| \right) + \text{h.c.}. \tag{6}
\]

The time-independent Schrödinger equation (TISE)

\[
\hat{H}_0 |\psi_i\rangle = E_i |\psi_i\rangle \tag{7}
\]

is solved to obtain the eigenstates of the system. Here, \( E_i \) is the eigenvalue of state \( |\psi_i\rangle \). The ribbon contains \( L = 4N \) sites, hence the Hamiltonian has \( L \) orthogonal eigenstates.

### B. Coupling to an external field

For the coupling to an external field, the dipole approximation and velocity gauge are used. The elements of the Hamiltonian matrix become time-dependent according [31].

\[
\langle n, \alpha | \hat{H}(t) | n', \alpha' \rangle = \langle n, \alpha | \hat{H}_0 | n', \alpha' \rangle e^{-i(r_{n,\alpha} - r_{n',\alpha'}) \cdot A(t)}, \tag{8}
\]

where \( r_{n,\alpha} (r_{n',\alpha'}) \) are the positions of the atoms at hexagon \( n \) (\( n' \)) and site \( \alpha \) (\( \alpha' \)), and \( A(t) \) is the vector potential of the \( n_{\text{cyc}} \)-cycle laser pulse of frequency \( \omega_0 \) and amplitude \( A_0 \),

\[
A(t) = (A(t), 0)^\top \quad \text{and} \quad A(t) = A_0 \sin^2 \left( \frac{\omega_0 t}{2n_{\text{cyc}}} \right) \sin(\omega_0 t), \tag{9}
\]

for \( 0 \leq t \leq 2\pi n_{\text{cyc}}/\omega_0 \) and zero otherwise. The parameters used in the following are \( A_0 = 0.05 \) (corresponding to an intensity of \( \sim 5 \times 10^9 \text{ W cm}^{-2} \)), \( \omega_0 = 7.5 \times 10^{-3} \) (i.e., \( \lambda = 6.1 \mu\text{m} \)), and \( n_{\text{cyc}} = 5 \).

The system contains multiple electrons but we neglect electron-electron interaction. A single-electron wavefunction \( |\Psi(t)\rangle \) can be expanded in the eigenstates from the TISE [7],

\[
|\Psi(t)\rangle = \sum_{l=0}^{L-1} c_l(t) |\psi_l\rangle e^{-iE_l t}. \tag{10}
\]
The initial conditions are chosen

\[ |\Psi^i(t = 0)\rangle = |\psi_i\rangle. \quad (11) \]

It is assumed that all eigenstates below the Fermi-level \((E_i < 0)\) are occupied before the laser hits the nanoribbon, i.e., the lower half of the states are occupied initially \((i = 0, 1, 2, \ldots, L/2 - 1)\).

The time-dependent Hamiltonian can be written in the form

\[ \hat{H}(t) = \hat{H}_0 + \hat{V}(t). \quad (12) \]

The ansatz \((10)\) is plugged into the time-dependent Schrödinger equation (TDSE)

\[ i\hbar \frac{\partial}{\partial t} |\Psi(t)\rangle = \hat{H}(t) |\Psi(t)\rangle = \left( \hat{H}_0 + \hat{V}(t) \right) |\Psi(t)\rangle. \quad (13) \]

After a few steps, one arrives at a system of differential equations for the coefficients \(c^i_j\)

\[ \hat{c}^i_j(t) = -i \sum_{l=0}^{L-1} c^i_l(t) e^{-i(E_i - E_j)t} |\psi_j\rangle \hat{V}(t) |\psi_i\rangle. \quad (14) \]

The current is required to calculate the harmonic spectra. The current operator reads \([32]\)

\[ \hat{j}(t) = -i \sum_{n,\alpha \rightarrow n',\alpha'} (\mathbf{r}_{n,\alpha} - \mathbf{r}_{n',\alpha'}) |n,\alpha\rangle \hat{H}^\dagger_{n,\alpha}(t) |n',\alpha'\rangle, \quad (15) \]

with \(\hat{H}^{\dagger}_{n,\alpha}(t) = \langle n,\alpha | \hat{H}(t) |n',\alpha'\rangle\). The expectation value of the current is calculated as

\[ \mathbf{J}(t) = \sum_i \langle \Psi^i(t)| \hat{j}(t)|\Psi^i(t)\rangle \quad (16) \]

where the sum runs over all propagated electrons in the states \(|\Psi^i(t)\rangle\) (here \(i = 0, 1, 2, \ldots, L/2 - 1\)). The current has two components \(\mathbf{J}(t) = (J_\parallel(t), J_\perp(t))\). The vector potential is linearly polarized along the chain \(\mathbf{A}(t) = (A(t), 0)\). The component \(J_\parallel (J_\perp)\) refers to the polarization component parallel (perpendicular) to the vector potential.

The HHG spectrum is calculated by Fourier-transforming the current \([33][35]\)

\[ P_{\parallel,\perp}(\omega) = |P_{\parallel,\perp}(\omega)\rangle e^{i\Phi_{\parallel,\perp}(\omega)} = \text{FFT} [J_{\parallel,\perp}(t)]. \quad (17) \]

The phase difference

\[ \Delta \Phi = \Phi_\parallel - \Phi_\perp \quad (18) \]

indicates the polarization (i.e., helicity) of the emitted photons.

\[ C. \quad \text{Nanoribbon bulk Hamiltonian} \]

The Bloch ansatz

\[ |\psi_i\rangle = \frac{1}{\sqrt{N}} \sum_{m=1}^{N} e^{imk_id} |m\rangle \otimes \left( u_1(k_i)e^{ik_i/d/2} |1\rangle + u_2(k_i) |2\rangle + u_3(k_i) |3\rangle + u_4(k_i)e^{ik_i/d/2} |4\rangle \right) \quad (19) \]

can be used to simplify the TISE \([7]\). The phase factors \(e^{ik_i/d/2}\) are included to take the shifts inside one unit cell into account. The function \(u_\alpha(k_i)\) is the periodic part (at site \(\alpha\)) of a Bloch state \(|\psi_i\rangle\), and \(d = \sqrt{3}a\) is the lattice constant. Inserting this Bloch ansatz into the TISE \([7]\) yields, after a few standard calculation steps,

\[ \hat{H}_{\text{bulk}}(k_i)u(k_i) = E_i u(k_i) \quad (20) \]

where

\[ \hat{H}_{\text{bulk}}(k_i) = \begin{pmatrix} M_\alpha(k_i) & T_1(k_i) & h_-(k_i) & 0 \\ T_1(k_i) & M_\alpha(k_i) & t_1 & h_+(k_i) \\ h_-(k_i) & t_1 & M_\alpha(k_i) & T_1(k_i) \\ 0 & h_+(k_i) & T_1(k_i) & M_\alpha(k_i) \end{pmatrix} \quad (21) \]

with

\[ u(k_i) = (u_1(k_i), u_2(k_i), u_3(k_i), u_4(k_i))^T \quad (22) \]

\[ T_1(k_i) = 2t_1 \cos(k_id/2), \quad (23) \]

\[ M_\pm(k_i) = \pm 2t_2 \cos(\phi \pm k_id), \quad (24) \]

\[ h_\pm(k_i) = 2t_2 \cos(\phi \pm k_id/2) \quad (25) \]

is the bulk Bloch Hamiltonian for the nanoribbon.

The bulk Hamiltonian is a \(4 \times 4\) matrix so that there are four solutions of the TISE for each \(k_i\), i.e., four bands. The bands are indicated by \(j = 1, 2, 3, 4\) with \(E_j^1\) and \(u_j^i(k_i)\) with \(u_j^i(k_i) = (u_1^i(k_i), u_2^i(k_i), u_3^i(k_i), u_4^i(k_i))^T\). The states are sorted so that the energies are in ascending order, \(E_1^j \leq E_2^j \leq E_3^j \leq E_4^j\). The eigenvector components can be written as \(u_j^i(k_i) = |u_j^i(k_i)\rangle e^{i\phi_j^i(k_i)}\). The phases \(\phi_j^i(k_i)\) are random because the states \(u_j^i(k_i)\) are calculated for each \(k_i\) separately. In order to compare the phases, a certain structure gauge is applied, \(\hat{u}_j^i(k_i) = u_j^i(k_i)e^{-i\phi_j^i(k_i)}\).

\[ \hat{u}_j^i(k_i) = |u_j^i(k_i)\rangle e^{i(\phi_j^i(k_i) - \phi_j^i(k_i))} = |u_j^i(k_i)\rangle e^{i\phi_j^i(k_i)} \quad (26) \]

By definition, the phases \(\phi_j^i(k_i)\) are zero in this gauge. Observables such as HHG spectra must be independent of the gauge. And indeed, for the generation of high-harmonics, only phase differences between bands are important,

\[ \Delta \phi_{\alpha,\alpha',\pm} = \phi_{\alpha,\pm} - \phi_{\alpha',\pm}. \quad (28) \]
Note, that the Hamiltonian \( \{21\} \) is symmetric and real, which means that the \( \tilde{u}_\alpha'(k) \) are also real, and the phases \( \Delta \phi_{\alpha,j}^{j,j'} \) can only be 0 or \( \pi \) (we restrict the phases to \( \Delta \phi_{\alpha,j}^{j,j'} \in \{0, 2\pi\} \)). As it will be demonstrated in Section III, states near the minimal band gap contribute most to the spectrum. Hence the phase difference between the bands around the band gap, \( \Delta \phi_{\alpha} = \Delta \phi_{\alpha,\alpha} \), is investigated in detail.

### III. RESULTS FOR THE PERIODIC SYSTEM

The system is initialized with the following parameters: the distance between adjacent atoms is \( a = 2.68 \approx 1.42 \text{ Å} \), and the hopping between these atoms is set to \( t_1 = -2.7 \text{ eV} \approx -0.1 \text{ (a.u.)} \), which are the known parameters of graphene \([35]\). In the bulk, a topological phase transition occurs at \( t_2 = \pm M/(3\sqrt{3} \sin \phi) \) \([27]\). This formula is not fulfilled exactly for these ribbons. But still, the on-site potential is chosen to be rather small, \( M = 0.01 \), to assure a topological phase transition for a small next-nearest neighbor hopping. In particular, the transition should be observed for \( |t_2| < |t_1| \) because hopping between next-nearest neighbors should be smaller than hopping between nearest ones. We set the next-nearest neighbor hopping to a purely imaginary number (i.e., \( \phi = \pi/2 \)). The system contains \( N = 30 \) atoms.

#### A. The bulk system

In Fig. 2 the bands are plotted for four different \( t_2 \). There are four bands that are all well separated at every \( k \) for \( t_2 = 0 \). The minimal band gap between bands \( j = 2 \) and 3 is located at the boundaries of the first Brillouin zone (\( k = \pm \pi/4 \)). This band gap is \( \Delta_{E_{\text{gap}}}(t_2 = 0) = 2|M| = 0.02 \). For \( t_2 \approx 0.01 \) the gap between bands \( j = 2 \) and 3 vanishes and the topological phase transition occurs. For larger \( t_2 \), the band gap opens again. At the two boundaries of the gray-shaded areas in Fig. 2 phase differences \( \Delta \phi_{\alpha} = \Delta \phi_{\alpha,\alpha} \) of the periodic part of the Bloch functions jump (at least for one \( \alpha \)). The phase differences are plotted in Fig. 3. Due to the real, symmetric Hamiltonian the phase differences can only be \( \Delta \phi_{\alpha} = 0 \) (solid line) or \( \Delta \phi_{\alpha} = \pi \) (dotted line).

For vanishing next-nearest neighbor hopping \( t_2 = 0 \), the phase differences \( \Delta \phi_{\alpha} \) are constant over the whole Brillouin zone, see Fig. 3 (a). Their values are 0, \( \pi \), 0 and \( \pi \) for sites 1, 2, 3 and 4, respectively. As \( t_2 \) increases, at least one value starts to differ around the boundaries of the Brillouin zone (\( k = \pm \pi/4 \)) while around \( k = 0 \) they remain identical to the case \( t_2 = 0 \). The gray shaded areas in Fig. 3 indicate the regions of \( t_2 = 0 \)-like behavior around \( k = 0 \). The gray shaded areas shrink towards \( k = 0 \) with increasing \( t_2 \). Note that \( \Delta \phi_{\alpha} \) jumps at \( t_2 = 0.01 \) on the right edge of the shaded area from \( \pi \) to 0 and back to \( \pi \) at a slightly larger \( k \).

Instead of phase differences, Fig. 4 shows the individual phases \( \phi_{\alpha,j} \) for \( j = 2 \) (a,b) and \( j = 3 \) (c,d) in a similar kind of plot. The shaded areas are identical to Fig. 3. A kind of node-rule can be identified. In the \( t_2 = 0 \)-like region (shaded area), the values \( \phi_{\alpha,j} \) are 0 for sites \( \alpha = 1,2 \) and \( \pi \) for \( \alpha = 3,4 \). Hence, the Bloch states \( \tilde{u}_{\alpha,j} = 2 \) are positive for the first two sites and negative for the last two, the state has one “node”. For band \( j = 3 \), the Bloch state is positive for sites \( \alpha = 1,4 \) and negative for \( \alpha = 2,3 \), i.e., there are two “nodes”. For \( t_2 = 0.025 \) the values of \( \phi_{\alpha,j} \) change in the non-shaded area in such a way that band 2 has two nodes and band 3 only one, which is indicative of a band inversion. For \( t_2 = 0.05 \) one can see that a region appears where band 2 has no nodes and band 3 even four nodes.

The same gray-shaded areas are shown in the plots of the band structure, Fig. 2. The energy difference between band two and three at the boundaries of the gray shaded area are traced as a function of \( t_2 \). They are labeled by \( \Delta E^- \) (left boundary, negative \( k \)) and \( \Delta E^+ \) (right boundary, positive \( k \)). The energy difference between these bands at \( k = 0 \) is called \( \Delta E^0 \). For better visibility, these energies are only indicated in Fig. 2 (c,d). Further, the energy differences in the non-shaded areas are always smaller than the energy differences in the gray-shaded areas for \( t_2 \lesssim 0.0387 \). For \( t_2 > 0.0387 \), it appears that \( \Delta E^0 < \Delta E^- \) and certain energy differences in the non-shaded area are larger than differences in the shaded area between the bands \( j = 2 \) and 3, see Fig. 2 (d).
FIG. 3. Plots of $\Delta \phi'_\alpha$ as function of $k$ for various $t_2$. This phase difference can assume two different values only. Solid lines denote $\Delta \phi'_\alpha = 0$, dotted lines $\Delta \phi'_\alpha = \pi$. The gray shaded areas indicate the region around $k = 0$ where the phase differences are identical to the $t_2 = 0$-case.

FIG. 4. Phases $\phi'_{\alpha,j}$ for band $j = 2$ (a,b) and band $j = 3$ (c,d) for different $t_2$. Solid lines denote $\phi'_{\alpha,j} = 0$, dotted lines $\phi'_{\alpha,j} = \pi$. Gray shaded areas indicate regions where $\phi'_{\alpha,j}$ is identical to the case $t_2 = 0$ (not shown). These shaded areas are identical to the ones in Fig. 3.

B. Spectra

The harmonic spectra $|P_\parallel(\omega)|^2$, $|P_\perp(\omega)|^2$ for this system in parallel (a) and perpendicular polarization direction (b), respectively, are shown in Fig. 5 for $t_2 \in [0, 0.05]$. The highest yield is found at small harmonic orders and small $t_2$ when the band gap is small compared to the photon energy of the driving field. For larger $t_2$, the band gap increases, and low-order harmonics are due to intraband movement of electrons, which destructively interferes if the valence bands are fully occupied [21, 37]. As the gap closes at $t_2 \simeq 0.01$, the harmonic yield decreases too. This effect appears as a clearly visible horizontal cut in the region of high harmonic yield.

The three energies $\Delta E^\pm$ and $\Delta E^0$ are indicated in these plots by dotted lines. The energies $\Delta E^\pm$ describe two curves that go through the region of the highest harmonic yield.

The emitted light has two polarization directions, the phase difference between those two components can be obtained via equation (18). The phase difference determines the helicity of the emitted photons. The result is shown in Fig. 6. The phase difference is preferably $\Delta \Phi = \pm \pi/2$. The interesting fact, and the main result of this work, is that for a given, sufficiently large $t_2 > 0.006$ the phase changes from $+\pi/2$ to $-\pi/2$ at a certain harmonic order. This phase flip appears between the energies $\Delta E^\pm$. To be precise, the phase difference is $-\pi/2$ for energies below $\Delta E^+$ and it is $+\pi/2$ for energies larger than $\Delta E^-$, at least as long as $\Delta E^0 > \Delta E^\pm$.

The case where $\Delta E^0 > \Delta E^\pm$ is examined. As shown previously, the phase difference of the periodic part of the Bloch states $\Delta \phi'_\alpha = \phi'_{\alpha,j} - \phi'_{\alpha,j'}$ has a symmetry which changes at certain points in $k$-space for sufficiently large $t_2$. More precise, the phases $\phi'_{\alpha,j=2}$ and $\phi'_{\alpha,j=3}$ change at these points in such a way that the properties of band $j = 2$ and $j = 3$ are inverted. If the energy difference between these states is smaller than $\Delta E^+$ (non-shaded area in Fig. 2), then $\Delta \phi'_\alpha$ is different compared to points where this energy difference is larger than $\Delta E^-$ (gray-shaded area in Fig. 2). How $\Delta \phi'_\alpha$ affects the current, which finally determines the emitted harmonic radiation,
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FIG. 7. Harmonic spectra $|P_j(\omega)|^2$ vs $t_2$ in parallel polarization direction (a) and helicity (b) calculated from only the ten highest states of the valence bands (i.e., band $j = 2$).
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FIG. 8. Finite nanoribbon containing $L = 4N + 2$ atoms.
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FIG. 9. Harmonic spectra $|P_j(\omega)|^2$ vs $t_2$ in parallel polarization direction for the finite system. The dotted lines indicate the energy differences defined by the bulk system, as described before.

is shown in Appendix A. The ΔE± describe the change of the helicity quite well unless ΔE0 < ΔE± (where ΔE0 determines the change of the helicity).

C. Partially filled valence bands

Until now, all the states of the valence bands were occupied, i.e. all states with a negative energy. Now, only the ten highest states of the valence bands are occupied. These states belong to the second valence band $j = 2$. In this way, we demonstrate that the electrons occupying the second valence band are responsible for the helicity change of the emitted photons. The result is shown in Fig. 7.

There are only minor differences between the spectra in Fig. 5(a) and Fig. 4(a). As far as the helicity of the emitted harmonic photons is concerned, one can notice differences between Fig. 4(b) and Fig. 7(b) but the phase flip for given $t_2$ still occurs at the same harmonic order as before.

IV. FINITE NANORIBBON WITH EDGES

In order to show that the helicity flip also occurs in finite nanoribbons despite the fact that the explanation for the flip is based on a bulk analysis, a finite system with edges as shown in Fig. 8 is investigated. For the ribbon with edges, hopping from the right to the left edge is not possible. The system contains two more atoms compared to the periodic system in order to complete the hexagon at the right edge. The cutoff of the plateau for small harmonic orders and small $t_2$ occurs at larger energies as for the periodic system, as seen in Fig. 9.

The phase flip discussed for the periodic system can be observed for the finite ribbon as well, see Fig. 10. We observe an additional phase flip at around $t_2 \approx 0.09$ for small odd harmonics (up to order 11), except for the fundamental (the same flip can be observed for the periodic system, not shown). This helicity flip might be similar to the one for bulk Haldaneite explained in [22]. The authors of [22] explain their observed phase flip with a topological phase transition in bulk Haldaneite. However, there is no topological phase transition around $t_2 \approx 0.09$ in our nanoribbon. Instead, our finite system has edge states, and the energy difference of these states is smallest at $t_2 \approx 0.09$, which coincides with the helicity change. Anyhow, we do not investigate that helicity flip further in this work because the harmonic yield at $t_2 = 0.09$ is very small, and the next-nearest neighbor hopping is almost as big as the nearest neighbor hopping.

V. SUMMARY AND OUTLOOK

A helicity flip of the emitted photons in high-harmonic spectra from Haldane-like nanoribbons is observed. For a fixed next-nearest neighbor hopping, the helicity of the emitted photons changes at a certain harmonic order. The photon energy where this helicity flip occurs can be predicted by examining the phase differences between the periodic parts of the Bloch states. In previous theoretical works [22][23], helicity flips of harmonics in bulk Haldaneite were observed as a function of the next-nearest neighbor hopping, mapping out the known topological
phase transition of the Haldane model. The helicity flip discussed in this work might be observed in realistic systems where the next-nearest neighbor hopping cannot be easily changed. Moreover, the effect might allow to manipulate the helicity of high-harmonic photons, e.g., by multi-color incident laser pulses.
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Appendix A: Calculation of the current and the relevance of the phase-differences $\Delta \phi^\alpha_{\nu,\nu'}(k_i)$

The current is calculated as the expectation value of the current operator

$$j^\alpha(t) = \langle \Psi^\alpha(t) | \hat{j}(t) | \Psi^\alpha(t) \rangle$$

(A1)

with the current operator $\hat{j}_i$. For the state $|\Psi^\alpha(t)\rangle$, one can make a similar Bloch-ansatz as before

$$|\Psi^\alpha(t)\rangle = \frac{1}{\sqrt{N}} \sum_{m=1}^{N} e^{imk_i d} |m\rangle \otimes (u_1(k_i, t) e^{ik_i d/2} |1\rangle + u_2(k_i, t) |2\rangle + u_3(k_i, t) |3\rangle + u_4(k_i, t) e^{ik_i d/2} |4\rangle),$$

(A2)

but now with time-dependent coefficients $u_{\alpha}(k_i, t)$. Using this ansatz, one ends up with two $4 \times 4$ current operators, for the $x$- and $y$-direction. The corresponding currents are then calculated as

$$j^{x,y}(k_i, t) = u^{\alpha}(k_i, t) J^{x,y}_{\text{bulk}}(k_i, t) u(k_i, t).$$

(A3)

For the $x$-direction one obtains

$$J^{x}_{\text{bulk}}(k_i, t) = \begin{pmatrix} f_1(k_i, t) & f_2(k_i, t) & f_3(k_i, t) & 0 \\ f_2(k_i, t) & f_4(k_i, t) & 0 & f_5(k_i, t) \\ f_3(k_i, t) & 0 & f_1(k_i, t) & f_2(k_i, t) \\ 0 & f_5(k_i, t) & f_2(k_i, t) & f_3(k_i, t) \end{pmatrix}$$

(A4)

with

$$f_1(k_i, t) = idt_2 e^{i\phi} e^{i(A(t)+k)} + \text{c.c.},$$

(A5)

$$f_2(k_i, t) = -dt_1 \sin [(k + A(t)) d/2],$$

(A6)

$$f_3(k_i, t) = \frac{d}{2} t_2 e^{-i\phi} e^{i(A(t)+k)/2} + \text{c.c.},$$

(A7)

$$f_4(k_i, t) = -idt_2 e^{i\phi} e^{-iA(t)+k} + \text{c.c.},$$

(A8)

$$f_5(k_i, t) = \frac{d}{2} t_2 e^{i\phi} e^{i(A(t)+k)/2} + \text{c.c.},$$

(A9)

and in $y$-direction

$$J^{y}_{\text{bulk}}(k_i, t) = \begin{pmatrix} 0 & g_1(k_i, t) & g_2(k_i, t) & 0 \\ -g_1(k_i, t) & 0 & g_3 & g_4(k_i, t) \\ -g_2(k_i, t) & -g_3 & 0 & g_1(k_i, t) \\ 0 & -g_4(k_i, t) & -g_1(k_i, t) & 0 \end{pmatrix}$$

(A10)

with

$$g_1(k_i, t) = i a t_1 \cos [(k + A(t))d/2],$$

(A11)

$$g_2(k_i, t) = i \frac{3}{2} a t_2 e^{-i\phi} e^{iA(t)+k/2} - \text{c.c.},$$

(A12)

$$g_3 = i a t_1,$$

(A13)

$$g_4(k_i, t) = i \frac{3}{2} a t_2 e^{i\phi} e^{iA(t)+k/2} - \text{c.c.}.$$  

(A14)

Note that all $f_i(k_i, t) \ (l = 1, 2, 3, 4, 5)$ are real and all $g_{s}(k_i, t) \ (s = 1, 2, 3, 4)$ are purely imaginary. In the following, the arguments of $f_i(k_i, t)$ and $g_s(k_i, t)$ are dropped. The argument $k_i$ of $u_{\alpha}(k_i, t)$ is suppressed as well. The current in $x$-direction reads...
\[ j^x(k_i, t) = f_1 \left( |u_1(t)|^2 + |u_3(t)|^2 \right) + f_4 \left( |u_2(t)|^2 + |u_4(t)|^2 \right) + f_2 \left[ u_1^*(t)u_2(t) + u_3^*(t)u_4(t) + u_4^*(t)u_3(t) \right] + f_3 \left[ u_1^*(t)u_3(t) + u_3^*(t)u_1(t) \right] + f_5 \left[ u_2^*(t)u_4(t) + u_4^*(t)u_2(t) \right], \] (A15)

and in y-direction
\[ j^y(k_i, t) = g_1 \left[ u_1^*(t)u_2(t) - u_3^*(t)u_1(t) + u_3^*(t)u_4(t) - u_4^*(t)u_3(t) \right] + g_2 \left[ u_1^*(t)u_3(t) - u_3^*(t)u_1(t) \right] + g_3 \left[ u_2^*(t)u_3(t) - u_3^*(t)u_2(t) \right] + g_4 \left[ u_2^*(t)u_4(t) - u_4^*(t)u_2(t) \right]. \] (A16)

Note that for certain \( \alpha \) and \( \alpha' \) one has in x-direction the terms \( u_\alpha^*(t)u_{\alpha'}(t) \) + c.c. but in y-direction \( u_\alpha^*(t)u_{\alpha'}(t) \) – c.c.. The terms in x-directions are purely real while in y-direction they are purely imaginary. Multiplied with the factors \( f_i \) or \( g_s \), the current is real in both directions, of course.

For the time-dependent \( u(k_i, t) \) one should include another index \( \omega^j(k_i, t) \), which indicates the occupied band at the start of the laser pulse. For better readability, however, the index of the initial band is dropped in the time dependent functions \( u(k_i, t) \). Expanding in eigenstates of the unperturbed bulk system,
\[ u(k_i, t) = \sum_{j=1}^4 \tilde{c}_j(k_i, t)u^j(k_i), \] (A17)

we find
\[ u_\alpha^*(k_i, t)u_{\alpha'}(k_i, t) = \sum_{j,j'=1}^4 \tilde{c}_j^*(k_i, t)\tilde{c}_{j'}(k_i, t)u^j_\alpha(k_i)u^{j'}_{\alpha'}(k_i). \] (A18)

Further, it follows
\[ u_\alpha^*(k_i, t)u_{\alpha'}(k_i, t) + u_\alpha^*(k_i, t)u_{\alpha'}(k_i, t) = 2 \sum_{j,j'=1}^4 \tilde{C}_{j', j}(k_i, t)U^{j', j'}_{\alpha' \alpha}(k_i) \cos \left( \Delta \varphi_{j', j}(k_i, t) + \Delta \phi^{j', j'}_{\alpha' \alpha}(k_i) \right) \] (A22)

and
\[ u_\alpha^*(k_i, t)u_{\alpha'}(k_i, t) - u_\alpha^*(k_i, t)u_{\alpha'}(k_i, t) = 2i \sum_{j,j'=1}^4 \tilde{C}_{j', j}(k_i, t)U^{j', j'}_{\alpha' \alpha}(k_i) \sin \left( \Delta \varphi_{j', j}(k_i, t) + \Delta \phi^{j', j'}_{\alpha' \alpha}(k_i) \right). \] (A23)

Hence the expression of the current in x-direction [A15] contains terms \( \sim \cos \left( \Delta \varphi_{j', j}(k_i, t) + \Delta \phi^{j', j'}_{\alpha' \alpha}(k_i) \right) \) whereas terms \( \sim \sin \left( \Delta \varphi_{j', j}(k_i, t) + \Delta \phi^{j', j'}_{\alpha' \alpha}(k_i) \right) \) appear in the y-component of the current [A16].

As it was shown in the main text, the phase-differences \( \Delta \phi_{\alpha' \alpha} = \Delta \phi^{3, 2}_{\alpha' \alpha} \) change for certain \( k_i \). The helicity of the harmonics changes sign at the corresponding harmonic order. The currents depend on these phase-differences, and the dependencies are different for the two directions.
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