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Cooling down a trapped ion into its motional ground state is a central step for trapped ions based quantum information processing. State of the art cooling schemes often work under a set of optimal cooling conditions derived analytically using a perturbative approach, in which the sideband coupling is assumed to be the weakest of all the relevant transitions. As a result the cooling rate is severely limited. Here we propose to use quantum control technique powered with automatic differentiation to speed up the classical cooling schemes. We demonstrate the efficacy of our approach by applying it to find the optimal cooling conditions for classical sideband cooling and electromagnetically induced transparency cooling schemes, which are in general beyond the weak sideband coupling regime. Based on those numerically found optimal cooling conditions, we show that faster cooling can be achieved while at the same time a low average phonon occupation can be retained.

1. INTRODUCTION

Laser cooling of a trapped ion is a central step for coherent manipulation of the underlying quantum state [1], which is vital in various applications such as quantum simulation [2–15] and quantum computing [16–18]. Till now the most widely used cooling schemes in experiments include sideband cooling and dark-state cooling due to their efficacy and simplicity for experimental realization.

Sideband cooling scheme can be understood theoretically by expanding the interacting Hamiltonian of the laser and ion to the first order of the Lamb-Dicke parameter, denoted as \( \eta \), which would produce three terms: a zeroth order carrier transition between the inner states of the ion, a first order blue sideband in which the ion gets excited and absorbs one vibrational quantum number (phonon), and a first order red sideband in which the ion gets excited and emits one phonon [19–22]. The red sideband together with the spontaneous emission of the excited state essentially induce the cooling, while the other two transitions induce heating. Dark-state cooling schemes in general involve more internal energy levels as well as more lasers, but could often be understood similarly to sideband cooling by transforming the internal degrees of freedom into appropriate dressed state pictures [23–35]. Compared to sideband cooling, dark-states cooling schemes often have the advantage that the carrier transition, or the blue sideband, or both of them get eliminated in the first order of \( \eta \). However, both sideband cooling and dark-state cooling schemes derive the optimal cooling conditions based on an essentially perturbative treatment of the sideband transition. To validate this perturbative picture, the sideband transition has to be weaker than all the other relevant transitions, which severely limits the cooling rate. Until recently, ion cooling in the strong sideband coupling regime is considered, where it is shown that fast cooling could indeed be achieved in a dark-state cooling scheme with vanishing carrier transition [36].

Another approach for ground state cooling is to think of cooling as an optimization problem whose target is to obtain the lowest possible average phonon occupation \( \bar{n} \) after applying certain control lasers, that is, employing the quantum control technique. Such an approach has been taken for trapped ion [37], and for mechanical resonators [38–40]. In particular, Refs. [37–39] use complicated laser sequences optimized by quantum control such that the underlying ion or resonator could be cooled down close to the ground state in several periods of the trap frequency \( \nu \) (super fast cooling), which could even be shorter than the dissipation time and the dissipation could then be neglected. Ref. [40] employs dynamical control of cavity dissipation technique in which the cavity dissipation is periodically enhanced, as a result ground state cooling could be achieved within several tens of periods of the trap frequency. However, the pulsed control laser sequences or periodically enhanced cavity dissipation add difficulty to realistic implementations. Till now, such schemes have not been demonstrated in ion cooling experiments yet to the best of our knowledge.

To harness the advantages from both the classical cooling schemes and the optimal quantum control technique, we propose a cooling strategy to enhance the classical cooling schemes with quantum control. Concretely, in our approach we use the same laser configuration (static lasers) as in the classical sideband or dark-state cooling schemes, but use optimal quantum control to search for the optimal cooling conditions. We will show that our approach could increase the cooling rate compared to the sideband cooling and dark-state cooling schemes but at the same time retain a low average phonon occupation. Compared to Ref. [36], this approach allows a more systematic and accurate procedure to determine the optimal parameter settings. Additionally, most theoretical proposals for ion cooling only work in the Lamb-Dicke regime with \( \eta \ll 1 \), beyond this regime (for example in Penning trap) the trap frequency is small, leading to a large Lamb-Dicke pa-
rameter) one often has to resort to numerical methods [41, 42]. Our method does not depend on the series expansion with \( \eta \), which could provide a guidance for ion cooling experiments beyond the Lamb-Dicke regime.

This paper is organized as follows. In Sec. II, we describe our approach to enhance the classical cooling schemes with optimal quantum control. In Sec. III, we demonstrate our approach by optimizing the sideband cooling schemes including both the running wave sideband cooling and the standing wave sideband cooling, showing that the cooling rates of those schemes can be increased while still keeping \( \hat{n} \) close to the theoretical minimum. In Sec. IV, we further optimize the standard three-level electromagnetically induced transparency (EIT) cooling scheme as well as a realistic four-level EIT cooling scheme from the \(^{40}\text{Ca}^+\) ion experiment. We conclude in Sec. V.

II. QUANTUM CONTROL ENHANCED COOLING SCHEME

The dynamics of ion cooling in the Lamb-Dicke regime is often described by the Lindblad master equation [43, 44]

\[
\frac{d}{dt} \hat{\rho} = \mathcal{L}(\hat{\rho}) = -i[\hat{H}, \hat{\rho}] + \mathcal{D}(\hat{\rho}),
\]

where \( \hat{\rho} \) is the density operator of the system, \( \mathcal{L} \) denotes the Lindblad operator (Lindbladian), \( \hat{H} \) is the Hamiltonian and \( \mathcal{D} \) is the dissipator in Lindblad form. In case \( \mathcal{L} \) is time-independent, Eq.(1) can be simply solved as

\[
\hat{\rho}(t) = e^{\mathcal{L}t} \hat{\rho}_0
\]

with \( \hat{\rho}_0 = \hat{\rho}(0) \) the initial state. Here we have assumed to squash the density operator \( \hat{\rho} \) as a vector and rewrite the Lindblad operator as a matrix accordingly [45].

The elementary procedures of our approach can be summarized as follows. In sideband cooling or dark-state cooling schemes, the Lindbladian \( \mathcal{L} \) is often parameterized by a few laser-related parameters such as the detuning and the Rabi frequency. We denote such a parameter Lindbladian as \( \mathcal{L}(\vec{\alpha}) \) with \( \vec{\alpha} \) to be a list of tunable parameters. The goal is to minimize the average phonon occupation of the quantum state after applying \( \mathcal{L}(\vec{\alpha}) \) for a certain time interval \( T \), for which the loss function can be naturally defined as

\[
\text{loss}_{\vec{\alpha}}(\vec{\alpha}) = \hat{n}_T(\vec{\alpha}) = \text{tr}(\hat{n}\hat{\rho}(T)),
\]

with \( \hat{n} \) the phonon number operator. In practice it would often be more efficient if a gradient-based optimizer is used to minimize the loss function. The exact gradient of Eq.(3) can be evaluated using an automatic differentiation package which supports complex numbers [46] and matrix functions such as matrix exponentiation. In this work we use the Zygote automatic differentiation framework implemented in Julia language. Zygote has a transparent support for both functionalities [47], with which we can simply write down the loss function and then the gradient could be obtained with almost no additional effort. The source code of all the simulations done in this work could be found at [48]. We will use the L-BFGS algorithm [49] as our optimization solver throughout this work.

To this end we note that our approach can be easily generalized to the case of pulsed lasers. For example, we could have a sequence of parametric Lindbladians \( \{\mathcal{L}(\vec{\alpha}_1), \mathcal{L}(\vec{\alpha}_2), \ldots, \mathcal{L}(\vec{\alpha}_n)\} \), applied onto the quantum state at time steps \( \vec{T} = \{T_1, T_2, \ldots, T_n\} \), the loss function in Eq.(3) can then be straightforwardly generalized to

\[
\text{loss}(\vec{\alpha}_1, \ldots, \vec{\alpha}_n, \vec{T}) = \text{tr}(\hat{n}e^{\mathcal{L}(\vec{\alpha}_n)T_n} \cdots e^{\mathcal{L}(\vec{\alpha}_1)T_1} \hat{\rho}_0),
\]

where \( \vec{T} \) is explicitly placed as an input to the generalized loss function to indicate that they could also be treated as tunable parameters. A loss function in the form of Eq.(4) has been extensively considered in the context of optimal quantum control, see for example [50–59]. Here we note that automatic differentiation allows to directly compute the gradient of Eq.(4) as well, without resorting to more specific methods. In the context of this work, we will limit ourself to the loss function defined in Eq.(3).

III. SIDEBAND COOLING ENHANCED BY QUANTUM CONTROL

Now we first exemplify our approach with running wave sideband cooling (RWSC) [20]. In the ideal setup of RWSC, an ion of mass \( m \) is trapped with trap frequency \( \nu \) which contains two relevant internal states, a metastable ground state \( |g\rangle \) with energy \( \omega_g \) together with an excited state \( |e\rangle \) with energy \( \omega_e \) and spontaneous decay rate \( \gamma \) from \( |e\rangle \) to \( |g\rangle \). The ion is coupled to a running wave laser with frequency \( \omega_L \), wave number \( k \) and Rabi frequency \( \Omega \). The equation of motion is described by Eq.(1) with the Hamiltonian \( \hat{H}_{RW} \)

\[
\hat{H}_{RW}(\Delta, \Omega) = -\Delta |e\rangle\langle e| + \nu \hat{a}^{\dagger} \hat{a}
\]

\[
+ \frac{\Omega}{2} \left( |e\rangle\langle e| e^{-ik\hat{x}} + |g\rangle\langle g| e^{ik\hat{x}} \right),
\]

where \( \Delta = \omega_L - (\omega_e - \omega_g) \) is the detuning, \( \hat{a}^{\dagger} \) and \( \hat{a} \) creates and annihilates a photon, \( \hat{x} = \frac{1}{\sqrt{2m\nu}}(\hat{a}^{\dagger} + \hat{a}) \) is the positional operator. With the Lamb-Dicke parameter defined as \( \eta = k/\sqrt{2m\nu} \), we get \( \hat{x} \eta = \eta(\hat{a}^{\dagger} + \hat{a}) \). Here we have explicitly written \( \hat{H}_{RW}(\Delta, \Omega) \) to indicate that \( \Delta \) and \( \Omega \) are two tunable parameters in usual experimental setups. The dissipator \( \mathcal{D}_{RW} \) takes the form

\[
\mathcal{D}_{RW}(\hat{\rho}) = \frac{\gamma}{2} \int_{-1}^{1} d(\cos(\theta)) \frac{3}{4} \left( 1 + \cos^2(\theta) \right) |g\rangle\langle e| e^{ik\hat{x} \cos(\theta)} \hat{\rho} e^{-ik\hat{x} \cos(\theta)} |e\rangle\langle g| - \frac{\gamma}{2} \{|e\rangle\langle e|, \hat{\rho}\}. \]

\( \mathcal{D}_{RW} \) is not tunable in general. The classical approach to find the optimal cooling condition is to perturbatively expand Eqs.(5, 6) in \( \eta \) and then truncate \( \hat{H}_{RW} \) and \( \mathcal{D}_{RW} \) to the first order of \( \eta \). Under this approximation, the analytic expression
The corresponding optimal values of $\bar{n}_T$ for each value of $\Delta$ is shown in Fig. 1, where we have considered thermal states with $\bar{n}_0 = 1$ and a total evolution time $T\nu = 250$. The initial state of the phonon is chosen as a thermal state with $\bar{n}_0 = 1$ and we use a truncation $d = 10$ for the Fock state space of the phonon.

for the steady state average phonon occupation $\bar{n}_{\text{st}}_{\text{RW}}$ can be obtained as [20]  
$$\bar{n}_{\text{st}}_{\text{RW}} = \frac{A^\text{RW}_-}{A^\text{RW}_+ - A^\text{RW}_-},$$  
(7)

with $A^\text{RW}_\pm = \eta^2 \left( \frac{\Omega^2}{2} \right) \left( \frac{\gamma}{(\Delta + \nu)^2 + \gamma^2/4} \right)^{\pm \frac{4\gamma}{\Delta + \gamma^2/4}}$. Eq.(7) is only valid under the conditions that $\gamma, \Omega \ll \nu$ (resolved sideband condition) and $\eta\Omega \ll \gamma$ (weak sideband coupling condition). The theoretical minimum of $\bar{n}_{\text{st}}_{\text{RW}}$ is reached at $\Delta = -\nu$, that is, when the red sideband resonance condition is satisfied.

Now we can directly substitute $L_{\text{RW}}(\Delta, \Omega, \tilde{\rho}) = -i[H_{\text{RW}}(\Delta, \Omega), \tilde{\rho}] + D_{\text{RW}}(\tilde{\rho})$ into Eq.(3) and then obtain the optimal values of $\Delta$ and $\Omega$ for each value of $T$ using an optimization solver. However to better visualize the effect of the numerical optimization, we first fix the value of $\Delta$ and then find the optimal value of $\Omega$ which minimizes $\bar{n}_T$. The numerical solution of $\Delta = -\nu$, and for each value of $\Delta$ we find the optimal $\Omega$ by optimizing Eq.(3) as a single-variate function of $\Omega$. The optimal values of $\Omega$ as functions of $\Delta$ are shown in dashed lines in Fig. 1(a) (from top down, the blue dashed lines correspond to $T\nu = 100, 250, 400$ respectively). The corresponding optimal values of $\bar{n}_T$ are shown in solid lines from top down. For reference, we also show the theoretical prediction from Eq.(7) in black solid line. We can see that the optimal values of $\Delta$ shift to the right hand side of the red sideband resonant point for all the $T$s we have considered. From Fig. 1(a), we can see that $\bar{n}_T$ reaches its minimum when $\Omega \approx 0.4\nu$ and $\eta\Omega/\gamma \approx 0.4$, where the validity of Eq.(7) is no longer justified. Nevertheless for a moderate value of $T\nu = 400$, we could already reach a minimum value with $\bar{n}_T = 0.0087$ at $\Delta = -0.89\nu$ and $\Omega = 0.45\nu$, in comparison with the minimum value $\bar{n}_{\text{st}}_{\text{RW}} = 0.0016$ predicted by Eq.(7). In fact, it often takes several thousands of periods of the trap frequency to reach the theoretical minimum of $\bar{n}_{\text{st}}_{\text{RW}}$ under the weak sideband coupling condition [36]. Therefore, optimal quantum control allows to achieve faster cooling in classical sideband cooling by one order of magnitude with only a small increase of the final average phonon occupation. Interestingly, in this case we could impose a modified red sideband resonance condition to understand the relation between the optimal values of $\Omega$ and $\Delta$. Diagonalizing the Hamiltonian for the internal two-level system, we get the energy difference $\sqrt{\Delta^2 + \Omega^2}$, then the shifted red sideband resonance condition reads (one can also see Ref. [60])

$$\sqrt{\Delta^2 + \Omega^2} = \nu, $$  
(8)

which is plotted in black dashed line in Fig. 1(a). We can see that it agrees well with the blue dashed lines when $\Delta > -0.9\nu$. To further visualize the effect of the numerical optimization, in Fig. 1(b), we directly plot $\bar{n}_T$ for all the values of $\Delta/\nu$ in the range $[-1.1, -0.6]$ and $\Omega/\nu$ in the range $[0.3, 0.8]$ at $T\nu = 250$. The optimized value of $\Omega$ as a function of $\Delta$ is also shown in green dashed line, and we can see that it well captures the minimum values of $\bar{n}_T$.

It would also be instructive to consider the effects of thermal states with higher initial average occupation $\bar{n}_0$. Here we consider a thermal state with $\bar{n}_0 = 3$ and use a truncation $d = 30$ as an example. Concretely, we optimize the set of parameters with $\bar{n}_0 = 3$ and a total evolution time $T\nu = 636$, the latter is chosen such that it will result in the same $\bar{n}_T = 0.0087$ if subjecting to the same exponential decay rate of $0.011/\nu$ as fitted from the case of $\bar{n}_0 = 1$ and $T\nu = 400$. Interestingly, in this case we get $\Delta = -0.895\nu$ and $\Omega = 0.464\nu$, which is almost the same as the case of $\bar{n}_0 = 1$ and $T\nu = 400$, while the cooling rate is $0.0073/\nu$, which is slightly lower. In practice, it would be interesting to consider thermal states with $\bar{n}_0 \geq 10$ which is often the starting point for sideband cooling experiments [61]. However, to faithfully represent a thermal state with $\bar{n}_0 \approx 10$, one has to reserve a large number of Fock states (often more than 100), which is numerically demanding with our current approach since we explicitly store the Lindbladian as a dense matrix. To scale up the simulation one could use either a larger workstation or explore the sparsity of the Lindbladian, but in the latter case the back propagation of certain matrix functions has to be explicitly defined and we will leave it for future investigation.

In the next we consider the case of standing wave sideband cooling (SWSC). The setup is similar to the case of RWSC with the only difference that a standing wave laser is used and the ion is placed at the node of it. The Hamiltonian $H_{\text{SW}}$ can

FIG. 1: Quantum control enhanced running wave sideband cooling. (a) The blue dashed lines from top down and from darker to lighter shows the optimal values of $\Omega$ as functions of $\Delta$ for $T\nu = 100, 250, 400$ respectively, while the solid lines from top down and from darker to lighter show the corresponding values of $\bar{n}_T$. For example, at $T\nu = 250$ and $\Delta = -0.8\nu$, the optimal value of $\Omega$ to minimize $\bar{n}_T$ is $\Omega = 0.057\nu$ from the middle blue dashed line, with the corresponding minimal value $\bar{n}_T = 0.015$ which can be read from the middle red solid line. The black solid line shows $\bar{n}_{\text{st}}_{\text{RW}}$ as a function of $\Delta$ as predicted from Eq.(7), while the black dashed line shows the shifted red sideband resonance condition as in Eq.(8). (b) $\bar{n}_T$ as a function of $\Delta$ and $\Omega$ at $T\nu = 250$. The green dashed line shows the optimal value of $\Omega$ as a function of $\Delta$ as in (a). The other parameters used are $\eta = 0.1, \nu = 1, \gamma = 0.1\nu$. The initial state of the phonon is chosen as a thermal state with $\bar{n}_0 = 1$ and we use a truncation $d = 10$ for the Fock state space of the phonon.
be written as
\[
\hat{H}_{\text{SW}}(\Delta, \Omega) = -\Delta |e\rangle\langle e| + \nu \hat{a}^\dagger \hat{a} + \frac{\Omega}{2} (|e\rangle\langle g| + |g\rangle\langle e|) \sin(k\hat{x}).
\]
(9)

The dissipator is the same with the case of RWSC, that is, \(\mathcal{D}_{\text{SW}} = \mathcal{D}_{\text{RW}}\). In this case the steady state average phonon occupation \(\bar{n}_{\text{SW}}^s\) is predicted as [20]
\[
\bar{n}_{\text{SW}}^s = \frac{A_{+}^{\text{SW}}}{A_{\text{SW}}^{\text{SW}} - A_{+}^{\text{SW}}},
\]
(10)

with \(A_{\pm}^{\text{SW}} = \eta^2 \left(\frac{1}{4}\right)^2 \frac{\gamma}{(\Delta + \nu)^3 + \gamma^2}\).

Now we perform a similar numerical optimization procedure to Fig. 1 with \(\mathcal{L}_{\text{SW}}(\Delta, \Omega)(\hat{\rho}) = -i[\hat{H}_{\text{SW}}(\Delta, \Omega), \hat{\rho}] + \mathcal{D}_{\text{SW}}(\hat{\rho})\) and the results are shown in Fig. 2 with \(T\nu = 80, 160, 240\) respectively. For each value of \(T\nu\), we change \(\Delta\) from \(-1.4\nu\) to \(-0.5\nu\), and for each value of \(\Delta\) we find the optimal value of \(\Omega\). The optimal values of \(\bar{n}_{\text{SW}}\) as functions of \(\Delta\) are shown in dashed lines in Fig. 2(a) (from top down, the blue dashed lines correspond to \(T\nu = 80, 160, 240\) respectively). The corresponding optimal values of \(\bar{n}_{\text{SW}}\) are shown in red solid lines. In this case we can see that \(\bar{n}_{\text{SW}}\) always reaches its minimum at the red sideband resonance point \(\Delta = -\nu\), in comparison with RWSC. We can also see that \(\Omega \approx 0.575\nu\) and \(\eta\Omega/\gamma \approx 0.46\) when \(\bar{n}_{\text{SW}}\) reaches its minimum at \(T\nu = 240\), which is clearly in the strong sideband coupling regime. Moreover, at \(T\nu = 240\), we could already reach an optimal value of \(\bar{n}_{\text{SW}} = 0.0039\), which is close to the theoretical minimum \(\bar{n}_{\text{SW}}^s = 0.0006\) (The theoretical minimum itself is derived under several approximations and may not be reachable by solving the exact Lindblad master equation). These results are in correspondence with the results in [36]. In Fig. 2(b), we plot all the values of \(\bar{n}_{\text{SW}}\) at \(T\nu = 160\) for \(\Delta/\nu\) in range \([-1.4, -0.5]\) and \(\Omega/\nu\) in range \([0.5, 3]\). The optimal value of \(\Omega\) as a function of \(\Delta\) is also shown in blue dashed line for reference.

IV. EIT COOLING ENHANCED BY QUANTUM CONTROL

Now we apply our strategy to more elaborated dark-state cooling schemes. To start we consider the standard EIT cooling scheme which can be implemented using a \(\Lambda\)–type three-level structure with an excited state \(|e\rangle\) of spontaneous decay rate \(\gamma\), and two metastable ground states \(|g\rangle\) and \(|r\rangle\). Two lasers are used to couple \(|g\rangle \leftrightarrow |e\rangle\) and \(|r\rangle \leftrightarrow |e\rangle\), with frequencies \(\omega_g\) and \(\omega_r\), wave numbers \(k_g\) and \(k_r\), Rabi frequencies \(\Omega_g\) and \(\Omega_r\) respectively. The Hamiltonian \(\hat{H}_{\text{EIT}}\) can be written as
\[
\hat{H}_{\text{EIT}}(\Delta, \Omega_g, \Omega_r) = -\Delta |e\rangle\langle e| + \nu \hat{a}^\dagger \hat{a} + \frac{\Omega_g}{2} (|g\rangle\langle e| e^{-ik_g \hat{x}} + |e\rangle\langle g| e^{ik_g \hat{x}})
+ \frac{\Omega_r}{2} (|r\rangle\langle e| e^{-ik_r \hat{x}} + |e\rangle\langle r| e^{ik_r \hat{x}}),
\]
(11)

with \(\Delta\) the detuning for both lasers (one could refer to Ref. [23, 36] for example for the standard EIT level structure). Here we have assumed that both lasers are in parallel with the motional axis of the ion and that the two lasers propagate in opposite directions. We have also written \(\hat{H}_{\text{EIT}}(\Delta, \Omega_g, \Omega_r)\) to indicate that the parameters \(\Delta, \Omega_g, \Omega_r\) are easily tunable in usual experimental settings. The dissipator \(\mathcal{D}_{\text{EIT}}\) can be writ-
ten as
\[
\mathcal{D}_{\mathrm{EIT}}(\hat{\rho}) = \sum_{j=g,s} \frac{\gamma_j}{2} \int_{-1}^{1} d(\cos(\theta)) \left( \frac{3}{4} + \cos^2(\theta) \right) |j\rangle\langle e| e^{-i k_j \hat{x} \cos(\theta)} \hat{\rho} e^{-i k_j \hat{x} \cos(\theta)} |j\rangle\langle j| - \frac{\gamma_j}{2} \{ |e\rangle\langle e|, \hat{\rho} \}.
\] (12)

with \(\gamma_g\) and \(\gamma_r\) the decay rates from \(|e\rangle\) to \(|g\rangle\) and to \(|r\rangle\) respectively. The spontaneous decay rate \(\gamma\) of the excited state \(|e\rangle\) satisfies \(\gamma = \gamma_g + \gamma_r\). The Lamb-Dicke parameters corresponding to the two lasers are defined as \(\eta_g = k_g/\sqrt{2m\nu}\) and \(\eta_r = k_r/\sqrt{2m\nu}\). The steady state average phonon occupation for EIT cooling has been derived as [23, 62]
\[
\bar{n}_{\mathrm{EIT}}^{\mathrm{st}} = \frac{A_{\pm}^{\mathrm{EIT}}}{A_{\pm}^{\mathrm{EIT}} - A_{+}^{\mathrm{EIT}}},
\] (13)

with \(A_{\pm}^{\mathrm{EIT}} = \frac{\Omega_{\pm}^2}{\gamma^2 + \nu^2} \left( \frac{\gamma^2 \nu^2}{\Delta^2 \nu^2 + \Delta^2 \nu^2 + \Delta^2} \right)^2\), where \(\Omega_g \ll \Omega_r\) is assumed. The optimal cooling condition to minimize Eq.(13) is obtained by requiring the AC Stark shift \(\delta\) of internal bright state, defined as
\[
\delta = \frac{1}{2} (-\Delta + \sqrt{\Omega_g^2 + \Omega_r^2 + \Delta^2}),
\] (14)
to match the trap frequency [23, 36, 62]
\[
\delta = \nu.
\] (15)

Now similar to the case of sideband cooling, for each \(T\), we first fix the value of \(\Delta\) in \(\mathcal{L}_{\mathrm{EIT}}(\Delta, \Omega_g, \Omega_r)(\hat{\rho}) = -i[H_{\mathrm{EIT}}(\Delta, \Omega_g, \Omega_r), \hat{\rho}] + \mathcal{D}_{\mathrm{EIT}}(\hat{\rho})\) and then find the optimal values of \(\Omega_g\) and \(\Omega_r\) as functions of \(\Delta\). The simulation results are shown in Fig. 3, where we have considered \(T\nu = 50, 100, 200\) respectively. For each value of \(T\), we change \(\Delta\) from \(30\nu\) to \(150\nu\), and for each value of \(\Delta\) we compute the optimal values of \(\Omega_g\) and \(\Omega_r\) by optimizing Eq.(3). The optimal values of \(\bar{n}_{\mathrm{EIT}}\) as functions of \(\Delta\) are shown in green solid lines from top down in Fig. 3(a), while the black solid line represents the theoretical minima by substituting Eq.(15) into Eq.(13). We can see that for \(\nu T = 200\) we could already reach \(\bar{n}_{\mathrm{EIT}} = 0.0154\) which is close to the theoretical minimum \(\bar{n}_{\mathrm{EIT}}^{\mathrm{st}} = 0.0045\). In Fig. 3(b) we plot the AC Stark shift \(\delta\) as a function of \(\Delta\), which is shown by the red solid lines from top down and from darker to lighter, corresponding to \(\nu T = 50, 100, 200\) respectively. We also plot the ratio \(\Omega_g/\Omega_r\) as a function of \(\Delta\) in blue dashed lines from bottom up and from lighter to darker correspondingly. The theoretical optimal EIT cooling condition in Eq.(15) is shown in black solid line in Fig. 3(b) for reference. From the solid lines we can see that the the optimal values of \(\Delta_g\), \(\Omega_g\) and \(\Omega_r\) still approximately satisfy Eq.(15). However, from the dashed lines we can see that \(\Omega_g > \Omega_r\), while in standard derivation of Eq(13) the opposite is often assumed [23]. This is because we have chosen \(\gamma_g < \gamma_r\), thus to achieve fast cooling, it would be better if the dark state is mostly in the state \(|r\rangle\), as a result the role of \(|g\rangle\) and \(|r\rangle\) has been interchanged.

The powerfulness of our approach is best demonstrated in a realistic experimental setting in which there are usually unwanted transitions except those required by an ideal setup. Here we take the case of EIT cooling implemented with a \(^{40}\)Ca\(^+\) ion as an example. In this case EIT cooling is often implemented on the \(^{1/2}S\) \(\rightarrow\) \(^{1/2}P\) transition. The two Zeeman sublevels \(^{1/2}S\) and \(^{1/2}P\) form a four-level system. A \(\sigma^+\) polarized laser couple \(|S, -\rangle \leftrightarrow |P, +\rangle\) with detuning \(\Delta_S\) and Rabi frequency \(\Omega_S\). A \(\pi\) polarized laser couple the transitions \(|S, -\rangle \leftrightarrow |P, -\rangle\) and \(|S, +\rangle \leftrightarrow |P, +\rangle\) with Rabi frequency \(\Omega_g\) and with detunings \(\Delta_r\) and \(\Delta_g\) respectively. In the next we denote \(|g\rangle = |S, +\rangle\), \(|r\rangle = |S, -\rangle\), \(|e\rangle = |P, +\rangle\) and \(|t\rangle = |P, -\rangle\) for briefness. The level diagram is shown in Fig. 4(a). The Hamiltonian \(\hat{H}_{\mathrm{EIT}4}\) can be written as
\[
\hat{H}_{\mathrm{EIT}4}(\Delta_g, \Delta_r, \Omega_g, \Omega_r, \Omega_r) = \nu \hat{a}^\dagger \hat{a} - \Delta_g |e\rangle\langle e| - (\Delta_g - \Delta_r) |r\rangle\langle r| + (-\Delta_g + \Delta_r) |t\rangle\langle t| + \Omega_g^2 \left| |g\rangle\langle e| e^{i \frac{\pi}{2} \eta (\hat{a}^\dagger + \hat{a})} + \text{H.c.} \right| + \Omega_r^2 \left| |r\rangle\langle e| e^{-i \frac{\pi}{2} \eta (\hat{a}^\dagger + \hat{a})} + \text{H.c.} \right| + \Omega_g^2 \left| |e\rangle\langle t| e^{i \frac{\pi}{2} \eta (\hat{a}^\dagger + \hat{a})} + \text{H.c.} \right|,
\] (16)

where we have explicitly written \(\hat{H}_{\mathrm{EIT}4}(\Delta_g, \Delta_r, \Omega_g, \Omega_r, \Omega_r)\) to indicate that \(\Delta_g, \Delta_r, \Omega_g, \Omega_r\) are the four independent tunable parameters for the setup (the difference between \(\Delta_r\) and \(\Delta_g\) arises from the different energy splitting of the \(^{1/2}S\) and \(^{1/2}P\) Zeeman sublevels in a magnetic field, and we have chosen
TABLE I: Optimal EIT cooling conditions in a realistic four-level structure. The first column is the period fixed for optimal quantum control. The second to the fifth columns show the optimal values of the parameters $\Delta_g, \Omega_g, \Omega_r$ and $\Omega_t$ for the different values of $T$ respectively. The sixth column show the cooling rate from exponential fitting of the real time evolution, and the last column show the final average phonon occupation at $t = 1200/\nu$ by using the corresponding set of optimal parameters. The last row shows the corresponding set of optimal parameters based on the simplified three-level scheme with a fixed period $T\nu = 1200$.  

| $T\nu$ | $\Omega_g/\nu$ | $\Omega_r/\nu$ | $\Delta_g/\nu$ | $\Delta_r/\nu$ | $W/\nu$ | $n_{1200}$ |
|--------|----------------|----------------|----------------|----------------|--------|------------|
| 300    | 3.7            | 171            | 65.7           | 14.6 $\times 10^{-3}$ | 27.7 $\times 10^{-4}$ | |
| 700    | 2.7            | 220            | 109.2          | 8.7 $\times 10^{-3}$ | 6.4 $\times 10^{-3}$ | |
| 1200   | 2.3            | 267            | 159.7          | 5.9 $\times 10^{-3}$ | 2.5 $\times 10^{-3}$ | |

Here we have assumed that the angle between the motional axis and the magnetic field is $\pi/4$, and that the $\sigma^+$-polarized laser propagates along the magnetic field while the $\pi$-polarized laser is orthogonal to it, such that the effective Lamb-Dicke parameter is $\sqrt{2}n$. The dissipator $\mathcal{D}_{\text{EIT4}}$ can be written as

$$\mathcal{D}_{\text{EIT4}}(\hat{\rho}) = \frac{\gamma_g}{2} (2|g\rangle\langle e|\hat{\rho}_1|e\rangle\langle g| - \{ |e\rangle\langle e|, \hat{\rho} \}) + \frac{\gamma_r}{2} (2|r\rangle\langle e|\hat{\rho}_2|e\rangle\langle r| - \{ |e\rangle\langle e|, \hat{\rho} \}) + \frac{\gamma_g}{2} (2|g\rangle\langle t|\hat{\rho}_1|t\rangle\langle g| - \{ |t\rangle\langle t|, \hat{\rho} \}) + \frac{\gamma_r}{2} (2|r\rangle\langle t|\hat{\rho}_2|t\rangle\langle r| - \{ |t\rangle\langle t|, \hat{\rho} \}), \quad (17)$$

with

$$\hat{\rho}_1 = \int_{-1}^{1} dx \left( \frac{3}{4} (1 + x^2) e^{i\eta_1 (\hat{a} + \hat{a}^\dagger) x} \hat{\rho} e^{-i\eta_1 (\hat{a} + \hat{a}^\dagger) x} \right); \quad (18)$$

$$\hat{\rho}_2 = \int_{-1}^{1} dx \left( \frac{3}{4} (1 - x^2) e^{i\eta_2 (\hat{a} + \hat{a}^\dagger) x} \hat{\rho} e^{-i\eta_2 (\hat{a} + \hat{a}^\dagger) x} \right). \quad (19)$$

Here $\gamma_g = 2\pi \times 20/3$ MHz is the decay rate from $|e\rangle$ to $|g\rangle$ and from $|t\rangle$ to $|r\rangle$, and $\gamma_r = 2\pi \times 40/3$ MHz is the decay rate from $|e\rangle$ to $|r\rangle$ and from $|t\rangle$ to $|g\rangle$, the ratio between $\gamma_g$ and $\gamma_r$ is fixed by the Clebsch-Gordan coefficients. The slight difference between the expressions of $\hat{\rho}_1$ and $\hat{\rho}_2$ is due to the different emission dipole patterns [63].

The existence of the additional level $|t\rangle$ makes it extremely difficult to derive an analytic expression for $\tilde{\rho}^{\text{EIT4}}$ as well as an optimal cooling condition similar to the standard three-level EIT, especially in the strong sideband coupling regime. However, using quantum control we can compute the optimal cooling condition numerically using optimal quantum control. The resulting set of optimal parameters does not satisfy the weak sideband coupling condition in general, and can result in a much faster cooling speed compared to that from the theoretical optimal cooling conditions derived based on the weak sideband coupling condition. We show that a very low average phonon occupation comparable to that predicted theoretically based on the weak sideband coupling condition can still be retained in our scheme. Moreover, we show with the example of a realistic four-level EIT scheme that our approach could easily be used for cooling of trapped ions with more complicated setups which often happens in real experiments, where an analytic derivation of the optimal cooling condition could be extremely difficult. Our optimal quantum control enhanced cooling scheme could also be directly applied to study other systems with a similar form of parametric Lindbladian, such as cooling of trapped single atom [64–66] and nano mechanical resonator [67].
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