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Abstract

An energetically balanced, implicit integrator for non-hydrostatic vertical atmospheric dynamics on the sphere is
presented. The integrator allows for the exact balance of energy exchanges in space and time for vertical atmospheric
motions by preserving the skew-symmetry of the non-canonical Hamiltonian formulation of the compressible Euler
equations. Essential to the efficient implementation of such an integrator is a preconditioning strategy that reduces
the dimensionality of the inner linear system. Here we reduce the four component velocity, density, density weighted
potential temperature and Exner pressure system into a single equation for the density weighted potential temperature
via repeated Schur complement decomposition and the careful selection of coupling terms. The integrator is validated
for standard test cases of baroclinic stability and a non-hydrostatic gravity wave on the sphere, and shows robust
convergence in both regimes.
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1. Introduction

Energy conserving, semi-implicit time integrators for various geophysical systems in Hamiltonian form have been
previously introduced for the shallow water [1, 2] and thermal shallow water [3,4] equations on the sphere, and the
compressible Euler equations in vertical slice geometry [4]. They have also been implemented on other areas, such
as plasma physics [5]. These integrators are based on discrete gradient methods [6, 7] for non-canonical Hamiltonian
systems which preserve the skew-symmetric property of the Poisson bracket in both the spatial and temporal
discretisation. In doing so these integrators satisfy exact balances of energy exchanges, as well as the orthogonality
of the vorticity dynamics to these energetic exchanges. By mitigating against internal biases in the representation of
dynamical processes these integrators may help to improve the statistical quality of long time integrations.

In the present article a skew-symmetric mimetic spectral element spatial discretisation of the 3D compressible
Euler equations on the sphere [8] is extended to incorporate such an integrator for non-hydrostatic vertical dynamics.
The vertical integrator is coupled to the explicit horizontal dynamics using a trapezoidal horizontally explicit/vertically
implicit (HEVI) splitting scheme [9,10], which complements the centered time integration of the vertical scheme.
Skew-symmetric formulations have previously been used as the basis for energy conserving spatial discretisations of
vertical dynamics in non-hydrostatic atmospheric modelling [11]. In order to accelerate the performance of such an
integrator, Schur complement reduction may be applied in order to transform the coupled system into a single equation
at each linear solve [12,13]. In the present formulation the coupled velocity, density, density weighted potential
temperature, Exner pressure system is reduced to a single equation for the density weighted potential temperature,
for which the implicit Helmholtz operator incorporates corrections to both the gradient and divergence operators in
order to account for the thermodynamics. This operator is derived from the reduction of an approximate Jacobian for
a deliberate choice of coupling terms.
In section 2 the 3D compressible Euler equations are introduced in continuous form, including a brief discussion of their energetic properties. Section 3 briefly describes the mixed mimetic spectral element spatial discretisation of the 3D compressible Euler equations [8]. For more extensive discussions of this discretisation [14, 15] and its properties for geophysical flow simulation [16, 17] the reader is referred to the aforementioned articles. The energetic properties of the spatially and temporally discrete system are discussed in section 4. Section 5 describes the formulation of the quasi-Newton vertical integrator, including the nonlinear preconditioning strategy. Results for the reproduction of standard test cases are presented in section 5, and finally conclusions and discussion of future work are presented in section 6.

2. The rotating 3D compressible Euler equations

The three dimensional compressible Euler equations for a shallow atmosphere may be expressed as [8, 18, 19]

\[
\begin{align*}
\frac{\partial u}{\partial t} + (\omega + f) \times u + \nabla \left( \frac{1}{2} ||u||^2 + gz \right) + \theta \nabla \Pi &= 0, \\
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) &= 0, \\
\frac{\partial \rho \theta}{\partial t} + \nabla \cdot (\rho \theta u) &= 0,
\end{align*}
\]

(1a) (1b) (1c)

where \( u = u_e e_\lambda + v_e e_\phi + w_e e_z \) are the zonal, meridional and vertical velocity components respectively, \( \rho \) is the density, \( f = f e_z \) is the Coriolis term, \( g \) is the acceleration due to gravity, \( \theta \) is the potential temperature, and \( \Pi \) is the Exner pressure (including the specific heat at constant pressure). The potential temperature and Exner pressure are defined with respect to the standard thermodynamic variables of temperature, \( T \), and pressure, \( p \), as

\[
\Pi := c_p \left( \frac{p}{p_0} \right)^{\frac{\gamma}{\gamma - 1}},
\]

(2a)

\[
\theta := \frac{c_p T}{\Pi},
\]

(2b)

where \( c_p \) for the specific heat at constant pressure, \( p_0 \) is the reference pressure, and \( R = c_p - c_v \) is the ideal gas constant (and \( c_v \) is the specific heat at constant volume). Using (2) the ideal gas law, \( p = R \theta T \), may be reformulated as

\[
\Pi = c_p \left( \frac{R \theta T}{p_0} \right)^{\frac{\gamma}{\gamma - 1}}.
\]

(3)

To obtain a closed system for the solution of the compressible Euler equations, (1) and (3) must be supplemented by appropriate boundary conditions. We impose homogeneous Dirichlet boundary conditions on the \( z \)-component of velocity, \( w \) as

\[
w|_{z=0} = w|_{z=z_{top}} = 0,
\]

(4)

where \( z_{top} \) corresponds to the \( z \)-coordinates of the top boundary of the domain. We also apply homogeneous Neumann boundary conditions on the Exner pressure as

\[
\frac{\partial \Pi}{\partial z} \bigg|_{z=0} = \frac{\partial \Pi}{\partial z} \bigg|_{z=z_{top}} = 0.
\]

(5)

Note that in this formulation we have invoked the shallow atmosphere approximation, for which gravity is constant throughout the fluid column, the height of the fluid column is negligible with respect to the earth’s radius, and the horizontal components of the Coriolis term are omitted [20].

2.1. Energetics

In this section the energetics of the 3D compressible Euler equations will be briefly analysed in continuous form. The energetics of the discrete formulation will be discussed in subsequent sections.
2.1.1. Kinetic, potential, and internal energy

The kinetic energy, $K$, is defined as
\[ K := \frac{1}{2} \langle \mathbf{u}, \rho \mathbf{u} \rangle = \frac{1}{2} \int_{\Omega} \rho \|\mathbf{u}\|^2, \] (6)
where $\|\mathbf{u}\| := \langle \mathbf{u}, \mathbf{u} \rangle$, and $\langle \cdot, \cdot \rangle$ is the $L^2$ inner product given for scalar fields as
\[ \langle f, g \rangle := \int_{\Omega} fg \, d\Omega, \] (7)
and for vector fields as
\[ \langle \mathbf{u}, \mathbf{v} \rangle := \int_{\Omega} \mathbf{u} \cdot \mathbf{v} \, d\Omega. \] (8)

The time variation of kinetic energy is obtained by summing the $L^2$ inner product, between the momentum equation, (1a), and $\rho \mathbf{u}$, and between the continuity equation, (1b), and $\frac{1}{2} \|\mathbf{u}\|^2$
\[ \frac{\partial K}{\partial t} = -\langle g, \rho \mathbf{w} \rangle - \langle \rho \mathbf{u}, \theta \nabla \Pi \rangle, \] (9)
where again $\mathbf{w}$ is the $z$-component of the velocity field, $\mathbf{u}$.

The potential energy, $P$, is given by
\[ P := \langle \rho, g \mathbf{z} \rangle = \int_{\Omega} \rho g \mathbf{z} \, d\Omega, \] (10)
and its time derivative follows directly
\[ \frac{\partial P}{\partial t} = \langle g \mathbf{z}, \rho \mathbf{v} \rangle = \langle g, \nabla \cdot (\rho \mathbf{u}) \rangle = \langle g, \mathbf{w} \rangle, \] (11)
where we have used integration by parts on the last identity and assumed periodic boundary conditions in the horizontal directions, together with homogeneous boundary conditions for the vertical component of the velocity field, $\mathbf{u}$.

The internal energy, $I$, is defined as
\[ I := \int_{\Omega} c_v \rho T \, d\Omega + \int_{\Omega} c_p \rho \Theta \Pi \, d\Omega = \int_{\Omega} c_v \left( \frac{R \rho \Theta}{p_0} \right)^{\frac{\gamma}{\gamma - 1}} \, d\Omega = \int_{\Omega} c_v \left( \frac{R}{p_0} \right)^{\frac{\gamma}{\gamma - 1}} \, d\Omega. \] (12)

After some manipulation, the time variation of internal energy is given by
\[ \frac{\partial I}{\partial t} = -\langle \nabla \cdot (\rho \mathbf{u}), \Pi \rangle = \langle \rho \mathbf{u}, \Theta \nabla \Pi \rangle. \] (13)
where integration by parts was used on the last identity, together with homogeneous boundary conditions for $\mathbf{u}$ and periodic boundary conditions on the horizontal directions.

2.1.2. Conservation of total energy

Following [19], the total energy, $\mathcal{H}$, is given as the sum of kinetic, $K$, potential, $P$, and internal, $I$, energy as
\[ \mathcal{H} := K + P + I = \int_{\Omega} \frac{1}{2} \rho \mathbf{u}^2 \, d\Omega + \int_{\Omega} \rho g \mathbf{z} \, d\Omega + \int_{\Omega} c_v \Theta \Pi \, d\Omega. \] (14)
where $\Theta := \rho \Theta$. The variational derivatives of $\mathcal{H}$ with respect to the prognostic variables $\mathbf{u}$, $\rho$, and $\Theta$, are given as
\[ \frac{\delta \mathcal{H}}{\delta \mathbf{u}} = \rho \mathbf{u} = \mathbf{U}, \quad \frac{\delta \mathcal{H}}{\delta \rho} = \frac{1}{2} \mathbf{u}^2 + g \mathbf{z} = \Phi, \quad \frac{\delta \mathcal{H}}{\delta \Theta} = \Pi. \] (15)
Writing the prognostic variables as a column vector of the form, \( \mathbf{a} = [u \quad \rho \quad \Theta]^T \), we may then express the original system \([1]\) as \([21]\)

\[
\frac{\partial \mathbf{a}}{\partial t} = \mathbf{B} \frac{\delta \mathbf{H}}{\delta \mathbf{a}},
\]

where \( \mathbf{B} \) is a skew-symmetric operator of the form

\[
\mathbf{B} := \begin{bmatrix}
-q \times (\cdot) & -\nabla (\cdot) & -\Theta \nabla (\cdot) \\
-\nabla \cdot (\cdot) & 0 & 0 \\
-\nabla \cdot (\Theta) & 0 & 0
\end{bmatrix},
\]

and \( q = (\omega + f)/\rho \) is the potential vorticity. Energy conservation is then assured since

\[
\frac{\partial \mathbf{H}}{\partial t} = \mathbf{B} \frac{\delta \mathbf{H}}{\delta \mathbf{a}} = 0,
\]

where the last identity follows from the skew-symmetry of \( \mathbf{B} \).

3. Spatial discretisation

In this section we briefly describe some of the important features of the mixed mimetic spectral element spatial discretisation used in this work. For a complete description of this discretisation as it applies to the 3D compressible Euler equations on the cubed sphere see \([8]\).

The mixed mimetic spectral element method \([14, 15]\) is a compatible family of finite element spaces. For finite dimensional polynomial spaces of the form \( P_h(\Omega) \subset H^1(\Omega), \mathcal{W}_h(\Omega) \subset H(\text{curl}, \Omega), \mathcal{U}_h(\Omega) \subset H(\text{div}, \Omega), \) and \( Q_h(\Omega) \subset L^2(\Omega) \) the discrete analogues of the differential operators satisfy a series of compatibility relations of the form

\[
\mathbb{R} \rightarrow \mathcal{P}_h(\Omega) \xrightarrow{\nabla} \mathcal{W}_h(\Omega) \xrightarrow{\nabla \times} \mathcal{U}_h(\Omega) \xrightarrow{\nabla \cdot} Q_h(\Omega) \rightarrow 0,
\]

where the space \( H^1(\Omega) \) represents square integrable functions over \( \Omega \) whose gradient is also square integrable, \( H(\text{curl}, \Omega) \) and \( H(\text{div}, \Omega) \) contain square integrable vector fields over \( \Omega \) with square integrable curl and divergence respectively, and the function space \( L^2(\Omega) \) contains square integrable functions. Each of these polynomial function spaces has an associated finite set of basis functions \( \mathcal{P}_h = \text{span} \{ \mathbf{e}_1^0, \ldots, \mathbf{e}_d^0 \}, \mathcal{W}_h = \text{span} \{ \mathbf{e}_1^w, \ldots, \mathbf{e}_d^w \}, \mathcal{U}_h = \text{span} \{ \mathbf{e}_1^u, \ldots, \mathbf{e}_d^u \}, \) and \( Q_h = \text{span} \{ \mathbf{e}_1^q, \ldots, \mathbf{e}_d^q \} \).

The discrete mappings given in \([19]\) are represented by strong form topological relations as \([14]\):

\[
\nabla \mathbf{e}_i^p = \sum_{k=0}^{d_w} \mathbf{E}_{k,i}^0 \mathbf{e}_k^w, \quad \nabla \times \mathbf{e}_j^w = \sum_{k=0}^{d_2} \mathbf{E}_{k,j}^{1,2} \mathbf{e}_k^u, \quad \text{and} \quad \nabla \cdot \mathbf{e}_j^u = \sum_{k=0}^{d_2} \mathbf{E}_{k,j}^{2,1} \mathbf{e}_k^q,
\]

where \( \mathbf{E}_{k,i}^0, \mathbf{E}_{k,j}^{1,2}, \) and \( \mathbf{E}_{k,j}^{2,1} \) are so called incidence matrices corresponding to the discrete versions of the differential operators \( \text{grad}, \text{curl} \) and \( \text{div} \). Conversely, reverse mappings may be applied through weak form adjoints to these operators \([15]\).

3.1. Directional splitting

Here we briefly describe the splitting procedure used to decompose the three dimensional problem into horizontal (two dimensional) and vertical sub-problems. Due to the nature of the various function spaces, this splitting implies no additional approximation to the spatial discretisation. However this construction does involve a temporal approximation, by which the horizontal and vertical sub problems are solved explicitly and implicitly respectively \([9, 10]\).

We defined the horizontal, \( u_{||i} \), and vertical, \( u_{\perp} \), components of the velocity field \( \mathbf{u} = u_{||} + u_{\perp} + w \mathbf{e}_z \)

\[
u_{||} := u_{||} + v\mathbf{e}_r, \quad u_{\perp} := w \mathbf{e}_z.
\]
Moreover, let $\nabla_\parallel$ and $\nabla_\perp$ represent the horizontal and vertical components of the gradient operator of a scalar field $\rho$

$$\nabla(\rho) := \frac{1}{r \cos(\phi)} \frac{\partial \rho}{\partial r} e_\parallel + \frac{1}{r} \frac{\partial \rho}{\partial \phi} e_\phi, \quad \nabla_\perp(\rho) := \frac{\partial \rho}{\partial z} e_z. \quad (23)$$

In a similar way, $\nabla_\parallel \times$ and $\nabla_\perp \times$ represent, respectively, the horizontal and vertical components of the curl of a vector field $u = u_r e_r + u_\theta e_\theta + u_z e_z$.

$$\nabla_\parallel \times u := \left(\frac{1}{r} \frac{\partial u_\theta}{\partial \phi} - \frac{\partial u_r}{\partial z}\right) e_\parallel + \left(\frac{\partial u_z}{\partial \phi} - \frac{\partial u_\theta}{\partial z}\right) e_\phi + \frac{1}{r \cos(\phi)} \frac{\partial u_r}{\partial z} e_z, \quad \nabla_\perp \times u := \frac{1}{r \cos(\phi)} \left(\frac{\partial v}{\partial \lambda} - \frac{\partial (\cos(\phi) u)}{\partial \phi}\right) e_z. \quad (24)$$

Note that we have assumed the shallow atmosphere approximation of constant radius, $r$, in the above expressions. In practice, these spherical transformations are absorbed into the definition of the Jacobian [22] and the associated Piola transformations for the different function spaces [8, 17].

From (23) and (24) it follows directly that

$$\nabla \rho = \nabla_\parallel(\rho) + \nabla_\perp(\rho), \quad \text{and} \quad \nabla \times u = \nabla_\parallel \times u + \nabla_\perp \times u.$$

We may then reformulate the vorticity, $\omega := \nabla \times u$, as

$$\omega = \frac{\omega_{\parallel ||}}{\omega_{\parallel ||}} \frac{\omega_{\parallel \perp}}{\omega_{\parallel \perp}} \nabla_\parallel \times u + \nabla_\perp \times u \quad (25).$$

While the spatial discretisation outlined above is valid for basis functions of any polynomial degree, $p$, in practice we use polynomials of arbitrary order in the horizontal only, and use a lowest order discretisation in the vertical for which the $P_h$ bases are piecewise linear and the $Q_0$ bases are piecewise constant [8].

Using (22), (23), (24), and (25), we may split the compressible Euler equations, (1), into horizontal and vertical components

$$\frac{\partial u_\parallel}{\partial t} + (\omega_\parallel + f_\parallel) \times u_\parallel + \omega_{\parallel \perp} \times u_\perp + \frac{1}{2} \nabla_\parallel \|u_\parallel\|^2 + \theta \nabla_\parallel \Pi = 0, \quad (26a)$$

$$\frac{\partial u_\perp}{\partial t} + \omega_{\parallel \perp} \times u_\parallel + \nabla_\perp \left(\frac{1}{2} \|u_\perp\|^2 + gz\right) + \theta \nabla_\perp \Pi = 0, \quad (26b)$$

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u_\parallel) + \nabla \cdot (\rho u_\perp) = 0, \quad (26c)$$

$$\frac{\partial \rho \theta}{\partial t} + \nabla \cdot (\rho \theta u_\parallel) + \nabla \cdot (\rho \theta u_\perp) = 0, \quad (26d)$$

where, as in (25), $\omega_{\parallel ||} := \nabla_\parallel \times u_\parallel$ and $\omega_{\parallel \perp} := \nabla_\parallel \times u_\perp$. The same splitting into horizontal and vertical components may be applied for the basis functions, (20).

$$\epsilon^W_j = \left(\epsilon^W_j\right)_\parallel + \left(\epsilon^W_j\right)_\perp := \epsilon_j^W|| + \epsilon_j^W\perp, \quad (27)$$

and

$$\epsilon^H_j = \left(\epsilon^H_j\right)_\parallel + \left(\epsilon^H_j\right)_\perp := \epsilon_j^H|| + \epsilon_j^H\perp. \quad (28)$$

Multiplying each of these equations by the appropriate finite dimensional test functions, and discretising the
solution variables accordingly, the horizontal discrete equations are given as

\[ \langle \epsilon^u_i, \epsilon^t_i \rangle \frac{d u_{i||}}{d r} + \langle \epsilon^u_i, (\omega_{h,l} + f_{h,l}) \times \epsilon^t_i \rangle u_{i||} + \langle \epsilon^u_i, \omega_{h,l} \times \epsilon^t_i \rangle u_{i||} + \langle \epsilon^u_i, \omega_{h,l} \times \epsilon^t_i \rangle u_{i||} + \langle \epsilon^u_i, \omega_{h,l} \times \epsilon^t_i \rangle u_{i||} + \langle \epsilon^u_i, \omega_{h,l} \times \epsilon^t_i \rangle u_{i||} = 0, \forall \epsilon^u_i \in U_{i||}, \]

\[ (E^{3,2\perp})_{jk}^T \left( \langle \epsilon^Q_j, \epsilon^Q_i \rangle \right) u_{i||} + \langle \epsilon^u_i, \omega_{h,l} \times \epsilon^t_i \rangle P_{i||} = 0, \forall \epsilon^u_i \in U_{i||}, \]

\[ (E^{3,2\perp})_{jk}^T \left( \langle \epsilon^Q_j, \epsilon^Q_i \rangle \right) P_{i||} = 0, \forall \epsilon^u_i \in U_{i||}, \]

\[ (E^{3,2\perp})_{jk}^T \left( \langle \epsilon^Q_j, \epsilon^Q_i \rangle \right) P_{i||} = 0, \forall \epsilon^u_i \in U_{i||}, \]

\[ (E^{3,2\perp})_{jk}^T \left( \langle \epsilon^Q_j, \epsilon^Q_i \rangle \right) U_{i||} - \langle \epsilon^u_i, \omega_{h,l} \times \epsilon^t_i \rangle F_{i||} = 0, \forall \epsilon^u_i \in U_{i||}, \]

\[ (E^{2,1\perp})_{jk}^T \left( \langle \epsilon^Q_j, \epsilon^Q_i \rangle \right) U_{i||} - \langle \epsilon^W_i, \epsilon^W_i \rangle \omega_{h,l} = 0, \forall \epsilon^W_i \in W_{i||}, \]

where we have introduced \( \omega_{h,l} := \sum_{m=0}^{d_m-1} \omega_{h||l} \epsilon^W_i \). Note that we have introduced additional diagnostic equations for the pressure gradients \( (29b) \), mass and temperature fluxes, \( (29c), (29d) \) and vorticity terms, \( (29e), (29f) \). In the same way, the vertical discrete equations are

\[ \langle \epsilon^{u_i}, \epsilon^{t_i} \rangle \frac{d u_{i||}}{d r} + \langle \epsilon^{u_i}, \omega_{h,l} \times \epsilon^{t_i} \rangle u_{i||} + \langle \epsilon^{u_i}, \omega_{h,l} \times \epsilon^{t_i} \rangle u_{i||} + \langle \epsilon^{u_i}, \omega_{h,l} \times \epsilon^{t_i} \rangle u_{i||} = 0, \forall \epsilon^{u_i} \in U_{i||}, \]

\[ (E^{3,2\perp})_{jk}^T \left( \langle \epsilon^{Q_j}, \epsilon^{Q_i} \rangle \right) z_i + \langle \epsilon^{u_i}, \omega_{h,l} \times \epsilon^{t_i} \rangle u_{i||} + \langle \epsilon^{u_i}, \omega_{h,l} \times \epsilon^{t_i} \rangle u_{i||} = 0, \forall \epsilon^{u_i} \in U_{i||}, \]

\[ (E^{3,2\perp})_{jk}^T \left( \langle \epsilon^{Q_j}, \epsilon^{Q_i} \rangle \right) P_{i||} = 0, \forall \epsilon^{u_i} \in U_{i||}, \]

\[ (E^{3,2\perp})_{jk}^T \left( \langle \epsilon^{Q_j}, \epsilon^{Q_i} \rangle \right) U_{i||} - \langle \epsilon^{u_i}, \omega_{h,l} \times \epsilon^{t_i} \rangle F_{i||} = 0, \forall \epsilon^{u_i} \in U_{i||}, \]

\[ (E^{2,1\perp})_{jk}^T \left( \langle \epsilon^{Q_j}, \epsilon^{Q_i} \rangle \right) U_{i||} - \langle \epsilon^{W_i}, \epsilon^{W_i} \rangle \omega_{h,l} = 0, \forall \epsilon^{W_i} \in W_{i||}, \]

where we have introduced \( \omega_{h,l} := \sum_{m=0}^{d_m-1} \omega_{h,l} \epsilon^{W_i} \). Additionally, we also have the flux form equations for density and density weighted potential temperature transport that contain both vertical and horizontal components. While we have not included these in the split systems described in \( (29) \) and \( (30) \), since doing so incurs a temporal splitting error, in practice these equations are also split between their horizontal and vertical components. These equations are given as

\[ \langle \epsilon^Q_j, \epsilon^Q_i \rangle \frac{d p_j}{d r} + \langle \epsilon^Q_j, \epsilon^Q_i \rangle \left( E^{3,2\perp}_{jk} \right) U_{i||} + \langle \epsilon^Q_j, \epsilon^Q_i \rangle \left( E^{3,2\perp}_{jk} \right) U_{i||} = 0, \forall \epsilon^Q_i \in Q_{i||}, \]

\[ \langle \epsilon^Q_j, \epsilon^Q_i \rangle \frac{d q_j}{d r} + \langle \epsilon^Q_j, \epsilon^Q_i \rangle \left( E^{3,2\perp}_{jk} \right) F_{i||} + \langle \epsilon^Q_j, \epsilon^Q_i \rangle \left( E^{3,2\perp}_{jk} \right) F_{i||} = 0, \forall \epsilon^Q_i \in Q_{i||}, \]

We also have two additional diagnostic equations for the potential temperature and Exner pressure. These are given respectively as

\[ \langle \epsilon^{u_i}, \epsilon^{t_i} \rangle \Theta_i - \langle \epsilon^{u_i}, \rho_h \epsilon^{t_i} \rangle \theta_i = 0, \forall \epsilon^{u_i} \in U_{i||}, \]

\[ c_p \frac{R}{\rho_0} \langle \epsilon^Q_j, \epsilon^Q_i \rangle \left( \frac{\epsilon^Q_j}{V_i} \right) - \langle \epsilon^Q_j, \epsilon^Q_i \rangle \Pi_i = 0, \forall \epsilon^Q_i \in Q_{i||}. \]
For the sake of brevity, we use compact matrix notation for the remainder of this article. Using this notation, the horizontal system, (29) is expressed

\[ M^H \frac{du^i}{dt} + R^H u^i + R^I u^i + (E^H)^T T^H u^i + S^H p^i = 0, \]  
\[ (E^H)^T M^H \Pi - M^H p^i = 0, \]  
\[ N^H u^i - M^H U^i = 0, \]  
\[ S^H U^i - M^H F^i = 0, \]  
\[ (E^I)^T M^H u^i - M^W \omega^i = 0. \]  

In a similar fashion, the discrete vertical equations, (30), are expressed as

\[ M^L \frac{du^i}{dt} + R^L u^i + (E^L)^T T^L u^i + S^L p^i = 0, \]  
\[ (E^L)^T M^L \Pi - M^L p^i = 0, \]  
\[ N^L u^i - M^L U^i = 0, \]  
\[ S^L U^i - M^L F^i = 0, \]  
\[ (E^I)^T M^L u^i - M^W \omega^i = 0. \]  

Finally, (31)-(33) may be written in compact matrix notation as

\[ M^Q \frac{d\theta}{dt} + M^Q E^Q_1 U^1 + M^Q E^Q_2 U^2 = 0, \]  
\[ M^Q \frac{d\phi}{dt} + M^Q E^Q_1 F^1 + M^Q E^Q_2 F^2 = 0, \]  
\[ L^{HL} \phi - N^{HL} \theta = 0, \]  
\[ c_p \left( \frac{R}{\rho_0} \right)^{R/c} \left( \epsilon^Q, (\epsilon^H \phi)^{R/c} \right)_{\Omega} - M^Q \Pi = 0. \]  

4. Discrete energetics

In [8] the energetic properties of the discrete form of the compressible Euler equations were analysed for the spatial discretisation using mixed mimetic spectral elements. Here that analysis is extended to incorporate the temporal discretisation.

The discrete Hamiltonian \( \mathcal{H}_h := \mathcal{H}[u_h, \rho_h, \Theta_h] \) is given as [8]

\[ \mathcal{H}[u_h, \rho_h, \Theta_h] = \int_\Omega \frac{1}{2} \rho_h ||u_h||^2 \ d\Omega + \int_\Omega \rho_h gzh \ d\Omega + \int_\Omega c_p \left( \frac{R}{\rho_0} \right)^{R/c} \Theta_h^\omega \ d\Omega. \]  

Invoking the definition of the variational derivative [23], these are given for the Hamiltonian (37) as

\[ \left\langle \epsilon^H, \frac{\delta \mathcal{H}}{\delta u_h} \right\rangle_{\Omega} = \left\langle \epsilon^H, \rho_h u_h \right\rangle_{\Omega} = \left\langle \epsilon^H, U_h \right\rangle_{\Omega}, \forall \epsilon^H \in \mathcal{U}_h, \]  
\[ \left\langle \epsilon^Q, \frac{\delta \mathcal{H}}{\delta \rho_h} \right\rangle_{\Omega} = \left\langle \epsilon^Q, \frac{1}{2} ||u_h||^2 + gzh \right\rangle_{\Omega} = \left\langle \epsilon^Q, \Phi_h \right\rangle_{\Omega}, \forall \epsilon^Q \in \mathcal{Q}_h, \]  
\[ \left\langle \epsilon^Q, \frac{\delta \mathcal{H}}{\delta \Theta_h} \right\rangle_{\Omega} = c_p \left( \frac{R}{\rho_0} \right)^{R/c} \left\langle \epsilon^Q, \Theta_h^\omega \right\rangle_{\Omega} = \left\langle \epsilon^Q, \Pi_h \right\rangle_{\Omega}, \forall \epsilon^Q \in \mathcal{Q}_h. \]  
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The semi-discrete form of the compressible Euler equations may then be formulated as a skew-symmetric system as

\[
\begin{bmatrix}
M^Q u_{n+1} \\
M^Q j_{n+1} \\
M^Q \Theta_{n+1}
\end{bmatrix} =
\begin{bmatrix}
-R_E & (E^2)^T M^Q & S^U (M^d)^{-1} (E^2)^T M^Q \\
M^Q E^2 & 0 & 0 \\
-M^Q E^2 (M^d)^{-1} S^U & 0 & 0
\end{bmatrix}
\begin{bmatrix}
U \\
\Phi \\
\Pi
\end{bmatrix}.
\]

(39)

This formulation is consistent with both the horizontal \[34\] and vertical \[35\] discretisations detailed above. The fully discrete, second order in time \[\Pi\] form of \[39\] is then given as

\[
\begin{bmatrix}
M^Q u_{n+1} \\
M^Q j_{n+1} \\
M^Q \Theta_{n+1}
\end{bmatrix} =
\begin{bmatrix}
M^Q u^n \\
M^Q j^n \\
M^Q \Theta^n
\end{bmatrix} + \Delta t
\begin{bmatrix}
-\widehat{R}_E & (E^2)^T M^Q & S^U (M^d)^{-1} (E^2)^T M^Q \\
M^Q E^2 & 0 & 0 \\
-M^Q E^2 (M^d)^{-1} S^U & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\overline{U} \\
\overline{\Phi} \\
\overline{\Pi}
\end{bmatrix},
\]

(40)

where \(\widehat{R}_E\) and \(S^U\) are time centered operators and \(\overline{U}, \overline{\Phi}\) and \(\overline{\Pi}\) are second order in time versions of the variational derivates of energy to be described in the next section. Multiplying both sides by \(U^T, \Phi^T\) and \(\Pi^T\), gives

\[
U^T M^d (u_{n+1} - u^n) + \overline{U}^T (T^d) (\rho_{n+1} - \rho^n) + g z^T M^Q (\rho_{n+1} - \rho^n) + \overline{\Pi}^T M^Q (\Theta_{n+1} - \Theta^n) = 0,
\]

(41)

which is equivalently expressed as

\[
\begin{aligned}
\frac{\partial K_h}{\partial u} & \frac{\partial u}{\partial t} + \frac{\partial K_h}{\partial \rho} \frac{\partial \rho}{\partial t} + \frac{\partial P_h}{\partial \rho} \frac{\partial \rho}{\partial t} + \frac{\partial K_h}{\partial \Theta} \frac{\partial \Theta}{\partial t} = 0.
\end{aligned}
\]

(42)

Note that the left hand side row vectors in \[41\] are integrated exactly for the second order temporal approximation. This ensures that the chain rule as expressed in \[42\] is preserved in the discrete form. In this regard the spatial and temporal requirements of the energy conserving discretisation differ: while the conservation of energy in space requires only that the skew-symmetry of the Hamiltonian form of the system is preserved, as given in \[39\], energy conservation in time requires the exact integration of the variational derivatives of the energy between time levels \(n\) and \(n + 1\). Note also that for \(R_{ij} := \langle \epsilon^i, q_{\Theta} \times \epsilon^j \rangle\), where \(q_{\Theta}\) is the potential vorticity \[16\], this is itself a skew-symmetric operator such that \(U^T R_{ij} U = U^T R_u = 0\). As such neither \(R_{ij}\) nor \(R\) projects onto the energy in the discrete form.

Equation \[41\] is the discrete equivalent of \[18\], and ensures that total energy is conserved between time levels \(n\) and \(n + 1\). This is achieved by the balanced exchanges of kinetic, potential and internal energy, which are given as

\[
\begin{aligned}
\frac{\partial K_h}{\partial t} &= g U^T (E^2)^T M^Q z + \overline{U}^T S^U (M^d)^{-1} (E^2)^T M^Q \overline{\Pi}, \\
\frac{\partial P_h}{\partial t} &= -g z^T M^Q E^2 \overline{U}, \\
\frac{\partial K_h}{\partial \Theta} &= -\overline{\Pi}^T M^Q E^2 (M^d)^{-1} S^U \overline{U}.
\end{aligned}
\]

(43)-(45)

The right hand side terms of \[43\] exactly balance those of \[44\] and \[45\], thus allowing for the exact balances of kinetic to potential and kinetic to internal energy respectively.

5. Implicit vertical solver

The horizontal and vertical spatial discretisations described above \[34\]-\[35\] are time split using a horizontally explicit/vertically implicit (HEVI) scheme. While implicit vertical solvers are traditionally used in order to time step over the CFL limit of the vertical acoustic modes, here we have the additional motivation of conserving energetic exchanges associated with vertical atmospheric processes. Various flavors of HEVI schemes have previously been employed in non-hydrostatic atmospheric models \[24\]-\[27\]. Here we base our splitting scheme on the horizontally
third order, vertically second order, trapezoidal TRAP(2,3,2) scheme \[^3\mathcal{[}10]\], which has an overall accuracy of second order in time. This scheme has been customised in order to accommodate the temporal discretisation of the energy conserving vertical integrator detailed above. Given the horizontal and vertical state vectors \( a^h = [u^h \ \rho \ \Theta]^T \) and \( a^z = [u^z \ \rho \ \Theta]^T \), the full state vector \( a = [u^h \ u^z \ \rho \ \Theta]^T \), and the explicit horizontal tendencies, \( H(a^h) \) this scheme integrates the equations of motion over a time step \( \Delta t \) between time levels \( n \) and \( n + 1 \) as:

\[
a^{h,n} = a^{h,n} - \Delta t H(a^{h,n}) \\
a^z + V(a^{h,n}, a^{z,n}) = a^z - \frac{\Delta t}{2} H(a^{h,n}) - \frac{\Delta t}{2} H(a^{h,1}) \\
a^{z,n+1} + V(a^{h,n}, a^{z,n+1}) = a^{z,n} - \frac{\Delta t}{2} H(a^{h,n}) - \frac{\Delta t}{2} H(a^{h,1}),
\]

where \( V(a^{h,n}, a^{z,n+1}) \) represents the action of the skew-symmetric operator on the variational derivatives of the energy as given in \(^\mathcal{[}10]\).

5.1. Implicit vertical solve

The errors at a given Newton iteration for the implicit vertical solver in \(^\mathcal{[}46]\) at nonlinear iteration, \( k \) may be expressed as residuals, drawing from \(^{\mathcal{[}35\text{]}\text{ }\mathcal{[}36]\) as:

\[
\begin{align*}
F_u = & M^{d^h} u^{z,\perp} - M^{d^h} u^{z,\perp,n} + \Delta t R^{z,\perp} - \Delta t (E^{z,\perp})^T M^{d^h} \Phi + \Delta t S^{z,\perp} (M^{d^h})^{-1} (E^{z,\perp})^T M^{d^h} \Pi \\
F_\rho = & M^{d^h} \rho^z + M^{d^h} \rho^n + \Delta t M^{d^h} E^{z,\perp} - U^{z,\perp} \\
F_\Theta = & M^{d^h} \Theta^z + M^{d^h} \Theta^n + \Delta t M^{d^h} E^{z,\perp} - U^{z,\perp} \\
F_{\Pi} = & \left( \epsilon_k^\rho, \log(\epsilon_k^\rho) - \epsilon_k^{\rho^2} \log(\epsilon_k^\rho) - \epsilon_k^{\rho^2} \log(\epsilon_k^\rho) - \epsilon_k^{\rho^2} \log(\epsilon_k^\rho) \right) - R \log \left( R \frac{R}{P} \right) \bigg|_{\Omega},
\end{align*}
\]

where \( \log(\cdot) \) is the natural logarithm of the discrete equation of state \(^{\mathcal{[}36\text{]}\text{ }\mathcal{[}2]\). The second order in time versions of the variational derivatives, \(^{\mathcal{[}38\text{]}\text{ }\mathcal{[}1\text{]}\text{ }\mathcal{[}2\text{]}\) are given as:

\[
\begin{align*}
M^{d^h} \bar{U}^{\perp} = & \frac{1}{3} M^{d^h} u^{z,\perp,n} + \frac{1}{6} M^{d^h} u^{z,\perp,k} + \frac{1}{6} M^{d^h} u^{z,\perp,n} + \frac{1}{3} M^{d^h} u^{z,\perp,k} \\
M^{d^h} \bar{\Phi} = & \frac{1}{3} T^{d^h} u^{z,\perp,n} + \frac{1}{3} T^{d^h} u^{z,\perp,k} + \frac{1}{3} T^{d^h} u^{z,\perp,n} + g M^{d^h} z \\
M^{d^h} \bar{\Pi} = & \frac{1}{2} M^{d^h} \Pi^n + \frac{1}{2} M^{d^h} \Pi^k.
\end{align*}
\]

At each Newton iteration, the updates to the solutions are computed from the approximate Jacobian, given as a \( 4 \times 4 \) block system as:

\[
\begin{bmatrix}
M_u & 0 & G_u & G_{\Pi} \\
D_u & M_\rho & 0 & 0 \\
D_\Theta & G_{\Theta} & M_\Theta & 0 \\
0 & 0 & C_\Theta & C_{\Pi}
\end{bmatrix}
\begin{bmatrix}
\delta u^z \\
\delta \rho \\
\delta \Theta \\
\delta \Pi
\end{bmatrix}
\approx
\begin{bmatrix}
F_u \\
F_\rho \\
F_\Theta \\
F_{\Pi}
\end{bmatrix},
\]

(49)
Eliminating the Exner pressure update then gives

\[ \text{Such that} \]

\[ \text{temperature [4, 12, 28].} \]

potential temperature equation (1c) may equivalently be expressed as a material advection equation for the potential

\[ \text{accounts for the fact that while the density advection equation (1b) is strictly a flux form equation, the density weighted} \]

\[ \text{Helmholtz structure of the reduced system. The operator} \]

\[ \text{Jacobian need not be itself a skew-symmetric system. All that is required is that this operator facilitate the convergence} \]

\[ \text{Note that unlike the original system of residual vectors [47], in order to preserve energetic balances this approximate} \]

\[ \text{Jacobian need not be itself a skew-symmetric system. All that is required is that this operator facilitate the convergence} \]

\[ \text{of such a system. The operators} \]

\[ \text{and } Q_{\phi, \rho} \text{ are of particular significance, since as will be seen these allow for the} \]

\[ \text{Schur complement reduction yields a single equation for the density weighted potential temperature update} \]

\[ \text{In order to reduce (49) into a more computationally tractable form we begin by eliminating the density update as} \]

\[ \delta \rho = -M^{-1}_u (F_{\rho} + D_{\rho} \delta u) \] (51)

Such that

\[ D_{\phi} \delta u - Q_{\phi, \rho} M_{\rho}^{-1} (F_{\rho} + D_{\rho} \delta u) + M_{\phi} \delta \Theta = -F_{\phi} \] (52)

\[ \begin{bmatrix} M_u & G_{\phi} & G_{\phi} \\ D_{\phi} - Q_{\phi, \rho} M_{\rho}^{-1} D_{\rho} & M_{\phi} & 0 \\ 0 & C_{\phi} & C_{\phi} \end{bmatrix} \begin{bmatrix} \delta u \\ \delta \Theta \\ \delta \Pi \end{bmatrix} = \begin{bmatrix} F_u \\ F_{\phi} - Q_{\phi, \rho} M_{\rho}^{-1} F_{\rho} \\ F_{\phi} - Q_{\phi, \rho} M_{\rho}^{-1} F_{\rho} \end{bmatrix} \] (53)

Eliminating the Exner pressure update then gives

\[ \delta \Pi = -C_{\phi}^{-1} (F_{\phi} + C_{\phi} \delta \Theta) \] (54)

Such that

\[ M_{\phi} \delta \Theta + G_{\phi} \delta \Theta - G_{\phi} C_{\phi}^{-1} (F_{\phi} + C_{\phi} \delta \Theta) = -F_u \] (55)

\[ \begin{bmatrix} M_u & G_{\phi} & G_{\phi} \\ D_{\phi} - Q_{\phi, \rho} M_{\rho}^{-1} D_{\rho} & M_{\phi} & 0 \\ 0 & C_{\phi} & C_{\phi} \end{bmatrix} \begin{bmatrix} \delta u \\ \delta \Theta \\ \delta \Pi \end{bmatrix} = \begin{bmatrix} F_u - G_{\phi} C_{\phi}^{-1} F_{\phi} \\ F_{\phi} - Q_{\phi, \rho} M_{\rho}^{-1} F_{\rho} \\ F_{\phi} - Q_{\phi, \rho} M_{\rho}^{-1} F_{\rho} \end{bmatrix} \] (56)

Finally, Schur complement reduction yields a single equation for the density weighted potential temperature update as

\[ \left[ M_{\phi} - (D_{\phi} - Q_{\phi, \rho} M_{\rho}^{-1} D_{\rho}) M_{\rho}^{-1} (G_{\phi} - G_{\phi} C_{\phi}^{-1} C_{\phi}) \right] \delta \Theta = \]

\[ - \left[ F_{\phi} - Q_{\phi, \rho} M_{\rho}^{-1} F_{\rho} - (D_{\phi} - Q_{\phi, \rho} M_{\rho}^{-1} D_{\rho}) M_{\rho}^{-1} (F_{\phi} - G_{\phi} C_{\phi}^{-1} F_{\phi}) \right] \] (57)
Once (57) has been solved for the update to the density weighted potential temperature at nonlinear iteration $k$, the density, Exner pressure and velocity may be updated by (51), (54) and (55) respectively. Equation (57) has the structure of a Helmholtz equation, for which both the divergence, $\nabla \cdot$ and gradient, $\nabla$ terms are corrected by secondary terms due to the additional equations and dynamics. While the gradient correction will always be of the same sign as the original gradient due to the sign of (50), it is at least theoretically possible that $\nabla \Theta_p$ could change sign. This could potentially result in multiple extrema and a catastrophic loss of convergence for the nonlinear system as a whole. However this has caused no problems in the tests performed here, and we are not sure of any physical scenarios in which this would be reversed.

While preconditioning of compressible systems is typically applied so as to solve an inner linear equation for the pressure update [12], update equations for for density weighted potential temperature have previously been derived for high resolution atmospheric models using Jacobian-Free Newton-Krylov methods [29].

Once the updates have been determined, the solutions at Newton iteration $k + 1$ are given as

\begin{align}
\begin{aligned}
\mathbf{u}^{k+1} & = \mathbf{u}^k + \delta \mathbf{u} \\
\rho^{k+1} & = \rho^k + \delta \rho \\
\Theta^{k+1} & = \Theta^k + \delta \Theta \\
\Pi^{k+1} & = \Pi^k + \delta \Pi.
\end{aligned}
\end{align}

(58a) (58b) (58c) (58d)

Convergence is achieved once $|\delta \mathbf{u}|/||\mathbf{u}^{k+1}||, |\delta \rho|/||\rho^{k+1}||, |\delta \Theta|/||\Theta^{k+1}||$ and $|\delta \Pi|/||\Pi^{k+1}||$ are all less than a specified tolerance in all vertical columns (here we use $10.0^{-8}$ as the tolerance for all solution variables).

Note that while the implicit temporal discretisation described above is cast in the context of the vertical dynamics, since the elements are high order in the horizontal, each vertical solve actually applies to $p^2$ degrees of freedom at each vertical level, where $p$ is the polynomial degree of the horizontal component of the basis functions $\epsilon_i^Q \in Q_0$.

5.2. Implementation details

The vertical integrator described in the preceeding section was implemented using the PETSc linear algebra library [30, 32]. Since the solution variables for the vertical solve are all discontinuous across horizontal element boundaries, each horizontal element may be solved independently, which allows for dramatically increased computational performance. All matrix inverses detailed in the preceeding section may then be computed directly using LU decomposition, including the final solve for the density weighted potential temperature update (57).

In order to stabilise the model we add a biharmonic viscosity to both the horizontal momentum equation [17, 22], and the horizontal density weighted potential temperature equation, using a value of 0.072$\Delta x^3/2$, where $\Delta x$ is the average spacing between spectral element nodes. Additionally, the evaluation of horizontal and vertical fluxes of density and density weighted potential temperature at different time levels introduces a splitting error. While this error is negligible for non-hydrostatic resolutions due to the size of the time step, at planetary scales this splitting error results in additional vertical oscillations. As such we introduce a Rayleigh damping term [33] to vertical momentum equation in the top three levels, with descending values of $4.0/\Delta t, 2.0/\Delta t, 1.0/\Delta t$. Note that this term is applied only to the first test case described below.

6. Results

6.1. Baroclinic instability

We validate the model using a $z$-level dry baroclinic instability test case [34] with the shallow atmosphere approximation. The initial state is one of geostrophic horizontal and hydrostatic vertical balance, overlaid with a small, $O(1 \text{m/s})$, perturbation to the zonal and meridional velocity components. The model was run with $24 \times 24$ elements of degree $p = 3$ on each face of the cubed sphere (and piecewise constant/linear elements in the vertical), for an averaged resolution of $\Delta x \approx 128$km and 30 vertical levels on 96 processors with a time step of $\Delta t = 120$s.

Figures [1] and [2] show the zonal averages of density $\rho$, Exner pressure $\Pi$, potential temperature $\Theta$ and zonal velocity $u$ at day 10 (solid lines), as well as the differences between the final and initial states. These profiles show little difference between the initial and final states, with the exception of the zonal velocity, which exhibits a small kink.
Figure 1: Zonal averages of density, $\rho_h$ in kg m$^{-3}$ (left) and Exner pressure, $\Pi_h$ in m$^2$ s$^{-2}$ K$^{-1}$ (right) at day 10. Contours represent absolute values, and shades represent differences from initial values.

Figure 2: Zonal averages of potential temperature, $\theta_h$ in K (left) and zonal velocity, $u_h$ in m s$^{-1}$ (right) at day 10. Contours represent absolute values, and shades represent differences from initial values.
near the bottom boundary where the baroclinic instability occurs, demonstrating that the leading order geostrophic and hydrostatic balances in the horizontal and vertical are well satisfied.

Figure 3 shows the evolution of the potential, internal and kinetic (horizontal and vertical) energy with time. As can be seen the advent of the baroclinic instability coincides with a loss of both potential and internal energy, and an increase of kinetic energy due to acceleration in both the horizontal and vertical directions. The signature of the internal gravity waves is also visible in the smaller scale oscillation of the potential and horizontal kinetic energies. The high frequency oscillation in the vertical kinetic energy is due to the splitting error associated with the evaluation of horizontal and vertical fluxes at different time levels within the HEVI scheme. Note that the total amounts of potential and internal energy are approximately $3.6 \times 10^{23}$ and $9.2 \times 10^{23}$ kg \( \cdot \) m\(^2\) s\(^{-2}\) respectively, and so are several orders of magnitude greater than the amounts of horizontal and vertical kinetic energy (approximately $4.0 \times 10^{20}$ and $3.0 \times 10^{13}$ kg \( \cdot \) m\(^2\) s\(^{-2}\) respectively). As such the flattening of the density contours from which the baroclinic instability draws energy are barely evident in Fig. 1.

Figure 4 shows the power exchanges between kinetic, potential and internal energy, as given in (43)–(45). The evolution of the baroclinic instability is evident in the increase of power associated with the internal to horizontal kinetic energy exchanges. This figure also shows the typical convergence of the iterative solver with Newton iteration (taken at day 9). As can be seen, the convergence is poor for the first couple of Newton iterations, and the convergence of the velocity lags the other variables. After the first couple of iterations, the convergence improves, and reduces the errors between one and two decades at each iteration. Note that as the Jacobian is only approximate, we do not anticipate the convergence to be strictly quadratic. Also note that this convergence plot shows the convergence for the column of elements with the largest error, which may not necessarily be the same column between Newton iterations.

The bottom level Exner pressure $\Pi$, potential temperature, $\theta$, and the vertical component of the relative vorticity, $\omega$ are presented for $z \approx 1.5$ km at days 8 and 10 in Figs. 5–7. The meridional cross section of the pressure perturbation at 50°N in Fig. 6. In the cases of the pressure, this is reconstructed from the model variables as $p = p_0(\Pi/c_p)^{\gamma/\kappa}$. The pressure perturbation in Fig. 4 is then derived by removing the average pressure at the corresponding vertical level at 50°S. These results compare well with the previously published test case results [34], and the vertical pressure perturbation profile exhibits less noise than the previous version of the implicit solver [8].

In order to validate the conservation properties of the implicit solver the horizontal dynamics were turned off and the model was re-run with only the implicit vertical solver active (such that the horizontal velocity was not updated between time steps), and all the dissipation terms removed. Note that while the horizontal scheme conserves mass [8], it does not conserve energy due to the explicit time integration. As shown in Fig. 9 while the mass is conserved to machine precision, there is a small loss of total energy over time. This is most like due to either the finite tolerance of the implicit solver, or to round off errors due to the use of physical units, for which the vertical kinetic energy is approximately ten orders of magnitude smaller than either the potential or internal energies.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig3}
\caption{Figure 3: Left: time evolution of the potential and internal energies. Right: time evolution of the kinetic energy (horizontal and vertical).}
\end{figure}
Figure 4: Left: power associated with energetic exchanges, days 3 to 10. Right: typical convergence of the normalised $L^2$ magnitude of the solution updates with Newton iteration (taken at day 9).

Figure 5: Bottom level Exner pressure, $\Pi_h$ (in hPa) day 8 (left) and 10 (right).
Figure 6: Potential temperature, $\theta_h$ (in °K) at $z = 1.5\text{km}$, day 8 (left) and 10 (right).

Figure 7: Vertical component of the relative vorticity, $\omega_h$ (in s$^{-1}$) at $z = 1.5\text{km}$, day 8 (left) and 10 (right).

Figure 8: Vertical cross section of the pressure perturbation, $p_h - \bar{p}_h$ (in hPa) at 50°N, day 8 (left) and day 10 (right).
6.2. Non-hydrostatic gravity wave

In order to validate the vertical integrator at high resolutions at which non-hydrostatic dynamics become significant the model has also been tested for the propagation of a non-hydrostatic gravity wave driven by a potential temperature perturbation on a planet with a reduced radius 125 times smaller than that of the earth. This test was originally proposed as part of the 2012 DCMIP workshop [35], and specific details of the initial configuration can be found within the DCMIP test case document on the web site.

As for the baroclinic instability test, the simulation was run with a resolution of $24 \times 24$ elements of degree $p=3$ in each cubed sphere panel. We use 16 evenly spaced vertical levels over a total height of 10,000.0m, and a time step of $\Delta t = 0.5s$ for a total simulation time of 3600s. In order to account for the highly oscillatory nature of the dynamics the horizontal biharmonic viscosity was rescaled by a factor of $2^{0.0}$ for both the momentum and temperature equations for a value of $0^{12}\Delta x^{3-2}$.

This test case is especially challenging for the higher order spectral element spatial discretisation, firstly since we have not applied any sort of upwinding or monotonicity preservation method to either the continuity or temperature equation, and secondly because the temperature equation is cast as a flux form equation for the density weighted potential temperature, $\Theta = \rho \theta$, from which the potential temperature, $\theta$, is then diagnosed. This is in contrast to a material form of the potential temperature advection, in which upwinding may be directly applied in the flux reconstruction [12], or by re-weighting the test function in an energetically consistent manner [4].

Figure 10 shows the longitude-height equatorial ($\phi = 0^\circ$) cross section of the potential temperature perturbation, $\theta'(A, 0, z) = \theta(A, 0, z) - \bar{\theta}(z)$, where $\bar{\theta}(z)$ is the mean potential temperature at a given height, after 30 minutes and 1 hour. While the structure and evolution of the perturbation qualitatively match the results presented for other non-hydrostatic models, the absence of a monotone upwinded advection scheme means that our results are slightly more oscillatory than those of other models. Moreover our results also show the ejection of a small hot bubble which rises to the top of the domain, which is also most likely an artefact of our non-monotone scheme.

The energy partitions are given for the final 12 minutes of the simulation in Fig. [11]. The signature of the internal gravity wave is clearly visible in the oscillation between potential and internal energy. The horizontal dynamics are also observed in the longer time scale oscillation of kinetic to internal energy exchanges. This is also observed in the power exchanges as given in Fig. [12].

Figure 12 also shows nonlinear convergence of the vertical solver at time $t = 1$ hour. Due to the more regular vertical structure than the baroclinic test case the convergence of the nonlinear solver is faster and more regular, taking just 4 iterations compared to the 8 required for the baroclinic instability test case as seen in Fig. [4].
Figure 10: Longitude-height equatorial (φ = 0°) cross section of the potential temperature perturbation, $\theta'(\lambda, 0, z) = \theta(\lambda, 0, z) - \bar{\theta}(z)$ at times $t = 30$ minutes (left) and $t = 60$ minutes (right).

Figure 11: Internal gravity wave; left: time evolution of the potential and internal energies, right: time evolution of the kinetic energy (horizontal and vertical).
Figure 12: Left: power associated with energetic exchanges, days 3 to 10. Right: typical convergence of the normalised $L^2$ magnitude of the solution updates with Newton iteration (at 1 hour).

7. Conclusions

An energetically balanced time integrator for vertical atmospheric dynamics is presented. The integrator balances energetic exchanges associated with vertical motions by preserving the skew-symmetric property of the non-canonical Hamiltonian form of the compressible Euler equations in space and time. The computational efficiency of the integrator is accelerated via a reduction of the four component system to a single equation for the density weighted potential temperature at each nonlinear iteration. The integrator is implemented within the context of a horizontally explicit/vertically implicit scheme in which the vertical time stepping is centered so as to allow for second order accuracy and exact integration in time. The integrator demonstrates robust convergence at both global and non-hydrostatic resolutions.

In future work the issue of the time splitting error associated with the density and density weighted potential temperature fluxes will be addressed. These can most likely be reformulated so as to suppress this error and ensure consistency between time levels. A full three dimensional version of the implicit integrator will also be investigated.
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