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Abstract

We present a novel no-reference quality assessment metric, the image transferred point cloud quality assessment (IT-PCQA), for 3D point clouds. For quality assessment, deep neural network (DNN) has shown compelling performance on no-reference metric design. However, the most challenging issue for no-reference PCQA is that we lack large-scale subjective databases to drive robust networks. Our motivation is that the human visual system (HVS) is the decision-maker regardless of the type of media for quality assessment. Leveraging the rich subjective scores of the natural images, we can quest the evaluation criteria of human perception via DNN and transfer the capability of prediction to 3D point clouds. In particular, we treat natural images as the source domain and point clouds as the target domain, and infer point cloud quality via unsupervised adversarial domain adaptation. To extract effective latent features and minimize the domain discrepancy, we propose a hierarchical feature encoder and a conditional-discriminative network. Considering that the ultimate purpose is regressing objective score, we introduce a novel conditional cross entropy loss in the conditional-discriminative network to penalize the negative samples which hinder the convergence of the quality regression network. Experimental results show that the proposed method can achieve higher performance than traditional no-reference metrics, even comparable results with full-reference metrics. The proposed method also suggests the feasibility of assessing the quality of specific media content without the expensive and cumbersome subjective evaluations. Code is available at https://github.com/Qi-Yangsjtu/IT-PCQA.

1. Introduction

Point clouds have achieved compelling performance in augmented reality [16], automatic driving [7] and industrial robots [26]. Accurate point cloud quality assessment (PCQA) is a critical safeguard for providing high-quality point clouds for human vision tasks, such as virtual/augmented reality and cultural heritage. However, point clouds are subject to more complex distortion compared with image/video due to their data format, which means PCQA is a more challenging task. Specifically, point clouds consist of scattered points with spatial coordinates and attributes (e.g., color, normal, and opacity). To ameliorate the urgent demand of PCQA, MPEG first adopts point-to-point/plane (p2point, p2plane) [23, 30] to quantify point cloud geometrical distortion, and suggests to use the peak signal noise ratio (PSNR) of luminance and chrominance to deduce color distortion [31]. After that, more reliable and robustness metrics are proposed, such as PCQM [24], GraphSIM [38], MPED [37] and MS-GraphSIM [43]. Despite the emergence of these metrics alleviating the urgent demand of PCQA, these metrics are all full-reference metrics, which means the final evaluation results need the assistance of reference samples.

However, in many practical applications, reference samples are not available, such as point clouds rendered af-
ter the transmission system [17]. And some samples naturally do not have a high-quality reference, such as the point clouds captured in the wild. Therefore, a more urgent task is studying PCQA in a no-reference case. Refer to the development of IQA, a no-reference metric usually based on natural scene statistic [15] or convolutional neural network (CNN) [42]. Both methods need to analyze point cloud characteristics based on a large number of samples. But current PCQA databases are usually small, which are insufficient to derive a robust no-reference model. Therefore, the challenge of no-reference PCQA lies in lacking a complete subjective database with accurate labels.

Therefore, in the absence of a large-scale subjective experiment, we propose to solve no-reference PCQA whereby unsupervised adversarial domain adaptation (UADA). Domain adaptation (DA) can reduce the need for costly labeled data in the target domain via using the rich samples and labels in the source domain [35]. Considering the natural image quality assessment (IQA) research is relatively mature, we treat natural images as the source domain and point clouds as the target domain, and infer point cloud quality via inheriting the prior knowledge in the image field.

Specifically, there are two reasons behind that. First, there are numerous IQA databases [28] [25] with accurate subjective ratings, and the scale of IQA databases is much larger than that of PCQA. Second, based on previous researches, there are strong connections between 2D and 3D perception, such as reconstruction (e.g., from image to 3D object [20]) and tracking [22]. For quality assessment, our human visual system (HVS) is the universal evaluator, which means the perception characteristics shown in IQA share possible homogeneity with that in PCQA. Refer to Fig. 1, the characteristics of the natural image (i.e., the red curve) and point cloud (i.e., the green curve) have their mapping relationship with human perception, respectively. Via revealing the potential relationship between natural image and point cloud, we can use the prior knowledge of IQA to guide point cloud distortion evaluation.

To transfer useful information from the 2D natural image domain to the 3D point cloud domain, the point clouds are first projected into images to satisfy a shared feature extraction and processing network with natural images. Then we design an effective feature generator, i.e., the hierarchical SCNN (H-SCNN), and a sophisticated discriminator, i.e., the conditional-discriminative network, to minimize domain discrepancy and produce robust features. SCNN is a lightweight network proposed in [41] for evaluating natural image quality. The motivation of H-SCNN is that multiscale features are canonical for both natural images and point clouds in terms of the full-reference IQA and PCQA [34] [39] [38]. Considering the ultimate purpose of our model is quality assessment rather than simply minimizing the domain discrepancy, we propose a conditional cross entropy loss (CCEL) for the conditional-discriminative network. While reducing the domain discrepancy, we penalize the features that are less irrelevant for quality regression and improve the final results.

In the proposed model called image transferred point cloud quality (IT-PCQA), which is shown in Fig. 2, we first use six-perpendicular-projection to generate multi-prospective texture images for point clouds. Then, the images are sent into H-SCNN to generate latent features. Next, the conditional-discriminative network matches the feature distributions of source and target domains and refine the features so that they are more related to objective score regression. Finally, the quality regression network maps the features to objective scores.

The main contributions of this paper include:
- We propose a novel unsupervised no-reference PCQA framework, called IT-PCQA, which uses the ground truth of IQA to emulate the human perception of 3D point clouds. To the best of our knowledge, this is the first unsupervised deep-learning-based no-reference PCQA metric via domain adaption, which reveals the potential relevance between 2D and 3D media in the field of quality assessment.
- To realize transfer learning concerning using the natural images as the source domain, we use multi-perspective images of the point cloud as the network input. To extract effective features for both natural and multi-perspective images, we propose a hierarchical feature encoder, H-SCNN, to fuse multiscale structure features. Compared with classical image feature encoder, e.g., VGG16, ResNet, AlexNet, and original SCNN, the proposed H-SCNN presents obviously better performance on PCQA.
- Considering that regressing objective scores is our final goal, we propose a conditional-discriminative network to produce robust features for quality prediction while minimizing the domain discrepancy. A novel loss function, i.e., CCEL, is advocated to penalize the samples that negatively impact the perception prediction and stabilize the results of adversarial learning.
- We compare the proposed IT-PCQA with multiple full-reference metrics and two typical no-reference PCQA baselines. Experimental results show that the proposed IT-PCQA presents better performances than the two typical supervised learning networks in most cases, and it is even superior to some full-reference metrics.

2. Related Works

Point Cloud Quality Assessment For PCQA, the full-reference metric is firstly studied due to its urge requirement in point cloud compression. The classic methods are point-based full-reference metrics proposed by MPEG, such as p2point [23], p2plane [30] and PSNR\textsubscript{YUV} [31]. Although these metrics have low computation complexity, they present unstable performance when facing multiple
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Figure 2. An illustration of our proposed IT-PCQA. It consists of four strongly related substeps. (a) Preprocessing module is used to generate multi-perspective images based on the point cloud sample. (b) A generative network is used to extract hierarchical features from both source and target domains. (c) The conditional-discriminative network is in a position to connect feature generative network and quality regression network, in which the features are refined to match domain shift and liable to regression network produce accurate results. Specifically, the size of FCs in mapping network are both \(256 \times 256\), and the FCs in front of Sigmoid are \(256 \times 64\) and \(64 \times 1\). (d) Quality regression network is the endgame of the whole model, which achieves the prediction of quality. Specifically, the two FCs with \(256 \times 128\) and \(128 \times 1\).

types of distortion according to a serial subjective experiment [1, 3]. These point-based metrics ignore the fact that our HVS is more sensitive to structure features, only considering single point/pixel features may incur spurious prediction. Inspired by SSIM [33], a series of PCQA metrics are proposed that taking structural features into consideration and realize more robust performance [24] [38] [37] [43].

However, the exploration of no-reference PCQA is relatively late due to the limitation of prior knowledge and database. Therefore, [8] split point cloud into multiple local patches and used low-level patch-wise features (e.g., geometric distance, local curvature) to train a convolution neural network (CNN). [18] proposed to use multiview projection to realize point cloud data argumentation. The above two types of research enrich the database via reproducing original samples, which cannot fundamentally mitigate the intractable problem that lacking sufficient data. [19] proposed to ameliorate the scarcity of MOSs via pseudo-MOSs. However, the accuracy of pseudo MOSs is highly depends on the performance of full-reference metrics.

In this work, we propose to use UADA to solve the problem of insufficient labels. Considering the judge of quality assessment is HVS for different forms of media (e.g., image, video, and point cloud), the labels of IQA can reveal the characteristics of HVS and contribute to the quality assessment of point cloud.

Domain Adaption DA refers to the goal of learning a concept from labeled data in the source domain that performs well on a different but related target domain. DA can reduce the need for costly labeled data in the target domain. Common practices of DA are matching the feature distribution between the source and a target domain, such as map distributions of two domains via minimizing maximum mean discrepancy (MMD) [9], correlation alignment [4] and Kullback Leibler divergence [10]. In recent years, adversarial DA has become an increasingly popular incarnation of this type of approach, which minimizes the domain discrepancy through an adversarial objective concerning a domain discriminator [32].

DA has been widely used in image classification and recognition [11] [5]. As we introduced in the section 1, point clouds lack sufficient labels while images can provide rich ground truth. With the same purpose under a unified evaluation system, i.e., HVS, using DA is a plausible method to solve the problem of no-reference PCQA. According to the best of our knowledge, the only application of DA on quality assessment is [6], in which the authors used MMD as a loss function to predict screen content image quality via treating natural images as source domain. In this paper, we discuss the application of DA between 2D
and 3D perception, which is more complex than the case in [6]. According to the best of our knowledge, there is no study on PCQA via DA. But in [27], the authors used the bird’s view of a point cloud image to enhance the original LiDAR point cloud data via DA. Besides, [21] [40] studied 3D reconstruction and recognition based on single or multiview images. Therefore, using DA to solve the problem of PCQA is feasible.

3. Problem Formulation

In unsupervised domain adaption, source domain are given as \(D\{\{(x_i^s, y_i^s)\}_{i=1}^{n}\}\) and target domain \(T\{\{(x_j^t, y_j^t)\}_{j=1}^{n}\}\), in which \(x_i^s\) and \(x_j^t\) represent samples in source and target domain, and \(y_i^s\) denotes the label of \(x_i^s\). Assuming the source and target domain are sampled from the distribution \(P(x^s, y^s)\) and \(Q(x^t, y^t)\).

For quality assessment, the ultimate goal of DA is to learn a feature extractor \(G(\cdot)\) and a regression module \(R(\cdot)\) to minimize the expected target risk \(\mathbb{E}_{(x_i^t, y_i^t)\sim T}[L_{\text{sim}}(R(G(x_i^t)), y_i^t)]\), where \(L_{\text{sim}}(\cdot)\) is an index which can evaluate the discrepancy between the subjective and objective scores, such as Pearson linear correlation coefficient (PLCC), Spearman rankorder correlation coefficient (SROCC) and root mean squared error (RMSE). The most classical method to realize above goal is reduce the domain distribution discrepancy by jointly constraining the distance between \(P(x^s)\) and \(Q(x^t)\) in the feature space by a MMD loss.

Adversarial domain adaption is an integration of adversarial learning and DA. A domain discriminator \(D(\cdot)\) is learned by minimizing the classification error of distinguishing target domain samples from source domains. Through fully confusing the discriminator, we hope the distribution of source and target domain are sufficiently similar. Generally, the cross entropy loss is used to penalize negative discrimination, e.g.,

\[
L_{\text{adv}} = -\mathbb{E}_{x_i^t \sim D}[\log[D(G(x_i^t))] - \mathbb{E}_{x_j^t \sim T}[\log[1 - D(G(x_j^t))]].
\]

4. Our Approach

In this section, we introduce the proposed IT-PCQA in detail. The framework of the proposed model is illustrated in Fig. 2, i.e., it has the point clouds preprocessing module, the feature generative network \(G\), the conditional-discriminative network \(D\), and the quality regression network \(R\).

The preprocessing module is used to transfer point clouds to multi-perspective images, and the quality regression network is used to produce the final objective scores based on the generated features. The main task of IT-PCQA is to design an effective feature generator \(G\) and a sophisticated discriminator \(D\). For the generator \(G\), we resort to the achievement of both full-reference IQA and PCQA where multiscale features provide robust performance under manifold distortions. Therefore, we propose a hierarchical feature generator, i.e., H-SCNN, to produce accurate feature representation. For the discriminator \(D\), we realize that only minimizing the domain discrepancy is not enough for quality assessment. Therefore, we propose a conditional-discriminative network that uses quality assessment indexes to screen out the features which contribute less to regressing an accurate objective score.

4.1. Point Cloud Preprocessing Module

To share a common feature encoder, image and point cloud need to be cast into the same data form. Therefore, we first project the 3D point cloud onto six perpendicular planes of a cube. Then, the six images are spliced together to form a multi-perspective image as the network input, as shown in Fig. 2.

The main problem to answer is whether the projected images can serve as a substitute for original point clouds. The 3D-to-2D projection will unavoidably introduce information loss. Generally, if the information loss does not influence the quality prediction results, we would tend to believe that using projected images as a substitute is reasonable. In [36] [2], the authors claim that six projection planes are enough to derive the final results through evaluating several objective metrics based on these images. Although they get comparable performance via projection from six perpendicular planes, the argumentation method may introduces bias.

Therefore, we conduct a compact subjective experiment to demonstrate the reasonableness of this approach from the basic level. We present point cloud samples in the form of 3D data (e.g., rendered by MeshLab with free-viewpoint) and 2D data (e.g., rendered by image viewer after projection, including single-perspective (2D-1) and multi-perspective images (2D-2)), such as Fig. 3 shows. After pre-training, we ask the subjective experimenter whether they can perceive the samples are distorted, and if yes, what kinds of distortion are injected and the corresponding subjective scores. The scoring method refer to [36]. Note via comparing the statistical data concerning rendered as a 3D point cloud, 2D-1 and 2D-2, we can quantify the influence of projection strategies.

Sample Preparation: To ensure the reliability of the subjective experiment, the reference samples should have different visual characteristics, and the distortion types need to cover the practical cases as much as possible. Therefore, we choose three point cloud samples with obviously different characteristics, e.g., “RedandBlack”, “Soldier” and “Statue ” as references [36]. Then, we choose seven typical distortion types refer to current prevalent databases, including Octree (OT), DownSampling (DS), Geometrical Gaussian Noise (GN), Color Noise (CN), Color Quantization Noise (QN), Local Loss (LL) and V-PCC (VPCC).
These distortions cover the basic cases of point cloud capture, compression, and reconstruction. Other complex distortions are the superimposed cases of these basic types. For OT, DS, GN, and CN, we use the function scripts provided by [36] and process the reference samples into four different levels. Similarly, QN, VPCC, and LL are generated via the scripts provided by [19]. In total, we prepare 3 × 7 × 4 = 84 distortion samples as test sequences. Based on 3 reference and 84 distorted samples, we use projection method proposed by [36] to generate single- and multi-perspective images. We integrate a visual graphical interface to collect data.

**Subjective Experiment:** Considering that experimenters may do not have any prior knowledge about point clouds, we use the sequence “Soldier” as a training sequence. Specifically, we use both 3D and 2D data rendering methods to demonstrate the characteristics of the point cloud and its distortion. After training, we use “RedandBlack” and “Statue” as test sequences. To avoid the cross-influence between different presentation methods, e.g., an experimenter is easier to distinguish the distortion based on the projected image if he/she has viewed the same distorted samples in the form of 3D, we ensure each experimenter only views point clouds in a single presentation method. We collect at least 16 reliable experiment results for each sample in the same presentation to ensure the credibility of experimental data.

**Result and Conclusion:** The experiment results are shown in Table 1. Acc(%) means the accuracy of distortion recognition, and PLCC and SROCC mean the correlation between the subjective score of 2D-2 (2D-1) and that of 3D. We see that: i) 2D-2 presents close performance with 3D on distortion classification, while 2D-1 shows an obvious accuracy decrease; ii) The subjective scores obtained via 2D-2 presentation show a higher correlation with 3D presentation, e.g., 2D-2 provides higher PLCC and SROCC. It means 2D-2 is a better projection strategy that can provide sufficient information for distortion detection and perception quantification as 3D representation.

| RedandBlack | Statue |
|-------------|--------|
| PLCC | SROCC | PLCC | SROCC |
| 3D | 84 | - | - | 83 | - | - |
| 2D-1 | 81 | 0.7017 | 0.7240 | 79 | 0.7374 | 0.7033 |
| 2D-2 | 83 | 0.8611 | 0.8526 | 82 | 0.9140 | 0.8832 |

Table 1. Subjective experiment results. The 2D-2 presents close performance for distortion recognition accuracy and higher correlation for subjective scores with 3D, which means the multi-perspective images can provide sufficient information as original point clouds.

### 4.2. Feature Generative Network

Feature generative network \( G \) aims to produce robust features for quality regression. Previous researches have demonstrated that deep neural networks present compelling performance on IQA. In this paper, we hope the \( G \) can produce effective features for both natural and point clouds projected images.

Refer to the IQA metrics, such as MS-SSIM [34] and MSEA [39], multiscale structural features (MSF) show a strong correlation with HVS. Similarly, MS-GraphSIM [43] and MPED [37] indicate that MSF is also capable of PCQA.

Therefore, we propose a hierarchical SCNN (H-SCNN) network as a feature encoder. SCNN is a lighter network proposed in [41], which offers pronounced performance on both synthetically and authentically distorted images. Using the prior knowledge of SCNN as a reference, we incorporate hierarchical feature fusion and introduce the H-SCNN as Fig. 2 shows. We introduce 9 convolution layers, each convolution layer is followed by batch normalization (BN) and rectified linear unit (ReLU) operations. The convolution results can be regarded as a sketching feature map [12] of the input image, e.g., \( C_j(x) \) and \( j \) represents the number of layers of convolution. The sketch of the images is a dimensionality-reduced linear projection of the multiple sketching feature maps. Specifically, We extract the 3rd, 5th, 7th, and 9th layered features, and after average pooling, we obtain four latent features with dimensions of \( 64 \times 1 \). Then, we concatenate four features directly, and twofold convolution layers are followed to generate the final encoded features,

\[
G(x) = \Gamma\{\Phi_3(x) \oplus \Phi_5(x) \oplus \Phi_7(x) \oplus \Phi_9(x)\},
\]

in which \( \Phi_j = Ave\{C_j(x)\} \), \( Ave\{\cdot\} \) represents average pooling, \( \oplus \) represents concatenation and \( \Gamma\{\cdot\} \) represents the final twofold convolutions.

Compared with the original SCNN which only uses a single scale feature, the proposed H-SCNN fuses hierarchical features to produce a judiciously latent feature representation for images. In section 5.3, we illustrate the superiority of the proposed H-SCNN.
4.3. Conditional-discriminative Network

To minimize the domain discrepancy across source and target domains and produce features valuable for score regression, we design a discriminator $D$, i.e., the conditional-discriminative network, in this part. We inject task-specific conditional factors into adversarial learning to stabilize the results of objective score regression.

Essentially, the discriminator needs to be fully 'misled' so that it cannot distinguish whether the generated features are from a real or fake sample. In our work, we regard the samples from the source domain, i.e., images, are real and these of the target domain, i.e., point clouds, are fake. Generally, this is the generalized form of the utilization of adversarial learning in the classification task. However, quality assessment aims to predict the perceptual result for a media content, which is a degree of the description of the quality rather than simply a “Yes” or “No”. The encoded features are not only needed to fulfill domain matching but also required to facilitate quality score regression.

Therefore, we use the quality assessment evaluation indexes, such as SROCC, as indicators to help train the discriminator and propose a novel loss function, i.e., CCEL, based on the conventional cross entropy loss. While reducing the domain discrepancy, we attempt to boost the performance of $G$ and the features refined by $D$ on score prediction.

Specifically, the output of the feature generative network, i.e., $G(x)$, is first fed into a feature mapping network $M$, which consists of a twofold full connection - ReLU layers. The mapped features are kept dimension-unchanged after $M$ (blue dotted box in Fig. 2). As we mentioned before, to make sure the generated features are conducive to score regression, we penalize the features which are impotent to prediction accuracy. This could be formulated as

$$L_{CCEL} = -E_{x_i \sim D} \log[D(M(G(x_i)))] - E_{x_i \sim T} \log[1 - D(M(G(x_i)))]$$

(2)

$d$ is a flag that indicates whether the features are promoted after mapping with the definition

$$d = \begin{cases} 1 & \text{if } L_{sim}\{R(M(G(x^s))), y^s}\} > L_{sim}\{R(M(G(x^s))), y^s\} + \epsilon \text{ (3)} \\ 0 & \text{otherwise.} \end{cases}$$

$R$ is the quality regression network which will be introduced in section 4.4. As introduced in section 3, $L_{sim}\{\}$ can be instantiated as PLCC, SROCC, or RMSE. $\epsilon$ is a threshold that controls the scale of punishment. The general idea behind this formulation is that we leverage the joint variable of feature regression results $R(G(x^s))$ and $R(M(G(x^s)))$, and classifier prediction $D(M(G(x^s)))$. If the regression results based on $R(M(G(x^s)))$ present better performance than $R(G(x^s))$, it means the feature mapping network $M$ show positive impact on $R$, and the $G(x^s)$ are relatively weak. We regard the cases that $G(x^s)$ are relatively weak as negative samples, otherwise as positive samples. We use Eq. (3) to penalize the negative samples (i.e., $d = 0$) and the opposite of positive samples (i.e., $d = 1$). Therefore, this conditional loss function can make sure the adversarial learning process is definitely beneficial to the quality regression, which could also be regarded as a relaxation strategy to stabilize the quality-related discrimination.

4.4. Quality Regression Network

The quality regression network $R$ is more compact than other parts of the proposed IT-PCQA. We use twofold full connection layers to regress an objective score from a latent feature generated jointly by feature generative network $G$ and conditional-discriminative network $D$.

Given a set of distorted images from target source, e.g., $\{x_i^t, y_i\}_{i=1}^{n_s}$, we can obtain a latent feature $I$ for each image via previous networks, e.g., $\{x_i^t | I, y_i\}_{i=1}^{n_s}, I_i = M(G(x_i^t))$. We train the regression network via

$$L_R = \min[\frac{1}{n_s} \sum_{i=1}^{n_s} (R(I_i) - y_i)^2]$$. (4)

5. Experiment

5.1. Experiment Setups

5.1.1 Databases

To test the proposed method, we use four independent databases, including two for natural images (TID2013 [25] and LIVE [28]) and two for point clouds (SJTU-PCQA [36] and WPC [18]).

**TID2013.** The TID2013 database consists of 25 reference images. Each image is processed with twenty-four different types of distortion under five different levels. In all, there are 3000 distorted images.

**LIVE.** The LIVE includes 29 reference images, and five different distortions are injected: JPEG, JPEG2000, additive white Gaussian noise, Gaussian blur, and Rayleigh fast-fading channel distortion. In all, there are 982 distorted natural images.

**SJTU-PCQA.** The SJTU-PCQA includes 8 reference point cloud samples. Each native point cloud sample is augmented with seven different types of impairments under six levels, including four individual distortions and three superimposed distortions. In all, there are 336 distorted point cloud samples.

**WPC** There are 20 reference point cloud samples in WPC, and four distortion types are considered, including Downsampling (60 degraded samples), Gaussian white noise (180 degraded samples), G-PCC (240 degraded sam-
5.1.2 Implementation Details

We implement our model by PyTorch. The natural and projected images are resized to $224 \times 224 \times 3$ as the input of H-SCNN. The batch size is set as 16. The overall loss function of all training samples is given by $L_{\text{all}} = \mu_1 L_{\text{CCFEL}} + \mu_2 L_R$, $\mu_1 = \mu_2 = 1$. We set $L_{\text{sim}}(\cdot)$ in Eq. (3) as SROCC, and $\epsilon = 0.1$.

To compare the proposed IT-PCQA with other no-reference metrics which based on training with labeled data, we split the two databases of point cloud with $3:1$, e.g., 75% for training and 25% for testing (Note for the proposed IT-PCQA, we do not need to split database, the split just for performance compare).

5.2 Prediction performance

We compare our IT-PCQA with another 9 state-of-the-art distortion quantifications, 7 full-reference metrics, including MSE-P2point (M-p2po), MSE-P2plane (M-p2pl), Hausdorff-P2point (H-p2po), Hausdorff-P2plane (H-p2pl), PSNR$_{YUV}$, PCQM, GraphSIM, and two no-reference metrics [19], e.g., PointNet-based (PointsNet-PCQA) and SparseNet-based (SparseNet-PCQA) metrics. Note these two metrics need the assistance of label.

In a summary, the proposed IT-PCQA presents robust and competitive performance on two independent databases compared over other no-reference metrics and even full-reference models. It validates our motivation that there is definitely a connection between 2D and 3D perception, and we can infer point cloud quality via utilizing the fruitful achievement on 3QA.

5.3 Ablation Study

This section examines the proposed IT-PCQA by dissecting and reassembling its modules to demonstrate its generalization and efficiency on human perception prediction.

5.3.1 Hierarchical Feature Encoder

In this section, we demonstrate the superiority of the proposed H-SCNN.

We use five different feature encoders as generators, including SCNN [41], VGG16 [29], ResNet50 [13], AlexNet [14] and the proposed H-SCNN. We use TID2013 as source domain and WPC as target domain. The results are shown in Table 4. We see that the proposed hierarchical feature presents obvious superiority compared with other feature encoders. For example, the proposed H-SCNN presents the best PLCC and SROCC, i.e., $(0.5491, 0.5371)$, while
Table 4. Model performance with different feature generators on WPC. The proposed H-SCNN presents best performance.

| Feature Generator | PLCC   | SROCC  |
|-------------------|--------|--------|
| VGG16             | 0.1448 | 0.2511 |
| ResNet50          | 0.4266 | 0.4360 |
| AlexNet           | 0.1407 | 0.2107 |
| SCNN              | 0.4270 | 0.4276 |
| H-SCNN            | **0.5491** | **0.5371** |

Table 5. Model performance for different feature types. The proposed hierarchical feature present best overall performance.

| Feature Generator | PLCC   | SROCC  |
|-------------------|--------|--------|
| ResNet50          | 0.4251 | 0.4395 |
| AlexNet           | 0.5791 | 0.6342 |
| VGG16             | 0.5662 | 0.5124 |

| Feature Generator | PLCC   | SROCC  |
|-------------------|--------|--------|
| ResNet50          | 0.3512 | 0.4284 |
| AlexNet           | 0.6549 | 0.5371 |
| VGG16             | 0.3099 | 0.2833 |

Table 6. Model performance with different loss function on WPC. The proposed CCEL can improve the overall performance significantly.

| Loss | PLCC   | SROCC  |
|------|--------|--------|
| \(\mathcal{L}_R\) | 0.3870 | 0.3657 |
| \(\mathcal{L}_{T_1}\) | 0.4276 | 0.3838 |
| \(\mathcal{L}_{T_2}\) | 0.3125 | 0.3392 |
| \(\mathcal{L}_T\) | 0.0272 | 0.2233 |
| \(\mathcal{L}_{all}\) | **0.5491** | **0.5371** |

5.3.2 The Amount of Projection Planes

In section 4.1, we use subjective experiment to validate the proposed method. In this part, we use objective experiment results to prove the rationality of the proposed multi-perspective images (i.e., 2D-2). Specifically, we use the single perspective images (i.e., 2D-1) as input to repeat the experiment and the results are shown in Table 5. We see that the multi-perspective images present better performance than single perspective images in most cases. Single perspective images cannot provide sufficient information to reveal distortion. For example, the distortion type LL might not be perceived from one certain perspective, while any local loss can be detected via jointly observing six different views.

5.3.3 Conditional Adversarial Learning

In this part, we illustrate the effectiveness of the proposed CCEL. Specifically, treating TID2013 as the source domain and WPC as the target domain, we use \(\mathcal{L}_R\) to train the network as a benchmark. In order to better demonstrate the influence of \(d\), we use \(\mathcal{L}_{T_1} = \mathcal{L}_R + \mathcal{L}_{MD}\) and \(\mathcal{L}_{T_2} = \mathcal{L}_R + \mathcal{L}_{adv}\) as loss function to repeated the trials. Specifically, we use the output of H-SCNN to calculate the MMD. Besides, in section 5, we set \(\mathcal{L}_{sim}\) as SROCC. To rule out the influence of SROCC itself, we also present the performance of using \(\mathcal{L}_{T_3} = \mathcal{L}_R + \text{SROCC}(\mathcal{R}(I), y)\) as loss function. The results are shown in Table 6. We see that: i) \(\mathcal{L}_R\) is a necessary term to guide score regression. However, refer to the performance of \(\mathcal{L}_{T_1}\) and \(\mathcal{L}_{T_2}\), simply learning invariant feature representations in the shallow regime can not improve the final performance, even degrade the results; ii) Based on the performance of \(\mathcal{L}_{T_3}\), we know that point clouds and images exist obviously different characteristics, without effective transfer learning, the prior knowledge on IQA cannot cover the intractable problem on point clouds; iii) Whereby the injecting of conditional adversarial learning, the discriminator is fully confused and the feature generator can produce robust features for quality prediction. Compared with the traditional cross entropy loss, the proposed CCEL injects task-specific conditional factors and improves the overall performance for specific task. As we explain in section 4.3, the ultimate goal of quality assessment is regressing quality scores. The encoded features not only need to fool the discriminator and match domain distribution but also need to contribute to the perception prediction.

6. Conclusions

In this paper, we propose to use the unsupervised adversarial domain adaptation to solve the problem of no-reference point cloud quality assessment. The proposed model, called IT-PCQA, utilizes the rich prior knowledge in natural images and builds a bridge between 2D and 3D perception in the field of quality assessment. Without the assistance of a large-scale labeled point cloud subjective database, we establish a no-reference PCQA metric whereby transfer learning, and realize accurate quality prediction on multiple independent PCQA databases. Our method reveals the potential connection between different types of media content in the field of quality assessment, and meet the grand challenges faced by no-reference quality metric in a different real-world application.
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