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In most quantum sensing schemes, interactions between the constituent particles of the sensor are expected to lead to thermalisation and degraded sensitivity. However, recent theoretical and experimental work has shown that the phenomenon of quantum many-body scarring can slow down, or even prevent thermalisation. We show that scarring can be exploited for quantum sensing that is robust against certain strong interactions. In the ideal case of perfect scars with harmonic energy gaps, the optimal sensing time can diverge despite the strong interactions. We demonstrate the idea with two examples: a spin-1 model with Dzyaloshinskii-Moriya interaction, and a spin-1/2 mixed-field Ising model. We also briefly discuss some non-ideal perturbations, and the addition of periodic controls to suppress their effect on sensing.

I. INTRODUCTION

The estimation of physical quantities is an important task in many branches of science and technology. In recent decades, the field of quantum metrology and sensing has emerged, in which the objective is to exploit quantum coherence or entanglement to give enhanced sensitivity in such parameter estimation tasks [1–3]. Proposed applications include magnetometry [4–6], electrometry [7, 8], quantum clocks [9] and, perhaps most famously, gravitational wave detection [10, 11].

One of the most widely used approaches to quantum sensing is Ramsey interferometry, or one of its variants. After preparing the probe system in some quantum superposition state, it is allowed to interact with the parameter-of-interest, followed by a measurement of the probe to extract information about the parameter [1–3, 12, 13]. Precise sensing then usually relies on maintaining quantum coherence in the probe system for long times. However, in many realistic sensing devices, other unwanted interactions are expected to degrade the achievable sensitivity by limiting the useful coherence time. Even if the probe is completely isolated from any external environment, internal interactions between the constituent particles of the probe can lead to decoherence and thermalisation. Moreover, a high density of probe particles will likely result in stronger interactions, and more rapid decoherence and thermalisation. Several schemes to overcome this limitation have been proposed [14–16], or implemented experimentally [17].

Recently, a new mechanism was discovered in which thermalisation can be slowed down, or even completely avoided, despite strong interactions in a non-integrable many-body system. This mechanism – dubbed quantum many-body scarring – was shown to be responsible for long-lived oscillations in an experiment on a chain of interacting Rydberg atoms [18, 19]. Since the long-lived oscillations are associated with long coherence times, this is suggestive of a possible advantage in quantum sensing [20]. Despite intensive work on scars and their properties [21–35], this possibility has not yet been explored.

In this paper, we examine the potential for robust quantum sensing via quantum scarring. We begin in section II with a brief discussion of quantum sensing, and its connection with many-body scars. Then, through two examples, we demonstrate the connection more concretely. First, in section III, a spin-1 model with a Dzyaloshinskii-Moriya interaction (DMI). We find that despite the non-integrability of the model, robust quantum sensing is possible. This is associated with a diverging coherence time caused by a set of scars with perfectly harmonic energy gaps. Then, in section IV, we consider a mixed-field Ising model. Usually, strong Ising interactions between the spins are expected to lead to fast decoherence and thermalisation. Counterintuitively, in this example the stronger couplings can extend the coherence time and enhance the quantum sensing. We show that this is due to the emergence of a set of quantum many-body scars in the “PXP” limit of the mixed-field Ising model. Finally, in section V we briefly discuss some non-ideal perturbations, and the possibility of suppressing their effect on sensing by periodic driving.

II. QUANTUM SENSING, ETH, AND MANY-BODY SCARS

Consider an $N$-particle probe system, whose purpose is to estimate a parameter $\omega$ that appears in its Hamiltonian $H = \omega \sum_{n=0}^{N-1} h_n + \hat{H}_{\text{int}}$. Here, $h_n$ is a local operator for the $n$'th particle and $\hat{H}_{\text{int}}$ generates interactions between the particles. Typically, the estimation scheme involves initialising the probe in some easily prepared state $|\psi(t = 0)\rangle$, and extracting information about the parameter $\omega$ from a measurement of the time-evolved state $|\psi(t)\rangle = e^{-itH} |\psi(0)\rangle$. For small probe systems (e.g., a single qubit) arbitrary measurements of the final state may be possible. For larger systems, however, the measurement may be restricted to observables $\hat{O} \in \mathcal{M}$ from some set of experimentally accessible measurements $\mathcal{M}$. This set will depend on the details of the physical
implementation, but is often a subset of local operators. To accumulate statistics about the parameter-of-interest, the prepare-evolve-measure sequence is repeated during a total available time $T$, giving $T/t$ independent repetitions of the measurement (where the time needed for state preparation and readout is assumed to be negligible [36, 37]). Employing method-of-moments estimation, the final error can be calculated by the propagation-of-error formula [3, 38]:

$$
\delta \omega = \min_{\hat{O} \in \mathcal{M}} \frac{\Delta \hat{O}(t)}{\sqrt{\partial \omega(\hat{O})}} \left( \frac{1}{\sqrt{T/t}} \right),
$$

where the numerator is the uncertainty $\Delta \hat{O} \equiv \sqrt{\langle \hat{O}^2 \rangle - \langle \hat{O} \rangle^2}$ of the measured observable $\langle \hat{O} \rangle$ and the factor $|\partial \omega(\hat{O})|$ in the denominator quantifies its response to small changes in the parameter $\omega$.

In the setup described above, the dynamics are unitary and the time-evolved state $|\psi(t)\rangle$ is always pure. However, for a non-integrable many-body system the interactions $H_{\text{int}}$ between particles can lead to decoherence and thermalisation with respect to the expectation values $\langle \hat{O} \rangle$. This is because the evolution generates entanglement in the system that makes information about the initial conditions inaccessible to the experimental observables $\hat{O} \in \mathcal{M}$.

Instead of waiting for the probe to thermalise, it is usually better to measure the system before it thermalises, at some optimal sensing time $t = t_\star$ giving the optimised error $\delta \omega_\star = \min \delta \omega$. For separable initial states $|\psi(0)\rangle$ the optimised error typically has the form $\delta \omega_\star \propto \sqrt{n/N} + \frac{1}{\sqrt{T/t}}$, with fast decoherence and thermalisation corresponding to a short $t_\star$, and poor quantum sensor performance [2].

To estimate $\omega$ precisely, one should try to engineer a probe system that has both a large coherence time $t_\star$ and a large number of particles $N$. One approach is to design the probe Hamiltonian so that the interacting part is suppressed as much as possible, $H_{\text{int}} \approx 0$. This gives a long coherence time $t_\star$, but usually means that the particle density must be low, to suppress the interactions. For high density quantum sensing, with long coherence times $t_\star$, we should look for mechanisms for avoiding decoherence and thermalisation, even in the presence of strong interactions.

The process of thermalisation in closed quantum systems is often framed in terms of the eigenstate thermalisation hypothesis (ETH) [39–41]. Let $\hat{H} = \sum_j E_j |E_j\rangle \langle E_j|$ be the spectral decomposition of the Hamiltonian. An eigenstate $|E_j\rangle$ is said to be thermal if, for all $\hat{O} \in \mathcal{M}$, we have $\langle E_j | \hat{O} | E_j \rangle \approx \text{Tr} \{ \hat{O} \hat{\rho}_k \}$, where $\hat{\rho}_k$ is the thermal state at the temperature corresponding to the energy $E_j$. One can show that if all eigenstates around a given finite energy density are thermal, the observables $\hat{O} \in \mathcal{M}$ will thermalise for any initial state at that energy density [42]. Conversely, the system can fail to thermalise if there are some non-thermal eigenstates that have a large overlap with the initial state [43]. Recently, such ETH-violating systems were discovered where most, but not all, Hamiltonian eigenstates are thermal [44]. The non-thermal eigenstates were dubbed quantum many-body scars (QMBS), and were found to be responsible for long-lived coherence in an experiment with a chain of Rydberg atoms [18–20].

Based on the foregoing discussion, some necessary conditions for robust quantum sensing via many-body scars are:

1. A Hamiltonian with a set of QMBS.
2. An easily prepared initial state, with a large component in the QMBS subspace.
3. Dynamics in the QMBS subspace that are sensitive to the Hamiltonian parameter to be estimated.
4. An experimentally accessible observable $\hat{O} \in \mathcal{M}$ that can extract the parameter information from the time-evolved state.

In sections III and IV we present two example models in which these criteria are satisfied, giving robust quantum sensing despite strong interactions in the many-body probe system. Both examples suggest that in the ideal case (perfect scars with harmonic energy gaps, and full overlap with the initial state) the optimal sensing time $t_\star$ diverges.

### III. EXAMPLE: SPIN-1 DMI MODEL

#### A. Quantum sensing

As our first example, we consider a sensing scheme where the goal is the estimation of a magnetic field $\omega$ acting on a system of $N$ interacting spin-1 particles via the Hamiltonian:

$$
\hat{H}_0 = \frac{\omega}{2} \sum_{n=0}^{N-1} \hat{S}_n^z,
$$

where $\hat{S}_n^z = \sum_{m \in \{-1,0,1\}} m \langle m \rangle \langle m \rangle$. However, the particles may also interact with each other via the Hamiltonian

$$
\hat{H}_{\text{int}} = \sum_{n,n'} \lambda_{n,n'} (e^{i\phi} \hat{S}_n^+ \hat{S}_{n'}^- + \text{h.c.}),
$$

where $\hat{S}_n^\pm = \sum_{m \in \{-1,0,1\}} (1 - \delta_{m,\pm1}) \langle m \pm 1 \rangle \langle m \rangle$ are the spin raising and lowering operators, giving a total Hamiltonian $\hat{H} = \hat{H}_0 + \hat{H}_{\text{int}}$. The spin-spin coupling parameters $\lambda_{n,n'}$ are assumed to be real but are otherwise arbitrary and can, for example, be any real function of the positions of the interacting spins in some $d$-dimensional space. The interaction Hamiltonian can be rewritten as

$$
\hat{H}_{\text{int}} = \sum_{n,n'} \lambda_{n,n'} \left[ \cos \phi (\hat{S}_n^x \hat{S}_{n'}^x + \hat{S}_n^y \hat{S}_{n'}^y) + \sin \phi (\hat{S}_n^x \hat{S}_{n'}^y - \hat{S}_n^y \hat{S}_{n'}^x) \right],
$$

showing that the phase $\phi$ rotates between an
XX-interaction for $\phi \in \{0, \pm \pi\}$, and a Dzyaloshinskii-Moriya interaction (DMI) for $\phi = \pm \pi/2$.

After preparing the spins in the initial product state:

$$|\psi(t = 0)\rangle = |+\rangle = \prod_{n=0}^{N-1} \frac{|m_n = +1\rangle + |m_n = -1\rangle}{\sqrt{2}}, \quad (4)$$

we suppose that the system is allowed to evolve by the Hamiltonian $\hat{H}$ for a sensing time $t$, followed by a measurement of the local observable $\hat{O}_\theta = e^{-i\theta} \sum_n (\hat{S}_n^+)^2 + \text{h.c.}$, where $\theta$ can be tuned for the optimal sensing performance. This prepare-evolve-measure sequence is repeated during a total available time $T$, giving $T/t$ independent repetitions of the measurement. The error in the estimate of $\omega$ is calculated by the propagation-of-error formula given in Eq. 1. We note that the initial product state in Eq. 4 is usually relatively easy to prepare in practice. For example, after cooling to the ground state $\otimes_n |m_n = -1\rangle$ of $\hat{H}$ in a strong magnetic field, a collective rotation of all spins can generate the desired state.

As a benchmark, we first calculate the error in the case when there are no interactions between the spins, i.e., when $\lambda_{n,n'} = 0$ for all $n, n'$. Then, the time-evolved state is:

$$|\psi(t)\rangle = \prod_{n=0}^{N-1} \frac{e^{-it\omega/2} |m_n = +1\rangle + e^{it\omega/2} |m_n = -1\rangle}{\sqrt{2}}. \quad (5)$$

We see that the dynamics are periodic, with period $\tau = 2\pi/\omega$, and the spins remain in a product state throughout the evolution. The error, easily calculated by the formula in Eq. 1, is then equal to the standard quantum limit, given by $\delta\omega = \omega_{\text{SQL}} = 1/\sqrt{NT}$. However, the non-interacting model is a very special case, for which the Hamiltonian $\hat{H}$ is integrable. Generally, for $\hat{H}_{\text{int}} \neq 0$, $\hat{H}$ is non-integrable. The interactions between the spins might therefore be expected to result in a degradation of the sensing performance. Indeed, when interactions are present the error typically does not decrease monotonically with the sensing time $t$. Rather, it decreases to a minimum value $\delta\omega_* \equiv \min_t \delta\omega$ at an optimal sensing time $t_*$. We illustrate these points for an example in $d = 1$ dimensions, with an interaction $\lambda_{n,n'} = \lambda/(n - n')^2$ and assuming periodic boundary conditions. We show in Fig. 1, by calculating energy level spacing statistics, that this Hamiltonian is non-integrable for any choice of the phase $\phi$. In Fig. 2 we plot the optimised error $\delta\omega_*$ and the optimal sensing time $t_*$ as a function of the overall coupling strength $\lambda$ and the phase $\phi$. We see that the equations:

$$\delta\omega_* = \frac{1.09}{\sqrt{Nt_*T}}, \quad t_* = \frac{0.53}{|\lambda\cos\phi|}. \quad (6)$$

fit the numerical data very well. It is clear that the optimal sensing time is long, and the error is low, when the interaction strength $\lambda$ is small. This is not surprising since it is close to the case of non-interacting spins precessing in the field $\omega$. However, the other notable feature of Fig. 2 and Eq. 6 is the diverging optimal sensing time $t_* \to \infty$ when $\phi = \pm \pi/2$, even for strong interactions $\lambda$. This may be surprising, considering the non-integrability of the Hamiltonian. We now show that the diverging $t_*$ and the associated low error for $\phi \approx \pm \pi/2$, is due...
B. Quantum many-body scars in the spin-1 DMI model

Before proceeding, it is convenient to introduce the spin-1/2 operators that are obtained by restricting to the \(|m_n = \pm 1\) local basis states of each spin-1 particle. These operators are \(\hat{\sigma}_n^\pm \equiv (\hat{S}_n^\pm)^2 = |m_n = \pm 1\rangle \langle m_n = \mp 1|, \) \(\hat{\sigma}_n^z = [\hat{\sigma}_n^+, \hat{\sigma}_n^-] = \hat{S}_n^z,\) with the associated spin-1/2 collective operators \(\hat{J}_n^\pm \equiv \sum_{n=0}^{N-1} \hat{\sigma}_n^\pm\) and \(\hat{J}_n^z \equiv \frac{1}{2}[\hat{J}_n^+, \hat{J}_n^-] = \frac{1}{2} \sum_{n=0}^{N-1} \hat{\sigma}_n^z.\) The symmetric Dicke states \(\{\hat{\Psi}(s)\}_{N=0}^N\) are defined as simultaneous eigenstates of \(\hat{J}_n^z\) and \(\hat{J}_n^\pm \equiv (\hat{J}_n^2)^{1/2} (\hat{J}_n^v)^2 + (\hat{J}_n^v)^2,\) and can be written as [45]:

\[
\hat{\Psi}(s) \equiv N_s (\hat{J}^z)^{s} |\psi\rangle, \quad s \in \{0, 1, \ldots, N\}, \tag{7}
\]

where \(N_s = \frac{1}{\pi} \left(\frac{N}{s}\right)^{1/2}\) is a normalisation factor and \(|\psi\rangle \equiv \bigotimes_{n=0}^{N-1} |m_n = -1\rangle.

It was recently shown [46] that the symmetric Dicke states in Eq. 7 are scar states of the Hamiltonian \(\hat{H}\) when \(\phi = \pm \pi/2.\) In other words, they are ETH-violating eigenstates of \(\hat{H}(\phi = \pm \pi/2),\) with a sub-volume law growth of entanglement entropy. We already know that they are eigenstates of the non-interacting part of the Hamiltonian \(\hat{H}_0 |\hat{\Psi}(s)\rangle = \omega(s - N/2) |\hat{\Psi}(s)\rangle,\) since this is one of the defining properties of Dicke states. Writing \(\hat{h}_{n,n'}(\phi) \equiv (\hat{J}^0)^{n_{n'}} \hat{S}_n^z \hat{S}_{n'}^z + e^{-i\phi} \hat{S}_n^+ \hat{S}_{n'}^+,\) in Appendix B we also show that \(\hat{h}_{n,n'}(\pm \pi/2) |\hat{\Psi}(s)\rangle = 0\) for all \(n, n',\) implying that \(\hat{H}_{\text{int}} |\hat{\Psi}(s)\rangle = 0.\) Therefore, the Dicke states are eigenstates of the full Hamiltonian \(\hat{H} = \hat{H}_0 + \hat{H}_{\text{int}},\) with the eigenvalue equation:

\[
\hat{H}(\phi = \pm \pi/2) |\hat{\Psi}(s)\rangle = \omega(s - N/2) |\hat{\Psi}(s)\rangle. \tag{8}
\]

Since our initial product state, given in Eq. 4, can be rewritten in terms of the Dicke states \(|\pm\rangle = 2^{-N/2} \sum_{s=0}^{N} \left(\frac{N}{s}\right)^{1/2} |\hat{\Psi}(s)\rangle,\) we can use Eq. 8 to write the time-evolved state:

\[
|\psi(t)\rangle = 2^{-N/2} \sum_{s=0}^{N} \left(\frac{N}{s}\right)^{1/2} e^{-it\omega(s - N/2)} |\hat{\Psi}(s)\rangle \tag{9}
\]

\[
= \bigotimes_{n=0}^{N-1} e^{-it\omega/2} |m_n = +1\rangle + e^{it\omega/2} |m_n = -1\rangle \sqrt{2}, \tag{10}
\]

showing that the evolution takes place entirely within the Dicke scar subspace. The product state Eq. 10 is identical to the non-interacting time-evolved state given in Eq. 5. The error is therefore the same, \(\delta\omega = \delta\omega_{\text{SQL}} = 1/\sqrt{N\gamma T},\) despite the non-zero interactions and the non-integrability of the Hamiltonian. As the error is always decreasing with time it has no minimum value, i.e., the optimal sensing time diverges \(t_\ast \to \infty\) as indicated by the numerical results in Fig. 2.

One might wonder if the emergence of scars (and the associated robustness in the sensing) relies on special symmetries of the spin-1 Hamiltonian at \(\phi = \pm \pi/2.\) Indeed, a feature of the Hamiltonian at \(\phi = \pm \pi/2\) is that it has the “particle-hole” symmetry \(\{\hat{\Pi}, \hat{H}\} = 0,\) where \(\hat{\Pi} = \bigotimes_{n=0}^{N} |0_n\rangle \langle 1_n| + |1_n\rangle \langle 0_n| (-1_n + |1_n\rangle \langle -1_n| (1_n)).\) However, as was noted in Refs. [46, 47], this symmetry can be broken by adding a term \(\hat{\Delta} = D \sum_n (\hat{S}_n^z)^2\) in the Hamiltonian, without disturbing the Dicke scar states \(\{\hat{\Psi}(s)\rangle\). The associated sensing performance therefore remains at the standard quantum limit when \(\phi = \pm \pi/2,\) despite the addition of \(\hat{\Delta}\) to the Hamiltonian.

The spin-1 Hamiltonian \(\hat{H}\) also has a \(U(1)\) symmetry associated with the conserved total magnetization \([\hat{H}, \sum_n \hat{S}_n^z] = 0.\) However, this symmetry can be broken by adding the local term \(\hat{H}_\Omega = \frac{\Omega}{2} \sum_n [\hat{\sigma}^y(s) \hat{S}_n^y(s)^2 + \hat{\sigma}^y(s) \hat{S}_n^y(s)^2] \) to the Hamiltonian. Then the non-interacting part of the Hamiltonian can be written as \(\hat{H}_0 + \hat{H}_\Omega = \sqrt{\omega^2 + \Omega^2} \hat{U} \hat{H}_0 \hat{U}^\dagger,\) where \(\hat{U} \equiv \exp[i\frac{\Omega}{2}\arctan(\frac{\Omega}{\omega}) \sum_n (\hat{S}_n^z)^2 + \text{h.c.}] \). Despite the broken magnetization symmetry, the full spin-1 Hamiltonian has the rotated set of Dicke scar states \(\{\hat{U} |\hat{\Psi}(s)\rangle\} \) (this is shown in Appendix B). If we consider a sensing scheme to estimate the Hamiltonian parameter \(\sqrt{\omega^2 + \Omega^2},\) with the initial state \(\hat{U} |\pm\rangle\) and the measurement observable \(\hat{U} \hat{O} \hat{U}^\dagger,\) then the error is again at the standard quantum limit.
tum limit. It appears that the only symmetry that cannot be broken in the Hamiltonian $\hat{H}(\phi = \pm \pi / 2)$ without destroying the scars, is the number parity symmetry $[\hat{H}, \hat{P}_0] = 0$, where $\hat{P}_0 \equiv (-1)^{\hat{N}_0}$ and $\hat{N}_0 \equiv \sum_n |m_n = 0 \rangle \langle m_n = 0|$.

To verify that the ETH is violated by the Dicke states we consider the expectation values $\langle E \rangle \hat{N}_0 / N$ for eigenstates $|E\rangle$ of the Hamiltonian. For convenience, we suppose that the Hamiltonian has no symmetry except for the conservation of number parity $[\hat{H}, \hat{P}_0] = 0$. For such an example we expect an infinite temperature thermal eigenstate to have $\langle E \rangle \hat{N}_0 / N \approx 1 / 3$ (i.e., $1 / 3$ probability of being in each of the three local basis states $m \in \{-1, 0, 1\}$). However, the Dicke states all have $\langle \Psi(s) | \hat{N}_0 | \Psi(s) \rangle = 0$. This ETH-violation is shown numerically for an example in Fig. 3(a). The half-chain entanglement entropy for each eigenstate in the same example is shown in Fig. 3(b). We note that it is possible to analytically calculate the entanglement entropy of any Dicke state $|\Psi(s)\rangle$ for any bipartition of the $N$ spins [48]. The scar state with the largest entanglement entropy is the $s = N/2$ Dicke state. For a bipartition into two equal-size clusters of spins, its entanglement entropy tends to $S \rightarrow 1 / 2 \log(N / 2)$ as $N \rightarrow \infty$. All of the Dicke states therefore have a sub-volume law growth of entanglement entropy [47].

IV. EXAMPLE: SPIN-1/2 MFI MODEL

A. Quantum sensing

The robust quantum sensing via many-body scars is not specific to the spin-1 DMI model. In this example we consider a sensing protocol in which the goal is the estimation of the transverse field parameter $\omega$ in a chain of $N$ spin-1/2 particles with the mixed-field Ising (MFI) Hamiltonian:

$$\hat{H}_{\text{MFI}} = \frac{\omega}{2} \sum_{n=0}^{N-1} \sigma_n^x + \frac{\Omega}{2} \sum_{n=0}^{N-1} \sigma_n^y + \lambda \sum_{n=0}^{N-1} \sigma_n^z \sigma_{n+1}^z. \quad (11)$$

Here $\sigma_n^\mu, \mu \in \{x, y, z\}$, are the spin-1/2 Pauli operators at site $n$ on the chain and we assume the periodic boundary conditions $\sigma_{n+N}^\mu \equiv \sigma_n^\mu$.

After preparing the spins in the initial Néel state $|\psi(0)\rangle = |\mathbb{Z}_2\rangle \equiv |\uparrow\uparrow\uparrow\ldots\rangle$, the spin system evolves by the Hamiltonian $\hat{H}_{\text{MFI}}$ for a sensing time $t$, followed by the measurement of an observable $\hat{O} \in \mathcal{M}$, where $\mathcal{M}$ is some set of experimentally accessible observables. The measurement is repeated $T/t$ times, resulting in the estimation error given in Eq. 1. For the purposes of this example it is sufficient to consider the space of accessible measurement observables $\mathcal{M}$ to be spanned by the basis set $\{\hat{j}_{\text{odd}}^\mu, \hat{j}_{\text{even}}^\mu\}_{\mu \in \{x, y, z\}}$, where $\hat{j}_{\text{odd/even}}^\mu \equiv \frac{1}{2} \sum_n \hat{\sigma}_n^\mu$. A measurement observable is thus of the form $\hat{O} = \sum_{\mu \in \{x, y, z\}} (c_{\text{odd}}^\mu \hat{j}_{\text{odd}}^\mu + c_{\text{even}}^\mu \hat{j}_{\text{even}}^\mu)$ for $c_{\text{odd/even}}^\mu \in \mathbb{R}$. We note that, in practice, such a measurement can be implemented if it is possible to perform arbitrary collective rotations of the odd/even spins separately, just prior to the measurement of a single collective observable, e.g., the total magnetization $\hat{J}^z = \hat{J}^z_{\text{odd}} + \hat{J}^z_{\text{even}}$. Such operations do not require single-site addressability of the spins. Also, the initial Néel state $|\mathbb{Z}_2\rangle$ is often easily prepared, for example by cooling to
the ground state of a Hamiltonian with a strong antiferromagnetic interaction, or a nearest-neighbour blockade (as in the experiments of Ref. [18]).

In the case of non-interacting spins without a longitudinal field ($\Omega = \lambda = 0$) the time-evolved state is a product state. The error is easily calculated and is given by the standard quantum limit $\delta \omega_{SQ} = 1/\sqrt{NT}$. For $\lambda \neq 0$ the error no longer decreases monotonically in time, and so we focus our attention on the minimum error $\delta \omega = \min_t \delta \omega$. If, in addition, $\Omega \neq 0$ the Hamiltonian is non-integrable, and we resort to numerical simulation to obtain our results. These results are summarised in Fig. 4(a) where we plot the optimised error $\delta \omega = \min_t \delta \omega$ for various values of the longitudinal field $\Omega$ and the Ising coupling $\lambda$. We see that the error $\delta \omega$ is small when $\{|\Omega|, |\lambda|\} \ll |\omega|$. This is not surprising, since it is close to the case of non-interacting spins precessing in the transverse field $\omega$. As the interaction strength $\lambda$ increases the approximation to non-interacting spins begins to break down, which we expect to degrade the error. Fig. 4(a) shows that this is true for the most part, but that something unusual happens for $|\Omega| = |\lambda| \gg |\omega|$, where the error remains small. To show this effect in more detail, in Fig. 4(b) we plot a cross-section of Fig. 4(a) along the $\Omega = \lambda$ diagonal line. Along this cross-section we see that the estimation error does not simply increase monotonically as the interaction strength $\lambda$ increases. Rather, there is a range of values for which increasing the interaction strength improves the estimation error, before the error eventually plateaus for a sufficiently large interaction strength $\lambda$. Fig. 4(c) shows that this is associated with an optimal sensing time $t_*$ that is also enhanced by increasing $\lambda$. In contrast, a cross-section along the line $\Omega = 2\lambda$ shows that increasing interactions result in a degraded sensitivity, with the error increasing as $\delta t_* \sim \lambda^{-1/2}$ and the optimal sensing time decreasing as $t_* \sim |\lambda|^{1-1}$. This is consistent with the usual expectation that increased interactions between spins leads to faster decoherence.

In the next section we will see that, as with the spin-1 example, the reason for the improved sensor performance is the emergence of quantum many-body scars in the parameter regime $|\Omega| = |\lambda| \gg |\omega|$. Before that however, we consider a perturbation to the mixed-field Ising Hamiltonian that was shown by Choi et al. to enhance the many-body scars in that parameter regime [49]. The perturbation is $\hat{H} = \hat{H}_{\text{MPI}} + \delta \hat{H}$ where:

$$
\delta \hat{H} \equiv \frac{\eta}{4N} \sum_{n=0}^{N-1} \sum_{d=2}^{N/2} c_d (\sigma_n^x \sigma_{n+d}^x + \sigma_n^y \sigma_{n+d}^y),
$$

with $c_d = (\phi^{d-1} - \phi^{-d+1})^{-2}$ and $\phi = (1 + \sqrt{5})/2$ the golden ratio. Choosing $\eta = -0.1\omega$ we see in Fig. 4(b) that, with this perturbation, a scaling $\delta \omega \sim |\lambda|^{-1/2}$ is maintained for a large range of interaction strengths $\lambda$, giving very low error for large interaction strength. Similarly, for $\lambda \gg \omega$ the sensing time scales as $t_* \sim |\lambda|$, i.e., longer sensing times are achieved with stronger interactions. We now explain that the emergence of quantum many-body scars are responsible for this unusual enhancement in sensitivity with increasing interaction strength.

### B. Quantum many-body scars in the MFI model

If $\Omega = \lambda$ the mixed-field Ising Hamiltonian can be rewritten as:

$$
\hat{H}_{\text{MPI}} = \frac{\omega}{2} \sum_{n=0}^{N-1} \sigma_n^x + \lambda \sum_{n=0}^{N-1} \left| \uparrow_{n+1} \right\rangle \left\langle \uparrow_{n+1} | \downarrow_{n} \right\rangle \left( \uparrow_{n} \right\rangle \left\langle \uparrow_{n} | \downarrow_{n} \right\rangle | \downarrow_{n+1} \rangle \left\langle \downarrow_{n+1} | \downarrow_{n+1} \right\rangle,
$$

up to an added constant that just shifts all energies by an equal amount. We can see that for $\Omega = \lambda \gg |\omega|$ states $|\ldots \uparrow \ldots\rangle$ with two consecutive $\uparrow$-states have a large energy penalty (alternatively, if $\Omega = -\lambda$ states $|\ldots \downarrow \ldots \rangle$ with two consecutive $\downarrow$-states have a large energy penalty). Neglecting these states and performing a rotating wave approximation gives the effective “PXP Hamiltonian” [50]:

$$
\hat{H}_{\text{PXP}} = \hat{P} \left( \frac{\omega}{2} \sum_{n=0}^{N-1} \sigma_n^x \right) \hat{P},
$$

where $\hat{P} = \prod_{n=0}^{N-1} (1 - \left| \uparrow_{n} \uparrow_{n+1} \right\rangle \left\langle \uparrow_{n+1} | \uparrow_{n} \right\rangle)$ is a projector that forbids any transitions into states with neighbouring spins in the $\uparrow$-state. The PXP Hamiltonian is known to have a set of quantum many-body scars [19]. The scars have approximately equal energy gaps, and a large overlap with the initial Néel state $|\uparrow \uparrow \uparrow \rangle$. This results in long-lived revivals of the initial state, and is the origin of the enhanced sensor performance in the parameter regime $\Omega = \lambda \gg |\omega|$. However, the revivals are not perfect, and they do eventually decay, corresponding to a finite $t_*$ in our numerical simulations of the sensing experiment. It was shown by Choi et al. [49] that the energy gaps between the scar states can be made almost exactly harmonic, and the revivals almost perfect, by adding the perturbation $\hat{H}_{\text{PXP}}$ to the PXP Hamiltonian, with $\delta \hat{H}$ as given in Eq. 12. If this perturbation leads to perfect revivals of the initial state we can expect the optimal sensing time $t_*$ to diverge in the PXP-limit. This is the origin of the $t_* \sim |\lambda|$ scaling for $\lambda \gg |\omega|$ in Fig. 4(c).

Finally, we note that for the non-interacting model $\lambda = \Omega = \eta = 0$, we get the same error $\delta \omega = 1/\sqrt{NT}$, whether we prepare the spins in the initial Néel state $|\psi(0)\rangle = |\uparrow \uparrow \uparrow \rangle$, or if we choose the fully polarised initial state $|\psi(0)\rangle = |\downarrow \downarrow \downarrow \ldots \rangle$. However, in the parameter regime $\lambda = \Omega \gg |\omega|$ the Néel state lives in the scarred subspace while the polarized state does not. The polarized state will therefore thermalise and cannot give improving sensor performance with increasing interaction strength. This is shown in the yellow line in Fig. 4(b).
V. ROBUSTNESS AND PERIODIC CONTROLS

The two examples presented in section III and section IV show that quantum sensing is very robust to certain strong interactions, as a result of quantum many-body scarring. However, it is natural to ask how stable such sensing is against other perturbations that might appear in any practical realisation of the scheme. This depends partly on the stability of the scars themselves. Despite some work on this topic [27, 51–54], there is still much unknown.

From the sensing perspective, the situation can be compared to attempts to design a quantum sensor by suppressing all interactions between spins $H_{\text{int}} \approx 0$ (see the discussion in section II). In that case, even with very good suppression, in realistic experiments there will always be unwanted small perturbations that degrade the sensor performance. Similarly, although our sensing schemes in section III and section IV are perfectly robust to certain strong interactions, in reality there will always be some degradation compared to the ideal case. For $H_{\text{int}} \approx 0$ it is well known that the application of periodic controls can suppress unwanted interactions [55], and that this is compatible with the estimation of alternating signals [2, 5]. Below, we show that this approach can, in principle, be tailored to quantum sensing in a strongly interacting system with many-body scars.

To illustrate the idea we return to our spin-1 Hamiltonian, this time assuming a one-dimensional nearest neighbour interaction $H_{\text{int}} = \lambda \sum_n (e^{i\phi} \hat{S}_n^z \hat{S}_{n+1}^z + \text{h.c.})$. Recall that this can be rewritten as $H_{\text{int}} = \lambda \sum_n \left[ \cos \phi (\hat{S}_n^x \hat{S}_{n+1}^x + \hat{S}_n^y \hat{S}_{n+1}^y) + \sin \phi (\hat{S}_n^x \hat{S}_{n+1}^y - \hat{S}_n^y \hat{S}_{n+1}^x) \right]$, separating it into its XX-interaction (the cos $\phi$ term) and DMI contribution (the sin $\phi$ term). In Eq. 6 we showed (for a slightly different choice of couplings $\lambda_n, \phi_n$) that the optimised error $\delta \omega \sim \sqrt{|\cos \phi|}$ is degraded by the strength of the XX-interaction. This seems to indicate that the sensing is not very robust to such a perturbation.

Now consider the unitary operator $V_\pi \equiv e^{i\pi \hat{S}_0^z} e^{i\pi \hat{S}_1^z} e^{i\pi \hat{S}_2^z} e^{i\pi \hat{S}_3^z} \ldots$, which implements a $\pi$-rotation of each spin around its $z$-axis (for even spin index $n$) or around its $y$-axis (for odd spin index $n$). The $\pi$-pulse $V_\pi$ has the property that it commutes with the DMI component of $H_{\text{int}}$, but anticommutes with the damaging XX-component, so that $V_\pi H_{\text{int}} V_\pi = \lambda \sum_n \left[ - \cos \phi (\hat{S}_n^x \hat{S}_{n+1}^x + \hat{S}_n^y \hat{S}_{n+1}^y) + \sin \phi (\hat{S}_n^x \hat{S}_{n+1}^y - \hat{S}_n^y \hat{S}_{n+1}^x) \right]$. We might therefore expect that periodic application of $V_\pi$ to the spins will have the effect of suppressing the unwanted XX-interaction, while leaving the DMI, to which the sensing is already robust, relatively unaffected. Note, however, that for $H_0 = \frac{\hbar}{2} \sum_n \hat{S}_n^z$ we have $V_\pi H_0 V_\pi = -H_0$, so that the signal we wish to measure is also suppressed by the pulse.

This is a well known issue in quantum sensing with periodic controls, and can be overcome if we modify our scheme to measure a signal that is alternating in time at the pulse frequency, $H_0 \rightarrow H_0(t) = \frac{\hbar}{2} \sin(\pi t/\tau) \sum_n \hat{S}_n^z$, where $\tau$ is the time interval between the periodic $\pi$-pulses. With this modification the reversal of sign of $H_0$ on the application of a $\pi$-pulse is compensated by the change of sign in the sinusoid, giving an overall accumulation of signal [5].

In Fig. 5 we plot the error in estimating the amplitude $\omega$ of the alternating signal at the sensing time $t$, assuming that the $\pi$-pulse $V_\pi$ has been applied $m$ times at periodic intervals $\tau = t/m$ during the preceding dynamics. We see that the periodic controls suppress the damaging XX-interaction, extend the optimal sensing time and enhance the optimal sensitivity.

Another likely source of noise is inhomogeneity in the local magnetic fields, represented by an added Hamiltonian term $H_\Delta = \sum_n \Delta_n \hat{S}_n^z$. Since $V_\pi H_\Delta V_\pi = -H_\Delta$ the $\pi$-pulse is also effective at suppressing such perturbations. In the limit of high-frequency periodic control, $m \rightarrow \infty$, the optimal sensing time diverges and the estimation error $\delta \omega = 2/\sqrt{\pi^2 N \tau \bar{T}}$, as shown in Appendix C.

We note that the simple periodic control considered here does not suppress next-nearest neighbour XX-interactions or interactions of the form $H_Z = \sum_{n,m} g_{n,m} \hat{S}_n^z \hat{S}_m^z$, if they are included. Also, pulse errors have not been taken into account in the analysis above, although they may be significant if many pulses $m \gg 1$ are applied. One possible approach to these issues might be to develop a more sophisticated pulse sequence that is robust to more generic noise and to pulse errors [56]. Another promising approach recently demonstrated experimentally is to employ periodic driving to stabilise the scars and the associated long-lived oscillations by the creation of a robust discrete time-crystal-like phase [57, 58]. Further work is required to determine if such a robust non-equilibrium phase can be exploited for quantum sensing.
VI. CONCLUSION

Quantum many-body scars are special eigenstates of a non-integrable many-body system that, for certain initial states, can prevent or slow down thermalisation. Since this is associated with long coherence times, scars can be exploited for quantum sensing. In this paper we have demonstrated this for two example models: a spin-1 DMI model, and a spin-1/2 MFI model.

Although the two examples appear to be very different, there are some interesting similarities in the structure of their scar subspaces [47]. Recall that the scar states in the spin-1 DMI model are the Dicke states \( \{ \Psi(s) \}_{s=0}^{N} \) (defined in Eq. 7) with harmonic energy gaps, resulting in SU(2)-spin dynamics in the Dicke subspace. For the spin-1/2 PXP-model, it was shown in Ref. [19] that the dynamics in the scar subspace can be though of as approximate SU(2)-spin dynamics, with the scar states playing the role of the Dicke subspace. The perturbation introduced at the end of section IV improves the approximation, so that the dynamics are almost exactly like those of an SU(2) spin. Whether this SU(2) structure is an essential feature of quantum sensing via many-body scars, or if examples exist without this feature (but still satisfying our criteria in section II) is, to the best of our knowledge, an open question.

In both examples we assumed an initial product state of the \( N \) probe particles. However, it is well known that for non-interacting systems, entangled initial states such as spin squeezed states can give an enhanced sensitivity compared to separable initial states [59]. This is also possible for strongly interacting systems with many-body scars, as we show in Appendix D for the spin-1 DMI example.

Robustness to perturbations is undoubtedly an important topic of further research, if quantum sensors exploiting scars are to become a useful technology. As discussed in section V, periodic controls may offer a route to such robustness.
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Appendix A: The estimation error in Eq. 6 is independent of $\omega$

The expression for the estimation error in Eq. 6 is independent of the target parameter $\omega$. This $\omega$-independence is a consequence of two features of our scheme: (i) the symmetry $[\hat{H}_0, \hat{H}_{\text{int}}] = 0$, where $\hat{H}_0 = \frac{\omega}{2} \sum_n \hat{S}_n^z$ and $\hat{H}_{\text{int}} = \sum_{n,n'} (e^{i\phi} \hat{S}_n^+ \hat{S}_{n'}^- + \text{h.c.})$, and (ii) the optimisation of the error over the variable $\theta$ in our measurement observable $\hat{O}_\theta = e^{-it} \sum_n (\hat{S}_n^z)^2 + \text{h.c.}$. To see this, consider the measurement observable in the Heisenberg picture, $\hat{O}_\theta(t) = e^{it\hat{H}} \hat{O}_\theta e^{-it\hat{H}}$, where $\hat{H} = \hat{H}_0 + \hat{H}_{\text{int}}$. Using the property $[\hat{H}_0, \hat{H}_{\text{int}}] = 0$ we can rewrite this as:

$$\hat{O}_\theta(t) = e^{it\hat{H}_{\text{int}}} e^{it\hat{H}_0} \hat{O}_\theta e^{-it\hat{H}_0} e^{-it\hat{H}_{\text{int}}} = e^{it\hat{H}_{\text{int}}} \hat{O}_\theta e^{-it\hat{H}_{\text{int}}},$$

where, in the last equality, the effect of the $\omega$-dependent $\hat{H}_0$ term has been absorbed into the measurement observable with $\theta \rightarrow \theta - 2\omega$. Since the variable $\theta - 2\omega$ is optimised in the final measurement, the estimation error will be completely independent of $\omega$. Of course, the optimised measurement observable will then depend on the unknown parameter $\omega$. However, this is not a major problem in the limit of many repetitions $T/t \gg 1$ of the measurement: adaptive measurement schemes can begin with a non-optimal random value of $\theta$ and push towards the optimal value as the estimate of $\omega$ improves [60, 61].

If we break property (i), for example by adding the transverse field $\hat{H}_\Omega = \frac{\Omega}{2} \sum_n (e^{i\eta} (\hat{S}_n^+)^2 + \text{h.c.})$ to the non-interacting part of the Hamiltonian, then the estimation error will no longer be independent of $\omega$. Indeed, if $\Omega \gg \omega$ the sensitivity to $\omega$ will be severely degraded. As mentioned in the main text, one approach to this is to measure the total field strength $\sqrt{\omega^2 + \Omega^2}$ instead of just the $z$-direction field $\omega$. However, if it is important to measure $\omega$ rather than $\sqrt{\omega^2 + \Omega^2}$, another approach is to apply a large known field $\omega_{\text{known}}$ in the $z$-direction, so that $\omega + \omega_{\text{known}} \gg \Omega$. After estimating the total value $\omega + \omega_{\text{known}}$ the known value can be subtracted to give an estimate of the unknown field $\omega$. Yet another approach would be to apply time-dependent quantum controls: it has been shown that this can restore the standard quantum limit for estimating $\omega$, even when $\omega \ll \Omega$ [62].
Appendix B: The Dicke states are scars of the spin-1 DMI Hamiltonian, $H(\phi = \pm \pi/2)$

Here we prove that the Dicke states $\{ | \Psi(s) \rangle \}_{s=0}^{N} \equiv e^{i\pi S_0^z} e^{i\pi S_1^y} e^{i\pi S_2^z} \ldots$ are eigenstates of the spin-1 DMI Hamiltonian $\hat{H} = \hat{H}_0 + \sum_{n,n'} \lambda_{n,n'} \hat{n}_{n,n'}$, where $\hat{H}_0 = -\frac{\pi}{2} \sum_{n=0}^{N-1} \hat{S}_n^z$ and $\hat{n}_{n,n'} = i \hat{S}_n^+ \hat{S}_{n'}^- - \hat{S}_n^- \hat{S}_{n'}^+$. (We have assumed $\phi = \pi/2$ but the proof is identical for $\phi = -\pi/2$.) We note that this was already proved in the Appendix of Ref. [46], and that the proof here is based on the one given in Ref. [47] for a similar spin-1 model.

We know that the symmetric Dicke states are eigenstates of the non-interacting Hamiltonian $\hat{H}_0$, since this is one of the defining properties of Dicke states. To show that they are also eigenstates of the interacting part we will show that $\hat{h}_{n,n'} | \Psi(s) \rangle = 0$ for all $n,n'$ (following Ref. [47]). First rewrite the Dicke state as the superposition:

$$| \Psi(s) \rangle = \left( \begin{array}{c} 0 \\ \vdots \\ N \end{array} \right)^{-\frac{1}{2}} \sum_{\text{perms}} | m = +1 \rangle_{\text{sym}} \otimes | m = -1 \rangle_{\text{anti}}.$$

(B1)

where the sum is over all permutations of $s$ spins in the state $| m = +1 \rangle$ and the remaining $N-s$ spins in the state $| m = -1 \rangle$. Any states in the superposition with $m_n = m_{n'} = 1$ or $m_n = m_{n'} = -1$ are annihilated by $\hat{h}_{n,n'}$, since $\hat{S}_n^z \hat{S}_{n'}^z | m_n = 1 \rangle | m_{n'} = 1 \rangle = \hat{S}_n^z \hat{S}_{n'}^z | m_n = -1 \rangle | m_{n'} = -1 \rangle = 0$. Suppose that there is a term in the superposition Eq. B1 of the form $| A \rangle | -1_n \rangle | B \rangle | +1_n' \rangle | C \rangle$ (i.e., with $m_n = -1$, $m_{n'} = +1$, and with $A$, $B$, and $C$ representing strings of $\pm 1$’s for the other spins). Then the term $| A \rangle | +1_n \rangle | B \rangle | -1_n' \rangle | C \rangle$ must also be present in the superposition, since the superposition includes all permutations of the spins. But we have:

$$\hat{h}_{n,n'} (| A \rangle | -1_n \rangle | B \rangle | +1_n' \rangle | C \rangle + | A \rangle | +1_n \rangle | B \rangle | -1_n' \rangle | C \rangle) = i (| A \rangle | 0_n \rangle | B \rangle | 0_n' \rangle | C \rangle - i | A \rangle | 0_n \rangle | B \rangle | 0_n' \rangle | C \rangle = 0.$$

(B2)

Since this this covers all possibilities $m_n, m_{n'} \in \{ \pm 1 \}$, all states in the superposition Eq. B1 are either annihilated or cancelled out, and we have $\hat{h}_{n,n'} | \Psi(s) \rangle = 0$.

Since $\hat{H}_{\text{int}} | \Psi(s) \rangle = 0$ for all $s$, any superposition of the states $\{ | \Psi(s) \rangle \}_{s=0}^{N}$ will also be annihilated by $\hat{H}_{\text{int}}$. In particular, let $\hat{U}$ be any unitary transformation that leaves the symmetric Dicke subspace invariant, i.e., $\hat{U}$ has the property that $[\hat{U}, \sum_s | \Psi(s) \rangle \langle \Psi(s) |] = 0$. Then $\hat{U} | \Psi(s) \rangle$ is still in the symmetric Dicke subspace and so we have $\hat{H}_{\text{int}} \hat{U} | \Psi(s) \rangle = 0$. The rotated states $\hat{U} | \Psi(s) \rangle$ will no longer by eigenstates of the non-interacting Hamiltonian $\hat{H}_0 = -\frac{\pi}{2} \sum_{n=0}^{N-1} \hat{S}_n^z$, but they will be eigenstates of $\hat{U} \hat{H}_0 \hat{U}^\dagger$. This means that $\{ | \Psi(s) \rangle \}_{s=0}^{N}$ are eigenstates of the Hamiltonian $\hat{H}_U = \hat{U} \hat{H}_0 \hat{U}^\dagger + \hat{H}_{\text{int}}$. Towards the end of Sec. III B, this was used to show that the scar states can be present even when the magnetisation symmetry of the Hamiltonian is broken by $\hat{U}$.

Appendix C: Noise suppression with periodic control in spin-1 example

In section V we showed numerically that periodic application of the $\pi$-pulse $\hat{V}_\pi \equiv e^{i\pi S_0^z} e^{i\pi S_1^y} e^{i\pi S_2^z} \ldots$ suppresses the unwanted XX-interaction and enhances estimation of an alternating signal. Here we show that in the limit of high-frequency control the XX-interaction, as well as noise due to inhomogeneous local magnetic fields, are completely eliminated leaving only the DMI to the sensing is already robust.

The Hamiltonian is $\hat{H} = \hat{H}_0(t) + \hat{H}_\Delta + \hat{H}_{XX} + \hat{H}_{\text{DMI}}$, where $\hat{H}_0(t) = -\frac{\pi}{2} \sin(\pi t/\tau) \sum_n \hat{S}_n^z$ is our alternating signal, $\hat{H}_\Delta = \sum_n \Delta_n \hat{S}_n^z$ is the local magnetic field noise, $\hat{H}_{XX} = \lambda \cos \phi \sum_n (\hat{S}_n^x \hat{S}_{n+1}^x + \hat{S}_n^y \hat{S}_{n+1}^y)$ is the XX-interaction, and $\hat{H}_{\text{DMI}} = \lambda \sin \phi \sum_n (\hat{S}_n^x \hat{S}_{n+1}^y - \hat{S}_n^y \hat{S}_{n+1}^x)$ is the DMI. The corresponding unitary time-evolution operator between times $t_j$ and $t_{j+1}$ is $\hat{U} = \mathcal{T} \exp[-i \int_{t_{j+1}}^{t_j} dt \hat{H}(t)]$. If we apply the $\pi$-pulse $\hat{V}_\pi$ periodically, at times $t_j = j \tau$, where $j = 1, 2, \ldots, m$, then the total time-evolution operator, including the controls is:

$$\hat{U}_{\text{ctrl}}(m \tau) = \hat{V}_\pi \hat{U} (t_m, t_{m-1}) \hat{V}_\pi \hat{U} (t_{m-1}, t_{m-2}) \ldots \hat{V}_\pi \hat{U} (t_1, t_0).$$

(C1)

If the inter-pulse period $\tau$ is sufficiently short, we can approximate:

$$\hat{U} (t_j, t_{j-1}) \approx e^{-i \tau \hat{H}_\Delta e^{-i \tau \hat{H}_{XX} e^{-i \tau \hat{H}_{DMI} e^{-i \int_{t_{j-1}}^{t_j} dt \hat{H}_0(t)}},}$$

(C2)

$$\hat{V}_\pi \hat{U} (t_{j+1}, t_j) \hat{V}_\pi \approx e^{i \tau \hat{H}_\Delta e^{i \tau \hat{H}_{XX} e^{i \tau \hat{H}_{DMI} e^{i \int_{t_{j-1}}^{t_j} dt \hat{H}_0(t)}},}$$

(C3)

where the exponentials commute with each other up to $O(\tau)$. The total evolution operator is then approximately:

$$\hat{U}_{\text{ctrl}}(m \tau) \approx \exp \left[ -i \tau \hat{H}_{\text{DMI}} + i \sum_{j=1}^{m} \int_{t_{j-1}}^{t_j} dt \hat{H}_0(t) \right] = \exp \left[ -i \tau \hat{H}_{\text{DMI}} - i \pi \hat{H}_0 \right].$$

(C4)
We see that the noise terms are completely suppressed, and the effective dynamics are given by the DMI and a static signal. The effective static signal frequency is suppressed by a factor of $2/\pi$ compared to the $\phi = \pi/2$ ideal case in section III A. The estimation error is therefore larger by the same factor, and we have $\delta \omega = 2\delta \omega_{\text{SQL}}/\pi = 2/\sqrt{\pi^2 N_t T}$.

**Appendix D: Squeezing-enhanced sensing in the spin-1 DMI model**

It is well known that for non-interacting spin systems, the sensing performance can sometimes be enhanced by using an entangled or spin squeezed initial state instead of a separable initial state [59]. Then the error can be decreased to the Heisenberg limit $\delta \omega_{\text{HL}} \propto 1/(N\sqrt{tT})$, a $\sqrt{N}$ scaling enhancement compared to the standard quantum limit $\delta \omega_{\text{SQL}} \propto 1/\sqrt{N t T}$.

In principle, such a quantum enhancement is also possible here, for an interacting system with many-body scars. This is seen most clearly in our spin-1 interacting model. In Sec. III A we assumed that the probe was prepared in the separable initial state $|+\rangle$ (defined in Eq. 4), leading to an estimation error $\delta \omega = \delta \omega_{\text{SQL}} = 1/\sqrt{N t T}$, even in the presence of strong interactions (if $\phi = \pm \pi/2$). More generally, however, if the probe is prepared in a squeezed initial state the estimation error can be decreased by a factor $\xi < 1$, to $\delta \omega = \xi \delta \omega_{\text{SQL}}$. This enhancement factor is the squeezing parameter first defined by Wineland et al. [38, 63]:

$$\xi = \frac{\sqrt{N}}{||\bar{J}||} \min_{\bar{r}_\perp} \Delta(\bar{r}_\perp \cdot \bar{J}),$$

where the minimisation is over all unit vectors $\bar{r}_\perp$ that are perpendicular to the mean spin direction $\langle \bar{J} \rangle$ of the initial state, and $\Delta(\bar{r}_\perp \cdot \bar{J})$ is the standard deviation of the operator $\bar{r}_\perp \cdot \bar{J}$. We note that the operators $\bar{J} = (\hat{J}_x, \hat{J}_y, \hat{J}_z)$ here refer to the spin-1/2 system “embedded” in the spin-1 system, as explained at the beginning of Sec. III B.

To generate the squeezed initial state in our spin-1 model we could, for example, prepare the two-axis twisted state $\hat{S}(\chi) |+\rangle$, where $\hat{S}(\chi) = \exp[i\chi (\hat{J}_y \hat{J}_x + \hat{J}_z \hat{J}_y)]$ [64, 65]. For $N \gg 1$, the optimal squeezing strength $\chi = \chi_{\text{opt}}$ results in a squeezing parameter $\xi \sim 1/\sqrt{N}$ [64, 65], so that the error is at the Heisenberg limit $\delta \omega = \xi \delta \omega_{\text{SQL}} \sim 1/(N\sqrt{tT})$ [63].

Although sensing using entangled or squeezed states can be very fragile against some types of noise [66–68], it is known that significant gains can still be achieved in certain noisy scenarios [6, 69].