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Abstract
In this paper, we study the dynamics behavior of the (NLS system) with three waves interaction in the energy space $H^1(\mathbb{R}^5) \times H^1(\mathbb{R}^5) \times H^1(\mathbb{R}^5)$. Inspired by Dodson and Murphy (Math Res Lett 25(6):1805–1825, 2018), we establish an interaction Morawetz estimate for the (NLS system), together with the criterion which proved by Tao–Dodson–Murphy we can get the scattering under the ground state in energy space with mass-resonance. Under the radial assumption, we can remove the mass-resonance condition.

1 Introduction

Considering the Cauchy problem for the quadratic nonlinear Schrödinger system:

$$
\begin{align*}
  i \partial_t u + Au &= f(u), \\
  u(0, x) &= u_0(x),
\end{align*}
$$

(NLS system)
where $u$ and $u_0$ are all vector-valued complex functions with three components defined as follow:

$$
\begin{align*}
u & := \begin{pmatrix} u_1^1 \\ u_1^2 \\ u_1^3 \end{pmatrix}, \\
u_0 & := \begin{pmatrix} u_0^1 \\ u_0^2 \\ u_0^3 \end{pmatrix},
\end{align*}
(1.1)
$$

and $A$ is a $3 \times 3$ matrix, $f : \mathbb{C}^3 \to \mathbb{C}^3$ as follow

$$
A = \begin{pmatrix} \kappa_1 \Delta & 0 & 0 \\ 0 & \kappa_2 \Delta & 0 \\ 0 & 0 & \kappa_3 \Delta \end{pmatrix},
f(u) := \begin{pmatrix} -u^2 u^3 \\ -u^1 u^3 \\ -u^1 u^2 \end{pmatrix},
(1.2)
$$

where $u^i : \mathbb{R} \times \mathbb{R}^d \to \mathbb{C}$ are unknown functions, $\kappa_i \in (0, \infty)$ are real numbers ($i = 1, 2, 3$).

In terms of physics, the quadratic nonlinearity of (NLS system) arises from a model in the nonlinear optics describing the second harmonic generation and Raman amplification phenomenon in plasma, this process is a nonlinear instability phenomenon (see [4] for more detail). In fact, (NLS system) is the form of infinite dimensional Hamilton if we treat $\mathbb{C} \sim \mathbb{R}^2$.

$$
\begin{align*}
\partial_t u &= S_6 \frac{\partial H}{\partial \bar{u}},
\end{align*}
(IDH)
$$

where $S_6$ is the standard $6 \times 6$ symplectic matrix and $H = H(u)$ is the Hamilton with

$$
H(u) = \sum_{i=1}^{3} \frac{k_i}{2} \| u^i \|_{L^2}^2 - \Re \int_{\mathbb{R}^d} u^1 u^2 u^3 \, dx.
$$

Thus, by Emmy Noether’s theorem, the solutions to (NLS system) conserve the mass, energy and momentum, corresponding to the transformations of rotation of phase, translation of time and translation of space respectively, defined as follows

$$
\begin{align*}
M(u) & := \frac{1}{2} \| u^1 \|_{L^2}^2 + \frac{1}{2} \| u^2 \|_{L^2}^2 + \| u^3 \|_{L^2}^2 \equiv M(u_0),
E(u) & := K(u) - V(u) \equiv E(u_0),
P(u) := \text{Im} \int_{\mathbb{R}^d} \left( u^1 \nabla u^1 + u^2 \nabla u^2 + u^3 \nabla u^3 \right) \, dx \equiv P(u_0),
\end{align*}
$$

where

$$
\begin{align*}
\text{(kinetic energy)} & \quad K(u) := \frac{k_1}{2} \| u^1 \|_{L^1}^2 + \frac{k_2}{2} \| u^2 \|_{L^1}^2 + \frac{k_3}{2} \| u^3 \|_{L^1}^2, \\
\text{(potential energy)} & \quad V(u) := \Re \int_{\mathbb{R}^d} u^1 u^2 u^3 \, dx.
\end{align*}
$$

The equation (NLS system) also shares the scaling invariance

$$
u_\lambda(t, x) = \lambda^2 u\left( \lambda^2 t, \lambda x \right)
$$

for $\lambda > 0$. If we set $\dot{H}^{s} := \dot{H}^{s} \times \dot{H}^{s} \times \dot{H}^{s}$, then the critical regularity of Sobolev space is $\dot{H}^{s_c}$, i.e., $\| u_x \|_{\dot{H}^{s_c} (\mathbb{R}^d)} = \| u \|_{\dot{H}^{s_c} (\mathbb{R}^d)}$ where $s_c = \frac{d}{2} - 2$. Therefore, the equation (NLS system) is called mass-subcritical if $d \leq 3$, mass-critical if $d = 4$, energy-subcritical if $d = 5$, and energy-critical if $d = 6$. Springer
Now, we review some basic facts about the nonlinear Schrödinger equation:

\[ i\partial_t u + \Delta u = \mu|u|^{p-1}u, \quad (t, x) \in \mathbb{R} \times \mathbb{R}^d, \]

(NLS)

The case \( \mu = 1 \) is the defocusing case, while \( \mu = -1 \) gives the focusing case. For the defocusing case, the potential energy has the same sign as the kinetic energy; while for the focusing case, the contray is the case. In contrast to the classical nonlinear Schrödinger equation (NLS), the (NLS system) do not have classification of the so-called focusing and defocusing case, since we can not figure out the sign of potential energy.

Both defocusing case (\( \lambda > 0 \)) and focusing case (\( \lambda < 0 \)) of (NLS) have been studied in a large amount of literature, such as [1, 5–7, 10, 18, 22–24, 27] by J.Bourgain, T. Tao, B. Dodson, T. Duyckaerts, R. Killip, C. Miao, M. Visan and so on.

Similarly to the classical (NLS), we can define the Galilean transformation to the (NLS system) as follows:

\[
\begin{pmatrix}
  u^1(t, x) \\
  u^2(t, x) \\
  u^3(t, x)
\end{pmatrix}
\rightarrow
\begin{pmatrix}
  e^{i \frac{k_1}{k_1} t} e^{-i t \frac{|\xi|^2}{k_1}} u^1(t, x - 2t \xi) \\
  e^{i \frac{k_2}{k_2} t} e^{-i t \frac{|\xi|^2}{k_2}} u^2(t, x - 2t \xi) \\
  e^{i \frac{k_3}{k_3} t} e^{-i t \frac{|\xi|^2}{k_3}} u^3(t, x - 2t \xi)
\end{pmatrix}.
\]

It is easy to check that the (NLS system) is invariant under Galilean transformation only if the coefficient satisfies

\[
\frac{1}{k_3} = \frac{1}{k_1} + \frac{1}{k_2}.
\]

(1.3)

So we call the (1.3) is the mass-resonance condition.

In this article, we consider energy-subcritical case (d=5) of (NLS system) under the mass-resonance condition (1.3). By solution, we mean a function \( u \in C_t(I, H^1(\mathbb{R}^5)) \) on an interval \( I \ni 0 \) satisfying the Duhamel formula

\[
u(t) = S(t)u_0 + i \int_0^t S(t-s)f(u(s))ds\]

for \( t \in I \), where we denote Schrödinger flow \( S(t)w =: (e^{\kappa_1 it}w_1, e^{\kappa_2 it}w_2, e^{\kappa_3 it}w_3)^T \) for any \( w =: (w_1, w_2, w_3)^T \). In order to study the well-posedness of (NLS system), we need Strichartz estimates. By using the standard contraction mapping theorem, we can show: \( \exists \delta_0 > 0 \) such that, if

\[
\| S(t)u_0 \|_{L^p(I; L^q(\mathbb{R}^5))} < \delta_0,
\]

then there exists a unique global solution \( u(t) = (u^1(t), u^2(t), u^3(t))^T \) to (NLS system).

For the large initial data, we have solution \( u(t) \) with a maximal interval of existence \( I_{\text{max}} = (T_-(u), T_+(u)) \). A global solution \( u \) “scatters”, i.e. there exists \( u_\pm \in H^1(\mathbb{R}^5) \) such that

\[
\lim_{t \rightarrow \pm \infty} \| u(t) - S(t)u_\pm \|_{H^1(\mathbb{R}^5)} = 0.
\]

**Definition 1.1** (Trivial scattering solution, [19]) We say a solution to a nonlinear equation is a trivial scattering solution if it also solves the corresponding linear equation. (In other words, the solution which does not have nonlinear interaction.)
Remark 1.2 For (NLS), zero is the only trivial scattering solution. While for (NLS system), there are at least three non-zero trivial scattering solutions, i.e., \((e^{\sqrt{i}t}u^1_0, 0, 0)^T\), \((0, e^{\sqrt{i}t}u^2_0, 0)^T\) and \((0, 0, e^{\sqrt{i}t}u^3_0)^T\) for any \(u^i_0 \in H^1(\mathbb{R}^5)\), \(i \in \{1, 2, 3\}\).

The (NLS system) admits a global but nonscattering solution
\[
(u^1(t, x), u^2(t, x), u^3(t, x))^T = (e^{\sqrt{i}t} \phi_1(x), e^{\sqrt{i}t} \phi_2(x), e^{2\sqrt{i}t} \phi_3(x))^T,
\]
where \(Q := (\phi_1, \phi_2, \phi_3)^T \in \Xi\) is a non-negative radial solution to the elliptic system
\[
\begin{align*}
\phi_1 - \kappa_1 \Delta \phi_1 &= \phi_2 \phi_3, \\
\phi_2 - \kappa_2 \Delta \phi_2 &= \phi_1 \phi_3, \\
2\phi_3 - \kappa_3 \Delta \phi_3 &= \phi_1 \phi_2, 
\end{align*}
\]}

where \(\Xi := \{ G \in H^1(\mathbb{R}^5) \mid V(G) \neq 0 \}\).

We call \(Q := (\phi_1, \phi_2, \phi_3)^T\) the \textit{ground state}. In [13], M. Hamano determined the global behavior of the solutions to the problem below the ground state and proved a blowing-up result if the data had finite variance or was radial.

Our main result in this paper is follows:

**Theorem 1.3** For the (NLS system) under the mass-resonance condition (1.3). If the initial data \(u_0 \in H^1(\mathbb{R}^5)\) satisfies \(M(u_0)E(u_0) < M(Q)E(Q)\) and \(M(u_0)K(u_0) \leq M(Q)K(Q)\), then the solution of (NLS system) is global and scatters in \(H^1(\mathbb{R}^5)\).

Hamano [13] originally studied the (NLS system) with two waves interaction under mass-resonance, through the use of concentration compactness by Kenig-Merle in [17]. Later, using concentration compactness again, Hamano et al. [14] studied the scattering for (NLS system) with two waves interaction without mass-resonance in the radial case. Inspired by Dodson and Murphy [9], we have present a proof for the non-radial (NLS system) with two waves interaction under the mass-resonance in [21] and we continue the work of scattering result corresponding to (NLS system) here.

**Remark 1.4** In fact, the results of Theorem 1.3 essentially holds for any \(\kappa_i > 0\), \((i = 1, 2, 3)\) if the initial data \(u_0\) is radial. Without mass-resonance (1.3), we have to add the radial assumption owing to the lack of Galilean invariance when we study the scattering for (NLS system). Under this circumstance, if the (NLS system) produce the mass concentration, the assumption of radial implies it must be near the origin. Thus, we only need to use the simpler Morawetz estimate instead of Proposition 1.5 to verify the condition of scattering criterion.

Our proof of Theorem 1.3 consists of two steps: firstly, we establish a scattering criterion as follows, using the method from Dodson and Murphy [8] and Tao [26]. Secondly, in order to verify the condition of the above criterion, we prove a certain decay estimate, which can be deduced from an interaction Morawetz estimate. The proof of the following interaction Morawetz estimate relies on the Galilean invariance of (NLS system).

**Proposition 1.5** (Interaction Morawetz estimate) Let \(u_0, Q, I\) be as in Theorem 4.1, and suppose further that
\[
M(u_0) = E(u_0) = E_0. \tag{1.5}
\]
Let \(u : \mathbb{R} \times \mathbb{R}^5 \to \mathbb{C}\) be the corresponding global solution to (NLS system). Then there exists \(\delta > 0\) such that for \(R_0 = R_0(\delta, M(u), Q)\) sufficiently large,
\[
\frac{\delta}{JT_0} \int_I \int_{R_0} e^{\int_0^t \left| e^{\sqrt{i}t} \phi_1(x) \right| dx dy dz} dx dy dz \approx \nu,
\]
with \( v = \frac{R_0 e^j}{J_0} + \varepsilon \), where \( 0 < \varepsilon < 1, J \geq \varepsilon^{-1} \) are both constant and \( L^\frac{\varepsilon}{\kappa_1 \kappa_2 \kappa_3} = \kappa_1 |\nabla u^{1,\varepsilon}(x)|^2 + \kappa_2 |\nabla u^{2,\varepsilon}(x)|^2 + \kappa_3 |\nabla u^{3,\varepsilon}(x)|^2 \), \( N_{\kappa_1 \kappa_2 \kappa_3} = \kappa_2 \kappa_3 |u^1(y)|^2 + \kappa_1 \kappa_3 |u^2(y)|^2 + \kappa_1 \kappa_2 |u^3(y)|^2 \), \( \chi \in C^\infty \) is a radial decreasing function satisfying

\[
\chi(x) = \begin{cases} 1 & |x| \leq 1 - \varepsilon, \\ 0 & |x| > 1, \end{cases}
\]  

and \( u^\xi = (e^{\frac{ix_1}{\kappa_1}} u^1, e^{\frac{ix_2}{\kappa_2}} u^2, e^{\frac{ix_3}{\kappa_3}} u^3) \) with

\[
\xi = -\frac{\kappa_1 \kappa_2 \kappa_3 \int_{\mathbb{R}^5} \text{Im} \left( \frac{u^1(x) \nabla u^1 + u^2(x) \nabla u^2 + u^3(x) \nabla u^3}{\kappa_2 \kappa_3 |u^1(x)|^2 + \kappa_1 \kappa_3 |u^2(x)|^2 + \kappa_1 \kappa_2 |u^3(x)|^2} \right) \chi^2 \left( \frac{x - s}{R} \right) \, dx}{\int_{\mathbb{R}^5} \left( \kappa_2 \kappa_3 |u^1(x)|^2 + \kappa_1 \kappa_3 |u^2(x)|^2 + \kappa_1 \kappa_2 |u^3(x)|^2 \right) \chi^2 \left( \frac{x - s}{R} \right) \, dx}
\]  

(unless the denominator is zero, in which case \( \xi = \xi(t, s, R) = 0 \)).

Combining the two steps, that are respectively formulated as above, we can obtain Theorem 1.3.

**Remark 1.6 Why we need** \( \frac{1}{\kappa} = \frac{1}{\kappa_1} + \frac{1}{\kappa_2} ? \)

That \( \mathcal{C} + \mathcal{E} \) in (5.7) always stays invariance under Galilean transformation is important in the computation of \( \frac{d}{dt} M(t) \). Physically, \( \kappa_i \) \( (i = 1, 2, 3) \) reflects the masses of the three particles in this system. The mass-resonance condition (1.3) is used to match the linear terms and nonlinear term in (NLS system). Only when the (NLS system) satisfies the mass-resonance (1.3), we can deduce the coercivity estimates (Lemma 3.5, Lemma 3.6), which is necessary to bound the major term of the interaction Morawetz estimate.

### 1.1 Outline of the paper

The organization of this paper is as follows. In Sect. 2, we clarify some preliminaries, especially, Strichartz estimates and well-posedness. In Sect. 3, we study the variational analysis of the ground state, and use this to obtain some coercivity estimates. Later, we prove the scattering criterion and interaction Morawetz estimate in Sects. 4 and 5, respectively. Finally, in Sect. 6, we use the results of Propositions 1.5 and 4.1 to complete the proof of main theorem.

## 2 Preliminaries

We mark \( A \lesssim B \) to mean there exists a constant \( C > 0 \) such that \( A \leq CB \). We indicate dependence on parameters via subscripts, e.g. \( A \lesssim_x B \) indicates \( A \leq CB \) for some \( C = C(x) > 0 \).

We write \( L^q_x \) to denote the Banach space with norm

\[
\|u \|_{L^q_x} := \left( \int_{\mathbb{R}} \left( \int_{\mathbb{R}^5} |u(t, x)|^q \, dx \right)^{\frac{1}{q}} \, dt \right)^{\frac{1}{q}}
\]

with the usual modifications when \( q \) or \( r \) are equal to infinity, or when the domain \( \mathbb{R} \times \mathbb{R}^5 \) is replaced by space-time slab such as \( I \times \mathbb{R}^5 \).

Lastly, to fit this artical, we use the notation \( L^q \) to denote \( L^q \times L^q \times L^q \) and \( H^s \) to denote \( H^s \times H^s \times H^s \).
2.1 Some useful inequalities

In this subsection, we show some important inequalities which will be used frequently in the following sections.

**Lemma 2.1** (Hardy–Littlewood–Sobolev inequality) If $0 < \beta < 5$, $1 < q < p < +\infty$ and

\[
\frac{1}{q} = \frac{1}{p} + 1 - \frac{\beta}{5},
\]

then,

\[
\| \cdot |^{-\beta} * f \|_{L^p(\mathbb{R}^5)} \leq C \| f \|_{L^q(\mathbb{R}^5)}.
\]

We say the pair $(q, r)$ is $\dot{H}^s$-admissible, if it satisfies the condition

\[
\frac{2}{q} = \frac{5}{2} - \frac{5}{r} - s, \quad 2 \leq q, r \leq \infty.
\]

For $s \in (0, 1)$, We define the sets $\Lambda_s$:

\[
\Lambda_s := \left\{ (q, r) \text{ is } \dot{H}^s \text{-admissible}; \left( \frac{10}{5 - 2s} \right)^+ \leq r \leq \left( \frac{10}{3} \right)^- \right\},
\]

and

\[
\Lambda_{-s} := \left\{ (q, r) \text{ is } \dot{H}^{-s} \text{-admissible}; \left( \frac{10}{5 - 2s} \right)^+ \leq r \leq \left( \frac{10}{3} \right)^- \right\},
\]

and let $\Lambda_0$ denote the $L^2$-admissible pairs. Here, $a^-$ is a fixed number slightly smaller than $a$ ($a^- = a - \epsilon$, where $\epsilon$ is small enough). $a^+$ can be defined by the similar way.

Next, we define the following Strichartz norm

\[
\| u \|_{S(\dot{H}^s, I)} = \sup_{(q, r) \in \Lambda_s} \| u \|_{L^q_t L^r_x(I)},
\]

and dual Strichartz norm

\[
\| u \|_{S'(\dot{H}^{-s}, I)} = \inf_{(q, r) \in \Lambda_{-s}} \| u \|_{L^{q'}_t L^{r'}_x(I)},
\]

where $q'$ denotes the dual exponent to $q$, i.e. the solution to $\frac{1}{q} + \frac{1}{q'} = 1$. If $I = \mathbb{R}$, $I$ is omitted usually.

Now, let us recall the Strichartz estimates for free Schrödinger system, see [3, 11, 12, 16, 25] for more details.

**Lemma 2.2** Let $0 \in I \subset \mathbb{R}$. The following statements hold

(i) (Linear estimate)

\[
\| S(t) g \|_{S(\dot{H}^s)} \leq C \| g \|_{\dot{H}^s};
\]

(ii) (Nonlinear estimate I)

\[
\left\| \int_0^t S(t-s) g(\cdot, s) ds \right\|_{S(L^2, I)} \leq C \| g \|_{S'(L^2, I)};
\]
(iii) **Nonlinear estimate II**

\[
\left\| \int_0^t S(t-s)g(\cdot, s)ds \right\|_{S(H^1)} \leq C \|g\|_{S'(H^{-1}, 1)}.
\]

Using lemma 2.2 and combining with standard contraction mapping theorem (see [2]), we can obtain the local well-posedness theory for (NLS system).

**Theorem 2.3** (Well-posedness) Let \( u_0 \in H^1 \). Then there exists \( T > 0 \) and a unique solution to (NLS system) satisfying

\[
u \in C([0, T], H^1_\xi(\mathbb{R}^5)) \cap L^6_{\text{loc}}((0, T), W^{1, r}_{x}(\mathbb{R}^5)).
\]

In particular, if \( u \) is bounded in \( H^1 \) uniformly in \( t \), then the solution \( u \) is global.

### 3 Variational characterization

In this section, we are in the position to prove the variational characterization for the sharp Gagliardo-Nirenberg inequality. Firstly, we will show the existence of the ground state. As a consequence, we can obtain the sharp Gagliardo-Nirenberg inequality. And we use the properties of the ground state to establish the coercivity condition which will be used in the proof of Morawetz estimate in the following section.

First, we study the existence of ground state following the argument of Weinstein in [28]. For other results, please see [15].

**Proposition 3.1** (Existence of ground state) The minimal \( J_{\text{min}} \) of the nonnegative functional

\[
J(u) := (M(u))^{1/2}(K(u))^{5/2}(V(u))^{-2}, \quad u \in H^1(\mathbb{R}^5) \setminus \{0\}
\]

are attained at \( \Phi = (\Phi_1, \Phi_2, \Phi_3)^T \) whose expression has to be in the form of

\[
(\Phi_1, \Phi_2, \Phi_3)^T = (e^{i\theta_1}m\phi_1(nx), e^{i\theta_2}m\phi_2(nx), e^{i\theta_3}m\phi_3(nx))^T,
\]

where \( m, n > 0 \) and \( \theta_1, \theta_2, \theta_3 \in \mathbb{R} \) satisfies \( \theta_1 + \theta_2 = \theta_3 \) in \( \mathbb{R}_{2\pi} \), and \( Q = (\phi_1, \phi_2, \phi_3)^T \neq 0 \) is the non-negative radial solution of the elliptic equation system:

\[
\begin{align*}
\phi_1 - \kappa_1 \Delta \phi_1 &= \phi_2 \phi_3, \\
\phi_2 - \kappa_2 \Delta \phi_2 &= \phi_1 \phi_3, \\
2\phi_3 - \kappa_3 \Delta \phi_3 &= \phi_1 \phi_2
\end{align*}
\]

where the \( Q \) is the ground state with \( J(Q) = J_{\text{min}} \). The sets of all ground states are denoted as \( G \). All ground states share the same mass, denoted as \( M_{gs} \).

**Proof** Suppose that the non-zero function sequence \( \{u_n\} \) is the minimal sequence of the functional \( J \), i.e.

\[
\lim_{n \to \infty} J(u_n) = \inf\{J(u) : u \in H^1(\mathbb{R}^5) \setminus \{0\}\}.
\]

By the Schwartz symmetrical rearrangement lemma, without loss of generality, we assume \( u_n \) are non-negative radial.

**Step 1** Note that for any \( u \in H^1(\mathbb{R}^5) \setminus \{0\}, \mu, \nu > 0 \), we have

\[
\begin{align*}
M(\mu u(\cdot)) &= \mu^2 \nu^{-5} M(u), \\
K(\mu u(\cdot)) &= \mu^2 \nu^{-3} K(u), \\
V(\mu u(\cdot)) &= \mu^3 \nu^{-5} V(u).
\end{align*}
\]
By the definition of $J(u)$, it is easy to see $J(\mu u(v)) = J(u)$. Denote
\[ v_n(x) = \left[ \frac{M(u_n)}{K(u_n)} \right]^{\frac{1}{2}} u_n \left( \frac{M(u_n)}{K(u_n)} \right)^{\frac{1}{2}} x. \]

On one hand, the mass and kinetic energy of $v_n$ have been unitized, i.e.
\[ M(v_n) = K(v_n) \equiv 1. \]

On the other hand, $v_n$ also retain non-negative radial at the same time and satisfies $J(v_n) = J(u_n)$, which implies
\[ \lim_{n \to \infty} J(v_n) = \inf \{ J(u) : u \in H^1(\mathbb{R}^5) \setminus \{0\} \}. \]

We note that $\{v_n\}_{n=1}^\infty \in H^1_{\text{rad}}(\mathbb{R}^5)$ is bounded and the embedding $H^1_{\text{rad}}(\mathbb{R}^5) \to L^3(\mathbb{R}^5)$ is compact, then there exists a subsequence $\{v_{n_k}\}_{k=1}^\infty \subset \{v_n\}_{n=1}^\infty$ and $v^* \in H^1_{\text{rad}}$, such that as $k \to \infty$, we have $v_{n_k} \to v^*$ in $H^1_{\text{rad}}(\mathbb{R}^5)$ and $v_{n_k} \to v^*$ in $L^3(\mathbb{R}^5)$.

By the weak low semi-continuity of the functional $M$ and $K$, we have
\[ M(v^*), K(v^*) \leq 1. \]

Then using triangle inequality, we obtain
\[
V(v_{n_k}) = \|v_{n_k}\|^3_{L^3(\mathbb{R}^5)} \\
\leq (\|v_{n_k} - v^*\|_{L^3(\mathbb{R}^5)} + \|v^*\|_{L^3(\mathbb{R}^5)})^3 \\
\to \|v^*\|^3_{L^3(\mathbb{R}^5)} = V(v^*).
\]

Thus, we have that
\[ J(v^*) = [M(v^*)][K(v^*)]^\frac{1}{3} [V(v^*)]^{-\frac{1}{3}} \leq \lim_{k \to \infty} [V(v_{n_k})]^{-\frac{1}{3}} \]
\[ = \lim_{k \to \infty} J(v_{n_k}) = \inf \{ J(u) : u \in H^1(\mathbb{R}^5) \setminus \{0\} \}, \]

which shows that the minimal of $J$ attains at $v^*$.

**Step 2** We consider the variational derivatives of $M, K, V$; fix $u = (u^1, u^2, u^3)^T \in H^1(\mathbb{R}^5) \setminus \{0\}$, for any $w = (w_1, w_2, w_3)^T \in H^1(\mathbb{R}^5)$,
\[
\frac{d}{dh} \bigg|_{h=0} M(u + hw) = \Re \int_{\mathbb{R}^5} u^1 \bar{w}_1 dx + \Re \int_{\mathbb{R}^5} u^2 \bar{w}_2 dx + \Re \int_{\mathbb{R}^5} 2u^3 \bar{w}_3 dx \\
= \Re \int_{\mathbb{R}^5} (u^1, u^2, u^3) \cdot (w_1, w_2, w_3) dx \tag{3.2}
\]
\[
\frac{d}{dh} \bigg|_{h=0} K(u + hw) = \Re \int_{\mathbb{R}^5} -\kappa_1 \Delta u^1 \bar{w}_1 dx + \Re \int_{\mathbb{R}^5} -\kappa_2 \Delta u^2 \bar{w}_2 dx \\
+ \Re \int_{\mathbb{R}^5} -\kappa_3 \Delta u^3 \bar{w}_3 dx \\
= \Re \int_{\mathbb{R}^5} (-\kappa_1 \Delta u^1, -\kappa_2 \Delta u^2, -\kappa_3 \Delta u^3) \cdot (\bar{w}_1, w_2, w_3) dx \tag{3.3}
\]
\[
\frac{d}{dh} \bigg|_{h=0} V(u + hw) = \Re \int_{\mathbb{R}^5} u^2 \bar{w}_1 dx + \Re \int_{\mathbb{R}^5} \bar{u}^1 u^3 \bar{w}_2 dx + \Re \int_{\mathbb{R}^5} u^1 u^2 \bar{w}_3 dx \\
= \Re \int_{\mathbb{R}^5} (\bar{u}^2 u^3, \bar{u}^1 u^3, u^1 u^2) \cdot (w_1, w_2, w_3) dx. \tag{3.4}
\]
The non-negative radial solutions of the above equation are the ground states. And let 
$$G = w$$ where
$$J$$ is the functional.

If the functional $$J$$ attains the minimum at $$W = (\Phi_1, \Phi_2, \Phi_3)^T$$, then we have for any 
$$w = (w_1, w_2, w_3)^T \in H^1(\mathbb{R}^5),$$

$$\frac{d}{dh} \bigg|_{h=0} J(W + hw) = 0.$$ 

It means that

$$0 = (M(\Phi_1, \Phi_2, \Phi_3))^{-1} \Re \int_{\mathbb{R}^5} (\Phi_1, \Phi_2, 2\Phi_3) \cdot (w_1, w_2, w_3) \, dx$$

$$+ 5[K(\Phi_1, \Phi_2, \Phi_3)]^{-1} \Re \int_{\mathbb{R}^5} (-\kappa_1 \Delta \Phi_1, -\kappa_2 \Delta \Phi_2, -\kappa_3 \Delta \Phi_3) \cdot (w_1, w_2, w_3) \, dx$$

$$- 4[V(\Phi_1, \Phi_2, \Phi_3)]^{-1} \Re \int_{\mathbb{R}^5} (\Phi_2 \Phi_3, \Phi_1 \Phi_3, \Phi_1 \Phi_2) \cdot (w_1, w_2, w_3) \, dx.$$ 

By the arbitrariness of $$w = (w_1, w_2, w_3)^T$$, we have

$$[M(\Phi_1, \Phi_2, \Phi_3)]^{-1} \Phi_1 - 5[K(\Phi_1, \Phi_2, \Phi_3)]^{-1} \kappa_1 \Delta \Phi_1 - 4[V(\Phi_1, \Phi_2, \Phi_3)]^{-1} \Phi_2 \Phi_3 = 0,$$

$$[M(\Phi_1, \Phi_2, \Phi_3)]^{-1} \Phi_2 - 5[K(\Phi_1, \Phi_2, \Phi_3)]^{-1} \kappa_2 \Delta \Phi_2 - 4[V(\Phi_1, \Phi_2, \Phi_3)]^{-1} \Phi_1 \Phi_3 = 0,$$

$$[M(\Phi_1, \Phi_2, \Phi_3)]^{-1} \Phi_3 - 5[K(\Phi_1, \Phi_2, \Phi_3)]^{-1} \kappa_3 \Delta \Phi_3 - 4[V(\Phi_1, \Phi_2, \Phi_3)]^{-1} \Phi_1 \Phi_2 = 0.$$ 

The above is equivalent to

$$\begin{cases} \alpha \Phi_1 - \kappa_1 \Delta \Phi_1 = \beta \Phi_2 \Phi_3, \\ \alpha \Phi_2 - \kappa_2 \Delta \Phi_2 = \beta \Phi_1 \Phi_3, \\ \alpha \Phi_3 - \kappa_3 \Delta \Phi_3 = \beta \Phi_1 \Phi_2, \end{cases}$$

where

$$\alpha = \frac{K(\Phi_1, \Phi_2, \Phi_3)}{5[M(\Phi_1, \Phi_2, \Phi_3)]}, \quad \beta = \frac{4[V(\Phi_1, \Phi_2, \Phi_3)]}{5[K(\Phi_1, \Phi_2, \Phi_3)]}.$$ 

Set $$W(x) = a^\beta Q(\sqrt{\alpha} x)$$ i.e. $$(\Phi_1(x), \Phi_2(x), \Phi_3(x)) = (\frac{a}{\beta} \phi_1(\sqrt{\alpha} x), \frac{a}{\beta} \phi_2(\sqrt{\alpha} x), \frac{a}{\beta} \phi_3(\sqrt{\alpha} x))$$, we obtain that

$$\begin{cases} \phi_1 - \kappa_1 \Delta \phi_1 = \phi_2 \phi_3, \\ \phi_2 - \kappa_2 \Delta \phi_2 = \phi_1 \phi_3, \\ 2\phi_3 - \kappa_3 \Delta \phi_3 = \phi_1 \phi_2. \end{cases}$$

The non-negative radial solutions of the above equation are the ground states. And let $$G$$ denote the set of all ground states.

**Step 3** We show that the ground state has to be radial. We note the fact that the radiality of $$Q$$ and $$W$$ are equivalent. If $$W$$ is non-radial, then by the Schwartz symmetrical rearrangement lemma, $$M(W^*) = M(W)$$, $$K(W^*) < K(W)$$, and $$V(W^*) \geq V(W)$$, so we have $$J(W^*) < J(W)$$, which is contradict to the minimality of $$W$$. Thus $$W$$ is radial and so is $$Q$$.

**Step 4** We show that if $$W = (\Phi_1, \Phi_2, \Phi_3)^T$$ is the minimal element, then there exists three constants $$\theta_1, \theta_2, \theta_3 \in \mathbb{R}$$ such that $$(\Phi_1(x), \Phi_2(x), \Phi_3(x))^T = (e^{i\theta_1} m \phi_1(nx), e^{i\theta_2} m \phi_2(nx), e^{i\theta_3} m \phi_3(nx))^T$$ with $$m = \frac{a}{\beta}, n = \sqrt{\alpha}$$.

Since $$J(m \phi_1(nx), m \phi_2(nx), m \phi_3(nx)) \leq J(\Phi_1(x), \Phi_2(x), \Phi_3(x))$$, it is easy to find $$(\phi_1, \phi_2, \phi_3)^T$$ is also a minimal element. Suppose that $$(\Phi_1(x), \Phi_2(x), \Phi_3(x)) =$$
\(e^{i\theta_1(x)}m\phi_1(nx), e^{i\theta_2(x)}m\phi_2(nx), e^{i\theta_3(x)}m\phi_3(nx)\), where \(\theta_1(x), \theta_2(x), \theta_3(x)\) are real-valued functions, then

\[
|\nabla \Phi_1(x)| = |\nabla \left( e^{i\theta_1(x)}m\phi_1(nx) \right) |
\]
\[
= |i\nabla \theta_1(x)e^{i\theta_1(x)}m\phi_1(nx) + e^{i\theta_1(x)}mn\nabla \phi_1(nx)|
\]
\[
= |i\nabla \theta_1(x)m\phi_1(nx) + mn\nabla \phi_1(nx)|.
\]
\[
|\nabla \Phi_2(x)| = |\nabla e^{i\theta_2(x)}m\phi_2(nx) |
\]
\[
= |i\nabla \theta_2(x)e^{i\theta_2(x)}m\phi_2(nx) + e^{i\theta_2(x)}mn\nabla \phi_2(nx)|
\]
\[
= |i\nabla \theta_2(x)m\phi_2(nx) + mn\nabla \phi_2(nx)|.
\]

and

\[
|\nabla \Phi_3(x)| = |\nabla e^{i\theta_3(x)}m\phi_3(nx) |
\]
\[
= |i\nabla \theta_3(x)e^{i\theta_3(x)}m\phi_3(nx) + e^{i\theta_3(x)}mn\nabla \phi_3(nx)|
\]
\[
= |i\nabla \theta_3(x)m\phi_3(nx) + mn\nabla \phi_3(nx)|.
\]

Noting that \(\phi_1(x), \phi_2(x), \phi_3(x)\) are non-negative real-valued functions, we use the fact that \(|z|^2 = a^2 + b^2\) for any \(z = a + bi \in \mathbb{C}\) where \(a, b \in \mathbb{R}\) to have

\[
|\nabla \Phi_1(x)|^2 = |mn\nabla \phi_1(nx)|^2 + |\nabla \theta_1(x)m\phi_1(nx)|^2,
\]
\[
|\nabla \Phi_2(x)|^2 = |mn\nabla \phi_2(nx)|^2 + |\nabla \theta_2(x)m\phi_2(nx)|^2,
\]
\[
|\nabla \Phi_3(x)|^2 = |mn\nabla \phi_3(nx)|^2 + |\nabla \theta_3(x)m\phi_3(nx)|^2.
\] (3.6)

By the minimality of \(J(\Phi_1(x), \Phi_2(x), \Phi_3(x)), J(\Phi_1(x), \Phi_2(x), \Phi_3(x)) = J(m\phi_1(nx), m\phi_2(nx), m\phi_3(nx))\). But by \(M(\Phi_1(x), \Phi_2(x), \Phi_3) = M(m\phi_1(nx), m\phi_2(nx), m\phi_3(nx))\) and \(V(\Phi_1(x), \Phi_2(x), \Phi_3(x)) = V(m\phi_1(nx), m\phi_2(nx), m\phi_3(nx))\), so we have \(K(\Phi_1(x), \Phi_2(x), \Phi_3(x)) = K(m\phi_1(nx), m\phi_2(nx), m\phi_3(nx))\). Then \(\nabla \theta_1(x) = \nabla \theta_2(x) = \nabla \theta_3(x) = 0\), thus \(\theta_1(x), \theta_2(x), \theta_3(x)\) are all constants. Therefore,

\[
(\Phi_1(x), \Phi_2(x), \Phi_3(x)) = (e^{i\theta_1}m\phi_1(nx), e^{i\theta_2}m\phi_2(nx), e^{i\theta_3}m\phi_3(nx)),
\] (3.7)

where \(m, n > 0, \theta_1, \theta_2, \theta_3 \in \mathbb{R}\) and \((\phi_1, \phi_2, \phi_3)^T \neq \mathbf{0}\) is the non-negative non-zero radial solution to (3.1).

**Step 5** Furthermore, we can show that \(\theta_1 + \theta_2 = \theta_3\) in \(\mathbb{R}_{2\pi}\) for (3.7).

Combining \(V(\Phi_1(x), \Phi_2(x), \Phi_3(x)) = V(e^{i\theta_1}m\phi_1(nx), e^{i\theta_2}m\phi_2(nx), e^{i\theta_3}m\phi_3(nx))\) with \(V(\Phi_1(x), \Phi_2(x), \Phi_3(x)) = V(m\phi_1(nx), m\phi_2(nx), m\phi_3(nx))\), we obtain

\[
V(m\phi_1(nx), m\phi_2(nx), m\phi_3(nx)) = V(e^{i\theta_1}m\phi_1(nx), e^{i\theta_2}m\phi_2(nx), e^{i\theta_3}m\phi_3(nx)),
\]

which implies

\[
\text{Re} \left( e^{i(-\theta_1-\theta_2+\theta_3)} \right) = 1
\]

or

\[
\theta_1 + \theta_2 = \theta_3, \quad \text{in} \ \mathbb{R}_{2\pi}.
\] (3.8)

**Step 6** At last, we can show that all the ground states share the same mass.
For ground state \( \mathbf{Q} = (\phi_1, \phi_2, \phi_3)^T \), we have the following scaling identity
\[
M(\lambda^\alpha \mathbf{Q}(\lambda^\beta \cdot)) + E(\lambda^\alpha \mathbf{Q}(\lambda^\beta \cdot)) = \lambda^{2\alpha-5\beta} M(\mathbf{Q}) + \lambda^{2\alpha-3\beta} K(\mathbf{Q}) - \lambda^{3\alpha-5\beta} V(\mathbf{Q}) \quad \forall \lambda \in (0, \infty).
\]

Using variational derivatives and letting \( \lambda = 1 \) in both sides of above identity, we can obtain
\[
0 = \text{Re} \int_{\mathbb{R}^5} (\phi_1 - \kappa_1 \Delta \phi_1 - \phi_2 \phi_3) \cdot \frac{d}{d\lambda} \bigg|_{\lambda=1} \lambda^\alpha \phi_1(\lambda^\beta x)
+ (\phi_2 - \kappa_2 \Delta \phi_2 - \phi_1 \phi_3) \cdot \frac{d}{d\lambda} \bigg|_{\lambda=1} \lambda^\alpha \phi_2(\lambda^\beta x)
+ (2\phi_3 - \kappa_3 \Delta \phi_3 - \phi_1 \phi_2) \cdot \frac{d}{d\lambda} \bigg|_{\lambda=1} \lambda^\alpha \phi_3(\lambda^\beta x) \, dx
= (2\alpha - 5\beta) M(\mathbf{Q}) + (2\alpha - 3\beta) K(\mathbf{Q}) - (3\alpha - 5\beta) V(\mathbf{Q})
= (2M + 2K - 3V)\alpha - (5M + 3K - 5V)\beta, \quad \forall \alpha, \beta \in \mathbb{R}.
\]
This yields
\[
\begin{align*}
2M(\mathbf{Q}) + 2K(\mathbf{Q}) - 3V(\mathbf{Q}) &= 0, \\
5M(\mathbf{Q}) + 3K(\mathbf{Q}) - 5V(\mathbf{Q}) &= 0.
\end{align*}
\]
And thus
\[
M(\mathbf{Q}) : K(\mathbf{Q}) : V(\mathbf{Q}) = 1 : 5 : 4. \tag{3.9}
\]
By the definition of \( J \), we know
\[
M(\mathbf{Q}) = \frac{1}{5} K(\mathbf{Q}) = \frac{1}{4} V(\mathbf{Q}) = \frac{4^2}{5^2} J(\mathbf{Q}). \tag{3.10}
\]
Besides, for the minimal element \( \Phi = (\Phi_1, \Phi_2, \Phi_3)^T \),
\[
J_{\text{min}} = J(\Phi) = \left[ m^2 n^{-5} M(\mathbf{Q}) \right]^{\frac{1}{5}} \left[ m^2 n^{-3} K(\mathbf{Q}) \right]^{\frac{2}{5}} \left[ m^3 n^{-5} V(\mathbf{Q}) \right]^{-\frac{1}{2}} = M(\mathbf{Q})^{\frac{1}{5}} K(\mathbf{Q})^{\frac{2}{5}} V(\mathbf{Q})^{-\frac{1}{2}} = J(\mathbf{Q}). \tag{3.11}
\]
(3.10) and (3.11) tell us that
\[
M(\mathbf{Q}) = \frac{4^2}{5^2} J_{\text{min}}, \quad \forall \mathbf{Q} \in \mathcal{G},
\]
which means all the ground states share the same mass. \( \square \)

Similarly to the idea in our previous work [21], we can also compute the ratio of \( M(\mathbf{Q}) \), \( K(\mathbf{Q}) \) and \( V(\mathbf{Q}) \) as in (3.9), which is helpful for the optimal constant in the following Gagliardo-Nirenberg inequality.

**Corollary 3.2** (Gagliardo–Nirenberg inequality) For any \( \mathbf{u} \in H^1 \setminus \{0\} \), we have
\[
V(\mathbf{u}) \leq C_{GN}[M(\mathbf{u})]^{\frac{1}{5}} [K(\mathbf{u})]^{\frac{2}{5}} \tag{3.12}
\]
where \( C_{GN} = 4 \cdot 5^{-\frac{3}{2}} M_{gs}^{-\frac{1}{2}} \). The equality holds if and only if \( \mathbf{u} \in H^1(\mathbb{R}^5) \in \mathcal{G} \).
Thanks to the sharp Gagliardo–Nirenberg, Pohozaev identities and conservation of mass and energy, we have the following coercivity. We will omit the proof since it is similar to the argument in \cite{8, 9}

**Lemma 3.3** (Coercivity I) For the (NLS system) under the mass-resonance condition (1.3). If \( M(u_0)E(u_0) \leq (1 - \delta)M(Q)E(Q) \) and \( M(u_0)K(u_0) < M(Q)K(Q) \), then there exists \( \delta' = \delta'(\delta) > 0 \) so that

\[
M(u)K(u) \leq (1 - \delta')M(Q)K(Q)
\]

(3.13)

for all \( t \in I \), where \( u : I \times \mathbb{R}^5 \to \mathcal{C}^3 \) is the maximal-lifespan solution to (NLS system).

**Remark 3.4** From (3.13) and the mass conservation, we have that \( u \) is uniformly bounded in \( H^1(\mathbb{R}^5) \). By Theorem 2.3, the solution to (NLS system) \( u \) is global.

**Lemma 3.5** (Coercivity II) Suppose \( M(u)K(u) \leq (1 - \delta)M(Q)K(Q) \), then there exists \( \delta' = \delta'(\delta) > 0 \) such that

\[
4K(u^\xi) - 5V(u) \geq \delta'K(u^\xi),
\]

(3.14)

where \( u^\xi \) be as in Proposition 1.5.

**Proof** Using the fact that \( C_{GN} = 4 \cdot 5^{-\frac{3}{4}}M_{gs}^{-\frac{1}{2}} = 4 \cdot 5^{-\frac{3}{4}}[M(Q)]^{-\frac{1}{2}} = \frac{4}{5}[M(Q)K(Q)]^{-\frac{1}{2}} \), we have

\[
V(u) \leq C_{GN}[M(u)]^{\frac{1}{2}}[K(u)]^{\frac{1}{2}} = \frac{4}{5}\left[\frac{M(u)K(u)}{M(Q)K(Q)}\right]^{\frac{1}{2}}K(u).
\]

Owing to \( M(u) = M(u^\xi) \) and \( V(u) = V(u^\xi) \), we know furthermore

\[
V(u) = V(u^\xi) \leq \frac{4}{5}\inf_{\xi \in \mathbb{R}^5}\left\{\left[\frac{M(u)K(u^\xi)}{M(Q)K(Q)}\right]^{\frac{1}{2}}K(u^\xi)\right\}
\]

\[
= \frac{4}{5}\inf_{\xi \in \mathbb{R}^5}\left[\frac{M(u)K(u^\xi)}{M(Q)K(Q)}\right]^{\frac{1}{2}}\inf_{\xi \in \mathbb{R}^5}K(u^\xi)
\]

\[
\leq \frac{4}{5}(1 - \delta)^{\frac{1}{2}}K(u^\xi),
\]

which implies (3.14). \( \square \)

**Lemma 3.6** (Coercivity on balls) There exists \( R = R(\delta, M(u), Q) > 0 \) sufficiently large such that

\[
\sup_{t \in \mathbb{R}}M(u^\xi_R)K(u^\xi_R) < (1 - \delta)M(Q)K(Q),
\]

(3.15)

where \( u^\xi_R(x) = \chi_R(x)u^\xi(x) \) for \( \chi_R \), a smooth cut function on \( B(0, R) \subset \mathbb{R}^5 \). In particular, by Lemma 3.5, there exists \( \delta' = \delta'(\delta) > 0 \) so that

\[
4K(u^\xi_R) - 5V(u_R) \geq \delta'K(u^\xi_R)
\]

(3.16)

uniformly for \( t \in \mathbb{R} \).
Proof First note that multiplication by $\chi$ only decreases the $L^2(\mathbb{R}^5)$-norm, that is

$$M(\chi_R u^\xi(t)) \leq M(u^\xi(t))$$

uniformly for $t \in \mathbb{R}$. Thus, it suffices to consider the $\dot{H}^1(\mathbb{R}^5)$-norm. For this, we will make use of the following identity:

$$\int_{\mathbb{R}^5} \chi_R^2 |\nabla u^\xi|^2 \, dx = \int_{\mathbb{R}^5} |\nabla(\chi_R u^\xi)|^2 + \chi_R \Delta(\chi_R)|u^\xi|^2 \, dx,$$

which can be obtained by a direct computation. In particular,

$$K(u^\xi_R) \leq K(u^\xi) + O\left(\frac{1}{R^2} M(u)\right).$$

Choosing $R \gg 1$ sufficiently large depending on $\delta$, $M(u)$ and $Q$, the result follows. \(\square\)

4 Proof of scattering criterion

In this section, we will follow the strategy in [9] to prove the scattering criterion (Proposition 4.1). Roughly speaking, it states that if in any large window of time there always exists an interval large enough on which the scattering norm is very small, then the solution of (NLS system) has to scatter.

Proposition 4.1 (Scattering criterion) Let $u_0, Q, I$ be as in Theorem 1.5, and suppose further that $\|u_0\|_{H^1(\mathbb{R}^5)} \lesssim E_0$. Let $u : \mathbb{R} \times \mathbb{R}^5 \to \mathbb{C}$ be the corresponding global solution to (NLS system). Suppose that $\exists t_0 \in I$ such that

$$\|u\|_{L^5_t([t_0-l,t_0],L^3_\mathbb{R}^5)} \lesssim e^{\frac{1}{24}}, \quad (4.1)$$

where $\varepsilon = \varepsilon(E_0)$ is sufficiently small, $l = \varepsilon^{-\frac{1}{4}}$ and $T_0 = T_0(\varepsilon, E_0)$ is large enough. Then $u$ scatters forward in time.

Before showing the proof of Proposition 4.1, we state a space-time norm bound of the effect of nonlinear term $f(u)$ in finite time, under the assumption of (4.1).

Lemma 4.2 Let $u$ be as in Proposition 4.1 and suppose that (4.1) holds. Then $\forall a \in \mathbb{R}, \exists t_0 \in [a, a + T_0]$ such that

$$\left\| \int_0^{t_0} S(t-s)f(u(s)) \, ds \right\|_{L^5_t([t_0-l,t_0],L^3_\mathbb{R}^5)} \lesssim e^{\frac{1}{24}}. \quad (4.2)$$

Proof Let $a \in \mathbb{R}$ and choose $t_0$ as in (4.1). Using Duhamel formula, Strichartz estimates, and Hölder inequality,

$$\left\| \nabla \frac{1}{2} u \right\|_{L^5_t\left([t_0-l,t_0],L^{10}_x(\mathbb{R}^5)\right)} \leq \left\| \nabla \frac{1}{2} u_0 \right\|_{L^2(\mathbb{R}^5)} + \left\| \nabla \frac{1}{2} \int_0^t S(t-s)f(u(s)) \, ds \right\|_{L^5_t\left([t_0-l,t_0],L^{10}_x(\mathbb{R}^5)\right)} \leq \left\| u_0 \right\|_{H^2(\mathbb{R}^5)} + \left\| \nabla \frac{1}{2} f(u) \right\|_{L^3_t\left([t_0-l,t_0],L^{30}_x(\mathbb{R}^5)\right)}$$
Thus, estimates and Sobolev embedding

Thus, by Strichartz estimates, for any

Next, using the identity

We check the remaining part of the integral by interpolation. Firstly, using the dispersive estimates and Sobolev embedding \( H^1(\mathbb{R}^5) \hookrightarrow L^{\frac{12}{5}}(\mathbb{R}^5) \), we obtain

Thus,

Next, using the identity

and Strichartz estimates, we have

Thus, by interpolation, we have

if we are able to fix \( l = \varepsilon^{-\frac{1}{2}} \in (0, t_0) \). And this can be done easily, as long as we choose \( t_0 \in [a, a + T_0] \) to be large enough.
To sum up,
\[ \int_0^{t_0} S(t-s) f(u(s)) ds = \int_0^{t_0-l} S(t-s) f(u(s)) ds + \int_{t_0-l}^{t_0} S(t-s) f(u(s)) ds, \]
so (4.2) holds. \[ \square \]

Now, we turn to prove the scattering criterion, Proposition 4.1.

**Proof** First of all, we split \( \mathbb{R} \) into three intervals, \( \mathbb{R} = (-\infty, -T_0] \cup [-T_0, T_0] \cup [T_0, +\infty) \), which are denoted by \( I_1, I_2, I_3 \). We can choose \( T_0 \gg 1 \) large enough so that
\[ \|S(t)u_0\|_{L^6_s((I_j), L^3_x(\mathbb{R}^5))} \lesssim \varepsilon^{\frac{1}{24}}, \quad \forall \, j = 1, 3. \]  

Our goal is to prove for \( T_0 \) large, we have
\[ \|u\|_{L^6_t((\mathbb{R}), L^3_x(\mathbb{R}^5))} \lesssim E_0 \, T_0. \]

We only need to prove
\[ \|u\|_{L^6_t((I_j), L^3_x(\mathbb{R}^5))} \lesssim E_0 \, T_0, \]  
for each \( j = 1, 2, 3 \). Using Sobolev embedding and Hölder inequality
\[ \|u\|_{L^6_t((I_j), L^3_x(\mathbb{R}^5))} \lesssim E_0 \, T_0. \]  

It is suffice to consider \( j = 1, 3 \). Since the way of dealing with \( I_1 \) is same as in \( I_3 \), therefor we only check (4.4) with \( I_3 \).

Since \( a \in \mathbb{R} \) in Lemma 4.2 can be taken arbitrarily, we take \( a = T_0 \). Thus, \( t_0 \in [a, a + T_0] = [T_0, 2T_0] \). Similarly to (4.5), we have
\[ \|u\|_{L^6_t(I_2, L^3_x(\mathbb{R}^5))} \lesssim T_0 + \|u\|_{L^6_t((I_0, \infty), L^3_x(\mathbb{R}^5))}. \]

We use dispersive estimates, Hölder inequality and Hardy–Littlewood–Sobolev inequality (Lemma 2.1) to find
\[ \|u\|_{L^6_t((I_0, \infty), L^3_x(\mathbb{R}^5))} \]
\[ \leq \|S(t-t_0)u(t_0)\|_{L^6_t((I_0, \infty), L^3_x(\mathbb{R}^5))} + \int_0^t |t-s|^{-\frac{5}{6}} \|f(u(s))\|_{L^6_x(\mathbb{R}^5)} ds \|_{L^6_t((I_0, \infty))} \]
\[ \leq \|S(t-t_0)u(t_0)\|_{L^6_t((I_0, \infty), L^3_x(\mathbb{R}^5))} + \int_0^t |t-s|^{-\frac{5}{6}} \|u(s)\|_{L^6_x(\mathbb{R}^5)}^2 ds \|_{L^6_t((I_0, \infty))} \]
\[ \leq \|S(t-t_0)u(t_0)\|_{L^6_t((I_0, \infty), L^3_x(\mathbb{R}^5))} + \|u(t)\|_{L^3_x(\mathbb{R}^5)}^2 \|_{L^3_t(I_0, \infty)} \]
\[ \leq \|S(t-t_0)u(t_0)\|_{L^6_t((I_0, \infty), L^3_x(\mathbb{R}^5))} + \|u\|_{L^6_t((I_0, \infty), L^3_x(\mathbb{R}^5))}^2. \]

The continuity argument tells us if \( \|S(t-t_0)u(t_0)\|_{L^6_t((I_0, \infty), L^3_x(\mathbb{R}^5))} \leq \varepsilon^{\frac{1}{24}} \) then (4.4) holds.

Now, we turn to the following identity
\[ S(t-t_0)u(t_0) = S(t)u_0 + i \int_0^{t_0} S(t-s) f(u(s)) ds. \]
Combining this with (4.3) then suffices to establish
\[ \left\| \int_0^t S(t - s)f(u(s))ds \right\|_{L^6_t((t_0, \infty), L^3_x(\mathbb{R}^5))} \lesssim E_0 \varepsilon^{\frac{1}{24}}. \] (4.6)

Together with Lemma 4.2, which completes the proof. \qed

References related to this section are \([8, 9, 20, 21, 26]\).

5 Interaction Morawetz estimate

In this part, we are now in the position to prove the interaction Morawetz estimate, Proposition 1.6.

We start with a functional of \(u(t, x) = (u^1(t, x), u^2(t, x), u^3(t, x))^T\), the solution of (NLS system).

\[
M(t) = \int_{\mathbb{R}^5} M_y^a(t) N_{\kappa_1 \kappa_2 \kappa_3} dy,
\]

where
\[
M_y^a(t) = 2 \int_{\mathbb{R}^5} \text{Im} \left( \sum_{i=1}^{3} u^i(x) \nabla u^i(x) \right) \cdot \nabla a(x - y) dx,
\]
\[
N_{\kappa_1 \kappa_2 \kappa_3} = \kappa_1 \kappa_2 \kappa_3 \sum_{i=1}^{3} \frac{|u^i(y)|^2}{\kappa_i},
\]
and \(a \in C^\infty\) is a real function to be chosen later.

Let \(R \gg 1\) be sufficiently large and let \(\phi\) and \(\phi_1\) both be radial satisfying

\[
\phi(x) = \frac{1}{\omega_5 R^5} \int_{\mathbb{R}^5} x^2 \left( \frac{x - s}{R} \right) x^2 \left( \frac{s}{R} \right) ds,
\]

and

\[
\phi_1(x) = \frac{1}{\omega_5 R^5} \int_{\mathbb{R}^5} x^3 \left( \frac{x - s}{R} \right) x^2 \left( \frac{s}{R} \right) ds,
\]

where \(\omega_5\) is the volume of unit ball in \(\mathbb{R}^5\) and \(\Gamma\) be as in (1.6). Finally, we define

\[
\psi(x) = \frac{1}{|x|} \int_0^{|x|} \phi(r) dr, \quad a(x) = \int_0^{|x|} \psi(r) r dr.
\]
Proof of Proposition 1.5} We rely on the equation (NLS system) to change $\partial_t u$ equally into the derivative of $u$ with respect to the space variable $x$. Then we have

$$
\frac{d}{dt} M(t) = \int_{\mathbb{R}^5} \partial_t M_y^a(t) N_{k1k2k3} \, dy + \int_{\mathbb{R}^5} M_y^a(t) \partial_t N_{k1k2k3} \, dy
$$

$$
= -\int_{\mathbb{R}^5} \int_{\mathbb{R}^5} \Delta W_{k1k2k3} \Delta a(x - y) N_k \, dx \, dy
$$

$$
- 2 \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} \text{Re} \left( u^i(x) u^2(x) u^3(x) \right) \Delta a(x - y) N_{k1k2k3} \, dx \, dy
$$

$$
+ 4 \sum_{k=1}^5 \sum_{j=1}^5 \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} R_{k1k2k3} \, a_{jk} (x - y) N_{k1k2k3} \, dx \, dy
$$

$$
- 4k_1k_2k_3 \sum_{k=1}^5 \sum_{j=1}^5 \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} A^j a_{jk} (x - y) B^k \, dx \, dy,
$$

where

$$
W_{k1k2k3} = \sum_{i=1}^3 \frac{k_1k_2k_3}{k_i} |u^i(x)|^2, \quad A^j = \text{Im} \left( \sum_{i=1}^3 u^i(x) u^j_i(x) \right),
$$

$$
R_{k1k2k3} = \text{Re} \left( \sum_{i=1}^3 k_i u^i_k(x) u^j_i(x) \right), \quad B^k = \text{Im} \left( \sum_{i=1}^3 u^i(y) u^j_k(y) \right),
$$

(5.3)

for $j, k \in \{1, 2, 3, 4, 5\}$ and we use $\partial_l$ to denote the partial differential respected to $x_l$ for $l \in \{1, 2, 3, 4, 5\}$.

Direct computations yield $\Delta a = 4 \psi + \phi$ and $a_{jk} = \delta_{jk} \phi + P_{jk} (\psi - \phi)$, where $P_{jk}(x) := \delta_{jk} - \frac{x_{jk}}{|x|^2}$ and $\psi - \phi \geq 0$. Due to the facts above, we have

$$
\frac{d}{dt} M(t) = -\int_{\mathbb{R}^5} \int_{\mathbb{R}^5} \Delta W_{k1k2k3} \left( 4 \psi(x - y) + \phi(x - y) \right) N_{k1k2k3} \, dx \, dy
$$

$$
- 2 \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} \text{Re} \left( u^i(x) u^2(x) u^3(x) \right) \left( 4 \psi(x - y) + \phi(x - y) \right) N_{k1k2k3} \, dx \, dy
$$

$$
+ 4 \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} L_{k1k2k3} \phi(x - y) N_{k1k2k3} \, dx \, dy
$$

$$
+ 4 \sum_{k=1}^5 \sum_{j=1}^5 \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} R_{k1k2k3} \, P_{jk} (x - y) (\psi(x - y) - \phi(x - y)) N_{k1k2k3} \, dx \, dy
$$

$$
- 4 \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} A \phi(x - y) B \, dx \, dy
$$

$$
- 4 \sum_{k=1}^5 \sum_{j=1}^5 \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} A^j P_{jk} (x - y) (\psi(x - y) - \phi(x - y)) B^k \, dx \, dy
$$

$$
=: A + B + C + D + E + F,
$$

(5.4)
Thus, and hence the claim follows by symmetry of $\chi^2$ and a change of variables.
The choice of $\xi = \xi(t, s, R)$ in (1.7) implies that
\[
\int_{\mathbb{R}^5} \text{Im} \left(\sum_{i=1}^{3} u_i^i \nabla u_i^{i, \xi}(x)\right) \chi^2 \left(\frac{x - s}{R}\right) \, dx = 0.
\]
As a result,
\[
\mathcal{C} + \mathcal{E} = \frac{4}{\omega_5 R^5} \int_{\mathbb{R}^5 \times \mathbb{R}^5 \times \mathbb{R}^5} \left(\sum_{i=1}^{3} \kappa_i |\nabla u_i^{i, \xi}(x)|^2\right) \chi^2 \left(\frac{x - s}{R}\right) \chi^2 \left(\frac{y - s}{R}\right) \left(\sum_{i=1}^{3} \frac{\kappa_1 \kappa_2 \kappa_3}{\kappa_i} |u_i^{i}(y)|^2\right) \, dx \, dy \, ds.
\]
(5.7)
Note that, by Cauchy–Schwarz inequality,
\[
\text{Im} \left(\sum_{i=1}^{3} u_i^{i} \nabla u_i^{i}\right) \leq \sqrt{\sum_{i=1}^{3} |\nabla u_i^{i}|^2} \sqrt{\sum_{i=1}^{3} |u_i^{i}|^2},
\]
we can get $\mathcal{D} + \mathcal{F} \geq 0$.
To conclude, we deduce
\[
\frac{d}{dt} M(t) \geq \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} \Delta W_{3, 2, 3} \left(4 \psi(x - y) + \phi(x - y)\right) \left(\sum_{i=1}^{3} |u_i^{i}(y)|^2\right) \, dx \, dy
\]
\[- \frac{10}{\omega_5 R^5} \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} \text{Re} \left(\frac{u_1^{1}(x)u_2^{2}(x)u_3^{3}(x)}{u_1^{1}(x)u_2^{2}(x)u_3^{3}(x)}\right) \chi^2 \left(\frac{x - s}{R}\right) \chi^2 \left(\frac{y - s}{R}\right) N_{3, 2, 3} \, dx \, dy \, ds
\]
\[- 8 \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} \text{Re} \left(\frac{u_1^{1}(x)u_2^{2}(x)u_3^{3}(x)}{u_1^{1}(x)u_2^{2}(x)u_3^{3}(x)}\right) (\psi(x - y) - \phi(x - y)) N_{3, 2, 3} \, dx \, dy \, ds
\]
\[- 10 \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} \text{Re} \left(\frac{u_1^{1}(x)u_2^{2}(x)u_3^{3}(x)}{u_1^{1}(x)u_2^{2}(x)u_3^{3}(x)}\right) (\phi(x - y) - \phi_1(x, y)) N_{3, 2, 3} \, dx \, dy \, ds
\]
\[+ \frac{4}{\omega_5 R^5} \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} L_{3, 2, 3} \chi \left(\frac{x - s}{R}\right) \chi \left(\frac{y - s}{R}\right) N_{3, 2, 3} \, dx \, dy \, ds
\]
\[= : \mathcal{A} + \mathcal{G} + \mathcal{H} + \mathcal{I} + \mathcal{J}.
\]
Next, we will average this inequality over $t \in I$ and logarithmically over $R \in [R_0, R_0 e^{J}]$.
Looking back at the definition of $M(t)$, we find the upper bound $\sup_{t \in \mathbb{R}} |M(t)| \lesssim R E_0^2$.
By the fundamental theorem of calculus, we have
\[
\left| \frac{1}{T_0} \int_{I} \int_{R_0}^{R_0 e^{J}} \frac{d}{dt} M(t) \frac{dR}{R} \, dt \right| \lesssim \kappa_{1, 2, 3} \frac{1}{T_0} \frac{R_0 e^{J}}{J} E_0^2.
\]
(5.8)
We turn to $\mathcal{A}$ integrating by parts.
\[
\mathcal{A} \gtrsim \kappa_{1, 2, 3} - \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} \left(\sum_{i=1}^{3} |u_i^{i}(x)||\nabla u_i^{i}(x)|\right)
\]
\[|4 \nabla \psi(x - y) + \nabla \phi(x - y)| \left(\sum_{i=1}^{3} |u_i^{i}(y)|^2\right) \, dx \, dy.
\]
The facts \(|\nabla \phi| \lesssim \frac{1}{R}\) and \(|\nabla \psi| \lesssim \frac{1}{|x|} (\phi - \psi)\) \(\lesssim \min \{\frac{1}{R}, \frac{R}{|x|}\}\) tell us
\[
\frac{1}{T_0} \int I \int J \int_{R_0}^{R_0 e^{j}} A \frac{dR}{R} dt \gtrsim_{\kappa_1 \kappa_2 \kappa_3} - \frac{1}{J R_0} E_0^2. \tag{5.9}
\]

For \(G + J F\), we can establish a lower bound for these terms by Lemma 3.6 after choosing \(\chi_R(x) = \chi \left(\frac{x - s}{R}\right)\), that is
\[
\frac{1}{T_0} \int I \int J \int_{R_0}^{R_0 e^{j}} G + J F \frac{dR}{R} dt \gtrsim_{\kappa_1 \kappa_2 \kappa_3} - \frac{1}{J R_0} E_0^2. \tag{5.10}
\]

As for \(H\), by construction,
\[
|\psi(x) - \phi(x)| \lesssim \min \left\{\frac{|x|}{R}, \frac{R}{|x|}\right\}.
\]

We deduce
\[
\frac{1}{T_0} \int I \int J \int_{R_0}^{R_0 e^{j}} H \frac{dR}{R} dt \gtrsim_{\kappa_1 \kappa_2 \kappa_3} - \frac{1}{J R_0} E_0^2. \tag{5.11}
\]

Finally, similar to the estimates of \(H\), we have
\[
\frac{1}{T_0} \int I \int J \int_{R_0}^{R_0 e^{j}} \frac{dR}{R} dt \gtrsim_{\kappa_1 \kappa_2 \kappa_3} - \varepsilon E_0^2 \tag{5.12}
\]

since \(|\phi(x - s) - \phi_1(x, y)| \lesssim \varepsilon\).

Collecting (5.9), (5.10), (5.11), and (5.12), we find
\[
\frac{\delta}{J T_0} \int I \int_{R_0}^{R_0 e^{j}} \frac{1}{R^5} \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} L_{k_1 k_2 k_3} \chi^2 \left(\frac{x - s}{R}\right) \chi^2 \left(\frac{y - s}{R}\right) N_{k_1 k_2 k_3} \frac{dxdydsdR}{R} dt \\
\lesssim_{\kappa_1 \kappa_2 \kappa_3} \left(\frac{R_0 e^{j}}{J T_0} + \frac{1}{J R_0} + \frac{1}{J} + \varepsilon\right) E_0^2, \tag{5.13}
\]

which completes the proof of Proposition 1.5.

\[\square\]

### 6 Proof of the main result

In this section, we combine the results in Sects. 4 and 5 to complete the proof of Theorem 1.3.

**The proof of Theorem 1.3** First of all, using the scaling
\[u_\lambda(t, x) = \lambda^2 u \left(\lambda^2 t, \lambda x\right),\]
we can always fix \(\lambda > 0\) such that (1.5) holds. In order to establish (4.1), we want to get
\[
\frac{\delta}{J T_0} \int I \int_{R_0}^{R_0 e^{j}} \frac{1}{R^5} \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} L_{k_1 k_2 k_3} \chi^2 \left(\frac{x - s}{R}\right) \chi^2 \left(\frac{y - s}{R}\right) N_{k_1 k_2 k_3} \frac{dxdydsdR}{R} dt \lesssim_{\kappa_1 \kappa_2 \kappa_3, E_0} \varepsilon, \tag{6.1}
\]
where
\[L_{k_1 k_2 k_3}^\xi = \sum_{i=1}^{3} \kappa_i \left| \nabla \left(\chi \left(\frac{x - s}{R}\right) u^{i, \xi}(x)\right)\right|^2.,\]
and
\[ N_{\kappa_1 \kappa_2 \kappa_3} = \kappa_1 \kappa_2 \kappa_3 \sum_{i=1}^{3} \left\| \frac{\chi^{2} \left( \frac{y-JT}{R} \right) u^i(y)}{\kappa_i} \right\|^2. \]

Noting that for \( x \) and \( y \), the integral of \( L_{\kappa_1 \kappa_2 \kappa_3}^e \) and \( N_{\kappa_1 \kappa_2 \kappa_3} \) essentially become
\[ \left\| (\chi u^1, \chi u^2, \chi u^3) \right\|^2_{H_1^1(\mathbb{R}^5)} \text{ and } \left\| (\chi u^1, \chi u^2, \chi u^3) \right\|^2_{L_2^2(\mathbb{R}^5)}, \]
respectively.

Combining above and using the (1.5) in Proposition 1.5, we can change (5.13) into
\[ \frac{\delta}{J T_0} \int_I \int_{R_0} \frac{R_0 e^J}{R^5} \int_{\mathbb{R}^5} \int_{\mathbb{R}^5} L_{\kappa_1 \kappa_2 \kappa_3}^e \cdot N_{\kappa_1 \kappa_2 \kappa_3} \, dx \, dy \, ds \, dR \, dt \]
\[ \lesssim_{\kappa_1 \kappa_2 \kappa_3} \left( \frac{R_0 e^J}{J T_0} + \frac{1}{J R_0} + \frac{1}{J} + \varepsilon \right) E_0^2. \]

If we choose \( J = \varepsilon^{-1} R_0, T_0 = e^J \), we obtain (6.1)

For \( s \), considering the support of \( \chi \) in (1.6), we can use the integral mean value theorem,
\[ \frac{1}{R^5} \int_{\mathbb{R}^5} f(s) \, ds = f(s_0), \]
where \( s_0 \in \text{supp } f \subset \{ \chi \mid |x| < R \} \).

And for \( R \), by the integral mean value theorem again, there exist some \( R' \in [R_0, R_0 e^J] \) such that
\[ \frac{1}{J} \int_{R_0}^{R_0 e^J} g(R) \, dR = g(R'). \]

To conclude, we are keeping the integral with respect to \( t \) the same and omitting some constants to obtain
\[ \frac{1}{T_0} \int_I \left\| (\chi u^1, \chi u^2, \chi u^3) \right\|^2_{H_1^1(\mathbb{R}^5)} \left\| (\chi u^1, \chi u^2, \chi u^3) \right\|^2_{L_2^2(\mathbb{R}^5)} \, dt \lesssim_{\kappa_1 \kappa_2 \kappa_3, E_0} \varepsilon. \quad (6.2) \]

The interval \( I \) is divided into many sub-intervals of the same length \( l = \varepsilon^{-\frac{1}{3}} \). By the pigeonhole principle, there exists \( I_k \) such that
\[ \int_{I_k} \left\| (\chi u^1, \chi u^2, \chi u^3) \right\|^2_{H_1^1(\mathbb{R}^5)} \left\| (\chi u^1, \chi u^2, \chi u^3) \right\|^2_{L_2^2(\mathbb{R}^5)} \, dt \lesssim_{E_0} \varepsilon^{\frac{3}{2}}, \]
which means
\[ \left\| (\chi u^1, \chi u^2, \chi u^3) \right\|^4_{L_4^2(I_k, L_2^2(\mathbb{R}^5))} = \int_{I_k} \left\| (\chi u^1, \chi u^2, \chi u^3) \right\|^4_{L_2^2(\mathbb{R}^5)} \, dt \lesssim_{E_0} \varepsilon^{\frac{3}{2}}. \]

Thanks to Hölder inequality, we have
\[ \left\| (\chi u^1, \chi u^2, \chi u^3) \right\|_{L_2^2(I_k, L_2^\infty(\mathbb{R}^5))} \leq \left\| (\chi u^1, \chi u^2, \chi u^3) \right\|_{L_2^4(I_k, L_2^\infty(\mathbb{R}^5))} \, \|1\|_{L_4^2(I_k, L_2^\infty(\mathbb{R}^5))} \]
\[ \lesssim_{E_0} \varepsilon^{\frac{3}{16}} \varepsilon^{-\frac{1}{16}} = \varepsilon^{\frac{1}{8}}. \]

\( \Xi \) Springer
At last, by interpolation,
\[
\left\| \left( \chi u^1, \chi u^2, \chi u^3 \right) \right\|_{L^5_t(L^6_x(\mathbb{R}^5))} \leq \left\| \left( \chi u^1, \chi u^2, \chi u^3 \right) \right\|_{L^2_t(L^2_x(\mathbb{R}^5))}^{\frac{3}{5}} \leq E_0 \varepsilon^{\frac{1}{2}},
\]
which implies (4.1) holds.

So the scattering criterion, Proposition 4.1, tells us that u scatters, which completes the proof of Theorem 1.3.
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