Impurity-induced subgap states in superconductors with inhomogeneous pairing
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We study subgap states induced by a single impurity in an s-wave superconductor with suppressed pairing. For concreteness, we consider a bulk superconductor containing a normal spherical region. We find that a point impurity in this system induces two Yu-Shiba-Rusinov states inside the minigap instead of one, which one would have in a homogeneous superconductor. Moreover, the subgap states appear even if the impurity is nonmagnetic. We prove that this result actually holds almost for any superconductor with a real and spatially inhomogeneous order parameter, if the quasiparticle spectrum is gapped.

I. INTRODUCTION

Magnetic impurities are known to produce a pair-breaking effect in superconductors, as has been demonstrated by Abrikosov and Gor’kov in their seminal work [1]. Later, a more subtle effect has been discovered: the existence of subgap states localized by magnetic impurities – the so-called Yu-Shiba-Rusinov states [2–4] (or Shiba states, in short). In recent years there has been an increased interest in systems hosting subgap Shiba states and bands. The interest stems from the realization that chains of magnetic atoms on superconductors can give rise to zero energy Majorana modes [5–9] and indications of experimental observations of these modes [10–13] (see also Ref. [14] for review of experimental progress in studying Shiba states). Majorana modes are considered as potential building blocks for topological quantum computers [15–18].

Another property of magnetic impurities, which is of practical significance, is their ability to trap nonequilibrium quasiparticles. Such quasiparticles are generated during operation of superconducting devices [19–30] (including qubits, photon counters and coolers) and typically degrade their performance. Degradation appears mainly due to quasiparticles with energies close to or larger than the bulk gap $\Delta$, which can move freely in the superconductor. In a Josephson junction, for example, such quasiparticle can get stuck in a current-carrying Andreev state (“poison” it), which will change the current-phase characteristic of the junction. To avoid this, quasiparticle can be trapped far from the junction area. Magnetic impurities, providing Shiba states with energies lying well below the gap $\Delta$, may act as such traps. Indeed, a quasiparticle captured in a Shiba state is very unlikely to escape, if the temperature is much lower than $\Delta$. Eventually such quasiparticle will recombine with another one. Theoretical considerations show, in fact, that trapping results in an enhanced quasiparticle-quasiparticle recombination rate [31–33]. Note also that free quasiparticles are the source of ohmic losses in superconductors, and trapping them in Shiba states will reduce the losses at low frequencies [34]. A paper by Barends et al. [35] provides experimental evidence that magnetic disorder indeed can reduce the quasiparticle lifetimes in superconductors. Remarkably, nonmagnetic disorder seems to produce the same effect, which cannot be directly explained by the trapping mechanism, because nonmagnetic scatterers do not induce subgap states in a homogeneous superconductor [36].

It should be noted that the most commonly used type of quasiparticle trap is a normal drain in contact with the superconducting device [19, 20, 24, 28]. Sufficiently large normal drains have deep subgap Andreev states, such that quasiparticles trapped in these states are unlikely to escape from the normal region (the same trapping principle can be implemented by suppressing superconductivity locally with a magnetic field [29, 30, 37, 38]). The idea of combining two trapping mechanisms – magnetic impurities and normal regions – has not been previously considered in literature. In the present paper, we address this idea and find that in a superconductor the combination of a region with suppressed pairing and of an impurity (not necessarily magnetic) results in synergetic behavior, displaying features that are not present in each of these systems separately.

Specifically, we calculate the subgap electronic density of states in an s-wave superconductor with a normal inclusion in the shape of a ball (a normal bubble) and with a pointlike impurity. Similar systems with the impurity located in the center of the region with suppressed superconductivity have been studied theoretically before [39–42]. Flatté and Byers [39, 40] calculated numerically and self-consistently the local density of states in an s-wave superconductor with a finite-sized magnetic impurity. They found multiple impurity states whose energies are almost independent of the product $k_F \xi$ as long as $k_F \xi \gg 1$, where $k_F$ is the Fermi wavenumber and $\xi$ is the coherence length. This result agrees with the analytical calculations of Rusinov [4], who found that in the limit $k_F \xi \gg 1$ the energy of the Shiba state with orbital momentum $l$ is given by

$$E_{Sl} = \Delta_0 \left| \cos (\alpha_{l \uparrow} - \alpha_{l \downarrow}) \right|, \quad (1)$$

where $\Delta_0$ is the bulk gap, and $\alpha_{l \uparrow}$ and $\alpha_{l \downarrow}$ are the scattering phases of the impurity in the normal state for electrons with orbital momentum $l$ and spin up ($\uparrow$) or spin down ($\downarrow$), respectively. Note that none of the quantities in the right-hand side of Eq. (1) depend on the coherence length. Thus, it appears that self-consistency has a very weak effect on Shiba states in typical s-wave su-
perconductors. Remarkably, for a relatively low value of \( k_F \xi = 10 \) it has been found [40] that a nonmagnetic impurity hosts a subgap state, which appears due to local suppression of the gap. However, the energy of this state is extremely close to the gap edge, so that this state is highly delocalized.

In Ref. [41], a self-consistent calculation of impurity states in s-wave and d-wave superconductors has been performed within a tight-binding model. In Ref. [42], Andreev states localized at a nonmagnetic impurity with a pairing amplitude \( \Delta \) distorted on a scale \( L_{\Delta} \ll \xi \) have been studied (note that self-consistent calculations typically yield \( L_{\Delta} \sim k_F^{-1} \) and not \( L_{\Delta} \sim \xi \) [39, 40, 43]). It has been found that an impurity with a suppressed pairing amplitude \( \Delta \) hosts an infinite number of subgap states (if the superconductor is unbounded), whose energies approach the bulk gap exponentially fast with growing orbital momentum \( l \).

Contrary to previous works, here we consider a superconductor containing a spherical region with suppressed pairing which appears not due to an impurity, but has rather external causes, e.g. a normal inclusion or local heating. We assume that the superconducting gap is completely suppressed in a bubble with radius \( a \gg k_F^{-1} \), with the most interesting case corresponding to \( a \sim \xi \). The spectrum of such system without impurities has been studied in a number of papers [42, 44–46]. It has been found that the spectrum contains a large number (strictly speaking, an infinite number [42]) of subgap states. This situation may be reasonably well described within the quasiclassical approximation, where the orbital momentum \( l \) varies continuously, such that the spectrum is continuous and has a minigap \( E_g \lesssim \Delta \) [46]. In the present work, we add a point impurity to this system. According to Eq. (1), for a magnetic impurity in a homogeneous superconductor this yields one Shiba state, since only scattering with \( l = 0 \) takes place. In the presence of a normal bubble one might expect one impurity state with energy \( E < E_g \). This is indeed the case when the impurity is situated in the center of the bubble. However, when the impurity is shifted from the center and even put outside the bubble, we generally find two Shiba states with different energies inside the minigap. Moreover, these states are present even if the impurity is nonmagnetic – then, these states have equal energies (due to spin degeneracy), which can be still well below \( E_g \). This result means that a region with suppressed pairing may significantly enhance the ability of impurities to trap quasiparticles and even allows nonmagnetic scatterers to act as quasiparticle traps. At first sight the appearance of subgap states in the presence of a nonmagnetic impurity may seem inconsistent with Anderson’s theorem [36], however, this theorem does not apply to spatially inhomogeneous superconductors. We also want to point out that a closely related phenomenon has been previously found in one-dimensional SNS junctions: here, the energy of the lowest Andreev state may become even lower in the presence of a potential barrier [47, 48].

The specificity of the system that we consider may suggest that our results are mostly of academic significance, however, we show that they can be generalized for a broad class of system. In particular, we prove that a point impurity (no matter whether magnetic or not) in an s-wave superconductor with an inhomogeneous and real order parameter and with a gap in the quasiparticle spectrum almost always induces two localized subgap states.

The paper is organized as follows. In Sec. II we describe our technique (based on the Gor’kov equation) and provide a general expression for the Green function in the presence of a point impurity. In Sec. III we review the known results concerning the spectrum of a normal bubble inside a superconductor without impurities. In Sec. IV we analyze the impurity-induced states, calculate their energies and wave function. In the conclusion the main results are summarized. The appendices contain most technical details of the calculations.

II. BASIC EQUATIONS

The system that we study is an infinite s-wave superconductor containing a point impurity whose position is given by \( r_i \) and a region with suppressed pairing with radius \( a \gg k_F^{-1} \). As an approximation, we use a steplike order parameter profile:

\[
\Delta(r) = \begin{cases} 
0 & \text{when } r \leq a, \\
\Delta = \text{const} > 0 & \text{when } r > a.
\end{cases}
\]

Of course, such profile is not self-consistent and hence one should not expect accurate quantitative prediction from this model. However, we will prove that the main qualitative results captured by this model are quite general and hold even for profiles of \( \Delta(r) \) that are not spherically symmetric.

We analyze the density of states in our system using the Green functions technique. The retarded Green function \( \tilde{G}_E(r, r') \) is determined from the Gor’kov equation [49]:

\[
\{H_0(r) + U(r - r_i) + \tilde{\tau}_z[J(r - r_i)\sigma - E - i\eta^+]
+ \left( \begin{array}{cc} 0 & -\Delta(r) \\ \Delta^*(r) & 0 \end{array} \right) \}\tilde{G}_E(r, r') = \delta(r - r'),
\]

\[
H_0(r) = -\frac{\hbar^2 \nabla^2}{2m} - \mu.
\]

Here, \( \tilde{\tau}_z \) is a Pauli matrix in Nambu space, \( U(r) \) is the electrical potential of the impurity, and \( J(r) \) is its exchange field, \( \sigma = \{\sigma_x, \sigma_y, \sigma_z\} \) are the Pauli matrices in spin space, \( E \) is the energy, \( \eta^+ \) is an infinitely small positive quantity, \( m \) is the electron mass and \( \mu = \hbar^2 k_F^2/(2m) \) is the chemical potential. The \( 4 \times 4 \) Green function has the following block structure in Nambu space:

\[
\tilde{G}_E(r, r') = \left( \begin{array}{cc} \tilde{G}_E(r, r') & \tilde{F}_E(r, r') \\
-\tilde{F}_E^*(r, r') & \tilde{G}_E^*(r, r') \end{array} \right).
\]
Each block is a $2 \times 2$ matrix in spin space. We use the same definitions of the blocks in terms of electron field operators as in Ref. [50].

The local density of states is given by

$$\nu(E, \mathbf{r}) = \pi^{-1} \text{Im} \left[ G_{E\uparrow\uparrow}(\mathbf{r}, \mathbf{r}) + G_{E\downarrow\downarrow}(\mathbf{r}, \mathbf{r}) \right],$$

where the arrows are the spin indices.

Let us specify the properties of the point impurity. We assume that the range of the potentials $U(\mathbf{r})$ and $J(\mathbf{r})\sigma$ is much smaller than the electron wavelength. Then the wave in vacuum has the form [51]

$$\psi(\mathbf{r}) = e^{ikr} + \frac{e^{ikr+i\alpha} \sin \alpha}{kr},$$

(7)

Here, the defect is located at the origin, and $k$ and $\alpha \in [-\pi/2, \pi/2]$ are the energy dependent wavenumber and scattering phase, respectively. For a magnetic impurity one can choose the spin quantization axis in such a way that spin-up and spin-down electrons would be scattered without spin rotation and would have some scattering phases $\alpha^\uparrow$ and $\alpha^\downarrow$, respectively. With this choice of the spin quantization axis one can see that the equations for Green functions with spin indices $\uparrow\uparrow$ and $\downarrow\downarrow$ decouple, and the Green functions with indices $\uparrow\downarrow$ and $\downarrow\uparrow$ vanish. This greatly simplifies the solution of the Gor’kov equation.

To study the subgap spectrum of our system, we need to solve Eq. (3) only for $|E| < \Delta$. Typically, $\Delta \ll \mu$, so that it is reasonable to neglect the variations of $\alpha^\uparrow$ and $\alpha^\downarrow$ with energy for $|E| < \Delta$. Within this approximation Eq. (3) has been solved in Ref. [50] in terms of the Green functions of the system without the impurity. In particular, it has been found that the function $G_{E\uparrow\uparrow}(\mathbf{r}, \mathbf{r}')$ has the form

$$G_{E\uparrow\uparrow}(\mathbf{r}, \mathbf{r}') = G_E^{(0)}(\mathbf{r}, \mathbf{r}') + G_E^{(1)}(\mathbf{r}, \mathbf{r}'),$$

(8)

where

$$G_E^{(0)}(\mathbf{r}, \mathbf{r}') = G_E^{(0)}(\mathbf{r}, \mathbf{r})$$

and

$$F_E^{(0)}(\mathbf{r}, \mathbf{r}') = F_E^{(0)}(\mathbf{r}, \mathbf{r}).$$

The functions $G_E^{(0)}(\mathbf{r}, \mathbf{r}')$ and $F_E^{(0)}(\mathbf{r}, \mathbf{r}')$ solve the Gor’kov equation without the impurity:

$$\left( H_0(\mathbf{r}) - \hat{\tau}_z (E + i\eta^+) + \begin{pmatrix} 0 & -\Delta(\mathbf{r}) \\ \Delta^*(\mathbf{r}) & 0 \end{pmatrix} \right) \left( \begin{pmatrix} G_E^{(0)}(\mathbf{r}, \mathbf{r}') \\ F_E^{(0)}(\mathbf{r}, \mathbf{r}') \end{pmatrix} \right) = \left( \delta(\mathbf{r} - \mathbf{r}') \right).$$

(12)

Thus, to calculate the density of states in the presence of an impurity, one should first find the Green functions of a pure system.

III. GREEN FUNCTIONS AND DENSITY OF STATES IN A PURE NORMAL BUBBLE

A. Global subgap spectrum

The subgap spectrum of a normal bubble inside a superconductor has been studied using the Bogoliubov-de Gennes (BdG) equations formalism in several papers [42, 44–46]. Here, we will outline the main results. Clearly, the energy levels below the bulk gap are discrete. Due to the spherical symmetry, it is convenient to describe the spectrum by three quantum numbers: the orbital momentum $l$, its projection $l_z$ and a third number $n$. Since the Hamiltonian does not depend on $l_z$, each energy level is at least $2l + 1$ times degenerate. Within the Andreev approximation, a relatively simple equation for the energy levels $E_{ln}$ has been obtained in Ref. [46]:

$$E_{ln} = \frac{2\Delta\epsilon'}{\pi L(l)} \left[ \pi n + \gamma(E_{ln}) \right],$$

(13)

where

$$L(l) = 2\sqrt{a^2 - (l + 1/2)^2}k_F^{-2},$$

(14)
\[ \gamma(E) = \arccos \left( \frac{E}{\Delta} \right), \quad (15) \]

\[ \xi' = \pi \hbar v_F / (2\Delta), \quad v_F = \hbar k_F / m \] is the Fermi velocity, \( l = 0, 1, 2, \ldots \) and \( n \) is any integer such that a real solution of Eq. (13) exists. There are also some restrictions on \( l \), namely \( k_F L(l) \gg 1 \) and \( [k_F L(l)]^3 \gg (l + 1/2)^2 \) \[ [52]. \] Note that for a given \( l \) the spectrum (13) is the same as in a one-dimensional SNS Josephson junction with the length of the normal region equal to \( L(l) \) \[ [53, 54]. \] This is explained by the fact that a quasiparticle with orbital momentum \( l \) passes a path of approximately \( L(l) \) inside the normal bubble between two consecutive Andreev reflections. Another consequence of this is that the lowest quasiparticle energy in our system is the same as in a SNS junction with the length of the normal region equal to \( 2a \). We denote this energy, which is by definition the minigap of the system, as \( E_\nu \). It satisfies Eq. (13) with \( n = 0 \) and \( l = 0 \) \[ [46]: \]

\[ \frac{E_\nu a}{\xi'} = \frac{1}{\pi} \arccos \left( \frac{E_\nu}{\Delta} \right). \quad (16) \]

According to Eq. (13), the energy is a monotone function of \( l \), since \( \partial E_{l,n} / \partial l > 0 \) for \( E_{l,n} > 0 \). However, when going beyond the Andreev approximation the situation appears to be more complicated. In Ref. \[ [42] \] the spectrum of a normal bubble inside a superconductor has been calculated by expanding the quantity \( (\Delta - E_{l,n}) / \Delta \) in powers of \( a / \xi' \) in the limit \( a \ll \xi' \). In this limit the quantum number \( n \) can only take the value 0 (for \( E_{l,n} > 0 \)), and the spectrum is

\[ \Delta - E_{l0} \approx 2\Delta \frac{\pi^2 a^2}{\xi'^2 k_F^2} F_l^2(k_F a), \quad (17) \]

\[ F_l(z) = \int_{0}^{z} x^2 j_l^2(x)dx = \frac{z^3}{2} \left[ j_l^2(z) - j_{l+1}(z)j_{l-1}(z) \right], \quad (18) \]

where \( j_l(z) \) are the spherical Bessel functions. For \( l = 0 \) and \( l = 1 \) one has

\[ \Delta - E_{00} = \Delta \frac{\pi^2 a^2}{2\xi'^4} \left[ 1 - \frac{\sin(2k_F a)}{2k_F a} \right]^2, \quad (19) \]

\[ \Delta - E_{10} = \Delta \frac{\pi^2 a^2}{2\xi'^4} \left[ 1 + \frac{\sin(2k_F a)}{2k_F a} - 2 \frac{\sin^2(k_F a)}{(k_F a)^2} \right]^2. \quad (20) \]

One can see that the energies of Andreev states are oscillating functions of \( a \), which is a consequence of the abrupt order parameter profile, Eq. (2). Moreover, for large enough \( k_F a \) it appears that \( E_{0,0} > E_{1,0} \) when \( \sin(2k_F a) > 0 \), which contradicts Eqs. (13) and (14). Thus, Eq. (13) fails to predict the detailed structure of the subgap spectrum. We suppose that this happens due to the inability of the Andreev approximation to resolve such small energies as \( E_{l+1,n} - E_{l,n} \), which can be estimated as

\[ |E_{00} - E_{10}| \sim \frac{\Delta^2 a}{\mu \xi'}. \quad (21) \]

according to Eqs. (19) and (20).

Another feature that is not captured by the Andreev approximation is the existence of subgap states with \( l > k_F a \). In fact, for the order parameter given by Eq. (2) subgap states with arbitrary large \( l \) exist \[ [42], \] with their energies approaching the gap edge exponentially fast as \( l \to \infty \). It can be seen that the subgap spectrum of a normal bubble is rather complicated even without an impurity. To study the impurity induced states, knowledge of the fine details of the subgap spectrum is not necessary, so we will stick to the quasiclassical approach, which has the form of the Andreev approximation and of the Eilenberger equations \[ [49, 55] \] when applied to the BdG equation and to the Green functions, respectively. Within the formalism of the Eilenberger equations the quantum number \( l \) changes continuously, and thus the density of states becomes continuous, too. In addition, subgap states with \( l > k_F a \) are still not resolved. However, this is not really relevant for the study impurity states (Sec. IV), since we will make use of Green functions with such arguments (energy and coordinates) that the local density of states vanishes, and hence it is not important whether the spectrum is discrete or continuous. Additionally, we do not consider impurity states with energies close to \( \Delta \). Then, the quasiclassical approach is quite reliable.

One more artifact of the Eilenberger equations is the appearance of local minigaps in the density of states, as discussed in Sec. III B.

For now, to determine the global density of states per spin projection, \( \nu_g(0) (E) \), we do not need the solution of the Eilenberger equations, as we can make use of Eqs. (13) and (14). Let us start with the general expression:

\[ \nu_g(0) (E) = \sum_{l,n} \sum_{l_z=-l} \delta(E - E_{l,n}) \int |u_{l,l_z,n}(r)|^2 d^3r. \quad (22) \]

Here, \( u_{l,l_z,n}(r) \) is the electron component of the BdG wave function \( \psi_{l,l_z,n} = (u_{l,l_z,n}(r), \psi_{l,l_z,n}(r))^T \).

For the wave functions found in Ref. \[ [46] \] one has

\[ \int |u_{l,l_z,n}(r)|^2 d^3r \approx \int |\psi_{l,l_z,n}(r)|^2 d^3r \approx \frac{1}{2}. \quad (23) \]

Allowing \( l \) to change continuously in Eq. (22), we obtain

\[ \nu_g(0) (E) = \frac{1}{2} \int dl \sum_n (2l + 1) \delta(E - E_{l,n}). \quad (24) \]

Here, \( E_{l,n} \) can be taken from Eq. (13). Note that the quasiclassical approximation is valid only in the limit \( k_F a \gg 1 \), so that the main contribution to the integral
ν(E) = \int_0^{k_Fa} \sum_{n=0}^{\infty} l \delta(E - E_{ln}) dl = \frac{1}{2} \sum_{n=0}^{\infty} \frac{d n(E)}{dE}, \quad (25)

where

\[ n_m(E) = \left[ \frac{E a}{\Delta \xi'} - \frac{1}{\pi} \gamma(E) \right], \quad (26) \]

\[ l_n^2(E) = k_F^2 a^2 \left\{ 1 - \left[ \frac{\Delta \xi'}{\pi a E} (\pi n + \gamma(E)) \right]^2 \right\}, \quad (27) \]

and \( |x| \) denotes the floor function (the greatest integer less than or equal to \( x \)). For \( n_m(E) = -1 \) one has \( \nu_g^0(E) = 0 \). In expanded form Eq. (25) reads

\[ \frac{\nu_g^0(E)}{\nu_0 V} = \frac{3 \xi^2}{\pi a^3} \sum_{n=0}^{\infty} \left\{ \frac{\pi n + \text{arccos} \epsilon}{\epsilon^2} \right\}, \quad (28) \]

where \( \epsilon = E/\Delta, \nu_0 = m k_F/(2 \pi^2 \hbar^2) \) is the normal density of states (per spin projection), and \( V = 4 \pi a^3/3 \) is the volume of the normal region.

It can be seen that the density of states [Eq. (28)] vanishes for \( E < E_0 \), and for \( E_0 < E < \Delta \) it exhibits a sawtooth shape, as can be seen in Fig. 1. The number of peaks on each curve equals \( \lfloor a/\xi' \rfloor \). where \( \lfloor x \rfloor \) stands for the ceiling function (the least integer greater than or equal to \( x \)).

\[ G_{E,R}^0(r,r) = \frac{imk_F}{2\pi \hbar^2} \int g_E(r,n) \frac{d^2n}{4\pi}, \quad (29) \]

\[ F_{E}^{(r)}(r,n) = \frac{imk_F}{2\pi \hbar^2} \int f_{E}^{(r)}(r,n) \frac{d^2n}{4\pi}, \quad (30) \]

where \( g_E(r,n) \) and \( f_{E}^{(r)}(r,n) \) are quasiclassical Green functions, which satisfy the Eilenberger equations, \( n \) is a unit vector, and the integrals are over a unit sphere. Explicit expressions for \( g_E(r,n) \) and \( f_{E}^{(r)}(r,n) \) as well as derivations of further equations in this subsection are given in Appendix A.

The local density of states is given by the imaginary part of \( G_{E,R}^0(r,r) \), according to Eq. (6). When \( E \geq 0 \), we find that

\[ \nu^0(E, r) = \frac{2}{\pi} \text{Im} \left[ G_{E,R}^0(r,r) \right] = \frac{2\nu_0 \xi'}{\epsilon^2} \sum_{n=0}^{\infty} \frac{\pi n + \text{arccos} \epsilon}{\epsilon^2} \cdot \sqrt{\frac{E - \epsilon^2}{\epsilon^2}} \left[ \frac{n + \text{arccos} \epsilon}{\epsilon} \right] + 1 \int \frac{d^2n}{4\pi} \left( n + \frac{\text{arccos} \epsilon}{\epsilon} \right)^2, \quad (31) \]
for \( r < a \), and

\[
\nu^{(0)}(E, r) = \frac{2\pi g'}{c^2} \left[ \frac{\arccos \epsilon}{\pi} \sum_{n=0}^{\frac{1}{2}} \frac{n + \arccos \epsilon}{\sqrt{\frac{r^2 - \xi^2}{c^2} + \frac{1}{\xi^2} (n + \arccos \epsilon)^2}} \times \exp \left\{ -\pi \sqrt{1 - \xi^2} \left[ \frac{r^2 - \xi^2}{c^2} + \frac{1}{\xi^2} (n + \arccos \epsilon)^2 - \frac{1}{\xi^2} \right] \right\} \right] \]  

(32)

for \( r > a \). In Eqs. (31) and (32), if the upper limit of summation is smaller than the lower limit, one should put \( \nu^{(0)}(E, r) = 0 \). Some profiles on \( \nu^{(0)}(E, r) \) are shown in Fig. 2.

It can be seen that \( \nu^{(0)}(E, r) \) vanishes not only at \( E < E_g \), but also at \( E > E_g \) for some range of distances \( r \):

\[
r < \sqrt{a^2 - \frac{\xi'^2}{c^2}} \left[ \frac{a - \arccos \epsilon}{\xi'} + \frac{\arccos \epsilon}{\pi} \right]^2,
\]

(33)

which can be derived from Eq. (31). The energies satisfying Eq. (33) lie inside the local minigaps. Let us discuss the origin of this peculiar spectrum. Within the quasiclassical approximation, the density of states in a given point is, roughly speaking, the superposition of local spectra of all classical straight trajectories passing through this point. For a normal inclusion in a superconductor, inside the inclusion on each of these trajectories we have effectively a one-dimensional SNS junction. The subgap spectrum of such junction contains one or several Andreev levels [53, 54]. Taking the superposition of these spectra (integrating over \( \mathbf{n} \)), we obtain a set of one or several energy bands, which may or may not overlap. For example, in Fig. 2c one can see three bands which broaden and begin to overlap as \( r \) grows. In the energy range between two neighboring non-overlapping bands the density of states vanishes, which means that we have a local minigap. In addition, there may be a minigap between the band with the highest energy and the bulk gap \( \Delta \). This explanation of local minigaps does not rely on spherical symmetry, and hence these spectral features should be common in various systems with locally suppressed superconductivity. However, one can come up with such shapes of normal inclusions in a superconductor that there are no local minigaps except for the one around \( E = 0 \) in any point of space. An example of such shape is a cylinder with a radius of the order of \( \xi' \) and a length much larger than \( \xi' \).

It should be noted that some features of the obtained density of states [Eqs. (31) and (32)] are indeed caused by the spherical symmetry. First, the width of the minigap around \( E = 0 \) does not depend on position in space—in the general case, this is not so. Second, local minigaps are present for relatively small distances from the center of symmetry. This is explained by the fact that the subgap spectrum in the center is discrete, since the spectra of all classical trajectory passing through the center are the same. If there is at least one Andreev level, there will be a minigap at energies above this level. Specifically for our system, one can see also that the spectral weight in Fig. 2a is pushed to the periphery of the bubble when the energy approaches \( \Delta \). This effect is relatively easy to explain. The spectrum at a distance \( r \) from the center of the bubble is the superposition of spectra of one-dimensional SNS junctions with the length of the normal region ranging from \( 2(a^2 - r^2)^{1/2} \) to \( 2a \). For \( a = \xi' \) such junctions host only one (spin-degenerate) Andreev state, whose energy increases and approaches \( \Delta \) as the length of the normal region decreases. Hence, to obtain a non-zero density of states for energies close \( \Delta \) one needs to approach the periphery of the bubble, since only there the spectrum is contributed by trajectories with short enough normal segments.

Strictly speaking, the density of states does not completely vanish inside the local minigaps (though it is exactly equal to zero for \( |E| < E_g \)). For a given distance \( r \) from the origin the density of states inside the minigaps is contributed by Andreev states with orbital momenta \( l > k_F \). The wave functions of these states have exponential tails at \( r < k_F^{-1} l \), and thus their contribution to the local density of states and Green functions is exponentially small and can be neglected in our context.

The final ingredients that we will need to analyze the impurity-induced states are the Green functions \( G_E^{(0)}(\mathbf{r}, \mathbf{r}') \) and \( F_E^{(0)}(\mathbf{r}, \mathbf{r}') \) with noncoinciding coordinates. Here, different expressions exist for \( k_F |\mathbf{r} - \mathbf{r}'| \ll 1 \) and \( k_F |\mathbf{r} - \mathbf{r}'| \gg 1 \) [50]. In our problem all length scales are much larger than the Fermi wavelength, so we are mainly interested in the range of parameters \( k_F |\mathbf{r} - \mathbf{r}'| \gg 1 \), for which the following approximate relations exist [56]:

\[
G_E^{(0)}(\mathbf{r}, \mathbf{r}') = \frac{m}{2\pi \hbar^2 |\mathbf{r} - \mathbf{r}'|} \left[ \tilde{g}_E(\mathbf{r}', |\mathbf{r} - \mathbf{r}'|, \mathbf{n})e^{ik_F|\mathbf{r} - \mathbf{r}'|} - \tilde{g}_E(\mathbf{r}', -|\mathbf{r} - \mathbf{r}'|, -\mathbf{n})e^{-ik_F|\mathbf{r} - \mathbf{r}'|} \right],
\]

(34)

\[
F_E^{(0)}(\mathbf{r}, \mathbf{r}') = \frac{m}{2\pi \hbar^2 |\mathbf{r} - \mathbf{r}'|} \left[ \tilde{f}_E(\mathbf{r}', |\mathbf{r} - \mathbf{r}'|, \mathbf{n})e^{ik_F|\mathbf{r} - \mathbf{r}'|} - \tilde{f}_E(\mathbf{r}', -|\mathbf{r} - \mathbf{r}'|, -\mathbf{n})e^{-ik_F|\mathbf{r} - \mathbf{r}'|} \right],
\]

(35)
Figure 2. Local densities of states in the presence of normal bubbles with different radii [Eqs. (31) and (32)]: (a) $a = \xi'$, (b) $a = 2\xi'$, (c) $a = 3\xi'$, (d) $a = 10\xi'$.

Here, $n = (r - r')/|r - r'|$, and the functions $\tilde{g}_E$ and $f_E^{\dagger}$ satisfy inhomogeneous Andreev equations (A27) and (A28).

IV. IMPURITY-INDUCED STATES

A. Impurity states within the minigap

Now we are ready to study the properties of the system with a point impurity. To remind, the impurity is characterized by its position $r_i$ and the scattering phases $\alpha^\uparrow$ and $\alpha^\downarrow$ for spin-up and spin-down electrons, respectively. We have already determined the Green function $G_{E\uparrow\uparrow}(r, r')$ — see Eqs. (8) - (11). One interesting feature of this function is that it has poles at such energies that $D_\uparrow(E) = 0$. If these poles appear at real energies, they correspond to localized discrete states. The function $D_\uparrow(E)$ is generally complex, however it becomes real when $G_{E\uparrow\uparrow}^{(0)}(r_i, r_i)$ is real. This happens within the global minigap — at $|E| < E_g$, and also at $E_g < |E| < \Delta$ within local minigaps, where the local density of states vanishes. The real solutions of $D_\uparrow(E) = 0$ should be sought in these energy intervals, because otherwise we fall in the continuous part of the energy spectrum, where the appearance of discrete states is very unlikely. In this section we will concentrate on the global minigap, i.e. $|E| < E_g$.

Within the quasiclassical approximation Eq. (10) can be simplified. Indeed, one can see that for a real order parameter $\Delta$ we have

$$G_{E\uparrow\uparrow}^{(0)}(r_i, r_i) = -G_{E\uparrow\uparrow}^{(0)*}(r_i, r_i),$$  \hspace{1cm} (36)

$$F_{E\uparrow\uparrow}^{\dagger}(r_i, r_i) = F_{E\uparrow\uparrow}^{\dagger*}(r_i, r_i),$$  \hspace{1cm} (37)

which follows from Eqs. (29), (30), (A31) and (A32). Moreover, for energies lying in the minigap $G_{E\uparrow\uparrow}^{(0)}(r_i, r_i)$
and $F^{(0)}_E(r_i, r_i)$ are real (the imaginary part $i\eta$ of the energy is not relevant then, so that the Gor’kov equation becomes purely real). Hence, for $|E| < E_g$ $D_\uparrow(E)$ takes the form

$$D_\uparrow(E) = \left[ \frac{mk_F \cot \alpha_\uparrow}{2\pi \hbar^2} - G^{(0)}_{ER}(r_i, r_i) \right] \times \left[ \frac{mk_F \cot \alpha_\downarrow}{2\pi \hbar^2} + G^{(0)}_{ER}(r_i, r_i) \right] + F^{(0)}_E(r_i, r_i).$$

(38)

In Appendix B we prove that for $\alpha_\uparrow \neq 0, \alpha_\downarrow \neq 0$ and $r_i \neq 0$ the equation $D_\uparrow(E) = 0$ has two solutions corresponding to a spin-up impurity state, and each negative solution corresponds to a spin-down state (if $G^{(0)}_{E\uparrow}(r, r')$ has a pole at $E = E_0$, then $G^{(0)}_{E\downarrow}(r, r')$ has a pole at $E = -E_0$). Thus, an impurity generally induces two discrete subgap states, even if it is nonmagnetic. The appearance of impurity states inside the minigap is closely related to a similar phenomenon in narrow SNS junctions. Indeed, such junctions are one-dimensional analogues of our system, if there is no phase difference between the superconducting banks. The subgap spectrum of such junction consists of discrete Andreev states. The effect of a nonmagnetic point impurity (barrier) on these states has been studied in Refs. [47, 48]. It has been found that a point impurity generally lowers the energy of the lowest Andreev state, unless the defect is placed exactly in the center of the junction – in this case, the subgap spectrum remains unchanged. It can be seen that our three-dimensional system exhibits very similar behavior. In this context it is also worth mentioning an analogous result obtained by Liu et al. [57], who predicted impurity-induced subgap states in a superconductor-normal metal heterostructure.

Returning to our system, for a given pair of scattering phases $\alpha_\uparrow$ and $\alpha_\downarrow$ we can figure out the number of positive and negative solutions of $D_\uparrow(E) = 0$. According to considerations from Appendix B, $D_\uparrow(E) = 0$ has solutions with both signs when $D_\uparrow(0) > 0$ [then $D_{\uparrow+}(0)$ and $D_{\uparrow-}(0)$, given by Eq. (B8), have opposite signs]. The quantity $D_\uparrow(0)$ is easy to evaluate:

$$D_\uparrow(0) = \left( \frac{mk_F \cot \alpha_\uparrow}{2\pi \hbar^2} \right)^2 (1 + \cot \alpha_\uparrow \cot \alpha_\downarrow).$$

(39)

Hence, the condition for the existence of impurity states with opposite spins has the form

$$\sin \alpha_\uparrow \sin \alpha_\downarrow > 0 \quad \text{or} \quad \cos(\alpha_\uparrow - \alpha_\downarrow) < 0. \quad (40)$$

Consider the range of parameters

$$\alpha_\uparrow > 0, \quad \alpha_\downarrow < 0, \quad \cos(\alpha_\uparrow - \alpha_\downarrow) > 0. \quad (41)$$

Here, we have two spin-up impurity states [because $D_{\uparrow\pm}(0) < 0$]. Correspondingly, for the parameters

$$\alpha_\uparrow < 0, \quad \alpha_\downarrow > 0, \quad \cos(\alpha_\uparrow - \alpha_\downarrow) > 0 \quad (42)$$

there are two spin-down states.

Some dependencies of the solutions of $D_\uparrow(E) = 0$ vs. $r_i$ are shown in Fig. 3.

In some special cases, there may be only one impurity state. For example, let us take $\alpha_\uparrow \neq 0, \alpha_\downarrow = 0$. Then, to find the spin-up impurity states one should solve

$$\left( \frac{mk_F \cot \alpha_\uparrow}{2\pi \hbar^2} \right)^2 - G^{(0)}_{ER}(r_i, r_i) = 0. \quad (43)$$

This equation has one solution, because of the monotony of the $G^{(0)}_{ER}(r_i, r_i)$ vs. $E$ dependence [see Eq. (B6)]. This solution is positive for $\alpha_\uparrow > 0$, and hence there is a spin-up impurity state. For $\alpha_\uparrow < 0$ there is a spin-down state. If one puts $\alpha_\uparrow = \alpha_\downarrow = 0$, one has effectively no impurity and hence no impurity states.

Another special case is when $r_i = 0$, i. e. the impurity

![Figure 3. Energies of spin-up impurity states](image-url)
is in the center of the normal bubble. Then

\[ D_\gamma(E) = \left( \frac{me^2}{2\pi\hbar^2} \right) \left[ 1 + \cot \left( \gamma - \frac{2E_\alpha}{\hbar v_F} \right) \left( \cot \alpha_\uparrow - \cot \alpha_\downarrow \right) + \cot \alpha_\uparrow \cot \alpha_\downarrow \right]. \]  

(44)

The equation \( D_\gamma(E) = 0 \) can be reduced to

\[ \cot \left( \gamma(E) - \frac{2E_\alpha}{\hbar v_F} \right) = \cot(\alpha_\uparrow - \alpha_\downarrow). \]  

(45)

For \( \cot(\alpha_\uparrow - \alpha_\downarrow) \neq 0 \) this equation has one solution, because the left-hand side is monotonous in \( E \) and it takes all real values when \( E \in (-E_g, E_g) \). For \( \cot(\alpha_\uparrow - \alpha_\downarrow) > 0 \) we have a spin-up impurity state, and for \( \cot(\alpha_\uparrow - \alpha_\downarrow) < 0 \) there is a spin-down state. When \( \tan(\alpha_\uparrow - \alpha_\downarrow) = 0 \) (nonmagnetic impurity), there are no impurity states.

Now we will analyze the local structure of the density of states at \( E \in (-E_g, E_g) \). Let us consider the most common cases when there are two impurity states. We denote as \( E_\uparrow \) and \( E_\downarrow \) the solutions of \( D_\gamma(E) = 0 \), and as \((u_\uparrow(r), v_\uparrow(r))^T\) and \((u_\downarrow(r), v_\downarrow(r))^T\) the corresponding normalized solutions of the BdG equations. In the general case the quasiparticle wave functions have also spin-down components, \( u_\downarrow(r) \) and \( v_\downarrow(r) \), however, in our situation they vanish. The density of states for spin-up electrons at \( |E| < E_g \) is

\[ \nu_\uparrow(E, r) = \delta(E - E_\uparrow)|u_\uparrow(r)|^2 + \delta(E - E_\downarrow)|v_\downarrow(r)|^2. \]  

(46)

The function \( G_{R+}(r, r') \) has poles at \( E_{\uparrow1} = -E_{\downarrow1} \) and \( E_{\downarrow2} = -E_{\uparrow2} \). We denote the corresponding wave functions of spin-down quasiparticles as \((u_{\downarrow1}, v_{\downarrow1})^T\) and \((u_{\downarrow2}, v_{\downarrow2})^T\). These functions can be chosen in such a way that \( u_{\downarrow1} = v_{\uparrow1} \) and \( u_{\downarrow2} = v_{\downarrow2} \) (also note that all wave functions can be chosen real). Then the density of states of spin-down electrons is

\[ \nu_{\downarrow}(E, r) = \delta(E + E_\uparrow)|v_{\uparrow1}(r)|^2 + \delta(E + E_\downarrow)|v_{\downarrow2}(r)|^2. \]  

(47)

The explicit form of \( u_{\uparrow1}(r) \) and \( v_{\uparrow1}(r) \) is given by Eqs. (B15) - (B19). For \( k_F \cdot |r - r_i| \gg 1 \), using Eqs. (34), (35) and (A29) - (A32) we can rewrite \( u_{\uparrow1}(r) \) and \( v_{\uparrow1}(r) \) as follows:

\[ u_{\uparrow1}(r) = \frac{me^{ik_F|r-r_i|}}{2\pi\hbar^2 |r-r_i|} \left[ A_E \tilde{g}_E(r_i, |r-r_i|, n) - B_E \tilde{f}_E(r_i, |r-r_i|, n) \right] + \text{c.c.}, \]  

\[ v_{\uparrow1}(r) = \frac{me^{ik_F|r-r_i|}}{2\pi\hbar^2 |r-r_i|} \left[ A_E \tilde{f}_E(r_i, |r-r_i|, n) + B_E \tilde{g}_E(r_i, |r-r_i|, n) \right] + \text{c.c.}, \]  

(48)

(49)

where \( n = (r-r_i)/|r-r_i| \), and c.c. stands for the complex conjugate. It can be seen that the wave functions oscillate on the scale \( 2\pi k_F^{-1} \), and thus the density of states has ripples. Below we will plot the density of states averaged over an oscillation period, bearing in mind that this average also gives the amplitude of the ripples. We denote the spatially averaged quantities as \( \langle \ldots \rangle \). For the wave functions we have

\[ \langle |u_{\uparrow1}(r)|^2 \rangle = 2 \left( \frac{m}{2\pi\hbar^2 |r-r_i|} \right)^2 \left| A_E \tilde{g}_E(r_i, |r-r_i|, n) - B_E \tilde{f}_E(r_i, |r-r_i|, n) \right|^2, \]  

\[ \langle |v_{\uparrow1}(r)|^2 \rangle = 2 \left( \frac{m}{2\pi\hbar^2 |r-r_i|} \right)^2 \left| A_E \tilde{f}_E(r_i, |r-r_i|, n) + B_E \tilde{g}_E(r_i, |r-r_i|, n) \right|^2. \]  

(50)

(51)

It follows from Eqs. (A31), (A32) and (A34) that

\[ \langle |u_{\uparrow1}(r)|^2 \rangle = \langle |v_{\uparrow1}(r)|^2 \rangle, \]  

and one can prove the same relation for \( u_{\downarrow2}(r) \) and \( v_{\downarrow2}(r) \). This proves that

\[ \langle \nu_{\uparrow1}(E, r) \rangle = \langle \nu_{\uparrow1}(-E, r) \rangle, \]  

(52)

and hence it is sufficient to plot \( \langle |u_{\uparrow1}(r)|^2 \rangle \) and \( \langle |u_{\downarrow2}(r)|^2 \rangle \) to get an understanding of the behavior of the density of states. Some profiles of these functions are shown in Fig. 4.

To conclude, we note that the existence of impurity states, as demonstrated in Appendix B, follows from some quite general analytical properties of the Green functions with coinciding arguments and of \( D_\gamma(E) \). It turns out that these properties hold for an arbitrary superconductor with a real spatially inhomogeneous gap in the absence of a magnetic field, if the impurity is placed in a position that is not a center of inversion symmetry for \( \Delta(r) \). This statement is proved in Appendix C. Thus, the emergence of two localized states induced by a point impurity should be quite common, and our main qualitative results hold for a normal sphere inside a superconductor with a realistic (self-consistent) order parameter profile.
Figure 4. Profiles of impurity states in a plane passing through the center of the normal bubble and through the impurity. \( u \uparrow \) stands for either \( u_1 \uparrow \) or \( u_2 \uparrow \) (or both, if the impurity is nonmagnetic). The normal bubble is circled in red and has a radius \( a = \xi' \). Dimensions of the area shown are \( 3\xi' \times 3\xi' \). Characteristics of the impurity – \( r_i \), \( \alpha_\uparrow \) and \( \alpha_\downarrow \) – and the energies \( E \) of impurity states are written in each graph.
B. Impurity states outside the minigap

Remarkably, discrete impurity states appear not only inside the minigap, but also in the continuous spectrum, i.e. at \( E > E_g \). This is possible because of the existence of local minigaps, where the local density of states vanishes and the Green functions become real. It is proved in Appendix B that for a given impurity position \( \mathbf{r}_i \) the defect induces from two to four discrete states inside each local minigap (i.e. in each energy interval where \( \mu^{(0)}(E, \mathbf{r}_i) = 0 \)). A numerical solution of the equation \( D(E) \) with different parameters \((a/\xi', r_i/\xi', \alpha_+ \text{ and } \alpha_-)\) for \( |E| > E_g \) has been performed. For all used parameters, inside each local minigap four discrete states have been found for a nonmagnetic impurity, and either three or four impurity states in the case of a magnetic impurity. Two impurity states have never been found.

Speaking of impurity-induced subgap features, we have to mention the ordinary Shiba state. One may expect this state to exist when a magnetic impurity is located sufficiently far from the normal bubble. For a magnetic point impurity in a bulk superconductor the energy of the Shiba state is given by Eq. (1) with \( l = 0 \). If \( E_{S0} < E_g \), we identify one of our impurity state as the Shiba state. When \( E_{S0} > E_g \) a discrete Shiba cannot appear because there are no local minigaps at distances \( r > a \). Thus, the Shiba state becomes a resonance with a finite lifetime due to the possibility of quasiparticle tunneling between the magnetic impurity and the normal bubble.

V. CONCLUSION

To sum up, we have analyzed the subgap density of states in a bulk superconductor with a normal spherical inclusion in the presence of a point impurity. We found that the impurity, whether magnetic or not, generally induces two discrete quasiparticle states with energies \( E < E_g \), where \( E_g \) is the minigap of the clean system. Additional discrete states may appear at higher energies. We have calculated the energies of the impurity states and their wave function for various positions of the impurity and scattering phases. Finally, we have demonstrated that the emergence of two discrete states induced by a point impurity should be a quite common feature of superconducting systems with a real and spatially inhomogeneous order parameter.

The obtained results are relevant in view of the problem of quasiparticle poisoning in superconducting devices. We have shown that when the order parameter is inhomogeneous, additional subgap states are induced by impurities, which should result in enhanced quasiparticle trapping due to the increased number of localized states for quasiparticles. This scenario might explain the enhanced quasiparticle recombination rate in the presence of nonmagnetic disorder [35]. Also, the qualitative modification of the spectrum of Shiba states that we have found might be relevant for engineering magnetic chains hosting Majorana modes [5–9].
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Appendix A: Quasiclassical Green functions

In this Appendix we obtain the quasiclassical Green functions for our system, transform the Green functions with coinciding arguments [Eqs. (29) and (30)] and derive Eqs. (31) and (32).

We start with the functions \( g_E(\mathbf{r}, \mathbf{n}) \) and \( f_E^I(\mathbf{r}, \mathbf{n}) \), which satisfy the Eilenberger equations. For our system these equations have the same form as for a Josephson SNS junction, and their solution can be found in a textbook [58]. Let us denote as \( \theta \) the angle between \( \mathbf{r} \) and \( \mathbf{n} \). Then, the impact parameter of a classical (straight) trajectory with a direction vector \( \mathbf{n} \) passing through the point \( \mathbf{r} \) is \( h = r \sin \theta \). If \( h > a \), the trajectory does not cross the normal region, so that the Green functions are the same as in a bulk superconductor:

\[
\begin{align*}
g_E(\mathbf{r}, \mathbf{n}) &= -\frac{iE}{\sqrt{\Delta^2 - E^2}}, \quad f_E^I(\mathbf{r}, \mathbf{n}) = -\frac{i\Delta}{\sqrt{\Delta^2 - E^2}} \quad (A1) \\

\end{align*}
\]

If \( h < a \), the trajectory passes through the normal region. Such trajectory has three sections, where different expressions for the Green functions are valid. First, consider the section that lies inside the normal bubble, e.g., assume that \( \mathbf{r} = \mathbf{r}_0 \) – see Fig. 5. Then the Green functions are

\[
\begin{align*}
g_E(\mathbf{r}, \mathbf{n}) &= i \cot \left( \frac{E L(\mathbf{r}, \cos \theta)}{\hbar v_F} - \gamma(E) + i\eta^+ \right), \quad (A2) \\
f_E^I(\mathbf{r}, \mathbf{n}) &= \frac{ie^{-iE L(\mathbf{r}, \cos \theta)} - L(\mathbf{r}, \cos \theta)}}{i \sin \left( \frac{E L(\mathbf{r}, \cos \theta) - L(\mathbf{r}, \cos \theta)}{\hbar v_F} \right) + i\gamma(E) + i\eta^+}. \quad (A3)
\end{align*}
\]

where

\[
\begin{align*}
L_{1,2}(r, \cos \theta) &= \mp r \cos \theta + \sqrt{a^2 - r^2 + r^2 \cos^2 \theta}, \quad (A4) \\
L(r, \cos \theta) &= 2\sqrt{a^2 - r^2 + r^2 \cos^2 \theta}. \quad (A5)
\end{align*}
\]

Next, consider \( \mathbf{r} = \mathbf{r}_1 \) [see Fig. 5]. Then

\[
\begin{align*}
\end{align*}
\]
where we used the integration variable \( t = \cos \theta \). Similarly, for \( F_E^{(0)}(r,r) \) we have

\[
F_E^{(0)}(r,r) = - \frac{mk_F}{2\pi \hbar^2} \int_0^1 \frac{\cos \left( \frac{EL(r,t)}{\hbar v_F} \right)}{\sin \left( \frac{EL(r,t)}{\hbar v_F} - \gamma(E) + i\eta^+ \right)} \, dt.
\]

For \( r > a \) we obtain

\[
G_E^{(0)}(r,r) = \frac{mk_F}{2\pi \hbar^2} \left\{ \frac{E}{\sqrt{\Delta^2 - E^2}} - \frac{1}{\sqrt{1-a^2/r^2}} \left[ \cot \left( \frac{EL(r,t)}{\hbar v_F} - \gamma(E) + i\eta^+ \right) + \frac{E}{\sqrt{\Delta^2 - E^2}} \right] e^{-\frac{2\Delta^2 - E^2}{\hbar v_F^2} x_1(r,t)} \right\},
\]
Generally, the integrals in Eqs. (A12), (A13), (A14) and (A15) cannot be evaluated analytically, however, for the local density of states we need only the imaginary part of $G^{(0)}_{ER}(r, r)$. To evaluate this quantity the following identity will be useful:

$$\text{Im} \left[ \cot(x + i\eta^+) \right] = -\pi \sum_{n=-\infty}^{\infty} \delta(x - \pi n).$$  \hspace{1cm} (A16)

Applying this to Eqs. (A12) and (A14), we obtain Eqs. (31) and (32).

The quasiclassical treatment of Green functions with noncoinciding coordinates is described in Ref. [56]. There, the functions $G^{(0)}_{E}(r, r')$ and $F^{(0)}_{E}(r, r')$ are expressed in terms of retarded quasi-classical functions denoted as $g^{R}_{\pm}(r, r')$ and $f^{1R}_{\pm}(r, r')$:

$$G^{(0)}_{E}(r, r') = \frac{m}{2\pi \hbar v_{F}} \frac{\Delta}{\sqrt{\Delta^2 - E^2}} \int_{1-\nu_{F}^{2}}^{1} \left[ g^{R}_{\pm}(r, r') e^{ik_{F} |r-r'|} \right] + g^{R}_{\pm}(r, r') e^{-ik_{F} |r-r'|} .$$  \hspace{1cm} (A17)

$$F^{(0)}_{E}(r, r') = \frac{m}{2\pi \hbar v_{F} R} \frac{\Delta}{\sqrt{\Delta^2 - E^2}} \int_{1-\nu_{F}^{2}}^{1} \left[ f^{1R}_{\pm}(r, r') e^{ik_{F} |r-r'|} \right] + f^{1R}_{\pm}(r, r') e^{-ik_{F} |r-r'|} .$$  \hspace{1cm} (A18)

If one puts $r = r' + sn$, the functions $g^{R}_{\pm}(r, r')$ and $f^{1R}_{\pm}(r, r')$ will satisfy Andreev equations:

$$\mp i \hbar v_{F} \frac{\partial g^{R}_{\pm}}{\partial s} - (E + i\eta^+) g^{R}_{\pm} + \Delta(r' + sn) f^{1R}_{\pm} = 0,$$  \hspace{1cm} (A19)

and that Eqs. (A17) and (A18) can be written in the form (34) and (35).

Let us list some properties of Eqs. (A27) and (A28). We note that for $|E| < \Delta$ the small imaginary term $i\eta^+$ is only relevant for a discrete set of energies, which correspond to subgap Andreev states. Here, we will consider only energies that are not in this set, so that $i\eta^+$ can be dropped. For such energies, one finds that

$$\tilde{g}_{E}(r', -s, n) = -\tilde{g}_{E}(r', r, n),$$  \hspace{1cm} (A29)

$$\tilde{f}_{E}^{\pm}(r', -s, n) = \tilde{f}_{E}^{\pm}(r', r, n),$$  \hspace{1cm} (A30)

If $\Delta$ is real, for all energies (even when $i\eta^+$ is relevant) we have

$$\tilde{g}_{E}(r', r, n) = \tilde{g}_{E}(r', r, n),$$  \hspace{1cm} (A31)
\[ \tilde{f}_E^+(r', s, n) = -\tilde{f}_E^-(r', s, n). \]  
(A32)

Another property that follows from Eqs. (A27) and (A28) is

\[ \frac{\partial}{\partial s} \left( |\tilde{g}_E|^2 - |\tilde{f}_E|^2 \right) = 0 \]  
(A33)

for \( s \neq 0 \). Since at \( s \to \pm \infty \) we have \( |\tilde{g}_E|^2 - |\tilde{f}_E|^2 \to 0 \), it follows that

\[ |\tilde{g}_E| = |\tilde{f}_E| \]  
(A34)

for all \( s \).

![Figure 6. Explanatory images for the solutions of Eqs. (A27) and (A28).](image)

Now we write down the solutions of Eqs. (A27) and (A28) for our system without impurities. Note that these equations are linear and have piecewise constant coefficients, so solving them is straightforward. We need to consider several cases depending on the position of \( r' \) and the direction of \( n \). First, let \( r' \) be inside the normal bubble \( (r' < a) \) – see Fig. 6a. For \( 0 < s < L_3 \) we have

\[ \tilde{g}_E = \frac{g_{E}^{a}}{1 - e^{-2i\gamma}}, \]  
(A35)

\[ \tilde{f}_E = \frac{f_{E}^{a}}{1 - e^{-2i\gamma}}, \]  
(A36)

and for \( s > L_3 \)

\[ \tilde{g}_E = \frac{e^{i\frac{E_{k}L_{3}}{\hbar v_F}} - e^{-\frac{\sqrt{\Delta^2 - E^2} L_{3}}{\hbar v_F}} (s - L_3)}{1 - e^{-2i\gamma}}, \]  
(A37)

\[ \tilde{f}_E = \frac{e^{i\frac{E_{k}L_{3}}{\hbar v_F}} - e^{-\frac{\sqrt{\Delta^2 - E^2} L_{3}}{\hbar v_F}} (s - L_3)}{1 - e^{-2i\gamma}}. \]  
(A38)

We will not write down the functions \( \tilde{g}_E \) and \( \tilde{f}_E \) for \( s < 0 \), since they can be obtained using Eqs. (A29) and (A30).

Next, consider \( r' > a \) and assume that the trajectory parametrized by \( s \) crosses the normal region. Let \( (r'n) \) be positive, as in Fig. 6b. Then the Green functions for \( s > 0 \) are

\[ \tilde{g}_E = \left[ e^{-\frac{2\sqrt{\Delta^2 - E^2} L_{3}}{\hbar v_F}} - e^{-\frac{E_{k}L_{3}}{\hbar v_F}} - 1 \right] + \frac{e^{-\frac{\sqrt{\Delta^2 - E^2} L_{4}}{\hbar v_F}}}{1 - e^{-2i\gamma}}, \]  
(A39)

\[ \tilde{f}_E = \left[ e^{-\frac{2\sqrt{\Delta^2 - E^2} L_{3}}{\hbar v_F}} - e^{-\frac{E_{k}L_{3}}{\hbar v_F}} - 1 \right] + \frac{e^{-\frac{\sqrt{\Delta^2 - E^2} L_{4}}{\hbar v_F}}}{1 - e^{-2i\gamma}}. \]  
(A40)

Now let the vector \( n \) point in the opposite direction – see Fig. 6c. The Green functions are

\[ \tilde{g}_E = \frac{1}{1 - e^{-2i\gamma}} \left[ e^{-\frac{2\sqrt{\Delta^2 - E^2} L_{4}}{\hbar v_F}} - e^{-\frac{E_{k}L_{4}}{\hbar v_F}} - 1 \right] + \frac{e^{-\frac{\sqrt{\Delta^2 - E^2} L_{3}}{\hbar v_F}}}{1 - e^{-2i\gamma}}, \]  
(A41)

\[ \tilde{f}_E = \frac{1}{1 - e^{-2i\gamma}} \left[ e^{-\frac{2\sqrt{\Delta^2 - E^2} L_{4}}{\hbar v_F}} - e^{-\frac{E_{k}L_{4}}{\hbar v_F}} - 1 \right] + \frac{e^{-\frac{\sqrt{\Delta^2 - E^2} L_{3}}{\hbar v_F}}}{1 - e^{-2i\gamma}}. \]  
(A42)
for $0 < s < L_4$,

$$
\bar{g}_E = \frac{e^{-\frac{E_L - L_4}{\hbar v_F}} - \sqrt{\Delta^2 - E^2 L_4}}{1 - e^{-2\gamma + \frac{2E_L}{\hbar v_F}}},
$$
(A43)

$$
\tilde{f}_E^\dagger = \frac{e^{-\frac{\sqrt{\Delta^2 - E^2 L_4}}{\hbar v_F}} + \sqrt{\Delta^2 - E^2 L_4}}{1 - e^{-2\gamma + \frac{2E_L}{\hbar v_F}}}
$$
(A44)

for $L_1 < s < L + L_4$, and

$$
\tilde{g}_E = \frac{e^{-\frac{\sqrt{\Delta^2 - E^2 L_4}}{\hbar v_F}} - \sqrt{\Delta^2 - E^2 L_4}}{1 - e^{-2\gamma + \frac{2E_L}{\hbar v_F}}},
$$
(A45)

$$
\tilde{f}_E^\dagger = \frac{e^{-\frac{\sqrt{\Delta^2 - E^2 (L-s)} + \sqrt{\Delta^2 - E^2 L_4}}{\hbar v_F}} - \sqrt{\Delta^2 - E^2 (L-s)}}{1 - e^{-2\gamma + \frac{2E_L}{\hbar v_F}}}
$$
(A46)

for $s > L + L_4$.

Finally, there are trajectories that do not pass through the normal region. To obtain the Green functions on such trajectories, one may simply substitute $L = 0$ into Eqs. (A45) and (A46):

$$
\tilde{g}_E = \frac{e^{-\frac{\sqrt{\Delta^2 - E^2 s}}{\hbar v_F}}}{1 - e^{-2\gamma}},
$$
(A47)

$$
\tilde{f}_E^\dagger = \frac{e^{-\frac{\sqrt{\Delta^2 - E^2 (L-s)}}{\hbar v_F}}}{1 - e^{-2\gamma}}
$$
(A48)

for $s > 0$.

Appendix B: Impurity-induced states: proof of existence and wave functions

In this Appendix we will prove that $D_\uparrow(E)$ [Eq. (38)] has two roots at $|E| < E_g$ and we will find the wave functions of impurity-induced states. Also, impurity states inside local minigaps will be briefly considered.

We start by deriving a general analytical property of the Green functions with coinciding arguments. We will make use of the following relations [49]:

$$
G_E^{(0)}(r, r') = \sum_n \frac{u_n^{0}(r)u_n^{0\ast}(r')}{E_n - E - i\eta^+},
$$
(B1)

$$
F_E^{(0)}(r, r') = \sum_n \frac{v_n^{0}(r)v_n^{0\ast}(r')}{E_n - E - i\eta^+},
$$
(B2)

where $(u_n^{0}(r), v_n^{0}(r))^T$ are the quasiparticle wave functions of the clean system and $E_n$ are the quasiparticle energies. Let us differentiate Eqs. (B1) and (B2) with respect to energy, taking $r = r'$ and $E \neq E_n$:

$$
G_E^{(0\prime)}(r, r) = \sum_{n > 0} \left[ \frac{|u_n^{0}(r)|^2}{(E_n - E)^2} + \frac{|v_n^{0}(r)|^2}{(E_n + E)^2} \right],
$$
(B3)

$$
F_E^{(0\prime)}(r, r) = \sum_{n > 0} v_n^{0}(r)v_n^{0\ast}(r)
$$

\[ \times \left[ \frac{1}{(E_n - E)^2} - \frac{1}{(E_n + E)^2} \right], \]
(B4)

where summation goes over states with positive energies, and we have used the fact that the wave functions of the states with negative energies $-E_n$ have the form $(v_n^{0\ast}(r), -u_n^{0\ast}(r))^T$. Within the quasiclassical approximation also $G_E^{(0\prime)}(r, r) = -G_{-E}^{(0\prime)}(r, r)$, which follows from Appendix A (in particular, from Eq. (A29)). Hence,

$$
G_E^{(0\prime)}(r, r) \approx \frac{1}{2} \left[ c_{\uparrow}^{(0\prime)}(r, r) + c_{\uparrow}^{(0\prime)}(r, r) \right] = \sum_{n > 0} \frac{|u_n^{0}(r)|^2 + |v_n^{0}(r)|^2}{2} \left[ \frac{1}{(E_n - E)^2} + \frac{1}{(E_n + E)^2} \right],
$$
(B5)

Since

$$
|v_n^{0}(r)v_n^{0\ast}(r)| \leq \frac{|u_n^{0}(r)|^2 + |v_n^{0}(r)|^2}{2}
$$

and

$$\frac{1}{(E_n - E)^2} + \frac{1}{(E_n + E)^2} > \frac{1}{(E_n - E)^2} - \frac{1}{(E_n + E)^2},$$

one can see from Eqs. (B4) and (B5) that

$$
\left| F_E^{(0\prime)}(r, r) \right| < G_E^{(0\prime)}(r, r).
$$
(B6)

This relation is valid for all $E \in (-E_g, E_g)$.

Now we write $D_\uparrow(E)$ in the following form:

$$
D_\uparrow(E) = -D_{\uparrow+}(E)D_{\uparrow-}(E),
$$
(B7)

where

$$
D_{\uparrow\pm}(E) = G_{\pm}(r_i, r_i) + \frac{mkF}{4\pi\hbar}(\cot \alpha_\downarrow - \cot \alpha_\uparrow)
$$

\[ \pm \sqrt{\left( \frac{mkF}{4\pi\hbar} \right)^2 (\cot \alpha_\downarrow + \cot \alpha_\uparrow)^2 + \left| F_E^{(0\prime)}(r_i, r_i) \right|^2}. \]
(B8)

By direct differentiation and using Eq. (B6) it can be proven that $D_{\uparrow+}(E)$ and $D_{\uparrow-}(E)$ are strictly monotonic functions of energy.

Let us evaluate $G_E^{(0\prime)}(r_i, r_i)$ and $F_E^{(0\prime)}(r_i, r_i)$ at $E \rightarrow E_g - 0$. For $r_i < a$ we use Eqs. (A12) and (A13). When $r_i \neq 0$, the main contribution to the integrals comes from
\( t \approx 1 \). Using this, we obtain
\[
G_{ER}^{(0)}(r_i, r_i) \approx \frac{mk_F}{2\pi \hbar^2} \int_0^1 \frac{dt}{\gamma(E) - \frac{k_F a}{\hbar^2} (1-t)}
\]
\[
\approx \frac{mk_F}{2\pi \hbar^2} \int_0^1 \frac{dt}{\gamma(E) - \frac{k_F a}{\hbar^2} (1-t)}
\]
\[
\approx -\frac{k_F a}{4\pi \hbar^2} \ln \left( \gamma(E) - \frac{2E_a}{\hbar^2} \right). \quad (B9)
\]

Here, in the denominator only the first two terms of its Taylor series in powers of \( 1-t \) have been retained. For \( F_E^{(1)}(r_i, r_i) \) one finds that
\[
F_{E}^{(1)}(r_i, r_i) \approx G_{ER}^{(0)}(r_i, r_i) \cos \left( \frac{2E_a r_i}{\hbar^2} \right). \quad (B10)
\]

For \( r_i > a \) from Eqs. (A14) and (A15) we find that
\[
G_{ER}^{(0)}(r_i, r_i) \approx -\frac{k_F a}{4\pi E_i} \ln \left( \gamma(E) - \frac{2E_a}{\hbar^2} \right) e^{-\frac{2\sqrt{\gamma(E) - \frac{k_F a}{\hbar^2}}}{\hbar^2}(r_i-a)}.
\]
\[
F_{E}^{(1)}(r_i, r_i) \approx G_{ER}^{(0)}(r_i, r_i) \cos \left( \frac{2E_a a}{\hbar^2} \right). \quad (B11)
\]

Since \( 2E_a a / (\hbar^2) < \pi/2 \), one can see that \( D_\uparrow \pm (E) \to +\infty \) as \( E \to E_g - 0 \). According to Eqs. (36) and (37), for \( |E| < E_g \) \( G_{ER}^{(0)}(r_i, r_i) \) is odd in \( E \) and \( F_{E}^{(1)}(r_i, r_i) \) is even in \( E \), so that \( D_\uparrow \pm (E) \to -\infty \) as \( E \to -E_g + 0 \). Hence each of the functions \( D_\uparrow \pm (E) \) and \( D_\downarrow \pm (E) \) turns to zero at a single value of \( E \). This completes the proof of the statement that \( D_\uparrow (E) = 0 \) has exactly two roots when \( E \in (-E_g, E_g) \).

We conclude this Appendix by writing down the wave function of a spin-up impurity state. Let us take the larger root of \( D_\uparrow (E) = 0 \), which we denote as \( E = E_{1\uparrow} \). This is also the root of \( D_\downarrow (E) = 0 \), since \( D_\downarrow (E) < D_\uparrow (E) \). Hence,
\[
D_\uparrow(E_{1\uparrow}) = -D_\downarrow(E_{1\uparrow})D_\downarrow(E_{1\uparrow}) < 0. \quad (B13)
\]

Equations (8) and (9) yield
\[
G_{E_{1\uparrow}E_{1\uparrow}}(E_{1\uparrow}, E_{1\uparrow}) \approx \frac{i}{\eta} u_{1\uparrow}(E_{1\uparrow}) u_{1\uparrow}^*(E_{1\uparrow}), \quad (B14)
\]
where
\[
u_{1\uparrow}(E_{1\uparrow}) = A_\uparrow G_{E_{1\uparrow}E_{1\uparrow}}(E_{1\uparrow}, E_{1\uparrow}) - B_\uparrow F_{E_{1\uparrow}E_{1\uparrow}}(E_{1\uparrow}, E_{1\uparrow}), \quad (B15)
\]
and the real quantities \( A_\uparrow \) and \( B_\uparrow \) are given by
\[
A_\uparrow = \pm \frac{D_\uparrow(E_{1\uparrow})^{-1}}{D_\uparrow(E_{1\uparrow})^{-1}} \left( G_{E_{1\uparrow}E_{1\uparrow}}(E_{1\uparrow}, E_{1\uparrow}) + \frac{mk_F}{2\pi \hbar^2} \cot \alpha_{1\uparrow} \right), \quad (B16)
\]
\[
B_\uparrow = \pm \frac{D_\uparrow(E_{1\uparrow})^{-1}}{D_\uparrow(E_{1\uparrow})^{-1}} \left( G_{E_{1\uparrow}E_{1\uparrow}}(E_{1\uparrow}, E_{1\uparrow}) - \frac{mk_F}{2\pi \hbar^2} \cot \alpha_{1\uparrow} \right), \quad (B17)
\]
Here, we have used that
\[
G_{E_{1\uparrow}E_{1\uparrow}}(E_{1\uparrow}, E_{1\uparrow}) = G_{E_{1\uparrow}E_{1\uparrow}}(E_{1\uparrow}, E_{1\uparrow}), \quad F_{E_{1\uparrow}E_{1\uparrow}}(E_{1\uparrow}, E_{1\uparrow}) = F_{E_{1\uparrow}E_{1\uparrow}}(E_{1\uparrow}, E_{1\uparrow}), \quad (B18)
\]
which follows from Eqs. (B1) and (B2). A generalized form of Eq. (B1) is also applicable to \( G_{E_iE_i}(E_i, E_i) \), from which we conclude that \( u_{1\uparrow}(E_{1\uparrow}) \) is the electron component of the wave function of the impurity state. The hole component of the wave function is then
\[
u_{1\uparrow}(E_{1\uparrow}) = A_\uparrow F_{E_{1\uparrow}E_{1\uparrow}}(E_{1\uparrow}, E_{1\uparrow}) + B_\uparrow G_{E_{1\uparrow}E_{1\uparrow}}(E_{1\uparrow}, E_{1\uparrow}). \quad (B19)
\]
This can be checked by substituting \( (u_{1\uparrow}(E_{1\uparrow}), v_{1\uparrow}(E_{1\uparrow}))^T \) into the BdG equations. The wave function of the second quasiparticle state can be obtained in a similar way, so we do not write down here the corresponding expressions.

Finally, we will prove that discrete impurity states appear also inside local minigaps (for \( E > E_g \)). Let us take a normal bubble with radius \( a > \xi' \). A local minigap for \( r = r_i \) is an energy interval \( E \in (E_A^{(n-1)}(r_i), E_A^{(n)}(0)) \) with \( n = 1..[a/\xi'] \), where \( E_A^{(n)}(r) \) is the solution of the following equation:
\[
\frac{2E_A^{(n)}}{\hbar^2} \sqrt{a^2 - r^2} - \gamma \left( E_A^{(n)} \right) = \pi n. \quad (B20)
\]
Of course, the energy interval \( (E_A^{(n-1)}(r_i), E_A^{(n)}(0)) \) exists only if \( E_A^{(n-1)}(r_i) < E_A^{(n)}(0) \), which is satisfied when \( r_i \) is sufficiently small:
\[
r_i < \frac{\sqrt{\pi \hbar^2 a^2 - r_i^2}}{E_A^{(n)}(0))} \frac{\gamma \left( E_A^{(n)} \right) - \pi n}{4E_A^{(n)}(0)}. \quad (B21)
\]

For \( E \in (E_A^{(n-1)}(r_i), E_A^{(n)}(0)) \) it can be seen from Eqs. (A12) and (A13) that the Green functions with coinciding arguments are real. Moreover, they diverge when the energy approaches the boundaries of the given interval. For \( E \to E_A^{(n-1)}(r_i) + 0 \) the main contribution to the integrals in Eqs. (A12) and (A13) comes from \( t \approx 0 \). Then, acting in the same way as when deriving Eq. (B9), we find that
\[
G_{E_{1\uparrow}E_{1\uparrow}}(E_{1\uparrow}, E_{1\uparrow}) \approx \frac{mk_F}{2\pi \hbar^2} \cot \alpha_{1\uparrow} \times \left[ \frac{E_A^{(n)}(r_i)}{\hbar^2} - \gamma(E) - \pi (n-1) \right]^{1/2} \quad (B22)
\]
\[
F_{E_{1\uparrow}E_{1\uparrow}}(E_{1\uparrow}, E_{1\uparrow}) \approx (-1)^{n-1} G_{E_{1\uparrow}E_{1\uparrow}}(E_{1\uparrow}, E_{1\uparrow}). \quad (B23)
\]
Thus, we have an inverse-square-root divergence. Similarly, for \( E \to E_A^{(n)}(0) - 0 \) we obtain
\[
G_{E_{1\uparrow}E_{1\uparrow}}(E_{1\uparrow}, E_{1\uparrow}) \approx - \frac{k_F a}{4\pi E_A^{(n)}(0) r_i} \ln \left( \gamma + \frac{2E_A^{(n)}(r_i)}{\hbar^2} \right), \quad (B24)
\]
\[
F_{E_{1\uparrow}E_{1\uparrow}}(E_{1\uparrow}, E_{1\uparrow}) \approx (-1)^n \cos \left( \frac{2E_A^{(n)}(0) r_i}{\hbar^2} \right) G_{E_{1\uparrow}E_{1\uparrow}}(E_{1\uparrow}, E_{1\uparrow}). \quad (B25)
\]
This means that $\mathcal{D}_{\pm}(E) \to +\infty$ [Eq. (B8)] when $E \to E^{(n)}_A(0) - 0$, unless
\[
\cos \left( \frac{2E^{(n)}_A(0)r_i}{\hbar v_F} \right) = \pm 1. \tag{B26}
\]
In addition, one can see from Eqs. (B22) and (B23) that $\mathcal{D}_{\mp}(E) \to -\infty$ when $E \to E^{(n-1)}_A(r_i) + 0$. According to considerations above, this means that the equation $\mathcal{D}_{\mp}(E) = 0$ has one or two roots for $E \in (E^{(n-1)}_A(r_i), E^{(n)}_A(0))$. The same arguments apply to the energy interval $E \in (-E^{(n)}_A(0), -E^{(n-1)}_A(r_i))$ (which can be proved using that $G^{(0)}_{ER}(r_i, r_i)$ and $F^{(0)}_{E}(r_i, r_i)$ are odd and even in $E$, respectively). Hence, there are no less than one and no more than two impurity states with each spin projection in the given energy interval.

Appendix C: Sufficient condition for the existence of two impurity states

In this appendix we derive a quite general sufficient condition for the existence of two impurity levels inside a gap of an inhomogeneous superconductor with a point impurity.

According to Appendix B, the roots of the equations $\mathcal{D}_{\mp}(E) = 0$ and $\mathcal{D}_{\pm}(E) = 0$ [see Eq. (B8)] yield the energies of the discrete states induced in a superconducting system by a point impurity with scattering phases $\alpha_\pm \neq 0$ and $\alpha_\mp \neq 0$. If the system without impurities can be described within the quasiclassical approximation, $\mathcal{D}_{\pm}(E)$ and $\mathcal{D}_{\mp}(E)$ are monotonically increasing functions of energy. Since $\mathcal{D}_{\mp}(E) \geq \mathcal{D}_{\pm}(E)$, the necessary and sufficient conditions for the existence of two impurity states then read
\[
\lim_{E \to E_0 - 0} \mathcal{D}_{\mp}(E) > 0, \tag{C1}
\]
\[
\lim_{E \to E_0 + 0} \mathcal{D}_{\pm}(E) < 0. \tag{C2}
\]
We will describe a class of systems for which these conditions are satisfied.

Consider a clean superconducting system with an inhomogeneous real order parameter $\Delta(r)$, such that $\Delta(r) \to \Delta_\infty > 0$ when $r \to \infty$. We will assume that the energy spectrum of this system has a finite gap $E_g \leq \Delta_\infty$ and that the system can be described within the quasiclassical approximation. For the quasiclassical Green functions a useful Riccati parametrization exists [59]:
\[
g_E(r, n) = \frac{1 - a_E(r, n)b_E(r, n)}{1 + a_E(r, n)b_E(r, n)}, \tag{C3}
\]
\[
f_E(r, n) = -\frac{2ib_E(r, n)}{1 + a_E(r, n)b_E(r, n)}. \tag{C4}
\]
In our case the Riccati amplitudes $a_E(r, n)$ and $b_E(r, n)$ satisfy the following equations:
\[
\hbar v_F n \nabla a_E + [\Delta(r)a_E - 2i(E + i\eta^+)]a_E - \Delta(r) = 0, \tag{C5}
\]
\[
\hbar v_F n \nabla b_E - [\Delta(r)b_E - 2i(E + i\eta^+)]b_E + \Delta(r) = 0. \tag{C6}
\]
These equations should be solved on classical trajectories, which can be parameterized by a variable $s$: $r = r_0 + sn$, where $r_0$ is some point on the trajectory. Then, the boundary conditions read
\[
a_E \big|_{s \to -\infty} = b_E \big|_{s \to +\infty} = \frac{\Delta}{-i(E + i\eta^+) + \sqrt{2E_g^2 - (E + i\eta^+)^2}}. \tag{C7}
\]
For our purpose, the following parametrization is more convenient:
\[
a_E(r, n) = i e^{i\alpha E(r, n)}, \quad b_E(r, n) = i e^{i\beta E(r, n)}. \tag{C8}
\]
The functions $\alpha_E(r, n)$ and $\beta_E(r, n)$ satisfy the differential equations
\[
\hbar v_F \frac{\partial \alpha_E}{\partial s} = 2(E + i\eta^+) - 2\Delta(r)\cos \alpha_E, \tag{C9}
\]
\[
\hbar v_F \frac{\partial \beta_E}{\partial s} = -2(E + i\eta^+) + 2\Delta(r)\cos \beta_E, \tag{C10}
\]
with the boundary conditions
\[
\alpha_E \big|_{s \to -\infty} = \beta_E \big|_{s \to +\infty} = -\arccos \left( \frac{E + i\eta^+}{\Delta_\infty} \right). \tag{C11}
\]
The quasiclassical Green functions are expressed in terms of $\alpha_E$ and $\beta_E$ as follows:
\[
g_E = i \cot \left( \frac{\alpha_E + \beta_E}{2} \right), \tag{C12}
\]
\[
f_E^n = \frac{2 e^{i\beta E}}{1 - e^{i\alpha E + i\beta E}}, \tag{C13}
\]
\[
f_E^\dagger = \frac{2 e^{i\alpha E}}{1 - e^{i\alpha E + i\beta E}}. \tag{C14}
\]
It follows from Eqs. (C10)-(C12) that
\[
\alpha_E(r, -n) = \beta_E(r, n), \tag{C15}
\]
and hence
\[
g_E(r, -n) = g_E(r, n), \quad f_E^n(r, -n) = f_E(r, n). \tag{C16}
\]
Another important property is that $\alpha_E$ and $\beta_E$ are monotonically increasing functions of $E$ (when $i\eta^+$ is not relevant). This follows from the fact that the right-hand sides of Eqs. (C10) - (C12) are monotonous in energy. For $E = 0$ we have $\alpha_E = \beta_E = -\pi/2$. Then, for given $r$ and $n$ a single positive energy $E < \Delta_\infty$ may exist, such that $\alpha_E(r, n) + \beta_E(r, n) = 0$. We denote this energy as $\epsilon_g(r, n)$. It follows from Eq. (C16) that
\[
\epsilon_g(r, -n) = \epsilon_g(r, n).
\]
Moreover, by adding Eq. (C10) to (C11) one finds that
\[
h_F \frac{\partial (\alpha_E + \beta_E)}{\partial s} = 4\Delta(r) \sin \left( \frac{\alpha_E - \beta_E}{2} \sin \frac{\alpha_E + \beta_E}{2} \right),
\]
which means that if $\alpha_E + \beta_E = 0$ at some point, then this sum vanishes on a whole classical trajectory passing through this point. As a consequence, $\epsilon_g(r, n)$ is constant on each line parallel to $n$.

Using Eqs. (29), (30), (C13) - (C17), we can write the Green functions with coinciding arguments as
\[
G^{(0)}_{ER}(r, r) = -\frac{mk_F}{2\pi h^2} \int \frac{d^2 n}{4\pi} \left( \frac{\alpha_E(r, n) + \beta_E(r, n)}{2} \right)^2 \sin \left( \frac{\alpha_E + \beta_E}{2} \right),
\]
\[
F^{(0)}_E(r, r) = i\frac{mk_F}{2\pi h^2} \int \frac{d^2 n}{4\pi} \left( \frac{\alpha_E(r, n) + \beta_E(r, -n)}{2} \right)^2 \sin \left( \frac{\alpha_E + \beta_E}{2} \right),
\]
where $|E| < \epsilon_g(r, n)$ for all $n$, the integrand in Eq. (C20) is real and hence $G^{(0)}_{ER}(r, r)$ is real. However, if $|E| = \epsilon_g(r, n)$ for some $n$, then the imaginary term $i\eta^+$ in Eqs. (C9) - (C12) becomes relevant, and $G^{(0)}_{ER}(r, r)$ acquires an imaginary part. From this we conclude that the local gap in the density of states $E_{lo}(r)$ (without impurity) is given by
\[
E_{lo}(r) = \min_n \epsilon_g(r, n).
\]
Then, the global gap is
\[
E_g = \min_r E_{lo}(r).
\]

Let us denote as $n_0(r)$ a unit vector that satisfies the equation
\[
E_{lo}(r) = \epsilon_g(r, n_0(r)).
\]
According to Eq. (C18), the solutions of Eq. (C24) come in pairs of $n_0$ and $-n_0$. This equation may have more than two solutions, however in the absence of rotational symmetry this is extremely unlikely. For now we will assume that only two vectors $n_0$ satisfy Eq. (C24). Then, for $E \approx E_{lo}(r)$ the main contributions to the integrals in Eqs. (C20) and (C21) come from $n \approx \pm n_0$. For $E \approx \epsilon_g(r, n)$ we can make use of the linear in $E - \epsilon_g(r, n)$ expansion
\[
\sin \left( \frac{\alpha_E(r, n) + \beta_E(r, n)}{2} \right) \approx A_r, n]\n\]
\[
(E + i\eta^+ - \epsilon_g(r, n)),
\]
where $A(r, n)$ is a positive function. Then, for $E \approx E_{lo}(r)$ Eq. (C20) yields
\[
G^{(0)}_{ER}(r, r) = -\frac{mk_F}{2\pi h^2} \int \frac{d^2 n}{4\pi} \left( \frac{\alpha_E(r, n) + \beta_E(r, n)}{2} \right)^2 \sin \left( \frac{\alpha_E + \beta_E}{2} \right),
\]
\[
\times \int_{\epsilon_0(r, n) - E_{lo}(r) < \epsilon_0} \frac{d^2 n}{4\pi} \left( \frac{\alpha_E(r, n) + \beta_E(r, n)}{2} \right)^2 \sin \left( \frac{\alpha_E + \beta_E}{2} \right),
\]
where $\epsilon_0$ is some energy cut-off such that $|E - E_{lo}(r)| \ll \epsilon_0 \ll \epsilon_g$. For the evaluation of the integral in Eq. (C26) let us use an orthonormal coordinate system $x y z$ such that the $z$ axis is directed along $n_0(r)$, and for $n \approx n_0(r)$ the following Taylor polynomial approximation holds:
\[
\epsilon_g(r, n) \approx E_{lo}(r) + \frac{1}{2} \frac{\partial^2 \epsilon_g}{\partial n^2} |n|^2, \quad \frac{1}{2} \frac{\partial^2 \epsilon_g}{\partial n^2} |n|^2 > 0.
\]
To integrate in Eq. (C26), it is convenient to use the integration variables $N$ and $\varphi$, defined via
\[
n_x = N \left( \frac{\partial^2 \epsilon_g}{\partial n^2} \right)^{1/2} \cos \varphi, \quad n_y = N \left( \frac{\partial^2 \epsilon_g}{\partial n^2} \right)^{1/2} \sin \varphi.
\]
The result of integration is
\[
G^{(0)}_{ER}(r, r) = \frac{mk_F}{2\pi h^2} \int \left( \frac{\partial^2 \epsilon_g}{\partial n^2} \right)^{1/2} \cos \varphi \sqrt{\det M(r)} n = n_0(r).
\]

A direct consequence of Eq. (C29) is the presence of a finite jump of the local density of states at $E = E_{lo}(r)$. This observation is consistent with Eqs. (31) and (32).

Similarly to Eq. (C29), we may obtain from Eq. (C21) that
\[
F^{(0)}_E(r, r) \approx G^{(0)}_{ER}(r, r) \cos \alpha_E(r, n_0(r))
\]
for $E \approx E_{lo}(r)$. Because of the logarithmic divergence of $G^{(0)}_{ER}(r, r)$ at $E = E_{lo}(r)$ one may see that for $r_i = r$
\[
\lim_{E \rightarrow E_{lo}^-} \frac{D_{\pm}(E)}{E - E_{lo}} = +\infty
\]
unless $\alpha_E(r, n_0(r)) = 0$. Similarly, one can prove that
\[
\lim_{E \rightarrow E_{lo}^+} \frac{D_{\pm}(E)}{E - E_{lo}} = -\infty
\]

Thus, the assumptions that we made regarding the order parameter profile provide the sufficient conditions for the existence of two bound states localized on a point impurity.

The case $\alpha_E(r, n_0(r)) = 0$ corresponds to a very specific placement of the impurity. This happens, for example, when the position of the impurity is the center of
inversion symmetry for $\Delta(r)$: $\Delta(r_1 + R) = \Delta(r_1 - R)$ for any vector $R$. In this situation there may be less than two impurity states, and their number depends on the values of the scattering phases.

To conclude, we briefly consider the case when the impurity is placed in the center of spherical symmetry of $\Delta(r)$, such that $\Delta(r_1 + R) = \Delta(r_1 + R_2)$ when $|R_1| = |R_2|$. Then the integrands in Eqs. (C20) and (C21) do not depend on $n$, and additionally $\beta_E(r_i, n) = \alpha_E(r_i, n) \equiv \alpha_E(r_i)$. Then

$$G_E^{(0)}(r, r_i) = -\frac{m k_F}{2\pi \hbar^2} \cot \alpha_E(r_i), \quad (C34)$$

$$F^{(0)}_E(r_i, r_i) = \frac{m k_F}{2\pi \hbar^2} \sin^{-1} \alpha_E(r_i). \quad (C35)$$

The equation $D_\ell(E) = 0$ then yields

$$\sin(\alpha_E(r_i) - \alpha_\downarrow + \alpha_\uparrow) = 0. \quad (C36)$$

The function $\alpha_E$ is a monotonically increasing function of energy, and at $E = \pm \varepsilon_{\text{loc}}(r_i)$ it takes the values

$$\alpha_{\text{loc}}(r_i)(r_i) = -\pi. \quad (C37)$$

This means that for $E \in (-\varepsilon_{\text{loc}}(r_i), \varepsilon_{\text{loc}}(r_i))$ Eq. (C36) has one solution when $\alpha_\uparrow \neq \alpha_\downarrow$ and no solutions when $\alpha_\uparrow = \alpha_\downarrow$. Thus, a magnetic impurity induces one subgap state, and a nonmagnetic impurity does not induce subgap states in this case.

1. A. A. Abrikosov and L. P. Gor’kov, Sov. Phys. JETP 12, 1243 (1961).
2. L. Yu, Acta Phys. Sin. 21, 75 (1965).
3. H. Shiba, Prog. Theor. Phys. 40, 435 (1968).
4. A. I. Rusinov, Sov. Phys. JETP 29, 1101 (1969), [Zh. Eksp. Teor. Fiz. 56, 2047 (1969)].
5. S. Nadji-Perge, I. K. Drozdov, B. A. Bernevig, and A. Yazdani, Phys. Rev. B 88, 020407(R) (2013).
6. F. Pientka, L. I. Glazman, and F. von Oppen, Phys. Rev. B 88, 155420 (2013).
7. M. M. Vazifeh and M. Franz, Phys. Rev. Lett. 111, 206802 (2013).
8. J. Klinovaja, P. Stano, A. Yazdani, and D. Loss, Phys. Rev. Lett. 118, 186805 (2013).
9. B. Braunecker and P. Simon, Phys. Rev. Lett. 111, 147202 (2013).
10. S. Nadji-Perge, I. K. Drozdov, J. Li, H. Chen, S. Jeon, J. Seo, A. H. MacDonald, B. A. Bernevig, and A. Yazdani, Science 346, 604 (2015).
11. M. Ruby, F. Pientka, Y. Peng, F. von Oppen, B. W. Heinrich, and K. J. Franke, Phys. Rev. Lett. 115, 197204 (2015).
12. B. E. Feldman, M. T. Randeria, J. Li, S. Jeon, Y. Xie, Z. Wang, I. K. Drozdov, A. B. Bernevig, and A. Yazdani, Nature Phys. 13, 286 (2016).
13. H. Kim, A. Palacio-Morales, T. POSSKE, L. RÓZSA, K. Palotás, L. SZUNYOGH, M. THORWART, and R. Wiesendanger, Science Advances 4 (2018), 10.1126/sciadv.aar5251.
14. B. W. Heinrich, J. I. Pascual, and K. J. Franke, Progress in Surface Science 93, 1 (2018).
15. C. Nayak, S. H. Simon, A. Stern, M. Freedman, and S. Das Sarma, Rev. Mod. Phys. 80, 1083 (2008).
16. J. Alicea, Rep. Prog. Phys. 75, 076501 (2012).
17. C. Beenakker, Annual Review of Condensed Matter Physics 4, 113 (2013).
18. S. R. Elliott and M. Franz, Rev. Mod. Phys. 87, 137 (2015).
19. N. A. Court, A. J. Ferguson, R. Lutchyn, and R. G. Clark, Phys. Rev. B 77, 100501(R) (2008).
20. S. Rajaeara, H. Courtois, and B. Pannetier, Phys. Rev. B 80, 214521 (2009).
21. J. M. Martinis, M. Ansmann, and J. Aumentado, Phys. Rev. Lett. 103, 097002 (2009).
22. R. Barends, J. Wenner, M. Lenander, Y. Chen, R. C. Bialczak, J. Kelly, E. Lucero, P. O’Malley, M. Marianoni, D. Sank, H. Wang, T. C. White, Y. Yin, J. Zhao, A. N. Cleland, J. M. Martinis, and J. J. A. Belfsen, Applied Physics Letters 99, 113507 (2011).
23. M. Naruse, Y. Sekimoto, T. Noguchi, A. Miyachi, T. Nitta, and Y. Uzawa, Journal of Low Temperature Physics 167, 373 (2012).
24. O.-P. Saira, A. Kemppinen, V. F. Maisi, and J. P. Pekola, Phys. Rev. B 85, 012504 (2012).
25. G. C. O’Neil, P. J. Lowell, J. M. Underwood, and J. N. Ullom, Phys. Rev. B 85, 134504 (2012).
26. P. J. de Visser, J. J. A. Belfsen, P. Diener, S. J. Yates, A. Endo, and T. M. Klapwijk, J. Low Temp. Phys. 167, 335 (2012).
27. D. Ristè, C. C. Bultink, M. J. Tiggesbäumker, R. N. Schouten, K. W. Lehnert, and L. DiCarlo, Nat. Commun. 4, 1913 (2013).
28. H. Q. Nguyen, T. Aref, V. J. Kauppila, M. Meschke, C. B. Winkelmann, H. Courtois, and J. P. Pekola, New J. Phys. 15, 085013 (2013).
29. I. Nenszineza and B. L. T. Plourde, Phys. Rev. Lett. 113, 117002 (2014).
30. C. Wang, Y. Y. Gao, I. M. Pop, U. Vool, C. Axline, T. Brecht, R. W. Heeres, L. Frunzio, M. H. Devoret, G. Catelani, L. I. Glazman, and R. J. Schoelkopf, Nat. Commun. 5, 5836 (2014).
31. A. G. Kozorezov, A. A. Golubov, J. K. Wigmire, D. Martin, P. Verhoeve, R. A. Hijmering, and I. Jerjen, Phys. Rev. B 78, 174501 (2008).
32. R. A. Hijmering, A. G. Kozorezov, A. A. Golubov, P. Verhoeve, D. E. E. Martin, J. K. Wigmire, and I. Jerjen, IEEE Trans. Appl. Supercond. 19, 423 (2009).
33. A. G. Kozorezov, A. A. Golubov, J. K. Wigmire, D. Martin, P. Verhoeve, R. A. Hijmering, and I. Jerjen, EPL 86, 47009 (2009).
34. Y. V. Fominov, M. Houzet, and L. I. Glazman, Phys. Rev. B 84, 224517 (2011).
35. R. Barends, S. van Vliet, J. J. A. Belfsen, S. J. C. Yates, J. R. Gao, and T. M. Klapwijk, Phys. Rev. B 79, 020509(R) (2009).
36. P. Anderson, J. Phys. Chem. Solids 11, 26 (1959).
37 J. N. Ullom, P. A. Fisher, and M. Nahum, Applied Physics Letters 73, 2494 (1998).
38 M. Taupin, I. M. Khaymovich, M. Meschke, A. S. Mel’nikov, and J. P. Pekola, Nat. Commun. 7, 10977 (2016).
39 M. E. Flatté and J. M. Byers, Phys. Rev. Lett. 78, 3761 (1997).
40 M. E. Flatté and J. M. Byers, Phys. Rev. B 56, 11213 (1997).
41 M. I. Salkola, A. V. Balatsky, and J. R. Schrieffer, Phys. Rev. B 55, 12648 (1997).
42 A. Bespalov, M. Houzet, J. S. Meyer, and Y. V. Nazarov, Phys. Rev. B 93, 104521 (2016).
43 P. Schlottmann, Phys. Rev. B 13, 1 (1976).
44 Saint-James, D., J. Phys. France 25, 899 (1964).
45 P. M. Hui and D. Stroud, Phys. Rev. B 31, 584 (1985).
46 U. Gunsenheimer and A. Hahn, Phys. B (Amsterdam, Neth.) 218, 141 (1996), proceedings of the Second International Conference on Point-contact Spectroscopy.
47 A. D. Zaikin and G. F. Zharkov, Sov. Phys. JETP 51, 364 (1980), [Zh. Eksp. Teor. Fiz. 78, 721 (1978)].
48 P. F. Bagwell, Phys. Rev. B 46, 12573 (1992).
49 N. Kopnin, Theory of Nonequilibrium Superconductivity, International Series of Monographs on Physics (Clarendon Press, Oxford, 2001).
50 A. A. Bespalov, Phys. Rev. B 97, 134504 (2018).
51 L. Landau and E. Lifshits, Quantum Mechanics: Non-relativistic Theory (Butterworth-Heinemann, Oxford, 1977).
52 These restrictions are the applicability conditions for Debye’s approximation for Bessel functions [60], which has been used when deriving Eq. (13).
53 P. de Gennes and D. Saint-James, Physics Letters 4, 151 (1963).
54 I. O. Kulik, Sov. Phys. JETP 30, 944 (1970), [Zh. Eksp. Teor. Fiz. 57, 1745 (1969)].
55 G. Eilenberger, Z. Phys. A-Hadron. Nucl. 214, 195 (1968).
56 L. P. Gor’kov and N. B. Kopnin, Sov. Phys. JETP 37, 183 (1973), [Zh. Eksp. Teor. Fiz 64, 356 (1973)].
57 D. E. Liu, E. Rossi, and R. M. Lutchyn, Phys. Rev. B 97, 161408(R) (2018).
58 A. V. Svidzinskii, Space-Inhomogeneous Problems in the Theory of Superconductivity (Nauka, Moscow, 1982).
59 N. Schopohl, arXiv:cond-mat/9804064 (1998), [cond-mat.supr-con].
60 E. Jahnk, F. Emde, and F. Lösch, Tafeln höherer Funktionen, 5th ed. (B. G. Teubner, Leipzig, 1960).