CHEMOTACTICALLY INDUCED SEARCH AND DEFENSE STRATEGIES IN A TRITROPHIC SYSTEM
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Abstract. In this paper we study the question of the survival of a predator which in a static scenario vanishes. We analyze the role of migration on the coexistence of three species interacting through an intraguild relationship.

1. Introduction. Individual movement regulated by concentrations of chemical substances is a very frequent natural phenomenon; known as Chemotaxis is an important mechanism, for instance, of bacterial populations in search of nutrients or to establish symbiotic relationships (see [24]). Chemical components has been observed as a defense strategy of several species. To get some insight about this process, in [20] were studied the chemical defense of two species of brown alga Dictyota menstrualis and Dictyota mertensii used against the limited mobility herbivores, the amphipod Parhyale hawaiensis and the crab Pachygrapsus transversus. In fact, natural defense against predation is very well documented and it is present in both invertebrate and vertebrate species, see [7], [9], [10], [26], [3]. On the other hand, the study about the relationship of organism dispersal and community structure of interacting species has a long history. Since the works of Kolmogorov [15] and Skellam [22], mathematical modeling of diffusion and random walk has been widely applied in the study of the effect of individual movement on the dynamic properties of different kinds of species interaction. Among the recent works on this topic it is [28] where the authors consider a tritrophic food chain with predators and one resource; the existence and boundedness of solutions and stability of equilibrium solutions are analyzed. Stability and Turing patterns of a diffusive predator-prey model have been analyzed in [23]. Diffusion and delay effect has been incorporated in an intraguild predation model in [11], where the authors studied how the delay on the conversion rate of mesopredator induces spatiotemporal patterns.
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diffusion in predator-prey context see [27], [1]. In this work we analyzed how the emission of chemical substances which attract predators of consumers of a resource impact the spatial distribution of species. A laboratory study on this topic is [14] where Kessler and Baldwin have found that volatile emissions from *Nicotiana attenuata* could reduce the number of herbivores up to 90%.

In this work, we consider an intraguild predation model of one resource and two predators; the importance of this interaction for population ecology has been explained by Polis and Holt in [31]. We consider that meso predator feed on a resource which grows according to a logistic growth law and it is consumed by a top predator; functional responses of meso and top predators are of Holling II type. Predators and preys difusse in a connected bounded region $\Omega \subset \mathbb{R}^2$ of the plane.

We consider two cases: in the first case, the model is

\[
\begin{align*}
\frac{\partial u}{\partial t} &= d_0 \Delta u + \alpha u \left( 1 - \frac{u}{K} \right) - \frac{buv}{u+a}, \\
\frac{\partial v}{\partial t} &= d_1 \Delta v + \frac{bvw}{u+a} - \frac{cvw}{v+d} - \mu v, \\
\frac{\partial w}{\partial t} &= d_2 \Delta w + \beta \frac{cvw}{v+d} - \nu w - \nabla \cdot \left( \chi_1 (v,w) \nabla v \right),
\end{align*}
\]

the random dispersal of top predators is tempered by a certain tendency to move up the gradient of meso predators.

In the second case, as a chemotactic defense mechanism of the prey is considered, the resource population attracts top predators which feeds on mesopredator; this kind of indirect defense against predators has been reported in [2], see also [3]; top predator in search of food moves towards areas where the mesopredator population is increasing The model is given by

\[
\begin{align*}
\frac{\partial u}{\partial t} &= d_0 \Delta u + \alpha u \left( 1 - \frac{u}{K} \right) - \frac{buv}{u+a}, \\
\frac{\partial v}{\partial t} &= d_1 \Delta v + \frac{buv}{u+a} - \frac{cvw}{v+d} - \mu v, \\
\frac{\partial w}{\partial t} &= d_2 \Delta w + \beta \frac{cvw}{v+d} - \nu w - \nabla \cdot \left( \chi_2 (u,w) \nabla u \right),
\end{align*}
\]

in this model the random movement is regulated by the gradient of population density of the resource. The carrying capacity $K = K(x,y)$ is non-negative function defined in $\Omega$ and describes the different suitability of the niches for the resource species. Niche suitability and size population has been addressed in [16]. It is assumed that the flux vanishes in the boundary of $\Omega$,

\[
\frac{\partial u}{\partial \eta} (x,t) = \frac{\partial v}{\partial \eta} (x,t) = \frac{\partial w}{\partial \eta} (x,t) = 0, x \in \partial \Omega t > 0
\]

where $\partial/\partial \eta = \eta \cdot \nabla$, and $\eta$ is the normal vector to $\partial \Omega$.

The carrying capacity is denoted by $K$, $\alpha$ is the intrinsic growth of the resource $u$; $b$ and $c$ are the mortality rate by predation of $u$ and $v$, respectively. The conversion rate of biomass captured by $v$ and $w$ are $\gamma$ and $\beta$, respectively. In Model 1 it is assumed that the regulating mechanism against of random dispersal of $w$ depends on a volatile substance is generated by $u$; in Model 2 is generated by $v$. Two predators which feed on a common resource subject to a Lotka-Volterra interaction was considered in [34]; diffusive movement of predators is controlled by the prey density gradient. In [25] was analyzed a predator-prey model where predator moves...
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The underlying ordinary differential system corresponding to models 2 and 1 is given by

\[ u' = \alpha u\left(1 - \frac{u}{K}\right) - \frac{buv}{u + a}, \]

\[ v' = \gamma \frac{buv}{u + a} - \frac{cvw}{v + d} - \mu v, \quad (4) \]

\[ w' = \beta \frac{cvw}{v + d} - \nu w. \]

The system (4) has the following equilibrium points

i) \( P_1(0, 0, 0) \)

ii) \( P_2(K, 0, 0) \)

iii) \( P_3\left(\frac{a\alpha}{\beta}, \frac{a\alpha\gamma(b\gamma K - \mu(a + K))}{K(b\gamma - \mu)^2}, 0\right) \).

Under appropriate conditions, this system posses two equilibrium points \( P_4(u_1, v_1, w_1) \) and \( P_5(u_2, v_2, w_2) \) with positive coordinates given by

\[ u_1 = \frac{1}{2} \left(-a + K - \sqrt{\frac{c\alpha\beta(a + K)^2 - \left(4bdK + (a + K)^2\alpha\right)\nu}{(c\beta - \nu)\alpha}}\right) \]

\[ v_1 = \frac{d\nu}{c\beta - \nu} \]

\[ w_1 = \frac{(d + v_1)(b\gamma u_1 - (a + u_1)v_1\mu)}{c(a + u_1)} \]

\[ u_2 = \frac{1}{2} \left(-a + K + \sqrt{\frac{c\alpha\beta(a + K)^2 - \left(4bdK + (a + K)^2\alpha\right)\nu}{(c\beta - \nu)\alpha}}\right) \]

\[ v_2 = \frac{d\nu}{c\beta - \nu} \]

\[ w_2 = \frac{(d + v_2)(b\gamma u_2 - (a + u_2)v_2\mu)}{c(a + u_2)} \]

The local dynamics around the equilibrium points of this system is depicted in Appendix A.

2. Existence of positive solution. In this section we provide conditions for the existence of positive solutions of systems 1 and 2 for the initial conditions

\[ t = 0: u = u_0(x), v = v_0(x), w = w_0(x), x \in \Omega \quad (5) \]

and the boundary conditions given by (3). Let \( p > n \geq 1 \); then \( W^{1,p}(\Omega, \mathbb{R}^n) \) is continuously embedded in the continuous function space \( C(\Omega; \mathbb{R}^n) \). Let

\[ X := \{ y \in W^{1,p}(\Omega, \mathbb{R}^3) \mid |\eta \cdot \nabla y|_{\alpha\Omega} = 0 \}. \]

Theorem 2.1. If \((u_0, v_0, w_0) \in X\), then

- There exists \( T = T_{\text{max}} \in [0, \infty) \), which depends on the initial conditions (5) such that the problem (1), (3)-(5) has a unique maximal solution \((u, v, w)\)
on \( \Omega \times [0, T_{\text{max}}) \) and \((u(\cdot,t), v(\cdot,t), w(\cdot,t)) \in C((0, T_{\text{max}}), \Omega)\), \((u,v,w) \in C^{2,1}((0, T_{\text{max}}) \times \Omega, \mathbb{R}^3)\).

- If \( u_0, v_0, w_0 \geq 0 \text{ on } \Omega \), then \( u, v, w \geq 0 \text{ on } \Omega \times [0, T_{\text{max}})\);
- If \( \| (u,v,w)(\cdot,t) \|_{L^\infty(\Omega)} \) is bounded for all \( t \in [0, T_{\text{max}}) \), then \( T_{\text{max}} = +\infty \); equivalently, \((u,v,w)\) is a global solution.

**Proof.** Let \( z = (u,v,w)^3 \). Then, (1), (3) and (5) can be written as

\[
\begin{align*}
    z_t &= \nabla \cdot (A(z) \nabla z) + F(z) \text{ on } \Omega \times [0, \infty) \\
    B_z &= \frac{\partial}{\partial \nu} z = 0 \text{ on } \partial \Omega \times [0, \infty) \\
    z(\cdot,0) &= (u_0,v_0,w_0) \text{ en } \Omega,
\end{align*}
\]

where

\[
A[z] = \begin{bmatrix}
    d_0 & 0 & 0 \\
    0 & d_1 & 0 \\
    0 & -\chi_1 & d_2
\end{bmatrix}
\]

and

\[
F(z) = \begin{bmatrix}
    u \left( \alpha \left(1 - \frac{u}{K}\right) - \frac{bu}{u+a}\right) \\
    v \left( \frac{bu}{u+a} - \frac{cvw}{v+d} - \mu\right) \\
    w \left( \beta \frac{cvw}{v+d} - \nu\right)
\end{bmatrix}
\]

The result follows from [12]. \( \square \)

According to the above theorem, to prove the existence of global solutions it is necessary to show that \( u, v \) and \( w \) are uniformly bounded in \( L^\infty(\Omega) \).

**Theorem 2.2.** If \((u_0,v_0,w_0) \in X\), then the solutions of the system (1), (3) and (5) are bounded.

**Proof.** Let \( W(x,t) = u + \frac{1}{\gamma} v + \frac{1}{\gamma^2} w \), so

\[
\frac{d}{dt} \int_\Omega (W(x,t)) = \int_\Omega \left( d_0 \Delta u + \alpha u \left(1 - \frac{u}{K}\right) - \frac{bu}{u+a} \right) dx + \int_\Omega \left( \frac{1}{\gamma} \left( d_1 \Delta v + \gamma \frac{bu}{u+a} - \frac{cvw}{v+d} - \mu v\right) \right) dx
\]

\[
+ \int_\Omega \left( \frac{1}{\gamma^2} \beta \left( d_2 \Delta w + \beta \frac{cvw}{v+d} - \mu v - \nabla \cdot (\chi_1(v,w) \nabla v)\right) \right) dx
\]

\[
= \int_\Omega \left( d_0 \Delta u + \frac{1}{\gamma} d_1 \Delta v + \frac{1}{\gamma^2} \beta d_2 \Delta w \right) dx
\]

\[
+ \int_\Omega \left( \alpha u \left(1 - \frac{u}{K}\right) - \frac{bu}{u+a} + \frac{bu}{u+a} - \frac{cvw}{v+d} - \mu v + \frac{cvw}{v+d} - \nu \right) dx
\]

\[
\leq \int_\Omega \left( \alpha u \left(1 - \frac{u}{K}\right) - \frac{\mu}{\gamma} v - \frac{\nu}{\gamma^2} \right) dx
\]

It follows that

\[
\frac{d}{dt} \int_\Omega W dx + \int_\Omega \left( \frac{\mu}{\gamma} v + \frac{\nu}{\gamma^2} w \right) dx \leq \int_\Omega \alpha u \left(1 - \frac{u}{K}\right) dx. \tag{7}
\]

On the other hand, let \( \mu_0 = \min\{\mu, \nu\} \) that implies

\[
\frac{d}{dt} \int_\Omega W dx + \mu_0 \int_\Omega \left( \frac{1}{\gamma} v + \frac{1}{\gamma^2} w \right) dx \leq \frac{d}{dt} \int_\Omega W dx + \int_\Omega \left( \frac{\mu}{\gamma} v + \frac{\nu}{\gamma^2} w \right) dx. \tag{8}
\]
From (7) and (8), we obtain that

\[
\frac{d}{dt} \int_{\Omega} W dx + \mu_0 \int_{\Omega} \left( u + \frac{1}{\gamma} v + \frac{1}{\gamma \beta} w \right) dx \leq \int_{\Omega} \left( \alpha u \left( 1 - \frac{u}{K} \right) + \mu_0 u \right) dx \tag{9}
\]

Note that

\[
\int_{\Omega} \left( (\alpha + \mu_0) u - \frac{\alpha u^2}{K} \right) dx \leq \int_{\Omega} \frac{1}{4} \alpha \left( \alpha + \mu_0 \right)^2 dx \leq \frac{1}{4} \alpha \left( \alpha + \mu_0 \right)^2 |\Omega|
\]

Now, let \( K_0 = \frac{1}{4} \frac{\alpha (\alpha + \mu_0)^2}{\alpha} |\Omega| \), then from (9) and (10) we have that

\[
\frac{d}{dt} \int_{\Omega} W dx + \mu_0 \int_{\Omega} \left( u + \frac{1}{\gamma} v + \frac{1}{\gamma \beta} w \right) dx \leq K_0
\]

from this, is clearly evident that

\[
\int_{\Omega} \left( u + \frac{1}{\gamma} v + \frac{1}{\gamma \beta} w \right) dx \leq K_0 + ce^{-t}
\]

It follows that solutions are bounded, since \( u, v, w \) are nonnegative.

The proof of the following theorem is similar to those of Theorem 2.1.

**Theorem 2.3.** Let \((u_0, v_0, w_0) \in X\).

- There exists \( T = T_{\max} \in [0, \infty) \), which depends on the initial conditions (5) such that the problem (2), (3) and (5) has a unique maximal solution \((u, v, w)\) on \( \Omega \times [0, T_{\max}) \) and \((u(\cdot, t), v(\cdot, t), w(\cdot, t)) \in C((0, T_{\max}), \Omega), (u, v, w) \in C^{2,1}((0, T_{\max}) \times \Omega, \mathbb{R}^3)\);

- If \( u_0, v_0, w_0 \geq 0 \) on \( \Omega \), then \( u, v, w \geq 0 \) on \( \Omega \times [0, T_{\max}) \);

- If \( \| (u, v, w)(\cdot, t) \|_{L^\infty(\Omega)} \) is bounded for all \( t \in [0, T_{\max}) \), then \( T_{\max} = +\infty \); i.e., \((u, v, w)\) is a globally bounded solution.

Note that \( v \) and \( w \) vanish if \( \gamma \beta \leq \mu \) and \( \beta c \leq \nu \), respectively. From now on, we assume that \( \gamma \beta > \mu \) and \( \beta c > \nu \).

Let \( Y = \left\{ U = (u, v, w) \in [C^1(\Omega)]^3 | \partial_x u(x) = 0, x \in \partial \Omega \right\} \), and let \( \{ \phi_{i,j}, j = 1, 2, \ldots, \dim(E(\mu_i)) \} \) be an orthonormal basis of \( E(\mu_i) \) and \( Y_{ij} = \{ C \cdot \phi_{ij} | C \in \mathbb{R}^3 \} \). Then, \( Y_i = \oplus_{j=1}^{\dim(E(\mu_i))} Y_{ij} \), \( Y = \oplus_{i=1}^\infty Y_i \).

**Theorem 2.4.** If \( bK\gamma - a\mu - K\mu < 0 \) then the equilibrium point \( P_2 \) of system 1 is locally stable.

**Proof.** Let \( A[z] = \begin{pmatrix} d_0 & 0 & 0 \\ 0 & d_1 & 0 \\ 0 & -\lambda_1 & d_2 \end{pmatrix} \) as in theorem 2.1 and \( L = A[z] \Delta + J_1 \) where \( J_1 \) is the Jacobian matrix of the system without diffusion evaluated at \( P_2 \); i.e.

\[
J_1 = \begin{pmatrix} -\alpha & -\frac{bK}{\alpha + K} & 0 \\ 0 & \frac{bK}{\alpha + K} - \mu & 0 \\ 0 & 0 & -\nu \end{pmatrix}
\]

The linearization of the system at \( P_2 \) is \( U_t = LU \). \( Y_i \) is invariant with respect to operator \( L \) for all \( i \geq 1 \); \( \lambda \) is an eigenvalue of \( L \) restricted to \( Y_i \) if and only if is an eigenvalue of matrix \( -\mu_i A[z] \Delta + J_1 \), ...
The characteristic polynomial of $\mu_i A[z] \Delta + J_1$ is
\[
\varphi_i(\lambda) = (\lambda + \mu_i d_1 + \alpha) \left( \lambda + \mu_i d_2 - \frac{bK\gamma}{\alpha + K} + \mu \right) (\lambda + \mu_i d_2 + \nu)
\]
whose roots are $\varphi_i(\lambda) - \mu_i d_1 - \alpha, -\mu_i d_2 + \frac{bK\gamma}{\alpha + K} - \mu$ and $-\mu_i d_2 - \nu$. Therefore, the point-spectrum of $L$ consists of eigenvalues that satisfy \(\{\Re \lambda \leq -\frac{1}{2}\max\{\alpha, -\frac{bK\gamma}{\alpha + K} + \mu, \nu\}\}\) whenever $bK\gamma - a\mu - K\mu < 0$; from which stability around $P_2$ follows, [5], Th. 5.1.1.

The following section describes the spatial discretization that we apply to perform some numerical simulations of the previous models.

3. Spatial discretization.

3.1. Variational formulation. We consider a general reaction-diffusion problem with Neumann boundary conditions

\begin{align*}
-\Delta u + \mu u &= f \quad \text{en } \Omega \quad (11) \\
u(x,0) &= u_0(x) \quad \text{en } \Omega \quad (12) \\
\partial_n u(x,t) &= 0 \quad \text{en } \partial \Omega \quad (13)
\end{align*}

where function $f \in C^0(\Omega)$ is regular, $\mu \in \mathbb{R}$. As it is usual $\partial_n u = \nabla u \cdot n$, where $n$ is the exterior normal vector to $\partial \Omega$.

A classic solution of the above problem (11)–(13) is a function $u : \bar{\Omega} \mapsto \mathbb{R}$, $u \in C^2(\Omega)$ which satisfies (11)–(13). In order to facilitate the search of $u$ we reformulate the problem to find an equivalent solution.

Let $v \in X := C^2(\bar{\Omega})$. Multiplying (11) by $v$ it is obtained

\[-v\Delta u + \mu uv = fv\]

Integrating on $\Omega$

\[-\int_\Omega v\Delta u \, d\Omega + \mu \int_\Omega uv \, d\Omega = \int_\Omega fv \, d\Omega \quad (14)\]

Applying the Green Theorem

\[
\int_\Omega \nabla u \cdot \nabla v \, d\Omega - \int_{\partial \Omega} (\nabla u \cdot n) v \, dS + \mu \int_\Omega uv \, d\Omega = \int_\Omega fv \, d\Omega. \quad (15)
\]

Since $\partial_n u = 0$ for $x \in \partial \Omega$, we have

\[
\int_\Omega \nabla u \cdot \nabla v \, d\Omega + \mu \int_\Omega uv \, d\Omega = \int_\Omega fv \, d\Omega. \quad (16)
\]

This expression is known as variational formulation of the problem (11)–(13), see [32]. Notice that in (16) it is only required that $u, v \in C^1(\Omega)$. Furthermore, they can even be just continuous.
3.2. Discretization Finite Element Method. Let $H^k(\Omega)$ a Sobolev space and $C^1(0, T, X)$ is the space of continuously differentiable functions from $[0, T]$ on $X$. $\Omega_h$ is a polygonal approximation of $\Omega$. We consider a mesh $T_h$ of $\Omega_h$ consisting of convex elements $E_i \in T_h$, $i \in I$, $I \subset \mathbb{N}$.

Let $\{\varphi_j(x, y)\}_{1 \leq j \leq N}$ be a base of $V_h$

$$u_h(x, y, t) = \sum_{j=1}^{N} u_j(t) \varphi_j(x, y)$$

$$v_h(x, y, t) = \sum_{j=1}^{N} v_j(t) \varphi_j(x, y)$$

$$w_h(x, y, t) = \sum_{j=1}^{N} w_j(t) \varphi_j(x, y)$$

$x, y \in \Omega$, $0 \leq t \leq T$. The basis $\varphi_j(x, y)$ are compact support functions and we use the usual linear elements $P1$ defined on triangles.

Parameter $h$ represents the size of element $E_i$ of mesh $T_h$ and is defined as

$$h = \max_{E_i \in T_h} \text{diam}(E_i),$$

as $h \to 0$, space $V_h$ is closer to $H^k(\Omega)$.

4. Semi-discretization of time. Let

$$0 = t_0 < t_1 < \cdots < t_N = T,$$

a partition of the interval $[0, T]$ with constant step $dt = t_{m+1} - t_m$ for all $m \in \{0, \ldots, N - 1\}$. The derivative with respect to time is approximated using forward finite differences

$$u_t = \frac{u^{m+1} - u^m}{dt}, \quad v_t = \frac{v^{m+1} - v^m}{dt}, \quad w_t = \frac{w^{m+1} - w^m}{dt}$$

where $u^m = u(x, t_m)$, $v^m = v(x, t_m)$, $w^m = w(x, t_m)$.

By substituting the above approximation in model (1) we obtain that

$$u^{m+1} = u^m + dt \cdot d_0 \Delta u^{m+1} + dt \cdot \alpha u^{m+1} \left(1 - \frac{u^{m+1}}{K(x, y)}\right) - dt \cdot \frac{bu^{m+1}v^{m+1}}{u^{m+1} + a},$$

$$v^{m+1} = v^m + dt \cdot d_1 \Delta v^{m+1} + dt \cdot \gamma \frac{bu^{m+1}v^{m+1}}{u^{m+1} + a} - dt \cdot \frac{cv^{m+1}w^{m+1}}{v^{m+1} + d} - \mu v^m,$$

$$w^{m+1} = w^m + dt \cdot d_2 \Delta w^{m+1} + dt \cdot \beta \frac{cu^{m+1}w^{m+1}}{v^{m+1} + d} - dt \cdot \nu w^m - dt \cdot \nabla \left(\chi_2 v^{m+1} w^{m+1} \nabla v^{m+1}\right).$$

This is the Implicit Euler Method which depends on both $(x, y) \in \Omega$ for each element $E_i$ and the boundary conditions

$$\nabla u^{m+1} \cdot n = 0, \quad \nabla v^{m+1} \cdot n = 0, \quad \nabla w^{m+1} \cdot n = 0, \quad m \geq 0. \quad (18)$$

From the initial values $u_0, v_0, w_0$, we compute the next iterations $(u_1, v_1, w_1), \ldots, (u_N, v_N, w_N)$.

The system (17) is solved by FEM, assuming that $u_0, v_0, w_0 \in C^1(\Omega)$, see [30]. To avoid some complications which arise from the nonlinearity involved in (17), the
terms corresponding to temporal variation are solved using a semi-implicit Runge-Kutta method of second order. The two steps of this computational process are depicted in the following. First, the right side of equations (1) are rewritten as

\[
\begin{align*}
F(u, v, w) &= d_0 \Delta u + \alpha u(1 - \frac{u}{K(x, y)}) - \frac{buv}{u + a}, \\
G(u, v, w) &= d_1 \Delta v + \frac{buv}{u + a} - \frac{cvw}{v + d} - \mu v, \\
H(u, v, w) &= d_2 \Delta w + \gamma \frac{cvw}{v + d} - \nu w - \nabla \cdot (\chi_2(v, w)\nabla v).
\end{align*}
\]

The first step of the RK–method of second order consists in an one Euler step computed at central point of each time interval.

\[
\begin{align*}
u^{m+1/2} &= \nu^m + \frac{dt}{2} \cdot F(u^m, v^m, w^m) \\
v^{m+1/2} &= \nu^m + \frac{dt}{2} \cdot G(u^m, v^m, w^m) \\
w^{m+1/2} &= \nu^m + \frac{dt}{2} \cdot H(u^m, v^m, w^m)
\end{align*}
\]

In the second step, computations are made at time \(m + 1\) like

\[
\begin{align*}
u^{m+1} &= \nu^m + dt \cdot F(u^{m+1/2}, v^{m+1/2}, w^{m+1/2}) \\
v^{m+1} &= \nu^m + dt \cdot G(u^{m+1/2}, v^{m+1/2}, w^{m+1/2}) \\
w^{m+1} &= \nu^m + dt \cdot H(u^{m+1/2}, v^{m+1/2}, w^{m+1/2})
\end{align*}
\]

Now we considered the diffusion in an implicit form, then the schema becomes a semi-implicit one. For each step, the equations are solved by applying the FEM Galerkin-Ritz method described above.

5. Numerical simulations. In this section, some numerical simulations are carried out in order to obtain some knowledge about the effect on the population density of the indirect defense mechanism of the resource against the meso–predator, which consists on the attraction of the main predator towards the resource. This will be contrasted with the results of the corresponding simulations of model 1, in which the random diffusion of the main predator is regulated by a tendency to move towards the gradient of the meso–predator; this is the case of predators actively searching for prey, see [4], [6] and the references cited there. In all this section, we assume that \(\alpha = 5, a = 2.0, b = 5, c = .01, d = 2.0, \beta = 1.0, \gamma = 1, \mu = .05, \nu = .05\). For this parameter values, the equilibrium points of system (4) are \(P_0 = (0, 0, 0), P_1 = (K, 0, 0), P_2 = (2^{20099K^{-2}}K^{-2}, 0), P_3 = (k - 2, 2, \frac{2\gamma (99K^{-2} - 200)(K)}{K}).\) Existence and stability properties of these equilibrium points are described in Table 1. For the numerical computations we assume that \(\Omega = [-1, 1] \times [-1, 1]\) and we have used the FreeFem++ software [13].

5.1. Model 1: active-search hunting. In the following we consider Model (1) where the top predator is an active-search hunter. We take

\[\chi_1(v, w) = e_1 w - e_2 v.\]
Table 1.

| Point | Existence Interval | Stable | Unstable |
|-------|--------------------|--------|---------|
| $P_0$ | $K > 0$            | $K > 0$|         |
| $P_1$ | $K > 0$            | $K < \frac{2}{99}$ | $K > \frac{2}{99}$ |
| $P_2$ | $K > \frac{2}{99}$ | $\frac{2}{99} < K < \frac{200}{99}$ | $K > \frac{200}{99}$ |
| $P_3$ | $K > \frac{200}{99}$ | $\frac{200}{99} < K < 2.02063$ |

Therefore the top predator move towards the gradient of mesopredator only if its population density is large enough compared to that of the mesopredator. The ratio $\frac{c_2}{c_1}$ measures the defensive capacity of the mesopredator in terms of its population size; the larger this ratio, the greater the density of the predator required to advance towards the prey. The parameter values are given by $\alpha = 5$, $a = 2.0$, $b = 5.0$, $c = 0.1$, $d = 2.0$, $\beta = 1.0$, $\gamma = 1.0$, $\mu = 0.05$, $\nu = 0.05$, $d_0 = 0.1$, $d_1 = 1$, $d_2 = 1$.

Initial conditions for the spatial distribution of the resource, the meso-predator and top predator are considered as

\[
\begin{align*}
    u_0(x,y) &= 2 \exp(-10(x^2 + (y-.9)^2))(1 - x^2)(1 - y^2); \\
    v_0(x,y) &= 2 \exp(-200((x+.9)^2 - (y+.9)^2))(1 - x^2)(1 - y^2); \\
    w_0(x,y) &= 1.5 
\end{align*}
\]

for all $x, y \in \Omega$. In contrast with the mesopredator and the resource, the top predator is initially uniformly distributed, (see Fig 1).

![Contour plots](image)

**Figure 1.** Contour plots of time evolution of the resource $u$, mesopredator $v$ and top predator $w$ at different times.

5.1.1. **Defensive capacity and species distribution.** We consider five different defensive capacities of the prey. The suitability of the habitat of the resource is given by

\[
K(x, y) = 2 \exp(-5((x + .75)^2 + (y -.75)^2)) + 2 \exp(-5((x - .75)^2 + (y + .75)^2)) + 2 \exp(-5((x + .75)^2 + (y + .75)^2)) + 2 \exp(-5((x - .75)^2 + (y -.75)^2)).
\]

Notice that the range of $K$ in $\Omega$ is contained in the interval $(\frac{2}{99}, \frac{200}{99})$. Therefore, according to Table 1 system 4 without diffusion does not have the coexistence point $P_3$ and point $P_2$ is asymptotically stable. Thus, without diffusion the top predator $w$ would become extinct.
First, let $e_1 = 1.0$, $e_2 = 1.0$. In this case, the defensive capacity of the prey is neutral. Top predator move towards mesopredator whenever its density be greater than the one of the mesopredator

\[
\begin{align*}
(a_2) u, & \quad t = 0.1 \\
(b_2) v, & \quad t = 0.1 \\
(c_2) w, & \quad t = 0.1 \\
(a_3) u, & \quad t = 0.5 \\
(b_3) v, & \quad t = 0.5 \\
(c_3) w, & \quad t = 0.5 \\
(a_4) u, & \quad t = 2.0 \\
(b_4) v, & \quad t = 2.0 \\
(c_4) w, & \quad t = 2.0 \\
(a_5) u, & \quad t = 4.0 \\
(b_5) v, & \quad t = 4.0 \\
(c_5) w, & \quad t = 4.0 \\
(a_6) u, & \quad t = 20.0 \\
(b_6) v, & \quad t = 20.0 \\
(c_6) w, & \quad t = 20.0
\end{align*}
\]

Figure 2. Evolution of the spatial distribution of the three species. $e_1 = 1.0$, $e_2 = 1.0$
Second, let $e_1 = 1.0, e_2 = 0.5$ In this case, the mesopredator defense against of top predator is lesser than the above case. Thus, we observe that predators are closer to the mesopredators than in the first case (see figures 2 and 3).

Figure 3. Evolution of the spatial distribution of the three species. $e_1 = 1.0, e_2 = 0.5$
Third, let $e_1 = 1.0$, $e_2 = 2.0$. Prey presents a strong defense capacity. Notice that predators tends to move towards the lower density areas of the prey population, (see Figures (2) and (4)).
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\caption{$u, \ t = 0.1$}
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\caption{$v, \ t = 0.1$}
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\caption{$w, \ t = 0.1$}
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\caption{$u, \ t = 1.5$}
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\caption{$v, \ t = 1.5$}
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\caption{$w, \ t = 1.5$}
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\caption{$u, \ t = 4.0$}
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\caption{$v, \ t = 4.0$}
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\caption{$w, \ t = 4.0$}
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\caption{$u, \ t = 20.0$}
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\caption{$v, \ t = 20.0$}
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\caption{$w, \ t = 20.0$}
\end{subfigure}
\caption{Evolution of the spatial distribution of the three species. $e_1 = 1.0, e_2 = 2.0$}
\end{figure}
Fourth case, let $e_1 = 1.0$, $e_2 = 10.0$. Prey presents still a defense capacity stronger than the previous case.

Figure 5. Evolution of the spatial distribution of the three species. $e_1 = 1.0$, $e_2 = 10.0$
Fifth case. Let $e_1 = 10.0$, $e_2 = 1.0$ This is the smallest defensive capacity considered in this section.

Figure 6. Evolution of the spatial distribution of the three species. $e_1 = 10.0$, $e_2 = 1.0$
From the comparison of Figures 3-6, we conclude that defensive capacity has a negligible effect on the prey population, if the predation rate is not large enough. Indeed, the main impact is over the spatial distribution of both the meso predator and the top predator.

5.1.2. Habitat suitability and species distribution. To understand how the ecological landscape impact species distribution, we consider two different characterization of the carrying capacity. In either case, the values of parameters of $\chi_1$ are $e_1 = 1.0$, $e_2 = 10.0$, and the initial condition of $u$ is

$$u_0(x, y) = 2 \exp(-10(x^2 + y^2))(1 - x^2)(1 - y^2)^2$$

The initial conditions $v_0(x, y)$ and $w_0(x, y)$ are the same as above.

First, we consider a carrying capacity given by

$$K(x, y) = 2 \exp(-5((x + .75)^2 + (y - .75)^2)) + 2 \exp(-5((x - .75)^2 + (y + .75)^2)),$$

$$+ 2 \exp(-5((x + .75)^2 + (y + .75)^2)) + 2 \exp(-5((x - .75)^2 + (y - .75)^2)).$$

The highest suitability is reached at four symmetrical points respect to the origin.

In Figure (7) are shown plots of the numerical solutions of $u$, $v$ and $w$ at different times. Note that as time passes, the resource tends to occupy the most suitable sites. The mesopredator moves towards the sites with the higher resource density and its defensive capacity ($e_2/e_1$) is large enough to keep the top predator away.
Figure 7. Evolution of the spatial distribution of the three species.
In this second case, the habitat of the resource is richer since its suitability is given by

\[
K(x, y) = 2 \exp(-5((x + .75)^2 + (y - .75)^2)) + 2 \exp(-5((x - .75)^2 + (y + .75)^2)) + 2 \exp(-5((x + .75)^2 + (y + .75)^2)) + 2 \exp(-5((x - .75)^2 + (y - .75)^2)) + 2 \exp(-5(x^2 + y^2))
\]

The highest suitability is reached at four symmetrical points respect to the origin and at the origin. The spatial distribution of the three species is shown in Figure 8.

As in the first case, the mesopredators move towards the sites of higher density of the resource and the top predator is located far enough away from its prey because \(e_2/e_1\) is relatively high. It seems that the richness of the habitat does not induce any change in the distribution patterns. Top predator tends to occupy the areas less densely populated by mesopredators, if \(e_2/e_1\) is high enough.

**Figure 8.** Evolution of the spatial distribution of the three species. The suitability of resource habitat is given by (26).
5.2. **Resource defense and species distribution.** Some species defend themselves by attracting predators from their natural enemies. This is very frequent for instance in plant species, see [21] and the bibliography cited there. In [2] it has been described 24 species of predators which are attracted by volatiles generated by plants damaged by herbivores. In this paper, the authors raise the question about the effectiveness of predator species in controlling specific insect pests. In the following we analyze numerically the impact on the mesopredator distribution of an increasing predation rate of the top predator when this is attracted by the resource species. To analyze the relationship between the distribution of the mesopredator and the predation rate of a top predator that is attracted to the resource, we use Model (2) which is shown below.

\[
\begin{align*}
\frac{du}{dt} &= d_0 \Delta u + \alpha u (1 - \frac{u}{K(x,y)}) - \frac{buv}{u + a}, \\
\frac{dv}{dt} &= d_1 \Delta v + \gamma \frac{bvw}{u + a} - \frac{cwv}{v + d} - \mu v, \\
\frac{dw}{dt} &= d_2 \Delta w + \beta \frac{cwv}{v + d} - \nu w - \nabla \cdot (\chi_2(u,w) \nabla u).
\end{align*}
\] (27)

The sensitivity function is \(\chi_2(u,w) = quw\). Thus, the movement of top predators towards the gradient of \(u\) is faster the higher its own density or that of the resource.

Initial conditions for the spatial distribution of the resource, the meso-predator and top predator are considered as

\[
\begin{align*}
u_0(x,y) &= 2 \exp(-(x^2 + (y - .9)^2)(1 - x^2)(1 - y^2)^2; \\
v_0(x,y) &= 2 \exp(-(x + .9)^2 - (y + .9)^2)(1 - x^2)^2(1 - y^2)^2; \\
w_0(x,y) &= 1.5
\end{align*}
\]

for all \(x, y \in \Omega\). The suitability of the habitat of the resource is given by

\[
K(x,y) = 2 \exp(-5((x + .75)^2 + (y - .75)^2)) + 2 \exp(-5((x - .75)^2 + (y + .75)^2)),
+2 \exp(-5((x - .75)^2 + (y + .75)^2)) + 2 \exp(-5((x - .75)^2 + (y - .75)^2)).
\]

Let the parameter values be given by \(\alpha = 5, a = 2.0, b = 5.0, d = 2.0, \beta = 1.0, \gamma = 1.0, \mu = 0.05, \nu = 0.05, d_0 = 0.1, d_1 = 1, d_2 = 1\).

The sensitivity function is \(\chi_2(u,w) = quw\). The below simulations are executed for different values of \(q\) and \(c\).
Figure 9. Contour plots of time evolution of the resource $u$, mesopredator $v$ and top predator $w$ at different times. $q = 0.1$, $c = 1.0$

Figure 10. Contour plots of time evolution of the resource $u$, mesopredator $v$ and top predator $w$ at different times. $q = 0.1$, $c = 1.5$
Figure 11. Contour plots of time evolution of the resource $u$, mesopredador $v$ and top predador $w$ at different times. $q = 1.0$, $c = 1.5$
(a1) \( u, t = 0 \)
(b1) \( v, t = 0 \)
(c1) \( w, t = 0 \)

(a2) \( u, t = 0.1 \)
(b2) \( v, t = 0.1 \)
(c2) \( w, t = 0.1 \)

(a3) \( u, t = 2.0 \)
(b3) \( v, t = 2.0 \)
(c3) \( w, t = 2.0 \)

(a4) \( u, t = 4.0 \)
(b4) \( v, t = 4.0 \)
(c4) \( w, t = 4.0 \)

(a5) \( u, t = 20.0 \)
(b5) \( v, t = 20.0 \)
(c5) \( w, t = 20.0 \)

Figure 12. Contour plots of time evolution of the resource \( u \), mesopredator \( v \) and top predator \( w \) at different times. \( q = 1.0 \), \( c = 2.5 \)
Figure 13. Contour plots of time evolution of the resource $u$, mesopredator $v$ and top predator $w$ at different times. $q = 10.0$, $c = .1$

Figure 14. Contour plots of time evolution of the resource $u$, mesopredator $v$ and top predator $w$ at different times. $q = 10.0$, $c = 1.0$
Figure 15. Contour plots of time evolution of the resource $u$, mesopredator $v$ and top predator $w$ at different times. $q = 10.0$, $c = 1.5$
It is worth to note that an increment of the predation rate \( c \) not necessarily induces an increment on the predator population. In Figure 10 the predation rate is \( c=1.5 \), and the predator population is lesser than the population showed in Figure 9 where the predation rate is \( c = 1.0 \). This is due, in part, to the weak attraction of the resource on the individual predators, as this allows predators to remain randomly dispersed throughout space preventing the mesopredator population from reaching a level high enough to support a large population of predators. On the other hand, by comparing Figure 10 with Figure 11 we observe that the main effect on the increment of the attraction parameter \( q \) is on the spatial distribution of meso and top predators. For \( q = 1.0 \) (Figure 11), top predators tend to occupy the places most densely populated by the resource; in contrast, mesopredators occupy the places least densely populated by top predators. However, if the predation rate is large enough, the mesopredator population is depleted and spatial complementarity is lost (see Figure 12). This effect vanishes if the resource’s attraction to top predators grows; in fact, for \( q = 10 \), the separation of top and mesopredators habitats is strengthened for \( c = 1 \) and all three species reach relatively large populations levels compared to \( c = 1 \) (See Figure (13-14)). The coexistence of the three species requires a proper balance between the rate of predation and the attraction of predators to the resource population. In Figure 15, we observe very low mesopredator population levels and a sharp concentration of top predators around the areas most populated by mesopredators.

6. Conclusions. With the aim to analyze the role of migration and defensive mechanisms of the prey, in this work two variations of a tritrophic model have been considered. According to Table (1), if the three species remain in the same location (without migration), top predator would become extinct since only the equilibrium point \( P_2 \) is stable. In the first case, where a top predator is an active-search hunter it is assumed that as prey density increases, searching intensity decreases (Model (1) with \( \chi_1(v, w) = e_1w - e_2v \)). Numerical simulations show that all three species coexist and both resource and prey tend to be concentrated around sites \((x^*, y^*) \in \Omega \) where resource suitability is greatest; that is, sites \((x^*, y^*) \) where \( K(x^*, y^*) \) is the maximum. The spatial distribution of predator depends on the defensive capacity of the prey; for \( e_2/e_1 \) low enough, predators and prey have a similar distribution (see Figures (3), (6)). However, if \( e_2/e_1 \) reaches a large enough level, the resource and prey populations share the same space, but the predator occupies the locations less populated by prey (see Figures (2), (4), (??)). One second point of interest in this work is how the attraction of enemies of my enemies influences the dynamics of a community. We analyzed this question with Model (2) where the predator moves toward the resource gradient according to the sensitivity function \( \chi_2(u, w) = quw \); that is, the higher the population density of the resource or the predator, the greater the tendency of the predator to move towards the resource. In some cases, the attraction activity is caused by volatiles emitted by the resource organisms. The numerical simulations of Model (2) have focused to get some insight about the impact of the attraction that the resource exerted on the predator on the dynamics of the mesopredator-predator interaction. We observe that if the attraction is low enough, the dynamics is mainly determined by the intensity of predation on the mesopredator population, and both mesopredators and predators tend to occupy the sites most populated by the resource. The spatial distribution of the three species shown in Figure 9 (\( q = 0.1, c = 1.0 \)) is very similar
to that shown in Figure 10 \( q = 0.1, c = 1.5 \). Notice that the greatest population density of predators and mesopredators are closer to region where the resource is most abundant. However, when the attraction of predators towards the resource increases to a reach a relatively large level, predators follow the spatial distribution of the resource and mesopredators occupy zones where predators are scarce. This is shown in Figure 10, Figure 11 and Figure 15. Hence, our numerical simulations provide evidence that migration favors coexistence and behavioral characteristics, such as a defense mechanism or hunter strategies, can impact the spatial distribution of species. Furthermore, according with the simulations of our two models, we find that the distribution of prey follows a pattern similar to that of the resource, which tends to be distributed near the places of greatest suitability. The cost of a defense mechanism has been considered in [?] where the authors analyze how this cost impact on pattern distribution of predators and preys. The role of predators on the spatial distribution has been studied from a experimental point of view in [17], where preys do not present a defense against predators. They found that was not the patch type but the distribution of predators that most strongly predicted the composition of the prey community. The effect of diffusion on the spatial distribution has been analyzed in [18].
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Appendix A. System (4) has the following equilibrium points

1) $P_1 (0, 0, 0)$

2) $P_2 (K, 0, 0)$

3) $P_3 \left( \frac{a \mu}{b \gamma - \mu}, \frac{a \sigma \gamma (b \gamma K - \mu (a + K))}{K (b \gamma - \mu)^2}, 0 \right)$.

Under appropriate conditions, this system posses two equilibrium points $P_4 (u_1, v_1, w_1)$ and $P_5 (u_2, v_2, w_2)$ with positive coordinates given by

$$u_1 = \frac{1}{2} \left( -a + K - \sqrt{\frac{c \alpha \beta (a + K)^2 - (4bdK + (a + K)^2 a) \alpha}{(c\beta - \nu)\alpha}} \right)$$

$$v_1 = \frac{du}{c\beta - \nu}$$

$$w_1 = \frac{d(u + v_1)(b \gamma u_1 - (a + u_1)v_1 \mu)}{c(a + u_1)}$$

$$u_2 = \frac{1}{2} \left( -a + K + \sqrt{\frac{c \alpha \beta (a + K)^2 - (4bdK + (a + K)^2 a) \alpha}{(c\beta - \nu)\alpha}} \right)$$
\[ v_2 = \frac{d\nu}{\nu - \nu c\beta - \nu w_2} \]
\[ w_2 = \frac{(d + v_2)(b\mu_2 - (a + w_2)v_2\gamma u_2)}{c(a + u_2)}. \]

Point \( P_1 \) is always unstable; \( P_2 \) is locally asymptotically stable if \( bK\gamma - a\mu - K\mu < 0 \) and unstable if \( bK\gamma - a\mu - K\mu > 0 \); \( P_3 \) is stable if \( bK\gamma - a\mu - K\mu > 0 \) and \( b\gamma a > bK\gamma - a\mu - K\mu \) and unstable if \( bK\gamma - a\mu - K\mu > 0 \) and \( b\gamma a < bK\gamma - a\mu - K\mu \).

If \( bK\gamma - a\mu - K\mu < 0 \), point \((K, 0, 0)\) is a stable equilibrium point of system 4 (see appendix XX). In the following theorem, we prove that stability of this point is also preserved in the system 1. Let \( 0 = \mu_1 < \mu_2 < \mu_3 \ldots \) be the eigenvalues of the operator \(-\Delta\) on \( \Omega \) with Neumann boundary conditions and let \( E(\mu_i) \) be the eigenspace corresponding to \( \mu_i \) in \( C^1(\overline{\Omega}) \).
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