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ABSTRACT

Researchers using instrumental variables to investigate ordered treatments often recode treatment into an indicator for any exposure. We investigate this estimand under the assumption that the instruments shift compliers from no treatment to some but not from some treatment to more. We show that when there are extensive margin compliers only (EMCO) this estimand captures a weighted average of treatment effects that can be partially unbundled into each complier group's potential outcome means. We also establish an equivalence between EMCO and a two-factor selection model and apply our results to study treatment heterogeneity in the Oregon Health Insurance Experiment.
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A large literature uses instrumental variables to estimate the effects of ordered treatments such as years of education or duration of health insurance coverage (e.g., Angrist and Krueger, 1991; Goldin et al., 2020). In these settings, it is common to recode the endogenous variable into a binary indicator for any treatment, e.g., any college or any insurance (Card, 1995; Finkelstein et al., 2012). Angrist and Imbens (1995) argued that doing so is a mistake. In the Local Average Treatment Effect (LATE) framework, the estimand recovered by two-stage least squares (2SLS) is the causal effect of any treatment exposure plus bias generated by intensive margin increases in treatment. This linear combination of effects is difficult to map to potential policies and may fall outside the range of treatment effects possible given the support of the outcome.

Instead, Angrist and Imbens (1995) advocated for leaving an ordered endogenous variable unchanged. 2SLS then recovers the “Average Causal Response” (ACR), a weighted average of effects of different doses of treatment across compliers. The ACR, however, is also difficult to interpret (Heckman et al., 2006). The complier groups (i.e., populations defined by their set of potential treatments) that generate it are not mutually exclusive. When treatment effects are potentially non-linear in dosage or heterogeneous—as in, for example, health responses to pharmaceuticals or the influence of unemployment duration on reemployment wages—the ACR may also differ in sign and magnitude from the effects of changes in dosage relevant for policy.

This paper investigates an assumption that significantly simplifies 2SLS analysis of ordered treatments. This restriction requires that the instruments induce units to shift from no treatment to some positive quantity but not from some treatment to more. In a study of the effects of health insurance, for example, the instruments must decrease the likelihood of being uninsured but leave the duration of coverage unchanged for individuals who would have obtained insurance regardless. In other words, the restriction requires that there are “extensive margin compliers only” (EMCO). In settings with one-sided non-compliance (e.g., Katz et al., 2001; Kling et al., 2007; Heller et al., 2017)—meaning individuals with one value of the instrument all receive no treatment—EMCO holds automatically. More generally, given the frequent use of recoded endogenous variables in applied research (e.g., Aizer and Doyle, 2015; Bhuller et al., 2020; Norris et al., 2021; Finkelstein et al., 2012; Arteaga, 2020), we view understanding the assumptions that can justify doing so as
important.

Under EMCO, recoding an ordered treatment into an indicator is no longer a mistake. 2SLS estimates of the effect of “any treatment” recover a weighted average of treatment effects for mutually exclusive groups of compliers. Each group is shifted to a different positive quantity of treatment from no treatment. The estimand averages the effects for each group of receiving this quantity vs. no treatment. Weights on each group are easy to recover. Moreover, under EMCO treated means for each complier group are identified, as well as the average of untreated means across all groups, allowing for a partial unbundling of the estimand. While average treatment effects for each complier group are not identified, they can be bounded. This makes it possible to test whether the data are consistent with certain hypotheses, such as that all complier groups or doses have positive treatment effects on average. Bounds can be tightened using shape restrictions motivated by the setting or economic theory, as in recent work on partial identification (Chetverikov et al., 2018).

The power of EMCO comes from the restrictions it places on choice behavior. In the spirit of Vytlacil (2002), we show that taken together the standard LATE assumptions and EMCO imply that choices are rationalized by a two-step selection model where units first decide whether to participate in treatment at all and then pick treatment levels. EMCO requires the instrument affect relative utility in the first step and not the second. Importantly, the two-step selection process implies that at least two distinct latent factors govern treatment choices. While the presence of two factors makes marginal treatment effect analysis more complex than the single dimension usually considered (Heckman, 2010), two represent a substantial dimension reduction relative to what is generated by LATE alone, which implies selection is governed by possibly as many latent factors as levels of treatment.\(^1\) This dimension reduction explains why some quantities such as complier means are identified under EMCO, but not otherwise.

In related work, Andresen and Huber (2021) investigate restrictions that justify “binarizing” an ordered treatment at a given threshold. EMCO is a special case that binarizes treatment around zero.\(^2\) Our results complement Andresen and Huber (2021) by proving identification of complier

\(^1\)For example, if treatment \(D\) falls in \(\{0, 1, 2, \ldots, \bar{D}\}\), then LATE alone is equivalent to assuming there are \(\bar{D}\) separate selection equations with distinct latent factors (Vytlacil, 2006).

\(^2\)While we focus on the extensive margin, analogous results would apply when the instrument shifts individuals
means in cases where EMCO makes binarization appropriate. Moreover, we show that EMCO has clear implications for choice modeling that can help guide marginal treatment effect analysis (Heckman and Vytlacil, 1999, 2005) in a setting with ordered or multiple treatments. Our results thus connect the assumptions behind binarizing approaches to the literature on the identification of complier means (Imbens and Rubin, 1997; Abadie, 2003) and latent factor representations of LATE models (Vytlacil, 2002, 2006; Heckman and Pinto, 2018). Our results also relate to Marshall (2016), who studies binarization when ruling out the exclusion restriction violations due to shifts in treatment above or below the threshold that make binarization problematic. Our assumptions, on the other hand, concern the effect of instruments on treatment but leave the effects of treatment on outcomes unrestricted.

We conclude by examining the plausibility and implications of EMCO in Finkelstein et al. (2012)’s analysis of the Oregon Health Insurance Experiment (OHIE), which randomized low-income individuals’ access to Medicaid. Details of the experiment make EMCO highly likely to hold in the OHIE. To be eligible to enroll, for example, participants randomized into treatment had to be uninsured for at least six months, which implies non-compliance is one-sided. We use EMCO’s identifying power to unpack treatment effects across complier groups. The results reveal clear patterns of intensive-margin adverse selection in the experimental data. Participants induced to remain on Medicaid the longest have the highest levels of healthcare utilization and worst self-reported health.

1 Setting and notation

Consider a setting with a single binary instrument $Z_i \in \{0, 1\}$ and a discrete, ordered treatment $D_i \in \{0, 1, \ldots, \bar{D}\}$. Let $D_i(z)$ denote the treatment status of individual $i$ when $Z_i = z$. Observed treatments are $D_i = D_i(1)Z_i + D_i(0)(1 - Z_i)$. Let $Y_i(d)$ denote the potential outcome of interest under treatment status $d$. Observed outcomes are $Y_i = \sum_{d=0}^{\bar{D}} 1(D_i = d)Y_i(d)$. Assume that $Z_i$ satisfies the standard assumptions of the LATE framework (Imbens and Angrist, 1994) and its exclusively from any given level of treatment to more (e.g., from finishing high school to completing at least some college). Andresen and Huber (2021)’s results, on the other hand, apply when the instrument shifts individuals exclusively from below a given level of treatment to more (e.g., from high school or less to at least some college).
extension to ordered treatments (Angrist and Imbens, 1995):

**Assumption 1. (LATE framework)**

(i) \( E[D_i|Z_i = 1] > E[D_i|Z_i = 0] \) (relevance)

(ii) \((Y_i(0), Y_i(1), \ldots, Y_i(\bar{D}), D_i(1), D_i(0)) \perp Z_i\) (exogeneity and exclusion)

(iii) \( D_i(1) \geq D_i(0) \) \( \forall i \) (monotonicity)

Angrist and Imbens (1995) show that under these assumptions the Wald estimand recovers the Average Causal Response (ACR):

\[
\beta_{ACR} = \frac{E[Y_i|Z_i = 1] - E[Y_i|Z_i = 0]}{E[D_i|Z_i = 1] - E[D_i|Z_i = 0]} = \sum_{d=1}^{\bar{D}} \omega_d \frac{E[Y_i(d) - Y_i(d-1)|D_i(1) \geq d > D_i(0)]}{\sum_{k=1}^{\bar{D}} \Pr(D_i(1) \geq k > D_i(0))} \tag{1}
\]

where \( \omega_d = \frac{Pr(D_i(1) \geq d > D_i(0))}{\sum_{k=1}^{\bar{D}} Pr(D_i(1) \geq k > D_i(0))} \).

The ACR captures a weighted average of effects of exposure to different “doses” of treatment (i.e., \( E[Y_i(d) - Y_i(d-1)] \)) for potentially overlapping sets of compliers.\(^3\) While the ACR captures a well-defined causal parameter, it does not correspond to a clear treatment manipulation or policy counterfactual (Heckman et al., 2006). When treatment effects are non-linear or heterogeneous, the ACR may in fact differ in sign and magnitude from policy-relevant causal effects, such as as the average effect of a particular dosage.

Given the difficulty of interpreting the ACR, a common practice in applied research is to simply ignore the ordered nature of the treatment, recode it as binary, and interpret estimates as capturing the effects of “any” treatment. Research on the effects of incarceration, for example, commonly uses an indicator for any prison sentence as the endogenous variable of interest (e.g., Aizer and Doyle, 2015; Bhuller et al., 2020; Norris et al., 2021). Angrist and Imbens (1995) showed that doing so may produce a biased estimator of the ACR, while results from Andresen and Huber (2021) imply that the recoded endogenous variable model recovers a linear combination of effects.

\(^3\)The researcher must sometimes take a stand on the correct discretization of treatment. Since time in schooling, for example, might be most accurately thought of as continuous, considering “months” or “years” of education is necessarily an approximation. In other settings, such as a drug trial where varying doses are administered in discrete units, no approximation is necessary.
for those shifted from zero to some treatment and those shifted from some treatment to more:

**Proposition 1.** Let $\beta_{\text{recoded}}$ be the Wald estimand when the endogenous variable is $1(D_i > 0)$. Then under Assumption 1:

$$
\beta_{\text{recoded}} = \mathbb{E}[Y_i(D_i(1)) - Y_i(D_i(0)) | D_i(1) > D_i(0) = 0] + \\
\mathbb{E}[Y_i(D_i(1)) - Y_i(D_i(0)) | D_i(1) > D_i(0) > 0] \Pr(D_i(1) > D_i(0) > 0) \Pr(D_i(1) > D_i(0) = 0)
$$

The estimator $\beta_{\text{recoded}}$ captures an unintuitive mixture of effects and thus suffers from similar interpretation issues as the ACR. Moreover, because the estimand is a linear combination and not an average, $\beta_{\text{recoded}}$ may fall outside the range of treatment effects physically possible given the support of $Y_i$. Intuitively, the primary issue is that the instrument is no longer excludable after recoding. Some individuals’ outcomes may change even though their treatment status ($1(D_i > 0)$) does not. For example, when the binarized treatment is any indicator for any prison sentence, the exclusion restriction may be violated if the instrument shifts individuals from no incarceration to some prison sentence and also lengthens prison sentences for those who would have been incarcerated regardless.

These issues can be avoided if one is willing to rule out the existence of problematic complier types, an assumption we call “extensive margin compliers only”:

**Assumption 2.** *Extensive Margin Compliers Only (EMCO)*

$$
D_i(1) > D_i(0) \Rightarrow D_i(0) = 0 \quad \forall i
$$

Assumption 2 requires that the instrument only causes some individuals to switch from no treatment to some, and not from some to more. This assumption will be automatically satisfied in any setting with one-sided non-compliance—i.e., where individuals with $Z_i = 0$ must have

---

$^4$Angrist and Imbens (1995)’s result is that $\beta_{\text{recoded}} = \beta_{\text{ACR}} \cdot (1 + \kappa)$ where $\kappa \equiv \sum_{l=2}^{D_i(1)} \Pr(D_i(1) \geq l > D_i(0)) \Pr(D_i(1) > D_i(0))$. The result in Proposition 1 is a direct implication of Equations (3.7) and (3.8) in Andresen and Huber (2021), so we omit a proof. Proposition 1 also appears in a working paper (Rose and Shem-Tov, 2018), which includes results from this manuscript and Rose and Shem-Tov (2021).
where \( D_i = 0 \)—but can also hold in more general settings where instruments induce some individuals to take up treatment but do not affect the relative utility of non-zero treatment levels.

EMCO implies the second term in Proposition 1 disappears and 2SLS using \( 1(D_i > 0) \) as the endogenous variable recovers the average effect of the treatment on individuals shifted from no exposure to some positive amount.

\[
\beta_{recoded} = \frac{\mathbb{E}[Y_i|Z_i = 1] - \mathbb{E}[Y_i|Z_i = 0]}{\mathbb{E}[1(D_i > 0)|Z_i = 1] - \mathbb{E}[1(D_i > 0)|Z_i = 0]}
\]

\[
= \mathbb{E}[Y_i(D_i(1)) - Y_i(D_i(0))|D_i(1) > D_i(0) = 0]
\]

\[
= \sum_{d=1}^{\bar{D}} \omega_d^r \mathbb{E}[Y_i(d) - Y_i(0)|D_i(1) = d, D_i(0) = 0]
\]

where \( \omega_d^r = \frac{\Pr(D_i(1) = d, D_i(0) = 0)}{\sum_{l=1}^{\bar{D}} \Pr(D_i(1) = l, D_i(0) = 0)} \).

Our discussion so far has focused on the binary instrument case. In settings with multiple or multi-valued instruments, if EMCO applies to a comparison between two points of support in the value of the instruments, then \( \beta_{recoded} \) can be estimated and interpreted treating those two points of support like the binary instrument case. If there are multiple such EMCO-compatible comparisons, the pairwise estimates can be averaged either manually or, as suggested in Angrist and Imbens (1995), using 2SLS. Their Theorem 2 shows that 2SLS with an ordered treatment and multiple mutually orthogonal binary instruments recovers a weighted average of ACRs for pairs of comparisons in the support of the instrument. If EMCO holds for each of these comparisons, then 2SLS using the recoded endogenous variable will thus also capture a weighted average of the \( \beta_{recoded} \) estimand for each of these pairs.

Our discussion so far has also abstracted from covariates. If Assumptions 1 and 2 hold only conditional on some observed \( X_i \), then \( \beta_{recoded} \) can be estimated for each value in the support of \( X_i \) and averaged. Alternatively, a researcher may wish to use 2SLS while controlling for a saturated set of indicators for values of \( X_i \) and using the interactions of \( Z_i \) and these indicators as instruments. As shown in Angrist and Imbens (1995), doing so produces a potentially different weighted average of the \( X_i \)-conditional estimates of \( \beta_{recoded} \). Using linear controls that are not necessarily saturated, on the other hand, requires justifying the implicit parametric structure, as discussed in Blandhol
et al. (2022).

Although EMCO restricts counterfactual choices, it also implies multiple necessary conditions must hold on the joint distribution of the outcome, treatment, and instruments. In the Online Appendix, we provide visual and formal tests of these restrictions that build on the growing literature testing instrument validity (e.g., Kitagawa, 2015; Huber and Mellace, 2015; Mourifié and Wan, 2017; Frandsen et al., 2019; Norris, 2019). These tests extend results for binary treatments from Balke and Pearl (1997) and Heckman and Vytlacil (2005) and are based on the observation that outcome densities must be non-negative for all complier groups. They also require that the instrument not decrease the mass of individuals at any positive level of treatment, as is implied by EMCO’s restrictions on compliance patterns. Both sets of restrictions can be tested using tools from the moment inequality literature (Chernozhukov et al., 2018; Bai et al., 2019).

EMCO is attractive because when it holds, $\beta_{recoded}$ has a clear interpretation as a weighted average of causal effects for mutually exclusive complier populations with weights proportional to their population size. $\beta_{ACR}$ also retains a valid causal interpretation if EMCO holds, albeit one less intuitive than $\beta_{recoded}$. Under EMCO, the complier groups summed over in $\beta_{ACR}$ are simply defined by $1\{D_i(1) \geq d, D_i(0) = 0\}$ for each $d \geq 1$, and thus remain potentially overlapping.

Treatment effect non-linearity or heterogeneity can make the magnitude and sign of treatment effects for each complier group in $\beta_{recoded}$ differ. We next show, however, that levels of each complier group’s treated potential outcomes are identified and that bounds can be placed on each group’s treatment effects.

2 Advantages of EMCO: Complier means and bounds

The EMCO assumption places strong restrictions on the data generating process (DGP); however, in settings in which it is satisfied, it also provides meaningful advantages. In addition to giving $\beta_{recoded}$ a clear causal interpretation, EMCO identifies other interesting quantities. Imbens and Rubin (1997) and Abadie (2003) show that when the treatment is binary (i.e., $D_i \in \{0, 1\}$), compliers’ treated and untreated mean potential outcomes are identified by 2SLS regressions using $Y_i D_i$ or $Y_i (1 - D_i)$, respectively, as the outcome and $D_i$ or $(1 - D_i)$ as the endogenous variable.
When the treatment has multiple levels, it is tempting to try to estimate complier means using
\( Y_i1(D_i = d) \) as the outcome. However, doing so without assuming EMCO yields a mixture of
outcome means for multiple groups. To see why, note that the reduced form effect of \( Z_i \) on this
outcome is:

\[
\mathbb{E}[Y_i1(D_i = d)|Z_i = 1] - \mathbb{E}[Y_i1(D_i = d)|Z_i = 0]
\]

\[
= \mathbb{E}[Y_i(d)|D_i(1) = d > D_i(0) = 0] \Pr(D_i(1) = d > D_i(0) = 0)
\text{Shifted into } d \text{ from zero (extensive margin)}
\]

\[
+ \mathbb{E}[Y_i(d)|D_i(1) = d > D_i(0) > 0] \Pr(D_i(1) = d > D_i(0) > 0)
\text{Shifted into } d \text{ from } D_i(0) > 0 \text{ (intensive margin)}
\]

\[
- \mathbb{E}[Y_i(d)|D_i(1) > D_i(0) = d] \Pr(D_i(1) > D_i(0) = d)
\text{Shifted out of } d \text{ to } D_i(1) > d \text{ (intensive margin)}
\]

Hence changes in \( Y_i1(D_i = d) \) due to \( Z_i \) reflect individuals both moving into \( D_i = d \) from
multiple sources (extensive- and intensive-margin shifts) and moving into higher levels of treatment
(intensive-margin shifts). Clearly Equation 2 when rescaled by the first stage would not yield a
meaningful potential outcome mean.

However, EMCO implies that \( \Pr(D_i(1) = d > D_i(0) > 0) \) and \( \Pr(D_i(1) > D_i(0) = d) \) are both
zero for \( d \geq 1 \). Hence treated potential outcome means for each group of “\( d \)-type” compliers (i.e.,
individuals with \( D_i(1) = d > 0 = D_i(0) \)) are identified, as well as an average of potential outcomes
under no treatment. The following proposition formalizes this claim:

**Proposition 2.** If Assumptions 1 and 2 hold, then:

(i) \[
\frac{\mathbb{E}[Y_i1(D_i = 0)|Z_i = 1]}{\mathbb{E}[1(D_i = 0)|Z_i = 1]} - \frac{\mathbb{E}[Y_i1(D_i = 0)|Z_i = 0]}{\mathbb{E}[1(D_i = 0)|Z_i = 0]} = \mathbb{E}[Y_i(0)|D_i(1) > D_i(0) = 0]
\]

\[
= \sum_{d=1}^{\bar{D}} \omega_d \mathbb{E}[Y_i(0)|D_i(1) = d > D_i(0) = 0]
\]

and for any \( d > 0 \) such that \( \mathbb{E}[1(D_i = d)|Z_i = 1] - \mathbb{E}[1(D_i = d)|Z_i = 0] > 0 \):

(ii) \[
\frac{\mathbb{E}[Y_i1(D_i = d)|Z_i = 1]}{\mathbb{E}[1(D_i = d)|Z_i = 1]} - \frac{\mathbb{E}[Y_i1(D_i = d)|Z_i = 0]}{\mathbb{E}[1(D_i = d)|Z_i = 0]} = \mathbb{E}[Y_i(d)|D_i(1) = d > D_i(0) = 0]
\]
We illustrate how these results can generate additional insights below using data from the Oregon Health Insurance Experiment. Proposition 2 can be thought of as an extension of the results in Imbens and Rubin (1997) and Abadie (2003) for the binary case to multi-valued ordered and unordered treatments. In Appendix A.1, we present a more general version of Proposition 2 that is analogous to Theorem 3.1 in Abadie (2003) and implies that functions and means of covariates $X_i$ for each group of $d$-type compliers can also be identified, e.g.:

$$E[X_i1(D_i=d)|Z_i=1] - E[X_i1(D_i=d)|Z_i=0] = E[X_i|D_i(1) = d > D_i(0) = 0] \forall d > 0$$

(3)

Unfortunately, Proposition 2 (i) does not identify each $E[Y_i(0)|D_i(1) = d > D_i(0) = 0]$ without additional assumptions when $\omega_d < 1 \forall d$. Intuitively, when $Z_i$ shifts individuals from $D_i(0) = 0$ to multiple positive levels of treatment, only a weighted average of untreated means across all complier groups is identified. We cannot separately identify the untreated counterfactual for each group of $d$-type compliers because there are more unknowns than equations unless there is only one complier group (which implies $\omega_d = 1$ for some $d$). Thus, while treated $d$-type complier means are identified, $d$-type treatment effects are generally not:

$$E [Y_i(d) - Y_i(0)|D_i(1) = d > D_i(0) = 0] =$$

Not identified

$$E [Y_i(d)|D_i(1) = d > D_i(0) = 0] - E [Y_i(0)|D_i(1) = d > D_i(0) = 0]$$

Identified

$$E [Y_i(0)|D_i(1) = d > D_i(0) = 0]$$

Not identified

Consequently, $\beta_{recoded}$ cannot be fully decomposed into its constituent causal components. The researcher can, however, construct bounds on $d$-type treatment effects.

Specifically, let $Y_d^0$ be the unknown quantity $E[Y_i(0)|D_i(1) = d > D_i(0) = 0]$. By the above, $Y_d^0 = E[Y_i(d)|D_i(1) = d > D_i(0) = 0]$ is point identified for all $d > 0$ where $E[1(D_i=d)|Z_i=1] - E[1(D_i=d)|Z_i=0] > 0$. Complier group shares $\omega_d$ are likewise identified by the ratio of $\text{Pr}(D_i = d|Z_i = 1) - \text{Pr}(D_i = d|Z_i = 0)$ to $\text{Pr}(D_i > 0|Z_i = 1) - \text{Pr}(D_i > 0|Z_i = 0)$. Bounds on $d$-type
Treatment effects are given by the solution to the linear program:

\[
\min/\max_{\{Y^0_d\}_{d=1}^{D}} \quad Y^d_d - Y^0_d \\
\text{s.t.} \quad Y^0_d \in \text{conv}(\mathcal{Y}) \quad \forall d > 0
\]

\[
E[Y_i(0)|D_i(1) > D_i(0)] = \sum_{d=1}^{D} \omega^r_d Y^0_d
\]

where \( \mathcal{Y} \) is the support of \( Y_i \) and \( \text{conv}(\mathcal{Y}) \) denotes the convex hull of \( \mathcal{Y} \).

Given that the unknown quantities \( \{Y^0_d\}_{d=1}^{D} \) are disciplined by only two sets of restrictions, these bounds are likely to be wide without further assumptions.\(^5\) Imposing other shape restrictions, such as that treatment effects are decreasing in \( d \), can help tighten bounds in this case. Inference can be conducted using methods that are suited to situations where the standard bootstrap fails, such as Fang and Santos (2019) or Hong et al. (2020).

Rather than bounding individual complier groups’ treatment effects, it may also be interesting to test whether the data are consistent with certain joint hypotheses, such as that average treatment effects for all complier groups are weakly positive. Positive average treatment effects requires that \( Y^0_d \leq Y^d_d \) for all \( d > 0 \). Hence testing this hypothesis is equivalent to asking whether there exists a set of \( Y^0_d \) such that:

\[
Y^d_d - Y^0_d \geq 0 \quad \forall d > 0
\]

\[
Y^0_d \in \text{conv}(\mathcal{Y}) \quad \forall d > 0
\]

\[
E[Y_i(0)|D_i(1) > D_i(0)] = \sum_{d=1}^{D} \omega^r_d Y^0_d
\]

Inference can be conducted by viewing the problem as a shape constrained generalized method of moments problem and applying methods developed by Chernozhukov et al. (2020).

\(^5\)These bounds are not necessarily sharp. As a result of Proposition 5, for example, the full distribution of \( Y_i(0) \) for the population with \( D_i(1) > D_i(0) \), denoted \( F_0 \), is also identified. The unknown means \( Y^0_d \) must also be consistent with a distribution of \( Y_i(0) \) for each complier type, denoted \( F^0_d \), such that \( F_0 = \sum_{d=1}^{D} \omega^r_d F^0_d \).
3 Implications for choice behavior

Vytlačil (2006) shows that the LATE framework laid out in Assumption 1 is equivalent to a selection model defined by the following assumptions. First, treatment choices are governed by \( \bar{D} \) selection equations:

\[
1(D_i \geq d) = 1(C^d(Z_i) - V^d_i \geq 0), \text{ for } d \in \{1, \ldots, \bar{D}\} \tag{6}
\]

where \( V^d_i \) are random variables and \( C^d \) are unknown functions of the instruments satisfying \( C^d(Z_i) - V^d_i \geq 0 \) \( \forall i, d \).\(^6\) Second, the instrument must induce a monotonic treatment response and be relevant, which requires that either \( C^d(1) \geq C^d(0) \) \( \forall d \) and \( \exists d \) s.t. \( \Pr(C^d(1) \geq V^d_i > C^d(0)) > 0 \) or \( C^d(1) \leq C^d(0) \) \( \forall d \) and \( \exists d \) s.t. \( \Pr(C^d(1) < V^d_i \leq C^d(0)) > 0 \). Finally, to complete the model the instrument must be independent of both \( V^d_i \) and \( Y_i(d) \) for all \( d \): \((V^1_i, \ldots, V^\bar{D}_i, Y_i(0), Y_i(1), \ldots, Y_i(\bar{D})) \perp \!\!\!\!\perp Z_i \).

While equivalent to the LATE assumptions, this selection model is difficult to work with due to the \( \bar{D} \) dimensions of the unobserved heterogeneity. EMCO restricts this unobserved heterogeneity sharply. In fact, adding EMCO to the LATE framework is equivalent to assuming a two-step decision making process. In the first step, the individual chooses whether to participate or not. In the second step, the individual chooses the level of treatment. A classic example of such behavior is two-stage budgeting (e.g., see Deaton and Muellbauer, 1980). This simple two-factor “hurdle” model for treatment choices is defined by the following assumption:

**Assumption 3. Two-factor choice model**

Treatment choices are governed by

\[
1(D_i = d) = \begin{cases} 
1(\pi_0(Z_i) - U^\text{Ext}_i \geq 0) & \text{if } d = 0 \\
1(\pi_0(Z_i) - U^\text{Ext}_i < 0)1(\pi_{d+1} \leq U^\text{Int}_i < \pi_d) & \text{if } d > 0 
\end{cases}
\]

where \((U_i^\text{Ext}, U_i^\text{Int}) \perp \!\!\!\!\perp Z_i, (U_i^\text{Ext}, U_i^\text{Int}) \sim F\) with strictly increasing marginal cumulative distribution.

\(^6\)As in the rest of the paper, for notational convenience we suppress implicit conditioning on observables \( X_i \).

\(^7\)Footnote 36 in Rose and Shem-Tov (2021) describes how the notation in Equation 6 relates to that in Vytlačil (2006).
functions, \( \pi_d \geq \pi_{d+1} \forall d \), \( Pr(\pi_0(1) < U^{Ext}_i \leq \pi_0(0)) > 0 \) or \( Pr(\pi_0(0) < U^{Ext}_i \leq \pi_0(1)) > 0 \), and \((Y_i(0), \ldots, Y_i(\bar{D}), U^{Ext}_i, U^{Int}_i) \perp\!\perp Z_i\).

Assumption 3 describes a two-equation system for treatment choices.\(^8\) This model includes only \textit{two} latent factors: \( U^{Ext}_i \), which governs the decision of whether or not to participate, and \( U^{Int}_i \), which determines the level of participation. Although all threshold functions \( \pi_d \) can depend on covariates \( X_i \), only \( \pi_0(Z_i) \) is a function of \( Z_i \). The restriction that \( Pr(\pi_0(1) < U^{Ext}_i \leq \pi_0(0)) > 0 \) or \( Pr(\pi_0(0) < U^{Ext}_i \leq \pi_0(1)) > 0 \) delivers monotonicity and relevance, while requiring that \((Y_i(0), \ldots, Y_i(\bar{D}), U^{Ext}_i, U^{Int}_i) \perp\!\perp Z_i\) guarantees exogeneity and exclusion.

Proposition 3 formalizes the equivalence between this model and LATE plus EMCO by showing that they jointly impose the same restrictions on behavior:

\textbf{Proposition 3.} Assumptions 1 and 2 are equivalent to Assumption 3.

The equivalence in Proposition 3 is in the sense of Vytlacil (2002): the selection model in Assumption 3 satisfies Assumptions 1 and 2. But not only that, Assumptions 1 and 2 imply that one can always write down a selection model of the type in Assumption 3 that rationalizes observed and counterfactual choices. Thus, the model in Assumption 3 imposes the same restrictions on behavior as those imposed by the combination of the LATE framework assumptions and EMCO. Because Proposition 3 shows that EMCO is equivalent to invoking a two-factor selection model, an implication is that “single-index” models commonly used to reduce the dimensionality of unobserved heterogeneity in Equation 6 (e.g., Dahl, 2002; Heckman et al., 2006; Rose and Shem-Tov, 2021; Kowalski, 2021) are inconsistent with EMCO except in special cases. In particular, Proposition 4 shows that compatibility requires that if compliers are shifted to some \( d > 1 \), no individuals can be assigned positive treatment levels below \( d \) when \( Z = 0 \). This requirement rules out the presence of always takers at positive levels of treatment below the maximum level of treatment obtained by treated compliers.

\(^8\)We use \( \pi$s as notation for thresholds because \( \pi_0(Z_i) = Pr(D_i = 0|Z_i) \) when \( U^{Ext}_i \) has a marginally uniform distribution over \([0, 1]\). Likewise, when \( U^{Int}_i \) is marginally uniform over \([0, 1]\), \( \pi_d - \pi_{d+1} = Pr(D_i = d|Z_i = 1, D_i > 0) \), as we show in Appendix A.
Proposition 4. Consider the following single-index model of treatment assignment:

\[ 1(D_i = d) = 1(\pi_{d+1}(Z_i) \leq U_i < \pi_d(Z_i)), \quad U_i \sim Uniform[0, 1] \]

where \( Z_i \perp U_i, \pi_{d+1}(Z_i) \leq \pi_d(Z_i), \pi_d(0) \leq \pi_d(1), \pi_0(Z_i) = 1, \text{ and } \pi_{D+1}(Z_i) = 0. \) Then compatibility with Assumption 2 requires that if \( \pi_d(0) < \pi_d(1), \) then \( \pi_d(0) = \pi_{d'}(0) \forall d' \text{ s.t. } 1 \leq d' < d. \) In addition, compatibility can be tested by examining whether

\[
(\mathbb{E}[1(D_i \geq d)|Z_i = 1] - \mathbb{E}[1(D_i \geq d)|Z_i = 0]) (1 - \mathbb{E}[1(D_i \geq d)|Z_i = 0] - \mathbb{E}[1(D_i = 0)|Z_i = 0]) = 0
\]

holds for all \( d > 1. \)

The testable implication contained in Proposition 4 is straightforward. Single-index compatibility with EMCO requires that for levels of treatment greater than one either \( \Pr(D_i(1) \geq d) = \Pr(D_i(0) \geq d), \) so that no compliers are shifted to levels of treatment \( \geq d \) (implying the first parenthetical term is zero) or \( \Pr(1 \leq D_i(0) < d) = 0 \) (implying the second parenthetical term is zero).

Instruments that satisfy EMCO-like behavioral restrictions are commonly used in economics. For example, the need for such instruments arises naturally in labor economics when researchers studying wages seek to correct for the choice to work at all in the style of Gronau (1974) and Heckman (1974). Mulligan and Rubinstein (2008) use these techniques to estimate the influence of the changing composition of women in the labor force on the gender wage gap. Their instrument—a mother’s number of children aged zero to six interacted with marital status—must impact the decision to work but not labor supply among mothers already working. Another example comes from Card and Hyslop (2005), whose strategy to estimate the wages of individuals induced into working by a time-limited earnings subsidy can be justified by an EMCO restriction on the effects of the subsidy on labor supply.
3.1 Implications of EMCO for marginal treatment effect analysis

The inconsistency of EMCO with single-index models makes marginal treatment effect (MTE) analysis (Heckman and Vytlacil, 1999, 2005) more complex. While two factors represent a substantial dimension reduction relative to the $\tilde{D}$ implied by LATE alone, modeling treatment effect heterogeneity in two dimensions is significantly more challenging than the single dimension considered in the MTE literature (e.g., Heckman, 2010) and in the ordered treatment cases studied in Rose and Shem-Tov (2021).

One simplifying assumption that would restore the validity of standard MTE tools is that potential outcomes are not affected by latent factors that govern selection along the intensive margin:

$$E[Y_i(d)|U_{i,Ext}, U_{i,Int}] = E[Y_i(d)|U_{i,Ext}]$$

(7)

However, this assumption precludes selection into treatment based on gains and levels along the intensive margin except through correlation between $U_{i,Ext}$ and $U_{i,Int}$.

An alternative approach is to model potential outcomes as functions of both $U_{i,Ext}$ and $U_{i,Int}$. The researcher can then estimate or bound other treatment effects of interest (such as an average treatment effect) consistent with the moments identified under EMCO. Specifically, let $m_d(u_1, u_2) = E[Y_i(d)|U_{i,Ext} = u_1, U_{i,Int} = u_2]$ represent treatment response functions. $d$-type compliers’ potential outcome means are given by:

$$E[Y_i(d)|D_i(1) = d > 0 = D_i(0)] =$$

$$= \int_{\pi_{d+1}}^{\pi_{d+1}(1)} \int_{\pi_{0}(0)}^{\pi_{0}(1)} m_d(u_1, u_2) dF(u_1, u_2)/\int_{\pi_{d+1}}^{\pi_{d+1}(1)} \int_{\pi_{0}(0)}^{\pi_{0}(1)} dF(u_1, u_2)$$

(8)

The researcher can then pick explicit functional forms for treatment response functions or flexibly approximate them in the style of Mogstad et al. (2018) and Marx (2020). Each identified complier mean serves to discipline these functions.
4 Empirical application: The effects of health insurance

In 2008, a group of low-income adults in Oregon were randomly given the opportunity to apply for Medicaid. Finkelstein et al. (2012) use this experiment—dubbed the Oregon Health Insurance Experiment (OHIE)—to study the effects of access to Medicaid on health care utilization and financial and physical well-being. They find that insurance increases both primary and emergency care utilization, lowers some health care expenditures, and increases self-reported physical and mental health.

To analyze the experiment, the researchers primarily use 2SLS specifications with “ever on Medicaid” as the endogenous variable. However, they note that the treatment in their setting—duration of Medicaid coverage—is continuous, and argue that coding the treatment as the “number of months on Medicaid” may be more appropriate than ‘ever on Medicaid’ where the effect of insurance on the outcome is linear in the number of months insured.” While a continuous endogenous variable would be appropriate regardless of linearity in the effects of insurance, a binary endogenous variable for “any Medicaid” is also appropriate in this setting because EMCO is highly likely to hold for institutional reasons. The OHIE randomized admission into the Oregon Health Standard Plan, which had been closed to enrollment since 2004. Subjects lotteried into treatment were able to enroll and remain on the plan so long as they were eligible, which required being uninsured for at least six months prior to enrolling and ineligible for other public health insurance programs. Individuals who would have obtained some Medicaid in the control group therefore could not increase their duration of coverage if lotteried into treatment, since they would be ineligible.

Tests of EMCO described in the Online Appendix support its applicability to the OHIE. Appendix Figure A.1, for example, shows that individuals lotteried into Medicaid ($Z_i = 1$) were much less likely than controls to have zero months of insurance over the follow-up period. They are more likely, however, to have coverage for all positive durations, with particularly large spikes around 6-7 months and 12-13 months. EMCO’s restrictions on treatment choices require that there are

\[\text{Candidates also had to be 19–64 years of age, US citizens or legal immigrants, have income under 100 percent of the federal poverty level, and possess assets of less than $2,000.}\]

\[\text{It is possible some subjects would have obtained Medicaid through other means if not lotteried into treatment. However, the data in this case are consistent with EMCO holding nevertheless. Moment inequality tests of EMCO’s restrictions (see Appendix B for details) support its applicability to the OHIE.}\]
no decreases in density at any positive level of coverage.\footnote{Formal tests of the restrictions described in the Online Appendix show that we cannot reject at the 5\% significance level the null hypothesis that the data are consistent with EMCO ($T_n = 3.46$; critical value 3.96).}

EMCO gives the Finkelstein et al. (2012) results a simple causal interpretation. The two percentage point increase in hospital admissions due to Medicaid presented in their Table IV, for example, reflects increases relative to how often subjects would have been admitted without any insurance. EMCO also allows the researcher to further decompose treatment effects across complier populations. Table 1 illustrates this using survey data from Finkelstein et al. (2012) on self-reported health and health care utilization. Since there are many survey questions relevant for these outcomes, we create standardized indices by averaging normalized answers to seven health questions and four utilization questions (as in Table V and IX in Finkelstein et al. (2012)). Column 1 shows 2SLS estimates of the effect of any Medicaid on these indices. Consistent with the original results, Medicaid increases both utilization and health significantly. The former rises by 0.1 standard deviations, and the latter by 0.2.

Under EMCO, all compliers in the OHIE are shifted from zero months of Medicaid to some positive amount. Column 2 shows the average untreated outcomes for all compliers. Compliers appear to be significantly negatively-selected on health—untreated means are 0.15 standard deviations below the sample average. Utilization is slightly higher than the sample average, but not significantly so. Columns 3-6 then show treated mean outcomes for compliers shifted to 7-12 months of Medicaid, 13-16 months, etc. No individuals were shifted to 1-6 months of coverage. The final row of the table reports the share of all compliers each group comprises. Roughly 33\% of compliers, for example, are shifted from zero months to 7-12 months.

These means several interesting patterns. For example, all complier groups with positive density have higher treated health than the average under no insurance. But compliers induced to remain on Medicaid for the longest have the worst treated health. This is consistent with the adverse selection patterns noted in Finkelstein et al. (2012) and Kowalski (2021)—only the sickest remain on Medicaid for long.\footnote{For example, comparing OLS to 2SLS estimates, the authors note that “differences suggest that at least within a low-income population, individuals who select health insurance coverage are in poorer health (and therefore demand more medical care) than those who are uninsured, just as standard adverse selection theory would predict.”} Compliers who remain on Medicaid for 7-12 months, by contrast, have better than average treated health. The 2SLS estimate in Column 1 is the population share-
weighted average of means in Columns 3-5 minus the average in Column 2. As noted above, means under no insurance for each d-type complier group are not identified. The data are consistent with any pattern of treatment effects where the weighted average of complier means under no insurance equals the means in Column 2. It is possible, for example, that treatment effects are negative for compliers induced to stay on Medicaid the longest. Any negative effects for this group, however, would have to be outweighed by positive effects for others.

Utilization follows a similar pattern. Individuals induced to remain on Medicaid for the longest also have the highest levels of treated utilization. Thus the sickest compliers are also the most expensive. Utilization results also suggest that increases in utilization due to Medicaid are not due to one-shot “pent-up” demand, since utilization is increasing in duration on Medicaid. As with health outcomes, the data are consistent with a range of treatment effects on utilization for each complier group.

Taken together, the results show the power of EMCO in a setting where it is institutionally plausible. Not only do the simple 2SLS regressions presented in Finkelstein et al. (2012) have a coherent causal interpretation, but identification of complier means reveal important insights into selection patterns.

5 Conclusion

2SLS estimates of the effects of ordered treatments (e.g., years of education) can be difficult to interpret. The estimand is a weighted average of causal effects for overlapping sets of compliers and may differ from the estimand of interest. In some settings, an auxiliary assumption that the instruments only induce units to switch from zero units of treatment to some positive amount (EMCO) may be reasonable. Under EMCO, 2SLS estimates of the effect of a recoded indicator for any treatment capture average treatment effects for mutually exclusive compliers groups shifted into varying units of treatment. Treated means for each complier type can be recovered using standard techniques, as well as the average untreated mean, allowing for a partial decomposition of the estimand. An application to data from the Oregon Health Insurance Experiment reveals clear patterns of adverse selection into Medicaid.
When should researchers invoke EMCO? While there are testable necessary implications of EMCO, in practice the assumption’s validity is likely to hinge on the institutional details of the experiment at hand. Along with the standard LATE assumptions, invoking EMCO is equivalent to assuming the data is generated by a two-stage selection process where individuals first decide whether to participate in treatment at all and then pick treatment levels. EMCO requires that the instruments only affect the utility of any participation, but not the relative utility of positive treatment levels. In many settings, such as those with one-sided non-compliance only, it may be clear \textit{a priori} whether this is reasonable. When EMCO does hold, researchers should invoke it explicitly to justify their choice of models and make use of the additional identifying power it provides.
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|                  | (1)       | (2)       | (3)       | (4)       | (5)       |
|------------------|-----------|-----------|-----------|-----------|-----------|
|                  | 2SLS      | 0m        | 7-12m     | 13-18m    | 19-24m    |
| Health           |           |           |           |           |           |
| Effect of any Medicaid | 0.180***  | (0.0436)  |           |           |           |
|                  |           |           |           |           |           |
| Complier mean Y  | -0.152*** | 0.0785*   | -0.0197   | -0.114    |           |
|                  | (0.0366)  | (0.0360)  | (0.0242)  | (0.116)   |           |
| Utilization      |           |           |           |           |           |
| Effect of any Medicaid | 0.108**   | (0.0416)  |           |           |           |
|                  |           |           |           |           |           |
| Complier mean Y  | -0.0429   | -0.0671   | 0.150***  | 0.171     |           |
|                  | (0.0327)  | (0.0415)  | (0.0261)  | (0.134)   |           |
| N                | 17896     | 17896     | 17896     | 17896     | 17896     |
| Share of compliers | 1        | 0.325     | 0.620     | 0.0735    | 1          |

**Notes:** This table shows 2SLS effects of any Medicaid and complier mean outcome levels for health and utilization indices. The health index is the average of seven survey questions on health, each normalized to be mean zero and standard deviation 1, and likewise with four questions on utilization. Positive values of each reflect improved mental and physical health and increased utilization, respectively. Column 1 shows the 2SLS estimate of the effect of any Medicaid on each index. As in Finkelstein et al. (2012), the specification includes lottery fixed effects and clusters standard errors at the household level. Column 2 shows complier mean outcomes under no insurance. They are estimated from an identical 2SLS specification with $Y(1(D_i = 0)$ as the outcome and $1(D_i = 0)$ as the endogenous variable. Columns 3-6 show mean outcomes for compliers shifted from zero to the quantity of insurance listed in the header. They are estimated from 2SLS regressions with $Y(1(D_i = d)$ as the outcome and $1(D_i = d)$ as the endogenous variable. The final row of the table reports the share of each d-type compliers. For example, column 2 identifies the untreated mean for 100% of compliers, since it averages across all d-types. Column 3 shows treated means for compliers shifted to 7-12 months, which comprises 33% of all compliers. ***, **, and * indicate significance at the 1, 5 and 10 percent level, respectively.
Appendix
A Proofs

A.1 Proof of Proposition 2

We begin by presenting a more general version of Proposition 2 that is analogous to Theorem 3.1 in Abadie (2003) and generalizes this result for the binary treatment case to multi-valued treatments under EMCO. A direct implication of Proposition 5 is that compliers’ observable pre-treatment characteristics can be identified as discussed in Equation 3.

Proposition 5. Let $g(\cdot)$ be a measurable function on $(Y_i, D_i, X_i)$ such that $\mathbb{E}[g(Y_i, D_i, X_i)] < \infty$. Assume that $\Pr(D_i(1) = d > D_i(0)) > 0 \forall d > 0$ and that Assumptions 1 and 2 hold conditional on the covariates $X_i$. Then:

\[
\begin{align*}
(i) & \quad \frac{1}{\Pr(D_i(1) > D_i(0))} \mathbb{E}[\kappa_i g(Y_i, D_i, X_i)] = \mathbb{E}[g(Y_i, D_i, X_i)|D_i(1) > D_i(0) = 0], \\
(ii) & \quad \frac{1}{\Pr(D_i(1) = d > D_i(0))} \mathbb{E}[\kappa_i(d) g(Y_i, D_i, X_i)] = \mathbb{E}[g(Y_i(d), d, X_i)|D_i(1) = d > D_i(0) = 0] \text{ for } d > 0, \\
(iii) & \quad \frac{1}{\Pr(D_i(1) > D_i(0))} \mathbb{E}[\kappa_i(0) g(Y_i, D_i, X_i)] = \mathbb{E}[g(Y_i(0), 0, X_i)|D_i(1) > D_i(0) = 0]
\end{align*}
\]

where:

\[
\kappa_i = 1 - \frac{1(D_i = 0) Z_i}{\Pr(Z_i = 1|X_i)} - \frac{1(D_i > 0) (1 - Z_i)}{\Pr(Z_i = 0|X_i)}
\]

\[
\kappa_i(d) = \frac{1(D_i = d) Z_i - \Pr(Z_i = 1|X_i)}{\Pr(Z_i = 0|X_i) \Pr(Z_i = 1|X_i)}, \quad \text{for } d > 0
\]

\[
\kappa_i(0) = \frac{(1 - Z_i) - \Pr(Z_i = 0|X_i)}{\Pr(Z_i = 0|X_i) \Pr(Z_i = 1|X_i)}
\]

Proof of part (i)

Note that under the maintained assumptions, for any $s \subseteq \{0, \ldots, \bar{D}\}$ and $z \in \{0, 1\}$

\[
\mathbb{E}[g(Y_i, D_i, X_i)1(D_i \in s)1(Z_i = z)|X_i] = \mathbb{E}[g(Y_i, D_i, X_i)|D_i \in s, Z_i = z, X_i] \Pr(D_i \in s, Z_i = z|X_i)
\]

\[
= \mathbb{E}[g(Y_i, D_i, X_i)|D_i(z) \in s, X_i] \Pr(D_i(z) \in s|X_i) \Pr(Z_i = z|X_i)
\]

Thus $\mathbb{E}[\kappa_i g(Y_i, D_i, X_i)|X_i]$ evaluates to

\[
\mathbb{E}[\kappa_i g(Y_i, D_i, X_i)|X_i] = \mathbb{E}[g(Y_i, D_i, X_i)|X_i] \\
- \mathbb{E}[g(Y_i, D_i, X_i)|D_i(1) = 0, X_i] \Pr(D_i(1) = 0|X_i) \\
- \mathbb{E}[g(Y_i, D_i, X_i)|D_i(0) > 0, X_i] \Pr(D_i(0) > 0|X_i)
\]
Iterating over compliance types possible under LATE and EMCO implies that

\[
\begin{align*}
\mathbb{E} [g(Y_i, D_i, X_i)|X_i] &= \mathbb{E} [g(Y_i, D_i, X_i)1(D_i(1) > D_i(0))|X_i] \\
&+ \mathbb{E} [g(Y_i, D_i, X_i)|D_i(1) = 0, X_i] \Pr(D_i(1) = 0|X_i) \\
&+ \mathbb{E} [g(Y_i, D_i, X_i)|D_i(0) > 0, X_i] \Pr(D_i(0) > 0|X_i)
\end{align*}
\]

which implies that

\[
\mathbb{E} [\kappa_i g(Y_i, D_i, X_i)|X_i] = \mathbb{E} [g(Y_i, D_i, X_i)1(D_i(1) > D_i(0))|X_i]
\]

Applying the law of iterated expectations over \( X_i \) shows that

\[
\begin{align*}
\mathbb{E} [\kappa_i g(Y_i, D_i, X_i)] &= \mathbb{E} [\mathbb{E} [\kappa_i g(Y_i, D_i, X_i)|X_i]] \\
&= \mathbb{E} [g(Y_i, D_i, X_i)1(D_i(1) > D_i(0))] \\
&= \mathbb{E} [g(Y_i, D_i, X_i)|D_i(1) > D_i(0) = 0] \Pr(D_i(1) > D_i(0) = 0)
\end{align*}
\]

Dividing by \( \Pr(D_i(1) > D_i(0) = 0) \) completes the proof.

**Proof of part (ii)**

By similar logic to that above, note that for any \( d \in \{0, \ldots, \bar{D}\} \) and \( z \in \{0, 1\} \):

\[
\begin{align*}
\mathbb{E} [g(Y_i, D_i, X_i)1(D_i = d)1(Z_i = z)|X_i] &= \mathbb{E} [g(Y_i(d), d, X_i)|D_i(z) = d, X_i] \Pr(D_i(z) = d|X_i) \Pr(Z_i = z|X_i)
\end{align*}
\]

Thus we have

\[
\begin{align*}
\mathbb{E} [\kappa_i(d) g(Y_i, D_i, X_i)|X_i] &= \mathbb{E} [g(Y_i(d), d, X_i)|D_i(1) = d, X_i] \frac{\Pr(D_i(1) = d|X_i)}{\Pr(Z_i = 0|X_i)} \\
&- \mathbb{E} [g(Y_i(d), d, X_i)|D_i(1) = d, X_i] \frac{\Pr(D_i(1) = d|X_i) \Pr(Z_i = 1|X_i)}{\Pr(Z_i = 0|X_i)} \\
&- \mathbb{E} [g(Y_i(d), d, X_i)|D_i(0) = d, X_i] \Pr(D_i(0) = d|X_i) \\
&= \mathbb{E} [g(Y_i(d), d, X_i)|D_i(1) = d, X_i] \Pr(D_i(1) = d|X_i) \\
&- \mathbb{E} [g(Y_i(d), d, X_i)|D_i(0) = d, X_i] \Pr(D_i(0) = d|X_i)
\end{align*}
\]
Under EMCO
\[
\mathbb{E}[g(Y_i(d), d, X_i)|D_i(1) = d, X_i] \Pr(D_i(1) = d|X_i)
= \mathbb{E}[g(Y_i(d), d, X_i)|D_i(1) = d > D_i(0), X_i] \Pr(D_i(1) = d > D_i(0)|X_i)
+ \mathbb{E}[g(Y_i(d), d, X_i)|D_i(0) = d, X_i] \Pr(D_i(0) = d|X_i)
\]

Thus \(\mathbb{E}[\kappa_i(d)g(Y_i, D_i, X_i)|X_i] = \mathbb{E}[g(Y_i(d), d, X_i)1(D_i(1) = d > D_i(0))|X_i]\). Applying iterated expectations as in the proof of part (i) completes the proof.

**Proof of part (iii)**

The proof of part (iii) is similar. Following analogous steps to those in part (ii), we have:
\[
\mathbb{E}[\kappa_i(0)g(Y_i, D_i, X_i)|X_i] = \mathbb{E}[g(Y_i(0), 0, X_i)|D_i(0) = 0, X_i] \Pr(D_i(0) = 0|X_i)
- \mathbb{E}[g(Y_i(0), 0, X_i)|D_i(1) = 0, X_i] \Pr(D_i(1) = 0|X_i)
\]

EMCO implies that:
\[
\mathbb{E}[g(Y_i(0), 0, X_i)|D_i(0) = 0, X_i] \Pr(D_i(0) = 0|X_i)
= \mathbb{E}[g(Y_i(0), 0, X_i)|D_i(1) > D_i(0) = 0, X_i] \Pr(D_i(1) > D_i(0) = 0|X_i)
+ \mathbb{E}[g(Y_i(0), 0, X_i)|D_i(1) = 0, X_i] \Pr(D_i(1) = 0|X_i)
\]

Thus \(\mathbb{E}[\kappa_i(0)g(Y_i, D_i, X_i)|X_i] = \mathbb{E}[g(Y_i(0), 0, X_i)1(D_i(1) > D_i(0) = 0)|X_i]\). Applying iterated expectations as in the proof of part (i) completes the proof.

**A.2 Proof of Proposition 3**

The proof that the model described in Assumption 3 satisfies LATE and EMCO is straightforward. Monotonicity, for example, is guaranteed by the structure of the threshold crossing model for treatment take-up \(1(\pi_0(Z_i) - U_i^{Ext} \geq 0)\) and EMCO holds because \(\pi_d\) does not depend on \(Z_i\) for \(d > 0\). Exogeneity and exclusion are assumed directly.

To show that LATE and EMCO imply the selection model representation in Assumption 3, we will construct marginally uniform random variables \(U_i^{Ext}\) and \(U_i^{Int}\) that, when combined with Assumption 3, satisfy all the assumptions of LATE and EMCO and imply the same set of observed and counterfactual treatment choices. This demonstrates that when EMCO holds, the LATE framework assumptions can be represented by a two-latent factor hurdle model without imposing any additional restrictions.

To begin, note that EMCO and LATE together restrict choice behavior to three categories of individuals: never-takers, who have \(D_i(1) = D_i(0) = 0\); \(\bar{D}\) types of always-takers, each with
\(D_i(1) = D_i(0) = d\); and \(\tilde{D}\) types of compliers, each with \(D_i(1) = d > 0 = D_i(0)\). Let \(U_i^{Ext}\) be a uniform random variable on \([0, 1]\). Assuming without loss that \(\pi_0(1) \leq \pi_0(0)\), assign the mass of each category of individuals to values of \(U_i^{Ext}\) uniformly as follows:

1. Never-takers: \(U_i^{Ext} \in [0, \pi_0(1)]\)

2. Always-takers: \(U_i^{Ext} \in (\pi_0(0), 1]\),

3. Compliers: \(U_i^{Ext} \in (\pi_0(1), \pi_0(0)]\)

where \(\pi_0(1) = Pr(D_i = 0|Z_i = 1) = Pr(D_i(1) = D_i(0) = 0), 1 - \pi_0(0) = Pr(D_i > 0|Z_i = 0) = \sum_{d=1}^{\tilde{D}} Pr(D_i(1) = D_i(0) = d)\), and \(\pi_0(0) - \pi_0(1) = Pr(D_i(1) > 0, D_i(0) = 0) = \sum_{d=1}^{\tilde{D}} Pr(D_i(1) = d, D_i(0) = 0)\). The width of the supports for each category equal their population mass, so that the density of \(U_i^{Ext}\) is one at each point in the support and ensuring \(U_i^{Ext}\) is marginally uniform.

Likewise, let \(U_i^{Int}\) be a uniform random variable on \([0, 1]\) and assign each category of individuals values uniformly over the intervals:

1. Never-takers: \(U_i^{Int} \in [0, 1]\)

2. Type-\(d\) always-takers: \(U_i^{Int} \in [\pi_{d+1}, \pi_d)\)

3. Type-\(d\) compliers: \(U_i^{Int} \in [\pi_{d+1}, \pi_d)\)

where \(\pi_1 = 1, \pi_{D+1} = 0, \) and \(\pi_d - \pi_{d+1} = Pr(D_i = d|Z_i = 1, D_i > 0) = [Pr(D_i(1) = D_i(0) = d) + Pr(D_i(1) = d, D_i(0) = 0)]/Pr(D_i(1) > 0)\). The width of the supports for each category of type-\(d\) always-takers and compliers equals their combined population shares excluding never-takers. Mixing across the type-\(d\) always-takers and compliers, the density of \(U_i^{Int}\) will therefore be \(1 - Pr(D_i(1) = D_i(0) = 0) = Pr(D_i(1) > 0)\) across each \([\pi_{d+1}, \pi_d)\) interval, which together span the unit interval. Adding the population of never-takers uniformly over \([0, 1]\) ensures that \(U_i^{Int}\) is marginally uniform as well.

Note that the uniform distributional assumptions are inconsequential, since for any strictly increasing set of distribution functions \(G_1\) and \(G_2\), we can construct a non-marginally uniform model with \(\tilde{U}_i^{Ext} = G_1^{-1}(U_i^{Ext}), \tilde{\pi}_0(Z_i) = G_1^{-1}(\pi_0(Z_i)), \tilde{U}_i^{Int} = G_2^{-1}(U_i^{Int})\), and \(\tilde{\pi}_d = G_2^{-1}(\pi_d)\) for \(d > 0\). Thus it is only necessary that \(U_i^{Ext}\) and \(U_i^{Int}\) have strictly increasing marginal distribution functions, as stated in the proposition.

We have thus constructed a selection model that satisfies all the assumptions of LATE and EMCO and implies the same set of observed and counterfactual treatment choices. Adding the independence and exclusion assumption—\((Y_i(0), \ldots, Y_i(D), U_i^{Ext}, U_i^{Int}) \perp\!\perp Z_i)—completes the equivalence. The LATE framework assumptions can therefore also be represented by a two-latent factor hurdle model.
A.3 Proof of Proposition 4

Suppose that $\pi_d(0) < \pi_d(1)$ for some $d > 0$. Then individuals with $U_i \in [\pi_d(0), \pi_d(1))$ have $D_i(0) < d$, $D_i(1) \geq d$, and therefore $D_i(1) > D_i(0)$. Assumption 2 requires that $D_i(1) > D_i(0) \Rightarrow D_i(0) = 0$. Since $1(D_i(0) = 0) = 1(\pi_1(0) \leq U_i < \pi_0(0))$, compatibility with EMCO requires that for individuals with $U_i \in [\pi_d(0), \pi_d(1))$, $\pi_1(0) \leq U_i$. Therefore $\pi_d(0) = \pi_1(0)$. Because $\pi_d(0) \leq \pi_{d-1}(0) \forall d > 0$, this can also be stated as $\pi_d(0) = \pi_d(0) \forall d' \text{ s.t. } 1 \leq d' < d$.

Compatibility with EMCO therefore requires that for every $d > 1$ either $\pi_d(0) = \pi_d(1)$ or $\pi_d(0) = \pi_{d'}(0) \forall d' \text{ s.t. } 1 \leq d' < d$. The former implies that $Pr(D_i(0) \geq d) = Pr(D_i(1) \geq d)$. The latter implies that $Pr(D_i(0) \in \{1, \ldots, d - 1\}) = 1 - Pr(D_i(0) = 0) - Pr(D_i(0) \geq d) = 0$.

Translating these requirements into population moments, single-index compatibility with EMCO therefore requires:

$$
(E[1(D_i \geq d)|Z_i = 1] - E[1(D_i \geq d)|Z_i = 0]) (1 - E[1(D_i \geq d)|Z_i = 0] - E[1(D_i = 0)|Z_i = 0]) = 0
$$

holds for all $d > 1$. Note that this condition holds mechanically for $d = 0$ (the first parenthetical term is zero) and for $d = 1$ (the second parenthetical term is zero).
Online Appendix

The online appendix includes the following sections:

- **Appendix A.** This section includes additional figures referenced in the main text.
- **Appendix B.** This section discusses tests of EMCO and presents Monte-Carlos simulations investigating their power.
- **Appendix C.** This section discusses how covariates can be incorporated when testing the moment inequalities described in Appendix B.
- **Appendix D.** This section presents proofs of propositions in this online appendix.
A Additional figures

Figure A.1: Visual Tests of EMCO in Finkelstein et al. (2012)’s Analysis of the OHIE

(a) Proposition 6 moment conditions  
(b) Proposition 7 moment conditions

Notes: This figure shows visual tests of Propositions 6 and 7 for the OHIE replication data (Finkelstein et al., 2012). Panel (a) estimates the differences in the distribution of months of insurance coverage between individuals lotteried into Medicaid ($Z_i = 1$) and those not ($Z_i = 0$). Consistent with EMCO, there is a large decrease in mass at $D_i = 0$ and positive increases for all $D_i > 0$. Panel (b) estimates differences in the intersection of outcome values and treatment levels. The outcome is a binary indicator for whether a standardized measure of health care utilization falls above sample quantiles. Consistent with EMCO, there is a large decrease at $D_i = 0$ and positive increases elsewhere. Since administrative data on mortality and hospitalization are unavailable in the public replication data, we use the survey sample and estimate differences by regressing indicators for $D_i = d$ or $(D_i = d)(Y_i = y)$ on the lottery dummy controlling for lottery strata, as in the original analysis. Standard errors are clustered at the household level.
B Testing EMCO

Combined with the LATE assumptions, EMCO places two sets of restrictions on the DGP. First, it restricts the distribution of treatments under $Z_i = 1$ vs. $Z_i = 0$. Specifically, EMCO implies that individuals are only shifted from no treatment into positive levels of treatment, ruling out any movement of individuals already at a positive level of treatment. Thus, there cannot be a decrease in observations at positive treatment levels due to $Z_i$:

**Proposition 6.** If Assumptions 1 and 2 hold, then:

(i) $\Pr(D_i = 0 | Z_i = 1) < \Pr(D_i = 0 | Z_i = 0)$

(ii) $\Pr(D_i = d | Z_i = 1) \geq \Pr(D_i = d | Z_i = 0) \quad \forall d > 0$

Part (i) of Proposition 6 follows because Assumption 1 part (iii) (monotonicity) implies the instrument cannot increase treatment at its lowest level ($d = 0$). Assumption 1 part (i) (relevance) combined with Assumption 2 implies that the instruments must decrease treatment at $d = 0$, yielding the strict inequality in part (i) of Proposition 6. Part (ii) of Proposition 6 is implied by the addition of Assumption 2, but provides necessary and not sufficient conditions for it to hold.

To understand why, it is useful to consider a simple example. Table B.1 presents a DGP for an ordered treatment with three levels. There are three potential types of compliers: Those shifted from $D_i(0) = 0$ to $D_i(1) = 1$ (with population share $\Delta^1_{ext}$), those shifted from $D_i(0) = 0$ to $D_i(1) = 2$ (share $\Delta^2_{ext}$), and those shifted from $D_i(0) = 1$ to $D_i(0) = 2$ (share $\Delta_{int}$). The existence of a positive quantity of this final complier type would violate EMCO. When $\Delta_{int} = 0$ and $\Delta^1_{ext}, \Delta^2_{ext} \geq 0$, the distribution of $D_i$ conditional on $Z_i = 1$ stochastically dominates the distribution of $D_i$ conditional on $Z_i = 0$ for all $d > 0$. If $\Delta_{int} > \Delta^1_{ext}$, condition (ii) will be violated and EMCO will be rejected. But if $\Delta^1_{ext} \geq \Delta_{int} > 0$, condition (ii) will be satisfied even though EMCO is violated.

| Treatment $(d)$ | $\Pr(D_i(0) = d)$ | $\Pr(D_i(1) = d)$ |
|----------------|------------------|------------------|
| 0              | $a$              | $a - \Delta^1_{ext} - \Delta^2_{ext}$ |
| 1              | $b$              | $b + \Delta^1_{ext} - \Delta_{int}$ |
| 2              | $1 - a - b$      | $1 - a - b + \Delta^2_{ext} + \Delta_{int}$ |

Proposition 6 suggests a very simple visual test of EMCO. When plotting the distribution of treatments under $Z_i = 1$ and $Z_i = 0$, the former should stochastically dominate for $d > 0$. In research designs where the instrument is only conditionally randomly assigned, the researcher can plot estimates of the effect of $Z_i$ on $1(D_i \geq d)$ conditional on a specific set of controls and examine whether the coefficients are uniformly non-negative.\(^{13}\)

\(^{13}\)Andresen and Huber (2021) consider a treatment defined by $1\{D_i \geq d^*\}$ and assume that the instrument
EMCO also places a set of restrictions on the joint distribution of \((Y_i, D_i, Z_i)\). Specifically, the same arguments made in Balke and Pearl (1997) and Heckman and Vytlacil (2005) for the binary treatment case imply that:

**Proposition 7.** If Assumptions 1 and 2 hold, then for any measurable set \(A\) in the support of \(Y_i\):

(i) \(\Pr(Y_i \in A, D_i = 0 | Z_i = 0) \geq \Pr(Y_i \in A, D_i = 0 | Z_i = 1)\)

(ii) \(\Pr(Y_i \in A, D_i = d | Z_i = 1) \geq \Pr(Y_i \in A, D_i = d | Z_i = 0)\) \quad \forall d > 0

Intuitively, because EMCO requires that the instrument induces shifts from \(D_i = 0\) to \(D_i > 0\) only, the density of \(Y_i\) across its support must be weakly increasing due to \(Z_i\) for all individuals with \(D_i > 0\), and decreasing due to \(Z_i\) for those with \(D_i = 0\). Proposition 6 and 7 are closely related because Proposition 6 implies Proposition 7 if \(A\) is set to \(\mathcal{Y}\). Because the inequality in part (i) of Proposition 7 is weak however, it is implied by the exogeneity and monotonicity components of Assumption 1 alone. Part (ii) is implied by the addition of Assumption 2 to Assumption 1.

Proposition 7 can also be tested visually by comparing densities of \(Y_i\) conditional on \(D_i = d\) for \(Z_i = 1\) and \(Z_i = 0\). Just as with Proposition 6, however, Proposition 7 is necessary but not sufficient for EMCO. To see why, note that:

\[
\begin{align*}
\mathbb{E}[1(Y_i \in A)1(D_i = d)|Z_i = 1] - \mathbb{E}[1(Y_i \in A)1(D_i = d)|Z_i = 0] &= \\
&= \Pr(Y_i(d) \in A, D_i(1) = d > D_i(0) = 0) + \\
&\quad \Pr(Y_i(d) \in A, D_i(1) = d > D_i(0) > 0) - \Pr(Y_i(d) \in A, D_i(1) > D_i(0) = d)
\end{align*}
\]

Under EMCO, the final two terms on the right-hand side disappear; the difference on the left-hand side must be non-negative, since the remaining term on the right-hand side is a density. When EMCO does not hold, however, this quantity can still be positive whenever \(\Pr(Y_i(d) \in A, D_i(1) > d = D_i(0))\) is not too large. Hence there are some DGPs under which EMCO fails but both propositions are satisfied. The ability to detect violations of EMCO depends on both the share of compliers with \(D_i(0) > 0\) and the density of such individuals in regions of \(Y_i\).

One can test the restrictions in Propositions 6 and 7 by asking whether they appear consistent with the data. In particular, Proposition 7 implies that for any measurable \(A \subseteq \mathcal{Y}\):

\[
\begin{align*}
\mathbb{E}[1(D_i = 0) \cdot 1(Y_i \in A)|Z_i = 1] - \mathbb{E}[1(D_i = 0) \cdot 1(Y_i \in A)|Z_i = 0] &\leq 0 \\
\mathbb{E}[1(D_i = d) \cdot 1(Y_i \in A)|Z_i = 0] - \mathbb{E}[1(D_i = d) \cdot 1(Y_i \in A)|Z_i = 1] &\leq 0 \quad \forall d > 0
\end{align*}
\]  

(B.1a)  

(B.1b)

For each \(A\), Equations B.1a and B.1b imply \(D + 1\) total restrictions. These restrictions must hold for any \(A\), including \(A = \mathcal{Y}\). If \(Y_i\) is discrete, they must hold at each point in support of \(Y_i\), only shifts individuals from below \(d^*\) to above it (i.e., \(D_i(0) < D_i(1) \Rightarrow D_i(0) < d^* \leq D_i(1)\)). They show this assumption implies \(\Pr(D_i(1) \geq d' > D_i(0)) \leq \Pr(D_i(1) \geq d > D_i(0))\) for every \(d' > d > d^*\). The same result was also independently derived in Rose and Shem-Tov (2019), Footnote 8, for the case where \(d^* = 0\). As we show in Appendix D.2, these conditions are equivalent to those in Proposition 6 part (ii). Andresen and Huber (2021) also state that these conditions should apply conditional on each value of the outcome.
yielding \((\bar{D} + 1) \cdot |\mathcal{Y}|\) inequalities. Adding additional subsets of \(\mathcal{Y}\) (including \(A = \mathcal{Y}\)) adds only redundant inequalities that can be obtained by summing B.1a and B.1b over points in the support of \(Y_i\). The restrictions in Equations B.1a and B.1b must also hold for any outcome. It is also possible to incorporate covariates, as discussed below in Appendix C. Doing either can potentially yield more powerful tests.\(^{14}\)

Testing the restrictions in Equations B.2a-B.2b implies testing the combined null hypothesis that both the LATE and EMCO assumptions are satisfied. The tests described below can thus be thought of as an omnibus test for the joint null hypothesis that Assumption 1 and Assumption 2 hold. Rejection can indicate violations of either assumption or both.

We consider two approaches to testing these restrictions. The first approach is based on the observation that for a set of choices of subsets \(A\), the restrictions in Equations B.1a-B.1b define a set of \(p\) differences in means comprised of the \(\bar{D} + 1\) differences for each \(A\). We denote the sample analogs of these differences \(\bar{\delta} = (\bar{\delta}_1, \bar{\delta}_2, \ldots, \bar{\delta}_p)\). When \(p\) is fixed and the sample is sufficiently large, it is reasonable to invoke the asymptotic approximation that \(\bar{\delta} \sim N(\delta, \Sigma)\). A simple but conservative test of the inequality restrictions in Equations B.1a-B.1b compares the maximum of the \(p\) elements of \(\bar{\delta}\) to the distribution of the largest element from a \(N(0, \Sigma)\) random vector. We implement this approach in our simulations below, using the nonparametric bootstrap to estimate \(\Sigma\).

The second approach leverages tools from the moment inequality literature. If there are many outcomes, the outcomes are continuous or take on many values, or if the researcher wishes to incorporate a large set of covariates, the resulting set of moments can be large and it may be more prudent to use tools that are better suited to testing many inequality restrictions simultaneously. To see how this can be done, define for any measurable \(A \subseteq \mathcal{Y}\):

\[
m_{i0} = \frac{1(D_i = 0) \cdot 1(Y_i \in A) \cdot Z_i}{\Pr(Z_i = 1)} - \frac{1(D_i = 0) \cdot 1(Y_i \in A) \cdot (1 - Z_i)}{1 - \Pr(Z_i = 1)}
\]

\[
m_{id} = \frac{1(D_i = d) \cdot 1(Y_i \in A) \cdot (1 - Z_i)}{1 - \Pr(Z_i = 1)} - \frac{1(D_i = d) \cdot 1(Y_i \in A) \cdot Z_i}{\Pr(Z_i = 1)}, \quad \text{for } d > 0
\]

Proposition 7 requires that:

\[\mathbb{E}[m_{id}] \leq 0 \quad \text{for } d = 0, \ldots, \bar{D}.
\]

The tools we use to test this hypothesis require the sequence of random vectors \(m_i = \{m_{i0}, \ldots, m_{i\bar{D}}\}, i = 1, \ldots, N\) to be independently distributed, which complicates replacing \(\Pr(Z_i = 1)\) with its sample analog. For this test, we therefore proceed treating \(\Pr(Z_i = 1)\) as known (as would be the case, for example, in an experiment where the researcher controls assignment of

\(^{14}\)These restrictions also capture a direct implication of Assumption 1 shown by Angrist and Imbens (1995) to hold regardless of whether or not EMCO is true: \(\mathbb{E}[1(D_i \geq d)|Z_i = 1] - \mathbb{E}[1(D_i \geq d)|Z_i = 0] \geq 0\) for all \(d\). This can be seen by taking \(A = \mathcal{Y}\) and summing Equations B.2a and B.2b appropriately across \(d\).
the instrument, or as may be a reasonable approximation when the sample is large). Because
\( E[m_i] \leq 0 \) for any measurable \( A \subseteq \mathcal{Y} \), one can concatenate these random vectors for multiple
choices of \( A \), yielding a total of \( p \) restrictions.

The econometrics literature has developed a variety of methods for testing moment inequalities
of this form (see Canay and Shaikh, 2017, for a recent review). We use a Kolmogorov-Smirnov
(KS) variance adjusted test statistic given by:

\[
T_n = \max \left\{ \max_{1 \leq j \leq p} \left\{ \frac{\sqrt{N} \bar{m}_j}{S_j} \right\}, 0 \right\}
\]

where \( j \) indexes the elements of \( m_i \), \( \bar{m}_j \) is the sample average of \( m_{ij} \), and \( S^2_j = \frac{\sum_{i=1}^{N} (m_{ij} - \bar{m}_j)^2}{N-1} \) is
an estimate of its variance. The KS test statistic is commonly used in the literature on testing
moment inequalities (e.g., Bai et al., 2019). It is powerful when the objective is to detect whether
any of the inequalities are violated (Chernozhukov et al., 2018), as is the case in our setting.

To obtain critical values, we use two recently proposed procedures that are computationally
tractable and work well in settings where the number of moments is potentially larger than the
number of observations. The first is Romano et al. (2014)’s two-step moment recentering approach.
The second is Chernozhukov et al. (2018), who proposed a two-step bootstrap procedure based
on moment selection (Andrews and Soares, 2010; Andrews and Barwick, 2012; Andrews and Shi,
2013).\(^{15}\) Both of the tests require two steps. In the first step, a moment recentering or selection
procedure takes place. The second step conducts inference on the test statistic using the bootstrap
over the recentered or selected moments.\(^{16}\)

**B.1 Simulation evidence**

To explore the power of these tests, we construct a simple simulation based on the three treatment
example in Table B.1. We assume the instrument \( Z_i \) is binary and that there is a binary outcome
\( Y_i \).

Compliance types are as follows:

1. Non-compliers (\( D_i(1) = D_i(0) \)), with population share \( P_{\text{non-compliers}} \).

2. Type 1 extensive margin compliers (\( D_i(1) = 1 > D_i(0) = 0 \)), with population share \( \Delta_{\text{ext1}} \).

3. Type 2 extensive margin compliers (\( D_i(1) = 2 > D_i(0) = 0 \)), with population share \( \Delta_{\text{ext2}} \).

\(^{15}\)Chernozhukov et al. (2018) also propose methods based on self-normalized sums that allow one to analytically
calculate critical values and are faster computationally. However, these approaches are generally less powerful than
the bootstrap procedure. We use the bootstrap procedure (as in Bai et al. (2019)) when comparing the power of
the test proposed by Chernozhukov et al. (2018) to that proposed by Romano et al. (2014).

\(^{16}\)Other methods proposed recently for inference on and testing of moment inequality models include Andrews
et al. (2019)’s for linear conditional moment inequalities, Chernozhukov et al. (2020), and Cox and Shi (2020).
4. Intensive margin compliers \((D_i(1) = 2 > D_i(0) = 1)\), with population share \(\Delta_{int}\).

The distribution of treatment under \(Z_i = 1\) and \(Z_i = 0\) is deterministic for each type of complier. Non-compliers, whose treatment does not depend on \(Z_i\), are assigned to each level of \(D_i\) with equal probability. The remainder of the DGP is:

- \(Z_i \sim Bernoulli(0.5)\).
- \(Y_i \sim Bernoulli(0.3)\) for all individuals who are not intensive margin compliers.
- \(Y_i \sim Bernoulli(0.3 + \Delta_y)\) for intensive margin compliers.

We simulate from this DGP 1,000 times for several different values of \(\Delta_{int}\) and \(\Delta_y\) using 1,000 observations in each simulation. Each simulation holds \(P_{non-compliers}\) fixed at 0.4. For simplicity, we also fix the probability of being assigned to each of the extensive margin complier types to be the same, so that \(\Delta_{ext1} = \Delta_{ext2} = \Delta_{ext}\). Thus the likelihood of being an extensive margin complier of either type can be expressed as \(\Delta_{ext} = (1 - \Delta_{int} - 0.4)/2\). In each iteration, we draw individual types from a multinomial distribution defined by their population shares.

To formally test EMCO’s restrictions in each simulation, we use the asymptotic approximation to the distribution of the sample mean differences discussed above, and the moment inequality methods proposed by Chernozhukov et al. (2018) and Romano et al. (2014). Since \(Y_i\) is discrete, we evaluate the restrictions for \(A = \{0\}\) and \(A = \{1\}\). Bootstraps use 1,000 iterations in each simulation. As discussed above, the moment inequality tests treat \(Pr(Z_i = 1)\) as known, although replacing it with its sample analog happens to change simulation results little in this particular case.

Figure B.1 reports the results. In Panel (a), the x-axis shows the true proportion of intensive margin compliers \(\Delta_{int}\). The y-axis shows the share of simulations in which the null hypothesis that \(\Delta_{int} = 0\) is rejected. One series holds \(\Delta_y\) fixed at zero, while the other considers \(\Delta_y = 0.2\). Panel (b) holds fixed the proportion of intensive margin compliers at either 10 or 20 percent and examines how power increases with differences in the distribution of outcomes, \(\Delta_y\).

The figure shows that both tests have good finite-sample power to detect violations of EMCO large enough that the conditions in either Proposition 6 or 7 are violated. In these simulations, part (i) of Proposition 6 and part (ii) for \(d = 2\) always hold in the population. Varying \(\Delta_{int}\) only affects part (ii) for \(d = 1\), which will be violated in this case if \(\Delta_{int} > 0.2\). As result, power is effectively zero when \(\Delta_{int}\) is below 0.2 and \(\Delta_y = 0\), as shown in Panel (a). Rejection rates increase sharply as \(\Delta_{int}\) increases beyond 0.2, however, and EMCO is almost always rejected when at least 30% of individuals are intensive margin compliers. Non-zero \(\Delta_y\) yields more power because it can generate violations of part (ii) of Proposition 7 for \(d = 1\) even if the conditions in Proposition 6 are satisfied.\(^{17}\) When \(\Delta_y = .2\), for example, the condition is violated for \(A = \{1\}\) and \(d = 1\).

\(^{17}\)Part (i) of Proposition 7 always holds in this DPG. So does part (ii) for \(d = 2\).
if \( \Delta_{int} > .14 \). All three procedures preform similarly, although as expected the test based on asymptotic normality tends to be slightly more conservative.

Panel (b) further demonstrates how holding fixed \( \Delta_{int} \), increases in \( \Delta_y \) can increase rejection rates. When \( \Delta_{int} = .1 \), for example, the conditions in Proposition 6 are not violated, as discussed above. But if \( \Delta_y \) is sufficiently large (in this case greater than about .45), the conditions in Proposition 7 kick in and EMCO can be rejected. Thus, both differences in the shares of intensive and extensive margin compliers and differences in their distribution of outcomes can be used to detect violations of EMCO. EMCO is most likely to be rejected when the share of intensive-margin compliers is large and their outcome distribution differs strongly from that of extensive-margin compliers.

Figure B.1: Simulations of tests of Assumptions 1 and 2

Notes: This figure reports results from Monte-Carlo simulations based on the data generating process (DGP) described in Section B.1. The results average across 1,000 simulations for each combination of parameter values, with 1,000 observations used in each simulation. Each simulation holds the population share of compliers of all types fixed at 0.6. Panel (a) varies the proportion of intensive margin compliers (\( \Delta_{int} \)), with extensive margin compliers comprising the remainder of all compliers. The y-axis shows the share of simulations in which the null hypothesis that \( \Delta_{int} = 0 \) is rejected. The solid series plots results from simulations where all compliers have the same outcome distribution, while the dotted lines plot cases where \( \Pr(Y_i = 1) \) for intensive margin compliers differs by \( \Delta_y \). Panel (b) plots results from the analogous exercise varying \( \Delta_y \) while holding \( \Delta_{int} \) fixed at either 10 or 20 percent. “Normal” indicates the testing procedure described in Section B that compares the maximum sample moment to its estimated distribution assuming all moment inequalities bind with equality. RSW indicates results using Romano et al. (2014)’s moment inequality testing procedure. CCK indicates Chernozhukov et al. (2018)’s method. These latter two procedures treat \( \Pr(Z_i = 1) \) as known.
Including covariates in tests of EMCO

Incorporating covariate adjustment into the moment inequality tests (and visualizations) is simple to implement. One can interact the random variables in Equations B.2a-B.2b with specific values of the covariates $X_i = x$. This can be used to construct additional and even more powerful tests of EMCO. For example, the moment condition defined by the expectation of Equation B.2a must hold for every $X_i = x$:

$$
\mathbb{E} \left[ \frac{1}{\Pr(Z_i = 1)} 1(D_i = 0)1(Y_i \in A)1(X_i = x)Z_i - \frac{1}{1 - \Pr(Z_i = 1)} 1(D_i = 0)1(Y_i \in A)1(X_i = x)(1 - Z_i) \right] \leq 0
$$

Interacting the random variables in Equations B.2a-B.2b with different pre-treatment covariates will increase the number of moment inequalities. However, this is not necessarily a problem, since one of the advantages of the testing procedures proposed by Romano et al. (2014) and Chernozhukov et al. (2018) is that they can be used also in high-dimensional settings when the number of moment inequalities is potentially larger than the number of observations (Bai et al., 2019).
D Proofs of propositions and claims in the online appendix

D.1 Proofs of Propositions 6 and 7

To prove part (i) of Proposition 7, note that under Assumptions 1 (LATE) and 2 (EMCO):

\[ Pr(Y_i \in A, D_i = 0 | Z_i = 0) = Pr(D_i(0) = 0, Y_i(0) \in A | Z_i = 0) \]
\[ = Pr(D_i(1) > 0, D_i(0) = 0, Y_i(0) \in A) \]
\[ + Pr(D_i(1) = 0, D_i(0) = 0, Y_i(0) \in A) \]

\[ Pr(Y_i \in A, D_i = 0 | Z_i = 1) = Pr(D_i(1) = 0, Y_i(0) \in A | Z_i = 1) \]
\[ = Pr(D_i(1) = 0, D_i(0) = 0, Y_i(0) \in A) \]

Thus \( Pr(Y_i \in A, D_i = 0 | Z_i = 0) \geq Pr(Y_i \in A, D_i = 0 | Z_i = 1) \). Setting \( A = \mathcal{Y} \) yields part (i) of Proposition 6 with a weak instead of strict inequality. Relevancy (Assumption 1, part (i)) requires that \( Pr(D_i(1) > 0, D_i(0) = 0, Y_i(0) \in A) > 0 \) for \( A = \mathcal{Y} \), which shows why the inequality in part (i) of Proposition 6 must be strict.

The proof of part (ii) is analogous, since under Assumptions 1 (LATE) and 2 (EMCO) for \( d > 0 \):

\[ Pr(Y_i \in A, D_i = d | Z_i = 0) = Pr(D_i(0) = d, Y_i(d) \in A | Z_i = 0) \]
\[ = Pr(D_i(1) = d, D_i(0) = d, Y_i(d) \in A) \]
\[ Pr(Y_i \in A, D_i = d | Z_i = 1) = Pr(D_i(1) = d, Y_i(d) \in A | Z_i = 1) \]
\[ = Pr(D_i(1) = d, D_i(0) = d, Y_i(d) \in A) \]
\[ + Pr(D_i(1) = d, D_i(0) = 0, Y_i(d) \in A) \]

Thus \( Pr(Y_i \in A, D_i = d | Z_i = 1) \geq Pr(Y_i \in A, D_i = d | Z_i = 0) \) for \( d > 0 \). Part (ii) of Proposition 6 follows when \( A = \mathcal{Y} \).

D.2 Equivalence between conditions in Proposition 6 part (ii) and Anderson and Huber (2021) conditions

Suppose that \( Pr(D_i = d | Z_i = 1) \geq Pr(D_i = d | Z_i = 0) \forall d > 0 \). LATE and ECMO implies that:

\[ Pr(D_i = d | Z_i = 1) - Pr(D_i = d | Z_i = 0) = Pr(D_i(1) = d > D_i(0) = 0) \geq 0 \forall d > 0 \]
For any \( d' > d > 0 \):

\[
\Pr(D_i(1) \geq d' > D_i(0)) - \Pr(D_i(1) \geq d > D_i(0)) \\
= \sum_{k=d'}^{D} \Pr(D_i(1) = k > D_i(0) = 0) - \sum_{l=d}^{D} \Pr(D_i(1) = l > D_i(0) = 0) \\
= \sum_{k=d}^{d'-1} \Pr(D_i(1) = k > D_i(0) = 0) \geq 0
\]

Likewise, if \( \Pr(D_i(1) \geq d' > D_i(0)) - \Pr(D_i(1) \geq d > D_i(0)) \) for any \( d' > d > 0 \), then clearly:

\[
\Pr(D_i(1) \geq d + 1 > D_i(0)) - \Pr(D_i(1) \geq d > D_i(0)) \\
= \sum_{k=d+1}^{D} \Pr(D_i(1) = k > D_i(0) = 0) - \sum_{l=d}^{D} \Pr(D_i(1) = l > D_i(0) = 0) \\
= \Pr(D_i(1) = d > D_i(0) = 0) = \Pr(D_i = d | Z_i = 1) - \Pr(D_i = d | Z_i = 0) \geq 0
\]

for any \( d > 0 \). Thus the conditions in part (ii) of Proposition 6 are equivalent to the claim that \( \Pr(D_i(1) \geq d' > D_i(0)) - \Pr(D_i(1) \geq d > D_i(0)) \) for any \( d' > d > 0 \).