Anomaly Detection Based on Locality Sensitive Hashing with Genetic Algorithm
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Abstract. With the increase of public safety awareness, video anomaly detection has attracted researchers' attention. In the paper, a novel approach is proposed to detect anomalies in the video. It is based on Locality Sensitive Hashing (LSH), which maps similar data to the same bucket with high probabilities, and non-similar data is mapped to the same bucket with a low probability to detect abnormal videos that are not similar to normal videos. In order to improve the probability of similar data mapping into the same bucket, the Genetic Algorithm (GA) is used to optimize the entire hash function group while maintaining the diversity of the hash function group. The algorithm gets AUC 0.78 on the dataset UCSD ped1 and AUC 0.94 on the dataset UCSD ped2, which confirmed the effectiveness of the algorithm.
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1. Introduction

Intelligent video surveillance, which can provide video analysis like anomaly detection and object tracking, is crucial for the security of society. As an important part of intelligent video surveillance technology, video anomaly detection refers to the identification of events that do not conform to expected behavior[6]. However, unlike other fields in computer vision like object classification, video anomaly detection is challenging for the unbalanced amount of normal events and abnormal events, which is rare compared to the normal events and difficult to collect as training dataset[16]. Given the condition that anomaly events are usually missing from training dataset[23, 22], many researchers focus on defining a model, which would represent the normal events based on the training dataset, and detecting the abnormal events in testing dataset by finding the instance that does not follow the defined model like the normal events do. To learn a set of representative features based on the normal events in training dataset, autoencoder[10], as an efficient unsupervised manner which learns data representation by reconstructing its own input, is widely used in the field of video anomaly detection[27, 26]. For example, in[25, 15, 21], researchers adopt autoencoder to represent normal events and try to detect the unseen abnormal events in testing dataset by following the principle that reconstruction error of abnormal events would be larger than that of normal events. With the development of deep learning, many researches are carried out to build an autoencoder for video anomaly detection with convolutional neural network, like Convolutional AutoEncoder (ConvAE)[15], Stacked Recurrent Neural Network (SRNN)[22] and 3D Convolutional AutoEncoder (3DCAE)[30]. However, reconstruction based approaches may lead to an over complete model, in which not only the normal events but also the abnormal ones are successfully reconstructed[19]. It means that it is
difficult to distinguish abnormal events from normal ones in an over complete reconstruction based model.

Some researchers try to describe normal events with statistical models such as Social Force Model (SFM)[24], Bayesian Network (BN)[20, 3] and Hidden Markov Model (HMM)[1, 18]. Mehran et al.[24] introduce SFM in the field of video anomaly detection to map frames into force flow, which is used to model the normal behavior. In [20], Chen et al. use a Cascade of Dynamic Bayesian Networks (CasDBNs) for modeling the decomposed complex behavior pattern which is build based on temporal characteristics or spatial-temporal visual contexts. In [18], Kratz and Nishino adopt the distribution based HMM and a coupled HMM to capture the temporal relationship between local spatio-temporal motion patterns and the spatial relationship separately. In statistical model based approaches, statistical inference is usually adopted to determine the given instance is normal or not. For instance, Kim et al.[17] use a space-time Markov Random Field to describe the normal events and compute the maximum a posterior probability of the given instance to determine if it is normal or not. Kratz and Nishino[18] compute the confidence measure for the given instance as the maximum likelihood base on the prototypical distributions. However, statistical model based methods require prior knowledge for the target application which means a statistical model for some application would not be applicable to other applications[14].

Distance based approaches which do not require prior knowledge about distribution of target applications are also popular in the field of video anomaly detection. For example, K-Nearest Neighbor (KNN) distance[7, 4] and the sum of KNN distance[2, 28] can be adopted to measure the difference between the given instance and normal instances in training dataset. However the computational cost and memory requirement for distance based approaches increase as the amount of normal events in training dataset increases, which is making it difficult to apply these approaches to a large scale problem. To overcome the difficulty, Locality Sensitive Hashing (LSH), an algorithm for solving the approximate near neighbor search in high dimensional spaces, can be used as efficient alternative for distance based approach. Hachiya and Matsugu[14] made improvements on LSH for video anomaly detection and proposed a new hashing scheme called Normality Sensitive Hashing (NSH), which select a set of hashing functions to define a normal region. Zhang et al.[29] use LSH filters to hash normal regions in training dataset and introduce the evaluation function to evaluate the hash functions and the Particle Swarm Optimization (PSO) method to search for the optimal LSH functions.

In this paper, we propose a LSH based video anomaly detection algorithm where Genetic Algorithm (GA) is adopted to optimize the LSH groups. With the optimized LSH functions, the training data are mapped to a list of buckets. For the test data, find the most similar training bucket, and calculate the anomaly score based on the radius of the bucket and the distance from the test data to the bucket center. The main contribution of the proposed method is that we can use a GA-optimized LSH group to model features which improves the accuracy of unsupervised clustering.

The rest of the paper is organized as follows. The background of relevant knowledge is given in Section 2. In Section 3, we introduce the proposed method which contains the overview of the algorithm and explanation of all modules. The experimental results on the dataset UCSD are provided in Section 4. Finally, the conclusions are drawn in Section 5.

2. Background

2.1. Locality Sensitive Hashing (LSH)

LSH is a fast nearest neighbor search algorithm for massive high-dimensional data. The key idea is to map similar data to the same hash value with a high probability, and the unsimilar data is mapped to the same hash value with a low probability. The LSH family[13] is defined as:

Definition 1. A family $H = \{h : S \rightarrow U\}$ is called $(d_1, d_2, p_1, p_2)$-sensitive for $D$ if for any $x_1, x_2 \in S$

1. if $D(x_1, x_2) \leq d_1$, then $Pr[h(x_1) = h(x_2)] \geq p_1$
2. if $D(x_1, x_2) \geq d_2$, then $Pr[h(x_1) = h(x_2)] \leq p_2$

where $x_1, x_2$ are two multidimensional vectors, and $D(x_1, x_2)$ is the degree of dissimilarity of two vectors.

Currently, anomaly is defined as the pattern that is not similar to normal. Therefore, by using LSH modeling for normal video, it is possible to detect abnormal data that is not similar to normal video. The algorithm design of LSH is different for different similarity measurement methods. For Jaccard coefficient the min-hash is used and for Euclidean distance we adopt P-stable hash. P-stable hash is adopted in the paper.

P-stable hash is based on a p-stable distribution[8]. For a distribution $D$, if $p \geq 0$, for any $v_i \in R$ and any $X_i \in D, i = 1, 2, \ldots, n$, with the same distribution, $D$ is called a p-stable distribution. When $p = 2$, the distribution $D$ is a standard normal distribution. Therefore, the random variable $X_i$ can be randomly selected from the standard normal distribution to estimate the value of $\|v\|_2$. A hash function based on p-stable distribution is defined as

$$h_{a,b}(x) = \left\lfloor \frac{a^T x + b}{r} \right\rfloor$$

where $x$ is a $d$-dimensional vector, $a$ is a $d$-dimensional vector with entries chosen independently from a p-stable distribution, $b \in (0, r)$ is a random number and $r$ is the segment length of the line and $\lfloor \cdot \rfloor$ represents the round down operator. It is equivalent to mapping points in space onto a line and segmenting the line by length $r$. The data of the same segment is mapped to the same hash value. It is not difficult to understand that if two points in space are closer together, the probability that they are mapped to the same segment will be higher.

Generally, in order to improve the robustness, L groups of hash functions are randomly selected, defined as a population of the hash function $P_L = \{g_1, g_2, \ldots, g_L\}$, and each group of hash functions $g$ includes k hash functions $g = \{h_1, h_2, \ldots, h_k\}$. If the two data have exactly one set of hash values, then the two data are judged to be similar. The hash function group $g$ can also be written as

$$g_{A,b}(x) = \left\lfloor \frac{A^T x + b}{r} \right\rfloor$$

where $A = \{a_1, a_2, ..., a_k\} \in R^{d \times k}$ and $b$ is a $k$-dimensional vector with each element chosen uniformly from the range $[0, r]$.

2.2. Genetic Algorithm (GA)

GA[9, 11] is a method of searching for optimal solutions by simulating natural evolutionary processes, first proposed by Professor J. Holland in 1975. Each individual in the population in the genetic algorithm is a feasible solution in the solution space. By simulating the evolution process of the organism, the optimal solution is searched in the solution space. The genetic algorithm calculates the fitness value of the individuals in the population, selects the individuals with high fitness values from the population to carry out the crossover, mutation and replication operations to form the next generation population, and eliminates the individuals with low fitness values. After multiple generations of iteration, the whole population is close to the most excellent solution.

3. The Proposed Method

Our algorithm is based on the paper [29] to make improvements. The overview of our approach is shown in Figure 1. The video is divided into cuboids. The Histogram of Optical Flow (HOF) are
extracted for each cuboid. Then, the optimal LSH function group \( P^* \) is searched by the GA, and training video frames are converted into multiple buckets by \( P^* \). In the test phase, test video cuboids are also converted into test buckets. The most similar training bucket is found. The abnormality score of the test video cuboid is calculated according to the radius of the bucket and the distance from the test data to the bucket center. Finally, the threshold is set to determine the abnormality.

**Figure 1.** Overview of the proposed approach.

### 3.1. Video Feature Extraction

Firstly, the video is divided into non-overlapping spatio-temporal cuboids with size \( T \times H \times W \). Calculate the variance of the time dimension of each cuboid, and set a certain threshold. If it is greater than the threshold, it is judged as the foreground cuboid, otherwise it is the background cuboid. The prospect of extraction is shown in the **Figure 2**.

The optical flow is calculated for each pixel of the foreground cuboids[12], and the HOF of each cuboid is extracted to describe the activity of each cuboid.

**Figure 2.** Foreground map of the video.

### 3.2. Our Algorithm

Assume that the HOF is extracted from the training set is \( X = \{ x_1, x_2, \ldots, x_N \} \in R^{d \times k} \), which can be mapped to a list of buckets \( B = \{ b_1, b_2, \ldots, b_M \} \) through a set of hash functions \( g \). Since the LSH is probabilistic, in order to make similar data have a higher probability of falling into the same bucket, it is necessary to search for a “good” hash function while ensuring the difference between the hash functions of each group. In the paper, the GA is used to search for the optimal hash function population with diversity. We use the evaluation function in the paper[29] to evaluate the merits of the
hash function by the Scatter Within Buckets (SWB) and the Scatter Between Buckets (SBB). A “good” hash function should map data with similar distances into the same bucket, and map data with far distances into different buckets. That is, the SWB is small enough, and the SBB is large enough. So, the evaluation score of \( g \) is defined by

\[
S(g_{A,b}) = \frac{SBB(g_{A,b})}{SWB(g_{A,b})}
\]  

(3)

\[
SWB(g_{A,b}) = \sum_{m=1}^{M} \sum_{x \in B_m} (x - c_m)^T (x - c_m)
\]  

(4)

\[
SBB(g_{A,b}) = \sum_{m=1}^{M} N_m (c_m - c)^T (c_m - c)
\]  

(5)

where \( c_m = \frac{1}{N_m} \sum_{x \in B_m} x \) is the center of the bucket \( B_m \), \( N_m \) is the number of points falling into the bucket \( B_m \) and \( c = \sum_{i=1}^{N} x_i \) is the center of all data.

This evaluation function serves as a fitness function of the GA. The entire population needs to evolve toward a large fitness value, and in order to ensure the diversity of the population, it is also necessary to maintain a large variance of the fitness values of the entire population. Since \( r \) is a parameter according to the training set, \( b \in (0, r) \) is a random number, so one feasible solution of the population is defined as \( A \), and \( A \in \mathbb{R}^{d \times k} \) is reshaped to a one-dimensional vector \( A \). Using the GA to update the population to the optimal solution, the population size is set to \( L \), and the population is expressed as \( P = \{ A_1, A_2, ..., A_L \} \). Population optimization and update process such as Figure 3.
With the iteration of the GA, the fitness value of the individual population will become larger, and the variance of the fitness value of the whole population will also become larger. This means that while the population is evolving in a positive direction, the differences in the population will also increase, thus ensuring diversity in the population.

3.3. Abnormal Evaluation

The output of Algorithm 1 is the LSH population $P^*$. A hash functions group $g_i$ can map the data matrix $X$ into a list of buckets $B_i = \{B_{i1}, B_{i2}, ..., B_{iM}\}$, $i = 1, 2, ..., L$

In the test phase, the test data $x_{test}$ is mapped to the L lists of buckets $B_{test}$ respectively by the L group hash function. For the $i$-th group hash function, find $d_{test i} = \min HD(B_{test}, B_{i})$, and then compare the L distances to obtain the minimum $d_{dis} = \min_{i=1,2, ..., L} d_{test i}$ and the corresponding bucket $B_{i}$.

The abnormal score of the test data $x_{test}$ is calculated as

$$A(x_{test}) = \frac{1}{1 + \exp(-\frac{\|x_{test} - c_i\|^2}{r_{ij}} - 1))}$$

where $r_{ij} = \max_{x \in B_{ij}} \|x - c_{ij}\|^2$ is the the radius of the bucket $B_{ij}$ and $c_{ij}$ is the center of the bucket $B_{ij}$.

When the distance from the data to the center of the bucket is less than the radius of the bucket, the
anomaly score is less than 0.5. On the contrary, the data is far away from the bucket and the abnormal score is high.

For a frame of test video, the maximum anomaly score of the video cuboid in the frame is calculated as the anomaly score of the frame. The threshold is set to determine the anomaly of the frame of the video according to the abnormal score. If the abnormal score is greater than the threshold, the frame of the video is judged as anomaly.

4. Experiments

4.1. Dataset

The UCSD dataset[23] is a public dataset that is often used to evaluate the performance of video anomaly detection algorithms, containing two subsets: pred1 and pred2. The image resolution of ped1 is 238 × 158 pixels and the image resolution of ped2 is 360 × 240 pixels. Ped1 has 34 training images and 16 test image sequences, which contains 3400 anomalous and 5500 normal frames. On the ped2, there has 16 training images and 12 test image sequences with 1652 anomalous frames and 346 normal frames. The main anomalies contain cycling on the sidewalk, skateboarding, and driving.

4.2. Evaluation Criter

This paper focuses on frame-level anomaly detection. One frame is an abnormal frame that is considered “positive”, otherwise it is considered “negative”. By taking different values for the threshold, the ROC curve can be obtained, the abscissa is FPR, and the ordinate is TPR.

\[
TPR = \frac{\text{true positive}}{\text{true positive} + \text{false negative}} \quad (7)
\]

\[
FPR = \frac{\text{false positive}}{\text{true negative} + \text{false positive}} \quad (8)
\]

Based on the ROC curve, the Area Under Curve (AUC) and Equal Error Rate (EER) are taken as the evaluation criteria. EER is, the value of FPR when FPR = 1 – TPR.

4.3. Performance

In order to prove the advantage of using GA to optimize the hash function group, Table 1 is the result of randomly generated hash function groups and optimized hash function groups. It can be seen that there is a certain degree of improvement on pred1 and pred2. This is mainly because the optimization of the GA improves the fitness value of the population as a whole, so that similar data points can be mapped to a bucket with higher probability, which improves the reliability of finding similar buckets.

In Table 2 we compare evaluation results of the proposed approach with some methods on the UCSD Ped1 and Ped2 dataset, containing AUC and EER. From Table 2 we can see that the proposed approach performs better than other methods in pred2. But it is inferior to other method in pred1. I think, it is because the spatio-temporal features extracted by other methods are more detailed for the description of the video, and the camera of pred1 has the different angle with the pred2. In pred1, the filming angle and the road are inclined, and the description of the optical flow is not accurate. These factors affect the performance of the algorithm.

Table 1. The optimal projection compared with the random projection on the UCSD dataset.

| Method    | UCSD ped1 | UCSD ped2 |
|-----------|-----------|-----------|
|           | AUC | EER | AUC | EER |
| Random    | 0.74 | 0.33 | 0.93 | 0.13 |
| Optimal   | **0.78** | **0.29** | **0.94** | **0.12** |

Table 2. Comparison of the proposed method with the other methods on the UCSD dataset.
5. Conclusion
In the field of video anomaly detection, the algorithms are mainly divided into three steps. Firstly, extracting video features from the video. Secondly, modeling the extracted features, and finally, the anomaly evaluation method is proposed to calculate the abnormal scores of the video frames. In the paper, we propose to use GA to optimize the LSH groups, so that similar data can be mapped to the same bucket with higher probability. The training data are mapped to a list of buckets. For the new test data, find the most similar training bucket, and calculate the anomaly score based on the radius of the bucket and the distance from the test data to the bucket center. Finally, for a frame of test video, the maximum anomaly score of the video cuboid in the frame is calculated as the anomaly score of the frame. The main contribution of the proposed method is that we can use a GA-optimized LSH group to model features which improves the accuracy of unsupervised clustering. Experimental results have justified the effectiveness of the proposed algorithm.
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