Functional-renormalization-group approach to classical liquids with short-range repulsion: a scheme without repulsive reference system
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The renormalization-group approaches for classical liquids in previous works require a repulsive reference such as a hard-core one when applied to systems with short-range repulsion. The need for the reference is circumvented here by using a functional renormalization group approach for integrating the hierarchical flow of correlation functions along a path of variable interatomic coupling. We introduce the cavity distribution functions to avoid the appearance of divergent terms and choose a path to reduce the error caused by the decomposition of higher order correlation functions. We demonstrate using an exactly solvable one-dimensional models that the resulting scheme yields accurate thermodynamic properties and interatomic distribution at various densities when compared to integral-equation methods such as the hypernetted chain and the Percus–Yevick equation, even in the case where our hierarchical equations are truncated with the Kirkwood superposition approximation, which is valid for low-density cases.

I. INTRODUCTION

In the context of the statistical-mechanical theory for classical liquids, there is a long history for the studies of integral equations governing density correlation functions, or distribution functions [1]. A famous and successful one is that relying on the Ornstein–Zernike (OZ) equation with approximated closures, such as the hypernetted chain (HNC) and the Percus–Yevick (PY) equation. How to systematically improve the accuracy in this framework is, however, still an open problem. The Bogoliubov–Born–Green–Kirkwood–Yvon (BBGKY) hierarchy of equations is another well-known and rigorous framework. It is, however, still a challenging problem to describe dense systems accurately with this hierarchy. For instance, precise knowledge about the lower- and higher-order distribution functions beyond the Kirkwood superposition approximation (KSA) is required to describe dense systems with the BBGKY hierarchy of equations as, truncated with KSA, it might magnify the error induced by KSA [2] and actually shows poor results at high densities [3, 4] in comparison with HNC and PY.

The renormalization group (RG) is another fundamental notion to capture properties of many-body systems, where differential equations associated with the scale transformation play the central role. The concept of RG has also been applied to the analysis of classical liquids, see, e.g., Refs. [5–17] and the references therein, which include the hierarchical reference theory (HRT) [5–10] known as a combination of RG and thermodynamic perturbation theory, the application of Wilson’s phase-space cell method [11–13], and RG with respect to the scale transformation of density [14].

An established framework for RG is the functional renormalization group (FRG) [18–21] (for reviews, see, e.g., Refs. [22–25]), in which the one-parameter evolution of the system is described by an exact differential equation, which is called a flow equation, for some functional. The formalism based on the effective action [21] being the counterpart of the bare action incorporating the thermal and quantum fluctuations is a sophisticated framework as the flow equation is described by a closed functional differential equation for the effective action, which provides systematic ways to analyze many-body systems incorporating non-perturbative effects. There are several works for the application to classical liquids [15–17], where FRG becomes a framework to treat the free-energy density functional $\mathcal{F}[\rho]$ of the particle-number density $\rho(\mathbf{r})$, which corresponds to the effective action multiplied by the temperature. In Refs. [15, 16], formal aspects of FRG for classical liquids and some analytic results are presented. Some numerical demonstration in the case of the gradient expansion employed as the approximation are shown in Ref. [17].

FRG for the calculation of density functionals, i.e., FRG formulated for density functional theory (DFT), has also been developed in the case of quantum many-body systems, as initiated in Refs. [26, 27]. In this direction, some numerical applications and formal extensions, which include numerical analyses of low-dimensional toy models [28, 33], and two- and three-dimensional electron systems [34, 35] and extension to the case of superfluid systems [36], have been recently achieved. The approximations employed in these works are on the basis of the vertex expansion, where the functional Taylor expansion is employed and the functional flow equation is converted to a hierarchy of flow equations for density correlation functions. These studies suggest the possibility of FRG to actually contribute the improvement of accuracy of DFT.

RG approaches for classical liquids developed until now including FRG provides various ways to incorporate the
There is a freedom for the choice of the evolution toward the initial condition. As a way to treat strong changes with respect to a parameter running from 0 to 1 and is denoted by \( \lambda \), we consider its evolution. The evolving two-body interaction is described. In this paper, we develop an FRG formulation for classical liquids, where the free energy density functional is evolved along a path of variable interatomic coupling. Herein the hierarchical flow of correlation functions obtained from the vertex expansion is stabilized for a system having short-range repulsive forces by introducing cavity distribution functions instead of reference system representing the contribution of short-range repulsion. After discussing appropriate choice for the path of variable coupling, we demonstrate the performance of our approach using one-dimensional exactly solvable models. In terms of the thermodynamic properties and interatomic distribution at high densities as well as low densities, our scheme formulated at the level of KSA for the higher order correlation functions is already superior to integral-equation methods such as HNC and PY.

This paper is organized as follows: In Sec. II, we derive the flow equation for the free-energy density functional and the hierarchy of equations for the cavity distribution functions. The discussion about a suitable choice of evolution for short-range repulsion is also in there. Section III shows the numerical demonstration of our method in one-dimensional models. Section IV is devoted to the conclusion. In Appendix A the details of the derivation of our hierarchy of equations for distribution functions are described.

II. FRG AND HIERARCHY OF EQUATIONS

We first summarize the formalism of the FRG for classical many-body systems. In this paper, we restrict our discussion to the case of two-body interaction and consider its evolution. The evolving two-body interaction is denoted by \( v_\lambda(r - r') \), where \( \lambda \) is the evolution parameter running from 0 to 1 and \( v \lambda(r - r') \) continuously changes with respect to \( \lambda \) satisfying the boundary condition \( v_\lambda(r - r') \) as \( v_{\lambda=0}(r - r') = v(r - r') \) being the two-body interaction of interest. As a way to treat strong repulsive part it is possible to set the repulsive part as the initial condition \( v_{\lambda=0}(r - r') \), but we do not introduce a reference for the repulsive part and set \( v_{\lambda=0}(r - r') = 0 \). There is a freedom for the choice of the evolution toward \( v_{\lambda=1}(r - r') \). The appropriate choice may depend on the model for \( v(r - r') \) and approximation scheme. Let us leave the discussion about it until Sec. II F and focus on the derivation of the flow equation.

Let \( \mu \) and \( U(r) \) be the chemical potential and external field, respectively. Since these quantities always appear in the form of \( \beta(\mu - U(r)) \) with the inverse temperature \( \beta \), we introduce the notation \( \bar{\psi}(r) = \beta(\mu - U(r)) \). As a functional of \( \bar{\psi}(r) \), the grand partition functional is given by

\[
\Xi_\lambda[\psi] := \sum_{N=0}^\infty \frac{1}{zN^2N!} \int_{r_1, \ldots, r_N} e^{-\sum_{j=1}^N \beta \psi_\lambda(r_i - r_j) + \sum_{j=1}^N \bar{\psi}(r_j)},
\]

where we have introduced the short-hand notation \( \int_{r_1, \ldots, r_N} = \int dr_1 \cdots \int dr_N \) and the de Broglie thermal wavelength \( \Lambda \). From this grand partition functional, the thermodynamic potential is given by

\[
\Omega_\lambda[\bar{\psi}] := -\frac{1}{\beta} \ln \Xi_\lambda[\bar{\psi}],
\]

which plays the role of the generating functional for the density correlation functions. The Helmholtz free energy is defined by the Legendre transformation of \( \Omega_\lambda[\bar{\psi}] \):

\[
F_\lambda[\rho_\psi] := \max_{\bar{\psi}} \left[ \Omega_\lambda[\bar{\psi}] + \frac{1}{\beta} \int \rho_\psi(r) \bar{\psi}(r) \right] = \Omega_\lambda[\bar{\psi}_{\text{max}, \lambda}[\rho_\psi]] + \frac{1}{\beta} \int \rho_\psi(r) \bar{\psi}_{\text{max}, \lambda}[\rho_\psi](r),
\]

where the variable \( \rho_\psi(r) \) stands for the particle-number density and \( \bar{\psi}_{\text{max}, \lambda}[\rho_\psi] \) is given through

\[
-\frac{\delta \beta \Omega_\lambda[\bar{\psi}]}{\delta \bar{\psi}(r)} \bigg|_{\bar{\psi}=\bar{\psi}_{\text{max}, \lambda}[\rho_\psi]} = \rho_\psi(r),
\]

and satisfies

\[
\frac{\delta F_\lambda[\rho_\psi]}{\delta \rho_\psi(r)} = \bar{\psi}_{\text{max}, \lambda}[\rho_\psi](r).
\]

These relations suggest that \( \bar{\psi}_{\text{max}, \lambda}[\rho_\psi](r) \) is the external field giving the density \( \rho_\psi(r) \). Conversely speaking, for a given external field \( \bar{\psi}_{\text{given}}(r) \), \( \rho_\psi(r) \) is determined from \( \bar{\psi}_{\text{max}, \lambda}[\rho_\psi](r) = \bar{\psi}_{\text{given}}(r) \).

A. Flow equation

The evolution of \( F_\lambda[\rho_\psi] \) with respect to \( \lambda \) can be described by a flow equation in a closed form for \( \beta F_\lambda[\rho_\psi] \) as follows:
\[
\partial_\lambda \beta F_\lambda[\rho_v] = \frac{1}{2} \int_{r,r'} \partial_\lambda \beta v_\lambda(r - r') \left( \rho_v(r) \rho_v(r') + \left( \frac{\delta^2 \beta F_\lambda}{\delta \rho_v \delta \rho_v} \right)^{-1} |\rho_v|(r, r') - \rho_v(r) \delta(r - r') \right),
\]

which we will derive shortly. Following this flow equation, \( \beta F_\lambda[\rho_v] \) evolves in the functional space as illustrated in Fig. 1, where the path of the evolution depends on the choice of \( \beta v_\lambda(r - r') \). A similar form of the flow equation is known for quantum cases \(^{27,28,30,32,34}\). 

![Fig. 1. Schematic picture of the evolution of \( \beta F_\lambda[\rho_v] \). The different paths correspond to different choices of \( \beta v_\lambda(r - r') \).](image)

The derivation of Eq. (6) is as follows: The derivative of Eq. (3) with respect to \( \lambda \) together with Eq. (4) leads to

\[
\partial_\lambda \beta F_\lambda[\rho_v] = (\partial_\lambda \beta \Omega_\lambda) \bar{\psi}_{\text{max},\lambda}[\rho_v].
\]  

Note that the partial derivative on the right-hand side does not act on the argument of \( \Omega_\lambda \), i.e., \( \bar{\psi}_{\text{max},\lambda}[\rho_v] \). By use of the definitions Eqs. (1) and (2), Eq. (7) is rewritten as

\[
\partial_\lambda \beta \Omega_\lambda[\bar{\psi}_{\text{max},\lambda}[\rho_v]] = \frac{1}{2^{N_{\lambda}[\bar{\psi}_{\text{max},\lambda}[\rho_v]]}} \sum_{N=0}^{\infty} \frac{1}{A^{N} N!} \int_{r_1, \ldots, r_N} \sum_{i<j}^{\lambda} \partial_\lambda \beta v_\lambda(r_i - r_j) e^{-\sum_{i<j}^{\lambda} \beta v_\lambda(r_i - r_j) + \sum_{i=1}^{N} \bar{\psi}_{\text{max},\lambda}[\rho_v](r_i)} \left( \sum_{i<j}^{\lambda} \delta(r_i - r_j) \delta(r_i - r_j) \right),
\]

where

\[
\left( \cdots \right)_{\lambda,\bar{\psi}} \equiv \frac{1}{2^{N_{\lambda}[\bar{\psi}_{\text{max},\lambda}[\rho_v]]}} \sum_{N=0}^{\infty} \frac{1}{A^{N} N!} \int_{r_1, \ldots, r_N} \cdots e^{-\sum_{i<j}^{\lambda} \beta v_\lambda(r_i - r_j) + \sum_{i=1}^{N} \bar{\psi}(r_i)},
\]

and \( \hat{\rho}(r) = \sum_{i=1}^{\tilde{N}} \delta(\hat{r}_i - r) \) with \( \tilde{N} \) and \( \hat{\tilde{r}} \) being variables to be averaged. From Eqs. (1), (2), and (4), one finds

\[
\langle \hat{\rho}(r) \rangle_{\lambda,\bar{\psi}_{\text{max},\lambda}[\rho_v]} = \rho_v(r),
\]

\[
\langle \hat{\rho}(r) \hat{\rho}(r') \rangle_{\lambda,\bar{\psi}_{\text{max},\lambda}[\rho_v]} = \rho_v(r) \rho_v(r') - \frac{\delta^2 \beta \Omega_\lambda[\bar{\psi}]}{\bar{\psi}(r) \delta \bar{\psi}(r')} \bigg|_{\bar{\psi} = \bar{\psi}_{\text{max},\lambda}[\rho_v]},
\]

As shown from the derivative of Eq. (4) with respect to \( \bar{\psi}_{\text{max},\lambda}(r) \) and the derivative of Eq. (5) with respect to \( \rho_v(r) \), the following inverse relation holds:

\[
\left( \frac{\delta^2 \beta F_\lambda}{\delta \rho_v \delta \rho_v} \right)^{-1} |\rho_v|(r, r') = -\frac{\delta^2 \beta \Omega_\lambda[\bar{\psi}]}{\bar{\psi}(r) \delta \bar{\psi}(r')} \bigg|_{\bar{\psi} = \bar{\psi}_{\text{max},\lambda}[\rho_v]},
\]
where the left-hand side is defined through
\[
\int r'' \left( \frac{\delta^2 \beta F_\lambda}{\delta \rho_\lambda \delta \rho_\lambda} \right)^{-1} [\rho_\lambda](r, r'') \frac{\delta^2 \beta F_\lambda[\rho_\lambda]}{\delta \rho_\lambda(r'') \delta \rho_\lambda(r')} = \delta(r - r').
\] (13)

From Eq. (7) together with Eqs. (8) and (10)-(12), we finally obtain Eq. (6).

### B. Vertex expansion

In principle, \( \beta F_\lambda[\rho_\lambda] \), and thus all the thermodynamic quantities and correlation functions, are obtained by solving Eq. (6) only. It is, however, nontrivial whether Eq. (6) can be used practically. In particular, the functional equation is hard to treat numerically in a direct manner as the space of the argument \( \rho_\lambda(r) \) is computationally huge, and introduction of some approximation is practically needed. Here, we employ the vertex expansion, in which the functional Taylor expansion around
\[
\rho_\lambda(r) = \rho(r)
\] (14)

with \( \rho(r) \) being some density of interest, and truncate the expansion at some order to realize numerical calculation. Since the derivative coefficients of \( \beta F_\lambda[\rho_\lambda] \) are related to correlation functions, the hierarchy of flow equations can be written in terms of the correlation functions. Let us introduce the \( m \)-particle density:
\[
\rho_\lambda^{(m)}(r_1, \ldots, r_m) = \left\langle \prod_{i=1}^m \left( \hat{\rho}(r_i) - \sum_{j=1}^i \delta(r_j - r_i) \right) \right\rangle_{\lambda, \overline{\nu}_{\max, \lambda}[\rho]}. 
\] (15)

Through the derivations as summarized in Appendix A, the following hierarchy of the flow equations are obtained:
\[
\partial_\lambda \beta F_\lambda = \frac{1}{2} \int_{r', r''} \partial_\lambda [v_\lambda(r - r') \rho_\lambda^{(2)}(r, r')]
\]
\[
\partial_\lambda \rho_\lambda^{(m)}(r_1, \ldots, r_m) + \sum_{i < j} \partial_\lambda [v_\lambda(r_i - r_j)] \rho_\lambda^{(m)}(r_1, \ldots, r_m)
\]
\[
= \int_r \left[ \rho_\lambda^{(m+1)}(r_1, \ldots, r_m, r) - \rho(r) \rho_\lambda^{(m)}(r_1, \ldots, r_m) \right] \partial_\lambda \overline{\nu}_{\max, \lambda}(r)
\]
\[
+ \rho_\lambda^{(m)}(r_1, \ldots, r_m) \sum_{i=1}^m \partial_\lambda \overline{\nu}_{\max, \lambda}(r_i)
\]
\[
- \frac{1}{2} \int_{r', r''} \partial_\lambda [v_\lambda(r - r')] \left[ \rho_\lambda^{(m+2)}(r_1, \ldots, r_m) - \rho_\lambda^{(2)}(r, r') \rho_\lambda^{(m)}(r_1, \ldots, r_m) \right],
\] (16)

with \( m \geq 1 \), \( \beta F_\lambda := \beta F_\lambda[\rho] \), and \( \overline{\nu}_{\max, \lambda}(r) := \overline{\psi}_{\max, \lambda}[\rho](r) \). Note that in the case of \( m = 1 \), Eq. (17) is regarded as the flow equation for \( \overline{\psi}_{\max, \lambda}(r) \) rather than that for \( \rho_\lambda^{(1)}(r) \) since we fix \( \rho(r) \) during the flow and \( \rho_\lambda^{(1)}(r) \) always satisfies \( \partial_\lambda \rho_\lambda^{(1)}(r) = \partial_\lambda \rho(r) = 0 \).

### C. Cavity distribution function

There still remains an obstacle for numerical calculation. If \( v_\lambda(r - r') \) has infinitely strong repulsion, Eqs. (16) and (17) seem to have divergent parts. However, this seeming divergence can be eliminated by introducing the cavity distribution function \[38\]. The \( m \)-particle cavity distribution function \[38\] is defined by
\[
g_\lambda^{(m)}(r_1, \ldots, r_m) = e^{\beta \sum_{i<j} v_\lambda(r_i - r_j)} g_\lambda^{(m)}(r_1, \ldots, r_m),
\] (18)

where \( g_\lambda^{(m)}(r_1, \ldots, r_m) \) is the \( m \)-particle distribution functions, which are defined by the normalization of \( \rho_\lambda^{(m)}(r_1, \ldots, r_m) \) with densities:
\[
g_\lambda^{(m)}(r_1, \ldots, r_m) = \frac{\rho_\lambda^{(m)}(r_1, \ldots, r_m)}{\prod_{i=1}^m \hat{\rho}(r_i)}. \] (19)
The physical meaning of the cavity distribution function is revealed by remembering Eqs. (9) and (15), which give

$$\rho^{(m)}_{\lambda}(r_1, \ldots, r_m) = \frac{1}{\Xi_{\lambda}[\psi]} \sum_{N=m}^{\infty} \frac{1}{A_{N}(N-m)!} \int_{r_{m+1}, \ldots, r_N} e^{-\sum_{k=1}^{N} \beta v_{\lambda}(r_k-r_l)} \prod_{k<l} \varphi(r_{kl}).$$

(20)

Rewriting Eq. (18) using Eqs. (19) and (20), one finds that the factor $\exp(-\sum_{k<l}^{m} \beta v_{\lambda}(r_k-r_l))$ coming from the interaction among the $m$ particles is canceled by the exponential factor in Eq. (18). Therefore, $y^{(m)}_{\lambda}(r_1, \ldots, r_m)$ is proportional to the probability that the $m$ particles which do not interact with each other but interact with other particles are at $r_1, \ldots, r_m$. Particularly in the case of hard spheres with a diameter $d$, the $m$ particles play an equivalent role to that of cavities with radius at least $d$. Since the $m$ particles can overlap with each other, $y^{(m)}_{\lambda}(r_1, \ldots, r_m)$ can take a finite value for $|r_i - r_j| < d$ with $i \neq j$ even in the hard-sphere case in contrast to $y^{(m)}_{\lambda}(r_1, \ldots, r_m)$.

Actually, the flow equations are rewritten as follows:

$$\partial_{\lambda} F_{\lambda} = -\frac{1}{2} \int_{r, r'} \rho(r) \rho(r') \left[ \partial_{\lambda} e^{-\beta v_{\lambda}(r-r')} \right] \beta y^{(2)}_{\lambda}(r, r'),$$

(21)

$$\partial_{\lambda} y^{(m)}_{\lambda}(r_1, \ldots, r_m) = \int_{r} \rho(r) \left[ e^{-\beta \sum_{i=1}^{m} v_{\lambda}(r_i-r)} y^{(m+1)}_{\lambda}(r_1, \ldots, r_m, r) - y^{(m)}_{\lambda}(r_1, \ldots, r_m) \right] \partial_{\lambda} \psi_{\max, \lambda}(r)$$

$$+ \frac{1}{2} \int_{r, r'} \rho(r) \rho(r') \left[ \partial_{\lambda} e^{-\beta v_{\lambda}(r-r')} \right]$$

$$\times \left[ e^{-\sum_{i=1}^{m} \beta v_{\lambda}(r_i-r_i)} \sum_{i=1}^{m} \partial_{\lambda} e^{-\beta v_{\lambda}(r_i-r_i)} \beta y^{(m+2)}_{\lambda}(r, r', r_1, \ldots, r_m) - y^{(2)}_{\lambda}(r, r') y^{(m)}_{\lambda}(r_1, \ldots, r_m) \right],$$

(22)

in which $v_{\lambda}(r - r')$ always appears in the form of $e^{-\beta v_{\lambda}(r-r')}$ and there is no divergence due to the strong repulsion. Therefore, these equations enable one to treat the short-range strong repulsion as well as the long-range attraction on the same footing. In passing, each term in the right-hand side of Eq. (22) is interpreted as follows: The first and second terms are derived from the change of $\psi_{\max, \lambda}(r)$, i.e., the change of the chemical potential to fix the density. The third and fourth terms reflect the changes of the interactions between any one of particles on $r_1, \ldots, r_m$ and another one and between two particles other than particles on $r_1, \ldots, r_m$, respectively. Since the cavity distribution function $y^{(m)}_{\lambda}(r_1, \ldots, r_m)$ is interpreted as the distribution when the interactions among particles on $r_1, \ldots, r_m$ are switched off [1], there is no term reflecting the changes of interactions among them, such as the second term in the left-hand side of Eq. (17).

D. Truncation

Although Eqs. (21) and (22) are exact, they depend on higher-order distribution functions to form infinite hierarchy of coupled equations and truncation at some order is needed for practical use. Some approximate relation connecting distribution functions of different order is required to close the hierarchy of equations. Among many approximations proposed for $y^{(m)}_{\lambda}(r_1, \ldots, r_m)$, preferable ones for our formulation are those guaranteeing the finiteness of $y^{(m)}_{\lambda}(r_1, \ldots, r_m)$ in the case of strong repulsion. A naive and suitable one is KSA, which exactly holds at low-density limit. For simplicity, we consider KSA for $y^{(3)}_{\lambda}(r_1, r_2, r_3)$ and $y^{(4)}_{\lambda}(r_1, r_2, r_3, r_4)$, on which the second order flow equation depends:

$$y^{(3)}_{\lambda}(r_1, r_2, r_3) \approx y^{(2)}_{\lambda}(r_1, r_2) y^{(2)}_{\lambda}(r_2, r_3) y^{(2)}_{\lambda}(r_3, r_1) + O(\rho),$$

(23)

$$y^{(4)}_{\lambda}(r_1, r_2, r_3, r_4) \approx y^{(3)}_{\lambda}(r_1, r_2, r_3) y^{(3)}_{\lambda}(r_2, r_3, r_4) y^{(3)}_{\lambda}(r_3, r_4, r_1) y^{(3)}_{\lambda}(r_4, r_1, r_2) + O(\rho)$$

$$y^{(2)}_{\lambda}(r_1, r_2) y^{(2)}_{\lambda}(r_1, r_3) y^{(2)}_{\lambda}(r_1, r_4) y^{(2)}_{\lambda}(r_2, r_3) y^{(2)}_{\lambda}(r_2, r_4) y^{(2)}_{\lambda}(r_3, r_4) + O(\rho).$$

(24)
A naive way to improve the accuracy of the calculation is taking higher-order flow equations into account. However, it may be time consuming to solve higher-order flow equations since the number of arguments for the distribution functions increases. Another approach for the improvement of the accuracy is to find more accurate approximations beyond KSA. There are many studies for the correction to KSA [39]. For example, according to Ref. [40], the correction term to \( y_{\lambda}^{(3)}(r_1, r_2, r_3) \) up to \( \mathcal{O}(\rho^2) \) is given by

\[
y_{\lambda}^{(3)}(r_1, r_2, r_3) \approx y_{\lambda}^{(2)}(r_1, r_2)y_{\lambda}^{(2)}(r_2, r_3)y_{\lambda}^{(2)}(r_3, r_1)e^\rho \int_r h_{\lambda}^{(2)}(r, r)h_{\lambda}^{(2)}(r_2, r_3) + \mathcal{O}(\rho^2),
\]

where \( h_{\lambda}^{(2)}(r, r') = g_{\lambda}^{(2)}(r, r') - 1 \) is the total correlation function, in which \( g_{\lambda}^{(2)}(r, r') \) is related to \( y_{\lambda}^{(2)}(r, r') \) through Eq. (18). The convolution approximation [11] is another approximation for \( y_{\lambda}^{(3)}(r_1, r_2, r_3) \). Unfortunately, this approximation does not guarantee the finiteness of \( y_{\lambda}^{(3)}(r_1, r_2, r_3) \) since the core condition, which means that \( y_{\lambda}^{(3)}(r_1, r_2, r_3) \) vanishes if any of \( |r_i - r_j| (1 \leq i < j \leq 3) \) is lesser than the hard-core diameter for hard-core systems, is not satisfied.

### E. Homogeneous cases

In Sec. III, we will apply the formalism to homogeneous liquids. For this purpose, we rewrite the flow equations for the homogeneous case. In this case, \( \rho(r) \) and \( \overline{\psi}_{\lambda,m}(r) \) do not depend on \( r \) and \( y_{\lambda}^{(m)}(r_1, \ldots, r_m) \) only depends on \( r_1 = r_m, \ldots, r_{m-1} = r_m \): we denote \( \rho(r) \) and \( \overline{\psi}_{\lambda,m}(r) \) as \( \rho \) and \( \overline{\psi}_{\lambda,m} \), respectively, and \( y_{\lambda}^{(m)}(r_1, \ldots, r_m) \) as \( y_{\lambda}^{(m)}(r_1, \ldots, r_{m-1}) \) regarding \( r_m \) as the original point. Then, Eqs. (21) and (22) are respectively reduced to

\[
\partial_\lambda \frac{\beta F_\lambda}{N} = -\frac{\rho}{2} \int_r \left[ \partial_\lambda e^{-\beta v_{\lambda}(r)} \right] y_{\lambda}^{(2)}(r),
\]

\[
\partial_\lambda \ln y_{\lambda}^{(m)}(r_1, \ldots, r_{m-1}) = \partial_\lambda \overline{\psi}_{\lambda,m} \left( m + \rho \int_r e^{-\beta \sum_{i=1}^{m-1} v_{\lambda}(r_i - r) - \beta v_{\lambda}(r)} \frac{y_{\lambda}^{(m+1)}(r_1, \ldots, r_{m-1}, r)}{y_{\lambda}^{(m)}(r_1, \ldots, r_{m-1})} - 1 \right)
\]

\[
+ \rho \int_r \partial_\lambda \left[ e^{-\beta \sum_{i=1}^{m-1} v_{\lambda}(r_i - r) - \beta v_{\lambda}(r)} \right] \frac{y_{\lambda}^{(m+1)}(r_1, \ldots, r_{m-1})}{y_{\lambda}^{(m)}(r_1, \ldots, r_{m-1})}
\]

\[
+ \frac{\rho^2}{2} \int_{r,r'} \partial_\lambda \left[ e^{-\beta v_{\lambda}(r-r')} \right] y_{\lambda}^{(2)}(r - r') \times \left[ e^{-\beta \sum_{i=1}^{m-1} v_{\lambda}(r_i - r) - \beta \sum_{i=1}^{m-1} v_{\lambda}(r_i - r') - \beta v_{\lambda}(r) - \beta v_{\lambda}(r')} \frac{y_{\lambda}^{(m+2)}(r, r', r_1, \ldots, r_{m-1})}{y_{\lambda}^{(2)}(r - r') y_{\lambda}^{(m)}(r_1, \ldots, r_{m-1})} - 1 \right],
\]

where \( N = \rho \int dr \) is the total particle number. In this case, the flow equation for \( \overline{\psi}_{\lambda,m} \) is explicitly derived from Eq. (27) for \( m = 1 \) and \( y_{\lambda}^{(1)} = 1 \):

\[
\partial_\lambda \overline{\psi}_{\lambda,m} = -\frac{\rho}{2} \int_r \partial \lambda \left[ e^{-\beta v_{\lambda}(r)} y_{\lambda}^{(2)}(r) \right] \left( 1 + \frac{\rho}{2} \int_r \left[ e^{-\beta v_{\lambda}(r-r')} - \beta v_{\lambda}(r') \frac{y_{\lambda}^{(3)}(r+r', r')}{y_{\lambda}^{(2)}(r')} - 1 \right] \right) - 1 \right).
\]

In homogeneous systems, the leading order of the density expansion for \( \omega_{\lambda}(r_1) = \ln y_{\lambda}(r_1) \) is known as [11]

\[
\omega_{\lambda}(r_1) = \rho \int f_{\lambda}(r_1 - r) f_{\lambda}(r)
\]
with the Mayer function \( f_1(r) = e^{-\beta v_\lambda(r)} - 1 \). This can be reproduced from Eqs. (28) and (27) for \( m = 2 \). If we ignore the \( \lambda \) dependence in the right-hand sides of Eqs. (28) and (27) for \( m = 2 \) except for \( \partial_\lambda [e^{-\beta v_\lambda(r)}] \) and \( \partial_\lambda [e^{-\beta v_\lambda(r-r')} \big] \), Eqs. (28) and (27) for \( m = 2 \) are approximated as follows:

\[
\begin{align*}
\partial_\lambda \psi_{\text{max}, \lambda} & \approx -\rho \int_r \partial_\lambda \left[ e^{-\beta v_\lambda(r)} \right], \\
\partial_\lambda \omega_{\lambda}(r_1) & \approx 2\partial_\lambda \psi_{\text{max}, \lambda} + \rho \int_r \partial_\lambda \left[ e^{-\beta v_\lambda(r_1-r)} - e^{-\beta v_\lambda(r)} \right].
\end{align*}
\]

Inserting Eq. (30) into Eq. (31) and integrating Eq. (31) with respect to \( \lambda \), we have Eq. (29). By considering the \( \lambda \) dependence of other factors in addition to \( \partial_\lambda [e^{-\beta v_\lambda(r)}] \) and \( \partial_\lambda [e^{-\beta v_\lambda(r-r')} \big] \), the higher-order contributions in the density expansion are incorporated in our flow equations.

**F. Setting of the evolution to treat hard core**

In principle, results do not depend on the choice of \( v_\lambda(r-r') \) during the flow if the flow equations are exactly treated. The introduction of truncation, however, causes the dependence and one should discuss appropriate settings for \( v_\lambda(r-r') \). Moreover, some choice of \( v_\lambda(r-r') \) causes breakdown of the numerical calculation. Let us give a discussion about the choice of \( v_\lambda(r-r') \) for a two-body interaction having a repulsive core in the case of employing KSA.

A naive choice may be the adiabatic-connection-like form:

\[ v_\lambda(r-r') = \lambda v(r-r'). \]  

(32)

This choice is, however, problematic in the case of the presence of a repulsive core. For simplicity, let us consider the case of a hard sphere with a diameter \( \sigma \). Under the choice of Eq. (32), we have

\[ e^{-\beta v_\lambda(r-r')} = \begin{cases} 
1 & \lambda = 0, \\
\theta(|r-r'| - \sigma) & \lambda > 0,
\end{cases} \]

(33)

which shows the factors such as \( e^{-\beta v_\lambda(r-r')} \) appearing in the flow equations (26) and (27) suddenly changes as \( \lambda \) departs from 0 and particularly the divergences of the factors \( \partial_\lambda e^{-\beta v_\lambda(r-r')} \) occur at \( \lambda = 0 \). Such divergences are hard to treat in the numerical calculation.

Our proposal for a possible choice not only circumventing this problem but also contributing to the improvement of the accuracy with KSA is the following one:

\[ v_\lambda(r-r') = \begin{cases} 
\infty & |r-r'| < \lambda \sigma, \\
0 & |r-r'| \geq \lambda \sigma,
\end{cases} \]

(34)

which is represented visually in Fig. 2. Figure 2 also shows the evolution of \( e^{-\beta v_\lambda(r-r')} \). Although a delta function appears in \( \partial_\lambda e^{-\beta v_\lambda(r-r')} \), this factor always appears in the integrands of spatial integrals in Eqs. (26) and (27) and does not cause divergence in the flow equations. This choice also has an advantage for the accuracy of the calculation with KSA. Since the only dimensionless parameter of the hard-sphere fluid is the packing fraction, a system composed of hard spheres with a small diameter can be viewed as a low-density system. In addition, the RG-inspired flow is equivalent to an evolving packing fraction \( \eta_\lambda = \rho V_{\text{HS}}(\lambda \sigma) \) with \( V_{\text{HS}}(\lambda \sigma) \) being the volume of a hard sphere having a diameter \( \lambda \sigma \). Therefore, it is guaranteed that the flow equations with KSA becomes accurate at least smaller \( \lambda \) since KSA is accurate in low-density cases.

Figure 2 also shows the evolution of \( e^{-\beta v_\lambda(r-r')} \). Although a delta function appears in \( \partial_\lambda e^{-\beta v_\lambda(r-r')} \), this factor always appears in the integrands of spatial integrals in Eqs. (26) and (27) and does not cause divergence in the flow equations. This choice also has an advantage for the accuracy of the calculation with KSA. Since the only dimensionless parameter of the hard-sphere fluid is the packing fraction, a system composed of hard spheres with a small diameter can be viewed as a low-density system. In addition, the RG-inspired flow is equivalent to an evolving packing fraction \( \eta_\lambda = \rho V_{\text{HS}}(\lambda \sigma) \) with \( V_{\text{HS}}(\lambda \sigma) \) being the volume of a hard sphere having a diameter \( \lambda \sigma \). Therefore, it is guaranteed that the flow equations with KSA becomes accurate at least smaller \( \lambda \) since KSA is accurate in low-density cases. Although KSA holds only for low-density cases, the property that the flow is accurate at least near the starting point \( \lambda = 0 \) may contribute to the improvement of the accuracy of FRG in moderate and high densities.

It is conceivable to improve the accuracy by optimizing the evolution with a help of the principle of minimal sensitivity (PMS) [42]. In the PMS, one uses the exact condition by which the results do not depend on the choice of the evolution, which in our case, corresponds to generalizing the evolution of \( \beta v_\lambda(r-r') \) for finding a stationary path.

The derivation of the flow equations for cavity distribution functions and the ideas for truncation and choice of the flow have been presented in this section. In the next section, the accuracy of our method will be assessed through applications to exactly solvable models.
III. DEMONSTRATION IN ONE-DIMENSIONAL LIQUIDS

In this section, we apply the flow equations obtained in the previous section to one-dimensional exactly solvable models to investigate the accuracy. In particular, our results are compared to those obtained by HNC and PY.

A. Model

For the purpose of investigating the accuracy of our method, an application to a model for which exact solutions are obtained is desirable. We employ a one-dimensional fluid composed of hard rods with an attractive force \cite{13}, whose interaction is described by

\[
\beta v(r) = \begin{cases} 
\infty & |r| < \sigma \\
-z_p(\sigma + \sigma_p - |r|) & \sigma \leq |r| < \sigma + \sigma_p \\
0 & \sigma + \sigma_p \leq |r| 
\end{cases}, \tag{37}
\]

where \(\sigma \geq 0\) is the diameter of a hard rod and the parameters for the attractive force satisfies \(z_p \geq 0\) and \(\sigma_p \geq 0\).

It is known that exact solutions for the structure factor and thermodynamic quantities are obtained in the case of \(\sigma_p < \sigma\), which implies that each particle interacts with only the nearest neighbor ones and simplifies the calculation of the grand partition function. The pressure \(P\) is obtained by solving the following equation \cite{14}:

\[
\frac{1}{\rho} = -\frac{d}{ds} \ln \tilde{J}(s) \bigg|_{s=\beta P}, \tag{38}
\]

where \(\tilde{J}(s)\) is defined by the following Laplace transform:

\[
\tilde{J}(s) = \int_0^\infty dx e^{-sx} e^{-\beta v(x)}. \tag{39}
\]

The chemical potential is determined as a function of \(\beta P\):

\[
\beta \mu(\beta P) = \ln \frac{\Lambda}{\tilde{J}(\beta P)}. \tag{40}
\]

Once the pressure is calculated, the structure factor is obtained through the exact relation \cite{15}:

\[
S(k) = \frac{1 - |a(k)|^2}{|1 - a(k)|^2}. \tag{41}
\]

with \(a(k) = e^{-\beta \mu(\beta P+ik)+\beta \mu(\beta P)}\).

B. Details of calculation

1. FRG

We consider the flow equations up to the second order, i.e., Eqs. \(26\), \(28\), and \(27\) for \(m = 2\). KSA (Eqs. \(23\) and \(24\)) is applied to the higher-order correlation functions \(y_{\lambda}^{(3)}(r_1, r_2)\) and \(y_{\lambda}^{(4)}(r_1, r_2, r_3)\) appearing in the flow equations. We set the evolution in two steps: In the first step, the hard repulsive part of the interaction is taken with the RG-inspired flow represented in Eq. \(34\). We find that the application of the RG-inspired flow to the attractive part sometimes makes the numerical calculation unstable, which may be because the exponential factor \(e^{-\beta v_{\lambda}(r)}\) can take a large value when \(\beta v_{\lambda}(r) < 0\) and the evolution becomes unexpectedly rapid during the RG-inspired flow. Instead of this, as the second step, we incorporate the attractive part with the adiabatic-connection-like flow. In summary, \(\beta v_{\lambda}(r)\) is set as follows:

\[
\beta v_{\lambda}(r) = \begin{cases} 
\infty & |r| < 2\lambda \sigma \\
0 & |r| \geq 2\lambda \sigma 
\end{cases}, \tag{42}
\]

for \(0 \leq \lambda < 1/2\), and

\[
\beta v_{\lambda}(r) = \begin{cases} 
\infty & |r| < \sigma \\
-(2\lambda - 1)z_p(\sigma + \sigma_p - |r|) & \sigma \leq |r| < \sigma + \sigma_p \\
0 & \sigma + \sigma_p \leq |r| 
\end{cases}, \tag{43}
\]

for \(1/2 \leq \lambda \leq 1\). This choice for \(\beta v_{\lambda}(r)\) is visualized in Fig. 3. Since the interaction is turned off at \(\lambda = 0\), the initial condition required for solving the flow equations is given by \(y_{\lambda=0}^{(2)}(r) = 1\).

For the numerical implementation of our calculation, the GNU scientific library (GSL) is employed. In both the first and second parts of the evolution, i.e. \(0 \leq \lambda < 1/2\) and \(1/2 \leq \lambda \leq 1\), respectively, the flow equations are solved with the eighth-order Runge–Kutta method within 20 steps. The cavity distribution function \(y_{\lambda}^{(2)}(r)\) is derived on 512 grid points in \(0 \leq r < 10\sigma\). To evaluate the spatial integral, we employ the Gauss–Kronrod 21-point method with applying the spline interpolation for \(y_{\lambda}^{(2)}(r)\).


For the purpose of comparing our method to other conventional ones, we perform calculations by use of the integral-equation method with HNC and PY. In this method, the pair distribution function is calculated through the coupled integral equations composed of the OZ equation

\[ h(r) = c(r) + \rho \int dr' c(r - r') h(r') \tag{44} \]

and a closure relation, which is given by

\[ h(r) = e^{-\beta v(r)+h(r)-c(r)} - 1 \quad \text{(HNC),} \tag{45} \]
\[ h(r) = e^{-\beta v(r)} [1 + h(r) - c(r)] - 1 \quad \text{(PY).} \tag{46} \]

Here, \( c(r) \) is the direct correlation function and \( h(r) = g^{(2)}(r) - 1 \) is the total correlation function. The coupled integral equations are solved numerically in an iterative manner. We use the exact solutions as the starting conditions of the iteration. From the resultant \( g^{(2)}(r) \), we calculate \( \beta P \) through the pressure equation:

\[ \frac{\beta P}{\rho} = 1 - \rho \int_0^\infty dr r \frac{d\beta v(r)}{dr} g^{(2)}(r). \tag{47} \]

In the case of HNC, the excess chemical potential \( \mu^{ex} \) can be calculated using [1]

\[ \beta \mu^{ex} = \frac{1}{2} \rho \int dr h(r) [h(r) - c(r)] - \rho \int dr c(r). \tag{48} \]

In the case of PY, we calculate \( \beta P(\rho) \) for various densities and perform the numerical integration with respect to \( \rho \) to obtain the free-energy per particle:

\[ \frac{\beta F}{N} = \int_0^\infty d\rho \frac{\beta P(\rho')}{\rho'^2}, \tag{49} \]

which is derived from the thermodynamic relation:

\[ P = -\left( \frac{\partial F}{\partial V} \right)_{\beta,N}, \tag{50} \]

with the spatial volume \( V \). The chemical potential is also obtained from

\[ \beta \mu = \frac{F}{N} + \frac{\beta P}{\rho}. \tag{51} \]

C. Results for pure hard rods

We first show the case of a liquid composed of pure hard rods (Tonks gas), i.e., the case of \( z_p = 0 \). As for the thermodynamic quantities, the excess free energy per particle \( \beta F^{ex}/N = F_{ex}/N - F_{\lambda=0}/N \) and the excess chemical potential \( \mu^{ex} = (\psi_{max,\lambda=1} - \psi_{max,\lambda=0})/\beta \) are obtained from FRG. Figure 4 shows the results of \( \beta F^{ex}/N \) and \( \beta \mu^{ex} \) together with the exact solutions and those obtained by HNC as functions of the packing fraction \( \rho \sigma \). For the pure hard-rod system, PY gives the exact solutions [46, 47]. On the other hand, the results by HNC deviates from the exact solutions as the system becomes dense. In both results of \( \beta F^{ex}/N \) and \( \beta \mu^{ex} \), FRG shows more accurate results than those given by HNC.

Figure 4 shows the results of the pair distribution function \( g^{(2)}(r) \) and the static structure factor \( S(k) \) for some packing fractions. Through the numerical evaluation of the Fourier transform

\[ g^{(2)}(r) = \frac{1}{\rho} \int_{-\infty}^{\infty} \frac{dk}{2\pi} e^{-ikr} [S(k) - 1] + 1, \tag{52} \]

\( g^{(2)}(r) \) is calculated from \( S(k) \) in the case of the exact solution and vice versa in the cases of FRG and the integral-equation method. HNC misses the height of the first peak and the position of the second peak of \( g^{(2)}(r) \), which becomes worse as the system becomes dense. In comparison to HNC, FRG gives more accurate results, although it slightly overestimates the height of the first peak at high density. FRG also gives more accurate results for the height and position of each peak of \( S(k) \) than HNC.

We also calculate the pressure from \( F^{ex}/N \) and \( \beta \mu^{ex} \) via Eq. (51). The result of the pressure by FRG is accurate as well as \( F^{ex}/N \) and \( \beta \mu^{ex} \).
D. Results for hard rod with attractive force

We set \( z_p = 1 \) and \( \sigma_p = 0.9 \) to see the effect of the attractive force. The results for the thermodynamic quantities are shown in Fig. 6. The results of HNC is not shown in \( \rho \sigma \geq 0.59 \) since the calculation does not converge in this region. Due to the presence of the attractive force, the results of PY no longer agree with the exact solutions. It is noteworthy that FRG gives an accurate result for \( \beta F^{\text{ex}}/N \) in comparison to HNC and PY although PY has advantages for hard-rod systems as it gives exact solutions without the attractive force. On the other hand, an anomalous decrease is found near \( \rho \sigma = 0.6 \) in the result of \( \beta \mu^{\text{ex}} \) by solving the FRG flow equation for the chemical potential \[.25\] as shown in Eq. (26). Actually, the accuracy for \( \beta \mu^{\text{ex}} \) can differ from that for \( \beta F^{\text{ex}}/N \) since our approximation violates the thermodynamic relation between \( \beta \mu^{\text{ex}} \) and \( \beta F^{\text{ex}}/N \):

\[
\beta \mu^{\text{ex}} = \left( \frac{\partial \beta F^{\text{ex}}}{\partial N} \right)_{\beta,V} = \frac{\beta F^{\text{ex}}}{N} + \rho \left( \frac{\partial \beta F^{\text{ex}}}{\partial \rho} \right)_{\beta}.
\]

Instead of the flow equation for \( \psi_{\text{max,}\lambda} \), we also evaluate \( \beta \mu^{\text{ex}} \) from this thermodynamic relation with evaluating the derivative of \( \beta F^{\text{ex}}/N \) with respect to \( \rho \). We fit the result of \( \beta F^{\text{ex}}/N \) by a fourth-order polynomial \( \beta F^{\text{ex}}/N = \sum_{i=1}^{4} a_i (\rho \sigma)^i \) and calculate the derivative from the fitting function, instead of performing the numerical derivative, which gives noisy results. The resultant fitting curve for \( \beta F^{\text{ex}}/N \) and \( \beta \mu^{\text{ex}} \) obtained by use of the fitting function are depicted as a gray dotted–dashed lines in Fig. 6. The result of \( \beta \mu^{\text{ex}} \) from the fitting-aided
method gives reasonable and more accurate result than other methods.

Finally, the results for $g^{(2)}(r)$ and $S(k)$ are presented. Figure 6 shows the results of $g^{(2)}(r)$ and $S(k)$ calculated for some packing fractions. Particularly, FRG accurately predicts the height of the first peak, while other methods overestimate it as the system becomes dense. For $S(k)$, FRG gives results comparably accurate to PY, while there appears anomalous behavior near $k = 0$ at high density.

IV. CONCLUSION

In this paper, we present a method for classical liquids based on the functional renormalization group (FRG). The flow equations associated with the evolution of the two-body interaction are derived for the cavity distribution functions at arbitrary order, which are suitable to treat the short-range repulsion in the interaction. As a practical prescription for numerical calculations, we have proposed truncation method using the Kirkwood superposition approximation (KSA) and pointed out that choosing the evolution so that the interaction is gradually incorporated from the short-range to long-range parts is a suitable choice of the flow to treat a strong repulsive part with KSA. To illustrate how our method works, an application to a one-dimensional liquid composed of hard rods with and without an attractive force, which is an exactly solvable model, and the comparison to the integral-equation method based on the Ornstein-Zernike equation such as the hypernetted chain (HNC) and the Percus-Yevick (PY) equation have been presented. The flow equations up to the second order with KSA have been employed in the calculation. It is noteworthy that the excess free energy per particle and the height of the first peak of the pair distribution function $g^{(2)}(r)$ given by FRG show better results than those given by PY in the presence of the attractive force although PY has advantages for hard rods as it gives exact solutions without the attractive force. In comparison with HNC, FRG shows better results for the excess free energy per particle and the heights and positions of peaks in both cases with and without the attractive force. These results suggest that FRG can become an accurate framework to incorporate the repulsive and attractive parts of the interaction on the same footing without a reference system representing the contribution from short-range repulsion.

To further improve the accuracy and avoid anomalous behaviors of the excess chemical potential and structure functions in low momentum observed in our calculation in high density, the improvement of the approximation is desirable. In addition to treating higher-order flow equations, we have referred to a way to taking correction terms to KSA proposed in Ref. [40] into account. Meanwhile, one may alternatively be based on small expansion parameters realized by using the gradient expansion, HRT, or the Blaizot–Méndez–Wschebor approximation [46] as discussed in Ref. [25]. Although we have treated the short-range repulsion by introducing the cavity distribution functions, one may alternatively use the method developed for spin systems [49], where the short-range fluctuations are incorporated by solving single site problems and FRG is used to incorporate longer-range fluctuations.

Our method can be straightforwardly extended to three-dimensional systems and applied to other potentials such as the Lennard–Jones potential, which are, of course, important future tasks. Regarding the calculation in three-dimensional systems, we believe that it is efficiently doable with employing efficient ways to evaluate the spatial integrals [50]. The description of phase transition and the analysis of critical points, to which previous studies with FRG for classical liquids are devoted, is another topic of interest.
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FIG. 7. (a) Pair correlation functions $g^{(2)}(x)$ and (b) static structure functions $S(k)$ of hard rods with $z_p = 1$ and $\sigma_s = 0.9$ calculated in $\rho \sigma = 0.4$, 0.5, and 0.6. The style and color of each line corresponding to each method is the same as Fig. 6.

Appendix A: Derivation of Eqs. (16) and (17)

In this Appendix, we present the derivation of Eqs. (16) and (17). For convenience, let us introduce the following notation for $m$-particle density, in which the argument is explicitly shown:

$$\rho_{\lambda}^{(m)}[\rho_{\nu}](r_1, \ldots, r_m) = \left\langle \prod_{i=1}^{m} \left( \hat{\rho}(r_i) - \sum_{j=1}^{i-1} \delta(r_j - r_i) \right) \right\rangle_{\lambda, \psi_{\max}, \lambda[\rho_{\nu}]}.$$  \hspace{1cm} (A1)

From Eqs. (11), (12), and (A1), we have

$$\left( \frac{\delta^2 \beta F_\lambda}{\delta \rho_{\nu} \delta \rho_{\nu}} \right)^{-1} [\rho_{\nu}](r, r') = \left( \hat{\rho}(r) \hat{\rho}(r') \right)_{\lambda, \psi_{\max}, \lambda[\rho_{\nu}]} - \rho_{\nu}(r) \rho_{\nu}(r')$$

$$= \rho_{\lambda}^{(2)}[\rho_{\nu}](r, r') + \rho_{\nu}(r) \delta(r - r') - \rho_{\nu}(r) \rho_{\nu}(r').$$  \hspace{1cm} (A2)

Inserting this into Eq. (6) with the substitution $\rho_{\nu}(r) = \rho(r)$, we arrive at Eq. (16).

The derivation of Eq. (17) is based on the mathematical induction. In terms of $\rho^{(m)}_{\lambda}[\rho_{\nu}](r_1, \ldots, r_m)$, Eq. (17)
corresponds to the following equation:

\[
\delta \lambda \rho^{(k)}_\lambda [\rho_v](r_1, \ldots, r_k) + \sum_{i<j}^k \frac{\partial \lambda}{\partial \lambda} [\beta v_\lambda (r_i - r_j)] \rho^{(k)}_\lambda [\rho_v](r_1, \ldots, r_k)
\]

\[
= \int [\rho^{(k+1)}_\lambda [\rho_v](r_1, \ldots, r_k, r) - \rho_v(r) \rho^{(k)}_\lambda [\rho_v](r_1, \ldots, r_k)] \partial \lambda \overline{\mathcal{V}}_{\max, \lambda} [\rho_v](r)
\]

\[
+ \rho^{(m)}_\lambda [\rho_v](r_1, \ldots, r_k) \sum_{i=1}^k \partial \lambda \overline{\mathcal{V}}_{\max, \lambda} [\rho_v](r_i) - \int \sum_{r_{i=1}}^k \partial \lambda [\beta v_\lambda (r - r_i)] \rho^{(k+1)}_\lambda [\rho_v](r_1, r, \ldots, r_k)
\]

\[
- \frac{1}{2} \int_{r, r'} \partial \lambda [\beta v_\lambda (r - r')] \left[ \rho^{(k+2)}_\lambda [\rho_v](r, r', r_1, \ldots, r_m) - \rho^{(2)}_\lambda [\rho_v](r, r') \rho^{(k)}_\lambda [\rho_v](r_1, \ldots, r_k) \right].
\] (A3)

Let us show this equation holds for arbitrary integer \( k \geq 1 \).

For the proof, we prepare an expression for the derivative of \( \rho^{(m)}_\lambda [\rho_v](r_1, \ldots, r_m) \) with respect to \( \rho_v(r) \):

\[
\frac{\delta \rho^{(m)}_\lambda [\rho_v](r_1, \ldots, r_m)}{\delta \rho_v(r)} = \int \frac{\delta^2 F_\lambda[\rho_v]}{\delta \rho_v(r) \delta \rho_v(r_{m+1})} \frac{\delta \rho^{(m)}_\lambda [\rho_v](r_1, \ldots, r_{m+1})}{\delta \rho_v(r_{m+1})} \bigg|_{\overline{\mathcal{V}} = \overline{\mathcal{V}}_{\max, \lambda}[\rho_v]}
\]

\[
\int \frac{\delta^2 F_\lambda[\rho_v]}{\delta \rho_v(r) \delta \rho_v(r_{m+1})} \frac{\delta \rho^{(m)}_\lambda [\rho_v](r_1, \ldots, r_{m+1})}{\delta \rho_v(r_{m+1})} \bigg|_{\overline{\mathcal{V}} = \overline{\mathcal{V}}_{\max, \lambda}[\rho_v]},
\] (A4)

where we have used Eq. (5). Using Eq. (15) and remembering Eq. (9), we have

\[
\frac{\delta \rho^{(m)}_\lambda [\rho_v](r_1, \ldots, r_{m+1})}{\delta \overline{\mathcal{V}}[\rho_v]} \bigg|_{\overline{\mathcal{V}} = \overline{\mathcal{V}}_{\max, \lambda}[\rho_v]}
\]

\[
= \left( \rho(r_{m+1}) \prod_{i=1}^m \left( \rho(r_i) - \sum_{j=1}^{i-1} \delta(r_j - r_i) \right) \right) \rho^{(m)}_\lambda [\rho_v](r_1, \ldots, r_m)
\]

\[
- \rho(r_{m+1}) \rho^{(m)}_\lambda [\rho_v](r_1, \ldots, r_m) \right) \sum_{k=1}^m \delta(r_k - r_{m+1}) - \rho(r_{m+1}) \right).
\] (A5)

Therefore, Eq. (A4) is rewritten as

\[
\frac{\delta \rho^{(m)}_\lambda [\rho_v](r_1, \ldots, r_{m+1})}{\delta \overline{\mathcal{V}}[\rho_v]} \bigg|_{\overline{\mathcal{V}} = \overline{\mathcal{V}}_{\max, \lambda}[\rho_v]}
\]

\[
= \int \frac{\delta^2 F_\lambda[\rho_v]}{\delta \rho_v(r) \delta \rho_v(r')} \left( \rho^{(m+1)}_\lambda [\rho_v](r_1, \ldots, r_{m+1}) + \rho^{(m)}_\lambda [\rho_v](r_1, \ldots, r_m) \sum_{k=1}^m \delta(r_k - r - r') \right).
\] (A6)

Equation (A3) for \( k = 1 \) is obtained from the first derivative of Eq. (6):

\[
\partial \lambda \frac{\delta F_\lambda[\rho_v]}{\delta \rho_v(r_1)} = \frac{1}{2} \int_{r, r'} \partial \lambda [\beta v_\lambda (r - r')] \frac{\delta}{\delta \rho_v(r_1)} \left( \rho_v(r) \rho_v(r') + \left( \frac{\delta^2 F_\lambda}{\delta \rho_v \delta \rho_v} \right)^{-1} [\rho_v](r, r') - \rho_v(r) \delta(r - r') \right).
\] (A7)

From Eqs. (A8) and (A6), we obtain

\[
\frac{\delta}{\delta \rho_v(r_1)} \left( \rho_v(r) \rho_v(r') + \left( \frac{\delta^2 F_\lambda}{\delta \rho_v \delta \rho_v} \right)^{-1} [\rho_v](r, r') - \rho_v(r) \delta(r - r') \right)
\]

\[
= \int_{r, r'} \frac{\delta^2 F_\lambda[\rho_v]}{\delta \rho_v(r_1) \delta \rho_v(r')} \left( \rho^{(3)}_\lambda [\rho_v](r, r', r'') + \rho^{(2)}_\lambda [\rho_v](r, r') \sum_{k=1}^m \delta(r - r'' + \delta(r' - r'') - \rho_v(r'')) \right).
\] (A8)
By use of this relation and Eq. (5), Eq. (A7) is rewritten as follows:

\[
\frac{\partial}{\partial \beta} \psi_{\max, \lambda}[\rho_v](r_1) = \frac{1}{2} \int_{r, r'} \frac{\delta^2 \beta F_\lambda[\rho_v]}{\delta \rho_v(r_1) \delta \rho_v(r')}(\rho^{(3)}_\lambda[\rho_v](r, r', r'') + \rho^{(2)}_\lambda[\rho_v](r, r') \left( \sum_{k=1}^{m} \delta(r - r'') + \delta(r' - r'') - \rho_v(r'') \right)) .
\]

(A9)

Multiplying the inverse of the second derivative of \(\beta F_\lambda[\rho_v]\) and using Eq. (A8), we have

\[
0 = \int_r \left[ \rho^{(2)}_\lambda[\rho_v](r_1, r) - \rho_v(r) \rho_v(r_1) \right] \frac{\partial}{\partial \beta} \psi_{\max, \lambda}[\rho_v](r) + \rho_v(r_1) \frac{\partial}{\partial \beta} \psi_{\max, \lambda}[\rho_v](r_1)
- \int_r \frac{\partial}{\partial \beta} \psi_{\lambda}(r - r_1) \rho^{(2)}_\lambda[\rho_v](r, r_1) - \frac{1}{2} \int_{r, r'} \frac{\partial}{\partial \psi_{\lambda}} \left( \rho^{(3)}_\lambda[\rho_v](r, r', r_1) - \rho_v(r_1) \rho^{(2)}_\lambda[\rho_v](r, r') \right) .
\]

(A10)

This equation corresponds to Eq. (A3) for \(k = 1\).

Now we assume that Eq. (A3) holds for all \(k \leq m\) and show that this equation also holds for \(k = m + 1\) by differentiating Eq. (A3) for \(k = m\). As one can see from Eq. (A6), there appears \(\frac{\partial}{\partial \psi_{\max, \lambda}[\rho_v]} \) in the left-hand side of Eq. (A3). Such a factor also appears from the \(\rho_v\)-derivative of the first term in the left-hand side of Eq. (A3). These terms involving the factor \(\frac{\partial}{\partial \psi_{\max, \lambda}[\rho_v]} \) as one can see from Eq. (A5). These terms involving the factor \(\frac{\partial}{\partial \psi_{\lambda} \rho_v} \) cancel each other. Then the \(\rho_v\)-derivative of Eq. (A3) for \(k = m\) reads

\[
\int_r \frac{\delta^2 \beta F_\lambda[\rho_v]}{\delta \rho_v(r'' \rho_v)(r')}(\partial_{\lambda} \rho^{(m+1)}_\lambda[\rho_v](r_1, \ldots, r_m, r') + \partial_{\lambda} \rho^{(m)}_\lambda[\rho_v](r_1, \ldots, r_m) \left( \sum_{k=1}^{m} \delta(r_k - r') - \rho_v(r') \right))
+ \sum_{i<j} \frac{\partial}{\partial \psi_{\lambda} \rho_v(r_i - r_j)} \rho^{(m)}_\lambda[\rho_v](r_1, \ldots, r_m)
= \int_r \left[ \frac{\delta}{\delta \rho_v(r'')}(\rho^{(m+1)}_\lambda[\rho_v](r_1, \ldots, r_m, r) - \rho_v(r) \frac{\delta}{\delta \rho_v(r'')} \rho^{(m)}_\lambda[\rho_v](r_1, \ldots, r_m) \right] \partial_{\lambda} \psi_{\max, \lambda}[\rho_v](r)
- \rho^{(m)}_\lambda[\rho_v](r_1, \ldots, r_m) \partial_{\lambda} \psi_{\max, \lambda}[\rho_v](r_1, \ldots, r_m) + \frac{\delta}{\delta \rho_v(r'')} \rho^{(m)}_\lambda[\rho_v](r_1, \ldots, r_m) \sum_{i=1}^{m} \partial_{\lambda} \psi_{\max, \lambda}[\rho_v](r_i)
- \int_r \sum_{i=1}^{m} \frac{\partial}{\partial \psi_{\lambda} \rho_v(r_i - r_1)} \rho^{(m+1)}_\lambda[\rho_v](r, r_1, \ldots, r_m)
- \frac{1}{2} \int_{r, r'} \frac{\partial}{\partial \psi_{\lambda} \rho_v(r - r')} \left[ \frac{\delta}{\delta \rho_v(r'')} \rho^{(m+2)}_\lambda[\rho_v](r, r', r_1, \ldots, r_m) - \rho^{(2)}_\lambda[\rho_v](r, r', r_1, \ldots, r_m) \right]
+ \frac{1}{2} \int_{r, r'} \frac{\partial}{\partial \psi_{\lambda} \rho_v(r - r')} \rho^{(m)}_\lambda[\rho_v](r_1, \ldots, r_m) \frac{\delta}{\delta \rho_v(r'')} \rho^{(2)}_\lambda[\rho_v](r, r') .
\]

(A11)
Multiplying \((\delta^2 \beta F_\lambda / \delta \rho_\nu \delta \rho_\nu)^{-1}[\rho_\nu]\), we have

\[
\begin{align*}
\partial_\lambda \rho_\lambda^{(m+1)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_{m+1}\) &+ \partial_\lambda \rho_\lambda^{(m)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_m\) \left[ \sum_{k=1}^{m} \delta(\mathbf{r}_k - \mathbf{r}') - \rho(\mathbf{r}_{m+1}) \right] \\
+ &\sum_{i<j} \partial_\lambda [\beta v_\lambda(\mathbf{r}_i - \mathbf{r}_j)] R_\lambda^{(m)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_m; \mathbf{r}_{m+1}\) \\
= &\int \left[ R_\lambda^{(m+1)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_m, \mathbf{r}; \mathbf{r}_{m+1}\) - \rho_\nu(\mathbf{r}) R_\lambda^{(m)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_m; \mathbf{r}_{m+1}\) \right] \partial_\lambda \bar{\psi}_{\text{max}, \lambda}[\rho_\nu](\mathbf{r}) \\
&- \int \left( \delta^2 F_\lambda \right)^{-1} \left[ \rho_\nu(\mathbf{r}_{m+1}, \mathbf{r}) \rho_\lambda^{(m)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_{m+1}\) \right] \partial_\lambda \bar{\psi}_{\text{max}, \lambda}[\rho_\nu](\mathbf{r}) \\
+ &R_\lambda^{(m)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_m; \mathbf{r}_{m+1}\) \sum_{i=1}^{m} \partial_\lambda \bar{\psi}_{\text{max}, \lambda}[\rho_\nu]\(\mathbf{r}_i\) \\
&- \int \sum_{i=1}^{m} \partial_\lambda [\beta v_\lambda(\mathbf{r} - \mathbf{r}_i)] R_\lambda^{(m+1)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_m, \mathbf{r}; \mathbf{r}_{m+1}\) \\
&- \frac{1}{2} \int_{\mathbf{r}, \mathbf{r}'} \partial_\lambda [\beta v_\lambda(\mathbf{r} - \mathbf{r}') \left[ R_\lambda^{(m+2)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_m, \mathbf{r}, \mathbf{r}; \mathbf{r}_{m+1}\) - \rho_\lambda^{(2)}[\rho_\nu]\(\mathbf{r}, \mathbf{r}'\) R_\lambda^{(m)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_m; \mathbf{r}_{m+1}\) \right] \\
&+ \frac{1}{2} \int_{\mathbf{r}, \mathbf{r}'} \partial_\lambda [\beta v_\lambda(\mathbf{r} - \mathbf{r}') \rho_\lambda^{(m)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_m\) R_\lambda^{(2)}[\rho_\nu]\(\mathbf{r}, \mathbf{r}'\)].
\end{align*}
\]

(A12)

Here, \(R_\lambda^{(m)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_m; \mathbf{r}_{m+1}\) is defined by

\[
R_\lambda^{(m)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_m; \mathbf{r}\) = \int \left( \delta^2 F_\lambda \right)^{-1} [\rho_\nu](\mathbf{r}', \mathbf{r}) \frac{\delta}{\delta \rho_\nu(\mathbf{r}') \rho_\nu^{(m)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_m\).\]

By use of Eq. (A6), we get

\[
\begin{align*}
R_\lambda^{(m)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_m; \mathbf{r}_{m+1}\) & = \rho_\lambda^{(m+1)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_{m+1}\) + \rho_\lambda^{(m)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_m\) C(\mathbf{r}_1, \ldots, \mathbf{r}_m; \mathbf{r}_{m+1}), \\
R_\lambda^{(m+1)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_m, \mathbf{r}; \mathbf{r}_{m+1}\) & = \rho_\lambda^{(m+2)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_m, \mathbf{r}\) + \rho_\lambda^{(m+1)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_m, \mathbf{r}\) [\delta(\mathbf{r} - \mathbf{r}_{m+1}) + C(\mathbf{r}_1, \ldots, \mathbf{r}_m; \mathbf{r}_{m+1})], \\
R_\lambda^{(m+2)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_m, \mathbf{r}', \mathbf{r}_{m+1}\) & = \rho_\lambda^{(m+3)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_{m+1}, \mathbf{r}, \mathbf{r}'\) + \rho_\lambda^{(m+2)}[\rho_\nu]\(\mathbf{r}_1, \ldots, \mathbf{r}_m, \mathbf{r}, \mathbf{r}'\) [\delta(\mathbf{r} - \mathbf{r}_{m+1}) + \delta(\mathbf{r}' - \mathbf{r}_{m+1}) + C(\mathbf{r}_1, \ldots, \mathbf{r}_m; \mathbf{r}_{m+1})],
\end{align*}
\]

with

\[
C(\mathbf{r}_1, \ldots, \mathbf{r}_m; \mathbf{r}_{m+1}) = \sum_{k=1}^{m} \delta(\mathbf{r}_k - \mathbf{r}_{m+1}) - \rho_\nu(\mathbf{r}_{m+1}).
\]

(A16)

Using this relation and Eq. (A3), we find the terms involving the factor \(C(\mathbf{r}_1, \ldots, \mathbf{r}_m; \mathbf{r}_{m+1})\) cancel each other. Then
Eq. (A12) is rewritten as follows:

\[
\partial_t \rho^{(m+1)}_\lambda \left[ \rho_\nu \right] (\mathbf{r}_1, \ldots, \mathbf{r}_{m+1}) + \sum_{i<j}^m \partial_\lambda \left[ \beta v_\lambda (\mathbf{r}_i - \mathbf{r}_j) \right] \rho^{(m+1)}_\lambda \left[ \rho_\nu \right] (\mathbf{r}_1, \ldots, \mathbf{r}_{m+1}) \\
= \int_\mathcal{R} \left[ \rho^{(m+2)}_\lambda \left[ \rho_\nu \right] (\mathbf{r}_1, \ldots, \mathbf{r}_{m+1}, \mathbf{r}) - \rho_\nu (\mathbf{r}) \rho^{(m+1)}_\lambda \left[ \rho_\nu \right] (\mathbf{r}_1, \ldots, \mathbf{r}_{m+1}) \right] \partial_\lambda \overline{\psi}_{\text{max}, \lambda} \left[ \rho_\nu \right] (\mathbf{r}) \\
\quad - \int_\mathcal{R} \left[ \frac{\partial^2 \beta F_\lambda}{\partial \rho_\nu \partial \rho_\nu} \right]^{-1} \left[ \rho_\nu \right] (\mathbf{r}_{m+1}, \mathbf{r}) \rho^{(m)}_\lambda \left[ \rho_\nu \right] (\mathbf{r}_1, \ldots, \mathbf{r}_m) \partial_\lambda \overline{\psi}_{\text{max}, \lambda} \left[ \rho_\nu \right] (\mathbf{r}) \\
\quad + \rho^{(m+1)}_\lambda \left[ \rho_\nu \right] (\mathbf{r}_1, \ldots, \mathbf{r}_{m+1}) \sum_{i=1}^{m+1} \partial_\lambda \overline{\psi}_{\text{max}, \lambda} \left[ \rho_\nu \right] (\mathbf{r}_i) \\
- \int_\mathcal{R} \sum_{i=1}^m \partial_\lambda \left[ \beta v_\lambda (\mathbf{r} - \mathbf{r}_i) \right] \rho^{(m+2)}_\lambda \left[ \rho_\nu \right] (\mathbf{r}_1, \ldots, \mathbf{r}_{m+1}, \mathbf{r}) - \sum_{i=1}^m \partial_\lambda \left[ \beta v_\lambda (\mathbf{r}_{m+1} - \mathbf{r}_i) \right] \rho^{(m+1)}_\lambda \left[ \rho_\nu \right] (\mathbf{r}_1, \ldots, \mathbf{r}_{m+1}) \\
\quad - \frac{1}{2} \int_\mathcal{R} \partial_\lambda \left[ \beta v_\lambda (\mathbf{r} - \mathbf{r}') \right] \left[ \rho^{(m+3)}_\lambda \left[ \rho_\nu \right] (\mathbf{r}_1, \ldots, \mathbf{r}_{m+1}, \mathbf{r}, \mathbf{r}') - \rho^{(2)}_\lambda \left[ \rho_\nu \right] (\mathbf{r}, \mathbf{r}') \rho^{(m+1)}_\lambda \left[ \rho_\nu \right] (\mathbf{r}_1, \ldots, \mathbf{r}_{m+1}) \right] \\
\quad - \int_\mathcal{R} \partial_\lambda \left[ \beta v_\lambda (\mathbf{r} - \mathbf{r}_{m+1}) \right] \rho^{(m+2)}_\lambda \left[ \rho_\nu \right] (\mathbf{r}_1, \ldots, \mathbf{r}_{m+1}, \mathbf{r}) \\
\quad + \frac{1}{2} \int_\mathcal{R} \partial_\lambda \left[ \beta v_\lambda (\mathbf{r} - \mathbf{r}') \right] \rho^{(m)}_\lambda \left[ \rho_\nu \right] (\mathbf{r}_1, \ldots, \mathbf{r}_m) \\
\times \left[ \rho^{(3)}_\lambda \left[ \rho_\nu \right] (\mathbf{r}, \mathbf{r}', \mathbf{r}_{m+1}) + \rho^{(2)}_\lambda \left[ \rho_\nu \right] (\mathbf{r}, \mathbf{r}') \left( \delta (\mathbf{r} - \mathbf{r}_{m+1}) + \delta (\mathbf{r}' - \mathbf{r}_{m+1}) - \rho_\nu (\mathbf{r}_{m+1}) \right) \right]. \tag{A17}
\]

By use of Eqs. (A8) and (A10), one finds that the second and last terms in the right-hand side of Eq. (A17) cancel each other. Finally, we can rewrite Eq. (A17) to obtain Eq. (A3) for \( k = m + 1 \). Therefore, it is proved that Eq. (A3) holds for arbitrary \( k \geq 1 \). By inserting \( \rho_\nu (\mathbf{r}) = \rho (\mathbf{r}) \), Eq. (17) is obtained.
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