Effect of Voids and Internal State Variables in Elasticity of Porous Bodies with Dipolar Structure
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Abstract: In this study, we will prove that the presence of the voids and of the internal state variables in an elastic body with dipolar structure have no effect on the result of uniqueness regarding the solution of the initial-boundary value problem from this context. First, we put down the basic equations and conditions which define the initial-boundary value problem in the context. Then, by means of three theorems, we prove some auxiliary estimates that underlie the result of uniqueness. Finally, by means of these estimates and by using the Gronwall’s inequality, we prove our main result.
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1. Introduction

First, we want to argue the motivation for considering the voids of material. In recent years, there has been a significant increase of the number of studies dedicated to the theory of porous media. This is why we have included our present study in the elasticity of media with voids or vacuous pores. It is considered that the initiator in this theory was the study [1].

As we know (see also in [2,3]) in that theory a new degree of freedom appears for a more complete description of the behavior of materials regarding the mechanical properties. The importance of porous bodies it is seen in geophysics context (geological materials, for example, rocks or soils) and in the case of granular materials (artificially obtained).

Of course, first studies were elaborated in the linear case, without taking into account the thermal effect (see, for instance, in [2]). Then, the studies approached the thermoelasticity of bodies with vacuous pores (see in [4]). Another papers in this topic can be found in [5,6]. Furthermore, in our paper we consider a dipolar structure, as a particular case of the microstructure, which was introduced by Eringen. For this we can enumerate the papers [7,8]. After that, many works appeared on microstructure media which increased the importance of this theory.

The dipolar structure, as a particular case of the microstructure, is intended to eliminate, at least in part, some contradictions in the theory of classical elasticity (one, very well known, the heat waves propagate at an infinite speed). Some outstanding researchers approached this kind of structure. We enumerate some of them, namely, the papers [9–11], that are conclusive for this structure. Different features of the generalized theories are approached in [12–22].

Now, we want to argue the motivation for considering the internal state variables. Lately, the number of studies dedicated to theory of bodies with internal state variables has increased. The internal state variables can be considered as a means to evaluate mechanical properties of a body, but also many other effects, like electric, magnetic, chemical, and so on.
For the first time, the internal state variables were considered to describe the evolution of the viscoelastic bodies in the theory of thermoelasticity (see, for instance, Chirita [23]). Then, it was found that these variables are useful for studying behavior and other types of materials.

Therefore, in the study Nachlinger and Nunziato [24] the internal state variables are used for evolution of finite deformations without conduction of heat, for an one-dimensional body.

The authors of [25] describe implications of so-called Bammann internal state variable with a good benefit to geological materials, like silicate rocks and other.

In [26], it is shown that the capillary hysteresis can be described with the help of a set of variables of internal state type. In [27], we find a model for an amorphous thermoplastics by using a set of variables of internal state type which physically motivates this thermodynamic approach.

In [28], the authors develop an elastic-viscoplastic theory for the behavior deformation of polymeric and metallic glasses. A state variable based gradient theory is presented in [29], and this theory provides a consistent framework and strong coupling in order to prescribe the dissipation and energy storage. For some results on anti-plane states in an anisotropic elastic body and for orthotropic or isotropic plates, we suggest [30,31].

2. Main Equations and Conditions

We will consider $D$ be an open domain of the Euclidean space $\mathbb{R}^3$ which is occupied, at the initial moment $t = 0$, by an elastic body with internal state variables and dipolar structure. The surface $\partial D$ is the border of the domain $D$ and is a closed and bounded set which permits the application of the theorem of divergence. A point in $D$ is represented in the form $(x_i)$ or $(x)$. For the time variable $t$ we suppose that $t \in [0, t_0)$.

The derivative of a function $f$ regarding to a spatial argument $x_j$ is denoted by $f, i$ and $\dot{f}$ is the derivative of $f$ regarding the time variable $t$.

To characterize the evolution of an elastic dipolar body with voids there are used the kinematic variables that follow:

$$v_m = v_m(x, t), \phi_{jk} = \phi_{jk}(x, t), \sigma = \sigma(x, t), (x, t) \in D \times [0, t_0),$$

where $v_m$ are the components of the displacement field and $\phi_{jk}$—the components of the dipolar displacement field and $\sigma$ is the volume distribution function.

In our following considerations, we will use $\varphi$ as the volume distribution function, where $\varphi = \sigma - \sigma_0$, where $\sigma_0$ is the value of $\sigma$ in the initial state.

By using the Green and Rivlin’s procedure, we can consider another deformation which differ from the given deformation only by a superposition of a rigid motion which consists of a rotation having a constant angular velocity. We must assume that for this motion, all other properties of the media remain unaffected by this superposition. As a consequence, we obtain the next kinematic relations, that provides expressions the measures of the strain, namely, $e_{ij}$, $\varepsilon_{ij}$ and $\gamma_{ijk}$, with regard to the variables of motion:

$$e_{ij} = \frac{1}{2}(u_{ij} + u_{ji}), \varepsilon_{ij} = u_{ij} - \phi_{ij}, \gamma_{ijk} = \phi_{jik}. \quad (1)$$

We will denote the internal state variables by $\xi_v$, $v = 1, 2, \ldots, n$, and we use the notation $\xi^0_v$ for the values of the variables in the initial state of the body. Being in the context of a linear theory it is natural to use as internal variables the difference of the above, $\omega_v$, that is

$$\omega_v = \xi_v - \xi^0_v. \quad (2)$$
We will make considerations only in the particular case in which the solids have a point which is the center of symmetry. Furthermore, we consider that for the body, which in its initial state, has no stress, is free from intrinsic equilibrated forces and has no body couples, the internal energy density is a form of quadratic power with respect to its constitutive independent variables. Thus, by using the principle of energy conservation, we obtain the following expression of the density of internal energy:

\[
\Psi = \frac{1}{2} A_{ijmn} \varepsilon_{ij} \varepsilon_{mn} + G_{mnij} \varepsilon_{mn} + F_{ijmn} \varepsilon_{ij} \gamma_{mn} + \frac{1}{2} B_{ijmn} \varepsilon_{ij} \varepsilon_{mn} \\
+ C_{ijmn} \gamma_{mn} + \frac{1}{2} a_{ij} \varepsilon_{ij} \varphi_{jk} + b_{ijk} \varepsilon_{ij} \varphi_{k} + c_{ijkm} \delta_{ijk} \varphi_{k} + \frac{1}{2} p_{mn} \varphi_{m} \varphi_{n} + \alpha_{ij} \varepsilon_{ij} \omega_{v} + \beta_{ijk} \varepsilon_{ij} \omega_{v} + \delta_{ijk} \gamma_{ijk} \omega_{v} + f_{iv} \varphi_{v} \omega_{v}.
\]

(3)

The above coefficients \(A_{ijmn}, B_{ijmn}, \ldots, a_{ijk}, \ldots, f_{iv}\) characterize the elastic properties of a body with pores and with internal state variable and are called the constitutive coefficients. In general, these coefficients depend on the point \(x\) and in the particular case when the body is homogeneous, they have constant value.

With the help of this density of internal energy, we can obtain the constitutive relations that follow, which provide the expressions for the measures of the stress, \(t_{ij}, \tau_{ij}, m_{ijk}, h_{i}\), as functions depending on the tensors of strain:

\[
t_{ij} = \frac{\partial \Psi}{\partial \varepsilon_{ij}} = A_{ijmn} \varepsilon_{mn} + G_{mnij} \varepsilon_{mn} + F_{ijmn} \varepsilon_{ij} \gamma_{mn} + a_{ij} \varepsilon_{ij} \varphi_{jk} + \alpha_{ij} \omega_{v},
\]

\[
\tau_{ij} = \frac{\partial \Psi}{\partial \gamma_{ij}} = G_{ijmn} \varepsilon_{mn} + B_{ijmn} \gamma_{mn} + D_{ijmn} \gamma_{mn} + b_{ijk} \varphi_{k} + \beta_{ijk} \omega_{v},
\]

\[
m_{ijk} = \frac{\partial \Psi}{\partial \varphi_{ijk}} = F_{ijk} \varepsilon_{mn} + D_{mnij} \varepsilon_{mn} + C_{mnij} \gamma_{mn} + c_{ijkm} \varphi_{m} + \delta_{ijk} \omega_{v},
\]

\[
h_{i} = \frac{\partial \Psi}{\partial \omega_{i}} = a_{ij} \varepsilon_{ij} + b_{ijk} \varepsilon_{jk} + c_{ij} \gamma_{ij} \omega_{v} + f_{iv} \varphi_{v}. \tag{4}
\]

The procedure used by Green and Rivlin in the case of classical elasticity, can be also used to obtain the balance laws in the context of elasticity of porous bodies with dipolar structure, namely,

- the equations of motion:

\[
(t_{mn} + \tau_{mn})_{m} + \rho f_{m} = \rho \dot{\varphi}_{m},
\]

\[
m_{ijk,l} + \tau_{jk} + \rho g_{jk} = I_{k} \dot{\varphi}_{l}. \tag{5}
\]

- the balance of the equilibrated forces:

\[
h_{i,j} + \rho l = \rho k \dot{\varphi}. \tag{6}
\]

In the context of a linear approximation, we can use a suggestion from [1] so that the inequality of the entropy production leads to the following equation:

\[
\dot{\omega}_{v} = f_{v}, \tag{7}
\]

where

\[
f_{v} = g_{ij} \varepsilon_{ij} + h_{ij} \varepsilon_{ij} + l_{ijk} \gamma_{ijk} + q_{ij} \alpha \beta. \tag{8}
\]

The significance of other notations used in the previous relations is the following:

- \(\rho\)—the constant mass density;
- \(t_{ij}, \tau_{ij}, m_{ijk}\)—the tensors of the stress;
- $I_{ij}$—the tensor of the inertia;
- $k$—microinertia;
- $f_m$—the body force;
- $\xi_{mn}$—the dipolar body force;
- $l$—the extrinsic equilibrated body force.

Because the tensor $e_{ij}$ is symmetric, we can deduce the following relations of symmetry:

$$
A_{ijmn} = A_{mnij}, B_{ijmn} = B_{mnij},
$$

$$
C_{ijmn} = C_{jimn}, F_{ijkmn} = F_{ikjnm}, C_{ijkmn} = C_{jinmkr},
$$

$$
a_{ijk} = a_{jik}, a_{ijk} = a_{ijk}, p_{mn} = p_{nm}.
$$

To build the mixed problem in our context, we will add, in addition to the basic equations above, the following initial conditions:

$$
v_m(x, 0) = v_{0m}(x), \quad v_m(x, 0) = v_{1m}(x),
$$

$$
\phi_j(x, 0) = \phi_{0j}(x), \quad \phi_j(x, 0) = \phi_{1j}(x),
$$

$$
\varphi(x, 0) = \varphi_0(x), \quad \omega_i(x, 0) = \omega_0(x), \quad x \in D,
$$

and the given boundary data:

$$
v_m = \nu_m, \quad \Sigma_1 \times [0, t_0], \quad t_j = \left(t_{jk} + \tau_{jk}\right) n_k = \tilde{t}_j, \quad \Sigma_1 \times [0, t_0],
$$

$$
\phi_{ij} = \phi_{ij}, \quad \Sigma_2 \times [0, t_0], \quad m_{jk} = m_{jk}, m_i = \tilde{m}_j, \quad \Sigma_2 \times [0, t_0],
$$

$$
\varphi = \tilde{\varphi}, \quad \Sigma_3 \times [0, t_0], \quad h = h, \quad \Sigma_3 \times [0, t_0].
$$

In (11), the surfaces $\Sigma_1, \Sigma_2,$ and $\Sigma_3$ along with their complements $\Sigma_1^c, \Sigma_2^c$ and $\Sigma_3^c$ are subsets of the boundary $\partial D$, and satisfy the following two conditions:

$$
\Sigma_1 \cup \Sigma_1^c = \Sigma_2 \cup \Sigma_2^c = \Sigma_3 \cup \Sigma_3^c = \partial D,
$$

$$
\Sigma_1 \cap \Sigma_1^c = \Sigma_2 \cap \Sigma_2^c = \Sigma_3 \cap \Sigma_3^c = \emptyset.
$$

The functions $v_{0m}, v_{1m}, \phi_{0j}, \phi_{1j}, \varphi_0, \omega_0, \tilde{\nu}_m, \tilde{t}_j, \tilde{m}_j, \tilde{\varphi}, \tilde{h},$ and $\tilde{\varphi}$, from the above conditions (10) and (11), are prescribed and meet sufficient conditions of regularity in their domain of definition.

We use the notation $\mathcal{P}$ for the mixed value problem in the context of the elasticity theory of media with pores and internal state variables and having a dipolar structure. consists of the Equations (5)–(7), the initial conditions (10) and the boundary conditions (11).

A state of deformation $(v_m, \phi_j, \varphi, \omega_i)$ is called a solution for the mixed problem $\mathcal{P}$ if for this deformation the Equations (5)–(7) and the conditions (10) and (11) are satisfied.

3. Basic Results

In this section, we will address the problem of the influence that voids and internal state variables may have on the behavior of media with dipolar structure.

In order to prove the theorem of uniqueness for the solution of the previous mixed problem $\mathcal{P}$, we need some restrictions, which we are systematizing now, in order to avoid their repetition.

These constraints are as follows:
(i) the constitutive tensors $A_{ijmn}$, $B_{ijmn}$ and $C_{ijkmnr}$ are positive definite:

$$\int_D A_{ijmn} x_{ij} x_{mn} dV \geq \lambda_1 \int_D x_{ij} x_{ij} dV, \forall x_{ij},$$

$$\int_D B_{ijmn} y_{ij} y_{mn} dV \geq \lambda_2 \int_D y_{ij} y_{ij} dV, \forall y_{ij},$$

$$\int_D C_{ijkmnr} z_{ijk} z_{mnr} dV \geq \lambda_3 \int_D z_{ijk} z_{ijk} dV, \forall z_{ijk},$$

where $\lambda_1$, $\lambda_2$ and $\lambda_3$ are positive constants;

(ii) the density of mass $\rho$ satisfies the condition:

$$\rho(x) \geq \rho_0 > 0, \text{ on } D,$$

(iii) a positive constant $\lambda_4$ can be determined in order to be meet the following condition:

$$I_{mn} x_{mn} \geq \lambda_4 x_{m} x_{m}, \forall x_{m}.$$

We take into account consider two possible solutions of the above stated problem $P$:

$$\left( v^{(\beta)}_m, \phi^{(\beta)}_{jk}, \phi^{(\beta)}_l, \phi^{(\beta)}_n \right), \beta = 1, 2.$$

Of course, based on the linearity of the problem $P$, the difference of its two solutions is also a solution.

However, this difference is the solution to that form of the mixed problem $P$ in which the initial data, the boundary data and the loads are null.

We introduce the notations $\left( w_m, \psi_{jk}, \kappa, \omega_v \right)$ for the differences, namely,

$$w_m = v^{(2)}_m - v^{(1)}_m,$$  $$\psi_{jk} = \phi^{(2)}_{jk} - \phi^{(1)}_{jk},$$  $$\kappa = \phi^{(2)}_l - \phi^{(1)}_l,$$  $$\omega_v = \omega^{(2)}_v - \omega^{(1)}_v.$$

It is clear the equivalence between the theorem of uniqueness of the solution of the problem $P$ and the theorem by which it is shown that that form of the problem $P$ in which the initial data, the boundary data and the loads are null, admits only the null solution.

As such we consider the problem $P_0$ that form of the mixed problem $P$ in which we have

$$f_m = 0, \quad g_{jk} = 0, \quad l = 0,$$

$$v_{0m} = 0, \quad v_{1m} = 0, \quad \phi_{0j} = 0, \quad \phi_{1j} = 0, \quad \phi_0 = 0, \quad \omega_{0v} = 0,$$

and

$$\tilde{v}_m = 0, \quad \tilde{v}_{jk} = 0, \quad \phi_{jk} = 0, \quad \tilde{m}_{jk} = \phi = 0, \quad \tilde{l} = 0,$$

and we must prove that this problem admits only the null solution, that is,

$$v_m = 0, \quad \phi_{jk} = 0, \quad \phi = 0, \quad \omega_v = 0,$$

in $D \times [0, t_0]$, provided that the hypotheses (i)–(iii) hold.

More explicitly, the problem $P_0$ consists of

- basic equations:

$$\begin{align*}
(t_{mn} + \tau_{mn})_n &= \rho \tilde{v}_m, \\
m_{ijk} + \tau_{jk} &= l_{ij} \phi_{jr}, \\
h_{ij} &= \rho k \phi_{ij}, \\
\omega_v &= f_v,
\end{align*}$$

(12)
- the initial conditions:

\[
\begin{align*}
  v_m(x, 0) &= 0, \quad \dot{v}_m(x, 0) = 0, \\
  \phi_{jk}(x, 0) &= 0, \quad \varphi(x, 0) = 0, \\
  \omega_v(x, 0) &= 0, \quad x \in D;
\end{align*}
\]

(13)

- the boundary conditions

\[
\begin{align*}
  v_m &= 0, \quad \text{on } \Sigma_1 \times [0, t_0], \\
  \phi_{ij} &= 0, \quad \text{on } \Sigma_2 \times [0, t_0], \\
  \varphi &= 0, \quad \text{on } \Sigma_3 \times [0, t_0], \\
  \omega_v &= 0, \quad \text{on } \Sigma_4 \times [0, t_0], \\
  \rho \dot{v}_m \dot{v}_m &= 0, \\
  \dot{\varphi}_{jk} &= 0, \\
  \dot{\omega}_v &= 0,
\end{align*}
\]

(14)

Obviously, when we approach the Equations (12) and the conditions (13) and (14), we will keep in mind the constitutive relations (4) and (8).

It will be easy to show that the homogeneous problem \(\mathcal{P}_0\) admits the trivial solution if we consider the following function:

\[
y(t) = \int_D \left( v_m \dot{v}_m + \phi_{jk} \dot{\phi}_{jk} + e_{ij} e_{ij} + e_{ij} e_{ij} + \gamma_{ijk} \gamma_{ijk} + \varphi^2 + \omega_v \omega_v \right) dV, \quad t \in [0, t_0].
\]

Namely, we will show that

\[
y(t) = 0, \quad \forall t \in [0, t_0].
\]

vanishes on \([0, t_0]\).

Clearly, because the function \(y(t)\) a quadratic form in its variables, from relation \(y(t) = 0, \quad \forall t \in [0, t_0]\) we deduce

\[
\begin{align*}
  \dot{v}_m &= 0, \quad \dot{\phi}_{jk} = 0, \\
  e_{ij} &= 0, \quad e_{ij} = 0, \\
  \gamma_{ijk} &= 0, \quad \varphi = 0, \quad \omega_v = 0,
\end{align*}
\]

so that will be easy to prove that

\[
\begin{align*}
  \dot{v}_m &= 0, \quad \dot{\phi}_{jk} = 0, \\
  e_{ij} &= 0, \quad e_{ij} = 0, \\
  \gamma_{ijk} &= 0, \quad \varphi = 0, \quad \omega_v = 0,
\end{align*}
\]

In order to obtain these results, first we will prove some helpful estimations, contained in the following theorems.

The first auxiliary estimate is proved in the following theorem.

**Theorem 1.** If the ordered array \((v_m, \phi_{jk}, \varphi, \omega_v)\) is an arbitrary solution for the problem \(\mathcal{P}_0\), then takes place the following equality:

\[
\begin{align*}
  &\int_D \left( \alpha_{ijm} e_{ij} e_{mn} + 2G_{ijmn} e_{ij} e_{mn} + 2E_{mnij} e_{ij} \gamma_{mnr} + \\
  &B_{ijmn} e_{ij} e_{mn} + C_{ijsmnr} e_{ij} \gamma_{mnr} + 2D_{ijmn} e_{ij} \gamma_{mnr} + 2\beta_{ijm} e_{ij} \omega_v + \\
  &2\delta_{ijm} e_{ij} \omega_v + 2\delta_{ijm} \gamma_{ijr} \omega_v + \rho \dot{v}_m \dot{v}_m + I_{ij} \dot{\phi}_{ij} \dot{\phi}_{jk} \right) dV = \\
  &2 \int_0^t \int_D \left( \alpha_{ijm} e_{ij} + \beta_{ijm} e_{ij} + \delta_{ijm} \gamma_{ijr} \right) \omega_v dV ds.
\end{align*}
\]

(15)
Proof. If we take into account the symmetry relations (9) and the constitutive Equation (4), we are led to the equality

\[ t_{ij}\dot{\varepsilon}_{ij} + \tau_{ij}\varepsilon_{ij} + m_{ij}\gamma_{ij} = \]

\[ \frac{1}{2} \frac{\partial}{\partial t} \left[ A_{ijmn}\varepsilon_{ij}\varepsilon_{mn} + 2G_{mnij}\varepsilon_{ij}\varepsilon_{mn} + 2F_{mnij}\gamma_{ij}\gamma_{mn} + B_{ijmn}\varepsilon_{ij}\varepsilon_{mn} + 2D_{ijmn}\gamma_{ij}\gamma_{mn} + C_{ijmn}\gamma_{ij}\gamma_{mn} + 2\varepsilon_{ij}\varepsilon_{ij} + \beta_{ij}\varepsilon_{ij} + \delta_{ij} \gamma_{ij} \right] + \alpha_{ij} (\varepsilon_{ij} + \beta_{ij}\varepsilon_{ij} + \delta_{ij}\gamma_{ij}) \omega_v. \]

Now, we will consider the Equations (12) in order to obtain

\[ t_{ij}\dot{\varepsilon}_{ij} + \tau_{ij}\varepsilon_{ij} + m_{ij}\gamma_{ij} = \left[ (t_{ij} + \tau_{ij})\dot{\varepsilon}_{ij} + m_{ij}\phi_{j} \right] - \frac{1}{2} \frac{\partial}{\partial t} \left[ \rho\dot{\varepsilon}_{ij} + I_{jk}\phi_{j}\phi_{jk} \right] \]

From the equalities (16) and (17), we have

\[ \frac{1}{2} \frac{\partial}{\partial t} \left[ A_{ijmn}\varepsilon_{ij}\varepsilon_{mn} + 2G_{mnij}\varepsilon_{ij}\varepsilon_{mn} + 2F_{mnij}\gamma_{ij}\gamma_{mn} + B_{ijmn}\varepsilon_{ij}\varepsilon_{mn} + 2D_{ijmn}\gamma_{ij}\gamma_{mn} + C_{ijmn}\gamma_{ij}\gamma_{mn} + 2\varepsilon_{ij}\varepsilon_{ij} + \beta_{ij}\varepsilon_{ij} + \delta_{ij} \gamma_{ij} \right] = \]

\[ \left[ (t_{ij} + \tau_{ij})\dot{\varepsilon}_{ij} + m_{ij}\phi_{j} \right] + \left( \alpha_{ij}\varepsilon_{ij} + \beta_{ij}\varepsilon_{ij} + \delta_{ij}\gamma_{ij} \right) \omega_v. \]

We will now integrate the equality (18) on the domain \( D \) and apply the divergence theorem. If we consider the boundary conditions (14), we come to the conclusion that

\[ \frac{1}{2} \frac{\partial}{\partial t} \int_{D} \left( A_{ijmn}\varepsilon_{ij}\varepsilon_{mn} + 2G_{mnij}\varepsilon_{ij}\varepsilon_{mn} + 2F_{mnij}\gamma_{ij}\gamma_{mn} + B_{ijmn}\varepsilon_{ij}\varepsilon_{mn} + 2D_{ijmn}\gamma_{ij}\gamma_{mn} + C_{ijmn}\gamma_{ij}\gamma_{mn} + 2\varepsilon_{ij}\varepsilon_{ij} + \beta_{ij}\varepsilon_{ij} + \delta_{ij} \gamma_{ij} \right) \omega_v + \]

\[ \rho\dot{\varepsilon}_{ij} + I_{jk}\phi_{j}\phi_{jk} dV = \int_{D} \left( \alpha_{ij}\varepsilon_{ij} + \beta_{ij}\varepsilon_{ij} + \delta_{ij}\gamma_{ij} \right) \omega_v dV. \]

It remains to integrate from 0 to \( t \) the equality (19) and to take into account the initial conditions from (13). Therefore, we reach the equality (15) from the enounce of the theorem, which concludes the proof. \( \square \)

In the following theorem, we will prove another auxiliary estimate.

Theorem 2. Let us consider \( (\varphi_m, \phi_{jk}, \varphi, \omega_v) \) a solution of the problem \( P_0 \). Then, a positive constant \( m_1 \) can be found so that the following inequality is satisfied:

\[ \int_{D} \left( \alpha_{ij}\varepsilon_{ij} + \beta_{ij}\varepsilon_{ij} + \delta_{ij}\gamma_{ij} \right) \omega_v dV \leq m_1 \int_{D} \left( \varepsilon_{ij}\varepsilon_{ij} + \varepsilon_{ij}\varepsilon_{ij} + \gamma_{ij}\gamma_{ij} + \varphi_m\varphi_m + \omega_v \omega_v \right) dV. \]
Proof. With the help of Equations (7), (8), and (4), we obtain

\[
\int_D \left( \alpha_{ij} \varepsilon_{ij} + \beta_{ij} \varepsilon_{ij} + \delta_{ij} \gamma_{ij} \right) \omega_i \nu dV = \\
\int_D \left( \left( \alpha_{ij} \varepsilon_{ij} + \beta_{ij} \varepsilon_{ij} + \delta_{ij} \gamma_{ij} \right) \left( g_{ij} \varepsilon_{ij} + h_{ij} \nu \gamma_{ij} + l_{ij} \gamma_{ij} + \varphi_\delta \omega_i \right) - \\
\left( a_{ij} \varepsilon_{jk} + b_{ij} \varepsilon_{jk} + c_{ij} \gamma_{js} \gamma_{sm} + f_{ij} \omega_\nu \right) \right) dV = \\
\int_D \left( A_{ij} e_{ij} e_{mn} + G_{ij} m e_{mn} + F_{ij} m n e_{ij} \gamma_{mn} + \\
B_{ij} m n e_{ij} e_{mn} + D_{ij} m n e_{ij} \gamma_{mn} + C_{ij} m n e_{ij} \gamma_{mn} + \\
A_{ij} e_{ij} \omega_\nu + A_{ij} e_{ij} \varphi_\nu + B_{ij} e_{ij} \omega_\nu + B_{ij} e_{ij} \varphi_\nu + \\
C_{ij} \gamma_{ij} \omega_\nu + C_{ij} \gamma_{js} \gamma_{sm} + Q_{ij} \omega_\nu \varphi_\nu \right) dV,
\]

where we have used the following notations:

\[
\begin{align*}
A_{ij} & = \frac{1}{2} (\alpha_{ij} \delta_{mn} + \delta_{mn} \alpha_{ij}), \\
B_{ij} & = \frac{1}{2} (\beta_{ij} \delta_{mn} + \delta_{mn} \beta_{ij}), \\
C_{ij} & = \frac{1}{2} (\delta_{ij} \delta_{mn} + \delta_{mn} \delta_{ij}), \\
D_{ij} & = \frac{1}{2} (\delta_{ij} \delta_{mn} + \delta_{mn} \delta_{ij}).
\end{align*}
\]

(22)

Now, for the terms in the last integral of the relation (22), we will use the arithmetic-geometric mean inequality in the form

\[
2ab \leq \left( \frac{a^2}{b^2} + b^2 \right),
\]

(23)

and, also, the Schwarz’s inequality, so that we obtain the following inequality:

\[
\int_D \left( \alpha_{ij} \varepsilon_{ij} + \beta_{ij} \varepsilon_{ij} + \delta_{ij} \gamma_{ij} \right) \omega_i \nu dV \leq \\
\left( K_1^2 + \frac{K_2^2}{P_1^2} + \frac{K_3^2}{P_2^2} + \frac{K_4^2}{P_3^2} + \frac{K_5^2}{P_4^2} + \frac{K_6^2}{P_5^2} \right) \int_D \varepsilon_{ij} \varepsilon_{ij} dV + \\
\left( K_7^2 + \frac{K_8^2}{P_1^2} + \frac{K_9^2}{P_2^2} + \frac{K_{10}^2}{P_3^2} + \frac{K_{11}^2}{P_4^2} + \frac{K_{12}^2}{P_5^2} \right) \int_D \varepsilon_{ij} \varepsilon_{ij} dV + \\
\left( K_2^3 + K_3^2 + K_4^2 + \frac{K_{10}^2}{P_1^2} + K_{11}^2 \right) \int_D \gamma_{ij} \gamma_{ij} dV + \\
\left( K_5^3 + K_6^2 + K_7^2 + \frac{K_{10}^2}{P_1^2} + K_{12}^2 \right) \int_D \omega_i \omega_j dV + \\
\left( K_3^3 + K_4^2 + K_5^2 + K_{11}^2 + K_{12}^2 \right) \int_\nu \phi_{mn} \phi_{mn} dV,
\]

(24)
where the constants \( p_i, i = 1, 2, \ldots, 9 \) are determined by using (23). The notations used in the inequality (24) have the following significance:

\[
\begin{align*}
K_1^2 &= 2 \max(A_{ijn}A_{ijn})(x_s), \quad K_2^2 = \max(G_{ijn}G_{ijn})(x_s), \\
K_3^2 &= \max(F_{ijn}F_{ijn})(x_s), \quad K_4^2 = \max(A_{ijv}A_{ijv})(x_s), \\
K_5^2 &= \max(A_{ijk}A_{ijk})(x_s), \quad K_6^2 = 2 \max(B_{ijn}B_{ijn})(x_s), \\
K_7^2 &= \max(B_{ijv}B_{ijv})(x_s), \quad K_8^2 = \max(B_{ijk}B_{ijk})(x_s), \\
K_9^2 &= 2 \max(C_{ijkmn}C_{ijkmn})(x_s), \quad K_{10}^2 = \max(C_{ijkv}C_{ijkv})(x_s), \\
K_{11}^2 &= \max(C_{ijkr}A_{ijkr})(x_s), \quad K_{12}^2 = \max(Q_{iv}Q_{iv})(x_s).
\end{align*}
\] (25)

Now, we can choose the constant \( m_1 \) as follows:

\[
m_1 = \frac{1}{2} \max \left\{ K_1^2 + \frac{K_2^2}{p_1^2} + \frac{K_3^2}{p_2^2} + \frac{K_4^2}{p_3^2} + \frac{K_5^2}{p_4^2}, \\
\quad K_6^2 + \frac{K_7^2}{p_5^2} + K_8^2 + \frac{K_9^2}{p_6^2} + \frac{K_{10}^2}{p_7^2}, \\
\quad K_5^2 + \frac{K_6^2}{p_8^2} + K_7^2 + \frac{K_8^2}{p_9^2} + K_{11}^2, \\
\quad K_4^2 + K_5^2 + K_6^2 + \frac{K_{10}^2}{p_9^2}, \\
\quad K_3^2 + K_4^2 + K_5^2 + K_{12}^2 \right\},
\]

so that from (24) we obtain the estimation (21) and in this way the proof of Theorem 2 is completed. □

The last auxiliary estimate will be proved in the next theorem.

**Theorem 3.** Suppose that the assumptions (i)–(iii) are satisfied and consider a solution \((\tilde{v}_m, \tilde{v}_m, \phi, \omega_v)\) for the problem \( \mathcal{P}_0 \). Then, it can determine a constant \( m_2 > 0 \) so that the next inequality occurs:

\[
\int_D \left( \tilde{v}_m \tilde{v}_m + \phi_k \phi_k + e_{ij}e_{ij} + e_{ij}e_{ij} + \gamma_{ijk}\gamma_{ijk} + \phi^2 + \omega_v\omega_v \right) dV \leq m_2 \int_0^t \int_D \left( \tilde{v}_m \tilde{v}_m + \phi_k \phi_k + e_{ij}e_{ij} + e_{ij}e_{ij} + \gamma_{ijk}\gamma_{ijk} + \phi^2 + \omega_v\omega_v \right) dV ds,
\] (26)

which takes place for any \( t \in [0, t_0] \).

**Proof.** First, we use the notation

\[
m_0 = \min \{ \lambda_1, \lambda_2, \lambda_3, \lambda_4 \},
\]

and the inequality (26) is completed.
so that, with the help of hypotheses (i)–(iii), we deduce

\[
m_0 \int_{\Omega} \left( e_m {\dot{v}}_m + \phi_{jk} {\dot{\phi}}_{jk} + e_{ij} {\dot{e}}_{ij} + e_{ij} e_{ij} + \gamma_{ijk} {\gamma}_{ijk} + \varphi^2 + \omega_v \omega_v \right) dV \leq \\
\int_{\Omega} \left( A_{ijmn} e_{ij} e_{mn} + 2G_{mnij} e_{ij} e_{mn} + 2F_{mnrj} e_{ij} \gamma_{mnr} + \\
B_{ijmn} e_{ij} e_{jn} + 2D_{ijmn} \gamma_{ij} \gamma_{mn} + C_{ijmn} \gamma_{ij} \gamma_{mn} + \\
2(\alpha_{ij} e_{ij} + \beta_{ij} e_{ij} \gamma_{ij}) \omega_v + \\
\rho \dot{\gamma}_m \dot{v}_m + I_k \dot{\phi}_k \dot{\phi}_k + p_k \varphi^2 \right) dV.
\]

Let us introduce the notations

\[
M_1^2 = \max(\alpha_{ijk} \phi_{ijk})(x), \quad M_2^2 = \max(\beta_{ij} \beta_{ij})(x), \\
M_3^2 = \max(\delta_{ijk} \delta_{ijk})(x), \quad M_4^2 = \max(G_{mnij} G_{mnij})(x), \\
M_5^2 = \max(D_{ijmn} D_{ijmn})(x), \quad M_6^2 = \max(F_{mnrj} F_{mnrj})(x),
\]

where \((x) \in \mathcal{B}.

Next, as in the proof of Theorem 2, for the terms in the integral from the left-hand side of the inequality (27) we use the arithmetic-geometric mean inequality in the form (23) and, also, the Schwarz’s inequality. Therefore, if we take into account the notations (28), from (27) we are lead to the inequality

\[
m_0 \int_{\Omega} \left( e_m {\dot{v}}_m + \phi_{jk} {\dot{\phi}}_{jk} + e_{ij} {\dot{e}}_{ij} + e_{ij} e_{ij} + \gamma_{ijk} {\gamma}_{ijk} + \varphi^2 \right) dV \leq \\
(p_5^2 + M_4^2 + M_2^3) \int_{\Omega} e_{ij} e_{ij} dV + \left( p_7^2 + M_5^2 + M_3^2 \right) \int_{\Omega} \omega_v \omega_v dV + \\
(p_8^2 + 3) \int_{\Omega} \gamma_{ijk} \gamma_{ijk} dV + \left( \frac{M_1^2}{p_6^2} + \frac{M_2^3}{p_7^2} + \frac{M_4^2}{p_8^2} \right) \int_{\Omega} \omega_v \omega_v dV + \int_{\Omega} \omega_v \omega_v dV d\tau,
\]

and this inequality takes place for any \(t \in [0, t_0].

Now, it is not very difficult to follow the following estimation:

\[
\int_{\Omega} \omega_v \omega_v dV = \int_0^t \frac{d}{d\tau} \left( \int_{\Omega} \omega_v \omega_v dV \right) d\tau = 2 \int_0^t \left( \int_{\Omega} \omega_v \omega_v dV \right) d\tau = \\
2 \int_0^t \int_{\Omega} \left( g_{ij} e_{ij} + h_{ij} e_{ij} + l_{ijk} \gamma_{ijk} + q \omega \omega \right) \omega_v dV d\tau,
\]

were we used the initial conditions (13) and the constitutive relation (8).

For terms below the integral on the left side of equality (30) we use, again, the inequality of Schwarz so that the inequality (30) receives the form:

\[
\int_{\Omega} \omega_v \omega_v dV \leq \int_0^t \int_{\Omega} \varphi_{ij} \varphi_{ij} dV d\tau + \\
\left( N_4^2 + 3 \right) \int_0^t \int_{\Omega} \omega_v \omega_v dV d\tau + \\
N_1 \int_0^t \int_{\Omega} e_{ij} e_{ij} dV d\tau + N_2 \int_0^t \int_{\Omega} \epsilon_{ij} \epsilon_{ij} dV d\tau + \\
N_3 \int_0^t \int_{\Omega} \gamma_{ijk} \gamma_{ijk} dV d\tau + \int_0^t \int_{\Omega} \varphi^2 dV d\tau,
\]

for any \(t \in [0, t_0].\)
Furthermore, in the above inequality we considered the following notations:

\[ N_1^2 = \max_{x \in \Omega} (g_{ij}(x)g_{ij}(x)), \quad N_2^2 = \max_{x \in \Omega} (h_{ijk}(h_{ijk}(x)), \quad N_3^2 = \max_{x \in \Omega} (l_{ijk}(l_{ijk}(x)), \quad N_4^2 = \max_{x \in \Omega} (q_{iv}(q_{iv}(x)) \quad (32) \]

where \((x) \in \Omega\).

The inequality (31) can be restated in the form

\[ \int_{\Omega} \varepsilon_j \varepsilon_j dV + \int_{\Omega} \phi_i \phi_i dV \leq m_3 \int_{\Omega} \varepsilon_j \varepsilon_j + \gamma_{ijk} \gamma_{ijk} + \phi^2 + \omega_i \omega_i dV, \quad (33) \]

where \(m_3\) is a positive constant defined by

\[ m_3 = \max \{ N_1^2, N_2^2, N_3^2, Q_3^2, Q_6^2 + 3, 1 \} \]

From (29) and (33), we obtain

\[ m_0 \int_{\Omega} \left( \varepsilon_{ij} \varepsilon_{ij} + \phi_{ik} \phi_{ik} + \phi^2 \right) dV + \left( m_0 - \left( p_6^2 + M_4^2 + M_5^2 \right) \right) \int_{\Omega} \varepsilon_{ij} \varepsilon_{ij} dV + \left( m_0 - p_7^2 - M_6^2 - 2 \right) \int_{\Omega} \varepsilon_{ij} \varepsilon_{ij} dV + \left( m_0 - p_8^2 - 3 \right) \int_{\Omega} \gamma_{ijk} \gamma_{ijk} dV + \left( m_1 + m_3 p_1^2 \right) \int_{\Omega} \left( \varepsilon_{ij} \varepsilon_{ij} + \epsilon_{ij} \epsilon_{ij} + \gamma_{ijk} \gamma_{ijk} + \phi^2 + \omega_i \omega_i \right) dV, \quad (34) \]

As the constants \(p_6 - p_{10}\) and \(N_1 - N_6\) are arbitrary, we can determine other constants \(k_5 - k_9\) and \(Y\), defined as follows:

\[ k_5 = m_0 - p_2^2 - M_2^2 - M_3^2, \quad k_6 = m_0 - p_7^2 - M_4^2 - 2, \quad k_7 = m_0 - p_8^2 - 3, \quad k_8 = p_1^2 - M_4^2 - M_5^2 - M_6^2, \quad k_9 = m_1 - p_3^2, \]

so that \(k_i > 0, i = 5, 9\).

Furthermore, we can define \(k_{10}\) by

\[ k_{10} = \min \{ m_0, k_5, k_6, k_7, k_8 \}. \]

With these considerations the inequality (34) receives the form

\[ \left( m_1 + m_3 p_1^2 \right) \int_{\Omega} \left( \varepsilon_{ij} \varepsilon_{ij} + \epsilon_{ij} \epsilon_{ij} + \gamma_{ijk} \gamma_{ijk} + \phi^2 + \omega_i \omega_i \right) dV \geq m_0 \int_{\Omega} \left( \varepsilon_{ij} \varepsilon_{ij} + \phi_{ik} \phi_{ik} + \phi^2 \right) dV + k_5 \int_{\Omega} \varepsilon_{ij} \varepsilon_{ij} dV + k_6 \int_{\Omega} \varepsilon_{ij} \varepsilon_{ij} dV + k_7 \int_{\Omega} \gamma_{ijk} \gamma_{ijk} dV + k_8 \int_{\Omega} \omega_i \omega_i dV + k_9 \int_{\Omega} \phi_i \phi_i dV + k_{10} \int_{\Omega} \left( \varepsilon_{ij} \varepsilon_{ij} + \phi_{ik} \phi_{ik} + \epsilon_{ij} \epsilon_{ij} + \gamma_{ijk} \gamma_{ijk} + \phi^2 + \omega_i \omega_i \right) dV, \quad (35) \]
It is not very difficult to prove that
\[ \int_0^t \int_D \left( \dot{v}_m \dot{v}_m + \phi_{jk} \phi_{jk} + \epsilon_{ij} \epsilon_{ij} + \epsilon_{ij} \epsilon_{ij} + \gamma_{ijk} \gamma_{ijk} + \varphi^2 + \omega_v \omega_v \right) dV d\tau \geq \int_0^t \int_D \left( \epsilon_{ij} \epsilon_{ij} + \epsilon_{ij} \epsilon_{ij} + \gamma_{ijk} \gamma_{ijk} + \varphi^2 + \omega_v \omega_v \right) dV d\tau. \] (36)

Now, we define \( m_2 \) by
\[ m_2 = \frac{(m_1 + m_3 p_1^2)}{k_{10}}. \]

Finally, using this form of \( m_2 \) and taking into account the estimates (35) and (36) we find the estimate (26) and Theorem 3 is proved. \( \square \)

Our main result will be obtained by taking into account the estimates of Theorem 1, Theorems 2 and 3. Therefore, we will prove the uniqueness of mixed initial-boundary value problem \( P \).

**Theorem 4.** We assume that the conditions (i)–(iii) are met. Then, the above problem \( P \) defined by the Equations (5) and (6) with the initial data (10) and the data to the limit (11) cannot admit more than one solution.

**Proof.** The reduction to the absurd method will be used. We assume that, on the contrary, the \( P \) problem admits at least two solutions. Assume that the problem admits two solutions. Due to the linearity of the problem, the difference of the two solutions is also a solution. More exactly, this difference of the two arbitrary solutions is a solution for the homogeneous problem \( P_0 \).

As mentioned and argued earlier, we will reduce the demonstration to look like the bilinear form \( y(t) \) defined by
\[ y(t) = \int_D \left( \dot{v}_m \dot{v}_m + \phi_{jk} \phi_{jk} + \epsilon_{ij} \epsilon_{ij} + \epsilon_{ij} \epsilon_{ij} + \gamma_{ijk} \gamma_{ijk} + \varphi^2 + \omega_v \omega_v \right) dV, \]
vanishes on \([0, t_0]\).

However, this statement is obtained immediately because the Gronwall’s inequality and the inequality (26) lead to the conclusion that ensure that \( y(t) = 0 \) for any \( t \in [0, t_0] \) and the proof of Theorem 4 is completed. \( \square \)

**4. Conclusions**

It can be argued that neither the voids nor the internal state variables influence the qualitative aspects regarding the mixed problem constituted in this context, namely, the existence of the solution, the uniqueness of the solution, or the stability of the solution. In the present study, we argue one of these statements: the uniqueness of the solution.

In a later study, we can demonstrate that neither the presence of voids nor internal state variables influences the existence of the solution of the mentioned problem. We also suspect that the continuous dependence of the solutions in relation to the initial data or to the boundary data or even in relation to the loads are not affected by the consideration of voids and internal state variables.

In this paper, we proved that the existence of the pores and of variables of internal state type does not change the uniqueness result regarding the solution for the general formulated problem in the context of elastic bodies with voids, internal state variables, and dipolar structure.
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