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Abstract. We prove continuous symmetry breaking in three dimensions for a special class of disordered models described by the Nishimori line. The spins take values in a group such as $S^3$, $SU(n)$ or $SO(n)$. Our proof is based on a theorem about group synchronization proved by Abbe, Massoulié, Montanari, Sly and Srivastava [AMM$^+$18]. It also relies on a gauge transformation acting jointly on the disorder and the spin configurations due to Nishimori [Nis81, GHLDB85]. The proof does not use reflection positivity. The correlation inequalities of [MMSP78] imply symmetry breaking for the classical $XY$ model without disorder.

1 Introduction

1.1 Context. Nishimori introduced in [Nis81] a one parameter family of random bond Ising models with a special quenched disorder on edges, which is now called the Nishimori disorder or Nishimori line. This special disorder was later discussed for more general symmetry classes by [GHLDB85, ON93, Nis01, Nis02] and [Sin11, WS13]. The Nishimori line also has natural connections with Bayesian statistics and image processing, [Iba99, Nis01, Tan02].

The Nishimori disorder is defined for all inverse temperatures $\beta$ and it is associated with a special gauge symmetry which ensures that there is no singularity in the specific heat as $\beta$ varies. Furthermore, local energy correlations are independent for all temperatures (see Lemma 2.1 below which will be a key step in our proof). Despite this lack of singularity, we shall see that spin correlations acquire a long range order at low temperature in 3 dimensions and above.

Our proof of long range order (symmetry breaking) relies heavily on [AMM$^+$18] and Nishimori gauge invariance. It emphasizes the relation between phase transitions of special disordered $O(n)$ spin models and group synchronization in the presence of noise. This result was anticipated in [AMM$^+$18].

The proof of continuous symmetry breaking in three dimensions is a challenging mathematical problem especially in case the group is not abelian, such as $SU(2)$. This article describes a new method to prove continuous symmetry breaking for spin systems with Nishimori disorder. For spin models without disorder, the proof of continuous symmetry breaking in three dimensions was established in [FSS76]. This proof relies on translation invariance and reflection positivity. See also [Bis09] for a review.

Our results on long range order rely on the presence of the Nishimori disorder defined below. However, Jürg Fröhlich noted that for the $XY$ model, the long range order obtained on the Nishimori line implies long range order for the model without disorder. This result follows from a correlation inequality of Messager, Miracle-Sole and Pfister, [MMSP78]. The statement and proof of this inequality are given for completeness in the appendix.

For the $O(2)$ symmetry class, the works [Gut80, FS82, KK86] apply to more general cases without reflection positivity. Moreover, Ginibre inequalities can be
used to prove long range order for disordered ferromagnetic models by comparison to the translation invariant case analyzed in [FSS76]. In a series of papers, Balaban ([Bal95, Bal96, Bal98b, Bal98a]) developed robust techniques to prove $O(n)$ symmetry breaking. It is possible that his analysis could be used to establish the results of this article. We are not aware of any other methods that would work in the non-abelian case for Nishimori disorder. Note that in one or two dimensions, symmetry breaking cannot occur by the Mermin-Wagner theorem [MW66].

One advantage of the present proof is that, in contrast to reflection positivity methods, it is mostly indifferent to the choice of domains in $\mathbb{Z}^d$ ($d \geq 3$) as well as coupling constants which may be spatially dependent.

We now briefly describe the article by Abbe et al which is our main source of inspiration. They consider group elements $g_j$ with $j$ on the grid $\mathbb{Z}^3$. Given information about $g_i^{-1}g_j + \text{noise}$ where $i$ and $j$ are adjacent pairs they prove that for small noise, information can be recovered about the long distance relative orientations $g_i^{-1}g_x$ for $x \in \mathbb{Z}^3$ far from 0. They provide an elegant and new reconstruction algorithm which is based on the notion of unpredictable paths from [BPP98] and which will be of key use below.

In [GS20], the following related statistical reconstruction problem about the two dimensional Gaussian free field $\phi(j)$ has been considered: given $e^{i\alpha\phi(j)}$ (for some fixed $\alpha \in \mathbb{R}$) when can we recover large scale information about $\phi$? I.e, instead of considering $g_i^{-1}g_j + \text{noise}$ as in [AMM+18], the available data in [GS20] is rather $g_i^{-1}g_j$ (mod $2\pi/\alpha$). This latter work is related to the Kosterlitz-Thouless transition [KT73].

This article is organized as follows. We first define the Nishimori disorder and state our main result for the disordered $XY$ model. Here the spins take values in the unit circle $S^1$. We then formulate similar results for disordered models with spins in $SU(2)$ and more general Lie groups. In section 2, the proof of long range order is given for the $XY$ case. The proof begins with Lemma 2.1 which shows that the gauge invariance along Nishimori line implies independence of local energy correlations. Theorem 2.4 from [BPP98] defines a measure on paths in $\mathbb{Z}^3$ with the property that two such paths rarely intersect. This theorem only holds in three or more dimensions. Exactly as in [AMM+18], such paths are used to connect distant spins. Then these two results are combined to prove long range order. Section 3 discusses the case when the spins take values in a Lie group. The proof follows as in the $XY$ case.

A Nishimori disorder for the classical Heisenberg model when the spins take values in the sphere $S^2$ is discussed in section 4. Note that in this case, for a given realization of the Nishimori disorder, the action is no longer invariant under $SO(3)$. In Section 5, we introduce a different Nishimori line in case where spins are in the unit sphere $S^3 \equiv SU(2)$ for which we prove a symmetry breaking of right-isoclinic rotations. Section 6 comments on some generalizations and discusses open questions. This article concludes with an appendix proving the correlation inequality of Messager et al.

1.2 Disordered $XY$ model and the Nishimori line. We will start by introducing the relevant disorder in the special case of the disordered $XY$ model. We refer to [Nis81, GHLDB85] for the more classical cases of random-bond Ising and Potts models and for a clear explanation why a specific line, the Nishimori line stands out among the possible disorders.

1.2.1 The Nishimori line. We fix a finite graph $\Lambda \subset \mathbb{Z}^d$. The standard $XY$ model on $\Lambda$ has spins in $S^1$ parametrized by angles $\theta(i) \in [0, 2\pi)$. At inverse temperature
The Gibbs weight for free boundary conditions is proportional to
\[ e^{\beta \sum_{i,j} \cos(\theta(i)-\theta(j))} \prod d\theta(i). \] (1.1)
The sum above ranges over all nearest neighbor pairs. We will denote the Gibbs measure by \( \langle \cdot \rangle(\beta,\Lambda) \) and with those notations, the XY spin-spin correlation will correspond to
\[ \langle \cos(\theta(x)-\theta(y)) \rangle(\beta,\Lambda), \quad x,y \in \Lambda \subset \mathbb{Z}^d. \] (1.2)
If \( \Lambda \) is symmetric enough and is equipped with periodic conditions, then when \( d \geq 3 \), reflection positivity (RP) and infrared bounds (IRB) \([FSS76]\) are used to prove that for \( \beta \) large there is long range order. (See also \([FS82]\) which in this abelian setting avoids relying on reflection positivity). This means (1.2) is bounded below uniformly in \( \Lambda \) and \( x,y \in \Lambda \).

We now introduce the following particular family of quenched disorders for this model.

**Definition 1.1 (disordered XY model).** Let \( \Lambda \subset \mathbb{Z}^d \) be a finite box and fix \( u > 0 \) and \( \beta > 0 \). A quenched disorder \( \omega \) will correspond to a family of real random variables \( \omega = (\omega_{i,j})_{(i,j) \in \vec{E}(\Lambda)} \) assigned to the oriented edges \( \vec{E}(\Lambda) \) of \( \Lambda \) and satisfying the following conditions:

1. For any \( e = (i,j) \in \vec{E}(\Lambda) \), \( \omega_{i,j} = -\omega_{j,i} \). I.e. \( \omega := (\omega_{i,j})_{(i,j) \in \vec{E}(\Lambda)} \) may be viewed as a random 1-form on \( \Lambda \).
2. For any two edges \( e, e' \) which are not associated to the same undirected edge, \( \omega_e \) is independent of \( \omega_{e'} \).
3. For each given edge \( e = (i,j) \), the law of \( \omega_{i,j} \) is supported on \([-\pi,\pi)\) and its density is given by the distribution
   \[ \rho_u(\omega_{i,j}) := Z_{\rho_u}^{-1} e^{u \cos(\omega_{i,j})} \] \[ Z_{\rho_u} := \int_{-\pi}^{\pi} e^{u \cos(\omega_{i,j})} d\omega_{i,j}. \] (1.3)

We will denote by \( \mathbb{P}^{\text{XY}}_u \) and \( \mathbb{E}^{\text{XY}}_u \) the probability measure and expectation corresponding to this quenched disorder \( \omega \) on \([-\pi,\pi)\vec{E}(\Lambda)\). Notice that as \( u \to \infty \), \( \mathbb{P}^{\text{XY}}_u \) converges in law to the case of no disorder \( \omega \equiv 0 \).

Given a fixed disorder \( \omega \), we consider the following modified Gibbs weight \( \frac{1}{2} \)
\[ e^{\frac{\beta}{2} \sum_{(i,j) \in \vec{E}(\Lambda)} \cos(\theta(i)-\theta(j)+\omega_{i,j})} \prod d\theta(i). \] (1.4)
The corresponding quenched partition function and expectation will be denoted by
\[ Z_{\omega,\beta,\Lambda} \quad \text{and} \quad \langle \cdot \rangle_{\omega,\beta,\Lambda}. \] (1.5)

This gives us a two parameter family \((u,\beta)\) of XY models in random bond environment. The Nishimori line corresponds to the following special line which will satisfy extra integrability properties.

**Definition 1.2 (Nishimori line).** The Nishimori line corresponds to the case where \( u = \beta \). For any \( \beta > 0 \), we will often work with its associated averaged quenched Gibbs measure given by
\[ \mathbb{E}_\beta^{\text{XY}} \left[ \langle \cdot \rangle_{\omega,\beta,\Lambda} \right]. \]

\(^1\)Notice the factor \( \frac{1}{2} \) in the modified Gibbs weight which was not present in the classical XY model in (1.1). This is due to that fact that in this less symmetric case one needs to sum over oriented edges (equivalently one may also choose a prescribed direction for each edge and remove \( \frac{1}{2} \)). Both definitions match when \( u \to \infty \).
1.2.2 Adding a Random field. Given $h = \{h_j\}_{j \in \Lambda} \in \mathbb{R}^\Lambda$, we can also analyze the case when a random magnetic field $\sum_j h_j \cos(\theta(j) + \psi(j))$ is present. Here $\psi(j)$ denote independent (not necessarily identically distributed) random phases. On the corresponding Nishimori line, the distribution of $\psi_j$ is $Z_h^{-1} \sum_j h_j \cos(\psi(j))$ where $Z_h$ is the normalization factor. The quenched expectation is now denoted by $\langle \cdot \rangle_{\omega,\beta,\psi,h,\Lambda}$ and the expectation over the disorder is $\mathbb{E}_{\beta,h}^{XY}$.

1.2.3 Main result for the XY model on the Nishimori line. We now state our first main result in the case of a finite domain. (The corresponding statement in the non-abelian case will be given in Theorem 1.6).

Theorem 1.3. Let $d \geq 3$. There exist constants $\beta^*, a > 0$ such that for all $\beta \geq \beta^*$, all magnetic fields $h = \{h_j\}$, all finite $\Lambda \subset \mathbb{Z}^d$ and all points $x, y \in \Lambda$ s.t. $B(\frac{x+y}{2}, 2\|x - y\|_2) \subset \Lambda$,

$$
\mathbb{E}_{\beta,h}^{XY} \left[ \langle \cos(\theta(x) - \theta(y)) \rangle_{\omega,\psi,\beta,h,\Lambda} \right] \geq 1 - \sqrt{a \frac{\log \beta}{\beta}}.
$$

(1.6)

N.B. Continuous symmetry holds when $h \equiv 0$ as the interaction is invariant under the global rotation $\theta_j \rightarrow \theta_j + \alpha$.

Remark 1. By the correlation inequality of [MMSP78] (see Appendix) when $h = 0$, 

$$
\langle \cos(\theta(x) - \theta(y)) \rangle_{\omega=0,\beta,\Lambda} \geq \langle \cos(\theta(x) - \theta(y)) \rangle_{\omega,\beta,\Lambda},
$$

hence Theorem 1.3 implies long range order without disorder.

Remark 2. By a standard high-temperature expansion, it is easy to check that for $h = 0$ and $\beta$ small there exist $c, C > 0$ such that,

$$
\left| \langle \cos(\theta(x) - \theta(y)) \rangle_{\omega,\beta,\Lambda} \right| \leq C \exp(-c\|x - y\|_2),
$$

(1.7)

uniformly in the disorder $\omega$ and in the choice of $x, y \in \Lambda$.

Remark 3. We believe the lower bound (1.6) is proportional to $\beta^{-1}$ as it is the case in the absence of disorder.

Remark 4. Notice that even at high $u \equiv \beta$ the disordered XY model is not ferromagnetic. This prevents us from using Ginibre’s inequality to define the infinite volume limit for the model. We will discuss infinite volume limits below in Section 1.4.

1.2.4 Dirichlet boundary conditions. The above definitions handle the case of free boundary conditions. Let us define 0-Dirichlet boundary conditions in our setting. We consider any boundary $\partial \Lambda \subset \Lambda$ (which may only consist in the classical interior boundary of $\Lambda$ but may also include, if desired, some bulk points). For any boundary site $i \in \partial \Lambda$, fix $\theta(i) := 0$ (east oriented). With this setup, the law on the quenched disorder remains unchanged while the (quenched) Gibbs weight becomes

$$
e^\beta \sum_{(i,j) \in \partial \Lambda} \cos(\theta(j) + \omega_{i,j}) \prod_{i \in \partial \Lambda} \delta_0(\theta(i)) \prod_{i \in \Lambda \setminus \partial \Lambda} d\theta(i).
$$

(1.8)

The corresponding quenched partition function, Gibbs measure and averaged quenched measure (on the Nishimori line) are denoted by

$$
Z_{\omega,\beta,\Lambda}^0, \quad \langle \cdot \rangle_{\omega,\beta,\Lambda}^0, \quad \mathbb{E}_{\beta}^{XY}[\langle \cdot \rangle_{\omega,\beta,\Lambda}^0].
$$

Notice that such Dirichlet boundary conditions are equivalent to applying a strong magnetic field $h_j \rightarrow \infty$ for every $j \in \partial \Lambda$. In this setting all the proof of long-range order goes through without a change (see Remark 9). In particular this implies readily the following Corollary.
Corollary 1.4. With the same setup as in Theorem 1.3, the system acquires spontaneous magnetization for all $\beta \geq \beta^*$ in the following sense, let $\Lambda_n := \{-n, \ldots, n\}^d \subset \mathbb{Z}^d$, then

$$\liminf_{n \to \infty} E^\beta_{XY}[\cos(\theta(0))]_{\omega,\beta,\Lambda_n}^0 \geq 1 - \sqrt{\frac{\log \beta}{\beta}}.$$  \hspace{1cm} (1.9)

Remark 5. It would be tempting at this point to recover more general boundary conditions such as Dobrushin boundary conditions by letting $h_j \to -\infty$ on one side of the boundary. We wish to emphasize here that this trick would not produce true Dobrushin boundary conditions. Indeed, the random phase $\psi(j)$ on points $j \in \partial \Lambda$ with $h_j \to -\infty$ would then need to be sampled according to $e^{h_j \cos(\psi(j))}$ which converges to $\delta_x$ and therefore produces effectively the same effect as setting $h_j \to +\infty$.

1.3 Disordered SU(2) spin model (and other such Lie groups). As mentioned earlier, the main interest of this work is that it provides a robust way, using statistical reconstruction techniques, to deal with spin systems with non-abelian symmetry. We introduce the relevant such spin models in this Section. Following [AMM+18] which deals with group synchronization, the spin systems we will be able to analyze will carry at any vertex $x$, a group elements $U_x$ in some given compact matrix Lie group $G$, for example $G = SU(2) \text{ or } SO(3) \text{ or } U(n)$ etc.

Before introducing a quenched disorder, let us first introduce our spin system on $G^\Lambda$ where $G$ is one of the above groups and $\Lambda$ is a finite graph in $\mathbb{Z}^d$. The spin configurations will be denoted $U = (U(x))_{x \in \Lambda}$ where each $U(x) \in G$. At inverse temperature $\beta$ the Gibbs weight for free boundary conditions is proportional to

$$e^{\beta \sum_{i \sim j} Re(\text{Tr} U^*(i) U(i))} \prod_{x \in \Lambda} d\mu_G(U(i)).$$  \hspace{1cm} (1.11)

The sum above ranges over all (non-oriented) nearest neighbor pairs and $\mu_G$ denotes the normalized Haar measure on $G = SU(2), SO(3)$ etc.

By analogy with the case of disordered XY model, we define the following disordered model whose quenched disorder will still be denoted as $\omega$.

Definition 1.5 (disordered non-abelian models). Let $\Lambda \subset \mathbb{Z}^d$ be a finite box and fix $u > 0$ and $\beta > 0$. Fix the group $G$ to be one of the above groups $(SU(2), SO(3)$ etc.). A quenched disorder $\omega$ will now correspond to a family of $G$-valued matrices $\omega = \{\Omega_{i,j}\}_{(i,j) \in \tilde{E}(\Lambda)}$ assigned to the oriented edges $\tilde{E}(\Lambda)$ of $\Lambda$ and satisfying to the following conditions

1. For any $e = (i,j) \in \tilde{E}(\Lambda), \Omega_{i,j} = \Omega_{j,i}^*$.
2. For any two edges $e,e'$ which are not associated to the same undirected edge, $\Omega_e$ is independent of $\Omega_{e'}$.
3. For each given edge $e = (i,j)$, the law of $\Omega_{i,j}$ has the following distribution

$$dp_u(\Omega_{i,j}) := Z_p^{-1} e^{u \text{Re}(\text{Tr} \Omega_{i,j})} d\mu_G(\Omega_{i,j}) \quad \text{with} \quad Z_p := \int_G e^{u \text{Re}(\text{Tr} \Omega_{i,j})} d\mu_G(\Omega_{i,j}).$$  \hspace{1cm} (1.12)

We will denote by $\mathbb{P}_u^G$ and $\mathbb{E}_u^G$ the probability measure and expectation corresponding to this quenched disorder $\omega$ on $G^{\tilde{E}(\Lambda)}$. Notice that as $u \to \infty$, $\mathbb{P}_u^G$ converges in law to the deterministic disorder $\omega \equiv \text{Id}_G$. 

Given a fixed disorder $\omega$, we consider the following modified Gibbs weight

$$e^{\beta \sum_{(i,j) \in E(\Lambda)} \Re (U^*(i)\Pi_{ij}(i))} \prod d\mu_G(U(i)).$$

(1.13)

The corresponding quenched partition function and expectation will be denoted (with a slight abuse of notations as we do not distinguish these notations from the $XY$ case) by

$$Z_{\omega,\beta,\Lambda} \quad \text{and} \quad \langle \cdot \rangle_{\omega,\beta,\Lambda}. \quad (1.14)$$

As for the disordered $XY$ model, the Nishimori line of this model will correspond to the line $u \equiv \beta$, i.e. to the averaged quenched measures

$$\mathbb{E}_G^\beta [\langle \cdot \rangle_{\omega,\beta,\Lambda}].$$

Remark 6. For a fixed disorder $\omega = (\Omega_{i,j})_{(i,j) \in E(\Lambda)}$, note that the action in (1.11) is invariant under a global $G$-rotation because of the trace.

Boundary conditions. As in the case of the disordered $XY$ model, we will be able to treat the following two boundary conditions along the Nishimori line.

- Free boundary conditions. This corresponds to the above Definition.
- Dirichlet boundary conditions. For any subset $\partial \Lambda \subset \Lambda$, we set the spins $\{U(i)\}_{i \in \partial \Lambda}$ to be equal to $\text{Id}_G$ and the law of the disorder on all oriented edges in $E(\Lambda)$ is exactly the same as for free boundary conditions.

We may now state our main result in the non-abelian setting where, as before, we fix $G$ to be any given compact matrix Lie group $G$ (for example $G = SU(2)$, $SO(3)$, $SU(n)$, $U(n)$ etc).

Theorem 1.6. Let $d \geq 3$. There exist constants $\beta^*, a > 0$ such that for any $\beta \geq \beta^*$, any $\Lambda \subset \mathbb{Z}^d$ and any points $x, y \in \Lambda$ s.t. $B(\frac{x+y}{2}, \sqrt{2}\|x-y\|) \subset \Lambda$,

$$\mathbb{E}_G^\beta [\langle \Re (\text{Tr} U^*(x)U(y)) \rangle_{\omega,\beta,\Lambda}] \geq (1 - \sqrt{\frac{a \log \beta}{\beta}}) \text{Tr} \text{Id}_G. \quad (1.15)$$

Furthermore, the system acquires spontaneous magnetization for all $\beta \geq \beta^*$ in the following sense, let $\Lambda_n := \{-n, \ldots, n\}^d \subset \mathbb{Z}^d$, then

$$\liminf_{n \to \infty} \mathbb{E}_G^\beta [\langle \Re (\text{Tr} U(0)) \rangle_{\omega,\beta,\Lambda_n}] \geq (1 - \sqrt{\frac{a \log \beta}{\beta}}) \text{Tr} \text{Id}_G. \quad (1.16)$$

Remark 7. In the case of the classical spin $O(n)$ model (including the classical Heisenberg model) where spins take their values in the unit sphere $S^{n-1}$, the fact we cannot rely on an underlying group structure for the displacements $U_i$ raises some difficulty. In Section 4 we will introduce a model of (anisotropic) quenched disorder for the classical Heisenberg model for which we will be able to prove a phase transition in $d \geq 3$. (See Theorem 4.2). In the special case of the spin $O(4)$-model we introduce a more isotropic Nishimori line for which we can prove a symmetry breaking of right-isoclinic rotations. This is discussed in Section 5. In order to lighten the introduction, we postpone this analysis of classical spin $O(n)$ models to Sections 4 and 5.

1.4 Infinite volume limits and spontaneous magnetization. By compactness of $S^1$ and $G = SU(2)$, $SO(3)$ etc., the existence of infinite volume limits under the averaged quenched measure $\mathbb{E}_G^\beta [\langle \cdot \rangle_{\omega,\beta,\Lambda}]$ is straightforward. Yet the question of uniqueness in this averaged case is much less clear. Even the existence of quenched infinite volume limits which are measurable w.r.t. the disorder $\omega$ turns out to be rather subtle as we shall see below. In fact, already in the classical case (without
disorder), the uniqueness of Gibbs measures on infinite lattices is not known for non-abelian groups $G$. This is due to the lack of Ginibre’s inequality in these cases (see Ginibre [Gin70]). Finally, let us stress that if one samples a Nishimori disorder $\omega \sim E_{\beta}^{XY}$ on the whole lattice $\mathbb{Z}^d$, then our proof of Theorem 1.3 does not imply for example that $E_{\beta}^{XY}[\liminf_{n \to \infty} \langle \cos(\theta_0) \rangle_{\omega,\beta,\Lambda_n}] \geq 1 - \sqrt{a \log \beta \beta}$ holds.

All these facts show that some care is needed when dealing with infinite volume limits.

For the construction of measurable quenched infinite volume limits, one proceeds as follows: consider the sequence of couplings $(\omega, \langle \cdot \rangle_{0,\omega,\beta,\Lambda_n})_n$, where $\omega$ may be viewed either as a random environment on $\Lambda_n$ or directly on the full lattice $\mathbb{Z}^d$. Then one can argue by compactness that there exist subsequential limits in law $(\omega, \widetilde{\langle \cdot \rangle}_{\omega,\beta,\Lambda_d})$. The subtlety here is that the Gibbs measure $\widetilde{\langle \cdot \rangle}_{\omega,\beta,\mathbb{Z}^d}$ may no longer be a deterministic function of $\omega$ and it may only be a random Gibbs measure conditionally on $\omega$ (this is why we denote it with a subscript $|\omega$). We use the notation $\widetilde{\langle \cdot \rangle}$ to stress here that we are taking a subsequential scaling limit. In this slightly weaker quenched sense, Theorem 1.6 readily implies the following spontaneous magnetization result in infinite volume.

**Corollary 1.7 (Spontaneous magnetization).** Fix $\beta > 0$ and $G$ any Lie group from the list (1.10). Let $\omega \sim E_{\beta}^{G}$ be a Nishimori disorder on the whole lattice $\mathbb{Z}^d$ and let $(\omega, \langle \cdot \rangle_{\omega,\beta,\mathbb{Z}^d})$ be any subsequential infinite volume limit as outlined above. Then, with the same notations as in Theorem 1.6 we have for any $\beta \geq \beta^*$,

$$E_{\beta}^{G}[\langle \text{Re} (\text{Tr} U(0)) \rangle_{\omega,\beta,\mathbb{Z}^d}] \geq (1 - \sqrt{a \log \beta \beta}) \text{Tr} \, \text{Id}_G.$$ 

1.5 **Acknowledgements.** We wish to thank Roland Bauerschmidt, Christophe Sabot and Avelio Sepúlveda for useful discussions. We thank Jürg Fröhlich for explaining how our results on the Nishimori line imply long range order for the $XY$ model without disorder. Finally we thank the anonymous referee for a very careful reading of the manuscript. The research of C.G. is supported by the ERC grant LiKo 676999 and the Institut Universitaire de France.

2 **Symmetry breaking for disordered XY model**

We start with the following lemma which reveals the significance of the Nishimori line. Its proof will use crucially a certain gauge transformation which does not seem to play an important role in [AMM’18] but played a central role in the original paper [Nis81] by Nishimori on Ising and Potts models. See also [GHLDB85] where such gauge transformations have been used to compute explicitly several quantities (such as the averaged quenched internal energy) on the Nishimori line.

Let $\{f_{i,j}\}_{(i,j) \in E(\Lambda)}$ be smooth and periodic test functions and let $\prod_{(i,j)}$ denote the product of the edges in $\Lambda$. The integrals below are product integrals which range over $[0, 2\pi]$.

**Lemma 2.1.** For any finite domain $\Lambda \subset \mathbb{Z}^d$, any inverse temperature $\beta$ and any magnetic fields $\{h_j\}$, then under the Nishimori-line averaged quenched measure

$$E_{\beta}^{XY} \left[ \prod_{ij} f_{i,j}(\theta(i) - \theta(j) + \omega_{i,j}) \right]_{\omega,\psi,\beta,\Lambda} = E_{\beta} \prod_{ij} f_{i,j}(\omega)$$

where $E_{\beta}$ is the disorder average over $\omega$. The right side is independent of $h$. 
Proof. To avoid dealing with the two possible orientations of each edge, let us choose an arbitrary direction for each unoriented edge $e$. We shall denote by $E(\Lambda) \subset \tilde{E}(\Lambda)$ this subset.

By definition

$$E_{\beta,h}^{XY} \left[ \left( \prod_{(ij)} f_{i,j}(\theta(i) - \theta(j) + \omega_{i,j}) \right)_{\omega,\beta,\Lambda} \right] \quad (2.1)$$

$$= E_{\beta,h} \frac{1}{Z^{\omega,\psi,\beta,h,\Lambda}} \int \prod_{(ij)} f_{i,j}(\theta(i) - \theta(j) + \omega_{i,j}) e^{\beta \cos(\theta(i) - \theta(j) + \omega_{i,j})} \prod_j e^{h_j \cos(\theta(j) + \psi(j))} d\theta(j).$$

Here $E_{\beta,h}$ is the disorder expectation in $\omega,\psi$ given by

$$Z^{-1}_{\beta} \prod_{(ij)} e^{\beta \cos(\omega_{i,j})} Z^{-1}_{h} \prod_j e^{h_j \cos(\psi(j))}.$$ 

Now, for any fixed deterministic field $\{\phi(i)\}_{i \in \Lambda}$ in $[0, 2\pi)$, we make the following change of variables

$$\begin{cases} 
\theta(i) &\to \theta(i) - \phi(i) \\
\omega_{i,j} &\to \omega_{i,j} + \phi(i) - \phi(j), \\
\psi(j) &\to \psi(j) + \phi(j). 
\end{cases} \quad (2.2)$$

Note that this change of variables is chosen so that it does not affect the numerator on the right hand side of (2.1) defined by

$$A := \int \prod_{(ij)} f_{i,j}(\theta(i) - \theta(j) + \omega_{i,j}) e^{\beta \cos(\theta(i) - \theta(j) + \omega_{i,j})} \prod_j e^{h_j \cos(\theta(j) + \psi(j))} d\omega_{i,j}.$$ 

The only effect of this change of variables is to shift the weight of the disorder in $E_{\beta,h}$. Namely, after the change of variables (2.1), we obtain that for any prescribed field $\{\phi(i)\}_{i \in \Lambda},$

$$E_{\beta,h}^{XY} \left[ \left( \prod_{(ij)} f_{i,j}(\theta(i) - \theta(j) + \omega_{i,j}) \right)_{\omega,\beta,\Lambda} \right]$$

$$= \frac{1}{Z^{\beta} Z^{h}} \int A \frac{1}{Z^{\omega,\psi,\beta,h,\Lambda}} \prod_{(ij)} e^{\beta \cos(\omega_{i,j} + \phi(i) - \phi(j))} \prod_j e^{h_j \cos(\phi(j) + \psi(j))} d\phi(j).$$ 

(2.3)

Now the key observation behind the factorization on the Nishimori line is that since (2.3) does not depend on the choice of field $\{\phi(i)\}_{i \in \Lambda}$, one may as well integrate the expression (2.3) over uniformly chosen $\phi(i) \in [0, 2\pi)$. After integrating over $\phi$ note that the numerator

$$\int \prod_{(ij)} e^{\beta \cos(\omega_{i,j} + \phi(i) - \phi(j))} \prod_j e^{h_j \cos(\phi(j) + \omega_j)} d\phi(j)$$
cancels $Z_{\omega,\psi,\beta,h,\Lambda}$. This cancelation enables us to explicitly calculate the integral:

$$
E_{\beta,h}^{XY}[\langle \prod_{ij} f_{i,j}(\theta(i) - \theta(j) + \omega_{ij})\rangle_{\omega,\psi,\beta,h,\Lambda}]
$$

$$
= \frac{1}{Z_{\beta} Z_{h}} \int A \prod_{ij} d\omega_{ij} \prod_j d\psi(j)
$$

$$
= \frac{1}{Z_{\beta} Z_{h}} \int \prod_{ij} f_{i,j}(\theta(i) - \theta(j) + \omega_{ij}) e^{\beta \cos(\theta(i) - \theta(j) + \omega_{ij})} d\omega_{ij} \prod_j e^{h_j \cos(\theta(j) + \psi(j))} d\psi(j) d\theta(j)
$$

$$
= \frac{1}{Z_{\beta}} \int \prod_{ij} f_{i,j}(\theta(i) - \theta(j) + \omega_{ij}) e^{\beta \cos(\theta(i) - \theta(j) + \omega_{ij})} d\omega_{ij} \prod_j d\theta(j)
$$

$$
= E_{\beta} \prod_{ij} f_{i,j}(\omega_{ij}). \quad (2.4)
$$

Note that we have normalized so that the integral over $\prod_j d\theta_j$ is one. $\square$

We will derive from the above Lemma a surprising property on the quenched internal energy along the Nishimori-line which is well-known and was established earlier on (see [Nis81, GHLDB85, Nis01, Nis02, JP02]).

Given a domain $\Lambda$ and a disorder $\omega$, the quenched internal energy corresponds to

$$
\langle E \rangle_{\omega,\beta,\Lambda} := - \frac{\partial \log Z_{\omega,\beta,\Lambda}}{\partial \beta}
$$

$$
= - \int \frac{1}{2} \sum_{(i,j) \in E(\Lambda)} \cos(\theta(i) - \theta(j) + \omega_{ij}) e^{\frac{\beta}{2} \sum_{(i,j) \in E(\Lambda)} \cos(\theta(i) - \theta(j) + \omega_{ij})} d\theta
$$

**Corollary 2.2** ([Nis01, Nis02]). The (averaged) quenched internal energy on the Nishimori line can be explicitly computed. For any finite $\Lambda \subset \mathbb{Z}^d$, it is given by

$$
E_{\beta}^{XY}[\langle E \rangle_{\omega,\beta,\Lambda}] = - \int_{\pi}^{\pi} \cos(w) e^{\frac{\beta}{2} \cos w} dw |E(\Lambda)|,
$$

where $|E(\Lambda)|$ denotes the number of (non-oriented) edges in $\Lambda$.

**Proof.** It is an immediate corollary of Lemma 2.1. $\square$

**Remark 8.** Lemma 2.1 also implies that local energies at different edges factor under the averaged quenched measure (another related specificity of the Nishimori-line). This implies in turn that there is no singularity for the specific heat as $\beta$ varies.

As we shall explain further below, the identity below indicates that the Nishimori line does not enter the spin glass phase. This identity was first proved in this Ising case in [Nis81] and there are non-Abelian versions proved in [ON93, GHLDB85].

**Corollary 2.3.** For $h = 0$ and all $\beta$ the quenched expectation of the spin correlation is positive

$$
E_{\beta}^{XY}[\langle e^{i(\theta_0 - \theta_x)} \rangle_{\omega,\beta,\Lambda}] = E_{\beta}^{XY}[\langle |e^{i(\theta_0 - \theta_x)}| \rangle_{\omega,\beta,\Lambda}] \geq 0.
$$

**Proof.** Under the change of variables (2.2) and integrating over the $(\phi_i)$ variables, the observable on the left-hand-side becomes

$$
\int \prod d\omega_{ij} Z_{\rho_{}\phi}^{-1} Z(\omega) \langle e^{i(\theta_0 - \theta_x)} \rangle_{\omega,\beta,\Lambda} \langle e^{-i(\phi_0 - \phi_x)} \rangle_{\omega,\beta,\Lambda}
$$
where $Z_{\rho_x}$ is the normalization of the disorder and

$$Z(\omega) = \int e^{\beta \sum_{ij} \cos(\phi_i - \phi_j + \omega_{ij})} \prod d\phi_j.$$ 

We now make another change of variables $\omega_{j,j'} \rightarrow \hat{\omega}_{j,j'} = \omega_{j,j'} + \phi_j - \phi_{j'}$. Notice that under this change of variables, one has

$$\langle e^{i(\theta_0 - \theta_x)} \rangle_{\omega,\beta,\Lambda}(e^{-i(\phi_0 - \phi_x)})_{\omega,\beta,\Lambda} = \langle e^{i(\theta_0 - \theta_x)} \rangle_{\omega,\beta,\Lambda}(e^{-i(\phi_0 - \phi_x)})_{\omega,\beta,\Lambda}.$$ 

Indeed the invariance of this product of expectations under $\omega \rightarrow \hat{\omega}$ follows from the fact that the observables are complex conjugates of each other. By Fubini and first integrating over $d\omega_{j,j'}$ we obtain

$$\mathbb{E}_\beta^X \left[ \langle e^{i(\theta_0 - \theta_x)} \rangle_{\omega,\beta,\Lambda} \right] = \int \prod d\phi_j \int \prod d\omega_{j,j'} e^{\beta \cos(\omega_{j,j'})} Z_{\rho_x}^{-1} \langle e^{i(\theta_0 - \theta_x)} \rangle_{\omega,\beta,\Lambda}(e^{-i(\phi_0 - \phi_x)})_{\omega,\beta,\Lambda} = \int \prod d\phi_j \mathbb{E}_\beta^X \left[ \langle e^{i(\theta_0 - \theta_x)} \rangle_{\omega,\beta,\Lambda}^2 \right] = \mathbb{E}_\beta^X \left[ \langle e^{i(\theta_0 - \theta_x)} \rangle_{\omega,\beta,\Lambda}^2 \right].$$ 

Moreover, using inversions $\theta \rightarrow -\theta$, $\omega \rightarrow -\omega$ the expectations above equal $\mathbb{E}_\beta^X [\cos(\theta_0 - \theta_x)]$.

The reason why this corollary is a strong indication that the Nishimori line does not enter the spin glass phase is as follows: the left side of the identity is expected to go to zero in the SG phase as $x \rightarrow \infty$ while the right side is expected to remain bounded away from zero as $x \rightarrow \infty$. Moreover the Nishimori line is “expected” to pass through a multicritical point at the boundary of paramagnetic, ordered and spin glass phase. See [Nis81, LDH88, ON93, Nis02].

The next Theorem on the so-called unpredictable paths due to Benjamini, Pemantle and Peres ([BPP98]) plays a key role in [AMM*18] and will also be a key ingredient of our proof. Their result concerns a probability measure $\mu$ supported on infinite increasing paths in $\mathbb{Z}^d$ formed by sums of $(1,0,0),(0,1,0),(0,0,1)$ and starting at 0.

**Theorem 2.4 ([BPP98]).** In three dimensions there exists a probability measure $\mu$ supported on increasing paths which satisfies the following exponential intersection tails (EIT) property. There exist constants $C, \alpha > 0$ such that for any $k \geq 1$,

$$(\mu \times \mu)[(p_1,p_2) \text{ such that } |p_1 \cap p_2| \geq k] \leq Ce^{-\alpha k}. \quad (2.5)$$

Here $|p_1 \cap p_2|$ denotes the number of common edges.

The analog of this statement in $\mathbb{Z}^d$, $d \geq 4$ is much easier as the uniform measure on increasing paths satisfies this EIT property when $d \geq 4$. In $d = 3$ uniformly chosen paths do not satisfy the EIT property. This is why unpredictable paths have been invented in [BPP98]. See also the papers by Häggström and Mossel and Hoffman [HM98, Ho98].

Inspired by Abbe et al [AMM*18] we now combine Lemma 2.1 and Theorem 2.4 to prove our main theorem on the disordered XY model.

**Proof of Theorem 1.3.** For simplicity, we shall stick to the case where $d = 3$ and $h \equiv 0$, the case of higher dimensions being easier as one does not need the construction of unpredictable paths from Theorem 2.4.

**Step 1. Two point function between 0 and $\vec{n} = (n,n,n).$**

Let $n \geq 1$. We assume here that the box $D_n = \{0,\ldots,n\}^3 \subset \Lambda$. Note that $D_n$ contains both 0 and $\vec{n}$.
Define
\[ \lambda = \lambda(\beta) := \mathbb{E}_{\rho_0} [e^{i\omega}] = \frac{\int_{-\pi}^{\pi} \cos(\omega)e^{\beta \cos(\omega)} d\omega}{\int_{-\pi}^{\pi} e^{\beta \cos(\omega)} d\omega}. \] (2.6)

On can check that for large \( \beta \),
\[ \lambda = \lambda(\beta) = 1 - \frac{1}{2\beta} + o(\beta^{-1}). \] (2.7)

For any \((i,j) \in \tilde{E}(\Lambda)\), let
\[ Y_{i,j} := e^{i(\theta(i) - \theta(j) + \omega_{i,j})}. \] (2.8)

Lemma 2.1 readily implies that if \( p \) is any non-intersecting path going from 0 to \( \bar{n} \), then
\[
\mathbb{E}_\beta^{XY} \left[ \prod_{(ij) \in p} Y_{i,j} \right] = \mathbb{E}_\beta^{XY} \left[ \prod_{(ij) \in p} e^{i\omega_{i,j}} \right] = \lambda^{|p|},
\]
where \(|p|\) is the length of the path \( p \). We obtain from these equalities the following identity which holds for any given simple path \( p \) from 0 to \( \bar{n} \).
\[
1 = \mathbb{E}_\beta^{XY} \left[ \prod_{(ij) \in p} e^{i(\theta(i) - \theta(j))} \right] \left( \frac{1}{\lambda^{|p|}} \prod_{(ij) \in p} e^{i\omega_{i,j}} \right) = \mathbb{E}_\beta^{XY} \left[ e^{i(\theta(0) - \theta(\bar{n}))} \right] \left( \frac{1}{\lambda^{|p|}} \prod_{(ij) \in p} e^{i\omega_{i,j}} \right). \] (2.9)

As in [AMM+18], we will average this identity over a suitably chosen probability measure on random paths \( p \) from 0 to \( \bar{n} \). Following [AMM+18], if \( \mu \) is the measure on increasing paths from Theorem 2.4, then for any \( n \geq 1 \), by reflecting the paths \( \gamma \sim \mu \) under the hyperplane \( \{(x_1, x_2, x_3) \in \mathbb{R}^3, x_1 + x_2 + x_3 = 3n/2\} \), we can define probability measures \( \mu_n \) on simple paths \( p \) from 0 to \( \bar{n} \) which satisfy the EIT property uniformly in \( n \). We will still call these paths \( p \) increasing paths.

Let us define the following random variable which is measurable w.r.t. the Nishimori disorder \( \omega \):
\[ R(\omega) = R_{0,\bar{n}}(\omega) := \frac{1}{3^n \lambda^n} \mathbb{E}_{\mu_n} \left[ \prod_{(ij) \in p} e^{i\omega_{i,j}} \right]. \] (2.10)

(We used here that all paths \( p \sim \mu_n \) are such that \(|p| = 3n\).) By averaging the identity (2.9) w.r.t. to the measure on paths \( \mu_n \), we obtain
\[
\mathbb{E}_\beta^{XY} \left[ e^{i(\theta(0) - \theta(\bar{n}))} \right] R(\omega) = 1. \] (2.11)

Notice that by definition, \( R(\omega) \) is such that \( \mathbb{E}_\beta^{XY} [R(\omega)] = 1 \). Theorem 1.3 will follow from the following second moment estimate on \( R(\omega) \) (whose proof is delayed to the end of this proof).

**Lemma 2.5 ([AMM+18]).** There exist \( \beta^*, a > 0 \) such that for all \( \beta \geq \beta^* \),
\[
\mathbb{E}_\beta^{XY} [\|R(\omega)\|^2] \leq 1 + \frac{a \log \beta}{\beta}. \]
A lower-bound on the two-point function between 0 and \( \vec{n} = (n,n,n) \) easily follows from this estimate. Indeed starting with the identity (2.11), we have

\[
1 = \mathbb{E}_\beta^{XY} \left[ e^{i\theta(0) - \theta(\vec{n})} \right]_{\omega,\beta,\Lambda} \mathbb{R}(\omega)
\]

\[
= \mathbb{E}_\beta^{XY} \left[ e^{i\theta(0) - \theta(\vec{n})} \right]_{\omega,\beta,\Lambda} + \mathbb{E}_\beta^{XY} \left[ e^{i\theta(0) - \theta(\vec{n})} \right]_{\omega,\beta,\Lambda} (\mathbb{R}(\omega) - 1) .
\]

Thus,

\[
1 - \mathbb{E}_\beta^{XY} \left[ (\cos(\theta(0) - \theta(\vec{n}))) \right] \leq |1 - \mathbb{E}_\beta^{XY} \left[ e^{i\theta(0) - \theta(\vec{n})} \right]_{\omega,\beta,\Lambda}|
\]

\[
\leq \mathbb{E}_\beta^{XY} \left| \mathbb{R}(\omega) - 1 \right|
\]

\[
\leq \mathbb{E}_\beta^{XY} \left| \mathbb{R}(\omega) \right|^2 - 1 \right|^{1/2} \text{ since } \mathbb{E}_\beta^{XY} \left| \mathbb{R}(\omega) \right| = 1
\]

\[
\leq \sqrt{a \log \beta} ,
\]

by Lemma 2.5. This concludes the proof when \( x = 0 \) and \( y = \vec{n} \).

\begin{figure}[h]
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\includegraphics[width=\textwidth]{figure1.png}
\caption{Family of directed paths used from \( x \) to \( y \) and in the presence of Dirichlet boundary conditions.}
\end{figure}

**Step 2. Two point function between \( x \) and \( y \) when \( B(\frac{x+y}{2}, 2||x-y||_2) \subset \Lambda.**

Similarly as in [AMM+18], the point is to notice that in \( \mathbb{Z}^3 \), one may travel from any \( x \) to \( y \) using at most 4 directed cones as in case 1 and which are non-intersecting. See Figure 1 for an illustration in \( \mathbb{Z}^2 \). By translating the points and the domain, we may assume \( x = 0 \) and \( y = (a,b,c) \). WLOG, we may also assume \( a \leq b \leq c \). Along the direction \( (1,1,1) \), one may first go to \( (a,a,a) \). Then, keeping the direction \( (1,1,1) \) for a time \( \frac{b-a}{2} \) and then \( (-1,1,1) \) for a time \( \frac{b-a}{2} \), we end up in \( (a,b,b) \). In the remaining time \( c-b \), we follow half-way \( (1,1,1) \) and then \( (-1,-1,1) \) to end up in \( (a,b,c) \). To make this description more precise, \( a,b,c \) should be assumed to be even here, otherwise we go to the nearest point with even coordinates. Also as in Figure 1, paths should only be allowed to fluctuate on slightly shorter time intervals which if denoted \( I_1, I_2, I_3, I_4 \) will satisfy \( |I_1| = a + \frac{b-a}{2}, |I_2| = \frac{b-a}{2} - 1, |I_3| = \frac{c-b}{2} - 1 \) and \( |I_4| = \frac{c-b}{2} - 1 \). By concatenating the measure \( \mu_{|I_1|} \cdots \mu_{|I_4|} \) on directed paths in each 4 directed cones, we can defined probability measures \( \mu_{x,y} \) on paths from \( x \) to \( y \) which satisfy the EIT property from Theorem 2.4 uniformly in \( x \) and \( y \) and with slightly worse constants \( C, \alpha \) than in Theorem 2.4. The (non-optimal) geometric condition \( B(\frac{x+y}{2}, 2||x-y||_2) \subset \Lambda \) is there only to ensure that the above cones remain inside \( \Lambda \). \( \square \)
Remark 9. As we pointed out earlier, the spontaneous magnetization with Dirichlet conditions (estimate (1.9)) is proved in the same way by setting \( h_j \to \infty \) on the boundary and by using a cone of directed paths which connect 0 to a point of the boundary \( \partial \Lambda_n \) as in Figure 1.

To conclude the Proof of Theorem 1.3, we are left with the proof of Lemma 2.5.

Proof of Lemma 2.5. (N.B. This is the same proof as in [AMM^18] except we make it quantitative in \( \beta \)).

From the definition of \( R(\omega) \) in (3.6), we have

\[
E^X_Y [R(\omega) \bar{R}(\omega)] = \mu_n \times \mu_n \left[ \left( \frac{1}{N} \right)^{|p_1 \cap p_2|} \right]
\]

\[\leq \sum_{k} \mu_n \times \mu_n(|p_1 \cap p_2| = k)(1 + \frac{2}{\beta})^k \text{ (using (2.7) and } \beta \text{ sufficiently large)}\]

\[\leq \mu_n \times \mu_n(|p_1 \cap p_2| \leq a_1 \log \beta)(1 + \frac{2}{\beta})^{a_1 \log \beta} + C \sum_{k \geq a_1 \log \beta} e^{-\frac{2k}{\beta}}\]

\[\leq 1 + \frac{a \log \beta}{\beta},\]

where we used several times that the constants \( \beta^*(\leq \beta) \) and \( a_1(< a) \) can be chosen large enough. We also used Theorem 2.4 for the reflected measures \( \mu_n \) for the second inequality. (N.B. One may need to take different constants \( C, \alpha \) so that Theorem 2.4 applies to all measures \( \mu_n \)).

Remark 10. Note that the cosine function can be replaced by any other periodic functions with minor changes in the proof. In particular, the Villain model in Nishimori random disorder may be addressed the same way.

3 Symmetry breaking for Lie group valued spins

In this Section, we will adapt the above proof to the non-abelian case and prove our main Theorem 1.6. See Subsection 1.3 for the relevant definitions and let \( G \) be one of the compact matrix Lie groups listed in (1.10). As in the abelian case, the first main ingredient is the following Lemma.

**Lemma 3.1.** For any finite domain \( \Lambda \subset \mathbb{Z}^d \), any inverse temperature \( \beta \) and any set of \( k \) directed edges \((i_1,j_1), \ldots, (i_k,j_k)\) which correspond to \( k \) distinct unoriented edges, then under the Nishimori-line averaged quenched measure \( E_G^\beta[\langle \cdot \rangle_{\omega,\beta,\Lambda}] \), the \( G \)-valued random variables

\[\{U^*(i_m)\Omega_{i_m,j_m}U(j_m)\}_{1 \leq m \leq k}\]

are i.i.d with distribution \( \rho_\beta \) on the group \( G \) (see (1.12)).

Its proof is identical to the proof of Lemma 2.1 except the gauge transformations are now given for any fixed deterministic \( G \)-valued field \( \{S(i)\}_{i \in \Lambda} \) in \( G^\Lambda \) by the following change of variable:

\[
\begin{align*}
U(i) &\to S^*(i)U(i) \\
\Omega_{i,j} &\to S^*(i)\Omega_{i,j}S(j).
\end{align*}
\]

Indeed, the Gibbs weight

\[
e^\frac{2}{\beta} \sum_{(i,j) \in \bar{E}(\Lambda)} \text{Re}(\text{Tr} U^*(i)\Omega_{i,j}U(j))
\]
is invariant under this transformation and by averaging uniformly over the choice of \(\{S(i)\}_{i \in \Lambda}\) the partition function cancels out exactly as in the abelian case.

Now, as in the abelian case, one easily extracts out of Lemma 3.1 an exact expression for the (averaged) quenched internal energy of the disordered \(G\)-valued spin models on the Nishimori line. To our knowledge, the internal energy of such non-abelian continuous spin systems had not been looked at before in the literature, hence we state it for the record as a Corollary (its proof is straightforward given Lemma 3.1).

**Corollary 3.2.** Let \(G\) be one of the groups listed in (1.10). For any disorder \(\omega\), the quenched internal energy is defined as

\[
\langle E \rangle_{\omega,\beta,\Lambda} := -\frac{\partial \log Z_{\omega,\beta,\Lambda}}{\partial \beta}.
\]

On the Nishimori line \(u = \beta\), the averaged quenched internal energy can be computed exactly and is given by

\[
E_{\beta}^{G} \left[ \langle E \rangle_{\omega,\beta,\Lambda} \right] = -\int_{G} \text{Re} (\text{Tr} \Omega) e^{\beta \text{Re} (\text{Tr} \Omega)} d\mu_{G}(\Omega) \left| E(\Lambda) \right|.
\]

Now, as in the abelian case, define for any \((i,j) \in \vec{E}(\Lambda)\)

\[
Y_{i,j} := U^{\ast}(i) \Omega_{i,j} U(j).
\]

Lemma 3.1 then implies that for any non-intersecting path \(p\) from \(x\) to \(y\),

\[
E_{\beta}^{G} \left[ \langle \text{Re} (\text{Tr} \prod_{(ij) \in p} Y_{i,j}) \rangle_{\omega,\beta,\Lambda} \right] = \text{Re} \left( \text{Tr} \prod_{(ij) \in p} E_{\beta}^{G} \left[ \langle Y_{i,j} \rangle_{\omega,\beta,\Lambda} \right] \right).
\]

Following [AMM+18], we define \(\lambda := \lambda_{G}(\beta)\) so that

\[
E_{\rho_{\beta}}^{G}[\Omega] = \frac{\int_{G} \Omega e^{\beta \text{Re} (\text{Tr} \Omega)} d\mu_{G}(\Omega)}{\int_{G} e^{\beta \text{Re} (\text{Tr} \Omega)} d\mu_{G}(\Omega)} = \lambda m,
\]

where \(m\) is the trace of \(\text{Id}_{G}\) and \(I_{m}\) is the identity matrix on \(\mathbb{R}^{m}\) (or \(\mathbb{C}^{m}\)). The fact this expectation is a multiple of \(I_{m}\) follows from the invariance of the law \(\rho_{\beta}\) under \(G\)-conjugation. In particular, this expectation needs to be in the center of \(G\). Furthermore in the case where \(G = U(m)\), say, one observes that \(\rho_{\beta}\) is also invariant under complex conjugation. One can then check that for any group \(G\) listed in (1.10), there exists a constant \(c = c_{G}\) s.t. as \(\beta \to \infty\),

\[
\lambda = \lambda_{G}(\beta) = 1 - \frac{c}{\beta} + o(\beta^{-1}).
\]

We may then rewrite (3.3) into the following useful identity for any \(x, y \in \Lambda\) and any path \(p\) from \(x\) to \(y\)

\[
E_{\beta}^{G} \left[ \langle \text{Re} (\text{Tr} U^{\ast}(x) \prod_{(ij) \in p} \Omega_{i,j}) U(y) \rangle_{\omega,\beta,\Lambda} \right] = \text{Tr} I_{m} = m.
\]

Let us assume from now on that \(x = 0\) and \(y = \vec{n}\) (arbitrary points as well as Dirichlet boundary conditions are handled exactly as in the abelian case). Using
the same probability measure $\mu_n$ on “increasing” paths from 0 to $\vec{n}$, we define the following random matrix which is measurable w.r.t. the Nishimori disorder $\omega$:

$$R(\omega) = R_{\omega, n}(\omega) := \frac{1}{\lambda^m} E_{\mu_n} \left[ \prod_{(i,j) \in P} \Omega_{i,j} \right] \in M_m(\mathbb{C}).$$

(3.6)

This random matrix satisfies by construction $\mathbb{E}_\beta^G [R(\omega)] = I_m$. Furthermore when $\beta$ is large $R(\omega)$ is well concentrated around $I_m$ in the following sense.

**Lemma 3.3 ([AMM+18]).** There exist $\beta^*, a > 0$ such that for all $\beta \geq \beta^*$.

$$\mathbb{E}_\beta^{XY} [\text{Tr} R(\omega) R^*(\omega)] \leq \left(1 + \frac{a \log \beta}{\beta} \right) \text{Tr} I_m.$$  

Equivalently,

$$\mathbb{E}_\beta^{XY} \| R(\omega) - I_m \|_F^2 \leq \frac{a \log \beta}{\beta} \text{Tr} I_m,$$

where $\|A\|_F = \sqrt{\text{Tr} A^*A}$ is the Frobenius norm.

**Proof.** Following [AMM+18], notice that

$$\mathbb{E}_\beta^{XY} [R(\omega) R^*(\omega)] = \frac{1}{\lambda^m} \mu_n \times \mu_n \left[ \mathbb{E}_\beta^G \left[ \prod_{(i,j) \in \mu_1} \Omega_{i,j} \prod_{(i,j) \in \mu_2} \Omega_{i,j}^* \right] \right],$$

where the directed edges in $p_2$ appear in the reverse order w.r.t the path $p_2 \sim \mu_n$ but with same orientations as in $p_2$. Then by definition of $\lambda$ in (3.4), one has

$$\mathbb{E}_\beta^{XY} [R(\omega) R^*(\omega)] = \mu_n \times \mu_n \left[ \left(\frac{1}{\lambda^2}\right)^{|p_1|/p_2|} \right] I_m,$$

from which the conclusion follows exactly as in the abelian case.

**Proof of Theorem 1.6.** As above, we will stick to the case $x = 0$ and $y = n$. Recall from (3.5) that we have

$$m = \mathbb{E}_\beta^G \left[ (\text{Re} (\text{Tr} U^*(x) R(\omega) U(y)))_{\omega, \beta, \Lambda} \right]$$

$$= \mathbb{E}_\beta^G \left[ (\text{Re} (\text{Tr} U^*(x) (R(\omega) - I_m) U(y)))_{\omega, \beta, \Lambda} \right] + \mathbb{E}_\beta^G \left[ (\text{Re} (\text{Tr} U^*(x) (R(\omega) - I_m) U(y)))_{\omega, \beta, \Lambda} \right].$$

This implies

$$m - \mathbb{E}_\beta^G \left[ (\text{Re} (\text{Tr} U^*(x) U(y)))_{\omega, \beta, \Lambda} \right]$$

$$= \mathbb{E}_\beta^G \left[ (\text{Re} (\text{Tr} U^*(x) (R(\omega) - I_m) U(y)))_{\omega, \beta, \Lambda} \right]$$

$$\leq \mathbb{E}_\beta^G \left[ (\text{Tr} (R^*(\omega) - I_m) (R(\omega) - I_m))_{\omega, \beta, \Lambda} \right]$$

$$= \sqrt{m} \mathbb{E}_\beta^G \left[ (\text{Tr} (R^*(\omega) - I_m))_{\omega, \beta, \Lambda} \right]$$

$$\leq \sqrt{m} \mathbb{E}_\beta^G \left[ (\text{Tr} (R^*(\omega) - I_m))^2 \right]^{1/2} \text{ (since } \mathbb{E}_\beta^G [R(\omega)] = I_m)$$

$$\leq \sqrt{m} \left( \frac{a \log \beta}{\beta} \right)^{1/2} = \sqrt{m} \frac{a \log \beta}{\beta} \text{Tr} I_m,$$

which thus concludes the proof of Theorem 1.6. 

$$\square$$
4 Nishimori line(s) for the classical Heisenberg model

In this section, we leave the setting where vertices carry group elements $U(x) \in G$ for some compact Lie group $G$ and we analyze the case of a classical Heisenberg model for a special quenched random environment. Let us fix a finite domain $\Lambda \subset \mathbb{Z}^3$. (The case of lattices $\mathbb{Z}^d$, $d \geq 3$ and spin $O(n)$ models with $n \geq 3$ is handled the same way). Spin configurations will be denoted $S \in (\mathbb{S}^2)^\Lambda$.

Definition 4.1 (Nishimori line for classical Heisenberg model). Let $e_z$ be the unit vector pointing in the $z$ direction. We define $\rho_{\beta,z}$ to be the following probability measure on $SO(3)$:

$$\rho_{\beta,z}(d\Omega) = \frac{e^{\beta \langle e_z, \Omega e_z \rangle}}{Z_\beta} \mu(d\Omega),$$

where $\mu$ is the Haar measure on $SO(3)$ and $Z_\beta := \int e^{\beta \langle e_z, \Omega e_z \rangle} \mu(\Omega)$.

The quenched disorder, which we shall still denote by $\omega$, is given by $\omega = \{\Omega_e\}_{e \in \vec{E}(\Lambda)}$, where for each $e$, $\Omega_e = \Omega_e^{-1}$ and $\Omega_e$ is independent of other edges with law $\rho_{\beta,z}$.

Given $\omega$, we consider the following quenched classical Heisenberg model on $\Lambda$ with free boundary conditions given by the quenched Gibbs measure

$$dP_\omega(S) \propto \prod_{e=(i,j) \in \vec{E}(\Lambda)} \exp\left(\frac{\beta}{2} \langle S(i), \Omega_{i,j} S(j) \rangle \lambda \otimes \lambda(S)dS \right), \quad (4.1)$$

where $\lambda$ denotes the (normalized, say) uniform measure on the sphere $\mathbb{S}^2$. As before, we will denote by $\langle \cdot \rangle_{\omega,\beta,\Lambda}$ the expectation w.r.t this quenched Gibbs measure $P_\omega$ and $E_{\text{Heis}}^\beta$ will denote the expectation w.r.t the disorder.

Remark 11. Note that as opposed to the Lie group-valued cases, for a given disorder $\omega$, the quenched Gibbs measure (4.1) is not invariant under $SO(3)$. Also, if we had introduced a two parameter family $(u,\beta)$ of disorders as we did for the XY and Lie group valued spin systems, it would not be the case here that the limit $u \to \infty$ would correspond to the classical Heisenberg model. This $u \to \infty$ corresponds to an interesting model on its own which fixes the direction $e_z$ and randomly rotates transverse directions.

Theorem 4.2. There exist constants $\beta^*, a > 0$ s.t. for all $\beta \geq \beta^*$ then uniformly in $\Lambda \subset \mathbb{Z}^3$ and $x,y \in \Lambda$ sufficiently far from $\partial \Lambda$,

$$E_{\text{Heis}}^\beta(\langle S(x) \cdot S(y) \rangle_{\omega,\beta,\Lambda}) \geq 1 - \sqrt{\frac{a \log \beta}{\beta}}.$$ \quad (4.2)

Furthermore, for $\beta$ small enough,

$$E_{\text{Heis}}^\beta(\langle S(x) \cdot S(y) \rangle_{\omega,\beta,\Lambda}) \leq e^{-c(\beta)\|x-y\|^2}.$$ \quad (4.3)

Proof of Theorem 4.2.

Let us start by briefly explaining why despite the anisotropy of the quenched disorder, we still have a high-temperature phase. This is due to the following invariance: under free boundary conditions and under the quenched measure $P_\omega$, as we pointed out in the above remark it is no longer true (as in Subsection 1.3, see Remark 6) that the system is invariant under $\{U(i)\}_{i \in \Lambda} \mapsto \{U(i)g\}_{i \in \Lambda}$ for any
global rotation $g \in G$. Yet, we still have the following weaker invariance under multiplication by $(-1)$, namely
$$\{S(i)\}_{i \in \Lambda} \mapsto \{-S(i)\}_{i \in \Lambda}.$$ 

Now using this invariance together with a standard Dobrushin argument at high temperature, the exponential decay in (4.3) easily follows.

We now highlight how to prove the long-range property (4.2). For simplicity, as in Section 3, we will stick to the case where $x = 0$ and $y = \vec{n}$.

**Step 1.** The first step of the proof is to add additional randomness to the quenched Gibbs measure $P_\omega$ by considering the following quenched Gibbs measure $\hat{P}_\omega$ on $SO(3)^\Lambda$ instead of $(S^2)^\Lambda$:
$$d\hat{P}_\omega(O) \propto \prod_{e = (i,j) \in \hat{E}(\Lambda)} \exp\left(\frac{\beta}{2} \langle O_{i}e_z, \Omega_{i,j}O_{j}e_z \rangle \right) \mu^\otimes\Lambda (dO),$$
where $\mu$ denotes the Haar measure on $SO(3)$. It is immediate to see that if $O = \{O_i\}_{i \in \Lambda} \sim P_\beta$, then $S := \{O_{i}e_z\}_{i \in \Lambda} \in (S^2)^\Lambda$ is indeed sampled from the law $P_\omega$. This easy step will allow us to reduce the analysis to product of group elements as in the previous sections.

Thanks to this observation, we are left with analyzing the two-point correlation $E_{\text{Heis}}^{\beta}[\hat{E}_\omega[O_{x}e_z \cdot O_{y}e_z]]$.

**Step 2.** As in previous sections, introduce the operator $R(\omega) := \lambda^{-3n} E_{\mu}[\prod_{e \in \gamma} \Omega_{e}]$, where $\lambda = \lambda^{\text{Heis}}$ is now defined from the identity $E_{\rho_{\beta,z}}[\Omega] = \lambda I_3$.

N.B. *This is not the same $\lambda$ as the one used in Section 3 (defined in (3.4)) since the distribution $\rho_{\beta,z}$ is different from the distribution $\rho_\beta$ in Section 3.*

We then consider the quantity
$$E_{\rho_{\beta,z}}^{\text{Heis}}[\hat{E}_\omega[O_{x}e_z \cdot R(\omega)O_{y}e_z]] = \lambda^{-3n} E_{\rho_{\beta,z}}^{\text{Heis}}[\hat{E}_\omega[O_{x}e_z, E_{\mu}[\prod_{e \in \gamma} \Omega_{e}] O_{y}e_z]]$$
$$= \lambda^{-3n} \mathbb{E}_{\rho_{\beta,z}}^{\text{Heis}}[\hat{E}_\omega[\langle e_z, O_{0}^{-1} \Omega_{xu_1} O_{u_1}^{-1} \cdots \Omega_{u_{3n-1}} O_{\vec{n}} e_z \rangle]]]$$

**Step 3.** By applying the same gauge transformation than in the previous sections, i.e in the present setting, for any fixed sequence of $SO(3)$ matrices $\{R_i\}_{i \in \Lambda}$,
$$\begin{cases} 
O_i \rightarrow R_i^{-1} O_i \\
\Omega_{i,j} \rightarrow R_i^{-1} \Omega_{i,j} R_j
\end{cases}$$
we obtain exactly as in Lemma 3.1 that the sequence of random variables $\{O_{i}^{-1} \Omega_{i,j} O_{j}\}$ are i.i.d variables with law $\rho_{\beta,z}$. This implies the identity
$$E_{\rho_{\beta,z}}^{\text{Heis}}[\hat{E}_\omega[O_{x}e_z \cdot R(\omega)O_{y}e_z]] = \langle e_z, e_z \rangle = 1.$$
As previously, we thus have
\[
1 - \mathbb{E}_{\beta,\text{Heis}}^\Lambda [\langle S(0) \cdot S(\hat{n}) \rangle_{\omega,\beta,\Lambda}] = \mathbb{E}_{\beta,\text{Heis}}^\Lambda [\hat{E}_\omega \langle (O_x e_z, (R(\omega) - I_3)O_y e_z) \rangle] \\
\leq \mathbb{E}_{\beta,\text{Heis}}^\Lambda [\| R(\omega) - 1 \|_{op}] \\
\leq \mathbb{E}_{\beta,\text{Heis}}^\Lambda [\| R(\omega) - 1 \|_F] \\
\leq \mathbb{E}_{\beta,\text{Heis}}^\Lambda [\| R(\omega) - 1 \|^2_F]^{1/2}.
\]

Since Lemma 3.3 also holds in the present setting (by arguing with the distribution \(\rho_{\beta,z}\) instead of \(\rho_{\beta}\)), this concludes the proof of Theorem 4.2. \(\square\)

**Remark 12.** In Definition 4.1, we may also define a Nishimori disorder by averaging over the entire \(O(3)\) group rather than \(SO(3)\). This gives a different model of disorder for which the proof also holds.

# 5 Symmetry breaking of right isoclinic rotations for a Nishimori line of spin \(O(4)\) model

As pointed out in Remark 11, the quenched Gibbs measure we introduced for the classical Heisenberg model (and by extension to all classical spin \(O(n)\) models) is no longer invariant under \(SO(3)\) (or under \(SO(n)\) for the case of the spin \(O(n)\) model). Because of this, it is only a discrete symmetry which is broken in those cases.

The purpose of this section is to introduce a different Nishimori disorder in the special case of \(S^3\) by exploiting the fact that
\[
S^3 \cong SU(2) \quad \text{and} \quad SO(4) \cong (SU(2) \times SU(2))/\pm \text{Id}
\]
This allows us to rely as in Section 3 on the above useful underlying group structure. The disorder we shall introduce below will have an interesting invariance: it will not be invariant under the whole symmetry group \(SO(4)\) but it will be invariant under right-isoclinic rotations which correspond to \(\text{Id} \times SU(2) \subset SO(4)\).

We introduce the following identification from \(S^3\) to \(SU(2)\)
\[
\phi: (a,b,c,d) \in S^3 \mapsto \left(\begin{array}{c}
\frac{a+i \cdot b}{\sqrt{c-i \cdot d}} \\
\frac{-c-i \cdot d}{a-i \cdot b}
\end{array}\right) \in SU(2).
\]
We note that even though the map \(\phi\) is not canonical (it depends on the choice of basis for \(S^3\)), it satisfies the following useful identity: for any \(v, w \in S^3\),
\[
\langle v, w \rangle = \text{Re} \left( \text{Tr} \left( \phi(v)^\ast \phi(w) \right) \right).
\]
We now define a left/right actions of \(SU(2)\) on \(S^3\).

**Definition 5.1 (Isoclinic rotations).** Any given \(U \in SU(2)\) acts naturally on \(S^3\) via the following left and right actions: for any \(v \in S^3\),
\[
U \cdot v := \phi^{-1}[U \phi(v)] \quad \text{(left-isoclinic rotation)}
\]
\[
v \cdot U := \phi^{-1}[\phi(v)U] \quad \text{(right-isoclinic rotation)}
\]
The left (resp. right) action is equivalent to the action of a left-isoclinic rotation (resp. right-isoclinic) in \(SO(4)\) on \(S^3\). (N.B. the left action \(SU(2) \times \text{Id} \subset S^3\) is transitive, same for the right action).

**Definition 5.2 (Left-isoclinic Nishimori line for the spin \(O(4)\) model).** Let \(\omega = (\Omega_{ij})_{(i,j) \in E(\Lambda)} \in SU(2)^E(\Lambda)\) be the same quenched disorder as in Section 3 for the Lie group \(G = SU(2)\). I.e. on each oriented edge \(\Omega_{ij}\) is sampled independently (subject to \(\Omega_{ij} = \Omega_{ij}^\ast\) according to
\[
d\rho_u(\Omega_{ij}) := Z_{\rho_u}^{-1} e^{u \text{Re} \langle \text{Tr} \Omega_{ij} \rangle} d\mu_{SU(2)}(\Omega_{ij}),
\]
where \( \mu_{SU(2)} \) is the Haar measure on \( SU(2) \).

Given \( \omega \) and using the correspondence \( \phi : \mathbb{S}^3 \to SU(2) \), we thus define the following quenched Gibbs measure on spin configurations \( \{ S_i \}_{i \in \Lambda} \in (\mathbb{S}^3)^\Lambda \),

\[
\exp\left( \frac{\beta}{2} \sum_{(ij) \in \mathcal{E}} (S_i, \Omega_{i,j} \cdot S_j) \right) = \exp\left( \frac{\beta}{2} \Re \left( \text{Tr} [\phi(S_i)^* \Omega_{i,j} \phi(S_j)] \right) \right).
\]

It is straightforward to check that this quenched Gibbs measure is left invariant under right-isoclinic rotations. Furthermore as \( u \to \infty \), the quenched Gibbs measure converges to the classical \( O(4) \) model. (This was not the case for the quenched disorder used in Section 4, see Remark 11).

The above definition shows that this disordered model on spin \( O(4) \) model can be seen as a \( \phi \)-pull-back of the disordered model on \( G = SU(2) \) analyzed in Section 3. In particular, we obtain the following corollary of Theorem 1.6.

**Corollary 5.3.** Let \( d \geq 3 \) and if \( \beta \) is large enough, we have long-range order as well as symmetry breaking of right-isoclinic rotations along the Nishimori line (i.e. \( u \equiv \beta \)) of the disordered spin \( O(4) \) model introduced in Definition 5.2.

### 6 Concluding remarks

**Remark 13.** Let us stress that the link between statistical reconstruction and spin systems has been very productive when spins are carried by the vertices on trees. See for example [EKPS00].

**Remark 14 (Flexibility of this approach).** Here are a few examples of cases which can be readily treated with the present methods.

1. Thanks to the work by Häggström and Mossel [HM98], the present long-range order results extend to the \( 2 + \varepsilon \) dimensional domains from [HM98].

2. The current setup also extends to subdomains \( \Lambda \subset \mathbb{Z}^d \) whose edges are equipped with inhomogeneous coupling constants \( (J_{i,j})_{i,j} \) as far as an elliptic condition \( J_{i,j} \geq J > 0 \) is satisfied.

   Note that for classical Spin \( O(n) \) model, such long-range orders with inhomogeneous elliptic coupling constants are not known due to the lack of Ginibre inequality as soon as \( n \geq 3 \) ([Gin70]).

   In the same spirit, if one detects Long-Range-Order using a suitable measure on unpredictable paths, then Long-Range-Order will still hold for any graph \( \hat{G} \supset G \) as one can use the same unpredictable path measure for \( \hat{G} \) than for \( G \). This remark allows us in particular to obtain continuous symmetry breaking for the Nishimori-line of any (reasonable) long-range models on \( \mathbb{Z}^d \).

3. We already highlighted the fact that this approach works well with domains with arbitrary boundary \( \partial \Lambda \). In fact one could push this analysis further by even allowing holes in the graph as soon as one can still rely on measures on paths \( \mu_n \) which satisfy the EIT property (recall Theorem 2.4).

**Remark 15.** In the works [DLS78, FL78], reflection positivity has been used in order to prove long-range order for several quantum spin systems such as the 3d Heisenberg antiferromagnet. Yet the case of the ferromagnet 3d quantum Heisenberg model still remains open. It would be of great interest to try proving long-range order for this model without relying on reflection positivity (in fact it may even be necessary, see [Spe85]). With this in mind, it would then be very interesting to generalize the present Bayesian reconstruction techniques to the setting of quantum
spin systems in a suitably chosen quenched disorder. See [MON06] which initiated such an analysis.

**Remark 16.** Roland Bauerschmidt has suggested that there may be a relation between the work of Kennedy-King [KK86] on the abelian Higgs gauge theory and the approach presented here. In both cases the \(XY\) model is coupled with a random field.

**Question 1.** Extend our results of long-range order in a neighbourhood of the Nishimori line. In particular, can one handle the case \(u \to \infty\) as \(\beta \to \infty\) in order to recover long-range order for classical spin \(O(n)\) model?

**Question 2.** Can one use such techniques to establish a BKT phase transition along the Nishimori line for the \(XY\) model in \(d = 2\) ?

**Question 3.** Obtain large deviation estimates for the behaviour of the \(XY\) model at low temperatures in \(d \geq 3\).

**Remark 17.** In the work in progress [GS21], we will extend these techniques to the case of \(U(1)\) lattice gauge theory on \(\mathbb{Z}_4\) with quenched disorder given by the Nishimori line. Namely, we shall prove a confining/deconfining phase transition for this \(U(1)\) gauge theory in quenched disorder.

7 Appendix: Correlation inequalities of Messager et al.

The Messager, Miracle-Sole, Pfister inequality [MMSP78] for the \(XY\) model extends that of Ginibre [Gin70]. As in section 2 let

\[
\langle \cos \theta_0 \cos \theta_x \rangle_{\Lambda}(\omega)
\]

be the expectation in the \(XY\) model with disorder \(\omega\) given by \(e^{\beta \sum_e \cos(\theta_e - \omega_e)}\). Here \(\theta_e = \theta_j - \theta_{j'}\) for an edge \(e = (j,j')\).

**Theorem 7.1.** For all \(\omega\),

\[
\langle \cos \theta_0 \cos \theta_x \rangle_{\Lambda}(0) \geq \langle \cos \theta_0 \cos \theta_x \rangle_{\Lambda}(\omega).
\]

For completeness we present a proof of this theorem following Messager et al.

**Proof.** Define the product measure by

\[
Z(0)^{-1} Z(\omega)^{-1} e^{\beta \sum_{e} \cos(\theta_e) + \cos(\theta'_e - \omega_e)} \prod_{j \in \Lambda} d\theta_j d\theta'_j.
\]

\(Z(0), Z(\omega)\) are the partition functions of the two factors. Note that

\[
\cos \theta_e + \cos(\theta'_e - \omega_e) = 2 \cos(\phi_e - \omega_e/2) \cos(\phi'_e - \omega_e/2)
\]

where

\[
\phi_e = (\theta'_e + \theta_e)/2, \quad \phi'_e = (\theta'_e - \theta_e)/2.
\]

To prove the theorem it suffices to prove that in the product measure

\[
\langle \cos \theta_0 \cos \theta_x - \cos \theta'_0 \cos \theta'_x \rangle \geq 0.
\]

Since \(\langle \cos(\theta_0) \rangle = \langle \cos(\theta_x) \rangle = 0\) the above expectation equals

\[
\langle \cos \theta_0 - \cos \theta'_0 \rangle \langle \cos \theta_x + \cos \theta'_x \rangle = 4 \langle \sin \phi_0 \cos \phi_x \sin \phi'_0 \cos \phi'_x \rangle.
\]

By expanding the interaction exponent in a power series in the \(\phi, \phi'\) variables we see that each of the resulting terms is a square composed of identical \(\phi\) and \(\phi'\) factors, thus the theorem follows. \(\Box\)
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