Search for oxide glass compositions using Bayesian optimization with elemental-property-based descriptors
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Our study shows that machine learning technique, Bayesian optimization (BO) can efficiently find high-refractive-index glasses from a large number of candidate compositions using data from the INTERGLAD database. The effect of the parameters (i.e., descriptors) input to the BO algorithm on search performance is described. The results show that elemental-property-based (EPB) descriptors, recently applied in materials science, are more effective than the component-amount-based ones traditionally used in the study of glass. The results suggest that BO with EPB descriptors can accelerate the search for glass compositions with desirable properties.
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Oxide glass has many applications, such as lenses, optical fibers, and electric displays. The control of glass composition is a key process in the development of glass materials, because compositions strongly determines the physical properties of glass, such as the refractive index, density, and glass transition temperature.$^{1,2}$ The search for new glass compositions with desirable physical properties generally requires a lot of experiments and is thus time-consuming.

Machine learning techniques are expected to accelerate the study of materials. They have been applied to many fields of materials science.$^{3–11}$ Bayesian optimization (BO), a data-driven method, has been extensively studied.$^{3–5}$ BO finds materials with the desirable properties by repeating the recommendation of the next candidate (e.g., compound composition or synthetic condition) through machine learning and the observation of the candidate from an experiment or simulation. The advantage of BO is that BO can find materials in the extrapolation area (the outside of observed data) by using uncertainties. Other machine learning methods focus on the interpolate area (the inside of observed data). Therefore, BO is expected to find new materials that are not derived from only experience and knowledge. In the BO algorithm, the candidate is chosen with predicted values and their uncertainties (variances or standard deviations) calculated from previous observed data with specific regressions such as Gaussian process regression. By considering uncertainties, the algorithm can recommend a candidate that is very different from the observed candidates.

Here, we apply BO to the search for glass compositions with targeted properties and examine its performance in the study of glass. We seek compositions with a high refractive index ($n_d$) of 587.6 nm. Because control of the refractive index by composition modification is necessary for manufacturing optical glass, it is worthwhile to apply BO for finding compositions with specific optical properties. To the best of our knowledge, there are no previous reports on the application of BO to the study of oxide glass. We discuss the types of descriptors that are input as parameters to machine learning algorithms. Generally, the selection of descriptors is an important factor that determines the prediction performance of machine learning.$^{10,12}$ Recent studies on materials with machine learning, have used descriptors based on elemental properties (e.g., atomic number, electronegativity, and melting temperature) to predict material properties.$^{3,6,10–12}$ The component content in compositions has traditionally been used as a descriptor in glass science, and glass scientists have guessed the physical properties of glass assuming a linear relation between the properties and such descriptors.$^{8,13–15}$ Here, we refer to these descriptors as elemental-property-based (EPB) and component-amount-based (CAB) descriptors, respectively. Some reports have recently shown that glass properties can be well predicted using neural network regression, a nonlinear method, with CAB descriptors.$^{7,8}$ EPB descriptors is considered to improve the performance of machine learning, because the physical properties of glass depend on those of elements in the glass. For example, the refractive index relates to the polarization of the elements thorough the Lorentz-Lorentz equation.$^{1,2}$ Although some studies have used EBP descriptors for investigating metallic glass,$^{9,11}$ here are
no reports on the application of EPB descriptors to the study of oxide glass.

We obtained data for oxide compositions and \( n_d \) values from the database INTERGLAD.\(^{16}\) Some compositions with obviously wrong \( n_d \) values were found in the data. Specifically, there were compositions with \( n_d \) values of more than 10 and the values are unreasonably high. Therefore, those compositions were eliminated as wrong data. Data for elemental physical properties for creating EBP descriptors were obtained the literature.\(^{17)}\) We used compositions that contained elements whose physical properties were available. For example, the element Eu was missing electron negativity values in the handbook we used for collecting elemental property data, and thus compositions that included Eu were not used.\(^{17)}\) We collected a total of 13,400 compositions and the corresponding \( n_d \) values. The range of \( n_d \) values is between 1.45 and 2.65. Figure 1 shows a histogram of the \( n_d \) values for these compositions.

In this study, the Python library GPy was used for implementing nonlinear regression, namely, Gaussian process regression with a Gaussian kernel.\(^{20)}\) Gaussian process regression is a Bayesian-based approach that is typically used in BO to calculate predicted values and their uncertainties (standard deviations) from data. To obtain the next candidate, we used the expected improvement \( a_{EI} \) as the criterion. It is calculated from the predicted value \( \mu \) and the standard deviation \( \sigma \) by the Gaussian process as follows:\(^{3,5)}\)

\[
a_{EI} = \left[ \frac{\phi(z)}{z} + \Phi(z) \right],
\]

\[
z = \frac{(\mu - \mu^*)}{\sigma},
\]

where \( \mu^* \) is the maximum value in the observed training data, \( \phi \) is the probability density function, and \( \Phi \) is the cumulative distribution function for the normal distribution. The composition with the highest value of \( a_{EI} \) becomes the next candidate.

22 EPB descriptors were prepared for each composition.\(^{10,12)}\) We used 11 elemental properties: atomic number, Mendeleev number, the column and row numbers in the periodic table, covalent radius, Arrhenius ionic radius, electronegativity, first ionization energy, melting temperature, atomic weight and density. The reason for choosing these properties is that these properties are used in the studies of material informatics in common.\(^{3,6)}\) Also, because most of these physical properties are usually listed in the periodic table, it is easy to obtain the values. Furthermore, the glass compositions contain various elements and therefore it is convenient for our study that these physical properties are known for many elements. Then, we calculated two descriptors, namely the mean \( f_{\text{mean}} \) and the standard deviation \( f_{\text{std}} \), for each elemental property as follows:

\[
f_{\text{mean}} = \sum_i f_i \frac{x_i}{\sum_i x_i},
\]

\[
f_{\text{std}} = \sqrt{\frac{\sum_i (f_i - f_{\text{mean}})^2 x_i}{\sum_i x_i}},
\]

where \( x_i \) is the atomic fraction in each composition expressed as an atomic percentage, \( f_i \) is the value of the elemental property, and \( i \) represents the element species. We also used 66 CAB descriptors. The number of CAB descriptors corresponds to the number of oxide component types in the studied compositions expressed as a molar fraction. The used oxide component types are follows: \( \text{Ag}_2\text{O}, \text{Al}_2\text{O}_3, \text{As}_2\text{O}_3, \text{B}_2\text{O}_3, \text{BaO}, \text{BeO}, \text{Bi}_2\text{O}_3, \text{CaO}, \text{CdO}, \text{Ce}_2\text{O}_3, \text{CeO}_2, \text{Co}_2\text{O}_3, \text{Co}_3\text{O}_4, \text{CoO}, \text{Cr}_2\text{O}_3, \text{Cs}_2\text{O}, \text{CuO}, \text{Dy}_2\text{O}_3, \text{Er}_2\text{O}_3, \text{Fe}_2\text{O}_3, \text{FeO}, \text{Ga}_2\text{O}_3, \text{Gd}_2\text{O}_3, \text{Ge}_2\text{O}_3, \text{HfO}_2, \text{Ho}_2\text{O}_3, \text{In}_2\text{O}_3, \text{K}_2\text{O}, \text{La}_2\text{O}_3, \text{Li}_2\text{O}, \text{Lu}_2\text{O}_3, \text{MgO}, \text{MnO}, \text{Mn}_2\text{O}_3, \text{MoO}_2, \text{MoO}_3, \text{Na}_2\text{O}, \text{Nb}_2\text{O}_5, \text{Nd}_2\text{O}_3, \text{NiO}, \text{P}_2\text{O}_5, \text{PhO}, \text{Pr}_2\text{O}_3, \text{Pr}_{11}\text{O}_{21}, \text{Rb}_2\text{O}_3, \text{SO}_3, \text{Sb}_2\text{O}_5, \text{Sb}_2\text{O}_4, \text{Sc}_2\text{O}_3, \text{SiO}_2, \text{Sm}_2\text{O}_3, \text{SnO}, \text{SnO}_2, \text{SrO}, \text{Ta}_2\text{O}_5, \text{Te}_2\text{O}_6, \text{ThO}_2, \text{TiO}_2, \text{Ti}_2\text{O}_3, \text{Ti}_3\text{O}_4, \text{V}_2\text{O}_5, \text{WO}_3, \text{Y}_2\text{O}_3, \text{ZnO}, \text{ZrO}_2). \]

When using the EPB descriptors, the descriptors in the observed dataset were scaled using the mean and standard deviation for each descriptor, that is, the mean was subtracted, and the result was divided by the standard deviation to equalize the magnitudes between descriptors. The EPB descriptors in the candidate dataset were scaled using the mean and standard deviation estimated from the observed dataset. This scaling is commonly conducted in machine learning studies when the descriptors vary in magnitude.\(^{21)}\) For example, the magnitude of \( f_{\text{mean}} \) calculated from electronegativity (e.g., 1.90 for Si) is greatly different from that calculated from the melting temperature (e.g., 1000 K for Si).

Here, we describe our BO procedure for finding high-\( n_d \) compositions. First, five compositions are randomly chosen from all data as the initial observed data and the remaining data are used as the candidate data. Next, the Gaussian process regression learns the observed dataset and predicts the \( \mu \) and \( \sigma \) values for the compositions in the candidate dataset. Then, we calculate \( a_{EI} \) for the candidate compositions using Eq. (1) and observe the \( n_d \) value of the
composition with the highest $a_{EI}$. In other words, the composition data (i.e., the composition and the corresponding $n_d$ value) are added to the observed dataset and removed from the candidate dataset. We repeat the learning of the observed dataset by the Gaussian process regression and the observation of the $n_d$ value with the highest $a_{EI}$ 15 times for 50 patterns. The five initial compositions are randomly chosen for each pattern. We examine how many observations with high-$n_d$ compositions are found by BO from the candidate dataset.

Figures 2 and 3 show the results of the search for high $n_d$ compositions with EPB and CAB descriptors. Figure 2 shows the highest values of $n_d$ until the $n$-th observation for five typical patterns of the initial observed datasets. It can be seen that using EPB descriptors is more effective than using CAB descriptors for finding high-$n_d$ compositions. The composition $27.66\text{Bi}_2\text{O}_3-69.96\text{PbO}-2.38\text{SiO}_2$ with a high $n_d$ value of 2.64, is found within 15 observations for all five patterns of the initial observed datasets. It was found for all 50 patterns of the initial observed datasets with the EPB descriptors with an average number of observations of only 4.8 (standard deviation: 3.0). In contrast, this composition is not found by BO with the CAB descriptors. Here, it should be noted that there are only two compositions with a refractive index of above 2.6, i.e., $27.66\text{Bi}_2\text{O}_3-69.96\text{PbO}-2.38\text{SiO}_2$ ($n_d = 2.64$) and $37.5\text{Gd}_2\text{O}_3-37.5\text{SiO}_2-25\text{B}_2\text{O}_3$ ($n_d = 2.65$), in our data. The latter composition wasn’t found by BO with both EPB and CAB descriptors. The latter composition is rich in the components of SiO$_2$ and B$_2$O$_3$ that are contained in many compositions. In our data, about 70 percent of all compositions contains SiO$_2$ and about 65 percent contains B$_2$O$_3$. Because BO tends to find rare compositions using uncertainties, we speculate that BO didn’t find the latter compositions with much SiO$_2$ and B$_2$O$_3$ within the 15 observations.

Figure 3 shows that BO with the EPB descriptors tends to find compositions with a higher refractive index compared with those found with the CPB descriptors. Generally, when a training dataset is small, an excessive number of descriptors tends to decrease prediction performance. In our study, the number of CAB descriptors 66 was higher than that EPB descriptors 22. Because the initial observed
datasets had only five compositions and the number of compositions in the observed datasets increased by only one at each BO step, the size of the observed dataset (training dataset) was very small. Therefore, the small number of EPB descriptors contributed to the higher search performance obtained with EPB descriptors. The BO search performance also depends on factors such as the selection of descriptors, target physical properties training dataset size, or their combinations. For example, there is no guarantee that our 11 EPB descriptors are the most effective to the BO for glass composition search. Therefore, we need to understand the detailed relation between performance and these factors and to develop more effective descriptors for BO glass composition search in the future.

In summary, we showed that high-$n_d$ glass compositions can be found from a large number of candidates in a low number of observations using BO. Furthermore, we examined the dependence of BO search performance on descriptors type and confirmed that BO with EPB descriptors can find high-$n_d$ compositions more rapidly than that with CAB descriptors. Our study is the first to use BO and EPB descriptors for investigating oxide glass. The results suggest that BO with EPB descriptors is a powerful tool for accelerating the search for compositions with desirable physical properties.
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