I. INTRODUCTION

Quasiclassical theory of superconductivity1–4 is a powerful tool for comprehensive analysis of the superconducting state. Quasiclassical methods are well suited to study a broad range of phenomena with characteristic energies/frequencies well below the Fermi energy $\varepsilon_F$ and characteristic lengths strongly exceeding the Fermi wavelength or, equivalently, the inverse Fermi momentum $1/p_F$. Within this approach all relevant information about the superconducting state can be extracted from the energy-integrated matrix Green-Eilenberger function $\hat{g}$ which generally depends on the electron momentum direction as well as on both coordinate and time variables.

The quasiclassical Eilenberger formalism also accounts for electron scattering at various impurities and boundary imperfections which are inevitably present in virtually any metallic sample. In general such scattering processes can make the quasiclassical electron trajectory in a metal very complicated in which case the function $\hat{g}$ may become rather involved. Usadel demonstrated that substantial simplification can be achieved provided the concentration of non-magnetic impurities in a system is sufficiently large. In this case electron scattering at such impurities turns its trajectory into a diffusive one and the matrix function $\hat{g}$ becomes almost isotropic in the momentum space. The Eilenberger equation then reduces to the Usadel one for the momentum averaged quasiclassical Green function matrix.5–8

Usually the Usadel approximation works well in the so-called dirty limit, i.e., provided the electron elastic mean free path $\ell$ remains much shorter than the superconducting coherence length of a clean system $\xi_0$. However, there exists a number of interesting phenomena which cannot be captured within the Usadel approximation even in the limit $\ell \ll \xi_0$. One of them is the thermoelectric effect in superconductors doped with magnetic impurities as well as in superconducting hybrids with spin-active interfaces.9,10 Different scattering rates for electrons and holes at magnetic impurities or interfaces yield electron-hole imbalance generation in such systems which in turn results in a large enhancement of thermoelectric currents. This electron-hole imbalance effectively implies anisotropy of the quasiparticle distribution function in the momentum space.11,12 It turns out that this effect cannot be recovered from the standard Usadel equation for the momentum-averaged quasiclassical Green functions. One of the aims of this paper is to extend further the Usadel perturbative expansion in the parameter $\ell/\xi_0$ and to derive the leading order correction to the Usadel equation which would enable one to properly account for the momentum anisotropy of the distribution function mentioned above.

Another aim of this paper is to employ this formalism in order to study the so-called photoelectric effect in superconducting-normal (SN) hybrid structures. The essence of this effect is the appearance of a dc voltage drop across a superconductor as a result of its inhomogeneous absorption of light. It is commonly accepted that an external electromagnetic ac field cannot cause any charge imbalance in a superconductor.13,14 Photon absorption just produces a pair of electron-like and hole-like excitations and does not lead to any shift of the chemical potential. This observation remains applicable as long as both the density of states and quasiparticle scattering rates are symmetric with respect to electrons and holes. Electron-hole imbalance occurs provided one takes into account the energy dependence of the normal state density of states near the Fermi level. Accordingly, the magnitude of the photoelectric effect in conventional superconductors is expected to be small in the parameter $T_c/\varepsilon_F$, where $T_c$ is a critical temperature of a superconductor.

The situation changes dramatically if one considers superconductors doped with randomly distributed magnetic impurities. In this case scattering of quasiparticles on such impurities may lead to significant electron-hole
asymmetry resulting, in turn, in a strong enhancement of the photoelectric effect, which amplitude is not anymore controlled by the small parameter $T_c/\varepsilon_F$. Interestingly enough, it turns out that this large photoelectric effect cannot be captured within the usual Usadel equation formalism. In order to correctly describe this effect in diffusive superconductors doped with magnetic impurities it is necessary to go beyond the standard Usadel approximation and to include anisotropic (gradient) corrections. This will be demonstrated below in our paper.

The structure of the paper is as follows. In section II we will extend the Usadel expansion of the quasiclassical Green-Eilenberger functions and derive the leading order correction to the Usadel equation describing superconductors in the diffusive limit. In section III we will demonstrate the advantages of our approach by briefly re-deriving the expression for large thermoelectric currents which may flow in superconductors doped with magnetic impurities. In section IV we will apply our formalism in order to analyze the photoelectric effect in SN structures with magnetic impurities. Our main conclusions are briefly presented in section V. Some technical details of our calculation are displayed in Appendix.

II. QUASICLASSICAL DESCRIPTION OF DIFFUSIVE SUPERCONDUCTORS

A. Eilenberger formalism

Our starting point is the quasiclassical Eilenberger equation which can be expressed in the form

$$i v_F \partial_r \hat{g} + [\hat{\Omega} - \hat{\Sigma}_{nm}, \hat{g}] = 0, \quad (1)$$

where $v_F = p_F/m$ is the Fermi velocity, $\partial_r$ denotes spatial gradient and $\hat{g}(\varepsilon, t, p_F, r)$ is the quasiclassical matrix propagator which has the standard structure in the Keldysh space

$$\hat{g} = \begin{pmatrix} \hat{g}^R & \hat{g}^K \\ \hat{g}^0 & \hat{g}^\Delta \end{pmatrix} \quad (2)$$

and obeys the normalization condition

$$\hat{g}^2 = 1. \quad (3)$$

Here and below the “check”-symbol denotes $8 \times 8$ matrices in Keldysh$\otimes$Nambu$\otimes$Spin space while the “hat”-symbol labels $4 \times 4$ matrices in Nambu$\otimes$Spin space. The brackets in Eq. (1) and below imply the commutator $[a, b] = ab - ba$. The matrix $\hat{\Omega}$ has the form

$$\hat{\Omega} = \varepsilon \hat{\tau}_3 + \hat{\Delta} - \hat{\Sigma}_m, \quad (4)$$

where $\varepsilon$ is the quasiparticle energy, $\hat{\tau}_3$ is the Pauli matrix in the Nambu space and $\hat{\Delta}$ is the order parameter matrix which contains only “retarded” and “advanced” components,

$$\hat{\Delta} = \begin{pmatrix} \Delta & 0 \\ 0 & -\Delta \end{pmatrix}, \quad \hat{\Delta}^* \sigma_0 = \begin{pmatrix} 0 & \Delta \sigma_0 \\ -\Delta^* \sigma_0 & 0 \end{pmatrix}. \quad (5)$$

where $\sigma_0$ is the unity matrix in the spin space and $\Delta$ is the BCS order parameter in our system. The two self-energies $\hat{\Sigma}_m$ and $\hat{\Sigma}_{nm}$ account for electron scattering on respectively magnetic and non-magnetic impurities contained in our superconductor. In the case of isotropic elastic impurity scattering the self-energy $\hat{\Sigma}_{nm}$ reads

$$\hat{\Sigma}_{nm} = -i \frac{v_F}{2k} \langle \hat{g} \rangle, \quad (6)$$

where angular brackets $\langle \cdots \rangle$ denote averaging over the Fermi surface. The expression for $\hat{\Sigma}_m$ will be specified below. For the sake of simplicity we will assume that the matrix $\hat{\Omega}$ is independent on the momentum direction $p_F$.

Electric current density $\mathbf{j}$ in our system is determined via the Keldysh part of the quasiclassical Green function

$$\mathbf{j} = -\frac{eN_0}{8} \int d\varepsilon \langle \mathbf{u}_F \text{Sp}[\hat{g}^K \hat{\tau}_3] \rangle, \quad (7)$$

where $e$ is the electron charge and $N_0$ is the normal density of states at the Fermi level.

B. Expansion in spherical harmonics

Let us now assume that the electron elastic mean free path in a superconductor is shorter than its “clean limit” coherence length $\ell \ll \xi_0 \sim v_F/\max(|\Delta|, T)$. In this case the electron motion becomes diffusive and the Green-Eilenberger function $\hat{g}$ only weakly depends on the momentum direction $p_F$. In order to account for this dependence one can formally expand the function $\hat{g}$ in a series of spherical harmonics

$$\hat{g} = \hat{g}_0 + \hat{g}_n i + \hat{g}_i j \left(n_i n_j - \frac{1}{3} \delta_{ij} \right) + \cdots, \quad (8)$$

where $n = p_F/p_F$ is the unity vector in the direction of the quasiparticle momentum and the matrices $\hat{g}_0, \hat{g}_n, \hat{g}_i j$ do not depend on the electron momentum. Here and below the summation over repeated indices is implied. As it will become clear below, an effective expansion parameter in Eq. (8) is $\sqrt{\ell/\xi_0}$, i.e.

$$\hat{g}_0 \sim \left( \frac{\ell}{\xi_0} \right)^0, \quad \hat{g}_n \sim \left( \frac{\ell}{\xi_0} \right)^{1/2}, \quad \hat{g}_i j \sim \left( \frac{\ell}{\xi_0} \right)^1. \quad (9)$$

The standard Usadel approximation amounts to keeping only the first two terms in the expansion (8). Under this approximation the Eilenberger equation reduces to the Usadel one. Here we go beyond this approximation and also keep the next order term in Eq. (8) which contains the matrix $\hat{g}_i j$. Without any loss of generality, we can assume that this matrix $\hat{g}_i j$ is symmetric and traceless, i.e.

$$\hat{g}_i j = \hat{g}_j i, \quad \hat{g}_i i = 0. \quad (10)$$
In order to proceed it is convenient to rewrite gradient term in the Eilenberger equation (11) in the operator form as $\partial_{x} \tilde{g} = \nabla \tilde{g} - \tilde{g} \nabla$. Then Eq. (11) reads

$$[\check{\Omega} + i v_F \nabla - \check{\Sigma}_{nm}, \tilde{g}] = 0. \quad (11)$$

Substituting the expansion (8) into Eq. (11) and collecting all terms associated respectively with harmonics 1, $n_i$ and $n_i n_j - \delta_{ij}/3$, we arrive at the following system of equations

$$[\check{\Omega}, \tilde{g}_0] + \frac{i v_F}{3} [\nabla_i, \tilde{g}_i] = 0, \quad (12)$$

$$[\check{\Omega} + \frac{i v_F}{2\ell} \tilde{g}_0, \tilde{g}_i] + i v_F [\nabla_i, \tilde{g}_0] + \frac{2i v_F}{5} [\nabla_k, \tilde{g}_{ik}] = 0, \quad (13)$$

$$[\tilde{g}_0, \tilde{g}_{ik}] + \ell \left([\nabla_i, \tilde{g}_k] + [\nabla_k, \tilde{g}_i] - \frac{2}{3} \delta_{ik} [\nabla_n, \tilde{g}_n]\right) = 0. \quad (14)$$

Analogously from the normalization condition (3) we obtain

$$\tilde{g}_0^2 + \frac{1}{3} \tilde{g}_i \tilde{g}_i = 1, \quad (15)$$

$$\tilde{g}_0 \tilde{g}_i + \tilde{g}_i \tilde{g}_0 + \frac{2}{5} (\tilde{g}_i \tilde{g}_j + \tilde{g}_j \tilde{g}_i) = 0, \quad (16)$$

$$\tilde{g}_0 \tilde{g}_{ik} + \tilde{g}_i \tilde{g}_k + \frac{1}{2} \left( \tilde{g}_i \tilde{g}_k + \tilde{g}_k \tilde{g}_i - \frac{2}{3} \delta_{ik} \tilde{g}_n \tilde{g}_n \right) = 0. \quad (17)$$

For the sake of brevity here we neglected the vector potential which is formally set equal to zero $A = 0$. If needed, the vector potential can easily be restored by gauge invariance arguments implying the replacement

$$\nabla \rightarrow \nabla + i \frac{e}{c} A(r, t) \hat{\tau}_3, \quad (18)$$

where $c$ is the speed of light.

In order to evaluate $\tilde{g}_{ij}$ it is sufficient to find $\tilde{g}_i$ only in the lowest order in the parameter $\ell/\xi_0$. From Eqs. (13) and (16) we get

$$\tilde{g}_i = -\ell (\tilde{g}_0 \nabla_i \tilde{g}_0 - \nabla_i) \quad (19)$$

which is just the well known expression for the amplitude of the first harmonics within the standard Usadel approximation. Combining this expression with Eqs. (13) and (17), we obtain

$$\tilde{g}_{ik} = -\frac{\ell^2}{4} \left[ \nabla_i \nabla_k \tilde{g}_0 + \nabla_k \nabla_i \tilde{g}_0 + \tilde{g}_0 \nabla_i \nabla_k + \tilde{g}_0 \nabla_k \nabla_i + \nabla_i \tilde{g}_0 \nabla_k + \nabla_k \tilde{g}_0 \nabla_i - 3 \tilde{g}_0 \nabla_i \tilde{g}_0 \nabla_k - 3 \tilde{g}_0 \nabla_k \tilde{g}_0 \nabla_i + \frac{2}{3} \delta_{ik} (3 \tilde{g}_0 \nabla_n \tilde{g}_0 \nabla_n \tilde{g}_0 - \nabla_n \tilde{g}_0 \nabla_n - \nabla_n \nabla_n \tilde{g}_0 - \tilde{g}_0 \nabla_n \nabla_n) \right]. \quad (20)$$

For the sake of generality here and below we make a distinction between the products $\nabla_i \nabla_k$ and $\nabla_k \nabla_i$ being different from each other in the presence of the magnetic field.

C. Correction to Usadel equation

From Eqs. (15) and (19) we observe that the normalization condition for the isotropic part of the function $\tilde{g}_0$ acquires a nontrivial correction

$$\tilde{g}_0^2 = 1 - \frac{1}{2} \tilde{g}_i \tilde{g}_i = 1 - \frac{\ell^2}{3} \left( \tilde{g}_0 \nabla_i \nabla_i \tilde{g}_0 + \nabla_i \nabla_i - \tilde{g}_0 \nabla_i \tilde{g}_0 \nabla_i - \tilde{g}_0 \nabla_i \tilde{g}_0 \nabla_i - \tilde{g}_0 \nabla_i \tilde{g}_0 \nabla_i \right). \quad (21)$$

At this stage it is convenient for us to introduce the function $\tilde{G}$ related to $\tilde{g}_0$ as

$$\tilde{g}_0 = \tilde{G} - \frac{\ell^2}{6} \left( G \nabla_i \nabla_i + \nabla_i \nabla_i \tilde{G} - 2 \nabla_i \tilde{G} \nabla_i \right). \quad (22)$$

It is easy to verify that this function obeys the standard normalization condition

$$\tilde{G}^2 = 1. \quad (23)$$

Combining Eqs. (13), (16), (20) and (22) we also express the matrix $\tilde{g}_i$ via $G$ and find the correction to this matrix. The corresponding rather lengthy expression is displayed in Appendix, see Eq. (A1). Substituting this expression into Eq. (12) we arrive at the result (A2) which extends the Usadel equation by including terms describing weak anisotropy effects in the momentum space.

Though Eq. (A2) still looks complicated, in the majority of cases it can be simplified further. For instance, in the absence of the magnetic field ($A = 0$) and provided the matrix $G$ depends only on one coordinate ($x$) Eq. (22) reduces to

$$\tilde{g}_0 = \tilde{G} - \frac{\ell^2}{6} \partial_x^2 \tilde{G}, \quad (24)$$

while Eq. (A2) becomes

$$iD \partial_x (\tilde{G} \partial_x \tilde{G}) = \left[ \check{\Omega}, \tilde{G} \right] - \frac{\ell^2}{6} \left[ \partial_x^2 \tilde{G}_x, \tilde{G} \right] - iD \frac{\ell^2}{30} \left[ \partial_x^2 \tilde{G}, \tilde{G} \right], \quad (25)$$

where $D = v_F \ell/3$ is diffusivity coefficient. The first line of Eq. (25) represents the standard Usadel equation while its second line defines the leading order gradient corrections to this equation.

The $x$-component of the current density reads (cf. Eq. (A3))

$$j_x = -\frac{\sigma N}{4\ell} \int dz \text{Sp} \left( \tilde{g}_x^K \hat{\tau}_3 \right), \quad (26)$$

where $\sigma N = 2e^2 N_0 D$ is the normal state Drude conductivity and $\tilde{g}_x^K$ is the Keldysh component of the matrix

$$\tilde{g}_x = -\ell \tilde{G} \partial_x \tilde{G} - i \frac{\ell^2}{v_F} \left[ \check{\Omega}, \partial_x \tilde{G} \right] - D \frac{\ell^2}{20v_F} \left( 3[\tilde{G}, \partial_x^2 \tilde{G}] + 7[\partial_x \tilde{G}, \partial_x^2 \tilde{G}] \right). \quad (27)$$
The expression (27) follows directly from Eq. (A1).

It is important to emphasize that the above results remain applicable as long as significant changes of the function $G$ occur at distances exceeding the electron elastic mean free path $\ell$. Should this condition be violated (as it is the case, e.g., in diffusive hybrid structures with spin-active interfaces) the whole approach based on the expansion (30) may become insufficient. On the other hand, usually the function $G$ in diffusive superconductors changes at distances of order of the "dirty limit" coherence length $\xi \sim \sqrt{\ell \delta}$ (which also follows from the Usadel equation) or even at longer distances. Hence, the effective expansion parameter in Eq. (30) is $\ell/\xi \sim (\ell/\delta)^{1/2}$ as we already indicated above in Eq. (9). Further simplifications occur provided $G$ changes at very long distances, in which case the terms with higher order gradients in Eqs. (25) and (27) can be neglected.

III. THERMOELECTRIC CURRENT

Let us now turn to practical calculations employing the above formalism. Our first example is the thermoelectric effect in superconductors. If a non-vanishing temperature gradient $\nabla T$ is applied to a superconducting sample quasiparticle distribution function is driven out of equilibrium and the quasiparticle current develops in the system. As a result, the total current density consists of two contributions:

$$ j(r) = j_s(r) + \sigma(r) \partial_x T(r), $$

where $j_s(r)$ defines the supercurrent density which we are not interested in here and the last term represents the thermoelectric current. For simplicity below we restrict ourselves to the linear response regime, i.e. we assume that both the supercurrent and the thermoelectric current remain small as compared to the critical (pairing) current. In this case the thermoelectric is proportional to $\nabla T$ and $\sigma$ is the so-called thermoelectric coefficient.

Without loss of generality we can orient the $x$-axis in the direction of non-zero temperature gradient, i.e. we assume $T = T(x)$. Employing Eqs. (25), (26) and (27) we directly evaluate the thermoelectric current. Provided the temperature varies at a typical length scale strongly exceeding the superconducting coherence length $\xi$ the terms with spatial gradients in Eq. (25) can be safely neglected as they could only yield small corrections to the Green function proportional to $(\partial_x T)^2$ or $\partial_x^2 T$. As a result, it suffices to solve Eqs. (25) within the approximation assuming local equilibrium in our superconductor. Then both the Green-Keldysh function and the self-energy take a simple form

$$ \hat{G}^K(x, x) = \left[ \hat{G}^R(x, x) - \hat{G}^A(x, x) \right] \tanh \frac{\varepsilon}{2T(x)}, $$

$$ \hat{\Omega}^K(x, x) = \left[ \hat{\Omega}^R(x, x) - \hat{\Omega}^A(x, x) \right] \tanh \frac{\varepsilon}{2T(x)}, $$

where the retarded and advanced Green functions obey Eq. (25) which now reduces to

$$ \left[ \hat{G}^{RA}(x, x), \hat{G}^{RA}(x, x) \right] = 0, \quad \left( \hat{G}^{RA}(x, x) \right)^2 = 1. $$

Eq. (31) can easily be solved with the result

$$ \hat{G}^{RA} = \pm \frac{\hat{B}^{RA}}{\sqrt{(\hat{B}^{RA})^2}}, $$

where $\hat{B}^{RA}$ define a traceless part of the matrix $\hat{\Omega}^{RA}$,

$$ \hat{B}^{RA} = \hat{\Omega}^{RA} - i \Omega_0^{RA}, \quad \text{Sp}(\hat{B}^{RA}) = 0, $$

$$ \hat{\Omega}_0^{RA} = \frac{1}{4} \text{Sp}(\hat{\Omega}^{RA}). $$

For simplicity here we assume that our system is spin isotropic and, hence, the matrix $\hat{\Omega}^{RA}$ has no structure in the spin space. Provided the superconducting order parameter $\Delta$ is purely real, the matrix Green functions have the following structure

$$ \hat{G}^{RA} = \left( \begin{array}{cc} \hat{G}^{RA} & F^{RA} \\ \bar{F}^{RA} & -\hat{G}^{RA} \end{array} \right), $$

and the combination $\text{Sp}(\hat{\tau_3} \hat{g}^K)$ in Eq. (26) can be evaluated in a straightforward manner. As we already pointed out, the terms with higher derivatives in Eq. (27) can be safely omitted provided the temperature gradient remains sufficiently small. With this in mind and making use of Eqs. (20) - (35) we obtain

$$ \text{Sp}(\hat{\tau_3} \hat{g}^K) = \left( \frac{\ell^2}{v_F} \left( \Omega_0^{RA} - \Omega_0^{A} \right) \frac{4\varepsilon \nu(\varepsilon) \partial_x T}{T^2 \cosh^2 [\varepsilon/(2T)]} \right), $$

where $\nu(\varepsilon) = (1/2)[G^R - G^A]$ is the density of states. Substituting this combination into Eq. (26), we immediately arrive at the expression for the thermoelectric coefficient

$$ \alpha = \frac{\sigma_N \ell}{2e v_F} \int d\varepsilon \frac{\varepsilon \nu(\varepsilon) \text{Im} \Omega_0^{R}}{T^2 \cosh^2 [\varepsilon/(2T)]}. $$

Note that an attempt to evaluate the expression (37) making use of the standard Usadel equations immediately yields an incorrect result $\alpha = 0$. This is because in local equilibrium one has $\text{Sp}(\hat{\tau_3} \hat{g} \partial_x \hat{G})^K = 0$ and, hence, the contribution to the electric current from the first term in the right-hand side of Eq. (27) vanishes identically. In order to recover the correct expression for the thermoelectric coefficient it is necessary to go beyond the Usadel approximation and to include gradient corrections evaluated in the previous section. E.g., in the case of superconductors doped with randomly distributed magnetic impurities these correction terms allow to properly account for the electron-hole imbalance effects. For $\Omega_0^R \neq \Omega_0^{A}$ Eq. (37) yields a non-zero result which – in the limit $\ell \ll \xi_0$ considered here – exactly coincides with the expression for $\alpha$ derived within a somewhat different approach. The corresponding calculation is already presented in Ref. [3], therefore it is not necessary to go into further details here.
IV. PHOTOELECTRIC EFFECT

Let us apply the formalism developed above to the description of the photoelectric effect in superconductors doped with magnetic impurities. Here we will concentrate on a hybrid structure depicted in Fig. 1. This structure consists of a superconductor and a normal metal separated by an insulating barrier with cross section \( A \) and normal state resistance \( R_N \). We will assume that the superconducting part of this SN structure is uniformly irradiated by an ac electromagnetic field and that the corresponding penetration depth for this field exceeds the thickness of the S-film. In the presence of magnetic impurities a combined effect of an ac field and electron scattering at such impurities yields charge imbalance production in a superconductor\(^{11,12}\) which, in turn, implies the appearance of a nonvanishing dc voltage \( V \) across the insulating barrier. This effect can be detected, e.g., by measuring the dc current \( \mathcal{T} = \nabla V / R_N \) across the SN interface. The current across the SN interface with low transmission can be expressed in the form\(^{13}\)

\[
I = \frac{eN_0 A}{16} \int d\varepsilon \langle |v_x| D(p_F) \rangle \text{Sp}(\hat{g}^K - \hat{g}^R h_N + h_N \hat{g}^A),
\]

where \( \hat{g}^{R,A,K} \) are retarded, advanced and Keldysh Green-Eilenberger functions on a superconducting part of the interface, \( h_N(\varepsilon) = \tanh(\varepsilon / 2T) \) is related to the equilibrium (Fermi) distribution function for electrons and holes in the normal metal and \( D(p_F) \) is the angle-dependent transmission of the tunnel barrier. In the diffusive limit the Green functions only weakly depend on the direction of the Fermi momentum and, hence, the current \( IV \) can be rewritten in a much simpler form

\[
I = \frac{1}{16eR_N} \int d\varepsilon \text{Sp}(\hat{g}^K_0 - \hat{g}^R h_N + h_N \hat{g}^A_0),
\]

where \( \hat{g}^{R,A,K}_0 \equiv \langle \hat{g}^{R,A,K} \rangle \) indicate the momentum averaged Green-Eilenberger functions and

\[
\frac{1}{R_N} = e^2 N_0 A \langle |v_x| D(p_F) \rangle.
\]

Combining Eq. (38) with the expression for the electric potential

\[
eV = \frac{1}{16} \int d\varepsilon \langle \text{Sp} \hat{g}^K \rangle = \frac{1}{16} \int d\varepsilon \text{Sp} \hat{g}^K_0
\]

and making use of the condition \( \text{Sp} \hat{g}^R_0 = \text{Sp} \hat{g}^A_0 = 0 \) we immediately recover the Ohmic dependence \( \mathcal{T} = \nabla V / R_N \), where the dc photovoltage \( V \) should be determined from the solution of the quasiclassical equations. Here and below the overbar denotes time averaging over the period of the external electromagnetic field.

The task at hand is to evaluate nonequilibrium Green functions \( \hat{g}^{R,A,K}_0 \) in a thin superconducting film in the presence of an ac electromagnetic field which we describe by means of the time-dependent vector potential

\[
A(t) = \frac{E}{\omega} \cos \omega t,
\]

where \( \omega \) is the radiation frequency and \( E \) denotes the amplitude of the corresponding electric field component. Provided the intensity of the electromagnetic field is sufficiently small, i.e.

\[
D \frac{E^2 \omega^2}{\omega^2} \ll \max(T, \Delta),
\]

this field can be treated as a small perturbation. Within this approximation it suffices to disregard the time dependence of the momentum averaged Green functions. Replacing \( \nabla_i \to i(\varepsilon / c) \hat{A}_i \) in Eq. (A2) and averaging this equation over time, we obtain

\[
\left[ \hat{\Omega}(\varepsilon) + iD \frac{e^2 E^2}{4\omega^2} \hat{\tau}_3 \left\{ \hat{G}(\varepsilon + \omega) + \hat{G}(\varepsilon - \omega) \right\} \hat{\tau}_3 + \frac{e^2 \ell^2 E^2}{12\omega^2} \times \left\{ 2\hat{\Omega}(\varepsilon) - \hat{\tau}_3 \hat{\Omega}(\varepsilon + \omega) \hat{\tau}_3 - \hat{\tau}_3 \hat{\Omega}(\varepsilon - \omega) \hat{\tau}_3 \right\} , \hat{G}(\varepsilon) \right] = 0.
\]

Here we omitted terms proportional to \( E^4 \) and for the sake of simplicity denoted time averages of the matrices \( \hat{G} \) and \( \hat{\Omega} \) respectively by the same symbols. According to Eq. (44), the matrix \( \hat{\Omega} \) is expressed in terms of the energy \( \varepsilon \), the order parameter \( \Delta \) and the self-energy \( \Sigma_m \). For a simple model of randomly distributed isotropic magnetic impurities the latter quantity reads\(^{14,15}\)

\[
\Sigma_m = \frac{n_{\text{imp}}}{2\pi N_0} \left\{ \left( \left[ u_1 + \hat{\tau}_3 u_2 \right]^{-1} + i\hat{g}_0 \right)^{-1} + \left( \left[ u_1 - \hat{\tau}_3 u_2 \right]^{-1} + i\hat{g}_0 \right)^{-1} \right\},
\]

where \( n_{\text{imp}} \) is the concentration of magnetic impurities. Dimensionless parameters \( u_1 \) and \( u_2 \) characterize the strength of the spin-isotropic and spin-dependent part of the impurity scattering potential. Following our convention we now employ the symbol \( \hat{g}_0 \) to denote both time- and momentum-averaged Green-Eilenberger function matrix.

The relation between the functions \( \hat{g}_0 \) and \( \hat{G} \) can be derived simply by averaging Eq. (22) over time. As a
The resulting photovoltage value

\[
\hat{g}_0(\varepsilon) = \hat{G}(\varepsilon) + \frac{\ell^2 e^2 E^2}{6 2\omega^2} \left[ 2\hat{G}(\varepsilon) - \hat{\tau}_3 \hat{G}(\varepsilon + \omega) - \hat{\tau}_3 \hat{G}(\varepsilon - \omega) \right],
\]

(46)

Eqs. (44)-(46) fully determine a perturbative response of a superconductor to an external ac electromagnetic field [42].

Employing the normalization condition one can parameterize the Keldysh component of the Green function matrix in a standard way as

\[
\hat{G}^K = \hat{G}^R \hat{h} - \hat{h} \hat{G}^A, \quad \hat{h} = h_L + \hat{\tau}_3 h_T,
\]

(47)

where the functions \( h_L \) and \( h_T \) are directly linked to the distribution functions for electrons and holes. In equilibrium we have \( h_L(\varepsilon) = \tanh(\varepsilon/2T) \) while the function \( h_T \) equals to zero. In the presence of an ac field [42] the function \( h_T \) already differs from zero and it can be found perturbatively from the kinetic equation derived by multiplying the Keldysh component of the Usadel equation [43] by \( \hat{\tau}_3 \) and by taking the trace of the resulting expressions. This equation reads

\[
\text{Im} \left\{ \Delta^* [F^R(\varepsilon) + F^A(\varepsilon)] \right\} h_T(\varepsilon) = -\frac{\ell^2 e^2 E^2}{6 2\omega^2} \nu(\varepsilon)
\]

\[
\times \left\{ \nu(\varepsilon + \omega) \left[ d(\varepsilon) + d(\varepsilon + \omega) \right] \left[ h_L(\varepsilon) - h_L(\varepsilon + \omega) \right] \right.
\]

\[
+ \nu(\varepsilon - \omega) \left[ d(\varepsilon) + d(\varepsilon - \omega) \right] \left[ h_L(\varepsilon) - h_L(\varepsilon - \omega) \right] \right\},
\]

(48)

where \( d(\varepsilon) \) is proportional to the diagonal part of the impurity self-energy

\[
\text{Sp} \left[ \hat{\Sigma}_m^R(\varepsilon) - \hat{\Sigma}_m^A(\varepsilon) \right] = -4i\nu(\varepsilon)d(\varepsilon).
\]

(49)

The function \( d(\varepsilon) \) depends on the impurity scattering potential parameters \( u_{1,2} \) as well as on the quasiparticle energy \( \varepsilon \). We find

\[
d(\varepsilon) = \frac{n_{\text{imp}}}{\pi N_0} \frac{16u_1 u_2 (1 + u_1^2 - u_2^2)}{(1 + u_1^2 - u_2^2)^2 + 4u_2^2 |G^R(\varepsilon)|^2} \text{Im} G^R(\varepsilon).
\]

(50)

Within our model electron scattering on magnetic impurities is responsible for charge imbalance generation as well as for its relaxation. These two effects are accounted for respectively by the left-hand side and the right-hand side of Eq. (48). In order resolve this equation it suffices to set both the retarded and advanced Green functions equal to their bulk equilibrium values. The resulting photovoltage value \( eV \) takes the form

\[
eV = \frac{1}{2} \int d\varepsilon \nu(\varepsilon) h_T(\varepsilon),
\]

(51)

In Fig. 2 we illustrate typical frequency dependencies of the photovoltage evaluated with the aid of Eqs. (48)-(51) at different temperatures. The magnetic impurity concentration and the impurity potential parameters are chosen to provide the regime of gapless superconductivity. In this regime the impurity bands overlap with the continuous spectrum and the quasiparticle density of states remains nonzero in the whole energy range (see the inset in Fig. 2). Quasiparticle transitions between the states in the continuous spectrum and/or the states in the impurity band may yield electron-hole imbalance of a different sign depending on the quasiparticle energy \( \varepsilon \). The photovoltage value \( eV \) is then controlled by an interplay between these processes and it may change the sign depending on the electromagnetic field frequency.

In general the voltage \( eV \) is a complicated function of several parameters, such as temperature \( T \), the magnetic impurity concentration \( n_{\text{imp}} \) and the potential parameters \( u_1 \) and \( u_2 \) as well as the frequency of the external electromagnetic field \( \omega \). Similarly to [9] one can expect that the maximum value of \( eV \) is achieved provided both temperature and the magnetic impurity concentration are approximately equal to one half of their respective critical values. In this case and at frequency values several times bigger than \( T_{\text{co}} \) (cf., e.g., Fig. 2) one can roughly estimate

\[
eV \sim \frac{\ell^2 e^2 E^2}{2T_{\text{co}}},
\]

(52)

At the border of applicability of Eq. (43) one can set
Electric effect in superconductors and SN hybrid structures which implies the appearance of a dc voltage drop in the system as a result of inhomogeneous absorption of light. Also this effect is strongly enhanced provided a certain concentration of magnetic impurities is present in a superconductor. If such a superconductor in an SN system is irradiated by an external ac electromagnetic field the charge imbalance develops which causes a non-vanishing dc voltage \( V \) to occur across a tunnel barrier at the SN interface. Here we evaluated the magnitude of this voltage and demonstrated that in the presence of magnetic impurities in a superconductor the maximum value of \( V \) is controlled by the electromagnetic signal and the electron elastic mean free path \( \ell \) (cf. Eq. (52)) rather than by the small parameter \( T_c/\varepsilon_F \) which just drops out in this case. This large photoelectric effect in SN hybrid structures with magnetic impurities can easily be detected in modern experiments and can also be directly employed in various applications, such as, e.g., a new generation of ultrasensitive bolometers.
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**Appendix A**

Making use of Eqs. (13), (16), (20) and (22) after a straightforward but rather lengthy calculation we arrive at the following expression for the matrix \( \tilde{g}_i \) which includes the leading order correction to Eq. (19):

\[
\tilde{g}_i = -\ell (\hat{G} \nabla_i \hat{G} - \nabla_i) - i\frac{\ell^3}{\varepsilon_F} \left\{ \tilde{\Omega} \nabla_i \hat{G} - \hat{G} \nabla_i \tilde{\Omega} - \nabla_i \hat{G} \tilde{\Omega} \right\} - \frac{\ell^3}{60} \left\{ 30 \hat{G} \nabla_k \hat{G} \nabla_i \hat{G} \nabla_k \hat{G} - 15 \hat{G} \nabla_k \hat{G} \nabla_k \hat{G} \nabla_i \hat{G} - \hat{G} \nabla_k \hat{G} \nabla_k \hat{G} \nabla_i \hat{G} \right\}
\]

(A1)

Employing this result together with Eq. (12) we obtain the resulting equation for the matrix function \( \hat{G} \):
\[
\left[ \Omega - i \frac{v_F \ell}{3} \nabla_i \hat{G} \nabla_i \hat{G} \right] = \frac{i^2}{6} \left[ \Omega \nabla_i \nabla_i + \nabla_i \nabla_i \Omega - 2 \nabla_i \Omega \nabla_i, \hat{G} \right] + i \frac{v_F \ell^3}{180} \left[ -30 \nabla_i \hat{G} \nabla_k \hat{G} \nabla_k \hat{G} - 29 \nabla_i \nabla_k \hat{G} \nabla_k \nabla_i + 15 \nabla_i \hat{G} \nabla_k \hat{G} \nabla_k \hat{G} + 11 \nabla_i \hat{G} \nabla_k \nabla_k \hat{G} + 6 \nabla_k \hat{G} \nabla_i \nabla_i \hat{G} + 6 \nabla_k \hat{G} \nabla_i \nabla_i \hat{G} + 6 \nabla_k \nabla_i \nabla_k \hat{G} \nabla_i + \nabla_i \nabla_k \nabla_k \hat{G} \nabla_i + \nabla_i \hat{G} \nabla_k \nabla_k \nabla_i + \nabla_i \hat{G} \nabla_i \nabla_i \nabla_k + \nabla_i \nabla_i \nabla_i \nabla_k \hat{G} \right] = 0. \quad (A2)
\]

The first commutator in Eq. (A2) represents the standard Usadel equation and last two terms define small corrections.

It is easy to observe that within the approximations adopted here only the term \( \hat{g}_i n_i \) in the expansion (8) contributes to the electric current (7). Then for the \( i \)-th component of the current density we have

\[
j_i = -\frac{e N_0 v_F}{24} \int d\varepsilon \text{Sp} \left( \hat{g}_i^K \hat{r}_3 \right), \quad (A3)
\]

where \( \hat{g}_i^K \) is the Keldysh component of the matrix \( \hat{A} \).

All the equations presented here remain applicable as long as the matrix function \( \hat{G} \) changes at distances exceeding the mean free path \( \ell \). Provided \( \hat{G} \) changes in space sufficiently slowly one can neglect all terms in curly brackets in Eq. (A1) as well as the last commutator in Eq. (A2). Then the above equations receive significant simplifications. Further simplifications of our formalism occur in the absence of the magnetic field and provided the function \( \hat{G} \) depends only one one coordinate, see the corresponding discussion in Sec. II C.
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