Position space method for the nucleon magnetic moment in lattice QCD
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Abstract

The extraction of the magnetic form factor of the nucleon at zero momentum transfer is usually performed by adopting a parametrization for its momentum dependence and fitting the results obtained at finite momenta. We present a position space method that allows us to remove the momentum prefactor in the form factor decomposition and hence compute the magnetic form factor directly at zero momentum without the need to assume a functional form for its momentum dependence. The method is explored on one ensemble using \( N_f = 2 + 1 + 1 \) Wilson twisted mass fermions with a light quark mass corresponding to \( M_\pi = 373 \text{ MeV} \) and a lattice spacing of \( a \approx 0.082 \text{ fm} \). We obtain results for the isovector magnetic moment and for the proton and neutron magnetic moments. The value we find for the isovector magnetic moment is larger as compared to fitting the form factor at the discrete values of the lattice momentum transfers using a dipole Ansatz, bringing it closer to the experimental value.
1 Introduction

The proton electromagnetic form factors have been studied extensively for many years as probes of the proton structure. Polarization experiments can measure directly the ratio of the proton electric to magnetic form factor, $\mu_p G_E^p / G_M^p$ and revealed a qualitatively different behavior than the traditional Rosenbluth separation. Future experiments are being planned to study both the small and the large momentum dependence of these form factors. Lattice QCD provides a well-suited framework for the determination of these quantities. This is particularly true nowadays with the availability of simulations with quark masses fixed to their physical values. In the lattice QCD formulation the form factors are evaluated at discrete values of the momentum transfer. Access to low momentum transfers is crucial and will enable a better determination of the magnetic moment of the proton as well as the root mean squared (r.m.s.) radius of the transverse electric and magnetic quark distribution in the nucleon. Computing the electric r.m.s. radius of the proton is particularly important due to the existing discrepancy between the muonic determination yielding a value of $r_p = 0.84184(67)$ fm [1] and the electron scattering and hydrogen spectroscopy value of $r_p = 0.8751(61)$ fm [2].

In this article we investigate an approach that allows us to remove momentum prefactors in the form factor decomposition of a matrix element computed within lattice QCD. Methods of this kind have been applied already in various forms in the study of the hadronic vacuum polarization on the lattice [3–7]. However, in contrast to the inclusive process described by hadronic vacuum polarization, the extraction of a form factor associated with the ground state of a correlation function requires modifications and further development of these methods.

We first review a variant of the method applied some time ago for the elimination of momentum prefactors [8]. We discuss the improvements made to avoid the residual time dependence that did not allow the application of the method to lattice three point functions. Our new method was first considered in Ref. [9] and more recently applied in an exploratory study of the neutron electric dipole moment [10,11]. We describe here the technical details of the method and discuss the application to the nucleon magnetic moment, for which it was originally developed. The method can also be extended to the case of radii for which results will be reported in the future.

Before we apply our approach to the magnetic form factor we first demonstrate its validity by applying it to evaluate the isovector electric Sachs form factor at zero momentum transfer. The latter is by definition equal to one if the lattice conserved electromagnetic current is used and, in addition, it can be extracted directly from the lattice matrix element without the need to deal with a momentum factor in the decomposition. It thus provides a very suitable test case. After demonstrating the suitability of our method with the electric form factor we apply it to compute the magnetic form factor at zero momentum transfer, which otherwise requires a fit ansatz to extrapolate the lattice data to zero momentum. We find that the value extracted is larger than what a dipole fit to the form factor would yield. We finally discuss our conclusion and future applications of our method.
2 Electromagnetic matrix element of the nucleon

In this study we consider the electromagnetic matrix element of the nucleon

\[
\langle N(p_f, s_f) | J_\mu | N(p_i, s_i) \rangle = \frac{m_N}{\sqrt{E_N (p'_f) E_N (p'_i)}} \bar{u}(p_f, s_f) \left[ \gamma_\mu F_1(q^2) + \frac{i \sigma_{\mu \nu} q_\nu}{2m_N} F_2(q^2) \right] u(p_i, s_i),
\]

where the momentum transfer squared in Minkowski space is given by \(q^2 = (p_f - p_i)^2\) while \(p_i, s_i\) and \(p_f, s_f\) denote momentum and spin of initial and final state, respectively. In the following the final state is always assumed to be produced at rest, hence initial and final momenta fulfill \(\vec{q} = \vec{p}_f - \vec{p}_i = -\vec{p}_i\). Moreover, assuming exact SU(2) isospin symmetry the local electromagnetic current

\[
J_\mu^\em \equiv \frac{2}{3} \bar{u} \gamma_\mu u - \frac{1}{3} \bar{d} \gamma_\mu d,
\]

satisfies the following relation

\[
\langle p | J_\mu^\em | p \rangle - \langle n | J_\mu^\em | n \rangle = \langle p | \bar{u} \gamma_\mu u - \bar{d} \gamma_\mu d | p \rangle \equiv \langle p | J_\mu^{\text{isoem}} | p \rangle,
\]

where the isovector electromagnetic current \(J_\mu^{\text{isoem}}\) has been introduced, and \(|p\rangle, |n\rangle\) refer to proton and neutron states, respectively. Using the isovector combination instead of the electromagnetic current allows us to avoid quark disconnected diagrams, which would otherwise contribute to the matrix element in Eq. \(1\). Furthermore, we replace the local current in our lattice computations by the corresponding Noether current, eliminating the need for additional renormalization.

In Euclidean spacetime the momentum transfer squared is given by \(Q^2 = -q^2\) and the corresponding Dirac and Pauli form factors \(F_1(Q^2)\) and \(F_2(Q^2)\) are related to the electric and magnetic Sachs form factors by

\[
G_E(Q^2) = F_1(Q^2) - \frac{Q^2}{4m_N^2} F_2(Q^2), \quad G_M(Q^2) = F_1(Q^2) + F_2(Q^2).
\]

On the lattice, we consider spin-projected two-point and three-point functions

\[
C^{2pt}(t, \vec{q}) = \Gamma_0^{\alpha \beta} (J_N^{\alpha} (\vec{q}, t_f) \bar{J}_N^{\beta} (\vec{q}, t_i)), \quad C^{3pt}(t, \vec{q}, \Gamma_\nu) = \Gamma_\nu^{\alpha \beta} (J_N^{\alpha} (0, t_f) J_\mu^{\text{em}} (\vec{q}, t) \bar{J}_N^{\beta} (\vec{p}_f, t_i)),
\]

where \(J_{N, \alpha}\) denotes a suitable interpolating field for the desired nucleon state. The projectors relevant for our purposes are defined by \(\Gamma_0 = \frac{1}{2} (1 + \gamma_0)\) and \(\Gamma_k = \frac{1}{2} \Gamma_0 i \gamma_5 \gamma_k\). Unknown overlap factors due to the spin projection are canceled in the optimized ratio

\[
R_\mu(t_f, t, \vec{q}, \Gamma_\nu) = \frac{C^{3pt}(t_f, t, \vec{q}, \Gamma_\nu)}{C^{2pt}(t, \vec{q})} \sqrt{\frac{C^{2pt}(t_f - t, \vec{q}) C^{2pt}(t, \vec{0}) C^{2pt}(t_f, \vec{0})}{C^{2pt}(t_f - t, \vec{0}) C^{2pt}(t, \vec{q}) C^{2pt}(t_f, \vec{q})}},
\]

where \(t_f, t\) denote the (fixed) sink and (running) insertion time slices, respectively. Without loss of generality, the source timeslice \(t_i\) has been set to zero and dropped entirely. The required three-point functions are computed using sequential inversions through the sink \([12]\) which gives access to the full \(Q^2\)-dependence. At large Euclidean times \(t\) and \(t_f - t\), the ground state is expected to dominate the ratio and \(R_\mu(t_f, t, \vec{q}, \Gamma_\nu)\) approaches a plateau, i.e.

\[
\lim_{t \to \infty} \lim_{t_f - t \to \infty} R_\mu(t_f, t, \vec{q}, \Gamma_\nu) = \Pi_\mu (\vec{q}, \Gamma_\nu).
\]
Fitting a constant to this plateau finally allows us to extract the isovector Sachs form factors by employing an appropriate choice of projectors and insertion indices

\[
\Pi_0(\vec{q}, \Gamma_0) = -C E_N(\vec{q}) + m_N G_E(Q^2),
\]

(9)

\[
\Pi_i(\vec{q}, \Gamma_0) = -C \frac{i}{2m_N} q_i G_E(Q^2),
\]

(10)

\[
\Pi_i(\vec{q}, \Gamma_k) = -C \frac{1}{4m_N} \epsilon_{ijk} q_j G_M(Q^2),
\]

(11)

where we have introduced the kinematic factor

\[
C = \sqrt{\frac{2m_N^2}{E_N(\vec{q}) + m_N}}.
\]

From Eq. (9) it is obvious that the isovector electric moment \(G_E(0) = 1\) can be extracted directly from a lattice calculation, whereas for the case of the anomalous magnetic moment \(G_M(0)\) no relation without a multiplicative momentum factor exists. A standard method to obtain an estimate for \(G_M(0)\) is to assume a fit ansatz to describe the data at nonzero momentum transfer and use the fitted parameters to extrapolate to zero momentum. A simple and common choice is a dipole fit of the form

\[
G_M(Q^2) = \left( 1 + \frac{Q^2}{m_{GM}^2} \right)^{-2},
\]

(12)

where \(G_M(0)\) and the dipole mass \(m_{GM}\) are fit parameters. However, any such approach introduces a model dependence, which given the discrete nature of \(Q^2\) in a lattice calculation can be problematic. In fact, many different ansätze have been discussed in the literature; for a recent review we refer to [13].

Here we follow a different, model-independent approach that relies on the treatment of correlation functions in position space. This will allow us to access \(G_M(0)\) and similar quantities from lattice data without the need for an explicit parametrization for the momentum dependence of the form factor.

### 3 Position space methods

Assuming continuous (infinite) Euclidean spacetime it is possible to remove the \(q_j\)-factor in Eq. (11) by application of a derivative. Taking the \(Q^2 \rightarrow 0\) limit we find

\[
\lim_{Q^2 \rightarrow 0} \frac{\partial}{\partial q_j} \Pi_i(\vec{q}, \Gamma_k) = -\frac{1}{4m_N} \epsilon_{ijk} G_M(0).
\]

(13)

In principle, a corresponding procedure can be defined in a finite Euclidean spacetime where the momenta are discrete. However, there is no unique prescription for this, as the definition of a derivative on the lattice is not unambiguous. Furthermore, additional subtleties may occur when taking the large Euclidean time and infinite volume limits, which are not interchangeable in general. This issue was first discussed in Ref. [8], where it has been shown that naively applying a momentum derivative on the lattice does not yield the correct result even in the infinite volume limit, i.e. Eq. (13) is not reproduced correctly. In the following subsection we briefly revisit this result and discuss how to avoid its implications when approaching the large Euclidean time and infinite volume limit. In a next step we derive a method that avoids the aforementioned issues altogether.
3.1 Direct application of the momentum derivative

For continuum quantities in infinite volume one can eliminate the momentum factor $q_j$-factor in Equation (11) by applying a partial derivative acting on the ratio $R_i$ in Eq. (7) and write

$$
\lim_{Q^2 \to 0} \frac{\partial}{\partial q_j} R_i(t_f, t, \vec{q}, \Gamma_k) = \lim_{Q^2 \to 0} \frac{1}{C_{2pt}(t_f, 0)} \frac{\partial}{\partial q_j} C_i^{3pt}(t, \vec{q}, \Gamma_k),
$$

where we have introduced the three-point function $C_i^{3pt}(t, \vec{x})$ in position space and for fixed $j \in \{1, 2, 3\}$ two-dimensional integration is over the two components of $\vec{x}$ perpendicular to $j$. Any term involving a derivative of a two-point function in the above expression vanishes exactly, hence there is no contribution from the square-root of two-point functions in Eq. (7). One can naively write the discretized version of the second line of a two-point function in the above expression vanishes exactly, hence there is no contribution from the partial derivative of the ratio. One would then write

$$
\lim_{Q^2 \to 0} \frac{\partial}{\partial q_j} R_i(t_f, t, \vec{q}, \Gamma_k) = \lim_{L \to \infty} \frac{1}{C_{2pt}(t_f, 0)} \cdot a^3 \sum_{x_j = -L/2 + a}^{L/2 - a} \left( \sum_{x_{\perp j} = 0}^{L - a} \sum_{x_{\parallel j} = 0}^{x_j} i x_j C_i^{3pt}(t, \vec{x}) \right),
$$

where the sum over $\vec{x}_{\perp j}$ means the sum over the two components of $\vec{x}$ perpendicular to $j$ over the complete range $\{0, \ldots, L - a\}$. Note that in Eq. (15) we have interchanged the partial momentum derivative and the limit of zero momentum an operation that is well-defined in infinite volume.

In infinite volume the above expression approximates the momentum-space derivative of a $\delta$-distribution in infinite volume,

$$
a^3 \sum_{x_j = -L/2 + a}^{L/2 - a} \left( \sum_{x_{\perp j} = 0}^{L - a} \sum_{x_{\parallel j} = 0}^{L - a} i x_j C_i^{3pt}(t, \vec{x}, \vec{k}, \Gamma_k) \right) = \frac{1}{V} \sum_k \left( a^3 \sum_{x_j = -L/2 + a}^{L/2 - a} \left( \sum_{x_{\perp j} = 0}^{L - a} \sum_{x_{\parallel j} = 0}^{L - a} i x_j \exp(i\vec{k}\vec{x}) \right) \right) C_i^{3pt}(t_f, t, \vec{k}, \Gamma_k),
$$

which implies a residual $t$-dependence $C_i^{3pt}(t_f, t, \vec{q}, \Gamma_k) \sim \exp(-\Delta E t)$, where $\Delta E = E_N(\vec{q}) - m_N$ is the momentum transfer between final and initial state and $\Delta E \to 0$ only for $L \to \infty$. In any numerical study this dependence must either be fitted (if statistical errors are small or the value of $L/a$ not large enough) as it was done in Ref. 9, or at least taken into account as an additional systematic uncertainty 10.

From Eqs. (15) and (16) we thus formally define our lattice estimator in position space for the form factor at zero momentum as $\mathcal{F}(t, t_f, L)$ given by

$$
\mathcal{F}(t, t_f, L) = \frac{2m_N}{3} \cdot \frac{1}{C_{2pt}(t_f, 0)} \sum_{i,j,k=1}^{3} \epsilon_{ijk} a^3 \sum_{x_j = -L/2 + a}^{L/2 - a} \sum_{x_{\perp j} = 0}^{L - a} \sum_{x_{\parallel j} = 0}^{L - a} x_j C_i^{3pt}(t_f, t, \vec{x}, \Gamma_k)
$$

which taking the usual limits of infinite lattice size, source-sink time separation and time separation of the current insertion from source and sink yields the form factor at $Q^2 = 0$:

$$
G_M(0) = \lim_{t \to \infty} \lim_{t_f - t \to \infty} \lim_{L \to \infty} \mathcal{F}(t, t_f, L).
$$

The time and volume dependence of $\mathcal{F}$ in Eq. (18), which we calculate on the lattice, play a crucial role in the direct application of the momentum derivative.
To facilitate the discussion, for fixed value of $j$ and $x = x_j$ we define

$$F(t, x) \equiv \frac{1}{C^{2pt}(t_f, 0)} \epsilon_{ijk} \sum_{x_i, x_k=0}^{L-a} C^{3pt}(t_f, t, \vec{x}, \Gamma_k)$$

and its Fourier transform $\tilde{F}$ in momentum space. We assume a sufficiently large source-sink time separation $t_{sep} = t_f - t_i$, such that the desired nucleon states dominate. Both $F$ and $\tilde{F}$ will depend on the insertion time $t_i$, though this is not explicitly denoted in each step.

Using trigonometric interpolation, we can evaluate $\tilde{F}$ for intermediate momentum $k$ via

$$\tilde{F}(k) = \frac{1}{N_s} \sum_{l=1}^{N_s/2-1} (-1)^{l+1} \frac{\sin(\frac{kN_s}{2})}{1 - \cos(\frac{2\pi l}{N_s})} \tilde{F}_l,$$

where we introduce the shorthand $N_s = L/a$ and the momentum $q_l$ is given by $q_l = 2\pi l/N_s$. $\tilde{F}_l = \tilde{F}(q_l)$ denotes the $l$th Fourier mode and we assume $\tilde{F}_l \approx -\tilde{F}_{-l}$, which is true up to lattice artifacts and finite gauge statistics.

With the assumed form $\tilde{F}(k) = k \tilde{f}(k^2)$ we immediately define the momentum-dependent form factor $\tilde{f}(k^2)$ from Eq. (20) by dividing out the momentum $k$. For later reference, we divide by the lattice momentum $2 \sin(k/2)$ instead of $k$. These two momenta differ only by lattice artifacts and in particular lead to equivalent results at $k = 0$. We then get

$$\tilde{f}(k^2) = \frac{1}{N_s} \sum_{l=1}^{N_s/2-1} (-1)^{l+1} \frac{\sin(\frac{kN_s}{2})}{\sin(\frac{\pi l}{2})} \frac{\sin(\frac{2\pi l}{N_s})}{\cos(k) - \cos(\frac{2\pi l}{N_s})} \tilde{F}_l.$$

Eq. (21) can be evaluated at zero momentum, $k = 0$, and one gets a representation of the form factor at zero momentum transfer

$$\tilde{f}(0) = \sum_{l=1}^{N_s/2-1} (-1)^{l+1} \frac{\sin(\frac{2\pi l}{N_s})}{1 - \cos(\frac{2\pi l}{N_s})} \tilde{F}_l = \sum_{l=1}^{N_s/2-1} (-1)^{l+1} \cot\left(\frac{\pi l}{N_s}\right) \tilde{F}_l,$$

which is the result given in [8]. With the form $\tilde{F}_l = q_l \tilde{f}_l$ and $\tilde{f}_l = \tilde{f}(q_l^2)$ this leads to the representation of the form factor at zero momentum transfer

$$\tilde{f}(0) = \sum_{l=1}^{N_s/2-1} (-1)^{l+1} \left(e^{iq_l/2} + e^{-iq_l/2}\right) \tilde{f}_l,$$

where analogously to Eq. (21) instead of the continuum momentum $q$ we factored out the lattice momentum $2 \sin(q/2)$.

Equation (23) corresponds to a representation of the form factor at zero momentum as a superposition of Fourier-modes for nonzero momentum of the normalized 3-point function. We recall, that $\tilde{F}_l(t) = \tilde{F}(t, q_l)$ still depends on the current insertion time $t$. Inserting a complete set of states in Eq. (4) and assuming dominance of the nucleon state, the leading time dependence is found to be $\tilde{F}_l(t) \sim \tilde{F}_l^{(0)} e^{-t(E_N(q_l^2) - m_N)}$. This renders $\tilde{f}_l$ a function of the insertion time as well

$$\tilde{f}(0) = \sum_{l=1}^{N_s/2-1} (-1)^{l+1} \left(e^{iq_l/2} + e^{-iq_l/2}\right) \tilde{f}_l^{(0)} e^{-t(E_N(q_l^2) - m_N)}.$$
This dependence on the insertion time is demonstrated in Fig. 1, which is taken from Ref. [9]. Following Ref. [8] and Eq. (24) we must not associate this time dependence to a single Fourier mode. In particular taking the limit of large $t$ and retaining only the first mode $l = 1$, which has the slowest exponential decay $E_N(q_l^2) - m_N = \sqrt{(2\pi/L)^2 + m_N^2} - m_N$, leads to a wrong result. The convergence of the sum in Eq. (23)

$$E_N(q_l^2) - m_N = \sqrt{(2\pi/L)^2 + m_N^2} - m_N,$$

with growing $N_s$ is an essential point for the position space methods. A primary requirement is naturally, that the Fourier modes in Eq. (23) have an $l$-dependence, such that the sum is convergent in the limit $N_s \to \infty$. For the example of a constant form factor $\tilde{f}_l = c = \text{const}$ one has

$$\tilde{f}(0) = c \left( 1 + \frac{\sin (\pi/N_s)}{1 + \cos (\pi/N_s)} \right) = c \left( 1 - \tan \left( \frac{\pi}{2N_s} \right) \right),$$

which converges to the target value with an error of $O(1/N_s)$ for large $N_s$. As another example one may consider the case of a form factor $\tilde{f}_l = ce^{-a|l|}$ with constants $a, c$, which leads to

$$\tilde{f}(0) = c \left( 1 + \frac{(-1)^{N_s/2} \sin (\pi/N_s)}{e^{aN_s/2} (\cos (\pi/N_s) + \cosh (a))} \right),$$

and converges exponentially fast for positive $a$.

For the case at hand, we do not have the detailed momentum dependence for $\tilde{f}_l$, but we can employ e.g. the vector meson dominance (VMD) model

$$\tilde{f}_l(t) \propto e^{-t(E_N(q_l^2) - m_N)} \left( 1 + Q^2/m_V^2 \right)^2,$$

(27)

to investigate the convergence and the time dependence. Here $m_V$ is the mass of the exchanged vector meson and for the ensemble at hand we have $am_V \approx 0.5$ in lattice units, which amounts to about 1 GeV in physical units at the given lattice spacing. $E_N(q_l^2) = \sqrt{q_l^2 + m_N^2}$ denotes the energy of the nucleon state on the mass shell for a given momentum $q_l$ and the four-momentum transfer $Q^2$ can be written as

$$Q^2 = (p_f - p_i)^2 = 2m_N (E_N(q_l^2) - m_N)$$

(28)
for our setup with the momentum of the final state \( p_f = (m_N, 0) \) and momentum of the initial state \( p_i = (E_N(q^2), q_\perp \vec{e}_j) \). For the phenomenological VMD model in Eq. (27) the residual time dependence due to the

\[
N_s = 24, N_s = 32, N_s = 48, N_s = 64
\]

Figure 2: Panel (a): residual dependence on the insertion time for the VMD model in Eq. (27) with \( am = 0.5 = am_V \). Panel (b): dependence of the ratio evaluated at fixed current insertion times \( t/a = 4, 6, 8 \) on the size \( N_s \) for typical lattice sizes.

The residual dependence on the insertion time \( t \) discussed in the model calculation above poses an intricate problem, because at finite \( L \) it obscures the additional \( t \)-dependence induced by the excited states. An analysis of the time dependence arising from excited states is required in order to isolate the ground-state contribution by establishing a region where the ratio is time-independent (plateau region). Any residual time dependence beyond the one arising from excited states will spoil the appearance of a plateau region and thus the extraction of the ground state matrix element. In the following we describe a modification of this method, which eliminates the residual time dependence by first isolating the ground state and then taking the derivative.

3.2 Momentum elimination in the plateau-region

While it is possible to deal with the issue of the correct order of finite volume and large Euclidean time limits for the continuum derivative method, the residual time dependence at any finite volume introduces a potentially large systematic error for any actual lattice calculation. Therefore, it seems beneficial to employ a different method that removes any explicit Euclidean time dependence right from the start. In the following we will discuss such a method that, while working at fixed, finite Euclidean times, automatically guarantees the right order of limits. We will see that this approach does not require any additional fit after the initial removal of the time-dependence, and thus for smaller systematic effects for currently available lattices.

The method is obtained by first performing a fit to the plateau in Eq. (7) at each lattice momentum \( \vec{q} \), hence removing the time dependence, before performing any manipulations in position space. This approach requires the usual assumption that the source-sink separation \( t_{sep} \) is large enough, such that excited state contaminations are sufficiently suppressed within the statistical error. This requirement is inherent in all lattice QCD computations of matrix elements and in practice is checked using different values of \( t_{sep} \). Thus, the first step is the same as the standard method for extracting data at nonzero momentum, which is then used e.g. for a dipole fit. However, while for the standard method we may simply average over all lattice
momenta contributing to the same physical momentum before fitting the time dependence, this is not possible for this approach because Eq. (11) contains a sum over momentum components $q_j$.

Let us first consider the case of on-axis momenta, i.e. $\bar{q} = (\pm q, 0, 0)^T$ and all permutations thereof. Before we apply the fit to the plateau in Eq. (8), we average over all momentum directions and contributing index combinations according to Eq. (11) for a given value of the scalar momentum variable $q$. We denote the corresponding fitted ratios by $\Pi(q)$.

In the next step we perform a Fourier transform to obtain a ratio $\Pi(y)$ in position space for which $\Pi(y) \approx -\Pi(-y)$ holds up to statistical fluctuations. In any actual lattice simulation a cutoff $q_{\text{max}}$ is required such that only momenta with $q < q_{\text{max}}$ enter the Fourier transform. The reason for this is a decreasing signal-to-noise ratio of $\Pi(\bar{q}, \Gamma)$ for increasing lattice momenta, which leads to a very noisy final result if such large momenta are included in the Fourier transform. In practice, it turns out to be reasonable to choose $q_{\text{max}}$ corresponding to the lowest possible $Q$ for which the original ratio $\Pi(\bar{q}, \Gamma)$ is zero within statistical errors.

Typically, this leads to a value of $q_{\text{max}}$ which is much smaller than the maximal allowed lattice momentum. With $n = y/a$ we have

$$\Pi(y) = \left\{ \begin{array}{ll} +\Pi(n), & n = 0, \ldots, N_s/2 \\ -\Pi(N_s - n), & n = N_s/2 + 1, \ldots, N_s - 1 \end{array} \right. $$

where

$$\Pi(n) = \frac{1}{6} \sum_{i,j,k=1}^{3} \epsilon_{ijk} \sum_{|q_i| \leq q_{\text{max}}} \Pi_i ((q_j, q_i = 0, q_k = 0), \Gamma_k) \exp(iq_jn)$$

and averaging over positive and negative values of $y$ we obtain an exactly antisymmetric expression $\Pi(n)$ as can be inferred from Eqs. (10, 11). Finally, $\Pi(n)$ is transformed back in a way that allows us to introduce continuous momenta. For the electric Sachs form factor the corresponding expression is

$$\Pi(k) = \left[ \exp(i\pi(n)\Pi(n)) \right]_{n=0,N_s/2}^{N_s/2-1} \sum_{n=1}^{N_s/2-1} \exp(i\pi(n)\Pi(n)) + \sum_{n=N_s-1}^{N_s/2+1} \exp(i\pi(n)\Pi(n))$$

$$= \left[ \exp(i\pi(n)\Pi(n)) \right]_{n=0,N_s/2}^{N_s/2-1} + 2i \sum_{n=1}^{N_s/2-1} \Pi(n) \sin \left( \frac{k}{2} \cdot (2n) \right).$$

Redefining the momentum variable $\hat{k} = 2\sin \left( \frac{k}{2} \right)$ one finds

$$\Pi(\hat{k}) - \Pi(0) = i \sum_{n=1}^{N_s/2-1} \hat{k} P_n(\hat{k}) \Pi(n),$$

where

$$P_n(\hat{k}) = P_n \left( \left( 2 \sin \left( \frac{k}{2} \right) \right)^2 \right) = \frac{\sin(nk)}{\sin(k)},$$

can be related to Chebyshev polynomials of the second kind and is an analytic function of $\hat{k}$ in $(-\infty, +4)$. This property allows for an evaluation of $\Pi(\hat{k})$ at any intermediate value. In the expression given in Eq. (31) we can divide by $\hat{k}$. Using the current insertion and spin projection leading to Eq. (11) as well as including the appropriate kinematic factors for $\Pi(n)$ we obtain the desired expression for the nucleon magnetic moment without explicit momentum factors

$$G_M(\hat{k}^2) = i \sum_{n=1}^{N_s/2-1} P_n(\hat{k}) \Pi(n).$$

Note that in the limit \( \hat{k} \to 0 \) division by \( \hat{k} \) is equivalent to applying a derivative with respect to the continuous momentum variable \( k \). A similar expression for the electric Sachs form factor is obtained in exactly the same way using the current insertion and spin projection that lead to Eq. \((10)\) instead of the one leading to Eq. \((11)\).

Using again the VMD model albeit now with the dependence on the current insertion time \( t \) eliminated, we can have a look at the dependence of the form factor \( f(0) \) on the lattice size \( N_s = L/a \) and the upper summation limit \( l_{\text{max}} = L/(2\pi) q_{\text{max}} \) of the Fourier modes in momentum space. This behavior is depicted in Fig. 3 with the same model parameters as in subsection 3.1 above. For the VMD model we find the characteristic alternating convergence and an underestimation of the target value for too small \( N_s \).

We remark that it is straightforward to extend this method to arbitrary sets of off-axis momentum classes

\[ M(q, q_{\text{off}}^2) = \{ \vec{q} \mid \vec{q} = \{\pm q, q_1, q_2\}, q_1^2 + q_2^2 = q_{\text{off}}^2 \} , \tag{34} \]

where \( \{\pm q, q_1, q_2\} \) denotes all permutations of \( \pm q, q_1 \) and \( q_2 \), with \( q = 2\pi n/L \) for \( n = 0, ..., N_s/2 \). However, to combine the results for \( G_M(Q^2) \) for different \( q_{\text{off}}^2 \)–classes as a function of the now continuous Euclidean momenta \( Q^2 = Q^2(\hat{k}, q_{\text{off}}^2) \) we need to consider an analytic continuation for classes with \( q_{\text{off}}^2 > 0 \) to reach zero momentum, i.e. \( Q^2 = 0 \). This amounts to consistently replacing \( k \to i\kappa \) and \( \hat{k} \to i\hat{\kappa} = -2 \sinh(\kappa/2) \) in the derivation outlined above. Note that in this case one has

\[ P_n(\hat{\kappa}^2) = \frac{\sinh(n\kappa)}{\sinh(\kappa/2)} . \tag{35} \]

In principle, it is possible to combine results from momenta sets \( M(q, q_{\text{off}}^2) \) at different values of \( q_{\text{off}}^2 \), e.g. in an error-weighted average. However, at finite values of the lattice spacing and finite lattice volumes, these momentum classes can be affected by different cutoff effects and may as well pick up different excited state contaminations, even at the same value of \( t_{\text{sep}} \). Furthermore, the achievable statistical error at zero momentum strongly depends on the value of \( q_{\text{off}}^2 \). This is because for increasing values of \( q_{\text{off}}^2 \), the lowest contributing momentum grows large, hence the region of extrapolation between \( Q^2 = 0 \) and the first contributing momentum

\[ \tilde{f}(0) = a q_{\text{max}} = l_{\text{max}} \cdot 2\pi/N_s \]

\( N_s = 24 \) \hspace{1cm} \( N_s = 32 \) \hspace{1cm} \( N_s = 48 \)

\[ f(0) \]

\[ q_{\text{max}} = \frac{L}{(2\pi)} \]

\[ \frac{L}{2\pi} \]

\[ \frac{L}{2\pi} \]

\[ \frac{L}{2\pi} \]

\[ \frac{L}{2\pi} \]

\[ \frac{L}{2\pi} \]

\[ \frac{L}{2\pi} \]

\[ \frac{L}{2\pi} \]
becomes larger and less constrained by data. Besides, for larger values of $q_{\text{off}}^2$, there are less momenta that can be used before the signal is lost in noise and the resulting extrapolation may become unstable and hence unreliable. Therefore, only a few classes with small values of $q_{\text{off}}^2$ are expected to give any relevant contribution at $Q^2 = 0$ and one needs to carefully check if extrapolations from larger values of $q_{\text{off}}^2$ can be used. In general, one expects the set of on-axis momenta $M(q, 0)$ to give the best results with respect to the statistical error and possibly also systematic effects, as it contains the largest number of momenta, hence providing the most reliable extrapolation to zero momentum.

Finally we remark that similar approaches using analytic continuation have been used in the context of calculating hadronic vacuum polarizations [5,14]. We will refer to this approach as the momentum elimination in the plateau-region method.

4 Lattice setup and analysis details

For this exploratory study we employ one gauge ensemble generated by the European Twisted Mass Collaboration (ETMC) with the Iwasaki gauge action [15] and $N_f = 2 + 1 + 1$ dynamical quark flavors of Wilson twisted mass fermions [16,17]. The simulations have been performed at maximal twist, such that automatic $O(a)$ improvement is present [18–20]. The corresponding fermionic actions for a mass-degenerate, light quark doublet and a nondegenerate, heavy quark doublet read at maximal twist

\begin{align}
S^l_F &= a^4 \sum_x \bar{\chi}^l(x)(D_W[U] + i\mu_5\gamma_5\tau^3)\chi^l(x), \\
S^h_F &= a^4 \sum_x \bar{\chi}^h(x)(D_W[U] + i\mu_5\gamma_5\tau^1 + \tau^3\mu_5\delta)\chi^h(x),
\end{align}

where $D_W$ denotes the massless Wilson-Dirac operator. The doublet fields $\chi^{l,h}(x), \bar{\chi}^{l,h}(x)$ in the twisted basis are related to the physical fields $\psi^{l,h}(x), \bar{\psi}^{l,h}(x)$ by

\begin{align}
\psi^{l,h}(x) &= \frac{1}{\sqrt{2}} (1 + i\tau^3\gamma_5) \chi^{l,h}(x), \\
\bar{\psi}^{l,h}(x) &= \bar{\chi}^{l,h}(x) \frac{1}{\sqrt{2}} (1 + i\tau^3\gamma_5).
\end{align}

For the computation of two-point and three-point functions we employ the standard interpolating field for the nucleon,

\begin{equation}
J_N^\alpha(x) = \epsilon^{abc} u^{\alpha,\tau} [u(x) \tau^h C \gamma_5 d(x)^c].
\end{equation}

where single-flavor quark fields are components of the doublet field $\psi^{l}(x)$ in the physical basis. In order to reduce the contribution of excited states and to increase the overlap with the nucleon ground state, we use Gaussian-smeared quark fields [21, 22]. The corresponding smearing parameters $N_G = 50$, $a_G = 4$ have been optimized for the nucleon ground state [23]. Besides, we apply APE smearing to the gauge fields with parameters $N_{\text{APE}} = 20$ and $a_{\text{APE}} = 0.5$, respectively.

The ensemble used in this study has a lattice volume of $T/a \times (L/a)^3 = 64 \times 32^3$ and has been generated with a light quark mass corresponding to a charged pion mass of $M_\pi \approx 373\text{MeV}$. The lattice spacing is given by $a \approx 0.0823(10)$ fm and has been determined from the nucleon mass [24], which on the present lattice takes a physical value of $m_N = 1.220(5)$ GeV. In the notation of Ref. [25] this ensemble is denoted by $B55.32$ and we refer the reader to this reference for further information on the input parameters and simulation details.

All statistical errors are consistently computed from a jackknife analysis, although it turns out that effects from autocorrelation are negligible for the observables in this study. For the major part of this study we have used 4695 gauge configurations and two source-sink separations $t_{\text{sep}}/a = 12, 14$ for the evaluation of the ratio
$R_{\mu}(t_f, t, \vec{q}, \Gamma_\nu)$ in Eq. (7). In addition, we have considered $t_{\text{sep}}/a = 10$ and $t_{\text{sep}}/a = 16$ using 2429 and 2263 gauge configurations, respectively [cf. panel (a) of Fig. 5]. Adjacent gauge configurations are separated by two trajectories in the hybrid Monte-Carlo history. For the reduced statistics computations at $t_{\text{sep}}/a = 10, 16$ the configurations are equally spaced over (almost) the entire available range of configuration. For the case of $t_{\text{sep}}/a = 16$ a possible doubling of statistics does not seem useful, as the expected statistical errors are still too large compared to $t_{\text{sep}}/a = 12, 14$ for our purposes. Therefore, we restrict our actual analysis for the magnetic moment to $t_{\text{sep}}/a = 10, 12, 14$ and use the results at $t_{\text{sep}}/a = 16$ for a consistency check. The fit ranges $[t_1, t_2]$ for the $t$-dependence of the plateau for the ratio in Eq. (5) at different values of the source-sink separation are given in Table 1:

| $t_{\text{sep}}/a$ | 10 | 12 | 14 | 16 |
|---------------------|----|----|----|----|
| $t_1/a$             | 2  | 3  | 4  | 5  |
| $t_2/a$             | 8  | 9  | 10 | 11 |

Table 1: Fit ranges for the time-dependence of the plateau in Eq. (8) for different values of the source-sink separation.

5 Results

As a first test of the momentum elimination in the plateau-region method we consider the isovector electric Sachs form factor $G_E^{\text{isov}}(Q^2)$ for which $G_E^{\text{isov}}(0) = 1$ holds exactly. To this end we start from the relation for $G_E^{\text{isov}}(Q^2)$ in Eq. (10), which exhibits a factor $q_j$ that prevents a direct computation at $Q^2 = 0$, unlike Eq. (9), which is commonly used for a computation of the electric Sachs form factor. We collect in Table 2 the results on $G_E^{\text{isov}}(0)$ for all four source-sink separations. These results are obtained from the relation corresponding to Eq. (33) for the appropriate choice of spin projection an current insertion. The first data row contains results using only the on-axis momentum set $M(q, 0)$. The values for $t_{\text{sep}}/a = 10, 12$ are larger than the actual value $G_E^{\text{isov}}(0) = 1$ while for $t_{\text{sep}}/a = 14$ the value agrees within the statistical error with unity. This effect is most likely due to residual excited state contaminations. Results for different source-sink time separations as a function of $Q^2$ are shown in the left panel of Fig. 4.

| $t_{\text{sep}}/a$ | 10 | 12 | 14 | 16 |
|---------------------|----|----|----|----|
| $G_E^{\text{isov}}(0, q_{\text{off}} = 0)$ | 1.08(02) | 1.08(03) | 0.98(05) | 1.01(15) |
| $G_E^{\text{isov}}(0, q_{\text{off}} \leq 5 \cdot (2\pi/L)^2)$ | 1.13(03) | 1.12(04) | 1.00(05) | 1.02(15) |

Table 2: Results for $G_E^{\text{isov}}(0)$ at different values of $t_{\text{sep}}/a$. First row contains results using on-axis momenta $M(q, 0)$; second row those from error-weighted averaging over the first five momentum sets $M(q, q_{\text{off}} \leq 5 \cdot (2\pi/L)^2)$. Errors are statistical only.

The second data row in Table 2 contains results for $G_E^{\text{isov}}(0)$ from the error-weighted average over the first five sets of momentum classes $M(q, q_{\text{off}} \geq 2 \cdot (2\pi/L))$ do not give any relevant contribution for the final value $Q^2 = 0$, because the corresponding statistical errors at $Q^2 = 0$ are too large. Again, there is a similar trend visible from the results: For $t_{\text{sep}}/a = 10, 12$ the results are too large and for $t_{\text{sep}}/a = 14$ we find agreement within errors. The extrapolation for $t_{\text{sep}}/a = 14$ is shown in the right panel of Fig. 4. For the value at $t_{\text{sep}}/a = 16$ the statistical error is too large for a meaningful statement, however the central value agrees with the result at $t_{\text{sep}}/a = 14$.

To include the off-axis momentum sets we require an extrapolation over a larger range in the $Q^2$ to reach zero momentum, which enhances fluctuations and leads to larger statistical errors for the extrapolated value of $G_E^{\text{isov}}(0)$.  
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Figure 4: Panel (a): Lattice data from the sequential method for the electric Sachs form factor $G_{E}^{\text{isov}}(Q^2)$ on $B55.32$ at different source-sink separations $t_{\text{sep}}/a=10,12,14,16$. Panel (b): Averaged results (red bands) for $G_{E}^{\text{isov}}(Q^2)$ from momentum elimination in the plateau-region technique at $t_{\text{sep}}/a = 14$ taking the error-weighted average over the first five momentum sets $M(q,q^2_{\text{off}} \leq 5 \cdot (2\pi/L)^2)$. The resulting isovector electric form factor $G_{E}^{\text{isov}}(0)$ is indicated by a black filled square. In addition, we show the corresponding lattice data points at discrete Euclidean momenta $Q^2$. Errors are statistical only.

In the left panel of Fig. 5 we show the lattice data for the isovector magnetic form factor of the nucleon. The data behave qualitatively similarly to those for the electric form factor and again one finds residual excited states effect for smaller source-sink separations. The largest source-sink separation $t_{\text{sep}}/a = 16$ exhibits large statistical errors and it was not possible to use this data for a meaningful analysis, as it leads to large fluctuations and errors in the extrapolations.

Numerical results for the magnetic moment have been collected in Table 3. Similar to the electric form factor we quote the results using only sets of on-axis momenta $M(q,0)$, as well as those from the error-weighted average over the first five sets $M(q,q^2_{\text{off}} \leq 5 \cdot (2\pi/L)^2)$. The on-axis results are rather compatible within statistical errors although some effect due to excited states is expected for smaller values of $t_{\text{sep}}/a$. In fact, for the averaged results such a trend is visible in the same way as for $G_{E}(0)$. This can also be seen from Fig. 6, where we show the first three sets of momenta $M(q,q^2_{\text{off}} \leq 2 \cdot (2\pi/L)^2)$ separately: At $t_{\text{sep}}/a = 12$ (left panel) the extrapolations for different values $q^2_{\text{off}}$ are clearly distinct, while at $t_{\text{sep}}/a = 14$ they are closer to each other albeit errors are larger as well.

For $t_{\text{sep}}/a = 14$ the results from on-axis momenta and averaging over $M(q,q^2_{\text{off}} \leq 5 \cdot (2\pi/L)^2)$ agree within errors and we quote the averaged value at $t_{\text{sep}}/a = 14$

$$G_{M}^{\text{isov}}(0) = 4.45(15)_{\text{stat}}(07)_{\text{sys}},$$

as our final result on this gauge ensemble. As a systematic error of our procedure we give the difference between on-axis and averaged results. The corresponding extrapolation at $t_{\text{sep}}/a = 14$ is also shown in the right panel of Fig. 5. Of course, a comparison to the experimental result $G_{M}^{\text{isov,exp}}(0) \approx 4.71$ [26] must be considered with caution, as we did not perform a chiral or continuum extrapolation. Nevertheless, it is interesting that any
Figure 5: Panel (a): Lattice data for $G_{\text{isov}}(Q^2)$ on $B55.32$ for different source-sink separations $t_{\text{sep}}/a=10,12,14,16$. Panel (b): Averaged results (red bands) for $G_{\text{isov}}(Q^2)$ from the momentum elimination in plateau-region technique at $t_{\text{sep}}/a=14$ taking the error-weighted average over the first five momentum sets $M(q,q_{\text{off}}^2 \leq 5 \cdot (2\pi/L)^2)$. The resulting isovector magnetic form factor $G_M(0)$ is indicated by the black filled square. Errors are statistical only.

value extracted from the momentum elimination in the plateau-region method turns out significantly larger than the result from fitting a dipole form to the data as given in Eq. (12). A previous study [24] on the same gauge ensemble found a value of $G_{\text{isov}}^M = 3.93(12)$ at $t_{\text{sep}}/a = 12$ using a subset of 1200 gauge configurations. Here we have reanalyzed the full data set on the same configurations as used for the momentum elimination on the plateau method. The results are also given in Table 3, and the value for $G_{\text{isov}}^M(0)$ is in good agreement with the one from 1200 configurations.

| $t_{\text{sep}}/a$ | $M(q,0)$ average | dipole | $M(q,0)$ average | dipole | $M(q,0)$ average | dipole |
|-------------------|-----------------|--------|-----------------|--------|-----------------|--------|
| 10                | 4.47(07)        | 4.63(08) | 3.76(03)        | 2.76(04) | 2.85(05)        | 2.32(02) | -1.71(03)        | -1.77(03) | -1.44(01)        |
| 12                | 4.57(11)        | 4.70(12) | 3.89(03)        | 2.81(06) | 2.89(07)        | 2.40(02) | -1.76(04)        | -1.81(05) | -1.50(01)        |
| 14                | 4.38(14)        | 4.45(15) | 4.01(04)        | 2.69(08) | 2.73(09)        | 2.47(03) | -1.69(06)        | -1.72(06) | -1.54(02)        |

Table 3: Collection of results for the magnetic moments $G_{\text{isov,p,n}}^M(0)$ at different values of the source-sink separation $t_{\text{sep}}/a$. The results in subcolumns labeled $M(q,0)$ are obtained from on-axis momenta only, while those denoted by average contain results obtained from error-weighted averaging the separate results from the first five momentum sets $M(q,q_{\text{off}}^2 \leq 5 \cdot (2\pi/L)^2)$. In addition we have listed results from a dipole fit analysis using momenta up to $Q^2 = 1\text{GeV}^2$. The results for the proton and neutron are obtained neglecting contributions from quark disconnected diagrams. Errors are statistical only.

Finally, we can also extract the magnetic form factors at $Q^2 = 0$ for the proton and the neutron. For the proton this is achieved by simply replacing the isovector by the electromagnetic current. In case of the neutron we make use of Eq. (3) to obtain the relation

$$\langle n | J_{\mu}^{\text{em}} | n \rangle = \langle p | J_{\mu}^{\text{em}} | p \rangle - \langle p | J_{\mu}^{\text{isov}} | p \rangle,$$
which allows us to keep the proton interpolating field. Again, we employ the Noether current instead of the local current in the actual computation. As previously stated, a calculation for proton and neutron would involve quark disconnected diagrams, which we neglect for the purpose of the present study. It has been shown for this ensemble that the contribution of such diagrams to the magnetic moment is small [27]. This conclusion is also corroborated by a high-precision study using hierarchical probing [28].

The resulting values are also included in Table 3. Similar to the isovector case we quote our final results from the averaged values at $t_{\text{sep}}/a = 14$

$$G^p_M(0) = 2.73(9)_{\text{stat}}(4)_{\text{sys}} \quad \text{and} \quad G^n_M(0) = -1.72(6)_{\text{stat}}(3)_{\text{sys}}.$$  

For the proton we find surprisingly good agreement with the experimental value $G^p_M,\text{exp}(0) \approx 2.793$, while the experimental value for the neutron $G^n_M,\text{exp}(0) \approx -1.913$ is more negative by three standard deviation as compared to our result. In Fig. 7 we show the averaged extrapolation for $G^p_M(0)$ and $G^n_M(0)$ at $t_{\text{sep}}/a = 14$. Again, we find that results from a dipole fit give systematically smaller values, cf. Table 3.

6 Summary and Discussion

The study of form factors within the lattice QCD formulation can provide nowadays a direct comparison to the experimental results since simulations with light quarks with physical values of their mass can be achieved. Beyond using simulations at the physical point, it is equally important to develop new methods to obtain more accurate results. In this study, we present an exploratory application of a new method to extract form factors directly at zero momentum transfer even if they are multiplied in the matrix decomposition by kinematical factors of the momentum transfer. The basic idea is to eliminate the momentum factors using a method that is applicable for a finite lattice. This is accomplished by ensuring that excited states are sufficiently suppressed
in the ratio that yields the matrix element for large Euclidean time evolution and then take the continuous derivative of the Fourier transform of this ratio in position space. This avoids the residual time dependence of a previous method [8] where the derivative was applied to the three-point function written in terms of discrete momenta. The issue of this residual time-dependence was revisited in Ref. [9] for the case of the magnetic form factor of the nucleon. In our current work we discuss in Sec. 3.1 in more detail why this discrete derivative method fails and give the correct order of taking the limits if it were to be applied.

In order to demonstrate the applicability of the newly developed momentum elimination in the plateau-region method, we first apply it to extract the electric form factor at zero momentum transfer using Eq. (10) where the same momentum prefactor appears as for the magnetic form factor in Eq. (11). We show that our method correctly yields unity for the electric isovector form factor $G_{E}^{isov}(0)$ and then apply it to extract the isovector magnetic form factor at zero momentum transfer. Using the fact that disconnected quark loop contributions are not larger than 1% for this ensemble [27] we can extract the magnetic form factor for the proton and neutron. We find values that are closer to the experimental values as compared to what is extracted using the standard dipole fit.

We are currently extending our method for the direct extraction of the r.m.s. radii. Accomplishing this without using a fit ansatz will eliminate the model dependence in the momentum dependence of the form factors. Providing model-independent input from lattice QCD regarding the value of the electric radius of the proton can contribute to the understanding of the current discrepancy between muonic and electron scattering measurements. We also plan to apply our method for simulation ensembles generated with the physical value of the light quark masses providing a direct comparison to the experimental measurements.

Figure 7: Results for the magnetic moment of (a) the proton and (b) the neutron, obtained at $t_{sep}/a = 14$ averaging over momentum sets $M(q \leq 5 \cdot 2\pi/L)$. 
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