The Heaping Effect in the Survey Data on the Number of Friends
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The number of acquaintances is relevant for modeling social networks. Here we consider the data on the declared number of friends, as collected in 2000, 2007 and 2015 from Polish respondents above the age of 50. We demonstrate that the answers on the number of friends show sharp maxima at 10, 15, 20 and sometimes 30, which accompany a broader peak between 0 and 8. These results do not change qualitatively with sex and age of the respondents. The effect, known as data heaping, can be detected as a deviation from the Benford law.
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1. Introduction

The number of acquaintances has been highlighted by Dunbar as a relevant measure of social functions of brain [1, 2]. This number is also relevant for modeling social networks [3–5]; some data refer to the number of friends, depending on an accepted definition of a social bond. Our aim here is to report a peculiar character of some survey data on the number of friends: some values — multiples of five — are overrepresented in the data. This so-called heaping effect [6, 7] has been found for several self-reported data; examples can be found in [8–12] and references therein. The effect is absent in results of the related data mining; hence its origin lies in the respondents’ minds.

The visibility of the heaping effect depends on details. The distribution of the number of social links, as measured in social media, has been reported as a scale-free function [13, 14]. Accordingly, the order of magnitude of the mean degree in social networks is often so large that the binning procedure hides some details of the distribution [15–18].

Here we are interested in the number of friends, as evaluated by Polish respondents of the social survey [19]. The effect is best visible for answers in the range 0–40 friends. Therefore we show the results for the cohort of persons above the age of 50. There are indications that, for younger persons, the effect could be overshadowed by the larger scale of results. For people above 50, the mean number of friends is not larger than 100 [20]. A series of indices have been proposed to evaluate the effect quantitatively [21]; below we use the Whipple index as an example [22].

In Sect. 2 we demonstrate that the answers on the number of friends show sharp maxima at 10, 15, 20, and sometimes 30, which accompany a broader peak between 0 and 8. Also, the related values of the Whipple index are shown there. In Sect. 3 the results are interpreted as a demonstration of the size effect, which applies to the reported values as well as to their uncertainty [29]. The relation of the data to the Benford law [24] is also explored there.

2. The data

In Figs. 1, 2 we show the number of friends of Polish women and men above the age of 50, as collected in 2015 [19]. As we see, these results do not change qualitatively with sex and age of the respondents. We have checked that the results collected in 2000 and 2007 are qualitatively the same. To observe the age dependence of the effect quantitatively, the values of the Whipple index $I_W(a)$ are calculated in these three years, as dependent on the age $a$ of the respondents. The formula for the 10-range is [22]:

$$I_W(a) = 100 \sum_{k=0}^{39} \frac{P_a(k)}{P_a(10) + P_a(20) + P_a(30)} =$$

$$1000 \left( \sum_{k=0}^{39} \frac{P_a(10k)}{\sum_{k=0}^{39} P_a(k)} \right),$$

where the numbers of friends $P_a(k)$ are calculated for respondents of age $a$.

These results are shown in Figs. 3 and 4. Accordingly, for the 5-range

$$I_W(a) = 500 \left( \sum_{k=0}^{39} \frac{P_a(5k)}{\sum_{k=0}^{39} P_a(k)} \right).$$

These results are shown in Figs. 5 and 6.

According to the discussion in [22], the values of the Whipple index for the 10-year range between 100 and 150 mean that the effect is low, between 150 and 250 — that the effect is moderate, and high above 250. The
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Fig. 1. The number of friends, as reported in 2015 by Polish women above the age of 50 [19]. Different colors mark the respondents’ age.

Fig. 2. The number of friends, as reported in 2015 by Polish men above the age of 50 [19]. Different colors mark the respondents’ age.

Fig. 3. The Whipple index $I_W(\text{age})$ for the 10-range as dependent on the respondents’ age, for Polish women above the age of 50 [19]. Different colors mark the data collected in 2000, 2007 and 2015.

Fig. 4. The Whipple index $I_W(\text{age})$ for the 10-range as dependent on the respondents’ age, for Polish men above the age of 50 [19]. Different colors mark the data collected in 2000, 2007 and 2015.

Fig. 5. The Whipple index $I_W(\text{age})$ for the 5-range as dependent on the respondents’ age, for Polish women above the age of 50 [19]. Different colors mark the data collected in 2000, 2007 and 2015.

Fig. 6. The Whipple index $I_W(\text{age})$ for the 5-range as dependent on the respondents’ age, for Polish men above the age of 50 [19]. Different colors mark the data collected in 2000, 2007 and 2015.
mean value $I_W = 231 \pm 70$ (mean ± standard deviation), observed here, means “moderate”. For the 5-year range, the data give the mean value $I_W = 192 \pm 36$. As it exceeds 175, an inference on the age distribution should be evaluated as “very rough” [25]. Yet, a well-defined procedure how to eliminate the bias is missing.

3. Discussion

In demographic data, age heaping has been ascribed to respondents’ illiteracy [26]; in our case this factor can be safely excluded, yet this association refers to some primitive method of numbers evaluation. For a physicist, the Taylor law [27] seems to provide a natural context. The law states that the variance of a fluctuating variable increases with its mean as a power function. Consequently, the uncertainty of evaluation of any quantity increases with its value. For a psychologist, the Weber-Fechner law is a more appropriate starting point for the research of heaping. The law states that the change of a stimulus that will be just noticeable is a constant ratio of the original stimulus [28]. This law can be treated as a general hint when we ask how numbers are represented in our memory, while the Taylor law is a characteristic of numerous real data.

In Ref. [7], we read that multiples of ten receive most heaping; next are multiples of five and, finally, multiples of two. This rule, supported by data on respondents’ age and seen also in Figs. 1 and 2, is told to be related to the number system “used by the estimator” [7]. The same idea has been mentioned when discussing an evaluation of elapsed time [29]; in the rounding procedure described there, the decimal system is accompanied by multiples of 30 days, which stand for months.

A more detailed mechanism of data heaping remains elusive. In Ref. [23], experiments have been reported on comparison of magnitudes, where the respondents were asked which number out of two is larger. There, an attempt is made to separate the “distance effect” and the “size effect”. The former term means that “close numbers are more difficult to compare that numbers further apart”. The size effect appears when “for a given distance, comparison difficulty increases with increasing size”. The authors claim that they are able to separate both effects. As their analysis has been limited to one-digit numbers, it seems that the size effect could hardly be observed. In our case, the issue is not as the comparison of magnitudes, but just an evaluation of a considered quantity. Yet, to speak on the size effect seems appropriate here. The reason is that the distance between subsequent “protopytic” [29] values, i.e. the values promoted by heaping, increases with the values themselves. This is seen in Figs. 1 and 2, where the marked peaks appear at 10, 12, 15, 20, and 30, with differences between their positions clearly increasing with the positions themselves.

The overrepresentation of some numbers in data files, reported in the preceding sections, can be detected as a deviation from the Benford law [24]. The law states that the probability distribution of numbers’ first digits $d$ decreases like $\log_{10}(1 + 1/d)$. In Fig. 7 we show the data on the frequency of first digits in the data [19], collected in the years 2000, 2007, and 2015. Clearly, the digit 5 is overrepresented when compared with the Benford law. We have checked that the same deviation appears also for all data collected between 2000 and 2015 (2003, 2005, 2009, 2011, and 2013). Then, a comparison of data with the prediction of the Benford law can be useful to detect the heaping.

We note that in [24], the law has been applied to six social networks, as Facebook, Live Journal, Twitter etc. A good accordance of the distribution of first significant digits has been found there, except the network Pinterest Followers, where 5 appears about four times more often than the value suggested by the Benford law. However, this discrepancy is explained in [24] as a consequence of specific demands of Pinterest Followers: each new user must declare at least five initial relationships. In general, the bias reported in the present work applies to declared data, and not to real data: it applies not to what is, but what it seems to be.

Our analysis could be placed in new science of network (NSN) paradigm [30]. The heaping effect on the size of social networks is found to be large enough to seriously disturb the size evaluation. Fortunately, the effect is absent in the data collected directly in Internet. It can play a role, however, when we ask respondents about their beliefs and these beliefs influence their behavior [31, 32].

4. Conclusions

To conclude, we reiterate a few points:

- the goal of this paper is to identify a deviation of the Benford law in self-reported data on the degree distribution of social networks. In this way we provide a warning...
against using parameters from declared data in modeling social networks. As such modeling is of common interest in sociophysics, our warning is justified there; • the degree distribution of numerous social networks has been found to fit the power-law distribution [3, 16, 33]. As it is known that the Benford law is satisfied for data with a power-law distribution, it makes sense to look for deviations from the Benford law in the data related to the degree distribution in social networks.

We state that the origin of the above deviation is the heaping effect. We demonstrate that this effect is present in the declared data on social networks in Poland. We expect that this effect is present also in data collected for other nations (see [34-36] for examples); in this sense it can be considered as universal.
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