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Abstract

Transfer Learning has been shown to be a powerful tool for Natural Language Processing (NLP) and has outperformed the standard supervised learning paradigm, as it takes benefit from the pre-learned knowledge. Nevertheless, when transfer is performed between less related domains, it brings a negative transfer, i.e. it hurts the transfer performance. In this research, we shed light on the hidden negative transfer occurring when transferring from the News domain to the Tweets domain, through quantitative and qualitative analysis. Our experiments on three NLP tasks: Part-Of-Speech tagging, Chunking and Named Entity recognition reveal interesting insights.

1 Introduction

High performing NLP neural tools often require huge volumes of annotated data to produce powerful models and prevent over-fitting. Consequently, in the case of social media content (informal texts) such as Tweets, it is difficult to achieve the performance of state-of-the-art neural models on News (formal texts).

The last few years have witnessed an escalated interest in studying Transfer Learning (TL) for neural networks to overcome the problem of the lack of annotated data. TL aims at performing a task on a target dataset using features learned from a source dataset (Pan and Yang, 2009). TL has been proven to be effective for a wide range of applications (Zamir et al., 2018; Long et al., 2015; Moon and Carbonell, 2017), especially for low-resourced domains.

However, it has been shown in many works in the literature (Rosenstein et al., 2005; Ge et al., 2014; Ruder, 2019; Gui et al., 2018a; Cao et al., 2018; Chen et al., 2019; Wang et al., 2019; O’Neill, 2019) that, when source and target domains are less related (e.g. languages from different families), sequential transfer learning may lead to a negative effect on the performance, instead of improving it. This phenomenon is referred to as negative transfer. Precisely, negative transfer is considered when transfer learning is harmful for the target task/dataset, i.e. the performance when using transfer learning algorithm is lower than that with a solely supervised training on in-target data (Torrey and Shavlik, 2010).

Several works (Gui et al., 2017, 2018b; Meftah et al., 2018a,b; Marz et al., 2019) have shown that sequential transfer learning from the News resource-rich domain to the Tweets low-resource domain enhances the performance of sequence labelling of Tweets. Hence, following the above definition of negative transfer, transfer learning from News to Tweets does not beget a negative transfer. Contrariwise, in this work, we rather consider the hidden negative transfer, i.e. the percentage of predictions which were correctly tagged by random initialisation, but using TL falsified.

In this work, we take a step towards identifying and analysing the impact of transfer from News to Tweets. Precisely, we perform an empirical analysis to investigate the hidden negative transfer. First, we show in section 5.1 that, the final gain brought by TL can be separated into two categories: positive transfer and negative transfer. We define positive transfer as the percentage of tokens that were wrongly predicted by random initialisation, but the TL changed to the correct ones. In comparison, negative transfer represents the percentage of words which were tagged correctly by random initialisation, but using TL gives wrong predictions. Then, in section 5.2, we study the impact of pretraining state on negative and positive transfer. Finally, in section 5.3, we provide some qualitative examples of negative transfer. Our experiments on three NLP tasks (Part-Of-Speech tagging (POS), Chunking
We use a simple sequential TL method to transfer WRE (Word Representation Extractor) to build, for example, a domain-specific feature extractor. We perform experiments on three Sequence Tagging (ST) tasks: Part-Of-Speech tagging (POS), Chunking (CK) and Named Entity Recognition (NER). When transferring from News to Tweets (§5), we fine-tune the feature extractor on the target task with few parameters to initialise the target model, which is then further fine-tuned on the small target data-set. Specifically, in this work we perform the TL following three simple yet effective steps: 1) The source model is learnt using a large annotated dataset from the source domain. 2) We transfer to the target model the first set of parameters (Ψ and Φ) of the source model, while the second set of parameters (Ψ) of the target model is randomly initialised. Then, 3) the target model is further fine-tuned on the small target data-set.

4 Experimental Settings

4.1 Data-sets
We conduct experiments on TL from English News (source-domain) to English Tweets (target-domain) on three tasks (Datasets statistics are given in Table.1):

- **POS tagging**: we use the Wall Street Journal (WSJ) part of Penn-Tree-Bank (PTB) as a source-dataset. Regarding the target-datasets, we used three Tweets datasets: TPoS (Ritter et al., 2011), ARK (Owoputi et al., 2013) and TweeBank (Liu et al., 2018).
- **CK**: for the source dataset, we use the CONLL2000 shared task’s English data-set (Tjong Kim Sang and Buchholz, 2000). Regarding the target dataset, we use TChunk Tweets data-set (Ritter et al., 2011) (the same corpus as TPoS).
- **NER**: regarding the source domain, we make use of the English newswire dataset CONLL-03 from the CONLL 2003 shared task (Tjong Kim Sang and De Meulder, 2003). Target domain, we conduct our experiments on WNUT2017 dataset (Derczynski et al., 2017).

4.2 Implementation Details
In the standard word-level embeddings, tokens are converted to lower-case while the character-level component still retains access to the capitalisation information. We set the randomly initialised character embedding dimension at 50, the dimension of hidden states of the character-level biLSTM at 100 and used 300-dimensional word-level embeddings. Word-level embeddings were pre-loaded from publicly available GloVe vectors pre-trained on 42 billions words collected through web crawling and containing 1.9M different words (Pennington et al., 2014). These embeddings are also updated during training. For the FE component, we...
Table 1: Statistics of the datasets we used to train our models. **Top**: datasets of the source domain. **Bottom**: datasets of the target domain.

| Task                | Classes | Sources        | Eval. Metrics       | Splits (train - val - test) |
|---------------------|---------|----------------|---------------------|-----------------------------|
| POS: POS Tagging    | 36      | WSJ            | Top-1 Acc.          | 912,344 - 131,768 - 129,654 |
| CK: Chunking        | 22      | CONLL-2000     | Top-1 Exact-match F1.| 211,727 - n/a - 47,377      |
| NER: Named Entity Recognition | 4  | CONLL-2003     | Top-1 Exact-match F1.| 203,621 - 51,362 - 46,435   |
| POS: POS Tagging    | 17      | TweeBank       | Top-1 Acc.          | 24,753 - 11,742 - 19,112    |
| CK: Chunking        | 18      | TChunk         | Top-1 Exact-match F1.| 10,652 - 2,242 - 2,291      |
| NER: Named Entity Recognition | 6 | WNUT            | Top-1 Exact-match F1.| 62,729 - 15,734 - 23,394    |

Table 2: Results on POS, CK and NER of Tweets using Transfer Learning vs Random initialisation.

| Method                        | POS (Accuracy %) | CK (Accuracy %) | NER (F1 %) |
|-------------------------------|------------------|-----------------|------------|
| Random Initialisation         | TPoS 86.82       | ArK 91.10       | TweeBank 91.66 |
| Transfer Learning             | TChunk 89.57     | WNUT 88.86      | WNUT 40.36 |

5 Analysis

First, in order to have an idea about the final impact of TL compared to randomly initialised models, we provide in Table 2 the performance of Random Initialisation and Transfer Learning. Clearly, TL enhances the performance across all data-sets and tasks. In the following sub-sections, we attempt to analyse thoroughly these results by showing that the impact of TL is two fold, *positive transfer* and *negative transfer*.

5.1 Quantifying Negative Transfer

Let us consider the gain $G_i$ brought by transfer learning compared to random initialisation for the dataset $i$. $G_i$ is defined as the difference between positive transfer $PT_i$ and negative transfer $NT_i$: $G_i = PT_i - NT_i$. Where positive transfer $PT_i$ represents the percentage of tokens that were wrongly predicted by random initialisation, but transfer learning changed to the correct ones. Negative transfer $NT_i$ represents the percentage of words which were tagged correctly by random initialisation, but using transfer learning gives wrong predictions.

$PT_i$ and $NT_i$ are defined as follows: $PT_i = \frac{N_{\text{corrected}}}{N_i}$ and $NT_i = \frac{N_{\text{falsified}}}{N_i}$, where $N_{\text{corrected}}$ is the number of tokens in the validation-set of the dataset $i$ that were wrongly tagged by the model trained from scratch but are correctly predicted by the model using transfer learning, and $N_{\text{falsified}}$ is the number of tokens from the validation-set of the dataset $i$ that were correctly tagged by the model trained from scratch but are wrongly predicted by the model using transfer learning.

We show in Figure 1 the results on English Tweets datasets TPoS, ArK and TweeBank for POS; WNUT for NER; and Tchunk for CK. First tagged with the classic training scheme (Random) and then using TL. Blue bars show the percentage of positive transfer, and red bars give the percentage of negative transfer. We observe that even though TL approach is effective, since the resulting positive transfer is higher than negative transfer in all cases, use a single layer biLSTM (token-level feature extractor) and set the number of units to 200. In all of our experiments, both pretraining and fine-tuning were preformed using the same training settings, i.e. SGD with momentum and early stopping, and mini-batches of 16 sentences, and a fixed learning rate of $1.5 \times 10^{-2}$. Throughout this thesis, all our models are implemented with the PyTorch library (Paszke et al., 2017).

Figure 1: Impact on predictions made by TL compared to Random initialisation. Positive Transfer stands for the percentage of predictions that were wrong in the training from scratch scheme but the TL changed to the correct ones, and Negative Transfer stands for the percentage of predictions which the random model tagged correctly, but the TL falsified.
5.2 The impact of pretraining state on Negative Transfer

So far in our experiments we used the pretrained parameters from the best model trained on the source dataset. In simple words, we picked the model at the epoch with the highest performance on the source validation-set. In this analysis, we study when pretrained parameters are ready to be transferred. Specifically, we pick the pretrained weights at different pretraining epochs; that we call the pretraining states. Then, we assess the performance when transferring each. In Figure 2, we plot for each target dataset, the curves of positive transfer (blue curves) and negative transfer (red curves) brought by initialisation with pretrained weights from different pretraining epochs compared to random initialisation. Clearly, both negative and positive transfer increase with pretraining epochs. More important, we can observe that for TneeBank and ArK datasets the negative transfer increases rapidly in the last pretraining epochs. However, for TPoS dataset, the negative transfer stays almost stable throughout pretraining epochs. This phenomenon could be explained by the fact that TPoS shares the same PTB tag-set as WSJ, whereas TneeBank and ArK use different tag-sets. Consequently, in the last states of pretraining, the pretrained parameters become well-tuned to the source dataset and specific to the source tag-set, leading to an increase of negative transfer and thus a drop in transfer performance.

5.3 Qualitative Examples of Negative Transfer:

We illustrate in Table 3 concrete examples of words whose predictions were falsified when using transfer learning compared to random initialisation. Among mistakes we have observed:

- **Tokens with an upper-cased first letter**: In news (formal English), only proper nouns start with an upper-case letter inside sentences. Consequently, in the transfer learning scheme, the pre-trained units fail to slough this pattern which is not always respected in social media. Hence, we found that most of the tokens with an upper-cased first letter are mistakenly predicted as proper nouns (PROPN) in POS, e.g. Award, Charity, Night, etc. and as entities in NER, e.g. Father, Hey, etc., which is consistent with the findings of Seah et al. (2012); negative transfer is mainly due to conditional distribution differences between source and target domains.

- **Contractions** are frequently used in social media to shorten a set of words. For instance, in TPoS dataset, we found that “‘s” is in most cases predicted as a “possessive ending (pos)” instead of “Verb, 3rd person singular present (vbz)”.


\[\text{Table 3: Classes significations: } \text{nn=N=noun=common noun / nnp=pnoun=propn=proper noun / vbz=Verb, 3rd person singular present / pos=possessive ending / prp=personal pronoun / prp$=possessive pronoun / md=modal / VBP=Verb, non-3rd person singular present / uh!=intj=interjection / rb=R=adverb / L=nominal + verbal or verbal + nominal / E=emoticon / $=numerical / P=pre- or postposition, or subordinating conjunction / Z=proper noun + possessive ending / V=verb / adj=adjective / adp=adposition}\]
Table 3: Examples of falsified predictions by standard fine-tuning scheme when transferring from News-domain to Tweets-domain. Line 1: Some words from the validation-set of each data-set. Line 2: Correct labels predicted by the classic supervised setting (Random-200). Line 3: Wrong labels predicted by TL setting. Mistake type: ◊ for words with first capital letter, • for misspelling, ⋄ for contractions, × for abbreviations.

| DataSet | TPoS | Award | ‘s | its | Mum | won’t | id | Exactly |
|---------|------|-------|----|-----|-----|-------|----|---------|
| nn      | vbz  | prp   |   |     |      | MD    | prp|    uh   |
| nnp     | pos  | prp$  |   |     |      | VBP   |   |        |
| ArK     | Charity | ‘T’ | M | 2pac | 2 | Titans | with | nvr |
| noun    | L    | pnoun |   |     |     |      |    |        |
| TweeBank | amazin | Night |   | Angry | stangs | #Trump | awesome | bout |
| noun    | adj  | noun  |     | adj  | propp | adj  | verb |      |
| TChunk  | luv  | **ROCKSTAR** | b-vp | b-np | ONLY | Just | wyd  | id  |
| i-intj  | O    |       |     |      | i-np | b-advp | b-np | b-np |
| Wnut    | Hey  | Father | & | IMO | UN | Glasgow | Supreme |
| O       | O    | O     |     | O   | O   | O    | b-location | b-person |
| b-person | b-person | i-group | b-group | b-group | b-group | b-corporation |

“will not”, e.g. “i wont get bday money lool”, predicted as “verb” instead of “modal (MD)” by transfer learning. The same for “id”, which stands for “I would”.

- **Abbreviations** are frequently used in social media to shorten the way a word is standardly written. We found that transfer learning scheme stumbles on abbreviations predictions, e.g. 2pac (Tupac), 2 (to), ur (your), wth (what the hell) and nvr (never) in ArK dataset; and luv (love) and wyd (what you doing?) in TChunk dataset.

- **Misspellings**: Likewise, we found that the transfer learning scheme often gives wrong predictions for misspelt words, e.g. awsome, bout, amazin.

### 6 Conclusion

Our analysis on the hidden negative transfer from News-domain to Tweets-domain reveals interesting insights: 1) Even if using TL improves the performance on Tweets Sequence labelling, an inherent negative transfer may minimise the final gain; and 2) the negative transfer increases with the number of pretraining epochs. This study opens a set of promising directions. We plan to 1) Extend our experiments by investigating the impact of the model’s hyper-parameters (size, activation functions, learning rate, etc.). 2) Investigate the impact of the similarity between source and target datasets and source and target training datasets size on the negative transfer. 3) Tackle the negative transfer problem, by identifying automatically biased neurons in the pretrained model and proceed to a pruning of the most biased ones before fine-tuning. 4) Explore negative transfer on Transformers-based pretrained models, such as BERT, XLNet, etc.
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