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Abstract
Dialogue state tracking (DST) is a core submodule of a dialogue system, which aims to extract the appropriate belief state (domain-slot-value) from a system and user utterances. Most previous studies have attempted to improve performance by increasing the size of the pre-trained model or using additional features such as graph relations. In this study, we propose dialogue state tracking with entity adaptive pre-training (DSTEA), a system in which key entities in a sentence are more intensively trained by the encoder of the DST model. DSTEA extracts important entities from input dialogues in four ways, and then applies selective knowledge masking to train the model effectively. Although DSTEA conducts only pre-training without directly infusing additional knowledge to the DST model, it achieved better performance than the best-known benchmark models on MultiWOZ 2.0, 2.1, and 2.2. The effectiveness of DSTEA was verified through various comparative experiments with regard to the entity type and different adaptive settings.

1. Introduction
The main purpose of dialogue state tracking (DST) is to track the structured belief state (domain-slot-value) accurately within a dialogue. The performance of a dialogue system depends heavily on that of its DST system. Moreover, since the dialogue system mainly focused on the current dialogue turn, generating the correct multi-turn belief state is a challenging task (Kim et al., 2020).

To address this difficulty, recent studies have attempted to improve DST performance by applying a pre-trained model (Lin et al., 2020; Zhao et al., 2021) trained with a large number of unlabeled corpora, such as BART (Lewis et al., 2020) and T5 (Raffel et al., 2020), or by using a graph structure to inject additional information (Zhu et al., 2020; Wu et al., 2020). Alternatively, performance improvements were sought by conducting additional training (Mehri et al., 2020) using an open external dialogue dataset. However, when a large pre-trained model is used, an increase in inference time is inevitable, making this strategy difficult to use in a real-world dialogue system. The same issue arises when additional training data are used, or when a new graph structure is embedded.

To solve the limitations of previous DST models, the ideal strategy is to apply effective training with only a given dataset, rather than accepting the increased model complexity or training time caused by the use of additional data (Guu et al., 2020). To this end, we noticed that the dialogue utterance already contains key information, i.e., an entity that appears in one sentence, such as identifying people, places, and dates. Therefore, we propose DSTEA (Dialogue State Tracking with Entity Adaptive pre-training), a methodology in which the representation of the DST model trains entities in depth after extracting important information from a given utterance.

As shown in Figure 1, previous DST model used a BERT-based model trained by masking tokens selected at random, without considering the characteristics of such tokens. To improve upon this, we identified entities appearing in a dialogue and proposed the use of selective knowledge masking (SKM), which is a method for efficient pre-training by distinguishing the identified entities from relatively less important factors. This strategy means that DSTEA learns important knowledge at a higher masking rate because we assume that word and phrase entities contain indispensable knowledge and they are worth being trained more frequently than non-entity tokens. This can boost DST performance without increasing the parameter size of the model. Through this approach, the encoder, which plays a key role in the DST model, can learn the inductive bias suitable for dialogue state tracking as part of the additional pre-training process.

In this study, we conducted comparative experiments on various versions of the representative DST dataset, MultiWOZ (Budzianowski et al., 2018), to evaluate the performance of adaptive pre-training. Moreover, we verified DSTEA through an additional qualitative analysis of the
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Figure 1. Comparison between original and proposed masking strategies. We used selective knowledge for effective pre-training on the DST. We give the masking probability by distinguishing between knowledge selected as important information ($p_{\text{select}}$) or relatively insignificant information ($p_{\text{origin}}$).

In this study, previously proposed DST model achieved excellent performance through an improvement in the pre-trained encoder. We optimized the encoder for the dialogue domain using the proposed method based on SOM-DST, following the settings of Zhu et al. (2020).

2. Pre-training Methods

2.1. Adaptive Pre-training

Adaptive pre-training refers to a process in which a language model trained in the general domain is pre-trained to learn the knowledge suitable for a specific domain or task. Previous approaches reported enhanced performance for a specific domain or task by adding an adaptation phase between pre-training and fine-tuning (Gururangan et al., 2020; Beltagy et al., 2019).

In the area of DST, some studies, such as DialoGLUE (Mehri et al., 2020) and Zhao et al. (2021), have attempted to inject adaptive knowledge into their models. DialoGLUE performed additional pre-training to adapt the model to the conversation domain using various open dialogue datasets. During adaptive pre-training, DialoGLUE used the original masked language model (MLM). In the case of Zhao et al. (2021), various pre-training objectives were applied to T5, a pre-training model larger than BERT, and achieved good performance without any pre/post-processing. However, the use of a large amount of external dialogue data to improve the performance of DialoGLUE, or an encoder-decoder model that contains more knowledge in Zhao et al. (2021), has an intrinsic limitation imposed by the increased training or inference time.

Therefore, we focused on adaptive pre-training for entity recognition without significantly increasing the time complexity. In this process, external dialogue data are not used, and instead of large models such as BART or T5, ERNIE (Sun et al., 2020) was used with the same parameter size as BERT to maintain the training and inference time.

2.2. Masking Strategy

Since BERT first learned general-purpose knowledge through masked language modeling, Transformer-based language models have improved the training ability of such models through various masking strategies. Although BERT applies masking based on a single token, in subsequent studies, masking in units of tokens, words, and phrases was proposed to improve the language modeling performance (Sun et al., 2020).

ERNIE is a language model that contains entity information. It defines meaningful tokens, entities, and phrases as knowledge, and was the first model to perform continual learning of high-level knowledge during the pre-training process. SpanBERT (Joshi et al., 2020) learns a continuous
random span. Because the span boundary representation is learned without relying on individual tokens, it is more advanced than the original BERT. REALM (Guu et al., 2020) proposed salient-span masking to learn only the entity information for question answering. Pre-training was conducted after defining named-entity and date information as masking targets with a BERT-based tagger. Pegasus (Zhang et al., 2020b) proposed a gap sentence generation method to predict masked sentences based on the sentences that remain after masking in units of sentences from the input document. Approximately 30% of the sentences in the given documents could be masked.

In this study, we found that the knowledge definition of ERNIE and the entity masking of REALM are well suited to the nature of dialogues. Therefore, based on these techniques, we propose SKM to focus on the important entities.

3. Proposed Method

In this study, we propose DSTEA, which enhances pre-training for DST by focusing on important knowledge. DSTEA applies entity adaptive pre-training using system and user utterances to learn representations that are effective for dialogue state tracking. Subsequently, dialogue state tracking is performed using a well-trained encoder.

3.1. Overview

The overall architecture of the DSTEA is shown in Figure 2. The previous model applied DST using a pre-trained language model to conduct masked language modeling using a fixed random probability value without considering the characteristics of the token; this is the original masking strategy shown in Figure 1 (a). On the other hand, DSTEA assumes that the entity information appearing in the utterance is significant knowledge for DST; and applies entity adaptive pre-training using a SKM strategy shown in Figure 1 (b).

After applying this pre-training, DSTEA learns dialogue state tracking by utilizing an operation-based model, called the SOM-DST, which achieves good performance and consists of encoder and decoder structures, where the operation is the value of the slot-meta comprising the domain and slot. An operator can decide whether to create a value. Entity-adaptive-trained ERNIE is used as the encoder of the model proposed in this study, and the decoder uses a gated recurrent unit (GRU) network (Cho et al., 2014).

3.2. Entity Adaptive Pre-training

3.2.1. Why Entities?

The key to DST involves extracting information from the dialogue utterance between the system and the user and assigning it to an appropriate domain and slot. Most of the values that DST ultimately seeks pertain to an entity. Therefore, DSTEA attempts to improve performance by enriching the meaning of dialogue utterance through entity information.

3.2.2. Why ERNIE?

ERNIE is a framework for improving the performance of BERT, in which pre-training is conducted by injecting entity information into BERT as prior knowledge. The masking method in ERNIE differs from that of BERT in that it can mask entities or phrases rather than words. As such, ERNIE is a language model that learns using entity information, and is therefore suitable to the direction pursued by DSTEA. Thus, we determined that it would perform well for DST.

3.3. Entity Adaptive Pre-training Method

The encoder architecture is an essential part of the DST model. The purpose of the encoder model in the proposed method is to learn an inductive bias suitable for DST during
the pre-training process so that the representation of the pre-training model can be used to learn the dialogue information more accurately. The previous DST model used an encoder that trained the MLM with a random probability without considering the characteristics of the token. Using it without any modifications results in limited performance improvement, which we attempted to overcome by devising a pre-training method specialized for the DST.

The adaptive pre-training method proposed for DSTE:A is shown in Figure 3. Pre-training comprises three steps: entity construction, selective knowledge masking, and adaptive pre-training. After extracting an entity from the utterance, a higher masking rate was assigned by defining the information as important knowledge, and the original masking rate was assigned to the remaining tokens. In this study, training was conducted by considering both the word and phrase entities.

3.3.1. Entity Construction

One of the most important parts of entity adaptive pre-training is entity construction. In this study, the entities were collected in four ways. First, an entity was selected using ontology information. This is because an ontology is the most readily available form of information from the dataset, and it specifies the most important words. Second, after establishing a named entity recognition (NER) model, inference was conducted on the MultiWOZ dataset to collect the entities. An ERNIE-based BIO tagging model was used, and the model was trained using the CONLL 2003 dataset (Tjong Kim Sang & De Meulder, 2003). Third, entities were extracted using the spaCy (Honnibal & Montani, 2017) library. The spaCy entity recognizer extracts entities in span units, including entity types such as location, language, person, and product. Finally, entities were extracted using the flair library (Akbik et al., 2019). The flair entity tagger is a model that is trained based on CONLL 2003 and extracts entities in span units.

The entities extracted through these methods are a mixture of words and phrases. We attempted to learn these by distinguishing between word and phrase entities. The ontology was used during the pre-training process, but not during model training.

Word Entity First, each extracted entity was split into word units to compose a word entity. To prevent overfitting during this process, information about time and numbers was excluded from the entity. Because random times and numbers are used when constructing dialogue datasets (Budzianowski et al., 2018), the appearance of unseen information during a dialogue may prevent the DST model from responding correctly to unseen slots or values. Therefore, if we train entities regarding time and numbers with SKM, the biased model is highly likely to generate incorrect values; therefore, we did not take these values into account. Additionally, stopwords from the NLTK (Bird et al., 2009) library were used to exclude words that were not helpful for training. Moreover, filtering was conducted when the punctuation mark was extracted as an entity.

Phrase Entity To learn a phrase entity, cases that included an unknown token (i.e., [UNK]) in the phrase were excluded. Next, the phrase entities defined for each utterance were extracted in advance, and then pre-training was performed using randomly selected phrase entities. Even if a phrase entity included stopwords, filtering was not conducted for masking in span units, and information about numbers and times was excluded, as for word entities. However, phrase entities extracted by the NER model and flair were of poor quality; therefore, entities were extracted using only the ontology and spaCy.

3.3.2. Selective Knowledge Masking Strategy

SKM is a method for learning important knowledge after selecting essential information from user and system utterances, to inject an inductive bias suitable for DST. The pre-training model was trained as an appropriate model for DST by masking and predicting entities that can help track the dialogue state, rather than arbitrary mask tokens. SKM is shown in step 2 of Figure 3. The one-turn utterance to-
Table 1. JGA on the test sets of MultiWOZ 2.0, 2.1, and 2.2. * indicates a model that was re-implemented. We also describe the pre-trained model used by each methodology. Both BERT and ERNIE are the results of the experimentation with the base model. (Parameter size: BERT - 110M, ERNIE - 110M, BART (base) - 140M, T5 (base) - 220M)

| Model                  | PLM    | MultiWOZ 2.0 | MultiWOZ 2.1 | MultiWOZ 2.2 |
|------------------------|--------|--------------|--------------|--------------|
| SUMBT* (Lee et al., 2019) | BERT   | 42.07        | 46.99        | -            |
| TRADE* (Wu et al., 2019)  | -      | 47.80        | 49.38        | 49.97        |
| DSDST                  | BERT   | 52.24        | 51.21        | -            |
| GCDST                  | -      | 50.68        | 46.09        | -            |
| SOM-DST* (Kim et al., 2020) | BERT   | 51.38        | 52.75        | 53.70        |
| SOM-DST + Schema Graph (Zhu et al., 2020) | BERT | 51.57 | 52.88 | - |
| SST-1 (Chen et al., 2020) | BERT   | 47.59        | 52.55        | -            |
| MinTL Lin et al., 2020 | T5     | 51.24        | 52.52        | -            |
| MinTL Lin et al., 2020 | BART   | 52.07        | 53.62        | -            |
| Pegasus (Zhao et al., 2021) | T5     | -            | 54.40        | -            |
| **DSTEA (ours)**       | ERNIE  | 54.11        | 55.03        | 55.23        |

Table 2. JGA, SA and RSA scores by domain for MultiWOZ 2.0, 2.1, and 2.2. The performance was compared with the re-implemented TRADE (Wu et al., 2019), SUMBT (Lee et al., 2019), and SOM-DST (Kim et al., 2020) models. (* indicates the re-implemented model.)

| Domain | Model                  | MultiWOZ 2.0 | MultiWOZ 2.1 | MultiWOZ 2.2 |
|--------|------------------------|--------------|--------------|--------------|
| **Attraction** | **JGA** | **SA** | **RSA** | **JGA** | **SA** | **RSA** | **JGA** | **SA** | **RSA** |
| SUMBT* | 59.21                 | 98.42        | 80.29        | 63.19        | 98.59        | 81.95        | 64.25        | 98.61        | 81.91        |
| TRADE* | 59.22                 | 98.42        | 79.32        | 63.84        | 98.60        | 81.34        | 68.02        | 98.78        | 84.48        |
| SOM-DST* | + Schema Graph (Zhu et al., 2020) | **BART** | -            | -            | -            | -            | -            | -            | -            |
| DSDST (Ours) | 69.21                 | 98.68        | 83.21        | 68.11        | 98.78        | 84.21        | -            | -            | -            |
| **Hotel** | **JGA** | **SA** | **RSA** | **JGA** | **SA** | **RSA** | **JGA** | **SA** | **RSA** |
| SUMBT* | 53.29                 | 96.19        | 77.84        | 44.05        | 96.95        | 82.61        | 48.55        | 97.27        | 83.52        |
| TRADE* | 47.08                 | 97.20        | 83.19        | 49.86        | 97.32        | 83.92        | 43.33        | 97.04        | 83.55        |
| SOM-DST* | + Schema Graph (Zhu et al., 2020) | **BART** | -            | -            | -            | -            | -            | -            | -            |
| DSDST (Ours) | 48.76                 | 97.26        | 84.69        | 48.61        | 97.33        | 84.93        | 49.23        | 97.37        | 85.24        |
| **Restaurant** | **JGA** | **SA** | **RSA** | **JGA** | **SA** | **RSA** | **JGA** | **SA** | **RSA** |
| SUMBT* | 57.95                 | 98.03        | 85.10        | 58.14        | 98.16        | 86.83        | -            | -            | -            |
| TRADE* | 61.59                 | 98.38        | 88.34        | 58.59        | 98.24        | 87.01        | 59.25        | 98.24        | 86.93        |
| SOM-DST* | + Schema Graph (Zhu et al., 2020) | **BART** | -            | -            | -            | -            | -            | -            | -            |
| DSDST (Ours) | 67.45                 | 98.66        | 90.36        | 69.88        | 98.70        | 91.07        | 68.67        | 98.67        | 90.46        |
| **Taxi** | **JGA** | **SA** | **RSA** | **JGA** | **SA** | **RSA** | **JGA** | **SA** | **RSA** |
| SUMBT* | 25.08                 | 95.51        | 52.95        | 31.96        | 95.88        | 56.18        | -            | -            | -            |
| TRADE* | 36.60                 | 96.64        | 64.27        | 33.18        | 96.59        | 63.16        | 36.29        | 96.65        | 64.02        |
| SOM-DST* | + Schema Graph (Zhu et al., 2020) | **BART** | -            | -            | -            | -            | -            | -            | -            |
| DSDST (Ours) | 61.21                 | 98.14        | 80.68        | 58.57        | 98.06        | 80.48        | 56.23        | 97.81        | 77.41        |
| **Train** | **JGA** | **SA** | **RSA** | **JGA** | **SA** | **RSA** | **JGA** | **SA** | **RSA** |
| SUMBT* | 57.68                 | 97.85        | 84.99        | 68.46        | 98.39        | 90.27        | -            | -            | -            |
| TRADE* | 66.90                 | 98.52        | 89.88        | 67.31        | 98.56        | 90.38        | 68.40        | 98.62        | 90.72        |
| SOM-DST* | + Schema Graph (Zhu et al., 2020) | **BART** | -            | -            | -            | -            | -            | -            | -            |
| DSDST (Ours) | 72.19                 | 98.74        | 91.88        | 73.88        | 98.81        | 92.32        | 73.65        | 98.80        | 92.28        |

We conducted experiments using MultiWOZ 2.0, 2.1, and 2.2 (Budzianowski et al., 2018; Eric et al., 2019; Zang et al., 2020), which are the most widely used datasets for DST. Similarly, as in previous DST model, we conducted an experiment using five domains (restaurant, train, hotel, taxi, and attraction). Most of the preprocessing procedures followed the script provided in TRADE (Wu et al., 2019).

4. Experimental Results

4.1. Datasets

4.2. Experimental Settings

We compared the performance of DSTEA with that of a number of previous models. We re-implemented those mod-
els for which either performance on the MultiWOZ datasets has not been published, or we were unable to reproduce their performance with the published code. In the case of SUMBT in MultiWOZ 2.2, the performance fluctuated greatly due to ontology update issues, so the experiment of MultiWOZ 2.2 was not reported. DSTEA only improves encoder models using dialogue utterance during adaptive training. Therefore, we conducted a performance comparison with models that include an encoder and do not use additional labels. For this reason, some well-known models were not considered in our experiments. First, Trippy (Heck et al., 2020) did not only use the belief state but also used an additional dialogue action label to improve the DST performance. In addition, SimpleTOD (Hosseini-Asl et al., 2020) is a model composed of only a decoder. Since DSTEA is a model that performed adaptive training based on an encoder, including a model with only a decoder in the benchmark models is not appropriate.

We trained the ‘pre-trained ERNIE-2.0’ on dialogue and used the huggingface transformers (Wolf et al., 2020), with ‘nguyoung/ernie-2.0-en’ as the ERNIE model. During the experiment, the masking probability \( \text{prob}_{\text{origin}} \) was set to 0.2, and \( \text{prob}_{\text{select}} \) was set to 0.4. Detailed parameters for adaptive training and DST training can be found in Appendix A.1.

### 4.3. Joint Goal Accuracy

We compared and analyzed the performance of DSTEA using joint goal accuracy (JGA), an evaluation metric that verifies whether the predicted belief states exactly match the gold label. Table 1 reports JGA values obtained with DSTEA and the baseline models for MultiWOZ 2.0, 2.1, and 2.2.

DSTEA achieved better performance than previous BERT-based DST model and also outperformed CSFN-DST and SOM-DST + Schema Graph, in which schema graph information is injected into SOM-DST. Furthermore, DSTEA achieved higher accuracy than MinTL using large pre-trained models such as T5 and BART.

In particular, through the performance difference between SOM-DST and DSTEA, we demonstrated experimentally that the SKM strategy configures the encoder as ERNIE in the pre-training process and masks information selectively. We also confirmed that more important entities are influential. DSTEA demonstrated this by outperforming the benchmark model for three datasets, with the only exception being when pre-training was conducted for MultiWOZ 2.2 on T5 based on the Pegasus pre-training objective. Although the number of parameters of the model proposed in Zhao et al. (2021) is approximately twice that of our model, DSTEA outperforms it for MultiWOZ 2.1. These results show that solving the DST task using the large pre-trained model is not optimal for performance enhancement and that training an inductive bias appropriate for the task helps improve performance.

### 4.4. Domain Results

For each dataset, domain-specific performance comparisons between the benchmark models and DSTEA are presented in Table 2. In addition to JGA, the performance was evaluated using slot accuracy (SA) and relative slot accuracy (RSA) (Kim et al., 2022). SA is an evaluation metric that identifies the accuracy of slots among the predicted dialogue states. RSA is a recently proposed metric that complements JGA and SA. In contrast to SA, RSA only focuses on the gold reference or predicted slots of current dialogue, rather than all pre-defined slots in SA, it has a better discriminative power for candidate models. The corresponding result was recorded as the performance of the experiment at the same random seed. The results show that DSTEA achieved the best performance in all metrics except Hotel in MultiWOZ 2.1 and Taxi in MultiWOZ 2.2.

### 4.5. Effectiveness of Adaptive Pre-training

Table 3 shows how the performance is affected by the adaptive pre-training setting. To demonstrate the effectiveness of SKM, the performance of the pre-trained model and SKM as
Figure 4. Domain, slot-meta, value mismatch between DST model (SUMBT, TRADE, SOM-DST, DSTEA) and ground truth in MultiWOZ 2.1 (Total turn 7368)

proposed in this study were compared by changing the masking probability of the original MLM. SOM-DST (ERNIE) indicates that the encoder of SOM-DST is changed to ERNIE, and DSTEA (ERNIE) + Random Masking \((P_{\text{origin}} = \alpha)\) indicates a case in which random masking probability \(\alpha\) is used during adaptive pre-training. The experiment involved adjusting the masking probability without considering the characteristics of the token. The results show that performance is improved by applying ERNIE, a language model learned by focusing the encoder on the entity. Moreover, when the masking probability was set to 0.2, performance was lower than that of SOM-DST (ERNIE); however, DSTEA outperformed SOM-DST (ERNIE) with a masking probability of 0.4. However, the best overall results were achieved with DSTEA (ERNIE) + Selective Masking \((P_{\text{select}} = \beta, P_{\text{origin}} = \alpha)\), which is the proposed method with SKM. Consequently, the experiment confirms that the proposed SKM method is more effective than simply increasing the masking probability.

Figure 5 shows the performance of DSTEA according to the change of SKM rate. The red dashed line represents the pre-training model that does not consider entities, which can be understood as the lower bound performance. The blue line indicates the performance of DSTEA according to each \(P_{\text{select}}\) ratio. SKM clearly enhanced the DST performance irrespective of \(P_{\text{select}}\) ratio. Although the best JGA was reported when \(P_{\text{select}} = 0.4\), the worst case still yielded a significantly enhanced JGA compared to that without SKM.

4.6. Effectiveness of Entity Types

We confirmed in the previous section that entities provide important information regarding the DST task, and compared and analyzed the performance of DSTEA for various entity types, as shown in Table 4. We extracted the entities through four modules, and both word and phrase units were considered. First, results show that an ontology is best for individual modules at the word level, whereas the performance is poor when word entities are extracted from flair only. However, when information of all entities was combined, better performance was achieved than when using individual modules. Phrase level entities also improve performance when training by combining the phrase entities. Finally, when both words and phrases were mixed, the best JGA of 55.03 was achieved. This is key knowledge for both word and phrase entities for DST, and it can be confirmed that configuring an appropriate entity set significantly improves performance.

4.7. Qualitative Result

We verified the superiority of our model through the qualitative results. Finally, the DST model generates prediction values consisting of domain-slot values for each turn. We compared the degree of mismatch ratio between the benchmark models and DSTEA with respect to the domain, slot-meta, and value. Figure 4 shows that DSTEA effectively reduces mismatching compared to the benchmark models. This means that the domain and slot information of the current utterance turn can be understood accurately, and a value suitable for each slot can be generated. These results suggest that the model trained using DSTEA can learn the appropriate inductive bias and improve its performance.

Table 5 shows a sample output for each model. The domain mismatch example shows that DSTEA can accurately classify domains in a dataset for a multi-domain dialogue. In addition, the slot-meta and value mismatch example confirms that DSTEA can match an appropriate slot corresponding to the domain and generate a relevant value.

5. Conclusion

In this study, we propose DSTEA, which applies entity adaptive pre-training by focusing on entities and essential
Table 5. Sample outputs of domain, slot-meta, and value mismatch in MultiWOZ 2.1 (test set). Red indicates a mismatch.

| SUMBT           | TRADE                        | SOM-DST                      | DSTEA          |
|-----------------|------------------------------|------------------------------|----------------|
| **Domain mismatch** (PMUL4648 - turn 2) |
| "hotel-name-nusha" | "attraction-name-nusha", "restaurant-name-nandos" | "restaurant-name-nusha", "attraction-name-nusha", |
|                  |                              |                              |                |
| **Slot-meta mismatch** (MUL0148 - turn 2) |
| "hotel-pricerange-expensive" | "hotel-pricerange-expensive", "hotel-type-hotel" | "hotel-pricerange-expensive", "hotel-type-hotel", |
|                  |                              |                              |                |
| **Value mismatch** (PMUL1106 - turn 2) |
| "train-departure-none", "train-departure-stansted airport", | "train-departure-stan", "train-departure-cambridge" | "train-departure-stan", "train-departure-cambridge", |

knowledge in dialogue state tracking. DSTEA uses ERNIE, a model specialized for entities. In addition, SKM was proposed to learn word and phrase entities effectively to focus on important information. Through this, DSTEA outperforms the benchmark models by learning an inductive bias suitable for dialogue state tracking during pre-training, and generating a suitable representation. DSTEA achieved satisfactory performance for MultiWOZ 2.0, 2.1, and 2.2 without using a large pre-trained model or directly injecting additional information into the model. We expect that this pre-training method can be used effectively for both dialogue state tracking under insufficient input data and entity-related tasks.
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A. Appendix

A.1. Training details

Our models are built with the huggingface transformers. And we trained our model with NVIDIA GeForce RTX 3090.

| Hyperparameter     | Assignment |
|--------------------|------------|
| number of epoch    | 10         |
| batch size         | 16         |
| learning rate      | 6e-5       |
| optimizer          | AdamW      |
| weight decay       | 0.01       |
| warmup ratio       | 0.06       |
| selective masking ratio | 0.4     |
| original masking ratio | 0.2     |

Table 6. Hyperparameters for entity adaptive pre-training

| Hyperparameter     | Assignment |
|--------------------|------------|
| number of epochs   | 30         |
| batch size         | 64         |
| encoder learning rate | 4e-5    |
| decoder learning rate | 2e-4    |
| drop out           | 0.1        |
| warm up ratio      | 0.1        |
| max sequence length | 256     |

Table 7. Hyperparameters for DSTEA

A.2. Data statistics

| domain    | MultiWOZ 2.0, 2.1, 2.2 |
|-----------|------------------------|
|           | train  | dev   | test  |
| attraction| 2717   | 401   | 395   |
| hotel     | 3381   | 416   | 394   |
| restaurant| 3813   | 438   | 437   |
| taxi      | 1654   | 207   | 195   |
| train     | 3103   | 484   | 494   |

Table 8. Data statistics on MultiWOZ 2.0, 2.1 and 2.2

A.3. Entity extraction details

We use spaCy, flair library to extract entities. The settings we used are below.

Table 9. Settings for spaCy entity extraction

| Setting     | Assignment   |
|-------------|--------------|
| model       | "en-core-web-sm" |
| version     | 3.0.2        |

Table 10. Settings for flair entity extraction

| Setting      | Assignment          |
|--------------|---------------------|
| model        | "flair/her-english-large" |
| version      | 0.10                |