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We consider minimizing the probability of falling below a target growth rate of the wealth process up to a time horizon $T$ in an incomplete market model, and then study the asymptotic behavior of minimizing probability as $T \to \infty$. This problem can be closely related to an ergodic risk-sensitive stochastic control problem in the risk-averse case. Indeed, in our main theorem, we relate the former problem concerning the asymptotics for risk minimization to the latter as its dual. As a result, we obtain an expression of the limit value of the probability as the Legendre transform of the value of the control problem, which is characterized as the solution to an H-J-B equation of ergodic type, in the case of a Markovian incomplete market model.

1. Introduction. Risk management is a main topic in the study of finance. In the present paper, we consider the problem of minimizing the downside risk associated with an investor’s total wealth in a certain incomplete market model. More precisely, let $S^0_t$ be the price of a riskless asset with the dynamics $dS^0_t = r_t S^0_t \, dt$, $(S^1_t, \ldots, S^m_t)$ the prices of the risky assets, and $N^i_t$, $i = 0, \ldots, m$, the number of shares of $i$th security. Then the total wealth that the investor possesses is defined as

$$V_t = \sum_{i=0}^m N^i_t S^i_t,$$

and we assume a self-financing condition,

$$dV_t = \sum_{i=0}^m N^i_t \, dS^i_t.$$
When setting the proportion of the portfolio invested in the $i$th security as $h_i = \frac{N_iS_i}{V_t}$, we have

$$\frac{dV_t}{V_t} = \sum_{i=0}^{m} h_i \frac{dS_i}{S_i},$$

and the total wealth is denoted by $V_t = V_t(h)$, which is the solution to this stochastic differential equation for a given strategy $h_t$. Let us consider minimizing the probability

$$P\left(\frac{1}{T} \log \frac{V_T(h)}{S_0^T} \leq \kappa\right) \quad (1.1)$$

for a given target growth rate $\kappa$ by selecting portfolio choice $h$. Let us make clear the meaning of the probability. If we choose strategy $(h_0^T, h_1^T, \ldots, h_m^T) = (1, 0, \ldots, 0)$, then we have

$$d \log V_t = \frac{dV_t}{V_t} = \frac{dS_0^T}{S_t^0} = d \log S_0^T.$$

Thus, the probability is always 1 for large time $T$ and $\kappa > 0$. Accordingly, in considering the above minimization, we investigate the extent for which we can improve the probability by selecting a strategy, as compared with the trivial strategy of investing the total wealth in a riskless asset. The latter strategy is considered the benchmark in terms of finance.

We shall consider the asymptotic behavior of the probability

$$\lim_{T \to \infty} \frac{1}{T} \inf_{h} \frac{1}{T} \log P\left(\frac{1}{T} \log \frac{V_T(h)}{S_0^T} \leq \kappa\right). \quad (1.2)$$

According to the theory of large deviation, it is natural to relate (1.2) to

$$\hat{\chi}(\gamma) := \lim_{T \to \infty} \frac{1}{T} \inf_{h} \log E\left[e^{\gamma \log(V_T(h)/S_0^T)}\right] \quad (1.3)$$

for $\gamma < 0$. Namely, as $T \to \infty$,

$$\frac{1}{T} \inf_{h} \log P\left(\frac{1}{T} \log \frac{V_T(h)}{S_0^T} \in (-\infty, \kappa]\right) \to - \inf_{k \in (-\infty, \kappa]} \sup_{\gamma < 0} \{\gamma k - \hat{\chi}(\gamma)\}$$

is expected to hold since the Legendre transform $I(k)$ of $\hat{\chi}(\gamma)$,

$$I(k) = \sup_{\gamma < 0} \{\gamma k - \hat{\chi}(\gamma)\},$$

is regarded as the rate function of the asymptotics, if $\hat{\chi}(\gamma)$ is a convex function; cf. [10]. Note that we can see from Hölder’s inequality that

$$\log E\left[\left(\frac{V_T(h)}{S_0^T}\right)^\gamma\right] \neq \log E\left[e^{\gamma \log(V_T(h)/S_0^T)}\right]$$

is a convex function of $\gamma$, but this
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does not always imply the convexity of its infimum

\[
\inf_h \log \mathbb{E} \left[ \left( \frac{V_T(h)}{S_0^2} \right)^\gamma \right] = \inf_h \log \mathbb{E}[e^{\gamma \log(V_T(h)/S_0^2)}].
\]  

(1.4)

Therefore, the convexity of \( \hat{\chi}(\gamma) \) cannot be determined immediately and the above idea does not directly apply. In the present paper, we will find the convexity of \( \hat{\chi}(\gamma) \) by identifying the solution of the H-J-B equation of ergodic type with the limit value (1.3); cf. Proposition 4.2 and Corollary 4.1. Then we shall see that the duality relation between (1.2) and (1.3) holds under suitable conditions, as expected; cf. Theorem 2.4.

Minimization (1.4), which is equivalent to power utility maximization, could be regarded as a risk-sensitive control problem. The infinite time horizon counterpart of (1.4) without a benchmark,

\[
\inf_h \lim_{T \to \infty} \frac{1}{T} \log \mathbb{E}[e^{\gamma \log V_T(h)}],
\]  

(1.5)

has been extensively studied as risk-sensitive control (e.g., [4, 5, 13–15, 20, 21, 24, 28, 30]), and a benchmarked case has recently been reported in [9]. From the viewpoint of stochastic control theory, it may appear more natural, compared with the above relationship between (1.2) and (1.3), to relate

\[
\inf_h \lim_{T \to \infty} \frac{1}{T} \log \mathbb{E}[e^{\gamma \log(V_T(h)/S_0^2)}]
\]  

(1.6)

to

\[
\inf_h \lim_{T \to \infty} \frac{1}{T} \log P\left( \frac{1}{T} \log \frac{V_T(h)}{S_0^2} \leq \kappa \right),
\]  

(1.7)

which is considered in the present paper as well; cf. Theorem 2.5.

We note that the problem relating (1.2) to (1.3) is thought to be equivalent to considering

\[
\lim_{T \to \infty} \frac{1}{T} \inf_h \log P\left( \frac{1}{T} \log V_T(h) \leq \kappa \right)
\]

and

\[
\hat{\chi}(\gamma) := \lim_{T \to \infty} \frac{1}{T} \inf_h \log \mathbb{E}[e^{\gamma \log V_T(h)}]
\]

without a benchmark. However, the arguments in this article may be simpler than in the case without a benchmark (cf. Remark 2.2).

In previous papers [19, 29], we studied similar asymptotic behavior without benchmarks for linear Gaussian models in relation to the asymptotics of risk-sensitive portfolio optimization. Indeed, we established a duality relation between these problems, and as a result, an explicit expression of the
limit value of the probability minimizing downside risk for each case of full and partial information. To obtain those results, the key analysis involved Poisson equations derived by taking derivatives with respect to $\gamma$ of the H-J-B equations of ergodic type corresponding to risk-sensitive control over an infinite time horizon. Since the solutions of the H-J-B equations can be explicitly expressed as quadratic functions by using the solutions of the Riccati equations for linear Gaussian models, analysis of the differentiability of the solutions of the Riccati equations with respect to $\gamma$ was essential in those works.

In the present paper, we shall consider general diffusion market models and discuss the above-mentioned duality relation between the asymptotics of the minimization of downside risk and the risk-sensitive stochastic control for large time. Since the solutions of H-J-B equations of ergodic type do not always have explicit expressions, we need to consider, in general, the differentiability with respect to $\gamma$ of H-J-B equations of ergodic type. The analysis is presented in Sections 5 and 6 based on the results concerning H-J-B equations of ergodic type and related stochastic control problems given in Sections 3 and 4. Here, we mention the ongoing work of Hata and Sheu [22], which is closely related to the present paper and examines similar problems under the assumptions that $\alpha(x)$ in (2.2) in Section 2 is bounded and that $\beta(x)^{\ast}x \leq -c|x|^2$ for $|x| \geq R$ in place of (2.19). We shall explain more precisely the relationships between these papers in Remark 2.3.

We note that maximization of an upside chance probability for the long term was studied by Pham [31, 32] for continuous time models, and then by Stettner [34] for discrete time models, in relation to risk-sensitive portfolio optimization in the risk-seeking case. By regarding the maximization problem as large deviation control, Pham established a duality relation between these two types of problems. Explicit calculation of the limit value is given in the case of 1-dimensional Gaussian models. The problem was later extended to a nonlinear case by Hata and Sekine [20, 21] and also to the partial information case by Hata and Iida [18] for 1-dimensional Gaussian models. See also related works [6, 7, 35]. However, asymptotic estimates of downside risk probabilities and upside chance probabilities cannot be obtained in parallel. Indeed, obtaining the estimates of downside risk is rather difficult than those of upside chance and further analysis of H-J-B equations is required to show the estimates as was shown in [19]. Further note that large deviations control (1.7) is an unconventional optimization problem, and thus we need to employ a new approach to study it.

2. Setting up and main results. Consider a market model with $m + 1$ securities and $n$ factors, where the bond price is governed by the ordinary differential equation

$$dS^0(t) = r(X_t)S^0(t) \, dt, \quad S^0(0) = s^0.$$
The other security prices and factors are assumed to satisfy the stochastic differential equations

\[ dS^i(t) = S^i(t) \left\{ \alpha^i(X_t) dt + \sum_{k=1}^{n+m} \sigma^i_k(X_t) dW^k_t \right\}, \]

(2.2)

\[ S^i(0) = s^i, \quad i = 1, \ldots, m, \]

and

\[ dX_t = \beta(X_t) dt + \lambda(X_t) dW_t, \]

(2.3)

\[ X(0) = x, \]

where \( W_t = (W^k_t)_{k=1,\ldots,(n+m)} \) is a standard \( m + n \)-dimensional Brownian motion process on a probability space \( (\Omega, \mathcal{F}, P) \). Let \( N^i_t \) be the number of the shares of the \( i \)th security. Then, the total wealth that the investor possesses is defined as

\[ V_t = \sum_{i=0}^{m} N^i_t S^i_t \]

and the proportion of the portfolio invested in the \( i \)th security is

\[ h^i_t = \frac{N^i_t S^i_t}{V_t}, \quad i = 0, 1, 2, \ldots, m. \]

\( N_t = (N^0_t, N^1_t, N^2_t, \ldots, N^m_t) \) [or, \( h_t = (h^1_t, \ldots, h^m_t) \)] is called self-financing if

\[ dV_t = \sum_{i=0}^{m} N^i_t dS^i_t = \sum_{i=0}^{m} \frac{V_t h^i_t}{S^i_t} dS^i_t. \]

Thus, under the self-financing condition, we have

\[
\frac{dV_t}{V_t} = h^0_t r(X_t) dt + \sum_{i=1}^{m} h^i_t \left\{ \alpha^i(X_t) dt + \sum_{j=1}^{n+m} \sigma^j_i(X_t) dW^j_t \right\} \\
= r(X_t) dt + \sum_{i=1}^{m} h^i_t \left\{ (\alpha^i(X_t) - r(X_t)) dt + \sum_{j=1}^{n+m} \sigma^j_i(X_t) dW^j_t \right\}.
\]

Here we note that \( h_t \) is defined as an \( m \)-vector consisting of \( h^1_t, \ldots, h^m_t \) since \( h^0_t = 1 - \sum_{i=1}^{m} h^i_t \) holds by definition.

The filtration that must be satisfied by admissible investment strategies

\[ \mathcal{G}_t = \sigma(S(u), X(u), u \leq t) \]

is relevant in the present problem, and we introduce the following definition.
Definition 2.1. \( h(t)_{0 \leq t \leq T} \) is said to be an investment strategy if \( h(t) \) is an \( \mathbb{R}^m \)-valued \( \mathcal{G}_t \)-progressively measurable stochastic process such that

\[
P\left( \int_0^T |h(s)|^2 \, ds < \infty \right) = 1.
\]

The set of all investment strategies is denoted by \( \mathcal{H}(T) \). For a given \( h \in \mathcal{H}(T) \), the process \( V_t = V_t(h) \) representing the total wealth of the investor at time \( t \) is determined by the stochastic differential equation shown above.

\[
\frac{dV_t}{V_t} = r(X_t) \, dt + h(t)^\ast (\alpha(X_t) - r(X_t)1) \, dt + h(t)^\ast \sigma(X_t) \, dW_t,
\]

(2.4)

\[
V_0 = v_0,
\]

where \( 1 = (1, 1, \ldots, 1)^\ast \).

We are interested in the asymptotics of minimization of a downside risk for a given constant \( \kappa \) in comparison with investing the whole portfolio in a riskless security as the benchmark

\[
J(\kappa) := \lim_{T \to \infty} \frac{1}{T} \inf_{h \in \mathcal{H}(T)} \log P\left( \frac{1}{T} \log \frac{V_T(h)}{S_0^T} \leq \kappa \right).
\]

We also examine downside risk minimization with the benchmark \( S^0 \) over an infinite time horizon,

\[
J_\infty(\kappa) := \inf_{h \in \mathcal{H}} \lim_{T \to \infty} \frac{1}{T} \log P\left( \frac{1}{T} \log \frac{V_T(h)}{S_0^T} \leq \kappa \right),
\]

where \( \mathcal{H} = \{ h ; h \in \mathcal{H}(T), \forall T \} \).

\( J(\kappa) \) will be shown to be related to the following risk-sensitive asset allocation problem with benchmark \( S^0 \). Namely, for a given constant \( \gamma < 0 \), let us consider the asymptotics

\[
\hat{\chi}(\gamma) = \lim_{T \to \infty} \frac{1}{T} \inf_{h \in \mathcal{H}(T)} J(v, x; h; T),
\]

(2.7)

where

\[
J(v, x; h; T) = \log E\left[ \left( \frac{V_T(h)}{S_0^T} \right)^\gamma \right] = \log E[ e^{\gamma \log(V_T(h)/S_0^T)} ],
\]

(2.8)

and \( h \) ranges over the set \( \mathcal{A}(T) \) of all admissible investment strategies defined by

\[
\mathcal{A}(T) = \{ h \in \mathcal{H}(T) ; E[ e^{\gamma \int_0^T h_s^\ast \sigma(X_s) \, dW_s - (\gamma^2 / 2) \int_0^T h_s^\ast \sigma^\ast(X_s) h_s \, ds} ] = 1 \}.
\]
Then we shall see that (2.5) could be considered the dual problem to (2.7), while (2.6) is the dual problem to risk-sensitive asset allocation over an infinite time horizon,

\begin{equation}
\chi_\infty(\gamma) = \inf_{h \in \mathcal{A}} \lim_{T \to \infty} \frac{1}{T} J(v, x; h, T),
\end{equation}

where

\[ \mathcal{A} = \{ h; h \in \mathcal{A}(T); \forall T \}. \]

We shall consider these problems under the assumptions that

\begin{equation}
\alpha \text{ and } \beta \text{ are globally Lipschitz}, \lambda \in C^2_b, \sigma, r \in C^1_b, \alpha, \beta \in C^1
\end{equation}

and

\begin{equation}
\begin{cases}
    c_1 |\xi|^2 \leq \xi^* \lambda^* (x) \xi \leq c_2 |\xi|^2, & c_1, c_2 > 0, \xi \in \mathbb{R}^n, \\
    c_1 |\zeta|^2 \leq \zeta^* \sigma^* (x) \zeta \leq c_2 |\zeta|^2, & \zeta \in \mathbb{R}^n,
\end{cases}
\end{equation}

hold. In considering these problems, we first introduce the value function

\begin{equation}
v(t, x) = \inf_{h \in \mathcal{A}(T-t)} \log E[e^{\gamma \log V_{T-t}(h)/S_0^{T-t}}].
\end{equation}

Note that

\[ e^{\gamma \log V_T} = v_0 e^{\gamma \int_0^T \{ r(X_s) + h_s^* \hat{\alpha}(X_s) - (1/2) h_s^* \sigma^* (X_s) h_s \} ds + \gamma \int_0^T h_s^* \sigma(X_s) dW_s}, \]

where \( \hat{\alpha}(x) = \alpha(x) - r(x) 1 \). Therefore

\[ e^{\gamma (\log V_T - \log S_T^h)} = v_0 e^{\gamma \int_0^T \eta(x, h_s) ds + \gamma \int_0^T h_s^* \sigma(X_s) dW_s - (\gamma^2/2) \int_0^T h_s^* \sigma^* (X_s) h_s ds}, \]

where

\[ \eta(x, h) = h^* \hat{\alpha}(x) - \frac{1 - \gamma}{2} h^* \sigma^* (x) h. \]

By introducing a probability measure

\[ P^h(A) = E[e^{\gamma \int_0^T h_s^* \sigma(X_s) dW_s - (\gamma^2/2) \int_0^T h_s^* \sigma^* (X_s) h_s ds}; A], \]

the dynamics of the factor process can be written as

\[ dX_t = \{ \beta(X_t) + \gamma \lambda \sigma^* (X_t) h_t \} dt + \lambda(X_t) dW^h_t; \quad X_0 = x, \]

with the new Brownian motion process \( W^h_t \) defined by

\[ W^h_t := W_t - \gamma \int_0^t \sigma^* (X_s) h_s ds, \]

and the value function written as

\begin{equation}
v(t, x) = \gamma \log v_0 + \inf_{h \in \mathcal{A}(T)} \log E^h [e^{\gamma \int_0^{T-t} \eta(X_s, h_s) ds}].
\end{equation}
The H-J-B equation for the value function \( v(t, x) \) is

\[
\begin{align*}
\frac{\partial v}{\partial t} + \frac{1}{2} \text{tr}[\lambda \lambda^* D^2 v] + \frac{1}{2} (Dv)^* \lambda^* Dv \\
+ \inf_{h} \{ [\beta + \gamma \lambda \sigma^* h]^* Dv + \gamma \eta(x, h) \} = 0,
\end{align*}
\]

\( v(T, x) = \gamma \log v_0, \)

which is also written as

\[
\begin{align*}
\frac{\partial v}{\partial t} + \frac{1}{2} \text{tr}[\lambda \lambda^* D^2 v] + \beta^* Dv + \frac{1}{2} (Dv)^* \lambda N^{-1} \lambda^* Dv - U = 0,
\end{align*}
\]

\( v(T, x) = \gamma \log v_0, \)

where

\[ \beta_\gamma = \beta + \frac{\gamma}{1 - \gamma} \lambda \sigma^*(\sigma \sigma^*)^{-1} \hat{\alpha}, \]

\[ N^{-1}_\gamma = I + \frac{\gamma}{1 - \gamma} \sigma^*(\sigma \sigma^*)^{-1} \sigma \]

and

\[ U_\gamma = -\frac{\gamma}{2(1 - \gamma)} \hat{\alpha}^*(\sigma \sigma^*)^{-1} \hat{\alpha}. \]

**Remark 2.1.**

\[ \inf_{h \in \mathbb{R}^m} \{ [\gamma \lambda \sigma^* h]^* Dv + \gamma \eta(x, h) \} \]

\[ = \inf_{h \in \mathbb{R}^m} \left\{ [\gamma \lambda \sigma^* h]^* Dv - \frac{\gamma(1 - \gamma)}{2} h^* \sigma \sigma^* h + \gamma h^* \hat{\alpha} \right\} \]

\[ = \inf_{h \in \mathbb{R}^m} \left\{ -\frac{\gamma(1 - \gamma)}{2} \left[ h - \frac{1}{1 - \gamma} (\sigma \sigma^*)^{-1} (\hat{\alpha} + \sigma \lambda^* Dv) \right]^* \sigma \sigma^* \left[ h - \frac{1}{1 - \gamma} (\sigma \sigma^*)^{-1} (\hat{\alpha} + \sigma \lambda^* Dv) \right] \right. \]

\[ + \frac{\gamma}{2(1 - \gamma)} (\hat{\alpha} + \sigma \lambda^* Dv)^* (\sigma \sigma^*)^{-1} (\hat{\alpha} + \sigma \lambda^* Dv) \}. \]

Therefore, the function

\[ \hat{h}(t, x) := \frac{1}{1 - \gamma} (\sigma \sigma^*)^{-1} (\hat{\alpha} + \sigma \lambda^* Dv) \]

defines the generator of the optimal diffusion \( \hat{L} \) for \( \inf_{h \in A(T)} J(v, x; h; T) \):

\[ \hat{L}\psi := \frac{1}{2} \text{tr}[\lambda \lambda^* D^2 \psi] + \left[ \beta + \frac{\gamma}{1 - \gamma} \lambda \sigma^*(\sigma \sigma^*)^{-1} (\hat{\alpha} + \sigma \lambda^* Dv) \right]^* \sigma \sigma^* \]

which is seen in Proposition 2.1.
Set $\bar{v} = -v$. Then,

\begin{equation}
\frac{\partial \bar{v}}{\partial t} + \frac{1}{2}\text{tr}[\lambda \lambda^* D^2 \bar{v}] + \beta^*_\gamma D \bar{v} - \frac{1}{2}(D \bar{v})^* \lambda N^{-1}_\gamma \lambda^* D \bar{v} + U_\gamma = 0,
\end{equation}

(2.15)

Since $I - \sigma^*(\sigma \sigma^*)^{-1} \sigma \geq 0$, which is easily seen by taking $\xi = \sigma^* \zeta + \mu$, with $\mu$ orthogonal to the range of $\sigma^*$, and seeing that $\xi^*(I - \sigma^*(\sigma \sigma^*)^{-1} \sigma) \xi = \mu^* \mu$, we have

\begin{equation}
\frac{1}{1 - \gamma} I \leq N^{-1} \leq I.
\end{equation}

As for existence of a solution to (2.15) satisfying sufficient regularities, we have the following results; cf. [3, 28].

**Theorem 2.1 ([3, 28]).** Assume (2.10) and (2.11). Then H-J-B equation (2.15) has a solution such that

\begin{equation}
\bar{v}(t, x) + \gamma \log v_0 \geq 0,
\end{equation}

\begin{align*}
\bar{v}, \frac{\partial \bar{v}}{\partial t}, \frac{\partial^2 \bar{v}}{\partial x_k \partial x_j}, \frac{\partial^3 \bar{v}}{\partial x_k \partial x_j \partial x_l}, \frac{\partial^4 \bar{v}}{\partial x_k \partial x_j \partial x_l \partial x_m} &\in L^p(0, T; L^p_{\text{loc}}(R^n)), \\
1 < &p < \infty,
\end{align*}

\begin{equation}
\frac{\partial^2 \bar{v}}{\partial x_k \partial x_l} \frac{\partial^3 \bar{v}}{\partial x_k \partial x_j \partial x_l} \frac{\partial^4 \bar{v}}{\partial x_k \partial x_j \partial x_l \partial x_m} \in L^p(0, T; L^p_{\text{loc}}(R^n)),
\end{equation}

\begin{equation}
\frac{\partial \bar{v}}{\partial t} \leq 0,
\end{equation}

and

\begin{equation}
|\nabla \bar{v}|^2 - k_0 \frac{\partial \bar{v}}{\partial t} \leq C(|\nabla Q_{\gamma}|^2_{2p} + |Q_{\gamma}|^2_{2p} + |\nabla (\lambda \lambda^*)|^2_{2p} + |\nabla \beta_\gamma|^2_{2p} + |\beta_\gamma|^2_{2p} + |U_\gamma|^2_{2p} + |\nabla U_\gamma|^2_{2p} + 1)
\end{equation}

for $x \in B_\rho$ and $t \in [0, T)$, where $Q_{\gamma} = \lambda N^{-1}_\gamma \lambda^*$, $k_0 = \frac{4(1+c)(1-\gamma)}{\gamma}$, $c > 0$, $|f|_{2p} = \sup_{x \in B_\rho} |f(x)|$, $C$ is a universal constant and $B_\rho = \{x \in R^n; |x| < \rho\}$.

For $\hat{h}(t, x)$, we consider the stochastic differential equation

\begin{equation}
dX_t = \{\beta(X_t) + \gamma \lambda \lambda^* X_t \hat{h}(t, X_t)\} dt + \lambda(X_t) dW_t^h, \\
X_0 = x,
\end{equation}

and define $\hat{h}_t := \hat{h}(t, X_t)$ for the solution $X_t$ of the stochastic differential equation. Note that the solution of this stochastic differential equation is obtained by the change of measure from the solution of (2.3). Indeed, we can see that $\nabla v$ has at most linear growth under assumptions (2.10) and (2.11) from the above gradient estimates, and therefore,

\begin{equation}
E[e^{\gamma \int_0^T \hat{h}(s, X_s)^* \sigma(X_s) dW_s - (\gamma^2/2) \int_0^T \hat{h}(s, X_s)^* \sigma \sigma^*(X_s) \hat{h}(s, X_s) ds}] = 1
\end{equation}

holds. Thus

\begin{equation}
P^h(A) := E[e^{\gamma \int_0^T \hat{h}(s, X_s)^* \sigma(X_s) dW_s - (\gamma^2/2) \int_0^T \hat{h}(s, X_s)^* \sigma \sigma^*(X_s) \hat{h}(s, X_s) ds}; A]
\end{equation}
defines a probability measure. Under this measure, $X_t$ turns out to be a solution of the above stochastic differential equation.

The following is a verification theorem, the proof of which is almost the same as the proof of Proposition 2.1, [28], and thus is omitted here.

**Proposition 2.1 ([28]).** Assume (2.10) and (2.11). Then $\hat{h}_t^{(\gamma,T)} := \hat{h}(t, X_t) \in A(T)$ and it is optimal

$$v(0, x) = \inf_{\hat{h}} \log E[e^{\gamma(\log V_T(h) - \log S_0^T)}] = \log E[e^{\gamma(\log V_T(\hat{h}) - \log S_0^T)}].$$

Let us consider an H-J-B equation of ergodic type that is thought to be the limit equation of (2.14). Namely,

$$\chi = \frac{1}{2} \text{tr}[\lambda \lambda^* D^2w] + \beta^* \gamma D w + \frac{1}{2}(Dw)^* \lambda N^{-1} \lambda^* Dw - U_\gamma.$$  

Set

$$G(x) := \beta(x) - \lambda \sigma^*(\sigma^*)^{-1} \hat{\alpha}(x),$$

and assume that

$$G(x)^* x \leq -c_G|x|^2 + c'_G, \quad c_G, c'_G > 0, \quad (2.19)$$

and

$$\hat{\alpha}^*(\sigma^*)^{-1} \hat{\alpha} \to \infty \quad \text{as } |x| \to \infty. \quad (2.20)$$

Under these assumptions, we have a solution to the H-J-B equation of ergodic type, and the proof is given in Proposition 3.1 in Section 3.

**Proposition 2.2.** Assume (2.10), (2.11), (2.19) and (2.21). Then (2.18) has a solution $(\chi, w(\gamma))$ such that $w \in C^2(\mathbb{R}^n)$,

$$w(x) \to -\infty \quad \text{as } |x| \to \infty$$

and the solution satisfying this condition is unique up to additive constants with respect to $w$.

We further assume that

$$\hat{\alpha}^*(\sigma^*)^{-1} \hat{\alpha} \geq c_0|x|^2 - c'_0, \quad c_0, c'_0 > 0. \quad (2.21)$$

Then we have the following theorem, and the proof is given after Proposition 4.2 in Section 4.

**Theorem 2.2.** Under assumptions (2.10), (2.11), (2.19) and (2.21), we have

$$\hat{\chi}(\gamma) = \lim_{T \to \infty} \frac{1}{T} v(0, x; T) = \chi(\gamma).$$

The following results are important to prove our main results, and the proofs are given in Lemma 6.3, Lemma 7.1 and Corollary 4.1.
Theorem 2.3. Let $(\chi, w^{(\gamma)})$ be a solution to (2.18). Then under the assumptions of Theorem 2.2, $\chi(\gamma)$ and $w^{(\gamma)}$ are differentiable with respect to $\gamma$ and $\chi(\gamma)$ is convex. Their derivatives satisfy

$$
\chi'(\gamma) = \frac{1}{2} \text{tr}[\lambda \lambda^* D^2 w_\gamma] + (\beta_\gamma^* + (D w^{(\gamma)})^* \lambda N_{\gamma}^{-1} \lambda^*) D w_\gamma
$$

(2.22)

$$
+ \frac{1}{2(1 - \gamma)^2} \{\hat{\alpha} + \sigma \lambda^* D w^{(\gamma)}\}^* (\sigma \sigma^*)^{-1} \{\hat{\alpha} + \sigma \lambda^* D w^{(\gamma)}\},
$$

where $w_\gamma = \frac{\partial w^{(\gamma)}}{\partial \gamma}$. Furthermore,

$$
\lim_{\gamma \to -\infty} \chi'(\gamma) = 0.
$$

Remark 2.2. It is important to know the limit value $\lim_{\gamma \to -\infty} \chi'(\gamma)$ since it determines the left endpoint of the interval of the target growth rate $\kappa$, which makes $J(\kappa)$ finite. Here we compare the results above with those to be expected for the case without a benchmark, considering asymptotics $\tilde{\chi}(\gamma) := \lim_{T \to \infty} \frac{1}{T} \inf_h \log E[e^{\gamma \log V_T(h)}].$

The H-J-B equation of ergodic type of this problem becomes

$$
\tilde{\chi} = \frac{1}{2} \text{tr}[\lambda \lambda^* D^2 \tilde{w}] + \beta_\gamma^* D \tilde{w} + \frac{1}{2} (D \tilde{w})^* \lambda N_{\gamma}^{-1} \lambda^* D \tilde{w} - U_\gamma + \gamma r(x),
$$

and we can obtain its derivative

$$
\tilde{\chi}'(\gamma) = \frac{1}{2} \text{tr}[\lambda \lambda^* D^2 \tilde{w}_\gamma] + (\beta_\gamma^* + (D \tilde{w})^* \lambda N_{\gamma}^{-1} \lambda^*) D \tilde{w}_\gamma
$$

$$
+ \frac{1}{2(1 - \gamma)^2} \{\hat{\alpha} + \sigma \lambda^* D \tilde{w}\}^* (\sigma \sigma^*)^{-1} \{\hat{\alpha} + \sigma \lambda^* D \tilde{w}\} + r
$$

through almost the same arguments as the current ones provided to obtain the results in the present article. The difference appears in considering the asymptotics of $\chi'(\gamma)$ as $\gamma \to -\infty$. Indeed,

$$
\lim_{\gamma \to -\infty} \chi'(\gamma) = \lim_{\gamma \to -\infty} \int r(x) \tilde{m}_\gamma(dx) < \infty
$$

could be seen as in [22], where $\tilde{m}_\gamma(dx)$ is the invariant measure of $\tilde{L}$-diffusion process and $\tilde{L}$ is defined by

$$
\tilde{L} \psi = \frac{1}{2} \text{tr}[\lambda \lambda^* D^2 \psi] + (\beta_\gamma + \lambda N_{\gamma}^{-1} \lambda^* D \psi)^* D \psi.
$$

Note that $\tilde{L}$ corresponds to $\tilde{L}$ defined by (4.16) in the present paper and can be shown to be ergodic under suitable conditions in a manner similar to the proof of Proposition 4.3.

Now we can state our main theorems. The proofs are given in Sections 7 and 8.
Theorem 2.4. Under the assumptions of Theorem 2.2, for \( 0 < \kappa < \hat{\chi}'(0) \),

\[
J(\kappa) = - \inf_{k \in (-\infty, \kappa]} \sup_{\gamma < 0} \{\gamma k - \hat{\chi}(\gamma)\} = -\sup_{\gamma < 0} \{\gamma \kappa - \hat{\chi}(\gamma)\}.
\]

Moreover, for \( \gamma(\kappa) \) such that \( \hat{\chi}'(\gamma(\kappa)) = \kappa \in (0, \hat{\chi}'(0)) \), take a strategy \( \hat{h}_t(\gamma(\kappa)) \) defined in Proposition 2.1. Then,

\[
J(\kappa) = \lim_{T \to \infty} \frac{1}{T} \log P\left(\frac{1}{T} \log \frac{V_T(\hat{h}(\gamma(\kappa)))}{S_T} \leq \kappa\right).
\]

For \( \kappa < 0 \),

\[
J(\kappa) = - \sup_{\gamma < 0} \{\gamma \kappa - \hat{\chi}(\gamma)\} = -\infty.
\]

For the solution \( w = w^{(\gamma)} \) to H-J-B equation ergodic type (2.18), let us set

\[
\bar{h}(x) = \frac{1}{1 - \gamma(\sigma \sigma^*)^{-1}(\hat{\alpha} + \sigma \lambda^* Dw)(x)}.
\]

Further consider the stochastic differential equation

\[
dX_t = \{\beta(X_t) + \gamma \lambda \sigma^* (X_t) \bar{h}(X_t)\} dt + \lambda(X_t) dW_t \bar{h}, \quad X_0 = x,
\]

and define \( \bar{h}_t^{(\gamma(\kappa))} := \bar{h}(X_t) \) for the solution \( X_t \) of the stochastic differential equation. Then we have the following theorem.

Theorem 2.5. Under the assumptions of Theorem 2.2, let \( 0 < \kappa < \hat{\chi}'(0) \) and \( \gamma(\kappa) \) be the same as above. We also assume that

\[
(Dw^{(\gamma)})^* \lambda \sigma^*(\sigma \sigma^*)^{-1} \sigma \lambda^* Dw^{(\gamma)} < \hat{\alpha}^*(\sigma \sigma^*)^{-1} \hat{\alpha}, \quad \gamma = \gamma(\kappa).
\]

Then

\[
J_\infty(\kappa) = J(\kappa) = - \inf_{k \in (-\infty, \kappa]} \sup_{\gamma < 0} \{\gamma k - \hat{\chi}(\gamma)\} = -\sup_{\gamma < 0} \{\gamma \kappa - \hat{\chi}(\gamma)\}
\]

and

\[
J(\kappa) = \lim_{T \to \infty} \frac{1}{T} \log P\left(\log \frac{V_T(\bar{h}^{(\gamma(\kappa))})}{S_T} \leq \kappa T\right).
\]

Remark 2.3. In our previous paper [19], we studied similar problems without benchmarks in the case of linear Gaussian models. Specifically, we discussed the case where \( \alpha(x) = Ax + a \), \( \beta(x) = Bx + b \), \( \sigma(x) \equiv \sigma \), \( \lambda(x) \equiv \lambda \) and \( r(x) \equiv r \), in which \( A, B, \sigma \) and \( \lambda \) (resp., \( a \) and \( b \)) are all constant matrices (resp., vectors), and \( r \) is a constant. Under the main assumption that

\[
G := B - \lambda \sigma^*(\sigma \sigma^*)^{-1} A \text{ is stable,}
\]
which corresponds to (2.19) above, we obtained results similar to Theorems 2.4 and 2.5. The present paper is a natural extension to general diffusion incomplete market models. On the other hand, Hata and Sheu [22] treat the case where \( \alpha(x) \) is bounded, and \( \beta(x)^* x \leq -c|x|^2 \) for \( |x| \geq R \), in which linear Gaussian models are excluded. In that case, \( U_\gamma \) becomes bounded and they employ quite different methods from ours to analyze H-J-B equation (2.18), while assumption (2.21) is crucial in our settings. For that reason our theorems do not include the case where \( \alpha(x) \) is bounded.

**Remark 2.4.** The generator of the optimal diffusion process governed by (2.24) for risk-sensitive control problem (2.9) is defined by

\[
L_\infty \psi := \frac{1}{2} \text{tr}[\lambda \lambda^* D^2 \psi] + \left[ \beta^*_\gamma + \frac{\gamma}{1 - \gamma} (Dw)^* \lambda \sigma^* (\sigma \sigma^*)^{-1} \lambda^* \right] D\psi.
\]

On the other hand, in proving Theorem 2.2 we introduce another type of stochastic control problem (4.9) with (4.7). The generator of the optimal diffusion process for this problem is defined by (4.16).

\[
\bar{L} \psi = \frac{1}{2} \text{tr}[\lambda \lambda^* D^2 \psi] + [\beta^*_\gamma + (Dw)^* \lambda \sigma_{-1}^*-1 \lambda^*] D\psi,
\]

where \( w \) is a solution to H-J-B equation (2.18) of ergodic type. Then we note that \( \bar{L} \) is related to \( L_\infty \) through the gauge transform,

\[
[e^{-w} L_\infty e^w] \varphi = [\bar{L} - (\gamma \eta - \chi(\gamma))] \varphi.
\]

Further, we see that \( \psi_\infty := e^w \) is an eigenfunction of \( L_\infty + \gamma \eta \)

\[
(L_\infty + \gamma \eta) \psi_\infty = \chi(\gamma) \psi_\infty
\]

for the principal eigenvalue \( \chi(\gamma) \); cf. [11]. Note that \( \bar{L} \) is ergodic as is seen in Proposition 4.3, while \( L_\infty \) is not always ergodic.

**Example.** We assume (2.10) and (2.11) and that \( \beta(x) = B(x)x + b(x) \), \( \alpha(x) = A(x)x + a(x) \) with an \( m \times n \) (resp., \( n \times n \)) matrix-valued bounded function \( A \) (resp., \( B \)), and an \( m \) (resp., \( n \))-vector-valued bounded function \( a \) (resp., \( b \)) such that:

(i) \( A^* A(x) \geq C I_n, \exists C > 0 \);

(ii) the real parts of all eigenvalues of \( (B^* - A^* A)(x) \) is less than \(-C_B\), \( C_B > 0 \);

(iii) \( \text{Range}(\lambda^* - \sigma^* A) \subset \text{Kernel}(\sigma) \).

In this case

\[
G(x)^* x \equiv \beta(x)^* x - \hat{\alpha}^*(\sigma \sigma^*)^{-1} \lambda^*(x)x
\]

\[
= (B(x)x + b(x))^* - (A(x)x + a(x) - r(x)1)^*(\sigma \sigma^*)^{-1} \sigma \lambda^*(x)x
\]
\[ = (B(x)x + b(x))x - x^* A^*(x)((\sigma \sigma^*)^{-1} \sigma \lambda^* - A)(x)x \\
+ x^* A^* A(x)x - (a(x) - r(x)\mathbf{1})(\sigma \sigma^*)^{-1} \sigma \lambda^* (x)x \\
= x^*(B^* - A^* A)(x)x + b(x)x - (a(x) - r(x)\mathbf{1})(\sigma \sigma^*)^{-1} \sigma \lambda^* (x)x, \]
and we see that (2.19) holds. Furthermore, (2.21) holds because of (i).

3. H-J-B equations of ergodic type. Instead of (2.18), we shall study an H-J-B equation of ergodic type for \( \bar{w} = -w(\gamma) \).

\[ - \chi = \frac{1}{2} \text{tr} [\lambda \lambda^* D^2 \bar{w}] + \beta^*_\gamma D \bar{w} - \frac{1}{2} (D \bar{w}^*) \lambda N^{-1}_\gamma \lambda^* D \bar{w} + U_\gamma. \]

**Proposition 3.1.** Assume (2.10), (2.11), (2.19) and (2.20). Then (3.1) has a solution \((\chi, \bar{w})\) such that \( \bar{w} \in C^2(R^n) \), 
\[ \bar{w}(x) \to \infty \quad \text{as} \quad |x| \to \infty, \]
and the solution satisfying this condition is unique up to additive constants with respect to \( \bar{w} \).

**Remark 3.1.** The following notation is useful for the task at hand. Set \( \Sigma := (\sigma \sigma^*)^{-1} \sigma \). Then
\[ \Sigma^* = \sigma^* (\sigma \sigma^*)^{-1}, \quad \Sigma \Sigma^* = (\sigma \sigma^*)^{-1}, \quad \Sigma^* (\Sigma \Sigma^*)^{-1} \Sigma = \sigma^* (\sigma \sigma^*)^{-1} \sigma. \]

Moreover, we see that
\[ \Sigma N^{-1}_\gamma = \frac{1}{1 - \gamma} \Sigma, \quad N_\gamma = I - \gamma (\Sigma \Sigma^*)^{-1} \Sigma = I - \gamma \sigma^* (\sigma \sigma^*)^{-1} \sigma. \]

To prove Proposition 3.1, we first consider the H-J-B equation of discounted type,
\[ \varepsilon v_\varepsilon = \frac{1}{2} \text{tr} [\lambda \lambda^* D^2 v_\varepsilon] + \beta^*_\gamma D v_\varepsilon - \frac{1}{2} (D v_\varepsilon)^* \lambda N^{-1}_\gamma \lambda^* D v_\varepsilon + U_\gamma. \]

Note that (3.2) can be written as
\[ \varepsilon v_\varepsilon = \frac{1}{2} \text{tr} [\lambda \lambda^* D^2 v_\varepsilon] + G^* D v_\varepsilon - \frac{1}{2} (\lambda^* D v_\varepsilon - \Sigma^* \hat{\alpha})^* N^{-1}_\gamma (\lambda^* D v_\varepsilon - \Sigma^* \hat{\alpha}) \]
\[ + \frac{1}{2} \hat{\alpha} \Sigma \Sigma^* \hat{\alpha}. \]

Then, we consider the linear equation
\[ \varepsilon \varphi_\varepsilon = L \varphi_\varepsilon + \frac{1}{2} \hat{\alpha} \Sigma \Sigma^* \hat{\alpha}, \]
where
\[ L \varphi = \frac{1}{2} \text{tr} [\lambda \lambda^* D^2 \varphi] + G^* D \varphi. \]
Under assumptions (2.10), (2.11) and (2.19), (3.4) has a solution \( \varphi_\varepsilon \in C^2(R^n) \).

Indeed, set \( \psi_1(x) = c|x|^2, \ c > 0 \). Then, by taking \( c \) to be sufficiently large, we can see that there exists \( R_0 \) such that for \( R > R_0 \),

\[
L\psi_1 + \frac{1}{2}\hat{\alpha}\Sigma\Sigma^*\hat{\alpha} < 0 \quad \text{in } B_R^c.
\]

Therefore, when setting \( \Phi_\varepsilon(x) = M_\varepsilon + \psi_1(x), \quad M_\varepsilon = \sup_{x \in B_R} |L\psi_1(x) + \frac{1}{2}\hat{\alpha}\Sigma\Sigma^*\hat{\alpha}(x)| \), \( \Phi_\varepsilon(x) \) turns out to be a supersolution to (3.4), and we can see that there exists a solution \( \varphi_\varepsilon \in C^2(R^n) \) to (3.4) such that \( 0 \leq \varphi_\varepsilon \leq \Phi_\varepsilon(x) \) since \( v \equiv 0 \) is a subsolution.

We note that \( \varphi_\varepsilon(x) \) is a supersolution to (3.2) which is the same equation as (3.3).

**Lemma 3.1.** Under the assumptions of Proposition 3.1, (3.2) has a solution such that \( v_\varepsilon \in C^2(R^n) \) and \( 0 \leq v_\varepsilon \leq \varphi_\varepsilon \).

**Proof.** In proving the existence of the solution, we introduce a Dirichlet problem on \( B_R, \ R > 0 \):

\[
\varepsilon v_\varepsilon = \frac{1}{2} \text{tr} [\lambda \lambda^* D^2 v_\varepsilon] + \beta_\gamma^* Dv_\varepsilon - \frac{1}{2} (Dv_\varepsilon)^* \lambda N^{-1} \lambda^* Dv_\varepsilon + U_\gamma \quad \text{in } B_R,
\]

\[
v_\varepsilon(x) = \varphi_\varepsilon, \quad x \in \partial B_R.
\]

Owing to Theorem 8.3 ([25], Chapter 4), Dirichlet problem (3.4) has a solution \( v_\varepsilon \). We extend \( v_\varepsilon \) to the whole Euclidean space as

\[
v_{\varepsilon,R} = \begin{cases} 
v_\varepsilon(x), & x \in B_R, \\
\varphi_\varepsilon, & x \in B_R^c. \end{cases}
\]

Then we can see that \( v_{\varepsilon,R} \) is nonincreasing with respect to \( R \). Indeed, for \( R < R' \), \( v_{\varepsilon,R} \) is a supersolution to (3.3) in \( B_{R'} \), and we have

\[
\varepsilon(v_{\varepsilon,R} - v_{\varepsilon,R'}) \\
\geq \frac{1}{2} \text{tr}[\lambda \lambda^* D^2(v_{\varepsilon,R} - v_{\varepsilon,R'})] + \beta_\gamma^* D(v_{\varepsilon,R} - v_{\varepsilon,R'}) \\
- \frac{1}{2} (Dv_{\varepsilon,R})^* \lambda N^{-1} \lambda^* Dv_{\varepsilon,R} + \frac{1}{2} (Dv_{\varepsilon,R'})^* \lambda N^{-1} \lambda^* Dv_{\varepsilon,R'} \quad \text{in } B_R'
\]

\[
= \frac{1}{2} \text{tr}[\lambda \lambda^* D^2(v_{\varepsilon,R} - v_{\varepsilon,R'})] + \beta_\gamma^* D(v_{\varepsilon,R} - v_{\varepsilon,R'}) \\
- \frac{1}{2} (Dv_{\varepsilon,R} + Dv_{\varepsilon,R'})^* \lambda N^{-1} \lambda^* D(v_{\varepsilon,R} - v_{\varepsilon,R'}). \]

Therefore, from the maximum principle (cf. Theorem 3.1 in [16]) we see that

\[
v_{\varepsilon,R} - v_{\varepsilon,R'} \geq 0
\]
since $v_{\varepsilon,R}(x) = v_{\varepsilon,R'}(x), x \in \partial B_{R'}$. We further note that
\begin{equation}
(3.7) \quad v_{\varepsilon,R} \geq 0
\end{equation}
for each $R$ because $\psi_0(x) \equiv 0$ is a subsolution to (3.2), and the maximum principle again applies.

Similar to the proof of Lemma 2.6 in [23], we have the following gradient estimate: for each $R$ and $r < \frac{R}{2}$,
\begin{equation}
(3.8) \quad \|\nabla v_{\varepsilon,R}\|_{L^\infty(B_r)} \leq M_r,
\end{equation}
where $M_r$ is a constant independent of $R$ and $\varepsilon$. Thus, when taking a sequence $R_n$ such that $R_n \uparrow \infty$, $v_{\varepsilon,R_n}$ forms a family of uniformly bounded and equicontinuous functions. Thus we can choose a subsequence $v_{\varepsilon,R_n}$ converging to a continuous function $v_\varepsilon$. Furthermore, since
\begin{equation}
(3.9) \quad \|v_{\varepsilon,R_n}\|_{H^1(B_r)} \leq M'_r
\end{equation}
for a positive constant $M'_r$ independent of $R_n$ and $\varepsilon$, it converges weakly in $H^1_{\text{loc}}(R^n)$ to $v_\varepsilon$ by taking a subsequence if necessary. By similar arguments to Lemma 6.8 in [23], the convergence can be strengthened as $\nabla v_{\varepsilon,R_n}$ converges strongly in $L^2_{\text{loc}}(R^n)$ to $\nabla v_\varepsilon$. As a result we can see from the regularity theorems that we have a solution $v_\varepsilon \in C^2(R^n)$ to (3.2). Since $v_{\varepsilon,R} \leq \varphi_\varepsilon$, for each $R > 0$ from the maximum principle as well as (3.7), we see that $0 \leq v_\varepsilon \leq \varphi_\varepsilon$. \[\square\]

Set
\[\psi_\delta(x) := e^{\delta|x|^2}, \quad \delta > 0.\]
Then, by taking $\delta$ to be sufficiently small, we can see that there exists $R_1$ such that for $R > R_1$,
\[L\psi_\delta(x) < -1 \quad \text{in} \quad B^c_R.\]
Therefore, we see that $L$ and $\psi_\delta$ satisfy assumption (A.3) in the last section. Set $K(x; \psi_\delta) = -L\psi_\delta$,
\[F_\psi := \left\{ u(x) \in W^{2,p}_{\text{loc}}(R^n); \text{ess sup}_{x \in B_R^-} \frac{|u(x)|}{\psi_\delta(x)} < \infty \right\}\]
and
\[F_K := \left\{ f(x) \in L^\infty_{\text{loc}}(R^n); \text{ess sup}_{x \in B_R^-} \frac{|f(x)|}{K(x; \psi_\delta)} < \infty \right\}.\]
Then for $f \in F_K$ there exists a solution $\varphi \in F_\psi$ to
\[0 = L\varphi + f\]
if and only if
\[ \int f(x)m(dx) = 0, \]
where \( m(dx) \) is an invariant measure for \( L \); cf. Proposition A.4 in the Appendix. Therefore, setting
\[ \chi_0 = \frac{1}{2} \hat{\alpha} \Sigma \Sigma^* \hat{\alpha}(x)m(dx), \]
there exists a solution \( \varphi_0 \in F_\psi \) to
\[ \chi_0 = L\varphi_0 + \frac{1}{2} \hat{\alpha} \Sigma \Sigma^* \hat{\alpha}(x), \]
and it is known that \( \varepsilon \varphi_\varepsilon \) converges to \( \chi_0 \) as \( \varepsilon \to 0 \) uniformly on each compact set.

Now we can prove Proposition 3.1.

**Proof of Proposition 3.1.** We first note that
\[ 0 \leq v_\varepsilon \leq \varphi_\varepsilon \]
because of Lemma 3.1. Therefore, we have
\[ \|\varepsilon v_\varepsilon\|_{L^\infty(B_r)} \leq K_r, \]
where \( K_r \) is a constant independent of \( \varepsilon \). Moreover,
\[ \|\nabla v_\varepsilon\|_{L^\infty(B_r)} \leq K'_r \]
for a positive constant \( K'_r \) independent of \( \varepsilon \) in view of (3.8). Thus, similarly to the proof of Theorem 3.1 in [23], we can prove the existence of the solution \((-\chi, \bar{w})\) to (3.1) such that \( \bar{w} \in W^{2,p}_{\text{loc}} \). From regularity theorems we see that \( \bar{w} \in C^2(R^n) \). The proof of uniqueness is similar to the proof of Lemma 3.2 in [26]. □

Now we have the following proposition.

**Proposition 3.2.** Under the assumptions of Proposition 3.1, the solution \( \bar{w} \) to (3.1) satisfies
\[ |\nabla \bar{w}(x)|^2 \leq c(|x|^2 + 1), \]
where \( c \) is a positive constant. If we further assume (2.21), then, for each \( \gamma_0 < 0 \), there exists a positive constant \( c(\gamma_0) \) such that the nonnegative solution \( \bar{w}(x) = \bar{w}(x; \gamma), \gamma \leq \gamma_0 \), satisfies
\[ \bar{w}(x) \geq c(\gamma_0)|x|^2, \quad |x| \geq \exists R'. \]
PROOF. Set $Q_\gamma := \lambda N_\gamma^{-1}\lambda^*$. Then we shall prove for each $x_0 \in \mathbb{R}^n$ that
\begin{equation}
|\nabla w|^2(x_0) \leq K \left( |\nabla Q_\gamma|^2 + \frac{1}{r^2} |Q_\gamma|^2 + |\beta_\gamma|^2 \right. \\
+ |U_\gamma| + |\nabla U_\gamma| + \frac{|\beta_\gamma|}{r} + |\nabla \beta_\gamma| + c \left. \right)
\end{equation}
(3.13)
for positive constants $K$ and $c$, where $|f|_r = |f|_{L^\infty(B_r(x_0))}$. Note that (3.13) implies (3.11) because of our assumptions on the coefficients $\sigma, \lambda, \beta, \alpha$ and $r$

We have $\chi(\gamma) \leq 0$ since $\varepsilon v_\varepsilon \geq 0$ and $\varepsilon v_\varepsilon \rightarrow -\chi(\gamma) \leq \chi_0$ as $\varepsilon \rightarrow 0$. In the following $\beta_\gamma, Q_\gamma$ and $U_\gamma$ are abbreviated to $\beta, Q$ and $U$, respectively. $| \cdot |_r$ is abbreviated to $| \cdot |$

By differentiating (3.1) with respect to $x_k$, we have
\begin{equation}
0 = \frac{1}{2} (\lambda^*)^{ij} D_{ij} F - \beta^i D_i F + Q^{ij} D_i w D_j F \\
\quad - D_i w Q^{ij} D_j w - \frac{1}{2} D_i w Q^{ij} D_j w + U_k.
\end{equation}
(3.14)
Set
$$F = |\nabla w|^2 = \sum_{k=1}^n |D_k w|^2.$$ 

Then we have
$$-\frac{1}{2} (\lambda^*)^{ij} D_{ij} F - \beta^i D_i F + Q^{ij} D_i w D_j F
\begin{equation}
= - (\lambda^*)^{ij} D_{jk} w D_{ik} w \\
\quad - D_k w \{ (\lambda^*)^{ij} D_{ij} w + 2 \beta^i D_i w - 2 Q^{ij} D_j w D_i w \}
\end{equation}
= - (\lambda^*)^{ij} D_{jk} w D_{ik} w \\
\quad + D_k w \{ (\lambda^*)^{ij} D_{ij} w + 2 \beta^i D_i w - D_i w Q^{ij} D_j w + 2 U_k \}
\begin{equation}
\leq - \frac{1}{2n\varepsilon^2} \{(\lambda^*)^{ij} D_{ij} w\}^2 - \frac{1}{2} (\lambda^*)^{ij} D_{jk} w D_{ik} w + \frac{c}{2\delta} |\nabla w|^2 + \frac{c\delta}{2} |D^2 w|^2 \\
\quad + 2 |\nabla \beta||\nabla w|^2 + |\nabla Q|^2 |\nabla w|^3 + 2 |\nabla U||\nabla w|
\end{equation}
\begin{equation}
\leq - \frac{1}{2n\varepsilon^2} (-2 \chi - 2 \beta^i D_i w + D_i w Q^{ij} D_j w - 2 U)^2 + \frac{2c^2}{\delta} |\nabla w|^2 \\
\quad + 2 |\nabla \beta||\nabla w|^2 + |\nabla Q|^2 |\nabla w|^3 + 2 |\nabla U||\nabla w|.
\end{equation}

Here we have used (3.14) and the matrix inequality
$$\langle \text{tr}[AB]\rangle^2 \leq nC \text{tr}[AB^2]$$
for symmetric matrix $B$ and nonnegative definite symmetric matrix $A$, where $C$ is the maximum eigenvalue of $A$. Set

$$
\tau(x) := \begin{cases} 
\left(\frac{|x - x_0|}{r} - 1\right)^2, & |x - x_0| \leq r, \\
0, & |x - x_0| > r.
\end{cases}
$$

Then $\text{tr}[\lambda \lambda^* D^2 \tau] \geq -\frac{4n}{r^2} c_2$, $(D \tau)^* \lambda \lambda^* D \tau \leq \frac{16c_2}{c_3 \tau}$ and $|D \tau|^2 \leq \frac{16c_2}{c_3 \tau}$. Let $x$ be the maximum point of $\tau F$ in $B_r(x_0)$. Then $D(\tau F)(x) = 0$ and $\text{tr}[\lambda \lambda^* \times D^2(\tau F)](x) \leq 0$. Therefore, from the maximum principle we have

$$
0 \leq -\frac{1}{2}(\lambda \lambda^*)^{ij} D_{ij}(\tau F) - \beta^i D_i(\tau F) + Q^{ij} D_j w D_i(\tau F)
$$

$$
= \tau \left\{ -\frac{1}{2}(\lambda \lambda^*)^{ij} D_{ij} F - \beta^i D_i F + Q^{ij} D_j w D_i F \right\}
$$

$$
-\frac{1}{2}(\lambda \lambda^*)^{ij} D_{ij} \tau F - (\lambda \lambda^*)^{ij} D_i \tau D_j F - (\beta^i D_i \tau) F + (Q^{ij} D_j w D_i \tau) F
$$

$$
\leq \tau \left[ -\frac{1}{2nc_2}(-2\chi - 2\beta^i D_i w + D_i w Q^{ij} D_j w - 2U)^2 + \frac{2c_2}{\delta} |\nabla w|^2
\right.
$$

$$
\left. + 2|\nabla \beta| |\nabla w|^2 + |\nabla Q|^2 |\nabla w| + 2|\nabla U| |\nabla w| \right]
$$

$$
- F \left\{ \frac{1}{2}(\lambda \lambda^*)^{ij} D_{ij} \tau - \frac{(\lambda \lambda^*)^{ij} D_i \tau D_j \tau}{\tau} - \beta^i D_i \tau + Q^{ij} D_j w D_i \tau \right\}.
$$

Since $\frac{1}{1-\gamma} \lambda^* \leq Q \leq \lambda^*$, by taking $\delta$ to be sufficiently small,

$$
c(\gamma)|Dw|^2 \leq -2\beta^* Dw + (Dw)^* Q Dw + \frac{1}{\delta} |\beta|^2 \leq (c_2 + 1)|Dw|^2 + \left(1 + \frac{1}{\delta}\right) |\beta|^2
$$

for a positive constant

$$
(3.15) \quad c(\gamma) = \frac{c_1}{1-\gamma} - \delta > 0.
$$

Therefore, it follows that

$$
0 \leq -\tau \left(-2\beta^* Dw + (Dw)^* Q Dw + \frac{1}{\delta} |\beta|^2\right)^2
$$

$$
+ 2\tau \left(-2\beta^* Dw + (Dw)^* Q Dw + \frac{1}{\delta} |\beta|^2\right) \left(\frac{1}{\delta} |\beta|^2 + 2U + 2\chi\right)
$$

$$
- \tau \left(\frac{1}{\delta} |\beta|^2 + 2U + 2\chi\right)^2 + \tau(2|\nabla \beta||\nabla w|^2 + |\nabla Q||\nabla w|^3 + 2|\nabla U||\nabla w|)\right)
\[ \begin{align*}
&+ \frac{2nc_2}{r^2} F + \frac{16c_2}{r^2} F + |\beta| \frac{4\sqrt{c_2}}{\sqrt{c_1} r^{1/2}} F + \frac{4\sqrt{c_2}}{\sqrt{c_1} r^{1/2}} |Q| F^{3/2} \\
&\leq -\tau c(\gamma)^2 |\nabla w|^4 + 2\tau \left( (c_2 + 1)|\nabla w|^2 + \left( 1 + \frac{1}{\delta} \right) |\beta|^2 \right) \left( \frac{1}{\delta} |\beta|^2 + 2U \right) \\
&+ \left( \frac{2nc_2}{r^2} + \frac{16c_2}{r^2} \right) F + |\beta| \frac{4\sqrt{c_2}}{\sqrt{c_1} r^{1/2}} F + \frac{4\sqrt{c_2}}{\sqrt{c_1} r^{1/2}} |Q| F^{3/2} \\
&+ \tau (2|\nabla \beta| F + |\nabla Q| F^{3/2} + 2|\nabla U| F^{1/2}).
\end{align*} \]

We can assume \( F \geq |\beta|^2 \) and \( F \geq |\nabla U| \); thus,
\[ \begin{align*}
0 &\leq -c(\gamma)^2 \tau F^2 + 2\left( c_2 + 2 + \frac{1}{\delta} \right) \tau F \left( \frac{1}{\delta} |\beta|^2 + 2U \right) \\
&+ \left( \frac{2nc_2}{r^2} + \frac{16c_2}{r^2} \right) F + |\beta| \frac{4\sqrt{c_2}}{\sqrt{c_1} r^{1/2}} F + \frac{4\sqrt{c_2}}{\sqrt{c_1} r^{1/2}} |Q| F^{3/2} \\
&+ \tau (2|\nabla \beta| F + |\nabla Q| F^{3/2} + 2F^{3/2}).
\end{align*} \]

Accordingly, we have
\[ \begin{align*}
0 &\leq -c(\gamma)^2 \tau F + \left( |\nabla Q| + \frac{4\sqrt{c_2}}{\sqrt{c_1} r^{1/2}} |Q| + 2 \right) (\tau F)^{1/2} \\
&+ 2 \left( c_2 + 2 + \frac{1}{\delta} \right) \left( \frac{1}{\delta} |\beta|^2 + 2U \right) + \frac{2nc_2}{r^2} + \frac{16c_2}{r^2} + \frac{4|\beta| \sqrt{c_2}}{\sqrt{c_1} r^{1/2}} + 2|\nabla \beta|.
\end{align*} \]

Therefore, we obtain
\[ \begin{align*}
\frac{1}{2} c(\gamma)^2 \tau F &\leq \frac{1}{2c(\gamma)^2} \left( |\nabla Q| + \frac{4\sqrt{c_2}}{\sqrt{c_1} r^{1/2}} |Q| + 2 \right)^2 \\
&+ c_\delta \left( \frac{1}{\delta} |\beta|^2 + 2U \right) + \frac{c}{r^2} + \frac{|\beta|}{r} + 2|\nabla \beta|,
\end{align*} \]

with \( c_\delta = 2(c_2 + 2 + \frac{1}{\delta}) \) and universal constant \( c > 0 \). Including the case where \( |\beta|^2 \geq F, |\nabla U| \geq F \), we obtain
\[ \begin{align*}
F(x_0) = \tau(x_0) F(x_0) &\leq (\tau F)(x) \\
&\leq \frac{c}{c(\gamma)^2} \left( |\nabla Q|^2 + \frac{1}{r^2} |Q|^2 + c \right) \\
&+ \frac{c_\delta}{c(\gamma)^2} \left( |\beta|^2 + U + \frac{|\beta|}{r} + |\nabla \beta| + \frac{1}{r} \right) + |\nabla U|,
\end{align*} \]

and (3.13) has been proved.
Now let us prove (3.12). For each $\rho > 0$ take a point $x_\rho \in R^n$ such that $|x_\rho| = \rho$. Set

$$R(x) = c_\rho \left(1 - \frac{4|x - x_\rho|^2}{\rho^2}\right) \quad \text{in } D_\rho = \left\{ x; |x - x_\rho| \leq \frac{\rho}{2} \right\},$$

where $c_\rho$ is a positive constant determined later. Then, $R(x) \geq 0$ in $D_\rho$ and $R(x) = 0$ on $\partial D_\rho$. Set $z(x) = \bar{w}(x) - R(x)$.

Then,

$$z(x) = \bar{w}(x) \geq 0, \quad x \in \partial D_\rho.$$

Note that

$$\xi^*\lambda N_{\gamma}^{-1}\lambda^*\xi \leq c_2 |\xi|^2, \quad \xi \in R^n.$$

Then we have

$$-\chi - \frac{1}{2} \text{tr}[\lambda \lambda^* D^2 z] - \beta^* D z$$

$$= \frac{1}{2} (D\bar{w})^* \lambda N_{\gamma}^{-1} \lambda^* D\bar{w} + U_\gamma + \frac{1}{2} \text{tr}[\lambda \lambda^* D^2 R] + \beta^* DR$$

$$= \frac{1}{2} D(\bar{w} + R)^* \lambda N_{\gamma}^{-1} \lambda^* D(\bar{w} - R) - \frac{1}{2} (DR)^* \lambda N_{\gamma}^{-1} \lambda^* DR + U_\gamma$$

$$+ \frac{1}{2} \text{tr}[\lambda \lambda^* D^2 R] + \beta^* DR$$

$$\geq \frac{1}{2} D(\bar{w} + R)^* \lambda N_{\gamma}^{-1} \lambda^* D z - \frac{c_2}{2} |DR|^2 + U_\gamma + \frac{1}{2} \text{tr}[\lambda \lambda^* D^2 R] + \beta^* DR.$$

Noting that $|\beta_\gamma(x)| \leq c_\rho, x \in D_\rho$, for a positive constant independent of $\gamma$,

$$-\chi - \frac{1}{2} \text{tr}[\lambda \lambda^* D^2 z] - \beta^* D z + \frac{1}{2} D(\bar{w} + R)^* \lambda N_{\gamma}^{-1} \lambda^* D z$$

$$\geq -\frac{c_2}{2} |DR|^2 + U(x) - \frac{4c_\rho}{\rho^2} \text{tr}[\lambda \lambda^*] - 4cc_\rho$$

$$\geq -\frac{8c_2 c_\rho^2}{\rho^2} + \frac{\gamma}{2(1 - \gamma)} c_0 \left(\frac{|\rho|^2}{4} + 1\right) - \frac{4c_2 n c_\rho}{\rho^2} - 4cc_\rho$$

$$\geq -\left(\frac{8c_2 c_\rho^2}{\rho^2} + 4c_2 n c_\rho + 4cc_\rho\right) + \frac{\gamma c_0 \rho^2}{8(1 - \gamma)} + \frac{\gamma c_0}{2(1 - \gamma)}.$$

By setting $c_\rho = c(\gamma_0)\rho^2$ with $c(\gamma_0)$ such that $8c_2 c(\gamma_0)^2 + 4cc(\gamma_0) < \frac{-\gamma c_0}{8(1 - \gamma_0)}$ and $4c_2 n c(\gamma_0) < \frac{-\gamma c_0}{2(1 - \gamma_0)}$, we see that

$$-\frac{1}{2} \text{tr}[\lambda \lambda^* D^2 z] - \beta^* D z + \frac{1}{2} D(\bar{w} + R)^* \lambda N_{\gamma}^{-1} \lambda^* D z \geq M > 0 \quad \text{in } D_\rho.$$
for some positive constant and sufficiently large $\rho$. Then $z$ is superharmonic in $D_\rho$ and $z(x) \geq 0, x \in \partial D_\rho$. Therefore $z(x) \geq 0, x \in D_\rho$, from which we have

$$z(x_\rho) = \bar{w}(x_\rho) - c_\rho \geq 0.$$ 

Hence, $\bar{w}(x_\rho) \geq c(\gamma_0)\rho^2$. □

4. H-J-B equations and related stochastic control problems. Let us come back to H-J-B equation (2.15). According to assumption (2.10), we have a positive constant $c_\beta$ such that

$$|\beta_\gamma(x)|^2 \leq c_\beta(|x|^2 + 1).$$

We strengthen condition (2.20) to (2.21). Then we have the following lemma.

**Lemma 4.1.** Assume (2.10), (2.11), (2.21) and $v_0 \geq 1$. Then for each $t < T$ there exist positive constants $k = k(T - t)$ and $k' = k'(T - t)$ such that

$$\bar{v}(t, x; T) \geq k|x|^2 - k'.$$

**Proof.** Choose a positive constant $c$ such that

$$c_\gamma - \frac{c_\gamma c_\beta}{2} > 0,$$

and set $b = c_\gamma - \frac{c}{2} c_\beta$, where $c_\gamma = -\frac{\gamma c_0}{2(1 - \gamma)}$, and set

$$R(t, x) := \frac{1}{2} x^* P(t) x + q(t),$$

where $P(t)$ is a solution to the Riccati equation

$$\dot{P}(t) - \left(\frac{c_2}{1 - \gamma} + \frac{1}{c} \right) P(t) I_n P(t) + b I_n = 0, \quad P(T) = 0,$$

and $q(t)$ is a solution to the ordinary equation

$$\dot{q}(t) + \frac{c_1}{2} \text{tr}[P(t)] - \frac{cc_\beta}{2} - c'_\gamma = 0, \quad q(T) = -\gamma \log v_0,$$

where $c'_\gamma = -\frac{c_\gamma c_0}{2(1 - \gamma)}$. Set

$$z(t, x) := \bar{v}(t, x) - R(t, x).$$

Then

$$-\frac{\partial z}{\partial t} - \frac{1}{2} \text{tr}[\lambda \lambda^* D^2 z] - \beta^*_\gamma Dz =$$

$$= \frac{1}{2} (D\bar{v})^* \lambda N_{\gamma^{-1}} \lambda^* D\bar{v} + U_\gamma + \frac{\partial R}{\partial t} + \frac{1}{2} \text{tr}[\lambda \lambda^* D^2 R] + \beta^* DR =$$

$$= -\frac{1}{2} D(\bar{v} + R)^* \lambda N_{\gamma^{-1}} \lambda^* D(\bar{v} - R) - \frac{1}{2} DR^* \lambda N_{\gamma^{-1}} \lambda^* DR + U_\gamma.$$
Noting that
\[ (4.4) \]
Therefore we have \( z \)
Thus we see that \( z \)
Therefore, \( P \)
Since \( \partial z / \partial t - 1/2 \text{tr}[\lambda \lambda^* D^2 z] - \beta^* D z + 1/2 D(\bar{v} + R)^* \lambda N_{\gamma}^{-1} \lambda^* D z \)
Therefore, \( z(t, x) \) is super harmonic in \( [0, T] \times \mathbb{R}^n \), and \( z(T, x) = 0 \).
Therefore we have \( z(t, x) = \bar{v}(t, x) - R(t, x) \geq 0 \), that is,
Thus we see that \( z(t, x) \) is super harmonic in \( [0, T] \times \mathbb{R}^n \), and \( z(T, x) = 0 \).
Therefore we have \( z(t, x) = \bar{v}(t, x) - R(t, x) \geq 0 \), that is,
Since \( P(t) \) is positive definite,
\[ \bar{v}(t, x) \geq k|x|^2 - k', \quad k = k(T - t), k' = k'(T - t) > 0. \]
Let us rewrite (2.15) as
\[
(4.4) \quad \begin{cases}
0 = \frac{\partial \bar{v}}{\partial t} + \frac{1}{2} \text{tr}[\lambda \lambda^* D^2 \bar{v}] + G^* D \bar{v} \\
- \frac{1}{2}(\lambda^* D \bar{v} - \Sigma^* \hat{\alpha})^* N_{\gamma}^{-1}(\lambda^* D \bar{v} - \Sigma^* \hat{\alpha}) + \frac{1}{2} \hat{\alpha}^* \Sigma \Sigma^* \hat{\alpha}, \\
\bar{v}(T, x) = -\gamma \log v_0.
\end{cases}
\]
Noting that
\[
-\frac{1}{2}(\lambda^* D \bar{v} - \Sigma^* \hat{\alpha})^* N_{\gamma}^{-1}(\lambda^* D \bar{v} - \Sigma^* \hat{\alpha})
\]
\[
= \inf_{z \in \mathbb{R}^n} \left\{ \frac{1}{2} z^* N_{\gamma} z - z^* \Sigma^* \hat{\alpha} + (\lambda z)^* D \bar{v} \right\}
\]
\[
= \inf_{z \in \mathbb{R}^n} \left\{ \frac{1}{2} \{ z + N_{\gamma}^{-1}(\lambda^* D \bar{v} - \Sigma^* \hat{\alpha}) \}^* N_{\gamma} \{ z + N_{\gamma}^{-1}(\lambda^* D \bar{v} - \Sigma^* \hat{\alpha}) \}
\]
\[
- \frac{1}{2}(\lambda^* D \bar{v} - \Sigma^* \hat{\alpha})^* N_{\gamma}^{-1}(\lambda^* D \bar{v} - \Sigma^* \hat{\alpha}) \right\},
\]
we can rewrite it again as

\[
\begin{aligned}
0 &= \frac{\partial \bar{v}}{\partial t} + \frac{1}{2} \text{tr}[\lambda \lambda^* D^2 \bar{v}] + G^* D \bar{v} + \inf_{z \in \mathbb{R}^{n+m}} \{(\lambda z)^* D \bar{v} + \varphi(x, z)\}, \\
\bar{v}(T, x) &= -\gamma \log v_0,
\end{aligned}
\]

where

\[
\varphi(x, z) = \frac{1}{2} z^* \gamma z - z^* \Sigma^* \hat{\alpha} + \frac{1}{2} \hat{\alpha}^* \Sigma \Sigma^* \hat{\alpha}, \quad \Sigma \gamma = I - \gamma \Sigma^* (\Sigma \Sigma^*)^{-1} \Sigma.
\]

This H-J-B equation corresponds to the following stochastic control problem, the value of which is defined as

\[
\inf_{Z \in \mathcal{A}(T)} E \left[ \int_0^T \varphi(Y_s, Z_s) \, ds - \gamma \log v_0 \right],
\]

where \(Y_t\) is a controlled process governed by the stochastic differential equation

\[
dY_t = \lambda(Y_t) \, dW_t + \{G(Y_t) + \lambda(Y_t) Z_t\} \, dt, \quad Y_0 = x,
\]

with control \(Z_t \in \mathcal{A}(T)\). Here, \(\mathcal{A}(T)\) is the set of all \(\mathbb{R}^{n+m}\) valued progressively measurable processes such that

\[
E \left[ \int_0^T |Z_s|^2 \, ds \right] < \infty.
\]

To study this problem, we introduce a value function for \(0 \leq t \leq T\),

\[
v_*(t, x) = \inf_{Z \in \mathcal{A}(T-t)} E \left[ \int_0^{T-t} \varphi(Y_s, Z_s) \, ds - \gamma \log v_0 \right].
\]

By the verification theorem, the solution \(\bar{v}\) to (4.5) can be identified with the value function \(v_*\). Indeed, set

\[
\hat{z}(s, x) = -\gamma^{-1}(\lambda^* D \bar{v} - \Sigma^* \hat{\alpha})(s, x),
\]

which attains the infimum in (4.5), and consider the stochastic differential equation

\[
d\hat{Y}_t = \lambda(\hat{Y}_t) \, dW_t + \{G(\hat{Y}_t) + \lambda(\hat{Y}_t) \hat{Z}(t, \hat{Y}_t)\} \, dt, \quad \hat{Y}_0 = x.
\]

From the estimates obtained in Theorem 2.1, we see that (4.8) has a unique solution. It is also seen by using Itô’s theorem that

\[
\bar{v}(0, x) = E \left[ \int_0^T \varphi(\hat{Y}_s, \hat{Z}_s) \, ds - \gamma \log v_0 \right]
\]

holds, where \(\hat{Z}_s = \hat{Z}(s, \hat{Y}_s)\). In a similar way, we can see that

\[
\bar{v}(0, x) \leq E \left[ \int_0^T \varphi(Y_s, Z_s) \, ds - \gamma \log v_0 \right]
\]

for each \(Z \in \mathcal{A}(T)\), hence, \(\bar{v}(0, x) = v_*(0, x)\).
Let us consider the following stochastic control problem with the averaging cost criterion:

\[
\rho(\gamma) = \inf_{Z \in \tilde{A}} \limsup_{T \to \infty} \frac{1}{T} E \left[ \int_0^T \varphi(Y_s, Z_s) \, ds \right],
\]

where \( Y_t \) is a controlled process governed by controlled stochastic differential equation (4.7) with control \( Z_t \). The solution \( Y_t \) of (4.7) is sometimes written as \( Y_t(Z) \) to make clear the dependence on control \( Z_t \), and the set \( \tilde{A} \) of all admissible controls is defined as follows:

\[
\tilde{A} = \left\{ Z \cdot \mid Z_t \text{ is an } \mathbb{R}^{n+m} \text{ valued progressively measurable process such that } \limsup_{T \to \infty} \frac{1}{T} E \left[ \left| Y_T(Z) \right|^2 \right] = 0, E \left[ \int_0^T |Z_s|^2 \, ds \right] < \infty, \forall T \right\}.
\]

Corresponding to this stochastic control problem, H-J-B equation of ergodic type (3.1) can be written as

\[
-\chi(\gamma) = \frac{1}{2} \text{tr} [\lambda^* D^2 \tilde{w}] + G^* D \tilde{w} + \inf_{z \in \mathbb{R}^{n+m}} \{ (\lambda z)^* D \tilde{w} + \varphi(x, z) \}. \tag{4.10}
\]

We then set

\[
\hat{z}(x) = -\bar{N}_\gamma^{-1} (\lambda^* D \tilde{w} - \Sigma^* \hat{\alpha})(x), \tag{4.11}
\]

and consider stochastic differential equation

\[
\begin{align*}
d\bar{Y}_t &= \lambda(\bar{Y}_t) dW_t + \{ G(\bar{Y}_t) + \lambda(\bar{Y}_t) \hat{z}(\bar{Y}_t) \} dt \\
\bar{Y}_0 &= x. \tag{4.12}
\end{align*}
\]

We shall prove the following proposition.

**Proposition 4.1.** \(-\chi(\gamma) = \rho(\gamma) \) and

\[
\rho(\gamma) = \lim_{T \to \infty} \frac{1}{T} E \left[ \int_0^T \varphi(\bar{Y}_s, \bar{Z}_s) \, ds \right], \tag{4.13}
\]

where \( \bar{Z}_s = \hat{z}(\bar{Y}_s) \).

For the proof of this proposition, we prepare the following lemma.

**Lemma 4.2.** Under assumptions (2.10), (2.11), (2.19) and (2.21) the following estimates hold. For each \( \gamma_1 < \gamma_0 < 0 \) there exist positive constants \( \delta > 0 \) and \( C > 0 \) independent of \( T \) and \( \gamma \) with \( \gamma_1 \leq \gamma \leq \gamma_0 \) such that

\[
E[ e^{\delta \tilde{w}(Y_T)} ] \leq C. \tag{4.14}
\]
and also
\begin{equation}
(4.15) \quad E[|e^{\delta Y_T}|^2] \leq C.
\end{equation}

**Proof.** Let us set
\begin{equation}
(4.16) \quad \tilde{L}_\psi = \frac{1}{2} \text{tr} [\lambda \lambda^* D^2 \psi] + (G + \lambda z)^* D \psi
\end{equation}
Then we have
\begin{align*}
-\chi(\gamma) &= \tilde{L}_\psi + \varphi(x, z(x)) \\
&= \tilde{L}_\psi + \frac{1}{2} (\lambda^* D \bar{w} - \Sigma^* \hat{\alpha})(\lambda^* D \bar{w} - \Sigma^* \hat{\alpha}) \\
&\quad + (\lambda^* D \bar{w} - \Sigma^* \hat{\alpha}) N^{-1} \Sigma^* \hat{\alpha} + \frac{1}{2} \hat{\alpha} \hat{\Sigma} \hat{\Sigma}^* \hat{\alpha} \\
&= \tilde{L}_\psi + \frac{1}{2} (\lambda^* D \bar{w})^* N^{-1} \lambda^* D \bar{w} - \gamma \frac{1}{2(1 - \gamma)} \hat{\alpha} \hat{\Sigma} \hat{\Sigma}^* \hat{\alpha}.
\end{align*}
Therefore, by applying Itô’s formula, we have
\begin{align*}
e^{\delta \bar{w}(\bar{Y}_t)} - e^{\delta \bar{w}(\bar{Y}_0)} &= \delta \int_0^t \left\{ \tilde{L}_\bar{w}(\bar{Y}_s) + \frac{\delta}{2} (D \bar{w})^* \lambda \lambda^* D \bar{w} \right\} e^{\delta \bar{w}(\bar{Y}_s)} ds \\
&\quad + \delta \int_0^t e^{\delta \bar{w}(\bar{Y}_s)} (D \bar{w})^* \lambda(\bar{Y}_s) dW_s \\
&= \delta \int_0^t \left\{ -\chi - \frac{1}{2} (D \bar{w})^* \lambda N^{-1}_\gamma \lambda^* D \bar{w} \\
&\quad + \frac{\gamma}{2(1 - \gamma)} \hat{\alpha} \hat{\Sigma} \hat{\Sigma}^* \hat{\alpha} + \frac{\delta}{2} (D \bar{w})^* \lambda \lambda^* D \bar{w} \right\} e^{\delta \bar{w}(\bar{Y}_s)} ds \\
&\quad + \delta \int_0^t e^{\delta \bar{w}(\bar{Y}_s)} (D \bar{w})^* \lambda(\bar{Y}_s) dW_s.
\end{align*}
Thus, for $p > 0$,
\begin{align*}
d(e^{\delta \bar{w}(\bar{Y}_t)} e^{p\delta t}) &= e^{p\delta t} de^{\delta \bar{w}(\bar{Y}_t)} + p\delta e^{p\delta t} e^{\delta \bar{w}(\bar{Y}_t)} dt \\
&= e^{p\delta t} \left\{ -\chi - \frac{1}{2} (D \bar{w})^* \lambda N^{-1}_\gamma \lambda^* D \bar{w} \\
&\quad + \frac{\gamma}{2(1 - \gamma)} \hat{\alpha} \hat{\Sigma} \hat{\Sigma}^* \hat{\alpha} + \frac{\delta}{2} (D \bar{w})^* \lambda \lambda^* D \bar{w} + p \right\} e^{\delta \bar{w}(\bar{Y}_t)} dt \\
&\quad + \delta e^{p\delta t} e^{\delta \bar{w}(\bar{Y}_t)} (D \bar{w})^* \lambda(\bar{Y}_t) dW_t.
\end{align*}
Taking into account (2.21) and (2.16), for \( \delta > 0 \) such that \( \delta < \frac{\gamma}{1 - \gamma} \), we have

\[
-\chi - \frac{1}{2}(D\bar{w})^*\lambda\Sigma^{-1}\lambda^*D\bar{w} + \frac{\gamma}{2(1 - \gamma)}\alpha\Sigma^*\alpha + \frac{\delta}{2}(D\bar{w})^*\lambda\lambda^*D\bar{w} + p
\]

\[
\leq -k_1|x|^2 + k_2
\]

for \( k_1, k_2 > 0 \). Thus, we obtain

\[
e^{-\delta\bar{w}(\bar{Y}_t) + p\delta t} \leq e^{\delta\bar{w}(x)} + \delta \int_0^t e^{p\delta s + \delta\bar{w}(\bar{Y}_s)}\{-k_1|\bar{Y}_s|^2 + k_2\} \, ds
\]

\[
+ \delta \int_0^t e^{p\delta s + \delta\bar{w}(\bar{Y}_s)}(D\bar{w})^*\lambda(\bar{Y}_s) \, dW_s.
\]

Therefore, taking

\[
\tau = \tau_R := \inf\{t; |\bar{Y}_t| \geq R\},
\]

and setting

\[
k_3 = \sup_{|y| \leq \sqrt{k_2/k_1}} \bar{w}(y),
\]

we see that

\[
E[e^{\delta\bar{w}(\bar{Y}_{t\wedge\tau}) + p\delta(t \wedge \tau)}] \leq e^{\delta\bar{w}(x)} + \delta k_2 E\left[\int_0^{t \wedge \tau} e^{p\delta s + \delta\bar{w}(\bar{Y}_s)}\{-k_1|\bar{Y}_s|^2 + k_2\} \, ds\right]
\]

\[
\leq e^{\delta\bar{w}(x)} + \delta k_2 \left[ e^{\delta k_3} E\left[\int_0^{t \wedge \tau} e^{p\delta s} \, ds\right] \right]
\]

\[
= e^{\delta\bar{w}(x)} + k_2 e^{\delta k_3} E\left[\frac{1}{p}(e^{p\delta(t \wedge \tau)} - 1)\right].
\]

By letting \( R \) tend to \( \infty \), we have

\[
E[e^{\delta\bar{w}(\bar{Y}_t) + p\delta t}] \leq e^{\delta\bar{w}(x)} + k_2 e^{\delta k_3} \frac{1}{p}(e^{p\delta t} - 1).
\]

Hence,

\[
E[e^{\delta\bar{w}(\bar{Y}_t)}] \leq e^{-p\delta t + \delta\bar{w}(x)} + k_2 e^{\delta k_3} \frac{1}{p}(1 - e^{-p\delta t})
\]

\[
\leq e^{\delta\bar{w}(x)} + k_2 e^{\delta k_3} \frac{1}{p}.
\]

Finally, we see that (4.15) follows from (4.14) because of (3.12).

**Proof of Proposition 4.1.** From (4.10) it follows that

\[
-\chi(\gamma) \leq \frac{1}{2} \text{tr} [\lambda\bar{w}^*D^2\bar{w}] + G^*D\bar{w} + (\lambda z)^*D\bar{w} + \varphi(x, z)
\]
for each \( z \in \mathbb{R}^{n+m} \). Therefore, for each control \( Z_t \) we have

\[
\bar{w}(Y_t) - \bar{w}(x) = \int_0^T (D\bar{w}(Y_s))^* \lambda(Y_s) dW_s + \int_0^T \{G(Y_s) + \lambda(Y_s)Z_s\}^* D\bar{w}(Y_s) ds
\]

\[
+ \frac{1}{2} \int_0^T \text{tr}[\lambda^* D^2 \bar{w}](Y_s) ds
\]

\[
\geq \int_0^T (D\bar{w}(Y_s))^* \lambda(Y_s) dW_s - \chi T - \int_0^T \varphi(Y_s, Z_s) ds.
\]

Thus,

\[
\bar{w}(x) - \chi T \leq E \left[ \int_0^T \varphi(Y_s, Z_s) ds + \bar{w}(Y_T) \right],
\]

from which we obtain

\[
-\chi \leq \limsup_{T \to \infty} \frac{1}{T} E \left[ \int_0^T \varphi(Y_s, Z_s) ds + \bar{w}(Y_T) \right]
\]

\[
= \limsup_{T \to \infty} \frac{1}{T} E \left[ \int_0^T \varphi(Y_s, Z_s) ds \right]
\]

since \(|\bar{w}(y)|^2 \leq c|y|^2 + c'\). Namely, we have \(-\chi(\gamma) \leq \rho(\gamma)\). On the other hand, by taking \( Z_t = \bar{Z}_t \), we have

\[
\bar{w}(\bar{Y}_t) - \bar{w}(x) = \int_0^T (D\bar{w}(Y_s))^* \lambda(\bar{Y}_s) dW_s - \chi T - \int_0^T \varphi(\bar{Y}_s, \bar{Z}_s) ds,
\]

and thus

\[
\bar{w}(x) - \chi T = E \left[ \int_0^T \varphi(\bar{Y}_s, \bar{Z}_s) ds + \bar{w}(\bar{Y}_T) \right].
\]

Lemma 4.2 implies

\[
-\chi = \limsup_{T \to \infty} \frac{1}{T} E \left[ \int_0^T \varphi(Y_s, Z_s) ds \right] \geq \rho,
\]

and we see that \(-\chi(\gamma) = \rho(\gamma)\). \(\square\)

Let us define

\[
(4.17) \quad \bar{\chi}(\gamma) = \limsup_{T \to \infty} \frac{1}{T} \inf_{Z \in \mathcal{A}} E \left[ \int_0^T \varphi(Y_s, Z_s) ds \right] = \limsup_{T \to \infty} \frac{1}{T} \bar{v}(0, x; T).
\]

Then we can see that

\[
\bar{\chi} \leq \rho(\gamma) = -\chi(\gamma).
\]
Proposition 4.2. Assume (2.10), (2.11), (2.19) and (2.21). Then

$$\bar{\chi}(\gamma) = \rho(\gamma) = -\chi(\gamma).$$

The proof of Theorem 2.2 follows directly from this proposition since $\bar{\chi}(\gamma) = -\hat{\chi}(\gamma)$ because of Proposition 2.1.

For the proof of the present proposition, we prepare some lemmas.

For each $T > 0$, we take the controlled process $\hat{Y}_t = \hat{Y}_t^{(T)}$ defined by (4.8) and control $\hat{z}(t, \hat{Y}_t^{(T)})$. Taking a sequence $\{T_n\}$ such that

$$\bar{\chi}(T_{n} - t, \hat{Y}_{T_{n} - t}^{(T_{n})}) = \lim_{T_n \to \infty} \frac{1}{T_n} E\left[\int_0^{T_n} \varphi(\hat{Y}_s^{(T_n)}, \hat{z}(s, \hat{Y}_s^{(T_n)})) \, ds\right],$$

we have the following lemma.

Lemma 4.3. Under the assumptions of Proposition 4.2, for each $t > 0$ we have

$$(4.18) \quad \liminf_{T_n \to \infty} \frac{1}{T_n} E[|\hat{Y}_{T_n - t}^{(T_n)}|^2] = 0.$$

Proof. Set

$$\hat{L}\psi := \frac{1}{2} \text{tr} [\lambda^* D^2 \psi] + (G + \lambda \hat{z}(t, x))^* D\psi.$$

Then

$$\bar{v}(T - t, \hat{Y}_{T - t}^{(T)}; T) - \bar{v}(0, x; T)$$

$$= \int_0^{T - t} \left( \frac{\partial \bar{v}}{\partial t} + \hat{L}(s, \hat{Y}_s) \right) ds + \int_0^{T - t} (D\bar{v})(s, \hat{Y}_s) dW_s$$

$$= -\int_0^{T - t} \varphi(\hat{Y}_s, \hat{z}(s, \hat{Y}_s)) ds + \int_0^{T - t} (D\bar{v})(s, \hat{Y}_s)^* \lambda(\hat{Y}_s) dW_s.$$

Therefore,

$$\bar{v}(0, x; T_n) = E\left[\int_0^{T_n - t} \varphi(\hat{Y}_s^{(T_n)}, \hat{z}(s, \hat{Y}_s^{(T_n)})) ds + \bar{v}(T_n - t, \hat{Y}_{T_n - t}^{(T_n)}; T_n)\right].$$

Since

$$\limsup_{T_n \to \infty} \frac{1}{T_n} E\left[\int_0^{T_n - t} \varphi(\hat{Y}_s^{(T_n)}, \hat{z}(s, \hat{Y}_s^{(T_n)})) ds\right] \geq \bar{\chi},$$

we have

$$(4.19) \quad \liminf_{T_n \to \infty} \frac{1}{T_n} E[\bar{v}(T_n - t, \hat{Y}_{T_n - t}^{(T_n)}; T_n)] = 0.$$
Noting that \( \bar{v}(T_n - t, x; T_n) \geq k|x|^2 - k', k = k(t) \) and \( k' = k'(t) \), because of Lemma 4.1, we obtain
\[
0 \leq \liminf_{T_n \to \infty} \frac{1}{T_n} k E[|\hat{Y}_{T_n - t}^{(T_n)}|^2] \leq 0,
\]
and our lemma has been proved. □

**Lemma 4.4.** Under the assumptions of Proposition 4.2, there exists a subsequence \( \{T_n'\} \subset \{T_n\} \) such that
\[
\lim_{T_n' \to \infty} \frac{1}{T_n'} E[|\hat{Y}_{T_n'}^{(T_n')}|^2] = 0.
\]

**Proof.**
\[
|\hat{Y}_T| - |\hat{Y}_{T-t}^T| = 2 \int_{T-t}^T (\hat{Y}_s^T) \lambda(\hat{Y}_s^T) dW_s
\]
\[
+ 2 \int_{T-t}^T \hat{Y}_s^T \{G(\hat{Y}_s^T) + \lambda(\hat{Y}_s^T) \hat{z}(s, \hat{Y}_s^T)\} ds
\]
\[
+ \int_{T-t}^T \text{tr}[\lambda(\hat{Y}_s^T)] ds.
\]
Therefore,
\[
E[|\hat{Y}_T^T|^2] = E[|\hat{Y}_{T-t}^T|^2] + 2 E \left[ \int_{T-t}^T \hat{Y}_s^T \{G(\hat{Y}_s^T) + \lambda(\hat{Y}_s^T) \hat{z}(s, \hat{Y}_s^T)\} ds \right]
\]
\[
+ \int_{T-t}^T \text{tr}[\lambda(\hat{Y}_s^T)] ds.
\]
By using the gradient estimates in Theorem 2.1 and (2.19) we obtain
\[
y^*G(y) + y^*\lambda(y) \hat{z}(s, y) \leq c(|y|^2 + 1)
\]
for some positive constant \( c \) and
\[
E[|\hat{Y}_T^T|^2] \leq E[|\hat{Y}_{T-t}^T|^2] + c E \left[ \int_{T-t}^T |\hat{Y}_s^T|^2 ds \right]
\]
\[
\leq E[|\hat{Y}_{T-t}^T|^2] + c E \left[ \int_{T-t}^T \varphi(\hat{Y}_s^T, \hat{z}(s, \hat{Y}_s^T)) ds \right]
\]
since (2.21) is assumed and
\[
\varphi(x, \hat{z}(t, x)) = \frac{1}{2} \hat{z}(t, x)^* N_\gamma \hat{z}(t, x) - \hat{z}(t, x)^* \Sigma^* \hat{\alpha} + \frac{1}{2} \hat{\alpha} \Sigma \Sigma^* \hat{\alpha}
\]
\[
= \frac{1}{2} (\lambda^* \bar{v} - \Sigma^* \hat{\alpha})^* N_\gamma (\lambda^* \bar{v} - \Sigma^* \hat{\alpha})
\]
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\[ + (\lambda^* D \tilde{v} - \Sigma^* \hat{\alpha})^* N^{-1}_\gamma \Sigma^* \hat{\alpha} + \frac{1}{2} \hat{\alpha} \Sigma \Sigma^* \hat{\alpha} \]

\[ = \frac{1}{2} (D \tilde{v})^* \lambda N^{-1}_\gamma \lambda^* D \tilde{v} - \frac{\gamma}{2(1 - \gamma)} \hat{\alpha} \Sigma \Sigma^* \hat{\alpha}. \]

By Itô’s formula,

\[
\bar{v}(T, \hat{Y}_T; T) - \bar{v}(T - t, \hat{Y}_{T-t}; T) = - \int_{T-t}^{T} \varphi(\hat{Y}_s, \hat{z}(s, \hat{Y}_s)) \, ds + \int_{T-t}^{T} (D \tilde{v}(s, \hat{Y}_s))^* \lambda(\hat{Y}_s) \, dW_s,
\]

and we have

\[
E \left[ \int_{T-t}^{T} \varphi(\hat{Y}_s, \hat{z}(s, \hat{Y}_s)) \, ds \right] = E[\bar{v}(T - t, \hat{Y}_{T-t}; T)].
\]

Take a subsequence \( \{ T'_n \} \subset \{ T_n \} \) such that

\[
\lim_{T'_n \to \infty} \frac{1}{T_n} E[\bar{v}(T'_n - t, \hat{Y}_{T'_n-t}; T'_n)] = 0
\]

and

\[
\lim_{T'_n \to \infty} \frac{1}{T_n} E[|\hat{Y}_{T'_n-t}|^2] = 0.
\]

Then we have

\[
0 \leq \limsup_{T'_n \to \infty} \frac{1}{T_n} E[|\hat{Y}_{T'_n}^{(T'_n)}|^2] \leq \lim_{T'_n \to \infty} \frac{1}{T_n} E[|\hat{Y}_{T'_n}^{(T'_n)}|^2]
\]

\[
+ c' \lim_{T'_n \to \infty} \frac{1}{T_n} E \left[ \int_{T'_n-T}^{T'_n} \varphi(\hat{Y}_s^{(T'_n)}, \hat{z}(s, \hat{Y}_s^{(T'_n)})) \, ds \right] = 0,
\]

and thus the lemma has been proved. □

**Proof of Proposition 4.2.** For each \( \varepsilon \) there exists \( T_{\varepsilon} \) such that

\[
E[|\hat{Y}_{T_{\varepsilon}}^{(T_{\varepsilon})}|^2] < \varepsilon T_{\varepsilon}, \quad \bar{w}(x) < \varepsilon T_{\varepsilon},
\]

\[
\left| \chi - \frac{1}{T_{\varepsilon}} E \left[ \int_{0}^{T_{\varepsilon}} \varphi(\hat{Y}_s^{(T_{\varepsilon})}, \hat{Z}_s^{(T_{\varepsilon})}) \, ds \right] \right| < \varepsilon.
\]

Set

\[
Z_s^{(\varepsilon)} = \begin{cases} \hat{Z}_s^{(T_{\varepsilon})}, & s < T_{\varepsilon}, \\ 0, & T_{\varepsilon} \leq s, \end{cases}
\]

and consider \( Y_t^{(\varepsilon)} \) defined by

\[
dY_t^{(\varepsilon)} = \lambda(Y_t^{(\varepsilon)}) \, dW_t + \{ G(Y_t^{(\varepsilon)}) + \lambda(Y_t^{(\varepsilon)}) Z_t^{(\varepsilon)} \} \, dt, \quad Y_0^{(\varepsilon)} = x.
\]
Then, for $t \geq T_{\varepsilon}$,

$$Y_t^{(\varepsilon)} = Y_{T_{\varepsilon}}^{(\varepsilon)} + \int_{T_{\varepsilon}}^{t} \lambda(Y_s^{(\varepsilon)}) \, dW_s + \int_{T_{\varepsilon}}^{t} G(Y_s^{(\varepsilon)}) \, ds$$

and

$$d|Y_t^{(\varepsilon)}|^2 = 2(Y_t^{(\varepsilon)} \ast \lambda(Y_t^{(\varepsilon)}) \, dW_t + 2(Y_t^{(\varepsilon)} \ast G(Y_t^{(\varepsilon)}) + \int_{T_{\varepsilon}}^{t} G(Y_t^{(\varepsilon)}) \, dt$$

+ $\text{tr}[\lambda \lambda^* (Y_t^{(\varepsilon)})] \, dt$.

Therefore,

$$e^{p t} |Y_t^{(\varepsilon)}|^2$$

$$= e^{p T_{\varepsilon}} |Y_{T_{\varepsilon}}^{(\varepsilon)}|^2 + 2 \int_{T_{\varepsilon}}^{t} e^{p s} (Y_s^{(\varepsilon)} \ast \lambda(Y_s^{(\varepsilon)}) \, dW_s$$

$$+ \int_{T_{\varepsilon}}^{t} e^{p s} \{2(Y_s^{(\varepsilon)} \ast G(Y_s^{(\varepsilon)})) + p|Y_s^{(\varepsilon)}|^2 + \text{tr}[\lambda \lambda^* (Y_s^{(\varepsilon)})] \} \, ds$$

$$\leq e^{p T_{\varepsilon}} |Y_{T_{\varepsilon}}^{(\varepsilon)}|^2 + 2 \int_{T_{\varepsilon}}^{t} e^{p s} (Y_s^{(\varepsilon)} \ast \lambda(Y_s^{(\varepsilon)}) \, dW_s + \int_{T_{\varepsilon}}^{t} e^{p s} \{-k_1|Y_s^{(\varepsilon)}|^2 + k_2 \} \, ds$$

for some positive constants $k_1, k_2 > 0$. By using stopping time arguments, for $t \geq T_{\varepsilon}$, we have

$$E[e^{p t} |Y_t^{(\varepsilon)}|^2] \leq E[e^{p T_{\varepsilon}} |Y_{T_{\varepsilon}}^{(\varepsilon)}|^2] + E\left[ \int_{T_{\varepsilon}}^{t} e^{p s} k_2 \, ds \right]$$

$$= E[e^{p T_{\varepsilon}} |Y_{T_{\varepsilon}}^{(\varepsilon)}|^2] + \frac{k_2}{p} (e^{p t} - e^{p T_{\varepsilon}}).$$

Thus, we see that

$$E[|Y_t^{(\varepsilon)}|^2] \leq E[|Y_{T_{\varepsilon}}^{(\varepsilon)}|^2] + \frac{k_2}{p},$$

from which we obtain $\limsup_{t \to \infty} \frac{1}{t} E[|Y_t^{(\varepsilon)}|^2] = 0$. Hence, $Z^{(\varepsilon)} \in \tilde{A}_\infty$. Now, by applying Itô’s formula, we have

$$\tilde{w}(Y_{T_{\varepsilon}}^{(\varepsilon)}) - \tilde{w}(x) = \int_{0}^{T_{\varepsilon}} (D \tilde{w}(Y_s^{(\varepsilon)})) \ast \lambda(Y_s^{(\varepsilon)}) \, dW_s$$

$$+ \int_{0}^{T_{\varepsilon}} \{G(Y_s^{(\varepsilon)}) + \lambda(Y_s^{(\varepsilon)}) Z_s^{(\varepsilon)} \} \ast D \tilde{w}(Y_s^{(\varepsilon)}) \, ds$$

$$+ \frac{1}{2} \int_{0}^{T_{\varepsilon}} \text{tr}[\lambda \lambda^* D^2 \tilde{w}](Y_s^{(\varepsilon)}) \, ds$$

$$\geq \int_{0}^{T_{\varepsilon}} (D \tilde{w}(Y_s^{(\varepsilon)})) \ast \lambda(Y_s^{(\varepsilon)}) \, dW_s - \chi T_{\varepsilon} - \int_{0}^{T_{\varepsilon}} \varphi(Y_s^{(\varepsilon)}, Z_s^{(\varepsilon)}) \, ds.$$
Therefore,
\[ \bar{w}(x) - \chi T \leq E \left[ \int_0^{T \varepsilon} \varphi(Y_s^{(\varepsilon)}, Z_s^{(\varepsilon)}) ds + \bar{w}(Y_{T \varepsilon}^{(\varepsilon)}) \right], \]
from which we have
\[ -\chi \leq \frac{1}{T \varepsilon} E \left[ \int_0^{T \varepsilon} \varphi(Y_s^{(\varepsilon)}, Z_s^{(\varepsilon)}) ds \right] + \frac{1}{T \varepsilon} E[\bar{w}(Y_{T \varepsilon}^{(\varepsilon)})] \]
\[ \leq \varepsilon + \bar{\chi} + c \varepsilon \]
for some positive constant \( c > 0 \). Therefore, \(-\chi \leq \bar{\chi} + c \varepsilon\) for any \( \varepsilon \), and we have \(-\chi \leq \bar{\chi}\). This completes the proof of the proposition. \( \square \)

The following is a direct consequence of Proposition 4.1.

**Corollary 4.1.** Under the assumptions of Proposition 4.2, \( \rho(\gamma) \) is a concave function on \(( -\infty, 0)\), and \( \hat{\chi}(\gamma) \) is a convex function.

Indeed,
\[ \varphi = \frac{1}{2} z^* z - \frac{\gamma}{2} z^* \sigma^* (\sigma \sigma^*)^{-1} \sigma z - z^* \Sigma^* \hat{\alpha} + \frac{1}{2} \hat{\alpha} \Sigma \Sigma^* \hat{\alpha} \]
is a concave function of \( \gamma \), and the infimum of a family of concave functions \( \rho(\gamma) \) is concave.

**Proposition 4.3.** Under the assumptions of Proposition 3.1, \( \bar{L} \) is ergodic.

**Proof.**
\[ \bar{L} = -\frac{1}{2} (Dw)^* \lambda N_\gamma^{-1} \lambda^* Dw + \frac{\gamma}{2(1 - \gamma)} \hat{\alpha}^* \Sigma \Sigma^* \hat{\alpha} - \chi \to -\infty \]
as \( |x| \to \infty \), and \( \bar{L} \leq -c, |x| \gg 1 \) and \( c > 0 \). Moreover, \( \bar{w}(x) \to \infty, |x| \to \infty \), and the Hasminskii conditions (cf. [17]) hold. \( \square \)

5. **Derived Poisson equation.** We are going to consider a Poisson equation formally obtained by differentiating H-J-B equation (3.1) of ergodic type with respect to \( \gamma \). Namely, we consider
\[ -\theta(\gamma) = \frac{1}{2} \text{tr} [\lambda^* D^2 u] + G^* Du - (\lambda^* D \bar{w} - \Sigma^* \hat{\alpha})^* N_\gamma^{-1} \lambda^* Du \]
\[ - \frac{1}{2(1 - \gamma)^2} (\lambda^* D \bar{w} - \Sigma^* \hat{\alpha}^* \Sigma^* (\Sigma \Sigma^*)^{-1} \Sigma (\lambda^* D \bar{w} - \Sigma^* \hat{\alpha}). \]
Since
\[ -\frac{1}{2(1-\gamma)^2}(\lambda^* D\bar{w} - \Sigma^* \hat{\alpha})^* \Sigma^* (\Sigma \Sigma^*)^{-1} \Sigma (\lambda^* D\bar{w} - \Sigma^* \hat{\alpha}) = -\frac{1}{2(1-\gamma)^2}(\sigma^* \lambda^* D\bar{w} - \hat{\alpha})^* (\sigma^* \sigma^*)^{-1}(\sigma^* \lambda^* D\bar{w} - \hat{\alpha}), \]
we can write
\[ \theta(\gamma) = \bar{L}u - \frac{1}{2(1-\gamma)^2}(\sigma^* \lambda^* D\bar{w} - \hat{\alpha})^* (\sigma^* \sigma^*)^{-1}(\sigma^* \lambda^* D\bar{w} - \hat{\alpha}). \]

Note that \( \bar{L} \) is ergodic in light of Proposition 4.3, and the pair \((u, \theta(\gamma))\) of a function \(u\) and a constant \(\theta(\gamma)\) is the solution to (5.1). Let us set
\[ D = B_{R_0} = \{ x \in \mathbb{R}^n; |x| < R_0 \}, \]
and let \( R_0 \) be sufficiently large so that
\[ K(x; \bar{w}) := \frac{1}{2}(D\bar{w})^* \lambda N^{-1} \lambda^* D\bar{w} - \frac{\gamma}{2(1-\gamma)} \hat{\alpha}^* \Sigma \Sigma^* \hat{\alpha} + \chi > 0, \]
for \( \gamma \leq \gamma_0 < 0 \), which is possible because of assumption (2.21). Therefore, we see that \( \bar{L} \) and \( \bar{w} \) satisfy assumption (A.3) in the Appendix and also
\[ \sup_{x \in \mathbb{D}^c} \frac{|f(\gamma)(x)|}{K(x; \bar{w})} < \infty, \]
for
\[ f(\gamma) = -\frac{1}{2(1-\gamma)^2}(\sigma^* \lambda^* D\bar{w} - \hat{\alpha})^* (\sigma^* \sigma^*)^{-1}(\sigma^* \lambda^* D\bar{w} - \hat{\alpha}). \]

In the following we always take a solution \( \bar{w} \) to (3.1) such that \( \bar{w}(x) > 0 \). Thus, according to Proposition A.4 we can show the existence of the solution \((u, \theta(\gamma))\) to (5.1).

**Corollary 5.1.** Equation (5.1) has a solution \((u, \theta(\gamma))\) such that
\[ \sup_{x \in \mathbb{D}^c} \frac{|u|}{\bar{w}} < \infty, \quad u \in W^{2,p}_{\text{loc}}, \]
and
\[ \theta(\gamma) = \int_\mathbb{R} \frac{1}{2(1-\gamma)^2}(\sigma^* \lambda^* D\bar{w} - \hat{\alpha})^* (\sigma^* \sigma^*)^{-1}(\sigma^* \lambda^* D\bar{w} - \hat{\alpha})m_\gamma(y) dy. \]
Moreover, this solution \(u\) is unique up to additive constants.

**Proof.** It can be clearly seen that
\[ \frac{1}{2(1-\gamma)^2}(\sigma^* \lambda^* D\bar{w} - \hat{\alpha})^* (\sigma^* \sigma^*)^{-1}(\sigma^* \lambda^* D\bar{w} - \hat{\alpha}) \in F_K \]
and Proposition A.4 applies. \(\Box\)
6. Differentiability of H-J-B equation.

**Lemma 6.1.** Under the assumptions of Proposition 4.2,
\begin{equation}
\int e^{\delta |x|^2} m_\gamma (dx) \leq c, \tag{6.1}
\end{equation}
where \(c\) and \(\delta\) are positive constants independent of \(\gamma_1 \leq \gamma \leq \gamma_0 < 0\).

**Proof.** Inequality (6.1) is a direct consequence of (4.15) in Lemma 4.2 since \(\bar{Y}_t\) is an ergodic diffusion process with the invariant measure \(m_\gamma (dx)\).
\[\square\]

In the following, we always work under the assumptions of Theorem 2.2 (Proposition 4.2).

**Lemma 6.2.** Let \((\bar{w}^{(\gamma)}, \chi(\gamma))\) and \((\bar{w}^{(\gamma+\Delta)}, \chi(\gamma+\Delta))\) be solutions to (3.1) with \(\gamma\) and \(\gamma+\Delta\), respectively, such that \(\bar{w}^{(\gamma)}(0) = \bar{w}^{(\gamma+\Delta)}(0) = c_w > 0\). Then \(\bar{w}^{(\gamma+\Delta)}\) converges to \(\bar{w}^{(\gamma)}\) in \(H_{1, \text{loc}}\) strongly and uniformly on each compact set.

**Proof.** We have
\[\|\bar{w}^{(\gamma+\Delta)}\|_{L^\infty(B_{2r})} \leq 2r \|\nabla \bar{w}^{(\gamma+\Delta)}\|_{L^\infty(B_{2r})} \leq c_1(\gamma, r)\]
and
\[|\bar{w}^{(\gamma+\Delta)}(x) - \bar{w}^{(\gamma+\Delta)}(y)| \leq |x - y| \|\nabla \bar{w}^{(\gamma+\Delta)}\|_{L^\infty(B_{2r})} \leq c_2(\gamma, r),\]
for each \(r\) in light of (3.11) and (3.15), where \(c_i(\gamma, r)\) is a positive constant independent of \(\Delta, i = 1, 2\). Therefore it follows that \(\{\bar{w}^{(\gamma+\Delta)}\}_{\Delta}\) is bounded in \(H^1(B_{2r})\) and converges to some \(\bar{w}\) in \(H^1(B_{2r})\) weakly for each \(r\) and also uniformly on each compact set by taking a subsequence if necessary. Note that \(\chi(\gamma + \Delta)\) converges to \(\chi(\gamma)\) because \(\chi(\gamma)\) is convex on \((-\infty, 0)\) and thus continuous. Take a function \(\tau \in C_0^\infty(B_{2r})\) such that \(\tau(x) \equiv 1, x \in B_r\), and \(0 \leq \tau \leq 1\). With \((\bar{w}^{(\gamma+\Delta)} - \bar{w})\tau\), we test
\[\frac{1}{2} \text{tr}[\lambda \lambda^* D^2 \bar{w}^{(\gamma+\Delta)}] + \beta_{\gamma+\Delta}^* D \bar{w}^{(\gamma+\Delta)}\]
and obtain
\[-\int_{B_{2r}} \chi(\gamma + \Delta)(\bar{w}^{(\gamma+\Delta)} - \bar{w})^2 \tau \, dx\]
\[= -\int_{B_{2r}} \frac{1}{2} (\lambda \lambda^*)_{ij} D_i \bar{w}^{(\gamma+\Delta)} D_j ((\bar{w}^{(\gamma+\Delta)} - \bar{w}) \tau) \, dx\]
+ \int_{B_{2r}} \tilde{\beta}_\gamma \Delta D\bar{w}(\gamma + \Delta) (\bar{w}(\gamma + \Delta) - \bar{w}) \tau \, dx \\
- \frac{1}{2} \int_{B_{2r}} (D\bar{w}(\gamma + \Delta))^* \lambda N_{\gamma + \Delta}^{-1} \lambda^* D\bar{w}(\gamma + \Delta) (\bar{w}(\gamma + \Delta) - \bar{w}) \tau \, dx \\
+ \int_{B_{2r}} U_{\gamma + \Delta} (\bar{w}(\gamma + \Delta) - \bar{w}) \tau \, dx,

where \( \tilde{\beta}_\gamma = \beta_\gamma - \frac{1}{2} \sum_j \frac{\partial (\lambda \lambda^*)^{ij}}{\partial x_j} \). Therefore,

\[
\int_{B_{2r}} \frac{1}{2} (\lambda \lambda^*)^{ij} D_i (\bar{w}(\gamma + \Delta) - \bar{w}) D_j (\bar{w}(\gamma + \Delta) - \bar{w}) \tau \, dx \\
= - \int_{B_{2r}} \frac{1}{2} (\lambda \lambda^*)^{ij} D_i \bar{w} D_j (\bar{w}(\gamma + \Delta) - \bar{w}) \tau \, dx \\
- \int_{B_{2r}} \frac{1}{2} (\lambda \lambda^*)^{ij} D_i \bar{w}(\gamma + \Delta) D_j (\tau (\bar{w}(\gamma + \Delta) - \bar{w})) \, dx \\
+ \int_{B_{2r}} \tilde{\beta}_\gamma \Delta D\bar{w}(\gamma + \Delta) (\bar{w}(\gamma + \Delta) - \bar{w}) \tau \, dx \\
- \frac{1}{2} \int_{B_{2r}} (D\bar{w}(\gamma + \Delta))^* \lambda N_{\gamma + \Delta}^{-1} \lambda^* D\bar{w}(\gamma + \Delta) (\bar{w}(\gamma + \Delta) - \bar{w}) \tau \, dx \\
+ \int_{B_{2r}} U_{\gamma + \Delta} (\bar{w}(\gamma + \Delta) - \bar{w}) \tau \, dx + \int_{B_{2r}} \chi (\gamma + \Delta) (\bar{w}(\gamma + \Delta) - \bar{w}) \tau \, dx.
\]

Since all terms of the right-hand side converge to 0, we see that \( D(\bar{w}(\gamma + \Delta) - \bar{w}) \) converges strongly to 0 in \( L^2(B_r) \) and \( \bar{w}(\gamma + \Delta) \) to \( \bar{w} \) strongly in \( H^1(B_r) \). Thus, we obtain our present lemma because \( (\bar{w}, \chi (\gamma)) \) satisfies (3.1), and the solution is unique up to additive constants with respect to \( \bar{w} \). \( \square \)

**Lemma 6.3.** Let \( (u^{(\gamma + \Delta)}, \theta (\gamma + \Delta)) \) be a solution to

\[
(\gamma + \Delta) = \tilde{L}(\gamma + \Delta) u^{(\gamma + \Delta)} + f^{(\gamma + \Delta)},
\]

where

\[
f^{(\gamma + \Delta)} = - \frac{1}{2 (1 - \gamma - \Delta)^2} (\lambda^* D\bar{w}(\gamma + \Delta) - \Sigma^* \tilde{\alpha})^* \\
\times \Sigma^* (\Sigma \Sigma^*)^{-1} \Sigma (\lambda^* D\bar{w}(\gamma + \Delta) - \Sigma^* \tilde{\alpha}).
\]

Then, as \( |\Delta| \to 0 \), \( \theta (\gamma + \Delta) \) converges to \( \theta (\gamma) \) and \( u^{(\gamma + \Delta)} \) converges to \( u^{(\gamma)} \) in \( H^1_{\text{loc}} \) strongly and uniformly on each compact set, where \( (u^{(\gamma)}, \theta (\gamma)) \) is a solution to (5.1).

**Proof.** Note that \( |f^{(\gamma + \Delta)}(x)| \leq c(1 + |x|^2), \exists c > 0 \), and that \( f^{(\gamma + \Delta)}(x) \to f^{(\gamma)} \) almost everywhere by taking a subsequence, if necessary, since \( w^{(\gamma + \Delta)} \)
converges strongly in $H^1_{loc}$ to $u^{(\gamma)}$ by Lemma 6.2. Moreover, we note that 
\{m_{\gamma+\Delta}(dx)\} = \{m_{\gamma+\Delta}(x)\, dx\} is tight because of Lemma 6.1. Therefore, it 
converges weakly to some probability measure $\bar{m}(dx)$ by taking a subsequence if necessary. The limit can be identified with $m_\gamma(dx) = m_\gamma(x)\, dx$, 
and $m_\gamma(x)$ is the only function satisfying (A.24) for $\bar{L}(\gamma)$ and $\int m_\gamma(dx) = 1$. Thus $m_{\gamma+\Delta}(x)\, dx$ converges to $m_\gamma(x)\, dx$ weakly. Therefore, 
\[
\theta(\gamma + \Delta) = -\int f^{(\gamma+\Delta)}(x)m_{\gamma+\Delta}(x)\, dx
\]
converges to $\theta(\gamma)$.

On the other hand, since $u^{(\gamma+\Delta)}$ is a solution to (6.2) it satisfies 
\[
\sup_{x \in \mathbb{D}} \frac{|u^{(\gamma+\Delta)}|}{\bar{w}^{(\gamma+\Delta)}} < \infty,
\]
and we have $|\bar{w}^{(\gamma+\Delta)}| \leq c(1 + |x|^2)$. Therefore, we see that $u^{(\gamma+\Delta)}$ is locally bounded by a constant independent of $\Delta$. Then, by testing (6.2) with $u^{(\gamma+\Delta)}_r$, we can see that $\|u^{(\gamma+\Delta)}\|_{H^1(B_r)}$ is bounded for each $r$. Therefore, 
by taking a subsequence if necessary, $u^{(\gamma+\Delta)}$ converges in $H^1_{loc}$ weakly to a function $\bar{u}$, which turns out to be the solution $u^{(\gamma)}$ to (5.1). By similar arguments as in the proof of Lemma 6.2, we can see it converges in $H^1_{loc}$ strongly. Furthermore, by Theorem 9.11 in [16], we see that 
\[
\|u^{(\gamma+\Delta)}\|_{W^2,p(B_r)} \leq C(\|u^{(\gamma+\Delta)}\|_{L^p(B_{2r})} + \|f^{(\gamma+\Delta)} + \theta(\gamma + \Delta)\|_{L^p(B_{2r})})
\leq C(\|u^{(\gamma+\Delta)}\|_{L^\infty(B_{2r})} + \|f^{(\gamma+\Delta)} + \theta(\gamma + \Delta)\|_{L^p(B_{2r})})
\]
for each $r > 0$, where $C$ is a constant depending on $c_1, c_2$ and the $L^\infty(B_{2r})$ norms of the coefficients of $\bar{L}(\gamma + \Delta)$. Thus, by the Sobolev imbedding theorem, \{u^{(\gamma+\Delta)}\} is equicontinuous, and thus $u^{(\gamma+\Delta)}$ converges uniformly to $u^{(\gamma)}$ on each compact set. \qed

**Lemma 6.4.** Let $(\bar{w}^{(\gamma)}, \chi(\gamma))$ and $(\bar{w}^{(\gamma+\Delta)}, \chi(\gamma+\Delta))$ be solutions to (3.1) 
with $\gamma$ and $\gamma+\Delta$, respectively. Set $\chi(\Delta) = \frac{\chi(\gamma+\Delta) - \chi(\gamma)}{\Delta}$ and $\zeta(\Delta) = \frac{\bar{w}^{(\gamma+\Delta)} - \bar{w}^{(\gamma)}}{\Delta}$.

Then 
\[
\lim_{|\Delta| \to 0} \chi(\Delta) = \theta(\gamma)
\]
and 
\[
\lim_{|\Delta| \to 0} \zeta(\Delta)(x) = u^{(\gamma)}(x), \quad x \in \mathbb{R}^n.
\]

Here, $(u^{(\gamma)}, \theta(\gamma))$ is the solution to (5.1).
Proof. Here we abbreviate \( u^{(\gamma)} \) to \( u \). From (3.1) it follows that

\[
-\chi(\gamma + \Delta) + \chi(\gamma) = \frac{1}{2} \text{tr} \left[ \lambda^* D^2 \left( \bar{w}^{(\gamma + \Delta)} - \bar{w}^{(\gamma)} \right) \right] + \beta_{\gamma + \Delta}^* D \bar{w}^{(\gamma + \Delta)} \\
- \beta_{\gamma}^* D \bar{w}^{(\gamma)} - \frac{1}{2} \left( D \bar{w}^{(\gamma + \Delta)} \right)^* \lambda N_{\gamma + \Delta}^{-1} \lambda^* D \bar{w}^{(\gamma + \Delta)} \\
+ \frac{1}{2} \left( D \bar{w}^{(\gamma)} \right)^* \lambda N_{\gamma}^{-1} \lambda^* D \bar{w}^{(\gamma)} + U_{\gamma + \Delta} - U_{\gamma}
\]

\[
= \frac{1}{2} \text{tr} \left[ \lambda^* D^2 \left( \bar{w}^{(\gamma + \Delta)} - \bar{w}^{(\gamma)} \right) \right] + \beta_{\gamma}^* D \bar{w}^{(\gamma)} \\
- \Delta \left( D \bar{w}^{(\gamma)} \right)^* \lambda N_{\gamma}^{-1} \lambda^* D \left( \bar{w}^{(\gamma + \Delta)} - \bar{w}^{(\gamma)} \right) \\
+ \left( \beta_{\gamma + \Delta} - \beta_{\gamma} \right)^* D \bar{w}^{(\gamma + \Delta)} + \frac{1}{2} \left( D \bar{w}^{(\gamma)} \right)^* \lambda \left( N_{\gamma + \Delta}^{-1} - N_{\gamma}^{-1} \right) \lambda^* D \bar{w}^{(\gamma)} \\
- \left( D \bar{w}^{(\gamma)} \right)^* \lambda \left( N_{\gamma + \Delta}^{-1} - N_{\gamma}^{-1} \right) \lambda^* D \bar{w}^{(\gamma + \Delta)} + U_{\gamma + \Delta} - U_{\gamma}
\]

Therefore we have

\[
-\chi(\Delta) = \bar{L}(\gamma) \zeta(\Delta) + f_1^{(\Delta)}(x) - g_1^{(\Delta)}(x),
\]

where

\[
f_1^{(\Delta)}(x) = \frac{\left( \beta_{\gamma + \Delta} - \beta_{\gamma} \right)^*}{\Delta} D \bar{w}^{(\gamma + \Delta)} + \frac{1}{2} \left( D \bar{w}^{(\gamma)} \right)^* \lambda \left( N_{\gamma + \Delta}^{-1} - N_{\gamma}^{-1} \right) \Delta \lambda^* D \bar{w}^{(\gamma)} \\
- \left( D \bar{w}^{(\gamma)} \right)^* \lambda \left( N_{\gamma + \Delta}^{-1} - N_{\gamma}^{-1} \right) \Delta \lambda^* D \bar{w}^{(\gamma + \Delta)} + \frac{U_{\gamma + \Delta} - U_{\gamma}}{\Delta}
\]

and

\[
g_1^{(\Delta)}(x) = \frac{1}{2 \Delta} D \left( \bar{w}^{(\gamma + \Delta)} - \bar{w}^{(\gamma)} \right)^* \lambda N_{\gamma + \Delta}^{-1} \lambda^* D \left( \bar{w}^{(\gamma + \Delta)} - \bar{w}^{(\gamma)} \right).
\]

Note that \( f_1^{(\Delta)} \) is dominated by \( c(1 + |x|^2) \) with a certain positive constant \( c \) and that it converges almost everywhere to \( f^{(\gamma)} \) by taking a subsequence, if necessary, because

\[
\frac{\partial \beta_{\gamma}}{\partial \gamma} = \frac{1}{(1 - \gamma)^2} \lambda \Sigma^* \alpha,
\]

\[
\frac{\partial N_{\gamma}^{-1}}{\partial \gamma} = \frac{1}{(1 - \gamma)^2} \Sigma^*(\Sigma \Sigma^*)^{-1} \Sigma,
\]

\[
\frac{\partial U_{\gamma}}{\partial \gamma} = -\frac{1}{2(1 - \gamma)^2} \Sigma^*(\Sigma \Sigma^*)^{-1} \Sigma.
\]
Therefore,
\[
\chi^{(\Delta)}_{1} := \int f^{(\Delta)}_{1}(x)m_{\gamma}(dx) \to \int f(x)m_{\gamma}(dx) = -\theta(\gamma), \quad |\Delta| \to 0.
\]
Moreover, for \(\Delta > 0\),
\[
-\chi^{(\Delta)}_{1} \geq -\chi^{(\Delta)}.
\]
Let us consider the equation
\[
-\chi^{(\Delta)}_{1} = \bar{L}(\gamma)u^{(\Delta)}_{1} + f^{(\Delta)}_{1}.
\]
We shall see that \(u^{(\Delta)}_{1} - u \to 0\) as \(\Delta \to 0\) by specifying suitable ambiguity constants. For that, set
\[
z^{(\Delta)} := u^{(\Delta)}_{1} - u,
\]
\[
F^{(\Delta)} := f^{(\Delta)}_{1} - f + \chi^{(\Delta)} - \theta(\gamma).
\]
Then we have
\[
\bar{L}(\gamma)z^{(\Delta)} + F^{(\Delta)} = 0, \quad z^{(\Delta)} \in W^{2,p}_{\text{loc}}, \quad \sup_{D^{c}} |z^{(\Delta)}| \bar{w}(\gamma) < \infty.
\]
By considering constructing the solution to this equation according to the proof of Proposition A.4 in the Appendix, we see that \(z^{(\Delta)} \to 0\) as \(\Delta \to 0\).

To begin, let \(\Psi^{(\Delta)}\) be the solution to \((A.19)\) for \(L_{0} = \bar{L}(\gamma), f = F^{(\Delta)}\) and \(\xi^{(\Delta)}\) the solution to \((A.20)\) for \(L_{0} = \bar{L}(\gamma), f = F^{(\Delta)}\) and \(\Psi = \psi^{(\Delta)}\). The operator \(T\) is defined as
\[
TF^{(\Delta)}(x) = \xi^{(\Delta)}(x), \quad x \in \Gamma_{1},
\]
and the operator \(P\) is defined in the same way as in \((A.10)\) by replacing \(L_{0}\) with \(\bar{L}(\gamma)\) in \((A.4)\) and \((A.9)\). Then starting with \(\zeta^{(\Delta)}_{0} = \psi^{(\Delta)}, \eta^{(\Delta)}_{0} = \xi^{(\Delta)}\), we define the sequence \(\zeta^{(\Delta)}_{k}, \eta^{(\Delta)}_{k}, k = 1, 2, \ldots\), successively as the solution to \((A.9)\) with \(\phi = \eta^{(\Delta)}_{k-1}\) and \(L_{0} = \bar{L}(\gamma)\), and as the solution to \((A.4)\) with \(h = \zeta^{(\Delta)}_{k}\) and \(L_{0} = \bar{L}(\gamma)\), respectively. Then we obtain
\[
\bar{\eta}^{(\Delta)}(x) = \sum_{k=0}^{\infty} \eta^{(\Delta)}_{k}|_{\Gamma_{1}} = \sum_{k=0}^{\infty} P^{k}(TF^{(\Delta)})(x)
\]
and the estimate for \(\bar{\eta}^{(\Delta)}\),
\[
\|\bar{\eta}^{(\Delta)}\|_{L^{\infty}(\Gamma_{1})} \leq K\|TF^{(\Delta)}\|_{L^{\infty}(\Gamma_{1})} \frac{1}{1 - e^{-\rho}}.
\]
To estimate \(\|TF^{(\Delta)}\|_{L^{\infty}(\Gamma_{1})}\), we set \(\xi^{(\Delta)}_{1}\) to be the solution to
\[
\begin{cases}
\bar{L}(\gamma)\xi^{(\Delta)}_{1} + F^{(\Delta)} = 0, & \bar{D}^{c}, \\
\xi^{(\Delta)}_{1}|_{\Gamma} = 0,
\end{cases}
\]
and \( \xi_2^{(\Delta)} = \xi^{(\Delta)} - \xi_1^{(\Delta)} \). Then \( \xi_2^{(\Delta)} \) satisfies
\[
\begin{cases}
\bar{L}(\gamma)\xi_2^{(\Delta)} = 0, & \mathcal{D}, \\
\xi_2^{(\Delta)}|_{\Gamma} = \Psi(\Delta)|_{\Gamma},
\end{cases}
\]
and we have
\[
\|\xi_2^{(\Delta)}\|_{L^\infty(\Gamma)} \leq \|\xi_2^{(\Delta)}\|_{L^\infty(\mathcal{D}^c)} \leq \|\Psi(\Delta)\|_{L^\infty(\Gamma)} \leq K_1\|F(\Delta)\|_{L^\infty(\mathcal{D})}
\]
for some constant \( K_1 > 0 \). On the other hand, to estimate \( \|\xi_1^{(\Delta)}\|_{L^\infty(\Gamma)} \), we set
\[
\xi_1^{(\Delta)} := v^{(\Delta)}(\bar{w}(\gamma))^\alpha, \quad \alpha > 1.
\]
We can assume that \( \mathcal{D} \) is sufficiently large so that
\[
-\gamma - \frac{1}{2}(D\bar{w}(\gamma))^*\lambda N^{-1}\lambda*D\bar{w}(\gamma) - \chi(\gamma) + \frac{\alpha - 1}{\bar{w}(\gamma)}(D\bar{w}(\gamma))^*\lambda\lambda*D\bar{w}(\gamma) < -M, \quad x \in \mathcal{D}^c,
\]
for some \( M > 0 \). Since
\[
\bar{L}(\gamma)\xi_1^{(\Delta)} = (\bar{w}(\gamma))^{\alpha}\bar{L}(\gamma)v^{(\Delta)} + \alpha v^{(\Delta)}(\bar{w}(\gamma))^{\alpha - 1}\bar{L}(\gamma)\bar{w}(\gamma)
\]
\[
+ \alpha(Dv^{(\Delta)})^*\lambda\lambda*(\bar{w}(\gamma))^\alpha
\]
\[
+ \alpha(\alpha - 1)v^{(\Delta)}(\frac{D\bar{w}(\gamma)}{\bar{w}(\gamma)})^*\lambda\lambda*(\frac{D\bar{w}(\gamma)}{\bar{w}(\gamma)})^\alpha,
\]
v\( (\Delta) \) satisfies
\[
\begin{cases}
\bar{L}(\gamma)v^{(\Delta)} + \alpha(\frac{D\bar{w}(\gamma)}{\bar{w}(\gamma)})^*\lambda\lambda*Dv^{(\Delta)}
\end{cases}
\]
\[
+ \frac{\alpha}{\bar{w}(\gamma)}\left\{\bar{L}(\gamma)\bar{w}(\gamma) + \frac{\alpha - 1}{\bar{w}(\gamma)}(D\bar{w}(\gamma))^*\lambda\lambda*D\bar{w}(\gamma)\right\}v^{(\Delta)} = -\frac{F(\Delta)}{(\bar{w}(\gamma))^{\alpha}}.
\]
Noting that
\[
\bar{L}(\gamma)\bar{w}(\gamma) + \frac{\alpha - 1}{\bar{w}(\gamma)}(D\bar{w}(\gamma))^*\lambda\lambda*D\bar{w}(\gamma)
\]
\[
= -\gamma - \frac{1}{2}(D\bar{w}(\gamma))^*\lambda N^{-1}\lambda*D\bar{w}(\gamma) - \chi(\gamma) + \frac{\alpha - 1}{\bar{w}(\gamma)}(D\bar{w}(\gamma))^*\lambda\lambda*D\bar{w}(\gamma)
\]
\[
< -M, \quad x \in \mathcal{D}^c,
\]
we have
\[
|v^{(\Delta)}(x)| \leq K_2\sup_{\mathcal{D}^c} \frac{|F(\Delta)|}{(\bar{w}(\gamma))^{\alpha}},
\]
for some constant \( K_2 > 0 \).
and thus
\[ \|\xi_1^\Delta\|_{L^\infty(\Gamma_1)} \leq K_2 \sup_{\mathcal{D}_1} \frac{|F(\Delta)|}{(\bar{w}(\gamma))^\alpha} \|\xi(\gamma)^\alpha\|_{L^\infty(\Gamma_1)}. \]

Moreover, \( \xi_1^\Delta = v^\Delta(\bar{w}(\gamma))^\alpha \to 0 \) uniformly on each compact set as \( \Delta \to 0 \). Therefore, \( \xi_1^\Delta \to 0 \) uniformly on each compact set and we also obtain the estimates
\[ \|\xi_1^\Delta\|_{L^\infty(\Gamma_1)} \leq K_1 \|F(\Delta)\|_{L^\infty(D_1)} + K_2 \sup_{\mathcal{D}_1} \frac{|F(\Delta)|}{(\bar{w}(\gamma))^\alpha} \|\xi(\gamma)^\alpha\|_{L^\infty(\Gamma_1)} \]
and
\[ \|\eta_1^\Delta\|_{L^\infty(\Gamma_1)} \leq K'_1 \|F(\Delta)\|_{L^\infty(D_1)} + K'_2 \sup_{\mathcal{D}_1} \frac{|F(\Delta)|}{(\bar{w}(\gamma))^\alpha} \|\xi(\gamma)^\alpha\|_{L^\infty(\Gamma_1)}. \]

Let \( \tilde{z}^\Delta \) be the solution to (A.26) for \( L_0 = \bar{L}(\gamma) \), \( f = F(\Delta) \) and \( \bar{\eta} = \eta_1^\Delta \). Then \( \tilde{z}^\Delta \to 0 \) uniformly as \( \Delta \to 0 \) since \( \|\tilde{z}^\Delta\| \) is estimated as shown above. Let \( \tilde{\eta}^\Delta \) be the solution to (A.20) for \( L_0 = \bar{L}(\gamma) \), \( f = F(\Delta) \) and \( \Psi = \tilde{z}^\Delta \). Then, as above, \( \tilde{\eta}^\Delta \to 0 \) uniformly on each compact set as \( \Delta \to 0 \). Since \( z^\Delta = \tilde{z}^\Delta \) in \( D_1 \) and \( z^\Delta = \eta_1^\Delta \) in \( \mathcal{D}_1 \), we conclude that \( z^\Delta \to 0 \) uniformly on each compact set.

In a similar manner, we have
\[
-\chi^\Delta = \bar{L}(\gamma + \Delta)\zeta^\Delta + \frac{(\beta_{\gamma+\Delta} - \beta_\gamma)^\ast}{\Delta} Dw(\gamma) \\
+ \frac{1}{2} (Dw(\gamma))^\ast \lambda N_{\gamma}^{-1} - N_{\gamma+\Delta}^{-1} \lambda^* Dw(\gamma) + \frac{U_{\gamma+\Delta} - U_\gamma}{\Delta} \\
+ \frac{1}{2\Delta} D(\bar{w}(\gamma+\Delta) - \bar{w}(\gamma))^\ast \lambda N_{\gamma+\Delta}^{-1} \lambda^* D(\bar{w}(\gamma+\Delta) - \bar{w}(\gamma)).
\]

By setting
\[
f_2^\Delta(x) := \frac{(\beta_{\gamma+\Delta} - \beta_\gamma)^\ast}{\Delta} Dw(\gamma) + \frac{1}{2} (Dw(\gamma))^\ast \lambda N_{\gamma}^{-1} - N_{\gamma+\Delta}^{-1} \lambda^* Dw(\gamma) \\
+ \frac{U_{\gamma+\Delta} - U_\gamma}{\Delta},
\]
we have
\[
-\chi^\Delta = \bar{L}(\gamma + \Delta)\zeta^\Delta + f_2^\Delta(x) + g^\Delta(x).
\]

Since \( m_{\gamma+\Delta}(x) dx \) converges to \( m_\gamma(x) dx \) weakly, and \( f_2^\Delta \) converges almost everywhere to \( f(x) \) by taking a subsequence if necessary, as above, we have
\[
-\chi_2^\Delta := \int f_2^\Delta(x)m_{\gamma+\Delta}(x) dx \to \int f(x)m_\gamma(x) dx = -\theta(\gamma)
\]
as \( |\Delta| \to 0 \).
Moreover, for $\Delta > 0$,
\[
-\chi_2^{(\Delta)} \leq -\chi^{(\Delta)}.
\]
(6.9)

We consider
\[
-\chi_2^{(\Delta)} = \bar{L}(\gamma + \Delta)u_2^{(\Delta)} + f_2^{(\Delta)}.
\]
(6.10)

Then, in the same manner as above, we see that $u_2^{(\Delta)} - u^{(\gamma + \Delta)} \to 0$, as $|\Delta| \to 0$, by specifying ambiguity constants. Since $u^{(\gamma + \Delta)}$ converges to $u$, $u_2^{(\Delta)}$ does the same.

From (6.4), (6.5), (6.8) and (6.9), it follows that
\[
\lim_{\Delta \downarrow 0} -\chi^{(\Delta)} = -\theta(\gamma).
\]
(6.11)

The converse inequalities of (6.5) and (6.9) hold for $\Delta < 0$, and we have
\[
\lim_{\Delta \uparrow 0} -\chi^{(\Delta)} = -\theta(\gamma).
\]
(6.11)

Hence, we see that $-\chi^{(\Delta)} \to -\theta(\gamma)$ as $|\Delta| \to 0$. From (6.3) and (6.6), we have
\[
-\chi_1^{(\Delta)} + \chi^{(\Delta)} = \bar{L}(\gamma)(u_1^{(\Delta)} - \zeta^{(\Delta)}) + g^{(\Delta)},
\]
and through arguments similar to those above, we see that
\[
\liminf_{\Delta \downarrow 0}(u_1^{(\Delta)}(x) - \zeta^{(\Delta)}(x)) \geq 0,
\]
(6.11’)
since $g^{(\Delta)}(x) \geq 0$ for $\Delta > 0$ and $\chi^{(\Delta)} - \chi_1^{(\Delta)} \to 0$ as $|\Delta| \to 0$. Similarly, from (6.7) and (6.10), we have
\[
-\chi_2^{(\Delta)} + \chi^{(\Delta)} = \bar{L}(\gamma + \Delta)(u_2^{(\Delta)} - \zeta^{(\Delta)}) - g^{(\Delta)}
\]
and see that
\[
\limsup_{\Delta \downarrow 0}(u_2^{(\Delta)}(x) - \zeta^{(\Delta)}(x)) \leq 0.
\]
(6.11’)

Therefore,
\[
\lim_{\Delta \downarrow 0} \zeta^{(\Delta)}(x) = u(x).
\]

We likewise have
\[
\limsup_{\Delta \downarrow 0}(u_1^{(\Delta)}(x) - \zeta^{(\Delta)}(x)) \leq 0
\]
and
\[
\liminf_{\Delta \downarrow 0}(u_2^{(\Delta)}(x) - \zeta^{(\Delta)}(x)) \geq 0
\]
since \( g(\Delta)(x) \leq 0 \) for \( \Delta < 0 \). Therefore, we obtain
\[
\lim_{\Delta \to 0} \zeta(\Delta)(x) = u(x)
\]
and Lemma 6.4 follows. \( \square \)

**Remark 6.1.** Since \( u = u(\gamma) = \frac{\partial u}{\partial x_l} \) is a solution to (5.1), it has a polynomial growth order. More precisely, we have
\[
|u(x)| \leq C(1 + |x|^2), \quad \exists C > 0;
\]
cf. Corollary 5.1 and (3.11). Furthermore, we can see that \( \frac{\partial u}{\partial x_l} \) also has a polynomial growth order for each \( l \). Indeed, \( u_l := \frac{\partial u}{\partial x_l} \) satisfies
\[
0 = \frac{1}{2} D_i (a^{ij} D_j u_l) + B^i D_i u_l - D_l f + \frac{1}{2} D_i (a^{ij}_l D_j u) + B^i_l D_i u,
\]
where
\[
a^{ij}(x) = (\lambda \lambda^*)^{ij}(x),
B^j(x) = \beta^j_i(x) - \frac{1}{2} D_i ((\lambda \lambda^*)^{ij}) - (\lambda N^{-1}_l \lambda^* D \tilde{w})^j,
\]
\[
f = \frac{1}{2(1-\gamma)^2} (\lambda^* D \tilde{w} - \Sigma^* \dot{\gamma})^* (\Sigma \Sigma^*)^{-1} \Sigma (\lambda^* D \tilde{w} - \Sigma^* \dot{\gamma}),
\]
\[
a^{ij}_l = \frac{\partial a^{ij}}{\partial x_l}, \quad B^i_l = \frac{\partial B^i}{\partial x_l}.
\]
Therefore, if we set \( f_i = -\frac{1}{2} a^{ij}_l D_j u, i \neq l \), and \( f_l = -\frac{1}{2} a^{ij}_l D_j u - f \), then \( u_l \) satisfies
\[
(6.14) \quad \int \left( \frac{1}{2} a^{ij}_l D_j u_l - f_i \right) \xi_{x_l} dx + \int (B^i D_i u_l + B^i_l D_i u) \xi dx = 0
\]
for each \( \xi \in W^{1,2}_0(B_\rho(x_0)), \rho > 0, x_0 \in \mathbb{R}^\alpha \). We note that
\[
\|f_i\|_{L^{p/2}(B_\rho(x_0))}, \|B^i\|_{L^{p/2}(B_\rho(x_0))}, \|B^i_l D_i u\|_{L^{p/2}(B_\rho(x_0))} \leq \mu(x_0) \leq C(1 + |x_0|^m_0),
\]
\( \exists C > 0, m_0 > 0 \),
which can be seen in light of our assumptions since \( u \) is a solution to (5.1), and \( \tilde{w} \) is a solution to (3.1). Equation (6.14) corresponds to (13.4) in [25], Chapter 3, Section 13. Therefore, by the same arguments as in that work,
\[
\int_{A_{k,\rho}} |\nabla u_l|^2 \zeta^2 dx \leq \gamma(x_0) \left[ \int_{A_{k,\rho}} (u_l - k)^2 |\nabla \zeta|^2 dx + (k^2 + 1)|A_{k,\rho}|^{1-2/p} \right]
\]
is seen to hold, where \( \zeta \) is a cut-off function supported by \( B_\rho(x_0) \), \( A_{k,\rho} = \{ x \in B_\rho(x_0); u_l(x) > k \} \), and \( \gamma(x_0) \) is a constant dominated by \( C(1 + |x_0|^m_1) \), \( C > 0, m_1 > 0 \). From this inequality we obtain inequality (5.12) for \( u = u_l \) in [25], Chapter 2, Section 5. Hence, similarly to the proof of Lemma 5.4 in [25], Chapter 2, we see that \( u_l \) has a polynomial growth order.
7. Proof of Theorem 2.4. We first state the following lemma.

**Lemma 7.1.** Under the assumptions of Theorem 2.3,

\[ \chi'(-\infty) := \lim_{\gamma \to -\infty} \chi'(\gamma) = 0. \]

**Proof.** Note that

\[ 0 \leq \lim_{\gamma \to -\infty} \chi'(\gamma) \leq \chi'(\gamma_0) \]

for \( \gamma_0 < 0 \) and that \( \chi'(\gamma) \) is nondecreasing. Therefore, \( \chi'(-\infty) \) exists. Furthermore,

\[ \frac{\chi(\gamma)}{\gamma} = -\frac{1}{\gamma} \int_{\gamma_0}^{\gamma} \chi'(t) \, dt + \frac{\chi(\gamma_0)}{\gamma} \]

and \( \lim_{\gamma \to -\infty} \frac{\chi(\gamma)}{\gamma} = 0 \) since \( -\chi_0 \leq \chi(\gamma) \leq 0 \). Here, \( \chi_0 \) is a constant defined by (3.10). Hence, we obtain (7.1). \( \square \)

We next give the proof of Theorem 2.4. For \( \gamma < 0 \), we have

\[
\log P \left( \log \frac{V_T(h) - \log S_T^0}{T} \leq \kappa \right) = \log P \left( \left( \frac{V_T(h)}{S_T^0} \right)^\gamma \geq e^{\gamma \kappa T} \right) \\
\leq \log \left\{ E \left[ \left( \frac{V_T(h)}{S_T^0} \right)^\gamma \right] e^{-\gamma \kappa T} \right\} \\
= \log E \left[ \left( \frac{V_T(h)}{S_T^0} \right)^\gamma \right] - \gamma \kappa T.
\]

Therefore,

\[
\inf_h \log P \left( \frac{V_T(h) - \log S_T^0}{T} \leq \kappa \right) \leq \inf_h \log E \left[ \left( \frac{V_T(h)}{S_T^0} \right)^\gamma \right] - \gamma \kappa T \\
\leq v(0, x; T) - \gamma \kappa T,
\]

from which we obtain

\[
\liminf_{T \to \infty} \frac{1}{T} \inf_h \log P \left( \frac{V_T(h) - \log S_T^0}{T} \leq \kappa \right) \leq \chi(\gamma) - \gamma \kappa
\]

for all \( \gamma < 0 \). Hence, we have

\[
\liminf_{T \to \infty} \frac{1}{T} \inf_h \log P \left( \frac{V_T(h) - \log S_T^0}{T} \leq \kappa \right) \leq \inf_{\gamma < 0} \{ \chi(\gamma) - \gamma \kappa \}. \]

The converse inequality is more difficult to prove. Take a constant \( \kappa \) and \( \varepsilon > 0 \) such that \( \kappa - \varepsilon > 0 \). Then there exists \( \gamma_\varepsilon \) such that

\[
\inf_{\gamma < 0} \{ \chi(\gamma) - \gamma(\kappa - \varepsilon) \} = \chi(\gamma_\varepsilon) - \gamma_\varepsilon \chi'(\gamma_\varepsilon). \]

(7.2)
We write $\gamma_{c}$ as $\gamma$ for simplicity in the following. Let us introduce a probability measure $\tilde{P}$ defined by

$$\frac{d\tilde{P}}{dP}\bigg|_{\mathcal{F}_t} = e^{M_t^\gamma - (1/2)(M_t^\gamma)_T},$$

where

$$M_t^\gamma = \int_0^t \left\{ \frac{\gamma}{1 - \gamma} \hat{\alpha}^* \Sigma + (Dw)^* \lambda N_{\gamma}^{-1} \right\} (X_s) dW_s.$$ 

Then $\tilde{W}_t = W_t - \int_0^t \left\{ \frac{\gamma}{1 - \gamma} \Sigma^* \hat{\alpha} + N_{\gamma}^{-1} \lambda^* Dw \right\} (X_s) ds$ is a martingale under the probability measure $\tilde{P}$ and

$$dX_t = \beta(X_t) dt + \lambda(X_t) d\tilde{W}_t$$

(7.3)

Note that $(X_t, \tilde{P})$ has the same law as the diffusion process $(\bar{Y}_t, P)$ governed by stochastic differential equation (4.12). We further note H-J-B equation of ergodic type (2.18) can be written as

$$\chi(\gamma) = \bar{L} w - \frac{1}{2} (Dw)^* \lambda N_{\gamma}^{-1} \lambda^* Dw - U_{\gamma}$$

by using $\bar{L}$ defined by (4.16). On the other hand, (5.1) is written as

$$\chi'(\gamma) = \bar{L} w_{\gamma} + \frac{1}{2(1 - \gamma)^2} (\lambda^* Dw + \hat{\alpha})^* (\sigma^* \Sigma^* \Sigma^*)^{-1} (\sigma^* \lambda^* Dw + \hat{\alpha})$$

(7.4)

$$= \bar{L} w_{\gamma} + \frac{1}{2(1 - \gamma)^2} (\lambda^* Dw + \Sigma^* \hat{\alpha}^*) \Sigma^* (\Sigma^* \Sigma^*)^{-1} \Sigma (\lambda^* Dw + \Sigma^* \hat{\alpha})$$

$$=: \bar{L} w_{\gamma} + V_1(x),$$

owing to Lemma 6.3, where $w_{\gamma} = \frac{\partial w}{\partial \gamma}$. Now we have

$$\log V_T(h) - \log S_T^0$$

$$= \log v + \int_0^T \left\{ h_s^* \hat{\alpha}(X_s) - \frac{1}{2} h_s^* \sigma \sigma^* (X_s) h_s \right\} ds + \int_0^T h_s^* \sigma (X_s) dW_s$$

$$= \log v + \int_0^T h_s^* \sigma (X_s) d\tilde{W}_s$$

$$+ \int_0^T \left\{ h_s^* \hat{\alpha}(X_s) - \frac{1}{2} h_s^* \sigma \sigma^* (X_s) h_s + \frac{\gamma}{1 - \gamma} h_s^* \sigma \Sigma^* \hat{\alpha}(X_s) + h_s^* \sigma N_{\gamma}^{-1} \lambda^* Dw(X_s) \right\} ds$$
\[= \log v + \int_0^T h_s^* \sigma(X_s) \, d\tilde{W}_s\]
\[+ \int_0^T \left\{ \frac{1}{1-\gamma} (h_s^* \hat{\alpha}(X_s) + h_s^* \sigma \lambda^* D w(X_s)) - \frac{1}{2} h_s^* \sigma \sigma^*(X_s) h_s \right\} \, ds\]
\[= \log v + \int_0^T \left\{ h_s - \frac{1}{1-\gamma} (\sigma \sigma^*)^{-1}(\hat{\alpha} + \sigma \lambda^* D w) \right\}^* \sigma(X_s) \, d\tilde{W}_s\]
\[+ \int_0^T \frac{1}{1-\gamma} \left\{ (\sigma \sigma^*)^{-1}(\hat{\alpha} + \sigma \lambda^* D w) \right\}^* \sigma(X_s) \, d\tilde{W}_s\]
\[- \frac{1}{2} \int_0^T \left\{ h_s - \frac{1}{1-\gamma} (\sigma \sigma^*)^{-1}(\hat{\alpha} + \sigma \lambda^* D w) \right\}^* \sigma \sigma^* \left\{ h_s - \frac{1}{1-\gamma} (\sigma \sigma^*)^{-1}(\hat{\alpha} + \sigma \lambda^* D w) \right\} \, ds\]
\[+ \frac{1}{2(1-\gamma)^2} \int_0^T (\hat{\alpha} + \sigma \lambda^* D w)^*(\sigma \sigma^*)^{-1}(\hat{\alpha} + \sigma \lambda^* D w)(X_s) \, ds\]
\[= \log v + M^h_T - \frac{1}{2} (M^h)_T\]
\[+ \int_0^T \frac{1}{1-\gamma} \left\{ (\sigma \sigma^*)^{-1}(\hat{\alpha} + \sigma \lambda^* D w) \right\}^* \sigma(X_s) \, d\tilde{W}_s\]
\[+ \int_0^T V_1(X_s) \, ds,\]

and we set
\[M^h_t := \int_0^t \left\{ h_s - \frac{1}{1-\gamma} (\sigma \sigma^*)^{-1}(\hat{\alpha} + \sigma \lambda^* D w) \right\}^* \sigma(X_s) \, d\tilde{W}_s.\]

Note that \(\kappa - \varepsilon = \chi'(\gamma)\). Then it follows that
\[\hat{P}\left( \frac{1}{T} (\log V_T(h) - \log S_0^h) > \kappa \right)\]
\[\leq \hat{P}\left( \frac{1}{T} \log v + \frac{1}{T} \int_0^T V_1(X_s) \, ds > \chi'(\gamma) + \varepsilon \right)\]
\[+ \hat{P}\left( \frac{1}{T} \left( M^h_T - \frac{1}{2} (M^h)_T \right) > \varepsilon \right)\]
\[+ \hat{P}\left( \frac{1}{T} \int_0^T \frac{1}{1-\gamma} \left\{ (\sigma \sigma^*)^{-1}(\hat{\alpha} + \sigma \lambda^* D w) \right\}^* \sigma(X_s) \, d\tilde{W}_s > \frac{\varepsilon}{3} \right).\]
Taking Lemma 4.2 into account, we have
\[
P \left( \frac{1}{T} \int_0^T \frac{1}{1 - \gamma} \{(\sigma_\star)^{-1}(\hat{\alpha} + \sigma_\lambda D\mu)\}^\star \sigma(X) d\tilde{W} > \frac{\varepsilon}{3} \right)
\leq \frac{9}{\varepsilon^2 T^2} E \left[ \int_0^T V_1(X) ds \right]
\leq \frac{C}{\varepsilon^2 T}
\]
for some positive constant \(C\) and
\[
P \left( \frac{1}{T} \left( M_T^h - \frac{1}{2} (M^h)^\star_T \right) > \frac{\varepsilon}{3} \right) \leq e^{-\varepsilon T/3} E \left[ e^{M_T^h - (1/2)(M^h)^\star_T} \right] \leq e^{-\varepsilon T/3}.
\]

Thus, by using the following lemma, we can see that
\[
(7.6) \quad \tilde{P} \left( \frac{1}{T} (\log V_T(h) - \log S^0_T) > \kappa \right) < \varepsilon
\]
for sufficiently large \(T\).

**Lemma 7.2.** For sufficiently large \(T\) we have
\[
P \left( \frac{1}{T} \log v + \frac{1}{T} \int_0^T V_1(X) ds > \chi'(\gamma) + \frac{\varepsilon}{3} \right) \leq \frac{\varepsilon}{2}
\]

**Proof.** By Itô’s formula,
\[
w_\gamma(X_T) - w_\gamma(X_0)
= \int_0^T \{ \tilde{L}(\gamma) w_\gamma(X) \} ds + \int_0^T (\nabla w_\gamma(X))^\star \lambda(X) d\tilde{W}
= - \int_0^T V_1(X) ds + \chi'(\gamma) T + \int_0^T (\nabla w_\gamma(X))^\star \lambda(X) d\tilde{W}.
\]

Therefore,
\[
\frac{1}{T} \int_0^T V_1(X) ds = \chi'(\gamma) + \frac{1}{T} \{ w_\gamma(x) - w_\gamma(X_T) \}
+ \frac{1}{T} \int_0^T (\nabla w_\gamma(X))^\star \lambda(X) d\tilde{W}.
\]

Thus,
\[
\tilde{P} \left( \frac{1}{T} \log v + \frac{1}{T} \int_0^T V_1(X) ds > \chi'(\gamma) + \frac{\varepsilon}{3} \right)
= \tilde{P} \left( \frac{1}{T} \log v + \frac{1}{T} \{ w_\gamma(x) - w_\gamma(X_T) \} + \frac{1}{T} \int_0^T (\nabla w_\gamma(X))^\star d\tilde{W} > \frac{\varepsilon}{3} \right)
\]
We have seen that $T$. Hence, by taking it is straightforward to see that likewise $T$
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Then $T$ for sufficiently large. Therefore, taking the following lemma into account as well, we have

\[ \lim_{T \to \infty} \frac{1}{T} \inf_{h \in \mathcal{H}(T)} \log P \left( \frac{\log V_T(h) - \log S_T^0}{T} \leq \kappa \right) \geq \chi(\gamma) - \gamma' (\gamma) - 2\varepsilon \]

\[ = \chi(\gamma) - \gamma (\kappa - \varepsilon) - 2\varepsilon \]

\[ \geq \inf_{\gamma < 0} \left\{ \chi(\gamma) - \gamma (\kappa - \varepsilon) \right\} - 2\varepsilon \]

Hence, by taking $T$ and $R$ to be sufficiently large, we obtain our present lemma because of Lemma 4.2; cf. Remark 6.1. □

Let us complete the proof of Theorem 2.4 for $0 < \kappa < \chi'(0-)$. Set

\[ \bar{M}_t^\gamma = \int_0^t \left\{ \frac{\gamma}{1 - \gamma} \hat{\alpha} \Sigma + (Dw)^* \lambda N^{-1} \right\} (X_s) d\bar{W}_s \]

and

\[ A_1 = \{ -\bar{M}_T^\gamma \geq -\varepsilon T \}, \]

\[ A_2 = \{ -\frac{1}{2} (M_T^\gamma) \geq (\kappa (\gamma) - \gamma' (\gamma) - \varepsilon) T \}, \]

\[ A_3 = \left\{ \frac{1}{T} (\log V_T(h) - \log S_T^0) \leq \kappa \right\}. \]

Then

\[ P \left( \frac{1}{T} (\log V_T(h) - S_T^0) \leq \kappa \right) = \tilde{E} \left[ e^{-\bar{M}_T^\gamma -(1/2) (M_T^\gamma)^T} ; \frac{1}{T} (\log V_T(h) - S_T^0) \leq \kappa \right] \]

\[ \geq \tilde{E} \left[ e^{-\bar{M}_T^\gamma -(1/2) (M_T^\gamma)^T} ; A_1 \cap A_2 \cap A_3 \right] \]

\[ \geq e^{(\kappa (\gamma) - \gamma' (\gamma) - 2\varepsilon) T} \tilde{P} (A_1 \cap A_2 \cap A_3) \]

\[ \geq e^{(\kappa (\gamma) - \gamma' (\gamma) - 2\varepsilon) T} \left\{ 1 - \tilde{P} (A_1^c) - \tilde{P} (A_2^c) - \tilde{P} (A_3^c) \right\}. \]

We have seen that $\tilde{P} (A_3^c) < \varepsilon$ holds for sufficiently large $T$ in (7.6), and it is straightforward to see that likewise $\tilde{P} (A_1^c) < \varepsilon$ for sufficiently large $T$. Therefore, taking the following lemma into account as well, we have

\[ P \left( \frac{1}{T} (\log V_T(h) - \log S_T^0) \leq \kappa \right) \geq e^{(\kappa (\gamma) - \gamma' (\gamma) - 2\varepsilon) T} (1 - 3\varepsilon) \quad \forall h \in \mathcal{H}(T), \]

for sufficiently large $T$, and

\[ \lim_{T \to \infty} \frac{1}{T} \inf_{h \in \mathcal{H}(T)} \log P \left( \frac{\log V_T(h) - \log S_T^0}{T} \leq \kappa \right) \geq \chi(\gamma) - \gamma' (\gamma) - 2\varepsilon \]

\[ = \chi(\gamma) - \gamma (\kappa - \varepsilon) - 2\varepsilon \]

\[ \geq \inf_{\gamma < 0} \left\{ \chi(\gamma) - \gamma (\kappa - \varepsilon) \right\} - 2\varepsilon \]
for each $\varepsilon$. Since $\chi(\gamma)$ is smooth and convex, $J(\kappa) = \inf_{\gamma < 0} \{ \chi(\gamma) - \gamma \kappa \}$, $\kappa > 0$, is strictly concave, and thus continuous. Hence,

$$
\lim_{T \to \infty} \frac{1}{T} \inf_{h \in \mathcal{H}(T)} \log P \left( \frac{\log V_T(h) - \log S_T^0}{T} \leq \kappa \right) \geq \inf_{\gamma < 0} \{ \chi(\gamma) - \gamma \kappa \}. \tag{\square}
$$

**Lemma 7.3.** Under the assumptions of Theorem 2.4,\\n
$$
\hat{P} \left( \frac{1}{2} \langle M^\gamma \rangle_T \geq -\chi(\gamma) - \gamma \chi'(\gamma) - \varepsilon \right) < \varepsilon
$$

holds for sufficiently large $T$.

**Proof.** First note that

$$
\frac{1}{2} N^{-1}_\gamma - \frac{1}{2} (N^{-1}_\gamma)^2 = -\frac{\gamma}{2(1 - \gamma)^2} \Sigma^* (\Sigma \Sigma^*)^{-1} \Sigma
$$

and

$$
\frac{\gamma}{2(1 - \gamma)} - \frac{\gamma}{2(1 - \gamma)^2} = -\frac{\gamma^2}{2(1 - \gamma)^2}.
$$

Then, from (7.4) and (7.5), we have

$$
\chi(\gamma) - \gamma \chi'(\gamma) = \hat{L}(w - \gamma w_\gamma) - \frac{1}{2} (Dw)^* \lambda N^{-1}_\gamma \lambda^* Dw - U_\gamma - \gamma V_1(x)
$$

$$
= \hat{L}(w - \gamma w_\gamma) - \frac{1}{2} (Dw)^* \lambda N^{-1}_\gamma \lambda^* Dw - \frac{\gamma}{(1 - \gamma)^2} (\lambda \Sigma^* \hat{\alpha})^* Dw
$$

$$
+ \frac{1}{2} (Dw)^* \lambda (N^{-1}_\gamma - (N^{-1}_\gamma)^2) \lambda^* Dw - \gamma^2 2(1 - \gamma)^2 \hat{\alpha} \Sigma^* \hat{\alpha}
$$

$$
= \hat{L}(w - \gamma w_\gamma)
$$

$$
- \frac{1}{2} \left( \frac{\gamma}{1 - \gamma} \Sigma^* \hat{\alpha} + N^{-1}_\gamma \lambda^* Dw \right)^* \left( \frac{\gamma}{1 - \gamma} \Sigma^* \hat{\alpha} + N^{-1}_\gamma \lambda^* Dw \right).
$$

Set

$$
V_2(x) = \frac{1}{2} \left( \frac{\gamma}{1 - \gamma} \Sigma^* \hat{\alpha} + N^{-1}_\gamma \lambda^* Dw \right)^* \left( \frac{\gamma}{1 - \gamma} \Sigma^* \hat{\alpha} + N^{-1}_\gamma \lambda^* Dw \right).
$$

Then

$$
\frac{1}{2} \langle M^\gamma \rangle_t = \int_0^t V_2(X_s) \, ds.
$$

By Itô’s formula, we have

$$
(w - \gamma w_\gamma)(X_t) - (w - \gamma w_\gamma)(X_0)
$$

$$
= \int_0^t \hat{L}(\gamma)(w - \gamma w_\gamma)(X_s) \, ds + \int_0^t D(w - \gamma w_\gamma)(X_s)^* \lambda(X_s) \, d\tilde{W}_s
$$

$$
= \{ \chi(\gamma) - \gamma \chi'(\gamma) \} t + \int_0^t V_2(X_s) \, ds + \int_0^t D(w - \gamma w_\gamma)(X_s)^* \lambda(X_s) \, d\tilde{W}_s.
$$
Thus,

\[ \tilde{P}\left( \frac{1}{2}(M^\gamma)_T + \{\chi(\gamma) - \gamma\chi'(\gamma)\}_T > \varepsilon T \right) \]

\[ = \tilde{P}\left( (w - \gamma w_\gamma)(X_T) - (w - \gamma w_\gamma)(x) \right. \]

\[ - \left. \int_0^t D(w - \gamma w_\gamma)(X_s)^* \lambda(X_s) d\tilde{W}_s > \varepsilon T \right) \]

\[ \leq \tilde{P}\left( (w - \gamma w_\gamma)(X_T) > \frac{\varepsilon T}{3} \right) + \tilde{P}\left( -(w - \gamma w_\gamma)(x) > \frac{\varepsilon T}{3} \right) \]

\[ + \tilde{P}\left( - \int_0^t D(w - \gamma w_\gamma)(X_s)^* \lambda(X_s) d\tilde{W}_s > \varepsilon T \right). \]

Hence, we obtain the present lemma in the same way as Lemma 7.2. □

For \( \kappa < 0 \), we shall prove Theorem 2.4. By convexity, we have

\[ \chi(-1) \geq \chi(\gamma) + \chi'(\gamma)(-1 - \gamma), \quad \gamma < -1. \]

That is,

\[ \chi(\gamma) - \gamma \kappa \leq \chi(-1) + \chi'(\gamma) + \gamma(\chi'(\gamma) - \kappa). \]

\( \chi'(\gamma) \) is monotonically nondecreasing, and \( \chi'(\gamma) \to 0 \) as \( \gamma \to -\infty \). Therefore, we see that

\[ \chi(\gamma) - \gamma \kappa \to -\infty \quad \text{as} \quad \gamma \to -\infty. \]

Hence,

\[ \inf_{\gamma < 0} \{\chi(\gamma) - \gamma \kappa\} = -\infty. \]

On the other hand, by taking \( h = 0 \), we have \( V_T(h) = v \exp(rT) \) and

\[ P\left( \frac{\log V_T(h) - \log S_T^0}{T} \leq \kappa \right) = 0 \]

for sufficiently large \( T \). Thus, \( J(\kappa) = -\infty \).

8. Proof of Theorem 2.5. For a given constant \( 0 < \kappa < \chi'(0-) \), take \( \gamma(\kappa) \) such that \( \chi'(\gamma(\kappa)) = \kappa \), namely,

\[ \inf_{\gamma < 0} \{\chi(\gamma) - \gamma \kappa\} = \chi(\gamma(\kappa)) - \gamma(\kappa) \kappa. \]

Then, since

\[ \inf_{h} \log P\left( \frac{\log V_T(h) - \log S_T^0}{T} \leq \kappa \right) \leq \inf_{h} \log E\left[ \left( \frac{V_T(h)}{S_T^0} \right)^{\gamma(\kappa)} \right] - \gamma(\kappa) \kappa T, \]
we have
\[ J(\kappa) \leq \lim_{T \to \infty} \frac{1}{T} \inf_h \log E \left[ \left( \frac{V_T(h)}{S^0_T} \right)^{\gamma(\kappa)} \right] - \gamma(\kappa) \kappa. \]

Therefore, if we prove that
\[
\lim_{T \to \infty} \frac{1}{T} \inf_h \log E \left[ \left( \frac{V_T(h)}{S^0_T} \right)^{\gamma(\kappa)} \right] = \lim_{T \to \infty} \frac{1}{T} \log E \left[ \left( \frac{V_T(h(\gamma(\kappa)))}{S^0_T} \right)^{\gamma(\kappa)} \right]
\]
\[= \chi(\gamma(\kappa)), \tag{8.1} \]
then we complete the proof of the present theorem because
\[ J(\kappa) \leq J_\infty(\kappa) \leq \lim_{T \to \infty} \frac{1}{T} \log E \left[ \left( \frac{V_T(h(\gamma(\kappa)))}{S^0_T} \right)^{\gamma(\kappa)} \right] - \gamma(\kappa) \kappa \]
and \( J(\kappa) = \inf_{\gamma < 0} \{ \chi(\gamma) - \gamma \kappa \} \) by Theorem 2.4. (8.1) is proved in the following proposition.

**Proposition 8.1.** Under the assumptions of Theorem 2.5, (8.1) holds.

**Proof.** Let \( w = w(\gamma(\kappa)) \) be a solution to (2.18) for \( \gamma = \gamma(\kappa) \) and \( h(\gamma(\kappa)) = h(X_t) \), where \( X_t \) is the solution to (2.24). Noting that
\[
\eta(x, \tilde{h}) = \tilde{h}^* \alpha\sigma - \frac{1}{2} \left( 1 - \gamma \right) \tilde{h}^* \sigma \sigma^* \tilde{h}
\]
\[= \frac{1}{2(1 - \gamma)} \hat{\alpha}^* \sigma \sigma^* \hat{\alpha} - \frac{1}{2(1 - \gamma)} (Dw)^* \lambda \sigma^*(\sigma\sigma^*)^{-1} \sigma \lambda^* Dw, \tag{8.2} \]
we have
\[
w(X_t) - w(X_0)
= \int_0^t \left\{ \frac{1}{2} \text{tr}[(\lambda^* D^2 w) + (\beta + \gamma \sigma^* \tilde{h})^* Dw] \right\} (X_s) ds
+ \int_0^t (Dw)^* \lambda(X_s) dW^h_s
= \int_0^t \left\{ \frac{1}{2} \text{tr}[(\lambda^* D^2 w) + \beta^*_\gamma Dw]
+ \frac{\gamma}{1 - \gamma} (Dw)^* \lambda \sigma^*(\sigma \sigma^*)^{-1} \sigma \lambda^* Dw \right\} (X_s) ds
+ \int_0^t (Dw)^* \lambda(X_s) dW^h_s
\]
\[ \int_0^t \left\{ \chi + U_\gamma + \frac{\gamma}{2(1 - \gamma)} (Dw)^* \lambda \sigma^*(\sigma \sigma^*)^{-1} \sigma \lambda^* Dw - \frac{1}{2} (Dw)^* \lambda \lambda^* Dw \right\} (X_s) \, ds \]

\[ + \int_0^t (Dw)^* \lambda(X_s) \, dW^h_s \]

\[ = \int_0^t \left\{ \chi - \gamma \eta(X_s, \tilde{h}_{s}^{(\gamma)}) - \frac{1}{2} (Dw)^* \lambda \lambda^* Dw(X_s) \right\} \, ds \]

\[ + \int_0^t (Dw)^* \lambda(X_s) \, dW^h_s. \]

Thus,

\[ E^h[\int_0^T \gamma \eta(X_s, \tilde{h}_{s}^{(\gamma)}) \, ds] = E^h[\int_0^T (Dw)^* \lambda(X_s) \, dW^h_s - \frac{1}{2} \int_0^T (Dw)^* \lambda \lambda^* Dw(X_s) \, ds]. \]

Let us introduce a new measure \( \tilde{P} \) defined by

\[ \frac{d\tilde{P}}{d\tilde{P}^h} = e^{\int_0^T (Dw)^* \lambda(X_s) \, dW^h_s - \frac{1}{2} \int_0^T (Dw)^* \lambda \lambda^* Dw(X_s) \, ds}. \]

Then

\[ \tilde{W}_t = W^h_t - \int_0^t \lambda^* Dw(X_s) \, ds \]

is a Brownian motion process under \( \tilde{P} \) and

\[ dX_t = \{ \beta(X_t) + \gamma \lambda \sigma^* \tilde{h}(X_t) + \lambda \lambda^* Dw(X_t) \} \, dt + \lambda(X_t) \, d\tilde{W}_t. \]

Therefore,

\[ e^{-w(X_T)} - e^{-w(x)} \]

\[ = - \int_0^T e^{-w(X_s)} (Dw)^* \lambda(X_s) \, d\tilde{W}_s \]

\[ + \int_0^T e^{-w(X_s)} \left\{ - \frac{1}{2} \text{tr}[\lambda \lambda^* D^2w] - (\beta + \gamma \lambda \sigma^* \tilde{h})^* Dw - \frac{1}{2} (Dw)^* \lambda \lambda^* Dw \right\} (X_s) \, ds \]

\[ = - \int_0^T e^{-w(X_s)} (Dw)^* \lambda(X_s) \, d\tilde{W}_s \]
\[- \int_0^T e^{-w(X_s)} \left\{ \frac{1}{2} \text{tr}[\lambda \lambda^* D^2 w] + \beta^*_\gamma D w \\
+ \frac{\gamma}{1 - \gamma} (Dw)^* \lambda \sigma^*(\sigma \sigma^*)^{-1} \lambda^* Dw \\
+ \frac{1}{2} (Dw)^* \lambda \lambda^* Dw \right\} (x_s) ds \]

\[- \int_0^T e^{-w(X_s)} (Dw)^* \lambda(X_s) d\tilde{W}_s - \int_0^T e^{-w(X_s)} \{ \chi - \gamma \eta(X_s, \tilde{h}^{(\gamma)}_s) \} ds. \]

Then, by the arguments using the stopping time, we have

\[
\mathbb{E}[e^{\int_0^T \gamma \eta(X_s, \tilde{h}^{(\gamma)}_s) ds}] = e^{\chi T} e^{-w(X_T)} \mathbb{E} \left[ e^{-w(x)} + \int_0^T e^{-w(X_s)} \{ \gamma \eta(X_s, \tilde{h}^{(\gamma)}_s) - \chi \} ds \right].
\]

Hence, we obtain

\[
\lim_{T \to \infty} \frac{1}{T} \log \mathbb{E}[e^{\int_0^T \gamma \eta(X_s, \tilde{h}^{(\gamma)}_s) ds}] \leq \chi(\gamma)
\]

by taking into account (2.25) and (8.2). The converse inequality holds since \( \tilde{h}^{(\gamma)}_s \in A(T) \).

**APPENDIX**

Let \( L_0 \) be an elliptic operator defined by

\[
L_0 u := \frac{1}{2} \sum_{i,j} a^{ij}(x) D_{ij} u + \sum_i b^i(x) D_i u
\]

(A.1)

where \( a^{ij}(x) \) and \( b^i(x) \) are Lipschitz continuous functions such that

\[
k_0 |y|^2 \leq y^* a(x) y \leq k_1 |y|^2 \quad \forall y \in \mathbb{R}^N, k_0, k_1 > 0
\]

and \( \tilde{b}^i = b^i - \frac{1}{2} \sum_j D_j a^{ji} \). We assume that there exists a positive function \( \psi \in C^2(\mathbb{R}^N) \) such that

\[
\psi(x) \to \infty, \quad \text{as } |x| \to \infty,
\]

(A.3)

\[
-L_0 \psi - \frac{c_0}{\psi^2} (D\psi)^* a D\psi > 0, \quad x \in B_{R_0}^c, \exists R_0 > 0, c_0 > 0,
\]

\[
L_0 \psi < -1, \quad x \in B_{R_0}^c.
\]
Set $K(x; \psi) = -L_0 \psi$,

$$F_\psi = \left\{ u \in W^{2,p}_{\text{loc}}, \text{ess sup}_{x \in B_{R_0}^c} \frac{|u(x)|}{\psi(x)} < \infty \right\},$$

$$F_K = \left\{ f \in L^\infty_{\text{loc}}; \text{ess sup}_{x \in B_{R_0}^c} \frac{|f(x)|}{K(x; \psi)} < \infty \right\},$$

and

$$\mathcal{D} = B_{R_0} = \{ x \in \mathbb{R}^N; |x| < R_0 \}.$$  

Then we consider the following exterior Dirichlet problem for a given bounded continuous function $h$ on $\Gamma = \partial \mathcal{D}$:

(A.4) \[
\begin{cases}
-L_0 \xi = 0, & x \in \mathcal{D}^c, \\
\xi|_\Gamma = h.
\end{cases}
\]

**Proposition A.1.** Exterior Dirichlet problem (A.4) has a unique bounded solution $\xi \in W^{2,p}_{\text{loc}} \cap L^\infty, 1 < p < \infty$.

**Proof.** We first show uniqueness. Note that

$$-L_0 \psi = K(x; \psi) > 0, \quad x \in \mathcal{D}^c,$$

and set $\xi = \mu \psi$. Then

$$0 = L_0 \xi = (-L_0 \mu) \psi - (L_0 \psi) \mu - (D \mu)^* a D \psi.$$

Therefore, $\mu$ satisfies

(A.5) \[
\begin{cases}
-L_0 \mu - \left( \frac{D \psi}{\psi} \right)^* a D \mu - \frac{L_0 \psi}{\psi} \mu = 0, \\
\mu|_\Gamma = \frac{h}{\psi} \quad \text{and} \quad \mu(x) \to 0 \quad \text{as} \quad |x| \to \infty.
\end{cases}
\]

Let $\mu_1$ and $\mu_2$ be solutions to (A.5). Then $g := \mu_1 - \mu_2$ satisfies

(A.6) \[
\begin{cases}
-L_0 g - \left( \frac{D \psi}{\psi} \right)^* a D g - \frac{L_0 \psi}{\psi} g = 0, \\
g|_\Gamma = 0 \quad \text{and} \quad g(x) \to 0 \quad \text{as} \quad |x| \to \infty.
\end{cases}
\]

To prove uniqueness, it is sufficient to show that the solution $g$ to (A.6) is trivial. For each $\varepsilon > 0$, there exists $R_\varepsilon$ such that $|g| \leq \varepsilon, B_{R_\varepsilon}^c$. Take $R \geq R_\varepsilon \lor R_0$. Then we see that

$$|g| \leq \varepsilon, \quad B_R \cap \mathcal{D}^c,$$

since $\psi > 0$ and $K(x; \psi) > 0$ in $\mathcal{D}^c$. Thus, we see that $g = 0$ because $\varepsilon$ is arbitrary.
Let us show the existence of the solution to (A.4). We can assume $h \geq 0$. Consider the following Dirichlet problem for $R > R_0$:

\[
\begin{cases}
-L_0 \xi_R = 0, & B_R \cap \overline{D}', \\
\xi_R|\Gamma = h, & \xi_R|\partial B_R = 0.
\end{cases}
\]  

(A.7)

Then we have

\[
\|\xi_R\|_{L^\infty(B_R \cap D')} \leq \|h\|_{L^\infty(\Gamma)}.
\]  

(A.8)

It is clear that $\xi_R \leq \xi_{R'}$ and $R < R'$ by the maximum principle. Therefore, there exists $\xi \in L^\infty(R^n \cap D')$ and

\[
\xi_R \rightarrow \xi, \quad \|\xi\|_{L^\infty(D')} \leq \|h\|_{L^\infty(\Gamma)}.
\]

When taking $D^* \subset \subset \tilde{D} \subset B_R \cap D'$, we see that

\[
\|\xi_R\|_{W^{2,p}(D^*')} \leq c \|\xi_R\|_{L^p(\tilde{D})} \leq c' \|\xi_R\|_{L^\infty(\tilde{D})} \leq c' \|h\|_{L^\infty(\Gamma)}.
\]

Thus, $\xi_R$ converges to $\xi$ weakly in $W^{1,q}_{\text{loc}}$. Regularity theorems show that $\xi \in W^{2,q}_{\text{loc}}$. □

Let us take a bounded domain $D_1$ such that $D \subset D_1$ and a bounded Borel function $\phi$ on $\Gamma_1 = \partial D_1$. We consider a Dirichlet problem

\[
\begin{cases}
-L_0 \zeta = 0, & D_1, \\
\zeta|\Gamma_1 = \phi,
\end{cases}
\]  

(A.9)

which admits a solution $\zeta \in W^{2,p}(D_1) \cap L^\infty$. For this solution, we consider exterior Dirichlet problem (A.4) with $h = \zeta$. Then we introduce an operator $P : B(\Gamma_1) \mapsto B(\Gamma_1)$ defined by

\[
P\phi(x) = \xi(x), \quad x \in \Gamma_1,
\]  

(A.10)

where $\xi(x)$ is the solution to (A.4) with $h = \zeta$. In a similar manner to Lemma 5.1 in [1], Chapter II, we have

\[
\sup_{B \in B(\Gamma_1), x, y \in \Gamma_1} \lambda_{x,y}(B) < 1,
\]

where

\[
\lambda_{x,y}(B) = P\chi_B(x) - P\chi_B(y), \quad B \in B(\Gamma_1).
\]

Moreover, we have the following proposition; cf. Theorem 4.1, Chapter II in [1].
Proposition A.2. Operator $P$ defined above satisfies the following properties.

(A.11) \[ \| P \phi \|_{L^\infty(\Gamma_1)} \leq \| \phi \|_{L^\infty(\Gamma_1)}, \quad P1(x) = 1, \]
and for some $\delta > 0$,

(A.12) \[ P\chi_B(x) - P\chi_B(y) \leq 1 - \delta, \quad x, y \in \Gamma_1, B \in \mathcal{B}(\Gamma_1). \]

Furthermore, there exists a probability measure $\pi(dx)$ on $(\Gamma_1, \mathcal{B}(\Gamma_1))$ such that

(A.13) \[ \left| P^n \phi(x) - \int \phi(x) \pi(dx) \right| \leq K \| \phi \|_{L^\infty} e^{-\rho n}, \]
with
\[ \rho = \log \frac{1}{1 - \delta}, \quad K = \frac{2}{1 - \delta}, \]
and

(A.14) \[ \int \phi(x) \pi(dx) = \int P\phi(x) \pi(dx) \]
for any bounded Borel function $\phi$.

Consider an exterior Dirichlet problem for a given function $f \in F_K$:

(A.15) \[ \begin{cases} -L_0 u = f, & x \in \overline{D}^c, \\ u \big|_{\Gamma} = 0. \end{cases} \]

Then we have the following proposition.

Proposition A.3. For a given function $f \in F_K$, there exists a unique solution $u \in W^{2,p}_{\text{loc}}, 1 < p < \infty$, to (A.15) such that

\[ \sup_{x \in \overline{D}^c} \left| \frac{u(x)}{\psi(x)} \right| < \infty. \]

Proof. Assume that $f \geq 0, f \in F_K$. For $R > R_0$ we consider a Dirichlet problem on $B_R \cap \overline{D}^c$:

(A.16) \[ \begin{cases} -L_0 u_R = f, & x \in B_R \cap \overline{D}^c, \\ u_R \big|_{\Gamma} = 0, & u_R \big|_{\partial B_R} = 0. \end{cases} \]

There exists a unique solution $u_R \in W^{2,p}_{0}(B_R \cap \overline{D}^c)$. Set
\[ c_f = \text{ess sup}_{x \in \overline{D}^c} \left| \frac{f(x)}{K(x; \psi)} \right|. \]
Then we have

(A.17) \[ 0 \leq u_R \leq c_f \psi. \]
To see that, set $\tilde{u}_R := u_R - cf\psi$. Then
\[-L_0\tilde{u}_R = -L_0u_R + cfL_0\psi = f - cfK(x; \psi) \leq 0, \quad \overline{D}^c \cap B_R.
\]
Therefore,
\[\tilde{u}_R \leq 0, \quad \overline{D}^c \cap B_R,
\]
since $\tilde{u}_R$ is subharmonic in $\overline{D}^c \cap B_R$ and $\tilde{u}_R \leq 0$ on $\Gamma \cup \partial B_R$. Hence, we have $u_R \leq cf\psi$.

On the other hand,
\[-L_0u_R = f \geq 0, \quad B_R \cap \overline{D}^c.
\]
Hence, $u_R$ is superharmonic and $u_R = 0$ on $\Gamma \cap \partial B_R$. Thus,
\[u_R \geq 0, \quad B_R \cap \overline{D}^c,
\]
and (A.17) holds.

If $f \leq 0, f \in F_K$ and $cf = \text{ess sup}_{x \in D^c} \frac{|f(x)|}{K(x; \psi)}$, then, through the same arguments for $-f$, we obtain
\[-cf\psi \leq -u^-_R \leq 0,
\]
where $-u^-_R$ is the corresponding solution to (A.16). Therefore, for general $f = f^+ - f^-$, we have
\[-cf\psi \leq u_R \leq cf\psi.
\]
Let $u^+_R$ be a solution to (A.16) for $f^+$. Then, $u^+_R$ is nondecreasing with respect to $R$ because of the maximum principle. Indeed, for $R < R'$, we have
\[-L_0(u^+_R - u^+_R') = 0, \quad B_R \cap \overline{D}^c,
\]
\[u^+_R - u^+_R' \geq 0, \quad \Gamma \cup \partial B_R.
\]
Since $u^+_R$ is dominated by $cf\psi$, there exists $u^+$ such that
\[u^+(x) = \lim_{R \to \infty} u^+_R(x), \quad u^+(x)|_{\Gamma} = 0.
\]
Let us show that $u^+(x)$ satisfies
\[-L_0u^+ = f^+, \quad \overline{D}^c.
\]
Set
\[D^* := B_R \cap \overline{D}^c, \quad D' \subset \subset D^* \cup \partial D^*.
\]
Then we have
\[\|u^+\|_{2,p;D'} \leq c(\|u^+\|_{p;D^*} + \|f^+\|_{p;D^*})
\]
\[\leq c'(\|u^+\|_{\infty;D^*} + \|f^+\|_{p;D^*}).
\]
For $D'' \subset D'$ injection $W^{2,p}(D') \hookrightarrow W^{1,q}(D'')$, $1 \leq q \leq \frac{np}{n-p}$, is compact. Therefore, $u_R^+ \to u^+$ weakly in $W^{1,q}_{\text{loc}}$ for each $1 \leq q < \infty$ and $u^+$ is a weak solution to
\[
\begin{cases}
-L_0 u^+ = f^+, & R^n \cap \overline{D'}, \\
u^+|_\Gamma = 0.
\end{cases}
\]

By the regularity theorem $u^+ \in W^{2,p}_{\text{loc}}, \forall p > 1$.

Similarly, we have $u^- \in W^{2,p}_{\text{loc}}$, which is a solution to
\[
\begin{cases}
-L_0 u^- = f^-, & R^n \cap \overline{D'}, \\
u^-|_\Gamma = 0.
\end{cases}
\]

Now let us prove uniqueness. For $i = 1, 2$, we assume that $u_i$ is a solution to (A.15) such that
\[-c_f \psi \leq u_i \leq c_f \psi, \quad u_i \in W^{2,p}_{\text{loc}}.
\]
Then $u = u_1 - u_2$ satisfies
\[
\begin{cases}
-L_0 u = 0, & R^n \cap \overline{D'}, \\
u|_\Gamma = 0, \\
-2c_f \psi \leq u \leq 2c_f \psi, \quad u \in W^{2,p}_{\text{loc}}.
\end{cases}
\]
We shall prove that $u$ satisfying (A.18) is trivial, $u \equiv 0$. For this purpose, we set
\[u = v \psi^\alpha, \quad \alpha = 1 + c_a > 1,
\]
where $c_a > 0$ is the constant that appears in (A.3). Since $-L_0 u = 0$ we have
\[
L_0 v + 2a \left( \frac{D \psi}{\psi} \right)^* a D v + \frac{\alpha v}{\psi} \left\{ L_0 \psi + \frac{\alpha - 1}{\psi} (D \psi)^* a D \psi \right\} = 0.
\]
Note that
\[-L_0 \psi - \frac{\alpha - 1}{\psi} (D \psi)^* a D \psi = K(x; \psi) - \frac{\alpha - 1}{\psi} (D \psi)^* a D \psi \geq 0
\]
for $|x| \gg 1$ under assumption (A.3). Moreover,
\[v = \frac{u}{\psi^\alpha} \to 0 \quad \text{as } |x| \to \infty.
\]
Hence, from the maximum principle, we see that $v \equiv 0$ as in the proof of Proposition A.1. □

Let $f$ be a function on $R^n$ such that $f$ is bounded in $D$ and $f \in F_K(D^c)$, and $D_1$ a bounded domain such that $D \subset D_1$. We consider
\[
\begin{cases}
-L_0 \Psi = f, & D_1, \\
\Psi|_{\Gamma_1} = 0.
\end{cases}
\]
and
\[
\begin{aligned}
-L_0 \xi &= f, \quad R^n \cap \bar{D}, \\
\xi|_\Gamma &= \Psi|_\Gamma.
\end{aligned}
\]  
(A.20)

Then we set
\[
Tf(x) = \xi(x), \quad x \in \Gamma_1,
\]
and
\[
\nu(f) = \int_{\Gamma_1} Tf(\sigma) \pi(d\sigma) / \int_{\Gamma_1} T1(\sigma) \pi(d\sigma).
\]  
(A.21)

We further consider
\[
\begin{aligned}
-L_0 z &= f, \\
z \in W^{2,p}_{\text{loc}}, \\
\sup_{x \in D_c} |z| &< \infty.
\end{aligned}
\]  
(A.22)

Then, as in the proof of Theorem 5.3, in [1], Chapter II, we obtain the following proposition. Here, we only give the proof of the existence of the solution for use in Section 6.

**Proposition A.4.** Equation (A.22) has a solution unique up to additive constants if and only if \( \nu(f) = 0 \). Moreover,

\[
\nu(f) = \int m(y) f(y) dy
\]  
(A.23)

for \( m \in L^1(R^n) \), \( m \geq 0 \) and \( -L_0^* m = 0 \) in distribution sense

\[
\int m(y)(-L_0 z) dy = 0, \quad z \in W^{2,p}_{\text{loc}},
\]  
(A.24)
such that \( z \in F_\Psi \) and \( -L_0 z \in F_K \). Furthermore, \( m(x) \) is the only function in \( L^1 \) satisfying (A.24) and

\[
\int m(x) dx = 1.
\]

**Proof of existence.** Let \( \zeta_0 = \Psi \) and \( \eta_0 = \xi \), where \( \Psi \) (resp., \( \xi \)) is the solution to (A.19) [resp., (A.20)]. For each \( k = 1, 2, \ldots \), define \( \zeta_k \) and \( \eta_k \) as follows. Let \( \zeta_k \) be the solution to (A.9) for \( \phi = \eta_{k-1} \), and \( \eta_k \) the solution to (A.4) for \( h = \zeta_k \). Then

\[
\eta_0(x)|_{\Gamma_1} = Tf(x), \quad \eta_n(x)|_{\Gamma_1} = P^n(Tf)(x), \quad n = 1, 2, \ldots.
\]

Since \( \int_{\Gamma_1} Tf(x) \pi(dx) = 0 \), we have

\[
|P^n(Tf)(x)| \leq K\|Tf\|_{L^\infty(\Gamma_1)} e^{-\rho n}
\]
by (A.13). Set \( \tilde{\eta}_n(x) = \sum_{k=0}^{n} \eta_k(x), \hat{\zeta}_n(x) = \sum_{k=0}^{n} \zeta_k(x) \). Then
\[
\tilde{\eta}_n|_{\Gamma_1} = T f + P(T f) + \cdots + P^n(T f).
\]
Therefore, we see that there exists \( \bar{\eta} \in C(\Gamma_1) \) such that \( ||\tilde{\eta}_n - \bar{\eta}||_{L^\infty(\Gamma_1)} \to 0 \),
n\( n \to 0 \). Moreover, we have
\[
||\tilde{\eta}_n||_{L^\infty(\Gamma_1)} \leq K ||T f||_{L^\infty(\Gamma_1)} \frac{1}{1 - e^{-\rho}}.
\]
Note that \( \hat{\zeta}_n \) is the solution to
(A.25)
\[
\begin{cases}
-L_0 \hat{\zeta}_n = f, & D_1, \\
\hat{\zeta}_n|_{\Gamma_1} = \hat{\eta}_{n-1}|_{\Gamma_1}, 
\end{cases}
\]
and \( \tilde{\eta}_n \) the solution to (A.20) with \( \Psi(x) = \hat{\zeta}_n \). Noting that
\[
||\hat{\zeta}_n - \hat{\zeta}_m||_{L^\infty(D_1)} \leq ||\hat{\zeta}_n - \hat{\zeta}_m||_{L^\infty(\Gamma_1)} \leq ||\tilde{\eta}_{n-1} - \tilde{\eta}_{m-1}||_{L^\infty(\Gamma_1)},
\]
we see that \( \hat{\zeta}_n \) converges in \( C(\overline{D_1}) \) and weakly in \( W^{1,q}_{\text{loc}} \) since its \( W^{2,p}_{\text{loc}} \) norm is bounded; cf. Theorem 9.11 in [16]. By the regularity theorems, the limit \( \hat{\zeta} \in W^{2,p}_{\text{loc}} \cap C(\overline{D_1}) \) and satisfies
(A.26)
\[
\begin{cases}
-L_0 \hat{\zeta} = f, & D_1, \\
\hat{\zeta}|_{\Gamma_1} = \hat{\eta}.
\end{cases}
\]
On the other hand, \( \tilde{\eta}_n - \xi \) is the solution to (A.4) with \( h = \hat{\zeta}_n - \Psi|_{\Gamma} = \sum_{i=1}^{n} \zeta_i|_{\Gamma} \) and
\[
||\tilde{\eta}_n - \xi||_{L^\infty(\Gamma)} \leq \left| \left| \sum_{j=1}^{n} \zeta_j \right| \right|_{L^\infty(\Gamma)} \leq \left| \left| \sum_{j=0}^{n-1} \eta_j \right| \right|_{L^\infty(\Gamma_1)} \leq ||\tilde{\eta}_{n-1}||_{L^\infty(\Gamma_1)}.
\]
Thus, we see that
\[
||\tilde{\eta}_n - \xi||_{L^\infty(D^c)} \leq ||\tilde{\eta}_{n-1}||_{L^\infty(\Gamma_1)},
\]
and \( \tilde{\eta}_n \) converges in \( C(D^c) \) and weakly in \( W^{1,q}_{\text{loc}}(D^c) \). The limit \( \tilde{\eta} \in W^{2,p}_{\text{loc}}(D^c) \cap C(D^c) \) and satisfies (A.20) with \( \Psi = \hat{\zeta} \). Setting \( z = \hat{\zeta} \in D_1 \) and \( z = \tilde{\eta} \in D^c \), we have a solution to (A.22). \( \square \)
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