Fast approach for transient stability constrained optimal power flow based on dynamic reduction method
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Abstract: The main challenge to solve the transient stability constrained optimal power flow (TSC-OPF) problem is its huge dimension due to numerous discretised transient variables and constraints. This problem becomes more serious when large power systems are considered. This study presents a fast approach to realise a global TSC-OPF based on dynamic reduction method, which decomposes the power system into several coherent areas and represents the original system by a reduced equivalent system. In this approach, the single transient stability constraint is obtained by simulating the reduced system instead of the full system. The new approach reduces the simulation execution time and thus increases the efficiency of the TSC-OPF. Two case studies indicate that the proposed approach can remarkably reduce the CPU time of the TSC-OPF procedure, compared with the TSC-OPF based on the full-system simulation. The new approach is very practical in solving the TSC-OPF problem in large power systems where numerous machines are coherent.

1 Introduction

Optimal power flow (OPF) is a well-established tool in power system planning and operation. But it is not suitable for modern power systems operating under market rules, where system operators tend to operate electric power systems close to their security limits due to economic constraints and intensified transactions [1]. Under such operation situations, security-constrained OPFs are more appreciated. One of them is the transient stability constrained optimal power flow (TSC-OPF), which assures the power system operating stably under contingency conditions.

Mathematically, the TSC-OPF is a non-linear programming problem with variables and constraints in time domain. To solve TSC-OPF problems, the time-varying variables and constraints are discretised and are included into the OPF formulation. By solving this optimisation problem, an optimal generation dispatch can be determined [2–11]. However, the corresponding programming model has huge dimension and requires heavy computation. When large power systems are considered, a substantial increase of the programming dimension will make the computation time and the memory consumption unacceptable. Some authors propose to reduce the system’s discretised dimension by special discretisation methods [2, 3]. Others eliminate unnecessary constraints and variables by using reduced admittance matrix of power systems [4, 5]. Owing to their efficiency and robustness, modern optimisation techniques are also proposed to solve the TSC-OPF problems [6–11]. Recently, some inspiring approaches based on single-machine equivalent (SIME) model have also been proposed [12–16]. The SIME model aggregates the multi-machine system angle trajectories to a one-machine infinite bus (OMIB) equivalent angle trajectory [17]. Thus, the stability constraints in the TSC-OPFs are reduced to a single trajectory of the OMIB. The required simulation time is also reduced by setting the simulation time at the time to instability.

Based on the SIME method, a new approach is proposed to realise the TSC-OPF using an independent dynamics simulation [18, 19]. In this approach, the dynamic time-varying constraints are taken out of the optimisation formulation and are implemented by an independent simulation algorithm. Based on the simulation results, a single transient stability constraint is derived and is then included into the conventional OPF optimisation model. Using this approach, the dimension of optimisation model of the TSC-OPF is largely reduced, while the non-linear characteristic of power system is taken into account. Although this approach succeeds in reducing the dimension of optimisation model, the total computation time of the TSC-OPF is still very long for large power systems due to the time-consuming dynamics simulation.

It is well known that, in large power systems, some generators have similar swing patterns when the system is suffering a disturbance. In order to reduce computation memory and simulation time, the concept of coherence of generators is established and the dynamic reduction method is proposed [20]. Aggregated or reduced system is
commonly used by operators and engineers for power system transient stability studies. Successful implementation of the dynamic reduction method can contribute towards significant computation efficiency and even real-time security assessment. A review of dynamic reduction method is summarised in [21].

The principle of the SIME relies on the observation that the loss of synchronism of a multi-machine system originates from the machine separation into two groups: (i) the group of machines that lose synchronism (critical machines, CM) and (ii) all other machines (non-critical machines, NM). The SIME uses the physical parameters and the time-varying data of the CM and the NM groups to generate an equivalent machine for each group. The two groups of machines are further reduced to an equivalent OMIB model, from which the equal critical area can infer the transient stability bound of the original multi-machine system. Broadly speaking, the SIME method is also an aggregation method, which aggregates the machines of the CM and NM groups separately into two equivalent machines. But this aggregation procedure follows a dynamics simulation procedure and therefore does not have any influence on the simulation efficiency.

In the CM or NM groups, it is possible that some machines have similar swing patterns and can be aggregated into an equivalent machine. When the dynamic reduction method is used with the SIME method, a fast transient stability assessment will be obtained. Consequently, the efficiency of the TSC-OPF will be improved.

In this paper, a fast approach is proposed to realise the TSC-OPF by a dynamics simulation based on the dynamic reduction method. In this approach, the power system is decomposed into several coherent areas and is represented by a smaller equivalent system. Using the reduced equivalent system, a transient stability constraint is derived quickly and is included into the optimisation algorithm. Comparing with the TSC-OPF procedure based on full-system simulation, the new approach will reduce more the computation time of the TSC-OPF and is very practical for large power systems, which generally have wide coherent areas.

The rest of the paper is structured as follows: Section 2 introduces a TSC-OPF approach using an independent dynamics simulation. Section 3 describes the proposed approach. The description of the dynamic reduction method to assess the transient stability is presented. Section 4 discusses the results obtained from the application of the proposed approach to the IEEE 10-machine and IEEE 50-machine benchmark systems. The comparisons with the TSC-OPF based on the full-system simulation are given, demonstrating the benefits of the proposed approach. Finally, the contributions of this paper are summarised and highlighted in Section 5.

2 TSC-OPF WITH A SINGLE STABILITY CONSTRAINT

2.1 Formulation of TSC-OPF

Assuming that there is only one contingency, the general formulation of the TSC-OPF, is expressed as follows

\[
\text{Min } f(P_{g})
\]

Subject to

\[
G_i(x^0, y^0, P_g) = 0
\]

(2)

1. Steady-state constraints

\[
H_i(x^0, y^0, P_g) \leq 0
\]

2. Dynamic constraints

\[
\dot{x}(t) - F(x(t), y(t), P_g) = 0 ; \quad t = t_0, \ldots, t_{\text{end}}
\]

(3)

3. Transient stability constraints

\[
H(x(t), y(t), P_g) \leq 0 ; \quad t = t_0, \ldots, t_{\text{end}}
\]

(4)

where \( f \) is the cost function of the generator active powers \( P_g \). \( x(t) \) are the state variables of power system such as machine angles, velocities, and so on. \( y(t) \) are the algebraic variables such as bus voltage magnitudes and angles. \( G_i(x^0, y^0, P_g) \) and \( H_i(x^0, y^0, P_g) \) are the steady-state equality and inequality constraints, such as power balance equations and system physical and operation limits. \( x^0 \) and \( y^0 \) are the steady-state values (or initial conditions) of \( x(t) \), \( y(t) \). Note that (1) and (2) formulate a conventional OPF. \( F(x(t), y(t), P_g) \) and \( G(x(t), y(t), P_g) \) are the functions describing power system dynamics during transient period. \( H(x(t), y(t), P_g) \) are the variable bounds and inequality constraints associated with transient period. The dynamic and transient stability constraints (3) and (4) are very complicated and numerous. They include machine and controller models (if a detailed machine model is used), connection equations between machines and network, power balance equations, transient variables limits and constraints during transient period, and so on.

2.2 TSC-OPF formulation with an independent dynamics simulation

The TSC-OPF formulated by (1)–(4) is a non-linear optimisation problem with variables and constraints in time domain. If a totally explicit global approach is used, the above TSC-OPF problem is very difficult to solve due to its huge dimension, which comes mainly from the discretisation of constraints (3) and (4). Based on the SIME model, in [13], it is proposed to reduce the multi-machine stability constraints (4) to one single constraint at time step \( t_u \) as

\[
H(x(t), y(t), P_g) = \delta_{\text{UT}}(t_u) - \delta_{\text{CT}}(t_u) \leq \Delta \delta_{\text{ut}}
\]

(5)

where \( \delta_{\text{UT}}(t_u) \), \( \delta_{\text{CT}}(t_u) \) are the OMIB angular deviation at \( t_u \) on the unstable and the critical trajectory, considering the original fault clearing time \( t_f \) and the computed CCT, respectively. \( \Delta \delta_{\text{ut}} \) is a desired threshold. In (5), \( \delta_{\text{UT}}(t_u) \) is a fixed scalar value. \( \delta_{\text{UT}}(t_u) \) is a function of the CM and NM angles at \( t_u \) and is expressed as

\[
\delta_{\text{UT}}(t_u) = \delta_C(t_u) - \delta_N(t_u)
\]

(6)

where

\[
\delta_C(t_u) = \frac{1}{M_C} \sum_{i \in \text{CM}} M_i \delta_i(t_u); \quad \delta_N(t_u) = \frac{1}{M_N} \sum_{i \in \text{NM}} M_i \delta_i(t_u)
\]
$M_i$ and $\delta_i$ are the inertia and the angle of machine $i$, respectively. The inertia coefficients of the CM and NM groups are

$$
M_C = \sum_{i \in \text{CM}} M_i; \quad M_N = \sum_{i \in \text{NM}} M_i
$$

An important dimension reduction in the TSC-OPF optimisation model is achieved when (4) is replaced by (5), since now it is only required to stabilise the single rotor trajectory $\delta_{\text{UT}}(t_u)$, instead of stabilising each machine rotor trajectory $\delta_i(t_u)$ in the original TSC-OPF formulation. Moreover, the sensitivity analysis shows that the simulation time (or control time) $t_{\text{ctrl}}$ can be applied at any selected point during period $[t_0, t_u]$ [15, 16]. A practical approach is achieved in [16] by setting $t_{\text{ctrl}}$ to $t_u$. The dynamic constraints (3) are completely eliminated from the optimisation model. The size of the resulting optimisation problem is reduced to one very similar to that of the conventional OPF.

To include the non-linearity of power system into the transient stability assessment, in [19], the authors propose to set $t_{\text{ctrl}}$ to $t_u$ and use an independent dynamics simulation to realise the dynamic constraints (3). In this way, the dynamic constraints are also eliminated from the optimisation model. This approach has the same dimension of optimisation model as in [16] and is described in brief as follows.

When the single transient stability (5) is used, the TSC-OPF formulation consists of (1)–(3) and (5), where the constraints (2), (3) and (5) are coupled. The steady-state constraints (2) establish the relationship between the steady-state variables $x^0, y^0$ and $P_g$. The dynamic constraints (3) link the initial values $x^0, y^0$ and the final values $x(t_u), y(t_u)$, whereas the variable $\delta_{\text{UT}}(t_u)$ in (5) is deduced from $x(t_u), y(t_u)$ by using the OMIB model (6). Their relationships are shown in Fig. 1.

From Fig. 1, it can be seen that the variable $\delta_{\text{UT}}(t_u)$ explicitly depends on the control variable $P_g$. During optimisation procedure, once the control variable $P_g$ changes, the stability variable $\delta_{\text{UT}}(t_u)$ changes too, which can be realised by simulating the dynamic constraint (3) from $[t_0, t_u]$ in an independent way. On the other hand, since the procedure of calculating $\delta_{\text{UT}}(t_u)$ includes automatic implementation of the dynamic constraints (3), the dynamic constraints (3) can be eliminated from the TSC-OPF formulation as follows

$$
\begin{align*}
\text{Min} \ f(P_g) \\
\text{s.t.} \quad & G_i(x^0, y^0, P_g) = 0 \\
& H_i(x^0, y^0, P_g) \leq 0
\end{align*}
$$

In the above formulation, $\delta_{\text{UT}}(t_u)$ is the result of the independent dynamics simulation procedure shown in Fig. 1. $\delta_{\text{UT}}(t_u)$ is a fixed scalar value. Comparing with a conventional OPF formulation, the above formulation adds only one single constraint. The formulation (7) can be solved by a conventional OPF algorithm with small modification. The advantages and implementation of the formulation (7) are given in [19].

3 Transient stability constraint with dynamic reduction method

3.1 Principle of dynamic reduction method

The procedure to establish the relationship between $x(t_u), y(t_u)$ and $x^0, y^0$ is in fact the dynamics simulation of the power system subjected to a disturbance. This simulation requires large amount of computation efforts in terms of time and memory when a large power system is considered. Using the dynamic reduction method, a large power system can be represented by a smaller equivalent system while maintaining the essential dynamic behaviour of the original system. The dynamic reduction process can be divided into two main steps [20]:

1. Determination of coherent generator groups
2. Aggregation of generators and reduction of the network

The most important part of the dynamic reduction is to identify the groups of coherent generators. Generators are said to be ‘coherent’ when they have similar swing patterns following a disturbance. The coherency condition generally simplifies to

$$
|\delta_i(t) - \delta_j(t)| = |\delta_i(t) - \delta_j(0)| \leq \text{const}
$$

Generators $i$ and $j$ that satisfy (8) are coherent and can be aggregated into a single equivalent generator.

There are several methods to identify the group of coherent generators. They include electrical distance method, time-domain approach and frequency-domain approach, which are described in [21]. In our paper, the slow coherency method [22] is chosen, due to its advantages such as almost independence of disturbance. This characteristic is very convenient for the TSC-OPF, which requires the simplest equivalent system under different fault conditions to improve the efficiency.

Slow coherency is an application of the singular perturbation or two-time-scale method in power systems [23]. The method assumes that the state variables of an $n$th-order system are divided into $r$ slow states, and $(n - r)$ fast states, in which the $r$ slowest states represent $r$ groups with the slow coherency. To find the slow coherent areas, the method requires the calculation of the slow eigenvector.
The equivalent machine is calculated by the parameters of the equivalent machine are calculated by the inertia techniques, the machine aggregation techniques, classifying machines into a single machine. There are many aggregation techniques, classified by the machine model. For the classical model, there are principally two methods: inertial aggregation and slow coherency aggregation. For a detailed model, the incoherent model equivalence and the structure preservation techniques can be applied. In this paper, the inertial aggregation technique is used since it requires less computation and represents very well the dynamics of the coherent generators in short time term. The aggregation procedure includes two steps:

1. Nodal aggregation: An equivalent bus replaces the terminal buses of the coherent generators such as

\[ V_{eq} = \left( \sum_{i=1}^{n} S_i \right) \left( \sum_{i=1}^{n} (S_i/V_{eq})^* \right) \]

\[ \alpha_i = V_i/V_{eq} \]

where \( V_{eq} \) is the voltage of the equivalent bus. \( V_i, S_i \) are the voltage and MVA of bus \( i \) connected with coherent generator \( i \). \( \alpha_i \) is the complex turn’s ratio between the original voltage and the equivalent voltage.

2. Machine aggregation: Using the inertia techniques, the parameters of the equivalent machine are calculated by

\[ S_{eq} = \sum_{i=1}^{n} S_i \]

\[ H_{eq} = \sum_{i=1}^{n} H_i \]

\[ X'_{deq} = 1/\left( \sum_{i=1}^{n} (|\alpha_i|/X_{deq}) \right) \]

where \( S_{eq}, H_{eq} \) and \( X'_{deq} \) are the MVA, inertia and transient reactance of the equivalent generator. \( S_i, H_i \) and \( X'_{deq} \) are the MVA, inertia and transient reactance of coherent generator \( i \).

### 3.2 SIME model with dynamic reduction method

As shown in (6), the angle \( \delta_{UT}(t_u) \) of the OMIB is obtained from the angles of two defined groups: CM and NM, which are calculated from the corresponding individual machine’s angle \( \delta_i(t_u) \) if the full-system simulation is used. When the dynamic reduction method is introduced, the angle \( \delta_{UT}(t_u) \) is calculated from the machine angles of the reduced system. The procedure to integrate the dynamic reduction method in the TSC-OPF is summarised as follows:

1. The proposed TSC-OPF is initialised using a conventional OPF algorithm consisting of minimising (1) subjected to the steady-state constraints (2).

2. For a given unstable contingency, run time-domain simulation to identify the CM and NM groups in the system. Construct the OMIB model to find \( t_0 \), CCT and \( \delta_{UT}(t_u) \). \( t_0 \) is determined by the criteria described in [17]. The CCT search consists of using extra- (intra-) interpolation algorithm [17].

3. Identify the groups of coherent generators in the system by using the slow coherency method. The identification of coherent groups of machines is based on the coherency map matrix [25]

\[ C_m(i, j) = v_i v_j^T / (\|v_i\|\|v_j\|) \]

where \( v_j \) is the \( j \)th row of \( V \) whose columns are the eigenvectors corresponding to the lowest frequency mode. A tolerance \( C_{tol} \) is selected, so that machines \( i \) and \( j \) are said to be coherent if

\[ C_m(i, j) \geq C_{tol} \]

4. Aggregate the coherent machines in the CM or CM groups. Each coherent group is aggregated into one equivalent machine by using (10) and (11).

5. Construct the dynamic equations of the reduced system

\[ \dot{x}_{red}(t) - F_{red}(x_{red}(t), y_{red}(t), P_{g_{red}}) = 0 \]

\[ G_{red}(x_{red}(t), y_{red}(t), P_{g_{red}}) = 0; \quad t = t_0, \ldots, t_{end} \]

where \( x_{red}(t), y_{red}(t) \) are the state and algebraic variables of the reduced systems. \( P_{g_{red}} \) is the active powers of the machines in the reduced system.

6. Construct the new OMIB model using the reduced equivalent system.

\[ \delta_{UT_{red}}(t_u) = \delta_{CM_{red}}(t_u) - \delta_{NM_{red}}(t_u) \]

where

\[ \delta_{CM_{red}}(t_u) = \frac{1}{M_{CM}} \sum_{i \in CM} (M_{i_{std}} \delta_{i_{std}}(t_u) + M_{i_{eq}} \delta_{i_{eq}}(t_u)) \]

\[ \delta_{NM_{red}}(t_u) = \frac{1}{M_{NM}} \sum_{i \in NM} (M_{i_{std}} \delta_{i_{std}}(t_u) + M_{i_{eq}} \delta_{i_{eq}}(t_u)) \]
with

\[ M_{CM} = \sum_{i \in CM} (M_{i,ind} + M_{i,equ}) \] and

\[ M_{NM} = \sum_{i \in NM} (M_{i,ind} + M_{i,equ}) \]

The subscripts NM, CM now refer to the NM, CM groups after the dynamic reduction, which include the retained machines \( M_{i,ind} \) and the new equivalent machines \( M_{i,equ} \).

7. Verify the new OMIB model by evaluating the average absolute error (AAE, [26]) of the OMIB angle trajectories of the reduced system as

\[ AAE = \frac{1}{t_u} \int_0^{t_u} |\delta_{UT,red}(t) - \delta_{UT,f}(t)| \] (16)

where \( t_u \) is the time to instability of the SIME model of the full system. \( \delta_{UT,red}(t) \) and \( \delta_{CT,f}(t) \) are the OMIB angle trajectories using the reduced and the full system, respectively. The maximum AAE are defined as that produced by the reduced system which has the same \( t_u \) and CCT as the full system in tolerance error (one time step).

8. Construct the stability constraint based on the reduced system simulation as

\[ \delta_{UT,red}(t_u) - \delta_{CT,red}(t_u) < \Delta \delta(t_u) \] (17)

\( \delta_{UT,red}(t_u) \) is calculated as in the same procedure as shown in Fig. 1, except that the variables \( P_{g,red}, x^0_{red}, y^0_{red} \) of the reduced system are used.

9. Form the TSC-OPF formulation based on the reduced-system simulation as

\[ \text{Min } f(P_g) \]

s.t. \[ \begin{align*}
G_i(x^0, y^0, P_g) &= 0 \\
H_i(x^0, y^0, P_g) &\leq 0
\end{align*} \]

\[ \delta_{UT,red}(t_u) - \delta_{CT,red}(t_u) < \Delta \delta(t_u) \] (18)

10. Solve the TSC-OPF formulation (18) using a conventional OPF algorithm. Note that, in (18), the optimisation variables \( P_g, x^0, y^0 \) are the variables of the full system. The outputs of the optimisation algorithm are the same as the TSC-OPF based on the full-system simulation.

---

**Fig. 2** TSC-OPF procedure based on dynamic reduction method
Fig. 2 depicts the total procedure to integrate the dynamic reduction method into the TSC-OPF. This procedure can be divided into two main steps: the ‘off-line’ construction of the reduced system and the ‘on-line’ simulation of the reduced system. The ‘off-line’ steps are the above steps before the optimisation process starts in Fig. 2 and are used to construct a proper reduced equivalent system for the full system. The ‘on-line’ steps are the simulation of the reduced system during the optimisation process and are used to offer the stability constraint (17) for the optimisation algorithm. During the optimisation process, the reduced system is simulated iteratively to estimate the derivative \( \Delta \delta_{\text{red}} (P_f) \) in the perturbed Karush–Kuhn–Tucker (KKT) optimality conditions of (18) [19].

The efficiency of this method depends on the ratio between the number of machines in the full system and that in the reduced system. The more the machines swing coherently in the original system, the less there is machines in the reduced system, and the more efficient this method will be. Obviously, the dynamic reduction method is not worthwhile for small systems with just a few coherent machines. However, for large power systems with wide coherent areas, this method may become very attractive.

4 Case studies

In this section, two well-known power systems, the IEEE 39-bus 10-machine system and the IEEE 145-bus 50-machine system, are used to validate the proposed method. All the simulations are carried out using the MATLAB 7.14.0 platform in a PC with Intel Core i7 3930 K processor, 3.2 GHz, 8 GB RAM. The steady-state OPF for the two systems are obtained using MATPOWER [27]. The loads of the power systems are considered as constant impedances. For simplification, the machine classical model is used. The power system toolbox (PST) [28] is employed to find the groups of coherent machines.

4.1 IEEE 39-bus 10-machine system

The diagram of the test system is shown in Fig. 2. The data of this system and the machine parameters come from [29]. The generator ratings and quadratic generation cost function are taken from [30]. The steady-state voltage magnitude limits in p.u. for generators and load buses are 0.95 < \( V_g \) < 1.09 and 0.95 < \( V_l \) < 1.07, respectively. The base case operating point is presented in Table 1.

By choosing \( C_{\text{total}} = 0.95 \), the 10-machine system is partitioned into six coherent areas and is shown by the dotted lines in Fig. 3. The detailed grouping information is shown in Table 2. This partitioning is the same as in [31].

Case 1: The first contingency scenario is defined as a three-phase short-circuit fault, occurring at bus 29 and cleared after 100 ms by tripping line 28–29, indicated as fault 28–29*. Fig. 4 shows the machine swing patterns for this contingency, which is transient unstable. The CM group includes one machine \( M_9 \), while the remaining machines are non-critical machines. The SIME analysis confirms that the system is transient unstable with \( t_u = 420 \) ms and CCT = 70 ms.

From the full-system simulation, it is observed that \( M_1 \) and \( M_8 \) of area 1 are no longer coherent due to this contingency.

But the machines in areas III, IV, V are less disturbed and have nearly the same swing patterns. Thus, these machines are considered as a coherent group. When the dynamic reduction method is applied for areas III, IV, V, the full system is reduced to a small system with five machines, of which four retained machines (\( M_1, M_6–M_9 \)) and one equivalent machine for the remaining six machines (\( M_7–M_9 \)). Fig. 5 shows the comparison of the swing angles of the critical machine and the equivalent machine, in the full system and in the reduced system separately. The simulation results show that the reduced system represents very well the original system.

Table 3 shows the transient stability parameters of the OMIB model using the full and reduced systems. Fig. 6 shows the OMIB angle trajectories using the two systems separately. It can be seen that the reduced system represents well the transient stability of the full system, with AAE = 0.01. The reduction of simulation execution time by the reduced system is 46.4%, which is nearly equal to the proportion of machines in the two systems.

Using the transient stability parameters in Table 3, the TSC-OPF is carried out by simulating the full and the reduced systems separately. The results are shown in Tables 4 and 5.

From Tables 4 and 5, it is observed that the two approaches produce very similar results. The SIME analysis confirms that the two operating points both satisfy the transient stability conditions and have the same CCT = 100 ms. The reduction of TSC-OPF converging time using the reduced system simulation is 45.94%, which is nearly the same as the simulation time reduction.

Case 2: A three-phase short-circuit fault at bus 7 is cleared after 350 ms by tripping line 6–7, indicated as fault 6–7*. The full-system simulation shows that the system is transient unstable with \( M_7–M_9 \) loosing synchronism, as shown in Fig. 7a. Now, the CM group includes nine machines \( M_1–M_9 \), while \( M_{10} \) is the non-critical machine. The dynamic reduction method is applied to the CM groups, which can be represented by two equivalent machines (\( M_1, M_6, M_9 \), \( M_7–M_9 \)) and two retained machines (\( M_2, M_3 \)). Thus, the full system will become a reduced system with five machines, of which three retained machines (\( M_2, M_3, M_{10} \)) and two equivalent machines.

Case 3: A three-phase short-circuit fault at bus 25 is cleared after 350 ms by tripping line 2–25, indicated as fault 2–25*. The full-system simulation shows that the system is transient unstable with \( M_6–M_9 \) loosing synchronism, as shown in Fig. 7b. Now, the CM group has two machines \( M_6–M_9 \), while the NM group consists of eight machines \( M_1–M_7, M_{10} \). The dynamic reduction method is applied to

| Machines | \( V, \text{pu} \) | \( \theta, \text{deg} \) | \( P_{\text{gen}} \) | \( Q_{\text{gen}} \) |
|----------|----------------|----------------|------------|------------|
| 1        | 1.012          | –2.924         | 244.61     | –78.21     |
| 2        | 1.087          | 0              | 570.84     | 427.49     |
| 3        | 1.030          | 1.981          | 647.05     | 194.82     |
| 4        | 1.015          | 2.514          | 636.83     | 107.29     |
| 5        | 1.022          | 2.288          | 513.32     | 137.83     |
| 6        | 1.062          | 5.410          | 656.12     | 160.27     |
| 7        | 1.090          | 7.896          | 563.70     | 116.85     |
| 8        | 1.047          | 2.359          | 539.02     | 39.18      |
| 9        | 1.045          | 7.701          | 836.45     | 19.07      |
| 10       | 1.051          | –9.700         | 983.52     | 48.70      |

Converged in 3.45 seconds
the NM groups, which are represented by two equivalent machines ($M_2$, $M_3$), ($M_4$–$M_7$) and two retained machines ($M_1$, $M_{10}$). In this case, the full system will become a reduced system with six machines, of which four retained machines ($M_1$, $M_8$–$M_{10}$) and two equivalent machines.

Case 4: A three-phase short-circuit fault at bus 21 is cleared after 300 ms by tripping line 16–21, indicated as fault 16–21*. The full-system simulation shows the system is transient unstable with $M_1$–$M_9$ loosing synchronism, as shown in Fig. 7c. Now, the CM group includes nine machines $M_1$–$M_9$. The dynamic reduced method is applied to the CM group, which is represented by four equivalent machines ($M_1$, $M_8$, $M_9$, $M_{10}$), ($M_2$–$M_3$), ($M_4$–$M_5$), ($M_6$–$M_7$). Thus, the full system will become a reduced system with five machines: the retained critical machine $M_{10}$ and four equivalent machines.

Case 5: A three-phase short-circuit fault at bus 2 is cleared after 250 ms by tripping line 1–2, indicated as fault 1–2*. The full-system simulation shows the system is transient unstable with $M_1$–$M_9$ loosing synchronism, as shown in Fig. 7d. Now, the CM group has also nine machines $M_1$–$M_9$. The dynamic reduction method is applied to the CM group, which is represented by three equivalent machines ($M_1$, $M_8$, $M_9$), ($M_2$, $M_3$), ($M_4$–$M_7$). Thus, the full system will become a reduced system with four machines, of which the retained machine $M_{10}$ and three equivalent machines.

Case 6: A three-phase short-circuit fault at bus 10 is cleared after 250 ms by tripping line 10–11, indicated as fault 10–11*. The full-system simulation shows the system is transient unstable with $M_1$–$M_9$ loosing synchronism, as shown in Fig. 7e. Now, the CM group includes nine machines $M_1$–$M_9$, while the NM group consists of one machine $M_{10}$. The dynamic reduction method is applied for the CM groups, which is represented by two equivalent machines ($M_1$, $M_8$, $M_9$), ($M_2$–$M_3$) and two retained machines $M_2$, $M_3$. Thus, the full system will become a reduced system with five machines, of which three retained machine $M_2$, $M_3$, $M_{10}$ and two equivalent machines.

It is noted that, in the last three cases, although the nine machines $M_1$–$M_9$ are all CMs, they are grouped in different ways. It is shown that the fault may change the coherency relationship between machines, especially the machines in the faulted area. Thus, before the dynamic reduction
method is applied, a full-system simulation is required to verify the coherency relationship between machines.

Table 6 shows the machine grouping information, the parameters of the OMIB model, the results and the execution time of the TSC-OPF procedure, using the full system and the reduced system separately. The machines in parenthesis in the third and fourth columns are the coherent machines which are reduced to an equivalent machine. In all cases, the TSC-OPF with dynamic reduction method gives similar results as with the full-system simulation and is more efficient.

4.2 IEEE 145-bus 50-machine system

In this section, we will demonstrate the efficiency of the proposed approach on the IEEE 145-bus, 50-machine benchmark system [32] provided by the PST software. The classical model is used for all the machines. The base-case operating conditions and the dynamic data of this system can be found in [28]. The limits of the bus voltage magnitude, $0.9 < V_g < 1.1$ are used for generator buses and $0.8 < V_l < 1.2$ for the remaining buses. The objective of TSC-OPF is to minimise the total cost associated with generation rescheduling as [6]

$$\min \ 0.1 \times \sum_{x=1}^{N} (P_x - P_{x,0})^2$$  \hfill (19)

Fig. 5 Comparison of swing patterns of machines for fault case 28–29*

Table 3 OMIB parameters of 10-machine system at fault case 28–29*

|                  | $t_{su}$ | $\delta_{su}(t_u)$, deg | CCT, s | $\delta_{su}(t_e)$, deg | Simulation execution time, s |
|-----------------|---------|--------------------------|--------|--------------------------|-----------------------------|
| original system | 0.42    | 108.72                   | 0.07   | 89.29                    | 0.097                       |
| reduced system  | 0.42    | 108.76                   | 0.07   | 89.31                    | 0.052                       |

Fig. 6 Angle trajectories of the OMIB model for fault case 28–29*

Table 4 TSC-OPF results using full-system simulation for fault case 28–29*

| Machines | $V$, pu | $\theta$, deg | $P_{gen}$ | $Q_{gen}$ |
|----------|---------|---------------|-----------|-----------|
| 1        | 1.004   | −3.602        | 248.23    | −35.95    |
| 2        | 1.058   | 0             | 578.08    | 405.57    |
| 3        | 1.009   | 1.989         | 654.31    | 201.50    |
| 4        | 1.014   | 3.052         | 644.19    | 134.55    |
| 5        | 1.016   | 1.885         | 518.43    | 134.55    |
| 6        | 1.069   | 4.862         | 663.53    | 214.06    |
| 7        | 1.089   | 7.444         | 570.56    | 120.73    |
| 8        | 1.027   | 1.786         | 545.30    | 25.26     |
| 9        | 1.048   | 4.505         | 766.24    | 32.15     |
| 10       | 1.004   | −10.123       | 1001.11   | −12.11    |

Converged in 188.90 s
Total generating cost: 61806.60 $/h

Table 5 TSC-OPF results using reduced system simulation for fault case 28–29*

| Machines | $V$, pu | $\theta$, deg | $P_{gen}$ | $Q_{gen}$ |
|----------|---------|---------------|-----------|-----------|
| 1        | 1.003   | −3.536        | 248.16    | −35.80    |
| 2        | 1.062   | 0             | 577.63    | 418.63    |
| 3        | 1.010   | 1.995         | 653.96    | 201.99    |
| 4        | 1.012   | 3.146         | 644.64    | 120.13    |
| 5        | 1.021   | 1.896         | 518.58    | 150.74    |
| 6        | 1.064   | 5.001         | 663.70    | 200.53    |
| 7        | 1.087   | 7.575         | 570.68    | 123.21    |
| 8        | 1.026   | 1.854         | 545.27    | 25.64     |
| 9        | 1.048   | 4.575         | 766.45    | 33.29     |
| 10       | 1.002   | −10.065       | 1000.95   | −17.68    |

Converged in 102.08 seconds
Total generating cost: 61806.71 $/h
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where $P_{x,o}$ is the initial active power of machine $x$, $P_x$ is the OPF results to be solved. $N$ is the total number of machines.

The software PST is first used to identify the coherent areas. By choosing $C_{tol} = 0.95$, the system is divided into seven areas, as shown in Table 7. Note that area VII is a group of large, less disturbed generators although they are not strictly coherent.

Case 1: The first contingency scenario is defined as a three-phase short-circuit fault, occurring at bus 7 and cleared after 130 ms by tripping line 6–7, indicated as fault 6–7*. Fig. 8 shows the machine swing patterns under this contingency, where $M_2$ and $M_6$ in area II loose synchronism. Although $M_2$ and $M_6$ now are the critical machines, the full-system simulation shows that the remaining machines in area II still have same swing patterns as for the machines.
Table 6  Comparison of TSC-OPF results using full-system and reduced-system simulations

| Line tripped | Power system | Critical machine | Non-critical machine | $t_r$, s | CCT, s | $\delta_{UT}(t_o)$, deg | $\delta_{CT}(t_o)$, deg | TSC-OPF result, $$/h | Execution time, s | Reduction, % |
|-------------|--------------|------------------|----------------------|--------|------|----------------------|----------------------|-----------------|----------------|--------------|
| 28–29* ($t_r = 0.10$ s) | full | 8 | 1–7, 9, 10 | 0.42 | 0.07 | 108.72 | 89.29 | 61806.60 | 188.90 | 46.0 |
| 6–7* ($t_r = 0.35$ s) | reduced | 2,3 (18,9) | 10 | 0.84 | 0.27 | 101.53 | 89.93 | 61831.60 | 96.61 |
| 2–25* ($t_r = 0.35$ s) | full | 8, 9 | 1–7, 10 | 0.47 | 0.14 | 129.67 | 97.11 | 61887.38 | 165.81 | 34.5 |
| 16–21* ($t_r = 0.30$ s) | reduced | 2,3 (18,9), (4–7) | 10 | 0.47 | 0.14 | 129.51 | 96.98 | 61886.94 | 108.60 |
| 1–2* ($t_r = 0.25$ s) | full | 1, 8, 9, (2,3) | 10 | 0.69 | 0.17 | 134.51 | 97.17 | 62043.75 | 554.95 | 43.6 |
| 10–11* ($t_r = 0.25$ s) | reduced | 1–2, 9, (4–7) | 10 | 0.51 | 0.26 | 105.97 | 95.78 | 61824.48 | 313.92 | 46.9 |

Table 7  Coherent areas in the 50-machine system

| Area no. | Machine number |
|----------|----------------|
| I        | 1,5,20         |
| II       | 2, 6,8,11,25,26,33,34,35 |
| III      | 3, 4,12, 14,17,19, 21, 22,24,27 |
| IV       | 7,9,10,13,15,16 |
| V        | 23,28,29,30,31,46,48, |
| VI       | 32,36,37,38,38,47,49 |
| VII      | 40,41,42,43,44,45,50 |

Fig. 8  Machine swing patterns of 50-machine system for fault case 6–7*

in areas I and III. Thus, these machines can be reduced to an equivalent machine. The coherent relationship between the machines in areas IV, V, VI and VII is not disturbed by the fault. The 50 machines now can be divided into five coherent groups and two retained generators as shown in Table 9. When the dynamic reduction is applied, the full system becomes a reduced system where each coherent group is simplified to a single machine.

Fig. 9 shows the comparison of the swing patterns of the two retained machines 2, 6 in the full and the reduced systems. The good matching between the solid and the dot lines shows that the reduced system represents well the full system. The power response of the OMIB model in Fig. 10, using the full and the reduced systems separately, also confirms the validity of the reduced system. Table 8 gives the transient stability parameters of the OMIB for the full and the reduced systems separately, showing that the reduced system with seven machines represents well the full system with 50 machines. But the reduced system improves largely the simulation efficiency. Under the same conditions, the execution time of the reduced system is 5.6% that of the full system.

Using the transient stability parameters in Table 8, the TSC-OPF is carried out by including the full and the reduced systems simulation separately. The results in Table 10 show that the two approaches give nearly the same value. The swing angles of the 50 machines after the TSC-OPF procedure are plotted in Fig. 11, which shows that the system becomes stable. The SIME analysis shows that the optimal operating point satisfies the stability conditions with CCT = 130 ms.

Case 2: A three-phase short-circuit fault at bus 77 is cleared after 330 ms by tripping line 76–77, indicated as fault 76–77*. The full-system simulation shows that the system is transient unstable with $M_{12}$ loosing synchronism. The fault is located in coherent area III where the machines have three different swing patterns: $M_{12}$ is the critical machine; $M_{15}$, $M_{14}$, $M_{17}$, $M_{23}$, $M_{25}$ have similar swing patterns as the machines in area I; whereas $M_{19}$, $M_{21}$, $M_{24}$ are still coherent. The machines in areas V and VI have similar swing patterns. Thus these machines can be simplified into a single machine. The 50 machines are divided into six coherent groups and one retained machine, as shown in Table 9.

Case 3: A three-phase short-circuit fault at bus 101 is cleared after 280 ms by tripping line 69–101, indicated as fault 69–101*. The full-system simulation shows that the system is

Table 8  OMIB parameters of 50-machine system for fault case 6–7*

| t_m, s | $\delta_{UT}(t_o)$, deg | CCT, s | $\delta_{CT}(t_o)$, deg | Simulation execution time, s ($t_{sim} = 0.43$, $dt = 0.01$) |
|--------|----------------------|--------|----------------------|------------------|
| original system | 0.43 | 127.59 | 0.07 | 96.79 | 2.031 |
| reduced system | 0.43 | 126.45 | 0.08 | 97.35 | 0.116 |
transient unstable with $M_{22}$ loosing synchronism. The fault is also located in the coherent area III. But the machines in this area have three different swing patterns: $M_{22}$ is the critical machine; $M_{27}$ is not a critical machine but has an independent swing pattern, while the remaining machines keep their coherency relationship. As in case 2, the machines in areas V and VI are coherent. The 50 machines now are divided into six coherent groups and two retained machines $M_{22}, M_{27}$, as shown in Table 9.

Case 4: A three-phase short-circuit fault at bus 80 is cleared after 250 ms by tripping line 92–80, indicated as fault 92–80*. The full-system simulation shows that the system is transient unstable with $M_{10}$ loosing synchronism. The fault is located near the border between areas I, III and IV. Thus, the fault influences the swing patterns of the machines in the three areas, where three coherent groups can be observed except two independent machines $M_9, M_{10}$. The machines in areas II, V, VII and VIII have similar swing patterns and can be grouped. The 50 machines now are divided into four coherent groups and two retained machines $M_9, M_{10}$, as shown in Table 9.

Case 5: A three-phase short-circuit fault at bus 117 is cleared after 270 ms by tripping line 115–117, indicated as fault 115–117*. The full-system simulation shows that the system is transient unstable with $M_{23}$ loosing synchronism. The fault is located in area V and changes completely the swing patterns of the machines in this area. Each of them has independent swing patterns. But the machines in other areas are not disturbed by this fault. All of the machines in areas I–IV can be grouped together. The 50 machines are divided

| Line tripped | Group 1 | Group 2 | Group 3 | Group 4 | Group 5 | Group 6 | Retained machine |
|--------------|---------|---------|---------|---------|---------|---------|------------------|
| 6–7* $t_f = 0.13$ s | 1, 3, 5, 8, 11, 12, 14, 17, 22, 27 | 3, 4, 5, 12, 20, 22, 27 | 6–8, 11, 17, 20, 22, 27 | 9, 10, 13, 15, 16 | 7, 9, 10, 13, 15, 16 | 7, 9, 10, 13, 15, 16 | 2, 6 |
| 7–9* $t_f = 0.33$ s | 1, 3, 5, 8, 11, 12, 14, 17, 22, 27 | 3, 4, 5, 12, 20, 22, 27 | 6–8, 11, 17, 20, 22, 27 | 9, 10, 13, 15, 16 | 7, 9, 10, 13, 15, 16 | 7, 9, 10, 13, 15, 16 | 2, 6 |
| 10–12* $t_f = 0.25$ s | 1, 3, 5, 8, 11, 12, 14, 17, 22, 27 | 3, 4, 5, 12, 20, 22, 27 | 6–8, 11, 17, 20, 22, 27 | 9, 10, 13, 15, 16 | 7, 9, 10, 13, 15, 16 | 7, 9, 10, 13, 15, 16 | 2, 6 |
| 13–15* $t_f = 0.15$ s | 1, 3, 5, 8, 11, 12, 14, 17, 22, 27 | 3, 4, 5, 12, 20, 22, 27 | 6–8, 11, 17, 20, 22, 27 | 9, 10, 13, 15, 16 | 7, 9, 10, 13, 15, 16 | 7, 9, 10, 13, 15, 16 | 2, 6 |

Fig. 9 Comparison of swing patterns of critical machines for fault case 6–7*

Fig. 10 Comparison of power trajectories of OMIB for fault case 6–7*
Table 10 Comparison of TSC-OPF results using full- and reduced-system simulations

| Line tripped | Power system | Critical machine | Non-critical machine | $t_{sw}$ s | CCT, s | $\Delta \phi$ (\text{deg}) | $\Delta \theta$ (\text{deg}) | TSC-OPF result, $$/h$$ | Execution time, s | Reduction time, % |
|--------------|--------------|------------------|----------------------|------------|--------|-----------------|-----------------|-------------------|-------------------|------------------|
| 6–7*         | full         | 2,6              | remaining machines   | 0.43       | 0.07   | 127.59          | 96.79           | 5.14              | 5323.42          |                  |
|              | reduced      | 2,6              | remaining machines   | 0.43       | 0.08   | 126.45          | 97.34           | 5.31              | 520.79           |                  |
| 76–77*       | full         | 12               | remaining machines   | 0.43       | 0.27   | 136.89          | 119.09          | 14.30             | 3502.32          |                  |
|              | reduced      | 12               | remaining machines   | 0.43       | 0.27   | 137.02          | 119.19          | 14.01             | 512.56           |                  |
| 69–101*      | full         | 22               | remaining machines   | 0.34       | 0.22   | 153.48          | 123.32          | 47.00             | 5519.87          |                  |
|              | reduced      | 22               | remaining machines   | 0.34       | 0.22   | 154.18          | 123.85          | 47.34             | 832.93           |                  |
| 92–80*       | full         | 10               | remaining machines   | 0.30       | 0.19   | 160.82          | 106.82          | 18.09             | 10811.69         |                  |
|              | reduced      | 10               | remaining machines   | 0.30       | 0.19   | 161.40          | 107.30          | 18.27             | 907.25            |                  |
| 115–117*     | full         | 23               | remaining machines   | 0.46       | 0.22   | 171.50          | 128.37          | 36.63             | 9193.89          |                  |
|              | reduced      | 23               | remaining machines   | 0.46       | 0.22   | 171.07          | 127.87          | 36.89             | 2018.25          |                  |
| 134–145*     | full         | 50               | remaining machines   | 0.36       | 0.10   | 129.21          | 89.18           | 9.29              | 18844.90         |                  |
|              | reduced      | 50               | remaining machines   | 0.36       | 0.10   | 129.95          | 89.91           | 10.15             | 2621.33          |                  |

Comparing with the 10-machine system, the cases of the 50-machine system show that the proposed approach is more efficient for large systems. It is clear that the efficiency of the proposed approach depends on the number of coherent machines. If more machines are coherent, the smaller the reduced system will be, the more efficient the proposed method.

5 Conclusion

This paper presents an efficient TSC-OPF procedure by using an independent simulation based on the dynamic reduction method. In this new approach, based on the principle of slow coherency, the dynamics of the original system is represented by a reduced equivalent system. By using the SIME method based on the reduced-system simulation, a fast transient stability assessment is derived and is included into the TSC-OPF procedure. The new approach reduces the dynamic constraints in the TSC-OPF problem and thus reduces the computation burden. Two power systems test cases have shown the efficiency of the method. Since the new approach depends on the slow coherency areas in power systems, it presents more advantages for large power systems where the coherent machines are numerous and the slow coherency areas are large.
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