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SUMMARY
Likelihood ratios (LRs), which are commonly used for probabilistic data processing, are often estimated based on the frequency counts of individual elements obtained from samples. In natural language processing, an element can be a continuous sequence of $N$ items, called an $N$-gram, in which each item is a word, letter, etc. In this paper, we attempt to estimate LRs based on $N$-gram frequency information. A naive estimation approach that uses only $N$-gram frequencies is sensitive to low-frequency (rare) $N$-grams and not applicable to zero-frequency (unobserved) $N$-grams; these are known as the low- and zero-frequency problems, respectively. To address these problems, we propose a method for decomposing $N$-grams into item units and then applying their frequencies along with the original $N$-gram frequencies. Our method can obtain the estimates of unobserved $N$-grams by using the unit frequencies. Although using only unit frequencies ignores dependencies between items, our method takes advantage of the fact that certain items often co-occur in practice and therefore maintains their dependencies by using the relevant $N$-gram frequencies. We also introduce a regularization to achieve robust estimation for rare $N$-grams. Our experimental results demonstrate that our method is effective at solving both problems and can effectively control dependencies.
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1. Introduction

Likelihood ratios (LRs)—statistical measures defined as ratios of likelihood functions—are used in numerous tasks, including relation extraction [1], [2] and data analysis [3], [4]. In practice, LRs are estimated using samples drawn from populations. In natural language processing (NLP), observed frequencies of discrete elements, e.g., word frequencies observed from language resources, are often used for estimation [5], [6]. In general, however, there will be a limited number of observed elements, and many of them will be infrequent. In this paper, we focus on the problems that the well-used estimation framework encounters in the presence of low- or zero-frequency elements.

To clarify our motivation, we suppose that the prediction task for the left context of named entities (NEs), which are proper nouns (e.g., person names and location names), and calculate the following likelihood ratio to predict the context:

$$r(w) = \frac{p_{nu}(w)}{p_{de}(w)},$$

where $w$ is an element sampled from a probability distribution with density $p_{*}(w), \ast \in \{de, nu\}$. Let $w = a_1a_2 \cdots a_N$ be a continuous sequence of $N$ items (called an $N$-gram) in which $a_k$ is an item such as a word or a letter at the $k$-th position. $p_{de}(w)$ is the probability density where $w$ occurs at any position in the corpus, and $p_{nu}(w)$ is the probability density where $w$ occurs on the left side of the NEs. That is, if $w$ is the left context of the NEs, $r(w)$ is high. Otherwise, $r(w)$ is low. A naive estimation approach would be to first obtain the maximum likelihood estimate (MLE) $\hat{p}_s(w)$ of each distribution and then take the ratio of MLEs

$$\hat{p}_s(w) = \frac{c_s(w)}{n_s},$$

$$r_{MLE} = \frac{\hat{p}_{nu}(w)}{\hat{p}_{de}(w)},$$

where $c_s(w)$ is the frequency count of $w$ sampled from the distribution with density $p_s(w)$ and $n_s$ is the sum of $c_s(w)$ for all $w$. In this task, $c_{de}(w)$ is the frequency of $w$ across the entire corpus, and $c_{nu}(w)$ is the frequency of $w$ on the left side of the NEs. We call this type of approach “indirect estimation” because it involves probability estimation. As an example, we examine the frequencies listed in Table 1. The estimates $r_{MLE}(w)$ for each $w$ are listed in the rightmost column of the table. Although this approach is simple, it faces the following two problems:

| $N$-gram | Frequency | $n_{de}$ | $n_{nu}$ | $r_{MLE}(w)$ |
|----------|----------|---------|---------|--------------|
| $w_A$    | $10^7$   | 5,000   | 100     | 20           |
| $w_B$    | $10^7$   | 50      | 1       | 20           |
| $w_C$    | $10^7$   | 50      | 2       | 40           |
| $w_D$    | $10^7$   | 14      | 0       | 0            |

1Strictly speaking, $\hat{p}_s(w)$ indicates the MLE for the occurrence probability of $w$ when the occurrence is modeled using a multinomial distribution.
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1) Zero-frequency problem. $r_{\text{MLE}}(w)$ for zero-frequency (unobserved) elements cannot be estimated. For example, $r_{\text{MLE}}(w_B)$ is zero regardless of the other frequencies because $c_{\text{de}}(w_B)$ is zero. Furthermore, if $c_{\text{de}}(w)$ is zero, $r_{\text{MLE}}(w)$ will be infinity owing to division by zero.

Owing to the nature of the language, the more items, $\{a_k\}_{k=1}^N$, that compose $w$ (i.e., the larger $N$), the less likely the same $w$ occurs in the language resource. However, in pre-learning systems, such as those of speech recognition and machine translation, long $N$-grams are often given as input to the trained models in the form of text or speech. Then, most are not contained in the training set. Thus, it is necessary to treat them as unobserved elements. As described, if we set the estimates of the statistical measures for all unobserved elements to zeros or infinities, the systems often do not work well. Therefore, it is important to properly estimate the measures, even for the zero-frequency elements. Additionally, a real-time processing system must handle such elements without expanding the training set. Thus, it is necessary to treat them as unobserved elements.

2) Low-frequency problem. $r_{\text{MLE}}(w)$ estimated for low-frequency (rare) elements can have very large estimation errors. For example, the estimation uncertainty for $w_B$ is larger than that for $w_A$ because the frequencies of $w_B$ are lower than those of $w_A$; that is, $c_{\text{de}}(w_A) > c_{\text{de}}(w_B)$ and $c_{\text{en}}(w_A) > c_{\text{en}}(w_B)$. However, $r_{\text{MLE}}(w_B)$ is high and equal to $r_{\text{MLE}}(w_A)$ (both 20). In particular, $c_{\text{en}}(w_B) = 1$ may be a coincidence. Therefore, $r_{\text{MLE}}(w)$ should be adjusted depending on the uncertainty. Moreover, $r_{\text{MLE}}(w)$ is sensitive to the number of observations; $c_{\text{en}}(w_C)$ has only one more observation than $c_{\text{en}}(w_B)$, but $r_{\text{MLE}}(w_C)$ is twice $r_{\text{MLE}}(w_B)$ (40 and 20, respectively). In such cases, $r_{\text{MLE}}(w)$ could be more robust. Most $N$-grams are infrequent, and, as $N$ increases, the infrequent $N$-grams tend to increase further. Therefore, to handle them, it is essential to address the low-frequency problem.

A method for mitigating the low-frequency problem was proposed by [7]. This method applies unconstrained Least-Squares Importance Fitting (uLSIF) [8], which is used to estimate $r(w)$ without estimates of $p_s(w)$ by solving a least-squares minimization and is therefore called “direct estimation.” The resulting model in [7] underestimates $r(w)$ properly by using a regularization parameter introduced in the minimization process, thereby making the estimator robust (see Sect. 3.3). To the best of our knowledge, no other method has been found to mitigate the low-frequency problem in LR estimation. Unfortunately, this method does not address the zero-frequency problem. In fact, in cases in which many rare elements are observed, it is expected that many unobserved elements will also be present. Thus, the low- and zero-frequency problems should both be addressed at the same time if possible.

This paper presents a method for mitigating both problems based on the following approaches:

**Approach for Problem 1.** One possible approach for estimating $r(w)$ is to “itemize” or decompose $w$ into item units of $\{a_k\}_{k=1}^N$ and then estimate $r_{\text{item}}(w)$ using their frequencies. Itemizing $w$ is commonly performed in probability estimation and is also applied to LR estimation. If each $a_k$ is observed separately, $r_{\text{item}}(w)$ can be estimated even for unobserved $w$. For example, we suppose that the entity type is person name and that $w = “\text{to Mr.}”$ ($a_1 = “\text{to}”$ and $a_2 = “\text{Mr.}”$). If the two words $a_1$ and $a_2$ occur separately, we can estimate $r_{\text{item}}(w)$, even if $w$ does not occur. However, the standard estimation of $r_{\text{item}}(w)$ assumes that all items occur independently, and the dependencies between items are ignored. Here, we give another example. We suppose that the entity type is location name, and that $w = “\text{Hospital in.}”$ In this example, the dependency of $a_1$ and $a_2$ is important. This is because the preposition “in” occurs in various contexts, and the noun “Hospital” at the left of “in” is the key to predicting whether $w$ is the left context of location names. To utilize dependency, we introduce the term $r_{\text{d}}(w)$, which is estimated using the frequencies of $w$. In this manner, our method can incorporate dependency and successfully treat observed and unobserved $w$.

**Approach for Problem 2.** An important challenge is determining the term $r_{\text{d}}(w)$. For $w$ with $c_{\text{de}}(w) = c_{\text{en}}(w) = 0$, we estimate $r_{\text{item}}(w)$ and then set $r_{\text{d}}(w)$ to zero. For rare $w$, we can use an approach similar to that used in [7]. Both $r_{\text{item}}(w)$ and $r_{\text{d}}(w)$ are estimated using regularization parameters, which can mitigate the low-frequency problem. More importantly, these parameters are shown to also be capable of controlling the dependency between items. We explain this advantage by reusing the examples used in the approach for problem 1. If $w = “\text{to Mr.}”$, we can imagine that a person name will be on the right side of $a_2 = “\text{Mr.}”$ regardless of $a_1$. Therefore, the required dependency between $a_1$ and $a_2$ is inferred to be weak. In contrast, in the case of $w = “\text{Hospital in.}”$, the sequence of two words is important for context prediction, and the required dependency is inferred to be strong. In such examples, where the required dependencies are different, the proposed method adjusts the strength of the dependency and incorporates the appropriate dependency into the estimate. Consequently, our method can obtain an informative estimate, even for rare $w$.

Experimental results demonstrate that our method is effective at addressing both problems and further enables the control of dependency between items, which leads to performance improvement.

2. Related Work

Naive LR estimation approaches face both the low- and the zero-frequency problems. As a first step toward finding a mitigation approach, in this Sect. we review several methods that have been developed to address these problems for non-LR statistical measures.

Studies addressing the use of estimation uncertainty to mitigate the low-frequency problem include Johnson [9], who used confidence interval bounds for pointwise mutual information (PMI) estimation. Such bounds can reflect the
estimation variance because the interval varies with it. Pantel and Ravichandran [10] proposed a penalized estimator based on frequencies. Because PMI includes LR in its definition, these two measures are closely related. As a conditional probability estimation method, Rudin et al. [11] proposed an approach involving obtaining the MLE and then adding a positive constant to the denominator. As conditional probability can be defined as a probability ratio, it can also be considered a type of LR. Under this definition, the method in [11] is formally equivalent to the existing method [7] described in Sect. 1. Although the approaches described above all mitigate the low-frequency problem, none address the zero-frequency problem.

Many probability estimation approaches have attempted to address low- and zero-frequency problems through the use of smoothing techniques, which discount probability estimates for observed elements and distribute them for unobserved elements. Here, we focus on smoothing for a probability $p(w)$ of an $N$-gram $w$ [12]–[18]. This type of smoothing uses lower order $N$-gram (partial elements of $w$) frequencies in addition to original $N$-gram frequencies. Even $p(w)$ for unobserved $w$ can be estimated by using them alternatively. Although $w$-decomposition is related to our approach, these techniques are not directly applicable to LR estimation. Because the LR is given as a ratio of probability distributions, representing it as a ratio of smoothed estimates appears to be a natural approach; however, we would expect that this approach would still face the low-frequency problem as a result of indirect estimation and, therefore, we must verify it experimentally.

Other approaches for mitigating the two problems have been used to estimate odds ratios, which are represented as ratios of probability distributions, for correcting individual probability estimators. In [19] and [20], unbiased and Bayes estimators were used for cell probability estimation. These estimators reduce the estimation bias for rare elements and can avoid the zero-frequency problem in cases in which all observed elements are infrequent. However, we treat elements ranging from high- to zero-frequency in LR estimation. Moreover, approaches involving ratios of corrected estimates have been found to face the low-frequency problem when used for LR estimation [7], which leads us to suspect that the smoothing approach described above also faces the low-frequency problem.

Some classifiers decompose item sequences. For instance, naive Bayes classifiers are based on a strong (naive) independence assumption and Bayes’ theorem. The classifiers approximate the probability $p(D|C)$ that a document $D = a_1a_2 \cdots a_N$ belongs to a class $C$ as follows:

$$p(D|C) \approx \prod_i p(a_i|C),$$

where $a_i$ is an item, e.g., a word or letter, in $D$ and $p(a_i|C)$ is estimated using smoothing techniques. In this approach, the low- and zero-frequency problems are mitigated. The approximation is based on a between-item conditional independence assumption; i.e., $p(a_i|C, a_j) = p(a_i|C)$, where $i \neq j$. This assumption, however, often does not hold in real-world data, and extended methods to alleviate it have been proposed [21]–[26]. Our approach for itemizing $N$-grams and incorporating dependency between items was inspired by this framework.

3. Direct Estimation of Likelihood Ratio: Existing Methods

Several direct LR estimation methods, including the use of kernel mean matching [27], logistic regression [28], Kullback-Leibler divergence minimization [29], and least-squares [8] approaches, have been proposed. These methods are used to estimate LRs represented by continuous distributions. A method for estimating them represented by discrete distributions, was proposed by [7]. This method is a variant of the least-squares approach called unconstrained Least-Squares Importance Fitting (uLSIF). Our proposed method, described in Sect. 4, follows the uLSIF framework, although we use the variant to treat discrete elements. Thus, in this Sect. we explain the problem definition and then describe the original uLSIF and its variant.

3.1 Problem Definition

We define the overall data domain as $D$. In Sects. 3.2 and 3.3, the domains are defined as $D \subset \mathbb{R}^d$ and $D \subset \mathbb{U}$, respectively. $\mathbb{R}^d$ is a real $d$-dimensional space. $\mathbb{U}$ is a set with $v$ discrete elements and is also called a finite alphabet in information theory. We examine a case in which we obtain an independent and identically distributed (i.i.d.) sample $\{x_i\}_{i=1}^{nu}$ from a probability distribution with density $p_{nu}(x)$ and an i.i.d. sample $\{x_i\}_{j=1}^{nu}$ from a probability distribution with density $p_{nu}(x)$:

$$\{x_i\}_{i=1}^{nu} \overset{\text{i.i.d.}}{\sim} p_{nu}(x), \quad \{x_j\}_{j=1}^{nu} \overset{\text{i.i.d.}}{\sim} p_{de}(x).$$

Following previous studies, we assume that $p_{de}(x)$ satisfies the condition

$$p_{de}(x) > 0 \quad \text{for all } x \in D,$$

which makes it possible to define an LR for all $x$. We then attempt to estimate the following LR $r(x)$ directly from two samples, $\{x_i\}_{i=1}^{nu}$ and $\{x_j\}_{j=1}^{nu}$:

$$r(x) = \frac{p_{nu}(x)}{p_{de}(x)}.$$

3.2 Unconstrained Least-Squares Importance Fitting (uLSIF)

In uLSIF [8], $r(x)$ is modeled by the following linear model:

$$\tilde{r}(x) = \sum_{j=1}^{h} \beta_j \varphi_j(x),$$

(2)
where \( \mathbf{\beta} = (\beta_1, \beta_2, \ldots, \beta_b)^T \) are the parameters learned from data samples and \( \{\varphi_i\}_{i=1}^b \) are the basis functions, which are always non-negative. Note that \( b \) and \( \{\varphi_i\}_{i=1}^b \) are independent of the samples \( \{x_i^{de}\}_{i=1}^{n_de} \) and \( \{x_i^{nu}\}_{i=1}^{n_nu} \). The goal of uLSIF is to solve the optimization problem:\(^3\)

\[
\min_{\mathbf{\beta} \in \mathbb{R}^b} \frac{1}{2} \mathbf{\beta}^T \bar{H} \mathbf{\beta} - \mathbf{\bar{\eta}}^T \mathbf{\beta} + \frac{\lambda}{2} \mathbf{\beta}^T \mathbf{\beta},
\]

(3)

where \( \bar{H} \) is a \( b \times b \) matrix in which the \( (l, l') \)-th element is given by

\[
\bar{H}_{l, l'} = \frac{1}{n_{de}} \sum_{i=1}^{n_de} \varphi_i(x_i^{de}) \varphi_{l'}(x_i^{de}),
\]

(4)

and \( \bar{\eta} \) is a \( b \)-dimensional vector in which the \( l \)-th element is given by

\[
\bar{\eta}_l = \frac{1}{n_{nu}} \sum_{j=1}^{n_nu} \varphi_j(x_j^{nu}).
\]

(5)

In Eq.(3), a penalty term \( \frac{1}{2} \mathbf{\beta}^T \mathbf{\beta} \) is introduced for regularization to \( \mathbf{\beta} ; \lambda (\geq 0) \) is a regularization parameter and \( \mathbf{\beta}^T \mathbf{\beta} / 2 \) is an \( \ell_2 \)-regularizer. As the objective function in Eq.(3) is a convex quadratic function, its solutions can be written as

\[
\mathbf{\bar{\beta}}(\lambda) = (\bar{H} + \lambda \mathbf{1}_b)^{-1} \bar{\eta},
\]

where \( \mathbf{1}_b \) is a \( b \)-dimensional vector containing all ones. As the optimization problem does not have non-negativity constraints on the parameters, some of them can be negative. Therefore, \( \mathbf{\bar{\beta}}(\lambda) \) are modified as follows by taking into account the non-negativity of \( r(x) \):

\[
\mathbf{\bar{\beta}}(\lambda) = \max(\mathbf{0}_b, \mathbf{\bar{\beta}}(\lambda)),
\]

where the “max” operation is applied in the element-wise manner and \( \mathbf{0}_b \) is a \( b \)-dimensional vector containing all zeros. \( \mathbf{\bar{\beta}}(\lambda) \) are the final solutions of Eq.(3).

uLSIF uses the structure of a sample space to model \( r(x) \). For this reason, the selection of basis functions is important. Moreover, the \( \ell_2 \)-regularizer gives prior information that \( \mathbf{\beta} \) are uniform under the condition that no samples are observed from the space.

### 3.3 A Variant of uLSIF for Discrete Distributions

The primary alteration to the original uLSIF involves a change of basis functions. In natural language processing (NLP), observed samples often comprise discrete elements such as words and letters rather than continuous elements. uLSIF uses Gaussian kernels in its basis functions, but these cannot take into account the discreteness of the sample space.

\(^3\)The objective function in Eq.(3) is derived from the square loss of \( r(x) \) and \( \hat{r}(x) \). See Appendix A for a derivation of the first two terms in this function.

To apply uLSIF in discrete cases, Kikuchi et al. [7] proposed the use of the basis functions \( \{\varphi_i\}_{i=1}^v \):

\[
\varphi_i(x) = \begin{cases} 1 & x = x_i(l), \\ 0 & \text{otherwise} \end{cases}
\]

(6)

In the above, \( x \) is a discrete element, \( v \) is the number of possible element types, and \( l \) is an index specifying the specific type from among \( v \) types; that is, \( x_i(l) \) indicates the \( l \)-th element among \( v \) different elements. The functions can also be regarded as Kronecker delta functions. In addition, \( r(x_{(m)}) \), \( 1 \leq m \leq v \), is modeled as Eq.(2):

\[
\hat{r}_K(x_{(m)}) = \sum_{l=1}^{v} \beta_l \varphi_l(x_{(m)}) = \beta_m.
\]

As the basis function \( \varphi_l(x) \) becomes zero unless \( x \) is identical to \( x_i(l) \), the \( \bar{H}_{l, l'} \) and \( \bar{\eta}_l \) corresponding to Eqs.(4) and (5), respectively, are given by

\[
\bar{H}_{l, l'} = \begin{cases} \frac{1}{n_{de}} \sum_{i=1}^{n_de} \varphi_i(x_i^{de}) \varphi_l(x_i^{de}) & (l = l') \\ 0 & (l \neq l') \end{cases},
\]

\[
\bar{\eta}_l = \frac{1}{n_{nu}} \sum_{j=1}^{n_nu} \varphi_j(x_j^{nu} \varphi_l(x_j^{nu})),
\]

where \( c_{*,i}(x_i) \), \( * \in \{de, nu\} \) is the frequency of \( x_i \) sampled from a probability distribution with density \( p_*(x_i) \) and \( \bar{H} \) is a \( v \times v \) diagonal matrix. From the above, \( \hat{r}_K(x_{(m)}) \) can be calculated as

\[
\hat{r}_K(x_{(m)}) = \bar{\beta}_m = (\bar{H}_{m,m} + \lambda)^{-1} \bar{\eta}_m = \left( \frac{1}{n_{de}} c_{de}(x_{(m)}) + \lambda \right)^{-1} \frac{1}{n_{nu}} c_{nu}(x_{(m)}),
\]

(7)

which is a non-negative value and therefore becomes the solution\(^\dagger\). The regularization parameter \( \lambda \) results in an underestimation of \( r(x_{(m)}) \). If \( \lambda \) is zero, \( \hat{r}_K(x_{(m)}) \) is \( r_{MLE}(w) = \frac{n_{nu}}{n_{de}} \frac{c_{de}(x_{(m)})}{p_{de}(x_{(m)})} \), which is equivalent to Eq.(1) with \( \tilde{p}_*(x_{(m)}) \) representing the MLE\(^\dagger\) of a probability distribution with density \( p_*(x_{(m)}) \). Eq.(7) adjusts only the denominator \( \frac{1}{n_{de}} c_{de}(x_{(m)}) \) of \( r_{MLE}(w) \) using \( \lambda \).

### 3.4 Regularization Effect on \( \hat{r}_K(x_{(m)}) \)

As we use the estimator \( \hat{r}_K(x_{(m)}) \) in our proposed method, understanding its function will be important. Accordingly, in this Sect. we explain \( \hat{r}_K(x_{(m)}) \) from the perspective of regularization. To do so, we assume that each discrete element \( x \) is an \( N \)-gram \( w \). As in Sect. 1, we calculate the

\(^\dagger\)As the original paper [7] was written in Japanese, in Sect. 3.4 we present an estimation example for further clarification.
Table 2: Frequency examples (identical to Table 1).

| N-gram | Frequency | \( r_{\text{MLE}}(w) \) |
|--------|-----------|---------------------|
| \( w_A \) | 10^7 | 5,000 | 10^4 | 100 | 20 |
| \( w_B \) | 10^7 | 50 | 10^4 | 2 | 40 |
| \( w_C \) | 10^7 | 14 | 10^4 | 0 | 0 |

Fig. 1: Regularization effect on \( \hat{r}_K(w) \) given in Eq.(7). The horizontal and vertical axes of the graph represent the regularization parameter \( \lambda \) and estimate of \( \hat{r}_K(w) \), respectively.

likelihood ratio, \( r(w) = \frac{p_{\text{true}}(w)}{p_{\text{false}}(w)} \), to predict the left context of NEs. \( p_{\text{true}}(w) \) is the probability density where \( w \) occurs at any position in the corpus, and \( p_{\text{false}}(w) \) is the probability density where \( w \) occurs on the left side of the NEs. That is, if \( w \) is the left context of the NEs, \( r(w) \) is high. Otherwise, \( r(w) \) is low. We also assume that we observe the frequencies shown in Table 2 (identical to Table 1) and use them to estimate \( r(w) \) for each \( w \). Here, \( c_{ak}(w) \) is the frequency of \( w \) in the entire corpus, and \( c_{wm}(w) \) is the frequency of \( w \) on the left side of NEs. \( \hat{r}_K(w) \) with \( \lambda = 0 \) is equal to \( r_{\text{MLE}}(w) \) as defined by Eq.(1). Fig. 1 shows the estimated \( \hat{r}_K(w) \) as the regularization parameter \( \lambda \) is varied over the range \( 10^{-9}, 10^{-8}, \ldots, 10^{-1} \).

At \( \lambda = 10^{-9} \), each \( \hat{r}_K(w) \) is nearly equal to \( r_{\text{MLE}}(w) \) in Table 2 as a result of the weak regularization. At nearly \( \lambda = 10^{-7} \), \( \hat{r}_K(w_B) \) and \( \hat{r}_K(w_C) \) both begin to decrease, while \( \hat{r}_K(w_A) \) remains close to 20. The frequencies of \( w_B \) and \( w_C \) are lower than those of \( w_A \), indicating that the regularization effect acts more strongly on \( \hat{r}_K(w_B) \) and \( \hat{r}_K(w_C) \) even when \( r_{\text{MLE}}(w_A) = r_{\text{MLE}}(w_B) \). As \( \lambda \) increases further, \( \hat{r}_K(w_A) \) begins to decrease, and all estimators go to zero, suggesting that, for all \( w, \hat{r}_K(w) \) becomes robust for frequencies with large \( \lambda \). Therefore, if we use \( \hat{r}_K(w) \) in the prediction task of the left \( N \)-grams of NEs, we can preferentially predict high-frequency left \( N \)-grams, and after that we can predict low-frequency left \( N \)-grams. Note that \( \hat{r}_K(w_B) \) is always zero. This method addresses the low-frequency problem but not the zero-frequency problem. When dealing with high-order (long) \( N \)-grams, there are many \( ws \) having \( c_{ak}(w) = 0 \) or \( c_{wm}(w) = 0 \). Therefore, in the next section, we propose a new estimator that can address the zero-frequency problem by also using the composed items of \( w \).

4. Proposed Likelihood Ratio Estimator

Our proposed method follows the uLSIF framework. Our framework models LR as a linear sum of basis functions and their weighting parameters, which are optimized using least-squares minimization. Note that we select the basis functions applicable to discrete elements, as well as the method described in Sect. 3.3. We briefly explain our estimation procedure as follows. For an "itemizable" element \( w \), \( r(w) \) is first roughly approximated as \( s_{\text{item}}(w) \) using the component frequencies of \( w \) under the assumption of independence between components. Then, the term \( t_{\text{a}}(w) \) based on the frequency of \( w \) is added to \( s_{\text{item}}(w) \) for independence alleviation. Finally, an estimate of \( t_{\text{a}}(w) \) for which the square loss of \( s_{\text{item}}(w) + t_{\text{a}}(w) \) and \( r(w) \) is minimized is made. Below, we describe our method in detail.

4.1 Overall Framework

We examine a case in which we observe \( N \)-grams as itemizable elements. Each \( N \)-gram \( w \) is a continuous sequence of \( N \) items \( \{a_k\}_{k=1}^N \):

\[
 w = a_1 a_2 \cdots a_N ,
\]

where \( a_k \) is a discrete item at the \( k \)-th position in \( w \). The items can be words, letters, etc. In particular, for \( N = 1, 2, 3 \), \( w \) is called a unigram, bigram, and trigram, respectively.

Before going further, we define the two operators \( \Psi_k \) and \( \Psi_{(l)} \) for simplicity. These generate item patterns from \( w \).

**Definition 1 (Operator \( \Psi_k \))**: An operator \( \Psi_k \) replaces all items except \( a_k \) with a wildcard symbol \( \bullet \). This symbol allows any item type match at the \( k \)-th position. If \( w \) is \( a_1 a_2 a_3 \), \( \Psi_k(w) \) \( (k = 1, 2, 3) \) is \( \Psi_1(w) = a_1 \bullet \bullet \), \( \Psi_2(w) = \bullet a_2 \bullet \), and \( \Psi_3(w) = \bullet \bullet a_3 \).

**Definition 2 (Operator \( \Psi_{(l)} \))**: An operator \( \Psi_{(l)} \) replaces all items except \( a_k \) with \( \bullet \) and \( a_k \) with \( a_l \), \( 1 \leq l \leq v \), where \( l \) is an index specifying an item type and \( v \) is the number of item types that can exist; that is, \( a_l \) indicates the \( l \)-th item among all different \( v \) items. If \( w \) is \( a_1 a_2 a_3 \), \( \Psi_{(l)}(w) \) \( (k = 1, 2, 3) \) is \( \Psi_{(1)}(w) = a_l \bullet \bullet \), \( \Psi_{(2)}(w) = \bullet a_l \bullet \), and \( \Psi_{(3)}(w) = \bullet \bullet a_l \).

Our initial approach is to assume the statistical independence of items \( \{a_k\}_{k=1}^N \) in \( w \) and to itemize \( w \) into unit items. Based on this, \( r(w) \) can be represented by \( s_{\text{item}}(w) \), which is the product of the LRIs of units \( \{\Psi_k(w)\}_{k=1}^N \).

\[
 r_{\text{item}}(w) = \prod_{k=1}^N r(\Psi_k(w))
 = r(a_1 \bullet \bullet \bullet) r(\bullet a_2 \bullet \bullet \bullet) \cdot \cdot \cdot
\]
All of $\Psi_{kw}$ match many N-grams including $w$. Therefore, if $r(w)$ can be defined, $r(\Psi_{kw})$ can also be defined. By itemizing each $w$—even those sequences not observed in samples—we can estimate $r_{\text{item}}(w)$ based on individual unit frequencies. However, the independence assumption is inaccurate and might cause a significant estimation error. Therefore, we add a dependency term $t_d(w)$ to Eq.(8) to incorporate the dependency between items. Our overall model is then:

$$r_{\text{ours}}(w) = r_{\text{item}}(w) + t_d(w),$$

which is estimated in two steps. We first estimate $r_{\text{item}}(w)$ using each unit frequency $c_v(\Psi_{kw})$, $v \in \{\text{de}, \text{nu}\}$, and we then estimate $t_d(w)$ using each frequency $c_v(w)$. $t_d(w)$ is defined for each N-gram $w$ and estimated so that the squared loss between our model $r_{\text{ours}}(w)$ and the ideal $r(w)$ is minimized. When at least $c_{\text{de}}(w) > 0$ or $c_{\text{nu}}(w) > 0$ and the estimate of $r_{\text{item}}(w) + t_d(w)$ is non-negative, we can obtain the exact solution that minimizes the squared error.

### 4.2 Estimation of Itemized LR $r_{\text{item}}(w)$

Given an N-gram $w$, we estimate $r(\Psi_{kw})$ in Eq.(8) by applying the method described in Sect. 3.3. We define each of the basis functions as follows:

$$\varphi_l(\Psi_{kw}) = \begin{cases} 1 & \Psi_{kw} = \Psi_{k(l)}, \\ 0 & \text{otherwise}, \end{cases}$$

where $l$ is the index specifying an item type that is not replaced by the wildcard symbol * and $v$ is the number of the index specifying an item type that can exist. If $\Psi_{kw}$ is identical to $\Psi_{k(m)}$, $1 \leq m \leq v$, that is, $a_k$ is identical to $a_{(m)}$, $\tilde{r}_k(\Psi_{k(m)}w)$ can be calculated as

$$\tilde{r}_k(\Psi_{k(m)}w) = \left( \frac{1}{n_{\text{de}}} c_{\text{de}}(\Psi_{k(m)}w) + \lambda_{\text{item}} \right)^{-1} \times \frac{1}{n_{\text{nu}}} c_{\text{nu}}(\Psi_{k(m)}w),$$

where $\lambda_{\text{item}} (\geq 0)$ is a regularization parameter and $n_{\text{de}}$ and $n_{\text{nu}}$ are the total frequencies of all N-grams observed from samples $\{w_i^\text{de}\}_{i=1}^n$ and $\{w_j^\text{nu}\}_{j=1}^n$, respectively. From the above, we estimate $r_{\text{item}}(w)$ as the product of $[\tilde{r}_k(\Psi_{kw})]_{k=1}^N$:

$$\tilde{r}_{\text{item}}(w) = \prod_{k=1}^N \tilde{r}_k(\Psi_{kw}).$$

In our experiments, $n_{\text{de}}$ and $n_{\text{nu}}$ are the total frequencies of N-grams in the training set and on the left side of the NEs, respectively. From these definitions, $n_{\text{de}} \gg n_{\text{nu}}$ holds. Additionally, many N-grams comprise low-frequency items. Considering these, $\tilde{r}_{\text{ours}}(\Psi_{kw}) < \tilde{r}_{\text{ours}}(\Psi_{kw})$ holds for most $\Psi_{kw}$. The value of $\tilde{r}_{\text{ours}}(\Psi_{kw})$ is strongly reflected in the estimate of $r(\Psi_{kw})$. Therefore, we correct the denominator of $r(\Psi_{kw})$. $\tilde{r}_{\text{item}}(w)$ has $N$ regularization parameters. However, searching for the optimal combination of all $\lambda_{\text{item}}$ is computationally expensive. On the other hand, $\hat{p}_{\text{de}}(\Psi_{kw})$ is the occurrence probability of $\Psi_{kw}$ in the training set. Here, if the words $a_k$ and $a_k'$ are identical, then $\hat{p}_{\text{de}}(\Psi_{kw}) \approx \hat{p}_{\text{de}}(\Psi_{k'w})$, $k \neq k'$. That is, $\hat{p}_{\text{de}}(\Psi_{kw})$ is almost determined by the word type of $a_k$, not $k$. For these reasons, we consider them as common parameters and set the parameters all to the same value.

### 4.3 Estimation of Dependency Term $t_d(w)$

Given an N-gram $w$ and $\tilde{r}_{\text{item}}(w)$, we estimate $t_d(w)$ in Eq.(9). We model $t_d(w)$ as the following linear model:

$$\tilde{t}_d(w) = \sum_{l=1}^v \beta_l \varphi_l(w),$$

where $\beta = (\beta_1, \beta_2, \ldots, \beta_v)^T$ are the parameters learned from data samples and $\{\varphi_l(w)\}_{l=1}^v$ are the basis functions, which are always non-negative. Similar to Eq.(6), we define each of the basis functions for $w$ as

$$\varphi_l(w) = \begin{cases} 1 & w = w_{l(i)}, \\ 0 & \text{otherwise}, \end{cases}$$

where $l$ is the index specifying a particular N-gram type from among all N-gram types; that is, $w_{l(i)}$ indicates the $l$-th N-gram from among all N-grams. Note that $v$ is not defined as in Sect. 4.2 but here represents the number of possible N-gram types. For identical $w$ with $w_{l(m)}$, $1 \leq m \leq v$, our model $r_{\text{ours}}(w_{l(m)})$ is given as follows:

$$r_{\text{ours}}(w_{l(m)}) = \tilde{r}_{\text{item}}(w_{l(m)}) + \tilde{t}_d(w_{l(m)}) = \tilde{r}_{\text{item}}(w_{l(m)}) + \beta_m.$$  

(11)

$r_{\text{ours}}(w_{l(m)})$ is replaced by $\tilde{r}_{\text{item}}(w_{l(m)})$, as shown in Eq.(10), and treated as a constant. To determine $\beta$ from the data samples, we solve the following problem:

$$\min_{\hat{\beta} \in \mathbb{R}^v} \left[ \tilde{J}(\hat{\beta}) + \frac{\lambda_r}{2} \hat{\beta}^T \hat{\beta} \right],$$

(12)

where $\lambda_r (\geq 0)$ is a regularization parameter and $\tilde{J}(\hat{\beta})$ are the squared-loss-based terms:

$$\tilde{J}(\hat{\beta}) = \frac{1}{2} \sum_{l=1}^v \beta_l^2 \left( \frac{1}{n_{\text{de}}} \sum_{l=1}^{n_{\text{de}}} \varphi_l(w_{l}^\text{de}) \right) + \tilde{r}_{\text{item}}(w_{l(m)}) \sum_{l=1}^v \beta_l \left( \frac{1}{n_{\text{de}}} \sum_{l=1}^{n_{\text{de}}} \varphi_l(w_{l}^\text{de}) \right) - \sum_{l=1}^v \beta_l \left( \frac{1}{n_{\text{nu}}} \sum_{j=1}^{n_{\text{nu}}} \varphi_l(w_{l}^\text{nu}) \right).$$

(13)

As the objective function in Eq.(12) is a convex quadratic function, we can differentiate it with respect to $\beta_m$ and set it to zero:

\[\text{See Appendix B for the derivation of Eq.(13).}\]
\[ \frac{\partial}{\partial \beta_m} \left( \hat{f}(\beta) + \frac{\lambda_d}{2} \beta^T \beta \right) = \beta_m \left( \frac{1}{n_{de}} \sum_{i=1}^{n_{de}} \frac{\phi_m(w_i^{de})}{n_{de}} + \lambda_d \right) + \]

\[
\tilde{\tau}_{\text{ours}}(w_{(m)}) \left( \frac{1}{n_{de}} \sum_{i=1}^{n_{de}} \phi_m(w_i^{de}) - \frac{1}{n_{wu}} \sum_{j=1}^{n_{wu}} \phi_m(w_j^{wu}) \right) = 0.
\]

Solving the above for \( \beta_m \), we obtain

\[
\tilde{\beta}_m(\lambda_d) = \left( \frac{1}{n_{de}} \sum_{i=1}^{n_{de}} \phi_m(w_i^{de}) + \lambda_d \right)^{-1} \times \left\{ \frac{1}{n_{de}} \sum_{i=1}^{n_{de}} \phi_m(w_i^{de}) \tilde{\tau}_{\text{ours}}(w_{(m)}) - \frac{1}{n_{wu}} \sum_{j=1}^{n_{wu}} \phi_m(w_j^{wu}) \right\} = \left( \frac{c_{de}(w_{(m)})}{n_{de}} + \lambda_d \right)^{-1} \times \left\{ \frac{c_{de}(w_{(m)})}{n_{de}} \right\}.
\]

This is the solution of the optimization problem shown in Eq.(12). Substituting \( \tilde{\beta}_m(\lambda_d) \) into Eq.(11), our model can be calculated as

\[ \tilde{\tau}_{\text{ours}}(w_{(m)}) = \tilde{\tau}_{\text{ours}}(w_{(m)}) + \tilde{\beta}_m(\lambda_d). \]

As this can be negative because \( \tilde{\beta}_m(\lambda_d) \) includes a subtraction term, we modify \( \tilde{\tau}_{\text{ours}}(w_{(m)}) \) as

\[ \tilde{\tau}_{\text{ours}}(w_{(m)}) = \max(0, \tilde{\tau}_{\text{ours}}(w_{(m)})) \tag{15} \]

to obtain our estimator. The estimator \( \tilde{\tau}_{\text{ours}}(w_{(m)}) \) has two parameters, \( \lambda_{\text{item}} \) and \( \lambda_d \), which balance the impacts of \( \tilde{\tau}_{\text{ours}}(w) \) and \( \tilde{\tau}_d(w) \) in Eq.(9) while mitigating the low-frequency problem. As a result, the estimator allows us to control the dependency strength between items.

4.4 Regularization Effect on \( \tilde{\tau}_{\text{ours}}(w) \)

In this section, we explain our estimator \( \tilde{\tau}_{\text{ours}}(w) \) in Eq.(15) from the perspective of the regularization process. As in Sect. 1, we calculate the likelihood ratio, \( r(w) = \frac{p_{\text{de}}(w)}{p_{\text{wu}}(w)} \), to predict the left context of the NEs. \( p_{\text{de}}(w) \) is the probability density where \( w \) occurs at any position in the corpus, and \( p_{\text{wu}}(w) \) is the probability density where \( w \) occurs on the left side of the NEs. That is, if \( w \) is the left context of NEs, \( r(w) \) is high. Otherwise, \( r(w) \) is low. We assume that we observe the frequencies shown in Table 3 and use them to estimate \( r(w) \) for each \( w \). \( \tilde{\tau}_{\text{ours}}(w) \) has two regularization parameters:

\[ \lambda_{\text{item}} \text{ and } \lambda_d. \]

To clarify the effect of each parameter, we fix one and change the other over the range \( 10^{-9}, 10^{-8}, \ldots, 10^{-1} \). Figs. 2 and 3 show the regularization effects on \( \tilde{\tau}_{\text{ours}}(w) \) by \( \lambda_{\text{item}} \) and \( \lambda_d \), respectively.

In Fig. 2, \( \tilde{\tau}_{\text{ours}}(w) \) for all \( w \) decreases as \( \lambda_{\text{item}} \) grows. For \( \lambda_{\text{item}} = 10^{-9}, \tilde{\tau}_{\text{ours}}(w_B) \), \( \tilde{\tau}_{\text{ours}}(w_C) \), and \( \tilde{\tau}_{\text{ours}}(w_D) \) are all nearly 10,000 because of the weak regularization. The estimates are close to the \( \tilde{\tau}_{\text{ours}}(w) \) obtained with \( \lambda_{\text{item}} = 0 \) in Table 3. We infer that \( \tilde{\tau}_{\text{ours}}(w_A) \) is lower than the other estimates as a result of the subtraction term in Eq.(14). For \( \lambda_{\text{item}} = 10^{-5}, \tilde{\tau}_{\text{ours}}(w_C) \) is lower than \( \tilde{\tau}_{\text{ours}}(w_B) \). As the itemized frequencies of \( w_C \) are lower than those of \( w_B \), the regular-
Table 3: Examples of original and itemized frequencies.

| Bigram    | Original Freq. | Typed Freq. | Itemized Freq. | Typed Freq. |
|-----------|----------------|-------------|----------------|-------------|
|           | n_{dk} | c_{dk}(w) | n_{mc} | c_{mc}(w) | n_{dk} | c_{dk}(a_1, •) | n_{mc} | c_{mc}(a_1, •) |
| w_A       | 10^7   | 5,000      | 10^7   | 100       | 20     | 8,000      | 100   | 5,000       |
| w_B       | 10^7   | 50         | 1      | 1         | 20     | 240        | 30    | 15          |
| w_C       | 10^7   | 50         | 10^4   | 2         | 40     | 80         | 10    | 5           |
| w_D       | 10^7   | 14         | 10^4   | 0         | 0      | 80         | 10    | 5           |

5. Objective Evaluation

In this section, we analyze the behavior of our method and verify its effectiveness in mitigating the low- and zero-frequency problems. To do so, we evaluate a task involving the use of LR estimators to predict the left context of named entities (NEs) in datasets. We use two types of NEs—names of people and locations—which are tagged PER and LOC, respectively, and adopt word N-grams as their contexts. Fig. 4 shows examples of the two types of NEs and their left bigram

(N = 2). The left N-grams of PER tend to contain specific words, e.g., honorific titles or nouns representing a person. As such, the words are crucial to predicting the PER context. By contrast, LOC N-grams tend to contain prepositions, which are contained in various contexts. Therefore, unlike in the PER context, contextual sequences (here indicating N-grams) are crucial. These NEs with different context features are helpful for behavioral analysis. Furthermore, the N-grams to be predicted are uniquely determined, which facilitates objective evaluation. Finally, the N-gram frequency distributions are long-tail distributions, which forces us to handle numerous rare or unobserved items. Therefore, we must be aware that methods used to handle them will significantly affect the prediction performance, allowing the differences between our method and the comparison methods described in Sect. 5.3 to be observed clearly.

5.1 Dataset Descriptions and Experimental Conditions

We used NE-tagged datasets created by applying the following steps. First, we classified and tagged entities in the 1987 Wall Street Journal corpus\(^1\) using the Stanford Named Entity Recognizer[30]. We then randomly sampled articles from the tagged corpus and allocated them to the training, validation, and test sets. The validation and test set sizes were fixed at 1,000 articles in all cases, while the training set size S_t was changed according to the following conditions, all of which had two choices\(^2\).

\(^1\)https://catalog.ldc.upenn.edu/LDC2000T43
\(^2\)We conducted experiments with N varied from two to four.
for each mate
left side of the NEs more than once in the test set, it was

where estimates and evaluated the top 8,000. If
training set, respectively.

We then conducted experiments at eight condition settings. The first two conditions were for controlling training set sparseness; the last was for predicting different types of context. The dataset descriptions are shown in Tables 4 and 5. Note that articles in the validation and test sets were re-sampled for different training set sizes. \( O_{\text{ALL}} \) indicates that \( N \)-gram occurrences are at any position in a dataset. \( O_{\text{LOC}} \) and \( O_{\text{PER}} \) indicate occurrences at the left side of LOC and PER, respectively, in a dataset.

5.2 Experimental Procedure

For any \( N \)-gram \( w \) in the training set, we counted the frequencies on both the left side of the NEs and at any position. Similarly, we counted the frequencies of \( \{\Psi_k|w\}_{k=1}^N \) to estimate \( r_{\text{item}}(w) \). We then estimated \( r(w) \) using the frequencies for each \( w \) in the test set as follows:

\[
    r(w) = \frac{p_{\text{NE}}(w)}{p_{\text{ALL}}(w)},
\]

where \( p_{\text{NE}}(w) \) and \( p_{\text{ALL}}(w) \) are the occurrence probabilities of \( w \) on the left side of the NEs and at any position in the training set, respectively.

We sorted and ranked \( w \) in descending order of their estimates and evaluated the top 8,000. If \( w \) occurred on the left side of the NEs more than once in the test set, it was labeled "True"; otherwise, it was labeled "False." Finally, we constructed a rank–recall curve on a graph in which the horizontal and vertical axes represent rank and recall, respectively. From the curve, we can see the approximate precision. The slope of a straight line connecting the origin to a point on the curve is proportional to the precision at that point. The recall and precision are defined as follows:

\[
    \text{recall} = \frac{|\{w|w \in R\}|}{|R|}, \quad \text{precision} = \frac{|\{w|w \in R\}|}{|\{w\}|},
\]

where \( w \) is the \( N \)-gram to be evaluated and \( R \) is the set of \( N \)-grams occurring on the left side of the NEs in the test set, i.e., the correction set.

5.3 Comparison Methods

In this section, we describe the comparison methods and the parameter tuning process. We used the following comparison methods, which have different behaviors for low-frequency (rare) or zero-frequency (unobserved) elements or for both types of elements.

A baseline (B for short, Eq.(1)) first obtains an MLE of each probability distribution and then takes the ratio of the MLEs. This simple approach is often called “indirect estimation” because it involves probability estimation; however, it faces both the low- and zero-frequency problems.

Kikuchi:19 (K for short, Eq.(7)) is a variant of uLSIF that is applied to discrete distributions [7]. K introduces a regularization parameter \( \lambda \) to mitigate the low-frequency problem but does not use frequencies of item units to estimate LRs from unobserved elements.

\[ \lambda \]

For details of K and ITEM, see Sects. 3.3 and 4.2, respectively.
In probability estimation, Kneser–Ney smoothing [18] is widely used to solve the zero-frequency problem. This smoothing uses lower order N-gram frequencies in addition to original N-gram frequencies. A possible way to estimate $r(w)$ even from unobserved elements might be to smooth each probability estimate and then take the ratio of the estimates. Therefore, we add the following method, which we call the Kneser–Ney-based method (KN for short), for comparison in $N = 4$ settings:

$$\tilde{r}_{\text{KN}}(w) = \frac{\hat{p}_{\text{nu}}(w)}{\hat{p}_{\text{de}}(w)}$$

$$\hat{p}_{\text{nu}}(w) = p_S^1(a_1)p_S^2(a_2 | a_1)$$

$$\hat{p}_{\text{de}}(w) = p_S^1(a_3 | a_1a_2)p_S^2(a_4 | a_1a_2a_3),$$

where $\hat{p}_{\text{de}}(w)$ and $\hat{p}_{\text{nu}}(w)$ are modeled with smoothed conditional probabilities for $\{a_k\}_{k=1}^4$, and $p_S^i$ is the (interpolated) Kneser–Ney estimator and has a discount parameter $d$. That is to say, KN has eight parameters in total. Note that $* \in \{\text{de, nu}\}$ is an index that distinguishes the denominator and numerator of a likelihood ratio.

Itemized LR (ITEM for short, Eq.(10)) mitigates the zero-frequency problem by itemizing N-grams to item units. The low-frequency problem can be mitigated by using K for the LR estimation of each unit. As this approach does not use original N-gram frequencies, the itemization sacrifices dependencies between items. This is equivalent to our model without the dependency term $t_d(w)$, and we therefore include it in our comparison to confirm the effectiveness of $t_d(w)$. To avoid duplication in the model’s notation, the regularization parameter is replaced by $\lambda'$. With the exception of B, all of the evaluated methods have tuning parameters. We therefore regarded the validation sets as test sets and constructed rank–recall curves with the regularization parameters changed over the range $10^{-2}, 10^{-3}, \ldots, 10^{-1}$. Finally, we chose the optimal value that maximized the area under the rank–recall curve. As our method uses two parameters—$\lambda_{\text{item}}$ and $\lambda_d$—the optimal pair was found by changing them simultaneously. The chosen regularization parameters are listed in Tables 6 and 7. As described above, KN has eight tuning parameters. For each Kneser–Ney estimator, we varied the parameter $d$ over the range 0.1, 0.2, \ldots, 0.9 and chose the optimal value that maximized its likelihood. This is a natural way to set $d$s when using the smoothing.

**Table 6: Regularization parameters chosen for $N = 2$.**

| Size of Train $S_{tr}$ | NE | K | ITEM | Ours |
|------------------------|----|---|------|------|
| 10,000                 | LOC | $10^{-2}$ | $10^{-3}$ | $10^{-4}$ | $10^{-5}$ | $10^{-1}$ |
| PER                    | $10^{-1}$ | $10^{-5}$ | $10^{-4}$ | $10^{-5}$ | $10^{-5}$ |
| 2,500                  | LOC | $10^{-4}$ | $10^{-4}$ | $10^{-4}$ | $10^{-4}$ |
| PER                    | $10^{-4}$ | $10^{-5}$ | $10^{-4}$ | $10^{-5}$ | $10^{-5}$ |

**Table 7: Regularization parameters chosen for $N = 4$.**

| Size of Train $S_{tr}$ | NE | K | ITEM | Ours |
|------------------------|----|---|------|------|
| 10,000                 | LOC | $10^{-4}$ | $10^{-4}$ | $10^{-4}$ | $10^{-4}$ | $10^{-5}$ |
| PER                    | $10^{-4}$ | $10^{-4}$ | $10^{-4}$ | $10^{-4}$ | $10^{-5}$ | $10^{-6}$ |
| 2,500                  | LOC | $10^{-4}$ | $10^{-4}$ | $10^{-4}$ | $10^{-4}$ | $10^{-5}$ | $10^{-5}$ |
| PER                    | $10^{-4}$ | $10^{-4}$ | $10^{-4}$ | $10^{-4}$ | $10^{-5}$ | $10^{-5}$ | $10^{-5}$ |

**Fig. 5:** Rank–recall curves for $N = 2$. PER and LOC indicate that prediction targets are the left PER and LOC contexts, respectively. $S_{tr}$ is the training set size. The horizontal and vertical axes of curves represent rank and recall, respectively. The slope of a straight line connecting the origin to a point on the curve is proportional to the precision at that point. For a given rank, the method with the largest value on the vertical axis, i.e., the highest recall, has the best performance.

**5.4 Results**

We first show the respective rank–recall curves, which are summarized for different $N$. Then, for behavioral analysis, we show some ranked N-grams. Owing to space limitations, only the N-grams for $N = 2, S_{tr} = 10,000$ and $N = 4, S_{tr} = 2,500$ are shown.

**Rank-Recall Curves for $N = 2$**

Fig. 5 shows the rank–recall curves for bigrams ($N = 2$). From this figure, we can see the following:

- The baseline (B) performed worse than our method as a result of the low-frequency problem. In addition, Kikuchi:19 (K) performed generally better than B for...
\( S_\text{tr} = 10,000 \) because of its regularization. In particular, K was competitive with our method (Fig. 5(a)). However, both methods suffered from unobserved bigrams for \( S_\text{tr} = 2,500 \) and could not improve recall in the low-rank range (Figs. 5(c) and 5(d)).

• Itemized LR (ITEM) demonstrated improving recall up to rank 8,000. This suggests that itemizing \( N \)-grams is effective in mitigating the zero-frequency problem. Moreover, this method produced the second-best performance results in PER context prediction, as shown in Figs. 5(b) and 5(d). However, in terms of LOC context prediction, ITEM performed worse than our method and by far the worst for \( S_\text{tr} = 10,000 \) (Fig. 5(a)) despite having the richest training context.

• Our method, ITEM with \( \hat{I}_d(w) \), was able to mitigate the zero-frequency problem while maintaining dependency between items. Moreover, its regularization mitigated the low-frequency problem. Overall, our method outperformed the other methods on all graphs excluding Fig. 5(a), in which it was competitive with K.

Ranked Bigram Examples for \( S_\text{tr} = 10,000 \)

To clarify the factors underlying differences in performance among the methods, we analyzed the behavior of each method qualitatively. Table 8 shows word bigrams ranked by method for \( S_\text{tr} = 10,000 \). In the table, “–” indicates that the bigram is ranked below the top 8,000; “#” indicates the frequencies in the training set. Table 9 shows itemized frequencies of the unobserved bigrams in Table 8. The rank–recall curves corresponding to these tables are shown in Figs. 5(a) and 5(b). From the tables, we can see the following:

• B ranked \( w_A, w_C, w_E \) and \( w_G \) at the top. These always occurred on the left side of NEs in the training set. While B allowed placing of the true bigrams \( w_A \) and \( w_E \) within high ranks, the rare and false bigrams \( w_C \) and \( w_G \), respectively, were also placed within high ranks because it overestimated the LRs of rare bigrams. The frequent bigrams \( w_B \) and \( w_F \), which should have been in the higher ranks, were ranked lower than they were by the other methods. Therefore, B does not have good performance for any \( S_\text{tr} \) or NE type.

• K placed frequent and true bigrams \( w_A, w_B, w_E \) and \( w_F \) within the higher ranks while placing the rare and false bigrams \( w_C \) and \( w_G \) in the lower ranks. This suggests that the regularization worked well and resulted in better performance than B.

• ITEM behaved in a manner similar to K except for the unobserved bigrams \( w_D \) and \( w_H \). This suggests that itemizing \( w \) was not harmful for observed bigrams. However, this method could not take into account the dependency between \( a_1 \) and \( a_2 \) and therefore computed item pair estimates without considering their co-occurrence. Consequently, the false bigram \( w_D \), which is not a pair of co-occurring items but rather a pair of separate, frequent items, as shown in Table 9, was placed in a high rank. We can infer that this degraded the prediction performance of LOC context, which required a strong dependency.

• Our method can adjust the dependency strength according to usage and application. Because LOC context prediction requires a strong dependency, the parameters were chosen so that \( \lambda_{\text{item}} > \lambda_d \), as shown in Table 6. Thus, \( \hat{I}_d(w) \) was much larger than \( \hat{r}_{\text{item}}(w) \) except for \( w_D \). Meanwhile, \( \hat{r}_{\text{item}}(w_D) \) was smaller than \( \hat{r}_{\text{item}}(w_D) \) owing to the low dependency; i.e., \# \( w_D \) of \( O_{\text{LOC}} \) was zero. As a result, \( w_D \) had the small estimate and was placed in a lower rank. In the PER context prediction process, by contrast, the parameters were chosen so that the difference between them was smaller than in the LOC case. Unlike LOC cases, \( \hat{r}_{\text{item}}(w) \) was much larger than \( \hat{r}(w) \) except for \( w_G \). In particular, \( \hat{r}_{\text{ours}}(w_H) \) was large even though \# \( \hat{o}_H \) of \( O_{\text{ALL}} \) and \( O_{\text{PER}} \) were both zero. (President) was the most frequent and crucial unit, as shown in Table 9. Here, our method paid attention to occurring individual items and not their dependencies. As a result, \( w_H \) had the large estimate and was placed in a high rank. Overall, we can hypothesize that this behavior resulted in the best performance for predictions in different contexts.

Rank-Recall Curves for \( N = 4 \)

Fig. 6 shows the rank–recall curves for four-grams \((N = 4)\). In this case, the context was much sparser than for \( N = 2 \), and therefore all methods suffered from a lack of frequency. From the figure, we can see the following:

• B and K performed in a similarly poor manner in all rank–recall curves. Their improvements improved slightly in the high-rank ranges, but did not improve thereafter even at \( S_\text{tr} = 10,000 \) cases. This suggests that the methods discovered very few contexts in the sparse data settings.

• The Kneser–Ney-based method (KN) also performed poorly. In probability estimation, Kneser–Ney smoothing is known to be an effective method for solving the zero-frequency problem. However, we found that taking the ratio of smoothed estimates significantly degraded performance.

• In the high-rank ranges of all curves, ITEM and our method performed with the highest precisions. Furthermore, they continued to improve their recall up to rank 8,000, a result that confirms the effectiveness of itemizing \( N \)-grams. Unlike the bigram cases, these two methods performed similarly; we can infer from this that the effect of \( I_d(w) \) was weakened. However, our method performed slightly better than ITEM in LOC context prediction, as shown in Figs. 6(a) and 6(c). This result confirms that incorporating the dependency is also effective for large-\( N \) settings.
Table 8: Ranked bigrams $w = a_1a_2$ for $S_T = 10,000$.

| $w$  | $a_1a_2$ | # of $w$ | Rank | T/F | $\tilde{r}_{\text{item}}(w)$ | $\tilde{r}_d(w)$ |
|------|----------|----------|------|-----|-----------------|-----------------|
| $w_A$ Hospital in | 22 22 | 1 190 86 115 | T | $4.88 \times 10^{-3}$ | 3.25 |
| $w_B$ court in | 186 156 | 602 16 180 3 | T | $3.40 \times 10^{-2}$ | 16.61 |
| $w_C$ chair of | 1 1 | 1 4,153 – 4,119 | F | $9.94 \times 10^{-5}$ | 0.16 |
| $w_D$ Europe in | 12 0 | – – 147 – | F | $9.54 \times 10^{-3}$ | $-2.78 \times 10^{-4}$ |

Table 9: Itemized frequencies of unobserved bigrams for $S_T = 10,000$.

| $w$  | $a_1a_2$ | # of $w$ | Rank | T/F | $\tilde{r}_{\text{item}}(w)$ | $\tilde{r}_d(w)$ |
|------|----------|----------|------|-----|-----------------|-----------------|
| $w_A$ Prime Minister | 228 228 | 1 11 1 19 | T | $614.42$ | $-472.42$ |
| $w_B$ says Mr. | 632 537 | 1,210 2 89 159 | T | $287.75$ | $-223.42$ |
| $w_C$ $53.9$ million, | 1 1 | 1 3,045 – 6,069 | F | $2.18 \times 10^{-2}$ | 1.44 |
| $w_D$ So President | 0 0 | – – 260 82 | T | $81.09$ | 0 |

Ranked Four-gram Examples for $S_T = 2,500$

We analyzed the behavior of each method for $N = 4$. Table 10 shows the word four-grams ranked by methods for $S_T = 2,500$. Table 11 shows the itemized frequencies of the unobserved four-grams in Table 10. In $w = a_1a_2 \cdots a_N$ represents $\bullet \cdots \bullet a_k \cdots \bullet$ as defined in Sect. 4.1. The rank–recall curves corresponding to these tables are shown in Figs. 6(c) and 6(d). From the tables, we can see the following:

- For B and K, all unobserved four-grams $w_C$, $w_D$, $w_G$, and $w_H$ were ranked at 611 and 415. This indicates that there were only 610 and 414 observed four-grams for LOC and PER, respectively, that could be LRs estimated by the two methods. Thus, B and K performed in a similarly poor manner.
- The behavior of KN was very different from that of the other approaches. The observed four-grams $w_A$ and $w_E$, which always occurred on the left side of the NEs in the training set, were not ranked in the top 8,000; instead, the higher ranks included the unobserved and false four-grams $w_D$ and $w_H$. Both of these four-grams are composed of unobserved units, as shown in Table 11, and are unreliable. This implies that taking the ratio of smoothed estimates resulted in poor performance.
- In focusing on unobserved four-grams, both ITEM and our method could ignore the false four-grams $w_D$ and $w_H$ and ranked the true four-grams $w_C$ and $w_G$ in high ranks. Nearly all units of $w_C$ and $w_G$ were frequent, as seen from Table 11. These results further confirm the effectiveness of itemizing N-grams. We could not confirm any difference in the results with and without $\tilde{r}_d(w)$, as the chosen $\lambda_{\text{item}}$ and $\lambda_d$ were close values even in the LOC cases, as seen from Table 7. In addition, we confirmed many cases where $\tilde{r}_d(w)$ was zero even in high ranks, as seen from $w_C$ and $w_G$. From the above,
we can infer that \( t_d(w) \) does not work well in sparse data settings such as the 4-gram cases, and we leave the development of an effective approach to incorporating dependency to future work.

5.5 Discussion

In this section, we summarize the experimental results and discuss the benefits of our method and future works.

B was found to face both the low- and zero-frequency problems, and therefore its effectiveness is narrow and limited. We confirmed that K handled low frequencies well but suffered from the zero-frequency problem. We found that KN, which involves taking the ratio of smoothed estimates, was useless. KN has eight parameters, which can conceivably be tuned simultaneously. However, varying some probability estimators simultaneously no longer satisfies the smoothing scheme, which corrects a single estimator.

ITEM, involving the itemization of \( N \)-grams, was effective for rare and unobserved context prediction but sacrificed the dependency between items. Thus, our method introduced the term \( t_d(w) \) to ITEM to incorporate the dependency. This resulted in the best performance for two types of context prediction, which required different dependency strengths, suggesting that our method can control the dependency strength. In experiments with the different \( N \)-gram order \( N_s \), the best comparison method was different for \( N \), whereas our method consistently showed good performance. In NLP, the proper \( N \) sometimes varies depending on practical tasks. Considering this fact, our method has the advantage that it can be used for various \( N \)'s. Furthermore, our method was found to be able to treat the entire high- to zero-frequency range within a unified framework that does not depend on a particular application. This leads us to believe that our method will be helpful in various analyses and applications, including feature extraction, relation detection, and classification.

By contrast, \( t_d(w) \) measures dependency using only original \( N \)-gram frequencies and, for this reason, does not work well at sparse frequencies. As an approach to incorporating dependency more effectively in future work, we could assume a multiple Markov independence in item occurrence. We could also refer to previous research on alleviating the conditional independence assumption in naive Bayes classifiers [21]–[26] and consider whether these approaches are applicable to our method. This might allow us to provide effective estimates from sparse data or sequences of long- \( N \) (\( \geq 4 \)) items. As described in Sect. 1, likelihood ratios were used in numerous tasks. Among these, our method can be used in cases where observation targets are continuous sequences (e.g., \( N \)-grams). Another future work is to find further practical applications that use the sequences and verify the practicality of our method.

6. Conclusion

This paper presented a method for mitigating the low- and
zero-frequency problems of LR estimation. One possible approach for mitigating the zero-frequency problem is itemizing $r$ and roughly approximating $r(w)$ as $r_{\text{item}}(w)$. Although this is a straightforward approach, it ignores dependencies between items. Therefore, our proposed method adds the term $t_d(w)$, which is estimated from the $N$-gram frequencies, to $r_{\text{item}}(w)$ to incorporate dependency and allow for the successful treatment of observed and unobserved $N$-grams. To mitigate the low-frequency problem, we combined this framework with an existing method [7]. The two regularization parameters, $\lambda_{\text{item}}$ and $\lambda_d$, introduced by this combination, allowed us to control the dependency. Our experimental results demonstrated that our method could mitigate both problems. On the other hand, $t_d(w)$ measured dependency using only the original $N$-gram frequencies. Thus, we found that it did not work well when the frequency was sparse. Hence, our future work includes the development of an approach to incorporate dependency more effectively.
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Appendix A: Derivation of the First Two Terms of the Objective Function in uLSIF

In uLSIF, $\beta$ are determined so that the squared loss $J_0(\beta)$ is minimized:

$$J_0(\beta) = \frac{1}{2} \int (\tilde{r}(x) - r(x))^2 p_{de}(x) dx$$

$$= \frac{1}{2} \int \tilde{r}(x)^2 p_{de}(x) dx - \int \tilde{r}(x) r(x) p_{de}(x) dx$$

$$+ \frac{1}{2} \int r(x)^2 p_{de}(x) dx$$

$$= \frac{1}{2} \int \tilde{r}(x)^2 p_{de}(x) dx - \int \tilde{r}(x) p_{nu}(x) dx$$

$$+ \frac{1}{2} \int r(x)^2 p_{de}(x) dx,$$

where $p_{de}(x)$ is canceled in the second term. In addition, the last term of $J_0(\beta)$ is a constant and therefore can be safely ignored. Let the first two terms be $J(\beta)$:
\[ J(\beta) = \frac{1}{2} \int \tilde{r}(x) p_{de}(x) dx - \int \tilde{r}(x)p_{nu}(x) dx \]
\[ = \frac{1}{2} \sum_{l,l'=1}^{b} \beta_l \beta_{l'} \left( \int \varphi_l(x) \varphi_{l'}(x)p_{de}(x) dx \right) \]
\[ - \frac{1}{2} \beta_l \left( \int \varphi_l(x)p_{nu}(x) dx \right). \]

Approximating the expectations in \( J(\beta) \) by empirical averages, we obtain
\[ \tilde{J}(\beta) = \frac{1}{2n_{de}} \sum_{l=1}^{n_{de}} \tilde{r}(x_l^{de})^2 - \frac{1}{n_{nu}} \sum_{j=1}^{n_{nu}} \tilde{r}(x_j^{nu}) \]
\[ = \frac{1}{2} \sum_{l,l'=1}^{b} \beta_l \beta_{l'} \left( \frac{1}{n_{de}} \sum_{i=1}^{n_{de}} \varphi_l(x_i^{de}) \varphi_{l'}(x_i^{de}) \right) \]
\[ - \frac{1}{2} \beta_l \left( \frac{1}{n_{nu}} \sum_{j=1}^{n_{nu}} \varphi_l(x_j^{nu}) \right) \]
\[ = \frac{1}{2} \beta^T \tilde{H} \beta - \tilde{h}^T \beta. \]

which are the first two terms of the objective function in Eq.(3).

**Appendix B: Derivation of \( \tilde{J}(\beta) \) in Our Method**

Let the squared loss be \( J_0(\beta) \):
\[ J_0(\beta) = \frac{1}{2} \int \left( r_{ours}(w) - r(w) \right)^2 p_{de}(w) dw \]
\[ = \frac{1}{2} \int r_{ours}(w)^2 p_{de}(w) dw \]
\[ - \int r_{ours}(w) r(w) p_{de}(w) dw \]
\[ + \frac{1}{2} \int r(w)^2 p_{de}(w) dw \]
\[ = \frac{1}{2} \int r_{ours}(w)^2 p_{de}(w) dw \]
\[ - \int r_{ours}(w) p_{nu}(w) dw \]
\[ + \frac{1}{2} \int r(w)^2 p_{de}(w) dw, \]
where \( p_{de}(w) \) is canceled in the second term and the last term can be safely ignored. Then, let the first two terms be \( J(\beta) \):
\[ J(\beta) = \frac{1}{2} \int r_{ours}(w)^2 p_{de}(w) dw \]
\[ - \int r_{ours}(w) p_{nu}(w) dw \]
\[ = \frac{1}{2} \sum_{l,l'=1}^{b} \beta_l \beta_{l'} \left( \int \varphi_l(w) \varphi_{l'}(w)p_{de}(w) dw \right) \]
\[ + \tilde{r}_{item}(w) \sum_{l=1}^{n} \beta_l \left( \int \varphi_l(w)p_{de}(w) dw \right) \]
\[ - \sum_{l=1}^{n} \beta_l \left( \int \varphi_l(w)p_{nu}(w) dw \right) \]
\[ + \frac{1}{2} \tilde{r}_{item}(w)^2 \int p_{de}(w) dw \]
\[ - \tilde{r}_{item}(w) \int p_{nu}(w) dw, \]
where \( r_{item}(w) \) is replaced by \( \tilde{r}_{item}(w) \), as shown in Eq.(10), and treated as a constant. Thus, the last two terms are also constants and can be safely ignored. Approximating the expectations of the first three terms in \( J(\beta) \) by empirical averages, we obtain
\[ \tilde{J}(\beta) = \frac{1}{2} \sum_{l,l'=1}^{b} \beta_l \beta_{l'} \left( \frac{1}{n_{de}} \sum_{i=1}^{n_{de}} \varphi_l(w_i^{de}) \varphi_{l'}(w_i^{de}) \right) \]
\[ + \tilde{r}_{item}(w) \sum_{l=1}^{n} \beta_l \left( \frac{1}{n_{de}} \sum_{i=1}^{n_{de}} \varphi_l(w_i^{de}) \right) \]
\[ - \sum_{l=1}^{n} \beta_l \left( \frac{1}{n_{nu}} \sum_{j=1}^{n_{nu}} \varphi_l(w_j^{nu}) \right), \]
where the first term becomes zero unless \( l = l' \) and therefore can be rewritten as
\[ \tilde{J}(\beta) = \frac{1}{2} \sum_{l=1}^{n} \beta_l^2 \left( \frac{1}{n_{de}} \sum_{i=1}^{n_{de}} \varphi_l(w_i^{de}) \right) \]
\[ + \tilde{r}_{item}(w) \sum_{l=1}^{n} \beta_l \left( \frac{1}{n_{de}} \sum_{i=1}^{n_{de}} \varphi_l(w_i^{de}) \right) \]
\[ - \sum_{l=1}^{n} \beta_l \left( \frac{1}{n_{nu}} \sum_{j=1}^{n_{nu}} \varphi_l(w_j^{nu}) \right). \]

From the above, we obtain \( \tilde{J}(\beta) \) as in Eq.(13).

**Appendix C: Precision–Recall Curves**

Figs. A-1 and A-2 show precision–recall curves representing different forms of the rank–recall curves shown in Figs. 5 and 6, respectively. In Sect. 5, the parameters for each method were chosen based on the top 8,000 N-grams ranked in descending order of estimates. Therefore, the curves shown here are also depicted using only the top 8,000.
(a) LOC, $S_{tr} = 10,000$
(b) PER, $S_{tr} = 10,000$
(c) LOC, $S_{tr} = 2,500$
(d) PER, $S_{tr} = 2,500$

Fig. A.1: Precision–recall curves for $N = 2$. PER and LOC indicate that prediction targets are the left PER and LOC contexts, respectively. $S_{tr}$ is the training set size. The horizontal and vertical axes of curves represent recall and precision, respectively. The markers on each curve indicate points of ranks 1,000, 2,000, . . . , 8,000. For a given rank, the method with the largest values on the horizontal and vertical axes, i.e., the highest recall and precision, has the best performance.
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