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Abstract—Traditional synchronous generators with rotational inertia are being replaced by low-inertia renewable energy resources (RESs) in many power grids and operational scenarios. Due to emerging market mechanisms, inherent variability of RESs, and existing control schemes, the resulting system inertia levels can not only be low but also markedly time-varying. In this paper, we investigate performance and stability of low-inertia power systems with stochastic system inertia. In particular, we consider system dynamics modeled by a linearized stochastic swing equation, where stochastic system inertia is regarded as multiplicative noise. The $H_2$ norm is used to quantify the performance of the system in the presence of persistent disturbances or transient faults. The performance metric can be computed by solving a generalized Lyapunov equation, which has fundamentally different characteristics from systems with only additive noise. For grids with uniform inertia and damping parameters, we derive closed-form expressions for the $H_2$ norm of the proposed stochastic swing equation. The analysis gives insights into how the $H_2$ norm of the stochastic swing equation depends on 1) network topology; 2) system parameters; and 3) distribution parameters of disturbances. A mean-square stability condition is also derived. Numerical results provide additional insights for performance and stability of the stochastic swing equation.

I. INTRODUCTION

Environmental and sustainability concerns are forcing unprecedented changes in the modern electric power system. The continued replacement of traditional synchronous generators by renewable energy sources (RESs) in power systems is raising concerns about their stability. As the penetration levels of RESs reach substantial fractions of total generation, power systems will require more low-inertia RESs to participate in frequency and voltage control. The inherent variability of RESs can produce high amplitude and persistent disturbances, which may adversely affect stability. Due to emerging market mechanisms and deregulated existing control schemes of RESs, the resulting system inertia levels can not only be low but also markedly time-varying. This system-level inertia variation together with unpredictable RESs and net loads make frequency control and power system stabilization more challenging. Future power systems need more sophisticated stochastic dynamic models and stochastic control methods for stability and performance analysis.

Many issues of power system stability have been well studied in recent decades through mathematical analysis and computational techniques [2]–[11]. However, many of the underlying assumptions and models must be called into question in the context of low- and variable-inertia power systems. The decreasing system inertia results in higher rate of change of frequency, which requires controllers to respond faster to the system dynamics. In addition, the intermittent disturbances from RESs are spatially distributed over power networks, which requires that performance and stability analysis consider various RESs are spatially distributed over power networks, which requires that performance and stability analysis consider various grid topologies and the diverse dynamics of various grid-connected components.

Many challenges and related solutions for low-inertia power grid stability have been highlighted and discussed in [12]–[16]. Recently, stability analysis and control techniques have been proposed and have demonstrated their effectiveness for system stabilization [6], [7], [9], [11], [17]–[32]. Virtual inertia emulation is an approach to control the terminal behavior of inverter-interfaced RESs to mimic inertial response of conventional synchronous machines [17]–[21]. Recent works on virtual oscillators have shown that oscillator-based control strategies have advantages in faster response and global convergence [24]–[26]. Also, distributed control methodologies have been implemented on generation and load sides to provide effective ways for frequency stabilization [20], [27]–[30]. Recent stability analyses have demonstrated that the efforts to maintain synchronous stability in low-inertia power grids depend on grid structure, node dynamics and coupling strength [6], [7], [9], [22], [23].

Overall, this line of research has explored useful solutions for the well recognized issues in low-inertia power systems. However, a large portion of unpredictable RESs will possible cause the system inertia to be not just low but also significantly time-varying. A few recent analysis consider the effects of system inertia variability raised by RESs [11], [31]–[33], but none of works explicitly consider a rigorous performance and stability analysis with respect to a stochastic system inertia model. As the inverter-based RESs dominated the generation, some RESs are required to participate in frequency and voltage control in a low/no-inertia power grid. The time-varying system inertia profiles and the heterogeneous allocation of inertia can lead to destabilizing effects, which complicates and challenges stability analysis and stabilization control in power systems.

In this paper, we investigate performance and stability of low-inertia power systems with stochastic system inertia. In particular, we consider system dynamics modeled by a linearized stochastic swing equation, where stochastic system inertia is regarded as multiplicative noise. The main contributions are as follows:
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• We consider the frequency dynamics of a low-inertia power grid as a stochastic linear system with both multiplicative (due to inertia variations) and additive noise (due to power injection disturbances), which connects stability analysis of a linearized swing equation with a generalized Lyapunov equation.
• We quantify the system \( H_2 \) norm in terms of various outputs, which measures system performance in the presence of multiplicative and additive disturbances. The closed-form \( H_2 \) norm of a homogeneous power grid is derived and discussed. In contrast to existing work with only additive disturbances, we observe that the system \( H_2 \) norm depends in fundamentally different ways on 1) network topology; 2) system parameters; 3) distribution parameters of disturbances, and is sensitive to system inertia variation for certain outputs.
• A mean-square stability condition is also derived for the stochastic linear system, which indicates that a low-inertia grid can be destabilized in a second-order sense by inertia variability. Numerical results also indicate that a lower inertia grid with larger system inertia variance is less robust to disturbances.

The rest of the paper is organized as follows: Section II introduces a stochastic linearized swing equation to model power systems with stochastic system inertia. Section III develops the system \( H_2 \) norm of the stochastic swing equation for three particular outputs and derives a second-order stability condition. Section IV presents some numerical results to illustrate the theory. Section V concludes the paper and points out several possible future research directions.

II. PROBLEM FORMULATION

A. System modelling

Consider a power network \( G \) with \( N+1 \) nodes (buses) \( V = \{0\} \cup \{1, \ldots, N\} \) connected by a set of edges (transmission lines) \( E \subset \{V \times V\} \). We assume the power network is Kron-reduced [34], where each node represents an equivalent generator\(^1\) with state variables (e.g., voltage magnitude \( |V_i| \) and voltage angle \( \theta_i \)) and parameters (e.g., rotational inertia \( M_i \), damping coefficient \( \beta_i \)). The index 0 is reserved for the grounded node/bus in a Kron-reduced power network. We consider the following swing equation to model the generator dynamics of each bus \( i \)

\[
M_i \dot{\theta}_i + \beta_i \dot{\theta}_i = P_{m,i} - P_{e,i}, \forall i = 0, 1, \ldots, N,
\]

(1)

where \( P_{m,i} \) refers to the mechanical power from the synchronous generator, and \( P_{e,i} \) represents the electrical power injection of the generator. The nominal power injection at bus \( i \) is given by the power flow equations

\[
P_{e,i} = \overline{g}_{ii} |V_i|^2 + \sum_{(i,j) \in E} g_{ij} |V_i||V_j| \cos(\theta_i - \theta_j)
+ \sum_{(i,j) \in E} b_{ij} |V_i||V_j| \sin(\theta_i - \theta_j),
\]

(2)

where \( g_{ij} \) and \( b_{ij} \) denote the line conductance and the line susceptance, respectively. The shunt capacity at bus \( i \) is \( \overline{g}_{ii} \).

The admittance matrix \( Y \in \mathbb{C}^{(N+1) \times (N+1)} \) has elements

\[
Y_{ij} = \begin{cases}
\sum_{k \neq i} (g_{ik} - jb_{ik}) + \overline{g}_{ii} & \text{if } i = j \\
-(g_{ij} - jb_{ij}) & \text{if } (i, j) \in E \\
0 & \text{if } (i, j) \notin E.
\end{cases}
\]

The admittance matrix can be written in compact matrix form

\[
Y = (L_G + \overline{g}) - jL_B,
\]

where \( L_G \) and \( L_B \) are the conductance matrix and the susceptance matrix, and \( \overline{g} := \text{diag}(\overline{g}_{ii}) \) is a diagonal matrix of bus shunt capacitors. The Laplacian matrices \( L_B \) and \( L_G \) comprise the weights of the line susceptance \( b_{ij} \) and the line conductance \( g_{ij} \) in the Kron-reduced network, respectively.

The dynamic model (1)-(2) is often linearized around an operating point, which allows the study of system response in the presence of small faults or persistence disturbances around the linearization point. We use the linearized “DC power flow model”, neglecting the line reactance, to approximate (2), which assumes \( |V_i| \approx 1 \) and \( |\theta_i - \theta_j| \ll 1 \). Detailed analysis and applications of the DC power flow approximation are discussed in [35]. Then the system dynamics (1) becomes

\[
M_i \dot{\theta}_i + \beta_i \dot{\theta}_i \approx -\sum_{(i,j) \in E} b_{ij} (\theta_i - \theta_j) + P_{m,i}.
\]

(3)

We then shift the equilibrium point of (3) to the origin and write it in state-space form

\[
\begin{bmatrix}
\dot{\theta} \\
\dot{\omega}
\end{bmatrix} = 
\begin{bmatrix}
0 \\
M \omega
\end{bmatrix} + 
\begin{bmatrix}
I \\
-M^{-1} + \delta M^{-1}
\end{bmatrix} \begin{bmatrix}
\theta \\
\omega
\end{bmatrix} + 
\begin{bmatrix}
0 \\
\eta
\end{bmatrix} W,
\]

(4)

where \( \theta = [\theta_1, \ldots, \theta_N]^T \) and \( \omega = [\omega_1, \ldots, \omega_N]^T \). The inertia matrix and damping matrix are defined as \( M := \text{diag}(M_i) \), \( D := \text{diag}(\beta_i) \). The standard approach to analyze (3) considers various disturbances as additive noise \( W \) driving the system away from its current equilibrium point. The remainder of this paper considers both multiplicative and additive disturbances in (4).

B. Frequency dynamics with multiplicative and additive noise

Here we consider inertia variations caused by RESs, which are modeled by treating the system inertia matrix as multiplicative noise rather than simply a constant. The inertia parameter at each node \( M_i \) can be modeled as an independent Wiener processes on a probability space \((\Omega, \mathcal{F}, \mu)\) with mean \( M_i \) and variance \( \sigma_i^2 \) [36]. The nominal inertia matrix is defined as \( M := \text{diag}(M_i) \), and we rewrite (4) as a stochastic linear system with both additive and multiplicative noise

\[
\begin{bmatrix}
\dot{\theta} \\
\dot{\omega}
\end{bmatrix} = 
\begin{bmatrix}
0 \\
-M^{-1} + \delta M^{-1}I
\end{bmatrix} \begin{bmatrix}
\theta \\
\omega
\end{bmatrix} + 
\begin{bmatrix}
0 \\
\eta
\end{bmatrix} W.
\]

(5)

\(^1\)The equivalent generator can be interpreted as the aggregate terminal interaction dynamics of a power system sub-area. Note that the equivalent generator here characterizes the dynamics of a group of grid-connected components (e.g., traditional generators and inverter-based generators) as a synchronous machine.
The matrix $\mathcal{M}^{-1} := \text{diag}\{\hat{M}_i^{-1}\}$ collects the mean values of the inverse distribution of $\hat{M}_i$ on the diagonal, and the additive noise $W$ represents independent white-noise with zero mean and unit variance, scaled by $\eta$. Each diagonal element of the matrix $\delta \mathcal{M}^{-1} := \text{diag}\{\hat{\delta}_i\}$ is modeled as an independent Wiener process with zero mean and variance $\hat{\delta}_i^2$. For simplicity, we write (5) in a generalized form with outputs as a multi-input multi-output stochastic linear system with multiplicative noise

$$
\dot{x} = A_0 x + \sum_{i=1}^{N+1} A_i \delta_i x + BW, \\
y = C x,
$$

where,

$$
A_0 = \begin{bmatrix} 0 & I \\ -\mathcal{M}^{-1} L_B & -\mathcal{M}^{-1} D \end{bmatrix}, \quad A_i = \begin{bmatrix} 0 & 0 \\ -R_i L_B & -R_i D \end{bmatrix}, \\
B = \begin{bmatrix} 0 \\ \eta I \end{bmatrix}, \quad x = [\theta^T, \omega^T]^T.
$$

The matrix $A_0 \in \mathbb{R}^{2(N+1)}$ characterizes the nominal system with average inertia and damping ratio. We define an inertia disturbance allocation matrix $R_i \in \mathbb{R}^{N+1}$ in $A_i \in \mathbb{R}^{2(N+1)}$ associated with each bus $i$. The elements in $R_i$ are all zeros except for one diagonal element $r_{ii} = 1$, which maps the corresponding inertia disturbance $\delta_i$ onto bus $i$. If the inertia variation at bus $i$ is insignificant, we set $R_i = 0$ to remove the inertia disturbance at $i$th bus. In the following, we refer to the stochastic system input/output mapping (6) as $\Sigma = (A_0, A_i, B, C)$. This stochastic linear dynamical model allows us to investigate the effects of phase angle deviations and frequency changes in the presence of both additive and multiplicative disturbances around the original operating point. To assess the system stability and evaluate the performance of (6), we consider the following three outputs [7]:

1) Phase cohesiveness: This output quantifies real power losses due to phase differences caused by the fluctuations from the nominal operating points [6]. The resistive losses on transmission lines during transients or due to persistent disturbances can be expressed in terms of Laplacian matrix $L_G$

$$
P_{\text{loss}} = \sum_{(i,j) \in \mathcal{E}} g_{ij} (\theta_i - \theta_j)^2 = \theta^T L_G \theta.
$$

Expressed in terms of the output, we have $P_{\text{loss}} = y^Ty$ with

$$
y = \begin{bmatrix} L_G^\frac{1}{2} & 0 \end{bmatrix} x.
$$

It is worth to note that the stochastic linear system (6) driven from the linearized swing equation neglects the line resistances. The output matrix with conductance matrix $L_G$ can capture resistive losses arising from (6).

2) Frequency: To quantify frequency deviations due to faults or disturbances, we have the output $y = [0, I] x$.

3) Phase cohesiveness & frequency: This output quantifies both phase and frequency performance with the output matrix

$$
y = \text{diag}\{L_G^\frac{1}{2}, \kappa I\} x,
$$

where $\kappa \in \mathbb{R}$, trades off phase angle and frequency deviations.

In this paper, we use the system $\mathcal{H}_2$ norm to quantify the system performance under above three outputs. The system $\mathcal{H}_2$ norm is the root-mean-square value of the output when the system is driven by multiplicative and additive noise inputs. It has been widely studied in power system models with additive noise [6], [7], [33], [37].

### III. COHERENCY PERFORMANCE METRIC

#### A. System reduction

The stochastic swing equation model (6) and associated performance outputs consist of two key Laplacian matrices: the conductance matrix $L_G$ and the susceptance matrix $L_B$, which both have a zero eigenvalue associated with the eigenvector $1$. The Laplacian structure implies (6) is not asymptotically stable, but the subspace corresponding to the zero eigenvalue does not appear in the output [6]. The physical interpretation of this zero eigenvalue is that we lack a grounded reference bus in the power network. Therefore, we consider the grounded Laplacians by deleting the $k$th row and column of $L_G$ and $L_B$, respectively, yielding $\tilde{L}_G$ and $\tilde{L}_B$. The states in the reduced system $\tilde{\theta}$ and $\tilde{\omega}$ are obtained by simply removing the $k$th element of the original vectors, which can be interpreted as grounding bus $k$, with $\tilde{\theta}_k$ and $\tilde{\omega}_k$ forced to zero for the voltage references. Then the grounded system $\tilde{\Sigma}$ can be expressed as

$$
\tilde{x} = \tilde{A} \tilde{x} + \sum_{i=1}^{N} \tilde{A}_i \delta_i \tilde{x} + \tilde{B} \tilde{W}, \\
\tilde{y} = \tilde{C} \tilde{x},
$$

where,

$$
\tilde{A}_0 = \begin{bmatrix} 0 & I \\ -\tilde{M}^{-1} \tilde{L}_B & -\tilde{M}^{-1} \tilde{D} \end{bmatrix}, \quad \tilde{A}_i = \begin{bmatrix} 0 & 0 \\ -\tilde{R}_i \tilde{L}_B & -\tilde{R}_i \tilde{D} \end{bmatrix}, \\
\tilde{B} = \begin{bmatrix} 0 \\ \eta I \end{bmatrix}, \quad \tilde{x} = [\tilde{\theta}^T, \tilde{\omega}^T]^T.
$$

The $k$th row and column of matrices $M, R_i$ and $D$ are also discarded in the reduced power system (7), which are then written as $\tilde{M}, \tilde{R}_i$ and $\tilde{D}$, respectively. We assume the power network $G$ in our problem is connected so that the grounded Laplacians $L_G$ and $L_B$ are symmetric positive definite. Thus, all eigenvalues of matrix $A_0$ are located in the open left half of the complex plane. We will detail the system stability with finite $\mathcal{H}_2$ norm in the present of multiplicative noise in the next subsection.
The system $\mathcal{H}_2$ norm is the root-mean-square value of the output when the system is driven by multiplicative and additive noise inputs. For the system $\Sigma = (A_0, A_i, B, C)$, the squared $\mathcal{H}_2$ norm is given by
\[
\|\Sigma\|_{\mathcal{H}_2}^2 = \text{Tr}(\tilde{B}^T \tilde{Q} \tilde{B}),
\]
where $\tilde{Q}$ is the observability Gramian [38]. The observability Gramian $\tilde{Q}$ can be interpreted as the steady-state output covariance [39], which has a stochastic integral expression [40]. When a finite positive semidefinite observability Gramian $\tilde{Q}$ exists, it can be attained by solving the following generalized Lyapunov equation [9] [38], [40], [41]
\[
\tilde{A}_0^T \tilde{Q} + \tilde{Q} \tilde{A}_0 + \sum_{i=1}^N \sigma_i^2 \tilde{A}_i^T \tilde{Q} \tilde{A}_i = -\tilde{C}^T \tilde{C},
\]
which also implies the system is second-moment bounded (i.e., mean-square stable), resulting in the finite $\mathcal{H}_2$ norm.

The Gramian obtained from this generalized Lyapunov equation is used to compute the $\mathcal{H}_2$ norm of system (7), which explicitly incorporates both multiplicative and additive noise. The multiplicative noise can be removed by letting $\sigma_i^2 = 0$ in (9), yielding a standard Lyapunov equation. In contrast to systems with only additive noise, there are differing notions of stability when multiplicative noise is present. In particular, even when the mean value of the state is stable (i.e., $\tilde{A}_0$ is stable), the covariance of the state may be unstable due to the multiplicative noise, in which case the $\mathcal{H}_2$ norm becomes infinite. When the multiplicative noise variances are sufficiently small, the system will have second-moment bounded (i.e., be mean-square stable). We have the following second-order stability definition, which is equivalent to existence of a finite positive semidefinite solution to the generalized Lyapunov equation and finiteness of the corresponding $\mathcal{H}_2$ norm [38].

**Definition 1: [Second-moment boundedness].** The system (7) is called second moment bounded, or mean square stable, if there exists a positive constant $\alpha$ such that
\[
\lim_{t \to \infty} \mathbb{E}[\tilde{x}(t)^T \tilde{x}(t)] \leq \alpha, \quad \forall \tilde{x}(0) \in \mathbb{R}^N.
\]

**Remark 1: [Computation of $\mathcal{H}_2$ norm for non-homogeneous power grids].** The generalized Lyapunov equation (9) is linear in $\tilde{Q}$ and can be solved directly using vectorization and Kronecker products, yielding
\[
\text{vec}(\tilde{Q}) = -\left(\tilde{A}_0^T \otimes I + I \otimes \tilde{A}_0^T + \sum_{i=1}^N \tilde{A}_i^T \otimes \tilde{A}_i^T\right)^{-1} \text{vec}(\tilde{C}^T \tilde{C}).
\]
For the standard Lyapunov equation, factorization methods can be used to exploit the structure of the equation and achieve superior computational complexity. However, these methods cannot be easily applied to the generalized Lyapunov equation, and alternative methods have been studied [42]–[45], e.g., using Krylov subspaces, semidefinite programming, or differential equations for the state covariance matrix.

To gain additional insights into the effects of multiplicative noise on power networks, we now consider computation of the $\mathcal{H}_2$ norm for power networks with homogeneous nominal inertia and damping. The inverse inertia perturbation at each bus is an independent stochastic process, which has identical mean and variance $M_i = M$, $\sigma_i^2 = \sigma^2$, $\forall i$. The damping ratio is also assumed to be identical $D = \beta I$. We will derive a closed-form expression for the $\mathcal{H}_2$ norm of the stochastic system (7), which allows us to highlight several insights regarding system performance with inertia disturbances.

**Theorem 1: [$\mathcal{H}_2$ norm for homogeneous power grids].** Consider an $N$-generator power system with both multiplicative and additive noise specified by parameters $\Sigma = (\tilde{A}_0, \tilde{A}_i, \tilde{B}, \tilde{C})$ that define the input-output mapping shown in (7). Suppose the inertia and damping are homogeneous, i.e., $M_i = M$, $\sigma_i^2 = \sigma^2$, $\forall i$ and $D = \beta I$. Consider also a general output matrix $\tilde{C} = \begin{bmatrix} \tilde{J} & 0 \\ 0 & \tilde{K}^2 \end{bmatrix}$, where matrices $\tilde{J}$ and $\tilde{K}$ are positive definite. Then the squared $\mathcal{H}_2$ norm is given by
\[
\|\Sigma\|_{\mathcal{H}_2}^2 = \frac{1}{M} \text{Tr} \left( \tilde{P}^{-1} \left( M \tilde{J} \tilde{J}^T + \tilde{K} \right) \right),
\]
where $\tilde{P} = \left( \frac{2\sigma^2}{M} - \sigma^2 \beta^2 \right) I - \sigma^2 M \tilde{L}_B$.

**Proof:** See the Appendix.

**Remark 2: [$\mathcal{H}_2$ norm for specified outputs].** We have the following expressions for the $\mathcal{H}_2$ norm of system (7) for the three specific outputs mentioned in Section II:

1) **Phase cohesiveness:** ($\tilde{C} = [L_G^2, 0]$)
\[
\|\Sigma\|_{\mathcal{H}_2}^2 = \frac{1}{M} \text{Tr} \left( \tilde{P}^{-1} L_G \tilde{L}_B \right).
\]

2) **Frequency:** ($\tilde{C} = [0, I]$)
\[
\|\Sigma\|_{\mathcal{H}_2}^2 = \frac{1}{M^2} \text{Tr} \left( \tilde{P}^{-1} \right).
\]

3) **Phase cohesiveness & frequency:** ($\tilde{C} = \text{diag}(L_G^2, \kappa I)$)
\[
\|\Sigma\|_{\mathcal{H}_2}^2 = \frac{1}{M^2} \text{Tr} \left( \tilde{P}^{-1} \left( M \tilde{J} \tilde{J}^T + \kappa^2 I \right) \right).
\]

**Corollary 1: [Second-moment bounded (Mean-square stability) condition].** The power system in (7) with both multiplicative and additive noise is second-moment bounded (mean-square stable) and has finite $\mathcal{H}_2$ norm if and only if
\[
\sigma^2 < \frac{2\beta}{M \left( \beta^2 + \lambda_{\text{max}}(\tilde{L}_B) M \right)},
\]
where $\lambda_{\text{max}}(\tilde{L}_B)$ denotes the largest eigenvalue of Laplacian matrix $\tilde{L}_B$, and $\sigma^2$ is the variance of the inverse distribution of $M$.

**Proof:** Since $\tilde{A}_0$ is stable, the (standard) Lyapunov equation obtained when the inertia variance $\sigma^2 = 0$ has a finite positive definite solution, and the corresponding $\mathcal{H}_2$ norm is finite. As $\sigma^2$ increases, the smallest eigenvalue of the $\tilde{P}$ matrix defined in the $\mathcal{H}_2$ norm expression decreases (and thus largest eigenvalue of $\tilde{P}^{-1}$ increases), causing the $\mathcal{H}_2$ norm to increase. When $\sigma^2$ approaches a critical value where
$\hat{P}$ goes from being positive definite to being singular, the $H_2$ norm approaches infinity, and the system has unbounded second moment when the smallest eigenvalue of $\hat{P}$ is zero. Examining the condition where the smallest eigenvalue of $\hat{P}$ is zero yields the condition that guarantees bounded second moment. 

We will provide discussions of this Corollary in the context of our numerical results in the following section.

IV. NUMERICAL RESULTS

The results derived in the previous section indicate that the $H_2$ norm of a power system with both multiplicative and additive noise depends on 1) the system topology (via the Laplacians $L_B$ and $L_G$); 2) the nominal system parameters (via the nominal inertia and damping coefficients); and 3) the distribution parameters of the multiplicative and additive disturbances. In this section, we present numerical simulations to analyze stability and to evaluate performance for three different outputs. Consider an interconnected power network with four areas (e.g., with homogeneous inertia $M$ and damping ratio $\beta$) shown in Fig.1. We assume this power network is Kron-reduced and single-phase equivalent, with line data given in Table I.

![Fig. 1. A four-area interconnected power system.](image)

TABLE I

| Line (i,j) | (1,2) | (2,3) | (3,4) | (4,1) |
|-----------|-------|-------|-------|-------|
| $r_{ij}$  | 0.4   | 0.5   | 0.6   | 0.28  |
| $x_{ij}$  | 0.386 | 0.294 | 0.596 | 0.474 |

Remark 3: [Approximation of the inverse distribution of $M$]. To facilitate interpretation of insights derived from our previous analysis in terms of distribution parameters of $M$ instead of the inverse distribution $M^{-1}$, we seek to express the parameters (e.g., $\hat{M}$ and $\hat{\sigma}^2$) of the original distribution $M$ in terms of parameters (e.g., $\bar{M}$ and $\bar{\sigma}^2$) of the inverse distribution $M^{-1}$. An approximate formula, commonly known as the $\delta$-method (based on a Taylor series expansion [46]), can be used to estimate the mean and variance of $M^{-1}$ considering variations around the mean value $\bar{M}$ [47]. This yields an approximation of the distribution parameters of $M^{-1}$ give by $\bar{M}^{-1} \approx \bar{M}^{-1}$, $\bar{\sigma}^2 \approx \frac{\bar{\sigma}^2}{\bar{M}}$. The $H_2$ norm of the system (7) with the phase cohesiveness output is then approximated by

$$||\hat{\Sigma}||_{H_2}^2 \approx \frac{1}{\bar{M}} \text{Tr}\left( \left( \frac{2\beta}{\bar{M}} - \frac{\sigma^2\beta^2}{\bar{M}^2} \right) I - \frac{\sigma^2}{\bar{M}^2} \hat{L}_B \right)^{-1} \tilde{L}_B \hat{L}_B^{-1} .$$

The $H_2$ norm (7) for the other outputs can be similarly approximated. We emphasize that this approximation is only to facilitate interpretation; it is possible but less intuitive to work with the inverse inertia distribution.

Fig.2(a) shows the $H_2$ norm for the phase cohesiveness output with increasing variance of inertia disturbances $\sigma^2$. In contrast to the additive noise case, where the $H_2$ norm of (4) is independent of the system inertia [6], [7], the analytical (Theorem 1) and numerical results in Fig.2(a) demonstrate that the $H_2$ norm is strongly dependent on the nominal system inertia and its distribution. The results in Fig.2(a) also demonstrate that a low-inertia power grid with larger inertia disturbance incur more resistive power losses in the presence of persistent disturbances or transient events. Fig.2(b)-Fig.2(c) shows that the $H_2$ norms of systems with frequency output and phase cohesiveness & frequency output are also increasing functions of mean and variance of the system inertia disturbance. The system will suffer a larger stability degradation in the presence of stronger system inertia disturbance. The results from Fig.2(a)-Fig.2(c) also indicate that a power system with lower inertia is less robust to system inertia disturbances. In particular, the degradation of performance and stability margin is more severe in a power grid with less rotational inertia.

The analysis and numerical results indicate that the grid topology (via the Laplacians) plays an essential role in system stability. The first moment stability criteria (mean stability) requires the second smallest eigenvalue of Laplacian matrix $L_B$ to strictly larger than zero. Interestingly, the mean-square stability condition requires an upper bound on the largest eigenvalue of Laplacian matrix $L_B$

$$\lambda_{\text{max}}(L_B) < \frac{2\beta - \bar{M}\sigma^2\beta^2}{\bar{M}^2} .$$

The mean and mean-square stability criteria provide a theoretical boundary on grid topology in terms of system coefficients and the distribution parameters of inertia disturbance (mean and variance). The mean-square stability condition indicates that highly connected power grids are more sensitive to multiplicative noise, which contrasts with the mean stability condition, where increasing algebraic connectivity improves stability robustness.

V. CONCLUSION AND OUTLOOKS

In this paper, we proposed a stochastic swing equation with both multiplicative and additive noise to study low- and variable-inertia power system through the system $H_2$ norm. The $H_2$ norm can be computed by solving a generalized Lyapunov equation. For grids with homogeneous inertia and damping ratio, we derived an analytical expression of the $H_2$ norm for various performance outputs. In contrast to the additive case, inertia variations may cause second-moment
instability, even when the state mean is stable. Further, the performance metrics always depends on physical properties (via the nominal inertia, damping ratio, inertia distribution parameters) and network structure (via the susceptibility matrix). Numerical results also indicate that the low-inertia grids are vulnerable to large system inertia disturbances.

Ongoing works and potential future research directions include 1) more detailed stability analysis based on various performance metrics; 2) further numerical and analytical discussion of the stochastic swing equations and 3) design of optimal controllers for low- and variable-inertia grids with stochastic system inertia.

**APPENDIX**

*Proof:* (of Theorem 1). The squared $\mathcal{H}_2$ norm of (7) is given by

$$\|\hat{\Sigma}\|_{\mathcal{H}_2}^2 = \text{Tr} \left( \hat{B}^T \hat{Q} \hat{B} \right),$$

where $\hat{Q}$ is the observability Gramian, which can be obtained by solving the generalized Lyapunov equation

$$\hat{A}_0^T \hat{Q} + \hat{Q} \hat{A}_0 + \sum_{i=1}^{N} \hat{A}_i^T \hat{Q} \hat{A}_i = -\hat{C}^T \hat{C}.$$  

The system matrices include the homogeneous inertia $\hat{M}$, inertia variance $\hat{\sigma}^2$, and damping coefficient $\hat{\beta}$. We substitute $\hat{B}$ in (12) and partition the Gramian as $\hat{Q} = \begin{bmatrix} \hat{Q}_1 & \hat{Q}_0 \\ \hat{Q}_0^T & \hat{Q}_2 \end{bmatrix}$. Due to the structure of the system matrices, the squared $\mathcal{H}_2$ norm of system $\hat{\Sigma}$ becomes

$$\|\hat{\Sigma}\|_{\mathcal{H}_2}^2 = \frac{1}{M^2} \text{Tr} \left( \hat{Q}_2 \right).$$  

Expanding the generalized Lyapunov equation yields

$$\begin{bmatrix} -\frac{1}{M} \hat{L}_B \hat{Q}_1^T, & -\frac{1}{M} \hat{L}_B \hat{Q}_2 \\ \hat{Q}_1 - \frac{\hat{\sigma}^2}{M} \hat{Q}_1^T, & \hat{Q}_0 - \frac{\hat{\beta}}{M} \hat{Q}_2 \\ -\frac{1}{M} \hat{Q}_0 \hat{L}_B, & \hat{Q}_1 - \frac{\hat{\sigma}^2}{M} \hat{Q}_0 \\ -\frac{1}{M} \hat{Q}_2 \hat{L}_B, & \hat{Q}_1 - \frac{\hat{\beta}}{M} \hat{Q}_2 \end{bmatrix}^T \begin{bmatrix} \hat{L}_B \hat{Q}_1^T, & \hat{L}_B \hat{Q}_2 \\ \hat{Q}_1 - \frac{\hat{\sigma}^2}{M} \hat{Q}_1^T, & \hat{Q}_0 - \frac{\hat{\beta}}{M} \hat{Q}_2 \\ -\frac{1}{M} \hat{Q}_0 \hat{L}_B, & \hat{Q}_1 - \frac{\hat{\sigma}^2}{M} \hat{Q}_0 \\ -\frac{1}{M} \hat{Q}_2 \hat{L}_B, & \hat{Q}_1 - \frac{\hat{\beta}}{M} \hat{Q}_2 \end{bmatrix} = -\hat{J},$$

and the diagonal blocks are

$$-\frac{1}{M} \hat{L}_B \hat{Q}_0^T - \frac{1}{M} \hat{Q}_0 \hat{L}_B + \hat{\sigma}^2 \hat{L}_B \hat{Q}_2 \hat{L}_B = -\hat{J},$$

$$\hat{Q}_0 - \frac{\hat{\beta}}{M} \hat{Q}_2 + \hat{Q}_0 - \frac{\hat{\beta}}{M} \hat{Q}_2 + \hat{\sigma}^2 \hat{\beta}^2 \hat{Q}_2 = -\hat{K}.$$  

Since $\hat{L}_B$ is nonsingular, the above two equations can be rearranged as

$$\hat{L}_B \hat{Q}_0^T \hat{L}_B^{-1} - \hat{Q}_0 + \hat{\sigma}^2 \hat{M} \hat{L}_B \hat{Q}_2 = -\hat{M} \hat{J} \hat{L}_B^{-1},$$

$$\hat{Q}_0 + \hat{Q}_0 + \left( \hat{\sigma}^2 \hat{\beta}^2 - \frac{2\hat{\beta}}{M} \right) \hat{Q}_2 = -\hat{K}. $$

Adding (16a) to (16b) and multiplying by $-1$ gives

$$-\hat{Q}_0^T + \hat{L}_B \hat{Q}_0^T \hat{L}_B^{-1} + \hat{P} \hat{Q}_2 = \hat{M} \hat{J} \hat{L}_B^{-1} + \hat{K},$$

where $\hat{P} = \left( \frac{2\hat{\beta}}{M} - \hat{\sigma}^2 \hat{\beta}^2 \right) I - \hat{\sigma}^2 \hat{M} \hat{L}_B$. Then multiplying by $\hat{L}_B^{-1}$ and taking the trace gives

$$
\text{Tr} \left( \hat{P} \hat{L}_B \hat{Q}_0^T \hat{L}_B^{-1} - \hat{Q}_0^T \right) + \text{Tr} (\hat{Q}_2) = \text{Tr} \left( \hat{P} \hat{L}_B \hat{J} \hat{L}_B^{-1} + \hat{K} \right).
$$

We will show that the first term in the above equation is zero. We define $\hat{P} = \left[ a I - b \hat{L}_B \right]$, where $a = \frac{2\hat{\beta}}{M} - \hat{\sigma}^2 \hat{\beta}^2$ and $b = \hat{\sigma}^2 \hat{M}$. It can be seen that $\hat{P}^{-1} - \hat{L}_B$ commute by expanding the term $\left[I - \frac{b}{a} \hat{L}_B \right]^{-1}$ in a Neumann series

$$\hat{P}^{-1} \hat{L}_B = \left[ a I - b \hat{L}_B \right]^{-1} \hat{L}_B = \frac{1}{a} \left[I - \frac{b}{a} \hat{L}_B \right]^{-1} \hat{L}_B = \frac{1}{a} \sum_{k=0}^{\infty} \left( \frac{b}{a} \hat{L}_B \right)^k \hat{L}_B = \hat{L}_B \hat{P}^{-1}. $$

Since $\hat{P}^{-1} \hat{L}_B = \hat{L}_B \hat{P}^{-1}$, it follows that

$$\text{Tr} \left( \hat{P}^{-1} \left[ \hat{L}_B \hat{Q}_0^T \hat{L}_B^{-1} - \hat{Q}_0^T \right] \right) = 0,$$

$$\text{Tr} (\hat{Q}_2) = \text{Tr} \left[ \hat{P}^{-1} \left( \hat{M} \hat{J} \hat{L}_B^{-1} + \hat{K} \right) \right].$$

Fig. 2. Comparison of the squared $\mathcal{H}_2$ norm of the stochastic system $\hat{\Sigma}$ with three outputs under various values of $\hat{M}$ and inertia variance, quantified by $\frac{\hat{\sigma}^2}{\hat{M}}$, for damping ratio $\hat{\beta} = 1$. The results are normalized by the $\mathcal{H}_2$ norm with only additive noise, i.e., $\hat{\sigma}^2 = 0$, cf. [6], [7].
Finally, substituting $\text{Tr} (\hat{Q}_2)$ into (13) leads to
\[
||\hat{\Sigma}||_{H_2}^2 = \frac{1}{M^2} \text{Tr} \left[ \hat{P}^{-1} \left( \hat{M} \hat{J} \hat{L}^{-1}_B + \hat{K} \right) \right],
\]
which concludes the proof.
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