Supervised learning in Hamiltonian reconstruction from local measurements on eigenstates
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Reconstructing a system Hamiltonian through measurements on its eigenstates is an important inverse problem in quantum physics. Recently, it was shown that generic many-body local Hamiltonians can be recovered by local measurements without knowing the values of the correlation functions. In this work, we discuss this problem in more depth for different systems and apply the supervised learning method via neural networks to solve it. For low-lying eigenstates, the inverse problem is well-posed, neural networks turn out to be efficient and scalable even with a shallow network and a small data set. For middle-lying eigenstates, the problem is ill-posed, we present a modified method based on transfer learning accordingly. Neural networks can also efficiently generate appropriate initial points for numerical optimization based on the BFGS method.

I. INTRODUCTION

Naturally arising physical systems exhibit local interactions. Consequently, their ground and thermal states are uniquely determined by their local marginals [1]. For a many-body quantum system in thermal equilibrium, information from measuring local observables suffices to reconstruct its quantum state [2–5]. As a comparison, determining a generic pure state will need measurements on subsystems that are half of the system size [6–9]. Many algorithms are proposed for thermal state reconstruction from local measurements [10, 11]. Experiments have also been performed to demonstrate that the reconstruction is robust against real-world noise [12].

It is also realized that nondegenerate eigenstates inherit some properties of thermal states. It has been long conjectured that nondegenerate eigenstates of a local Hamiltonian are in fact eigenstates of some other local Hamiltonians [13, 14]. This conjecture has been examined from various aspects, including eigenstate correlation [3, 5] and the eigenstate thermalization hypothesis [15–18]. This conjecture is also known to be closely related to the quantum marginal problem and correlations in many-body systems [19].

To be more precise, consider a $k$-local Hamiltonian $H = \sum_i c_i A_i$ with $A_i$s being $k$-local operators acting non-trivially on at most $k$ particles. For any thermal state $\rho$ of the system with temperature known, information of $k$-particle reduced density matrices ($k$-RDMs) suffices to infer $c_i$s (hence to infer $H$ and $\rho$). The question now is, for an eigenstate $|\psi\rangle$ of $H$ satisfying $H|\psi\rangle = \lambda|\psi\rangle$ for eigenvalue $\lambda$, whether $k$-RDMs of $|\psi\rangle\langle\psi|$ would be enough to infer $c_i$s. This certainly cannot be true in general as it is easy to construct counterexamples. Surprisingly, as recently shown in [5, 20], this is indeed true in generic cases.

Moreover, in Ref. [20], a method for reconstructing $c_i$s is proposed. The method uses only the local measurement information of $\langle\psi|A_j|\psi\rangle$, which is arguably the minimum possible information to determine $c_i$ as one would hope for. As a comparison, the method discussed in Ref. [5] uses also the correlation information by $\langle\psi|A_iA_j|\psi\rangle$. The method in Ref. [20] transforms the problem into an unconstrained optimization problem. It is then natural to use the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [21] to carry out the optimization. Numerical experiments have demonstrated the effectiveness and robustness of the method, which does converge to the desired result. However, this BFGS is mainly based on the Monte Carlo method to search for the initial point, which is easily trapped in a local minimum. The demonstrated performance of the algorithm is very time-consuming, which is at the cost of extensive initial point sampling, and there is no guarantee of convergence. It is hence highly desired to find other methods to approach the problem more efficiently.

In this work, we propose to address the problem from the perspective of an inverse problem, with which lots of machine learning techniques can then be naturally applied. We notice that the problem of reconstructing $c_i$s from $k$-RDM information is a typical inverse problem, which requires calculating the causal factors from observables. In its general form, for a deterministic forward model $y = A(x^*) + e$, where $x^*$ is the system parameter, $y$ is the measured data and $e$ is the observation noise, given data $y$, an inverse problem is that we want to recover the model parameter $x^*$ from the given data $y$. In our case, $y$ is the measurement data given by $\langle\psi|A_i|\psi\rangle$, and $x^*$ are the system parameters given by $c_i$s, and $e$ is the measurement noise.

Neural network is an efficient approach to approximate the solution for various inverse problems [22], such as image reconstruction [23, 24], signal recov-
The paper is organized as follows: In Sec. II, we discuss the Hamiltonian reconstruction problem for eigenstates and provide some intuition on the uniqueness argument. In Sec. III, we formulate our problem in terms of an inverse problem, present our method based on supervised learning via neural networks, then discuss the results and applications. Some discussions on dealing with ill-posed cases are given in Sec. IV. Finally, a brief discussion on the robustness of our method is provided in Sec. V.

II. HAMILTONIAN RECONSTRUCTION FROM EIGENSTATES MEASUREMENTS

Considering a quantum system with Hilbert space dimension $d$, the system Hamiltonian has the form

$$H = \sum_i c_i A_i.$$  

(2.1)

For a many-body system with $N$ qubits, we have $d = 2^N$, and $A_i$s are $k$-local operators. Since our theory will apply to any generic system with Hamiltonian of the form given in Eq. (2.1), we will treat $A_i$ in general forms for presenting our method. It then naturally applies when $A_i$s are $k$-local operators.

For a quantum state $\rho$ of the system, we measure the operators $A_i$ and return the expectation values

$$a_i = \text{tr}(\rho A_i).$$  

(2.2)

If the coefficients $c_i$s are known for $H$, it is straightforward to find $a_i$s for any system. This then defines a map

$$\mathcal{F} : \{c_i\} \rightarrow \{a_i\}. $$  

(2.3)

We would like to know the situations where the values of $a_i$s are enough to determine $\rho$. That is, the situation the inverse problem

$$\mathcal{F}^{-1} : \{a_i\} \rightarrow \{c_i\}$$  

(2.4)

is well-posed. It is known that for any thermal state

$$\rho_\beta = \frac{e^{-\beta H}}{\text{tr} e^{-\beta H}},$$  

(2.5)

for temperature $T$, where $\beta = 1/kT$, $\mathcal{F}^{-1}$ is in fact well defined and unique [27]. That is, the $a_i$s uniquely determine $c_i$s, hence determine $H$ and $\rho$.

For an eigenstate $|\psi_i\rangle$, i.e.

$$H|\psi_i\rangle = \lambda_i|\psi_i\rangle,$$  

(2.6)

and $a_i = \text{tr}(|\psi_i\rangle \langle \psi_i| A_i)$, in general there are many states $\rho$ with $\text{tr}(\rho A_i) = a_i$. However, restricted to the case that $\rho$ must be an eigenstate of $H$, there is only one $\rho$ that returns $\text{tr}(\rho A_i) = a_i$ (i.e. $\rho = |\psi_i\rangle \langle \psi_i|$) for most of the cases [5, 20]. Namely, the map $\mathcal{F}^{-1}$ is generically well-defined.

To get an intuition regarding the properties of $\mathcal{F}^{-1}$, we consider a simple example with $N = 3$ qubits. We generate two random operators $A_1$ and $A_2$ and set the system Hamiltonian to be

$$H = \cos \theta A_1 + \sin \theta A_2,$$  

(2.7)

then choose different eigenstates $|\psi_n\rangle$ of $H$ and plot their expectations on $A_1$ and $A_2$ in FIG. 1(a). The trajectory of $|\psi_n\rangle$ is exactly the same as the trajectory of $|\psi_{2n-1-n}\rangle$, therefore we only plot $n = 0, 1, 2, 3$. Here $n = 0, 1, 2, 3$ correspond to the ground, the first, the second and the third excited state, respectively. In FIG. 1(c), we plot the energy of $H$ with respect to the eigenstates $|\psi_n\rangle$ as a function of $\theta$, for $n = 0, \ldots, 7$.

For the ground state $|\psi_0\rangle$, the trajectory (blue line) is a smooth curve without crossing. With the increase of the level index $n$, the eigenstate trajectories become more changeable. There are 2 crossings for the 1st excited state, 4 crossings for the 2nd and 3rd excited states. These crossing points correspond to the case of $a_i$s where the map $\mathcal{F}^{-1}$ corresponds to multiple $c_i$s. This indicates that the recovery is well-posed when $|\psi_n\rangle$ is low-lying (i.e. $n$ is relatively small), ill-posed when $|\psi_n\rangle$ is middle-lying.

We remark that in FIG. 1(a), the area inside the blue line (including the blue line itself) corresponds to the so-called joint numerical range of $A_1$ and $A_2$ [28]. The orange, green, red lines, corresponding to the 1st, 2nd, and 3rd excited states, have a close connection with the higher rank joint numerical ranges of $A_1$ and $A_2$, see
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In FIG. 1, in (a) and (c), we plot the energy of $H$ and the third excited state, respectively. In FIG. 1(d), Hamiltonians is more difficult because the solution results to catalyze the BFGS method.

Now we look at a quantum chain with 3 qubits, as illustrated in FIG. 2(a). We choose 2-local operators $A_1$ and $A_2$ randomly. That is, $A_1$ and $A_2$ act nontrivially only on two neighboring qubits (the $i$-th qubit and the $(i + 1)$-th qubit, for $i = 1, 2$). Again we choose $H = \cos \theta A_1 + \sin \theta A_2$.

We calculate different eigenstates $|\psi_n\rangle$ of such $H$ and plot their expectations on $A_1$ and $A_2$ in FIG. 1(b). Here $n = 0, 1, 2, 3$ correspond to the ground, the first, the second and the third excited state, respectively. In FIG. 1(d), we plot the energy of $H$ with respect to the eigenstates $|\psi_n\rangle$ as a function of $\theta$, for $n = 0, \ldots, 7$.

In FIG. 1(b), there are several “bridges” between two paired trajectories, where two eigenstates exchange the expectation values. In FIG. 1 (d), there are many level crossings between paired energy levels ($\theta = 0, \pi, \frac{3\pi}{2}, 2\pi, \ldots$), which correspond to the “bridges”. These crossings do not exist for nonlocal energy levels (FIG. 1(c)).

By comparison, we observe that recovering local Hamiltonians is more difficult because the solution changes rapidly. This is clear since we cannot use the “nonlocal” information to distinguish local operators. In addition, when one qubit is isolated from neighboring qubits, the local Hamiltonian on it is the identity, hence all eigenstates of the system are degenerate.

Although FIG. 1(a)(b)(c)(d) are plotted by a single instance of random $A_1$ and $A_2$, we remark that it is not an exotic case. Similar expectation trajectories for some other random generic or random 2-local $A_1$ and $A_2$ are shown in the appendix.

III.SUPERVISED LEARNING FOR HAMILTONIAN RECONSTRUCTION

In this section, we discuss our method to reconstruct the system Hamiltonian with supervised learning. We then apply our method to general $A_i$s and local $A_i$s to reconstruct system Hamiltonians. We further apply our results to catalyze the BFGS method.
A. Method

Supervised learning is the task of training a parameterized model to match the training set of input-output pairs and make predictions for unseen points [30]. The model we use is the artificial neural network.

A neural network usually contains multiple layers, each layer contains multiple neurons with distinct connections. The leftmost layer is the input layer, and the rightmost one is the output layer. We can have zero or more hidden layers between the input and output layers. The number and size of hidden layers highly influence a neural network’s performance, training speed, and convergence. The map between two neighboring layers is a linear transformation followed by a non-linear activation function. Common activation functions include Sigmoid, Tanh, ReLU, Leaky ReLU, Softmax, ELU. A neural network can therefore be regarded as a composition of multiple non-linear functions. We optimize the weights (parameters) in the networks with the backpropagation algorithm to minimize a chosen loss function.

First, we generate the required local or general operators \( \{ A_i \} \). Since each \( 2^N \) by \( 2^N \) Hermitian matrix can be decomposed in the Pauli product basis \( \{ I, X, Y, Z \} \otimes^N \) with coefficients \( \{ x_P P_2 \ldots P_N \}, P_i \in \{ I, X, Y, Z \} \}, \) we can directly generate a random general \( N \)-qubit operator \( A_{gen} \) by sampling each \( x_P P_2 \ldots P_N \) from the interval \([-1,1] \).

\[
A_{gen} = \sum_{P_1 P_2 \ldots P_N} x_P P_2 \ldots P_N P_1 \otimes P_2 \otimes \ldots \otimes P_N \tag{3.1}
\]

We then construct operators with local structures. Consider an \( N \)-qubit local Hamiltonian with only correlations between the \( i \)th qubit and \( \beta \)th qubit, the coefficients \( \{ x_{IPA} \} \) are chosen from the interval \([-1,1] \) for the corresponding Pauli products \( \{ I \otimes \cdots \otimes P_A \otimes \cdots \otimes P_B \otimes \cdots \otimes I \} \), the remaining coefficients are set to be 0.

\[
A_{\alpha \beta} = \sum_{p_1 \ldots p_n} x_{1 \ldots p_n} P_{\alpha} \otimes \cdots \otimes P_{\beta} \otimes \cdots \otimes I \tag{3.2}
\]

Given operators \( \{ A_i \} \), we uniformly sample 1000 sets of \( \{ c_i \} \) with each \( c_i \) uniformly chosen from \([-1,1] \). Then for each set, we calculate the corresponding Hamiltonian

\[
H = \sum_i c_i A_i \tag{3.3}
\]

and the lower half eigenstates \( \{ |\psi_n\rangle \}_{n=0,1, \ldots, 2^{N-1} - 1} \).

For each \( |\psi_n\rangle \), we calculate its expectation values \( \{ a_i \} \) on \( \{ A_i \} \), i.e., \( \{ a_i = \langle \psi_n | A_i | \psi_n \rangle \} \). Now we have \( 1000 \times 2^{N-1} \) data pairs in the training set, the Hamiltonian reconstruction can be regarded as a regression from \( \{ a_i \} \) to \( \{ c_i \} \). In principle, we can generate as many training data as we need, but a small data set is already good enough for most levels. The test set and validation set are generated in the same way.

We use a shallow neural network with two hidden layers to do the regression. The first hidden layer has 64 neurons, the second one has 32 neurons. The activation function is the Leaky ReLU, which is \( \max(0.1x, x) \). The learning rate is \( 2 \times 10^{-4} \). The optimizer is Adam, which can escape saddle points efficiently.

A neural network with two hidden layers and appropriate activation functions can approximate any smooth mapping to any accuracy [31]. In our method, the first hidden layer learns to extract low-level features of the trajectory (e.g., lines), the second layer learns to extract higher-level features (e.g., combinations of these lines, corners). A neural network with more hidden layers can represent more complex functions. Although the performance can be slightly improved if we replace this network with a deeper neural network, a lot of tricks are required to suppress overfitting and the vanishing gradient problem [32], much more data and longer time are required for training, the final performance heavily

![Diagram of quantum systems](image)

FIG. 2. Some \( N \)-qubit systems with local structures: a) a line with 3 qubits; b) a 5-qubit ring; c) a fully-connected graph of 5 qubits.
depends on the hyperparameters, these will make the method less practical and universal. Therefore, we use the 2-hidden-layer structure, fix the number of neurons in each layer by numerical tests. Our choice of hyperparameters is a tradeoff between converging rate and performance, 2000 epochs usually suffice.

Denote $c = (c_1, c_2, \cdots, c_p)$, the loss function between the real $c$ and predicted output $c'$ is the CosineEmbeddingLoss:

$$\text{loss}(c, c') = 1 - \cos(c, c')$$ (3.4)

The fidelity between the recovered Hamiltonian $H_{\text{rec}}$ and the real Hamiltonian $H$ is defined by

$$f(H_{\text{rec}}, H) = \frac{1}{2} + \frac{\text{Tr} H_{\text{rec}} H}{2 \sqrt{\text{Tr} H_{\text{rec}}^2 \text{Tr} H^2}},$$ (3.5)

which is a modification of the fidelity formula in [33].

After adequate training, if we set the network predicted Hamiltonian as the initial point for the optimization algorithm in [20], we do not need to sample as many initial points as the original method—the neural network predicted one is quite close to the minimum. Details can be found in the next section.

### B. Results

This section shows the Hamiltonian reconstruction results for general and local operators. Each fidelity in FIG. 3(a–c) is averaged by 100 samples. The condition number is a measure of how much the output changes for a small input change. When $|\varphi_n\rangle$ is a low-lying eigenstate, the condition number is relatively small, the neural networks can recover a system Hamiltonian with high fidelity. We notice that the condition number increases with level index $n$, the performance of neural networks decreases accordingly, but it will not increase with system size $N$.

In our tests, we generated $2^{N-1} \times 1000$ data pairs for an $N$-qubit system, 1000 pairs for each level. One can slightly push the average performance of a neural network by using more training data. However, if we only care about the lowest $n$ energy levels, $n \times 1000$ data pairs will suffice for training. In this case, we do not need to scale the neural network or generate more data points when the system size is increased to more qubits.

1. **General operators**

Suppose there are $N$ qubits in a system and the Hamiltonian is also given in terms of summation of $N$ general operators $A_1, A_2, \cdots, A_N$.

$$H = \sum_{i=1}^{N} c_i A_i$$ (3.6)

We uniformly sample a thousand sets of $\{c_i\}$ from the interval $[-1, 1]$, calculate eigenstate expectations $\{a_i\}$ for each eigenstate. Then we train a 3-layer neural network to recover the system Hamiltonian.

The results are shown in FIG. 3(a). The level index $n$ is not input to the network, but can be recorded and traced. Our method performs quite well for most eigenstates, where the fidelities are above 0.99. The performance will not decrease as the system size increases, indicating scalability. The condition number mainly depends on $n/2^{N-1}$.

2. **Local operators**

For local operators, we first consider a 5-qubit quantum ring, as illustrated in FIG. 2(b). There are only interactions between neighboring qubits. The Hamiltonian is

$$H = \sum_{i=1}^{4} c_{i,i+1} A_{i,i+1} + c_{5,1} A_{5,1}$$ (3.7)

We apply the same shallow neural network to do the regression. The fidelity decreases rapidly as the level index $n$ increases, as shown in FIG. 3(b). Nevertheless, for the same $n$, the Hamiltonian of a larger system is even easier to reconstruct. The overall performance is worse than that of the general case.

Then we consider 5-qubit fully-connected systems, as illustrated in FIG. 2(c), where the Hamiltonian can be written as

$$H = \sum_{1 \leq i < j \leq 5} c_{ij} A_{ij}$$ (3.8)

We train a 3-layer neural network to do the regression, and the fidelities are plotted in FIG. 3(c). The recovered Hamiltonian is very close to the real one for low-lying eigenstates ($n = 0, 1, 2, 3$). This is good enough since usually we only deal with low-lying eigenstates in experiments. An improved method assisted by transfer learning is discussed in Sec. IV, and it performs much better for middle-lying eigenstates.

C. **Initial points for the BFGS method**

Denote the set $\{c_i\}$ by a vector $c$. In [20], the BFGS algorithm is used to minimize the objective function

$$f(x) = (\text{tr} (A_i \rho(x)) - a_j)^2 + \text{tr} \left( \hat{H}^2 \rho(x) \right)$$ (3.9)
FIG. 3. Supervised learning results: (a) General operators; (b) Local operators corresponding to a 5-qubit ring graph; (c) Local operators corresponding to a 5-qubit fully-connected graph. (d) Using supervised learning results as initial values for catalyzing the BFGS method.

where $\mathbf{x}$ is the estimation of $\mathbf{c}$, $\hat{H} = \sum_i c_i(A_i - a_i I)$, $\rho(\mathbf{c}) = \frac{e^{-\beta \hat{H}^2}}{\text{tr}(e^{-\beta \hat{H}^2})}$, $\beta$ is a large constant. This algorithm reconstructs system Hamiltonians with high fidelities for general and local Hamiltonians. However, it is time-consuming and its performance heavily depends on the initial values from Monte Carlo sampling.

This algorithm takes a long time on average to find the solution, due to the fact that the BFGS optimization method may easily be trapped in a local optimal solution. The reconstructed Hamiltonian is therefore not the desired one. Only for a few initial points, we can find the global optimal solution with BFGS optimization and reconstruct the system Hamiltonian with very high fidelity. Given an initial point, we define “success rate” as the probability to reconstruct the system Hamiltonian with fidelity $f > 1 - 10^{-8}$. If the initial point of $\mathbf{c}$ is randomly sampled, the success rate is significantly low. Consider the 5-qubit ring example, the success rate is only 0.036 for the ground state and 0.018 for the first excited state. Therefore, a mass of randomly sampled initial points is necessary.

However, if we train a neural network and set the predicted Hamiltonian as the initial point for the numeri-
IV. METHOD FOR THE ILL-POSED CASES

Sometimes, the regression from \( \{a_i\} \) to \( \{c_i\} \) is not easy for a single neural network because the recovery is ill-posed. Non-smooth functions, which do not satisfy \( f(x + cd) \approx f(x) \) for unit \( d \) and small \( c \), are harder to learn for neural networks [32]. However, if there are some constraints on the local Hamiltonian that we can make use of, the sensitivity can be eliminated.

Take the previous 3-qubit quantum chain as an example, where \( H = \cos \theta A_1 + \sin \theta A_2 \). If we restrict \( \cos \theta > 0, \sin \theta > 0 \), the expectations on \( A_1 \) and \( A_2 \) are plotted in FIG. 4(a), which is only a small part of FIG. 1(b). All break points (energy level crossings) vanish. The constraints on \( \theta \) makes recovery much easier.

Therefore, a multi-class classification network can be used before the regression to preserve smoothness.

Denote the number of operators as \( p \), we divide the generated data to \( 2^p \) sectors, where each \( \{c_i\} \) in the same sector share the same sign. For example, the Hamiltonians of \( \{c_1 = \frac{1}{2}, c_2 = -\frac{1}{2}, c_3 = \frac{1}{2}\} \) and the Hamiltonians of \( \{c_1 = \frac{1}{2}, c_2 = -\frac{1}{2}, c_3 = -\frac{1}{2}\} \) belong to the same sector because their signs are the same, which is \((+, -, +)\).

The first neural network will be trained to classify \( \{a_i\} \) to different sectors. It will output a likelihood ranking: the most probable signs of \( \{c_i\} \), the second most probable signs of \( \{c_i\} \), and so on.

For Hamiltonians in each sector, we divide our generated data into a training set, testing set, and validation set, use a neural network to fit the function from \( \{a_i\} \) to \( \{c_i\} \).

Transfer learning is a machine learning method where the neural network trained in one problem can use as the initial point of a related problem [34]. When two Hamiltonians involve the same operators and structure, previously trained weights can be reused to speed up the following training process. For example, the weights in a trained neural network for the \((+, +, +)\) sector can be used as the initial weights for the \((+, +, -)\) sector. Transfer learning can save us a lot of time for complex neural networks with many hidden layers.

We now summarize our modified algorithm as follows: given operators \( \{A_i\} \) and expectations \( \{a_i\} \), we want to estimate the parameters \( \{c_i\}_{est} \) under these given conditions.

- Network preparation
  1) For each sign sector, we sample a thousand sets of \( \{c_i\} \) from the corresponding interval, then calculate the Hamiltonian \( H = \sum_{i} c_i A_i \), eigenstates \( \{|\psi_{n}\}\} \), and expectations \( \{\langle \psi_{n}|A_i|\psi_{n}\rangle\} \) for each set. The total number of data pairs is \( 2^p N - 1 \times 1000 \).
  2) Train the multi-class classification network with all sampled data. This network can estimate the sector of \( \{c_i\}_{est} \) (i.e. the signs of \( \{c_i\}_{est} \)) for given expectations \( \{a_i\} \).
  3) Train regression networks for each sector with the corresponding \( 2^N - 1 \times 1000 \) data pairs, assisted by transfer learning.

- Estimation
4) Input given \( \{a_i\} \) to the classification network and output the sign sector likelihood ranking.

5) According to the ranking in 4), input \( \{a_i\} \) to the most probable regression network, verify whether the output Hamiltonian satisfies our requirements. If not, try the next probable regression network.

The classification neural network we use has three hidden layers, each containing 128 neurons. A feedforward neural network with two or more hidden layers can represent an arbitrary decision boundary to arbitrary accuracy with appropriate activation functions [31]. The learning rate is \( 1 \times 10^{-4} \). The activation function is Leaky ReLU. The regression neural network is still the one mentioned in Sec. III A, two hidden layers with 64 and 32 neurons respectively.

For an N-qubit system with \( 2^p \) sectors, we generate \( 2^{N-1} \times 1000 \) data pairs for each sector and train the classification network. After that, we train the regression network for each sector with the same data set. For fully-connected local systems, we implement this method to predict the Hamiltonian, all fidelities are improved remarkably and are above 0.965, as shown in FIG. 4(b). The performance of the neural network does not decrease as the number of qubits increases.

If \( p \) gets very large, a single classification neural network will not suffice. We can split the operators into several equally-sized parts and train classification neural networks for each part.

V. DISCUSSION

In this work, we give a detailed explanation of the Hamiltonian recovery problem and formulate it as an inverse problem.

For the general inverse given by the model \( y = A (x^*) + e \), where \( x^* \) is the system parameter, \( y \) is the measured data and \( e \) is the observation noise, given data \( y \), we need to recover the model parameter \( x^* \). We then propose a supervised learning method via neural networks, to address the Hamiltonian recovery problem in terms of an inverse problem. Our method can achieve a similar performance with significantly less time than the previous BFGS method, which needs to sample numerous initial points and optimize respectively. Our results demonstrate higher efficiency and can be combined with other optimization algorithms to improve accuracy.

To deal with the error \( e \) in the model, we take the 5-qubit ring graph as an example. In this case, denote the measurement result \( a = (a_1, a_2, a_3, a_4, a_5) \). Suppose there is a random error \( \delta a \) during each measurement. First, we generate the data set with the method introduced in Sec. III. After calculating each \( \{a_i\} \), we generate a random error \( \delta a \) with a fixed noise ratio \( |\delta a|/|a| \) and add it to \( \{a_i\} \). The measurement result \( \{a_i\} \) is therefore inaccurate, \( a \rightarrow a + \delta a \).

Then we train a 3-layer neural network to predict \( c_i \).s. When the noise is relatively small, i.e. \( |\delta a|/|a| \leq 0.2 \), supervised learning can still recover the system Hamiltonian efficiently, as shown in FIG. 5. The fidelity is close to the noiseless case fidelity for all energy levels. When \( |\delta a|/|a| \geq 0.5 \), the recovered Hamiltonian is not satisfying, most fidelities are below 0.9.

![Fig. 5. Recovering fidelity versus level index for different errors.](image)

A small error cannot mix different trajectories due to redundancy in the measurement space. Our method is thus quite robust to errors.
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Appendix A: Expectations for 3-qubit operators $A_1$ and $A_2$
FIG. 6. Expectation values on two 3-qubit operators $A_1$ and $A_2$, $\hat{a}_i = \text{tr}(\rho A_i)$, $H = \cos \theta A_1 + \sin \theta A_2$. In (a)-(f), $A_1, A_2$ are nonlocal operators, in (g)-(l), $A_1, A_2$ are 2-local operators. The blue, orange, green, red curves correspond to the ground state, the 1st, 2nd, 3rd excited state trajectories (levels) respectively.