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Abstract—This paper is about a modified architecture for a fused floating point three term adder. The important feature of a fused floating-point three-term adder is its ability to do multiple additions in same block to get better performance as well as accuracy compared to a conventional discrete floating point adder. The parallel prefix adder is one amongst the fastest adders and out of which the han-carlson adder represents a blend of the kogge-stone adders and brent-kung adder. In this work, han carlson adder is used to enhance the performance of the three term adder along with various optimization techniques. The adder is implemented using Verilog language in Xilinx ISE Design suite 14.2 and all Simulations are carried out in Isim simulator. Synthesis is done using Cadencetool.
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I. INTRODUCTION

Among most of the DSP implementations, multiple floating-point additions are executed consecutively. Floating point calculates a way of expressing an estimation of real number in such a way that it can uphold wide scope of values. It is described in IEEE-754 Standard for the floating point arithmetic[1]. Mostly, the numbers are expressed approximately to a specific number of significant digits and scaled utilizing an exponent. The base can be 2, 6 or 10. Generally, a typical number can be expressed as:

\[-1\times\text{sign} \times \text{significant digits} \times \text{base}^\text{exponent}\]

Main feature of floating-point multi-term adder is that it can take different operands and can execute numerous additions with an operation to produce a sum. There are two methods to design the floating point three-term adder namely a) Discrete floating-point three-term adder and b) Fused floating-point three-term adder. Complex processes like alignment, normalization and rounding are essential for floating point operation, but this increases area, power consumption and latency. So as to eliminate such issues, fused floating-point units have been proposed, that perform numerous operations in a single block to reduce the area, power consumption and latency. Some problems for the implementation of the fused floating point three term adder are studied in the past work [3], [4]: 1) Complex exponent processing and significand alignment, 2) Significand addition followed by complementation, 3) Large precision significand addition, 4) Massive cancellation management and 5) Complex round processing. Here in this work, such issues are addressed as well as performance is enhanced by introducing many optimization techniques and by modifying the type of parallel prefix adders used.

Fig. 1 Discrete Vs Fused floating point three term adders

II. CONVENTIONAL FUSED FLOATINGPOINT THREE TERMADDER

In order to implement a floating point three term adder, it is possible to fuse two identical floating point adders. One among the high performance floating point adders [8]–[10] can be used for the discrete design. The discrete floating point adder takes much more area compared to single term adder even though it has the capability to do multi term additions. For decreasing the overhead, fused floating point three term adders are introduced, that can carry out two additions in a single block [3], [4]. In order to decrease the area, power consumption and delay, a common logic is shared by the adder. Fig. 1 shows comparison of the discrete design and presented fused design. Moreover, the fused floating point three termadder improves the accuracy of design. The discrete floating point three term adderperforms rounding twice whereas the fused floating point three term adder do the rounding only once, thereby improving the accuracy.
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Fig. 2 shows a typical fused floating point three term adder [3], [4]. This adder takes three operands and performs the two additions at once.

Fig. 2 Typical fused floating point three-term adder

III. OPTIMIZATION TECHNIQUES

The conventional fused floating point three term adder lessens the latency, area and power consumption compared to the discrete version. In this section, a few optimizations are explained that can be used to improve the performance of the adder design: 1) A new exponent compare and significand alignment method 2) Dual reduction 3) Early normalization 4) Three input LZA and 5) Compound addition and rounding.

1) Novel exponent compare with significand alignment method is presented. Here, three pairs of exponent differences are assessed in parallel and differences are utilized for significand alignment. The exponent difference evaluation and also significand alignment can be overlapped by shifting the significands using partial difference results. The control logic is responsible for finding out the largest exponent and three aligned significands. At the same time, exponent processing and significand alignment are performed. This thereby can lessen the latency.

2) Two significand pairs such as positive as well as negative significand can be generated by two reduction trees. Positive significand pair is chosen based on the significand comparison. This method is called Dual reduction. So, complementation after the significand addition can be skipped as the chosen significand pair produces a positive sum, which reduces the delay.

3) Early normalization is applied to decrease the significand addition size. Adder size is then reduced significantly by performing the normalization before the significand addition. Latency is again reduced after rounding.

As the normalization is done before significand addition, the Leading Zero Anticipation (LZA) as well as normalization shift are on the critical path. A three-input LZA is presented so as to decrease the latency, which covers up the delay of the 3:2 reduction trees.

For fast rounding, compound addition is utilized. Rounded and unrounded sums are resulted by compound addition and the round logic finds out the accurate result so that the delay of the rounding is hidden.

IV. FUSED FLOATING POINT THREE TERM ADDER USING HAN CARLSON ADDER

In the conventional fused floating point three term adder, several optimization techniques have been used. The first part of significand addition is performed after the reduction to balance with the delay of LZA. The necessity for an adder is that it is fast as well as efficient according to power consumption and chip area. So here comes the advantage of parallel prefix adders. It is a technique for improving the speed of addition.

A. Kogge Stone adder:

A Kogge Stone adder has been utilized as a parallel prefix adder in the improved adder architecture. The Kogge Stone has low logic depth, high node count, and less fan out. High node count implies a bigger area whereas a shallow logic depth and minimal fanout helps for faster performance. Mainly there are three computational stages in Kogge Stone Adder. They are:

1. Preprocessing
2. Carry generation network
3. Postprocessing

Fig. 3 16 bit Kogge Stone adder

\[
P_i = a_i \oplus b_i \quad (1)
\]

\[
g_s = a_i b_i \quad (2)
\]

\[
P_i = p_i p_{i-1} \ldots p_0 \oplus G_{-1} \quad (3)
\]

\[
G_{j+1} = g_{j+1} p_{j+1} \ldots \oplus g_j (p_{j+1} \ldots p_0) \quad (4)
\]
Kogge Stone construction that takes \( \log_2 n \) stages and the Brent kung construction that takes \( 2\log_2 n - 1 \) stages[5,6]. Main advantage of Brent kung design is that it takes a lesser area. However, in the prefix tree adder, it faces issues with its complex wiring circuitry. In the modified fused floating point three term adder, a Han Carlson adder is being used.

Calculation of Carry generate as well as Propagatesignals
Calculation of all Carry signals in parallel
Calculation of last sum as well as carry signals

![Fig. 4 Parallel Prefix mechanism](image)
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Calculation of Carry generate as well as Propagatesignals
Calculation of all Carry signals in parallel
Calculation of last sum as well as carry signals

Thus Han Carlson adder has best features: high speed obtained from Kogge Stone adder and low area obtained from Brent Kung design. Both features are combined to provide a better speed with low complexity. This 16 bit Han Carlson adder has five stages out of which three stages in the middle is similar to the Kogge Stone structure. Number of cells used by this adder is less compared to that used by kogge stone adder. And also this adder has shorter span wires so that wiring complexity is less than that in kogge stone structure [7]. The pseudo code for Han Carlson adder can be easily obtained by modifying that of Kogge Stone adder. The number of carry stages is \( \log_2 n + 1 \). For Kogge Stone adder, it is \( \log_2 n \). Fig. 7 shows method of Computation of carry in different stages.

![Fig. 7 Carry Computation method of Han Carlson Adder](image)
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V. RESULTS

The proposed fused floating point three term adder is designed using Verilog language in XilinX ISE Design suite 14.2. ISim simulator is utilized for performing simulations. Later, the performance of conventional and proposed adders are analyzed and compared. Implementation code for 54-bit Kogge Stone adder as well as Han Carlson adder are developed in this work and the respective values of delay and area are measured. Table-I shows the algorithm analysis of parallel prefix adders and Table-II shows synthesis result. Result comparisons are shown in tables 3, 4. Simulation waveform results are shown in figures 7, 8 and 9.

![Fig. 6 16 bit Han Carlson adder](image)
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### Table-I: Algorithm Analysis of PPA’s

| Type of PPA | Logic level | Area | Fan Out | Wire track |
|-------------|-------------|------|---------|------------|
| Kogge Stone | \( \log_2 n \) | \( n \log_2 n - n + 1 \) | 2 | \( n/2 \) |
| Han Carlson | \( \log_2 n \) | \( (n/2)\log_2 n \) | 2 | \( n/4 \) |

### Simulation Results:
Both Kogge stone and Han Carlson adders require parallel wiring for wide bit adders. Han Carlson is so good as it requires only half number of columns when the interconnect is considered. Kogge stone tree has least number of logic levels; yet difficult to propagate as well as generate whereas Han Carlson has more number of logic levels; yet less number of cells.

**Table-III: Result Comparison of PPAs**

| Parallel Prefix Adder Type | Cell Area | Leakage Power (nW) | Delay |
|---------------------------|-----------|-------------------|-------|
| Kogge Stone               | 1280      | 316               | +0 528F |
| Han Carlson               | 1071      | 182               | +0 6168F |

Cell area and leakage power consumption are more in Kogge stone adder compared to Han Carlson adder.

**Table-IV: Comparison of Traditional and Modified adder results**

| Adder       | Cell Area | Leakage Power (nW) | Combinational Path Delay(ns) |
|-------------|-----------|--------------------|-------------------------------|
| Traditional | 6973      | 1415               | 3.298                         |
| Modified    | 5780      | 930                | 3.311                         |

II. FUTUREWORK

The work carried out in this paper can be extended to perform addition with terms more than three operands. Pipelining can also be employed along with other algorithms and optimization techniques discussed in the paper. Physical design implementation of the resulting adder also comes in the scope of future work.

III. CONCLUSION

In this paper, a modified fused floating point three term adder is designed using a parallel prefix adder called Han Carlson adder. Various critical issues were there for the conventional three term adder. Those issues have been resolved by modified fused floating point three term adder. Han Carlson adder that is having less wiring complexity than Kogge Stone adder is used. The improved architecture reduces number of cells, area, and leakage power. But there a slight increase in delay is observed.
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