Fluctuation-induced quantum friction in nanoscale water flows

The flow of water in carbon nanochannels has defied understanding thus far, with accumulating experimental evidence for ultra-low friction, exceptionally high water flow rates and curvature-dependent hydrodynamic slippage. In particular, the mechanism of water–carbon friction remains unknown, with neither current theories nor classical or ab initio molecular dynamics simulations providing satisfactory rationalization for its singular behaviour. Here we develop a quantum theory of the solid–liquid interface, which reveals a new contribution to friction, due to the coupling of charge fluctuations in the liquid to electronic excitations in the solid. We expect that this quantum friction, which is absent in Born–Oppenheimer molecular dynamics, is the dominant friction mechanism for water on carbon-based materials. As a key result, we demonstrate a marked difference in quantum friction between the water–graphene and water–graphite interface, due to the coupling of water Debye collective modes with a thermally excited plasmon specific to graphite. This suggests an explanation for the radius-dependent slippage of water in carbon nanotubes, in terms of the electronic excitations of the nanotubes. Our findings open the way for quantum engineering of hydrodynamic flows through the electronic properties of the confining wall.

Even though the liquid flow rate through a macroscopic channel is determined solely by its geometry, the permeability of nanoscale channels depends strongly on the amount of liquid friction at the channel walls. Current theories of the solid–liquid interface picture the solid as a static external potential that acts on the fluid molecules, with the friction resulting from the surface roughness of the solid. This approach involves a high degree of arbitrariness when applied to atomically smooth surfaces, through the choice of the molecular force fields. There is, for instance, a three orders of magnitude spread in the reported molecular dynamics (MD) simulation results for the water friction coefficient inside sub-10 nm carbon nanotubes (CNTs). On the experimental side, water–carbon friction presents a particularly puzzling picture: friction is found to be much stronger on graphite than on monolayer graphene, and in carbon nanotubes, in terms of the electronic excitations of the nanotubes. Our findings open the way for quantum engineering of hydrodynamic flows through the electronic properties of the confining wall.

Single-particle friction

We first consider a single point charge $e$ moving at a height $h$ parallel to a solid surface lying in the $(x, y)$ plane. Taking electronic degrees of freedom into account gives rise to a polarization charge within the solid and dissipation through the polarization charge dynamics. We formalize this mechanism by introducing the solid surface response function $g_e(q, \omega)$, defined in terms of the density–density response function $\chi_e$:

$$
\chi_e(q, \omega) = \frac{-e^2}{4\pi \epsilon_0} \int_{-\infty}^{0} dz dz' e^{i (q^2 + q') z} \chi_e(q, z, z', \omega),
$$

with the wavevector $q$ lying in the plane of the interface. Physically, $g_e(q, \omega)$ relates the external potential applied to the solid in the half-space $z < 0$ to the induced potential in the half-space $z > 0$ (Supplementary Section 3.1). The friction force on the charge moving at velocity $v$ is then written as (Supplementary Section 1):

$$
f = \frac{-e^2}{8\pi \epsilon_0} \int dq \frac{q}{q} e^{-2\pi h} \text{Im} \, g_e(q, q \cdot v).
$$

Equation (2) accounts for electronic friction, that is, friction through the generation of electronic excitations within the solid. This phenomenon has been invoked in various situations in which classical nuclear degrees of freedom are coupled to an electron bath. The mechanism
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Here $V$ is the Coulomb potential, $n_{e}$ is the instantaneous charge density of water, $\hat{n}$ is the electron density operator and $\nabla$ represents the gradient with respect to the position $r$ in the direction parallel to the interface; the average is over all thermal and quantum fluctuations of the system. The dynamics of water are well described within classical mechanics even at the molecular scale. Nevertheless, to ensure formal consistency, we represent the water charge density by a Gaussian quantum field $\hat{n}_{w}$ with prescribed correlation functions, as is done, for example, in the theory of solvation. The average in equation (3) is then computed in the framework of many-body perturbation theory, with respect to the interaction Hamiltonian that comprises both the electron–water and electron–electron Coulomb interactions:

$$\hat{H}_{int} = \int dr dr' \hat{n}_{w}(r', t) V(r-r') \hat{n}_{w}(r, t) + \frac{1}{2} \int dr dr' \hat{n}_{e}(r', t) V(r-r') \hat{n}_{e}(r, t).$$

As the system is out of equilibrium in the presence of water flow, we treat the perturbative expansion in the Schwinger–Keldysh framework. After a computation reported in Supplementary Section 2, our most general result is a Dyson equation relating the water–electron, water–water and electron–electron density correlation functions, whose Feynman diagram representation is given in Fig. 1d. The friction force may then be expressed in terms of the Keldysh component of the water–electron correlation function.

The formal Dyson equation can be simplified if the water and electron densities are no longer allowed to interpenetrate each other. This is a reasonable approximation as long as there is no chemisorption of water on the solid surface. The short-range Pauli repulsion effectively acts as an infinite potential barrier between the water and the electrons, as confirmed by density functional calculations of the water–graphene interface. The hydrodynamic flow profile above the solid surface is assumed to be uniform and equal to the interfacial velocity $v$, which is justified as long as the typical range of the solid–liquid interactions is smaller than the slip length. Then, expanding the Dyson equation to linear order in $v$, we obtain a closed expression of the form $\langle F \rangle / A = -\lambda v$, where $A$ is the surface area and $\lambda$ is the solid–liquid friction coefficient. The coefficient $\lambda$ separates into two terms, $\lambda = \lambda_{cl} + \lambda_{Q}$, with

$$\lambda_{cl} = \frac{1}{4\pi^{2}k_{B}T} \int dq \langle (q) \rangle^{2} \int_{0}^{\infty} dr \ S_{w}(\mathbf{q}, t)$$

and

$$\lambda_{Q} = \frac{1}{8\pi} \int \int_{0}^{\infty} dq d(\hbar q) \frac{d(\hbar q)}{k_{B}T} \frac{qu}{\sinh^{2}\left(\frac{\hbar q}{2k_{B}T}\right)} \right|_{1 - g_{w}(\mathbf{q}, \omega) g_{w}(\mathbf{q}, \omega)}^{0}.$$
As it is accessible through MD simulations, the classical contribution has been well studied for numerous solid–liquid systems\(^2\). We will therefore discuss in detail only the quantum contribution in equation (6), which has not been considered previously. The structure of equation (6) can be understood in terms of quasiparticle tunnelling between the surface fluctuation modes of the two media, as detailed in Supplementary Section 2.8. In brief, the quantum friction force \(\mathbf{\nu} \times \boldsymbol{\xi}_0\) decomposes into a (continuous) sum over the wavevectors \(q\) of surface modes: \(\mathbf{\nu} \times \boldsymbol{\xi}_0 = (1/4\pi) \int dq f_q\). The elementary friction force \(f_q\) is given by the elementary momentum \(h\kappa\) multiplied by an integral over the frequencies \(\omega\). The frequency integral corresponds to the quasiparticle tunnelling rate between modes at wavevector \(q\). This rate is non-zero only in the presence of a water flow, which effectively increases the occupation of the liquid modes with respect to the solid modes (Fig. 1c). We note that the contribution in equation (6) requires thermal fluctuations, as it vanishes at a temperature of 0 K. A purely quantum contribution to non-contact friction, that survives at 0 K, may be derived\(^2\), but it scales as \(q^3\) and is hence negligible for our purposes.

The quantitative evaluation of water–solid quantum friction coefficients requires both surface excitation spectra, \(\text{Im} g_q(q, \omega)\) and \(\text{Im} g_{\text{w}}(q, \omega)\), as inputs. We focus on excitations at low energy, typically around 100 meV. It results from the collective relaxation of molecular dipoles and it is a general feature of polar liquids\(^24,25\). Hence, our subsequent discussion, although focussed on water, applies qualitatively to quantum friction in other polar liquids as well. The sharp peak at around 100 meV corresponds to the librational modes of the water molecule.

The water surface response function shows little dispersion as the momentum \(q\) is increased (Fig. 2c and Supplementary Fig. 1), and only small variations are found between the two models for the graphite surfaces. At large momenta \((q \gtrsim 1 \text{ Å}^{-1})\), the surface response function shows an exponential decrease, which we attribute to the depletion of water near the hydrophobic surface. For the purposes of calculation, \(g_{\text{w}}(q, \omega)\) is well represented by the sum of two Debye peaks at \(\omega_{D,1} = 1.5\text{ meV}\) and \(\omega_{D,2} = 20\text{ meV}\), with momentum-dependent oscillator strengths:

\[
g_{\text{w}}(q, \omega) = \frac{f_1(q)}{1 - \text{i} \omega/\omega_{D,1}} + \frac{f_2(q)}{1 - \text{i} \omega/\omega_{D,2}},
\]

Analytical expressions for \(f_1(q)\) and \(f_2(q)\) are given in Supplementary Section 4.3; at large \(q\), \(f_1(q) + f_2(q) = e^{-2qd}\), with \(d = 0.95\text{ Å}\). Further MD simulations show that the features of the water surface response relevant for quantum friction are largely unaffected by planar confinement down to 1 nm (Supplementary Section 4.4), so that the expression in equation (8), determined for a semi-infinite liquid, can be safely applied to nanoconfined geometries.

### Electronic excitations and the jellium model

A solid has low-energy electronic excitations if it contains free charge carriers, but the precise location of these excitations in energy–momentum space depends strongly on the exact band structure. The simplest way to account for this dependence is in the framework of the jellium model. The nuclei and core electrons are assimilated to a semi-infinite positive background, whereas the conduction electrons behave as free...
electrons (Fig. 3a). They occupy a parabolic band, \( E(k) = \hbar^2 k^2/(2m') \): the electronic structure is then completely determined by the effective mass \( m' \) and the Fermi energy \( E_F \). In general, in the jellium model, electrons are allowed to spill over the positive background edge. However, in the presence of water, the spillover is limited by the Pauli repulsion between the water and the surface electrons (Fig. 1b), so that the infinite barrier jellium model seems better suited to describing the electronic system under scrutiny. The model may then be treated within the specular reflection approximation—expressing the surface response in terms of the bulk dielectric response—with only small quantitative differences with respect to the exact semi-infinite computation (Supplementary Sections 3.2 and 5.1). A typical result for the jellium surface response function \( g_\omega (q, \omega) \) in the specular reflection approximation is shown in Fig. 3b. It presents two types of features: incoherent particle–hole excitations and a collective surface plasmon mode. We then compute the quantum friction coefficient \( \lambda_Q \) of water on the jellium surface according to equation (6), for a range of Fermi energy and effective mass values (Fig. 3c). Note that in terms of the slip length \( b = \eta/\lambda \) (with \( \eta \) the fluid viscosity), \( \lambda = 10^3 \text{ N s m}^{-3} \) corresponds to a slip length \( b = 10 \text{ nm} \) for water.

We find the quantum contribution to friction to be very small for water on semiconductor surfaces, which, for our purpose, can be described by a jellium model with low Fermi energy and effective mass. In such systems, electronic excitations are restricted to very small momenta, and we expect the hydrodynamic friction to be dominated either by the classical roughness term or by the optical phonon contribution (Supplementary Section 5.3). On metal surfaces, with high Fermi energy (1–10 eV) and effective mass close to unity, we find \( \lambda_Q = 10^2 \text{ N s m}^{-3} \), which is two orders of magnitude lower than typical hydrodynamic friction coefficients, and probably smaller than the roughness-based contribution. We note that our theory does not address reactive (typically non-close-packed) metal surfaces, on which chemical bonding with water occurs. The highest values of \( \lambda_Q \) are obtained in the region of low Fermi energy and high effective mass. The electronic surface plasmon mode is then at low enough energy (around 10 meV) and high enough momenta (around 0.5 Å\(^{-1})\), to couple with the Debye peak of water, yielding a particular friction enhancement (Fig. 3c and Supplementary Fig. 3).

**The odd water–carbon interface**

The classical contribution to water–carbon friction has been extensively studied in the framework of MD simulations. On flat graphite surfaces, simulated friction coefficient values \( \lambda_{Cl} = 10^4 \text{ N s m}^{-3} \) have been reported, depending on the chosen force field. In CNTs, these values were found to be unaffected by wall curvature for tube radii larger than 10 nm (refs. 8,9). This strongly suggests that the radius dependence of water slippage observed experimentally in CNTs with radii between 15 and 50 nm (ref. 4) cannot be explained by the classical contribution to friction alone. The experiments in ref. 4 then set an upper bound for the water–carbon classical friction at the lowest total friction coefficient measured in large radius nanotubes, that is, \( \lambda_{Cl}^{\text{max}} = 3 \times 10^3 \text{ N s m}^{-3} \). Hence, MD simulations probably overestimate the water–graphite friction coefficient by at least a factor of 3, which is typical in simulations of other water–solid systems.

We now consider quantum friction in various water–carbon systems. For a single graphene sheet, the surface response function can be calculated analytically (Supplementary Section 6.1). The result is plotted in Fig. 4a, with a doping level \( E_F = 0.1 \text{ eV} \). Graphene is found to have low-energy excitations (\( \omega < 100 \text{ meV} \)) only at very small momenta (\( q < 0.05 \text{ Å}^{-1})\). An intralayer plasmon mode is present, but it displays a steep square-root dispersion at small momenta. The quantum contribution to the water friction coefficient, evaluated with equation (6), is accordingly found to be very small, below \( 10^{-6} \text{ N s m}^{-3} \), regardless of doping level. We conclude that hydrodynamic friction on monolayer graphene is dominated by the classical contribution and should therefore be very small (\( \lambda = \lambda_{Cl}^{\text{max}} \)). This is in line with recent measurements of water slippage on silica-supported graphene, which yielded friction coefficients as small as \( 4.5 \times 10^{-5} \text{ N s m}^{-1} \) (slip length \( b = 200 \text{ nm} \)).

The situation must be different for water on multilayer graphite, which was found experimentally to exhibit much higher hydrodynamic friction: \( \lambda = 2 \times 10^4 \text{ N s m}^{-3} \) on flat graphite surfaces and \( \lambda = 3 \times 10^4 \text{ N s m}^{-3} \) in multilayer CNTs with large (50 nm) radii. Indeed, in a staggered stack of graphene sheets (Fig. 4b), electrons acquire an extra degree of freedom compared to monolayer graphene, as they may tunnel between the sheets. In particular, the coupling between second nearest layers is associated with a bandwidth \( \gamma_{Plas} = 40 \text{ meV} \) (with \( \gamma_P \) an interlayer coupling parameter, see Fig. 4b), resulting in a markedly different low-energy excitation spectrum. In electron energy loss spectroscopy, graphite was found to show a surface plasmon mode, polarized perpendicularly to the layers, at a frequency \( \omega_P = 50 \text{ meV} \) (at 300 K), with a very flat dispersion in the measured momentum range, which was up to \( \omega_{\max} = 0.2 \text{ Å}^{-1} \) at 300 K (ref. 20) and \( \omega_{\max} = 0.4 \text{ Å}^{-1} \) at 600 K (ref. 20) (Fig. 4a). We expect this low-energy plasmon of graphite to strongly interact with the water Debye mode, resulting in an enhancement of the quantum friction. As a first approximation, we describe the plasmon contribution to the graphite surface response in terms of a Drude model, which is based on the semiclassical treatment of free electron dynamics:

\[
g_{sc}(q, \omega) = \frac{\omega_p^2}{\omega_p^2 - \omega^2 - 2i\omega \gamma_P(q_{\max} - q)},
\]

where \( \omega_P = 40 \text{ meV} \) and \( \gamma_P = 40 \text{ meV} \) (ref. 20). We note that the quantum contribution to friction is then small in the region of low momenta, where the Drude mode is dominant, and large for large momenta, where it is negligible.

**Surface response function for a semi-infinite barrier jellium model: the water and solid electrons are separated by an infinite potential barrier.** a, b, Surface response function for a semi-infinite barrier jellium model: the water and solid electrons are separated by an infinite potential barrier. b, Surface response function for a semi-infinite barrier jellium model: the water and solid electrons are separated by an infinite potential barrier. c, Quantum friction coefficient for water on a jellium surface, as a function of the jellium Fermi energy and effective mass (in units of electron mass).
For graphite, the friction coefficient is determined from the one-dimensional density. For graphene, the carrier density is determined by the doping level. A microscopic model is needed to extract the essential physics at play. Our starting point is that the free charge carriers contributing to the low-energy plasmon are located mainly on the B sublattice (Fig. 4b). We then compute the local density response of the topmost (surface) atoms. We then compute the local density response of the topmost atom of a one-dimensional chain $\delta n_q(\omega) = X_0(\omega) \phi_0(\omega)$, where $\phi_0$ is the potential acting on atom $a$ (Supplementary Section 6.2). Then, treating the Coulomb interactions between the chains in the random phase approximation, we obtain the graphite surface response function as

$$g_0(q, \omega) = \frac{n_s \nu_q X_0(q, \omega)}{n_s \nu_q X_0(q, \omega) - 1}. \quad (10)$$

where $\nu_q = \frac{e^2}{4 \pi \varepsilon_0} \frac{2n}{q}$ is the free charge carrier density in bulk graphite at $300\, \text{K}$ ($n_s = 2.3 \times 10^{12}\, \text{cm}^{-2}$; see Supplementary section 6.2); this yields a friction coefficient $\lambda_q = 1.8 \times 10^{-4}\, \text{N s m}^{-2}$, which is slightly larger than the Drude model estimates and within the range of experimentally measured water friction coefficients on graphite (Fig. 4d). Ultimately, the value of $n_s$ depends on the details of the electronic structure at the graphite surface, which undergoes renormalization in the presence of water. An increase in the density of states at low energy and high momenta with $\nu = 25\, \text{meV}$ the surface plasmon width and $\theta$ the Heaviside step function. Using this expression in equation (6), we obtain a water friction coefficient $\lambda_q = 0.4 \times 10^{-3}\, \text{N s m}^{-2}$ for $q_{\text{max}} = 0.2\, \text{Å}^{-1}$ and $\lambda_q = 5 \times 10^{-3}\, \text{N s m}^{-2}$ for $q_{\text{max}} = 0.4\, \text{Å}^{-1}$. This is orders of magnitude larger than the expected value for graphite (Fig. 4c) and comparable to the upper bound for the classical contribution $\lambda_{\text{bulk}}$. Hence, the Drude model estimate suggests that the quantum contribution may account for the difference in hydrodynamic slippage between monolayer graphene and multilayer graphite.

Going beyond a phenomenological treatment for the water–graphite quantum friction is particularly challenging, due to the very large unit cell required for a numerical investigation of low-energy and high-momentum surface excitations. We propose here a simplified microscopic model to extract the essential physics at play. Our starting point is that the free charge carriers contributing to the low-energy plasmon are located mainly on the B sublattice (Fig. 4b). The flat plasmon dispersion has been attributed to the shape of the bands containing those free carriers. As a consequence of interlayer coupling, these are nearly flat up to parallel momentum $k = \gamma_1 / \nu_1 = 0.06 - 0.11\, \text{Å}^{-1}$, with $\gamma_1$ the nearest-neighbour interlayer coupling parameter (Fig. 4b) and $\nu_1$ the graphene Fermi velocity. Then, from the perspective of low-energy excitations, graphite may be pictured as an array of independent one-dimensional chains extending perpendicular to the layers, at least within a certain momentum range. This assembly of localized oscillators is then expected to have excitations whose energy does not depend on the wavevector, as is observed experimentally.
due to electron scattering on water fluctuations may lead to a higher apparent $n_1$, (the upper limit being the total electron density on the B sublattice. $4.3 \times 10^{14}$ cm$^{-2}$) and to a further increase in the expected value for the quantum friction coefficient (Fig. 4c).

Overall, our theory predicts a strong difference in quantum friction between monolayer and multilayer carbon structures, explaining how water can exhibit larger slippage on monolayer graphene than on multilayer graphite$^{31,32}$. This further suggests an explanation for the radius-dependent water slippage in multilayer CNTs$^8$. In these quite large nanotubes (with 15–50 nm radii), although the water surface response is unaffected by confinement (Supplementary Section 4), the interlayer coupling is known to strongly depend on radius. It was observed that a 50-nm-radius tube locally has a graphite-like structure, whereas in a 10-nm-radius tube the shells are completely decoupled$^{34}$. Therefore, in large radius nanotubes, water is subject to graphite-like high quantum friction, whereas in smaller radius nanotubes water experiences graphene-like low friction, probably dominated by the classical contribution.

The quantitative relevance of this argument can be checked, at the simplest level, in the framework of the Franklin model$^{35,36}$, which relates the probability $p$ of two layers being misaligned in a graphite structure to the average interlayer spacing $d$: $d = 3.44 - 0.086 \times (1 - p^2) (\AA)$. The dependence of $d$ on the inner radius $R$ for a multiwall nanotube can be inferred from experiment$^{38}$ (Supplementary Section 6.4). We may then assume that the electron density $n_1$ in equation (10) scales according to $n_1(R) = n_1(1 - p(R))$, and we choose $n_1 = 10^{12}$ cm$^{-2}$ so that $\lambda(R \rightarrow \infty) = 4.4 \times 10^4$ N m$^{-1}$. The resulting prediction for the slip length is shown in Fig. 4d and it is found to be in good agreement with the experimental data. We note that if the inner shell tubes are semiconducting, then the radius-dependent band gap $E_\text{F}(R) = (2/3) \varepsilon_0 R(\text{ref. } 35)$ may also reduce the number of charge carriers contributing to low-energy excitations; we then expect a scaling $n_1(R) = n_1 \varepsilon_0 E_\text{F}(R)/\hbar^2$, which also provides reasonable agreement with the data (Fig. 4d).

Although the details of electronic excitations in multilayer CNTs are hard to investigate theoretically, our theory strongly suggests that quantum friction is a key ingredient for determining the water slip length in these systems.

Perspectives
Our theory predicts quantum effects in the dynamics of the solid–liquid interface. We show that hydrodynamic friction results not only from the static roughness of the solid surface, but also from the coupling of water fluctuations to electronic excitations within the solid. Such ‘quantum friction’ is uniquely revealed at the water–carbon interface. Water friction is not anomalously low on graphene, but instead it is anomalously high on graphite, due to the quantum contribution resulting from a graphite-specific terahertz plasmon mode. This finding enables us to rationalize the peculiar friction properties of water on carbon surfaces, and in particular the radius dependence of slippage in CNTs. More generally, quantum friction may be an important contribution to hydrodynamic friction on atomically smooth surfaces, provided that these have electronic excitations at low energy ($\omega \leq 100$ meV) and high momenta ($q \approx 0.5$ Å$^{-1}$), which may couple to the Debye mode of water. However, true atomic smoothness cannot be achieved for any material, because many surfaces become oxidized or charged in water. For instance, the negligible water slippage observed on hexagonal boron nitride surfaces$^8$ can be attributed to the chemical–isolation of charged species$^{31,38}$. We stress that quantum friction is an effect beyond the Born–Oppenheimer approximation. Although it can be overcome in the numerical treatment of single molecules on surfaces$^{39}$, the Born–Oppenheimer approximation remains a fundamental limitation in simulations of solid–liquid interfaces. Our results call for the development of new methods for simulating such complex interfacial systems$^{39}$.
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