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ABSTRACT

Aims. The role of carbon monoxide as a cooling agent for the thermal structure of the mid-photospheric to low-chromospheric layers of the solar atmosphere in internetwork regions is investigated.

Methods. The treatment of radiative cooling via spectral lines of carbon monoxide (CO) has been added to the radiation chemohydrodynamics code CO5BOLD. The radiation transport has now been solved in a continuum band with Rosseland mean opacity and an additional band with CO opacity. The latter is calculated as a Planck mean over the CO band between 4.4 and 6.2 μm. The time-dependent CO number density is derived from the solution of a chemical reaction network.

Results. The CO opacity indeed causes additional cooling at the fronts of propagating shock waves in the chromosphere. There, the time-dependent approach results in a higher CO number density compared to the equilibrium case and hence in a larger net radiative cooling rate. The average gas temperature stratification of the model atmosphere, however, is only reduced by roughly 100 K. Also the temperature fluctuations and the CO number density are only affected to small extent. A numerical experiment without dynamics shows that the CO cooling process works in principle and drives the atmosphere to a cool radiative equilibrium state. At chromospheric heights, the radiative relaxation of the atmosphere to a cool state takes several 1000 s. The CO cooling process thus would seem to be too slow compared to atmospheric dynamics to be responsible for the very cool temperature regions observed in the solar atmosphere.

Conclusions. The hydrodynamical timescales in our solar atmosphere model are much too short to allow for the radiative relaxation to a cool state, thus suppressing the potential thermal instability due to carbon monoxide as a cooling agent. Apparently, the thermal structure and dynamics of the outer model atmosphere are instead determined primarily by shock waves.
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1. Introduction

Carbon monoxide (CO) has been observed in the solar atmosphere (e.g., Noyes & Hall [1972]; Ayres [1981]; Ayres et al. [1986]; Solanki et al. [1994]; Uitenbroek et al. [1994]) for more than 30 years now. The discovery of very low temperatures in extreme limb observations of strong CO lines at 5 μm by Noyes & Hall provoked a crisis in our understanding of the thermal structure of the outer layers of the Sun and solar-type stars (Johnson [1973]; Wiedemann et al. [1994]), since the very existence of CO molecules in significant amounts requires much lower gas temperatures than predicted by standard semi-empirical models (Vernazza et al. [1981]; Fontenla et al. [1993]). Due to its infrared emission, carbon monoxide is known to be a strong cooling agent that can actively affect the thermal state of the atmospheric gas itself. Therefore, the idea that CO was capable of inducing a thermal bifurcation of the solar atmosphere has attracted considerable attention during the past three decades (cf. Ayres [1981]; Noyes & Hall [1981]; Muchmore & Ulmschneider [1983]; Muchmore & Ulmschneider [1986]; Steffen & Muchmore [1988]; Anderson [1989]).

Carbon monoxide molecules can form in significant amounts under the conditions of the solar photosphere and chromosphere. At a given gas density, the equilibrium CO concentration is a function of temperature, such that the molecules are quickly dissociated towards higher temperatures. Spectral lines of CO at infrared wavelengths can emit radiation effectively and thus cool the gas, causing a cooling instability. In the absence of compensating mechanical heating, a small perturbation towards lower temperature would already allow the formation of more CO molecules whose infrared lines would further cool the gas and thus induce the formation of even more CO, ultimately leading to a “cooling catastrophe” (cf. Ayres [1981]). This way CO can force a cool equilibrium temperature in regions where radiative equilibrium (RE) conditions prevail, whereas a critical amount of mechanical heating can cause a transition to a hot state (e.g., Anderson & Athay [1989], hereafter AA89).

In the case of the Sun, the consequences of the CO cooling instability have been investigated by a simplified time-dependent approach (Steffen & Muchmore [1988]; Muchmore & Ulmschneider [1983]; Muchmore & Ulmschneider [1986]; Steffen & Muchmore [1988]; Anderson [1989]).
restricted to one spatial dimension in order to keep the problem computationally tractable.

Recently, detailed 2D simulations of the distribution of carbon monoxide in the solar atmosphere (Wedemeyer-Böhm et al. 2005, hereafter Paper I) were carried out with the radiation hydrodynamics code COBOLD (Freyta et al. 2002, Wedemeyer et al. 2004), which can treat chemical reaction networks time-dependently. It was shown that the bulk of CO is located in cooler regions in the middle photosphere and that a large fraction of all carbon atoms is bound in carbon monoxide in the layers above, with the exception of hot propagating shock waves (see Fig. 1). In contrast to the ICE approach, the high shock temperatures do not cause instantaneous destruction of CO but rather gradual dissociation of the molecules on chemical timescales. Clearly, the highly dynamic and intermittent nature of the solar chromosphere makes the time-dependent approach mandatory for studying the influence of CO cooling.

The new two-dimensional simulations presented here were done with an upgraded code version that now accounts for radiative cooling by CO lines, using the simplified treatment by Steffen & Muchmore (1988, hereafter SM88) and Muchmore & Ulmschneider (1985, hereafter MU85). We describe the method and the new simulations in Sects. 2 and 3, respectively, and present the results in Sect. 4, followed by discussion and conclusions in Sect. 5.

2. Method

The applied radiation chemo-hydrodynamics code is described in more detail in Paper I. The only difference to the simulations presented in Paper I concerns the radiative transfer. Instead of the grey, i.e., frequency-independent, approach we use two frequency bands as described by SM88. The first band uses the grey Rosseland opacity \( \kappa_R \) constructed from OPAL/PHOENIX data (Iglesias et al. 1993, Hauschildt et al. 1997). It excludes the wavelength region around the CO fundamental vibration-rotation band in the infra-red beyond 4.6 \( \mu \text{m} \) that is accounted for in the second band. The opacity in the second band consists of the grey Rosseland opacity \( \kappa_R \) and an additional Planck mean CO opacity \( \kappa_{\text{CO}} \) as a function of gas temperature and CO number density. The latter results from the preceding solution of the chemical reaction network (see Paper I).

3. Simulation

The same initial model as in Paper I is used so that the simulations with and without CO cooling can be compared directly. The model consists of 120 horizontal by 140 vertical grid cells with a total extent of 4800 km by 2500 km. It describes a small portion of the solar surface layers, just large enough to fit in a few granulation cells. The chemical composition is the same for each cell in the initial model. The simulation was advanced for 86000 s of solar time. The results presented here only refer to the last 50000 s, whereas the first 36000 s are reserved as a relaxation phase to ensure the decay of possible initial perturbations. The lower and upper boundaries are located at heights \( z = -1479 \) km and \( z = 1021 \) km, respectively, where the origin \( z = 0 \) km is defined by the average Rosseland optical depth of unity. A corresponding three-dimensional simulation is currently in production (Wedemeyer-Böhm et al., in press).

4. Results

4.1. Net radiative heating rate

Direct comparison of the two-dimensional simulations with (this paper) and without (Paper I) time-dependent CO opacity shows that inclusion of the spectral band of CO causes additional cooling at the fronts of propagating shock waves in the chromosphere. There, the time-dependent approach results in a higher CO number density compared to the equilibrium case and thus in a higher net radiative cooling rate. These small differences make the simulations drift apart so that only a statistical comparison makes sense. However, we illustrate the effect of CO line cool-

Fig. 1. Two-dimensional slices for an exemplary time step at \( t = 70390 \) s: a) logarithmic gas temperature \( \log T \), b) fraction of carbon atoms bound in CO \( n_{\text{CO}}/n_{\text{total}} \), c) net radiative heating rate \( Q_{\text{rad},R} \) for the simulation without CO line cooling, and d) the relative difference \( \Delta Q_{\text{rad}} \) between the runs with and without CO cooling. Note that the colour range has been limited in the last panel in order to to make smaller variations visible. The full range is \( \Delta Q_{\text{rad}} = [ -2.54, 0.20 ] \times 10^3 \text{erg g}^{-1} \text{s}^{-1} \). The lines represent contours for \( T = 5000 \) K (white solid) and Rosseland optical depth unity (long-dashed). The short-dashed line in panels c and d marks \( Q_{\text{rad},R} = 0 \) and \( \Delta Q_{\text{rad}} = 0 \), respectively.
without additional CO opacity (Fig. 2), and CO number density (c) for the simulations with (solid line) and without (dashed line) radiative CO cooling. The dotted lines represent the difference between both cases, e.g. $\Delta T = \langle T_{\text{CO}} \rangle_{x,t} - \langle T_R \rangle_{x,t}$.

Fig. 2. Horizontally and temporally averaged temperature stratification (a), temperature fluctuation (b), and CO number density (c) for the simulations with (solid line) and without (dashed line) radiative CO cooling. The dotted lines represent the difference between both cases, e.g. $\Delta T = \langle T_{\text{CO}} \rangle_{x,t} - \langle T_R \rangle_{x,t}$.

ing by comparing the radiative heating rates calculated with and without additional CO line opacity for a given model structure (see Fig. 1). The chosen snapshot is analysed in more detail in Paper I.

For reference, panels a and b of the figure show gas temperature and the fraction of carbon atoms bound in CO, $n_{\text{CO}}/n_{\text{CO,total}}$, respectively. The latter refers to the total number density of all carbon atoms, which is here the sum of the densities of included species C, CO, and CH. The solid line is a contour for a temperature of $T = 5000$ K that outlines the prominent shock wave in the low chromosphere and also a high-temperature structure belonging to the reversed granulation pattern in the middle photosphere.

The net radiative heating rate $Q_{\text{rad},R}$ for the simulation without radiative CO cooling is displayed in panel c. The rate represents the change in the internal energy of the gas per unit time and mass due to radiation. Positive values indicate that energy is added, i.e., the gas is heated, whereas negative values indicate the release of energy via radiative emission, i.e., radiative cooling. For most of the computational domain, $Q_{\text{rad},R}$ is close to zero or at least small. In contrast, high negative values are found in shock waves and close to optical depth unity (the visible “surface” of the Sun) where strong radiative emission cools the gas. There are also some locations with high positive values, indicating radiative heating of the gas. This is obviously the case for volume elements that are surrounded by high-temperature regions, e.g. at $x = 3500$ km, $z = -100$ km.

Panel d of Fig. 1 shows the additional contribution of CO to the net radiative heating rate, $\Delta Q_{\text{rad}}$, which was retrieved by subtracting the rates from the radiative transfer calculation with and without additional CO opacity ($\Delta Q_{\text{rad}} = Q_{\text{rad,CO}} - Q_{\text{rad,R}}$). Most obvious is the emission (white) at the fronts of the shock waves where a significant amount of CO can still effectively cool before being dissociated by the approaching hot wave fronts. The effect is much smaller outside shock waves. On the other hand, there are cool regions with a high CO concentration that absorbs radiation, resulting in a locally enhanced heating of the gas. Although this can make a local difference in the overall contribution of the CO lines, which are restricted to a relatively narrow wavelength range in the infrared, the overall effect remains minor compared to the continuum contribution.

4.2. Average stratification

The comparison of the full sequence duration is done by means of average stratifications as shown in Fig. 2 for gas temperature, root mean square (rms) temperature fluctuation, and CO number density. The average temperature of the simulation with CO radiative cooling is a bit lower with a maximum deviation of -128 K at a height of 495 km, whereas the average temperature fluctuation is increased by maximum 124 K at $z = 105$ km. The higher fluctuations cause a small increase of $0.25 \cdot 10^{12} \text{ cm}^{-3}$ (11%) in average CO number density also at a height of 105 km.

4.3. Cooling experiment

The surprisingly small effect of the CO cooling on the thermal structure of the atmosphere can be understood from the results of a numerical experiment. As the strong dynamics in the atmosphere disturb the CO formation, we run additional simulations in which we damp velocity fluctuations above the middle photosphere by a “drag-force” characterised by a timescale of $\tau_{\text{damp}} = 3$ s. After each time step $\delta t$, all spatial velocity components $v_j$ are reduced with a reduction factor $r$ that ensures a smooth transition between the lower undamped domain ($z \leq z_1 = 130$ km) and the upper damped layers ($z \geq z_2 = 310$ km):

$$ i_j^{\text{new}}(i_x, i_z) = r i_j^{\text{old}}(i_x, i_z), \quad \forall j $$

Fig. 3. Time evolution towards radiative equilibrium (RE) for simulations without (solid) and with CO line cooling for different initial chromospheric temperatures of 2000 K (dot-dashed) and 7000 K (triple-dot-dashed): (a) horizontally averaged temperature stratification for initial time step (thin) and after 10 000 s (thick) and (b) time evolution of the horizontally averaged temperature at $z = 650$ km. The shaded area marks the transition layer for artificial damping of velocity fluctuations.
This way the convection in the lower part ($\zeta = 0$) remains unaffected ($r = 1$), while the chromosphere ($\zeta = 1$) can relax to hydrostatic, chemical, and radiative equilibrium. The initial models are constructed from the reference model without additional CO cooling (see Paper 1). The lower part of the model ($z < z_1$) is unchanged. Above we smoothly attach a new atmosphere with the gas density set to the horizontal average of the density in the original model and the gas temperature changed to a constant value of 2000 K or 7000 K (see Fig. 3), which are roughly the extreme values encountered in the model chromosphere. The initial abundances of the molecular species including CO are again set to very small numbers.

Now we run the first simulation with only grey radiative transfer with the mean Rosseland opacity band, i.e. frequency-independent without CO band, to derive a reference model in grey radiative equilibrium. The resulting temperature stratification (see black line in Fig. [3]) reaches an equilibrium value of 4680 K in the upper photosphere and above. The next simulations with the additional CO band produce the same temperature stratification up to $z \sim 150$ km. Above that height, CO line cooling reduces the mean gas temperature significantly. For instance, an equilibrium value of $\sim 3300$ K is reached at a height of 500 km, whereas at 650 km the final value is close to 2650 K, independent of the initial chromospheric temperature.

The temporal evolution of the average temperature is shown for the chromospheric height of 650 km in panel b. Even for high initial temperature, the grey radiative equilibrium is reached after only a few minutes. Also the simulation with the cool initial chromosphere (2000 K) shows a steeper evolution towards the grey RE at the very beginning, but is dominated by the relaxation towards the CO-driven cool state afterwards. This second part is much slower and approximately exponential with timescales of at least $\sim 1000$ s. The total time for thermal relaxation to a cool state is of the order of 3000 s. The hot initial chromosphere evolves even slower towards the equilibrium state. In all cases the relaxation timescales are long compared to the hydrodynamical timescales present in the simulations.

4.4. Prescribed mechanical heating

We extended the cooling experiment (see Sect. 4.3) and added a prescribed (mechanical) heating as done by AA89 (cf. their Eq. (1)). The additional heating $Q_{\text{add}}$ [erg/g/s] is a function of column mass density $m$:

$$Q_{\text{add}}(m) = \mu^{-1} q_0 (m/m_1)^x e^{-m/m_0},$$

where $q_0$ prescribes the heating rate, $m_0 = m_1 = 0.0114$ and $x = -0.75$. The mean atomic weight $\mu$ is set to 2.167 · $10^{-24}$ g/atom. The heating term is added to the internal energy $e$ for each grid cell for each time step of duration $\delta t$:

$$e^{\text{new}}(i_x, i_z) = e^{\text{old}}(i_x, i_z) + \delta t Q_{\text{add}}(i_x, i_z).$$

The initial model is the same as for the simulation stratifications are shown in Fig. 4 for different values of $q_0$. For comparison the non-LTE models by AA89 are plotted. We find the same qualitative dependence of equilibrium temperature stratification on the amount of prescribed heating. Our models have a “temperature minimum” in the upper photosphere/low chromosphere and a steep temperature jump above. Nevertheless there are quantitative differences: (i) Our minimum temperatures and also the stratifications for no additional heating are cooler than those of AA89, (ii) the temperature jump occurs deeper in the atmosphere than for AA89, and (iii) the amount of heating required for compensating the CO cooling is higher compared to AA89. In their calculations the otherwise present cool atmospheric layer cannot form once the heating exceeds a critical value that lies between $\log g_0 = -16.0$ and $-15.5$ (see their Fig. 1). In contrast, we still get a temperature minimum with $\log g_0 = -15.5$, suggesting that the CO cooling to be compensated is higher in our models. The different height dependence of the average temperature profile is most likely due to differences in the treatment of radiative transfer.

5. Discussion and conclusions

Our cooling experiment produces a total time for thermal relaxation to a cool state of the order of 3000 s at low-chromospheric heights. This result is in line with the earlier results from SM88. The final temperature, however, remains $\sim 350$ K higher in our experiment. This can be partly explained by the use of a detailed chemical reaction network instead of equilibrium CO densities and the corresponding uncertainties in chemical input data in both cases. Remaining differences can be attributed to the fact that the simulations by Steffen & Muchmore include a stationary flow that differs from the flow field in our simulations and the resulting amount of additional cooling due to adiabatic expansion. Our cool equilibrium temperature agrees well with the model atmospheres in radiative and hydrostatic equilibrium by Anderson (1989) in which CO cooling reduces the temperature to 2640 K. It is also in line with AA89, who, depending
on the amount of prescribed mechanical heating, find temperatures down to \(3000\,\text{K}\), and the \(2900\,\text{K}\) already found by Ayres (1981).

The treatment of radiative transfer needs to be simplified in order to keep the problem computationally tractable in the framework of a multi-D radiation chemo-hydrodynamics simulation. The use of only two opacity bands is indeed a strong simplification, in particular in view of the large number of spectral lines of different line strengths in the CO fundamental vibration-rotational bands. Nordlund (1985) states that “the cooling in the infrared CO lines is compensated for by a heating in the ODf lines in the blue and near UV” if UV opacities \((\lambda < 400\,\text{nm})\) are treated as pure absorption, as in the method applied here (based on MU85). The alternative assumption of pure scattering is questionable (cf. Anderson 1989). The fact that we still find a net cooling due to CO in the absence of atmospheric dynamics can be interpreted such that our simplified LTE treatment overestimates the cooling ability of the IR CO lines. Muchmore et al. (1988) compare the scheme by MU85 with a more detailed scheme with more frequency points and conclude that (i) the CO overtone bands at \(2.2\,\mu\text{m}\) play only a minor role compared to the fundamental bands in the \(5\,\mu\text{m}\) region and (ii) the CO cooling might be overestimated by a factor of three with this simple scheme.

A similar conclusion can be drawn from the comparison of the temperature stratifications from our extended cooling experiment with the NLTE models by AA89 (see Sect. 4.3). It reveals that the equilibrium temperature in the atmosphere is lower than found by AA89 and that the amount of additional heating required to compensate CO cooling is higher for our models. Obviously, our approach represents an upper limit for the net radiative cooling rate. So if even an over-efficient CO cooling mechanism cannot induce significant effects on the atmospheric stratification, as shown in the study presented here, then we can safely conclude that a more realistic treatment with smaller net cooling will have even less effect.

The inclusion of CO line opacity in our simulations indeed produced additional radiative cooling at the front of fast-propagating shock waves in the upper atmospheric layers due to a higher CO number density compared to the instantaneous chemical equilibrium (ICE) case. In contrast to the ICE case, the dissociation of CO proceeds on a finite timescale so that the CO number density in the front of a passing shock wave is reduced gradually and not instantaneously. As a consequence, additional radiative cooling is present at these locations. The resulting changes in the thermal structure, however, remain small.

It is commonly known that the dynamics tend to be too strong in 2D compared to 3D. But even in our 3D simulations we do not find the passage of shock waves to be less frequent, and the temperature fluctuations are comparable in amplitude except for somewhat larger differences in the middle photosphere (Wedemeyer 2003). The 3D model by Wedemeyer-Böhm et al. (in press) nevertheless yields a CO distribution that is similar to the 2D results presented here, confirming that the dynamics in the 2D model are reasonably realistic.

We conclude that the self-amplifying cooling process of CO can in principle operate in the solar atmosphere (as demonstrated in Fig. 3 and by earlier works) and could lead to a bifurcation between cool areas dominated by RE and warmer areas dominated by mechanical heating. However, a relaxation to a cooler state of the solar atmosphere is prevented in the presence of pronounced atmospheric dynamics as predicted by our models. The crucial point is that the CO radiative relaxation timescales are too long compared to the frequent passage of shock waves.

Instead, the co-existence of hot and cool regions is predominantly caused by mechanical heating due to these propagating shock waves and adiabatic cooling of the resulting post-shock regions (Wedemeyer et al. 2004). Without any doubt, the present state-of-the-art simulations still admit to some limitations, and the predictions of the velocity and temperature fluctuations in the higher layers are thus affected by uncertainties. Detailed observational tests of atmospheric properties, such as temporal and spatial temperature and velocity variations and their centre-to-limb behaviour, are therefore highly desired.
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