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Accurate prediction of crude oil prices (COPs) is a challenge for academia and industry. Therefore, the present research developed a new CEEMDAN-GA-SVR hybrid model to predict COPs, incorporating complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN), a genetic algorithm (GA), and support vector regression machine (SVR). First, our team utilized CEEMDAN to realize the decomposition of a raw series of COPs into a group of comparatively simpler subseries. Second, SVR was utilized to predict values for every decomposed subseries separately. Owing to the intricate parametric settings of SVR, GA was employed to achieve the parametric optimisation of SVR during forecast. Then, our team assembled the forecasted values of the entire subseries as the forecasted values of the CEEMDAN-GA-SVR model. After a series of experiments and comparison of the results, we discovered that the CEEMDAN-GA-SVR model remarkably outperformed single and ensemble benchmark models, as displayed by a case study finished based on a time series of weekly Brent COPs.

1. Introduction

As a vital strategic resource, crude oil has a pivotal role in the economic activities of countries worldwide [1]. However, as COPs are often nonlinear and affected by many unobservable factors, it is difficult to forecast them accurately; thus, exploring new paths and methods to accurately forecast COPs is vital for optimising production and managerial strategies, anticipating future oil price fluctuations, and avoiding market risks [2]. Although experts have not established an agreement on the methods and models used to forecast oil prices, this crucial and difficult problem has been extensively researched. [3–6]. However, COPs are influenced by numerous complex factors, both observed and unobserved [7–9]. Therefore, COP forecast is still a hot spot in the academic literature and in industry. At present, the common and highly accurate methods for predicting COPs can be preliminarily classified into five types: (1) statistic methods, (2) artificial intelligence (AI), (3) decomposition and ensemble, (4) hybrid model methodology, and (5) parameter optimisation.

Subsequently scholars have proposed statistical modeling methods to predict COPs, mostly using linear time series models to ameliorate the accuracy of COP prediction. Some have adopted an autoregressive integrated moving average (ARIMA) modeling method to forecast COP [10–12]. The autoregressive model is a classical method that is widely used in economics, energy, and other fields and achieves good prediction results [13]. For example, Mohammadi and Su forecasted crude oil prices using generalised autoregressive conditional heteroskedasticity models [14]. Later, more complex statistical methods including hidden Markov models, dynamic model averaging, and the autoregressive conditional heteroskedasticity approach were employed to forecast the distribution and trends of COPs in the short-term [15–17]. Some progress and breakthroughs have been made in forecasting oil prices using these statistical methods. However, owing to the inherent nonlinear and
nonstationary features of COPs, statistical methods are not powerful for crude oil price prediction. The effect of traditional statistical methods on crude oil prediction is very limited.

With the advancement of machine learning technology, the application of machine learning algorithms for oil price prediction has become a mainstream trend in current research, and such approaches are becoming increasingly popular. The support vector regression machine (SVR), which can capture nonlinearity, is a popular predictive modeling method for the prediction of COPs [5, 17, 18]. For example, Yu et al. deemed user-defined variables as indeterminate (or random) factors to establish an LSSVR (least squares support vector machine for regression) ensemble training method for oil price forecasting [19]. SVR has the benefit of being able to effectively solve nonlinear and overfitted problems [20]. The artificial neural network (ANN) is another popular model in deep learning [21, 22]. However, although neural network methods have strong self-learning and self-adaptive abilities, they can easily fall into local minima [23]. AI techniques including SVR and ANN display strong capacity for nonlinear modeling. Nevertheless, they are affected by problems such as over-fitting and poor stability [24]. Therefore, it is necessary to properly combine the AI techniques mentioned above to uplift the accurateness of COP forecast by exploiting the strengths and avoiding the weaknesses of the various methods.

It is hard to realize good forecast results by virtue of certain raw time series owing to their complex characteristics. To address this problem, some researchers have introduced a framework referred to as "decomposition and ensemble" into time series forecasting. This framework is capable of decomposing the time series into simplified parts, uses a predictor to independently predict a single component, and finally integrates all the predictions to form the final prediction results [4, 25–31]. Some researchers have applied this idea to COP forecast. They found that the original complex sequence of COPs could be divided into multiple subseries, after which each single predictor is utilized for prediction and then combined with all single prediction results to form a final prediction. Abdollahi built an ensemble prediction model integrating wavelet decomposition and LSSVM for forecasting oil prices [5]. Wu et al. put forward a new modeling method on the foundation of ensemble empiric mode decomposition (EEMD) and long short-term memory (LSTM) for international crude oil markets [15]. Li and Wang proposed a novel hybrid neuronetwork forecast modeling method based on the combination of EEMD and stochastic recurrent wavelet neuronetwork (SRWNN) for COP prediction [32].

For the sake of ameliorating the accurateness of model prediction and deal with the drawbacks of single-model methods, hybrid models are increasingly applied for oil price prediction and have led to progress in field of crude oil price prediction [25, 33–35]. For instance, SVR is often used as a basic model in the framework of a hybrid modeling method to uplift the accurateness of COP prediction. Li et al. developed hybrid modeling methods for COP prediction monthly via variation mode decomposition and SVM optimised by a GA [36]. In addition, the neuronetwork approach has been proved to be relatively suitable for the prediction of residual series containing noise factors. Safari and Davallou combined ARIMA and a nonlinearity autoregression neuronetwork to increase the accuracy of forecasting crude oil prices. They discovered that the neural network modeling method was appropriate for forecasting residual sequences containing substantial amounts of complex information and white noise [37]. Researchers have also shown that the forecast ability of generalised regression neuronetwork (GRNN) models is better than that of ANN models [38, 39]. GRNN models have also been incorporated in hybrid models to uplift the accurateness of forecast [40, 41]. Owing to the different advantages of SVR and GRNN models, combining the two can lead to more accurate predictions.

In addition, nonparametric prediction models have been improved from the perspective of parameter optimisation, mainly using GA [42–44]. Li et al. proposed hybrid models containing SVM optimised by GA; the prediction results demonstrated that the optimised models were more robust and accurate [36]. Xiao et al. proposed a hybrid migration learning model (HTLM) for COP prediction and introduced a GA to identify the best match of 2 vital variables in the HTLM [45]. These results show that it is necessary to optimise model parameter by GA in order to achieve better predictions of COPs.

Previous work has demonstrated the effectiveness of hybrid and parameter-optimised models ("hybrid and combination"), decomposition and ensemble, and AI approaches. In these frameworks, the selection of a suitable decomposition approach and predictor is essential to improve prediction ability [4]. Given the prediction abilities of CEEMDAN, SVR, GRNN, and GA for parameter optimisation, we have developed a CEEMDAN-GA-SVR-GRNN hybrid modeling method for time series prediction of COPs. First, CEEMDAN is used to realize the decomposition of the complex raw time series of COPs into a group of comparatively simplified subseries. Second, SVR is utilized to predict the target values of every subseries separately. Owing to the intricate parametric settings of SVR, GA is introduced to search for the optimum parametric results for SVR. Afterwards, our team assemble the predicted values of all subseries as the predicted values of the CEEMDAN-GA-SVR model.

The primary contributions of our research are stated below:

(1) Our team put forward a new hybrid model incorporating CEEMDAN, GA, and SVR for COP prediction, which fully utilizes the AI arithmetic strengths of GA and SVR. To our knowledge, this is the first time that a CEEMDAN-GA-SVR hybrid modeling method has been utilized for COP prediction.

(2) GA is utilized to optimise the parametric settings for SVR, which aims to further improve forecasting performance.
(3) Experiments demonstrate that our proposed CEEMDAN-GA-SVR hybrid model performs significantly better than single and ensemble benchmark models for COP prediction.

The primary innovations of our paper involve these 3 aspects:

(1) Owing to the strong decompositional ability by CEEMDAN, the potent optimisation capability of GA, and the robust forecast ability of SVR, a new ensemble model combining the 4 modeling methods is proposed for COP prediction.

(2) CEEMDAN-GA-SVR are first combined and GA is utilized to optimise the variables of SVR simultaneously.

(3) A CEEMDAN-GA-SVR hybrid modeling method is first proposed for predicting COPs, and the strength of the CEEMDAN-GA-SVR hybrid model is proved by experimental results.

The remaining sections of the article are arranged as follows. Section 2 briefly introduces CEEMDAN, GA, and SVR and introduces the concept and algorithm of the CEEMDAN-GA-SVR hybrid model. Section 3 reports experimental results involving forecasting of weekly Brent crude oil prices. Section 4 provides some discussion and insights on the foundation of experiment outcomes. Some discoveries are presented in Section 2.

2. Materials and Methods

2.1. CEEMDAN. Empirical mode decomposition (EMD) is a classical method for decomposing time series. This method decomposes the signal according to the time scale characteristic of the data itself, without setting any basic function in advance. However, a main drawback of EMD was the mode blending issue [46]. To solve such concern, EEMD was developed to average the outcomes of some EMD parameters with the addition of Gaussian white noise based on a raw time series [47]. However, EEMD led to a new concern in signal decomposition, i.e., that residual noise may affect the accuracy of the signal sequence generated from the raw time series by EEMD. For the sake of optimise the ability of EEMD, Torres et al. developed a novel decompositional method referred to as CEEMDAN [48]. Therein, adaptive white noise is supplemented into the raw time series during all decomposition stages; this can enhance the effectiveness of reconstruction of the original signals and enable the method to outperform spectral separation of intrinsic mode functions (IMFs). Compared with EEMD, CEEMDAN requires a smaller quantity of sifting iterative process and has a reduced reconstruction error, leading to a decrease in computational cost. Owing to the validity, the CEEMDAN approach is extensively utilized in energy prediction [4, 25, 26, 49]. Therefore, in our study, we considered utilizing for the purpose of decomposing raw COP series.

2.2. Genetic Algorithm. The GA was put forward by Goldberg and Holland, on the foundation of the evolutionary theory [50], and has become an important optimisation algorithm that has been used in many studies [51–53]. In this work, we use GA to find the optimal punishment parameter C, the insensitive loss function, and the radial basis function (RBF) kernel parameters in the SVR modeling method and establish a GA-SVR modeling method to forecast time series of crude oil prices. The procedure is stated below.

(1) Select an encoding method and specify the values of genetic parameters such as population size, selection, crossover, mutational method, crossover possibility, and mutation possibility. As GA uses individual fitness values to evaluate the pros and cons of an individual and determine the size of their genetic opportunities, our team set the evolution algebra to 200 generations, the population size to 20, and the fitness function to MSE (mean squared error). This is the MSE generated by the validation subset from the cross-validation (CV) mechanism. It can validly identify the pros and cons of chromosomes in regressive forecast problems and can prevent or reduce the phenomenon of overfitting after CV. In this work, we adopted a 5-fold CV process with the following fitness function formula:

$$\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (y_p - y_p^*)^2,$$

where $y_p$ is the observed value, $y_p^*$ is the predicted value, and $n$ is the learning set sample size for the fuzzy information particle. The smaller the fitness value, the superior the individual effect and the greater the probability of being selected.

(2) According to the feature subset encoding of each chromosome, complete the encoding operation and generate the initial population $P$ randomly. Generally, the choice of encoding strategy relies on the problem feature. The usual encoding strategies include binary encoding and real number coding; binary coding is utilized in most cases.

(3) Compute the fitness values of all individuals within the group as per the fit function. Perform genetic operations using selection, crossover, and mutation operators to produce the next generation of populations.

(4) Estimate if the fitness value satisfies the determined standard; if not, return to the last step or return to step 2, execute the optimisation arithmetic, reach the termination condition, and finally use the individual with the smallest fitness during the evolutionary procedure as the optimum individual.

SVR models have excellent performance in categorization or regression, whereas their optimal generalisation performance depends greatly on the setting of parameters. For a given dataset, the most important task is to identify the optimum parameters. Practically, the issue of selecting parameters has not been well resolved. At present, parameters are primarily chosen through assays or a low-efficient grid search approach for CV.
As a steady search arithmetic that can be used for optimisation of complex systems, GA has unique advantages compared with other intelligent algorithms for optimisation. GA can easily find the global optimal solution. Because of the utilization of natural selection with survival of the fittest and simplest gene operations, GA is not restricted by conditions like the search space during calculation, and no other auxiliary information is required.

2.3. Support Vector Regression Machine. The essence of SVR is the support vector machine, which is a neural network model developed by Vapnik in the 1990s to analyze relatively smaller specimens and smaller probabilistic events [54]. It has been utilized in regressive forecast and applied in many research areas [53]. SVR relies on the principle of structure risk minimisation for regressive estimation; this structural risk is speculated using the insensitive loss function. In addition, SVR uses a risk function that is a combination of penalty terms derived from the principle of empiric error and structure risk minimisation. OK he essence of SVR

\[ f(x) = \omega^T \Phi(x) + b, \]
\[ \Phi: R^n \rightarrow F, \quad \omega \in F. \]  

In equations (2) and (3), \( b \) is the liminal value and \( \Phi \) is the HDFS, which is the nonlinear image of the input space \( x \). We need to estimate \( \omega \) and \( b \) to solve the optimisation problem; the result can be given by the following equation’s minimum value:

\[ L = \frac{1}{2} \| \omega \|^2 + C \sum_{i=1}^{n} (\xi_i + \xi_i^\ast) - \sum_{i=1}^{n} \lambda_i (\varepsilon + \xi_i - y_i + (\omega, x_i) + b) \\
- \sum_{i=1}^{n} \lambda_i^\ast (\varepsilon + \xi_i^\ast + y_i - (\omega, x_i) - b) - \sum_{i=1}^{n} (\eta_i \xi_i + \eta_i^\ast \xi_i^\ast). \]  

(6)

In formula (6), and the partial derivative of the Lagrangian function with respect to the variable \( \omega, b, \xi_i, \xi_i^\ast \) is 0. Inputting the Lagrangian operator and optimisation restriction formula, the decision function of formula (6) becomes the following formula:

\[ f(x) = \sum_{i=1}^{n} (\lambda_i - \lambda_i^\ast) k(x, x_i) + b. \]

(7)

In formula (7), \( k(x, x_i) \) is the kernel function of SVR. SVR can use the kernel function to map the low-dimensional nonlinearity raw data to the HDFS when dealing with nonlinear problems, followed by linear processing in the HDFS. Common kernel functions involve linearity kernel functions, multinomial kernel functions, and the Gaussian RBF kernel. Previous research experience indicates that RBF has the best effect when the sample data lacks prior knowledge [38]. Herein, our team utilized RBF as the kernel function in the following form:

\[ k(x, x_i) = \exp\left(-\gamma \|x - x_i\|^2\right), \quad \gamma > 0. \]  

(8)

The core parameter in formula (8) is \( \gamma \). The selection of the \( \gamma \) value has an important influence on the kernel function. If it is set too large, it will cause overfitting; if it is set too small, it will weaken the generalisation ability of the model.

2.4. CEEMDAN-GA-SVR: Developed Method for COP Prediction. Based on the idea of “decomposition and ensemble,” our team propose a hybrid modeling method combining CEEMDAN, GA, and SVR, termed CEEMDAN-GA-SVR, to forecast COPs. This hybrid modeling method includes 3 phases, as presented by Figure 1.

Stage 1. Decomposition. CEEMDAN is utilized to realize the decomposition of a raw series of COPs into (1) \( N \) IMFs, denoted IMF: \( i = 1, 2, \ldots, N \), and (2) one residue \( R \).

Stage 2. Individual prediction. Each IMF or residue is divided into a learning dataset and testing dataset in an equal manner. Then, every SVR forecast model on the foundation of GA optimisation is trained on every learning dataset in an independent manner, and the forecast modeling method is utilized on every testing dataset.

Stage 3. Ensemble. Addition aggregation is used to assemble the forecasted value of every decomposed part as the eventual forecasted outcome, which are referred to as the predicted results of the CEEMDAN-GA-SVR model.
The modeling method’s flowchart is shown in Figure 2. The developed CEEMDAN-GA-SVR hybrid modeling method uses not only the “decomposition and ensemble” approach that is widely employed in energy economics but also a “hybrid and combination” approach [55–59]. First, CEEMDAN is employed to separate the volatility and complexity series of COPs into a group of comparatively simplified subseries, comprising multiple IMFs and one residue. Second, SVR utilizing GA optimisation is utilized for every decomposed subseries for forecasting. We chose SVR as the predictor as it had been demonstrated to be suitable for COP prediction in previous researches [60–62]. As CEEMDAN and SVR have many parameters, it is hard to set the optimal values of these variables beforehand. Hence,
GA is employed to find the optimal variables for SVR; this can obviously enhance the prediction effectiveness of every separate subseries. Eventually, the values forecasted by SVR modeling methods for every decomposed subseries are utilized to produce the CEEMDAN-GA-SVR forecasted COPs via addition aggregation. The “decomposition and ensemble” and “hybrid and combination” aspects of CEEMDAN-GA-SVR are expected to contribute to improving the ability of COP prediction.

Certain previous researches also used SVR modeling methods to predict crude oil price series. Our study is different from previous work mainly regarding the decompositional process, hybrid model, and parameter-optimised method, in that (1) previous studies decomposed raw COP series based on the EEMD method and (2) previous studies constructed the SVR model using constant parameter settings. In contrast to the previous literature, our study employs CEEMDAN to realize the decomposition of raw COP series and applies GA to rapidly search for optimal variables for SVR in a simultaneous manner.

3. A Case Study in the Brent Oil Market

3.1. Experimental Dataset Source and Evaluation Criteria. Brent crude oil is manufactured in the Brent area of the North Atlantic and the North Sea. Its crude oil futures account for more than 2/3 of the crude oil futures trading volume across the globe, and it is the benchmark for futures prices of crude oil in the international market [63]. The data utilized herein were acquired from Bloomberg and consisted of the weekly settlement prices of North Sea Brent (Brent) crude oil futures between June 2, 2017, and May 21, 2021. There were an overall 204 specimens in the dataset. For the sake of confirming the validity of our approach, the weekly COP time series for Brent was separated into learning and test datasets. Following some previous reports in the literature, the first 80% of the total observations in each time series were utilized as the learning dataset, while the remaining 20% were utilized as the test dataset [4, 29, 30]. Of the total samples, 163 observations were used as the training set, and 41 observations were utilized as a testing dataset to check the model’s effectiveness [64].

Five indicators were used to evaluate the experimental results: MSE, root MSE (RMSE), mean absolute error (MAE), mean absolute percentage error (MAPE), and the Diebold-Mariano (DM) test [52]:

\[
\text{MSE} = \frac{1}{N} \sum_{t=1}^{N} (\text{Observed}_t - \text{Predicted}_t)^2,
\]

\[
\text{RMSE} = \sqrt{\left(\frac{1}{N} \sum_{t=1}^{N} (\text{Observed}_t - \text{Predicted}_t)^2\right)},
\]

\[
\text{MAE} = \frac{1}{N} \sum_{t=1}^{N} |\text{Observed}_t - \text{Predicted}_t|,
\]

\[
\text{MAPE} = \frac{1}{N} \sum_{t=1}^{N} \left|\frac{\text{Observed}_t - \text{Predicted}_t}{\text{Observed}_t}\right| \times 100,
\]

in which \(N\) is the size of the assessed specimens, and Observed\(_t\) and Predicted\(_t\) represent the real and forecasted results at time \(t\), separately. The DM analysis was utilized to calculate the statistic differences in the prediction accuracy of model pairs.

3.2. Description of COP Time Series. The weekly COP time series for Brent has obvious nonlinear characteristics, and its
change trend shows strong volatility. For example, the price of Brent crude oil was approximately 60.2 USD/barrel in Jan 2020, before plummeting to 35.88 USD/barrel in April 2020; this change in just a few months is an example of the dramatic fluctuations and nonstationary features of COP time series [63].

As shown in Table 1, the average of the weekly Brent COP time series was 56.7140, indicating that the weekly Brent crude oil prices fluctuate at around 56 USD/barrel. The highest value of the time series was 71.7300 USD/barrel, while the lowest was 35.8800 USD/barrel. There was thus a large difference between the maximum and minimum prices; moreover, the standard deviation was 8.0580. These results indicate that the weekly Brent COP time series fluctuates violently.

Figure 1 shows the original COPs and the decomposed parts. Clearly, the raw COPs show remarkable fluctuations. Amongst the decomposed parts, IMF1 to IMF4 show obvious high-frequency features in narrow ranges, whereas IMF5 to IMF6 and the residue show obvious low-frequency features in wide ranges. After obtaining the decomposed parts, the initial complex COP series prediction can now be divided into predictions of several simpler components.

3.3. Experimental Settings. The proposed CEEMDAN-GA-SVR model was evaluated and analyzed in two ways in our study. First, without any decomposition and ensemble, we compared the GA-SVR single model with other single models, which involved 1 important statistic modeling method (ARIMA), three classical AI approaches (GRNN, back propagation neuronetwork [BPNN], and particle swarm optimisation SVR [PSO-SVR]), and the original SVR. Second, as previously finished studies have revealed that ensemble models using the “decomposition and ensemble” framework show better forecast abilities in contrast to single models for COP prediction, we compared forecast abilities between the developed CEEMDAN-GA-SVR and the rest of ensemble forecast modeling methods. Hence, the entire single models were employed to the forecast phase in ensemble models. Based on the identical COP series, our team tested if the developed CEEMDAN-GA-SVR model could significantly ameliorate the forecast ability. To put it in another way, use of the GA optimisation approach to search the optimal parametric results for SVR can uplift the forecast ability.

3.4. Results and Analyses

3.4.1. Single Models. Without any decompositional process, the single models were applied straightforwardly to the raw series of COPs. Our team compared the initial SVR and GA-SVR approaches with 1 important statistic modeling method, ARIMA, and three classical AI modeling methods, PSO-SVR, GRNN, and BPNN. The experiment outcomes are presented by Table 3, in which the optimum forecast outcomes were displayed in bold.

As shown in Table 3, amongst the entire single models, GA-SVR obtained the lowest MSE, RMSE, MAE, and MAPE values, whereas the ARIMA modeling method achieved the greatest MSE, RMSE, MAE, and MAPE values. Among the AI models, PSO-SVR achieved the lowest MSE, RMSE, MAE, and MAPE values. Among the SVR-related modeling methods, GA-SVR achieved lower MSE, RMSE, MAE, and MAPE values in contrast to the PSO-SVR and SVR models, revealing that the former outperformed the latter in terms of COP prediction. To put it in another way, use of the GA optimisation approach to search the optimal parametric results for SVR can uplift the forecast ability.
Regarding the directional statistics, as presented by Table 3, the GA-SVR modeling method achieved the highest values, indicating that it performed best in direction prediction among all the single prediction models. In addition, the DM analysis was utilized to evaluate if the forecast ability of GA-SVR remarkably outperformed other single modeling methods. Table 4 displays the statistical results of the DM analysis and p values (in brackets).

OK_he DM test outcomes presented by Table 4 reveal that the GA-SVR modeling method remarkably outperformed the statistic modeling method ARIMA and the AI modeling methods PSO-SVR, SVR, GRNN, and BPNN, as the relevant DM statistics were far lower than 0 and every p value was <0.05. The GA-SVR model also outperformed the PSO-SVR and SVR modeling methods as per the DM statistics, and the relevant p values were again <0.05, demonstrating that GA-SVR is significantly superior to PSO-SVR and the SVR in the majority of cases.

3.4.2. Ensemble Models. Given the effectiveness of the “decomposition and ensemble” approach, our team introduced the decompositional approach CEEMDAN into the developed ensemble model herein. Thus, using the same decomposition approach (i.e., CEEMDAN), we compared the CEEMDAN-GA-SVR predictor with CEEMDAN-PSO-SVR, CEEMDAN-SVR, CEEMDAN-GRNN, CEEMDAN-BPNN, and CEEMDAN-ARIMA. The experiment simulation outcomes for the ensemble models are presented by Table 5.

CEEMDAN-GA-SVR achieved the best prediction results with the lowest MSE, RMSE, MAE, and MAPE values in every case, demonstrating that the developed CEEMDAN-GA-SVR modeling method outperformed every other ensemble model. The superior forecast performance of the developed CEEMDAN-GA-SVR model could be attributed to 2 primary reasons: the valid decompositional process of CEEMDAN, the better forecast capability of SVR with GA optimisation. Overall, the proposed CEEMDAN-GA-SVR achieved better prediction performance in contrast to the other prediction modeling methods.

To enhance the persuasiveness of the outcomes, we introduced the DM test to study the forecast outcomes of the ensemble models; the statistic results and the relevant p values are presented by Table 6.

As shown in Table 6, when we compared the prediction outcomes of the developed CEEMDAN-GA-SVR modeling method with other models, the DM statistics were much smaller than 0 and the relevant p values were near 0 (p < 0.05), indicating that CEEMDAN-GA-SVR significantly outperforms.
other models for crude oil price forecasting. Furthermore, CEEMDAN-GA-SVR was significantly superior to CEEMDAN-PSO-SVR, CEEMDAN-SVR, CEEMDAN-GRNN, CEEMDAN-BPNN, and CEEMDAN-ARIMA. In addition, the AI models (CEEMDAN-GA-SVR, CEEMDAN-PSO-SVR, CEEMDAN-SVR, CEEMDAN-GRNN, and CEEMDAN-BPNN) showed similar prediction performance to each other but all significantly outperformed the statistic modeling method ARIMA, indicating that AI modeling methods are superior to statistic models for COP prediction. In addition, CEEMDAN-GA-SVR was remarkably better than the initial SVR. For instance, the DM test statistic value between CEEMDAN-GA-SVR and SVR was −2.648, and the corresponding p value was approximately 0, proving that the former was significantly better than the latter. The DM analysis outcomes have evidenced that combining CEEMDAN decomposition, SVR prediction, GA optimisation, and the GRNN residual correction model can remarkably reinforce the forecast ability of crude oil price forecasting [65, 66].

4. Conclusions

Accurate forecast of COPs is a common problem faced in theoretical research on energy economics and in industry. The present work focuses on the weekly North Sea Brent crude oil futures settlement price from June 2, 2017, to May 21, 2021. To uplift the prediction of COPs, we established a CEEMDAN-GA-SVR hybrid model incorporating CEEMDAN, GA, and SVR. This model enriches the current research on time series forecasting of international COPs and has certain practical and theoretical significance. First, CEEMDAN is used to realize the decomposition of the complex raw time series of COPs into a group of comparatively simpler subseries. Second, SVR is utilized to predict the target values of every decomposed subseries separately. Owing to the intricate parametric settings of SVR, GA is introduced to search for the optimum parametric values for SVR. Subsequently, our team assemble the predicted values of all individual subseries as the predicted values of the CEEMDAN-GA-SVR model. As far as we know, this is the first time that such a CEEMDAN-GA-SVR hybrid model has been introduced in the field of COP prediction.

First, the experiment outcomes reveal the following: (1) in contrast to benchmark models, our CEEMDAN-GA-SVR hybrid model shows significantly enhanced forecast ability for COP prediction; (2) CEEMDAN performs better than EEMD for the decomposition of raw COP series; (3) GA can efficiently search for the optimal parameters for SVR, thereby improving the prediction of COPs.

Second, the primary benefit of our CEEMDAN-GA-SVR is that it takes full advantage of the benefits of CEEMDAN, GA, and SVR, respectively, and can remarkably ameliorate the ability of COP prediction in contrast to certain latest forecast models. As SVR is suitable for the prediction of complex nonlinear series, the ensemble prediction model has comparatively strong interpretability in contrast to conventional regressive models. However, as we utilize GA to search for the best parametric settings for SVR, the overall execution time of the developed model is longer in contrast to other prediction models based on fixed parameters. In summary, our CEEMDAN-GA-SVR model shows significantly enhanced prediction performance and has promise for applications in crude oil price forecasting.

Third, through empirical study on the weekly data of Brent crude oil futures settlement price in the North Sea, we predicted the trend of crude oil prices with relative accuracy. As an important commodity and strategic material, crude oil has important practical significance for the productivity and activities of countries and enterprises. The research results presented here could help government authorities to better forecast global COPs and to form more accurate oil price expectations in order to plan production and business activities more scientifically, which is vital for optimising the production structure of the national government authorities and preventing the risk of oil price fluctuations.

Data Availability

All data generated or analyzed during this study are included within the article.

Conflicts of Interest

The authors declare that there are no conflicts of interest regarding the publication of this article.

References

[1] J. Malinská and B. Malinska, “Forecasting the term structure of crude oil futures prices with neural networks,” Applied Energy, vol. 164, pp. 366–379, 2016.
[2] F. Cheng, T. Li, Y.-M. Wei, and T. Fan, “The vec-nar model for short-term forecasting of oil prices,” Energy Economics, vol. 78, pp. 656–667, 2019.
[3] L.-T. Zhao, G.-R. Zeng, W.-J. Wang, and Z.-G. Zhang, “Forecasting oil price using web-based sentiment analysis,” Energies, vol. 12, no. 22, p. 4291, 2019.
[4] J. Wu, F. Miu, and T. Li, “Daily crude oil price forecasting based on improved CEEMDAN, SCA, and RVFL: a case study in WTI oil market,” Energies, vol. 13, no. 7, p. 1852, 2020.
[5] H. Abdollahi, “A novel hybrid model for forecasting crude oil price based on time series decomposition,” Applied Energy, vol. 267, Article ID 115035, 2020.
[6] J. Peng, Z. Li, and B. M. Drakeford, “Dynamic characteristics of crude oil price fluctuation from the perspective of crude oil price influence mechanism,” Energies, vol. 13, no. 17, p. 4465, 2020.
[7] H. Abdollahi and S. B. Ebrahimii, “A new hybrid model for forecasting Brent crude oil price,” Energy, vol. 200, Article ID 117520, 2020.
[8] J. Chai, L.-M. Xing, X.-Y. Zhou, Z. G. Zhang, and J.-X. Li, “Forecasting the WTI crude oil price by a hybrid-refined method,” Energy Economics, vol. 71, pp. 114–127, 2018.
[9] M. Bristone, R. Prasad, and A. A. Abubakar, “CPPCNDL: crude oil price prediction using complex network and deep learning algorithms,” Petroleum, vol. 6, no. 4, pp. 353–361, 2020.
[10] V. A. Reisen and S. Lopes, “Some simulations and applications of forecasting long-memory time-series models,” Journal of Statistical Planning and Inference, vol. 80, pp. 269–287, 1999.
[11] R. Alquist, L. Kilian, and R. J. Vigfusson, *Forecasting the Price of Oil Handbook of Economic Forecasting*, Elsevier Press, Amsterdam, Netherlands, 2013.

[12] C. Baumeister and L. Kilian, “Real-time forecasts of the real price of oil,” *Journal of Business & Economic Statistics*, vol. 30, no. 2, pp. 326–336, 2012.

[13] J. Wu, Y. Chen, T. Zhou, and T. Li, “An adaptive hybrid learning paradigm integrating CEEMD, ARIMA and SBL for crude oil price forecasting,” *Energies*, vol. 12, no. 7, p. 1239, 2019.

[14] H. Mohammadi and L. Su, “International evidence on crude oil price dynamics: applications of ARIMA-GARCH models,” *Energy Economics*, vol. 32, pp. 1001–1008, 2012.

[15] Y.-X. Wu, Q.-B. Wu, and J.-Q. Zhu, “Improved EEMD-based crude oil price forecasting using LSTM networks,” *Physica A: Statistical Mechanics and Its Applications*, vol. 516, pp. 114–124, 2019.

[16] H. Naser, “Estimating and forecasting the real prices of crude oil: a data rich model using a dynamic model averaging (DMA) approach,” *Energy Economics*, vol. 56, pp. 75–87, 2016.

[17] C. W. Cheong, “Modeling and forecasting crude oil markets using ARCH-type models,” *Energy Policy*, vol. 37, no. 6, pp. 2346–2355, 2009.

[18] J.-L. Zhang, Y.-J. Zhang, and L. Zhang, “A novel hybrid method for crude oil price forecasting,” *Energy Economics*, vol. 49, pp. 649–659, 2015.

[19] L. Yu, W. Dai, L. Tang, and J. Wu, “A hybrid grid-GA-based LSSVR learning paradigm for crude oil price forecasting,” *Neural Computing & Applications*, vol. 27, pp. 1–23, 2015.

[20] L. Yu, H. Xu, and L. Tang, “LSSVR ensemble learning with uncertain parameters for crude oil price forecasting,” *Applied Soft Computing*, vol. 56, pp. 692–701, 2017.

[21] J. Wang, H. Zhou, T. Hong, X. Li, and S. Wang, “A multi-granularity heterogeneous combination approach to crude oil price forecasting,” *Energy Economics*, vol. 91, Article ID 104790, 2020.

[22] B. Jozef and M. Barbora, “Forecasting the term structure of crude oil futures prices with neural networks,” *Applied Energy*, vol. 15, pp. 366–379, 2016.

[23] K. Werner and C. M. Marcel, “Forecasting volatility of oil price using an artificial neural network-GARCH model,” *Expert Systems with Applications*, vol. 65, pp. 233–241, 2016.

[24] L. Huang and J. Wang, “Global crude oil price prediction and synchronization based accuracy evaluation using random wavelet neural network,” *Energy*, vol. 151, pp. 875–888, 2018.

[25] Y. Zhou, T. Li, J. Shi, and Z. Qian, “A CEEMDAN and XGBOOST-based approach to forecast crude oil prices,” *Complexity*, vol. 2019, Article ID 4392785, 15 pages, 2019.

[26] T. Li, Y. Zhou, X. Li, J. Wu, and T. He, “Forecasting daily crude oil prices using improved CEEMDAN and ridge regression-based predictors,” *Energies*, vol. 12, no. 19, pp. 3603, 2019.

[27] T. Li, Z. Qian, and T. He, “Short-term load forecasting with improved CEEMDAN and GWO-based multiple kernel ELM,” *Complexity*, vol. 2020, Article ID 1209547, 20 pages, 2020.

[28] J. Wu, T. Zhou, and T. Li, “Detecting epileptic seizures in EEG signals with complementary ensemble empirical mode decomposition and extreme gradient boosting,” *Entropy*, vol. 22, no. 2, p. 140, 2020.

[29] W. Ahmad, M. Aamir, U. Khalil, M. Ishaq, N. Iqbal, and M. Khan, “A new approach for forecasting crude oil prices using median ensemble empirical mode decomposition and group method of data handling,” *Mathematical Problems in Engineering*, vol. 2021, Article ID 5589717, 12 pages, 2021.

[30] P. Xu, M. Aamir, A. Shabri, M. Ishaq, A. Aslam, and L. Li, “A new approach for reconstruction of IMFs of decomposition and ensemble model for forecasting crude oil prices,” *Mathematical Problems in Engineering*, vol. 2020, Article ID 1325071, 23 pages, 2020.

[31] W. Gao, M. Aamir, A. B. Shabri, R. Dewan, and A. Aslam, “Forecasting crude oil price using Kalman filter based on the reconstruction of modes of decomposition ensemble model,” *IEEE Access*, vol. 7, no. 1, 2019.

[32] J. Li and J. Wang, “Stochastic recurrent wavelet neural network with EEMD method on energy price prediction,” *Soft Computing*, vol. 24, no. 22, pp. 17133–17151, 2020.

[33] Y. Zhao, J. Li, and L. Yu, “A deep learning ensemble approach for crude oil price forecasting,” *Energy Economics*, vol. 66, pp. 9–16, 2017.

[34] L.-T. Zhao, Z.-J. Wang, S.-P. Wang, and L.-Y. He, “Predicting oil prices: an analysis of oil price volatility cycle and financial markets,” *Emerging Markets Finance and Trade*, vol. 57, no. 4, pp. 1068–1087, 2021.

[35] L. Ding, “A novel decompose-ensemble methodology with AIC-ANN approach for crude oil forecasting,” *Energy*, vol. 154, pp. 328–336, 2018.

[36] J. Li, S. Zhu, and Q. Wu, “Monthly crude oil spot price forecasting using variational mode decomposition,” *Energy Economics*, vol. 83, pp. 240–253, 2019.

[37] A. Safari and M. Davallou, “Oil price forecasting using a hybrid model,” *Energy*, vol. 148, pp. 49–58, 2018.

[38] X. Tang, L. Wang, J. Cheng, J. Chen, and V. S. Sheng, “Forecasting model based on information-granulated GA-SVR and ARIMA for producer price index,” *Computers, Materials & Continua*, vol. 58, no. 2, pp. 463–491, 2019.

[39] Y. Cui, X. Chen, W. Xiong et al., “A soil moisture spatial and temporal resolution improving algorithm based on multi-source remote sensing data and GRNN model,” *Remote Sensing*, vol. 12, no. 3, p. 455, 2020.

[40] J. Lin, G. Sheng, Y. Yan, J. Dai, and X. Jiang, “Prediction of dissolved gas concentrations in transformer oil based on the KPCA-FFOA-GRNN model,” *Energies*, vol. 11, no. 1, p. 225, 2018.

[41] H. Majumder and K. Maity, “Application of GRNN and multivariate hybrid approach to predict and optimize WEDM responses for Ni-Ti shape memory alloy,” *Applied Soft Computing*, vol. 70, pp. 665–679, 2018.

[42] S. Mirjalili, J. S. Dong, A. S. Sadiq, and H. Faris, “Genetic algorithm: theory, literature review, and application in image reconstruction,” *Nature-inspired Optimizers*, vol. 811, pp. 69–85, 2020.

[43] Y. Ding, W. Zhang, L. Yu, and K. Lu, “The accuracy and efficiency of GA and PSO optimization schemes on estimating reaction kinetic parameters of biomass pyrolysis,” *Energy*, vol. 176, pp. 582–588, 2019.

[44] P.-F. Pai and W.-C. Hong, “Forecasting regional electricity load based on recurrent support vector machines with genetic algorithms,” *Electric Power Systems Research*, vol. 74, no. 3, pp. 417–425, 2005.

[45] J. Xiao, Y. Hu, Y. Xiao, L. Xu, and S. Wang, “A hybrid transfer learning model for crude oil price forecasting,” *Statistics and Its Interface*, vol. 10, no. 1, pp. 119–130, 2017.

[46] N. E. Huang, Z. Shen, S. R. Long et al., “The empirical mode decomposition and the Hilbert spectrum for nonlinear and non-stationary time series analysis,” *Proceedings of the Royal
Society of London Series A: Mathematical, Physical and Engineering Sciences, vol. 454, pp. 903–995, 1998.

[47] Z. Wu and N. E. Huang, "Ensemble empirical mode decomposition: a noise-assisted data analysis method," *Advances in Adaptive Data Analysis*, vol. 1, pp. 1–41, 2009.

[48] M. E. Torres, M. A. Colominas, G. Schlotthauer, and P. Flandrin, "A complete ensemble empirical mode decomposition with adaptive noise," in *Proceedings of the 2011 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, pp. 4144–4147, Prague, Czech Republic, May 2011.

[49] H. Lin and Q. Sun, "Crude oil prices forecasting: an approach of using CEEMDAN-based multi-layer gated recurrent unit networks," *Energies*, vol. 13, no. 7, p. 1543, 2020.

[50] D. E. Goldberg and J. H. Holland, "Genetic algorithms and machine learning," *Machine Learning*, vol. 3, pp. 95–99, 1988.

[51] D. Polap, "An adaptive genetic algorithm as a supporting mechanism for microscopy image analysis in a cascade of convolution neural networks," *Applied Soft Computing*, vol. 97, Article ID 106824, 2020.

[52] Y. Zhou, Y. Wang, K. Wang et al., "Hybrid genetic algorithm method for efficient and robust evaluation of remaining useful life of supercapacitors," *Applied Energy*, vol. 260, Article ID 114169, 2020.

[53] A. Bemani, Q. Xiong, A. Baghbani, S. Habibi Zadeh, A. H. Mohammadi, and M. H. Doranehgard, "Modeling of cetane number of biodiesel from fatty acid methyl ester (FAME) information using GA-, PSO-, and HGAPSO-LSSVM models," *Renewable Energy*, vol. 150, Article ID 114169, 2020.

[54] V. N. Vapnik, *The Nature of Statistical Learning Theory*, Springer-Verlag Press, New York, NY, USA, 1995.

[55] T. Li, J. Shi, X. Li, J. Wu, and F. Pan, "Image encryption based on pixel-level diffusion with dynamic filtering and DNA-level permutation with 3D Latin cubes," *Entropy*, vol. 21, no. 3, p. 319, 2019.

[56] J. Wu, J. Shi, and T. Li, "A novel image encryption approach based on a hyperchaotic system, pixel-level filtering with variable kernels, and DNA-level diffusion," *Entropy*, vol. 22, no. 5, 2020.

[57] T. Li, M. Yang, J. Wu, and X. Jing, "A novel image encryption algorithm based on a fractional-order hyperchaotic system and DNA computing," *Complexity*, vol. 2017, Article ID 9010251, 13 pages, 2017.

[58] X. Li, Z. Xie, J. Wu, and T. Li, "Image encryption based on dynamic filtering and bit cuboid operations," *Complexity*, vol. 2019, Article ID 7485621, 16 pages, 2019.

[59] H. Zhao, H. Liu, J. Xu, and W. Deng, "Performance prediction using high-order differential mathematical morphology gradient spectrum entropy and extreme learning machine," *IEEE Transactions on Instrumentation and Measurement*, vol. 69, no. 7, pp. 4165–4172, 2020.

[60] L. Tang, Y. Wu, and L. Yu, "A non-iterative decomposition-ensemble learning paradigm using RVFL network for crude oil price forecasting," *Applied Soft Computing*, vol. 70, pp. 1097–1108, 2018.

[61] X. Qiu, P. N. Suganthan, and G. A. Amaratunga, "Electricity load demand time series forecasting with empirical mode decomposition based random vector functional link network," in *Proceedings of the 2016 IEEE International Conference on Systems, Man, and Cybernetics (SMC)*, Budapest, Hungary, October 2016.

[62] Y. Ren, P. N. Suganthan, N. Srikanth, and G. Amaratunga, "Random vector functional link network for short-term electricity load demand forecasting," *Information Sciences*, vol. 367-368, 2016.