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Abstract

We continue to study doubled aspects of algebroid structures equipped with the $C$-bracket in double field theory (DFT). We find that a family of algebroids, the Vaisman (metric or pre-DFT), the pre- and the ante-Courant algebroids are constructed by the analogue of the Drinfel’d double of Lie algebroid pairs. We examine geometric implementations of these algebroids in the para-Hermitian manifold, which is a realization of the doubled space-time in DFT. We show that the strong constraint in DFT is necessary to realize the doubled and non-trivial Poisson structures but can be relaxed for some algebroids. The doubled structures of twisted brackets and those associated with group manifolds are briefly discussed.
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1 Introduction

String theory is a candidate of quantum gravity theory. Since the fundamental string probes space-time as a one-dimensional object, the geometry in string theory exhibits quite different properties compared with that of Einstein gravity. Dualities, that relate various consistent superstring theories, play important roles to explore the geometry behind string theories. Among other things, T-duality is one of the most familiar duality in string theory. When a closed string winds around compact space directions, the energy spectrum depends on the discretized Kaluza-Klein (KK) momentum modes $n \in \mathbb{Z}$ and the winding modes $w \in \mathbb{Z}$ of the string. The energy density is invariant under the exchange of $n$ and $w$ together with the inversion of the radius $R$ of the compact space $R \leftrightarrow \alpha'/R$. Here $\alpha'$ is the string slope parameter. This symmetry is called T-duality. However this duality is not realized manifestly in the theory.

String theory with manifest T-duality has been developed first in [1]. Recently, an effective theory that realizes manifest T-duality has been proposed [2]. In this theory, T-duality is manifestly realized by introducing the Fourier dual of the winding momentum – the winding coordinate $\tilde{x}_n$ – in addition to the ordinary space-time coordinate $x^\mu$. Therefore the space-time is effectively doubled and it is called the doubled space-time. It was pointed out that the doubled space-time is naturally incorporated in a para-Hermitian (Kähler) manifold [3,4]. An effective supergravity theory defined in the doubled space-time with manifest T-duality is called
doubled field theory (DFT). Since the dimension of the space-time is doubled, it is necessary to impose a constraint to any quantities in DFT to obtain a physical space-time. This is called the strong constraint and represented by $\partial^\mu \Psi \partial_\mu \Phi + \partial_\mu \Psi \partial^\mu \Phi = 0$. Here $\Psi, \Phi$ are all the quantities (tensor fields and gauge parameters) defined in the doubled space-time. The physical origin of the strong constraint is the level matching condition of closed strings.

It is known that DFT exhibits a gauge symmetry that inherits the diffeomorphism of the tensor fields and the Abelian gauge symmetry of the $B$-field. The gauge symmetry of DFT is governed by a bracket, called the C-bracket, which is a generalization of the Courant bracket appearing in the context of generalized geometry [5,6]. The C-bracket defines various algebraic structures on the doubled space-time. Among other things, the Vaisman algebroid (the metric algebroid in [3,4,7,8] or the pre-DFT algebroid in [9]) is the most natural algebroid appearing in the para-Hermitian manifold. Under the strong constraint, the C-bracket reduces to the Courant bracket and the Vaisman algebroid reduces to the Courant algebroid [10].

In the formulation of DFT, relevant ingredients (space-time, vectors, tensors, symmetries) are all doubled. From the mathematical viewpoint, these doubled structures are shown up as the Drinfel’d double of algebroids. Indeed, it is known that the Courant algebroid appearing in the DFT is obtained by the Drinfel’d double of a Lie bialgebroid [5]. We have shown that this property is inherited to the Vaisman algebroid [11]. Given a pair of Lie algebroids with the C-bracket and appropriate algebroid structures, the Vaisman algebroid is obtained by an analogue of the Drinfel’d double. On the other hand, the Drinfel’d double is a key ingredient of the Poisson-Lie T-duality (plurality) [12,13], and U-duality [15,18]. The Poisson-Lie T-duality is a generalization of T-duality in string theory defined on a group manifold. Even though its physical meaning is still mysterious, it provides various meaningful results including solution generating technique [19,21], integrable deformations of string theory and applications to the AdS/CFT correspondence [22]. The Poisson-Lie T-duality is based on a choice of the Manin triple decompositions behind the Drinfel’d double for a group manifold $G$. A Manin triple is defined for a Lie bialgebra associated with a Poisson-Lie group $G$. Therefore the doubled nature of algebras (algebroids) is an essential feature of T-duality and its generalizations.

In this paper, we study doubled aspects of algebroids behind DFT. As we will discuss below, there are several possible algebroid structures which encompasses the doubled nature and the C-bracket in DFT. We stress that our analysis can be applied to DFT on curved or group manifolds $\cal{M}$. When the underling manifold is a Lie group, one can define globally defined left-invariant vector fields on $\cal{M}$. The Lie algebra of this left-invariant vector fields is isomorphic to the Lie algebra $\mathfrak{g}$ of $G$. Indeed, if $G$ is a Drinfel’d double, then, $\mathfrak{g}$ becomes a Lie bialgebra.

The organization of this paper is as follows. In the next section, we present a brief overview of the Courant algebroid and its doubled structure. We also make a brief overview our previous work [11] where the doubled structure of the Vaisman algebroid was discussed. We then classify
a family of algebroids equipped with the C-bracket and those respect the doubled structure. They originate from the Vaisman algebroid and settle down to the Courant algebroid under the appropriate conditions. In Section 3 we then study the doubled aspects of these algebroids. We study consistency conditions for these algebroids step by step. A careful analysis reveals that weaker versions of the Courant algebroids, known as the pre- and the ante-Courant algebroids discussed in [9] are built out of Lie algebroid pairs. We show that the doubled nature of the pre-Courant algebroid allows non-trivial Poisson structures. In Section 4, we study geometric realizations of these algebroids in DFT. We consider the para-Hermitian manifold as a natural arena of the doubled space-time. We then show that the various algebroid structures arise in the tangent bundle of the para-Hermitian manifold. In the implementation of these algebroids in the para-Hermitian manifold, we find that relaxed versions of the strong constraint is necessary for the doubled structures. We also study the consistency conditions of fluxes and doubled structures in the para-Hermitian manifold. In Section 5, we briefly discuss the doubled structures in a group manifold. Section 6 is the conclusion and discussions.

2 Courant and Vaisman algebroids and their doubled structures

In this section, we introduce the Courant and the Vaisman algebroids that appear in DFT. We then classify several kinds of algebroids equipped with the C-bracket. We first introduce Lie algebroids. Let $E$ be a vector bundle over a manifold $M$. A skew-symmetric bracket $[\cdot, \cdot]_E : \Gamma(E) \times \Gamma(E) \to \Gamma(E)$ that satisfies the Jacobi identity is defined. We also introduce a bundle map called the anchor $\rho_E : E \to TM$. Then, a Lie algebroid $E$ is defined by $(E, [\cdot, \cdot]_E, \rho_E)$. By the dual vector bundle $E^*$, we can also define the dual Lie algebroid $(E^*, [\cdot, \cdot]_{E^*}, \rho_{E^*})$.

We are interested in the algebraic structure defined by the following C-bracket:

$$[e_1, e_2]_C = [X_1, X_2]_E + \mathcal{L}_{\xi_1} X_2 - \mathcal{L}_{\xi_2} X_1 - d_*(e_1, e_2)_- + [\xi_1, \xi_2]_{E^*} + \mathcal{L}_{X_1} \xi_2 - \mathcal{L}_{X_2} \xi_1 + d(e_1, e_2)_-. \tag{1}$$

where $X_i \in \Gamma(E), \xi_i \in \Gamma(E^*), e_i = X_i + \xi_i \in \Gamma(E \oplus E^*), d, d_*$ and $\mathcal{L}_X, \mathcal{L}_\xi$ are the exterior derivatives and the Lie derivatives on $\Gamma(\wedge^p E), \Gamma(\wedge^p E^*)$, respectively. A non-degenerate bilinear form $(e_1, e_2)_-$, whose explicit form will be given later, has been introduced. The C-bracket governs the $O(D, D)$ T-duality covariant gauge symmetry in DFT [2].

The Vaisman algebroid is one of the notable structures defined by the C-bracket. This algebroid has initially been introduced as a metric algebroid in [3,4]. The pre-DFT algebroid discussed in [9] also refers to the same algebroid. The Vaisman algebroid is defined by the following structures. Let $\mathcal{V}$ be a vector bundle over $M$. We introduce a skew-symmetric
We define the anchor derivatives on \( E \) bundle map \( V \rightarrow V \) as follows. In addition, we introduce a symmetric bilinear form \( (\cdot, \cdot) : V \times V \rightarrow \mathbb{R} \). Then, \((V, [\cdot, \cdot]_V, \rho_V, (\cdot, \cdot))\) defines a Vaisman algebroid if the following two axioms are satisfied.

**Axiom V1.** For any \( e_1, e_2, f \in \Gamma(V) \),

\[
[e_1, fe_2]_V = f[e_1, e_2]_V + (\rho_V(e_1) \cdot f)e_2 - (e_1, e_2)Df.
\]

where \( D \) is a map from \( C^\infty(M) \rightarrow \Gamma(V) \).

**Axiom V2.** For any \( e_1, e_2, e_3 \in \Gamma(V) \), we have the compatibility condition between the bilinear form \((\cdot, \cdot)\) and the anchor \( \rho_V \):

\[
\rho_V(e_1) \cdot (e_2, e_3) = ([e_1, e_2]_V + D(e_1, e_2), e_3) + (e_2, [e_1, e_3]_V + D(e_1, e_3)).
\]

In the following, we show that a Vaisman algebroid equipped with the \( \cdot \) bracket is constructed by the Lie algebroid pair \( E \) and \( E^* \). Vectors in the Lie algebroids \( E, E^* \) are denoted by \( X_i \in \Gamma(E) \) and \( \xi_i \in \Gamma(E^*) \), respectively. Next, we define a new vector bundle \( V = E \oplus E^* \) over \( M \). Then a vector in \( \Gamma(V) \) is denoted by \( e_i = X_i + \xi_i \). We define the non-degenerate bilinear forms \((\cdot, \cdot)_\pm\) on \( \Gamma(V) \) by the inner product \( (\cdot, \cdot) \) between \( E \) and \( E^* \):

\[
(e_1, e_2)_\pm = \frac{1}{2}(\langle \xi_1, X_2 \rangle \pm \langle \xi_2, X_1 \rangle).
\]

We define the anchor \( \rho_V \) as

\[
\rho_V(e_i) = \rho_E(X_i) + \rho_{E^*}(\xi_i),
\]

where \( \rho_E, \rho_{E^*} \) are the anchors of the Lie algebroids \( E, E^* \). We finally introduce the map \( D \) as

\[
(Df, e_i)_\pm = \frac{1}{2}\rho_V(e_i)f, \quad f \in C^\infty(M).
\]

Together with the definition of \( \rho_V \) above, we can denote \( D = d + d_* \), where \( d, d_* \) are exterior derivatives on \( E^* \) and \( E \). With these definitions at hand, we now provide a brief summary of the proof for the Axioms V1 and V2 (see [11] for details). First, we confirm the condition (2) for Axiom V1. Using the explicit form of the \( \cdot \) bracket (1) and the general properties of the Lie derivatives \( \mathcal{L}_{X_1}, \mathcal{L}_{\xi_i} \) [23], the left-hand side of the equation (2) is expanded and evaluated as

\[
[X_1, fX_2]_\mathcal{C} = f[X_1, X_2]_\mathcal{C} + (\rho_E(X_1) \cdot f)X_2,
\]

\[
[X_1, f\xi_2]_\mathcal{C} = f[X_1, \xi_2]_\mathcal{C} + (\rho_E(X_1) \cdot f)\xi_2 - \frac{1}{2}Df\langle \xi_2, X_1 \rangle,
\]

\[
[\xi_1, fX_2]_\mathcal{C} = f[\xi_1, X_2]_\mathcal{C} + (\rho_{E^*}(\xi_1) \cdot f)X_2 - \frac{1}{2}Df\langle \xi_1, X_2 \rangle,
\]

\[
[\xi_1, f\xi_2]_\mathcal{C} = f[\xi_1, \xi_2]_\mathcal{C} + (\rho_{E^*}(\xi_1) \cdot f)\xi_2.
\]
It is obvious that the condition (2) is satisfied by summing up all the four equations in (7). Therefore, Axiom V1 holds by the structure \( (V, [\cdot, \cdot], \rho_V, (\cdot, \cdot)_+) \).

Next, we confirm Axiom V2 defined by the equation (3). Since the Vaisman bracket is given by the \( C\)-bracket, we can show the following relation by the direct calculations:

\[
(e_1, e_2)_{[V]} + \frac{1}{2} \rho_V(e_1) \cdot (e_2, e_3)_{+} - \frac{1}{2} \rho_V(e_2) \cdot (e_3, e_2)_{+} - \frac{1}{2} \rho_V(e_3) \cdot (e_1, e_2)_{+},
\]

where \( T(e_1, e_2, e_3) \) is defined by

\[
T(e_1, e_2, e_3) = \frac{1}{3} \left( ([e_1, e_2]+c.p.) + c.p. \right).
\]

Here, c.p. stands for terms with the cyclic permutations of 1, 2, 3. By the definition of the anchor \( \rho_V \) in (6), we have

\[
\frac{1}{2} \rho_V(e_1) \cdot (e_3, e_2)_{+} = (D(e_3, e_2)_{+}, e_1)_{+}.
\]

With these results, one finds that the condition (3) holds. Therefore, the quadruple \( (V, [\cdot, \cdot], \rho_V, (\cdot, \cdot)_+) \) satisfies Axioms V1, V2 and define a Vaisman algebroid. Since we introduce \( E \oplus E^* \) as the vector bundle \( V \), we call this procedure the “double” of \( E \) and \( E^* \).

On the other hand, there is another algebraic structure described by the \( C\)-bracket. This is known as the Courant algebroid. This is defined as follows. Let \( C \) be a vector bundle over \( M \). We define a skew-symmetric bracket \( [\cdot, \cdot]_c : \Gamma(C) \times \Gamma(C) \to \Gamma(C) \) called the Courant bracket and a bilinear form \( (\cdot, \cdot) : \Gamma(C) \times \Gamma(C) \to \mathbb{R} \). The set of these structures \( (C, [\cdot, \cdot], \rho_c, (\cdot, \cdot)) \) becomes a Courant algebroid if the following axioms are satisfied.

**Axiom C1.** For any \( e_1, e_2, e_3 \in \Gamma(C) \), the Jacobiator of \( [\cdot, \cdot]_c \) is given by

\[
[[e_1, e_2]_c, e_3]_c + c.p. = DT(e_1, e_2, e_3),
\]

where \( D \) is the map \( C^\infty(M) \to \Gamma(C) \), \( T(e_1, e_2, e_3) = \frac{1}{3}([e_1, e_2]_c, e_3) + c.p. \) and c.p. is the cyclic permutations.

**Axiom C2.** For any \( e_1, e_2 \in \Gamma(C) \),

\[
\rho_c([e_1, e_2]_c) = [\rho_c(e_1), \rho_c(e_2)].
\]

Here, \([\cdot, \cdot]\) is the Lie bracket on \( TM \).

**Axiom C3.** For any \( e_1, e_2 \in \Gamma(C) \), \( f \in C^\infty(M) \),

\[
[e_1, fe_2]_c = f[e_1, e_2]_c + (\rho_c(e_1) \cdot f)e_2 - (e_1, e_2)Df.
\]
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**Axiom C4.** \( \rho_c \cdot D = 0 \), namely, for any \( f, g \in C^\infty(M) \), we have
\[
(Df, Dg) = 0.
\]

**Axiom C5.** We have the compatibility condition between the bilinear form \((\cdot, \cdot)\) and the anchor \(\rho_c\) as follows. For any \( e_1, e_2, e_3 \in \Gamma(C) \),
\[
\rho_c(e_1) \cdot (e_2, e_3) = ([e_1, e_2]_c + D(e_1, e_2), e_3) + (e_2, [e_1, e_3]_c + D(e_1, e_3)).
\]

One finds that Axioms C3 and C5 correspond to Axioms V1 and V2 respectively. In this sense, any Courant algebroids are Vaisman algebroids but the converse is not true. Indeed, the Vaisman algebroid \((\mathcal{V}, [, , ]_C, \rho_V, (\cdot, \cdot)_+)\) made from the double above does not have a Courant algebroid structure in general. The Jacobiator of the C-bracket is calculated as
\[
[[e_1, e_2]_C, e_3]_C + c.p. = DT(e_1, e_2, e_3) - (J_1 + J_2 + c.p.).
\]

where \( J_1, J_2 \) have been defined by
\[
J_1 = \iota_{X_3} \left( d[\xi_1, \xi_2]_E - \mathcal{L}_{\xi_1} d\xi_2 + \mathcal{L}_{\xi_2} d\xi_1 \right) + \iota_{\xi_3} \left( d_\ast [X_1, X_2]_E - \mathcal{L}_{X_1} d_\ast X_2 + \mathcal{L}_{X_2} d_\ast X_1 \right),
\]
\[
J_2 = \left( \mathcal{L}_{d_\ast (e_1, e_2)_-} \xi_3 + [d(e_1, e_2)_-, \xi_3]_E \right) - \left( \mathcal{L}_{d(e_1, e_2)_-} X_3 + [d_\ast (e_1, e_2)_-, X_3]_E \right).
\]

The terms \( J_1 \) and \( J_2 \) never vanish in general. Therefore, Axiom C1 is broken for the Vaisman algebroid \((\mathcal{V}, [, , ]_C, \rho_V, (\cdot, \cdot)_+)\). However, one can show that \( J_1 \) and \( J_2 \) vanish by imposing the following derivation condition for \( d_\ast \) for all \( X, Y \in \Gamma(E) \) [5]:
\[
d_\ast [X, Y]_S = [d_\ast X, Y]_S + [X, d_\ast Y]_S.
\]

Here, \([, , ]_S\) is the Schouten-Nijenhuis bracket on \( \Gamma(\wedge^p E) \) [23]. Similarly, one can confirm that Axioms C2 and C4 follow from the condition [18] [11]. Therefore, the Vaisman algebroid \((\mathcal{V}, [, , ]_C, \rho_V, (\cdot, \cdot)_+)\) becomes a Courant algebroid when the derivation condition [18] is imposed.

It has been discussed that the Courant algebroid \((\mathcal{V}, [, , ]_C, \rho_V, (\cdot, \cdot)_+)\) is constructed by the Drinfel’d double of a Lie bialgebroid [5]. The Lie bialgebroid is defined by a pair of dual Lie algebroids \((E, E^*)\) together with the derivation condition [18]. When a pair \((E, E^*)\) is a Lie bialgebroid, \((E^*, E)\) also becomes a Lie bialgebroid. Then, as with [18], the following relation also holds:
\[
d[\xi, \eta]_{S^*} = [d\xi, \eta]_{S^*} + [\xi, d\eta]_{S^*}.
\]

Now, we are interested in what kind of algebroids equipped with the C-bracket are allowed other than the Vaisman and the Courant algebroids. As we have shown above, the derivation condition [18] is necessary for the Courant algebroid and it implies the strong constraint in DFT in a specific geometric realization [11]. However it seems to be too strong. Indeed, it is a
sufficient condition for the strong constraint. We would like to study whether the relaxation of the strong constraint is possible or not by examining the intermediate structures between the Vaisman and the Courant algebroids.

First, we focus on each Axiom and write down all the possible algebroid structures that with the $\mathcal{C}$-bracket. In general, Axioms C1-C5 of a Courant algebroid are not independent with each other [24]. Indeed, Axiom C5 implies C3, and C2 implies C4. Only Axiom C1 is independent of the other Axioms. Therefore, the possible combinations of Axioms in the general case are found to be

\[
(C1), (C3), (C4), (C2, C4), (C3, C5), \\
(C1, C3), (C1, C4), (C3, C4), \\
(C1, C2, C4), (C1, C3, C4), (C1, C3, C5), (C2, C3, C4), (C3, C4, C5), \\
(C1, C2, C3, C4), (C1, C3, C4, C5), (C2, C3, C4, C5), \\
(C1, C2, C3, C4, C5).
\] (20)

However, as we have seen above, an algebroid made by the double together with the $\mathcal{C}$-bracket necessarily satisfies Axioms C3 and C5. Thus the possible combinations of (20) reduces to the following ones:

\[
(C3, C5), (C1, C3, C5), (C3, C4, C5), \\
(C1, C3, C4, C5), (C2, C3, C4, C5), (C1, C2, C3, C4, C5).
\] (21)

In (21), (C1, C2, C3, C4, C5) and (C3, C5) correspond to the Courant and the Vaisman algebroids, respectively. An algebroid defined by (C2, C3, C4, C5) is known to be the pre-Courant algebroid [25]. An algebroid by (C3, C4, C5) has been introduced in [9] and is called the ante-Courant algebroid. On the other hand, the other possibilities (C1, C3, C5), (C1, C3, C4, C5) have not been discussed in the literature. Since Axiom C1 means the (modified) Jacobi identity, we call (C1, C3, C5) the Jacobi Vaisman algebroid while (C1, C3, C4, C5) the Jacobi ante-Courant algebroid. All of these algebroids are summarized in Figure 1. We collectively call these the DFT algebroids. They are organized into two parts. One is those with the Jacobi identity corresponding to the right flow in Figure 1. The other is the ones without the Jacobi identity in the left flow.

In the next section, we examine the compatibility conditions between the $\mathcal{C}$-bracket and the doubled structures in the algebroids classified above.

3 Doubled structures of algebroids with $\mathcal{C}$-bracket

In this section, we study doubled strictures of algebroids defined by the $\mathcal{C}$-bracket. We focus on the Jacobi Vaisman, the Jacobi ante-Courant, the ante-Courant and the pre-Courant algebroids.
3.1 Doubled structures of Jacobi Vaisman and Jacobi ante-Courant algebroids

We first consider the Jacobi Vaisman algebroid in the series of the right flow in Figure [1]. The Jacobi Vaisman algebroid is obtained by imposing Axiom C1 to a Vaisman algebroid. We start from the Vaisman algebroid \((V, [-, \cdot]_C, \rho_V, (-, \cdot)_+)\) made by a pair of Lie algebroids \((E, E^*)\) and impose Axiom C1 to that. As we have seen before, Axiom C1 needs conditions \(J_1 = J_2 = 0\).

The condition \(J_1 = 0\) is nothing but the derivation condition \(18\) itself. On the other hand, if we assume the derivation condition \(18\), we find

\[
0 = -f (d^* [X, Y]_E + \mathcal{L}_Y d_* X - \mathcal{L}_X d_* Y) + \left( d^* [X, fY]_E - \mathcal{L}_X d_* (fY) + \mathcal{L}_{fY} d_* X \right)
\]

for any \(X, Y \in \Gamma(E)\). A similar result holds for \(19\). Therefore, we obtain the following relations

\[
\mathcal{L}_{d^*} X = -[d^* f, X]_L, \quad \mathcal{L}_{d^*} \xi = -[d f, \xi]_L.
\]

If we consider \(X = d^* (e_1, e_2)_+, \xi = d (e_1, e_2)_+\) in equation \(23\), we have \(J_2 + \text{c.p.} = 0\). Therefore, it is sufficient to impose the derivation condition to make \(J_1 + \text{c.p.} = 0\) and \(J_2 + \text{c.p.} = 0\). Therefore, the derivation condition is the only necessary condition for the Jacobi Vaisman algebroid. However, as we will see in below, this condition induces Axioms C2 and C4. Let

Figure 1: A list of algebroids starting from the Vaisman and end on the Courant algebroids.
us first examine Axiom C4. Given the Vaisman algebroid $(\mathcal{V}, [\cdot, \cdot]_C, \rho_\mathcal{V}, (\cdot, \cdot)_\mathcal{V})$, we find the equation (14) is evaluated as

$$(Df, Dg)_+ = \frac{1}{2}(\langle df, d_\ast g \rangle + \langle d_\ast f, dg \rangle) = \frac{1}{2}(\rho_E \cdot \rho_{E^*} + \rho_{E^*} \rho_E) d_0 f \cdot g, \quad f, g \in C^\infty(M).$$  \tag{24}

Here we have used the relation $d_\ast = \rho_{E^*} d_0$, $d = \rho_E d_0$ and $d_0$ is the ordinary exterior derivative on $T^*M$. Note that the superscript $\ast$ on the anchor means the adjoint operator, which is defined by the transposition of the original operator through the inner product $\langle \cdot, \cdot \rangle$. Namely, it is defined by $\langle \xi, \rho_E(X) \rangle = \langle \rho_E^*(\xi), X \rangle$ for any $X \in \Gamma(E), \xi \in \Gamma(E^*)$. The following is the summary of the anchor structures:

$$
\begin{align*}
\rho_E &: E \to T M, \\
\rho_{E^*} &: T^* M \to E^*, \\
\rho_{E^*} &: E^* \to T M, \\
\rho_E &: T^* M \to E.
\end{align*}
\tag{25}
$$

The rightmost side of the equation (24) seems to be generally non-zero. However, as we have clarified, the derivation condition (18) induces the condition (23). If we consider $X = df$ in (23), we obtain

$$d_\ast \left( \rho_E \rho_{E^*}^\ast (d_0 f) \cdot f \right) = 0, \quad \forall f \in C^\infty(M).$$  \tag{26}

This means

$$0 = \rho_E \rho_{E^*}^\ast (d_0 f) \cdot f = \langle \rho_E \rho_{E^*}^\ast (d_0 f), d_0 f \rangle.$$  \tag{27}

The result (27) is equivalent to the condition that the right-hand side of (24) vanishes. This also means the anti-symmetric property of the anchor map:

$$\rho_E \rho_{E^*}^\ast = -\rho_{E^*} \rho_E^\ast.$$  \tag{28}

Therefore Axiom C4 is automatically satisfied by imposing the derivation condition (18).

Next, we clarify Axiom C2. Given the Vaisman algebroid $(\mathcal{V}, [\cdot, \cdot]_C, \rho_\mathcal{V}, (\cdot, \cdot)_\mathcal{V})$, we calculate the difference between the two sides of the equation (12). The result is

$$
\begin{align*}
\rho_\mathcal{V}([e_1, e_2]_C) &\cdot f - [\rho_\mathcal{V}(e_1), \rho_\mathcal{V}(e_2)] f \\
= &-\langle \xi_1, (\mathcal{L}_{df} X_2 - [X_2, d_\ast f]_E) \rangle + \langle \xi_2, (\mathcal{L}_{df} X_1 - [X_1, d_\ast f]_E) \rangle \\
+ &\frac{1}{2} \left( \rho_E \rho_{E^*}^\ast + \rho_{E^*} \rho_E^\ast \right) d_0 (\langle \xi_1, X_2 \rangle - \langle \xi_2, X_1 \rangle) \cdot f.
\end{align*}
\tag{29}
$$

It is obvious that the right-hand side of (29) vanishes by the conditions (23) and (28) that are induced by (18). Then, Axiom C2 is automatically satisfied due to the derivation condition.
In summary, as long as we employ the C-bracket and the doubled structure, it is impossible to construct the Jacobi Vaisman algebroid that satisfies only Axioms C1, C3, C5. The same is true even for the Jacobi ante-Courant algebroid. Note that, if we do not focus on the doubled structure or the C-bracket, we can obtain these algebroids by defining a suitable binary operation \( \circ \), such as a non-skew-symmetric bracket on \( \Gamma(\mathcal{V}) \), that satisfies Axiom C1.

### 3.2 Doubled structures of ante- and pre-Courant algebroids

Next, we consider the series of the left flow in Figure 1. We will clarify the compatibility conditions between the doubled structures and the C-bracket for these algebroids. Compared with the Jacobi Vaisman and the Jacobi ante-Courant algebroids, Axiom C1 is not required for ante- and pre-Courant algebroids.

First, we consider the ante-Courant algebroid. This is obtained by imposing Axiom C4 to a Vaisman algebroid. Again, we consider the Vaisman algebroid \((\mathcal{V}, [,],\rho_{\mathcal{V}}, (\cdot,\cdot)_{+})\) made by a pair of Lie algebroids \((E, E^*)\). The only condition that we need for ante-Courant algebroids is the anti-symmetric nature of the anchor \((28)\). In the previous section, we showed that \((28)\) is induced by the derivation condition but the converse is not true. Therefore, even though the condition \((28)\) is imposed, this does not imply the Jacobi identity and Axiom C1. The same is true for Axiom C2.

For the pre-Courant algebroid, we need to impose Axiom C2 in addition to C4 to the Vaisman algebroid. From the discussion in the previous section, the condition \((23)\) for Axiom C2 implies the anti-symmetric nature of the anchor \((28)\) required by Axiom C4. Then we conclude that only the condition for the pre-Courant algebroid is the equation \((23)\).

A comment on the condition \((23)\) is in order. When we take \(X = d^* g\) in the first equation in \((23)\), we have

\[
[d_\ast g, d_\ast f] = \mathcal{L}_{df} d_\ast g = d_\ast (\iota_{df} d_\ast g), \quad f, g \in C^\infty(M). \tag{30}
\]

Since \(\iota_{df} d_\ast g = (df, d_\ast g) = (d_0 f, \rho_E \rho_{E^*} (d_0 g))\), we find

\[
[d_\ast g, d_\ast f] = d_\ast \left( \rho_E \rho_{E^*} (d_0 g)[f] \right). \tag{31}
\]

Here we have used the notation \(X[f] = (X, d_0 f)\) for vectors \(X \in \Gamma(TM)\). Now we define a structure \(\{g, f\}\) by

\[
\{g, f\} = \pi(d_\ast g)[f], \tag{32}
\]

where \(\pi = \rho_E \rho_{E^*}\). It is easy to show that this structure is skew-symmetric and possesses the bilinear nature. Since \(\pi(d_\ast g)\) belongs to \(\Gamma(TM)\), the operator \(\{g, \cdot\}\) acts on functions as a derivation. Furthermore, by acting \(\rho_E\) on the both sides of the relation \((31)\), one can show that

\[
\pi d_0 \left( \left\{ g, f \right\}, h \right) = \left[ \pi d_0 g, \pi d_0 f, \pi d_0 h \right], \quad f, g, h \in C^\infty(M). \tag{33}
\]
Since the right-hand side is given by the Lie bracket, the structure \(\{\{g, f\}, h\}\) satisfies the Jacobi identity. These properties are enough to conclude that \(\{g, f\}\) provides a non-trivial Poisson structure in \(M\). One finds that \(\tilde{\pi} = \rho_E \ast \rho_E\) also defines another Poisson structure. Although, this result was discussed first in [23] in the context of Lie bialgebroids, we stress that the essential property is (23) and the condition for the pre-Courant algebroid is necessary to define non-trivial Poisson structures in \(M\).

In the next section, we write down the geometric expressions for these conditions in the explicit realization of the doubled geometry in DFT.

4 DFT realization of algebroids in para-Hermitian manifold

In double field theory, we need two types of coordinates to describe the doubled space-time. One is \(x^\mu\) which is the Fourier dual of the KK modes. The other is \(\tilde{x}_\mu\) which is the Fourier dual of the winding modes of strings. We denote these as \(X^M = (x^\mu, \tilde{x}_\mu), (M = 1, \ldots 2D, \mu = 1, \ldots D)\). The structure of the doubled space-time appears naturally in the 2D-dimensional flat para-Hermitian manifold [3,4,26–28]. In our previous paper [11], we realized the Vaisman and the Courant algebroids with the doubled structure on a para-Hermitian manifold. We showed that the derivation condition (18) corresponds to the strong constraint of DFT in this setup.

Now, we are interested in whether or not the strong constraint can be relaxed. In the previous section, we derive the conditions for the ante- and the pre-Courant algebroids equipped with the C-bracket and the doubled structure. Since these conditions are induced by the derivation condition, but the converse is not true, we can relax the strong constraint in the ante- and the pre-Courant algebroids.

In this section, we first introduce the general para-Hermitian manifold. Then, we construct the ante- and the pre-Courant algebroid and write down the conditions (23) and (28) in the geometric form on the flat para-Hermitian manifold.

4.1 Para-Hermitian manifold

A para-Hermitian manifold \(\mathcal{M}\) is defined as follows. Let \(\mathcal{M}\) be a 2D-dimensional manifold. We introduce a neutral metric \(\eta : T\mathcal{M} \times T\mathcal{M} \to \mathbb{R}\) and a bundle map \(K : T\mathcal{M} \to T\mathcal{M}\) that satisfies \(K^2 = 1\) and

\[N_K(X, Y) = \frac{1}{4}([K(X), K(Y)] + [X, Y] - K([K(X), Y] + [X, K(Y)])) = 0, \quad (34)\]

for any \(X, Y \in \Gamma(T\mathcal{M})\). Here, \(N_K\) is called the Nijenhuis tensor associated with \(K\) and (34) is known to be the integrability condition of \(K\). The bundle map \(K\) satisfying (34) and \(K^2 = 1\) is called the para-complex structure. The set \((\mathcal{M}, K, \eta)\) is called a para-Hermitian manifold.
Due to the para-complex structure $K$, the tangent bundle $TM$ is decomposed into the eigen bundles $L$ and $\tilde{L}$. They are defined by the following projection operators:

$$P = \frac{1}{2}(1 + K), \quad \tilde{P} = \frac{1}{2}(1 - K).$$ (35)

Next, we discuss the integrability of $L$ and $\tilde{L}$. If the Lie bracket $[\cdot, \cdot]_L$ on $L$ (resp. $\tilde{L}$) belongs to $L$ (resp. $\tilde{L}$), then it is called involutive. The involutivity of $L$ ($\tilde{L}$) is rephrased as the vanishing condition of the tensors $N_P$ ($N_{\tilde{P}}$) defined below:

$$N_P(X, Y) = \tilde{P}[P(X), P(Y)], \quad N_{\tilde{P}}(X, Y) = P[\tilde{P}(X), \tilde{P}(Y)], \quad X, Y \in \Gamma(TM).$$ (36)

By the Frobenius theorem, $L$ ($\tilde{L}$) becomes integrable if and only if $L$ ($\tilde{L}$) is involutive. Since $N_K(X, Y) = N_P(X, Y) + N_{\tilde{P}}(X, Y)$, if $\mathcal{M}$ is a para-Hermitian manifold and $K$ is integrable, then this means $L$ and $\tilde{L}$ are both integrable. There is an alternative representation of the Frobenius theorem. A subbundle in $TM$ is integrable if and only if a regular foliation is defined in $\mathcal{M}$. Therefore, for a para-Hermitian manifold $\mathcal{M}$, there are foliation structures $\mathcal{F}$ and $\tilde{\mathcal{F}}$ in $\mathcal{M}$ such that $L = T\mathcal{F}$ and $\tilde{L} = T\tilde{\mathcal{F}}$. In this case, the local coordinate $x^\mu$ ($\tilde{x}_\mu$) is defined along a leaf of $\mathcal{F}$ ($\tilde{\mathcal{F}}$). Namely, a leaf of $\mathcal{F}$ is characterized by $\tilde{x}_\mu = $ const. The same is true for $\tilde{\mathcal{F}}$. Let the basis of $L$ and $\tilde{L}$ be $\partial_\mu$ and $\tilde{\partial}^\mu$. A vector on $L$ and $\tilde{L}$ is expressed by $X = X^\mu \partial_\mu \in \Gamma(L), \xi = \xi_\mu \tilde{\partial}^\mu \in \Gamma(\tilde{L})$. Therefore, the ordinary Lie brackets $[\cdot, \cdot]_L$ on $L$ and $[\cdot, \cdot]_{\tilde{L}}$ on $\tilde{L}$ are defined as

$$[X, Y]_L = (X^\mu \partial_\nu Y^\nu - Y^\mu \partial_\nu X^\nu)\partial_\nu, \quad \{\xi, \eta\}_L = (\xi_\mu \tilde{\partial}^\nu \eta_\nu - \eta_\mu \tilde{\partial}^\nu \xi_\nu)\tilde{\partial}^\nu.$$ (37)

Thus, we can naturally introduce Lie algebroid structures on $L$ and $\tilde{L}$.

Since $T\mathcal{M} = L \oplus \tilde{L}$, a vector in $\Gamma(T\mathcal{M})$ is given by $e = X + \xi = X^\mu \partial_\mu + \xi_\mu \tilde{\partial}^\mu$. We call this the doubled vector. We also introduce the doubled 1-form $q = q_M dx^M = \eta_\mu dx^\mu + Y^\mu d\tilde{x}_\mu$ in $T^*\mathcal{M} \sim L^* \oplus \tilde{L}^*$. As with the usual tangent bundle, we can define inner product $\langle \cdot, \cdot \rangle$ between $T\mathcal{M}$ and $T^*\mathcal{M}$. Since $\eta$ is a map from $T\mathcal{M} = L \oplus \tilde{L}$ to $T^*\mathcal{M} = L^* \oplus \tilde{L}^*$, $\eta$ gives the following isomorphic maps.

$$\phi^+: \tilde{L} \rightarrow L^* \quad \text{and} \quad \phi^-: L \rightarrow \tilde{L}^*.$$ (38)

These maps imply that the vectors on $\tilde{L}$ is identified with the 1-form on $L^*$. In other words, the basis $\tilde{\partial}^\mu$ on $\tilde{L}$ is identified with the basis $dx^\mu$ on $L^*$ by $\phi^+$. The same is true for vectors on $L$ and $\tilde{L}$ by $\phi^-$. As a result, the following maps are obtained.

$$\Phi^+: T\mathcal{M} \rightarrow L \oplus L^* \quad \text{and} \quad \Phi^-: T\mathcal{M} \rightarrow \tilde{L} \oplus \tilde{L}^*.$$ (39)

In particular, $\Phi^+$ is called the natural isomorphism [28]. This provides an explicit relation between the doubled and generalized geometries. A doubled vector $X^\mu \partial_\mu + \xi_\mu \tilde{\partial}^\mu$ in the doubled
geometry corresponds to a generalized vector $X^\mu \partial_\mu + \xi_\mu dx^\mu$ in the generalized geometry \cite{29,30}. Finally, we note that when the neutral metric $\eta$ is flat
\begin{equation}
\eta_{MN} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},
\end{equation}
it corresponds to the $O(D, D)$ invariant metric in DFT.

### 4.2 Ante-Courant algebroids on para-Hermitian manifold

Next, we consider the ante-Courant algebroid on $\mathcal{M}$. By the general discussion in Section 2, the doubled structure of an ante-Courant algebroid is compatible with the doubled structure of an ante-Courant algebroid on $\mathcal{M}$. Since $E$ and $E^*$ in the general discussion correspond to $L$ and $\tilde{L}$ in the para-Hermitian manifold, we first write down the anchor structures in each Lie algebroid. The anchor $\rho_L : L \to T\mathcal{M}$ on the Lie algebroid $L$ is expressed as
\begin{equation}
\rho_L(X) = (\rho_L)^\mu L X^\nu \partial_M = \rho^\mu L X^\nu \partial_\mu + \rho_{\mu\nu} X^\nu \tilde{\partial}_\mu,
\end{equation}
where $X \in \Gamma(L)$. Note that the target of $\rho_L$ is $T\mathcal{M}$. The adjoint $\rho_L^* \mu$ is defined through the following relation
\begin{equation}
\langle q, \rho_L(X) \rangle = \langle (\rho_L)^\mu L \eta_{\nu}, X^\nu \rangle = \langle \rho_L^* \mu(q), X \rangle,
\end{equation}
where $q = \eta + Y \in \Gamma(T^*\mathcal{M})$ and the symbol $t$ means transposition of a matrix. From this expression, we write $(\rho_L^*)^\nu \mu = ((\rho_L)^\mu L \eta_{\nu}, (\rho_L)^{\mu\nu} L)$. Likewise, the anchor $\rho_\nu : \tilde{L} \to T\tilde{\mathcal{M}}$ on $\tilde{L}$ and its adjoint are expressed as $(\rho_\nu)^{\mu\nu} L = ((\rho_\nu)^{\mu\sigma} L, (\rho_\nu)^{\mu \nu} L)$. Therefore, the anchor $\rho_\nu = \rho_L + \rho_\nu$ on $T\mathcal{M} = L \oplus \tilde{L}$ is given by
\begin{equation}
(\rho_\nu)^{MN} = \begin{pmatrix} \rho^\mu L & \tilde{\rho}^{\mu \nu} \\ \rho_{\mu\nu} & \tilde{\rho}_\mu^\nu \end{pmatrix}.
\end{equation}
The component expression of $\rho_L\rho_L^{*} + \rho_L\rho_L^{*}$ is
\begin{equation}
(\rho_L\rho_L^{*} + \rho_L\rho_L^{*})^{MN} = \begin{pmatrix} \rho^\mu L (\tilde{\rho}^\mu)_\sigma^{\nu} + (\tilde{\rho})_{\mu \sigma} (\rho_L)^{\nu \sigma} & \rho^\mu L (\tilde{\rho})_\sigma^{\nu} + (\tilde{\rho})_{\mu \sigma} (\rho_L)^{\nu \sigma} \\ \rho_{\mu\sigma} (\tilde{\rho}_\mu)^{\nu} + (\tilde{\rho})_{\mu \nu} (\rho_L)^{\nu \sigma} & \rho_{\mu\sigma} (\tilde{\rho}_\mu)^{\nu} + (\tilde{\rho})_{\mu \nu} (\rho_L)^{\nu \sigma} \end{pmatrix}
\end{equation}
Since $d_0$ is the exterior derivative on $T\mathcal{M}$, this is given by $d_0 f = \partial_M f dx^M = \partial_\mu f dx^\mu + \tilde{\partial}_\mu f \tilde{dx}_\mu \in \Gamma(T^*\mathcal{M})$ for $f \in C^\infty(\mathcal{M})$ and the condition (44) is expressed by
\begin{equation}
(\rho_L\rho_L^{*} + \rho_L\rho_L^{*})(d_0 f) \cdot g = (\rho_L\rho_L^{*} + \rho_L\rho_L^{*})^{MN} \partial_M f \partial_N g = 0.
\end{equation}
Now, we consider a concrete example of $\rho_V$ in (43) in the flat para-Hermitian manifold. The most natural candidate of the anchor is given by the diagonal form

$$(\rho_V)^M_N = \begin{pmatrix} \rho^\mu \nu & 0 \\ 0 & \tilde{\rho}^\mu \nu \end{pmatrix}. \quad (46)$$

In particular, the simplest example is $(\rho_L)_M^N = (\delta^\mu \nu, 0)$, $(\rho_L)_N^\mu = (0, \delta_\mu \nu)$. In this case, the condition (45) is given by

$$0 = (\rho^* \rho^* + \rho \rho^*)^MN \partial_M f \partial_M g = \left( \partial_\nu f, \tilde{\partial}^\nu f \right) \left( \begin{array}{cc} 0 & \rho^\sigma \rho^\nu \sigma \\ \tilde{\rho}^\mu \sigma (\tilde{\rho})^\sigma \nu & 0 \end{array} \right) \left( \partial_\nu g, \tilde{\partial}^\nu g \right) = \eta^MN \partial_M f \partial_M g. \quad (47)$$

Here $\eta^MN$ is the $O(D, D)$ invariant metric (40) in DFT. That is, the condition for an ante-Courant algebroid on a flat para-Hermitian manifold $\mathcal{M}$ is nothing but the strong constraint only for functions $f, g$. Since the strong constraint is given by $\eta^MN \partial_M \Psi \partial_N \Phi = 0$ for any quantities $\Psi, \Phi$ in the para-Hermitian manifold $\mathcal{M}$, the condition (47) is a relaxed version of the constraint. This is consistent with the result in [9].

### 4.3 Pre-Courant algebroids on para-Hermitian manifold

Next, we examine the conditions for a pre-Courant algebroid on $\mathcal{M}$. As we have clarified in Section 3, the condition is only (23). We write down this condition in the flat para-Hermitian manifold. In particular, when $\rho_V$ is given by (46) and $\rho^\mu \nu = \delta^\mu \nu$, $\tilde{\rho}^\mu \nu = \delta_\mu \nu$, we have $X = X^\mu \partial_\mu \in \Gamma(L)$, $d_\nu f = \tilde{\partial}^\nu f \partial_\mu$, $df = \partial_\mu f \tilde{\partial}^\mu$ [11]. Therefore, the first condition in (23) is found to be

$$0 = \mathcal{L}_f X + [d_\nu f, X]$$

$$= \partial_\nu f \tilde{\partial}^\nu X^\mu \partial_\mu + \tilde{\partial}^\nu f \partial_\nu X^\mu \partial_\mu$$

$$= \eta^MN \partial_M f \partial_N X^\mu \partial_\mu. \quad (48)$$

The same is true for $\xi \in \Gamma(\tilde{L})$. The second condition in (23) is

$$\eta^MN \partial_M f \partial_N \xi^\mu \tilde{\partial}^\mu = 0. \quad (49)$$

Since any pre-Courant algebroids are ante-Courant algebroids, the condition (47) is also satisfied. These conditions (48) and (49) are nothing but the strong constraint for $f \in C^\infty(\mathcal{M})$, $X \in \Gamma(L)$ and $\xi \in \Gamma(\tilde{L})$. This is again a relaxed version of the strong constraint in DFT.

As noted in Section 3.2, (49) is the necessary condition for a Poisson structure. In this case, we have the following bracket,

$$\{g, f\} = \tilde{\partial}^\mu g \partial_\mu f = -\tilde{\partial}^\mu f \partial_\mu g = -\{f, g\}. \quad (50)$$
We find that the skew-symmetric nature is guaranteed by the condition (47). The Jacobiator of the bracket is calculated as

\[
\text{Jac}(f, g, h) = \tilde{\partial}^\mu (\tilde{\partial}^\nu f) \partial_\nu g \partial_\mu h + \tilde{\partial}^\nu f \tilde{\partial}^\mu (\partial_\nu g) \partial_\mu h + \tilde{\partial}^\mu (\tilde{\partial}^\nu g) \partial_\nu h \partial_\mu f
\]

\[
+ \tilde{\partial}^\nu g \tilde{\partial}^\mu (\partial_\nu h) \partial_\mu f + \tilde{\partial}^\mu (\tilde{\partial}^\nu h) \partial_\nu f \partial_\mu g + \tilde{\partial}^\nu h \tilde{\partial}^\mu (\tilde{\partial}^\nu f) \partial_\mu g.
\]

(51)

Due to the conditions (48) and (49), we find \( \text{Jac}(f, g, h) = 0 \) and confirm that (50) indeed defines a Poisson structure.

### 4.4 Twisted DFT algebroids

We have been focusing on the doubled structures of the algebroids and we clarified the conditions for vectors, forms and functions in the doubled space-time. One can introduce additional structures known as the twist by background fluxes in the manifold. For example, the twist of the standard Courant algebroid defined by the generalized tangent bundle \( TM \oplus T^*M \) over \( M \) has been discussed [6]. The background 3-form \( H \) modifies the standard Courant bracket \([\cdot, \cdot]_c\) giving a new bracket \([\cdot, \cdot]_H\):

\[
\begin{align*}
[X_1 + \xi_1, X_2 + \xi_2]_c &= [X_1, X_2] + \mathcal{L}_{X_1} \xi_2 - \mathcal{L}_{X_2} \xi_1 + \frac{1}{2} d(\langle \xi_1 X_2 \rangle - \langle \xi_2 X_1 \rangle), \\
[X_1 + \xi_1, X_2 + \xi_2]_H &= [X_1 + \xi_1, X_2 + \xi_2]_c + \iota_{X_2} \iota_{X_1} H,
\end{align*}
\]

(52)

where, \( X_i \in \Gamma(TM), \xi_i \in \Gamma(T^*M) \). The twisted bracket \([\cdot, \cdot]_H\) preserves the Courant algebroid structure when \( dH = 0 \) [31]. Physically, this 3-form \( H \) corresponds to the \( H \)-flux that appears in the NS-NS sector of type II supergravity. It is known that this \( H \)-flux is related to the other fluxes \( f, Q, R \) in type II string theory via the T-duality transformations. This is represented by the following form [32]:

\[
H_{abc} \xleftarrow{T_a} f_{ab} \xrightarrow{T_b} Q_{bc} \xrightarrow{T_c} R_{abc}.
\]

(53)

The twist of the Courant algebroid with the \( C \)-bracket has been discussed in [9, 33]. In this section, we study compatibility conditions for the doubled and the twisted structures of the other DFT algebroids.

In order to introduce the twist structure, we consider a doubled \((2, 1)\)-tensor \( F = F_{MN}^L dx^M \otimes dx^N \otimes \partial_L \) on a flat para-Hermitian manifold \( \mathcal{M} \). We then define the twisted \( C \)-bracket \([\cdot, \cdot]_F\) as follows:

\[
[e_1, e_2]_F = [e_1, e_2]_C + \iota_{e_2} \iota_{e_1} F, \quad e_i \in \Gamma(\mathcal{V}).
\]

(54)
Here \( \iota_{\nu_i} : \Gamma(\wedge^p \mathcal{V}^*) \rightarrow \Gamma(\wedge^{p-1} \mathcal{V}^*) \) is the interior product defined by

\[
(\iota_{\nu_i}, q)(a_1, \ldots, a_{p-1}) = h(\iota_{\nu_i} a_1, a_1, \ldots, a_{p-1}), \quad q \in \Gamma(\wedge^p \mathcal{V}^*), \quad a_1, \ldots, a_{p-1} \in \Gamma(\mathcal{V}).
\]  

(55)

In the following, we assume that \((\mathcal{V}, [\cdot, \cdot], \rho_\mathcal{V}, (\cdot, \cdot)_+)\) is a Vaisman algebroid with the doubled structure discussed in the previous sections.

**Twisted Vaisman algebroid** We consider \((\mathcal{V}, [\cdot, \cdot]_\mathcal{V}, \rho_\mathcal{V}, (\cdot, \cdot)_+)\) and examine Axiom V1 (C3) and Axiom V2 (C5). Axiom V1, the equation (2), gives the Leibniz rule for the bracket. Expanding the left-hand side of the equation (2), we find

\[
[C_3] \text{ and Axiom V2 (C5). Axiom V1, the equation (2), gives the Leibniz rule for the bracket. Expanding the left-hand side of the equation (2), we find}
\]

\[
\begin{align*}
[e_1, fe_2]_\mathcal{V} &= [e_1, fe_2]_\mathcal{C} + \iota_{\nu_2} \iota_{\nu_1} F \\
&= f[e_1, e_2]_\mathcal{C} + f\iota_{\nu_2} \iota_{\nu_1} F + (\rho_\mathcal{V}(e_1)f)e_2 - (e_1, e_2)_+ Df \\
&= f[e_1, e_2]_\mathcal{V} + (\rho_\mathcal{V}(e_1)f)e_2 - (e_1, e_2)_+ Df,
\end{align*}
\]

where we have used the property of the \(\rho\)-bracket. Therefore, \((\mathcal{V}, [\cdot, \cdot]_\mathcal{V}, \rho_\mathcal{V}, (\cdot, \cdot)_+)\) satisfies Axiom V1 automatically.

Axiom V2, the equation (3), is a compatibility condition between \((\cdot, \cdot)_+\) and \(\rho_\mathcal{V}\). The right-hand side of the equation (3) is evaluated as

\[
\begin{align*}
((e_1, e_2)_\mathcal{V} + D(e_1, e_2)_+, e_3)_+ + (e_2, [e_1, e_3]_\mathcal{V} + D(e_1, e_3)_+)

&= ((e_1, e_2)_\mathcal{V} + D(e_1, e_2)_+, e_3)_+ + (e_2, [e_1, e_3]_\mathcal{V} + D(e_1, e_3)_+) \\
&+ (\iota_{\nu_2} \iota_{\nu_1} F, e_3)_+ + (e_2, \iota_{\nu_3} \iota_{\nu_1} F)_+.
\end{align*}
\]

(56)

The first and the second terms on the right-hand side become \(\rho_\mathcal{V}(e_1)(e_2, e_3)_+\). Thus, Axiom V2 is satisfied when the third and the fourth terms vanish:

\[
(\iota_{\nu_2} \iota_{\nu_1} F, e_3)_+ + (e_2, \iota_{\nu_3} \iota_{\nu_1} F)_+ = 0 \quad \forall e_1, e_2, e_3 \in \Gamma(\mathcal{V}).
\]

(58)

Since the basis of \(\Gamma(\mathcal{V})\) is \(\partial_\mu = (\partial_\mu, \bar{\partial}^\mu)\), \(\iota_{\nu_2} \iota_{\nu_1} F\) is given by

\[
\iota_{\nu_2} \iota_{\nu_1} F = (e_1)^M(e_2)^N F_{MN} l^i \partial_i + (e_1)^M(e_2)^N F_{MN} \bar{\partial}^i.
\]

(59)

Then, we can denote \((\cdot, \cdot)_+\) as

\[
(e_1, e_2)_+ = \frac{1}{2}((\xi_1, X_2) + (\xi_2, X_1)) = \frac{1}{2} \eta_{MN}(e_1)^M(e_2)^N.
\]

(60)

Here, \(X_i \in \Gamma(L), \xi_i \in \Gamma(\bar{L}^*)\) and \(e_i = X_i + \xi_i\). Therefore, the condition (58) becomes

\[
0 = (\iota_{\nu_2} \iota_{\nu_1} F, e_3)_+ + (e_2, \iota_{\nu_3} \iota_{\nu_1} F)_+ = \frac{1}{2} (\eta_{KL} F_{MN}^K + \eta_{NR} F_{ML}^K)(e_1)^M(e_2)^N(e_3)^L.
\]

(61)
Namely,
\[ F_{MNL} + F_{MLN} = 0. \] (62)

Here the doubled indices are raised and lowered by the \( O(D, D) \) invariant metric \( \eta_{MN} \) and its inverse \( \eta^{MN} \). In summary, \((V, [\cdot, \cdot]_F, \rho_V, (\cdot, \cdot)_+)\) becomes a twisted Vaisman algebroid only when the condition (62) is satisfied. This means that the tensor \( F_{MNL} \) is anti-symmetric with respect to the latter two indices. We note that the doubled tensor \( F^{MN\,K} \) is decomposed as \( F^{MN\,K} = (H_{\mu\nu\rho}, f^{\mu\nu\rho}, Q^{\mu\nu\rho}, R^{\mu\nu\rho}) \) involving all the fluxes in (53).

**Twisted ante-Courant algebroid** Next we discuss a twisted ante-Courant algebroid with the doubled structure. We assume that \((\mathcal{V}, [\cdot, \cdot]_C, \rho_V, (\cdot, \cdot)_+)\) is an ante-Courant algebroid and look for conditions that \((\mathcal{V}, [\cdot, \cdot]_F, \rho_V, (\cdot, \cdot)_+)\) becomes also an ante-Courant algebroid. Since any ante-Courant algebroids are Vaisman algebroids, the tensor \( F \) should satisfy the condition (62). As we have discussed, the condition for the ante-Courant algebroid is (28). However, this is the condition for the anchor map which is irrelevant to the bracket structure. Therefore, we need no extra conditions for \( F \).

**Twisted pre-Courant algebroid** Next, we discuss a twisted pre-Courant algebroid. Again we assume that \((\mathcal{V}, [\cdot, \cdot]_C, \rho_V, (\cdot, \cdot)_+)\) is a pre-Courant algebroid. We write down the conditions that \((\mathcal{V}, [\cdot, \cdot]_F, \rho_V, (\cdot, \cdot)_+)\) becomes a pre-Courant algebroid. In addition to the condition (62), we need Axiom C2, namely, the homomorphism of \( \rho_V \) (12). The left-hand side of the equation in (12) is evaluated as
\[
\rho_V([e_1, e_2]_F) = \rho_V([e_1, e_2]_V + \iota_{e_2} \iota_{e_1} F) \\
= \left[ \rho_V(e_1), \rho_V(e_2) \right] + \rho_V(\iota_{e_2} \iota_{e_1} F). \] (63)

Thus, the condition is
\[
\rho_V(\iota_{e_2} \iota_{e_1} F) = (e_1)^M(e_2)^N(\rho_V)^L_K F_{MN\,K} \partial_L = 0. \] (64)

In component, we have,
\[
(\rho_V)^L_K F_{MN\,K} = 0. \] (65)

Then for the non-zero tensor \( F \), the anchor should satisfy
\[
\det \rho_V = 0. \] (66)

Therefore, we should add the condition not only for the tensor (62) but also for the anchor (66) to obtain a twisted pre-Courant algebroid \((\mathcal{V}, [\cdot, \cdot]_F, \rho_V, (\cdot, \cdot)_+)\). In particular, when (66) is adapted for \( \rho_V \), either \( \rho_L \) or \( \rho_{\bar{L}} \) must be zero.
Twisted Courant algebroid  Finally, we consider a twisted Courant algebroid. We assume that \((\mathcal{V}, [\cdot, \cdot]_\mathcal{C}, \rho_\mathcal{V}, (\cdot, \cdot)_+\) is a Courant algebroid. We calculate the Jacobiator (11) for \([e_1, e_2]_\mathcal{F}\) and confirm Axiom C1. The result is

\[
[[e_1, e_2]_\mathcal{F}, e_3]_\mathcal{F} + \text{c.p.} = \mathcal{D} T_F(e_1, e_2, e_3)
\]

\[
- \frac{1}{3} \mathcal{D} ((te_2te_1 F, e_3)_+ + \text{c.p.})
\]

\[
+ (te_3 t([e_1, e_2]_\mathcal{V}) F + [te_2te_1 F, e_3]_\mathcal{V} + te_3 t(te_2te_1 F) F + \text{c.p.}).
\]

(67)

Here \(T_F\) is defined by

\[
T_F(e_1, e_2, e_3) = T(e_1, e_2, e_3) + \frac{1}{3} ((te_2te_1 F, e_3)_+ + \text{c.p.}.
\]

(68)

Then the condition for Axiom C1 is

\[
- \frac{1}{3} \mathcal{D} ((te_{2}t_{e_{1}} F, e_{3})_+ + \text{c.p.})
\]

\[
+ (te_{3} t([e_{1}, e_{2}]_{\mathcal{V}}) F + [te_{2}t_{e_{1}} F, e_{3}]_{\mathcal{V}} + te_{3} t(te_{2}te_{1} F) F + \text{c.p.}) = 0.
\]

(69)

Since \((\mathcal{V}, [\cdot, \cdot]_\mathcal{F}, \rho_\mathcal{V}, (\cdot, \cdot)_+)\) should be a pre-Courant algebroid, the anchor satisfies the condition

\[
\det \rho_\mathcal{V} = 0.
\]

To solve this condition, we assume that the anchor is given by the diagonal form (10). Then one of the anchors \(\rho\) or \(\tilde{\rho}\) must be zero. In the following, we select a frame where \(\tilde{\rho} = 0\) and \(\rho\) is an identity matrix. When \(\rho_L = 0\), this implies \(d, f = 0\) and \(\mathcal{L}_{\xi_i} = 0\) \(\text{[23]}\). Since we assumed that \((\mathcal{V}, [\cdot, \cdot]_\mathcal{C}, \rho_\mathcal{V}, (\cdot, \cdot)_+)\) becomes a Courant algebroid, the derivation condition (18) must hold. This is represented by the local coordinate as (11)

\[
0 = \tilde{\rho}^A \partial_A B^\nu + \tilde{\rho}^B \partial_B A^\mu = \eta^{KL} \partial_K A^\mu \partial_L B^\nu, \quad A, B \in \Gamma(L).
\]

(70)

Furthermore, the “relaxed” version of the strong constraints (17), (18) and (19) are satisfied as discussed before. The most natural solution to these conditions is obtained by setting \(\tilde{\rho}^\mu \Psi = 0\) for any quantities \(\Psi\) in \(\mathcal{M}\). Then the Lie bracket \([\cdot, \cdot]_\mathcal{C}\) given in (37) becomes zero.

With these conditions at hand, we evaluate (69). The first term in the left-hand side of (69) is expressed as

\[
\mathcal{D} (te_2te_1 F, e_3)_+ = \frac{1}{2} \mathcal{D} (t_{q_1} te_2te_1 F).
\]

(71)

Here we have introduced the interior product \(t_{q_i} : \Gamma(\wedge^p \mathcal{V}) \to \Gamma(\wedge^{p-1} \mathcal{V})\) by a doubled 1-form \(q_i\) which acts on a doubled \(k\)-vector. Therefore,

\[
- \frac{1}{3} \mathcal{D} ((te_{2}t_{e_{1}} F, e_{3})_+ + \text{c.p.}) = - \frac{1}{3} d(t_{q_3} te_2te_1 F + \text{c.p.}),
\]

(72)

where we have used the fact \(\mathcal{D} = d + d_+\). Likewise, the second term in the left-hand side in (69) becomes

\[
t_{e_3} t([e_1, e_2]_\mathcal{C} F + \text{c.p.} = t_{e_3} t([X_1, X_2]_L + \mathcal{L}_{X_1} \xi_2 - \mathcal{L}_{X_2} \xi_1 + d(e_1, e_2)]_F + \text{c.p.}
\]

(73)
The third term in the left-hand side of (69) is
\[ [\iota_2 \iota_1 F, \iota_3]_V + \text{c.p.} = [\iota_2 \iota_1 F^\mu \partial_\mu, X_3] + \mathcal{L}_{(\iota_2 \iota_1 F^\rho \partial_\rho)} \xi_3 - \mathcal{L}_{X_3} (\iota_2 \iota_1 F_{\mu} \tilde{\partial}^\mu) + d(\iota_2 \iota_1 F, \iota_3)_- + \text{c.p.} \] (74)

Here we have used the following notations,
\[ \iota_2 \iota_1 F_{\ell} \tilde{\partial}_\ell = (e_1)^M (e_2)^N F_{MNP} \tilde{\partial}_N, \]
\[ \iota_2 \iota_1 F_{\ell} \tilde{\partial}^\ell = (e_1)^M (e_2)^N F_{MNP} \tilde{\partial}^P. \] (75)

Then the condition (69) is found to be
\[ -\frac{1}{3} d(\iota_2 \iota_1 \iota_3 F) + \iota_3 \iota_1 \iota_2 (\mathcal{L}_{X_1} \xi_2 - \mathcal{L}_{X_2} \xi_1 + d(\iota_1, \iota_2)_-) F + [\iota_2 \iota_1 F^\mu \partial_\mu, X_3] \]
\[ + \mathcal{L}_{(\iota_2 \iota_1 F^\rho \partial_\rho)} \xi_3 - \mathcal{L}_{X_3} (\iota_2 \iota_1 F_{\mu} \tilde{\partial}^\mu) + d(\iota_2 \iota_1 F, \iota_3)_- + \iota_3 \iota_1 \iota_2 F + \text{c.p.} \]
\[ = 0. \] (76)

If \( F \) is a totally anti-symmetric tensor \( H_{\mu \nu \rho} \tilde{\partial}^\mu \land \tilde{\partial}^\nu \land \tilde{\partial}^\rho \), one can show that the left-hand side of (76) becomes \( \iota_{X_1} \iota_{X_2} \iota_{X_3} dH \). Therefore when \( dH = 0 \), Axiom C1 holds and \( \mathcal{V}, [\cdot, \cdot]_F, \rho_V, (\cdot, \cdot)_+ \) becomes the \( H \)-twisted standard Courant algebroid known in the literature. When we consider the condition \( \tilde{\partial}^\mu \Phi = 0 \), then as described in Section 4.1, this means that we restrict the doubled space to a leaf in the foliation \( F \) of \( \mathcal{M} \). This leaf is interpreted as the physical space-time and \( dH = 0 \) is nothing but the Bianchi identity for the field strength of the NS-NS \( B \)-field in type II supergravity.

On the other hand, when we consider an alternative frame \( \rho_L = 0, \partial_\mu \Psi = 0 \), we have \( df = 0, \mathcal{L}_{X_i} = 0 \) and \( [,]_L = 0 \). In this case, \( F = R^{\mu \nu \rho} \partial_\mu \land \partial_\nu \land \partial_\rho \) is allowed and \( d, R = 0 \) appears as a condition. The other possibilities including \( F = f_{\mu \nu} \tilde{\partial}^\mu \land \tilde{\partial}^\nu \land \partial_\rho \) and \( F = Q_{\mu \rho} \tilde{\partial}^\mu \land \partial_\nu \land \partial_\rho \), would be allowed for general \( \rho_V \) \[ \text{(13) \cdot} \]. In particular, the role of the non-diagonal component \( \tilde{\partial}^{\mu \nu} \) in \( \text{(13) \cdot} \) and the tensors \( f_{\mu \nu} \rho, Q_{\mu \nu} \rho \) is discussed in \[ \text{9} \cdot \].

5 From algebroids to algebras on group manifolds

In this section, we make a brief comment on the doubled structures discussed in this paper and those in group manifolds. The notion of the “double” has been originally proposed in the context of Hopf algebras by Drinfel’d \[ \text{34} \]. A classical limit of this operation is implemented in Lie algebras \[ \text{35,36} \]. A well known fact is that a Lie algebra is defined by the left invariant vectors at the unit element of a group manifold. On the other hand, DFT on group manifolds has recently been considered \[ \text{37} \]. In this setup, the manifest T-duality of DFT is generalized to the so-called Poisson-Lie T-duality \[ \text{13} \]. An essential feature of the Poisson-Lie T-duality lies in the structure of the Drinfel’d double of the underlying group manifold. Indeed, the Lie algebras
associated with the abovementioned group is given by the Drinfel’d double. We note that it is possible to introduce the para-Hermitian nature even for group manifolds [38]. It is therefore natural to consider the relation between the doubled structure of the algebroids discussed here and the Lie algebras of the group manifold. The left invariant vector fields that define the Lie algebra of the group manifold are essentially given by a point on the group, namely, the unit element. Therefore, in order to find the associated Lie algebras from the algebroids, we consider only the unit element on the group manifold and restrict the vector space to the one for the left invariant vectors. This procedure is achieved by setting $\rho_V = 0$. Then we have $\rho_V^* d_0 = d = 0, \rho_V^* d_0 = d_*, \mathcal{D} = 0$. Under these conditions, Axioms C1 - C5 are rewritten as

**Axiom C1** $\text{Jac}(e_1, e_2, e_3) = 0$. The C-bracket becomes a Lie bracket.

**Axiom C2** This becomes trivial by $\rho_V = 0$.

**Axiom C3** $[e_1, fe_2]_C = f[e_1, e_2]_C$ for any $f \in C^\infty(M)$. This shows the bilinearity of the Lie bracket.

**Axiom C4** This becomes trivial by $\mathcal{D} = 0$.

**Axiom C5** $([e_1, e_2]_C, e_3)_+ + (e_1, [e_1, e_3]_C)_+ = 0$.

The last one is the compatibility condition between $[e_1, e_2]_C$ and $(\cdot, \cdot)_+$. In general, a Lie algebra that has the compatible bilinear form $(\cdot, \cdot)_+$ is called a quadratic Lie algebra. It is also known that quadratic Lie algebras are infinitesimal algebras of Poisson-Lie groups. Therefore, we can see that a quadratic Lie algebra $(\mathcal{V}, [\cdot, \cdot]_C, (\cdot, \cdot)_+)$ is obtained by the Courant algebroid made by the Drinfel’d double on the group manifold.

Now let us consider the Vaisman algebroid. As we have shown, the Jacobi identity is broken by the following quantities $J_1, J_2$:

$$J_1 = \iota_{X_3} \left( d[\xi_1, \xi_2]_E - \mathcal{L}_{\xi_1} d\xi_2 + \mathcal{L}_{\xi_2} d\xi_1 \right) + \iota_{\xi_1} \left( d_*(X_1, X_2)_E - \mathcal{L}_{X_1} d_* X_2 + \mathcal{L}_{X_2} d_* X_1 \right),$$

$$J_2 = \left( \mathcal{L}_{d(e_1, e_2)_-} \xi_3 + [d(e_1, e_2)_-, \xi_3]_E \right) - \left( \mathcal{L}_{d(e_1, e_2)_-} X_3 + [d_*(e_1, e_2)_-, X_3]_E \right). \tag{77}$$

When we set $\rho_V = 0, d = 0, d_* = 0$, then it is obvious that $J_1 = J_2 = 0$. Thus, even if we consider the algebroid where Axiom C1 does not hold, going to the algebra, we end up with $\text{Jac}(e_1, e_2, e_3) = 0$ and the bracket becomes a Lie bracket. Therefore, all the algebroids with doubled structure discussed in this paper reduce to the quadratic Lie algebras at the unit of the group manifold. Since the doubled structure of algebroids is essentially irrelevant to the group action, the DFT algebroids discussed in this paper are non-group generalizations of the quadratic Lie algebras defined by the Drinfel’d double. This would be a key property for the further generalizations of the Poisson-Lie T-duality.
6 Conclusion and discussions

In this paper, we studied doubled aspects of algebroid structures appearing in double field theory (DFT). The gauge symmetry is governed by a skew-symmetric bracket called the $C$-bracket. The $C$-bracket unifies the two characteristic symmetries in string theory, the diffeomorphism and the $U(1)$ gauge symmetry of the NSNS $B$-field, in an $O(D,D)$ T-duality covariant way. The $C$-bracket suggests doubled structures as a mathematical nature of DFT. Indeed, one of the notable feature of algebroids equipped with the $C$-bracket is their doubled nature that evoke the Drinfel’d double for Lie bialgebras. Among other things, the Vaisman algebroid that appears most naturally on the tangent bundle of the para-Hermitian manifold consists of a pair of Lie algebroids on the doubled foliations [11]. This is similar to the Drinfel’d double discussed in the Courant algebroid [5]. It has been pointed out that the strong constraint of DFT, which is the most important condition for the theory to be a consistent physical theory, is nothing but the necessary condition for the Lie algebroid pairs be a Lie bialgebroid. After solving the strong constraint, the Vaisman algebroid reduces to the Courant algebroid in the physical space-time. It has also been shown that once the strong constraint is imposed on any quantities on the para-Hermitian manifold, the gauge algebra in DFT closes. In this sense, the consistency condition for the Lie algebroid pairs is a geometrical realization of the the strong constraint in DFT.

Other than the Courant and the Vaisman algebroids, we showed that there are additional algebroid structures behind DFT. We showed that the relations of the axioms enable us to define the four different algebroids equipped with the $C$-bracket, namely, the ante-Courant, the pre-Courant, the Jacobi Vaisman and the Jacobi pre-Courant algebroids. They exhibit the $C$-bracket and doubled structures as a common nature. Similar to the Vaisman and the Courant algebroids, we showed that the ante- and the pre-Courant algebroids are built out of two dual Lie algebroids with appropriate conditions. We also showed that the conditions for the pre-Courant algebroid is necessary for non-trivial Poisson structures.

In the latter part of this paper, we exhibit the concrete examples of the DFT algebroids in the doubled space-time. We consider the 2$D$-dimensional flat para-Hermitian manifold as a doubled space-time. We found that the consistency conditions of the doubled structures for these algebroids are just the relaxed versions of the strong constraint in DFT. We also studied the consistency conditions for the twisted DFT algebroids. The twist is introduced by a $(2,1)$-tensor in the para-Hermitian manifold. We clarify that the tensor should satisfy appropriate conditions related by the anchors in the Lie algebroid pairs of the doubled structure. We show that the (relaxed versions of) the strong constraint implies the induced Poisson structure in general. This means that the Poisson structure is closely related to the doubled nature of algebroids. Even though, this becomes trivial in the flat para-Hermitian manifold, it still provides non-trivial structures in the general curved para-Hermitian manifold.
We finally comment on the doubled structures in group manifolds. The doubled structure discussed in the algebroids is taken over to those for the Lie algebras in the group manifolds. The nature of the strong constraint, the double, and the Poisson structure are all necessary ingredients for the Poisson-Lie T-duality. These structures are important when one considers generalizations of T-duality in general curved doubled space. The doubled structure also would be important to study the global aspects of the doubled space-time \[39\]. It would be interesting to study further this direction. We will come back to these issues in future studies.
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