State-clustering method of payoff computation in repeated multiplayer games

Fang Chen *1, Te Wu *2, Guocheng Wang1, and Long Wang †1,3

1Center for Systems and Control, College of Engineering, Peking University, Beijing, China
2Center for Complex Systems, Xidian University, Xi’an, China
3Center for Multi-Agent Research, Institute for Artificial Intelligence, Peking University, Beijing, China

August 25, 2021

Abstract

Direct reciprocity is a well-known mechanism that could explain how cooperation emerges and prevails in an evolving population. Numerous prior researches have studied the emergence of cooperation in multiplayer games. However, most of them use numerical or experimental methods, not theoretical analysis. This lack of theoretical works on the evolution of cooperation is due to the high complexity of calculating payoffs. In this paper, we propose a new method, namely, the state-clustering method to calculate the long-term payoffs in repeated games. Using this method, in an n-player repeated game, the computing complexity is reduced from O(2^n) to O(n^2), which makes it possible to compute a large-scale repeated game’s payoff. We explore the evolution of cooperation in both infinitely and finitely repeated public goods games as an example to show the effectiveness of our method. In both cases, we find that when the synergy factor is sufficiently large, the increasing number of participants in a game is detrimental to the evolution of cooperation. Our work provides a theoretical approach to study the evolution of cooperation in repeated multiplayer games.
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1 Introduction

Cooperation is vital for members’ survival and prosperity in living systems [1, 2, 3, 4, 5, 6, 7, 8, 9]. But for an individual, cooperation means he needs to pay a cost and benefit his opponent. If there is no other mechanism, cooperation is expected to perish. The past decades have seen numerous studies about this cooperation conundrum. Many powerful mechanisms were revealed, such as direct reciprocity [11], indirect reciprocity [7, 14, 15], and spatial reciprocity [16, 17]. The most well-known mechanism, direct reciprocity, is based on repeated games. It captures the fact that two individuals may interact for many rounds, which thus enables one to reciprocate the opponent in the future. Many famous strategies were also found, such as TFT (Tit-for-Tat) [11], WSLS (Win Stay, Lose Shift) [1], AoN (All-or-None) [12], and ZD (Zero-Determinant) strategies [13].

When studying direct reciprocity, the most important process is to compute the payoff. For the simplest case, two-player two-action games (e.g. the repeated prisoner’s dilemma), the computation is greatly simplified if one assumes that the player’s action only depends on the last round, which is also known as memory-1 strategies. In each round, each player has two choices of action, cooperating (C) and defecting (D). Thus, there are four possible outcomes in each round, i.e., CC, CD, DC, DD. Each player behaves on the condition of the outcome of the last round. Thus it forms a Markov chain with four states. Traditionally, we need to compute the stationary distribution of this Markov chain to calculate players’ payoffs. However, for a multiplayer game, although one assumes each player still has two choices of action, the corresponding Markov chain
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has $2^n$ states for an $n$-player game. The number of states explodes exponentially as the number of players increases. Due to this complexity of computation, most of the prior studies about the evolution of cooperation in repeated multiplayer games are based on simulations [18, 19] or experiments [20], not theoretical analysis. Hilbe et al also explained in [21]: “This lack of research may be due to the higher complexity: the mathematics of repeated n-player dilemmas seems to be more intricate, and numerical investigations are impeded because the time to compute payoffs increases exponentially in the number of players.”

In this paper, we propose a state-clustering method to calculate the long-term payoffs in repeated multiplayer games. Using this method, the time of computing payoffs decreases drastically. Traditionally, for an $n$-player game, the computing time explodes exponentially as $n$ grows. However, our method reduces it to a square rate. We use this method to explore the evolution of cooperation in repeated multiplayer public goods games as an example. In both finitely and infinitely repeated games, large groups hinder the evolution of cooperation. Using this example, we would like to open the door to the evolution of cooperation in multiplayer games.

2 Model

Here we consider a population with $N$ players. In each time step, $n$ individuals are selected to play a multiplayer game. Each individual has two choices: cooperating (C) and defecting (D). We assume that the game is symmetrical, which means one’s payoff only depends on how many players cooperate and how many players defect. Table. 1 presents the payoff structure. When there are $k$ cooperators among the $n - 1$ co-players, a cooperator can obtain $a_k$ and a defector can obtain $b_k$. For a special case of multiplayer games, linear Public Goods Game (PGG), each player can decide whether to contribute an endowment $c$ to the common pool, and the total endowment will be multiplied by a synergy factor $r$ ($1 < r < n$) and then evenly divided among $n$ players. We call the player who contributes an endowment $c$ cooperator and who does not contribute defector. Thus, we can get $a_k = (k + 1)rc/n - c$ and $b_k = krc/n$. For arbitrary $k$, a cooperator’s payoff is always lower than a defector’s, so every rational player will choose defecting, which forms a Nash equilibrium.

After one round of interaction, another round occurs with probability $\delta$ ($0 < \delta \leq 1$). A player’s strategy describes how the player acts according to the outcomes of previous rounds. Here we consider the well-known memory-1 strategies. Players’ decision of choosing cooperating or defecting only depends on the previous round. Due to the symmetry, each player only considers the number of cooperators and his own action in the last round. For example, when player A cooperates, and there are $k$ cooperators and $n - 1 - k$ defectors among the co-players in the last round, player A will cooperate in this round with probability $p_C$ and defect with probability $1 - p_C$. In particular, a player will cooperate with probability $p_0$ in the initial round. Thus, a player’s strategy can be written as a vector $p = [p_0, p_{C0}, p_{C1}, ..., p_{Cn-1}, p_{D0}, p_{D1}, ..., p_{Dn-1}]$. Furthermore, the execution error called “trembling hands” is also considered in our model. With probability $\epsilon$, a player originally intending to cooperate (defect) chooses to defect (cooperate) by mistake. So, a strategy can be transformed to its effective strategy by $\tilde{p} = (1 - \epsilon)p + \epsilon(1 - p)$. All the following strategies in this paper have already been transformed unless otherwise specified.

Each player’s payoff is the average payoff over all rounds. If $\delta = 1$, we say this game is infinitely repeated, then a player’s long-term payoff is

$$\pi = \lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \pi(t),$$

(1)

where $\pi(t)$ is the player’s payoff in round $t$. If $0 < \delta < 1$, this game is finitely repeated. The game will proceed $1/(1 - \delta)$ rounds on average. Thus, a player’s long-term payoff is

$$\pi = (1 - \delta) \sum_{t=1}^{\infty} \delta^t \pi(t).$$

(2)
Table 1: Payoffs of symmetrical multiplayer games. For a symmetrical multiplayer game, the payoff of each player depends on his own action and the number of cooperators among his co-players. If \( k \) co-players cooperate, a cooperator will get \( a_k \) and a defector will get \( b_k \).

| number of cooperators among co-players | 0 | 1 | \( \ldots \) | \( k \) | \( \ldots \) | \( n-1 \) |
|---------------------------------------|---|---|\( \cdots \)|\( \ddots \)|\( \cdots \)|\( \ldots \) |
| cooperator’s payoff                   | \( a_0 \) | \( a_1 \) | \( \cdots \) | \( a_k \) | \( \cdots \) | \( a_{n-1} \) |
| defector’s payoff                    | \( b_0 \) | \( b_1 \) | \( \cdots \) | \( b_k \) | \( \cdots \) | \( b_{n-1} \) |

3 Results

The state-clustering method of calculating payoffs. Consider a multiplayer game with \( n \) players. Each player has two actions: cooperation (C) and defection (D). Thus, there are \( 2^n \) action profiles. Each action profile is a Markov chain’s state. The transition probability from one state to another is depicted by every player’s strategy. Traditionally, to get every player’s payoff, we need to calculate the stationary distribution of this Markov chain, whose probability transition matrix \( M \) is \( 2^n \) dimensional. As the number of players increases, the time of computation explodes exponentially, which makes computation intractable.

Here, we discover a new method which could efficiently compute the players’ payoffs in repeated multiplayer games, making it possible to theoretically study the evolution of cooperation. In evolution, if mutations are rare, there are at most two strategies in the population \([22, 23, 24]\). Thus, here we only consider the payoff when there are two strategies. The case of multiple strategies is investigated in Supplementary Information. If we only consider two strategies \( p \) and \( q \), due to the symmetry, some states actually have the same property. In each round, each player can choose cooperation or defection, and players can also be categorized by strategies into two types: \( p \) players and \( q \) players. Thus, there are four types of players in each round: \( p \) player who cooperates, \( p \) player who defects, \( q \) player who cooperates, and \( q \) player who defects. As long as two states have the same number of these four types, the two states are undifferentiated. It means the Markov chain can be simplified. For convenience, we set the player whose payoff we want to compute as the focal player. For example, although the states

\[
\begin{pmatrix}
C \\
C D D D D \ \\
C C C D D
\end{pmatrix}
\]

are different, the payoff of the focal player is the same in this round. In other words, the focal player does not care who cooperates. He only cares how many \( p \) players cooperate and how many \( q \) players cooperate. Thus, to derive the payoff of a focal player, we can merge these states which have the same number of cooperators among \( p \) players and \( q \) players into one state (Fig. 1). In a game with \( n \) players, we suppose there are \( k \) players who adopt strategy \( p \). Then, a reduced Markov chain’s state consists of three elements: the action of the focal player, the number of cooperators among \( p \) players, and the number of cooperators among \( q \) players. We use \( ACP_C^x C_q^y \) to denote a Markov state, where \( A \in \{C, D\} \). It means the focal player adopts \( A \) and there are \( x \) cooperators among \( p \) players and \( y \) cooperators among \( q \) players.

By doing this reduction, the number of the Markov chain’s states is reduced from \( 2^n \) to \( 2(k+1)(n-k) \), varying with the number of cooperators present in the group. To give the transition probability between two states, we first define a map \( f : \{C, D\} \rightarrow \{0, 1\} \), which satisfies \( f(C) = 1 \) and \( f(D) = 0 \). If we want to calculate a \( p \) player’s payoff, we just set that the focal player adopts strategy \( p \). Then, the transition probability from state \( ACP_C^x C_q^y \) to \( A'C_P^x C_q^y \) can be calculated (see Methods). That is

\[
\left[1 - f(A') - pAx+y\right] \left[\sum_{j=0}^{x'} \binom{x'}{j} p_C(x+y-1+f(A)) \left(1 - pC(x+y-1+f(A))\right)^{x-j} \left(k-x\right)\binom{k-x}{x-j} p_D(x+y+f(A)) \left(1 - pD(x+y+f(A))\right)^{(k-x)-(x'-j)} \right] \left[\sum_{j=0}^{y'} \binom{y'}{j} q_C(x+y-1+f(A)) \left(1 - qC(x+y-1+f(A))\right)^{y-j} \left(n-k-1-y\right)\binom{n-k-1-y}{y'-j} q_D(x+y+f(A)) \left(1 - qD(x+y+f(A))\right)^{(n-1-k-y)-(y'-j)} \right].
\]
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\[
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When we want to calculate $q$ player’s payoff, we just set that the focal player adopts strategy $q$, and the transition probability is similar. Compared to computing a stationary distribution of a Markov chain with $2^n$ states, a Markov chain with $2(k+1)(n-k)$ states is much more tractable (Fig. 1). Collecting all transition probabilities, we get the transition matrix $M'$. For non-zero $\epsilon$ and $\delta$, there is a unique average distribution $v$ over all states. We denote the marginal distribution of state $ACpCxqCy$ as $v_{ACpCxqCy}$. Then, the payoff of the focal player (see Methods) is

$$\pi = \sum_{x,y} v_{CCpCy} a_{x+y} + \sum_{x,y} v_{DCpCy} b_{x+y},$$

where $v = (1 - \delta)v(0)[I - \delta M']^{-1}$. Particularly, if $\delta = 1$, $v$ is the stationary distribution of $M'$, i.e., $vM' = v$. In Supplementary Information, we have proved our method is equivalent to the traditional method.

**Evolution of cooperation in repeated public goods games.** Traditionally, the evolution of repeated multiplayer games is often studied by simulations or experiments. Using our method, we can explore the evolution of cooperation in this case theoretically. We consider a mutation-selection process [3] in a population consisting of $N$ players. In each time step, two players $X$ and $Y$ are randomly chosen. Player $X$ has a chance to update his strategy. With probability $\mu > 0$, mutations occur and $X$ adopts an arbitrary memory-1 strategy equiprobably. With supplementary probability $1 - \mu$ no mutation take place. Player $X$ imitates $Y$’s strategy with probability

$$1 + \exp [s (P_X - P_Y)] \right)^{-1},$$

where $s = \frac{1}{2} (1 - \delta) v(0)[I - \delta M']^{-1}$. Particularly, if $\delta = 1$, $v$ is the stationary distribution of $M'$, i.e., $vM' = v$. In Supplementary Information, we have proved our method is equivalent to the traditional method.

**Figure 1:** An illustration of the reduced transition matrix. Take the repeated game with five players as an example. Suppose two players adopt $p$ (“blue” players) and two players adopt $q$ (“green” players) in addition to the focal player (“orange” player). Traditionally, we record all players’ actions in a round as a state. Each player can choose cooperation or defection, so there are $2^n$ states in total. However, some states are undifferentiated. For example, there are four states which both have one cooperator among $p$ players and one cooperator among $q$ players. The transition probabilities from these four states to any states are equal. Thus, we can combine these four outcomes into one state (A). The dimension of the transition matrix slumps after this combination (B).
where $s$ is the selection intensity. Larger $s$ means payoffs are more important for the success of evolution.

When mutations are rare, a mutant will take over the whole population or become extinct before another mutation occurs. Thus, there are at most two strategies among the population. The probability that a mutant invades and takes over the whole population is called fixation probability [24], denoted by $\rho$. We explore the evolution of cooperation using the stochastic evolutionary dynamics of Imhof and Nowak [25]. Initially, all individuals are set to adopt a strategy randomly picked up from the memory-1 strategy space. After that, a mutant which is uniformly drawn from the space of memory-1 strategies is introduced to the population. The mutant will either take over the whole population with probability $\rho$ or become extinct with probability $1 - \rho$. Then, the population becomes homogeneous again. At this time, another mutant is introduced to attempt to invade the whole population and the algorithm enters the next cycle.

We first compute the cooperation rate (Fig. 2A, B). Increase in $r/n$, the ratio of synergy factor to group size, boosts cooperation for all group sizes but to different degrees. For large group size, cooperation rate rises but in a gentle rate. Raising $r/n$ can lead to substantial cooperation rate for small group size. This result implies that more than linearly increasing synergy factors is required to achieve the same cooperation rate as group size grows, further confirming that large group hinders the evolution of cooperation. Here we provide some intuitions: If the synergy factor is large, a small number of partners can bring considerable benefits to all players. But if the synergy factor is small, more participants are necessary in order to bring high benefits to all players. Thus, large $r$ gives players incentives to defect but small $r$ gives players incentives to cooperate.

We further compute the average resident strategies with 2, 5 and 10 players respectively (Fig. 2C-H). In all cases, players tend to be highly cooperative when their co-players have carried out the same action in the previous round, and tend to be defective when their co-players choose different actions. This property is similar to All-or-None strategy to some extent. This result holds both in finitely or infinitely repeated games. However, some prior studies also show that in repeated games, generous ZD is the most robust strategy [26], rather than All-or-None. Then we show the distance between the average resident strategies and the two well-known strategies. We use the squared Euclidean distance of two strategies to measure the similarity between them. Fig. 3 shows the average resident strategies’ distances from generous ZD strategy and from All-or-None strategy. In both finitely and infinitely repeated games, the average resident strategy shows a higher level of similarity to generous ZD, consistent with the result reported in [26]. These results are also robust to discounted factors, synergy factors and distributions over which mutants are drawn from (Supplementary Information).

4 Discussion

Direct reciprocity is a well-known mechanism for the evolution of cooperation. Most prior studies concentrated on two-player games, such as the prisoners’ dilemma game, the snowdrift game. For multiplayer games, prior studies are mainly based on simulations or experiments. Theoretical analysis is little. This is due to the complexity of calculating payoffs. As the number of players increases, the complexity of calculating payoffs increases exponentially.

Here, under the general assumption of symmetrical games [27, 28, 21], we develop a new efficient method, which could reduce the computation complexity remarkably. When mutations are sufficiently rare, there are at most two strategies among the population, denoted by $p$ and $q$. Using symmetry, in each state, we only need to record the number of cooperators among $p$ players and $q$ players respectively. By doing this, we reduce the number of Markov chain’s states from $O(2^n)$ to $O(n^2)$, where $n$ is the number of players in a game. Furthermore, if there are $m$ strategies, the number of states is $O(n^m)$, which is still lower than $2^n$. We performed simulations to compare the time of computing a 10-player repeated game in Fig. 2. Using the traditional methods, it takes at least two weeks, but our method only needs 7 hours. Thus, our method makes it possible to compute the payoffs in multiplayer games with large groups.

Using this method, we investigate the evolution of cooperation in repeated public goods games as an example. We find that the increasing number of participants in a public goods game hinders the evolution of cooperation. This result is also illustrated in [29]. In addition, previous findings show that the most abundant strategy in repeated public good games is All-or-None. However,
Figure 2: Evolution of cooperation in repeated Public Goods Game. We consider two scenarios: infinitely repeated Public Goods Game (upper) and finitely repeated Public Goods Game with $\delta = 0.85$ (lower). To study the impact of group size on the evolution of cooperation, we used the stochastic evolutionary dynamics of Imhof and Nowak [25]. Each mutant strategy is uniformly chosen from the memory-1 strategy space. We introduce $10^6$ mutant strategies to each simulation and performed 10 independent runs. (A, B) When the synergy factor is small, large group can promote the evolution of cooperation. However, when the synergy factor is large, large groups do not support the evolution of cooperation. (C-H) The average strategies during simulations for $n = 2$ (C, D), $n = 5$ (E, F) and $n = 10$ (G, H). Color bars show the average cooperation probabilities and error bars portray the standard error. In all cases, players would cooperate with a high probability if most players cooperate or defect in the previous round. Players defect with a high probability if a medium number of players cooperate in the previous round. Parameters: $c = 1$, $r/n = 0.85$, $N = 100$, $\epsilon = 0.01$ and $s = 1$.

In our findings, the most leading strategies are more similar to the generous ZD strategy. The difference is worthy of further study to elucidate.

This method gives an efficient way to compute the payoff and cooperation rate in multiplayer games. We hope this approach of payoff calculation could pave the way to exploring the evolutionary dynamics in repeated multiplayer games.

5 Methods

In the following, we provide a more technical summary of our method to calculate the long-term payoffs under the assumption of low mutations. The derivation without the assumption of low mutations is in Supplementary Information. This section consists of three parts: i) derivations of the reduced transition matrix, ii) how to use reduced transition matrix to calculate the long-term payoffs in both infinitely and finitely repeated multiplayer games, and iii) how to use reduced transition matrix to compute the cooperation rates.

Derivations of reduced transition matrix. The transition matrix plays a critical role in calculating long-term payoffs of both discounted and undiscounted repeated multiplayer games. The transition matrix $M$ collects all transition probabilities between any two states. Traditionally, each state is written as $\{(A_1, ..., A_n) | A_i \in \{C, D\}\}$, where $A_i$ is the action of player $i$. Thus, the dimension of transition matrix $M$ is $2^n$, which increases exponentially in the group size $n$. Computing payoff needs to calculate the left eigenvector of this matrix, which is intractable when the group size $n$ is large.

Under the limit of rare mutations, there are at most two different strategies $p$ and $q$ in the population, where $p = [p_0, p_{C0}, ..., p_{Cn-1}, p_{D0}, ..., p_{Dn-1}]$ and $q = [q_0, q_{C0}, ..., q_{Cn-1}, q_{D0}, ..., q_{Dn-1}]$. 
Here, $p_{ck}$ ($p_{dk}$) denotes the probability that the focal player cooperates in this round when he cooperates (defects) and $k$ of his co-players cooperate in the last round. We emphasize that due to the symmetry, some states can be combined into one state. For a focal player, only the number of cooperators among his co-players can affect his payoff. Who cooperate and who defect does not matter. Thus, for a focal player, we use $AC_P C_y^n$ to denote a state. Here, $A \in \{C, D\}$ is the focal player’s action, and $C_P$ ($C_y^n$) means there are $x$ ($y$) of his co-players who adopt $p$ ($q$) cooperating.

Here, the states are constructed in the view of a focal player. The transition probability between two states is determined by the focal player’s strategy and how many cooperators among his co-players cooperate. Collecting all these transition probabilities, we obtain a reduced Markov chain. To compute the focal player’s payoff, we need to calculate this Markov chain’s stationary distribution. Due to the symmetry, we only need to solve two Markov chains: the focal player adopts strategy $p$ and $q$.

Suppose $k$ of the focal player’s co-players adopt strategy $p$ and $n - 1 - k$ co-players adopt $q$. Then, we will give the transition probability from state $AC_P C_y^n$ to $A'C_y^n C_y^n$. For convenience, we first introduce a function $f$ with $f(C) = 1$ and $f(D) = 0$. At state $AC_P C_y^n$, if the focal player adopts strategy $p$, he will cooperate in the next round with probability $p_{A(x+y)}$. The probability that the focal player’s action changes from $A$ to $A'$ is

$$1 - f(A') - p_{A(x+y)}.$$ (8)

Suppose there are $x$ cooperators among $p$ co-players. The probability that the number of cooperators changes to $x'$ is

$$\sum_{j=0}^{x'} \binom{x}{j} p_{C(x+y-1+f(A))} \left(1 - p_{C(x+y-1+f(A))}\right)^{x-j} \binom{k-x}{x'-j} q_{D(x+y+f(A))} \left(1 - q_{D(x+y+f(A))}\right)^{(k-x)-(x'-j)}.$$ (9)

Suppose there are $y$ cooperators among $q$ co-players. The probability that the number of cooperators changes to $y'$ is

$$\sum_{j=0}^{y'} \binom{y}{j} q_{C(x+y-1+f(A))} \left(1 - q_{C(x+y-1+f(A))}\right)^{y-j} \binom{n-k-1-y}{y'-j} p_{D(x+y+f(A))} \left(1 - p_{D(x+y+f(A))}\right)^{(n-1-k-y)-(y'-j)}.$$ (10)

Figure 3: **Distances between the average strategies and some important memory-1 strategies.** Two scenarios are considered: infinitely repeated public goods game (A) and finitely repeated public goods game (B). We use the Euclidean distance to measure the similarity of the two strategies. In both cases, the distances between the average strategies and generous ZD strategies are closer than between AoN, especially in large groups. The parameters in (A) and (B) are the same as Fig 2.
Thus, if the focal player adopts strategy $p$, the transition probability from state $ACPC^{a}_y$ to $A'C^{a}'C^{b}_y$ is the product of Eq. 8, Eq. 9, and Eq. 10. Then, we obtain Eq. 5. Collecting all these transition probabilities, we get the reduced transition matrix $M'$.

**Long-term payoffs in infinitely and finitely repeated multiplayer games.** We have reduced the dimension of the transition matrix by combining certain states into one state. Now, we will show how to use the transition matrix to calculate payoffs.

Let’s begin with infinitely repeated multiplayer games. With the assumption of a trembling hand, all states are ergodic. As a result, the reduced transition matrix $M'$ has a unique left eigenvector $v$ corresponding to eigenvalue 1. Each element of $v$, $v_{ACPC^{a}_y}$, is the probability the focal player finds himself in the state $ACPC^{a}_y$. Therefore, the payoff of the focal player is

$$\pi = \sum_{x,y} v_{CCP^{a}C^{a}_y}a_{x+y} + \sum_{x,y} v_{DCP^{a}C^{a}_y}b_{x+y}. \quad (11)$$

Then, we calculate long-term payoffs in finitely repeated multiplayer games. Let $v$ denote the mean distribution of reduced states. Each element of $v$, $v_{ACPC^{a}_y}$, represents the probability that the focal player lies in the state $ACPC^{a}_y$. The mean distribution $v$ is given by

$$v = \sum_{t=0}^{\infty} (1 - \delta)\delta^t v(t)$$

where $v(t)$ represents the distribution of states at time $t$. We can calculate the explicit form of $v$ according to

$$v = \sum_{t=0}^{\infty} (1 - \delta)\delta^t v(t)$$

$$= (1 - \delta)v(0) + \sum_{t=1}^{\infty} (1 - \delta)\delta^t v(t)$$

$$= (1 - \delta)v(0) + \sum_{t=0}^{\infty} (1 - \delta)\delta^{t+1} v(t + 1)$$

$$= (1 - \delta)v(0) + \delta \sum_{t=0}^{\infty} (1 - \delta)\delta^t v(t)M'$$

$$= (1 - \delta)v(0) + \delta vM',$$

which is known as the Bellman equation. Here, $v(0)$ is the initial distribution of the reduced states. If the focal player applies the strategy $p$, the element of $v$ satisfy $v_{CCP^{a}C^{a}_y}(0) = p_0(1 - p_0)^{k-x}(1 - q_0)^{n-k-1-y}$ and $v_{DCP^{a}C^{a}_y}(0) = (1 - p_0)(1 - p_0)^{k-x}(1 - q_0)^{n-k-1-y}$. We can also obtain the initial distribution for the case the focal player applies $q$ analogously. Solving Eq. 12, we can get the explicit form of the mean distribution $v$

$$v = (1 - \delta)v(0)\begin{pmatrix} 1 & -\delta M' \end{pmatrix}^{-1}, \quad (13)$$

where $I$ is the identity matrix with the same dimension as $M'$ and $(\cdot)^{-1}$ represents the inverse of a matrix. Substituting the results of Eq. 13 to Eq. 11, we get long-term payoffs in finitely repeated multiplayer games.

**Cooperation rate of memory-1 strategies.** Another application of reduced transition matrices is to improve the efficiency of computing the cooperation rates of strategies. The cooperation rate of a memory-1 strategy $p$ is defined as the average cooperation rate of the group where all players apply $p$. Given the mean distribution of outcomes, the cooperation rate is written as

$$\eta_p = \sum_{x} v_{CCP^{a}} \frac{x+1}{n} + \sum_{x} v_{DCP^{a}} \frac{x}{n}. \quad (14)$$

The dimension of $M'$ is $2n$, which increases linearly with the number of players.
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Supplementary Information for
State-clustering method of payoff computation in repeated multiplayer games

Fang Chen, Te Wu, Guocheng Wang and Long Wang

In the following, we provide detailed derivations and proofs of our method to calculate the long-term payoffs for both infinitely and finitely repeated multiplayer games. We prove that our method is not confined to the assumption of low mutations but still works in the repeated games where more than two strategies are available. Moreover, we report further results to show the robustness of our findings. In Section 1, we give a full description of repeated multiplayer games and memory-1 strategies. Section 2 provides the details of calculating the long-term payoffs with two or more strategies. Finally, the appendix contains the proofs of all theorems.

1 Repeated multiplayer games and memory-1 strategies.

Consider a repeated multiplayer game with a group of $n \geq 2$ players. In each round, players can choose an action from their action set $A = \{C, D\}$. Here, $C$ represents cooperation and $D$ means defection. Assume the multiplayer game is symmetrical such that a player’s payoff only depends on his action and the number of cooperators among his co-players. If there are $j$ cooperators among other players, a cooperator gets $a_j$ and a defector obtains $b_j$ (fig. 1). In this paper, we pay attention to the evolution of cooperation in multiplayer social dilemma, for which the following three conditions are necessary:

i) players always prefer their co-players to cooperate, i.e. $a_{j+1} \geq a_j$ and $b_{j+1} \geq b_j$,

ii) a defector gets strictly more than a cooperator in any cases, i.e. $b_{j+1} > a_j$,

iii) mutual cooperation is favoured over mutual defection, i.e. $a_{n-1} > b_0$.

Public Goods Game is a special case of multiplayer social dilemma. The action of contributing an endowment $c > 0$ to a common pool is regarded as cooperation. Total contributions in the common pool are multiplied by a synergy factor $r$ with $1 < r < n$ and then evenly divided to each player. Thus, a cooperator’s payoff is $a_j = (j+1)rc/n - c$ and a defector’s is $b_j = jrc/n$ when there are $j$ cooperators among the rest.

Table 1: Payoffs of multiplayer games. Consider a symmetrical $n$-player game in which each player either cooperates or defects. The payoff of each player depends on his own action and the number of cooperators among his co-players. If $j$ co-players cooperate, a cooperator will get $a_j$ and a defector will obtain $b_j$.

| number of cooperators among co-players | 0 | 1 | $\cdots$ | $j$ | $\cdots$ | $n-1$ |
|----------------------------------------|---|---|----------|---|----------|
| cooperator’s payoff                    | $a_0$ | $a_1$ | $\cdots$ | $a_j$ | $\cdots$ | $a_{n-1}$ |
| defector’s payoff                      | $b_0$ | $b_1$ | $\cdots$ | $b_j$ | $\cdots$ | $b_{n-1}$ |

When a round of game terminates, another round occurs with a constant probability $\delta > 0$. If $0 < \delta < 1$, the game will be played for finite rounds with the average rounds $1/(1-\delta)$. For $\delta = 1$,
the game will proceed infinitely. Let \( h = (A_1, ..., A_n) \in \mathcal{A}^n \) denote the state which contains all players’ actions in a round. \( \mathcal{H} \) denotes the set of all possible states. A memory-1 strategy tells players how to act in the next round according to the state in the previous round. For a symmetrical repeated multiplayer social dilemma, a memory-1 strategy can be written as a vector

\[
p = (p_0, p_{C0}, ..., p_{Cn-1}, p_{D0}, ..., p_{Dn-1}), \tag{S1}
\]

where \( p_{Ak} \) is the probability that the focal player cooperates if his action is \( A \) and \( k \) co-players cooperate in the previous round. \( p_0 \) is the initial cooperation probability of the focal player in the first round. Suppose players do not execute their actions perfectly but are subject to a “trembling hand”: when a player means to cooperate (defect), he defects (cooperates) by mistakes with a probability \( \epsilon \). For a player with strategy \( p \), his effective strategy becomes \((1 - \epsilon)p + \epsilon(1 - p)\). Such assumption guarantees all states are accessible, which is necessary when computing the expected payoffs during the iterated games.

2 Long-term payoffs

Given all players’ strategies, long-term payoffs during iterated interactions can be calculated explicitly. The repeated game can be modeled as a Markov chain. We use \( \mathbf{p}^i = (p_{0i}, p_{C0i}, ..., p_{Cn-1i}, p_{D0i}, ..., p_{Dn-1i}) \) to denote the strategy of player \( i \) and \( \sigma \) to denote the total number of cooperators in state \( h \). The transition probability from \( h = (A_1, ..., A_n) \) to \( h' = (A_1', ..., A_n') \) is given by product

\[
m_{h,h'} = \prod_{i=1}^{n} u_i, \tag{S2}
\]

where

\[
u_i = \begin{cases} 
(1 - \epsilon)p_{C\sigma-1} + \epsilon(1 - p_{C\sigma-1}), & \text{if } A_i = C \text{ and } A_i' = C \\
(1 - \epsilon)p_{D\sigma} + \epsilon(1 - p_{D\sigma}), & \text{if } A_i = D \text{ and } A_i' = C \\
\epsilon p_{C\sigma-1} + (1 - \epsilon)(1 - p_{C\sigma-1}), & \text{if } A_i = C \text{ and } A_i' = D \\
\epsilon p_{D\sigma} + (1 - \epsilon)(1 - p_{D\sigma}), & \text{if } A_i = D \text{ and } A_i' = D 
\end{cases}
\]

Let \( \mathbf{v}(t) = (v_h(t))_h \) denote the distribution vector of all states at time \( t \). Collecting all probabilities in Eq. \( \text{S2} \) we get the \( 2^n \times 2^n \) transition matrix \( \mathbf{M} = (m_{h,h'}) \). The distribution of states at time \( t + 1 \) is \( \mathbf{v}(t + 1) = \mathbf{v}(t)\mathbf{M} \). For finitely repeated game, the mean distribution of \( \mathbf{v}(t) \), denoted by \( \mathbf{v} \), is given by

\[
\sum_{t=0}^{\infty} (1 - \delta)^t \mathbf{v}(t), \tag{S3}
\]
where \((1 - \delta)\delta^t\) can be interpreted as the probability that the game proceeds for \(n\) rounds.

According to Bellman equation \([2]\), Eq. \(S3\) becomes

\[
v = \sum_{t=0}^{\infty} (1 - \delta)\delta^t v(t)
\]

\[
= (1 - \delta)v(0) + \sum_{t=1}^{\infty} (1 - \delta)\delta^t v(t)
\]

\[
= (1 - \delta)v(0) + \sum_{t=0}^{\infty} (1 - \delta)\delta^t v(t+1)
\]

\[
= (1 - \delta)v(0) + \delta \sum_{t=0}^{\infty} (1 - \delta)\delta^t v(t)M
\]

\[
= (1 - \delta)v(0) + \delta vM,
\]

where \(v(0) = \prod_{i=1}^{n} p_i^0\) is the initial distribution of states. Solving Eq. \(S4\) we obtain the mean distribution \(v(t)\) as

\[
v = (1 - \delta)v(0)(I - \delta M)^{-1},
\]

where \(I\) is the identity matrix with the same dimension as \(M\). If the game proceeds for infinite rounds, the mean distribution of \(v(t)\) is the unique left eigenvector of the transition matrix \(M\), that is,

\[
v = vM.
\]

Therefore, the expected long-term payoff of player \(i\) is given by

\[
\pi_i = \sum_{h \in \mathcal{H}} \nu_h s_h,
\]

where \(s_h\) is the payoff of player \(i\) in \(h\).

Given the mean distribution \(v\), we can also compute the cooperation rate of a strategy. The cooperation rate of a strategy is defined as the cooperation rate if all players in the group apply this strategy. Thus, the cooperation rate of a strategy is

\[
\eta_p = \sum_{h \in \mathcal{H}} \frac{\sigma}{n} \nu_h.
\]

Given the transition matrix, it seems not difficult to compute the players’ payoffs. However, note that the dimension of \(M\) increases exponentially as the group size \(n\) grows. For a repeated game with 20 players, it is impossible for a personal computer to calculate long-term payoffs since we need to solve the inverse of a square matrix of order \(2^{20} = 1048576\). It’s also difficult to study the evolution of cooperation in a group with 10 players as the process of solving inverse is repeated for numerous times. Here, we propose a state-clustering technique to reduce the dimension of the transition matrix. In the following, we shall introduce detailed derivations of the reduced transition matrix with and without the limit of low mutations.
2.1 State-clustering technique with the limit of low mutations

Let’s begin with the case that the mutations are rare, where a population contains at most two different strategies at the same time. Let $p$ and $q$ denote the two strategies. $AC_x^pC_y^q$ denotes the state where the focal player takes the action $A$, $x$ players cooperate among players applying $p$ and $y$ players cooperate among those adopting $q$. For convenience, we introduce a map $f : A \rightarrow \mathbb{R}$ with $f(C) = 1$ and $f(D) = 0$. If the state in the previous round is $AC_x^pC_y^q$, the focal player with $p$ ($q$) cooperates with probability $p_{Ax+y}$ ($q_{Ax+y}$). The $p$-players who cooperate (defect) in the previous round will cooperate in the next round with probability $p_{Cx+y-1+f(A)}$ ($p_{Dx+y+f(A)}$). Similarly, the $q$-players who cooperate (defect) in the previous round will cooperate with probability $q_{Cx+y-1+f(A)}$ ($q_{Dx+y+f(A)}$). Suppose $k$ players apply $p$ and $n - 1 - k$ players adopt $q$ apart from the focal player. Let $AC_x^pC_y^q$ where $A \in \mathcal{A}$, $x \in \{0, 1, \ldots, k\}$ and $y \in \{0, 1, \ldots, n - 1 - k\}$ represent the state of the Markov chain. The transition probability from $AC_x^pC_y^q$ to $AC_{x'}^pC_{y'}^q$ is given by

$$
|1 - f(A') - p_{Ax+y}| \left[ \sum_{x' = 0}^{x} \binom{x}{j} p_{Cx+y-1+f(A)}^j \left(1 - p_{Cx+y-1+f(A)}\right)^{x-j} \right] \left(1 - p_{Dx+y+f(A)}\right)^{k-x-(x'-j)} \left[ \sum_{y' = 0}^{y} \binom{y}{j} q_{Cx+y-1+f(A)}^j \left(1 - q_{Cx+y-1+f(A)}\right)^{y-j} \right] \left(1 - q_{Dx+y+f(A)}\right)^{(n-1-k-y)-(y'-j)}
$$

(S9)

for the focal player with $p$. We can also get the transition probability by substituting $p_{Ax+y}$ by $q_{Ax+y}$ if the focal player adopts $q$. Here, $|a|$ is the absolute value of $a$. $j$ represents the number of players who cooperate in both present and previous rounds. Collect all probabilities in Eq. S9 into a transition matrix $M'$ of order $2(k+1)(n-k)$. The dimension of the reduced transition matrix $M'$ reaches the maximum $2([\frac{n-1}{2}] + 1)(n - [\frac{n-1}{2}])$ at $k = [\frac{n-1}{2}]$, which increases with the group size at a square rate rather than an exponential rate. Let $\mu_{AC_x^pC_y^q}$ denote the average frequency that states $AC_x^pC_y^q$ occurs during iterated interactions. In finitely repeated multiplayer game, the mean distribution $\mu$ is

$$
\mu = (1 - \delta)\mu(0)[I - \delta M']^{-1},
$$

according to the Bellman equation. Here $\mu(0)$ is the initial distribution of $AC_x^pC_y^q$ and each element can be written as

$$
\mu_{AC_x^pC_y^q}(0) = |1 - f(A) - p_0| \binom{k}{x} p_0^x (1 - p_0)^{k-x} \binom{y}{y'} q_0^{y'} (1 - q_0)^{n-1-k-y},
$$

for the focal player with $p$. For infinitely multiplayer game, $\mu$ is given by the unique left eigenvector of $M'$. Let $\mathcal{A}_{Ax+y} \subseteq \mathcal{H}$ denote the set of the Markov chain $M'$s states where the focal player takes action $A$, $x$ players cooperate among players applying $p$ and $y$ players cooperate among those with $q$. We prove the $v$ and $\mu$ are related as follows.
Theorem 1. For a repeated symmetrical game as shown in Tab. 1, the mean distribution of state $h$ and the mean distribution of states $ACP_{C_y}^y$ are related as follows:

$$
\mu_{ACP_{C_y}^y} = \sum_{h \in A \times y} \nu_h, \quad (S10)
$$

for any $A \in \{C, D\}$, $x \in \{0, \ldots, k\}$ and $y \in \{0, \ldots, n-1-k\}$ in both infinitely and finitely repeated games.

Given the mean distribution $\mu$, we can also calculate the payoff of each player and cooperation rates of strategies. The long-term payoffs of player $i$ is given by

$$
\pi_i = \sum_{x,y} \mu_{C(C)^x} a_{x+y} + \sum_{x,y} \mu_{D(C)^x} b_{x+y}. \quad (S11)
$$

The cooperation rate of strategy $p$ can be obtained by

$$
\sum_{x,y} \mu_{C(C)^x} \frac{x+1}{n} + \sum_{x,y} \mu_{D(C)^x} \frac{x}{n}. \quad (S11)
$$

Therefore, the following two corollaries hold.

**Corollary 1.** For a repeated symmetrical game as shown in Tab. 1, the long-term payoffs calculated by transition matrix $M$ and reduced transition matrix $M'$ are the same under the limit of low mutations.

**Corollary 2.** For a repeated symmetrical game as shown in Tab. 1, the cooperation rates of a strategy calculated by transition matrix $M$ and reduced transition matrix $M'$ are the same under the limit of low mutations.

### 2.2 State-clustering technique without the limit of rare mutations

Next, let’s calculate the reduced transition matrix without the limit of rare mutations. Suppose there are $m$ strategies in the population and let $p^{(i)} = (p^{(i)}_{C_0}, \ldots, p^{(i)}_{C_{n-1}}, p^{(i)}_{D_0}, \ldots, p^{(i)}_{D_{n-1}}), i \in \{1, 2, \ldots, m\}$ denote these strategies. We can group the states of the Markov chain into $A_{x_1}^{x_1} \cdots A_{x_m}^{x_m}$, where $A$ is the action of the focal player and $A_{x_i}^{x_i}$ represents $x_i$ players cooperate among those with $p^{(i)}$. Suppose there are $k_i$ players applying strategy $p^{(i)}$ and $\sum_{i=1}^{m} k_i = n-1$. The transition probability from the state $A_{x_1}^{x_1} \cdots A_{x_m}^{x_m}$ to the state $A_{x'_1}^{x'_1} \cdots A_{x'_m}^{x'_m}$ is

$$
\left[1 - f(A') - \frac{\pi^{(i)}_{A_{x+y}}} {\pi^{(i)}_{A_{x+y}} \prod_{i=1}^{m} \sum_{j=0}^{x'_i-j} (p^{(i)}_{C_{x+y}+1-f(A)})^j \left(1 - p^{(i)}_{D_{x+y}+1+f(A)} \right)} \right] \frac{\sum_{i=1}^{m} \sum_{j=0}^{x'_i-j} (p^{(i)}_{C_{x+y}+f(A)})^{x'_i-j} \left(1 - p^{(i)}_{D_{x+y}+f(A)} \right)}{(k_i-x_i)^{x'_i-j} (1-k_i-x_i)} \quad (S11)
$$

for the focal player with $p^{(i)}$. Collect all probabilities in Eq. (S11) into a transition matrix $M''$ of order $2 \prod_{i=1}^{m} (k_i + 1)$. The number of reduced states is less than that of $M$ unless $m \geq n$. Thus,
our method can also reduce the dimension of transition matrix even when there are multiple strategies.

Let \( \nu \) denote the mean distribution of \( AC_{x_1}^{p(1)} \cdots C_{x_m}^{p(m)} \). \( \nu \) is given by

\[
\nu = (1 - \delta)\nu(0)[I - \delta M'']^{-1}.
\]

in the finitely repeated games. \( \nu \) satisfies

\[
\nu = \nu M''
\]

in the infinitely repeated games. Here, \( I \) is the identity matrix of order \( 2 \prod_{i=1}^{m} (k_i + 1) \). \( \nu(0) \) is the initial distribution of \( AC_{x_1}^{p(1)} \cdots C_{x_m}^{p(m)} \) and each element is

\[
\nu AC_{x_1}^{p(1)} \cdots C_{x_m}^{p(m)}(0) = \left| 1 - f(A) - p_0^{(i)} \right| \prod_{i=1}^{m} (k_i) (p_0^{(i)}) x_i \left( 1 - p_0^{(i)} \right)^{k_i - x_i}.
\]

Let \( A_{Ax_1 \cdots x_m} \) denote the set of the states where the focal player takes the action \( A \) and \( x_i \) players cooperate among those applying \( p^{(i)} \). The following relationship between \( \nu \) and \( v \) holds.

**Theorem 2.** For a repeated symmetrical game as shown in Tab. 7, the mean distribution of states \( h \) and the mean distribution of states \( AC_{x_1}^{p(1)} \cdots C_{x_m}^{p(m)} \) are related as follows:

\[
\nu AC_{x_1}^{p(1)} \cdots C_{x_m}^{p(m)} = \sum_{h \in A_{Ax_1 \cdots x_m}} v_h,
\]

for any \( A \) and \( x_i \in \{0, 1, \ldots, k_i\} \) in both infinitely and finitely repeated games.

Given the mean distribution \( \nu \), the long-term payoffs of player \( i \) can be written as

\[
\pi_i = \sum_{x_1, \ldots, x_m} \left( \nu AC_{x_1}^{p(1)} \cdots C_{x_m}^{p(m)} A \sum_{j=1}^{m} x_j + \nu DC_{x_1}^{p(1)} \cdots C_{x_m}^{p(m)} B \sum_{j=1}^{m} x_j \right).
\]

Thus, we have the following corollary.

**Corollary 3.** For a repeated symmetrical game as shown in Tab. 7, the long-term payoffs calculated by transition matrix \( M \) and reduced transition matrix \( M'' \) are the same if there are \( m \) strategies available in the population.

**Appendix**

**proof of theorem 1**: 

**Proof.** We use Mathematical Induction (MI) to prove theorem 1. To do this, we first prove \( \mu_{AC_{x}^{C_y}}(0) = \sum_{h \in A_{Ax}} v_h(0) \) for any \( A \in \{C, D\} \), \( x \in \{0, \ldots, k\} \) and \( y \in \{0, \ldots, n - 1 - k\} \). Then, we prove \( \mu_{AC_{x}^{C_y}}(t + 1) = \sum_{h \in A_{Ax}} v_h(t + 1) \) holds for any \( A \), \( x \) and \( y \) if \( \mu_{AC_{x}^{C_y}}(t) = \ldots \)
\[ \sum_{h \in A_{xy}} v_h(t) \] holds for any \( A, x \) and \( y \). Finally, we prove \( \mu_{ACP_C^q} = \sum_{h \in A_{xy}} v_h \) for any \( A, x \) and \( y \) in both infinitely and finitely repeated games. Here, we only discuss the case where the focal player adopts \( p \). The other case in which the focal player applies \( q \) can be proved similarly.

When \( t = 0 \), for any state \( h \in A_{xy} \), it occurs with probability \( |1 - f(A) - p_0| p_0^k (1 - p_0) \). There are \( \binom{k}{x} \) states where \( x \) cooperators adopt \( p \) and \( \binom{n-1-k}{y} \) states where \( y \) cooperators adopt \( q \). Thus, \( \sum_{h \in A_{xy}} v_h(0) = \binom{k}{x} \binom{n-1-k}{y} |1 - f(A) - p_0| p_0^k (1 - p_0) \) occurs. There are no restrictions on \( A, x \) and \( y \), leading to that \( \mu_{ACP_C^q}(0) = \sum_{h \in A_{xy}} v_h(0) \) holds for any \( A, x \) and \( y \).

Now, we suppose

\[
\mu_{ACP_C^q}(t) = \sum_{h \in A_{xy}} v_h(t). \tag{S13}
\]

for any \( A \in \{C, D\}, x \in \{0, \ldots, k\} \) and \( y \in \{0, \ldots, n-1-k\} \). We shall prove Eq. S13 still holds at \( t + 1 \) in the following. To do this, we first prove the sum of transition probabilities from each state in \( A_{xy} \) to all states in \( A_{x'y'} \) is equal to the transition probability \( m'_{ACP_C^q} \). Select a random state \( \tilde{h} \) from \( A_{xy} \). In any state \( \tilde{h} \in A_{x'y'} \), each cooperator either cooperates or defects in the previous round. If \( j \) players with \( p \) cooperates in \( \tilde{h} \), the transition probability from \( x \) \( p \) players cooperating to \( x' \) \( p \) players cooperating is

\[
\binom{x'}{j} p_{x+y-1+f(A)}^{j} (1 - p_{x+y+1+f(A)})^{x-j} (1 - p_{x+y+f(A)})^{(k-x)-j}. \]

If \( j \) players with \( q \) cooperate in \( \tilde{h} \), the transition probability from \( y \) \( q \) players cooperating to \( y' \) \( q \) players cooperating is

\[
\binom{y'}{j} q_{x+y-1+f(A)}^{j} (1 - q_{x+y+1+f(A)})^{y-j} (1 - q_{x+y+f(A)})^{(n-k-1-y)-j}. \]

We define \( \binom{x}{x'} = 0 \) for \( x' > x \). The sum of transition probabilities from \( \tilde{h} \) to all states in \( A_{x'y'} \) is

\[
|1 - f(A') - p_{x+y}| \left[ \sum_{j=0}^{x'} \binom{x'}{j} p_{x+y-1+f(A)}^{j} (1 - p_{x+y+1+f(A)})^{x-j} \cdot (1 - p_{x+y+f(A)})^{(k-x)-(x'-j)} \right] \left[ \sum_{j=0}^{y'} \binom{y'}{j} q_{x+y-1+f(A)}^{j} (1 - q_{x+y+1+f(A)})^{y-j} \cdot (1 - q_{x+y+f(A)})^{(n-k-1-y)-(y'-j)} \right],
\]

which equals to \( m'_{ACP_C^q} \). That is, \( \sum_{h' \in A_{x'y'}} m_{h',h} = m'_{ACP_C^q} \).

Given the distribution of states at time \( t \), \( v(t+1) = (v_h(t+1))_h \) can be written as

\[
v_h(t+1) = \sum_{h' \in A^*} v_{h'}(t) m_{h',h}. \]
Thus,
\[ \sum_{h \in A_{Ax}} v_h(t + 1) = \sum_{h \in A_{Ax}} \sum_{h' \in A^n} v_h(t) m_{h',h} \]
\[ = \sum_{h \in A_{Ax}} \sum_{A',x',y', h' \in A_{A',x',y'}} v_h(t) \sum_{h \in A_{Ax}} m_{h',h} \]
\[ = \sum_{A',x',y'} \sum_{h' \in A_{A',x',y'}} v_h(t) m_{A',C_p,C_p',AC_C^y} \]
\[ = \sum_{A',x',y'} \mu_{AC_p,C_p'}(t) m_{AC_p,C_p',AC_C^y} \]
\[ = \mu_{AC_p,C_p'}(t + 1). \]  

In infinitely repeated games, we have proved \( \mu_{AC_p,C_p'}(t) = \sum_{h \in A_{Ax}} v_h(t) \) at any time \( t \). Finally, we prove Eq. [S10] holds in both infinitely and finitely repeated games. In finitely repeated multiplayer games, the mean distribution \( \mu_{AC_p,C_p'} \) is given by

\[ \mu_{AC_p,C_p'} = (1 - \delta) \sum_{t=0}^{\infty} \delta^t \mu_{AC_p,C_p'}(t) \]
\[ = (1 - \delta) \sum_{t=0}^{\infty} \sum_{h \in A_{Ax}} \delta^t v_h(t) \]
\[ = (1 - \delta) \sum_{h \in A_{Ax}} \sum_{t=0}^{\infty} \delta^t v_h(t) \]
\[ = \sum_{h \in A_{Ax}} v_h. \] (S15)

In infinitely repeated games, \( \nu \) and \( \mu \) are the left eigenvectors of \( M \) and \( M' \), respectively. For \( \epsilon > 0 \) the matrix \( M \) and \( M' \) are stochastic and primitive. Hence, \( \nu = \lim_{t \to \infty} \nu(t) \) and \( \mu_{AC_p,C_p'} = \lim_{t \to \infty} \mu_{AC_p,C_p'}(t) \) hold. So,

\[ \mu_{AC_p,C_p'} = \sum_{h \in A_{Ax}} v_h. \] (S16)

Therefore, Eq. [S10] holds.

\[ \square \]

**proof of theorem 2**

*Proof.* We use Mathematical Induction (MI) to prove the theorem. To do this, we first prove

\[ \nu_{AC_{x_1} \ldots C_{x_m}}(0) = \sum_{h \in A_{Ax_1 \ldots x_m}} v_h(0) \text{ for any } A \in \{C, D\} \text{ and } x_i \in \{0, \ldots, k_i\}. \]

Then, we prove \( \nu_{AC_{x_1} \ldots C_{x_m}}(t + 1) = \sum_{h \in A_{Ax_1 \ldots x_m}} v_h(t + 1) \) holds for any \( A \) and \( x_i \) with \( i \in \{1, \ldots, m\} \) if \( \nu_{AC_{x_1} \ldots C_{x_m}}(t) = \sum_{h \in A_{Ax_1 \ldots x_m}} v_h(t) \) holds for any \( A \) and \( x_i \). Finally, we prove \( \nu_{AC_{x_1} \ldots C_{x_m}} = \sum_{h \in A_{Ax_1 \ldots x_m}} v_h \) for any \( A \) and \( x_i \) in both infinitely and finitely repeated games.
When \( t = 0 \), any state \( h \in \mathcal{A}_{x_1 \ldots x_m} \) occurs with probability

\[
1 - f(A) - p_0^{(i)} \prod_{i=1}^{m} \left( p_0^{(i)} \right)^{x_i} \left( 1 - p_0^{(i)} \right)^{k_i-x_i}
\]

according to Eq. (S2). There are \( \binom{k_i}{x_i} \) possible states if there are \( x_i \) cooperators among \( k_i \) \( p^{(i)} \)-players. Thus,

\[
\sum_{h \in \mathcal{A}_{x_1 \ldots x_m}} v_h(0) = 1 - f(A) - p_0^{(i)} \prod_{i=1}^{m} \binom{k_i}{x_i} \left( p_0^{(i)} \right)^{x_i} \left( 1 - p_0^{(i)} \right)^{k_i-x_i},
\]

which also equals to the initial distribution \( \nu_{A\bar{C}_1 \ldots \bar{C}_{x_{\text{m}}}}(0) \).

Suppose

\[
\nu_{A\bar{C}_1 \ldots \bar{C}_{x_{\text{m}}}}(t) = \sum_{h \in \mathcal{A}_{x_1 \ldots x_m}} v_h(t)
\]

(S17)

holds for any \( A \) and \( x_i \) at time \( t \). In the following, we prove Eq. (S17) still holds at time \( t+1 \).

Let’s begin with proving that for each state \( h \in \mathcal{A}_{x_1 \ldots x_m} \)

\[
\sum_{h' \in \mathcal{A}_{x'_1 \ldots x'_m}} m_{h,h'} = m''_{A\bar{C}_1 \ldots \bar{C}_{x_{\text{m}}}} \cdot A'C^{p^{(1)}}_{x_1} \ldots C^{p^{(m)}}_{x_{\text{m}}}
\]

for \( A \in \{C,D\} \) and \( x_i \in \{0,1,\ldots,k_i\} \). For any states \( h' \in \mathcal{A}_{x'_1 \ldots x'_m} \), each cooperative player with \( p^{(i)} \) either cooperates or defects in the previous round. Suppose \( j \) players with \( p^{(i)} \) in \( h' \in \mathcal{A}_{x'_1 \ldots x'_m} \) cooperates in \( h \in \mathcal{A}_{x_1 \ldots x_m} \). Then, the transition probability from \( x_i \) cooperators with \( p \) to \( x'_i \) cooperators is

\[
\binom{x_i}{j} \left( p^{(i)}_{C^{x+1}+y+1+f(A)} \right)^j \left( 1 - p^{(i)}_{C^{x+1}+y+1+f(A)} \right)^{x_i-j}
\]

\[
\binom{k_i-x_i}{x'_i-j} \left( p^{(i)}_{D^{x+1}+y+f(A)} \right)^{x'_i-j} \left( 1 - p^{(i)}_{D^{x+1}+y+f(A)} \right)^{(k_i-x_i)-(x'_i-j)}.
\]

There are at most \( \min\{x_i,x'_i\} \) cooperators in \( h' \in \mathcal{A}_{x'_1 \ldots x'_m} \) who cooperate in \( h \in \mathcal{A}_{x_1 \ldots x_m} \) and at least 0 defector taking action \( C \) in \( h \in \mathcal{A}_{x_1 \ldots x_m} \). We define \( (x'_i,x'_i) = 0 \) if \( x'_i > x_i \), the sum of transition probabilities from each \( h \in \mathcal{A}_{x_1 \ldots x_m} \) to all states in \( h' \in \mathcal{A}_{x'_1 \ldots x'_m} \) is

\[
1 - f(A') - p_{A^{x+y}}^{(i)} \prod_{i=1}^{m} \sum_{j=0}^{x'_i} \binom{x'_i}{j} \left( p^{(i)}_{C^{x+1}+y+1+f(A)} \right)^j \left( 1 - p^{(i)}_{C^{x+1}+y+1+f(A)} \right)^{x_i-j} \]

\[
\binom{k_i-x_i}{x'_i-j} \left( p^{(i)}_{D^{x+1}+y+f(A)} \right)^{x'_i-j} \left( 1 - p^{(i)}_{D^{x+1}+y+f(A)} \right)^{(k_i-x_i)-(x'_i-j)},
\]

which is equal to \( m''_{A\bar{C}_1 \ldots \bar{C}_{x_{\text{m}}}} \cdot A'C^{p^{(1)}}_{x_1} \ldots C^{p^{(m)}}_{x_{\text{m}}}. \)
Given the distribution of states at time \( t \), a straightforward calculation is,

\[
\sum_{h \in A_{x_1 \ldots x_m}} v_h(t + 1) = \sum_{h \in A_{x_1 \ldots x_m}} \sum_{h' \in A_{x_1'} \ldots x_m'} v_{h'}(t) m_{h',h} \\
= \sum_{h \in A_{x_1 \ldots x_m}} \sum_{h' \in A_{x_1'} \ldots x_m'} v_{h'}(t) \sum_{h' \in A_{x_1} \ldots x_m'} m_{h',h} \\
= \sum_{h' \in A_{x_1} \ldots x_m'} \sum_{h \in A_{x_1} \ldots x_m} v_{h'}(t) m_{h'}^{\nu} A' C_{x_1}^{p(1)} \ldots C_{x_m}^{p(m)} A_{x_1} \ldots C_{x_m}(m) \\
= \sum_{h' \in A}{ A' C_{x_1}^{p(1)} \ldots C_{x_m}^{p(m)} (t)m_{h'}^{\nu} A_{x_1} \ldots C_{x_m}(m) A_{x_1} \ldots C_{x_m}(m)} \\
= \nu_{AC_{x_1}^{p(1)} \ldots C_{x_m}^{p(m)} (t + 1)} \tag{S18}
\]

Thus, \( \nu_{AC_{x_1}^{p(1)} \ldots C_{x_m}^{p(m)}}(t) = \sum_{h \in A_{x_1} \ldots x_m} v_h(t) \) holds for any time \( t \).

For finitely repeated multiplayer games, the mean distribution \( \nu_{AC_{x_1}^{p(1)} \ldots C_{x_m}^{p(m)}} \) is given by

\[
\nu_{AC_{x_1}^{p(1)} \ldots C_{x_m}^{p(m)}} = (1 - \delta) \sum_{t=0}^{\infty} \delta^t \nu_{AC_{x_1}^{p(1)} \ldots C_{x_m}^{p(m)}}(t) \\
= (1 - \delta) \sum_{t=0}^{\infty} \sum_{h \in A_{x_1} \ldots x_m} \delta^t v_h(t) \tag{S19}
\]

For infinitely repeated games, \( \nu \) is the unique left eigenvector of \( M' \). For \( \epsilon > 0 \) the matrix \( M' \) is stochastic and primitive. Hence, \( \nu_{AC_{x_1}^{p(1)} \ldots C_{x_m}^{p(m)}} = \lim_{t \to \infty} \nu_{AC_{x_1}^{p(1)} \ldots C_{x_m}^{p(m)}}(t) \) such that

\[
\nu_{AC_{x_1}^{p(1)} \ldots C_{x_m}^{p(m)}} = \sum_{h \in A_{x_1} \ldots x_m} v_h \tag{S20}
\]

holds.
Figure S1: The most abundant strategy in the infinitely repeated multiplayer social dilemma. Apart from analyzing the average strategies of simulations in Fig. 2 of the main text, we also record the most abundant strategies. Subgraphs A, B, and C show the most abundant strategies in infinitely repeated social dilemmas with 2, 5, and 10 players, respectively. The error bars display the standard error of 10 independent runs. Comparing to the most abundant strategies, the average strategies are more centralized, suggesting it’s more accurate to study the evolution of cooperation by the average strategies. Similar to the average strategies, the most abundant strategies also have the property: cooperate if most players cooperate or defect, and defect if the medium number of players cooperate. Parameters are the same as Fig. 2 of the main text.
Figure S2: **The most abundant strategy in the finitely repeated multiplayer social dilemma.** We also record the most abundant strategies of the 10 independent simulations in Figure 2 of the main text. Subgraphs A, B, and C show the most abundant strategies in the finitely repeated social dilemmas with 2, 5, and 10 players, respectively. In all cases, players would cooperate if most players have either cooperated or defected. Players tend to defect if half of the players cooperated. The initial cooperative probability is near 0.5, implying initial cooperative probabilities have little influence on the survival of strategies if the time scale of evolution is large. The parameters are the same as Figure 2 of the main text.

Figure S3: **Distances between the most abundant strategy and two important memory-1 strategies.** We further analyze the distance of the most abundant strategies and two of the most important memory-1 strategies: generous Zero-Determined (ZD) strategies and All-or-None (AoN) strategy. The distances are measured by Euclidean metric. (A) Results in the infinitely repeated games. (B) Results in the finitely repeated games. In both cases, the most abundant strategies are closer to generous ZD if the number of players is sufficiently large, which is the same as the average strategies. Thus, nature prefers generous ZD strategies to AoN. The parameters in A and B are the same as Figure 3 of the main text.
Figure S4: **Impact of continuation probability on cooperation rate in infinitely and finitely repeated multiplayer games.** For different continuation probability, we record the cooperation rates for different group size. We find more expected round leads to a higher cooperation rate, confirming that iterated interactions are favorable to the evolution of cooperation. Parameters: $c = 1$, $r/n = 0.85$, $N = 100$, $\epsilon = 0.01$ and $s = 1$. 
Figure S5: Evolution of cooperation in repeated multiplayer games when strategies are drawn with a U-shaped density distribution. Similar to Figure 2 of the main text, we consider two scenarios: infinitely repeated Public Goods Games and finitely repeated Public Goods Games with $\delta = 0.85$. We also use the stochastic evolutionary dynamics of Imhof and Nowak to explore the evolution of cooperation, but assume that each bit of memory-1 strategies is sampled from a U-shaped density distribution $[\pi x(1 - x)]^{-1/2}$. This distribution ensures that the randomly sampled strategy’s elements are near 1 or 0. We introduce $10^6$ mutants to each simulation and execute 10 independent runs. (A, B) The impact of group size on cooperation rate. In both scenarios, as the group size increases the cooperation rate first increases and then decreases. (C-H) The average strategies during simulation for $n = 2$ (C, D), $n = 5$ (E, F) and $n = 10$ (G, H). In both scenarios, players tend to cooperate if all players cooperate or all players defect in the previous round. Players shall defect otherwise. Although initial probabilities have non-negligible influence on payoffs in finitely repeated games, subgraphs D, F and H suggests players have no tendency to cooperating or defecting in the initial round, indicating the impact of initial probabilities can be ignored from an average point of view. Parameters in this figure are the same as that in Figure 2 of the main text.
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