Effective Acoustic Energy Sensing Exploitation for Target Sources Localization in Urban Acoustic Scenes

M. Alves*, R. Coelho**, and E. Dranka

Laboratory of Acoustic Signal Processing, Military Institute of Engineering, Rio de Janeiro, 22290-270, Brazil
* Student Member, IEEE
** Senior Member, IEEE

Abstract—This letter proposes a new approach to improve the accuracy of the Energy-based source localization methods in urban acoustic scenes. The proposed acoustic energy sensing flow estimation (ESFE) uses the sensors signal nonstationarity degree to determine the area with highest energy concentration in the scenes. The ESFE is applied to different acoustic scenes and yields to source localization accuracy improvement with computational complexity reduction. The experiments results show that the proposed scheme leads to significant improvement in source localization accuracy.

Index Terms—Energy-Based Source Localization, Acoustic Scenes, Wireless Acoustic Sensor Network, Index of Nonstationarity.

I. INTRODUCTION

Wireless Acoustic Source Network (WASN) is a very attractive solution for source localization in urban areas [1], [2]. WASN enables low cost and low power coverage for indoor and outdoor acoustic scenes environments. Accurate source location estimation is an ubiquitous issue in a diversity of applications including objects monitoring, seismic event detection, house surveillance and smart vehicle tracking.

Acoustic source localization methods are mainly based on the computation of the time-delay estimation (TDE) or the time-delay of arrival (TDOA) and the acoustic signal energy [2]–[5]. TDE or TDOA algorithms use time-delay or phase difference measures obtained at the acoustic sensors generally distributed in a microphone array. Energy-based techniques are simple and interesting solutions widely applied for sound source estimation localization in WASN. The main challenge is the background acoustic interference that can severely affect a target location estimation, particularly when considering real acoustic scenes. Generally, each acoustic scene is composed of multiple sources with different temporal and spectral statistics.

The main goal of this letter is twofold. Firstly, it applies energy-based source localization methods in acoustic scenes environment. And secondly, it introduces an efficient acoustic energy sensing flow exploitation (ESFE) approach for energy-based source localization methods with reduced number of sensors. The Cramér-Rao Lower Bound (CRLB) is also derived to examine the robustness of the H-ML-Energy method.

Extensive experiments are conducted to evaluate the effectiveness of the proposed ESFE solution. For this purpose, outdoor Park and indoor Kitchen scenes are simulated using a diversity of real acoustic sources signals. Index of nonstationarity (INS) [6] of the sensor signals are applied for the sensor node selection in each scenario. The Maximum Likelihood (ML) Energy-based source localization methods, ML-Energy [5] and H-ML-Energy [4], are examined before and after the application of the proposed approach. This solution is also compared to a sensor selection method based on noise reduction [3], [7]. Experiments are conducted with four different values of SNR (signal-to-noise ratio) ranging from 0dB to 15dB. Experimental results demonstrate that the proposed ESFE scheme improves the accuracy of the energy-based source localization methods while reducing the number of sensors in acoustic scenes with real sources.

II. SOURCE LOCALIZATION IN ACOUSTIC SCENES

Acoustic scenes are composed of multiple sound sources that naturally belongs to this environment, including animals, people and objects. In order to evaluate the ESFE method, two acoustic scenes were artificially composed of six distinct real omnidirectional acoustic sources randomly placed in the delimited area of each scene. First scene is outdoor Park, that is composed of single sources "speaker", "waterfall", "birds", "dogs barking", "children playing", and "babbble". And other scene is indoor Kitchen with sources "speaker", "television", "water", "sizzling", "cutting", and "clanking dishes".

A. Index of Non-Stationarity

A signal sample sequence is defined as stationary if its main statistics are time-invariant. The index of non-stationary (INS) [1] is a time-frequency approach to objectively examine the non-stationarity of a signal. The stationarity test is conducted by comparing spectral components of the signal to a set of stationary references, called surrogates. For this purpose, spectrograms of the signal and surrogates are obtained by means of the short-time Fourier transform (STFT) considering a window length $T_n$. Then, the Kullback-Leibler (KL) divergence is used to measure the distance between the short-time spectra of the analysed signal and its global spectrum averaged over time. Finally, the INS is given by the ratio between this distance and the corresponding KL values obtained from the stationary surrogates. In [6], the authors considered that the distribution of the KL values can be approximated by a Gamma distribution. Therefore, for each window length, a threshold $\gamma$ is defined for the stationarity test considering a confidence degree of 95%. Thus,

\[
\text{INS} \leq \gamma \quad \text{signal is stationary;}
\]

\[
\text{INS} > \gamma \quad \text{signal is nonstationary}.
\]

Fig. 1 illustrates the INS values of five studied signals: the source "speaker", acoustic scenes Park and Kitchen, and the source corrupted by the scenes as background noise. The time scale $T_n/T$ indicates the relation between the length adopted in the short-time spectral analysis ($T_n$) and the total length ($T = 3$ seconds) of the signal. Red lines represent INS values and green lines indicate threshold values. A signal is stationary if its INS value is below the threshold for every time scale. Signals with INS values above the threshold for the

---
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majority of the time scales are classified as non-stationary. A signal is considered as highly non-stationary if the maximum INS value, INS$_{max}$, is greater than 100. The "speaker" source is here classified as highly nonstationary, while the two scenes are nonstationary. When corrupted by noise, the INS$_{max}$ of a signal decreases since it becomes more stationary. Note that the "speaker" source has INS$_{max}$ ≈ 300. However, its INS$_{max}$ is reduced to 80 and 150 when corrupted by the Park and Kitchen scenes, respectively. In other words, the INS is a representative parameter to indicate if a target signal is corrupted by noise. The ESFE method exploits this INS characteristic for the selection of most representative sensors in the WASN.

III. ENERGY-BASED SOURCE LOCALIZATION IN ACOUSTIC SCENES

Energy-based source localization methods are based on the fact that the acoustic energy attenuation is inversely proportional to the distance from the signal to the multiple acoustic sensors distributed in the field [8]. A maximum likelihood approach was presented in [5] for acoustic source position estimation (ML-Energy), and later in [4] for noisy correlated environments (H-ML-Energy). In this work, the methods ML-Energy and H-ML-Energy are going to be adjusted for the acoustic scene environment.

Localization methods in acoustic signals are applied to estimate the target source position, while the summation of the other sources is considered as noise. The signal received at the i-th sensor is sampled during the n-th time interval with a sampling frequency $f_s$, is defined as $x_i(n) = A_i(n) + W_i(n)$, where $A_i(n)$ is the acoustic signal intensity or energy given by

$$A_i(n) = \sqrt{\frac{s_i}{s_i(t) - r_i}},$$

(2)

where $g_i$ represents the sensor gain, $s_i$ is the signal intensity of the j-th source, $r_i$ is the sensor position, $s_i$ is the j-th ($j = 1, \ldots, K$) source spatial coordinates. In acoustic scenes, the total noise intensity, $W_i(n)$, is defined as

$$W_i(n) = \sqrt{\frac{\sum_{m=1}^{M} \omega_m(n - \tau_{ji})}{|w_m(n - \tau_{ji}) - r_i|}},$$

(3)

where $\omega_m$ represents the m-th ($m = 1, \ldots, M$) noise source intensity and $w_m$ its position. Given the time index $t$, the acoustic energy in the i-th sensor, $\mathbb{E}[x_i^2(n)] = u_i(t)$, is given by

$$u_i(t) = g_i \sum_{j=1}^{K} \frac{B_j(t)}{d_{ij}(t)} + 2\mathbb{E}[A_i(t)w_i(t)] + \mathbb{E}[W_i^2(t)],$$

(4)

where $B_j$ is the j-th source acoustic energy, and $d_{ij}$ the distance between the source $j$ and sensor $i$. In the ML-Energy, the background noise is modelled as uncorrelated with the source signal, the cross term $\mathbb{E}[A_i(t)w_i(t)]$ is considered equal to zero. This assumption can severely degrade the sensor measurements and also, the source localization estimation accuracy. In [4], the correlation between the source and the signal is taken in consideration. In the H-ML-Energy method, the cross term $\mathbb{E}[A_i(t)w_i(t)]$ and the term $\mathbb{E}[W_i^2(t)]$ are modelled by a fractional Gaussian noise (fGn) with exponent $H$, mean $\mu_H$ and variance $\sigma_H$, obtained from the sensor readings. Denoting the fGn process by $h_i(t) = 2\mathbb{E}[A_i(t)w_i(t)] + \mathbb{E}[W_i^2(t)]$, the acoustic source localization energy is defined as

$$u_i(t) = g_i \sum_{j=1}^{K} \frac{B_j(t)}{d_{ij}(t)} + h_i(t).$$

(5)

The fGn process represents the energy measurement error. Since the fGn is able to indicate any degree of correlation by means of its exponent, the H-ML-Energy grants better accuracy to the energy based localization model. The vector $Z_H$ represents the normalized acoustic energy in each sensor $(i = 1, \ldots, L).$ Thus, $Z_H = [\frac{\sigma_1}{\sigma_H}, \frac{\sigma_2}{\sigma_H}, \ldots, \frac{\sigma_L}{\sigma_H}]$. The joint probability density function $Z_H$ in matrix form is

$$f(Z_H|\theta) = (2\pi)^{-L+1/2} \left| \frac{1}{4}(Z_H - G_HD)^T(Z_H - G_HD) \right|.$$  

(6)

where $G_H$ represents the gain matrix, $D$ is the attenuation matrix, $B$ is the acoustic energy source vector and $\theta = [\rho_1 \rho_2 \ldots \rho_K B_1 B_2 \ldots B_K]^T$ is a vector with the source positions $\rho_j$ and their corresponding acoustic energies $B_j$. These matrices are defined in [4]. In this work, multiresolution search [3] is applied to obtain the minimum value of the log-likelihood function,

$$L(\theta) = \|Z_H - G_HDB\|^2.$$  

(7)

Fig.[2] illustrates acoustic energy distribution maps of Park and Kitchen scenes where the higher acoustic energy is represented in red and the lower in dark blue. The maps represents the simulation of the acoustic scenes that consists on the random distribution of target sources (magenta square), noise sources (black "x") and microphones (green circles) in scene area. Energy distribution is estimated based on the sensor readings according to (7). Acoustic target and noise sources are non-stationary, then energy distribution estimation will vary at each signal frame. It also depends on the position and number of sensors distributed.

In this paper, the derivation of the Crámer-Rao Lower Bound (CRLB) is introduced in order to evaluate the performance of the H-ML-Energy estimator. The CRLB is a theoretical lower bound of the variance of an unbiased parameter estimate [5][9]. Firstly, the Fisher matrix $F$ is calculated as $F = -\mathbb{E}[\frac{\partial}{\partial \theta} \frac{1}{2} \ln f(Z_H|\theta)^T]$. From [6], the Fisher matrix can be rewritten as $F = \frac{\partial DB}{\partial \theta} + G_H^T G_H \frac{\partial DB}{\partial \theta}$. The term $\frac{\partial DB}{\partial \theta}$ can be derived as

$$C_J^T = \frac{\partial DB}{\partial \theta} = \frac{2\mathbb{E}[A_i(t)w_i(t)]}{\mathbb{E}[W_i^2(t)]},$$

(8)

where $c_{ij} = \frac{\partial DB}{\partial \theta} = \frac{\partial c_{ij}(t)}{\partial \theta}$ is a unit vector from $j$-th source to the $i$-th sensor. Considering $\frac{\partial DB}{\partial \theta} = D$, then $F$ can be expressed as

Fig. 1: INS values obtained for 3-seconds audio signals. The red line represents the INS value of each time scale $T_{th}/T$. The threshold is indicated by the green lines. (a) "speaker", (b) Park, (c) "speaker"+Park (15dB), (d) Kitchen, (e) "speaker"+Kitchen (15dB).

Fig. 2: Energy distribution scene maps. Sensors are represented by circles, target source by square, and other/noise sources by "x".
The log-likelihood function is

\[ F = \left[ C_T \right] G^T G \left[ CD \right]. \tag{9} \]

Finally, the CRBL is computed as CRBL = \( \sqrt{\sum_{i=1}^{Q} \frac{\left| \left[ P_{L,0} \right] \right|}{Q}} \), where \( Q \) is the number of blocks.

IV. PROPOSED ESFE METHOD

Acoustic sensing flow is defined as the area with the highest energy in the scene space. This flow is created by the energy emitted from the target sources. Hence, the WASN sensors placed near the source are mainly affected by the energy flow and thus forming an acoustic concentration region. The sensors signals in this region are less corrupted by the scene noise and consequently are more nonstationary. The ESFE consists on the selection of the sensors according to their INS_{max} values that lead to new sensing flow area and thus search field reduction. The location estimation focuses on the most nonstationary sensor signals. For this purpose, let \( x_i, i = 1, \ldots, L \), be the signals from the \( L \) sensors. Selected signals are those with the highest values of INS_{max}. The selection criterion is defined as

\[ \max(\text{INS}_{\text{max}}) = \frac{\text{max}(\text{INS}_{\text{max}})}{\alpha} \geq \alpha, \tag{10} \]

where \( \text{max} \) (INS_{max}) = \( \max_{i \leq L} \text{INS}_{\text{max},i} \), and the selection threshold \( \alpha \in [0, 1] \) is a function of the number of sensors (\( L \)) and the highest scene dimension (\( v \)) defined by the ESFE algorithm, i.e.,

\[ \alpha = \frac{1}{\sqrt{\kappa + L}} + \xi, \tag{11} \]

where \( \kappa \) is the measurements adjustment factor and \( \xi \) is the estimation error. The values \( \kappa = 0.087 \) and \( \xi = \pm 5\% \) were defined according to extensive experiments. Finally, source location is estimated using only the selected sensors. The vector \( \mathbf{Z}_{\text{H}} \) of the normalized acoustic energy in the selected sensors is given by \( \mathbf{Z}_{\text{H}} = \left[ \frac{\sigma_{n1}}{\sigma_{n2}} \ldots \frac{\sigma_{nN}}{\sigma_{nN}} \right]^T \). The log-likelihood function is \( L(\theta) = |\mathbf{Z}_{\text{H}} - \mathbf{G}_H \mathbf{D}_H|^2 \), where \( \mathbf{N} \) is the number of selected sensors, and \( \mathbf{G}_H \) and \( \mathbf{D}_H \) represent the gain and attenuation matrices of the selected sensors, respectively. The proposed scheme also leads to a reduction on the location search field based on the selected sensors positions. Fig. 3 shows the ESFE approach applied in four different scenarios. The green circles correspond to the selected sensors, and the black circles other sensors. The blue dashed rectangle represents the sensing flow area delimited by the selected sensors, and red one to the new target source search area. The new search area is the one delimited by the selected sensors with the addition of a security area that is defined according to the scene dimension. In these experiments, 20% of \( v \) were added to each side of the rectangle. The energy distribution in the energy flow cluster is also presented in the left of each scene. Note that the flow area has different sizes and location depending on the scene and the target source.

Table 1: INS_{max} and \( B_d \) results of each sensor.

| Sensor | Park | Kitchen |
|--------|------|---------|
| Speaker | \( \alpha = 0\% \) | \( \alpha = 26\% \) | \( \alpha = 56\% \) |
| INS_{max} | \( B_d \) | INS_{max} | \( B_d \) | INS_{max} | \( B_d \) |
| S1 | 41.999 | 0.016 | 35.202 | 0.010 |
| S2 | 27.442 | 0.065 | 15.348 | 0.016 |
| S3 | 24.387 | 0.065 | 13.370 | 0.016 |
| S4 | 23.257 | 0.094 | 13.476 | 0.016 |
| S5 | 19.296 | 0.065 | 12.503 | 0.016 |
| S6 | 19.052 | 0.065 | 12.503 | 0.016 |
| S7 | 14.295 | 0.065 | 11.077 | 0.016 |
| S8 | 12.742 | 0.065 | 10.602 | 0.016 |
| S9 | 12.548 | 0.065 | 10.260 | 0.016 |
| S10 | 10.876 | 0.065 | 9.446 | 0.016 |

V. SIMULATIONS AND RESULTS

Extensive experiments are carried out to evaluate the accuracy improvement in energy based source localization methods. Networks of \( L = 12 \) and \( L = 20 \) omnidirectional sensors are randomly positioned in Park and Kitchen scenes. Each sequence has time duration of 3 seconds and is sampled at 16 kHz. One target source and five noise sources were chosen for each experiment. The "speaker" is considered as the target source in both scenes while the other sources are assumed as noise. Furthermore, the source "children" in the Park scene and the source "cutting" in the Kitchen scene are adopted as target sources.

Table 1 shows the INS_{max} values for \( x_t \) on four different scenarios considering 12 sensors network and the selection threshold \( \alpha \). The Bhattacharyya distance (\( B_d \)) is here used to confirm the efficiency of INS_{max} as a sensor selection parameter. \( B_d \) compares two probability distributions, \( p_1(x) \) and \( p_2(x) \), of two acoustic signals, \( s_1(t) \) and \( s_2(t) \), as \( B_d = -\ln \int \sqrt{p_1(x)p_2(x)}dx \). In this paper \( s_1(t) \) corresponds to the original target source signal and \( s_2(t) \) to the sensor signals at each scenario. The sensors signals less corrupted by the scene are going to have the lowest values of \( B_d \). Note that, as expected, the sensor with lower \( B_d \) corresponds to the ones with higher INS_{max} proving that the INS can be used as selection parameter. The selected sensors are highlighted in bold numbers.

The source localization estimation is conducted using energy-based methods, H-ML-Energy and ML-Energy, before and after the application of the ESFE scheme. Four different SNR conditions are evaluated: from 0 dB to 15 dB, with 5 dB increments. The SNR is calculated in a position 1 meter away from the source position. Blocks of \( M=1024 \) samples, i.e., a total of 46 blocks, are used in the evaluation experiments. Therefore, for each scene and each WASN with 12 and 20 sensors deployment, 552 tests are conducted considering 3 different target sources ("speaker", "children", and...
"cutting") and 4 SNR values. The gain of the sensors are set to $g_i = 1$. The minimum of the log-likelihood function of the H-ML-Energy and the ML-Energy are found using the multiresolution search [5] with 0.1 meter in the Park scene (20 m x 20 m), and 0.035 meter in the Kitchen scene (7 m x 7 m). The root mean squared error (RMSE) is applied as evaluation measure in the experiments. It is defined as $\text{RMSE} = \sqrt{\frac{1}{Q} \sum_{i=1}^{Q} |\tilde{r}_i - r_i|^2}$, where $r_i$ denotes the target source location of $i$-th $(i = 1, 2, ..., Q)$ block and $\tilde{r}_i$ represents its estimated position. The RMSE is used to verify how close the estimated localization are from the target source positions.

Figs. 4 and 5 depict the RMSE values obtained with 12 and 20 sensors, respectively. They include H-ML-Energy and ML-Energy, the proposed ESFE for the H-ML-Energy and ML-Energy, and the CRLB estimation. Note that the application of the proposed scheme in the energy based location methods reduced the error estimation for studied scenarios and made it approaches the CRLB. The new scheme was more effective for the source "children" in the Park scene ($L = 12$), RMSE values in the ML reduced from 12.19m to 3.33m. It can also be observed that the H-ML-Energy outperforms the ML-Energy before and after the ESFE application in both scenarios, mainly for low SNR. This is explained by the fact that the H-ML-Energy takes in consideration the correlation between the signal from the source and the interference of the scene.

Table 2 indicates the computational complexity which refers to the processing time required for each algorithm evaluated for 1024 samples per frame. In order to compare to the processing time of the different methods, the values were normalized according to the ESFE method with $L = 12$ sensors as reference (execution time = 1). Note the new approach not only improves the localization estimation accuracy, but also decreases the processing period more than 3 times in both network sizes.

The selection of sensors based on SNR was evaluated and compared with the proposed method for the Park and Kitchen scenes with $L = 20$. The target source was the "speaker", since SNR-based selection methods depend on voice activity detectors (VAD) [10]. Fig. 6 presents the RMSE values for the different approaches. The best results of the SNR based selection were achieved in the Kitchen scene for H-ML-Energy method.

VI. CONCLUSION

This letter introduced an effective acoustic energy sensing approach, ESFE, to improve the accuracy of energy based source localization methods in acoustic scenes. The new scheme detects the scene energy flow based on the nonstationarity index of the sensor signals readings. Several experiments were conducted with different acoustic scenes and target sources. The results demonstrated that the proposed approach consistently improves the localization estimation while reducing the number of sensors.
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