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Robust Diagnostic Regression Analysis, by Anthony Atkinson and Marco Riani, New York: Springer-Verlag, 2000, ISBN 0-387-95017-6, xiv + 327 pp., $79.95. As a consultant, I am always on the lookout for new books that help me do my job better. I would recommend practitioners of regression, that is, probably most of us, to read and use this book.

Anthony Atkinson and Marco Riani develop a novel methodology for examining the effect each observation has on the fitted regression model. Robust fitting procedures are combined with regression diagnostics, graphics, and a “forward” processing through the observations to provide a new way of identifying influential and/or outlier observations while simultaneously determining the best fitting model. The method is initially introduced for simple linear regression, but individual chapters are devoted to applying the methodology to nonlinear models in general and generalized linear models in particular.

The role of data transformations to normality is also explored. Throughout the book, a large number of fully worked examples provide the reader real insight to the power of the methodology. Theory is kept to a minimum and matrix notation is used throughout.

Chapter 1 presents some regression examples that illustrate the need for a methodology to identify and account for outliers in simple and multiple regression. Chapter 2 starts with an appropriately short introduction to least squares estimation and associated hypothesis testing. The authors next derive many of the more common influence diagnostics and introduce a “mean shift outlier” model wherein a dummy variable is used in the linear model to assess the impact of a specific observation on parameter estimation and model fit. This tool for examining the effect of a single deletion is then placed in the context of a “forward search” algorithm. The forward search algorithm is made up of three steps. The first step addresses the choice of an initial subset of the observations that will be used with a robust estimation procedure (least medians of squares or LMS) to provide an initial model fit and a “good” estimate of the residual error. If the model contains $p$ parameters, the initial subset will be the one subset out of the $n$ potential subsets that minimizes the sum of squared residuals from the LMS fit. If there are too many potential subsets, the choice will be made after examining a large sample of subsets of size $p$. In the second step, the size of the subset is incrementally increased; at each increase the subset with the smallest sum of squared residuals is kept. Typically this only requires one new observation to enter the fitting set, but there may be cases where some observations drop out and are replaced by others not originally in the subset. Note that as the subset size increases, those observations outside the fitting subset look less and less like outliers. What is important about this approach is that it starts with a subset that is assumed to be outlier free, or it contains unmasked outliers that will be replaced as the subset size increases. This second step is repeated until all observations are included in the fitting subset. The third step of the algorithm is monitoring changes in fit statistics, specifically the residual mean square, parameter estimates, associated $t$-statistics, and even diagnostics, such as Cook’s distance, as observations are incrementally added to the fitting subset. Typically the residual mean square will increase as subset size increases, but the increase will be smooth. Outliers, being added at the end of the Step 2 process, will tend to produce dramatic changes in these fit statistics, hence making identification easy. For smaller samples it is even possible to monitor the value of all residuals from the fit of the current model. Large residual values for observations not in the current model are indicative of potential outliers.

Applied Logistic Regression (2nd ed.), by David W. Hosmer and Stanley Lemeshow, New York: Wiley, 2000, ISBN 0-471-35632-8, xii + 373 pp., $84.95. Applied Logistic Regression is an excellent book that balances many objectives well. While of most appeal to readers with a biology or biostatistics slant, it should also satisfy the statistical practitioner who specializes in reliability modeling. All statistical practitioners with an interest in logistic regression can benefit from this book.

While not recommended as the main text for an upper level undergraduate or graduate level course in its subject, it is ideal as a supplemental text or as a stand alone source for one seeking a broad introduction to logistic regression.

The sequence of topics in the book is a natural one for the reader with a background in multiple linear regression: parameter estimation, significance testing, variable selection and transformation, goodness of fit testing, and regression diagnostics.

The authors follow these topics with an example in Chapter 5 that concisely and completely describes how to present the results of a logistic regression to clients at practically any level of statistical sophistication.

The mathematics is at the level accessible to one who has successfully completed a beginning course in linear inference. The authors have a good sense of which topics require a more detailed derivation and which ones to leave to other references. References are liberally and appropriately cited in the main text, and a generous list 13 pages long can be found at the end of the book. Very recent and more historic articles are equally well represented.

The book covers how some major statistical packages, SAS and STATA being the most mentioned, analyze logistic regression data. In some cases where useful algorithms are not a standard part of the common packages, the authors show programming strategies for obtaining the algorithms’ results approximately. Equally important, the book also points out some of the background assumptions that need to be verified before accepting the results of a computer output. The novice is also warned which outputs are especially easy to misinterpret.

The numerous well placed derivations do not overwhelm the book. The statistical layman has much to gain from reading it. In the introduction, the authors explain clearly the difference between logistic and normal theory linear regression. Each step of the model building process is clearly laid out with well chosen examples and smooth transitions to the next step.

The authors surround the analysis with a coherent philosophy of model building: the iterative nature of models, the importance of choosing a reasonable number of variables, an appreciation of the limits of asymptotic diagnostics, the necessity of respecting the knowledge of the client, and the necessity of a good model to meet the rigor of sound statistics and sound theory of the client’s subject.

In the context of logistic regression, the authors point out where the class of $m$-asymptotics is more appropriate for diagnostics than the asymptotics introduced in a beginning inference course. The importance of the number of distinct covariate patterns, as opposed to the number of variables, in assessing potential overfit is also clearly explained.

In the closing part of the book, the authors supplement the basic logistic model with a variety of special purpose models that have appeared in recent decades: one to one matched study, one to $M$ matched study, multinomial logistic, ordinal logistic, and logistic analysis of correlated data. The treatment is concise but rich enough for the newcomer to logistic regression to clearly perceive where they are best used.