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Abstract

Reciprocity-based time-division duplex (TDD) Massive MIMO (multiple-input multiple-output) systems utilize channel estimates obtained in the uplink to perform precoding in the downlink. However, this method has been criticized of breaking down, in the sense that the channel estimates are not good enough to spatially separate multiple user terminals, at low uplink reference signal signal-to-noise ratios, due to insufficient channel estimation quality. Instead, codebook-based downlink precoding has been advocated for as an alternative solution in order to bypass this problem. We analyze this problem by considering a “grid-of-beams world” with a finite number of possible downlink channel realizations. Assuming that the terminal accurately can detect the downlink channel, we show that in the case where reciprocity holds, carefully designing a mapping between the downlink channel and the uplink reference signals will perform better than both the conventional TDD Massive MIMO and frequency-division duplex (FDD) Massive MIMO approach. We derive elegant metrics for designing this mapping, and further, we propose algorithms that find good sequence mappings.

I. INTRODUCTION

Massive MIMO is the currently most compelling physical-layer access technique. Its information theory and fundamental limits are well understood [2], [3], and it was standardized and commercialized in 5G [4], [5]. Massive MIMO uses a large number of active antennas at the base
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station to adaptively direct the reception and transmission. Since the transmissions are highly directive, spatial multiplexing of user terminals is possible. To properly steer the transmission, the base station needs to know the downlink channels. Hence, channel estimation is very important in Massive MIMO.

When the downlink transmission is based on poor channel estimates, the base station can only loosely focus the signals at the users in the downlink. This has particularly large impact on the interference between users that are spatially multiplexed. When the channel estimates are good, beamforming methods such as zero-forcing can be used to spatially suppress interference between the users. This is no longer possible when the channel estimates are of low quality, thus there will be large interference between the users and in some cases it might even be preferable to serve one user per time-frequency resource instead of performing spatial multiplexing.

Massive MIMO can operate in both time-division duplex (TDD) and frequency-division duplex (FDD) mode. In these two modes, the techniques for channel estimation differ since in TDD mode reciprocity can be taken advantage of for the base station to learn the downlink channel while in FDD mode the terminal needs to first learn the downlink channel and then communicate it to the base station.

In FDD Massive MIMO where codebook-based precoding is used, the user terminal acquires an estimate of the downlink channel, e.g., the base station does a beam sweep and the terminal decides which of the beams fits best with the true channel, or through downlink pilots, and uses uplink signaling to transmit the (quantized) downlink channel response which corresponds to codebook indices [6]–[10]. Note that codebook-based precoding is also used in some versions of TDD Massive MIMO, however, it is used analogously to FDD Massive MIMO in the sense that it does not utilize the reciprocity of TDD. Hence, we will refer to all codebook-based precoding as FDD [11, Ch. 11]. The precoder codebooks need to have high resolution, since the downlink channel estimates need to be of high quality to be able to suppress interference. Hence, the precoder codebook will grow very large when the number of antenna ports is large. This in turn requires significant uplink resources for feedback of precoder indices from the terminal to the base station; the number of feedback bits will grow linearly with the number of antenna ports [12]. Furthermore, the number of precoder codebooks can be very large in Massive MIMO as there needs to exist at least one precoder codebook for every possible combination of number of base station antennas and number of transmit layers at each terminal. In order to combat these difficulties, works have been done which harness some reciprocal features, e.g. in the angular
domain, in FDD systems [13]–[15].

Even though Massive MIMO can operate in both TDD and FDD mode, it is most compelling in TDD mode since uplink-downlink reciprocity of radio propagation can be exploited at the base station by estimating the downlink channel from uplink reference signals. This makes TDD Massive MIMO scalable with respect to the number of base station antennas. TDD is also the most commonly used duplex mode in 5G since most bands are reserved for TDD. Conventionally, in reciprocity-based TDD Massive MIMO, the user terminals are assigned one reference signal from a predefined set of reference signals. The base station estimates the channels based on these reference signals. The uplink reference signals are designed to have low mutual correlation, so that users that transmit reference signals will not interfere with each other to any large extent, thus avoiding the phenomenon called pilot contamination [16].

One practical concern has been that of operation in conditions when the received reference signal signal-to-noise-ratio (SNR) is very low. The coherent gain (“useful received power”) in TDD Massive MIMO is proportional to $\beta \gamma$, where $\beta$ is the path loss and $\gamma$ is the channel estimate mean-square, which itself scales proportionally to $\beta$ at low SNR [2, Ch. 3]. Hence, at low SNR, a 3-dB increase in path loss effectively yields a 6-dB loss in coherent beamforming gain.

The base station can generally transmit with much higher power than the user terminals, which leads to a large difference between the SNR that can be achieved in the downlink and uplink. For example, if the downlink transmit power is 40 W while the uplink transmit power is 0.1 W, then the downlink SNR will be 26 dB higher than the uplink SNR. Consequently, the range (coverage) of the downlink reference signals used for downlink channel estimation is longer than the range of the uplink reference signals. Some users will have a high downlink SNR and a low uplink SNR. This limits the use of reciprocity-based channel estimation techniques, where the base station learns the channel from uplink reference signals, to terminals that are in the center of the coverage area—where both the uplink and downlink SNRs are sufficiently high.

When there is no structure in the channel and the minimal number of orthogonal resources are used for the purpose of channel estimation, the number of resources spent on downlink channel estimation scales with the number of base station antennas, while the uplink channel estimation scales with the number of (single antenna) terminals. By this strategy, which is used in practice, the effective SNR in the uplink scales with the number of users. However, to bridge the gap of more than 20 dB discrepancy between the uplink and downlink SNR, more than 100 users
should be served in the same coherence interval. Hence, in the currently practical scenarios, the effective downlink SNR is still much higher than the effective uplink SNR.

An existing way to mitigate the problem of the uplink-downlink SNR discrepancy is to only assign a small fraction of the frequency band to cell-edge terminals, so that these can focus their power in that band and thereby increase the uplink SNR [17, Ch. 6]. However, this will greatly reduce the data rate that such a terminal can achieve, since the rate is proportional to the assigned bandwidth. Moreover, for the exemplified power numbers, the uplink SNR will remain smaller than the downlink SNR, unless only a fraction 1/400 of the bandwidth is assigned to the terminal. Another solution is to only send the uplink reference signals on a small fraction of the frequency band and then extrapolate the channel estimates over the whole band. This solution works well when there is a structure in the channel, e.g. a line-of-sight channel.

In summary, the problems with existing methods for the base station to obtain channel estimates for downlink precoding are:

- With pure reciprocity-based precoding, relying on uplink pilots for channel estimation at the base station, coverage is a problem especially with large bandwidths.
- With pure codebook-based precoding, large amounts of uplink resources are required for terminal-to-base station feedback of quantized channel estimates. Here, low uplink SNRs is also a problem, however, it is not clear when codebook-based precoding and reciprocity based precoding break down. (In addition, downlink resources for downlink pilots are needed.)

It was claimed, e.g., in [14], [17, Ch. 13] that in situations where the received reference signal SNR is insufficient, channel state information (CSI) feedback techniques, used in FDD Massive MIMO and in some cases TDD Massive MIMO, would be more effective than using the reciprocity. In this paper we explain why if reciprocity holds, it is always advantageous to exploit it.

A. Technical Contributions

We consider a cell where the base station is equipped with multiple antenna ports and communicates with a user terminal. The number of antennas at the base station is not necessarily “massive”, however, since channel estimation is especially important in Massive MIMO, this is the case we have studied. We consider both the cases where the channel is reciprocal, operating in TDD mode with reciprocity calibrated arrays, and where the channel is non-reciprocal, operating
in FDD mode or with an uncalibrated array. In the considered scenario, due to high downlink SNR, the terminal has access to an accurate estimate of the downlink channel.

We propose a solution that uses the accurate downlink channel estimates, available at the terminal, and the reciprocity of the channel to improve on the state-of-the-art and circumvent the problem with low uplink SNR. More precisely, when reciprocity holds, the proposed solution uses the downlink channel estimate, which is available at the user terminal, to redesign the uplink reference signal transmission to improve the channel estimation at the base station. Conventionally, the user transmits a known pre-determined reference sequence in the uplink, which the base station can utilize to estimate the channel that it was transmitted over. In the proposed solution, in contrast, the reference signal is not fixed, but instead selected by the user terminal as a function of the downlink channel estimate. The function mapping between the downlink channel estimate and the uplink reference signal is pre-determined and known, so that the base station can jointly estimate the channel and the reference signal. This reduces the estimation errors as compared to having a pre-determined (fixed) reference signal. We furthermore develop an algorithm that finds optimized mapping between the channel estimate and the uplink reference signal, based on pairwise error probability that we obtain in closed form.

We compare our proposed solution to the conventional FDD approach where the terminal feeds back an uplink reference signal based on the estimated downlink channel. We show through simulations that utilizing reciprocity through our proposed solution is always favorable when reciprocity holds since the channel estimates will be of higher quality.

In summary, the technical contributions of this paper are:

- In the proposed solution, the terminal selects the uplink reference signal as a function of the downlink channel.
- We find elegant metrics that, when minimized, lead to minimal pairwise error probabilities. Hence, good sequence mappings minimize the metrics.
- We propose an algorithmic approach to find good sequence mappings.
- Numerical simulations show that, when reciprocity holds, the proposed solution outperforms both conventional reciprocity-based channel estimation, conventionally used in TDD Massive MIMO, and feeding back the quantized channel estimates, conventionally used in FDD Massive MIMO.

Part of this work was presented in [1]. In that paper we only considered a subset of the cases
that arise, see entries in Table I marked with † (to be explained in more detail later). More specifically, we only considered a subset of the cases where reciprocity holds. In this paper we complete the study by covering all the cases and also comparing against a non-reciprocal system.

B. Notation

We use italicized, $x$, bold lowercase, $\mathbf{x}$, bold uppercase, $\mathbf{X}$, and calligraphic, $\mathcal{X}$, characters to denote scalars, vectors, matrices, and sets, respectively. Probability density functions are denoted by $p(\cdot)$. $\mathbf{I}$ is used to denote the identity matrix and $\mathbf{0}$ denotes an all-zero vector, both with appropriate (clear from the context) dimensions. $(\cdot)^\ast$, $(\cdot)^T$, and $(\cdot)^H$ denote the conjugate, the transpose, and the conjugate transpose, respectively. The imaginary unit is denoted by $j$. $\mathcal{CN}(\mathbf{0}, \mathbf{R})$ denotes the (multivariate) circularly symmetric complex Gaussian distribution with covariance matrix $\mathbf{R}$. All the norms, $\| \cdot \|$, in this paper denote the Frobenius norm. We denote Hadamard division by $\oslash$.

II. System Model with Grid-of-Beams

We study the case when a single single-antenna terminal is served by a base station equipped with $M$ antennas. We consider a grid-of-beams world; the downlink channel, $\mathbf{g} \in \mathbb{C}^M$, is unknown at the base station but is one of the $N$ vectors in the set

$$\mathcal{G} = \{ \mathbf{g}_1, \ldots, \mathbf{g}_N \},$$

(1)

where $N$ is in practice often larger than $M$. For instance, such a world can be useful to study when grid-of-beams-based algorithms are used for channel estimation, i.e., beam sweeping type algorithms. We can also view the grid-of-beams world as a special case of the framework in [18], [19]. In [18], [19], the world is split into clusters where the users within each such bin have the same statistics. One way to interpret $\mathcal{G}$ is as a set of “typical” channels from each bin. Further, due to asynchronicity between the terminal and the base station and/or uncertainties of the distance between them, the channel might be phase shifted in which case the effective downlink channel is $e^{j\theta} \mathbf{g}$, where $\theta$ is the phase shift. This can happen if e.g., there is a phase mismatch in the sender and receiver chains of the terminal.

The uplink channel is $\mathbf{h} \in \mathbb{C}^M$. Reciprocity may hold, in which case $\mathbf{h} = e^{j\theta} \mathbf{g}$. In practice, there will be a mismatch between the true channel and the ones in $\mathcal{G}$, but we disregard this in the analytical part to derive methods of detecting said channel, i.e., we assume perfect calibration.
This system model is also applicable in “continuous” worlds where the true channel is instead quantized to one of the beams in $\mathcal{G}$, as shown in the numerical results in Section V. Further, the base station array can be calibrated such that the uplink channel is one of the vectors in the set $\mathcal{H} \neq \mathcal{G}$, $h \in \mathcal{H}$. All the vectors in the set of downlink channels have the same norm,

$$\|g\|^2 = M\beta,$$

that is known at the base station.

The goal of the base station is to estimate (detect) the downlink channel based on a signal, $\phi \in \mathbb{C}^\tau$, where we assume that the signal is $\tau$ samples long, transmitted in the uplink. The terminal sends this signal and the base station receives

$$Y = \sqrt{\rho}h\phi^T + W \in \mathbb{C}^{M \times \tau},$$

where $W \in \mathbb{C}^{M \times \tau}$ is noise with independent $\mathcal{CN}(0,1)$ elements. The sequence, $\phi$ is either deterministic or chosen as a function of $g$. In either case, it has unit norm

$$\|\phi\|^2 = 1,$$

which makes the parameter $\rho$ have the interpretation of SNR after coherent integration over the sequence. For convenience, we define $G = [g_1, \ldots, g_N] \in \mathbb{C}^{M \times N}$.

III. DOWNLINK CHANNEL DETECTION

In this section we will present how the base station detects the downlink channel. The detection process will be different depending on the uplink channel, i.e., if reciprocity holds or not, and whether the terminal knows the downlink channel, either partially or fully, or not. There are eight cases of concern, see Table I. First of all, we do not study the cases where reciprocity does not hold and the terminal does not know the downlink channel $g$ since there is no way for the base station to gain knowledge about the downlink channel in this case. Additionally, the case where the terminal only knows $\theta$ is not treated since this situation will not occur in practice. However, note that the result in this scenario is a special case of when the terminal has full CSI, i.e., knows both $g$ and $\theta$, treated in Section III-A3. Similarly, the case when the terminal has no CSI, i.e., neither knows $g$ nor $\theta$, treated in Section III-A1, is a special case of the scenario where $g$ is known and $\theta$ is unknown, treated in Section III-A2. Nonetheless, the case with no CSI is treated explicitly since it corresponds to the case where the terminal has not
TABLE I

THE CASES OF DOWNLINK CHANNEL DETECTION COVERED IN THE PAPER. PRELIMINARY RESULTS OF CASES MARKED WITH † ARE DISCUSSED IN [1].

|                | terminal knowledge |                |                |
|----------------|--------------------|----------------|----------------|
|                | $g$ unknown        | $g$ known      |                |
| $\theta$ unknown | $\theta$ known    | $\theta$ unknown | $\theta$ known |
| reciprocity holds | No CSI at the terminal, Section III-A1† | Does not occur in practice, special case of Section III-A3 | Partial CSI at the terminal, Section III-A2 | Full CSI at the terminal, Section III-A3† |
| reciprocity does not hold | Not of interest – beamforming cannot be performed | | Section III-B | |
| reciprocity does not hold, but $h \in \mathcal{H}$ | Not of interest – beamforming cannot be performed | | Section III-C | |

acquired channel knowledge, which using a fixed uplink pilot corresponds to the conventional reciprocity-based channel estimation schemes.

The cost of estimating the downlink channel at the terminal is not considered in this paper. In practice, if there is no structure of the channel to be exploited, the resources needed to estimate the channel reliably scales with $M$, which can be very large in massive MIMO [2, Ch. 1] [3, Ch. 1]. However, if there is such structure, e.g., it is known that $g \in \mathcal{G}$, the required resources are much fewer [20]. Nonetheless, the terminal will act as if the downlink channel estimate it has is the true channel.

A. Reciprocity Holds

When reciprocity holds, the uplink channel is the same as the effective downlink channel, $h = e^{j\theta}g$. The received signal (3) at the base station is in this case

$$Y = \sqrt{\rho}e^{j\theta}g\phi^T + W.$$  \hspace{1cm} (5)

If the terminal knows the phase shift $\theta$, we assume that it will compensate for it by rotating the symbols of $\phi$ such that the base station receives

$$Y = \sqrt{\rho}g\phi^T + W.$$  \hspace{1cm} (6)

There are three cases of channel estimation in this case, which we will consider below.
1) Neither $g$ nor $\theta$ are known: In the first case, the terminal has no CSI which means that both the phase shift and the channel are unknown at the terminal. Both the base station and the terminal know the sequence, which effectively becomes a pilot. Because the terminal does not know the channel, the same pilot will be transmitted regardless of which of the beams in $\mathcal{G}$ the channel corresponds to. This setup resembles standard pilot-based channel estimation but with the additional side-information that the channel is one of the vectors in $\mathcal{G}$, and affected by a phase shift.

First, the base station receives the signal (5). The base station jointly finds the beam and the phase shift with the highest likelihood value, i.e., the maximum-likelihood estimate, through

$$
\arg\max_{\theta, g \in \mathcal{G}} p(Y; g, \theta) = \arg\min_{\theta, g \in \mathcal{G}} \|Y - \sqrt{\rho} e^{j \theta} g \phi^T\|,
$$

by first determining the maximum-likelihood estimate of the phase shift conditioned on each beam in $\mathcal{G}$ [21, Ch. 6],

$$
\hat{\theta}_n = \arg\max_{\theta} p(Y; g_n, \theta) = - \arg \phi^T Y^H g_n,
$$

for $n = 1, \ldots, N$. The base station continues by using the phase shift estimates in the detector which finds the beam with largest concentrated likelihood value, i.e., using the maximum likelihood detector [21, Ch. 6]

$$
\arg\max_{g \in \mathcal{G}} p\left(Y; g, \hat{\theta}\right) = \arg\min_{g \in \mathcal{G}} \|Y - \sqrt{\rho} e^{j \hat{\theta}} g \phi^T\|,
$$

which is equivalent to

$$
\max_{g \in \mathcal{G}} \Re\left\{e^{j \hat{\theta}} \phi^T Y^H g\right\} = \max_{g \in \mathcal{G}} \Re\left\{e^{-j \arg \phi^T Y^H g} \phi^T Y^H g\right\}
$$

$$
= \max_{g \in \mathcal{G}} \left|\phi^T Y^H g\right|.
$$

If the true channel is $g_n$, we make an error in favor of another channel, $g_n'$, if

$$
\left|\phi^T Y^H g_n'\right| > \left|\phi^T Y^H g_n\right| \iff
$$

$$
\left|\sqrt{\rho} g_n^H g_n' + e^{j \theta} \phi^T W^H g_n'\right| > \left|\sqrt{\rho} M \beta + e^{j \theta} \phi^T W^H g_n\right|.
$$

**Proposition 1.** In the case where reciprocity holds, and the terminal neither knows the channel, $g$, nor the phase shift, $\theta$, the pairwise error probability, the probability that channel $g_n'$ will be detected given that the true channel is $g_n$, will decrease when $\left|g_n^H g_n'\right|$ decreases or $\sqrt{\rho} M \beta$ increases.
Proof. See Appendix A.

Since the same pilot is used regardless of which beam in $G$ the channel corresponds to, and the pilot has unit norm, the choice of pilot will not affect the performance of the detector. That is, if we are given a grid-of-beams world and the terminal does not know, or cannot accurately detect the beam, the only thing we can do to improve the detection performance is to either increase the power, or increase the length of the sequence $\phi$, effectively increasing the SNR. This is true, regardless of the set of beams, $G$.

2) Only $g$ is known, not $\theta$: In this case, the terminal has accurately detected the downlink beam $g$ from e.g., downlink pilots, but lacks the knowledge of the phase shift $\theta$. This scenario can occur e.g., when there is a phase mismatch in the receiver and transmitter chains of the terminal. In this case, the terminal decides the uplink sequence based on the downlink channel through a mapping

$$\phi = s(g).$$

(13)

In the special case when the terminal maps all possible channels to the same sequence, we fall back to the scenario in Section III-A1. There are $N$ (possibly non-unique) sequences. The sequences are paired with their corresponding beam such that the $n$:th sequence is based on the $n$:th beam in $G$, $\phi_n = s(g_n)$ for $n = 1, \ldots, N$. The sequences are for convenience grouped in a matrix $\Phi = [\phi_1, \ldots, \phi_N] \in \mathbb{C}^{r \times N}$. The base station uses the phase shift estimate (8), with $\phi$ replaced with $\phi_n$, and finds the channel-sequence pair with the largest concentrated likelihood value from the received signal (5) through the maximum-likelihood detector [21, Ch. 6]

$$\text{argmax}_{g \in G, \phi, \phi = s(g)} p \left(Y; g, \phi, \hat{\theta}\right) = \text{argmin}_{g \in G, \phi, \phi = s(g)} \left\| Y - \sqrt{\rho} e^{i\hat{\theta}} g \phi^T \right\|$$

(14)

$$= \text{argmax}_{g \in G, \phi, \phi = s(g)} \left| \phi^T Y^H g \right|. \quad (15)$$

If the true channel-sequence pair is $(g_n, \phi_n)$, we make an error in favor of another channel-sequence pair, $(g_{n'}, \phi_{n'})$, if

$$\left| \phi^T_{n'} Y^H g_{n'} \right| > \left| \phi^T_n Y^H g_n \right| \iff$$

$$\left| \sqrt{\rho} \phi^H_{n'} \phi_{n'} g^H_{n'} g_{n'} + e^{i\hat{\theta}} \phi^T W^H g_{n'} \right| > \left| \sqrt{\rho} M \beta + e^{i\hat{\theta}} \phi^T W^H g_n \right|. \quad (16)$$

(17)

Proposition 2. In the case where reciprocity holds, the terminal knows the channel, $g$, but not the phase shift, $\theta$, and the terminal selects the uplink reference sequence based on $g$, the pairwise
error probability, the probability that channel \( g_{n'} \) will be detected given that the true channel is \( g_n \), will decrease when \( |\Phi_n^H \Phi_{n'} g_n^H g_{n'}| \) decreases or when \( \sqrt{\rho M\beta} \) increases.

**Proof.** See Appendix A. □

Therefore, choosing the mapping \( \phi = s(g) \) is of great importance here. From the pairwise error probability we have an elegant metric to evaluate our mapping. At high SNRs, the pairwise error probability for the “worst” pair will dominate. Thus, we should find the channel-sequence mapping such that

\[
\min_{s: \phi = s(g)} \max_{n, n'} |\Phi_n^H \Phi_{n'} g_n^H g_{n'}| = \min_{s: \phi = s(g)} \zeta_U(G, \Phi),
\]

where \( \zeta_U(G, \Phi) = \max_{n, n'} |\Phi_n^H \Phi_{n'} g_n^H g_{n'}| \). In Section IV, we will develop an algorithm that aims to minimize \( \zeta_U(G, \Phi) \).

3) *Both \( g \) and \( \theta \) are known:* In the last case where reciprocity holds, the terminal has full CSI, meaning that it knows both the beam \( g \) and the phase shift \( \theta \), which it acquired from e.g. downlink pilots.

Here, the base station detects the most likely beam from the received signal (6). The maximum likelihood detector is [21, Ch. 6]

\[
\arg\max_{g \in G, \phi = s(g)} p(Y; g) = \arg\min_{g \in G, \phi = s(g)} \|Y - \sqrt{\rho} g \phi^T\| = \arg\max_{g \in G, \phi = s(g)} \Re\{\phi^T Y g \}.
\]

If the true channel is \( g_n \), we make an error in favor of another channel, \( g_{n'} \), if

\[
\Re\{\phi_n^T Y g_{n'}\} > \Re\{\phi^T g_n\} \iff \Re\{\sqrt{\rho} \phi_n^H \phi_{n'} g_n^H g_{n'} + \phi_n^T W g_{n'}\} > \Re\{\sqrt{\rho} M\beta + \phi_n^T W g_n\}.
\]

**Proposition 3.** When reciprocity holds, and the terminal knows both the channel, \( g \), and the phase shift, \( \theta \), and the terminal selects the uplink reference sequence based on \( g \), the pairwise error probability, the probability that channel \( g_{n'} \) will be detected given that the true channel is \( g_n \), is

\[
\Pr(\text{beam } n' \text{ detected} | \text{beam } n \text{ correct}) = Q\left(\sqrt{\rho (M\beta - \Re\{\phi_n^H \phi_{n'} g_n^H g_{n'}\})}\right),
\]

where \( Q(\cdot) \) denotes the Q-function.
Proof. See Appendix B.

Here, the pairwise error probability will decrease when \( \text{Re} \{ \phi_n^H \phi_{n'} g_n^H g_{n'} \} \) decreases or when \( \sqrt{\rho M \beta} \) increases. Again, as in Section III-A2, choosing the mapping \( \phi = s(g) \) is of great importance here. We have a similar metric as before to evaluate the mapping. We should find the channel-sequence mapping such that

\[
\min_{s: \phi = s(g)} \max_{n, n' : n \neq n'} \text{Re} \{ \phi_n^H \phi_{n'} g_n^H g_{n'} \} = \min_{s: \phi = s(g)} \zeta_K (G, \Phi),
\]

where \( \zeta_K (G, \Phi) = \max_{n, n' : n \neq n'} \text{Re} \{ \phi_n^H \phi_{n'} g_n^H g_{n'} \} \). In Section IV, we will develop an algorithm which aims to minimize \( \zeta_K (G, \Phi) \).

B. Reciprocity Does not Hold

In this case, reciprocity does not hold but the terminal knows the downlink channel \( g \) perfectly. The terminal selects the uplink sequence as a function of the downlink channel and the base station receives \( Y \) as in (3), and detects \( g \in \mathcal{G} \) with the largest likelihood value. In this case, the knowledge of \( \theta \) will not affect the detection problem at the base station, however, it will affect the downlink data rate since the transmission would need to use additional demodulation pilots to find the phase shift or transmit with non-coherent techniques.

Due to the lack of reciprocity, the uplink channel \( h \) is random and independent of the downlink channel \( g \). Assuming that \( h \) has probability density function \( p(h) \), which is known at the base station, the detector detects the sequence with the largest likelihood value, which corresponds to the downlink channel in \( \mathcal{G} \), from the received signal

\[
\arg\max_{n: \phi = s(g_n), g_n \in \mathcal{G}} p(Y | \phi) = \arg\max_{n: \phi = s(g_n), g_n \in \mathcal{G}} \int dh \, p(h) p(Y | \phi, h).
\]

Here, we assume that we have a structure in the downlink channel corresponding to the finite set \( \mathcal{G} \). However, the structure (if it exists) in the uplink channel is not fully known. Hence, we assume that the uplink channel is continuous. We study (25) in three cases:
1) The uplink channel is independent and identically distributed (i.i.d.) Rayleigh fading, \( h = \sqrt{\beta}z \) where \( z \sim \mathcal{CN}(0, I) \). The conditional probability in (25) is written as

\[
p(Y|\phi) = \int dh \, p(h)p(Y|\phi, h) = \int dz \, p(z)p(Y|\phi, z)
\]

\[
= \frac{1}{(2\pi)^M} \frac{1}{(2\pi)^M} \int dz \, e^{-\|z\|^2} e^{-\|Y - \sqrt{\rho\beta}z\phi^\top\|^2}.
\]

The sum of the two negative exponents in (28) can be written

\[
\|z\|^2 + \|Y\|^2 + \rho\beta \|z\|^2 - 2\sqrt{\rho\beta} \text{Re} \{\phi^T Y \rho z\}
\]

\[
= \left\| \sqrt{\rho\beta + 1}z - \sqrt{\rho\beta + 1}Y\phi^* \right\|^2 + \|Y\|^2 - \frac{\rho\beta}{\rho\beta + 1} \|Y\phi^*\|^2.
\]

The exponential of the first term in (30) integrates to a constant and the second term is independent of the sequence \( \phi \). Hence, maximization of \( p(Y|\phi) \) is equivalent to maximization of \( \|Y\phi^*\|^2 \),

\[
\arg\max_{n: \phi = s(g_n), g_n \in G} p(Y|\phi) = \arg\max_{n: \phi = s(g_n), g_n \in G} \|Y\phi^*\|^2.
\]

If the true sequence is \( \phi_n \), we make an error in favor of another sequence, \( \phi_{n'} \), if

\[
\|Y\phi_{n'}^*\| > \|Y\phi_n^*\| \iff \left\| \sqrt{\rho}h\phi_n^T\phi_{n'}^* + W\phi_{n'}^* \right\|^2 > \left\| \sqrt{\rho}h + W\phi_n^* \right\|^2.
\]

We let \( \alpha = \phi_n^H\phi_n^* \) and \( U \) be a unitary matrix where the first two rows are the result of Gram-Schmidt orthogonalization of \( \phi_n \) and \( \phi_{n'} \). The first row is \( u_1^T = \phi_n^T \) and the second row is \( u_2^T = \frac{\phi_{n'}^T - \alpha\phi_n^T}{\sqrt{1 - |\alpha|^2}} \). The other rows are orthogonal to both \( \phi_n^T \) and \( \phi_{n'}^T \). Since the elements in \( W \) are i.i.d. \( \mathcal{CN}(0, 1) \), the elements of \( WU \) are also i.i.d. \( \mathcal{CN}(0, 1) \).

Therefore we can write the pairwise error probability as

\[
\Pr \left( \left\| \sqrt{\rho}h\phi_n^T\phi_{n'}^* + W\phi_{n'}^* \right\|^2 > \left\| \sqrt{\rho}h + W\phi_n^* \right\|^2 \right) \]

\[
= \Pr \left( \left\| \sqrt{\rho}\alpha^*h + WU\phi_{n'}^* \right\|^2 > \left\| \sqrt{\rho}h + WU\phi_n^* \right\|^2 \right) \]

\[
= \Pr \left( \left\| \sqrt{\rho}\alpha^*h + W \left( \alpha^*e_1 + \sqrt{1 - |\alpha|^2}e_2 \right) \right\|^2 > \left\| \sqrt{\rho}h + We_1 \right\|^2 \right) \]

\[
\overset{(a)}{=} \Pr \left( \left\| |\alpha| \mathbf{x} + \sqrt{1 - |\alpha|^2} \mathbf{y} \right\|^2 > \|\mathbf{x}\|^2 \right)
\]
where $e_1$ and $e_2$ are the first and second column of $I_\tau$, respectively, and in (a) we introduced $x = \sqrt{\beta} h + W e_1 \sim CN(0, (\rho \beta + 1)I_M)$ and $y = W e_2 \sim CN(0, I_M)$. Note that $x$ and $y$ are independent. The pairwise error probability (37) will increase when $|\alpha|$ is increasing, see Appendix C for a proof. Therefore, here we want to use sequences that do not have high correlation. In this case, the optimal sequence mapping is independent of the set of downlink channels, $G$. The set of sequences that is optimal fulfills

$$
\min_{s: \phi = s(g)} \max_{n, n' \neq n'} |\phi_n^H \phi_{n'}| = \min_{s: \phi = s(g)} \zeta_{NR}(\Phi),
$$

where $\zeta_{NR}(\Phi) = \max_{n, n' \neq n'} |\phi_n^H \phi_{n'}|$.

2) The uplink channel is a uniform linear array with $\lambda/2$-spacing line-of-sight channel, where $\lambda$ is the wavelength, $h = \sqrt{\beta} e^{j \xi} [e^{\phi} e^{-j \pi \sin \psi} ... e^{-j \pi(M-1) \sin \psi}]^T$, which is parameterized by $\psi$, the impinging angle, $p(\psi) = \frac{1}{\pi}, \frac{-\pi}{2} < \psi \leq \frac{\pi}{2}$, and $\xi$, the phase shift stemming from the unknown distance to the terminal $p(\xi) = \frac{1}{2\pi}, -\pi < \xi \leq \pi$. The sequence with the largest likelihood value is

$$
\arg\max_{n: \phi = s(g), g_n \in G} p(Y|\phi) = \arg\max_{n: \phi = s(g), g_n \in G} \int_{-\pi}^{\pi} d\xi \int_{-\pi}^{\pi} d\psi p(Y|\phi, \psi, \xi) p(\psi) p(\xi) \tag{39}
$$

$$
= \arg\max_{n: \phi = s(g), g_n \in G} \int_{-\pi}^{\pi} d\xi \int_{-\pi}^{\pi} d\psi \frac{1}{2\pi} \frac{1}{\pi M} e^{-||Y - \sqrt{\rho} h \phi||^2} \tag{40}
$$

$$
= \arg\max_{n: \phi = s(g), g_n \in G} \int_{-\pi}^{\pi} d\xi \int_{-\pi}^{\pi} d\psi e^{2\sqrt{\rho} Re\{h^H Y \phi^*\}}. \tag{41}
$$

This detector is computationally very complex since it requires the evaluation of $N$ double integrals which cannot be found in closed form. A simpler detector is to find the maximum-likelihood estimate of $\xi$,

$$
\hat{\xi} = \arg\max_{\xi} p(Y|\phi, \psi, \xi) \tag{42}
$$

$$
= - \arg \left[ e^{\phi} e^{-j \pi \sin \psi} ... e^{-j \pi(M-1) \sin \psi} \right]^* Y^\phi, \tag{43}
$$

which gives us a maximization of the concentrated likelihood function

$$
\arg\max_{n: \phi = s(g), g_n \in G} p(Y|\phi, \hat{\xi}) = \arg\max_{n: \phi = s(g), g_n \in G} \int_{-\pi}^{\pi} d\psi e^{2\sqrt{\rho} Re\{h^H Y \phi^*\}}. \tag{44}
$$

Further, we can concentrate the likelihood function with respect to $\psi$, corresponding to a joint maximization of $\xi, \psi$ and the sequence $\phi$

$$
\arg\max_{n: \phi = s(g), g_n \in G} \max_{\psi} |h^H Y \phi^*|. \tag{45}
$$
3) The uplink channel is line-of-sight but the uplink signal has been phase shifted such that the first antenna element in the base station has a real-valued channel to the terminal, \( h = \sqrt{\beta} \left[ e^{j\varphi} e^{-j\pi \sin \psi} ... e^{-j\pi(M-1)\sin \psi} \right]^T \), \( p(\psi) = \frac{1}{\pi}, \frac{-\pi}{2} < \psi \leq \frac{\pi}{2} \). The detector in this case is

\[
\text{argmax}_{n: \phi = s(g_n), \ g_n \in \mathcal{G}} p(Y|\phi) = \text{argmax}_{n: \phi = s(g_n), \ g_n \in \mathcal{G}} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} d\psi p(Y|\phi, \psi)p(\psi) 
\]

\[
= \text{argmax}_{n: \phi = s(g_n), \ g_n \in \mathcal{G}} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} d\psi e^{2\sqrt{\rho} \Re\{h^*Y\}}. 
\]

The detector can be extended to encompass different uplink channel models than the ones listed here.

C. Reciprocity Does not Hold, but the Array is Calibrated

In the final scenario, the terminal knows the downlink channel. Reciprocity does not hold so \( h \) is independent of \( g \). However, the array is calibrated so that the uplink channel is also part of a channel set, \( h \in \mathcal{H} \), i.e., we know the structure of the uplink channel as well. The terminal transmits an uplink sequence based on the downlink channel and the base station detects the sequence with largest likelihood value

\[
\text{argmax}_{n: \phi = s(g_n), \ g_n \in \mathcal{G}} p(Y|\phi) = \text{argmax}_{n: \phi = s(g_n), \ g_n \in \mathcal{G}} \frac{1}{|\mathcal{H}|} \sum_{h \in \mathcal{H}} p(Y|\phi, h) 
\]

\[
= \text{argmax}_{n: \phi = s(g_n), \ g_n \in \mathcal{G}} \frac{1}{\pi M T} e^{-\|Y - \sqrt{\rho} h^T\|^2} 
\]

\[
= \text{argmax}_{n: \phi = s(g_n), \ g_n \in \mathcal{G}} \sum_{h \in \mathcal{H}} e^{2\sqrt{\rho} \Re\{\phi^H Y h\}}. 
\]

Additionally, the uplink channel could come from a channel set but also be phase shifted, \( h = e^{j\nu} h^{\text{beam}}, h^{\text{beam}} \in \mathcal{H}, -\pi \leq \nu \leq \pi \). Note that this is not the same as \( \theta \) being known or unknown. In this case, the sequence with the largest likelihood value is obtained from

\[
\text{argmax}_{n: \phi = s(g_n), \ g_n \in \mathcal{G}} p(Y|\phi) = \text{argmax}_{n: \phi = s(g_n), \ g_n \in \mathcal{G}} \frac{1}{|\mathcal{H}|} \sum_{h^{\text{beam}} \in \mathcal{H}} \int_{-\pi}^{\pi} d\nu e^{\frac{1}{2\pi} p(Y|\phi, h^{\text{beam}}, \nu)} 
\]

\[
= \text{argmax}_{n: \phi = s(g_n), \ g_n \in \mathcal{G}} \sum_{h^{\text{beam}} \in \mathcal{H}} \int_{-\pi}^{\pi} d\nu e^{-\|Y - \sqrt{\rho} h^{\text{beam}}\|^2} 
\]

\[
= \text{argmax}_{n: \phi = s(g_n), \ g_n \in \mathcal{G}} \sum_{h^{\text{beam}} \in \mathcal{H}} \int_{-\pi}^{\pi} d\nu e^{2\sqrt{\rho} \Re\{\phi^H Y h^{\text{beam}}\} \cos \nu} 
\]

\[
= \text{argmax}_{n: \phi = s(g_n), \ g_n \in \mathcal{G}} \sum_{h^{\text{beam}} \in \mathcal{H}} I_0 \left( 2\sqrt{\rho} \|\phi^H Y h^{\text{beam}}\| \right), 
\]
where
\[ I_0(z) = \frac{1}{\pi} \int_{0}^{\pi} e^{z \cos \theta} d\theta \] (55)
is the modified Bessel function of the first kind.

IV. DESIGN OF SEQUENCE MAPPINGS

When the terminal has knowledge about the beam that it is in, the sequence mapping that
maps the channel beam to the uplink reference signal is crucial for the detection performance. In
Section III, we have seen the minimization of three different metrics appear in order to minimize
the pairwise error probability:

1) \[ \min_{s: \phi = s(g)} \max_{n, n', n \neq n'} \left| \phi_n^H \phi_{n'}^H g_n g_{n'} \right| = \min_{s: \phi = s(g)} \zeta_U (G, \Phi), \text{ when reciprocity holds and } \theta \text{ is unknown,} \]

2) \[ \min_{s: \phi = s(g)} \max_{n, n', n \neq n'} \Re \left\{ \phi_n^H \phi_{n'}^H g_n g_{n'} \right\} = \min_{s: \phi = s(g)} \zeta_K (G, \Phi), \text{ when reciprocity holds and } \theta \text{ is known,} \]

3) \[ \min_{s: \phi = s(g)} \max_{n, n', n \neq n'} \left| \phi_n^H \phi_{n'} \right| = \min_{s: \phi = s(g)} \zeta_{NR} (\Phi), \text{ when reciprocity does not hold and the uplink} \]
channel is Rayleigh fading. This metric minimization problem is the Grassmannian line
packing problem [7].

In the cases where reciprocity holds, the structure of \( G \) will affect which sequences that are
optimal. If all channel pairs have the same inner product, i.e., \( g_n^H g_{n'} \) is the same for all \( n \) and
\( n' \), the optimal sequence pairs will also have the same inner product. On the other hand, if there
is some structure in \( G \) such that, for instance, a pair is orthogonal, \( g_n^H g_{n'} = 0 \), we can “get
away” with using the same pilot for the pair, i.e., \( \phi_n = \phi_{n'} \), if we look at this pair in isolation.
Structures with more diverse inner products between the channel pairs will be beneficial for our
methods.

In practice, a small pairwise error probability translates into a small mean-square error. For the
contrary to be true, certain restrictions on the beams in \( G \) should be made. Our analysis holds for
any \( G \) where \( \|g\|^2 = M\beta \), but additional constraints on \( G \) can be made, e.g., \( \|g_n - g_{n'}\|^2 > \varepsilon, \)
\( n \neq n' \), i.e., that the norm-square between two channels in the set should be greater than a
threshold \( \varepsilon \).

Finding the optimal sequence mapping is an NP-hard problem and the sequences are highly
coupled—changing one sequence affects the performance of every pair of sequences which
includes the changed sequence. These two properties make it very difficult to find the optimal
way of designing sequences with a small metric. We propose an algorithm which randomly
Algorithm 1 Sequence Generation Algorithm (SGA), takes the distribution from which to draw sequences and the metric to be minimized as input, and gives the best sequence found as output

**Input:** \( p(\cdot) \), \( \zeta(\cdot, G) \)

**Output:** \( \Phi \)

1: for a predefined number of iterations do
2: Create \( \Phi^\text{new} \sim p(\cdot) \).
3: Normalize the columns of \( \Phi^\text{new} \) such that each column \( v \) has \( \|v\| = 1 \).
4: if \( \zeta(\Phi^\text{new}, G) < \zeta(\Phi, G) \) then
5: \( \Phi = \Phi^\text{new} \)
6: end if
7: end for

Algorithm 2 Unknown Phase-Shift Correlation Algorithm (UPSCA), finds a correlation matrix for minimizing the metric \( \zeta_U(\cdot, \cdot) \)

**Input:** \( G \)

**Output:** \( R \)

1: Calculate \( R^G = G^H G / M \)
2: \( m = \min_{i,j,|R^G_{ij}| \neq 0} |R^G_{ij}| \)
3: Create \( R^P_H = 1 \odot (|R^G| m) \). Division by zero is treated as 1.
4: Let \( R \) be the positive semidefinite matrix which is closest to \( R^P_H \).

\[
R = \arg\min_{R \succeq 0} \| R^P_H - R \|
\]

draws sequences with a certain distribution, that can depend on the set of beams, multiple times and keeps the sequence mapping that so far had the smallest metric. The algorithm is presented in Algorithm 1 and we refer to this algorithm as the Sequence Generation Algorithm (SGA).

The optimal distribution to use in the algorithm is unknown, therefore, as a baseline, we draw sequences from the \( \mathcal{CN}(0, I) \) distribution. In an effort of finding better sequences we have experimented with introducing a correlation of the sequences, i.e., drawing sequences from the distribution \( \mathcal{CN}(0, R) \), where \( R \) is the correlation matrix. Two algorithms for finding such \( R \)s can be found in Algorithms 2 and 3 for the case where the phase shift is unknown and known, respectively. We refer to these algorithms as the Unknown Phase-Shift Correlation
Algorithm 3 Known Phase-Shift Correlation Algorithm (KPSCA), finds a correlation matrix for minimizing the metric $\zeta_K (\cdot, \cdot)$

**Input:** $G$

**Output:** $R$

1. Calculate $R^G = G^H G / M$
2. $m_R = \min_{i,j,\text{Re}\{R_{ij}^G\} \neq 0} |\text{Re}\{R_{ij}^G\}|$
3. $m_I = \min_{i,j,\text{Im}\{R_{ij}^G\} \neq 0} |\text{Im}\{R_{ij}^G\}|$
4. Create $R_H^P = 1 \odot (\text{Re}\{R^G\} m_R) + j \odot (\text{Im}\{R^G\} m_I)$. Division by zero is treated as 1 in the real part and 0 in the imaginary part. This way $R^P$ will be Hermitian.
5. Let $R$ be the positive semidefinite matrix which is closest to $R_H^P$.

$$R = \arg\min_{R \succeq 0} \| R_H^P - R \|$$

Algorithm (UPSCA) and the Known Phase-Shift Correlation Algorithm (KPSCA), respectively. Note, that these algorithms are heuristic and better performance than the baseline $R = I$ cannot be guaranteed. However, from simulations we have seen that especially in the case where the grid-of-beams is based on a DFT grid-of-beams world, see Section V for simulation setup and results, these algorithms perform well, in the sense that with the same number of iterations the metrics that we found with $\mathcal{CN}(0, R)$ are generally lower than the ones with $\mathcal{CN}(0, I)$. While our proposed algorithms perform very well, they are not provably optimal and we have to leave the search for improved schemes for future work.

V. Numerical Results

In this section we evaluate the performance of the detectors and the sequence mappings. We evaluate the performance based on the probability of incorrect detection, $p_E$, and mean-square error (MSE) between the true channel, and detected beam. Throughout all simulations, we assume $M = 10$ antennas at the base station, $N = 70$ vectors in $\mathcal{G}$, and $\beta = 1$ such that $\|g\|^2 = M\beta = 10$ for $g \in \mathcal{G}$. Whenever we generate sequences with the SGA, Algorithm 1, we run for $10^6$ iterations and save the sequences with the lowest metric value. Running the algorithm for more iterations will have a higher probability of generating better sequence mappings. However, the time between two improvements will increase.
First, we introduce the discrete Fourier transform (DFT) grid-of-beams world [23]. This corresponds to the terminal being in line-of-sight, but with a finite number of angles, to a base station with a uniform linear array. The beams in $G$ are

$$g_n = \sqrt{\beta} \left[ 0, \ldots, e^{2\pi j (m-1) \frac{n-1}{N}}, \ldots, e^{2\pi j (M-1) \frac{n-1}{N}} \right]^T,$$  \hspace{1cm} (56)

for $n = 1, \ldots, N$.

In the DFT beam case, the correlation between two beams depends on the “beam-distance”, $n' - n$, and the ratio, $\frac{N}{M}$,

$$g_n^H g_{n'} = \beta \left[ 0, \ldots, e^{2\pi j (m-1) \frac{n'-1}{N}}, \ldots, e^{2\pi j (M-1) \frac{n'-1}{N}} \right]^H \times \left[ 0, \ldots, e^{2\pi j (m-1) \frac{n'-1}{N}}, \ldots, e^{2\pi j (M-1) \frac{n'-1}{N}} \right]$$

$$= \beta \sum_{m=1}^{M} e^{2\pi j (m-1) \frac{n'-n}{N}}. \hspace{1cm} (57)$$

Clearly, if $\frac{N}{M}$ is an integer and $n' - n \mod \frac{N}{M} = 0$, then, for $n' \neq n$,

$$g_n^H g_{n'} = \beta \sum_{m=1}^{M} e^{2\pi j \frac{m-1}{M}} = 0. \hspace{1cm} (59)$$

We know that $\zeta_U (\Phi, G) \geq 0$. This can be used to determine the sequences to be used for CSI feedback. Hence, if $N > M$, $N/M$ is an integer, and $N > \tau$, we only need $\tau = N/M$ to make

$$\zeta_U (\Phi, G) = 0,$$  \hspace{1cm} (60)

which is optimal in this case, by simply having $N/M$ orthogonal sequences and assigning sequence $\phi_{(n \mod \frac{N}{M})+1}$ to $g_n$.

We start by studying the cases where reciprocity holds. In Fig. 1a we show the result of a simulation where the terminal lies in one of the $N$ beams of the DFT grid. The phase shift is known by the terminal and compensated for. The terminal detects the beam and transmits one of $\tau$ orthogonal sequences based on the mapping

$$\phi_{(n \mod \frac{N}{M})+1} = s(g_n). \hspace{1cm} (61)$$

“No CSI” corresponds to the case where the terminal has no CSI at all and therefore sends the same sequence all the time, i.e., the benchmark scenario considered in Section III-A1. The specifics of the transmitted sequence does not influence performance. It can be any (one) sequence. We can see that $\tau = 2$ gives a better performance than $\tau = 3$ at high SNRs. This comes from the fact that beam 1 and beam 70 will have the same pilot in the case with three
pilots and since the two beams are “close”, in the sense that they have a large correlation, they will often be mistaken for each other.

In Fig. 1b we show results from the same type of simulation, but in this case the phase shift $\theta$ is unknown by the terminal. Now, the simulations correspond to the case in Section III-A2, except for “No CSI” which still corresponds to the scenario without CSI in Section III-A1. By comparing the results in Figs. 1a and 1b we see that there is a significant degradation in performance of not knowing the phase, especially in the cases where the sequence-channel pairs are bad (in the sense that the corresponding metric is large).

In Figs. 2a and 2b, we have included sequence mappings generated from the SGA, Algorithm 1, in the scenarios with known and unknown phase shifts, respectively. The sequences generated by the algorithm have length $\tau = 3$. In the sequences corresponding to “White algorithm”, we used $\mathcal{CN}(0, I)$ to draw the sequences and in “Correlated algorithm” we used $\mathcal{CN}(0, R)$ to draw the sequences, where $R$ is chosen as a function of $G$ with the KPSCA, Algorithm 3, and the UPSCA, Algorithm 2, respectively. The best sequence mapping, with respect to $\zeta_K(G, \Phi)$ and $\zeta_U(G, \Phi)$, respectively, was saved and used for the simulations. We see that carefully selecting the sequence mapping will hugely impact the performance of the detector; the error probability
TABLE II
Metric values, rounded to two decimal points, corresponding to the simulations in Fig. 2, where the left column, \( \zeta_K(G, \Phi) \), corresponds to Fig. 2A and the right column, \( \zeta_U(G, \Phi) \), corresponds to Fig. 2B.

|                | \( \zeta_K(G, \Phi) \) | \( \zeta_U(G, \Phi) \) |
|----------------|------------------------|------------------------|
| - - - - No CSI | -                      | 9.67                   |
| - - \( \tau = 3 \), OS (61) | 8.89                   | 9.67                   |
| - - - - \( \tau = 3 \), White algorithm | 5.41                   | 7.73                   |
| - - - - \( \tau = 3 \), Correlated algorithm | 4.99                   | 7.11                   |
| - - - - \( \tau = 7 \), OS (61) | 0                      | 0                      |

is lower when using the proposed algorithms than when using orthogonal sequences with \( \tau = 3 \). The metric values for the simulations can be found in Table II where we indeed can confirm that cases with lower metric values perform better in terms of detection probability. However, the metric will first come in play at high SNRs when the worst pair dominates the performance. Recall that \( \rho \) is the SNR after coherent integration over the sequence, meaning that the sequence length will not affect the performance other than possibly lowering the metric. Note that, even though the sequences are designed to minimize the pairwise error probability, the performance translates to a small MSE which is a more relevant metric for performance of practical systems.

Although we assume that the true downlink channel is from a finite set of beams we can extend the results to a “continuous beamspace” by quantizing the true channel to the beam in the set that is closest to the true channel, in the mean-square sense. In Fig. 3 we show the results from a simulation where the true channel is a line-of-sight channel (with an arbitrary angle-of-arrival). In the cases where the terminal knows the channel, it finds the beam in the set that is closest to the true channel and transmits the sequence corresponding to that beam. Other than that, the simulation setup is the same as in Fig. 2, and the same sequences are used for the beams. We can again see that carefully selecting the sequence mapping improves the performance. Here, the MSE is lower when using sequences generated from the proposed algorithms than when using orthogonal sequences, while using the same sequence length, \( \tau = 3 \). The MSE levels out at high SNRs where the only mismatch that remains is between the true channel and the quantized channel.

Further, we also simulate the more practical scenario when the channel estimate at the terminal is imperfect. The simulation scenario is the same as in Fig. 3. However, the terminal has estimated
the angle-of-arrival with an error of $\mathcal{N}(0, 0.1/(\rho \cos^2 \phi))$, where $\phi$ is the true angle of arrival, i.e., it scales with $\rho$. This choice of 0.1 corresponds to the Cramér-Rao lower bound when the downlink SNR is approximately 22 dB lower than $\rho$ [24], which means that in practice we will have much better angle estimates. The result is presented in Fig. 4. We can see that even though the channel estimates are imperfect, the proposed methods have a gain over the “No CSI” case. However, if the angle-of-arrival estimation error at the terminal is larger, this gain vanishes. Hence, our proposed methods should be used when the downlink channel estimates are accurate.

In the next simulation setup, we study a grid-of-beams world where the beams correspond to a packing in the Grassmannian manifold [7], generated through algorithms in [25]. The results can be seen in Figs. 5a and 5b with known and unknown phase shifts, respectively. Generally, the metric values are smaller in the Grassmannian grid-of-beams world than in the DFT grid-of-beams worlds since the packing is designed such that there is a small correlation between the beams. Hence, the choice of sequence mapping is less important in this scenario than in the DFT grid-of-beams scenario, at least at the error probabilities studied in the simulations. However,
Fig. 3. MSE between the true channel and the detected channel. The true channel is a line-of-sight channel (with an arbitrary angle-of-arrival) to the base station. The terminal selects the channel from a DFT grid-of-beams world, (56), which is closest to the true channel, in the mean-square sense. Sequences are assigned as follows: Orthogonal sequences (OS) of length $\tau$ are assigned through mapping (61); through SGA, Algorithm 1, with $CN(0, I)$ (White algorithm); and through SGA, Algorithm 1, with $CN(0, R)$ (Correlated algorithm) where $R$ is generated with the KPSCA, Algorithm 3, in Fig. 3a, and the UPSCA, Algorithm 2, in Fig. 3b. In Fig. 3a the terminal knows the phase shift while in Fig. 3b it does not. However, in both figures the line titled “No CSI” corresponds to the case where the terminal has no channel knowledge, both $g$ and $\theta$ are unknown.

Fig. 4. The same simulation scenario as in Fig. 3 but there is an error in the estimated angle-of-arrival at the terminal of $\mathcal{N}(0, 0.1/(\rho \cos^2 \phi))$ degrees.
Fig. 5. Probability of incorrect detection in a Grassmannian grid-of-beams world, with orthogonal sequences (OS) of length $\tau$ that are assigned through mapping (61) and sequences generated with the SGA, Algorithm 1, with $CN(0, I)$ (White algorithm) and $CN(0, R)$ (Correlated algorithm) where $R$ is generated with the KPSCA, Algorithm 3, in Fig. 5a, and the UPSCA, Algorithm 2, in Fig. 5b. The terminal is located on the grid. In Fig. 5a the terminal knows the phase shift while in Fig. 5b it does not. However, in both figures the line titled “No CSI” corresponds to the case where the terminal has no channel knowledge, both $g$ and $\theta$ are unknown.

an improvement of more than 1 dB can be seen at error probability $10^{-4}$ in both the cases with and without the knowledge of the phase shift $\theta$ at the terminal.

We also study scenarios where the channel is Rician fading, $g = g_{\text{LoS}} + g_{\text{NLoS}}$, i.e., consisting of a free-space line-of-sight component, $g_{\text{LoS}}$, which is known at the terminal, and a non-line-of-sight component which is i.i.d. Rayleigh fading, $g_{\text{NLoS}} \sim CN(0, \sigma^2 I)$, and unknown at the terminal. Specifically, Fig. 6 shows results for the case where $\sigma^2 = 0.1$. Here, the line-of-sight component is 10 times stronger than the non-line-of-sight component. The terminal quantizes $g_{\text{LoS}}$ to the closest beam in the DFT grid-of-beams and transmits the corresponding sequence (same as in Fig. 3) in the uplink. Note that, in this case, in addition to not having $g \in G$, we do not conform completely to our system model in Section II where we assumed that $\|g\|^2 = M\beta$, which is not the case here, instead we have $\mathbb{E}\{\|g\|^2\} = M(\beta + \sigma^2)$, but Fig. 6 shows that the developed algorithms can nevertheless be applied. Here, we have two sources of error, the quantization error and the non-line-of-sight component. We can conclude that this channel model and beam set contain enough structure to improve the channel estimates in the uplink.

Finally, we study the cases where reciprocity does not hold. We evaluate the performance
in two different scenarios: the uplink channel is line-of-sight with a phase shift and the uplink channel is line-of-sight without a phase shift. In both cases, we evaluate the three estimators, (31), (44), and (47), introduced in Section III-B. We consider the cases where the sequences are orthogonal, requiring $\tau = 70$, and where we have generated sequences of length $\tau = 3$ through the SGA, Algorithm 1, with $\mathcal{CN}(0, I)$. The results of the simulations can be seen in Figs. 7a and 7b for the cases where the uplink channel is line-of-sight without and with a phase shift, respectively. In Fig. 7a and Fig. 7b the detectors (47) and (44) perform best, respectively. However, (31) also performs relatively well, and is computationally much simpler that the others. Note that, $\tau = 70$ is analogous to feeding back the precoder codebook index which best fits the
(47), Algorithm $\tau = 3$ (44), Algorithm $\tau = 3$ (31), Algorithm $\tau = 3$
(47), OS (61) $\tau = 70$ (44), OS (61) $\tau = 70$ (31), OS (61) $\tau = 70$

Fig. 7. Probability of incorrect detection when reciprocity does not hold and the uplink channel is line-of-sight. Orthogonal sequences (OS) of length $\tau = 70$ that are assigned through mapping (61) and sequences generated with the SGA, Algorithm 1, with $CN(0, I)$ are compared. In Fig. 7a the uplink channel does not contain the phase shift from the unknown distance to the base station while in Fig. 7b it does.

true channel with orthogonal resources, i.e., the benchmark in the case without reciprocity.

We can determine the gain of using reciprocity in the CSI feedback by comparing Fig. 2 and Fig. 7. From these results we can conclude that when reciprocity is not used, much longer sequences are needed to achieve a comparable performance to the scenarios where reciprocity holds and is taken advantage of. Hence, the conclusion can be drawn, that using reciprocity in the CSI feedback beats conventional CSI feedback strategies.

We do not show simulations with a calibrated array, i.e., when the uplink channel is from a set of finite beams, $h \in H$, from Section III-C, since we can draw similar conclusions as in the case in Section III-B. Additionally, the gain of having a calibrated array is small.

VI. CONCLUSIONS

In this paper, we studied the task of downlink channel detection in a world with a finite number of channels contained in the channel set $G$. Such a world can be useful to study, e.g., when grid-of-beams-based algorithms are used for channel estimation, i.e., beam sweeping type algorithms. It can also be viewed as a special case of the framework in [18], [19]. The paper is motivated by claims that reciprocity is not sufficient to obtain accurate channel estimates at the base station when the uplink SNR is low. We address this issue by developing a scheme that
combines reciprocity and CSI feedback. The sequence transmitted in the uplink is a function of which of the beams in the channel set that corresponds to the true channel. We have found elegant metrics that should be minimized when designing the sequence mapping in order to minimize the pairwise error probability. We also proposed a simple algorithm that can find good sequence mappings. We have shown that:

- In the case where reciprocity holds and the terminal has access to accurate downlink channel estimates, one should use our novel scheme to greatly improve the detection accuracy. Hence, our proposed scheme performs better than the conventional pilot based channel estimation.

- When reciprocity holds, but the uplink channel is of poor quality, one should use our scheme and utilize the reciprocity. Our proposed scheme performs better than the conventional way of feeding back the quantized channel estimates since we can use much shorter uplink sequences to achieve the same performance.

In conclusion, whenever uplink-downlink channel reciprocity holds, one should always exploit it.
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We will prove that the pairwise error probability in the case when reciprocity holds and the terminal knows the downlink channel $g$ but $\theta$ is unknown decreases with decreasing $|\phi_n^H \phi_{n'} g_n^H g_{n'}^T|$ and increasing $\sqrt{\rho M \beta}$. If the true channel-sequence pair is $(g_n, \phi_n)$, such that $Y = \sqrt{\rho e^{j\theta}} g_n \phi_n^T + \ldots$
\( W \), we make an error in favor of \((g_n', \phi_{n'})\) with probability

\[
\Pr (|\phi_n^T Y^H g_n' | > |\phi_n^T Y^H g_n |)
\]

\[
= \Pr (|\sqrt{\rho e^{-j\theta}} \phi_n^T \phi_n' g_n' + \phi_n^T W^H g_n' | > |\sqrt{\rho e^{-j\theta}} M \beta + \phi_n^T W^H g_n |)
\]

\[
= \Pr \left( \left| \sqrt{\rho M \beta} \phi_n^H \phi_n' z_n' + e^{i\theta} \phi_n^T W^H z_n' \right| > \left| \sqrt{\rho M \beta} + e^{i\theta} \phi_n^T W^H z_n \right| \right),
\]

where we let \( z_n = \frac{g_n}{\sqrt{M \beta}} \) and \( z_{n'} = \frac{g_{n'}}{\sqrt{M \beta}} \).

Further, let

\[
\alpha = \phi_n^H \phi_{n'} z_n' z_n',
\]

\[
x = e^{i\theta} \phi_n^T W^H z_n,
\]

and

\[
w = e^{i\theta} \phi_n^T W^H z_{n'}.
\]

The correlation between \( x \) and \( w \) is

\[
E \{xw^*\} = E \left\{ (e^{i\theta} \phi_n^T W^H z_n) (e^{i\theta} \phi_{n'}^T W^H z_{n'})^* \right\}
\]

\[
= E \left\{ \sum_{i=1}^{\tau} \sum_{j=1}^{M} \sum_{i'=1}^{\tau} \sum_{j'=1}^{M} (\phi_n)_i (\phi_{n'})_{i'} (z_n)_j (z_{n'})_{j'} W_{j,i}^* W_{j',i'} \right\}
\]

\[
= \sum_{i=1}^{\tau} \sum_{j=1}^{M} (\phi_n)_i (\phi_{n'})_{i'} (z_n)_j (z_{n'})_{j'}
\]

\[
= \phi_n^H \phi_{n'} z_n^* z_{n'}^*
\]

\[
= \alpha^*.
\]

Hence, we have a bivariate circularly symmetric Gaussian random variable

\[
\begin{bmatrix} x \\ w \end{bmatrix} \sim \mathcal{CN} \left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 1 & \alpha^* \\ \alpha^* & 1 \end{bmatrix} \right).
\]

Let us decompose \( w \) as

\[
w = ax + by,
\]

where \( y \sim \mathcal{CN} (0, 1) \) is independent of \( x \). We are looking for \( a \) and \( b \). First note from (73) that

\[
E \{w|x\} = ax \ [26, \text{Th. 10.2}].
\]

But from (74), \( E \{w|x\} = ax \). So, \( a = \alpha \). Next, we know that

\[
\forall \{w\} = |a|^2 + |b|^2 = 1. \text{ So, } |b| = \sqrt{1 - |a|^2} = 1 - |a|^2. \text{ Therefore,}
\]

\[
w = \alpha x + \sqrt{1 - |\alpha|^2} y.
\]
We use this to rewrite (64)
\[
\Pr \left( \left| \sqrt{\rho M \beta} \phi_n^H \phi_n^T z_n^H z_n + e^{i \theta} \phi_n^T W^H z_n \right| > \left| \sqrt{\rho M \beta} + e^{i \theta} \phi_n^T W^H z_n \right| \right)
\] (76)
\[
= \Pr \left( \left| \sqrt{\rho M \beta} + \alpha x + \sqrt{1 - |\alpha|^2} y \right| > \left| \sqrt{\rho M \beta} + x \right| \right)
\] (77)
\[
\overset{(a)}{=} \Pr \left( |\alpha| (\sqrt{\rho M \beta} + x) + \sqrt{1 - |\alpha|^2} y \right| ^2 > \left| \sqrt{\rho M \beta} + x \right| ^2 \right)
\] (78)
\[
\overset{(b)}{=} \Pr \left( (1 - |\alpha|^2) |y|^2 + 2 |\alpha| \sqrt{1 - |\alpha|^2} \Re \{X^* y\} > (1 - |\alpha|^2) |X|^2 \right)
\] (79)
\[
= \Pr \left( |y|^2 + 2 |\alpha| \sqrt{1 - |\alpha|^2} \Re \{X^* y\} > |X|^2 \right)
\] (80)
where in (a) we used that \( y \) is circularly symmetric and in (b) we introduced the random variable \( X \sim \mathcal{CN} \left( \sqrt{\rho M \beta}, 1 \right) \). Let \( A = \frac{|\alpha|}{\sqrt{1 - |\alpha|^2}} \). We continue with the calculations of the pairwise error probability
\[
\Pr \left( |y|^2 + 2 A \Re \{X^* y\} > |X|^2 \right)
\] (81)
\[
\overset{(a)}{=} \Pr \left( |y|^2 + 2 A |X| \Re \{y\} > |X|^2 \right)
\] (82)
\[
\overset{(b)}{=} \frac{1}{2 \pi} \int_{-\pi}^{\pi} d\theta_y \Pr \left( R_y^2 + 2 g |X| R_y > |X|^2 \right)
\] (83)
\[
= \frac{1}{2 \pi} \int_{-\pi}^{\pi} d\theta_y \Pr \left( \left( R_y + |X| \left( g - \sqrt{g^2 + 1} \right) \right) \left( R_y + |X| \left( g + \sqrt{g^2 + 1} \right) \right) > 0 \right) \overset{>0}{=} \left( g - \sqrt{g^2 + 1} \right)
\] (84)
\[
= \frac{1}{2 \pi} \int_{-\pi}^{\pi} d\theta_y \Pr \left( \left( R_y + |X| \left( g - \sqrt{g^2 + 1} \right) \right) > 0 \right)
\] (85)
\[
\overset{(c)}{=} \frac{1}{2 \pi} \int_{-\pi}^{\pi} d\theta_y \Pr \left( R_y - B |X| > 0 \right) d\theta_y
\] (86)
\[
\overset{(d)}{=} \frac{1}{2 \pi} \int_{-\pi}^{\pi} d\theta_y \int_{\mathbb{C}} dt \Pr \left( R_y^2 > B^2 |t|^2 \right) p_x(t - \sqrt{\rho M \beta})
\] (87)
\[
\overset{(e)}{=} \frac{1}{2 \pi} \int_{-\pi}^{\pi} d\theta_y \int_{\mathbb{C}} dt \exp \left( -B^2 |t|^2 \right) p_x(t - \sqrt{\rho M \beta})
\] (88)
\[
= \frac{1}{2 \pi} \frac{1}{\pi} \int_{-\pi}^{\pi} d\theta_y \int_{\mathbb{C}} dt \exp \left( -B^2 |t|^2 - |t - \sqrt{\rho M \beta}|^2 \right)
\] (89)
\[
= \frac{1}{2 \pi} \int_{-\pi}^{\pi} d\theta_y \exp \left( \frac{\rho M \beta}{B^2 + 1} - \rho M \beta \right) \int_{\mathbb{C}} dt \frac{B^2 + 1}{\pi} \exp \left( -\left( B^2 + 1 \right) \frac{|t - \sqrt{\rho M \beta}|^2}{B^2 + 1} \right) \quad \text{if } B^2 + 1 > 0
\] (90)
\[
\begin{align*}
&\text{(f) } \frac{e^{-\rho M \beta}}{2\pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} d\theta \ y \left( \frac{1}{B^2 + 1} e^{\rho M \beta \frac{B^2}{B^2 + 1}} + \frac{B^2}{B^2 + 1} e^{\rho M \beta \frac{B^2}{B^2 + 1}} \right) \\
&\text{(g) } \frac{e^{-\rho M \beta}}{2\pi} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} d\theta \ y \left( z e^{\rho M \beta z} + (1 - z) e^{\rho M \beta (1 - z)} \right) = f(z)
\end{align*}
\]

where in (a) we use that \( y \) is circularly symmetric, i.e., \( e^{j\psi} y \) has the same distribution as \( y \) for any \( \psi \), in (b) we marginalize over the phase of \( y \) which is a uniform random variable and introduce the random variable \( R_y \), the magnitude of \( y \) and \( g = A \cos \theta y \), in (c) we introduce \( B = \sqrt{g^2 + 1} - g \), in (d) we marginalize over the random variable \( X \), \( p_x(\cdot) \) is the probability distribution of a standard circularly symmetric Gaussian random variable, in (e) we used the fact that \( R_y^2 \) is exponentially distributed, in (f) we used that \( \frac{1}{B} = \sqrt{g^2 + 1} + g \) and in (g) we introduced \( z = \frac{1}{B^2 + 1}, \ B^2 = \frac{1 - z}{z}, \ B^2 + 1 = 1 - z \).

We study the derivative of \( f(z) \), the integrand of (92),

\[
\frac{df(z)}{dz} = \rho M \beta z e^{\rho M \beta z} + e^{\rho M \beta z} - \rho M \beta (1 - z) e^{\rho M \beta (1 - z)} - e^{\rho M \beta (1 - z)}
\]

\[
(93)
\]

\[
= e^{\rho M \beta z} - e^{\rho M \beta (1 - z)} + \rho M \beta z \left( e^{\rho M \beta z} - \frac{1 - z}{z} e^{\rho M \beta (1 - z)} \right)
\]

\[
(94)
\]

\[
> \left( e^{\rho M \beta z} - e^{\rho M \beta (1 - z)} \right) (1 + \rho M \beta) \text{ (a)} > 0,
\]

\[
(95)
\]

where in (a) we used that

\[
e^{\rho M \beta z} - e^{\rho M \beta (1 - z)} = e^{\rho M \beta z} \left( 1 - e^{\rho M \beta (1 - 2z)} \right) > 0,
\]

\[
(96)
\]

since \( z > \frac{1}{2} \). The derivative of \( f(z) \) is always positive meaning that \( f(z) \) will increase when increasing \( z \) (or \( |\alpha| \)) for all values where \( \cos \theta > 0 \) i.e., over the whole integration interval in (92). Since all the function values in the integral increase when \( |\alpha| \) increases the pairwise error probability will also increase when \( |\alpha| \) increases.

Note that for the case where the terminal does not know \( g \) it will send the same sequence in every beam, \( \phi_n = \phi \) for \( n = 1, \ldots, N \), hence we can use this result for both cases.

Using results in [22, App. B], the pairwise error probability can also be found in closed form, in terms of the Marcum Q-function and Bessel functions. However, using that closed-form expression does not simplify the proof that the pairwise error probability increases in \( |\alpha| \).
APPENDIX B

PROOF OF PROPOSITION 3

We will prove that the pairwise error probability in the case when reciprocity holds and the terminal knows both the downlink channel $g$ and the phase shift $\theta$ decreases with decreasing $\text{Re} \{ \phi_n^H \phi_{n'}^H g_n^H g_{n'}^H \}$ and increasing $\sqrt{\rho M \beta}$. If the true channel-sequence pair is $(g_n, \phi_n)$, such that $Y = \sqrt{\rho} g_n \phi_n^T + W$, the detector makes an error in favor of $(g_n', \phi_n')$ with probability

$$
\text{Pr} \left( \text{Re} \{ \phi_n^T Y^H g_{n'} \} > \text{Re} \{ \phi_{n'}^T Y^H g_n \} \right)
$$

$$
= \text{Pr} \left( \text{Re} \left\{ \text{Tr} \left\{ Y^H (g_{n'} \phi_{n'}^T - g_n \phi_n^T) \right\} \right\} > 0 \right)
$$

$$
= \text{Pr} \left( \sqrt{\rho} \text{Re} \left\{ \text{Tr} \left\{ \phi_n^* g_n^H (g_{n'} \phi_{n'}^T - g_n \phi_n^T) \right\} \right\} > 0 \right) + \text{Re} \left\{ \text{Tr} \left\{ W^H (g_{n'} \phi_{n'}^T - g_n \phi_n^T) \right\} \right\} > 0 ~ \sim \mathcal{CN}(0,2M\beta(1-\text{Re}\{\alpha\}))
$$

$$
= \text{Pr} \left( \sqrt{\rho M \beta (\text{Re}\{\alpha\} - 1)} + \mathcal{N}(0, M \beta (1 - \text{Re}\{\alpha\})) > 0 \right)
$$

$$
= Q \left( \sqrt{\rho M \beta (1 - \text{Re}\{\alpha\})} \right)
$$

$$
= Q \left( \sqrt{\rho (M \beta - \text{Re}\{\phi_n^H \phi_{n'}^H g_n^H g_{n'}^H\})} \right),
$$

where $\alpha$ is defined as in (65) and $Q(\cdot)$ is the Q-function. Thus, by studying (102) we see that the pairwise error probability decreases when $\text{Re} \{ \phi_n^H \phi_{n'}^H g_n^H g_{n'}^H \}$ decreases or when $\sqrt{\rho M \beta}$ increases.

Note, that in the case where the terminal does not know the downlink channel $g$ is the same as when $\phi_n = \phi$ for $n = 1, \ldots, N$. Hence, the pairwise error probability is

$$
Q \left( \sqrt{\rho (M \beta - \text{Re}\{g_n^H g_{n'}^H\})} \right)
$$
in that case.

APPENDIX C

PROOF THAT (37) INCREASES WITH $|\alpha|$

We will prove that the pairwise error probability in the case where reciprocity does not hold and the uplink channel is i.i.d. Rayleigh fading decreases with decreasing $|\alpha| = \left| \phi_n^H \phi_{n'} \right|$. Starting
from (37), we have

\[
\Pr \left( \left\| \alpha |x| + \sqrt{1 - |\alpha|^2} y \right\|^2 > \|x\|^2 \right) = \Pr \left( -\|x\|^2 + \|y\|^2 + A x^H y + A y^H x > 0 \right)
\]

\[
= \Pr \left( \sum_{m=1}^{M} -|x_m|^2 + |y_m|^2 + A x_m^* y_m + A y_m^* x_m > 0 \right),
\]

(104) (105) (106)

where \( x \sim \mathcal{CN}(0, (\rho \beta + 1) I) \), \( y \sim \mathcal{CN}(0, I) \) and \( A = \frac{|\alpha|}{\sqrt{1 - |\alpha|^2}} \). We only consider \( |\alpha| = |\phi_n^H \phi_{n'}| < 1 \), i.e., \( \phi_{n'} \) is not a phase shifted version of \( \phi_n \). Let

\[
D = \sum_{m=1}^{M} -|x_m|^2 + |y_m|^2 + A x_m^* y_m + A y_m^* x_m.
\]

(107)

From [22, (B-9)] we have

\[
\Pr(D > 0) = 1 + \frac{(v_1 v_2)^M}{2\pi j} \int_{-\infty+j\varepsilon}^{\infty+j\varepsilon} \frac{dv}{v(v + j v_1)^M(v - j v_2)^M},
\]

(108)

where

\[
v_1 = \sqrt{w^2 + \frac{1 - |\alpha|^2}{\rho \beta + 1}} - w = \sqrt{w^2 - \frac{2w}{\rho \beta}} - w,
\]

\[
v_2 = \sqrt{w^2 + \frac{1 - |\alpha|^2}{\rho \beta + 1}} + w = \sqrt{w^2 - \frac{2w}{\rho \beta}} + w,
\]

\[
w = -\rho \beta (1 - |\alpha|^2) / 2(\rho \beta + 1).
\]

(109) (110) (111)

We let

\[
f(v) = \frac{1}{v(v + j v_1)^M(v - j v_2)^M},
\]

\[
f_2(v) = (v - j v_2)^M f(v) = \frac{1}{v(v + j v_1)^M}.
\]

(112) (113)
Then, by the Cauchy residue theorem, we have

\[
\Pr(D > 0) = 1 + - \frac{(v_1 v_2)^M}{2\pi j} \int_{-\infty+j\varepsilon}^{\infty+j\varepsilon} f(v) dv
\]  

\[
= 1 + - \frac{(v_1 v_2)^M}{2\pi j} (2\pi j \text{Res}(f(v), j v_2)) \tag{114}
\]

\[
= 1 + \frac{(v_1 v_2)^M}{2\pi j} \left( 2\pi j \frac{1}{(M - 1)!} \lim_{v \to j v_2} \frac{d^{M-1}}{dv^{M-1}} (v - j v_2)^M f(v) \right) \tag{115}
\]

\[
= 1 + \frac{(v_1 v_2)^M}{2\pi j} \left( 2\pi j \frac{1}{(M - 1)!} \lim_{v \to j v_2} d^{M-1} f_2(v) \right) \tag{116}
\]

\[
= 1 + \frac{(v_1 v_2)^M}{2\pi j} \left( 2\pi j \frac{1}{(M - 1)!} \left( -1 \sum_{k=0}^{M-1} \frac{(M + k - 1)!}{k!} (v_2 - 2M) \left( \frac{v_2}{v_1 + v_2} \right)^{M+k} \right) \right) \tag{117}
\]

\[
= 1 - \left( \frac{v_1}{v_2} \right) \sum_{k=0}^{M-1} \left( \frac{M + k - 1}{k} \right) \left( \frac{v_2}{v_1 + v_2} \right)^{M+k} \tag{118}
\]

\[
= 1 - \left( \frac{v_1}{v_1 + v_2} \right) \sum_{k=0}^{M-1} \left( \frac{M + k - 1}{k} \right) \left( \frac{v_2}{v_1 + v_2} \right)^{k} \tag{119}
\]

Now, introduce

\[
u = \frac{v_1}{v_1 + v_2} = \frac{1}{2} - \frac{w}{2\sqrt{w^2 - 2w^2}}. \tag{120}
\]

Note that, \(\frac{1}{2} < u < \frac{1}{2} - \frac{w}{2|w|} = 1\), since \(w < 0\). Then,

\[
\Pr(D > 0) = 1 - u^M \sum_{k=0}^{M-1} \binom{M}{k} (1 - u)^k \tag{121}
\]

\[
= 1 - u^M \left( \sum_{k=0}^{\infty} \binom{M}{k} (1 - u)^k - \sum_{k=M}^{\infty} \binom{M}{k} (1 - u)^k \right) \tag{122}
\]

\[
\overset{(a)}{=} 1 - u^M u^{-M} + u^M \sum_{k=M}^{\infty} \binom{M}{k} (1 - u)^k \tag{123}
\]

\[
= u^M \sum_{k=M}^{\infty} \binom{M}{k} (1 - u)^k \tag{124}
\]

\[
= \sum_{k=M}^{\infty} \binom{M}{k} u^M (1 - u)^k, \tag{125}
\]

where \(\binom{n}{k} = \frac{(n+k-1)!}{(n-1)!k!}\) is the multiset coefficient, and in \((a)\) we used that

\[\frac{1}{(1-x)^n} = \sum_{k=0}^{\infty} \binom{n}{k} x^k, \text{ when } |x| < 1, \text{ which is a special case of the binomial series.}\]
Consider the logarithm of the $k$:th term in (126),
\[
\log \left( u^M (1 - u)^k \right) = M \log u + k \log(1 - u). \tag{127}
\]

The derivative with respect to $u$,
\[
\frac{d}{du} \left( M \log u + k \log(1 - u) \right) = \frac{M}{u} - \frac{k}{1 - u} \leq \frac{M}{u} - \frac{M}{1 - u} < 0, \tag{128}
\]
is negative, since $k \geq M$ and $u > \frac{1}{2}$, and hence each of the terms in (126) decrease with $u$, i.e.,
\[
\frac{d \Pr(D > 0)}{du} < 0. \tag{129}
\]
Further, we determine
\[
\frac{d u}{d |\alpha|} = \frac{d u}{d w} \frac{d w}{d |\alpha|} \tag{129}
\]
\[
= \frac{1}{2 \left( w - \frac{2}{\rho \beta} \right) \sqrt{u^2 - \frac{2 w}{\rho \beta} \rho \beta + 1}} \leq 0 \tag{130}
\]
and hence,
\[
\frac{\Pr(D > 0)}{d |\alpha|} = \frac{\Pr(D > 0)}{d u} \frac{d u}{d |\alpha|} \geq 0. \tag{131}
\]
Thus, we can conclude that the pairwise error probability increases when $|\alpha|$ increases, which we intended to show.