SIRIUS: A Mutual Information Network Tool for Exploratory Visualization of Mixed Data

Abstract

Generate User Interface with Feature Network Graph; Show Pair Charts on Edge Click

Data scientists across disciplines are increasingly in need of exploratory analysis tools for data sets with a high volume of features [Menon and Hegde, 2015a]. We expand upon graph mining approaches for exploratory analysis of high-dimensional data to introduce Sirius, a visualization package for researchers to explore feature relationships among mixed data types using mutual information and network backbone sparsification. Visualizations of feature relationships aid data scientists in finding meaningful dependence among features, which can engender further analysis for feature selection, feature extraction, projection, identification of proxy variables, or insight into temporal variation at the macro scale. Graph mining approaches for feature analysis exist, such as association networks of binary features, or correlation networks of quantitative features, but mixed data types present a unique challenge for developing comprehensive feature networks for exploratory analysis [Agrawal et al., 1993; Raeder and Chawla, 2011]. Using an information theoretic approach, Sirius supports heterogeneous data sets consisting of binary, continuous quantitative, and discrete categorical data types, and provides a user interface exploring feature pairs with high mutual information scores [Kraskov et al., 2004; Ross, 2014]. We leverage a backbone sparsification approach from network theory as a dimensionality reduction technique, which probabilistically trims edges according to the local network context [Serrano et al., 2009]. Sirius is an open source Python package and Django web application for exploratory visualization, which can be deployed in data analysis pipelines. The Sirius codebase and exemplary data sets can be found at: https://github.com/compstorylab/sirius.
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1 Introduction

We introduce the mutual information feature network as a technique compiling established information theory and network science algorithms into a tool for exploratory analysis. We provide Sirius[^1] a Python package and web application to demonstrate this technique [Adams et al.]. The result is an interactive network graph of feature dependence weighted by mutual information, with charts of 2-dimensional feature relationships shown upon interaction. The mutual information feature network aids exploratory analysis of feature level relationships by narrowing the scope of visual comparison among features through statistical methods, while preserving access to record level data among feature pairs of potential interest. Sirius is an open source repository for implementation of the mutual information feature network, supported with several example data sets of the sort commonly used in real-world data analysis.

The purpose of this technique is to inform subsequent hypothesis generation, clustering, feature selection, imputation and predictive modeling in a data science pipeline. In this paper, we: review existing high dimensional exploratory visualization approaches; describe the technique and mechanisms; discuss examples of domain-specific applications; and note areas for potential future research in the visualization space of high dimensional feature exploration through mutual information network graphs.

Figure 1: Screenshots of the Sirius web application: (A) The mutual information feature network generated from a provided example data set, along with a graph filter side panel which allows a user to select a feature of interest. (B) A scatter plot showing record-level data for two continuous features of interest, selected by clicking on an edge between feature nodes. Both the network graph and the pairwise charts are interactive, allowing users to pan and zoom for in-depth analysis.

2 Background

Statistical analysis provides robust mathematical insight for a wide range of domain applications, including finance [Griebel and Holtz, 2010], marketing [Russell and Petersen, 2000], [Raeder and Chawla, 2011], genomics [Langfelder and Horvath, 2008], [Nam et al., 2007], [Pyne et al., 2009], chemistry [Wold et al., 1984], [Su et al., 2017], [McCarthy et al., 2004], environmental science [Warton, 2011], and social interaction [Gao et al., 2015], [Gotz and Stavropoulos, 2014], [Shuman et al., 2013]. Advances in computational power and storage, coupled with a rapid uptick in data collection and exchange, have caused massive increases in the volume of data collected: by some estimates, 90% of all current data was created in the past few years [Menon and Hegde, 2015b], [Al-Jarrah et al., 2015]. This has engendered the development of powerful machine learning tools which support imputation, community detection, clustering, and prediction [Fahad et al., 2014], [Ward and Barker, 2013], [Chen et al., 2014].

However, there are growing ethical concerns among researchers and the general public about ‘black box’ models, which can obscure inadvertent statistical biases in the machine learning pipeline and lead to disparate real-world impacts [Zafar et al., 2017], [Feldman et al., 2015]. Simply excluding protected class data, such as race or income, from model

[^1]: The Sirius codebase and exemplary data sets can be found at: https://github.com/compstorylab/sirius
inputs is not sufficient to offset disparate impacts when other features act as proxy variables [Wan 2018, Skeem and Lowenkamp 2016]. This problem is in part due to the obfuscation of raw data (e.g. through summary statistics, feature projection, or complex neural network architectures) from data scientists during the exploration and development phases of the statistical modeling pipeline. Exploratory Data Analysis (EDA) preserves data scientists’ access to record level data, while addressing the growing need to holistically explore a large number of complexly related features [Behrens 1997].

Traditional visualization methods are generally vertically scalable: that is, as the number of records grows, the challenge for visual representation is primarily in computational power, e.g. browsers’ memory struggling to support rendering of thousands of circle glyphs in a scatter plot on a web page. However, horizontal scalability (increasing the number of features) when visualizing data for exploratory analysis presents a challenge for traditional aesthetic encoding methods: while a data set with 4 features might visually encode \( f_1 \): x-position, \( f_2 \): y-position, \( f_3 \): point size and \( f_4 \): color for each record in a scatterplot, increasing the number of features to 100 is not simply a question of increasing visual complexity to add z-position, shape, texture, time, transparency, sonification, etc. encodings up to \( f_{100} \). Instead of continuing this line of ever-growing encoding complexity, it becomes helpful to consider applications of visual or statistical summary methods for analysis of feature dependence in a visual context.

### 3 Motivations

Our aims for this project are to support researchers in the following tasks:

- Support EDA of high numbers of features of mixed continuous, discrete, and binary data types, as these large-scale heterogenous data sets are common in a wide range of real-world data analysis tasks.
- Identify groupings of related features to inform feature selection. Including all features in a prediction task can be computationally expensive, and the addition of unrelated features can sometimes inhibit predictive accuracy due to overfitting and the ‘curse of dimensionality’ [Bertini et al. 2011]. For example, random forest regression models can generate feature importance rankings; subsequent modeling with the exclusion of low-importance features can improve model accuracy, but this iterative approach can be time- and resource-prohibitive.
- Suggest related features which could be grouped together in a lower-dimensional visualization, as through Principle Component Analysis (PCA). For example, in a healthcare setting, there may be many features related to body systems, such as blood sugar, cardiovascular status, or liver health. Quickly identifying all such groupings can allow data scientists to extract a single feature to represent all features in a given system and more easily generate meta-analyses of interacting body systems.
- Highlight potential ‘proxy variables’ or features with implications for privacy and equity. Unexpected feature relationships can sometimes indicate disparate impacts for certain populations, or deanonymization vulnerabilities in sensitive data. For example, low appraisal values of homes in certain zip codes may warrant investigation of potential redlining effects. An innocuous "ID number" feature intended to anonymize protected patient health data, when shown to be associated with a hospital admittance source, can drastically narrow a search space for nefarious actors seeking to deanonymize data. Bringing these unforeseen associations to the attention of decision-makers can provide vital insight for policy-making and have significant consequences for stakeholders.
- In all of these contexts, provide a dual view of data, allowing rapid task switching between macro-scale, ‘big picture’ feature relationships; and micro-scale, record-level exploratory analysis, wherein specific subpopulation and individual data can be accessed visually.

### 4 Related Work

We present prior contributions to scientific literature on the topics of visualization for high-dimensional data, using network graphs to visualize feature relationships, and mutual information.

#### 4.1 Visualizing High Dimensional Data

##### 4.1.1 Small Multiples

One approach for EDA of a limited number of features is small multiples [MacEachren et al. 2003]. By tiling features across rows and columns, all permutations of paired feature charts can be viewed simultaneously. This method is advantageous in that it supports visualization of heterogenous data types, by selecting appropriate charts for each feature...
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4.1.2 Dendrograms and Matrices

Dendrograms are hierarchical tree visualizations which leverage a similarity measure to cluster features according to their relationship across records. One such notable example of this is the Hierarchical Clustering Explorer (HCE), which uses hierarchical agglomerative clustering (HAC) to group features by similarity [Seo and Shneiderman 2005]. The HCE dashboard then generates similarity matrices of features. Matrices are often visually represented as heatmaps which are colored according to the summary statistics of feature comparisons. These can accommodate higher numbers of feature comparisons in the visual space due to their summational behavior.

4.1.3 Network Graphs for Feature Exploration

Two prominent feature selection methods employing network graph visualizations include Association Networks and Correlation Networks.

Association networks are commonly employed in market basket analysis, in which edges are drawn between items if purchasing one item increases the likelihood of purchasing a different item, a weight referred to as the ‘lift’, derived from the conditional probabilities of purchasing two items in the same transaction [Agrawal et al. 1993]. Thus, these association networks are directed weighted networks, and are classically defined for boolean data types only. The resultant network visualizations show feature groupings among products which are frequently purchased together, and might provide actionable insight for marketers looking to target potential consumers of a certain product. Association networks are discussed in more detail in Section 6.2 in reference to the ‘groceries’ case study.

Correlation networks, popularized by Weighted Gene Correlation Network Analysis (WGCNA), are commonly applied in genomics research [Langfelder and Horvath 2008]. Large network graphs are generated in which nodes represent genes, and edges are drawn according to co-expression correlation across cell lines. Data types for this kind of visualization are classically all continuous values, such as gene expression probabilities [Niemira et al., 2019].

These kinds of feature-driven networks, in high-dimensional settings, can often become extremely dense and difficult to navigate during exploratory analysis. Both association networks and correlation networks also do not support comparisons across heterogeneous data types. The key value propositions of the Sirius mutual information feature network method described in Section 5.4 are 1) backbone sparsification, which acts as a form of dimensionality reduction to simplify the exploratory space, and 2) comparison among and between continuous and discrete data types, as described in section 5.4.
Figure 3: Some charts exemplifying, in abstract representation, the range of mutual information for the three permutations of possible data type pairings.

4.2 Mutual Information

Mutual information is a way of evaluating dependence of two features by measuring entropy reduction. If knowing the response to one feature for a given record increases one’s accuracy of predicting that record’s value for another feature, it is likely that these two features share high mutual information. In the mutual information feature network technique we present here, features with high mutual information would be connected in the resulting network graph. Conversely, if knowing the response to one feature does not significantly improve prediction of a second feature, those features are likely relatively independent and will have a low mutual information. In the Sirius application, an edge between these two unrelated features’ nodes will likely not be displayed in the graph. An abstracted matrix of data type pairings and mutual information ranges to aid understanding is presented in Fig. 3.

5 Methods

5.1 Terminology

We discern between scales in that ‘record level’ refers to pairwise graphs showing data for individual records in a data set (e.g. “540 East Street”, “Patient 001754”, or “Grocery Order #AQB54”) whereas ‘feature level’ observations refer to relationships between features generally (e.g. “Number of Bedrooms” and “Lot Size”, “Blood Oxygen” and “Asthma”, or “Whole Milk” and “Cookies”). It may help to think of ‘features’ as the columns in a spreadsheet, and ‘records’ as rows.

5.2 Technique

In this technique, a network graph is generated in which nodes represent features, and edges are weighted between features by mutual information score. The network graph is a relational encoding, well suited to visualizing feature dependence. Nodes are positioned relative to one another, and there are no horizontal and vertical axes in the traditional sense. Therefore, generating a network graph multiple times may render it mirrored or rotated relative to its first render, as these are all valid isomorphisms of the same graph [Tomihisa, 1989]. Edge display is thresholded dynamically, informed by a ‘backbone’ graph thinning method commonly employed in network science to extract the critical structures of a complex graph [Bagrow et al., 2015; Serrano et al., 2009]. Clicking on an edge between two feature nodes renders a chart of all records conditioned on the pair of features connected by the graph edge. The chart type
rendered is determined by the data types of the two features being compared. These charts include ridge line plots, heat maps, and 2D kernel density plots with scatter plot overlays. This information theoretic approach enables researchers to quickly view individual record data through statistically identified feature relationships of potential interest, with many tuning parameters for iterative customization in exploration.

The mutual information feature network approach is outlined as this method:

- Classify features as discrete or continuous;
- Compute mutual information between each pair of features based on detected data type;
- Thin edges according to a ‘backbone’ method which selects the most statistically unexpected edge weights for each node;
- Generate charts for each feature pair based on data type;
- Generate a network graph of features and weighted edges, and charts for each pair of features to be displayed on edge selection.

The open source implementation of this method, Sirius, performs data processing in Python using Pandas data structures, and renders a network visualization in-browser using a Django web application\cite{McKinney}.\footnote{McKinney}.

5.3 Setting Parameter Arguments and Loading Data

After installing the Sirius package according to the instructions in the package README, all data processing can be run from the command line or through the provided walkthrough notebook. There are a number of customizable parameters in the Sirius script, which can be changed using flags when running the script from the command line, or directly through the declared variables in the notebook file.

Sirius is designed to take place after the extract, transform, load (ETL) step in a data processing pipeline. It is recommended that data be cleaned to remove outliers, and that temporal and geospatial columns be removed or encoded (e.g. map string birth dates to numeric ages, or map numeric postal codes to string county names). This step is omitted from the scope of this paper due to the unique edge cases that often arise in real-world data science applications. However, the intended generalizability of this technique means that it is designed not to break in these edge cases, but rather force-classify features as continuous or discrete data types.

Each feature is classified as either discrete or continuous for the purposes of mutual information method selection and visualization chart type. These do not necessarily map to numeric or string data types. The unique response count threshold between discrete and continuous features is a parameter that can be adjusted in the parameter file, or in the command line argument flags. If the number of unique responses for a feature is less than the specified threshold, the feature is treated as discrete. Thus, a numeric feature with unique numeric responses \{1,2,3\} would be treated as a discrete (categorical) value by default, and its corresponding charts would either be heatmaps or ridgeline plots, depending on whether it was paired with a discrete or continuous feature, respectively. Features are also classified as discrete when the number of unique responses exceeds the threshold in the event that the unique feature responses cannot be converted to numeric values (e.g. \{'AU','EU','UK'...\} when all country codes are present in the data set). This may produce heatmaps with many cells, or ridgeline plots with many rows, in charts comparing this feature to another discrete or continuous feature, respectively.

An edge list is obtained by taking the upper or lower triangle of an undirected (symmetric) \(n \times n\) feature matrix, excluding the diagonal matrix identity. The resulting edge list has a length \((n^2 - n)/2\), such that all feature nodes are connected once, prior to sparsification.

5.4 Calculating mutual information

Mutual information \((I)\) is computed between each pair of features \((U, V)\), and listed as the weight of the corresponding edge. The default behavior of the application is to calculate mutual information only across records for which there is a non-null value for both features. Thus, if there are no records for which \(U\) and \(V\) are non-null, \(I_{U,V} = 0\). Users might opt to consider \(r = \text{null}\) as an additional discrete ‘category’ (for example, if the lack of a response might be considered informative for the domain application), or fill missing continuous values with the range minimum or median.

5.4.1 Discrete/Discrete Data Type Pairs

For a pair of discrete data type features, mutual information is calculated using probability mass functions across all non-null \(i \in U\) and \(j \in V\). The mutual information formula for discrete-discrete pairs is given as:
Consider this network:

**Static thresholding:** Edges below a certain weight are cut

**Backbone sparsification:** Edge importance determined by local significance

Sparse clusters are preserved & dense clusters are broken apart

Figure 4: Explanatory graphic demonstrating the value of the backbone method as a dynamic thresholding sparsification approach, compared to static thresholding.

\[
I_{U;V} = \sum_{i \in U} \sum_{j \in V} P(i, j) + \log \frac{P(i, j)}{P(i) \times P(j)}
\]

(1)

### 5.4.2 Continuous/Continuous Data Type Pairs

Converting this method from probability mass functions to probability density functions for a pair of continuous data type features yields the formula:

\[
I_{U;V} = \int_{U} \int_{V} P(U,V)(i, j) + \log \frac{P(U,V)(i, j)}{P_U(i) \times P_V(j)} \, di \, dj
\]

(2)

where \(P(U,V)\) is the joint probability density function of \(U\) and \(V\), and \(P_U, P_V\) are the marginal probability density functions of \(U\) and \(V\), respectively\[Kraskov et al., 2004\].

### 5.4.3 Discrete/Continuous Data Type Pairs

A heterogenous pairing of data types employs a nearest neighbor mutual information regression method\[Ross, 2014, Pedregosa et al., 2011\]. Discrete features with \(r\) responses are converted from a 1D array of length \(m\) to a sparse matrix of shape \((r, m)\), with columns for each unique response and values of 0 or 1 for all records \(k\). Nearest neighbor approximations of mutual information in a sample population are less susceptible to variance due to parameterization than traditional binning methods; e.g. adjusting the neighbor \(N\) count for each point \(x\) does not influence the variance in mutual information as significantly as adjusting the bandwidth of a Gaussian kernel\[Ross, 2014\].

\[
I_{(U,V)} = \langle I_i \rangle = \psi(N_x) - \langle \psi(N_x) \rangle + \psi(k) - \psi(m)
\]

(3)

Following the behavior prescribed by the libraries used as detailed in Section 5.6 \([u \in U, v \in V] : I_{(u,v)} \geq 0\), as mutual information cannot be negative, since it is a measure of dependence and zero corresponds to complete independence\[Pedregosa et al., 2011, Kraskov et al., 2004\].

SciKit Learn’s feature_selection library is used to compute mutual information for all data type pairs using the mutual_info_regression function. This is described in Section 5.6\[Pedregosa et al., 2011\]. Further research could warrant additional parameterization or comparative evaluation of various other mutual information estimator methods, but this is generally accepted as a benchmark standard method of computing mutual information.

### 5.5 Network Graphing

Sparsification of the resulting feature matrix allows for a narrowing of the exploratory visualization space in a structurally aware manner, as shown in Figure 4. In this technique, edge thinning is performed through a ‘backbone’ method, which preserves links with high statistical significance and removes all others\[Bagrow et al., 2015, Serrano et al., 2009\]. The equation is outlined as follows:
Figure 5: When the alpha significance is at 0, no nodes are connected, and thus the number of components $C$ is 0 ($\alpha_1$). As the alpha threshold for the network is adjusted upwards, the number of edges increases, creating more connected components. At a certain alpha threshold (here, $\alpha_3$), the number of connected components in the graph reaches a maximum (here, $n_C = 5$ at $\alpha_3$), before decreasing as discrete components become connected to one another, finally resulting in a single connected component encompassing the entire graph ($\alpha_5$).

$$\alpha_{ij} = 1 - (k - 1) \int_0^{P_{ij}} (1 - x)^{k-2}dx < \alpha$$

where $\alpha_{ij}$ is the statistical significance of a given edge, $k$ is the node degree (the number of nodes that this node is connected to), $P_{ij}$ is the probability of an edge with this weight $x$, and $\alpha$ is the significance threshold.

In this way, there is not a specific mutual information threshold set for the entire network, but rather each node is evaluated individually, and its edges are preserved or thinned according to how relatively important an edge is to that node specifically. An alpha threshold is chosen for which the number of graph components $C$ is maximal, which provides for unique ‘constellations’ in the visualization, as shown in Fig 5. This is where we have derived the name Sirius for our exploratory analysis package: Sirius, the brightest star in the night sky, provided navigational support for sailors, just as we hope to provide directional insight for wayward data scientists [Gregersen].

5.6 User Implementation

The Sirius Python package includes a README with directions on how to run the data processing pipeline and web application. After running the Sirius data processing pipeline, either in-notebook or via the command line, users can specify the graph and chart json files generated by the Python package to be used by the application, and interact with the visualizations in a web browser through the provided Django application.

6 Case Studies

We provide three domain-specific example data sets with Sirius, and discuss two such data sets as case studies here. We encourage readers to test this program on other high-dimensional data sets, and to share results, obstacles, or extensible functionality requests.

6.0.1 Data

Example publicly available data sets used with this tool include (in order of record volume):

- A healthcare data set related to intensive care unit (ICU) mortality, comprised of 186 features: a mixture of demographic information, lab results, and risk assessments (e.g “Blood Glucose”, “Weight”, and “Apache 2
Figure 6: We show an annotated screenshot from Sirius of a portion of the healthcare data set, with groups of feature names related to body systems and measurements. In particular, feature group (A) contains features related to liver function, including quantitative bilirubin readings and boolean flags for cirrhosis and liver failure. This comports with clinical studies which suggest that elevated bilirubin levels may indicate poor liver function [Chen and Lin, 2017]. Paired feature chart (B) shows a ridgeline plot of patient record-level data comparing one such bilirubin value with a diagnostic flag for cirrhosis. Feature group (C) includes features related to sodium levels in patients.

Diagnosis”) from 91,713 records of admitted ICU patients [Lee et al., 2020]. Note that due to the large size of this data set, the raw data is not included in the package itself, but can be pulled from the Kaggle API using the Python script included in the corresponding ICU data folder.

- A groceries data set comprised of 169 features: unique items in a grocery store (e.g. “Vegetables”, “Cleaning Supplies”, and “Specialty Meats”), with boolean values (corresponding to ‘purchased’ or ‘not purchased’) from 9,835 records of market basket transactions [Nasrullah, 2019].
- The Ames housing data set is comprised of 81 features of mixed data types for 1,460 records of homes in Ames, Iowa [Cock, 2019]. It includes physical characteristics of homes such as dimensions and materials, as well as qualitative assessments and sale information.

The resultant network graphs for these data sets group features with statistically significant dependence, with potential applications for: clinicians using data similar to the ICU mortality data set; marketers with data resembling the groceries data set; or real estate agents or tax assessors examining data paralleling the housing data set. This indicates promise for other real-world applications which require comparisons across a large number of features with differing data types.

A synthetic data set is also included in the package, with 34 features of mixed data types for 2,400 artificial records. Feature names correspond to statistical properties of synthesized data. This data is not discussed here, as it is primarily for interface testing and demonstration purposes.

As Sirius is an exploratory analysis tool, many insights and conclusions can be drawn from the data sets provided. We have chosen to describe here a small handful of these insights: feature grouping patterns seen in the healthcare data set; and a comparison of the Sirius mutual information feature network to an association network of the groceries data set.

6.1 Healthcare

The healthcare data set contains 91,713 records of admitted ICU patients, comprised of 186 features. Features include demographic information, lab results, and risk assessments [Lee et al., 2020]. There are a number of features directly related to mortality prediction. Expectedly, many of the risk assessment features scored high in mutual information.

In the healthcare data set, the mutual information feature network gives valuable insight into feature relationships within body systems. As shown in Figure 6, features are often connected that have strong clinical importance to one
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Another. This insight could prove useful for feature extraction, or for clinicians to triage patients by classifying their risk according to prior diagnostic trends.

| Number of Patients | Solid Tumor with Metastasis | Mean/Median Arterial pCO\(_2\) (min) | Mean/Median Arterial pCO\(_2\) (max) |
|--------------------|-----------------------------|--------------------------------------|--------------------------------------|
| 89,820 False       | 43.465/41.0                 | 44.637/42.1                          |
| 1,893 True         | 43.278/41.0                 | 44.361/42.0                          |

The feature networks generated by Sirius from the ICU mortality data also highlight the importance of graphical representation. Consider the feature group highlighted in Figure 7. Referring to the table, summary statistics about the subgroups of patients with and without metastatic solid tumors are extremely close and difficult to differentiate. However, when the mutual information feature network is computed, the slight differences in pCO\(_2\) readings among tumor-positive and tumor-negative patients are highlighted in the exploratory analysis space, and researchers are given readily available access to interact with these specific feature comparison charts.

Figure 7: Screenshots from Sirius showing an inset of the healthcare feature network, highlighting variables solid_tumor_with_metastasis, h1_arterial_pco2_min, and h1_arterial_pco2_max. Charts (A) and (B) show the charts which appear on edge click for two of the three edges in the selected subgraph. Each chart shows conditional distributions of h1_arterial_pco2 values (min/max) for the subpopulations (True/False) for the feature solid_tumor_with_metastasis.

6.2 Groceries

The groceries data set contains 169 unique items in a grocery store (e.g. “Ham”, “Flower Soil / Fertilizer”, “Grapes”, “Butter”), which we consider our ‘features’, with a “1” or “0” for each record corresponding to whether that item was purchased or not in each of 9,835 transactions [Nasrullah, 2019]. This data set is unique in our examples, in that it only contains a binary response: all features only have 1 of 2 possible answers, and this data set is included primarily to demonstrate that the mutual information feature network technique can also be employed for data sets of homogenous data types, e.g. all discrete or all continuous features, and the resultant networks can be compared to other feature networks such as the association network, as shown in Figure 9.

As described in Section 4.1.3 association networks are commonly used for this type of market basket analysis. In an association network, the marginal and conditional probabilities of each pair of items or features are used to calculate “Lift”: the probability of purchasing a specific second item, given that it is known that the first has been purchased [Agrawal et al., 1993]. Some shortfalls of the association network for high-dimensional exploratory analysis are:

- Edges are bidirectional, requiring arrows or other encodings to be appended to the network graph to indicate direction along two edges for each node pair, which can clutter the visual exploration space and lead to confusion or be misinterpreted as indicating causality or chronology.
- “Lift” can only be calculated for one of four possible permutations of a pair of binary features, e.g. “X and Y were both purchased”. In other binary contexts, there may be many comparisons of interest e.g. “did or didn’t take Drug A and/or did or didn’t take Drug B”.
- Association networks are only for comparing features of a binary data type. There is no opportunity to integrate into the “Lift” algorithm an item for which there are multiple responses, e.g. “Blueberry” or “Raspberry” or
Figure 8: Annotated screenshots from Sirius of portions of the groceries data set show feature groupings related to product types. In (A) we see ‘bottled beer’ connected to other alcohol-related products: prosecco, red blush wine, liquor (appetizer) and liquor. In (B) we see the makings of a ham sandwich: processed cheese, ham, and white bread. Feature groups in (C) include (C1): Frozen meals and frozen dessert; (C2): cling film bags and housekeeping products; and (C3) zwieback (a kind of cracker that originated in Eastern Europe) connected to ‘chocolate marshmallow’ which may correspond to Krembo—two items that might be found in the Kosher foods section of a grocery store. Screenshot (D) shows ‘chocolate’ connected to finished products (i.e. snacks), candy, and waffles. These kinds of feature groupings could inform an analyst about product placement or marketing campaigns.

“Did not purchase”, nor is there a prescribed way to include quantitative information, (e.g. “Milk is bought commonly in transactions exceeding $30 or visits in excess of 15 minutes”). If this data was available, the continuous features “transaction cost” or “visit duration” could be included as nodes in the mutual information network graph, but would have to be converted to a binary encoding in an association network.

A comparison of the Association Network and the mutual information feature network of the groceries data set are shown in Figure 9.

7 Discussion

There are a number of ways in which we see this novel approach as extensible through the addition of modules, and more complex analysis of the mutual information feature network itself:

7.1 Charts

We have selected three chart types (heatmap, ridgeline density, and 2D kernel density) for each of the three permutations of data type pairing supported by Sirius. However, other visual encodings could be investigated. For example, grouped bar charts may be a more intuitive alternative to heatmaps for some users when comparing two discrete features; boxplots, violin plots, or bean plots are valid alternative visual encodings for pairings of discrete and continuous data types. These alternatives could be provided as parameter settings or toggles in future iterations of user interface design.
7.2 Advanced Network Analysis Measures

We are careful here not to compare feature networks to real-world networks (i.e. social networks, ecological systems, power grids). The network visualization is used simply as a relational graph. It remains to be seen whether the mutual information feature network (or association networks or gene correlation networks) are subject to the same properties as real-world networks, e.g. the ‘friendship paradox’ (in which the average node is connected to nodes with a higher average number of connections), or eligible for traditional network study such as percolation theory or community detection [Feld, 1991]. Meta-analysis of the properties of various mutual information feature networks could yield interesting insight into organic feature relationship behavior, as compared to null models of synthetically generated data. For example, the connectivity or graph spectra of real mutual information networks could be fundamentally different from feature networks of synthesized high-dimensional data, which may help data scientists to more easily identify cases of data fraud or imputation through examination of anomalous feature relationships [Pennisi, 2020].

7.3 Confounding Variables

The mutual information feature network, as with other feature networks used for feature selection and data mining, is concerned only with edges between pairs of features, not multidimensional interactions between more than two features. Feature networks fall short of addressing statistical concerns such as Simpson’s Paradox, in which unidentified tertiary conditions render summary conclusions invalid [Berman et al., 2012]. Future research could involve topological analysis of feature networks to identify confounding variables and generate multivariate visualizations upon interaction with network graph faces (contained by 3 or more vertices) through the use of simplicial complexes [Jonsson, 2008].

7.4 Temporal Evolution

Functionality could also be implemented for temporal animation of mutual information feature networks, illustrating how feature dependence relationships strengthen or weaken over time. For example, cholesterol values may have been more informative for predictive wellness modeling prior to the widespread usage of cholesterol-lowering drugs; square footage of homes may have been more closely associated with sale price before the introduction of luxury ‘tiny homes’ in a neighborhood. Temporal animation of mutual information feature networks might bring the dynamics of changing feature relationships to the forefront in an exploratory analysis.
8 Conclusions

Initial observations of the mutual information feature network show promise for the method as a new technique for exploratory analysis. Parameterization preserves customizability for specific data structures and domain applications. Further statistical measures of resultant network structures offer potential avenues for insight into more complex feature relationships in high-dimensional data analysis.
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