ASYMPTOTIC EXPANSIONS FOR THE LAPLACE-MELLIN AND Riemann-Liouville TRANSFORMS OF LERCH ZETA-FUNCTIONS
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ABSTRACT. For a complex variable $s$ and real parameters $a$ and $\lambda$ with $a > 0$, let $\phi(s, a, \lambda)$ denote the Lerch zeta-function with a complex variable, $\phi^*(s, a, \lambda)$ a slight modification of $\phi(s, a, \lambda)$ defined by extracting the (possible) singularity of $\phi(s, a, \lambda)$ at $s = 1$, and $(\phi^*)^{(m)}(s, a, \lambda)$ for any $m \in \mathbb{Z}$ the $m$th derivative with respect to $s$ if $m \geq 0$, while if $m \leq 0$ the $|m|$-th primitive defined with its initial point at $s = \infty$. The present paper aims to study asymptotic aspects of $(\phi^*)^{(m)}(s, a, \lambda)$, transformed through the Laplace-Mellin and Riemann-Liouville operators (say, $\mathcal{LM}_{z;\tau}^\alpha$ and $\mathcal{RL}_{z;\tau}^{\alpha,\beta}$, respectively) in terms of the variable $s$. We shall show that complete asymptotic expansions exist if $a > 1$ for $\mathcal{LM}_{z;\tau}^\alpha(\phi^*)^{(m)}(s + \tau, a, \lambda)$ and $\mathcal{RL}_{z;\tau}^{\alpha,\beta}(\phi^*)^{(m)}(s + \tau, a, \lambda)$ (Theorems 1–4), as well as for their iterated variants (Theorems 5–10), when the ‘pivotal’ parameter $z$ (of the transforms) tends to both 0 and $\infty$ through appropriate sectors. Most of our results include any vertical ray in their region of validity; this allows us to deduce complete asymptotic expansions along vertical lines $(s, z) = (\sigma, it)$ as $t \to \pm\infty$ (Corollaries 2.1, 4.1, 6.1 and 8.1).

1. Introduction

Throughout the paper, $s = \sigma + it$ is a complex variable, and $z = x + iy$ a complex parameter (with real coordinates $\sigma$, $t$, $x$ and $y$), $a$ and $\lambda$ are real parameters with $a > 0$, and the notation $e(s) = e^{2\pi is}$ is frequently used. The Lerch zeta-function $\phi(s, a, \lambda)$ is defined by the Dirichlet series

$$\phi(s, a, \lambda) = \sum_{l=0}^{\infty} e(\lambda l)(a + l)^{-s} \quad (\sigma > 1),$$

and its meromorphic continuation over the whole $s$-plane (cf. [19] [20]); this reduces if $\lambda \in \mathbb{Z}$ to the Hurwitz zeta-function $\zeta(s, a)$, and further to the Riemann zeta-function $\zeta(s) = \zeta(s, 1)$. Note that the domain of the parameter $a$ may be extended to the whole sector $|\arg z| < \pi$ through the procedure in [12].

Let $\Gamma(s)$ denote the gamma function, $\alpha$ and $\beta$ be complex numbers with positive real parts, $f(z)$ a function holomorphic in the sector $|\arg z| < \pi$, and write $X_+ = \max(0, X)$ for any $X \in \mathbb{R}$. We introduce here the Laplace-Mellin and Riemann-Liouville (or Erdélyi-Köber) transforms of $f(z)$, given by

$$\mathcal{LM}_{z;\tau}^\alpha f(\tau) = \frac{1}{\Gamma(\alpha)} \int_0^\infty f(z\tau)\tau^{\alpha-1} e^{-\tau} d\tau,$$

$$\mathcal{RL}_{z;\tau}^{\alpha,\beta} f(\tau) = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} \int_0^\infty f(z\tau)\tau^{\alpha-1} (1 - \tau)^{\beta-1} d\tau$$
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with the normalization gamma multiples, provided that the integrals converge; the factor \( \tau^{\alpha-1} \) is inserted to secure the convergence as \( \tau \to 0^+ \), while \( e^{-\tau} \) and \( (1-\tau)^{\beta-1} \) have effects to extract the portions of \( f(\tau) \) corresponding to \( \tau = O(z) \). Let \( \delta_Z(\lambda) \) denote the symbol which equals 1 or 0 according to \( \lambda \in \mathbb{Z} \) or otherwise, and set

\[
\psi(s, z) = \frac{z^{1-s}}{s-1}.
\]

We further introduce a slight modification \( \phi^*(s, z, \lambda) \) of \( \phi(s, z, \lambda) \), defined by

\[
\phi^*(s, z, \lambda) = \phi(s, z, \lambda) - \delta_Z(\lambda)\psi(s, z) = \begin{cases} 
\zeta(s, z) - \psi(s, z) & \text{if } \lambda \in \mathbb{Z}, \\
\phi(s, z, \lambda) & \text{otherwise},
\end{cases}
\]

which removes the only (possible) singularity at \( s = 1 \), where the (consistent) notation \( \zeta^*(s, z) = \phi^*(s, z, \lambda) \) if \( \lambda \in \mathbb{Z} \) is used throughout. The exclusion here in (1.5) has an advantage over enlarging satisfactorily the region of validity (so as to include vertical directions) of our asymptotic expansions. Next let \( f^{(m)}(s) \), for any entire function \( f(s) \), denote its \( m \)th derivative if \( m = 0, 1, 2, \ldots \), while its \( |m| \)th primitive if \( m = -1, -2, \ldots \), defined inductively by

\[
f^{(m)}(s) = \int_{s+\infty}^{s} f^{(m+1)}(w)dw = -\int_{0}^{0+\infty} f^{(m+1)}(s + u)du \quad (m = -1, -2, \ldots),
\]

subject to convergence, where the path of integration is the horizontal ray.

The principal aim of the present paper is to study asymptotic aspects of the Laplace-Mellin and Riemann-Liouville transforms of the modified Lerch zeta-function, defined by

\[
\mathcal{LM}^\alpha_{s, \tau}(\phi^*)(m)(s + \tau, a, \lambda) = \frac{1}{\Gamma(\alpha)} \int_{0}^{\infty} (\phi^*)(m)(s + z\tau, a, \lambda)\tau^{\alpha-1}e^{-\tau}d\tau
\]

and

\[
\mathcal{RL}^\alpha_{s, \tau}(\phi^*)(m)(s + \tau, a, \lambda) = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} \int_{0}^{\infty} (\phi^*)(m)(s + z\tau, a, \lambda)\tau^{\alpha-1}(1-\tau)^{\beta-1}d\tau
\]

for any \( m \in \mathbb{Z} \), where the conditions \( a > 1 \) and \( |\arg z| \leq \pi/2 \) are required in (1.7) for convergence. We shall show that complete asymptotic expansions exist if \( a > 1 \) for (1.7) and (1.8) (Theorems 1–4) when the ‘pivotal’ parameter \( z \) of the transforms tends to both 0 and \( \infty \) through appropriate sectors. Moreover the iterations of (1.2) and (1.3) lead us to generate various transformations, some of whose primary situations are treated to establish complete asymptotic expansions for (1.5) transformed through such operators (Theorems 5–10). Most of our results include any vertical ray within their region of validity; this allows us to deduce complete asymptotic expansions along vertical lines with \( (s, z) = (\sigma, it) \) as \( t \to \pm\infty \) (Corollaries 2.1, 4.1, 6.1 and 8.1). It seems that the zeta-functions transformed through, e.g. (1.2), (1.3), (3.2), (3.9) and (3.16) are potentially rich objects, however, have been fairly rare subjects of research in the literature.

As for the methods used, crucial roles in the proofs are played by the Mellin-Barnes type integrals in (6.4), (6.11), (7.3), (7.13), (7.19) and (7.29) below; a key ingredient in manipulating these integrals is the vertical estimate (4.12) for the auxiliary zeta-function defined by (2.2) with (2.1).

We next give an overview of history of research related to asymptotic aspects of the integral transforms of zeta-functions. The study of Laplace transforms for the mean square of \( \zeta(s) \) seems to be initiated by Hardy-Littlewood [6], who obtained the asymptotic
relation, say,

\[ L_{1/2}(\varepsilon) = \int_0^{\infty} \left| \zeta\left( \frac{1}{2} + it \right) \right|^2 e^{-\varepsilon t} dt \sim \frac{1}{\varepsilon} \log \frac{1}{\varepsilon}, \quad (\varepsilon \to 0^+), \]

in connection with the research of asymptotic behaviour of the (upper-truncated) mean square of \( \zeta(1/2 + it) \), in the form \( \int_0^T |\zeta(1/2 + it)|^2 dt \) as \( T \to +\infty \). Wilton \[22\] then refined the result above to an asymptotic expansion with the error term \( O\left\{ \varepsilon^{-1/2} \log^{3/2}(1/\varepsilon) \right\} \) \((\varepsilon \to 0^+)\), which was in fact replaced by a complete asymptotic series by Köber \[17\]. Atkinson \[2\] finally succeeded (through a rather elementary argument) in establishing for any integer \( N \geq 0 \) that

\[ L_{1/2}(\varepsilon) = \frac{1}{\varepsilon} \log \frac{1}{\varepsilon} - \frac{\log 2\pi - \gamma_0}{\varepsilon} + \sum_{n=0}^{N-1} \left( a_n + b_n \log \frac{1}{\varepsilon} \right) \varepsilon^n + O\left( \varepsilon^N \log \frac{1}{\varepsilon} \right) \]

as \( \varepsilon \to 0^+ \) with some constants \( a_n, b_n \) \((n = 0, 1, \ldots; b_0 = 0)\) and the 0th Euler-Stieltjes constant \( \gamma_0 = -\Gamma'(1) \) (cf. \[1\] p.34, 1.12(17)).

It can be said that a portion of recent developments into this direction have been made, to a greater or less extent, in the spirit of Atkinson’s influential work \[3\] on the error term \( E(T) \) of the upper-truncated mean square of \( \zeta(1/2 + it) \), where the innovative treatment of the product \( \zeta(u)\zeta(v) \) with independent complex variables \( (u, v) \) was made toward the eventual application upon taking \( u = 1/2 + it \) and \( v = 1/2 - it \). A more general weighted mean square \( L_\rho(s) = \int_0^{\infty} |\zeta(\rho + ix)|^2 e^{-sx} dx \) was treated in the late 1990’s by Jutila \[10\], who made a detailed study of \( L_\rho(s) \), especially on the critical line \( \rho = 1/2 \), while obtaining its asymptotic formula as \( s \to 0 \) through the sector \( |\arg s| < \pi/2 \), and also applied it to rederive the classical (so-called) Atkinson’s formula for \( E(T) \). Further study of \( L_\rho(s) \) has been carried out by Kačinskaite-Laurinčikas \[11\]. On the other hand, the (lower-truncated) Mellin transform \( \mathcal{M}_{k,\rho}(s) = \int_1^{\infty} \zeta(\rho + ix)^{2k} e^{-sx} dx \) \((k = 1, 2, \ldots)\) was explored by Ivić-Jutila-Motohashi \[9\], who applied their results to investigate the higher power moments, in particular the eighth power moment, of \( \zeta(s) \). Research subsequent to \[9\] was due to Ivić \[8\], while Laurinčikas \[18\] made a detailed study of the case \( k = 1 \), i.e. the mean square case, of \( \mathcal{M}_{k,\rho}(s) \).

As for relevant asymptotic aspects of allied zeta-functions, the Laplace transform \( \int_0^{\infty} |L(1/2 + it, \chi)|^2 e^{-st} dt \), where \( L(s, \chi) \) denotes the \( L \)-function attached to a primitive Dirichlet character \( \chi \) modulo \( q \geq 2 \), was treated in the same paper above by Köber \[17\]. Next let \( a, b, \mu \) and \( \nu \) be arbitrary real parameters, and \( \psi_{\zeta^2}(s; a, b; \mu, \nu; z) \) denote the generalized Epstein zeta-function, defined for \( \text{Im } z > 0 \) by

\[ \psi_{\zeta^2}(s; a, b; \mu, \nu; z) = \sum_{m,n=-\infty}^{m',n' \neq 0} \frac{e\{(a + m)\mu + (b + n)\nu\}}{|a + m + (b + n)z|^{2s}} \quad (\sigma > 1), \]

and its meromorphic continuation over the whole \( s \)-plane, where the impossible term \( 1/0^{2s} \) is to be excluded; the particular case \((a, b) \in \mathbb{Z}^2 \) and \((\mu, \nu) = (0, 0)\) reduces to the classical Epstein zeta-function \( \zeta_{\zeta^2}(s; z) \). The author \[13\] has shown that complete asymptotic expansions exist for \( \zeta_{\zeta^2}(s; z) \) when \( y = \text{Im } z \to +\infty \), and also for the Laplace-Mellin transform \( \mathcal{L}\mathcal{M}_{\text{Y},0;\beta} \zeta_{\zeta^2}(s; x + iy) \) when \( \text{Y} \to +\infty \). The method developed in \[13\] could be extended in \[14\] to show that similar expansions further exist for \((1.9)\) when \( y \to +\infty \), as well as for the Riemann-Liouville transform \( \mathcal{R}\mathcal{L}_{\text{Y},\gamma;\beta} \zeta_{\zeta^2}(s; x + iy) \) when \( \text{Y} \to +\infty \).

The paper is organized as follows. Various complete asymptotic expansions for the transforms (1.7) and (1.8) are presented in the next section, and those for their iterated
variants in Section 3, together with their applications. Several results necessary for the proofs are prepared in Section 4, while Sections 5–6 and 7 are devoted to establishing Theorems 1–4 and Theorems 5–10 respectively.

2. Statement of results (1)

We first introduce the Hadamard type operators with the initial point at $\infty$, defined for any $(r, s) \in \mathbb{C}^2$ by

$$T_{\infty, s}^r f(s) = \frac{1}{\Gamma(r)\{e(r) - 1\}} \int_{\infty}^{(0+)} f(s + z)z^{r-1}dz$$

if $f(s + x)$ belongs (as a function of $x$) to the class $x^{1-\Re x}L_x^1[0, +\infty[$. Here the path of integration is a contour which starts from $\infty$, proceeds along the real axis to a small $\eta > 0$, encircles the origin counter-clockwise, and returns to $\infty$ along the real axis; $\arg z$ varies from 0 to $2\pi$ along the contour. Then the auxiliary zeta-function $\phi^r_*(s, a, \lambda)$ is defined, for any $(r, s) \in \mathbb{C}^2$ and for any $(a, \lambda) \in \mathbb{R}^2$ with $a > 1$, by

$$\phi^r_*(s, a, \lambda) = T_{\infty, s}^r \phi^r_*(s, a, \lambda),$$

which is crucial in describing our results, and also of some interest in itself, since the relation

$$\gamma_m(a, \lambda) = \frac{(-1)^m}{m!}\{\phi^r_{-m}(1, a, \lambda) + \log^m a\} \quad (m = 0, 1, \ldots)$$

holds for $a > 1$, where $\gamma_m(a, \lambda)$ are the extensions of the generalized Euler-Stieltjes constants $\gamma_m(a)$ (cf. [7, p.41, 1.8,(1.123)]) to Lerch zeta-functions. Further, let $(s)_n = \Gamma(s + n)/\Gamma(s)$ for any $n \in \mathbb{Z}$ denote the rising factorial of $s$, and write

$$\Gamma^{(\alpha_1, \ldots, \alpha_m)}(\beta_1, \ldots, \beta_n) = \frac{\prod_{h=1}^{m}\Gamma(\alpha_h)}{\prod_{k=1}^{n}\Gamma(\beta_k)}$$

for complex numbers $\alpha_h$ and $\beta_k$ $(h = 1, \ldots, m; k = 1, \ldots, n)$.

We now state our results on the Laplace-Mellin transform (1.7). The following Theorems 1 and 2 assert the asymptotic expansions as $z \to 0$ and as $z \to \infty$ respectively.

**Theorem 1.** Let $\alpha$ be any complex with positive real part, $s$ any complex variable, $a$ and $\lambda$ any real parameters with $a > 1$, and $m$ any integer. Then for any integer $N \geq 0$ we have

$$\mathcal{L}\mathcal{M}^\alpha_{\tau; z}(\phi^r_*)^{(m)}(s + \tau, a, \lambda) = (-1)^m \sum_{n=0}^{N-1} \frac{(-1)^n(\alpha)_n}{n!} \phi^r_{-n-m}(s, a, \lambda)z^n + R_{m,N}^{1, +}(s, a, \lambda; z)$$

in the sector $|\arg z| < \pi$. Here the reminder $R_{m,N}^{1, +}(s, a, \lambda; z)$ is expressed by the Mellin-Barnes type integral in (5.7) below, and satisfies the estimate

$$R_{m,N}^{1, +}(s, a, \lambda; z) = O\{(|t| + 1)^{\max(0, |2-\sigma|)}|z|^N\}$$

as $z \to 0$ through $|\arg z| \leq \pi - \eta$ with any small $\eta > 0$, where the implied $O$-constant depends at most on $\sigma$, $a$, $\lambda$, $\alpha$, $m$, $N$ and $\eta$. 


Theorem 2. Upon the same settings as in Theorem 1 we have

\begin{equation}
\mathcal{LM}_{s;\tau}(\phi^*)(m)(s+\tau,a,\lambda) = (-1)^m \sum_{n=0}^{N-1} \frac{(-1)^n(\alpha)_n}{n!} \phi^*_{\alpha+n-m}(s,a,\lambda)z^{-\alpha-n} + R_{m,N}^{1-}(s,a,\lambda;z)
\end{equation}

in the sector $|\arg z| < \pi$. Here the reminder $R_{m,N}^{1-}(s,a,\lambda;z)$ is expressed by the Mellin-Barnes type integral (5.10) below, and satisfies the estimate

\begin{equation}
R_{m,N}^{1-}(s,a,\lambda;z) = O\{|t|^{\max(0,|2-\sigma|)}|z|^{-\Re \alpha - N}\}
\end{equation}

as $z \to \infty$ through $|\arg z| \leq \pi - \eta$ with any small $\eta > 0$, where the implied $O$-constant depends at most on $\sigma, a, \lambda, \alpha, m, N$ and $\eta$.

We write $\sgn X = X/|X|$ for any real $X \neq 0$. The case $(s,z) = (\sigma,it)$ with $\sigma,t \in \mathbb{R}$ of Theorem 2 asserts the following asymptotic expansion along vertical lines.

Corollary 2.1. Upon the same settings as in Theorem 2 with any real $\sigma$, we have

\begin{equation}
\mathcal{LM}_{\mathfrak{t};\tau}(\phi^*)(m)\mathfrak{t}(a,\lambda)
\end{equation}

\begin{equation}
\mathcal{LM}_{\mathfrak{t};\tau}(\phi^*)(m)(s+\mathfrak{t},a,\lambda) = (-1)^m \sum_{n=0}^{N-1} \frac{(-1)^n(\alpha)_n}{n!} \phi^*_{\alpha+n-m}(\sigma,a,\lambda)(e^{(\sgn t)\pi i/2}|t|)^{-\alpha-n} + O(|t|^{-\Re \alpha - N})
\end{equation}

as $t \to \pm \infty$, where the implied $O$-constant depends at most on $\sigma, a, \lambda, \alpha, m$ and $N$.

We proceed to state our results on the Riemann-Liouville transform (1.8). The following Theorems 3 and 4 assert the asymptotic expansions as $z \to 0$ and $z \to \infty$ respectively.

Theorem 3. Upon the same settings as in Theorem 1 with any complex $\beta$ of positive real part, we have

\begin{equation}
\mathcal{RL}_{s;\tau}(\phi^*)^m(s+\tau,a,\lambda) = (-1)^m \sum_{n=0}^{N-1} \frac{(-1)^n(\alpha)_n}{n!(\alpha+\beta)n!} \phi^*_{\alpha+n-m}(s,a,\lambda)z^n + R_{m,N}^{2+}(s,a,\lambda;z)
\end{equation}

in the sector $|\arg z| < \pi/2$. Here the reminder $R_{m,N}^{2+}(s,a,\lambda;z)$ is expressed by the Mellin-Barnes type integral in (6.6) below, and satisfies the estimate

\begin{equation}
R_{m,N}^{2+}(s,a,\lambda;z) = O\{|t|^{\max(0,|2-\sigma|)}|z|^N\}
\end{equation}

as $z \to 0$ through $|\arg z| \leq \pi/2 - \eta$ with any small $\eta > 0$, where the implied $O$-constant depends at most on $\sigma, a, \lambda, \alpha, \beta, m, N$ and $\eta$.

We hereafter write $\varepsilon(z) = \sgn(\arg z)$ for any complex $z$ in the sectors $|\arg z| > 0$, and $\lfloor x \rfloor$ for $x \in \mathbb{R}$ the greatest integer not exceeding $x$. 
Theorem 4. Upon the same setting as in Theorem 3, for any integers $N_j$ ($j = 1, 2$) with $N_1 \geq \Re \beta$ and $N_2 \geq \Re \alpha$ we have

\begin{equation}
(2.10) \quad R\mathcal{L}_{z;\tau}^{\alpha,\beta}(\phi^*)^{(m)}(s + \tau, a, \lambda) = (-1)^m \Gamma\left(\frac{\alpha + \beta}{\beta}\right)e^{-\varepsilon(z)\pi i a} \left\{ \sum_{n=0}^{N_1} \frac{(-1)^n(a_n(1 - \beta)_n}{n!} \right. \\
\times \phi^*_{\alpha+n-m}(s, a, \lambda)(e^{-\varepsilon(z)\pi i z})^{-\alpha-n} + R_{1,m,N_1}^{2-}(s, a, \lambda; z) \bigg \} \\
+ (-1)^m \Gamma\left(\frac{\alpha + \beta}{\alpha}\right)e^{\varepsilon(z)\pi i \beta} \left\{ \sum_{n=0}^{N_2} \frac{(-1)^n(\beta)_n(1 - \alpha)_n}{n!} \right. \\
\times \phi^*_{\beta+n-m}(s + z, a, \lambda)z^{-\beta-n} + R_{2,m,N_2}^{2-}(s, a, \lambda; z) \bigg \}
\end{equation}

in the sectors $0 < |\arg z| < \pi$. Here the reminders $R_{j,m,N_j}^{2-}(s, a, \lambda; z)$ ($j = 1, 2$) are expressed by the Mellin-Barnes type integrals in (6.13) below, and satisfy the estimates

\begin{equation}
(2.11) \quad R_{1,m,N_1}^{2-}(s, a, \lambda; z) = O\{(|t| + 1)^{\max(0,2-\sigma)}|z|^{-\Re \alpha-N_1}\},
\end{equation}

\begin{equation}
(2.12) \quad R_{2,m,N_2}^{2-}(s, a, \lambda; z) = O\{(|t| + y + 1)^{\max(0,2-\sigma-z)}|z|^{-\Re \beta-N_2}\}
\end{equation}

both as $z \to \infty$ through $\eta \leq |\arg z| \leq \pi - \eta$ with any small $\eta > 0$, where the implied $O$-constant in (2.11) depends at most on $\sigma, a, \lambda, \alpha, \beta, m, N_1$ and $\eta$, while that in (2.12) at most on $\sigma, x, a, \lambda, \alpha, \beta, m, N_2$ and $\eta$.

Remark. Stokes’ phenomenon for confluent hypergeometric functions (see (6.7) below) effects splitting the shape of the asymptotic expansion in (2.10) into two sectors $0 < |\arg z| < \pi$.

The case $(s, z) = (\sigma, it)$ with $\sigma, t \in \mathbb{R}$ of Theorem 4 asserts the following asymptotic expansion along vertical lines.

Corollary 4.1. Upon the same settings as in Theorem 4 with any real $\sigma$, we have

\begin{equation}
(2.13) \quad R\mathcal{L}_{t;\tau}^{\alpha,\beta}(\phi^*)^{(m)}(\sigma + \tau, a, \lambda) = (-1)^m \Gamma\left(\frac{\alpha + \beta}{\beta}\right)e^{-(\text{sgn} t)\pi i a} \left\{ \sum_{n=0}^{N_1} \frac{(-1)^n(a_n(1 - \beta)_n}{n!} \right. \\
\times \phi^*_{\alpha+n-m}(\sigma, a, \lambda)(e^{-(\text{sgn} t)\pi i /2|t|})^{-\alpha-n} + O(|t|^{-\Re \alpha-N_1}) \bigg \} \\
+ (-1)^m \Gamma\left(\frac{\alpha + \beta}{\alpha}\right)e^{(\text{sgn} t)\pi i \beta} \left\{ \sum_{n=0}^{N_2} \frac{(-1)^n(\beta)_n(1 - \alpha)_n}{n!} \right. \\
\times \phi^*_{\beta+n-m}(\sigma + it, a, \lambda)(e^{(\text{sgn} t)\pi i /2|t|})^{-\beta-n} + O(|t|^{\max(0,2-\sigma-\Re \beta-N_2)}) \bigg \}
\end{equation}

as $t \to \pm \infty$, where the implied $O$-constants depend at most on $\sigma, \alpha, \beta, m$ and $N_j$ ($j = 1, 2$).
3. Statement of results (2)

In this section, we state our results on the iterated transforms. For this, let $K_{\nu}(Z)$ denote the modified Bessel function of the third kind, defined by

\[
K_{\nu}(Z) = \frac{1}{2} \int_0^\infty \exp \left\{ -\frac{Z}{2} \left( \xi + \frac{1}{\xi} \right) \right\} \xi^{-\nu-1} d\xi
\]

in $|\arg Z| < \pi/2$ and for any $\nu \in \mathbb{C}$ and (cf. [31, p.82, 7.12(23)]), where the domain of $Z$ is extended to $|\arg Z| < \pi$ by rotating appropriately the path of integration. We can then show the following expression.

**Proposition 1.** For any $f(\tau)$ holomorphic in $|\arg \tau| < \pi$ we have

\[
\mathcal{LM}^\beta_{\nu;\nu} \mathcal{LM}^\alpha_{\tau_2;\tau_1} f(\tau) = \frac{2}{\Gamma(\alpha)\Gamma(\beta)} \int_0^\infty f(z\tau)\tau^{(\alpha+\beta)/2-1}K_{\alpha-\beta}(2\sqrt{\tau})d\tau,
\]

provided that the integral converges, for which it suffices to choose a class of functions $f(z)$ such that $O(1)$ ($z \to 0$) and $O(\exp(|z|^\mu})$ with $\mu < 1/2$ ($z \to \infty$) both through $|\arg z| < \pi$.

*Proof.* The left side of (3.2) equals

\[
\frac{1}{\Gamma(\alpha)\Gamma(\beta)} \int_0^\infty \int_0^\infty f(z\tau_1\tau_2)\tau_1^{\alpha-1}\tau_2^{\beta-1}e^{-\tau_1-\tau_2}d\tau_1d\tau_2
\]

where we substitute the variable $\tau_1 = \tau/\tau_2$ and then interchange the order of the $\tau$-and $\tau_2$-integral on the first line. Here the resulting inner $\tau_2$-integral is further evaluated as $2\tau^{(\beta-\alpha)/2}K_{\alpha-\beta}(2\sqrt{\tau})$ by (3.1); this concludes (3.2). The (sufficient) condition for the convergence of the integral in (3.2) can be seen from the fact that the Bessel function in (3.2) is of order $\propto \tau^{\Re(\alpha-\beta)} + \tau^{\Re(\beta-\alpha)}$ ($\tau \to 0^+$) and $\propto e^{-2\sqrt{\pi}\tau^{-1/4}}$ ($\tau \to +\infty$) (cf. [5, p.5, 7.2.2(13); p.24, 7.4.1(1)]).

We proceed to state our results on the iteration of two Laplace-Mellin transforms.

**Theorem 5.** Upon the same settings as in Theorem 3 we have

\[
\mathcal{LM}^\beta_{\nu;\nu} \mathcal{LM}^\alpha_{\tau_2;\tau_1} (\phi^s)^{(m)}(s + \tau_1, a, \lambda)
\]

\[
= (-1)^m \sum_{n=0}^{N-1} \frac{(-1)^n(\alpha)_{n}(\beta)_{n}}{n!} \phi_{-n-m}(s, a, \lambda)z^n + R_{m,N}^{3+}(s, a, \lambda; z)
\]

in the sector $|\arg z| < 3\pi/2$. Here the reminder $R_{m,N}^{3+}(s, a, \lambda; z)$ is expressed by the Mellin-Barnes type integral in (7.5) below, and satisfies the estimate

\[
R_{m,N}^{3+}(s, a, \lambda; z) = O\{|t| + 1\}^{\max(0,|2-\sigma|)}|z|^N
\]

as $z \to 0$ through $|\arg z| \leq 3\pi/2 - \eta$ with any small $\eta > 0$, where the implied $O$-constant depends at most on $\sigma$, $a$, $\lambda$, $\alpha$, $\beta$, $m$, $N$ and $\eta$. 

Proposition 2. p.237, 6.5(3)]. We can then show the following expression.

\[ R_{m,N}(s, \alpha, \lambda; z) \]

as \( z \to \infty \) through \( | \arg z | < \pi / 2 \). Here the reminder \( R_{m,N}(s, \alpha, \lambda; z) \) is expressed by the Mellin-Barnes type inetgral in (7.7) below, and satisfies the estimate

\[ R_{m,N}(s, \alpha, \lambda; z) = O\{ (|t| + 1)^{\max(0,|2-\sigma|)} |z|^{-\Re \alpha - N} \} \]

as \( z \to \infty \) through \( | \arg z | \leq \pi - \eta \) with any small \( \eta > 0 \), where the implied \( O \)-constant depends at most on \( \sigma, a, \lambda, \alpha, \beta, m, N \) and \( \eta \).

Remark. The limiting form of (3.5) when \( \beta \to \alpha + l \) \((l \in \mathbb{Z})\) complements the excluded case \( \alpha - \beta \in \mathbb{Z} \) of Theorem 6; similar situations also occur in Theorems 8 and 10, however their details are to be omitted for brevity.

The case \((s, z) = (\sigma, it)\) with \( \sigma, t \in \mathbb{R} \) of Theorem 6 yields the following asymptotic expansion along vertical lines.

Corollary 6.1. Upon the same settings as in Theorem 6 with any real \( \sigma \), we have

\[ U(\kappa; \nu; Z) \]

as \( t \to \pm \infty \), where the implied \( O \)-constant depends at most on \( \sigma, a, \lambda, \alpha, \beta, m \) and \( N \).

We next proceed to state the results on the iterations of the Laplace-Mellin and Riemann-Liouville transforms. For this, let \( U(\kappa; \nu; Z) \) be Kummer’s confluent hypergeometric function of the second kind, defined by

\[ U(\kappa; \nu; Z) = \frac{1}{\Gamma(\kappa)} \int_0^\infty e^{-\kappa \xi} (1 + \xi)^{\nu - 1} d\xi \]

in \( | \arg Z | < \pi / 2 \) and for any complex \( \kappa \) and \( \nu \) with \( \Re \kappa > 0 \), where the domain of \( Z \) can be extended to \( | \arg Z | < 3\pi / 2 \) by rotating appropriately the path of integration (cf. [4, p.237, 6.5(3)]). We can then show the following expression.

Proposition 2. For any \( f(z) \) holomorphic in \( | \arg z | < \pi \), we have

\[ \mathcal{L} \mathcal{M}^{\beta}_{z,\tau_2} \mathcal{M}^{\alpha}_{\tau_2;\tau_1}(f) = \Gamma(\alpha, \beta) \int_0^\infty f(z\tau)\tau^{\alpha-1}e^{-\tau} U(\gamma; \alpha - \beta + 1; \tau) d\tau, \]
provided that the integral converges, for which it suffices to choose a class of functions \( f(z) \) such that \( O(1) (z \to 0) \) and \( O\{\exp(|z|^\kappa)\} \) with \( \kappa < 1 (z \to \infty) \) both through \( |\arg z| < \pi \).

**Proof.** The left side of (3.9) equals

\[
\Gamma(\alpha, \beta, \gamma) \int_0^\infty \int_0^\infty f(z \tau_1 \tau_2) e^{-\tau_1 \beta - \gamma (1 - \tau_2)} d\tau_1 d\tau_2
\]

by setting \( \tau_2 = \tau / \tau_1 \) on the first line; the resulting inner \( \tau_1 \)-integral in the last expression is further evaluated as \( \Gamma(\alpha \beta - \gamma) e^{-\gamma \Gamma(\gamma) U(\gamma) \alpha - \beta + 1 / \tau) \) by substituting the variable \( \tau_1 = \tau (1 + \xi) \) and then by using (3.8), and this concludes (3.9). Here the (sufficient) condition for the convergence of the integral in (3.9) can be seen from the fact that the confluent hypergeometric function in (3.9) is of order \( \sim \tau \Re(e^{-\gamma}) \) \( \tau \to 0^+ \) and \( \sim e^{-\gamma \tau \Re(e^{-\gamma})} \) \( \tau \to +\infty \) (cf. [11 p.257, 6.5(7); p.278, 6.13.1(1)]). \( \Box \)

The following Theorems 7 and 8 assert the asymptotic expansions as \( z \to 0 \) and \( z \to \infty \) respectively.

**Theorem 7.** Upon the same settings as in Theorem 3 with any complex \( \gamma \) of positive real part, we have

\[
\mathcal{R} \mathcal{L}^{\alpha, \beta, \gamma} \mathcal{LM}^{s}_{\tau_2; \tau_1} (s + \tau_1, a, \lambda) = (-1)^m \sum_{n=0}^{N-1} \left( -1 \right)^n (a)^n (\beta)^n (\beta + \gamma)^n \nonumber
\]

\[
\phi_{n-m}^* (s, a, \lambda) z^n + R_{m,N}^4 (s, a, \lambda; z)
\]

in the sector \( |\arg z| < \pi \). Here the reminder \( R_{m,N}^4 (s, a, \lambda; z) \) is expressed by the Mellin-Barnes type integral in (7.15) below, and satisfies the estimate

\[
R_{m,N}^4 (s, a, \lambda; z) = O\{(|t| + 1)^{\max(0, |2-\sigma|)} |z|^N\}
\]

as \( z \to 0 \) through \( |\arg z| \leq \pi - \eta \), where the implied \( O \)-constant depends at most on \( \sigma, a, \lambda, \alpha, \beta, \gamma, m, N, \eta \).

**Theorem 8.** Upon the same settings as in Theorem 7, for any integers \( N_j \) \( (j = 1, 2) \) with \( N_1 \geq \Re(\beta + \gamma - \alpha) \) and \( N_2 \geq \Re(\gamma) \), except the case \( \alpha - \beta \in \mathbb{Z} \) we have

\[
\mathcal{R} \mathcal{L}^{\alpha, \beta, \gamma} \mathcal{LM}^{s}_{\tau_2; \tau_1} (s + \tau_1, a, \lambda)
\]

\[
= (-1)^m \Gamma(\beta, \gamma, \beta - \alpha) \sum_{n=0}^{N_1-1} \left( -1 \right)^n (\alpha)^n (1 - \beta - \gamma + \alpha)^n (1 - \beta + \alpha)^n \nonumber
\]

\[
\phi_{n-m}^* (s, a, \lambda) z^{-\alpha-n} + R_{1,m,N_1} (s, a, \lambda; z) \nonumber
\]

\[
+ (-1)^m \Gamma(\beta, \gamma, \alpha - \beta) \sum_{n=0}^{N_2-1} \left( -1 \right)^n (\beta)^n (1 - \gamma)^n (1 - \alpha + \beta)^n \nonumber
\]

\[
\phi_{n-m}^* (s, a, \lambda) z^{-\beta-n} + R_{2,m,N_2} (s, a, \lambda; z) \nonumber
\]
in the sector $|\arg z| < \pi$. Here the reminders $R_{j,m,N}^{k-}(s,a,\lambda;z)$ $(j = 1, 2)$ are expressed by the Mellin-Barnes type integrals in (7.22) below, and satisfy the estimates

$$
R_{1,m,N}^{k-}(s,a,\lambda;z) = O\left(\{\|t\| + 1\}^\max(0,|2-\sigma|)z^{-\Re \alpha - N_1}\right),
$$

$$
R_{2,m,N}^{k-}(s,a,\lambda;z) = O\left(\{\|t\| + 1\}^\max(0,|2-\sigma|)z^{-\Re \beta - N_2}\right)
$$

as $z \to \infty$ through $|\arg z| \leq \pi - \eta$ with any small $\eta > 0$, where the implied $O$-constants depend at most on $\sigma$, $a$, $\lambda$, $\alpha$, $\beta$, $\gamma$, $m$, $N$ and $\eta$.

The case $(s,z) = (\sigma,it)$ with $\sigma, t \in \mathbb{R}$ of Theorem 8 asserts the following asymptotic expansion along vertical lines.

**Corollary 8.1.** Upon the same settings as in Theorem 8 with any real $\sigma$, we have

$$
\mathcal{RL}_t^{\beta,\gamma} \mathcal{LM}^{\alpha}_{z,\tau_1}(\phi^*(m)(\sigma + i\tau_1, a, \lambda) 
= (-1)^m \Gamma\left(\frac{\beta + \gamma}{\beta - \alpha} - 1\right) \left\{ \sum_{n=0}^{N_1-1} \frac{(-1)^n(\alpha)_n(1 - \beta - \gamma + \alpha)_n}{(1 - \beta + \alpha)_n n!} \right\} 
\times \phi^*_{a+n-m}(s,a,\lambda)(e^{(\text{sgn} t)\pi i/2|t|})^{-\alpha - n} + O(|t|^{-\Re \alpha - N_1})
$$

$$
+ (-1)^m \Gamma\left(\frac{\beta + \gamma}{\beta - \alpha} - 1\right) \left\{ \sum_{n=0}^{N_2-1} \frac{(-1)^n(\beta)_n(1 - \gamma)_n}{(1 - \alpha + \beta)_n n!} \right\} 
\times \phi^*_{\beta+n-m}(s,a,\lambda)(e^{(\text{sgn} t)\pi i/2|t|})^{-\beta - n} + O(|t|^{-\Re \beta - N_2})
$$

as $t \to \pm \infty$, where the implied $O$-constants depend at most on $\sigma$, $a$, $\lambda$, $\alpha$, $\beta$, $\gamma$, $m$, $N$ and $\eta$.

We next proceed to state the results on the iteration of two Riemann-Liouville transforms. For this, let \( _2F_1(\kappa;\beta;1;Z) \) be Gauß' hypergeometric function defined by

$$
_2F_1\left(\kappa,\mu;\nu;Z\right) = \sum_{n=0}^{\infty} \frac{(\kappa)_n(\mu)_n}{(\nu)_n n!} Z^n \quad (|Z| < 1)
$$

for any complex $\kappa$, $\mu$ and $\nu$ with $\nu \notin \mathbb{Z}_{\leq 0}$ (cf. [4] p.56, 2.1.1(2)), where the domain of $Z$ is extended to $|\arg(1 - Z)| < \pi$ by Euler's integral formula (3.17) below. We can then show the following expression.

**Proposition 3.** For any $f(\tau)$ holomorphic in $|\arg \tau| < \pi$, we have

$$
\mathcal{RL}^{\alpha,\beta}_z \mathcal{RL}^{\gamma,\delta}_{z,\tau_1} f(\tau_1) = \Gamma\left(\frac{\alpha + \beta, \gamma + \delta}{\alpha, \gamma, \beta + \delta}\right) \int_0^{\infty} f(z\tau)\tau^{a-1}(1 - \tau)^{b-1} \times _2F_1\left(\frac{\alpha + \beta - \gamma, \delta}{\beta + \delta}; 1 - \tau\right) d\tau,
$$

provided that the integral converges, for which it suffices to choose a class of functions such that $f(z) = O(1)$ as $z \to 0$ through $|\arg z| < \pi$.
Proof. The left side of (3.16) equals
\[
\Gamma\left(\frac{\alpha + \beta, \gamma + \delta}{\alpha, \beta, \gamma, \delta}\right) \int_0^\infty \int_0^\infty f(z\tau_1 \tau_2) \tau_2^{\gamma-1} (1 - \tau_2)_{+}^{\delta-1} \tau_1^{\alpha-1} (1 - \tau_1)_{+}^{\beta-1} d\tau_1 d\tau_2
\]
\[
= \Gamma\left(\frac{\alpha + \beta, \gamma + \delta}{\alpha, \beta, \gamma, \delta}\right) \int_0^\infty f(z\tau) \tau^{\alpha-1} \int_0^\infty \tau_2^{\gamma-\alpha-\beta} (1 - \tau_2)_{+}^{\delta-1} (\tau_2 - \tau)_{+}^{\beta-1} d\tau_2 d\tau,
\]
by setting \(\tau_1 = \tau / \tau_2\) and then by interchanging the order of the integrals on the first line. The resulting inner \(\tau_2\)-integral further becomes
\[
\int_\tau^1 \tau_2^{\gamma-\alpha-\beta} (1 - \tau_2)_{+}^{\delta-1} (\tau_2 - \tau)_{+}^{\beta-1} d\tau_2
\]
\[
= \int_0^1 \{1 - (1 - \tau)\xi\}^{\gamma-\alpha-\beta} \{1 - (1 - \tau)\xi\}^{\alpha-1} \{1 - (1 - \xi)(1 - \xi)\}^{\beta-1} (1 - \tau) d\xi
\]
\[
= (1 - \tau)_{+}^{\beta+\delta-1} \Gamma\left(\frac{\beta, \delta}{\beta + \delta}; 1 - \tau\right),
\]
where the substitution of the variable \(\tau_2 = 1 - (1 - \tau)\xi\) is made on the first line, while the integral on the penultimate line is evaluated by the formula
\[
\text{(3.17)} \quad \, _2F_1\left(\frac{\kappa, \mu}{\nu}; Z\right) = \Gamma\left(\frac{\nu}{\nu - \mu}\right) \int_0^1 \xi^{\nu-1} (1 - \xi)^{\nu-1} (1 - Z\xi)^{-\kappa} d\xi
\]
in \(|\arg(1 - Z)| < \pi\) and for any complex \(\kappa, \mu\) and \(\nu\) with \(\Re \nu > \Re \mu > 0\) (cf. [8, p.59, 2.1.3(10)]); this concludes (3.16). Here the sufficient condition for the convergence of the integral in (3.16) can be seen from the fact that the hypergeometric function in (3.16) is of order \(\asymp 1 + \tau^{\Re(\gamma - \alpha)} (\tau \to 0^+)\) and \(\asymp 1 (\tau \to 1^-)\) (cf. [8, p.108, 2.10(1)] and (3.15)). \(\square\)

The following Theorems 9 and 10 assert the asymptotic expansions as \(z \to 0\) and \(z \to \infty\) respectively.

**Theorem 9.** Upon the same settings as in Theorem 7 with any complex \(\delta\) of positive real part, we have
\[
\text{(3.18)} \quad \, \mathcal{R}L_{z; 2}^{\gamma, \delta} \, \mathcal{R}L_{\tau_2; \tau_1}^{\alpha, \beta} (\phi^*)^{(m)}(s + \tau_1, a, \lambda)
\]
\[
= (-1)^m \sum_{n=0}^{N-1} \frac{(-1)^n (\alpha)(\gamma)n}{(\alpha + \beta)(\gamma + \delta)n!} \phi^*_{n-m}(s, a, \lambda) z^n + R_{m, N}^{\delta, +}(s, a, \lambda; z)
\]
in the sector \(|\arg z| < \pi/2\). Here the reminder \(R_{m, N}^{\delta, +}(s, a, \lambda; z)\) is expressed by the Mellin-Barnes type integral in (7.31) below, and satisfies the estimate
\[
\text{(3.19)} \quad \, R_{m, N}^{\delta, +}(s, a, \lambda; z) = O\{(|t| + 1)^{\text{max}(0, [2 - \sigma])}|z|^N\}
\]
as \(z \to 0\) through \(|\arg z| \leq \pi/2 - \eta\) with any small \(\eta > 0\), where the implied \(O\)-constant depends at most on \(\sigma, a, \lambda, \alpha, \beta, \gamma, \delta, m, N\) and \(\eta\).
Theorem 10. Upon the same settings as in Theorem 9 with \( N' = N - \lfloor \text{Re}(\beta - \alpha) \rfloor \), except the case \( \alpha - \gamma \in \mathbb{Z} \) we have

\[
\mathcal{RL}^{\gamma, \delta} \mathcal{RL}^{\alpha, \beta} (\phi^*)^{(m)}(s + \tau_1, a, \lambda) = (-1)^m \Gamma \left( \alpha + \beta, \gamma - \alpha, \gamma + \delta \right) \\
\times \sum_{n=0}^{N-1} \frac{(\alpha)_n(1 - \beta)_n(1 + \alpha - \gamma - \delta)_n}{(1 + \alpha - \gamma)_n n!} \phi_{\alpha+n-m}(s, a, \lambda) z^{-\alpha-n} \\
+ (-1)^m \Gamma \left( \alpha + \beta, \alpha - \gamma, \gamma + \delta \right) \\
\times \sum_{n=0}^{N'-1} \frac{(\beta)_n(1 - \alpha - \beta + \gamma)_n(1 + \beta - \gamma - \delta)_n}{(1 + \beta - \gamma)_n n!} \phi_{\beta+n-m}(s, a, \lambda) z^{-\beta-n} \\
+ R_{m, N}^{s, \gamma, \delta}(s, a, \lambda; z)
\]

in the sector \( |\arg z| < \pi/2 \). Here the reminder \( R_{m, N}^{s, \gamma, \delta}(s, a, \lambda; z) \) is expressed by the Mellin-Barnes type integral in (7.32) below, and satisfies the estimate

\[
R_{m, N}^{s, \gamma, \delta}(s, a, \lambda; z) = O\left( (|t| + 1)^{\max(0, |2 - \sigma|)} |z|^{-\text{Re} \alpha - N} \right)
\]

as \( z \to \infty \) through \( |\arg z| \leq \pi/2 - \eta \) with any small \( \eta > 0 \), where the implied \( O \)-constant depends at most on \( \sigma, a, \alpha, \beta, \gamma, \delta, m, N \) and \( \eta \).

Remark. Theorem 10 fails to imply the complete asymptotic expansion for

\[
\mathcal{RL}^{\gamma, \delta} \mathcal{RL}^{\alpha, \beta} (\phi^*)^{(m)}(s + i\tau_1, a, \lambda)
\]
as \( t \to \pm \infty \), since any vertical lines are not included in the region of its validity.

Problem 1. Deduce the complete asymptotic expansion for

\[
\mathcal{RL}^{\gamma, \delta} \mathcal{RL}^{\alpha, \beta} (\phi^*)^{(m)}(s + \tau_1, a, \lambda),
\]

which is valid in the full sector \( |\arg z| < \pi \).

It seems to be suggestive for the solution to introduce further the auxiliary zeta-function \( \mathcal{RL}^{s, \gamma, \delta} \phi^*_{\tau}(s + \tau, a, \lambda) \), and to investigate its properties.

4. Preliminaries

Throughout this section, we write \( r = \rho + i\tau \) and \( s = \sigma + it \) with real coordinates \( \rho, \sigma, \tau \) and \( t \). We first show in this section the formulae (4.3) and (4.4), which appropriated to deduce the key estimate (4.12).

Let \( \mathfrak{S}^n_m(x) \) denote Stirling’s polynomial of the first kind, defined for any integers \( m, n \geq 0 \) by

\[
\mathfrak{S}^n_m(x) = \frac{1}{m!} \left( \frac{\partial}{\partial z} \right)^n (1 - z)^{-x} \{ -\log(1 - z) \}^m \bigg|_{z=0},
\]

from which the fact \( \mathfrak{S}^n_m(x) = 0 \) follows for any \( m > n \geq 0 \).

Proposition 4. For any \( m, n \geq 0 \) we have

\[
(x + y)_n = \sum_{m=0}^{n} \mathfrak{S}^n_m(x)y^m.
\]
Lemma 1. For any complex $N \geq 0$ this is combined with the relation, by (1.4), the right side of which gives that of (4.2) with the expression in (4.1).

Proof. The left side of (4.2) equals, by the Taylor series expansion (in terms of $y$),
\[
\left( \frac{\partial}{\partial z} \right)^n (1 - z)^{-x-y} \bigg|_{z=0} = \sum_{m=0}^{\infty} \left( \frac{\partial}{\partial z} \right)^n (1 - z)^{-x} \left\{ -\log(1 - z) \right\}^m \bigg|_{z=0} \frac{y^m}{m!},
\]
the right side of which gives that of (4.2) with the expression in (4.1).

The relation (4.2) readily shows that $\deg_x g_m(x) = n - m$ for any $n \geq m \geq 0$.

Lemma 1. For any complex $r$ and $s$, for any real $a$ and $\lambda$ with $a > 1$, and for any integer $N \geq 1$, we have:

i) if $\lambda \notin \mathbb{Z}$,
\[
\phi_r^*(s, a, \lambda) = \frac{a^{-s} \log^{-r} a}{1 - e(\lambda)} + \frac{e(\lambda)}{1 - e(\lambda)} \left\{ \sum_{n=1}^{N-1} \frac{(-1)^n}{n!} \sum_{m=0}^{n} g_m^*(s)(r)_m \phi_r^{*}(s + n, a, \lambda) + \frac{(-1)^{N-1} N!}{(N-1)!} \sum_{m=0}^{N} g_m^*(s)(r)_m \int_0^1 \phi_r^{*}(s + N, a + u, \lambda)(1 - u)^N du \right\};
\]

ii) if $\lambda \in \mathbb{Z}$,
\[
\zeta_r^*(s, a) = \int_0^1 (a + u)^{-s-1} \log^{-r}(a + u) \cdot (1 - u) du + \sum_{n=1}^{N-1} \frac{(-1)^{n+1}}{(n+1)!} \sum_{m=0}^{n} g_m^*(s)(r)_m \zeta_r^{*}(s + n, a) + \frac{(-1)^{N+1} N!}{N!} \sum_{m=0}^{N-1} g_m^*(s)(r)_m \int_0^1 \zeta_r^{*}(s + N, a + u)(1 - u)^N du.
\]

Proof. The defining series in (1.1) readily implies the relations
\[
\phi(s, a, \lambda) = a^{-s} + e(\lambda) \phi(s, a + 1, \lambda),
\]
\[
\left( \frac{\partial}{\partial z} \right)^n \phi(s, z, \lambda) = (-1)^n(s)_n \phi(s + n, z, \lambda) \quad (n = 0, 1, \ldots),
\]
where the latter holds for any complex $s \neq 1$ and in $|\arg z| < \pi$ by analytic continuation; this is combined with the relation, by (1.4),
\[
\left( \frac{\partial}{\partial z} \right)^n \psi(s, z) = (-1)^n(s)_n \psi(s + n, z) \quad (n = 0, 1, \ldots)
\]
to imply upon (1.5) that
\[
\left( \frac{\partial}{\partial z} \right)^n \phi^*(s, z, \lambda) = (-1)^n(s)_n \phi^*(s + n, z, \lambda) \quad (n = 0, 1, \ldots).
\]

We now treat Case i), where $\phi^*(s, a, \lambda) = \phi(s, a, \lambda)$ holds by (1.5). Applying Taylor’s formula (centered at $z = a$) to expand $\phi^*(s, a + 1, \lambda)$ on the right side of (4.5), and then
We further operate $I^{r}$ (see (2.1)) to both sides above, note that

$$I^{r}\log^{-r}a = a^{-s} \log^{-r}a$$

for any $(r, s) \in \mathbb{C}^{2}$ and for $a > 1$, and further that the resulting form of $I^{r}_{\infty,s}\{(s)\phi^{*}(s, a, \lambda)\}$ in the $n$th indexed term equals, by (2.2) and (4.2),

$$(4.10) \sum_{m=0}^{n} \mathcal{S}^{n}_{m}(s) \frac{1}{\Gamma(r)\{e(r) - 1\}} \int_{0}^{z} \phi^{*}(s + z, a, \lambda)z^{r+m-1}dz$$

$$= \sum_{m=0}^{n} \mathcal{S}^{n}_{m}(s) \frac{\Gamma(r + m)\{e(r + m) - 1\}}{\Gamma(r)\{e(r) - 1\}} \phi^{*}_{r+m}(s + n, a, \lambda),$$

to conclude (4.3).

We next treat Case ii). Suppose temporarily that $\sigma > 1$. It follows from (4.5) and the expression

$$\psi(s, z) = \int_{z}^{+\infty} \xi^{-s}d\xi = \int_{0}^{+\infty} (z + u)^{-s}du,$$

where the path of integration is the horizontal ray, that

$$\zeta^{*}(s, a + 1) = \zeta^{*}(s, a) - a^{-s} + \int_{a}^{s+1} \xi^{-s}d\xi$$

$$= \zeta^{*}(s, a) - s \int_{0}^{1} (a + u)^{-s-1}(1 - u)du.$$  

We now apply Taylor’s fomula (centered at $z = a$) to expand $\zeta^{*}(s, a + 1)$ on the left side above, then subtract the term $\zeta^{*}(s, a)$ from both sides, cancelling out the factor $s$ (upon noting $(s)_{n} = s(s + 1)_{n-1}$ for $n \geq 1$), and further replace $(s, n, N)$ by $(s - 1, n + 1, N + 1)$ in the resulting expression, to find for any $N \geq 1$ that

$$\zeta^{*}(s, a) = \int_{0}^{1} (a + u)^{-s-1}(1 - u)du + \sum_{n=1}^{N-1} \frac{(-1)^{n+1}(s)_{n}}{(n + 1)!} \zeta^{*}(s + n, a)$$

$$+ \frac{(-1)^{N+1}(s)_{N}}{N!} \int_{0}^{1} \zeta^{*}(s + N, a + u)(1 - u)^{N}du,$$

which is valid for all $s \in \mathbb{C}$ by analytic continuation. Operating $I^{r}_{\infty,s}$ to both sides above, and noting (2.2), (4.2), (4.9) and (4.10) again, we conclude (4.4). □

**Lemma 2.** For any complex $r$ and $s$, and any real $a$ and $\lambda$ with $a > 1$, the vertical estimate

$$(4.12) \phi^{*}_{r}(s, a, \lambda) \ll (|\tau| + |t| + 1)^{\max(0, |2 - \sigma|)},$$

holds, where the implied $\ll$-constant depends at most on $\rho$, $\sigma$, $a$ and $\lambda$.  

Proof. Suppose temporarily that $\sigma > 1$, and write
\begin{equation}
\phi_r(s, a, \lambda) = \mathcal{I}_{\infty, s}^r \phi(s, a, \lambda) \quad \text{and} \quad \psi_r(s, a) = \mathcal{I}_{\infty, s}^r \psi(s, a)
\end{equation}
for $a > 1$. We can observe that the term-by-term application of $\mathcal{I}_{\infty, s}^r$ on the right sides of (1.1) and (4.11) shows for $\sigma > 1$ that, by (4.9),
\begin{equation}
\phi_r(s, a, \lambda) = \sum_{l=0}^{\infty} e(\lambda l)(a + l)^{-s} \log^{-r}(a + l),
\end{equation}
(4.14)
\begin{equation}
\psi_r(s, a) = \int_a^{+\infty} \xi^{-s} \log^{-r} \xi d\xi.
\end{equation}

Consider first the case of $\sigma > 1$. It is then seen from (1.5) and (4.14) that
\begin{equation}
\phi^*_r(s, a, \lambda) = \phi_r(s, a, \lambda) + \delta_Z(\lambda) \psi_r(s, a) \ll 1,
\end{equation}
which just gives (4.12) for $\sigma > 1$.

Consider next the case of $1 - N < \sigma \leq 2 - N$ with any integer $N \geq 1$. We shall then prove (4.12) by induction on $N$; the induction hypothesis in this case is that the inequality
\begin{equation}
\phi^*_r(s, a, \lambda) \ll (|\tau| + |t| + 1)^n
\end{equation}
holds for $1 - n < \sigma \leq 2 - n$ with $n = 1, 2, \ldots, N - 1$. Noting that $1 - (N - n) < \sigma + n < 2 - (N - n)$ in the present case, we substitute the bound in (4.16) with $(s, n)$ replaced by $(s + n, N - n)$, and also the bounds $s^m_m(s) \ll (|t| + 1)^{n-m}$ and $(r)_m \ll (|\tau| + 1)^m$ into the right side of (4.3) or (4.4), to find that
\begin{equation}
\phi^*_r(s, a, \lambda) \ll 1 + \sum_{n=1}^{N-1} \sum_{m=0}^{n} (|t| + 1)^{n-m}(|\tau| + 1)^m(|\tau| + |t| + 1)^{N-n}
\end{equation}
\begin{equation}
\ll (|\tau| + |t| + 1)^N,
\end{equation}
where the condition $1 - N < \sigma \leq 2 - N$ is equivalent to $N = [2 - \sigma]$; this with (4.15) concludes (4.12). \hfill \Box

Lemma 3. Let $f(s)$ be a function holomorphic at any $s \in \mathbb{C} \setminus \{ -\infty, 1 \}$. For any $m \in \mathbb{Z}$, if $f(s + x)$ belongs (as a function of $x$) to the class $x^{\max(1+m,0)}L^1_{x}[0, +\infty[$, then
\begin{equation}
f^{(m)}(s) = (-1)^m \mathcal{I}_{\infty, s}^{-m} f(s).
\end{equation}

Proof. Suppose first that $m \geq 0$. Then the limiting case $r \to -m$ of (2.1) shows
\begin{equation}
\mathcal{I}_{\infty, s}^{-m} f(s) = \frac{(-1)^m m!}{2\pi i} \oint_{|z|=\eta} \frac{f(s + z)}{z^{m+1}} dz = (-1)^m f^{(m)}(s),
\end{equation}
where $\eta > 0$ is taken so as to be smaller than the distance between $s$ and the half-line $] - \infty, 1]$. Next the assertion for $m = -n < 0$ ($n = 1, 2, \ldots$) is to be proved by the induction on $n$. We see for $n = 1$ that
\begin{equation}
\mathcal{I}_{\infty, s}^1 f(s) = - \int_0^{+\infty} f(s + x) dx = -f^{(-1)}(s),
\end{equation}
since $\oint_{|z|=\delta} f(s + z) dz \to 0$ as $\delta \to 0^+$. Suppose now that
\begin{equation}
f^{(-n+1)}(s) = \frac{(-1)^{n-1}}{\Gamma(n-1)} \int_{s}^{+\infty} f(w)(w - s)^{n-2} dw = (-1)^{n-1} \mathcal{I}_{\infty, s}^{n-1} f(s)
\end{equation}
for $n \geq 2$. Then we have
\[
  f^{(-n)}(s) = -\int_s^\infty \frac{(-1)^{n-1}}{\Gamma(n-1)} \int_{w'}^\infty f(w)(w-w')^{n-2} dwdw'
\]
\[
  = \frac{(-1)^n}{\Gamma(n)} \int_s^\infty f(w)(w-s)^{n-1} dw = (-1)^n \mathcal{I}_{\infty,s}^n f(s),
\]
which is the assertion for $m = -n$. Lemma 3 is thus proved.

5. ASYMPTOTIC EXPANSIONS FOR THE LAPLACE-MELLIN TRANSFORM

We shall prove Theorems 1 and 2 in this section.

Suppose temporarily that $\sigma > 1$ and $|\arg z| < \pi/2$. We then operate $\mathcal{LM}^\alpha_{z;\tau}$ (see (1.2)) term-by-term on the right sides of (4.14), upon noting (4.17), that
\[
\mathcal{LM}^\alpha_{z;\tau} \phi^{(m)}(s + \tau, a, \lambda) = (-1)^m \sum_{l=0}^\infty e(\lambda l)(a+l)^{-s} \log^m(a+l)
\]
\[
\times \{1 + z \log(a+l)\}^{-\alpha},
\]
\[
\mathcal{LM}^\alpha_{z;\tau} \psi^{(m)}(s, a) = (-1)^m \int_a^\infty \xi^{-s} \log^m \xi \cdot (1 + z \log \xi)^{-\alpha} d\xi
\]
for any $m \in \mathbb{Z}$, where the resulting expressions converge absolutely. Let $(u)$ for $u \in \mathbb{R}$ denote the vertical path from $u-i\infty$ to $u+i\infty$, and write $w = u+iv$ with real coordinates $u$ and $v$ throughout the sequel. The Mellin-Barnes formula
\[
(1 + Z)^{-\alpha} = \frac{1}{2\pi i} \int_{(u)} \Gamma(\alpha + w, -\alpha) Z^w dw
\]
holds for $|\arg Z| < \pi$ with $-\Re \alpha < u < 0$; this is incorporated in each term on the right sides of (5.1), and then the order of the $w$-integral and the $l$-sum or $\xi$-integral is interchanged to show that
\[
\mathcal{LM}^\alpha_{z;\tau} \phi^{(m)}(s + \tau, a, \lambda) = \frac{(-1)^m}{2\pi i} \int_{(u_0)} \Gamma(\alpha + w, -\alpha) \phi_{-w-m}(s, a, \lambda) z^w dw,
\]
(5.3)
\[
\mathcal{LM}^\alpha_{z;\tau} \psi^{(m)}(s, a) = \frac{(-1)^m}{2\pi i} \int_{(u_0)} \Gamma(\alpha + w, -\alpha) \psi_{-w-m}(s, a) z^w dw
\]
(see (4.14)) for any $m \in \mathbb{Z}$ with $-\Re \alpha < u_0 < 0$. We therefore obtain upon (1.5) the following lemma.

Lemma 4. The formula
\[
\mathcal{LM}^\alpha_{z;\tau} \phi^{(m)}(s + \tau, a, \lambda) = \frac{(-1)^m}{2\pi i} \int_{(u_0)} \Gamma(\alpha + w, -\alpha) \phi_{-w-m}(s, a, \lambda) z^w dw
\]
holds for any $m \in \mathbb{Z}$ with a constant $u_0$ satisfying $-\Re \alpha < u_0 < 0$, where the integral on the right side converges absolutely for all $(s, z)$ with $s \in \mathbb{C}$ and $|\arg z| < \pi$; this provides the analytic continuation of the left side to the same region of $(s, z)$.

Proof. Stirling’s formula for the gamma function implies that
\[
\Gamma(s) \asymp (|t| + 1)^{\sigma-1/2} e^{-\pi|t|/2}
\]
for any $s \in \mathbb{C}$ apart from the poles at $s = -n$ $(n = 0, 1, \ldots)$ (cf. [14] p.492, A.7(A.34)). Then the integrand in (5.4) on the line $\text{Re} w = u$ is (apart from its poles) bounded by (4.12) and (5.5) as

\begin{equation}
\ll e^{-|v(\pi - |\arg z|)(|v| + 1)^\text{Re} \alpha - 1(|v| + |t| + 1)\max(0, |2-\sigma|)}
\end{equation}

which asserts the required absolute convergence. \hfill \Box

We are now ready to prove Theorems 1 and 2.

Proof of Theorem 1. Let $N \geq 0$ be any integer, and choose a constant $u_N^+$ such as $\max(-\text{Re} \alpha, N - 1) < u_N^+ < N$. We can then move upon (5.6) the path of integration in (5.4) to the right from $(u_0)$ to $(u_N^+)$, passing over the poles of the integrand at $s = n$ $(n = 0, 1, \ldots, N - 1)$. Collecting the residues of the relevant poles, we find that the expression (2.3) holds with

\begin{equation}
R_{m,N}^{1,+}(s, a, \lambda; z) = \frac{(-1)^m}{2\pi i} \int_{(u_N^+)} \Gamma(\alpha + w, -w) \phi_{-w-m}(s, a, \lambda) z^w dw.
\end{equation}

The remaining estimate (2.4) is obtained by moving further the path in (5.7) from $(u_N^+)$ to $(u_{N+1}^+)$; this gives

\begin{equation}
R_{m,N}^{1,+}(s, a, \lambda; z) = \frac{(-1)^N(\alpha)_N}{N!} \phi_{-N-m}(s, a, \lambda) z^N + R_{m,N+1}^{1,+}(s, a, \lambda; z).
\end{equation}

Here on the right side, the first term is estimated as $\ll (|t| + 1)^{\max(0,|2-\sigma|)}|z|^N$ by (4.12), while the second, upon using (5.6) and (5.7) with $u_{N+1}^+$ instead of $u_N^+$, as

\begin{equation}
\ll \int_{-\infty}^{\infty} e^{-|v(\pi - |\arg z|)(|v| + 1)^\text{Re} \alpha - 1(|t| + |v| + 1)\max(0, |2-\sigma|)}|z|^{u_{N+1}^+} dv
\end{equation}

\begin{equation}
\ll (|t| + 1)^{\max(0,|2-\sigma|)}|z|^{u_{N+1}^+},
\end{equation}

both when $z \to 0$ through $|\arg z| \leq \pi - \eta$ for any small $\eta > 0$, and hence the proof concludes by $N < u_{N+1}^+$. The last $t$-bound here is derived by the following lemma. \hfill \Box

Lemma 5. For any real $\eta, \mu, \nu$ and $V$ with $\eta > 0$ and $V \geq 0$, we have

\begin{equation}
\int_0^\infty e^{-\eta v}(v + 1)^\mu (V + v + 1)^\nu dv \asymp (V + 1)^\nu,
\end{equation}

where the $\asymp$-constants depend at most on $\eta, \mu$ and $\nu$.

Proof. Let the left side denote $I$, and split the integral as

\[ I = \int_0^{V+1} + \int_{V+1}^\infty = I_1 + I_2, \]

say. The integration by parts applied to each $I_j$ shows that

\[ I_1 \asymp (V + 1)^\nu (1 + e^{-\eta V}) \quad \text{and} \quad I_2 \asymp (V + 1)^{\mu + \nu} e^{-\eta V}, \]

which readily imply the assertion. \hfill \Box

Proof of Theorem 2. The proof of Theorem 2 is quite similar to that of Theorem 1, instead of moving the path in (5.4) to the left. Let $N$ be any nonnegative integer, and choose a constant $u_N^-$ such as $-\text{Re} \alpha - N < u_N^- < \min(-\text{Re} \alpha - N + 1, 0)$. We can then move the path of integration in (5.4) from $(u)$ to $(u_N^-)$, passing over the poles at $w = -\alpha - n$
\[ (n = 0, 1, \ldots, N - 1) \] of the integrand, and collect its residues to obtain the expression (2.5) with
\[ R_{m,N}^{1-}(s, a, \lambda; z) = \frac{(-1)^m}{2\pi i} \int_{(u_N)} \Gamma(\alpha + w, -w) \phi^*_w - m(s, a, \lambda)z^w dw. \]

The remaining estimate (2.6) follows similarly to the derivation of (2.4), by moving further the path from \((u_N^-)\) to \((u_{N+1}^-)\); this gives
\[ R_{m,N}^{1-}(s, a, \lambda; z) = \frac{(-1)^N(\alpha)_N}{N!} \phi_{\alpha + N - m}(s, a, \lambda)z^{-\alpha - N} + R_{m,N+1}^{1-}(s, a, \lambda; z). \]

Here on the right side, the first term is estimated as \(< \max(0,|2-\sigma|)z^{-\Re\alpha - N}\) by (4.12), while the second as \(< \max(0,|2-\sigma|)z^{u_{N+1}}\) by applying Lemma 5 with the estimate (5.6); the former bound exceeds the latter when \(z \to \infty\) through \(|\arg z| \leq \pi - \eta\) for any small \(\eta > 0\), since \(u_{N+1}^- < -\Re\alpha - N\). The proof of Theorem 2 thus complete. \(\square\)

6. Asymptotic expansions for the Riemann-Liouville transforms

We shall prove Theorems 3 and 4 in this section. Prior to the proofs, several notations are prepared in what follows.

Let \(1F_1(\kappa; Z)\) denote Kummer’s confluent hypergeometric function of the first kind, defined by
\[ 1F_1(\kappa; Z) = \sum_{k=0}^{\infty} \frac{(\kappa)_k}{(\nu)_k k!} Z^k \quad (|Z| < +\infty) \]
for any complex \(\kappa\) and \(\nu\) with \(\nu \notin \mathbb{Z}_{\leq 0}\) (cf. [4, p.248, 6.1(1)]), which allows the Euler type integral formula
\[ 1F_1(\kappa; Z) = \Gamma(\kappa, \nu - \kappa) \int_{0}^{1} e^{Z\xi} \xi^{\nu-\kappa-1}(1 - \xi)^{\kappa-\nu-1} d\xi \]
in \(|Z| < +\infty\) and for any complex \(\kappa\) and \(\nu\) with \(\Re\nu > \Re\kappa > 0\) (cf. [4, p.255, 6.5(1)]).

Suppose now temporarily that \(\sigma > 1\) and \(|\arg z| < \pi/2\). We then operate \(RL_{2; \tau}^{\alpha, \beta}\) (see (1.3)) term-by-term on the right sides of (4.14), upon noting (4.17) and using (6.1), that
\[ RL_{2; \tau}^{\alpha, \beta} \phi^{(m)}(s + \tau, a, \lambda) = (-1)^m \sum_{l=0}^{\infty} e(\lambda l)(a + l)^{-s} \log^m(a + l) \]
\[ \times 1F_1\left(\alpha,\beta; -z \log(a + l)\right), \]
\[ RL_{2; \tau}^{\alpha, \beta} \psi^{(m)}(s + \tau, a) = (-1)^m \int_{a}^{\infty} \xi^{-s} \log^m \xi \cdot 1F_1\left(\alpha,\beta; -z \log \xi\right) d\xi, \]
where the resulting expressions both converge absolutely, since \(1F_1(\alpha + \beta; -Z) \sim Z^{-\alpha}\) as \(Z \to \infty\) through \(|\arg Z| < \pi/2\) (cf. [4, p.278, 6.13.1(3)]). The Mellin-Barnes formula
\[ 1F_1(\kappa; Z) = \frac{1}{2\pi i} \int_{(u)} \Gamma(\kappa + w, \nu, -w) \Gamma(\kappa, \nu + w)(-Z)^w dw \]
holds for \(|\arg Z| < \pi/2\) with a constant satisfying \(-\Re\kappa < u < 0\); this is incorporated in each term on the right sides of (6.2), and then the order of the \(w\)-integral and the \(l\)-sum or \(\xi\)-integral is interchanged to assert, in view of (1.5), the following lemma.
Lemma 6. The formula

\[ R_{2;1}^{\alpha\beta}(\phi^{*}(m))(s + \tau, a, \lambda) \]

\[ = \frac{(-1)^{m}}{2\pi i} \int_{(u_{0})} \Gamma\left(\frac{\alpha + \beta}{\alpha}, \frac{\alpha + \beta}{\alpha} + w, \frac{\alpha + \beta}{\alpha} - w\right) \phi_{-w-m}^{*}(s, a, \lambda) z^{w} dw \]

holds for \(|\arg z| < \pi/2\) with a constant \(u_{0}\) satisfying \(-\text{Re} \alpha < u_{0} < 0\), where the integral on the right side converges absolutely for all \((s, z)\) with \(s \in \mathbb{C}\) and \(|\arg z| < \pi/2\); this provides the analytic continuation of the left side to the same region of \((s, z)\).

Proof. The integrand in (6.4) on the line \(\text{Re} w = u\) is (apart from its poles) bounded above, by (4.12) and (5.5), as

\[ \ll e^{-\rho(|\pi/2 - |\arg z|)(|v| + 1) - \text{Re} - u - 1/2(|v| + |t| + 1)\max(0, |2 - \sigma|)}|z|^{u}, \]

which asserts the required absolute convergence. \(\square\)

We are now ready to prove Theorems 3 and 4.

Proof of Theorem 3. The same path moving (to the right) argument as in the proof of Theorem 1 leads us to the expression (2.8) with

\[ R_{m,N}^{2;+}(s, a; \lambda; z) = \frac{(-1)^{m}}{2\pi i} \int_{(u_{N}^{+})} \Gamma\left(\frac{\alpha + \beta}{\alpha}, \frac{\alpha + \beta}{\alpha} + w, \frac{\alpha + \beta}{\alpha} - w\right) \phi_{-w-m}^{*}(s, a, \lambda) z^{w} dw \]

with a constant \(u_{N}^{+}\) satisfying \(\max(-\text{Re} \alpha, N - 1) < u_{N}^{+} < N\). The remaining inequality (2.9) follows similarly to the derivation of (2.4), by using (4.12) and applying Lemma 5 with (6.5); the proof of Theorem 3 is complete. \(\square\)

Proof of Theorem 4. The connection formula

\[ \text{F}_{1}\left(\begin{array}{c} \kappa \\ \nu \end{array}; Z\right) = \Gamma\left(\begin{array}{c} \nu \\ \nu - \kappa \end{array}\right) e^{\xi(Z)\pi i \kappa} U(\kappa; \nu; Z) + \Gamma\left(\begin{array}{c} \nu \\ \kappa \end{array}\right) e^{\xi(Z)\pi i (\kappa - \nu)} e^{Z} \]

\[ \times U(\nu - \kappa; \nu; e^{-\xi(Z)\pi i Z}) \]

holds in the sectors \(0 < |\arg Z| < \pi\) and for any complex \(\kappa\) and \(\nu\) with \(\nu \notin \mathbb{Z}_{\leq 0}\) (cf. [4, p.259, 6.7.(7)](16, (10.5))); this is incorporated in each term on the right sides of (6.2) to yield that

\[ \mathcal{R}L_{z;\tau}^{\alpha,\beta}(\phi^{(m)}(s + \tau, a, \lambda) = (-1)^{m} \sum_{l=0}^{\infty} e(\lambda l)(a + l)^{-s} \log^{m}(a + l) \]

\[ \times \left\{ \Gamma\left(\begin{array}{c} \alpha + \beta \\ \beta \end{array}\right) e^{-\xi(\pi i \alpha)} U(\alpha; \alpha + \beta; e^{-\xi(\pi i \alpha)} \log(a + l)) \right. \]

\[ + \Gamma\left(\begin{array}{c} \alpha + \beta \\ \alpha \end{array}\right) e^{\xi(\pi i \beta)} (a + l)^{-\xi} U(\beta; \alpha + \beta; z \log(a + l)) \right\}, \]

\[ \mathcal{R}L_{z;\tau}^{\alpha,\beta}(\psi^{(m)}(s + \tau, a, \lambda) = (-1)^{m} \int_{a}^{\infty} s^{-s} \log^{m} \xi \]

\[ \times \left\{ \Gamma\left(\begin{array}{c} \alpha + \beta \\ \beta \end{array}\right) e^{-\xi(\pi i \alpha)} U(\alpha; \alpha + \beta; e^{-\xi(\pi i \alpha)} \log \xi) \right. \]

\[ + \Gamma\left(\begin{array}{c} \alpha + \beta \\ \alpha \end{array}\right) e^{\xi(\pi i \beta)} \xi^{-\xi} U(\beta; \alpha + \beta; z \log \xi) \right\} d\xi \]
for any \( m \in \mathbb{Z} \) and in the sectors \( 0 < |\arg z| < \pi \). The right sides of (6.8) is further transformed by the Mellin-Barnes formula

\[
U(\kappa; \nu; Z) = \frac{1}{2\pi i} \int_C \Gamma\left(\frac{\kappa + w, -w, 1 - \nu - w}{\kappa, \kappa - \nu + 1}\right) Z^w dw
\]

for \( |\arg Z| < 3\pi/2 \), where \( C \) is the vertical path which is directed upwards, and suitably indented to separate the poles of the integrand at \( w = -\kappa - m \ (m = 0, 1, \ldots) \) from those at \( w = n \) and \( w = 1 - \nu + n \ (n = 0, 1, \ldots) \) (cf. [21] p.37, 3.1.2.(3.1.17)); this is incorporated in each term on the right sides of (6.8), and then the order of the \( w \)-integral and the \( l \)-sum or \( \xi \)-integral is interchanged to assert, in view of (1.5), the following lemma.

**Lemma 7.** For any \( m \in \mathbb{Z} \) the formula

\[
\mathcal{R}\mathcal{L}^{\alpha,\beta}(\phi^s)_{\mathbb{Z}^+}^{(m)}(s + \tau, a, \lambda)
= (-1)^m \Gamma\left(\frac{\alpha + \beta}{\alpha}\right) e^{\varepsilon(z)\pi i a} I_1(s; z) + (-1)^m \Gamma\left(\frac{\alpha + \beta}{\alpha}\right) e^{\varepsilon(z)\pi i b} I_2(s; z)
\]

holds with

\[
I_1(s; z) = \frac{1}{2\pi i} \int_{c_1} \Gamma\left(\alpha + w, -w, 1 - \alpha - \beta - w\right) \phi^s_{-\alpha - b - m}(s, a, \lambda) (e^{-\varepsilon(z)\pi i z})^w dw,
\]

\[
I_2(s; z) = \frac{1}{2\pi i} \int_{c_2} \Gamma\left(\beta + w, -w, 1 - \alpha - \beta - w\right) \phi^s_{-\alpha - b - m}(s + z, a, \lambda) z^w dw
\]

in the sectors \( 0 < |\arg z| < \pi \), where the paths \( C_j \ (j = 1, 2) \) are suitably indented to separate the poles of the integrand at \( w = -\alpha - m \ (m = 0, 1, \ldots) \) if \( j = 1 \), while at \( w = -\beta - m \ (m = 0, 1, \ldots) \) if \( j = 2 \), from those at \( w = n \) and \( w = 1 - \alpha - \beta - n \ (n = 0, 1, \ldots) \). Here the integrals on the right sides of (6.11) converge absolutely for all \( (s, z) \) with \( s \in \mathbb{C} \) and \( 0 < |\arg z| < \pi \); this provides the analytic continuations of the left side of (6.10) to the same regions of \( (s, z) \).

**Proof.** The integrands on the line \( \Re w = u \) in (6.11) are (apart from the poles) bounded respectively for \( j = 1, 2 \) as, by (4.12) and (5.5),

\[
\ll e^{-|v|\{3\pi/2 - |\arg z - \varepsilon(z)\pi\}\}} (|v| + 1)^{-|\Re \beta - u - 1/2|} (|v| + |t| + 1)^{\max(0,|\varepsilon - \sigma|)} |z|^u,
\]

\[
\ll e^{-|v|\{3\pi/2 - |\arg z|\}} (|v| + 1)^{-|\Re \alpha - u - 1/2|} (|v| + |t + y| + 1)^{\max(0,|\varepsilon - \sigma - x|)} |z|^u,
\]

which give the required absolute convergence. \( \square \)

We can now move upon (6.12) the paths \( C_j \ (j = 1, 2) \) of the integrations in (6.11) both to the right, passing over the poles at \( w = -\alpha - n \ (n = 0, 1, \ldots, N_1 - 1) \) for \( I_1(s; z) \), while at \( w = -\beta - n \ (n = 0, 1, \ldots, N_2 - 1) \) for \( I_2(s; z) \). If \( N_1 \geq |\Re \beta| \) then \( -\Re \alpha - N_1 < 1 - \Re(\alpha + \beta) \), while if \( N_2 \geq |\Re \alpha| \) then \( -\Re \beta - N_2 < 1 - \Re(\alpha + \beta) \); this therefore shows that \( C_j \ (j = 1, 2) \) can be taken under these situations as the vertical straight paths \( (u_{j,N_j}) \ (j = 1, 2) \) respectively with

\[
\min(-\Re \alpha - N_1, 1 - \Re(\alpha + \beta)) < u_{1,N_1} < -\Re \alpha - N_1 + 1,
\]

\[
\min(-\Re \beta - N_2, 1 - \Re(\alpha + \beta)) < u_{2,N_2} < -\Re \beta - N_2 + 1.
\]
We thus obtain for any $N_1 \geq |\text{Re } \beta|$ and $N_2 \geq |\text{Re } \alpha|$ the expression (2.10) with

$$R_{1,N_1}^2(s;z) = \frac{1}{2\pi i} \int_{(u_1,N_1)} \Gamma(\alpha + w, -w, 1 - \alpha - \beta - w, \alpha, 1 - \beta) \times \phi^*_w - m(s, a, \lambda)(e^{-\varepsilon(z)\pi i}z)^w dw,$$

where the interchange of the order of the $\tau$- and $\xi$-integral is justified (by absolute convergence) with the choice of $u_0$ above; this concludes (7.1). Here the temporary restriction on $z$ can be relaxed to $|\arg z| < 3\pi/2$, since the integrand in (7.1) is of order $O\{e^{-|v|(3\pi/2-|\arg z|)}|v|^{\text{Re}(\alpha+\beta)+2u_0-1}\}$ as $v \to \pm \infty$.

7. Asymptotic expansions for the iterated transforms

We shall prove Theorems 5–10 in this section. The following lemma is prepared for the proofs of Theorems 5 and 6.

**Lemma 8.** For any real $c > 0$, we have

$$\mathcal{L}\mathcal{M}_{z;r_2}^\beta \mathcal{L}\mathcal{M}_{r_2;r_1}^\alpha e^{-cz} = \frac{1}{2\pi i} \int_{(u_0)} \Gamma(\alpha + w, \beta + w, -w, \alpha, \beta)(cz)^w dw$$

for $|\arg z| < 3\pi/2$ with a constant $u_0$ satisfying $\max(-\text{Re } \alpha, -\text{Re } \beta) < u_0 < 0$.

**Proof.** Suppose temporarily that $|\arg z| < \pi/2$. On the right side of (3.2) for $f(z) = e^{-cz}$, we use (3.1) and

$$e^{-cz} = \frac{1}{2\pi i} \int_{(u_0)} \Gamma(-w)(cz)^w dw$$

with $\max(-\text{Re } \alpha, -\text{Re } \beta) < u_0 < 0$, to find that the left side of (7.1) equals

$$\frac{1}{\Gamma(\alpha)\Gamma(\beta)} \cdot \frac{1}{2\pi i} \int_{(u_0)} \Gamma(-w)(cz)^w \int_0^\infty \xi^{\beta-a-1} \int_0^\infty \tau^{(\alpha+\beta)/2+w-1}e^{-\sqrt{\tau}(\xi+1/\xi)}d\tau d\xi dw$$

$$= \frac{1}{\pi i} \int_{(u_0)} \Gamma(\alpha + \beta + 2w, -w, \alpha, \beta)(cz)^w \int_0^\infty \xi^{2\beta+2w-1}(1 + \xi^2)^{-\alpha-\beta-2w}d\xi dw,$$

where the interchange of the order of the $\tau$- and $\xi$-integral is justified (by absolute convergence) with the choice of $u_0$ in (7.1), and the resulting inner $\tau$-integral on the first line equals $2\Gamma(\alpha + \beta + 2w)(\xi + 1/\xi)^{-\alpha-\beta-2w}$ for $\xi > 0$. Furthermore, the last inner $\xi$-integral evaluated as $(1/2)\Gamma(\alpha+\beta+2w, \alpha, \beta+2w)$, by changing the variable $\xi \mapsto \sqrt{(1-\xi)/\xi}$, again with the choice of $u_0$ above; this concludes (7.1). Here the temporary restriction on $z$ can be relaxed to $|\arg z| < 3\pi/2$, since the integrand in (7.1) is of order $O\{e^{-|v|(3\pi/2-|\arg z|)}|v|^{\text{Re}(\alpha+\beta)+2u_0-1}\}$ as $v \to \pm \infty$.

Suppose temporarily that $\sigma > 1$ and $|\arg z| < \pi/2$. We operate $\mathcal{L}\mathcal{M}_{z;r_2}^\beta \mathcal{L}\mathcal{M}_{r_2;r_1}^\alpha$ term-by-term on the right sides of (4.14) upon (4.17), use (7.1) and then change the order of the $w$-integral and the $l$-sum or $\xi$-integral, to obtain, in view of (1.5), the following lemma.
Lemma 9. The formula
\[ (7.3) \quad \mathcal{L}_m^{\beta} \mathcal{L}_n^{\alpha} \mathcal{M}_{\alpha}(\phi^*)^{(m)}(s + \tau_1, a, \lambda) = \left( -1 \right)^m \frac{1}{2\pi i} \int_{(u_0)} \Gamma(\alpha + w, \beta + w, -w) \phi_{w-m}^*(s, a, \lambda) z^w dw \]
holds for any \( m \in \mathbb{Z} \) with a constant \( u_0 \) satisfying \( \max(-\Re \alpha, -\Re \beta) < u_0 < 0 \), where the integral on the right side converges absolutely for all \((s, z)\) with \( s \in \mathbb{C} \) and \( |\arg z| < 3\pi/2 \); this provides the analytic continuation of the left side to the same region of \((s, z)\).

Proof. The integrand in (7.3) on the line \( \Re w = u \) is (apart from its poles) bounded, by (4.12) and (5.5), as
\[ \left( 7.4 \right) \quad \ll e^{-\left| v \right|(3\pi/2 - |\arg z|)} \left| \left| v \right| + 1 \right| \Re(\alpha + \beta) + u - 1/2 \left( \left| t \right| + 1 \right) \max(0, \left| 2 - \sigma \right|) |z|^u, \]
which asserts the required absolute convergence. \( \square \)

We are now ready to prove Theorems 5 and 6.

Proof of Theorem 5. The same path moving (to the right) argument as in the proof of Theorem 1 leads us to the expression (3.3) with (4.12) and (5.5), as
\[ \left( 7.5 \right) \quad R_{m,N}^{\alpha+}(s, a, \lambda; z) = \left( -1 \right)^m \frac{1}{2\pi i} \int_{(u_N)} \Gamma(\alpha + w, \beta + w, -w) \phi_{w-m}^*(s, a, \lambda) z^w dw \]
with \( \max(-\Re \alpha, N - 1) < u_N^+ < N \). The remaining inequality (3.4) follows similarly to the derivation of (2.9), by using (4.12) and applying Lemma 5 with (7.4). \( \square \)

Proof of Theorem 6. For any nonnegative integer \( N \), let a real constant \( u_N^- \) and an integer \( N' \) satisfy
\[ \left( 7.6 \right) \quad -\Re \alpha - N < u_N^- < -\Re \beta - N' \leq -\Re \alpha - N + 1, \]
which gives \( N' = N - \left[ \Re(\beta - \alpha) \right] \). We can then move the path in (7.3) from \((u_0)\) to \((u_N^-)\), passing over the poles of the integrand at \( w = -\alpha - n \) \((n = 0, 1, \ldots, N - 1)\) and \( w = -\beta - n \) \((n = 0, 1, \ldots, N' - 1)\), to obtain the expression (3.5) with
\[ \left( 7.7 \right) \quad R_{m,N}^{3-}(s, a, \lambda; z) = \left( -1 \right)^m \frac{1}{2\pi i} \int_{(u_N)} \Gamma(\alpha + w, \beta + w, -w) \phi_{w-m}^*(s, a, \lambda) z^w dw \]
for \( |\arg z| < 3\pi/2 \), where each term of the asymptotic series is rewritten by
\[ \left( 7.8 \right) \quad \Gamma(s-n) = (-1)^n \Gamma(s)/(1-s)_n \quad (n \in \mathbb{Z}). \]

The remaining inequality (3.6) follows by moving further the path in (7.5) from \((u_N^-)\) to \((u_{N+1}^-)\); this gives
\[ R_{m,N}^{3-}(s, a, \lambda; z) = \left( -1 \right)^N(\alpha)_N(N')_N \phi_{\alpha+N-m}^*(s, a, \lambda) z^{-\alpha-N} \]
\[ + \left( -1 \right)^{N'}(\alpha)_N(N')_N \phi_{\beta+N'-m}^*(s, a, \lambda) z^{-\beta-N'} + R_{m,N+1}^{3-}(s, a, \lambda; z), \]
where the first and second terms on the right side are estimated respectively as
\[ \ll (|t| + 1)^{\max(0, |2-\sigma|)} |z|^{-\Re \alpha - N} \quad \text{and} \quad \ll (|t| + 1)^{\max(0, |2-\sigma|)} |z|^{-\Re \beta - N'} \]
by (4.12), while the third as \( \ll (|t| + 1)^{\max(0, |2-\sigma|)} |z|^{u_{N+1}^-} \) by applying Lemma 5 with (7.4). The first term, in view of (7.6), exceeds other terms when \( z \to \infty \) through \( |\arg z| \leq 3\pi/2 - \eta \) for any small \( \eta > 0 \); this concludes (3.6). \( \square \)
We next proceed to prove Theorems 7 and 8. Prior to the proofs, the following lemma is prepared.

Lemma 10. For any real \( c > 0 \), we have

\[
\mathcal{R}\mathcal{L}_{z_1; z_2}^{\beta, \gamma} \mathcal{L}\mathcal{M}_{\tau_2; \tau_1}^{\alpha} e^{-cz} = \frac{1}{2\pi i} \int_{(u_0)} \Gamma(\alpha + w, \beta + w, \beta + \gamma, -w) \Gamma(\alpha, \beta, \beta + \gamma + w) (cz)^w dw 
\]

for \( |\arg z| < \pi \) with a constant \( u_0 \) satisfying \( \max(-\Re \alpha, -\Re \beta) < u_0 < 0 \).

Proof. Suppose temporarily that \( |\arg z| < \pi/2 \). Then the left side of (3.9) for \( f(z) = e^{-cz} \) equals, by using (3.8) on the right side of (3.9),

\[
\Gamma(\beta + \gamma) \int_0^\infty e^{-(1+cz)\tau} \tau^a - 1 \int_0^\infty e^{-\tau \xi} \xi^{\gamma-1}(1 + \xi)^{\alpha-\beta-\gamma} d\tau d\xi 
\]

where the interchange the order of the \( \xi \)- and \( \tau \)-integral on the first line is justified by absolute convergence; the resulting inner \( \tau \)-integral is evaluated as \( \Gamma(\alpha)(1 + \xi + cz)^{-\alpha} \).

Here the last \( \xi \)-integral is transformed by changing the variable \( \xi \mapsto (1 - \xi)/\xi \) to show upon (3.17) that

\[
\mathcal{R}\mathcal{L}_{z_1; z_2}^{\beta, \gamma} \mathcal{L}\mathcal{M}_{\tau_2; \tau_1}^{\alpha} e^{-cz} = 2F1 \left( \frac{\alpha, \beta}{\beta + \gamma}; -cz \right),
\]

where the temporary restriction on \( z \) can be relaxed to \( |\arg z| < \pi \) by analytic continuation. The Mellin-Barnes formula

\[
2F1 \left( \kappa, \mu, \nu; \tau \right) = \frac{1}{2\pi i} \int_{(u_0)} \Gamma(\alpha + w, \beta + w, \nu, -w) (-\tau)^w dw 
\]

for \( |\arg(-\tau)| < \pi \) with \( \max(-\Re \kappa, -\Re \mu) < u < 0 \) (cf. [11, p.62, 2.1.3(15)]) therefore concludes (7.9).

Suppose temporarily that \( \sigma > 1 \) and \( |\arg z| < \pi/2 \). We operate \( \mathcal{R}\mathcal{L}_{z_1; z_2}^{\beta, \gamma} \mathcal{L}\mathcal{M}_{\tau_2; \tau_1}^{\alpha} \) term-by-term on the right sides of (4.14), note (4.17), and then use (3.17) in each resulting term, to find for any \( m \in \mathbb{Z} \) that

\[
\mathcal{R}\mathcal{L}_{z_1; z_2}^{\beta, \gamma} \mathcal{L}\mathcal{M}_{\tau_2; \tau_1}^{\alpha} \phi^{(m)}(s + \tau_1, a, \lambda) = (-1)^m \sum_{l=0}^\infty c(\lambda l)(a + l)^{-s} \log^m(a + l) 
\]

\[
\times 2F1 \left( \frac{\alpha, \beta}{\beta + \gamma}; -z \log(a + l) \right),
\]

\[
\mathcal{R}\mathcal{L}_{z_1; z_2}^{\beta, \gamma} \mathcal{L}\mathcal{M}_{\tau_2; \tau_1}^{\alpha} \psi^{(m)}(s + \tau_1, a) = (-1)^m \int_a^\infty \xi^{s-\gamma} \log^m \xi \cdot 2F1 \left( \frac{\alpha, \beta}{\beta + \gamma}; -z \log \xi \right) d\xi,
\]

in which (7.11) is incorporated to assert, in view of (1.5), the following lemma.

Lemma 11. The formula

\[
\mathcal{R}\mathcal{L}_{z_1; z_2}^{\beta, \gamma} \mathcal{L}\mathcal{M}_{\tau_2; \tau_1}^{\alpha} \phi^{(m)}(s + \tau_1, a, \lambda)
\]

\[
= \frac{(-1)^m}{2\pi i} \int_{(u_0)} \Gamma(\alpha + w, \beta + w, \beta + \gamma, -w) \phi_{-w-m}(s, a, \lambda) z^w dw
\]
holds for any \( m \in \mathbb{Z} \) with a constant \( u_0 \) satisfying \( \max(-\Re \alpha, -\Re \beta) < u_0 < 0 \), where the integral on the right side converges absolutely for all \( (s, z) \) with \( s \in \mathbb{C} \) and \( |\arg z| < \pi \); this provides the analytic continuation of the left side to the same region of \( (s, z) \).

**Proof.** The integrand in (7.13) on the line \( \Re w = u \) is (apart from its poles) bounded, by (4.12) and (5.5), as

\[
\leq e^{-|v|(|-\arg z|)} (|v| + 1)^{\Re (\alpha - \gamma) - 1} (|v| + |t| + 1)^{\max(0, |2 - \sigma|)}|z|^u,
\]

which gives the required absolute convergence. \( \square \)

We are now ready to prove Theorems 7 and 8.

**Proof of Theorem 7.** The same path moving (to the right) argument as in the proof of Theorem 1 leads us to the expression (3.10) with

\[
R_{m,N}^{4,+}(s, a, \lambda ; z) = \frac{(-1)^m}{2\pi i} \int_{u_N^m} \Gamma \left( \alpha + w, \beta + w, \beta + \gamma, -w \right)_{\alpha, \beta, \beta + \gamma + w} \times \phi_{-w-m}(s, a, \lambda) w dw
\]

for \( |\arg z| < \pi \) with \( \max(-\Re \alpha, N - 1) < u_N^m < N \). The remaining estimate follows similarly to the derivation of (2.9) by using (4.12) and applying Lemma 5 with (7.14). \( \square \)

**Proof of Theorem 8.** The connection formula

\[
\binom{\kappa, \mu}{\nu} Z = \Gamma \left( \nu, \mu - \kappa \right)_{\nu, \nu - \kappa} \binom{\kappa, 1 - \nu + \kappa}{1 - \mu + \kappa, \frac{1}{Z}} + \Gamma \left( \nu, \kappa - \mu \right)_{\kappa, \nu - \mu} \binom{\mu, 1 - \nu + \mu}{1 - \kappa + \mu, \frac{1}{Z}}
\]

holds for \( |\arg(-Z)| < \pi \) and any complex \( \kappa, \mu \), \( \nu \) with \( \nu \notin \mathbb{Z} \leq 0 \) and \( \kappa - \mu \notin \mathbb{Z} \) (cf. [1], p.108, 2.10(2)); this is used in each term on the right sides of (7.12) to assert that

\[
\mathcal{R}_L^{\beta, \gamma} \mathcal{L}_M^{\alpha}(s + \tau_1, a, \lambda) = \frac{(-1)^m}{\pi} \int_{0}^{\infty} \xi^{-s} \log^m \xi \times \left\{ \Gamma \left( \beta + \gamma, \beta - \alpha \right) \left( z \log(\xi) \right)^{-\alpha} F_1 \left( \alpha, 1 - \beta - \gamma + \alpha ; 1 - \beta + \alpha ; \frac{1}{z \log(\xi)} \right) \right. \\
\left. + \Gamma \left( \beta + \gamma, \alpha - \beta \right) \left( z \log(\xi) \right)^{-\beta} F_1 \left( \beta, 1 - \gamma ; 1 - \alpha + \beta ; \frac{1}{z \log(\xi)} \right) \} \right. \\
\left. \mathcal{R}_L^{\beta, \gamma} \mathcal{L}_M^{\alpha}(s + \tau_1, a) \right.
\]

for any \( m \in \mathbb{Z} \) and \( |\arg z| < \pi \). \( \square \)
We incorporate (7.11) in each term on the right sides of (7.17), and then change the order of the \( w \)-integral and the \( l \)-sum or \( \zeta \)-integral, we obtain, in view of (1.5), the following lemma.

Lemma 12. The formula

\[
\mathcal{R}_\alpha^{\lambda} \mathcal{L}_{\gamma}^{\beta} \mathcal{M}_{\tau}^{\alpha} \mathcal{C}_{\tau}^{\alpha} (\phi)(s + \tau_1, a, \lambda) = (\mathcal{R}_\alpha^{\lambda} \mathcal{L}_{\gamma}^{\beta} \mathcal{M}_{\tau}^{\alpha} \mathcal{C}_{\tau}^{\alpha} (\phi))^{(m)}(s + \tau_1, a, \lambda)
\]

holds with

\[
J_1(s; z) = \frac{1}{2\pi i} \int_{C_1} \Gamma\left( \frac{\alpha + w, 1 - \beta - \gamma + \alpha + w, 1 - \beta + \alpha, -w}{\alpha, 1 - \beta - \gamma + \alpha, 1 - \beta + \alpha + w} \right) \phi_{\alpha+w-m}^{*}(s, a, \lambda) z^{-\alpha-w} dw,
\]

\[
J_2(s; z) = \frac{1}{2\pi i} \int_{C_2} \Gamma\left( \frac{\beta + w, 1 - \gamma + w, 1 - \alpha + \beta, -w}{\beta, 1 - \gamma, 1 - \alpha + \beta + w} \right) \phi_{\beta+w-m}^{*}(s, a, \lambda) z^{-\beta-w} dw
\]

for any \( m \in \mathbb{Z} \), where the paths \( C_j \) \((j = 1, 2)\) are directed upwards and suitably indented to separate the poles of the integrand at \( w = n \) \((n = 0, 1, \ldots)\) from those at \( w = -\alpha - n \) and \( w = -\alpha + \beta + \gamma - 1 - n \) \((n = 0, 1, \ldots)\) for \( J_1(s; z) \), while at \( w = n \) \((n = 0, 1, \ldots)\) from those at \( w = -\beta - n \) and \( w = \gamma - 1 - n \) \((n = 0, 1, \ldots)\) for \( J_2(s; z) \). Here the integrals on the right sides of (7.19) converge absolutely for all \((s, z)\) with \( s \in \mathbb{C} \) and \(|z| < \pi\); this provides the analytic continuations of the left side of (7.18) to the same region of \((s, z)\).

Proof. The integrands in (7.19) on the line \( \Re w = u \) are (apart from their poles) bounded respectively for \( j = 1, 2 \) as, by (4.12) and (5.5),

\[
\ll e^{-|v|(|\pi - |\arg z|)|v| + 1} \Re \alpha - 1 \max(0, 2 - \sigma) \Re \alpha - u
\]

\[
\ll e^{-|v|(|\pi - |\arg z|)|v| + 1} \Re \alpha - 1 \max(0, 2 - \sigma) \Re \alpha - u
\]

which give the required absolute convergence.

We now move the paths \( C_j \) \((j = 1, 2)\) in (7.19) to the right, passing over the poles of the integrand at \( w = n \) \((n = 0, 1, \ldots, N_1 - 1)\) for \( J_1(s; z) \), while at \( w = n \) \((n = 0, 1, \ldots, N_2 - 1)\) for \( J_2(s; z) \). If \( N_1 \geq \lceil \Re(\beta + \gamma - \alpha) \rceil \) then \( \Re(\beta + \gamma - \alpha) - 1 < N_1 \), while if \( N_2 \geq \lceil \Re \gamma \rceil \) then \( \Re(\beta + \gamma - \alpha) - 1 < N_2 \); this shows that \( C_j \) \((j = 1, 2)\) can be taken under these situations as the vertical straight lines \((u_{j,N_j})\) respectively for \( j = 1, 2 \) with

\[
\max(N_1 - 1, \Re(\beta + \gamma - \alpha)) < u_{1,N_1} < N_1,
\]

\[
\max(N_2 - 1, \Re(\beta + \gamma - \alpha)) < u_{2,N_2} < N_2.
\]

We thus obtain for any \( N_1 \geq \lceil \Re(\beta + \gamma - \alpha) \rceil \) and \( N_2 \geq \lceil \Re \gamma - 1 \rceil \) the expression (3.12) with

\[
R_{m,N_1}^{4,-}(s, a, \lambda; z) = \frac{1}{2\pi i} \int_{(u_{1,N_1})} \Gamma\left( \frac{\alpha + w, 1 - \beta - \gamma + \alpha + w, 1 - \beta + \alpha, -w}{\alpha, 1 - \beta - \gamma + \alpha, 1 - \beta + \alpha + w} \right) \phi_{\alpha+w-m}^{*}(s, a, \lambda) z^{-\alpha-w} dw,
\]

\[
R_{m,N_2}^{4,-}(s, a, \lambda; z) = \frac{1}{2\pi i} \int_{(u_{2,N_2})} \Gamma\left( \frac{\beta + w, 1 - \gamma + w, 1 - \alpha + \beta, -w}{\beta, 1 - \gamma, 1 - \alpha + \beta + w} \right) \phi_{\beta+w-m}^{*}(s, a, \lambda) z^{-\beta-w} dw.
\]
The remaining inequalities in (3.13) follow similarly to the derivation of (2.11) and (2.12), by using (4.12) and by applying Lemma 5 with (7.20); the proof of Theorem 8 is thus complete.

We finally proceed to prove Theorems 9 and 10. Prior to the proofs, the following lemma is prepared.

**Lemma 13.** For any real $c > 0$, we have

$$\mathcal{R}L^{\gamma,\delta}_{z;\tau} \mathcal{R}L^{\alpha,\beta}_{\tau;\tau} e^{-ct} = \frac{1}{2\pi i} \int_{(u)} \Gamma\left(\alpha + w, \gamma + w, \alpha + \beta, \gamma + \delta, -w\right)(cz)^w dw$$

for $|\arg z| < \pi/2$ with a constant $u$ satisfying $\max(-\Re \alpha, -\Re \gamma) < u < 0$.

**Proof.** Suppose temporarily that $|\arg z| < \pi/2$ and

$$\Re \gamma < \Re(\alpha + \beta).$$

Using (7.2) on the right side of (3.16) for $f(z) = e^{-cz}$, and then changing the order of the $\tau$- and $w$-integral, we find that

$$\mathcal{R}L^{\gamma,\delta}_{z;\tau} \mathcal{R}L^{\alpha,\beta}_{\tau;\tau} e^{-ct} = \Gamma\left(\alpha + \beta, \gamma + \delta\right) \cdot \frac{1}{2\pi i} \int_{(u_0)} \Gamma(-w)G(\alpha, \beta, \gamma, \delta; w)(cz)^w dw,$$

say, where

$$G(\alpha, \beta, \gamma, \delta; w) = \int_0^1 \tau^{\alpha+w-1}(1-\tau)^{\beta+\delta-1} 2F_1\left(\alpha+\beta-\gamma, \delta; 1-\tau\right)d\tau,$$

and a constant $u_0$ is chosen as

$$\max(-\Re \alpha, -\Re \gamma) < u_0 < 0.$$

It can be shown just below that

$$G(\alpha, \beta, \gamma, \delta; w) = \Gamma\left(\alpha + w, \gamma + w, \alpha + \beta, \gamma + \delta + w\right),$$

which is substituted into the integrand in (7.25) to conclude (7.23); the temporary restriction (7.24) can be relaxed by analytic continuation.

We now proceed to prove (7.28). Rewriting the hypergeometric function in (7.26) by Kummer’s transformation

$$2F_1\left(a, b; c, Z\right) = (1-Z)^{-a}2F_1\left(a, c-b; c, \frac{Z}{Z-1}\right)$$

(cf. [4, p.105, 2.9(3)]), and then using (7.11) with $-Z = (1-\tau)/\tau$ in the resulting expression, we find

$$\int_0^1 \tau^{\gamma-\beta+w-1}(1-\tau)^{\beta+\delta-1} \cdot \frac{1}{2\pi i} \int_{(\rho)} \Gamma\left(\alpha + \beta - \gamma + r, \beta + r, \beta + \delta + r\right) \left(\frac{1-\tau}{\tau}\right)^{\rho} dr d\tau$$

$$= \Gamma\left(\alpha + \beta - \gamma, \beta, \gamma + \delta + w\right) \frac{1}{2\pi i} \int_{(\rho)} \Gamma\left(\alpha + \beta - \gamma + r, \beta + r, -r, \gamma - \beta + w - r\right) dr.$$

Here real $\rho$ is chosen with $\max(-\Re(\alpha + \beta - \gamma), -\Re \beta) < \rho < \min(0, \Re(\gamma - \beta) + u_0)$, which is possible under (7.24) and (7.27), and the interchange of the $r$- and $\tau$-integral
is justified (upon Fubini’s theorem) by absolute convergence. Furthermore, the last $r$-integral is evaluated by a particular case of Barnes’ first lemma, which states that
\[
\frac{1}{2\pi i} \int_{(\sigma)} \Gamma\left(a + s, b + s, c - s, d - s\right) ds = \Gamma\left(a + c, a + d, b + c, b + d\right),
\]
for any complex $a, b, c, d$ and real $\sigma$ satisfying $\max(-\text{Re}\, a, -\text{Re}\, b) < \sigma < \min(\text{Re}\, c, \text{Re}\, d)$ (cf. [11] p.50, 1.19(8))); this completes the proof. □

Suppose temporarily that $\sigma > 1$ and $|\arg z| < \pi/2$. We operate $RL^{\gamma,\delta}_{z:t} RL^{\alpha,\beta}_{t:z}$ term-by-term on the right sides of (4.14), upon (4.17), incorporate (7.23) in each resulting term, and then change the order of the $w$-integral and the $l$-sum or $\xi$-integral, to obtain, in view of (1.5), the following lemma.

**Lemma 14.** The formula
\[
(7.29) \quad RL^{\gamma,\delta}_{z:t} RL^{\alpha,\beta}_{t:z}(\phi^*)^{(m)}(s + \tau_1, a, \lambda)
\]
\[
= \frac{(-1)^m}{2\pi i} \int_{(w_0)} \Gamma\left(\alpha + w, \beta + w, \alpha + \beta, \gamma + \delta, -w\right) \phi^{*-w-m}(s, a, \lambda) z^w dw
\]
holds for any $m \in \mathbb{Z}$ with a constant $u_0$ satisfying $\max(-\text{Re}\, \alpha, -\text{Re}\, \gamma) < u_0 < 0$, where the integral on the right side converges absolutely for all $(s, z)$ with $s \in \mathbb{C}$ and $|\arg z| < \pi/2$; this provides the analytic continuation of the left side to the same region of $(s, z)$.

**Proof.** The integrand in (7.29) on the line $\text{Re} \, w = u$ is (apart from its poles) bounded, by (4.12) and (5.5), as
\[
\ll e^{-|v|(|\pi/2 - |\arg z|)|} (|v| + 1)^{\Re(\beta + \delta) - u - 1/2(|v| + |t| + 1)} \max(0, |2 - \sigma|) |z|^u,
\]
which gives the required absolute convergence. □

We are now ready to prove Theorems 9 and 10.

**Proof of Theorem 9.** The same path moving (to the right) argument as in the proof of Theorem 1 leads us to the expression (3.18) with
\[
(7.30) \quad R_{m,N}^{\gamma,\delta}(s, a, \lambda; z) = \frac{(-1)^m}{2\pi i} \int_{(w_0)} \Gamma\left(\alpha + w, \gamma + w, \alpha + \beta, \gamma + \delta, -w\right) \phi^{*-w-m}(s, a, \lambda) z^w dw
\]
for $|\arg z| < \pi/2$ with a constant $u_N^{\gamma,\delta}$ satisfying $\max(-\text{Re}\, \alpha, -\text{Re}\, \gamma, N - 1) < u_N^{\gamma,\delta} < N$. The remaining inequality (3.19) follows similarly to the derivation of (2.6), where the integral in (7.31) is bounded by using (4.12) and by applying Lemma 5 with (7.30). □

**Proof of Theorem 10.** For any nonnegative integer $N$, let a real constant $u_N^{-}$ and an integer $N'$ satisfy

\[-\text{Re}\, \alpha - N < u_N^{-} < -\text{Re}\, \gamma - N' + 1 \leq -\text{Re}\, \alpha - N + 1,
\]
which gives $N' = N - \lfloor \text{Re}(\gamma - \alpha) \rfloor$. Then the same path moving (to the left) argument as in the proof of Theorem 6 leads us to the expression (3.20) with
\[
(7.32) \quad R_{m,N}^{\gamma,\delta}(s, a, \lambda; z) = \frac{(-1)^m}{2\pi i} \int_{(w_0)} \Gamma\left(\alpha + w, \gamma + w, \alpha + \beta, \gamma + \delta, -w\right) \phi^{*-w-m}(s, a, \lambda) z^w dw
\]
for $|\arg z| < \pi/2$, where each term of the asymptotic series is rewritten by (7.8). The remaining inequality in (3.21) follows similarly to the derivation of (3.6), where the integral in (7.32) is bounded by using (4.12) and applying Lemma 5 with (7.30); this completes the proof.

\textbf{References}

[1] T. M. Apostol, \textit{On the Lerch zeta-function}, Pacific J. Math. \textbf{1} (1951), 161–167.

[2] F. V. Atkinson, \textit{The mean value of the zeta-function on the critical line}, Quart. J. Math. (Oxford) \textbf{10} (1939), 122–128.

[3] , \textit{The mean-value of the Riemann zeta function}, Acta Math. \textbf{81} (1949), 353–376.

[4] A. Erdély (ed.), W. Magnus, F. Oberhettinger, F. G. Tricomi, \textit{Higher Transcendental Functions}, Vol. I, McGraw-Hill, New York, 1953.

[5] , \textit{Higher Transcendental Functions}, Vol. II, McGraw-Hill, New York, 1953.

[6] G. H. Hardy and J. E. Littlewood, \textit{Contributions to the theory of the Riemann zeta-function and the theory of the distribution of primes}, Acta Math. \textbf{41} (1918), 119–196.

[7] A. Ivč, \textit{The Riemann Zeta-Function}, John Wiley and Sons, New York, 1985.

[8] A. Ivč, \textit{The Mellin transform of the square of Riemann’s zeta-function}, Int. J. Number Theory \textbf{1} (2005), 65–73.

[9] A. Ivč, M. Jutila and Y. Motohashi, \textit{The Mellin transform of powers of the zeta-function}, Acta Arith. \textbf{95} (2000), 305–342.

[10] M. Jutila, \textit{Atkinson’s formula revisited}, in Voronoï’s Impact on Modern Science, Book I, P. Engel and H. Syta (eds.), Proceedings of the Institute of Mathematics of the National Academy of Sciences of Ukraine, Vol. 21, pp. 137–154, Institute of Mathematics, Kiev, 1998.

[11] R. Kacinskaitė and A. Laurinčikas, \textit{The Laplace transform of the Riemann zeta-function in the critical strip}, Integral Transforms Spec. Funct. \textbf{20} (2009), 643–648.

[12] M. Katsurada, \textit{Power series and asymptotic series associated with the Lerch zeta-function}, Proc. Japan Acad. Ser. A Math. Sci. \textbf{74} (1998), 167–170.

[13] , \textit{Complete asymptotic expansions associated with Epstein zeta-functions}, Ramanujan J. \textbf{14} (2007), 249–275.

[14] , \textit{Complete asymptotic expansions associated with Epstein zeta-functions II}, Ramanujan J. \textbf{36} (2015), 403–437.

[15] , \textit{Asymptotic expansions for the Laplace-Mellin and Riemann-Liouville transforms of Lerch zeta-functions}, preprint.

[16] M. Katsurada and T. Noda, \textit{Transformation formulae and asymptotic expansions for double holomorphic Eisenstein series of two complex variables}, Ramanujan J. \textbf{44} (2017), 237–280.

[17] H. Köber, \textit{Eine Mittelwertformel der Riemannschen Zetafunktion}, Compositio Math. \textbf{3} (1936), 174–189.

[18] A. Laurinčikas, \textit{The Mellin transform of the square of the Riemann zeta-function in the critical strip}, Integral Transforms Spec. Funct. \textbf{22} (2011), 467–476.

[19] M. Lerch, \textit{Note sur la fonction $K(w, x, s) = \sum_{n \geq 0} \exp\{2\pi inx\}(n + w)^{-s}$}, Acta Math. \textbf{11} (1887), 19–24.

[20] R. Lipschitz, \textit{Untersuchung einer aus vier Elementen gegildeten Reihe}, J. Reine Angew. Math. \textbf{105} (1899), 127–156.

[21] L.J.Slater, \textit{Confluentes Hypergeometric Functions}, Cambridge University Press, Cambridge, 1960.

[22] J. R. Wilton, \textit{The mean value of the zeta-function on the critical line}, J. London Math. Soc. \textbf{5} (1930), 28–32.

\textsl{Department of Mathematics, Faculty of Economics, Keio University, 4–1–1 Hiyoshi, Kouhoku-ku, Yokohama 223–8521, Japan}

\textit{Email address: katsurad@z3.keio.jp}