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ABSTRACT In the traditional CNN design, the hyperparameters, such as the size of the convolutional kernel and stride, are difficult to determine. In this paper, a new convolutional network architecture, named multi-branch fuzzy architecture network (MBFAN), was proposed for this problem. In MBFAN, some branches with a certain convolutional neural network architecture are connected in parallel. In each branch, a different-sized convolutional kernel is applied. By data training and normalization, a weight is given to each branch. By these weights, the important features in the final output are strengthened. By normalization, the branches were interconnected together, making the training process more efficient. Due to overfitting, with the increase of branches, the MBFAN accuracy increases, and then decreases. The number of branches is optimized when the MBFAN accuracy is highest. On the other hand, the location of the convolutional kernel center in an image has a great influence on the convolutional results. This is also discussed in MBFAN. For the experiments, the proposed MBFAN was adopted and tested in a simple convolutional network and a VGG16 network.

INDEX TERMS Deep learning, convolutional neural network, multi-branch, fuzzy.

I. INTRODUCTION

With the development of computer technology, the amount of image data has increased rapidly. Image processing turned to be a big data problem. There are many tasks of image data processing, such as colorization, inpainting, deblurring, image classification, object detection, semantic scene labeling, and instance segmentation [1]–[3]. Compared with the histogram of oriented gradient (HOG) [4], scale-invariant feature transform (SIFT) [5], and so on, the convolutional neural network (CNN) has been broadly studied. Many different CNN architectures and methods have been proposed, for example, AlexNet, VGGNet, GAN, ResNet, and SENet [6]–[10].

CNNs have achieved great success in image classification, object detection, semantic segmentation, image compression, and other fields [11]–[16]. A CNN is generally composed of an input layer, convolutional layers, pooling layers, fully connected layers, and an output layer. The convolutional layer extracts features of an input image through a convolution operation. The pooling layer can reduce the computation of CNN training and highlight some important features in the image. Some scholars have also designed the up-sampling method based on the characteristics of the pooling layer, which was used to explain CNN [17], such as a generative adversarial network (GAN) [18], and so on [8], [19]. In general, the pooling operations are maximum pooling and average pooling [20]. There are still overlapping pooling, spatial pyramid pooling, and so on [6], [21]. A fully connected layer is a traditional neural network structure, where each neuron in the fully connected layer is connected to all neurons in the previous layer. The CNN generally ends with a classifier. The most common classification methods are binary classification, softmax, AdaBoost, k-nearest neighbors, support vector machine (SVM) and so on [22]–[24].

CNNs have many advantages in image processing. However, designing a traditional CNN for a particular task is difficult because the CNN is uninterpretable. This means that the designer cannot explain the physical significance of every layer, and computations inside a CNN are out of control. Designers cannot predict what the output will be. Therefore, the hyperparameters, layer architectures, filter size, strides, etc., are difficult to be determined before the
result is given out. Although a deconvolutional network was proposed for CNN interpretation which attempts to make the convolutional network more transparent, there is no shortcut to determining these hyperparameters directly [25], [26]. The location of the convolution center in an image has a great influence on the convolution results. By selecting different padding sizes and strides, the convolution results can also be very different. These are also hyperparameter determination problems.

For these reasons, the MBFAN was proposed for traditional convolution neural networks in this paper. MBFAN is a sub-network structure that needs to be used in combination with a mature network. There are several branches with different sizes of convolutional kernels and strides in MBFAN. If there are as many branches as possible, the best-performing convolutional kernel and stride can be contained. In the output of MBFAN, these well-performing branches take a larger proportion by the fuzzy architecture designed in our proposed model. The realization of the fuzzy part of the MBFAN was inspired by the Takagi–Sugeno (T–S) fuzzy model. This is explained in detail in Section 2.

II. RELATED WORK
A. INCEPTION NETWORKS FAMILY
Because of the great difference between training data, it is difficult to select the appropriate convolution kernel size for convolution operation. Moreover, the very deep network is easier to overfit. Inception-V1 was proposed for these problems [27]. Inception-V1 is a repetitive network. Each repetitive unit is composed of a fixed structure which has four parallel branches with $1 \times 1$ convolution, $3 \times 3$ convolution, $5 \times 5$ convolution and maximum pooling. Inception-V2 was proposed with the same architecture with Inception-V1 [28]. In Inception-V2, a factorized convolution method was applied. The larger convolution kernel was decomposed into a series of smaller ones. This method reduced the computation and improved the computing speed. In the same paper, Inception-V3 was proposed too. Based on Inception-V2, label smoothing regularization, BN-auxiliary and RMSProp were applied. To further reduce computation and improve accuracy, Inception-V4 and Inception-ResNet were proposed by conjunction with ResNet [29].

Inception Networks and Inception-ResNet are structurally distinct from MBFAN because they consist of several fixed network units in tandem repeatedly. Because there are several convolutional units in the branch of Inception-ResNet and only one convolution unit in each branch of MBFAN, the computation of MBFAN is simpler and less than Inception-ResNet.

B. SENet AND SKNet
The squeeze-and-excitation network (SENet) adaptively reallocates channel characteristic responses through the network’s global loss function by explicitly modeling interdependencies between channels [10]. The importance of each feature map is automatically acquired through learning, and then useful features are promoted according to their importance, while useless features are suppressed. SENet is composed of multiple squeeze-and-excitation (SE) blocks. The SE block can be embedded in any other network model but inevitably increases the number of network parameters and computational cost. Still, many other similar structures have been studied [30], [31].

Part of this paper is inspired by SENet, which is also a sub-network structural unit. Compared with the SENet structure, the proposed MBFAN structure emphasizes the parallel structure of multiple branches. A convolution filter is added before each branch which works with different size of convolutional kernel and strides. By this design, the feature extraction can be more efficient.

A dynamic selection mechanism, named Selective Kernel Networks (SKNets), was proposed that allows each neuron to adaptively adjust its receptive field size based on multiple scales of input information [32]. SKNet is the enhanced version of SENet. SK convolution consists of split, fuse and select. This network is repeated in structure. SKNet-50 consists of 50 SK convolutional layers, which is the typical example in reference [32]. In SKNet, the number of branches is optional, but the two-branch structure is generally used in consideration of computation. It has concluded through experiments that the larger the proportion of the recognized object in the figure, more information can be obtained from the large convolution kernel branch.

Compared with SKNet, the proposed MBFAN of this paper is not a repeated structure in the direction of network depth. Moreover, SKNet does not have an accurate standard in network depth. The proposed MBFAN can be used in combination with other mature networks, and the method of establishing multiple branches was clearly described in this article.

C. T–S FUZZY MODEL
The T–S fuzzy model was proposed in 1985 [33]. It is very useful for nonlinear system modeling and control problems [34], [35]. It has been proven that the T–S fuzzy model can approximate the most nonlinear system [36]. The T–S fuzzy model consists of fuzzy rules and their corresponding local models. The local model presents the system dynamic characteristics under the equilibrium points defined by the corresponding fuzzy rule. The global nonlinear system model is described by a combination of these local models. For a continuous-time nonlinear system, the typical T–S fuzzy rule has the following form.

The $i$-th rule: If $v_1(t)$ is $F_{i1}$ and ... and $v_k(t)$ is $F_{ik}$, then

$$\hat{x}(t) = A_ix(t) + B_iu(t)$$

where $i \in \{1, 2, \ldots, n\}$, $n$ is the number of rules, $v_1(t), v_2(t), \ldots, v_k(t)$ are premise variables which are the equilibrium points described by the system variables, $F_{ij}$ is the fuzzy set, $x(t)$ is the system variable, $u(t)$ is the system input, $A_i$ and $B_i$ are constant matrices with proper dimensions which can be calculated out in each equilibrium point.
The T–S fuzzy model for the nonlinear system can be

\[
\dot{x}(t) = \sum_{i=1}^{n} \mu_i(v(t))[A_i x(t) + B_i \mu(t)]
\]

\[
= \sum_{i=1}^{n} M_i(v(t))[A_i x(t) + B_i \mu(t)]
\]

(2)

where \( v(t) = [v_1(t), v_2(t), \ldots, v_k(t)] \), \( \mu_i(v(t)) \) is the grade of membership of \( v_j(t) \) in fuzzy set, \( \mu_i(v(t)) = \prod_{j=1}^{k} h_{ij}(v_j(t)) \), \( M_i \) is the membership function, which describes the proportion of the corresponding local model (1) in the total model, \( M_i(v(t)) \geq 0 \) and \( \sum_{i=1}^{n} M_i(v(t)) = 1 \).

In the proposed MBFAN, the training or testing image was fed to many parallel convolutional filters of different sizes. These parallel convolutional filters are called branches. They have the same function as the local model in the T–S fuzzy model. Still, there is another network in MBFAN, which gives out the proportion of each branch. This is similar to the membership function of the T–S fuzzy model. Thus, we have explained that the proposed MBFAN was inspired by the T–S fuzzy model.

III. METHODS AND MATERIALS

CNNs have been studied for years. To date, the accuracy of image processing by CNN has improved slowly because the precision is very high. Small precision improvements are also difficult. This often means more calculations. Therefore, improving accuracy and reducing computational cost are very important for image processing. For this purpose, the MBFAN method was proposed in this paper. The multi-branch architecture solved the problem of hyperparameters selection. The operating principle for these multi-branches is adopted from the fuzzy theorem. The proposed network architecture is shown in Figure 1.

A. ARCHITECTURE OF MBFAN

In Figure 1, filters 1, 2, …, n are of different convolutional kernel sizes, where n is the number of filters. The input passes through n parallel branches and ends to the normalization block. Meanwhile, \( f_1, f_2, \ldots, f_n \), are the outputs of the filters, and they are also parallel with these branches. The size of \( f_i \in [f_1, f_2, \ldots, f_n] \) depends on the size of the input size, convolutional kernel filter size, and strides. Next, \( b_i \in [b_1, b_2, \ldots, b_n] \) is a constant value and describes the weight of each branch. \( f_1, f_2, \ldots, f_n \) and the corresponding \( b_1, b_2, \ldots, b_n \) construct the fuzzy set. \( f_1, f_2, \ldots, f_n \) are called fuzzy features because the outputs of the filters are uncontrollable and uninterpretable. However, it can be believed that if there are as many different filters as possible, the best feature map can be extracted. This means if there are as many filters as possible, a \( f_j \) with in \( f_1, f_2, \ldots, f_n \) can be the best feature map, which is very helpful for image classification or other tasks in image processing. Therefore, it can be interpreted as a fuzzy set. After normalization, a constant parameter \( w_i \in [w_1, w_2, \ldots, w_n] \) is given for each branch. The normalization output \( w_i \) is calculated by

\[
w_i = \frac{b_i}{b_1 + b_2 + \cdots + b_n}.
\]

(3)

By normalization and error backpropagation training, parameters can be trained interactively between different branches. Moreover, in the fuzzy system, the membership function is obtained in the same way as in Equation (1). Therefore, the proposed method in Figure 1 is called the parallel multi-branch fuzzy architecture.

B. MBFAN FUNCTION ANALYSIS AND EXPLANATION

In the MBFAN, the problem of hyperparameters and layer architectures can be solved when there are as many branches as possible. In Figure 1, the convolutional kernel sizes of filters 1, 2, ..., filter \( \ell \), and filter \( n \) can be selected from \( 1 \times 1, 3 \times 3, \ldots, (2i-1) \times (2i-1), \ldots, (2n-1) \times (2n-1) \). When \( n \) is large enough, one or more filters that have an important effect on image processing must be included in these \( n \) filters.

As we know, there exist one or more important filters that will be helpful for our work. However, we do not know which filters belong to which branches in Figure 1. To deal with this problem, ResNet, SENet, and the attention mechanism were applied with the fuzzy theorem in this study. The branches in the red dotted rectangular box of Figure 1 are applied to
decide which filters are important for image processing. After normalization, the outputs of these branches are changed to membership, which is described by a constant from 0 to 1. This membership presents the importance of the filters. The single branch, in the red dotted rectangular box of Figure 1, is from [10], where the reasonability is analyzed. For the unit described later in our work, the outputs of the normalization part \( w_i \) in Figure 1 are called the fuzzy membership function weight.

In an image, the location of the convolution-kernel center is also important for the computation of convolution. This location is determined by the hyperparameters such as the convolutional kernel size, paddings, and stride. The optimal hyperparameters are difficult to determine because CNN is uninterpretable. However, in MBFAN, for a certain-size convolutional filter, a set of different paddings and strides can be used in different branches. The best one can still be selected by the fuzzy membership function weight.

In summary, the works of this study include:

1) As the traditional CNN is uninterpretable, the size of the convolutional kernel is difficult to determine. In MBFAN, multiple branches are applied in parallel. In each branch, a different-sized convolution kernel is applied. If sufficient branches are applied, the best one will not be missed.

2) In a training or testing image, the location of the convolution-kernel center and the size of the filter are important for the computation of convolution. In MBFAN, by setting strides, paddings, and filter size, a set of more different feature maps can be extracted from different branches.

3) Based on the optimization of weights \( w_1, w_2, \ldots, w_n \) in branches, the proportions of feature maps in each branch are adjusted in the final summary feature map. In this way, the branches with more important features can be strengthened.

4) Normalization makes the branches interconnect. By error backpropagation, the parameters of all branches are learned interactively.

C. CONSTITUTE BRANCHES WITH SAME-SIZE FILTERS

It is supposed that the proposed MBFAN of Figure 1 will show a good training result if there are as many branches as possible. However, for an image with a small size, only fewer branches can be applied. For example, for a \( 32 \times 32 \) image, the convolution filters can only be of \( \{1 \times 1, 3 \times 3, 5 \times 5, \ldots, 31 \times 31\} \), and only 16 branches can be added to the proposed MBFAN. Although a better result can be obtained by MBFAN, the effect is not significant enough. For this consideration, some complements for MBFAN are listed as follows.

1) For a certain-size filter in Figure 1, it will be applied more than once.

2) The same-padding method is applied for the convolution computation of filters in Figure 1. Following this rule, the same-size outputs of these filters are guaranteed. Note that this same-padding is different from the same-padding in TensorFlow 1.x version.

3) Different strides are applied for a certain-size convolutional kernel in different branches. For this purpose, the following equation is satisfied:

\[
\begin{align*}
S_{out} &= \text{ceil}(\frac{S_{in} - S_{filter} + 1}{S_{stride}}), \\
S_{in} &= S_{image} + \text{Padding} \\
S_{out} &= S_{image}
\end{align*}
\]

where \( S_{out} \) is the size of the filter output, \( S_{in} \) is the size of the filter input, \( S_{filter} \) is the filter size, \( S_{image} \) is the size of the image in the training or testing dataset, \( S_{stride} \) is the stride of this filter, \( \text{Padding} \) is the padding size, and \( \text{ceil} \) means obtaining the integer toward positive infinity. Note that, because same padding is applied, the size of \( S_{out} \) is same as the size of input and output of MBFAN.

Following these rules, for a certain-size convolutional kernel, a set of branches can be constituted with different strides. For example, for a \( 32 \times 32 \) CIFAR10 dataset image with \( 3 \times 3 \) size filter, the stride and padding can be \( stride = 1, \text{padding} = 2 \) or \( stride = 2, \text{padding} = 33 \). For a \( 32 \times 32 \) image, when \( stride = 3, \text{padding} = 64 \) is too large. Therefore, only \( stride = 1, \text{padding} = 2 \) are applied. With an increasing filter size, more branches can be added in. For a \( 32 \times 32 \) image, the filters can be \( \{1 \times 1, 3 \times 3, 5 \times 5, \ldots, 31 \times 31\} \), by constituting branches with same-size filters, the branch number is changed to 32. It is double that of the initial case, and the identification results can be more accurate. The illustrative experiment is shown in Section 4.

IV. EXPERIMENTS

A. TWO NETWORKS APPLIED IN THIS STUDY

In this study, two networks were applied to prove the research effect. One is a simple CNN. The other one is the typical VGG16 network [7]. These two networks follow our proposed MBFAN in Figure 1. The architectures are shown in Figure 2 and Figure 3, respectively.

In Figure 2, there are two \( 3 \times 3 \) convolution layers, which are followed by the ReLU activation function. Two max-pooling layers and one fully connected layer are applied. The output is given after the softmax layer. The number of parameters is less because of the simple architecture. In addition, it is convenient to check the padding size and easily obtain the information of the convolution center. Our design purpose is to test whether the proposed MBFAN works by comparing the case with or without MBFAN. The accuracy
of Figure 2 is not important for the experiment. Therefore, this simple architecture was adopted despite its low accuracy.

In Figure 3, the typical VGG16 network is shown. The number in brackets is the amount of the convolution kernel. Every convolution layer followed a ReLU activation function. There are 3 fully connected layers, two with 4096 connecting points, and one with 1000 connecting points. The outputs of softmax are 1000.

The simple CNN of Figure 1 is easy to program and test. The VGG16 network is a typical network that is useful for proving that the proposed MBFAN can work for other mature networks.

Notes for the experiment:
1) For comparing experiments, under the same architecture network, the same initial values were set.
2) For the proposed MBFAN, BN was applied to data processing.
3) For the experiments, the 32 × 32 CIFAR10 dataset was applied.

B. EXPERIMENTS FOR A SINGLE BRANCH AND MULTIPLE BRANCHES

To prove the efficiency of the proposed MBFAN, the comparison experiments are presented in this section. A simple CNN testing network was built by contacting the “MBFAN output” points in Figures 1 and 2. In Figure 1, there are n branches. In the experiments, n is equal to 1, 3, 16, and 32, respectively. The filter size is listed in Table 1. When n = 1, many filters can be selected. The 5 × 5 filter is selected because it has achieved a good result. When n = 32, only 16 filters are listed in Table 1 because stride = 1 and 2 are selected with one filter. This is explained in the above section. Thus, there were a total of 32 branches. The filter sizes are listed in Table 1. The experimental results are shown in Table 2 and Table 3.

In Table 2 and Table 3, two basic networks, the simple CNN of Figure 2 and the VGG16 of Figure 3, were applied in the experiment. The proposed network architecture of MBFAN, shown in Figure 1, was also used. For the VGG16 network experiments, the red dotted box part of Figure 1 was changed by 1 branch, 3 branches, 16 branches, and 32 branches of the VGG16 network. The numbers of branches applied in the experiment are listed in the second row of Table 2 and Table 3. The training and testing accuracies are listed in the third and fourth rows in Table 2 and Table 3. The “Initial Parameters” of Table 2 and Table 3 is the number of parameters for the sample CNN of Figure 2 and VGG16 of Figure 3. The “MBFAN additional parameters” of Table 2 and Table 3 is the number of additional parameters for MBFAN without the initial parameters. The total parameters of Table 2 and Table 3 are the total parameters of MBFAN. Comparing the results in Table 2 and Table 3, the following conclusions can be drawn:

1) In the simple CNN, the accuracy increases with an increase in the number of branches from branch n = 1 to n = 3.
2) In VGG16, the accuracy increases with an increase in the number of branches from branch n = 1 to n = 3.
3) The accuracies do not always increase with the number of branches. In Table 3, the accuracy of the 3 branches is better than the accuracy of the 16 branches in VGG16 network. This is caused by overfitting, which occurs in many networks and has been studied in related research.

| TABLE 1. Filter sizes and FLOPs of MBFAN. |
|---|---|---|---|
| n  | Filter size | FLOPs |
|---|---|---|
| 1  | 5x5 | 0.00046 |
| 3  | 3x3 | 0.0015 |
| 16 | 1x1 | 0.10 |
| 32 | 1x1 | 0.20 |

| TABLE 2. Experimental results for a single branch and multiple branches of simple CNN. |
|---|---|---|---|
| Number of branches | 1(5*5) | 3 | 16 | 32 |
| Training accuracy (%) | 76.30 | 76.68 | 76.11 | 75.98 |
| Testing accuracy (%) | 76.86 | 77.59 | 76.86 | 76.48 |
| Initial parameters | 25520 | 25520 | 25520 | 25520 |
| MBFAN additional parameters | 225 | 747 | 49104 | 98208 |

| TABLE 3. Experimental results for a single branch and multiple branches of VGG16. |
|---|---|---|---|
| Number of branches | 1(5*5) | 3 | 16 | 32 |
| Training accuracy (%) | 94.08 | 94.41 | 94.04 | 93.56 |
| Testing accuracy (%) | 93.56 | 93.56 | 93.56 | 93.56 |
| Initial parameters | 39917248 | 39917248 | 39917248 | 39917248 |
| MBFAN additional parameters | 225 | 747 | 49104 | 98208 |
4) Comparing with the initial parameters, with the increase in the number of branches, the number of additional parameters increases slowly.

In Table 3, top1-errors are all between SKNet-29 (top1-error 3.47) and the best result of SKNet-50 (top1-error 20.76) [32]. The reason is that MBFAN structure in this paper is grafted on VGG16, rather than a network specifically designed for a certain dataset.

Considering operational stability of the proposed MBFAN method, we have changed the learning rate from 0.01 to 0.001 in 300th epoch. The result is shown in Figure 4. It can be seen from Figure 4 that the accuracy before 300th epoch tends to change slowly, and the accuracy of the 3-branch case is better than others. After 300th epoch, the 3-branch case is still superior to others, and the accuracy will not change dramatically any more.

C. EXPERIMENTS FOR COINCIDENT CONVOLUTIONAL KERNEL CENTERS

In an image, the location of the convolution-kernel center is important for the computation of convolution. When different filters are applied to different branches, there are two cases. One is that the convolution-kernel centers are located at different points. In this case, the results are shown in Table 2 and Table 3. Another is that the convolution-kernel centers coincide. In this case, the results are shown in Table 4. In this case, the convolution-kernel centers of VGG16 can sometimes be coincident and sometimes not because the padding size cannot satisfy the convolution-kernel centers coincide and same-padding simultaneously. Therefore, only the simple CNN example was applied. For the coincidence of the convolutional kernel centers, the strides and padding size should be calculated using Equation (4). For our experiments, 32 × 32 CIFAR10 was used. The small size of the training image limits the calculation of the coincident convolutional kernel centers in 32 branches case. Thus, 32 branches case is not listed in the following table.

The results in Table 2 are the experiments with non-coincident convolutional kernel centers. Comparing Table 4 with Table 2, the following conclusions can be drawn:

1) Experiments with and without coincident convolutional kernel centers share the same number of parameters.
2) Experiments with coincident convolutional kernel centers are much less accurate than experiments with non-coincident convolutional kernel centers in all the different number of branch cases.

D. INFLUENCE WITHOUT NORMALIZATION

First, we note that this normalization does not mean batch normalization. BN has been applied in all experiments in this study. The normalization in this section refers to the normalization architecture designed in Figure 1 and Equation (3). In the proposed method, this normalization is very important because it makes the different branches interconnected. Without it, the global loss function will not make much sense. The results without this normalization are shown in Table 5 and Table 6.
In Table 2 and Table 3, normalization is applied. Comparing Table 5 and Table 6 with Table 2 and Table 3, the following conclusions can be drawn:

1) Because normalization is useless in single-branch case, the same accuracies are shown for one network with and without normalization.

2) The numbers of parameters are the same for networks with the same number of branches with and without normalization.

3) In Table 5 and Table 6, the accuracies do not always increase with the increase in the number of branches. The testing accuracies of the 3 branches are both better than the accuracies of the 16 and 32 branches in both the simple CNN and VGG16 networks.

4) Experiments without normalization in Table 5 and Table 6 are much less accurate than the experiments with normalization in Table 2 and Table 3 except for the VGG16 with 32 branches. This is caused by the parameter overfitting, which introduces the uncertain computation that we did not expect.

**E. NOTATION**

Table 2 shows that, for the CIFAR10 dataset, MBFAN with 3 branches achieved a better result on the simple CNN of Figure 2. In Table 3, MBFAN with 3 branches also achieved a better result on the VGG16 network of Figure 3. By comparing Table 2 to 6, we can conclude that the accuracy will go down a lot if there are coincident convolutional kernel centers, and the best accuracy of network without normalization is also below the corresponding best accuracy of network with normalization. Of course, the best number of branches can be obtained by more experiments where the branch number can be 5, 6, and so on. However, based on Table 2 and Table 3, we can see that the precision increases very little and the number of parameters is high. Therefore, the other experimental results are not listed in this paper. MBFAN with 3 branches can work well for the CIFAR10 dataset. Of course, for other size image dataset, the different optimal branch number will be obtained in the same way.

**V. CONCLUSION**

In this paper, a convolutional neural network called MBFAN was proposed, which solves the problem of selection of hyperparameters. The proposed MBFAN can be adopted in mature CNNs, such as VGG16. The method of determining the number of branches and the design of convolution filter were given in this paper. The proposed MBFAN was connected to a simple CNN and VGG16 network respectively for experiments. In the experiments, the influence of the number of MBFAN branches, coincidence of MBFAN filter convolution center and normalization on the accuracy was analyzed respectively. Through the experiments, the validity of the MBFAN was proven. When it is applied to a typical deep network, the increase in parameters is not large and the accuracy is much better. The results are achieved thanks to the multi-branch architecture and fuzzy weight design. Despite these advantages, the redundancy of branches and parameters is inevitable. How to further reduce this redundancy remains to be solved in our subsequent studies.
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