OMAD: On-device Mental Anomaly Detection for Substance and Non-Substance Users
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Abstract—Stay at home order during the COVID-19 helps flatten the curve but ironically, instigate mental health problems among the people who have Substance Use Disorders. Measuring the electrical activity signals in brain using off-the-shelf consumer wearable devices such as smart wristwatch and mapping them in real time to underlying mood, behavioral and emotional changes play striking roles in postulating mental health anomalies. In this work, we propose to implement a wearable, On-device Mental Anomaly Detection (OMAD) system to detect anomalous behaviors and activities that render to mental health problems and help clinicians to design effective intervention strategies. We propose an intrinsic artifact removal model on Electroencephalogram (EEG) signal to better correlate the fine-grained behavioral changes. We design model compression technique on the artifact removal and activity recognition (main) modules. We implement a magnitude-based weight pruning technique both on convolutional neural network and Multilayer Perceptron to employ the inference phase on Nvidia Jetson Nano; one of the tightest resource-constrained devices for wearables. We experimented with three different combinations of feature extractions and artifact removal approaches. We evaluate the performance of OMAD in terms of accuracy, F1 score, memory usage and running time for both unpruned and compressed models using EEG data from both control and treatment (alcoholic) groups for different object recognition tasks. Our artifact removal model and main activity detection model achieved about \(\approx 93\%\) and \(90\%\) accuracy, respectively with significant reduction in model size (70\%) and inference time (31\%).

Index Terms—Substance Use Disorder, mental anomaly detection, EEG artifact, weight pruning, resource constrained devices.

I. INTRODUCTION

Coronavirus disease 2019 (COVID-19) is causing untold challenges to health care providers and other societal entities. Considering the physical health related issues, the older adults of 65 years and older, people who live in a nursing home or long-term care facility, people with chronic lung, heart, kidney and liver disease are most at risk. Specially when a respiratory infection is severe, recovery can be prolonged with a general increase in shortness of breath — even after lung function returns to normal [1]. Moreover, present lockdown ordeal is also contributing to another severe health problem: mental disorder, mainly among the vulnerable populations who have a Substance Use Disorders (SUD). Substance Abuse and Mental Health Services Administration (SAMHSA) recognizes there are currently 57.8 million Americans living with substance use disorders (National Survey on Drug Use and Health, 2018) [2]. According to a report published in [3], a significant number of COVID-19 positive patients may have irregularities with their nervous system that invokes more intensive research to determine the real implications of this situation. In this respect, evidence of the COVID-19 effects on brain activity is recorded in the MRI of some patients [4]. Motivated by this, we hypothesize that a deep neural network-integrated edge device that can make decision on individuals’ mental health problems, progressively tracking the brain signal activity can be a useful tool to counter this implication. Deep learning models can enable the Internet of Things (IoT) devices to interpret unstructured data and intelligently provide feedback to both user and environmental events. However, these works rely on deep networks with millions or even billions of parameters, and the availability of GPUs with very high computation capability [5]. This costly requirement of power, memory, and advance computing components may become an impediment to implement deep models on resource constrained devices [6].

Researchers have been developing various sophisticated techniques of model compression for deep architectures with negligible compromise of accuracy. For example, a sparse coding-based system to push neural network into the phone’s DSP which is an upcoming feature of Google’s TensorFlow in partnership with Qualcomm [7]. The CAE, a DNN-based spike compression model to significantly reduce the data rate of spikes in large-scale neural recording experiments [8]. If we look into the most recent approaches in the genre, it is conceivable that fundamental theoretical concepts like entropy, game theory, information theory are being incorporated and implemented. The adopted compression and acceleration techniques in these models are sparse coding, orthogonal batch scheduling, segmenting layers into heterogeneous processors etc. The main aim of these methods is to explore the redundancy in the model parameters and remove redundant and uncritical ones [9] for efficient implementation of signal processing approaches and machine learning models on the embedded and FPGA platforms and devices.

Considering this scope of applying model compression in detecting negative impact of COVID-19 disease from brain activity, we proposed a wearable on-device mental anomaly detection (OMAD) model to analyze on the EEG data of both substance user and non-substance user. Primarily we have analyzed on liquid substance user (alcohol) on a specific
object recognition task. To get a better set of signals for analysis, we have ensured artifact-free dataset by extensive preprocessing steps. We removed the extrinsic type of artifacts using notch filter and designed compressed machine learning models to identify the physiological artifacts. We hypothesize that, an efficient mental behavior anomaly detection approach can alleviate the condition of individuals with co-occurring severe mental illness and substance use disorders, subsequently reducing the rate of substance misuse. To the best of our knowledge, it is the first endeavor of incorporating model compression technique with mental anomaly detection application. The major contributions of this work as follows:

- **On-device Mental Anomaly detection (OMAD) model**: We propose a wearable device implementable machine learning model to detect mental behavior anomaly for substance and non-substance users. We employ a magnitude-based weight pruning technique to gain a wearable-friendly version of the model. Our compressed model depicts over 90% accuracy after compression.
- **Wearable implementable artifact removal model**: We design a light-weight artifact removal model to get a smoothed version of the main EEG data. We’ve collected our own artifact data for model training. This model is used to tag possible artifacts on the main dataset. The same pruning technique is used to reform the original model to a compressed one. We have achieved an approximate 75% reduced model for artifact removal.
- **Empirical evaluation on a resource constrained device**: We have used three different experimental settings to demonstrate analysis results. The metrics used are accuracy, F1 score, model size requirement, and inference time for both Multilayer Perceptron (MLP) and CNN based models on Nvidia Jetson Nano, one of the most resource constrained devices available presently. OMAD achieves approximately 70% reduction in model size and over 30% improved inference time with an accuracy loss less than 3%.

II. RELATED WORK

In this section, we discuss the EEG-based mental health detection approaches and the various model compression-based techniques. We spot the main differences between our approach and those.

A. EEG based mental health detection

Detecting possible mental disorder among the COVID-19 patients is an ongoing research topic, and researchers are still exploring to find suitable tools and approaches for this purpose. The Electroencephalogram (EEG) based detection system can be efficient because it records the respective brain activity of any action [10]. There are numerous amount of works on determining different kinds of mental states using EEG data. Some works related to checking the activity of the paralyzed patients by acquiring their eye movement signals [11]. Also, detecting opioid use disorder using the resting eye state in shown in [12]. Such research works indicates if we can separate the brain signals for similar activities between the control group and a substance user group, it can further be stretched identifying anomalous behavioral activity and can be a useful work for timely intervention. In our work, we have chosen the people who are liquid substance user.

The recorded EEG signal possesses one major data preprocessing challenge due to the various artifacts (EEG noises) in the signal. Different research works worked with different kinds of signal artifact detection and removal. Removing environmental artifacts is comparatively easy as it can be achieved with selecting filters of different frequency ranges. However, to remove the extrinsic artifacts, the preprocessing technique has to be more precise [13]. Highly optimized machine learning models are required for this task to identify those artifacts in the whole dataset. Works based on eye blinking detection [14], muscle movement [15], etc. show different models for efficient detection and removal of those noises to make the main data smoother. In our work, we have collected our own data for eye blinking and eyebrow-raising detection as artifacts.

In our proposed approach, we have combined both the models of artifact detection and mental anomaly detection based on EEG data in our work and also demonstrated results using statistical classifiers, Multilayer Perceptron (MLP) and Convolutional Neural Networks (CNN).

B. Compression techniques

Developing a deep model based detection is not enough as we have to make the model readily implementable to wearable devices so that real-time intervention can be possible. In order to do that we have to try to compress the deep model without compromising much with the accuracy. In recent years researchers have suggested various deep model compression techniques to make this field more enriched. In [16], [17], network pruning and sharing based method is introduced. The main concept behind that is to identify the most contributing nodes. If a node can have an activation function value over a certain threshold, the node will be counted as a valuable node. These selected nodes will be responsible for the output of the future outcome of the model. Another popular approach for compression is quantization and binarization. The core idea is that, in normal computing system, each integer or floating point is represented as 32-bit or 64-bit number. If we can reduce the number of bits required for the representation of the numbers, then eventually, the model size and computing time can be minimized. The authors of [18], [19] have represented such quantization-based methods and the main difference between their work, is choice of quantization bit size. They have also implemented their work on some hardwares like Nvidia Titan X [20], Snapdragon 400 [21], 800 [9] based mobile phones etc.

Moreover, concepts like knowledge distillation [22], low rank matrix factorization [23], etc. are getting so much traction in recent years. Having the control of changing both the sparsity and scheduling of a deep model persuades us to utilize magnitude-based weight pruning method in our work to squeeze a multilayer perceptron model and an one-dimensional
convolutional network with a view to recognizing mental anomaly. The whole squeezed model is implemented on one of the most resource constrained devices named Nvidia Jetson Nano.

III. DATASET DESCRIPTION

Our dataset description part is mainly divided into two parts. In the first part we describe the process of data collection for artifact removal and in the next part about the main dataset.

A. Data collection for EEG artifact removal

EEG plays an important role in identifying brain activity, and behavior. However, the recorded electrical activity always be contaminated with artifacts and then affect the analysis of EEG signal. Artifacts are unwanted signals which are mainly originated from environment noise, experimental error and physiological artifacts. Signal artifacts are more significant while collecting data in EEG form. Furthermore, the environmental noise and experiment error, which come from external factors, are classified as extrinsic artifacts, whereas the physiological signals from body itself (e.g., eye blink, muscle activity, heartbeat) can be categorized as intrinsic artifacts. The extrinsic artifacts can be eliminated by a simple filter due to the frequency of such artifacts are inconsistent with desired signals. Nevertheless, the physiological artifacts are more difficult to be removed as they require particular algorithms.

In our data collection, we have considered ‘eye blinking’ and ‘eyebrow raising’ as the EEG artifacts and collected data with Emotiv Epoch EEG headset with 14 channels. The 14 electrodes first have to be soaked with saline water for better connection. When we interface the device with the data collection software, we can see the type of connection between the skull and electrodes. Green signals stands for best connection. We have collected 2 trials each from 3 subjects for two kinds of artifacts. Each trial consists of 10 seconds of data, where first 3 and last 3 seconds are resting state and 4 to 7 seconds contain eye blinking and eyebrow raising respectively. The sampling rate chosen is 128 Hz. We have also applied a window size of 128 with 80 percent overlap on the collected dataset.

B. EEG data for substance and non-substance user

We have used the EEG dataset of UCI machine learning repository for two different groups of control and alcoholic. This data was collected with 64 electrodes sampled at 256 Hz. There were 20 subjects (10 control and 10 alcoholic) in total, and each subject completed 10 trials. Each subject was exposed to either a single stimulus (S1) or to two stimuli (S1 and S2) which were pictures of objects chosen from the 1980 Snodgrass and Vanderwart picture set [24]. A sample dataset is shown in table I. The first four lines are header information. Line 1 contains the subject identifier and indicates if the subject was an alcoholic (a) or control (c) subject by the fourth letter. Line 4 identifies the matching conditions: a single object shown (S1 obj), object 2 shown in a matching condition (S2 match), and object 2 shown in a non matching condition (S2 nomatch). Line 5 identifies the start of the data from sensor FP1. The four columns of data are: the trial number, sensor position, sample number (0-255), and sensor value (in micro volts).

IV. OMAD SYSTEM ARCHITECTURE

The whole OMAD system is divided into two parts mainly. First we have collected our own data to develop our artifact removal model. Then the main data are used as the input to the model and further analysis is done based on the output of the removal model. The main EEG data will first go through some feature selection process before going to the artifact removal model. For feature selection we have exploited two common processes named correlation measurement and t-test. The graphical representation is given in fig 1. All of the blocks in the diagram will be described in details in the subsequent sections. The compression method used here is known as magnitude based weight pruning. The big picture of this process is that, a neural network will be developed first. Then, compression technique will be applied to the original model and the testing and inference processes are carried out again. The evaluation metrics value for these two different models are compared and if the difference is at satisfactory level, the hyperparameters for this set are selected as the resultant one. This process is visualized in fig 2.

V. METHODOLOGY

In the following sections we articulate the approach adopted for artifact removal and, model parameter selection. We also include detailed explanation of our compression technique and information of our selected model parameters.

A. Artifact removal procedure

To analyze the data collected for artifact removal described earlier, we have developed a MLP based model. The only task of the model is to be able to determine which of the data have come from noisy activity. After going through the hyperparameter tuning process, the final model is a 3 layer

| # | FP1 chan 0 | FP1 chan 1 | FP1 chan 2 | FP1 chan 3 | FP1 chan 4 | FP1 chan 5 | FP1 chan 6 | FP1 chan 7 | FP1 chan 8 | FP1 chan 9 | FP1 chan 10 | FP1 chan 11 | FP1 chan 12 | FP1 chan 13 | FP1 chan 14 |
|---|---|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Table I: Example of main EEG data
Fig. 2: Basic functioning procedure of a model compression algorithm.

MLP. Train test ratio is 70:30. The highest test accuracy gained for the primary unpruned model is 95.13%. Then it is subjected to magnitude based weight pruning procedure and the accuracy after pruning is 92.78% but the model size is reduced over 75%. The detailed results of the compressed artifact removal model is tabulated in table II. The compression process will be elaborated in later section. The main EEG dataset is then fed to this model and the output of this model will be a binary classification; whether the signal is artifact or not. The signals to which the artifact removal model assigns a tag as artifacts, we’ll remove those from the main model. The rest of the signals will then be used for further analysis of classifying the group type.

TABLE II: Analysis results of the artifact removal model

| Metrics/Model                        | Unpruned | Pruned    |
|--------------------------------------|----------|-----------|
| Model size (MB)                      | 1.75     | 0.54      |
| Accuracy (%)                         | 95.13    | 92.78     |
| Inference time (ms) (per mini batch) | 42       | 29        |

B. Model parameters

We have carried out analysis using statistical classifiers, MLP and CNN based models. In case of statistical classifier we have to extract the features first, then we give them as input to the classifier. But in MLP and CNN, which are end-to-end learning algorithms, we can directly feed the data into them. It can do the features extraction in it’s layers. Our train-test split as 70:30. After extensive hyperparameter tuning, the parameters for the highest test accuracy are listed in table III. Hyperparameters for MLP and CNN are given in table IV.

TABLE III: MLP model hyperparameters

| Hyperparameters  | Value |
|------------------|-------|
| Epoch            | 150   |
| Optimizer        | Adam  |
| Learning rate    | 0.001 |
| Batch size       | 64    |
| Dropout          | 0.4   |

C. Magnitude based weight pruning

This compression algorithm creates a list of all weights of each layer by descending order and importance of the weights are determined by their magnitude. In this function we can tweak some hyperparameters, they are:

- Sparsity
- Scheduling

The Sparsity term can be correlated as a threshold value. By using this sparsity value, we can define how much nodes we want to prune or in other words, how dense we want our model will be. In our case 50% sparsity is used.

The term scheduling is used to determine the starting step, the pruning frequency and the end step. By using this, we can allow the model to reach a certain accuracy level, then the pruning procedure will start and will start to continue as the frequency defined in the function. The end step indicates the point of final pruning action. The main difference between the ‘Dropout’ strategy and this pruning is that, in dropout we can’t control the node elimination process. It just prunes the models in random manner. On the contrary, in magnitude-based weight pruning action, all the pruning action can be designed by the user. As a result, a more specific result with more controlled system can be obtained.

D. Implementation details

The coding part of this work is carried out using Tensorflow (version 1.14) as deep learning library and Scikit-learn for implementation of statistical classifiers. For the hardware implementation task, as a resource constrained device, Nvidia Jetson Nano is used. It is one of the lowest configured based on CPU, Memory and perfectly suitable for this kind of IoT based development. In fig 3 a snapshot of the hardware setup is provided. The device specifications are provided in table V.

TABLE IV: CNN model hyperparameters

| Hyperparameters                 | Value                  |
|---------------------------------|------------------------|
| Number of convolutional layers  | 2                      |
| Number of fully connected layers| 2                      |
| Loss function                   | Binary cross entropy   |
| Activation function             | Softmax                |
| Batch size                      | 64                     |
| Epoch                           | 150                    |
| Optimizer                       | Adam                   |
| Learning rate                   | 0.001                  |
| Kernel size                     | 3x1                    |

In addition, the parameters for the statistical classifiers are: Random forest : (n_estimators = 50, max_depth = 5). SVM : (C = 1, kernel = rbf).

TABLE V: Nvidia Jetson Nano specifications

| GPU                        | 128-core Maxwell       |
|---------------------------|------------------------|
| CPU                       | Quad-core ARM A57@1.43 GHz |
| Memory                    | 4 GB 64-bit LPDDR4 25.6 GB/s |
VI. EVALUATION

We have divided our evaluation section into two major parts. In first part, we show the comparison of statistical models with uncompressed MLP model on the basis of accuracy and F1 score to understand the baseline performance with this dataset. Then the performance of compressed MLP and CNN models with respect to memory requirement and inference time will be compared in the second part.

A. Comparison of statistical models with MLP

The results for two statistical classifiers (Random Forest (RF) and SVM) and a 7 layer MLP model are shown in three different setups. First, we have used all the features and no artifact removal approach is applied. We can see the results in table VI.

If we closely analyze the result values for this setup, it is clear that MLP with 7 layers has the leverage. The model tends to do better with increasing number of layers but the relation is not linear. After going through experiments, this number of layers proved to be more stable. Random forest may not have the highest accuracy but is also doing good.

Secondly, we have applied the artifact removal model output with all the features. The results are also given in table VI. Here, we can see the similar result as the previous one and the accuracy and F1 score have increased as a matter of fact. So, the effect of artifact removal is evident here.

In our third setting, we have fed the selected features after correlation check and t-test. The output are placed in table VI. Surprising results can be noticed in the third setting. Random forest classifier surpasses the 7 layer MLP in this case. The reason behind this can be, as we have applied feature selection and artifact removal together, the statistical classifier gets a better scenario to make prediction and due to lack of some features MLP shows some less accuracy. It is acceptable because being a self feature extracting architecture, deep learning models is expected to do better with more number of features whereas statistical learning based classifiers has the upper hand with previously extracted and fewer number of features. Overall, the highest accuracy is achieved by all the features with artifacts removed. So, we can conclude saying that artifact removal is an important aspect and in case of deep learning the feature selection is less effective in our case.

B. Evaluation of the compressed models

The analysis results of both MLP (7 layer) and CNN are carried out on their pruned and unpruned forms. The values of model size and inference time are listed for every model. The comparison of those models based on accuracy and F1 score can be found in fig 4. It can be noticed that the accuracy drop is less than 3% in all of the compressed models. In fig 5, we can also see a clear difference on the model size between the pruned and unpruned model. To be specific, in case on MLP there is a 35% reduction in the model size which is 70% in case of CNN. Significant improvement can also be seen in inference time also. A 23% faster inference can be noticed in MLP and the value is 31% in case of CNN. An empirical analysis on the dependency of model size and latency on the percentage of the sparsity is depicted in fig 6. Analyzing the trend and after going through some trade off between accuracy and latency, we have finalized 50% sparsity in the best setting for our experiment.

VII. CONCLUSION AND FUTURE WORK

In this work, we have demonstrated a EEG data based on-device mental behaviour anomaly detection (OMAD) model for substance and non-substance user groups. We have also deployed a light-weight MLP based artifact removal model trained on our own collected data. The main EEG data are fed to this model and the suspected artifact data points are
TABLE VI: Experimental results comparison among three different models with three separate settings

| Experimental settings/ Metrics | Using all features without artifact removal | Using all features with artifact removal | Using selected features with artifact removal |
|-------------------------------|--------------------------------------------|----------------------------------------|-----------------------------------------------|
|                               | RF  | SVM | MLP (7 layers) | RF  | SVM | MLP (7 layers) | RF  | SVM | MLP (7 layers) |
| Accuracy (%)                  | 78.92 | 68.53 | 82.42 | 78.87 | 71.20 | 84.88 | 84.71 | 75.32 | 79.04 |
| F1 score                      | 0.7977 | 0.6318 | 0.8015 | 0.7732 | 0.7001 | 0.8229 | 0.8114 | 0.7091 | 0.7768 |

Fig. 6: Model size and latency trend with respect to sparsity percentage.

removed. The higher testing accuracy (92.78%) of the model ensures a better segregation between artifact and important brain signals. From evaluation results, it is evident that artifact removal can help with more accurate results. From the analytic results of the compressed models, we can claim to achieve over 70% reduction of model size with less than 3% loss in accuracy for CNN. Also, we have managed to gain 31% faster inference time for the same compressed CNN model. In future, we want to implement this model on EEG data of gaseous substance user and apply more sophisticated model compression techniques for analysis. Recent trends of segmenting deep model like distributed training, federated learning can also come up with interesting results. Also, we want to explore a signal processing driven approach to represent the analysis results based on alpha, beta, gamma and theta frequency components.
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