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Abstract—We consider a distributed stochastic optimization problem that is solved by a decentralized network of agents with only local communication between neighboring agents. The goal of the whole system is to minimize a global objective function given as a sum of local objectives held by each agent. Each local objective is defined as an expectation of a convex smooth random function and the agent is allowed to sample stochastic gradients for this function. For this setting we propose the first accelerated (in the sense of Nesterov’s acceleration) method that simultaneously attains optimal up to a logarithmic factor communication and oracle complexity bounds for smooth strongly convex distributed stochastic optimization. We also consider the case when the communication graph is allowed to vary with time and obtain complexity bounds for our algorithm, which are the first upper complexity bounds for this setting in the literature.
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I. INTRODUCTION

Distributed algorithms have already about half a century history [1], [2], [3] with many applications including robotics, resource allocation, power system control, control of drone or satellite networks, distributed statistical inference and optimal transport, multiagent reinforcement learning [4], [5], [6], [7], [8], [9], [10], [11], [12]. Recently, development of such algorithms has become one of the main topics in optimization and machine learning motivated by large-scale learning problems with privacy constraints and other challenges such as data being produced or stored distributedly [13], [14], [15], [16], [17]. An important part of this research studies decentralized distributed optimization algorithms over arbitrary networks. In this setting a network of computing agents, e.g. sensors or computers, is represented by a connected graph in which two agents can communicate with each other if there is an edge between them. This imposes communication constraints and the goal of the whole system [18], [19], [20] is to cooperatively minimize a global objective using only local communications between agents, each of which has access only to a local piece of the global objective. Due to random nature of the optimized process or randomness and noise in the used data, a particular important setting is distributed stochastic optimization. Moreover, the topology of the network can vary in time, which may prevent fast convergence of an algorithm.

More precisely, we consider the following optimization problem

$$\min_{x \in \mathbb{R}^d} \left[ f(x) := \frac{1}{n} \sum_{i=1}^{n} f_i(x) \right], \quad f_i(x) := \mathbb{E}_{\xi_i \sim D_i} f_i(x, \xi_i),$$

(1)

where $\xi_i$‘s are random variables with probability distributions $D_i$. For each $i = 1, ..., n$ we make the following assumptions: $f_i(x)$ is a convex function and that almost sure w.r.t. distribution $D_i$, the function $f_i(x, \xi_i)$ has gradient $\nabla f_i(x, \xi_i)$, which is $L_i(\xi_i)$-Lipschitz continuous with respect to the Euclidean norm. Further, for each $i = 1, ..., n$, we assume that we know a constant $L_i \geq 0$ such that $\sqrt{\mathbb{E}_{\xi_i} L_i(\xi_i)^2} \leq L_i < +\infty$. Under these assumptions, $\mathbb{E}_{\xi_i} \nabla f_i(x, \xi_i) = \nabla f_i(x)$ and $f$ is $L_i$-smooth, i.e. has $L_i$-Lipschitz continuous gradient with respect to the Euclidean norm. Also, we assume that, for all $x$, and $i$,

$$\mathbb{E}_{\xi_i} [||\nabla f_i(x, \xi_i) - \nabla f_i(x)||^2] \leq \sigma_i^2,$$

(2)

where $||\cdot||$ is the Euclidean norm. Finally, we assume that each $f_i$ is $\mu_i$-strongly convex ($\mu_i > 0$). Important characteristics of the objective in (1) are local strong convexity parameter $\mu_i = \min \mu_i$ and local smoothness constant $L_i = \max L_i$, which define local condition number $l_i = L_i/\mu_i$, as well as their global counterparts $\mu_g = \frac{1}{n} \sum_{i=1}^{n} \mu_i$, $L_g = \frac{1}{n} \sum_{i=1}^{n} L_i$, $\kappa_g = L_g/\mu_g$. The global condition number may be significantly better than local (see e.g. [21] for details) and it is desired to develop algorithms with complexity depending on the global condition number. Moreover, we introduce a worst-case smoothness constant over stochastic realizations $L_\xi = \max \max L_i(\xi)$ and a maximum gradient norm at optimum $M_\xi = \max_{\xi} \max_i ||\nabla f_i(x^*, \xi)||$ and assume that these constants are well-defined (finite). Similarly to global smoothness and strong convexity constants, we introduce

$$\sigma^2 = \frac{1}{n} \sum_{i=1}^{n} \sigma_i^2.$$

To introduce the distributed optimization setup, we assume that communication constraints in the computational network are represented by an undirected communication graph which may vary with time. Namely, the network is modeled with a sequence of graphs $\mathcal{G}_k = (V, E_k)$ for $k = 0, \ldots, \infty$. We note that the set of vertices remains the same, while set of edges is allowed to
change with time. Each agent in the network corresponds to a graph vertex and communication at time slot $k$ is possible only between nodes which are connected by an edge at this time slot. Further, each agent $i$ has access only to iid samples from $D_i$ and corresponding stochastic gradients $\nabla f_i(x, \xi_i)$. The goal of the whole network is to solve the minimization problem (1) by using only communication between neighboring nodes. The performance of decentralized optimization algorithms depends on the characteristic number $\chi$ of the network that quantifies its connectivity and how fast the information is spread over the network. The precise definition will be given later.

A. Related work

In centralized setting optimal methods exist [22] for the considered setting of smooth strongly convex stochastic optimization, as well as many algorithms for other settings [23], [24], [25], [26]. Decentralized distributed optimization introduces several challenges, one of them being that one has to care about two complexities: number of oracle calls which are made by each agent and the number of communication steps, which are sufficient to reach a given accuracy $\varepsilon$. In the simple case of all constants $\mu_i, L_i, \sigma_i$ being independent on $i$, the oracle complexity lower bound [21], [27] $\Omega \left( \max \left\{ \frac{\sigma_i^2}{\mu_i n}, \sqrt{\frac{L_i}{\mu_i}} \ln \frac{1}{\varepsilon} \right\} \right)$ is a clear counterpart of the centralized lower bound [28]. The lower bound on communication number $\Omega \left( \sqrt{\frac{L_i}{\mu_i}} \ln \frac{1}{\varepsilon} \right)$ corresponds to decentralized deterministic optimization and, compared to standard non-distributed accelerated methods [29], [30], [31], has an additional network-dependent factor $\sqrt{\chi}$. Existing distributed algorithms [32], [33], [27], [34], [35] achieve either the lower oracle complexity bound or the lower communication complexity bound, but not both simultaneously. In this paper we propose an algorithm which closes this gap and achieves both bounds simultaneously.

Deterministic decentralized optimization is quite well understood with many centralized algorithms having their decentralized counterparts. For example, there are decentralized subgradient method [36], gradient methods [37], [38] and many variants of accelerated gradient methods [39], [40], [41], [42], [43], [27], [44], which achieve both communication and oracle complexity lower bounds [45], [46], [21], [47]. The negative side of the majority of the accelerated distributed methods is that their complexity depends on the local condition number $\kappa_i$, which may be larger than the global condition number $\kappa_g$, which corresponds to the centralized optimization. A number of methods [21], [48], [49], [43], [50] require an assumption that the Fenchel conjugate for each $f_i(x)$ is available, which may be restrictive in practice. Moreover, our communication bound depends on global constants $L_g, \mu_g$ whereas existing algorithms, even for deterministic setting, provide bounds which depend on local constants $L_i, \mu_i$ that can be much worse than $L_g, \mu_g$.

Secondly, we propose the first accelerated distributed stochastic optimization algorithm over time-varying graphs. This algorithm has the same oracle per node complexity as the above algorithm and the communication complexity $\tilde{O} \left( \frac{\tau}{\chi} \sqrt{\frac{\mu_g n}{\mu_i}} \ln \frac{1}{\varepsilon} \right)$, where $\tau$ and $\lambda$ characterize the dynamics of the communication graph (see the precise definition in Assumption 2.1).

II. Preliminaries

A. Problem reformulation

In order to solve problem (1) in a decentralized manner, we assign a local copy of $x$ to each node in the network, which leads to a linearly constrained problem

$$\min_{x \in \mathbb{R}^n} F(x) = \sum_{i=1}^{m} f_i(x_i) \text{ s.t. } x_1 = \ldots = x_n, \quad (3)$$

where $x = (x_1 \ldots x_n)^\top \in \mathbb{R}^{n \times d}$. We denote the feasible set $\mathcal{C} = \{x_1 = \ldots = x_n\}$ for brevity. Strong convexity and smoothness parameters of $F$ are related to that of functions $f_i$. Namely, $F$ is $L_1$-smooth and $\mu_1$-strongly convex on $\mathbb{R}^{n \times d}$ and $L_g$-smooth and $\mu_g$-strongly convex on the set $\mathcal{C}$.

B. Consensus procedure

In this subsection we discuss, how the agents can interact by exchanging information. Importantly, the communication graph $G$ can change with time. Thus, we consider a sequence of undirected communication graphs $\{G_k = (V, E^k)\}_{k=0}^{\infty}$ and a sequence of corresponding mixing matrices $\{W^k\}_{k=0}^{\infty}$ associated with it. We impose the following assumption.

**Assumption 2.1**: Mixing matrix sequence $\{W^k\}_{k=0}^{\infty}$ satisfies the following properties.

- (Decentralized property) $(i, j) \notin E_k \Rightarrow [W^k]_{ij} = 0$.
- (Double stochasticity) $W^k 1_n = 1_n$, $1_n^\top W^k = 1_n^\top$.
(Contraction property) There exist \( \tau \in \mathbb{Z}_{++} \) and \( \lambda \in (0,1) \) such that for every \( k \geq \tau - 1 \) it holds
\[
\|W_{T}^{k}\mathbf{x} - \mathbf{x}\| \leq (1 - \lambda) \|\mathbf{x} - \mathbf{x}\|,
\]
where \( W_{T}^{k} = W_{k} \cdots W_{k+\tau-1} \).

The contraction property in Assumption \[2.1\] was initially proposed in [54] in a stochastic form. This property generalizes several assumptions in the literature.

- Time-static connected graphs. In this scenario we have \( W_{T}^{k} = W \). Therefore, \( \lambda = 1 - \lambda_{2}(W) \), where \( \lambda_{2}(W) \) denotes the second largest eigenvalue of \( W \).
- Sequence of connected graphs: every \( G_{k} \) is connected.
- \( \tau \)-connected graph sequence: for every \( k \geq 0 \) graph \( G_{k} = (V, E_{k} \cup E_{k+1} \cup \ldots \cup E_{k+\tau-1}) \) is connected [51]. For \( \tau \)-connected graph sequences it holds \( 1 - \lambda = \sup_{k \geq 0} \lambda_{\max}(W_{k}^T - \frac{1}{n}1_{n}1_{n}^T) \).

During every (synchronized) communication round, the agents pull information from their neighbors and update their local vectors according to the rule
\[
x_{k+1} = W_{k}x_{k} + \sum_{(i,j) \in E_{k}} W_{k}^{ij}x_{j},
\]
which writes as \( x_{k+1} = W_{k}x_{k} \) in matrix form. The contraction property in Assumption \[2.1\] requires a specific choice of weights in \( W_{k} \). Choosing Metropolis weights is sufficient to ensure the contraction property for \( \tau \)-connected graph sequences (see [51] for details):
\[
[W_{k}]_{ij} = \begin{cases} 
1/(1 + \max\{d_{i}^{k}, d_{j}^{k}\}) & \text{if } (i, j) \in E_{k}, \\
0 & \text{if } (i, j) \notin E_{k}, \\
1 - \sum_{(i,m) \in E_{k}} [W_{k}]_{im} & \text{if } i = j,
\end{cases}
\]
where \( d_{i}^{k} \) denotes the degree of node \( i \) in graph \( G_{k} \).

When the communication graph \( G \) does not change with time, it is possible to apply accelerated consensus procedures by leveraging Chebyshev acceleration [55, 56]: given the reference matrix \( W \) as above, set \( W_{T} = P_{T}(W) \) and \( P_{T}(1) = 1 \) (the latter is to ensure the double stochasticity of \( W_{T} \)), with \( T \) being the number of consensus steps and \( P_{T} \) being the Chebyshev polynomial of degree \( T \). In this case one can guarantee that
\[
\|W_{T}\mathbf{x} - \mathbf{x}\| \leq (1 - \sqrt{1 - \rho^{T}}) \|\mathbf{x} - \mathbf{x}\|,
\]
where \( \rho := \lambda_{2}(W) < 1 \). In this case we define \( \chi = \frac{1}{1 - \rho} \).

### III. ALGORITHM AND MAIN RESULT

In this section we describe the proposed algorithm and give its convergence theorem. Our algorithms is an accelerated mini-batch stochastic gradient method equipped with a consensus procedure. Let \( \{\xi_{t}^{k}\}_{t=1}^{r} \) be independent random variables with distribution \( D_{t} \). For function \( f_{i} \) we define its batched gradient of size \( r \) as
\[
\nabla^{r}f \left( x, \{\xi_{t}^{k}\}_{t=1}^{r} \right) = \frac{1}{r} \sum_{t=1}^{r} \nabla f_{i}(x, \xi_{t}^{k}).
\]
Batched gradient for \( F(x) \) is defined analogously. Let \( \{\xi_{t}^{k}\}_{t=1}^{r} \) be independent, where \( \xi_{t}^{k} = (\xi_{1}^{k}, \ldots, \xi_{n}^{k})^{T} \) is a random vector consisting of random variables at all nodes. Then we define \( \nabla^{r}F(x, \{\xi_{t}^{k}\}_{t=1}^{r}) \) as a matrix of \( \mathbb{R}^{n \times d} \), the \( i \)-th row of which stores \( \nabla^{r}f_{i}(x, \{\xi_{t}^{k}\}_{t=1}^{r}) \). For brevity we use notation \( \nabla^{r}f_{i}(x, \{\xi_{t}^{k}\}_{t=1}^{r}) \) for batched gradients of \( f_{i} \) and \( F \), respectively.

To describe the algorithm we introduce sequences of extrapolation coefficients \( \alpha^{k}, A^{k} \) similar to that of [57], which are defined as follows.
\[
\begin{align*}
\alpha_{0} &= A_{0} = 0, \\
(\alpha_{k+1}) &+ (A_{k+1}) = 2L_{g}(\alpha_{k+1})^{2}, \\
A_{k+1} &= A_{k} + \alpha_{k+1}.
\end{align*}
\]

**Algorithm 1 Decentralized Stochastic AGD**

**Require:** Initial guess \( x^{0} \in \mathcal{C} \), constants \( L_{g}, \mu_{g} > 0 \), \( u^{0} = x^{0} \)

1. for \( k = 0, 1, 2, \ldots \) do
2. \( y_{k+1} = \frac{\alpha_{k+1}^{1/2}u^{k+1} + A_{k+1}^{1/2}x^{k}}{1 + A_{k+1}^{1/2}\mu_{g}} \)
3. \( u_{k+1} = \text{Consensus}(y_{k+1}, T_{k}) \)
4. \( x_{k+1} = \frac{\alpha_{k+1}^{1/2}u_{k+1}^{1/2} + A_{k+1}^{1/2}x^{k}}{A_{k+1}^{1/2}x^{k}} \)
5. end for

**Algorithm 2 Consensus**

**Require:** Initial \( x^{0} \in \mathcal{C} \), number of iterations \( T \)

1. for \( t = 1, 2, \ldots, T \) do
2. \( x^{t+1} = \frac{1}{N} \sum_{i=1}^{N} x^{t} \)
3. end for

In the next theorem, we provide oracle and communication complexities of Algorithm 1 i.e. we estimate the number of stochastic oracle calls by each node and the number of communication rounds to solve problem 1 with accuracy \( \varepsilon \).

**Theorem 3.1 (Main result):** Let \( \varepsilon > 0 \) be the desired accuracy. Set
\[
T_{k} = T = \frac{r}{\sqrt{\lambda}} \log \frac{D}{\delta}, \quad \delta = \frac{\varepsilon}{\lambda^{3/2}L_{g}^{1/2}L_{i}}, \quad r = \frac{2\sigma_{2}^{2}}{\sqrt{L_{g}\mu_{g}}},
\]
where
\[
\sqrt{D} = \left( \frac{2L_{g}}{\sqrt{L_{g}\mu_{g}}} + 1 \right) \sqrt{\delta} + \frac{2nM_{\xi}}{\sqrt{L_{g}\mu_{g}}} + \frac{2\varepsilon}{L_{g}^{1/2}L_{i}^{1/2}},
\]
Then, to yield \( x^{N} \) such that
\[
\mathbb{E} f(x^{N}) - f(x^{*}) \leq \varepsilon, \quad \mathbb{E} \|x^{N} - \bar{x}\|^{2} \leq \delta = O(\varepsilon),
\]

Algorithm \[1\] requires no more than
\[
\begin{align*}
N_{\text{orcl}} &= N \cdot r = \frac{6\sigma_g^2}{n \mu_g \varepsilon} \log \left( \frac{4L_g \| x^0 - x^* \|^2}{\varepsilon} \right) \\
N_{\text{comm}} &= 3 \sqrt{\frac{L_g\kappa}{\mu_g}} \cdot \log \left( \frac{4L_g \| x^0 - x^* \|^2}{\varepsilon} \right) \log \frac{D}{\delta},
\end{align*}
\] (6)

stochastic oracle calls at each node and no more than
\[
\begin{align*}
\text{communication rounds, where } \kappa &= \frac{1}{\Delta} \text{ under Assumption } 2.1 \\
\text{and } \kappa &= \sqrt{\Delta} \text{ when the communication graph is static.}
\end{align*}
\] (7)

We provide the proof of Theorem 3.1 in Section IV.

The number of stochastic oracle calls at each node in (6) coincides with the lower bound for centralized optimization up to a constant factor. When the graph is time-varying, the number of communication steps includes an additional factor \( \tau / \lambda \), which characterizes graph connectivity. If the communication graph is fixed, in addition to the lower oracle complexity bound, our algorithm also achieves lower communication bound up to a polylogarithmic factor.

IV. ANALYSIS OF THE ALGORITHM

Analysis of our algorithm consists of three main parts. Firstly, if an approximate consensus is imposed on local variables at each node, this ensures a stochastic inexact oracle for the global objective \( f \). Secondly, we analyze an accelerated stochastic gradient method with stochastic inexact oracle.

Thirdly, we analyze, how the consensus procedure allows to obtain an approximate consensus. Finally, we combine the building blocks together and prove the main result.

A. Stochastic inexact oracle via inexact consensus

In this subsection we show that if a point \( x \in \mathbb{R}^{n \times d} \) is close to the set \( C \), i.e. it approximately satisfies consensus constraints, then, the mini-batched and averaged among nodes stochastic gradient provides a stochastic inexact oracle developed in [58], [59], [60].

Consider \( \overline{x}, \overline{y} \in \mathbb{R}^d \) and define \( \overline{x} = 1_n \overline{x}^T = (\overline{x}, \ldots, \overline{x})^T, \; \overline{y} = 1_n \overline{y}^T = (\overline{y}, \ldots, \overline{y})^T \in \mathbb{R}^{n \times d} \). Let \( x \in \mathbb{R}^{n \times d} \) be such that \( \Pi_C(x) = \overline{x} \) and \( \| x - \overline{x} \|^2 \leq \delta' \).

Lemma 4.1: Define
\[
\delta = \frac{1}{2n} \left( \frac{L_g^2}{L_g} + \frac{2L_g^2}{\mu_g} + L_i - \mu_i \right) \delta',
\]
\[
f_{\delta, L, \mu}(\overline{x}, \overline{y}) = \frac{1}{n} \left[ f(x) + \langle \nabla f(x), \overline{x} - x \rangle \right]
\]
\[
+ \left( \frac{L_i}{2n} - \frac{2L_g^2}{2n \mu_g} \right) \| \overline{x} - x \|^2,
\]
\[
g_{\delta, L, \mu}(\overline{x}, \overline{y}) = \frac{1}{n} \sum_{i=1}^{n} \nabla f_i(x_i)
\]
\[
\tilde{g}_{\delta, L, \mu}(\overline{x}, \overline{y}) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{r} \sum_{j=1}^{r} \nabla f_i(x_i, \xi_i^j).\]

Firstly, for any \( \overline{y} \in \mathbb{R}^d \) it holds
\[
L_g \| \overline{y} - \overline{x} \|^2 + \delta \geq f(\overline{y}) - f_{\delta, L, \mu}(\overline{x}, \overline{y}) - \langle g_{\delta, L, \mu}(\overline{x}, \overline{y}), \overline{y} - \overline{x} \rangle.
\]

Secondly, \( g_{\delta, L, \mu}(\overline{x}, \overline{y}) \) satisfies
\[
\mathbb{E}g_{\delta, L, \mu}(\overline{x}, \overline{y}) = g_{\delta, L, \mu}(\overline{x})
\]
\[
\mathbb{E}\| g_{\delta, L, \mu}(\overline{x}, \overline{y}) - g_{\delta, L, \mu}(\overline{x}, \overline{y}) \|^2 \leq \sum_{i=1}^{n} \frac{n^2 \sigma^2}{n^2} = \frac{\sigma^2}{n^2}.
\]

The first statement is proved in Lemma 2.1 of [61]; the proof of the second statement is provided in Appendix VI-A.

B. Similar Triangles Method with Stochastic Inexact Oracle

In this subsection we present a general algorithm for minimization problems with stochastic inexact oracle. This subsection is independent from the others and generalizes the algorithm and analysis from [57], [62] to the stochastic setting. Let \( f(x) \) be a convex function defined on a convex set \( Q \subseteq \mathbb{R}^m \). We assume that \( f \) is equipped with stochastic inexact oracle having two components. The first component \( f_{\delta, L, \mu}(x), g_{\delta, L, \mu}(x) \) exists at any point \( x \in Q \) and satisfies
\[
\frac{L}{2} \| y - x \|^2 \leq f(y) - f(x) - \langle g_{\delta, L, \mu}(x), y - x \rangle
\]
\[
\leq \frac{L}{2} \| y - x \|^2 + \delta
\]
for all \( y \in Q \). To allow more flexibility, we assume that \( \delta \) may change with the iterations of the algorithm. The second component \( g_{\delta, L, \mu}(x) \) is stochastic, is available at any point \( x \in Q \), and satisfies
\[
\mathbb{E}g_{\delta, L, \mu}(x) = g_{\delta, L, \mu}(x), \quad \mathbb{E}\| g_{\delta, L, \mu}(x) - g_{\delta, L, \mu}(x) \|^2 \leq \frac{\sigma^2}{n^2}.
\]

We also denote the batched version of the stochastic component as
\[
g_{\delta, L, \mu}(x) = \frac{1}{r} \sum_{i=1}^{r} g_{\delta, L, \mu}(x, \xi_i),
\]
where \( \xi_i \)’s are i.i.d realizations of the random variable \( \xi \). It is straightforward that
\[
\mathbb{E}g_{\delta, L, \mu}(x) = g_{\delta, L, \mu}(x),
\]
\[
\mathbb{E}\| g_{\delta, L, \mu}(x) - g_{\delta, L, \mu}(x) \|^2 \leq \frac{\sigma^2}{n^2},
\]

Let us consider the following algorithm for minimizing \( f \). Note that the error \( \delta \) of the oracle and batch size \( r \) may depend on the iteration counter \( k \). Moreover, we let \( \delta \) be stochastic.

We analyze convergence of Algorithm \[3\] by revisiting the proof of Theorem 3.4 in [57] and formulate the result in Theorem 4.2 below. The complete proof is provided in Appendix VI-B.

Theorem 4.2: Let Algorithm \[3\] be applied to solve the problem \( \min_{x \in Q} f(x) \). Let also \( \| a - x \| \leq R \). Then, after \( N \) iterations we have
\[
\mathbb{E}f(x^N) - f(x^*) \leq \frac{1}{AN} \left( R^2 + \sum_{i=1}^{N} A_i \left( \frac{\sigma^2}{2L_i} + \mathbb{E}\delta_i \right) \right)
\]
\[
\mathbb{E}\| y^N - x^* \| \leq \frac{1}{1 + AN} \left( R^2 + \sum_{i=1}^{N} A_i \left( \frac{\sigma^2}{2L_i} + \mathbb{E}\delta_i \right) \right).
\] (15)
Algorithm 3 AGD with stochastic inexact oracle

**Require:** Initial guess $x^0$, constants $L, \mu \geq 0$, sequence of batch sizes $\{r_k\}_{k \geq 0}$.

Set $y^0 := x^0, u^0 := x^0, \alpha^0 := 0, \lambda^0 := 0$.

1. for $k \geq 0$ do

2. Find $\alpha^{k+1}$ as the greater root of:
   $$(A^k + \alpha^{k+1})(1 + A^k \mu) = L(\alpha^{k+1})^2$$

3. Renew the following variables:
   $$A^{k+1} := A^k + \alpha^{k+1}$$
   $$y^{k+1} := \frac{\alpha^{k+1}u^{k+1} + A^k x^k}{A^{k+1}}$$

4. Define the function:
   $$\phi^{k+1}(x) := \alpha^{k+1}\left(\frac{r_{k+1}}{\bar{g}_{k+1, L, \mu}}(y^{k+1}), x - y^{k+1}\right) + (1 + A^k \mu)\|x - u^k\|^2 + \alpha^k \|x - y^{k+1}\|^2$$

5. Solve the optimization problem:
   $$u^{k+1} := \arg\min_{x \in Q} \phi^{k+1}(x)$$

6. Update $x$:
   $$x^{k+1} := \frac{\alpha^{k+1}u^{k+1} + A^k x^k}{A^{k+1}}$$

7. end for

In order to establish the rate, we recall the results of Lemma 5 in [58] and Lemma 3.7 in [57] and estimate the growth of coefficients $A^N$.

**Lemma 4.3:** Coefficient $A^N$ can be lower-bounded as following: $A^N \geq 1/L \left(1 + (1/2)\sqrt{\mu/L}\right)^2(2^{N-1})$. Moreover, we have $\sum_{i=1}^{N} A^i/A^N \leq 1 + \sqrt{L}/\mu$.

**C. Proof of the main result**

Throughout this section, we denote $L = 2L_g, \mu = \mu_g/2$ and $\sigma^2 = \sigma^2/(\nu r)$.

1) **Outer loop:**

**Lemma 4.4:** Provided that consensus accuracy is $\delta'$, i.e. $E\|y^j - \bar{u}^j\|^2 \leq \delta'$ for $j = 1, \ldots, k$, we have

$$Ef(x^k) - f(x^*) \leq \frac{1}{A^k}\left(\|u^0 - x^*\|^2 + \frac{\sigma^2}{2Lr} + \delta\right)\sum_{i=1}^{k} A^i$$

$$E\|x^k - x^*\|^2 \leq \frac{1}{1 + A^k \mu}\left(\|u^0 - x^*\|^2 + \frac{\sigma^2}{2Lr} + \delta\right)\sum_{i=1}^{k} A^i$$

(16)

where $\delta$ is given in (8).

**Proof:** First, assuming that $E\|y^j - \bar{u}^j\|^2 \leq \delta'$, we show that $y^j, u^j, x^j$ lie in $\sqrt{\delta'}$-neighborhood of $C$ by induction. At $j = 0$, we have $\|x^0 - \bar{x}^0\| = \|u^0 - \bar{u}^0\| = 0$.

Using $A^{j+1} = A^j + \alpha^j$, we get an induction pass $j \rightarrow j + 1$.

$$E\|y^{j+1} - \bar{y}^{j+1}\|^2 \leq \frac{\alpha^{j+1}}{A^{j+1}}E\|u^j - \bar{u}^j\|^2 + \frac{A^j}{A^{j+1}}E\|x^j - \bar{x}^j\| \leq \sqrt{\delta'},$$

$$E\|x^{j+1} - \bar{x}^{j+1}\|^2 \leq \frac{\alpha^{j+1}}{A^{j+1}}E\|u^{j+1} - \bar{u}^{j+1}\|^2 + \frac{A^j}{A^{j+1}}E\|x^j - \bar{x}^j\| \leq \sqrt{\delta'}.$$ 

Therefore, $g(\bar{y}) = \frac{1}{n} \sum_{i=1}^{n} \nabla f(y_i)$ represents the inexact gradient of $f$, and the desired result directly follows from Theorem 4.2

2) **Consensus subroutine iterations:** In order to establish communication complexity of Algorithm 3, we estimate the number of consensus iterations in the following Lemma.

**Lemma 4.5:** Let consensus accuracy be maintained at level $\delta'$, i.e. $E\|y^j - \bar{u}^j\|^2 \leq \delta'$ for $j = 1, \ldots, k$ and let Assumption 2.1 hold. Then it is sufficient to make $T_k = T = \frac{\mu}{\nu} \log \frac{\Delta}{\delta'}$ consensus iterations, where $D$ is defined in (5), in order to ensure $\delta'$-accuracy on step $k + 1$, i.e. $E\|u^{k+1} - \bar{u}^{k+1}\|^2 \leq \delta'$.

**Lemma 4.5** is analogous to Lemma A.3 in [61] and is proven in Appendix VI-D.

In the same way we can prove that if the communication network is static, we can establish a sufficiently accurate consensus in the next iteration.

**Lemma 4.6:** Let consensus accuracy be maintained at level $\delta'$, i.e. $E\|y^j - \bar{u}^j\|^2 \leq \delta'$ for $j = 1, \ldots, k$ and let the communication network be static. Then it is sufficient to make $T_k = T = \sqrt{\nu} \log \frac{\Delta}{\delta'}$ consensus iterations, where $D$ is defined in (5), in order to ensure $\delta'$-accuracy on step $k + 1$, i.e. $E\|u^{k+1} - \bar{u}^{k+1}\|^2 \leq \delta'$.

3) **Putting the proof together:** We derive the expressions for $r$ and $\delta$ to meet the requirement $Ef(x^k) - f(x^*) \leq \varepsilon$ according to (16). This is done by combining the results of Lemmas 4.3, 4.5, 4.6 The details are given in Appendix VI-E

**V. Numerical Tests**

We run Algorithm 1 on L2-regularized logistic regression problem:

$$f(x) = \frac{1}{m} \sum_{i=1}^{m} \log(1 + \exp(-b_i(y_i, a_i, x))) + \frac{\theta}{2}\|x\|^2.$$

Here $a_1, \ldots, a_m \in \mathbb{R}^d$ are entries of the dataset, $b_1, \ldots, b_m \in \{-1, 1\}$ denote class labels and $\theta > 0$ is a penalty coefficient. Data points $(a_i, b_i)$ are distributed among the computational nodes in the network.

We use LIBSVM datasets [63] to run our experiments. Work of Algorithm 1 is simulated on a9a data-set with different settings for batch-size $r$ and number of consensus iterations $T$. The random geometric graph has 20 nodes. We compare the performance of Algorithm 1 with DSGD [32], [34], [35].
We observe a tradeoff between consensus accuracy and convergence speed in function value. A large number of consensus steps results in more accurate consensus and slower convergence, and vice versa. This tradeoff is present for different batch sizes.

VI. CONCLUSION

We propose an accelerated distributed optimization algorithm for stochastic optimization problems in two settings: time-varying graphs and static graphs. For the latter setting we achieve the full acceleration and our method achieves lower bounds both for the communication and oracle per node complexity.

Our approach is based on accelerated gradient method with stochastic inexact oracle which makes it generic with many possible extensions. In particular, we focus on a specific case of strongly convex smooth functions, but the possible extensions include non-strongly convex and/or non-smooth functions that can be covered by such inexact oracles [64], [65]. Further, we believe that our results can be extended for composite optimization problems, zeroth-order optimization methods [66], [67], [68], and distributed algorithms for saddle-point problems [69] and variational inequalities.
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Appendix

A. Proof of Lemma 4.1

Proof: The first statement is proved in Lemma 2.1 of [61]. For the second statement, we have

\[ E[g\delta,L,\mu(\tau, x)] = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{r} \sum_{j=1}^{r} E[f_i(x_i, \xi_i^j)] = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{r} \sum_{j=1}^{r} \nabla f_i(x_i) = \frac{1}{n} \sum_{i=1}^{n} \nabla f_i(x_i) = g\delta,L,\mu(\tau, x). \]

It remains to show (9b).

\[ y > \beta \]

where

\[ \beta > 0 \]

and

\[ \gamma > 0, \]

the following is true for any \( x \in Q \):

\[ \psi(x) + \beta \| x - z \|^2 + \gamma \| x - u \|^2 \geq \psi(y) + \beta \| y - z \|^2 + \gamma \| y - u \|^2 + (\beta + \gamma) \| x - y \|^2. \]

Proof: As \( y \) is minimum, the subgradient of function at point \( y \) includes 0:

\[ \exists g : g + \beta \nabla_x \| x - z \|^2 \big|_{x=y} + \gamma \nabla_x \| x - u \|^2 \big|_{x=y} = 0. \]

It holds

\[ \psi(x) - \psi(y) \geq \langle g, x - y \rangle = \langle \beta \nabla_x \| x - z \|^2 \big|_{x=y} + \gamma \nabla_x \| x - u \|^2 \big|_{x=y}, y - x \rangle \]

and we get that

\[ 2 \langle y - z, y - x \rangle = \| y \|^2 - \| z \|^2 \geq 2 \langle z, y - z \rangle + \| x \|^2 - \| y \|^2 \geq 2 \langle y, x - y \rangle - \| x \|^2 + \| z \|^2 + 2 \langle z, x - z \rangle \]

\[ = \| y - z \|^2 + \| x - y \|^2 - \| x - z \|^2. \]

After similar manipulations with the 2 \( \langle y - u, y - x \rangle \) term and replacing the right part in (19), the lemma statement is obtained.

Now we pass to the proof of Theorem 4.2 itself.

Proof: We begin from the right inequality from (10):

\[ f(y) - (f_{\delta_{k+1},L,\mu}(x)) + (g_{\delta_{k+1},L,\mu}(x)) \leq \frac{L}{2} \| y - x \|^2 + \delta_{k+1}. \]

It can be rewritten as

\[ f(x^{k+1}) - (f_{\delta_{k+1},L,\mu}(y^{k+1})) + \left( g_{\delta_{k+1},L,\mu}(y^{k+1}) - g_{\delta_{k+1},L,\mu}(x^{k+1}) \right) \leq \frac{L}{2} \| y^{k+1} - x^{k+1} \|^2 + \delta_{k+1}. \]

The first term in the right hand side can be estimated using Young inequality:

\[ \left( g_{\delta_{k+1},L,\mu}(y^{k+1}) - g_{\delta_{k+1},L,\mu}(y^{k+1}) \right) \leq \frac{L}{2} \| y^{k+1} - x^{k+1} \|^2 + \frac{1}{2L} \| g_{\delta_{k+1},L,\mu}(y^{k+1}) - g_{\delta_{k+1},L,\mu}(y^{k+1}) \|^2 \]
The combination of the last two expressions yields

\[
f(x^{k+1}) \leq f_{\delta_{k+1}, L, \mu}(y^{k+1}) + \left\langle \frac{-r_{k+1}}{g_{\delta_{k+1}, L, \mu}(y^{k+1})}, x^{k+1} - y^{k+1} \right\rangle + L \left\| y^{k+1} - x^{k+1} \right\|^2 + \lambda + \delta_{k+1},
\]

where

\[
\lambda := \frac{1}{2L} \left\| g_{\delta_{k+1}, L, \mu}(y^{k+1}) - \frac{1}{g_{\delta_{k+1}, L, \mu}(y^{k+1})} \right\|^2
\]

for brevity. We substitute \( x^{k+1}, y^{k+1} \) into several terms by their definitions:

\[
f(x^{k+1}) \leq f_{\delta_{k+1}, L, \mu}(y^{k+1}) + \left\langle \frac{-r_{k+1}}{g_{\delta_{k+1}, L, \mu}(y^{k+1})}, x^{k+1} - y^{k+1} \right\rangle + L \left\| \frac{\alpha^{k+1}u^{k+1} + A^{k}x^{k}}{A^{k+1}} - \alpha^{k+1}u^{k+1} + A^{k}x^{k} \right\|^2 + \lambda + \delta_{k+1}.
\]

As \( A^{k+1} = A^{k} + \alpha^{k+1} \) by definition and as dot product is convex, we get the following:

\[
f(x^{k+1}) \leq \frac{A^{k}}{A^{k+1}} \left( f_{\delta_{k+1}, L, \mu}(y^{k+1}) + \left\langle \frac{-r_{k+1}}{g_{\delta_{k+1}, L, \mu}(y^{k+1})}, x^{k} - y^{k+1} \right\rangle \right) + \frac{\alpha^{k+1}}{A^{k+1}} \left( f_{\delta_{k+1}, L, \mu}(y^{k+1}) + \left\langle \frac{r_{k+1}}{g_{\delta_{k+1}, L, \mu}(y^{k+1})}, u^{k+1} - y^{k+1} \right\rangle \right) + \frac{1 + A^{k} \mu}{A^{k+1}} \left\| u^{k} - u^{k+1} \right\|^2 + \lambda + \delta_{k+1}.
\]

By definition of \( \alpha^{k+1} \) we have:

\[
f(x^{k+1}) \leq \frac{A^{k}}{A^{k+1}} \left( f_{\delta_{k+1}, L, \mu}(y^{k+1}) + \left\langle \frac{-r_{k+1}}{g_{\delta_{k+1}, L, \mu}(y^{k+1})}, x^{k} - y^{k+1} \right\rangle \right) + \frac{\alpha^{k+1}}{A^{k+1}} \left( f_{\delta_{k+1}, L, \mu}(y^{k+1}) + \left\langle \frac{r_{k+1}}{g_{\delta_{k+1}, L, \mu}(y^{k+1})}, u^{k+1} - y^{k+1} \right\rangle \right) + \frac{1 + A^{k} \mu}{A^{k+1}} \left\| u^{k} - u^{k+1} \right\|^2 + \lambda + \delta_{k+1}.
\]

We rewrite that as:

\[
f(x^{k+1}) \leq \frac{A^{k}}{A^{k+1}} \left( f(x^{k}) + \left\langle \frac{-r_{k+1}}{g_{\delta_{k+1}, L, \mu}(y^{k+1})}, x^{k} - y^{k+1} \right\rangle \right) + \frac{\alpha^{k+1}}{A^{k+1}} \left( f_{\delta_{k+1}, L, \mu}(y^{k+1}) + \left\langle \frac{r_{k+1}}{g_{\delta_{k+1}, L, \mu}(y^{k+1})}, u^{k+1} - y^{k+1} \right\rangle \right) + \frac{1 + A^{k} \mu}{A^{k+1}} \left\| u^{k} - u^{k+1} \right\|^2 + \lambda + \delta_{k+1}.
\]

Using left part of (10), we get:

\[
f(x^{k+1}) \leq \frac{A^{k}}{A^{k+1}} \left( f(x^{k}) + \left\langle \frac{-r_{k+1}}{g_{\delta_{k+1}, L, \mu}(y^{k+1})}, x^{k} - y^{k+1} \right\rangle \right) + \frac{\alpha^{k+1}}{A^{k+1}} \left( f_{\delta_{k+1}, L, \mu}(y^{k+1}) + \left\langle \frac{r_{k+1}}{g_{\delta_{k+1}, L, \mu}(y^{k+1})}, u^{k+1} - y^{k+1} \right\rangle \right) + \frac{1 + A^{k} \mu}{A^{k+1}} \left\| u^{k} - u^{k+1} \right\|^2 + \lambda + \delta_{k+1}. \tag{21}
\]

From lemma 6.1 for optimization problem at step 5 in Algorithm 3 we have:

\[
\alpha^{k+1} \left\langle \frac{r_{k+1}}{g_{\delta_{k+1}, L, \mu}(y^{k+1})}, u^{k+1} - y^{k+1} \right\rangle + (1 + A^{k} \mu) \left\| u^{k+1} - u^{k} \right\|^2 + \alpha^{k+1} \mu \left\| u^{k+1} - y^{k+1} \right\|^2 + (1 + A^{k} \mu) \left\| u^{k+1} - x \right\|^2 \leq \alpha^{k+1} \left\langle \frac{r_{k+1}}{g_{\delta_{k+1}, L, \mu}(y^{k+1})}, x - y^{k+1} \right\rangle + (1 + A^{k} \mu) \left\| x - u^{k} \right\|^2 + \alpha^{k+1} \mu \left\| x - y^{k+1} \right\|^2.
\]

As squared norm is always non-negative, we obtain

\[
\alpha^{k+1} \left\langle \frac{r_{k+1}}{g_{\delta_{k+1}, L, \mu}(y^{k+1})}, u^{k+1} - y^{k+1} \right\rangle + (1 + A^{k} \mu) \left\| u^{k+1} - u^{k} \right\|^2 \leq -(1 + A^{k} \mu + \alpha^{k+1} \mu) \left\| u^{k+1} - x \right\|^2 \tag{23}
\]

\[
+ \alpha^{k+1} \left\langle \frac{r_{k+1}}{g_{\delta_{k+1}, L, \mu}(y^{k+1})}, x - y^{k+1} \right\rangle + (1 + A^{k} \mu) \left\| x - u^{k} \right\|^2 + \alpha^{k+1} \mu \left\| x - y^{k+1} \right\|^2. \tag{24}
\]
Combining inequalities (21) and (23), we get:

\[
A^{k+1}f(x^{k+1}) \leq A^k \left( f(x^k) + \left( g_{k+1}^{r_{k+1}, L, \mu}(y^{k+1}) - g_{k+1, L, \mu}(y^{k+1}) \right) \right) \\
+ \alpha^{k+1} \left( f(x) + \left( g_{k+1}^{r_{k+1}, L, \mu}(y^{k+1}) - g_{k+1, L, \mu}(y^{k+1}) \right) \right) \\
+ (1 + A^k \mu) \| x - u^k \|^2 - (1 + A^k \mu + \alpha^{k+1} \mu) \| u^{k+1} - x \|^2 + A^{k+1} \lambda + \delta_{k+1} A^{k+1}.
\]

Using the left part of (10) again results in

\[
A^{k+1}f(x^{k+1}) \leq A^k \left( f(x^k) + \left( g_{k+1}^{r_{k+1}, L, \mu}(y^{k+1}) - g_{k+1, L, \mu}(y^{k+1}) \right) \right) \\
+ \alpha^{k+1} \left( f(x) + \left( g_{k+1}^{r_{k+1}, L, \mu}(y^{k+1}) - g_{k+1, L, \mu}(y^{k+1}) \right) \right) \\
+ (1 + A^k \mu) \| x - u^k \|^2 - (1 + A^k \mu + \alpha^{k+1} \mu) \| u^{k+1} - x \|^2 + A^{k+1} \lambda + \delta_{k+1} A^{k+1}.
\]

We can take expectation and we may see that angles terms go zero as \( \mathbb{E}g_{k+1}^{r_{k+1}, L, \mu}(x) = g_{k, L, \mu}(x) \) for any \( r \), and \( \lambda \leq \frac{\sigma^2}{2 L r_{k+1}} \):

\[
A^{k+1} \mathbb{E} f(x^{k+1}) - A^k f(x) \leq A^{k+1} f(x) \\
+ (1 + A^k \mu) \| x - u^k \|^2 - (1 + A^k \mu + \alpha^{k+1} \mu) \mathbb{E} \| u^{k+1} - x \|^2 + \frac{\sigma^2 A^{k+1}}{2 L r_{k+1}} + \delta_{k+1} A^{k+1}.
\]

Now we should pay attention to the fact that the expectation is conditional because we consider \( x^k \) and other \( k \)-th variables known before the iteration:

\[
A^{k+1} \mathbb{E} \left[ f(x^{k+1}) | x^0, \ldots, x^k \right] - A^k f(x) \leq A^{k+1} f(x) + (1 + A^k \mu) \| x - u^k \|^2 \\
- (1 + A^{k+1} \mu) \mathbb{E} \left[ \| u^{k+1} - x \|^2 | x^0, \ldots, x^k \right] + \frac{\sigma^2 A^{k+1}}{2 L r_{k+1}} + \mathbb{E}[\delta_{k+1} | x^0, \ldots, x^k] A^{k+1}.
\]

If we take \( x = x^* \), write these inequalities for all \( k \) from 0 to \( N \) and sum up all of them, we will get the following:

\[
\sum_{i=1}^N A^i \mathbb{E} \left[ f(x^i) | x^0, \ldots, x^i \right] \leq \sum_{i=0}^{N-1} A^i f(x^i) + \sum_{i=1}^N \alpha_i f(x^*) + \\
+ \sum_{i=0}^{N-1} (1 + A^i \mu) \| u^i - x^* \|^2 - \sum_{i=1}^N (1 + A^i \mu) \mathbb{E} \left[ \| u^i - x^* \|^2 | x^0, \ldots, x^i \right] + \sum_{i=1}^N A_i \left( \frac{\sigma^2}{2 L r_i} + \mathbb{E}[\delta_i | x^0, \ldots, x^i] \right).
\]

Next, we use the law of total expectation \( N \) times and get rid of conditional expectations, and after that get rid of similar terms:

\[
\mathbb{E} A^N f(x^N) \leq A^N f(x^*) + \| u^0 - x^* \|^2 - (1 + A^N \mu) \mathbb{E} \| u^N - x^* \|^2 + \sum_{i=1}^N A_i \left( \frac{\sigma^2}{2 L r_i} + \mathbb{E}[\delta_i] \right) \tag{25}
\]

Here we also recall that \( A_0 = \alpha_0 = 0, \sum_{i=1}^N \alpha_i = A_N \).

Finally, we get

\[
\mathbb{E} f(x^N) - f(x^*) \leq \frac{1}{A^N} \left( \| u^0 - x^* \|^2 + \sum_{i=1}^N A_i \left( \frac{\sigma^2}{2 L r_i} + \mathbb{E}[\delta_i] \right) \right).
\]

The second inequality is obtained from (25) and the fact that \( f(x) \geq f(x^*) \).
C. Proof of Lemma 4.3

Proof: In view of definition of sequence $\alpha^{k+1}$, we have:
\[
A^N \leq A^N(1 + \mu A^{N-1}) = L(A^N - A^{N-1})^2 \\
\leq L(\sqrt{A^N} - \sqrt{A^{N-1}})^2 \leq 4L^N A^N(\sqrt{A^N} - \sqrt{A^{N-1}})^2.
\]
For the case when $\mu > 0$ we obtain:
\[
\mu A^{N-1} A^N \leq A^N(1 + \mu A^{N-1}) \leq 4LA^N(\sqrt{A^N} - \sqrt{A^{N-1}})^2.
\]
From the fact that $A^1 = 1/L$ and the last inequality we can show that
\[
\sqrt{A^N} \geq \left(1 + \frac{1}{2} \sqrt{\frac{\mu}{L}}\right) \sqrt{A^{N-1}} \geq \frac{1}{\sqrt{L}} \left(1 + \frac{1}{2} \sqrt{\frac{\mu}{L}}\right)^{N-1}.
\]
For the second statement, we recall the proof of Lemma A.1 in [61]. Update rule for $A^k$ writes as
\[
1 + \mu A^k = \frac{L(\alpha^{k+1})^2}{A^{k+1}}, \quad A^k = \sum_{i=0}^{k} \alpha^i, \quad \alpha^0 = 0.
\]
A sequence $\{B^k\}_{k=0}^\infty$ with a similar update rule is studied in [58].
\[
L + \mu B^k = \frac{L(\beta^{k+1})^2}{B^{k+1}}, \quad B^k = \sum_{i=0}^{k} \beta^i, \quad \beta^0 = 1,
\]
and for sequence $\{B^k\}_{k=0}^\infty$ it is shown $\sum_{i=0}^{k} B^i \leq 1 + \sqrt{L/\mu}$. Dividing (27) by L yields
\[
1 + \mu(B^k/L) = \frac{L(\beta^{k+1}/L)^2}{(B^{k+1}/L)},
\]
which means that update rule for $B^k/L$ is equivalent to (26). Since $A^1 = 1/L = B^0/L$, it holds $A^{k+1} = B^k/L, \quad k \geq 0$ and
\[
\sum_{i=A^k}^{A^k} A^i A^k = \sum_{i=0}^{k-1} B^i L \leq 1 + \sqrt{\frac{L}{\mu}}.
\]

D. Proof of Lemma 4.5

Proof: The proof follows by revisiting proof of Lemma A.1 in [61] in stochastic setting. First, note that multiplication by a mixing matrix does not change the average of a vector, i.e. $\frac{1}{n}1_n^T A^k x = \frac{1}{n}1_n^T\sum_{i=0}^{k} W^i x$ for $k \geq 0$. This means $u^{k+1} = v^{k+1}$.

Second, let us use the contraction property of mixing matrix sequence $\{W^k\}_{k=0}^\infty$. We have
\[
\mathbb{E} \left\| u^{k+1} - \mathbf{v}^{k+1} \right\|^2 \leq (1 - \lambda)^2(\mathbb{E} \left\| v^{k+1} - \mathbf{v}^{k+1} \right\|^2) \leq e^{-2(T/\tau)\lambda} \mathbb{E} \left\| v^{k+1} - \mathbf{v}^{k+1} \right\|^2.
\]
Assuming that $\mathbb{E} \left\| v^{k+1} - \mathbf{v}^{k+1} \right\|^2 \leq D$, we only need $T = \frac{T}{\tau} \log \frac{D}{\epsilon}$ iterations to ensure $\mathbb{E} \left\| u^{k+1} - \mathbf{v}^{k+1} \right\|^2 \leq \epsilon$. In the rest of the proof, we show that $\mathbb{E} \left\| v^{k+1} - \mathbf{v}^{k+1} \right\| = \mathbb{E} \left\| v^{k+1} - \mathbf{v}^{k+1} \right\| \leq \sqrt{D}$.

According to update rule of Algorithm [1] it holds
\[
\mathbb{E} \left\| v^{k+1} - \mathbf{v}^{k+1} \right\| \leq \frac{\alpha^{k+1}}{1 + \alpha^{k+1}} \mathbb{E} \left\| v^{k+1} - \mathbf{v}^{k+1} \right\| + \frac{(1 + A^k \mu)\mathbb{E} \left\| u^k - \mathbf{v}^k \right\|}{1 + \alpha^{k+1}} + \frac{\alpha^{k+1}}{1 + \alpha^{k+1}} \mathbb{E} \left\| \nabla^r F(y^{k+1}) \right\|.
\]
We estimate $\left\| \nabla^r F(y^{k+1}) \right\|$ using $L_\xi$-smoothness of $\nabla F$:
\[
\left\| \nabla^r F(y^{k+1}) \right\| \leq \left\| \nabla^r F(y^{k+1}) - \nabla^r F(x^*) \right\| + \left\| \nabla^r F(x^*) \right\| \leq L_\xi \left\| y^{k+1} - y^k \right\| + L_\xi \left\| y^k - x^* \right\| + \left\| \nabla^r F(x^*) \right\| \leq \sqrt{\sigma} \left\| y^{k+1} - y^k \right\| + \sqrt{\sigma} \left\| y^k - x^* \right\| + \left\| \nabla^r F(x^*) \right\|.
\]
where $x^* = \arg\min_{x \in \mathbb{R}^d} f(x)$, $x^* = 1_n(x^*)^\top$. It remains to estimate $\|\tilde{y}^{k+1} - x^*\|$. 

$$\|\tilde{y}^{k+1} - x^*\| \leq \frac{\alpha^{k+1}}{A^{k+1}} \|\tilde{x}^{k+1} - x^*\| + \frac{A^k}{A^{k+1}} \|\tilde{u}^{k+1} - x^*\| \leq \max \{\|\tilde{x}^{k+1} - x^*\|, \|\tilde{u}^{k+1} - x^*\|\}$$

By Lemma 4.4 and strong convexity of $f$:

$$\mathbb{E} \|\tilde{x}^{k+1} - x^*\|^2 \leq \frac{2}{\mu} (\mathbb{E} f(\tilde{x}^{k+1}) - f(x^*)) \leq \frac{\|\tilde{u}^0 - x^*\|^2}{A^{k+1} \mu} + \sum_{i=1}^{k+1} A^i \left( \frac{\sigma^2}{2Lr} + \delta \right)$$

and therefore

$$\mathbb{E} \|\tilde{y}^{k+1} - x^*\|^2 \leq \max \left\{ \frac{\|\tilde{u}^0 - x^*\|^2}{A^{k+1} \mu} + \frac{1}{\mu} \left( 1 + \sqrt{\frac{L}{\mu}} \right) \left( \frac{\sigma^2}{2Lr} + \delta \right), \frac{\|\tilde{u}^0 - x^*\|^2}{1 + A^{k+1} \mu} + \sum_{i=1}^{k+1} A^i \left( \frac{\sigma^2}{2Lr} + \delta \right) \right\}$$

where the last inequality holds by Lemma 4.3

Returning to (28), we get

$$\|\nabla^r F(\tilde{y}^{k+1})\|$$

$$\leq L_\xi \sqrt{\delta'} + L_\xi \sqrt{n} \left( \frac{\|\tilde{u}^0 - x^*\|^2}{A^{k+1} \mu} + \frac{1}{\mu} \left( 1 + \sqrt{\frac{L}{\mu}} \right) \left( \frac{\sigma^2}{2Lr} + \delta \right)^{1/2} \right) + \|\nabla^r F(x^*)\|$$

$$\leq L_\xi \sqrt{\delta'} + L_\xi \sqrt{n} \left( \frac{L}{\mu} \|\tilde{u}^0 - x^*\|^2 \left( 1 + \sqrt{\mu \frac{L}{2L}} \right) -2 \left( \frac{\sigma^2}{2Lr} + \delta \right)^{1/2} \right) + \|\nabla^r F(x^*)\|$$

$$\leq L_\xi \sqrt{\delta'} + L_\xi \sqrt{n} \left( \frac{L}{\mu} \|\tilde{u}^0 - x^*\|^2 + \left( \frac{2L^{1/2} \sigma^2}{\mu^{3/2}} + \delta \right)^{1/2} \right) + \|\nabla^r F(x^*)\|.$$

For distance to consensus of $\tilde{y}^{k+1}$, it holds

$$\mathbb{E} \|\tilde{y}^{k+1} - \nabla^{k+1}\| \leq \sqrt{\delta'} + \frac{\alpha^{k+1}}{1 + A^{k} \mu + \mu} \mathbb{E} \|\nabla^r F(\tilde{y}^{k+1})\|$$

We estimate coefficient by $\mathbb{E} \|\nabla^r F(\tilde{y}^{k+1})\|$ using the definition of $\alpha^{k+1}$.

$$1 + A^{k} \mu = \frac{L(\alpha^{k+1})^2}{\alpha^{k+1} A^{k} + \alpha^{k+1}}$$

$$L(\alpha^{k+1})^2 - (1 + A^{k} \mu) \alpha^{k+1} - (1 + A^{k} \mu) A^{k} = 0$$

$$\alpha^{k+1} = \frac{1 + A^{k} \mu + \sqrt{(1 + A^{k} \mu)^2 + 4 L A^{k}(1 + A^{k} \mu)}}{2L}$$

$$\frac{\alpha^{k+1}}{1 + A^{k} \mu} \leq \frac{\alpha^{k+1}}{1 + A^{k} \mu} = \frac{2L}{2L} \left( 1 + \sqrt{1 + 4 \frac{LA^{k}}{1 + A^{k} \mu}} \right)$$

$$\leq \frac{1}{2L} \left( \sqrt{\frac{L}{\mu}} + \sqrt{\frac{L}{\mu} + \frac{4\sqrt{L}}{\mu}} \right) \leq \frac{2}{\sqrt{L} \mu}.$$

Returning to $\tilde{y}^{k+1}$, we get

$$\mathbb{E} \|\tilde{y}^{k+1} - \nabla^{k+1}\|$$

$$\leq \left( \frac{2L_i}{\sqrt{L_{g} \mu g}} + 1 \right) \sqrt{\delta'} + L_i \sqrt{n} \left( \frac{\|\tilde{u}^0 - x^*\|^2}{\mu} + \frac{2L^{1/2} \sigma^2}{\mu^{3/2}} + \delta \right)^{1/2} + \frac{2 \mathbb{E} \|\nabla^r F(x^*)\|}{\sqrt{L_{g} \mu g}}$$

$$\leq \left( \frac{2L_i}{\sqrt{L_{g} \mu g}} + 1 \right) \sqrt{\delta'} + \frac{2L_i}{\mu g} \sqrt{n} \left( \|\tilde{u}^0 - x^*\|^2 + \frac{2}{\sqrt{L_{g} \mu g}} \left( \frac{\sigma^2}{4n L_{g} r^2} + \delta \right) \right)^{1/2} + \frac{2n M_\xi}{\sqrt{L_{g} \mu g}} = \sqrt{D},$$

where in the last inequality we used $\|\nabla^r F(x^*)\| \leq n M_\xi$. ■
E. Putting the proof of Theorem 3.1 together

Let us show that choice of number of subroutine iterations \( T_k = T \) yields

\[
\mathbb{E} f(\pi^k) - f(x^*) \leq \frac{1}{A^k} \left( \|\pi^0 - x^*\|^2 + \left( \frac{\sigma^2}{2Lr} + \delta \right) \sum_{i=1}^{k} A^i \right)
\]

by induction. At \( k = 0 \), we have \( \|u^0 - \pi^0\| = 0 \) and by Lemma 4.4 it holds

\[
\mathbb{E} f(\pi^1) - f(x^*) \leq \frac{1}{A^1} \left( \|\pi^0 - x^*\|^2 + \left( \frac{\sigma^2}{2Lr} + \delta \right) A^1 \right).
\]

For induction pass, assume that \( \mathbb{E} \|u^j - \pi^j\|^2 \leq \delta' \) for \( j = 0, \ldots, k \). By Lemma 4.5 if we set \( T_k = T \), then \( \mathbb{E} \|u^{k+1} - \pi^{k+1}\|^2 \leq \delta' \). Applying Lemma 4.4 again, we get

\[
\mathbb{E} f(\pi^k) - f(x^*) \leq \frac{1}{A^k} \left( \|\pi^0 - x^*\|^2 + \left( \frac{\sigma^2}{2Lr} + \delta \right) \sum_{i=1}^{k} A^i \right).
\]

Next, we substitute a bound on \( A^k \) from Lemma 4.3 and get

\[
\mathbb{E} f(\pi^N) - f(x^*)
\leq LR^2 \left( 1 + \frac{1}{2} \sqrt{\frac{\mu}{L}} \right)^{-2(N-1)} + \left( 1 + \sqrt{\frac{L}{\mu}} \right) \left( \frac{\sigma^2}{2Lr} + \delta \right)
\]

\[
= 2L_g R^2 \left( 1 + \frac{1}{4} \sqrt{\frac{\mu_g}{L_g}} \right)^{-2(N-1)} + \left( 1 + 2 \sqrt{\frac{L_g}{\mu_g}} \right) \left( \frac{\sigma^2}{4L_g r} + \delta \right).
\]

It remains to estimate the number of iterations required for \( \varepsilon \)-accuracy. In order to satisfy

\[
2L_g \|\pi^0 - x^*\|^2 \left( 1 + \frac{1}{4} \sqrt{\frac{\mu_g}{L_g}} \right)^{-2(N-1)} \leq \frac{\varepsilon}{2},
\]

\[
\left( 1 + 2 \sqrt{\frac{L_g}{\mu_g}} \right) \left( \frac{\sigma^2}{4L_g r} + \delta \right) \leq \frac{\varepsilon}{2},
\]

it is sufficient to choose \( \delta' = \frac{n \varepsilon^{3/2}}{32 L_g^{1/2} L^2}, \quad r = \frac{2\sigma^2}{\varepsilon \sqrt{L_g \mu_g}} \) and

\[
N = 3 \sqrt{\frac{L_g}{\mu_g}} \log \left( \frac{4L_g \|\pi^0 - x^*\|^2}{\varepsilon} \right).
\]

Finally, the total number of stochastic oracle calls per node equals

\[
N_{orcl} = N \cdot r = \frac{6\sigma^2}{n \mu_g \varepsilon} \log \left( \frac{4L_g \|\pi^0 - x^*\|^2}{\varepsilon} \right).
\]

Further, the total number of communications is

\[
N_{comm} = N \cdot T = 3 \sqrt{\frac{L_g}{\mu_g}} \log \left( \frac{4L_g \|\pi^0 - x^*\|^2}{\varepsilon} \right) \cdot \kappa \cdot \log \frac{D}{\delta'},
\]

\[
= O \left( \sqrt{\frac{L_g}{\mu_g}} \kappa \cdot \log \left( \frac{4L_g \|\pi^0 - x^*\|^2}{\varepsilon} \right) \log \frac{D}{\delta'} \right),
\]

where \( \kappa = \frac{\tau}{2\tau} \) if the communication network is time-varying and \( \kappa = \sqrt{\chi} \) if the communication network is fixed.