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Abstract

We investigate a two-player zero-sum stochastic differential game problem with the state process being constrained in a connected bounded closed domain, and the cost functional described by the solution of a generalized backward stochastic differential equation (GBSDE for short). We show that the value functions enjoy a (strong) dynamic programming principle, and are the unique viscosity solution of the associated Hamilton-Jacobi-Bellman-Isaacs equations with nonlinear Neumann boundary problems. To obtain the existence for viscosity solutions, we provide a new approach utilizing the representation theorem for generators of the GBSDE, which is proved by a random time change method and is a novel result in its own right.
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1. Introduction

This paper is concerned with a two-player zero-sum stochastic differential game problem with state constraints and recursive cost functionals. The presence of state constraints refers to the requirement that the state process lives in a connected bounded closed domain, where the convexity is unnecessary in our framework. And the cost functional is a recursive one because it is governed by the solution of a certain backward stochastic differential equations (BSDEs for abbreviation). The main objective of this paper is to establish a (strong) dynamic programming principle (DPP for short) for this control problem and characterize the value function as a unique viscosity solution of associated Hamilton-Jacobi-Bellman-Isaacs equations with nonlinear Neumann boundary problems.

Fleming and Souganidis [1989] initially explored the two-player zero-sum stochastic differential game, which translated from former purely deterministic differential game, such as Evans and Souganidis [1984], into the stochastic framework. Based on their works, many researchers developed the stochastic differential game to different directions, see Święch [1996], Buckdahn, Cardaliaguet, and Rainer [2004], Bayraktar and Poor [2005] and the references therein. Based on the pioneer works of Pardoux and Peng
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Peng [1992] introduced the nonlinear BSDE theory to the stochastic recursive optimal control and obtained the probabilistic interpretation for associated HJB equations. Their dynamics consists of a controlled coupled forward-backward stochastic differential equation, and the forward one describes the state process and the backward one induces the cost functional. Some researchers also studied zero-sum stochastic differential games governed by BSDEs, such as Hamadène and Lepeltier [1995a,b], but they need the diffusion coefficient is non-degenerate and independent of controls. Buckdahn and Li [2008] eliminated these restrictions and improved corresponding results of Fleming and Souganidis [1989] with two main differences. The first one is that their admissible control processes can depend on the full past of the trajectories of the driving Brownian motion; the second one is that their cost functional is induced by a controlled BSDE.

The state constraints for stochastic differential game arise naturally in many practical applications. A primary motivation is considered in the pursuit-evasion game model. For instance, the pursuer and evader move in a prescribed region, and the cost functional is the capture time, see Cardaliaguet, Quincampoix, and Saint Pierre [2001] for a survey. Recently, Krylov [2014] studied a stochastic differential game with state constraints using first exit time from a domain. Nevertheless, the recursive case of stochastic differential game with state constraints has not been widely studied, especially the probabilistic interpretation, in viscosity sense, for Isaacs equations utilizing the representation theorem for generators by a controlled BSDE. The former adopted the optimal control of recursive type but the latter did not. To prove the probabilistic interpretation, Li and Tang [2015] employed Peng’s approximation method proposed in Peng [1997]. This method is extensively distributed in different frameworks, see Buckdahn and Li [2008], Li and Wei [2014], and Buckdahn and Nie [2016] for a survey. In this paper we will introduce a new approach to prove the probabilistic interpretation for Isaacs equations utilizing the representation theorem for generators of BSDEs. This representation theorem is originally proved by Briand, Coquet, Hu, Mémin, and Peng [2000] and then further extended by Jiang [2008].

The dynamics of our stochastic differential game with state constraints is given by the following controlled reflected stochastic differential equation (RSDE for short),

\[
\begin{align*}
X^{t,x,u,v}_s &= x + \int_t^s b(r, X^{t,x,u,v}_r, u_r, v_r) \, dr + \int_t^s \sigma(r, X^{t,x,u,v}_r, u_r, v_r) \, dB_r + \int_t^s \nabla \phi(X^{t,x,u,v}_r) \, d\eta^{t,x,u,v}_r, \\
\eta^{t,x,u,v}_s &= \int_t^s 1_{\partial \Omega}(X^{t,x,u,v}_r) \, d\eta^{t,x,u,v}_r, \quad \eta^{t,x,u,v}_s \text{ is increasing, } s \in [t, T],
\end{align*}
\]

where \((t, x) \in [0, T] \times \overline{\Omega}\) is the initial data, \(u(\cdot)\) and \(v(\cdot)\) are two admissible controls, \(\eta^{t,x,u,v}_s\) is an adapted continuous increasing process, which is the reflecting process that keeps \(X^{t,x,u,v}_s\) from leaving the connected bounded closed domain \(\overline{\Omega}\). And the recursive cost functional is defined by \(J(t, x; u, v) = Y^{t,x,u,v}_t, \ (t, x) \in [0, T] \times \overline{\Omega}\), where \(Y^{t,x,u,v}_s\) is the unique solution of the following Generalized BSDE (GBSDE for short) introduced by Pardoux and Zhang [1998], setting \(\Theta := (X, Y, Z)\),

\[
\begin{align*}
-dY^{t,x,u,v}_s &= g(s, \Theta^{t,x,u,v}_s, u_s, v_s) \, ds + f(s, X^{t,x,u,v}_s, Y^{t,x,u,v}_s, u_s, v_s) \, d\eta^{t,x,u,v}_s - (Z^{t,x,u,v}_s, dB_s), \\
Y^{t,x,u,v}_T &= \Phi(X^{t,x,u,v}_T), \quad s \in [t, T],
\end{align*}
\]
where \((X^{t,x,u,v}, \eta^{t,x,u,v})\) is the unique solution of RSDE. As usual, the lower and upper value functions of our stochastic differential game with state constraints are, respectively, defined as follows,

\[
W(t,x) := \text{ess inf} \text{ ess sup} J(t,x;u,\beta[u]), \quad U(t,x) := \text{ess sup} \text{ ess inf} J(t,x;\alpha[v],v),
\]

where \(\alpha\) and \(\beta\) are, respectively, strategies for player I and II.

In this paper we aim to construct a strong DPP for the lower value function \(W(t,x)\), in which the intermediate time is a random time instead of the deterministic one. Using this DPP we illustrate that \(W(t,x)\) is the unique viscosity solution of Isaacs equations with nonlinear Neumann problems,

\[
\begin{align*}
&\partial_t W(t,x) + H^-(t,x,W,\nabla W,D^2 W) = 0, \quad (t,x) \in [0,T] \times \mathcal{O}, \\
&\frac{\partial}{\partial n} W(t,x) + \sup_{u \in \mathcal{U}} \inf_{v \in \mathcal{V}} f(t,x,W(t,x),u,v) = 0, \quad (t,x) \in [0,T] \times \partial \mathcal{O}, \\
&W(T,x) = \Phi(x), \quad x \in \mathcal{O},
\end{align*}
\]

with the Hamiltonian defined as \(H^-(t,x,y,p,A) := \sup_{u \in \mathcal{U}} \inf_{v \in \mathcal{V}} H(t,x,y,p,A,u,v)\), where \(H\) is defined as follows,

\[
H(t,x,y,p,A,u,v) := \frac{1}{2} Tr\{\sigma\sigma^*(t,x,u,v)A\} + (b(t,x,u,v),p) + g(t,x,y,\sigma^*p,u,v).
\]

Similarly, the upper value function \(U(t,x)\) enjoys the symmetric features.

Another remarkable result of this paper is the representation theorem for generators of GBSDEs. For brevity, we write the GBSDE as the following form with slight abuse of notions, for given \((t,y,z) \in [0,T] \times \mathbb{R} \times \mathbb{R}^d\) and \(0 < \varepsilon \leq T - t\),

\[
Y^\varepsilon_t = y + \langle z,B_{\tau^{++}} - B_t\rangle + \int_s^{\tau^{++}} g(r,Y^\varepsilon_r, Z^\varepsilon_r) dr + \int_s^{\tau^{++}} f(r,Y^\varepsilon_r) dA_r - \int_s^{\tau^{++}} \langle Z^\varepsilon_r, dB_r\rangle, \quad (3)
\]

where the functions \(g : \Omega \times [0,T] \times \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}\) and \(f : \Omega \times [0,T] \times \mathbb{R} \to \mathbb{R}\) are called generators, \(A\) is a given adapted continuous increasing process and \(\tau^{++}\) is the inverse function of \(A_s + s - A_t\), \(s \in [t,T]\).

The representation theorem for generators of GBSDE (3) we obtained can be roughly interpreted as that there exist a pair of positive processes \((a, b)\) with \(a + b = 1\) such that

\[
a_t g(t,y,z) + b_t f(t,y) = \lim_{\varepsilon \to 0^+} \varepsilon^{-1} (Y^\varepsilon_t - y), \quad \mathbb{P} - a.s..
\]

Special emphasis should be given to the approach we adopted to prove that \(W(t,x)\) is a viscosity solution of the Isaacs equation (2). In our approach the representation theorem for generators of GBSDEs plays the essential role. Compared with Peng’s approximation method, the representation theorem approach is more straightforward and applicable to general frameworks (such as, non-Lipschitz settings). Moreover, our approach can be easily extended into uncontrolled and unconstrained cases, i.e., the probabilistic interpretation for viscosity solution of semilinear and quasilinear PDEs. This can also be regarded as a new application of the representation theorem.

We would also like to mention that the usual method to such representation ceases to work for the case of GBSDEs, such as Briand, Coquet, Hu, Mémin, and Peng [2000] and Jiang [2008]. The usual method to the classical representation theorem \((f \equiv 0\) or \(A \equiv 0\) re) relies heavily on the Lebesgue Lemma...
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(A1) \( dP \times dt \) — a.e., \( g(t,\cdot,z) \) and \( f(t,\cdot) \) are continuous for all \( z \in \mathbb{R}^d \);

(A2) There exist some constants \( \lambda_1, \lambda_2 \in \mathbb{R} \) and \( K \geq 0 \), and two adapted processes \( (g_t,f_t)_{t\in[0,T]} \) valued in \([1,\infty)\) such that \( dP \times dt \) — a.e., for each \( y_1, y_2 \in \mathbb{R} \) and \( z, z_1, z_2 \in \mathbb{R}^d \),

(i) \(|y_1 - y_2|g(t,y_1,z) - g(t,y_2,z)| \leq \lambda_1|y_1 - y_2|^2, \quad (y_1 - y_2)\left(f(t,y_1) - f(t,y_2)\right) \leq \lambda_2|y_1 - y_2|^2; \)

(ii) \(|g(t,y,z_1) - g(t,y,z_2)| \leq K|z_1 - z_2|; \)

(iii) \(|g(t,y,z)| \leq g_t + K(|y| + |z|), \quad |f(t,y)| \leq f_t + K|y|; \)

(iv) \( E\left[\int_0^T e^{\lambda A_t}|g_t|^2 \, dt\right] + E\left[\int_0^T e^{\lambda A_t}|f_t|^2 \, dA_t\right] < \infty \) for all \( \lambda > 0 \).

\textbf{Lemma 1.} Let \( A \in \mathcal{A}(0,T;\mathbb{R}), \xi \in L^2(\Omega,F_T^0,\mathbb{P};\mathbb{R}), (A1) \) and \( (A2) \) hold, and \((Y_t,Z_t)_{t\in[0,T]}\) is a solution of GBSDE (4). Then for any \( \lambda > 0 \) there exists a constant \( C \geq 0 \) depending on \( \lambda_1, \lambda_2, K \) and \( T \) such that

\[
E\left[\sup_{t\in[0,T]} e^{\lambda A_t}|Y_t|^2 + \int_0^T e^{\lambda A_t}|Y_t|^2 \, dA_t + \int_0^T e^{\lambda A_t}|Z_t|^2 \, dt\right] 
\leq CE\left[e^{\lambda^2T}|\xi|^2 + \int_0^T e^{\lambda A_t}|g(t,0,0)|^2 \, dt + \int_0^T e^{\lambda A_t}|f(t,0)|^2 \, dA_t\right].
\]

\textbf{Lemma 2.} For each \( i = 1, 2, A^i \in \mathcal{A}(0,T;\mathbb{R}), \xi^i \in L^2(\Omega,F_T^0,\mathbb{P};\mathbb{R}), g^i \) and \( f^i \) satisfy \( (A1) \) and \( (A2) \), \((Y^i_t,Z^i_t)_{t\in[0,T]}\) is a solution of GBSDE \((\xi^i,T,g^i+f^i \, dA^i)\). Denote \( \hat{\Psi} := \Psi^1 - \Psi^2 \) with \( \Psi = \xi, A, g, f, Y \) and \( Z \). Then for any \( \lambda > 0 \) there exists a constant \( C \geq 0 \) such that

\[
E\left[\sup_{t\in[0,T]} e^{\lambda \hat{A}_t}|Y^i_t|^2 + \int_0^T e^{\lambda \hat{A}_t}|\hat{Z}^i_t|^2 \, dt\right] \leq CE\left[e^{\lambda \hat{A}_T}|\hat{\xi}|^2 + \int_0^T e^{\lambda \hat{A}_t}|\hat{g}(t,Y^i_t,Z^i_t)|^2 \, dt \right.
\left. + \int_0^T e^{\lambda \hat{A}_t}|\hat{f}(t,Y^i_t)|^2 \, dA^i_t + \int_0^T e^{\lambda \hat{A}_t}|\hat{f}(t,Y^i_t)^2 \, d|\hat{A}|_t\right],
\]

where \( \hat{k}_t := |\hat{A}|_t + A^2_t \) with \( |\hat{A}|_t \) denoting the total variation of the process \( \hat{A} \) in the interval \([0,t]\).

\textbf{Lemma 3.} Let assumptions of Lemma 2 are in force, and \( A^1 = A^2, \xi^1 \leq \xi^2, g^1(t,y,z) \leq g^2(t,y,z) \) and \( f^1(t,y) \leq f^2(t,y) \) for all \((y,z) \in \mathbb{R} \times \mathbb{R}^d, dP \times dt \) — a.e.. Then \( P \) a.s., \( Y^1_t \leq Y^2_t \) for all \( t \in [0,T] \).

3. Representation theorem for generators of GBSDEs

In this section we want to show the representation theorem for generators of GBSDE (4) by a method of random time change. As aforementioned in the Introduction, the method of random time change avoid the great difficulty brought from the random measure \( dA \). Our representation theorem is a nontrivial extension of the classical one, including Briand, Coquet, Hu, Mémin, and Peng [2000] and Jiang [2008].

3.1. The method of random time change

In this subsection we will introduce the method of random time change. Before that we need the following lemma, which interprets a necessary and sufficient condition for absolute continuity. The first assertion in Lemma 4 was obtained by M. A. Zaretzky (see, e.g., Ex 3.21 in Leoni [2009]), and the second one is an immediate consequence of the inverse function theorem.
Lemma 4. Let \( h : [a, b] \mapsto \mathbb{R} \) be continuous and strictly increasing, then its inverse function \( H : [h(a), h(b)] \mapsto \mathbb{R} \) is absolutely continuous if and only if the set \( \{ x \in [a, b] : \nabla h(x) = 0 \} \) has Lebesgue measure zero. Moreover, if \( |\nabla h(x)| \geq \varepsilon > 0 \) almost everywhere, then \( \nabla H(x) \leq 1/\varepsilon \) almost everywhere.

Next we will give some notions and well-known results about random time change, which can be find in [Ikeda and Watanabe, 1989, Chapter 2] and [Revuz and Yor, 2005, Chapter V].

Definition 5. By a process of time change \( \psi \) we mean any continuous \((\mathcal{F}_t)\)-adapted process \((\psi_t)_{t \geq 0}\) such that \( \psi_0 = 0, \ P - a.s., \ t \mapsto \psi_t \) is strictly increasing and \( \lim_{t \to \infty} \psi_t = \infty. \)

For a given process of time change \( \psi \) and \( t \in [0, \infty) \), we define, with the convention \( \inf\{\emptyset\} = \infty \),

\[
\tau_s := \inf\{t \geq 0 : \psi_t > s\}.
\]

We have the following assertions. \( \tau_0 = 0, \ \tau \) is continuous and strictly increasing and \( \lim_{s \to \infty} \tau_s = \infty. \) So the process \( \tau \) is called a time change associated with \( \psi. \) Furthermore, \( \tau \) coincides with the inverse function of \( \psi \) in pathwise sense. The family \((\tau_s)_{s \geq 0}\) is a family of \((\mathcal{F}_s)\)-stopping times, and for every \( t, \) the random variable \( \psi_t \) is a \((\mathcal{F}_{\tau_t})\)-stopping time. We also have that \( \psi_t = \inf\{s \geq 0 : \tau_s > t\} \), which indicates that \( \psi \) coincides with the inverse function of \( \tau \) in pathwise sense. Then \( \psi_{\tau_t} = \tau_{\psi_t} = t. \)

Set \( \tilde{F}_t := \mathcal{F}_{\tau_t}. \) Thus \((\tilde{F}_t)_{t \geq 0}\) is a reference family on \((\Omega, \mathcal{F}, P)\) and satisfies the usual conditions. Let \((X_t)_{t \geq 0}\) be a \((\mathcal{F}_t)\)-progressively measurable process and define \( \tilde{X}_t := X_{\tau_t}. \). Then \((\tilde{X}_t)_{t \geq 0}\) is a \((\tilde{F}_t)\)-progressively measurable process. We call \( X_{\tau} \) the time change of \( X \) by \( \tau \), and denote \( T_{\tau}X := X_{\tau} \).

We denote \( \mathcal{M}^{c,loc}_2 \) the family of all continuous locally square integrable martingales \((M_t)_{t \geq 0}\) relative to \((\mathcal{F}_t)\) such that \( M_0 = 0 \), and \( \tilde{\mathcal{M}}^{c,loc}_2 \) the similar family relative to \( \tilde{F}_t \). Then the map \( T_{\tau}(\cdot) : \mathcal{M}^{c,loc}_2 \rightarrow \tilde{\mathcal{M}}^{c,loc}_2 \) is a bijection which preserves all structures in the space of \( \mathcal{M}^{c,loc}_2 \). Also, the random time change commutes with Lebesgue-Stieltjes integrals and stochastic integrals, see the following lemma.

Lemma 6. Suppose that \( \tau \) is a time change associated with \( \psi \), \((H_t)_{t \geq 0}\) is \((\mathcal{F}_t)\)-progressively measurable process. We have

(i) If \((A_t)_{t \geq 0}\) is a continuous process of finite variation, then
\[
\left. \int_0^s H_r \, dA_r = \int_0^s H_r \, dA_{\tau_r}, \quad 0 \leq s < \infty; \right.
\]

(ii) If \((M_t)_{t \geq 0}\) belongs to \( \mathcal{M}^{c,loc}_2 \) and \((H_t)_{t \geq 0}\) satisfies \( P - a.s., \int_0^\infty H_r^2 \, d\langle M \rangle_t < \infty, \) then
\[
\left. \int_0^s H_r \, dM_r = \int_0^s H_r \, dM_{\tau_r}, \quad 0 \leq s < \infty. \right.
\]

We proceed to present a crucial Lemma 7 which illustrates our method of time change. The first assertion in Lemma 7 is an immediate consequence of Lemma 4 and the Radon-Nikodym theorem, and it can be interpreted as that any continuous and increasing process can be transformed by a random time change to an absolutely continuous process; the second one gives some fine properties of time changed Brownian motions, see Proposition V.1.5 and Theorem V.1.6 in [Revuz and Yor [2005] for more details.

Lemma 7. For each \((A_t)_{t \in [0,T]} \in \mathcal{A}(0,T; \mathbb{R})\), define \( \psi : \Omega \times [0,T] \mapsto \mathbb{R}^+ \) as \( \psi_t := A_t + t. \) Then
(i) the inverse function \( \tau \) of \( \psi \) exists with \( d\tau = a_s \, ds \) and \( dA_{\tau_s} = b_s \, ds \), where \((a_s, b_s)_{s \in [0, \psi_T]} \) is a pair of real-valued positive \((\mathcal{F}_s)\)-progressively measurable processes with \( a + b = 1 \) and \( a > 0 \);

(ii) \((B_{\tau_s})_{s \geq 0} \) is a continuous \((\mathcal{F}_s)\)-martingale, and enjoys the properties that for each \( s \geq 0 \), \( \mathbb{E}[B_{\tau_s}] = 0 \), \( \mathbb{E}[|B_{\tau_s}|^2] = \mathbb{E}[d\tau_s] \) and the quadratic variation of the \( i \)th coordinate \((B^i_{\tau_s}) = (B^i)_{\tau_s} = \tau_s\), \( \mathbb{P} \)-a.s.

We denote by \( \mathcal{H}^2_{\mathcal{F}}(0, T; \mathbb{R}^d) \) (or \( \mathcal{H}^2_{\mathcal{A}} \)) the set of \((\mathcal{F}_t)\)-progressively measurable \( \mathbb{R}^d \)-valued processes \((z_s)_{s \in [0, T]} \) such that \( \|z\|^2_{\mathcal{H}^2_{\mathcal{F}}} := \mathbb{E}[\int_0^T |z_s|^2 \, d\langle M \rangle_t] < \infty \), where \( M \in \mathcal{M}^\infty_2 \). Then \( \mathcal{H}^2_{\mathcal{F}} \) is a Hilbert space.

With the help of Lemmas 6 and 7, it is straightforward to verify the following Proposition 8, in which the same notations in Lemma 7 are adopted. This proposition interprets that GBSDE (4) is equivalent to a stochastic interval BSDE driven by a continuous martingale. The novelty lies in that the \( f(s, Y_s) \, dA_s \) is transformed to a part of the new generator of the BSDE driven by martingale.

**Proposition 8.** Let \( \xi \in L^2(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}) \), \((A_t)_{t \in [0, T]} \in \mathcal{A}(0, T; \mathbb{R}) \). If GBSDE (4), which is duplicated as follows,

\[
Y_t = \xi + \int_t^T g(s, Y_s, Z_s) \, ds + \int_t^T f(s, Y_s) \, dA_s - \int_t^T \langle Z_s, dA_s \rangle, \quad t \in [0, T],
\]

admits a unique solution \((Y_t, Z_t)_{t \in [0, T]} \) in \( \mathcal{S}^2 \times \mathcal{H}^2 \) with filtration \((\mathcal{F}_t)_{t \geq 0} \), then the following BSDE

\[
\tilde{Y}_t = \xi + \int_t^{\psi_T} \left( a_s g(\tau_s, \tilde{Y}_s, \tilde{Z}_s) + b_s f(\tau_s, \tilde{Y}_s) \right) \, ds - \int_t^{\psi_T} \langle \tilde{Z}_s, dA_{\tau_s} \rangle, \quad t \in [0, \psi_T].
\]

admits a unique solution \((\tilde{Y}_s := Y_{\tau_s}, \tilde{Z}_s := Z_{\tau_s})_{s \in [0, \psi_T]} \) in \( \mathcal{S}^2 \times \mathcal{H}^2_{\mathcal{B}} \) with filtration \((\mathcal{F}_{\tau_s})_{s \geq 0} \). Conversely, if BSDE (5) admits a unique solution \((\tilde{Y}_s, \tilde{Z}_s)_{s \in [0, \psi_T]} \) in \( \mathcal{S}^2 \times \mathcal{H}^2_{\mathcal{B}} \) with filtration \((\mathcal{F}_{\tau_s})_{s \geq 0} \), then \((Y_t := \tilde{Y}_{\psi}, Z_t := \tilde{Z}_{\psi})_{t \in [0, T]} \) in \( \mathcal{S}^2 \times \mathcal{H}^2 \) with filtration \((\mathcal{F}_t)_{t \geq 0} \) is the unique solution of GBSDE (4).

### 3.2. Representation theorem for generators

Fix a triplet \((t, y, z) \in [0, T] \times \mathbb{R} \times \mathbb{R}^d \), and choose a \( \varepsilon > 0 \) with \( \varepsilon \leq T - t \). For a given \((A_t)_{t \in [0, T]} \in \mathcal{A}(0, T; \mathbb{R}) \), define \( \psi : \Omega \times [t, T] \mapsto \mathbb{R}^+ \) as

\[
\psi_s := A_s + s - A_t.
\]

It is easily to see that \( \psi \) enjoys all the properties in Definition 5. Then the corresponding conclusions in Lemma 7 applies. We denote the inverse function of \( \psi \) by \( \tau \) and utilize the same notations of Lemma 7. Under assumptions (A1) – (A2), GBSDE (4) admits a unique solution. Since \( \tau \) belongs to \( \mathcal{T}_{t,T} \), similar arguments to Theorem 12 in Xiao and Fan [2017] yield that the following GBSDEs,

\[
Y_s = y + (z, B_{\tau_{s\varepsilon}} - B_t) + \int_s^{\tau_{t+\varepsilon}} g(r, Y_r, Z_r) \, dr - \int_s^{\tau_{t+\varepsilon}} f(r, Y_r) \, dA_r - \int_s^{\tau_{t+\varepsilon}} \langle Z_r, dA_r \rangle, \quad s \in [t, \tau_{t+\varepsilon}],
\]

admits a unique solution in \( \mathcal{S}^2 \times \mathcal{H}^2 \) with filtration \((\mathcal{F}_t)_{t \geq 0} \),

\[
(Y_s(y + (z, B_{\tau_{s\varepsilon}} - B_t), \tau_{t+\varepsilon}, g + f \, dA), Z_s(y + (z, B_{\tau_{s\varepsilon}} - B_t), \tau_{t+\varepsilon}, g + f \, dA))_{s \in [t, \tau_{t+\varepsilon}]},
\]

which is also denoted by \((Y_s^\varepsilon, Z_s^\varepsilon)_{s \in [t, \tau_{t+\varepsilon}]} \). Then we have the following representation theorem for generator of GBSDEs.
Theorem 9 (Representation Theorem). For given \((A_i)_{i \in [0,T]} \in \mathcal{A}(0,T; \mathbb{R})\), assume that \((A1) - (A2)\) hold, define \(\psi\) as in (6) and denote by its inverse function \(\tau\). Then there exist a pair of real-valued positive \((F_{\tau_s})\)-progressively measurable processes \(a, b\) with \(a + b = 1\) and \(a > 0\) such that for each \(y \in \mathbb{R}, \ z \in \mathbb{R}^d, \ 1 \leq p < 2\) and \(dt - \text{a.e.} \ t \in [0,T),\)

\[
L^p - \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \left( Y_t^\varepsilon - y \right) - \mathbb{E} \left[ \int_t^{t+\varepsilon} \left[ a_r g(\tau_r, y, z) - b_r f(\tau_r, y) \right] dr \mid F_{\tau_t} \right] = 0,
\]

\[
a_t g(t, y, z) + b_t f(t, y) = L^p - \lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \left( Y_t^\varepsilon - y \right).
\]

Proof. Let all the assumptions hold. Fix a triplet \((t, y, z) \in [0, T) \times \mathbb{R} \times \mathbb{R}^d\) and choose an \(\varepsilon > 0\) with \(\varepsilon \leq T - t\). To simplify notations, we denote the solution of GBSDE (7) by \((Y_t^\varepsilon, Z_t^\varepsilon, B)\). We make a time change to all the processes involved in GBSDE (7) by setting \(\tilde{\Psi} := \Psi_{\tau_t}\) with \(\Psi = Y^\varepsilon, Z^\varepsilon, B\). Then Proposition 8 indicates that

\[
\tilde{Y}_{s} = y + \langle z, \tilde{B}_{t+\varepsilon} - \tilde{B}_t \rangle + \int_s^{t+\varepsilon} \left( a_r g(\tau_r, Y^\varepsilon_r, Z^\varepsilon_r) + b_r f(\tau_r, Y^\varepsilon_r) \right) dr - \int_s^{t+\varepsilon} \langle \tilde{Z}^\varepsilon_r, d\tilde{B}_r \rangle, \quad s \in [t, t + \varepsilon],
\]

where \(d\tau_r = a_r dr, \ dA_r = b_r dr\) and \(a + b = 1\) with \(a > 0\). We set \(\overline{Y}_s := Y_s^\varepsilon - y - \langle z, \tilde{B}_t - \tilde{B}_t \rangle\) and \(\overline{Z}_s := \tilde{Z}_s^\varepsilon - z\), then for each \(s \in [t, t + \varepsilon]\),

\[
\overline{Y}_s = \int_s^{t+\varepsilon} \overline{\gamma}(r, \overline{Y}_r, \overline{Z}_r) dr - \int_s^{t+\varepsilon} \langle \overline{Z}_r, d\tilde{B}_r \rangle,
\]

where for each \(y' \in \mathbb{R}\) and \(z' \in \mathbb{R}^d\), we write

\[
\overline{\gamma}(r, y', z') := a_r g(\tau_r, y' + \langle z, \tilde{B}_t - \tilde{B}_t \rangle, z' + z) + b_r f(\tau_r, y' + y + \langle z, \tilde{B}_t - \tilde{B}_t \rangle).
\]

It is evident that \((A1)\) and \((A2)(ii)\) are fulfilled by \(\overline{\gamma}\), i.e., \(\overline{\gamma}(r, y', z')\) is continuous in \(y'\) and Lipschitz continuous in \(z'\), the Lipschitz constant is \(K a_r\). Moreover, it follows from \((A2)(i)\) that \(P-\text{a.s.}, \ \text{for each} \ \ \ y_1, y_2 \in \mathbb{R}\) and \(z' \in \mathbb{R}^d,\)

\[
\langle y_1 - y_2, \overline{\gamma}(r, y_1, z') - \overline{\gamma}(r, y_2, z') \rangle \leq \lambda_1 a_r |y_1 - y_2|^2 + \lambda_2 b_r |y_1 - y_2|^{2}, \quad \langle 11 \rangle
\]

which means that \((A2)(i)\) holds for \(\overline{\gamma}\), i.e., the monotonicity condition holds for \(\overline{\gamma}\). Next, by the linear growth of \(g\) and \(f\) in \((A2)(ii)\), we deduce that for each \(y' \in \mathbb{R}\) and \(z' \in \mathbb{R}^d,\)

\[
|\overline{\gamma}(r, y', z')| \leq a_r |g_{r}| + b_r |f_{r}| + 2K(|y'| + |y|) + 2K|z||\overline{B}_r - \overline{B}_t| + K|z'| + K|z|.
\]

Then \((i)\) in Lemma 7 and \((A2)(iii)\) yield that

\[
\mathbb{E} \left[ \int_t^{t+\varepsilon} a_r |g_r|^2 dr \right] = \mathbb{E} \left[ \int_t^{t+\varepsilon} |g_r|^2 dr \right] = \mathbb{E} \left[ \int_t^{\tau_{t+\varepsilon}} |g_r|^2 dr \right] \leq \mathbb{E} \left[ \int_0^T |g_r|^2 dr \right] < \infty.
\]

With analogous arguments we can obtain that \(\mathbb{E} \left[ \int_t^{t+\varepsilon} b_r |f_r|^2 dr \right] < \infty\). Moreover, it follows from the fact \(\tau \leq T\) and \((ii)\) in Lemma 7 that

\[
\mathbb{E} \left[ \int_t^{t+\varepsilon} |\tilde{B}_r - \tilde{B}_t|^2 dr \right] \leq 2 \int_t^{t+\varepsilon} \mathbb{E} \left[ |\tilde{B}_r|^2 \right] dr + 2t \varepsilon \leq 2 \varepsilon (dT + t) < \infty.
\]

Thereby, we know that \((A2)(iii)\) also holds for \(\overline{\gamma}\).
Next we will build an estimate for solutions of BSDE (10). For a constant $\lambda \geq 0$ which will be chosen later, Itô’s formula to $e^{\lambda r}|Y_r|^2$ yields that, for each $s \in [t, t+\varepsilon]$, 
\[
e^{\lambda s}|Y_s|^2 + \lambda \int_s^{t+\varepsilon} e^{\lambda r}|Y_r|^2 \, dr + \int_s^{t+\varepsilon} e^{\lambda r}|Z_r|^2 \, dr_r \leq 2 \int_s^{t+\varepsilon} e^{\lambda r}(Y_r, \tilde{g}(r,Y_r,Z_r)) \, dr - 2 \int_s^{t+\varepsilon} e^{\lambda r}(Y_r, Z_r) \, dB_r.
\]

The inner product including $\tilde{g}$ can be enlarged by (11) as follows,
\[
2(Y_r, \tilde{g}(r,Y_r,Z_r)) \leq 2\lambda_1 a_r |Y_r|^2 + 2\lambda_2 a_r |Z_r|^2 + 2\lambda_1 |Y_r| |Z_r| + 2|Y_r| |\tilde{g}(r,0,0)| \leq 2(\lambda_1 + \lambda_2 + K^2)|Y_r|^2 + \frac{a_r}{2}|Z_r|^2 + 2|Y_r| |\tilde{g}(r,0,0)|.
\]

Thus, by choosing $\lambda \geq 2(\lambda_1 + \lambda_2 + K^2)$ and the fact $dr_r = a_r \, dr$, we deduce that for each $s \in [t, t+\varepsilon]$, 
\[
E \left[ \int_s^{t+\varepsilon} e^{\lambda r}|Z_r|^2 \, dr_r \bigg| \mathcal{F}_{s}\right] \leq 2E \left[ \int_s^{t+\varepsilon} e^{\lambda r}|Y_r|^{2} |\tilde{g}(r,0,0)| \, dr \bigg| \mathcal{F}_{s}\right] + 4E \left[ \sup_{s \in [t, t+\varepsilon]} e^{\lambda s}|Y_s|^2 \bigg| \mathcal{F}_{s}\right].
\]

Moreover, we have that
\[
\sup_{r \in [t, t+\varepsilon]} e^{\lambda r}|Y_r|^2 \leq 2 \int_t^{t+\varepsilon} e^{\lambda r}|Y_r|^2 |\tilde{g}(r,0,0)| \, dr + 2 \sup_{s \in [t, t+\varepsilon]} \int_s^t e^{\lambda r}(Y_r, Z_r) \, dB_r.
\]

Then it follows from Burkholder-Davis-Gundy’s inequality and the basic inequality $2ab \leq a^2 + b^2/2$ that there exists a generic constant $C \geq 0$, which will change from line to line, such that
\[
E \left[ \sup_{r \in [t, t+\varepsilon]} e^{\lambda r}|Y_r|^2 \bigg| \mathcal{F}_{t}\right] \leq 2E \left[ \int_t^{t+\varepsilon} e^{\lambda r}|Y_r|^{2} |\tilde{g}(r,0,0)| \, dr \bigg| \mathcal{F}_{t}\right] + 4E \left[ \sup_{s \in [t, t+\varepsilon]} e^{\lambda s}|Y_s|^2 \bigg| \mathcal{F}_{t}\right].
\]

Immediately, we obtain that
\[
E \left[ \sup_{r \in [t, t+\varepsilon]} e^{\lambda r}|Y_r|^2 \bigg| \mathcal{F}_{t}\right] + E \left[ \int_t^{t+\varepsilon} e^{\lambda r}|Z_r|^2 \, dr_r \bigg| \mathcal{F}_{t}\right] \leq CE \left[ \int_t^{t+\varepsilon} e^{\lambda r}|Y_r|^{2} |\tilde{g}(r,0,0)| \, dr \bigg| \mathcal{F}_{t}\right].
\]

Finally, the right hand side term of the previous inequality can be estimated as follows,
\[
CE \left[ \int_t^{t+\varepsilon} e^{\lambda r}|Y_r|^{2} |\tilde{g}(r,0,0)| \, dr \bigg| \mathcal{F}_{t}\right] \leq \frac{1}{4} E \left[ \sup_{s \in [t, t+\varepsilon]} e^{\lambda s}|Y_s|^2 \bigg| \mathcal{F}_{t}\right] + C^2 E \left[ \left( \int_t^{t+\varepsilon} e^{\lambda r/2} |\tilde{g}(r,0,0)| \, dr \right)^{2} \bigg| \mathcal{F}_{t}\right],
\]

which indicates the following estimate for solutions of BSDE (10),
\[
E \left[ \sup_{r \in [t, t+\varepsilon]} e^{\lambda r}|Y_r|^2 \bigg| \mathcal{F}_{t}\right] + E \left[ \int_t^{t+\varepsilon} e^{\lambda r}|Z_r|^2 \, dr_r \bigg| \mathcal{F}_{t}\right] \leq CE \left[ \left( \int_t^{t+\varepsilon} e^{\lambda r/2} |\tilde{g}(r,0,0)| \, dr \right)^{2} \bigg| \mathcal{F}_{t}\right].
\]

Furthermore, the previous estimate and Hölder’s inequality yields that
\[
\frac{1}{\varepsilon} E \left[ \sup_{r \in [t, t+\varepsilon]} |Y_r|^2 + \int_t^{t+\varepsilon} |Z_r|^2 \, dr_r \right] \leq CE \left[ \int_t^{t+\varepsilon} |\tilde{g}(r,0,0)|^2 \, dr \right].
\]

Thus, the absolute continuity of integrals indicates that
\[
\lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} E \left[ \sup_{r \in [t, t+\varepsilon]} |Y_r|^2 + \int_t^{t+\varepsilon} |Z_r|^2 \, dr_r \right] = 0. \tag{12}
\]

Next taking $s = t$ and then conditional expectation with respect to $\mathcal{F}_{t}$ in both sides of BSDE (10) lead to the following identity, $P - a.s.,$
\[
\frac{1}{\varepsilon} \tilde{Y}_{t} - y = \frac{1}{\varepsilon} Y_{t} - \frac{1}{\varepsilon} E \left[ \int_t^{t+\varepsilon} \tilde{g}(r,Y_r,Z_r) \, dr \bigg| \mathcal{F}_{t}\right].
\]
We set
\[ M^\varepsilon_t := \frac{1}{\varepsilon} \mathbb{E} \left[ \int_t^{t+\varepsilon} \tilde{g}(r, Y^\varepsilon_r, Z_r^\varepsilon) \, dr \middle| \mathcal{F}_{r_t} \right], \quad N^\varepsilon_t := \frac{1}{\varepsilon} \mathbb{E} \left[ \int_t^{t+\varepsilon} \tilde{g}(r, 0, 0) \, dr \middle| \mathcal{F}_{r_t} \right]. \]
Hence, it holds that
\[ \frac{1}{\varepsilon} (\tilde{Y}^\varepsilon_t - y) - a_t g(t, y, z) - b_t f(t, y) = \frac{1}{\varepsilon} Y^\varepsilon_t - \tilde{g}(t, 0, 0) = \frac{1}{\varepsilon} Y^\varepsilon_t - \tilde{g}(t, 0, 0) = M^\varepsilon_t - N^\varepsilon_t + N^\varepsilon_t - \tilde{g}(t, 0, 0). \]
Then it reduces to prove that \((M^\varepsilon_t - N^\varepsilon_t)\) and \((N^\varepsilon_t - \tilde{g}(t, 0, 0))\) tend to 0 in \(L^p\) \((1 \leq p < 2)\) sense for \(dt - a.e. \ t \in [0, T]\) as \(\varepsilon \to 0^+\), respectively. To this end, we should employ the following proposition, which is a corollary of Proposition 2 in Fan, Jiang, and Xu [2011].

**Proposition 10.** Assume that the generator \(\tilde{g}\) satisfies (A1) and (A2)(iii), and let \(y \in \mathbb{R}\). Then there exist a nonnegative \((\mathcal{F}_{r_t})\)-progressively measurable process sequence \(\{M^\varepsilon_t\}_{\varepsilon \in (0, \delta]}\) depending on \(y\) such that \(\lim_{\varepsilon \to 0^+} \mathbb{E}[|M^\varepsilon_t|^2] = 0\) for \(dt - a.e. \ t \in [0, T]\), and \(\mathbb{P}\) - a.s., for each \(n \geq 1\) and \(y' \in \mathbb{R}\),
\[ |\tilde{g}(t, y', 0) - \tilde{g}(t, y, 0)| \leq 2n|y - y'| + |\tilde{g}''_t|. \]

Continue the proof of Theorem 9. It follows from Jensen’s and Hölder’s inequalities, (A2)(ii) for \(\tilde{g}\) and Proposition 10 that for \(dt - a.e. \ t \in [0, T]\), \(n \geq 1\) and \(1 \leq p < 2\),
\[
\mathbb{E}[|M^\varepsilon_t - N^\varepsilon_t|^p] \leq \mathbb{E} \left[ \left( \frac{1}{\varepsilon} \int_t^{t+\varepsilon} |\tilde{g}(r, Y^\varepsilon_r, Z_r^\varepsilon) - \tilde{g}(r, 0, 0)| \, dr \right)^p \right] \\
\leq 2^p \mathbb{E} \left[ \left( \frac{1}{\varepsilon} \int_t^{t+\varepsilon} 2n|Y^\varepsilon_r| + K a_r |Z_r^\varepsilon| \, dr \right)^p \right] + 2^p \mathbb{E} \left[ \left( \frac{1}{\varepsilon} \int_t^{t+\varepsilon} |\tilde{g}''_r| \, dr \right)^p \right] \\
\leq 4^p (2n + K)^p \mathbb{E} \left[ \frac{1}{\varepsilon} \int_t^{t+\varepsilon} (|Y^\varepsilon_r|^p + a_r |Z_r^\varepsilon|^p) \, dr \right] + 2^p \mathbb{E} \left[ \left( \frac{1}{\varepsilon} \int_t^{t+\varepsilon} |\tilde{g}''_r| \, dr \right)^p \right].
\]

The first term on the right hand side of the previous inequality tends to 0 as \(\varepsilon \to 0^+\) because of (12). Concerning the second term, Proposition 2.2 in Jiang [2008] implies that for \(dt - a.e. \ t \in [0, T]\), each \(n \geq 1\) and \(1 \leq p < 2\),
\[
\lim_{\varepsilon \to 0^+} \mathbb{E} \left[ \left( \frac{1}{\varepsilon} \int_t^{t+\varepsilon} |\tilde{g}''_r| \, dr \right)^p \right] = \mathbb{E}[|\tilde{g}''_t|^p].
\]
Note that the right hand side in the previous identity tends to 0 as \(n \to \infty\). Hence, by sending \(\varepsilon \to 0^+\) and then \(n \to \infty\) in (13), we get that for \(dt - a.e. \ t \in [0, T]\), \(\lim_{\varepsilon \to 0^+} \mathbb{E}[|M^\varepsilon - N^\varepsilon|^p] = 0\). Then we get the identity (8).

Now we consider the term \((N^\varepsilon_t - \tilde{g}(t, 0, 0))\). It follows from Jensen’s inequality and Proposition 2.2 in Jiang [2008] that for \(dt - a.e. \ t \in [0, T]\), and each \(1 \leq p < 2\), as \(\varepsilon \to 0^+\),
\[
\mathbb{E}[|N^\varepsilon_t - \tilde{g}(t, 0, 0)|^p] \leq \mathbb{E} \left[ \left( \frac{1}{\varepsilon} \int_t^{t+\varepsilon} |\tilde{g}(r, 0, 0) - \tilde{g}(t, 0, 0)| \, dr \right)^p \right] \to 0.
\]
Hence, we get the identity (9). Then the proof of Theorem 9 is completed.

\[\square\]

4. Stochastic differential games with state constraints and dynamic programming principle

In this section we will show the dynamic programming principle (DPP) for the stochastic differential game with state being constrained in a connected bounded closed domain, where the state equation is induced by a controlled RSDE and the cost functional is given by a GBSDE. We clarify that the control
state space $U$ (resp., $V$) is a compact metric space, and the admissible control set $\mathcal{U}$ (resp., $\mathcal{V}$) for the player I (resp., II) is the set of all $U$ (resp., $V$)-valued ($\mathcal{F}_t$)-progressively measurable processes.

Let $\mathcal{O}$ be an open connected bounded subset of $\mathbb{R}^n$ given by $\mathcal{O} = \{ x \in \mathbb{R}^n : \phi(x) > 0 \}$ with $\phi \in C^2(\mathbb{R}^n; \mathbb{R})$, and such that $\partial \mathcal{O} = \{ x \in \mathbb{R}^n : \phi(x) = 0 \}$, with $|\nabla \phi(x)| = 1$ for all $x \in \partial \mathcal{O}$. Observe that $\nabla \phi(x)$ coincides with the unit normal pointing toward the interior of $\mathcal{O}$ at $x \in \partial \mathcal{O}$. Another observation is that $\phi$, $\nabla \phi$ and $D^2 \phi$ are bounded in $\overline{\mathcal{O}}$. Then there exists a constant $C_0 > 0$ such that

$$2(x' - x, \nabla \phi(x)) + C_0|x - x'|^2 \geq 0, \quad \forall x \in \partial \mathcal{O}, \ x' \in \overline{\mathcal{O}}. \quad (14)$$

We also postulate that $0 \in \mathcal{O}$. For given admissible controls $u(\cdot) \in \mathcal{U}$ and $v(\cdot) \in \mathcal{V}$, the corresponding state processes starting from $\zeta \in L^2(\Omega, \mathcal{F}_t, \mathbb{P}; \mathcal{O})$ at the initial time $t \in [0, T]$ is governed by the following RSDE,

$$\left\{ \begin{array}{l}
X_s^{t, \zeta, u, v} = \zeta + \int_s^t b(r, X_r^{t, \zeta, u, v}, u_r, v_r) \, dr + \int_s^t \sigma(r, X_r^{t, \zeta, u, v}, u_r, v_r) \, dB_r + \int_s^t \nabla \phi(X_r^{t, \zeta, u, v}) \, d\eta_r^{t, \zeta, u, v}, \\
\eta_s^{t, \zeta, u, v} = \int_s^t 1_{\partial \mathcal{O}}(X_r^{t, \zeta, u, v}) \, d\eta_r^{t, \zeta, u, v}, \quad \eta_s^{t, \zeta, u, v} \text{ is increasing,} \quad s \in [t, T].
\end{array} \right. \quad (15)$$

Here, the deterministic functions $b : [0, T] \times \mathcal{O} \times U \times V \mapsto \mathbb{R}^n$ and $\sigma : [0, T] \times \mathcal{O} \times U \times V \mapsto \mathbb{R}^{n \times d}$ satisfy the following assumptions:

(H1) $b$ and $\sigma$ are uniformly bounded, and for each $x \in \mathbb{R}^n$, $b(\cdot, x, \cdot, \cdot)$, $\sigma(\cdot, x, \cdot, \cdot)$ are continuous;

(H2) There exists a constant $K > 0$ such that for all $t \in [0, T]$, each $x_1, x_2 \in \overline{\mathcal{O}}$ and $(u, v) \in U \times V$,

$$|b(t, x_1, u, v) - b(t, x_2, u, v)| + |\sigma(t, x_1, u, v) - \sigma(t, x_2, u, v)| \leq K|x_1 - x_2|.$$

Then by Theorem 1 in Marin-Rubio and Real [2004] we know that RSDE (15) admits a unique solution $(X_s^{t, \zeta, u, v}, \eta_s^{t, \zeta, u, v})_{s \in [t, T]}$, which is ($\mathcal{F}_s$)-progressively measurable and values in $\mathcal{O} \times \mathbb{R}^+$. Proposition 25 in Section 6 indicates the following estimates. For each $t \in [0, T]$, $0 \leq \delta \leq T - t$, $\zeta, \zeta' \in L^2(\Omega, \mathcal{F}_t, \mathbb{P}; \mathcal{O})$, $u(\cdot) \in \mathcal{U}$ and $v(\cdot) \in \mathcal{V}$, there exists a constant $C \geq 0$ depending on $K$, $T$, $\phi$, $b$ and $\sigma$ such that

$$\mathbb{E}\left[ \sup_{s \in [t, T]} |X_s^{t, \zeta, u, v} - X_s^{t, \zeta', u, v}|^4 + \sup_{s \in [t, T]} |\eta_s^{t, \zeta, u, v} - \eta_s^{t, \zeta', u, v}|^4 \right] \leq C(\zeta - \zeta')^4;$$

$$\mathbb{E}\left[ \sup_{s \in [t, T]} |X_s^{t, \zeta, u, v}|^4 \right] \leq C(1 + |\zeta|^4); \quad (16)$$

$$\mathbb{E}\left[ \sup_{s \in [t, t+\delta]} |X_s^{t, \zeta, u, v} - \zeta|^4 \right] \leq C\delta^2; \quad \mathbb{E}\left[ |\eta_{t+\delta}^{t, \zeta, u, v}|^4 \right] \leq C\delta^2. \quad (17)$$

For simplicity of notations, we will denote $M := \mathcal{O} \times \mathbb{R} \times \mathbb{R}^d$; an element in $M$ is denoted by $\Theta := (X, Y, Z)$ with $X \in \mathcal{O}$, $Y \in \mathbb{R}$ and $Z \in \mathbb{R}^d$. Similarly, we use $\theta := (x, y, z)$, and so on. Next we introduce the following controlled GBSDE, for given admissible controls $u(\cdot) \in \mathcal{U}$ and $v(\cdot) \in \mathcal{V}$,

$$\left\{ \begin{array}{l}
dY_s^{t, \Xi, u, v} = g(s, \Theta_s^{t, \Xi, u, v}, u_s, v_s) \, ds + f(s, X_s^{t, \Xi, u, v}, Y_s^{t, \Xi, u, v}, u_s, v_s) \, dB_s, \\
Y_T^{t, \Xi, u, v} = \Phi(X_T^{t, \Xi, u, v}), \quad s \in [t, T],
\end{array} \right. \quad (18)$$

where $(X_s^{t, \zeta, u, v}, \eta_s^{t, \zeta, u, v})_{s \in [t, T]}$ is the unique solution of RSDE (15), the mappings $\Phi : \mathbb{R}^n \mapsto \mathbb{R}$, $g : [0, T] \times M \times U \times V$, $f \mapsto [0, T] \times \mathcal{O} \times \mathbb{R} \times U \times V$ satisfy the following assumptions:
(H3) For each \( x \in \mathbb{R}^n \) and \( z \in \mathbb{R}^d \), \( g(\cdot, x, \cdot, z, \cdot, \cdot) \) and \( f(t, x, y, \cdot, \cdot) \) are continuous, and \( f(\cdot, \cdot, \cdot, u, v) \in C^{1,2,2}(\mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}; \mathbb{R}) \).

(H4) There exist some constants \( \lambda_1, \lambda_2 \in \mathbb{R} \) and \( K \geq 0 \) such that for each \( t \in [0, T] \), \( \theta, \theta_1, \theta_2 \in M \), and \( (u, v) \in U \times V \),
\[
\begin{align*}
(i) \quad (y_1 - y_2)(g(t, x, y_1, z, u, v) - g(t, x, y_2, z, u, v)) & \leq \lambda_1|y_1 - y_2|^2, \\
(ii) \quad (y_1 - y_2)(f(t, x, y_1, u, v) - f(t, x, y_2, u, v)) & \leq \lambda_2|y_1 - y_2|^2; \\
(iii) \quad |g(t, 0, y, 0, u, v)| + |f(t, 0, y, u, v)| & \leq K(1 + |y|).
\end{align*}
\]

It is evident that the coefficient \( \Phi \) satisfies the global linear growth condition in \( x \), i.e., \( |\Phi(x)| \leq C(1 + |x|) \).

Proposition 25, (H4)(ii) and (H4)(iii) yield that (A2)(iii) and (A2)(iv) hold, then GBSDE (18) admits a unique solution \((Y_s^{t, \xi, u, v}, Z_s^{t, \xi, u, v})_{s \in [t, T]} \in \mathcal{S}^2(t, T; \mathbb{R}) \times \mathcal{H}^2(t, T; \mathbb{R}^d) \). Proposition 26 in Section 6 implies that there exists some constant \( C \) such that for all \( t \in [0, T] \), \( \zeta, \zeta' \in L^2(\Omega, F_t, \mathbb{P}; \mathcal{O}) \), \( u(\cdot) \in U \) and \( v(\cdot) \in V \), \( \mathbb{P} \) a.s.,
\[
|Y_t^{t, \xi, u, v} - Y_t^{t, \xi', u, v}| \leq C(|\zeta - \zeta'| + |\zeta - \zeta'|^{1/2}), \quad |Y_t^{t, \xi, u, v}| \leq C(1 + |\zeta|).
\]

Next we define some subspaces of admissible controls and the admissible strategies for the game, which are borrowed from Buckdahn and Li [2008].

**Definition 11.** An admissible control process \((u_r)_{r \in [t, s]}\) (resp., \((v_r)_{r \in [t, s]}\)) for player I (resp., II) on \([t, s] \) (\( t < s \leq T \)) is a \((F_r)\)-progressively measurable process taking values in \( U \) (resp., \( V \)). The set of all admissible controls for player I (resp., II) on \([t, s] \) is denoted by \( U_{t,s} \) (resp., \( V_{t,s} \)). We identify two processes \( u \) and \( \overline{u} \) in \( U_{t,s} \) and write \( u \equiv \overline{u} \) on \([t, s] \), if \( \mathbb{P}\{u = \overline{u}, \text{ a.e. in } [t, s]\} = 1 \). Similarly, we interpret \( v \equiv \overline{v} \) on \([t, s] \) in \( V_{t,s} \).

**Definition 12.** A non-anticipative strategy for player I on \([t, s] \) (\( t < s \leq T \)) is a mapping \( \alpha : V_{t,s} \mapsto U_{t,s} \) such that, for any stopping time \( S \in \mathcal{T}_{t,s} \) and any \( v_1, v_2 \in V_{t,s} \), with \( v_1 \equiv v_2 \) on \([t, S]\), it holds that \( \alpha[v_1] \equiv \alpha[v_2] \) on \([t, S]\). Non-anticipative strategies for player II on \([t, s] \), \( \beta : U_{t,s} \mapsto V_{t,s} \), are defined similarly. The set of all non-anticipative strategies \( \alpha : V_{t,s} \mapsto U_{t,s} \) for player I on \([t, s] \) is denoted by \( \mathcal{A}_{t,s} \). The set of all non-anticipative strategies \( \beta : U_{t,s} \mapsto V_{t,s} \) for player II on \([t, s] \) is denoted by \( \mathcal{B}_{t,s} \).

Given the admissible control processes \( u(\cdot) \in U_{t,T} \) and \( v(\cdot) \in V_{t,T} \), we define the associated cost functional as follows:
\[
J(t, x; u, v) := Y_s^{t, x, u, v}|_{s = t}, \quad (t, x) \in [0, T] \times \mathcal{O},
\]
where the process \( Y_s^{t, x, u, v} \) is the uniqueness solution of controlled GBSDE (18). Since \( J(t, x; u, v) \) is continuous in \( x \), by some approximation arguments we can get that \( \mathbb{P} \) a.s., \( J(t, \cdot; u, v) = Y_t^{t, \zeta, u, v} \) holds for each \( t \in [0, T] \) and \( \zeta \in L^1(\Omega, F_t, \mathbb{P}; \mathcal{O}) \).

Let us now define the lower and upper value functions of our stochastic differential game with state constraints as follows, respectively,
\[
W(t, x) := \text{essinf}_{\beta \in \mathcal{B}_{t,T}} \text{esssup}_{u \in U_{t,T}} J(t, x; u, \beta[u]); \quad U(t, x) := \text{esssup}_{\alpha \in \mathcal{A}_{t,T}} \text{essinf}_{v \in V_{t,T}} J(t, x; \alpha[v], v), \quad (t, x) \in [0, T] \times \mathcal{O}.
\]
We can prove that the previous lower and upper value functions are deterministic, see Proposition 13. The Girsanov transformation method and the uniqueness for solutions of RSDE (15) and GBSDE (18) play a key role in the proof. The arguments are very analogous to Proposition 3.3 in Buckdahn and Li [2008] so we omit them.

**Proposition 13.** For each \((t, x) \in [0, T] \times \overline{\Omega}\), we have \(W(t, x) = E[W(t, x)]\) and \(U(t, x) = E[U(t, x)]\), \(P\)–a.s.. By identifying \(W(t, x)\) and \(U(t, x)\) with their deterministic versions, we can consider \(W, U : [0, T] \times \overline{\Omega} \rightarrow \mathbb{R}\) as deterministic functions.

Next we focus on the study of the properties of \(W(t, x)\) because the counterparts for \(U(t, x)\) can be obtained similarly. As a consequence of (19) and (20), \(W(t, x)\) is continuous in \(x\).

**Theorem 14.** There exists a constant \(C > 0\) such that for all \(t \in [0, T]\), \(x\) and \(x' \in \overline{\Omega}\),

\[
|W(t, x) - W(t, x')| \leq C(|x - x'| + |x - x'|^{1/2}),
\]

\[
|W(t, x)| \leq C(1 + |x|).
\]

Before illustrating the (weak) DPP for the lower value function \(W(t, x)\), we should adapt the notion of backward semigroups, initiated by Peng [1997], from the BSDE case to the GBSDE case. For each given initial data \((t, x) \in [0, T] \times \overline{\Omega}\), any two stopping times \(\tau \in \mathcal{T}_t, T\) and \(\eta \in \mathcal{T}_t, \tau\), two admissible control processes \(u(\cdot) \in \mathcal{U}_{t, \tau}\) and \(v(\cdot) \in \mathcal{V}_{t, \tau}\) and a random variable \(\xi \in L^2(\Omega, \mathcal{F}_\tau; \mathbb{P}; \mathbb{R})\), we put

\[
G_{\sigma, \tau}^{t, x, u, v}[\xi] := Y_{\sigma, \tau}^{t, x, u, v},
\]

where the pair \((Y_s^{t, x, u, v}, Z_s^{t, x, u, v})_{s \in [t, \tau]}\) is the solution of the following GBSDE,

\[
\begin{cases}
- d\dot{Y}_s^{t, x, u, v} = g(s, X_s^{t, x, u, v}, \bar{Y}_s^{t, x, u, v}, Z_s^{t, x, u, v}, u_s, v_s) \, ds - (\bar{Z}_s^{t, x, u, v}, dB_s) \\
\quad \quad + f(s, X_s^{t, x, u, v}, \overline{Y}_s^{t, x, u, v}, u_s, v_s) \, d\eta_s^{t, x, u, v}, \\
Y_\tau^{t, x, u, v} = \xi, \quad s \in [t, \tau],
\end{cases}
\]

and \((X_s^{t, x, u, v}, \eta_s^{t, x, u, v})\) is the solution of RSDE (15). Then, concerning the solution \(Y_{t, x, u, v}\) of GBSDE (18) we have the flow property for the backward semigroup \(G\), i.e., for each \(\tau \in \mathcal{T}_t, T\),

\[
J(t, x; u, v) = Y_{t, x, u, v} = G_{t, t, \tau}^{t, x, u, v}[\Phi(X_{\tau}^{t, x, u, v})] = G_{t, t, \tau}^{t, x, u, v}[Y_{\tau}^{t, x, u, v}].
\]

Now we present the corresponding (weak) DPP. Its proof is quite analogous to that of Theorem 3.6 in Buckdahn and Li [2008] because all the major tools employed by them hold true in our framework, such as the non-anticipativity property of \(\beta\), the uniqueness for solutions of RSDE (15) and GBSDE (18) and Theorem 14. Thus, we omit its proof.

**Theorem 15** (Weak DPP). Assume that (H1) – (H4) hold. For each \((t, x) \in [0, T] \times \overline{\Omega}\) and \(0 < \delta \leq T - t\), the lower value function \(W(t, x)\) enjoys the following DPP:

\[
W(t, x) = \essinf_{\beta \in \mathcal{B}_{t, t+\delta}} \esssup_{u \in \mathcal{U}_{t, t+\delta}} G_{t, t+\delta}^{t, x, u, \beta}[W(t + \delta, X_{t+\delta}^{t+\delta, u, \beta})].
\]
Remark 16. It is easily followed from the previous DPP (or Remark 3.4 in Buckdahn and Li [2008]) that for each \((t,x) \in [0,T] \times \mathcal{O}, 0 < \delta \leq T - t, \text{ and } \varepsilon > 0,\)

(i) for each \(\beta[\cdot] \in \mathcal{B}_{t,t+\delta} \), there exists some \(u^\varepsilon(\cdot) \in \mathcal{U}_{t,t+\delta}\) such that

\[
W(t,x) \leq G_{t,t+\delta}^{t,x,u^\varepsilon,\beta[u^\varepsilon]}[W(t+\delta, X_{t+\delta}^{t,x,u^\varepsilon,\beta[u^\varepsilon]})] + \varepsilon, \quad P - a.s.;
\]

(ii) there exists some \(\beta^\varepsilon[\cdot] \in \mathcal{B}_{t,t+\delta}\) such that for all \(u(\cdot) \in \mathcal{U}_{t,t+\delta}\),

\[
W(t,x) \geq G_{t,t+\delta}^{t,x,u,\beta^\varepsilon[u]}[W(t+\delta, X_{t+\delta}^{t,x,u,\beta^\varepsilon[u]})] - \varepsilon, \quad P - a.s..
\]

With the help of Remark 16, we can prove the continuity of the lower value function \(W(t,x)\) with respect to \(t\).

Theorem 17. Assume that \((H1) - (H4)\) hold. Then for each \(x \in \mathcal{O}\) and \(t', \in [0,T]\), there exists a constant \(C \geq 0\) such that

\[
|W(t,x) - W(t',x)| \leq C(|t-t'|^{1/2} + |t-t'|^{1/4}).
\]

Proof. Let assumptions hold, \((t,x) \in [0,T] \times \mathcal{O}\) and \(0 < \delta \leq T - t\). It is sufficient to prove the following inequality by Remark 16,

\[
-C(\delta^{1/2} + \delta^{1/4}) \leq W(t,x) - W(t + \delta, x) \leq C(\delta^{1/2} + \delta^{1/4}).
\]

We only prove the second inequality in the previous inequality since the other one can be shown in a similar way. It follows from (i) in Remark 16 that for small enough \(\varepsilon > 0\), arbitrarily chosen \(\beta[\cdot] \in \mathcal{B}_{t,t+\delta}\) and \(u^\varepsilon(\cdot) \in \mathcal{U}_{t,t+\delta}\),

\[
W(t,x) - W(t + \delta, x) \leq I_1^\delta + I_2^\delta + \varepsilon,
\]

where

\[
I_1^\delta := G_{t,t+\delta}^{t,x,u^\varepsilon,\beta[u^\varepsilon]}[W(t + \delta, X_{t+\delta}^{t,x,u^\varepsilon,\beta[u^\varepsilon]})] - G_{t,t+\delta}^{t,x,u^\varepsilon,\beta[u^\varepsilon]}[W(t + \delta, x)],
\]

\[
I_2^\delta := G_{t,t+\delta}^{t,x,u^\varepsilon,\beta[u^\varepsilon]}[W(t + \delta, x)] - W(t + \delta, x).
\]

We now estimate \(I_1^\delta\) and \(I_2^\delta\) respectively. In view of the notion of backward semigroups, Lemma 2, Theorem 14 and (17), we can deduce that there exists a constant \(C \geq 0\), which does not depend on the controls and is allowed to vary from line to line, such that

\[
|I_1^\delta|^2 \leq CE \left[ |W(t + \delta, X_{t+\delta}^{t,x,u^\varepsilon,\beta[u^\varepsilon]}) - W(t + \delta, x)|^2 \right] F_t,
\]

\[
\leq CE \left[ |X_{t+\delta}^{t,x,u^\varepsilon,\beta[u^\varepsilon]} - x|^2 \right] F_t \leq C(\delta + \delta^{1/2}).
\]

From the definition of \(G_{t,t+\delta}^{t,x,u^\varepsilon,\beta[u^\varepsilon]}[\cdot]\) we know that \(I_2^\delta\) can be written as

\[
I_2^\delta = E \left[ W(t + \delta, x) + \int_t^{t+\delta} g(r, X_{t+\delta}^{t,x,u^\varepsilon,\beta[u^\varepsilon]}, \bar{Y}_{t+\delta}^{t,x,u^\varepsilon,\beta[u^\varepsilon]}, \bar{Z}_{t+\delta}^{t,x,u^\varepsilon,\beta[u^\varepsilon]}, u^\varepsilon, \beta^\varepsilon[u^\varepsilon]) dright.
\]

\[
+ \left. \int_t^{t+\delta} f(r, X_{t+\delta}^{t,x,u^\varepsilon,\beta[u^\varepsilon]}, Y_{t+\delta}^{t,x,u^\varepsilon,\beta[u^\varepsilon]}, u^\varepsilon, \beta^\varepsilon[u^\varepsilon]) d\mathcal{F}_t \right] F_t - W(t + \delta, x).
\]
Noticing that $W(t + \delta, x)$ is deterministic, we derive by Hölder’s inequality, linear growth for $g$ and $f$, (16), (17), Proposition 26 and boundedness of $\mathcal{O}$ that
\[
|J_{\delta}^2|^2 \leq C \mathbb{E} \left[ \delta \int_{t}^{t+\delta} \left( 1 + |X_{r}^{t,x,u,v,\beta}[u]|^2 + |Y_{r}^{t,x,u,v,\beta}[u]|^2 + |Z_{r}^{t,x,u,v,\beta}[u]|^2 \right) \mathcal{F}_r \right] + C \mathbb{E} \left[ |\eta_{t+\delta}^{t,x,u,v,\beta}[u]|^2 \int_{t}^{t+\delta} \left( 1 + |X_{r}^{t,x,u,v,\beta}[u]|^2 + |Y_{r}^{t,x,u,v,\beta}[u]|^2 + |Z_{r}^{t,x,u,v,\beta}[u]|^2 \right) \mathcal{F}_r \right] \leq C \delta.
\]
Thereby, we get that $W(t, x) - W(t + \delta, x) \leq C(\delta^{1/2} + \delta^{1/4}) + \varepsilon$. Then letting $\varepsilon \to 0$ yields the desired results. The proof is completed. □

Observe that the continuity of $W(t, x)$ in $t$ implies the continuity of $J(t, x; u, v)$ in $t$. Then also by some approximation arguments we can get that $\mathbb{P}$-a.s., $J(t, \tau; u, v) = Y^{\tau, \zeta; u, v}_t$ holds for each $t \in \mathcal{T}_{t,T}$ and $\zeta \in L^2(\Omega, \mathcal{F}_r, \mathbb{P}; \mathcal{O})$. Hence, the flow property of the backward semigroup $G$ can be written as
\[
J(t, x; u, v) = Y^{t,x,u,v}_t = G_{t,T}^{t,x,u,v}[\Phi(X^{t,x,u,v}_r)] = G_{t,T}^{t,x,u,v}[Y^{t,x,u,v}_r] = G_{t,T}^{t,x,u,v}[Y^{t,x,u,v}_t] = G_{t,T}^{t,x,u,v}[J(t, X^{t,x,u,v}_r; u, v)]. \tag{21}
\]

From Theorem 14 and Theorem 17, similarly to Proposition 2.6 in Wu and Yu [2014] and Theorem A.2 in Buckdahn and Li [2008], we deduce the following conclusion.

**Lemma 18.** For each initial data $(t, x) \in [0, T] \times \mathcal{O}$, $\tau \in \mathcal{T}_{t,T}$ and $\xi \in L^2(\Omega, \mathcal{F}_r, \mathbb{P}; \mathcal{O})$,
\[
W(\tau, \xi) = \operatorname{essinf}_{\beta \in \mathcal{B}_{t,T}} \operatorname{esssup}_{u \in \mathcal{U}_{t,T}} J(\tau, \xi; u, \beta[u]), \quad \mathbb{P}$-a.s..
\]

We are now ready to show the following (strong) DPP. The main difference between the weak and strong versions of DPP lies in that the intermediate time in the strong version is a random time $\tau \in \mathcal{T}_{t,T}$, instead of the deterministic time $t + \delta$.

**Theorem 19 (Strong DPP).** Assume that (H1) – (H4) hold. For each $(t, x) \in [0, T] \times \mathcal{O}$ and $\tau \in \mathcal{T}_{t,T}$, the lower value function $W(t, x)$ enjoys the following DPP:
\[
W(t, x) = \operatorname{essinf}_{\beta \in \mathcal{B}_{t,T}} \operatorname{esssup}_{u \in \mathcal{U}_{t,T}} G_{t,T}^{t,x,u,\beta[u]}[W(\tau, X^{t,x,u,\beta[u]}_r)], \quad \mathbb{P}$-a.s..
\]

**Proof.** This proof is similar to that of Theorem 3.6 in Buckdahn and Li [2008], but it needs some necessary modifications. We denote the right hand side of desired identity by $W_r(t, x)$.

We first introduce a concatenation operation of controls. For each $\tau \in \mathcal{T}_{t,T}$, $u_1(\cdot) \in \mathcal{U}_{t,\tau}$ and $u_2(\cdot) \in \mathcal{U}_{\tau, T}$, we define
\[
(u_1 \oplus u_2)_s(\omega) := (u_1)_s(\omega)1_{[t,\tau(\omega)]} + (u_2)_s(\omega)1_{[\tau(\omega), T]}, \quad s \in [t, T].
\]
For any $\beta[\cdot] \in \mathcal{B}_{t,T}$ and $u_2(\cdot) \in \mathcal{U}_{\tau, T}$, we define a restriction $\beta_2[\cdot]$ of $\beta[\cdot]$ to $\mathcal{B}_{t,T}$ as follows:
\[
\beta_2[u_2] := \beta[u_1 \oplus u_2]_{[t,\tau]}, \quad u_1(\cdot) \in \mathcal{U}_{t,\tau}.
\]
Then we have $\beta_1[\cdot] \in \mathcal{B}_{t,T}$. Similarly, we define the restriction $\beta_2[\cdot] \in \mathcal{B}_{T,T}$ of $\beta[\cdot]$ to $\mathcal{B}_{t,T}$, i.e., for each $u_1(\cdot) \in \mathcal{U}_{t,\tau}$,
\[
\beta_2[u_2] := \beta[u_1 \oplus u_2]_{[\tau, T]}, \quad u_2(\cdot) \in \mathcal{U}_{\tau, T}.
\]
The non-anticipativity of \( \beta[\cdot] \) indicates that \( \beta_1[\cdot] \) and \( \beta_2[\cdot] \) are independent of the choice \( u_2(\cdot) \in \mathcal{U}_{t,T} \) and \( u_1(\cdot) \in \mathcal{U}_{t,T} \), respectively; moreover, we actually have \( \beta[u_1 \oplus u_2] = \beta_1[u_1] \oplus \beta_2[u_2] \) for any \( u_1(\cdot) \in \mathcal{U}_{t,T} \) and \( u_2(\cdot) \in \mathcal{U}_{t,T} \).

For each \((t, x) \in [0, T] \times \Omega\), \( \tau \in \mathcal{T}_{t,T} \), \( u_1(\cdot) \in \mathcal{U}_{t,T} \), \( \beta_1[\cdot] \in \mathcal{B}_{t,T} \) and \( \beta_2[\cdot] \in \mathcal{B}_{t,T} \), we define

\[
I_{\tau}(t, x, u_1, \beta_1, \beta_2) := \text{esssup}_{u_2 \in \mathcal{U}_{t,T}} J(\tau, X^t,x,u_1,\beta_1[u_1]; u_2, \beta_2[u_2]).
\]

Then by the definition of \( W \) in (20) we get that

\[
W(\tau, X^t,x,u_1,\beta_1[u_1]) = \inf_{\beta_2 \in \mathcal{B}_{t,T}} I_{\tau}(t, x, u_1, \beta_1, \beta_2), \quad \mathbf{P} - \text{a.s.}
\]

Next we start our proof and it will be divided into two steps.

**First Step:** \( W(t, x) \leq W_{\tau}(t, x) \).

For each \((t, x) \in [0, T] \times \Omega\), \( \tau \in \mathcal{T}_{t,T} \), \( u_1(\cdot) \in \mathcal{U}_{t,T} \) and \( \beta_1[\cdot] \in \mathcal{B}_{t,T} \), there exists a sequence \( \{\beta^j[\cdot]\}_{j \geq 1} \subset \mathcal{B}_{t,T} \) such that

\[
W(\tau, X^t,x,u_1,\beta_1[u_1]) = \inf_{j \geq 1} I_{\tau}(t, x, u_1, \beta_1, \beta^j_2), \quad \mathbf{P} - \text{a.s.}
\]

For each \( \varepsilon > 0 \) and \( j \geq 1 \), we put

\[
\tilde{\lambda}_j := \left\{ I_{\tau}(t, x, u_1, \beta_1, \beta^j_2) \leq W(\tau, X^t,x,u_1,\beta_1[u_1]) + \varepsilon \right\}.
\]

Then \( \tilde{\lambda}_j \in \mathcal{F}_\tau \) for each \( j \geq 1 \), and \( \Lambda_1 := \tilde{\lambda}_1 \), \( \Lambda_j := \tilde{\lambda}_j \cap (\bigcup_{i=1}^{j-1} \tilde{\lambda}_i) \), \( j \geq 2 \) forms a partition of \((\Omega, \mathcal{F}_\tau)\). We can also get that \( \beta^j[\cdot] := \sum_{j \geq 1} 1_{\Lambda_j} \beta^j_2[\cdot] \) belongs to \( \mathcal{B}_{t,T} \). And the uniqueness of the solutions of RSDE (15) and GBSDE (18) implies that

\[
\sum_{j \geq 1} 1_{\Lambda_j} I_{\tau}(t, x, u_1, \beta_1, \beta^j_2) = \text{esssup}_{u_2 \in \mathcal{U}_{t,T}} \sum_{j \geq 1} 1_{\Lambda_j} J(\tau, X^t,x,u_1,\beta_1[u_1]; u_2, \beta^j_2[u_2])
\]

\[
= \text{esssup}_{u_2 \in \mathcal{U}_{t,T}} J(\tau, X^t,x,u_1,\beta_1[u_1]; u_2, \beta^j_2[u_2]) = I_{\tau}(t, x, u_1, \beta_1, \beta^j_2).
\]

Thus, we conclude that for each \( \varepsilon > 0 \), \( \tau \in \mathcal{T}_{t,T} \), \( u_1(\cdot) \in \mathcal{U}_{t,T} \) and \( \beta_1[\cdot] \in \mathcal{B}_{t,T} \),

\[
W(\tau, X^t,x,u_1,\beta_1[u_1]) \geq \sum_{j \geq 1} 1_{\Lambda_j} I_{\tau}(t, x, u_1, \beta_1, \beta^j_2) - \varepsilon = I_{\tau}(t, x, u_1, \beta_1, \beta^j_2) - \varepsilon. \tag{22}
\]

Next, for each \( \varepsilon > 0 \), \( u(\cdot) \in \mathcal{U}_{t,T} \) and \( \beta_1[\cdot] \in \mathcal{B}_{t,T} \), we define \( \beta[u] := \beta_1[u_1] \oplus \beta_2[u_2] \), where \( u_1 := u|_{[t,T]} \) and \( u_2 := u|_{(t,T]} \). It is obvious that \( \beta[u] \in \mathcal{B}_{t,T} \). It follows from (20) that for such defined \( \beta[u] \in \mathcal{B}_{t,T} \), we have \( \mathbf{P} - \text{a.s.} \), \( W(t, x) \leq \text{esssup}_{u \in \mathcal{U}_{t,T}} J(t, x; u, \beta[u]) \). Then there exists a sequence \( \{u^i(\cdot)\}_{i \geq 1} \subset \mathcal{U}_{t,T} \) such that

\[
\text{esssup}_{u \in \mathcal{U}_{t,T}} J(t, x; u, \beta[u]) = \text{sup}_{i \geq 1} J(t, x; u^i, \beta[u^i]), \quad \mathbf{P} - \text{a.s.}
\]

For any \( \varepsilon > 0 \) and each \( i \geq 1 \), we put

\[
\tilde{\Gamma}_i := \left\{ \text{sup}_{i \geq 1} J(t, x; u^i, \beta[u^i]) \leq J(t, x; u^i, \beta[u^i]) + \varepsilon \right\}.
\]

Then \( \tilde{\Gamma}_i \in \mathcal{F}_t \) for each \( i \geq 1 \), and \( \Gamma_1 := \tilde{\Gamma}_1 \), \( \Gamma_i := \tilde{\Gamma}_i \cap (\bigcup_{i=1}^{i-1} \tilde{\Gamma}_i) \in \mathcal{F}_t \), \( i \geq 2 \), forms a partition of \((\Omega, \mathcal{F}_t)\). We also have that \( u^i(\cdot) := \sum_{i \geq 1} \Gamma_i, u^i(\cdot) \) belongs to \( \mathcal{U}_{t,T} \). Moreover, the non-anticipativity of
where \( \beta[\cdot] \) and the uniqueness for solutions of RSDE (15) and GBSDE (18) yield that \( \beta[u^\varepsilon] = \sum_{i \geq 1} 1_{\Gamma_i} \beta[u^i] \)
and \( J(t, x; u^\varepsilon, \beta[u^\varepsilon]) = \sum_{i \geq 1} 1_{\Gamma_i} J(t, x; u^i, \beta[u^i]) \), \( P - a.s. \). Hence, from (21) we deduce that

\[
W(t, x) \leq \sum_{i \geq 1} 1_{\Gamma_i} \sup_{t \geq 1} J(t, x; u^i, \beta[u^i]) \leq \sum_{i \geq 1} 1_{\Gamma_i} J(t, x; u^i, \beta[u^i]) + \varepsilon
\]

\[
= J(t, x; u^\varepsilon, \beta[u^\varepsilon]) + \varepsilon = G_{t,\tau}^{u^\varepsilon, \beta[u^\varepsilon]}[J(\tau, X_{\tau}^{t, u^\varepsilon, \beta[u^\varepsilon]}; u^\varepsilon, \beta[u^\varepsilon]) + \varepsilon], \quad P - a.s.,
\]

where \( \tau \in \mathcal{T}_{t,\tau} \). Note that \( u^\varepsilon = u^1 \oplus u^2 + \beta[u^\varepsilon] = \beta_1[u^1] \oplus \beta_2[u^2] \), where \( u^1 := u^\varepsilon|_{[t, \tau]} \), \( u^2 := u^\varepsilon|_{[\tau, T]} \) and \( \beta_1[\cdot] \in \mathcal{B}_{t,\tau} \). Then we have the following identity,

\[
G_{t,\tau}^{u^\varepsilon, \beta[u^\varepsilon]}[J(\tau, X_{\tau}^{t, u^\varepsilon, \beta[u^\varepsilon]}; u^\varepsilon, \beta[u^\varepsilon])] = G_{t,\tau}^{u^1, \beta_1[u^1]}[J(\tau, X_{\tau}^{t, u^1, \beta_1[u^1]}; u^1, \beta_2[u^2])].
\]

Thus, Lemma 3 and the inequality (22) yield that

\[
W(t, x) \leq G_{t,\tau}^{u^1, \beta_1[u^1]}[J(t, x, u^1, \beta_1, \beta_2)] + \varepsilon
\]

\[
\leq G_{t,\tau}^{u^1, \beta_1[u^1]}[W(t, X_{\tau}^{t, u^1, \beta_1[u^1]})] + \varepsilon + \varepsilon
\]

\[
\leq G_{t,\tau}^{u^1, \beta_1[u^1]}[W(t, X_{\tau}^{t, u^1, \beta_1[u^1]})] + (C + 1)\varepsilon, \quad P - a.s.
\]

Therefore, by the definition of \( W_\varepsilon(t, x) \) we obtain that \( P - a.s., W(t, x) \leq W_\varepsilon(t, x) + (C + 1)\varepsilon \). Finally, sending \( \varepsilon \to 0 \) yields the desired result.

**Second Step:** \( W(t, x) \geq W_\varepsilon(t, x) \).

For each \( (t, x) \in [0, T] \times \mathcal{F}_\tau \), \( \tau \in \mathcal{T}_{t,\tau} \), \( u^1(\cdot) \in \mathcal{U}_{t,\tau}, \beta_1[\cdot] \in \mathcal{B}_{t,\tau} \) and \( \beta_2[\cdot] \in \mathcal{B}_{t,\tau} \), there exists a sequence \( \{u^2_i(\cdot)\}_{i \geq 1} \subset \mathcal{U}_{t,\tau} \) such that \( I_\tau(t, x, u^1, \beta_1, \beta_2) = \sup_{i \geq 1} J(\tau, X_{\tau}^{t, u^1, \beta_1[u^i]}; u^1, \beta_2[u^2_i]) \). For each \( \varepsilon > 0 \) and \( i \geq 1 \), we put

\[
\tilde{I}_i := \left\{ I_\tau(t, x, u^1, \beta_1, \beta_2) \leq J(\tau, X_{\tau}^{t, u^1, \beta_1[u^i]}; u^1, \beta_2[u^2_i]) + \varepsilon \right\}.
\]

Then \( \tilde{I}_i \in \mathcal{F}_\tau \) for each \( i \geq 1 \), and \( I_1 := \tilde{I}_1 \), \( I_2 := \tilde{I}_2/(\cup_{i=1}^{\infty} \tilde{I}_i) \), \( i \geq 2 \) forms a partition of \( (\Omega, \mathcal{F}_\tau) \). We can also get that \( u^2_i(\cdot) := \sum_{i \geq 1} 1_{\tilde{I}_i} u^i \) belongs to \( \mathcal{U}_{t,\tau}, \beta_2[u^2_i] = \sum_{i \geq 1} 1_{\tilde{I}_i} \beta_2[u^2_i] \). Thus, the uniqueness for solution of GBSDE implies that

\[
I_\tau(t, x, u^1, \beta_1, \beta_2) \leq \sum_{i \geq 1} 1_{\tilde{I}_i} J(\tau, X_{\tau}^{t, u^1, \beta_1[u^i]}; u^1, \beta_2[u^2_i]) + \varepsilon = J(\tau, X_{\tau}^{t, u^1, \beta_1[u^i]}; u^1, \beta_2[u^2_i]) + \varepsilon.
\]

It follows from the definition of \( W(t, x) \) in (20) that there exists a sequence \( \{\beta_i[\cdot]\}_{i \geq 1} \subset \mathcal{B}_{t,\tau} \) satisfying

\[
W(t, x) = \inf_{i \geq 1} \sup_{u \in \mathcal{U}_{t,\tau}} J(t, x; u, \beta_i[u]).
\]

For each \( \varepsilon > 0 \) and \( i \geq 1 \), we put

\[
\tilde{A}_i := \left\{ \sup_{u(\cdot) \in \mathcal{U}_{t,\tau}} J(t, x; u, \beta^i[u]) - \varepsilon \leq W(t, x) \right\}.
\]

Then \( \tilde{A}_i \in \mathcal{F}_\tau \) for each \( i \geq 1 \), and \( A_1 := \tilde{A}_1 \), \( A_i := \tilde{A}_i/(\cup_{i=1}^{\infty} \tilde{A}_i) \), \( i \geq 2 \) forms a partition of \( (\Omega, \mathcal{F}_\tau) \). We also have that \( \beta^i[\cdot] := \sum_{i \geq 1} 1_{A_i} \beta_i[\cdot] \) belongs to \( \mathcal{B}_{t,\tau} \). And the uniqueness of RSDE (15) and GBSDE (18) implies that \( J(t, x; u, \beta^i[u]) = \sum_{i \geq 1} 1_{A_i} J(t, x; u, \beta_i[u]) \). Thus, (21) indicates that, for each \( \tau \in \mathcal{T}_{t,\tau} \),

\[
W(t, x) \geq \sum_{i \geq 1} 1_{A_i} \sup_{u \in \mathcal{U}_{t,\tau}} J(t, x; u, \beta^i[u]) - \varepsilon \geq \sum_{i \geq 1} 1_{A_i} J(t, x; u, \beta^i[u]) - \varepsilon
\]
Take \( u := u_1 \oplus u_2^\varepsilon \) for each \( u_1(\cdot) \in \mathcal{U}_{t,\tau} \). Let \( \beta_1^\varepsilon [\cdot] \) and \( \beta_2^\varepsilon [\cdot] \) be the restriction of \( \beta^\varepsilon [\cdot] \) to \( \mathcal{B}_{t,\tau} \) and \( \mathcal{B}_{\tau,\tau} \), respectively. Then we have \( \beta^\varepsilon[u] = \beta_1^\varepsilon[u_1] \oplus \beta_2^\varepsilon[u_2^\varepsilon] \). Hence, we obtain the following identity,

\[
G_{t,\tau}^{t,x;u,\beta^\varepsilon}[J(\tau, X_{t,\tau}^{t,x;u,\beta^\varepsilon}; u, \beta^\varepsilon[u])] = G_{t,\tau}^{t,x;u_1,\beta_1^\varepsilon[u_1]}[J(\tau, X_{t,\tau}^{t,x;u_1,\beta_1^\varepsilon[u_1]; u_2^\varepsilon, \beta_2^\varepsilon[u_2^\varepsilon]])].
\]

Then, we deduce that

\[
W(t, x) \geq G_{t,\tau}^{t,x;u_1,\beta_1^\varepsilon[u_1]}[\iota_{\tau}(t, x, \beta_1^\varepsilon, \beta_2^\varepsilon) - \varepsilon] - \varepsilon \\
\geq G_{t,\tau}^{t,x;u_1,\beta_1^\varepsilon[u_1]}[\essinf_{\beta_2 \in \mathcal{B}_{t,\tau}} I_{t,\tau}(t, x, \beta_1^\varepsilon, \beta_2)] - (C + 1)\varepsilon \\
= G_{t,\tau}^{t,x;u_1,\beta_1^\varepsilon[u_1]}[W(\tau, X_{t,\tau}^{t,x;u_1,\beta_1^\varepsilon[u_1]}; u_2^\varepsilon, \beta_2^\varepsilon[u_2^\varepsilon])].
\]

Therefore, by the definition of \( W_{\tau}(t, x) \) we derive that \( P - a.s., \ W(t, x) \geq W_{\tau}(t, x) - (C + 1)\varepsilon \). Then sending \( \varepsilon \to 0 \) yields that desired result.

5. Viscosity solutions of Isaacs equations

This section aims at proving the lower value function \( W(t, x) \) and upper value function \( U(t, x) \) are, respectively, the unique viscosity solution of following Hamilton-Jacobi-Bellman-Isaacs equations:

\[
\begin{aligned}
\frac{\partial}{\partial t}W(t, x) + H^-(t, x, W, \nabla W, D^2W) &= 0, \quad (t, x) \in [0, T) \times \mathcal{O}, \\
\frac{\partial}{\partial n}W(t, x) + \sup_{u \in U} \inf_{v \in V} f(t, x, W(t, x), u, v) &= 0, \quad (t, x) \in [0, T) \times \partial \mathcal{O}, \\
W(T, x) &= \Phi(x), \quad x \in \overline{\mathcal{O}},
\end{aligned}
\]

and

\[
\begin{aligned}
\frac{\partial}{\partial t}U(t, x) + H^+(t, x, U, \nabla U, D^2U) &= 0, \quad (t, x) \in [0, T) \times \mathcal{O}, \\
\frac{\partial}{\partial n}U(t, x) + \inf_{v \in V} \sup_{u \in U} f(t, x, U(t, x), u, v) &= 0, \quad (t, x) \in [0, T) \times \partial \mathcal{O}, \\
U(T, x) &= \Phi(x), \quad x \in \overline{\mathcal{O}}.
\end{aligned}
\]

where the Hamiltonians and operator \( \partial/\partial n \) are defined as follows, for each \( t \in [0, T], x \in \overline{\mathcal{O}}, y \in \mathbb{R}, p \in \mathbb{R}^n \) and \( A \in S^n \) with \( S^n \) being the set of all \( n \times n \) symmetric matrices,

\[
\begin{align*}
H^-(t, x, y, p, A) &:= \sup_{u \in U} \inf_{v \in V} \left\{ \frac{1}{2} Tr\{\sigma \sigma^*(t, x, u, v)A + \langle b(t, x, u, v), p \rangle + g(t, x, y, \sigma^* p, u, v) \} \right\}, \\
H^+(t, x, y, p, A) &:= \inf_{v \in V} \sup_{u \in U} \left\{ \frac{1}{2} Tr\{\sigma \sigma^*(t, x, u, v)A + \langle b(t, x, u, v), p \rangle + g(t, x, y, \sigma^* p, u, v) \} \right\}, \\
\frac{\partial}{\partial n} &:= \sum_{i=1}^n \frac{\partial}{\partial x_i}(x) \cdot \frac{\partial}{\partial x_i}.
\end{align*}
\]

For this purpose, we provide a new approach — the representation theorem for generators of GBS-DEs, instead of Peng’s approximation method introduced by Peng [1997]. The representation theorem approach is more convenient.

Let us recall the viscosity solution of PDE (23), which is adapted from Crandall, Ishii, and Lions [1992] and Buckdahn and Li [2008]. The counterpart of PDE (24) is analogous.
Definition 20. A function $W \in C([0, T] \times \overline{O}; \mathbb{R})$ is called a viscosity sub- (resp., super-) solution of (23) if $W(T, x) \leq \Phi(x)$ for all $x \in \overline{O}$ (resp., $W(T, x) \geq \Phi(x)$), and for any $\varphi \in C^{1,2}([0, T] \times \overline{O}; \mathbb{R})$ such that whenever $(t, x) \in [0, T] \times \overline{O}$ is global maximum (resp., minimum) of $W - \varphi$, we have

\[
\begin{align*}
\partial_t \varphi(t, x) + H^-(t, x, W, \nabla \varphi, D^2 \varphi) & \geq 0, \quad x \in \overline{O}; \\
[\partial_t \varphi(t, x) + H^-(t, x, W, \nabla \varphi, D^2 \varphi)] & \vee \left[\frac{\partial \varphi}{\partial n}(t, x) + \sup_{u \in U, v \in V} f(t, x, W, u, v)\right] \geq 0, \quad x \in \partial \overline{O},
\end{align*}
\]

Moreover, a function $W \in C([0, T] \times \overline{O}; \mathbb{R})$ is called a viscosity solution of (23) if it is both a viscosity subsolution and a viscosity supersolution.

5.1. Viscosity solution of Isaacs equation: Existence result

Here we only prove that the lower value function $W(t, x)$ is a viscosity solution of PDE (23) since the proof of $U(t, x)$ being a viscosity solution of PDE (24) is symmetric. The representation theorem for generators of GBSDEs play an essential role in proof.

Theorem 21. Assume that (H1) - (H4) hold. Then the lower value function $W(t, x)$ is a viscosity solution of PDE (23).

Proof. The continuity of $W(t, x)$ in $(t, x)$ follows from Theorems 14 and 17. For given initial data $(t, x) \in [0, T] \times \overline{O}$, we define $\psi : \Omega \times [t, T] \mapsto \mathbb{R}^+$ as $\psi_s := \eta_s^{t,x,u,v} + s$. Its inverse function is denoted by $\tau_s$. We know that for each given $r \in [t, \psi_T]$, $\tau_r \in T_{t, t}$.

First Step. This step aims to prove that $W(t, x)$ is a viscosity subsolution of (23). Take any $\varphi \in C^{1,2}([0, T] \times \overline{O}; \mathbb{R})$ and $(t, x) \in [0, T] \times \overline{O}$ such that $W - \varphi$ achieves the global maximum at $(t, x)$. Without loss of generality, we assume $W(t, x) = \varphi(t, x)$. Since $W(T, x) = \Phi(x)$ is trivially satisfied for all $x \in \overline{O}$, we only need to prove (25).

It follows from Theorem 19 that for each $0 < \delta \leq T - t$,

$$
\varphi(t, x) = W(t, x) = \operatorname{essinf}_{\beta \in B_{t, \tau_{t+\delta}}} \operatorname{esssup}_{u \in U_{t, \tau_{t+\delta}}} C_{t, \tau_{t+\delta}}^{t,x,u,\beta}[u] W(t, X^{t,x,u,\beta}[u]), \quad \text{P - a.s.}
$$

The fact $W \leq \varphi$ and Lemma 3 imply that

$$
\operatorname{essinf}_{\beta \in B_{t, \tau_{t+\delta}}} \operatorname{esssup}_{u \in U_{t, \tau_{t+\delta}}} \left\{ C_{t, \tau_{t+\delta}}^{t,x,u,\beta}[\varphi(\tau_{t+\delta}, X^{t,x,u,\beta}[u])] - \varphi(t, x) \right\} \geq 0, \quad \text{P - a.s.}
$$

For each $u(\cdot) \in U_{t, \tau_{t+\delta}}$ and $v(\cdot) \in V_{t, \tau_{t+\delta}}$, we denote $Y_{t, \tau_{t+\delta}}^{u,v} := C_{t, \tau_{t+\delta}}^{t,x,u,v}[\varphi(\tau_{t+\delta}, X^{t,x,u,v}[\cdot])]$, which is a solution of the following GBSDE,

$$
\begin{align*}
Y_{t+\delta}^{u,v} &= \varphi(\tau_{t+\delta}, X^{t,x,u,v}[\tau_{t+\delta}]) + \int_{t}^{\tau_{t+\delta}} g(r, X_{r}^{t,x,u,v}, Y_{r}^{u,v}, Z_{r}^{u,v}, u_r, v_r) dr \\
&\quad + \int_{t}^{\tau_{t+\delta}} f(r, X_{r}^{t,x,u,v}, Y_{r}^{u,v}, Z_{r}^{u,v}, u_r, v_r) d\eta_{r}^{t,x,u,v} - \int_{t}^{\tau_{t+\delta}} \langle Z_{r}^{t,x,u,v}, dB_r \rangle.
\end{align*}
$$
Itô’s formula to \( \varphi(t, X^t_{r,x,u,v}) \) yields that

\[
\varphi(t, x) = \varphi(t, x) + \left( \int_t^{t+\delta} \nabla \varphi(r, X^r_{t,x,u,v}) \, \sigma(r, X^r_{t,x,u,v}, u_r, v_r) \, dB_r \right) - \int_t^{t+\delta} \partial_r \varphi(r, X^r_{t,x,u,v}) \, dr
- \int_t^{t+\delta} \left( \frac{1}{2} \text{Tr} \{ \sigma \sigma^* \} \right) \, dr
- \int_t^{t+\delta} \frac{\partial}{\partial n} \varphi(r, X^r_{t,x,u,v}) \, d\eta_r^{x,u,v}.
\]

Next we set

\[
\hat{Y}^u,v,\delta := Y^u,v,\delta - \varphi(\cdot, X^t_{r,x,u,v}), \quad \hat{Z}^u,v,\delta := Z^u,v,\delta - \sigma^*(\cdot, X^t_{r,x,u,v}, u, v) \nabla \varphi(\cdot, X^t_{r,x,u,v}).
\]

Hence, we deduce that

\[
\hat{Y}^u,v,\delta = \left. \int_t^{t+\delta} G(r, X^r_{t,x,u,v}, \hat{Y}^u,v,\delta_r, \hat{Z}^u,v,\delta_r, u_r, v_r) \, dr \right|_{t} + \int_t^{t+\delta} F(r, X^r_{t,x,u,v}, \hat{Y}^u,v,\delta_r, \hat{Z}^u,v,\delta_r, u_r, v_r) \, d\theta - \int_t^{t+\delta} \langle \hat{Z}^u,v,\delta_r, dB_r \rangle,
\]

where for each \( r \in [0, T] \), \( \theta \in M \), \( u \in U \) and \( v \in V \),

\[
G(r, \theta, u, v) := \partial_r \varphi(r, x) + g(r, x, y + \varphi(r, x), z + \sigma^*(r, x, u, v) \nabla \varphi(r, x), u, v)
+ \frac{1}{2} \text{Tr} \{ \sigma \sigma^* \} \right) \, dr
+ \langle b(r, x, u, v), \nabla \varphi(r, x) \rangle,
\]

\[
F(r, x, y, u, v) := f(r, x, y + \varphi(r, x), u, v) + \frac{\partial \varphi}{\partial n}(t, x).
\]

Then (8) in Theorem 9 indicates that there exists a pair of real-valued positive processes \((a, b)\) with \( a + b = 1 \) and \( a > 0 \) such that for \( dt - \mu \cdot \mu \in [0, T) \),

\[
\lim_{\delta \to 0} \frac{1}{\delta} \mathbb{E} \left[ \hat{Y}^u,v,\delta^t - \int_t^{t+\delta} h(\tau, X^r_{\tau,t,x,u,v}, u_{\tau_r}, v_{\tau_r}) \, dr \right] = 0,
\]

where we set

\[
h(\tau, X^r_{\tau,t,x,u,v}, u_{\tau_r}, v_{\tau_r}) := a(\tau) G(\tau, X^r_{\tau,t,x,u,v}, 0, 0, u_{\tau_r}, v_{\tau_r}) + b(\tau) F(\tau, X^r_{\tau,t,x,u,v}, 0, u_{\tau_r}, v_{\tau_r}).
\]

Thus, for each \( \varepsilon \) there exists a small enough \( \delta > 0 \) such that

\[
\frac{1}{\delta} \mathbb{E} \left[ \hat{Y}^u,v,\delta^t \right] \leq \mathbb{E} \left[ \frac{1}{\delta} \int_t^{t+\delta} h(\tau, X^r_{\tau,t,x,u,v}, u_{\tau_r}, v_{\tau_r}) \, d\tau \right] + \varepsilon_1.
\]

On the other hand, according to (27) we know that for each \( 0 < \delta \leq T - t \),

\[
\text{essinf}_{\beta \in B_{t+\delta \tau}} \text{esssup}_{\underline{u} \in \mathcal{U}_{t+\delta}} \hat{Y}^{u, \beta [u], \delta} \geq 0, \quad \mathbb{P} - \text{a.s.}
\]

Analogous to the arguments of proofs in Theorem 19, we can obtain that for each \( \beta [u] \in B_{t+\delta \tau} \) and \( \varepsilon > 0 \), there exists a \( u \in \mathcal{U} \) such that

\[
\hat{Y}^{u, \beta [u], \delta} \geq -\delta \varepsilon, \quad \mathbb{P} - \text{a.s.}
\]

Plugging the previous inequality into (30) yields that for each \( \varepsilon_1 > 0 \), there exists a small enough \( 0 < \delta \leq T - t \) such that the following inequality

\[
-\varepsilon \leq \mathbb{E} \left[ \frac{1}{\delta} \int_t^{t+\delta} h(\tau, X^r_{\tau,t,x,u,v, \beta [u]}, u_{\tau_r}, \beta [u], \beta [u]) \, d\tau \right] + \varepsilon_1
\]

(31)
holds for each $\beta[\cdot] \in \mathcal{B}_{t, \tau_{r+\delta}}$ and $\varepsilon > 0$.

We first consider the case $(t, x) \in [0, T) \times \partial \mathcal{O}$. In this case we need to prove

$$\left| \partial_t \varphi(t, x) + H^-(t, x, W, D\varphi, D^2\varphi) \right| \leq \frac{\partial \varphi}{\partial n}(t, x) + \sup_{u \in U, v \in V} f(t, x, W, u, v) \geq 0.$$  

Let us suppose that this is not true. Then there exists a $\varepsilon_0 > 0$ such that

$$\sup_{u \in U, v \in V} G(t, x, 0, 0, u, v) < -\varepsilon_0 < 0, \quad \sup_{u \in U, v \in V} F(t, x, 0, u, v) < -\varepsilon_0 < 0.$$  

Thus, we can find a measurable function $\tilde{\beta} : U \mapsto V$ such that, for all $u \in U$,

$$G(t, x, 0, 0, u, \tilde{\beta}[u]) < -\varepsilon_0 < 0, \quad \frac{\partial \varphi}{\partial n}(t, x) + f(t, x, W(t, x), u, \tilde{\beta}[u]) < -\varepsilon_0 < 0.$$  

By putting $\tilde{\beta}[u](\omega) := \tilde{\beta}[u_s(\omega)]$, $(s, \omega) \in [t, \tau_{r+\delta}] \times \Omega$, we identify $\tilde{\beta}$ as an element of $\mathcal{B}_{t, \tau_{r+\delta}}$. Then taking $v_t(\omega) := \tilde{\beta}[u_t(\omega)]$ in (31), and considering that $h(r, x, u, v)$ is continuous and of linear growth in $x$, we can deduce by Proposition 10 that there exists a $(\mathcal{F}_\tau)$-progressively measurable process sequence $\{(h^n_r)_{r \in [0, T]}\}_{n=1}^\infty$ such that

$$-\varepsilon \leq E \left[ \frac{1}{\delta} \int_t^{t+\delta} \left( 2n[X_{\tau_r}^{t,x,u,\tilde{\beta}[u]} - x] + h^n_r + h(\tau_r, x, u_{\tau_r}, \tilde{\beta}[u]) \right) dr \right] + \varepsilon_1. \quad (32)$$  

It follows from Proposition 25 that

$$2n \delta E \left[ \int_t^{t+\delta} |X_{\tau_r}^{t,x,u,\tilde{\beta}[u]} - x| dr \right] \leq 2n \delta E \left[ \sup_{r \in [t+\delta]} |X_{\tau_r}^{t,x,u,\tilde{\beta}[u]} - x| \right]$$

$$\leq 2n \delta E \left[ \sup_{r \in [t, \tau_{r+\delta}]} |X_r^{t,x,u,\tilde{\beta}[u]} - x| \right] \leq 2n \delta \frac{2\varepsilon_0}{2}. \quad (33)$$

And we can derive from Proposition 2.2 in Jiang [2008] that for each $n \geq 0$ and $dt$ - a.e. $t \in [0, T]$,

$$\lim_{\delta \to 0} E \left[ \frac{1}{\delta} \int_t^{t+\delta} h^n_r dr \right] = E[h^n_r]. \quad (34)$$

Then Proposition 10 indicates that $E[h^n_r] \to 0$ when $n \to \infty$. Moreover, since $G(\cdot, x, 0, 0, \cdot)$ and $F(\cdot, x, 0, \cdot, \cdot)$ are uniformly continuous in $[0, T] \times U \times V$, there exists a $\delta_1 > 0$ with $\delta_1 \leq T - t$ such that for each $u \in U$, $t \leq s \leq t + \delta_1$,

$$G(s, x, 0, 0, u, \tilde{\beta}[u]) \leq -\frac{\varepsilon_0}{2}, \quad F(s, x, 0, u, \tilde{\beta}[u]) \leq -\frac{\varepsilon_0}{2},$$

whence we have

$$h(s, x, u, \tilde{\beta}[u]) \leq -\frac{\varepsilon_0}{2}.$$  

After taking $0 < \delta \leq \delta_1$, we get that $t \leq \tau_r \leq r \leq t + \delta \leq t + \delta_1$,

$$h(\tau_r, x, u_r, \tilde{\beta}_r[u]) < -\frac{\varepsilon_0}{2}, \quad P - a.s..$$

Hence, we take $\varepsilon_1 = \varepsilon_0/4$ in (32), and then send $\delta \to 0$, $n \to \infty$ and $\varepsilon \to 0$, obtaining $\varepsilon_0 \leq 0$, which contradicts with $\varepsilon_0 > 0$. Therefore, the desired conclusion holds true.

Now we consider the case $(t, x) \in [0, T) \times \mathcal{O}$, in which $F$, $\eta^{t,x,u,v}$ and $b$ vanish and $a \equiv 1$. It only needs to prove $\partial_t \varphi(t, x) + H^-(t, x, W(t, x), \nabla \varphi, D^2 \varphi) \geq 0$. If this is not true, we can still obtain the previous contradiction. So the desired result follows.
Second Step. Now we prove that \( W(t,x) \) is a viscosity supersolution of PDE (23). Take any \( \varphi \in C^{1,2}(\bar{\Omega}; \mathbb{R}) \) and \((t,x) \in [0,T] \times \bar{\Omega} \) such that \( W - \varphi \) achieves the global minimum 0 at \((t,x)\). We only need to prove (26). Similar to the first step, for each \( 0 < \delta \leq T - t \), we have that
\[
\mathbf{Essinf}_{\beta \in B_{t, \tau_{t+\delta}}} \mathbf{Esssup}_{u \in U_{t, \tau_{t+\delta}}} \left\{ G_{t, \tau_{t+\delta}}^{u, \beta}[\varphi(\tau_{t+\delta}, X_{\tau_{t+\delta}}^u, \beta[\bar{u}]) - \varphi(t,x)\right\} \leq 0, \quad \mathbf{P} - \mathbf{a.s.}, \tag{35}
\]
and the equation (28) and identity (29) still hold. Then for each \( \varepsilon_1 > 0 \) there exists a small enough \( \delta > 0 \) such that
\[
\frac{1}{\delta} \mathbf{E} \left[ \frac{\partial}{\partial t} \right] \mathbf{E} \left[ \frac{1}{\delta} \int_t^{t+\delta} h(\tau_r, X_{\tau_r}^u, u_{\tau_r}, v_{\tau_r}) \, dr \right] - \varepsilon_1. \tag{36}
\]
Furthermore, it follows from the inequality (35) that for each \( 0 < \delta \leq T - t \),
\[
\mathbf{Essinf}_{\beta \in B_{t, \tau_{t+\delta}}} \mathbf{Esssup}_{u \in U_{t, \tau_{t+\delta}}} Y_{t}^{u, \beta[u], \delta} \leq 0, \quad \mathbf{P} - \mathbf{a.s.}.
\]
Analogous to the arguments of proofs in Theorem 19, we can obtain that for each \( \varepsilon > 0 \), there exists a \( \beta^* \in B_{t, \tau_{t+\delta}} \) such that \( \mathbf{P} - \mathbf{a.s.,} \ G_y^{u, \beta^*[\bar{u}], \delta} \leq \delta \varepsilon \) holds for each \( u(\cdot) \in U_{t, \tau_{t+\delta}} \). Plugging the previous inequality into (36) yields that for each \( \varepsilon_1 > 0 \) there exists a small enough \( 0 < \delta \leq T - t \) such that
\[
\varepsilon \geq \mathbf{E} \left[ \frac{1}{\delta} \int_t^{t+\delta} h(\tau_r, X_{\tau_r}^u, u_{\tau_r}, v_{\tau_r}) \, dr \right] - \varepsilon_1 \tag{37}
\]
holds for each \( u(\cdot) \in U_{t, \tau_{t+\delta}} \) and \( \varepsilon > 0 \).

We first consider the case of \((t,x) \in [0,T] \times \partial \Omega\). In this case we only need to prove
\[
[\partial_t \varphi(t,x) + H^- (t,x, W, \nabla \varphi, D^2 \varphi)] \cap \left[ \frac{\partial \varphi}{\partial n}(t,x) + \sup_{u \in U, v \in V} f(t, x, W, u, v) \right] \leq 0.
\]
We assume that the previous inequality does not hold. Then there exists a \( \varepsilon_0 > 0 \) such that,
\[
\sup_{u \in U, v \in V} G(t, x, 0, 0, 0, u, v) > \varepsilon_0, \quad \sup_{u \in U, v \in V} F(t, x, 0, 0, u, v) > \varepsilon_0.
\]
Thus, there exists a \( \tilde{u} \in U \) such that for each \( \beta[\cdot] \in B_{t, \tau_{t+\delta}} \),
\[
G(t, x, 0, 0, \tilde{u}, \beta[\tilde{u}]) > \varepsilon_0, \quad F(t, x, 0, \tilde{u}, \beta[\tilde{u}]) > \varepsilon_0.
\]
Since \( G(\cdot, x, 0, 0, \cdot, \cdot) \) and \( F(\cdot, x, 0, \cdot, \cdot) \) is uniformly continuous in \([0,T] \times U \times V\), there exists a \( \delta_1 > 0 \) with \( \delta_1 \leq T - t \) such that for each \( \beta[\cdot] \in B_{t, \tau_{t+\delta}} \) and \( t \leq s \leq t + \delta_1 \),
\[
G(s, x, 0, 0, \tilde{u}, \beta[\tilde{u}]) \geq \frac{\varepsilon_0}{2}, \quad F(s, x, 0, \tilde{u}, \beta[\tilde{u}]) \geq \frac{\varepsilon_0}{2},
\]
thereby, we get that
\[
h(s, x, \tilde{u}, \beta[\tilde{u}]) \geq \frac{\varepsilon_0}{2}.
\]
Taking \( u(\cdot) := \tilde{u} \) in (37), and considering that \( h(r, x, u, v) \) is continuous and of linear growth in \( x \), we can deduce from Proposition 10 that there exists a \((\mathcal{F}_{\tau_{r}})\)-progressively measurable process sequence \( \{h_{t}^{n}\}_{t \in [0,T]} \) such that for small enough \( 0 < \delta \leq \delta_1 \),
\[
\varepsilon \geq \mathbf{E} \left[ \frac{1}{\delta} \int_t^{t+\delta} -2n[X_{\tau_r}^u, \beta^*[\bar{u}] - x] - h_{t}^{n} + h(\tau_r, x, \bar{u}, \beta^*_r[\bar{u}]) \, dr \right] - \varepsilon_1.
\]
Applying \((33)\) and \((34)\), and sending \(\delta \to 0\) imply that for \(\delta\)–a.e. \(t \in [0, T]\),
\[
\varepsilon \geq -E[h^\delta_t] + \frac{\varepsilon_0}{2} - \varepsilon_1.
\]
We take \(\varepsilon_1 = \varepsilon_0/4\), and send \(n \to \infty\) and \(\varepsilon \to 0\), obtaining \(\varepsilon_0 \leq 0\), which contradicts with \(\varepsilon_0 > 0\). Then the desired result holds.

Now we consider the case of \((t, x) \in [0, T] \times \mathcal{O}\), in which \(F, \eta^{t,x,u,v}\) and \(b\) vanish, and \(a \equiv 1\). It reduces to prove \(\partial_t \varphi(t, x) + H^-(t, x, W(t), \nabla \varphi, D^2 \varphi) \leq 0\). If this is not true, we can still obtain the previous contradiction. Therefore, \(W(t, x)\) is a viscosity supersolution of PDE \((23)\).

\[\Box\]

5.2. Viscosity solution of Isaacs equation: Uniqueness result

This subsection provides the uniqueness for the viscosity solution of PDEs \((23)\) and \((24)\). To obtain the uniqueness we only need to prove a comparison theorem for viscosity subsolutions and supersolutions. For this purpose, we will adapt some methods of Barles, Buckdahn, and Pardoux [1997], Ma and Cvitanić [2001] and Buckdahn and Li [2008] to our settings. Here we only consider PDE \((23)\) since the case of PDE \((24)\) is analogous.

**Theorem 22.** Assume that \((H1) - (H4)\) hold, and \(g(t, \theta, u, v)\) is nondecreasing in \(y\) for each \((t, x, z, u, v) \in [0, T] \times \mathcal{O} \times \mathbb{R}^d \times U \times V\). Let \(w_1\) and \(w_2\) be, respectively, a viscosity subsolution and supersolution of PDE \((23)\). Then we have \(w_1(t, x) \leq w_2(t, x)\) for all \((t, x) \in [0, T] \times \overline{\mathcal{O}}\).

**Proof.** Since both of \(w_1\) and \(w_2\) are continuous and \(\overline{\mathcal{O}}\) is compact, we only need to show \(w_1(t, x) \leq w_2(t, x)\) in \([0, T] \times \mathcal{O}\). Define a subset of \(\mathcal{O}\) as \(\mathcal{O}^\alpha := \{x \in \overline{\mathcal{O}} : d(x, \partial \mathcal{O}) \geq \alpha\}\) for each \(\alpha > 0\). We choose an \(\alpha_0 > 0\) such that \(\mathcal{O}^\alpha \neq \emptyset\) for each \(0 < \alpha \leq \alpha_0\). It then reduces to prove that for each \(0 < \alpha \leq \alpha_0\), \(w_1(t, x) \leq w_2(t, x)\) for all \((t, x) \in [0, T] \times \mathcal{O}^\alpha\). We first show the following auxiliary lemma.

**Lemma 23.** Suppose that the assumptions of Theorem 22 are in force. Then for each \(0 < \alpha \leq \alpha_0\), the function \(w(t, x) = w_1(t, x) - w_2(t, x)\), \((t, x) \in [0, T] \times \mathcal{O}^\alpha\) is a viscosity subsolution of the following PDE:

\[
\begin{aligned}
\partial_t w(t, x) + H_w(t, x, w, \nabla w, D^2 w) &= 0, \\ w(T, x) &= 0, \\ x &\in \mathcal{O}^\alpha,
\end{aligned}
\]

where for each \((t, x, w, p, A) \in [0, T] \times \mathcal{O}^\alpha \times \mathbb{R} \times \mathbb{R}^n \times S^n\),

\[
H_w(t, x, w, p, A) := \sup_{u \in U, v \in V} \left\{ \frac{1}{2} \operatorname{Tr} \{\sigma \sigma^*(t, x, u, v) A\} + \langle b(t, x, u, v), p \rangle + K|w| + \tilde{K}|p||\sigma(t, x, u, v)| \right\},
\]

and \(\tilde{K}\) is a positive constant depending on \(K\) and \(\lambda_1\).

**Proof of Lemma 23.** Let us fix arbitrarily a \(\alpha \in (0, \alpha_0]\). Take any \(\varphi \in C^{1,2}([0, T] \times \mathcal{O}^\alpha; \mathbb{R})\) such that \((t_0, x_0) \in [0, T] \times \mathcal{O}^\alpha\) is a global maximum point of \(w-\varphi\). Note that \(w_1(T, x) \leq \Phi(x)\) and \(w_2(T, x) \geq \Phi(x)\). Then we have that \(w(T, x) \leq 0\). By the definition of viscosity subsolution, it is sufficient to prove the following inequality,

\[
\partial_t w(t_0, x_0) + H_w(t_0, x_0, w, \nabla w, D^2 w) \mid_{(t, x) = (t_0, x_0)} \geq 0.
\]
Next we introduce the following notations of parabolic second order semijets of function $w$ at $(t, x)$.

$$
P^{2,+}w(t, x) := \{(\partial_t \varphi(t, x), \nabla \varphi(t, x), D^2 \varphi(t, x)) : \varphi \in C^{1,2}([0, T] \times O^n; \mathbb{R})\,
\text{and } w - \varphi \text{ has a global maximum at } (t, x)\};$$

$$
P^{2,-}w(t, x) := \{(\partial_t \varphi(t, x), \nabla \varphi(t, x), D^2 \varphi(t, x)) : \varphi \in C^{1,2}([0, T] \times O^n; \mathbb{R})\,
\text{and } w - \varphi \text{ has a global minimum at } (t, x)\}. $$

With the same notations, we record the closures of the superjets $P^{2,+}$ as follows, and the closures of the

$$
\overline{P}^{2,+}w(t, x) = \{(p, q, X) \in \mathbb{R} \times \mathbb{R}^n \times S^n : \text{there exists a sequence } (t_n, x_n, p_n, q_n, X_n) \in [0, T] \times O^n \times \mathbb{R} \times \mathbb{R}^n \times S^n \text{ such that } (p_n, q_n, X_n) \in P^{2,+}w(t_n, x_n)\,
\text{and } (t_n, x_n, p_n, q_n, X_n) \rightarrow (t, x, p, q, X)\}. $$

Now let us define a function as follows, for each $\varepsilon > 0$, $t \in [0, T]$ and $x, y \in O^n$,

$$
\psi_\varepsilon(t, x, y) := w_1(t, x) - w_2(t, y) - \frac{|x - y|^2}{\varepsilon} - \varphi(t, x).
$$

We suppose that $(t^*, x^*, y^*)$ is the maximum point of $\psi_\varepsilon$ for each $\varepsilon > 0$. Then Proposition 3.7 of Crandall, Ishii, and Lions [1992] implies that $(t^*, x^*, y^*)$ tends to $(t_0, x_0, x_0)$ and $|x^* - y^*|^2/\varepsilon$ tends to 0 as $\varepsilon \rightarrow 0$. Moreover, Theorem 8.3 in Crandall, Ishii, and Lions [1992] indicates that there exist $(X, Y) \in S^n \times S^n$ and $a \in \mathbb{R}^n$ such that

$$
(a + \partial_t \varphi(t^*, x^*), p^* + \nabla \varphi(t^*, x^*), X) \in \overline{P}^{2,+}w_1(t^*, x^*), \quad (a, p^*, Y) \in \overline{P}^{2,-}w_2(t^*, y^*),
$$

where $p^* := 2(x^* - y^*)/\varepsilon$ and $I$ denotes the identity matrix. Then the definitions of semijets yield that

$$
\begin{cases}
  a + \partial_t \varphi(t^*, x^*) + F(t^*, x^*, w_1(t^*, x^*), p^* + \nabla \varphi(t^*, x^*), X) \geq 0, \\
  a + F(t^*, y^*, w_2(t^*, y^*), p^*, Y) \leq 0.
\end{cases}
$$

For brevity, we denote, for each $u \in U$ and $v \in V$,

$$
I_1^{u,v} := \frac{1}{2} Tr \{\sigma \sigma^*(t^*, x^*, u, v) X\} - \frac{1}{2} Tr \{\sigma \sigma^*(t^*, y^*, u, v) Y\},
$$

$$
I_2^{u,v} := \{b(t^*, x^*, u, v), p^* + \nabla \varphi(t^*, x^*)\} - \{b(t^*, y^*, u, v), p^*\},
$$

$$
I_3^{u,v} := g(t^*, x^*, w_1(t^*, x^*), \sigma^*(t^*, x^*, u, v), p^* + \nabla \varphi(t^*, x^*), u, v) - g(t^*, y^*, w_2(t^*, y^*), \sigma^*(t^*, y^*) p^*, u, v).
$$

Subtracting the second inequality from the first one in (39) yields that

$$
\partial_t \varphi(t^*, x^*) + \sup_{u \in U, v \in V} \{I_1^{u,v} + I_2^{u,v} + I_3^{u,v}\} \geq 0.
$$

Then it follows from the inequality (38) and (H2) that

$$
I_1^{u,v} \leq \frac{1}{2} Tr \{\sigma \sigma^*(t^*, x^*, u, v) D^2 \varphi(t^*, x^*)\} + \frac{|x^* - y^*|^2}{\varepsilon}.
$$
And from (H2) we can derive that
\[
I_2 = \langle b(t^\varepsilon, x^\varepsilon, u, v) - b(t^\varepsilon, y^\varepsilon, u, v), p^\varepsilon \rangle + \langle b(t^\varepsilon, x^\varepsilon, u, v), \nabla \varphi(t^\varepsilon, x^\varepsilon) \rangle
\leq K \frac{|x^\varepsilon - y^\varepsilon|^2}{\varepsilon} + \langle b(t^\varepsilon, x^\varepsilon, u, v), \nabla \varphi(t^\varepsilon, x^\varepsilon) \rangle.
\]

Since \( g \) satisfies the monotonicity condition in (H4)(i) and \( g(t, x, y, z, u, v) \) is nondecreasing in \( y \), we have
\[
g(t, x, y_1, z, u, v) - g(t, x, y_2, z, u, v) \leq |\lambda_1| |y_1 - y_2|.
\]

Hence, the previous inequality, (H4)(ii) and (H2) imply that
\[
I_3^{u,v} \leq K|\varepsilon - y^\varepsilon| + |\lambda_1||w_1(t^\varepsilon, x^\varepsilon) - w_2(t^\varepsilon, y^\varepsilon)| + K^2 \frac{|x^\varepsilon - y^\varepsilon|^2}{\varepsilon} + K|\sigma(t^\varepsilon, x^\varepsilon, u, v)||\nabla \varphi(t^\varepsilon, x^\varepsilon)|.
\]

Thereby, plugging the estimates of \( I_i^{u,v} (i = 1, 2, 3) \) into (40) and then sending \( \varepsilon \to 0 \), we conclude that
\[
\partial_t \varphi(t_0, x_0) + \sup_{s \in [0, t_0]} \left\{ \frac{1}{2} Tr \{ \sigma^\varepsilon (t_0, x_0, u, v) D^2 \varphi(t_0, x_0) \} + \langle b(t_0, x_0, u, v), \nabla \varphi(t_0, x_0) \rangle + |\lambda_1||w(t_0, x_0)| + K|\sigma(t_0, x_0, u, v)||\nabla \varphi(t_0, x_0)| \right\} \geq 0.
\]

After choosing \( \tilde{K} := K + |\lambda_1| \), we obtain the desired result. \( \square \)

**Coming back to the proof of Theorem 22.** With Lemma 23 in hand, we only need to prove that for any \( 0 < \alpha \leq \alpha_0 \), \( w(t, x) \leq 0 \) holds for each \( (t, x) \in [0, T] \times \mathcal{O}^\alpha \). Let us fix arbitrarily a \( \alpha \in (0, \alpha_0] \). For each \( (t, x) \in [0, T] \times \mathcal{O}^\alpha \), we define the function \( \chi(t, x) := \exp\left((C_1(T - t) + 1)\psi(x)\right) \), where \( \psi(x) := (\log \sqrt{1 + |x|^2} + 1)^2 \) and constant \( C_1 > 0 \) will be chosen later. By some direct computations we have the following estimates of the first and second derivatives of \( \psi(x) \),
\[
|\nabla \psi(x)| \leq \frac{2\sqrt{\psi(x)}}{\sqrt{1 + |x|^2}} \leq 4; \quad |D^2 \psi(x)| \leq \frac{2\sqrt{\psi(x)}}{1 + |x|^2} \leq 4.
\]

In what follows, we denote \( t_1 := T - 1/C_1 \). Then the previous estimates yield that, for each \( t \in [t_1, T] \),
\[
\partial_t \chi(t, x) = -C_1 \psi(x) \chi(t, x); \quad |\nabla \chi(t, x)| = (C_1(T - t) + 1)\chi(t, x)|\nabla \psi(t, x)| \leq 8\chi(t, x),
\]
\[
|D^2 \chi(t, x)| = |(C_1(T - t) + 1)^2\chi(t, x)|\nabla \psi(t, x)(\nabla \psi(t, x))^* + (C_1(T - t) + 1)\chi(t, x)|D^2 \psi(x)| \leq 72\chi(t, x).
\]

Noticing that \( b \) and \( \sigma \) satisfy (H1) and \( \psi(x) \), \( \chi(t, x) \geq 1 \). We denote the boundedness of \( b \) and \( \sigma \) by \( C \geq 0 \). Then we can obtain that for each \( (t, x) \in [t_1, T] \times \mathcal{O}^\alpha \),
\[
\partial_t \chi(t, x) + H_w(t, x, \chi, \partial_t \chi, \nabla \chi, D^2 \chi)
\leq -C_1 \psi(x) \chi(t, x) + \frac{1}{2}C^2 |D^2 \chi(t, x)| + C|\nabla \chi(t, x)| + \tilde{K}\chi(t, x) + \tilde{K}C|\nabla \chi(t, x)|
\leq \chi(t, x)\{ -C_1 + 36C^2 + 8C(1 + \tilde{K}) + \tilde{K} \} < 0,
\]
provided \( C_1 \) is large enough.

For each \( \varepsilon > 0 \), we define
\[
M^\alpha(\varepsilon) := \max_{[t_1, T] \times \mathcal{O}^\alpha} \left\{ |w(t, x) - \varepsilon \chi(t, x)|e^{-\tilde{K}(T-t)} \right\}.
\]
In the sequel, we will prove that $M^\alpha(\varepsilon) \leq 0$. Note that $[t_1, T] \times \mathcal{O}^\alpha$ is compact, $w(t, x)$ and $\chi(t, x)$ are continuous. Then for each $\varepsilon > 0$, there exists $(t^\varepsilon, x^\varepsilon) \in [t_1, T] \times \mathcal{O}^\alpha$ attains the maximum point $M^\alpha(\varepsilon)$. For each $(t, x) \in [t_1, T] \times \mathcal{O}^\alpha$, define $\varphi(t, x) := \varepsilon \chi(t, x) + M^\alpha(\varepsilon) \exp(\tilde{K}(T - t))$. Then $\varphi \in C^{1,2}([t_1, T] \times \mathcal{O}^\alpha; \mathbb{R})$, $\varphi(t^\varepsilon, x^\varepsilon) = w(t^\varepsilon, x^\varepsilon)$ and $w(t, x) - \varphi(t, x) \leq 0$ for all $(t, x) \in [t_1, T] \times \mathcal{O}^\alpha$. We suppose that $M^\alpha(\varepsilon) > 0$ for some $\varepsilon > 0$. Then $w(t^\varepsilon, x^\varepsilon) = \varphi(t^\varepsilon, x^\varepsilon) > 0$, and by the definition of viscosity subsolution we have

$$
\partial_t \varphi(t^\varepsilon, x^\varepsilon) + H_w(t^\varepsilon, x^\varepsilon, w, \nabla \varphi, D^2 \varphi)(t, x) = 0.
$$

On the other hand, by some direct calculations and (41) we derive that

$$
\begin{align*}
\partial_t \varphi(t^\varepsilon, x^\varepsilon) + H_w(t^\varepsilon, x^\varepsilon, w, \nabla \varphi, D^2 \varphi)(t, x) &= \varepsilon (\partial_t \chi(t^\varepsilon, x^\varepsilon) + H_w(t^\varepsilon, x^\varepsilon, \chi, \partial_t \chi, \nabla \chi, D^2 \chi)(t, x)) < 0.
\end{align*}
$$

This contradiction indicates that $M^\alpha(\varepsilon) \leq 0$ holds for each $\varepsilon > 0$. Thus, we have that $w(t, x) \leq \varepsilon \chi(t, x)$ for all $t \in [t_1, T] \times \mathcal{O}^\alpha$. Sending $\varepsilon \to 0$ yields that $w(t, x) \leq 0$ for all $t \in [t_1, T] \times \mathcal{O}^\alpha$. Finally, applying the same arguments in the intervals $[t_i, t_{i+1}]$ ($i = 1, 2, \cdots$), where $t_{i+1} := (t_i - 1/C_1)^+$. Therefore, we obtain that for any $0 < \alpha \leq \alpha_0$, $w(t, x) \leq 0$ holds for all $(t, x) \in [0, T] \times \mathcal{O}^\alpha$.

**Remark 24.** Analogous arguments will yield that the upper value function $U(t, x)$ is the unique viscosity solution of Isaacs equation (24). Since $H^- \leq H^+$ holds, any viscosity solution of PDE (24) is a viscosity supersolution of PDE (23). Then Theorem 22 indicates that $W(t, x) \leq U(t, x)$. Moreover, if the Isaacs’ condition holds, i.e., if for each $(t, x, y, p, A) \in [0, T] \times \mathbb{R}^n \times \mathbb{R} \times \mathbb{R}^n \times S^n$, it holds that

$$
H^-(t, x, y, p, A) = H^+(t, x, y, p, A),
$$

then PDEs (23) and (24) coincide, and the uniqueness for viscosity solution implies that the lower value function $W(t, x)$ equals the upper value function $U(t, x)$. This suggests that the associated stochastic differential game with state constraints admits a value.

6. Appendix: Complementary results

This section provides some estimates for solutions of RSDEs and GBSDEs with general coefficients, and their detailed proofs. We first introduce the following RSDE:

$$
\begin{align*}
\begin{cases}
X^{t, \zeta}_s &= \zeta + \int_t^s b(r, X^{t, \zeta}_r) \, dr + \int_t^s \sigma(r, X^{t, \zeta}_r) \, dB_r + \int_t^s \nabla \phi(X^{t, \zeta}_r) \, d\eta^{t, \zeta}_r, \quad s \in [t, T]; \\
\eta^{t, \zeta}_s &= \int_t^s 1_{\mathcal{O}}(X^{t, \zeta}_r) \, d\eta^{t, \zeta}_r, \quad \eta^{t, \zeta}_t \text{ is increasing},
\end{cases}
\end{align*}
$$

(42)

where the initial time $t \in [0, T]$ and initial state $\zeta \in L^2(\Omega, \mathcal{F}_t, \mathbb{P}; \overline{\mathcal{O}})$ are given, $b : \Omega \times [0, T] \times \overline{\mathcal{O}} \mapsto \mathbb{R}^n$, $\sigma : \Omega \times [0, T] \times \overline{\mathcal{O}} \mapsto \mathbb{R}^{n \times d}$, and $b(\cdot, \cdot, x)$ and $\sigma(\cdot, \cdot, x)$ are both $(\mathcal{F}_t)$-progressively measurable for each $x \in \overline{\mathcal{O}}$. A strong solution to the above RSDE is a pair of adapted processes $(X^{t, \zeta}_s, \eta^{t, \zeta}_s)_{s \in [t, T]}$ valued in $\overline{\mathcal{O}} \times \mathbb{R}^+$ and satisfies this RSDE almost surely for all $s \in [t, T]$. Marín-Rubio and Real [2004] gives the existence and uniqueness for solutions of RSDE (42) under the following assumptions.

(A3) $b$ and $\sigma$ are uniformly bounded;
(A4) There exists a constant $K \geq 0$ such that $dP \times dt - a.e.$, for each $x_1$ and $x_2 \in \mathcal{C}$,

$$|b(t, x_1) - b(t, x_2)| + |\sigma(t, x_1) - \sigma(t, x_2)| \leq K|x_1 - x_2|.$$  

**Proposition 25.** Assume that (A3) – (A4) hold. For each $s \leq t$, we set $X_s^{t, \zeta} := \zeta$ and $\eta_s^{t, \zeta} = 0$. For each $t, t' \in [0, T]$, $\zeta, \zeta' \in L^4(\Omega, \mathcal{F}_{t, \text{a.s.}}, P; \mathcal{C})$, there exists a constant $C \geq 0$ depending on $K, T, \phi, b$ and $\sigma$ such that $P$ – a.s.,

$$E \left[ \sup_{s \in [0, T]} |X_s^{t, \zeta} - X_s^{t', \zeta'}|^4 + \sup_{s \in [0, T]} |\eta_s^{t, \zeta} - \eta_s^{t', \zeta'}|^4 \right] F_{t, t'} \leq C(|\zeta - \zeta'|^4 + |t - t'|^2).$$

$$E \left[ \sup_{s \in [t, T]} |X_s^{t, \zeta}|^4 \right] \leq C(1 + |\zeta|^4).$$

Moreover, for each $\lambda > 0$, $s \in [t, T]$, there exists a constant $C_{\lambda, s}$ such that for each $\zeta \in L^4(\Omega, \mathcal{F}_t, P; \mathcal{C}),$

$$P - \text{a.s.,} \quad E \left[ e^{\lambda \eta_s^{t, \zeta}} \right] F_t \leq C_{\lambda, s}.$$

**Proof.** For brevity, we set $\Psi := \Psi^{t, \zeta}$, $\Psi' := \Psi^{t', \zeta'}$ and $\Psi := \Psi - \Psi'$, where $\Psi = X, \eta$. Denote $\hat{\phi} := e^{-C_0(\phi(X) + \phi(X'))}$. Without loss of generality, we just consider the case $t \leq t'$. Firstly, if $0 \leq t \leq t' \leq s \leq T$, we have that

$$\dot{X}_s = \dot{X}_v - \zeta' + \int_{t'}^s (b(r, X_r) - b(r, X'_r)) \, dr + \int_{t'}^s (\sigma(r, X_r) - \sigma(r, X'_r)) \, dB_r$$

$$+ \int_{t'}^s \nabla \phi(X_r) \, d\eta_r - \int_{t'}^s \nabla \phi(X'_r) \, d\eta'_r.$$  

Itô’s formula for $\hat{\phi}_s |\dot{X}_s|^2$ on the interval $[t', T]$ yields that

$$\hat{\phi}_s |\dot{X}_s|^2 = \hat{\phi}_t |X_{t'} - \zeta'|^2 + \int_{t'}^s \hat{\phi}_r \left[ 2(\dot{X}_r, b(r, X_r) - b(t, X'_r)) \, dr + |\sigma(r, X_r) - \sigma(r, X'_r)|^2 \right]$$

$$+ 2(\dot{X}_r, (\sigma(r, X_r) - \sigma(r, X'_r)) \, dB_r) + 2(\dot{X}_r, \nabla \phi(X_r)) \, d\eta_r - \nabla \phi(X'_r) \, d\eta'_r$$

$$- C_0 \int_{t'}^s \hat{\phi}_r |\dot{X}_r|^2 \left[ \langle \nabla \phi(X_r), b(r, X_r) \rangle \, dr + \langle \nabla \phi(X'_r), b(r, X'_r) \rangle \right]$$

$$+ \langle \nabla \phi(X_r), \sigma(r, X_r) \sigma dB_r \rangle + \langle \nabla \phi(X'_r), \sigma(r, X'_r) \sigma dB_r \rangle + |\nabla \phi(X_r)|^2 d\eta_r + |\nabla \phi(X'_r)|^2 d\eta'_r$$

$$+ \frac{1}{2} \int_{t'}^s \left\{ \sigma^*(r, X_r) D^2 \phi(X_r) + \sigma^*(r, X'_r) D^2 \phi(X'_r) \right\} \, dr$$

$$+ \frac{C_0^2}{2} \int_{t'}^s \hat{\phi}_r |\dot{X}_r|^2 |\sigma^*(r, X_r) \nabla \phi(X_r) + \sigma^*(r, X'_r) \nabla \phi(X'_r)|^2 \, dr$$

$$- 2C_0 \int_{t'}^s \hat{\phi}_r (\sigma(r, X_r) - \sigma(r, X'_r)) (\sigma^*(r, X_r) \nabla \phi(X_r) + \sigma^*(r, X'_r) \nabla \phi(X'_r)) \, dr.$$  

Note that $|\nabla \phi(x)| = 1$ for each $x \in \partial \mathcal{O}$. If follows from (14) that, for each $s \in [t', T]$,

$$\int_{t'}^s \hat{\phi}_r \left[ 2(\dot{X}_r, \nabla \phi(X_r)) - C_0 |\dot{X}_r|^2 |\nabla \phi(X_r)|^2 \right] \, d\eta_r \leq 0,$$

$$\int_{t'}^s \hat{\phi}_r \left[ -2(\dot{X}_r, \nabla \phi(X'_r)) - C_0 |\dot{X}_r|^2 |\nabla \phi(X'_r)|^2 \right] \, d\eta'_r \leq 0.$$  

Plugging the previous two inequalities into (43) and noticing that $b$, $\sigma$, $\nabla \phi$ and $D^2 \phi$ are uniformly bounded, we can deduce that

$$|\dot{X}_s|^2 \leq C \left( |X_{t'} - \zeta'|^2 + \int_{t'}^s |\dot{X}_r|^2 \, dr + \int_{t'}^s \hat{\phi}_r (\sigma(r, X_r) - \sigma(r, X'_r)) \, dB_r \right)$$
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where $C \geq 0$ is a generic constant depending on $K$, $b$, $\sigma$ and $\phi$, and it allowed to vary from line to line. Squaring and taking supremum with respect to $s \in [t', T]$, we can deduce by the BDG, Hölder and Gronwall inequalities that $P - a.s.,$

$$E \left[ \sup_{s \in [t', T]} |\hat{X}_s|^{4} \right] \leq CE \left[ |X_{t'} - \zeta'|^{4} \right]. \quad (44)$$

Secondly, if $0 \leq t \leq s \leq t' \leq T$, we have that, for each $s \in [t, t']$,

$$\hat{X}_s = \zeta - \zeta' + \int_t^s b(r, X_r) \text{dr} + \int_t^s \sigma(r, X_r) \text{d}B_r + \int_t^s \Phi(X_r) \text{d}\eta_r.$$

Analogous to the previous arguments, applying Itô’s formula to $\hat{\phi_r}|\hat{X}_r|^2$ in the interval $[t, t']$, inequality \(14\), the fact $|\sigma(t, x)| \leq K(1 + |x|)$, and noticing that $b, \sigma, \Phi, \nabla \phi$ and $D^2 \phi$ are uniformly bounded, we can conclude that

$$|\hat{X}_s|^2 \leq C \left\{ |\zeta - \zeta'|^2 + |t - t'| + \int_t^s |\hat{X}_r|^2 \text{dr} + \int_t^s \phi(\hat{X}_r) + |\hat{X}_r|^2 \Phi(X_r), \sigma(r, X_r) \text{d}B_r \right\},$$

where $C \geq 0$ also depends on $T$. Square and take supremum with respect to $s \in [t, t']$ in both sides, then the BDG, Hölder and Gronwall inequalities imply that $P - a.s.,$

$$E \left[ \sup_{s \in [t, t']} |\hat{X}_s|^{4} \right] \leq C(|\zeta - \zeta'|^4 + |t - t'|^2). \quad (45)$$

The previous inequality indicates that $P - a.s., E[|X_{t'} - \zeta'|^{4}|F_t] \leq C(|\zeta - \zeta'|^4 + |t - t'|^2)$, which together with (44) suggests that $E[\sup_{s \in [t', T]} |\hat{X}_s|^{4}|F_t] \leq C(|\zeta - \zeta'|^4 + |t - t'|^2)$.

Thirdly, if $0 \leq s \leq t \leq t' \leq T$, we have $X_s = \zeta$ and $X_{s} = \zeta'$, which means that the desired result is trivial. Thereby, we obtain the following inequality, $P - a.s.,$

$$E \left[ \sup_{s \in [0, T]} |\hat{X}_s|^{4} \right] \leq C(|\zeta - \zeta'|^4 + |t - t'|^2).$$

Moreover, Itô’s formula to $\phi(X_r)$ on the interval $[t, s]$ yields that, for each $s \in [t, T]$,

$$\eta_s = \phi(X_s) - \phi(\zeta) - \int_t^s \left[ \frac{1}{2} Tr \{ D^2 \phi(X_r) \sigma \sigma^* (r, X_r) \} + \langle \nabla \phi(X_r), b(r, X_r) \rangle \right] \text{dr} + \int_t^s \langle \nabla \phi(X_r), \sigma(r, X_r) \text{d}B_r \rangle.$$

Note that $\phi$, $\nabla \phi$, $D^2 \phi$, $b$ and $\sigma$ are Lipschitz continuous and bounded. It is easily follows from the previous identity that for each $\lambda > 0$ and $s \in [t, T]$, there exists a constant $C_{\lambda, s}$ such that $P - a.s.,$

$$E \left[ \sup_{s \in [0, T]} |\eta_s^{t, \zeta} - \eta_s^{t', \zeta'}|^{4} \right] \leq C(|\zeta - \zeta'|^4 + |t - t'|^2); \quad E \left[ e^{\lambda \eta_s^{t, \zeta}} \right] \leq C_{\lambda, s}.$$

Then the desired result follows. \(\Box\)

Next we construct some a priori estimates for solutions of the following GBSDE,

$$Y_s^{t, \zeta} = \Phi(X_T^{t, \zeta}) + \int_s^T g(r, \theta_{r}^{t, \zeta}) \text{dr} + \int_s^T f(r, X_r^{t, \zeta}, Y_r^{t, \zeta}) \text{d}\eta_r^{t, \zeta} - \int_s^T \langle Z_r^{t, \zeta}, d\mathcal{B}_r \rangle, \quad s \in [t, T], \quad (46)$$

where $(X_s^{t, \zeta}, \eta_s^{t, \zeta})_{s \in [t, T]}$ is the solution of RSDE (42), the mappings $\Phi : \Omega \times \mathbb{R}^n \mapsto \mathbb{R}$ is $\mathcal{F}_T$-measurable, $g : \Omega \times [0, T] \times \overline{\Omega} \times \mathbb{R} \times \mathbb{R}^d$ and $f : \Omega \times [0, T] \times \overline{\Omega} \times \mathbb{R} \mapsto \mathbb{R}$ are $(\mathcal{F}_t)$-progressively measurable, and satisfy the following assumptions.
(A5) For each \( \theta \in M \), \( y \mapsto g(t, \theta) \) is continuous, \( f(\omega, \cdot, \cdot, \cdot) \in C^{1,2,2}([0, T] \times \mathbb{R}^{n} \times \mathbb{R}) \).

(A6) There exist some constants \( \lambda_1, \lambda_2 \in \mathbb{R} \) and \( K \geq 0 \) such that \( \text{d}P \otimes \text{d}t - \text{a.e.}, \theta, \theta_1, \theta_2 \in M \),

(i) \( (y_1 - y_2)(g(t, x_1, y_1) + g(t, x_2, y_2)) \leq \lambda_1|y_1 - y_2|^2 \),

(ii) \( |\Phi(x_1) - \Phi(x_2)| + |f(t, x_1, y_1) - f(t, x_2, y_2)| \leq K(|x_1 - x_2| + |z_1 - z_2|) \);

(iii) \( |\Phi(x)| + |f(t, 0, y, 0)| + |f(t, y, 0)| \leq K(1 + |x| + |y|) \).

Under the previous assumptions Theorem 1.7 in Pardoux and Zhang [1998] insures that GBSDE (46) admits a unique solution \( (Y_{t}, Z_{s}^{\zeta}, Z_{s}^{\zeta})_{s \in [t, T]} \in S^{2} \times \mathcal{H}^{2} \).

**Proposition 26.** Assume that (A5) - (A6) hold. Then for each \( t, t' \in [0, T] \) and \( \zeta, \zeta' \in L^{4}(\Omega, \mathcal{F}_{t'}, P, \mathcal{F}_{t'}) \), there exists a constant \( C \geq 0 \) depending on \( K, T, \phi, b, \sigma, g \) and \( f \) such that \( \text{P} - \text{a.s.} \),

\[
E \left[ \sup_{s \in [t, T]} |Y_{t}^{\zeta} - Y_{s}^{\zeta'}|^2 \right]^{1/2} \leq C(1 + |\zeta|^2),
\]

\[
E \left[ \sup_{s \in [t, T]} |Y_{t}^{\zeta} - Y_{s}^{\zeta'}|^2 \right]^{1/2} \leq C(|\zeta - \zeta'|^2 + |\zeta - \zeta'|^2 + (t - t') + |t - t'|^{1/2}),
\]

\[
|Y_{t}^{\zeta} - Y_{t'}^{\zeta'}| \leq C(|\zeta - \zeta'|^2 + |\zeta - \zeta'|^{1/2} + (t - t')^{1/2} + |t - t'|^{1/4}).
\]

**Proof.** The estimate (47) follows from Lemma 1. (A6)(iii) and Proposition 25. We focus on ourself on the second estimate. We just consider the case \( t \geq t' \). To simplify presentation, set \( \Psi := \Psi^{t, \zeta}, \Psi' := \Psi^{t', \zeta'} \), \( \hat{\Psi} := \Psi - \Psi' \), where \( \Psi = X, Y, Z \) and \( \eta \). For two constants \( \lambda, \mu \geq 0 \) which will be chosen latter, Itô’s formula to \( e^{\lambda t + \mu \eta} |\hat{Y}_{t}|^2 \) yields that, for each \( s \in [t, T] \),

\[
e^{\lambda s + \mu \eta} |\hat{Y}_{s}|^2 + \lambda \int_{s}^{T} e^{\lambda r + \mu \eta} |\hat{Y}_{r}|^2 \, \text{d}r + \mu \int_{s}^{T} e^{\lambda r + \mu \eta} |\hat{Y}_{r}|^2 \, \text{d}\eta + \int_{s}^{T} e^{\lambda r + \mu \eta} |\hat{Z}_{r}|^2 \, \text{d}r
\]

\[
= e^{\lambda T + \mu \eta} |\Phi(X_{T}) - \Phi(X'_{T})|^2 + 2 \int_{s}^{T} e^{\lambda r + \mu \eta} \hat{Y}_{r} (g(r, \Theta_{r}) - g(r, \Theta'_{r})) \, \text{d}r
\]

\[
+ 2 \int_{s}^{T} e^{\lambda r + \mu \eta} \hat{Y}_{r} (f(r, X_{r}, Y_{r}, \eta_{r}) - f(r, X'_{r}, Y'_{r}, \eta_{r})) \, \text{d}r - 2 \int_{s}^{T} e^{\lambda r + \mu \eta} (\hat{Z}_{r}, \hat{Y}_{r}) \, \text{d}B_{r}.
\]

It follows from (A6) and a basic inequality \((2ab \leq \alpha a^2 + b^2/\alpha \) for all \( \alpha > 0 \)) that

\[
2\hat{Y}_{r} (g(r, \Theta_{r}) - g(r, \Theta'_{r})) \leq 2\lambda_{1} |\hat{Y}_{r}|^2 + 2K|\hat{Y}_{r}|(|\hat{X}_{r}| + |\hat{Z}_{r}|) \leq |\hat{X}_{r}|^2 + (2\lambda_{1} + 3K^2)|\hat{Y}_{r}|^2 + \frac{1}{2}|\hat{Z}_{r}|^2,
\]

and, with adding and subtracting terms \( f(r, X_{r}, Y_{r}, \eta_{r}) \) \( \text{d}r \) and \( f(r, X'_{r}, Y'_{r}) \) \( \text{d}r \),

\[
2\hat{Y}_{r} (f(r, X_{r}, Y_{r}) \, \text{d}r - f(r, X'_{r}, Y'_{r}) \, \text{d}r) \leq 2\lambda_{2} |\hat{Y}_{r}|^2 \, \text{d}r + 2K|\hat{Y}_{r}| |\hat{X}_{r}| \, \text{d}\eta_{r} + 2\hat{Y}_{r} f(r, X'_{r}, Y'_{r}) \, \text{d}r
\]

\[
\leq (2\lambda_{2} + K^2)|\hat{Y}_{r}|^2 \, \text{d}r + |\hat{X}_{r}|^2 \, \text{d}\eta_{r} + 2\hat{Y}_{r} f(r, X'_{r}, Y'_{r}) \, \text{d}r.
\]

Plugging the previous two inequalities into (49) and choosing \( \lambda \geq 2\lambda_{1} + 3K^2, \mu \geq 2\lambda_{2} + K^2 \), we can derive that, for each \( s \in [t, T] \),

\[
e^{\mu \eta_{s}} |\hat{Y}_{s}|^2 + \frac{1}{2} \int_{s}^{T} e^{\mu \eta_{r}} |\hat{Z}_{r}|^2 \, \text{d}r \leq e^{\lambda T + \mu \eta_{T}} \phi(X_{T}) + \phi(X'_{T})^2 + \int_{s}^{T} e^{\lambda r + \mu \eta_{r}} |\hat{X}_{r}|^2 \, \text{d}r + \int_{s}^{T} e^{\lambda r + \mu \eta_{r}} |\hat{Z}_{r}|^2 \, \text{d}r
\]

\[
+ 2 \int_{s}^{T} e^{\lambda r + \mu \eta_{r}} \hat{Y}_{r} f(r, X'_{r}, Y'_{r}) \, \text{d}r - 2 \int_{s}^{T} e^{\lambda r + \mu \eta_{r}} (\hat{Z}_{r}, \hat{Y}_{r}) \, \text{d}B_{r}.
\]
Now we estimate the last line in the previous inequality. Itô’s formula to $e^{\lambda r+\mu r} \tilde{Y}_r f(r, X'_r, Y'_r) \tilde{\eta}_r$ reads that, for each $s \in [t, T]$,

$$
\int_s^T e^{\lambda r+\mu r} \tilde{Y}_r f(r, X'_r, Y'_r) \, dr = e^{\lambda T+\mu T} \tilde{Y}_T f(T, X'_T, Y'_T) \tilde{\eta}_T - e^{\lambda s+\mu s} \tilde{Y}_s f(s, X'_s, Y'_s) \tilde{\eta}_s \\
+ \int_s^T e^{\lambda r+\mu r} \tilde{Y}_r f^1_r \, dr + \int_s^T e^{\lambda r+\mu r} \tilde{Y}_r f^2_r \, d\eta_r + \int_s^T e^{\lambda r+\mu r} \tilde{\eta}_r f^3_r \, d\eta_r
$$

where we have written

$$
f^1_r := f(r, X'_r, Y'_r) \left(g(r, \Theta_r) - g(r, \Theta'_r)\right) - \langle \hat{Z}_r, \sigma^*(r, X'_r) \nabla_x f(r, X'_r, Y'_r) \rangle - \partial_y f(r, X'_r, Y'_r) g(r, \Theta'_r)
$$

and

$$
f^2_r := \frac{1}{2} T r \left[D^2_x f(r, X'_r, Y'_r) \sigma \sigma^*(r, X'_r) + \langle \sigma^*(r, X'_r) D^2_x f(r, X'_r, Y'_r), Z'_r \rangle \right]
$$

and

$$
f^3_r := \left( f(r, X_r, Y_r) - \mu \tilde{Y}_r \right) f(r, X'_r, Y'_r).
$$

Since $\mathcal{C}$ is bounded, there exists a generic constant $C \geq 0$, which is allowed to vary from line to line, such that $\mathbf{P} - a.s., |\zeta| + |\zeta' | + |X_s| + |X'_s| \leq C$ for each $s \in [t, T]$. Hence, it follows from (47) that $\mathbf{P} - a.s., |Y_t|^2 + |Y'_t|^2 \leq C$ and $|Y'^{t,\zeta}_s| \leq C(1 + |\zeta|)$. Then by the uniqueness for the solutions of RSDE (42) and GBSDE (46) we get that $\mathbf{P} - a.s.,$ for each $s \in [t, T]$,

$$
|Y_s| = |Y_{s, X'^{t,\zeta}_s}| \leq C(1 + |X'^{t,\zeta}_s|) \leq C.
$$

Then we can deduce by (A6)(ii) and (A6)(iii) that, $\mathbf{dP} \times dr - a.e.,$

$$
|g(r, X_r, Y_r, Z_r)| \leq K(1 + |X_r| + |Y_r| + |Z_r|) \leq C(1 + |Z_r|),
$$

and

$$
|f(r, X_r, Y_r)| \leq K(1 + |X_r| + |Y_r|) \leq C.
$$

Similarly, it holds that $\mathbf{dP} \times dr - a.e., g(r, X'_r, Y'_r, Z'_r) \leq C(1 + |Z'_s|) and f(r, X'_r, Y'_r) \leq C$, whence $|f^1| \leq C(1 + |Z'_s|^2 + |Z'_s|^2 + |Z'_s|^2) and |f^2| + |f^3| \leq C$. Thus, plugging (51) into (50) and taking conditional expectation with respect to $\mathcal{F}_t$, then by (A6)(ii), Hölder’s inequality and Proposition 25 we can deduce that,

$$
\mathbb{E}\left[|e^{\mu r} \tilde{Y}_r|^2 \right] + \frac{T}{s} e^{\mu r} |\tilde{Z}_r|^2 \, dr \right| \mathcal{F}_t \right) \leq C \left( \mathbb{E}\left[ \sup_{s \in [t, T]} |\tilde{X}_s|^4 \right] \mathcal{F}_t \right)^{1/2} + C \left( \mathbb{E}\left[ \sup_{s \in [t, T]} |\tilde{\eta}_s|^4 \right] \mathcal{F}_t \right)^{1/4}
$$

$$
+ \mathbb{E}\left[ \int_s^T e^{\mu r} |\tilde{\eta}_r| |\tilde{Y}_r|^2 + |\tilde{Z}_r|^2 \, dr \right| \mathcal{F}_t \right).
$$

It follows from GBSDE (46), BDG’s inequality, the boundedness of $X, Y$ and $f$ and Proposition 25 that

$$
\mathbb{E}\left[ \left( \int_s^T |Z_r|^2 \, dr \right)^2 \right] \mathcal{F}_t \right) \leq C \mathbb{E}\left[ \sup_{r \in [s, T]} \left| \int_s^r Z_u \, dB_u \right|^4 \right] \mathcal{F}_t \right) \leq C + C(T - s)^2 \mathbb{E}\left[ \left( \int_s^T |Z_r|^2 \, dr \right)^2 \right] \mathcal{F}_t \right).
$$
Hence, Proposition 25 and Hölder’s inequality indicate that
\[
\mathbb{E} \left[ \rho_t \left| \tilde{Y}_t \right|^2 + \int_t^T \rho_t \left| \tilde{Z}_t \right|^2 \left| \mathcal{F}_t \right| \right] \leq C(\left| \zeta - \zeta' \right|^2 + \left| \zeta - \zeta' \right| + |t - t'| + |t - t'|^{1/2}). \tag{52}
\]
Moreover, BDG’s and Hölder’s inequalities yield that
\[
\mathbb{E} \left[ \sup_{s \in [t,T]} \int_t^s \rho_t \left| \tilde{Y}_t \right|^2 \left| \mathcal{F}_t \right| \right] \leq C \mathbb{E} \left[ \left( \int_t^T \rho_t \left| \tilde{Z}_t \right|^2 \left| \mathcal{F}_t \right| \right) \right]^{1/2} \leq \mathbb{E} \left[ \left( \int_t^T \rho_t \left| \tilde{Z}_t \right|^2 \left| \mathcal{F}_t \right| \right) \right]^{1/2} \leq \mathbb{E} \left[ \left( \int_t^T \rho_t \left| \tilde{Z}_t \right|^2 \left| \mathcal{F}_t \right| \right) \right].
\]
Then taking supremum with respect to \( s \) in \( [t,T] \) and conditional expectation with respect to \( \mathcal{F}_t \) on both sides of (50), we obtain that
\[
\mathbb{E} \left[ \sup_{s \in [t,T]} \rho_t \left| \tilde{Y}_t \right|^2 \left| \mathcal{F}_t \right| \right] \leq C \left( \mathbb{E} \left[ \sup_{s \in [t,T]} \rho_t \left| \tilde{X}_t \right|^4 \left| \mathcal{F}_t \right| \right] \right)^{1/4} + \frac{1}{4} \mathbb{E} \left[ \sup_{s \in [t,T]} \rho_t \left| \tilde{Y}_t \right|^2 \left| \mathcal{F}_t \right| \right].
\]
Therefore, we get the estimate (48).

We proceed to estimate \( |Y_t - Y_t'| \). It follows from (48) that, if \( t \leq t' \),
\[
|Y_t - Y_t'|^2 \leq C(\left| \zeta - \zeta' \right|^2 + \left| \zeta - \zeta' \right| + |t - t'| + |t - t'|^{1/2}).
\]
For large enough \( \lambda \geq 0 \), Itô’s formula to \( e^{\lambda r} |\overline{Y}_r|^2 \) with \( \overline{Y}_r := Y_r - Y_{t'} \) in the interval \( [t, t'] \) yields that
\[
e^{\lambda t} |\overline{Y}_t|^2 + \lambda \int_t^{t'} e^{\lambda s} |\overline{Y}_s|^2 \left| \mathcal{F}_s \right| ds + \int_t^{t'} e^{\lambda r} |\overline{Z}_r|^2 \left| \mathcal{F}_r \right| dr = 2 \int_t^{t'} e^{\lambda s} \overline{Y}_s g(r, \Theta_s) \left| \mathcal{F}_s \right| ds + 2 \int_t^{t'} e^{\lambda s} \overline{Y}_s f(r, X_r, Y_r) \left| \mathcal{F}_r \right| ds - 2 \int_t^{t'} e^{\lambda s} \langle \overline{Y}_s, \overline{Y}_s, \mathcal{F}_r \rangle dr.
\]
Then the linear growth of \( g \) and the boundedness of \( X \) and \( Y \) yield that
\[
2 \overline{Y}_r g(r, \Theta_r) \leq 2C|\overline{Y}_r|(1 + |Z_r|) \leq 2C|\overline{Y}_r|^2 + \frac{1}{2} |Z_r|^2.
\]
Hence, by choosing \( \lambda \geq 2C \), the boundedness of \( f \) and Proposition 25 we deduce that
\[
\mathbb{E} \left[ |\overline{Y}_t|^2 \right] \leq C \mathbb{E} \left[ |\overline{Y}_{t'}|^2 \right] \leq C|t - t'|^{1/2},
\]
\( \frac{31}{31} \).
where we have used the first estimate in Proposition 25. Finally, we have that

\[
|Y_t - Y_t'| = E[|Y_t - Y_t'|] \leq E[|Y_t - Y_t'|] + E[|Y_t' - Y_t'|] \\
\leq C(|\zeta - \zeta'| + |\zeta - \zeta'|^{1/2} + |t - t'|^{1/2} + |t - t'|^{1/4}).
\]

Then all the desired results are obtained.
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