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Abstract: In order to extend the geometrization of Yangian $R$-matrices from Lie algebras $gl(n)$ to superalgebras $gl(M|N)$, we introduce new quiver-related varieties which are associated with representations of $gl(M|N)$. In order to define them similarly to the Nakajima-Cherkis varieties, we reformulate the construction of the latter by replacing the Hamiltonian reduction with the intersection of generalized Lagrangian subvarieties in the cotangent bundles of Lie algebras sitting at the vertices of the quiver. The new varieties come from replacing some Lagrangian subvarieties with their Legendre transforms. We present superalgebra versions of stable envelopes for the new quiver-like varieties that generalize the cotangent bundle of a Grassmannian. We define superalgebra generalizations of the Tarasov–Varchenko weight functions, and show that they represent the super stable envelopes. Both super stable envelopes and super weight functions transform according to Yangian $\tilde{R}$-matrices of $gl(M|N)$ with $M + N = 2$.

1. Introduction

There is a well-known correspondence between an $A_n$-type framed Nakajima quiver variety and a weight space in the tensor product of fundamental representations of $gl(n)$. This correspondence is used for the geometric construction of Yangian $R$-matrices and for the categorification of the quantum group $GL_q(n)$. In recent works of Okounkov and his co-authors [MO,O1,AO,O2] the key ingredient of this correspondence is the collection of so-called stable envelope maps.

The purpose of this paper is to extend this correspondence from $gl(n) = gl(N|0)$ to Lie superalgebras $gl(M|N)$.

In Sect. 2 we introduce a new family of quiver-related varieties, defined by a modified Nakajima-Cherkis construction. In the original construction the Nakajima-Cherkis quiver variety (a.k.a. bow variety) is a Hamiltonian reduction of the product of edge-related symplectic varieties $\mathcal{X}_e^\alpha$ by the product of vertex-related groups $GL(n_v)$. We show that the same quiver variety can be presented as an intersection of edge-related
generalized Lagrangian subvarieties \( \tilde{L}_v \) in the product of cotangent bundles \( T^* \mathfrak{gl}(n_v) \). The superalgebra related varieties result from replacing some generalized varieties \( \tilde{L}_v \) by their Legendre transforms. A replacement of some Nakajima arrow edges turns \( \mathfrak{gl}(M|N) \) into \( \mathfrak{gl}(M|N) \), while a replacement of some Cherkis bow edges turns the corresponding fundamental representations of \( \mathfrak{gl}(M|N) \) into their parity-flipped twins.

Consider a tensor power of the defining vector representation of \( \mathfrak{gl}(N) \). The quiver variety corresponding to a weight space of this representation is a cotangent bundle of an \( N \)-step partial flag variety. In particular, for \( N = 2 \), it is the cotangent bundle of a Grassmannian. Starting in Sect. 3 we carry out detailed calculations showing the four possible Legendre transform generalizations of this case. The generalized varieties, associated with the four decorated quivers of (15) below, will still be total spaces of vector bundles over the Grassmannian, but of different bundles—see Fig. 1. We define the superalgebra generalization of Maulik–Okounkov stable envelopes (‘super stable envelopes’), and show their existence using the superalgebra generalization of Tarasov–Varchenko weight functions (‘super weight functions’). We show that both super stable envelopes and super weight functions transform according to the Yangian \( \check{R} \)-matrices of \( \mathfrak{gl}(C_{\text{even}} \oplus C_{\text{even}}) \), \( \mathfrak{gl}(C_{\text{odd}} \oplus C_{\text{even}}) \), \( \mathfrak{gl}(C_{\text{odd}} \oplus C_{\text{odd}}) \).

The quiver-related varieties coming from Legendre-transformed arrow edges appeared in the work [OR] of Oblomkov and the second author on link homology, where either of two types of the fundamental representation of GL family were assigned to each link component. The categorical representation of the braid group amounted to the categorification of the \( \mathfrak{gl}(M|N) \) Hecke algebra, where \( M \) and \( N \) are the numbers of braid strands colored with either type of the fundamental representation of GL. Upon the reduction to \( \mathfrak{gl}(n) \) or, more generally, to \( \mathfrak{gl}(m|n) \) homology, one of these representations becomes the fundamental representation of \( \mathfrak{gl}(n) \) or \( \mathfrak{gl}(m|n) \), while the other becomes its parity-flipped twin.

Other works studying the geometrization of (affine) super Yangian actions include [LY, RSYZ, GY, GLY, VV]. We plan to compare our geometric construction with those works in the future.

2. A New Family of Quiver Varieties

2.1. A Nakajima–Cherkis quiver variety. In this section we recall the definition of varieties associated to quivers with two kinds of edges: arrow edges and bow edges. These varieties have also been called bow varieties [Ch1, Ch2, Ch3, NT, N3, RS], but in this paper we employ the metaphor that a “quiver” can hold both “arrows” and “bows” so we keep calling the varieties with arrow and bow components quiver varieties. The history of quiver varieties without bow edges goes back to [N1, N2], for a more recent survey see [G].

2.1.1. Hamiltonian reduction. In this paper we consider only linear quivers. Thus, a quiver \( Q \) is a ‘linear’ graph with two univalent vertices, \( N_Q - 1 \) bi-valent vertices and \( N_Q \) edges:

\[
(0) \quad \cdots \quad (i - 1) \quad (i) \quad (i + 1) \quad \cdots \quad (N_Q),
\]
Being a vertex index. A vertex \((i)\) is assigned a non-negative integer \(n_i\) representing the \(n_i\)-dimensional vector space \(V_i\) and the group \(G_i = \text{GL}(V_i)\). We always assume that \(n_0 = n = 0\).

An oriented edge connecting the vertices \((i - 1)\) and \((i)\) is assigned a symplectic variety \((X^s_i, \omega)\) with the Hamiltonian action of \(G_{i-1} \times G_i\) and the corresponding moment maps \(\mu_i^{R_{i-1}}\) and \(\mu_i^L\). If the orientation of the edge is reversed, then \(\omega, \mu_i^{R_{i-1}}\) and \(\mu_i^L\) change signs, but \((X^s_i, \omega)\) and \((X^s_i, -\omega)\) are symplectomorphic, because \(X^s_i\) is (a Hamiltonian reduction of) a cotangent bundle, and one can switch the sign of cotangent fibers. Hence ultimately the choice of orientation of the edges does not affect the resulting quiver variety (unless the orientation is also used to specify the stability conditions).

The quiver variety \(X_Q\) is a result of the Hamiltonian reduction of the product of edge varieties with respect to all vertex groups:

\[
X_Q := \left. X_e \right|_{\mu_i = 0} / G_v,
\]

where

\[
X_e = \prod_{i=1}^{N_Q} X^s_i, \quad G_v = \prod_{i=0}^{N_Q} \text{GL}(V_i),
\]

while \(\mu_i\) is the total moment map of the vertex \(v\):

\[
\mu_i = \mu_i^L + \mu_i^R.
\]

### 2.1.2. Arrow and bow edges.

The edges of a quiver are of two types: an arrow edge and a bow edge:

\[
\overset{\text{arrow}}{\circlearrowleft} \quad \overset{\text{bow}}{\circlearrowright}
\]

The corresponding symplectic varieties \(X^s_i\) are also of two types: the arrow varieties \(A_{m,n}\) and the bow varieties \(B_{m,n}\), where \(m\) and \(n\) are non-negative integers representing the dimensions of adjacent vertex spaces. An arrow variety \(A_{m,n}\) has a Hamiltonian action of \(\text{GL}(m) \times \text{GL}(n)\), while a bow variety \(B_{m,n}\) has a Hamiltonian action of \(\text{GL}(m) \times \text{GL}(n) \times \mathbb{C}^\times\). The groups \(\mathbb{C}^\times\) acting on bow varieties combine into the group

\[
(\mathbb{C}^\times)_{\text{bow}} = \prod_{e \text{ is bow}} (\mathbb{C}^\times)_e
\]

acting on the quiver variety \(X_Q\).

### 2.1.3. The arrow variety.

For two non-negative integers \(m, n\) define

\[
A_{m,n} = T^*\text{Hom}(\mathbb{C}^m, \mathbb{C}^n)
\]

with the natural Hamiltonian action of \(\text{GL}_m \times \text{GL}_n\). The moment maps are \(\mu_m = -XY\) and \(\mu_n = XY\), where \((X, Y) \in \text{Hom}(\mathbb{C}^m, \mathbb{C}^n) \times \text{Hom}(\mathbb{C}^n, \mathbb{C}^m) = T^*\text{Hom}(\mathbb{C}^m, \mathbb{C}^n)\).

For geometrizing the Yangian \(R\)-matrix we need a ‘stable’ version of the arrow variety. Namely, denote \(\text{Hom}^{st}(\mathbb{C}^m, \mathbb{C}^n) \subset \text{Hom}(\mathbb{C}^m, \mathbb{C}^n)\) the set of linear maps of the highest rank and define

\[
A_{m,n}^{st} = T^*\text{Hom}^{st}(\mathbb{C}^m, \mathbb{C}^n).
\]

Now define the symplectic variety of an oriented arrow edge as

\[
(i - 1) \overset{\text{arrow}}{\circlearrowright} (i) \quad X^{s}_{i} = A_{n_{i-1}, n_i} \quad \text{or} \quad A^{st}_{n_{i-1}, n_i}.
\]
2.1.4. The bow variety, cf. [N4, Section 2] Denote $U_k \subset \text{GL}(k)$ the subgroup of upper-triangular unipotent matrices. For two non-negative integers $m \leq n$ define the subgroup $U_{m,n} \subset U_n$ consisting of upper-triangular unipotent matrices of the form

$$h = \begin{pmatrix} u & \ast \\ 0 & I \end{pmatrix},$$

where $u \in U_{n-m}$, while $\ast$ is any $m \times (n - m)$ matrix and $I$ is the $m \times m$ identity matrix.

We define the action of $U_{m,n}$ on $\text{GL}(n) \times \mathbb{C}^m$. Let $U_{m,n}$ act on $\text{GL}(n)$ by right multiplication. Denote $w(h)$ the last row of the matrix $\ast$. Then $w(h_1 h_2) = w(h_1) + w(h_2)$ and we define the action of $U_{m,n}$ on $\mathbb{C}^m$ as $h \cdot v = w(h) + v$. Now $B_{m,n}$ is the ‘twisted’ symplectic quotient:

$$B_{m,n} = \mathbb{T}^\ast (\text{GL}(n) \times \mathbb{C}^m) \bigm/ x_{m,n} U_{m,n} := \mathbb{T}^\ast (\text{GL}(n) \times \mathbb{C}^m) \bigm/ \mu_{U_{m,n} = x_{m,n}} / U_{m,n},$$

where

$$x_{m,n} = \begin{pmatrix} x_0 \\ 0 \\ 0 \end{pmatrix},$$

and $x_0$ is the $(n - m) \times (n - m)$ transposed nilpotent Jordan block. Now we define the symplectic variety of a bow edge as

$$(\mathcal{O}_{i-1} \ldots \mathcal{O}_{i})^\ast, \quad \mathcal{X}_{i}^\ast = \begin{cases} B_{n_i,n_{i-1}}, & \text{if } n_{i-1} \geq n_i, \\
B_{n_{i-1},n_i}, & \text{if } n_{i-1} \leq n_i. \end{cases}$$

The bow variety $B_{m,n}$ has a Hamiltonian action of the group $\text{GL}(n) \times \text{GL}(m) \times \mathbb{C}^\times$ stemming from its action on $\text{GL}(n) \times \mathbb{C}^m$. The group $\text{GL}(n)$ acts on $\text{GL}(n)$ by left multiplication and it does not act on $\mathbb{C}^m$; while $\text{GL}(m) \times \mathbb{C}^\times$ acts on $\text{GL}(n)$ by right multiplication: $(h, z) \cdot g = g M^{-1}(h, z)$, where

$$M(h, z) = \begin{pmatrix} z I & 0 \\ 0 & h \end{pmatrix}.$$ 

Finally, $\text{GL}(m) \times \mathbb{C}^\times$ acts on $\mathbb{C}^m$ by natural action and scaling: $(h, z) \cdot x = z h x$.

2.1.5. Edge charges and the Hanany–Witten move Consider a linear quiver:

$$0 \longrightarrow \mathcal{O}_1 \longrightarrow \mathcal{O}_2 \longrightarrow \cdots \longrightarrow \mathcal{O}_{n-1} \longrightarrow \mathcal{O}_n \longrightarrow 0$$

with an arbitrary distribution of arrow and bow edges.

We always assume that the leftmost and the rightmost vertices are assigned number 0. For an edge $e$ connecting a vertex $(i-1)$ on the left and $(i)$ on the right define $n_{L,e}$ as the number of edges of opposite type to the left of it and $n_{R,e}$ – to the right of it. Define the charge $n_e$ of $e$:

$$n_e = \begin{cases} n_i - n_{i-1} + n_{L,e}, & \text{if } e \text{ is an arrow}, \\
n_{i-1} - n_i + n_{R,e}, & \text{if } e \text{ is a bow}. \end{cases}$$

Since the number $n_0$ at the leftmost vertex is fixed (zero), the charges of the edges determine the numbers at all vertices of the quiver. We consider only the quivers for
which \( n_e \geq 0 \) for all edges \( e \) and all \( n_i \geq 0 \) for all vertices \((i)\). The latter condition imposes a constraint on possible edge charge assignments.

The Hanany–Witten move [HW] transposes two neighboring edges of opposite nature: the quiver variety resulting from this move is isomorphic to the original one as long as the charges of edges are preserved:

\[
\begin{align*}
&n_i \overset{\leftrightarrow}{\rightarrow} n_i' \quad &\text{if} \quad n_i + n_i' = n_{i-1} + n_{i+1} - 1. \\
&\text{if} \quad n_i + n_i' \geq 0 \quad \text{for all edges} \quad e \quad \text{and all} \quad n_i \geq 0 \quad \text{for all vertices} \quad (i). 
\end{align*}
\]

The latter condition imposes a constraint on possible edge charge assignments.

The Hanany–Witten move [HW] transposes two neighboring edges of opposite nature: the quiver variety resulting from this move is isomorphic to the original one as long as the charges of edges are preserved:

\[
\begin{align*}
&n_i \overset{\leftrightarrow}{\rightarrow} n_i' \quad &\text{if} \quad n_i + n_i' = n_{i-1} + n_{i+1} - 1. \\
&\text{if} \quad n_i + n_i' \geq 0 \quad \text{for all edges} \quad e \quad \text{and all} \quad n_i \geq 0 \quad \text{for all vertices} \quad (i). 
\end{align*}
\]

If the middle vertex number after the transposition \((n_i \text{ or } n_i')\) has to be negative, then the original quiver variety is empty.

2.1.6. A separated quiver and its variety

Consider a linear quiver with \( N \) arrow edges with charges \( w = (w_1, \ldots, w_N) \) and \( K \) bow edges with charges \( k = (k_1, \ldots, k_K) \). Denote \(|w| = \sum_{i=1}^{N} w_i\) and similarly for \(|k|\). Since the numbers at end-point vertices are zero, the charges must satisfy the consistency condition: \(|w| = |k|\). If this condition is satisfied, then there exists a separated quiver \( Q_w^k \) in which all \( N \) arrow edges are on the left and all \( K \) bow edges on the right:

\[
Q_w^k : \begin{array}{cccccc}
\circ & \circ & \circ & \cdots & \circ & \circ \\
\circ & \circ & \circ & \cdots & \circ & \circ \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\circ & \circ & \circ & \cdots & \circ & \circ \\
\end{array}, \quad (4)
\]

and \( n_N = n_{\max} \), where \( n_{\max} := |w| = |k| \) is the number at the middle vertex which separates the arrow and bow parts of the quiver. Since the edge charges are non-negative, the vertex numbers are in relation

\[
0 \leq n_1 \leq \cdots \leq n_{N-1} \leq n_N, \quad n_N \geq n_{N-1} \geq \cdots \geq n_{N+K-1} \geq 0.
\]

Defining the variety \( X_w^k \) associated with the separated quiver \( Q_w^k \), we use varieties \( A_{m,n}^{\ast} \) of (2) for arrow edges.

We split the separated quiver into the arrow and bow halves:

\[
Q_w^{\text{arr}} : \begin{array}{c}
\circ \quad \circ \quad \circ \\
\circ \quad \circ \quad \circ \\
\vdots \quad \vdots \quad \vdots \\
\circ \quad \circ \quad \circ \\
\end{array}, \quad Q_w^{\text{bow}} : \begin{array}{c}
\circ \quad \circ \quad \circ \\
\circ \quad \circ \quad \circ \\
\vdots \quad \vdots \quad \vdots \\
\circ \quad \circ \quad \circ \\
\end{array}, \quad (5)
\]

The boxes at end-vertices indicate that we do not perform the Hamiltonian reduction there.

The arrow quiver variety is the cotangent bundle to a partial flag variety: \( T^\ast F_w \), where \( F_w = \{ F_\bullet \} \) and

\[
F_\bullet = (F_0 \subset F_1 \subset \cdots \subset F_{M-1} \subset F_M = \mathbb{C}^{|w|}), \quad \dim F_0 = 0, \quad \dim F_{i+1} - \dim F_i = w_i.
\]

We denote the bow variety by \( \hat{S}_k \). If the bow edge charges are non-decreasing:

\[
k_1 \leq \cdots \leq k_K,
\]

then the bow variety \( \hat{S}_k \) is the equivariant Slodowy slice introduced by Losev [L]. Denote \( S_k \) the Slodowy slice corresponding to the nilpotent matrix with Jordan block decomposition given by \( k \). Then \( \hat{S}_k = \text{GL}(n_{\max}) \times \hat{S}_k \) and the moment map for the action of \( \text{GL}(n_{\max}) \) is \( \mu_{\hat{S}}(g, x) = \text{Ad}_g x \).
In order to describe the action of $\left(\mathbb{C}^\times\right)_{\text{bow}} = (\mathbb{C}^\times)^K$ on $\hat{S}_k$, we split $\mathbb{C}^{n_{\text{max}}} = \mathbb{C}^{k_1} \oplus \cdots \oplus \mathbb{C}^{k_K}$. For $z = (z_1, \ldots, z_K) \in (\mathbb{C}^\times)_{\text{bow}}$ denote $M_z$ the diagonal matrix which multiplies each component $\mathbb{C}^{k_i}$ by $z_i$. Then $z \cdot (g, x) = (g M_z^{-1}, \text{Ad}_{M_z} x)$.

Since the separated quiver $Q_k^w$ results from joining $Q_{\text{arr}}^w$ and $Q_{\text{bow}}^w$ at the middle vertex, the corresponding variety is the Hamiltonian reduction with respect to the middle group:

$$\mathcal{X}_k^w = (T^* F_w \times \hat{S}_k) / \text{GL}(n_{\text{max}}).$$

2.1.7. The GL$(N)$ weight space quiver. A weight of a GL$(N)$-module is determined by $N$ ordered non-negative integers $w = (w_1, \ldots, w_N)$. Denote $R_k$ the $k$-th fundamental representation of GL$(N)$, that is $R_1$ is the defining $N$-dimensional module and $R_k = \Lambda^k R_1$. For an ordered sequence of non-negative integers $k = (k_1, \ldots, k_K)$ denote

$$R_k = R_{k_1} \otimes \cdots \otimes R_{k_K}$$

and denote $V_k^w \subset R_k$ its weight space of weight $w$. The corresponding quiver is a linear quiver consisting of $K$ bow edges with charges $k$ and $N$ arrow edges with charges $w$. The edges can be distributed randomly along the quiver. In this paper we use the quiver $Q_k^w$ of (4) and its variety $\mathcal{X}_k^w$ of (6).

In particular, if we consider the tensor product of only defining representations $R_1 \otimes \cdots \otimes R_1$, then $k = 1 = (1, \ldots, 1)$, and $\hat{S}_1 = T^* \text{GL}(n_{\text{max}})$, so the corresponding variety is the cotangent bundle to a partial flag variety: $\mathcal{X}_1^w = T^* F_w$

2.2. Alternative construction. For our generalization in Sect. 2.3 we need an alternative construction of arrow-bow quiver varieties, which we describe now.

2.2.1. Critical locus. Let $\mathcal{X}^s$ be a symplectic variety with the Hamiltonian action of a Lie group $G$ and the corresponding moment map $\mu$. The adjoint action of $G$ on its Lie algebra $\mathfrak{g}$ extends to the action of $G$ on $\mathcal{X}^s \times \mathfrak{g}$.

Consider a $G$-invariant function $W^s \in \mathbb{C}[\mathcal{X}^s \times \mathfrak{g}]^G$ defined as a pairing of $\mu$ and the elements of $\mathfrak{g}$: $W^s(x, X) = \text{Tr} \mu(x) X$. If the action of $G$ on $\mathcal{X}^s$ is free, then the projection $\mathcal{X}^s \times \mathfrak{g} \rightarrow \mathcal{X}^s$ establishes an isomorphism between the critical locus $\text{Crit}(W^s; \mathcal{X}^s \times \mathfrak{g})$ of $W^s$ on $\mathcal{X}^s \times \mathfrak{g}$ and the subvariety $\mathcal{X}^s|_{\mu=0}$. As a result, the Hamiltonian reduction of $\mathcal{X}^s$ can be presented as a (GIT) quotient of the critical locus of $W^s$:

$$\mathcal{X}^s / G \cong \text{Crit}(W^s; \mathcal{X}^s \times \mathfrak{g}) / G.$$  (7)

2.2.2. Symplectic intersection. For a given Lie group $G$ we consider ‘$G$-pairs’ $(\mathcal{X}, W)$, where $\mathcal{X}$ is a variety with the $G$ action and $W$ is a $G$-invariant function on $\mathcal{X} \times \mathfrak{g}$: $W \in \mathbb{C}[\mathcal{X} \times \mathfrak{g}]^G$. In all our examples $W$ is linear as a function on $\mathfrak{g}$, that is, there is a function $\mu : \mathcal{X} \rightarrow \mathfrak{g}$ (not necessarily a moment map) and $W = \text{Tr} \mu X$. For two $G$-pairs $(\mathcal{X}_i, W_i)$, $i = 1, 2$ we define their symplectic intersection as the critical locus:

$$(\mathcal{X}_1^s, W_1) \cap (\mathcal{X}_2^s, W_2) := \text{Crit}(W_2 - W_1; \mathcal{X}_1 \times \mathcal{X}_2 \times \mathfrak{g}).$$  (8)

This intersection has a symplectic geometry interpretation. A pair $(\mathcal{X}, W)$ determines a ‘generalized’ $G$-invariant Lagrangian subvariety of $T^* \mathfrak{g}$ or, equivalently, a generalized
Lagrangian subvariety of the Hamiltonian reduction $T^*g//G$. Present $T^*g = g \times g$ with coordinates $(X, Y)$. By definition,

$$\mathcal{L}(\mathcal{X}, W) := \left\{ (x, X, Y) \in \mathcal{X} \times T^*g \mid \frac{\partial W}{\partial X} = Y, \frac{\partial W}{\partial x} = 0 \right\}.$$  

The image $\mathcal{L}(\mathcal{X}, W) \subset T^*g$ of $\mathcal{L}(\mathcal{X}, W)$ under the projection $\mathcal{X} \times T^*g \rightarrow T^*g$ is a (possibly singular) Lagrangian subvariety of $T^*g$. Thus the generalized Lagrangian subvariety $\mathcal{L}(\mathcal{X}, W)$ represents a fibration $\mathcal{L}(\mathcal{X}, W) \rightarrow \mathcal{L}(\mathcal{X}, W)$ with a Lagrangian base. We consider two $G$-pairs equivalent: $(\mathcal{X}_1; W_1) \sim (\mathcal{X}_2; W_2)$, if they produce the same fibration.

Define the intersection of two generalized Lagrangian subvarieties as the product of fibers over the intersection of their bases:

$$\mathcal{L}(\mathcal{X}_1, W_1) \cap^l \mathcal{L}(\mathcal{X}_2, W_2) := \{(x_1, x_2, X, Y) \in \mathcal{X}_1 \times \mathcal{X}_2 \times T^*g \mid (x_1, X, Y) \in \mathcal{L}(\mathcal{X}_1, W_1), (x_2, X, Y) \in \mathcal{L}(\mathcal{X}_2, W_2)\}.$$

Now a projection $\mathcal{X}_1 \times \mathcal{X}_2 \times T^*g \rightarrow \mathcal{X}_1 \times \mathcal{X}_2 \times g$ identifies the symplectic intersection of pairs with the intersection of their generalized Lagrangian subvarieties:

$$\mathcal{L}(\mathcal{X}_1, W_1) \cap^l \mathcal{L}(\mathcal{X}_2, W_2) \xrightarrow{\sim} (\mathcal{X}_1, W_1) \cap (\mathcal{X}_2, W_2).$$

2.2.3. Brief 2-category motivation. $G$-pairs represent objects in the 2-category $[KRS, KR]$ associated with the Hamiltonian quotient $T^*g//G$ considered as a symplectic variety. The category of morphisms between two $G$-pairs $(\mathcal{X}_1, W_1)$ is the category of $G$-equivariant matrix factorizations of $W_2 - W_1$ over $\mathcal{X}_1 \times \mathcal{X}_2 \times g$. This category is ‘approximately’ equivalent to the derived category of $G$-equivariant coherent sheaves over the critical locus (8), which motivates the set-theoretical definition of the symplectic intersection.

The particular 2-category of $T^*g//G$ and its arrow edge-related objects were studied in detail in [OR1,OR2] in relation to the categorical representation of the braid group and the construction of the link homology.

2.2.4. Quiver varieties as symplectic intersections. The relation (7) allows us to transform the standard definition (1) of the quiver variety $\mathcal{X}_Q$ into the symplectic intersection (8). For an edge $e$ connecting the vertices $v_1$ and $v_2$, its edge variety $\mathcal{X}_e$ becomes a pair $(\mathcal{X}_e^s; W_e^s)$, where $W_e^s = \text{Tr} \mu_{v_1,e} X_{v_1} + \text{Tr} \mu_{v_2,e} X_{v_2}$, relative to the Lie algebra $g_l(n_{v_1}) \times g_l(n_{v_2})$. Now the quiver variety $\mathcal{X}_Q$ can be presented as a quotient of the symplectic intersection of all pairs $(\mathcal{X}_e^s; W_e^s)$ in the total Lie algebra $g_v = \prod_{v \in Q_v} g_l(n_v)$

$$\mathcal{X}_Q = \bigcap_{e \in Q_e} (\mathcal{X}_e^s; W_e^s)/G_v := \text{Crit}(W_e^s; \mathcal{X}_e \times g_v)/G_v,$$

where

$$W_e^s = \sum_{e \in Q_e} W_e^s = \sum_{v \in Q_v} \text{Tr} \mu_v X_v.$$
2.3. New quiver-related varieties.

2.3.1. A Legendre transform. For a $G$-pair $(\mathcal{X}; W)$ define a Legendre-transformed pair as

$$(\mathcal{X}; W)^{LG} := (\mathcal{X} \times g; -W(x, Z) + \text{Tr} XX),$$

where $(x, Z) \in \mathcal{X} \times g$ and $G$ has adjoint action on $g$. The generalized Lagrangian subvarieties of $(\mathcal{X}; W)$ and $(\mathcal{X}; W)^{LG}$ are related by the Legendre anti-symplectomorphism

$$f_{LG}: T^* g \longrightarrow T^* g, \quad (X, Y) \mapsto (Y, X).$$

As a consequence, the symplectic intersection of two $G$-pairs is isomorphic to the symplectic intersection of their Legendre transforms:

$$(\mathcal{X}_1; W_1)^{LG} \cap (\mathcal{X}_2; W_2)^{LG} \cong (\mathcal{X}_1; W_1) \cap (\mathcal{X}_2; W_2).$$

Finally, $f_{LG}^2 = 1$, that is, the double Legendre transform of a $G$-pair is equivalent to the original pair:

$$(\mathcal{X}; W)^{LG})^{LG} \sim (\mathcal{X}; W).$$

2.3.2. Legendre transform and quiver varieties The Legendre transform can be applied to a $G$-pair $(\mathcal{X}_e^s; W_e)$ associated with an edge $e$ of a quiver. If the edge $e$ is attached to a vertex $v$, then we define the one-sided transform

$$(\mathcal{X}_e^s; W_e)^{LG,v} := (\mathcal{X}_e^s \times g_v; \text{Tr} Z_v(X_v - \mu_v)).$$

The two-sided transform $(\mathcal{X}_e^s; W_e)^{LG}$ is defined as the application of one-sided transforms on both sides of the edge $e$.

A marked quiver $Q$ has marks ($*$) at the ends of some of its edges. A mark means that the $G$-pair of the edge is Legendre-transformed at that side. Thus, depending on the marks, a $G$-pair $(\mathcal{X}_e^s; W_e)$ of an edge $e$ attached to the vertices $v_1, v_2$ may be of one of the four forms:

$$(\mathcal{X}_e^s; W_e)^{LG,v_1} : v_1 \overset{*}{\circlearrowright} v_2, \quad (\mathcal{X}_e^s; W_e)^{LG,v_2} : v_2 \overset{*}{\circlearrowright} v_1,$$

$$(\mathcal{X}_e^s; W_e)^{LG,v_1,v_2} : v_1 \overset{*}{\circlearrowright} v_2 = v_2 \overset{*}{\circlearrowright} v_1,$$

that is, a single mark in the middle means a complete (two-sided) Legendre transform.

Note that a mark can be moved from one edge to the other at the same vertex and if two edges are marked at the same vertex, then these marks can be removed:

$$* = *, \quad * = *.$$  

(9)
2.3.3. Mixed vector bundles over partial flag varieties. As an example of the latter construction, consider the following quiver $Q$:

![Quiver Diagram](image)

(10)

All of its edges are of the arrow type, their charges being the non-negative integers $w = (w_1, \ldots, w_M)$. The marks are distributed randomly among the edges. The box $\square$ at the end of the quiver indicates that we do not apply symplectic intersection with respect to its Lie algebra.

The resulting variety has the following description. Consider a partial flag variety $\mathcal{F}_w = \{F_\bullet\}$, where

$$
F_\bullet = (F_0 \subset F_1 \subset \cdots \subset F_{M-1} \subset F_M = \mathbb{C}^{|w|}), \quad \dim F_0 = 0, \quad \dim F_{i+1} - \dim F_i = w_i.
$$

(11)

For a partial flag $F_\bullet$ consider a subspace $V(F_\bullet) \subset \text{End}(\mathbb{C}^{|w|})$ such that $\phi \in V(F_\bullet)$ iff

$$
\phi(F_i) \subseteq \begin{cases} 
F_i, & \text{if the } i\text{-th edge is marked}, \\
F_{i-1}, & \text{if the } i\text{-th edge is unmarked}, 
\end{cases}
$$

(12)

see

![Matrix Example](image)

The quiver (10) produces the $G$-pair $(\mathcal{X}_Q; W_Q)$, where $\mathcal{X}_Q$ is the bundle over $\mathcal{F}_w$ with fibers $V(F_\bullet)$, while $W_Q = \text{Tr} \phi X$.

Remark 2.1. The image of the map $\mu: \mathcal{X}_Q \rightarrow \mathfrak{gl}(|w|)$, $\mu(x) = \phi$ has an explicit description. Denote by $m$ the number of unmarked edges and let $w_{\text{nil}} = (w_{\text{nil}}^1, \ldots, w_{\text{nil}}^m)$ be the list of the corresponding numbers $w_i$ in descending order: $w_{\text{nil}}^i \geq w_{\text{nil}}^j$, if $i < j$.

Then the image of $\mu$ consists of matrices $\phi \in \text{End}(\mathbb{C}^{|w|})$ such that

$$
\dim \ker \phi^k \geq \sum_{i=1}^k w_{\text{nil}}^i \quad \text{for all } k = 1, 2, \ldots, m.
$$
2.4. String theory motivation.

2.4.1. Old quiver varieties. It is well-known that a quiver variety is the Higgs branch of a 3-dimensional super-Yang-Mills (SYM) theory of the type considered by Hanany and Witten [HW]. The theory describes the IIB superstring physics of a stack of D3 branes sandwiched between NS5 and D5 branes. The whole brane arrangement is within the 10-dimensional space with coordinates $x_0, \ldots, x_9$, each brane representing an affine subspace parallel to a coordinate subspace.

The 10-dimensional space $\mathbb{R}^{10}$ is split into a product of subspaces:

$$\mathbb{R}^{10} = \mathbb{R}^3_{\mathrm{cmn}} \times \mathbb{R}^1_{\mathrm{quiv}} \times \mathbb{R}^3_{\mathrm{NS5}} \times \mathbb{R}^3_{\mathrm{D5}}$$

All branes are stretched along the common 3-dimensional space $\mathbb{R}^3_{\mathrm{cmn}}$ and the Table 1 describes the extra directions of affine subspaces spanned by various branes. D3 branes begin and end on D5 and NS5 branes, and their arrangement along $\mathbb{R}^1_{\mathrm{quiv}}$ is dual to the quiver $Q$: the transverse NS5 (resp. D5) branes correspond to arrow (resp. bow) edges, while the segments of D3 branes correspond to the vertices of $Q$, $n_i$ being the number of D3 branes between the adjacent D5 and NS5 branes, for example:

```
\begin{verbatim}
+-----+-----+-----+
|     |     |     |
|     |     |     |
|     |     |     |
\end{verbatim}
```

2.4.2. New quiver varieties. New quiver-related varieties emerge as Higgs branches of 2d SYM theories describing the physics of a stack of D2 branes sandwiched between NS5 and D4 branes within the IIA string theory. This time the 10-dimensional space-time $\mathbb{R}^{10}$ is split in the following way:

$$\mathbb{R}^{10} = \mathbb{R}^2_{\mathrm{cmn}} \times \mathbb{R}^1_{\mathrm{quiv}} \times \mathbb{R}^2_{\mathrm{NS5}} \times \mathbb{R}^1_{\mathrm{D4}} \times \mathbb{R}^2_x \times \mathbb{R}^2_y.$$ 

All branes span $\mathbb{R}^2_{\mathrm{cmn}}$. D2 branes are segments along $\mathbb{R}^1_{\mathrm{quiv}}$. The branes NS5 span $\mathbb{R}^2_{\mathrm{NS5}}$, while the branes D4 span $\mathbb{R}^1_{\mathrm{D4}}$. Each NS5 (resp. D5) brane may stretch either along $\mathbb{R}^2_x$ or along $\mathbb{R}^2_y$ and depending on this choice, we denote them as $\text{NS5}_x$, $\text{NS5}_y$ (resp. $\text{D4}_x$, $\text{D4}_y$). These choices are summed up in the Table 2.

The correspondence between the brane arrangements and marked quivers is the same as in the Hanany–Witten IIB construction, except that now the branes $\text{NS5}_x$ and $\text{D4}_y$ correspond to unmarked edges, while $\text{NS5}_y$ and $\text{D4}_x$ correspond to marked edges.
Table 2. Directions of various branes in $\mathbb{R}^{10}$

| Type   | $D_2$ | $D_4_x$ | $D_4_y$ | $NS_5_x$ | $NS_5_y$ |
|--------|-------|---------|---------|----------|----------|
| Direction | $\mathbb{R}^{1}_{quiv}$ | $\mathbb{R}^{1}_{D_4} \times \mathbb{R}^{2}_{x}$ | $\mathbb{R}^{1}_{D_4} \times \mathbb{R}^{2}_{y}$ | $\mathbb{R}^{2}_{NS_5} \times \mathbb{R}^{2}_{x}$ | $\mathbb{R}^{2}_{NS_5} \times \mathbb{R}^{2}_{y}$ |

If the space $\mathbb{R}^{2}_{x} \times \mathbb{R}^{2}_{y}$ is endowed with the Taub-NUT metric, then $\mathbb{R}^{2}_{x} \times \{0\}$ and $\{0\} \times \mathbb{R}^{2}_{y}$ become a pair of cigars and our construction makes contact with that of Mikhaylov and Witten [MW] who studied the emergence of $U(M|N)$ Chern–Simons theory when D-branes are wrapped on both cigars. Note however, that we have a skew Howe-dual version here, because in our case the super-algebra is determined by the number of NS5$_x$ and NS5$_y$ branes, whereas D4 branes are responsible for its representations.

2.5. Quiver Varieties for $\mathfrak{gl}(M|N)$ Superalgebras.

2.5.1. Weights and fundamental representations. A weight of the superalgebra $\mathfrak{gl}(M|N)$ is described by two sequences of ordered integers $(w, w')$, where $w = (w_1, \ldots, w_M)$ and $w' = (w'_1, \ldots, w'_N)$.

Denote $R_1$ the defining fundamental representation of $\mathfrak{gl}(M|N)$: $R_1 \cong \mathbb{C}^{M|N} = \mathbb{C}^{M}_{\text{even}} \oplus \mathbb{C}^{N}_{\text{odd}}$ and denote $R_k = \Lambda^k R_1$. Also denote by $R'_1$ the parity-flipped fundamental representation: $R'_1 \cong \mathbb{C}^{N|M} = \mathbb{C}^{M}_{\text{odd}} \oplus \mathbb{C}^{N}_{\text{even}}$ and $R'_k = \Lambda^k R'_1$.

For two ordered sequences of non-negative integers $k = (k_1, \ldots, k_K)$ and $k' = (k'_1, \ldots, k'_{K'})$ denote

$$R_{k;k'} = (R_{k_1} \otimes \cdots \otimes R_{k_K}) \otimes (R'_{k'_1} \otimes \cdots \otimes R'_{k'_{K'}})$$

and denote $V^{w;w'}_{k;k'} \subset R_k$ its weight space of weight $(w; w')$.

To the weight space $V^{w;w'}_{k;k'}$ we associate the marked quiver $Q^{w;w'}_{k;k'}$ which is similar to $Q^w_k$ of (4). Going from left to right, it has

(1) $N$ marked (that is, Legendre-transformed) arrow edges with charges $k'$,
(2) $M$ unmarked (that is, ordinary) arrow edges with charges $k$,
(3) $K$ marked bow edges with charges $k$ from right to left,
(4) $K'$ unmarked bow edges with charges $k'$ from right to left.

Relations (9) allow us to present this quiver by using only two endpoint marks:

```
 w_1' o --*-- o w_1 o --*-- o n_{max} o --*-- o k_1
```

Remark 2.2. We believe that the weight space $V^{w;w'}_{k;k'} \subset R_k$ can be represented by any separated quivers, that is, the marked and unmarked edges are distributed arbitrarily as long as the arrow edges are to the left of the bow edges. One can also transpose two unmarked edges or two marked edges by the Hanany–Witten move (3), however we do not know whether it is possible to transpose a marked edge and an unmarked edge of opposite nature.
2.5.2. Varieties for weight spaces. For a Lie superalgebra $gl(M|N)$ we consider the weight space of $(w, w')$ in the module $R_{k_1:z} = R_{k_1} \otimes \cdots \otimes R_{k_k}$. The corresponding marked separated quiver $Q_k^{w:w'}$ has the form

$$Q_k^{w:w'}: \quad w'_1 \quad \cdots \quad * \quad w_1 \quad \cdots \quad n_{\text{max}} \quad \cdots \quad k_1$$

and we denote $\lambda_k^{w:w'}$ the corresponding variety. Similar to (5), we split this quiver into the arrow half

$$Q_{w,w'}^{\text{arr}}: \quad w'_1 \quad \cdots \quad * \quad w_1 \quad \cdots \quad n_{\text{max}}$$

and the bow half $Q_{k}^{\text{bow}}$. Each half-quiver produces its own G-pair, and the variety $\lambda_k^{w:w'}$ of the full quiver is their symplectic intersection with respect to $T^* gl(n_{\text{max}})$.

The bow half-quiver $Q_k^{\text{bow}}$ yields the G-pair $(\hat{S}_k; \text{Tr } \mu \hat{\xi} X)$, where $\mu \hat{\xi}$ is the moment map of the action of $\text{GL}(n_{\text{max}})$ on $\hat{S}_k$.

The arrow half-quiver $Q_{w,w'}^{\text{arr}}$ yields the G-pair $(\hat{F}_{w,w'}; \text{Tr } \mu \mathcal{F} X)$. Here $\hat{F}_{w,w'}$ is a ‘mixed parabolic-nilpotent’ vector bundle over the flag variety $\mathcal{F}_{w,w'} = \{F_\bullet\}$ which corresponds to the concatenated weight list $(w', w)$. The fiber of $\hat{F}_{w,w'}$ over a partial flag $F_\bullet$ is the subspace $V(F_\bullet) \subset \text{End}(C^n_{\text{max}})$ such that $\phi \in V(F_\bullet)$ if

$$\phi(F_i) \subset \begin{cases} F_i, & \text{if } i \leq N, \\ F_{i-1}, & \text{if } i > N. \end{cases}$$

The function $\mu \mathcal{F}: \hat{F}_{w,w'} \to gl(n_{\text{max}})$ is defined as $\mu \mathcal{F}(F_\bullet, \phi) = \phi$.

Thus the variety $\lambda_k^{w:w'}$ is the symplectic intersection:

$$\lambda_k^{w:w'} = (\mathcal{F}_{w,w'}; \text{Tr } \mu \mathcal{F} X) \cap (\hat{S}_k; \text{Tr } \mu \hat{\xi} X) = \text{Crit}(\text{Tr}(\mu \mathcal{F} - \mu \hat{\xi})(X); \mathcal{F}_{w,w'} \times \hat{S}_k \times gl(n_{\text{max}}))/\text{GL}(n_{\text{max}}).$$

(13)

The criticality with respect to $gl(n_{\text{max}})$ requires $\mu \mathcal{F} = \mu \hat{\xi}$. Since $\mu \hat{\xi}$ is the moment map for the action of $\text{GL}(n_{\text{max}})$ on $\hat{S}_k$ and this action is free, it follows that the criticality of $\text{Tr } \mu \hat{\xi} X$ along $\hat{S}_k$ requires $X = 0$. The variation of $\text{Tr } \mu \mathcal{F} X$ along $\mathcal{F}_{w,w'}$ is proportional to $X$, so $X = 0$ guarantees that this variation is zero. Hence the critical locus of (13) is just the condition $\mu \mathcal{F} = \mu \hat{\xi}$ imposed on $\mathcal{F}_{w,w'} \times \hat{S}_k$, so $\lambda_k^{w,w'}$ has a quiver-like presentation:

$$\lambda_k^{w,w'} = (\mathcal{F}_{w,w'} \times \hat{S}_k)\bigg|_{\mu \mathcal{F} = \mu \hat{\xi}}/\text{GL}(n_{\text{max}}).$$

If we consider the tensor product of defining representations $R_1 = R_{1} \otimes \cdots \otimes R_1$, that is, $k_1 = 1 \equiv (1, \ldots, 1)$, then $S_1 = T^* \text{GL}(n_{\text{max}})$ and the corresponding variety is the mixed bundle to the partial flag variety:

$$\lambda_1^{w,w'} = T^* \mathcal{F}_w.$$  

(14)
2.5.3. \( \mathfrak{gl}(N) \) presented as \( \mathfrak{gl}(0|N) \). Finally, consider the case of \( M = 0 \), that is, the algebra is \( \mathfrak{gl}(N) \), but it is presented as \( \mathfrak{gl}(0|N) \) rather than as traditional \( \mathfrak{gl}(N|0) \). Denote \( R(N) \) the (ordinary, even) defining representation of \( \mathfrak{gl}(N) \) and consider the product of its symmetric powers

\[
R_k^{\text{sym}} = S^{k_1} R(N) \otimes \cdots \otimes S^{k_\ell} R(N).
\]

The defining representation \( R_1 \) of \( \mathfrak{gl}(0|N) \) is odd, so its exterior powers appearing in \( R_{k'} \) are, in fact, symmetric powers of \( R_k^{\text{sym}} \). Hence, according to the general construction, the weight \( w \) subspace in the product of symmetric powers \( R_k^{\text{sym}} \) is represented by the symplectic intersection of bundle of parabolic algebras over the flag variety \( \mathcal{F}_w \) and the equivariant Slodowy slice

\[
\mathcal{Y}_w^N = (\mathcal{P}_w \times \hat{S}_k) \bigg/ \mathcal{GL}(n_{\max}),
\]

where \( \mathcal{P}_w \) is a bundle over \( \mathcal{F}_w \), whose fiber over a partial flag \( F_* \) is the subspace \( V(F_*) \subseteq \text{End}(\mathbb{C}^{n_{\max}}) \) such that \( \phi \in V(F_*) \) if \( \phi(F_i) \subseteq F_i \) for all \( i \), while \( \mu_{\mathcal{F}}(F_*, \phi) = \phi \).

3. The Spaces \( X_{k,n}^{(r)} \) and Their Equivariant Cohomology

From now on in the whole paper we will focus on the construction of Sect. 2.5 in the special case of \( M = N = 1 \), that is, corresponding to the decorated quivers
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Now we give a detailed description of the corresponding varieties and their equivariant cohomology.

3.1. The spaces \( X_{k,n}^{(r)} \). Consider the tautological short exact sequence \( 0 \to S \to \mathbb{C}^n \to Q \to 0 \) of vector bundles over \( \text{Gr}_k \mathbb{C}^n \). Define

- \( X_{k,n}^{(00)} \) = total space of \( \text{Hom}(Q, S) = T^* \text{Gr}_k \mathbb{C}^n \);
- \( X_{k,n}^{(10)} \) = total space of \( \text{Hom}(\mathbb{C}^n, S) \);
- \( X_{k,n}^{(01)} \) = total space of \( \text{Hom}(Q, \mathbb{C}^n) \);
- \( X_{k,n}^{(11)} \) = total space of \( \text{Hom}(S, S) \oplus \text{Hom}(Q, \mathbb{C}^n) = \text{Hom}(\mathbb{C}^n, S) \oplus \text{Hom}(Q, Q) \)

illustrated in Fig. 1. Several notions and statements below will have four versions, corresponding to these four spaces. The upper index \( (r) = (00), (10), (01), (11) \) will always refer to this choice.
3.2. Torus equivariant cohomology of $\text{Gr}_k \mathbb{C}^n$. The natural action of $A = A^n = (\mathbb{C}^\times)^n$ on $\mathbb{C}^n$ induces an action on $\text{Gr}_k \mathbb{C}^n$. The fixed points of the action are the coordinate $k$-planes. The one naturally corresponding to the $k$-element subset $I \subset \{1, \ldots, n\}$ will be denoted by $p_I$. The set of $k$-element subsets of $\{1, \ldots, n\}$ will be denoted by $\mathcal{I}_k$.

We have $H^*_A(pt) = \mathbb{C}[z_1, \ldots, z_n]$, where $z_i$ is the first Chern class of the tautological line bundle over $B(\mathbb{C}^\times)$ (the $i$th $\mathbb{C}^\times$ factor). The $A$ equivariant cohomology ring of any space with an $A$ action is hence a $\mathbb{C}[z_1, \ldots, z_n]$-module.

Let us recall the description of $H^*_A(\text{Gr}_k \mathbb{C}^n)$ based on the maps

$$\mathbb{C}[t_1, \ldots, t_k, z_1, \ldots, z_n]^{S_k} \xrightarrow{q} H^*_A(\text{Gr}_k \mathbb{C}^n) \xrightarrow{\text{Loc}} \bigoplus_{I \in \mathcal{I}_k} H^*_A(pt) \cong \mathbb{C}[z_1, \ldots, z_n].$$

The $q$-image of the variables $t_i$ are the equivariant Chern roots of the tautological $k$-bundle $S$ over $\text{Gr}_k \mathbb{C}^n$. They generate $H^*_A(\text{Gr}_k \mathbb{C}^n)$ over $H^*_A(pt)$, hence the map $q$ is surjective.

The map Loc is the restriction (“equivariant localization”) map in cohomology to the union of fixed points. It is injective, and its image has the so-called GKM description [GKM]:

The tuple $(f_I)_{I \in \mathcal{I}_k}$ belongs to the image of Loc if and only if for any two components $f_I, f_J$ satisfying $I = K \cup \{i\}, J = K \cup \{j\}$ ($|K| = k - 1, i \neq j$) we have $(z_i - z_j)(f_I - f_J)$ in $\mathbb{C}[z_1, \ldots, z_n]$.

Hence, if we allowed $z_i - z_j$ denominators, ie. by tensoring with $\mathbb{C}(z_1, \ldots, z_n)$, then the Loc map would become an isomorphism.

The $I$ component of the composition Loc $\circ q$ is obtained by substituting $t_s = z_i$ for $I = \{i_1, \ldots, i_k\}$, which we will write as

$$\text{Loc } \circ q : f(t, z) \mapsto (f(z_I, z))_{I \in \mathcal{I}_k}.$$ (17)

In summary, we have two ways of naming an element in $H^*_A(\text{Gr}_k \mathbb{C}^n)$. Either by an $n\choose k$ tuple of polynomials satisfying the GKM condition, or by an element of $\mathbb{C}[t_1, \ldots, t_k, z_1, \ldots, z_n]^{S_k}$—although this latter element is only unique up to the kernel of (17).

3.3. The $X_n^{(r)}$ spaces, and their $T$ equivariant cohomology. We define

$$X_n^{(r)} = \bigsqcup_{k=0}^{n} X_k^{(r)}$$ for $r = 00, 10, 01, 11$.
The $A = (\mathbb{C}^\times)^n$ action on $\text{Gr}_k \mathbb{C}^n$ induces an action on $X^{(r)}_{k,n}$, and hence on $\mathcal{X}^{(r)}_n$. We let an extra $\mathbb{C}^\times$ (denoted by $\mathbb{C}^\times_h$) act on $X^{(r)}_{k,n}$ (and hence on $\mathcal{X}^{(r)}_n$) by multiplication in the fibers. Thus we have $\mathbb{T} = \mathbb{T}^n = A \times \mathbb{C}^\times_h$ actions on $X^{(r)}_{k,n}$ and $\mathcal{X}^{(r)}_n$.

The $X^{(r)}_{k,n}$ spaces are $\mathbb{T}$ equivariantly homotopy equivalent to $\text{Gr}_k \mathbb{C}^n$, and hence we have

$$H^*_T (\mathcal{X}^{(r)}_n) = \bigoplus_{k=0}^n H^*_A (\text{Gr}_k \mathbb{C}^n) \otimes \mathbb{C}[\hbar] \quad \forall r. \quad (18)$$

### 3.4. The Loc map on $H^*_T (\mathcal{X}^{(r)}_n)$.

We can regard the Loc map as a map

$$H^*_T (\mathcal{X}^{(r)}_n) \to \bigoplus_{I \subset \{1, \ldots, n\}} \mathbb{C}[z_1, \ldots, z_n, \hbar].$$

It will be convenient for us to permit rational function coefficients: define $\mathbb{H}_n = H^*_T (\mathcal{X}^{(r)}_n) \otimes \mathbb{C}(z_1, \ldots, z_n, \hbar)$—we dropped the upper index $r$ because of the independence on $r$, see (18). This way we can regard Loc, which is now an isomorphism of $2^n$-dimensional vector spaces over $\mathbb{C}(z_1, \ldots, z_n, \hbar)$, as

$$\mathbb{H}_n \xrightarrow{\text{Loc}} \bigoplus_{I \subset \{1, \ldots, n\}} \mathbb{C}(z_1, \ldots, z_n, \hbar). \quad (19)$$

In Sect. 4 we will consider four versions of $n!$ different isomorphisms from right to left in (19): the super stable envelope maps.

### 3.5. Tangent weights at torus fixed points.

The tangent space of $X^{(r)}_{k,n}$ at the torus fixed point $p_I$, as a $\mathbb{T}$ representation, will be denoted by $T^{(r)}_I$. It splits to “horizontal” and “vertical” sub-representations

$$T^{(r)}_I = T^{(r), \text{hor}}_I \oplus T^{(r), \text{ver}}_I$$

where $T^{(r), \text{hor}}_I$ is the tangent space of $\text{Gr}_k \mathbb{C}^n$ at $p_I$, and $T^{(r), \text{ver}}_I$ is the vector bundle defined in Sect. 3.1 restricted to $p_I$. The weights of $T^{(r), \text{hor}}_I$ (called horizontal weights) are $z_j - z_i$ for $i \in I$, $j \in \tilde{I}$. The weights of $T^{(r), \text{ver}}_I$, called vertical weights, can be read from Fig. 1:

- $(r = 00)$ $z_i - z_j + \hbar$ for $i \in I$, $j \in \tilde{I}$,
- $(r = 10)$ $z_i - z_s + \hbar$ for $i \in I, s \in \{1, \ldots, n\}$,
- $(r = 01)$ $z_s - z_j + \hbar$ for $j \in \tilde{I}, s \in \{1, \ldots, n\}$,
- $(r = 11)$ $z_i - z_j + \hbar$ for $i, j \in I$ and $z_i - z_j + \hbar$ for $i \in I, j \in \tilde{I}$.

### 3.6. Repelling and attracting directions.

Given a permutation $\sigma \in S_n$ we call a weight $z_i - z_j + \epsilon \hbar$ (where $\epsilon = \{0, 1\}$)
In notation we will use the signs $-, +, 0$ referring to repelling, attracting, neutral weights. For fixed $\sigma$ we have the further splitting

$$T_l^{(r)} = \left( T_l^{(r), \text{hor}, \sigma^+} \oplus T_l^{(r), \text{hor}, \sigma^-} \right) \oplus \left( T_l^{(r), \text{ver}, \sigma^+} \oplus T_l^{(r), \text{ver}, \sigma^-} \oplus T_l^{(r), \text{ver}, \sigma^0} \right)$$

according to $\sigma$-attracting/repelling/neutral directions. The $\mathbb{T}$-equivariant Euler class of these representations will be decorated by indexes the same way. For example we have

$$e_l^{(r), \text{hor}, \sigma^-} = e(T_l^{(r), \text{hor}, \sigma^-}) = \prod_{i \in I, j \in \bar{I}, \sigma^{-1}(j) > \sigma^{-1}(i)} (z_j - z_i)$$

for any $r$, or

$$e_l^{(10), \text{ver}, \sigma^-} = e(T_l^{(10), \text{ver}, \sigma^-}) = \prod_{i \in I, s \in \{1, \ldots, n\}, \sigma^{-1}(j) > \sigma^{-1}(s)} (z_i - z_s + \hbar).$$

The dimension of the space $T_l^{(r), \text{hor}, \sigma^-} \oplus T_l^{(r), \text{ver}, \sigma^-}$ does not depend on $I$ or on $\sigma$; it only depends on $r$. Let us denote this dimension by $d^{(r)}$. That is (cf. Figure 2),

$$d^{(00)} = k(n - k), \quad d^{(10)} = k(n - k) + \binom{k}{2},$$

$$d^{(01)} = k(n - k) + \binom{n - k}{2}, \quad d^{(11)} = k(n - k) + \binom{k}{2} + \binom{n - k}{2} = \binom{n}{2}.$$
4. Super Stable Envelopes

4.1. Definition. Let us fix \( k, n \) and \( \sigma \in S_n \). The map

\[
\text{Stab}_\sigma^{(r)} : H^*_T(X^{(r)}_{k,n}) \to H^*_T(X^{(r)}_{k,n})
\]

\[
\bigoplus_{I \in \mathcal{I}_k} \mathbb{C}[z, \hbar] H^*_T(\text{Gr}_k \mathbb{C}^n)
\]

is called the \( \sigma \) super stable envelope (map), if the classes \( \kappa^{(r)}_{\sigma,I} = \text{Stab}_\sigma^{(r)}(1_I) \) satisfy the axioms

**A0:** \( \deg(\kappa^{(r)}_{\sigma,I}) = d^{(r)} \);

**A1:** \( \kappa^{(r)}_{\sigma,I} |_{I} = \epsilon^{(r), \text{ver}, \sigma -}_{I} \epsilon^{(r), \text{hor}, \sigma -}_{I} \);

**A2:** \( \kappa^{(r)}_{\sigma,I} |_{J} \) is divisible by \( \hbar \) for \( J \neq I \);

**A3:** \( \kappa^{(r)}_{\sigma,I} |_{J} \) is divisible by \( \epsilon^{(r), \text{ver}, \sigma -}_{J} \) for all \( J \).

In the **A0** axiom we mean that the class is of homogeneous degree \( d^{(r)} \) where \( \deg z_i = \deg \hbar = \deg t_i = 1 \) (that is, degree \( d \) classes live in \( H^2d \)).

The \( \text{Stab}^{(00)}_{\sigma} \) maps coincide with the stable envelope maps of Maulik–Okounkov [MO] for the quiver variety \( \bigcup_k T^* \text{Gr}_k \mathbb{C}^n \).

If the \( \text{Stab}^{(r)}_{\sigma} \) maps exist then they are uniquely determined by the axioms. The proof of this statement is the same as the proof of the existence of stable envelopes in the known cases in the literature [MO, Section 3.3.4] (c.f. [RTV2, Section 3.1], [RTV3, Section 7.8]). We will prove the existence of stable envelopes in Sect. 7.

Now we give examples for \( \kappa^{(r)}_{\sigma,I} \) classes. It is instructive to verify the axioms for these examples.

4.2. Example: \( \mathbb{P}^1 \). Let \( n = 2, k = 1, S_2 = \{ \text{id}, s \} \). The classes \( \kappa^{(r)}_{\sigma,i} \) are elements of \( H^*_T(X^{(r)}_{1,2}) = H^*_T(\mathbb{P}^1) \). We have two ways of naming such elements, see Sect.3.2, either by a GKM-consistent pair of polynomials in \( \mathbb{C}[z_1, z_2] \), or by a representative in \( \mathbb{C}[t_1, z_1, z_2] \). Accordingly, we have

\[
\kappa^{(r)}_{\text{id},1} = (z_2 - z_1, 0) = [z_2 - t_1],
\]

\[
\kappa^{(r)}_{\text{id},1} = (\hbar, z_2 - z_1 + \hbar) = [t_1 - z_1 + \hbar],
\]

\[
\kappa^{(r)}_{s,1} = (z_1 - z_2 + \hbar, \hbar) = [t_1 - z_2 + \hbar],
\]

\[
\kappa^{(r)}_{s,1} = (0, z_1 - z_2) = [z_1 - t_1]
\]

for all \( r = 00, 10, 01, 11 \).

4.3. Example: projective spaces. For \( r = 00, 10 \) the example of Sect.4.2 generalizes to \( k = 1 \) and arbitrary \( n \). Namely, the polynomial

\[
\prod_{b=1}^{i-1} (t_1 - z_b + \hbar) \prod_{b=i+1}^{n} (z_b - t_1)
\]
represents the classes $\kappa^{(00)}_{\text{id}, [i]} = \kappa^{(10)}_{\text{id}, [i]}$.

The $k = 1$ (i.e. $\mathbb{P}^{n-1}$) formulas for $r = 01$, 11 are less obvious. While the polynomial

$$\prod_{b=2}^{n} (z_b - t_1) \prod_{2 \leq a < b \leq n} (z_b - z_a + \hbar)$$

represents $\kappa^{(01)}_{\text{id}, [1]} = \kappa^{(11)}_{\text{id}, [1]}$ for any $n$, no such “nicely factoring” polynomial representative exists in general. For example, for $n = 4$ the ‘best’ polynomial representative for

$$\kappa^{(01)}_{\text{id}, [2]} = \kappa^{(11)}_{\text{id}, [2]} = \left( (z_3 - z_1)(z_4 - z_1)(z_3 - z_2 + \hbar)(z_4 - z_2 + \hbar)(z_4 - z_3), \\
(z_3 - z_2)(z_4 - z_2)(z_2 - z_1 + \hbar)(z_3 - z_1 + \hbar)(z_4 - z_1 + \hbar)(z_4 - z_3 + \hbar), 0, 0 \right)$$

we found is

$$(t - z_1 + \hbar)(z_3 - t)(z_4 - t)(z_4 - z_3 + \hbar)$$

$$\times (-t^2 + t(z_3 + z_4 + 2\hbar) + \hbar^2 + \hbar(-2z_1 - 2z_2 + z_3 + z_4)$$

$$+ z_1^2 + z_2^2 + z_3z_4 - (z_1 + z_2)(z_3 + z_4))$$

For general $r, k, n$ neither the fixed point restrictions nor the polynomial representatives are products of linear factors. In Sects. 5–7 we will use a further algebraic trick to name the $\kappa^{(r)}_{\sigma, I}$ classes.

Remark 4.1. In our description of $H^*_T$ of Grassmannians we permitted the Chern roots $t_1, \ldots, t_k$ of the tautological bundles. If we included the Chern roots, say, $t'_1, \ldots, t'_{n-k}$ of the quotient bundle as well, we would have more freedom to name polynomial representatives of $\kappa$ classes. However, that approach has disadvantages when considering quivers instead of Grassmannians, so we do not pursue it.

5. Super Weight Functions

In this section we introduce four versions of rational functions in the variables

$$t_1, t_2, \ldots, t_k \quad \text{ (“Chern root variables”)},$$

$$z_1, z_2, \ldots, z_n \quad \text{ (“equivariant variables”)},$$

that will—in an implicit way—provide formulas for the super stable envelopes of Sect. 4. The $r = 00$ version is (up to convention changes) the Tarasov–Varchenko weight function [TV, RTV1], the other ones are superalgebra generalizations of it.

As before, $k \leq n$ are non-negative integers, and the set of $k$-element subsets of \{1, 2, \ldots, n\} is denoted by $\mathcal{I}_k$. For $I \in \mathcal{I}_k$ we will use the notation $I = \{i_1 < i_2 < \ldots < i_k\}$, and we define

$$\text{Sym}_k f(t_1, \ldots, t_k) = \sum_{\tau \in S_k} (\tau f) = \sum_{\tau \in S_k} f(t_{\tau(1)}, \ldots, t_{\tau(k)}).$$
5.1. Version \( r = 00 \). (The classical nilpotent version.) Consider the rational function
\[
U^{(00)}_I = \prod_{a=1}^k \left( \prod_{b=1}^{i_a-1} (t_a - z_b + \hbar) \prod_{b=i_a+1}^n (z_b - t_a) \right) \cdot \prod_{a=1}^k \prod_{b=a+1}^n \frac{1}{(t_b - t_a + \hbar)(t_b - t_a)}.
\]

For a permutation \( \sigma \in S_n \) define the (cohomological) \( r = 00 \) super weight function
\[
W^{(00)}_{\sigma, I} = W^{(00)}_{\sigma^{-1}(I)}(t_1, \ldots, t_k, z_{\sigma(1)}, \ldots, z_{\sigma(n)}).
\]

**Example 5.1.** Let \( n = 2 \) and \( S_2 = \{\text{id}, s\} \). We have
\[
\begin{align*}
W^{(00)}_{\text{id}, \{\}} &= 1 & W^{(00)}_{s, \{\}} &= 1 \\
W^{(00)}_{\text{id}, \{1\}} &= z_2 - t_1 & W^{(00)}_{s, \{1\}} &= t_1 - z_2 + \hbar \\
W^{(00)}_{\text{id}, \{2\}} &= t_1 - z_1 + \hbar & W^{(00)}_{s, \{2\}} &= z_1 - t_1 \\
W^{(00)}_{\text{id}, \{1,2\}} &= \text{Sym}_2 \frac{(t_2 - z_1 + \hbar)(z_2 - t_1)}{(t_2 - t_1 + \hbar)(t_2 - t_1)} & W^{(00)}_{s, \{1,2\}} &= \text{Sym}_2 \frac{(t_2 - z_2 + \hbar)(z_1 - t_1)}{(t_2 - t_1 + \hbar)(t_2 - t_1)}.
\end{align*}
\]

We invite the reader to verify that
\[
W^{(00)}_{\text{id}, \{1,2\}}|_{t_1=z_1,t_2=z_2} = W^{(00)}_{s, \{1,2\}}|_{t_1=z_1,t_2=z_2} = 1,
\]
and that
\[
\begin{bmatrix}
W^{(00)}_{\text{id}, \{\}} \\
W^{(00)}_{s, \{1\}} \\
W^{(00)}_{s, \{2\}} \\
W^{(00)}_{s, \{1,2\}}
\end{bmatrix}
= 
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \frac{z_1-z_2}{z_2-z_1+\hbar} & \frac{\hbar}{z_2-z_1+\hbar} & 0 \\
0 & \frac{\hbar}{z_2-z_1+\hbar} & \frac{z_1-z_2}{z_2-z_1+\hbar} & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
W^{(00)}_{\text{id}, \{\}} \\
W^{(00)}_{s, \{1\}} \\
W^{(00)}_{s, \{2\}} \\
W^{(00)}_{s, \{1,2\}}
\end{bmatrix}.
\]

5.2. Version \( r = 10 \). Consider the rational function\(^1\) \( W^{(10)}_I = \text{Sym}_k(U^{(10)}_I) \) where
\[
U^{(10)}_I = \prod_{a=1}^k \left( \prod_{b=1}^{i_a-1} (t_a - z_b + \hbar) \prod_{b=i_a+1}^n (z_b - t_a) \right) \cdot \prod_{a=1}^k \prod_{b=a+1}^n \frac{1}{(t_b - t_a)}.
\]

For a permutation \( \sigma \in S_n \) define the (cohomological) \( r = 10 \) super weight function
\[
W^{(10)}_{\sigma, I} = W^{(10)}_{\sigma^{-1}(I)}(t_1, \ldots, t_k, z_{\sigma(1)}, \ldots, z_{\sigma(n)}).
\]

\(^1\) In fact this one is a polynomial, c.f. the proof of Proposition 6.1.
Example 5.2. Let \( n = 2 \) and \( S_2 = \{\text{id}, s\} \). We have

\[
\begin{align*}
W_{(0)}^{(\text{id},\{\})} &= 1 \\
W_{(0)}^{(\text{id},\{1\})} &= z_2 - t_1 \\
W_{(0)}^{(\text{id},\{2\})} &= t_1 - z_1 + \hbar \\
W_{(0)}^{(\text{id},\{1,2\})} &= \text{Sym}_2 \frac{(t_2 - z_1 + \hbar)(z_2 - t_1)}{(t_2 - t_1)} = z_2 - z_1 + \hbar \\
W_{(0)}^{(s,\{\})} &= 1 \\
W_{(0)}^{(s,\{1\})} &= t_1 - z_2 + \hbar \\
W_{(0)}^{(s,\{2\})} &= z_1 - t_1 \\
W_{(0)}^{(s,\{1,2\})} &= \text{Sym}_2 \frac{(t_2 - z_2 + \hbar)(z_1 - t_1)}{(t_2 - t_1)} = z_1 - z_2 + \hbar.
\end{align*}
\]

We invite the reader to verify that

\[
\begin{bmatrix}
W_{(0)}^{(s,\{\})} \\
W_{(0)}^{(s,\{1\})} \\
W_{(0)}^{(s,\{2\})} \\
W_{(0)}^{(s,\{1,2\})}
\end{bmatrix}
= 
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \frac{z_1 - z_2}{z_2 - z_1 + \hbar} & \frac{\hbar}{z_2 - z_1 + \hbar} & 0 \\
0 & \frac{\hbar}{z_2 - z_1 + \hbar} & \frac{z_1 - z_2}{z_2 - z_1 + \hbar} & 0 \\
0 & 0 & 0 & \frac{z_1 - z_2 + \hbar}{z_2 - z_1 + \hbar}
\end{bmatrix}
\cdot
\begin{bmatrix}
W_{(0)}^{(\text{id},\{\})} \\
W_{(0)}^{(\text{id},\{1\})} \\
W_{(0)}^{(\text{id},\{2\})} \\
W_{(0)}^{(\text{id},\{1,2\})}
\end{bmatrix}.
\]

5.3. Version \( r = 01 \). Consider the rational function \( U^{(01)}_I = \text{Sym}_k(U^{(01)}_I) \) where

\[
U^{(01)}_I = \prod_{a=1}^k \left( \prod_{b=1}^{i_a-1} (z_b - t_a + \hbar) \prod_{b=i_a+1}^n (z_b - t_a) \right) \cdot \prod_{a=1}^k \prod_{b=a+1}^k \frac{1}{(t_b - t_a)} \\
\times \hbar^k \prod_{a=1}^n \prod_{b=a+1}^n (z_b - z_a + \hbar) \prod_{a=1}^k \prod_{b=1}^n \frac{1}{z_b - t_a + \hbar}.
\]

For a permutation \( \sigma \in S_n \) define the (cohomological) \( r = 01 \) super weight function

\[ W^{(01)}_{\sigma, I} = W^{(01)}_{\sigma^{-1}(I)}(t_1, \ldots, t_k, z_{\sigma(1)}, \ldots, z_{\sigma(n)}). \]

Example 5.3. Let \( n = 2 \) and \( S_2 = \{\text{id}, s\} \). We have

\[
\begin{align*}
W_{(0)}^{(\text{id},\{\})} &= z_2 - z_1 + \hbar \\
W_{(0)}^{(\text{id},\{1\})} &= \frac{\hbar(z_2 - t_1)(z_2 - z_1 + \hbar)}{(z_1 - t_1 + \hbar)(z_2 - t_1 + \hbar)} \\
W_{(0)}^{(\text{id},\{2\})} &= \frac{z_2 - t_1 + \hbar}{z_2 - t_1 + \hbar} \\
W_{(0)}^{(\text{id},\{1,2\})} &= \frac{\hbar^2(z_2 - z_1 + \hbar)(z_1 - z_2 + \hbar)}{\prod_{i=1}^2 \prod_{j=1}^2 (z_i - t_j + \hbar)}
\end{align*}
\quad \text{and} \quad
\begin{align*}
W_{(0)}^{(s,\{\})} &= z_1 - z_2 + \hbar \\
W_{(0)}^{(s,\{1\})} &= \frac{\hbar(z_1 - z_2 + \hbar)}{(z_1 - t_1 + \hbar)(z_1 - z_2 + \hbar)} \\
W_{(0)}^{(s,\{2\})} &= \frac{z_1 - t_1 + \hbar}{z_1 - t_1 + \hbar} \\
W_{(0)}^{(s,\{1,2\})} &= \frac{\hbar^2(z_2 - z_1 + \hbar)(z_1 - z_2 + \hbar)}{\prod_{i=1}^2 \prod_{j=1}^2 (z_i - t_j + \hbar)}
\end{align*}
\]

We invite the reader to verify that

\[ W^{(01)}_{(\text{id},\{1,2\})|_{t_1=z_1,t_2=z_2}} = W^{(01)}_{(s,\{1,2\})|_{t_1=z_1,t_2=z_2}} = 1. \]
and that

\[
\begin{bmatrix}
W_{s, \{1\}}^{(0,1)} \\
W_{s, \{1\}}^{(0,1)} \\
W_{s, \{1,2\}}^{(0,1)} \\
W_{s, \{1,2\}}^{(0,1)}
\end{bmatrix}
= \begin{bmatrix}
\frac{z_1 - z_2 + \hbar}{z_2 - z_1 + \hbar} & 0 & 0 & 0 \\
0 & \frac{z_1 - z_2}{z_2 - z_1 + \hbar} & \frac{\hbar}{z_2 - z_1 + \hbar} & 0 \\
0 & \frac{\hbar}{z_2 - z_1 + \hbar} & \frac{z_1 - z_2}{z_2 - z_1 + \hbar} & 0 \\
0 & 0 & 0 & \frac{z_1 - z_2 + \hbar}{z_2 - z_1 + \hbar}
\end{bmatrix}.
\]

5.4. Version r = 11. Consider the rational function

\[
U_l^{(11)} = \prod_{a=1}^{k} \left( \prod_{b=1}^{k-a} (z_b - t_a + \hbar) \prod_{b=1}^{k-a} (z_b - t_a) \right) \cdot \prod_{a=1}^{k} \prod_{b=1}^{k-a} \frac{(t_b - t_a + \hbar)}{(t_b - t_a)}.
\]

For a permutation \( \sigma \in S_n \) define the (cohomological) \( r = 11 \) super weight function

\[
W_{\sigma, l}^{(11)} = W_{\sigma^{-1}(l)}^{(11)}(t_1, \ldots, t_k, z_\sigma(1), \ldots, z_\sigma(n)).
\]

Example 5.4. Let \( n = 2 \) and \( S_2 = \{\text{id}, s\} \). We have

\[
\begin{align*}
W_{\text{id}, \{1\}}^{(11)} &= z_2 - z_1 + \hbar, \\
W_{\text{id}, \{1\}}^{(11)} &= \frac{h(z_1 - z_2 + \hbar)}{(z_1 - t_1 + \hbar)(z_2 - t_1 + \hbar)}, \\
W_{\text{id}, \{2\}}^{(11)} &= \frac{h(z_2 - z_1 + \hbar)}{(z_2 - t_1 + \hbar)}, \\
W_{\text{id}, \{1,2\}}^{(11)} &= \text{Sym}_2 \left( \frac{h^2(z_2 - z_1 + \hbar)(z_2 - t_1 + \hbar)(z_2 - t_1 + \hbar)}{(z_1 - z_2 + \hbar)(z_2 - t_1 + \hbar)} \right),
\end{align*}
\]

\[
\begin{align*}
W_{\text{id}, \{1\}}^{(11)} &= z_1 - z_2 + \hbar, \\
W_{\text{id}, \{1\}}^{(11)} &= \frac{h(z_1 - z_2 + \hbar)}{z_1 - t_1 + \hbar}, \\
W_{\text{id}, \{2\}}^{(11)} &= \frac{h(z_1 - z_2 + \hbar)}{z_2 - t_1 + \hbar}, \\
W_{\text{id}, \{1,2\}}^{(11)} &= \text{Sym}_2 \left( \frac{h^2(z_1 - z_2 + \hbar)(z_2 - t_1 + \hbar)(z_1 - t_1 + \hbar)}{(z_2 - t_1 + \hbar)(z_1 - z_2 + \hbar)(z_2 - z_1 + \hbar)} \right).
\end{align*}
\]

We invite the reader to verify that

\[
W_{\text{id}, \{1,2\}}^{(11)} |_{t_1 = z_1, t_2 = z_2} = z_2 - z_1 + \hbar, \\
W_{s, \{1,2\}}^{(11)} |_{t_1 = z_1, t_2 = z_2} = z_1 - z_2 + \hbar,
\]

and that

\[
\begin{bmatrix}
W_{s, \{1\}}^{(11)} \\
W_{s, \{1\}}^{(11)} \\
W_{s, \{1,2\}}^{(11)} \\
W_{s, \{1,2\}}^{(11)}
\end{bmatrix}
= \begin{bmatrix}
\frac{z_1 - z_2 + \hbar}{z_2 - z_1 + \hbar} & 0 & 0 & 0 \\
0 & \frac{z_1 - z_2}{z_2 - z_1 + \hbar} & \frac{\hbar}{z_2 - z_1 + \hbar} & 0 \\
0 & \frac{\hbar}{z_2 - z_1 + \hbar} & \frac{z_1 - z_2}{z_2 - z_1 + \hbar} & 0 \\
0 & 0 & 0 & \frac{z_1 - z_2 + \hbar}{z_2 - z_1 + \hbar}
\end{bmatrix}.
\]
6. Properties of Super Weight Functions

In this section we will show interpolation and recursion (so-called R-matrix-) properties of super weight functions.

6.1. Interpolation properties. The function $W^{(r)}_{\sigma,I}$ is a rational function in $t_1, \ldots, t_k$, $z_1, \ldots, z_n, \hbar$, of homogeneous degree $d^{(r)}$, symmetric in the $t_i$ variables. For $I, J \in \bar{I}_k$, we will write $W^{(r)}_{\sigma,J}(z_I, z, \hbar)$ for the—a priori rational function—obtained by substituting $t_s = z_{i_s}$ for $I = \{i_1, \ldots, i_k\}$ in $W^{(r)}_{\sigma,J}$, cf. (17).

**Proposition 6.1.** The function $W^{(r)}_{\sigma,J}(z_I, z, \hbar)$ is a polynomial in $z_1, \ldots, z_n, \hbar$, for all $I, J \in \bar{I}_k$.

**Proof.** The denominator of the $U_j^{(r)}$ function is $\prod_{a < b}(t_b - t_a)$ times possibly (depending on $r$) some factors of the form $(z_i - t_j + \hbar)$ and $(t_i - t_j + \hbar)$. After symmetrization $W^{(r)}_J = \text{Sym}_k(U_j^{(r)})$ the $(t_b - t_a)$ factors cancel, because the numerator will have poles at $t_b = t_a$ as well. The $(z_i - t_j + \hbar)$ and $(t_i - t_j + \hbar)$ factors may not cancel in $W^{(r)}_J$.

What we need to show is that after the substitution $t_s = z_{i_s}$, the resulting $(z_i - z_j + \hbar)$ factors cancel in the sum. This holds, because of the structure of the numerators. It is easily verified in each of the $r = 00, 10, 01, 11$ cases, that a term $(\tau U_j^{(r)})(z_I, z, \hbar)$ (for $\tau \in S_n$) either vanishes, or is a polynomial, i.e. the $(z_i - t_j + \hbar)$ factors appearing in the denominator also appear in the numerator. $\square$

Now we make three propositions about the $W^{(r)}_{\sigma,J}(z_I, z, \hbar)$ substitutions. Each one of the three is a “soft theorem” in the sense that they hold termwise for $W^{(r)}_I(z_I, z, \hbar) = \sum_{\tau \in S_n} (\tau U_j^{(r)})(z_I, z, \hbar)$. That is, the combinatorics of the definition of $U_j^{(r)}$ imply the statements, not the sophisticated addition of $n!$ rational functions.

**Proposition 6.2.** We have

$$W^{(r)}_{\sigma,I}(z_I, z, \hbar) = \prod_{1 \leq a < b \leq n} (z_{\sigma(b)} - z_{\sigma(a)}) \cdot \prod_{1 \leq b < a \leq n} (z_{\sigma(a)} - z_{\sigma(b)} + \hbar) \quad (22)$$

where

$$\bullet = \sigma(a) \in I, \sigma(b) \in \bar{I}$$

$$\spadesuit = \begin{cases} 
\sigma(a) \in I, \sigma(b) \in \bar{I} & \text{for } r = 00, \\
\sigma(a) \in I & \text{for } r = 10, \\
\sigma(b) \in \bar{I} & \text{for } r = 01, \\
\sigma(a) \in I \text{ or } (\sigma(a) \in \bar{I} \text{ and } \sigma(b) \in \bar{I}) & \text{for } r = 11.
\end{cases} \quad (23)$$

**Proof.** It is enough to prove the statement for $\sigma = \text{id}$. It follows by inspection that at the substitution $t_s = z_{i_s}$ into $W^{(r)}_I = \sum_{\tau \in S_k} (\tau U_j^{(r)})$ exactly one term is not 0, the term corresponding to $\tau = \text{id}$. Substituting $t_s = z_{i_s}$ into the $\tau = \text{id}$ term we obtain the right hand side of (22). $\square$
Observe that on the right hand side of (22) the first product equals $e_{I}^{(r),ver,\sigma-}$, and the second product equals $e_{I}^{(r),hor,\sigma-}$.

**Proposition 6.3.** For $J \neq I$ the polynomial $W^{(r)}_{\sigma,j}(z_{I}, z, \hbar)$ is divisible by $\hbar$ in $\mathbb{C}[z_{1}, \ldots, z_{n}, \hbar]$.

**Proposition 6.4.** The polynomial $W^{(r)}_{\sigma,j}(z_{I}, z, \hbar)$ is divisible by $\prod_{1 \leq b < a \leq n} (z_{\sigma(a)} - z_{\sigma(b)} + \hbar)$ where $\bullet$ is as in (23).

**Proof.** (Propositions 6.3, 6.4.) The $\sigma = \text{id}$ special case implies the general case. For $\sigma = \text{id}$ the proof continues the arguments given in the proof of Proposition 6.1. There we claimed that in each of the terms $(\tau U_{j}^{(r)})(z_{I}, z, \hbar)$ the denominator divides the numerator, hence is a polynomial. The combinatorial structure of the numerator also implies that each of these polynomials are divisible by $\hbar \cdot \prod_{1 \leq b < a \leq n} (z_{\sigma(a)} - z_{\sigma(b)} + \hbar)$. \hfill \Box

6.2. R-matrix properties. Let $s_{a,b}$ denote the transposition in $S_{n}$ switching $a$ with $b$. For $\sigma, \omega \in S_{n}$ the permutation $\sigma \omega$ means first applying $\omega$ then applying $\sigma$. For example, the permutation $\sigma s_{a,a+1}$ is obtained from $\sigma$ by switching the $(a)$ and $(a+1)$ values. For $I \in \mathcal{I}_{k}$, $s_{u,v} \in S_{n}$ we define the set $s_{u,v}(I) \in \mathcal{I}_{k}$ to be obtained from $I$ by switching $u$ and $v$. In particular, if $u, v \in I$ or if $u, v \notin I$ then $s_{u,v}(I) = I$.

**Theorem 6.5.** Let $k \leq n, \sigma \in S_{n}, I \in \mathcal{I}_{k}, a = 1, \ldots, n - 1$.

- If $(\sigma(a) \in I, (a + 1) \notin I)$ or $(\sigma(a) \notin I, (a + 1) \in I)$ then
  
  $$W^{(r)}_{\sigma,s_{a,a+1},I} = \frac{z_{\sigma(a)} - z_{\sigma(a+1)}}{z_{\sigma(a+1)} - z_{\sigma(a)} + \hbar} W^{(r)}_{\sigma,I} + \frac{\hbar}{z_{\sigma(a+1)} - z_{\sigma(a)} + \hbar} W^{(r)}_{\sigma,s_{\sigma(a),\sigma(a+1)}(I)}$$
  
  for $r = 00, 10, 11$.

- If $\sigma(a), (a + 1) \in I$ then
  
  $$W^{(r)}_{\sigma,s_{a,a+1},I} = \begin{cases} W^{(r)}_{\sigma,I} & \text{for } r = 00, 01, \\ \frac{z_{\sigma(a)} - z_{\sigma(a+1)} + \hbar}{z_{\sigma(a+1)} - z_{\sigma(a)} + \hbar} W^{(r)}_{\sigma,I} & \text{for } r = 10, 11. \end{cases}$$

- If $\sigma(a), (a + 1) \notin I$ then
  
  $$W^{(r)}_{\sigma,s_{a,a+1},I} = \begin{cases} W^{(r)}_{\sigma,I} & \text{for } r = 00, 10, \\ \frac{z_{\sigma(a)} - z_{\sigma(a+1)} + \hbar}{z_{\sigma(a+1)} - z_{\sigma(a)} + \hbar} W^{(r)}_{\sigma,I} & \text{for } r = 01, 11. \end{cases}$$

**Proof.** These statements reduce algebraically to the special case $n = 2, \sigma = \text{id}, a = 1$. That special case is equivalent with the four matrix product identities—obtained by concrete calculations— in Sect. 5. \hfill \Box

7. Existence of Super Stable Envelopes

We prove the existence of $\text{Stab}^{(r)}_{\sigma,I}$ maps by proving the existence of $\kappa^{(r)}_{\sigma,I} \in H_{T}^{*}(\text{Gr}_{k}\mathbb{C}^{n})$ elements satisfying axioms $A0, A1, A2, A3$ of Sect. 4. Let us recall our description of $H_{T}^{*}(\text{Gr}_{k}\mathbb{C}^{n})$

$$ \mathbb{C}[l_{1}, \ldots, l_{k}, z_{1}, \ldots, z_{n}]^{S_{k}} \xrightarrow{q} H_{T}^{*}(\text{Gr}_{k}\mathbb{C}^{n}) \xrightarrow{\text{Loc}} \bigoplus_{I \in \mathcal{I}_{k}} \mathbb{C}[z_{1}, \ldots, z_{n}].$$

from (16).
Lemma 7.1. The tuple

\[ (W_{\sigma,J}^{(r)}(z_I, z, \hbar))_{I \in \mathcal{I}_k} \in \bigoplus_{I \in \mathcal{I}_k} \mathbb{C}[z_1, \ldots, z_n] \]

belongs to the image of Loc.

Proof. First, the components of the tuple are indeed polynomials, according to Proposition 6.1.

We need to show that the tuple of polynomials satisfies the GKM condition. Let \( U = K \cup \{i\}, V = K \cup \{j\} \) where \(|K| = k - 1\) and \(i \neq j\). Substituting \(z_i = z_j\) in \(W_{\sigma,J}^{(r)}(z_U, z, \hbar)\) and in \(W_{\sigma,J}^{(r)}(z_V, z, \hbar)\) result identical functions. Hence

\[ (W_{\sigma,J}^{(r)}(z_U, z, \hbar) - W_{\sigma,J}^{(r)}(z_V, z, \hbar))|_{z_i = z_j} = 0 \]

and, in turn, this implies that \(z_i - z_j\) divides the difference \(W_{\sigma,J}^{(r)}(z_U, z, \hbar) - W_{\sigma,J}^{(r)}(z_V, z, \hbar)\), what we wanted to prove. \(\square\)

Therefore, the tuple \((W_{\sigma,J}^{(r)}(z_I, z, \hbar))_{I \in \mathcal{I}_k}\) defines an element of \(H_1^r(\text{Gr}_k \mathbb{C}^n)\), let us denote this element by \([W_{\sigma,J}^{(r)}]\).

Remark 7.2. It is tempting to think that \(W_{\sigma,J}^{(r)}\) represents \([W_{\sigma,J}^{(r)}]\) in the sense that \(q(W_{\sigma,J}^{(r)}) = [W_{\sigma,J}^{(r)}]\). This is, however, not correct because \(W_{\sigma,J}^{(r)} \notin \mathbb{C}[t_1, \ldots, t_k, z_1, \ldots, z_n]^{S_k}\). It is not a polynomial, it is a rational function (unless \(r = 10\)). This rational function has the remarkable property that its \(t = z_J\) substitutions are polynomials (satisfying the GKM condition), hence there is another function, this time a polynomial, whose \(t = z_J\) substitutions are the same. That other polynomial would be the representative of \([W_{\sigma,J}^{(r)}]\) in \(\mathbb{C}[t_1, \ldots, t_k, z_1, \ldots, z_n]^{S_k}\). For example for \(n = 4\) the element \(\kappa_{id,1}^{(0I)}\) has the “true” polynomial representative given in (20), but we named it with the rational function

\[ W_{id,1}^{(0I)} = \frac{h \prod_{i=3}^{4}(z_i - t_1) \prod_{1 \leq i < j \leq 4}(z_j - z_i + \hbar)}{\prod_{i=2}^{4}(z_i - t_1 + \hbar)}. \]

The reader can verify that the polynomial in (20) and this rational function indeed have the same \(t = z_J\) substitutions for all \(J\).

Theorem 7.3. The class \([W_{\sigma,J}^{(r)}]\) satisfies the defining axioms for \(\kappa_{\sigma,I}^{(r)}\).

Proof. The properties listed in Sect. 6 verify the axioms A0-A3 required for \(\kappa_{\sigma,I}^{(r)}\). Namely, the degree axiom A0 is implied by the fact that \(W_{\sigma,J}^{(r)}\) has homogeneous degree \(d^{(r)}\) (hence all its \(t = z_J\) substitutions have that degree too). Axioms A1, A2, A3 are verified in Propositions 6.2, 6.3, 6.4, respectively. \(\square\)
8. Geometrically Defined Local Tensor Coordinates on \((\mathbb{C}^2)^\otimes n\)

8.1. Local tensor coordinates. Let \(v_1, v_2\) be the standard basis vectors of \(\mathbb{C}^2\), and let us fix an element (“R-matrix”) \(R(\xi, h) \in \text{End}(\mathbb{C}^2 \otimes \mathbb{C}^2) \otimes \mathbb{C}(\xi, h)\). For \(1 \leq u, v \leq n\), \(u \neq v\) let \(R_{u,v}(\xi)\) denote the element in \(\text{End}((\mathbb{C}^2)^\otimes n) \otimes \mathbb{C}(\xi)\) acting like \(R(\xi)\) in the \(u\)'th and \(v\)'th factor. Let us assume that the R-matrix satisfies the parametrized Yang-Baxter equation

\[
R_{12}(z_1 - z_2)R_{13}(z_1 - z_3)R_{23}(z_2 - z_3) = R_{23}(z_2 - z_3)R_{13}(z_1 - z_3)R_{12}(z_1 - z_2). \tag{24}
\]

**Definition 8.1.** Let \(V\) be a vector space isomorphic with \((\mathbb{C}^2)^\otimes n\) (ie. of dimension \(2^n\)). A collection of linear isomorphisms

\[
L_\sigma \in \text{Hom}((\mathbb{C}^2)^\otimes n, V) \otimes \mathbb{C}(z_1, \ldots, z_n, h) \quad \text{for } \sigma \in S_n
\]

is called “local tensor coordinates on \((\mathbb{C}^2)^\otimes n\)”, if for any \(\sigma \in S_n\) and \(a = 1, \ldots, n - 1\) we have

\[
L^{-1}_{\sigma_{S_a,a+1}} \circ L_\sigma = R_{\sigma(a),\sigma(a+1)}(z_{\sigma(a+1)} - z_{\sigma(a)}).
\]

For example the Yangain \(\mathcal{Y}(\mathfrak{gl}(2))\) action on \((\mathbb{C}^2)^\otimes n \otimes \mathbb{C}(z_1, \ldots, z_n, h)\) induces local tensor coordinates on \((\mathbb{C}^2)^\otimes n\) with R-matrix

\[
R(\xi) = \begin{bmatrix}
v_1 \otimes v_1 & v_1 \otimes v_2 & v_2 \otimes v_1 & v_2 \otimes v_2 \\
1 & 0 & 0 & 0 \\
0 & \frac{\xi}{h-\xi} & \frac{h}{h-\xi} & 0 \\
0 & \frac{h}{h-\xi} & \frac{h-\xi}{h} & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \in \text{End}(\mathbb{C}^2 \otimes \mathbb{C}^2) \otimes \mathbb{C}(\xi, h). \tag{25}
\]

One of the achievements of [MO] is a geometric construction of local tensor coordinates using the torus equivariant cohomology algebras of Nakajima quiver varieties. If the variety is \(\cup_k T^* \text{Gr}_k \mathbb{C}^n\) then the Maulik–Okounkov construction coincides with the \(r = 00\) case of what we will describe next.

8.2. Super stable envelopes induce local tensor coordinates. Let

\[
R^{(00)}(\xi) = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \frac{\xi}{h-\xi} & \frac{h}{h-\xi} & 0 \\
0 & \frac{h}{h-\xi} & \frac{h-\xi}{h} & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}, \quad R^{(10)}(\xi) = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \frac{\xi}{h-\xi} & \frac{h}{h-\xi} & 0 \\
0 & \frac{h}{h-\xi} & \frac{h-\xi}{h} & 0 \\
0 & 0 & 0 & \frac{h+\xi}{h-\xi}
\end{bmatrix}, \tag{26}
\]

\[
R^{(01)}(\xi) = \begin{bmatrix}
\frac{h+\xi}{h-\xi} & 0 & 0 & 0 \\
0 & \frac{\xi}{h-\xi} & \frac{h}{h-\xi} & 0 \\
0 & \frac{h}{h-\xi} & \frac{h-\xi}{h} & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}, \quad R^{(11)}(\xi) = \begin{bmatrix}
\frac{h+\xi}{h-\xi} & 0 & 0 & 0 \\
0 & \frac{\xi}{h-\xi} & \frac{h}{h-\xi} & 0 \\
0 & \frac{h}{h-\xi} & \frac{h-\xi}{h} & 0 \\
0 & 0 & 0 & \frac{h+\xi}{h-\xi}
\end{bmatrix}.
\]

Each of these R-matrices satisfy the Yang-Baxter equation (24).
Remark 8.2. In general, R-matrices come in two flavors, $R$ and $\tilde{R}$, whose relation is $\tilde{R} = P \circ R$ where $P$ is the operation permuting the factors of $\mathbb{C}^2 \otimes \mathbb{C}^2$. Hence, the $\tilde{R}$ versions of the $R^{(r)}(\xi)$ matrices above are obtained by replacing the middle $2 \times 2$ submatrix $\frac{1}{\hbar-\xi}\left(\begin{array}{cc} \xi & \hbar \\ \hbar & \xi \end{array}\right)$ to $\frac{1}{\hbar-\xi}\left(\begin{array}{cc} \hbar & \xi \\ \xi & \hbar \end{array}\right)$. 

In Sect. 9 we will show the relationship between these matrices and the Yangian R-matrices of $\mathfrak{gl}(2|0)$, $\mathfrak{gl}(1|1)$, $\mathfrak{gl}(1|1)$, $\mathfrak{gl}(0|2)$ Lie superalgebras.

Now we give a geometric definition of local tensor coordinates on $(\mathbb{C}^2)^\otimes n$ with the R-matrices in (26). For brevity, we will write $\mathbb{C}(z, \hbar)$ for $\mathbb{C}(z_1, \ldots, z_n, \hbar)$.

First, let us identify the vector spaces

$$ (\mathbb{C}^2)^\otimes n \otimes \mathbb{C}(z, \hbar) = \bigoplus_{I \subset [1, \ldots, n]} \mathbb{C}(z, \hbar) = H_T^*(X_n^{(r)}) \otimes \mathbb{C}(z, \hbar) $$

where $j_s = \begin{cases} 1 & \text{if } s \notin I \\ 2 & \text{if } s \in I \end{cases}$. Recall from Sect. 3.4 that we defined $\mathbb{H}_n = H_T^*(X_n^{(r)}) \otimes \mathbb{C}(z, \hbar)$, and that the Loc map (see (19)) is an isomorphism from $\mathbb{H}_n$ to the vector space in (27).

Theorem 8.3. Let $r \in \{00, 10, 01, 11\}$. The maps

$$ \text{Stab}_{\sigma}^{(r)} : (\mathbb{C}^2)^\otimes n \otimes \mathbb{C}(z, \hbar) \to \mathbb{H}_n \quad (\sigma \in S_n) $$

form local tensor coordinates on $(\mathbb{C}^2)^\otimes n$ with R-matrices given in (26).

Proof. Define the geometric R-matrix

$$ R_{\sigma,\sigma}^{(r)} = (\text{Stab}_{\sigma}^{(r)})^{-1} \text{Stab}_{\sigma}^{(r)}. $$

What we need to prove is that

$$ R_{\sigma,\sigma+1,\sigma}^{(r)} = R_{\sigma,\sigma,\sigma+1}^{(r)}(z_{\sigma(a)+1} - z_{\sigma(a)}). $$

If $(\sigma(a) \in I$ and $\sigma(a+1) \notin I$ or $(\sigma(a) \notin I$ and $\sigma(a+1) \in I$ then we have

$$ \text{Stab}_{\sigma}^{(r)}(1_I) = [W_{\sigma(I)}^{(r)}] = \left[ \frac{z_{\sigma(a)+1} - z_{\sigma(a)}}{z_{\sigma(a)+1} - z_{\sigma(a)} + \hbar} W_{\sigma(I)}^{(r)} \right] $$

$$ + \frac{\hbar}{z_{\sigma(a)+1} - z_{\sigma(a)} + \hbar} W_{\sigma_s(a+1),\sigma(a+1)}^{(r)} $$

according to Theorem 7.3 and Theorem 6.5 (in fact, writing $\sigma s_{a,a+1}$ for $\sigma$ in Theorem 6.5). Hence

$$ R_{\sigma,\sigma+1,\sigma}^{(r)}(1_I) = \frac{z_{\sigma(a)+1} - z_{\sigma(a)}}{z_{\sigma(a)+1} - z_{\sigma(a)} + \hbar} 1_I + \frac{\hbar}{z_{\sigma(a)+1} - z_{\sigma(a)} + \hbar} 1_{\sigma(a),\sigma(a+1)}(I) $$

$$ = R_{\sigma,\sigma,\sigma+1}^{(r)}(z_{\sigma(a)+1} - z_{\sigma(a)})(1_I). $$
If $\sigma(a), \sigma(a+1) \in I$ then

$$\text{Stab}^{(r)}_{\sigma}(1_I) = [W^{(r)}_{\sigma, I}] = \begin{cases} [W^{(r)}_{\sigma s_a, a+1, I}] & \text{for } r = 0, 01 \\ \frac{z_{\sigma(a+1)} - z_{\sigma(a)} + \hbar}{z_{\sigma(a)} - z_{\sigma(a+1)} - \hbar} [W^{(r)}_{\sigma s_a, a+1, I}] & \text{for } r = 10, 11, \end{cases}$$

according to Theorem 7.3 and Theorem 6.5 (in fact, writing $\sigma s_a, a+1$ for $\sigma$ in Theorem 6.5). Hence

$$R^{(r)}_{\sigma s_a, a+1, \sigma}(1_I) = \begin{cases} 1_I & \text{for } r = 00, 01 \\ \frac{z_{\sigma(a+1)} - z_{\sigma(a)} + \hbar}{z_{\sigma(a)} - z_{\sigma(a+1)} - \hbar} 1_I & \text{for } r = 10, 11, \end{cases}$$

which is equal to $R^{(r)}_{\sigma(a), \sigma(a+1)}(z_{\sigma(a+1)} - z_{\sigma(a)})(1_I)$.

The proof of the $\sigma(a), \sigma(a+1) \notin I$ case is analogous.

\[ \square \]

8.3. Super weight functions induce local tensor coordinates. Theorem 8.3 could have been proved without mentioning super weight functions, essentially only using the axioms of super stable envelopes. However, the proof we gave in Sect. 8.2 has the advantage that it actually proves another statement. Let $W_{\sigma, n} \subset \mathbb{C}(t_1, \ldots, t_k, z_1, \ldots, z_n, \hbar)$ be the $\mathbb{C}(z_1, \ldots, z_n, \hbar)$-span of the functions $W_{\sigma, I}$ for $I \subset \{1, \ldots, n\}$. In fact, according to Theorem 6.5 this space is independent of $\sigma$, hence we will denote it by $W_n$.

**Theorem 8.4.** Let $r \in \{00, 01, 10, 11\}$. The maps

$$W^{(r)}_{\sigma} : (\mathbb{C}^2)^{\otimes n} \otimes \mathbb{C}(z, \hbar) \rightarrow W_n$$

form local tensor coordinates on $(\mathbb{C}^2)^{\otimes n}$ with R-matrices given in (26).

**Proof.** Our proof of Theorem 8.3 with the formal modification of writing $W^{(r)}_{\sigma}$ for $\text{Stab}^{(r)}_{\sigma}$ and $W^{(r)}_{\sigma, I}$ for $[W^{(r)}_{\sigma, I}]$ proves this statement. \[ \square \]

The essence in this argument was that the R-matrix relations (Theorem 6.5) hold not only for the cohomology classes $[W^{(r)}_{\sigma, I}] \in \mathbb{H}_n$ but for the rational functions $W^{(r)}_{\sigma, I} \in W_n$ themselves: both skew arrows in the commutative diagram

$$W_n \leftarrow [W^{(r)}_{\sigma}] \rightarrow \mathbb{H}_n.$$  

are local tensor coordinates.

That is, the super weight functions are those representatives of super stable envelopes that respect the R-matrix property. Such a choice of representative for an interesting cohomology class follows the tradition started with Schubert polynomials [LS]. Schubert polynomials represent fundamental classes of Schubert varieties, and these representatives are chosen in a way to be consistent with the Lascoux–Schützenberger recursion of Schubert classes.
9. Yangian R-Matrices of $\mathfrak{gl}(2|0)$, $\mathfrak{gl}(1|1)$, $\mathfrak{gl}(0|2)$

Consider the four splittings

$\mathbb{C}\langle v_1 \rangle_{\text{even}} \oplus \mathbb{C}\langle v_2 \rangle_{\text{even}}$, $\mathbb{C}\langle v_1 \rangle_{\text{even}} \oplus \mathbb{C}\langle v_2 \rangle_{\text{odd}}$, $\mathbb{C}\langle v_1 \rangle_{\text{odd}} \oplus \mathbb{C}\langle v_2 \rangle_{\text{even}}$, $\mathbb{C}\langle v_1 \rangle_{\text{odd}} \oplus \mathbb{C}\langle v_2 \rangle_{\text{odd}}$.

of $\mathbb{C}^2(v_1, v_2)$. The corresponding Lie superalgebras are $\mathfrak{gl}(2|0)$, $\mathfrak{gl}(1|1)$, $\mathfrak{gl}(1|1)$, $\mathfrak{gl}(0|2)$, where the middle two are of course isomorphic, and $\mathfrak{gl}(2|0)$, $\mathfrak{gl}(0|2)$ are both isomorphic with the ordinary $\mathfrak{gl}(2)$. The Yangian R-matrices for these Lie superalgebras are all

$$1 + u P \in \text{End}(\mathbb{C}^2 \otimes \mathbb{C}^2) \otimes \mathbb{C}(u)$$

with the key difference that the “permutation of factors” operator, $P$, is meant with the usual convention: when odd vectors are permuted a $(-1)$-sign is introduced [Go,Z1,Z2]. Namely, the four Yangian R-matrices are (in the ordered basis $v_1 \otimes v_1$, $v_1 \otimes v_2$, $v_2 \otimes v_1$, $v_2 \otimes v_2$)

\[
R_{00}(u) = \begin{bmatrix}
1 + u & 0 & 0 & 0 \\
0 & 1 & u & 0 \\
0 & u & 1 & 0 \\
0 & 0 & 0 & 1 + u
\end{bmatrix},
R_{10}(u) = \begin{bmatrix}
1 + u & 0 & 0 & 0 \\
0 & 1 & u & 0 \\
0 & u & 1 & 0 \\
0 & 0 & 0 & 1 - u
\end{bmatrix},
\]

\[
R_{01}(u) = \begin{bmatrix}
1 - u & 0 & 0 & 0 \\
0 & 1 & u & 0 \\
0 & u & 1 & 0 \\
0 & 0 & 0 & 1 + u
\end{bmatrix},
R_{11}(u) = \begin{bmatrix}
1 - u & 0 & 0 & 0 \\
0 & 1 & -u & 0 \\
0 & -u & 1 & 0 \\
0 & 0 & 0 & 1 - u
\end{bmatrix}.
\]

The $\tilde{R}$ version of R-matrices are obtained as $\tilde{R} = P \circ R$ (with the respective $P$ operator), hence they are

\[
\tilde{R}_{00}(u) = \begin{bmatrix}
1 + u & 0 & 0 & 0 \\
0 & u & 1 & 0 \\
0 & u & 1 & 0 \\
0 & 0 & 0 & 1 + u
\end{bmatrix},
\tilde{R}_{10}(u) = \begin{bmatrix}
1 + u & 0 & 0 & 0 \\
0 & u & 1 & 0 \\
0 & 1 & u & 0 \\
0 & 0 & 0 & 1 - u + 1
\end{bmatrix},
\]

\[
\tilde{R}_{01}(u) = \begin{bmatrix}
1 - u & 0 & 0 & 0 \\
0 & u & 1 & 0 \\
0 & u & 1 & 0 \\
0 & 0 & 0 & 1 + u
\end{bmatrix},
\tilde{R}_{11}(u) = \begin{bmatrix}
1 - u & 0 & 0 & 0 \\
0 & u & 1 & 0 \\
0 & u & 1 & 0 \\
0 & 0 & 0 & 1 - u + 1
\end{bmatrix}.
\]

If we divide these $\tilde{R}$-matrices by $1 + u$, and then substitute $u = -\hbar/\zeta$, then we obtain exactly the $\tilde{R}$ matrices of Remark 8.2. Therefore, the $\tilde{R}$-matrices obtained from the geometry (namely, the super stable envelopes) of $\mathcal{X}_n^{(r)}$ spaces are the Yangian $\tilde{R}$-matrices of $\mathfrak{gl}(2|0)$, $\mathfrak{gl}(1|1)$, $\mathfrak{gl}(1|1)$, $\mathfrak{gl}(0|2)$. 
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