Predictive Beamforming for Integrated Sensing and Communication in Vehicular Networks: A Deep Learning Approach
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Abstract—The implementation of integrated sensing and communication (ISAC) highly depends on the effective beamforming design exploiting accurate instantaneous channel state information (ICSI). However, channel tracking in ISAC requires large amount of training overhead and prohibitively large computational complexity. To address this problem, in this paper, we focus on ISAC-assisted vehicular networks and exploit a deep learning approach to implicitly learn the features of historical channels and directly predict the beamforming matrix for the next time slot to maximize the average achievable sum-rate of system, thus bypassing the need of explicit channel tracking for reducing the system signaling overhead. To this end, a general sum-rate maximization problem with Cramer-Rao lower bounds-based sensing constraints is first formulated for the considered ISAC system. Then, a historical channels-based convolutional long short-term memory network is designed for predictive beamforming that can exploit the spatial and temporal dependencies of communication channels to further improve the learning performance. Finally, simulation results show that the proposed method can satisfy the requirement of sensing performance, while its achievable sum-rate can approach the upper bound obtained by a genie-aided scheme with perfect ICSI available.

I. INTRODUCTION

Recently, integrated sensing and communication (ISAC) [1], [2], where sensing and communication systems is co-designed to share the same frequency spectrum and hardware, has been proposed as an enabling technology for the sixth-generation (6G) wireless systems to reduce the hardware cost and to further improve the spectral efficiency. Inspire by its powerful capability in both sensing and communication, ISAC can be applied to a variety of scenarios, such as unmanned aerial vehicule (UAV) communications [3], [4], vehicular networks [5], and military communications [6]. One important application of ISAC is the ISAC-assisted vehicle-to-instruction (V2I) communication [5]. Specifically, by exploiting ISAC for V2I networks, a high-data rate transmission and a high-resolution localization can be expected on a low-cost hardware platform with less spectral resources. Thus, significant research efforts towards the ISAC-assisted V2I systems have attracted tremendous attention from both academia and industry [7].

To unleash its potential, various effective schemes and algorithms have been proposed for the design of ISAC-assisted V2I systems. For example, [8] designed a carrier agile phased array radar-based ISAC scheme that adopts index modulation for information transmission, which can guarantee the overall performance of both sensing and communication. Moreover, [9] exploited the millimeter wave (mmWave) technology to facilitate the implementation of ISAC, where an extended Kalman filtering (EKF) scheme was developed to accurately track and predict the kinematic parameters of vehicles to further improve the beam alignment performance. However, the EKF scheme in [9] introduces a large computational overhead, such that it is not suitable for practical implementation. To address this problem, [10] developed a Bayesian predictive beamforming framework via exploiting the message passing technique and proposed a low-overhead prediction scheme for V2I networks. Note that although the aforementioned methods provided some intermediate solutions to the implementation of ISAC, these methods still adopt a cascaded channel prediction-to-beam alignment processing scheme, which is not a truly joint beamforming design guaranteeing both the sensing and communication performance simultaneously. In addition, this cascaded mechanism still brings additional signaling overhead in practice. Thus, a more pragmatic and truly joint beamforming design is desired for realizing ISAC-assisted V2I networks.

Note that the challenging joint beamforming design is essentially an objective maximization problem which can be well addressed in a data-driven deep learning (DL) approach [11]–[14]. In this paper, we adopt a DL approach to design a predictive beamforming scheme for ISAC-assisted V2I networks to maximize the average achievable system sum-rate, while guaranteeing the estimation accuracy of motion parameters for vehicles concurrently. To this end, we first design a communication protocol and derive the Cramer-Rao lower bounds (CRLBs) to characterize the estimation performance accordingly. Then, a general predictive beamforming problem is formulated to maximize the communication sum-rate while guaranteeing the derived CRLBs-based quality-of-service requirement. To address the optimization prob-
lem, a historical channels-based convolutional long short-term memory (LSTM) network (HCL-Net) is designed, where the historical estimated channels are considered as the input while the convolution and LSTM modules are adopted successively to exploit the spatial and temporal features of communication channels to further improve the learning capability. In particular, different from existing methods adopting limited motion parameters to facilitate communication task, the developed method can exploit DL technology to intelligently design data-driven features for joint beamforming design taking account of both the sensing and communication performance. Simulation results show that the proposed scheme can guarantee harsh performance. 

A. Sensing Model

Denote by \( s_n(t) = [s_{1,n}(t), s_{2,n}(t), \cdots, s_{K,n}(t)]^T \in \mathbb{C}^{K \times 1} \) the ISAC downlink signal vector, where \( s_{k,n}(t) \) is transmit signal for the \( k \)-th vehicle, denoted by \( V_k \). Let \( \mathbf{W}_n = [\mathbf{w}_{1,n}, \mathbf{w}_{2,n}, \cdots, \mathbf{w}_{K,n}] \) represent the downlink beamforming matrix with \( \mathbf{w}_{k,n} \in \mathbb{C}^{N_t \times 1} \) being the beamforming vector for \( V_k \). The transmitted signal at the RSU can be formulated as \( \mathbf{r}_n(t) = \mathbf{W}_n \mathbf{s}_n(t) \in \mathbb{C}^{N_t \times 1} \). As commonly adopted in e.g., [16], a line-of-sight (LoS) channel model is adopted for the considered mmWave system. Thus, the received echo vector at the RSU can be written as

\[
\mathbf{r}_n(t) = \sum_{k=1}^{K} \beta_{k,n} e^{j2\pi \nu_{k,n} t} \mathbf{b}(\theta_{k,n}) \mathbf{a}^H(\theta_{k,n}) \mathbf{s}_n(t - \nu_{k,n}) + \mathbf{z}(t).
\]

Here, \( G = \sqrt{N_t N_r} \) is the antenna array gain and \( \beta_{k,n} = \varrho (2d_{k,n})^{-1} \) is the reflection coefficient with \( \varrho \) being the fading coefficient based on the radar cross section and \( d_{k,n} \) being the distance between the RSU and \( V_k \) at time slot \( n \). \( \nu_{k,n} \in \mathbb{R} \) and \( \nu_{k,n} \in \mathbb{R} \) denote the Doppler frequency and the time-delay, respectively. \( \theta_{k,n} \) denotes the angle between \( V_k \) and the RSU. \( \mathbf{z}(t) \in \mathbb{C}^{N_t \times 1} \) is the CSCG noise vector at the RSU. In addition, vectors

\[
\mathbf{a}(\theta_{k,n}) = \sqrt{\frac{1}{N_t}} [1, e^{-j\pi \cos \theta_{k,n}}, \cdots, e^{-j\pi (N_t-1) \cos \theta_{k,n}}]^T
\]

and

\[
\mathbf{b}(\theta_{k,n}) = \sqrt{\frac{1}{N_r}} [1, e^{-j\pi \cos \theta_{k,n}}, \cdots, e^{-j\pi (N_r-1) \cos \theta_{k,n}}]^T
\]
denote the transmit and receive steering vectors at the RSU, respectively. Accordingly, \( \mathbf{w}_{k,n} \) is designed based on the predicted angles \( \theta_{k,n} \) and can be expressed as \( \mathbf{w}_{k,n} = \sqrt{p_k n} \mathbf{a}(\theta_{k,n}) \), where \( p_k n \) denotes the corresponding allocated power. Specifically, we consider a large scale ULA at the RSU with \( N_t \gg 1 \) and \( N_r \gg 1 \). Thus, it is reasonable to assume that the steering vectors for different angles are asymptotically orthogonal and the inter-beam interference between different vehicles is negligible, i.e., \( \forall k \neq k' \), we have \( |a^H(\theta_{k,n})a(\theta_{k',n})| \approx 0 \) and \( |b^H(\theta_{k,n})b(\theta_{k',n})| \approx 0 \), as commonly adopted in e.g., \([9,10]\). In this case, the RSU can distinguish different vehicles for independent processing via exploiting the angle-of-arrivals of echoes. Thus, the received echo at the RSU from \( V_k \) can be expressed as
\[
\mathbf{r}_{k,n}(t) = \mathbf{w}_{k,n}^H b(\theta_{k,n}) s_{k,n}(t - \nu_{k,n}) + \mathbf{z}_{k,n}(t),
\]
(4)
where \( \mathbf{w}_{k,n} = G \beta_{k,n} \epsilon^{j2 \pi \mu_{k,n} t} \) and \( \mathbf{z}_{k,n}(t) \sim \mathcal{CN}(0, \sigma_z^2 \mathbf{I}_{N_r}) \) is a CSCG vector with \( \sigma_z^2 \) being the noise variance.

### B. Observation Model

As shown in Fig. 1 since the vehicles always keep parallel to the road, the velocity model can of be formulated as
\[
\nu_{k,n} = \nu_{k,n-1} + \Delta \nu_{k,n-1}, \forall k, n.
\]
(5)
Here, we ignore the direction change of velocity and \( \nu_{k,n} \) denotes the average velocity magnitude of \( V_k \) within each time slot duration \( \Delta T \). In addition, \( \Delta \nu_{k,n-1} \) is the velocity increment within the time slot \( n-1 \). Denote by \( \nu_{\text{min}} \) and \( \nu_{\text{max}} \) the minimum and the maximum of velocity magnitude, respectively. We assume \( \nu_{k,n} \sim \mathcal{U}(\nu_{\text{min}}, \nu_{\text{max}}), \forall k, n \). To obtain \( \hat{\nu}_{k,n} \) and \( \hat{\mu}_{k,n} \), we can adopt the matched-filtering method, i.e.,
\[
\{\hat{\nu}_{k,n}, \hat{\mu}_{k,n}\} = \arg \max_{\nu, \mu} \left| \int_0^{\Delta T_c} \mathbf{r}_{k,n}(t) s^*_{k,n}(t - \nu) e^{-j2\pi\mu t} dt \right|^2,
\]
where \( \Delta T_c \leq \Delta T \) denotes the length of the received echo and \( \hat{\nu}_{k,n} \) and \( \hat{\mu}_{k,n} \) denote the estimated values of \( \nu_{k,n} \) and \( \mu_{k,n} \), respectively. In this case, (4) can be rewritten as a function of \( \theta_{k,n} \), i.e.,
\[
\mathbf{r}_{k,n} \triangleq \int_0^{\Delta T_c} \mathbf{r}_{k,n}(t) s^*_{k,n}(t - \hat{\nu}_{k,n}) e^{-j2\pi\hat{\mu}_{k,n} t} dt = G \beta_{k,n} \xi b(\theta_{k,n}) \mathbf{a}^H(\theta_{k,n}) \mathbf{w}_{k,n} + \mathbf{z}_{k,n},
\]
(6)
where \( \xi = \int_0^{\Delta T_c} s_{k,n}(t-\nu_{k,n}) s^*_{k,n}(t-\hat{\nu}_{k,n}) e^{-j2\pi(\hat{\mu}_{k,n}-\nu_{k,n}) t} dt \) represents the matched-filtering gain and \( \mathbf{z}_{k,n} = \int_0^{\Delta T_c} \mathbf{z}_{k,n}(t) s^*_{k,n}(t - \nu_{k,n}) e^{-j2\pi\nu_{k,n} t} dt \) denotes the noise term and \( \mathbf{z}_{k,n} \sim \mathcal{CN}(0, \sigma_z^2 \mathbf{I}_{N_r}) \) with the noise variance \( \sigma_z^2 \). Based on this, the observation models of \( \hat{\nu}_{k,n} \) and \( \hat{\mu}_{k,n} \) can be expressed as
\[
\hat{\nu}_{k,n} = \frac{2 \nu_{k,n}}{c} + \epsilon_{k,n},
\]
(7)
and
\[
\hat{\mu}_{k,n} = \frac{2 \nu_{k,n} f_c}{c} + \epsilon_{k,n},
\]
(8)
respectively. Here, \( \hat{\nu}_{k,n} \) and \( \hat{\mu}_{k,n} \) denote the estimates of \( \nu_{k,n} \) and \( \mu_{k,n} \), respectively. \( f_c \) is the carrier frequency, \( c \) denotes the speed of signal propagation, and \( \epsilon_{k,n} \) is the radial velocity.

### C. Communication Model

According to Fig. 1 and the sensing model, the received signal at \( V_k \) can be expressed as
\[
\mathbf{d}_{k,n}(t) = \tilde{G} \alpha_{k,n} e^{j2\pi \mu_{k,n} t} \mathbf{a}^H(\theta_{k,n}) \sum_{k=1}^{K} \mathbf{w}_{k,n} s_{k,n}(t) + \mathbf{z}_{k,n}(t).
\]
(9)
Here, \( \tilde{G} = \sqrt{\frac{1}{N_t}} \) denotes the antenna gain and \( \alpha_{k,n} = \sqrt{\frac{1}{\alpha_0(d_{k,n}/d_0)^{-\zeta}}} \) represents the path loss coefficient with \( \zeta \) and \( \alpha_0 \) being the path loss exponent and the path loss at reference distance \( d_0 \), respectively. Besides, \( \mathbf{z}_{k,n}(t) \sim \mathcal{CN}(0, \sigma_z^2) \) is the noise sample at \( V_k \) and \( \sigma_z^2 \) denotes the associated noise variance. Based on this, the received signal-to-interference-plus-noise ratio (SINR) at \( V_k \) within the time slot \( n \) can be expressed as
\[
\varphi_{k,n}(\mathbf{h}_{k,n}, \mathbf{W}_n) = \frac{\left| \mathbf{h}_{k,n}^H \mathbf{W}_n \right|^2}{\sum_{k' \neq k} \left| \mathbf{h}_{k',n}^H \mathbf{w}_{k',n} \right|^2 + \sigma_k^2},
\]
(10)
where \( \mathbf{h}_{k,n} = \tilde{G} \sqrt{\frac{1}{\alpha_0(d_{k,n}/d_0)^{-\zeta}}} \mathbf{a}^H(\theta_{k,n}) \) denotes the effective channel vector between \( V_k \) and the RSU.

### D. Proposed Protocol

In order to reduce the system signaling overhead, we design a predictive transmission protocol for the considered ISAC-assisted V2I system, where \( \mathbf{W}_n \) is designed in advance at time slot \( n-1 \) to bypass the channel tracking/prediction. As shown in Fig. 2 two stages are designed for each time slot in the communication protocol: Stage I is the ISAC signal transmission and echo reception and Stage II is the ISAC signal processing. In Stage I, the RSU transmits ISAC signals with the optimized beamforming matrix obtained from the last time slot and receives echoes concurrently via the full-duplex radio technologies \([15]\). In Stage II, the RSU first estimates vehicles’ motion parameters at the current time slot from the received echoes and then predicts the beamforming matrix for the next time slot exploiting the current and historical estimated channels. This paper mainly focuses on the predictive beamforming design in Stage II, which will be detailed in the next section.

### III. Problem Formulation

In this section, we aim to formulate the beamforming problem to maximize the average achievable communication sum-rate while maintaining the sensing accuracy for vehicles. In the following, the CRLBs of motion parameter estimation will be first derived to quantify the sensing performance and then we will formulate the optimization problem accordingly.
A. Cramer-Rao Lower Bounds for Parameter Estimation

Let \( y_{k,n} = [\bar{r}_{k,n}, \bar{\nu}_{k,n}, \bar{\mu}_{k,n}]^T \in \mathbb{C}^{(N_r+2) \times 1} \) and \( x_{k,n} = [\theta_{k,n}, d_{k,n}, \bar{\nu}_{k,n}]^T \) represent the observation vector and the motion parameter vector, respectively, we have

\[
y_{k,n} = g(x_{k,n}) + u_{k,n}, \quad (11)
\]

where \( g(\cdot) \) is defined in [16], \( u_{k,n} = [\bar{a}_{k,n}^T, \epsilon_{k,n}, \zeta_{k,n}]^T \), and \( y_{k,n} \sim \mathcal{CN}(g(x_{k,n}), \Sigma) \) with \( \Sigma = \text{diag}([\sigma^2_{\epsilon}, \sigma^2_{\zeta}, \sigma^2_{\mu}]) \) being the associated covariance matrix. Thus, the conditional probability density function (PDF) of \( y_{k,n} \) given \( x_{k,n} \) can be expressed as \( p(y_{k,n}|x_{k,n}) = \frac{1}{\text{det}(\Sigma)} \exp\left(-\frac{1}{2}(y_{k,n} - g(x_{k,n}))^H \Sigma^{-1} (y_{k,n} - g(x_{k,n}))\right) \).

According to [17], the Fisher information matrix (FIM) of \( x_{k,n} \) is defined as [17, p. 529]

\[
F(x_{k,n}) = \mathbb{E} \left[ \frac{\partial \ln p(y_{k,n}|x_{k,n})}{\partial x_{k,n}} \left( \frac{\partial \ln p(y_{k,n}|x_{k,n})}{\partial x_{k,n}} \right)^H \right]
= \left( \frac{\partial g(x_{k,n})}{\partial x_{k,n}} \right)^H \Sigma^{-1} \frac{\partial g(x_{k,n})}{\partial x_{k,n}}, \quad (12)
\]

where

\[
\frac{\partial g(x_{k,n})}{\partial x_{k,n}} = \begin{bmatrix}
\frac{\partial \bar{r}_{k,n}}{\partial \theta_{k,n}} & 0 & 0 \\
0 & \frac{\partial \bar{\nu}_{k,n}}{\partial d_{k,n}} & 0 \\
0 & 0 & \frac{\partial \bar{\mu}_{k,n}}{\partial \nu_{k,n}}
\end{bmatrix} \in \mathbb{C}^{(N_r+2) \times (N_r+2)}. \quad (13)
\]

Based on this, the mean squared error (MSE) matrix of \( x_{k,n} \) is bounded by the following expression:

\[
\mathbb{E} \left[ (\hat{x}_{k,n} - x_{k,n})(\hat{x}_{k,n} - x_{k,n})^H \right] \geq F^{-1}(x_{k,n}). \quad (14)
\]

Accordingly, we have

\[
\mathbb{E} \left[ (\hat{\theta}_{k,n} - \theta_{k,n})^2 \right] \geq f_{11} \triangleq \text{CRLB}(\theta_{k,n}, w_{k,n}) \quad (15)
\]

and

\[
\mathbb{E} \left[ (\hat{d}_{k,n} - d_{k,n})^2 \right] \geq f_{22} \triangleq \text{CRLB}(d_{k,n}, w_{k,n}), \quad (16)
\]

respectively. Here, \( f_{ij} \) denotes the \( i \)-th row and the \( j \)-th column element of \( \text{F}^{-1}(x_{k,n}) \) and

\[
\text{CRLB}(\theta_{k,n}, w_{k,n}) = \left[ \frac{1}{\sigma^2_{\epsilon}} \left( \frac{\partial \bar{r}_{k,n}}{\partial \theta_{k,n}} \right)^H \frac{\partial \bar{r}_{k,n}}{\partial \theta_{k,n}} \right]^{-1}, \quad (17)
\]

and

\[
\text{CRLB}(d_{k,n}, w_{k,n}) = \left[ \frac{1}{\sigma^2_{\nu}} \left( \frac{\partial \bar{\nu}_{k,n}}{\partial \nu_{k,n}} \right)^H \frac{\partial \bar{\nu}_{k,n}}{\partial \nu_{k,n}} \right]^{-1}, \quad (18)
\]

are the CRLBs of estimating \( \theta_{k,n} \) and \( d_{k,n} \) given \( w_{k,n} \), respectively.

B. Problem Formulation

In this section, we will formulate the predictive beamforming design problem to maximize the average achievable sum-rate via optimizing the beamforming matrix at the RSU subject to the CRLB constraints of the sensing task and the transmit power budget constraint. Based on the derived CRLBs above, the problem formulation at time slot \( n \) can be expressed as

\[
(P1) : \max_{W_{n}} \mathbb{E}_{H_n, \Omega_n} \left\{ \sum_{k=1}^{K} \log_2 \left( 1 + \varphi_{k,n}(h_{k,n}, w_n) \right) \right\} \quad (19)
\]

s.t. \( \mathbb{E}_{\epsilon_n, \bar{\nu}_{n}, \bar{\mu}_{n}} \left\{ \frac{1}{K} \sum_{k=1}^{K} \text{CRLB}(\theta_{k,n}, w_{k,n}) \right\} \leq \gamma_{\theta} \), \quad (20)

\( \mathbb{E}_{d_n, \bar{\nu}_{n}, \bar{\mu}_{n}} \left\{ \frac{1}{K} \sum_{k=1}^{K} \text{CRLB}(d_{k,n}, w_{k,n}) \right\} \leq \gamma_{d} \), \quad (21)

\( \|W_n\|_F^2 \leq P \). \quad (22)

Here, \( \mathbb{E}_{H_n, \Omega_n} \{ \cdot \} \) in the objective function denotes the ergodic average w.r.t. \( H_n = [h_{1,n}, h_{2,n}, \ldots, h_{K,n}] \), given the historical estimated channels \( \Omega_n = [H_n-1, H_n-2, \ldots, H_n-r] \), where \( H_n = [h_{1,n}, h_{2,n}, \ldots, h_{K,n}] \) and \( h_{k,n} = \sqrt{\alpha_0(d_{k,n}/d_0)^{-\gamma_*}} \theta_{k,n} \) with \( \theta_{k,n} \) and \( d_{k,n} \) being the estimated angles and distances, respectively.
Accordingly, \( \mathbb{E}_{c_n} \) denotes the ergodic average w.r.t. \( c_n = [\theta_{1,n}, \theta_{2,n}, \cdots, \theta_{K,n}]^T \), given the historical estimated angles \( \Theta_{n}^\prime_n \). Similarly, the expectation \( \mathbb{E}_{d_n} \) is taken w.r.t. \( d_n = [d_{1,n}, d_{2,n}, \cdots, d_{K,n}]^T \), given the historical estimated distances \( \mathbf{D}_{n}^\prime \). The network structure for the proposed HCL-Net architecture is illustrated in Fig. 3. The network architecture consists of an LSTM module, a convolutional layer, and a fully-connected (FC) layer, as illustrated in Fig. 3. The network hyperparameters are presented in Table I accordingly. Here, “conv.” is the abbreviation of convolutional and a rectified linear unit (ReLU) is added after each convolution operation. In addition, a maximization operation is operated for pooling layer and “linear” represents the linear activation function. To independently exploit the features of real-part and imaginary-part of the input, the complex-valued input is divided into two real-valued parts and the network input can be expressed as

\[
\hat{\mathbf{O}}_n^\prime = \mathcal{M}(\mathbb{R}\{\mathbf{O}_n^\prime\}, \mathbb{I}\{\mathbf{O}_n^\prime\}),
\]

where \( \mathcal{M}(\cdot) : \mathbb{R}^{M \times 2} \rightarrow \mathbb{R}^{K \times M \times 2} \) denotes overall the mapping function. Denote by \( h_\varsigma(\cdot) \) the expression of HCL-Net with the network parameter \( \varsigma \), we have

\[
h_\varsigma(\hat{\mathbf{O}}_n^\prime) = \mathbb{R}\{\mathbf{W}_n\} \mathbb{I}\{\mathbf{O}_n^\prime\} \in \mathbb{R}^{K \times M \times 2}.
\]

Let \( \mathcal{F}(\cdot) : \mathbb{R}^{K \times M \times 2} \rightarrow \mathbb{R}^{K \times M} \) denote the mapping function generating a complex-valued matrix, the optimized beamforming matrix can be expressed as

\[
\mathbf{W}_n = \mathcal{F}(h_\varsigma(\hat{\mathbf{O}}_n^\prime)) \in \mathbb{C}^{K \times M}.
\]

**B. HCL-Net-based Predictive Beamforming Algorithm**

The proposed HCL-Net-based predictive beamforming algorithm consists of offline training and online optimization, which will be detailed in the following.

1) Offline Training: Given the unlabeled training set \( \mathcal{X} = \{\mathbf{O}_k^{(1)}, \mathbf{H}_n^{(1)}\}, \{\mathbf{O}_k^{(2)}, \mathbf{H}_n^{(2)}\}, \cdots, \{\mathbf{O}_k^{(N_e)}, \mathbf{H}_n^{(N_e)}\} \), where \( N_e \) denotes the number of training examples and \( \{\mathbf{O}_k^{(i)}, \mathbf{H}_n^{(i)}\} \) is the \( i \)-th, \( i \in \{1, 2, \cdots, N_e\} \), training example. The cost function is then designed to maximize (23), which is given as

\[
J(\varsigma) = - \frac{1}{N_e} \sum_{i=1}^{N_e} \sum_{k=1}^{K} \log_2 \left( 1 + \frac{\left| \mathbf{h}_{k,n}^{(i)} \mathbf{w}_{k,n}^{(i)}(\varsigma) \right|^2}{\sum_{k' \neq k} \left| \mathbf{h}_{k',n}^{(i)} \mathbf{w}_{k',n}^{(i)} \right|^2 + \sigma_k^2} \right)
+ \lambda_1 \max \left( 0, \frac{1}{N_e K} \sum_{i=1}^{N_e} \sum_{k=1}^{K} \text{CRLB}(\theta_{k,n}^{(i)}(\varsigma) - \varphi_{k,n}^{(i)}(\varsigma)), \mathbf{w}_{k,n}^{(i)}(\varsigma)) \right)
+ \lambda_2 \max \left( 0, \frac{1}{N_e K} \sum_{i=1}^{N_e} \sum_{k=1}^{K} \text{CRLB}(d_{k,n}^{(i)}(\varsigma) - \varphi_{k,n}^{(i)}(\varsigma)), \mathbf{w}_{k,n}^{(i)}(\varsigma)) \right)
+ \lambda_3 \frac{1}{N_e} \sum_{i=1}^{N_e} \max \left( 0, \left\| \mathbf{W}_n^{(i)}(\varsigma) \right\|_F^2 - P \right)^2,
\]

where \( \mathbf{w}_{k,n}^{(i)}(\varsigma) \) is the \( k \)-th column of \( \mathbf{W}_n^{(i)}(\varsigma) = \mathcal{F}(h_\varsigma(\hat{\mathbf{O}}_n^{(i)})) \) in (26). In addition, a ReLU function \( f_{\text{ReLU}}(x) = \max(0, x) \) can be adopted to replace the maximum operators \( \max(\cdot, \cdot) \) in (27) to facilitate the network training. Then, based on the training examples, we can adopt a back propagation algorithm (BPA) to minimize (27) by progressively updating the network parameters \( \varsigma \). Finally, the optimized predictive beamforming matrix can be expressed as

\[
\mathbf{W}_n = \mathcal{F}(h_\varsigma(\hat{\mathbf{O}}_n^\prime)), \forall n,
\]
Fig. 3. The developed HCL-Net architecture for the predictive beamforming in the considered V2I system.

TABLE I
HYPERPARAMETERS OF THE PROPOSED HCL-NET

| Input: $\tilde{\Omega}$ with the size of $\tau \times K \times M \times 2$ |
|---|
| **Layers/Modules** | **Parameters Values** |
| CNN module - Conv. layer | Size of filters: $4 \times 3 \times 3 \times 2$ |
| CNN module - Pooling layer | Size of filters: $3 \times 3$ |
| LSTM module ($\tau$ time steps) | Output shape: $96 \times 1$ |
| FC layer | Output shape: $64 \times 1$ |

**Output:** $[\text{Re}\{W_n\}, \text{Im}\{W_n\}]$

2) **Online Beamforming:** Given a test example $\Omega_m$, $m \neq n$, the network input can be expressed as $\tilde{\Omega}_m = \mathcal{M}([\text{Re}\{\Omega_m\}, \text{Im}\{\Omega_m\}])$. Sending $\tilde{\Omega}_m$ to the well-trained HCL-Net, we can obtain the optimized predictive beamforming matrix:

$$W^*_m = \mathcal{F}(h_{\cdot\cdot}(\tilde{\Omega}_m)).$$  (29)

3) **Algorithm Steps:** Based on the above discussion, we can then propose the HCL-Net-based predictive beamforming algorithms, which is summarized in Algorithm 1. Here, for initialization, we set the iteration index and the maximum iteration number as $i_t = 0$ and $I_t = N_{\text{max}}$, respectively.

**Algorithm 1** HCL-Net-based Predictive Beamforming Algorithm

**Initialization:** $i_t = 0$, $I_t = N_{\text{max}}$, $\varsigma$ with random weights

**Offline Training:**
1: **Input:** Training set $\mathcal{X}$
2: **while** $i_t \leq I_t$ **do**
3: Update $\varsigma$ by BPA to minimize $J(\varsigma)$ in (27)
4: $i_t = i_t + 1$
5: **end while**
6: **Output:** Well-trained $h_{\cdot\cdot}(\cdot)$ as defined in (28)

**Online Beamforming:**
7: **Input:** Test data $\Omega_m = \mathcal{M}([\text{Re}\{\Omega_m\}, \text{Im}\{\Omega_m\}])$
8: **do** Predictive Beamforming using the well-trained HCL-Net $h_{\cdot\cdot}(\cdot)$
9: **Output:** $W_m = \mathcal{F}(h_{\cdot\cdot}(\tilde{\Omega}_m))$

V. SIMULATIONS AND DISCUSSIONS

This section will provide simulation results under an ISAC-assisted V2I network operated in mmWave frequency bands. As introduced in Fig. 1 we set $N_t = N_r = 32$, $K = 3,
$\sigma_k^2 = \sigma_k^2 = -80 \text{ dBm}, \theta = 10 + 10j, \xi = 10, \rho_\nu = 2.0 \times 10^{-6}$ \cite{10} and the RSU is operated with $f_c = 30 \text{ GHz}$. For the path loss model in \cite{9}, we set $a_0 = -70 \text{ dB}, d_0 = 1 \text{ m},$ and $\zeta = 2.55$ \cite{16}. In particular, a two-dimensional (2D) coordinate system is adopted to describe the locations of the RSU and the $K$ vehicles. Accordingly, the RSU is located at $[0,0]$ (m). Denote by $[\tilde{x}_1, \tilde{y}_1] = [15,20]$ (m), $[\tilde{x}_2, \tilde{y}_2] = [25,20]$ (m), $[\tilde{x}_3, \tilde{y}_3] = [35,20]$ (m), the initial locations of $V_k$ is set as $[x_k,y_k] = [\tilde{x}_k + \Delta x, \tilde{y}_k + \Delta y]$ (m) with $\Delta x, \Delta y \sim \mathcal{N}(0,1)$ being random variables to characterize the location uncertainty. For the motion model of vehicles, we set $\Delta T = 0.02 \text{ s}$ and $v_{k,n} \sim \mathcal{U}(8 \text{ m/s}, 8.25 \text{ m/s})$. In addition, $\gamma_\theta = 0.01 \text{ rad}^2$, $\gamma_d = 0.01 \text{ m}^2$, and $\lambda_1 = \lambda_2 = \lambda_3 = 10^3$ are adopted for the optimization problem in \cite{23}, where the historical estimated motion parameters are with the normalized MSE of 0.01. The adopted hyperparameters for the proposed method are presented in Table \ref{table1} and $N_e = 2,000$ examples are used for offline training. In addition, three benchmarks are provided for comparisons: (a) upper bound method: Given perfect ICSI, the upper bound performance of problem (P1) can be achieved by a genie-aided scheme, where downlink multiple access interference does not exist and constraints \cite{20} and \cite{21} are ignored; (b) naive DL method in which $\theta_{k,n-1}^0$ and $d_{k,n-1}$ are adopted as the truth-values at time slot $n$ for beamforming design based on a fully-connected neural network; (c) random beamforming method where the beamforming matrix is set randomly without constraints \cite{20} and \cite{21}. Moreover, each point in the simulation results is averaged over 2,000 Monte Carlo realizations.

Fig. 4 investigates the average achievable sum-rate versus transmit power budget $P$ at the RSU. It is seen that the random beamforming method performs poorly due to the mismatch between the RSU and vehicles. Compared with the random beamforming method, the naive DL method achieves a small performance improvement, however, there is still a huge performance gap compared with the upper bound. This is because the naive DL method only exploits the outdated CSI for beamforming and cannot perform a real-time tracking. In contrast, our proposed method outperforms these two methods significantly and its achievable sum-rate can approach that of the upper bound method exploiting the perfect ICSI. The reason is that by exploiting features from the historical estimated channels, our proposed method can intelligently predict the beamforming matrix for the next time slot, thus further improving the sum-rate performance.

To evaluate the sensing performance, Fig. 5 presents the curves of square roots of CRLBs (denoted by $\text{CRLB}^{1/2}$), i.e., the lower bounds of root MSE (RMSE) under different power budgets at the RSU. It can be observed that the $\text{CRLB}^{1/2}$ values w.r.t. angle estimation (the left hand side of Fig. 5) and distance estimation (the right hand side of Fig. 5) are around $10^{-2} \text{ rad}$ and $10^{-3} \text{ m}$, respectively, which are much less than the required maximum thresholds of $\gamma_\theta^{1/2} = 0.1 \text{ rad}$ and $\gamma_d^{1/2} = 0.1 \text{ m}$. Thus, our proposed method can provide a satisfactory solution to problem (P1). Also, we can find that the $\text{CRLB}^{1/2}$ can be efficiently reduced by increasing either the transmit power or the number of antennas. These results are expected since the increase of the transmit power or the number of antennas contributes to the improvement of the received SNR at the RSU, thus more accurate angle or distance parameters can be estimated from the received echoes.

VI. CONCLUSION

This paper proposed a DL-based predictive beamforming scheme to bypass the explicit channel tracking/prediction to reduce the signaling overhead for the ISAC-assisted V2I networks. First, a predictive communication protocol was developed and an associated predictive beamforming problem was formulated to maximize the communication sum-rate while guaranteeing the sensing accuracy via the derived CRLB-based constraints. To solve the formulated problem, a penalty method was exploited to address the problem at hand and an HCL-Net with a convolutional LSTM structure was designed to further improve the learning capability. Finally, simulation
results demonstrated that the proposed method can not only maintain the required sensing accuracy, but also achieves a comparable sum-rate performance to the upper bound obtained by a genie-aided scheme with the perfect ICSI.
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