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The study of time-inhomogeneous Markov jump processes is a traditional topic within probability theory that has recently attracted substantial attention in various applications. However, their flexibility also incurs a substantial mathematical burden which is usually circumvented by using well-known generic distributional approximations or simulations. This article provides a novel approximation method that tailors the dynamics of a time-homogeneous Markov jump process to meet those of its time-inhomogeneous counterpart on an increasingly fine Poisson grid. Strong convergence of the processes in terms of the Skorokhod \( J_1 \) metric is established, and convergence rates are provided. Under traditional regularity assumptions, distributional convergence is established for unconditional proxies, to the same limit. Special attention is devoted to the case where the target process has one absorbing state and the remaining ones transient, for which the absorption times also converge. Some applications are outlined, such as univariate hazard-rate density estimation, ruin probabilities, and multivariate phase-type density evaluation.

By Markov jump process (MJP), here we mean a stochastic process in \( \mathbb{R}_+ := [0, \infty) \) evolving on a discrete state-space for which the future and past are independent, given the present state. When the value of the present time is immaterial, we speak of a time-homogeneous MJP, and otherwise, it is customary to refer to it as a time-inhomogeneous MJP. While the theory of time-inhomogeneous MJPs may be considered a standard topic in the field of probability, a large portion of the applied probability literature focuses in the time-homogeneous subclass only (see e.g. [4] and references therein). This is due, in part, to the simplicity and tractability of the latter. For instance, a time-homogeneous MJP has exponentially distributed sojourn times, while the time-inhomogeneous MJP has sojourn times which generally cannot be described as easily. Moreover, the transitions probabilities of time-homogeneous MJPs are characterized by matrix-exponential functions, whereas the ones associated with time-inhomogeneous MJPs are in general defined through product integrals, the latter being considerably more sophisticated than its matrix-exponential counterpart (see e.g. [20]). Nevertheless, in recent years, time-inhomogeneous MJPs have gathered considerable attention in the stochastic modelling community due to their ability to describe discrete systems whose switching rates vary with time ([51, 17, 23, 9]). We believe that, to further enhance the use of time-inhomogeneous MJPs in applied contexts, it is vital to establish robust means to analyze the paths and descriptors of time-inhomogeneous MJPs employing simple techniques akin to those available for the time-homogeneous case.

On the other hand, the use of strongly convergent approximations in probability has proven to be a fruitful technique which elegantly yields powerful results. For example, consider Donsker’s invariance principle, which states that (under certain conditions) the law of a properly scaled random walk is guaranteed to converge to the law of a standard Brownian motion. Instead of focusing
on a purely weakly convergent result, Strassen built, in [50], a sequence of strongly convergent scaled random walks which yield improvements of the law of iterated logarithm that were otherwise not available. Important modern probability topics such as rough path analysis [24] are rooted in the pioneering work of Wong and Zakai [56], based on studying solutions of stochastic differential equations via their strongly convergent approximations. In applied settings, pathwise constructions have also been successfully used, for instance, to study Markov jump processes that converge to solutions of an ODE [36], to establish the convergence of empirical and quantile processes in statistics [19], or to analyze the stability of multiclass queueing networks via their strong fluid or diffusive limits [39, 40, 16]. Particularly, in this latter topic, the monograph [55] provides a complete and excellent analysis of queueing models and their heavy-traffic limits employing strongly convergent arguments.

The main goal of this paper is to establish a pathwise conditional time-homogeneous approximation scheme to a general finite-state time-inhomogeneous MJP \( \mathcal{J} \). Our construction has two main components. The first one is a novel modification of the classic uniformization method ([33, 27, 52]), the latter being a simulation method for MJPs which consists in placing their jump times at the arrival epochs of a Poisson process, with the jump mechanism being governed by a discrete-time Markov chain; in the time-inhomogenous case the transitions are dependent on the times at which jumps occur. The key idea behind our scheme consists in placing the path of such discrete-time Markov chain in an independent Poisson process of identical intensity: this new process is now a conditional time-homogeneous Markov jump process with infinite state-space, but its jump times no longer match the original ones (thus, can only be considered an approximation). The second component of our construction relies on letting the intensity of the Poisson process associated with the uniformization go to infinity and to establish strong convergence of the approximations. The latter is done by measuring the discrepancies between the path of the original time-inhomogeneous MJP and its time-homogeneous approximation in the \( J_1 \) or Skorokhod sense (see [49]). Constructing a strong approximation scheme to time-inhomogeneous MJPs is not only interesting from a theoretical perspective, but it also allows us to infer properties of the law of \( \mathcal{J} \) by simply appealing to the rule "strong convergence implies weak convergence". Thus, one of the byproducts of our strongly convergent result is establishing an alternative way to approximate any distributional characteristic of \( \mathcal{J} \). In particular, we provide a novel approximation scheme to the transition probabilities for time-inhomogeneous MJPs, with some connections to the uniformization methods proposed in [30, 52, 47, 54, 3].

Additionally to the aforementioned theoretical results, our strongly convergent construction sets the stage for a transparent analysis between functionals of the process and their respective approximations, and its versatility is one of its strengths. To showcase our results, we study the family of time-inhomogeneous phase-type distributions ([1]), corresponding to the law of the termination time of a time-inhomogeneous MJP. Our convergence results readily translate into providing approximations to time-inhomogeneous phase-type distributions via an infinite-dimensional version of the classic phase-type distribution ([44]), which is much easier to deal with. Indeed, although the former distributions have caught plenty of attention in recent years (starting with [1] and subsequent covariate-dependent and multivariate extensions), it is not surprising that the toolkit available in the literature for phase-type distributions is more robust than its time-inhomogeneous counterpart (see e.g. [12]) since the product integral is only really computationally inexpensive in the homogeneous case which corresponds to the matrix-exponential. Our approximation yields a way to exploit such a toolkit, with confidence that the approximation converges, and without the need to use stochastic approximation methods such as Markov Chain Monte Carlo ([10]) or Expectation-Maximization ([6]) algorithms. The illustrations we have chosen to provide in this paper are in the domains of univariate data estimation, ruin probabilities, and multivariate distributions.
An interesting related class of distributional approximations for time-homogeneous processes, based on rescaling, is that of uniform acceleration [41]. In the context of time-inhomogeneous Markov jump processes, the authors in [42] exploit a high-intensity uniformization technique to provide distributional approximations of the process in terms of its time-varying steady-state properties. Efforts to extend the notion of uniform approximation to a strong pathwise sense have been undertaken in, e.g., [39, 40, 29]. However, these have mainly focused on queueing systems and their functional scaling limits (fluid or diffusive), rather than on time-inhomogeneous Markov jump processes. Further, there are key technical differences that make its analysis considerably different from our current framework (see Remark 4 for details). Nonetheless, our work could potentially serve as a stepping stone towards a strong version of the uniform acceleration technique for time-inhomogeneous Markov jump processes.

This article is structured as follows. In Section 1 we lay out the components needed in the theory of time-inhomogeneous MJP, as well as on strong convergence of càdlàg paths. With these tools in hand, in Section 2 we employ novel techniques to construct a sequence of strongly convergent time-homogeneous conditional approximations to any arbitrary time-inhomogeneous MJP, and establish weakly convergent proxies for dealing with the unconditional distributions. Using the aforementioned results, in Section 3 we provide examples where our scheme produces approximations to weakly convergent descriptors of interest in the phase-type literature: univariate hazard-rate density estimation, ruin probability approximations, and multivariate phase-type density evaluation. Finally, in Section 4 we conclude with a general discussion on extensions to other jump process.

1. Preliminaries

For $p \geq 1$, consider a function $\Lambda(t) = \{\Lambda_{ij}(t)\}_{i,j}, 0 \leq t < \infty$, which takes values in the space of $p \times p$ real matrices and is such that

- $\Lambda(\cdot)$ is Borel measurable and integrable over all compact intervals,
- $\Lambda_{ii}(t) \leq 0$ and $\Lambda_{ij}(t) \geq 0$ for all $t \geq 0$, $i \neq j \in \{1, \ldots, p\}$,
- $\sum_{j} \Lambda_{ij}(t) \leq 0$ for all $t \geq 0$, $i \in \{1, \ldots, p\}$.

We refer to $\Lambda(\cdot)$ as an intensity matrix function. Denote the product integral w.r.t. $\Lambda(\cdot)$ over the interval $(s, t)$ by

$$\prod_{s}^{t}(I + \Lambda(u)du) := I + \sum_{k=1}^{\infty} \int_{s}^{t} \int_{s}^{u_{k}} \cdots \int_{s}^{u_{1}} \Lambda(u_{1}) \cdots \Lambda(u_{k}) du_{1} \cdots du_{k}. \tag{1}$$

Under such conditions, it can be shown (see e.g. [26, Section 4.3]) that the function $P(s, t), 0 \leq s, t < \infty$, defined by

$$P(s, t) = \prod_{s}^{t}(I + \Lambda(u)du)$$

yields a (possibly) defective probability semigroup, in the sense that

- $P(s, t)$ is a substochastic matrix,
- $P(s, t) = P(s, u)P(u, t)$ for all $0 \leq s \leq u \leq t < \infty$,
- $P(s, s) = I$ and $\lim_{t \downarrow s} P(s, t) = I$.

Now, defined on a probability space $(\Omega, \mathbb{P}, \mathcal{F})$, let $\mathcal{J} = \{J(t)\}_{t \geq 0}$ be a stochastic process taking values in $E = \{1, \ldots, p\}$. Assume that each realization of $\mathcal{J}$ is an element of $D(\mathbb{R}_{+}, E)$, the space of càdlàg functions mapping $\mathbb{R}_{+}$ to $E$, where $E$ is endowed with the discrete metric. Furthermore, assume that for all $0 \leq s \leq t < \infty$, $i, j \in E$,

$$\mathbb{P}(J(t) = j | J(s) = i, \{J(u)\}_{u=0}^{s}) = \mathbb{P}(J(t) = j | J(s) = i) = [P(s, t)]_{ij}. \tag{2}$$

Then we say that $\mathcal{J}$ is a time-inhomogeneous Markov jump process driven by the intensity matrix function $\Lambda(\cdot)$. The reason why $\Lambda(\cdot)$ is called an “intensity matrix function” stems from the fact that if $\Lambda_{ij}(\cdot)$ is right-continuous at $s \geq 0$ for $i, j \in E$, then

$$\mathbb{P}(J(s + h) = j | J(s) = i) = \delta_{ij} + \Lambda_{ij}(s) + o(h),$$
where \( \delta_{ij} \) denotes the Kronecker delta function and \( o(h) \) an arbitrary function \( g : \mathbb{R}_+ \rightarrow \mathbb{R} \) such that \( \lim_{h \to 0} g(h)/h = 0 \).

**Remark 1.** Since \( P(s,t) \) may be defective for some values of \( s \) and \( t \), the process \( J \) may be terminating. In such a case, we let \( \star \) denote an absorbing cemetery state (not included in \( \mathcal{E} \)) which is entered once/if \( J \) ever gets terminated. If this modification is needed, then the path realizations of \( J \) will be considered to belong to the space \( \mathcal{D}(\mathbb{R}_+, \mathcal{E} \cup \{ \star \}) \) of càdlàg functions mapping from \( \mathbb{R}_+ \) to \( \mathcal{E} \cup \{ \star \} \).

Given an intensity matrix function \( \Lambda(\cdot) \), we can always construct an appropriate probability space where a time-inhomogeneous Markov jump process \( J \) driven by \( \Lambda \) exists [25, Section 3]. A particularly simple construction through the method of uniformization (see e.g. [53] for a modern exposition) is possible under the assumption that \( \Lambda(\cdot) \) is uniformly bounded: we will provide an account of such construction in Section 2.

**Remark 2.** The class of time-inhomogeneous Markov jump processes defined here is by no means the most general one. For instance, using the general theory of product integration w.r.t. interval additive functionals (see e.g. [26]) we can consider semigroups (and in turn time-inhomogeneous Markov jump processes) that allow for jumps to occur at deterministic epochs. This and other constructions will not be discussed further in this manuscript.

The two main existing techniques to calculate the transition probabilities (2) rely on computing the product integral (1) by either solving an associated ODE [20, Chapter 1], or by approximating it via a discretization argument ([30, 52]). If the process \( J \) happens to be time-homogeneous, that is, \( \Lambda(s) = \Lambda \) for all \( s \geq 0 \), then its transition probabilities (2) correspond to the \((i,j)\)-th entry of

\[
I + \sum_{k=1}^{\infty} \frac{\Lambda^k(t-s)^k}{k!} =: e^{\Lambda(t-s)}.
\]

The matrix-exponential function \( x \rightarrow e^{\Lambda x} \) is easier to compute and manipulate than the general product integral ([43]), which is partly the reason why the use of time-homogeneous models in applied probability is more widespread than their time-inhomogeneous counterpart. The emphasis of our construction is thus on simplicity, though this does not necessarily translate into the highest computational efficiency across alternative methods. Instead, we believe that bridging the theory of time-inhomogeneous Markov jump processes with that of time-homogeneous Markov jump processes via pathwise approximations will improve the applicability of the former in areas where the latter have already been proven to be tractable. For this reason, we now discuss some aspects of the convergence of stochastic processes.

When talking about the convergence of stochastic processes, there are two main notions to be considered: weak and strong. Weak convergence describes how the laws associated with the paths of a sequence of processes converge to the law of another process; these processes do not need to exist in the same probability space. On the other hand, strong convergence is interested in measuring the distance of paths and guaranteeing that a.s. they converge to each other w.r.t. some metric or topology; these processes need to be defined in a common probability space. As their names indicate, any sequence of stochastic processes which converges strongly will also do it in a weak sense, but the converse is in general not true.

The main disadvantage when approaching strong convergence of stochastic processes is the lack of general guidelines on how to construct the appropriate probability space where convergence occurs: this has to be tailored on a case-by-case basis. In comparison, weak convergence has a well-established set of conditions that have to be verified (for example, tightness of measures and finite-dimensional distributional convergence) which although tedious, do not require any particular probability space construction. Nevertheless, once a strongly convergent approximation is established, its construction is usually transparent, not only providing a more powerful result than its weak counterpart but also bypassing some of its technical difficulties.
Since one of the aims of this paper is to establish strong approximations for some class of càdlàg processes, first we ought to properly define what convergence means in their set of trajectories. It is well-known [31, Page 289] that assigning a sensible topology (and in turn characterizing convergent sequences) to the space $\mathcal{D}(\mathbb{R}_+, \mathcal{E})$ is more involved than, for example, to the space of continuous functions $C(\mathbb{R}_+, \mathbb{R})$. For instance, if we were to assign to $\mathcal{D}(\mathbb{R}_+, \mathcal{E})$ the topology inherited by the norm

$$
\|y - z\|_\infty = \sum_{k=1}^{\infty} 2^{-k} \sup_{s \leq c_k} d_\mathcal{E}(y(s), z(s)), \quad y, z \in \mathcal{D}(\mathbb{R}_+, \mathcal{E}),
$$

where $d_\mathcal{E}$ denotes the discrete metric on $\mathcal{E}$ (i.e. $d_\mathcal{E}(i, j) = 1 - \delta_{ij}$) and $\{c_k\}_k$ is an increasing sequence that converges to $\infty$, then the $2^{-k}$-radius open ball around $y$ would only contain those paths which coincide exactly with $y$ in the interval $[0, c_{k+1}]$. While this is a perfectly fine topology, its use is limited by the fact that the only convergent sequences are those whose elements coincide with the limiting element over increasing compact intervals.

A more helpful topology is $J_1$ (also known as Skorokhod topology), which allows for a time distortion to occur as long as this distortion is close to the real running time. Namely, the $J_1$ topology on $\mathcal{D}(\mathbb{R}_+, \mathcal{E})$ is inherited by the $J_1$ metric which takes the form

$$
d_{J_1}(y, z) = \inf_{\Delta \in \mathcal{H}} \left\{ \left( \sum_{k=1}^{\infty} 2^{-k} \sup_{s \leq c_k} d_\mathcal{E}(y(\Delta(s)), z(s)) \right) \vee \sup_{s \geq 0} |\Delta(s) - s| \right\}, \quad y, z \in \mathcal{D}(\mathbb{R}_+, \mathcal{E}),
$$

where $\mathcal{H}$ denotes the set of homeomorphic functions on $\mathbb{R}_+$. In simple terms, the distance between $y$ and $z$ is strictly less than $2^{-k}$ if and only if there exists an homeomorphic time-change function $\Delta$, such that: $y \circ \Delta$, restricted to $[0, c_{k+1}]$ is identical to $z$, and $\Delta$ is uniformly less than $2^{-k}$ units from the identity function on $\mathbb{R}_+$.

**Remark 3.** The $J_1$ metric renders the space $\mathcal{D}(\mathbb{R}_+, \mathcal{E})$ complete and separable [31, Pages 295-298], thus a Polish space. While other (weaker) topologies for $\mathcal{D}(\mathbb{R}_+, \mathcal{E})$ exist, their use in the literature is not as widespread as $J_1$, mainly because they are more difficult to analyze; see [55, Chapter 12] for alternative topologies to $J_1$.

### 2. Strong convergence to time-inhomogeneous Markov jump processes

As before, let $\mathcal{J}$ denote a (possibly terminating) time-inhomogeneous Markov jump process on a finite state-space $\mathcal{E}$ with initial distribution $\alpha = (\alpha_i)_{i \in \mathcal{E}}$ and intensity matrix function $\Lambda(t) = \{\Lambda_{ij}(t)\}_{i,j \in \mathcal{E}}$, $0 \leq t < \infty$. From now on, we assume that the following holds.

**Condition 1** The family $\{\Lambda(t)\}_{t \geq 0}$ is uniformly bounded, that is

$$
\sup_{t \in \mathcal{E}, t \geq 0} |\Lambda_{ii}(t)| < \infty.
$$

The goal of this section is to construct a sequence of tractable jump processes $\{\mathcal{J}^{(n)}\}_n$ which converges strongly to $\mathcal{J}$ as $n \to \infty$. To establish strong convergence of a sequence of stochastic processes $\{\mathcal{J}^{(n)}\}$ to $\mathcal{J}$ we have to:

1. Construct a common probability space where $\{\mathcal{J}^{(n)}\}_n$ and $\mathcal{J}$ defined,
2. Guarantee that, as $n \to \infty$, $\mathcal{J}^{(n)}$ converges to $\mathcal{J}$ a.s. with respect to the $J_1$ topology on $\mathcal{D}(\mathbb{R}_+, \mathcal{E})$.

Below we provide a detailed description of each one of these steps.

**Step (1): Construction.** Consider a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ which supports the following independent components:

- Two independent Poisson processes $\mathcal{N} = \{N(t)\}_{t \geq 0}$ and $\mathcal{M} = \{M(t)\}_{t \geq 0}$ with common intensity $\lambda_0 := [\sup_{t \in \mathcal{E}, t \geq 0} |\Lambda_{ii}(t)|]$;
• Two independent sequences of independent Poisson processes \( \{ \tilde{N}^{(k)} \}_{k=0}^{\infty} \) and \( \{ \tilde{M}^{(k)} \}_{k=0}^{\infty} \) of parameter 1;

• A sequence of independent and identically distributed \( U(0,1) \) random variables \( \{ U_{\ell} \}_{\ell=0}^{\infty} \).

Such a space can always be constructed by Kolmogorov’s extension theorem. With these elements at hand, we construct the processes \( J \) and \( J^{(n)} \), \( n \geq \lambda_0 \) via a uniformization argument as follows.

First, let \( J(0) = i \) if \( U_0 \in [\sum_{j \leq i} \alpha_j, \sum_{j \leq i+1} \alpha_j) \), which guarantees that \( J(0) \sim \alpha \). Now, let \( J \) be constant between the arrival times \( \{ \chi_\ell \} \) of \( N \) (with \( \chi_0 := 0 \)), meaning that

\[
J(t) = J(\chi_\ell) \quad \text{for} \quad t \in [\chi_\ell, \chi_{\ell+1}), \quad \ell \geq 0.
\]

The epochs \( \{ \chi_\ell \}_{\ell \geq 1} \) will serve as the (possible) jumping times of \( J \): conditional on the event \( \{ J(\chi_\ell -) = i \} \), \( i \in \mathcal{E} \),

\[
J(\chi_\ell) = \begin{cases} 
  k & \text{if } U_\ell \in \left[ \sum_{j \leq k} \lambda_0^{-1} \Lambda_{ij}(\chi_\ell) + \delta_{ij}, \sum_{j \leq k+1} \lambda_0^{-1} \Lambda_{ij}(\chi_\ell) + \delta_{ij} \right], \\
  \text{terminated} & \text{if } U_\ell \in \left[ 1 + \sum_{j \in \mathcal{E}} \lambda_0^{-1} \Lambda_{ij}(\chi_\ell), 1 \right);
\end{cases}
\]

if \( J \) is terminated at time \( \chi_\ell \), it remains terminated forever. Equation (4) implies that, conditional on \( \{ \chi_\ell \}_{\ell \geq 0} \), the process \( \{ J(\chi_\ell) \}_{\ell \geq 0} \) is a (possibly terminating) Markov chain with time-inhomogeneous transition probability matrices \( \lambda_0^{-1} \Lambda(\chi_\ell) + I \), \( \ell \geq 1 \). This construction corresponds to the classic uniformization of a Markov jump process \( J \) with time-inhomogeneous intensities \( \{ \Lambda(t) \}_{t \geq 0} \) and is widely used, e.g. for simulation purposes (see e.g. [53]).

To construct the approximating sequence \( J^{(n)} \), \( n \geq \lambda_0 \), the idea is to inspect \( J \) at an increasingly denser set of Poisson epochs, and place such observations at the arrival epochs of an independent Poisson process with identical distributional characteristics. To this end, for \( n > \lambda_0 \), let \( N^{(n)} \) be the superposition of \( N \) and \( \tilde{N}^{(\lambda_0+1)} \), \ldots, \( \tilde{N}^{(n)} \); \( N^{(n)} \) is then a Poisson process of parameter \( n \), which we will use as “inspection” epochs of \( J \). Similarly, let \( M^{(n)} \) be the superposition of \( M \) and \( \tilde{M}^{(\lambda_0+1)}, \ldots, \tilde{M}^{(n)} \); the Poisson process \( M^{(n)} \) will serve as the random grid of \( J^{(n)} \) where we will place the observations of \( J \). More specifically, we let

\[
J^{(n)}(t) = J \left( \chi^{(n)}_\ell \right) \quad \text{for} \quad t \in \left( \theta^{(n)}_\ell, \theta^{(n)}_{\ell+1} \right),
\]

where \( \{ \chi^{(n)}_\ell \}_{\ell \geq 0} \) and \( \{ \theta^{(n)}_\ell \}_{\ell \geq 0} \) correspond to the arrival times of \( N^{(n)} \) and \( M^{(n)} \), respectively. Below we show how \( J^{(n)} \), conditional on \( N^{(n)} \), can be embedded into a time-homogeneous Markov jump process.

**Theorem 1.** Fix \( n \geq \lambda_0 \) and let \( J \) and \( J^{(n)} \) be the above processes constructed in \( (\Omega, \mathcal{F}, \mathbb{P}) \). Then the following statements hold:

(a) \( \{ J(\chi^{(n)}_\ell) \}_{\ell \geq 0} \) conditional on \( N^{(n)} \) is an inhomogeneous discrete-time Markov chain with initial distribution \( \alpha \) and transition probability matrix at the \( \ell \)-th step given by

\[
Q^{(n)}_\ell = I + \frac{\Lambda(\chi^{(n)}_\ell)}{n}.
\]

(b) The bivariate process \( \{(L^{(n)}(t), J^{(n)}(t))\}_{t \geq 0} \) given by

\[
(L^{(n)}(t), J^{(n)}(t)) = (\ell, J \left( \chi^{(n)}_\ell \right)) \quad \text{for} \quad t \in \left( \theta^{(n)}_\ell, \theta^{(n)}_{\ell+1} \right),
\]

conditional on \( N^{(n)} \), is a time-homogeneous Markov jump process with initial distribution \( (\alpha, 0, 0, \ldots) \) and intensity matrix given by

\[
\begin{pmatrix}
-nI & nQ^{(n)}_1 \\
nQ^{(n)}_2 & -nI & nQ^{(n)}_3 \\
& nQ^{(n)}_3 & \ddots
\end{pmatrix},
\]
where the state-space $\mathbb{N}_0 \times \mathcal{E}$ is to be understood in a lexicographic sense.

Proof.

(a) Let $i, j \in \mathcal{E}$, $\ell \geq 1$ and denote by $\mathbb{P}_{\mathcal{G}_n}$ the probability measure $\mathbb{P}$ conditioned on the $\sigma$-algebra $\mathcal{G}_n$ generated by $\mathcal{N}^{(n)} = \{\chi^{(n)}_t \}_{t \geq 0}$. Then,

$$\mathbb{P}_{\mathcal{G}_n} \left( J(\chi^{(n)}_t) = j \mid J(\chi^{(n)}_{\ell-1}) = i \right) = \mathbb{P}_{\mathcal{G}_n} \left( J(\chi^{(n)}_t) = j, N(\chi^{(n)}_t) \neq N(\chi^{(n)}_{\ell-1}) \mid J(\chi^{(n)}_{\ell-1}) = i \right)
+ \mathbb{P}_{\mathcal{G}_n} \left( J(\chi^{(n)}_t) = j, N(\chi^{(n)}_t) = N(\chi^{(n)}_{\ell-1}) \mid J(\chi^{(n)}_{\ell-1}) = i \right)
= \left( \lambda_i \right) \left( \Lambda_i - \delta_{ij} \right) \left( n \right) + \left( \frac{n - \lambda_i}{n} \right) \delta_{ij},$$

from which (6) follows. Also, recall that $J(\chi^{(n)}_0) = J(0) \sim \alpha$ by construction.

(b) It is standard that the enlarged process $\{ (\ell, J(\chi^{(n)}_t)) \}_{t \geq 0}$, conditional on $\mathcal{N}^{(n)}$, is a time-homogeneous Markov chain with initial distribution $(\alpha, 0, 0, \ldots)$ and transition probability matrix given by

$$\begin{pmatrix}
0 & Q_1^{(n)} & 0 & \cdots \\
0 & 0 & Q_2^{(n)} & \cdots \\
\cdots & \cdots & \cdots & \cdots
\end{pmatrix}.$$

Furthermore, since $\{ (\ell, J(\chi^{(n)}_t)) \}_{t \geq 0}$ is independent of $\mathcal{M}^{(n)}$ by construction, then $\{ (L^{(n)}(t), J^{(n)}(t)) \}_{t \geq 0}$ as defined in (7), when conditioned on $\mathcal{N}^{(n)}$, corresponds to a uniformized Markov jump process with intensity matrix of the form (8) (see for instance [53, Section 3.2]).

In conclusion, Theorem 1 implies that the process $\mathcal{J}^{(n)}$ conditional on $\mathcal{N}^{(n)}$ is simply a projection of a time-homogeneous Markov jump process described by (8).

**Theorem 2.** The transition probabilities of $\mathcal{J}^{(n)}$ conditional on $\mathcal{N}^{(n)}$, from time $s$ to $t$ ($t \geq s \geq 0$), are given by

$$P^{(n)}(s, t) = \sum_{\ell=0}^{\infty} \sum_{k=0}^{\infty} \text{Poi}_n(s) \times \text{Poi}_n(t-s)(\ell) \times \left[ Q_{k+1}^{(n)} Q_{k+2}^{(n)} \cdots Q_{k+\ell}^{(n)} \right],$$

with $\text{Poi}_\lambda(m) = \frac{\lambda^m}{m!} e^{-\lambda}$. Here, empty matrix products are defined as the identity matrix.

Proof. Using the notation in the proof of Theorem 1, we have that

$$P^{(n)}(s, t)_{ij} = \mathbb{P}_{\mathcal{G}_n} \left( J^{(n)}(t) = j \mid J^{(n)}(s) = i \right) = \sum_{k=0}^{\infty} \sum_{\ell=0}^{\infty} \mathbb{P}_{\mathcal{G}_n} \left( J^{(n)}(t) = j, M^{(n)}(s) = k, M^{(n)}(t) - M^{(n)}(s) = \ell \mid J^{(n)}(s) = i \right)
= \sum_{k=0}^{\infty} \sum_{\ell=0}^{\infty} \text{Poi}_n(s) \times \text{Poi}_n(t-s)(\ell) \times \mathbb{P}_{\mathcal{G}_n} \left( J(\chi^{(n)}_{k+\ell}) = j \mid J(\chi^{(n)}_k) = i \right)
= \sum_{\ell=0}^{\infty} \sum_{k=0}^{\infty} \text{Poi}_n(s) \times \text{Poi}_n(t-s)(\ell) \times \left[ Q_{k+1}^{(n)} Q_{k+2}^{(n)} \cdots Q_{k+\ell}^{(n)} \right]_{ij},$$

from which the result follows. □
Step (2): Convergence. Following the reasoning in Remark 1, let us work in the space \( D(\mathbb{R}_+, \mathcal{E}) \) (where \( \mathcal{E} = \mathcal{E} \cup \{*\} \)) instead of \( D(\mathbb{R}_+, \mathcal{E}) \), with \(*\) denoting the terminating state. If termination never happens, the extra state \(*\) will never get entered. Endow \( D(\mathbb{R}_+, \mathcal{E}) \) with the \( J_1 \) topology which is inherited by (3).

To show convergence of \( J^{(n)} \) to \( J \) it is sufficient to exhibit a sequence of random homeomorphic functions \( \{\Delta_n\}_n \) such that for each \( \omega \in \Omega \) (more precisely for all \( \omega \)'s in some set of measure 1),

\[
\sup_{s \in [0,K]} d_{\mathcal{E}_s}(J^{(n)}(\Delta_n(s))(\omega), J(s)(\omega)) \to 0 \quad \text{as} \quad n \to \infty \quad \text{for all} \quad K \in \mathbb{N}_0, \tag{10}
\]

\[
\sup_{s \geq 0} |\Delta_n(s) - s| \to 0 \quad \text{as} \quad n \to \infty. \tag{11}
\]

Here we define

\[
\Delta_n(t) = \begin{cases} 
\frac{t - \theta^{(n)}_{\ell}(n)}{\chi^{(n)}_{1}} & \text{for} \quad t \in \left[0, \chi^{(n)}_{1}\right] \\
\theta^{(n)}_{\ell}(n) + t - \ell(n) - \theta^{(n)}_{\ell}(n) & \text{for} \quad t \in \left[\chi^{(n)}_{\ell}, \chi^{(n)}_{\ell+1}\right], \ell < \lfloor n^{1+\varepsilon} \rfloor \\
\theta^{(n)}_{\lfloor n^{1+\varepsilon} \rfloor}(n) + t - \chi^{(n)}_{\lfloor n^{1+\varepsilon} \rfloor} & \text{for} \quad t \in \left[\chi^{(n)}_{\lfloor n^{1+\varepsilon} \rfloor}, \infty \right),
\end{cases}
\tag{12}
\]

where \( \varepsilon > 0 \) is arbitrary but fixed. The function \( \Delta_n(\cdot) \) in (12) is a.s. strictly monotone and continuous with \( \Delta_n(0) = 0 \) and \( \lim_{n \to \infty} \Delta_n(t) = \infty \), thus homeomorphic. Additionally, \( \Delta_n(\cdot) \) is piecewise linear, completely characterized by the values \( \Delta_n(\chi^{(n)}_{\ell}) = \theta^{(n)}_{\ell}(n), \ell = 1, \ldots, \lfloor n^{1+\varepsilon} \rfloor \), and the slope 1 after time \( \chi^{(n)}_{\lfloor n^{1+\varepsilon} \rfloor} \). Thus,

\[
J^{(n)}(\Delta_n(s)) = J(s) \quad \text{for all} \quad s \in \left[0, \chi^{(n)}_{\lfloor n^{1+\varepsilon} \rfloor}\right], \quad \text{and}
\sup_{s \geq 0} |\Delta_n(s) - s| = \max_{\ell \in \{1, \ldots, \lfloor n^{1+\varepsilon} \rfloor\}} \left|\theta^{(n)}_{\ell} - \chi^{(n)}_{\ell}\right|. \tag{13}
\]

Equations (13) and (14) together with the following lemma will help us establish the desired strong convergence of \( J^{(n)} \) to \( J \) in Theorem 3 below.

**Lemma 1.** For all \( q > 0 \) and \( \varepsilon \in (0,1) \) there exists some \( \kappa(q, \varepsilon) > 0 \) such that

\[
\mathbb{P}\left( \max_{\ell \in \{1, \ldots, \lfloor n^{1+\varepsilon} \rfloor\}} \left|\theta^{(n)}_{\ell} - \chi^{(n)}_{\ell}\right| \geq \kappa(q, \varepsilon)(\log n)n^{-1/2+\varepsilon/2} \right) = o(n^{-q}). \tag{15}
\]

Proof. Let \( \{\beta_n\}_{n \geq 1} \) denote an arbitrary positive sequence. Notice that \( \mathbb{E}(\theta^{(n)}_{\ell}) = \ell/n \), so that Doob’s \( L_p \)-maximal inequality implies

\[
\mathbb{P}\left( \max_{\ell \in \{1, \ldots, \lfloor n^{1+\varepsilon} \rfloor\}} \left|\theta^{(n)}_{\ell} - \ell/n\right| \geq \beta_n \right) \leq \frac{\mathbb{E}\left( \left(\theta^{(n)}_{\lfloor n^{1+\varepsilon} \rfloor} - \lfloor n^{1+\varepsilon} \rfloor/n\right)^{2k} \right)}{\beta_n^{2k}} \quad \text{for all} \quad k \in \mathbb{N}_0.
\]

Using Lemma A.1. in [45] for \( n \geq 4 \), we may bound Erlang central moments as follows:

\[
\mathbb{E}\left( \left(\theta^{(n)}_{\lfloor n^{1+\varepsilon} \rfloor} - \lfloor n^{1+\varepsilon} \rfloor/n\right)^{2k} \right) \leq \frac{(2k)!\sqrt{\lfloor n^{1+\varepsilon} \rfloor} \sqrt{\lfloor n^{1+\varepsilon} \rfloor^{2k+1} - 1}}{n^{2k} \sqrt{\lfloor n^{1+\varepsilon} \rfloor^{2k+1} - 1} - 1} \leq 2\sqrt{\lfloor n^{1+\varepsilon} \rfloor} \left(\frac{2k\sqrt{\lfloor n^{1+\varepsilon} \rfloor}}{n}\right)^{2k},
\]

where \( \lfloor n^{1+\varepsilon} \rfloor \) denotes the largest integer \( n^{1+\varepsilon} \).
where in the second inequality we used that $(2k)! \leq (2k)^{2k}$ and \[ \frac{1}{\sqrt{[n^{1+\varepsilon}] - 1}} \leq \frac{2}{\sqrt{n^{1+\varepsilon}}} \] for $n \geq 4$. Now, choosing $k = \lfloor \log n \rfloor$,

\[
\mathbb{E}\left( \left( \theta_{[n^{1+\varepsilon}]}^{(n)} - \lfloor n^{1+\varepsilon} \rfloor / n \right)^{2\lfloor \log n \rfloor} \right) \leq 2 \sqrt{\frac{2 \lfloor \log n \rfloor \sqrt{[n^{1+\varepsilon}]}}{n}} \leq 2 \sqrt{n^{1+\varepsilon}} \left( 2 \lfloor \log n \rfloor n^{-1/2+\varepsilon/2} \right)^{2\lfloor \log n \rfloor},
\]

so that for $\beta_n = 2C(\log n)n^{-1/2+\varepsilon/2}$ with $C \geq 1$ and $n \geq e^2$,

\[
P\left( \max_{\ell \in \{1, \ldots, \lfloor n^{1+\varepsilon} \rfloor \}} \left| \theta_{\ell}^{(n)} - \ell/n \right| \geq \beta_n \right) \leq \frac{2 \sqrt{n^{1+\varepsilon}} \left( 2 \lfloor \log n \rfloor n^{-1/2+\varepsilon/2} \right)^{2\lfloor \log n \rfloor}}{C^2(\log n - 1)} \leq 2 \sqrt{n^{1+\varepsilon}} \frac{2 \lfloor \log n \rfloor}{C^2(\log n - 1)} \leq \frac{2 \sqrt{n^{1+\varepsilon}}}{C^2(\log n - 1)}.
\]

Note that choosing $C = e^{1/2+\varepsilon/2+2q}$ yields $2 \sqrt{n^{1+\varepsilon}} C^{-\log n} = 2n^{-2q}$, rendering the l.h.s. of (16) an $o(n^{-q})$ function. Since

\[
P\left( \max_{\ell \in \{1, \ldots, \lfloor n^{1+\varepsilon} \rfloor \}} \left| \theta_{\ell}^{(n)} - \ell/n \right| \geq \beta_n \right) = P\left( \max_{\ell \in \{1, \ldots, \lfloor n^{1+\varepsilon} \rfloor \}} \left| \chi_{\ell}^{(n)} - \ell/n \right| \geq \beta_n \right) = o(n^{-q}) \quad \text{and} \quad (17)
\]

\[
P\left( \max_{\ell \in \{1, \ldots, \lfloor n^{1+\varepsilon} \rfloor \}} \left| \theta_{\ell}^{(n)} - \chi_{\ell}^{(n)} \right| \geq 2\beta_n \right) \leq P\left( \max_{\ell \in \{1, \ldots, \lfloor n^{1+\varepsilon} \rfloor \}} \left| \theta_{\ell}^{(n)} - \ell/n \right| \geq \beta_n \right) + P\left( \max_{\ell \in \{1, \ldots, \lfloor n^{1+\varepsilon} \rfloor \}} \left| \chi_{\ell}^{(n)} - \ell/n \right| \geq \beta_n \right),
\]

then (15) follows with $\kappa(q, \varepsilon) = 4e^{1/2+\varepsilon/2+2q}$.

\[\square\]

\textbf{Theorem 3.} For all $q > 0$ and $\varepsilon \in (0, 1)$ there exists some nonnegative sequence \{c_k\}_k converging to $\infty$ such that

\[
P\left( d_{J_1}(\mathcal{J}^{(n)}, \mathcal{J}) \geq 3\kappa(q, \varepsilon)(\log n)n^{-1/2+\varepsilon/2} \right) = o(n^{-q}),
\]

where $d_{J_1}$ depends on \{c_k\}_k through (3). In particular, $\mathcal{J}^{(n)}$ converges strongly to $\mathcal{J}$ as $n \to \infty$ in the $J_1$ topology over $\mathcal{D}(\mathbb{R}_+, \mathcal{E}_\varepsilon)$.

Proof. Take $c_n = \lfloor n^{1+\varepsilon} \rfloor / n - \beta_n$ where $\beta_n = 2e^{1/2+\varepsilon/2+2q}(\log n)n^{-1/2+\varepsilon/2}$; this particular choice for \{c_n\}_n will become apparent later in (19). Notice that \{c_n\}_n may not be increasing, but eventually increasing. Now, for any $m \geq 1$ such that $c_m \geq \max\{c_1, \cdots, c_m\}$,

\[
d_{J_1}(\mathcal{J}^{(n)}, \mathcal{J}) \leq \left( \sum_{k=1}^{\infty} 2^{-k} \sup_{s \leq c_k} d_{\varepsilon}(J^{(n)}(\Delta_n(s)), J(s)) \right) \vee \sup_{s \geq 0} |\Delta_n(s) - s| \\
\leq \left( \sup_{s \leq c_m} d_{\varepsilon}(J^{(n)}(\Delta_n(s)), J(s)) + 2^{-m} \right) + \sup_{s \geq 0} |\Delta_n(s) - s|.
\]

Taking $m = n$ for large enough $n$, we get

\[
\{ d_{J_1}(\mathcal{J}^{(n)}, \mathcal{J}) \geq 3\kappa(q, \varepsilon)(\log n)n^{-1/2+\varepsilon/2} \} \subseteq A_1^{(n)} \cup A_2^{(n)} \cup A_3^{(n)}
\]
where

\[ A_1^{(n)} = \left\{ \sup_{s \leq c_n} d_\varepsilon(J^{(n)}(\Delta_n(s)), J(s)) \geq \kappa(q, \varepsilon)(\log n)n^{-1/2+\varepsilon/2} \right\}, \]

\[ A_2^{(n)} = \left\{ 2^{-n} \geq \kappa(q, \varepsilon)(\log n)n^{-1/2+\varepsilon/2} \right\}, \]

\[ A_3^{(n)} = \left\{ \sup_{s \geq 0} |\Delta_n(s) - s| \geq \kappa(q, \varepsilon)(\log n)n^{-1/2+\varepsilon/2} \right\}. \]

The event \( A_1^{(n)} \) is contained in

\[ \left\{ J^{(n)}(\Delta_n(s)) \neq J(s) \text{ for some } s < \chi_{[n^{1+\varepsilon}]}^{(n)} \right\} \cup \left\{ \chi_{[n^{1+\varepsilon}]}^{(n)} \leq c_n \right\}; \quad (19) \]

the first set in (19) is \( \mathbb{P} \)-null by construction, while the second set is contained in \( \{ \max_{\ell \in \{1, \ldots, [n^{1+\varepsilon}]\}} |\theta_{\ell}^{(n)} - \ell/n| \geq \beta_n \} \) which according to (17) has an \( o(n^{-\eta}) \) probability of occuring.

Finally, the set \( A_2^{(n)} \) is clearly null for large enough \( n \), and \( A_3^{(n)} \) has an \( o(n^{-\eta}) \) probability in view of (14) and Lemma 1. This proves (18), with the strong convergence result following from standard Borel-Cantelli arguments.

Not surprisingly, the strongly convergent result in Theorem 3 yields a distributional property of the approximation \( J^{(n)} \): its associated probability law over \( \mathcal{D}(\mathbb{R}_+, \mathcal{E}_*) \) converges to that of \( J \) as \( n \to \infty \). More specifically, for all \( \nu > 0 \) and subset \( A \) of the Polish space \( \mathcal{D}(\mathbb{R}_+, \mathcal{E}_*) \), define the \( \nu \)-neighbourhood of \( A \) by

\[ A^\nu := \{ y \in \mathcal{D}(\mathbb{R}_+, \mathcal{E}_*) : \exists z \in A, d_{J}^\nu(y, z) < \nu \}. \]

Then, the Prokhorov metric between two probability measures \( \mu_1, \mu_2 \) over \( \mathcal{D}(\mathbb{R}_+, \mathcal{E}_*) \) (endowed with its Borel sets, \( \mathcal{B}_D \)) is defined by

\[ L(\mu_1, \mu_2) := \inf \{ \nu > 0 : \mu_1(A) \leq \mu_2(A^\nu) + \nu \text{ and } \mu_2(A) \leq \mu_1(A^\nu) + \nu \text{ for all } A \in \mathcal{B}_D \}. \]

Employing [46, Lemma 1.2] in a spirit similar to [21], we readily get the following rate of distributional convergence as a straightforward consequence of Theorem 3.

**Corollary 1.** Let \( \mu : \mathcal{B}_D \mapsto [0,1] \) and \( \mu^{(n)} : \mathcal{B}_D \mapsto [0,1] \) be the probability laws associated to \( J \) and \( J^{(n)} \), respectively. Then,

\[ L(\mu^{(n)}, \mu) = o((\log n)n^{-1/2+\varepsilon/2}). \]

In summary, Theorems 1 and 3 yield a way to study any arbitrary finite-state time-inhomogeneous Markov jump process, under the transparent Condition 1, by means of conditional time-homogeneous Markov jump processes, the latter having an infinite-dimensional block structure. Moreover, Corollary 1 provides a robust setup to quantify the distributional convergence of \( J^{(n)} \) to \( J \) not only from a pointwise perspective but from a functional one. To the best of our knowledge, this is the first attempt in the literature that provides a functional approach to quantify an approximative uniformization algorithm. Related methods such as those in [30, 52, 3] work under certain continuity assumptions on \( \mathbf{A}(\cdot) \) and focus on transition probabilities. In contrast, the present treatment examines the conditional case under fairly general conditions (measurability and boundedness) and provides stronger pathwise results. Next, we study the unconditional case, for which we will require similar regularity conditions to those found in the aforementioned approximative uniformization algorithms.
2.1. From conditional to unconditional convergence The above strongly convergent conditional representations suggest using Monte Carlo simulation methods to obtain accurate unconditional distributional properties of the main approximations. More specifically:

(A) sample the Poisson process \( \{ \chi_t^{(n)} \}_{t \geq 0} \).
(B) apply closed form formulae to descriptors of the conditional time-homogeneous Markov jump process \( \{(L^{(n)}(t),J^{(n)}(t))\}_{t \geq 0} \).
(C) repeat steps (A) and (B) a predetermined amount of times and average the resulting descriptors.

While this is procedure is inexpensive, we suggest using a nonrandom modification of the approximating distributional characteristics. Under certain regularity conditions, we now show that these modifications also converge weakly to the target law. Namely, we require the following Lipschitz continuity assumption on the intensity matrix function \( \Lambda(\cdot) \): there exists some \( K_L > 0 \) such that for all \( x, y \in \mathbb{R} \) we have

\[
\| \Lambda(x) - \Lambda(y) \| \leq K_L |x - y|, \tag{20}
\]

where \( \| \cdot \| \) in the l.h.s. of (20) denotes the supremum norm of matrices.

We define the following (nonrandom) modifications for the components of the transition matrix:

\[
\hat{Q}^{(n)}_t = I + \frac{1}{n} [\Lambda(\ell/n)], \quad \bar{Q}^{(n)}_t = I + \frac{1}{n} \mathbb{E} \left[ \Lambda(\chi_t^{(n)}) \right], \tag{21}
\]

and denote their corresponding transition matrices by \( \hat{P}^{(n)} \) and \( \bar{P}^{(n)} \) where for \( 0 \leq s \leq t \),

\[
\hat{P}^{(n)}(s,t) = \sum_{\ell=0}^{\infty} \sum_{k=0}^{\infty} \text{Poi}_n(k) \times \text{Poi}_{n(t-s)}(\ell) \times \left[ \hat{Q}^{(n)}_{k+1} \hat{Q}^{(n)}_{k+2} \cdots \hat{Q}^{(n)}_{k+\ell} \right], \tag{22}
\]

\[
\bar{P}^{(n)}(s,t) = \sum_{\ell=0}^{\infty} \sum_{k=0}^{\infty} \text{Poi}_n(k) \times \text{Poi}_{n(t-s)}(\ell) \times \left[ Q^{(n)}_{k+1} Q^{(n)}_{k+2} \cdots Q^{(n)}_{k+\ell} \right]. \tag{23}
\]

Note that while \( P^{(n)} \) conditional on \( \{ \chi_t^{(n)} \}_{t \geq 0} \) is random, the transition probabilities \( \hat{P}^{(n)} \) and \( \bar{P}^{(n)} \) are deterministic.

**Theorem 4.** For any \( q > 1 \) and \( \varepsilon > 0 \), there exists a constant \( \kappa_L(q,\varepsilon) \) such that for all \( T \geq 0 \)

\[
\mathbb{P} \left( \sup_{0 \leq s < t \leq T} \| P^{(n)}(s,t) - \hat{P}^{(n)}(s,t) \| \geq (T + 1) \kappa_L(q,\varepsilon) (\log n)^{-1/2+\varepsilon} \right) = o(n^{-q}), \tag{24}
\]

\[
\mathbb{P} \left( \sup_{0 \leq s < t \leq T} \| P^{(n)}(s,t) - \bar{P}^{(n)}(s,t) \| \geq (T + 1) \kappa_L(q,\varepsilon) (\log n)^{-1/2+\varepsilon} \right) = o(n^{-q}). \tag{25}
\]

Proof. Let \( B^{(n)} = \left\{ \max_{\ell \in \{1,\ldots,[n^{1+\varepsilon}]\}} | \theta^{(n)}_\ell - \chi^{(n)}_\ell | < \kappa(q,\varepsilon) (\log n)^{-1/2+\varepsilon} \right\} \); by Lemma 1, \( \mathbb{P}(\Omega \setminus B^{(n)}) = o(n^{-q}) \), so that we can focus our attention on events that occur under \( B^{(n)} \) only. Employing the triangle inequality of \( \| \cdot \| \), for \( 0 \leq s < t \leq T \)

\[
\| P^{(n)}(s,t) - \hat{P}^{(n)}(s,t) \| \leq \sum_{k,\ell \geq 0 \atop k+\ell \leq [n^{1+\varepsilon}]} \text{Poi}_n(k) \times \text{Poi}_{n(t-s)}(\ell) \times \left\| \prod_{m=1}^\ell Q^{(n)}_{k+m} - \prod_{m=1}^\ell \hat{Q}^{(n)}_{k+m} \right\| + \sum_{k,\ell \geq 0 \atop k+\ell > [n^{1+\varepsilon}]} \text{Poi}_n(k) \times \text{Poi}_{n(t-s)}(\ell). \tag{26}
\]
Further,
\[
\left\| \prod_{m=1}^{\ell} Q_{k+m}^{(n)} - \prod_{m=1}^{\ell} \hat{Q}_{k+m}^{(n)} \right\| = \left\| Q_{k+1}^{(n)} \left( \prod_{m=2}^{\ell} Q_{k+m}^{(n)} - \prod_{m=2}^{\ell} \hat{Q}_{k+m}^{(n)} \right) - (\hat{Q}_{k+1}^{(n)} - Q_{k+1}^{(n)}) \prod_{m=2}^{\ell} \hat{Q}_{k+m}^{(n)} \right\|
\leq \prod_{m=2}^{\ell} \left\| Q_{k+m}^{(n)} - \hat{Q}_{k+m}^{(n)} \right\| + \left\| \hat{Q}_{k+1}^{(n)} - Q_{k+1}^{(n)} \right\|
\leq \cdots \leq \ell \max_{m=1,\ldots,\ell} \left\| \hat{Q}_{k+m}^{(n)} - Q_{k+m}^{(n)} \right\|
\]

By the Lipschitz condition 20, on the event \( B^{(n)} \) we obtain that for all \( k, m \geq 0 \) with \( k + m \leq \lfloor n^{1+\varepsilon} \rfloor \),
\[
\left\| \hat{Q}_{k+m}^{(n)} - Q_{k+m}^{(n)} \right\| \leq \frac{K_L}{n} \left| \chi_k^{(n)} - \frac{k}{n} \right| \leq K_L \kappa(q, \varepsilon)(\log n) n^{-3/2+\varepsilon}.
\]

Then,
\[
\sum_{k, \ell \geq 0, k+\ell \leq \lfloor n^{1+\varepsilon} \rfloor} \text{Poi}_{ns}(k) \times \text{Poi}_{n(t-s)}(\ell) \times \left| \prod_{m=1}^{\ell} Q_{k+m}^{(n)} - \prod_{m=1}^{\ell} \hat{Q}_{k+m}^{(n)} \right|
\leq \sum_{k, \ell \geq 0, k+\ell > \lfloor n^{1+\varepsilon} \rfloor} \text{Poi}_{ns}(k) \times \text{Poi}_{n(t-s)}(\ell) \times \ell K_L \kappa(q, \varepsilon)(\log n) n^{-3/2+\varepsilon}
= K_L \kappa(q, \varepsilon)(\log n) n^{-3/2+\varepsilon} \sum_{\ell \geq 0} \ell \text{Poi}_{n(t-s)}(\ell) = (t-s)K_L \kappa(q, \varepsilon)(\log n) n^{-1/2+\varepsilon}.
\]

Note that
\[
\sum_{k, \ell \geq 0, k+\ell > \lfloor n^{1+\varepsilon} \rfloor} \text{Poi}_{ns}(k) \times \text{Poi}_{n(t-s)}(\ell) = \sum_{\ell > \lfloor n^{1+\varepsilon} \rfloor} \text{Poi}_{ns}(\ell) = \mathbb{P}(\chi_{[n^{1+\varepsilon}]}^{(n)} \leq t) \leq \mathbb{P}(\chi_{[n^{1+\varepsilon}]}^{(n)} \leq T),
\]
where the last expression can be verified to be an \( o(n^{-1}) \) function by virtue of (17). Using the triangle inequality and taking supremums, we get that on \( B^{(n)} \)
\[
\sup_{0 \leq s < t \leq T} \| P^{(n)}(s, t) - \hat{P}^{(n)}(s, t) \| \leq TK_L \kappa(q, \varepsilon)(\log n) n^{-1/2+\varepsilon} + \mathbb{P}(\chi_{[n^{1+\varepsilon}]}^{(n)} \leq T)
\leq (T+1)K_L \kappa(q, \varepsilon)(\log n) n^{-1/2+\varepsilon},
\]
where the last equality holds for large enough \( n \) such that \( \frac{\mathbb{P}(\chi_{[n^{1+\varepsilon}]}^{(n)} \leq T)}{TK_L \kappa(q, \varepsilon)(\log n) n^{-1/2+\varepsilon}} \leq 1 \). We thus conclude that (24) holds with \( \kappa_L(q, \varepsilon) := 2K_L \kappa(q, \varepsilon) \). Equation (25) follows in a similar fashion by noting that on \( B^{(n)} \) and for all \( k, m \geq 0 \) with \( k + m \leq \lfloor n^{1+\varepsilon} \rfloor \),
\[
\left\| \hat{Q}_{k+m}^{(n)} - Q_{k+m}^{(n)} \right\| \leq \frac{K_L}{n} \left( \frac{\chi_k^{(n)} - \frac{k}{n}}{n} \right) + \mathbb{E} \left( \left[ \frac{\chi_k^{(n)} - \frac{k}{n}}{n} \right] \right)
\leq \frac{K_L}{n} \left( \frac{\chi_k^{(n)} - \frac{k}{n}}{n} \right) + \mathbb{E} \left( \left[ \frac{\chi_k^{(n)} - \frac{k}{n}}{n} \right]^2 \right)
\leq \frac{K_L}{n} \kappa(q, \varepsilon)(\log n) n^{-1/2+\varepsilon} + \frac{\sqrt{k+m}}{n} \leq 2K_L \kappa(q, \varepsilon)(\log n) n^{-3/2+\varepsilon},
\]
please note that in the third inequality we employed the standard deviation formula for \( \chi_k^{(n)} \). □
Remark 4. Formulas (22) and (23) are intrinsically connected to the uniformization method which is also used to analyze the uniform acceleration of time-inhomogeneous Markov jump processes in [42]. Specifically, (22) and (23) can be compared with [42, Eq. (3.11)], although two significant aspects distinguish them from our framework. First, the authors in the mentioned work focus on studying a time-inhomogeneous Markov jump process that is inspected at a dense set of Poisson observations, while its associated generator is proportionally scaled in a simultaneous manner. This construction creates a process that is distinct from the original one, in fact, an accelerated version of it. The distinction is confirmed when noting that their uniform acceleration approximations yield a discrete Markov chain with transition probabilities that remain constant with respect to the scaling factor (cf. Corollary 3.2 in [42]). In contrast, within our framework, the associated discrete Markov chains possess transition probabilities $Q^{(n)}_t$ and $Q^{(n)}_t$ that depend on $n$, a consequence of keeping the infinitesimal generator fixed as opposed to accelerating it. Second, in [42, Eq. (3.11)], the authors address multiple integrals of transition probabilities. Our method sidesteps this by considering random matrices $Q^{(n)}_t$ in the conditional case or the matrices $Q^{(n)}_t$ and $Q^{(n)}_t$ in the unconditional case.

We believe that accelerating our generator matrices could provide an interesting and alternative construction which could form the basis for new strong approximations of inhomogeneous Markov jump-processes; this is delegated to future research.

3. Applications to inhomogeneous phase-type distributions

Let $\mathcal{J}$ be a transient time-inhomogeneous Markov jump process defined on the state-space $\{1, \ldots, p\}$ driven by a subintensity matrix function $S(t)$. As pointed out in Remark 1, $\mathcal{J}$ can be considered instead as a non-terminating time-inhomogeneous Markov jump process on the state-space $\{1, \ldots, p\} \cup \{\star\}$ driven by the $(p + 1) \times (p + 1)$ intensity matrix

$$
\begin{pmatrix}
S(t) & s(t) \\
0 & 0
\end{pmatrix}, \quad t \geq 0,
$$

where $s(t) = -S(t)e$ is a $p$-dimensional column vector providing the exit rates from each state directly to $\star$ (here $e$ is a $p$-dimensional column vector of ones). Note that in this framework, termination of $\mathcal{J}$ is equivalent to its absorption to $\star$; without loss of generality, we will use these two notions interchangeably.

Definition 1. Define the absorption time of the time-inhomogeneous Markov jump process as

$$
\tau = \inf\{t > 0 : J(t) = \star\}.
$$

Then we say that $\tau$ follows an inhomogeneous phase-type distribution with representation $(\alpha, (S(t))_{t \geq 0})$, or simply $\tau \sim \text{IPH}(\alpha, S(t))$.

The class of inhomogeneous phase-type (IPH) distributions was defined in [1] as a generalization of the widely used class of phase-type (PH) distributions [44], for which the underlying Markov jump process $\mathcal{J}$ is allowed to be time-homogeneous only. Both PH and IPH distributions are dense on the set of all distributions with positive support [12, Section 3.2.1]. However, the IPH class can target any tail behaviour, while PH distributions are only suitable for random phenomena whose tail distribution decays at some exponential rate. This generality of IPH over PH distributions comes at a cost: while the PH class has been shown to be the archetype distribution for which many descriptors are available in explicit matrix-form (see e.g. [12]), the formulae currently available for IPH distributions are considerably more scarce. While this scarcity is expected to be less severe as the systematic study of IPH distributions in the literature matures, the complexity associated to product integrals (when compared with the matrix-exponential function) will likely not allow for
the IPH theory to be as rich as the PH one. Here we aim to amend this by employing Theorem 3 to provide approximations to any IPH distribution via infinite-dimensional phase-type distributions ([48]), the latter being a generalization of the PH class which allows for the underlying state-space to have countably-infinite cardinality.

**Theorem 5 (Absorption time convergence).** Let \( \tau \sim \text{IPH}(\alpha, S(t)) \) where the entries of \( S(t) \) are uniformly bounded. Then there exists a sequence of random variables \( \{\tau^{(n)}\}_{n \geq \lambda_0} \) such that \( \tau^{(n)} \to \tau \) in probability as \( n \to \infty \), where each \( \tau^{(n)} \) conditionally on \( X^{(n)} \) follows an infinite-dimensional phase-type distribution with initial distribution \( \alpha^{(n)} = (\alpha, 0, 0, \ldots) \) and subintensity matrix function

\[
S^{(n)} = \begin{pmatrix}
-nI & nQ_1^{(n)} \\
-nI & nQ_2^{(n)} \\
-nI & nQ_3^{(n)} \\
& \ddots & \ddots & \ddots
\end{pmatrix},
\]

where

\[
Q_k^{(n)} = I + \frac{1}{n} S(\chi_k^{(n)}).
\]

Furthermore, the rate of convergence of \( \tau^{(n)} \) to \( \tau \) is given by

\[
\mathbb{P}
\left(
|\tau - \tau^{(n)}| > \kappa(q, \varepsilon)(\log n)n^{-1/2+\varepsilon/2} = o(n^{-\eta}) + \mathbb{P}(\tau > (1-\varepsilon)n^\varepsilon)
\right)
\]

for all \( \varepsilon > 0 \) as \( n \to \infty \).

Proof. Let us borrow the probability space \((\Omega, \mathcal{F}, \mathbb{P})\) of Section 2, along with the random variables and stochastic processes defined there. For \( \tau = \inf\{t > 0 : J(t) = *\} \) and \( \tau^{(n)} = \inf\{t > 0 : J^{(n)}(t) = *\} \), we will prove that (29) holds.

Fix \( n \geq \lambda_0 \). Recall that by construction, all the jumps of \( J \) can only occur at the random time grid \( \{\chi_\ell^{(n)}\}_{\ell \geq 0} \), meaning that there exists a (random) unique \( \gamma_0 \geq 1 \) such that \( \tau = \chi_\gamma^{(n)} \). Similarly, since the jumps of \( J^{(n)} \) can only occur at the random time grid \( \{\theta_\ell^{(n)}\}_{\ell \geq 0} \), and \( J^{(n)}(\theta_\ell^{(n)}) = J(\chi_\ell^{(n)}) \) for all \( \ell \geq 0 \), then \( \tau^{(n)} = \theta_\gamma^{(n)} \).

Thus,

\[
\mathbb{P}
\left(
|\tau - \tau^{(n)}| > \kappa(q, \varepsilon)(\log n)n^{-1/2+\varepsilon/2}
\right) = \mathbb{P}(\chi_\gamma^{(n)} - \theta_\gamma^{(n)} > \kappa(q, \varepsilon)(\log n)n^{-1/2+\varepsilon/2})
\]

\[
+ \mathbb{P}(\chi_\gamma^{(n)} - \theta_\gamma^{(n)} > \kappa(q, \varepsilon)(\log n)n^{-1/2+\varepsilon/2}, \gamma_n \leq n^{1+\varepsilon})
\]

\[
+ \mathbb{P}(\chi_\gamma^{(n)} - \theta_\gamma^{(n)} > \kappa(q, \varepsilon)(\log n)n^{-1/2+\varepsilon/2}, \gamma_n > n^{1+\varepsilon})
\]

\[
\leq \mathbb{P}
\left(
\max_{\ell \in \{1, \ldots, n^{1+\varepsilon}\}} \left| \chi_\ell^{(n)} - \theta_\ell^{(n)} \right| \geq \kappa(q, \varepsilon)(\log n)n^{-1/2+\varepsilon/2}
\right) + \mathbb{P}(\gamma_n > n^{1+\varepsilon}).
\]

By Lemma 1, the first summand in the r.h.s. of (30) is an \( o(n^{-\eta}) \) function. Meanwhile,

\[
\mathbb{P}(\gamma_n > n^{1+\varepsilon}) = \mathbb{P}(\chi_n > n^{1+\varepsilon}) = \mathbb{P}(\tau > \chi_n^{(n)})
\]

\[
\leq \mathbb{P}
\left(
\tau > \frac{n^{1+\varepsilon}}{n} - \left| \chi_n^{(n)} - \frac{n^{1+\varepsilon}}{n} \right|
\right)
\]

\[
\leq \mathbb{P}
\left(
\tau > \frac{n^{1+\varepsilon}}{n} - \chi_n - \frac{n^{1+\varepsilon}}{n}
\right)
\]

\[
+ \mathbb{P}
\left(
\tau > \frac{n^{1+\varepsilon}}{n} - \chi_n - \frac{n^{1+\varepsilon}}{n}, \chi_n - \frac{n^{1+\varepsilon}}{n} < \kappa(q, \varepsilon)(\log n)n^{-1/2+\varepsilon/2}
\right)
\]

\[
+ \mathbb{P}
\left(
\tau > \frac{n^{1+\varepsilon}}{n} - \chi_n - \frac{n^{1+\varepsilon}}{n}, \chi_n - \frac{n^{1+\varepsilon}}{n} \geq \kappa(q, \varepsilon)(\log n)n^{-1/2+\varepsilon/2}
\right)
\]

\[
\leq \mathbb{P}
\left(
\tau > \frac{n^{1+\varepsilon}}{n} - \kappa(q, \varepsilon)(\log n)n^{-1/2+\varepsilon/2}
\right)
\]

\[
+ \mathbb{P}
\left(
\chi_n - \frac{n^{1+\varepsilon}}{n} \geq \kappa(q, \varepsilon)(\log n)n^{-1/2+\varepsilon/2}
\right).
\]

Once again, by Lemma 1 the second summand in the r.h.s. of (32) is an \( o(n^{-\eta}) \) function, while the first summand is smaller or equal than \( \mathbb{P}(\tau > (1-\varepsilon)n^\varepsilon) \) for sufficiently large \( n \). Thus, (29) holds and so does the convergence in probability of \( \tau^{(n)} \) to \( \tau \).
Remark 5. As opposed to the result presented in Theorem 3, the convergence obtained in Theorem 5 is not strong, but in a probability sense. However, if \( P(\tau > (1-z)n^\epsilon) \) decreases to 0 fast enough (say, at a rate proportional to \( n^{-1-\epsilon} \)) then the convergence can be upgraded to strong via standard Borel-Cantelli arguments.

Given that the diagonal elements of \((27)\) are given by \(-n\), and that the off-diagonal elements of each row are nonnegative and sum at most \(n\), then \(S_0\) can be regarded as a bounded linear operator w.r.t. the \(\ell_\infty\)-norm for matrices, and thus, \(\exp(S_0^t) := \sum_{\ell=0}^\infty \frac{(S_0^t)^\ell}{\ell!}\) is well defined and finite for each \(t \geq 0\). By simple arguments analogous to those employed in \([48]\) and \([13, Eq. (2.5)]\), the conditional density function \(f^{(n)}(t)\) associated to \(\tau^{(n)}\) given \(N^{(n)}\) then takes the form

\[
f^{(n)}(t) = \alpha^{(n)} \exp(S_0^t) s^{(n)}, \quad t \geq 0,
\]

where \(s^{(n)} = -S_0 e_\infty\) and \(e_\infty\) denotes an infinite-dimensional column vector of ones. Below we provide an equivalent form for \(f^{(n)}\) which bypasses the need to manipulate infinite-dimensional matrix-exponentiation and multiplication.

**Proposition 1 (Density of the approximation).** Let \(\tau^{(n)}\) be the approximation of Theorem 5. Then

\[
f^{(n)}(t) = \sum_{\ell=1}^{\infty} \left[ \alpha Q_1^{(n)} \cdots Q_{\ell-1}^{(n)} (I - Q_\ell^{(n)}) e \right] t^{\ell-1} \frac{t^{\ell-1}}{(\ell-1)!} n^\ell \exp(-nt), \quad t \geq 0. \tag{33}
\]

Proof. The main argument may be borrowed from Theorem 2, however we instead give an analytic proof which also provides insight into our construction.

Truncating the infinite-dimensional vector and matrix \((\alpha^{(n)}, S^{(n)})\) at the \(n\)-th block, we obtain a defective finite-dimensional phase-type distribution with representation of the form

\[
\alpha^{(n,m)} = (\alpha, 0, \ldots, 0), \quad S^{(n,m)} = \begin{pmatrix}
-nI & nQ_1^{(n)} & 0 & \cdots & 0 \\
0 & -nI & nQ_2^{(n)} & \cdots & 0 \\
0 & 0 & -nI & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -nI
\end{pmatrix},
\]

and by block-multiplication, it is not hard to see that for all \(z \in \mathbb{C} \setminus \{-n\}, \)

\[
(zI - S^{(n,m)})^{-1} = \begin{pmatrix}
I & \frac{nQ_1^{(n)}}{z+n} & \frac{nQ_2^{(n)}}{(z+n)^2} & \cdots & \frac{Q_1^{(n)} \cdots Q_{n-1}^{(n)} n^{n-1}}{(z+n)^{n-1}} \\
0 & I & \frac{nQ_2^{(n)}}{(z+n)^2} & \cdots & \frac{Q_2^{(n)} \cdots Q_{n-1}^{(n)} n^{n-2}}{(z+n)^{n-2}} \\
0 & 0 & I & \cdots & \frac{Q_2^{(n)} \cdots Q_{n-1}^{(n)} n^{n-3}}{(z+n)^{n-3}} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \frac{1}{z+n}
\end{pmatrix}.
\]

An analogous expression holds for the infinite-dimensional inverse of \((zI - S^{(n)})\), so that we may use holomorphic functional calculus for bounded operators (see e.g. \([28]\)) and the residue theorem to get

\[
\alpha^{(n)} \exp(S^{(n)}t) s^{(n)} = \frac{1}{2\pi i} \int_\Gamma \exp(z) \alpha^{(n)} (zI - tS^{(n)})^{-1} s^{(n)} dz = \frac{1}{2\pi i} \int_\Gamma \exp(z) \alpha \sum_{\ell=1}^{\infty} \frac{(nQ_1^{(n)} t)(nQ_2^{(n)} t) \cdots (nQ_{\ell-1}^{(n)} t) n(I - Q_\ell^{(n)}) e}{(z + nt)^\ell} dz
\]
\[
\begin{align*}
\lim_{\ell \to \infty} n^{\ell} \left[ \alpha Q_1^{(n)} \cdots Q_{\ell-1}^{(n)} (I - Q_\ell^{(n)}) e \right]^{\ell-1} & \int_{\Gamma} \frac{\exp(z)}{(z + nt)^\ell} dz \\
\lim_{\ell \to \infty} \left[ \alpha Q_1^{(n)} \cdots Q_{\ell-1}^{(n)} (I - Q_\ell^{(n)}) e \right]^{\ell-1} & n^{\ell} \exp(-nt),
\end{align*}
\]

where \( \Gamma \) is a path enclosing \( \{-tn\} \), the (only) eigenvalue of \( tS^{(n)} \).

\textbf{Remark 6.} If we impose Lipschitz continuity on the subintensity matrix, we may replace \( Q^{(n)}_\ell \) in Proposition 1 by either of:

\[
\begin{align*}
\bar{Q}^{(n)}_\ell &= I + \frac{1}{n} [S(\ell/n)], & \tilde{Q}^{(n)}_\ell &= I + \frac{1}{n} \mathbb{E} [S(\chi^{(n)}_\ell)],
\end{align*}
\]

(34)

to obtain weakly convergent unconditional distributions. The associated unconditional densities will be denoted by \( \hat{f}^{(n)} \) and \( \tilde{f}^{(n)} \), respectively.

For this reason, in the remainder of the applications, we will purposefully refrain from explicitly stating whether the approximation is conditional or unconditional, and when dealing with the unconditional case, we specialize only on \( \tilde{f}^{(n)} \). Analysis using \( \tilde{f}^{(n)} \) yields qualitatively similar results and thus are omitted. Also note that these densities converge to \( f^{(n)} \) due to the fact that the transition probabilities converge pointwise for all \( t \geq 0 \) (Theorem 4), and thus, the corresponding absorption times converge weakly.

Since convergence in probability implies convergence in distribution, Theorem 5 together with Proposition 1 provide a method to approximate an IPH distribution with bounded subintensity matrix function via a sequence of infinite-dimensional phase-type distributions with density given by (33). When the matrices \( S(s) \) and \( S(t) \) commute for any \( s, t \) we may further simplify the transition matrix of \( J \) in \( \{1, \ldots, p\} \cup \{\star\} \) from time \( s \) to \( t, s < t \), into the form

\[
\begin{pmatrix}
\exp\left( \int_s^t S(du) \right) & e^{-\int_s^t S(u)du} \\
0 & 1
\end{pmatrix},
\]

see [1]. A narrower class that allows for effective statistical analysis arises from imposing the following simplification:

\[
S(t) = \lambda(t) S, \quad t \geq 0,
\]

where \( \lambda : \mathbb{R}_+ \to \mathbb{R}_+ \) is some locally integrable inhomogeneity function, and \( S \) is a fixed subintensity matrix that does not depend on time \( t \). For this reduced case, the standard notation is then

\[
\tau \sim \text{IPH}(\alpha, S, \lambda).
\]

(35)

Note that PH distributions are a special case when \( \lambda \equiv 1 \). Below we explore two examples of \( \text{IPH}(\alpha, S, \lambda) \) distributions found in [1] and provide their infinite-dimensional phase-type approximations.

\textbf{Example 1 (Approximating the Matrix Gompertz distribution).} Consider the case where we have \( \tau \sim \text{IPH}(\alpha, S, \lambda) \) with \( \lambda(s) = \exp(\beta s), \beta > 0 \). This distribution has an asymptotically Gompertz hazard rate. Then, for \( n > \beta \) we have

\[
\int_0^\infty \frac{(ns)^{\ell-1}}{(\ell - 1)!} e^{-ns} \lambda(s) ds = \frac{1}{n} \left( \frac{n}{n - \beta} \right)^\ell,
\]
from which
\[
\bar{S}^{(n)} = \begin{pmatrix}
-nI \left( \frac{n}{n-\beta} \right) S + nI \\
-nI \left( \frac{n}{n-\beta} \right)^2 S + nI \\
-nI \left( \frac{n}{n-\beta} \right)^3 S + nI \\
\vdots
\end{pmatrix}.
\] (36)

In the left panel of Figure 1 such an approximation is carried out for varying truncation limits\(^1\) and with \(n = 20\). The original IPH parameters are given by
\[
\alpha = (0.42, 0.58), \quad S(t) = \exp(t) \begin{pmatrix}
-0.78 & 0.57 \\
0.91 & -1.81
\end{pmatrix}, \quad t \geq 0.
\]

**Example 2 (Approximating a Matrix Weibull distribution).** Now consider \(\tau \sim \text{IPH}(\alpha, S, \lambda)\) with \(\lambda(s) = \beta s^{\beta-1}, \beta > 0\). This distribution has asymptotic Weibull hazard rate. Then
\[
\int_0^\infty (ns)^{\ell-1} e^{-ns} \lambda(s) ds = \frac{\beta n^{-\beta} \Gamma(\ell + \beta - 1)}{(\ell - 1)!},
\]
from which
\[
\bar{S}^{(n)} = \begin{pmatrix}
-nI \frac{\beta n^{1-\beta} \Gamma(\beta)}{0!} S + nI \\
-nI \frac{\beta n^{1-\beta} \Gamma(\beta+1)}{1!} S + nI \\
-nI \frac{\beta n^{1-\beta} \Gamma(\beta+2)}{2!} S + nI \\
\vdots
\end{pmatrix}.
\] (37)

In the right panel of Figure 1 we illustrate such an approximation for varying truncation limits and with \(n = 100\). The original IPH parameters are given by
\[
\alpha = (0.5, 0.5), \quad S(t) = 3t^2 \begin{pmatrix}
-3 & 0.1 \\
0.01 & -0.1
\end{pmatrix}, \quad t \geq 0.
\]

**Remark 7.** Note that the above distributions do not a priori have a bounded hazard rate nor are Lipschitz. However, truncation amends this issue, by replacing the hazard rate \(\lambda(s)\) with \(\lambda(s) \land K\) where \(K = K(n) \to \infty\) as \(n \to \infty\). In that case, we need to compute \(\int_0^\infty \frac{(ns)^{\ell-1}}{(\ell-1)!} e^{-ns} (\lambda(s) \land K) ds\) in place of \(\int_0^\infty (ns)^{\ell-1} e^{-ns} \lambda(s) ds\). Numerically, however, one can choose \(K\) large enough such that the two integrals are indistinguishable; here we implemented the latter, since it has closed form expressions.

We now proceed to illustrate the above convergence from a different perspective, which comes in the form of ruin probabilities, as shown below.

**3.1. Approximating ruin probabilities in the Cramér-Lundberg model.** Let us consider a process \(\{R(t)\}_{t \geq 0}\) of the form
\[
R(t) = u + \rho t - \sum_{k=0}^{C(t)} \tau_k, \quad t \geq 0,
\] (38)

1. By truncation limit we refer to a finite-dimensional approximation to an infinite-dimensional matrix, where the chosen finite order truncates the number of infinite blocks.
Figure 1. Density approximations to given IPH distributions. Left panel: approximation to Matrix-Gompertz with upper truncation limit of 2, 15, 27, 40 \text{ and } n = 20. Right panel: approximation to Matrix-Weibull with upper truncation limit of 2, 52, 102, 152, 202, 252, 302, 352 and \( n = 100 \).

where \( u \geq 0, \rho > 0, \tau_k \) are i.i.d. positive random variables, and \( \{C(t)\}_{t \geq 0} \) is an independent Poisson process with intensity \( \nu \). Such a process is known in the risk theory literature as Cramér-Lundberg ([38, 18]), which is a simple model to describe how the initial capital \( u \) of an insurance company increases in a piecewise fashion with a constant premium rate \( \rho \) and decreases through jumps whose size matches the severity of claims \( \tau_1, \tau_2, \ldots \). A classic problem in the field consists in computing the infinite-horizon probability of ruin as \( u \) varies, defined by

\[
\psi(u) := \mathbb{P}\left( \inf_{t \geq 0} \{R(t)\} < 0 \mid R(0) = u \right), \quad u > 0. \tag{39}
\]

Regardless of its apparent simplicity, computing \( \psi(u) \) is a challenging problem, with closed-form solutions available only for a handful of claim distributions, including the phase-type class (see e.g. [5, Chapter IX]). To the best of the authors’ knowledge, the case when \( \tau_k \) follows an IPH distribution has not been analyzed in the literature.

Here we propose to approximate each \( \tau_k \) by a sequence of infinite-dimensional phase-type random variables \( \{\tau_k^{(n)}\}_{n \geq 1} \) obtained from the unconditional distributions of Section 2.1, say with parameters \( S^{(n)} \) and \( \alpha^{(n)} \). Thus, we are interested in computing the infinite-horizon probability of ruin of the approximated risk process

\[
R^{(n)}(t) = u + \rho t - \sum_{k=0}^{C(t)} \tau_k^{(n)}, \quad t \geq 0. \tag{40}
\]

We can then consider their infinite-horizon ruin probabilities

\[
\psi^{(n)}(u) := \mathbb{P}\left( \inf_{t \geq 0} \{R^{(n)}(t)\} < 0 \mid R^{(n)}(0) = u \right), \quad u \geq 0, \tag{41}
\]

as a sequence that approximately describes the original ruin probability \( \psi(u) \). By [13], we have that

\[
\psi^{(n)}(u) = \alpha^{(n)}(S^{(n)} + s^{(n)}\alpha^{(n)}) u e, \tag{42}
\]
where $\alpha_\cdot^{(n)} = \nu^{\cdot(n)} \alpha^{(n)} \cdot [-S^{(n)}]^{-1}$. In Figure 2 we plot the above approximation for varying initial capital $u$, together with a Monte Carlo simulation for reference; we employ the IPH parameters from Example 2.

![Figure 2. Monte Carlo (from 20,000 simulations) versus approximated ruin probability for the Cramér-Lundberg model with IPH (Matrix-Weibull) distributed claim sizes, as a function of the initial capital $u$. The truncation limit is taken to be 352 and $n = 100$.](image)

### 3.2. Hazard rate approximations to arbitrary distributions and to data

Any absolutely continuous distribution can be seen as a one-dimensional inhomogeneous phase-type distribution by considering a single-state state-space ($p = 1$) and letting time run in accordance with the hazard rate of the target distribution. We may thus specialize the results from Theorem 5 and Proposition 1 to provide a novel (to the best of the authors’ knowledge) infinite-dimensional phase-type approximation to arbitrary distributions of bounded hazard rate. We provide the details below.

**Corollary 2 (Hazard rate approximation).** Let $Y$ be an arbitrary random variable with a uniformly bounded hazard rate $h$, otherwise regarded as a one-dimensional IPH-distributed random variable of parameters $(\alpha, S, h)$ with $\alpha = (1)$ and $S = (-1)$. Then there exists a sequence of random variables $\{Y^{(n)}\}_{n \geq \lambda_0}$ such that $Y^{(n)} \to Y$ in distribution as $n \to \infty$, and where each $Y^{(n)}$ follows
an infinite-dimensional Coxian phase-type distribution with initial distribution \( \alpha = (1, 0, 0, \ldots) \) and subintensity matrix

\[
\mathbf{S}^{(n)} = \begin{pmatrix}
-n nQ_1^{(n)} & -n nQ_2^{(n)} & \cdots \\
-n nQ_2^{(n)} & -n nQ_3^{(n)} & \cdots \\
\cdots & \cdots & \cdots 
\end{pmatrix},
\]  

(43)

where

\[
\tilde{Q}_\ell^{(n)} = 1 - \int_0^\infty \frac{(ns)^\ell-1}{(\ell - 1)!} e^{-ns} h(s) \, ds.
\]  

(44)

Furthermore, the density of the approximation is given by

\[
f_{Y^{(n)}}(y) = \sum_{\ell=1}^p \left( 1 - \tilde{Q}_\ell^{(n)} \right) \prod_{m=1}^{\ell-1} \tilde{Q}_m^{(n)} \frac{y^{\ell-1}}{(\ell - 1)!} n^\ell \exp(-ny), \quad y \geq 0.
\]  

(45)

Remark 8. When knowledge of \( h \) is available, the integrals \( \tilde{Q}_\ell^{(n)} \) can be either explicitly or numerically computed. On the other hand, if \( h \) is unknown and we are presented with data, we may use the following identity

\[
\int_0^\infty \frac{(ns)^\ell-1}{(\ell - 1)!} e^{-ns} h(s) \, ds \approx \int_0^\infty \frac{(ns)^\ell-1}{(\ell - 1)!} e^{-ns} \, d\tilde{H}(s),
\]  

(46)

where \( \tilde{H} \) is a suitable estimator of the cumulative hazard. For instance, in a fully observed setting, \( \tilde{H} \) can simply be the empirical cumulative hazard, whereas, in right-censored scenarios, we may use versions of the Nelson-Aalen estimator (see [37] for their definition and a general overview of survival analysis techniques). In Figure 3 we illustrate this methodology with a multimodal simulated dataset.

3.3. Kulkarni’s multivariate phase-type distributions Efforts to translate the success of PH distributions towards a multivariate setting have been done in [7, 35, 11, 8], classes which enjoy different degrees of tractability and generality. Particularly, Kulkarni’s multivariate phase-type distribution (MPH*) constructed in [35] has enjoyed considerable attention due to its natural probabilistic interpretation, which we explain next. A nonnegative vector \((Y_1, \ldots, Y_m)\) is said to be MPH*-distributed if

\[
Y_k \overset{d}{=} \int_0^\tau r(J(t), k) \, dt, \quad k \in \{1, \ldots, m\},
\]  

(47)

where \( J = \{J(t)\}_{t \geq 0} \) is a terminating time-homogeneous Markov jump process on \( \mathcal{E} \), \( \tau \) is its termination time, and \( \mathbf{R} = \{r(i, k)\}_{i \in \mathcal{E}, k \in \{1, \ldots, m\}} \) is a nonnegative \( p \times m \)-dimensional matrix. The MPH* class enjoys a considerable level of flexibility, which together with the recently developed methods for data fitting in [15] and [2], makes it an attractive option to consider for stochastic modelling purposes. However, its main drawback is the lack of an explicit multivariate density function. Indeed, a multivariate density function can be only computed in certain subclasses, such as the one defined in [7], while the general case is (currently) only known as the solution to a system of partial differential equations ([35]).

Let us consider the multivariate random vector \((Y_1, \ldots, Y_m)\) defined in (47) where \( J \) is instead a terminating time-inhomogeneous Markov jump process of parameters with initial distribution \( \pi \) and subintensity matrix function \( \mathbf{S}(t) \). Using the strongly convergent result in Theorem 3, here we present a way to conditionally approximate the multivariate density function of \((Y_1, \ldots, Y_m)\). While such a class differs from that defined in [2] and has not been previously considered in the existing literature, it trivially generalizes the time-homogeneous version MPH*. Thus, the methodology
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Figure 3. Hazard rate approximation (46) to heterogeneous synthetic data. The simulation comprises 20,000 \( \Gamma(30, 40) \) variables, 10,000 \( \Gamma(10, 40) \) variables, and 5,000 \( \Gamma(2, 40) \) variables. The approximation has \( n = 1500 \) and truncation limit of \( \lceil nM \rceil \), where \( M \) is the largest data point in the sample. We have used \( \hat{H} = -\log(1 - \hat{F}) \), where \( \hat{F} \) is the ecdf of the sample.

presented next provides a way to approximate density functions associated to multivariate phase-type distributions, which is novel even when reduced to the time-homogeneous case.

In order to provide the aforementioned multivariate density function approximation of \( (Y_1, \ldots, Y_m) \) with \( J \) a time-inhomogeneous Markov jump process, suppose that the probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) introduced in Section 2 further supports the following independent components:

- \( m \) independent Poisson processes \( M_1, \ldots, M_m \) with common intensity \( \lambda_0 \);
- \( m \) independent sequences of independent Poisson processes \( \{c\lambda_0 + 1 \}_{k} \) of parameter 1.

For each \( k \in \{1, \ldots, m\} \) and \( n \geq \lambda_0 \), let \( M^{(n)}_k \) denote the superposition of \( M_k \) and \( M^{(\lambda_0 + 1)}_k \), \ldots, \( M^{(n)}_k \), and let \( \{\theta^{(n)}_{k,\ell}\} \) correspond to the arrival times of \( M^{(n)}_k \). For each \( k \in \{1, \ldots, m\} \), the Poisson process \( M^{(n)}_k \) is independent of \( N^{(n)} \) and \( \{U_{\ell}\}_{\ell=0}^{\infty} \), so that the strongly convergent result in Theorem 3 still holds if we replace \( J^{(n)} \) with \( J^{(n)}_k \), where the latter is defined by

\[
J^{(n)}_k(t) = J^{(n)}_k(x) \quad \text{for} \quad t \in [\theta_{k,\ell}, \theta_{k,\ell+1}].
\]

Then, the vector \( (Y_1^{(n)}, \ldots, Y_m^{(n)}) \) where

\[
Y^{(n)}_k = \int_0^{r^{(n)}_k} r(J^{(n)}_k(t), k) \, dt, \quad k \in \{1, \ldots, m\},
\]
(with \( \tau_k^{(n)} \) equating the termination time of \( J_k^{(n)} \)) converges strongly to

\[
\left( \int_0^\tau r(J(t),1) \, dt, \int_0^\tau r(J(t),2) \, dt, \ldots, \int_0^\tau r(J(t),m) \, dt \right),
\]

(48)
a multivariate phase-type random vector which allows for time-inhomogeneity. This strongly convergent result readily implies that the multivariate density function of \( Y_1^{(n)}, \ldots, Y_m^{(n)} \) converges to that of (48), justifying its use as an approximation. Furthermore, by construction, the processes \( J_1^{(n)}, \ldots, J_m^{(n)} \) are conditionally independent given \( \{J(\chi^{(n)}_t)\}_{t} \), which allows us to explicitly express the conditional multivariate density function of \( Y_1^{(n)}, \ldots, Y_m^{(n)} \) as follows.

**Theorem 6.** The random vector \( (Y_1^{(n)}, \ldots, Y_m^{(n)}) \) conditional on \( N^{(n)} \) follows the infinite mixture density

\[
f(x_1, x_2, \ldots, x_m) = \sum_{i=(i_1, \ldots, i_p) \in \mathcal{Z}} \sum_{j \in \mathcal{E}} \alpha_{i_1,\ldots,i_p;j} \beta_{i_1,\ldots,i_p;j} f_{1;i_1,\ldots,i_p}(x_1) f_{2;i_1,\ldots,i_p}(x_2) \cdots f_{m;i_1,\ldots,i_p}(x_m),
\]

(49)
where \( |i| = i_1 + \cdots + i_p \), \( \mathcal{Z} = \{i = (i_1, \ldots, i_p) : i_1, \ldots, i_p \in \mathbb{N}_0, |i| > 0\} \),

\[
\alpha_{i_1,\ldots,i_p;j} := \mathbb{P}\left( \{J(\chi^{(n)}_t)^{[i_1]}_{t=0} \text{ makes } i_a \text{ visits to } a \text{ for all } a \in \mathcal{E}, J(\chi^{(n)}_t)^{[i_1]}_{t=0} = j \mid N^{(n)} \right),
\]

(50)
and \( f_{k;i_1,\ldots,i_p} \) denotes the hypoexponential distribution associated to \( \sum_{j \in \mathcal{E}} \operatorname{Erl}(i_j, n/r(j,k)) \), with each \( \operatorname{Erl}(i_j, n/r(j,k)) \) denoting an (independent) Erlang random variable of shape \( i_j \) and rate \( n/r(j,k) \). Here \( \operatorname{Erl}(i, \infty) \) denotes the 0-valued random variable for all \( i \geq 1 \). Moreover, the constants \( \alpha_{i_1,\ldots,i_p;j} \) can be recursively computed by

\[
\alpha_{e^{(n)}_{h;j}} = \begin{cases} 
\pi_j & \text{if } h = j \\
0 & \text{if } h \neq j
\end{cases}
\]

(52)
and for \( |i| \geq 2 \),

\[
\alpha_{i_1,\ldots,i_p;j} = \begin{cases} 
\sum_{h \in \mathcal{E}} \alpha_{i_1,\ldots,i_{j-1},\ldots,i_p,h} [Q^{(n)}_{[i_1]}]_{h} & \text{if } i_j > 0 \\
0 & \text{if } i_j = 0
\end{cases}
\]

(53)

Proof. Let us use the convention that \( J \) and \( J^{(n)} \) enter \( * \) once termination occurs, and let \( L^{(n)} := \inf \{\ell \geq 1 : J(\chi^{(n)}_t) = * \} \). Then

\[
Y_k^{(n)} = \sum_{\ell=0}^{L_k^{(n)}-1} r(J_k^{(n)}(\theta_k^{(n)}), k) (\theta_k^{(n)} - \theta_k^{(n)}_{\ell+1}) = \sum_{\ell=0}^{L_k^{(n)}-1} r(J(\chi^{(n)}_t), k) (\theta_k^{(n)} - \theta_k^{(n)}_{\ell+1})
\]

Since \( \{J(\chi^{(n)}_t)\}_{t \geq 0} \) is independent of \( \{\theta_k^{(n)}\}_{t \geq 0} \), then (conditional on \( \{J(\chi^{(n)}_t)\}_{t \geq 0} \) \( Y_k^{(n)} \) is a convolution of \( L_k^{(n)} \) exponential random variables of parameters \( n/r(J(\chi^{(n)}_t), k), n/r(J(\chi^{(n)}_t), k), \ldots, n/r(J(\chi^{(n)}_{L_k^{(n)}-1}), k) \), respectively. By counting the amount of times each state is visited, then it follows that (conditional on \( \{J(\chi^{(n)}_t)\}_{t \geq 0} \) and \( N^{(n)} \)) \( Y_k^{(n)} \) follows an hypoexponential distribution resulting from convoluting \( L^{(n)}_1 - \operatorname{Exp}(n/r(1,k)) \) rv’s, \( L^{(n)}_2 - \operatorname{Exp}(n/r(2,k)) \) rv’s, \ldots, and \( L^{(n)}_p - \operatorname{Exp}(n/r(p,k)) \) rv’s, where

\[
L^{(n)}_i = \#\{\ell \geq 0 : J(\chi^{(n)}_t) = i\}, \quad i \in \mathcal{E}.
\]
Thus, employing the law of total probability and the definition of the univariate densities $f_{k;i_1;\ldots;i_p}$, the conditional multivariate density function associated to $(Y_1^{(n)}, \ldots, Y_m^{(n)})$ is of the form

$$f(x_1, x_2, \ldots, x_m) = \sum_{(i_1, \ldots, i_p) \in \mathcal{E}} \rho_{i_1, \ldots, i_p} f_{i_1; i_2; \ldots; i_p}(x_1) f_{i_2; i_3; \ldots; i_p}(x_2) \cdots f_{i_m; i_1; \ldots; i_{p-1}}(x_m),$$

where

$$\rho_{i_1, \ldots, i_p} = \mathbb{P}\left( L_1^{(n)} = i_1, \ldots, L_p^{(n)} = i_p, J(\chi_{i_1}^{(n)}) = \star \mid \mathcal{N}^{(n)} \right)$$

$$= \mathbb{P}\left( \left\{ J(\chi^E_\ell^{(n)}) \right\}_{\ell=0}^{\left| i \right|-1} \text{ makes } i_a \text{ visits to } a \text{ for all } a \in \mathcal{E}, J(\chi_i^{(n)}) = \star \mid \mathcal{N}^{(n)} \right)$$

$$= \sum_{j \in \mathcal{E}} \mathbb{P}\left( \left\{ J(\chi^E_\ell^{(n)}) \right\}_{\ell=0}^{\left| i \right|-1} \text{ makes } i_a \text{ visits to } a \text{ for all } a \in \mathcal{E}, J(\chi_i^{(n)}) = j \mid \mathcal{N}^{(n)} \right)$$

$$\times \mathbb{P}(J(\chi_i^{(n)}) = \star \mid J(\chi_{i-1}^{(n)}) = j, \mathcal{N}^{(n)})$$

$$= \sum_{j \in \mathcal{E}} \alpha_{i_1, \ldots, i_p; j} \beta_{i_1, j},$$

from which (49) follows. The r.h.s. of (51) and (52) follow by definition of $Q_{i}^{(n)}$ and $\pi$, respectively. Meanwhile, the recursion (53) follows by noting that for $i_j > 0$

$$\mathbb{P}\left( \left\{ J(\chi^E_\ell^{(n)}) \right\}_{\ell=0}^{\left| i \right|-1} \text{ makes } i_a \text{ visits to } a \text{ for all } a \in \mathcal{E}, J(\chi_i^{(n)}) = j \mid \mathcal{N}^{(n)} \right)$$

$$= \sum_{h \in \mathcal{E}} \mathbb{P}\left( \left\{ J(\chi^E_\ell^{(n)}) \right\}_{\ell=0}^{\left| i \right|-2} \text{ makes } i_a - \delta_{aj} \text{ visits to } a \text{ for all } a \in \mathcal{E}, J(\chi_i^{(n)}) = h \mid \mathcal{N}^{(n)} \right)$$

$$\times \mathbb{P}(J(\chi_i^{(n)}) = j \mid J(\chi_i^{(n)}) = h, \mathcal{N}^{(n)})$$

$$= \sum_{h \in \mathcal{E}} \alpha_{i_1, \ldots, i_p; h} Q_{i-1}^{(n)} h_j,$$

given that the event $\{ J(\chi_i^{(n)}) = j \}$ implies that there is at least one visit to $j$ on or before the $|i| - 1$ step, then the expression in the l.h.s. of (54) is null if $i_j = 0$. \hfill \Box

**Example 3.** Consider the Loss-ALAE dataset, comprising $n = 1500$ bivariate observations. The first margin is an insurance loss, and the second one is the corresponding allocated loss adjustment expense (ALAE). The dataset was studied in [22].

There are 34 loss observations that are right-censored, but to avoid deriving a new model for right-censored observations (and since the percentage of censoring is very small), we consider them as fully observed. The loss variable ranges from 10 to 2.2MM, with quartiles of 4,000, 12,000 and 35,000, while the ALAE variable ranges from 15 to 0.5MM with quartiles of 2,300, 5,500 and 12,600. In a similar fashion as the analysis of [34], we divide all data points by a constant, in our case $10^6$, for easier numerical implementation.

The initial step consists of estimating a (homogeneous) MPH* representation to the data. This can be done using the Expectation-Maximization algorithm implemented in the matrixdist package (cf. [14]). The resulting estimated parameters are given by

$$\alpha = (0.22, 0.73, 0.05), \quad \beta = \begin{pmatrix} -11 & 0.99 & 0.09 \\ 0.11 & -46.47 & 0.16 \\ 0.14 & 0.15 & -3.21 \end{pmatrix}, \quad \mathbf{R} = \begin{pmatrix} 0.95 & 0.05 \\ 0.56 & 0.44 \\ 0.75 & 0.25 \end{pmatrix}.$$

(55)

In a second step, we find the $n$ and truncation limit such that the approximation of the Markov jump process by uniformization is visually adequate. These turn out to be $n = 45$ and upper
truncation limit of 40. Finally, we may visualize the MPH\(^*\) density (which does not exist in closed-form) using the uniformization approximation, which is shown in Figure 4. Apart from likelihood considerations, the shape of the density and its visually multimodal structure can help the modeller more easily accept or challenge the fit of the model. This insight is only possible due to the approximation, and could not be read off directly from the parameters (55).

![Figure 4](image)

**Figure 4.** Multivariate approximation of the MPH\(^*\) fit to the Loss-ALAE dataset. The plot axes are log-transformed for visualization purposes.

### 4. Extensions

In general, most arguments presented in this article can be adapted to any jump process on a finite state-space whose jump structure are dependent on a bounded jump intensity matrix function. For instance, one can build strong approximations to the completely non-homogeneous semi-Markov process considered in [32, Chapter 6], a model which encompasses characteristics of both time-inhomogeneous and semi-Markovian models. However, due to the complexity of the said model, the approximations will not be nearly as tractable as the ones presented here for the time-inhomogeneous case.
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