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Abstract

In this paper, we develop a natural operator-splitting variational scheme for a general class of non-local, degenerate conservative-dissipative evolutionary equations. The splitting-scheme consists of two phases: a conservative (transport) phase and a dissipative (diffusion) phase. The first phase is solved exactly using the method of characteristic and DiPerna-Lions theory while the second phase is solved approximately using a JKO-type variational scheme that minimizes an energy functional with respect to a certain Kantorovich optimal transport cost functional. In addition, we also introduce an entropic-regularisation of the scheme. We prove the convergence of both schemes to a weak solution of the evolutionary equation. We illustrate the generality of our work by providing a number of examples, including the kinetic Fokker-Planck equation and the (regularized) Vlasov-Poisson-Fokker-Planck equation.
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1 Introduction

1.1 Dissipative systems and Wasserstein gradient flows

In their seminal work [JKO98], Jordan, Otto and Kinderlehrer show that the linear Fokker-Planck Equation (FPE)
\[ \partial_t \rho = \nabla (\rho \nabla f) + \Delta \rho, \]
(1.1)
which is the forward Kolmogorov equation of the overdamped Langevin dynamics
\[ dX(t) = -\nabla f(X(t)) \, dt + \sqrt{2} dW(t), \]
(1.2)
can be viewed as a gradient flow of the free energy functional with respect to the Wasserstein metric. Thereby the solution of the FPE can be iteratively approximated by the following minimising movement (steepest descent) scheme: given a time-step \( h > 0 \) and defining \( \rho_0^h := \rho_0 \), then the solution \( \rho_n^h \) at the \( n \)-th step, \( n = 1, \ldots, \left\lfloor \frac{T}{h} \right\rfloor \), is determined as the unique minimiser of the following minimisation problem
\[ \min_{\rho} \left\{ \frac{1}{2h} W_2^2(\rho_n^h, \rho) + \mathcal{F}_{fpe}(\rho) \right\} \text{ with } \mathcal{F}_{fpe}(\rho) := \int f \rho + \rho \log \rho, \]
(1.3)
over the space of the probability measures with finite second moment. Since then, the theory of Wasserstein gradient flows on the space of probability measures has made enormous progress, spanning research activity in various branches of mathematics including partial differential equations, probability theory, optimal transportation as well as geometric analysis. It provides a unified framework and tools for studying well-posedness, regularity, stability and quantitative convergence to equilibrium of dissipative systems. Over the last twenty years, many evolutionary PDEs for models in biology, chemistry, mechanics, and physics have been analysed via this framework. Examples include the Fokker-Planck equation, porous medium equations, thin-film equations, nonlinear aggregation-diffusion equations, interface evolutions, as well as pattern formation and evolution [Vil21, AGS08, San15]. More recently, the theory has been extended to other settings such as discrete spaces [Maa11, EPSS21] and quantum evolutions [CM17] and made intimate connections to the large deviation theory of stochastic processes [ADPZ11, DPZ13, MPR14].

1.2 Conservative-dissipative systems

Many important evolutionary equations arising from biology and physics are not gradient flows, but contain both conservative and dissipative dynamics. A prototypical example is the (generalised) Kramers’ (or kinetic Fokker-Planck) equation [Kra40, Ris89],
\[ \partial_t \rho = \left( -\nabla_p (\rho \nabla f) + \nabla_p (\rho \nabla_V V) \right) + \left( \nabla_p (\rho \nabla_p F) + \Delta_p \rho \right), \]
(1.4)
\[ ^{\dagger}\text{In the classical Kramers equation, } F(p) = \frac{p^2}{2}. \]
for a density $\rho$ depending on $t \in \mathbb{R}_+, q, p \in \mathbb{R}^d$. In the above equation, we use the notation $\text{div}_q$ and similar to indicate that the differential operator acts only on one variable. The Kramers equation is the forward Kolmogorov equation of the underdamped Langevin dynamics

$$
\frac{d}{dt} \begin{pmatrix} Q(t) \\ P(t) \end{pmatrix} = \begin{pmatrix} \nabla V(Q) \\ -\nabla F(P(t)) + \sqrt{2} dW(t) \end{pmatrix}
$$

(1.5)

The Langevin dynamics (1.5) describes the movement of a particle (with unity mass) at position $Q$ and with momentum $P$ under the influence of three forces: an external force field ($-\nabla V(Q)$), a (possibly non-linear) friction ($-\nabla F(P)$) and a stochastic noise ($\sqrt{2} dW(t)$). The Kramers equation (1.4) characterizes the time evolution of the probability of finding the particle at time $t$ at position $q$ and with momentum $p$. Unlike the Fokker-Planck equation (1.1), which is purely conservative, the Kramers equation (1.4) is a mixture of both conservative and dissipative effects. The first part in (1.4) is a deterministic Hamiltonian system with Hamiltonian energy $H(q,p) = p^2/2 + V(q)$. The evolution of this part is reversible and conserves the Hamiltonian. Correspondingly, the first part of (1.5) is also reversible and conserves the expectation of $H$,

$$
\mathcal{H}(\rho) := \int_{\mathbb{R}^d} \rho(q,p)H(q,p) dq dp.
$$

On the other hand, the second part of (1.5) is an overdamped Langevin dynamics (cf. (1.2)), but only in the $p$-variable. The corresponding part in (1.4) is precisely a Fokker-Planck equation in $p$-variable (cf. (1.1)), which is a Wasserstein gradient flow in the $p$-variable. Because of the mixture of both conservative and dissipative effects, the full Kramers equation (1.4) is not a gradient flow, and the theory of Wasserstein gradient flows, in particular the JKO-minimizing movement scheme (1.3), is not directly applicable.

It is desirable to develop operator-splitting methods for conservative-dissipative systems that reflect the same division between conservative and dissipative effects. Developing structure-preserving schemes is currently of great interest both theoretically and computationally, according to [CL17] “an important challenge for the future is how the structure of thermodynamically admissible evolution equations can be preserved under time-discretization, which is a key to successful numerical calculations”. For the Kramers equation, such an operator-splitting scheme is introduced in [DPZ14]. However, the scheme developed in that work uses a complicated optimal transport cost functional for the dissipative part which does not capture the fact that it is simply a Wasserstein gradient flow in the momentum variable. More recently in [CL17] the authors introduce an operator-splitting scheme for a non-degenerate conservative-dissipative non-local-nonlinear diffusion equation

$$
\partial_t \rho + \text{div}(\nabla \rho | \rho) = \Delta P(\rho) + \text{div}(\rho \nabla f),
$$

where $b(\rho)$ is a divergence-free vector field for each $\rho$, and $P$ is the non-linear pressure function. The above equation does not cover the Kramers equation since the latter is a degenerate diffusion, in which the Laplacian only acts on the momentum variables. The degeneracy of the Kramers equation can also be seen in the Langevin dynamics (1.5) where the noise is present only in the momentum but not on the position variables. A natural question arises

**Can we develop operator-splitting schemes for non-local, degenerate conservative-dissipative systems?**

In this paper, we address this question by providing a simple operator-splitting scheme for a general class of non-local, degenerate, conservative-dissipative systems.

### 1.3 Our contribution

We consider a general class of degenerate, non-local, conservative-dissipative evolutionary equations of the form

$$
\partial_t \rho + \text{div}(\nabla \rho | \rho) = \text{div}(A(\nabla \rho + \rho \nabla f)),
$$

(1.6)

where the unknown $\rho$ is a time dependent probability distribution on $[0,T] \times \mathbb{R}^d$. $A \in \mathbb{R}^{d \times d}$ is a semi-positive definite (symmetric) matrix (possibly degenerate), $f : \mathbb{R}^d \to \mathbb{R}$ a given energy potential, $b : \mathcal{P}(\mathbb{R}^d) \times \mathbb{R}^d \to \mathbb{R}^d$ a divergence free non-local vector field, and the probability density $\rho_0 \in \mathcal{P}_2^d(\mathbb{R}^d)$ is the initial condition. Here, and throughout we denote $\mathcal{P}(\mathbb{R}^d)$ the space of Borel probability measures on $\mathbb{R}^d$, $\mathcal{P}_2(\mathbb{R}^d)$ those with finite second moment, and $\mathcal{P}_2^d(\mathbb{R}^d)$ as those which are additionally absolutely continuous (with respect to the Lebesgue measure). Equation (1.6) can be viewed as the forward Kolmogorov equation describing the time evolution of the distribution $\rho$ associated to the stochastic process $X$ satisfying the following SDE of McKean type

$$
\text{d}X(t) = b(\rho_t)(X(t)) \text{d}t - A \nabla f(X(t)) \text{d}t + \sqrt{2} dW(t),
$$

(1.7)

$$
\rho_t = \text{Law}(X_t),
$$
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for a constant diffusion matrix \( \sigma \), with \( \sigma \sigma^T = A \). This serves as a general model for the dynamic limit of interacting particles, evolving under the influence of (weakly, self-stabilising) interaction force \( b(\rho) \) depending on the own law of the process, and a potential drift \( \nabla f \), whilst being perturbed by noise \( W(t) \). Like the Kramers equation, (1.6) contains both conservative and dissipative effects. The conservative part is represented via the divergence-free vector field (the transport part in the left-hand side of (1.6)), in particular implying that the entropy will be preserved under this part. On the other hand, the dissipative part is given by the right hand side of (1.6), which resembles a \( A \)-Wasserstein gradient flow (1.6) (but note that \( A \) can be degenerate). The aim of this paper is to develop operator-splitting schemes, which capture the conservative-dissipative splitting and take into account the degeneracy of the diffusion matrix, for solving (1.6).

Our operator-splitting scheme can be summarised as follows (details follow in Section 2).

**The Operator-splitting scheme.** We split the dynamics described in (1.6) by two phases:

1. **Conservative (transport) phase:** for a given \( \rho \), we solve the conservative part, which is simply a transport equation, using the method of characteristics

   \[ \partial_t \rho + \text{div}(\rho b(\rho)) = 0 \]

   The existence of a solution to the above equation under a transport/push-forward map is guaranteed by DiPerna Lions theory [DL89].

2. **Dissipative (diffusion) phase:** we solve the dissipative (diffusion) part using a JKO-mimimizing movement scheme

   \[ \partial_t \rho = \text{div}(A(\nabla \rho + \rho \nabla f)). \] (1.8)

We emphasize again that we allow the diffusion matrix \( A \) to be degenerate. Because of the degeneracy of \( A \), the JKO-scheme (1.6) using the \( A \)-weighted Wasserstein matrix developed in [Lis09] is not applicable. To overcome this difficulty, we use a simple idea, that is to use a small perturbation of \( A \) to get a symmetric positive definite matrix. The key novelty here is that we perturb \( A \) by \( A_h := A + hI \) where \( h \) is the step-size in the discretisation scheme. Note that this perturbation is equivalent to adding a small amount of noise into each component of the stochastic dynamics (1.7). Thereby, we solve the dissipative (diffusion) equation iteratively using the minimizing movement scheme: \( \rho_h^{n+1} \) is determined as the unique minimizer of the minimization problem

\[
\min_{\rho} \left\{ \frac{1}{2h} W_{c_h}(\rho, \rho_h^n) + \int f \rho + \rho \log \rho \right\},
\]

where (see Section 2) \( \Pi(\mu, \nu) \) denotes the set of transport plans between the measures \( \mu, \nu \)

\[
W_{c_h}(\mu, \nu) = \inf_{\gamma \in \Pi(\mu, \nu) } \int_{\mathbb{R}^d} \langle (A + hI)^{-1}(x - y), (x - y) \rangle \ d\gamma(x,y).
\]

Our main result, Theorem 4.2, establishes the convergence of the above splitting scheme to a weak solution of (1.6) as the time step \( h \) tends to zero. Our operator-splitting scheme is simple and natural capturing the conservative-dissipative splitting of the dynamics, in particular the expectation that the dissipative part is a \( A \)-weighted Wasserstein gradient flow. Furthermore, motivated by the efficiency of entropic regularisation methods in computational performances, in Theorem 5.2 we also provide an entropic regularisation of the above scheme. We expect that the entropic regularisation scheme will be useful when one performs numerical simulations although we do not pursue it here. Our result offers a unified approach to establish existence results for a wide class of degenerate, non-local, conservative-dissipative systems. In fact, the class of (1.6) is rich and includes many cases of interest: the linear and kinetic Fokker-Planck [Ris89], the (regularised) Vlasov Poisson Fokker-Planck [HJ13], the linear Wigner Fokker-Planck [AGG+12], and higher-order degenerate diffusions approximating the generalised Langevin and generalised Vlasov equations [OPT11,Duo15]. We will discuss in details these concrete applications in Section 5.

**Comparison to existing literature.** There is a vast literature on operator-splitting methods for solving PDEs, see e.g. [GO16]. We now compare our work with the most relevant literature where the dissipative dynamics involves a Wasserstein-type gradient flow. The closest paper to ours are [CDPS17,Ber18] where the authors consider equations of the form (1.6) and introduce similar operator-splitting schemes. However, these papers are limited to non-degenerate diffusion matrices \( A \) (\( A = I \) in these papers). In fact, [Ber18] does not deal with mixed dynamics, the splitting is carried out at the level of the gradient flow. In [VB13], the authors implement a numerical method that splits an aggregation-diffusion equation, where they exploit its transport structure using a Lagrangian method for the aggregation part, and employ an implicit finite-difference scheme for the diffusion part. Our splitting method is of a different nature, in that we would treat (VB13) [Equation (1.1)] as a dissipative equation with no conservative dynamics. Other works that also develop operator-splitting schemes for degenerate PDEs are [CG04,MS20a], however these works only deal with a linear, local conservative dynamics and use a rather involved splitting mechanism. Several papers including [Hua09,DPZ14,DT18,ADD19] also develop JKO-type minimizing movement schemes for degenerate diffusion equations; however these papers use one-step
schemes where the cost functions are often non-homogeneous, time-step dependent and do not induce a metric. We also mention recent works in which operator-splitting methods have been investigated for partial differential equations containing a Wasserstein gradient flow part and a non-Wasserstein part. The papers [BA15, DL19] construct operator-splitting schemes for fractional Fokker-Planck equations, in which the transport phase is solved by a JKO-type minimizing movement scheme while the fractional diffusion is solved exactly by convolution with the fractional heat kernel. More recently, [JW22] builds operator-splitting scheme for reaction-diffusion systems with detailed balanced based on an energetic variational formulation of the systems.

**Future work.** From a modelling perspective the non-local term \( b \) captures the interactions between a large ensemble of particles. In this case, it takes the form of a convolution between the density distribution and a certain kernel, and our assumptions require the kernel to be uniformly bounded and Lipschitz. However, many fundamental models of interacting particle systems compose of singular interaction kernels [JW18, Ser20]. This leads to the natural and challenging question: can our method be generalized to deal with singular interaction kernels? In this paper, we demonstrate via the regularised Vlasov-Poisson-Fokker-Planck equation that our method is applicable when one regularises the Coulomb interaction (see Section 5.3). Another interesting question is whether we can use the variational structure developed in this paper to study exponential convergence to the equilibrium of degenerate PDEs of the form (1.6). This is related to the hypocoercivity theory introduced by Villani [Vil09], and a method using variational structures would provide further physical insight to the theory. These themes are left for future work.

### 1.4 Organisation of the paper

In Section 2 we set up the notations and present the operator-splitting scheme, assumptions, and the main result of this paper. The proof of the main result is given in Section 3. In Section 4 we show how the scheme can be regularised. Section 5 provides several explicit examples to which our work can be applied to. Finally, the Appendix contains detailed computations and proofs of technical results.

## 2 The operator-splitting scheme, assumptions and our main result

In this section, we first introduce notations that will be used throughout the paper, then we present the operator-splitting scheme and assumptions and finally, we state the main result of this paper, Theorem 2.4.

### 2.1 Notation

Throughout \( d \in \mathbb{N} \) will be the dimension of the space. A fixed \( T > 0 \) denotes the length of the time interval we consider. Throughout, \( C \) denotes a constant whose value may change without indication and depends on the problem’s involved constants, but, critically, it is independent of key parameters of this work, namely the time step \( h > 0 \) and number of iterates \( N \in \mathbb{N} \) of the scheme introduced in Section 1. The Euclidean inner product between two vectors \( x, y \in \mathbb{R}^d \) will be written as \( x \cdot y \) or sometimes \( \langle x, y \rangle \). We write \( \| \cdot \| \) as the Euclidean norm on \( \mathbb{R}^d \), and \( | \cdot | \) when \( d = 1 \). The symbol \( \| \cdot \| \) is also used as the 2-norm on \( \mathbb{R}^{d \times d} \). For a matrix \( A \) let \( A^T \) be its transpose.

Let \( \Omega \subseteq \mathbb{R}^d \), we write \( |\Omega| \) as its \( d \)-dimensional Lebesgue measure. The space of Lebesgue \( m \)-integrable functions on \( \Omega \) is denoted by \( L^m(\Omega) \). The Sobolev space of functions in \( L^1(\Omega) \) with first weak derivatives also in \( L^1(\Omega) \) is denoted \( W^{1,1}(\Omega) \). We say that \( f \in L^1(\Omega) \) if \( f \in L^1(\Omega) \) for any compact \( \Omega \subseteq \mathbb{R}^d \). We define the space \( f \in W^{1,1}(\mathbb{R}^d) \) similarly. The supremum norm \( \| \cdot \|_{\infty} \) of a vector field \( \phi : \Omega \rightarrow \mathbb{R}^d \), or a function \( \phi : \Omega \rightarrow \mathbb{R} \), is used to denote \( \| \phi \|_{L^1(\Omega)} \), \( \sup_{x \in \Omega} |\phi(x)| \) respectively, when \( \Omega \subseteq \mathbb{R}^d \) we just write \( \| \cdot \|_{\infty} \). We use the Landau “big-O” notation \( \phi(h) = O(\varphi(h)) \), for functions \( \phi : \mathbb{R} \rightarrow \mathbb{R} \) to mean that there exists \( C, h_0 > 0 \) such that \( |\phi(h)| \leq C \varphi(h) \) for all \( h < h_0 \) and we say a matrix \( B \in \mathbb{R}^{d \times d} \) is \( O(h) \) if \( \max_{i,j} |B_{ij}| \leq Ch \).

Let \( A, B \subseteq \mathbb{R}^d \), define \( C^k(A; B) \) as the \( k \)-times continuously differentiable functions from \( A \) to \( B \) with continuous \( k^{th} \) derivative. Define \( C_c^\infty(A; B) \) as the set of infinitely differentiable functions from \( A \) to \( B \) with compact support. We specifically write \( C_c^\infty(\mathbb{R}^d) \) to denote infinitely differentiable functions from \( \mathbb{R}^d \) to \( \mathbb{R} \) with compact support. Let \( C_\lambda(\mathbb{R}^d) \) be the set of continuous bounded functions from \( \mathbb{R}^d \) to \( \mathbb{R} \). Let \( \nabla \phi, \Delta \phi, \) and \( \nabla^2 \phi \) be the gradient, Laplacian, and Hessian respectively, of a sufficiently smooth function \( \phi : \mathbb{R}^d \rightarrow \mathbb{R} \). For a sufficiently smooth vector field \( \eta : \mathbb{R}^d \rightarrow \mathbb{R}^d \) let \( \text{div}(\eta) \), and \( D\eta \) be its divergence and Jacobian respectively. We call \( \text{id} \) the identity map on any space.

Denote the space of Borel probability measures on \( \mathbb{R}^d \) as \( \mathcal{P}(\mathbb{R}^d) \). The second moment \( M \) of a measure \( \rho \in \mathcal{P}(\mathbb{R}^d) \) is defined as

\[
M(\rho) := \int_{\mathbb{R}^d} \|x\|^2 \rho(dx).
\]

(2.1)

The set of probability measures with finite second moments is denoted \( \mathcal{P}_2(\mathbb{R}^d) \),

\[
\mathcal{P}_2(\mathbb{R}^d) := \{ \rho \in \mathcal{P}(\mathbb{R}^d) : M(\rho) < \infty \}.
\]

(2.2)
Define $P_2^2(\mathbb{R}^d)$ as those $\rho \in P_2(\mathbb{R}^d)$ which are absolutely continuous. Throughout, when a measure is said to be 'absolutely continuous' we implicitly mean with respect to the Lebesgue measure. We will use the same symbol $\rho$ to denote a measure $\rho \in P_2(\mathbb{R}^d)$ as well as its associated density. Define $H$ to be the negative of Boltzmann entropy,

$$P(\mathbb{R}^d) \ni \rho \mapsto H(\rho) := \begin{cases} \int_{\mathbb{R}^d} \rho \log \rho \, dx, & \text{if } \rho \in P_2^2(\mathbb{R}^d) \\ +\infty, & \text{otherwise}, \end{cases}$$

(2.3)

which throughout we will just refer to as the entropy. Also define the positive part of the entropy as

$$P(\mathbb{R}^d) \ni \rho \mapsto H_+(\rho) := \begin{cases} \int_{\mathbb{R}^d} \max\{\rho \log \rho, 0\} \, dx, & \text{if } \rho \in P_2^2(\mathbb{R}^d) \\ +\infty, & \text{otherwise}, \end{cases}$$

(2.4)

and the negative part of the entropy as

$$P(\mathbb{R}^d) \ni \rho \mapsto H_-(\rho) := \begin{cases} \int_{\mathbb{R}^d} |\min\{\rho \log \rho, 0\}| \, dx, & \text{if } \rho \in P_2^2(\mathbb{R}^d) \\ +\infty, & \text{otherwise}. \end{cases}$$

(2.5)

The set of transport plans between given measures $\mu, \nu \in P_2(\mathbb{R}^d)$ is denoted by $\Pi(\mu, \nu) \subset P_2(\mathbb{R}^{2d})$. That is, for $\mu, \nu \in P_2(\mathbb{R}^d)$, $\gamma \in \Pi(\mu, \nu)$ if $\gamma(B \times \mathbb{R}^d) = \mu(B)$ and $\gamma(\mathbb{R}^d \times B) = \nu(B)$ for all Borel sets $B \subset \mathbb{R}^d$. Let $\Gamma(\mu, \nu)$ be those $\gamma \in \Pi(\mu, \nu)$ which are absolutely continuous. We denote a sequence of probability measures indexed by $k \in \mathbb{N}$ as $\{\mu_k\}_{k \in \mathbb{N}}$ which we relax to $\{\mu_k\}$. We use the symbol $\rightarrow$ to mean the weak convergence of measures, that is $\mu_k \rightharpoonup \rho$ (weakly) if

$$\lim_{k \to \infty} \int f \, d\mu_k = \int f \, d\rho, \quad \forall f \in C_b(\mathbb{R}^d).$$

(2.6)

We also recall that if it is known that $\rho \in P(\mathbb{R}^d)$ then the weak convergence (2.5) is equivalent to narrow convergence, that is convergence against $C_\infty^\infty(\mathbb{R}^d)$ functions. For any two subsets $P, Q \subset P_2(\mathbb{R}^d)$ we denote $\Pi(P, Q)$ as the set of transport plans whose marginals lie in $P$ and $Q$ respectively. For a vector field $\eta : \mathbb{R}^d \to \mathbb{R}^d$ and measure $\mu \in P(\mathbb{R}^d)$ we write $(\eta)_{\#} \mu$ as the push-forward of $\mu$ by $\eta$. For any probability measure $\gamma$ and function $c$ on $\mathbb{R}^{2d}$ we write

$$(c, \gamma) := \int_{\mathbb{R}^{2d}} c(x, y) \, d\gamma(x, y).$$

We use the symbol $*$ to denote the convolution, that is for a vector field $K : \mathbb{R}^{d_1} \to \mathbb{R}^{d_1}$ and a measure $\rho \in P(\mathbb{R}^{d_2})$, $K * \rho : \mathbb{R}^{d_1} \to \mathbb{R}^{d_1}$ is defined as

$$K * \rho(x) := \int_{\mathbb{R}^{d_2}} K(x - x') \rho(x', z) \, dx' \, dz,$$

(2.7)

where $x, x' \in \mathbb{R}^{d_1}$ and $z \in \mathbb{R}^{d_2-d_1}$. Lastly, the 2-Wasserstein distance on $P_2(\mathbb{R}^d)$ is denoted by $W_2$.

### 2.2 The operator-splitting scheme

We now present our operator-splitting scheme for solving (1.6). Denote the free energy $F : P_2^2(\mathbb{R}^d) \to \mathbb{R}$ as the sum of the potential energy and the entropy

$$F(\rho) := F(\rho) + H(\rho),$$

where

$$F(\rho) := \int_{\mathbb{R}^d} \rho f \, dx, \quad \text{and} \quad H(\rho) := \int_{\mathbb{R}^d} \rho \log(\rho) \, dx.$$

**Operator-splitting scheme:** Let $T > 0$ denotes the terminal time and $\rho_0 \in P_2^2(\mathbb{R}^d)$ be given, with $F(\rho_0) < \infty$. Let $h > 0$, $N \in \mathbb{N}$ be such that $hN = T$, and let $n \in \{0, \ldots, N-1\}$. Set $\rho^n_0 = \rho^n_0 = \rho_0$. Given $\rho^n$, our operator-splitting to determine $\rho^{n+1}$ consists of two phases

1. **Conservative (transport) phase:** first we introduce the push forward by the Hamiltonian flow as

$$\rho_{h}^{n+1} = X^n_h (\cdot, \cdot) \# \rho^n_h,$$

(2.8)

where $X^n_h : \mathbb{R}^+ \times \mathbb{R}^d \to \mathbb{R}^d$ solves the ODE

$$\begin{cases}
\partial_t X^n_h = b(\rho^n_h) \circ X^n_h, \\
X^n_h(0, \cdot) = \text{id}.
\end{cases}$$

(2.9)
2. **Dissipative (diffusion) phase:** next, define $\rho^{n+1}_h$ as the minimizer of the following JKO-type optimal transport minimization problem

$$
\rho^{n+1}_h = \arg\min_{\rho \in \mathcal{P}_2(\mathbb{R}^d)} \left\{ \frac{1}{2h} W_{c_h}(\rho^{n+1}_h, \rho) + \mathcal{F}(\rho) \right\},
$$

where $W_{c_h}$ is a Kantorovich optimal transport cost functional, defined for $h > 0$ as

$$
W_{c_h}(\mu, \nu) := \inf_{\gamma \in \Pi(\mu, \nu)} \int c_h(x, y) d\gamma(x, y),
$$

with the cost function $c_h : \mathbb{R}^d \to \mathbb{R}$ given by

$$
c_h(x, y) := \langle A_h^{-1}(x - y), (x - y) \rangle,
$$

for the matrix $A_h \in \mathbb{R}^{d \times d}$ defined as

$$
A_h := A + hI.
$$

Note that since $A$ is symmetric positive semi-definite, the addition of $hI$ to $A$ guarantees that $A_h$ is symmetric positive definite (see Lemma 3.3). Hence, $c_h$ is well defined for all $h > 0$ and $\sqrt{c_h}$ defines a metric on $\mathbb{R}^d$, which in-turn means $W^{1/2}_c$ defines a metric on $\mathcal{P}_2(\mathbb{R}^d)$. This is precisely a $A_h$-weighted Wasserstein distance \cite{Lis09}. The above perturbation can be also effectively achieved by adding a small noise $\sqrt{2hdW(t)}$ to the SDE (1.7). We mention that if the matrix $A$ is invertible then there is no need to perform the perturbation. Instead we can adopt the scheme with $c_h(x, y) = c(x, y) := \langle A^{-1}(x - y), (x - y) \rangle$ and all results would remain true. This is the case for the Linear Wigner Fokker-Planck, see Section 5.

For each $n \in \{0, \ldots, N\}$ we denote $\gamma_n^{n,c}, \tilde{\gamma}_n^c \in \Pi(\rho^n_0, \rho^n_h)$, as the following optimal couplings (respectively)

$$
W_{c_h}(\tilde{\rho}_n^c, \rho^n_0) = \int_{\mathbb{R}^d} c_h(x, y) d\gamma_n^{n,c}(x, y), \quad W_2^2(\tilde{\rho}_n^c, \rho^n_h) = \int_{\mathbb{R}^d} \|x - y\|^2 d\gamma_n^{n,c}(x, y),
$$

and for $n \in \{0, \ldots, N - 1\}$ we define $\gamma_n^c \in \Pi(\rho^n_h, \rho^{n+1}_h)$ as the optimal coupling

$$
W_2^2(\rho^n_h, \rho^{n+1}_h) = \int_{\mathbb{R}^d} \|x - y\|^2 d\gamma_n^c(x, y).
$$

The optimal couplings in (2.14) and (2.15) are all well defined, see Lemma A.3. Throughout this work we will adopt the notation that $t_n = nh$ for $n \in \{0, \ldots, N\}$. Consider the following piece-wise constant in time interpolations of $\{\rho^n_h\}_{n=0}^N$

$$
\rho_h(t, \cdot) := \rho^{n+1}_h \quad \text{for} \quad t \in [t_n, t_{n+1}), \quad n \in \{0, \ldots, N-1\},
$$

and of $\{\tilde{\rho}_n^c\}_{n=0}^N$

$$
\tilde{\rho}_n^c(t, \cdot) := \tilde{\rho}^{n+1}_h \quad \text{for} \quad t \in [t_n, t_{n+1}), \quad n \in \{0, \ldots, N-1\},
$$

and consider the interpolation of $\{\rho^n_h\}_{n=0}^N$, which continuously follows the conservative dynamics

$$
\rho^n_h(t, \cdot) := X^n_h(t - t_n, \cdot) \# \rho^n_0 \quad \text{for} \quad t \in [t_n, t_{n+1}),
$$

so that for $t \in [t_n, t_{n+1})$, $\rho^n_h(t) = \mu(t - t_n)$ where $\mu$ is the solution of the continuity equation (see Lemma A.1)

$$
\left\{ \begin{array}{ll}
\partial_t \mu(t, \cdot) + \text{div}(\mu(t, \cdot)b[\rho^n_h]) = 0 \\
\mu(t, \cdot)|_{t=0} = \rho^n_0,
\end{array} \right.
$$

We now introduce assumptions on the potential $f$, the non-local vector field $b$, and the diffusion matrix $A$. Under these assumptions we will prove the well-posedness of the splitting scheme and the convergence of the interpolations (2.16)-(2.13) to a weak solution of (1.6).

**Assumption 2.1.** The potential energy $f \in C^1(\mathbb{R}^d)$ is assumed to be non-negative $f(x) \geq 0$, and Lipschitz, that is there exists a constant $C > 0$ such that for any $x, y \in \mathbb{R}^d$

$$
|f(x) - f(y)| \leq C \|x - y\|.
$$

For the non-local drift $b : \mathcal{P}(\mathbb{R}^d) \times \mathbb{R}^d \to \mathbb{R}^d$, we assume that there exists $C > 0$ such that for any $\mu \in \mathcal{P}_2(\mathbb{R}^d)$

$$
\|b[\mu](x)\| \leq C(1 + \|x\|), \quad \forall x \in \mathbb{R}^d, \quad b[\mu] \in W^{1,1}_{\text{loc}}(\mathbb{R}^d), \quad \text{div}(b[\mu]) = 0.
$$

Moreover, we assume there exists $C > 0$ for all $\mu, \nu \in \mathcal{P}_2(\mathbb{R}^d)$

$$
\int_{\mathbb{R}^d} \|b[\nu](x) - b[\mu](x)\|^2 dv(x) \leq C W_2^2(\nu, \mu).
$$

Lastly assume $A$ is a semi-positive definite (symmetric), constant matrix $A \in \mathbb{R}^{d \times d}$. 
Remark 2.2 (Commenting on the assumptions). The Lipschitz assumption on $f$ is standard when working on the space of probability measures with finite second moments, particularly ensuring that the free energy functional is well-defined. In terms of the assumptions on the non-local vector field $b$, (2.21) implies well-posedness of the transport problem via DiPerna-Lions theory [DL89]. Moreover, imposing the regularity in the measure component (2.22) allows us to obtain upper-bounds for some error terms when proving the convergence of the scheme to a weak solution of (1.6). Note that when $b$ takes the form of a convolution with an interaction kernel, (2.22) is satisfied when the kernel is uniformly bounded, Lipschitz and differentiatiable, which are the cases for the examples in Section 3. Note that the above assumptions have been also made in [CL17].

We now make the definition of a weak solution to (1.6) precise.

**Definition 2.3 (Weak solution).** The curve $\rho : [0, T] \to P^d_s(\mathbb{R}^d)$, $t \mapsto \rho(t, \cdot)$, is called a weak solution to the general evolution equation (1.6) if for all $\varphi \in C^\infty_c([0, T] \times \mathbb{R}^d)$ we have

$$
\int_0^T \int_{\mathbb{R}^d} \rho(t, x) \left( \partial_t \varphi(t, x) + (b(\rho(t, \cdot))(x) - \nabla f(x)) \cdot \nabla \varphi(t, x) + \text{div}(A \nabla \varphi(t, x)) \right) dx \, dt + \int_{\mathbb{R}^d} \rho^0(x) \varphi(0, x) \, dx = 0
$$

(2.23)

The main (abstract) result of this work is the following theorem which gives the existence of weak solutions of the evolution equation (1.6). We do not deal with uniqueness here, but in principle, it can be obtained via displacement convexity arguments and an exponential in time contraction on the $W_2$ distance between two solutions started from different initial data, cf. [Lab17].

**Theorem 2.4.** Let $\rho_0 \in P^d_s(\mathbb{R}^d)$ satisfy $\mathcal{F}(\rho_0) < \infty$. Let $h > 0$, $N \in \mathbb{N}$ with $hN = T$, and let $\{\rho_n^N \}_{n=0}^N$, $\rho^N \in P^d_s(\mathbb{R}^d)$ be the solution of the scheme (2.3)-(2.10). Define the piecewise constant interpolations $\rho_n, \rho^N_n$ by (2.16)-(2.17) and the interpolation $\rho^N_n$ by (2.18). Suppose that Assumption 2.3 holds. Then

(i) for each $t \in [0, T]$ as $h \to 0$ ($N \to \infty$ abiding by $hN = T$) we have

$$
\rho_n(t, \cdot), \rho^N_n(t, \cdot) \xrightarrow{h \to 0} \rho(t) \quad \text{in} \quad L^1(\mathbb{R}^d).
$$

(2.24)

(ii) Moreover, there exists a map $[0, T] \ni t \mapsto \rho(t, \cdot)$ in $P^d_s(\mathbb{R}^d)$ such that

$$
\lim_{h \to 0} \sup_{t \in [0, T]} \max \left\{ W_2(\rho_n(t, \cdot), \rho(t, \cdot)), W_2(\rho^N_n(t, \cdot), \rho(t, \cdot)), W_2(\rho^N_n(t, \cdot), \rho(t, \cdot)) \right\} = 0.
$$

(2.25)

The $\rho$ maps appearing in the above limits are weak solutions of the evolution equation (1.6) in the sense of Definition 2.3.

Note that the convergence (2.24) is stronger than weak $L^1((0, T) \times \mathbb{R}^d)$ convergence. The proof of the above theorem is given in Section 3.

Remark 2.5. If one were to instead consider the evolution equation, for a non-linear function $F$,

$$
\partial_t \rho + \text{div}(\rho b(\rho)) = \text{div}(A(\nabla P(\rho) + \rho \nabla f)),
$$

then following the strategy in [CL17], to deal with the non-linear term, we expect one could construct a similar scheme to the one detailed above by adjusting the free energy functional $\mathcal{F}$. We leave this for now to not over complicate the presentation.

3 Proof of the Main Result

The objective of this section is to prove the main result, Theorem 2.4. Once a suitable optimal transport cost functional has been identified, the proof of the convergence of the discrete variational approximation scheme to a weak solution of the evolutionary equation is now a well-established procedure following the celebrated strategy of [JKO98]: firstly we prove the well-posedness of the scheme, then we derive discrete Euler-Lagrange equations for the minimisers of (2.10) and necessary a priori estimates, and finally we prove the convergence of the scheme to a weak solution of (1.6). An additional step in our proof for the constructed operator-splitting scheme is to combine the two (conservative and dissipative) phases together. Since the outcome of the conservative phase $\rho^N_n$ becomes an input of the dissipative phase, we need to show that the second moments, the free-energy functionals and the distances involved, with respect to this
density are controllable. This is where we make use of the divergence-free property and assumptions of the non-local vector field \( b \). To this end, our proof follows the methods in [DPZ14, CL17] and we will omit similar computations.

Recall from Section 2.2 the definitions of the sequences \( \rho_n^h, \tilde{\rho}_n^h \), interpolations \( \rho_n^h, \rho_n^h, \rho_n^h \), and optimal couplings \( \gamma_n^h, \gamma_n^h \). Also recall that the constant \( C \geq 0 \) that appears will be independent of \( h \) and \( n \in \{0, \ldots, N\} \), but may depend on the final time \( T \). The following results hold under the assumptions of Theorem 2.4 and for all \( 0 < h < 1 \), note that we are ultimately interested in the case where \( h \to 0 \).

### 3.1 Preliminary results and well-posedness

The main result here is that the scheme proposed in Section 2.2 is well-posed, this is shown using the direct method of calculus of variations with respect to the weak topology.

We also make some preliminary observations on the matrix \( A_h \), and on solutions to the continuity equation which will be useful later on.

#### 3.1.1 The transport equation

By our assumptions on \( b \), we can use DiPerna-Lions theory [DL89] to conclude that there exists a solution to the ODE (2.19), which when pushing forward the initial density solves the continuity equation (2.19). Moreover, we note that the conservative dynamics preserves the entropy.

**Lemma 3.1.** Let \( \rho_n^h \in \mathcal{P}_2^h(\mathbb{R}^d) \). Then the following results hold for any \( n \in \{0, \ldots, N-1\} \).

(i) There exists a unique \( X_n^h : \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}^d \) such that \( X_n^h(0, \cdot) = \text{id} \), and for a.e. \( x \in \mathbb{R}^d \) the map \( t \mapsto X_n^h(t, x) \) solves (2.9).

\[
X_n^h(t, x) = x + \int_0^t b[\rho_n^h](s, x)ds.
\]

Moreover, \( \mathbb{R}^d \ni x \mapsto X(t, x) \in L^1_{\text{loc}}(\mathbb{R}^d; C(\mathbb{R})) \), and for a.e. \( x \in \mathbb{R}^d \) the map \( \mathbb{R}^d \ni t \mapsto X_n^h(t, x) \in C^1(\mathbb{R}) \).

(ii) For \( t \in [t_n, t_{n+1}] \), \( \rho_n^h(t, \cdot) \) solves the continuity equation (2.19) over the interval \( [0, h] \).

(iii) We have the following entropy preservation identities

\[
H(\rho_n^h(t, \cdot)) = H(\rho_n^h) \quad \forall t \in [t_n, t_{n+1}], \quad H(\rho_n^{n+1}) = H(\rho_n^n).
\]

**Proof.** Since \( b[\rho_n^h] \) satisfies Assumption (2.1) [iii] and [iii] follow by [DL89, Theorem III.1]. In regard to (iii) note that for all \( t \geq 0 \) the map \( X_n^h(t, \cdot) \) preserves the Lebesgue measure since \( b \) is a divergence free vector field. The result is thus immediate.

The following lemma bounds the change of the distribution under the Hamiltonian dynamics over the interval \( (0, h) \) by its 2nd moments.

**Lemma 3.2.** The following result holds for any \( n \in \{0, \ldots, N-1\} \). Let \( \rho_n^h \in \mathcal{P}_2^h(\mathbb{R}^d) \). Let \( \mu \) be the solution of (2.19) over the interval \([0, h]\) and let \( 0 \leq s_1 \leq s_2 \leq h \). Then

\[
W_2^2(\mu(s_1, \cdot), \mu(s_2, \cdot)) \leq C h \int_{s_1}^{s_2} (1 + M(\mu(s, \cdot)))ds.
\]

Moreover, for any \( t \in [t_n, t_{n+1}] \), \( M(\rho_n^h(t, \cdot)), M(\rho_n(t, \cdot)) < C(M(\rho_n^h) + 1) \).

**Proof.** Let \( \mu \) solve (2.19). For any \( 0 \leq s_1 \leq s_2 \leq h \), from Benamou-Brenier formula [AGS08, Chapter 8] and (2.21), we have

\[
W_2^2(\mu(s_1, \cdot), \mu(s_2, \cdot)) \leq (s_2 - s_1) \int_{s_1}^{s_2} \int_{\mathbb{R}^d} |b[\rho_n^h](x)|^2 \mu(s, x)dxds
\]

\[
\leq (s_2 - s_1)C \int_{s_1}^{s_2} \int_{\mathbb{R}^d} (1 + |x|^2) \mu(s, x)dxds \leq hC \int_{s_1}^{s_2} (1 + M(\mu(s, \cdot)))ds.
\]
which is (3.2). Now consider
\[
\partial_t M(\mu(t, \cdot)) = \partial_t \int_{\mathbb{R}^d} |X^n_h(t, x)|^2 \rho^n_h(x) \, dx = 2 \int_{\mathbb{R}^d} X^n_h(t, x) \cdot \partial_t X^n_h(t, x) \rho^n_h(x) \, dx
\]
\[
= 2 \int_{\mathbb{R}^d} X^n_h(t, x) \cdot b(\rho^n_h) \circ X^n_h(t, x) \rho^n_h(x) \, dx
\]
\[
\leq C \int_{\mathbb{R}^d} (1 + \|X^n_h(t, x)\|^2) \rho^n_h(x) \, dx
\]
\[
= C \int_{\mathbb{R}^d} (1 + \|x\|^2 \{X^n_h(t, \cdot)\} \rho^n_h(x) \, dx = C (1 + M(\mu(t, \cdot))).
\]

Employing Grönwall’s inequality, we have for any \( t \in [0, h] \) (recalling that throughout this article \( h \leq T \))
\[
M(\mu(t, \cdot)) \leq C(M(\mu(0, \cdot)) + 1) = C(M(\rho^n_h) + 1).
\] (3.3)

For \( t \in [t_n, t_{n+1}] \), recall \( \rho^n_h(t, \cdot) \) is equal to the solution of (2.19) over the interval \([0, h]\). Hence for any \( t \in [t_n, t_{n+1}] \), by (3.6),
\[
M(\rho^n_h(t, \cdot)) \leq C(M(\rho^n_h) + 1).
\]

Moreover, for all \( t \in [t_n, t_{n+1}] \) we have \( \tilde{\rho}_h(t, \cdot) = \tilde{\rho}^{n+1}_h = \mu(h, \cdot) \), where again \( \mu \) solves (2.19), and hence by (3.3)
\[
M(\tilde{\rho}_h(t, \cdot)) = M(\tilde{\rho}^{n+1}_h) = M(\mu(h, \cdot)) \leq C(M(\rho^n_h) + 1),
\]
for any \( t \in [t_n, t_{n+1}] \). This completes the proof. 

\[\square\]

### 3.1.2 The optimal transportation problem

In this section we discuss the well-posedness of the minimization problem (2.10). It is natural to achieve well-posedness of the scheme through finiteness, lower semi-continuity, and convexity of the functionals which appear in it. First observe that \( A_n \) is indeed positive.

**Lemma 3.3** (The cost function). The matrix \( A_n \) defined in (2.13) is positive definite (i.e., invertible) which implies,
\[
\|x - y\|^2 \leq C_{\text{cost}}(x, y), \quad \forall x, y \in \mathbb{R}^d.
\] (3.4)

**Proof.** This is well-known [ADdR21, Appendix B.1].

\[\square\]

The next result addresses the existence of a unique minimiser to (2.10). This type of result is classical, for completeness the details of the proof can be found in Appendix A.1

**Proposition 3.4.** Let \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \) with \( \mathcal{F}(\mu) < \infty \). Then, there exists a unique \( \nu^* \in \mathcal{P}_2(\mathbb{R}^d) \) such that
\[
\nu^* = \arg\min_{\nu \in \mathcal{P}_2(\mathbb{R}^d)} \left\{ \frac{1}{2h} W_{\text{cost}}(\mu, \nu) + \mathcal{F}(\nu) \right\}.
\] (3.5)

### 3.2 Discrete Euler-Lagrange Equations

The following results are by now classical [JKO98, Proposition 4.1], so we state them without proof.

**Lemma 3.5.** Let \( \eta \in C_c^\infty(\mathbb{R}^d, \mathbb{R}^d) \), and let \( \Phi \) be the solution of the following ODE:
\[
\partial_t \Phi_s = \eta(\Phi_s), \quad \Phi_0 = \text{id}.
\] (3.6)

Then for any \( \nu \in \mathcal{P}_2(\mathbb{R}^d) \) we have
\[
\delta \mathcal{F}(\nu, \eta) := \frac{d}{ds} \mathcal{F}(\Phi_s, \Phi_s) \bigg|_{s=0} = \int_{\mathbb{R}^d} \nu(y) \eta(y) \cdot \nabla f(y) \, dy - \int_{\mathbb{R}^d} \nu(y) \text{div} \eta(y) \, dy.
\] (3.7)

**Lemma 3.6.** Let \( \mu \in \mathcal{P}_2(\mathbb{R}^d) \). Let \( \nu \) be the optimal solution in (3.5), and let \( \gamma \) be the corresponding optimal plan in \( W_{\text{cost}}(\mu, \nu) \). Then, for any \( \eta \in C_c^\infty(\mathbb{R}^d, \mathbb{R}^d) \) we have
\[
0 = \frac{1}{2h} \int_{\mathbb{R}^d} \left\langle \eta(y), \nabla y c_n(x, y) \right\rangle d\gamma(x, y) + \delta \mathcal{F}(\nu, \eta).
\] (3.8)

In particular, for any \( \varphi \in C_c^\infty(\mathbb{R}^d) \), by choosing \( \eta(x) = A_n \nabla \varphi(x) \), and \( \tilde{\gamma}^{n+1, c} \) defined in (2.14), we have
\[
0 = \frac{1}{h} \int_{\mathbb{R}^d} \left\langle y - x, \nabla \varphi(x) \right\rangle d\tilde{\gamma}^{n+1, c}(x, y) + \delta \mathcal{F}(\rho^n_h, A_n \nabla \varphi).
\] (3.9)
3.3 A priori estimates

In this section we establish a priori estimates which will allow us to prove the convergence of the scheme to a weak solution of \((1.6)\) in Section 3.4. More precisely, we will show the uniformly boundedness of the second moments and of free energies of the minimization iterations \((2.10)\). These uniform bounds are preserved under the conservative dynamics, this is explained in the next lemma.

**Lemma 3.7.** Let \(n \in \{0, 1, \ldots, N-1\}\). If there exists a constant \(C_1 > 0\), independent of \(h\) and \(n\), such that \(M(\rho^n_h), F(\rho^n_h) < C_1\), then \(\rho^{n+1}_h\) obtained from \((2.3)\) satisfies

\[ M(\rho^{n+1}_h), F(\rho^{n+1}_h) < C. \]

As usual, the constant \(C\) appearing is also independent of \(h\) and \(n\), but will depend on \(C_1\).

**Proof.** The bound for the moments clearly hold by Lemma 3.2. For the free energy functional, we have \(F(\rho^{n+1}_h) = F(\rho^n_h) + H(\rho^n_h)\) by the conservation of entropy in Lemma 3.1. Therefore, since \(f\) is Lipschitz

\[ F(\rho^{n+1}_h) = \int f(x)\rho^{n+1}_h(x)dx + H(\rho^n_h) \leq C \int (\|x\| + 1)\rho^{n+1}_h(x)dx + H(\rho^n_h) \leq C(M(\rho^{n+1}_h) + 1) + H(\rho^n_h) \leq C(M(\rho^{n+1}_h) + 1) + F(\rho^n_h) \leq C. \]

The following lemma controls the sum of the optimal transport costs of the JKO steps, by using \(\rho^{n+1}_h\) as a competitor to \(\rho^n_h\) in \((2.10)\). This estimate is of a similar type to [JKO98] [Equation (46)], however, because of the splitting nature of our scheme, we don’t use \(\rho^n_h\) as a competitor in \((2.10)\), making the estimate more involved.

**Lemma 3.8.** For any \(n \in \{1, \ldots, N-1\}\) it holds that

\[ \sum_{i=0}^{n-1} W_{ch}(\rho^{i+1}_h, \rho^{i+1}_h) \leq C h \left(1 + F(\rho^0) + (M(\rho^0) + 1)^n\right). \]  

(3.10)

**Proof.** Let \(n \in \{0, 1, \ldots, N-1\}\). Since \(\rho^{n+1}_h\) attains the infimum in \((2.10)\) we can compare it against \(\rho^{n+1}_h\). This gives

\[ \frac{1}{2h} W_{ch}(\rho^{n+1}_h, \rho^{n+1}_h) \leq F(\rho^{n+1}_h) - F(\rho^{n+1}_h). \]

Using Lemma 3.1 for the entropy, the above is equivalent to

\[ \frac{1}{2h} W_{ch}(\rho^{n+1}_h, \rho^{n+1}_h) \leq F(\rho^{n+1}_h) - F(\rho^{n+1}_h) + H(\rho^n_h) - H(\rho^{n+1}_h). \]  

(3.11)

Recall now that \((c_h, z^{n+1,c}_h) = W_{ch}(\rho^{n+1}_h, \rho^{n+1}_h)\). Using that \(f\) is Lipschitz and Young’s inequality with \(\sqrt{\sigma}\) for some \(\sigma > 0\), we can see

\[ F(\rho^{n+1}_h) - F(\rho^{n+1}_h) = \int_{\mathbb{R}^d} (f(x) - f(y)) d\gamma^{n+1,c}_h(x, y) \leq C \int \|x - y\|^2 d\gamma^{n+1,c}_h(x, y) \leq C \sigma^2 \int c_h(x, y) d\zeta^{n+1,c}_h(x, y) + C \sigma^2, \]

where in the last step we used (3.1). Substituting this into (3.11) yields

\[ \frac{1}{2h} W_{ch}(\rho^{n+1}_h, \rho^{n+1}_h) \leq C \frac{\sigma}{2} \int c_h(x, y) d\zeta^{n+1,c}_h(x, y) + C \sigma^2 + H(\rho^n_h) - H(\rho^{n+1}_h). \]

Choosing \(\sigma = 2Ch\) leads to

\[ \frac{1}{2h} W_{ch}(\rho^{n+1}_h, \rho^{n+1}_h) \leq \frac{1}{4h} W_{ch}(\rho^{n+1}_h, \rho^{n+1}_h) + C h (H(\rho^n_h) - H(\rho^{n+1}_h)). \]

After rearranging we finally conclude

\[ W_{ch}(\rho^{n+1}_h, \rho^{n+1}_h) \leq C \left(h^2 + h (H(\rho^n_h) - H(\rho^{n+1}_h))\right). \]  

(3.12)
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The sum of (3.12) over $i \in \{0, \ldots, n-1\}$ contains a telescopic component which allows for the simplified expression

$$\sum_{i=0}^{n-1} W_{ch}(\rho_h^{i+1}, \rho_h^{i+1}) \leq C h \left(1 + H(\rho^0) - H(\rho_h^0)\right),$$

where we have used that $N h = T$. To deal with the terms in the right hand side of the above expression, we employ (A.3) to deal with $H(\rho_h^0)$, while for $H(\rho^0)$ we just use the positivity of $f$. This leads to

$$\sum_{i=0}^{n-1} W_{ch}(\rho_h^{i+1}, \rho_h^{i+1}) \leq C h \left(1 + H(\rho^0) + (M(\rho_h^0) + 1)^n\right).$$

\[
\blacksquare
\]

The next Lemma provides uniform bounds in $n$ and $h$ for the second moments, free energy functionals, and positive part of the entropy functionals of the solutions from the scheme (2.8) - (2.10). The proof is inspired by the procedure found in [ADM21, DPZ14, Hua00], first obtaining bounds locally and then extending them over the full time interval.

**Lemma 3.9** (Boundedness of the energy functionals, second moments and the positive part of the entropy functionals)

For all $n \in \{0, 1, \ldots, N\}$, we have

$$M(\rho_h^n), F(\rho_h^n), H_+(\rho_h^n) \leq C$$

and $$M(\rho_h^n), F(\rho_h^n), H_+(\rho_h^n) \leq C.$$

**Proof.** Throughout this proof the constant $C$ will change from line to line, and importantly it is independent of $\rho^0$.

For any $n \in \{1, \ldots, N\}$ we have that

$$M(\rho^n) \leq 2 \left(M(\rho^0) + W_2^2(\rho^0, \rho^n)\right) \leq 2 \left(M(\rho^0) + n \sum_{i=0}^{n-1} W_2^2(\rho^i, \rho^{i+1})\right) \leq 4 \left(M(\rho^0) + n \sum_{i=0}^{n-1} W_2^2(\rho^i, \rho^{i+1}) + W_2^2(\rho^{i+1}, \rho^{i+1})\right) \leq 4 \left(M(\rho^0) + n \sum_{i=0}^{n-1} W_2^2(\rho^i, \rho^{i+1}) + CW_{ch}(\rho^{i+1}, \rho^{i+1})\right).$$

(3.13)

From Lemma 3.2 we have $4TW_2^2(\rho^i, \rho^{i+1}) \leq C h^2 (1 + M(\rho^i))$ for a constant $C$ (independent of the initial condition), substituting this, and the bound (3.10) into (3.13), we have, whilst noting $hN = T$,

$$M(\rho^n) \leq 4 \left(M(\rho^0) + C (1 + F(\rho^0))\right) + C \left(1 + M(\rho^n)\right)^n + h \sum_{i=0}^{n-1} (1 + M(\rho^i)) \leq C + C \left(1 + M(\rho^n)^n + h \sum_{i=0}^{n-1} (1 + M(\rho^i))\right) \leq C + C \left(1 + M(\rho^n)^n + h \sum_{i=0}^{n-1} M(\rho^i)\right).$$

(3.14)

for a constant $C$ depending only on $F(\rho^0)$ and $M(\rho^0)$, and constant $C$ independent of $\rho^0$. Since the $C$ appearing in (3.14) is fixed and independent of the initial condition, we can find $h_0 > 0, N_0 \in \mathbb{N}$ (independent of the initial condition) such that for all $h \leq h_0$ we have $hN_0C \leq \frac{1}{2}$. Set $M_{N_0} := \max_{n=1, \ldots, N_0} M(\rho^n)$. Then (3.14) implies

$$M_{N_0} \leq C + C \left(1 + M_{N_0}\right)^n + h_{N_0} M_{N_0} \leq C + C \left(1 + M_{N_0}\right)^n + \frac{1}{2} M_{N_0},$$

which implies

$$M_{N_0} \leq 2\left(C + C \left(1 + M_{N_0}\right)^n\right),$$

(3.15)
from which we can conclude $M(\rho^n) \leq C$, for all $n = 1, \ldots, N_0$, and all $h \leq h_0$. For the free energy, note that by definition of $\rho^{i+1}$, we have that
\[ F(\rho^{i+1}) - F(\tilde{\rho}^{i+1}) - H(\tilde{\rho}^{i+1}) \leq 0, \]
adding and subtracting $F(\rho^i)$, and recalling that $H(\rho^i) = H(\tilde{\rho}^{i+1})$, implies
\[ F(\rho^{i+1}) - F(\rho^i) \leq |F(\rho^i) - F(\tilde{\rho}^{i+1})|. \tag{3.16} \]
Summing (3.16) from $i = 0, \ldots, n-1$, using that $f$ is Lipschitz, and applying Young’s inequality for some $\sigma > 0$, we have
\[ F(\rho^n) - F(\rho^0) \leq \sum_{i=0}^{n-1} \| F(\rho^i) - F(\tilde{\rho}^{i+1}) \| \leq C \sum_{i=0}^{n-1} \left( \int_{\mathbb{R}^{2d}} \|x - y\| d\gamma(x, y) \right) \leq C \sum_{i=0}^{n-1} \left( \frac{1}{\sigma} W_2^2(\rho^i, \tilde{\rho}^{i+1}) + \sigma \right). \tag{3.17} \]

Now let $N_0, h_0$ be chosen as before, and let $n = 1, \ldots, N_0$. We know, by Lemma 3.1 and the bounded moments just proved, that $W_2^2(\rho^i, \tilde{\rho}^{i+1}) \leq Ch^2 (1 + M(\rho^i)) \leq Ch^2$ for $i \leq n$. Therefore, choosing $\sigma = h$ in (3.17) implies the uniform bounded energies $F(\rho^n) \leq C$. Note that $F(\rho^n) \leq C$ implies $H(\rho^n) \leq C$, moreover, Lemma 3.11 and the uniform bounds on $M(\rho^n)$ imply that $H_+(\rho^n) \leq C$, therefore we have that $H_+(\rho^n) \leq C$. So far we have established the uniform bounds
\[ M(\rho^n), F(\rho^n), H_+(\rho^n) \leq C, \quad \forall n = 1, \ldots, N_0, \quad h \leq h_0. \tag{3.18} \]

Since the $N_0, h_0$ we have chosen are independent of the initial data we can extend the bound (3.18) to all $n \in \{1, \ldots, N\}$ similarly as has been done in [Hua00, Lemma 5.3], see also [DPZ14]. The uniform bounds $M(\rho^n), F(\rho^n), H_+(\rho^n) \leq C$, Lemma 3.7 and another application of (A.3) establishes $M(\tilde{\rho}^n), F(\tilde{\rho}^n), H_+(\tilde{\rho}^n) \leq C$, completing the proof.

Lemma 3.9 states the uniform bounds for the discrete elements of our schemes. The following Lemma induces those bounds for the interpolations (2.16), (2.17) and (2.18).

**Lemma 3.10** (A priori estimates for the interpolations). For all $n \in \{0, 1, \ldots, N\}$, the moments, free-energies and the positive part of the entropies are uniformly bounded (in $n$, $h$, $t$), namely
\[ M(\rho_h(t, \cdot)), M(\tilde{\rho}_h(t, \cdot)), M(\tilde{\rho}_h(t, \cdot)), F(\rho_h(t, \cdot)), F(\tilde{\rho}_h(t, \cdot)), F(\tilde{\rho}_h(t, \cdot)), H_+(\rho_h(t, \cdot)), H_+(\tilde{\rho}_h(t, \cdot)), H_+(\tilde{\rho}_h(t, \cdot)) \leq C. \]

**Proof.** These results for the interpolations follow easily from Lemma 3.2. Indeed, it is immediate from their definitions how this is inferred for the interpolations $\rho_h(t, \cdot)$, $\tilde{\rho}_h(t, \cdot)$. For $\tilde{\rho}_h(t, \cdot)$, just notice from Lemma 3.2 that we must have $M(\rho_h(t, \cdot)) \leq C$. This uniform moment bound gives us the other two bounds for $\rho_h(t, \cdot)$: for the free energy one follows the argument in Lemma 3.7 (using the bounded energy of $\rho_h^n$), and for the positive entropy one uses again (A.3).

The uniform bounds established in Lemma 3.9 allow us to control the transport cost (w.r.t. to both cost functions $c_h$ and $\| \cdot \|^2$) of the JKO step.

**Lemma 3.11** (Estimates of the sum of optimal transport costs). We have
\[ \sum_{n=0}^{N-1} W_1(\tilde{\rho}^{n+1}, \rho^{n+1}) \leq Ch, \quad \text{and} \quad \sum_{n=0}^{N-1} W_2^2(\tilde{\rho}^{n+1}, \rho^{n+1}) \leq Ch. \tag{3.19} \]

**Proof.** The estimate (3.10), together with the uniform bounds of Lemma 3.6 gives the first result of (3.19). The second result is immediate from the first and (3.4), since
\[ \sum_{n=0}^{N-1} W_2(\tilde{\rho}^{n+1}, \rho^{n+1}) \leq C \sum_{n=0}^{N-1} W_1(\tilde{\rho}^{n+1}, \rho^{n+1}) \leq Ch. \]

The uniform moment bounds (in conjunction with the preliminary observation of Lemma 3.2) allow us to control the Wasserstein cost of the conservative phase.

**Lemma 3.12** (Estimates of the sum of optimal transport costs for the conservative dynamics). We have
\[ \sum_{n=0}^{N-1} W_2(\rho^n, \tilde{\rho}_h^n) \leq Ch. \tag{3.20} \]

**Proof.** We recall (3.2), implying that for any $n = 0, \ldots, N - 1$, $W_2(\rho^n, \tilde{\rho}_h^n) \leq Ch^2 (1 + M(\rho^n))$, the uniform bounded moment estimates then give the result.
3.4 Convergence of the operator-splitting scheme

Having obtained a priori estimates, in this section we prove the main theorem, Theorem 3.4, that is the convergence of the time-interpolations of the discrete solutions constructed from the operator-splitting scheme in Section 3.2 to a weak solution of the main evolutionary equation (3.1). The following Lemma shows that these interpolations converge to limits which are equal almost everywhere to some curve \( [0, T] \ni t \mapsto \rho(t, \cdot) \in \mathcal{P}_2^0(\mathbb{R}^d) \), and moreover, the sequences \( \rho_h(t, \cdot), \tilde{\rho}_h(t, \cdot), \rho_h^1(t, \cdot) \) converge in \( W_2 \) to \( \rho \), uniformly in time.

**Lemma 3.13.** Convergence of the time-interpolations There exists a curve \( [0, T] \ni t \mapsto \rho(t, \cdot) \in \mathcal{P}_2^0(\mathbb{R}^d) \), such that

\[
\lim_{h \to 0} \sup_{t \in [0, T]} \max \left\{ W_2(\rho_h(t, \cdot), \rho(t, \cdot)), W_2(\tilde{\rho}_h(t, \cdot), \rho(t, \cdot)), W_2(\rho_h^1(t, \cdot), \rho(t, \cdot)) \right\} = 0. \tag{3.21}
\]

**Proof.** The proof follows an adapted version of [AGS08, Theorem 11.1.6], since we will require uniform in time convergence we utilise a refined version of the Arzela-Ascoli theorem [AGS08, Proposition 3.3.1] in a similar manner to [CL17] [Section 5.1]. We provide the argument for \( \rho_h \) only, the approach for \( \tilde{\rho}_h, \rho_h^1 \) is similar. To obtain the uniform convergence we set up an Arzela-Ascoli argument. Since the paths \( \rho_h \) are not continuous we introduce the bounded moments of Lemma 3.10. Let \( \{ \rho_h \} \) be a sequence of \( \rho \) functions.

Using the triangle property and then the Cauchy Schwartz inequality we have

\[
\frac{\sum_{n=0}^{N-1} W_2(\rho_h^1, \rho_h^2)}{h} \leq \sqrt{(J-i)h} \left( \sqrt{(J-i)h} \sum_{n=0}^{N-1} W_2(\rho_h^2, \rho_h^1) \right) = \sqrt{(J-i)h} \sqrt{\sum_{n=0}^{N-1} W_2(\rho_h^2, \rho_h^1)} \leq \sqrt{(J-i)h} \sqrt{C \sqrt{(j-i)h} \leq C \sqrt{s-t}}.
\]

Therefore the family \( \rho_h \) is uniformly equicontinuous, [AGS08, Proposition 3.3.1]. This implies that for all \( t \in [0, T] \) \( \{ \rho_h(t, \cdot) \} \) is (point-wise) precompact, and hence we can use Arzela-Ascoli [BS18, Theorem 1.1.11] to obtain uniform convergence (taking subsequences if necessary) in \( W_2 \) (over \( [0, T] \)).

Since \( W_2 \) induces a stronger topology than that of weak convergence we have for all \( t \in [0, T] \) \( \rho_h(t, \cdot) \rightharpoonup \rho(t, \cdot) \in \mathcal{P}_2^0(\mathbb{R}^d) \). Moreover, by the uniform moment and entropy bounds (see Lemma 3.10) we have by (3.2) that the limit \( \rho(t, \cdot) \in \mathcal{P}_2^0(\mathbb{R}^d) \).

By an almost identical procedure (this time concatenating geodesics between \( \{ \rho_h^0 \} \), and using (4.2) for \( \rho_h^1 \) we get the same convergence of \( \tilde{\rho}_h, \rho_h^1 \) to some limit \( \bar{\rho} \in \mathcal{P}_2^0(\mathbb{R}^d) \). It remains only to show that \( \rho = \tilde{\rho} \) a.e., note we have, for instance using the Dominated Convergence theorem, letting \( \varphi \in C_c^\infty((0, T), \mathbb{R}^d) \)

\[
\int_0^T \int_{\mathbb{R}^d} (\tilde{\rho}(t, x) - \rho(t, x)) \varphi(t, x) dx dt = \lim_{h \to 0} \int_0^T \int_{\mathbb{R}^d} (\tilde{\rho}_h(t, x) - \rho_h(t, x)) \varphi(t, x) dx dt
\]

\[
= \lim_{h \to 0} \sum_{n=0}^{N-1} \int_{t_n}^{t_{n+1}} \int_{\mathbb{R}^d} (\tilde{\rho}_h^{n+1}(x) - \rho_h^{n+1}(x)) \varphi(t, x) dx dt
\]

\[
= \lim_{h \to 0} \sum_{n=0}^{N-1} \int_{t_n}^{t_{n+1}} \int_{\mathbb{R}^d} (\varphi(t, x) - \varphi(t, y)) \gamma_t^{n+1}(dx, dy) dt,
\]
Lemma 3.14. For any $\tilde{\gamma}^{n+1}$ is the optimal coupling between $\rho^{n+1}$ and $\tilde{\rho}^{n+1}$ in $W_2$. By Taylor’s theorem, Jensen inequality and then Cauchy Schwartz, we have

$$
\int_0^T \int_{\mathbb{R}^d} (\rho(t,x) - \rho(t,x) ) \varphi(t,x) dx dt \leq \lim_{h \to 0} h \sup_{y} \| \nabla \varphi \| \sum_{n=0}^{N-1} \int_{\mathbb{R}^d} \rho^{n+1}(x) \varphi(t,x) dx dt \leq \lim_{h \to 0} h \sup_{y} \| \nabla \varphi \| \sum_{n=0}^{N-1} W_2(\hat{\rho}^{n+1}, \hat{\rho}^{n+1}) \leq \lim_{h \to 0} \sqrt{N} \sup_{y} \| \nabla \varphi \| \sum_{n=0}^{N-1} W_2(\hat{\rho}^{n+1}, \hat{\rho}^{n+1}) \leq \lim_{h \to 0} C h \sqrt{T} \sup_{y} \| \nabla \varphi \| = 0,
$$

where in the last line we used Lemma 3.11. We are then able to conclude that $\hat{\rho}$ and $\rho$ are equal a.e.

We can also ascertain the $L^1$ convergence \cite{2.24}, i.e. fix $t \in [0, T]$, we show that we have weak $L^1(\mathbb{R}^d)$ convergence of $\rho_h(t, \cdot), \rho_n(t, \cdot)$, and $\rho_h^n(t, \cdot)$ to $\rho(t, \cdot)$ (the same limit as found in the previous Lemma 3.13), that is convergence against $L^\infty(\mathbb{R}^d)$ functions not just those in $C_0(\mathbb{R}^d)$. Indeed, since $\varphi \to \max\{x \log x, 0\}$ is a superlinear function, the uniform bounds on the positive entropy (Lemma 3.10) implies the families $\{\rho_n(t, \cdot)\}_n, \{\tilde{\rho}_n(t, \cdot)\}_n, \{\rho_n(t, \cdot)\}_n$ are equi-integrable, and hence, by the weak convergence of the previous lemma, \cite[Box 8.2 (p301)]{San15} implies the weak $L^1(\mathbb{R}^d)$ convergence. Recall this implies weak $L^1([0, T] \times \mathbb{R}^d)$ convergence.

The following lemma is a key step in our analysis linking the conservative and the dissipative phases together.

Lemma 3.14. For any $\varphi \in C_c^\infty([0, T] \times \mathbb{R}^d)$ we have that

$$
\sum_{n=0}^{N-1} \int_{\mathbb{R}^d} \left( \rho^{n+1}_h(x) - \rho^{n+1}_h(x) \right) \varphi(t_{n+1}, x) dx = \int_0^T \int_{\mathbb{R}^d} \rho^1_h(t,x) \left( \varphi(t,x) + b[\rho_h(t-h)](x) \cdot \nabla \varphi(t,x) \right) dx dt + \int_{\mathbb{R}^d} \rho^0(x) \varphi(0,x) dx.
$$

(3.22)

Proof. Let $n \in \{0, \ldots, N-1\}$. First notice that for $t \in [t_n, t_{n+1}]$ by (2.9) and the chain rule, we have

$$
\partial_t \left( \varphi(t, X_h^n(t-t_n, x)) \right) = \left( \partial_t \varphi + b[\rho^n_h(x) \cdot \nabla \varphi] \right)(t, X^n_h(t-t_n, x)).
$$

(3.23)

Now consider

$$
\sum_{n=0}^{N-1} \int_{\mathbb{R}^d} \left( \rho^{n+1}_h(x) - \rho^{n+1}_h(x) \right) \varphi(t_{n+1}, x) dx = \int_{\mathbb{R}^d} \rho^0(x) \varphi(0,x) dx
$$

(3.24)

$$
= \sum_{n=0}^{N-1} \int_{\mathbb{R}^d} \rho^n_h(x) \left( \varphi(t_{n+1}, X_h^n(h, x)) - \varphi(t_{n}, x) \right) dx
$$

$$
= \sum_{n=0}^{N-1} \int_{t_n}^{t_{n+1}} \int_{\mathbb{R}^d} \rho^n_h(x) \partial_t \left( \varphi(t, X^n_h(t-t_n, x)) \right) dx dt
$$

(3.25)

$$
= \int_{t_n}^{t_{n+1}} \int_{\mathbb{R}^d} \left( \partial_t \varphi + b[\rho^n_h(t-h, \cdot) \cdot \nabla \varphi] \right)(t, X^n_h(t-t_n, x)) dx dt,
$$

(3.26)

where in 3.24 follows since $\varphi$ has compact support, in 3.25 we have applied 3.24, and in 3.26 we have used the definitions of the interpolations $\rho_n, \rho^n_h$.}

Now following the classical procedure we can interpolate across the discrete Euler-Lagrange equations 3.9.
We now address the remaining terms of (3.27): the free energy and the divergence free part. We start with the free energy $\phi_A$ the limit $h \to 0$ and apply Lemma 3.3 we can bound the remainder term $\kappa_n$, namely,

$$|\kappa_n(t)| \leq C \sup_{t \in [0,T]} \|\nabla^2 \varphi\| \int_{\mathbb{R}^d} |x-y|^2 \varphi_n^{n+1}(x,y) \leq C \sup_{t \in [0,T], x \in \mathbb{R}^d} \|\nabla^2 \varphi\| \int_{\mathbb{R}^d} c_0(x,y) \varphi_n^{n+1}(x,y).$$

Using (3.28) in combination with the Euler-Lagrange equation (3.9) yields the identity

$$\int_{\mathbb{R}^d} \left( \rho_n^{n+1}(x) - \tilde{\rho}_n^{n+1}(x) \right) \varphi(t_{n+1}, x) dx = \kappa_n(t_{n+1}) - h \delta F(\rho_n^{n+1}, A_n \nabla \varphi(t_{n+1}, \cdot)).$$

Summing the previous expression over $n = 0, \ldots, N - 1$ gives

$$\sum_{n=0}^{N-1} \int_{\mathbb{R}^d} \left( \rho_n^{n+1}(x) - \tilde{\rho}_n^{n+1}(x) \right) \varphi(t_{n+1}, x) dx = O(h) - h \sum_{n=0}^{N-1} \delta F(\rho_n^{n+1}, A_n \nabla \varphi(t_{n+1}, \cdot)), \quad (3.30)$$

where we have combined (3.29) with Lemma 3.11 to conclude $|\kappa_n(t_{n+1})| \leq Ch$. Finally, using (3.22) on the left hand side of (3.30), multiplying through by $-1$, delivers the sought result.

We are now ready to prove the main theorem, Theorem 2.4.

Proof of Theorem 2.4 Recall the convergence result of Lemma 3.13 To prove Theorem 2.4 we need only to argue that the limit $h \to 0$, $N \to \infty$ in (3.27) can be taken. Clearly the error term $O(h)$ in (3.27) goes to zero (as $h \to 0$), and for any $\varphi \in C^\infty_0([0,T] \times \mathbb{R}^d)$ we have

$$\lim_{h \to 0} \int_{[0,T]} \int_{\mathbb{R}^d} \rho_h(t,x) \partial_t \varphi(t,x) dxdt = \int_{[0,T]} \int_{\mathbb{R}^d} \rho(t,x) \partial_t \varphi(t,x) dxdt.$$ 

We now address the remaining terms of (3.27): the free energy and the divergence free part. We start with the free energy term $\delta F$. Note that we can write

$$h \sum_{n=0}^{N-1} \delta F(\rho_n^{n+1}, A_n \nabla \varphi(t_{n+1}, \cdot))$$

$$= \sum_{n=0}^{N-1} \int_{t_n}^{t_{n+1}} \left( \int_{\mathbb{R}^d} \rho_n^{n+1}(x) A_n \nabla \varphi(t_{n+1}, x) \cdot \nabla f(x) dx - \int_{\mathbb{R}^d} \rho_n^{n+1}(x) \text{div}(A_n \nabla \varphi(t_{n+1}, x)) dx \right) dt$$

$$= \sum_{n=0}^{N-1} \int_{t_n}^{t_{n+1}} \left( \int_{\mathbb{R}^d} \rho_n(t,x) A_n \nabla \varphi(t_{n+1}, x) \cdot \nabla f(x) dx - \int_{\mathbb{R}^d} \rho_n(t,x) \text{div}(A_n \nabla \varphi(t_{n+1}, x)) dx \right) dt. \quad (3.31)$$

Consider the first term on the right hand side of (3.31) (the second term can be dealt with in a similar manner). Adding and subtracting $A_n \nabla \varphi(t, x)$ and $A_n \nabla \varphi(t, x)$, we get

$$\sum_{n=0}^{N-1} \int_{t_n}^{t_{n+1}} \int_{\mathbb{R}^d} \rho_n^{n+1}(x) A_n \nabla \varphi(t_{n+1}, x) \cdot \nabla f(x) dx dt$$

$$= \sum_{n=0}^{N-1} \int_{t_n}^{t_{n+1}} \int_{\mathbb{R}^d} \rho_n(t,x) \left( (A_n - A) \nabla \varphi \cdot \nabla f \right)(t, x)$$

$$+ \rho_n(t) \left( A_n (\nabla \varphi(t_{n+1}) - \nabla \varphi(t)) \cdot \nabla f \right)(x) dx dt. \quad (3.32)$$
Then, as $h \to 0$, the first term tends to $\int_0^T \int_{\mathbb{R}^d} \rho(A \nabla \varphi \cdot \nabla f)(t, x) \, dx \, dt$ by the weak $L^1([0,T] \times \mathbb{R}^d)$ convergence, the second term tends to zero by Cauchy Schwartz and the fact that $\lim_{h \to 0} ||A_h - A|| = 0$ and again the weak $L^1([0,T] \times \mathbb{R}^d)$ convergence. The third term in (3.33) also tends to zero, since

$$\lim_{h \to 0} \sum_{n=0}^{N-1} \int_{t_n}^{t_{n+1}} \int_{\mathbb{R}^d} \rho_h(t) \left( A_h(\nabla \varphi(t_{n+1}) \nabla \varphi(t)) \cdot \nabla f)(x) \right) \, dx \, dt \leq \lim_{h \to 0} C ||A_h|| \sup_{x \in \mathbb{R}^d} ||\nabla f(x)|| \sup_{[n_h, r_h] \subset [0,T], |n_h - r_h| \leq h} \sup_{s \in [n_h, r_h], x \in \mathbb{R}^d} ||\nabla \varphi(r_h, x) - \nabla \varphi(s, x)|| \int_0^T \int_{\mathbb{R}^d} \rho_h(t, x) \, dx \, dt = 0,$$

where we have used that $||A_h||$, $\sup ||\nabla f|| \leq C$, that $\rho_h$ is a probability density, and that $\nabla \varphi$ is uniformly continuous.

Lastly, we address the divergence free term in (3.27). Adding and subtracting $\rho_h \beta \beta \cdot \nabla \varphi$ gives

$$\int_0^T \int_{\mathbb{R}^d} \rho_h(t, x)b(\rho_h(t - h, \cdot))(x) \cdot \nabla \varphi(t, x) \, dx \, dt = \int_0^T \int_{\mathbb{R}^d} \rho_h(t, x)b(\rho_h(t - h, \cdot))(x) \cdot \nabla \varphi(t, x) \, dx \, dt + \int_0^T \int_{\mathbb{R}^d} \rho_h(t, x)b(\rho_h(t, \cdot))(x) \cdot \nabla \varphi(t, x) \, dx \, dt. \quad (3.33)$$

The first term in (3.33) converges to zero as $h \to 0$ since

$$\left| \int_0^T \int_{\mathbb{R}^d} \rho_h(t, x)b(\rho_h(t - h, \cdot))(x) \cdot \nabla \varphi(t, x) \, dx \, dt \right| \leq C \int_0^T \left( \int_{\mathbb{R}^d} \rho_h(t, x)b(\rho_h(t - h, \cdot))(x) \cdot \nabla \varphi(t, x) \, dx \right) ^{\frac{1}{2}} \, dt \quad (3.34)$$

$$\leq C \int_0^T \int_{\mathbb{R}^d} W_2(\rho_h(t - h, \cdot), \rho_h(t, \cdot)) \, dt \quad (3.35)$$

$$= C \sum_{n=0}^{N-1} \int_{t_n}^{t_{n+1}} \int_{\mathbb{R}^d} W_2(\rho_n, \rho_h(t, \cdot)) \, dt \quad (3.36)$$

where in (3.34) we have used the Cauchy Schwartz and Jensen’s inequality, in (3.35) we have used Assumption (2.22), and in (3.36) we have used (3.2) and the bounded moments result of Lemma 3.10. The second term on the right hand side of (3.33) has already the desired convergence, indeed consider

$$\left| \int_0^T \int_{\mathbb{R}^d} \rho_h(t, x)b(\rho_h(t, \cdot))(x) \cdot \nabla \varphi(t, x) \, dx \, dt \right| \leq C \int_0^T \left( \int_{\mathbb{R}^d} \rho_h(t, x)b(\rho_h(t, \cdot))(x) \cdot \nabla \varphi(t, x) \, dx \right) ^{\frac{1}{2}} \, dt \quad (3.37)$$

$$\leq C \left( \sup_{t \in [0, T]} W_2(\rho(t, \cdot), \rho(t, \cdot)) \right) + \left| \int_0^T \int_{\mathbb{R}^d} (\rho(t, x) - \rho_h(t, x))b(\rho(t, \cdot))(x) \cdot \nabla \varphi(t, x) \, dx \, dt \right| \quad (3.38)$$

where in (3.37) we have added and subtracted $\rho_h \beta \beta$, used Cauchy Schwartz and Jensen’s inequality, and that $\beta \beta \rho \in L^\infty((0, T) \times \mathbb{R}^d)$. The two terms in (3.38) go zero from the convergence of $\rho_h$ in Lemma 3.13 and that $b(\rho(t, \cdot)) \cdot \nabla \varphi \in L^\infty((0, T) \times \mathbb{R}^d)$.

Having the above estimates, by passing to the limit $h \to 0$ in (3.27) we obtain precisely the weak formulation (2.3) of the evolutionary equation (1.6). This completes the proof of Theorem 2.4. \qed

## 4 Entropy Regularised Scheme

From a computational point of view, implementing a JKO-type scheme (1.3) directly is expensive since at each iteration it requires the resolution of an optimal transportation problem. The entropic regularisation technique developed in Cuturi (2013) overcomes this difficulty by transforming the transport problem into a strictly convex problem that can be solved more efficiently with matrix scaling algorithms such as the Sinkhorn’s algorithm (KS67). In recent years, this regularisation technique has found applications in a variety of domains such as machine learning, image processing,
In this section, we provide an entropy regularised version of the scheme introduced in Section 1. The regularised scheme, presented below, differs only in that we have penalised the weighted Wasserstein distance by an entropy term. The following assumption introduces a theoretical constraint on the scaling of the time step and strength of entropic regularisation. It ensures that the error made by the regularisation goes to zero sufficiently fast.

**Assumption 4.1** (The regularisation’s scaling parameters). Take three sequences \( \{N_k\}_{k \in \mathbb{N}} \subset \mathbb{N} \), \( \{\varepsilon_k\}_{k \in \mathbb{N}} \subset \mathbb{R}_+ \), and \( \{h_k\}_{k \in \mathbb{N}} \subset \mathbb{R}_+ \), which, for any \( k \in \mathbb{N} \), abide by the following scaling

\[
h_k N_k = T, \quad \text{and} \quad 0 < \varepsilon_k \leq \varepsilon_k |\log \varepsilon_k| \leq C h_k^2,
\]

and are such that \( h_k, \varepsilon_k \to 0 \) and \( N_k \to \infty \) as \( k \to \infty \).

An **entropic regularisation of the operator-splitting scheme**: Let the sequences \( \{h_k\}_{k \in \mathbb{N}}, \{\varepsilon_k\}_{k \in \mathbb{N}}, \{N_k\}_{k \in \mathbb{N}} \), satisfy Assumption 4.1. Throughout the section, for the sake of notational clarity, we have mostly suppressed the dependence of \( \varepsilon, h \) and \( N \) on \( k \). Let \( F(\rho_0) < \infty \), and set \( \rho^0 = \tilde{\rho}^0 = \tilde{\rho}^0 \). Let \( n \in \{0, \ldots, N_k - 1\} \). Given \( \rho^n_k \), we find \( \rho^{n+1}_k \) as follows, first introduce the push-forward of \( \rho^n_k \) by the Hamiltonian flow as

\[
\rho^{n+1}_k = X^n_k(\cdot, \cdot) \rho^n_k,
\]

where \( X^n_k \) solves

\[
\begin{align*}
\partial_t X^n_k &= b(\rho^n_k) \circ X^n_k, \\
X^n_k(0, \cdot) &= \text{id}.
\end{align*}
\]

Next define \( \rho^{n+1}_k \) as the minimiser of the regularised JKO type descent step

\[
\rho^{n+1}_k = \arg\min_{\rho \in P^2_\mathbb{R}^d} \left\{ \frac{1}{2h} W_{\varepsilon_k, \eta}(\rho^{n+1}_k, \rho) + F(\rho) \right\},
\]

where \( W_{\varepsilon_k, \eta} \) is the regularised weighted Wasserstein

\[
W_{\varepsilon_k, \eta}(\mu, \nu) := \inf_{\gamma \in \Pi(\mu, \nu)} \left\{ \int_{\mathbb{R}^d} c_k(x, y) d\gamma(x, y) + \varepsilon H(\gamma) \right\},
\]

for the same cost function defined in (2.12). Let \( \gamma^{n+1}_k \) be the optimal plan associated to \( W_{\varepsilon_k, \eta}(\tilde{\rho}^n_k; \rho^n_k) \), and define the interpolations \( \rho_k, \tilde{\rho}_k, \tilde{\rho}^i_k \) analogously to the un-regularised case but now with respect to the new sequences \( \{\rho^n_k\}_{n=0}^N \) and \( \{\tilde{\rho}_n^i\}_{n=0}^N \). The convergence of the above entropic regularised scheme is established in the next result.

**Theorem 4.2.** Assume that \( f, b \) and \( A \) satisfy Assumption 2.1, and let the sequences \( \{h_k\}_{k \in \mathbb{N}}, \{\varepsilon_k\}_{k \in \mathbb{N}}, \{N_k\}_{k \in \mathbb{N}} \) satisfy Assumption 4.1. Let \( \rho_0 \in P_2^2(\mathbb{R}^d) \) satisfy \( F(\rho_0) < \infty \). Let \( \{\rho_k\}_{n=0}^N \) and \( \{\tilde{\rho}_n^i\}_{n=0}^N \) to be the solution of the regularised scheme (4.2, 4.4), with interpolations \( \rho_k, \tilde{\rho}_k, \tilde{\rho}^i_k \) as defined above. Then

(i) \( \rho_k, \tilde{\rho}_k, \tilde{\rho}^i_k \xrightarrow{k \to \infty} \rho \) in \( L^1((0, T) \times \mathbb{R}^d) \).

(ii) Moreover, there exists a map \( [0, T] \ni t \mapsto \rho(t, \cdot) \) in \( P_2^2(\mathbb{R}^d) \) such that

\[
\sup_{t \in [0, T]} \max \left\{ W_2(\rho_k(t, \cdot), \tilde{\rho}_k(t, \cdot)), W_2(\tilde{\rho}_k(t, \cdot), \rho(t, \cdot)), W_2(\rho^i_k(t, \cdot), \rho(t, \cdot)) \right\} \xrightarrow{k \to \infty} 0,
\]

where the limits \( \rho \) appearing above are weak solutions of the evolution equation (1.6) in the sense of Definition 4.3.

The proof does not change much from that of Theorem 2.4 so we provide only a sketch, highlighting the parts that are different.
Proof of Theorem 4.2. Let \( n \in \{0, \ldots, N - 1\} \).

The well-posedness. The well-posedness of the regularised scheme relies on the well-posedness of the minimisation problem (4.5), the proof of which can be found in [ADJR21] Section 3.

A priori estimates. In the proof of Theorem 2.3 we compare the quantity \( \frac{1}{h}W_{c_h}(\rho_h^{n+1}, \rho_h^{n+1}) + F(\rho_h^{n+1}) \) against \( \frac{1}{h}W_{c_h}(\rho_h^{n+1}, \rho_h^{n+1}) + F(\rho_h^{n+1}) \). The term \( W_{c_h}(\rho_h^{n+1}, \rho_h^{n+1}) \) is zero, and hence we end up with a control of \( W_{c_h}(\rho_h^{n+1}, \rho_h^{n+1}) \) in terms of the free energy. However, since \( W_{c_h}(\rho_h^{n+1}, \rho_h^{n+1}) \neq 0 \), we need to select a new distribution to compare the performance of \( \rho_h^{n+1} \) against. We judiciously choose a distribution \( \rho_e \) (with optimal plan \( \gamma_e \)) so as to make the cost of transporting mass zero, i.e. \( \varepsilon \to 0 \) we aim to have \( (c_h, \gamma_h) \to 0 \). We construct such a candidate distribution \( \rho_e \) in the following way, let \( G \in C_c^\infty(\mathbb{R}^d) \) be a probability density, such that \( M(G) = 1 \) and \( H(G) < \infty \). Define \( G_e(\cdot) := \varepsilon^{-2d}G(\mathbb{R}^d/\varepsilon) \), and

\[
\gamma_e(x, y) := \tilde{\rho}_h^{n+1}(x)G_e(y - x),
\]

as the joint distribution with first marginal \( \tilde{\rho}_h^{n+1} \), and second marginal \( \rho_e(y) := \int \gamma_e(x,y)dx \). One can then calculate expresure \( H(\gamma_e), F(\gamma_e), (c_h, \gamma_e) \) in terms of \( \tilde{\rho}_h^{n+1} \) (see [ADJR21] Lemma 4.3). Comparing the performance of \( \rho_h^{n+1} \) against \( \rho_e \) in (4.4) we get, making use of the scaling (4.1) and that \( H(\tilde{\gamma}_h^{n+1, c}) \geq H(\rho_h^{n+1}) + H(\rho_h^{n+1}) \), the following inequality

\[
(c_h, \tilde{\gamma}_h^{n+1, c}) \leq Ch^2 \left( M(\tilde{\rho}_h^{n+1}) + 1 \right) - \varepsilon H(\rho_h^{n+1}) + 2h \left( F(\tilde{\rho}_h^{n+1}) - F(\rho_h^{n+1}) \right).
\]

(4.8)

We are able to obtain bounded 2nd moments, energy, and entropy estimates in an almost identical fashion as to Lemma 3.9 specifically in (3.13) we use \( (c_h, \tilde{\gamma}_h^{n+1, c}) \) in place of \( W_{c_h}(\rho_h^{n+1}, \rho_h^{n+1}) \), and apply (4.3). Moreover, summing (4.3) and using such estimates yields the bound

\[
\sum_{n=0}^{N-1} (c_h, \tilde{\gamma}_h^{n+1, c}) \leq Ch.
\]

(4.9)

It is easy to conclude that we also have

\[
\sum_{n=0}^{N-1} W_2^2(\rho_h^{n+1}, \rho_h^{n+1}) \leq Ch \quad \text{and} \quad \sum_{n=0}^{N-1} W_2^2(\rho_h, \rho_h^{n+1}) \leq Ch.
\]

(4.10)

The Discrete Euler-Lagrange Equation and concluding the convergence. Since \( \rho_h^{n+1} \) solves the minimisation problem (4.4), the associated discrete Euler-Lagrange equation reads, for any \( \varphi \in C_c^\infty(\mathbb{R}^d)_h \),

\[
0 = \frac{1}{h} \int_{\mathbb{R}^d} \left( x - y \right) \cdot \nabla \varphi \left( y \right) d\tilde{\gamma}_h^{n+1, c}(x, y) + \delta F(\rho_h^{n+1}, A_h \nabla \varphi) - \frac{\varepsilon}{2h} \int_{\mathbb{R}^d} \rho_h^{n+1}(y) \text{div}(A_h \nabla \varphi(y)) dy.
\]

(4.11)

Therefore, the analogous result to Lemma 3.15 is

\[
\int_0^T \int_{\mathbb{R}^d} \rho_h^{n+1}(t, x) (\partial_t \varphi (t, x) + b(\rho(t, \cdot))(x) \cdot \nabla \varphi (t, x)) dx dt = - \int_{\mathbb{R}^d} \rho_h^0(0) \varphi (0, x) dx + \sum_{n=0}^{N-1} \left( \varepsilon \delta F(\rho_h^{n+1}, A_h \nabla \varphi(t_n, \cdot)) + \frac{\varepsilon}{2h} \int_{\mathbb{R}^d} \rho_h^{n+1}(y) \text{div}(A_h \nabla \varphi(t_n, y)) dy \right) + O(h).
\]

(4.12)

The convergence claimed in (4.6) and (4.7) follows by a priori estimates identical to those of Lemma 3.13. Hence to complete the proof of Theorem 4.2 we need only to deal with the term appearing from the regularisation

\[
\sum_{n=0}^{N-1} \frac{\varepsilon}{2h} \int_{\mathbb{R}^d} \rho_h^{n+1}(y) \text{div}(A_h \nabla \varphi(t_n, y)) dy,
\]

and show it goes to zero as \( \varepsilon, h \to 0 \). This is clear by a similar argument to that in the end of the proof of Section 3.4 using the convergence (4.10) of \( \rho_h \) and the scaling (4.1) which implies that \( \frac{1}{h} \to 0 \).

5 Examples

In this section, we present four concrete examples of evolutionary equations that can all be written in the general form (1.6): the Vlasov-Fokker-Planck equation, a degenerate non-linear diffusion equation of Kolmogorov-type, the linear Wigner FPE, the regularised Vlasov-Poisson FPE, and a generalised Vlasov-Langevin equation.
Lemma 5.1. and differentiable. Under this assumption, (2.21) and (2.22) are straightforward for the local part. Now we show that where the infimum is taken over all couples of random variable \( s \), \( X \) and \( Y \).

\[
\int_\mathbb{R}^d \| K \ast \rho(z) - K \ast \mu(z) \|^2 \, d\rho(z) \leq CW_2^2(\rho, \mu),
\]

(5.1)

\[
\| K \ast \mu(z) \| \leq C(1 + ||z||),
\]

(5.2)

\[
K \ast \mu \in \mathcal{W}_{loc}^{1,1}(\mathbb{R}^d),
\]

(5.3)

Proof. We first prove (5.1). We will use the following equivalent formulation of the Wasserstein distance [Vil21]

\[
W_2^2(\rho, \mu) = \inf \left[ \mathbb{E}(\|X - Y\|^2) \right],
\]

(5.4)

where the infimum is taken over all couples of random variables \( X \) and \( Y \) with \( Y \sim \rho \) and \( X \sim \mu \).

Now let \( \rho, \mu \in \mathcal{P}_2(\mathbb{R}^d) \) and take random variables \( X \) and \( Y \) with \( Y \sim \rho \) and \( X \sim \mu \). We have

\[
\int_\mathbb{R}^d \| K \ast \rho(z) - K \ast \mu(z) \|^2 \, d\rho(z) = \int_\mathbb{R}^d \| K(z - z') (d\rho(z') - d\mu(z')) \|^2 \, d\rho(z)
\]

\[
= \int_\mathbb{R}^d \| \mathbb{E}(K(z - Y) - K(z - X)) \|^2 \, d\rho(z)
\]

\[
\leq C \int_\mathbb{R}^d \mathbb{E}(\|Y - X\|^2) \, d\rho(z) = C\mathbb{E}(\|Y - X\|^2).
\]

Taking infimum over all \( X \) and \( Y \) and using (5.4) yields (5.1). Verifying (5.2) is straightforward by the uniform bound on \( K \). Finally, we check (5.3). Let \( \Omega \) be an arbitrary compact set in \( \mathbb{R}^d \). Firstly it is clear that \( K \ast \mu(z) \in \mathcal{L}_{loc}^1(\mathbb{R}^d) \) since \( K \) is uniformly bounded. Let \( i, j \in 1, \ldots, d \). It remains to show \( \partial_{zi}K_i \ast \mu(z) \in \mathcal{L}_{loc}^1(\mathbb{R}^d) \). In fact, since \( \|\nabla K_i\| \leq C \), we have

\[
\int_\Omega \| \partial_{zi}K_i(z - z')d\mu(z') \| dz \leq \int_\Omega \| \nabla K_i(z - z')d\mu(z') \| dz \leq C|\Omega|.
\]

This completes the proof of this lemma. 

We now discuss the proof of this lemma.

5.1 Linear Wigner FPE

The Wigner Fokker-Planck equation is the quantum mechanical analogue to the classical VFPE discussed in Section 5.2. It has been used in the modelling of semiconductor devices, see [MRS90] and references therein. In particular, the linearized Wigner Fokker-Planck equation is

\[
\partial_t \rho = -v \cdot \nabla_x \rho + \beta \text{div}_v(v\rho) + \sigma \Delta_x \rho + \alpha \Delta_v \rho + 2\lambda \text{div}_v(\nabla_v \rho),
\]

(5.5)

where the variables \( x, v \in \mathbb{R}^d \), and the constant \( \beta > 0 \) is the friction parameter, and \( \sigma, \alpha, \lambda > 0 \) form the diffusion matrix of the system. The above equation is an instance of (1.5) with

\[
b(x, v) = \left( \begin{array}{c} \frac{\beta \lambda}{\sigma} + 1 \vspace{1em} \end{array} \right) v, \quad A = \left( \begin{array}{cc} \alpha & \lambda \vspace{1em} \\ \lambda & \sigma \end{array} \right), \quad f(x, v) = f(v) = \frac{\beta}{2\sigma} \| v \|^2,
\]
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Note that each entry of \( A \) stands for a \( d \times d \) identity matrix times that entry. Note that the above equation is local and non-degenerate. In the operator-splitting scheme, one needs not to perturb the diffusion matrix \( A \) (see discussion at the end of the introduction of the scheme in Section 2.2).

It should be mentioned that the full Wigner Fokker-Planck equation includes a pseudo-differential operator acting on a non-local term coupled to the Poisson equation. At the moment, it is not clear to us whether we can extend our results to the full equation.

### 5.2 Vlasov-Fokker-Planck Equation (VFPE)

The Vlasov-Fokker-Planck equation, which describes the probability of finding a particle at time \( t \) with position \( x \in \mathbb{R}^d \) and velocity \( v \in \mathbb{R}^d \) moving under the influence of an external potential \( \nabla g \), an interaction force \( K \), a frictional force \( \nabla f \) and a stochastic noise, is given by

\[
\partial_t \rho = -v \cdot \nabla_x \rho + \nabla_g \cdot \nabla_v \rho + \text{div}_v (\rho K * \rho) + \text{div}_v (\rho \nabla f) + \Delta_v \rho.
\]

It is the forward Kolmogorov equation of the following stochastic differential equation

\[
\begin{align*}
\frac{dX_t}{dt} &= V_t dt \\
\frac{dV_t}{dt} &= -(K * \rho_t(X_t) + \nabla g(X_t)) dt - \nabla f(V_t) dt + \sqrt{2}dW_t \\
\rho_t &= \text{Law}(X_t, V_t).
\end{align*}
\]

The VFPE is a special case of (1.6) with

\[
b(\rho)(x, v) = \begin{pmatrix} 0 & v \\ -\nabla g(x) - K * \rho(x) \end{pmatrix}, \quad A = \begin{pmatrix} 0 & 0 \\ 0 & I \end{pmatrix}, \quad f(x, v) = f(v), \quad (x, v) \in \mathbb{R}^{2d}.
\]

When there is no interaction (i.e., \( K = 0 \)) the VFPE reduces to the Kramers equation. As mentioned in the introduction, various variational schemes have been developed for the Kramers equation [DPZ14, Hua00, CG04, MS20a], see [ADD21] for extensions of these work to non-linear models. This paper not only provides a novel scheme but also incorporates the interaction force.

### 5.3 Regularized Vlasov-Poisson-Fokker-Planck equation

The Vlasov-Poisson-Fokker-Planck equation is given by

\[
\partial_t \rho = -v \cdot \nabla_x \rho + \nabla \left( g(x) + \phi(\rho(x)) \right) \cdot \nabla_v \rho - \beta \text{div}_v (\rho v) + \sigma \Delta_v \rho.
\]

for positive constants \( \sigma, \beta \) and variables \( x, v \in \mathbb{R}^d \), where \( \phi \) solves the Poisson equation

\[
\Delta \phi(x) = -\int_{\mathbb{R}^d} \rho(x, v) dv,
\]

the solution of which is

\[
\phi(x) = \int_{\mathbb{R}^{2d}} \Gamma(x - y) \rho(y, v) dy dv,
\]

for \( \Gamma \) defined as

\[
\Gamma(r) := \begin{cases} \frac{\omega_d}{|r|^2} & \text{for } d > 2, \\ \frac{\omega_2 |r|}{\log |r|} & \text{for } d = 2, \end{cases}
\]

where \( \omega_d \) is the surface area of the unit ball in \( \mathbb{R}^d \). This equation is of great importance in plasma physics, as it models a cloud of charged particles influencing each other through a Coulomb interaction, whilst subject to deterministic and random forcing, and friction. Since \( \Gamma \) is singular our methods can not be directly applied where it is easy to check that (2.21) fails to hold. However, if we consider \( \phi^* \) defined analogously to (5.8) but with \( \Gamma \) replaced by

\[
\Gamma^*(r) := \begin{cases} \frac{\omega_d}{|r|^{2+\epsilon}} & \text{for } d > 2, \\ \frac{\omega_2}{\log (|r|^2 + \epsilon)} & \text{for } d = 2, \end{cases}
\]

then we arrive at the regularised Vlasov-Poisson Fokker-Planck equation

\[
\partial_t \rho^* = -v \cdot \nabla_x \rho^* + \nabla \left( g(x) + \phi^*(\rho^*(x)) \right) \cdot \nabla_v \rho^* - \beta \text{div}_v (\rho^* v) + \sigma \Delta_v \rho^*.
\]
Here we have regularised the Kernel appearing in the convolution (this is different from the regularisation discussed in Section 4). For any $\epsilon > 0$, $\Gamma^\epsilon$ is no longer singular, and $||\nabla \Gamma^\epsilon||$ is uniformly bounded. Moreover, $\nabla \Gamma^\epsilon$ is Lipschitz, indeed, the Hessian is uniformly bounded which can be seen from the following explicit computations, for $d \geq 2$ we have

$$\partial_{x_i} \partial_{x_j} \Gamma^\epsilon(x) = C_d \begin{cases} \frac{1}{(||x||^2 + \epsilon)} - \frac{dx_i^2}{d x_i x_j} \frac{dx_j^2}{d x_i x_j} \frac{d^2 x_i x_j}{(||x||^2 + \epsilon)} & \text{if } i = j, \\
\frac{d x_i x_j}{d x_i x_j} & \text{if } i \neq j, \end{cases}$$

for some constant $C_d$ depending only on the dimension. Hence by Lemma 5.1 assumptions (2.21) and (2.22) are satisfied.

The solutions $\rho'$ to (5.9) have been shown to converge (as $\epsilon \to 0$) to the solution of the original system (5.7), see [CS95]. One-step variational schemes (in the space of probability measures) have already been proposed for (5.9), see [HJ00]. However, the cost function used in [HJ00] is not a metric, the free energy depends on the time step and contains a mix of conservative and dissipative terms. Our approach in the present paper naturally splits the conservative and dissipative dynamics.

### 5.4 A generalised Vlasov-Langevin equation

Next we consider the following generalised Vlasov-Langevin equation [OP11, Duo15]

$$\partial_t \rho = -p \cdot \nabla_q \rho + (A(q) + K \ast \rho(q) - \sum_{j=1}^m \Lambda^j z^j) \cdot \nabla_p \rho + \sum_{j=1}^m \text{div}_x [(\Lambda^j p + \alpha^j z^j) \rho] + \Delta_x \rho. \tag{5.10}$$

Note that in the above equation, the coordinates are $(q, p, z) \in \mathbb{R}^{2d+md}$, with $q, p \in \mathbb{R}^d$ and $z \in \mathbb{R}^{md}$ for some $m \in \mathbb{N}$. Equation (5.10) is the forward Kolmogorov equation of the SDE system

$$\begin{cases}
dQ_i &= P_i \, dt, \\
p_i &= -A(Q_i) \, dt - K \ast \rho_i(Q_i) \, dt + \sum_{j=1}^m \Lambda^j Z_i^j \, dt, \\
Z_i^j &= -\Lambda^j P_i \, dt - \alpha^j Z_i^j \, dt + \sqrt{2} \, dW^j_i, \quad j = 1, \ldots, m, \\
\rho_i &= \text{Law}(Q_i, P_i, Z_i^1, \ldots, Z_i^m),
\end{cases} \tag{5.11}$$

where $W^j_i$ are independent $d$-dimensional Brownian motions, $A : \mathbb{R}^d \to \mathbb{R}^d$ is an external potential, $K : \mathbb{R}^d \to \mathbb{R}^d$ an interaction kernel, $\Lambda^j, \alpha^j \in \mathbb{R}^{d \times d}$ constant diagonal matrices $\forall j \in \{1, \ldots, m\}$. When $A$ is the gradient of a potential and no Kernel is present, $K = 0$, then (5.11) can be viewed as the coupling of a deterministic Hamiltonian system $(Q_i, P_i)$ to a heat bath $Z_i$, the literature on this subject is vast. In this setup, for large $m$ the Markovian system (5.11) approximates the Generalised Langevin equation (GLE). The GLE serves as a standard model in non-Markovian non-equilibrium statistical mechanics, where the Hamiltonian system is in contact with one or more heat baths. The heat baths are modeled by the linear wave equation and are initialised according to Gibbs distribution, see [Kup04, OP11, RB06] and references therein. When $K \neq 0$, the mean field term $K \ast \rho$ models the particle interactions in the underlying deterministic system (via the positions $Q_i$). In this case, (5.11) is the McKean-Vlasov limit of a system of weakly interacting particles [Duo15].

Again the generalised Vlasov-Langevin equation is another example of (1.6) where free vector field, diffusion matrix, and potential energy are given by

$$b[\rho](q, p, z) = \begin{pmatrix} -A(q) - K \ast \rho(q) + \sum_{j=1}^m \Lambda^j z^j \\ -\Lambda^j p \\ \vdots \\ -\Lambda^m p \end{pmatrix}, \quad A = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & I \end{pmatrix}, \quad f(q, p, z) = f(z) = \sum_{j=1}^m \frac{1}{2} ||\alpha^j z^j||^2,$$

where $I$ is the $md \times md$ identity matrix.

### 5.5 A degenerate diffusion equation of Kolmogorov-type

The final example that we consider is the following non-linear degenerate equation of Kolmogorov type

$$\partial_t \rho = -\sum_{i=2}^n x_i \cdot \nabla_{x_{i-1}} \rho + \text{div}_{x_n} (\nabla f(x_n) \rho) + \Delta_{x_n} \rho. \tag{5.12}$$
In the above equation, the coordinates are $x = (x_1, x_2, \ldots, x_{n-1}, x_n)^T$, where $x_i \in \mathbb{R}^d$ for each $i \in \{1, \ldots, n\}$. Equation (5.12) is the forward Kolmogorov equation of the associated stochastic differential equations

$$
\begin{align*}
\frac{dX_1}{dt} &= X_2 dt \\
\frac{dX_2}{dt} &= X_3 dt \\
& \vdots \\
\frac{dX_{n-1}}{dt} &= X_n dt \\
\frac{dX_n}{dt} &= -\nabla f(X_n) dt + \sqrt{2} dW_t,
\end{align*}
$$

(5.13)

where $W_t$ is a $d$-dimensional Wiener process. System (5.13) describes the motion of $n$ coupled oscillators connected to their nearest neighbours with the last oscillator additionally forced by a random noise which propagates through the system. The simplest cases of $n = 1, n = 2$ correspond to the heat equation and Kramers’ equation (with no background potential) respectively. When $n > 2$ this type of equations arise as models of simplified finite Markovian approximations of generalised Langevin dynamics [OPT1], or harmonic oscillator chains [BLO9, DM10]. Recent works [DT17, ADdR21] have constructed a one-step scheme for (5.12), however, the cost function used there (the mean squared derivative cost function [DT18]) (11), although explicit, does not take a simple form.

Equation (5.12) is yet another special case of (1.6) with the following divergence free vector field, diffusion matrix, and potential energy

$$
b(x) = (x_2, x_3, \ldots, x_n, 0)^T, \quad A = \begin{pmatrix} 0 & 0 \\ 0 & I \end{pmatrix}, \quad f(x) = f(x_n),
$$

(5.14)

where, in the matrix $A$, $I$ is the $d \times d$-dimensional identity matrix, and remaining elements are all 0.

A Appendix

In this section, we provide detailed computations and proof for some technical results used in previous sections for the completeness.

Lemma A.1. For any $h > 0$, and any $\mu$ and $\nu$ in $\mathcal{P}_2(\mathbb{R}^d)$, it is true that

$$
M(\nu) \leq 2(W^2_2(\mu, \nu) + M(\mu))
$$

(A.1)

and

$$
M(\nu) \leq C(W_{ch}(\mu, \nu) + M(\mu)).
$$

(A.2)

Proof. The result (A.1) for $W_2$ is obvious. For (A.2) just use (A.1) in conjunction with (3.4). $\square$

Lemma A.2. [JKO98 Proposition 4.1] There exists a $C > 0$ and $0 < \alpha < 1$ such that

$$
H(\mu) \geq -C(M(\mu) + 1)\alpha^\nu, \quad \forall \mu \in \mathcal{P}_2(\mathbb{R}^d) \quad \text{and} \quad H_-(\mu) \leq C(M(\mu) + 1)\alpha^\nu, \quad \forall \mu \in \mathcal{P}_2(\mathbb{R}^d).
$$

(A.3)

Moreover, $H$ is weakly lower semi-continuous under bounded moments, i.e., if $\{\mu_k\}_{k \in \mathbb{N}} \subset \mathcal{P}_2(\mathbb{R}^d)$, $\mu \in \mathcal{P}_2(\mathbb{R}^d)$ with $\mu_k \rightarrow \mu$, and there exists $C > 0$ such that $M(\mu_k), M(\mu) < C$ for all $k \in \mathbb{N}$, then

$$
H(\mu) \leq \liminf_{k \rightarrow \infty} H(\mu_k).
$$

(A.4)

Lemma A.3. Let $h > 0$. Given $\mu, \nu \in \mathcal{P}_2(\mathbb{R}^d)$ there exists $\gamma \in \Pi(\mu, \nu)$ such that

$$
W_{ch}(\mu, \nu) = (c_h, \gamma).
$$

Moreover, the map $\gamma \mapsto (c_h, \gamma)$ is weakly lower semi-continuous.

Proof. See [VI08 Theorem 4.1]. $\square$

Lemma A.4 (Lower Semi-Continuity of the functionals). Let $\{\nu_k\}_{k \in \mathbb{N}} \subset \mathcal{P}_2(\mathbb{R}^d), \mu, \nu \in \mathcal{P}_2(\mathbb{R}^d)$, with $\nu_k \rightarrow \nu$ as $k \rightarrow \infty$. Assume that for all $k \in \mathbb{N}$ the probability measures $\nu_k, \mu, \nu$ have uniformly bounded entropy and second moments. Then

$$
\mathcal{F}(\nu) \leq \liminf_{k \rightarrow \infty} \mathcal{F}(\nu_k) \quad \text{and} \quad W_{ch}(\mu, \nu) \leq \liminf_{k \rightarrow \infty} W_{ch}(\mu, \nu_k).
$$

(A.5)
Proof. Let \( \{w_k\} \), \( \mu, \nu \) be as assumed above, and \( \{\gamma_k\} \) be the associated optimal plans in \( W_{\text{opt}}(\mu, \nu) \). Note \( \{\gamma_k\} \subset \Pi(\mu, \{w_k\}) \) (see notations Section 2.1). Since \( \{w_k\} \) is weakly convergent then it is tight, and \cite[Lemma 4.4]{Vil08} implies that \( \Pi(\mu, \{w_k\}) \) is so too. Extracting (and relabelling) a subsequence \( \{\gamma_k\} \), we know that (as \( k \to \infty \)) \( \gamma_k \to \gamma \in \mathcal{P}(\mathbb{R}^d) \). In fact \( \gamma \in \Pi(\mu, \nu) \) since the weak convergence of \( \gamma_k \) implies the weak convergence of its marginals (and we know \( \nu_k \to \nu \)). Now, the lower semi-continuity described in Lemma \ref{lem:lower-semi-continuity} implies that

\[
\liminf_{k \to \infty} W_{\text{opt}}(\mu, w_k) = \liminf_{k \to \infty} \frac{1}{2h}(c_h, \gamma) \geq \frac{1}{2h}(c_h, \gamma) \geq W_{\text{opt}}(\mu, \nu).
\]

The proof for \( \mathcal{F} \) is identical to \cite[Lemma 3.8]{AdDr21}.

\[ \square \]

A.1 Well-Posedness

Proof of Proposition \ref{prop:well-posedness}

Let \( 0 < h < 1 \) and \( \mu, \nu \in \mathcal{P}_2^h(\mathbb{R}^d) \). Define \( J_{\text{opt}}(\mu, \nu) := \frac{1}{2h} W_{\text{opt}}(\mu, \nu) + \mathcal{F}(\nu) \), then we have

\[
J_{\text{opt}}(\mu, \nu) = \frac{1}{2h} W_{\text{opt}}(\mu, \nu) + M(\mu) + \mathcal{F}(\nu) - M(\mu) \geq W_{\text{opt}}(\mu, \nu) + M(\mu) + \mathcal{F}(\nu) - M(\mu) \\
\geq C_1 M(\nu) + H(\nu) - M(\mu) \\
\geq C_1 M(\nu) - C_2(1 + M(\nu))^\alpha + C_\mu,
\]

where in \ref{lem:lower-semi-continuity} we have used that \( h < 1 \), in \ref{lem:bound-M} we used Lemma \ref{lem:upper-bound-M} and the non-negativity of \( f \), and in \ref{lem:bound-H} we used Lemma \ref{lem:bound-H}. We emphasize that the constants \( C_1, C_\mu > 0 \) are independent of \( \mu, \nu \) and \( C_\mu > 0 \) is independent of \( \nu \). Inequality \ref{eq:bound-J} implies that \( \nu \to J(\mu, \nu) \) is bounded from below. Note that there exists a \( \nu \in \mathcal{P}_2(\mathbb{R}^d) \) such that \( J_{\text{opt}}(\mu, \nu) < \infty \); for example, take \( \nu = \mu \) (and the product plan).

Let \( \{w_k\} \) be a minimising sequence and note that this implies \( M(w_k), H(w_k) \) are uniformly bounded. The uniform boundedness of \( M(w_k) \) implies tightness of \( \{w_k\} \), and hence extracting a subsequence we have \( \nu_k \to \nu^* \in \mathcal{P}_2(\mathbb{R}^d) \). Moreover, \( \nu^* \in \mathcal{P}_2(\mathbb{R}^d) \) since uniformly bounded 2nd moments and weak convergence of \( \{w_k\} \) implies that the limit has a bounded 2nd moment as well. Additionally, \( \nu^* \in \mathcal{P}_2(\mathbb{R}^d) \) by the lower semi-continuity of \( H \), see Lemma \ref{lem:lower-semi-continuity}. That \( \nu^* \) is indeed the minimiser of \ref{eq:optimal-plan} follows from the lower semi-continuity in Lemma \ref{lem:lower-semi-continuity}. Finally, the uniqueness follows by linearity of \( \mathcal{F}(\cdot) \), convexity of \( W_{\text{opt}}(\mu, \cdot) \), and the strict convexity of \( H(\cdot) \).

\[ \square \]
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