Analytical and numerical study of the hidden boundary of practical stability: complex versus real Lorenz systems
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This work presents the continuation of the recent article "The Lorenz system: hidden boundary of practical stability and the Lyapunov dimension" [1], published in the Nonlinear Dynamics journal. In this work, in comparison with the results for classical real-valued Lorenz system (henceforward – Lorenz system), the problem of analytical and numerical identification of the boundary of global stability for the complex-valued Lorenz system (henceforward – complex Lorenz system) is studied. As in the case of the Lorenz system, to estimate the inner boundary of global stability the possibility of using the mathematical apparatus of Lyapunov functions (namely, the Barbashin-Krasovskii and LaSalle theorems) is demonstrated. For additional analysis of homoclinic bifurcations in complex Lorenz system a special analytical approach by Vladimirov is utilized. To outline the outer boundary of global stability and identify the so-called hidden boundary of global stability, possible birth of hidden attractors and transient chaotic sets is analyzed.
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I. INTRODUCTION

In the study of the dynamics of applied systems, an important role is played by the property of global stability, when there are no oscillations in the system, and all trajectories are attracted to a stationary set. In some cases, the global stability property can be established analytically (e.g. by Lyapunov-type, either frequency-domain methods, see [6–9]), and the global stability boundary can be constructed in the parameter space. Crossing this analytical boundary can lead to the following scenarios. After crossing the analytical border of global stability, the system can still exhibits practical global stability [1], i.e. almost all trajectories are attracted to a stationary set, however, in this case a countable number of orbits may appear, which nevertheless are not realized in practice and in standard numerical experiments (e.g., unstable periodic or homoclinic orbits [12–18]). On the other hand, crossing the analytical boundary of global stability can lead to the loss of stability of the stationary set. Then, if the system is dissipative in the sense of Levinson ([19], see also [17]), but all stationary points are unstable, then inside the absorbing set a self-excited nontrivial attractor can be observed and easily localized. Finally, after crossing the boundary of global stability, the stationary set can remain locally stable (or partially locally stable), but at the same time hidden oscillations (periodic or chaotic) [17, 20–23] may appear in the phase space, which basins of attraction do not intersect with arbitrarily small open vicinities of equilibria. This part of border of global stability, accordingly, can be also called "hidden" [1, 23].

This work is the continuation of the recent article "The Lorenz system: hidden boundary of practical stability and the Lyapunov dimension" [1], where the analytical and numerical analysis of the boundary of global stability was performed for the classical Lorenz system [24]:

\[
\begin{align*}
\dot{x} &= -\sigma(x - y), \\
\dot{y} &= r x - y - x z, \\
\dot{z} &= -b z + y x,
\end{align*}
\]

where parameters \( r, \sigma, b > 0 \), \( b \in (0, 4] \). Here in the introduction, we briefly outline these results to compare them further with the results for the complex Lorenz system.

1) Dissipativity. The Lorenz system (1) is dissipative in the sense of Levinson, since it has the absorbing set [25]

\[
\mathcal{B} = \{(x, y, z) \in \mathbb{R}^3 \mid x^2 + y^2 + (z - r - \sigma)^2 \leq \frac{b(r + \sigma)^2}{2 \min\{1, \sigma, b\}}\}.
\]
This implies that all solutions of (1) exist for \( t \in [0, +\infty) \) and, thus, system (1) generates a dynamical system. For \( 0 < r \leq 1 \), the stationary set of system (1) consists of a unique stable equilibrium \( S_0 = (0, 0, 0) \); for \( r > 1 \) a pair of symmetric equilibria \( S_{\pm} = (\pm \sqrt{b(r-1)}, \pm \sqrt{b(r-1)}, r-1) \) is added to the stationary set, and \( S_0 \) turns into a saddle.

2) Inner estimation of global stability. For the Lorenz system (1), combining several approaches based on the construction of Lyapunov functions \([6, 7, 26]\) it is possible to prove the following criterion for the absence of self-excited and hidden oscillations (see Figs. 1a, 1b).

**Theorem 1.** If for parameters of system (1) one of the following cases holds:

\[
2\sigma \leq b, \quad \text{or} \quad \begin{cases} 2\sigma > b, \\ r < r_{\text{gs}} = \frac{(\sigma + b)(b+1)}{\sigma} \end{cases},
\]

then there are no nontrivial self-excited and hidden oscillations in the phase space of system (1), and any its solution \((x(t), y(t), z(t))\) tends to the stationary set as \( t \to +\infty \).

Beyond the estimate (3) in Theorem 1, the analysis of global stability and the birth of nontrivial attractors can be performed numerically. It is further known that the separatrix of saddle \( S_0 \) can form a homoclinic loop from which unstable cycles can arise and violate the global stability (however, a set of measure zero does not affect the global attraction on a stationary set from a practical point of view). Using the Fishing principle \([16–18]\) for the Lorenz system (1) with parameters \( \sigma = 10, b = 8/3 \) fixed, near the point \( r = 24 \) it is possible to prove the following:

**Theorem 2.** For \( \sigma \) and \( b \) fixed, there exists \( r = r_h \in (1, +\infty) \) corresponding to the homoclinic orbit of the saddle equilibrium \( S_0 \) if and only if \( 3\sigma > 2b + 1 \).

For instance, for the classical values of parameters \( \sigma = 10, b = 8/3 \) of system (1) it is possible to find numerically the approximate value of such homoclinic bifurcation \( r_h \approx 13.926 \), when two symmetric homoclinic orbits forming a homoclinic butterfly appear (see Fig. 1c). Further increase of the parameter \( r \) leads to the birth of two saddle periodic orbits from each homoclinic orbit \([15]\).

3) Outer estimation of global stability. For systems with a global absorbing set and an unstable stationary set, the existence of self-excited attractors is obvious. From a computational perspective this allows one to use a standard computational procedure, in which after a transient process, a trajectory, starting from a point of unstable manifold in a neighborhood of equilibrium, reaches a state of oscillation, thus one can easily identify it.

System (1) possesses the absorbing set \( B \) (see Eq. (2)) and for \( \sigma > b + 1, r > r_{\text{cr}} = \frac{\sigma + b + 3}{\sigma - b - 1} \) all equilibria are unstable. Thus, in this case, system (1) has a nontrivial self-excited attractor: if we consider classical values of parameters \( \sigma = 10, b = 8/3, \) then for \( r > r_{\text{cr}}, \) e.g. for \( r = 28 \), it is possible to observe the self-excited chaotic attractor with respect to all three equilibria \( S_0, S_{\pm} \) (see Fig. 2c).

4) Boundary of practical global stability. The presence of an absorbing set implies the existence of a globally attracting \( A_{\text{glob}} \), which contains all local self-excited and hidden attractors, and stationary set. Thus, inside the set \( B \) it is possible to study numerically the presence of nontrivial self-excited and hidden attractors for parameters \( r, \sigma, b \) not satisfying conditions (3) of global stability, i.e. by fixing \( \sigma \) and \( b \), and by decreasing \( r \) from \( r_{\text{cr}} \). For \( \sigma = 10, b = 8/3 \), this gives us the following region \( r \in (r_{\text{gs}} , r_{\text{cr}}) \), where \( r_{\text{gs}} \approx 4.64, r_{\text{cr}} \approx 24.74 \).

A nontrivial self-excited attractor can be observed numerically for \( 24.06 \leq r < r_{\text{cr}} \approx 24.74 \) (see e.g. \([27]\)). In this case of nontrivial multistability, system (1) possesses a local chaotic attractor \( A \) which is self-excited with respect to equilibrium \( S_0 \) and co-exists with the trivial attractors \( S_{\pm} \) (see Fig. 2b).

5) Hidden attractor or transient set? For the Lorenz system (1) it is still an open question \([22, p. 14]\), whether for some parameters there exists a hidden chaotic attractor, i.e. whether it is possible by changing parameters to disconnect the basin of attraction from equilibrium \( S_0, S_{\pm} \) (e.g. for the parameters \( \sigma = 10, b = \frac{8}{3} \) if \( r = 28 \), then attractor is connected with \( S_0, S_{\pm} \); if \( r = 24.5 \), then attractor is connected with only \( S_0 \)). The current results on the existence of the hidden attractors in the Lorenz system are the following: recently reported hidden attractors in the Lorenz system with \( r < r_{\text{cr}} \) and locally stable equilibria \( S_{\pm} \) turn out to be a transient chaotic set (a set in the phase space, which can persist for a long time, but after all collapses), but not a sustained hidden chaotic attractor \([28, 29]\).

In a numerical computation of a trajectory over a finite-time interval it is difficult to distinguish a sustained chaos from a transient chaos \([30, 31]\), thus it is reasonable to give a similar classification for transient chaotic sets \([32, 33]\): transient chaotic set is a hidden one if it does not involve and attract trajectories from a small neighborhood of equilibrium; otherwise, it is self-excited.

For the Lorenz system (1) with parameters \( \sigma = 10, b = \frac{8}{3} \) fixed, near the point \( r \approx 24.06 \) it is possible to observe a long living transient chaotic set, which is hidden since its basin of attraction does not intersect with the small vicinities of equilibrium \( S_0 \) (see Fig. 2a).

In our experiments, consider system (1) with parameters \( r = 24, \sigma = 10, b = 8/3 \). Using MATLAB’s standard procedure ode45 with default parameters (relative tolerance \( 10^{-3} \), absolute tolerance \( 10^{-6} \)) for trajectory of system (1) with initial point \( u_0 = (20, 20, 20) \) a transient chaotic behavior is observed on the time interval \([0, 1.8 \cdot 10^4]\), for initial point \( u_0 = (-7, 8, 22) \) — on the time interval \([0, 7.2 \cdot 10^1]\), for initial point \( u_0 = (2, 2, 2) \) — on the time interval \([0, 2.26 \cdot 10^0]\), and for initial point \( u_0 = (0, -0.5, 0.5) \) a transient chaotic behavior contin-
ues over a time interval of more than $[0, 10^7]$. Remark that, if we consider the same initial points, but use MATLAB’s procedure \texttt{ode45} with relative tolerance $10^{-6}$, for all these initial points the chaotic transient behavior will
last over a time interval of more than \([0, 10^6]\), and corresponding transient chaotic sets won’t collapse.

II. THE COMPLEX LORENZ SYSTEM

The classical Lorenz system (1) has gained and still attracts much attention of scientists\(^3\), however, it is a rather simple mathematical model of the fluid dynamics problem, which E. Lorenz has initially investigated. A more complicated model of many real-world physical problems, such as two-layer baroclinic instability with weak viscosity and beta-effect\([34-36]\) and detuned laser optics\([37, 38]\), is described by the following complex Lorenz system:

\[
\begin{aligned}
\dot{X} &= \sigma(Y - X), \\
\dot{Y} &= rX - aY - XYZ, \\
\dot{Z} &= -bZ + \frac{1}{2}(X^*Y + XY^*),
\end{aligned}
\]

where \(X = x_1 + x_2i\), \(Y = x_3 + x_4i\) are complex variables, \(Z = x_5\) is real, and "*" denotes complex conjugation operator. Parameters \(\sigma, b > 0\) are real, \(r = r_1 + r_2i\) and \(a = 1 - ei\) are complex with \(r_1, e \in \mathbb{R}\). Note that since the transformation \(X \rightarrow X^*, Y \rightarrow Y^*\) changes only the sign of \(r_2\) in (4), this parameter may be chosen positive\([39]\).

System (4) is also dissipative in the sense of Levinson, and the bounded convex absorbing set could be constructed according to the following theorem\([40]\).

**Theorem 3.** Let for \(\lambda_0 = \min(1, b, \sigma)\) there exist \(\lambda \in (0, \lambda_0)\), \(\gamma > 0\), \(\vartheta\) such that

\[
\gamma(\sigma - \lambda)(1 - \lambda) - \frac{1}{4} \| \sigma + r\vartheta \|^2 \geq 0.
\]

Define \(\Gamma = \frac{a^2(b - 2a)^2}{8a(6 - b - \lambda)}\), \(\beta = \frac{a^2(\gamma^2 + \gamma)}{4(2a - b - \lambda)} + 1\) and the following function \(W : \mathbb{C} \times \mathbb{C} \times \mathbb{R} \rightarrow \mathbb{R}\):

\[
W(X, Y, Z) = \frac{1}{2} \| X^2 + \gamma(|Y^2 + Z^2|) \| - \vartheta Z.
\]

Then for any solution \((X(t), Y(t), Z(t))\) of (4) and any \(\delta > 0\) with \(T = T(\delta, X(0), Y(0), Z(0))\), the following inequalities hold for all \(t \geq T\):

\[
W(X(t), Y(t), Z(t)) \leq \Gamma + \delta,
\]

and

\[
|X(t)|^2 < \beta + \frac{4\delta}{1 + \gamma}.
\]

Thus, if condition (5) holds, then the solutions of system (4) exist for \(t \in [0, +\infty)\) and, thus, system (4) generates a dynamical system and possesses a global attractor\([41]\) containing a set of all equilibria.

It is also useful to consider the following equivalent form of system (4) in terms of real variables \(x_1, x_2, x_3, x_4, x_5\) and real parameters \(r_1, r_2, \sigma, b, e\) (see, e.g.\([39]\)):

\[
\begin{aligned}
\dot{x}_1 &= \sigma(x_3 - x_1), \\
\dot{x}_2 &= \sigma(x_4 - x_2), \\
\dot{x}_3 &= r_1x_1 - r_2x_2 - x_3 - ex_4 - x_1x_5, \\
\dot{x}_4 &= r_2x_1 + r_1x_2 + ex_3 - x_4 - x_2x_5, \\
\dot{x}_5 &= -bx_5 + x_1x_3 + x_2x_4.
\end{aligned}
\]

For

\[
\begin{aligned}
\text{Im}(r - a) \neq 0, \quad \text{or} \quad \left\{ \begin{array}{l}
\text{Im}(r - a) = 0, \\
\text{Re}(r - a) \leq 0
\end{array} \right.
\end{aligned}
\]

system (8) has a unique equilibrium \(S_0 = (0, 0, 0, 0, 0)\).

For

\[
\left\{ \begin{aligned}
\text{Im}(r - a) = 0, \\
\text{Re}(r - a) > 0
\end{aligned} \right.
\]

system (8) has a stationary set containing \(S_0\) and a whole circle of equilibria given by the expression:

\[
x_1^2 + x_2^2 = b(r_1 - 1), \quad x_1 = x_3, \quad x_2 = x_4, \quad x_5 = r_1 - 1.
\]

These equilibria could be parameterized as follows:

\[
S_0 = (\pm \rho \cos(\theta), \pm \rho \sin(\theta), \pm \rho \cos(\theta), \pm \rho \sin(\theta), r_1 - 1),
\]

where \(\rho = \sqrt{b(r_1 - 1)}\) and \(\theta \in [0, 2\pi]\). In literature, relation \(\text{Im}(r - a) = 0\) is often called the "laser case", since in this case system (4) describe the dynamics of some lasers, e.g. a detuned laser\([37, 39]\).

Let us outline the following statements about local stability of the stationary set of system (8) (see, e.g.\([35]\)).

**Lemma 1.** The equilibrium \(S_0\) of system (8) is stable if and only if the following condition hold:

\[
r_1 < r_{1c}, \quad \text{where} \quad r_{1c} = 1 + \frac{e + r_1(e - \sigma r_1)}{(e + \gamma r_1)}.
\]

**Lemma 2.** The equilibria \(S_0\) of system (8) are stable\(^4\) if and only if one of the following conditions hold:

\[
\sigma < b + 1, \quad \text{or} \quad \left\{ \begin{aligned}
\sigma > b + 1, \\
1 < r_1 < r_{1c} = 1 + \frac{\sqrt{Q_1^2 + 4Q_2Q_3 - Q_3^2}}{2Q_1},
\end{aligned} \right.
\]

where

\[
\begin{aligned}
Q_1 &= 3(\sigma + 1)(\sigma - b - 1), \\
Q_2 &= 2(\gamma_2(b + 2\gamma_2)(-2b\gamma_2 - b\gamma_3 + 2\gamma_2\gamma_3) \\
&\quad - \gamma_1(b^2 + 3b\gamma_2 - b\gamma_3 + 2\gamma_2^2 + 2\gamma_2\gamma_3), \\
Q_3 &= 2\gamma_1\gamma_2 b(b^2 + 2b\gamma_2 + \gamma_1),
\end{aligned}
\]

and \(\gamma_1 = (\sigma + 1)^2 + \frac{(2\sigma(e + r_1) - e)^2}{\sigma + 1}, \gamma_2 = \sigma + 1, \gamma_3 = 2\sigma\).

\(^3\) The original celebrated work by Lorenz\([24]\) has gained more than 24000 cites according to Google Scholar.

\(^4\) One could easily check that the eigenvalues of the Jacobi matrix at all equilibria \(S_0\) are the same for any \(\theta \in [0, 2\pi]\).
III. INNER ESTIMATION: THE GLOBAL STABILITY AND TRIVIAL ATTRACTORS

Constructing complex-valued Lyapunov functions, by analogy with Theorem 1, it is possible to derive the following criterion for the absence of self-excited and hidden oscillations in the complex Lorenz system (4).

Theorem 4. If for parameters of the system (4) one of the following conditions holds:

1) $|r| + 1 < 2$,
2) $4r_1 < -r_2^2$,
3) $2\sigma - b \neq 0$ and conditions (10) hold. If $2\sigma - b > 0$, then for $\lambda_0 = \min(1, b, \sigma)$, there exist $\lambda \in (0, \lambda_0)$, $\gamma > 0$, $\vartheta$, such that condition on dissipativity (5) and the following inequality hold:

$$\frac{\partial^2}{\gamma(1+\gamma)} \frac{(b-2\lambda)^2}{4(0-\lambda)} + 1 < \frac{b^2(\sigma+1)}{2\sigma-b}.$$  (11)

Then in the phase space of system (4), there are no nontrivial self-excited and hidden oscillations, and any of its solution $(X(t), Y(t), Z(t))$ tends to the stationary set as $t \to \infty$.

Proof. We consider the following cases:

Case 1. For $|r| + 1 < 2$, one can check that conditions (9) are satisfied and in this case $S_0$ is the only equilibria of system (4). So, the absence of self-excited oscillations follows from the Routh-Hurwitz criterion on local stability for the equilibrium $S_0$. The absence of hidden oscillations can be obtained by Barbashin-Krasovskii theorem (see e.g. [6, 9]) and the Lyapunov function, if $|r| + 1 < 2$, from Theorem 3 for $\vartheta := 0$ and $\gamma := \sigma$ we get the following Lyapunov function:

$$V(X, Y, Z) = \frac{1}{2}||X|^2 + \sigma||Y|^2 + Z^2||$$

with $\lambda_0 = \min(1, b, \sigma)$, $\lambda \in (0, \lambda_0)$, $\delta > 0$ and the inequalities $\sigma(\lambda-\delta)(1-\lambda) - \frac{1}{\sigma^2} |r+1|^2 \geq 0$ and $|X(t)|^2 < \frac{4\lambda^2}{\sigma+\sigma^2}$ hold. The derivative of $V$ with respect to system (4) is as follows [40]:

$$\dot{V}(X, Y, Z) \leq -\lambda ||X||^2 + \sigma ||Y||^2 < 0, \quad \forall X, Y, Z \neq 0.$$

Also, $V(X, Y, Z) \geq 0$, $V(0, 0, 0) = 0$ and $V(X, Y, Z) \to \infty$ as $|X, Y, Z| \to \infty$; thus, all conditions of Barbashin-Krasovskii theorem are satisfied implying global stability of the unique equilibrium $S_0$.

Case 2. For $4r_1 < -r_2^2$, conditions (9) are also fulfilled and for this case we introduce the following Lyapunov function (see, [39]):

$$V(X, Y, Z) = \frac{1}{2} [D^2||X||^2 + ||Y||^2 + Z^2],$$  (12)

where $D = \sqrt{\frac{4a}{\sigma}}$. It is clear that Lyapunov function (12) is positive definite. Rewrite Lyapunov function (12) in terms of real variables:

$$V(x_1, x_2, x_3, x_4, x_5) = \frac{1}{2} [D^2(x_1^2+x_2^2)+x_3^2+x_4^2+x_5^2].$$  (13)

The derivative of $V$ with respect to system (8) reads:

$$\dot{V} = -\sigma D^2(x_1^2+x_3^2) - (x_2^2+x_4^2) - r_2(x_2x_3-x_1x_4) - bx_5^2.$$  (14)

By using the following scaled variables $(u_1, u_2, u_3, u_4, u_5)$ as: $x_1 = \frac{u_1}{\sigma^2/\sqrt{\sigma}}$, $x_2 = \frac{u_2}{\sigma^2/\sqrt{\sigma}}$, $x_3 = u_3$, $x_4 = u_4$, $x_5 = \frac{u_5}{\sqrt{\sigma}}$, we have

$$\dot{V} = -(u_1^2 + u_2^2 + u_3^2 + u_4^2 + u_5^2) - 2\Delta(u_2u_3 - u_1u_4),$$  (15)

where $\Delta = \frac{r_2}{2D^2\sigma}$. The transformation $u \to v$, $u = Av$ with

$$A = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 & -1 & 0 & 1 & 0 \\ 0 & 0 & 1 & 0 & -1 \\ 0 & 1 & 0 & 1 & 0 \\ \sqrt{2} & 0 & 0 & 0 & 0 \end{pmatrix},$$

leads to the following expression:

$$\dot{V} = -v_1^2 - (1 + \Delta)(v_2^2 + v_3^2) - (1 - \Delta)(v_4^2 + v_5^2).$$

One can see that initial assumption $4r_1 < -r_2^2$ implies $\Delta^2 < 1$ and, therefore, $\dot{V} < 0$, and all conditions of Barbashin-Krasovskii theorem are satisfied. Thus, the equilibrium $S_0$ is globally stable.

As we discussed earlier, if conditions (9) are not satisfied, system (4) has a stationary set containing a continuum of equilibria, i.e the zero equilibrium $S_0$ and the equilibria $S_0$. In this case, the Barbashin-Krasovskii theorem is not applicable.

Case 3. Suppose conditions (10) are satisfied, then the absence of nontrivial oscillations (and, thus, the global stability of the stationary set $\{S_0, S_0\}$) can be demonstrated (see, [40]) by the LaSalle principal [7]. For this purpose, consider the following time and coordinate transformations:

$$t \to \tau, \quad \psi : (X, Y, Z) \to (\chi, \eta, \xi),$$

$$\tau = \sqrt{2\sigma} t, \quad \chi = \frac{\epsilon}{\sqrt{2\sigma}} X, \quad \eta = \frac{\epsilon}{\sqrt{2\sigma}} (Y - X),$$

$$\xi = \epsilon^2 (Z - \frac{|X|^2}{b}), \quad \epsilon = \frac{1}{\sqrt{2\sigma}} > 0.$$  (16)

System (4) transform into the following system:

$$\begin{align*}
\dot{x} &= \frac{dx}{d\tau} = \eta, \\
\dot{\eta} &= \frac{d\eta}{d\tau} = -\Theta \eta - \xi \chi - \varphi(\chi), \\
\dot{\xi} &= \frac{d\xi}{d\tau} = -\kappa \xi - \frac{\Lambda}{2} (\chi^* \eta + \chi \eta^*),
\end{align*}$$  (17)

where $\Theta = \frac{\epsilon(\sigma + \sigma)}{\sqrt{\sigma}}, \varphi(\chi) = -\chi + \Theta |\chi|^2, \Theta = \frac{2\sigma}{b}, \kappa = \frac{\epsilon b}{\sigma}, \Lambda = \frac{\epsilon}{2} (2\sigma - b)$. Here, the variables $\chi$ and $\eta$ are complex while $\xi$ is real. The new parameters $\Theta$, $\kappa$, and $\Lambda$ are real with $\Theta > 0$, $\kappa > 0$, and $\Theta$ is complex. Consider the following Lyapunov function:

$$V(\chi, \eta, \xi) = \frac{1}{2} \left[ \frac{1}{|\lambda|^2} |\eta|^2 - |\chi|^2 + \Theta_1^2 |\chi|^4 \right].$$  (18)
Note that, the LaSalle principle requires the compactness of the set, where the Lyapunov function \( V \) is defined to show its boundedness from below. In our case, one can show that the inequality \( V(\chi, \eta, \xi) > \frac{1}{4\sigma} \) is valid for any \((\chi, \eta, \xi) \in \mathbb{C} \times \mathbb{C} \times \mathbb{R} \).

From the relation \( \dot{V}(\chi, \eta, \xi) = 0 \), it follows that the largest invariant set
\[
M \subset \{ (\chi, \eta, \xi) \in \mathbb{C} \times \mathbb{C} \times \mathbb{R} \mid \dot{V}(\chi, \eta, \xi) = 0 \}
\]
consists of the equilibrium points of system (17).

The derivative of function \( V \) with respect to system (17) is as follows:
\[
\dot{V}(\chi, \eta, \xi) = -\frac{\kappa}{|\chi|} \xi^2 - \frac{1}{2}(sgn(\Lambda) + 1)\chi \xi^* \eta^* - \frac{1}{2}(sgn(\Lambda) + 1)\chi^* \eta - \text{Re} \varrho |\eta|^2. \tag{19}
\]

The last thing to check is that \( \dot{V}(\chi, \eta, \xi) \leq 0, \forall \chi, \eta, \xi \in \mathbb{C}, \xi \in \mathbb{R} \). Consider two cases.

3.1. If \( \Lambda = 2\sigma - b > 0 \), then following [40] and using Theorem 3, there exist \( \epsilon > 0 \) such that for any solution \((\chi, \eta, \xi) \) of (17) with \( t_0 = t_0(\chi(0), \eta(0), \xi(0)) \) the following inequality:
\[
|\chi(t)|^2 \leq \frac{2}{\Lambda} \epsilon \text{Re} \varrho - \epsilon, \tag{20}
\]
holds for all \( t \geq t_0 \).

From relations (16) we have \( X(t) = \sqrt{2\sigma} \chi(t) \), and taking into account (7) we get:
\[
|\chi(t)|^2 < \frac{2\sigma}{2\sigma} + \frac{2\sigma^2}{\sigma(1+\gamma)} \quad \forall t \geq t_0. \tag{21}
\]

It is easy to check that condition (11) with (21) and using the following constant in Theorem 3:
\[
\vartheta = \frac{\epsilon(1+\sigma)}{\sigma b(2\sigma-b)},
\]
implies (20).

If \( \Lambda > 0 \), then expression (19) reads as follows:
\[
\dot{V}(\chi, \eta, \xi) = -\frac{\kappa}{|\chi|} \xi^2 - \chi \xi^* \eta^* - \chi^* \xi \eta - \text{Re} \varrho |\eta|^2. \tag{22}
\]

Since \( \kappa > 0 \) and \( \text{Re} \varrho = \frac{\epsilon(1+\sigma)}{\sigma b} > 0 \) (see relation (20)), Eq. (22) can be written as follows:
\[
\dot{V}(\chi, \eta, \xi) \leq -\delta_1 (\xi^2 + |\eta|^2) \leq 0, \quad \delta_1 > 0. \tag{23}
\]

3.2. If \( \Lambda < 0 \), then the mixed products in (19) do not appear. Hence, expression (19) can be written immediately in the form (23).

Then, according to LaSalle principle any solution of system (17) (and thus system (4)) tends to an equilibrium state as \( \tau \to \infty \).

**Remark 1.** For some values of parameters of the complex Lorenz system (4), one can find similar conditions on the global stability as for the Lorenz system (1). For instance, if \(|r + 1| < 2\), \( S_0 \) of the system (4) is globally stable, and choosing \( r_2 = 0 \) we obtain \( r_1 < 1 \) that corresponds to the condition of global stability of zero equilibrium point of system (1) (see Theorem 1).

**Remark 2.** In the special case, when \( r_2 = e = 0 \), the remaining parameters in the complex Lorenz system (4) are the same as the parameters of the real one (1). However, we cannot strictly deduce the condition of global stability of the stationary set \( \{S_0, S_\theta\} \) of the Lorenz system (1) from the conditions of Theorem 4. This due to the different behavior of these two systems in this case. The complex Lorenz system (4) still has a continuum of equilibria \( S_\theta \) in its phase space, while the real one has only two symmetric equilibria \( S_\pm \). Remark that, for the complex Lorenz system (4) when \( 2\sigma \neq b \), we can only apply the LaSalle principle, and yet it is not possible to apply the Leonov approach [42–44]. While for the real Lorenz system (1), if \( 2\sigma < b \), we can use the LaSalle principle, and if \( 2\sigma > b \), we can apply the Leonov approach [1]. It is also possible to prove global stability, when in system (1) we have \( 2\sigma = b \) [1, 45].

Note also that, if in the third condition of Theorem 4 we take the parameters \( \lambda, \gamma, \vartheta \) as follows: \( \gamma = \sigma, \vartheta = \sigma + \sigma r_1 - 2\sigma \sqrt{1/\gamma}, \lambda \in (0, b) \) with \( b \in (0, 1] \), then we get the following relations between the conditions of global stability for systems (1) and (4):
\[
\begin{align*}
0 < r_{gs} &= \frac{(\sigma+b)(1+b)}{\sigma} \quad \text{for system (1)}, \\
r_1 < r_{1gs} &= \frac{(\sigma-b)(1-b)}{\sigma} \quad \text{for system (4)}.
\end{align*}
\]

The case, corresponding to condition 3) of Theorem 4, when all trajectories tend to the stationary set, however, not all equilibria of the stationary set are locally stable, is illustrated in Fig. 3.

**Figure 3:** The absence of self-excited and hidden attractors and the global stability of the stationary set \( \{S_0, S_\theta\} \) in the system (8) with parameters \( \sigma = 4, r_1 = 5, r_2 = -e = 0.001, b = 4 \). Trajectories (blue, purple) in a small vicinity of the unstable equilibrium \( S_0 \) tend to to the stable set of equilibria \( S_\theta \) (trivial attractors).

**Remark 3.** One of the significant differences between the complex Lorenz (4) and the real one is the following:
in the case when $S_0$ is the only equilibria of system (4), there could exist a nontrivial attractor, that is a stable limit cycle or even a torus (see Fig. 4).

Figure 4: Co-existence of a nontrivial attractive torus and the unstable equilibria $S_0$ in the system (8) with parameters $\sigma = 4$, $r_1 = 5$, $r_2 = 0.002$, $\epsilon = -0.001$, $b = 4$. Trajectories (blue, purple) in small neighborhoods of the unstable equilibrium $S_0$ attractors to the torus (nontrivial attractors).

Beyond the conditions of Theorem 4, the analysis of global stability and the birth of nontrivial attractors in system (4) can be carried out numerically. For the convenience of this analysis, additional transformations taking into account the structure of a complex system may be useful [46, 47]. For instance, in [48, 49], Vladimirov et al. introduced the following transformation for system (4). If the conditions:

$$2\sigma > b, \quad \sigma(r_1 - 1) - \frac{\epsilon^2}{4} \equiv \eta > 0$$

(24)

are satisfied, then using the time and coordinate transformations:

$$\begin{align*}
  t &\to t', \quad \psi : (X,Y,Z) \to (X',Y',Z'), \\
  t' &\equiv \sqrt{\eta} t, \quad X' = \eta^{- \frac{\sigma}{4}} \delta X, \quad Y' = \eta^{- \frac{\sigma}{2}} \delta Y - (1 + i \delta/2 \sigma) \delta X, \\
  Z' &\equiv \eta^{-1} \sigma (Z - XX^*/2), \quad \delta = \exp(i \eta t)(1 + i \delta/2 \sigma)^{- \frac{1}{2}}.
\end{align*}$$

(25)

one can re-write system (4) in the form:

$$\begin{align*}
  \frac{dX'}{dt'} &= Y', \\
  \frac{dY'}{dt'} &= (1 + i \kappa)X' - \mu Y' - X'Z' - \varrho X'X'^* / 2, \\
  \frac{dZ'}{dt'} &= -\beta Z' + |X'|^2
\end{align*}$$

(26)

where $\kappa = \frac{2(2\sigma + \epsilon(\sigma - 1))}{2 \eta}$, $\mu = \frac{1 + \sigma}{\sqrt{\eta}}$, $\varrho = \frac{\sqrt{\eta}}{2 \sigma - 6}$, $\beta = \frac{b}{\sqrt{\eta}}$.

Since the transformation (25) is continuous and invertible then its a diffeomorphism, and the dynamical behavior of systems (4) and (26) are topologically equivalent [48, 49].

Next, introduce the following real variables $\xi', \nu', \nu, Z'$:

$$\begin{align*}
  \xi' &= (|X'|^2 - |Y'|^2) / 2, \\
  \nu' &= i\nu' = X'^* Y',
\end{align*}$$

Expression (27) defines the projection map: $\Pi : \mathcal{H} \to \mathcal{P}$. This map projects all states $(X', Y', Z')$ in the phase space $\mathcal{H} = \mathbb{C} \times \mathbb{C} \times \mathbb{R}$ of system (26) (and system (4)), which are invariant with respect to a common phase factor $\psi$ in $X'$ and $Y'$, i.e.

$$\begin{align*}
  \left( X', Y', Z' \right) \to \left( X' \exp(i \psi), Y' \exp(i \psi), Z' \right). \\
\end{align*}$$

(28)

into the same point $(\xi', \nu', \nu, Z')$ in $\mathcal{P} = \mathbb{R}^4$. Indeed, if $X'' = X' \exp(i \psi)$ and $Y'' = Y' \exp(i \psi)$, then

$$\begin{align*}
  \xi'' &= (|X''|^2 - |Y''|^2) / 2 = (|X'|^2 - |Y'|^2) / 2, \\
  \nu'' &= i\nu'' = X''^* Y'' = X^* Y' \exp(-i \psi) Y' \exp(i \psi) = X^* Y' = \nu' + i\nu.
\end{align*}$$

As mentioned in [48, 49], the set of points in $\mathcal{H}$ corresponding to the same point in $\mathcal{P}$ in geometry is called a "ray", and the space $\mathcal{P}$ is called a "ray space".

The derivative of expressions (27) with respect to the dynamics of system (26) leads to the following equations of motion in the projective space $(\xi', \nu', \nu, Z')$ in $\mathcal{P}$:

$$\begin{align*}
  \dot{\xi}' &= \nu' + \mu (R - \xi') - \kappa \nu' - \nu' (1 - Z' - \varrho (R + \xi')), \\
  \dot{\nu}' &= -\mu \nu' + R - \xi' + (R + \xi')(1 - Z' - \varrho (R + \xi')), \\
  \dot{\nu} &= -\mu \nu' + \kappa (R + \xi'), \\
  \dot{Z}' &= -\beta Z' + R + \xi',
\end{align*}$$

(29)

where $R$ satisfies the following relations:

$$\begin{align*}
  R &= (\xi'^2 + \nu'^2 + \nu^2)^{\frac{1}{2}} = (|X'|^2 + |Y'|^2) / 2, \\
  R + \xi &= |X'|^2, \quad R - \xi = |Y'|^2.
\end{align*}$$

Using projective system (29) it is convenient to study and visualize the dynamics of the initial system (4). For instance, it is possible to demonstrate the presence of global stability, when conditions of Theorem 4 and condition (24) hold. Taking the same values of parameters $\sigma = 4$, $r_1 = 5$, $r_2 = 0.001$, $\epsilon = -0.001$, $b = 5$, considered for system (4) (see Fig. 3), one gets the same qualitative behavior in the phase space of system (29) (see Fig. 5).

As in the classical Lorenz system (1), for the complex Lorenz system (4) it is also known that the separatrix of saddle $S_0$ can form a homoclinic loop, from which unstable cycles can arise and violate global stability (however, a set of measure zero does not affect the global attraction on a stationary set from a practical point of view). The following theorem provide the necessary condition for the existence of homoclinic orbits in the complex Lorenz system (4) (see [48–50]):

**Theorem 5.** If conditions (24) are satisfied, then the necessary condition for the presence of a homoclinic orbit of the saddle equilibrium $S_0$ is as follows:

$$\begin{align*}
  r_2 &= \frac{\epsilon(1 - \sigma)}{2 \sigma}.
\end{align*}$$

(30)
Corollary 1. For the "laser case", i.e., when \( e = -r_2 \), the homoclinic orbit can only be obtained if \( e = r_2 = 0 \).

To prove condition (30), Vladimirov et al. considered the projective system (29), because unlike system (4), it has a 1-dimensional unstable manifold. The projections of unstable manifold \( W^u \) and stable manifold \( W^s \) in the space \( \mathcal{P} \), i.e. \( \Pi(W^u) \) and \( \Pi(W^s) \), can intersect only along the \( Z' \)-axis and a possible homoclinic orbit exists only if \( \kappa = 0 \), which coincides with condition (30).

For the parameters \( \sigma = 10, r_2 = 4.5 \times 10^{-4}, e = -0.001, b = 0.3 \) of system (4), condition (30) is satisfied. In this case, system (4) has a unique equilibrium \( S_0 \) (since \( e \neq -r_2 \)), and it is possible to find numerically the approximate value of such homoclinic bifurcation \( r_{1h} \approx 13.9 \), when two symmetric homoclinic orbits appear, forming a homoclinic butterfly (see Fig. 6). A further increase in the parameter \( r_1 \) leads to the birth of two periodic saddle orbits from each homoclinic orbit. For the parameters \( \sigma = 10, r_2 = 0, e = 0, b = \frac{8}{3} \), condition (30) holds and system (4) has the following equilibrium points: \( S_0, S_0' \) (since \( e = -r_2 \), with \( r_{1h} \approx 13.9 \)), system (4) has homoclinic orbits (see Fig. 7).

Finally, let us mention the action of the projection map \( \Phi \) on various attractors in the space \( \mathcal{H} \). In other words, preimages of different kinds of attractors in the original space \( \mathcal{H} \) and the corresponding images in the projection space \( \mathcal{P} \). Basing on some geometrical properties of the map \( \Phi \), in [48, 49] it is discussed that every limit set in \( \mathcal{H}/Z \) can be represented locally (in a neighborhood of the given ray) by the direct product of a set in \( \mathcal{P}/Z \) and the ray, i.e., the set \( \mathbb{R}^1 \). Here we exclude the sets of points \( Z \) on the \( Z' \)-axes in phase spaces \( \mathcal{H} \) and \( \mathcal{P} \), which are invariant with respect to systems (26) and (29), respectively. Moreover, the triple \( (\mathcal{H}/Z, P/Z, \Phi) \) forms a fiber bundle (see e.g. [51]), \( \Phi \) is continuous map and, thus, it maps connected/compact sets into connected/compact sets.

To illustrate this statement, let us list the following different types of attractors:

1. For the zero equilibrium \( S_0 \) of system (26): \( \Pi(S_0) = S_0' \), where \( S_0' = (0, 0, 0, 0) \) is the zero equilibrium point of projective system (29);
2. For the circle of equilibria \( S_0' \) of system (26): \( \Pi(S_0') = S_0 ' \), where \( S_0 ' \) is an equilibrium point of system (29);
3. For limit cycle of system (26) the image is an equilibrium \( S_0 ' \) of system (29) in \( \mathcal{P} \);
4. For a torus of system (26) the image is a limit cycle of system (29) in \( \mathcal{P} \);
5. For a single homoclinic orbit of projective system (29) one has (as a preimage of \( \Pi \)) a continuum of homoclinic orbits in the original space \( \mathcal{H} \), differing only by the common phase according to Eq. (28);
6. For a chaotic attractor of projective system (29) in \( \mathcal{P} \) one has (as a preimage) a chaotic attractor in \( \mathcal{H} \);
7. For a transient chaotic set of projective system (29) in \( \mathcal{P} \), which collapses by colliding with stable equilibria or stable limit cycle, there exists (as a preimage) a transient chaotic set which after a certain time approaches eventually circle of equilibria \( S_0 ' \) or a torus, respectively.

Summarizing the written above, further in our experiments we will examine the appearance of attractors in projective system (29), which has 1-dimensional unstable manifold of zero saddle equilibrium \( S_0 ' \), and use map (27) to get the corresponding preimages of the discovered attractors in the original system (4).

IV. OUTER ESTIMATION: THE ABSENCE OF TRIVIAL ATTRACTION

System (4) possesses the absorbing set (defined by Eq. (6)) and for \( \sigma > b + 1, r_1 > \max(r_{1c}, r_{1c} ') \) (see Lemma 1 and 2) all equilibria are unstable. Further, in this article for the system (1) and (8) we will fix the classical values of parameters \( \sigma = 10, b = \frac{8}{3} \) of real Lorenz model (1) and, following the "laser case", will specify two additional parameters: \( r_2 = -e = 0.001 \). For instance, when \( r_1 = 28 > r_{1c} ' \), it is possible to observe a self-excited chaotic attractor with respect to all equilibria of a stationary set (see Fig. 8). This gives an outer estimation of practical global stability.

V. THE BOUNDARY OF PRACTICAL STABILITY AND ABSENCE OF NONTRIVIAL ATTRACTION

Inside the absorbing set, it is possible to study numerically the presence of nontrivial self-excited and hidden attractors for parameters \( r_1, \sigma, r_2, b \) not satisfying conditions (11) of global stability, i.e., by fixing \( \sigma, r_2, b \) and by decreasing \( r_1 \) from \( r_{1c} ' \). For \( \sigma = 10, r_2 = 0.001, b = \frac{8}{3} \) this gives us the following region \( r_1 \in (r_{1gs}, r_{1c} ') \), where \( r_{1gs} \approx 1.96 \) and \( r_{1c} ' \approx 24.73 \).
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cal Lorenz model (1), for a system possessing a transient chaotic set, the time of the transient process depends

A nontrivial self-excited attractor can be observed nu-

erically for $24.09 \lesssim r_1 < r_1'_{3c} \approx 24.73$. In this case of nontrivial multistability, system (8) possesses a local chaotic attractor $\mathcal{A}$ which is self-excited with respect to equilibrium $S_0$ and coexists with the set of trivial attractors $S_0$ (see Fig. 9).

A. Hidden attractor or hidden transient set?

As we discussed above on the example of the classical Lorenz model (1), for a system possessing a transient chaotic set, the time of the transient process depends strongly on the choice of initial data in the phase space and also on the parameters of numerical solvers to integrate a trajectory (e.g., the order of the method, the step of integration, relative and absolute tolerances) [1]. This complicates the task of distinguishing a transient chaotic set from a sustained chaotic set (attractor) in numerical experiments.

Consider system (29), which represents the complex Lorenz system (4) in the projective space $P$, with $r_1 = 23.5, r_1 = 23.6$ and $r_1 = 23.7$. For a trajectory with a certain initial point, which is computed by a certain solver with specific parameters, we estimate the moment of the end of transient behavior as the moment when the trajectory falls into a small vicinity of the stable equilibrium $S_0'$. Using MATLAB’s standard procedure ode45 with default parameters (relative tolerance $10^{-3}$, absolute tolerance $10^{-6}$) for system (29) with parameters $r_1 = 23.5, \sigma = 10, r_2 = -e = 0.001, b = \frac{8}{3}$, and for initial point $u_0 = (0.5, 0.5, 0.5, 0.5)$, a transient chaotic behavior is observed on the time interval $[0, 0.178 \times 10^4]$, for initial point $u_0 = (0.4, 0.4, -0.3, 0.5)$ — on the time interval $[0, 0.27 \times 10^4]$ and for initial point $u_0 = (0.4, 0.4, 0.4, 0.4) — on the time interval $[0, 0.46 \times 10^4]$. If we slightly change the bifurcation parameter $r_1$, taking $r_1 = 23.6$ and leaving all other parameters the same, and choosing initial point $u_0 = (0.5, 0.5, 0.5, 0.5)$ a transient chaotic behavior is observed on the time interval $[0, 0.349 \times 10^7]$.

For $r_1 = 23.7$ with the same parameters and initial point a transient chaotic behavior continues over a time interval of more than $[0, 10^8]$. Thus, one can observe that a small increment of the bifurcation parameter $r_1$ leads to a large increment of the time of transient process. For $r_1 \in (23.7, 24.09)$, it is a tough problem to estimate the time of transient process since the time for

Figure 6: Visualization of homoclinic orbits with $\sigma = 10, r_2 = 4.5 \times 10^{-4}, e = -0.001, b = \frac{8}{3}$ and $r_{1h} \approx 13.9$.

Figure 7: Visualization of homoclinic orbits with $\sigma = 10, r_2 = 0, e = 0, b = \frac{8}{3}$ and $r_{1h} \approx 13.9$. 
Figure 8: (a), (b) Numerical visualization of the self-excited chaotic attractor in system (8) with $r_1 = 28$, $\sigma = 10$, $b = \frac{8}{3}$, $r_2 = -e = 0.001$ by integrating the trajectories with initial data from small vicinities of the unstable equilibria $S_0$, $S_\theta$; (c), (d) The corresponding images in the projective space $P$.

VI. CONCLUSION

In this work, the complex Lorenz system, describing baroclinic instability in the atmosphere either the physics of detuned lasers, is considered. Analytical and numerical results demonstrate that the complex Lorenz system’s dynamics is very rich, and, in comparison with the real Lorenz system, the loss of global stability may be connected with appearance of significantly different dynamical regimes. As for the Lorenz system, for the complex Lorenz system, on the one hand, it is demonstrated the possibility of using the apparatus of Lyapunov functions to estimate the boundary of global stability. On the other hand, it is shown that this problem is connected with the localization of sustained hidden chaotic attractors and their distinguishing from the hidden long-term transient chaotic sets. An attempt to study the problem of existence of sustained hidden chaotic attractor in the complex Lorenz system is made in the framework of a special analytical transformation, tacking into account the symmetry of the model.
Figure 9: (a), (b) Numerical visualization of the self-excited local chaotic attractor in system (8) with $r_1 = 24.6$, $\sigma = 10$, $b = \frac{8}{3}$, $r_2 = -e = 0.001$ by a trajectory starting in the vicinity of the unstable equilibrium $S_0$. This attractor coexists with the stable set of equilibria $S_0$; (c), (d) The corresponding images in the projective space $P$.
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Appendix A: Localization via numerical continuation method

One of the effective methods for numerical localization of hidden attractors in multidimensional dynamical systems is based on the homotopy and numerical continuation method (NCM). It is based on the assumption that the position of the attractor changes continuously with the parameters changing. The idea is to construct a sequence of similar systems such that for the first (starting) system, the initial point for numerical computation of oscillating solution (starting attractor) can be obtained analytically. For example, it is often possible to consider the starting system with a self-excited starting attractor; then, the transformation of this starting attractor in the phase space is tracked numerically while passing from one system to another; the last system corresponds to the system in which a hidden attractor is searched [1, 52, 53].

In our experiment, we fix parameters \( \sigma, r_2, c, b \); define parameters \( r_1 = 26.1 - \varepsilon \) and \( \sigma = \sigma^* = 10 \). For \( r_2 = 0.001, \varepsilon = -0.001, b = 8/3, \varepsilon = 0.7 \), we obtain \( r_1 = r_1^0 = 25.4 \) and take \( P_0(r_1^0, \sigma^*) \) as the initial point of line segment on the plane \((r_1, \sigma)\). The eigenvalues of the Jacobian matrix at the equilibria \( S_0, S_1 \) of system (29) for these parameters are the following:

\[
S_0' = 2.00002, -0.1707, -0.7042, -0.7042, \\
S_1' = 0.0013 \pm 0.6238i, -0.8775, -0.7042.
\]

Consider on the plane \((r_1, \sigma)\) a line segment, intersecting a boundary of stability domain of the equilibria \( S_0 \) with the final point \( P_3(r_1^2, \sigma^*) \), where \( r_1^2 = r_1^0 - 2\varepsilon = 24 \), i.e. the equilibria \( S_0 \) changes from saddle point to stable-focus-node

\[
S_0' = 2.00003, -0.1758, -0.7253, -0.7253 \\
S_1' = 0.0015 \pm 0.6257i, -0.8982, -0.7253.
\]

The initial point \( P_0(r_1^0, \sigma^*) \) corresponds to the parameters for which in the system (29), there exists a self-excited attractor. Then for the considered line segment, a sufficiently small partition step is chosen. At each iteration step of the procedure, an attractor in the phase space of the system (29) is computed. The last computed point at each step is used as the initial point for the computation at the next step. In this experiment, we use NCM with 3 steps on the path \( P_0(r_1^0, \sigma^*) \to P_1(r_1^1, \sigma^*) \to P_2(r_1^2, \sigma^*) \), with \( r_1^1 = \frac{1}{2}(r_1^0 + r_1^2) \) (see Fig. 10). At the first step, we have a self-excited attractor with respect to unstable equilibria \( S_0 \) and \( S_0' \); at the second step, the equilibria \( S_0 \) become stable, but the attractor remains self-excited with respect to equilibrium \( S_0' \); at the third step, it is possible to visualize a hidden chaotic set of system (29) (see Fig. 11). In Fig. 12 visualizations of the hidden chaotic set in both initial space \( H \) and projective space \( P \) are depicted.

For \( \sigma = 10, r_1 = 24, r_2 = 0.002, e = -0.001, b = \frac{8}{3} \), here the parameter \( r_2 \) is slightly different from that in the above case and \( e \neq -r_2 \). Therefore \( S_0' \) is the only equilibria of the system (8). In this case, we can also visualize a hidden chaotic set in the system (8). To verify that the set in Fig. 13b is hidden, around equilibrium \( S_0 \), we choose a small spherical vicinity of radius \( s = 0.2 \) and take \( N \) random initial points on it (in our experiment, \( N = 100 \) as in Fig. 14b). Using MATLAB, we integrate system (8) with these initial points to explore the obtained trajectories. We repeat this procedure several times in order to get different initial points for trajectories on the sphere. We get the following results: all the obtained trajectories tend to the torus and do not tend to the chaotic set (see Fig. 14a), this torus is closer to the set of equilibria \( S_0 \) (see Fig. 13a). This gives us a reason to classify the chaotic set, obtained in the system (8), as the hidden one (see Fig. 13b).

\[ d = \frac{Ax_1^4 + Bx_2^4 + Cx_3^4 + Dx_4^4 + Ex_5^4 + F}{\sqrt{A^2 + B^2 + C^2 + D^2 + E^2}}. \]

To determine the equation of a plane in \( \mathbb{R}^2 \) one can consider five points, which do not lie on the same straight line. The normal vector to a plane can be obtained by taking the cross product of four vectors on this plane. In our case equation of the plane which contains the set of equilibria \( S_0 \) is:

\[ x_5 - 23 = 0. \]

From Fig. 13a the last point on the torus is \( P(-2.5011, 7.6357, -2.5958, 7.9228, 22.8110) \), then the distance from this point to the plane \( x_5 - 23 = 0 \) is: \( d = 0.1890 \).
Step 1: \( r_1 = 25.4 \), self-exc. attractor

Step 2: \( r_1 = 24.7 \), self-exc. attractor

Step 3: \( r_1 = 24 \), hidden chaotic set

Figure 11: Localization, by NCM, of hidden chaotic set in system (29) with \((\sigma, r_1, r_2, e, b) = (10, 24, 0.001, -0.001, \frac{8}{3})\). Trajectories \( u^i(t) = (x_1, x_2, x_3, x_4, x_5) \) (blue and green) are defined on the time interval \([0, T = 10^3] \), and initial point (gray) on \((i + 1)\)-th iteration is defined as \( u_0^{i+1} := u_T^i \) (violet arrows), where \( u_T^i = u^i(T) \) is a final point (orange).
Figure 12: Localization of hidden chaotic set in system (8) and the corresponding image in system (29) for $(\sigma, r_1, r_2, e, b) = (10, 24, 0.001, -0.001, 8/3)$.

Figure 13: (a) A trajectory that attracts to a torus (blue) in the time interval $[0, 7000]$, which closer to the equilibria $S_0$ (magenta) (b) Visualization of a hidden chaotic set in system (8) with time interval $[0, 100]$, $(\sigma, r_1, r_2, e, b) = (10, 24, 0.002, -0.001, \frac{8}{3})$ and the initial point is $(5, 5, 5, 5, 5)$. 
Figure 14: (a) Visualization of trajectories that tend to the torus in the time interval $[0, 7000]$, with starting points from a spherical of random points in a vicinity of $S_0$; (b) Magnification of the area around $S_0$ to show the spherical of random points and the considered 100 trajectories that tend to the torus.
Appendix B: Localization using perpetual points

Consider system (8) as an autonomous differential equation of general form:

$$\dot{u} = f(u), \quad \text{(B1)}$$

where \( u = (x_1, x_2, x_3, x_4, x_5) \in \mathbb{R}^5 \) represents the right-hand side of system (8).

The equilibrium points of a dynamical system are the ones at which the velocity and acceleration of the system simultaneously become zero. In this subsection, we state that there are points, termed as perpetual points [54], which may help to visualize hidden attractors.

For system (B1), the equilibrium points \( u_{ep} \) are defined by the equation \( \dot{u} = f(u_{ep}) = 0 \). Consider a derivative of system (B1) with respect to time:

$$\ddot{u} = J(u)f(u) = g(u), \quad \text{(B2)}$$

where \( J(u) = \left[ \frac{\partial f(u)}{\partial u} \right]_{j=1}^{5} \) is the Jacobian matrix. Here, \( g(u) \) may be termed as an acceleration vector. System (B2) shows the variation of acceleration in the phase space. Similar to the equilibrium points estimation, where we set the velocity vector to zero, we can also get a set of points, where \( \ddot{u} = g(u_{pp}) = 0 \) in (B2), i.e. the points corresponding to the zero acceleration. At these points, the velocity \( \dot{u} \) may be either zero or nonzero. This set includes the equilibrium points \( u_{ep} \) with zero velocity as well as a subset of points with nonzero velocity. These nonzero velocity points \( u_{pp} \) are termed as perpetual points [54–56].

Remark 4. The analytical formula of the perpetual points of system (8) can not be derived, meanwhile the numerical solution of the algebraic system \( \ddot{u} = g(u_{pp}) = 0 \) is \( x_1 = x_2 = x_3 = x_4 = x_5 = 0 \), which coincide with the equilibrium \( S_0 \), so system (8) has no perpetual points. For system (29), which structure seems simpler than the original system (8), \( x_1' = x_2' = x_3' = x_4' = x_5' = 0 \) is the only solution of the system \( \ddot{u} = g(u_{pp}) = 0 \), thus, there are also no nonzero velocity points \( u_{pp} \).

Appendix C: Numerical verification of basins of attraction near the zero equilibrium point

For the system (8) the eigenvalues at \( S_0 \) are: \( 10.6323 \pm 0.0003i, -21.6323 \pm 0.0007i, -2.6667 \). So the equilibria \( S_0 \) has 2-dimensional unstable manifold. For the first two eigenvalues \( \lambda_{1,2} = 10.6323 \pm 0.0003i \) with positive real part, the corresponding eigenvectors are: \( \nu_1 = (-0.3084, -0.3084i, -0.6363, -0.6363i, 0) \) and \( \nu_2 = (-0.3084, 0.3084i, -0.6363, 0.6363i, 0) \) respectively. In the case of complex eigenvalues we can use the following formula to plot trajectories in a vicinity of \( S_0 \):

$$u(t) = \Omega e^{\alpha t}[\eta \sin(\beta t + \delta) + \mu \cos(\beta t + \delta)], \quad \text{(C1)}$$

where \( \Omega \) is a constant that represents the size of the vicinity and should be small, \( \alpha, \beta \) are real and imaginary parts of the eigenvalues respectively, \( \delta \) is an auxiliary angle, \( \eta = \text{Re} \nu_1 \) and \( \mu = \text{Im} \nu_1 \). Initial points of unstable manifolds of \( S_0 \) can be obtained by putting \( t = 0 \) in Eq. (C1) as

$$u(0) = \Omega[\eta \sin(\delta) + \mu \cos(\delta)], \quad \text{(C2)}$$

In Fig. 15 we plotted local stable, unstable manifolds of \( S_0 \) and random initial points on local 2-D unstable manifolds of \( S_0 \). Fig. 16 shows unstable manifolds with random initial points from local 2-D unstable manifolds of \( S_0 \) (in our experiment, we choose 100 random points for the angle \( \delta \) inside interval \((0, 2\pi)\) and fix the size of vicinity as \( \Omega = 0.5 \). We repeat this procedure several times in order to get different initial points). From Fig. 16 one can see that, these unstable manifolds form by their scrolling a tube around the circle of equilibria \( S_0 \). This experiment confirms that all trajectories which start from a vicinity of the unstable equilibrium \( S_0 \) go to the circle of equilibria \( S_0 \), and this means that the green set in Fig. 12a is not self-excited. We can do the same experiment in the case of the torus as in Fig 13b. In Fig. 17 we plotted trajectories with random initial points on local 2-D unstable manifolds of \( S_0 \), which tend to the torus. So the green set in Fig 13b is not self-excited. In order to demonstrate separation between basins of attraction of \( S_0 \) and the green set (as in Fig. 12a) which is located between the blue tube that is formed by scrolling of these trajectories and the domain which is defined by separatrices. We need not only to separate basin of attraction of this green set from these blue manifolds, but also from trajectory going from infinity to \( S_0 \) which can be derived analytically by formula \( u(t) = (0, 0, 0, 0, z_0 \exp(-bt)) \), \( z_0 \in \mathbb{R} \). Because of the system (8) is 5-dimensional it is difficult to show such separation, so we can say that the green set it is possible to be an attractor.

Appendix D: Numerical verification of basins of attraction around the set of equilibria

In order to numerically verify the attractiveness of the chaotic set the following numerical experiment can be used. In this experiment, we consider initial points on the various line segments in the vicinity around the set of equilibria \( S_0 \) in Figs. 12a and 13b (see Fig. 18). From Fig. 18 we can conclude the following: around the equilibria \( S_0 \) there is a vicinity such that trajectories starting from this vicinity approach equilibria \( S_0 \) and outside it approach attractor. For Fig. 13b the vertical and horizontal diagonals are considered with radius 2.5 and 2 respectively and partition step 0.01. And for the others line segments as in Figs. 18b and 18c we used the same partition step. In Fig. 19 we plotted two trajectories with initial points from blue and red parts of vertical diagonal. The same procedure can be used for Fig. 12a with vertical and horizontal diagonals.
Figure 15: Visualization of local stable, unstable manifolds of $S_0$ and random initial points on local 2-D unstable manifolds of $S_0$. (Red) local 2-D unstable manifold corresponding to $\lambda_{1,2} = 10.6323 \pm 0.0003i$. (Green) local 2-D stable submanifold corresponding to $\lambda_{3,4} = 21.6323 \pm 0.0007i$.

Figure 16: Visualization of unstable manifolds in system (8) with $\sigma = 10$, $r_1 = 24$, $r_2 = -e = 0.001$, $b = \frac{8}{3}$ and 100 random initial points in a vicinity of $S_0$ tending to the circle of equilibria $S_0$.

Figure 17: Visualization of trajectories in the time interval $[0,7000]$ with in system (8) with $\sigma = 10$, $r_1 = 24$, $r_2 = 0.002$, $e = -0.001$, $b = \frac{8}{3}$ and 100 random initial points in a vicinity of $S_0$ tending to the torus.

Appendix E: Attempts to prove the attractiveness of the transient set

To demonstrate strictly the attractiveness of the green sets as in Figs. 12a and 13b, another technique can be utilized. The idea of this technique is based on the fact that the complex Lorenz system (4) has a projective space, in which the states differing only by a common phase of variables $X$ and $Y$ are considered to be equivalent (see Section III).

Now, it is important to mention the following properties of the projective system (29) [48, 49]:

(i) All physical information and dynamics in the phase space of the system (4) can be derived from the equations of motion (29) in the projective space.

(ii) The projective system (29) has a 1-dimensional unstable manifold and 3-dimensional stable manifold.

Note that the projective system (29) has the following two equilibria: $S_0^\prime = (0,0,0,0)$ and $S_1^\prime = (\xi_1^\prime, \upsilon_1^\prime, w_1^\prime, Z_1^\prime)$, where

$$
\xi_1^\prime = \frac{\beta(\mu^2+\kappa^2)(\mu^2-\kappa^2)}{\mu^2(\mu+1)}, \upsilon_1^\prime = 0, w_1^\prime = \frac{\beta v(\mu^2+\kappa^2)}{\mu^2(\mu+1)}, Z_1^\prime = \frac{\mu^2+\kappa^2}{\mu^2(\mu+1)}.
$$

The equilibria $S_0^\prime$ and $S_1^\prime$ in the projective space represent the projections of the equilibria $S_0$ and $S_\theta$ of the system (8) respectively. For the torus as in Fig. 13a its projection in the projective space $\mathcal{P}$ is a limit cycle $\Gamma$.

Because of the projection system (29) has a 1-dimensional unstable manifold and the projective mapping (27) preserves the "chaoticity" of attractors. So, it is reasonable to use the projection system (29) to identify whether the chaotic sets in Figs. 12a and 13b are...
The starting trajectories from all points lie on blue parts and red parts of these diagonals approach attractor and equilibria respectively.

Figure 18: Visualization of the white region around the set of equilibria $S_\theta$ in Figs. 13 and 12a and the considered line segments.

The starting trajectories from all points lie on these blue line segments approach attractor.

The starting trajectories from all points lie on these red line segments approach equilibria.

Figure 19: Visualization of two trajectories with initial points from blue and red parts of vertical diagonal in the white gape of Fig. 13.

Figure 20: Visualization of two trajectories with initial points from blue and red parts of vertical diagonal in the white gape of Fig.12a.

Attractors or transient chaotic sets. For the parameters $\sigma = 10, r_1 = 24, r_2 = 0.001, e = -0.001, b = \frac{8}{3}$ (see
Figure 21: (a) Visualization of line segments around the unstable manifold in Fig. 13, starting trajectories from all points on these line segments approach attractor; (b) Localization of a trajectory with initial point on the upper outer line segment.

Fig. 12a), around the equilibria $S_0'$ we choose a small spherical vicinity of radius 0.002 and consider 100 random initial points on it. From Fig. 22 one can observe the following: all the considered unstable manifolds of $S_0'$ go in one direction and approach $S_1'$. We did the same experiment for the case of the torus and got the same conclusion (see Fig. 23).
Figure 22: (a) Localization of the chaotic set (green) in the projective space and 100 unstable manifolds with starting points from a spherical of random points in a vicinity of $S'_0$, with $(\sigma, r_1, r_2, e, b) = (10, 24, 0.001, -0.001, 8/3)$; (b) Magnification of the area around $S'_0$ to show the sphere of random initial points and the corresponding 100 trajectories tending to $S'_1$.

Figure 23: (a) Localization of the chaotic set (green) in the projective space and 100 unstable manifolds with starting points from a spherical of random points in a vicinity of $S'_0$, $(\sigma, r_1, r_2, e, b) = (10, 24, 0.002, -0.001, 8/3)$; (b) Magnification of the area around $S'_0$ to show the sphere of random points and the considered 100 trajectories tending to the limit cycle $\Gamma$. 