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Abstract
We study financial stability regulation in an environment with pecuniary externalities and where banks face both a liability choice (between private money creation and long-term borrowing) and an asset choice (between liquid and illiquid investments). Return risk on illiquid assets gives rise to liquidity risk, because banks that learn to have low future returns find themselves unable to roll over “money-like” debt. Privately optimal borrowing and investment decisions by banks lead, in general, to socially inefficient outcomes. The nature of inefficiency depends critically on the degree to which liquidity risk is systemic: When risk is highly systemic, banks hold the socially optimal amount of liquid assets, but create an excessive amount of money and overinvest in risky assets; when risk is not highly systemic, banks hold too little liquidity, create insufficient private money, and underinvest in risky assets. Quantity- and price-based regulations to address the identified inefficiencies are discussed. (JEL: E44, E58, G21, G28)

1. Introduction

The 2007–2009 financial crisis has stimulated an intensive debate on the optimal design of financial stability regulation. There is a wide agreement today that the regulatory framework in place prior to the crisis failed to prevent banks and other financial institutions from issuing too much short-term debt and from overinvesting in illiquid assets, which led to an excessive maturity mismatch and massive liquidity risk in the financial system. When this risk materialized during the crisis, illiquidity in asset markets and substantial liquidity needs forced many banks to fire-sell assets to raise liquidity. Asset prices dropped significantly, which further weakened banks’ balance sheets and triggered even more asset fire sales. Central banks eventually had to inject
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huge amounts of liquidity to break this vicious circle and prevent a dramatic collapse of the global financial system.

The experience of the crisis led to calls for a fundamental redesign of bank regulation policies, including the introduction of prudential liquidity requirements. The Basel Committee on Banking Supervision soon acted on these calls and, starting in 2010, elaborated the reformed regulatory framework Basel III. The key elements of the Basel III framework are enhanced capital requirements for banks and two novel prudential liquidity requirements, the liquidity coverage ratio (LCR) and the net stable funding ratio (NSFR).\(^1\) These two liquidity requirements provide rules governing both banks’ debt structures and holdings of liquid assets, reflecting that liquidity problems can originate from banks’ liability choices (e.g. when banks issue too much short-term debt and expose themselves to rollover risk) and from banks’ asset choices (e.g. when banks hold too little liquid assets and face difficulties raising cash to cover liquidity needs).

The crisis has also spurred academic research on the optimal design of financial stability regulation. Several contributions have recently shown that, in environments with fire-sale externalities, unregulated banks overborrow and overinvest in risky assets relative to the social optimum, and that this inefficiency renders the economy prone to excessively severe crises (see e.g. Lorenzoni 2008; Gersbach and Rochet 2012; Stein 2012; Davila and Korinek 2018). These findings provide a rationale for macroprudential financial regulation policies such as Pigouvian taxes on borrowing or bank capital requirements. However, as emphasized by Allen and Gale (2017), there is still no wide agreement on the rationale for prudential liquidity requirements, as the literature on optimal liquidity regulation is still very limited.\(^2\)

In this paper, we revisit the rationale for and optimal design of liquidity regulation in an environment where banks face both a nontrivial liability choice and a nontrivial asset choice. Banks raise resources by issuing short-term “money-like” debt and long-term debt, and they invest in productive illiquid assets and nonremunerated liquid assets. Short-term debt provides a cheap source of financing, but must be entirely risk-free from the creditors’ perspective and hence fully collateralized by the value of the bank’s assets in the worst state of the world on the date of maturity. Lenders are unwilling to roll over a bank’s short-term debt when they learn that this bank is hit by an adverse asset return shock.\(^3\) In this case, the bank must draw on its liquid assets and sell illiquid assets to raise resources. Due to cash-in-the-market pricing, the market for illiquid assets may only clear at fire-sale prices. A lower equilibrium market price of fire-sold assets reduces the collateral value of banks’ illiquid assets

---

1. See BIS (2017) for further details on Basel III reforms.

2. Two important recent contributions, which both examine liquidity regulation in environments with fire-sale externalities, are Stein (2012) and Kara and Ozsoy (2019), respectively. We discuss these contributions in detail in the next section.

3. When hit by an adverse shock, a bank learns that it will have a low (and potentially zero) future return on its illiquid investments, and hence it is no longer able to provide riskless collateral to secure short-term debt.
and thus impairs their ability to finance investment cheaply through money creation; this increases ex-ante borrowing costs and depresses banks’ productive investments in illiquid assets, which leads to aggregate output and welfare losses. Individual atomistic banks do not account for the effect of their decisions on the fire-sale price, and thus do not internalize the full social costs of their short-term borrowing decisions as well as the full social benefits of their liquidity holdings. Due to these borrowing and liquidity externalities, banks’ liability and asset choices are, in general, socially inefficient.

In contrast to most of the literature, we assume that asset return risk is not necessarily fully systemic: Only a (potentially large) group of banks is adversely affected in the bad state of the world. This assumption is well justified on empirical grounds and it is critical in our setting (where liquidity needs arise from banks’ inability to roll over short-term debt) to generate a role for liquid assets and their regulation. When adverse shocks hit all banks equally, the only motive for an individual bank to hold liquid assets is to reduce its own asset fire sales during crises. Yet, the same effect can be achieved by reducing short-term borrowing while not investing in liquid assets, which is more cost-effective as the zero net return on liquid assets is strictly dominated by the positive cost of short-term borrowing; thus, it is privately (and socially) optimal for banks not to hold liquid assets. When risk is not fully systemic, those banks that remain in good standing during a crisis are able to roll over their short-term debts, and at the same time can use their liquidity reserves to purchase assets sold from distressed banks at a fire-sale discount. This opportunity for banks to make windfall gains raises the expected net return on liquid assets. When the fire-sale discount is sufficiently large, the expected net return on liquid assets exceeds the banks’ borrowing cost and it becomes optimal for banks to invest in liquid assets.

Our paper makes two main contributions. First, we show that the nature of social inefficiencies arising in models with fire-sale externalities can depend critically on the nature of liquidity risk. In the current setting, if risk is highly systemic (a very large fraction of banks is hit simultaneously by the adverse shock in the crisis state of the world), banks create an excessive amount of private money and overinvest in illiquid assets in the unregulated equilibrium; they do not hold any liquid assets, which is, however, socially efficient. By contrast, if risk is not highly systemic, banks create an insufficient amount of private money and underinvest in both illiquid assets and liquid assets. Banks hold an insufficient amount of liquid assets because they do not internalize the full social benefit of their liquidity holdings. This leads to a shortage of

4. In Appendix A, we document that real-world banks differ greatly with respect to their asset portfolios, and hence are not affected equally by shocks originating in different sectors of the economy.
5. See the discussion in Stein (2012, p. 66).
6. In models where liquidity needs are not driven by short-term debt rollover problems but arise for other reasons, such as to cover investment restructuring costs, banks in general hold liquid assets also in environments with fully systemic risk; see Kara and Ozsoy (2019) for a recent example.
aggregate liquidity in the banking system, which causes an excessive fire-sale discount during crises. The low fire-sale price depresses the collateral value of banks’ illiquid assets and impairs banks’ ability to create private money, which raises banks’ ex-ante financing costs and thereby reduces their incentive to invest in illiquid assets. Unless the social costs of fire sales are low because the cash in the market provided by investors outside the banking system is large, this effect is so strong that unregulated banks end up creating an inefficiently low amount of money and underinvest in illiquid assets.\footnote{This channel, through which market liquidity shortages in the banking sector depress private money creation and investment, has received little attention so far in the literature.}

Our second main contribution is to characterize the optimal financial regulation policies to address the identified inefficiencies. If risk is highly systemic, the financial regulator should curb excessive money creation and investment using, for example, a Pigouvian tax on short-term debt. Quantity-based liquidity requirements are not appropriate, because it is socially efficient for banks not to hold liquid assets. By contrast, if risk is not highly systemic, the optimal regulatory policy is to impose such liquidity requirements to ensure sufficient market liquidity in the banking system. The optimal size of the requirement depends on how systemic liquidity risk is, that is, how many banks are simultaneously adversely affected by the crisis shock. In the current setting, a correctly specified liquidity requirement for banks is sufficient to implement the (constrained) efficient allocation.

An alternative way to achieve constrained efficiency is through a Pigouvian tax on short-term debt combined with a subsidy on liquid assets. Compared to the quantity-based approach, however, the price-based approach has two important drawbacks. First, it generates financial costs for the regulator, as subsidies on liquid assets would have to be larger than tax revenues. Second, price-based regulatory policy requires more information about the underlying economic environment than quantity-based regulation.

2. Related Literature

The two contributions most closely related to our work are Stein (2012) and Kara and Ozsoy (2019), respectively. Stein (2012) studies financial stability regulation in a model where banks face a liability choice between short-term “money-like” debt and long-term debt to finance investment into an illiquid asset. Liquidity risk emerges because banks are unable to roll over “money-like” debt in a financial crisis state of the world, forcing them to fire-sell assets to raise the resources necessary to repay short-term creditors. The crisis shock affects all banks equally, which makes it privately (and socially) optimal for banks not to invest in liquid assets. Unregulated banks expose themselves to excessive liquidity risk by issuing too much short-term debt and overinvesting in illiquid assets; a macroprudential policy-maker can improve
welfare by regulating the liability side of banks’ balance sheets, for example, through outright caps on money creation or a Pigouvian tax. Relative to Stein (2012), our paper shows that allowing liquidity risk to affect only a fraction of banks rather than all banks equally produces a nontrivial asset choice for banks between liquid and illiquid investments, and that the interaction of this asset choice with banks’ liability choice can fundamentally change the nature of social inefficiencies arising in the competitive equilibrium. In particular, it can lead to insufficient rather than excessive money creation, as well as underinvestment rather than overinvestment in illiquid assets.

The latter finding also contrasts with Kara and Ozsoy (2019), who argue that unregulated banks overinvest in illiquid assets (and underinvest in liquid assets) in an environment with fire-sale externalities, and where banks finance investments through a fixed endowment of capital and deposit creation. Optimal regulation in Kara and Ozsoy (2019) imposes both capital and liquidity requirements on banks, to reduce the adverse effects of fire sales, but it is never socially optimal to fully prevent fire sales altogether. By contrast, our analysis shows that full insurance against fire sales can indeed be socially optimal. This is because even small amounts of fire sales can have large marginal (social) costs in our setting, as they impair banks’ ability to borrow cheaply through money creation and hence raise banks’ financing costs in the initial period. To reduce financing costs and stimulate investment, the social planner may find it optimal to fully prevent fire sales (depending on the parameters of the economic environment).

Our paper is also closely related to other recent contributions that advocate macroprudential liquidity regulation. Farhi, Golosov, and Tsyvinski (2009) show that a financial regulator can improve upon the unregulated competitive equilibrium by imposing a constraint on the portfolio share that financial intermediaries invest in short-term assets in a Diamond–Dybvig model with unobservable liquidity shocks and unobservable trades. Bianchi (2011) shows that reserve requirements implement constrained-efficient allocations in an open-economy business cycle model with credit constraints. Perotti and Suarez (2011) advocate price-based and quantity-based liquidity regulations in a model where banks differ with respect to credit opportunities and gambling incentives. Calomiris, Heider, and Hoerova (2015) develop a theory of cash reserve requirements, where greater cash holdings incentivize prudent behavior by banks and improve banks’ management of portfolio risk. Diamond and Kashyap (2016) show that regulation similar to the LCR and the NSFR can reduce the probability of bank runs in environments where banks are not automatically incentivized to always

---

8. Deposits are not subject to rollover risk, but banks need liquidity in a financial crisis state of the world because illiquid investments require additional funds to remain productive.

9. In Kara and Ozsoy (2019), the social costs of small amounts of fire sales are moderate under their maintained assumptions on the technology operated by outside investors. At the same time, banks face a convex operational cost that increases with the size of their balance sheet; holding an extra unit of liquid assets thus becomes increasingly costly. As a consequence, full insurance against fire sales is not socially optimal; see Kara and Ozsoy (2019, p. 15).
hold enough liquid assets to survive runs. Our paper complements these contributions by pointing out that the optimal design of liquidity regulation policies may depend critically on how systemic liquidity risk is.

More generally, our paper connects to the large literature that studies macroprudential policy as a means to address social inefficiencies arising in environments with fire-sale externalities. A common finding in this literature is that a macroprudential regulator should impose a Pigouvian tax on debt issuance or outright caps on borrowing, to make agents internalize the social losses associated with excessive borrowing. This policy prescription carries over to our model environment as long as crisis risk is highly systemic, but is no longer true when crisis risk is not highly systemic. In this case, the best way for the regulator to implement a constrained-efficient outcome is by imposing liquidity requirements on banks.

Finally, the feature that liquidity risk does not affect all banks symmetrically connects our paper to the literature on banks’ asset choice in the presence of fire-sale externalities. A key finding of this literature is that whether banks hold too little or too much liquidity depends on their rationale for holding liquid assets. When banks hold liquidity for precautionary reasons, they are typically found to invest too little in liquid assets, which causes excessive fire-sale losses during crises. When banks hold liquidity for strategic reasons, that is, to make windfall gains when other banks are in distress, they may overinvest in liquid assets. Our paper provides a joint analysis of banks’ asset and liability choices in an environment where banks hold liquidity for both precautionary and strategic reasons. We find that banks in such an environment hold too little liquid assets and that the shortage of aggregate liquidity not only provokes excessive fire-sale losses, but also distorts banks’ liability choice between secured and unsecured debt.

3. The Model

We develop a model economy, building on Stein (2012), where agents live for three time periods, \( t = 0, 1, 2 \). There are four types of agents: households, banks, investors, and international lenders. Households consume a single perishable consumption good, which also serves as a numeraire, and there are two states of the world, \( \theta \in \{ g, b \} \), which can be interpreted as a good state and a bad state. In what follows, we often refer to the bad state realization as a financial crisis.

10. Important contributions to this literature include, but are not limited to, Caballero and Krishnamurthy (2003), Lorenzoni (2008), Stein (2012), Gersbach and Rochet (2012), Benigno et al. (2013), Jeanne and Korinek (2013), Ahnert and Perotti (2015), Gale and Gottardi (2015), He and Kondor (2016), Segura and Suarez (2017), and Korinek (2018).

11. See Bhattacharya and Gale (1987), Caballero and Krishnamurthy (2001, 2004), Allen and Gale (2004a, 2004b), Gorton and Huang (2004), Brunnermeier and Pedersen (2009), Diamond and Rajan (2011), Gale and Yorulmazer (2013, 2017), and Malherbe (2014), among others.
3.1. Households

Households are endowed with $X$ goods in period 0. They derive utility from consumption in periods 0 and 2,

$$U = C_0 + \beta \mathbb{E} C_2(\theta).$$

(1)

where $C_0$ denotes period-0 consumption, $C_2(\theta)$ denotes period-2 consumption in state $\theta$, and $\beta$ denotes the households’ time discount factor. Consumption in the interim period 1 does not generate any utility. It is best to think of period 1 not as a full-fledged time period, but rather an interim stage (right before the start of period 2) where the state of the world prevailing in period 2 is revealed and agents can trade in asset markets.

In period 0, households consume and save by purchasing long-term (maturing at time 2) bonds issued by banks. Denoting bond holdings by $\tilde{B}$, the period 0 budget constraint reads

$$C_0 + \tilde{B} \leq X.$$ 

(2)

In period 2, households receive income from their ownership of banks, $\Pi^B(\theta)$, as well as from investors, $\Pi^I(\theta)$, who transfer their earnings to the household sector at the end of the period. Denoting by $\tilde{R}^b(\theta)$ the return on risky long-term bonds in state $\theta$, the budget constraint in period 2 reads

$$C_2(\theta) \leq \tilde{R}^b(\theta) \tilde{B} + \Pi^B(\theta) + \Pi^I(\theta).$$

(3)

Households take \{X, $\tilde{R}^b(\theta)$, $\Pi^B(\theta)$, $\Pi^I(\theta)$\} as given and choose \{\$B, $C_0$, $C_2(\theta)$\} such as to maximize (1) subject to (2)–(3). It is immediate that households will find it optimal to purchase long-term bonds as long as the expected return compensates them for postponing consumption,

$$\mathbb{E} \tilde{R}^b(\theta) \equiv R^b = \frac{1}{\beta}.$$ 

3.2. Banks

Our modelling of banks builds on the framework developed in Stein (2012). There exists a continuum $[0, 1]$ of banks, each of which has access to a bank-specific investment project with variable scale $I$. A project of scale $I$ requires an input of $I$ consumption goods in period 0 and delivers a stochastic output in period 2; it cannot be terminated in the interim period 1. As in Gersbach and Rochet (2012), one can think of bank projects as banks lending to households or entrepreneurs operating in the “banking sector” of the economy, who need to be monitored and therefore cannot be directly financed by

12. Note that we abstract from the convenience yield of money emphasized by Stein (2012). As will become clear shortly, money-like debt issued by banks in our model will be held by foreign lenders rather than domestic households.
agents other than banks. Finally, banks can also invest in safe liquid assets, $L$, that yield zero net return. These assets can be best thought of as storage or nonremunerated reserve holdings with a central bank.\footnote{Banks cannot rent out their liquidity holdings in period 2 to investors. This assumption is not critical but helps to sharpen the analysis, because the return on liquidity is pinned down at zero in the good state of the world.}

In period 1, the state of the world is revealed. If the state is \textit{good}, which happens with probability $1 - p$, the projects of all banks will have a high return $f(I)$ in period 2, where $f$ is the investment scale and $f$ is a concave function.\footnote{We assume that $f$ satisfies the standard properties $f(0) = 0$ and $f'(0) = \infty$. Moreover, we assume that $f''(I)$ is not too close to zero as long as $f''(I) > 1$. The latter assumption ensures that the level of investment does not react excessively to small changes in the return. We will come back to this assumption later (cf. the proof of Proposition 3).} By contrast, if the state of the world is \textit{bad}, which happens with probability $p$, then the projects of $q \in (0, 1]$ banks will have a low return, whereas $1 - q$ banks will still have a high return $f(I)$. Whether an individual bank falls into the first or second category is determined by an idiosyncratic shock, which is i.i.d. across banks and publicly observed together with the state of the world. Accordingly, an individual bank’s risk of experiencing a low return is equal to $\pi = p \cdot q$.\footnote{In the following, we treat $\pi$ and $q$ as primitive parameters, whereas $p$ is determined as $p = \pi/q$.} In period 1, the expected period-2 output of low-return projects is equal to $\lambda I$, where $\lambda \in (0, 1]$, and with a small probability this output may drop all the way to zero in period 2.\footnote{A low-return project’s period 2 return is $\lambda I/(1 - \varepsilon)$ with probability $1 - \varepsilon$ and 0 with probability $\varepsilon$, where we assume that $\varepsilon$ is sufficiently small such that $\lambda I/(1 - \varepsilon) < I$; whether the output of failed projects collapses to zero or not is observed only in period 2. This assumption simplifies the analysis, because it implies that long-term debt issued by banks can never be made entirely riskless (cf. Stein 2012).} We refer to banks with high-return projects as \textit{sound} banks and to banks with low-return projects as \textit{distressed} banks.

Banks have no initial endowment but must raise all funds externally.\footnote{Our results do not depend on this assumption, but are robust to environments where banks are endowed with an initial stock of equity; see Online Appendix F.} They can do so by issuing risky long-term bonds, $B$, and selling these bonds to domestic households. Due to the inherent risk, it is best to think of these bonds as subordinated debt or conditional convertible bonds issued by banks. Moreover, banks can issue entirely riskless short-term bonds, $M$, and sell these to international lenders. Due to their “money-like” characteristics, we refer to entirely riskless short-term bonds as “private money” created by banks. As will become clear shortly (see Section 3.4), private money has a lower expected rate of return $R_m$ in equilibrium than risky bonds, that is, $R_m < R_b$. By creating private money, banks can thus access a cheap source of financing.

The banks’ balance sheet is visualized in Figure 1. Note that banks can choose the size of their balance sheet, as well as the composition of both the asset and the liability sides. However, they cannot create private money without bounds, because banks can make short-term debt issued in period 0 entirely riskless only as long as they can pay out short-term creditors in full even when distressed in period 1. This limits
the potential amount of money creation to
\[ M \leq \frac{k\lambda I + L}{R^m} \tag{4} \]
where \( k \) is the market price of a share in the bank project delivering in expectation one consumption good in period 2.

The collateral constraint (4) reflects that distressed banks can raise resources only by drawing on their own liquid assets and by selling risky project shares to other banks and investors. They cannot roll over their existing short-term “money-like” debt when the “financial crisis” state of the world is revealed in period 1, because they no longer have access to entirely riskless collateral. Moreover, they cannot issue new risky debt, which can easily be justified by assuming that any new funding must be subordinated to existing long-term debt.

Sound banks, who still have access to entirely riskless collateral, can roll over their existing money-like debt from period 1 to period 2 at a zero net interest rate. As will become clear shortly, this is because international lenders have no alternative uses of their funds in the interim period.\(^{18}\) However, they also cannot raise any additional fresh funds externally in the “financial crisis” state of the world.\(^{19}\) This assumption helps to greatly simplify the analysis, but is starker than necessary. What is important is that sound banks cannot fully pledge their period-2 returns to international lenders, so that their period-1 activities are constrained by their own liquid resources (cf. Acharya, Shin, and Yorulmazer 2011). Sound banks stand ready to purchase distressed assets as long as their expected net return exceeds the zero net return on liquid assets, that is, as long as \( \frac{k}{R^m} \leq 1 \).

### 3.3. Investors

Investors outside the banking sector are endowed with \( W \) units of the consumption good in period 1.\(^{20}\) They have access to an investment technology that, for a period-1

---

18. Note also that the net interest rate is zero because there is no discounting between these periods, as we interpret period 1 as an interim stage right before period 2.

19. A possible microfoundation of this friction is to assume that it takes more time (for matching borrowers and lenders, screening activities, legal consultation, etc.) to set up a new financial contract than to extend an existing contract for one period. Under this assumption, it is impossible to write new borrowing contracts in the short interim stage, whereas rolling over existing short-term debt contracts is feasible.

20. For simplicity, we treat the endowment as exogenous in the following analysis. In Online Appendix D, we discuss a model extension where investors endogenously choose \( W \) by borrowing from households in period zero and show that our results are robust to this alternative specification.
investment of size $K$, yields a gross output of $y(K) > K$ consumption goods in period 2, where $y(\cdot)$ is a concave function satisfying $y'(W) \geq 1$. In line with Gersbach and Rochet (2012), we think of this technology as investors lending to perfectly competitive entrepreneurs operating in the “traditional sector” of the economy, who do not need to be monitored and therefore can be directly financed.

Investors can alternatively use their resources in period 1 to purchase shares in bank projects at the price $k$. The gross profit of an investor who spends $Z$ on shares in bank projects is given by

$$\Pi^I = y(W - Z) + \frac{1}{k}Z.$$  (5)

It is immediate that profit-maximizing investors are willing to purchase shares in bank projects only if both their investment opportunities yield the same marginal return. In particular, if investors purchase a total quantity $Z > 0$ of bank projects, the fire-sale price $k$ has to satisfy

$$\frac{1}{k} = y'(W - Z).$$  (6)

The more the bank assets absorbed by investors are, the lower the fire-sale price is, and hence the higher the losses incurred by distressed banks are. Moreover, because investors have scarce resources $W$, their financial investment (i.e. purchases of bank assets) crowds out productive investment in the traditional sector. This depresses the total amount of goods available for consumption in the economy, because $y(W - Z) + Z < y(W)$ when $Z > 0$ due to our assumption that $y'(W) \geq 1$. Fire-sales thus do not only redistribute income from banks to investors, but also induce real costs.

For analytical convenience and to sharpen the discussion, we will assume that the production technology $y$ is of a Cobb–Douglas type, $y(K) = AK^\alpha$, where $A > 0$ and $\alpha \in (0, 1)$. However, as we show in Online Appendix E, our results do not hinge on this specific functional form for $y(\cdot)$, but are robust to alternative specifications.

3.4. International Lenders

International lenders discount the future with the factor $\delta > \beta$. They have deep pockets and lend to the domestic economy by purchasing entirely riskless (collateralized) debt issued by domestic banks.21 Accordingly, international lenders have a perfectly elastic demand for riskless short-term “money-like” bonds in period 0 at the interest rate $R^m = 1/\delta$. In the interim period 1, international lenders have no alternative uses of their funds and are thus willing to roll over their bond holdings at a zero interest rate if

---

21. One can think of these lenders as international banks, who give secured short-term loans to domestic banks on the international interbank market.
the bank still has access to entirely riskless collateral (which is true only for sound banks).  

### 3.5. The Banks’ Optimization Problem

Individual banks take prices $R^b$, $R^m$, and $k$ as given. They choose investment in risky illiquid assets, $I$, long-term borrowing, $B$, money creation, $M$, and liquidity holdings, $L$, to maximize profits, subject to the balance sheet constraint

$$I + L \leq M + B$$  \hspace{1cm} (7)

and the collateral constraint (4). A bank’s ex-ante expected profit is given by

$$\mathbb{E} \Pi^B(\theta) = \left(1 - \frac{\pi}{q}\right) \left\{ f(I) - R^m M - \tilde{R}^b(g)B + L \right\} + \frac{\pi}{q} (1 - q) \left\{ f(I) - R^m M - \tilde{R}^b(b)B + L + \left(\frac{1}{k} - 1\right) L \right\} + \pi \left\{ \lambda I - R^m M - \tilde{R}^b(b)B + L - \left(\frac{1}{k} - 1\right) (R^m M - L) \right\},$$  \hspace{1cm} (8)

where we have used $p = \pi/q$ to eliminate the parameter $p$. The first term in curly brackets gives the bank’s profit in the good state of the world. The second term denotes the profit in the bad state of the world, but when the bank’s own project is of a high-return type. Compared to the good state, the bank makes an additional profit $(1/k - 1)L$ by using its liquid assets to purchase distressed assets at a discount. Finally, the third term denotes the profit in the bad state of the world and when the bank’s own project is of a low-return type. In this scenario, the bank incurs fire-sale losses amounting to $(1/k - 1)(R^m M - L)$.

Using $B = I + L - M$, the Lagrangian function for the bank’s problem is given by

$$L^B = f(I) - R^m M - \tilde{R}^b(I + L - M) + L + \frac{\pi}{q} \left\{ (1 - q) \left(\frac{1}{k} - 1\right) L + q \{\lambda I - f(I) - \left(\frac{1}{k} - 1\right) (R^m M - L)\} \right\} - \eta \left\{ \frac{R^m M - L}{k} - \lambda I \right\}.  $$

---

22. That money-like debt is held by international lenders rather than domestic households is different from Stein (2012), where households are willing to hold both money-like debt and risky debt because holding money yields a *convenience yield*, which compensates for its lower return. We adopt the current formulation mainly for simplicity.

23. Note that as long as $1/k > 1$, a sound bank will always use its entire liquid assets $L$ to purchase shares in distressed banks’ projects. When $1/k = 1$ a sound bank is indifferent between purchasing project shares or keeping its liquid assets. In both cases, the profit to the bank equals $(1/k - 1)L$. 

where $\eta \geq 0$ denotes a Lagrangian multiplier. The first-order condition with respect to investment, $I$, yields

$$R^b = f'(I)(1 - \pi) + \pi \lambda + \eta \lambda.$$  \hspace{1cm} (9)

The right-hand side of this expression gives the expected marginal benefit of an increase in investment, whereby the term $\eta \lambda$ reflects that an increase in $I$ relaxes the collateral constraint.\footnote{Note that our assumptions on $f$ guarantee that banks will choose $I > 0$ and that the banks’ optimization problem is well defined and has an interior solution.} The first-order condition with respect to short-term borrowing, $M$, yields

$$\frac{R^b - R^m}{R^m} \leq \pi \left( \frac{1}{k} - 1 \right) + \frac{\eta}{k}.$$  \hspace{1cm} (10)

which has to hold with equality if $M > 0$. The left-hand side gives the marginal benefit of money creation relative to long-term financing of investment, whereas the right-hand side gives the marginal cost (resulting from higher fire-sale losses when distressed and a tighter collateral constraint). The first-order condition with respect to liquid assets, $L$, yields

$$R^b - 1 \geq \frac{\pi}{q} \left( \frac{1}{k} - 1 \right) + \frac{\eta}{k},$$  \hspace{1cm} (11)

which has to hold with equality if $L > 0$. The left-hand side gives the marginal opportunity cost of holding an additional unit of liquidity, whereas the right-hand side gives the marginal benefit. Finally, the following complementary slackness condition has to hold:

$$0 = \eta \left\{ \frac{R^m M - L}{k} - \lambda I \right\}.$$  \hspace{1cm} (12)

It is important to emphasize that an individual bank does not take into account its incremental impact on the fire-sale price $k$, which in equilibrium will be determined by the aggregate asset sales in the banking system and the aggregate amount of resources available to absorb fire-sold assets. This generates a pecuniary externality, which manifests itself in two ways. On one hand, each bank does not internalize that its money creation imposes a negative externality on others: Given $L$, a higher level of $M$ increases the quantity of assets the bank must fire-sell when distressed, $R^m M - L$, which has a negative effect on the fire-sale price $k$. On the other hand, each bank does also not internalize that higher liquid assets $L$ impose a positive externality. First, a higher level of liquidity $L$ reduces the quantity of assets the bank must fire-sell when distressed, $R^m M - L$, which has a positive effect on the fire-sale price $k$. And, second, independent of the bank’s choice of $M$, a higher level of liquidity $L$ implies that, if in a crisis the bank remains sound, it can purchase more assets from distressed banks, which has a further positive effect on the fire-sale price. This latter effect is present only in environments where liquidity risk is not purely systemic, and hence distressed
bank assets are in part absorbed by sound banks rather than investors who require a fire-sale discount.

4. The Unregulated Competitive Equilibrium

We now examine the unregulated equilibrium where households, banks, investors, and international lenders maximize their individual objectives, while being unaware of their incremental influence on prices and aggregate outcomes.

Denote by $M^*$ and $L^*$ a bank’s equilibrium choices for money creation and liquidity holdings, respectively. Recall that in the good state of the world, there are no sales of bank assets and investors use their entire resources for productive investment, yielding $y(W) = AW^\alpha$. In the bad state of the world, however, fire sales may occur depending on the banks’ choices for $M^*$ and $L^*$. If $M^* > 0$, then distressed banks together must raise an aggregate amount of $q(R^mM^* - L^*)$ resources to honor their promises in period 1. They can raise $(1 - q)L^*$ from sound banks, who will be the first to purchase distressed assets (because liquid assets have a zero net return between periods 1 and 2). If sound banks have sufficient liquid assets to absorb all assets sold by distressed banks, the equilibrium price of these assets will be equal to their fundamental value, $k^* = 1$. If, however, sound banks run out of liquidity, the remaining $qR^mM^* - L^*$ assets must be absorbed by investors outside of the banking system, whose no-arbitrage condition (6) then pins down the equilibrium fire-sale price,

\[
\frac{1}{k^*} = \alpha A(W + L^* - qR^mM^*)^{\alpha-1}.
\] (13)

Fire sales thus occur when $M^*$ is large relative to $L^*$, so that outside investors must come in as buyers of distressed assets in crisis times. Moreover, for any given amount of fire-sold assets, the equilibrium fire-sale discount is larger the smaller are the resources available to investors, $W$. The costs of fire sales are thus high in environments where $W$ is low.

Inspecting the banks’ optimality condition for money creation (10), it is immediate that unregulated banks always issue a strictly positive quantity of private money in equilibrium, $M^* > 0$. To understand the underlying intuition, assume that $M^* = 0$ would hold. Then the collateral constraint (4) would necessarily be nonbinding, and there would be no fire sales in the “financial crisis” state of the world (such that $k^* = 1$). Accordingly, the marginal cost of money creation relative to long-term financing of investment would be zero, whereas the marginal benefit would be strictly positive, because $R^b - R^m > 0$. Every individual bank would have an incentive to issue money, and hence $M^* = 0$ cannot hold in the unregulated equilibrium.

Regarding banks’ choice of liquidity, we arrive at the following result.
PROPOSITION 1. In the unregulated competitive equilibrium, banks hold liquid assets, \( L^* > 0 \), only if crises are not highly systemic, 
\[
q < \frac{R^b - R^m}{(R^b - 1)R^m} \equiv \bar{q}, 
\]
and fire sales are sufficiently costly, 
\[
W < (\alpha A)^{1-\alpha} \left( \frac{(1-q)\pi R^m}{(1-q)\pi R^m + qR^b(R^m - 1)} \right)^{1-\alpha} 
+ q\lambda \left( \frac{(1-q)\pi R^m}{(1-q)\pi R^m + qR^b(R^m - 1)} \right) 
\times (f')^{-1} \left( \frac{R^b - \lambda (1-q)\pi R^m(R^b - 1) - \pi R^b(R^m - 1)}{1 - \pi} \right)^{-1-\alpha} \equiv \bar{W}. 
\]

To understand the conditions for \( L^* > 0 \), note that unregulated banks hold liquidity if and only if the expected return exceeds their opportunity cost of funds \( R^m \). The expected return depends critically on how systemic liquidity risk is, as reflected by \( q \). When \( q \) is small, that is, risk is not very systemic, the probability that an individual bank remains sound during a crisis is high; being able to roll over short-term debt, a sound bank can use its liquidity reserves profitably to purchase distressed assets at a fire-sale discount. Moreover, as we have outlined previously, the parameter \( W \) is a key determinant of the size of the fire-sale discount; when \( W \) is small, the discount is large. The expected return on liquid assets is thus high when both \( q \) and \( W \) are small, as reflected by the thresholds in (14) and (15).

We now explore whether liquidity holdings are ever sufficiently large to absorb all fire-sold assets within the banking system during crises, and hence to prevent fire-sale losses for distressed banks altogether. Our findings are summarized in the following proposition.

PROPOSITION 2. In the unregulated competitive equilibrium, banks never hold sufficient liquid assets to absorb all fire-sold assets within the banking system, that is, \( L^* < qR^mM^* \). In crisis times, fire-sold bank assets are thus in part absorbed by investors outside the banking system, which crowds out investment in the traditional sector and leads to output losses.

The intuition behind this result is similar to the intuition underlying \( M^* > 0 \). If liquid assets were sufficient to absorb all fire-sold assets within the banking system, the equilibrium price of distressed bank projects would be equal to \( k^* = 1 \). Every individual bank would then have an incentive to increase money creation or reduce liquidity holdings, leading to \( qR^mM^* > L^* \). In the financial crisis state of the world, investors outside the banking sector thus need to come in as buyers of distressed assets, but they are willing to purchase these assets only at a discount. Distressed
banks therefore incur fire-sale losses. Moreover, purchases of bank assets crowd out productive investment in the traditional sector, which depresses aggregate output.

We finally explore whether banks create a large enough amount of private money so that their collateral constraint is binding in the unregulated competitive equilibrium. To this end, note first that when the collateral constraint is nonbinding, the banks’ optimality conditions (10) and (11) boil down to

\[
R^b - R^m = \pi \left( \frac{1}{k^*} - 1 \right) R^m \leq q (R^b - 1) R^m. \tag{16}
\]

It is immediate that these conditions cannot hold when \( q < \tilde{q} \), implying that the collateral constraint is always binding in equilibrium when crises are not highly systemic. When crises \( q \geq \tilde{q} \), condition (16) holds only if the equilibrium fire-sale discount is very large, \( 1/k^* - 1 = (R^b - R^m)/(\pi R^m) \). This is consistent with equilibrium only if the investors’ resources \( W \) are very scarce, as established by the following lemma:

**Lemma 1.** When \( q < \tilde{q} \), the banks’ collateral constraint is always binding in the unregulated equilibrium. When \( q \geq \tilde{q} \), the banks’ collateral constraint is binding in the unregulated equilibrium if

\[
W > (\alpha A)^{1-\alpha} \left( \frac{\pi R^m}{\pi R^m + R^b - R^m} \right)^{1-\alpha} + q \lambda \left( \frac{\pi R^m}{\pi R^m + R^b - R^m} \right) \left( f' \right)^{-1} \left( \frac{R^b - \pi \lambda}{1 - \pi} \right) \equiv W,
\]

and it is nonbinding if \( W \leq \tilde{W} \).

### 5. The Constrained-Efficient Allocation

We next examine the equilibrium allocation that would be chosen by a benevolent planner who instructs banks on their initial liability and asset choices, \{\( B, M, I, L \)\}, while anticipating the equilibrium response of households, investors, and international lenders. The planner maximizes social welfare, which, because all income earned by banks and investors eventually accrues to the household sector, is given by the discounted sum of expected household consumption. In period 0, households are endowed with \( X \) consumption goods and lend a total amount \( \tilde{B} \) to banks, such that \( C_0 = X - \tilde{B} \). In period 2, households consume the returns generated in the banking sector and the traditional sector, less the repayment of international lenders. If the good state prevails, total consumption is hence given by

\[
C_2(g) = f(I) + L - R^m M + y(W),
\]

whereas, if the bad state prevails,

\[
C_2(b) = (1-q) f(I) + q \lambda I + L - R^m M + y(W + L - q R^m M) + q R^m M - L.
\]
Using the market clearing condition $\bar{B} = B$, social welfare can thus be expressed as

$$U = X - B + \beta \frac{\pi}{q} \{f(I) + L + y(W) - R^m M\}$$

$$+ \beta \left(1 - \frac{\pi}{q}\right) \{(1 - q) f(I) + q\lambda I + y(W + L - qR^m M) - (1 - q)R^m M\},$$

(17)

which depends only on the banks’ choice variables $\{B, M, I, L\}$ together with the exogenous parameters and functions $\{X, W, \beta, \pi, q, R^m, \lambda, f, y\}$.

In line with the related literature, we assume that the planner is subject to the same collateral constraint (4) that private banks face when borrowing from international lenders; unlike these banks, however, he realizes that the price $k$ depends on the quantity of bank assets that must be absorbed by investors in the bad state. The planner must further respect the market clearing condition (7) and the technological constraint that idle liquid assets by banks cannot be invested in the technology $y(\cdot)$, which in our economy is equivalent to $qR^m M - L \geq 0$. Finally, he takes the borrowing rate charged by international lenders, $R^m$, as given.

The planner instructs banks on their choices for $\{B, M, I, L\}$ such as to maximize (17), subject to $qR^m M - L \geq 0$, the collateral constraint (4), the balance sheet constraint (7), and the pricing equation

$$k = K(W + L - qR^m M) = \begin{cases} \frac{1}{y'(W + L - qR^m M)} & \text{if } qR^m M > L, \\ 1 & \text{if } qR^m M = L. \end{cases}$$

(18)

Using the balance sheet constraint $B + M = I + L$ to eliminate the choice variable $B$, the planner’s problem boils down to instructing banks on their choices for $\{I, M, L\}$ such as to maximize the Lagrangian function

$$\mathcal{L}^P = \frac{1}{\beta} (X - I - L + M) + f(I) + y(W) - R^m M + L$$

$$+ \frac{\pi}{q} \{q(\lambda I - f(I)) + y(W + L - qR^m M) - y(W) + qR^m M - L\}$$

$$- \eta \left\{\frac{R^m M - L}{K(W + L - qR^m M)} - \lambda I\right\} - \gamma (L - qR^m M),$$

(19)

where $\eta \geq 0$ and $\gamma \geq 0$ denote Lagrangian multipliers. The first-order conditions for $\{I, M, L\}$ are given by

$$R^b = f'(I)(1 - \pi) + \pi \lambda + \eta \lambda,$$

(20)

$$\frac{R^b - R^m}{R^m} \leq \pi \left(y'(W + L - qR^m M) - 1\right)$$

$$+ \frac{\eta}{k} \left\{1 + q(R^m M - L) \frac{K'(\cdot)}{k}\right\} - q\gamma,$$

(21)
\[ R^b - 1 \geq \frac{\pi}{q} \left( y'(W + L - qR^mM) - 1 \right) \]
\[ + \frac{\eta}{k} \left\{ 1 + \left( R^mM - L \right) \frac{K'(\cdot)}{k} \right\} - \gamma. \] 

(22)

where we have used \( \pi = p \cdot q \) and \( R^b = 1/\beta \) to facilitate comparison with the unregulated equilibrium. Note further that (12), (18) and the complementary slackness condition \( y(L - (1 - q)R^mM) = 0 \) must hold in the constrained-efficient allocation.

Equations (21) and (22) are the planner’s optimality conditions for money creation, \( M \), and liquid assets, \( L \). These conditions reflect that the planner anticipates the effects of his choices on the fire-sale price and the crowding out of productive investment, while ignoring the purely redistributive consequences of fire sales. Note that, when evaluated at the unregulated equilibrium allocation, the terms in curly brackets in the planner’s optimality conditions for money creation and liquidity holdings are strictly larger than one.25 When the collateral constraint is binding, the social costs of money creation and the social benefits of holding liquidity are thus higher than internalized by unregulated banks.

As the constrained planner takes into account that even small amounts of outstanding “money-like” debt can lead to large drops in the fire-sale price \( k \) and thus large fire-sale losses, he may prefer banks not to issue any “money-like” debt at all despite its lower interest rate. Inspection of (21) shows that this is the case only when crises are extremely likely. In particular, we have the following.

**Lemma 2.** The constrained social planner finds it optimal to have banks create a positive amount of money if

\[ \pi < \frac{R^b - R^m}{R^m(y'(W) - 1)}. \]

(23)

Regarding the planner’s choice of liquidity, we arrive at the following result.

**Proposition 3.** Assume that the parameters \( \pi, R^b, R^m, \) and \( W \) satisfy (23). In the constrained-efficient allocation, the planner instructs banks to hold liquidity, \( L^* > 0 \), if crises are not highly systemic, \( q < \tilde{q} \), and the costs of fire sales are not too low, \( W < \tilde{W} \), where \( \tilde{W} > W \). The planner thus certainly instructs banks to hold liquidity in all environments where unregulated banks hold liquidity.

The intuition behind Proposition 3 can be best understood as follows. Relative to the unregulated competitive equilibrium, the social planner seeks to curb the amount of asset fire sales during crises, \( qR^mM^* = L^* \), because he internalizes that this reduces the production loss in the traditional sector and increases the fire-sale price \( k^* \); an increase in the fire-sale price, in turn, improves social welfare by raising

---

25. Recall that \( L^* < qR^mM^* \) (which implies \( \gamma = 0 \)), and \( K'(\cdot) > 0 \).
the collateral value of risky assets, $\lambda I^{**}k^{**}$, thus promoting banks’ access to cheap borrowing through money creation.

Assume for simplicity that the planner seeks to increase the fire-sale price by $\Delta k$ and that this requires reducing asset fire sales by $x$ euros. To achieve this, the planner can follow one of three approaches. First, he can instruct banks to borrow $x$ additional euros of long-term debt and hold the proceeds as liquidity; the net cost of this transaction is equal to $(R^b - 1)x$. Second, he can instruct them to borrow $x/(qR^m)$ additional euros of long-term debt and reduce money creation by the same amount; this incurs a net cost equal to $x(R^b - R^m)/(qR^m)$. And, third, if risk is not overly systemic, $q < 1/R^m$, he can instruct banks to increase money creation by $x/(1 - qR^m)$ euros and hold the proceeds as liquidity, which incurs a net cost equal to $x(R^m - 1)/(1 - qR^m)$.

The ranking of these three approaches in terms of their costs depends on how systemic liquidity risk is. In particular, when risk is highly systemic, $q > \bar{q}$, the cheapest way to increase the fire-sale price by $\Delta k$ is to follow the second approach, that is, to borrow additional long-term debt and reduce money creation. By contrast, when risk is not highly systemic, $q < \bar{q}$, the cheapest way is to follow the third approach, that is, to increase money creation and hold the proceeds as liquidity.26

This does not imply, however, that the planner always instructs banks to hold liquidity when $q < \bar{q}$. After all, the planner’s three approaches to support the fire-sale price outlined previously do not only differ in their respective costs, but also in how they impact asset sales by affected banks, $R^mM^{**} - L^{**}$, and therefore in how they impact the collateral constraint beyond the effect operating through the fire-sale price. It is readily seen that, in this specific regard, the second approach of borrowing additional long-term debt and reducing money creation always outperforms the others; for a given effect on the fire-sale price, it reduces $R^mM^{**} - L^{**}$ by more than the other two approaches, and thus contributes more to relaxing the collateral constraint. This counteracts the aforementioned cost advantage of the third approach (increasing money creation and holding the proceeds as liquidity) in environments where $q < \bar{q}$. As a consequence, even in such environments, the planner finds it optimal to hold liquidity only when his motive to manipulate the fire-sale price is sufficiently strong, which is the case when investor resources are sufficiently scarce, $W < \hat{W}$. Moreover, it is immediate that in environments where risk is highly systemic, $q \geq \bar{q}$, the planner strictly prefers to manipulate the fire-sale price through additional long-term borrowing and reducing money creation, and accordingly he chooses not to hold liquidity. Finally, note that because the planner internalizes the social benefits of holding liquidity, he values liquidity more than unregulated banks do. He thus chooses to hold liquidity at levels of $W$ where banks find this too costly; hence, $\hat{W} > \bar{W}$.

We next explore whether the planner ever finds it optimal to fully insure against fire-sale risk by having banks hold sufficient liquidity to absorb all distressed assets in the banking system.

---

26. Note that only in the special case where $q = \bar{q}$, all three approaches are equivalent in terms of costs.
PROPOSITION 4. Assume that the parameters $\pi$, $R^b$, $R^m$, and $W$ satisfy (23). The constrained social planner fully insures the banking system against fire-sale risk, $L^{**} = qR^mM^{**}$, if crises are not highly systemic, $q < \tilde{q}$, and the costs of fire sales are sufficiently high, $W < \tilde{W}^{f,i}$, where $\tilde{W}^{f,i} < \tilde{W}$.

The intuition behind this result is best understood as follows. Recall from Proposition 3 that the social planner instructs banks to hold a positive amount of liquidity when $q < \tilde{q}$ and $W < \tilde{W}$, that is, the first-order condition (22) holds as an equality. The optimal choice of $L^{**}$ thus equates the marginal opportunity cost $R^b - 1$ of holding more liquidity to the marginal benefit resulting from reduced asset fire sales, $qR^mM - L$. Lower asset fire sales are beneficial because they reduce the output loss in the traditional sector in the bad state of the world, and because a higher fire-sale price raises the collateral value of illiquid assets, which, in turn, improves banks’ access to cheap short-term borrowing in the initial period and thus stimulates productive investment. Inspecting (22) it is immediate that, for any quantity of asset fire sales $x = qR^mM - L > 0$, the marginal benefit of an increase in $L$ is larger the smaller are the resources available to outside investors, $W$. The marginal cost of reducing asset fire sales, in turn, is independent of $W$. Accordingly, there exists a critical threshold level for investor resources, which we denote by $\tilde{W}^{f,i}$, such that, if $W < \tilde{W}^{f,i}$, the marginal gain of reducing asset fire sales dominates the marginal cost for all $x > 0$. The planner then finds it optimal to prevent fire sales altogether, as established by Proposition 4.

Finally, note that in the model developed by Kara and Ozsoy (2019) it is also in principle possible that the constrained social planner finds it optimal to fully prevent fire sales. However, under their assumptions on the technology operated by outside investors and the convex operational cost faced by banks, the (social) costs associated with a moderate amount of asset fire sales are very low, whereas holding liquidity to reduce fire sales becomes increasingly costly. As a consequence, full insurance against fire-sale risk is never optimal for the constrained social planner.

6. Social Inefficiencies and the Role of Risk

The results presented thus far indicate that private decisions of unregulated banks in our model may lead to socially inefficient aggregate outcomes. In this section, we further elaborate on this feature. Throughout the analysis, we assume that the model parameters $\pi$, $R^b$, $R^m$, and $W$ satisfy (23), such that money creation is positive in

\[ \frac{R^b - 1}{q} = \pi \left( \frac{\alpha A}{(W - x)^{1-\alpha}} - 1 \right) + \frac{\eta}{k} \left( \frac{R^m M - L}{W - x} \right), \]

where $\eta/k > 0$. The marginal benefit of an increase in $L$ thus is monotonically decreasing in $W$ and approaches infinity as $W$ approaches zero.

---

27. Under our maintained assumptions on the investors’ technology $y(\cdot)$, and given that $q < \tilde{q}$, $W < \tilde{W}$, and $x = qR^mM - L > 0$, the first-order condition (22) boils down to

\[ R^b - 1 = \frac{\pi}{q} \left( \frac{\alpha A}{(W - x)^{1-\alpha}} - 1 \right) + \frac{\eta}{k} \left( 1 + (1 - \alpha) \frac{R^m M - L}{W - x} \right), \]

where $\eta/k > 0$. The marginal benefit of an increase in $L$ thus is monotonically decreasing in $W$ and approaches infinity as $W$ approaches zero.
both the unregulated equilibrium and the constrained-efficient allocation. Our first observation is the following.

**Proposition 5.** The unregulated competitive equilibrium is socially efficient if and only if crises are highly systemic, $q \geq \tilde{q}$, and fire sales are overly costly, $W \leq \tilde{W}$.

The underlying intuition, which is already familiar from Stein’s (2012) analysis, can be best understood as follows. Recall that individual banks do not take into account the incremental effect of their decisions on the fire-sale price, which creates a pecuniary externality. Recall further that when $q \geq \tilde{q}$ and $W \leq \tilde{W}$, the collateral constraint is nonbinding in the unregulated competitive equilibrium (cf. Lemma 1). The pecuniary externality then operates only through prices in budget constraints, and thus does not lead to social inefficiencies in line with the first welfare theorem (cf. Stein 2012, p. 74).28

If crises are not highly systemic, $q < \tilde{q}$, or fire sales are not overly costly, $W \geq \tilde{W}$, banks’ money creation is sufficiently high to make the collateral constraint binding in equilibrium. The pecuniary externality then operates not only through prices in budget constraints, but also through the collateral constraint, which does lead to social inefficiencies. The following proposition characterizes these inefficiencies for the case where risk is still highly systemic, but fire sales are not overly costly.

**Proposition 6.** When crises are highly systemic, $q \geq \tilde{q}$, and fire sales are not overly costly, $W \geq \tilde{W}$, unregulated banks create an excessive amount of private money, $M^* > M^{**}$, overinvest in risky assets, $I^* > I^{**}$, and hold the socially efficient amount of liquidity, $L^* = L^{**} = 0$.

Proposition 6 (together with Proposition 5) shows that the results in Stein (2012) carry over to environments where crises are highly, but not necessarily fully, systemic. To see the underlying intuition, consider a situation where all banks create $M$ units of money, invest $I$ units, hold no liquidity, $L = 0$, and the collateral constraint is binding, $R^m M = \lambda I k$. When an individual bank now increases its money creation and investment, it incrementally reduces the fire-sale price to $k' < k$, and thereby reduces the collateral value of all other banks’ assets to $\lambda I k'$. For a given level of $I$, these other banks can thus no longer create $M$ units of money, but must instead rely to a larger extent on long-term borrowing. This raises their overall borrowing costs as $R^b < R^m$. Each bank’s borrowing through money creation thus imposes a negative externality on all other banks. Unregulated banks that do not internalize this borrowing externality

---

28. In the current setting, this can easily be verified by comparing the banks’ optimality conditions (10) and (11) to the planner’s optimality conditions (21) and (22) when the collateral constraint is nonbinding. It is immediate that the respective conditions are equivalent when $\eta = 0$ (and hence also $\gamma = 0$), and that the planner thus chooses the same allocation that unregulated banks choose in equilibrium.
create a socially excessive amount of money in equilibrium, \( M^* > M^{**} \), and overinvest in risky assets, \( I^* > I^{**} \), which serve as collateral for money creation.\(^{29}\)

We next examine environments where crises are not highly systemic, \( q < \bar{q} \), and show that the social inefficiencies arising in such environments can be qualitatively very different from the social inefficiencies arising in environments where risk is highly systemic.

**Proposition 7.** When crises are not highly systemic, \( q < \bar{q} \), and fire sales are sufficiently costly, \( W < \bar{W} \), unregulated banks hold a positive but inefficiently low amount of liquidity, \( L^* < L^{**} \), create an inefficiently low amount of private money, \( M^* < M^{**} \), and underinvest in risky assets, \( I^* < I^{**} \).

Proposition 7 contrasts sharply with the case where crisis risk is highly systemic, in which the unregulated competitive equilibrium is either socially efficient or characterized by excessive money creation and overinvestment. To understand the underlying intuition, recall first that when \( q < \bar{q} \) and \( W < \bar{W} \), both unregulated banks and the social planner find it optimal to hold liquidity. Banks do, however, not internalize the full social benefits of their liquidity holdings. By increasing its stock of liquid assets, each bank incrementally reduces the amount of aggregate asset fire sales during crises, \( qR\bar{m}M/L \), which raises the fire-sale price. The increase in the fire-sale price, in turn, raises the collateral value of the risky assets held by all other banks, who can now create more money and hence finance investment more cheaply. By holding liquidity, each bank thus imposes a positive externality on others. Individual banks do not internalize this liquidity externality and hence hold less liquidity than the planner, which leads to inefficiently low aggregate liquidity in the banking system in the unregulated competitive equilibrium.

When aggregate liquidity is low, the equilibrium fire-sale price is low, and thus the collateral value of banks' assets is low, too. This impairs banks' ability to create money, that is, the liquidity externality counteracts the borrowing externality in equilibrium. This effect is so strong when \( W < \bar{W} \) that banks end up creating an inefficiently low amount of private money, \( M^* < M^{**} \). Moreover, the banks’ impaired ability to borrow cheaply through money creation raises their overall financing costs, because they must rely increasingly on expensive long-term borrowing. The higher financing cost eventually induces underinvestment in risky assets relative to the constrained-efficient allocation, \( I^* < I^{**} \).

The finding that aggregate liquidity shortages can give rise to underinvestment in risky assets by banks further contrasts with Kara and Ozsoy (2019), where banks always overinvest in risky assets. To understand this difference, recall that the banks

\(^{29}\) Note also that the privately and socially optimal choice of liquidity in Proposition 6 is a corner solution, \( L^* = L^{**} = 0 \). This feature is, however, not driving our results. In Online Appendix G, we extend the current model by adding a state of the world in which banks need liquidity to cover investment restructuring costs. In this extended model, it is privately and socially optimal for banks to hold liquid assets even when asset return risk in the bad state of the world is fully systemic, and we show that the results in Proposition 6 are robust to this alternative specification.
in their model finance investment through a fixed stock of equity capital and riskless deposits, for which they pay a zero interest rate. Borrowing is costly only because banks face a nonpecuniary convex operational cost, which depends solely on the size of their balance sheet. Accordingly, the banks’ cost of financing a given portfolio of illiquid and liquid assets is independent of the fire-sale discount during a crisis, such that aggregate liquidity shortages in Kara and Ozsoy (2019) have only a moderate effect on banks’ incentive to invest in risky assets.\(^{30}\) By contrast, in our setting, the fire-sale discount is key to the banks’ liability choice between short-term and long-term debt. When the fire-sale discount is large, the collateral value of banks’ illiquid investments is low, and banks must rely more on expensive long-term borrowing to finance their asset portfolio. Accordingly, the overall financing cost of a given portfolio of illiquid and liquid assets increases when the fire-sale discount increases, which strongly discourages banks’ investment in illiquid assets.

Finally, let us also briefly discuss the scenario where crises are not very systemic, \(q < \hat{q}\), and fire sales are not very costly, \(\bar{W} \geq \tilde{W}\). Unregulated banks then do not hold liquidity, whereas the planner does hold liquidity as long as \(\bar{W} < \tilde{W}\). Accordingly, liquidity holdings by unregulated banks are inefficiently low when \(W \in [\bar{W}, \tilde{W})\) and socially efficient when \(W \geq \tilde{W}\). The results for money creation and investment are less clear cut because, as outlined previously, these depend on the interaction of the borrowing externality and the liquidity externality. It is intuitive, however, that as the investors’ endowment \(W\) increases, the cost of fire sales declines, and hence the less incentive the planner has to support the fire-sale price. The planner’s liquidity holdings thus decrease as \(W\) increases, and the liquidity externality thus becomes less and less important. At some point, the effect of the borrowing externality dominates the effect of the liquidity externality, which then leads to excessive money creation and overinvestment in equilibrium. This is clearly the case as soon as \(W \geq \tilde{W}\), in which case the planner does no longer hold liquidity, and hence the liquidity externality no longer distorts the unregulated competitive equilibrium allocation. In what follows, we further discuss these findings in the context of a numerical example.

7. A Numerical Illustration

In this section we illustrate the main results of our analysis by means of a numerical example. Following Stein (2012), we let \(f = 3.5 \log (I) + I, \lambda = 1\) and \(\pi = 0.02\). We further set the parameters of the investment technology in the traditional sector to \(\alpha = 0.4\) and \(A = 48.48.\)\(^{31}\) The interest rate parameters are set to \(R^m = 1.0025\), reflecting a low interest rate environment, and to \(R^b = 1.0325\); the spread between \(R^b\) and \(R^m\) is thus equal to 3% as in the numerical examples provided by Stein (2012). Finally, we do

\(^{30}\) In particular, this effect is not strong enough to overturn that banks overinvest in illiquid assets in their model economy.

\(^{31}\) A justification for these parameter choices is provided in what follows.
not pick a single numerical value for the parameter \( q \), but instead vary this parameter between \( q = 0.5 \) and \( q = 1 \). When \( q = 0.5 \), the bad state is revealed with certainty in period 1, \( p = 1 \), but affects only a random fraction \( \pi \) of banks; risk is thus purely idiosyncratic. When \( q = 1 \), the bad state is realized only with probability \( p = 1 \), but affects all banks simultaneously; risk is thus fully systemic.

Given our choices of functional forms and parameters, the threshold \( \bar{q} \) is given by \( \bar{q} = 0.92 \) and the thresholds \( \bar{W} \), \( \bar{W}_{ij} \), and \( \bar{W}_{i} \) are functions of \( q \) only. Figure 2 plots these functions for \( q \in [0.5, 1] \) in the range where \( W \) satisfies (23) and \( y'(W) \geq 1 \).32 Moreover, it shows that the \((q, W)\)-parameter space can be decomposed into four regions. In the blue region I, both \( q < \bar{q} \) and \( W < \bar{W} \) are satisfied, and thus there is insufficient money creation in the unregulated competitive equilibrium (cf. Proposition 7). In the red region III, \( W \geq \bar{W} > \bar{W} \), and hence there is excessive money creation; in the green region IV, \( q > \bar{q} \) and \( W < \bar{W} \), and hence the unregulated competitive equilibrium is socially efficient (cf. Proposition 5). In the yellow region II, \( q < \bar{q} \) and \( W \in [\bar{W}, \bar{W}_{i}] \). In this region, the unregulated competitive equilibrium is socially inefficient as banks hold insufficient liquidity; whether money creation and investment are excessive or insufficient is, however, not clear a priori.33

Figure 3 takes a closer look at the unregulated competitive equilibrium and the constrained-efficient allocation when \( W = 140 \), as in Stein (2012). Note that for this

---

32. We restrict attention to \( q \geq 0.5 \) to better visualize our results and because no qualitative changes happen when \( q < 0.5 \).

33. See the discussion at the end of Section 6.
FIGURE 3. Comparing the unregulated equilibrium and the constrained-efficient allocation. In all panels, $q$ is varied between 0.5 and 1 along the horizontal axis. The blue solid line corresponds to the unregulated competitive equilibrium, and the red dashed line to the constrained-efficient allocation. Functional forms and parameters are given by $f = 3.5 \log(I) + I$, $W = 140$, $\lambda = 1$, $\pi = 0.02$, $\alpha = 0.4$, $A = 48.48$, $R^0 = 1.0325$, and $R^{\text{net}} = 1.0025$.

parameter choice, given our choices for $\alpha$ and $A$, the fire-sale price reacts only gradually to small amounts of fire sales, that is, $y(W) = 1$. The first five panels of Figure 3 display the equilibrium allocations $\{M^*, L^*, I^*, B^*, k^*\}$ and $\{M^{**}, L^{**}, I^{**}, B^{**}, k^{**}\}$, whereas the bottom right-hand panel illustrates the welfare loss in the unregulated competitive equilibrium relative to the constrained-efficient allocation.

With regard to the unregulated competitive equilibrium, the following observations are particularly noteworthy. First, $M^*$ and $I^*$ are both decreasing in $q$; unregulated banks create less money and invest less in risky assets the more systemic crises are, even though each individual bank’s risk of experiencing a low return is kept constant at $\pi = 0.02$. This is because, as $q$ increases, more banks need to fire-sell distressed assets in the financial crisis state of the world, which depresses the equilibrium fire-sale price $k^*$. A lower fire-sale price, in turn, reduces the collateral value of banks’ assets already in period 0, and thus limits banks’ ability to create money for any given level of investment $I$. Banks must rely more on long-term borrowing to finance investment, and thus $B^*$ increases. As this raises their overall financing costs, banks invest less in risky assets when risk is more systemic.

With regard to the constrained-efficient allocation, it is worth highlighting that, as long as the planner fully insures against fire-sale risk (which is the case in our example when $q < 0.84$), both money creation and long-term borrowing, $M^{**}$ and $B^{**}$, hardly vary with changes in $q$. The same is true for total assets, $L^{**} + I^{**}$, but not for the asset composition. In particular, liquidity holdings $L^{**}$ increase in $q$ as long as $q < 0.84$, because the planner needs more liquid assets to fully insure against fire-sale risk the more systemic crises are; investment in risky assets, $I^{**}$, decreases in $q$. Once crises are sufficiently systemic, $q \geq 0.84$, the planner takes fire-sale risk and reduces his liquidity.
holdings; \( M^{**} \) and \( I^{**} \) are then both decreasing in \( q \), whereas \( B^{**} \) is increasing in \( q \). The underlying intuition is the same as in the unregulated competitive equilibrium.

Comparing the unregulated competitive equilibrium allocation to the constrained-efficient allocation confirms the general findings discussed in Section 6. In our example, unregulated banks create an excessive amount of money and overinvest in risky illiquid assets when \( q > 0.88 \); they create an inefficiently low amount of money, hold too little liquidity, and \textit{overinvest} in risky assets when \( q \in (0.86, 0.88] \); and they create an inefficiently low amount of money, hold too little liquidity, and \textit{underinvest} in risky assets when \( q \leq 0.86 \) (i.e. when at least 14\% of banks are not directly affected by the crisis shock). Against this background, it would be interesting to further explore the nature of social inefficiencies in a dynamic and carefully calibrated version of the current model economy; however, this goes beyond the scope of the present paper and is left for future research.

8. Macroprudential Regulation

We next examine whether and how a macroprudential regulator can implement the constrained-efficient allocation as a competitive equilibrium. For environments with excessive money creation (or short-term overborrowing) and overinvestment, it is well known from the existing literature that this can be achieved using instruments such as outright caps on borrowing, Pigouvian taxes on debt issuance, or bank capital requirements. We therefore restrict our attention to environments that give rise to \textit{inefficiently low} money creation and investment by private banks, which are less well understood. To keep the analysis concise, we focus on the case where both \( W < \bar{W} \) and \( W < \bar{W}^{fi} \) are jointly satisfied.

We first present our main findings and then discuss the underlying intuition.

**Proposition 8.** Assume that \( q < \bar{q} \), \( W < \bar{W} \), and \( W < \bar{W}^{fi} \) are satisfied. A macroprudential regulator can implement the constrained-efficient allocation as a competitive equilibrium by collecting a Pigouvian tax \( \tau \) on short-term “money-like” debt and paying a subsidy \( r \) on liquid assets, where \( \tau = q(R^{m} - 1)(1 - q) > 0 \) and \( r = \tau R^{b} / (R^{m}(q - \pi)) > 0 \). Alternatively, the regulator can implement the constrained-efficient allocation by imposing a liquidity requirement of \( \mu = q \) units for each unit of short-term liabilities \( R^{m}M \) in period 0.

Proposition 8 shows that the regulator can use both price-based and quantity-based measures to achieve constrained efficiency. The price-based approach involves a liquidity subsidy together with a strictly positive tax on money creation. This latter finding may appear counterintuitive, given that banks create an \textit{inefficiently low} amount of private money in the unregulated equilibrium. To understand the underlying intuition, it is important to realize that insufficient money creation arises from the interaction of the borrowing externality and the liquidity externality in our environment. In particular, money creation is too low in the unregulated equilibrium.
only because aggregate liquidity holdings are too low (and hence the collateral value of liquid assets is too low, which impairs banks’ ability to create “enough” money). If liquidity holdings were not too low, for example, because the regulator pays a liquidity subsidy to banks, banks would actually create an excessive amount of money due to the borrowing externality. Hence, the tax on money creation must be positive to correct for this partial equilibrium effect. Moreover, it is evident that the regulator must use both \( \tau \) and \( r \) jointly to implement the constrained-efficient allocation; the optimal liquidity subsidy \( r \) implements the efficient level of aggregate liquidity, whereas the optimal tax \( \tau \) implements the efficient amount of short-term borrowing conditional on the (socially efficient) level of liquidity.\(^{34}\)

Proposition 8 further argues that the regulator can implement constrained efficiency by only imposing appropriate minimum liquidity requirements on banks. This is because such requirements play a dual role in our environment. First, they ensure that the ratio of liquidity relative to private money is aligned with the corresponding ratio in the constrained-efficient allocation. Second, requiring banks to hold nonremunerated liquid assets increases the effective cost of money creation relative to long-term borrowing, and hence resembles a Pigouvian tax. It is important to emphasize that, although the regulator needs only one quantity-based instrument (the minimum liquidity requirement), this instrument must be employed actively. Only by reducing the liquidity requirement in the bad state for all banks, the regulator eventually prevents fire sales, by allowing sound banks to purchase assets from distressed banks. A static liquidity requirement cannot restore constrained efficiency. An important takeaway is therefore that liquidity requirements such as the LCR introduced in Basel III need to be managed actively and changed in response to macroeconomic and financial shocks to show their full potential.

Note that an important drawback of the price-based regulation relative to the quantity-based regulation is that the former implies an overall financial cost for the regulator. Specifically, as shown in the proof of Proposition 8, to implement the constrained-efficient allocation as a competitive equilibrium, the subsidies paid on liquid assets under price regulation necessarily exceed the Pigouvian tax revenues, \( \tau M^{**} < rL^{**} \). By contrast, the quantity-based regulation is budget neutral. A further drawback is that price-based regulation is more information-intensive than quantity-based regulation. In particular, to set the correct subsidy for liquidity, the planner must not only know how systemic crises are, \( q \), but also how likely they are, as reflected by \( \pi \). This further strengthens the case for using minimum liquidity requirements as a macroprudential policy tool in environments with imperfect information.

Finally, note that bank capital adequacy ratios, or other macroprudential tools that seek to curb excessive short-term borrowing and risky investment by banks, are not suitable instruments in our environment. This is simply because, as the competitive

\(^{34}\) This reasoning also makes clear that, as long as the collateral constraint is binding, the borrowing externality and the liquidity externality cannot perfectly offset each other, and hence the unregulated equilibrium is then always socially inefficient.
equilibrium is characterized by short-term underborrowing and underinvestment rather than overborrowing and overinvestment, any restrictions on borrowing and investment would not bind in the competitive equilibrium.

9. Conclusion

We have provided a joint analysis of banks’ liability choice between private money creation and long-term borrowing together with their asset choice between safe liquid and risky illiquid investments in a simple three-period banking model. The model environment features pecuniary externalities and liquidity risk, whereby the latter is not necessarily fully systemic. We have shown that, in general, privately optimal decisions by banks lead to socially inefficient outcomes. The nature of inefficiency depends critically on the degree to which risk is systemic: When risk is highly systemic, banks create an excessive amount of money and overinvest in risky assets; when risk is not highly systemic, banks hold insufficient liquidity, create insufficient private money, and underinvest in illiquid assets. A macroprudential regulator can then best restore constrained efficiency by imposing quantity-based liquidity requirements on banks. Price-based regulatory measures are less well suited for achieving this objective, because they are more information intensive and involve a financial cost for the regulator.

Appendix A: Empirical Evidence on Asset Return Risk

A key assumption in our model is that risk is not fully systemic. This deviation from the existing literature can easily be justified on empirical grounds; real-world banks are highly heterogeneous in many dimensions, including, for example, their asset choices, liability choices, geographical location, monitoring technologies, or second-best use values of assets (cf. Lucas, Schaumburg, and Schwaab 2019; Geerolf 2019). Figure A.1 provides empirical evidence on the high degree of asset heterogeneity across the 50 largest banks in the European Union. It shows each of these banks’ exposure to households, nonfinancial corporations, financial corporations, general governments, and central banks, respectively, as a share of the bank’s total exposures. Evidently, exposures of different banks to different sectors vary greatly. For example, banks’ exposures to the household sector range from 0% to 80% of total exposures, indicating that shocks originating in the household sector have very different effects on the asset performance of different banks.

35. We restrict attention to the 50 largest banks to emphasize that heterogeneity is not a matter driven by bank size.
**Figure A.1.** European banks’ exposure to different sectors in the economy. Each bar represents one of the 50 largest banks participating in the 2017 E.U.-wide transparency exercise. It shows the share of the bank’s exposure vis-a-vis five different sectors in the economy (households, nonfinancial corporations, financial corporations, general governments, and central banks) in total exposures. Banks are ordered according to their exposure to the household sector. Reference date: 30 June 2017. Data source: European Banking Authority (EBA). Data are available at https://www.eba.europa.eu/risk-analysis-and-data/eu-wide-transparency-exercise/2017/results.

**Appendix B: Definitions**

**The Unregulated Competitive Equilibrium**

**Definition B.1.** An unregulated competitive equilibrium is a collection of prices \(\{R^m, \tilde{R}^b(g), \tilde{R}^b(b), R^b, k^*, \eta^*\}\) and allocations

\[
\{C_0^*, C_2^*(g), C_2^*(b), M^*, \tilde{B}^*, B^*, I^*, L^*, Z^*\}
\]

satisfying the following conditions:

1. Given \(\{R^m, \tilde{R}^b(g), \tilde{R}^b(b)\}\) and \(\{M^*, B^*, I^*, L^*\}\), the households’ choices \(\{\tilde{B}^*, C_0^*, C_2^*(g), C_2^*(b)\}\) maximize utility (1) subject to the budget constraints

   \[
   C_0^* \leq X - \tilde{B}^*, \quad (B.1)
   \]

   \[
   C_2^*(g) \leq f(I^*) + L^* - R^m M^* + y(W), \quad (B.2)
   \]

   \[
   C_2^*(b) \leq (1 - q) f(I^*) + q \lambda I^* - R^m M^* + y(W + L^* - q R^m M^*) + q R^m M^*. \quad (B.3)
   \]
2. Given \( \{R^m, R^b, k^*\} \), the banks’ choices \( \{M^*, B^*, I^*, L^*\} \) maximize profits (8) subject to the budget constraint (7) and the collateral constraint (4).

3. Given \( k^* \), the outside investors’ choice \( Z^* \) maximizes investor profits (5).

4. International lenders maximize profits: \( R^m = 1/\delta \).

5. Goods markets clear: (B.1)–(B.3) hold with strict equality.

6. Financial markets clear:

\[
\begin{align*}
\tilde{B}^* &= B^*, \\
Z^* &= \begin{cases} 0 & \text{if } \theta = g, \\
qR^mM^* - L^* & \text{if } \theta = b.
\end{cases}
\end{align*}
\]

7. The budget constraint (7), the collateral constraint (4), and the complementary slackness condition (12) are satisfied, and \( \eta^* \geq 0 \).

### The Constrained-Efficient Allocation

**Definition B.2.** A constrained-efficient allocation is a collection of prices \( \{R^b, R^m, k^{**}, \eta^{**}, \gamma^{**}\} \) and allocations

\[
\{C_0^{**}, C_2^{**}(g), C_2^{**}(b), M^{**}, B^{**}, I^{**}, L^{**}\}
\]

satisfying the following conditions:

1. Given \( R^m \), the planner’s choices \( \{M^{**}, B^{**}, I^{**}, L^{**}\} \) maximize social welfare (17) subject to the collateral constraint (4), the pricing equation (18), and \( L^{**} \leq qR^mM^{**} \).

2. Households choose \( \{C_0^{**}, C_2^{**}(g), C_2^{**}(b)\} \) to maximize utility and goods markets clear: \( R^b = 1/\beta \) and

\[
\begin{align*}
C_0^{**} &= x - B^{**}, \\
C_2^{**}(g) &= f(I^{**}) + L^{**} - R^mM^{**} + y(W^{**}), \\
C_2^{**}(b) &= (1 - q)f(I^{**}) + q\lambda I^{**} - R^mM^{**} \\
&\quad + y(W + L^{**} - qR^mM^{**}) + qR^mM^{**}.
\end{align*}
\]

3. International lenders maximize profits: \( R^m = 1/\delta \).

4. The fire-sale price satisfies

\[
k^{**} = \begin{cases} 
\frac{1}{y(W + L^{**} - qR^mM^{**})} & \text{if } qR^mM^{**} > L^{**}, \\
1 & \text{if } qR^mM^{**} = L^{**}.
\end{cases}
\]

5. The collateral constraint (4) and the complementary slackness condition (12) hold, and \( \eta^{**} \geq 0 \).

6. The complementary slackness condition \( \gamma^{**}(L^{**} - qR^mM^{**}) = 0 \) holds, \( \gamma^{**} \geq 0 \) and \( L^{**} \leq qR^mM^{**} \).
Appendix C: Proofs

Proof of Proposition 1

Consider a candidate equilibrium allocation with positive liquidity holdings, \( L^* > 0 \). When \( L^* > 0 \) is optimal, equation (11) must hold with strict equality. The equilibrium conditions can then be solved for the allocation
\[
\begin{align*}
  k^* &= \frac{(1-q)\pi R^m}{(1-q)\pi R^m + qR^b(R^m - 1)}, \\
  \eta^* &= (R^b - 1 - \frac{R^b(R^m - 1)}{(1-q)R^m})k^*, \\
  I^* &= (f')^{-1}\left(\frac{R^b - \eta^*\lambda - \pi\lambda}{1 - \pi}\right), \\
  M^* &= \frac{(\alpha Ak^*)^{\frac{1}{\alpha - \omega}} + \lambda I^*k^* - W}{(1-q)R^m}, \\
  L^* &= R^mM^* - \lambda I^*k^*.
\end{align*}
\]

This allocation is a competitive equilibrium if and only if the implied value for both \( L^* \) and \( \eta^* \) are nonnegative. It is straightforward to show that this is equivalent to the conditions
\[
q \leq \frac{R^b - R^m}{(R^b - 1)R^m} \equiv \tilde{q}
\]
and
\[
W \leq (\alpha A)^{\frac{1}{\alpha - \omega}}\left(\frac{(1-q)\pi R^m}{(1-q)\pi R^m + qR^b(R^m - 1)}\right)^{\frac{1}{\alpha - \omega}} + q\lambda\left(\frac{(1-q)\pi R^m}{(1-q)\pi R^m + qR^b(R^m - 1)}\right) \times (f')^{-1}\left(\frac{R^b - \lambda(1-q)\pi R^m(R^m - 1) - \pi R^b(R^m - 1)}{(1-q)\pi R^m + qR^b(R^m - 1)} - \pi\lambda\right) \equiv \tilde{W}.
\]

Conversely, a competitive equilibrium with positive liquidity holdings does not exist when either of these conditions is violated.

Proof of Proposition 2

Assume that \( L^* = qR^mM^* \). Because \( M^* > 0 \), this implies \( L^* > 0 \). From Proposition 1 it then follows that \( k^* < 1 \). By the investors’ no-arbitrage condition, this implies \( q R^m M^* - L^* > 0 \), which contradicts the initial assumption that \( L^* = qR^mM^* \).
Accordingly, \( L^* = qR^mM^* \) cannot hold in the unregulated competitive equilibrium. This implies that fire-sold illiquid assets are in part absorbed by outside investors, \( Z^* = qR^mM^* - L^* > 0 \). Investment in the traditional sector is then given by \( W - Z^* < W \) and aggregate output losses are incurred because \( y(W - Z^*) + Z^* < y(W) \), which follows from our assumptions that \( y \) is concave and that \( y'(W) \geq 1 \).

**Proof of Lemma 1**

We first show that \( \eta^* > 0 \) when \( q < \tilde{q} \). To see this assume that \( \eta^* = 0 \). In this case, the optimality conditions (10) and (11) imply \( q \geq (R^b - R^b)/(R^m(R^b - 1)) \equiv \tilde{q} \), which contradicts the assumption \( q < \tilde{q} \).

We next show that \( \eta^* > 0 \) when \( q \geq \tilde{q} \) and \( W > W \). Assume again that this was not true. When \( \eta^* = 0 \), the optimality conditions (9) and (10) pin down the equilibrium investment and the fire-sale price, respectively:

\[
I^* = (f')^{-1} \left( \frac{R^b - \pi\lambda}{1 - \pi} \right), \tag{C.1}
\]

\[
k^* = \frac{\pi R^m}{\pi R^m + R^b - R^m}. \tag{C.2}
\]

Because \( q \geq \tilde{q} \), \( M^* > 0 \) and \( L^* = 0 \) (cf. Proposition 1). The fire-sale price must therefore satisfy

\[
\frac{1}{k^*} = \alpha A(W - qR^mM^*)^{\alpha - 1}, \tag{C.3}
\]

which can be rearranged as

\[
qR^m M^* = W - (\alpha Ak^*)^{\frac{1}{1-\alpha}}. \tag{C.4}
\]

Because the collateral constraint is by assumption nonbinding, \( qR^mM^* \leq q\lambda I^*k^* \). Hence,

\[
W - (\alpha Ak^*)^{\frac{1}{1-\alpha}} \leq q\lambda I^*k^* \tag{C.4}
\]

must hold when \( \eta^* = 0 \). Using (C.1) and (C.2), it is immediate that this cannot be the case when \( W > W \). This shows that the collateral constraint is binding when \( q \geq \tilde{q} \) and \( W > W \).

It remains to show that the collateral constraint is nonbinding when \( q \geq \tilde{q} \) and \( W \leq W \). Assume this was not true, but instead \( \eta^* > 0 \). Then conditions (9) and (10) imply that

\[
I^* > (f')^{-1} \left( \frac{R^b - \pi\lambda}{1 - \pi} \right), \tag{C.5}
\]

\[
k^* > \frac{\pi R^m}{\pi R^m + R^b - R^m}. \tag{C.6}
\]
where the first result obtains because \((f')^{-1}\) is a decreasing function under our assumption that \(f\) is monotonically increasing. Moreover, note that the fire-sale price must again satisfy (C.3), and, because the collateral constraint is binding by assumption, (C.4) must hold as an equality, yielding

\[ W = (\alpha Ak^*)^{1-\alpha} + q\lambda I^*k^*. \]

Clearly, this condition cannot hold when \(W < W^*\). Hence, the collateral constraint is necessarily nonbinding, \(\eta^* = 0\), when \(q \geq \bar{q}\) and \(W \leq W^*\).

**Proof of Lemma 2**

When \(M^{**} = 0\) the collateral constraint is nonbinding and the optimality condition of the social planner with respect to \(M\) boils down to

\[ \frac{R^b - R_m}{R_m} = \pi(y'(W) - 1). \]

This condition cannot hold, and hence money creation is thus necessarily positive, if \(\pi < (R^b - R_m)/(R_m(y'(W) - 1))\).

**Proof of Proposition 3**

Let \(q < \tilde{q}\) and consider a constrained-efficient allocation with \(L^{**} \in [0, qR^*M^{**})\). Note first that this allocation must satisfy the planner’s optimality conditions for money creation and liquidity holdings,

\[ \frac{R^b - R_m}{R_m} = \pi \left( \frac{1}{k^{**} - 1} \right) + \frac{\eta^{**}}{k^{**}} \left\{ 1 + (1 - \alpha) \frac{q(R^m M^{**} - L^{**})}{W + L^{**} - qR^m M^{**}} \right\}. \]

(C.7)

\[ R^b - 1 \geq \frac{\pi}{q} \left( \frac{1}{k^{**} - 1} \right) + \frac{\eta^{**}}{k^{**}} \left\{ 1 + (1 - \alpha) \frac{R^m M^{**} - L^{**}}{W + L^{**} - qR^m M^{**}} \right\}, \]

(C.8)

and therefore

\[ \frac{\eta^{**}}{k^{**}} \geq R^b - 1 - \frac{R^b(R^m - 1)}{(1 - q)R_m} > 0, \]

(C.9)

whereby the last inequality follows from \(q < \tilde{q}\). Combining (C.8) and (C.9), it follows that

\[ \frac{R^b(R^m - 1)}{(1 - q)R_m} \geq \frac{\pi}{q} \left( \frac{1}{k^{**} - 1} \right) + (1 - \alpha) \left[ R^b - 1 - \frac{R^b(R^m - 1)}{(1 - q)R_m} \right] \times \left\{ \frac{R^m M^{**} - L^{**}}{W + L^{**} - qR^m M^{**}} \right\} \]

(C.10)
must hold in equilibrium. Recall further that the equilibrium allocation must satisfy the collateral constraint (4) and the pricing equation (18). Because \( L^{**} \in [0, qR^m M^{**}) \) and \( \eta^{**} > 0 \), these conditions can be written as

\[
R^m M^{**} - L^{**} = \lambda I^{**} k^{**},
\]

(C.11)

\[
\frac{1}{k^{**}} = \alpha A(W + L^{**} - qR^m M^{**})^{\alpha-1},
\]

(C.12)

so that equation (C.10) can be reformulated as

\[
\frac{R^b(R^m - 1)}{(1-q)R^m} \geq \frac{\pi}{q} \left( \frac{1}{k^{**}} - 1 \right) + (1-\alpha) \left[ R^b - 1 - \frac{R^b(R^m - 1)}{(1-q)R^m} \right] \frac{\lambda I^{**} (k^{**})^\alpha}{(\alpha A)^{1/\alpha}},
\]

(C.13)

and the condition

\[
W = (\alpha A k^{**})^{1/\alpha} + q \lambda I^{**} k^{**} - (1-q) L^{**}
\]

(C.14)

must hold in equilibrium. Next, define the function

\[
\mathcal{I}(k) = (f')^{-1} \left( R^b - \lambda \left[ R^b - 1 - \frac{R^b(R^m - 1)}{(1-q)R^m} \right] k - \pi \lambda \right) / (1 - \pi),
\]

(C.15)

and note that, because \( f \) is monotonically increasing, \( (f')^{-1} \) is monotonically decreasing. Moreover, because \( f \) is concave, \( \mathcal{I}(k) \) is increasing in \( k \), with its derivative being equal to

\[
\mathcal{I}'(k) = -\frac{1}{f''(\mathcal{I}(k))} \lambda \left[ R^b - 1 - \frac{R^b(R^m - 1)}{(1-q)R^m} \right] > 0.
\]

(C.16)

From (C.9) it follows that

\[
I^{**} = (f')^{-1} \left( R^b - \lambda \eta^{**} - \pi \lambda / 1 - \pi \right) \geq \mathcal{I}(k^{**}).
\]

Using this result in (C.13), it is immediate that the equilibrium fire-sale price \( k^{**} \) must satisfy

\[
\frac{R^b(R^m - 1)}{(1-q)R^m} \geq \frac{\pi}{q} \left( \frac{1}{k^{**}} - 1 \right) + \lambda(1-\alpha) \left[ R^b - 1 - \frac{R^b(R^m - 1)}{(1-q)R^m} \right] \frac{\mathcal{I}(k^{**}) (k^{**})^\alpha}{(\alpha A)^{1/\alpha}}.
\]

(C.18)
Note that our assumptions on $f$ guarantee that the right-hand side of (C.17) is monotonically decreasing in $k^{**}$. Moreover, for small values of $k^{**}$, the right-hand side is clearly larger than the left-hand side. Hence, there exists a unique threshold value $\hat{k}$ such that (C.17) holds with equality if and only if $k^{**} = \hat{k}$. For all $k^{**} > \hat{k}$, condition (C.17) holds as a strict inequality; for all $k^{**} < \hat{k}$, this condition is necessarily violated.

Now define the threshold $\hat{W} = (\alpha A \hat{k}) \frac{1}{1-\alpha} + q \lambda \mathcal{I}(\hat{k}) \hat{k}$ and assume that $W < \hat{W}$. When $W < \hat{W}$ and $L^* = 0$, condition (C.14) requires that $k^{**} < \hat{k}$. As we have argued previously, however, this implies that (C.17) is necessarily violated. Accordingly, a constrained-efficient allocation with $L^* = 0$ does not exist when $W < \hat{W}$. This proves that, when $q < \hat{q}$ and $W < \hat{W}$, the planner holds a positive amount of liquidity.

To see that $W < \hat{W}$, note that when $q < \hat{q}$, the conditions (C.7) and (C.9) imply

$$\pi \left( \frac{1}{k^{**}} - 1 \right) < \frac{R^b - R^m}{R^m} - \left[ \frac{R^b - 1}{(1-q) R^m} \right].$$

must hold in any equilibrium with $L^* \in [0, q R^m M^{**})$, and, hence, the fire-sale price in such an equilibrium must satisfy

$$k^{**} > \frac{(1-q) \pi R^m}{(1-q) \pi R^m + q R^b (R^m - 1)} \equiv \hat{k}.$$  

Equation (C.14) then establishes that

$$\hat{W} > (\alpha A) \frac{1}{1-\alpha} \left( \frac{(1-q) \pi R^m}{(1-q) \pi R^m + q R^b (R^m - 1)} \right)^{1-\alpha}$$

$$+ q \lambda \left( \frac{(1-q) \pi R^m}{(1-q) \pi R^m + q R^b (R^m - 1)} \right)$$

$$\times (f')^{-1} \left( \frac{R^b - \lambda (1-q) \pi R^m R^b - 1 - \pi R^b (R^m - 1)}{(1-q) \pi R^m + q R^b (R^m - 1)} - \frac{\lambda \pi}{1 - \pi} \right) = \hat{W}.$$  

**36.** To see this, note that the derivative of the right-hand side of (C.17) with respect to $k^{**}$ is equal to

$$\left( k^{**} \right)^{\frac{\alpha - \alpha}{\alpha - 1}} \left\{ - \frac{\pi}{q} (k^{**})^{\frac{1}{\alpha - 1}} - \left[ R^b - 1 - \frac{R^b (R^m - 1)}{(1-q) R^m} \right] \lambda \mathcal{I}(k^{**}) (\alpha A)^{\frac{1}{\alpha - 1}} k^{**}$$

$$+ \left[ R^b - 1 - \frac{R^b (R^m - 1)}{(1-q) R^m} \right]^{2} \lambda (1-\alpha) (\alpha A)^{\frac{1}{\alpha - 1}} [f''(\mathcal{I}(k^{**}))].$$

This derivative is positive only if

$$\left| f''(\mathcal{I}(k^{**})) \right| > \frac{\pi (\alpha A)^{\frac{1}{\alpha - 1}} (k^{**})^{\frac{1}{\alpha - 1}}}{\lambda (1-\alpha) q} \left[ R^b - 1 - \frac{R^b (R^m - 1)}{(1-q) R^m} \right]^{-2}$$

$$+ \left[ R^b - 1 - \frac{R^b (R^m - 1)}{(1-q) R^m} \right]^{-1} \alpha \mathcal{I}(k^{**}) \frac{1}{(1-\alpha) k^{**}}.$$  

The right-hand side of this expression is very large under plausible parameters, and hence $f''(\mathcal{I}(k^{**}))$ must be very close to zero for the aforementioned condition to hold. Our assumptions on $f$ rule out this scenario.
Proof of Proposition 4

Note first that from the proof of Proposition (3) it follows that a constrained-efficient allocation with \( L^{**} \in [0, qR^mM^{**}) \) exists only if \( k^{**} > \bar{k} \) and at the same time

\[
0 < \frac{W}{(\alpha A)^{1/(1-\alpha)}} \leq 1,
\]

where the last inequality is due to our assumption that \( y'(W) \geq 1 \). Hence, such an equilibrium does not exist when \( W < (\alpha A)^{1/(1-\alpha)} \bar{k} \equiv \bar{W} \). The planner then finds it optimal to fully insure against fire-sale risk by holding a large amount of liquidity, \( L^{**} = qR^mM^{**} \).

Proof of Proposition 5

As established in Lemma 1, the banks’ collateral constraint is nonbinding in the unregulated competitive equilibrium, \( \eta^* = 0 \), when \( q \geq \bar{q} \) and \( W \leq \bar{W} \). Following the exact same reasoning as employed in the proof of this lemma, it is straightforward to show that under these parametric assumptions the same is true in the constrained-efficient allocation, \( \eta^{**} = 0 \). Comparing the relevant equilibrium conditions, it is immediate that the unregulated competitive equilibrium then coincides with the constrained-efficient allocation and is therefore socially efficient. Moreover, Lemma 1 establishes that the collateral constraint is binding when either \( q < \bar{q} \) or \( W > \bar{W} \).

When the collateral constraint is binding, it is straightforward to verify from the first-order conditions that the unregulated equilibrium differs from the constrained-efficient allocation.

Proof of Proposition 6

When \( q \geq \bar{q} \) and \( W \geq \bar{W} \), Lemma 1 establishes that \( \eta^* > 0 \), and it is again straightforward to show that \( \eta^{**} > 0 \), too. Propositions 1 and 3 directly establish that \( L^* = L^{**} = 0 \). To show \( M^* > M^{**} \), we follow a proof-by-contradiction strategy. Assume that \( M^* \leq M^{**} \) would hold. Because \( L^* = L^{**} = 0 \), the pricing equation (18) would then imply \( k^* \geq k^{**} \), and from the first-order conditions for money creation, it would follow that \( \eta^* > \eta^{**} \). The first-order condition for \( I \) would further imply that \( I^* > I^{**} \). Because the collateral constraint is binding, this would imply \( R^mM^* = \lambda I^*k^* > \lambda I^{**}k^{**} = R^mM^{**} \), contradicting the assumption that \( M^* \leq M^{**} \). It thus follows that \( M^* > M^{**} \) when \( q \geq \bar{q} \) and \( W > \bar{W} \). Finally, note that \( M^* > M^{**} \) implies via (18) that \( k^* < k^{**} \), and thus via the collateral constraint that \( I^* > I^{**} \).

Proof of Proposition 7

Under the maintained assumptions, liquidity holdings are positive in both the unregulated competitive equilibrium and the constrained-efficient allocation, \( L^* > 0 \) and \( L^{**} > 0 \), and the same is true for money creation, \( M^* > 0 \) and \( M^{**} > 0 \).
Assume first that the social planner fully insures against fire sales. It then follows trivially that $k^{**} = 1$, whereas Proposition 2 establishes that $k^* < 1$, implying that $k^* < k^{**}$. From the equilibrium conditions (10), (11), (21), and (22) holding with equality, it follows that

$$
\frac{\eta^{**}}{k^{**}} = \frac{\eta^*}{k^*} = R^b - 1 - \frac{R^b (R^m - 1)}{(1 - q) R^m}
$$

(C.19)

and hence $\eta^* < \eta^{**}$. The first-order conditions for investment in the banking sector then yield $I^* < I^{**}$. The binding collateral constraint further implies $(1 - q)R^m M^{**} = \lambda I^{**} k^{**}$ and $R^m M^* - L^* = \lambda I^* k^*$, respectively. The latter condition can be written as $(1 - q)R^m M^* + qR^m M^* - L^* = \lambda I^* k^*$, which implies $(1 - q)R^m M^* < \lambda I^* k^*$ because $L^* < qR^m M^*$. Because $\lambda I^* k^* < \lambda I^{**} k^{**}$, it is immediate that $M^* < M^{**}$ and $L^* < L^{**}$.

Assume next that the social planner does not fully prevent fire sales. Conditions (10), (11), (21), and (22) then establish

$$
\frac{1}{k^{**}} = \frac{1}{k^*} + \frac{q}{\pi} \left[ R^b - 1 - \frac{R^b (R^m - 1)}{(1 - q) R^m} \right] (R^m M^{**} - L^{**}) \frac{\mathcal{K}'(\cdot)}{k^{**}},
$$

which, again, yields $k^* < k^{**}$ because $\mathcal{K}'(\cdot) < 0$. From (C.19) it further follows that $\eta^{**} > \eta^*$, and from the first-order conditions for investment in the banking sector, $I^* < I^{**}$. Because $k^* < k^{**}$, the pricing equation (18) implies

$$
L^{**} - qR^m M^{**} > L^* - qR^m M^*.
$$

(C.20)

Using the binding collateral constraint, this expression can be written as $(1 - q)R^m M^{**} - \lambda I^{**} k^{**} > (1 - q)R^m M^* - \lambda I^* k^*$, which, in turn, yields

$$
\lambda (I^* k^* - I^{**} k^{**}) > (1 - q) R^m (M^* - M^{**}).
$$

The left-hand side of this expression is negative, establishing that $M^* < M^{**}$. From (C.20) it finally follows that $L^* < L^{**}$.

**Proof of Proposition 8**

We first consider the case where the regulator uses price-based regulatory measures. Assume that the regulator collects a Pigouvian tax $\tau$ on short-term “money-like” debt issuance and pays a subsidy $r$ on liquid assets. The banks’ Lagrangian function is then given by

$$
L^B_{\tau, r} = f(I) - R^m M - R^b (I + L + \tau M - M) + L(1 + r)
$$

$$
+ \frac{\pi}{q} (1 - q) \left\{ \left( \frac{1}{k} - 1 \right) L - rL \right\} + \pi \left\{ \lambda I - f(I) - rL - \left( \frac{1}{k} - 1 \right) (R^m M - L) \right\}
$$

$$
- \eta \left\{ \frac{R^m M - L}{k} - \lambda I \right\}.
$$
Differentiating the Lagrangian yields the following optimality conditions for $M$ and $L$:

\[
\frac{R^b - R^m}{R^m} \leq \pi \left( \frac{1}{k} - 1 \right) + \eta \frac{k}{k} + \tau R^b,
\]

\[
R^b - 1 \geq \frac{\pi}{q} \left( \frac{1}{k} - 1 \right) + \eta \frac{k}{k} + \left( 1 - \frac{\pi}{q} \right) r.
\]

To implement the constrained-efficient allocation as a competitive equilibrium under our maintained assumptions, the regulator must set $\tau$ and $r$ such that $k^* = k^{**} = 1$ and $\eta^* = \eta^{**} = (R^b - 1 - (R^b(R^m - 1))/((1 - q)R^m))$ are optimal for banks in the competitive equilibrium. It is immediate that this is the case when

\[
\frac{R^b - R^m}{R^m} = \left[ R^b - 1 - \frac{R^b(R^m - 1)}{(1 - q)R^m} \right] + \tau \frac{R^b}{R^m},
\]

\[
R^b - 1 = \left[ R^b - 1 - \frac{R^b(R^m - 1)}{(1 - q)R^m} \right] + \left( 1 - \frac{\pi}{q} \right) r,
\]

yielding $\tau = (q(R^m - 1))/(1 - q)$ and

\[
r = \frac{R^b}{R^m(q - \pi)} \cdot \frac{q(R^m - 1)}{(1 - q)R^m} = \frac{R^b}{R^m(q - \pi)} \tau.
\]

Note that both $\tau$ and $r$ are always positive.

We now consider the case where, rather than taxing money creation and subsidizing liquid assets, the regulator imposes a quantity-based regulation in the form of a liquidity requirement. In particular, we assume that banks are required by regulation to hold at least $\mu > 0$ units of liquid assets for each unit of their short-term liabilities,

\[L \geq \mu R^m M.\]

The banks’ Lagrangian under such a regulation is given by

\[L^B_{\mu} = f(I) - R^m M - R^b(I + L - M) + L
\]

\[+ \frac{\pi}{q}(1 - q) \left( \frac{1}{k} - 1 \right) L + \pi \{\lambda I - f(I) - \left( \frac{1}{k} - 1 \right)(R^m M - L)\}
\]

\[- \eta \left\{ \frac{R^m M - L}{k} - \lambda I \right\} - \xi \{\mu R^m M - L\},
\]

where $\xi \geq 0$ is the multiplier on the regulatory constraint. The first-order conditions with respect to $M$ and $L$ are given by

\[
\frac{R^b - R^m}{R^m} = \pi \left( \frac{1}{k} - 1 \right) + \eta \frac{k}{k} + \xi \mu,
\]

\[q(R^b - 1) = \pi \left( \frac{1}{k} - 1 \right) + q \eta \frac{k}{k} + \xi q.
\]
which can be combined to yield

\[
\frac{R^b - R^m}{R^m} - q(R^b - 1) - (1 - q)\frac{\eta}{k} = \xi(\mu - q).
\]

It is easily verified that, when evaluated at the constrained-efficient allocation \(k^{**}\) and \(\eta^{**}\), the left-hand side of this expression is equal to zero. Hence, the regulator can implement the constrained-efficient allocation as a competitive equilibrium by setting \(\mu = q\), in which case the Langrangian multiplier is equal to

\[
\xi = \frac{R^b (R^m - 1)}{(1 - q)R^m}.
\]
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