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Abstract

Deformable image registration is a fundamental problem in the field of medical image analysis. During the last years, we have witnessed the advent of deep learning-based image registration methods which achieve state-of-the-art performance, and drastically reduce the required computational time. However, little work has been done regarding how can we encourage our models to produce not only accurate, but also anatomically plausible results, which is still an open question in the field. In this work, we argue that incorporating anatomical priors in the form of global constraints into the learning process of these models, will further improve their performance and boost the realism of the warped images after registration. We learn global non-linear representations of image anatomy using segmentation masks, and employ them to constraint the registration process. The proposed AC-RegNet architecture is evaluated in the context of chest X-ray image registration using three different datasets, where the high anatomical variability makes the task extremely challenging. Our experiments show that the proposed anatomically constrained registration model produces more realistic and accurate results than state-of-the-art methods, demonstrating the potential of this approach.
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1. Introduction

Deformable image registration is one of the pillar problems in the field of medical image analysis. Disease diagnosis, therapy planning, surgical and radiotherapy procedures are a few examples where image registration plays a crucial role. In the medical context, the problem consists in aligning two or more images coming from different patients, modalities, moments or view points. Such alignment is achieved by means of a deformation field, that warps the so called source image, aligning it with the corresponding target image. Traditionally, image registration has been formulated as an optimization
problem, where the objective function represents a similarity measure, which indicates how well the source image matches the target.

Recently, the latest advances in machine learning allow us to conceive image registration under an entirely different paradigm. In particular, deep convolutional neural networks (CNN) have proved to outperform all existent strategies in other fundamental tasks of computer vision, like image segmentation [27] and classification [23]. During the last years, we have witnessed the advent of deep learning-based image registration methods [25, 49, 35, 46, 45, 1, 6, 11], which achieve state-of-the-art performance, and drastically reduce the required computational time. These works have made a fundamental contribution by setting novel architectures for CNN-based deformable image registration (following supervised, unsupervised and semi-supervised training approaches). However, little work has been done regarding how can we encourage our models to produce not only accurate, but also anatomically plausible results, which is still an open question in the image registration community.

Image registration is employed in several medical tasks, e.g. when segmenting organs at risk in radiotherapy planning [31], co-registering MRI brain images prior to neuro-morphometry analysis [16] or fusing pre and post-operative images to perform minimally invasive surgeries [15]. In these applications, producing anatomically plausible results is of paramount importance to guarantee the correctness of such medical and analytical procedures. Most of the existing registration methods impose smoothness constraints to the deformation fields or incorporate pixel-level losses into the objective functions to encourage anatomical plausibility. However, smooth deformation fields do not guarantee realistic results: in some cases, like moving organs for example, we require sharper deformations in the organ boundaries in order to preserve the anatomy. Regarding current pixel-based metrics (like Dice coefficient or Cross Entropy, for example), they do not consider the complete global context and therefore do not necessarily correlate with higher anatomical plausibility. The challenge we address is how CNN-based image registration models can produce accurate and anatomically plausible results after registration, that is, realistic results. Objectively quantifying the degree of realism of a medical image and incorporating it into the learning process of deep learning-based registration models is an extremely complex task. Here we propose to learn such measure from anatomical segmentation masks.

In this work, we argue that incorporating priors in the form of global anatomical constraints [32] into the learning process of deep learning-based registration models, will further improve the accuracy of the results and boost the realism of the warped images after registration. We address the question about how we can incorporate anatomical priors into deep learning-based image registration methods in order to obtain more realistic results. In that sense, our contributions are four-fold: (i) we extend, for the first time, the concept of anatomically constrained neural networks [32] to the image registration problem, (ii) we perform a deeper study of the complementarity between global and local loss functions defined over segmentation masks, (iii) we introduce the novel anatomically constrained registration network (AC-RegNet) architecture and validate it in the challenging task of X-ray chest image registration, comparing its performance with state-of-the-art existing methods and (iv) we showcase several application scenarios for AC-RegNet in the context of X-ray chest image analysis including multi-atlas segmentation, automatic quality control and pathology classification, where anatomical plausibility is highly relevant, especially when performing pathology classification using anatomical...
segmentation masks. In this case, the masks are obtained through registration-based label propagation. Thus, the anatomical plausibility of the deformed segmentation masks is crucial for the classification task. We evaluate the proposed method in the context of X-ray chest imaging using three different datasets, including an interesting study about the behaviour of the global anatomical constraints when compared with a local metric. We show that the proposed method encourages the registration models to warp images in the space of anatomically plausible solutions while, at the same time, increasing the accuracy of the results.

2. Related works

Inspired by [18] and [28], the research communities of computer vision and medical imaging have made major efforts towards developing more accurate and efficient registration methods. Since then, deformable image registration has been modelled in multiple ways (see [40] for a comprehensive description), most of them posing image registration as an optimization problem, which in its general form can be formulated as

$$
\hat{T} = \arg \min_T \mathcal{M}(I \circ T, J) + \mathcal{R}(T),
$$

where $I$ is the source (moving) image, $J$ is the target (fixed) image, $T$ parameterizes a spatial transformation that maps each point of the image $I$ to $J$, $\mathcal{M}$ corresponds to the criterion of (dis)similarity that quantifies the quality of the alignment between the warped source image $I \circ T$ and the target image $J$, and $\mathcal{R}$ corresponds to the regularization term that imposes geometric constraints on the solution. In deformable image registration, the spatial transformation $T$ is characterized by a deformation field, which represents the pixel displacements. The optimal transformation $\hat{T}$ aligning $I$ with $J$ is computed by solving this minimization problem. Classical non-learning based methods, like the one implemented in the popular toolbox SimpleElastix [30], which will be used as baseline in this work, compute the optimal transformation by iteratively exploring the space of potential transformation parameters. In this case, a B-spline transformation is used to parameterize the deformation field, whose parameters are adjusted by minimizing the differences between the images. The main advantage of these methods is that they do not require a training process. Therefore, they can easily adapt to unseen images, being robust enough to be used in different image modalities and organs. However, when dealing with deformable registration, these algorithms are computationally expensive due to the high dimensionality of the parameter space, making the image registration process highly time consuming.

Existing CNN-based image registration methods are usually classified as supervised or unsupervised, depending on whether or not they use ground truth deformation fields to compute the loss function during training. Inspired by the original FlowNet for vector flow estimation [10], supervised CNN-based image registration methods [49, 35, 39] posed image registration as a regression problem. Given a pair of source and target images, they aim at regressing a deformation field that matches the ground-truth. One of the advantages of these methods is its independence with respect to image modalities: given a training dataset with pairs of images and their corresponding ground-truth deformations, it learns to map images to deformation fields without using any kind of similarity measure.
to compare them. However, getting such good datasets is a difficult task and makes these approaches impractical.

On the contrary, unsupervised CNN-based medical image registration \cite{25, 46, 45, 1, 6, 41, 2} does not require ground-truth deformation fields. Instead, these methods (and the original CNN-based unsupervised optical flow estimation method \cite{34}) solve the registration process by minimizing a loss function based on the (dis)similarity $M$ between the deformed source image and the target. They use a differentiable warping module similar that used in spatial transformers \cite{21}, to warp the source image during the forward-pass, and allow the gradients flow back during backpropagation. In such way, the model is trained to produce deformation fields that minimize the similarity-based loss function. At test time, a single forward pass will return the deformation field. In this work, we will follow this strategy to construct a baseline architecture (referred RegNet throughout this text) that will serve as baseline when evaluating the impact of the proposed anatomically constrained registration method.

Various approaches were envisioned in the literature to improve the accuracy and realism of the registration methods by incorporating prior information (about image modalities, anatomy and structure) into the registration process. Two of the most common strategies are knowledge-based transformations, where the information is encoded within the deformation model \cite{48, 17, 7} and segmentation-aware strategies, which directly incorporate segmentation priors to the registration process. The main disadvantage of knowledge-based transformations is that they are highly domain specific, especially in methods like \cite{7}, which employ biomechanical models of specific organs to predict real deformations. In this work, we focus on the second alternative. Several non-deep learning based approaches \cite{37, 12, 13} were proposed to take advantage of such segmentations in the context of discrete graph-based image registration \cite{33}. In \cite{37}, probabilistic priors are incorporated to the registration process through a new term in the energy function of the proposed discrete formulation. In \cite{12, 13} segmentation masks are used to perform weak supervision when learning to aggregate standard similarity measures for image registration. However, these methods are orders of magnitude much slower than deep learning based image registration models. The first multi-modal CNN-based image registration method proposed in \cite{19}, incorporates segmentation masks into the loss function of a weakly supervised approach to guide the learning process. They use a pixel-level similarity measure defined on the segmentation masks, that makes it possible to register images independently of their modality. A similar pixel-level measure based on the Dice coefficient was incorporated in the VoxelMorph \cite{2} and U-ResNet \cite{11} frameworks, and used in tandem with a standard intensity based loss. Still, local pixel-level loss functions do not consider the global context and might produce similar values for anatomically plausible and non-plausible segmentations. In this work, we build on top of these ideas by regularizing the learning process using a global and non-linear representation of the underlying anatomy. We show that this global term is complementary to existent pixel-level loss functions. Moreover, in the context of X-ray chest image registration, we improve the performance of existent registration methods by a significant margin while producing more realistic images after deformation.
3. Learning deformable image registration with anatomical constraints

In this section, we provide a brief description of the existing basic CNN architecture used to perform unsupervised image registration, which constitutes the building blocks for the proposed model. We then discuss how can we learn compact and non-linear representations of the image anatomy using denoising autoencoders (DAE) [44], and how these representations can be introduced in the loss function to act as an anatomical regularizers, encouraging the learnt model to produce anatomically plausible images after deformation (see Figure 1 for an overview of the proposed novel architecture).

3.1. Basic architecture

The basic CNN architecture for image registration is composed of two main modules. The first one (referred as VectorCNN in Figure 1) follows an encoder-decoder structure similar to that of U-Net [36]. Given a pair of source image $I$ and target image $J$ as input,
VectorCNN predicts a deformation field $T = \text{VectorCNN}(I, J; \Theta)$ where $T : \mathbb{R}^n \rightarrow \mathbb{R}^n$ ($n$ being the image dimensionality) and $\Theta$ corresponds to the network parameters learnt during training. Images $I$ and $J$ are concatenated and fed to the network as a single multi-channel image. VectorCNN processes the two images through a series of convolutional and pooling layers, and outputs a 2-channel filter map representing the 2D deformation field (3-channels in case we are dealing with 3D images). The second component is a differentiable warping module similar to that used in spatial transformer networks [21], that uses $T$ to deform the source image $I$, producing a warped image $I \circ T$.

At the beginning of the training process, VectorCNN will produce random deformation fields $T$. During training, the parameters $\Theta$ are adjusted so that the warped source image $I \circ T$ minimizes the (dis)similarity criterion $M$ with the target image $J$, in the same spirit that classic registration methods. In this work, we use the negative normalized cross correlation (NCC) to quantify image alignment. NCC has been previously used in the context of CNN-based registration [1] and is a common choice when dealing with monomodal registration. We also consider a simple regularization term $R(T)$ imposing smoothness to the deformation field by computing the total variation of the field [25, 14]. The basic loss function is therefore defined as

$$L(I, J, T) = M(I \circ T, J) + \lambda_r R(T),$$  \hspace{1cm} (2)$$

where $\lambda_r$ is a weighting factor for the total variation-based regularization term.

### 3.2. Segmentation-aware local loss functions

In order to augment the anatomical context provided to the network, we consider a simple initial strategy to include anatomical segmentations into the loss function by combining the aforementioned intensity-based loss $M(I \circ T, J)$, with a segmentation aware loss $L_{\text{ce}}(S_I \circ T, S_J)$. This new loss quantifies the alignment between a target anatomical segmentation mask $S_J$ and a warped version of a source segmentation mask $S_I$. The size of each segmentation mask is the same as that of the corresponding image, and the mask is formed by the elements (or pixels) $s_k \in C$, where $C$ is the set of classes. $L_{\text{ce}}(S_I \circ T, S_J)$ is implemented as the classical categorical cross-entropy defined at the pixel level on the one-hot encoded versions of $S_I$ and $S_J$. The segmentation-aware local loss function is thus defined as

$$L(I, J, S_I, S_J, T) = M(I \circ T, J) + \lambda_r R(T) + \lambda_{\text{ce}} L_{\text{ce}}(S_I \circ T, S_J),$$ \hspace{1cm} (3)$$

where $\lambda_{\text{ce}}$ is a weighting factor for the additional term $L_{\text{ce}}$. Note that segmentation masks $S_I, S_J$ are only required during training time to compute the loss function. At test time, a single pair of images will be fed into the network to produce a deformation field and no segmentation masks are required.

### 3.3. Auto-encoding global anatomical priors

The local loss function $L_{\text{ce}}(S_I \circ T, S_J)$ defined in the previous section looks at pixel level predictions; therefore, it does not guarantee a good matching at the global scale between the deformed source and target anatomical masks. The segmentation masks used in this work represent anatomical structures like lungs and heart. This is different from, for example, segmentation masks corresponding to pathological structures or lesions...
like brain tumors or skin lesions), which are highly irregular both in terms of shape and topology. Even if anatomical structures present high variability among different patients, human organs maintain a high degree of regularity that we exploit to constraint the registration process. We are interested in designing a loss function to analyze anatomical masks at a global scale, taking into account the anatomical plausibility of the deformed source mask when comparing it with the target mask. Since $L_{ce}(S_I \circ T, S_J)$ operates at the pixel level, the back-propagated gradients are parametrized only by pixel-wise individual probability terms and thus provide little global context.

We learn a lower-dimensional representation of the anatomical segmentations using denoising autoencoders (DAE) [14]. Autoencoders are neural networks designed to learn a mapping from the input space $X$ to a novel, lower-dimensional representation $h$, that retains significant information about the input. These neural networks usually follow an encoder-decoder architecture, where the encoding $h = \text{enc}(X)$ is extracted from an intermediate fully connected layer. This encoding contains significant information to decode the original input through a decoding phase $X \simeq \text{dec}(\text{enc}(X))$.

The model is trained to minimize the reconstruction error of the input masks, which results in maximizing a lower bound on the mutual information between the input $X$ and learnt representation $h$ [14]. In other words, the network is forced to store significant information (useful to reconstruct the original anatomical masks) into the learnt representation. A DAE considers noisy versions of the segmentation masks as input, and is trained to reconstruct clean versions of the corrupted input. This denoising effect, together with the bottleneck imposed by the encoder-decoder architecture, leads the model towards learning a manifold that captures the main variations in the data and maps similar segmentation masks into regions which are close in the manifold.

We train the DAE so that it minimizes the categorical cross-entropy defined over the one-hot encodings of our multi-organ anatomical masks. The noisy input segmentation masks for the DAE were constructed taking the clean segmentation masks and swapping the border pixels of the anatomical structures with the label of its left neighbor with a probability of 0.1. Therefore, the learnt representation concentrates significant information about global anatomical properties of the organs, such as shape and topology, which can be used to introduce global anatomical priors in the learned registration model. In Section 5.1 we perform an experiment to better reflect the advantages of such representation when used as loss function, and discuss why it is beneficial to combine it with standard pixel-level losses.

### 3.4. AC-RegNet: Learning deformable image registration with anatomical constraints

The novel anatomically constrained registration network (AC-RegNet) architecture is depicted in Figure 1. We combine the basic CNN architecture for image registration described in Section 3.1 with the local segmentation-aware loss function $L_{ce}$ (Section 3.2) and a new loss term based on the learnt anatomical representations (Section 3.3). This term will encourage global agreement between deformed source and target segmentation masks, ultimately resulting in more realistic and anatomically plausible images after warping. The new term $L_{ae}$ is defined as the squared Euclidean distance between the codes $h$ generated from the deformed source $S_I \circ T$ and the corresponding target segmentation mask $S_J$ as:

$$L_{ae}(S_I \circ T, S_J) = \|\text{enc}(S_I \circ T) - \text{enc}(S_J)\|_2^2.$$  \hspace{1cm} (4)
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Note that both, the Euclidean norm and \( \text{enc}(X) \) are differentiable operations and therefore \( \mathcal{L}_{ae} \) is a differentiable loss. The final loss function for our AC-RegNet model considering both, local and global constraints, is given by:

\[
\mathcal{L}(I, J, S_I, S_J, \mathcal{T}) = \mathcal{M}(I \circ \mathcal{T}, J) + \lambda_r \mathcal{R}(\mathcal{T}) + \lambda_{ce} \mathcal{L}_{ce}(S_I \circ \mathcal{T}, S_J) + \lambda_{ae} \mathcal{L}_{ae}(S_I \circ \mathcal{T}, S_J). \tag{5}
\]

The influence of the new term \( \mathcal{L}_{ae} \) in the loss function is controlled with a weighting factor \( \lambda_{ae} \). The main difference between \( \mathcal{L}_{ae} \) and the pixel-level \( \mathcal{L}_{ce} \) is that the first one acts at a global scale, better reflecting agreement in terms of anatomical shape variations. A deeper study about the complementarity of both losses is provided in Section 5.1.

3.4.1. Training the AC-RegNet model

The training is organized in two stages. First, we train the autoencoder to learn a global and lower-dimensional representation of the anatomical structures using the segmentation masks. Second, we train the AC-RegNet model, by learning the parameters \( \Theta \) of the VectorCNN that will produce the deformation field \( \mathcal{T} \), considering the loss function defined in (5). In this second stage, the parameters of the encoder model used to produce the codes \( h = \text{enc}(S) \) are fixed. We highlight the fact that segmentation masks are used during training (of both, the autoencoder and AC-RegNet models) but, at test time, we only require the pair of images to be registered. This is possible since the CNN which produces the deformation field given the pair of images (referred as “Basic Architecture” in Figure 1) does not use the segmentation masks. Instead, segmentation masks representing anatomical structures of interest in the corresponding images are used during training to enforce anatomical correspondences between the target and deformed source through the loss function defined in (5). Once the AC-RegNet model is trained, the registration process of a given pair of images is performed by calculating the deformation field with VectorCNN and deforming the source image with the Warper module (see upper block in Figure 1), without the need of segmentations. The anatomical constraints are therefore introduced in the model during training.

4. Data and Experimental Setup

4.1. Image dataset

The proposed registration model is evaluated in the context of inter-subject 2D chest X-ray image registration. Performing such task for different patients is challenging, since the anatomical variability between two different subjects can be really high. In our experiments, we use three image databases: the Japanese Society of Radiological Technology (JSRT) database [38], the Montgomery County X-ray database and the Shenzhen Hospital X-ray database [4, 22]. These last two databases were created by the U.S. National Library of Medicine in collaboration with the Department of Health and Human Services, Montgomery County, Maryland, USA and the Shenzhen No.3 Peoples Hospital, Guangdong Medical College, Shenzhen, China, respectively.

JSRT is a public database containing 247 PA chest X-ray images with and without lung nodules (154 nodule and 93 non-nodule images) of 2048x2048 pixels and a spacing of 0.175 mm/pixel. The Montgomery set contains 138 PA X-ray images with and without
manifestations of tuberculosis (80 normal and 58 pathological images) of 4020x4892 or 4892x4020 pixels and a spacing of 0.0875 mm/pixel. The Shenzhen set contains 662 X-ray images with and without manifestations of tuberculosis (326 normal and 336 pathological images) in different sizes. Spacing is not provided, so we report results in pixel space when computing distance based measures like Hausdorff distance, which measures the maximum distance between segmentation contours. JSRT provides manual lung and heart segmentations for each image. Manual lung segmentations are available for Montgomery and Shenzhen sets. These segmentation masks will be used to learn the lower-dimensional representations and introduce anatomical context to the registration problem.

The images and segmentations of the Montgomery and Shenzhen sets were preprocessed in order to obtain square images in the same spatial resolution. In each dataset, an image was taken as a reference image and resized by filling its shortest side with background color to make it square. Then, all the images of each dataset were registered against this image, taken as a reference image, through a similarity transform using SimpleElastix, finally obtaining images of 4892x4892 pixels in the Montgomery set and 3000x3000 pixels in the Shenzhen set.

4.2. Experimental setting

We randomly divided the images of each dataset in 60% training, 20% validation and 20% test. In the training stage, we sample random pairs of images from the training fold and built mini-batches of size 32. For testing, we sample $2 \times N$ random pairs of images from the test fold, where $N$ represents the number of images in that fold of the dataset.

In order to evaluate the performance of image registration algorithms we employ three metrics commonly used in the literature, which quantify the agreement between the warped source segmentation after registration and the target masks: (i) Dice Similarity Coefficient (DSC), which measures the overlapping between the segmentations, (ii) Hausdorff Distance (HD), maximum distance between segmentation contours, and (iii) Average Symmetric Surface Distance (ASSD), computed as the average distance between the segmentation contours. DSC varies between 0 and 1, with 1 indicating a total correspondence between segmentations. HD and ASSD measure the distance between contours in millimeters, and lower values indicate better performance.

4.3. Implementation details

The proposed models were implemented in TensorFlow and trained with Adam optimizer considering learning rate of $10^{-3}$ and default TensorFlow values for the remaining optimization meta-parameters. Models were trained until convergence and the weighting factors for the loss functions were chosen trough grid search using the validation fold, resulting in $\lambda_r = 5 \times 10^{-5}$, $\lambda_{ac} = 1$ and $\lambda_{ae} = 10^{-1}$. A detailed description of the CNN architectures is provided in Appendix A.

---

1 We used the Hausdorff distance implementation available in MedPy package.
2 The configuration files used to run Elastix can be found online at https://github.com/lucasmansilla/ACRN_Chest_X-ray_IA/tree/master/acregnet/config(JSRT/elastix)
3 Our code is available at https://github.com/lucasmansilla/ACRN_Chest_X-ray_IA/ Requirements and instructions are listed at https://github.com/lucasmansilla/ACRN_Chest_X-ray_IA/tree/master/CLI_application/acregnet
5. Results and Discussion

5.1. Understanding the anatomical constraints

We perform a first experiment to compare the behaviour of the proposed global loss function (\(L_{ae}\)) with the standard pixel-level loss (\(L_{ce}\)), when comparing anatomically plausible and non-plausible segmentation masks. We take 20 random segmentation masks from our dataset, and generate 4 modified versions of each one by changing a constant number of pixels (120 pixels in our example) from the original segmentation (see images (a), (b), (c) and (d) in Figure 2). While the segmentation mask (a) corresponds to an anatomically plausible version of the original mask (we just erode the mask by changing to background 120 pixels in the lungs and heart border), the other versions correspond to anatomically non-plausible masks (we remove blocks of 120 pixels representing complete parts of the lungs or heart). Remind that, in all these cases, a fixed number of pixels was changed. We then compute both losses \(L_{ae}, \ L_{ce}\) and compare the reference segmentation with its modified versions. As expected, the local \(L_{ce}\) remained constant for the 4 cases, regardless of the place where the pixels are modified, since the number of non-agreeing
Table 1: Mean and standard deviation of Dice Similarity Coefficient (DSC), Hausdorff Distance (HD) and Average Symmetric Surface Distance (ASSD) along all classes (left/right lung and heart) from JSRT, Montgomery and Shenzhen datasets. HD and ASSD for JSRT and Montgomery are expressed in millimeters, while Shenzen is expressed in pixels. Differences among the distributions for all pairs of method are statistically significant according to a paired Wilcoxon test considering Bonferroni correction. Note that AC-RegNet achieves the best results, presenting the highest DSC and lowest HD and ASSD.

pixels was 120 for all of them. However, when observing the behaviour of the global loss $L_{ae}$, it returned a much lower value for the anatomically plausible case than for the non-plausible cases. Figure 2 shows the loss value for the 20 modified random masks following the same tendency: while the local $L_{ce}$ remained constant in all cases, the global $L_{ae}$ returned higher values for the non-plausible masks.

This confirms our intuition about how $L_{ae}$ encodes complementary information with respect to $L_{ce}$. In the next section, we will see how this sensitivity to anatomical differences at the global scale can be exploited to improve the accuracy of our registration algorithm.

5.2. Model comparison

The proposed AC-RegNet model was compared with two initial baselines: SimpleElastix [30] and the baseline RegNet described in Section 3.1, which do not consider segmentation-aware loss functions during training. SimpleElastix is a classic medical image registration toolbox, considered state-of-the-art and listed as one of the most popular software packages implementing iterative image registration during the last 20 years (see [43]). It has been recently used as baseline method not only for chest X-ray image registration [14] but also in a variety of applications (see for example [45] or a complete
Figure 3: Visualization of the results after registering a pair of images. The blue and red circles highlight two of the areas of the lung anatomy that is better preserved by the AC-RegNet, when compared with the basic RegNet and the other segmentation-aware models. Note, for example, that unlike AC-RegNet, other methods such as SimpleElastix (row 3) and RegNet (row 4), produce images where lungs are cut or stretched down.
We also include two segmentation-aware models, one considering only the local $L_{ce}$ loss (referred as CE-RegNet for Cross Entropy) and another one considering only the global anatomical loss $L_{ae}$ (referred as AE-RegNet for Auto-Encoder). The proposed model AC-RegNet considers a combination of both losses, as described in [5]. The quantitative results reported in Table 1 show that our results are comparable to the state-of-the-art [24, 3]. Statistical significance of the results between each pair of methods was verified by performing a Wilcoxon signed-rank test considering Bonferroni correction for each evaluation metric. In particular, when comparing the two most accurate methods (AC-RegNet and AE-RegNet) we obtained $p < 0.005$ in JSRT, $p < 0.05$ in Montgomery and $p < 0.005$ in Shenzhen dataset. Table 1 shows that all segmentation-aware strategies (AC-RegNet, AE-RegNet and CE-RegNet) outperform baseline models (SimpleElastix and RegNet) by a significant margin, giving the highest DSC and lowest HD and ASSD values in each dataset. This already indicates that providing an anatomical context to the network helps to improve performance. Moreover, using the combined local and global metrics (AC-RegNet) yields better performance than the individual cases. Figure 3 illustrates the regularization effect produced by the AC-RegNet when compared with the other models. Note that registering images with AC-RegNet ensures a better anatomical correspondence between the organs, preventing unrealistic shapes in the lung areas as it happens with methods such as SimpleElastix and RegNet (where lungs are cut or stretched down). These results confirm our previous study about the complementarity of both loss functions (see Section 5.1), and the importance of considering global shape information on top of pixel-level descriptors to obtain more anatomically plausible results.

5.3. Applications to X-ray image analysis

In this section we aim at highlighting the potential of AC-RegNet in a variety of medical image analysis tasks. We show three different applications of the proposed method in X-ray images: (i) multi-atlas image segmentation, (ii) reverse classification accuracy (RCA) estimation [42] and (iii) representation learning for pathology classification. We use the well known NIH Chest-XRay14 dataset [47] that includes 112,120 chest X-ray images labeled with 14 common thorax diseases according to an automatic natural language processing (NLP) analysis of the radiology reports.

**Multi-atlas image segmentation:** Anatomical segmentations are useful when performing disease classification and population analysis. The Chest-XRay14 is one of the largest medical datasets publicly available. However, it does not include anatomical segmentations. We used the AC-RegNet model to implement a multi-atlas segmentation model [20] and produce anatomical masks of lung and heart for all the images, which we are making publicly available. We follow a simple multi-atlas segmentation strategy [20]: given a target image, we take the 5 most similar images from the JSRT dataset.
(those which maximize the normalized cross correlation with that image) and apply AC-RegNet to register all of them to the target image space. We then transfer the JSRT segmentation labels by applying the resulting deformation field and fuse them using a simple majority voting mechanism.

We believe that these segmentations are a valuable by-product contribution of our work, which may be used by the medical imaging community to perform further analysis based on the Chest-XRay14 dataset. We conducted automatic quality control to estimate the accuracy of the segmentation using RCA as described in the following paragraph.

Reverse classification accuracy (RCA) estimation: RCA is a framework for predicting the performance of a segmentation method on unseen data, first introduced in [42]. RCA takes the predicted segmentation from a new image to “train” a reverse classifier (reverse in the sense that it is trained using a prediction), which is evaluated on a set of reference images with available ground truth. Such reverse classifier may take different forms, ranging from a random forest classifier to a single-atlas segmentation method based on image registration. The hypothesis is that if the prediction is correct, then the RCA classifier trained with that predicted segmentation will perform well in

Figure 4: Histogram of estimated Dice coefficients for the resulting Chest-XRay14 segmentations. After visual inspection, we manually set a threshold of 0.92 to perform quality control and decide whether a segmentation meets (in green) or not (in red) the minimum quality standards. We include some visual examples, which represent segmentation masks of various qualities obtained with the propose method, together with their corresponding RCA-based predicted Dice.
the reference images (those with ground truth). For a more detailed description of RCA see [42].

Here we use AC-RegNet to implement RCA based on image registration, estimating the Dice coefficient of the Chest-XRay14 anatomical masks considering JSRT as reference images with ground-truth annotations. In such way, we provide an estimated quality index associated with every segmentation mask, that can be used to define if a given segmentation is to be trusted or not. After visual inspection, we set that threshold in 0.92. Figure 4 shows the histogram of RCA Dice coefficients together with some visual examples of segmentation masks below and above the minimum quality threshold.

Cardiomegaly classification: Cardiomegaly refers to an enlarged heart seen on any imaging test and can be diagnosed based on the cardiothoracic ratio (CR) [9]. Since CR can be computed using the boundaries derived from heart and lung masks [20], the anatomical segmentations should provide enough information to distinguish between healthy and pathological cases. We evaluated the discriminative power of the segmentations which meet the minimum quality requirements (RCA Dice > 0.92) in the task of cardiomegaly vs healthy control classification. After quality control, we kept 87,870 from the original 112,120 images, out of which 2019 were labeled with cardiomegaly. We also sampled 2019 healthy patients with RCA Dice > 0.92 to create a balanced dataset of 4,038 images including control and pathological.

We perform 20-fold cross validation on the aforementioned dataset training a support vector machine (SVM) [5] with two alternative inputs based on the segmentation masks. As a first alternative, we applied principal component analysis (PCA) to reduce the dimensionality of a vectorized version of the segmentation masks keeping the 32 principal components and using them as features to train the SVM. Second, we employ the 32-dimensional representation learnt by the same autoencoder used to impose anatomical constraints to the AC-RegNet model. We trained the SVM using these two alternative representations and obtained accuracies of 0.77 and 0.79 respectively. This suggests that the learnt representation encodes useful information that can be exploited in other medical imaging scenarios.

6. Conclusions

In this paper, we introduced a new method to regularize CNN-based deformable image registration by considering global anatomical priors in the form of segmentation masks. Our method learns a non-linear and compact representation of the anatomy associated with medical images, and uses it to constraint the training process of standard CNN-based image registration architectures. Our method outperforms baseline approaches using 3 different datasets of X-ray images. What is more, we have used the to showcase different application scenarios where the proposed method can be used beyond standard image registration tasks, to perform multi-atlas segmentation, reverse classification accuracy estimation and pathology classification.

We provide a comprehensive evaluation of the AC-RegNet model in a challenging problem like chest X-ray image registration, including quantitative and qualitative results in

6We employ the Scikit-learn (https://scikit-learn.org/) implementation of PCA and SVM in our experiments.
three different datasets (namely JSRT, Montgomery and Shenzhen). We also showcase three different application scenarios in the context of X-ray image analysis using the NIH Chest X-Ray dataset (composed of more than 100,000 images), where the proposed AC-RegNet was used to perform image segmentation, quality control and pathology detection. In conclusion, we found that the proposed global loss function encodes significant information about the anatomical plausibility of a deformed segmentation mask, which complements existent local losses defined at the pixel level. When used in tandem with intensity-based metrics and local losses defined on the segmentation masks, the global loss introduces additional constraints during training that encourage the registration model to produce more anatomically plausible images after deformation.

The proposed model was applied in the context of 2D image registration, but extending it to 3D images is straightforward. In the future, we plan to validate our model in the context of brain 3D image registration, where anatomical structures can be clearly identified and used to constraint the training process. Moreover, as suggested in [19], CNN-based image registration methods considering segmentation masks can help to alleviate the challenging task of multi-modal registration. We plan to explore how AC-RegNet can be used to develop fast, reliable and realistic image registration methods for multi-modal scenarios.
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