GLOBAL CLASSICAL SOLUTIONS TO TWO-DIMENSIONAL CHEMOTAXIS-SHALLOW WATER SYSTEM
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Abstract. We consider the Cauchy problem of two-dimensional chemotaxis-shallow water system in the present paper. For regular initial data with small energy but possibly large oscillations, we prove the global well-posedness of classical solution. Then, we show the large-time behavior of the solution using the time-independent lower-order estimates as well.

1. Introduction. Nowadays, chemotaxis are well-known to play an important role in various biological processes, including cell migration, spatial pattern formation, immune response, embryonic morphogenesis and tumor invasion. The mechanisms of chemotaxis are cells in response to a chemical signal and move toward a chemically more favorable environment. In order to theoretical understand this common phenomenon in biology, many related mathematical models appeared. In this paper, we will study the following two-dimensional chemotaxis-shallow water system

\[
\begin{align*}
    n_t + \text{div}(nu) &= D_n \Delta n - \nabla \cdot (n\chi(c)\nabla c), \\
    c_t + \text{div}(cu) &= D_c \Delta c - nf(c), \\
    h_t + \text{div}(hu) &= 0, \\
    hu_t + hu \cdot \nabla u + h^2 \nabla n + \frac{1}{2}(1+n)\nabla h^2 &= \mu \Delta u + (\mu + \lambda)\nabla (\text{div} u)
\end{align*}
\]

in space-time domain \(\mathbb{R}^2 \times (0, \infty)\). This system was derived in [4] to model the dynamics of the oxygen and aerobic bacteria in a viscous fluid with free surface. Here we denote the unknown bacterial density, the chemoattractant concentration, the fluid height and the fluid velocity field by \(n, c, h, u\), respectively. The constants \(D_n\) and \(D_c\) present the corresponding diffusion coefficients for the cells and substrate. The given functions \(\chi(c)\) and \(f(c)\) are chemotactic sensitivity and the consumption rate of the substrate by the cells. The constants \(\mu\) and \(\lambda\) are the shear viscosity and the bulk viscosity coefficients respectively with the following physical restrictions

\[ \mu > 0, \quad \mu + \lambda \geq 0. \]
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For the system (1) to be well-posed, it should be supplemented with the initial condition
\[ (n, c, h, u)_{|t=0} = (n_0, c_0, h_0, u_0)(x), \quad x \in \mathbb{R}^2, \] (2)
and the far-field behavior
\[ \lim_{|x| \to \infty} (n - \bar{n}, c - \bar{c}, h - \bar{h}, u)(x) = 0, \quad t \geq 0, \] (3)
where \( \bar{n} \) and \( \bar{h} \) are positive constants.

In 1970, Keller and Segel [14][15] first derived a chemotaxis model called Patlak-Keller-Segel system to describe the collective behavior of cells in response to a signal produced by the cells themselves.

\[
\begin{cases}
  u_t = \Delta u - \nabla \cdot (u \nabla v), \\
  v_t = \Delta c - v + u,
\end{cases}
\]

where \( u \) and \( v \) denote the cells density and the chemoattractant concentration respectively. From then on, mathematical analysis on chemotaxis models attracted many mathematicians to do researches in this field. Many important works on the solvability and stability of the classical Keller-Segel system and related models appeared in the past three decades. For example, we refer to [1][9][10][11][21][27]. However, the most well-studied models, containing the classical Keller-Segel system, only focus on the interplay between the cells and the chemoattractant. The liquid micro-environment of the cells here is considered to be quiescent so that its effects on the movement of the bacteria and cells are always ignored. In fact, since bacteria often live in fluids and the oxygen concentration and bacteria density are transported by the fluids and diffuse through the fluids, the biology of aerotaxis is intimately related to liquid micro-environment, for instance, cell motion and chemical diffusion.

To study the interaction mechanism between fluids, bacteria and chemicals, it is natural to consider some chemotaxis-fluids systems. By experiments, Tuval et al. [23] established a coupled system to describe the dynamics of swimming bacteria, \textit{Bacillus subtilis}, which consists of the chemotaxis model and the viscous incompressible fluid. The model is as follows
\[
\begin{align*}
  n_t + u \cdot \nabla n &= D_n \Delta n - \nabla \cdot (n \chi(c) \nabla c), \\
  c_t + u \cdot \nabla c &= D_c \Delta c - n f(c), \\
  u_t + u \cdot \nabla u + \nabla P &= D_u \Delta u + n \nabla \phi, \\
  \nabla \cdot u &= 0,
\end{align*}
\] (4)
where \( n, c, u \) are the bacteria density, the oxygen concentration and the fluid velocity, respectively. \( P = P(x, t) \) is the corresponding scalar pressure and \( \phi = \phi(x) \) is the potential function such as the gravitational force or centrifugal force. Following the development of research, the system (4) is now widely accepted and studied in biology and mathematics. The researchers usually call this coupled system chemotaxis-Navier-Stokes system or chemotaxis-Stokes system when the nonlinear convective term \( u \cdot \nabla u \) is removed. Let us recall some important works on system (1) in the field of mathematical analysis. In the two dimensional case, Winkler [26] studied the global existence of classical solution to the initial boundary value problem with the functions \( \chi(\cdot), f(\cdot) \) and \( \phi(\cdot) \) satisfied
and

\[
\begin{aligned}
\chi & \in C^2([0, \infty)), \quad \chi(\cdot) > 0 \text{ in } [0, \infty), \\
f & \in C^2([0, \infty)), \quad f(0) = 0, \quad f(\cdot) > 0 \text{ in } [0, \infty), \\
\phi & \in C^2(\Omega),
\end{aligned}
\]

(5)

and

\[
\frac{d}{dc} \frac{f(c)}{\chi(c)} > 0, \quad \frac{d^2}{dc^2} \left( \frac{f(c)}{\chi(c)} \right) \leq 0, \quad (\chi(c) \cdot f(c))' \geq 0.
\]

(6)

Under these conditions, the global solution stabilizes to the spatially uniform equilibrium \((\bar{n}_0, 0, 0)\) was established in [28]. Chae et al. [3] established global existence of classical solutions and their decay properties under the same smallness conditions of initial data. In their results, the functions \(\chi, f, \chi'\) and \(f'\) were all non-negative, \(\chi, f \in C^m(\mathbb{R}^+)\), \(m \geq 3\), \(f(0) = 0\) and \(|\nabla^l \phi|_{L^\infty(\mathbb{R}^2)} < \infty\) for \(1 \leq |l| \leq m\). Duan et al. [6] first proved the global existence of weak solutions for the chemotaxis-Stokes system under some structural conditions on \(\chi(\cdot), f(\cdot)\) and \(\phi(\cdot)\) as (5) and (6) with \(\|\phi_0\|_{L^\infty(\mathbb{R}^2)}\) is small. Then, in [16] and [7], the small assumption on \(\phi_0\) was removed. Zhang and Zheng [32] showed the global existence and uniqueness of weak solutions to the chemotaxis-Navier-Stokes system for a large class of initial data with \(\chi = 1\) and \(f(c) = c\) using microlocal analysis and a scale decomposition technique. Recently, in [5], under the basic assumptions: \(\chi(\cdot)\) and \(f(\cdot)\) are locally bounded, \(f(\cdot)\) is continuous at zero with \(f(0) = 0\), \(f(s) \geq 0\) for all \(s \in \mathbb{R}\) and \(\nabla \phi \in L^\infty(\mathbb{R}^2)\), the authors showed the global existence of weak solutions and classical solutions for both the Cauchy problem and the initial-boundary value problem. While for the three-dimensional case, Winkler [29][30] obtained the global existence of weak solutions and then showed that this weak solutions become smooth after a waiting time and uniformly converge in the large-time limit when \(\chi\) and \(f\) are sufficiently smooth given functions. We also refer to [3][7][16][26] for the similar results on the global solvability to the two-dimensional case. For more related works, including temporal decays and blow-up criteria, one can see [2][8][17][20][25][31] and references therein.

Considering the two important facts that the cells stay at the surface of the fluid and the vertical acceleration of the fluid can be neglected, the authors in [4] derived the two-dimensional chemotaxis-shallow water system (1) from the chemotaxis-Navier-Stokes system (4). This coupled shallow water type chemotactic model presents a kind of chemotaxis-compressible fluid, which not only consists of chemotaxis and diffusion mechanism, but also includes transport and conservation laws. Up to now, there are only few analytic results on the solvability of corresponding initial(-boundary)-value problems. In [4], the authors first established the local strong solution and blow up criterion under the large initial data allowing vacuum. Tao and Yao [22] proved the global well-posedness of strong solution and investigated the asymptotic behavior of the global solution. However, the \(H^3\)-norm of the initial data needs to be small enough, which plays an important role in their proof. Later, the \(L^p\) decay estimates of the global solutions were showed in [24].

Motivated by the works for the three dimensional compressible Navier-Stokes equation [12][13], we want to look for a global classical solution to the problem (1)-(3) with small total energy but possibly large oscillations in the present paper. Compared with the previous results, there are three differences in our work. First, most of the proof on the global existence of classical solutions for compressible Navier-Stokes equations or other related systems begin with the basic energy equality. However, we know that since the diffusion mechanism, conservation laws are not satisfied for the chemotaxis part of our system (1)-(3). In order to obtain
the global existence for the coupled system, we introduce an energy inequality using the small energy condition on the initial data. Second, we remove the smallness on the high-order derivatives of the initial data, so that the initial data may contain the large oscillations. Our result improves the results in [22]. Third, we show the exponential stability of the chemoattractant concentration \( c \), based on the strong diffusion characteristic.

Before proving our main results, we first explain the notations and conventions used throughout this paper. In what follows, for simplicity, let
\[
D_n = D_c = 1, \quad \chi(c) \equiv 1, \quad f(c) = c, \quad \bar{n} = \bar{h} = 1
\]
and the results proved in this paper can be easily extended for general \( \chi \) and \( f \), as the choices in [26] and [29]. Furthermore, we need the following notations.

The initial energy is defined by
\[
E_0 = \int \left( |h_0 - 1|^2 + \frac{1}{2} |h_0| u_0|^2 + \frac{1}{2} |n_0 - 1|^2 + \frac{1}{2} |c_0|^2 \right) dx. \tag{7}
\]

Now, the main results can be stated as follows.

**Theorem 1.1.** For the given constant \( M_1 > 0 \) (not necessarily small), assume that the initial data \((n_0, c_0, h_0, u_0)\) satisfy
\[
\begin{cases}
\inf h_0 > 0, \ n_0 \geq 0, \ c_0 \geq 0, \\
(n_0 - 1, c_0, h_0 - 1, u_0) \in H^3, \\
\|\nabla n_0\|_{L^2} + \|\nabla c_0\|_{L^2} + \|\nabla h_0\|_{H^1} + \|\nabla u_0\|_{H^1} \leq M_1,
\end{cases} \tag{8}
\]
then there exists a positive constant \( \varepsilon \) depending only on \( \mu, \lambda, M_1 \) such that if
\[
E_0 \leq \varepsilon,
\]
the problem (1)–(3) has a unique global solution \((n, c, h, u)\) satisfying
\[
\begin{cases}
h > 0, \ n \geq 0, \ c \geq 0, \ x \in \mathbb{R}^2, \ t \geq 0, \\
(n - 1, c, h - 1, u) \in C([0, +\infty); H^3), \\
h_t \in C([0, +\infty); H^2), \ (n_t, c_t, u_t) \in C([0, +\infty), H^1) \cap L^2(0, +\infty; H^2),
\end{cases}
\]
which is a classical one for \( t > 0 \).

**Remark 1.** From (8) and the small initial energy, one can see that the initial data in Theorem 1.1 have small \( H^1 \)-norm for \((h_0, u_0)\), which is weaker than that in [22] and [24] where the smallness of \( H^1 \)-norm is required. Moreover, the initial bacterial density \( n_0 \) and the chemoattractant concentration \( c_0 \) allow large oscillations.

**Theorem 1.2.** Assume that the assumptions of Theorem 1.1 hold. Then, the global solution has the following large time behavior
\[
\lim_{t \to \infty} \left( \|n(\cdot, t) - 1\|^2_{L^q} + \|c(\cdot, t)\|^2_{L^q} + \|h(\cdot, t) - 1\|^2_{L^q} + \|u(\cdot, t)\|^2_{L^q} \right) = 0, \tag{9}
\]
for any \( q \in (2, \infty] \). Furthermore, there exist \( T_1 > 0 \) and \( 0 < \varepsilon^* < \varepsilon \), such that if \( E_0 \leq \varepsilon^* \), the solution \( c \) satisfies
\[
\|c(\cdot, t)\|_{L^\infty} \leq Ce^{-\frac{1}{2}t}, \quad \text{for any } t > T_1,
\]
where \( C \) is a constant depending only on \( M_1 \) and the \( H^2 \)-norm of the initial data \( n_0 \) and \( c_0 \).
The rest of this paper is organized as follows. In section 2, as preliminaries, some known inequalities and facts are shown. In section 3, we establish some a priori estimates on the solutions, which are needed for obtaining the global existence of classical solutions. First, the lower-order a priori estimates, which are independent of time, are derived. Then, we prove the time-dependent estimates on the higher-order norms of the solutions. Finally, the proof of our main results will be completed in section 4.

2. Preliminaries. In this section, we recall some elementary inequalities and known results which will be used throughout this paper. We start with the well-known Sobolev inequalities (see [19] for example).

Lemma 2.1. Let \( 0 \leq j \leq m, 1 \leq r, q \leq +\infty \) and the function \( f \in C_0^\infty(\mathbb{R}^2) \), then we have
\[
\| \nabla^j f \|_{L^p} \leq C_0 \| \nabla^m f \|_{L^r}^{\alpha} \| f \|_{L^q}^{1-\alpha},
\]
where \( \frac{1}{m} \leq \alpha \leq 1 \) satisfies
\[
\frac{1}{p} = \frac{j}{2} + \alpha \left( \frac{1}{r} - \frac{m}{2} \right) + (1-\alpha) \frac{1}{q},
\]
and \( C_0 \) is a positive constant depending on \( j, m, r, q, \alpha \).

In this paper, we shall frequently use the following inequalities which are obtained by Lemma 2.1.

Corollary 1. For the function \( f \in C_0^\infty(\mathbb{R}^2) \), it holds that
\[
\| f \|_{L^4} \leq C \| f \|_{L^2}^{\frac{1}{2}} \| \nabla f \|_{L^2}^{\frac{1}{2}} \quad \text{and} \quad \| f \|_{L^\infty} \leq C \| f \|_{L^2} \| \nabla^2 f \|_{L^2}^{\frac{1}{2}},
\]
where \( C \) is a positive constant.

We state the local existence and uniqueness theorem for the solution of the system (1)–(3) here. One can see the proof in [4] and [22].

Lemma 2.2. (Local well-posedness) Assume that the initial data \((n_0 - 1, c_0, h_0 - 1, u_0) \in H^3(\mathbb{R}^2)\), \( n_0, c_0 \geq 0 \) and \( h_0 > 0 \). Then there exist a time \( T^* > 0 \), such that the system (1)–(3) has a unique solution
\[
(n - 1, c, h - 1, u) \in C([0, T^*), H^3(\mathbb{R}^2)),
\]
\[
h_t \in C([0, T^*), H^2(\mathbb{R}^2)); \quad (n_t, c_t, u_t) \in L^\infty(0, T^*; H^1(\mathbb{R}^2)) \rightleftharpoons L^2(0, T^*; H^2(\mathbb{R}^2)).
\]

Lemma 2.3. Assume that the assumptions of Theorem 1.1 hold. Then the global solution \((n, c, h, u)\) to the Cauchy problem of the system (1)–(3) satisfies
\[
n(x, t) \geq 0, \quad c(x, t) \geq 0 \quad \text{a.e. in} \ \mathbb{R}^2 \times (0, +\infty).
\]

Proof. It follows from the maximum principle that \( n \) and \( c \) preserve the nonnegativity of the initial data, which gives (10). A similar result can be found in Lemma 2.1 in [5].

Denoting \( v = n - 1 \) and \( \rho = h - 1 \), the equations (1) can be written in the perturbation form as
The initial data are given as

\[
\begin{cases}
  v_t - \Delta v = -u \cdot \nabla v - (v + 1) \text{div} u - \nabla \cdot [(v + 1) \nabla c], \\
  c_t - \Delta c = -u \cdot \nabla c - c \text{div} u - (v + 1) c, \\
  \rho_t + \text{div} u = -\rho \text{div} u - u \cdot \nabla \rho, \\
  u_t - \mu \Delta u - (\mu + \lambda) \nabla \text{div} u + \nabla \rho = -g(\rho) [\mu \Delta u + (\mu + \lambda) \nabla (\text{div} u)] - u \cdot \nabla u \\
  - \nabla [(\rho + 1)(v + 1)],
\end{cases}
\]

where

\[ g(\rho) = \frac{\rho}{\rho + 1} \]  

(12)

The initial data are given as

\[(v, c, \rho, u)|_{t=0} = (v_0, c_0, \rho_0, u_0)(x), \ x \in \mathbb{R}^2, \]  

(13)

where \(v_0 = n_0 - 1\) and \(\rho_0 = h_0 - 1\), and the far-field behavior

\[
\lim_{|x| \to \infty} (v, c, \rho, u)(x) = 0, \ t \geq 0.
\]

(14)

3. A priori estimates. This section is devoted to establish some necessary a priori estimates of solutions to (11)-(14). Assume that \((v, c, \rho, u)\) is a smooth solution to (11)-(14) on \(\mathbb{R}^2 \times (0, T)\) for some positive time \(T > 0\). Let us define the following functions:

\[
A_1(T) = \sup_{0 \leq t \leq T} \left( \|v\|_{L^2}^2 + \|c\|_{L^2}^2 + \|\rho\|_{L^2}^2 + \|u\|_{L^2}^2 \right) \\
+ \int_0^T \left( \|\nabla v\|_{L^2}^2 + \|\nabla c\|_{L^2}^2 + \|\nabla \rho\|_{L^2}^2 \right) dt,
\]

\[
A_2(T) = \sup_{0 \leq t \leq T} \left( \|\nabla \rho\|_{L^2}^2 + \|\nabla u\|_{L^2}^2 \right) + \int_0^T \left( \|\nabla \rho\|_{L^2}^2 + \|\nabla^2 c\|_{L^2}^2 \right) dt,
\]

\[
A_3(T) = \sup_{0 \leq t \leq T} \|\nabla^2 \rho\|_{L^2}^2.
\]

Throughout this section, we denote by \(C\) or \(C_i (i = 0, 1, 2, \ldots)\) the positive constants which may depend on \(\mu\) and \(\lambda\) but are independent of time \(T > 0\). We also sometimes use \(C(\alpha)\) to emphasize the dependence on \(\alpha\). Since we are considering the problem with small initial energy, without loss of generality, we assume \(E_0 \leq 1\) in what follows.

3.1. Time-independent lower-order estimates. In this subsection, we derive the lower-order a priori estimates on the solutions which are independent of time \(T > 0\). Now, we start with the following key a priori estimates.

**Proposition 1.** Assume that the initial data satisfy (8). Let \((v, c, \rho, u)\) be a smooth solution to (11)-(14) on \(\mathbb{R}^2 \times (0, T)\) satisfying

\[
A_1(T) \leq 2E_0^2, \ A_2(T) \leq 2M, \ A_3(T) \leq 2\{\frac{1}{\mu} + 1\}M,
\]

(15)

where \(M = \max\{2M_1, \frac{2M_1}{C_1}\}\) and the constant \(C_1\) is defined in Lemma 3.4. Then there exists a constant \(\varepsilon_1 > 0\) depending only on \(\mu, \lambda\) and \(M_1\), such that

\[
A_1(T) \leq E_0^2, \ A_2(T) \leq \frac{3}{2}M, \ A_3(T) \leq \frac{3}{2}\{\frac{1}{\mu} + 1\}M,
\]

(16)

provided \(E_0 \leq \varepsilon_1\) holds.
Lemma 3.1. Assume that all the assumptions of Proposition 1 hold. Then there exists a constant $\varepsilon_1 > 0$ depending only on $M_1$ such that
\begin{equation}
|\rho| \leq \frac{1}{2} \text{ and } 1 \leq h \leq \frac{3}{2}
\end{equation}
on $\mathbb{R}^2 \times (0, T)$, provided $E_0 \leq \varepsilon_1$.

Proof. By (15) and Sobolev inequality, we obtain
\begin{align*}
\|\rho\|_{L^\infty} &\leq C\|\rho\|_{L^2}^{\frac{1}{2}}\|\nabla^2 \rho\|_{L^2}^{\frac{1}{2}} \leq C(M)E_0^{\frac{1}{8}} \leq \frac{1}{2},
\end{align*}
provided $E_0 \leq \varepsilon_1 := \min\{1, (4C(M))^{-\frac{1}{8}}\}$.

It follows from Lemma 3.1, one can easily find that
\begin{equation}
|g(\rho)| \leq C|\rho| \text{ and } |g^{(k)}(\rho)| \leq C, \quad k \geq 1.
\end{equation}

Now, using Lemma 3.1 and the assumptions of Proposition 1, we have the following energy inequality.

Lemma 3.2. Under all the assumptions of Proposition 1, it holds that
\begin{align*}
\sup_{0 \leq t \leq T} (\|v\|_{L^2}^2 + \|c\|_{L^2}^2 + \|\rho\|_{L^2}^2 + \|u\|_{L^2}^2) + \int_0^T (\|\nabla v\|_{L^2}^2 + \|\nabla c\|_{L^2}^2 + \|\nabla u\|_{L^2}^2) dt \\
\leq CE_0 e^{CM},
\end{align*}
where $C$ depending only on $\mu$ and $\lambda$.

Proof. Multiplying (11) by $v$, $c$, $2\rho$ and $hu$ respectively, integrating over $\mathbb{R}^2$, after integration by parts, we have
\begin{align*}
\frac{1}{2} \frac{d}{dt} \int (2\rho^2 + hu^2 + v^2 + c^2) dx + \int (|\nabla v|^2 + |\nabla c|^2 + \mu|\nabla u|^2 + (\mu + \lambda)|\nabla u|^2) dx \\
= -\int (6\rho \nabla \rho \cdot u + \rho^2 \nabla u + v \nabla v \cdot u + v^2 \nabla u + c \nabla c \cdot u + c^2 \nabla u + 2\rho^2 \nabla \rho \cdot u) dx \\
+ \int ((v + 1) \nabla c \cdot \nabla v - (v + 1)c^2) dx - \int (\rho^2 \nabla v \cdot u + 2\rho \nabla v \cdot u) dx \\
- \int h^2 v \nabla \rho \cdot u dx \\
= \sum_{i=1}^4 I_i.
\end{align*}

From (14), the boundary condition which is hidden in the decay of solutions at spatial infinity can ensure that the integration by parts is valid here and in what follows. By virtue of (17), the Sobolev and Cauchy inequalities, we find that
\begin{align*}
I_1 &= -\int (6\rho \nabla \rho \cdot u + \rho^2 \nabla u + v \nabla v \cdot u + v^2 \nabla v + c \nabla c \cdot u + c^2 \nabla u + 2\rho^2 \nabla \rho \cdot u) dx \\
&\leq C\|\rho\|_{L^2}^2 \|\nabla \rho\|_{L^2} \|\nabla u\|_{L^2}^2 + C\|v\|_{L^2} \|\nabla v\|_{L^2}^2 \|\nabla u\|_{L^2}^2 + C\|c\|_{L^2} \|\nabla c\|_{L^2} \|\nabla u\|_{L^2}^2
\end{align*}
Under all the assumptions of Proposition 1, it holds that
\begin{equation}
\leq \epsilon (\|\nabla u\|_{L^2}^2 + \|\nabla v\|_{L^2}^2 + \|\nabla c\|_{L^2}^2) + C(\epsilon) \left[\|\rho\|_{L^2} \|
abla \rho\|_{L^2} + \|\nabla u\|_{L^2}^2 (\|v\|_{L^2}^2 + \|c\|_{L^2})\right],
\end{equation}
(21)

\[ I_3 = - \int (\rho^2 \nabla v \cdot u + 2\rho \nabla v \cdot u) \, dx \]
\[ \leq C\|\nabla v\|_{L^2} \|\rho\|_{L^4} \|u\|_{L^4} \]
\[ \leq C\|\nabla v\|_{L^2} \|\rho\|_{L^2} \|
abla \rho\|_{L^2} \|u\|_{L^2}^3 \|\nabla u\|_{L^2}^2 \]
\[ \leq \epsilon \|\nabla v\|_{L^2}^2 + C(\epsilon) (\|\rho\|_{L^2} \|
abla \rho\|_{L^2} + \|u\|_{L^2} \|\nabla u\|_{L^2} + \|\rho\|_{L^2} \|\nabla u\|_{L^2}^2 \]
\[ + \|u\|_{L^2}^2 \|\nabla \rho\|_{L^2}^2) \], \tag{22}

\[ I_4 = - \int h^2 v \nabla \rho \cdot u \, dx \]
\[ \leq C\|\nabla \rho\|_{L^2} \|u\|_{L^4} \|v\|_{L^4} \]
\[ \leq \epsilon (\|\nabla u\|_{L^2}^2 + \|\nabla v\|_{L^2}^2) + C(\epsilon) \|\nabla \rho\|_{L^2}^2 (\|u\|_{L^2}^2 + \|v\|_{L^2}^2). \tag{23} \]

Due to (10), we obtain
\[ I_2 = \int ((v + 1) \nabla c \cdot \nabla v - (v + 1)c^2) \, dx \]
\[ \leq \int \nabla c \cdot \nabla v \, dx + C\|v\|_{L^2} \|\nabla v\|_{L^2} \|\nabla^2 c\|_{L^2} \]
\[ \leq \frac{1}{2} \|\nabla c\|_{L^2}^2 + \frac{1}{2} \|\nabla v\|_{L^2}^2 + \epsilon \|\nabla v\|_{L^2}^2 + C(\epsilon) \|v\|_{L^2} \|\nabla^2 c\|_{L^2}^2. \tag{24} \]

Substituting (21)–(24) into (20) and choosing \( \epsilon < \frac{1}{2} \) small enough, one has
\[ \frac{1}{2} \frac{d}{dt} \int (2\rho^2 + hu^2 + v^2 + c^2) \, dx + C_0 \int (\|\nabla v\|^2 + \|\nabla c\|^2 + \|\nabla u\|^2) \, dx \]
\[ \leq C((\|v\|_{L^2}^2 + \|c\|_{L^2}^2 + \|h^2 u\|_{L^2}^2 + \|\sqrt{\rho}\|_{L^2}^2)\|\nabla u\|_{L^2}^2 \]
\[ + ((\|v\|_{L^2}^2 + \|h^2 u\|_{L^2}^2 + \|\sqrt{\rho}\|_{L^2}^2)\|\nabla \rho\|_{L^2}^2 + \|v\|_{L^2}^2 \|\nabla^2 c\|_{L^2}^2). \tag{25} \]

Integrating (25) over \((0, T)\), by virtue of (7), (15) and Gronwall's inequality, we get (19) and the lemma is proved. \( \square \)

**Lemma 3.3.** Under all the assumptions of Proposition 1, it holds that
\begin{equation}
\int_0^T \|\nabla \rho\|_{L^2}^2 \, dt \leq C(M) E_0^3 \left( \int_0^T \|\nabla^2 \rho\|_{L^2}^2 \, dt + 1 \right). \tag{26} \end{equation}

**Proof.** Multiplying (11) by \( \nabla \rho \), integrating over \( \mathbb{R}^2 \) and using (11), we have
\[ \int |\nabla \rho|^2 \, dx \]
\[ = - \frac{d}{dt} \int (u \cdot \nabla \rho) \, dx + \int (\rho + 1) |\text{div} u|^2 \, dx + \int (\text{div} u (u \cdot \nabla \rho) - u \cdot \nabla u \cdot \nabla \rho) \, dx \]
\[ + \int \nabla \rho \cdot \frac{1}{\rho + 1} [\mu \Delta u + (\mu + \lambda) \nabla (\text{div} u)] \, dx - \int (\rho + 1) \nabla v \cdot \nabla \rho \, dx \]
\[ - \int (v + 1) |\nabla \rho|^2 \, dx \]
\[ \leq \epsilon (\|\nabla u\|_{L^2}^2 + \|\nabla v\|_{L^2}^2 + \|\nabla c\|_{L^2}^2) + C(\epsilon) \left[\|\rho\|_{L^2} \|
abla \rho\|_{L^2} + \|\nabla u\|_{L^2}^2 (\|v\|_{L^2}^2 + \|c\|_{L^2})\right]. \tag{27} \]
\[ -\frac{d}{dt} \int (u \cdot \nabla \rho) dx + \sum_{i=1}^{4} J_i - \int (v + 1)|\nabla \rho|^2 dx. \]

It is easy to get from (17) that
\[ J_1 \leq C||\nabla u||^2_{L^2}. \]

Utilizing (15), (17), the Sobolev and Cauchy inequalities, after integration by parts, we get
\[ J_2 = -\int u^2 \nabla^2 \rho dx \leq C\parallel \nabla^2 \rho \parallel_{L^2} \parallel u \parallel^2_{L^2} \leq C\parallel \nabla^2 \rho \parallel_{L^2} \parallel u \parallel_{L^2} \parallel \nabla u \parallel_{L^2} \]
\[ \leq C(M)E_0 \parallel \nabla^2 \rho \parallel^2_{L^2} + C\parallel \nabla u \parallel^2_{L^2}, \]
\[ J_3 \leq C \left( \int \frac{1}{\rho + 1}|\nabla^2 \rho \cdot \nabla u| dx + \int \frac{|\nabla \rho|^2}{(\rho + 1)^2} \cdot |\nabla u| dx \right) \]
\[ \leq C\parallel \nabla^2 \rho \parallel_{L^2} \parallel \nabla u \parallel_{L^2} + \parallel \nabla^2 \rho \parallel_{L^2} \parallel \nabla \rho \parallel_{L^2} \parallel \nabla u \parallel_{L^2} \]
\[ \leq C(M)E_0^{\frac{1}{2}} \parallel \nabla^2 \rho \parallel^2_{L^2} + E_0^{-\frac{1}{2}} \parallel \nabla u \parallel^2_{L^2}, \]
\[ J_4 \leq \frac{1}{2} \parallel \nabla \rho \parallel^2_{L^2} + C\parallel \nabla v \parallel^2_{L^2}. \]

After substituting the above inequalities into (27), it yields
\[ \int |\nabla \rho|^2 dx \leq -2 \frac{d}{dt} \int (u \cdot \nabla \rho) dx + C(||\nabla u||^2_{L^2} + ||\nabla v||^2_{L^2}) + C(M)E_0^{\frac{1}{2}} \parallel \nabla^2 \rho \parallel^2_{L^2} \]
\[ + C(M)E_0^{-\frac{1}{2}} \parallel \nabla u \parallel^2_{L^2}. \]

Thus, using (15) and integrating (28) over \((0, T)\), (26) holds. The proof of this lemma is completed. \(\square\)

**Lemma 3.4.** Assume that all the assumptions of Proposition 1 hold. Then there exists a constant \(\varepsilon_2 > 0\) depending only on \(\mu, \lambda\) and \(M_1\), such that
\[ \sup_{0 \leq t \leq T} (||\nabla v||^2_{L^2} + ||\nabla c||^2_{L^2} + ||\nabla \rho||^2_{L^2} + ||\nabla u||^2_{L^2}) \]
\[ + C_1 \int_0^T (||\nabla^2 v||^2_{L^2} + ||\nabla^2 c||^2_{L^2} + ||\nabla^2 u||^2_{L^2}) dt \]
\[ \leq C(M)E_0^{\frac{1}{2}} + 2||\nabla \rho_0||^2_{L^2} + ||\nabla c_0||^2_{L^2} + ||\nabla v_0||^2_{L^2} + ||\nabla u_0||^2_{L^2}, \]
provided \(E_0 \leq \varepsilon_2\).

**Proof.** Applying \(\nabla\) to (11), then multiplying (11) by \(\nabla v, \nabla c, 2\nabla \rho\) and \(\nabla u\) respectively, integrating over \(\mathbb{R}^2\), we have
\[ \frac{1}{2} \frac{d}{dt} \int (2|\nabla \rho|^2 + |\nabla u|^2 + |\nabla v|^2 + |\nabla c|^2^2) dx \]
\[ + \int (|\nabla^2 v|^2 + |\nabla^2 c|^2 + \mu|\nabla^2 u|^2 + (\mu + \lambda)|\nabla \text{div} u|^2) dx \]
\[ = -2 \int \nabla (\rho \text{div} u + u \cdot \nabla \rho) \cdot \nabla \rho dx - \int \nabla (u \cdot \nabla v + v \text{div} u + \nabla (v + 1) \nabla c) \cdot \nabla vd x \]
\[ - \int \nabla (u \cdot \nabla c + c \text{div} u + (v + 1) c) \cdot \nabla cd x \]
\[- \int \nabla (g(\rho)[\mu \Delta u + (\mu + \lambda) \nabla (\text{div} u)] + u \cdot \nabla u + \nabla (\rho v)) \cdot \nabla u \, dx \]

\[= \sum_{i=1}^{N} K_i. \quad (30)\]

It follows from (15), (17), the Sobolev and Cauchy inequalities that

\[K_1 \leq C \|\nabla \rho\|_{L^2} \|\nabla u\|_{L^4}^2 + C \|\nabla^2 u\|_{L^2} \|\rho\|_{L^4} \|\nabla \rho\|_{L^4}\]

\[\leq C (\|\nabla u\|_{L^2} + \|\nabla^2 u\|_{L^2}) \|\rho\|_{L^4}^2 \|\nabla \rho\|_{L^4}^2 + \|\nabla \rho\|_{L^2}^2 \|\nabla^2 \rho\|_{L^2} \|\rho\|_{L^2}\]

\[\leq \epsilon \|\nabla^2 u\|_{L^2}^2 + C(\epsilon) (\|\rho\|_{L^4}^2 \|\nabla \rho\|_{L^4}^2 + \|\nabla \rho\|_{L^4}^2 \|\nabla^2 \rho\|_{L^2} \|\rho\|_{L^2})\]

\[\leq \epsilon \|\nabla^2 u\|_{L^2}^2 + C(M, \epsilon) E_0^2 \|\nabla \rho\|_{L^2}^2 + \|\nabla u\|_{L^2}^2. \quad (31)\]

Integrating by parts and using (15), it can be obtained that

\[K_2 = \int \left( \nabla u \cdot |\nabla v|^2 + v \nabla^2 u \cdot \nabla v \cdot dx - \frac{1}{2} \|\nabla v\|^2 + \nabla^2 u \cdot \nabla v \cdot dx \right) \]

\[\leq C (\|\nabla u\|_{L^2} \|\nabla v\|_{L^2}^2 + C \|\nabla^2 u\|_{L^2} \|\nabla v\|_{L^4} + C \|\nabla^2 c\|_{L^2} \|\nabla v\|_{L^4})\]

\[\leq C (\|u\|_{L^4} \|\nabla v\|_{L^2} \|\nabla^2 c\|_{L^2} + \frac{1}{2} \|\nabla^2 v\|_{L^2}^2 + \frac{1}{2} \|\nabla^2 u\|_{L^2}^2)\]

\[\leq C (\|\nabla u\|_{L^2} \|\nabla v\|_{L^2}^2 + C \|\nabla^2 u\|_{L^2} \|\nabla v\|_{L^2} \|\nabla^2 v\|_{L^2})\]

\[\leq \epsilon \|\nabla^2 v\|_{L^2}^2 + C(M, \epsilon) E_0 \|\nabla u\|_{L^2}^2 + \|\nabla u\|_{L^2}^2 \|\nabla^2 c\|_{L^2} + \frac{1}{2} \|\nabla^2 v\|_{L^2}^2. \quad (32)\]

In virtue of Lemma 2.3, we deduce

\[K_3 = - \int \frac{3}{2} \nabla u \cdot |\nabla c|^2 + c \nabla c \cdot \nabla^2 u - \frac{1}{2} \|\nabla v\|^2 + (v + 1) \|\nabla v\|\,

\[\leq C \|\nabla u\|_{L^2} \|\nabla v\|_{L^2} \|\nabla^2 c\|_{L^2} + C \|\nabla^2 u\|_{L^2} \|\nabla v\|_{L^4} \|\nabla c\|_{L^4}\]

\[\leq \epsilon (\|\nabla^2 c\|_{L^2}^2 + \|\nabla v\|_{L^2}^2) + C(M, \epsilon) E_0 \|\nabla^2 c\|_{L^2} + C(M, \epsilon) E_0 \|\nabla u\|_{L^2} \|\nabla^2 c\|_{L^2} \]

\[\quad \leq C (\|\nabla u\|_{L^2} \|\nabla v\|_{L^2}^2 + C(\epsilon) E_0 \|\nabla^2 c\|_{L^2} + \|\nabla u\|_{L^2} \|\nabla^2 c\|_{L^2} \}

\[\quad \leq \epsilon (\|\nabla^2 u\|_{L^2}^2 + \|\nabla^2 v\|_{L^2}^2) + C(M, \epsilon) E_0 \|\nabla u\|_{L^2} \|\nabla^2 c\|_{L^2} \]

Then, the last terms of (30) can be estimated as follows.

\[K_4 = \int (g(\rho)[\mu \Delta u + (\mu + \lambda) \nabla (\text{div} u)] + u \cdot \nabla u + \nabla (\rho v)) \cdot \nabla^2 u \, dx \]

\[\leq C \|\rho\|_{L^\infty} \|\nabla^2 u\|_{L^2} + C \|\nabla^2 u\|_{L^2} \|\rho\|_{L^4} \|\nabla u\|_{L^4} + C \|\nabla^2 u\|_{L^2} \|\rho\|_{L^4} \|\nabla u\|_{L^4}\]

\[\leq C \|\rho\|_{L^4} \|\nabla^2 u\|_{L^2} \|\nabla^2 u\|_{L^2} + C \|\nabla^2 u\|_{L^2} \|\nabla u\|_{L^2} \|\rho\|_{L^4}. \quad (34)\]
exists a constant 

Assume that all the assumptions of Proposition 1 hold. Then there

Lemma 3.5. Then we immediately get that

thus, if

which implies the desired estimate (29), after integrating (36) over \((0, T)\). The proof of Lemma 3.4 is completed. \qed

**Lemma 3.5.** Assume that all the assumptions of Proposition 1 hold. Then there exists a constant \(\varepsilon_0 > 0\), depending only on \(\mu, \lambda, M_1\), such that

\[
\sup_{0 \leq t \leq T} \left( \|\nabla^2 \rho\|_{L^2}^2 + \|\nabla^2 u\|_{L^2}^2 \right) + C_2 \int_0^T \|\nabla^3 u\|_{L^2}^2 \, dt \\
\leq C(M) E_0^{\frac{1}{4}} + \frac{2}{3 \mu} \int_0^T \|\nabla^2 v\|_{L^2}^2 \, dt + 2 \|\nabla^2 \rho_0\|_{L^2}^2 + \|\nabla^2 u_0\|_{L^2}^2,
\]

provided \(E_0 \leq \varepsilon_3\). In addition,

\[
\int_0^T \|\nabla^2 \rho\|_{L^2}^2 \, dt \leq C(M)
\]

and

\[
\int_0^T \|\nabla \rho\|_{L^2}^2 \, dt \leq C(M) E_0^\frac{1}{2}
\]

hold.
Proof. Multiplying (11)4 by $\nabla^4 \rho$, integrating over $\mathbb{R}^2$ and using (11)3, we have
\[
\int |\nabla^2 \rho|^2 dx = -\frac{d}{dt} \int \nabla u \cdot \nabla^2 \rho dx
\]
\[
+ \int (\nabla^2 u \cdot \nabla (\rho + 1) \text{div} u - \nabla^2 u \cdot \nabla (u \cdot \nabla \rho) - \nabla (u \cdot \nabla \rho) \cdot \nabla^2 \rho) dx
\]
\[
+ \int \nabla^2 \rho \cdot \nabla (\frac{1}{\rho + 1} [\mu \Delta u + (\mu + \lambda) \nabla (\text{div} u)]) dx
\]
\[
- \int [\nabla ((\rho + 1) v) \cdot \nabla^2 \rho + \nabla ((v + 1) \nabla \rho) \cdot \nabla^2 \rho] dx
\]
\[
= -\frac{d}{dt} \int \nabla u \cdot \nabla^2 \rho dx + \sum_{i=1}^{3} F_i. \tag{40}
\]

By (15), (17), the Sobolev and Cauchy inequalities, we have
\[
F_1 \leq C \|\nabla^2 u\|_{L^2}^2 + C \|\nabla^2 u\|_{L^2} \|\nabla u\|_{L^2} \|\nabla \rho\|_{L^4} + C \|u\|_{L^\infty} \|\nabla^2 u\|_{L^2} \|\nabla^2 \rho\|_{L^2}
\]
\[
+ C \|\nabla^2 \rho\|_{L^2} \|\nabla^2 u\|_{L^2} \|\nabla u\|_{L^2}
\]
\[
\leq C \|\nabla^2 u\|_{L^2}^2 + C \|\nabla^2 u\|_{L^2} \|\nabla \rho\|_{L^2} \|\nabla u\|_{L^2} \|\nabla \rho\|_{L^2}
\]
\[
+ C \|\nabla^2 \rho\|_{L^2} \|\nabla^2 u\|_{L^2} \|\nabla u\|_{L^2} \tag{41}
\]

Using integration by parts, it infers from (15) and (17) that
\[
F_2 = \frac{1}{2} \int \frac{1}{(\rho + 1)^2} (\nabla \rho)^3 \cdot \nabla^2 u dx + \frac{1}{2} \int \frac{1}{(\rho + 1)^2} (\nabla \rho)^2 \cdot \nabla^3 u dx
\]
\[
+ \int \frac{1}{(\rho + 1)^2} \nabla^2 \rho \cdot \nabla^3 u dx
\]
\[
\leq C \|\nabla \rho\|_{L^2} \|\nabla u\|_{L^2} \|\nabla^2 \rho\|_{L^2} \|\nabla^3 u\|_{L^2}
\]
\[
+ C \|\nabla \rho\|_{L^2} \|\nabla^3 u\|_{L^2}
\]
\[
\leq C \|\nabla^2 \rho\|_{L^2} \|\nabla u\|_{L^2} \|\nabla \rho\|_{L^2} \|\nabla^3 u\|_{L^2}
\]
\[
+ C \|\nabla^2 \rho\|_{L^2} \|\nabla^3 u\|_{L^2}
\]
\[
\leq \epsilon \|\nabla^2 \rho\|_{L^2}^2 + C(M, \epsilon) (\|\nabla^2 u\|_{L^2}^2 + \|\nabla^3 u\|_{L^2}^2). \tag{42}
\]

Taking the advantage of Lemma 2.3, the term $F_3$ can be estimated as following
\[
F_3 \leq -2 \int \nabla \rho \cdot \nabla v \cdot \nabla^2 \rho dx - \int (\rho + 1) \nabla^2 v \cdot \nabla^2 \rho dx
\]
\[
\leq C \|\nabla^2 \rho\|_{L^2} \|\nabla \rho\|_{L^4} \|\nabla v\|_{L^4} + C \|\nabla^2 v\|_{L^2} \|\nabla \rho\|_{L^2}
\]
\[
\leq \epsilon \|\nabla^2 \rho\|_{L^2}^2 + C(M, \epsilon) \|\nabla^2 v\|_{L^2}^2. \tag{43}
\]

Substituting (41)-(43) into (40) and choosing $\epsilon = \frac{1}{6}$, we arrive at
\[
\|\nabla^2 \rho\|_{L^2}^2 \leq -2 \frac{d}{dt} \int \nabla u \cdot \nabla^2 \rho dx + C(M) (\|\nabla^2 u\|_{L^2}^2 + \|\nabla^3 u\|_{L^2}^2 + \|\nabla^2 v\|_{L^2}^2). \tag{44}
\]

On the other hand, applying $\nabla^2$ to (11)4 and (11)3, multiplying by $2\nabla^2 \rho$ and $\nabla^2 u$, respectively, integrating over $\mathbb{R}^2$ and then adding them together, it yields that
\[
\frac{1}{2} \frac{d}{dt} \int (2|\nabla^2 \rho|^2 + |\nabla^2 u|^2) dx + \int \nabla^3 u \cdot \nabla (\mu \Delta u + (\mu + \lambda) \nabla \div \mathbf{u}) dx
\]
\[
= -6 \int \nabla \rho \cdot \nabla^2 \mathbf{u} \cdot \nabla \mathbf{y} dx - \int 2\rho \nabla^3 \mathbf{u} \cdot \nabla \rho \]
\[
- \int (6|\nabla^2 \rho|^2 \cdot \nabla \mathbf{u} + 2\rho \cdot \nabla^3 \rho \cdot \nabla^2 \rho) dx
\]
\[
+ \int (g(u) \cdot \nabla^3 u dx + \int \nabla (g(\rho) [(\mu \Delta u + (\mu + \lambda) \nabla \div \mathbf{u})]) \cdot \nabla^3 \mathbf{u} dx
\]
\[
+ \int (\nabla v \cdot \nabla \rho + v \nabla^2 \rho) \cdot \nabla^3 \mathbf{u} dx
\]
\[
= \sum_{i=1}^{7} G_i.
\]

We obtain from (15), (17), the Sobolev and Cauchy inequalities that
\[
G_1 = 3 \int |\nabla \rho|^2 \cdot \nabla^3 \mathbf{u} dx \leq C \|\nabla^3 u\|_{L^2} \|\nabla \rho\|_{L^2} \|\nabla^2 \rho\|_{L^2}
\]
\[
\leq C \|\nabla^3 u\|_{L^2} \|\nabla \rho\|_{L^2} \|\nabla^2 \rho\|_{L^2} \leq \epsilon \|\nabla^3 u\|_{L^2}^2 + C(M, \epsilon) E_0 \frac{1}{\lambda} \|\nabla^2 \rho\|_{L^2}^2,
\]
\[
G_2 \leq C \|\rho\|_{L^\infty} \|\nabla^3 u\|_{L^2} \|\nabla^2 \rho\|_{L^2} \leq C \|\nabla^3 u\|_{L^2} \|\rho\|_{L^2} \|\nabla^2 \rho\|_{L^2} \leq \epsilon \|\nabla^3 u\|_{L^2}^2 + C(M, \epsilon) E_0 \frac{1}{\lambda} \|\nabla^2 \rho\|_{L^2}^2,
\]
\[
G_3 = -\frac{5}{2} \int |\nabla \rho|^2 \cdot \nabla \mathbf{u} dx \leq C \|\nabla \mathbf{u}\|_{L^\infty} \|\nabla^2 \rho\|_{L^2}^2
\]
\[
\leq \epsilon \|\nabla^3 u\|_{L^2}^2 + C(M, \epsilon) \|\nabla \mathbf{u}\|_{L^2} \|\nabla^2 \rho\|_{L^2} \leq \epsilon \|\nabla^3 u\|_{L^2}^2 + E_0 \frac{1}{\lambda} \|\nabla^2 \rho\|_{L^2}^2 + C(M, \epsilon) \|\nabla \mathbf{u}\|_{L^2}^2,
\]

and
\[
G_4 \leq C \|\nabla^3 u\|_{L^2} (\|\nabla^2 u\|_{L^2} \|\nabla u\|_{L^1} + \|\nabla \mathbf{u}\|_{L^2} \|\nabla^2 \mathbf{u}\|_{L^2})
\]
\[
\leq C \|\nabla^3 u\|_{L^2} \|\nabla^2 u\|_{L^2} \|\nabla u\|_{L^2} + C \|\nabla \mathbf{u}\|_{L^2} \|\nabla^3 \mathbf{u}\|_{L^2} \leq \epsilon \|\nabla^3 u\|_{L^2}^2 + C(M, \epsilon) E_0 \|\nabla^2 \mathbf{u}\|_{L^2}^2 + C(M, \epsilon) \|\nabla \mathbf{u}\|_{L^2}^2.
\]

Moreover,
\[
G_5 \leq C \|\nabla^3 u\|_{L^2} \|\nabla^2 \mathbf{u}\|_{L^1} \|\nabla \rho\|_{L^1} \leq C \|\nabla^3 u\|_{L^2} \|\nabla^2 \mathbf{u}\|_{L^2} \|\nabla \rho\|_{L^2} \|\nabla \mathbf{u}\|_{L^2} \|\nabla^2 \mathbf{u}\|_{L^2} \leq \epsilon \|\nabla^3 u\|_{L^2}^2 + C(M, \epsilon) E_0 \|\nabla^2 \mathbf{u}\|_{L^2}^2,
\]

and
\[
G_6 \leq C \|\nabla^3 u\|_{L^2} \|\nabla \mathbf{v}\|_{L^1} \|\nabla \mathbf{u}\|_{L^1} \|\nabla \mathbf{v}\|_{L^2} + C \|\nabla^3 u\|_{L^2} \|\rho\|_{L^\infty} \|\nabla \mathbf{v}\|_{L^2} + \frac{3\mu}{4} \|\nabla^3 \mathbf{u}\|_{L^2}^2
\]
\[
+ \frac{1}{3\mu} \|\nabla^2 \mathbf{v}\|_{L^2}^2
\]
\[
\leq C \|\nabla^3 u\|_{L^2} (\|\nabla^2 \rho\|_{L^2} + \|\nabla^2 \mathbf{v}\|_{L^2}) \|\mathbf{v}\|_{L^2} \|\rho\|_{L^2} \|\nabla \mathbf{v}\|_{L^2} + \frac{3\mu}{4} \|\nabla^3 \mathbf{u}\|_{L^2}^2 + \frac{1}{3\mu} \|\nabla^2 \mathbf{v}\|_{L^2}^2.
\]
Proof of Proposition 1

It follows from Lemma 3.2 that

\[ A_1(T) \leq CE_0e^{CM} \leq E_0^T, \]

provided \( E_0 \leq \varepsilon_4 := \min\{\varepsilon_3, C^{-2}e^{-2CM}\} \).
If $E_0$ is chosen to be sufficiently small such that
\[ E_0 \leq \varepsilon := \min\{\varepsilon_4, (\frac{C_1M}{4}C(M)^{-1})^8, (\frac{M}{4}C(M)^{-1})^{20}\}, \]
with the help of Lemma 3.4 and Lemma 3.5, we have
\[ A_2(T) \leq \frac{C(M)}{C_1}E_0^\frac{1}{8} + \frac{2M_1}{C_1} + C(M)E_0 \leq \frac{3M}{2}. \]
For $A_3(T)$, noticing Lemma 3.4 and Lemma 3.5, we obtain
\[ A_3(T) \leq C(M)E_0^{\frac{1}{4}} + \frac{2}{3\mu} \int_0^T \|\nabla^2 v\|_{L^2}^2 dt + 2M_1 \leq \frac{3}{2}(\frac{1}{\mu} + 1)M, \]
provided that $E_0 \leq \varepsilon$. The proof of Proposition 1 is completed. □

In addition, one can obtain the following time-independent estimates immediately.

**Lemma 3.6.** Assume that all the assumptions of Theorem 1.1 hold. Then, for any given $T > 0$, it holds that
\[ \sup_{0 \leq t \leq T} (\|\nabla^2 v\|_{L^2}^2 + \|\nabla^2 c\|_{L^2}^2) + \int_0^T (\|\nabla^3 v\|_{L^2}^2 + \|\nabla^3 c\|_{L^2}^2) dt \leq C(M) + \|\nabla^2 v_0\|_{L^2}^2 + \|\nabla^2 c_0\|_{L^2}^2, \]
and
\[ \|\nabla \rho_t\|_{L^2}^2 + \int_0^T \|\nabla \rho_t\|_{L^2}^2 dt \leq C(M). \]

**Proof.** Following the proof of (37) for velocity field $u$, by Lemma 2.3, it is easy to get (53). We omit the details.

Here, we only need to establish the estimate for $\nabla \rho_t$. By (11) and using Proposition 1 and Sobolev inequality, we obtain
\[ \|\nabla \rho_t\|_{L^2}^2 \leq C \int (|\nabla^2 \rho|^2 u^2 + |\nabla \rho|^2 |\nabla u|^2 + |\rho|^2 |\nabla^2 u|^2) dx \leq C (\|u\|_{L^\infty}^2 \|\nabla^2 \rho\|_{L^2}^2 + \|\nabla \rho\|_{L^4}^2 \|\nabla u\|_{L^4}^2 + \|\rho\|_{L^\infty}^2 \|\nabla^2 u\|_{L^2}^2) \leq C(M) \|\nabla^2 \rho\|_{L^2}^2. \]
Together with Lemma 3.4 and Lemma 3.5, it yields (54). □

**3.2. Time-dependent higher-order estimates.** In this subsection, we will establish the time-dependent higher estimates of the smooth solution $(v, c, \rho, u)$ satisfying Proposition 1. In what follows, we always assume the initial energy $E_0 \leq \varepsilon$ and denote the positive constant by $C_T$ which will depend on $\mu, \lambda, M, T$ and the initial data.

First of all, it follows from Lemma 3.1-Lemma 3.6 that

**Lemma 3.7.** Assume that all the assumptions of Theorem 1.1 hold. Then for any given $T > 0$, there exists a constant $C_T > 0$ such that
\[ \sup_{0 \leq t \leq T} (\|\nabla^3 v\|_{L^2}^2 + \|\nabla^3 u\|_{L^2}^2) + \int_0^T \|\nabla^4 u\|_{L^2}^2 dt \leq C_T. \]
Applying $\nabla^3$ to (11)$_3$ and then multiplying the equation by $\nabla^3 \rho$, after integrating over $\mathbb{R}^2$, we have
\[
\frac{1}{2} \frac{d}{dt} \int |\nabla^3 \rho|^2 \, dx
= - \int (\nabla^4 u \cdot \nabla^3 \rho + |\nabla^3 \rho|^2 \, \text{div}u + 6\nabla^2 \rho \cdot \nabla^2 u \cdot \nabla^3 \rho + 4\nabla \rho \cdot \nabla^3 u \cdot \nabla^3 \rho)
+ \rho \nabla^4 u \cdot \nabla^3 \rho + 6|\nabla^3 \rho|^2 \cdot \nabla u + u \cdot \nabla^4 \rho \cdot \nabla^3 \rho) \, dx
\leq \varepsilon \|\nabla^4 u\|^2_{L^2} + C(\varepsilon)\|\nabla^3 \rho\|^3_{L^2} + C \|\nabla^3 u\|^2_{L^2} \|\nabla^3 \rho\|^2_{L^2}. \tag{56}
\]
Next, applying $\nabla^2$ to (11)$_4$, squaring both sides of resulting equation, then integrating over $\mathbb{R}^2$, we get
\[
\int |\nabla^2 u| - \mu \nabla^2 \Delta u - (\mu + \lambda) \nabla^3 \text{div}u|^2 \, dx
\leq |\nabla^3 \rho|^2 |dx + \int |\nabla^2 (g(p)|\mu \Delta u + (\mu + \lambda) \nabla (\text{div}u)])|^2 \, dx + \int |\nabla^2 (u \cdot \nabla u)|^2 \, dx
\leq \|\nabla^3 \rho\|^2_{L^2} + \sum_{i=1}^3 N_i. \tag{57}
\]
Using (17), (19), the Sobolev and Cauchy inequalities, we give the bounds of $N_i, i = 1, 2, 3$,
\[
N_1 \leq C \int (p^2 |\nabla^4 u|^2 + |\nabla^3 u|^2 + |\Delta u|^2) \, dx
\leq |\rho|_{L^2} \|\nabla \rho\|_{L^2} \|\nabla^4 u\|_{L^2} + C \|\nabla^3 u\|^2_{L^2} + C \|\nabla^2 u\|^2_{L^2} \tag{58}
\leq \varepsilon \|\nabla^4 u\|^2_{L^2} + C(\varepsilon) \|\nabla \rho\|^2_{L^2} + C \|\nabla^3 u\|^2_{L^2} + C \|\nabla^2 u\|^2_{L^2},
\]
and
\[
N_2 \leq C \|u\|^2_{L^\infty} \|\nabla^3 u\|^2_{L^2} + C \|\nabla u\|^2_{L^\infty} \|\nabla^2 u\|^2_{L^2} \leq C \|\nabla^3 u\|^2_{L^2} + C \|\nabla^2 u\|^2_{L^2} \tag{59}
\]
and
\[
N_3 \leq |(\rho + 1)|_{L^\infty} \|\nabla^3 v\|^2_{L^2} + 2 |\nabla \rho|_{L^\infty} \|\nabla^2 v\|^2_{L^2} + 2 |\nabla v|_{L^\infty} \|\nabla^2 \rho\|^2_{L^2}
+ (|v|^2_{L^\infty} + 1) |\nabla^3 \rho|_{L^2}^2
\leq C \|\nabla^3 v\|^2_{L^2} + C \|\nabla \rho\|^2_{L^2} + C \|\nabla^2 u\|^2_{L^2} + C \|\nabla^2 \rho\|^2_{L^2}. \tag{60}
\]
The combination of (56)-(22) gives
\[
\frac{d}{dt} (\|\nabla^3 \rho\|^2_{L^2} + \|\nabla^3 u\|^2_{L^2}) \, dx + C \|\nabla^4 u\|^2_{L^2}
\leq C(1 + \|\nabla^3 v\|^2_{L^2} + \|\nabla^3 u\|^2_{L^2} + \|\nabla^3 u\|^2_{L^2} + \|\nabla^3 \rho\|^2_{L^2}),
\]
where we have chosen $\varepsilon$ small enough. This, together with Lemma 3.4, Lemma 3.5 and Gronwall’s inequality, completes the proof of (55). \qed

Then, similar to the proof of (55), using (11)$_3$ and (11)$_4$, we can obtain the following lemma immediately. Therefore, we omit the proof for brevity.
Lemma 3.8. Assume that all the assumptions of Theorem 1.1 hold. Then, for any given $T > 0$, it holds that
\[
\sup_{0 \leq t \leq T} (\| \nabla^3 v \|_{L^2}^2 + \| \nabla^3 c \|_{L^2}^2) + \int_0^T (\| \nabla^4 v \|_{L^2}^2 + \| \nabla^4 c \|_{L^2}^2) dt \leq C_T. \tag{61}
\]

4. Proof of Theorem 1.1 and Theorem 1.2. Proof of Theorem 1.1. By Lemma 2.2, there exists a small time $T > 0$ such that the Cauchy problem (1)–(3) has a unique solution $(n - 1, c, h - 1, u)$ on $\mathbb{R}^2 \times (0, T_0)$. Then, by all the estimates in section 3 and using the standard continuity argument, we can extend the local solution to be global one. Moreover, the unique global solution is a classical solution. Here, we refer to [18] for details.

\[\square\]

Now, we only need to show the large time behavior (9) of the global solution. 

Proof of Theorem 1.2. Since the solution $(n - 1, c, h - 1, u)$ is global and from Lemma 3.2 and Lemma 3.5, it is easy to find that
\[
\int_0^\infty (\| \nabla v \|_{L^2}^2 + \| \nabla c \|_{L^2}^2 + \| \nabla \rho \|_{L^2}^2 + \| \nabla u \|_{L^2}^2) dt \leq C(M). \tag{62}
\]

In virtue of the equations (11), (62), Lemma 3.5, Lemma 3.6 and Young’s inequality, we have
\[
\int_0^\infty \left| \frac{d}{dt} (\| \nabla v \|_{L^2}^2 + \| \nabla c \|_{L^2}^2 + \| \nabla \rho \|_{L^2}^2 + \| \nabla u \|_{L^2}^2) \right| dt \\
\leq \int_0^\infty (\| \nabla v_t \|_{L^2}^2 + \| \nabla c_t \|_{L^2}^2 + \| \nabla \rho_t \|_{L^2}^2 + \| \nabla u_t \|_{L^2}^2) dt \\
+ \int_0^\infty (\| \nabla v_t \|_{L^2}^2 + \| \nabla c_t \|_{L^2}^2 + \| \nabla \rho_t \|_{L^2}^2 + \| \nabla u_t \|_{L^2}^2) dt \\
\leq C(M). \tag{63}
\]

Thus, (62) and (63) give us
\[
\lim_{t \to \infty} (\| \nabla v \|_{L^2}^2 + \| \nabla c \|_{L^2}^2 + \| \nabla \rho \|_{L^2}^2 + \| \nabla u \|_{L^2}^2) = 0.
\]

Combining the above limit, the following time-independent lower-order estimates
\[
\| v \|_{H^2}^2 + \| c \|_{H^2}^2 + \| \rho \|_{H^2}^2 + \| u \|_{H^2}^2 \leq C(M)
\]
and Sobolev inequality, we arrive at (9).

Thus, we are in a position to show the exponential decay characteristic of the chemoattractant concentration $c$. Multiplying (11)$_2$ by $c$ and integrating it over $\mathbb{R}^2$, and using Proposition 1, Sobolev and Cauchy inequalities, we have
\[
\frac{1}{2} \frac{d}{dt} \int c^2 dx + \int | \nabla c |^2 dx + \int c^2 dx \\
= -\int vc^2 dx - \int u \cdot \nabla c \cdot cdx - \int c^2 \text{div}u dx \\
\leq C \| v \|_{L^4} \| c \|_{L^4} \| c \|_{L^2} + C \| \nabla c \|_{L^2} \| c \|_{L^4} \| u \|_{L^4} \\
\leq C_4 (\| \nabla c \|_{L^2}^2 + \| c \|_{L^2}^2) \| v \|_{L^4} + C_4 E_0^T (\| \nabla c \|_{L^2}^2 + \| \nabla u \|_{L^2}^2 \| c \|_{L^2}^2).
\]

By virtue of (9), there exists $T_1 > 0$ such that
\[
C_5 \| v(\cdot, t) \|_{L^4} < \frac{1}{4}, \quad \text{for any } t > T_1. \tag{64}
\]
At the same time, by Proposition 1, one can get
\[
C_4 E_0 \left( \|\nabla c\|^2_{L^2} + \|\nabla u\|^2_{L^2} \right) \leq \frac{1}{4} \left( \|\nabla c\|^2_{L^2} + \|c\|^2_{L^2} \right),
\]
(provided \( E_0 \leq \varepsilon^* := \min\{\varepsilon, (4C_4)^{-8}, (8C_4M)^{-8}\} \)). It follows from (64) and (65) that
\[
\frac{d}{dt} \int c^2 dx + \int |\nabla c|^2 dx + \int c^2 dx \leq 0, \quad \text{for any } t > T_1,
\]
which implies that
\[
\|c(\cdot,t)\|^2_{L^2} \leq \|c(\cdot,T_1)\|^2_{L^2} e^{-t-T_1}, \quad \text{for any } t > T_1.
\]
Using Sobolev inequality and (53), we obtain
\[
\|c\|_{L^\infty} \leq \|c\|_{L^2} \|\nabla^2 c\|_{L^2} \leq C e^{-\frac{1}{4}t}, \quad \text{for any } t > T_1.
\]
Therefore, the proof of Theorem 1.2 is completed. \(\square\)
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