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Abstract: Current investigations into urban aerial mobility, as well as the continuing growth of global air transportation, have renewed interest in Conflict Detection and Resolution (CD&R) methods. With the new applications of drones, and the implications of a profoundly different urban airspace, new demands are placed on such algorithms, further spurring new research. This paper presents a review of current CR methods for both manned and unmanned aviation. It presents a taxonomy that categorises algorithms in terms of their approach to avoidance planning, surveillance, control, trajectory propagation, predictability assumption, resolution manoeuvre, multi-actor conflict resolution, considered obstacle types, optimization, and method category. More than a hundred CR methods were considered, showing how most work on a tactical, distributed framework. To enable a reliable comparison between methods, this paper argues that an open and ideally common simulation platform, common test scenarios, and common metrics are required. This paper presents an overview of four CR algorithms, each representing a commonly used CR algorithm category. Both manned and unmanned scenarios were tested, through fast-time simulations on an open-source airspace simulation platform.
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1. Introduction

Continued growth of aviation has been considered a threat to the current approach to air traffic control already for decades, inspiring research into automated tools and alternative approaches since the early 1990s. As a result, several large research programs have been formed along this theme, such as FREER [1], PHARE [2], and the Mediterranean Free Flight [3] project in Europe, and DAG/TM [4] in the US. More recently, there are the American NextGen programme [5] and SESAR [6] in Europe. This research has been primarily characterised by the proposed degree of centralisation (delegation to the flight deck or maintaining centralisation), and along the dimension from tactical separation to strategic (re)planning. An extensive review of methods by Kuchar and Yang [7], published in 2000, is still cited often as an overview of Conflict Detection and Resolution (CD&R) methods.

In recent years, the prospect of a wide range of drone operations, and the application of different aerial vehicles in an urban setting, have renewed interest in CD&R research. There are, however, several aspects that set these applications apart from the concepts considered in previous
research. The capabilities of new platforms such as drones are different, and operating in an urban environment introduces new constraints (such as obstacles and hyperlocal weather) that did not need to be considered before. In addition, should the most ambitious concepts, such as drone-based package delivery and personal aerial mobility, become a reality, these applications will face traffic densities that are well beyond anything considered for manned aviation. Already, the Federal Aviation Administration (FAA) has ruled that an Unmanned Aerial Vehicle (UAV) must have Sense and Avoid capability in order to be allowed in the civil airspace [8]. Additionally, the International Civil Aviation Organization (ICAO) requires UAV CD&R methods to be capable of detection and avoidance in both static and non-static environments. Only after meeting this requirement, will civil-UAVs be allowed to fly beyond the operator’s visual line-of-sight [9].

Following these developments, many new CD&R concepts have been proposed since Kuchar and Yang’s review study [7], including an entirely new branch of CD&R methods directed specifically at unmanned aviation. A possible taxonomy for the latter was first explored by Jenie [10]. To include these new methods, and to incorporate the changed demands that are placed on CD&R algorithms by the new application areas, this paper aims to present a current overview of CD&R methods for both manned and unmanned applications. It will evaluate both manned and unmanned CD&R methods jointly in one single taxonomy, where methods are categorized in terms of their approach to avoidance planning, surveillance, control, trajectory propagation, predictability assumption, resolution manoeuvre, multi-actor conflicts, obstacle types considered, optimization, and method category. The goal is for this framework to be used when developing new methods, or when identifying the most suitable method for a specific situation. As a result, this study may be considered an extension of the work performed by Kuchar and Yang [7] and Jenie [10], by providing a more complete analysis of CR methods combining both manned and unmanned aviation. In addition, this paper provides a direct overview of the performance for the main identified CR method categories. While many publications relating to new CR methods include an evaluation of the proposed method, comparison between such studies based on their individual results is often impossible, due to the differences in approach taken in the evaluations. Furthermore, studies that present a comparison of multiple CR methods under the same conditions do not yet exist. Such evaluations, however, are essential for a fair comparison between methods, as performance is highly dependent on factors such as the employed simulation platform, scenarios, and metrics. To foster repeatable evaluations and fair comparisons, use should be made of publicly available simulation tools, open data, and common scenarios and metrics. This study therefore employs the open-source, multi-agent ATC simulation tool BlueSky [11]. The obtained experimental results are used to identify the differences in performance between manned and unmanned environments, as well as which CR methods are more efficient in the developing unmanned aviation world.

2. Taxonomy for Conflict Detection & Resolution Methods

CR methods can be evaluated by a combination of several factors which define the airspace environment. In this review, we evaluate methods according to the following ten characteristics: The timescale on which avoidance planning takes place, the type of surveillance, whether control is centralised or distributed, trajectory propagation, predictability assumption, manoeuvre employed for resolution, approach to multi-actor (>2) conflicts, obstacle types, optimisation objective, and method category. These categories are divided between detection and resolution as per Tables 1 and 2, respectively. For each category, the possible variations are presented underneath. More detail is provided in the next subsections.
Table 1. Taxonomy of conflict detection categories.

| Conflict Detection Categories | Surveillance | Trajectory Propagation | Predictability Assumption |
|-------------------------------|--------------|-------------------------|---------------------------|
| Centralised Dependent        |              | State-Based             | Nominal                   |
| Distributed Dependent        |              | Intent-Based            | Probabilistic             |
| Independent                  |              |                         | Worst-Case                |

Table 2. Taxonomy of conflict resolution categories.

| Conflict Resolution Categories | Applicable For All Conflict Resolution Categories |
|-------------------------------|---------------------------------------------------|
| Control | Method Categories | Multi-Actor Conflict Resolution | Avoidance Planning | Avoidance Manoeuvre | Obstacle Types | Optimization |
| Centralised | Exact | Sequential | Strategic | Heading | Static | Flight Path |
| | Heuristic | Concurrent | Tactical | Speed | Dynamic | Flight Time |
| Distributed | Prescribed | Pairwise Sequential | Escape | Vertical | All | Fuel/Energy Consumption |
| | Reactive | Pairwise Summed | Flight Plan |
| | Explicitly Negotiated | Joint Solution |

2.1. Surveillance

Aircraft surveillance can be defined in terms of whether the aircraft is dependent on external systems, or on its own on-board systems (i.e., independent). Within the former, an additional distinction can be made based on origin of the data: A centralised system receives data from a common station, whereas a distributed processes information from the surrounding traffic.

For centralised dependent surveillance (Figure 1a), aircraft are equipped with transponders capable of responding to ground interrogation. Ground sensors determine the 2D position of the aircraft, and altitude is provided by the aircraft. In manned aviation, this is done by ATC, and aircraft are expected to cooperate by broadcasting their altitude and identity. Distributed dependent surveillance (Figure 1b) uses the ADS-B system; aircraft broadcast their position, altitude, identity, and other parameters by means of a data link, without any intervention from ground systems.

Independent surveillance (Figure 1c) is more commonly referred to as Sense and Avoid and uses on-board non-cooperative systems/sensors. As unmanned aviation has no broadcast standard system, it commonly resorts to this type of surveillance with on-board sensors which detect both static and dynamic obstacles. It is not employed in manned aviation, however, as aircraft are expected to cooperate through the ADS-B system.

![Figure 1. Different types of surveillance.](image-url)
2.2. Trajectory Propagation

Future trajectories of an aircraft can be considered based on their current state (i.e., state-based) or their future intent (i.e., intent-based). The former assumes a straight line as continuation from the current state, whereas the latter assumes turns, and changes in heading and speed, based on the future waypoints of the aircraft.

State-based methods assume a straight-line projection of the aircraft’s current position and velocity vector. In comparison, intent informed can be simulated as a series of straight leg segments. Yang [12] has shown that reducing a non-linear trajectory to a series of straight lines trajectories allows for accurate computation of conflict states at speeds feasible in real-time complex scenarios. A state-based projection is naturally simpler and faster computationally, as intent requires data transmission and heavier computational processing. However, when future trajectory changes of all involved aircraft are not taken into account, false alarms may occur and future losses of separation, resulting from changes in trajectory, may be overlooked. On the other hand, when conflict resolution is put in place, as aircraft diverge from their initially intended trajectory in order to avoid intrusions, new false alarms are also introduced when considering intent. Research performed for singular cases in the past identified the potential of using intent. Multiple works [12–15] have used waypoint information to improve a single intruder’s trajectory prediction. Using both state and intent information in high traffic densities was investigated for civil aviation [16,17], improving overall safety. The previous works showed, additionally, that adopting rules disallowing pilots from turning into a conflict prevents intrusions resulting from sudden aircraft manoeuvres nearby. Such can help mitigate the need for intent information. In manned aviation, distributed sharing of future trajectory change points (TCPs) can be done through ADS-B. For unmanned aviation, there is still no research on how this could be performed.

2.3. Predictability Assumption

A conflict is found once it is identified that two aircraft will be closer that the minimum required separation at a future point in time. This process thus require an estimation of the future positions of all aircraft, and it differs on whether uncertainties are added to the trajectory propagation. A nominal assumption (Figure 2a) does not consider uncertainties (i.e., uncoordinated behaviour from other traffic, unknown wind or state variation). A worst-case assumption (Figure 2b) considers all possible trajectory changes resulting from uncertainties. However, this is impractical in a real-environment, as its complexity results in a heavy computation. Instead, a middle term, a probabilistic assumption (Figure 2c) is more often employed. In this case, the likelihood of each possible trajectory change is taken into account based on the current position, and maximum turn and climb rates. Whether to act, and how to act, is decided based on the most likely trajectories.

The nominal assumption is often used in favour of simplicity and good computational performance. This assumption is mostly used with shorter look ahead times (i.e., a few minutes), and can be quite accurate in an environment where aircraft have a steady behaviour. However, accuracy is expected to decrease as the model looks further into the future, as multiple small unexpected changes could have accumulated into a significant change in the trajectory. As a result, alarms predicted far into the future are more likely to be unreliable.

Incorporating uncertainties may improve accuracy; as more potential trajectories are considered, the more likely it is that one will resemble the real observed position into the future. However, this is at the cost of more false positive alarms which are detected in the other trajectories that the aircraft could have taken. Adding more future states of neighbouring aircraft also reduces manoeuvring space. The further you look ahead, the larger the uncertainty space is and smaller the manoeuvring is expected to be, which reduces traffic mobility. It may even reach a situation where no conflict resolution manoeuvre is found, as there is no manoeuvre which avoids all conflicts. A probabilistic assumption provides a solution; fewer trajectories are accounted for depending on their likelihood.
This likelihood threshold may be decided based on the number of alarms the model can process within a limited amount of time.

![Diagram](image)

**Figure 2.** Different types of predictability assumption methods.

2.4. Control

Separation management, or control, may be centralised when decisions regarding future trajectory and conflict resolution are computed in a centralised location for multiple aircraft, or distributed when each aircraft is responsible for its own conflict avoidance. Both approaches rely on a communication network to broadcast information such as intent, trajectories, and priorities.

A centralised system is capable of providing a global solution to complex multiple-actor problems. Uncertainty is reduced as each aircraft follows the solution defined by the centralised agent. Centralised methods typically work towards optimizing trajectories; finding non-intersecting trajectories will guarantee separation. These centralised approaches are often computationally heavy, as a result of having to consider several possible manoeuvres for a number of aircraft, and may therefore not be suitable for real-time implementation when this number increases considerably [18]. Hypothetically, when all information (the traffic situation, but for instance also flight-specific optimisation preferences) is known and there is sufficient processing power, a centralised approach will lead to the most optimal solution. As all trajectories are known, these can be optimized for all involved aircraft. However, in practice, the demands on the availability of information and the speed of information transfer must be taken into consideration. The availability of optimisation-related information is often limited by the willingness of airlines to share it. The prediction horizon tends to be much larger due to the time it takes to generate and communicate a global solution. Computational intensity increases with the traffic density, thus there is a limit on the number of aircraft a centralised approach can operate simultaneously. Additionally, a single processing point is also a single point of failure, resulting in a central failure mode with global consequences, which is absent in distributed systems.

In manned aviation, ATC is the centralised point responsible for guaranteeing safety of all traffic. Air traffic controllers maintain minimum separation between all aircraft in their airspace sector. Naturally, the traffic density allowed in the sector is thus limited by the maximum number of aircraft that controllers are capable of operating simultaneously. One objective of CD&R research is to reduce the constraint on ATC, whether by creating another centralised point capable of computing optimal trajectories for all involved aircraft without human aid, or distributed systems to be introduced into the on-board systems of each aircraft. In particular, the uprising of unmanned aviation applications, where the number of involved aircraft are expected to greatly exceed the number currently operated by ATC [19], has prompted the exploration of distributed approaches.

A distributed system reallocates the process of separation assurance from a centralised point to the individual aircraft. As each aircraft only takes into account its neighbouring aircraft when avoiding conflicts, each distributed avoidance system is expected to have only a fraction of the computational strain a centralised system would have. Nonetheless, the speed at which an aircraft can make a decision is still limited by the speed at which information from surrounding traffic is received and processed. A crucial disadvantage of a distributed system is the lack of global coordination from surrounding traffic which may impair safety. Without knowledge of the movement of intruders, decentralised
solutions cannot guarantee globally optimal solutions when more than two aircraft are involved. Because of this, the efficiency of decentralisation in resolving multi-actor conflicts is often studied and compared to that of centralised systems: Bilimoria [18] showed that a distributed resolution strategy can successfully solve complex multiple aircraft problems in real time; Durand [20] tested this with a no-speed variation scenario where only a centralised system was able to find a solution. Finally, the Free Flight concept [3,21,22] also illustrates that, when aircraft are fully responsible for their own separation from other traffic, they are free to decide upon their optimal route (‘direct routing’), versus following the route received from a centralised point for safety. Studies for this project concluded that, once ADS-B technology is developed to a higher reliability and performance, a distributed conflict resolution system can safely guarantee airborne separation.

2.5. Method Categories

This review defines five main categories that can be used as a principal classification for almost all currently existing methods. Two main categories are identified within research for centralised approaches: The exact and heuristic categories. Regarding distributed approaches, we identify three main categories: Prescribed, reactive, and explicitly negotiated. These categories classify methods according to how avoidance manoeuvres/trajectories are identified in environments with multiple aircraft, where all involved aircraft are expected to perform conflict avoidance and modify their path in accordance.

In a centralised approach, a single agent is responsible for deciding the avoidance path of all involved aircraft, thus it is known how aircraft will move in the future. During optimization of an aircraft’s trajectory towards separation, it is assumed that intruders will follow the path set by this agent. The selection of trajectories/avoidance manoeuvres can be optimized towards a preference policy, a certain cost, or in other words to minimize a penalty function. The trajectory with the lower cost from a set of limited possibilities is picked. A preference can be made either for performance (e.g., lower fuel/energy consumption, flight path or time optimization) or safety. It may even be considered that crossing the protected zone of another aircraft, over a small period of time, is better than increasing flight path or adopting a significant change in speed. Methods may be classified on whether these are guaranteed to find the global optimum, i.e., exact algorithms, or heuristic algorithms which attempt to yield a good, but not necessarily global optimum solution. A Mixed Integer Linear Programming (MILP) approach is commonly used for finding the global optimum [23]. However, an exact algorithm needs a high computing time making it usually impractical for applications in real life [24]; thus heuristic algorithms, although not guaranteeing optimality, are often employed to shorten execution times. Commonly used heuristic approaches are Variable Neighborhood Search (VNS) [25], Ant Colony optimization [26], and Evolutionary Algorithms (EA) [27,28].

In both prescribed and reactive categories, coordination between aircraft is implicit. Traffic either reacts in accordance with a pre-defined set of rules (i.e., prescribed) or a common manoeuvre strategy in response to the conflict geometry (i.e., reactive). Prescribed is mainly achieved by application of the Right-of-Way (RoW) [29] rules. In short, these define that traffic from the left must give-way, overtaking aircraft manoeuvre to the right, and head-on conflicts are resolved with both aircraft turning to the right. However, Balasooriyan [30] demonstrated that applying these rules results in a higher number of losses of separation and conflicts than employing other rule sets where both aircraft are expected to initiate a trajectory change to avoid conflicts. When both aircraft adopt a deconflicting route, time in conflict decreases as both aircraft are moving away from each other. Reactive methods ‘react’ to the position of the intruders; avoidance manoeuvres are a direct result of the conflict geometry. A common example is to use the ‘shortest-way-out’ principle, which assures implicit coordination in one-to-one conflicts, as single conflicts are always geometrically symmetrical [22,31]. To be noted the latter and the RoW coordination define rules for conflict pairs. As the minimum separation distance represents the distance between two aircraft, multi-actor conflicts are simultaneous occurrences of two-aircraft conflicts. When implementing a coordination rule per pairwise conflict, it may be that given the
geometry of the conflict, an aircraft receives contradicting solutions for solving its multiple pairwise conflicts. For example, when resolving pairwise conflicts sequentially, the avoidance manoeuvre to the closest conflict can aggravate the next pairwise conflict or even create secondary conflicts with other aircraft. Such prompts the study and verification of implicit rules among different multi-actor conflict geometries; research aims to resolve this issue by developing better ways of implicit coordination, combination of avoidance manoeuvres, and/or prioritization [32].

Resolution methods in the explicitly negotiated category resolve conflicts based on explicit communication between aircraft. There is no uncertainty regarding intruder movements as these are clearly defined in the shared information. This data sharing towards deconflicting can be done by setting a negotiation mechanism, where aircraft communicate towards an agreement [33], and/or prioritization in which a lower-priority aircraft follows an avoidance manoeuvre based on the communication from aircraft with more priority. There are advantages for both cases; a negotiation allows aircraft to share/act according to their preferred policy. The objective is for the final solution to be the best globally possible for all. However, in any negotiation there is the risk of a deadlock, where aircraft communicate indefinitely without reaching an agreement. Some sort of prioritization, respected by all involved aircraft, can limit the number of interactions. Priority can be based on factors such as aircraft current speed, proximity to destination, rules of the air (RoTA) [34], conflict geometry, or even type of operation. In any case, the rate of communication is a crucial factor. The communication frequency of the network is limited in bandwidth and aircraft may be unable to exchange data at a high frequency. Thus, the number of interactions in any case must be limited comparably to a real life scenario. The number of data transmissions necessary to reach an agreement, to establish a priority (when not implicit), or of sequential messages to the next aircraft in a priority sequence, must be optimized according to this limit. Additionally, a break condition must be added to the communication cycle to prevent aircraft from negotiating or waiting for data from other aircraft indefinitely.

Approximately one third of the researched CR methods does not follow either of the previously mentioned categories. For unmanned aviation, this is mainly in cases where only static obstacles are expected, and therefore, there is no uncertainty regarding future behaviour, or in cases when other aircraft do not have a conflict avoidance mechanism and their path is thus not expected to suffer alterations (e.g., Klaus [35], Teo [36]). For manned aviation, different approaches include mostly research works focused on airspace structure in order to guarantee minimum separation. Works such as Mao [37], Treleaven [38], and Christodoulou [39], resort to traffic flows which limit the movement of aircraft. These flows are separated by a safe margin and the lateral displacement when aircraft switch to a different flow is coordinated. Finally, other research, such as Bilimoria [18], Christodoulou [39], and Lupu [40], focus predominantly on the effects of different manoeuvres in similar conflict situations.

2.6. Multi-Actor Conflict Resolution

Centralised and distributed systems have different approaches to multi-actor conflicts. The former works towards a joint optimization of all involved trajectories, until a safe distance between all traffic is achieved. In such centralised systems, the number of conflicts and the degree of connection between trajectories will affect the speed with which the system will converge to its solution. It may also occur in complex situations that no solution is found. Centralised approaches may be divided into two main categories: Sequential algorithms which optimize trajectories one by one according to prioritization of aircraft [41], and concurrent resolution, where all trajectories are computed simultaneously [42]. The first of these two approaches is less computationally demanding; for each interaction, the system iterates over possible trajectories for a specific aircraft. Once a safe trajectory is found, it moves on to the next aircraft. When a safe trajectory is identified for each aircraft, a solution is found. This approach requires an adequate prioritization order, to be able to guarantee identification of safe trajectories for all involved aircraft [43,44]. Concurrent resolution methods do not require prioritization; however, application of such methods is often only possible on the assumption of limited uncertainty,
which is required to reduce the complexity of the calculations. Durand [20] mentions, for example, an assumption of constant speeds and perfect trajectory prediction, or having the manoeuvres start at the same known optimization time step.

For distributed systems, avoidance manoeuvres adopt the point of view of each aircraft and local optimisation is the objective. At higher traffic densities, where conflicting aircraft pairs can no longer be considered as disconnected from other traffic, this local optimization does not guarantee a globally optimal solution, and there is a risk of unwanted emergent behaviour from interactions between multiple aircraft working individually. The resolution capacity of distributed systems is limited to the intruders the aircraft is capable of detecting. The solution to a subset of aircraft can unknowingly lead to future secondary conflicts with other aircraft, creating a chain reaction of conflicts, or in ultimate, very high traffic density cases, infinitely perpetuating chain conflicts, or Brownian motion [45,46]. How distributed methods deal with multi-actor conflicts is therefore a key characteristic of these methods. In this paper, we distinguish between three distributed approaches to multi-actor conflicts: Joint solution, pairwise sequential, and pairwise summed. In a joint solution, multiple intruders are considered simultaneously and a single solution is found that simultaneously resolves all conflicts that the ownership is involved in. In order to limit the complexity of a solution, CR models normally detect and resolve within a limited look-ahead time. Other distributed approaches generate pairwise resolutions, focusing only on individual conflict pairs. In pairwise sequential resolution, each manoeuvre resolves a conflict with one intruder, starting with the highest-priority conflict. Other methods, such as Hoekstra [21], sum the resolution vectors resulting from each pairwise resolution (i.e., pairwise summed). A single manoeuvre is then computed and performed resulting from this sum. The choice of whether to employ a pairwise or joint resolution also has consequences on the method’s ability for implicit coordination. As previously mentioned, for example, the ‘shortest-way-out’ principle in pairwise conflicts ensures implicit coordination. However, when summing or in a joint solution implicit coordination is not guaranteed. Nevertheless, as shown by Hoekstra [21], the summing of the avoidance vectors has a beneficial emergent, global effect of distributing the available airspace between the different vehicles.

2.7. Avoidance Planning

The planning of a manoeuvre can be defined as per the look-ahead time and the state of the aircraft after the avoidance manoeuvre is performed: Strategic is a long-range action which changes the flight-path significantly; tactical is a mid-range action that changes a small part of the flight path; escape is a short-term manoeuvre that brings the aircraft to safety with no additional consideration regarding the flight path. Figure 3 illustrates the differences.

![Figure 3. Conflict detection and resolution methods for manned and unmanned aviation per look-ahead time.](image)

A strategic manoeuvre (Figure 4a) is normally employed with more than 20 min to loss of separation (LoS), and may even extend to a pre-departure action. It affects the planned flight
considerably, as future waypoints are modified to avoid conflict. In manned aviation, Air Traffic Control (ATC) is responsible for strategic and tactical avoidance planning. One of the ways to aid air traffic controllers would be to delegate part (or all) of the separation responsibility to the aircraft crew. In manned aircraft, this is made possible by resorting to on-board systems which receive broadcast information from nearby traffic; such system is called Automatic Dependent Surveillance-Broadcast (ADS-B). In comparison, unmanned aviation often employs (independent) sensors to detect other traffic. Given the physical limitations of such means of surveillance, these are tactical systems. A deviation manoeuvre is performed in order to avoid obstacles (Figure 4b). From all possible manoeuvres which prevent loss of separation, CR methods attempt to identify one which minimizes either distance from the desired path, flight time, or even fuel consumption or energy. The recovery to the initial flight plan is often not included in the tactical plan; normally aircraft will just redirect to the next waypoint after the conflict situation has been resolved.

In manned aviation, CD&R methods are used for loss of separation avoidance. Escape manoeuvres are not usually employed. Given the large minimum separation distance employed in manned aviation, i.e., ICAO’s definition of 5 NM horizontal separation and 1000 ft vertical separation, a loss of separation does not necessarily represent a collision (see Figure 5). In cases where a collision is emergent, Traffic alert and Collision Avoidance System (TCAS) and Ground Proximity Warning System (GPWS) are used instead of CD&R. For these systems, pairwise collision avoidance is the only objective. No similar mechanism is currently available for unmanned aviation, and therefore, CD&R must atone for this gap. Moreover, there’s no pre-defined standard separation distance, and considerably small values may be used (e.g., 50 m). Thus, there is a higher chance that the drone is close to a collision once it has lost minimum separation. As a result, contrary to maned aviation, unmanned aviation research employs escape manoeuvres (Figure 4c). This, a last resource within seconds prior to collision, solely attempts to escape the obstacle with no additional considerations. Contrary to a tactical manoeuvre, typically no coordination or optimization is employed in these cases due to the lack of time for it.

To avoid a future loss of minimum separation, several resolution manoeuvres can be used which will change the initially intended trajectory. These can be based on changing the current state: Heading variation (Figure 6a), aircraft change their current heading; speed variation (Figure 6b), which will change the position of the aircraft for a given point in time; vertical variation (Figure 6c), where aircraft

---

**Figure 4.** Different types of avoidance planning.

**Figure 5.** The International Civil Aviation Organization’s (ICAO) self separation for manned aviation: 5 NM horizontal separation and 1000 ft vertical separation.

**2.8. Avoidance Manoeuvre**

To avoid a future loss of minimum separation, several resolution manoeuvres can be used which will change the initially intended trajectory. These can be based on changing the current state: Heading variation (Figure 6a), aircraft change their current heading; speed variation (Figure 6b), which will change the position of the aircraft for a given point in time; vertical variation (Figure 6c), where aircraft
increase or decrease altitude; or an aircraft may change its future intent by changing its flight-plan. One or multiple of these manoeuvres are performed as to follow a conflict free path. Most CR methods are set on decreasing the number of manoeuvres performed, resulting in a minimum deviation from the original path.

One or multiple of these manoeuvres are performed as to follow a conflict free path. Most CR methods are set on decreasing the number of manoeuvres performed, resulting in a minimum deviation from the original path.

**Figure 6.** Different types of avoidance manoeuvre.

Methods are often restricted to manoeuvres on the horizontal plane. Only a small percentage also consider vertical avoidance manoeuvres. There are advantages for both. Adding a degree of freedom allows for a variety of conflict avoidance movements. On the other hand, the extra degree of freedom results in a more complex optimal route calculation. This could be vital given that a solution must be found before loss of minimum separation. TCAS is singular in only applying vertical manoeuvres. For resolving short-term conflicts, climb/descend is a fast and efficient action since the required vertical separation is smaller than the horizontal one. Sunil [49] showed that for a stratified airspace, having only horizontal resolutions improves stability; less conflicts are considered and accounted for with only an horizontal conflict layer. Not including vertical changes is also acceptable from a performance point of view, as the latter is highly affected by the flight level the aircraft is operating in. Additionally, travelling at high altitudes is not the best scenario for speed manoeuvring: When the stall speed increases, the manoeuvring space decreases.

Initially, most CD&R methods used heading changes as preferred by air traffic controllers, as they often segment the airspace into layers. Lately, speed variation has received new attention with ‘subliminal’ speed control, which consists of modifying the aircraft speeds within a small range around their original speeds without informing air traffic controllers. As a result, some of the work of air traffic controllers can be automated thus reducing their workload. Research such as the ERASMUS project [50] and Chaloulos [51] show that, although for simple two-aircraft situations subliminal control can reduce the workload of air traffic controllers, its efficiency depends on the nominal minimal separation between the aircraft and on the time available to loss of separation. Conflict resolution based on speed change alone is naturally only possible with non-(near-)head-on conflicts. The likelihood of these kind of conflicts is dependent on the airspace structure and the heading difference between aircraft flying at similar flight levels. In other methods, such as Hoekstra [21], Rey [52], and Balasooriya [30], combining heading and speed deviations showed potential results.

Flight plan modifications change the waypoints the aircraft is intended to follow. This is similar to real-life operations with flight paths being defined through successive waypoints. This way of avoiding conflicts has gained new attention with the development of the four-dimensional trajectory-based operation (4DTBO) concept [53]. This refers to 3D waypoints associated with timestamps defining when the aircraft is expected to reach each waypoint. With 4DTBO, the complete path and duration of the flight can be defined by specifying arrival times for a sequence of waypoints. Whenever it is detected that the initially defined 4D waypoints for all involved aircraft will result in one or more losses of minimum separation, new flight plans are constructed by either selecting different waypoints, different arrival timestamps, or both.

Performance limitations naturally have an impact on the manoeuvrability of aircraft. When defining a conflict avoidance, maximum turn rates, and maximum speed and accelerations ranges must be taken into account. Defining a heading and/or speed change which the aircraft cannot successfully complete, will jeopardize the success of the manoeuvre on achieving minimum
separation from other traffic. Moreover, different look-ahead requirements may be considered based on speed ranges. For unmanned aviation, taking into account performance differences is an especially important factor given the large range of possible missions which can involve many different types of UAVs (e.g., rotorcraft, fixed-wing). To prevent the calculation of avoidance manoeuvres outside performance limits, methods, such as Van Dam [31], define a solution space bounded by the possible range of speeds; it is not possible to define an avoidance manoeuvre outside of these boundaries. Still, the speed range is often defined per aircraft type without taking the environment into account. As mentioned before, the manoeuvring space is dependent on the altitude of the aircraft. Studies such as Lambregts [54], attempt to develop a conflict resolution method with an envelope protection functionality which can identify the maximum manoeuvring space in order to take advantage of the full performance capabilities of the UAV.

Finally, avoidance manoeuvres may also be distinguished on whether they are discrete or continuous; on whether an avoidance is calculated given a discrete state and assumes no modification of this state until the manoeuvre is terminated, or if the environment is observed periodically during the manoeuvre which is adapted incrementally in response. In theory, most avoidance algorithms have a discrete implementation, since they calculate resolution manoeuvres that should resolve the conflict without further intervention. However, in practice, these algorithms can still be used to reevaluate conflicts at each update cycle of the implementation. In this case, in each update cycle where the ownship is detected to be in conflict, the conflict avoidance algorithm outputs an avoidance manoeuvre given the current state of the environment. As a result, the ownship may change a previously-defined avoidance manoeuvre at any update step, based on the changed nature of the traffic situation.

2.9. Obstacle Types

A CD&R method may prevent collision only with static obstacles, with dynamic obstacles, or with all (i.e., both static and dynamic obstacles). When a model avoids solely static objects, it may be inferred that it has strategic planning, with the trajectory being set before the beginning of the flight in a known environment.

Manned aviation CD&R models will naturally be directed at detecting other dynamic traffic as these models are mostly used when aircraft are flying at cruise altitude. It should be noted that it is not guaranteed that a model directed at dynamic obstacles can also avoid static obstacles. First, while most of these CD&R models assume obstacles as a circle with radius equal to the minimum separation distance, a static object can have different sizes. Second, most models also assume some sort of coordination and non-zero speed. Most dynamic obstacle oriented CD&R models would have to be enhanced when transposed to, for example, an urban environment where deviation also from static objects, such as buildings, must be guaranteed.

For unmanned aviation, a considerable number of CD&R models still focus solely on static obstacles. However, these can only be used for operations where the environment is well known in advance. This is the case of, for example, an area where a drone must carry an object from a start to an end point, and no other traffic is expected.

2.10. Optimization

For CD&R methods, safety is paramount; however, there is a preference for methods which do not significantly alter the initially planned trajectory or heavily increase the costs of an operation. The efficiency of a CR method can be evaluated regarding its effect on the time and/or path of the flight or even fuel/energy consumption. To be noted that a CR method may contain weights of costs which vary based on the mission/situation, thus its efficiency being dependent not only on the intrinsic method but on the weights employed.

A simple way to minimise path length is to be partial to small heading changes when avoiding obstacles [37]. Minimizing flight time can be a direct consequence of minimizing flight path when the
speed is assumed constant. In other cases, minimizing flight time results in a preference for avoidance manoeuvres which do not include lowering the aircraft’s speed.

Computing fuel expenditure is not direct, as it depends on several physical factors of the aircraft such as model, speed, and weight at the moment of the operation. A simplification is to opt for the manoeuvre which minimizes speed variation [23] as the latter is a major coefficient on fuel waste. From the examined research, the Base of Aircraft Data (BADA) performance model [55] is preferred for fuel consumption calculations [52]. For unmanned aviation, energy efficiency based CD&R is currently being research as more drones are developed and more information on theses systems is made available. Research, such as Dietrich [56] and Stolaroff [57], offer a first look at estimating drones’ energy consumption.

2.11. Reviewed CD&R Models

The reviewed manned and unmanned CR methods are presented in Tables 3 and 4, respectively. Table 5 serves as indication for the abbreviations used for each category.

### Table 3. Conflict detection and resolution methods for manned aviation. Table 5 defines the used abbreviations.

| Surv | Traj | PAsm | Control | MultiActor | Plan | AvMan | Obst | Examples |
|------|------|------|---------|------------|------|-------|------|----------|
| C    | S    | C    | S + T   | H + V      | A    | ATC   |
| D    | S    | D    | T       |           | D    | ADS-B |
| D    | S    | N    | D       | PSE       | V    | D     |
| D    | S    | N    | D       | PSE       | H/V  | D     |
| D    | S    | P    | D       | PSE       | V    | D     |
| D    | S    | N    | D       | PSE       | V    | D     |
| C    | I    | P    | -       | -         | -    | D     |

### Exact

| Surv | Traj | PAsm | Control | MultiActor | Plan | AvMan | Obst | Examples |
|------|------|------|---------|------------|------|-------|------|----------|
| C    | S    | N    | C       | C          | S    | H/S   | D    | Cafieri [61] |
| C    | S    | N    | C       | C          | T    | H/S   | D    | Pallottino [42] |
| C    | S    | N    | C       | C          | S    | H + S | D    | Vela [62] |
| C    | S    | N    | C       | C          | S    | H + V | D    | Hu [41] |
| C    | S    | P    | C       | C          | S    | S     | D    | Rey [52] |
| C    | S    | P    | C       | C          | S    | FP    | D    | Chen [63] |
| C    | I    | N    | C       | C          | T    | FP    | D    | Le Ny [64] |
| C    | I    | N    | C       | C          | S    | FP    | D    | Hu [41] |
| C    | I    | P    | C       | C          | S    | FP    | D    | Niedringhaus [65] |

### Heuristic

| Surv | Traj | PAsm | Control | MultiActor | Plan | AvMan | Obst | Examples |
|------|------|------|---------|------------|------|-------|------|----------|
| C    | S    | N    | C       | S          | T    | H     | D    | Ayuso [25] |
| C    | S    | N    | C       | S          | T    | H     | D    | Liu [26] |
| C    | S    | N    | C       | S          | T    | H/S/V | D    | Ayuso [66] |
| C    | S    | P    | C       | S          | S    | H     | D    | Durand [67] |
| C    | S    | P    | C       | S          | T    | H     | D    | Sathyan [27] |
| C    | S    | P    | C       | S          | T    | H     | D    | Yang [68,69] |
| C    | S    | P    | C       | S          | T    | H     | D    | Allignol [70] |
| C    | S    | P    | C       | S          | T    | H + S | D    | Tomlin [71] |
| C    | I    | P    | C       | S          | S    | FP    | D    | Visintini [72] |
| C    | I    | P    | C       | S          | S    | FP    | D    | Prandini [73] |
| C    | I    | P    | C       | S          | S    | FP    | D    | Hao [74,75] |

### Explicitly Negotiated

| Surv | Traj | PAsm | Control | MultiActor | Plan | AvMan | Obst | Examples |
|------|------|------|---------|------------|------|-------|------|----------|
| D    | S    | N    | D       | PSE        | T    | H     | D    | Chipalkatty [75] |
| D    | S    | N    | D       | PSE        | T    | FP    | D    | Pritchett [76] |
| D    | I    | N    | D       | J          | T    | FP    | D    | Sislak [77] |
| D    | I    | N    | D       | PSE        | T    | H     | D    | Harper [78] |
| D    | I    | P    | D       | PSE        | T    | H     | D    | Bicchi [80] |
| D    | I    | P    | D       | PSE        | T    | H     | D    | Granger [81] |
Table 3. Cont.

| Surv | Traj | PAsm | Control | MultiActor | Plan | AvMan | Obst | Examples |
|------|------|------|---------|------------|------|-------|------|----------|
| Reactive | | | | | | | | |
| D     | S    | N    | D       | J          | T    | H + S | D    | Balasooriya [30] |
| D     | S    | N    | D       | PSU        | T    | H + S + V | D    | Hoekstra [21] |
| D     | S    | P    | D       | PSE        | T    | H/S   | D    | Paielli [82] |
| D     | I    | N    | D       | J          | T    | H + S | D    | Van Dam [31] |
| D     | I    | N    | D       | J          | T    | H + S | D    | Velasco [83] |
| Prescribed | | | | | | | | |
| D     | -    | -    | D       | -          | T    | H    | D    | RoW [29], RoTA [34] |

- 1 Minimizes path length. 2 Minimizes time length. 3 Increases distance to threats.

Table 4. Conflict detection and resolution methods for unmanned aviation. Table 5 defines the used abbreviations.

| Surv | Traj | PAsm | Control | MultiActor | Plan | AvMan | Obst | Examples |
|------|------|------|---------|------------|------|-------|------|----------|
| Exact | | | | | | | | |
| C     | S    | N    | C       | C          | T    | H + S | D    | Alonso-Mora [96] |
| C     | I    | N    | C       | C          | S    | FP    | D    | Borrelli [23] |
| I     | -    | -    | C       | C          | S    | H + V | S    | Kelly [97] |
| Heuristic | | | | | | | | |
| C     | S    | P    | C       | S          | T    | H    | A    | Yi Ong [98] |
| C     | I    | N    | C       | S          | S    | FP    | D    | Borrelli [25] |
| C     | I    | N    | C       | S          | S    | FP    | D    | Alejo [48] |
| C     | I    | N    | C       | S          | S    | FP    | D    | Beard [99] |
| C     | -    | -    | C       | -          | S    | FP    | S    | Nikolos [100] |
| C     | S    | N    | C       | S          | T    | H    | D    | Ho [101] |
| C     | I    | N    | C       | S          | T    | FP    | A    | Liao [102] |
| C     | S    | N    | C       | S          | T    | H + V | A    | Richards [108] |
| C     | S    | N    | C       | S          | T    | FP    | D    | Fasano [104] |
| C     | S    | P    | C       | S          | T    | FP    | D    | Rathbun [28] |
| C     | S    | N    | C       | S          | T    | H + S | D    | Alonso-Mora [96] |
| I     | -    | -    | C       | -          | S    | FP    | S    | Langelaan [105] |
| I     | -    | -    | C       | C          | S    | H    | S    | Obermeyer [106] |
| Explicitly Negotiated | | | | | | | | |
| D     | S    | N    | D       | PSE        | T    | H    | D    | Park [107] |
| D     | S    | N    | D       | J          | T    | H    | D    | Duan [108] |
| D     | S    | N    | D       | PSE        | T    | V    | D    | Manathara [109] |
| D     | S    | P    | D       | PSE        | T    | H    | D    | Yang [33] |
| D     | S    | P    | D       | J          | T    | FP   | D    | Prevost [110] |
| D     | S    | N    | D       | PSE        | E    | V    | D    | Zeitlin [111] |
### Table 4. Cont.

| Surv | Traj | PAsm | Control | MultiActor | Plan | AvMan | Obst | Examples |
|------|------|------|---------|------------|------|-------|------|----------|
| D    | S    | P    | D       | J          | T    | H     | A    | Yang [112] |
| D    | S    | N    | D       | J          | T    | H     | +S   | D Balachandran [32] |
| D    | S    | N    | D       | J          | T    | H     | D    | Mujumdar [113] |
| D    | S    | N    | D       | J          | T    | H     | +S   | D Balachandran [32] |
| D    | S    | N    | D       | J          | T    | H     | +S   | D Jenie [114] |
| D    | S    | N    | D       | J          | T    | H     | +V   | D Leonard [115] |
| Reactive |
| Prescribed | D | -   | -   | D | -   | T   | H   | D | RoW [29], RoTA [34] |
| Other |
| C | N | D | J | T | FP | S | Yang [116] 1,2 |
| D | S | N | D | PSE | T | H | D | Zhu [117] |
| D | S | N | D | PSE | T | H | D | Hwang [118] |
| D | S | N | D | PSE | T | H/V | D | Jilkov [119] |
| D | I | - | - | J | T | FP | S | Hurley [120] |
| I | S | N | D | J | T | H/V | A | Kitamura [121] |
| I | - | N | D | J | T | FP | S | Hrabar [122] |
| I | - | N | D | J | T | H | S | Jung [123] |
| I | - | - | D | PSE | T | H | S | Schmitt [124] 1 |
| I | - | - | D | J | T | FP | S | Chowdhary [125] |
| I | - | - | D | J | T | FP | S | Nikolos [100] |
| I | S | P | D | PSE | T | H | D | Klaus [35] |
| I | S | N | D | PSE | E | H + S + V | D | Teo [36] 3 |
| I | - | - | D | J | E | H + V | S | Beyeler [126] |
| I | - | - | D | J | E | H + V | S | deCroon [127,128] |
| I | - | - | D | J | E | H + V | S | Muller [129] |

1 Minimizes path length. 2 Minimizes time length. 3 Increases distance to threats.

### Table 5. Used abbreviations for the Conflict Detection and Resolution (CD&R) categories displayed in Tables 3 and 4.

| Category | Abbreviation | Meaning |
|----------|--------------|---------|
| Surveillance (Surv) | C | Centralised Dependent |
| | D | Distributed Dependent |
| | I | Independent |
| Trajectory Propagation (Traj) | S | State-based |
| | I | Intent-based |
| Predictability Assumption (PAsm) | N | Nominal |
| | P | Probabilistic |
| | WC | Worst-case |
| Control | C | Centralised |
| | D | Distributed |
| Multi-Actor Conflict Resolution (MultiActor) | S | Sequential |
| | C | Concurrent |
| | PSE | Pairwise Sequential |
| | PSU | Pairwise Summed |
| | J | Joint Solution |
| Avoidance Planning (Plan) | S | Strategic |
| | T | Tactical |
| | E | Escape |
| Avoidance Manoeuvre (AvMan) | H | Heading |
| | S | Speed |
| | V | Vertical |
| | H/V | Horizontal AND vertical simultaneously |
| | FP | Flight-Plan |
| Obstacle Types (Obst) | S | Static |
| | D | Dynamic |
| | A | All |
3. Experiment: Direct Comparison of CR Methods

This section describes the design of the fast-time simulation experiments conducted in order to compare four conflict resolution methods in terms of safety and efficiency. The implementation code can be accessed online at [130]; scenarios and result files are available at [131].

3.1. Apparatus and Aircraft Models

The evaluation is performed using the open-source Air Traffic Simulator BlueSky [11]. This section gives a description of the most relevant aspects of this simulator, and of the scenarios that are used to compare concepts. The exact implementation of the simulator set-up, the scenarios, and the resolution algorithms is available online [130,131]. The BlueSky simulator tool can be used to easily implement and evaluate different CD&R methods, allowing for all CD&R to be tested under the same scenarios and conditions. Simulation scenarios are based on the work of Sunil [132]. These scenarios were chosen as they represent a homogeneous traffic picture, uniform in terms of altitude, spatial, and speed distribution. The results thus reflect the ideal behaviour of the CR method, and not its response to agglomerates of aircraft which are unaccounted for.

BlueSky uses a kinematic aircraft performance model based entirely on open data [133]. Different aircraft types can be introduced into the BlueSky simulation when performance limits are known. The aircraft in the simulation are all Boeing 747-400's and DJI Mavic Pro quadcopters, for manned and unmanned aviation, respectively. These aircraft types were selected for their significant speed range. This way, limitations of the aircraft flight envelope affect the resolution choices as little as possible. The characteristics of these aircraft are presented in Table 6. The data for the B747-400 aircraft comes from BADA [55]. For the DJI Mavic Pro model, speed and mass were retrieved from the manufacturers data. While exact turn rate and acceleration/braking values are not available, generic values were assumed.

Table 6. Performance data for Boeing 747-400 and DJI Mavic Pro used with BlueSky simulations.

|                     | Boeing 747-400 | DJI Mavic Pro |
|---------------------|----------------|---------------|
| Speed [kts]         | 450–500        | 35–35         |
| Mach [-]            | 0.784–0.871    | –             |
| Mass [kg]           | 285.700        | 0.734         |
| Turn Rate [°/s]     | 1.53–1.70 max: 15 | –         |
| Load Factor in Turns| 1.22           | –             |
| Acceleration/Breaking [kts/s] | 1.0           | 1.0          |

As previously mentioned, performance limitations have an impact on the manoeuvrability of the ownship aircraft, which in turn limits the range of actions that can be performed to avoid a conflict. For unmanned aviation, this work employs the DJI Mavic Pro, a well-known model used in a wide range of applications [134–136]. However, a mission employing an UAS model with significant differences in performance (e.g., a fixed-wing model), should not directly extrapolate from the results herein obtained.

3.2. Independent Variables

Two independent variables are considered in this experiment: Traffic density, and conflict resolution methods.

3.2.1. Traffic Density

The experimental scenarios herein used build up traffic volume from zero to a desired value, after which traffic density is maintained at this desired value. The traffic density varies from low to high as per Table 7. The instantaneous aircraft value defines the number of aircraft expected at any given moment during the measurement period. Given the duration of the measurement and the average
flight time, the simulator constantly spawns (adds to the simulation) aircraft at the same rate these are removed from simulation, in order to keep a constant traffic density. Density values were defined based on current expectations. In 2017, the Netherlands had a maximum traffic density of 32 aircraft per 10,000 NM$^2$ in the upper airspace [132]. Given traffic increase expectations [137], Netherlands may then expect up to 45 aircraft per 10,000 NM$^2$ by 2025. Unmanned aircraft are considered for a hypothetical situation where drones are used for light-weight parcel deliveries. For the urban area of Paris, this would represent over 1 million drones per 10,000 NM$^2$ by 2035 [19]. To keep computation times reasonable, lower densities were selected.

Table 7. Traffic volumes used in simulation.

| Traffic Density [ac/10,000 NM$^2$] | Instantaneous Aircraft | Spawned Aircraft |
|-----------------------------------|------------------------|-----------------|
| Manned Aviation                   |                        |                 |
| Low                               | 32                     | 648             | 3070            |
| Medium                            | 37                     | 768             | 3640            |
| High                              | 45                     | 911             | 4317            |
| Unmanned Aviation                 |                        |                 |
| Low                               | 12,000                 | 1080            | 4629            |
| Medium                            | 13,856                 | 1247            | 5345            |
| High                              | 16,000                 | 1440            | 6172            |

3.2.2. Conflict Resolution Methods

Four commonly used conflict resolution methods were chosen for direct comparison. The following section gives a description of these methods, their assumptions, and compares them in terms of planning, control, coordination, and multi-actor conflict resolution. The exact implementation of these methods, and the rest of the simulation set-up is available on-line [130,131].

Reactive: In this category, coordination is implicit and adopted by all aircraft; no negotiation is necessary. Here, we explore two different methods that use implicit coordination by adopting the ‘shortest-way-out’ principle. The minimum heading/speed displacement which moves the CPA between two conflicting aircraft to the edge of the intruder’s PZ is calculated using the velocity obstacles (VO) theory. A VO is defined as the set of all velocity vectors of a moving agent which will result in a loss of separation with a (moving) obstacle at some future point in time [138,139]. Figure 7a illustrates a traffic situation in which the ownship aircraft is in conflict with an intruder. As a first step, the collision cone (CC) is defined by lines from the ownship to the intruder, tangential to both sides of the intruder’s protected zone. The ownship and intruder are in conflict when the relative velocity is inside the CC. By translating the CC with the intruder’s velocity, the VO in Figure 7b is obtained. This VO represents the set of ownship velocities that will result in a loss of separation with the intruder.

The two reactive methods differ in how they deal with multi-actor conflicts, and will allow for a comparison between pairwise and joint resolution:

1. Potential Field [21,140]: In this approach, predicted conflicting aircraft positions are represented by ‘charged particles’ which simultaneously push and are pushed away from the conflicting aircraft. In the evaluation in this paper, this category of CR methods will be represented by a ‘bare’ version of the Modified Voltage Potential (MVP) method [21], for which the geometric resolution is displayed in Figure 8. For conflicting aircraft, the predicted positions at the closest point of approach (CPA) ‘repel’ each other. This ‘repelling force’ is converted to a displacement of the predicted position at CPA, in a way that the minimum distance will be equal to the required minimum separation between aircraft. Such displacement results in a new advised heading and speed, in the direction that increases the predicted CPA. Choosing this direction for each resolution ensures that the MVP is implicitly coordinated for 2-aircraft conflicts; both aircraft in a conflict will take complimentary measures to evade the other. In case of multi-aircraft conflicts, resolution vectors are summed for each conflict pair.
This method has the advantage of simplicity; the resulting calculations are computationally light, and the geometric representation allows other possible constraints to be taken into account easily. On the other hand, because resolutions are solely based on the conflict geometry, they may oppose the desired flight direction as proposed by the flight plan.

2. Solution Space \[31,114\]: The VO theory is used in combination with kinematic constraints to determine a set of reachable, conflict-free velocity vectors, and a set of reachable, conflicting velocity vectors. These two sets of velocities together form the solution space. Figure 9 shows this velocity space for aircraft: Two concentric circles, representing the minimum and maximum velocities of an aircraft, bound all reachable combinations of heading and speed. Within this reachable velocity space, VOs are constructed for each proximate aircraft, each representing the set of reachable heading/velocity combinations that would result in a conflict with the respective aircraft. When all relevant VOs are subtracted from the set of reachable velocities, what remains is the set of reachable, conflict-free heading/speed combinations. Solution space CR methods determine resolution manoeuvres by selecting heading/speed combinations from this set of conflict-free, reachable velocities. As a result, these methods provide resolutions that are able to solve multiple conflicts simultaneously. In two-aircraft situations, these methods behave similarly to potential field VO methods. In multi-aircraft situations they act as described above. Implicit coordination is also an issue for these methods in multi-aircraft conflicts, and additional coordination rules are required in these situations \[30\].

The CR algorithm herein used is the Solution Space Diagram (SSD) method as implemented by Balasooriya \[30\]. For computation of this model, the VOs and the circles delimiting velocity performance are inserted into an existing polygon clipper library \[141\], which is responsible for finding the set of spaces within the velocity limits that do not intersect the VOs. From this set of spaces, the ‘shortest-way-out’ manoeuvre (i.e., shortest speed/heading deviation) is picked.

3. Explicit coordination: This coordination works on the base that aircraft communicate their intention and thus there is no uncertainty regarding their future movement. Here, we use a negotiation approach where each aircraft sends its deconflicting policy to intruders until all broadcast policies result in a global solution. We assume a communication cycle similar to Yang \[33\], displayed in Figure 10. This was used due to its satisfactory performance in dealing with complex conflict scenarios as demonstrated by the authors.

Two aircraft share information when they are in a pairwise conflict; ‘neighbours’ is the set of intruders the ownship is in conflict with. Aircraft work on the assumption that each aircraft primarily acts towards avoiding losses of minimum separation. First, each aircraft finds a set of conflict-free avoidance manoeuvres. It must also be guaranteed that the manoeuvres within this set will not create new conflicts with other nearby aircraft. This set of solutions is found by identifying the safe interval between heading/speed displacements that cross the edge of intruders’ protected zone. Within this set, a preference for a more significant heading or speed change is based on the aircraft’s own policy; the ultimate goal is to achieve an optimal solution for all aircraft. Each aircraft then identifies the preferred avoidance manoeuvre and broadcasts it to the local neighbours.

Once an aircraft receives the neighbours’ manoeuvres, it will verify whether all conflicts are resolved. If so, communication is terminated and the aircraft adopts the previously computed avoidance manoeuvre. Otherwise, aircraft use the received intent information from the neighbours to update the set of conflict-free solutions. A new avoidance manoeuvre is picked from this set; however, now preference is for a manoeuvre within the smallest variation from the previously broadcast manoeuvre in an attempt to converge faster to a solution.
In a real-world situation, the time delay between generation and reception of a message is crucial. Studies, such as Yang [33], focus on optimizing the convergence to an agreement and demonstrating that a reduced number of negotiation cycles is required to achieve a robust solution. Our objective, however, is to see how the method behaves within this limited number of negotiation iterations. Yang [33] obtained an average number of iterations below five, albeit for smaller traffic densities. We chose to use this value to limit computational effort. However, it should be noted that a higher limit could favor more robust avoidance manoeuvres.

4. Sequential cost: In which a single agent is responsible for redirecting aircraft. It is assumed that aircraft will follow the guidelines set by this agent and thus uncertainty is reduced. At each update step, if conflicts are found, conflicting aircraft are redirected towards preventing loss of separation. We follow a sequential approach, setting an order based on the time to loss of separation. Note that the aircraft order can be defined over multi-criteria and will have an impact on the final trajectories. With each aircraft, the possible paths are considered; these are a discrete set of possible heading/speed changes restricted by the aircraft’s performance range.

The cost for each trajectory is calculated and the path with the lowest cost is chosen. The cost definition used in the simulations herein performed is similar to Hao’s [74]:

\[
\begin{align*}
\text{Path cost} & = w_l \Delta P_L + w_v \Delta V + w_d D + \delta P \\
& = w_l + w_v + w_d = 1,
\end{align*}
\]

where \(\Delta P_L\) represents the variation of the total length of the path, \(\Delta V\) the change in velocity, and \(D\) the distance to intruders. Lastly, a penalty value \(P\) is used to add an extra cost to trajectories which cross an intruder’s PZ, as to make these more expensive and, therefore, less desirable. The weight coefficients, \(w_l\), \(w_v\), and \(w_d\) indicate the weights given to the path length variation, to the change in velocity, and to the distance to intruders, respectively. The value of the weight coefficients denotes their importance. If, for example, a lower fuel consumption is favoured over distance to threats, then \(w_l\) and \(w_v\) should be given higher values, as to make an increment in flight path or speed variation significantly expensive. When summed, the weight coefficients are equal to one. Note that other properties could be added to the cost equation according to preference.

The chosen weights naturally have an influence on the overall results. When prioritization is set over efficiency, it might have a negative effect on safety and vice-versa. In our work, we chose to emphasize lower fuel consumption, focusing on smaller nominal trajectory deviations. A penalty value for losses of separation is used, proportionally to its severity. The same weights were used both for manned and unmanned aviation, with the purpose of observing possible differences in performance.

Table 8 describes the main differences between the four CR methods that are considered in this comparison. All act on a tactical timescale, and all but the cost method, have distributed control. While the coord method focuses on explicit intent communication with other aircraft, in MVP and SSD each aircraft chooses its conflict resolution without negotiation. Instead, implicit coordination is introduced in pairwise conflicts through the use of the ‘shortest-way-out’ resolution strategy. MVP resolves pairwise conflicts, summing resolution vectors in case of multi-aircraft conflicts, whereas SSD decides upon a joint resolution manoeuvre which resolves conflict with all aircraft simultaneously.
Figure 7. Cone of collision (CC) and a velocity obstacle (VO) in a situation of a future loss of separation. R represents the radius of the protected zone. \( P_{ownship}(t_0) \) and \( P_{intruder}(t_0) \) denote the ownship’s and the intruder’s initial position, respectively. \( v_{ownship} \) is the observed aircraft velocity vector, \( v_{intruder} \) is the intruder velocity vector, and \( v_{rel} \) is the relative velocity vector. \( d_{rel} \) is the relative distance vector, and \( d_{CPA} \) indicates the distance at the closest point of approach.

Figure 8. Modified Voltage Potential (MVP) resolution. Adapted from Hoekstra [21].

Figure 9. Solution space diagram (SSD) resolution. Adapted from Van Dam [31].

All four CR methods can perform the same type of manoeuvre: Heading and/or speed change. There is no limitation on the number of turns; every aircraft is free to perform the desired avoidance manoeuvre. The conflict evaluation interval is of one second; each second, the current conflicts and LoSs are detected and the CR method is computed if necessary. An aircraft adopts the avoidance manoeuvre output by the CR method, until it is past CPA. At this point, it will redirect itself to the next waypoint. No wind or performance uncertainties were considered.
Figure 10. Iterations of an explicitly negotiated solution. Adapted from Yang [33].

Table 8. Properties of the CR methods used in simulation.

| CR Methods                      | Planning Control | Tactical Control |
|---------------------------------|------------------|------------------|
| Method Category                 |                  |                  |
| Multi-Actor Conflict Resolution | MVP              | SSD              |
| Pairwise Summed                 |                  |                  |
| Joint Solution                  |                  |                  |
| Explicitly Negotiated Coord     |                  |                  |
| Heuristic Coord                 |                  |                  |
| Cost                            |                  |                  |

4. Experimental Design and Procedure

4.1. Minimum Separation

The value of the minimum safe separation may depend on the density of air traffic and the region of the airspace. However, for manned aviation most CD&R studies use ICAO’s [47] definition of 5 NM horizontal separation and 1000 ft vertical separation. For unmanned aviation, there are no established separation distance standards yet, although 50 m for horizontal separation is a value commonly used in research [48] and will therefore be used in the experiments herein performed. For vertical separation, 65 ft was assumed.

4.2. Conflict Detection

The experiment will employ state-based conflict detection for all conditions. This assumes linear propagation of the current state of all involved aircraft. Using this approach, the time to CPA (in seconds) is calculated as:

\[ t_{CPA} = - \frac{\vec{d}_{rel} \cdot \vec{v}_{rel}}{\vec{v}_{rel}} \]  

where \( \vec{d}_{rel} \) is the cartesian distance vector between the involved aircraft (in meters), and \( \vec{v}_{rel} \) the vector difference between the velocity vectors of the involved aircraft (in meters per second). The distance between aircraft at CPA (in meters) is calculated as:
\[ d_{CPA} = \sqrt{\vec{d}_{rel}^2 - t_{CPA}^2 \cdot \vec{v}_{rel}^2}. \]  

When the separation distance is calculated to be smaller than the specified minimal horizontal spacing, a time interval can be calculated in which separation will be lost if no action is taken:

\[ t_{in}, t_{out} = t_{CPA} \pm \sqrt{R_{PZ}^2 - d_{CPA}^2} \frac{\vec{v}_{rel}}{\vec{v}_{rel}} \]  

These equations will be used to detect conflicts, which are said to occur when \( d_{CPA} < R_{PZ} \), and \( t_{in} \leq t_{lookahead} \), where \( R_{PZ} \) is the radius of the protected zone, or the minimum horizontal separation, and \( t_{lookahead} \) is the specified look-ahead time. A look-ahead time of five minutes is used for conflict detection for both manned and unmanned aviation. Note that the look-ahead distance will be bigger for manned aviation, as manned aircraft will cross a longer path in the five minutes.

This analytical calculation of the time to loss of separation herein performed has the advantage of not requiring pre-defined nodes. It should be noted that some conflict detection models, especially when using a flight plan or intent information, opt for calculating distance at CPA through the discretisation of a 4D path, where spatial nodes represent all the possible states within the simulation space. Conflict detection is then based on checking if any aircraft occupy nodes closer than the minimum separation distance at any point in time.

4.3. Simulation Scenarios

We first define the measurement area: This is a square area with its dimensions determined by the average True Air Speed (TAS) and average flight time. The aircraft spawn locations (origins) and destinations are placed in alternating order on the edge of this area, with a spacing equal to the minimum separation distance plus a 10% margin, to avoid conflicts between spawn aircraft and aircraft arriving at their destination. Additionally, to prevent very short-term conflicts between just spawned aircraft and pre-existing cruising traffic, aircraft are spawned at a lower altitude, after which they climb to a common cruise level. Unmanned aircraft are expected to climb almost vertically. Aircraft fly a straight line towards their destination, with a constant heading computed with a normal distribution random number generator, varying between 0° and 360°. This straight line is formed by several waypoints within the measurement area. These waypoints prevent the aircraft from leaving the measurement area in an attempt to avoid conflicts. Logging is restricted to the cruise phase of the flight. The cruise flight level is the same for all aircraft. The total planned flight distance is uniformly distributed between a pre-defined minimum and maximum value based on a minimum flight time and the average TAS. TAS values vary between \( TAS_{min} \) and \( TAS_{max} \), as specified by the respective aircraft model. Note that no wind was considered.

Ideally, aircraft would only operate within the measurement area, thereby ensuring a constant density of aircraft within that area. However, aircraft may temporarily leave the measurement area during the resolution of a conflict and should not be deleted in this case. Therefore, a second, larger area encompassing the measurement area is considered: The experiment area. As a result, aircraft in a conflict situation close to their origin or destination are not deleted incorrectly from the simulation. Ultimately, an aircraft is deleted once it leaves the experiment area or gets close to the ground for landing. Note that we assume a no-boundary setting, with sufficient flight space around the measurement area, in order to avoid edge effects from influencing the results.
Each scenario consists of a build-up period to reach a steady state in terms of traffic volume and traffic pattern. The build-up is followed by the logging phase, during which traffic volume is held constant, and a build-down period, allowing for aircraft created during the logging period to finish their flights. The experiment is repeated multiple times with different origin-destination combinations. More details are displayed in Table 9.

**Table 9.** Properties of the manned and unmanned aviation scenarios used in simulation.

|                                      | Manned Aviation | Unmanned Aviation |
|--------------------------------------|-----------------|-------------------|
| Scenario Duration [h]                | 3               |                   |
| Number of Repetitions [-]            | 3               |                   |
| Min Flight Time [h]                  | 0.5             |                   |
| Experiment Duration [h]              | 1 h 30 m (45 m–2 h 15 m) | |
| Measurement Area [NM²]               | 202,500         | 900               |
| Experiment Area [NM²]                | 405,000         | 1800              |
| Min Flight Distance [NM]             | 200             | 15                |
| Max Flight Distance [NM]             | 250             | 20                |
| Radius PZ Horizontal [NM]            | 5               | 0.027             |
| Radius PZ Vertical [ft]              | 1000            | 65                |
| Min TAS [kts]                       | 450             | 5                 |
| Average TAS [kts]                   | 470             | 30                |
| Max TAS [kts]                       | 500             | 35                |
| Average Time Flight [min]            | 40              | 40                |
| Flight Level [ft]                    | 36,000          | 300               |

### 4.4. Dependent Measures

Three different categories of measures are used to compare the simulated conflict resolution methods: Safety, stability, and efficiency.

#### 4.4.1. Safety Analysis

Safety is defined in terms of the number and duration of conflicts and losses of separation, where fewer conflicts and losses of separation are considered to be safer. Additionally, losses of separation are distinguished based on their severity according to how close aircraft get to each other:

\[
LoS_{sev} = \frac{R - d_{CPA}}{R}.
\]

A low separation severity is preferred.

#### 4.4.2. Stability Analysis

Stability refers to the tendency for tactical conflict avoidance manoeuvres to create secondary conflicts. Deviating from the nominal path, in order to avoid conflicts, often results in a longer flight path. At high traffic densities, conflict free airspace is scarce, and when each aircraft requires a bigger portion of the airspace it often results in more conflicts. Therefore, tactical avoidance manoeuvres tend to create conflict chain reactions. In literature, this effect has been measured using the Domino Effect Parameter (DEP) [142]. The latter can be calculated as follows:

\[
DEP = \frac{n_{ON}^{cfl} - n_{OFF}^{cfl}}{n_{cfl}^{OFF}},
\]

where \( n_{ON}^{cfl} \) and \( n_{OFF}^{cfl} \) represent the number of conflicts with CD&R ON and OFF, respectively. A higher DEP value indicates a more destabilizing method, which creates more conflict chain reactions.
4.4.3. Efficiency Analysis

Efficiency is evaluated in terms of distance travelled and duration of flight. Here, the added flight distance and time are compared to the baseline case where no conflict resolution is performed, and aircraft follow their straight trajectories from origin to destination. A CR method which results in considerable path deviations, significantly increasing the path travelled and/or the duration of the flight is considered inefficient. Additionally, for manned aviation, the work done ($W$) associated with fuel consumption can be calculated by:

$$W = \int_{\text{path}} \vec{T} \cdot d\vec{s},$$

where $\vec{T}$ and $d\vec{s}$ represent the thrust vector and the displacement vector along the path, respectively. For unmanned aviation, we are not able to calculate the work done as we do not, currently, have a drag model for drone vehicles.

5. Experimental Hypotheses

It was naturally hypothesized that as the traffic density increases, all safety, efficiency, and stability parameters worsen. More LoSs, more conflicts and more conflict chain reactions are expected. However, it was hypothesised that increasing traffic density would specially impact the performance of the SSD and coord methods. As more intruding aircraft are taken into consideration, it may be that these methods are not able to find a solution. In the SSD, if the VOs of all intruders occupy the complete solution space, no solution will be identified. In the coord method, more aircraft likely results in more iterations before a consensus is found. If the number of interactions surpasses the maximum number of iterations imposed, it will mean that aircraft do not reach a global solution.

Regarding safety, it was hypothesized that methods MVP and SSD would have fewer LoSs and fewer conflicts. The ‘shortest way out’ resolution strategy guarantees implicit coordination in pairwise conflicts, and minimal path deviations which help limit conflict chain reactions. While in multi-actor conflicts this implicit coordination is no longer guaranteed, good results in previous research which used these methods [30,143] indicate that this resolution strategy is still effective in multi-actor conflicts. In comparison, the coord method guarantees coordination in all cases. However, as each aircraft follows their own policy, it cannot be guaranteed that the avoidance manoeuvres taken by all aircraft are optimal in terms of limiting the portion of airspace used. Finally, in the cost model, as LoSs with a low intrusion severity may be accepted in favour of not increasing flight path/time, it was hypothesized that it would have more LoSs than the other methods. Additionally, as a limited number of possible heading/speed manoeuvres are considered, it may be that an optimal manoeuvre for every conflict situation does not exist within the possible manoeuvres.

It was hypothesized that the cost method would have better efficiency, as its objective is to maximize the global efficiency. MVP and SSD methods also are expected to be efficient, as the avoidance heading/speed employed represent the minimum deviation required to avoid LoS. When using the coord method, each aircraft tries to implement their optimal policy, which can be to either minimize flight path or flight time deviation. As a result, this method is not hypothesized to have the best flight distance of flight time efficiency, as not all aircraft work towards the same objective. For manned aviation, the MVP and SSD methods which reduce the deviation from the nominal path, reducing the negative impact on flight distance, are expected to do less work.

Finally, stability wise, a higher DEP is expected for the coord and cost methods in comparison with MVP and SSD. The latter guarantee pairwise coordination based on the ‘shortest way out’ resolution strategy which is expected to benefit lower airspace area usage, reducing the amount of conflict chain reactions.
6. Experimental Results

The effect of the independent variables on the dependent measures is presented, in order to assess the effect of each conflict resolution method. Box-and-whisker plots are used to visualize the sample distribution over the several simulation repetitions. Efficiency, stability, and time in conflict values present outliers; the number of outliers (<10% of the total data) is consistent throughout. As these do not contribute to the comparison between CR methods, we decided not to display them for clarity.

6.1. Safety Analysis

Figure 11 displays the mean total number of pairwise conflicts. A pairwise conflict is only counted once independently of its duration. The results for both manned and unmanned aviation are comparable for each of the CR methods. The increase in number of conflicts, compared to the situation with CR OFF, is due to secondary conflicts created by the tactical resolution manoeuvres. The number increases with the traffic density; with more aircraft it is progressively more difficult to avoid LoSs without triggering secondary conflicts. On average, as hypothesized, methods MVP and SSD display fewer secondary conflicts for both manned and unmanned aviation. These methods use the ‘shortest way out’ resolution strategy, limiting the space used by each aircraft, which limits conflict chain reactions. Within the two methods, the MVP method has more secondary conflicts than the SSD method, indicating that a joint resolution to multi-actor conflicts is more efficient than pairwise resolution in limiting the number of secondary conflicts. Pairwise consideration of conflicts neglects constraints imposed by nearby aircraft not currently involved in the conflict. As a result, the chance of secondary conflicts is not considered in the calculation of a pairwise resolution. Additionally, contrary to hypothesized, the cost model presents fewer conflicts than the coord method, although the difference between these two methods is negligible when compared with the difference between them and MVP and SSD.

![Figure 11. Total number of conflicts per CD&R method.](image)

Figure 12 shows the amount of time spent in ‘conflict mode’ per aircraft. An aircraft enters ‘conflict mode’ when it adopts a new state computed by the CR method. The aircraft will exit this mode, once it is detected that it is past the previously calculated time to CPA (and no other conflict is expected between now and the look-ahead time). At this point, the aircraft will redirect its course to the next waypoint. The time to recovery is not included in total time in conflict. Based on this information and Figure 11, the number of conflicts is not directly correlated with the amount of time in conflict. For example, although the MVP method has a higher number of conflicts than SSD, it has a lower time in conflict. Time in conflicts for methods MVP, SSD, and cost are comparable. Method coord has the highest time in conflict, as well as a more pronounced tendency for the total time in conflict to increase with the traffic density. As the traffic density increases, there are potentially more situations where the break condition terminates the negotiation cycle before a global solution is found.
A non-global solution will result in not all conflicts being resolved immediately, which in turn results in longer conflicts. Additionally, given that the coord method also has the highest number of conflicts (Figure 11), we can deduce that it has the highest tendency to create chain conflict reactions.

Figure 12. Time in conflict per flight and per CD&R method.

Figure 13 shows the mean total number of LoSs for each of the conditions. It can be seen that all methods significantly reduce the number of losses of separation, compared to the baseline condition where CR is OFF. MVP has the lowest number of LoSs on all examined traffic densities for both manned and unmanned aviation. Interestingly, a high number of conflicts (Figure 11) or time in conflict (Figure 12) does not directly result in a high number of LoSs. For example, the coord method has a high number of conflicts and time in conflict but few losses of separation. It should thus be considered that a high number of conflicts does not always have a negative impact on intrusions. In fact, Hoekstra [144] argues that a moderately positive number of secondary conflicts can be beneficial on a global scale; the effect of sequentially running into a new conflict creates a wave-like pattern, spreading the aircraft out in the available airspace thus ‘creating’ more airspace.

Figure 13. Total number of losses of separation per CD&R method.

It was hypothesized that MVP and SSD methods would have the lower number of LoS. However, this is only true for MVP, which performs pairwise resolution; the SSD method, which performs joint resolution has the highest number of LoSs of all tested CR methods. This is likely due to the fact that, as the traffic density increases, there are more situations when the solution space has no possible solution and thus, no manoeuvre is taken to avoid conflict situations. Additionally, it was hypothesized that the cost method would have a higher number of LoSs as low severity intrusions would be preferred over a significant deviation from either the nominal heading or nominal path.
However, this is only true for manned aviation, whereas for unmanned aviation, the method has the lowest number of LoSs, alongside the MVP method. The cost calculation used displays a much better performance in the unmanned environment, proving that weights coefficients should be catered and tested for the intended operational environment. Analogously, the coord method is better at reducing the number of LoSs in an manned environment than in an unmanned environment. In conclusion, when weights or policies are put in place, these should be aligned with the environment these are to be applied to.

Figure 14 displays the intrusion severity for the losses of separation that occurred for each CR method. It can be seen that, although the overlap between conditions is large, MVP is most effective at minimising the intrusion when a loss of separation occurs. No direct correlation between intrusion severity and the traffic density was observed for any of the methods.

6.2. Stability Analysis

Figure 15 displays the mean DEP value for each CR method. A high positive value indicates the occurrence of conflict chain reactions causing airspace instability. The coord method is the most unstable of all the CR methods, signifying that an avoidance manoeuvre with this method is likely to trigger secondary conflicts. As seen in Figure 12, this model also has the highest time in conflict, resulting from longer negotiations or from negotiations cycle terminating without a global solution. When the start of an avoidance manoeuvre is delayed, this alone can also lead to encountering more conflicts. As hypothesized, MVP and SSD have the lowest DEP values. A ‘shortest way out’ resolution strategy benefits lower airspace area usage which reduces the amount of conflict chain reactions.
6.3. Efficiency Analysis

According to Figure 16, the MVP method results in the smallest path distance deviation. In other methods, either because aircraft perform longer deconflicting manoeuvres, or because they encounter more conflict situations which require a deviation from the nominal path, these travel for longer before reaching their destination. When assuming constant speed, increasing the flight path results in a longer flight. However, as seen in Figure 17, for manned aviation the SSD method has superior flight time compared with the coord method which has a larger flight distance variation. This indicates that the SSD method is favouring decreasing the speed of the aircraft as a deconflicting manoeuvre. MVP also has the smallest time deviation. It was hypothesized that the cost method would have better efficiency; however, overall, MVP and SSD methods proved more efficient. Having minimal path deviations for CR, reduced the effect of resolution manoeuvres on flight efficiency. The cost method has considerably better efficiency in the unmanned simulations versus the manned simulations, showing how cost calculations must be adjusted towards the characteristics of the environment. Finally, the coord method was significantly more efficient for manned aviation than for unmanned aviation, showing that the behaviour of specific policies is also highly dependent on the environment.

Figure 16. Extra flight distance per flight and per CD&R method.

Figure 17. Extra flight time per flight and per CD&R method.

Figure 18 identifies the extra work done per flight performed by manned aviation. These values are directly comparable with the extra flight distance (Figure 16). The increase in work performed is a direct consequence of increasing the flight path due to conflict resolution manoeuvres. The MVP
method has the smallest path deviation and, therefore, the smallest work increase. Note that the total work presented should not be used as exact absolute values as it is a generic relative indicator for fuel, which may be used for comparison.

![Figure 18](image)

**Figure 18.** Extra work done per flight and per CD&R method for manned aviation.

7. Discussion

7.1. Evaluation of Current Methods

From Tables 3 and 4, most current CR methods have tactical planning, distributed control, and focus on a nominal predictability assumption propagating the current state. Within manned aviation, there is no clear preference between centralised or decentralised control, whereas in unmanned aviation most of the models resort to decentralised control as there is no defined central processing point for unmanned aviation yet. A considerable number of methods for unmanned aviation still focus solely on static obstacles, indicating that further development is still required for beyond visual line of sight (BVLOS) unmanned operations, where avoidance of other traffic is required. Given the increasing use of drones in applications such as package delivery in an urban setting, with traffic densities that are orders of magnitude higher than any observed in manned aviation, the development of CD&R methods for unmanned aviation capable of avoiding both static and dynamic obstacles is a pressing issue.

7.2. Comparison of Conflict Resolution Methods

Experimental results displayed no significant disparity in terms of which type of CD&R method performs better between a manned and an unmanned environment. However, the differences in unmanned over manned aviation heavily favour the performance of the methods; lower speed of the involved aircraft and smaller minimum separation distance favour the prevention of losses of separation. For the characteristics of the experiment performed, MVP and SSD methods showed better results overall, in particular the MVP method. Having minimum path deviations for CR, reduced the effect of resolution manoeuvres on flight efficiency while still guaranteeing minimal LoSs. At high densities, tactical conflict resolutions can trigger conflict chain reactions due to the scarcity of airspace [145].

Two different reactive methods were used, MVP and SSD, in order to directly compare the behaviour of pairwise-summed and joint resolution approaches. The latter is better at conflict prevention, showing a lower number of conflicts (see Figure 11). While pairwise-summed methods like the MVP do tend to trigger more secondary conflicts during resolution in high-density traffic situations, the net result of this is often beneficial: The emergent behaviour of the traffic situation as a whole shows that these secondary conflicts are ‘used’ by the algorithm to distribute traffic, and ‘create room’ for resolutions that would otherwise not be apparent. As a result, its performance in terms of losses of separation is superior compared to a joint-resolution method. In addition it can be
noted that other works [16,17] have shown, using the MVP method, that disallowing aircraft from turning into a conflict can help mitigate the number of secondary conflicts. While the SSD method has the lowest number of conflicts, it has the highest number of losses of separation from the four simulated CR methods (see Figure 13). When using the SSD method, having more surrounding aircraft will likely result in fewer solutions within the solution space. In extreme cases, a single joint solution may not even exist. As a result, the behaviour of a joint resolution CR method should be carefully considered when used in high traffic density environments. Additionally, when comparing the number of conflicts (see Figure 11) with the number of losses of separation (see Figure 13), it cannot be inferred that preventing secondary conflicts is always the best way to prevent losses of separation, as there is no direct correlation between these two values. Indeed it can be argued that, for some situations, not moving towards solving all conflicts immediately may be beneficial; due to scattering traffic, further away conflicts may be easier to resolve later on. Additionally, a joint resolution manoeuvre often results in a larger path deviation, which has a negative impact on the stability of the airspace.

The cost and coord methods showed differences in terms of safety and efficiency performance between the unmanned and manned environments. The former was better at preventing losses of separation and was more efficient in an unmanned aviation environment, whereas the latter had better efficiency and better success at preventing intrusions in a manned aviation environment. This proves that the success of weight coefficients and employed policies is dependent on the operational environment. Naturally the optimal heading/speed deviations to avoid losses of minimum separation depend heavily on the speeds and manoeuvring space between neighbouring aircraft. Having weight coefficients or policies which enforce the optimal avoidance manoeuvres is beneficially to safety. On the other hand, restraining aircraft from employing these optimal choices, when these differ from their preferred policies, may have a negative impact on the overall safety of the airspace. In comparison, methods MVP and SSD were not so sensitive to the differences between manned/unmanned environments.

7.3. Open and Common Simulation Platforms

The results herein obtained should be considered alongside the results produced by other researchers in simulations environments with different conditions. For Piedade [143], who used BlueSky for manned aviation with different scenarios and smaller traffic densities (from 9 ac/10,000 NM² to 27 ac/10,000 NM²), similarly to the results herein obtained, the MVP method showed fewer losses of separation than the SSD model. In their implementations, Yang [33] was able to guarantee safe separation of 48 UAVs in a space of 22 NM² and Hao [74] showed no LoSs for five manned aircraft in a 4400 NM² scenario. These results should also be taken into account when considering the performance of these methods. However, it is impossible to directly compare these results from other researchers alone given the differences in scenarios and traffic densities. Moreover, it is difficult to extrapolate these results beyond the specific environment conditions and employed traffic densities. Such shows the importance of creating repeatable evaluation conditions, by using open platforms, and publicly sharing implementations, metrics, and data. To develop an open repository of reference simulation scenarios would allow for direct performance comparison and a more precise evaluation of the diverse proposed methods.

7.4. Impact of Implementation Characteristics

Implementation characteristics such as cost-function gains can significantly affect the outcome of an evaluation. As previously mentioned, we observed that the overall efficiency of the simulated CD&R methods involving either policies or cost functions, was highly dependent on the environment. It may be considered that further tuning of these policies/weights could improve the overall safety of the method, or even that in a different environment these methods would have significantly different performance. As a result, the several tuning options in CD&R methods should be carefully adjusted to the operating environment.
Furthermore, several implementation criteria affect the output of the same algorithm. Some of these criteria has been mentioned in this work: Update rate, performance, types of avoidance maneuver, turn frequency. Naturally, any limitation on these properties is expected to deteriorate the performance of the model.

In the simulations herein performed, similar implementation characteristics were used for all CD&R methods, to the extend possible given the differences in the algorithms. We intended not only to provide a first approach at a direct comparison, but also to emphasize how results are conditioned by implementation settings, which are often overlooked. These settings should be directly associated with the results, with the understanding that different tuning values, policies, weights, and environments can yield different evaluations of the same algorithm.

7.5. Impact of Simulation Properties

Fast-time simulation experiments are often used to provide insights on the advantages and disadvantages of conflict resolution strategies. However, it can be time consuming to develop a simulation environment to a high level of realism. It is of relevance to make clear assumptions regarding speed, altitude and spatial distributions of the aircraft. Sunil [146] researched how these assumptions affect the conflict outcome; non-ideal altitude and spatial distributions have the largest negative impact on the accuracy of the simulation results. It is necessary to guarantee an uniform density distribution to prevent traffic concentrations. A density ‘hotspot’, either vertically or horizontally, results in a higher number of conflicts relative to the ideal case, providing the wrong insights on the overall safety.

8. Conclusions

More than a hundred conflict resolution (CR) methods for manned and unmanned aviation were evaluated under a taxonomy based on avoidance planning, surveillance, control, trajectory propagation, predictability assumption, resolution manoeuvre, multi-actor conflict resolution, obstacle types, optimization, and method category. It was shown that, currently, most models involve tactical planning, distributed control, and focus on a nominal propagation of the current state of all involved aircraft. For unmanned aviation, more CR methods must be developed focusing on assuring minimum separation with both static and dynamic obstacles, as to aid beyond visual line of sight operations in an urban setting.

Furthermore, commonly used CR methods were analysed using open-source, multi-agent ATC simulation tool BlueSky [11], both for manned and unmanned aviation. The differences between the results here presented and previous research show the importance of creating repeatable evaluation conditions, by using open platforms, and publicly sharing implementations, metrics, and data. CD&R methods aim at relieving the workload of ATC services and assuring safe integration of UAVs into the civil airspace. However, a better notion of how current methods behave for specific traffic scenarios is essential in order to determine a way forward for improvement.
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