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The aim of this study is to ensure that the location selection of the officers of the personnel class in the Land Forces Command is effective and needs to be met to determine the criteria used in the selection of the place of appointment or which is the most important and to reveal the preference order to the officers making the choice. In this survey, a face-to-face interview technique and 10 subquestionnaires of captain majors were applied. In the questionnaire technique, the weights of the criteria were determined by using the Max100 method, then the values of the criteria were determined by the Max100 method, and the alternatives were graded and ranked by using grey relational analysis (GRA) method and PROMETHEE method which are multicriteria decision-making techniques. As a result of this analysis, the assignment locations are listed and the importance ratings of the criteria used in the selection of the assignment location are determined.

1. Introduction

The requirement of the personnel officers who serve in the Land Forces Command is provided by the Military Academy and by providing from outside sources. Lieutenants who graduate from the Military Academy and contracted lieutenants who complete basic education make their first assignments after completing one year of class training at class school. The first appointments are made by the lottery system as stated in the Officer Nomination Regulation. Following their first appointment, both officers and noncommissioned officers are assigned to the service garrison in the first years of their occupation, and the staff usually performs this task in the fifth grade garrison. The following policy is to have personnel service in the third or second degree garrison if the staff has not done so. The second, fourth, and fifth garrison duties of the staff officers in the Land Forces Command are usually carried out at the rank of captain major.

The working periods and principles of each garrison are included in the regulation on the appointment of the officer and noncommissioned officers (NCOs). Since all personnel is going to the fourth and fifth garrisons on a certain order basis, appointments are on average aged 6-7 times in the lives of officer and noncommissioned officer, and this figure may be even higher in combat branches. The personnel majors and personnel captains in the Land Forces Command were included in this study. The personnel officers are employed in the headquarters of the Land Forces Command, in the headquarters of the Ministry of National Defense, and a large part in the Military Departments and Military Branches. In this study, 10 officers consisting of personnel, majors, and captains were interviewed and these surveys were conducted in face-to-face interviews. The staff was informed about the work carried out before the surveys were completed.

1.1. Aim of the Study. The purpose of this study is to ensure that the assignment location selections of the personnel class officers working in the Land Forces Command are efficient and that the assignment location selections meet their needs
and to determine which or which criteria are the most important in the selection of assignment location and to reveal the preference order of the officers who make the choice.

The constraints identified in the study are as follows:

(i) Turkish Statistical Institute (TSI) 2015 life index data were used to calculate the main criteria of security and social opportunities. It should be noted that this data can change because of terrorist incidents recently in Turkey, developing exceptional circumstances in the southern border of Turkey and the migrations from Syria to Turkey.

(ii) Likewise, TSI 2015 life index data were used to calculate the transportation security subcriteria, which is under the main criteria of transportation. It should be remembered that these data also can change due to developments in the region.

(iii) Besides, according to the Max100 method, it was determined that the officers who scored the main criteria and subcriteria scored according to the information obtained from the Internet and social media and only by calling the personnel working there by phone. Generally, officers have not been in alternative areas, and they scored according to the information obtained about the region.

1.2. Determination of Criteria. The criteria used in this study were prepared by taking the opinions of 10 officers from the personnel branch in the rank of colonel and sublieutenant.

Few studies have been found in the literature search on the selection of the place of appointment. One of the studies is a study on the selection of teachers' assignments. To determine the importance of the criteria, the AHP method was used to make the provincial rankings and the preferences of a teacher who was in his hometown Kirikkale were listed [1].

The purpose of another study is to put the planning of the assignments of the Gendarmerie Commands assigned to the order of the Gendarmerie Commander based on more objective foundations and thus help the decision-makers to make the best decisions and to create a decision support system [2]. The study was carried out by the AHP method and eight criteria were taken as a basis. In 2002, the assignment data of Istanbul Provincial Gendarmerie Command were used. As a result, the appointment of the Gendarmerie NCOs appointed to the order of the Provincial Gendarmerie Command was made more objectively. In this study, we used the subcriteria, which we did cowork, child and school status.

In the study, the criteria to be used by the personnel branch officers in the selection of the place of appointment were determined by the face-to-face interview technique, which was conducted by 10 officers with ranks between the first and second rank. The criteria which were determined as 5 items are “family situations,” “transportation,” “duty and its features,” “security,” and “social facilities.”

(a) Considering the family criteria, factors such as the ability to be assigned to the same place if the spouse is employed, the school status of the children, and the presence of a nursery for young children are considered as subcriteria. These are “the status of being assigned to the same place in case of spousal work,” “school status of children,” and “nursery status for young children.”

(b) While the transportation criteria are taken into consideration, the distance to the airport, transportation security by road, and proximity to the country are taken into consideration as subcriteria. These are “distance to airport,” “transportation security,” and “proximity to hometown.”

(c) While the criteria of duty and characteristics are taken into consideration, the elements such as housing status, attitudes and behaviors of superiors, and current/squad status are taken into consideration as subcriteria. These are “housing status,” “attitudes and behaviors of supervisors,” and “current/squad status.”

(d) For the security criteria, the life index published in 2016 and prepared by TSI was taken as the basis. The index of life in provinces is an index study to measure, compare, and monitor the life of individuals and households at the local level in the distinction of life dimensions using objective and subjective criteria [3]. While preparing this index, 11 dimensions were taken into consideration and a total of 41 indicators were taken as a basis for 11 dimensions.

(e) For the criteria of social facilities published in 2016 and prepared by TSI, the life index is taken as the basis.

1.3. Alternatives. The alternatives used in this study consisted of the fourth regional garrison. In 2018, garrisons were discharged based on an appointment. Assignment garrisons, which are the basis of the study, are the garrison where the staff majors and staff captain may choose, and the alternatives used in the study are shown in Table 1. A total of 6 alternatives were used in the study.

As a result, the hierarchical structure formed by the research, which is carried out to rank the appointment preferences of the officers in the personnel class major-captain rankings who are working within the Land Forces Command in the most effective and in line with the requirements, is shown in Figure 1.

2. Literature Review

There are many studies in the literature using multicriteria decision-making methods [4–8]. There are many studies in the literature using the grey relational analysis (GRA) method and the PROMETHEE method [5].

Some of the studies in the literature using the grey relational analysis method are as follows. Satapathy et al. have used the GRA method for assessment of fiber contribution to friction material performance [9]. Hui and Bifeng have used
GRA and TOPSIS for efficiency evaluation of weapon systems [10]. In the study of Ozdemir and Deste, the performance evaluation problem for 82 suppliers of a company operating in the automotive sector has been examined and the problem has been handled by the GRA method [11]. In the research of Peker and Baki, three companies operating in the insurance sector are listed according to their financial performance by using the GRA method. As a result, it can be concluded that the financial performance of a company with high liquidity ratios may be high [12]. In the study of Kose et al., GRA and Grey Analytical Network Process (GANP) were used together and the personnel selection problem was discussed for an institution providing training services. The results were valid and consistent [13]. The study of Sisman and Eleren presented qualitative features such as model year, model distance, price, fuel consumption, baggage size, performance and motor power, fuel system, transmission type, and color. Both the ELECTRE and the grey relational analysis were investigated with MCDM methods. The results obtained from the two methods were different [14]. Jayant has used GRA, VIKOR, and TOPSIS methods together for a selection of most appropriate warehouse location in a manufacturing organization [15]. Kundakcı has used the GRA method to select the most appropriate software engineer in a technology firm [16]. Wu et al. have used the GRA and hybrid entropy-based weighting methods for the
comprehensive evaluation of coal-fired power units [17]. Parhizgarsharif et al. have used a new hybrid framework based on Best Worst Method (BWM), GRA, and VIKOR methods in order to rank the potential site layout locations by consideration of the cost and safety criteria in the Mehr Construction Project in Tehran, Iran [18].

Some of the studies in the literature using the PROMETHEE method are as follows. Albadvi has used the PROMETHEE method on strategic selection for application flagships [19]. Albadvi et al. have used the PROMETHEE method for stock trading assessment [20]. Beynon and Wells have used the PROMETHEE method for lean improvement in chemical emissions [21]. Chen et al. have used the PROMETHEE method for the ranking of logistic suppliers [22]. In the research of Akkaya and Demireli, the means of public disclosure of a public company that decided to make public offerings were examined in terms of cost, accessibility, efficiency, and image criteria and the PROMETHEE method was used. As a result of the study, it has been concluded that public announcements will be more effective in terms of economic growth and television broadcasting in the periods of economic contraction [23]. The study of Yilmaz and Dagdeviren examined the selection of a welding machine based on the criteria defined by the linguistic expression of the criteria defined by multicriteria decision-making [24]. Ishizaka and Nemery have selected statistical distribution by using the PROMETHEE method [25]. In the study of Soba, the PROMETHEE method has been applied by using price, fuel, maximum speed, safety, horsepower, and performance criteria for the selection of six different panel cars in the same class. As a result of the study, the best car was Ford Transit Connect Combi [26]. Vetschara and De Almeida have used the PROMETHEE method for solving the problem in the selection of portfolio [27]. Sakarya and Aytekin have measured the financial performance of the banks traded on the Istanbul Stock Exchange (ISE) with the help of financial ratios between 2007 and 2011 and the performance results obtained by stock returns but could not reach a meaningful conclusion [28]. Govindan et al. have used a hybrid multicriteria decision-making model combining DEMATEL based on ANP (DANP) with the PROMETHEE for selecting the best green manufacturing practices based on dimensions and relevant criteria [29]. Bottero et al. have used PROMETHEE method, SWOT Analysis, and Stakeholders Analysis for the evaluation of alternative renewal strategies of an urban area in Northern Italy [30].

3. Method

Multicriteria decision-making (MCDM) studies aim to reach an optimal solution by using computer-aided processes to make various decisions that are likely to be encountered in real life [23]. MCDM methods are the methods used to evaluate multiple criteria and to choose the ideal one among the alternatives. MCDM methods are applied in choice, classification, or sorting problems in daily life. There are methods such as AHP, AAP, ELECTRE, PROMETHEE, TOPSIS, VIKOR, SAW, and GIA [5, 31–33]. Grey relational analysis (GRA) and PROMETHEE methods were used in this study. However, in this study, the Max100 method was used to find criteria weights and to create decision matrices. The resulting criterion weights and decision matrices are standardized by the standardization step used in the grey relational analysis method. The reason for this process is that some of the criteria in the decision matrix used in the study are better than the minimum and the units of values used are different. As a result, the GRA method standardization procedure was applied to each decision maker’s decision matrix and GRA and PROMETHEE methods were applied to the standardized decision matrices obtained and the decision preferences of each decision maker were listed.

3.1. Max100 Method. In the Max100 method, if the alternative is the most important for that criteria, by considering specific criteria, 100 points are given to that alternative or more than one alternative. Based on the same criterion, other alternatives also take a value of 0–99 at the best alternative/alternative ratio. The Max100 method described in [34, 35] is a more reliable method [36]. Bottomley and Doyle compared the method of direct grading with two different methods (Max100 and Min10) in their study [34]. Max100 and direct grading methods were found to be more reliable than the Min10 method. Max100 method was used in grading the criteria used in the selection of the place of selection and in determining the weights of each criteria and subcriteria.

3.2. Grey Relational Analysis (GRA) Method. Grey relational analysis, which is one of the methods of MCDM, was introduced into the literature by Professor Deng Ju-long under the name Grey System Theory. GRA is a method of determining the relationship between the reference series compared to each factor [37]. The grey relational degree used in grey relational analysis indicates the degree of impact between the criteria. The most important feature that differentiates it from other MCDM methods is the use of reference series in the research. In the reference series, the smallest or largest values taken by the criterion can be used and ideal values can also be used [38].

The results obtained to find the best alternative in the grey relational analysis should be comparable. This process is called grey relational formation, where the results obtained for each criterion and alternative should be comparable. Then, the reference series which distinguishes grey relational analysis from other MCDM methods and which is the most prominent feature of this method is determined. The grey correlation coefficient is then determined, and the grey relational coefficient between the reference series and each comparable series is calculated based on the grey relational coefficients [11].

Grey relational analysis is usually applied in six steps as follows [14, 38, 39].

First step (formation of a decision matrix): the decision matrix showing the values taken by the alternatives for each criteria is formed. N is alternative, and m is criteria decision matrix:
Step five (calculation of grey relational coefficients):

The maximum value for each criterion is the best. Once this is done, the standardized values are 0-1 and standardization process is applied are used:

\[
x_{ij} = \begin{bmatrix} x_1(1) & x_1(2) & \cdots & x_1(m) \\
x_2(1) & x_2(2) & \cdots & x_2(m) \\
\vdots & \vdots & \ddots & \vdots \\
x_n(1) & x_n(2) & \cdots & x_n(m) \end{bmatrix}, \quad i = 1, \ldots, n, \quad j = 1, \ldots, m.
\] (1)

Second step (standardization): since different units are used in the measurement of the criteria, it has to be standardized to compare the criteria. In the standardization phase, there are three different situations where the higher is better, the lower is better, and the ideal is better. The equations to be used in these cases are as follows [40]:

\[
x_i'(j) = \frac{x_i(j) - \min_{i=1}^{m}x_i(j)}{\max_{i=1}^{m}x_i(j) - \min_{i=1}^{m}x_i(j)}, \quad \text{(if the great value is better)}, \tag{2}
\]

\[
x_i'(j) = \frac{\max_{i=1}^{m}x_i(j) - x_i(j)}{\max_{i=1}^{m}x_i(j) - \min_{i=1}^{m}x_i(j)}, \quad \text{(if the small value is better)}, \tag{3}
\]

\[
x_i'(j) = 1 - \frac{|x_i(j) - x_{id}(j)|}{\max\{|\max_{i=1}^{m}x_i(j) - x_{id}(j), \max_{i=1}^{m}x_i(j) - \min_{i=1}^{m}x_i(j)|\}}, \quad \text{(if the ideal value is better)}. \tag{4}
\]

Once this is done, the standardized values are 0-1 and the maximum value for each criterion is the best alternative.

\[
x_i' = \begin{bmatrix} x_1'(1) & x_1'(2) & \cdots & x_1'(m) \\
x_2'(1) & x_2'(2) & \cdots & x_2'(m) \\
\vdots & \vdots & \ddots & \vdots \\
x_n'(1) & x_n'(2) & \cdots & x_n'(m) \end{bmatrix}. \quad i = 1, \ldots, n, \quad j = 1, \ldots, m. \tag{5}
\]

Step three (establishing the standardized decision matrix and reference series):

When creating the reference series from the decision matrix:

\[
x_i'' = x_i'(1), x_i'(2), \ldots, x_i'(m). \tag{6}
\]

Step four (creation of the difference matrix): when creating the difference matrix, the standardization obtained in the previous step is obtained by subtracting the reference series from the decision matrix:

\[
\Delta_{ij} = \begin{bmatrix} \Delta_{01}(1) & \Delta_{01}(2) & \cdots & \Delta_{01}(m) \\
\Delta_{02}(1) & \Delta_{02}(2) & \cdots & \Delta_{02}(m) \\
\vdots & \vdots & \ddots & \vdots \\
\Delta_{0n}(1) & \Delta_{0n}(2) & \cdots & \Delta_{0n}(m) \end{bmatrix}, \quad i = 1, \ldots, n, \quad j = 1, \ldots, m. \tag{7}
\]

Step five (calculation of grey relational coefficients):

\[
\gamma_{ii}(j) = \frac{\min_{i=1}^{n}\min_{j=1}^{m}\Delta_{ij}(j) + \xi \times \max_{i=1}^{n}\max_{j=1}^{m}\Delta_{ij}(j)}{\Delta_{ii}(j) + \xi \times \max_{i=1}^{n}\max_{j=1}^{m}\Delta_{ij}(j)}, \tag{8}
\]

where $\xi$ is a coefficient that takes a value between 0 and 1 and is usually taken as 0.5.

Step six (calculation of the grey relationship degree): the grey correlation coefficients obtained in the previous step are multiplied by the weight of the criteria,
and the grey relationship degree is obtained when it is collected for each alternative.

\[
\Gamma_{ij} = \sum_{j=1}^{m} w(j) \gamma_{ij}(j), \quad \sum_{j=1}^{m} w(j) = 1. \tag{9}
\]

In this step, \(w(j)\), \(j\) indicates the weight of the criteria. When the results obtained for each alternative are sorted from large to small, a sequence from best to worst is obtained.

3.3. PROMETHEE Method. PROMETHEE was first used in a conference held in Quebec, Canada, in 1982 and developed by Jean-Pierre Brans. PROMETHEE is a sorting method that is quite simple in concept and application compared to other methods for multicriteria analysis [41].

It was used for two purposes when it was used for the first time, while in PROMETHEE I, the objective was the partial order of alternatives, while the goal in PROMETHEE II was the exact ranking of alternatives [42]. After a very short period, it is aimed to rank based on intervals with PROMETHEE III, to make a ranking for continuous situations with PROMETHEE IV, to make a sequence that includes partition constraints with PROMETHEE V, and to represent the human brain with PROMETHEE VI. These versions were also developed by Brans and Mareschal. With this method, the alternatives in any decision problem are evaluated according to the preference functions determined by the researcher, and the researcher partially and fully lists the alternatives used in the research by making a binary comparison [26, 43].

The researcher using this method needs two different information. The weight of the criteria (the sum of the weights must be equal to 1) and the preference function to be used for each criterion should be determined. In the study a \(P\), preference function, is determined. This value shows the difference between two decision points (alternative) such as \(a\) and \(b\) based on certain criteria.

The PROMETHEE method, which is used for sorting purposes within the MCDM methods, is simple, clear, and stable. Generally, the concept establishes the relationship between the variables [44, 45]. The steps to be followed in the PROMETHEE method are as follows [26, 28, 46]:

(i) Determining the criteria and criteria weights of the researcher’s alternatives
(ii) Determining the preference functions of the researcher
(iii) Identifying common preference functions and preference indexes
(iv) Calculating positive and negative superiority values
(v) Obtaining a partial order of alternatives with PROMETHEE I
(vi) Calculating net priority values
(vii) With PROMETHEE II, obtaining the exact order of alternatives

The PROMETHEE method is based on pairwise comparisons. Thus situated, the deviation between the assessments of two alternatives on certain criteria is considered. For small deviations, the decision-maker will allocate a small preference to the best alternative. The larger the deviation, the larger the preference. There is no objection taking into account that these preferences are real number varying between 0 and 1. The preference function is expressed as \(P_k(a, b)\). The preference function takes values between 0 and 1 as shown in [46].

\[
0 \leq P_k(a, b) \leq 1. \tag{10}
\]

If a criterion is maximized, this function is giving the preference of \(a\) over \(b\) for observed deviations between their evaluations on criteria \(g_k(\cdot)\). The preferences equal “0” when the deviations are negative. The following features apply [46]:

\[
P_k(a, b) > 0 \Rightarrow P_k(b, a) = 0, \tag{11}
\]

where the pair \(\{g_k, P_k(a, b)\}\) is called the generalised criterion associated with criteria \(g_k(\cdot)\). Such generalised criteria have to be defined for each criterion [46].

The PROMETHEE method uses 6 different preference functions [26, 44, 46–48]. Types of generalised criteria \(P_k(d)\) preference function) are as follows [44, 46–48]:

1st type (ordinary type) preference function: if the researcher does not have any preference for the criteria used, the function used in this case is the 1st type (usual type) function:

\[
P_k(d) = \begin{cases} 0 & d \leq 0 \\ 1 & d > 0 \end{cases} \tag{12}
\]

2nd type (U type) preference function: in case the researcher chooses alternatives with a value larger than a certain value for any criteria, the function for which the criterion can be used is the second type (type U) preference function:

\[
P_k(d) = \begin{cases} 0, & d \leq q_k, \\ 1, & d > q_k. \end{cases} \tag{13}
\]

3rd type (V type) preference function: the researcher chooses alternatives with a value greater than a certain value for any criteria, but he may be considering using alternatives other than his preference which are below a certain value. In this case, the function that can be used for that criterion is type 3 (V type):

\[
P_k(d) = \begin{cases} 0, & d \leq 0, \\ \frac{d}{p}, & 0 \leq d \leq p, \\ 1, & d > p. \end{cases} \tag{14}
\]

4th type (level) preference function: if the researcher chooses alternatives with values in a certain range for
any criteria, the function for which the criteria can be used is the 4th type (level) preference function:

\[
P_k(d) = \begin{cases} 
0, & q_k \leq d \leq p_k, \\
\frac{1}{2}, & q_k \leq d \leq p_k, \\
1, & d > p_k.
\end{cases}
\] (15)

5th type (linear) preference function: in case the researcher chooses one of the alternatives with a value greater than the average value for any criteria, the function for which the criterion can be used is the 5th (linear) preference function:

\[
P_k(d) = \begin{cases} 
0, & d \leq q_k, \\
\frac{d - q_k}{p_k - q_k}, & q_k \leq d \leq p_k, \\
1, & d > p_k.
\end{cases}
\] (16)

6th type (Gaussian) preference function: in case the researcher chooses the alternatives by considering the deviation values from the average for any criteria, the function that can be used for that criteria is the sixth (Gaussian) preference function:

\[
P_k(d) = \begin{cases} 
0, & d \leq 0, \\
1 - e^{(d^2/s^2)}, & d > 0.
\end{cases}
\] (17)

In each case, 0, 1, or 2 parameters have to be defined, and their significance is clear: \( q \) is a threshold or indifference; \( p \) is a threshold or strict preference; \( s \) is an intermediate value between \( q \) and \( p \).

The calculations used in the PROMETHEE method are as follows [44, 46–48]:

3.4. Establishing the Decision Matrix. The criteria used in the study were obtained by face-to-face interviews with officers in colonel-captain rankings. How the values of the criteria and subcriteria are obtained can be seen from Table 2.

4. Results

4.1. Determination of Weights. This study was prepared by surveying 10 officers in the captain-major ranks, and firstly the weights of each criterion and subcriterion were determined. Max100 method was used to determine the weights. According to the Max100 method, participants were asked to give a score of 100 points to the ones that are the most important in the research and to give a score of 0–99 according to the severity level of the other criteria. The same method was used to determine the weight of the subcriteria of the first criterion. The arithmetic averages of the 10 questionnaires were taken and the weights of the criteria and subcriteria were shown in Table 3.

As shown in Table 3, the weights of the main criteria vary between 0.23 and 0.18, and no significant difference was found between them. Each main criterion is of sufficient importance for the subject studied. According to the results, the main criterion with the highest weight is the safety criterion. The weight of the security criterion is 23%. The safety criteria were followed by family conditions, transportation with 19%, social facilities with 19% and 18% by weight, and the criteria of duties and characteristics, respectively. As the alternatives used in the study were eastern and southeastern provinces of Turkey and
due to recent terror incidents, the safety criteria are higher compared to the other criteria.

The distribution within the subcriteria is almost equal. The child school status criteria in the family status criteria is 36% higher than other subcriteria. In the same way, the transport criteria, which is within the transportation criteria, has the highest ratio with 37%. The proximity to the country seems to have lost its importance thanks to the developing technology and airports in almost every province of the country. There was no significant difference between the subcriteria in the criteria of tasks and characteristics. The subcriterion of residence status has the highest rate of 36%.

### Table 3: Determining the weights of criteria and subcriteria.

| Criteria            | Weights | Subcriteria                  | Weights |
|---------------------|---------|------------------------------|---------|
| Family situations   | 0.21    | Appointment of spouse        | 0.35    |
|                     |         | Children school status       | 0.36    |
|                     |         | Nursery status               | 0.29    |
| Transportation      | 0.19    | Distance to airport          | 0.37    |
|                     |         | Transportation security      | 0.35    |
|                     |         | Proximity to hometown        | 0.28    |
| Duties and features | 0.18    | Housing status               | 0.36    |
|                     |         | Attitudes and behaviors of supervisors | 0.33 |
|                     |         | Current/squad status         | 0.32    |
| Security            | 0.23    |                             |         |
| Social facilities   | 0.19    |                             |         |

### Table 4: Decision matrix (results of 1st officer).

| Family situations | Transportation | Duties and features | Security | Social facilities |
|-------------------|----------------|---------------------|----------|-------------------|
| Bingöl            | 100            | 147                 | 10       | 10                |
| Bitlis Tatvan     | 2              | 77                  | SC21     | SC22              |
| Kars Sarı empez    | 90             | 56                  | 56       | 814               |
| Mardin            | 100            | 27                  | 84        | 100               |
| Van Erciş         | 90             | 84                  | 84       | 84                |
| SC11              | SC12           | SC13                | SC21     | SC22              |
| SC23              | SC31           | SC32                | SC33     | Security          |
| SC33              | Social facilities |                   |          |                   |

### Table 5: Standardized decision matrix (results of 1st officer).

| Family situations | Transportation | Duties and features | Security | Social facilities |
|-------------------|----------------|---------------------|----------|-------------------|
| Bingöl            | 1.00           | 0.36                | 0.45     | 0.66              |
| Bitlis Tatvan     | 1.00           | 0.00                | 0.29     | 0.15              |
| Kars Sarı empez    | 0.00           | 0.52                | 1.00     | 0.42              |
| Mardin            | 1.00           | 0.82                | 0.82     | 0.32              |
| Van Erciş         | 0.00           | 0.22                | 0.22     | 1.00              |
| Reference         | 1              | 1                   | 1        | 1                 |

### Table 6: Difference matrix (results of 1st officer).

| Family situations | Transportation | Duties and features | Security | Social facilities |
|-------------------|----------------|---------------------|----------|-------------------|
| Bingöl            | 0.00           | 0.64                | 0.00     | 0.55              |
| Bitlis Tatvan     | 0.00           | 1.00                | 0.89     | 0.71              |
| Kars Sarı empez    | 1.00           | 0.82                | 1.00     | 0.48              |
| Mardin            | 0.00           | 0.51                | 0.67     | 0.18              |
| Van Erciş         | 1.00           | 0.27                | 0.89     | 1.00              |
| SC11              | SC12           | SC13                | SC21     | SC22              |
| SC23              | SC31           | SC32                | SC33     | Security          |
| SC33              | Social facilities |                   |          |                   |
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### Table 7: Grey relational coefficients (results of 1st officer unweighted).

|            | SC11 | SC12 | SC13 | SC21 | SC22 | SC23 | SC31 | SC32 | SC33 |
|------------|------|------|------|------|------|------|------|------|------|
| Bingöl     | 1.00 | 0.44 | 1.00 | 1.00 | 0.48 | 0.60 | 0.43 | 1.00 | 0.56 |
| Bitlis Tatvan | 1.00 | 0.33 | 0.36 | 0.41 | 0.37 | 0.34 | 1.00 | 1.00 | 0.44 |
| Kars Sarıkaş | 0.33 | 0.38 | 0.33 | 0.51 | 1.00 | 0.46 | 0.33 | 0.33 | 1.00 |
| Mardin     | 1.00 | 0.50 | 0.43 | 0.74 | 0.34 | 0.42 | 1.00 | 1.00 | 0.56 |
| Şanlıurfa Siverek | 0.33 | 1.00 | 0.39 | 0.39 | 0.33 | 1.00 | 0.43 | 1.00 | 0.43 |
| Van Erciş  | 0.33 | 0.65 | 0.36 | 0.33 | 0.40 | 0.33 | 0.43 | 1.00 | 0.33 |
| L MAX      | 1.00 |      |      |      |      |      |      |      |      |
| L min      | 0.00 |      |      |      |      |      |      |      |      |
| ζ (KSI)    | 0.5  |      |      |      |      |      |      |      |      |

### Table 8: Calculation of the GRD (results of the 1st officer).

|            | SC11 | SC12 | SC13 | SC21 | SC22 | SC23 | SC31 | SC32 | SC33 |
|------------|------|------|------|------|------|------|------|------|------|
| Bingöl     | 0.2145 | 0.3660 | 0.2986 | 0.3775 | 0.3539 | 0.2577 | 0.3554 | 0.3264 | 0.1880 |
| Bitlis Tatvan | 0.07 | 0.03 | 0.06 | 0.07 | 0.03 | 0.03 | 0.06 | 0.06 | 0.02 |
| Kars Sarıkaş | 0.02 | 0.03 | 0.02 | 0.02 | 0.07 | 0.02 | 0.02 | 0.02 | 0.06 |
| Mardin     | 0.07 | 0.04 | 0.03 | 0.05 | 0.02 | 0.02 | 0.06 | 0.06 | 0.03 |
| Şanlıurfa Siverek | 0.02 | 0.08 | 0.02 | 0.03 | 0.02 | 0.05 | 0.03 | 0.03 | 0.02 |
| Van Erciş  | 0.02 | 0.05 | 0.02 | 0.02 | 0.03 | 0.02 | 0.03 | 0.06 | 0.02 |

### Table 9: Normalized decision matrix (1st officer results).

|            | SC11 | SC12 | SC13 | SC21 | SC22 | SC23 | SC31 | SC32 | SC33 |
|------------|------|------|------|------|------|------|------|------|------|
| Bingöl     | 1.00 | 0.36 | 1.00 | 1.00 | 0.45 | 0.66 | 0.33 | 1.00 | 0.60 |
| Bitlis Tatvan | 1.00 | 0.00 | 0.11 | 0.29 | 0.15 | 0.01 | 1.00 | 1.00 | 0.36 |
| Kars Sarıkaş | 0.00 | 0.18 | 0.00 | 0.51 | 1.00 | 0.42 | 0.00 | 0.00 | 1.00 |
| Mardin     | 1.00 | 0.49 | 0.33 | 0.82 | 0.04 | 0.32 | 1.00 | 1.00 | 0.60 |
| Şanlıurfa Siverek | 0.00 | 1.00 | 0.22 | 0.22 | 0.00 | 1.00 | 0.33 | 1.00 | 0.33 |
| Van Erciş  | 0.00 | 0.73 | 0.11 | 0.00 | 0.25 | 0.00 | 0.33 | 1.00 | 0.00 |
| p          | 0.25 | 0.2  | 0.2  | 0.2  | 0.01 | 0.5  | 0.25 | 0.25 | 0.2 |
| f=p-q      | 0.25 | 0.2  | 0.2  | 0.2  | 0.01 | 0.5  | 0.25 | 0.25 | 0.2 |
| min        | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    | 0    |
| Max        | 0    | 1    | 1    | 1    | 1    | 1    | 1    | 1    | 1    |

### Table 10: Positive and negative advantage values, PROMETHEE I and PROMETHEE II results (1st officer results).

|            | 1     | 2     | 3     | 4     | 5     | 6     | Φ+   | Φ−   | Φnet | R    |
|------------|-------|-------|-------|-------|-------|-------|------|------|------|------|
| Ct         | 1     | 2     | 3     | 4     | 5     | 6     |      |      |      |      |
| Pk (ai, aj)| a1    | a2    | a3    | a4    | a5    | a6    |      |      |      |      |
| a1        | 0.0000 | 0.6156 | 0.8417 | 0.6469 | 0.7308 | 0.8019 | 0.7314 | 1     | 0.1354 | 0.5960 | 1     |
| a2        | 0.2514 | 0.0000 | 0.6532 | 0.2537 | 0.4247 | 0.6864 | 0.4539 | 3     | 0.3975 | 0.0563 | 3     |
| a3        | 0.1224 | 0.3029 | 0.0000 | 0.3210 | 0.1911 | 0.4682 | 0.2811 | 5     | 0.6577 | −0.3766 | 6     |
| a4        | 0.1155 | 0.5306 | 0.6385 | 0.0000 | 0.3644 | 0.5933 | 0.4484 | 4     | 0.4202 | 0.0282 | 4     |
| a5        | 0.1111 | 0.3964 | 0.7341 | 0.5493 | 0.0000 | 0.5219 | 0.4626 | 2     | 0.3969 | 0.0636 | 2     |
| a6        | 0.0765 | 0.1421 | 0.4212 | 0.3301 | 0.2537 | 0.0000 | 0.2447 | 6     | 0.6143 | −0.3969 | 5     |
| R          | 1     | 3     | 6     | 4     | 2     | 5     |      |      |      |      |
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Table 11: The results of both methods.

| Officer          | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 |
|------------------|----|----|----|----|----|----|----|----|----|----|
| Bingöl           | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  |
| Bitlis Tatvan    | 2  | 3  | 2  | 3  | 2  | 2  | 2  | 2  | 3  | 3  |
| Kars Sarıkamış   | 6  | 6  | 5  | 6  | 6  | 5  | 6  | 5  | 6  | 5  |
| Mardin           | 4  | 4  | 5  | 4  | 6  | 4  | 5  | 4  | 4  | 4  |
| Şanlıurfa        | 3  | 2  | 3  | 2  | 3  | 2  | 3  | 2  | 3  | 2  |
| Siverek          | 3  | 2  | 3  | 2  | 3  | 2  | 3  | 2  | 3  | 2  |
| Van Erciş        | 5  | 5  | 4  | 6  | 4  | 5  | 4  | 6  | 5  | 6  |
The reason for the low weight of duties and characteristics criterion is that the Turkish Armed Forces (TAF) personnel are always ready to perform any kind of duty everywhere and the TAF can perform all kinds of tasks.

4.2. Establishing the Decision Matrix. In this study, the survey was filled in by face-to-face interviews with 10 officers in the captains-major ranks and the results of the 1st officer are shown in Table 4.

4.3. Standardization. Since the values taken by each criterion consist of different units, a standardization process was performed in the second step. The standardization of these two subcriteria was different from the others because of the better value of the smaller values in the subcriteria of the distance to the airport (SC-21) and proximity to the country (SC-23) within the transportation criterion. The standardization of SC-11, SC-12, SC-13, SC-22, SC-31, SC-32, SC-33, C4, and C5 criteria/subcriterion is given by (2) and the SC-21 and SC-23 standardization of subcriterion is done by (3).

The standardized decision matrix was created using the data in Table 4 (values obtained from the previous step). The standardized decision matrix is given in Table 5.

4.4. Creating a Difference Matrix. The difference matrix was obtained by subtracting the reference series from the standardized decision matrix created in Table 4 to form the difference matrix. The difference matrix is shown in Table 6. Equation (7) was used to create a difference matrix.

4.5. Calculation of Grey Relational Coefficients. The calculation of the grey relational coefficients after the calculation of the difference matrix is shown in Table 7. In the calculation of grey relational coefficients, (8) was used. \( \zeta \) (ksi) value is taken as 0.5.

4.6. Calculation of Grey Relationship Degree. It should be remembered that the calculation of the grey relationship degree is the last step of the grey relational analysis, in which the grey relational coefficients obtained in the previous stage are obtained by multiplying by the weight of the relevant criteria and gathering for each alternative. The alternative, which has the highest degree of relationship of the result of the total, is the best. Equation (9) was used to calculate the grey relation degree. Calculation of the grey relationship degree (GRD) of 1st officer can be seen in Table 8.

4.7. Application of PROMETHEE Method. In the study, it is observed that there are significant differences in the criteria values in the decision matrix and these values need to be normalized. We have applied the PROMETHEE method with normalized data, not raw data according to other studies [49, 50].

For this purpose, before starting the PROMETHEE process, the raw decision matrix was transformed into the standardized matrix obtained in the grey relational analysis, and then the PROMETHEE method was applied.

The normalized decision matrix of the 1st officer is shown in Table 9. Besides, weights and \( p \) values of each criterion are given in the table. In the study, the type of function used is the V type, which is the 3rd type. For the criteria used in the study, alternatives with a value greater than a certain value were preferred. However, alternatives other than their preference and those below the specified value have not been ignored. Also, another reason for using the V-type preferred function is that all of the values of the decision matrix are quantitative.

Following the determination of the common preference functions and preference indexes, which are the 3rd step of the PROMETHEE method, positive and negative superiority values of the 1st officer are calculated and shown in Table 10.

Also, PROMETHEE I, which is the remaining step of the method, has been shown in Table 10 to obtain the partial order of alternatives to calculate the net priority values and to obtain the exact order of the alternatives with PROMETHEE II.

The results of both methods located for all officers are shown in Table 11.

5. Conclusion

The aim of this study is to ensure that the assignment location selections of the personnel branch officers working in the Land Forces Command are efficient and that the assignment location selections meet their needs and to determine which criterion is the most important in the selection of assignment location and to reveal preference order of the officers who make the choice. In this study, 10 officers in the personnel branch captain and major rank were interviewed face to face and the questionnaire technique was applied. The criteria used in this study were prepared by taking the opinions of 10 officers from the personnel class in the rank of colonel and sublieutenant, and five main criteria were identified. These criteria are, respectively, family situations, transportation, duty and its features, security, and social facilities. Besides, 3 subcriteria were determined for the first 3 main criteria. In the study, the weights of the criteria used according to the Max100 method were scored and the weights of the criteria were determined by taking the arithmetic means of the 10 questionnaires. The same procedure was carried out to determine the weight of the subcriteria. The main criteria vary between 0.23 and 0.18, and no significant difference has been found between them. The safety criteria have a weight of 23%, family status criteria have a weight of 21%, transportation criteria have a weight of 19%, the weight of social facilities criterion is 19%, and the criteria of weight is 18%. As the alternatives used in the study were eastern and southeastern provinces of Turkey and due to recent terror incidents, the safety criteria are higher compared to the other criteria.

The multicriteria decision-making technique used in the study was grey relational analysis and PROMETHEE methods and the places with the highest score were Bingol, Bitlis Tatvan, Sanliurfa Siverek, Van Ercis, Mardin, and Kars.
Sarıkamıs, respectively. Both methods are mutually exclusive. The results obtained in both methods are close to each other. As a result of the study, the criteria used will vary according to the weight of the place of assignment. It is expected that the importance of safety is high and the criteria of social facilities are expected to be less when the preference is made to the eastern provinces. This has been proven with this study. In the case of the choice of appointment to the provinces in the West, the weight of the security criteria will be less. In this case, family situations and social opportunities will come into prominence. The study will be based on the selection of any institution or profession in the future. The main criteria and subcriteria used in this study contain the criteria to be used in the selection of each occupation branch. However, as mentioned above, the knowledge of the scoring staff about the alternatives and the fact that they had previously lived in the area will make a significant contribution to the fact that they are more objective in scoring alternatives. Other MCDM methods can be used in future studies on this subject.
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