All You Need Is Supervised Learning: From Imitation Learning to Meta-RL With Upside Down RL
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Abstract
Upside down reinforcement learning (UDRL) flips the conventional use of the return in the objective function in RL upside down, by taking returns as input and predicting actions. UDRL is based purely on supervised learning, and bypasses some prominent issues in RL: bootstrapping, off-policy corrections, and discount factors. While previous work with UDRL demonstrated it in a traditional online RL setting, here we show that this single algorithm can also work in the imitation learning and offline RL settings, be extended to the goal-conditioned RL setting, and even the meta-RL setting. With a general agent architecture, a single UDRL agent can learn across all paradigms.
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1 Introduction

Over time, the field of AI has exhibited significant convergence, with the increasing popularity of artificial neural networks (NNs) trained on large amounts of data resulting in improved performance across many benchmarks. While many earlier successes were based on supervised learning (SL), NNs have also revolutionised reinforcement learning (RL).

We begin by noting two further significant convergences in recent years. The first pertains to NN architectures. While convolutional NNs (CNNs) and recurrent NNs (RNNs) have for decades been applied to images and text, respectively, a new general-purpose architecture has emerged [16]. Originally applied to text, the Transformer architecture [34] has been successfully extended to images [6], as well as other structured input/outputs [16]. The advantage of such models is the ability to operate over sets, allowing a single, modular model to reuse knowledge over a dynamic set of inputs.

The second development is the rise of self-supervised learning (SSL) across different domains [36]: the use of "pretext tasks", constructing labels from unlabelled data in order to imitate SL training, has resulted in models that rival those trained with SL. SSL benefits from rich “supervisory signals”, with models learning to predict transformations, f, of their inputs, x; loosely speaking, p(f(x)|x), versus SL's p(y|x), where y is a label. In a single domain, a variety of tasks can enable a model to gain complementary knowledge over different facets of the world.

We propose unifying these directions to create general learning agents, with the position that RL can itself be framed as an SL problem. This is not a novel proposition [25, 31, 32, 20, 12, 3, 17, 8, 11], but in contrast to prior works, we provide a general framework that includes online RL, goal-conditioned RL (GCRL) [28], imitation learning (IL) [26], offline RL [9], and meta-RL [29], as well as other paradigms contained within partially observed Markov decision processes (POMDPs) [23]. We build upon the proposal of upside down RL (UDRL) by Schmidhuber [31], the implementation of Srivastava et al. [32], and sequence modelling via Decision Transformers [3, 17]. We examine current implementations, discuss a generalisation of the framework, and then demonstrate a single algorithm and architecture on a standard control problem.

2 Upside Down RL

The core of UDRL is the policy, π, conditioned on “commands”, c [31]. Given a dataset D of trajectories (states, s, actions, a, and rewards, r), the policy, parameterised by θ, is trained using an SL loss, L, to map states and commands to actions:

\[ \arg \min_{\theta} \mathbb{E}_{s,a,r \sim D} [L(a, \pi(s, c; \theta))]. \]  

(1)

In the initial implementation [32], \( c = [d^H, d^R] \), where \( d^H \) is the desired (future) time horizon, \( t_2 - t_1 \), and \( d^R \) is the (time-bounded) return-to-go, \( \sum_{t=t_1}^{t_2} r_t \). In a similar fashion to hindsight experience replay\(^1\) [19, 1], the agent can be trained on data sampled from D, calculating \( d^H \) and \( d^R \) directly from the data. Trained thus, the agent can then achieve a desired return by sampling actions from its stochastic command-conditioned policy. Unlike typical RL agents, UDRL agents are capable of achieving low returns, medium returns, or high returns, based on the choice of \( d^R \) [32].

There are two key elements to the efficacy of UDRL—the first being the dataset (and its use) [27]. In the online RL setting, a UDRL agent can learn to perform reward maximisation in a manner akin to expectation maximisation: collect data using the policy, then train on the most rewarding data. This can be achieved by weighting the data [25], or controlling data storage/sampling [32]. Given an existing dataset of demonstrations, the agent can be trained in the offline RL setting [20, 17, 3]. D can be used for auxiliary tasks to improve learning/generalisation, such as via learning a world model [17].

The second key element is the use of commands. c can be any computable predicate that is consistent with the data [31]. In the initial implementation, the agent is trained to map observed actions \( a_t \) to the corresponding states \( s_t \) and \( [d^H, d^R] \), where the latter is calculated from \( t \) to the terminal timestep \( T \), allowing the agent to perform (undiscounted) credit assignment across the entire episode. During exploration in the environment (which generates more data for the agent), \( d^H \) is set to the mean of the most rewarding episodes in \( D \), and \( d^R \) is sampled uniformly from values between the mean of the most rewarding episodes’ returns, and the mean plus one standard deviation (encouraging optimism). After every environment interaction, \( d^H \) is decremented by 1 and \( d^R \) is decremented by \( r \). If \( c = \emptyset \), we recover behavioural cloning (BC) [26], which is the simplest IL algorithm. Conversely, the trivial augmentation of \( c \) with a goal vector \( g \) extends UDRL to the GCRL setting [31, 12, 17], with zero-shot generalisation enabled via appropriate goal spaces (e.g., language [18]).

As the agent is trained using SL on observed data, UDRL bypasses several common issues in RL: bootstrapping (temporal-difference updates), off-policy corrections, and discount factors. This allows us to more easily focus on standard points in ML: the agent’s ability to generalise to novel states and commands is based on the data available, the class of policies, and the optimisation process [8]. Srivastava et al. [32] trained fully-connected-/CNN-based UDRL agents using stochastic gradient descent on the cross-entropy loss, but replacing the architecture (e.g., with Transformers [17, 3])

\(^1\)But without specific environment settings, e.g., symbolic state spaces or a distance-based goal-conditional reward functions.
or the optimisation (e.g., with evolutionary algorithms) are valid alternatives. While the move to sequence modelling allows the agent to benefit from greater contexts [17, 3], in general, a stateful agent is needed in order to deal with POMDPs, as well as more general computable predicates [31].

3 Generalised Upside Down RL in POMDPs

While many realistic problems cannot be captured by MDPs, they can be reasonably modelled by POMDPs, in which the agent only receives a partial observation \( o \) of the true state \( s \). A principled approach to solving POMDPs is to keep a “belief” over the state, which can be achieved implicitly by training an RNN agent, which updates a hidden state vector \( h \) [37]. POMDPs encompass many other problems, such as hidden parameter MDPs [5], which consider related tasks, and even the general meta-RL setting (where \( h \) is typically augmented with previous action, reward and terminal indicator, \( \delta_{\text{terminal}} \) [7, 35]). POMDPs can also be related to generalisation in RL and the robust RL [22] setting, which considers worst-case performance. While various specialised algorithms exist for these different problem settings, recent results from Ni et al. [23] have shown that simple recurrent model-free RL agents are can perform well across the board. Motivated by this (and further related arguments by Schmidhuber [31]), we proceed by treating every environment as a POMDP, in which an agent attempts to learn using a general algorithmic framework.

A final ingredient enables a single agent to deal with all RL problem settings (plus IL) with one model — an architecture that can deal with arbitrary structured inputs and outputs (e.g., Perceiver IO [16]). Such a model allows \( c \) to be dynamic as needed: being null in the pure IL setting (where UDRL reduces to BC), being \([d^H, d^R, g]\) in the GCRL setting, and extending further beyond to incorporate SSL tasks. This alleviates the problem of using unlabelled demonstrations to bootstrap an RL agent, as the agent does not need to model the rewards achieved. Furthermore, the ability to adapt to different observation and action spaces allows such an agent to use third-person data for representation learning.\(^2\)

Given this, we present a generalised algorithm for UDRL (Algorithm 1). Although nearly all RL problems consider the episodic setting (in which a terminal indicator is given before the environment resets), the following algorithm is applicable in both episodic and non-episodic MDPs, making it capable of continual/lifelong learning.

Algorithm 1 Generalised Upside Down RL

```
| Require: \( E \) | \( \triangleright \) POMDP environment |
| Require: \( \pi(a|o,c,h) \) | \( \triangleright \) Command-conditioned recurrent policy |
| Require: \( D \) | \( \triangleright \) Experience replay memory; existing data optional unless performing IL/offline RL |

function \( \text{RESET}(E, \pi, D) \)
- \( \text{Reset environment } E \) and \( \pi \)'s hidden state \( h \)
- Get initial observation and goal \((o, g)\) from \( E \)
- Sample \( c \) based on \( D \) and \( (o, g) \)
- Requires a procedure for sampling an initial command \( c \) based on observed data

Train \( \pi \) on batches from \( D \) \( \triangleright \) Data can be non-uniformly/adaptively sampled from \( D \); auxiliary objectives can be used if performing IL or offline RL without environment interaction \textbf{then return}

\( \text{RESET}(E, \pi, D) \)

while true do
- Act with \( a, h \sim \pi(a|o,c,h) \)
- Observe \((o', r, g', \delta_{\text{terminal}})\) from environment transition
- Update \( D \) with \((o, a, r, g, \delta_{\text{terminal}})\)
- Update \( h \) (to contain \( a \) and \( r \)) and \( c \)
- Train \( \pi \) on batches from \( D \)
- if \( \delta_{\text{terminal}} \) then \( \text{RESET}(E, \pi, D) \)
```

4 Experiments

For our experiments, we use the classic CartPole control problem [2], where the agent receives a +1 reward for every timestep the pole is balanced, with a time limit of 500 timesteps. We adapt this environment to demonstrate how a single architecture can be used in the following settings: online RL, IL, offline RL, GCRL, and meta-RL. For the IL setting, we train the agent on 5 episodes with the maximum return of 500, collected from an online RL agent, and disable the reward and desired return inputs. For the offline setting, we train the agent on the worst 1000 trajectories from the online agent, with an average return of 162 ± 195. In the GCRL setting, at the beginning of each episode the agent is given an \( x \) goal position uniformly sampled from \([-1, 1]\), with the reward function set to \( e^{-|x-g|} \). In the meta-RL setting, several environment parameters are randomly sampled at the beginning of each episode [21]. In the GCRL and meta-RL settings, during testing the agent is evaluated on a cross product of a uniform spread over goals/environment parameters.

\(^2\)Correspondences between the agent and third party’s observation/action spaces would be needed for true third-person IL [33]. To maintain such flexibility, the previous action and reward can be included in a dynamic \( c \) structure, instead of within \( h \).
5 Discussion

As shown in Figure 1, the generalised UDRL agent is able to learn under all settings. While its performance may not match more specialised RL algorithms, it demonstrates that a single SL objective is sufficient for a variety of sequential decision making problems. Whilst it is possible to tune hyperparameters for individual tasks, a more compelling avenue for improving the performance of such agents is to incorporate further commands/tasks that relate to the environment’s structure. This can include learning world models, SSL tasks [36], and more general computable predicates [31].

Another discussion point UDRL introduces is the method by which (value) credit assignment can occur. While other agents typically consider the (discounted) episodic return, UDRL agents can incorporate a desired horizon. As such, UDRL might lend itself better to hierarchical RL [13]. In the current formulation, desired returns and goals are almost interchangeable in the command structure, but a more powerful formulation is to consider these as being variables that can be inferred themselves, i.e., a joint model \((o, a, d^R, g)\). In the same way that inverse models can complement forward models, the joint distribution can interchange \(Q\)-functions, \(Q(d^R|o, a, g)\) and return-conditioned policies, \(\pi(a|o, d^R, g)\), utilising whichever is better for the situation (acting, or learning, in a data-dependent manner). Being able to infer the desired goal becomes particularly important when it comes to generalisation in the IL setting [4], and could even allow the use of “suboptimal” data [8]. Looking even further forward, with both hierarchy and a more intelligent command selection strategy, UDRL agents could be powerful vessels for implementing open-ended, goal-driven curiosity [24, 30].
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