NUMERICAL CALCULATION OF THE RIEMANN ZETA FUNCTION AT ODD INTEGER ARGUMENTS: A DIRECT FORMULA METHOD
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Abstract. In this article, we introduce a recurrence formula which only involves two adjacent values of the Riemann zeta function at integer arguments. Basing on the formula, we construct an algorithm to evaluate \( \zeta \)-values at odd-integers from the two nearest \( \zeta \)-values at even-integers. The behavior of the error bound is \( O(10^{-n}) \) approximately where \( n \) is the argument. Our method is especially powerful for the calculation of Riemann zeta function at large argument, while for smaller ones it can also reach spectacular accuracies such as more than ten decimal places.

1. Introduction.

Zeta functions of various kinds, such as Hurwitz zeta function, Epstein zeta function and Dirichlet \( L \)-function, are all-pervasive objects in modern mathematics, especially in analytical number theory, and among which the prototype zeta function is the famous Riemann zeta function. It is classically defined as the sum of the infinite series\([1, 2]\)

\[
\zeta(s) = \sum_{n=1}^{\infty} \frac{1}{n^s}
\]

with the complex variable \( s = \sigma + it \). Specially, the series converges if \( \sigma = \text{Re}\, s > 1 \). We can extend \( \zeta(s) \) from \( s \) with \( \text{Re}\, s > 1 \) to \( s \) with \( \text{Re}(s) > 0, s \neq 1 \) by the follow formula

\[
\eta(s) = \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n^s} = (1 - 2^{1-s})\zeta(s)
\]

where \( \eta(s) \) is the Dirichlet eta function or alternating eta function.

The Riemann zeta function, as a function of a real argument, was studied by Euler and Bernoulli brothers in the first half of the 18th century before Riemann extended the definition to a complex variable in 1859\([3]\). Historically, people tend to study the closed form of the Riemann zeta function in that those special values seem to dictate the properties of the objects they associated. In 1735, Euler gave the solution of the so-called Basel problem\([4]\)

\[
\zeta(2) = \frac{\pi^2}{6}.
\]
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It is well known that for positive even integer arguments the Riemann zeta function can be expressed in a brief form:[5]

\[
\zeta(2n) = (-1)^{n+1}(2\pi)^{2n} \frac{B_{2n}}{2(2n)!}
\]

in terms of the Bernoulli numbers \(B_n\). On the contrary, for positive odd integer arguments the Riemann zeta function only has an integral expression:[6]

\[
\zeta(2n+1) = \frac{(-1)^{n+1}(2\pi)^{2n+1}}{2(2n+1)!} \int_0^1 B_{2n+1}(x) \cot(\pi x) \, dx
\]

where \(B_{2n+1}(x)\) are Bernoulli polynomials.

The celebrated Goldbach-Euler theorem states that the sum over the set of perfect powers (excluding 1 and omitting repetitions) converges to 1, namely[7, 8]

\[
\sum_{m,n > 1} \frac{1}{m^n - 1} = 1.
\]

For the Riemann zeta function, Goldbach-Euler's theorem (1.6) assumes the elegant form

\[
\sum_{k=2}^{\infty} \frac{\text{frac}(\zeta(k))}{k} = 1,
\]

where \(\text{frac}(x) = x - [x]\) denotes the fractional part of the real number \(x\). In addition, we can show that

\[
\sum_{k=1}^{\infty} \frac{\text{frac}(\zeta(2k))}{4} = \frac{3}{4} \sum_{k=1}^{\infty} \frac{\text{frac}(\zeta(2k + 1))}{4} = \frac{1}{4}.
\]

Anyway, the formula (1.4) and (1.5), along with (1.8) do reveal somewhat similarity for the values of Riemann zeta function at even and odd arguments.

Even up to now, the explicit formula for Riemann zeta function at odd values is difficult if not fundamentally impossible to obtain. Besides, The calculation of Riemann zeta function and related series is a hot topic in computational mathematics. The traditional methods are Euler-Maclaurin formula and Riemann-Siegel formula. Algorithms are still being developed in earnest ever since[9, 10, 11].

In this paper we mainly obtain a recurrence formula (3.2) relating to the Riemann zeta function and based on which we construct an algorithm for the calculation of the Riemann zeta function at odd integers. In addition, numerical calculation implies that the algorithm can reach considerable accuracies with small odd integer arguments, not to speak of larger ones. Quantificationally, the behavior of the error bound is \(O(10^{-n})\) where \(n\) is the argument.

2. Notations and Preliminaries.

We begin by recalling the definition of the Bernoulli polynomials \(B_n(x)\) and their basic properties in a nutshell to render the paper essentially self-contained. The generating function of the Bernoulli polynomials \(B_n(x)\) is [12, 13]

\[
\frac{te^{tx}}{e^t - 1} = \sum_{n=0}^{\infty} \frac{B_n(x)}{n!} t^n.
\]
Taking a derivative with respect to \( x \) on both sides of (2.1), we find that
\[
(2.2) \quad B_n'(x) = nB_{n-1}(x).
\]
Bernoulli polynomials can also be expressed explicitly from Bernoulli numbers
\[
(2.3) \quad B_n(x) = \sum_{k=0}^{n} \binom{n}{k} B_k x^{n-k}.
\]

For convenience, we introduce two kind of reduced Bernoulli numbers (RBNs),
one relates to the even-labeled Bernoulli numbers (denoted by +)
\[
(2.4) \quad B_n^+ = (-1)^{n+1} B_{2n},
\]
and another relates to the odd-labeled Bernoulli polynomials (denoted by -)
\[
(2.5) \quad B_n^- = (-1)^{n+1} \int_0^1 B_{2n+1}(x) \cot(\pi x) \, dx.
\]

In this section we will demonstrate the asymptotic representation of the two kinds of RBNs in a uniform way and establish their integral representation subsequently.

2.1. Asymptotic representations of RBNs. The asymptotic expressions of Bernoulli polynomials at even and odd subscript are respectively[14]
\[
(2.6a) \quad (-1)^{n+1} \frac{(2\pi)^{2n}}{2(2n)!} B_{2n}(x) \sim \cos(2\pi x)
\]
\[
(2.6b) \quad (-1)^{n+1} \frac{(2\pi)^{2n+1}}{2(2n + 1)!} B_{2n+1}(x) \sim \sin(2\pi x).
\]
Moreover, the Bernoulli polynomials can also be expressed in a stronger form basing on Fourier sine and cosine series expansion[15]
\[
(2.7a) \quad B_{2n}(x) = (-1)^{n+1} \frac{2(2n)!}{(2\pi)^{2n}} \sum_{k=1}^{\infty} \frac{\cos(2\pi k x)}{k^{2n}}
\]
\[
(2.7b) \quad B_{2n+1}(x) = (-1)^{n+1} \frac{2(2n + 1)!}{(2\pi)^{2n+1}} \sum_{k=1}^{\infty} \frac{\sin(2\pi k x)}{k^{2n+1}}.
\]

Obviously (2.6a)(or (2.6b)) is just the corollary of (2.7a)(or (2.7b)). From the analysis above we find the asymptotic behavior of RBNs are
\[
(2.8a) \quad B_n^+ = (-1)^{n+1} B_{2n}(0) \sim \frac{2(2n)!}{(2\pi)^{2n}}
\]
\[
(2.8b) \quad B_n^- = (-1)^{n+1} \int_0^1 B_{2n+1}(x) \cot(\pi x) \, dx \sim \frac{2(2n + 1)!}{(2\pi)^{2n+1}}.
\]
where we have used the fact that \( \int_0^1 \sin(2\pi x) \cot(\pi x) \, dx = 1 \). The asymptotic representations clearly reveal somewhat similarity of the two kinds of reduced Bernoulli numbers.
2.2. **Integral representations of RBNs.** Let us consider two auxiliary integrals\(^5\)

\[I_c(n, m) = \int_0^1 B_{2n}(t) \cos(m \pi t) dt\]  
\[I_s(n, m) = \int_0^1 B_{2n+1}(t) \sin(m \pi t) dt\]

with \(m\) and \(n\) are integers and \(n \geq 1\). Specially, when \(n = 1\), direct computation shows that

\[I_c(1, m) = \int_0^1 \left(t^2 - t + \frac{1}{6}\right) \cos(m \pi t) dt = \begin{cases} 0, m = 1, 3, 5, \ldots \\ \frac{2t}{(m \pi)^2}, m = 2, 4, 6, \ldots \end{cases}\]

\[I_s(1, m) = \int_0^1 \left(t^3 - \frac{3}{2} t^2 + \frac{1}{2} t\right) \sin(m \pi t) dt = \begin{cases} 0, m = 1, 3, 5, \ldots \\ \frac{3!}{(m \pi)^2}, m = 2, 4, 6, \ldots \end{cases}\]

By virtue of (2.2) and integrating by parts twice, readily yields

\[I_c(n, m) = -\frac{(2n)(2n - 1)}{(m \pi)^2} I_c(n - 1, m)\]  
\[I_s(n, m) = -\frac{(2n + 1)(2n)}{(m \pi)^2} I_s(n - 1, m)\]

Combining (2.10a), (2.10b) and (2.11a), (2.11b) we find that

\[I_c(n, m) = \frac{(-1)^{n+1} (2n)!}{(m \pi)^{2n}}\]  
\[I_s(n, m) = \frac{(-1)^{n+1} (2n + 1)!}{(m \pi)^{2n+1}}\]

hold if \(m\) is even. Immediately, the integral representations of the two RBNs \(B_n^+\) and \(B_n^-\) are

\[B_n^+ \sim 2(-1)^{n+1} I_c(n, 2)\]  
\[B_n^- \sim 2(-1)^{n+1} I_s(n, 2)\]

### 3. Algorithm to calculate the Riemann zeta function.

Mathematically, Riemann zeta function is said to be monotonically decreasing since its values are only falling and never rising with increasing values of \(s\) with \(s \geq 2\). Besides, \(\zeta(2) = \frac{\pi^2}{6}\), \(\zeta(+\infty) > 1\), thus \(0 < \zeta(s) - 1 < 1\). Analogously, one can show that \(0 < \frac{1}{\eta(s)} - 1 < 1\). For brevity we denote the reciprocal function as below

\[\rho(s) \equiv \frac{1}{\eta(s)} - 1\]

Now that what we concerned most is the values of the Riemann zeta function at integers for the moment, the asymptotic behavior of the ratio of the reciprocal function (3.1) at odd integers and even integers interests us. Motivated by (1.7) and (1.8), we manage to demonstrate a formula, the so-called recurrence formula (not in a strict sense, though), on condition that the argument is a positive integer.
Motivated by the recurrence, we manage to construct an algorithm to compute the Riemann zeta function.

3.1. Demonstration of the recurrence formula.

**Theorem 1.** If \( n \) is a positive integer such that \( n \geq 1 \), the recurrence relation holds

\[
\lim_{n \to \infty} \frac{\rho(2n + 1)}{\rho(2n)} = \frac{1}{2}.
\]

**Proof.** Making use of (1.4) and (1.5) and the definition of reciprocal function (3.1), we have

\[
\frac{\rho(2n + 1)}{\rho(2n)} = \frac{(2n + 1)! - (2^{2n} - 1)\pi^{2n+1}B_n^- B_n^+}{(2n)! - (2^{2n-1} - 1)\pi^{2n}B_n^+ B_n^-} 2^{2n-1} - 1.
\]

The limitation of the rightmost term is exactly equal to \( 1/2 \) if \( n \) is large enough, thus what we want to prove is

\[
\frac{(2n + 1)! - (2^{2n} - 1)\pi^{2n+1}B_n^- B_n^+}{(2n)! - (2^{2n-1} - 1)\pi^{2n}B_n^+ B_n^-} \sim \frac{1}{2}.
\]

or equivalently

\[
\frac{(2n + 1)!}{\pi^{2n+1}B_n} \sim \frac{(2n)!}{\pi^{2n}B_n} 2^{2n-1} - 1.
\]

From the asymptotic formulae (2.8a) and (2.8b) of the two kinds of RBNs we find that, without any difficulty, we have finished the demonstration of the recurrence formula of the Riemann zeta function. □

3.2. Basic ideas for the algorithm. The explicit formula for odd-argument \( \zeta \)-values remains to be an open problem though some results shed light on it. Since there exits a closed form expression for even-arguments Riemann zeta function, Naturally, one way to construct the algorithm to evaluate the odd-arguments Riemann zeta function is by using of the even-argument \( \zeta \)-values of the nearest. We know that when the argument is large enough, (3.2) can be rewritten as

\[
\rho'(2n + 1) \sim \frac{1}{2}\rho(2n)
\]

\[
\rho''(2n + 1) \sim 2\rho(2n + 2)
\]

where \( \rho'(2n + 1) \) and \( \rho''(2n + 1) \) represent two different representation of the asymptotic behavior of \( \rho(2n + 1) \). Judging by appearance, One can use any of the formula above to calculate the Riemann zeta function at odd integers. When considering that those two formulae give the upper and lower bound of the \( \zeta \)-values at odd integers, we come up with the idea that we can combine them together by a special method. Let us give a proposition relating to Dirichlet eta function firstly before we move forward to give another theorem.

**Lemma 1.** If \( n \) is a positive integer such that \( n \geq 1 \), the two inequalities hold

\[
\frac{4}{\eta(2n + 2)} - \frac{1}{\eta(2n)} > 3
\]

\[
\eta(2n) > \frac{2^{2n-1} - 2}{2^{2n-1} - 1}
\]
Those two inequalities are quite new to the authors because we have not seen them in any literature or monograph. However, we are not intended to give the details here since the demonstration is rather elementary. The theorem below holds once we take advantage of the lemma.

**Theorem 2.** If $n$ is a positive integer such that $n \geq 1$, the inequality holds

$$\zeta^l(2n + 1) > \zeta^r(2n + 1) > 1$$

where $\zeta^l(2n + 1)$ and $\zeta^r(2n + 1)$ correspond to $\rho^l(2n + 1)$ and $\rho^r(2n + 1)$ respectively.

Since Riemann zeta function is a monotonic decreasing function, the exactly value $\zeta(2n + 1)$ is just between $\zeta^l(2n + 1)$ and $\zeta^r(2n + 1)$ for any given positive integer $n$. For the benefit of accuracy we regard the geometric mean values of the $(3.6a)$ and $(3.6b)$ as the approximate values of the reciprocal function $\rho(2n + 1)$, namely

$$\rho(2n + 1) \approx \sqrt{\rho(2n)\rho(2n + 2)}.$$  

The basic steps of the calculation of $\zeta(2n + 1)$ are presented as follow. Firstly, we calculate $\rho(2n)$ and $\rho(2n + 2)$ from $(1.4)$, $(1.2)$ and $(3.1)$ in sequence. Secondly, we obtain the value of $\rho(2n + 1)$ from $(3.10)$. Lastly, we calculate $\zeta(2n + 1)$ from $(3.1)$ and $(1.2)$, reversely.

In order to start our method, we need to know some $\zeta$-values at even integers. For example, $\zeta(2)$ and $\zeta(4)$ should be available to get $\zeta(3)$. We can obtain $\zeta(2n)$ through $(1.4)$ systematically for small argument. However, it is almost impossible to obtain Bernoulli numbers by the ordinary recursive methods thus we can’t know the values of $\zeta(2n)$ if the argument is large enough. Many methods for computing Bernoulli numbers have been invented. David Harvey introduced an efficient multi-modular algorithm [16] and a subquadratic algorithm [17] which ensure us to obtain the Bernoulli numbers $B_n$ at $n = 10^8$. What’s more, he implemented the algorithms in a C++ package named bernmm(Bernoulli multi-modular). In addition, one can also use the inline function `Zeta[s]` in Mathematica since it is also based on an efficient algorithm. For convenience, our computation platform is main on Mathematica and we regard the values obtained by it as accuracy values.

4. **Calculation of Riemann zeta function at odd integers.**

The calculation of Riemann zeta function plays an essential role in the study of number theory and associated subjects such as statistical physics and string theory. Various approaches to accomplish this task have been proposed [18, 19], especially for the evaluation of zeta function at integer arguments or in the critical strip (for the computation of Riemann’s zeros). Most of the methods available consist of using integral forms of some particular functions or recursive series forms. Quite recently, Babolian et al transform $\zeta(s)$ to appropriate integral forms and introduce a method to compute the Riemann zeta function based on Gauss-Hermite and Gauss-Laguerre quadratures [9]. Besides, many rapidly converging series for $\zeta(2n + 1)$ have been introduced by Srivastava in a review article [20]. In this section we firstly give some numerical examples according to our method to illustrate its accuracy, then we compare our method to two selected ones to show that our method is especially powerful to calculate the $\zeta$-values at large odd integer arguments.
4.1. **Numerical test and error bound of the algorithm.** We regard the zeta-values obtained by Mathematica as a benchmark. The result of the Riemann zeta function at odd integers with $n = 1, 2, ..., 10$ obtained by our method(approximate value) is presented in table (1). The accuracy value and the absolute error are also presented at the same time.

| $n$ | Approximate value | Accuracy value | Error |
|-----|-------------------|----------------|-------|
| 1   | 1.201335874256    | 1.202056903160 | -0.00721028904 |
| 2   | 1.036972837734    | 1.036927755143 | 0.000045082590 |
| 3   | 1.008365209797    | 1.008349277382 | 0.000015932415 |
| 4   | 1.002011075857    | 1.002008392826 | 0.000002683031 |
| 5   | 1.000494555053    | 1.000494188604 | 0.000000364486 |
| 6   | 1.000122758824    | 1.000122713348 | 0.000000045476 |
| 7   | 1.000030593607    | 1.000030588236 | 0.000000005371 |
| 8   | 1.000007637815    | 1.000007637198 | 0.000000000617 |
| 9   | 1.000001908283    | 1.000001908213 | 0.000000000070 |
| 10  | 1.000000476941    | 1.000000476933 | 0.000000000008 |

From table (1) we find that the idea that making the geometric mean instead of any of the "upper" or "lower" bound(see Theorem 2) be the best estimate of the Riemann zeta function dramatically reduces errors and satisfactory accuracy such as twelve decimal places in the tenth odd-argument of the Riemann zeta function can be achieved.

Indeed, what we concerned most is the error bound when the argument $n$ is large enough. In table (2) we present the errors $\epsilon(n)$ versus $n$.

| $n$ | Error |
|-----|-------|
| $1 \times 10^2$ | $1.05 \times 10^{-97}$ |
| $2 \times 10^2$ | $3.94 \times 10^{-193}$ |
| $5 \times 10^2$ | $2.10 \times 10^{-479}$ |

From table (2) we find that the error is of the order $O(10^{-n})$ approximately. By using of least square method, we know that $\log(\epsilon(n)) = -0.9542n - 1.5563$. This formula suggests that when the argument of Riemann zeta function is large enough, our algorithm should be very powerful to obtain the zeta-values at odd integers.

4.2. **Compare with the other methods.** In this subsection, we aim to compare our algorithm with the already existing ones, namely the Gauss-Hermite quadrature(Integration method, see [9], Corollary 3.1) and rapid converging series(Series method, see [20], eq.(3.30)). The latter two methods rely on the number of zeros of the associated polynomial(in this occasion it is Hermite polynomial) and the terms of partial sum of the infinite series respectively. Since those two method are both efficient, we only make the two integers be the same value 25.

| $n$ | Error |
|-----|-------|
| $1 \times 10^4$ | $1.59 \times 10^{-936}$ |
| $2 \times 10^4$ | $9.09 \times 10^{-1914}$ |
| $5 \times 10^4$ | $1.70 \times 10^{-4774}$ |

From table (3) we find that the error is of the order $O(10^{-n})$ approximately. By using of least square method, we know that $\log(\epsilon(n)) = -0.9542n - 1.5563$. This formula suggests that when the argument of Riemann zeta function is large enough, our algorithm should be very powerful to obtain the zeta-values at odd integers.
The behaviors of the error bound of integration method and series method, as can be seen from table 3, are totally different. When the argument increases, the errors of the former decrease exponential from a high level, while the latter maintain at a nearly constant low level despite of the variation of $n$. Our method exhibits the worst results for small argument, but the errors decrease dramatically with argument increasing. It outstrips integration method and series method before $n=12$ and $n=21$ respectively. To reach the accuracy obtained by our method, the number of nodes and items in the above two methods should be augmented largely. For example in the series method, the first $cn$ ($c$ is a constant) terms in the infinity series should be included. Obviously, it is impossible to carry on within the limited CPU time when $n$ is very big.

5. Summary.

In summary we firstly introduce two kinds of reduced Bernoulli numbers and prove their asymptotic behaviors in a uniform method. Besides, we find a recurrence formula (3.2) of the Riemann zeta function original and construct an algorithm to evaluate the Riemann zeta function at odd integers based on the recurrence formula. The behavior of the error bound $\epsilon(n)$ is governed by $\log(\epsilon(n)) = -0.9542n - 1.5563$ or $\epsilon(n) = O(10^{-n})$ approximately, which, of course, suggests that our method is especially suit for the calculation of $\zeta$-values at large odd integer arguments. However, once we can extend the validity of (3.2) from positive integers to positive real numbers, i.e.,

\[
\lim_{s \to \infty} \frac{\rho(s+1)}{\rho(s)} = \frac{1}{2}
\]

where the argument $s$ is an arbitrary positive real number, a new approach to the calculation of the Riemann zeta function will be discovered. The problem above is precisely the direction where some subsequent work shall be done. Remarkably, the recurrence formula (3.2) is likely to act as a touchstone to explore the closed form of the Riemann zeta function at positive integers since it eclipses the mystery of the $\zeta$-values at odd integers into shade.
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