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We demonstrate that exciting possible realizations of quantum Floquet matter are within reach for modern silicon spin qubits based in quantum dots, most notably the discrete time crystal (DTC). This is significant given that spin qubits have fallen behind other qubit architectures in terms of size and control. However, silicon spin qubits are especially well suited to this task, as the charge noise that usually foils gate operations can now be leveraged as an asset in this time crystal realization. We illustrate differences between prethermal phenomena and true time-crystalline spatiotemporal order. We demonstrate that even for a spin chain of four qubits, rich regime structures can be established by observing signatures of the discrete time crystal and the Floquet symmetry-protected topological regime (FSPT), both distinct from the thermal regime. We also analyze the persistence of these signatures at longer chain lengths, showing that the DTC lifetime grows exponentially with the system length, and that these signatures may even be detectable for chains as small as three qubits. We also discuss the effects of longer pulse durations and the effectiveness of pulse sequences for converting the exchange interaction to an Ising model. Our theoretical predictions are well-suited for immediate experimental implementations using currently existing quantum dot spin qubit systems.

I. INTRODUCTION

Spontaneous symmetry breaking occurs when the ground state of a system does not obey the symmetries of its corresponding Hamiltonian. For almost every possible symmetry of a Hamiltonian, there are known instances of spontaneous symmetry breaking. One notable exception to this rule has been time-translational symmetry. Such a system that spontaneously breaks time-translational symmetry has been dubbed a “time crystal,” analogous to ordinary crystals which spontaneously break spatial translation symmetry. Since we live in a Lorentz invariant space-time, it seems reasonable that translational symmetry breaking be general to both space and time. The ideas behind time crystals have repeatedly captured the interest of physicists since the initial investigations of perpetual motion, and have recently attracted renewed attention, with the proposal of several concrete models which claim to display generic time-translation symmetry breaking (TTSB) \cite{AF}. However, the discovery of various no-go theorems showed that such a generic spontaneous-symmetry-breaking time crystal is impossible to realize in nature \cite{AF, MF}. A more narrow definition of time crystals is based on Floquet theory featuring time-periodic Hamiltonians \( \mathcal{H}(t + T) = \mathcal{H}(t) \). These are called “discrete time crystals” (DTCs) \cite{AF}. DTCs do not spontaneously break the invariance of continuous time translations, only discrete translations. Thus, the Hamiltonian for a discrete time crystal, known as a Floquet Hamiltonian, has period \( T \), but a DTC ground state locks into dynamics that are periodic with a period that is an integer multiple of the Floquet period \( nT \), even when there is appreciable noise in the Floquet drive. The most commonly investigated form of DTC involves period doubling \((n = 2)\).

Discrete time crystals utilize many-body localization (MBL) to remain stable in the thermodynamic limit \cite{AF,GZ}. This would make the discrete time crystal a nonequilibrium, dynamical phase of matter. Rather than evaluating a spatial order parameter only after the system reaches thermal equilibrium, the order parameter for this phase would be the temporal autocorrelators of each individual constituent of the system, the system-wide order becoming spatiotemporal. A DTC phase would never reach thermal equilibrium, and so it does not have a “ground state” in the traditional sense. Instead, the eigenstates of the Floquet unitary would be approximate linear combinations of \( n \) energy eigenstates of the static Hamiltonian \cite{AF}. For example, in the case of a many-body electron spin system, the Floquet eigenstates would be an approximate linear combination of \( n \) different spin eigenstates (an eigenstate of \( \prod_i \sigma_i^z \) and each spin eigenstate would subsequently act as a Floquet “ground state,” oscillating between \( n - 1 \) other spin eigenstates with each application of \( U_F \), the Floquet unitary. Normally, a Floquet system would absorb energy from this drive and eventually thermalize, but for DTCs, this thermalization is avoided through many-body localization, and oscillations continue for the DTC lifetime, which diverges exponentially with system size \( \mathcal{L} \). For a truly many-body system, this DTC lifetime well exceeds the lifetime of the observable universe. Even chains of intermediate length have infinite lifetime for all practical purposes. Obviously, many-body systems that retain memory of their initial conditions for infinite times have great applications as a potential memory of a quantum computer. We will not discuss in this paper the important fundamental question regarding the existence or not of a true thermodynamic nonequilibrium DTC phase of matter (which at the minimum necessitates the highly debatable issue of the existence or not of true many body localization)—our goal is to establish theoretically the possibility of the realization of an effective DTC phase in small arrays of quantum dot based spin qubits for long times of experi-
mental relevance.

The emergence of a time scale that is not commensurate with the Hamiltonian of the system is not a new idea (or a quantum idea). Everyday clocks are based on a time scale emergence. Period doubling specifically is a common phenomenon that has been observed many times throughout the history of physics. DTCs are unique in two ways, however. First, they do not absorb energy from the environment or from the driving force. Hence, these “clocks” need no winding. Second, there is a finite region of Floquet parameter space which triggers the same subharmonic response in the system. For example, a single electron spin in an initial state $|\uparrow\rangle$ could undergo a periodic time evolution unitary $U = \exp(-\frac{i\pi}{2}\sigma_z)$. Such a unitary is perfect $\pi$-pulse and is applied every period $T$. The spin would exhibit a subharmonic response, with the spin periodically returning to the initial state with doubled period $2T$. However, consider a slight error in the $\pi$-pulse, so that the periodic unitary $U' = \exp(-\frac{i\pi}{2}\sigma_x)$. The subharmonic response would suddenly be very different, and the system would only return to its initial state after $20T$. However, for a time crystal, the periodicity of the system remains $2T$, despite the perturbation. These nontrivial attributes of DTC apply to small systems and often for very long times (essentially infinite times for laboratory systems, which all have some dissipation to the environment limiting the definition of ‘infinite’ time).

A note on terminology is necessary. Since all systems examined in this paper are of small size ($L = 4$ for our main simulations), it is shortsighted to refer to any of the dynamics reviewed in this paper as a definite signature of a thermodynamic phase. This distinction is especially important now that the idea of MBL itself, upon which the theoretical underpinnings of discrete time crystals rely, is currently being more carefully scrutinized, and some numerical investigations have failed to reproduce the results predicted by MBL. It seems that at the very least, the region of phase space corresponding to many-body localization is in general much smaller than previously thought. With this in mind, we classify a finite system that behaves as a DTC as being in a DTC or TTSB regime, with its behavior in the thermodynamic limit unknown and ambiguous, although in App. A we find encouraging evidence that the DTC behavior scales appropriately for a thermodynamic phase, diverging exponentially with system size, though such extrapolations are always suspect without a proper analytical theory.

We define a DTC or TTSB regime as one in which the system exhibits spatiotemporal order (1) throughout the entire system (not just on the edges), (2) throughout a finite region of parameter space (not just for a small set of “cherry-picked” initial states), and (3) that is robust to perturbations, locking into the period doubling dynamics even when the spin-flipping pulses deviate from the ideal limit of $U = \exp(-\frac{i\pi}{2}\sigma_z)$. Obviously, in order for TTSB states to have an even somewhat plausible claim to extending to a thermodynamic phase, all of these require-
ulating a discrete time crystal. In order to simulate a DTC, an experimentalist needs only reasonably high-fidelity single-qubit gates and reliable initialization and readout. Noise-free two-qubit gates are not necessary. This is excellent news for silicon, since it has been shown \[22\] [24] that it is possible to achieve high-fidelity for both single-qubit gates and initialization and readout. In fact, the issue that most commonly plagues silicon qubit systems (charge noise), is precisely the key ingredient to simulating a DTC (disorder that is invariant under an Ising symmetry \( P = \prod \sigma_x^2 \), or “Ising-even”)[8].

The rest of the paper is organized as follows. We first introduce the mathematical model of our Floquet drive in Section II. We then present the results of our calculations in Section III, illustrating several DTC “red herrings” and calculating “regime diagrams” for the DTC regime in silicon spin qubits. We then summarize our findings in Section IV and discuss their implications.

II. MODEL

Silicon QD spin qubits interact through the exchange interaction \( H_{\text{exch}} = \sum_n J_n \sigma_n \cdot \sigma_{n+1} \), where \( \sigma_n \) is the Pauli spin vector for the \( n \)-th qubit. However, in order to stabilize a time crystal, Ising interactions are necessary [8][31]. Therefore, we use a series of “Heisenberg-to-Ising” pulses (H2I) [31] to transform the exchange interaction to an Ising interaction. We elaborate on this process in App. [3].

Throughout this work, we use the following Floquet unitary, or time evolution operator,

\[
U(t_0 + T; t_0) = U(T; 0) = U_F
\]

which is composed of a binary drive

\[
U_F = U_2 U_1 = \exp(-i H_2 t_2) \exp(-i H_1 t_1), \quad (1)
\]

where

\[
H_1 = \sum_n (1 - \varepsilon) \frac{\pi}{2} \sigma_n^z \quad (2)
\]

\[
H_2 = \sum_{n} J_n \sigma_n^x \sigma_{n+1}^x + \sum_{n} h_n \sigma_n^z, \quad (3)
\]

By definition, the Floquet Hamiltonian is periodic over a Floquet period \( T = t_1 + t_2 \), so that \( H(t + T) = H(t) \) and \( U(t + T) = U_F U(t) \). We choose \( t_1 = 1 \) so that

\[
U_1 = \prod_n \exp \left[ -\frac{i \pi}{2} (1 - \varepsilon) \sigma_n^x \right] \quad (4)
\]

corresponds to an ideal spin flip, or \( \pi \)-pulse, of all qubits when \( \varepsilon = 0 \). When \( \varepsilon \) is nonzero, this corresponds to error in the single-qubit X-gate. This error can be intentional (to demonstrate stability to perturbations), systematic (roughly corresponding to the single-qubit gate infidelity \( 1 - F \approx \varepsilon \), where \( F \) is the single-qubit gate fidelity), or a combination of the two. Choosing different values of \( t_2 \), while still maintaining that \( U_1 \) correspond to a \( \pi \)-pulse in the error-free case, can have appreciable effects on the outcome of the simulation. Generally speaking, the longer \( t_2 \), the less disorder is required to stabilize TTSB. We explore the effects of different pulse times \( t_2 \) in App. [3]. For all calculations in this work, unless otherwise noted, we choose \( t_1 = t_2 = 1 \) and therefore \( T = t_1 + t_2 = 2 \). As denoted in each relevant figure, the time is expressed in terms of Floquet period \( T \), which is the natural time scale.

In order to stabilize the DTC phase, it has been long recognized that disorder is a critical ingredient. We implement two different forms of disorder, onsite disorder through magnetic noise and disorder in the Ising interaction through charge noise. We found that the exact shape of disorder distribution was not important to the fidelity (see App. [3]), so for simplicity both forms of disorder are drawn from uniform distributions so that \( h_n = [h_0 - \sigma_n, h_0 + \sigma_n] \) and \( J_n = [\max(J_0 - \sigma_j, 0), J_0 + \sigma_j] \). Ising interaction strengths are truncated to be nonnegative since the Ising interaction for silicon qubits is based on the exchange interaction.

We define the \( k \)-th autocorrelator of a spin chain after time \( t \) as

\[
Z_k(t) = \min_n \left( \left| \left\langle \sigma_k^z(0) \sigma_k^z(2nT) \right\rangle \right| \right), \quad (5)
\]

where \( n \) is an integer, and the brackets indicate the expectation value at a specific time in the dynamics. This metric captures the maximum deviation of a spin from its DTC-predicted orientation, with \( Z_k(t) = 0 \) corresponding to complete loss of information in the \( k \)-th spin after time \( t \). We define the lifetime of the \( k \)-th spin as the time \( t \) when \( Z_k(t) < 0.1 \).

In the absence of disorder, the system will not show any period doubling for nonzero \( \varepsilon \). When \( \varepsilon \neq 0 \), only a “spin-echo” effect is apparent, with the autocorrelator being periodic in \( 2T/\varepsilon \). However, this is a phenomenon distinct from DTC dynamics, since the period changes as a function of \( \varepsilon \), as opposed to locking onto a period of \( 2T \) for small \( \varepsilon \).

III. CALCULATIONS

We apply the Floquet unitary repeatedly on a chain of four qubits, which is a system size that is currently accessible to state of the art devices [32][33]. After a predetermined number of Floquet periods, we calculate the autocorrelator \( Z_n(t) \) for the \( n \)-th qubit. We repeat this calculation for various values of \( \varepsilon \) and \( J_0 \), highlighting regions where spatiotemporal order is present. In order to differentiate the DTC regime from other dynamics, it is necessary to confirm that spatiotemporal order persists for a variety of choices for both initial state and \( n \).
Throughout this work, we examine “regime diagrams,” in which we perform a parameter sweep over the \((\varepsilon, J_0)\) plane at a certain time \(t\), and distinguish regimes with DTC behavior from those that show no such response. Dynamics with high autocorrelation will show a region with \(Z_n(t) \approx 1.0\), which will correspond to a yellow region on our regime diagrams. The DTC regime is one in which these yellow regions of autocorrelation are persistent throughout the chain, for long times, and in the presence of the perturbation \(\varepsilon\).

We examine the dynamics of the spin chain without charge noise in Fig. 1. Here we see the first of many ways researchers could potentially be deceived into thinking they have stabilized a time-crystalline state. This is one example of a feature that we observed in every single system we examined: an edge spin \((n = 1\) or \(n = L)\) always shows a dramatically longer lifetime than any spin in the bulk, provided \(\varepsilon\) is not so large as to destroy all autocorrelation. This discrepancy between edge and bulk qubit lifetimes is indicative of a Floquet symmetry-protected topological regime, rather than a DTC regime. In the absence of sufficient charge noise, it is not uncommon to have robust spatiotemporal order in the edge spins while the bulk has completely thermalized. We perform the same calculations with charge noise in Fig. 2. Here we see the persistence of a finite region of parameter space that exhibits time-translation symmetry breaking, irrespective of which autocorrelator we examine. In the absence of charge noise, the region of subharmonic response quickly vanishes. Once charge noise is included, the subharmonic response region shrinks until about \(t = 50T\).

From then on, it remains approximately constant for long times \((t \approx 1000T)\).

Clearly Fig. 1 does not represent a state in a DTC regime. The absence of charge noise leads to the bulk thermalizing after a few tens of Floquet periods. The importance of charge noise in establishing a DTC regime has been long known, but Figs. 1-2 serve as a concrete demonstration of DTC dynamics for a small system size \((L = 4)\) and small times \((t < 200T)\). These regimes can be explored using current semiconductor spin qubit technology, especially since only high-fidelity readout, initialization, and single-qubit gates are necessary.

We can see a similar stabilizing effect of charge noise in Figs. 3 and 4. We examine the third autocorrelator, since only the bulk spins contain useful information regarding whether or not the system is in a DTC regime. Without charge noise, the autocorrelator generally vanishes for any initial state that is not ferromagnetic or antiferromagnetic. When charge noise is present, a region of high autocorrelation persists for small \(\varepsilon\), with no apparent dependence on the value of \(J_0\). For larger systems, if the \(n^{th}\) autocorrelator is in a ferromagnetic or antiferromagnetic domain and far from a domain wall, it is also possible to see longer than expected lifetimes, even though the system is not in a DTC regime. Fortunately for \(L = 4\), our calculations are not affected by the effects of large, polarized domains. Here we see another “red herring” that may lead researchers astray. If an experimentalist chooses an initially polarized state, as is common, the system will always be found to show subharmonic response for certain choices of \(\varepsilon\) and \(J_0\). A time
FIG. 2. Average autocorrelators for the initial state $|\psi_0\rangle = |1000\rangle$ over a region of Ising couplings $J_0$ and $\pi$-pulse errors $\varepsilon$ in the presence of charge noise. $h_0 = 2.0 \times 10^4$, $\sigma_h = 50.0$. $\sigma_J = 3.0$. Averaged over 100 realizations of disorder. **Top row:** The average autocorrelator of the first qubit $Z_1(t)$. For sufficiently small $\varepsilon$, we see high autocorrelation for any value of $J_0$. **Bottom row:** The average autocorrelator of the third qubit $Z_3(t)$. Because of charge noise, the DTC regime is apparent for either spin observed. The autocorrelators for both bulk and edge spins are about the same.

Crystal should not display qualitatively different dynamics based on its initial configuration.

In order to properly diagnose whether a spin chain is in a DTC regime, it is imperative both to measure autocorrelators in the bulk and to examine a variety of random initial states. Edge autocorrelators have long lifetimes for all initial states. Ferromagnetic and antiferromagnetic initial states have long lifetimes for all autocorrelators. But neither are indicative of TTSB.

When subharmonic response persists for the bulk spins of systems that lack any kind of initial spatial order, the system is in a DTC regime. These calculations serve as clear evidence that DTC dynamics can be captured on a small number of qubits.

We examine the effects of charge noise $\sigma_J$ in a Fig. 5. A qualitative change is apparent at $\sigma_J \approx 0.2$. The amount of charge noise necessary to stabilize the DTC regime appears to be independent of the base interaction strength $J_0$. Sufficiently small $\sigma_J$ leads to the DTC regime completely vanishing, except for when $\varepsilon = 0.0$, which is trivial, and not the signature of DTC dynamics. We examine the effects of magnetic noise $\sigma_h$ in a Fig. 6. The magnetic noise has little effect on the lifetime of the DTC regime because the disorder is Ising-odd, so the effects of the disorder are mostly echoed out after every two $\pi$-pulses. The magnitude of $h_0$ has little to no effect on the regime of the system.

The difference between an edge and bulk autocorrelator is shown in Fig. 7. An FSPT regime is clear for sufficiently small charge noise $\sigma_J$ and pulse error $\varepsilon$. This agrees well with the findings in Fig. 4 and it is now clear that an FSPT regime survives beyond the limiting case where $\sigma_J = 0$. For larger values of $\varepsilon$, the system completely thermalizes ($Z_n(t) \approx 0$ for all $n$). However, as we increase charge noise, the systems transitions from an FSPT regime to the DTC regime shown in Fig. 5.

**IV. SUMMARY AND CONCLUSION**

We examined the effect of a Floquet drive on autocorrelators of a spin chain of four qubits in an Ising model with nearest-neighbor, Ising-even disorder as well as onsite, magnetic disorder. We demonstrated that certain measurements are much more predictive of DTC order than others. Whenever the initial state is spatially ordered, the system is in a DTC regime. These calculations serve as clear evidence that DTC dynamics can be captured on a small number of qubits.

We simulated these phenomena by only considering a system
FIG. 3. The autocorrelator $Z_3(t)$ for various initial states in the absence of charge noise. $h_0 = 2.0 \times 10^4$, $t = 200T$. $\sigma_h = 50.0$, $\sigma_J = 0.0$. Averaged over 100 realizations of disorder. Ferromagnetic and antiferromagnetic states always exhibit regions of high autocorrelation for all spins, regardless of whether the system is in a DTC regime. However, for a system to be in the DTC regime, it must exhibit high autocorrelation for any random initial state. 

size of $L = 4$, which is well within the current spin qubit experimental capabilities.

Our scaling analysis extended the length of the qubit chains to $L = 13$. Although this is far from the thermodynamic limit, the trend is encouraging, as the lifetime seems to diverge exponentially with the chain length. However, the possibility of demonstrating rich regime structure with only $L = 4$ is an incredibly encouraging result for semiconducting spin qubits. Furthermore, simulating a DTC only requires reliable initialization and readout, and relatively high fidelity one-qubit gates (less than ideal one-qubit gates correspond to nonzero $\varepsilon$). Noisy two-qubit gates should not inhibit the DTC realization, as Ising-even disorder is actually a key ingredient

FIG. 4. The autocorrelator $Z_3(t)$ for various initial states with the inclusion of charge noise. $h_0 = 2.0 \times 10^4$, $t = 200T$. $\sigma_h = 50.0$, $\sigma_J = 3.0$. Averaged over 100 realizations of disorder. This system exhibits high autocorrelation for any random initial state, which is one of several effective diagnostics for identifying the DTC regime.
FIG. 5. Regime diagrams for the DTC regime over a region of \((\varepsilon, \sigma_J)\) space. \(|\psi_0\rangle = |1000\rangle\), \(t_2 = 1\), \(h_0 = 2.0 \times 10^4\), and \(\sigma_h = 50.0\) for both plots. A region of high autocorrelation clearly exists for small enough values of \(\varepsilon\) when \(\sigma_J t_2 > 0.2\). The autocorrelators are calculated after 200 Floquet periods and averaged over 2000 realizations of disorder. The diagram on the left corresponds to \(J_0 = 5.0\). The diagram on the right, practically identical to the one on the left, corresponds to \(J_0 = 10,000\).

FIG. 6. Regime diagrams for the DTC regime over a region of \((\varepsilon, \sigma_h)\) space. \(|\psi_0\rangle = |1000\rangle\), \(t_2 = 1\), \(J_0 = 1.5\), and \(\sigma_J = 3.0\) for both plots. The autocorrelators are calculated after 200 Floquet periods and averaged over 2000 realizations of disorder. The diagram on the left corresponds to \(h_0 = 5.0\). The diagram on the right, practically identical to the one on the left, corresponds to \(h_0 = 10,000\).

FIG. 7. The difference between the first and third autocorrelator for an \(L = 4\) Ising spin chain. The cream-colored region indicates the presence of edge modes where the bulk thermalizes \((Z_3(t) \approx 0)\), but the edge spins retain their period doubling temporal order \((Z_1(t) \approx 1)\). This is a signature of a Floquet symmetry-protected topological (FSPT) phase.

for system-wide subharmonic response.

Current silicon spin quantum devices are not capable of large-scale quantum computation due to their relatively small system sizes and prominent noise. However, our work shows that they are capable of simulating complicated quantum dynamics which are not otherwise easily accessed experimentally. In the case of time crystals, these dynamics are surprisingly predicted to survive (possibly) in the thermodynamic limit, making them an out-of-equilibrium, dynamical phase of matter. Our work provides encouraging evidence that the stabilization of both FSPT and DTC regimes is currently accessible using modern QD spin qubit devices. It also establishes that it is possible to explore prethermal dynamics in such devices for “bad actor” states which appear to be DTCs at first glance, but whose DTC order quickly deteriorates away from “sweet spots” in the choice of initial state or observable measured. Distinguishing between these regimes is necessary in order to verify that any experimental dynamics are indicative of a discrete time crystal. Because these two regimes are distinguishable for both small system sizes and for short times, silicon quantum dot qubit systems are well positioned to host a physical realization of time crystals.
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Appendix A: Scaling Analysis

We performed scaling analysis for the average lifetime of a chain of length \(L\). After calculating \(Z_{L/2}(t)\) over random initial states and many realizations of disorder, we found the average lifetime at which the autocorrelator dropped below 0.1. These average lifetimes are plotted as a function of \(1/L\) in Fig. 8. We performed a logarithmic least-squares fit and found that the lifetimes approximately obeyed the following scaling behavior.

\[
\langle t_L \rangle = 1.3 \exp \left( 2.2 L \right)
\]

It’s clear from Fig. 8 that our simulations reproduce the theoretical prediction that the DTC lifetimes diverge exponentially with the system size. Of course, this says little regarding the behavior for truly many-body systems, whose number of constituents is much closer to Avogadro’s number than to unity. However, it does show that for intermediate size systems, the DTC lifetime is infinite for all practical purposes. For a spin chain of \(L = 13\) that is completely isolated, the time-crystalline order is expected to survive for over 5 trillion Floquet periods before thermalizing.

It may even be possible to observe these dynamics in an even smaller spin chain. We simulated an \(L = 3\) spin...
Appendix B: Heisenberg-to-Ising pulses and pulse durations

Silicon spin qubits interact via the Heisenberg exchange interaction. Heisenberg-to-Ising (H2I) pulses are pulse sequences designed to transform the interactions of a system from the Heisenberg exchange interaction to a simple Ising interaction \[ H \]. The unitary arising from Heisenberg interactions between quantum dots takes the following form

\[
U_H(t) = \exp \left[ -i \frac{t}{\hbar} \left( \sum_n J_n \sigma_n \cdot \sigma_{n+1} + \sum_n h_n \sigma^z_n \right) \right].
\]  

We then interleave \( n \) pulses on every other spin in the chain throughout the duration of \( t_2 \) so that \( \tilde{U}_2 \) previously defined in Eq. 1 with \( n \) H2I pulses is instead given by

\[
\tilde{U}_2 = \left[ \exp \left( \frac{i\pi}{2} (\sigma^z_1 + \sigma^z_2) \right) U_H(t_2/n) \times \exp \left( -\frac{i\pi}{2} (\sigma^z_1 + \sigma^z_2) \right) U_H(t_2/n) \right]^{n/2}.
\]  

In an ideal case, where we have a pure Heisenberg model, then we would expect 2 H2I pulses to be sufficient to transform the system to an Ising model. However, the presence of noise breaks this ideal case, and instead many pulses are needed to reproduce Ising-like results. The effects of H2I pulses are shown in Fig. 10.

Clearly, many H2I pulses are needed in order to well approximate the Ising case. However, even when a large number of Heisenberg-to-Ising cannot be performed, a smaller number can create a window of \( \sigma_J \) which spans several orders of magnitude that can support a DTC regime, as seen in Fig. 10-d.

We investigated the effects of pulse timing, and found that the longer the “stabilization” period \( t_2 \), the less disorder is required in order to stabilize DTC order. Our results are shown in Fig. 11. In Fig. 5 it was clear that the mean value of the Ising coupling had no effect on the boundaries of the DTC regime. However, since the pulse duration scales the magnitude of the disorder, and not just the mean value, less disorder is required for larger values of \( t_2 \). According to our simulations, the transition from FSPT to DTC regimes occurs at \( \sigma_J t_2 \approx 0.2 \). Changing the minimum acceptable level of charge noise is especially helpful when the Ising interactions cannot be perfectly reproduced using H2I pulses. In this case, one can extend \( t_2 \) in order to expand the window of acceptable levels of \( \sigma_J \) in order to tune the DTC parameters to a specific quantum dot system.
FIG. 10. The effectiveness of Heisenberg-to-Ising (H2I) pulses. The third autocorrelator $Z_3(t)$ after 200 Floquet periods, averaged over 200 realizations of disorder. In all plots $|\psi_0\rangle = |1000\rangle$, $J_0 = 5.0$, $h_0 = 2.0 \times 10^4$, and $\sigma_h = 50.0$. (a) The regime diagram for an Ising model. (b-d) The regime diagram for a Heisenberg model with (b) 8, (c) 64, and (d) 256 H2I pulses.

Appendix C: Choice of exchange coupling disorder distribution

The Ising-even disorder (the critical ingredient of a discrete time crystal regime) originates from charge noise, which is prevalent in silicon quantum dots. Charge noise is a notoriously poorly understood topic from a theoretical standpoint, though we can still model charge noise phenomenologically.

The charge noise power spectrum in silicon is approximately $1/f$ [31, 32]. Accordingly, low-frequency dynamics dominate, and for short time scales, such as the lifetime of a four-qubit time crystal, it is reasonable to treat the noise as quasistatic, meaning that the exchange couplings can be treated as approximately constant. This of course is not true for long time scales, such as for the DTC lifetime of a large number of qubits. However, this would not affect the fact that DTC-like behavior can be detected and differentiated from the most common experimental “red herrings” using only four quantum dots in silicon.

The next natural question to consider is whether the precise shape of the exchange coupling probability distribution affects our results. We repeated our calculations from Fig. 5 but with different distributions of exchange coupling. We present these results in Fig. 12. We considered three different probability distribution functions for the exchange couplings: uniform, normal, and Cauchy-Lorentz. The exact shape of the distribution function of $J_n$ had little qualitative effect on our main result: In order to detect the subharmonic response that is a true signature of time-crystalline behavior in such small systems, the disorder in the exchange couplings must be sufficiently large.
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