Influence of Body Waves, Instrumentation Resonances, and Prior Assumptions on Rayleigh Wave Ellipticity Inversion for Shallow Structure at the InSight Landing Site
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Abstract Based on an updated model of the regolith’s elastic properties, we simulate the ambient vibrations background wavefield recorded by InSight’s Seismic Experiment for Interior Structure (SEIS) on Mars to characterise the influence of the regolith and invert SEIS data for shallow subsurface structure. By approximately scaling the synthetics based on seismic signals of a terrestrial dust devil, we find that the high-frequency atmospheric background wavefield should be above the self-noise of SEIS’s SP sensors, even if the signals are not produced within 100–200 m of the station. We compare horizontal-to-vertical spectral ratios and Rayleigh wave ellipticity curves for a surface-wave based simulation on the one hand with synthetics explicitly considering body waves on the other hand and do not find any striking differences. Inverting the data, we find that the results are insensitive to assumptions on density. By contrast, assumptions on the velocity range in the upper-most layer have a strong influence on the results also at larger depth. Wrong assumptions can lead to results far from the true model in this case. Additional information on the general shape of the curve, i.e. single or dual peak, could help to mitigate this effect, even if it cannot directly be included into the inversion. We find that the ellipticity curves can provide stronger con-
straints on the minimum thickness and velocity of the second layer of the model than on the maximum values. We also consider the effect of instrumentation resonances caused by the lander flexible modes, solar panels, and the SEIS levelling system. Both the levelling system resonances and the lander flexible modes occur at significantly higher frequencies than the expected structural response, i.e. above 35 Hz and 20 Hz, respectively. While the lander and solar panel resonances might be too weak in amplitude to be recorded by SEIS, the levelling system resonances will show up clearly in horizontal spectra, the H/V and ellipticity curves. They are not removed by trying to extract only Rayleigh-wave dominated parts of the data. However, they can be distinguished from any subsurface response by their exceptionally low damping ratios of 1% or less as determined by random decrement analysis. The same applies to lander-generated signals observed in actual data from a Moon analogue experiment, so we expect this analysis will be useful in identifying instrumentation resonances in SEIS data.
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1 Introduction

The InSight mission will for the first time deploy a very sensitive seismometer package, SEIS, directly on the surface of Mars by the end of 2018 (Banerdt and a 2018; Lognonné et al. 2018). As the InSight landing site is covered by a low-velocity regolith layer, broadly similar to the low-velocity region near the surface of the Moon, a visible influence of seismic wave propagation through this layer, as it was observed in the Apollo lunar data (Lammlein et al. 1974), is also expected in the seismograms recorded by SEIS. Thus, the understanding and quantification of this effect is important for the interpretation of SEIS data. In addition, the physical properties of the regolith are of interest in themselves, although they are not part of InSight’s Level 1 science requirements. A better understanding and characterization of the Martian regolith’s mechanical properties is important for future landing site selection (e.g. Perko et al. 2006) and rover missions (e.g. Gouache et al. 2011), as well as for the study of rock degradation (Charalambous et al. 2011; Charalambous and Pike 2014) and geomorphology at the landing site. Therefore, a number of experiments that will allow InSight to study the physical properties of the regolith at the landing site are currently planned (Golombek et al. 2018).

One way to constrain the elastic properties of the regolith using SEIS data is analysing the high-frequency horizontal-to-vertical spectral ratio (H/V) of the ambient wave field. This technique is a single-station method widely used to study site effects on the Earth (e.g. Panou et al. 2005; Picozzi et al. 2005; Poggi et al. 2012) and has also been applied to the Apollo lunar recordings of the coda of shallow source events (Mark and Sutton 1975; Nakamura et al. 1975; Horvath et al. 1980; Dal Moro 2015). Empirical evidence shows that, if a dominant peak is observed in the H/V curve, the frequency at which it occurs is a good proxy for the fundamental resonance frequency of the site (e.g. Lachet and Bard 1994; Malischewsky and Scherbaum 2004). Opinions diverge on the origin of this H/V peak, though, with Nakamura (2000, 2008) favouring horizontally polarized S-wave (SH) resonances in the soft surface layer as explanation, while other authors interpret the H/V curve in terms of frequency-dependent Rayleigh wave ellipticity (e.g. Lachet and Bard 1994; Konno and Ohmachi 1998; Fäh et al. 2001; Bonnefoy-Claudet et al. 2006a). For a range of structural models, Bonnefoy-Claudet et al. (2008) have shown that in fact the detailed composition of the ambient wavefield, i.e. in terms of body and surface wave content, does
not influence the correlation between the H/V peak frequency and the theoretical resonance frequency of the site. This validates the approach to use H/V peak frequencies to map the spatial distribution of site resonances often used in the context of seismic hazard assessment (e.g. Bonnefoy-Claudet et al. 2009). In contrast, assumptions on the wavefield composition are necessary for detailed modelling of the observed curve, and when inverting the curve for subsurface structure. Here, recent approaches aim at modelling the complete ambient wavefield by diffuse field theory (Sánchez-Sesma et al. 2011; García-Jerez et al. 2013), or at extracting the Rayleigh wave ellipticity from the ambient wavefield using either array (e.g. Poggi and Fäh 2010; Maranò et al. 2017) or single station methods (see Hobiger et al. 2012, for an overview).

In a previous paper (Knapmeyer-Endrun et al. 2017), we tested the application of several single-station methods to extract Rayleigh wave ellipticity information from a synthetic random wavefield for a shallow subsurface model of the InSight landing site and inverted the resulting ellipticity curves with the conditional Neighbourhood Algorithm (Sambridge 1999; Wathelet 2008). In that study, we found that reasonable a priori constraints on regolith properties, i.e. from the analysis of seismic signals generated by the penetration of InSight’s HP3 heat flow probe (Kedar et al. 2017) or regolith thickness maps based on orbital imagery, allow to resolve the velocity-depth trade-off inherent to ellipticity inversion (e.g. Scherbaum et al. 2003) and to extract properties of the sub-regolith layers. Here, we build on this study, but update it by using a better defined subsurface model, a more realistic ambient wavefield, and by considering the influence of known noise sources in the immediate vicinity of the sensor due to installation conditions specific to InSight. Besides, we investigate the consequences of wrong assumptions with regard to the parameter space on the inversion results.

With less than a year until InSight’s landing, the reference model for the regolith at the landing site has been refined (Morgan et al. 2018), leading to differences in regolith velocity, density, attenuation, and thickness for the baseline model compared to the previous study. Besides, by using modal summation, the previous study considered a wavefield built up by surface waves, with no explicit body wave content. This might be a reasonable first approximation given the dominance of surface waves in ambient vibration wavefields on Earth (Bonnefoy-Claudet et al. 2006b) and the expected surface location of the main, i.e. atmospheric, sources of ambient noise on Mars. However, re-evaluation of the results might still be prudent for a more realistic and complete ambient noise wavefield. We also quantify the influence of experimental conditions, i.e. by addressing the influence of high-frequency lander-generated noise (Murdoch et al. 2018), and of the resonances of the SEIS levelling system (LVL) on which the seismometers are mounted (Fayon et al. 2018). While additional experiments might help to put further constraints on installation-related noise, e.g. due to the tether load shunt assembly (Lognonné et al. 2018), the changes mentioned above and described in more detail below are significant enough to warrant a re-consideration of previous results. Besides, we also investigate the influence of incorrect a priori constraints on the parameter space, specifically density and velocities in the regolith, on the inversion results for ellipticity curves. In the following, we first briefly introduce the employed methods, focusing on differences to the previous study. Then, we describe and discuss the results in terms of the ability to extract the Rayleigh wave ellipticity from the more complex wavefield, to recognize and separate lander- and LVL-generated noise from site resonances, to distinguish between different considered regolith models by inversion, and to identify issues with prior constraints on the parameter space.
2 Methodology

2.1 Subsurface Model

The general stratigraphy of the subsurface model is still based on observations from an escarpment at Hephaestus Fossae, near the InSight landing site (Golombek et al. 2017), and from the onset diameter of rocky ejecta craters (Warner et al. 2017). The escarpment at Hephaestus Fossae exposes a layer of fine-grained regolith grading into more coarse, blocky ejecta containing meter to ten-meter scale boulders on top of jointed basaltic bedrock (Knapmeyer-Endrun et al. 2017). However, details on the top-most regolith layer have been updated in accordance with the best available a priori knowledge (Morgan et al. 2018), which in some cases also affects the properties of deeper layers of the model. Moreover, as the surface density at the landing site can be estimated reasonably well, but the density profile within the regolith depends a lot on the unknown state of compaction, a suite of three models is introduced in Morgan et al. (2018), based on three different compaction states. We also consider this set of models here, with the densely compacted (intermediate) model as baseline.

While the expected range of regolith thicknesses within the InSight landing ellipse is still between about 3 and 17 m (Golombek et al. 2018), the detailed study by Warner et al. (2017) indicates that 85% of the ellipse are covered by at least 3 m of regolith and 50% by at least 5 m of regolith. Warner et al. (2017) estimate that the uppermost fine-grained regolith averages around 5 m thick, which grades into a coarser, blocky material, with the boundary to igneous bedrock between approximately 12 and 18 m depth. As a result, we have assumed the lowest seismic velocities for the fine-grained regolith in the top 5 m, grading into higher velocities for the coarse blocky ejecta from 6–11 m depth, with higher velocities for fractured basalt, grading into intact basalt, below. This replaces the previous model of 10 m thick fine-grained regolith, over 10 m of coarse blocky material, with fractured basalt beneath (Knapmeyer-Endrun et al. 2017).

The regolith velocities in the previous model were based on laboratory measurements on regolith analogues (Delage et al. 2017). However, closer scrutiny resulted in different scaling parameters to fit the observed data, which in turns means that the derived regolith velocities are lower than previously estimated. This results in P- and S-wave velocities of around 80 m/s and 50 m/s at the surface, assuming an atmospheric pressure of 0.6 kPa, but rapidly increasing to 250 m/s and 150 m/s within the upper-most 5 m (Fig. 1). Velocities in the coarse-ejecta layer are also lowered by 12–17% to maintain an increase in P-wave velocity by about a factor of 5 at the transition from fine-grained regolith to coarse ejecta. Velocities for the fractured and pristine basalt layers remain the same as before.

While we previously assumed a constant regolith density based on the unit mass density of the lab tests (Delage et al. 2017), we now include more realistic density profiles based on the best estimate of the surface density at the landing site, 1300 kg/m$^3$, and three different compaction models, which are associated with density increases to about 1325 kg/m$^3$, 1400 kg/m$^3$, 1500 kg/m$^3$ at 5 m depth, respectively (Morgan et al. 2018). Even in the most compacted case, densities at the bottom of the 5 m regolith layer are still lower than assumed in the previous modelling, so densities in the coarse ejecta layer are also decreased to 1700 kg/m$^3$ to maintain a comparable density contrast at the transition. Densities in the fractured and intact basalt are not changed from the previous model. The velocity variations corresponding to the different density models are very minor, so these models allow us to investigate the effect of a change in density alone on the measured Rayleigh wave ellipticity. Ivanov et al. (2016) recently investigated the influence of inaccurate assumptions on density
Fig. 1 Models of elastic properties of the shallow subsurface at the landing site used for forward calculations. Bottom row shows zoom into the upper-most 5 m that consist of fine-grained regolith. Distinct layers are fine-grained regolith to 5 m depth, coarse ejecta to 11 m depth, and fractured basalt transitioning to intact basaltic rock below 12 m depth. Red, black, and blue colours refer to regolith density profiles assuming medium, dense, and very dense compaction (Morgan et al. 2018).

Estimates have also been refined based on laboratory results for fines and granular material at dry, but non-vacuum, conditions (Jones 1972; Pilbeam and Vaišnys 1973; Griffiths et al. 2010), and Mindlin theory (Brunet et al. 2008). The basic assumption, as in the previous study, is a dry state of the Mars regolith compared to terrestrial sediments, leading to comparatively large $Q$ values. Compared to the Moon, though, monolayers of adsorbed water, which are missing under high vacuum conditions, are still assumed to be present (Möhlmann 2004, 2008), leading to somewhat lower $Q$ values than observed on the Moon (Tittmann 1977; Tittmann et al. 1980). Based on Mindlin theory, $Q$ values depend on pressure and increase rapidly with depth, resulting in values between 190 and 245 at 5 m depth.
Fig. 2  a) First three modes of Rayleigh wave ellipticity for the models depicted in Fig. 1, with dark to light colours referring to mode 0 to 2, respectively. Red, black, and blue colours indicate models with medium, dense, and very dense compaction as in Fig. 1. b) Zoom into a) to highlight differences between the three models depending on the density model. These values are about an order of magnitude larger than those used in the previous study that employed scaled rule-of-thumb values for terrestrial sediments (Knapmeyer-Endrun et al. 2017). \(Q\)-values of the coarse ejecta layer are likewise increased to a value of 300 to take the significantly larger values at shallow depth into account. The \(Q\)-values of the fractured and intact basalt are not changed compared to the previous modelling.

Theoretical ellipticity curves for the Rayleigh fundamental mode and the first two higher modes are shown in Fig. 2. As is readily apparent, the curves for the three models are very similar, owing to the dominant effect of S-wave velocities on the ellipticity. The main difference between the three models is not in velocities, though, but in the density and \(Q\) distribution within the sandy regolith layer, i.e. the uppermost 5 m of the models. The fundamental mode peak of the curve consists of two overlapping, narrow peaks. A similar shape has already been obtained in the previous study, depending on the velocity in the coarse ejecta layer. Which of the two narrow peaks has the dominant amplitude varies, depending on the contrast in density and \(Q\) at the bottom of the sandy regolith layer. Closer inspection of the curves around this peak shows that there is a small offset between the least and most compacted models (red and blue curves), which might be measurable, especially along the left flank of the peak (Fig. 2b). Besides, the minima in the first higher mode seem distinct between these two, and maybe even between all three, models. However, there is overlap between all three modes in the frequency range of interest for analysing these minima (10–12 Hz), and it will depend on the propagation characteristics of the various modes as well as on the noise sources if this distinction can be measured and used when dealing with actual data.

2.2 Calculation and Scaling of Synthetic Seismograms

Synthetic seismograms are again calculated using the Computer Programs in Seismology by Herrmann (2013), but now employing wavenumber integration instead of modal summation. This guarantees a wavefield that will also contain body waves, as the whole wave field is build up from body waves in this formulation. Modal summation, by contrast, tries to describe the complete wavefield by using increasingly higher modes of surface waves, which should lead to the same result for an infinite number of modes. In the previous study, as well as here, the number of modes was limited to 25 for both Love and Rayleigh. The main influence on the generated wavefield is due to the lowermost 10 modes, though, as higher
modes exist only at frequencies above 50 Hz for the models considered here. The synthetic seismograms generated by both approaches are compared in Fig. 3. Whereas the overall appearance of the seismograms is broadly similar, as the same sources were used, details of the waveforms and relative amplitudes differ to a minor degree (Fig. 3c, d). We again use 5000 randomly distributed sources in distances of up to 5000 m from the seismometer, which are randomly activated up to 5 times with random amplitudes varying by up to a factor of 10, to generate synthetic seismograms of 30 min length. The source signals are delta-peak force functions of random orientation. This is a simplification compared to actual atmospheric
sources, which might be moving observably (Lorenz et al. 2015), and have a more complex source-time function.

When only considering spectral ratios, the absolute amplitudes of the individual channels are basically not relevant as long as the relative amplitudes between channels are correct. However, here we are also interested in the relative influence of different noise sources, e.g. wind acting on the lander. In this context, the amplitude of the ambient vibration background wavefield actually becomes important. The most accurate way to arrive at a meaningful scaling of the atmospheric background wavefield would be to couple large eddy simulations with wave propagation through the shallow subsurface (Kenda et al. 2017). This, however, requires atmospheric simulations at high frequencies, including turbulent effects, which are computationally very costly. Here, we instead use two different reference measurements of dust devil signals recorded on different planets to estimate the amplitudes of the atmospheric background noise at high frequencies on Mars: a recently identified likely dust devil signal in Viking seismic data (Lorenz et al. 2017), and a terrestrial seismic observation of the high-frequency surface wave signal generated by a dust devil (Kenda et al. 2017).

The only available seismic data from Mars so far were obtained by the Viking 2 lander, as the seismometer carried by Viking 1 failed to uncage after landing (Anderson et al. 1977). Although the short-period seismometer on Viking 2 operated for over 500 sols, only one candidate local seismic event was identified in the data, indicating lower global seismic activity than on Earth. In contrast, the data showed a strong correlation with the wind speed at the landing site, as the seismometer was located on top of the lander and thus very sensitive to wind-induced lander vibrations (Nakamura and Anderson 1979). Various lander operations, e.g. antenna, camera, sample arm, and even tape recorder motions, also left characteristic signals in the seismic recordings. The sensitivity of the Viking 2 seismometer was an order of magnitude less than the sensitivity of the Apollo Lunar Short Period seismometer for periods shorter than 1 s, and five orders of magnitude less than the Apollo Lunar Long Period seismometer for periods longer than 10 s (Lognonné et al. 2018), though, and data were recorded at 8 bit in various stages of compression (Anderson et al. 1977). Assuming a realistic value for anelastic attenuation within Mars, Goins and Lazarewicz (1979) found that only events with a magnitude larger than 9 would have been globally detectable with the Viking installation due to the issues described above.

The Viking 2 seismic data that were recorded in high data rate or event mode were recently archived in NASA's Planetary Data System by Lorenz et al. (2017). They identified a seismic event recorded on Sol 482 of Viking 2 operations that was most likely caused by a dust devil (Fig. 4a–f). The corresponding data was recorded in event mode, meaning the envelope of the signal and the number of positive axis crossings was registered at a sampling rate of 1.01 Hz. Maximum envelope amplitudes for this event are between 12 on the vertical and 25–40 on the horizontal components. The number of positive axis crossings indicates that the event contains more high-frequency energy than the background, with dominant frequencies between 2 and 7 Hz, similar to the frequency range with the highest magnification in this registration mode, 2 to 5 Hz. Higher frequency energy, as observed in the terrestrial dust devil data, might have been present, but would be diminished in amplitude due to the instrument transfer function. Lorenz et al. (2017) give a scaling factor to translate the digital units of Viking event mode registrations into physical ground displacement. For frequencies between 2 and 5 Hz, this scaling factor lies between 3.4 and 5.1 nm/DU, indicating maximum observed displacements on the order of 170 nm on the horizontal and 50 nm on the vertical component. Integrating the synthetic data, scaling the horizontal components to this maximum value, and differentiating back to ground velocity results in maximum horizontal amplitudes around 25 µm/s. However, these rather high values are likely an overestimation for the seismic background wavefield generated by atmospheric sources on Mars.
Fig. 4  a) Envelope of the X-component of the Viking-2 seismometer on Sol 482. Time is relative to 17:00. b) Same as a) for the Y-component. c) Same as a) for the Z-component. d) Number of positive axis crossings of the Viking-2 seismometer X-component on Sol 482. Time is relative to 17:00. e) Same as d) for Y-component. f) Same as d) for Z-component. g) North component recording of dust devil signal in Goldstone on 2014/06/27, response corrected and bandpass filtered between 4 and 25 Hz. Time is relative to 23:00 GMT. h) Same as g) for the East component. i) Same as g) for the Vertical component. j) Amplitude spectrum of g). k) Amplitude spectrum of h). l) Amplitude spectrum of i)

as the recorded data do not describe the coupling of the dust devil to the ground and the propagation of these seismic waves through the ground to the seismometer. Rather, the observed motion is caused by coupling of the wind to the lander structure and transmission of these vibrations through the lander to the seismometer (Nakamura and Anderson 1979), which is a more efficient process. Considering terrestrial data that actually contain seismic waves generated by a dust devil and transmitted through the ground could thus offer better constraints.

These kind of data were recorded recently during a field experiment on a dry lake bed in the Californian desert (Lorenz et al. 2015). After correcting for the instrument response, we filter these terrestrial data between 5 and 25 Hz, the frequency band where the energy of the synthetic data is concentrated, with a third-order, zero-phase Butterworth band-pass (Fig. 4g–l). The closest approach of the dust devil to the seismometer was estimated at 150 m (Lorenz et al. 2015), so we consider the maximum horizontal amplitude of a synthetic source at 150 m distance, scale it to the maximum amplitude value observed in the actual data, i.e.
4 µm/s, and apply this scaling to all three components of the complete synthetic seismogram. To account for the different atmospheric conditions on Mars compared to Earth, we need to introduce an additional scaling factor. The seismic signal provided by a dust devil is caused by atmospheric pressure fluctuations as well as the turbulent wind field. Considering the atmospheric density of 0.02 kg/m³ of Mars, which is a factor of 60 lower than the air density at mean sea level at 20 °C on Earth, any displacement produced by atmospheric pressure should also scale with this factor. Considering that dust devils generate acoustic waves observed as atmospheric infrasound at high frequencies (Schmitter 2010; Lorenz and Christie 2015), the impedance contrast between atmosphere and ground could also influence the coupling efficiency with which they produce seismic signals. Using atmospheric densities as described above, a sound velocity of 343 m/s in air and 236 m/s in the Martian atmosphere (Garcia et al. 2017), P-wave velocity and density as given by Lorenz et al. (2015) for the site of the terrestrial dust devil observation, and the P-wave velocity and density of the regolith in the models, the transmission coefficient from the atmosphere into the ground is reduced by a factor of about 20 for Mars compared to terrestrial observation. These considerations do not take into account the attenuation during wave propagation through the ground from the source to the receiver. However, the regolith models for Mars show a higher $Q$, meaning less attenuation, than typical values for terrestrial loose sediments. Accordingly, transferring estimates based on more attenuated terrestrial data to Mars might result in an underestimation of amplitudes, but should not lead to an overestimation. In summary, both the direct pressure effect as well as acoustic wave propagation might contribute to the excitation of seismic waves by atmospheric sources, and a conservative order of magnitude estimate for the difference between this influence on Mars and Earth is a factor of 50. Dividing our scaled Mars synthetics by this value leads to maximum amplitudes of the synthetic background wavefield on the order of 0.23 µm/s, more than a factor of 100 smaller than the estimate based on the Viking data, which is in agreement with a more efficient coupling of wind through the lander. The maximum amplitude of the synthetic wavefield is only by a factor of about 20 smaller than the terrestrial dust devil signal. This is related to the closest source in the synthetics, which happens to be at 68 m, and not 150 m, distance. The average amplitude of the synthetic background wavefield is more than an order of magnitude smaller than the maximum value, though, as most sources are located at larger distances from the sensor (Fig. 3).

Figure 5 compares the spectral amplitudes during one of the largest events, i.e. from 1 to 2 min time in the wavenumber integration synthetics (Fig. 3b), and during a time window with a more common amplitude level, i.e. from 28 to 29 min, to the instrument self noise of SEIS (Mimoun et al. 2017). The general shape of the spectra, with a significant amplitude decrease on the horizontal components below about 6 Hz, is caused by most of the energy being trapped within the shallow subsurface layers. While the amplitudes of the large event are well above the self noise for both SP and VBB sensors at high frequencies, the general ambient noise level will only be visible on the SP sensors, with their higher sensitivity for acceleration at frequencies above approximately 3 Hz. The vertical noise level drops below the instrument self noise around the ellipticity peak, but the fundamental mode peak and both of its flanks should be well resolvable at least between 5.5 and 18 Hz, even without any large atmospheric events in the immediate vicinity of the seismometer. Not only considering a very short time window as used for the spectra here, but stacking a larger amount of data will also help to isolate the subsurface signal at the lower frequencies around the left flank of the peak.
2.3 High-Frequency Lander Mechanical Noise

Local atmospheric pressure changes and the interaction of the wind with the lander are both known to be important sources of noise for SEIS at long periods (Mimoun et al. 2017), but flexible modes of the lander as well as solar panel reverberations also generate higher-frequency noise. The distance between SEIS and the lander’s three feet lies between only 1.80 and 3.75 m in the baseline deployment configuration, meaning it is a very close source, much closer than the atmospheric sources used to generate the synthetic ambient vibration wavefield.

The case of the flapping mode of Phoenix’s solar panels was investigated by Murdoch et al. (2017), based on an image showing vertical blurring of the panels. They estimated the resonant frequency to lie between 0.7 and 2.1 Hz, which is not directly transferable to the InSight lander, though, because of a larger size of the solar panels and an unknown passive damping ratio. A more detailed study of high-frequency lander vibrations specific to the InSight lander is presented by Murdoch et al. (2018), who determine the dominant lander resonance modes based on flexible mode modelling. The frequencies of these modes depend on the environment parameters, i.e. ground stiffness, and lie above 25 Hz for the baseline stiffness model, outside the range of interest here. For the baseline stiffness model, the amplitudes of the lander modes are below the instruments’ self noise. The solar panel resonances occur at lower frequencies, around 10 Hz, but also have significantly lower amplitudes, well below the estimated self-noise of SEIS. This is likely due to the constraints of the flexible mode model, though, which does not include the direct interaction of the wind with the solar panels, but only the interaction of the wind with the lander body that is then transmitted to the solar panels. Higher amplitudes of these vibrations are thus expected on Mars.

Still, as the true amplitudes of the solar panel resonances cannot be adequately captured by the model and information on phasing is also missing, we do not attempt to include these resonances in the synthetic seismograms. Rather, we discuss the implications of the modelling results separately and use data from an actual field experiment to better understand
the mechanical wind noise generated by a lander structure. This field data was collected during the ROBEX Moon-analog mission on Mt. Etna, Sicily (Wedler et al. 2017). It consists of recordings by a short-period seismometer (Lennartz LE-3Dlite, eigenfrequency 1 Hz) buried in volcanic sand about 10 m from a mock-up lander structure (Fig. 6). The lander has an octagonal body mounted on four legs, with a total mass of approximately 450 kg and a 2.8 m-by-2.8 m footprint. The lids of its four payload bays are covered with solar panels that form a “+”-shaped solar array 2.1 m above the ground when opened. The seismometer recorded continuously for 2 weeks at 250 Hz sampling rate, including time before the lander was set up in place, and times when the solar panels of the lander were open and closed. This time period also contains very different wind levels as monitored by a weather station installed at about 85 m distance from the seismometer, with half-hour averaged wind speeds between 1 m/s and more than 20 m/s, and peak winds of more than 30 m/s during a storm. Although the lander mock-up used during this experiment is not intended to simulate the InSight lander, and has in fact even a different number of legs and solar panels, this data set should help to better understand the types of seismic waves that are generated by wind interacting with the lander, and how they will affect near-by seismic recordings.

2.4 Test Measurements Analyzed for LVL Effects

The location of the Viking seismometers on top of the respective landers played an important role in their high sensitivity to wind noise. InSight will try to mitigate this effect by placing SEIS directly on the surface of Mars. As the exact surface conditions, e.g. ground tilt, at the instrument site are as yet unknown, but the very broad-band three-component sensor of SEIS requires a level placement to operate, the SEIS instruments are installed on a levelling system (LVL). The LVL consists of a structural ring that provides the interface to the sensors, and three linear actuator legs that can be moved independently to compensate ground tilts of up to 15°, the maximum expected at the landing site (Golombek et al. 2017), in an arbitrary direction. The feet of the LVL provide coupling to the ground via a cone-shaped tip of 20 mm length expected to sink into the regolith (Fayon et al. 2018). As the LVL legs are not completely rigid, horizontal eigenmodes of the structure have been observed during performance tests.
Fig. 7 The three configurations for which LVL effects on the Rayleigh wave ellipticity were analysed. 

a) LVL flight model installed on the floor of the MPS clean room. The green cylindrical instrument on top of the LVL is the Trillium compact sensor. The reference sensor, placed on the ground next to the LVL, is visible in the upper left of the picture. During the measurements, both the reference sensor and the LVL were covered to provide protection from the wind noise produced by the venting in the clean room. 

b) LVL qualification model in the sandbox at CNES. The reference sensor is directly behind the LVL on the sand and cannot be seen in this picture. A second reference sensor is placed in the grey PVC tube at the back of the sandbox, in direct contact with the ground beneath the sand. The whole sandbox was covered by thermal and wind shielding during the measurements. 

c) LVL engineering model on Vulcano island. The reference sensor is in the center background beneath the black thermal and wind cover provided by the manufacturer. During the measurements, the LVL was also covered by a thermal and wind protection.

The influence of LVL resonances is considered separately here, as they have been observed to occur between 35 Hz and 50 Hz for a variety of configurations, i.e. ground tilts, above the maximum frequency of 25 Hz included in the calculation of the synthetic seismograms. So we look at actual data recorded with a terrestrial commercial sensor (Trillium compact 120s) on the LVL in three different configurations instead to determine the LVL effect on ellipticity curves derived from data recorded by SEIS. The three different configurations are:

1. MPS: A measurement taken with the LVL flight model on the solid floor of the cleanroom in the Max Planck Institute for Solar System Research (MPS), with all LVL legs extracted by an equal, small length of 0.5 mm, corresponding to the baseline configuration of levelling low on smooth ground. A reference sensor was placed on the cleanroom floor next to the LVL (Fig. 7a). Data were sampled at 200 Hz and 2 hours of continuous recordings were available for analysis.
2. CNES: A measurement taken with the LVL qualification model in a sandbox in the clean-room of the Centre National d’Etudes Spatiales (CNES) in Toulouse. The model in this case was more complete, including the bottom plate of the RWEB thermal enclosure and the SEIS tether (Lognonné et al. 2018). The LVL was in a tilted configuration. A reference sensor was placed on the sand next to the LVL, and another one in a PVC tube on the bottom of the sandbox, i.e. not within the sand (Fig. 7b). Data were sampled at 100 Hz and 6 hours of continuous recordings were available for analysis.

3. Vulcano: A measurement taken with the LVL engineering model on Vulcano (Aeolian Islands, Italy) on basaltic sand in a tilted configuration. A reference sensor was placed on a thin rock plate (∼1 cm thick) in the sand next to the LVL (Fig. 7c). Data were sampled at 200 Hz and 6 hours of continuous recordings were available for analysis.

2.5 Extraction of Rayleigh Wave Ellipticity and Identification of Instrumentation Resonances

The conventional H/V measurement, which just considers the ratio between horizontal and vertical spectra, might not provide a true measure of the Rayleigh wave ellipticity as it can be biased by other contributions to the wavefield, i.e. body waves or Love waves. Specifically, the Love wave Airy phase might have a strong influence on H/V curves (Bonnefoy-Claudet et al. 2008). Single-station methods that attempt to extract parts of the ambient vibration wavefield dominated by Rayleigh waves before calculating the spectral ratio are based on the $\pi/2$ phase shift between the vertical and radial component of Rayleigh waves. Methods tested in the previous study and again applied here are H/V based on time-frequency analysis (HVTFA, Kristekova 2006; Fäh et al. 2009) and the RayDec method (Hobiger et al. 2009). The HVTFA method tries to identify Rayleigh waves by searching for maxima on the vertical component data after transferring them into the time-frequency domain by using a continuous wavelet transform, based on modified Morlet wavelets. Time windows that contain mainly horizontal energy are thus excluded from consideration. The ellipticity is calculated by using the maximum horizontal component value with a $\pm \pi/2$ phase shift for each vertical maximum, as diagnostic of Rayleigh waves. All values at a given frequency are analysed statistically via filtering of histograms. For the RayDec method, the data are split into short analysis time windows which are shifted by $\pi/2$ for the horizontal compared to the vertical component. The radial direction of the signal in each time window is obtained by maximizing the correlation between a rotated horizontal component and the vertical component while varying the rotation angle. Radial and vertical components for all time windows are stacked, with the correlations as weighting factors, and divided to obtain the ellipticity value. Thus, both methods try to identify parts of the signal that are dominated by Rayleigh waves, and use only these parts or at least weigh them significantly higher in the analysis. However, it is not self-evident that this will also remove signals generated by resonances of the lander or the LVL.

Possibilities to distinguish between spectral signals generated by the ground response and those caused by industrial sources which might contaminate the H/V curve have been studied previously. For example, sharp peaks in the H/V curve, with sharpness increasing with decreasing smoothing used in the calculation, and low damping at the corresponding frequencies have been proposed as indications of an industrial origin of the H/V peak (SESAME European Research Project 2004). This would mean that the measured peak frequency is unreliable for interpretations in terms of site amplification and characteristics. The term “industrial sources” in this context refers to machines that continuously generate energy at monochromatic frequencies, thus creating a permanent signal independent of the
ambient wavefield. This is different from possible installation-related sources for SEIS: they also generate signals with specific frequencies, but lander vibrations are caused by winds that are also expected to be a major source of the ambient noise transmitted through the ground to SEIS, and the resonances of the levelling system are generated in response to the ambient vibration ground motion. Still, these signals are related to the vibrations of mechanical structures, which might exhibit different characteristics, e.g. higher $Q$, compared to the resonances within the regolith at the landing site. Thus, it is worthwhile to examine them in light of the proposed characteristics of industrial sources and see if these can help to distinguish ellipticity peaks caused by lander or LVL resonances from signals related to the subsurface structure.

The damping of signals within a narrow frequency range, which might indicate their industrial origin, is usually measured with the random decrement technique. This technique was originally developed as a tool to check for impending structural failure in aerospace structures using the ambient wavefield (Cole 1973). It has then also found applications in structural health monitoring and measurement of eigenmodes of other engineering structures, e.g. bridges (e.g. Huang et al. 1999; Rodrigues and Brincker 2005) or buildings (e.g. Mikael et al. 2013). In the context of H/V measurements, it is used to measure the damping of signals by considering the random decrement function as equivalent to the free vibration decay curve (Cole 1973). The underlying assumption is that random vibrations consist of a superposition of a step, impulse and random response, where the step and impulse responses are the solutions for an initial displacement and velocity, respectively. When selecting a large number of time windows with the same initial condition, i.e. signal amplitude, and averaging, the impulse and random responses tend to average to zero, and what remains is the response of the structure to an initial displacement. The method was for example applied to distinguish between a natural versus anthropogenic origin of H/V peaks at different locations by Guillier et al. (2007), who used at threshold value of at least 5% damping to identify H/V peaks caused by the subsurface structure.

2.6 Inversion

Similar to the previous study, we use the conditional Neighbourhood Algorithm (NA, Sambridge 1999; Wathele 2008) to invert the measured ellipticity curves for subsurface structure. As a direct search method, the NA aims to concentrate sampling in the most promising, i.e. lowest-misfit, regions of the parameter space, with the potential to identify several such regions simultaneously. To further allow for a sufficient sampling of the parameter space, we consider not only one, but five to eight runs of the NA based on different random numbers and initial models for each parameterisation, with more runs for cases with more free parameters, i.e. a larger parameter space to investigate. As in the previous study, we try to find the best model parameterisation by comparing results for several different parameterisations, both in terms of number of layers and in terms of the velocity law in the upper-most layer, by using the corrected Akaike’s information criterion (AICc) for the case of a least-square estimation with normally distributed errors and small sample sizes (Sugiura 1978; Hurvich and Tsai 1989). This criterion combines data misfit with the degree of freedom of the model parameterisation to penalize model complexity that will lead to an increase in variance and over-fitting. It is given by

$$\text{AICc} = n_f \ln(\hat{e}^2) + 2K + \frac{2K(K+1)}{(n_f - K - 1)},$$

where $n_f$ signifies the number of observations, here given by the number of samples in the ellipticity curves, $\hat{e}^2$ indicates the sum of estimated residuals for candidate models di-
Table 1 Parameter ranges used in the inversions. In case of linear or power-law velocity increase within the topmost layer, the given constraints apply to both the top and the bottom of this layer. Note that no velocity decrease with depth is allowed.

| Parameterisation | Layer   | \(v_P\) [m/s] | \(v_S\) [m/s] | \(h\) [m] | Poisson’s ratio | \(\rho\) [kg/m\(^3\)] |
|------------------|---------|----------------|----------------|------------|----------------|----------------|
| A                | top     | 40–300         | 25–250         | 3–10       | 0.15–0.35      | 1300           |
|                  | intermediate | 350–2500   | 200–1500       | 5–25       | 0.15–0.35      | 1700           |
|                  | halfspace | 3500–5000  | 2000–3000      |            | 0.2–0.3        | 2500           |
| B                | top     | 40–300         | 25–200         | 3–10       | 0.15–0.35      | 1500           |
|                  | intermediate | 350–2500   | 200–1500       | 5–25       | 0.15–0.35      | 2000           |
|                  | halfspace | 3500–5000  | 2000–3000      |            | 0.2–0.3        | 2500           |
| C                | top     | 200–400        | 100–250        | 3–10       | 0.15–0.35      | 1300           |
|                  | intermediate | 500–2500  | 250–1500       | 5–25       | 0.15–0.35      | 1700           |
|                  | halfspace | 3500–5000  | 2000–3000      |            | 0.2–0.3        | 2500           |

provided by \(n_f\), which is equivalent to the misfit between observed and modelled data in the considered case, and \(K\) is the number of free parameters, i.e. the degree of freedom of the model parameterisation. The AICc has been introduced to the inversion of ambient vibration dispersion curves for site characterization by Di Giulio et al. (2012), and been applied to Rayleigh wave ellipticity curves in our previous study (Knapmeyer-Endrun et al. 2017), which also contains a more complete explanation.

We calculate inversion results for model parameterisations with one to five layers over a halfspace, where the upper-most layer can either have a constant velocity or contain a linear or power-law-type velocity increase spread over five sublayers, reflecting the increasing compaction of the sandy regolith with depth. We consider 5000 iterations of each NA run, based on 250 starting models, and add a new model to each of the 100 cells with the lowest misfit in each iteration, resulting in a total of 500,250 models considered per inversion run. The optimum parameterisation is identified by the minimum value of the AICc. We separately consider three different value ranges for the parameters of the regolith layer, as described in Table 1. In the first case, designated “A” in Table 1, the velocity range of the regolith layer is based on laboratory data (Delage et al. 2017) as well as comparison with seismic velocities of the lunar regolith and terrestrial sands (see Morgan et al. 2018, for references and details), and the density is set to the estimated surface value of 1300 kg/m\(^3\), i.e. the density increase within the layer is neglected. The range for the regolith thickness is set to 3 to 10 m, to include the minimum and maximum depth of the upper-most sandy layer estimated within the landing ellipse (Warner et al. 2017). Here, as in all cases, the range of velocities and thicknesses of the layers between regolith and half-space are not tightly constrained, as little prior information is available on the elastic properties of coarse ejecta and fractured bed-rock layers. The halfspace velocities and density are selected around those of terrestrial pristine basalt. This parameterisation is similar to the one used in the first constrained inversions in our previous study (Knapmeyer-Endrun et al. 2017) and could be further constrained by incorporating information derived from seismic signals generated by HP\(^3\) hammering (Kedar et al. 2017), which are expected to resolve the regolith thickness to within 20% and also provide tighter constraints on the average P-wave velocity of the regolith. In the second set-up, parameterisation “B”, a higher constant value of 1500 kg/m\(^3\) is assumed for the density within the regolith, and a value of 2000 kg/m\(^3\) instead of 1600
kg/m\(^3\) is selected for all subsequent layers. This configuration allows to explore the influence of wrong assumptions on the density structure on the velocity models resulting from the inversion. In additional inversions, using parameterisation “C”, we assume higher velocities in the regolith layer, as used in the previous study (Knapmeyer-Endrun et al. 2017), that lie above 100 m/s for \(v_s\) and 200 m/s for \(v_p\). This value is only reached half-way through the regolith layer, at about 2.5 depth, for \(v_p\) in the true model. In the previous study, we put increasingly tighter constraints on the regolith velocities (Knapmeyer-Endrun et al. 2017), first based on laboratory measurements, and then also including hypothetic results from the analysis of seismic signals generated by HP\(^3\) hammering (Kedar et al. 2017). With this parameterisation, we can investigate the influence of incorrect velocity constraints. We use all of the different parameterisations when inverting the curves derived for the dense compaction, i.e. intermediate, model, but also apply inversions with parameterisation “A” to the medium and very dense compaction models.

3 Results

3.1 Ellipticity Measurement

In the following, we compare H/V and ellipticity curves extracted by different methods from wavefields created by model summation and wavenumber integration, respectively, using the theoretical ellipticity curves of the underlying model as a baseline. When comparing to theory, it has to be considered that none of the techniques is well suited to estimate the true amplitudes in the vicinity of peaks and troughs. For H/V, the amplitudes that should approach infinity and zero are contaminated by wavetypes other than Rayleigh waves and will not be equal to theory for a purely horizontal or vertical Rayleigh wave polarisation. For the methods that try to estimate the ellipticity, on the other hand, the systematic problem is that the correlation between vertical and radial component is used to detect Rayleigh waves. As either the vertical or the radial component vanishes at the peak or trough, the signals are no longer correlated at the corresponding frequencies (Hobiger et al. 2012).

Besides, frequency resolution is limited for each of the measuring techniques, whereas the theoretical curve provides perfect resolution in the frequency domain. In the case of the H/V curve, frequency resolution is limited by spectral smoothing, which statistical analysis by Picozzi et al. (2005) found indispensable to get a stable estimate of average H/V values. Here, we apply spectral smoothing according to Konno and Ohmachi (1998) that uses a constant bandwidth on a logarithmic scale with a smoothing constant of 40. HVTFA as a wavelet-based method has a trade-off between resolution in the frequency and time domain, which is determined by the Morlet wavelet parameter. The absolute values of time and frequency resolution are dependent on the considered frequency. The value of 8 for the wavelet parameter chosen here is based on the recommendation derived by Fäh et al. (2009) who considered the fit between theoretical and measured curves for synthetic seismograms calculated for a set of 13 diverse models. It corresponds to a time resolution of 0.386 s and a frequency resolution of 0.206 Hz around the peak frequency. For RayDec, the frequency resolution is determined by the filter bandwidth used. In the previous study (Knapmeyer-Endrun et al. 2017), we selected an optimum value of 0.1\(f\), with \(f\) being the central frequency of the filter band, by comparing the measured curve with the theoretical one, as exercised by Hobiger et al. (2009) when introducing the method.
Fig. 8 Comparison of ellipticity curves resulting from the application of different methods to the synthetics based on modal summation and wavenumber integration. Black and grey line in each plot indicate the theoretical fundamental mode and first higher mode Rayleigh wave ellipticity curve, respectively. a) Standard H/V curve with standard deviation (light blue) for the wavefield modelled by modal summation (Fig. 3a). b) HVTFA result with standard deviation (light green) for wavefield modelled by modal summation, including fundamental and first higher mode curve. Dots indicate the part of the curve that would be used as inversion input. c) RayDec results for wavefield modelled by modal summation with standard deviation (orange) calculating from averaging over results for five minute long time windows. d) Same as a) for wavefield based on wavenumber integration (Fig. 3b). e) Same as b) for wavefield based on wavenumber integration. f) Same as c) for wavefield based on wavenumber integration.

3.1.1 Simulation Based on Modal Summation

H/V and ellipticity curves extracted from a synthetic noise wavefield based on modal summation for the intermediate regolith profile (dense compaction) are shown in Fig. 8a–c. The modelling of the wavefield here is the same as in Knapmeyer-Endrun et al. (2017), but the updated structural model (Fig. 1) is used. The different panels allow a comparison between different ellipticity estimates, i.e. the standard H/V curve, the HVTFA, and the RayDec estimate, and also show the forward calculated fundamental and first higher mode Rayleigh wave ellipticity curves for reference. Parameters used in the different methods are comparable to the previous study, with a value of 8 for the Morlet wavelet parameter and the use of 5 maxima per minute for HVTFA. However, for the higher mode curve, we selected 10 maxima per minute as this allowed to follow the curve to lower frequencies with confidence, while the rest of the curve remained unaffected. When applying RayDec, we use a time window length of $10/f$, and a bandwidth of $0.1f$, with $f$ being the central frequency of the respective filter band.

All measured curves show similar peak frequencies around 7 Hz and are unable to resolve the true peak amplitudes as well as the detailed structure, i.e. the two maxima the peak is composed of. Furthermore, all methods tend to overestimate the ellipticity amplitude at low frequencies. All methods provide a good estimate of the right flank of the fundamental mode curve. However, at frequencies above 11 Hz, the standard H/V and RayDec curves deviate from the true ellipticity amplitudes due to an overlap between the fundamental and
first higher mode in the synthetic wavefield which cannot be resolved by these two techniques. In fact, the RayDec curve provides a good approximation of the first higher mode Rayleigh wave ellipticity at high frequencies. The HVTFA curve, on the other hand, allows to resolve both curves independently. However, compared to the baseline model in the previous study, the first higher mode cannot be followed to lower frequencies, i.e. the left flank of its minimum. There are slight differences in the quality of the estimate of the left flank of the fundamental mode peak. The standard H/V method tends to overestimate the ellipticity values. RayDec results are closer to theory, but still contain some overestimation, whereas the HVTFA results are closest to the theoretical curve, also at frequencies between 3.5 and 5 Hz, i.e. at the transition from the peak to constant ellipticity values at low frequencies.

### 3.1.2 Including Body Waves

Results for the modelling that is explicitly based on body waves by building up the wavefield by wavenumber integration are not markedly different. The left flank of the fundamental mode ellipticity peak is slightly closer to the true value for all methods of estimation, and the value of the curve at low frequencies appears better constrained, i.e. is closer to 1 than to 2, in all cases. When applying HVTFA to the wavenumber integration data set and using a low number of peaks per minute, i.e. 2 or less, the left flank of the fundamental mode ellipticity peak is harder to discern than for the synthetics based on modal summation, indicating that less surface wave energy is present in the wavefield. A longer measurement time might be needed in this case to better constrain the curve at long periods.

Ellipticity curves derived by HVTFA for the three different models with varying compaction in the regolith are compared in Fig. 9. Differences comparable to those observed in the forward modelled curves (Fig. 2) are visible, with the curves with lesser compaction, i.e. lower densities in the regolith layer, shifted to slightly lower frequencies compared to the curves with a higher compaction. The shift affects both flanks of the fundamental mode ellipticity peak as well as the measurable part of the first higher modes. At least with synthetic data, the difference between the three models is indeed measurable. However, the differences are rather small, so it is investigated in the next section how much they might influence the inversion results when attributed to changes in velocity and not density.
Fig. 10 Comparison of lander resonant frequencies derived from flexible mode modelling and Rayleigh wave ellipticity peak frequency in dependence on ground stiffness. Each of the blue and green lines corresponds to the peak frequencies of one of the six different resonant modes of the lander (Murdoch et al. 2018). The red curve gives fundamental mode ellipticity peak frequencies for the medium compacted model with 5 m regolith thickness, whereas the orange line corresponds to peak frequencies for a reduced regolith thickness of 3 m.

3.2 Instrumentation Resonances

3.2.1 Lander Mechanical Noise

Two approaches are used to understand the effect of lander mechanical noise on ellipticity measurements with SEIS. The first is based on the flexible mode model of the lander presented by Murdoch et al. (2018), the second one on field observations.

The flexible mode model describes the response of the lander structure to an external force, i.e. the aerodynamic load due to winds, in terms of the forces exerted at the coupling points with the ground. As the lander structure and the ground are modelled as a coupled oscillating system, the response of the system depends on both the characteristics of the wind force and the properties of the ground, specifically the ground stiffness and damping under the lander feet (Murdoch et al. 2018). To estimate the amplitude and frequency of seismic signals recorded by SEIS due to lander vibrations, the modelling further calculates the ground deformation at the base of the SEIS LVL in the baseline deployment configuration by using an elastic ground deformation model (Murdoch et al. 2017). This model considers the ground as an elastic half space with properties of the Martian regolith and determines the deformation of this elastic medium in response to forces applied to its free surface by using the Boussinesq point load solution (Boussinesq 1885). Further details are provided by Murdoch et al. (2018).

This dynamic model contains two contributions to the high-frequency lander noise. One are the flexible modes of the lander itself, the other consists of induced reverberations of the solar panels. Only the first contribution can be studied in a realistic manner with the model at hand due to limited available information on the solar panels. The resonant frequencies of the lander flexible modes depend on the ground stiffness and increase logarithmically with increasing stiffness (Murdoch et al. 2018). In Fig. 10, we compare these frequencies and their variation with ground stiffness, realised by changing only the P- and S-wave velocities beneath the lander, as in Murdoch et al. (2018), with the corresponding frequency of the fundamental mode Rayleigh wave ellipticity peak. As the parameters used by Murdoch
et al. (2018) correspond to the medium regolith compaction model (Morgan et al. 2018), we also use this model here. Synthetic ellipticity curves are calculated for the different surface velocities corresponding to the stiffness values, while using the same relation for the velocity increase with depth within the regolith as in Morgan et al. (2018) and Delage et al. (2017). As a thinner regolith layer with the same velocities will lead to an ellipticity peak at a higher frequency, we additionally consider a regolith thickness of 3 m, the minimum value reached in 85% of the landing ellipse. For both cases, and all ground stiffness values analysed here, the Rayleigh wave ellipticity peaks are clearly separated in frequency from the lander resonant modes. The difference between the ellipticity peak and the lowest of the lander flexible modes is at least 10 Hz for the thin regolith layer, and more than 15 Hz for the baseline model. Thus, no overlap between the different signals is expected.

The solar panel resonances occur between 8.5 and 12 Hz in the baseline model and these resonant frequencies do not change with ground stiffness, as they are dictated solely by the mechanics of the attachment points to the lander (Murdoch et al. 2018). This means there could be some overlap in frequency between the solar panel resonances and the structural response of the ground, if the amplitudes of these resonances are large enough to make them resolvable. The amplitude of the resonances observed by SEIS increases with decreasing seismic velocities, for both the lander flexible modes and the solar panel vibrations, but additionally depends on the wind amplitude and direction. For the baseline model, the amplitudes are below the instruments’ self noise, but for seismic velocities 50% smaller than in the baseline model, the amplitudes of the lander flexible modes could actually be larger than the self noise. The amplitudes of the solar panel resonances are an order of magnitude smaller in this modelling, though, and still below the self noise. This might however be related to the specific set-up of the model that does not allow for a direct interaction between the solar panels and the wind.

The horizontal-to-vertical spectral amplitude ratio for the lander resonance with the highest amplitudes, which also has the lowest frequencies, is around 4. The spectral amplitude ratio of the solar panel vibrations at the lowest frequencies is around 5, and 2 at higher frequencies, for the baseline model. Depending on the Rayleigh wave content in the lander and solar panel resonances, and how well they could be separated from other components of the wavefield by HVTFA, the actual measured ellipticities might be smaller than the maximum estimates given here. The spectral ratio of the solar panel reverberations increases with decreasing ground velocities, but also depends strongly on the vertical angle of attack of the wind. A larger angle of attack strongly increases the lift and drag force contribution in the interaction between lander and wind and this, in turns, increases the signal on the vertical axis. For vertical angles of attack of 10° and larger, the vertical spectral amplitudes of the solar panel vibrations are actually larger than the horizontal ones, so that the spectral ratio would be less than one (Murdoch et al. 2018).

More information on the visibility and amplitudes of lander and solar panel resonances in seismograms recorded close to the lander might be gained from the field experiment at Mt. Etna. We analyse data for the three different configuration (no lander, lander with solar panels closed, and lander with solar panels open) for a variety of different wind levels. Generally, we analyse three to four hours of data recorded during the night time, i.e. with little human activity, during which the wind velocity as averaged over 30 min time intervals showed little variation (Table 2). The one exception are data with open solar panels, as the panels were only opened manually during daytime when the field team was at the site and the wind level was deemed sufficiently low. However, the level of human activity, including hammering for an active seismic experiment and driving a rover to demonstrate the deployment of a remote unit picked up at the lander, increased significantly during that
Table 2 Measurement intervals analysed at Mt. Etna for the three different deployment situations (without lander, with lander and solar panels either closed or open) and their wind characteristics

| Lander | Solar panels | Date       | Start time [UTC] | End time [UTC] | Av. wind speed [m/s] | Av. wind direction | Max. wind speed [m/s] |
|--------|--------------|------------|------------------|----------------|----------------------|---------------------|----------------------|
| no     | –            | 06/19/2017 | 00:00            | 03:00          | 1.4                  | NW-ENE             | 5.4                  |
| no     | –            | 06/20/2017 | 02:00            | 04:00          | 4.1                  | ENE-E              | 10.7                 |
| no     | –            | 06/16/2017 | 18:00            | 21:00          | 6.6                  | WNW-NW             | 12.1                 |
| yes    | closed       | 06/25/2017 | 00:30            | 03:30          | 1.6                  | N-NNE              | 3.6                  |
| yes    | closed       | 06/24/2017 | 08:00            | 10:00          | 4.2                  | E-ESE              | 9.8                  |
| yes    | closed       | 06/27/2017 | 02:00            | 06:00          | 8.1                  | WNW-NW             | 13.0                 |
| yes    | closed       | 06/29/2017 | 09:00            | 12:00          | 20.3                 | WSW                | 29.5                 |
| yes    | open         | 06/25/2017 | 14:00            | 15:00          | 2.7                  | SE-WSW             | 10.7                 |
| yes    | open         | 06/26/2017 | 15:00            | 16:00          | 8.3                  | W                  | 14.8                 |

time. Hence, we could only analyse shorter time windows of one hour length when there was a break in these activities.

The spectra of the seismic data before the lander was deployed are very similar at frequencies below about 10–15 Hz, but show a strong dependence on the wind strength above, with increasing amplitudes for increasing wind velocities (Fig. 11a–c). For the lowest frequencies considered, between 1 and 3 Hz, there also seems to be an influence of wind strength on the relative distribution of energy between the two horizontal components, with more energy on the North and less energy on the East component for higher winds. This observation could however also depend on other factors, e.g. changes in the dominant wind direction, and further analysis is beyond the scope of this paper. Additionally, all spectra show a bump between 40 and 50 Hz that becomes more prominent for higher winds. After the deployment of the lander at about 10 m distance from the station, variations occur in the wind-related part of the spectrum, whereas the spectral shape at frequencies below 10–15 Hz remains basically unchanged (Fig. 11d–f). The bump between 40 and 50 Hz has vanished, even for the lowest wind velocities, whereas the general shape of the vertical spectrum at high frequencies above 40 Hz looks much flatter than before. With increasing wind velocity, another peak around 25 Hz appears, first, i.e. already at average velocities of 4.2 m/s, on the vertical component, but for velocities of 8.1 m/s and higher also on the horizontal components. The peak’s frequency is also within the range of the frequencies of the lowest, and largest, flexible mode of the InSight lander calculated for a low ground stiffness (Fig. 10). The shape of the horizontal component spectra looks different, too, with amplitudes significantly higher between 10 and 50 Hz for comparable wind speeds around 4 m/s. With the solar panels extended, no clear additional signals occur, but the spectral peak around 25 Hz is visible on the vertical component for average wind velocities of both 2.7 m/s and 8.3 m/s, and the amplitude increase on the horizontal components is also apparent (Fig. 11g–h).

Considering the H/V curves, the most prominent and consistent signal is the peak around 0.8 Hz (Fig. 12). It shows some similarity to the InSight synthetics in that it seems to consist of two overlapping peaks. The frequency of the higher-frequency peak shows a close correspondence to the estimated resonance frequency of the top-most sand layer at 1.15 Hz, based on results from refraction profiling at the site. Estimated P-wave velocities below this layer are still below 300 m/s and indicate sediments, whereas a lava flow is expected at larger depth. This could explain the double peak in the H/V curve. Without the lander deployed, the high-frequency part of the curve shows another broad peak between 10 and
Fig. 11 Power density spectra for measurements on Mt. Etna to characterize lander and wind effects. Different colours refer to measurements taken during different average wind velocities, as given in the legend. 

(a) North component for measurements before the lander mock-up was installed next to the sensor. 
(b) East component for measurements before the lander mock-up was installed next to the sensor. 
(c) Vertical component for measurements before the lander mock-up was installed next to the sensor. 
(d) Same as (a) with lander mock-up, but solar panels closed. 
(e) Same as (b) with lander mock-up, but solar panels closed. 
(f) Same as (c) with lander mock-up, but solar panels closed. 
(g) Same as (a) with lander mock-up and all four solar panels open. 
(h) Same as (b) with lander mock-up and all four solar panels above. 

20 Hz, where the position of the upper flank seems to be strongly wind-dependent, though (Fig. 12a). This effect seems only to increase when HVTFA is applied. The spectral bump between 40 and 50 Hz does not have a clear H/V signature. The main change to the H/V curve once the lander is deployed is a strong minimum around 25 Hz, the amplitude of which is wind-dependent (Fig. 12c). The broad peak between 10 and 20 Hz is now also stable and independent of the wind, and HVTFA brings out an additional narrow peak around 30 Hz, once the wind is above the threshold for lander influence. These features are the same when the solar panels are open (Fig. 12e, f); no indication of any clear solar panel resonances is apparent in the H/V and HVTFA curves.

We use the random decrement technique to estimate the damping of the free oscillation response at different frequencies for two of the analysed time windows, namely the one with open solar panels and low winds on 06/25, and the one with closed solar panels and high winds on 06/27 (Table 2). We considered frequency ranges around the spectral peak that we associate with the lander (around 25 Hz) and that is accompanied by a minimum
Fig. 12  H/V spectral ratios and estimated Rayleigh wave ellipticity for data collected at Mt. Etna. Colour coding is the same as in Fig. 11 and related to average wind velocity. a) H/V spectral ratios measured without the lander placed in the vicinity of the seismometer. b) Rayleigh wave ellipticity estimated using HVTFA for the same data as in a). c) Same as a) with lander emplaced, but solar panels closed. d) Same as b) with lander emplaced, but solar panels closed. e) Same as a) with lander in place near the seismometer and all four solar panels open. f) Same as b) with lander in place near the seismometer and all four solar panels open.

in the H/V and ellipticity curves, and the peak likely associated with sub-surface structure (around 1 Hz). For both time windows, the frequency range associated with lander resonances exhibits low damping ratios around 1.1% to 1.3%, whereas the frequencies around the suspected structural response show significantly higher damping ratios between 5.3% and 6.7% (Fig. 13). In both frequency ranges, the estimated damping ratio is higher during the time window with lower winds.

3.2.2 LVL Effects

Possible LVL effects are studied by considering the three measurement setups discussed in Sect. 2.2. The spectral peaks caused by the LVL resonances show up clearly on the horizontal
Fig. 13  Random decrement signatures of signals recorded at Mt. Etna to estimate damping. Black, solid line is the average curve with dashed lines giving the standard deviation. Red line is the fit to the curve by an exponentially decreasing sine function. a) East component data recorded on 06/25 with open solar panels, filtered between 0.9 and 1.35 Hz. Damping ratio of the fitted curve is 5.87%, average value for all three components is 6.66%. b) Vertical component data recorded on 06/25 with open solar panels, covering the frequency range between 24 and 28 Hz affected by lander noise. Damping ratio of the fitted curve is 1.30%, average value for all three components is 1.27%. c) North component data recorded on 06/27 with closed solar panels, filtered between 0.9 and 1.35 Hz. Damping ratio of the fitted curve is 5.22%, average value for all three components is 5.30%. d) Vertical component data recorded on 06/27 with closed solar panels, covering the frequency range between 24 and 28 Hz affected by lander noise. Damping ratio of the fitted curve is 1.04%, average value for all three components is 1.08%

spectra in all considered cases at frequencies between 35 and 45 Hz (Fig. 14), even though the spectra from the lab measurements contain a lot of additional narrow, high-frequency peaks likely related to machinery in the building, including the venting of the clean room, the power grid at 50 Hz, and multiples. These peaks are clearly sharper than the one caused by the LVL. The comparison to the reference sensor(s) provides a baseline to identify the LVL effect in these measurements; however, it has been demonstrated that estimates of the peak frequency solely based on power density spectra of the sensor on the LVL, as compared to transfer function estimates between the reference sensor and the sensor on the LVL, show negligible differences (Fayon et al. 2018).

In case of the measurements done at CNES, a prominent, broad frequency peak around 25 Hz shows up on all three components of both reference sensors as well as of the sensor on the LVL. Less clear peaks occur around 10 Hz for the MPS measurements and 20 Hz for the Vulcano measurements. No indication of resonances between the LVL and the regolith at high frequencies that affect the vertical component only, as observed by Myhill et al. (2018) during a field campaign in Iceland, are evident for the two cases in which measurements were conducted on sand. Spectral peaks observed on the vertical component are matched closely on the horizontal ones, as described above, and are also visible on the reference sensor. However, at lower frequencies, higher amplitudes on the vertical compared to the horizontal components are observed for the measurements on sand, i.e. for all sensors around 2 Hz in the CNES case and, less clear, around 1.6 Hz for the measurement on Vulcano. These frequencies are smaller by an order of magnitude than predicted by Myhill et al. (2018), and the exactly same effect is also observed on the reference sensors not mounted on the LVL, and, in case of the CNES measurements, not placed on sand, so it is hard to link the
Fig. 14 Power density spectra for measurements to characterize the LVL effect. In each plot, the red curve represents data from the seismometer on the LVL, whereas the blue curve represents data from the reference sensor next to the LVL. For the CNES measurements (d–f), the green curves are data from the reference sensor placed in a PVC tube without sand. a) Horizontal X-component for measurement on the floor in the MPS cleanroom. b) Horizontal Y-component for measurement in the MPS cleanroom. c) Vertical component for measurement in the MPS cleanroom. d) Same as a) for measurement in sandbox at CNES. e) Same as b) for measurement in sandbox at CNES. f) Same as c) for measurement in sandbox at CNES. g) Same as a) for measurement on volcanic sand on Vulcano island. h) Same as b) for measurement on Vulcano island. i) Same as c) for measurement on Vulcano island.

amplitude increase to the LVL. Compared to the study by Myhill et al. (2018), the reference sensor was not buried here, so it might see some of the same free-surface effects as the sensor on the LVL. An exception is the case of the sensor placed in the PVC tube during the CNES measurements that is not in direct contact with the sand at all. It might however still have been affected by coupling of sand resonances to the tube and the tube’s contact to the boundary of the sand box. Further differences to the study by Myhill et al. (2018) include their use of a close, mono-frequent, active source, more comparable to the lander or HP$^3$ hammering signals than to the ambient vibration wavefield, and of a rigid tripod of different dimensions, shape, and material than the LVL.

Concerning the H/V curves, the most prominent peak is that related to the LVL resonances in each case (Fig. 15). Application of HVTFA does little to dampen this peak, i.e. it is not filtered out by application of the $\pi/2$ phase shift criterion to isolate Rayleigh waves. With the exception of the LVL peak, amplitudes never rise above 2 for frequencies above 1 Hz for deployments on sand. The Vulcano measurements show a clear peak around 0.33 Hz (Fig. 15e, f). This frequency seems rather low for a signal related to the
sand layer, though information on the detailed subsurface structure of the site is missing. The peak might instead be related to the influence of the local environment, i.e. a near-by cliff dropping several meters to the sea. In case of the measurement in the MPS lab, a broad peak between 2 and 4 Hz is observed (Fig. 15a, b). As this measurement took place on the ground floor of a building, the peak could be associated with building resonances rather than a subsurface response. The CNES data show a prominent minimum in the H/V curve around 20 Hz which has the lowest amplitudes, by about a factor of two, for the sensor on the LVL (Fig. 15c, d). This minimum is related a decrease in spectral amplitudes on the horizontal components relative to neighbouring frequencies and to the vertical component at all three sensors. However, the vertical component shows the largest amplitudes for the sensor on the LVL, so the H/V minimum is most pronounced here. As the H/V minimum is related to a signal decrease on the horizontal components rather than an increase on the vertical component, it cannot be linked to vertical resonances (Myhill et al. 2018), and might rather be related to a dominantly vertical polarization of Rayleigh waves.

Fig. 15  a) Standard H/V curves derived from measurements in the MPS cleanroom. Colour coding is the same as in Fig. 14. b) Red curve is the H/V curve derived from the sensor on the LVL as shown in a), grey curve is the result of HVTFA applied to this data set, with uncertainty. c) Same as a) for measurement in sandbox at CNES. d) Same as b) for measurement in sandbox at CNES. e) Same as a) for measurement on Vulcano island. f) Same as b) for measurement on Vulcano island
Fig. 16 Random decrement signatures of horizontal component signals recorded on the LVL to estimate damping. Black, solid line is the average curve with dashed lines giving the standard deviation. Red line is the fit to the curve by an exponentially decreasing sine function. a) Data from the MPS clean room, filtered between 3.2 to 4.0 Hz. Damping ratio of the fitted curve is 2.09%, average value for all three components is 2.03%. b) Data from the MPS clean room, covering the frequency range between 43 and 47 Hz (LVL resonance). Damping ratio of the fitted curve is 0.47%, average value for the two horizontal components is 0.50%. c) Data measured on Vulcano island, filtered between 0.28 and 0.38 Hz. Damping ratio of the fitted curve is 2.92%, average value for all three components is 3.00%. d) Data measured on Vulcano island, considering frequencies between 38 and 43 Hz (LVL resonance). Damping ratio of the fitted curve is 1.05%, average value for the two horizontal components is 1.04%.

We applied the random decrement technique to the data measured in the MPS clean room and on Vulcano, respectively, and compared the random decrement signatures in terms of damping ratio around the frequency of the LVL resonances and the other maxima described above (Fig. 16). In both cases, all estimated damping ratios are rather low. For the data acquired in the MPS clean room, the damping ratio around the LVL resonance frequency is about 0.5% for the horizontal components, and four times as large, around 2%, at frequencies between 3.2 and 4.0 Hz. The data from Vulcano show a somewhat higher damping ratio for the LVL resonances, about 1% on the horizontal components, but the damping of the peak around 0.33 Hz is still three times larger, at around 3%. The vertical component shows larger damping ratios (1.1% and 1.4%, respectively) in the frequency range of the LVL resonance, but as the vertical spectra are not influenced by the resonance, we consider the horizontal components to be the significant ones here.

3.3 Inversion

For the dense compaction model used as a baseline here, application of the AICc to inversion results for parameterisation “A” (Table 1) indicates that the best model parameterisation consists of two layers over a halfspace, with a power-law velocity increase in the upper-most layer. The same type of optimum parameterisation was obtained in the previous study for a model with a larger regolith thickness and higher regolith velocities (Knapmeyer-Endrun et al. 2017). The optimum parameterisation is the same, regardless of whether only the fundamental mode curve or both the fundamental and higher mode curves are inverted. The inversion results (Fig. 17) provide a good estimate of the thickness of the sandy regolith layer in both cases. When inverting the fundamental mode only, the estimated depth range
Fig. 17 Velocity models and fit to the data for the best parameterisation, corresponding to the minimum AICc, for the baseline model using model parameterisation “A” (Table 1). a) Inverting the fundamental mode ellipticity curve only, b) inverting both fundamental and higher mode. Black lines outline the boundaries of the parameter space investigated in the inversion. Central black line is the true model. Red line indicates the best-fitting model found. For the ellipticity curves, black dots with error bars outline the measured data. Red dashed lines are the theoretical curves for the best-fitting model. The colour scale is the same in all subplots. In both cases, all models with a misfit below 0.61 are judged to satisfy the data.

of the regolith layer is 3–5.6 m. Including the higher mode tightens these constraints to 4.9–5.7 m, and also provides a very close match to the actual velocities in the regolith layer. The deeper structure is not as well resolved, though. Velocities of the coarse ejecta layer tend to be over-estimated, and S-wave velocities are only resolved to be larger than 600 m/s and 850 m/s in the fundamental mode and fundamental and higher mode case, respectively. The depth extent of the coarse ejecta layer is constrained to between 10 and 30 m in both cases, bracketing the fractured basalt layer with its gradually increasing velocities. The velocity of the bottom, basalt layer is not constrained at all; models that can explain the data cover the whole investigated parameter range.

When using parameterisation “B”, with higher densities in the top and intermediate layers (Table 1), the inversion results are virtually identical. The same best parameterisation is obtained, and the same depth and velocity ranges are covered by models that can explain the data within their uncertainties. The best model is identical when only the fundamental mode is inverted and nearly identical, with slightly higher velocities and a corresponding larger thickness for the second layer for parameterisation “B”, when the higher mode data is included.
According to the AICc, the optimum model parameterisation when inverting the synthetics calculated for the intermediate and very dense regolith compaction models with parameterisation “A” (Table 1) consists again of two layers over a half-space, with a power-law type velocity increase in the first layer, for both inversions of the fundamental mode only and of the fundamental and higher mode. The range of acceptable models is very similar to that for the dense compaction baseline model, especially when only the fundamental mode is considered. The clearest difference is observed when both fundamental and higher mode are inverted for the very dense compaction model. Here, the obtained velocities in the second layer are higher, above 1000 m/s for S-wave and 1600 m/s for P-waves, and the layer extends to a minimum depth of 13 instead of 10 m (Fig. 18). No corresponding differences are observed in the results for the intermediate compaction model. Inverting the fundamental and higher mode data from the very dense regolith compaction model with parameterisation “B”, i.e. using higher fixed densities in the top and intermediate layers, gives results that are in good agreement with the velocities obtained when inverting the baseline model, though (Fig. 18).

The picture changes when parameterisation “C”, assuming higher velocities in the uppermost sandy regolith layer, is used. In this case, the optimum model parameterisation consists
of three instead of two layers over a halfspace for the baseline model (Fig. 19). Here, the thickness of the topmost regolith layer is at the upper boundary of the parameter space, at only 3 m. However, the velocity contrast to the subsequent layer is rather small, with velocities in this layer also at the lower bound of the parameter space, i.e. around 300 m/s and 500 m/s for S-waves and P-waves, respectively. This second layer is extending to 9 to 16 m and 9 to 12 m depth for the fundamental mode and the fundamental and higher mode case, respectively. The transition to the bottom layer is found between 14 and 26 m and 15 and 25 m depth, respectively. From the surface to a depth of 11 to 16 m, the true model lies outside the range of inverted models that can explain the data.

4 Discussion

4.1 Synthetic Wavefield Modelling and Scaling

Ellipticity calculations for the updated regolith model of the landing site, with a more realistic regolith thickness of 5 m, indicate that amplification of horizontal signals due to structural resonances can be expected between about 6 and 9 Hz. This is above the nominal data rate for both the continuous VBB channels at 2 Hz and the VELZ channel at 10 Hz; the later will
in general not contain horizontal data. However, the resonances would affect both full rate VBB and SP data, sampled at 20 Hz and 100 Hz, respectively. The frequency range affected would likely not be of interest for the interpretation of teleseismic data, but might be used for regional and local events. If the regolith thickness is closer to the estimated minimum, i.e. 3 m, the influence on the VBB data would be reduced as the structural resonance would be located around 10 Hz.

Our order-of-magnitude amplitude scaling of the synthetic noise wavefield indicates that the amplitudes of seismic noise generated by the atmosphere (e.g. dust devils) should be above the self-noise of SEIS even if sources are not within the immediate vicinity of the station, especially when stacking a sufficiently large amount of data. Based on this scaling, the amplitude of the background wavefield is also an order of magnitude larger than the amplitude of the largest lander flexible mode resonance for the baseline model, so these resonances would only constitute a minor contribution. We did not consider variations in $Q$ when transferring the amplitudes of the terrestrial recordings from the Mojave desert to Mars. $Q$ in the regolith model is higher than commonly observed for sands on Earth, meaning that terrestrial data should contain more attenuation. However, Myhill et al. (2018) observed a larger attenuation than predicted by elastic theory for seismic signals generated by a spring source on volcanic sand in Iceland, which they attribute to enhanced dissipation of energy by grain sliding in unconsolidated regolith. This effect could potentially reduce the amplitude of atmospheric signals transmitted through the Martian regolith to SEIS. In granular material, attenuation will also depend on the size of the displacement, with $Q$ inversely proportional to the strain amplitude (Brunet et al. 2008). Larger displacements would thus see a lower $Q$, i.e. higher damping, which could be important when making inferences about the ambient background wavefield based on measurement with a near, active source. Another point that is not considered in the modelling is the possible complexity of atmospheric sources, e.g. movement of dust devils towards and away from the station. This aspect, together with a more precise amplitude scaling, could be incorporated in modelling that couples large eddy simulations of the Martian atmosphere with seismic wave propagation in the shallow subsurface. This approach would be computationally more expensive, though, and is left for future work.

The simulated wavefields are broadly similar, regardless of whether the faster modal summation approach, building up the wavefield from surface waves, or the slower wavenumber integration approach, building up the wavefield from body waves, is used. The extracted ellipticity curves also show a high similarity and are close to the theoretical curves. These results increase the confidence that the ellipticity information will also be recoverable from actual Martian data with unknown relative contributions of body and surface waves. In the previous study, the first higher Rayleigh mode was prominently visible in the H/V and ellipticity curves (Knapmeyer-Endrun et al. 2017). Indeed, the dominant influence of higher modes in an ambient noise wavefield at shorter periods and its influence on measured H/V ratios was observed in actual ambient vibration data from Christchurch, New Zealand (Savage et al. 2013). Though the synthetic wavefield simulated here should generate higher mode Rayleigh wave energy to the same extent as the one used in the previous study, specifically for the modal summation case, the observed first higher mode is much weaker and limited to higher frequencies, i.e. part of the right flank of the minimum and beyond. This can be understood by considering the influence of $Q$ on the different modes. At a given frequency $f$, the first higher mode has a higher phase velocity $c$ than the fundamental mode. This, in turns, means that the wavelength $\lambda$ of the higher mode also has to be larger, as $c = f\lambda$. For a given propagation distance, the fundamental mode will thus have more propagation cycles, and will be stronger affected by damping, than the higher mode. As $Q$ of the current subsurface models is significantly higher, and thus damping lower, than in the baseline
model of the previous study, the fundamental mode can propagate over larger distances before being completely attenuated. Accordingly, the good visibility of the higher mode over a broad frequency range in the previous study can be explained by a stronger attenuation of the fundamental mode due to lower $Q$. As $Q$ is higher in the current models, the effect is only apparent at high frequencies, where wavelengths are smallest and hence the effect of damping strongest.

4.2 Inversion

The different regolith compaction models have a minor, though detectable, effect on the ellipticity curves. The effect of different densities will be harder to resolve with actual data, which might show larger standard deviations than the synthetics, though. The inversion results indicate a limited influence of the assumptions on density. When incorrect, higher densities are assumed (parameterisation “B”, Table 1), the inversion result is not affected for the baseline model, at least not considering the large range of acceptable models. The variations in the best-fitting model are within the usual depth-velocity trade-off of ellipticity curves (e.g. Knapmeyer-Endrun et al. 2017). The inversion results obtained for the curves derived from synthetics for the intermediate and very dense regolith compaction model are also within the uncertainty range of the results for the baseline model. However, the results for the very dense compaction model and parameterisation “A” (too low densities in the regolith layer) tend to slightly larger thicknesses of the second layer and accompanying higher velocities, if higher mode data are included in the inversion (Fig. 18). In contrast, no prominent effect of different assumed densities is observed when only the fundamental mode data are available. It might therefore be useful to compare results with lower and higher assumed regolith densities, even though the uncertainty of the curves, the trade-offs between different parameters, and the resulting uncertainty in the models are generally large enough to include and mask all density effects.

The velocity range allowed for the upper-most layer has a strong influence on the inversion results, with the faster parameter range “C” leading to a completely different set of models, which does not contain the true model, for the upper 10 m. The well-known depth-velocity trade-off for ellipticity curves (e.g. Knapmeyer-Endrun et al. 2017, Fig. 10) leads to models with a larger thickness of the lowest-velocity layer (comprised of layers 1 and 2) in this case (Fig. 19). The modelled curves in this case contain only a single peak around 7.5 Hz, but can fit the inverted data along the flanks equally well as the two-peaked models for the standard parameterisation “A”. If the data from Mars contain some indication of a double-peaked structure, like in the case of the data from Mt. Etna (Fig. 12) or the HVTFA curve of the synthetics (Fig. 8e), this additional information could be used to discard results that show only a single peak, even if the curve around the peaks itself cannot be picked in detail and used in the inversion. Information on the maximum penetration depth reached by HP$^3$ could in addition be useful to constrain the minimum regolith thickness, i.e. to exclude the models with an only 3 m thick regolith found as optimum solution here (see results for parameterisations using various constraints on regolith thickness and velocity in our previous study, Knapmeyer-Endrun et al. 2017). As the constraints imposed on the upper-most layer have a large influence on the retrieved velocity models, it would be desirable that velocity constraints for this layer are not only based on assumptions derived from laboratory or lunar data. Rather, they should also take into account other experimental results for the actual landing site, e.g. from the interpretation of the seismic data generated by HP$^3$ hammering both in terms of reflection seismic (Kedar et al. 2017) and in terms of wavefield gradiometry with the six individual instruments of SEIS (Fayon et al. 2018).
Fig. 20 Influence of increasing or decreasing the velocities within a single layer on the ellipticity curve. 
a) Fundamental mode ellipticity curves when the velocities in the uppermost layer of sandy regolith are increased or decreased up to 50% in 10% increments. Velocity decreases are marked by colours from green towards the red end of the spectrum, while velocity increases are indicated by colours from green towards the violet end of the spectrum. b) Same as a) for velocity changes within the second (coarse ejecta) layer of the model.

While the inversion results in general indicate that the constraints used on the velocity of the upper-most layer help to tightly constrain its thickness by resolving the depth-velocity trade-off, the properties of the following layer are less well constrained. The observed overestimation of velocities is similar to an observation in Knapmeyer-Endrun et al. (2017) for a case with a broad, two-peaked ellipticity maximum. It might partly be attributed to missing data and the resulting large uncertainty around the ellipticity peak. However, considering ellipticity curves for variable velocities of the second layer, up to an increase or decrease by 50%, also indicates that the upper boundary of velocities within this layer will in general be less well constrained than the lower one (Fig. 20). While a velocity decrease by 20% to 50% has a distinct effect, especially on the lower flank of the curve, curves for models with velocities increased by an equal amount plot almost on top of one another. This can explain why the true velocity and thickness of the second layer are always at the lower end of the parameter range that can explain the data. The additional trade-off between layer thickness and velocity within the layer is not considered here, but will not influence the point that decreasing velocities in the second layer have a stronger effect on the shape of the ellipticity curve than increasing ones. The gradual, final velocity increase to the high basaltic velocities is in each case bracketed by the models. It cannot be fit in detail by a parameterisation that allows only constant layer velocities for all but the top-most layer.

If parts of the ambient vibration background noise are below the self noise of the sensors and the ellipticity curve could be retrieved reliably only within the frequency range between 5.5 Hz and 18 Hz, inversion results are yet again different when considering fundamental mode data only (Fig. 21). The optimum parameterisation in this case consists of three uniform layers, and the velocities in the uppermost 10 m are far from the true model. Results are similar to the ones with the full curve when the higher mode is also considered. This can be explained by the unequal sampling of the left and right flank of the ellipticity peak. When the whole curve is considered, the number of samples on both flanks is equal, but when data below 5.5 Hz are discarded, the number of samples on the left flank that also constrains velocities below the uppermost-layer (Fig. 20) is drastically reduced. In fact, the fit of the best model to the data on the left flank is rather poor (Fig. 21a). This improves when higher mode information is included (Fig. 21b). However, if only a limited frequency range for the left flank is available in the actual data, it could be useful to increase the weight for this part of the curve in the inversion or interpolate the data to a higher number of samples to avoid preferentially fitting only the right flank.
4.3 Instrumentation Resonances

In data measured on Mt. Etna under a variety of wind conditions, no influence of the wind velocity on the structural response is observed. The wind only influences the spectra at high frequencies, above about 20 Hz. This is also encouraging for InSight as the structural response of the regolith is expected well below this frequency and should thus remain unaffected by changing wind conditions.

In terms of instrumentation noise, both the LVL resonances and the lander flexible modes occur at significantly higher frequencies than the expected structural signal and are therefore clearly separable from it. It will depend on the elastic ground properties at the landing site if the lander modes are even observable above the instrument self noise. No lander resonances were observed in the Viking 2 seismic data recorded on the lander deck, but the design of the lander was also such that the lander resonances were outside the useful frequency band of the seismometer, considered to extend to 10 Hz (Anderson et al. 1977). The Viking landers did not have any solar panels, which show resonant modes at lower frequencies, as their power was provided by radioisotope thermoelectric generators. The SP sensor is expected
to provide useful data to significantly higher frequencies than the Viking seismometer, up to 50 Hz, and its self-noise (Mimoun et al. 2017) is at least an order of magnitude below the sensitivity of the Viking seismometer across the whole spectrum, including frequencies above 1 Hz. Thus, it might be more susceptible to high-frequency lander noise. An effect of the lander was observed in the data from Mt. Etna, above a threshold wind velocity between 2.7 and 4.3 m/s, at frequencies above 20 Hz, in broad agreement with the flexible mode modelling for the InSight lander. The seismometer was further from the lander by about a factor of three in this installation than considered for SEIS deployment, but one also has to take into account the significantly higher atmospheric pressure and density compared to Mars, which will increase the force of the wind on the lander at a given wind speed. Besides, the damping within the regolith in the field set-up is unknown and might be different from our estimates for Mars. Since the volcanic sand at Mt. Etna is at least to some point hydrated, Q values might be an order of magnitude lower than in our model for the landing site (e.g. Jongmans 1990; Malagnini 1996; Parolai et al. 2010; Fukushima et al. 2016). The field data also show that lander resonances can potentially manifest not as an amplitude increase in H/V and ellipticity, but as a decrease, as predicted for the InSight solar panel resonances under certain wind conditions.

Both LVL resonances and lander modes also show up after applying HVTFA to obtain ellipticity curves that are based on the Rayleigh component of the wavefield only. Thus, they cannot be distinguished from the regolith response based on the Rayleigh wave contribution. However, damping estimates using the random decrement technique indicate low damping, characteristic of industrial or mechanical sources, for the LVL and lander resonant modes. The lowest damping, around 0.5%, is observed for the LVL resonances when installed on a solid surface, whereas the damping increases when the LVL feet are embedded in sand (Fig. 16b, d). The additional thermal protection placed around the LVL in the Vulcano installation might also have played a role in increasing the observed damping of the LVL resonances, though. The lander modes show damping ratios between 1.0% and 1.3%, which is still significantly lower than the 5% threshold given for structural resonances. This threshold is only reached for the low-frequency peak in the ellipticity curves from Mt. Etna, which also fits with independently obtained information on the shallow subsurface structure. The low-frequency ellipticity peaks observed in the data from the MPS lab and from Vulcano, by contrast, seem to be caused by phenomena other than subsurface resonances, e.g. building vibrations, or land-ocean interaction. These observations are quite promising, in that the analysis of damping ratios can distinguish the instrumentation resonances, characterized by damping ratios below 2%, from actual structural information.

The lander flexible modes might overlap in frequency with the LVL resonances, but should still be separable from them as the LVL resonances solely occur on the horizontal components, whereas the lander flexible modes give rise to amplitude peaks on all three components. The separation of these effects is potentially important when they themselves are used to constrain near-surface elastic properties (Fayon et al. 2018; Murdoch et al. 2018). By contrast, the regolith properties are unlikely to have an impact on the solar panel resonant frequencies. In both the lander flexible mode model and the data from Mt. Etna, the solar panel resonances are below the noise level. However, the lander mock-up at Mt. Etna had significantly smaller solar panels than the InSight lander, whereas the flexible mode model does not capture the direct interaction of the wind with the panels. As such, the panel resonances might still show up in SEIS data from Mars. As they are independent of regolith properties, the results of the flexible mode model can be used to predict their frequencies, though. The planned data acquisition with the SP sensors while SEIS is still on the lander deck after landing should also help in characterizing both the lander flexible modes and
the solar panel resonances. These resonances should have larger amplitudes directly on the lander, but SEIS will still be resting on dampers and not on its actual feet during these measurements, which might also influence observations. Analysis of any H/V signal at the solar panel resonant frequencies should then proceed with due caution, e.g. by comparing observations during various angles of attack of the wind, which should have a strong influence on the relative vertical and horizontal amplitudes of the resonances. Besides, analysis of damping ratios, as discussed above, could be very useful to identify solar panel resonances. As lander modes were observed with a rather low damping on Mt. Etna, at a larger distance between lander and sensor than can be realised for InSight, we would also expect to find a low damping for the solar panel resonances.

A part of the instrumental set-up of SEIS that is not considered here due to as-yet-missing observational data is the influence of the tether load shunt assembly (LSA). During seismic measurements at CNES, the LSA, visible as attached to the LVL on the left hand side in Fig. 7b), was always closed. In this configuration, no effect of the asymmetric weight distribution on the LVL resonances was observed. The LSA will be opened during deployment, though, so that its loop can provide strain relief for the tether. As the tether is rather stiff, because it contains more than 200 wires, this loop is also expected to show some resonances. Due to the location of the LSA, these resonances are expected to produce mainly horizontal signals, with a preferred polarization defined by the position of the LSA on the LVL ring, which might influence ellipticity measurements. The polarisation of seismic noise is sometimes analysed together with H/V data in terms of site effects caused by topography or fault zones rather than local subsurface structure (e.g. Napolitano et al. 2018). The most relevant example in relation to InSight is the analysis of the Apollo seismic data by Dal Moro (2015). He reported a strong directivity in the H/V spectral ratio of station Apollo 16 as opposed to Apollo 14, with highest amplitude in the Y-axis direction, which he interpreted in terms of greater structural complexity. However, a higher amplification of the Y compared to the X horizontal component of the Apollo sensors has long been noticed, and attributed to a stiff connecting cable that exits from the sensors along the Y axis (Lammlein et al. 1974), with the effect being largest for Apollo 16 (Garcia et al. 2011). So a priori knowledge and characterization of the resonances of the LSA to understand possible effects on H/V measurements and noise polarisation is highly desirable and also planned. A rather low damping ratio can also be expected for the LSA signals, which might help to identify and distinguish them from subsurface resonances.

A different polarization effect was observed by Myhill et al. (2018) in their field campaign in Iceland. When comparing data recorded by a sensor on a rigid tripod and a sensor buried in the volcanic sand next to the mono-frequent spring source, they found a distorted polarization at two of the three measurement sites, with an increase in horizontal component amplitudes, for the sensor on the tripod. This type of polarization effect, which was observed over a broad frequency range between 5.3 and 20.5 Hz, would surely influence the H/V measurements. However, in the tests with the LVL analysed here, the H/V curves obtained from the sensor on the LVL show close agreement to the reference sensor across the same frequency range when deployed on sand (Fig. 15c and e). The reference sensor was not buried in these cases, which might lead to differences. The H/V spectral ratio shows a baseline level of about 0.5 and 0.9 between 2 and 20 Hz in both cases, though, so there is no indication of a clear amplification of horizontal compared to vertical motion by the LVL. This difference between the observations might be attributable to a different measurement set-up, including the tripod, and the close, strong, mono-frequent source as opposed to the ambient vibrations used in the LVL measurements, as well as different types of sand used. If this polarisation effect occurs for InSight on Mars, it might be identifiable by an increased baseline level, away from any peaks, in the H/V and ellipticity curves.
5 Conclusions

Application of different methods to simulate a random ambient vibration wavefield at the InSight landing site indicates that Rayleigh waves should be a prominent component if surface sources are considered, and that they should be visible above the self-noise of the SP sensors of SEIS, even if the sources are not within 100–200 m of the station. Resonances due to the subsurface regolith structure are predicted to occur between 6 and 9 Hz for the updated regolith model. Instrumentation resonances due to the LVL and lander flexible modes will occur at significantly higher frequencies, above 35 and 20 Hz, respectively, and should not interfere with the response of the ground structure. The lander flexible modes as well as solar panel resonances might in fact be too small in amplitude to be resolvable by SEIS. The solar panel resonances will occur at lower frequencies around 10 Hz, and though their amplitudes cannot be predicted by the current modelling, their frequencies are known and independent of the elastic properties of the landing site. Modelling as well as field data indicate that lander and solar panel resonances might have larger amplitudes on the vertical than the horizontal components, resulting in troughs rather than peaks in the corresponding H/V and ellipticity curves. All of the instrumentation resonances can be identified and distinguished from resonances in the sub-surface structure based on their low damping ratios, below 2%, measured with the random decrement technique. Considering the inversion of the measured ellipticity curves, assumptions on density are of only minor importance, whereas constraints imposed on the velocity in the shallowest layer play a mayor role in defining the retrieved velocity model, also at larger depth. Here, using additional information from measurements at the landing site, e.g. from the seismic signals generated by HP3 penetration (Kedar et al. 2017; Fayon et al. 2018), and knowledge of the maximum penetration depth of HP3, would be very beneficial. Further potential pitfalls in the inversion have been identified, e.g. unequal sampling of the flanks of the ellipticity curves, or models with a single vs. a double peak, and mitigation strategies outlined.
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