High-gain observer for the nitrification process including sensor dynamics
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Abstract: Fertilization is commonly used to increase harvests. The lack of knowledge of soil properties and the excessive use of fertilizers can result in overfertilization. Current sensor technology is able to measure the concentrations of some of the involved substances only at selected locations and depths. Point measurements of adjacent sensors in coarse sensor networks can be used to infer upon the state of nitrate concentrations in the sensor surroundings. For this purpose, a high-gain observer is proposed. Models of the nitrification process as well as the measurement dynamics for the observer design are derived and discretized on a grid to obtain a system of ordinary differential equations. It is shown that the nonlinearities of the model can be bounded and how the observer gain can be computed via linear matrix inequalities. Furthermore, a model reduction is proposed, which allows the consideration of more grid points. A simulation study demonstrates the proposed approach.
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1. INTRODUCTION

Fertilization is used to increase harvest and ensures a stable supply with fruits, vegetables and cereals. Because the amounts of nutrients in the soil are not known precisely, the amount of fertilizers to be applied is determined heuristically, which often leads to overfertilization (Innes, 2013).

Overfertilization comes along with lots of negative long- and short-term consequences and is inflicting different ecosystems, as clarified in (Albornoz, 2016; Basso et al., 2016; Cui et al., 2010; Fernandez-Escobar et al., 2000; Weinbaum et al., 1992).

In addition to direct effects, the following indirect effects were also recorded: pollution of air, soil, and especially ground water (Savci, 2012). Only half of the fertilized amount of nitrogen, nitrate and other components is absorbed by plants. The surplus sinks through soil and enters ground water decreasing the quality of water in general. The consequences are far-reaching: extinction of animal and plant species, human diseases in less-developed countries, rising costs for processing and providing drinking water, just to mention a few (Savci, 2012).

Due to these negative consequences of overfertilization, the European Union aims to control fertilization and improve water quality, which was first presented in the Nitrates Directive in 1991 (European Commission, 2010). Since then, the total amount of mineral fertilizers was reduced; however, the total consumption of nitrogen fertilizer has increased (European Commission, 2022). In this context, farming remains responsible for the most part of total nitrogen discharge into surface water. Accordingly, on-site measurements of different fertilizer components are an important step to control fertilization.

There exist various approaches for measuring the concentration of nitrate and other substances, both in soil and in water, e.g. standard chemical analysis (Ali et al., 2017; Moo et al., 2016; Wang et al., 2017). However, for this paper we consider the application of wireless electrochemical sensors for in situ measurements. Those provide a “real-time” measurement and can be placed freely, but have the following limitations. First, not every kind of substances can be measured by sensors due to technical limitations. Second, concentrations can only be measured on-spot at the location of the sensor.

To identify the distribution of all relevant concentrations despite these difficulties, a set of sensors is arranged on the considered field. These sensors are then connected and synchronized to a network in order to transmit the measurements and form the basis for estimation.

In the scope of this paper, this estimation is realized by an observer which itself requires a model. This model is the nitrification process, which describes the reaction of nitrate and organic carbon to nitrite under the influence of microbes operating as a catalyst (Bernhard, 2010; Stein and Klotz, 2016). The transport of these substances in soil is governed by the advective transport by the flow field and the molecular diffusion (Cai et al., 2013), yielding a system of partial differential equations (PDEs). The introduced setting is summarized and depicted in Fig. 1.

There exist results on observer design for PDEs (Ahmed-Ali et al., 2015; Kharkovskaia et al., 2017; Schaum et al.,
The reaction term depends on the concentrations of the electron acceptor $c_{\text{acc}}$, the electron donor $c_{\text{don}}$, and also on the concentration of microbes $c_{\text{mi}}$. It may have negative sign depending on whether educts or products are considered. In general, this reaction can be described by the Monod-equation (Cheng et al., 2016)

$$r(c_{\text{acc}}, c_{\text{don}}, c_{\text{mi}}) = r_{\text{max}} \frac{c_{\text{acc}}}{K_{\text{acc}} + c_{\text{acc}}} \frac{c_{\text{don}}}{K_{\text{don}} + c_{\text{don}}} c_{\text{mi}},$$

with a maximum growth rate of micro-organisms $r_{\text{max}} > 0$ and constants $K_{\text{acc}} > 0$ and $K_{\text{don}} > 0$ as half-velocity-constants of the electron acceptor and the electron donor. In the nitrification process, the electron acceptor is nitrate and the electron donor is organic carbon. Therefore, the constants in (2) are denoted as $K_{\text{acc}} = K_{\text{na}}$ and $K_{\text{don}} = K_{\text{ac}}$. During reaction both concentrations as well as microbes decrease, whereas nitrite as the product of the reaction increases.

As a result, the nitrification process can be modeled as...
\[
\begin{align*}
\frac{d}{dt}c^{na} &= \Gamma \nabla^2 c^{na} - v^x \nabla c^{na} + r(c^{na}, c^{oc}, c^{mi}), \\
\frac{d}{dt}c^{oc} &= \Gamma \nabla^2 c^{oc} - v^x \nabla c^{oc} + r(c^{na}, c^{oc}, c^{mi}), \\
\frac{d}{dt}c^{mi} &= \Gamma \nabla^2 c^{mi} - v^x \nabla c^{mi} + r(c^{na}, c^{oc}, c^{mi}), \\
\frac{d}{dt}c^{na} &= \frac{1}{\tau_{na}}(c^{na} - \bar{c}^{na}),
\end{align*}
\]

(3)

for \( i \in \{\text{na, oc, mi}\} \) with concentrations \( c^{na}, c^{oc}, c^{mi}, \bar{c}^{na} \in \mathbb{R} \) of the four substances. The molecular diffusivity \( \Gamma \) is assumed to be the same for each substance.

After modeling the transport and the reaction of the involved substances, the dynamics of the sensors will be included. As it is visualized in Fig. 1, the sensors are distributed on the field \( \Omega \) and are able to measure the concentrations of nitrate at their specific location. The dynamics of one sensor is assumed as a 1\(^{st}\)-order model:

\[
\frac{d}{dt}c^{na} = \frac{1}{\tau_{na}}(c^{na} - \bar{c}^{na}),
\]

(4)

with time constant \( \tau_{na} \) and \( \bar{c}^{na} \) as the measurement of \( c^{na} \).

The combination of (3) and (4) yields the model of the measured nitrification process with the involved substances of nitrate, organic carbon, microbes and nitrite. Since nitrite is only the product of this chemical reaction (cf. (3)), it does not matter for the amount of nitrate in soil. Therefore, the nitrite concentrations are excluded to reduce the number of equations. The model is given as

\[
\begin{align*}
\frac{d}{dt} & \begin{pmatrix} c^{na} \\ c^{oc} \\ c^{mi} \\ \bar{c}^{na} \end{pmatrix} = \begin{pmatrix} \Gamma \nabla^2 c^{na} - v^x \nabla c^{na} + r(c^{na}, c^{oc}, c^{mi}) \\ \Gamma \nabla^2 c^{oc} - v^x \nabla c^{oc} + r(c^{na}, c^{oc}, c^{mi}) \\ \Gamma \nabla^2 c^{mi} - v^x \nabla c^{mi} + r(c^{na}, c^{oc}, c^{mi}) \\ \frac{1}{\tau_{na}}(c^{na} - \bar{c}^{na}) \end{pmatrix}, \\
\bar{c}^{na} &= \begin{pmatrix} 0 & 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} c^{na} \\ c^{oc} \\ c^{mi} \\ \bar{c}^{na} \end{pmatrix},
\end{align*}
\]

(5)

with

- states: \( c^{na}, c^{oc}, c^{mi}, \bar{c}^{na} \)
- measurable states: \( c^{na} \)
- parameters: \( K_{na}, K_{oc}, \tau_{max}, \Gamma, \tau_{na}, v^x, v^y \).

To reduce overfertilization and to apply the required amount of fertilizer, it is necessary to determine the non-measurable concentrations on the field. This is conceived as an estimation task, for which we want to apply a high-gain observer, requiring a system of ODEs. Therefore (5) is discretized on a two-dimensional grid.

### 2.1 Discretization of the PDE

The PDE (5) is discretized equidistantly in space, which yields a grid of \( N+2 \) points in each direction. The distance between two adjacent grid points is given by the edge length \( \Delta \). As a short hand notation \( c_{j,k} \) is used for a concentration in column \( j \) and row \( k \) of the grid, \( j, k \in \{0,1,\ldots,N+1\} \). The points \( \{c_{j,k} : j, k \in \{0,1,\ldots,N+1\} \setminus \{c_{j,k} : j, k \in \{1,2,\ldots,N\} \} \} \) lie on the boundary \( \partial \Omega \) of \( \Omega \). This notation holds for all concentrations, as well as velocities \( v_j^x, v_j^y \).

Gradients and Laplace-operators in (5) are replaced at the points \( c_{j,k} \) in \( \{1,2,\ldots,N\} \) in the interior of \( \Omega \) by finite-difference method according to (Nagel et al., 2011)

\[
v^x \nabla c \rightarrow v_j^x \frac{c_{j,k} - c_{j-1,k}}{\Delta} + v_j^y \frac{c_{j,k} - c_{j,k-1}}{\Delta^2},
\]

\[
\nabla^2 c \rightarrow \frac{c_{j+1,k} + c_{j,k+1} + c_{j-1,k} + c_{j,k-1} - 4c_{j,k}}{\Delta^2}.
\]

(6)

The vertices on the border of the discretization grid \( \{c_{j,k} : j, k \in \{0, N+1\} \} \) do not appear in (6). They might be treated as inputs, since their value is increased either by fertilization on the surface or by the concentrations of an adjacent field. In our case, periodic boundary conditions are considered, i.e., at the left-hand side and the right-hand side of the field we assume \( c_{0,j} = c_{N,j} \) and \( c_{1,j} = c_{i,j} \) for \( i \in \{\text{na, oc, mi}\} \) and \( k = 1,2,\ldots,N \). At the lower boundary, \( c_{j,N+1} = c_{j,N}, \ j = 1,2,\ldots,N \) is assumed to hold, i.e., the points the this boundary have the same concentration as the the points in the interior above them. Finally, the remaining \( N \) points at the upper boundary serve as inputs and they are stacked into

\[
C_{\theta} = (c_{1,0}^1 c_{2,0}^2 \cdots c_{N,0}^N) \in \mathbb{R}, \ i \in \mathbb{I} = \{\text{na, oc, mi}\}.
\]

Their values are increased by fertilization on the surface.

The \( N^2 \) concentrations in the interior of \( \Omega \) are arranged in a similar way:

\[
C_i = (c_{1,1}^i c_{1,2}^i \cdots c_{1,N}^i c_{2,1}^i \cdots c_{N,N}^i) \in \mathbb{R}^{N^2}, \ i \in \mathbb{I},
\]

(8)

which means that \( c_{j,k}^i \) is the \((j-1)N + k\)-th element of \( C_i \).

Let \( p \) be the number of sensors measuring nitrate. At each of the \( p \) positions of the network where a sensor is placed, the dynamics of the sensor is given as (4). The \( p \) measured values of nitrate are stacked in \( C^{na} \in \mathbb{R}^p \).

The concentrations of nitrate, organic carbon, and microbes, as well as the measurements are combined to the state vector \( x \in \mathbb{R}^n, n = 3N^2 + p \), the input vector \( u \in \mathbb{R}^m, m = 3N \) and the output vector \( y \in \mathbb{R}^p \) (defined later) according to

\[
x = \begin{pmatrix} C^{na} \\ C^{oc} \\ C^{mi} \\ C_{\theta} \\ C^i \end{pmatrix}, \ u = \begin{pmatrix} C_{\theta} \\ C^i \end{pmatrix}, \ y = C^i.
\]

(9)

The discretization leads to the following equations for each point in the interior of \( \Omega \):

\[
\begin{align*}
\dot{x} &= \begin{pmatrix} f_{c}(C_{\theta}, C^{na}) - R(C^{na}, C^{oc}, C^{mi}) \\ f_{c}(C^{oc}, C^{oc}) - R(C^{na}, C^{oc}, C^{mi}) \\ f_{c}(C^{mi}, C^{mi}) - R(C^{na}, C^{oc}, C^{mi}) \\ 1 \end{pmatrix} (MC^{na} - C^{na}) \\
y &= (0_{p \times 3N^2})^T x \\
= & C
\end{align*}
\]

where \( I_p \) is the \( p \times p \) identity matrix and \( 0_{p \times 3N^2} \) is the \( p \times 3N^2 \) zero matrix. To avoid confusion, \( C \) is given as the output matrix, while all concentrations are written with a superscript \( i \in \mathbb{I} \). Furthermore, \( f_c : \mathbb{R}^{N^2} \times \mathbb{R}^3 \rightarrow \mathbb{R}^{N^2} \), as well as \( R : \mathbb{R}^{N^2} \times \mathbb{R}^{N^2} \times \mathbb{R}^{N^2} \rightarrow \mathbb{R}^{N^2} \) are vector-valued mappings. They are defined element-wise as
To ensure asymptotic stability of (14), the observer gain subsequently.

\[ f_c(c^i_{j,k}, C^p_{j,k}) = \Gamma(c^i_{j+1,k} + c^i_{j,k+1} + c^i_{j-1,k} + c^i_{j,k-1} - 4c^i_{j,k}) \]
\[ - v^x_{j,k} c^i_{j,k} - v^y_{j,k} c^i_{j,k-1} \]
\[ R(c^{na}_{j,k}, c^{oc}_{j,k}, c^{mi}_{j,k}) = r^{\text{max}} K^{na} c^{na}_{j,k} + K^{oc} c^{oc}_{j,k} + K^{mi} c^{mi}_{j,k}, \]
\[ i \in \mathbb{I}, j, k \in \{1, 2, \ldots, N\}. \]

3. METHODS

In this section, the derived model is used for the design of an observer. Since only some concentrations are measured on the field due to the limitations that were described in the introduction, the observer is used to estimate the state vector \( x \) based on inputs \( u \) and measurements \( y \) given in (9). In the following, the high-gain observer is introduced to complete the task.

3.1 high-gain observer

Generally, high-gain observers require a system structure of the following type:
\[ \dot{x} = Ax + \Phi(x, u) \]
\[ y = Cx \] (12)

with matrices \( A \in \mathbb{R}^{n \times n} \) and \( C \in \mathbb{R}^{p \times n} \), as well as a nonlinear map \( \Phi : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n \). According to (Thau, 1973) the observer structure for (12) is set to
\[ \dot{\hat{x}} = A\hat{x} + \Phi(\hat{x}, u) + L(y - \hat{y}), \]
\[ \dot{\hat{y}} = C\hat{x}. \] (13)

Applying the observer (13) on the system (12) yields the observation error dynamics for \( e := x - \hat{x} \) as
\[ \dot{e} = (A - \bar{A})e + \Phi(x, u) - \Phi(\hat{x}, u). \] (14)

For the application at hand, the system structure given in (10) needs to meet the necessary structure (12). Inserting (11) into (10) yields the following structure:
\[ \dot{x} = Ax + Bu + \Psi(\hat{x}), \]
\[ \dot{\hat{y}} = C\hat{x}, \]
\[ \Psi(\hat{x}) = \begin{pmatrix} -R(C^{\text{na}}, C^{\text{oc}}, C^{\text{mi}}) \\ -R(C^{\text{na}}, C^{\text{oc}}, C^{\text{mi}}) \\ 0_{p \times 1} \end{pmatrix}, \] (15)

where \( \hat{x}, u \) are given in (9) and matrices \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{p \times n} \) are obtained by the measurement dynamics (4) and the advection-diffusion term \( f_c(\cdot) \) according to (11).

Besides the necessary system structure, there are further conditions that need to be met to ensure the convergence of the error dynamics. Namely, these are the observability and the boundedness condition, which are analyzed subsequently.

3.2 Observability Condition

To ensure asymptotic stability of (14), the observer gain \( L \) is designed such that the nonlinearities are dominated by the linear part (Röbenack, 2012). Since \( L \) has to be chosen in order to make the dynamics of \( \dot{e} = (A - LC)e \) arbitrarily fast, the the pair \( (A, C) \) in (15) has to be observable. Furthermore, the nonlinear part has to be bounded, since this ensures the dominance of the linear part. At first, observability is checked via the Hautus criterion.

Since the advection and diffusion terms only model the transport of the respective concentrations, the matrix \( A \) is given in block-diagonal structure. Due to this structure of \( A \), the pair \( (A, C) \) is remains unobservable for any task-specific \( C \), i.e., only some concentrations can be measured by sensors.

Consequently, there is no coupling between different concentrations in the linear part, in particular microbes and organic carbon. Therefore, we propose the following slight modification of (15)
\[ \dot{x} = \bar{A}\dot{x} + Bu + \Psi(\hat{x}) \]
\[ = [A - \bar{A}]\dot{x} + [\bar{A}\dot{x} + Bu + \Psi(\hat{x})], \] (16)

where \( \bar{A} \) is chosen such that \( (A - \bar{A}, C) \) is observable. The nonlinearity of (16) is defined as \( \Phi : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^n \), which yields the following observation error dynamics:
\[ \dot{e} = (A - \bar{A} - LC)e + \Phi(x, u) - \Phi(\hat{x}, u). \] (17)

For the application at hand \( \bar{A} \) is set to include couplings between \( C^{\text{na}}, C^{\text{oc}}, \) and \( C^{\text{mi}}. \) As a natural linkage, we consider the linearization of \( \Psi(x) \), such that
\[ \bar{A} : = \nabla_x \Psi(x) \big|_{x=x_{\text{OP}},} \] (18)

where \( x_{\text{OP}} \) is the operating point of the observer. Since coupling different concentrations is more important than a concrete value, the choice of the operating point is not crucial for the following considerations.

The number of sensors \( p \) is chosen such that \( C^{\text{na}} \) can be estimated based on the measurement of \( C^{\text{na}} \) and the inputs. It turned out that three sensors are sufficient to satisfy observability of a system including only one concentration. A detailed analysis of this result is beyond the scope of this paper.

Since observability of the linear part is ensured due to the additional coupling, an observer gain \( L \) can be computed. Based on the chosen approach of the high-gain observer, a Lipschitz constant as a bound for the nonlinearity appears in its computation. Therefore, this bound of the nonlinear term is considered in the next subsection.

3.3 Bounding the Nonlinear Reaction Term

To ensure a dominant linear dynamics in (17), the nonlinearity has to be bounded. This bound can be estimated with the help of a Lipschitz constant which is computed for (16) in the following.

A Lipschitz constant \( \gamma \in \mathbb{R}_+ \) of the nonlinearity of (16) has to satisfy
\[ \|\Phi(w, u) - \Phi(z, u)\| \leq \gamma \|w - z\| \] (19)
for all \( w, z \in \mathbb{R}^n. \) Since
\[ \|\Phi(w, u) - \Phi(z, u)\| \]
\[ = \|\Psi(w) + \bar{A}w - \Psi(z) - \bar{A}z\| \]
\[ \leq \|\Psi(w) - \Psi(z)\| + \|\bar{A}\| \|w - z\|, \] (20)
the Lipschitz constant for the nonlinear map \( \Psi(\cdot) = (\psi_1(\cdot), \psi_2(\cdot), \cdots, \psi_n(\cdot))^T \) remains to be identified. Therefore, let \( w = [w_1^T, w_2^T, \cdots, w_{N^2}^T]^T \) be given, where \( w_j = (c_{ij}^{na}, c_{ij}^{oc}, c_{ij}^{mi})^T \in \mathbb{R}^3 \) and \( c_{ij}^{\cdot} \) is the \( j \)-th element of \( C^i \), \( i \in \{na, oc, mi\} \). Vector \( z \) is defined analogously. The considered term can be bounded by
\[
\|\Psi(w) - \Psi(z)\| = \sqrt{3} \sum_{i=1}^{N^2} (\psi_i(w) - \psi_i(z))^2
\]

Equality (21a) is obtained, since the reaction terms in (15) are the same. Inequality (21b) is obtained since the square root is monotone, whereas (21c) is obtained via Lipschitz continuity of the functions \( \psi_i(\cdot) \), which are given as the reaction terms of the respective concentrations. Since \( \psi_i \) is independent of all \( w_j, z_j, j \neq i \), the term \( |\psi_i(w) - \psi_i(z)| \) can be bounded via \( \|w_i - z_i\| \), since all other values in \( w \) and \( z \) would yield a higher Lipschitz-constant. In our case, \( \varrho \) was computed numerically as
\[
\varrho := \max_{(c_{ni}, c_{oi}, c_{mi})^T} \in \mathbb{R}^3 \left\| \nabla_{(c_{ni}, c_{oi}, c_{mi})^T} R(c_{ni}^{na}, c_{oi}^{oc}, c_{mi}^{mi}) \right\|. \tag{22}
\]
Finally, (21d) is obtained via a generalization to \( N^2 \) dimensions of the following considerations for positive reals \( \gamma_i \), \( i = 1, 2, 3 \):
\[
(\gamma_1 + \gamma_2 + \gamma_3)^2 = \gamma_1^2 + \gamma_2^2 + \gamma_3^2 + 2(\gamma_1 \gamma_2 + \gamma_1 \gamma_3 + \gamma_2 \gamma_3) \leq 3(\gamma_1^2 + \gamma_2^2 + \gamma_3^2), \tag{23}
\]
\( \lambda \) is the Lipschitz constant given in (19) and \( \lambda_{\min}(A) \), or respectively \( \lambda_{\max}(A) \) is the minimal/maximal eigenvalue of the matrix \( A \) (Thau, 1973). For this task, we propose a method to design a stable observer instead of only checking asymptotic convergence of the observation error (Raghavan and Hedrick, 1994). In contrast to Thau’s observer, Raghavan and Hedrick (Raghavan and Hedrick, 1994) proposed an observer as a solution of the following Riccati inequality
\[
(A - \tilde{A} - LC)^T P + P(A - \tilde{A} - LC) < -Q, \tag{27}
\]
with some positive definite matrix \( Q \in \mathbb{R}^{n \times n} \), e.g., \( Q = I_{n \times n} \). Obtaining an observer gain \( L \) by solving inequality (27) relies on the observer of Thau (Thau, 1973). The observation error \( \dot{x}(t) \) converges to zero, if
\[
\gamma < \gamma_{\max} := \frac{\lambda_{\min}(Q)}{2\lambda_{\max}(P)} \tag{28}
\]
holds, where \( \gamma \) is the Lipschitz constant given in (19) and \( \lambda_{\min}(A) \), or respectively \( \lambda_{\max}(A) \) is the minimal/maximal eigenvalue of the matrix \( A \) (Thau, 1973).

3.4 Approaches to determine the Observer Gain
Since \( \tilde{A} \) is chosen such that \( (A - \tilde{A}, C) \) is observable, and \( w \) can be computed such that all eigenvalues of the error dynamics
\[
\dot{e} = [A - \tilde{A} - LC] e \tag{26}
\]
are negative, which ensures that the norm of the observation error \( ||e(t)|| \) converges to zero. The gain is determined via a Riccati inequality. In this approach, a symmetric, positive definite matrix \( P = P^T > 0 \) is computed to satisfy
\[
(A - \tilde{A} - LC)^T P + P(A - \tilde{A} - LC) < -Q, \tag{27}
\]
with some positive definite matrix \( Q \in \mathbb{R}^{n \times n} \), e.g., \( Q = I_{n \times n} \). Obtaining an observer gain \( L \) by solving inequality (27) relies on the observer of Thau (Thau, 1973). The observation error \( \dot{x}(t) \) converges to zero, if
\[
\gamma < \gamma_{\max} := \frac{\lambda_{\min}(Q)}{2\lambda_{\max}(P)} \tag{28}
\]
holds, where \( \gamma \) is the Lipschitz constant given in (19) and \( \lambda_{\min}(A) \), or respectively \( \lambda_{\max}(A) \) is the minimal/maximal eigenvalue of the matrix \( A \) (Thau, 1973).

In contrast to Thau’s observer, Raghavan and Hedrick (Raghavan and Hedrick, 1994) proposed an observer as a solution of the following Riccati inequality
\[
(A - \tilde{A} - LC)^T P + P(A - \tilde{A} - LC) + \gamma^2 PP + I < 0. \tag{29}
\]
If there exists a matrix \( P \) which satisfies (29), then the error dynamics (17) is asymptotically stable (Röbenack, 2012). This approach yields the desired observer gain \( L \). In contrast to condition (28) of Thau’s observer, the observer proposed by Raghavan and Hedrick includes a link between the gain \( L \) of the linear part and the Lipschitz constant \( \gamma \) of the non-linear part of (15). The advantage is, that this link yields a method to design a stable observer instead of only checking asymptotic convergence of the observation error (Raghavan and Hedrick, 1994).

3.5 Model Reduction
For large values of \( N \), the LMIs (27) and (29) become high dimensional. In case of limited computational capacity, the order of those LMIs has to be reduced such that the solver is still able to handle them. For this task, we propose to treat the reaction term with concentrations of organic carbon and microbes as disturbance \( d(t) \), since their concentrations are not as important to know for fertilization as the concentrations of nitrate on the field. We assume that the disturbances are generated via the following model:
\[
\dot{x}_d = A_d x_d, \quad x_d(0) = x_{d,0}, \quad d = C_d x_d. \tag{30}
\]
We consider (15), and define \( A^{na} \) as the \( N^2 \times N^2 \) block in the upper-left corner of \( A \) and \( B^{na} \) as the \( N^2 \times N^2 \) block in the upper-left corner of \( B \). Therefore, \( C^{na} = A^{na} C^{oc} + B^{na} C^{mi} \) holds, which describes convection and diffusion of nitrate. Furthermore, \( C^{na} \) is defined as \( C \) in (15). The remaining part is the reaction, which is considered as the disturbance \( d \). To obtain the desired structure of (30), we approximate \( \frac{\psi_j}{(\gamma_1 + \gamma_2)} \) by \( \frac{\psi_j}{\gamma_{\min}} \), \( i \in \{na, oc\} \), which is eligible for small concentrations.
Furthermore, we assume a 1st-order model for the derivative of $c_{i,j,k}^o(t)$, $i \in \{na, oc, mi\}$, such that its solution is given as $c_{i,j,k}^o(t) = e^{-\lambda t}c_{i,j,k,0}^o(t)$. The parameter $\lambda_i$ describes the decrease of a related substance $i \in \{na, oc, mi\}$ and $x_{0,j,k}$ is the assumed concentration at point $(j,k)$ at $t = 0$. Based on different layers of soil, these parameters can be chosen differently. For the sake of simplicity, we focus on one $\lambda_i$ for nitrate, nitrogen, and respectively ammonia.

Including these simplifications in the reaction term, the disturbance reads as

$$d_{(j-1)N+k}(t) = R(c_{na,j,k}^n, c_{oc,j,k}^o, c_{mi,j,k}^m)$$

where $d_{(j-1)N+k}$ is given the $(j-1)N+k$-th element of $D_d$. Therewith, the system structure reads as

$$\begin{align*}
\dot{x} &= \begin{pmatrix} A_{na} & C_d \\ 0 & A_d \end{pmatrix} x + \begin{pmatrix} B_{na} \\ 0 \end{pmatrix} u, \\
y &= \begin{pmatrix} C_{na} & 0_{p \times 1} \end{pmatrix} x
\end{align*}$$

(32)

where

$$\begin{align*}
A_d &= -(A_{na} + \lambda_{oc} + \lambda_{mi}), \\
B_{na} &= \begin{pmatrix} 1 \\ \vdots \\ 1 \end{pmatrix}, \quad C_{na} = \begin{pmatrix} 1_{N,N} \end{pmatrix}, \\
C_d &= \begin{pmatrix} 0_{p \times 1} & C_{na} \end{pmatrix}, \quad A = A_{na} + \lambda_{oc} + \lambda_{mi} \end{align*}$$

The dimension of the matrices are given as $A \in \mathbb{R}^{N^2+p+1 \times N^2+p+1}$, $B \in \mathbb{R}^{N^2+p+1 \times N}$, and $C \in \mathbb{R}^{p \times N^2+p+1}$.

4. IMPLEMENTATION AND CASE-STUDY

4.1 high-gain observer for the Nitrification Process (15)

For the implementation, the grid size $N$ was chosen as $N = 7$, since the computation time as was chosen due to the high-dimensional LMI. Furthermore, three sensors were assumed and placed equidistantly to measure the uppermost nitrate concentrations, i.e., $p = 3$ and $c_{na,1}^n, c_{oc,1}^o, c_{mi,1}^m$ are measured. Therefore, (16) consists of $n = 3N^2 + p = 150$ states, $m = 3N$ = 21 inputs and $p = 3$ outputs. The other parameters are given in Table 1, where $\text{mol kg}^{-1}$ means mol per kilogram water (Cussler, 2009; Eltarambi and Negm, 2015). The velocities in $y$-direction depend on the layer of the soil, i.e., the velocity of water has a higher magnitude in the upper layer than in the lower layer, which happens due to soil composition. The minus sign in $y$-direction results from gravity, whereas the velocity in $x$-direction is caused if the field is located on a slope.

Table 1: Values for the first simulation Study

| Parameter                        | Value     |
|----------------------------------|-----------|
| Molecular diffusivity $\Gamma$   | $0.19 \cdot 10^{-4}$ cm$^2$/s |
| Maximum reaction rate $r_{max}$  | $1.2 \cdot 10^{-4}$ kg/cm$^2$/s |
| Half velocity constant of nitrate $K_{na}$ | $4.5 \cdot 10^{-3}$ mg/kgw |
| Half velocity constant of carbon $K_{oc}$ | $6.0 \cdot 10^{-3}$ mg/kgw |
| Velocity of water in $x$ direction $v_{x,j,k}^\circ$ | $3.5 \cdot 10^{-3}$ cm/s |
| Velocity of water in $y$ direction $v_{y,j,k}^\circ$ | $0.2 \cdot 10^{-4}$ cm/s, if $k < N/2$ |
| Grid points in one direction $N_r$ | 7 |
| Distance between points in grid $\Delta = 10$ cm |
| Time constant of nitrate sensor $\gamma_{na}$ | 1 s |
| Initial value of system $x_{0,j,k}^\circ$ | $10^{-4} \cdots 10^{-4}$ |
| Initial value of observer $\dot{x}_{0,j,k}^\circ$ | $3 \cdot 10^{-4} \cdots 10^{-4}$ |

The observer gain $L$ was computed in MATLAB via an LMI solver, where the quadratic terms in (27) and (29) are removed via Schur’s complement (Röbenack, 2012). Based on the computed $L$, the upper bound for the Lipschitz constant was determined via (28) as $\gamma_{max} = 1.7 \cdot 10^{-4}$, whereas (19) yields a Lipschitz constant $\gamma = 1.2 \cdot 10^{-3}$, which is less than $\gamma_{max}$. Thus, the error dynamics (17) converge asymptotically to zero. The Lipschitz constant $\gamma$ of the reaction term in (21b) was identified numerically as $\gamma = 1.4 \cdot 10^{-5}$ for the given values. The operating point for the linearization was chosen as $c_{j,k,OP} = 5 \cdot 10^{-3}$, $c_{oc,j,k,OP} = 3 \cdot 10^{-5}$, and $c_{mi,j,k,OP} = 2 \cdot 10^{-4}$ to ensure observability of the linear system (cf. Section 3.2). Also disturbances can be included in the system description with a magnitude $\gamma_{dist}$. If $\gamma + \gamma_{dist} < \gamma_{max}$ still holds, then exponential convergence of the observation error (OE) is not endangered.

The convergence of the observation error $\|x(t) - \hat{x}(t)\|$ is shown in Fig. 2 for both high-gain observers. The estimated states based on Thau’s observer are denoted as $\hat{x}_{Th}(t)$, whereas $\hat{x}_{RF}(t)$ denotes the estimated states based on the observer of Raghavan and Hedrick. In this case, they yield nearly the same result, whereas the OE of Thau’s observer is about $10^{-5}$ higher than the other one. Both OEs decline exponentially. As an input, a step with height $10^{-2}$ on the nitrate concentrations was given on the system to simulate fertilization, i.e., $u = 10^{-2} \cdot (1_{1 \times 7} 0_{1 \times 14})^\top$, where $1_{1 \times n} = (1 \cdots 1)^\top \in \mathbb{R}^n$.

The number of grid points can be increased for higher computational powers. Since the size of the system grows quadratically with $N$, the resulting LMI becomes very large. Further investigations are necessary at this point to handle this system especially in view of numerical analysis. Nevertheless, since all concentrations of the sparse grid are known, the concentrations in between can be interpolated via known methods, such as spline interpolation (De Boor, 1978).

4.2 high-gain observer for the Reduced Model (32)

In this case, the reaction term is considered as a disturbance (cf. Section 3.5). The parameters are the same as in Section 4.1, except for $N$, which is chosen as $N = 11$ for the following computations such that the matrices of the
A constant can be interpreted as a bound for a disturbance. The parameters are listed in Table 2, whereas the Lipschitz convergence of the OE after 70 seconds. Therefore, it significantly accelerates the Hedrick's improved observer enters this vicinity already approx. 95 seconds, whereas the OE of Raghavan and the nitrification process as a model.

Table 2. Additional or changed values for the second simulation Study

| Grid points in one direction | N = 11 |
|-----------------------------|-------|
| Decrease of disturbance     | $\lambda_{na} + \lambda_{nc} + \lambda_{ni} = 6.1 \cdot 10^{-3}$ |
| Initial value of disturbances| $\varepsilon_{j,k} = 0.3 \cdot 10^{-3}$ |
| Lipchitz constant           | $\gamma = 1 \cdot 10^{-3}$ |

Figure 3 shows that the observation error (OE) converges exponentially to zero for both high-gain observers (HGO). Note that $x(t)$ includes only the states of the nitrate concentrations, since $x_d(t)$ slows down the convergence because these additional states converge slowly to zero. Nevertheless, their value is not crucial to know. If Thau’s HGO is considered, the OE is smaller than $10^{-4}$ after approx. 95 seconds, whereas the OE of Raghavan and Hedrick’s improved observer enters this vicinity already after 70 seconds. Therefore, it significantly accelerates the convergence of the OE.

Figure 3. Convergence of the observation error for high-gain observers of Thau and Raghavan/Hedrick based on the nitrification process as a model.

The novelty of this paper is the application of the two high-gain observers to the nitrification process including sensor measurement dynamics. The considered nitrification process was modeled based on the advection-diffusion-reaction equation. The dynamics provided by the sensors were included to the model, which generates a set of partial differential equations. After discretizing the system on a grid, the resulting model is described as a set of ordinary differential equations. This set of equations formed the basis for further considerations, namely the high-gain observer. The system was decomposed in a linear and a nonlinear part. It turned out that the linear part is not observable due to the block-diagonal structure of the system matrix $A$. An additional coupling based on the linearization was introduced to ensure observability. Afterwards, the nonlinearity was bounded by a Lipschitz constant. The observer gain was computed via two slightly different approaches based on the Riccati inequality, which results in high-gain observers proposed by Thau (27) and by Raghavan/Hedrick (29). They ensure an asymptotically converging observation error, but are characterized by a high computational burden, especially for large systems. Therefore, a model reduction was proposed, where the reaction term is treated as a disturbance, which allows a higher number of simulation points. Asymptotic stability of the estimation error was proven theoretically and in a case-study for both proposed approaches. Thus it was shown, that the high-gain observer estimates the desired concentrations based on the measurements. The results can be substantiated via experiments on a field with real data. This remains a task for the future. However, there are some properties that have to be considered in the model. Those might be time-varying velocities of water, uncertainties caused by wear of sensor materials, or different sensor measurement dynamics, such as second-order model, or electrochemical properties of the sensor. Furthermore, the number of simulation points can be increased, which requires a closer look on the algorithm to avoid numerical problems. If these computational burdens are eliminated, one might obtain results for a higher number of grid points or even values for a three-dimensional grid. The contribution of publication focuses on the method rather than a high-dimensional calculation example. Also practical issues like model uncertainty, i.e. parameter uncertainty, model structural mismatch, or soil heterogeneity can be considered in further works to provide a more realistic setup. In this case, a closer look on sensitivity of the high-gain observer to measurement noise has to be made. However, existing approaches provide a robustness to measurement errors (Ahrens and Khalil, 2009).

All these preliminary investigations can be used in a further control setup, where strategies for the improved usage of fertilizer can be derived based on the estimated concentrations. Therefore, the approach serves as an important step to determine the current concentrations of substances on a field based on a few measurements. This would avoid all the discussed negative effects of overfertilization.
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