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Abstract

We couple the L1 discretization for the Caputo derivative in time with the spectral Galerkin method in space to devise a scheme that solves quasilinear subdiffusion equations. Both the diffusivity and the source are allowed to be nonlinear functions of the solution. We prove the stability and convergence of the method with spectral accuracy in space. The temporal order depends on the regularity of the solution in time. Furthermore, we support our results with numerical simulations that utilize parallelism for spatial discretization. Moreover, as a side result, we find exact asymptotic values of the error constants along with their remainders for discretizations of the Caputo derivative and fractional integrals. These constants are the smallest possible, which improves previously established results from the literature.
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1 Introduction

We are interested in numerically solving the following time-fractional nonlinear problem with homogeneous Dirichlet conditions

\[
\begin{aligned}
\partial^\alpha_t u &= \langle D(u) u_x \rangle_x + f(x, t, u), \quad x \in (0, 1), \quad t \in (0, T), \quad \alpha \in (0, 1), \\
u(x, 0) &= \varphi(x), \\
u(0, t) &= 0, \quad u(1, t) = 0,
\end{aligned}
\]

where the Caputo derivative is defined for sufficiently smooth functions as [28]

\[
\partial^\alpha_t u(x, t) = \frac{1}{\Gamma(1-\alpha)} \int_0^t (t-s)^{-\alpha} u_t(x, s) ds,
\]

which can also be written in terms of the fractional integral

\[
I^\alpha_t u(x, t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} u(x, s) ds,
\]

as \( \partial^\alpha_t u = I_t^{1-\alpha} u_t \). In this work, we assume that \( \alpha \in (0, 1) \) corresponds to the subdiffusive regime of the process. Probabilistically, this type of evolution can arise when a randomly walking particle

---
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exhibits waiting times that lower the mean square displacement \([43] [24]\). For example, in the study of a porous medium, water percolates the solid matrix. For certain materials, it can become trapped in some of its regions or undergo a chemical reaction that also produces a subdiffusive characteristic of the process \([51] [50]\). All of these situations in which the modeling with a time-fractional derivative is relevant point to some instance of the memory of the process that has an essential influence on the present state \([24]\). On the other side of the diffusion spectrum is the faster counterpart of this process, superdiffusion. It arises when the particle can jump for substantial distances in a given instant \([43]\). A model for that phenomenon frequently involves operators that are nonlocal in space such as the fractional Laplacian \([52] [68]\). Consequently, for modeling both waiting times and long jumps, one usually uses operators nonlocal in time and space. Subdiffusion plays an important role in many different fields of science and engineering such as turbulent flow \([18]\), material science \([44]\), viscoelasticity \([3]\), cell biochemistry \([65]\), biophysics \([26]\), plasma physics \([9]\), and hydrology \([14] [13]\).

There is a growing literature on the existence, uniqueness, and regularity of solutions to the linear case of (1). We would like to mention only several of the multitude of interesting papers. For example, in the seminal work \([60]\) the authors established the unique existence of a weak solution for the case with the symmetric linear uniformly elliptic operator and \(f(x, t, u) = f(x, t)\). Moreover, they have given many estimates regarding the asymptotic behavior of solutions for small and large times, along with regularity estimates. Further results concerning the abstract setting of time-fractional equations in Sobolev spaces can be found in \([10] [2]\) or \([10]\). Some other extensions and generalizations can be found, for example, in \([77]\). On the other hand, to the best of our knowledge, the study of nonlinear time-fractional diffusion equations is much less mature. In \([11]\) authors studied a very general form of (1) and provided decay estimates of the solution. Furthermore, bounded weak solutions of a variant of (1) with a generalized form of the memory kernel have been investigated in \([69] [71]\). In \([10]\) the authors studied the existence and uniqueness of the stochastic version of nonlinear PDE. The existence of a unique strong solution of the quasilinear case was established in \([74]\) using the interior Hölder continuity. The viscosity solution method has been applied to a quasilinear subdiffusion equation in \([67]\). Finally, we mention the time-fractional porous medium equation that has been analyzed in \([50] [51]\) where some approximate solutions have been given. Moreover, in \([57]\) the existence and uniqueness of a self-similar solution have also been proved.

Various numerical methods have been proposed to solve (1) in the linear case. While spatial discretization is usually done with finite differences, finite elements, or spectral methods, the Caputo derivative (or its generalizations) is discretized mostly by the L1 scheme, Gr"unwald-Letnikov approximation, or convolution quadrature. The latter utilizes the special structure of the fractional derivative as a convolution operator and is based on discretization in the Laplace transform variable. This method has been introduced to solve integral equations \([41] [61]\) and provides a very useful scheme for generating versatile discretizations of nonlocal operators \([7] [76]\). On the other hand, Grünwald-Letnikov discretization is a generalization of classical finite differences applied to the temporal derivative \([28]\). In \([73]\) an explicit finite difference scheme has been utilized to solve the linear variant of (1). In \([5]\) the authors used a compact scheme to improve spatial accuracy. Grünwald-Letnikov discretization has also been used to solve subdiffusive Fokker-Planck equation \([38]\). Finally, there exists a family of numerical methods based on piecewise linear approximation of the differentiated function, the L1 scheme originally proposed in \([48]\) to discretize the Riemann-Liouville derivative. One of the first works to utilize this type of approximation was \([27]\) in which the authors used the implicit finite difference for the space derivative. Some other approaches and generalizations with similar spatial discretizations have been conducted, for example, in \([78] [89]\). The L1 method is also conveniently coupled with Finite Element space discretization. In \([78]\) this scheme has been used to solve the cable equation while in \([79]\) authors provided a fully abstract setting in the Sobolev spaces. The important problem for methods with non-smooth data has been solved in \([19] [35] [20]\). It arises in many cases, since the solution of the linear subdiffusion equation frequently can exhibit a weak temporal singularity in the derivative (see \([60] [63]\) for the estimates
and [21] for a review of numerical methods). Similarly to the finite element methods, the spectral schemes have been proposed in order to provide superb spatial accuracy with minimal computational expense. Computing nonlocal operators is usually very demanding on processing power, and hence one usually wants to optimize the simulation as a whole. Spectral methods and their exponential order are one way to deal with this problem [4]. For this approach, we refer to [37]. A very interesting idea of using the spectral approximation for both space and time has been proposed in [34]. Since the PDE has a nonlocality in time, using global temporal basis instead of time-stepping is well justified and advantageous. We also refer to [46] for a discontinuous Galerkin method used to solve equations similar to ours. Further generalizations of the L1 scheme involve Crank-Nicolson methods [22] or central differences [33] to improve temporal order [29]. Additional interesting results on high order [70, 6, 5, 49, 58]. In contrast to the above, the analysis of numerical methods when [1] involves a nonlinearity is much less evolved. This is mostly due to the difficulty to resolve the interplay between nonlocality and nonlinearity in the discrete setting. According to the best knowledge of the author, most papers deal with a nonlinear source only. In [32] a linearized Galerkin scheme has been proposed to solve the quasilinear equation with a graded temporal mesh. A very useful tool for dealing with nonlinear equations, namely the discrete fractional Grönewall inequality, was developed in [31] and later generalized in [35, 36]. Subsequently, this inequality has been used in [59] to devise an efficient two-level linearized Finite Element scheme. In addition, an approach based on the spectral approximation has been applied to the nonlocal in time and space (due to the Riesz derivative) in [75]. Finally, we mention our previous works on (1) with quasilinear case, i.e. when $D(u) \neq \text{const}$. In [52, 50] we have considered the time-fractional porous medium equation with $D(u) = u^m$. Our approach was based on providing a family of numerical methods for the setting of the nonlinear Volterra equation that can be obtained in that case by suitable transformations that yield the Erdélyi-Kober fractional operator [55, 56]. Further results can be found in [47] and we also refer to a recent result on the spectral method applied to a nonlinear and nonlocal equation that arises in climatology [54]. A comprehensive survey of numerical methods for fractional differential equations can be found in [30].

In this paper we devise a linear Galerkin spectral method with L1 temporal scheme to solve (1). We note, however, that our proofs can be readily adapted to the Finite Element method for spatial discretization (see, for example, [66]). The novelty of this work is considering the quasilinear diffusivity and not only the source. First, in the next section, we start with a discussion of the L1 scheme and as a side-result we obtain a sharp estimate on the error constant for this approximation, which improves the known bounds from the literature. Reasoning is carried out with the use of asymptotic analysis, and we also apply it to the fractional integral. However, this case yields a result of a much different nature. In Section 3 we devise the aforementioned Galerkin method. The linearization is achieved by extrapolating all nonlinearities. In the proofs, we also use the discrete fractional Gronwall lemma from [31]. Despite the strong non-linearity of the main PDE, our method retrieves the $2 - \alpha$ temporal order for smooth solutions and spectral accuracy in space, which is verified by several numerical experiments programmed in Julia.

2 The L1 scheme

Before we devise a numerical method for solving (1) we focus on the L1 discretization of the Caputo derivative. Let $y : (0, T) \mapsto \mathbb{R}$ be a function defined on the temporal domain. Moreover, set up the time mesh

$$t_n = nh \leq T,$$

where $h > 0$ is the time step. One very common choice of discretization is to apply the rectangle product integration rule to the integral in (2) along with a simple finite difference to arrive at the
so-called L1 scheme (see [28])

\[
\delta^\alpha y(t_n) = \frac{h^{-\alpha}}{\Gamma(2-\alpha)} \sum_{i=0}^{n-1} b_{n-i}(1-\alpha)(y(t_{i+1}) - y(t_i)),
\]

(5)

with weights

\[
b_j(\beta) = j^\beta - (j-1)^\beta.
\]

(6)
The above scheme can also be written in the following way that is easier to implement in numerical schemes

\[
\delta^\alpha y(t_n) = \frac{h^{-\alpha}}{\Gamma(2-\alpha)} \left( y(t_n) - b_n y(0) - \sum_{i=1}^{n-1} (b_{n-i}(1-\alpha) - b_{n-i+1}(1-\alpha)) y(t_i) \right).
\]

(7)

By \(R_n(h)\) denote the remainder of the L1 approximation, that is,

\[
|\partial^\alpha y(t_n) - \delta^\alpha y(t_n)| =: \epsilon_n(h)
\]

(8)

It is a well-known fact that for twice differentiable functions the above L1 scheme has an order of accuracy equal to \(2-\alpha\), i.e. (see [28, 30])

\[
\epsilon_n(h) \leq C_n h^{2-\alpha} \max_{t \in (0,T)} |y''(t)|,
\]

(9)

where, to keep the notation compact, we retained the symbol \(\partial\) for denoting an ordinary derivative. It is important to note that the L1 method only achieves its optimal order \(2-\alpha\) for twice continuously differentiable functions. When the regularity is less than that, the order deteriorates to 1. This is especially evident when applied to solving PDEs, as was previously observed in the literature [25] and we will indicate this in the sequel.

In the literature, there are several results concerning bounds on the error constant \(C_n\) in (9). For instance, in [37] it was found that

\[
C_n \leq \frac{\zeta(1+\alpha)}{\Gamma(2-\alpha)},
\]

(10)

where \(\zeta\) is the Riemann zeta function. As can be seen, this estimate can be very large for \(\alpha\) close to 0. Some more accurate bounds were given in [30] (p. 106, Theorem 4.1)

\[
C_n \leq \frac{1}{\Gamma(2-\alpha)} \left( \frac{1-\alpha}{12} + \frac{2^{2-\alpha}}{2-\alpha} - (2^{1-\alpha} + 1) \right).
\]

(11)

In the results below, we find the optimal sharp estimate on \(C_n\).

**Theorem 1.** Let \(y \in C^2[0,T]\) and \(0 < \alpha < 1\). Then, for any \(t \in (0,T]\) the constant \(C_n\) defined in (4) satisfies

\[
C_n \sim -\frac{\zeta(1+\alpha)}{\Gamma(2-\alpha)} - \frac{1}{12\Gamma(1-\alpha)} \frac{1}{n^\alpha} \text{ as } n \to \infty, \ nh \to t,
\]

(12)

where \(\sim\) denotes the asymptotic equality.

**Proof.** For any \(t \in (0,T]\) we have a sequence \(\{t_n\}\) converging to \(t\) as \(n \to \infty\) and \(nh \to t\). It follows that \(h \to 0^+\). Fix \(t_n\) and subdivide the interval \([0,t_n]\) into pieces of length \(h\). Then interpolating \(y\) with a linear function on each subinterval \([t_{i-1}, t_i]\) we have

\[
y(s) = y(t_{i-1}) + \frac{y(t_i) - y(t_{i-1})}{h} (s - t_{i-1}) + \frac{1}{2} y''(t_{i-1})(s - t_{i-1})(s - t_i) + O(h^3), \quad s \in [t_{i-1}, t_i],
\]

(13)
which leads to
\[ y'(s) = \frac{y(t_i) - y(t_{i-1})}{h} + y''(t_{i-1}) \left( s - \frac{t_{i-1} + t_i}{2} \right) + O(h^2), \quad (14) \]
as \( h \to 0^+ \). Plugging this expression into (2) yields the following
\[
\partial^\alpha y(t_n) = \frac{h^{-1}}{\Gamma(1 - \alpha)} \sum_{i=1}^{n} (y(t_i) - y(t_{i-1})) \int_{t_{i-1}}^{t_i} (t_n - s)^{-\alpha} ds \\
- \frac{1}{\Gamma(1 - \alpha)} \sum_{i=1}^{n} \int_{t_{i-1}}^{t_i} (t_n - s)^{-\alpha} \left( s - \frac{t_{i-1} + t_i}{2} \right) y''(t_{i-1}) + O(h^2) ds \\
=: \delta^\alpha y(t_n) - R_n(h) + o(R_n(h)), \quad (15)
\]
where we defined the remainder with \( h \to 0^+ \). We claim that \( R_n(h) = O(h^{2-\alpha}) \), which by a simple integration would mean that the term \( o(R_n(h)) \) above is \( O(h^{3-\alpha}) \). First, by a straightforward calculation we have
\[
c_{n-i} := \int_{t_{i-1}}^{t_i} (t_n - s)^{-\alpha} \left( s - \frac{t_{i-1} + t_i}{2} \right) ds \\
= h^{2-\alpha} \left[ \frac{1}{1 - \alpha} \left( (n-i+1)^{1-\alpha} - (n-i)^{1-\alpha} \right) \left( n-i + \frac{1}{2} \right) - \frac{1}{2 - \alpha} \left( (n-i+1)^{2-\alpha} - (n-i)^{2-\alpha} \right) \right] \quad (16)
\]
To sum up the terms \( c_{n-i} \) in the definition of \( R_n(h) \) in \( (15) \) we would like to use the mean value theorem to take \( y''(t_{i-1}) \) outside the sum (we can move it outside the integral since it is \( s \)-independent). However, to invoke it, we have to ascertain that \( c_i \) is positive for each \( i = 1, ..., n \). This is not obvious since the linear function in the integrand, i.e. \( s - (t_{i-1} + t_i)/2 \) changes sign. To proceed, we write the coefficients differently
\[
c_{n-i} = (h(n-i))^{2-\alpha} \left[ \frac{1}{1 - \alpha} \left( (1 + \frac{1}{n-i})^{1-\alpha} - 1 \right) \left( 1 + \frac{1}{2(n-i)} \right) - \frac{1}{2 - \alpha} \left( (1 + \frac{1}{n-i})^{2-\alpha} - 1 \right) \right]. \quad (17)
\]
Now, introducing an auxiliary function
\[
g(x) := \frac{1}{1 - \alpha} \left( (1 + \frac{1}{x})^{1-\alpha} - 1 \right) \left( 1 + \frac{1}{2x} \right) - \frac{1}{2 - \alpha} \left( (1 + \frac{1}{x})^{2-\alpha} - 1 \right), \quad (18)
\]
we can use the Taylor series for \( x^{-1} \to 0 \) to obtain the estimate
\[
g(x) \geq \frac{\alpha}{12x^3} - \frac{\alpha(1 + \alpha)}{24x^4} = \frac{\alpha}{12x^3} \left( 1 - \frac{1 + \alpha}{2x} \right) \geq 0, \quad (19)
\]
for \( x \geq 1 \). This shows that \( c_{n-i} \geq 0 \) for \( i = 1, ..., n-1 \). The last term can be inspected by hand
\[
c_0 = h^{2-\alpha} \left( \frac{1}{2} \frac{1}{1 - \alpha} - \frac{1}{2} \right) = \frac{\alpha h^{2-\alpha}}{2(1 - \alpha)(2 - \alpha)} > 0. \quad (20)
\]
Therefore, by the mean value theorem with some \( \tau_n \in (0, t_n) \) we can write
\[
R_n(h) = \frac{h^{2-\alpha}}{\Gamma(1 - \alpha)} y''(\tau_n) \left[ \frac{1}{1 - \alpha} \sum_{i=1}^{n} ((n-i+1)^{1-\alpha} - (n-i)^{1-\alpha}) \left( n-i + \frac{1}{2} \right) \\
- \frac{1}{2 - \alpha} \sum_{i=1}^{n} ((n-i+1)^{2-\alpha} - (n-i)^{2-\alpha}) \right] \\
=: \frac{h^{2-\alpha}}{\Gamma(1 - \alpha)} y''(\tau_n) [S_1 + S_2]. \quad (21)
\]
We will evaluate the two sums above. First, the second is telescoping.

\[ S_2 = -\frac{n^{2-\alpha}}{2-\alpha}. \]  

The first one, in turn, can be simplified with the summation by parts (see, for example, [17]). To this end, define the two sequences \( f_i \) and \( g_i \) as follows

\[ S_1 = \frac{1}{1-\alpha} \sum_{i=1}^{n} ((n - i + 1)^{1-\alpha} - (n - i)^{1-\alpha}) \left( n - i + \frac{1}{2} \right) = -\frac{1}{1-\alpha} \sum_{i=1}^{n} (f_i - f_{i-1}) g_i. \]  

Then, the summation by parts formula yields

\[ S_1 = -\frac{1}{1-\alpha} \left( g_n f_n - g_1 f_0 - \sum_{i=1}^{n-1} f_i (g_{i+1} - g_i) \right) = \frac{1}{1-\alpha} \left( \left( n - \frac{1}{2} \right) n^{1-\alpha} - \sum_{i=1}^{n-1} i^{1-\alpha} \right). \]  

Putting the values of \( S_1 \) and \( S_2 \) together, we arrive at the following

\[ R_{\alpha}(h) = \frac{h^{2-\alpha}}{\Gamma(1-\alpha)} y''(\tau_n) \left[ -\frac{1}{2-\alpha} n^{2-\alpha} + \frac{n + \frac{1}{2}}{1-\alpha} n^{1-\alpha} - \frac{1}{1-\alpha} \sum_{i=1}^{n} i^{1-\alpha} \right], \]  

where we have added and subtracted the \( n \)-th term in the sum above to recognize it as the harmonic number of order \( \alpha - 1 \). The last step is to use its asymptotic form (see [12], Chapter 6.4). For \( n \to \infty \), we have

\[ \sum_{i=1}^{n} i^{1-\alpha} \sim \zeta(\alpha - 1) + \frac{1}{2-\alpha} n^{2-\alpha} + \frac{1}{2} n^{1-\alpha} + \frac{1-\alpha}{12} n^{-\alpha}. \]  

Therefore, as \( n \to \infty \) we have

\[ R_{\alpha}(h) \sim \frac{h^{2-\alpha}}{\Gamma(2-\alpha)} y''(\tau_n) \left[ -\frac{1}{2-\alpha} n^{2-\alpha} + \frac{n + \frac{1}{2}}{1-\alpha} n^{1-\alpha} + \frac{1-\alpha}{12} \right] \]  

which is the desired result. \( \square \)

Due to the asymptotic form of the constant \( C_n \) as in [12], its leading order value is the smallest possible. For example, the comparison with the value from [30], that is, (11), is presented on the left of Fig. 1. We note that the values are close for all \( \alpha \in (0, 1) \). This can also be verified numerically by choosing \( y(t) = t^2/2 \) so that \( y''(t) = 1 \). For \( T = 1 \) we have \( h = n^{-1} \) and plot the value of

\[ \rho_n := 12 \Gamma(1-\alpha)n^\alpha \left| \frac{\partial^\alpha y(1) - \delta^\alpha y(t_n)}{n^{2-\alpha}} + \frac{\zeta(\alpha - 1)}{\Gamma(2-\alpha)} \right| \]  

for different \( n \). According to [12] the above expression should approach 1 as \( n \to \infty \). The results of our calculations are depicted on the right of Fig. 1. As we can see, all cases converge to 1 very quickly, even for \( \alpha \) close to 1. Note also the scale of ticks on the y-axis.

**Remark 1.** The above theorem concerns only the regular and smooth case of \( y \) being a \( C^2[0,T] \) function and a uniform mesh. When lower regularity is assumed, only a slower order of convergence can be attained. For example, an important regularity assumption is the continuity with singular
behavior of derivatives. That is, provided that $|y^{(m)}(t)| \leq C(1 + t^{\alpha - m})$ for $m = 0, 1, 2$, the following estimate of the truncation error was proved in \cite{64}:

$$
\epsilon_n(h) \leq C n^{-\min(2-\alpha,r\alpha)}, \quad t_n = T \left( \frac{nh}{T} \right)^r,
$$

(29)

Note that it gives a general case for a graded mesh. Our case, the uniform grading, corresponds to $r = 1$. Observe that by choosing an appropriate mesh, we can obtain high orders of convergence. Specifically, choosing $r = (2 - \alpha)/\alpha$ yields an optimal grading in which the order is the same as in the smooth case, that is, $2 - \alpha$. However, in that case, the mesh becomes clustered for small $\alpha$.

Note also that this is independent of $h$. We will use this estimate below in the convergence proof.

In exactly the same spirit, we can conduct an analysis for the remainder of the discretization of the fractional integral (3). However, the result is of a different nature.

**Proposition 1.** Let $y \in C^1[0,T]$ and $0 < \alpha < 1$. Then for any $t_n \to t \in (0,T]$ as $n \to \infty$ we have

$$
I^\alpha y(t_n) = J^\alpha y(t_n) + h D_n y'(\tau),
$$

(30)

where the discretized fractional integral is

$$
J^\alpha y(t_n) := \frac{h^\alpha}{\Gamma(1 + \alpha)} \sum_{i=1}^{n} b_{n-i}(\alpha) y(t_i)
$$

(31)

with some $\tau \in (0,T]$ and the weights $b_i$ defined in (4). Moreover, we have the asymptotic expansion

$$
D_n \sim - \frac{h^\alpha}{\Gamma(1 + \alpha)} \left( \frac{1}{2} + \frac{\zeta(-\alpha)}{n^{\alpha}} + \frac{\alpha}{12n} \right) \quad \text{as} \quad n \to \infty, \quad h \to 0.
$$

(32)

**Proof.** By the same subdivision of the $(0,t_n)$ interval as in the above proof and by a simple Taylor expansion in each subinterval $(t_{i-1}, t_i)$

$$
y(s) = y(t_i) + y'(\xi_i)(s - t_i), \quad s, \xi_i \in (t_{i-1}, t_i),
$$

(33)

we can immediately write

$$
I^\alpha y(t_n) = \frac{h^\alpha}{\Gamma(\alpha)} \sum_{i=1}^{n} b_{n-i}(\alpha) y(t_i) + \frac{1}{\Gamma(\alpha)} \sum_{i=1}^{n} \int_{t_{i-1}}^{t_i} (t_n - s)^{\alpha-1}(s - t_i)y'(\xi)s.
$$

(34)
Since the integrand is negative we can use the mean value theorem and take the derivative first outside
the integral and then outside, which produces some $\tau \in (0, T]$. Further, by a simple calculation, we
have
\[ \int_{t_{i-1}}^{t_i} (t_n - s)^{\alpha - 1}(s - t_i)ds = -\frac{h^{1+\alpha}}{\alpha(1 + \alpha)} ((n - i)^{1+\alpha} - (n - i - \alpha)(n - i + 1)^{\alpha}), \tag{35} \]
and hence our error constant $D_n$ is
\[ D_n = \frac{h^\alpha}{\Gamma(2 + \alpha)} \sum_{i=1}^{n} ((n - i)^{1+\alpha} - (n - i - \alpha)(n - i + 1)^{\alpha}). \tag{36} \]
We can write $n - i - \alpha = (n - i + 1) - (1 + \alpha)$ which yields
\[ D_n = \frac{h^\alpha}{\Gamma(\alpha)} \left[ \sum_{i=1}^{n} ((n - i)^{1+\alpha} - (n - i + 1)^{1+\alpha}) + (1 + \alpha) \sum_{i=1}^{n} (n - i + 1)^{\alpha} \right]. \tag{37} \]
The first sum is telescoping, while in the second, we can introduce another summation variable $j = n - i + 1$
\[ D_n = \frac{h^\alpha}{\Gamma(2 + \alpha)} \left[ -n^{1+\alpha} + (1 + \alpha) \sum_{i=1}^{n} j^\alpha \right], \tag{38} \]
which brings us to the harmonic number of order $-\alpha$. Using its asymptotic form as in (26) leads to the
following
\[ D_n \sim \frac{h^\alpha}{\Gamma(2 + \alpha)} \left[ -n^{1+\alpha} + n^{1+\alpha} + (1 + \alpha) \frac{1}{2} n^\alpha + (1 + \alpha) \frac{1}{12} n^{1-\alpha} + (1 + \alpha) \zeta(-\alpha) \right], \tag{39} \]
as $n \to \infty$. Since also $nh \to t$ the conclusion follows. \hfill \Box

As we can see, the remainder of the simple discretization of the fractional integral is of integer
order. For a numerical illustration of the above, we choose $t = T = 1$ and $y(t) = t$ for the first
integral to be constant. In Fig. 2 we plotted the value of
\[ \tilde{\rho}_n := -\frac{\Gamma^\alpha(y(1) - J^\alpha y(t_n))}{t_n} + \frac{1}{2\Gamma(1 + \alpha)} \left( \frac{\zeta(-\alpha)}{n^\alpha} + \frac{\alpha}{12} \right)^{-1}, \tag{40} \]
for different values of $\alpha$. According to (32) the above expression should converge to 1 with increasing
$n$. As we can see, the convergence is very fast for the entire range of $\alpha \in (0, 1)$. We can also
observe that for $\alpha \to 1^-$ the two last terms in (32) cancel each other (since $\zeta(-1) = -1/12$), and the
expansion becomes exact (not asymptotic). Furthermore, we can see that the order of discretization
is independent of $\alpha$ and equals 1 in contrast to $2 - \alpha$ of the L1 scheme for the Caputo derivative.

3 Galerkin method

Having prepared the discretization of the Caputo derivative, we proceed to the main theme of this
paper. First, we set the framework. Throughout the following, a generic constant that can depend
on $u$ and all of its derivatives will be denoted by $C$. We allow it to change its value even in the
same chain of inequalities. We will work in the $L^2(0,1)$ Hilbert space endowed with the standard norm $\|\cdot\|$. The general Sobolev space of $m$-th differentiable will be denoted by $H^m(0,1)$ and we equip it
with the usual norm
\[ \|f\|_m = \left( \sum_{i=0}^{m} \left\| \frac{\partial^i f}{\partial x^i} \right\|_2^2 \right)^{\frac{1}{2}} \tag{41} \]
Figure 2: The value of $\tilde{\rho}_n$ as a function of $n$ for $\alpha = 0.1$ (solid line, circles), $\alpha = 0.5$ (dashed line, triangles), and $\alpha = 0.9$ (dotted line, crosses)

Due to the Poincaré-Friedrichs inequality, the space $H^1_0(0,1) \subseteq H^1(0,1)$ of functions with vanishing trace is also a Sobolev space with the norm $\|\cdot\|_1$. In what follows, we usually will omit denoting the interval $(0,1)$ when addressing a particular space, i.e. we will write $H^m$ instead of $H^m(0,1)$.

In order to propose a Galerkin method, we recast the main equation (1) into its weak form. By multiplying it by the test function $v \in H^1_0$ and integrating by parts, we obtain

$$\left(\partial_t^\alpha u, v\right) + a(D(u); u, v) = \left(f(t,u), v\right), \quad v \in H^1_0,$$

(42)

with the initial condition

$$u(0) = \varphi.$$

(43)

Here, the functional $a$ is defined as

$$a(D(w); u, v) = \int_0^1 D(w(x)) u_x(x)v_x(x)dx.$$

(44)

For well-posedness, we assume boundedness and smoothness of $D$ and $f$

$$0 < D_\pm \leq D(u) \leq D_+, \quad |f(x,t,u)| \leq F, \quad |D'(u)| + |f_u(x,t,u)| \leq L,$$

(45)

where $D_\pm$, $F$, and $L$ are positive constants. We will seek an approximate solution of (42) in a suitable $N$-dimensional space $V_N \subseteq H^1_0$. Furthermore, we assume that $V_N$ is either a trigonometric or algebraic polynomial space in order to utilize spectral accuracy. More specifically, if $P_N$ is the $L^2$ projection onto $V_N$ we have [1]

$$\|u - P_n u\| \leq C N^{-m} \|u\|_m, \quad \|u - P_n u\|_l \leq C N^{2l-\frac{1}{2}-m} \|u\|_m, \quad u \in H^m, \quad m \geq 1, \quad 1 \leq l \leq m.$$

(46)

Therefore, for an infinitely smooth function, the spectral approximation converges faster than any power of $N$. We also assume that our finite-dimensional space enjoys a form of inverse inequality for norms and for derivatives

$$\|v_x\|_{\infty} \leq C N^{\mu} \|v_x\|_\infty \leq C N^{\mu+\nu} \|v\|, \quad \nu, \mu > 0.$$

(47)
For example, for the Legendre polynomial space, we have $\nu = 1$ and $\mu = 2$ (for a comprehensive discussion, see [31]). Further, instead of the above orthogonal projection, we will mainly use the more useful Ritz projection $R_N u$ defined as a unique solution of the following linear elliptic problem (see [66])

$$a(D(u); R_N u - u, v) = 0, \; v \in V_N,$$

where $u$ is given. It is also a well-known fact that $R_N$ enjoys the same spectral accuracy as $P_N$

$$\|u - R_N u\| \leq C N^{-m} \|u\|_m, \; \|u - R_N u\|_l \leq C N^{2l-\frac{1}{2}-m} \|u\|_m, \; u \in H^m.$$

This fact can be seen by adapting the classical reasoning for the finite element method to the spectral setting (see for ex. [66]). Moreover, using the inverse inequalities (47) and the above accuracy estimates we can show that for $u \in H^m$ with $m$ sufficiently large, we have [66, 54]

$$\|(R_N u)_x\|_\infty \leq \|(R_N u - u)_x\|_\infty + \|u_x\|_\infty \leq C N^{\nu + \nu} \|R_N u - u\| + \|u_x\|_\infty \leq C \|u_x\|_\infty,$$

which will be useful in the sequel. Furthermore, concerning the interaction of the Caputo derivative and the $L^2$ scalar product, we have the following result. It was previously proved, for example, in [31], but here we present a different proof for the continuous case.

**Proposition 2.** If $y^n \in L^2$ for any $n \in \mathbb{N}$, then

$$(\delta^\alpha y^n, y^n) \geq \frac{1}{2} \delta^\alpha \|y^n\|_2^2.$$

Similarly, for $y \in C([0,T]; L^2)$ we have

$$(\partial_t^\alpha y(t), y(t)) \geq \frac{1}{2} \partial_t^\alpha \|y(t)\|^2.$$

**Proof.** Let $y^n \in L^2$. Then, by expanding the L1 scheme (7) can write

$$(\delta^\alpha y^n, y^n) = (b_0 y^n - b_{n-1} y^0 - \sum_{i=1}^{n-1} (b_{n-i} - b_{n-1}) y^i, y^n)$$

$$= b_0 \|y^n\|^2 - b_{n-1} (y^0, y^n) - \sum_{i=1}^{n-1} (b_{n-i} - b_{n-1}) (y^i, y^n).$$

Now, by the Cauchy inequality $ab \leq (a^2 + b^2)/2$ we have the following

$$(\delta^\alpha y^n, y^n) \geq \left( b_0 - \frac{1}{2} b_{n-1} \right) \|y^n\|^2 - \frac{1}{2} b_{n-1} \|y^0\|^2 - \frac{1}{2} \sum_{i=1}^{n-1} (b_{n-i} - b_{n-1}) \|y^i\|^2 - \frac{1}{2} \|y^n\|^2 \sum_{i=1}^{n-1} (b_{n-i} - b_{n-1}).$$

But, by the definition of weights (6) we have $\sum_{i=1}^{n-1} (b_{n-i} - b_{n-1}) = b_0 - b_{n-1}$, and hence

$$(\delta^\alpha y^n, y^n) \geq \left( b_0 - \frac{1}{2} b_{n-1} - \frac{1}{2} b_0 - \frac{1}{2} b_{n-1} \right) \|y^n\|^2 - \frac{1}{2} b_{n-1} \|y^0\|^2 - \frac{1}{2} \sum_{i=1}^{n-1} (b_{n-i} - b_{n-1}) \|y^i\|^2. \quad (54)$$

By canceling the terms, we arrive at (51).

For the continuous case, we fix $t \in (0, T)$ and introduce the grid $t_i = ih$ with $h = t/n$. By writing $y^i = y(t_i)$ and using (5) we have the following

$$\partial_t^\alpha y(t) = \delta^\alpha y^n - \epsilon_n(h),$$

(56)
where \( R_n(h) \to 0^+ \) as \( h \to 0^+ \). Now, by the previous calculation concerning the discrete case

\[
(\partial_t \xi y(t), y(t)) = (\partial_t \xi y(t), y(t)) - (\epsilon_n(h), y(t)) \geq \frac{1}{2} \delta^\alpha \|y^n\|^2 - (\epsilon_n(h), y(t)),
\]

and using (8) with \( \|y\|^2 \) instead of \( y \) with possibly different error \( \epsilon_n(h) \) we have

\[
(\partial_t \xi y(t), y(t)) \geq \frac{1}{2} \partial^\alpha \|y(t)\|^2 + \frac{1}{2} \|\epsilon_n(h)\|^2 - (\epsilon_n(h), y(t)).
\]

(58)

The proof is concluded with the refinement of the grid \( h \to 0^+ \), that is, \( n \to \infty \).

The Galerkin spectral method can now be formulated by averaging (42) over the finite-dimensional space \( V_N \) along with using the L1 scheme (5) for the Caputo derivative. However, to reduce computational complexity, we linearize the method using extrapolation [66]. That is, for any regular fully discrete method to calculate \( U^n \in V_N \) which is of second-order accuracy, that is \( |y(t_n) - \tilde{y}(t_n)| \leq Ch^2 \). Finally, we propose the following fully discrete method to calculate \( U^n \in V_N \) which is a numerical approximation of \( u(t_n) \) with \( t_n \) defined in (4)

\[
(\delta^\alpha U^n, v) + a(D(\tilde{U}^n); U^n, v) = (f(t_n, \tilde{U}^n), v), \quad v \in V_N, \quad n \geq 2,
\]

(60)

with the initial condition

\[
U^0 = P_N \varphi.
\]

(61)

As we can see, the arguments of diffusivity \( D \) and the source \( f \) have been extrapolated, rendering the scheme linear. Since the extrapolation (59) requires two time steps back, we initialize the scheme with a single solution of the nonlinear problem

\[
(\delta^\alpha U^1, v) + a(D(U^1); U^1, v) = (f(t_1, \tilde{U}^1), v), \quad v \in V_N,
\]

(62)

which can, for example, be solved by a multiple predictor-corrector iteration or Newton’s method (see [31]). Before we proceed to the main results of this paper, we recall an appropriate version of the discrete fractional Grönwall’s lemma. In [35] authors proved its very general version. For clarity we state here only its special version, which will be needed in the following.

**Lemma 1** (Discrete fractional Grönwall inequality [35]). Let \( y \in C[0, T] \) and \( \{t_n\} \) be the mesh with \( t_M = T \) and a sufficiently small step \( h > 0 \). If for some constants \( \lambda_{0,1,2} \), \( A \), and \( F \) we have

\[
\delta^\alpha y^n \leq \lambda_0 y^n + \lambda_1 y^{n-1} + \lambda_2 y^{n-2} + \frac{A}{n^\alpha} + F, \quad 0 < \alpha < 1, \quad n = 1, 2, ...
\]

(63)

then

\[
y_n \leq 2E_\alpha(2\lambda T^\alpha) \left( v^0 + Ar^\alpha + \frac{T^\alpha}{\Gamma(1+\alpha)}F \right), \quad n = 1, 2, ..., M,
\]

(64)

where \( \lambda = \lambda_0 + \lambda_1 + \lambda_2 \), \( E_\alpha(t) = \sum_{i=0}^{\infty} z^k / \Gamma(1+ka) \) is the Mittag-Leffler function [28].

The first result we prove is the unconditional stability of the proposed scheme.

**Theorem 2** (Stability). Let \( U^n \) be the solution of (60)-(62). Then

\[
\|U^n\| \leq C \left( \|U^0\| + F \right),
\]

(65)

where \( F \) is the bound for \( f \) as in [43].
Proof. We put \( v = U^n \) in (60) to obtain
\[
(\delta^\alpha U^n, U^n) + a(D(\hat{U}^n); U^n, U^n) = (f(t_n, \hat{U}^n), U^n), \quad n \geq 2.
\] (66)

By our assumption of diffusivity (45) the form \( a \) is positive-definite.
\[
a(D(\hat{U}^n); U^n, U^n) \geq D - \|U_n^\alpha\| > 0.
\] (67)

Furthermore, by Proposition 2, we can write
\[
\frac{1}{2}\delta^\alpha\|U^n\|^2 \leq F\|U^n\| \leq \frac{1}{2} \left( F^2 + \|U^n\|^2 \right).
\] (68)

By the same reasoning, this estimate can be obtained exactly for \( n = 1 \). Finally, applying the fractional Grönwall’s lemma (Lemma 1) to \( y^n = \|U^n\|^2 \) we conclude that
\[
\|U^n\|^2 \leq C \left( \|U^0\|^2 + \frac{T^\alpha}{\Gamma(1 + \alpha)} F^2 \right).
\] (69)

Using the inequality \( a^2 + b^2 \leq (a + b)^2 \), we arrive at the conclusion. \(
\)

We are now ready to proceed with the convergence result. Note the time regularity of the solution. It is widely known that the solution of the linear constant or the space-dependent coefficient subdiffusion behaves as \( t^\alpha \) for small times [60] [42] (that is, its derivative blows up at the origin). The time-dependent coefficient case is still being investigated [23] [45], let alone the semilinear version [1]. In the following theorem, we consider two regularity cases: \( C^2 \) smooth and the typical power-type behavior near the origin.

**Theorem 3** (Convergence). Let \( u \in C([0, T]; H^m) \) be a solution of (42) and \( U^n \) be a solution of (66). Assume that \( u_\alpha \) is bounded. Then, for sufficiently large \( m \) and small \( h > 0 \) we have
\[
\|u(t_n) - U^n\| \leq C \left( N^{-m} + E(h) \right),
\] (70)

where the constant \( C \) depends on \( \alpha \) and derivatives of \( u \), while \( E(h) \) is the temporal error that depends on the regularity of the solution
\[
E(h) = \begin{cases} 
  h^\alpha, & \|\partial_t^{(m)} u(t)\| \leq C(1 + t^{\alpha-m}), \\
  h^{2-\alpha}, & \|\partial_t^{(m)} u(t)\| \leq C,
\end{cases} \quad m = 0, 1, 2.
\] (71)

**Proof.** We start by decomposing the error into two parts
\[
u(t_n) - U^n = u(t_n) - R_N u(t_n) + R_N u(t_n) - U^n =: r^n + e^n.
\] (72)

Since the estimate on \( r^n \) is provided in (69) we can focus only on \( e^n \) due to the fact that
\[
\|u(t_n) - U^n\| \leq \|r^n\| + \|e^n\| \leq CN^{-m} + \|e^n\|.
\] (73)

The error equation can be devised as follows. First, for any \( v \in V_N \), we write
\[
(\delta^\alpha e^n, v) + a(D(\hat{U}^n); e^n, v) = (\delta^\alpha R_N u(t_n), v) - (\delta^\alpha U^n, v) + a(D(\hat{U}^n); R_N u(t_n), v) - a(D(\hat{U}^n); U^n, v)
\]
\[
= (\delta^\alpha R_N u(t_n), v) + a(D(\hat{U}^n); R_N u(t_n), v) - (f(t_n, \hat{U}^n), v),
\] (74)
where we have used the fact that $U^n$ is a solution of (60). Next, we can add and subtract terms in the form $\alpha$ and utilize the weak form of the solution (42)

\[
(\delta^\alpha e^n, v) + a(D(\hat{U}^n), e^n, v) = (\delta^\alpha R_N u(t_n), v) + a(D(\hat{U}^n) - D(u(t_n)); R_N u(t_n), v)
+ a(D(u(t_n)); R_N u(t_n), v) - (f(t_n, \hat{U}^n), v)
= (\delta^\alpha R_N u(t_n) - \partial_t^\alpha u(t_n), v) + a(D(\hat{U}^n) - D(u(t_n)); R_N u(t_n), v)
- (f(t_n, \hat{U}^n) - f(t_n, u(t_n)), v).
\] (75)

When we put $v = e^n$ and use our assumptions (45) along with Poincaré-Friedrichs inequality and Proposition 2 we obtain the following

\[
\frac{1}{2}\delta^\alpha \|e^n\|^2 + D_0\|e^n\|_1 \leq \rho_1 + \rho_2 + \rho_3,
\] (76)

where the definitions of the remainders $\rho_i$ are understood and $D_0$ is some constant. Now, we proceed with estimates of these. By Theorem 1 and (49) we have

\[
\rho_1 \leq \|\delta^\alpha R_N u(t_n) - \partial_t^\alpha u(t_n)\|\|e^n\| \leq (\|\delta^\alpha r^n\| + \|\delta^\alpha u(t_n) - \partial_t^\alpha u(t_n)\|)\|e^n\| \leq C(N^{-m} + \epsilon_n(h))\|e^n\|_1,
\] (77)

where the discretization error of the Caputo derivative $\epsilon_n(h)$ defined in (8) behaves as $h^{2-\alpha}$ for a $C^2$ smooth function (Theorem 1), while as $n^{-\alpha}$ for a power-law type behavior (Remark 1). Next, the second remainder can be estimated with the use of (50) and the regularity of $D$ as assumed in (45)

\[
\rho_2 \leq C\|(R_N u(t_n))_x\|^2_\infty \|\hat{U}^n - u(t_n)\|\|e^n\|_1 \leq C\left(\|\hat{U}^n - \hat{u}(t_n)\| + \|\hat{u}(t_n) - u(t_n)\|\right)\|e^n\|_1,
\] (78)

Now, by the definition of the extrapolation (59) we have

\[
\rho_2 \leq C\left(\|r^n-1\| + \|r^{n-2}\| + \|e^{n-1}\| + \|e^{n-2}\| + h^2\right)\|e^n\|_1 \leq C\left(N^{-m} + \|e^{n-1}\| + \|e^{n-2}\| + h^2\right).
\] (79)

And the last remainder, due to the regularity assumptions (45), satisfies

\[
\rho_3 \leq L\|\hat{U}^n - u(t_n)\|\|e^n\|_1 \leq C\left(N^{-m} + \|e^{n-1}\| + \|e^{n-2}\| + h^2\right)\|e^n\|_1.
\] (80)

Putting all the above estimates back to the error estimate and using the $\epsilon$-Cauchy inequality, i.e. $ab \leq (\epsilon a^2 + \epsilon^{-1} b^2)/2$, to extract the $H^1$ norm we obtain the following

\[
\frac{1}{2}\delta^\alpha \|e^n\|^2 + D_0\|e^n\|_1^2 \leq C\left(\|e^{n-1}\|^2 + \|e^{n-2}\|^2 + \left(N^{-m} + \epsilon_n(h)\right)^2\right) + D_0\|e^n\|^2_1.
\] (81)

Therefore,

\[
\delta^\alpha \|e^n\|^2 \leq C\left(\|e^{n-1}\|^2 + \|e^{n-2}\|^2 + \left(N^{-m} + \epsilon_n(h)\right)^2\right),
\] (82)

and the discrete fractional Gronwall lemma (Lemma 1) yields

\[
\|e^n\|^2 \leq C\left(\|e^0\|^2 + \left(N^{-m} + E(h)\right)^2\right),
\] (83)

with $E(h)$ defined in (71). Note that when applying Lemma 1 we have used the case $A = 0$ for $C^2$ smooth solution while for the typical power-law behavior we have taken $F = 0$ and used the result cited from Remark 1. Finally, observe that $\|e^0\| = \|R_N u(0) - U^0\| = \|R_N \phi - P_N \phi\| \leq CN^{-m}$ what finishes the proof.
Remark 2. For the solution satisfying a typical power-type behavior at the origin, we have proved that the scheme error for our quasilinear equation is $O(h^\alpha)$ for $h \to 0^+$. However, we might presume that this estimate is not optimal. Known results for linear and semilinear subdiffusion equations \cite{23,11} indicate that

$$E(h) = E_n(h) = C n_\alpha^{-1} h,$$  \hspace{1cm} (84)$$
That is, the error depends on the time instant. Near the origin, the order is $\alpha$, while at fixed $t > 0$ it is 1. More precisely, when $h \to 0^+$ we have $\max_{t \in (0,T]} E(h) = O(h^\alpha)$ (put $t = t_1 = h$). On the other hand, when we compute the error at a fixed time $t_n \to t > 0$ we obtain $R_n(h) = O(h)$. We verify this behavior numerically for our equation \cite{11} in the next section. Nevertheless, we would like to indicate that proving an optimal error bound for the solution of the quasilinear subdiffusion equation with the L1 discretization of the Caputo derivative is still an open problem (both for smooth and nonsmooth initial data). Some initial steps have been taken in \cite{52}.

Note also that all the steps in the proof of Theorem 3 could have been done for a graded mesh $t_0 = T(n h/T)^r$ as it would only affect the error term $\epsilon_n(h)$.

Remark 3. By a standard argument \cite{66} the global boundedness of both the source $f$ and the diffusivity $D$ as in (43) can be relaxed to hold only locally. This follows from the fact that $U$ is generally close to $u$ and therefore is affected only by local values of $f$ and $D$.

4 Implementation and numerical illustration

In this section, we discuss the practical implementation of the Galerkin scheme (60)-(62). Let \{\Phi_k\}_{k=1}^N be the basis of $V_N$. To satisfy the boundary conditions, we can choose the modal Legendre basis \cite{11}

$$\Phi_k(x) = L_k(2x - 1) - L_{k+2}(2x - 1),$$  \hspace{1cm} (85)$$
with Legendre polynomials $L_k$. A similar construction can also be done with Chebyshev polynomials or, more generally, Jacobi orthogonal polynomials (for a thorough discussion, see \cite{62}). We expand the solution $U^n$ in this basis

$$U^n = \sum_{k=1}^N y^n_k \Phi_k.$$  \hspace{1cm} (86)$$
Taking $v = \Phi_j$, denoting $y^n = (y^n_1, \ldots, y^n_N)$, and plugging the above into the Galerkin scheme \cite{60} we obtain

$$M\delta^\alpha y^n + A(\hat{y}^n)y^n = f^n(\hat{y}^n),$$  \hspace{1cm} (87)$$
where the mass matrix $M = \{M_{ij}\}_{i,j=1}^N$, the stiffness matrix $A = \{A_{ij}\}_{i,j=1}^N$, and the load vector $f^n = \{f_i^n\}_{i=1}^N$ are defined by

$$M_{ij} = (\Phi_i, \Phi_j), \quad A_{ij}(y^n) = a \left( D \left( \sum_{k=1}^N \hat{y}_k \Phi_k \right) ; \Phi_i, \Phi_j \right), \quad f_i^n = f \left( t_n, \sum_{k=1}^N \hat{y}_k \Phi_k \right), \Phi_i \right).$$  \hspace{1cm} (88)$$
Note that in the case of an orthogonal basis, the mass matrix is diagonal. Finally, we can expand the Caputo derivative according to the L1 scheme \cite{5} to arrive at

$$\left( I + h^\alpha \Gamma(2 - \alpha) M^{-1} A(\hat{y}^n) \right) y^n$$
$$= b_{n-1} y^0 + \sum_{i=1}^{n-1} \left( b_{n-i-1}(1 - \alpha) - b_{n-i}(1 - \alpha) \right) y^i + h^\alpha \Gamma(2 - \alpha) M^{-1} f^n(\hat{y}^n),$$  \hspace{1cm} (89)$$
which clearly possesses a time-stepping form: the right-hand side depends on $y^i$ for $i = 0, 1, \ldots, n - 1$.

The first step, that is, (62), is implemented in a similar way with the distinction of a nonlinear
algebraic equation. The nonlocality of the method is manifestly evident in the sum above. This is the reason for the larger computational and memory cost of all schemes for fractional equations. One way of dealing with this problem is to use a spectral method that requires only several degrees of freedom for spatial discretization in order to achieve good accuracy. Additionally, to maximize efficiency, we implement several mechanisms that reduce the calculation time. All programming has been done in Julia language, which is known to provide fast algorithm execution.

- All integrals are calculated with Gaussian quadrature with pregenerated nodes and weights.
- The mass matrix for our basis is sparse due to the compact combination of Legendre polynomials.
- The entries of the matrix $A$ and the vector $f^n$ can be calculated simultaneously. We implement this by multi-threaded computations on several CPU cores.
- We check for linearity: if either $A$ or $f^n$ does not depend on $u$, it can be precalculated before the time-stepping.

We choose two examples to test our method. The one is an "engineered" solution obtained by choosing an appropriate source function to obtain the desired solution. This approach has the advantage of straightforward error estimation. The second example does not have an exact analytic form solution and in order to estimate the error we use the extrapolation. In each of the following examples, we choose

$$D(u) = 1 + u,$$  \hspace{1cm} (90)

which can be thought as a first-order Taylor expansion of a general smooth diffusivity. The source function in example 1 is chosen appropriately in order to produce the desired solution. The second example is a subdiffusive version of the Fisher-Kolmogorov equation with nonlinear diffusivity. For any fixed initial condition $u(x,0) = \varphi$, the examples are the following.

1. Exact solution with parameter $\mu > 0$

$$u(x,t) = (1 + t^{\mu})\varphi(x), \quad f(x,t,u) = \text{chosen appropriately below},$$  \hspace{1cm} (91)

2. Subdiffusive Fisher-Kolmogorov equation

$$f(x,t,u) = u(1 - u).$$  \hspace{1cm} (92)

Note that the example 1 models the usual behavior of the solution of the subdiffusion equation [60]. When $0 < \mu < 1$ the derivative blows at $t = 0$. The typical example is $\mu = \alpha$ (see [60]). In the below calculations we will consider the non-smooth case $\mu = \alpha$, smooth case $\mu = 2$, and the second example. In all examples, we choose the terminal time $T = 1$. The initial condition $\varphi$ will be chosen differently for estimating the spatial and temporal order. This choice is due to the fact that we would like to decouple the errors from each other.

Note that both the diffusivity $D$ and the source $f$ are unbounded in our examples. However, as noted in Remark 3 our results remain valid.

We start by presenting estimates on the spatial order of convergence. The smooth initial condition and the source are the following

$$\varphi(x) = \sin(\pi x), \quad f(x,t,u) = \pi^2(u(1 - 2u) - (1 + t^{\mu})^2) + \frac{\Gamma(1 + \mu)}{\Gamma(1 - \alpha + \mu)} t^{\mu-\alpha}\varphi(x).$$  \hspace{1cm} (93)

Note that it cannot be expressed as a finite combination of basis functions. In order to make our calculations independent of the temporal discretization for all examples, we compute the reference
Figure 3: A semi-log plot of the $L^2$ error for three examples: (91) with $\mu = 2$ and $\mu = \alpha = 0.5$, and (92) as a function of $N$ with fixed $h = 10^{-2}$. The initial condition is taken to be (93).

solution with step $h = 10^{-2}$ and number of degrees of freedom $N = 50$. The error is calculated by comparing the solutions obtained with fixed $h$ and $3 \leq N \leq 25$ with the reference one. In all the examples we have $\alpha = 0.5$. However, our calculations show that the overall shape of the error does not change for other values of $\alpha$. The semi-log plot of the error for our three examples is presented in Fig. 3. As we can see, for all of them the error decreases approximately linearly, indicating an exponential (spectral) accuracy of the method. For $N$ changing by only a few, the error falls by orders of magnitude.

In the next simulation, we estimate the temporal convergence order of the method. The initial condition and the source are chosen to be

$$\varphi(x) = \frac{1}{6} \Phi_1(x) = x(1-x), \quad f(x, t, u) = (1 + t^2)(1 - t^2 + 6u) + \frac{\Gamma(1 + \mu)}{\Gamma(1 - \alpha + \mu)} t^{\mu - \alpha} \varphi(x) \quad (94)$$

that is, the first basis function. Thanks to that choice, we calculate exactly in space and focus only on the temporal error. We set the number of degrees of freedom at $N = 5$ and vary the time step $h$. When the exact solution is available, we calculate the error accordingly. Taking into account Remark 2 we compute the order in two ways by evaluating either the maximal error in time (denoted by subscript $\infty$) or at a fixed point. In the Fisher-Kolmogorov equation, we estimate the convergence error with Aitken’s formula based on extrapolation (see [56])

$$\text{order} \approx \log_2 \frac{\|u_{h/2}(t) - u_h(t)\|}{\|u_{h/4}(t) - u_{h/2}(t)\|}, \quad t = 1 \text{ fixed},$$

$$\text{order}_\infty \approx \log_2 \frac{\max_{t \in (0,1)} \|u_{h/2}(t) - u_h(t)\|}{\max_{t \in (0,1)} \|u_{h/4}(t) - u_{h/2}(t)\|},$$

(95)

where $u_h(t)$ is the solution calculated at $t \in (0, 1]$ with step $h$. The results for (91) are presented on the log-log plot shown in Figs. 4-5. All the graphs become approximately parallel to the respective reference lines for the errors calculated at a fixed time. That is, the scheme for the smooth case
Table 1: Estimated temporal order of convergence for the Fisher-Kolmogorov equation (92) for different $\alpha$ using Aitken’s method [95] with base $h = 2^{-13}$.

| $\alpha$ | 0.01 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 0.99 |
|----------|------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| order$_{\infty}$ | -    | -   | -   | 0.17| 0.27| 0.53| 0.58| 0.68| 0.79| 0.90| 0.98 |
| order    | 0.99 | 0.97| 0.97| 0.98| 1.00| 1.02| 1.03| 1.03| 1.03| 1.03| 1.01 |

attains an order $2 - \alpha$, while for typical power-type behavior, we obtain the first order of convergence. However, for small $\alpha$, we observed somewhat lower accuracy, which would require one to use even finer grids to fully resolve. As for the maximal error over the time interval, we observe somewhat different behavior. That is, numerical calculations indicate that the order is indeed equal to $\alpha$ as Theorem 3 claims. This might suggest that the actual temporal error of the method is of the order $t_n^{\alpha-1}h$, as speculated in Remark 2. Of course, this behavior naturally coincides with the linear or semilinear cases investigated in the literature.

The estimated order for the more realistic example, that is, the Fisher-Kolmogorov equation (92) is presented in Tab. 1. We see that in every considered case, the data are consistent with the typical behavior of the solutions to the subdiffusion equation when the error is calculated at a fixed point. That is, the order is equal to 1. We can also observe that the order estimated from Aitken’s method for the maximal error, that is, order$_{\infty}$, is close to the anticipated $\alpha$. This is true especially for larger values of $\alpha$, say $\alpha \geq 0.5$. On the other hand, even for a very fine grid with spacing $h = 2^{-13}$ the calculated order diverges from $\alpha$ for its small values. This is due to extremely slow convergence of the temporal scheme and, above all, approximate nature of the Aitken’s extrapolation method. Therefore, we did not obtain a meaningful estimation of the temporal order for a very small $\alpha$. However, the computations shown in Fig. 4, where we have used exact solutions, verify the claimed order of convergence. Therefore, we can conclude that the numerical computations verify the claim of Theorem 3 and indicate that more analytical work is required to actually show the optimal convergence error stated in Remark 2.

As the next test of our scheme, we would like to investigate how well it can resolve the long-time behavior of solutions. To this end, we solve the subdiffusion equation with the following source

$$f(x, t, u) = \pi^2(2u^2 + u - 1),$$

along with the same diffusivity as before, that is, $D(u) = 1 + u$ and the initial condition $\varphi(x) = x(1-x)$. The exact solution is not available in closed form; however, for long times it will converge to the steady state $v = v(x)$ satisfying

$$-(1 + v)v' = \pi^2(2v^2 + v - 1), \quad v(0) = v(1) = 0.$$  (97)

It is easy to verify that the solution of the above is $v(x) = \sin(\pi x)$. We would like to investigate numerically the difference $|v(x) - U^n(x)|$ as $t_n \to \infty$. The results of computations for a representative parameters $\alpha = 0.5$, $N = 10$ at $x = 0.5$ are presented in Fig. 6. As we can see, the method remains stable as the difference vanishes to zero. Using a finer mesh leads to a more uniform approximation of the valid solution throughout the interval $[0, 2^{12}]$ and we obtain decent results for a very modest choice of the grid spacing $h = 0.5$. Observe that for all choices of $h$ each curve becomes parallel to $t^{-\alpha}$ at large times. Therefore, we can conclude that our scheme is valid for long-time computations.

At the end of this section we would like to investigate the benefit of using a multiple thread parallel computation of the spatial part of the scheme. That is, we compare the times required to evaluate the solution at time $t = 1$ with a fixed time step $h$ for different number of degrees of freedom with and without multi-threaded calculations. As our hardware, we have used a desktop with Intel® Core™ i9-12900K processor with 16 cores and 24 threads in order to adequately observe
Figure 4: A log-log plot of the $L_2$ error for (91) and initial condition (94) with respect to the time step $h$. Here, $N = 5$, $\mu = \alpha$ (top), and $\mu = 2$ (bottom). Calculated order of convergence for different $\alpha$ is given in the legend.
Figure 5: A log-log plot of the $L^2$ maximal in time error for (91) and initial condition (94) with respect to the time step $h$. Here, $N = 5$, $\mu = \alpha$. Calculated order of convergence for different $\alpha$ is given in the legend.

Figure 6: A log-log plot of the difference $|v(0.5) - U^n(0.5)|$ where $U^n$ is the numerical solution of the subdiffusion equation with the source (96) and $v(x) = \sin(\pi x)$. Here, $\alpha = 0.5$, $N = 10$, and $T = 2 \times 10^3$. 
Table 2: Time ratio (98) of the single- and multi threaded computation of the solution to the scheme (60) with (92) and $\alpha = 0.5$ for a fixed time step $h = 2^{-7}$ and varying degrees of freedom $N$.

| N  | 7  | 9  | 11 | 13 | 15 | 17 | 19 |
|----|----|----|----|----|----|----|----|
| $\tau$ | 1.34 | 1.77 | 1.59 | 1.86 | 2.20 | 2.45 | 2.56 |

the influence of multithreading. Results are presented in Tab. 2 where we give the ratio $\tau$ of computation times required to solve the subdiffusion equation with (92) and $\varphi(x) = \sin(\pi x)$ for multi- and single-threaded evaluation, that is,

$$\tau := \frac{\text{single-thread computation time}}{\text{multi-thread computation time}}.$$ (98)

The computation times have been calculated carefully using the *BenchmarkTools* package in Julia. In order to exclude compilation times from the overall time amount, this package uses statistical sampling for scheme evaluation. As a representative time, we have chosen the median. In these calculations, we vary the number of degrees of freedom $N$ while fixing all other parameters. As we can see, the time required to obtain the numerical solution is an increasing function of degrees of freedom. It can easily be shown that the increase is linear. The benefit of using multithreaded implementation is evident yielding around two times faster computations.

5 Conclusion and future work

The L1 scheme along with extrapolated in time spectral Galerkin method provides a moderately expensive scheme to solve quasilinear subdiffusion equations. Numerical simulations confirmed the anticipated orders, and our observations indicate that the time of computation is not high if we implement multi-threading. Our future work will be about adapting this technique to the Caputo derivative, i.e., we will investigate the parallel in time integration [15, 72]. This will provide even more optimization for finding solutions to equations that are nonlocal in time. Moreover, we are going to rigorously investigate the behavior of the scheme for solutions that are nonsmooth in time, that is, to prove the claim of Remark 2 for the quasilinear case for the uniform and graded meshes.
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