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We compared the noise correlation and the success probability of coherent Ising machines (CIMs) with optical delay-line, measurement feedback, and mean-field couplings. We theoretically studied three metrics for the noise correlations in these CIMs: quantum entanglement, quantum discord, and normalized correlation of canonical coordinates. The success probability was obtained through numerical simulations of truncated stochastic differential equations based on the Wigner distribution function. The results indicate that the success probability is more directly related to the normalized correlation function rather than entanglement or quantum discord.
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I. INTRODUCTION

Coherent Ising machines (CIMs)\textsuperscript{1,2} are dissipatively coupled networks of degenerate optical parametric oscillators (DOPOs), which can be used for solving combinatorial optimization problems and simulating various spin glass models. CIMs exploit the oscillation dynamics of a DOPO whose squeezed vacuum state below a threshold bifurcates into two displaced squeezed coherent states with positively and negatively valued mean amplitudes \( \hat{a}^{\dagger} \) above the threshold. Above the oscillation threshold, DOPOs in CIM tend to have a spin configuration determined by the mean amplitudes with the smallest loss for a given coupling matrix \( J_{r,r'} \). When a CIM reaches the bifurcation threshold, where the parametric gain exceeds a linear loss, the correlation between the fluctuations in the DOPOs undergoes a significant surge. Such noise correlations at the threshold may determine the computational performance of the CIMs. However, it has remained unclear as to what types of correlation determine actual performance. Until now, the coupling matrices \( J_{r,r'} \) have been introduced via an optical delay line\textsuperscript{2}\textsuperscript{-4} or via homodyne measurement followed by coherent injection feedback\textsuperscript{5,6}. It is unknown which scheme has a larger success probability or why the one has a better performance than the other.

In this paper, we explain the computational performance of CIMs with noise correlations at the oscillation threshold. Each DOPO composing the CIM has a squeezed signal mode where the parametric interaction amplifies the canonical coordinate \( \hat{X} = \frac{\hat{a}^{\dagger} + \hat{a}}{\sqrt{2}} \) and deamplifies the canonical momentum \( \hat{P} = \frac{\hat{a}^{\dagger} - \hat{a}}{\sqrt{2}} \). With an optical delay line (ODL) coupling, the squeezed/anti-squeezed vacuum noise of the \( \hat{X}/\hat{P} \) components in one DOPO correlates with that of the other DOPO. If the coefficient of dissipative coupling is sufficiently large, a CIM satisfies the Duan-Giedke-Cirac-Zoller’s sufficient criterion for entanglement\textsuperscript{10,13}. It also has non-zero quantum discord near its oscillation threshold\textsuperscript{11,13}. Entanglement and quantum discord are correlation characteristics depending on both \( \hat{X} \) and \( \hat{P} \) components. Therefore, if both components contribute to the computational operation of the machine, entanglement or quantum discord may be useful metrics of performance. However, the computational performance of a CIM might depend only on the canonical coordinate \( \hat{X} \). If so, the magnitude of entanglement and quantum discord would not be directly related to performance. Instead, a metric depending on only \( \hat{X} \), for example, the noise correlation function of the \( \hat{X} \) components, would be a good metric of the computational performance.

We numerically studied the success probabilities of an optical delay-line coupled CIM (ODL-CIM)\textsuperscript{2,4}, a measurement feedback coupled CIM (MFB-CIM)\textsuperscript{5,7}, and an ODL-CIM with a mean-field approximation for the coupling fields (MFA-CIM). We determined which metric most directly governs the success probabilities. We found that a normalized correlation function of the canonical coordinate \( \hat{X} \) is the best metric that explains the behavior of the success probabilities. In some cases, this metric can predict the point at which the success probabilities of two CIMs with different coupling schemes cross. On the other hand, entanglement and quantum discord failed to explain the performance of the CIMs.

In this paper, the success probability is calculated using the stochastic differential equations (SDEs), which after making appropriate truncations are equivalent to the density operator master equation and the Fokker-Planck equation for the Wigner distribution function. We present a theoretical model for an MFB-CIM in Sec. II. In Sec. III, we consider CIMs composed of two coupled DOPOs. For the ODL-CIM and MFA-CIM, we cite the corresponding results from the previous paper\textsuperscript{13}. We show that the normalized noise correlation function is the best metric of success probability for them. In Sec. IV, we present several modified models of two coupled DO-
POs and show that their performance can be explained in terms of the normalized correlation function. In Sec. V, we consider a one-dimensional lattice of DOPOs and show that the normalized noise correlation function is also a useful metric for this extended system. Section VI summarizes the paper.

II. THEORETICAL METHOD

A. Stochastic differential equation for a solitary DOPO

Here, we present the quantum model of a single DOPO. The quantum master equation for the density matrix $\hat{\rho}$ is

$$\frac{\partial \hat{\rho}}{\partial t} = L_{\text{DOPO}} \hat{\rho} = -\frac{i}{\hbar} [\hat{H}, \hat{\rho}] + \sum_{j=1,2} (\hat{L}_j, \hat{\rho} \hat{L}^\dagger_j) + \text{h.c.,} \quad (1)$$

where $\hat{H} = \hbar \frac{2}{\alpha}(\hat{a}^\dagger - \hat{a})^2$ is the optical parametric interaction Hamiltonian, and $\hat{L}_1 = \hat{a}$ and $\hat{L}_2 = \sqrt{\frac{2}{\alpha}} \hat{a}^\dagger$ are the projectors for a linear loss and two-photon (nonlinear) loss. Here, the time $t$ is normalized in order that the linear loss rate is equal to one. The Wigner function is defined as the Weyl-ordered associative function of the density matrix $\rho$:

$$W(\alpha) = \frac{1}{\pi^2} \int \text{tr} \hat{\rho} e^{\eta (\hat{a}^\dagger - \alpha^*) - \eta^* (\hat{a} - \alpha)} d^2 \eta. \quad (2)$$

The Wigner expansion of the density matrix is $\rho$:

$$\hat{\rho} = \int W(\alpha) \hat{\Lambda}_W(\alpha) d^2 \alpha, \quad (3)$$

and partial integration. We assume a small saturation parameter ($g^2 \ll 1$) and neglect the third-order derivatives in the Fokker-Planck equation. We derive the following SDE by using the Ito rule $\frac{d\alpha}{dt} = -\alpha + p \alpha^* - g^2 |\alpha|^2 \alpha + \sqrt{\frac{2}{\alpha}} |\alpha|^2 \xi_C, \quad (7)$

Here $\xi_C$ is a complex random variable satisfying $\langle \xi_C(t) \xi_C(t') \rangle = 2b(t-t')$.

B. Measurement-feedback circuit

A CIM consists of DOPOs denoted by $\hat{a}_r (r = 1, \cdots, N)$ and a mutual coupling circuit. The total master equation is $\frac{d\hat{\rho}}{dt} = \sum_r L_{DOPO}^{(r)} \hat{\rho} + \frac{d\hat{\rho}}{dt} |C$, where $L_{DOPO}^{(r)}$ operates only on the $r$-th DOPO, and $\frac{d\hat{\rho}}{dt} |C$ describes the coupling between the DOPOs. Here, we describe the coupling projectors in an MFB-CIM. Fig. 1 presents the coupling scheme for traveling DOPO pulses in the MFB-CIM. We assume that the roundtrip time of the ring cavity $\Delta t$ is sufficiently small compared with the unit time (linear loss induced decay time), i.e., $\Delta t \ll 1$. Therefore, the loss and gain per round trip is small, and a coarse-grained description of the machine in terms of SDEs is valid. Suppose that the extraction beam splitter (XBS) has reflectance $R_B = \Delta t$, to the incident vacuum fluctuation noise $f_{tr}$ from an open port, then the reflected and transmitted amplitudes are, without loss of generality, $\alpha_{R,r} = \sqrt{\frac{1}{R_B} \alpha_r}$, and $\alpha_{T,r} = \sqrt{1 - \frac{1}{R_B} \alpha_r}$. The random variables for the vacuum noise satisfy $\langle f_{tr} | f_{tr} \rangle = \frac{1}{2} \delta_{ab} \delta_{rr}$. When the real part of $\alpha_{R,r}$ is measured, the transmitted mode $\alpha_{T,r}$ receives the effect of the measurement and is converted to $\alpha_{T,r}^I$ depending on the result of the measurement. This particular step describes a partial reduction of the internal DOPO pulse state by an indirect quantum measurement $\hat{J}_{r,r}$. The field programmable gate array (FPGA) calculates the amplitudes of the injection feedback signals from the measured values $X_{M,r}$. The injection feedback signals for the $r$-th pulse are expressed using a dimensionless matrix $\hat{J}_{r,r}$ as $\sum_r \hat{J}_{r,r} X_{M,r}$. The average amplitudes of the coherent injection fields are set to the calculated values by using an electrooptic modulator (EOM). The injection pulse also carries the vacuum noise $f_{2r}$ in Fig. 1. The feedback injection amplitude is thus $\alpha_{F,r} = f_{2r} + \frac{1}{\sqrt{2}} \sum_r \hat{J}_{r,r} X_{M,r}$. The intracavity mode after the injection beam splitter (IBS) is $\alpha_r = \sqrt{1 - R_B} \alpha_{T,r}^I + \sqrt{R_B} \alpha_{F,r}$.

FIG. 1. Traveling DOPO pulse model of MFB-CIM.

The coupling part $\frac{d\hat{\rho}}{dt} |C$ includes the linear loss at the XBS represented by the Liouvillian $\frac{1}{\Delta t} \sum_r (\hat{a}_r \hat{a}^\dagger_r) + \text{h.c.}$.
The strength of the indirect homodyne measurement is related to the loss at the XBS. At the IBS, the transmitted mode experiences the same loss as at the XBS. The total loss of the cavity mode with two beam splitters can be written as \( j \sum_r (\{\hat{a}_r, \hat{p}_r\} + \text{h.c.}) \). \( j \) is the total loss at the two beam splitters normalized by the linear background loss of a single DOPO. This loss can be compensated for by using the coherent feedback injection, and \( j \) works as the strength of the coupling between traveling pulses. We will choose the amplitudes of coherent feedback injection in a way that each DOPO pulse in the CIM has the same photon number as that of a solitary DOPO without two beam splitters.

C. Microscopic model of MFB-CIM

Here, we will consider here a microscopic model of the MFB-CIM depicted in Fig. 1. In the MFB-CIM, only the \( X \) component is coupled, whereas the \( P \) component is left uncoupled. A measurement on \( \alpha_r, \) appears as a shift in the mean amplitude and a reduction in the fluctuation of \( \text{Re} \alpha \) of the intracavity field (see also Appendix A). The feedback signal also operates on the real part of \( \alpha_r \). Let us consider the equations of the real and imaginary parts, \( X = \sqrt{2} \text{Re} \alpha \) and \( P = \sqrt{2} \text{Im} \alpha \), instead of the complex amplitude (Eq. (7)):

\[
\frac{dX}{dt} = -(1-p)X - \frac{g^2}{2}(X^2 + P^2)X + \sqrt{1 + g^2(X^2 + P^2)} \xi_{R1}, \tag{8}
\]

\[
\frac{dP}{dt} = -(1+p)P - \frac{g^2}{2}(X^2 + P^2)P + \sqrt{1 + g^2(X^2 + P^2)} \xi_{R2}. \tag{9}
\]

Here, \( \xi_{R_a} (a = 1, 2) \) are real-valued random variables satisfying \( \langle \xi_{R_a}(t) \xi_{R_b}(t') \rangle = \delta_{a,b} \delta(t - t') \). For measurement-feedback coupled DOPOs, the microscopic equations are as follows (see also Appendix A):

\[
\frac{dX_r}{dt} = -(1-p+j)X_r - \frac{g^2}{2}(X_r^2 + P_r^2)X_r \\
+ \sqrt{1 + g^2(X_r^2 + P_r^2)} \sum_r \tilde{J}_{rr'} (\langle \hat{a}_{r'} \hat{p}_{r'} \rangle - \delta_{r,r'}) X_r + \sqrt{2j} \langle \Delta X_r^2 \rangle \cdot w_{R,r}, \tag{10}
\]

\[
\frac{dP_r}{dt} = -(1+p+j)P_r - \frac{g^2}{2}(X_r^2 + P_r^2)P_r \\
+ \sqrt{1 + g^2(X_r^2 + P_r^2)} \sum_r \tilde{J}_{rr'} (\langle \hat{a}_{r'} \hat{p}_{r'} \rangle - \delta_{r,r'}) P_r + \sqrt{2j} \langle \Delta X_r^2 \rangle \cdot w_{R,r}, \tag{11}
\]

Here, \( \langle \xi_{Ra,r}(t) \xi_{Rb,r'}(t') \rangle = \delta_{a,b} \delta_{r,r'} \delta(t - t') \). \( \tilde{J}_{rr'} \) is a dimensionless matrix representing the Ising coupling coefficients. \( w_{R,r} \) is a real-valued random variable satisfying \( w_{R,r}(t)w_{R,r'}(t') = \delta_{r,r'} \delta(t - t') \), which accounts for the finite measurement error of the homodyne detector. The overline means the ensemble average. The \( P \) component has no effect by measurement-feedback coupling except for the increased linear loss denoted by \( j \). The \( X \) component has a measurement-induced fluctuation reduction term, measurement-induced mean shift term, and coherent injection term, i.e., the third, fifth, and fourth terms of the R.H.S of Eq. (10). Below, we refer to this model as the MFB-CIM (MI). In order to integrate Eq. (10) numerically, we must evaluate the average amplitude \( \langle X_r \rangle \) and normally ordered variance \( \langle \Delta X_r^2 \rangle \) at each time step.

D. Macroscopic model of MFB-CIM

Here, we present the macroscopic model derived in Ref. [18], which is obtained by ensemble-averaging over many measurement records and is used in the study of the MFB-CIM [19, 20]. This model is not a microscopic model, but is rather considered to be a phenomenological model. The master equation for the coupling part consists of a measurement-induced state-reduction part

\[
\frac{\partial \hat{\rho}}{\partial t} \bigg|_{C, r'} = \frac{j}{2} \sum_r (\{\hat{a}_r, \hat{p}_r\} + \text{h.c.}) \tag{12}
\]

\[
+ 2\sqrt{j} \sum_r (\langle \hat{a}_r \hat{p}_r \rangle - \langle \hat{a}_r \rangle \langle \hat{p}_r \rangle) \cdot w_{R,r}, \tag{13}
\]

and a coherent-injection part

\[
\frac{\partial \hat{\rho}}{\partial t} \bigg|_{C, fb} = \frac{j}{2} \sum_r (\{\hat{a}_r, \hat{p}_r\} + \text{h.c.}) \tag{14}
\]

\[
+ \sum_{r,r'} \tilde{J}_{rr'} (\langle \hat{a}_r \rangle \langle \hat{p}_{r'} \rangle - \langle \hat{a}_r \hat{p}_{r'} \rangle) \cdot \langle \Delta X_r^2 \rangle \cdot w_{R,r}, \tag{15}
\]

Ensemble averaging over the noise variables \( w_{R,r} \) in Eqs. (12) and (13) yields the following density matrix master equation:

\[
\frac{\partial \hat{\rho}}{\partial t} \bigg|_C = j \sum_r (\{\hat{a}_r, \hat{p}_r\} + \text{h.c.}) \tag{16}
\]

\[
+ \frac{j}{2} \sum_{r,r'} \tilde{J}_{rr'} [\hat{a}_r - \langle \hat{a}_r \rangle, \hat{p}_{r'} + \langle \hat{p}_{r'} \rangle] \tag{17}
\]

\[
+ \frac{j}{8} \sum_{r,r',r''} \tilde{J}_{rr'} \tilde{J}_{r'r''} [\hat{a}_r - \langle \hat{a}_r \rangle, [\hat{a}_{r'}, \hat{a}_{r''} - \langle \hat{a}_{r''} \rangle, \hat{p}_{r''}]]. \tag{18}
\]

We can obtain the Fokker-Planck equation for the coupling part by using \( \hat{a} \Lambda_W + \Lambda_W \hat{a}^\dagger = 2\text{Re} \Lambda_W - \text{Re} \frac{\partial}{\partial a} \Lambda_W \)}
and \([\hat{a}^\dagger - \hat{a}, \hat{\Lambda} W] = \left(\frac{\partial}{\partial \alpha_r} + \frac{\partial}{\partial \alpha^*_r}\right) \hat{\Lambda} W\),

\[
\frac{\partial W}{\partial t} \Big|_C = j \sum_r \left( \frac{\partial}{\partial \alpha^*_r}(\alpha_r W) + \frac{\partial}{\partial \alpha^*_r} (\alpha_r^* W) + \frac{\partial^2 W}{\partial \alpha^*_r \partial \alpha^*_r} \right) - \frac{j}{2} \sum_{r,r'} \left( \frac{\partial}{\partial \alpha^*_r} \left( \frac{\partial}{\partial \alpha^*_r} + \frac{\partial}{\partial \alpha^*_r} \right)(\alpha_r^* + \alpha^*_r) W \right) - \frac{j}{4} \sum_{r,r',r''} \left( \frac{\partial}{\partial \alpha^*_r} \right)^2 \left( \frac{\partial}{\partial \alpha^*_r} \right) \left( \frac{\partial}{\partial \alpha^*_r} \right) W + \frac{j}{8} \sum_{r,r',r''} \left( \frac{\partial}{\partial \alpha^*_r} \right)^2 \left( \frac{\partial}{\partial \alpha^*_r} \right)^2 \left( \frac{\partial}{\partial \alpha^*_r} \right)^2 W.
\]

Next, we obtain the c-number SDE of the coupling part by following the Ito rule,

\[
\frac{d\alpha_r}{dt} \big|_C = -j\alpha_r - \sqrt{\frac{j}{4}} \xi_{C1,r} + \sqrt{\frac{j}{4}} \xi_{C2,r} + \sum_{r'} \xi_{r,r'} \left( \frac{\partial}{\partial \alpha^*_r} \right)^2 \left( \frac{\partial}{\partial \alpha^*_r} \right)^2 \left( \frac{\partial}{\partial \alpha^*_r} \right)^2 W.
\]

Here, \(\langle \xi_{C1,r}(t) \xi_{C1,r}(t') \rangle = 2\delta_{ab} \delta_{rr'} \delta(t - t')\). Below, we refer to this model as the MFB-CIM (MA). In this theory, the observable of the 1st DOPO \(O_1\) and that of the 2nd DOPO \(O_2\) are generally correlated, \(\langle O_1 O_2 \rangle \neq \langle O_1 \rangle \langle O_2 \rangle\), by the ensemble averaging over \(w_{R,r}\). The ideas behind the MFB-CIM (MA) model and MFB-CIM (MI) model are compared in Fig. 2. Fig. 2(a) illustrates the time \((t)\) dependent dynamics of the mean field amplitude \(\langle \hat{X} \rangle\) and variance \(\langle \Delta \hat{X}^2 \rangle\) in the MFB-CIM (MI). The red line shows the motion of the mean amplitude depending on the sequences of measurements. The dashed red lines show the range of quantum fluctuation around the mean amplitude. The macroscopic model describes many particles' motion in the configuration space within the gray area in Fig. 2(b). These particles have larger fluctuations than the mean amplitude in Fig. 2(a).

E. Gaussian model of MFB-CIM

The microscopic model requires many Brownian particles with identical \(w_{R,r}\) and independent \(\xi_{Ra,r}(a = 1, 2)\) to be simulated even in a single run. As we have to consider the success probability for a sufficient number of simulation runs, the numerical cost of simulating the MFB-CIM (MI) model is higher than that of the MFB-CIM (MA) model. Here, we present a Gaussian approximation of the MFB-CIM (MI) model, following the idea in Ref. [21]. We split the amplitude \(\alpha_r\) into the mean amplitude \(\langle \alpha_r \rangle\) and a small fluctuation \(\Delta \alpha_r\), \(\alpha_r = \langle \alpha_r \rangle + \Delta \alpha_r\). Then we solve equations of three real variables, \(\mu_r = \langle \alpha_r \rangle + \langle \alpha^*_r \rangle\), \(m_r = \langle \Delta \alpha^*_r \rangle = \langle \Delta \alpha^*_r \rangle\), and \(n_r = \langle \Delta \alpha_r \rangle^2\), for each DOPO. The equations for the MFB-CIM (MI) are as follows:

\[
\frac{d\mu_r}{dt} = -(1 - p + j)\mu_r - g^2(\mu_r^2 + 2n_r + m_r)\mu_r
\]

\[
+ \sum_{r'} \left( \frac{\partial}{\partial \mu_{r'}} \right)^2 \left( \frac{\partial}{\partial \mu_{r'}} \right)^2 \left( \frac{\partial}{\partial \mu_{r'}} \right)^2 W
\]

\[
\frac{dn_r}{dt} = -2(1 + j)n_r + 2pm_r - 2g^2\mu_r^2(2n_r + m_r)
\]

\[
\frac{dm_r}{dt} = -j(\langle \Delta \hat{X}^2 \rangle)^2 + 1 + j + 2g^2(\mu_r^2 + n_r),
\]

\[
\frac{d\mu_r}{dt} = -(1 - p + j)\mu_r - g^2\mu_r^3
\]

\[
+ \sum_{r'} \left( \frac{\partial}{\partial \mu_{r'}} \right)^2 \left( \frac{\partial}{\partial \mu_{r'}} \right)^2 \left( \frac{\partial}{\partial \mu_{r'}} \right)^2 W
\]

\[
\frac{dV_r}{dt} = -2(1 + j)V_r - 6g^2\mu_r^2 V_r
\]

\[
- 2jV_r \left( 1 - \frac{1}{2} \right)^2 + 1 + j + 2g^2\mu_r^2.
\]

We will refer to the Gaussian-approximation model as the MFB-CIM (GA).

III. CIM WITH TWO DOPOS

A. ODL-CIM and MFA-CIM

In this section, we consider the fluctuation characteristics and success probability of the simplest CIM consisting of just two DOPOs. Before considering the MFB-CIM, we summarize the results for the previously studied ODL-CIM and MFA-CIM [13]. For the ODL-CIM, we consider a mediating cavity model [11] with the coupling Liouvillian

\[
\frac{\partial \hat{\rho}}{\partial t} \big|_C = j([\hat{a}_1 - \hat{a}_2, \hat{\rho}([\hat{a}_1^\dagger - \hat{a}_2^\dagger] + h.c.)].
\]

With this coupling, the steady-state fluctuations of ODL-CIM below the threshold can be derived as [13]

\[
\langle \Delta \hat{X}_1^2 \rangle = \langle \Delta \hat{X}_2^2 \rangle = \frac{1}{2} + \frac{(1 - p + j)p}{2(1 - p)(1 - p + 2j)},
\]

\[
\langle \Delta \hat{X}_1 \Delta \hat{X}_2 \rangle = \frac{pj}{2(1 - p)(1 - p + 2j)},
\]

\[
\langle \Delta \hat{P}_1 \Delta \hat{P}_2 \rangle = \frac{1}{2} - \frac{(1 + p + j)p}{2(1 + p)(1 + p + 2j)},
\]

\[
\langle \Delta \hat{P}_1 \Delta \hat{P}_2 \rangle = -\frac{pj}{2(1 + p)(1 + p + 2j)}.
\]
The fluctuations of the $\hat{X}$ components diverge at the threshold ($p \to 1$), whereas those of the $\hat{P}$ components remain finite.

The mean-field approximation for the coupling term is obtained by making the replacement $[\hat{a}_1 - \hat{a}_2, \hat{\rho}(\hat{a}_1^+ - \hat{a}_2^+)] \to [\hat{a}_1 - \hat{a}_2, \hat{\rho}(\hat{a}_1^+ - \hat{a}_2^+)] + [(\hat{a}_1^+ - \hat{a}_2, \hat{\rho}(\hat{a}_1^+ - \hat{a}_2^+)]$.

With the mean-field coupling, the steady-state fluctuations of the CIM below the threshold are

$$\langle \Delta \hat{X}_1^2 \rangle \approx \langle \Delta \hat{X}_2^2 \rangle = \frac{1}{2} + \frac{p}{2(1-p+j)},$$

$$\langle \Delta \hat{X}_1 \Delta \hat{X}_2 \rangle = 0,$$

$$\langle \Delta \hat{P}_1^2 \rangle = \langle \Delta \hat{P}_2^2 \rangle = \frac{1}{2} - \frac{p}{2(1+p+j)},$$

All these values are finite at the threshold ($p \to 1$).

### B. Steady-state fluctuations of MFB-CIM (MA)

Here, we consider the steady-state fluctuation of an MFB-CIM consisting of two DOPOs described by a coupling matrix $\hat{J} = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$. In the ensemble-averaged theory, i.e., in the case of the MFB-CIM (MA) model, the SDEs are as follows:

$$\frac{d\alpha_1}{dt} = -(1+j)\alpha_1 + j\text{Re}\alpha_2 + p\alpha_1^2 - g^2|\alpha_1|^2\alpha_1$$

$$\frac{d\alpha_2}{dt} = -(1+j)\alpha_2 + j\text{Re}\alpha_1 + p\alpha_2^2 - g^2|\alpha_2|^2\alpha_2$$

$$\frac{d\rho_{c1}}{dt} = \sqrt{\frac{j}{4}}\text{Re}\rho_{c2} - \sqrt{\frac{j}{4}}\rho_{c1} + \sqrt{\frac{j}{4}} + \frac{j}{4} + g^2|\alpha_1|^2\rho_{c1},$$

$$\frac{d\rho_{c2}}{dt} = -(1+j)\rho_{c1} + j\text{Re}\rho_{c2} + p\rho_{c2}^2 - g^2|\rho_{c2}|^2\rho_{c1}$$

$$\frac{d\rho_{c3}}{dt} = \sqrt{\frac{j}{4}}\text{Re}\rho_{c1} - \sqrt{\frac{j}{4}}\rho_{c2} + \sqrt{\frac{j}{4}} + \frac{j}{4} + g^2|\rho_{c2}|^2\rho_{c1}.$$
Here, the normally ordered fluctuation variables representing the quantum fluctuations from reservoirs, \( w_{R_r}(t)w_{R_r}(t') = \delta_{r,r'}\delta(t-t') \) are real random numbers representing the random deviation of a measurement result from the mean amplitude. The overline represents the ensemble average.

First, let us consider the fluctuation \( \xi_{Ra}(a = 1, 2) \) related to the reservoir noise, before taking the ensemble average over the measurement randomness \( w_{R_r}(r = 1, 2) \). From Eq. (38), we obtain

\[
\frac{d\langle X_1 \rangle}{dt} = -(1 - p + j)\langle X_1 \rangle + j\langle X_2 \rangle + \sqrt{\frac{j}{2}}w_{R_2} \tag{39}
\]

\[
\frac{d\langle X_2 \rangle}{dt} = -(1 - p + j)\langle X_2 \rangle + j\langle X_1 \rangle + \sqrt{\frac{j}{2}}w_{R_1} \tag{40}
\]

\[
\frac{d\langle X_1 \rangle^2}{dt} = -2(1 - p + j)\langle X_1 \rangle^2 + 2j\langle X_1 \rangle\langle X_2 \rangle \tag{41}
\]

\[
\frac{d\langle X_2 \rangle^2}{dt} = -2(1 - p + j)\langle X_2 \rangle^2 + 2j\langle X_2 \rangle\langle X_1 \rangle \tag{42}
\]

\[
\frac{d\langle X_1 X_2 \rangle}{dt} = -2(1 - p + j)\langle X_1 \rangle\langle X_2 \rangle + 2j\langle X_1 \rangle\langle X_2 \rangle \tag{43}
\]

Here, the normally ordered fluctuation \( \langle \Delta X_i \rangle^2 = \langle X_i^2 \rangle - \langle X_i \rangle^2 - \frac{1}{2} \) satisfies

\[
\frac{d\langle \Delta X_1^2 \rangle}{dt} = -2(1 - p + j)\langle \Delta X_1 \rangle^2 + 2j\langle \Delta X_1 \rangle \tag{44}
\]

Therefore, the steady-state fluctuation below the threshold is

\[
\langle \Delta X_1^2 \rangle = \frac{1}{2} - \frac{(1 - p + j) + \sqrt{(1 - p + j)^2 + 2pj}}{2j}. \tag{45}
\]

This fluctuation is slightly smaller than that of the MF-CIM because of the state reduction due to a homodyne measurement. This value is not affected by the random sequences of the measurement results, at least below the oscillation threshold.

Next, we will consider ensemble averaging over the measurement results. The expectation value for \( X_1 \) after averaging over the quantum noise and ensemble-averaging over the measurement results is denoted as \( \langle X_1 \rangle \). \( \langle X_1 \rangle \) is zero below the threshold. We define the fluctuation around this value as \( \Delta X_r := X_r - \langle X_r \rangle \). Consider the ensemble-averaged cross-correlation \( \langle \Delta X_1 \Delta X_2 \rangle \). This is calculated as \( \langle X_1 \rangle \langle X_2 \rangle \), assuming that two DOPOs are separable and that \( \langle X_r \rangle = 0 \) below the threshold. From Eq. (39), we obtain

\[
\frac{d\langle X_1 \rangle^2}{dt} = -2(1 - p + j)\langle X_1 \rangle^2 + 2j\langle X_1 \rangle\langle X_2 \rangle \tag{46}
\]

\[
\frac{d\langle X_1 \rangle^2}{dt} = -2(1 - p + j)\langle X_2 \rangle^2 + 2j\langle X_2 \rangle \tag{47}
\]

From these equations and Eq. (45), we obtain the ensemble-averaged correlation function,

\[
\langle \Delta X_1 \Delta X_2 \rangle = \frac{(p + \frac{j}{2})j}{2(1 - p)(1 - p + 2j)}. \tag{48}
\]

This is identical to \( \langle \Delta \hat{X}_1 \Delta \hat{X}_2 \rangle \) in Eq. (38) in the macroscopic theory. On the other hand,

\[
\langle \Delta X_1 \rangle^2 = \frac{(1 - p + j)(p + \frac{j}{2})}{2(1 - p)(1 - p + 2j)} - \langle \Delta \hat{X}_1^2 \rangle \tag{49}
\]

is smaller than \( \langle \Delta \hat{X}_1^2 \rangle \) in the macroscopic theory. However, \( \langle X_1 \rangle^2 = \langle \Delta X_1 \rangle^2 \) differs from \( \langle \hat{X}_1^2 \rangle = \langle \Delta \hat{X}_1^2 \rangle \). Since \( \langle \hat{X}_1^2 \rangle = \langle X_1 \rangle^2 + \frac{1}{2} + \langle \Delta \hat{X}_1^2 \rangle \),

\[
\langle \Delta \hat{X}_1^2 \rangle = \frac{1}{2} + \frac{(1 - p + j)(p + \frac{j}{2})}{2(1 - p)(1 - p + 2j)} \tag{50}
\]

is the same as \( \langle \Delta \hat{X}_1^2 \rangle \) in the macroscopic theory.

Single-site fluctuations are summarized in Fig. 2 (c). The fluctuation of the MF-CIM (MI) model is the smallest. It is slightly smaller than the fluctuation of the MFA-CIM model because of the state reduction caused by the homodyne measurement. These two fluctuations don’t have singular increases at the threshold. On the other hand, the fluctuations of the MF-CIM (MA) and ODL-CIM models have singular increases at the threshold.

### D. Metrics of noise correlation

Entanglement and quantum discord have been calculated for ODL-CIM [11, 12]. For two coupled DOPOs, Duan’s necessary and sufficient condition for entanglement [10] is satisfied for \( j > \frac{1}{2} \) at the threshold [12]. If \( j \) is smaller than 1/2, the entanglement criterion ceases to be satisfied before reaching the threshold. Quantum discord is calculated using the covariance matrix for the vector \( \vec{R} = \sqrt{2}[\hat{X}_1, \hat{P}_1, \hat{X}_2, \hat{P}_2] \). This covariance matrix has four non-zero independent values
\[
a_1 = 2(\Delta \hat{X}^2_1) = 2(\Delta \hat{X}^2_2), \quad a_2 = 2(\Delta \hat{P}^2_1) = 2(\Delta \hat{P}^2_2),
\]
\[
c_1 = 2(\Delta \hat{X}_1 \Delta \hat{X}_2), \quad \text{and} \quad c_2 = 2(\Delta \hat{P}_1 \Delta \hat{P}_2).
\]
If
\[
(a_2 c_1^2 - a_1 c_2^2 (a_1^2 - c_1^2) / (a_2 c_1^2 + a_1 c_2^2 - a_1 c_2^2) / a_1^2 c_1^2, a_2 c_1^2 - a_1 c_2^2 (a_1^2 - c_1^2) / (a_2 c_1^2 + a_1 c_2^2 - a_1 c_2^2) / a_1^2 c_1^2) \geq 0,
\]
quantum discord is calculated as
\[
D = f(\sqrt{a_1 a_2}) + f\left(\sqrt{\frac{a_2}{a_1} (a_1^2 - c_1^2)}\right) - f(\nu_-) - f(\nu_+),
\]
where \(f(x) = \frac{1}{2} x^2 \log \frac{1}{2} x^2 - \frac{1}{2} x^2 \log \frac{1}{2} x^2\), and \(\nu_{\pm} = (a_1 \pm c_1) / (a_2 \pm c_2)\). Quantum discord contains the correlation of \(\hat{P}\) as well as that of \(\hat{X}\). Although it is zero for a density operator governing a single history state, it is larger for the ODL-CIM model. For the same \(\delta\), the MFB-CIM (MA) model has higher success probability, although the MFB-CIM (MA) model had the highest success probability, although the ODL-CIM model operated in the region where the entanglement criterion is satisfied and has a larger quantum discord than that of the MFB-CIM (MA) model at the threshold. The success probability of the MFA-CIM model in the case of \(10^3\) Brownian particles was close to the success probability of the ODL-CIM model.

**E. Success probability**

Here, we describe the results of numerical simulations comparing the success probabilities \(P_{sc}\) of the various CIM models. We simulated the time development from an initial vacuum state \(\hat{\rho} = |0\rangle \langle 0|\) and judged whether the run was a success or failure at time \(t = 10\). We considered the parametric excitation \(p\) depending on time
\[
p(t) = 0.8 + \frac{0.4}{e^{-(t-5)}} + 1.
\]
We set \(g^2 = 10^{-4}\) and \(\Delta t = 2 \times 10^{-3}\). For the ODL-CIM and MFB-CIM (MA) models, we simulated the time development of a single Brownian particle per DOPO. In the final time step, we compared the sign of \(\text{Re} \alpha_1\) of each DOPO as discussed in Appendix B. Fig. 4 (a) compares the results of the three MFB-CIM models. We simulated the time development from three values of \(\langle \psi_r, n_r, \text{and} m_r \rangle\) per DOPO. We performed \(10^6\) runs for each CIM model. In Gaussian-approximation (GA) CIM model, we computed the Wigner amplitude for each DOPO as \(\langle \hat{X}_c \rangle + \sqrt{\langle \Delta \hat{X}_c^2 \rangle} N_r\). Here, \(N_r\) is a normal random variable.

Fig. 7 (a) compares the results of the three MFB-CIM models (MI, MA, and GA). These models had almost identical success probabilities, although MFB-CIM (MI) was much more difficult to simulate. The macroscopic model and Gaussian-approximation model worked well as alternative methods. The dependence on \(g^2\) is discussed in Appendix B. Fig. 7 (b) compares the results of the MFB-CIM (MA), ODL-CIM and MFA-CIM models (for \(10^2\) or \(10^3\) Brownian particles per DOPO). The MFB-CIM (MI) model had the highest success probability, although the ODL-CIM model operated in the region where the entanglement criterion is satisfied and has a larger quantum discord than that of the MFB-CIM (MA) model at the threshold. The success probability of the MFA-CIM model in the case of \(10^3\) Brownian particles was close to that of random-guess \((P_{sc} = \frac{1}{2})\). These results indicate that the success probability can be explained in terms of...
The ensemble-averaged fluctuations satisfy:

\[
\langle \Delta \hat{X}_r \rangle = \frac{1}{2} + \frac{p}{2(1-p+j)}.
\]

The normalized correlation function is

\[
\mathcal{N} = 1 - \left( \frac{1}{j} + \frac{4(1+j)}{j^2} \right) \delta + O(\delta^2).
\]

The normalized correlation function of the NSR-MFB-CIM model with \( p = 0.999 \) is plotted together with those of the ODL-CIM and MFB-CIM models in Fig. 5 (a). The NSR-MFB-CIM model always has a smaller \( \mathcal{N} \) than that of the MFB-CIM model with state reduction. Moreover, it has an even smaller \( \mathcal{N} \) than that of the ODL-CIM model for small \( j \). In the case of \( j = 2 \), the unnormalized correlation function \( \langle \Delta X_1 \rangle \langle \Delta X_2 \rangle \) of the NSR-MFB-CIM model is identical to that of the ODL-CIM model. However, \( j > 1 + \sqrt{3} \) is required for \( \mathcal{N} \) of the NSR-MFB-CIM model to exceed that of the ODL-CIM model because of the larger \( \langle \Delta X_1^2 \rangle \). The success probability of the NSR-MFB-CIM model is plotted in Fig. 5 (b). It has the same value as the ODL-CIM model around \( j \sim 2.8 \). This supports our previous remark that the success probability is more directly related to the normalized correlation function \( \mathcal{N} \). From these results, we can conclude the correlation between \( \alpha_{T,r} \) and \( \alpha_{R,r} \) and the partial state reduction by the homodyne measurement plays an essential role in the MFB-CIM model outperforming the ODL-CIM model particularly for small \( j \).

**B. Impact of thermal noise on ODL-CIM**

Here, we present examples of the close relation between the normalized correlation function \( \mathcal{N} \) and success probability \( P_{sc} \). First, we consider the impact of thermal noise in the ODL-CIM model. This modification introduces
the following Liouvillian:

\[
\bigg| \frac{\partial \hat{\rho}}{\partial t} \bigg|_{C,th} = 2n^s_{th}[\hat{a}_1, [\hat{\rho}, \hat{a}_1^\dagger]] + 2n^s_{th}[\hat{a}_2, [\hat{\rho}, \hat{a}_2^\dagger]] + 2jn^l_{th}[[\hat{a}_1 - \hat{a}_2, [\hat{\rho}, \hat{a}_1^\dagger - \hat{a}_2^\dagger]]].
\] 

Here, \(n^s_{th}\) is thermal photon number of a reservoir mode which is responsible for the single mode loss, and \(n^l_{th}\) is thermal photon number related to the dissipative coupling [Eq. (22)]. The fluctuations of \(\hat{X}\) are represented as follows:

\[
\langle \Delta \hat{X}_1^2 \rangle = \frac{1}{2} + \frac{(1 - p + j)(p + 2n^s_{th}) + 2j(1 - p)n^l_{th}}{2(1 - p)(1 - p + 2j)},
\]

\[
\langle \Delta \hat{X}_1 \Delta \hat{X}_2 \rangle = \frac{j(p + 2n^s_{th} - 2(1 - p)n^l_{th})}{2(1 - p)(1 - p + 2j)}.
\]

The normalized correlation function is

\[
\mathcal{N} = 1 - \left( \frac{1}{j} + \frac{2(1 + 2n^s_{th})}{1 + 2n^l_{th}} \right)^2 \delta + O(\delta^2).
\]

From this equation, when \(n^s_{th} > 0\) and \(n^l_{th} = 0\), the normalized correlation function becomes smaller and this would lead to a lower success probability, as was pointed out in Ref. [12]. On the other hand, when \(n^s_{th} = 0\) and \(n^l_{th} = 0\), the normalized correlation function becomes larger, which would increase the success probability. When \(n^s_{th} = n^l_{th} > 0\), the normalized correlation function is the same as that with no thermal noise. Fig. 6(a) presents the numerical success probabilities of ODL-CIM with thermal noise. In the case of \(n^s_{th} = 0\) and \(n^l_{th} = 0\), the success probability increases (decreases), relative to the value of the model without thermal noise. In the case of \(n^s_{th} = n^l_{th} = 0\), the success probability is almost the same as that of the model without thermal noise. Next, we simulated the case of \(n^s_{th} = 1.5\) and \(n^l_{th} = 0.5\) and compared it with the MFB-CIM model. As shown in Fig. 6(b), the success probabilities coincide around \(j \sim 1.93\), which is close to that predicted by the normalized correlation function \(\mathcal{N}\) (at \(j = 2\)). For smaller \(j\), the ODL-CIM model with thermal noise has a higher success probability than that of the MFB-CIM model.

Next, we compare the thermally injected ODL-CIM model \((n^l_{th} > 0)\) with the MFA-CIM model simulated by finite Brownian particles. The fluctuations of the MFA-CIM model depending on the number of Brownian par-
icles ($N_p$) is expressed as
\[
\langle \Delta \hat{X}_i^2 \rangle = \frac{1}{2} + \frac{p}{2(1-p+j)} \frac{j^2 (1+j)}{N_p(1-p) (1-p+2j)(1-p+j)} \tag{65}
\]
\[
\langle \Delta \hat{X}_1 \Delta \hat{X}_2 \rangle = \frac{2N_p(1-p)(1-p+2j)}{2N_p(1-p)(1-p+2j)} \tag{66}
\]
These values are larger than those of the positive-$P$ MFA-CIM model with the same $N_p$ \[13\], because Wigner theory has larger fluctuations than positive-$P$ theory. Consequently, the normalized correlation function is
\[
\mathcal{N} = 1 - \left( \frac{1}{j} + \frac{2(N_p - 1)}{j} \right) \delta + O(\delta^2). \tag{67}
\]
This normalized correlation function with $N_p = 10$ crosses the function of the ODL-CIM model with thermal noise $n_{th}^2 = 0, n_t^2 = 7/4$ at $j = 2$. As shown in Fig. [c], the success probabilities of these two CIMs coincide around $j \sim 1.94$. This similarity supports the conclusion that the success probability is strongly related to the normalized correlation function.

C. Impact of squeezed reservoir on ODL-CIM

Here, we present an ODL-CIM model with squeezed reservoir modes. From the previous section, for a high success probability, the squeezed vacuum state with an anti-squeezed $\hat{X}$ component should be prepared for the reservoir related to the single mode loss, while a state with a squeezed $\hat{X}$ component should be prepared for the reservoir modes responsible for the mediating cavity loss. The Liouvillian of the squeezed reservoir modes is as follows \[20\]:
\[
\frac{\partial \hat{\rho}}{\partial t} \bigg|_{C,sq} = 2n_s [\hat{a}_1, [\hat{\rho}, \hat{a}_1^\dagger]] + 2n_s [\hat{a}_2, [\hat{\rho}, \hat{a}_2^\dagger]] \\
+ 2jm_s [\hat{a}_1 - \hat{a}_2, [\hat{\rho}, \hat{a}_1^\dagger - \hat{a}_2^\dagger]] \\
+ (m_s [\hat{a}_1, [\hat{\rho}, \hat{a}_1]] + m_s [\hat{a}_2, [\hat{\rho}, \hat{a}_2]]) \\
- jm_s [\hat{a}_1] - \hat{a}_2, [\hat{\rho}, \hat{a}_1 - \hat{a}_2, \hat{\rho}] + h.c. \bigg). \tag{68}
\]
Here, for the physical conditions of the reservoir mode to be satisfied, $n_s(1+n_s) \geq m_s^2$ and $n_j(1+n_j) \geq m_j^2$ must be satisfied. We will examine the reservoir mode with a minimum uncertainty product, where the above noise parameters are related to the phase sensitive gains $G_s$ and $G_j$ by
\[
n_s = \frac{1}{4} \left( \frac{G_s + 1}{G_s} - \frac{1}{2} \right), \tag{69}
n_j = \frac{1}{4} \left( \frac{G_j + 1}{G_j} - \frac{1}{2} \right), \tag{70}
m_s = \frac{1}{4} \left( \frac{G_s - 1}{G_s} \right), \tag{71}
m_j = \frac{1}{4} \left( \frac{G_j - 1}{G_j} \right). \tag{72}
\]
In this case, the normalized correlation function is
\[
\mathcal{N} = 1 - \frac{\delta}{j} - \frac{2}{G_s G_j} \delta + O(\delta^2). \tag{73}
\]
In the case of large $G_s G_j$, the normalized correlation function has an asymptotic value, $\mathcal{N} = 1 - \delta/j + O(\delta^2)$. A numerical simulation was performed with the Wigner SDEs:
\[
d\alpha_1 \frac{dt}{d\alpha_1} = -(1+j)\alpha_1 + p\alpha_1^* + j\alpha_2 - g^2|\alpha_1|^2\alpha_1 \\
+ \sqrt{\frac{1}{2}} n_s - m_s + g^2|\alpha_1|^2\xi_{c1} + \sqrt{2m_s} \xi_{R1} \\
+ j(\frac{1}{2} + n_j - m_j) \xi_{c3} + i\sqrt{2jm_j} \xi_{R3}, \tag{74}
\]
\[
d\alpha_2 \frac{dt}{d\alpha_2} = -(1+j)\alpha_2 + p\alpha_2^* + j\alpha_1 - g^2|\alpha_2|^2\alpha_2 \\
+ \sqrt{\frac{1}{2}} n_s - m_s + g^2|\alpha_2|^2\xi_{c2} + \sqrt{2m_s} \xi_{R2} \\
- j(\frac{1}{2} + n_j - m_j) \xi_{c3} - i\sqrt{2jm_j} \xi_{R3}, \tag{75}
\]
where $\langle \xi_{c1}(t)\xi_{c1}(t') \rangle = 2\delta_{ab}\delta(t - t')$ and $\langle \xi_{c1}(t)\xi_{R1}(t') \rangle = \delta_{ab}\delta(t - t')$. The results for $G_s = G_j = 10$ are shown in Fig. [c]. The success probability is much larger than that of the MFB-CIM model and is higher than that of the ODL-CIM model with $n_{th}^2 = 10$ and $n_t^2 = 0$.

V. ONE-DIMENSIONAL LATTICE

A. Steady-state fluctuation of ODL-CIM

In this section, we consider a ferromagnetic periodic one-dimensional lattice consisting of $N$-DOPOs represented by $\hat{a}_r (r = 1, \cdots, N)$. First, we summarize the characteristics of the ODL-CIM model below the threshold \[13\]. In the standing-wave model of an ODL-CIM \[11, 12\], the interaction is through the Liouvillian,
\[
\frac{\partial \hat{\rho}}{\partial t} \bigg|_{C} = \frac{j}{2} \sum_{r=1}^{N} ([\hat{a}_r - \hat{a}_{r+1}, \hat{\rho}(\hat{a}_r^\dagger - \hat{a}_{r+1}^\dagger)] + h.c.). \tag{76}
\]
Here, we assume periodicity: $\hat{a}_N + 1 = \hat{a}_1$. Assuming $p \sim 1$, the steady-state fluctuations of the canonical coordinates follow
\[
\langle \Delta \hat{X}_i^2 \rangle = \frac{1}{2} + \frac{p}{2\sqrt{2j(1-p)}}, \tag{77}
\]
\[
\langle \Delta \hat{X}_{i+1} \Delta \hat{X}_i \rangle = \frac{p}{2\sqrt{2j(1-p)}} e^{-\sqrt{2j(1-p)}r}. \tag{78}
\]
The steady-state quantum discord of two DOPOs separated by a distance $r$ is calculated from the steady-state correlations. The results for $p = 0.999$ and $j = 7/3$ are shown in Fig. 8 (a). The decay of the quantum discord is slow, because of the long-range correlation of the $X$ components, whereas the $\hat{P}$ components have only short-range correlations. In the special limit $j \to \infty$ and $p \to 1$, the quantum discord of the ODL-CIM model is independent of $r$: \[ D = f(\sqrt{2}) + \frac{1}{2} \log \frac{1}{2}. \] The normalized correlation function $N$ for a pair of DOPOs separated by a distance $r$ is thus

\[ N = 1 - \left( \frac{r}{j} + 1 \right) \sqrt{2jr} + O(\delta). \]  

This function is plotted in Fig. 8 (b) for $p = 0.999$ and $j = 7/3$.

**B. Steady-state fluctuation of MFB-CIM (MA)**

Now let us consider the steady-state fluctuation of the MFB-CIM (MA) model. The Wigner SDE of the MFB-CIM (MA) is obtained as a special case of Eq. (16) with $\tilde{J}_{r,r'} = \frac{j}{2} (\delta_{r,r-1} + \delta_{r,r+1})$. The coupling part is given as follows:

\[
\frac{d\alpha_r}{dt} = -j\alpha_r + j \frac{1}{2} (\text{Re}\alpha_{r-1} + \text{Re}\alpha_{r+1}) - \sqrt{\frac{j}{4}} \xi_{C1,r} + \sqrt{\frac{j}{4}} \xi_{C2,r},
\]

where $\langle \xi_{Cn,r}(t)\xi_{Cn',r'}(t') \rangle = 2\delta_{n,n'}\delta_{r,r'}\delta(t-t')$. The over-all equation for $X$ containing a single mode part below the threshold is

\[
\frac{dX_r}{dt} = -(1-p+j)X_r + j \frac{1}{2} (X_{r-1} + X_{r+1}) - \sqrt{\frac{j}{2}} \xi_{R1,r} + \sqrt{\frac{j}{2}} (\xi_{R1,r-1} + \xi_{R1,r+1}) + \sqrt{1 + \frac{j}{2}} \xi_{R2,r},
\]

where $\langle \xi_{Rn,r}(t)\xi_{Rn',r'}(t') \rangle = \delta_{n,n'}\delta_{r,r'}\delta(t-t')$. We take the Fourier transform of the canonical coordinates

\[
\tilde{X}_k = \frac{1}{\sqrt{N}} \sum_r X_r e^{i\theta_k r},
\]

where $\theta_k = \frac{2\pi k}{N}$. The Fourier components of the canonical coordinates satisfy the following SDE:

\[
\frac{d\tilde{X}_k}{dt} = -(1-p+j(1-\cos\theta_k))\tilde{X}_k - \sqrt{\frac{j}{2}} (1-\cos\theta_k)\tilde{\xi}_{R1,k} + \sqrt{1 + \frac{j}{2}} \tilde{\xi}_{R2,k},
\]
where $\langle \xi_{Ra,k} \xi_{Rb,-k'} \rangle = \delta_{ab} \delta_{k,k'} \delta(t-t')$. The steady-state fluctuations of the Fourier components are

$$\langle \hat{X}_k \hat{X}_{-k} \rangle = \frac{1}{2} + \frac{p + \frac{1}{2} \cos^2 \theta_k}{2(1 - p + j(1 - \cos \theta_k))},$$  \hspace{1cm} (86)

which can be rewritten as

$$\langle \hat{X}_k \hat{X}_{-k} \rangle = \frac{1}{4} \left( \frac{1 - p}{4j} - \frac{\cos \theta_k}{4} + \frac{p + (1 - p + j)^2}{2(1 - p + j(1 - \cos \theta_k))} \right).$$  \hspace{1cm} (87)

The steady-state correlation function of the canonical coordinates is

$$\langle \Delta \hat{X}_1 \Delta \hat{X}_{1+r} \rangle = \frac{1}{N} \sum_k \langle \hat{X}_k \hat{X}_{-k} \rangle e^{i\theta_k r}.$$  \hspace{1cm} (88)

In Eq. (87), the first and the second terms of the R.H.S. contribute to the single mode fluctuation. The third term contributes to the correlation of a nearest-neighbor pair $\langle \Delta \hat{X}_1 \Delta \hat{X}_2 \rangle$, and the last term contributes to the correlation of a pair separated by a distance even more than 1. The correlation function is derived using the approximation $1 - \cos \theta_k \approx \frac{\theta_k^2}{2}$, in the continuous limit $N \to \infty$:

$$\frac{1}{N} \sum_k f(\theta_k) \to \frac{1}{2\pi} \int_{-\pi}^{\pi} f(\theta) d\theta,$$  \hspace{1cm} (89)

where the complex integration assumes a small $|1 - p|/j$. The single mode fluctuation is

$$\langle \Delta \hat{X}_1^2 \rangle = \frac{1}{4} - \frac{1 - p}{4j} + \left( p + \frac{(1 - p + j)^2}{2j} \right) \frac{1}{2\sqrt{2j(1 - p)}}.$$  \hspace{1cm} (90)

The correlation for a nearest-neighbor pair follows

$$\langle \Delta \hat{X}_1 \Delta \hat{X}_2 \rangle = -\frac{1}{8} + \left( p + \frac{(1 - p + j)^2}{2j} \right) \frac{e^{-\sqrt{\frac{2(1-p)}{j}}}}{2\sqrt{2j(1 - p)}}.$$  \hspace{1cm} (91)

Here, the correlation function decreases by a factor $-1/8$. The correlation function for a pair separated by a distance $r > 1$ is

$$\langle \Delta \hat{X}_1 \Delta \hat{X}_{1+r} \rangle = \left( p + \frac{(1 - p + j)^2}{2j} \right) \frac{e^{-\sqrt{\frac{2(1-p)}{j}}}}{2\sqrt{2j(1 - p)}}.$$  \hspace{1cm} (92)

The quantum discord for the MFB-CIM (MA) model is calculated for $p = 0.999$ and $j = 7/3$. As shown in Fig. S (a), this value is smaller than the quantum discord of the ODL-CIM model. In the limit $j \to \infty$ and $p \to 1$, the quantum discord for the MFB-CIM (MA) model depends on $r(> 1)$:

$$D = f(\sqrt{1 + r}) - f\left(\frac{\sqrt{1 + r}}{2}\right) + \frac{1}{2} \log \frac{1}{2}.$$  \hspace{1cm} (93)

When $r = 1$, the quantum discord with $j \to \infty$ is the same as that for a two-DOPO MFB-CIM (MA) model: $D = f(\sqrt{\frac{3}{2}}) - f(\sqrt{\frac{3}{4}}) + \frac{1}{2} \log \frac{1}{2}$. The normalized correlation function $\mathcal{N}$ of the canonical coordinates is

$$\mathcal{N} = 1 - \left( \frac{r}{j} + \frac{3}{2(2 + j)} \right) \frac{1}{\sqrt{2j\delta}} + O(\delta)$$  \hspace{1cm} (94)

for $r > 1$ and

$$\mathcal{N} = 1 - \left( \frac{1}{j} + \frac{3}{2(2 + j)} \right) \frac{1}{\sqrt{2j\delta}} + O(\delta)$$  \hspace{1cm} (95)

for $r = 1$. As shown in Fig. S (b), the normalized correlation function of the MFB-CIM model is larger than that of the ODL-CIM model even when $r = 1$, where the correlation function for the MFB-CIM (MA) model decreases by $-1/8$. The same results are obtained by the MFB-CIM (MI) model for ensemble-averaged values $\langle \Delta \hat{X}_1^2 \rangle$ and $\langle \Delta \hat{X}_1 \Delta \hat{X}_{1+r} \rangle$.

C. Success probability

We calculated the success probability of a periodic one-dimensional lattice with $N = 6$. A run was regarded as success when all the real parts of six Wigner amplitudes $\text{Re} \alpha_r(r = 1, \cdots, 6)$ had the same sign in the final time.
The coupling coefficient correlation function, as follows: for a nearest-neighbor pair \( r \) and for a nearest-neighbor pair \( j \) model with \( j = 7/3 \) has a larger quantum discord than that of the MFB-CIM (MA) model. In the MFA-CIM model, noise correlation does not exist in the large Brownian particle number limit, and the success probability is much smaller. In the case of \( 10^3 \) Brownian particles, the success probability is close to that of random guesses \( (P_{sc} = \frac{1}{2}) \). These results indicate that the success probabilities are more directly related to the normalized correlation function \( N \), than to quantum discord.

D. Several modified models

Here, we consider NSR-MFB-CIM models for a one-dimensional periodic lattice. The steady-state fluctuations of the canonical coordinates (before ensemble averaging) is the same as that of the mean field coupling \( \langle \Delta \hat{X}_r^2 \rangle = \frac{1}{2} + \frac{p}{2(1-p+j)} \). After ensemble averaging, the steady-state canonical coordinates have single site fluctuations, an \( r = 1 \) correlation function, and an \( r > 1 \) correlation function, as follows:

\[
\langle \Delta \hat{X}_r^2 \rangle = \frac{1}{4} - \frac{1-p}{4j} + \frac{p}{2(1-p+j)} + \left( \frac{(1-p+j)^2}{2j} \right) \frac{1}{2\sqrt{2j(1-p)}}, \tag{95}
\]

\[
\langle \Delta \hat{X}_1 \Delta \hat{X}_2 \rangle = -\frac{1}{8} + \left( \frac{(1-p+j)^2}{2j} \right) e^{-\frac{2aj+j^2}{2\sqrt{2j(1-p)}}}, \tag{96}
\]

\[
\langle \Delta \hat{X}_1 \Delta \hat{X}_{1+r} \rangle = \left( \frac{(1-p+j)^2}{2j} \right) e^{-\frac{2aj+j^2}{2\sqrt{2j(1-p)}}}. \tag{97}
\]

Accordingly, the normalized correlation function for a pair with \( r > 1 \) can be written as

\[
N = 1 - \left( \frac{r}{j} + \frac{j + 2}{j^2} \right) \sqrt{2j\delta} + O(\delta), \tag{98}
\]

and for a nearest-neighbor pair \( (r = 1) \) as

\[
N = 1 - \left( \frac{1}{j} + \frac{3j + 4}{2j^2} \right) \sqrt{2j\delta} + O(\delta). \tag{99}
\]

These values reach those of the ODL-CIM model at \( j = 2 \) for \( r > 1 \) and at \( j \sim 2.35 \) for \( r = 1 \). Even for \( r = 1 \), the coupling coefficient \( j \) required to achieve the same \( N \) as the ODL-CIM model is smaller than that of the two-DOPO system \( (j \sim 2.73) \), because the ensemble-averaged single mode fluctuation is reduced in the one-dimensional NSR-MFB-CIM model. Fig. 10 (a) shows the numerical success probabilities of the NSR-MFB-CIM (MI) and (GA) models. The success probabilities of the ODL-CIM and NSR-MFB-CIM models cross at \( j \sim 2.05 \), slightly beyond the point where the normalized correlation functions with \( r > 1 \) coincide and before the point where those with \( r = 1 \) coincide.

Next, we consider an ODL-CIM model with squeezed reservoirs. The reservoir modes are squeezed by the following Liouvillian,

\[
\frac{\partial \hat{\rho}}{\partial t} |_{c,sq} = 2n_s \sum_r [\hat{a}_r, [\hat{p}_r, \hat{a}^\dagger_r]] + m_s (\sum_r [\hat{a}_r, [\hat{a}_r, \hat{p}_s]] + \text{h.c.}) + jn_j \sum_r [\hat{a}_r - \hat{a}_{r+1}, [\hat{p}, \hat{a}^\dagger_r - \hat{a}^\dagger_{r+1}]] \tag{100}
- \frac{jm_j}{2} (\sum_r [\hat{a}_r - \hat{a}_{r+1}, [\hat{a}_r - \hat{a}_{r+1}, \hat{p}] + \text{h.c.})].
\]

We assume the reservoir with minimum uncertainty state described by phase sensitive gain \( (G_s = 1 + 2(n_s + m_s), G_j = 1 + 2(n_j + m_j)) \). The normalized correlation function for a pair separated by a distance \( r \) is

\[
N = 1 - \left( \frac{r}{j} + \frac{1}{G_s G_j} \right) \sqrt{2j\delta} + O(\delta). \tag{101}
\]

\( N = 1 - r \sqrt{2\delta/j} + O(\delta) \) in the limit of large \( G_s G_j \). The numerical success probability with \( G_s = G_j = 10 \) is shown in Fig. 10 (b). The success probability of the ODL-CIM model with squeezed reservoirs exceeded that of the MFB-CIM model.

VI. SUMMARY

We compared the noise correlations and success probabilities of the MFB-CIM, ODL-CIM and MFA-CIM models for the cases of two DOPOs and of a periodic one-dimensional lattice. For two DOPOs, a numerical simulation was performed in parameter spaces where the ODL-CIM model satisfies the entanglement criterion, and has a larger quantum discord than that of the MFB-CIM model. We note the surprising fact that the MFB-CIM model has a larger success probability than the ODL-CIM model. In fact, the MFB-CIM model has a larger success probability than the ODL-CIM model has in those parameter spaces. These results can be understood by the following argument: the canonical momentum \( \hat{P} \), which is included in the entanglement and quantum discord, but not in the normalized correlation function, does not contribute directly to the computation process in a CIM. The CIM works only through the canonical coordinate \( \hat{X} \). We showed that the normalized correlation function predicts the point where the success probabilities of two different
CIMs using different coupling schemes cross over. We analyzed the ODL-CIM with squeezed reservoir modes and showed that they have higher success probabilities than MFB-CIM does. We also showed that the normalized correlation function is a useful metric to predict the success probability in a one-dimensional lattice of CIMs.

The numerical method in the paper was used in Ref. [28].
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Appendix A: Gaussian homodyne-measurement theory

Here, we discuss the theory of measurement-induced state reduction. In Fig. 1 we assume that the canonical coordinate of the reflected mode $\hat{X}_{R,r}$ is measured and that a random measurement result $X_{M,r}$ is obtained. The difference of the measured value from the mean value is denoted as $d_r := X_{M,r} - \langle \hat{X}_{R,r} \rangle$. From Gaussian homodyne measurement theory (22), the mean amplitude is shifted and the variance of the transmitted mode is reduced respectively in reaction to a measurement:

$$\langle \hat{X}_{T,r}^\prime \rangle = \langle \hat{X}_{T,r} \rangle + \frac{\langle \Delta \hat{X}_{T,r} \Delta \hat{X}_{R,r} \rangle}{2} d_r, \quad (A1)$$

$$\langle \Delta \hat{X}_{T,r}^2 \rangle = \langle \Delta \hat{X}_{T,r} \rangle^2 - \frac{\langle \Delta \hat{X}_{T,r} \Delta \hat{X}_{R,r} \rangle^2}{2}, \quad (A2)$$

In the above two equations, the variance of the reflected component in the denominator $\langle \Delta \hat{X}_{R,r} \rangle^2$ is negligible when $R_B = j\Delta t$ is sufficiently smaller than one. Note that $\langle \Delta \hat{X}_{T,r} \rangle$ is a normally ordered variance, where the contribution of the vacuum fluctuation has been removed. When $R_B \ll 1$, from $\langle \Delta \hat{X}_{T,r} \Delta \hat{X}_{R,r} \rangle = \sqrt{R_B} \langle \Delta \hat{X}_{T,r}^2 \rangle$, the variance reduction follows:

$$\langle \Delta \hat{X}_{T,r}^2 \rangle = \langle \Delta \hat{X}_{T,r} \rangle^2 - 2j\Delta t \langle \Delta \hat{X}_{T,r} \rangle \langle \Delta \hat{X}_{T,r} \rangle. \quad (A3)$$

Next, we consider the shift of the mean amplitude. In the canonical coordinate of the reflected mode, we assume that the fluctuation of $X_r$ is sufficiently smaller than the vacuum noise. The reflected mode is $X_{R,r} \sim \sqrt{R_B} \langle X_r \rangle - \sqrt{2(1-R_B)} R f_{r,r}$. Therefore, $d_r$ for each $r$ is a real number selected from the distribution of $-\sqrt{2(1-R_B)} R f_{r,r}$, where $\langle R f_{r,r} \rangle = j\delta_{r,r}$. Following the notation in Refs. 18 and 21 for measurement noise, $d_r$ is written as $d_r = \sqrt{\frac{2}{2}} w_{R,r}$, where $w_{R,r}$ follows $w_{R,r}(t) w_{R,r}(t') = \delta_{r,r} \delta(t-t')$ under the ensemble averaging. The shift in the mean amplitude in the limit $R_B \ll 1$ is

$$\langle \hat{X}_{T,r}^\prime \rangle = \langle \hat{X}_{T,r} \rangle + \sqrt{2j} \langle \Delta \hat{X}_{T,r}^2 \rangle w_{R,r} \Delta t. \quad (A4)$$

Relations (A3) and (A4) represent the measurement-induced state reduction and are incorporated in the Wigner SDE (Eq. 10).

Appendix B: Effect of saturation parameter $g^2$

The positive-$P$ simulation 11, 13 does not require truncation based on the assumption $g^2 \ll 1$ and is expected to be exact for a larger $g^2$. Here, we compared the results of a simulation based on truncated Wigner theory with those of positive-$P$ SDE theory for a MFB-CIM model consisting of two DOPOs. Positive-$P$ theory expands the density matrix as $\hat{\rho} = \int P(\alpha,\alpha^\dagger) |\alpha\rangle \langle \alpha^\dagger| d^2\alpha d^2\alpha^\dagger$. The positive-$P$ SDEs for a macroscopic model are

$$\frac{d\alpha_r}{dt} = -(1+j)\alpha_r + p\alpha_r \delta_r^2 + \sqrt{p-g^2\delta_r^2} \xi_{R1,r}, \quad (B1)$$

$$\frac{d\alpha_r^\dagger}{dt} = -(1+j)\alpha_r^\dagger + p\alpha_r^\dagger \delta_r^2 - \sqrt{p-g^2\delta_r^2} \xi_{R2,r}, \quad (B2)$$

where $\langle \xi_{R1,r}(t) \xi_{R1,r}(t') \rangle = \delta_{t,t'} \delta_{r,r}$, $\langle \xi_{R2,r}(t) \xi_{R2,r}(t') \rangle = \delta_{t,t'} \delta_{r,r}$, and the positive-$P$ simulation produces almost identical success probabilities for the other methods. The resulting success probabilities of the two-site system were smaller for large $g^2$, and the positive-$P$ simulation produced slightly larger success probabilities than the truncated Wigner simulation did. The normalized correlation function of $X$ accounts for the decreasing success probability for larger $g^2$. When $g^2$ is large, the role of the vacuum fluctuation in $\langle \Delta \hat{X}_{T,r}^2 \rangle$ appearing in the denominator of the normalized correlation function is larger, and the normalized correlation function at the threshold is smaller. For small $g^2$, such as $g^2 = 10^{-4}$ employed in the main text, Wigner and positive-$P$ simulation produce almost identical success probabilities. However, for large $g^2$, the truncated Wigner approach produces inaccurate results compared
with positive-$P$ theory due to the truncation assuming small $g^2$ values. The results for the GA model differ from those of other truncated Wigner models (MA, and MI) because of the additional truncation used to separate the $\hat{P}$ components from the $\hat{X}$ components.

FIG. 11. Numerical success probability $P_{sc}$ of two-site MFB-CIM by truncated Wigner and positive-$P$ SDE as a function of saturation coefficient $g^2$ for $j = 2$. 