STRONG PROPERTY (T) FOR HIGHER RANK SIMPLE LIE GROUPS
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Abstract. We prove that connected higher rank simple Lie groups have Laффorgue's strong property (T) with respect to a certain class of Banach spaces $E_{10}$ containing many classical superreflexive spaces and some non-reflexive spaces as well. This generalizes the result of Laффorgue asserting that $SL(3, \mathbb{R})$ has strong property (T) with respect to Hilbert spaces and the more recent result of the second named author asserting that $SL(3, \mathbb{R})$ has strong property (T) with respect to a certain larger class of Banach spaces. For the generalization to higher rank groups, it is sufficient to prove strong property (T) for $Sp(2, \mathbb{R})$ and its universal covering group. As consequences of our main result, it follows that for $X \in E_{10}$, connected higher rank simple Lie groups and their lattices have property $(F_X)$ of Bader, Furman, Gelander and Monod, and the expanders constructed from a lattice in such a group do not admit a coarse embedding into $X$.

1. Introduction

In 1967, Kazhdan introduced property (T) for groups in order to prove that certain groups are finitely generated [Kaz67] (see also [BHV08]). A locally compact group has property (T) if the trivial representation is isolated in the unitary dual of the group equipped with the Fell topology. This property, which usually plays the role of a rigidity property, has important applications in different areas of mathematics.

Over the years, several strengthenings of property (T) have been studied. For our purposes, the most important strengthening is Laффorgue’s Banach space strong property (T), which he introduced as an obstruction to a certain approach to the Baum-Connes Conjecture. In this article, we work with a more flexible notion of strong property (T), as defined by the second named author in [dlS13]. Recall that a length function on a locally compact group $G$ is a continuous function $\ell: G \to \mathbb{R}_+$ such that $\ell(g^{-1}) = \ell(g)$ and $\ell(g_1g_2) \leq \ell(g_1) + \ell(g_2)$ for all $g, g_1, g_2 \in G$.

Definition 1.1. A locally compact group $G$ has strong property (T) with respect to a class of Banach spaces $\mathcal{E}$ (denoted by $(T^\text{str}_\mathcal{E})$) if for every length function $\ell$ on $G$ there is a sequence of compactly supported symmetric Borel measures $m_n$ on $G$ such that for every Banach space $X$ in $\mathcal{E}$ there is a constant $t > 0$ such that the following holds: for every strongly continuous representation $\pi: G \to B(X)$ satisfying $\|\pi(g)\|_{B(X)} \leq Le^{t\ell(g)}$ for some $L \in \mathbb{R}_+$, the sequence $\pi(m_n)$ converges in the norm topology on $B(X)$ to a projection onto the $\pi(G)$-invariant vectors of $X$.
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Lafforgue’s original definition of strong property (T) in [Laf08] corresponds to taking $\mathcal{E}$ to be the class of Hilbert spaces. We will denote this property by $(T_{\text{strong}}^{\text{Hilbert}})$. The Banach space strong property (T) of [Laf09] is denoted by $(T_{\text{strong}}^{\text{Banach}})$, which corresponds to taking $\mathcal{E}$ to be the class of Banach spaces with nontrivial (Rademacher) type. By the work of Lafforgue, it is known that $(T_{\mathcal{E}}^{\text{strong}})$ passes from a group to its cocompact lattices.

In [Laf08], Lafforgue proved that word-hyperbolic groups do not satisfy $(T_{\text{Hilbert}}^{\text{strong}})$. It follows that connected simple Lie groups with real rank 1 do not have $(T_{\text{Hilbert}}^{\text{strong}})$, since such a group is either locally isomorphic to $\text{SO}(n,1)$ or $\text{SU}(n,1)$ for some $n \geq 2$, in which case it does not have Kazhdan’s property (T), or it is locally isomorphic to $\text{Sp}(n,1)$ for some $n \geq 2$ or to $F_{4,-20}$, in which case it contains a word-hyperbolic cocompact lattice.

Lafforgue also showed that $\text{SL}(3,\mathbb{R})$ has $(T_{\text{Hilbert}}^{\text{strong}})$, with the consequence that any connected almost $\mathbb{R}$-simple algebraic group whose Lie algebra contains a copy of $\mathfrak{sl}(3,\mathbb{R})$ has $(T_{\mathcal{E}_1}^{\text{strong}})$. For $r > 2$, the class $\mathcal{E}_r$ (see Section 2.4 for the precise definition) is a certain class of Banach spaces containing the Hilbert spaces, many classical superreflexive spaces, and some non-reflexive spaces. We point out that if $r_1 \geq r_2 > 2$, then $\mathcal{E}_{r_1} \subset \mathcal{E}_{r_2}$. An open question is whether the classes $\mathcal{E}_r$ contain all spaces of nontrivial type (see Section 2.4 for the definition of type).

The aim of this article is to extend, in a way, these results on $\text{SL}(3,\mathbb{R})$ to all connected higher rank simple Lie groups. To do this, we need to consider strong property (T) for $\text{Sp}(2,\mathbb{R})$ and its universal covering group. We are able to prove that both these groups have $(T_{\mathcal{E}_{10}}^{\text{strong}})$, which implies our main theorem.

**Theorem A.** Let $G$ be a connected simple Lie group with real rank at least 2. Then $G$ has strong property (T) with respect to the class $\mathcal{E}_{10}$.

The assertions that $\text{Sp}(2,\mathbb{R})$ and its universal covering group $\tilde{\text{Sp}}(2,\mathbb{R})$ have $(T_{\mathcal{E}_{10}}^{\text{strong}})$ follow from explicit decay estimates for matrix coefficients of representations with small exponential growth of these groups on Banach spaces in $\mathcal{E}_{10}$. In fact, we will consider Banach spaces satisfying certain technical conditions that are naturally satisfied by the spaces in $\mathcal{E}_{10}$. Parts of the computations in this article rely on the methods used in the work of Haagerup and the first named author on the failure of the Approximation Property for connected higher rank simple Lie groups (see [HdL13a] and [HdL13b]) and on the work in [dL13].

Apart from its aforementioned relation to the Baum-Connes Conjecture, strong property (T) has two other interesting applications due to Lafforgue (see [Laf08] and [Laf09]) we want to mention. Firstly, let us recall that for second countable locally compact groups, Kazhdan’s property (T) is equivalent to Serre’s property (FH). A locally compact group $G$ has property (FH) if every continuous affine isometric action of $G$ on a real Hilbert space has a fixed point. Analogues of property (T) and property (FH) in the setting of Banach spaces were introduced by Bader, Furman, Gelander and Monod in [BFGM07]. However, unlike for the case of Hilbert spaces, these properties are not equivalent. For a Banach space $X$, a locally compact group $G$ is said to have property $(T_X)$ (resp. property $(\overline{T}_X)$) if for every continuous linear isometric representation (resp. every uniformly equicontinuous linear representation) $\rho : G \to O(X)$, the quotient representation $\rho' : G \to O(X/X^\rho(G))$ does not almost have invariant vectors. The group $G$ is said to have property $(F_X)$
(resp. property \((\overline{F}_X)\)) if every continuous action of \(G\) on \(X\) by affine isometries (resp. every uniformly equicontinuous affine action of \(G\) on \(X\)) has a fixed point. In \[BFM\] it was proved that for second countable locally compact groups, property (T) implies property \((\overline{F}_X)\) for certain Banach spaces, the most notable examples being \(L^p\)-spaces. Bader, Furman, Gelander and Monod conjectured that connected semisimple Lie groups with finite center and higher rank simple factors satisfy property \((\overline{F}_X)\) for every superreflexive Banach space \(X\). In fact, they conjectured a stronger statement (see \[BFM\] Conjecture 1.6). It was essentially proved by Lafforgue that property \((\overline{T}_x^{\text{strong}})\) implies property \((\overline{F}_X)\) for \(X \in \mathcal{E}\). In fact, it implies a fixed point property for affine actions with linear part having small exponential growth. The following corollary of Theorem \([\text{A}]\) and the considerations of \([\text{dLS13}]\) supports the conjecture of Bader, Furman, Gelander and Monod.

**Corollary 1.2.** Let \(G\) be a connected simple Lie group with real rank at least 2. Then \(G\) has properties \((F_X)\) and \((\overline{F}_X)\) for every \(X \in \mathcal{E}_{\text{10}}\).

The second application of strong property (T) that was found by Lafforgue is on embeddings of families of expanders (see \[Lub10\] and \[Pis10, \text{Section 3}\]). Let \(\Gamma\) be a lattice in a connected higher rank simple Lie group, and let \((\Gamma_i)_{i \in \mathbb{N}}\) be a sequence of finite-index subgroups of \(\Gamma\) such that \(|\Gamma/\Gamma_i| \to \infty\) for \(i \to \infty\). If \(S\) denotes a finite symmetric generating set of \(\Gamma\), and if \(Y_i = \Gamma_i/\Gamma\) is the corresponding graph with natural metric denoted by \(d_i\), then \((Y_i, d_i)_{i \in \mathbb{N}}\) is a sequence of expanders, since \(\Gamma\) has Kazhdan’s property (T). A sequence of expanders \((Y_i, d_i)\) is said to embed coarsely into a Banach space \(X\) if there exist a function \(\rho : \mathbb{N} \to \mathbb{R}_+^+\) such that \(\rho(n) \to \infty\) for \(n \to \infty\) and 1-Lipschitz functions \(f_i : Y_i \to X\) such that \(\|f_i(y) - f_i(y')\|_X \geq \rho(d_i(y, y'))\) for all \(i \in \mathbb{N}\) and \(y, y' \in X_i\). From \[Laf08, \text{Section 5}\] (see also \[Laf09, \text{Section 5.2}\] and \[dLS13\]), the following result follows immediately from Theorem \([\text{A}]\).

**Corollary 1.3.** Let \(\Gamma\) be a lattice in a connected simple Lie group with real rank at least 2, and let \((Y_i, d_i)\) be a family of expanders constructed from \(\Gamma\) in the way mentioned above. Then \((Y_i, d_i)\) does not admit a coarse embedding in any Banach space in \(\mathcal{E}_{\text{10}}\).

In the non-Archimedean setting, a strong analogue of Theorem \([\text{A}]\) is known. Indeed, for a non-Archimedean local field \(F\), Lafforgue proved that \(\text{SL}(3, F)\) has property \((T^{\text{strong}}_{\text{Banach}})\) (see \[Laf08\] and \[Laf09\]), and Liao proved that \(\text{Sp}(2, F)\) has it as well, implying that any connected almost \(F\)-simple algebraic group with \(F\)-split rank at least 2 has property \((T^{\text{strong}}_{\text{Banach}})\) (see \[Lia13\]). Analogues of the corollaries above follow as well.

**Remark 1.4.** Let us point out that the estimate of Lemma \([3, 2]\) and its proof (which is postponed to Appendix \([\text{A}]\)) imply an improvement of the results in \([\text{dLS13}]\). In those articles it is proved that for a lattice \(\Gamma\) in a connected higher rank simple Lie group and \(p \in [1, \frac{12}{11}] \cup (12, \infty]\), the noncommutative \(L^p\)-space \(L^p(L(\Gamma))\) does not have the completely bounded approximation property (CBAP) or operator space approximation property (OAP). From our computations, it follows that even for \(p \in [1, \frac{10}{9}] \cup (10, \infty]\), the space \(L^p(L(\Gamma))\) does not have these properties. It is an interesting open question whether this failure of the CBAP and OAP can be extended to all \(p \neq 2\).
This article is organized as follows. We recall some preliminaries in Section 2. In Section 3, we consider certain aspects of harmonic analysis on SU(2), which is a subgroup of Sp(2, R) and Sp(2, C), postponing certain computations to Appendix A. The explicit decay results for representations of Sp(2, R) and Sp(2, C) with small exponential growth is proved in Sections 4 and 5 respectively. Our main theorem is proved in Section 6.
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2. Preliminaries

For a more extensive account of the preliminaries, we refer to [dlS13].

2.1. Lie groups. A universal covering group of a connected Lie group G is a Lie group ˜G together with a surjective Lie group homomorphism σ : ˜G → G such that (G, σ) is a simply connected covering space of G. Every connected Lie group G has a simply connected covering space ˜G, which can be made into a universal covering group. Indeed, if σ : ˜G → G is the corresponding covering map and 1 ∈ σ−1(1), there exists a unique multiplication on ˜G that makes ˜G into a Lie group in such a way that σ is a surjective Lie group homomorphism. Universal covering groups (of connected Lie groups) are unique up to isomorphism. Moreover, they satisfy the exact sequence 1 → π1(G) → ˜G → G → 1, where π1(G) denotes the fundamental group of G. For details, see [Kna02 Section I.11].

Let G be a connected semisimple Lie group with Lie algebra g. The polar decomposition of G is given by G = KAK, where K comes from a Cartan decomposition g = t + p (K has Lie algebra t) and A is an abelian Lie group whose Lie algebra a is a maximal abelian subspace of p. If the center of G is finite, then K is a maximal compact subgroup. The real rank of G is defined as the dimension of a. Given a polar decomposition G = KAK and g ∈ G, it is not the case that there exist unique k1, k2 ∈ K and a ∈ A such that g = k1ak2. However, by choosing a set of positive roots and restricting to the closure A+ of the positive Weyl chamber A+, we still have the decomposition G = K A+K. Also, if g = k1ak2, where k1, k2 ∈ K and a ∈ A+, then a is unique. For details, see [Hel78 Section IX.1].

2.2. The group Sp(2, R). Let I2 denote the 2 × 2 identity matrix, and let J ∈ M4(R) be defined by J = \[
\begin{pmatrix}
0 & I_2 \\
-I_2 & 0
\end{pmatrix}
\]. The Lie group Sp(2, R) is defined as the group of linear transformations of R4 that preserve the standard symplectic form \(w(x, y) = \langle Jx, y \rangle\); that is,
\[
\text{Sp}(2, R) = \{g \in \text{GL}(4, R) \mid g^T J g = J\},
\]
where \(g^T\) denotes the transpose of g. Let us point out that some authors denote this group by Sp(4, R).

Let K denote the maximal compact subgroup of G given by
\[
K = \left\{ \begin{pmatrix} A & -B \\ B & A \end{pmatrix} \in M_4(R) \mid A + iB \in U(2) \right\}.
\]
This group is isomorphic to U(2). If we identify \(\mathbb{C}^2\) with the real vector space \(\mathbb{R}^4\) by \((z_1, z_2) \mapsto (\text{Re}(z_1), \text{Re}(z_2), \text{Im}(z_1), \text{Im}(z_2))\), we can consider any \(M \in M_2(\mathbb{C})\)
as a matrix \( \iota(M) \in M_4(\mathbb{R}) \); explicitly, \( \iota(A + iB) = \begin{pmatrix} A & -B \\ B & A \end{pmatrix} \). In this way, \( \iota(U(2)) = K \). Let \( H \) be the subgroup of \( K \) equal to \( \iota(SU(2)) \). For \( \beta, \gamma \in \mathbb{R} \), let \( D(\beta, \gamma) = \text{diag}(e^{i\beta}, e^{i\gamma}, e^{-i\beta}, e^{-i\gamma}) \in G \). A polar decomposition of \( G \) is given by \( G = K\overline{A}t^K \), where \( \overline{A}t = \{ D(\beta, \gamma) \mid \beta \geq \gamma \geq 0 \} \).

We will denote by \( \mathfrak{sp}_2 \) the Lie algebra of \( \text{Sp}(2, \mathbb{R}) \), and by \( \exp : \mathfrak{sp}_2 \to \text{Sp}(2, \mathbb{R}) \) the corresponding exponential map. Let us also denote by \( \mathfrak{t} \), \( \mathfrak{h} \) and \( \mathfrak{a} \) the Lie subalgebras corresponding to the subgroups \( K, H \) and \( A \), respectively.

For \( s \in \mathbb{R} \), we define the following element of \( K \):
\[
v_s = \iota(e^{is}I_2).
\]
Since \( v_\pi = -1 \) belongs to the center of \( \text{Sp}(2, \mathbb{R}) \), the formula \( t \cdot g = v_tgv_{-t} \) defines an action of \( \mathbb{R}/\pi\mathbb{Z} \) on \( \text{Sp}(2, \mathbb{R}) \).

2.3. The universal covering group of \( \text{Sp}(2, \mathbb{R}) \). Let \( \tilde{\text{Sp}}(2, \mathbb{R}) \) be the universal covering group of \( \text{Sp}(2, \mathbb{R}) \). As explained in Section 2.1, it is a connected simple Lie group that is simply connected as a topological space, and there is a surjective Lie group homomorphism \( \sigma : \tilde{\text{Sp}}(2, \mathbb{R}) \to \text{Sp}(2, \mathbb{R}) \). Let us recall some facts about \( \tilde{\text{Sp}}(2, \mathbb{R}) \), in particular its polar decomposition. For more details, we refer to [HdL13a], in which similar structural results are discussed. The Lie algebra of \( \tilde{\text{Sp}}(2, \mathbb{R}) \) is \( \mathfrak{sp}_2 \). Let \( \exp : \mathfrak{sp}_2 \to \tilde{\text{Sp}}(2, \mathbb{R}) \) be the corresponding exponential map. The group \( \tilde{A} = \exp(\mathfrak{a}) \) is isomorphic to \( A \), the group \( \tilde{H} = \exp(\mathfrak{h}) \) is isomorphic to \( H \), and \( \exp(\mathfrak{J}) \) is a \( \mathbb{Z} \)-covering group of \( \exp(\mathfrak{J}) = \{ v_t \mid t \in \mathbb{R}/2\pi\mathbb{Z} \} \). For \( a \in A \) (resp. \( h \in H \) and \( u \in SU(2) \)), we denote by \( \tilde{a} \) (resp. \( \tilde{h} \) and \( \tilde{u}(u) \)) the corresponding element of \( \tilde{A} \) (resp. \( \tilde{H} \) and \( \tilde{H} \)), and we denote by \( \{ \tilde{v}_t = \exp(\mathfrak{J}) \mid t \in \mathbb{R} \} \) the elements of \( \exp(\mathfrak{J}) \). The center of \( \tilde{\text{Sp}}(2, \mathbb{R}) \) is \( \{ \tilde{v}_t \mid t \in \pi\mathbb{Z} \} \). Since \( \mathfrak{J} \) is the center of \( \mathfrak{t} \), \( \tilde{K} = \exp(\mathfrak{t}) \) is a subgroup isomorphic to \( H \times \mathbb{R} \) through the identification of \( \tilde{v}_t\tilde{h} \) with \( (h, t) \). The polar decomposition of \( \tilde{\text{Sp}}(2, \mathbb{R}) \) is summarized in the following lemma.

**Lemma 2.1.** Every element of \( \tilde{\text{Sp}}(2, \mathbb{R}) \) can be written as \( \tilde{h}_1\tilde{v}_t\tilde{D}(\beta, \gamma)\tilde{h}_2 \) with \( \tilde{h}_1, \tilde{h}_2 \in \tilde{H}, s, t \in \mathbb{R} \) and \( \beta \geq \gamma \geq 0 \). Moreover, \( s \) can be taken in \([0, \pi)\) (or any other interval of size \( \pi \)).

To continue the description of \( \tilde{\text{Sp}}(2, \mathbb{R}) \), we recall that a quasi-morphism is a map \( \Phi : \tilde{\text{Sp}}(2, \mathbb{R}) \to \mathbb{R} \) such that \( \Phi(g_1g_2) - \Phi(g_1) + \Phi(g_2) \) is bounded on \( \tilde{\text{Sp}}(2, \mathbb{R}) \times \tilde{\text{Sp}}(2, \mathbb{R}) \). A quasi-morphism is called trivial if it is bounded (it corresponds to 0 in the bounded cohomology). Quasi-morphisms on \( \tilde{\text{Sp}}(2, \mathbb{R}) \) (and more generally on the universal cover of \( \text{Sp}(n, \mathbb{R}) \) for \( n \geq 1 \)) were studied by Barge and Ghys [BG92]. There are several ways to construct nontrivial quasi-morphisms, but Barge and Ghys proved that all these coincide: there is essentially one quasi-morphism on \( \tilde{\text{Sp}}(2, \mathbb{R}) \), in the sense that the space of quasi-morphisms modulo the bounded quasi-morphisms is one-dimensional. Crucial for our analysis (see the proof of Proposition 6.3) is the fact that this quasi-morphism is bounded on \( \tilde{A} \) and grows linearly on \( \{ \tilde{v}_t \mid t \in \mathbb{R} \} \). More precisely, we use the following result.

**Lemma 2.2.** There is a continuous map \( \Phi : \tilde{\text{Sp}}(2, \mathbb{R}) \to \mathbb{R} \) such that whenever \( g \in \tilde{\text{Sp}}(2, \mathbb{R}) \) has polar decomposition \( g = \tilde{h}_1\tilde{v}_t\tilde{D}(\beta, \gamma)\tilde{h}_2 \), we have \( \Phi(g) = t + s \). Moreover,
\[
|\Phi(g_1g_2) - \Phi(g_1) + \Phi(g_2)| < \frac{\pi}{2}
\]
Definition 2.3. Let \( \eta \) be defined as the smooth function \( \eta : \text{Sp}(2, \mathbb{R}) \times \text{Sp}(2, \mathbb{R}) \rightarrow \mathbb{R} \) satisfying \( \eta(g_1g_2) = c(g_1)c(g_2)e^{i\phi(g_1,g_2)} \) and \( \eta(1,1) = 0 \). In this way, we can realize \( \text{Sp}(2, \mathbb{R}) \) as \( \{(g,t) \in \text{Sp}(2, \mathbb{R}) \times \mathbb{R} \mid c^t = c(g)\} \) with the group multiplication \( (g_1,t_1)(g_2,t_2) = (g_1g_2, t_1 + t_2 + \eta(g_1,g_2)) \). By [Raw12] Lemma 14, \( \eta \) satisfies \( |\eta(g_1,g_2)| < \pi \). To prove\( [1] \), it remains to show that an element of the form \( h_1\tilde{v}_iD(\beta,\gamma)\tilde{v}_j\tilde{h}_2 \) in \( \text{Sp}(2, \mathbb{R}) \) corresponds to \( (h_1v_1D(\beta,\gamma)v_2h_2, 2t + 2s) \). We first claim that \( c(g) = e^{2i(t+s)} \) for \( g = h_1v_1D(\beta,\gamma)v_2h_2 \). Indeed, writing \( h_1v_1 = \iota(k_1) \) and \( v_2h_2 = \iota(k_2) \) for \( k_i \in \text{U}(2) \), we have \( (g^T)^{-1} = \iota(k_1)D(-\beta,-\gamma)\iota(k_2) \) and, hence, \( g - JgJ = \iota(k_1)\text{diag}(2\cosh \beta, 2\cosh \gamma)\iota(k_2) \), from which the equality \( c(g) = \det k_1 \det k_2 = e^{2i(t+s)} \) follows. Hence, the expressions \( h_1\tilde{v}_iD(\beta,\gamma)\tilde{v}_j\tilde{h}_2 \) and \( (h_1v_1D(\beta,\gamma)v_2h_2, 2t + 2s) \) correspond to elements of \( \text{Sp}(2, \mathbb{R}) \) that have the same image in \( \text{Sp}(2, \mathbb{R}) \), and both sides depend continuously on \( h_1, h_2, s, t, \beta \) and \( \gamma \). Since they coincide for the identity, we have equality everywhere. The result now follows by putting \( \Phi(g,t) = \frac{1}{2} \). \( \square \)

2.4. Banach spaces. Let \( (g_i)_{i \in \mathbb{N}} \) be a sequence of independent complex Gaussian \( \mathcal{N}(0,1) \) random variables defined on some probability space \( (\Omega, \mathbb{P}) \).

Definition 2.3. A Banach space \( X \) has type \( p \geq 1 \) if there is a constant \( T \) such that for all \( n \in \mathbb{N} \) and \( x_1, \ldots, x_n \in X \), we have \( \left\| \sum_{i=1}^{n} g_i x_i \right\|_2^2 \leq T \left( \sum_{i=1}^{n} \|x_i\|^p \right)^{1/p} \). The best \( T \) is denoted by \( T_p(X) \). A Banach space \( X \) has cotype \( q \leq \infty \) if there is a constant \( C \) such that for all \( n \in \mathbb{N} \) and all \( x_1, \ldots, x_n \in X \), we have \( \left( \sum_{i=1}^{n} \|x_i\|_q \right)^{1/q} \leq C \left( \sum_{i=1}^{n} g_i x_i \right) \). The best \( C \) is denoted by \( C_q(X) \).

Hilbert spaces have type 2 and cotype 2, and by a theorem of Kwapien this property characterizes the Banach spaces that are isomorphic to a Hilbert space. Superreflexive spaces have nontrivial type (i.e., type > 1), but the converse is not true. Indeed, there are spaces of nontrivial type that are not even reflexive. Also, for every \( q > 2 \), there are Banach spaces that are not reflexive but have type 2 and cotype \( q \) \( [PX57] \). For more details, including equivalent definitions of type and cotype, we refer to [Mau03].

Given a Banach space \( X \), the following operations give new Banach spaces: (a) taking a subspace of \( X \), (b) taking a quotient of \( X \), (c) taking an ultrapower of \( X \), and (d) taking the complex interpolation space \( [X_0, X_1]_\theta \) for some compatible couple \( (X_0, X_1) \) with \( X_1 \) isomorphic to \( X \) and \( \theta \in (0,1) \).

Definition 2.4. For \( r > 2 \), let \( \mathcal{E}_r \) be the smallest class of Banach spaces that is closed under the operations (a)–(d) and that contains all spaces with type \( p \) and cotype \( q \) satisfying \( \frac{1}{p} - \frac{1}{q} < \frac{1}{r} \).
For arbitrary \( r > 2 \), the class \( \mathcal{E}_r \) contains non-reflexive spaces. Also, every Banach space in \( \mathcal{E}_r \) has nontrivial type. We do not know if \( \mathcal{E}_r \) actually depends on \( r \). Possibly, it contains all Banach spaces of nontrivial type. For more details, we refer to [IIS13].

2.5. **Representations.** A linear representation \( \pi : G \to B(X) \) of a locally compact group \( G \) on a Banach space \( X \) is said to be continuous if it is continuous with respect to the strong operator topology on \( B(X) \). If \( m \) is a compactly supported signed Borel measure on \( G \) and \( \pi : G \to B(X) \) is a continuous representation, we will denote by \( \pi(m) \) the operator on \( X \) defined by \( \pi(m)\xi = \int \pi(g)\xi dm(g) \) (Bochner integral) for all \( \xi \in X \).

Recall that the contragredient representation \( \pi^* \) of a representation \( \pi \) of \( G \) on \( X \) is the representation of \( G \) on \( X^* \) given by \( g \mapsto \pi(g^{-1})^* \). It might not be continuous, even if \( \pi \) is.

Recall that for a representation \( \pi : K \to X \), where \( K \) is compact, a vector \( \xi \in X \) is of finite \( K \)-type if \( \text{span}(\pi(K)\xi) \) is finite-dimensional. If \( V \) is a unitary irreducible representation of \( K \), a vector \( \xi \in X \) is called of \( K \)-type \( V \) if for every \( \eta \in X^* \), the coefficient \( k \mapsto \langle \pi(k)\xi, \eta \rangle \) belongs to the space of coefficients of \( V \). We denote by \( X_V \) the vector space consisting of vectors of \( K \)-type \( V \). By an easy application of the Hahn-Banach Theorem, a vector of \( K \)-type \( V \) is of finite \( K \)-type.

Let \( X_1 \otimes X_2 \) denote the injective tensor product of \( X_1 \) and \( X_2 \). We recall the following analogue of the Peter-Weyl Theorem (see [IIS13, Theorem 2.5]).

**Theorem 2.5** (Peter-Weyl Theorem). Let \( K \) be a compact group, and let \( \pi : K \to B(X) \) be a continuous isometric representation.

(i) For every unitary irreducible representation \( V \) of \( K \), the space \( X_V \) is complemented by a \( K \)-equivariant projection.

(ii) There is a Banach space \( Y \) and a \( K \)-equivariant isomorphism \( u : X_V \to Y \otimes V \) (\( K \) acting trivially on \( Y \)).

(iii) The vector space spanned by the subspaces \( X_V \), where \( V \) goes through the equivalence classes of unitary irreducible representations of \( K \), is the space \( X_{\text{finite}} \) consisting of vectors of finite \( K \)-type, and it is dense in \( X \).

(iv) The vector space spanned by the subspaces \( X^*_V \), where \( V \) goes through the equivalence classes of unitary irreducible representations of \( K \), is the space \( X^*_{\text{finite}} \), and it is weak-* dense in \( X^* \).

### 3. Harmonic analysis on \( SU(2) \)

In this section, we consider the for our approach very important subgroup \( SU(2) \) of \( \text{Sp}(2, \mathbb{R}) \) and \( \tilde{\text{Sp}}(2, \mathbb{R}) \), and we discuss some important estimates of the norms of certain operators on \( L^2(SU(2)) \) that we need in Sections 4 and 5. Recall that elements of \( SU(2) \) are of the form \( \left( \begin{array}{cc} \alpha & \beta \\ -\bar{\beta} & \bar{\alpha} \end{array} \right) \) for \( \alpha, \beta \in \mathbb{C} \) satisfying \( |\alpha|^2 + |\beta|^2 = 1 \).

For \( \theta \in \mathbb{R} \), let

\[
\begin{align*}
    r_\theta &= \left( \begin{array}{cc} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{array} \right), &
    d_\theta &= \left( \begin{array}{cc} e^{i\theta} & 0 \\ 0 & e^{-i\theta} \end{array} \right), &
    u_\theta &= \frac{1}{\sqrt{2}} \left( \begin{array}{cc} e^{i\theta} & -1 \\ 1 & e^{-i\theta} \end{array} \right).
\end{align*}
\]

The set \( \{ r_\theta \mid \theta \in \mathbb{R} \} \) forms a subgroup of \( SU(2) \) isomorphic to \( SO(2) \), and the set \( \{ d_\theta \mid \theta \in [0, \frac{\pi}{2}] \} \) forms a family of representatives of the double cosets \( SO(2) \setminus SU(2) / SO(2) \). The set \( \{ u_\theta \mid \theta \in \mathbb{R} \} \) is a subgroup of \( SU(2) \) isomorphic
to $U(1)$. If we denote by $SU(2)/U(1)$ the quotient space of $SU(2)$ with respect to the equivalence relation coming from the conjugation action of $U(1)$ on $SU(2)$, then $\{ u_\theta \mid \theta \in [0,2\pi) \}$ forms a subfamily of the set of representatives of the corresponding equivalence classes. Let $P = \int_{SO(2)} \lambda(r)dr \in B(L^2(SU(2)))$ denote the orthogonal projection onto the space of $SO(2)$-invariant functions on $SU(2)$. For $\theta \in \mathbb{R}$, let $T_\theta = P\lambda(d_\theta)P \in B(L^2(SU(2)))$, and let $S_\theta \in B(L^2(SU(2)))$ be the operator given by

$$S_\theta \xi = \frac{1}{2\pi} \int_0^{2\pi} \lambda(d_\varphi u_\theta d_\varphi)\xi d\varphi,$$

where $\lambda$ denotes (the restriction of) the left-regular representation of $SU(2)$.

**Lemma 3.1.** For $p > 4$, there is a constant $C_p$ such that for $\theta \in \left[\frac{\pi}{5}, \frac{2\pi}{5}\right]$, 

$$\|T_\theta - T_\pi\|_{Sp} \leq C_p |\theta - \pi|^{\frac{1}{2} - \frac{4}{p}}.$$

**Proof.** This is [LdS11] Lemma 5.3 in disguise. To avoid confusion, for $\delta \in [-1,1]$, let $\tilde{T}_\delta \in B(L^2(S^2))$ denote the operators appearing in [LdS11] Lemma 5.3. We claim that there is a unitary $U : L^2(S^2) \to \text{Ran}(P)$ such that $U^*T_\theta U = \tilde{T}_{\cos(2\theta)}$ for all $\theta$. This implies that $\|T_\theta - T_\pi\|_{Sp} = \|\tilde{T}_{\cos(2\theta)} - \tilde{T}_\pi\|_{Sp}$, and the estimate we have to prove follows immediately from the first inequality of [LdS11] Lemma 5.3.

To construct the unitary $U$, we recall the classical isomorphism between $SO(3)$ and $SU(2)/\{-1,1\}$ obtained from the adjoint action of $SU(2)$ on its Lie algebra $\mathfrak{su}_2$. Explicitly, this isomorphism is given by

$$\begin{pmatrix} \alpha & \beta \\ -\beta^* & \alpha^* \end{pmatrix} \mapsto \begin{pmatrix} \text{Re}(\alpha^2 + \beta^2) & \text{Im}(\beta^2 - \alpha^2) & 2\text{Im}(\alpha\beta) \\ \text{Im}(\alpha^2 + \beta^2) & \text{Re}(\alpha^2 - \beta^2) & 2\text{Re}(\alpha\beta) \\ 2\text{Im}(\alpha\beta^*) & 2\text{Re}(\alpha\beta) & |\alpha|^2 - |\beta|^2 \end{pmatrix},$$

where $\alpha, \beta \in \mathbb{C}$ satisfy $|\alpha|^2 + |\beta|^2 = 1$. This isomorphism also induces an isomorphism $\{r_\theta \mid \theta \in \mathbb{R}\}/\{\pm 1\} \cong \left\{ \begin{pmatrix} 1 & 0 \\ 0 & \text{SO}(2) \end{pmatrix} \right\}$, from which we get isomorphisms $L^2(\{r_\theta \mid \theta \in \mathbb{R}\}\backslash SU(2)) \cong L^2\left( \begin{pmatrix} 1 & 0 \\ 0 & \text{SO}(2) \end{pmatrix} \backslash \text{SO}(3) \right) \cong L^2(S^2)$. This gives our unitary $U^*$, because the image of $P$ is $L^2(\{r_\theta \mid \theta \in \mathbb{R}\}\backslash SU(2))$. The identification $U^*T_\theta U = \tilde{T}_{\cos(2\theta)}$ is straightforward by [2].

The following lemma is proved in the appendix.

**Lemma 3.2.** For $p > 10$, there is a constant $C'_p$ such that for all $\theta_1, \theta_2 \in \mathbb{R}$,

$$\|S_{\theta_1} - S_{\theta_2}\|_{Sp} \leq C'_p |\theta_1 - \theta_2|^{\frac{1}{2} - \frac{4}{p}}.$$

The estimate for the $T_\theta$’s is implicit in [HdL13a] for $p = \infty$ and in [HdL13] for $p > 4$; an analogous estimate for the $S_\theta$’s is implicit in [HdL13b] for $p > 12$.

For the non-invariant coefficients of representations (see Sections 4 and 5), we need the following two propositions, which rely on [HdL13] Proposition 2.8.

**Proposition 3.3.** For every integer $m$, there is a constant $C(m)$ (with $C(0) = 1$) such that for every Banach space $X$, every isometric representation $\pi : SU(2) \to X$ and all unit vectors $\xi \in X$, $\eta \in X^*$ for which the coefficient $c(h) = \langle \pi(h)\xi, \eta \rangle$ satisfies $c(r_\theta h r_{\theta'}^*) = e^{im\theta}c(h)$ for all $h \in SU(2)$ and $\theta, \theta' \in \mathbb{R}$, we have

$$|c(d_\theta) - c(d_\pi)| \leq C(m)\|\left(T_\theta - T_\pi\right) \otimes \text{id}_X\|_{B(L^2(SU(2),X))}$$

for all $\theta \in [0, \frac{\pi}{4}]$. 
Proof. If \( m \) is odd, this is completely obvious, since the hypothesis \( c(r_\theta dr_\theta') = e^{im\theta}c(h) \) and the fact that \( r_\pi = -1 \) belongs to the center of \( SU(2) \) imply (taking \( \theta = \theta' = \pi \)) that \( c \) is identically 0. If \( m = 0 \), this is the observation of [ISS13] Proposition 2.7. Therefore, let us assume \( m \neq 0 \) is even.
A simple computation shows that if \( r_\theta d_\pi r_\theta' = d_\pi \), then \( r_\theta = r_\theta' = \pm 1 \). In other words, the action of the subgroup \( SO(2) \times SO(2) \subset SU(2) \times SU(2) \) by left-right multiplication on \( SU(2) \) satisfies the condition of [ISS13] Proposition 2.8 for \( x_0 = d_\pi \) and the character \( \chi(r_\theta, r_\theta') = e^{im\theta} \). Hence, we get a constant \( C(m) \) such that
\[
|c(d_\theta) - c(d_\pi)| \leq C(m) \left( |\theta - \frac{\pi}{4}| + \|(T_\theta - T_\pi) \otimes Id_X\|_{B(L^2(SU(2);X))} \right).
\]
We claim that
\[
\|(T_\theta - T_\pi)\|_{B(L^2(SU(2)))} \geq |\cos(2\theta)|.
\]
This implies that there is a \( c \in \mathbb{R} \) such that \( |\theta - \frac{\pi}{4}| \leq c\|(T_\theta - T_\pi)\|_{B(L^2(SU(2)))} \) for all \( \theta \in [0, \frac{\pi}{2}] \), which concludes the proof. The inequality [3] can be obtained from the analysis in the proofs of Lemma 4.1 and of [ ISS11] Lemma 5.3, or can be directly obtained by doing the computation \( T_\theta f = \cos(2\theta)f \), where the function \( f \in L^2(SU(2)) \) is given by
\[
f\left(\begin{array}{c}
\alpha \\
-\beta
\end{array}\right) = \text{Re}(\alpha^2 + \beta^2).
\]
\(\Box\)

Proposition 3.4. For every integer \( m \), there is a constant \( C'(m) \) (with \( C'(0) = 1 \)) such that for every Banach space \( X \), every isometric representation \( \pi : SU(2) \to X \) and all unit vectors \( \xi \in X \), \( \eta \in X^* \) for which the coefficient \( c(h) = \langle \pi(h)\xi, \eta \rangle \) satisfies \( c(d_\theta hd_{-\theta}) = e^{im\theta}c(h) \) for all \( h \in SU(2) \) and \( \theta \in \mathbb{R} \), we have
\[
|c(u_\theta) - c(u_\pi)| \leq C'(m)\|(S_\theta - S_\pi) \otimes Id_X\|_{B(L^2(SU(2);X))}
\]
for all \( \theta \in \mathbb{R} \).

Proof. Again, the case \( m = 0 \) is obvious because \( d_\pi = -1 \) belongs to the center of \( SU(2) \). The case \( m \neq 0 \) even, consider the subgroup \( \{(d_\varphi, d_\varphi') \mid \varphi \in \mathbb{R}/2\pi\mathbb{Z} \subset SU(2) \times SU(2) \). As above, we can apply [ISS13] Proposition 2.8 for \( x_0 = u_\pi \), which yields the required inequality, provided that
\[
\|(S_\theta - S_\pi)\|_{B(L^2(SU(2)))} \geq 2^{-\frac{1}{2}}|\exp^\theta - e^{i\pi}|.
\]
This inequality is [35]. \(\Box\)

4. Decay of representations of \( Sp(2, \mathbb{R}) \) on certain Banach spaces

In this section, let \( G = Sp(2, \mathbb{R}) \) (see Section 2.2). We prove explicit decay estimates for matrix coefficients of representations of \( G \) with small exponential growth on certain Banach spaces.

4.1. Statement of the result. From now on, we assume that \( X \) is a Banach space for which there exist \( s_1, s_2 > 0 \) and \( C_1, C_2 \in \mathbb{R} \) such that for \( \theta \in \mathbb{R} \),
\[
(4) \quad \|(T_\theta - T_\pi) \otimes Id_X\|_{B(L^2(SU(2);X))} \leq C_1 |\theta - \frac{\pi}{4}|^{s_1},
\]
\[
(5) \quad \|(S_\theta - S_\pi) \otimes Id_X\|_{B(L^2(SU(2);X))} \leq C_2 |\theta - \frac{\pi}{2}|^{s_2}.
\]
For $s_1, s_2 > 0$, let $s_{-}(s_1, s_2)$ be the smallest root of the polynomial $P(x) = x^2 - (2s_1 + s_2)x + s_1 s_2$. Explicitly, $s_{-}(s_1, s_2) = s_1 + \frac{2}{4} - \sqrt{s_1^2 + \frac{s_2}{4}}$. Note that $0 < s_{-}(s_1, s_2) < s_1$ and $0 < s_{-}(s_1, s_2) < s_2$. For fixed values of $s$ satisfying $0 < s < s_{-}(s_1, s_2)$, we will consider representations $\pi : G \to B(X)$ for which there exists an $L > 0$ such that for $\beta \geq \gamma \geq 0$,

$$\|\pi(D(\beta, \gamma))\|_{B(X)} \leq Le^{\beta \gamma}. \tag{6}$$

The following result is the main theorem of this section.

**Theorem 4.1.** Let $X$ be a Banach space satisfying (4) and (5), and let $s < s_{-}(s_1, s_2)$. There exists $\varepsilon \in C_0(G)$ such that the following holds: for a representation $\pi : G \to B(X)$ satisfying (6), a unitary irreducible representation $V$ of $SU(2)$, and $m \in \mathbb{Z}$, there exists a constant $C$ such that for every $\xi \in X^H$ and $\eta \in (X^*)_V$ unit vectors,

- if $V$ is the trivial representation and $m = 0$, there exists a $c_{\xi, \eta} \in \mathbb{C}$ such that
  $$\left|\int_{\mathbb{R}/\pi \mathbb{Z}} \langle \pi(v_t g v_{-t}) \xi, \eta \rangle \frac{dt}{\pi} - c_{\xi, \eta}\right| \leq C \varepsilon(g); \tag{7}$$

- otherwise,
  $$\left|\int_{\mathbb{R}/\pi \mathbb{Z}} e^{-2i\pi t} \langle \pi(v_t g v_{-t}) \xi, \eta \rangle \frac{dt}{\pi} \right| \leq C \varepsilon(g). \tag{8}$$

Moreover there is a $c > 0$ such that $\varepsilon(kD(\beta, \gamma)k') \leq e^{-c \beta}$ for all $\beta \geq \gamma \geq 0$ and $k, k' \in K$.

For a more precise form of $\varepsilon$, see Remark 4.15.

**Remark 4.2.** An analogous result holds for the coefficients of $\pi$ with respect to $K$-finite vectors, as for $SL(3, \mathbb{R})$ and coefficients of representations with respect to $SO(3)$-finite vectors (see [dlS13, Proposition 4.3]). This follows from Theorem 4.1, but could also be proved directly. However, such a result does not extend to the universal covering group of $G$, since $\tilde{K}$ is not compact. We state the theorem in the way above, since the proof works with almost no change for the universal covering group of $G$.

**4.2. Computations on the KAK decomposition.** In this subsection we compute the explicit KAK decomposition of certain elements of $G$. Parts of these computations have been obtained in [Hdl13a, Lemmas 3.9 and 3.15] and [Hdl13b, Lemmas 3.18 and 3.23], but here we need more information on the $K$-part. For this, we will use the explicit KAK decomposition of certain elements in $GL(2, \mathbb{R})$.

**Lemma 4.3.** Let $a, d \geq 0$, and $c \in \mathbb{R}$. Then one can write

$$\begin{pmatrix} a & -c \\ c & d \end{pmatrix} = r_{\phi} \begin{pmatrix} \lambda & 0 \\ 0 & \mu \end{pmatrix} r_{\phi},$$

where $\phi \in [-\frac{\pi}{4}, \frac{\pi}{4}]$ and $\lambda, \mu \geq 0$ are characterized by

$$\lambda \mu = ad + c^2,$$

$$\lambda - \mu = a - d,$$

$$\tan(2\phi) = \frac{2c}{a + d}. \tag{9}$$
with the convention that, in case \( a = d = 0 \), we have \( \phi = \frac{\pi}{4} \) if \( c \geq 0 \), and \( \phi = -\frac{\pi}{4} \) if \( c < 0 \).

Proof. By the singular value decomposition, any matrix \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) with non-negative determinant can be decomposed as
\[
\begin{pmatrix} a & b \\ c & d \end{pmatrix} = r_{\phi_1} \begin{pmatrix} \lambda & 0 \\ 0 & \mu \end{pmatrix} r_{\phi_2}
\]
for certain \( \lambda, \mu \geq 0 \) and \( \phi_1, \phi_2 \in \mathbb{R} \). It is easy to check that this equality is equivalent to the validity of
\[
\begin{align*}
a + d &= (\lambda + \mu) \cos(\phi_1 + \phi_2), \\
c - b &= (\lambda + \mu) \sin(\phi_1 + \phi_2), \\
c - b &= (\lambda - \mu) \sin(\phi_1 - \phi_2).
\end{align*}
\]
As an example, let us prove the last equality.
\[
c + b = \text{Tr}( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} r_{\phi_1} \begin{pmatrix} \lambda & 0 \\ 0 & \mu \end{pmatrix} r_{\phi_2} ) = \text{Tr}( r_{-\phi_1} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} r_{-\phi_2} ) \\
= \text{Tr}( r_{\phi_2-\phi_1} \begin{pmatrix} 0 & \mu \\ \lambda & 0 \end{pmatrix} ) = (\lambda - \mu) \sin(\phi_1 - \phi_2).
\]
In the case \( b = -c \), which we are interested in, the second line of equalities becomes
\[
\begin{align*}
a + d &= (\lambda + \mu) \cos(\phi_1 + \phi_2), \\
a - d &= (\lambda - \mu) \cos(\phi_1 - \phi_2), \\
2c &= (\lambda + \mu) \sin(\phi_1 + \phi_2), \\
0 &= (\lambda - \mu) \sin(\phi_1 - \phi_2).
\end{align*}
\]
If \( \lambda, \mu \geq 0 \) and \( \phi_1 = \phi_2 = \phi \in [-\frac{\pi}{4}, \frac{\pi}{4}] \) are defined by \([\phi]\), it is elementary to check that the above equations are satisfied. Indeed, regarding the equations on the right, this is immediate, and regarding the equations on the left, note that \((\lambda + \mu)^2 = (\lambda - \mu)^2 + 4\lambda\mu = (a + d)^2 + 4c^2\) by \([\phi]\).

The following lemma gives a special case of this result.

Lemma 4.4. Let \( \alpha > 0 \) and \( \theta \in [-\frac{\pi}{2}, \frac{\pi}{2}] \). We can write
\[
\begin{pmatrix} e^\alpha & 0 \\ 0 & e^{-\alpha} \end{pmatrix} r_{\phi} \begin{pmatrix} e^\alpha & 0 \\ 0 & e^{-\alpha} \end{pmatrix} = r_{\phi} \begin{pmatrix} e^\beta & 0 \\ 0 & e^{-\beta} \end{pmatrix} r_{\phi},
\]
where \( \beta \geq 0 \) and \( \phi \in [-\frac{\pi}{4}, \frac{\pi}{4}] \) are characterized by
\[
\begin{align*}
\sinh \beta &= \sinh(2\alpha) \cos \theta, \\
\tan(2\phi) &= \frac{\tan \theta}{\cosh(2\alpha)},
\end{align*}
\]
with the convention that \( \tan(\frac{\pi}{2}) = \infty \) and \( \tan(-\frac{\pi}{2}) = -\infty \).

We can now compute certain \( KAK \) decompositions in \( G \). For \( \theta, \theta' \in \mathbb{R} \), we introduce the following element of \( K \):
\[
w_{\theta, \theta'} = \tau \begin{pmatrix} e^\theta & 0 \\ 0 & e^{i\theta'} \end{pmatrix} = v_{e^{\theta+i\theta'}} \tau(d_{e^{\theta+i\theta'}}).
\]

Proposition 4.5. For all \( \alpha > 0 \) and \( \theta \in [0, \frac{\pi}{2}] \), we have
\[
\begin{align*}
D(\alpha, \alpha)w_{\theta, \frac{\pi}{2}-\theta}D(\alpha, \alpha) &= w_{\phi, \phi} D(\beta, \gamma) w_{\phi, \phi'}, \\
D(\alpha, \alpha)w_{-\theta, \theta-\frac{\pi}{2}}D(\alpha, \alpha) &= w_{-\phi, -\phi} D(\beta, \gamma) w_{-\phi, -\phi'},
\end{align*}
\]
where $\beta, \gamma \geq 0$ and $\phi, \phi' \in [0, \frac{\pi}{4}]$ satisfy

\begin{align*}
\sinh \beta &= \sinh (2\alpha) \cos \theta, \\
\sinh \gamma &= \sinh (2\alpha) \sin \theta, \\
\tan (2\phi) &= \frac{\tan \theta}{\cosh (2\alpha)}, \\
\tan (2\phi') &= \frac{1}{\tan \theta \cosh (2\alpha)}.
\end{align*}

Proof. Consider $\text{SL}(2, \mathbb{R}) \times \text{SL}(2, \mathbb{R})$ as a subgroup of $G$ via the embedding

$$
\begin{pmatrix}
(a & b) \\
(c & d)
\end{pmatrix}
\begin{pmatrix}
(a' & b') \\
(c' & d')
\end{pmatrix}
\mapsto
\begin{pmatrix}
(a & 0 & b & 0) \\
0 & a' & 0 & b' \\
c & 0 & d & 0 \\
0 & c' & 0 & d'
\end{pmatrix}.
$$

For fixed $\theta_1, \theta_2 \in [-\frac{\pi}{2}, \frac{\pi}{2}]$, the elements $D(\alpha, \alpha)$ and $w_{\theta_1, \theta_2}$ both belong to this subgroup and correspond to $(\text{diag}(e^\alpha, e^{-\alpha}), \text{diag}(e^\alpha, e^{-\alpha}))$ and $(r_{\theta_1}, r_{\theta_2})$, respectively. By Lemma 4.4, it follows that for $j = 1, 2$,

$$
\text{diag}(e^\alpha, e^{-\alpha}) r_{\theta_j} \text{diag}(e^\alpha, e^{-\alpha}) = r_{\phi_j} \text{diag}(e^{\beta_j}, e^{-\beta_j}) r_{\phi_j},
$$

with $\beta_j \geq 0$ and $\phi_j \in [-\frac{\pi}{4}, \frac{\pi}{4}]$ characterized by (10) and (11) with $\theta_j = \theta$. In particular, if we change $\theta_j$ to $-\theta_j$, the angle $\phi_j$ is changed to $-\phi_j$ and $\beta_j$ remains unchanged. In $G$, we obtain

$$
D(\alpha, \alpha) w_{\theta_1, \theta_2} D(\alpha, \alpha) = w_{\phi_1, \phi_2} D(\beta, \gamma) w_{\phi_1, \phi_2}.
$$

Let $\theta \in (0, \frac{\pi}{2}]$. For $\theta_1 = \pm \theta$ and $\theta_2 = \pm (\frac{\pi}{2} - \theta)$, this directly implies the result. $\square$

Proposition 4.6. For all $\alpha > 0$ and $\theta \in [-\frac{\pi}{2}, \frac{\pi}{2}]$, we have

$$
D(\alpha, 0) \iota(u_0) D(\alpha, 0) = \iota(r_\phi) w_{\omega_1, \omega_2} D(\beta, \gamma) w_{\omega_1, \omega_2} \iota(r_\phi),
$$

where $\beta \geq \gamma \geq 0$ and $\phi, \omega_1, \omega_2 \in [-\frac{\pi}{4}, \frac{\pi}{4}]$ satisfy

\begin{align*}
\sinh \beta \sinh \gamma &= \frac{1}{2} \sinh^2 (\alpha), \\
\sinh \beta - \sinh \gamma &= \frac{1}{\sqrt{2}} \sinh (2\alpha) \cos \theta, \\
\tan (2\phi) &= \frac{1}{\cosh \alpha \cos \theta}, \\
\sin (2\omega_1) \cosh \beta &= \frac{1}{\sqrt{2}} \sin \theta = -\sin (2\omega_2) \cosh \gamma.
\end{align*}

Proof. We assume that $\theta \in (-\frac{\pi}{2}, \frac{\pi}{2})$. The case $|\theta| = \frac{\pi}{2}$ will follow by continuity. Let $X = D(\alpha, 0) \iota(u_0) D(\alpha, 0)$. It follows from the $KAK$ decomposition of $G$ that there exist $\beta \geq \gamma \geq 0$ and $k, k' \in K$ such that $X = k D(\beta, \gamma) k'$. In general, the element $k$ is not unique, but it is determined uniquely up to multiplication on the right by a matrix in $D := \{ \iota(\text{diag}(\epsilon_1, \epsilon_2)) \mid \epsilon_i \in \{-1, 1\}\}$. We prove that the proposition holds, perhaps with $k$ replaced by a matrix in $kD$. Computing $\frac{1}{2} (X - (X^{-1})^T)$ gives

$$
\frac{1}{\sqrt{2}}
\begin{pmatrix}
Y & 0 \\
0 & -Y
\end{pmatrix}
= k \text{diag}(\sinh \beta, \sinh \gamma, -\sinh \beta, -\sinh \gamma) k',
$$

where $Y = \begin{pmatrix} \sinh(2\alpha) \cos \theta & -\sinh \alpha \\ \sinh \alpha & 0 \end{pmatrix}$. By Lemma 4.3, we have $Y = r_\phi \text{diag}(\lambda, \mu) r_\phi$, with $\lambda \geq \mu \geq 0$ and $\phi \in (-\frac{\pi}{4}, \frac{\pi}{4})$ satisfying $\lambda \mu = \sin \alpha$, and $\lambda - \mu = \sin(2\alpha) \cos \theta$,
and \( \tan(2\phi) = 2 \sinh \alpha (\sinh(2\alpha) \cos \theta)^{-1} = (\cosh \alpha \cos \theta)^{-1} \). For \( k_0 := \iota(r_\phi) \in K \), we obtain

\[
(18) \quad \frac{1}{\sqrt{2}} k_0 \text{diag}(\lambda, \mu, -\lambda, -\mu) k_0 = k_0 \text{diag}(\sinh \beta, \sinh \gamma, -\sinh \beta, -\sinh \gamma) k'.
\]

This implies that \( \sinh \beta = \frac{1}{\sqrt{2}} \) and \( \sinh \gamma = \frac{\mu}{\sqrt{2}} \), so that (14) and (15) hold. If \( \theta = 0 \), the matrix \( X \) is block-diagonal, in which case we can take \( k = k' = k_0 \).

For other values of \( \theta \), we can still assume that \( k \) and \( k' \) depend continuously on \( \theta \), which determines \( k \) and \( k' \) uniquely. From (18), we get that \( k_0 k' \) commutes with \( \text{diag}(\sinh \beta, \sinh \gamma, \sinh \beta, \sinh \gamma) \), which implies (since \( \beta > \gamma > 0 \) by our assumption that \( \cos \theta \neq 0 \)) that \( \pi^{-1}(k_0 k') \) is a diagonal matrix, i.e.,

\[
k = \iota(r_\phi \text{diag}(e^{0\omega_1}, e^{0\omega_2})) = \iota(r_\phi) w_{\omega_1, \omega_2} \text{ for } \omega_1, \omega_2 \in \mathbb{R}.
\]

Substituting this in (18), we obtain \( k' = w_{\omega_1, \omega_2}(r_\phi) \). By our previous remark, we can assume that \( \omega_1 = \omega_2 = 0 \) if \( \theta = 0 \).

Consider the lower-left \( 2 \times 2 \)-submatrix in the equality \( X = kD(\beta, \gamma)k' \):

\[
\begin{pmatrix}
\sin \theta & 1 \\
\frac{1}{\sqrt{2}} & 0
\end{pmatrix}
= r_\phi \begin{pmatrix}
\sin(2\omega_1) \cosh \beta & 0 \\
0 & \sin(2\omega_2) \cosh \gamma
\end{pmatrix} r_\phi.
\]

This equality implies that \( \sin(2\omega_1) \cosh \beta = \frac{1}{\sqrt{2}} \sin \theta = -\sin(2\omega_2) \cosh \gamma \). In particular, \( |\sin 2\omega_1| < 1 \), and hence \( |\omega_j| < \frac{\pi}{4} \) by continuity, since \( \omega_1 = \omega_2 = 0 \) if \( \theta = 0 \).

4.3. Invariant coefficients.

**Notation 4.7.** In Sections 4.3, 4.4 and 6, we will use the following notation. For numerical expressions, we write \( A \lessgtr B \) if there exists a constant \( C > 0 \) such that \( A \leq CB \). The constant \( C \) can depend on \( X \) (through the constants \( C_1, s_1 \) and \( C_2, s_2 \) in \([1]\) and \([5]\), respectively), \( L, V \) and \( m \).

We now prove the first part of Theorem 4.1. Let \( X \) be a Banach space satisfying (4) and (5), and let \( \pi : G \to B(X) \) be a continuous representation satisfying (6). Replacing the norm on \( X \) by the equivalent norm \( ||x||' = \int_H ||\pi(h)x||dh \), we may assume that the restriction of \( \pi \) to \( H \) is isometric. For \( H \)-invariant unit vectors \( \xi \in X \) and \( \eta \in X^* \), let

\[
c(g) = \int_{\mathbb{R}/\pi Z} \langle \pi(v’t g v’-t, h_1), \eta \rangle \frac{dt}{\pi},
\]

It follows that \( c(h_1 v’t g v’-t, h_2) = c(g) \) for all \( g \in G, h_1, h_2 \in H \) and \( t \in \mathbb{R} \). Note that \( c \) is a coefficient of the representation \( 1 \otimes \pi \) of \( G \) on \( L^2(\mathbb{R}/\pi Z; X) \). Indeed,

\[
c(g) = \langle (1 \otimes \pi)(g) \tilde{\xi}, \tilde{\eta} \rangle, \text{ where } \tilde{\xi} \in L^2(\mathbb{R}/\pi Z, dt/\pi; X) \text{ and } \tilde{\eta} \in L^2(\mathbb{R}/\pi Z, dt/\pi; X^*)\text{ are the vectors } \xi(t) = \pi(v’-t)\xi \text{ and } \eta(t) = T\pi(v’-t)\eta, \text{ which have norm less than or equal to } \sup_{t \in \mathbb{R}/\pi Z} ||\pi(t)||.\]

In what follows, we will use that by Fubini’s Theorem, (4) and (5) also hold for \( X \) replaced by \( L^2(\mathbb{R}/\pi Z; X) \).

With the notation of Propositions 4.5 and 4.6, it follows that for every \( t \in \mathbb{R}/\pi Z \),

\[
c(v’tD(\alpha, \alpha) u_\phi, \alpha_0D(\alpha, \alpha)) = c(v’t + \alpha_0D(\beta, \gamma)),
\]

\[
c(v’tD(\alpha, 0) u_\phi, \alpha_0D(\alpha, 0)) = c(v’t + \alpha_0D(\beta, \gamma)).
\]

**Lemma 4.8.** Let \( c \) be as above, let \( \beta \geq \gamma \geq 0 \), and let \( \alpha \) be the non-negative solution of \( \sinh^2(2\alpha) = \sinh^2 \beta + \sinh^2 \gamma \). Then there exists a \( \rho \in \mathbb{R}/2\pi Z \) such that for all \( t \in \mathbb{R}/2\pi Z \),

\[
|c(v’tD(\beta, \gamma) - c(v’tD(2\alpha, 0))| \lesssim e^{\alpha_3}(\beta - \gamma).
\]
Proof. For $t \in \mathbb{R}/2\pi \mathbb{Z}$, let $c_{t, \alpha} : h \mapsto c(v_t D(\alpha, \alpha) v_{-\frac{\pi}{4}} (h) D(\alpha, \alpha)))$ be defined on $SU(2)$. Let $\tilde{\xi}$ and $\tilde{\eta}$ be as above. For $\xi_{t, \alpha} = (1 \otimes \pi(D(\alpha, \alpha))) \tilde{\xi}$ and $\eta_{t, \alpha} = (1 \otimes \pi(v_t D(\alpha, \alpha) v_{-\frac{\pi}{4}})) \tilde{\eta}$, which are vectors of norm at most $Le^{s\alpha}$ in $L^2(\mathbb{R}/\pi \mathbb{Z}, dt/\pi; X)$ and $L^2(\mathbb{R}/\pi \mathbb{Z}, dt/\pi; X^*)$, respectively, we can write $c_{t, \alpha} = ((1 \otimes \pi)(i(\eta)) \xi_{t, \alpha}, \eta_{t, \alpha})$. Since $D(\alpha, \alpha)$ and $v_t$ commute with $i(\eta)$ for all $\theta$, we have $c_{t, \alpha}(r_{\theta} h r_{\theta}^*) = c_{t, \alpha}(h)$ for all $\theta, \theta^* \in \mathbb{R}$.

For $h = d_{\frac{\pi}{4} - \theta}$ and $h' = d_{\frac{\pi}{4}}$, it follows from Proposition 3.3 and 4.1 that

$$|c(v_t D(\alpha, \alpha) w_{-\theta, \theta - \frac{\pi}{4}} D(\alpha, \alpha)) - c(v_t D(\alpha, \alpha) w_{0, -\frac{\pi}{4}} D(\alpha, \alpha))| \lesssim e^{2s\alpha} |\theta|^s,$$

provided that $\theta \in [0, \frac{\pi}{4}]$. Take $\theta = \arctan(\sinh \gamma/\sinh \beta)$. Then $|\theta| \leq e^{(\gamma - \beta)}$ and $2\alpha \leq \beta + 1$, so the right-hand side is $\lesssim e^{s(\gamma - \beta) - s\alpha}$. By Proposition 4.5 and 4.8, we have $c(v_t D(\alpha, \alpha) w_{-\theta, \theta - \frac{\pi}{4}} D(\alpha, \alpha)) = c(v_{t + \rho_1} D(\beta, \gamma))$, and we have $c(v_t D(\alpha, \alpha) w_{0, -\frac{\pi}{4}} D(\alpha, \alpha)) = c(v_{t + \rho_2} D(2\alpha, 0))$ for some $\rho_1, \rho_2 \in \mathbb{R}/2\pi \mathbb{Z}$. Hence,

$$|c(v_t D(\beta, \gamma)) - c(v_{t + \rho} D(2\alpha, 0))| \lesssim e^{s(\gamma - \beta) - s\alpha}$$

for $\rho = \rho_2 - \rho_1$.

**Lemma 4.9.** Let $e$ be as above, and let $\alpha > 0$. Then for all $t \in \mathbb{R}/2\pi \mathbb{Z}$ and $\tau \in [0, \frac{\pi}{4}]$,

$$|c(v_t D(2\alpha, 0)) - c(v_{t + \tau} D(2\alpha, 0))| \lesssim e^{-2(\alpha - s\alpha)}.$$

**Proof.** We can assume that $\alpha \leq 1$. Let $\theta \in [0, \frac{\pi}{4}]$, and let $\beta \geq \gamma \geq 0$ and $\phi, \phi' \in [0, \frac{\pi}{4}]$ be determined by Proposition 4.5. In particular, we have

$$D(\alpha, \alpha) w_{\theta, -\theta - \frac{\pi}{4}} D(\alpha, \alpha) = w_{\phi, \phi'} D(\beta, \gamma) w_{\phi, \phi'},$$

$$D(\alpha, \alpha) w_{-\theta, -\theta - \frac{\pi}{4}} D(\alpha, \alpha) = w_{-\phi', -\phi'} D(\beta, \gamma) w_{-\phi', -\phi'}.$$

As in the proof of Lemma 4.8, we estimate the difference of $c$ evaluated in a generic element of the form of the first equality above and $c$ evaluated in the element for which $\theta = 0$, yielding

$$|c(v_{t + \frac{\pi}{4}} D(2\alpha, 0)) - c(v_{t + \phi + \phi'} D(\beta, \gamma))| \lesssim e^{2s\alpha} \theta^s.$$

Similarly, using the second equality,

$$|c(v_{t - \frac{\pi}{4}} D(2\alpha, 0)) - c(v_{t - \phi - \phi'} D(\beta, \gamma))| \lesssim e^{2s\alpha} \theta^s.$$

Substituting $t' = t + \frac{\pi}{4}$ in the first inequality and $t' = t + \frac{\pi}{4} - 2\phi - 2\phi'$ in the second one, we obtain

$$|c(v_{t'} D(2\alpha, 0)) - c(v_{t + \phi + 2\phi'} - \frac{\pi}{4} D(2\alpha, 0))| \lesssim e^{2s\alpha} \theta^s.$$
Lemma 4.10. Let $c$ be as above, let $\beta \geq \gamma \geq 1$, and let $\alpha'$ be the non-negative solution of $\sinh^2(\alpha') = \sinh \beta \sinh \gamma$. Then there exists a $\sigma \in \mathbb{R}/2\pi\mathbb{Z}$ such that for all $t \in \mathbb{R}/2\pi\mathbb{Z}$,
\[ |c(v_t D(\beta, \gamma)) - c(v_{t+\sigma} D(\alpha', \alpha'))| \lesssim e^{s(\beta-s)\gamma}.
\]

Proof. Let $\alpha$ be the non-negative solution of $\sinh \beta \sinh \gamma = \frac{1}{2} \sinh^2(\alpha)$. It is elementary to check that
\begin{equation}
\frac{1}{2} (\beta + \gamma - 1) \leq \alpha' \leq \alpha \leq \frac{1}{2} (\beta + \gamma) + 1.
\end{equation}
For $t \in \mathbb{R}$ consider the map $c'_{t, \alpha}: h \mapsto c(v_t D(\alpha, 0) e(h) D(\alpha, 0))$ defined on $SU(2)$. From the equality $d_0 = w_0 w_{-20}$ and the fact that $w_{-20}$ commutes with $D(\alpha, 0)$, we deduce that $D(\alpha, 0) e(dashed) D(\alpha, 0) = \gamma - \sigma(d_0) D(\alpha, 0) \gamma(h) D(\alpha, 0) \gamma(dashed) v_0$. Hence, for $h \in SU(2)$, we have $c'_{t, \alpha}(dashed) = c'_{t, \alpha}(h)$. Using Proposition 3.4 and 3.5, we obtain
\[ |c(v_t D(\alpha, 0) e(u_0) D(\alpha, 0)) - c(v_{t+\sigma} D(\alpha, 0) e(u_0) D(\alpha, 0))| \lesssim e^{2\sigma\alpha} \left| \theta - \frac{\pi}{2} \right|^{s\gamma}.
\]
For $\theta \in [0, \frac{\pi}{2}]$ satisfying (15), it follows that $\cos \theta \leq \sqrt{2} e^{-2\sigma\alpha}$, so that the right-hand side of this inequality is $\lesssim e^{(2s-2\sigma)\alpha + s\beta} \lesssim e^{\sigma(\beta - \gamma)}$. Also, by Proposition 4.6 and (20), we can rewrite the left-hand side, which also yields $\sigma_1, \sigma_2 \in \mathbb{R}/2\pi\mathbb{Z}$ such that
\[ |c(v_{t+\sigma_1} D(\beta, \gamma)) - c(v_{t+\sigma_2} D(\alpha', \alpha'))| \lesssim e^{\sigma(\beta - \gamma)}.
\]
The result follows with $\sigma = \sigma_2 - \sigma_1$. \qed

Proof of (7). Let $\mathcal{R} = \{ (\beta, \gamma) \in \mathbb{R}^2 \mid \beta^2 + \gamma^2 \geq 2 \text{ and } \beta \geq \gamma \geq 0 \}$. Consider the partition of $\mathcal{R}$ given by the sets $\Delta_n = (C_n \cup H_n) \cap \{ (\beta, \gamma) \in \mathbb{R}^2 \mid \beta^2 + \gamma^2 \geq 2 \}$, where
\begin{align*}
C_n &= \{ (\beta, \gamma) \mid \beta \geq \frac{s_1 + s_2 - s}{s_1} \gamma \geq 0 \text{ and } \sinh^2(\beta) + \sinh^2(\gamma) \in [\sinh^2(n), \sinh^2(n+1)] \}, \\
H_n &= \{ (\beta, \gamma) \mid \frac{s_1 + s_2 - s}{s_1} \gamma \geq \beta \geq \gamma \geq 0 \text{ and } \sinh \beta \sinh \gamma \in [\sinh(\beta^{(n)}), \sinh(\beta^{(n+1)})] \}. 
\end{align*}
Here, $(\beta^{(n)}, \gamma^{(n)})$ are the points on the line given by $\beta = \frac{s_1 + s_2 - s}{s_1} \gamma$ such that $\sinh^2(\beta) + \sinh^2(\gamma) = \sinh^2(n)$. To motivate these definitions, note that the right-hand sides of the inequalities in Lemma 4.8 and 4.10 are equal if and only if $\beta = \frac{s_1 + s_2 - s}{s_1} \gamma$, and in this case they are equal to $e^{-\frac{\pi}{\sigma \tau_2}}$. For $n \in \mathbb{N}$, let $\varepsilon(n) = e^{-n \frac{\pi}{\sigma \tau_2}}$.

For all $(\beta_1, \gamma_1)$ and $(\beta_2, \gamma_2)$ in $\Delta_n$ with $\sinh^2(\beta_1) + \sinh^2(\gamma_1) = \sinh^2(\beta_2) + \sinh^2(\gamma_2) \in [\sinh^2(n), \sinh^2(n+1)]$, it follows by applying Lemma 4.8 twice that there is a $\rho \in \mathbb{R}/2\pi\mathbb{Z}$ such that for all $t \in \mathbb{R}/2\pi\mathbb{Z}$, we have
\begin{equation}
|c(v_t D(\beta_1, \gamma_1)) - c(v_{t+\rho} D(\beta_2, \gamma_2))| \lesssim e^{\rho (\beta_1 - \gamma_1)} + e^{\rho (\beta_2 - \gamma_1)} \lesssim \varepsilon(n).
\end{equation}
Similarly, for all $(\beta, \gamma)$ and $(\beta_2, \gamma_2)$ in $\Delta_n$ with $\sinh(\beta_1) \sinh(\gamma_1) = \sinh(\beta_2) \sinh(\gamma_2) \in [\sinh(\beta^{(n)}), \sinh(\beta^{(n+1)}) \sinh(\gamma^{(n+1)})]$, it follows by applying Lemma 4.10 twice that there is a $\sigma \in \mathbb{R}/2\pi\mathbb{Z}$ such that for all $t \in \mathbb{R}/2\pi\mathbb{Z}$, we have
\begin{equation}
|c(v_t D(\beta, \gamma)) - c(v_{t+\sigma} D(\beta_2, \gamma_2))| \lesssim e^{\sigma (\beta - \gamma)} + e^{\sigma (\beta_2 - \gamma)} \lesssim \varepsilon(n).
\end{equation}
By considering three elementary paths, meaning paths of the form of (22) and (23),
(see Figure 1, left), we get that for every \((\beta, \gamma) \in C_n\), there is a \(t' \in \mathbb{R}/2\pi\mathbb{Z}\) such that
\[
|c(v_t D(\beta, \gamma)) - c(v_{t+1} D(n, 0))| \lesssim \varepsilon(n).
\]
Similarly by considering three elementary paths (see Figure 1, right), we get that for every \((\beta, \gamma) \in H_n\), there is a \(t' \in \mathbb{R}/2\pi\mathbb{Z}\) such that
\[
|c(v_t D(\beta, \gamma)) - c(v_{t+1} D(\beta^{(n)}, \gamma^{(n)}))| \lesssim \varepsilon(n).
\]
Since \((\beta^{(n)}, \gamma^{(n)})\) belongs also to \(C_n\), these two inequalities together imply that for every \((\beta, \gamma) \in C_n\), there is a \(t' \in \mathbb{R}/2\pi\mathbb{Z}\) such that
\[
|c(v_t D(\beta, \gamma)) - c(v_{t+1} D(n, 0))| \lesssim \varepsilon(n).
\]
From this and the inequality \(s_1 - s \geq \frac{P(s)}{s_1 + s_2 - s}\), it follows by applying Lemma 4.9 that for \((\beta_1, \gamma_1), (\beta_2, \gamma_2) \in \Delta_n\) and \(t_1, t_2 \in \mathbb{R}/2\pi\mathbb{Z}\),
\[
|c(v_{t_1} D(\beta_1, \gamma_1)) - c(v_{t_2} D(\beta_2, \gamma_2))| \lesssim \varepsilon(n).
\]
Now, let \(n, N \in \mathbb{N}\), and let \((\beta_1, \gamma_1, t_1)\) and \((\beta_2, \gamma_2, t_2)\) be two triples such that \((\beta_1, \gamma_1), (\beta_2, \gamma_2) \in \Delta_n \cup \ldots \cup \Delta_{n+N}\), and \(t_1, t_2 \in \mathbb{R}/2\pi\mathbb{Z}\). Using that \(\frac{P(s)}{s_1 + s_2 - s} > 0\) by our choice of \(s\), by a geometric series argument that will only replace the (implicit) constant in front of the estimate, we obtain
\[
|c(v_{t_1} D(\beta_1, \gamma_1)) - c(v_{t_2} D(\beta_2, \gamma_2))| \lesssim \varepsilon(n) + \varepsilon(n+1) + \ldots + \varepsilon(n+N) \lesssim \varepsilon(n).
\]
From this, it follows directly that the function \(c\) has a limit \(c_{\xi, \eta}\) at infinity, and that
\[
\left| \int_{\mathbb{R}/\pi\mathbb{Z}} \langle \pi(v_t g v_{-t}) \xi, \eta \rangle \frac{dt}{\pi} - c_{\xi, \eta} \right| \lesssim \varepsilon(n)
\]
for all \(g \in KD(\beta, \gamma)K\) with \((\beta, \gamma) \in \cup_{l \geq n} \Delta_l\). \(\square\)

4.4. Non-invariant coefficients. We now prove the second part of Theorem 4.1

Let \(X\) be a Banach space satisfying (4) and (5), and let \(\pi : G \to B(X)\) be a representation satisfying (6). We will again assume that the restriction of \(\pi\) to \(H\) is isometric. Let \(\pi_V : H \to B(V)\) be a unitary irreducible representation of \(H\) and \(m \in \mathbb{Z}\) with either \(V\) nontrivial or \(m \neq 0\). For a unit vector \(\xi \in X^H\) and an \(H\)-equivariant linear map \(q : X \to V\) with norm 1, let \(c : g \to V\) be the map defined by
\[
c(g) = \int_{\mathbb{R}/\pi\mathbb{Z}} e^{-2imtq(\pi(v_t g v_{-t}) \xi)} \frac{dt}{\pi}.
\]
By the \(H\)-equivariance of \(q\) it follows that
\[
c(h_1 v_t g v_{-t} h_2) = e^{2imt} \pi_V(h_1) c(g)
\]
(24)
for all $h_1, h_2 \in H$ and $t \in \mathbb{R}$. Equation (25) will follow from the Peter-Weyl Theorem for actions of compact groups on Banach spaces (see (ii) in Theorem 2.5 and (25))

$$\|c(g)\| \lesssim e(\gamma).$$

**Lemma 4.11.** With the notation of Proposition 4.5, for every $t \in \mathbb{R}/2\pi \mathbb{Z},$

$$c(v_1 D(\alpha, \alpha)w_0, \xi) = e^{-i\theta(\phi + \phi')} \pi_V(d_{\frac{\phi + \phi'}{2}}) c(v_1 D(\beta, \gamma)).$$

Proof. This is immediate by Proposition 4.5, the definition of $w_{\phi, \phi}'$ and (24).

**Lemma 4.12.** There is a constant $C'$, depending on $V$ and $m$, such that with the notation of Proposition 4.6, for every $t \in \mathbb{R}/2\pi \mathbb{Z},$

$$\|c(v_1 D(\alpha, 0) c(u_0) D(\alpha, 0))\| = \|c(v_1 + \omega D(\beta, \gamma))\|,$$

$$\|c(v_2 D(\alpha, 0) c(u_0) D(\alpha, 0)) - \pi_V(r_0) c(v_1 + \omega D(\beta, \gamma))\| \leq C' Le^{-\gamma + s\beta}.$$

Proof. By Proposition 4.6, the definition of $w_{\phi, \phi}'$, equation (24) and the fact that $\pi_V$ is unitary, the first equality is immediate.

To prove the second inequality, we use that $\pi_V$ is a Lipschitz map (it is even $C^\infty$) from $SU(2)$ to $B(V)$. Hence, $(\omega, \omega') \mapsto e^{-i\omega + \omega'} \pi_V(d_{\frac{\omega + \omega'}{2}})$ is Lipschitz, say with constant $C''$, which implies that the left-hand side of the inequality in the Lemma is less than

$$C''(|\omega_1| + |\omega_2|) \|c(v_1 + \omega D(\beta, \gamma))\|.$$

By (17), $|\sin(2\omega_1)| \leq (2 \cosh \beta)^{-1}$ and $|\sin(2\omega_2)| \leq (2 \cosh \gamma)^{-1}$, which implies that $|\omega_1| + |\omega_2| \lesssim e^{-\gamma}$. The Lemma follows from this inequality by the a priori bound $\|c(v_1 + \omega D(\beta, \gamma))\| \leq \|\pi(v_1 + \omega D(\beta, \gamma))\|_{B(X)} \leq Le^{s\beta}$.

**Lemma 4.13.** Let $c$ be as above, let $\beta \geq \gamma \geq 0$, and let $\alpha$ be the non-negative solution of $\sinh^2(2\alpha) = \sinh^2 \beta + \sinh^2 \gamma$. Then there exist a $\rho \in \mathbb{R}/2\pi \mathbb{Z}$ and $z \in \mathbb{C}$ with $|z| = 1$ such that for all $t \in \mathbb{R}/2\pi \mathbb{Z},$

$$\|c(v_1 D(\beta, \gamma)) - cz(v_t + \rho D(2\alpha, 0))\| \lesssim e^{\beta s - s_1(\beta - \gamma)}.$$

Proof. For $t \in \mathbb{R}$, consider the map $c_{t, \alpha} : h \mapsto c(v_1 D(\alpha, \alpha)v_{-t} \xi) h D(\alpha, \alpha)$, where $h \in SU(2)$. Since $D(\alpha, \alpha)$ and $v_t$ commute with $\iota(r_0)$ for all $\theta$, the map $c_{t, \alpha}$ satisfies $c_{t, \alpha}(r_0 h r_0^*) = \pi_V(r_0) c_{t, \alpha}(h)$. The characters of the abelian group $U(1)$ are indexed by $n \in \mathbb{Z}$ and given by $r_\theta \mapsto e^{in \theta}$. As a consequence, there is an orthonormal basis $e_1, \ldots, e_d$ of $V$ and integers $m_1, \ldots, m_d$ such that $\pi_V(r_\theta) e_k = e^{im_k \theta} e_k$ for all $k$. For each $k \leq d$, the map $h \mapsto (c_{t, \alpha}(h), e_k)$ satisfies $\langle c_{t, \alpha}(r_\theta h r_\theta^*), e_k \rangle = e^{im_k \theta} \langle c_{t, \alpha}(h), e_k \rangle$, and it can be written as a coefficient of the restriction $H$ of the representation $1 \otimes \pi$ on $L^2([0, \pi), ds/\pi; X)$. Indeed,

$$\langle c_{t, \alpha}(h), e_k \rangle = \int_{[0, \pi)} |\pi(\iota(h)) \pi(D(\alpha, \alpha) v_{-t} \xi)|^2 (g \circ \pi(v_{t+1} D(\alpha, \alpha) v_{-t} \xi))^2 e_k \frac{d\theta}{\pi} \approx \langle Id \otimes \pi(\iota(h)) \tilde{\xi}, \tilde{\eta} \rangle_{L^2([0, \pi), X)}, L^2([0, \pi), X^*)},$$

where $\tilde{\xi} : t' \mapsto \pi(D(\alpha, \alpha) v_{-t} \xi)$ and $\tilde{\eta} : t' \mapsto (g \circ \pi(v_{t+1} D(\alpha, \alpha) v_{-t} \xi))^2 e_k$. By (10) and the fact that $|q| \leq 1$, we have $\|\tilde{\xi}^* \|_{L^2([0, \pi), X)} \lesssim e^{\alpha \theta}$ and $\|\tilde{\eta}^* \|_{L^2([0, \pi), X^*)} \lesssim e^{\gamma \theta}$. For $\theta = d - \gamma$ and $\theta' = d - \xi$, it follows by Proposition 3.3 and (10) that

$$\|c(v_1 D(\alpha, \alpha) w_0, \xi) - c(v_1 D(\alpha, \alpha) w_0, \xi) D(\alpha, \alpha))\| \lesssim e^{2\alpha \theta' + \beta s_1}.$$

For $\theta = \arctan(\sin \gamma/\sin \beta)$, it follows in the same way as in Lemma 4.8 that the right-hand side is $\lesssim e^{\beta s - s_1(\beta - \gamma)}$. By Proposition 4.5 and Lemma 4.11 we
can write $c(v_tD(\alpha, \alpha)w_{\theta, \xi-\theta}D(\alpha, \alpha)) = z_1\pi_V(d_1)c(v_{t+d_1}D(\beta, \gamma))$ and, similarly,
$c(v_tD(\alpha, \alpha)w_{\theta, \xi-\theta}D(\alpha, \alpha)) = z_2\pi_V(d_2)c(v_{t+d_2}D(2\alpha, 0))$ for some $\rho_1, \rho_2 \in \mathbb{R}/2\pi\mathbb{Z}$,
$d_1, d_2 \in U(1)$, and $z_1, z_2 \in \mathbb{C}$ of modulus 1. It follows that
\[
\|c(v_{t+d_1}D(\beta, \gamma)) - \pi_z c(v_{t+d_2}D(2\alpha, 0))\| \lesssim e^{\beta^2 - s_1(\beta - \gamma)}.
\]
Note that by the equality $\iota(d_{\theta})D(2\alpha, 0) = v_{2\alpha}D(2\alpha, 0)v_{-\alpha \theta}d(\theta)$ and (24),
\[
\pi_V(d_{\theta})c(v_{t}D(2\alpha, 0)) = c(v_{t}D(2\alpha, 0)) = e^{2\imath \rho \theta}c(v_{t}D(2\alpha, 0)).
\]
The lemma now follows in the same way as Lemma 4.8, with $\rho = \rho_2 - \rho_1$. □

**Lemma 4.14.** Let $c$ be as above, let $\beta \geq \gamma \geq 1$, and denote by $\alpha'$ the positive solution of $\sinh^2(\alpha') = \sinh \beta \sinh \gamma$. There exists $\sigma \in \mathbb{R}/2\pi\mathbb{Z}$ such that for $t \in \mathbb{R}/2\pi\mathbb{Z},$
\[
\|c(v_tD(\beta, \gamma)) - c(v_{t+\sigma}D(\alpha', \alpha'))\| \lesssim e^{s^2 - (s_2 - s)\gamma}.
\]

**Proof.** Let $\alpha$ be the non-negative solution of $\frac{1}{2} \sinh^2(\alpha) = \sinh \beta \sinh \gamma$. As before, (21) follows. For $t \in \mathbb{R}$ consider the map $c_{t, \alpha}' : h \mapsto c(v_{t}D(\alpha, 0)\iota(h))$. We can also replace $c(v_{t}D(\alpha, 0)\iota(u_{\xi})D(\alpha, 0))$ up to an error of order $e^{-\gamma + \beta}$ for some $\sigma_1 \in \mathbb{R}/2\pi\mathbb{Z}$. We can also replace $c(v_{t}D(\alpha, 0)\iota(u_{\xi})D(\alpha, 0))$ up to an error of order $e^{-s_2 - \alpha}$, both these error terms are dominated by $e^{s^2 - (s_2 - s)\gamma}$. Altogether, we obtain
\[
\|\pi_V(r_1)c(v_{t+\sigma_1}D(\beta, \gamma)) - \pi_V(r_2)c(v_{t+\sigma_2}D(\alpha', \alpha'))\| \lesssim e^{s^2 - (s_2 - s)\gamma}.
\]

Since $D(\alpha', \alpha')$ commutes with elements of $\iota(\mathbb{SO}(2))$, we obtain
\[
\pi_V(r_{1}^{-1}r_2)c(v_{t+\sigma_2}D(\alpha', \alpha')) = c(v_{t+\sigma_2}D(\alpha', \alpha')).
\]
This proves the lemma with $\sigma = \sigma_2 - \sigma_1$. □

**Proof of (25).** Let $\gamma_0 \geq 1$, and let $\beta_0 = \frac{s_1 + s_2 - s}{s_1} \gamma_0$. By this choice, the right-hand sides of the inequalities of Lemmas 4.13 and 4.14 with $(\beta, \gamma) = (\beta_0, \gamma_0)$ are equal to $e^{-\gamma_0 + \frac{1}{s_2 - s} \gamma_0}$, which we simplify in this proof to $\varepsilon_0$. Let us denote
\[
\mathcal{C} = \{(\beta, \gamma) \mid \beta \geq \frac{s_1 + s_2 - s}{s_1} \gamma \geq 0 \text{ and } \sinh^2 \beta + \sinh^2 \gamma = \sinh^2 \beta_0 + \sinh^2 \gamma_0\}
\]
and
\[
\mathcal{H} = \{(\beta, \gamma) \mid \frac{s_1 + s_2 - s}{s_1} \beta \geq \gamma \geq 0 \text{ and } \sinh \beta \sinh \gamma = \sinh \beta_0 \sinh \gamma_0\}.
\]
Denote by $\alpha$ the positive solution of $\sinh^2(2\alpha) = \sinh^2 \beta_0 + \sinh^2 \gamma_0$ and by $\alpha'$ the positive solution of $\sinh^2(\alpha') = \sinh \beta_0 \sinh \gamma_0$. Our goal is to prove that for every $(\beta, \gamma) \in \mathcal{C} \cup \mathcal{H}$ and every $t \in \mathbb{R}/2\pi\mathbb{Z},$
\[
\|c(v_tD(\beta, \gamma))\| \lesssim \varepsilon_0.
\]
But Lemma \ref{lem:4.13} implies that for \((\beta, \gamma) \in C,\)
\[
\max_{t \in \mathbb{R}/2\pi \mathbb{Z}} \|c(v_t D(\beta, \gamma))\| \lesssim \varepsilon_0 + \max_{t \in \mathbb{R}/2\pi \mathbb{Z}} \|c(v_t D(2\alpha, 0))\|.
\]
Similarly, Lemma \ref{lem:4.14} implies that for \((\beta, \gamma) \in H,\)
\[
\max_{t \in \mathbb{R}/2\pi \mathbb{Z}} \|c(v_t D(\beta, \gamma))\| \lesssim \varepsilon_0 + \max_{t \in \mathbb{R}/2\pi \mathbb{Z}} \|c(v_t D(\alpha', \alpha'))\|.
\]
Hence, it suffices to prove \((26)\) for \((\beta, \gamma) = (2\alpha, 0)\) and \((\alpha', \alpha').\)

By Lemmas \ref{lem:4.13} and \ref{lem:4.14} applied to \((\beta_0, \gamma_0),\) there are \(t', t''\) such that for all \(t,\)
\[
\|c(v_{t'+t''} D(\alpha, \alpha)) - c(v_{t+t''} D(2\alpha', 0))\| \lesssim \varepsilon_0.
\]

The vector \(c(v_{t+t''} D(\alpha, \alpha))\) belongs to the space \(V_1\) of vectors invariant under \(\pi_V(\text{SO}(2)),\) whereas \(c(v_{t+t''} D(2\alpha', 0))\) belongs to the space \(V_2\) of vectors \(x\) satisfying \(\pi_V(d_\theta)x = e^{i\theta}x\) for all \(\theta.\)

At this point we have to distinguish two cases: if \(V\) is the trivial representation, then \(m \neq 0.\) Necessarily, \(V_2 = \{0\},\) so that \((26)\) holds for \((\beta, \gamma) = (2\alpha, 0)\) or \((\alpha', \alpha').\)
If \(V\) is not the trivial representation, note that \(V_1\) and \(V_2\) do not intersect \((V_1 \cap V_2\) is a space of eigenvectors for \(\text{SO}(2)\) and \(\{d_\theta, \theta \in \mathbb{R}\},\) and hence of the group that they generate, which is \(\text{SU}(2);\) as a nontrivial irreducible representation, \(V\) does not have any nonzero eigenvector). Hence, there is a constant \(C(V_1, V_2) > 0\) such that for every \(x_1 \in V_1, x_2 \in V_2,\) we have \(\|x_1\| + \|x_2\| \leq C(V_1, V_2)\|x_1 - x_2\|.\) This proves that \((26)\) holds for \((\beta, \gamma) = (2\alpha, 0)\) or \((\alpha', \alpha')\) and concludes the proof. \(\square\)

**Remark 4.15.** It follows from the proofs that the function \(\varepsilon \in C_0(G)\) can be taken as
\[
\varepsilon(g) = \exp \left(-P(s) \max \left(\frac{\beta}{s_1 + s_2 - s}, \frac{\beta + \gamma}{2s_1 + s_2 - s}\right)\right)
\]
if \(\beta \geq \gamma \geq 0\) are so that \(g \in KD(\beta, \gamma)K,\) and where \(P(s) = s^2 - (2s_1 + s_2)s + s_1s_2.\)

5. Decay of representations of \(\widetilde{\text{Sp}}(2, \mathbb{R})\) on certain Banach spaces

In this section, let \(\widetilde{G} = \widetilde{\text{Sp}}(2, \mathbb{R})\) be the universal covering group of \(G = \text{Sp}(2, \mathbb{R})\)
(see Section 2.3). Recall that \(\Phi : \widetilde{G} \to \mathbb{R}\) denotes the quasi-morphism considered in Lemma \ref{lem:2.2}.

Let \(X\) be a Banach space satisfying \((1)\) and \((5)\). For fixed values of \(s\) satisfying \(0 < s < s_-(s_1, s_2),\) we consider continuous representations \(\pi : \widetilde{G} \to B(X)\) for which there exist an \(L > 0\) such that for \(\beta \geq \gamma \geq 0,\)
\[
\|\pi(\tilde{D}(\beta, \gamma))\|_{B(X)} \leq L e^{\alpha_3}.\]
This assumption does not say anything about the norm of \(\pi(\tilde{v}_i),\) but by continuity there exist \(\kappa \geq 0 \) and \(L' \geq 0\) such that
\[
\|\pi(\tilde{v}_i)\|_{B(X)} \leq L' e^{\alpha_3|t|}.
\]
The main theorem of this section, which is similar to Theorem \ref{thm:4.1} is the following.

**Theorem 5.1.** Let \(X\) be a Banach space satisfying \((1)\) and \((5),\) and let \(s < s_-(s_1, s_2)\) and \(\kappa \in \mathbb{R}.\) There exists \(\varepsilon \in C(\widetilde{G})\) such that the following holds: for a representation \(\pi : \widetilde{G} \to B(X)\) satisfying \((27)\) and \((28),\) a unitary irreducible representation \(V\) of \(\text{SU}(2),\) and \(m \in \mathbb{Z},\) there exists a constant \(C\) such that for every \(\xi \in X^H\) and \(\eta \in (X^*)^\mathbb{Z}\) unit vectors,
• if $V$ is the trivial representation and $m = 0$, there exists $c_{\xi, \eta} \in \mathbb{C}$ such that

\[
\left| \int_{\mathbb{R}/\pi \mathbb{Z}} \langle \pi(\hat{v}_t g \hat{v}^{-1}) \xi, \eta \rangle \frac{dt}{\pi} - c_{\xi, \eta} \right| \leq C \varepsilon(g);
\]

• otherwise,

\[
\left| \int_{\mathbb{R}/\pi \mathbb{Z}} e^{-2\pi it} \langle \pi(\hat{v}_t g \hat{v}^{-1}) \xi, \eta \rangle \frac{dt}{\pi} \right| \leq C \varepsilon(g).
\]

Moreover there is a constant $c > 0$ such that $\varepsilon(g) \leq e^{c|\Phi(g)|-c\beta}$ if $g \in \hat{K}\hat{D}(\beta, \gamma)\hat{K}$ with $\beta \geq \gamma \geq 0$.

Theorem 5.1 is proved in the same way as Theorem 4.1 with Proposition 4.5 and 4.6 replaced by the following analogues. For $\theta, \theta' \in \mathbb{R}$, we define $\tilde{w}_{\theta, \theta'} \in \hat{K}$ by

\[
\tilde{w}_{\theta, \theta'} = \exp \left( i \begin{pmatrix} \theta & 0 \\ 0 & \theta' \end{pmatrix} \right) = \tilde{v}_{\theta, \theta'} \exp(i d_{\theta, \theta'}).
\]

**Proposition 5.2.** For all $\alpha > 0$ and $\theta \in [0, \frac{\pi}{2}]$, we have

\[
\tilde{D}(\alpha, \alpha) \tilde{w}_{\theta, \theta} \tilde{D}(\alpha, \alpha) = \tilde{w}_{\theta, \theta} \tilde{D}(\alpha, \alpha),
\]

\[
\tilde{D}(\alpha, \alpha) \tilde{w}_{\theta, \theta} \tilde{D}(\alpha, \alpha) = \tilde{w}_{\theta, \theta} \tilde{D}(\alpha, \alpha) \tilde{w}_{\theta, \theta},
\]

where $\beta, \gamma \in \mathbb{R}^+$, $\phi, \phi' \in [0, \frac{\pi}{2}]$ satisfying (12) and (13).

**Proof.** Fix $\theta \in [0, \frac{\pi}{2}]$. By Proposition 4.5 both equalities hold when projected onto $G$, and all terms depend continuously on $\alpha$. It is therefore enough to prove the proposition when $\alpha = 0$. In this case, the first equality therefore reduces to

\[
\tilde{w}_{\theta, \theta} = \tilde{w}_{2\phi, 2\phi'},
\]

which holds because $2\phi = \theta$ and $2\phi' = \frac{\pi}{2} - \theta$. The second equality is proved in the same way. \qed

With the same proof, we obtain the following result from Proposition 4.6.

**Proposition 5.3.** For all $\alpha > 0$ and $\theta \in [-\frac{\pi}{2}, \frac{\pi}{2}]$, we have

\[
\tilde{D}(\alpha, 0) \tilde{u}_{\theta} \tilde{D}(\alpha, 0) = \tilde{r}_\phi \tilde{w}_{\omega_1, \omega_2} \tilde{D}(\beta, \gamma) \tilde{w}_{\omega_1, \omega_2} \tilde{r}_\phi,
\]

where $\beta \geq \gamma \geq 0$, $\phi, \omega_1, \omega_2 \in [-\frac{\pi}{2}, \frac{\pi}{2}]$ are characterized by (14), (15), (16) and (17).

What allows to use for $\tilde{G}$ essentially the same proof as for $G$ is that in the above propositions, the value of $\Phi(g(\theta, \alpha))$ (where $g(\theta, \alpha)$ is the element of $\tilde{G}$ analyzed in each proposition) remains bounded as $\alpha > 0$ and $|\theta| \leq \frac{\pi}{2}$. This reflects that $\Phi$ is a quasi-morphism.

**Sketch of proof of Theorem 5.1.** As for $G$, we can assume that the restriction of $\pi$ to $\hat{H}$ is isometric. For the proof of (29), denote

\[
c(g) = \int_{\mathbb{R}/\pi \mathbb{Z}} \langle \pi(\hat{v}_t g \hat{v}^{-1}) \xi, \eta \rangle \frac{dt}{\pi},
\]

so that $c(\tilde{h} q \tilde{h}^{-1}) = c(\tilde{v}_t g)$ for all $t \in \mathbb{R}$ and $\tilde{h}, \tilde{h}' \in \hat{H}$. By the $KAK$ decomposition, it is therefore enough to show (29) for $g = \tilde{v}_t \tilde{D}(\beta, \gamma)$ for $t \in \mathbb{R}$ and $\beta \geq \gamma \geq 0$. Let

\[
\tilde{\varepsilon}(g) = \exp \left( -P(s) \max \left( \frac{\beta}{s_1 + s_2 - s}, \frac{\beta + \gamma}{2s_1 + s_2 - s} \right) \right)
\]
for $\beta \geq \gamma \geq 0$ such that $g \in \tilde{K}\tilde{D}(\beta, \gamma)\tilde{K}$ and $P(s) = s^2 - (2s_1 + s_2)s + s_1s_2$. The same proof as for Theorem 4.1 shows that there is a limit $c_{\xi, n}$ such that
\[ |c(g) - c_{\xi, n}| \leq C\tilde{c}(g) \]
for all $g$ of the form $\tilde{v}_t\tilde{D}(\beta, \gamma)$ with $t \in [-\pi, \pi]$. For $t_0 \in \mathbb{R}$, consider $\xi_{t_0} = \pi(\tilde{v}_{t_0})\xi$. This is an $\tilde{H}$-invariant vector of norm less than $L|e^{it_0}|$. If we apply the preceding with $\xi$ replaced by the $\tilde{H}$-invariant unit vector $\xi_{t_0}/\|\xi_{t_0}\|$, we get that
\[ |c(g) - c_{\xi_{t_0}, n}| \leq C\tilde{c}(g)L|e^{it_0}| \]
for all $g$ of the form $\tilde{v}_t\tilde{D}(\beta, \gamma)$ with $t \in [t_0 - \pi, t_0 + \pi]$. To prove (29), it remains to notice that $c_{\xi_{t_0}, n}$ does not depend on $t_0$. Indeed, if $|t_0 - t_0'| < 2\pi$, the intervals $[t_0 - \pi, t_0 + \pi]$ and $[t_0' - \pi, t_0' + \pi]$ intersect (say at $t$), and we get $c_{\xi_{t_0}, n} = \lim_{s \to \infty} c(\tilde{v}_t\tilde{D}(\beta, 0)) = c_{\xi_{t_0}, n}$. This proves (29) with $\varepsilon(g) = \tilde{c}(g)e^{\varepsilon(\Phi)}$.

Similar to (30), we prove (30) for $g$ of the form $\tilde{D}(\beta, \gamma)$. Replacing $\xi$ by the vector $\pi(\tilde{v}_t)\xi/\|\pi(\tilde{v}_t)\xi\|$ and using the $\text{KAK}$ decomposition, we get (30) for arbitrary $g$, still with $\varepsilon(g) = \tilde{c}(g)e^{\varepsilon(\Phi)}$.

6. Strong property (T)

In [Laf08], Lafforgue proved that any connected almost $\mathbb{R}$-simple algebraic group whose Lie algebra contains a Lie subalgebra isomorphic to $\mathfrak{s}(3, \mathbb{R})$ has property $(\text{T}^{\text{strong}})$). Our results allow us to generalize this to all connected higher rank simple Lie groups and to the Banach spaces in the class $E_10$ (see Section 2.4 for the definition of $E_{10}$), as stated in Theorem A. This section is devoted to the proof of this theorem.

It is not immediate that strong property (T) as defined in Definition 1.1 extends from $\text{SL}(3, \mathbb{R})$ and $\text{Sp}(2, \mathbb{R})$ and its universal covering group to all connected higher rank simple Lie groups. As in [Laf08], we actually show that the property (T) that we define below, which is strong property (T) with a control on the speed of convergence, holds for $\text{SL}(3, \mathbb{R})$ and $\text{Sp}(2, \mathbb{R})$ and its universal covering group. This property extends to all connected higher rank Lie groups.

Let $G$ be a locally compact group with a length function $\ell$. The pair $(G, \ell)$ is said to have property (T) if there is a sequence $(m_n)$ of compactly supported symmetric measures with support contained in $\{g \in G : \ell(g) \leq n\}$ such that the following holds. For every Banach space $X \in E_{10}$, there exist $\alpha, \mu > 0$ such that for every continuous representation $\pi$ on $X$ satisfying $\sup_g e^{-\alpha\ell(g)}\|\pi(g)\|_{B(X)} < \infty$, there is a projection $P \in B(X)$ on the subspace $X^G$ of $G$-invariant vectors in $X$ such that
\[ \|\pi(m_n) - P\|_{B(X)} \leq e^{-\mu n} \] for $n$ large enough.

We will use the following easy observation, which we state without proof.

Lemma 6.1. Let $G$ be a locally compact group with two length functions $\ell, \ell'$ satisfying $\ell' \leq \alpha\ell + b$ for some $a, b > 0$, and suppose that (T) holds for $(G, \ell)$. Then (T) also holds for $(G, \ell')$.

6.1. Case of $\text{Sp}(2, \mathbb{R})$ and its universal cover. The case of $\text{Sp}(2, \mathbb{R})$ is a consequence of Theorem 4.1 and of the results from [dLS13]. Indeed, Proposition 3.2 in [dLS13] and Lemma 3.1 and 3.2 imply that for every Banach space $X$ in $E_{10}$, there exist constants $C_1 > 0, C_2 > 0, s_1 > 0, s_2 > 0$ such that (4) and (5) hold.

Proposition 6.2. The group $\text{Sp}(2, \mathbb{R})$ satisfies (T) for every length function $\ell$. 
Proof. Let $\ell: \text{Sp}(2, \mathbb{R}) \to \mathbb{R}_+$ be the length function given by $\ell(kD(\beta, \gamma)k') = \beta$, where $\beta \geq \gamma \geq 0$ and $k, k' \in K$. Equivalently, $\ell(g) = \log \|g\|$, where the norm is the usual norm of a linear map acting on Euclidean $\mathbb{R}^4$. By Lemma 6.1 we only have to prove (*) for this length function because any other length function $\ell'$ satisfies $\ell' \leq \alpha t + b$ for some $\alpha, b$. We will prove (*) with $m_n(f) = \int_{\mathbb{R}^+} f(hv_0D(n, 0)v_{-t}h')dh'dt/\pi$.

We can write $D(n, 0)^{-1} = D(-n, 0) = \iota(h)D(n, 0)\iota(h^{-1})$ with $h = \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix} \in SU(2)$. As a consequence, $HD(n, 0)H = HD(n, 0)^{-1}H$, and, hence, $m_n$ is a symmetric measure.

Let $X \in \mathbb{E}_0$. As explained, there exist $C_1 > 0, C_2 > 0, s_1 > 0, s_2 > 0$ such that (4) and (5) hold. With the notation of Section 4, let $\alpha < s_-(s_1, s_2)$, and let $\pi$ be a continuous representation of $\text{Sp}(2, \mathbb{R})$ on $X$ satisfying $\sup_{\gamma} e^{-\alpha\|\pi(g)\|_{B(X)}} < \infty$. From (7) in Theorem 4.1 and from Remark 4.15 we obtain that $\pi(m_n)$ converges in the norm of $B(X)$ to an operator $P \in B(X)$, and

$$\|\pi(m_n) - P\| \leq \exp\left(-\frac{P_{s_1, s_2}(\alpha)}{s_1 + s_2 - \alpha}\right),$$

which is less than $e^{-\mu n}$ for $n$ large enough, provided that $\mu < \frac{P_{s_1, s_2}(\alpha)}{s_1 + s_2 - \alpha}$. It remains to show that $P$ is a projection on $X_{\text{Sp}(2, \mathbb{R})}$. For this we will use (8). Firstly, note that $P$ is the limit of $\pi(m_g)$ for $g \to \infty$, where

$$m_g(f) = \int_{\mathbb{R}^+} f(v_tg'h'v_{-t})dh'dt/\pi.$$ 

Writing

$$m_g \ast m_{g'}(f) = \int_{\mathbb{R}^+} m_{g_0g'v_{-t}}(f)dt/\pi,$$

we get that

$$\pi(m_g) = \lim_{g \to \infty} \pi(m_g \ast m_{g'}) = \lim_{g' \to \infty} \int_{\mathbb{R}^+} \pi(m_{g_0g'v_{-t}})dt/\pi = P.$$

In particular, for $g \to \infty$, $P$ is a projection. It is clear that $X_{\text{Sp}(2, \mathbb{R})} \subset P(X)$. Let us prove the converse. Let $\xi = P\xi$ be in the range of $P$ and $g \in \text{Sp}(2, \mathbb{R})$. Let $V$ be an irreducible unitary representation of $H$, let $\eta \in (X^*)_V$, and let $m \in \mathbb{Z}$. If $m \neq 0$ or $V$ is nontrivial, we have, by (8),

$$\frac{1}{\pi} \int_{\mathbb{R}/\pi \mathbb{Z}} e^{-imt}\langle \pi(v_tgv_{-t})\xi, \eta \rangle dt/\pi = \lim_{g' \to \infty} \int_{\mathbb{R}/\pi \mathbb{Z} \times H} \int_{\mathbb{R}/\pi \mathbb{Z}} e^{-imt}\langle \pi(v_tgv_uhghv_{-u}v_{-t})\xi, \eta \rangle dt/\pi dhdu/\pi = 0.$$

If $V$ is nontrivial, then this implies that all Fourier coefficients of the continuous function $t \in \mathbb{R}/\mathbb{Z} \rightarrow \langle \pi(v_tgv_{-t})\xi, \eta \rangle$ vanish, meaning that $\langle \pi(v_tgv_{-t})\xi, \eta \rangle = 0$. If $V$ is trivial, $\langle \pi(v_tgv_{-t})\xi, \eta \rangle$ does not depend on $t$. By Theorem 2.5 this implies that $\pi(v_tgv_{-t})\xi$ is an $H$-invariant vector not depending on $t$. By integrating over $H$ and $\mathbb{R}/\pi \mathbb{Z}$, we obtain

$$\pi(g)\xi = \int_{\mathbb{R}/\pi \mathbb{Z}} \pi(v_tghgv_{-t})\xi dt/\pi = \pi(m_g)\xi,$$
We conclude that \( \pi(g) \xi = \xi \) from the already proved equation \( \pi(m_g)P = P \). This proves that \( \xi \in X^{\widetilde{Sp}(2,\mathbb{R})} \), which finishes the proof. □

**Proposition 6.3.** The group \( \widetilde{Sp}(2,\mathbb{R}) \) satisfies (*) for every length function \( \ell \).

**Proof.** A minor difference with the case of \( Sp(2,\mathbb{R}) \) is that we do not have a favorite length function on \( \widetilde{Sp}(2,\mathbb{R}) \), so we consider an arbitrary length function \( \ell \). Then there exists a \( \delta > 0 \) such that \( \ell(h_\delta \nu_t \tilde{D}([\delta n],0)\tilde{v}_{-t}h') \leq n \) for all \( n \) large enough, all \( h, h' \in \tilde{H} \) and \( t \in \mathbb{R}/\pi \mathbb{Z} \). Consider the measure \( m_n \) on \( Sp(2,\mathbb{R}) \) given by

\[
m_n(f) = \int_{H \times H \times \mathbb{R}/\pi \mathbb{Z}} \rho(h_\delta \nu_t \tilde{D}([\delta n],0)\tilde{v}_{-t}h')d\tilde{h}d\tilde{h}' \frac{dt}{\pi}.
\]

This measure \( m_n \) is symmetric. By our choice of \( \delta \), the measure \( m_n \) has support in \( \{g | \ell(g) \leq n\} \) for \( n \) large enough. Using Theorem 5.1, the proof is now essentially the same as for \( Sp(2,\mathbb{R}) \), except that we have to be careful because the function \( \varepsilon \) appearing in Theorem 5.1 does not belong to \( C_0(\widetilde{Sp}(2,\mathbb{R})) \). However, it will be sufficient that for each \( C > 0 \),

\[
\varepsilon \in C_0 \left( \{g \in \widetilde{Sp}(2,\mathbb{R}) | \|\Phi(g)\| \leq C\} \right).
\]

Let \( X \in \mathcal{E}_{10} \). As for \( Sp(2,\mathbb{R}) \), there exist \( \alpha, \mu > 0 \) such that if \( \pi \) is a representation on \( X \) satisfying \( \sup_n e^{-\alpha\ell(g)}\|\pi(g)\| < \infty \), then \( \pi(m_n) \) converges in norm to some operator \( P \in \mathcal{B}(X) \) and \( \|\pi(m_n) - P\| \leq e^{-\mu n} \) for all \( n \) large enough. This is because \( \Phi(g) = 0 \) on the support of \( m_n \).

More generally, by (31), we have \( P = \lim_{n \to \infty} \pi(m_g) \) for every sequence \( g_n \) going to infinity and such that \( \sup_n \Phi(g_n) < \infty \), where

\[
m_g(f) = \int_{H \times H \times \mathbb{R}/\pi \mathbb{Z}} f(h_\nu_t g \tilde{v}_{-t})d\tilde{h}d\tilde{h}' \frac{dt}{\pi}.
\]

We show that \( P \) is a projection on the invariant vectors. Using the formula

\[
m_g \ast m_{g'}(f) = \int_{H \times H \times \mathbb{R}/\pi \mathbb{Z}} m_{gh_\nu_t g' \tilde{v}_{-t}}(f) \frac{d\tilde{h}d\tilde{h'}dt}{\pi},
\]

we get, for \( g' = D([cn],0) \) and \( n \to \infty \), that \( \pi(m_g)P = P \). To justify this, by (31) we have to show that for a fixed \( g \in \widetilde{Sp}(2,\mathbb{R}) \),

\[
\sup_n \sup_{h \in \tilde{H}, t \in [0,\pi]} |\Phi(g_h \nu_t \tilde{D}([cn],0)\tilde{v}_{-t})| < \infty.
\]

This follows from (1), which implies that

\[
|\Phi(g_h \nu_t \tilde{D}([cn],0)\tilde{v}_{-t})| \leq \frac{\pi}{2} + |\Phi(g)| + |\Phi(h_\nu_t \tilde{D}([cn],0)\tilde{v}_{-t})| = \frac{\pi}{2} + |\Phi(g)|.
\]

This shows that \( P \) is a projection, and the same proof as for \( Sp(2,\mathbb{R}) \) shows that its range is exactly the space of invariant vectors. □

**6.2. Proof of Theorem A** To prove Theorem A, the first step is to consider the case of connected simple Lie groups locally isomorphic to \( SL(3,\mathbb{R}) \) or \( Sp(2,\mathbb{R}) \). For this we need the following lemma.

**Lemma 6.4.** Let \( G \) and \( H \) be locally compact groups such that \( G \) is a finite extension of \( H \). Then \( G \) has (*) for every length function \( \ell \) if and only if \( H \) has (*) for every length function \( \ell' \).
Proof. Let $q : G \to H$ be a surjective continuous homomorphism with finite kernel $N = \ker q$. Assume that $G$ has (*)& for all $\ell'$, and let $\ell'$ be a length function on $H$. Then $\ell' \circ q$ is a length function on $G$. Let $(m_n)$ be a sequence of compactly supported symmetric measures on $G$ given by property (*)& and let $\tilde{m}_n$ be the image of $m_n$ under $q$. It is immediate that $(\tilde{m}_n)$ is a sequence of measures establishing property (*)& for $(H, \ell')$.

Conversely, assume that $H$ has property (*)& for all $\ell'$. For every $f \in C_c(G)$, the function $\tilde{f}(g) = \frac{1}{|N|} \sum_{n \in N} f(gn)$ is in $C_c(G/N) = C_c(H)$. If $\ell$ is a length function on $G$, the function $\ell'(h) = \max_{g \in q^{-1}(h)} \ell(g)$ is a length function on $H$, so that property (*)& gives a sequence $(\tilde{m}_n)$ of measures on $H$ with support contained in $\{h \mid \ell'(h) \leq n\}$. Define a measure $m_n$ on $G$ by $\int f dm_n = \int \tilde{f} \tilde{m}_n$. It is symmetric and its support is contained in $\{g \mid \ell(g) \leq n\}$. If $\pi$ is a continuous representation of $G$ on a Banach space $X$, then $\pi(N) = \frac{1}{|N|} \sum_{n \in N} \pi(n)$ is a projection on $X^N$, and $\pi$ induces a representation $\tilde{\pi}$ of $H$ on $X^N$, which can be extended to a continuous representation on $X$ by putting $\tilde{\pi}(h)(1 - Q) = 1 - Q$. Moreover, by the definition of $m_n$, we have $\pi(m_n) = \tilde{\pi}(\tilde{m}_n)Q = Q\tilde{\pi}(\tilde{m}_n)$. From this, property (*)& follows for $(G, \ell)$.

Lemma 6.5. Let $R$ be a connected real Lie group with Lie algebra isomorphic to $\mathfrak{sp}_2$ or $\mathfrak{sl}_3$. Then $R$ has property (*)& for every length function $\ell$.

Proof. If $R$ is isomorphic to $\text{Sp}(2, \mathbb{R})$ or $\widetilde{\text{Sp}}(2, \mathbb{R})$, this is Proposition 6.2 or 6.3. If $R$ is isomorphic to $\text{SL}(3, \mathbb{R})$ the lemma follows from [31S13, Theorems 1.6 and 4.1].

Consider the case when the Lie algebra of $R$ is isomorphic to $\mathfrak{sp}_2$. By [Kna02, Propositions I.1.100 and I.1.101], $R$ is isomorphic to a quotient of $\widetilde{\text{Sp}}(2, \mathbb{R})$ by a subgroup of its center, which is $Z = \{\tilde{t} \mid t \in \pi\mathbb{Z}\}$. Since all the nontrivial subgroups of $Z$ have finite index in $Z$, this implies that $R$ is either isomorphic to $\text{Sp}(2, \mathbb{R})$, or it is, as $\text{Sp}(2, \mathbb{R})$, a finite extension of $\widetilde{\text{Sp}}(2, \mathbb{R})/Z$. In each case, the result follows, using Lemma 6.4. By the same argument and using additionally that the universal covering group of $\text{SL}(3, \mathbb{R})$ has finite center (order 2), we get in the second case that $R$ is isomorphic to a finite extension of $\text{SL}(3, \mathbb{R})$. This proves the lemma.

Proof of Theorem A. The proof is the same as the proof of [Laf08, Corollaire 4.1]. Let $G$ be a connected simple Lie group with real rank at least two. Then $G$ has an analytic subgroup $R$ locally isomorphic to $\text{SL}(3, \mathbb{R})$ or $\text{Sp}(2, \mathbb{R})$ (see, e.g., [BT65, Theorem 7.2] or [Mar91, Proposition I.1.6.2]). Such a subgroup is closed, as follows from a result of Mostow (see [Dor06, Corollary 1]). Let $\ell$ be a length function on $G$. We will prove property (*)& for $(G, \ell)$, using that $R$ has property (*)& for the length function $\ell$ restricted to $R$ by Lemma 6.5. Let $X \in \mathcal{E}_{10}$. Denote by $\mathfrak{g}$ the Lie algebra of $G$ (that we equip with some norm), $\text{Ad} : G \to \text{Aut}(\mathfrak{g})$ the adjoint representation and $\exp : \mathfrak{g} \to G$ the exponential map. Replacing $\ell(g)$ by $\ell(g) + \log \|\text{Ad}(g)\|$, we can assume that $\|\text{Ad}(g)\| \leq e^{\ell(g)}$ for all $g \in G$.

By Lemma 6.5, we can find $(m_n)$, $\alpha, \mu > 0$ establishing property (*)& for $R$. Let $s > 0$, and let $\pi$ a continuous representation of $G$ on $X$ satisfying $\|\pi(g)\| \leq Le^{\alpha\ell(g)}$. By Lemma 6.5, if $s < \alpha$, then $\pi(m_n)$ converges in the norm topology of $B(X)$ to a projection $P$ onto the $R$-invariant vectors. We claim that for $s$ small enough, $P$ is a projection on the $G$-invariant vectors. For this we have to show that

\[
\pi(g)Px = Px \quad \text{for all} \quad g \in G, \quad x \in X.
\]
It is sufficient to show (32) for all \( x \) in the dense subspace of \( X \) consisting of \( C^\infty \) vectors, i.e., such that \( g \mapsto \pi(g)x \) is \( C^\infty \). In particular there is a constant \( C_0 \) such that \( \|\pi(\exp(Z))x - x\| \leq C_0\|Z\|_g \) for all \( Z \) in the unit ball of \( g \).

The proof relies on a variant of Mautner’s Lemma. Let \( a = \exp(A) \in R \) be a semisimple element such that \( a \neq 1 \), and decompose \( g = \oplus_{\lambda \neq 0} g^\lambda \) as eigenspaces of \( \text{ad} A \). The Lie algebra generated by \( \oplus_{\lambda \neq 0} g^\lambda \) is a nonzero ideal of \( g \), which is \( g \) by the simplicity assumption. It is therefore sufficient to show (32) when \( X = g^\lambda \) for some \( \lambda \neq 0 \). We only prove the case \( \lambda > 0 \), the other being similar.

With these two reductions, we can now prove (32). Since \( P \) is \( R \)-invariant, we have for all \( n \in \mathbb{N} \),

\[
\pi(\exp Y)Px - Px = \pi(a^n) \left( \pi(a^{-n} \exp Ya^n)x - x \right) = \pi(a^n) \left( \pi(\exp(e^{-\lambda n}Y))Px - Px \right).
\]

Take \( n' = \lfloor \varepsilon n \rfloor \in \mathbb{N} \) for some fixed \( 0 < \varepsilon < \lambda \), and write \( Px = \pi(m_{n'})x + (P - \pi(m_{n'})x) \). By Lemma 6.5, we have \( \|P - \pi(m_{n'})x\| \leq e^{\mu n'} \|x\| \) for \( n \) large enough. Hence,

\[
\|\pi(\exp Y)Px - Px\| \leq \|\pi(a^n) \left( \pi(\exp(e^{-\lambda n}Y))\pi(m_{n'})x - \pi(m_{n'})x \right) \| + 2Le^{-\mu n'}+s(n(\ell+1))\|x\|
\]

for all \( n \) large enough. Expanding \( \pi(m_{n'})x = \int \pi(g)x dm_{n'}(g) \), we can dominate

\[
\|\pi(a^n) \left( \pi(\exp(e^{-\lambda n}Y))\pi(m_{n'})x - \pi(m_{n'})x \right) \| \leq \int \|\pi(a^n g)\pi(\exp(e^{-\lambda n}Ad(g^{-1})Y)) - 1\| dm_{n'}(g).
\]

But by our assumption on \( \ell \), \( \|e^{-\lambda n}Ad(g^{-1})Y\| \leq e^{-\lambda n+\ell(g^{-1})}\|Y\| \leq e^{-(\lambda+\varepsilon)n}\|Y\| \) if \( g \) belongs to the support of \( m_{n'} \). Since \( \varepsilon < \lambda \), this is smaller than 1 for \( n \) large enough, and hence for all \( g \) in the support of \( m_{n'} \) we can apply the assumption that \( x \) is a \( C^\infty \) vector and get

\[
\|\pi(a^n g)\pi(\exp(e^{-\lambda n}Ad(g^{-1})Y)) - 1\| \leq C_0\|\pi(a^n g)\|e^{(-\lambda+\varepsilon)n}\|Y\| \leq C_0Le^{(-\lambda+\varepsilon+\ell(\ell+\varepsilon))n}.
\]

This implies that

\[
\|\pi(\exp Y)Px - Px\| \leq C e^{(-\lambda+\varepsilon+\ell(\ell+\varepsilon))n} + e^{(-\lambda+\varepsilon+\ell(\ell+\varepsilon))n},
\]

which goes to zero as \( n \) goes to infinity if \( s \) is small enough. This proves the theorem.

\section*{Appendix A. On an inequality for Jacobi polynomials}

In this appendix, we prove, using the notation of Section 3, the following theorem.

\textbf{Theorem A.1.} For \( q > 10 \), there is a constant \( C_q \) such that for all \( \theta_1, \theta_2 \in \mathbb{R} \)

\[
\|S_{\theta_1} - S_{\theta_2}\|_{S^q} \leq C_q|\theta_1 - \theta_2|^\frac{q}{2}-\frac{1}{2}.
\]

Moreover \( C_q \leq C(q - 10)^{-\frac{1}{2}} \) for some universal constant \( C \).

The proof of this theorem is by computation: the operator \( S_{\theta_1} - S_{\theta_2} \) can be explicitly diagonalized. Its eigenvalues are obtained from the spherical functions for the Gelfand pair \((U(2), U(1))\), which are the so-called disc polynomials (see
The proof relies on some careful estimates of the value of these polynomials at 0. This is exactly the strategy of proof that was already applied in [4L13] and [HUL13b], using the estimates for the Jacobi polynomials obtained in [HS13]. Our only contribution is a slight improvement of the results of [HS13] (see Lemma A.4 and the preceding remark).

Recall that the irreducible representations of SU(2) are indexed by the non-negative half-integers \( \ell = 0, \frac{1}{2}, 1, \frac{3}{2}, \ldots \). The corresponding irreducible representations \( \pi_\ell \) on the complex vector spaces \( \mathcal{H}_\ell \) of homogeneous polynomials of degree \( 2\ell \) in two complex variables \( z_1, z_2 \) are given by

\[
\pi_\ell (u) P(z_1, z_2) = P (az_1 + cz_2, bz_1 + dz_2), \quad u = \begin{pmatrix} a & b \\ c & d \end{pmatrix}.
\]

If \( \mathcal{H}_\ell \) is equipped with a Hilbert space structure that makes \( \pi_\ell \) into a unitary representation, then the family \( \{ z_1^m z_2^n \mid m + n = 2\ell \} \) is an orthogonal family. It is convenient to index this family by \( p = -\ell, -\ell + 1, \ldots, \ell \) and to denote the polynomial \( z_1^{\ell-p} z_2^p \) by \( h_{\ell}^p \).

For \( \ell, p, p' \), let \( f_{p,p'}^\ell : \text{SU}(2) \to \mathbb{C} \) be the matrix element given by \( f_{p,p'}^\ell (g) = (\pi_\ell (g) h_{p}^{\ell}, h_{p'}^{\ell}) \). The matrix formed by these elements is called the Wigner \( D \)-matrix. By the Peter-Weyl Theorem and the orthogonality of the family \( \{ h_{\ell}^p \mid p = -\ell, -\ell + 1, \ldots, \ell \} \) in \( \mathcal{H}_\ell \), the family of functions \( f_{p,p'}^\ell \) for \( \ell \in \mathbb{N}/2 \) and \( p, p' = -\ell, -\ell + 1, \ldots, \ell \) form an orthogonal basis of \( L^2(\text{SU}(2)) \). It turns out that the operators \( S_\theta \) are all diagonal in this basis.

**Lemma A.2.** For \( \ell \in \mathbb{N}/2 \) and \( p = -\ell, -\ell + 1, \ldots, \ell \),

\[
S_\theta f_{p,p'}^\ell = e^{2i\rho\theta} e_{p,p'}^\ell f_{p,p'}^\ell
\]

where, for every \( r > 0 \),

\[
(33) \quad e_{p}^\ell = 2^{-\ell} \int_0^{2\pi} (1 + r^{-1}e^{-i\phi})^{\ell-p}(1 - re^{i\phi})^{\ell+p} \frac{d\phi}{2\pi}.
\]

Proof. By the definition of \( S_\theta \) and \( f_{p,p'}^\ell \), we can write \( S_\theta f_{p,p'}^\ell (g) = (\pi_\ell (g) h_{p}^{\ell}, I_{p}^\ell (\theta)) \), where \( I_{p}^\ell (\theta) = \int_0^{2\pi} \pi_\ell (d_{p}u d_{-p}) h_{p}^{\ell} \frac{d\theta}{2\pi} \). By expanding

\[
\pi_\ell (d_{p}u d_{-p}) h_{p}^{\ell} = \left( \frac{e^{i\theta} z_1 + e^{-2i\phi} z_2}{\sqrt{2}} \right)^{\ell-p} \left( \frac{-e^{2i\phi} z_1 + e^{i\theta} z_2}{\sqrt{2}} \right)^{\ell+p}
\]

in the basis of \( \{ h_{\ell}^p \}_{p=-\ell,\ldots,\ell} \), a small computation yields the existence of \( c_{p}^\ell \in \mathbb{R} \) such that

\[
I_{p}^\ell (\theta) = e^{-2i\rho\theta} c_{p}^\ell h_{p}^{\ell}\]

By substituting \( \theta = 0 \), \( z_1 = r \) and \( z_2 = 1 \), equation (33) follows. This also implies that \( S_\theta f_{p,p'}^\ell = e^{2i\rho\theta} e_{p,p'}^\ell f_{p,p'}^\ell \). \( \square \)

It follows from this Lemma and the above description of the unitary dual of SU(2) that for \( \theta_1, \theta_2 \in \mathbb{R} \) and \( q > 0 \),

\[
(34) \quad \| S_{\theta_1} - S_{\theta_2} \|_{L^q}^q = \sum_{\ell} \sum_{p=-\ell,\ldots,\ell} (2\ell + 1) |(e^{2i\rho\theta_1} - e^{2i\rho\theta_2}) c_{p}^\ell |^q .
\]

An upper bound for \( \| S_{\theta_1} - S_{\theta_2} \|_{L^q} \) will follow from an upper bound on \( c_{p}^\ell \). For \( p = p' = \ell = \frac{1}{2} \), we have \( c_{p}^\ell = 2^{-\frac{1}{2}} \) and \( S_{\theta_1}^\ell f_{p,p'}^\ell = 2^{-\frac{1}{2}} e^{i\rho\theta_1} f_{p,p'}^\ell \). This implies the following “obvious” lower bound, used in the proof of Proposition A.4.

\[
(35) \quad \| S_{\theta_1} - S_{\theta_2} \|_{B(L^2(\text{SU}(2)))} \geq 2^{-\frac{1}{2}} |e^{i\rho\theta_1} - e^{i\rho\theta_2}| .
\]
Remark A.3. For $p \geq 0$, the constant $c_p^A$ is, up to a factor $(-2)^{-p}$, the value of the Jacobi polynomial $P_{2p}^{(0,2p)}$ at 0. For $p < 0$, we have $c_p^A = c_{-p}^A$. In [HS13], it was proved that $|c_p^A| \leq C(1 + 1)^{-\frac{3}{4}}$. We will improve this estimate in Proposition A.5.

The key lemma for the improvement given by Theorem A.1 is a slight modification of [HS13] Lemma 3.6.

Lemma A.4. There is a constant $C$ such that for every $u, v \in \mathbb{R}$,

$$\int_0^\pi e^{-\left(u-v\cos s\right)^2} \frac{ds}{\pi} \leq \frac{C}{\sqrt{(|u + v| + 1)(|u - v| + 1)}}.$$  

Proof. By symmetry we can assume that $u, v \geq 0$. We can also assume $v \geq 1$, since for $v \in [0,1]$ and $u \geq 0$, the term $\int_0^\pi e^{-\left(u-v\cos s\right)^2} \frac{ds}{\pi}$ is less than $e^{-\left(u+1\right)^2}$, which is less than $\frac{C}{\sqrt{|u+v|+1}(|u-v|+1)}$ for some $C$.

Firstly, assume that $0 \leq u \leq v$. The case of $|u - v| \leq 1$ was already covered in [HS13]. Hence, we additionally assume that $|u - v| \geq 1$. Let $\sigma \in [0, \frac{\pi}{2}]$ be such that $\cos \sigma = \frac{u}{v}$. Note that $\sigma^2 \geq 2\frac{u}{v^2}$, since $\cos \sigma \geq 1 - \frac{u^2}{2}$. Then, as in [HS13],

$$u - v\cos s = v(\cos \sigma - \cos s) = 2v\sin \left(\frac{s + \sigma}{2}\right) \sin \left(\frac{s - \sigma}{2}\right).$$

Using the inequality $|\sin t| \geq \frac{2\sqrt{2}}{\pi} |t|$ for $|t| \leq \frac{3\pi}{4}$, we conclude that

$$|u - v\cos s| \geq \frac{4v\pi^2}{9\pi^2} (s + \sigma)|s - \sigma| \geq \frac{4v\sigma}{9\pi^2} |s - \sigma|.$$  

Hence,

$$\frac{1}{\pi} \int_0^\pi e^{-\left(u-v\cos s\right)^2} \frac{ds}{\pi} \leq \frac{1}{\pi} \int_0^\pi e^{-\left(\frac{4v\pi^2}{9\pi^2} (s + \sigma)^2\right)} ds \leq \frac{1}{\pi} \int_{\mathbb{R}} e^{-\left(\frac{4v\pi^2}{9\pi^2} (s + \sigma)^2\right)} ds \leq \frac{10}{4v\sigma} \leq \frac{10}{v(v-u)}$$

where we used that $\sigma^2 \geq 2\frac{u}{v^2}$ and $\frac{4\pi^2}{3\pi^2} \leq 10$. By the assumptions that $v \geq v - u \geq 1$, we have $\frac{10}{v(v-u)} \leq \frac{10}{((u+v)+1)((u-v)+1)}$ for some universal constant $C$.

Now, assume that $0 \leq v \leq u$. Then $u - v\cos s = u - v + 2v\sin^2\left(\frac{s}{2}\right) \geq u - v + \frac{2}{\pi} \pi u v^2$.

Hence,

$$\frac{1}{\pi} \int_0^\pi e^{-\left(u-v\cos s\right)^2} \frac{ds}{\pi} \leq \frac{1}{\pi} \int_0^\pi e^{-\left(u-v\cos s\right)^2} \frac{ds}{\pi} \leq \frac{1}{\pi} \int_0^\infty e^{-\left(u-v\cos s\right)^2} \frac{ds}{\pi} \leq \frac{e^{-\left(u-v\cos s\right)^2}}{\sqrt{2v}}$$

using $\int_0^\infty e^{-ts} dt \leq 1$. Finally by our assumption that $v \geq 1$, we have $\frac{e^{-\left(u-v\cos s\right)^2}}{\sqrt{2\pi} v} \leq \frac{1}{\sqrt{(u+v+1)(u-v+1)}}$ for some universal constant $C$.  

We now proceed to the crucial estimate.

Proposition A.5. There is a constant $C$ such that for every $\ell \in \mathbb{N}/2$, $p = -\ell, \ell + 1, \ldots, \ell$,

$$|c_p^A| \leq C \min \left( (1 + \ell)^{-\frac{3}{4}}, \|p\| - \frac{\ell}{\sqrt{2}} \right)^{-\frac{3}{4}}.$$  

In words, we get strictly better estimates than $|c_p^\ell| \leq C(1 + \ell)^{-\frac{1}{2}}$ except on an interval of size $\sqrt{1 + \ell}$ around $\pm \ell/\sqrt{2}$.

The proof is the same as the proof of [HS13, Theorem 1.1], except that we use the result of Lemma A.4 instead of [HS13, Lemma 3.6].

**Proof of Theorem A.1.** We will use in the proofs that for all $\alpha > 1$, $u \in \mathbb{R}$ and $x > 0$,

\begin{equation}
\sum_{k \in (u + 2\mathbb{Z}) \cap (x, \infty)} k^{-\alpha} \leq \frac{\alpha}{\alpha - 1} x^{1-\alpha}.
\end{equation}

This follows from the computation $\sum_{k \in (u + 2\mathbb{Z}) \cap (x, \infty)} k^{-\alpha} \leq x^{-\alpha} + \int_x^{\infty} y^{-\alpha} dy \leq \frac{\alpha}{\alpha - 1} x^{1-\alpha}$ for $x \geq 1$. For $0 < x < 1$, we have $\sum_{k \in (u + 2\mathbb{Z}) \cap (x, \infty)} k^{-\alpha} \leq 1 + \int_x^{\infty} y^{-\alpha} dy \leq \frac{\alpha}{\alpha - 1} x^{1-\alpha}$.

In the rest of the proof we assume $q > 10$. We will denote $A \lesssim B$ if there exists a universal constant $K$ such that $A \leq K^q B$.

If we denote $\alpha_p = |e^{2ip\theta_1} - e^{2ip\theta_2}|$, then (34) becomes

$$\|S_{\theta_1} - S_{\theta_2}\|_{S^q}^q = \sum_{p \in \frac{1}{2} + N} \alpha_p^q \sum_{\ell \in |p| + N} (2\ell + 1)|c_p^\ell|^q.$$

If $p = 0$, then $\alpha_p = 0$. For $|p| = \frac{1}{2}$, using (37), we obtain

$$\sum_{\ell \in \frac{1}{2} + N} (2\ell + 1)|c_p^\ell|^q \leq 2C^q \sum_{\ell \in \frac{1}{2} + N} (\ell + 1)^{-\frac{q}{2}} \lesssim 1.$$

For fixed $p$ different from 0 and $\pm \frac{1}{2}$, we decompose the sum $\sum_{\ell \in |p| + N}$ as

$$\sum_{|\ell| \leq \sqrt{|p|} - \sqrt{|p|}} + \sum_{\sqrt{|p|} - \sqrt{|p|} \leq \ell \leq \sqrt{|p|} + \sqrt{|p|} + 1} + \sum_{\ell \geq \sqrt{|p|} + 1}. $$

For the first sum, by (36), we obtain $(2\ell + 1)|c_p^\ell|^q \leq 2\sqrt{|p|} C^q (|p| - \frac{\ell}{|p|})^{-\frac{q}{2}}$, so that with the change of variable $k = \sqrt{|p|} - \ell \in (\sqrt{2} - 1)|p| + \mathbb{Z}$, we obtain by (37),

$$\sum_{|\ell| \leq \sqrt{|p|} - \sqrt{|p|}} (2\ell + 1)|c_p^\ell|^q \leq 2\sqrt{|p|} C^q \sum_{k > \sqrt{|p|}} \left( k \frac{1}{\sqrt{|p|}} \right)^{-\frac{q}{2}} \lesssim |p|^{-\frac{q}{2} - \frac{q}{4}}.$$  

The second sum has at most $2\sqrt{|p|} + 1$ terms. By (36), for each of these terms, we have $(2\ell + 1)|c_p^\ell|^q \leq 2C^q (1 + \ell)^{-\frac{q}{2}} \lesssim |p|^{-\frac{q}{4}}$ so that we get

$$\sum_{\sqrt{|p|} - \sqrt{|p|} \leq \ell \leq \sqrt{|p|} + \sqrt{|p|}} (2\ell + 1)|c_p^\ell|^q \lesssim |p|^{-\frac{q}{2} - \frac{q}{4}}.$$  

For the third sum, we obtain $(2\ell + 1)|c_p^\ell|^q \leq C^q (2\ell + 1)(\frac{1}{\sqrt{|p|}} - |p|)^{-\frac{q}{2}}$. With the change of variable $k = \ell - \sqrt{|p|} - 1 \in (1 - \sqrt{2})|p| + \mathbb{Z} \cap (\sqrt{|p|}, \infty)$, this becomes $(2\ell + 1)|c_p^\ell|^q \leq C^q (2k + 2\sqrt{|p|} + 1) \left( \frac{1}{\sqrt{|p|}} \right)^{-\frac{q}{2}} \lesssim (k + |p|)k^{-\frac{q}{2}}$. Hence, by (37),

$$\sum_{\sqrt{|p|} + \sqrt{|p|} \leq \ell} (2\ell + 1)|c_p^\ell|^q \lesssim \sum_{k \in (1 - \sqrt{2})|p| + \mathbb{Z} \cap (\sqrt{|p|}, \infty)} k^{1-\frac{q}{2}} + |p|k^{-\frac{q}{2}} \lesssim \left( \sqrt{|p|}^{1-\frac{q}{2}} + |p|\sqrt{|p|}^{1-\frac{q}{2}} \right) \lesssim |p|^{\frac{q}{2} - \frac{q}{4}}.$$  

Adding the three sums above, we obtain for $|p| \geq 1$,
\[
\sum_{\ell\in|p|+\mathbb{N}} (2\ell + 1)|\ell_p^\alpha|^q \lesssim |p|^{\frac{3}{2} - \frac{q}{2}}.
\]
All together, using $\alpha_{-p} = \alpha_p$, we obtain
\[
\|S_{\theta_1} - S_{\theta_2}\|_{S^q} \lesssim \sum_{p\in\frac{1}{2}\mathbb{Z}} \alpha_p^q |p|^{\frac{3}{2} - \frac{q}{2}} \lesssim C^q \sum_{n \geq 1} \alpha_p^q n^{\frac{3}{2} - \frac{q}{2}}.
\]
Denote $\varepsilon = |e^{2ip\theta_1} - e^{2ip\theta_2}| \in [0, 2]$. We use the inequality $\alpha_p = |e^{2ip\theta_1} - e^{2ip\theta_2}| \leq \min(2, p\varepsilon)$. Let $n_0$ be the least $n$ such that $n\varepsilon \leq 4$. Then
\[
\sum_{1 \leq n \leq n_0} \alpha_p^q n^{\frac{3}{2} - \frac{q}{2}} \leq 2^{-q} e^q \sum_{1 \leq n \leq n_0} n^{\frac{3}{2} + \frac{2q}{4}} \lesssim \varepsilon^q (1 + n_0)^{\frac{3}{2} + \frac{4q}{4}} \lesssim \varepsilon^{\frac{q}{2} - \frac{1}{2}},
\]
where the last inequality holds because $1 + n_0 \leq 1 + \frac{\varepsilon}{\varepsilon} \leq \frac{\varepsilon}{\varepsilon}$. In the same way using that $n_0 \geq \frac{4}{\varepsilon} - 1 \geq \frac{1}{\varepsilon}$
\[
\sum_{n_0 < n} \alpha_p^q n^{\frac{3}{2} - \frac{q}{2}} \leq 2^q \sum_{n_0 < n} n^{\frac{3}{2} - \frac{q}{2}} \lesssim \frac{n_0^{\frac{3}{2} - \frac{q}{2}}}{q - 10} \lesssim \frac{\varepsilon^{\frac{q}{2} - \frac{1}{2}}}{q - 10}.
\]
Together we get
\[
\|S_{\theta_1} - S_{\theta_2}\|_{S^q} \lesssim \frac{q}{q - 10} \varepsilon^{\frac{q}{2} - \frac{1}{2}}.
\]
It remains to use that $\varepsilon \leq 2|\theta_1 - \theta_2|$. \hfill \Box
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