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Abstract—Advances in deep learning recognition have led to accurate object detection with 2D images. However, these 2D perception methods are insufficient for complete 3D world information. Concurrently, advanced 3D shape estimation approaches focus on the shape itself, without considering metric scale. These methods cannot determine the accurate location and orientation of objects. To tackle this problem, we propose a framework that jointly estimates a metric scale shape and pose from a single RGB image. Our framework has two branches: the Metric Scale Object Shape branch (MSOS) and the Normalized Object Coordinate Space branch (NOCS). The MSOS branch estimates the metric scale shape observed in the camera coordinates. The NOCS branch predicts the normalized object coordinate space (NOCS) map and performs similarity transformation with the rendered depth map from a predicted metric scale mesh to obtain 6D pose and size. Additionally, we introduce the Normalized Object Center Estimation (NOCE) to estimate the geometrically aligned distance from the camera to the object center. We validated our method on both synthetic and real-world datasets to evaluate category-level object pose and shape.

Index Terms—Robot manipulation, augmented reality, object shape estimation, object pose estimation.

I. INTRODUCTION

3D object recognition is one of the crucial tasks in various robotics and computer vision applications, such as robot manipulation and augmented reality (AR). To recognize and interact with objects in the 3D space, these applications require acquiring the types, shapes, sizes, locations, and orientations of the objects. For example, for a robot to grasp a mug, it needs to know what kind of a mug it is (type), how it is shaped (shape), how big or small the mug is (size), where the mug is exactly lying (location), and in what direction the handle of the mug is pointing (orientation). In augmented reality, these kinds of information also enable virtual interaction with the objects re-rendered from the real world. The shape and size information can be referred to as a metric scale object shape. The location and orientation of an object can be interpreted as a 6D object pose, with 3 degrees of freedom for each.

Many of the previous 6D object pose estimation methods have tried to solve instance-level pose estimation, by assuming that the 3D CAD model and size information of each object is known. Recent RGB-based approaches [19], [25] have shown remarkable performances utilizing the Perspective-n-Point (PnP) algorithm [12]. However, it is not easy to have or obtain accurate 3D scans of every object, and this makes it difficult to apply these algorithms in general settings where the objects have never been seen before, and therefore have no 3D CAD models. Also, it is inefficient to train a separate network each time a new object is observed.

To address this problem, category-level 6D pose and size estimation approaches have been proposed to handle unseen objects. Category-level pose estimation tasks assume that the object instances have not been previously seen, but their categories are still within known categories. Wang et al. [30] introduced a new representation called Normalized Object Coordinate Space (NOCS), to align different object instances within one category in a shared orientation. By predicting a category-wise similar NOCS map, it can estimate the 6D pose of an unseen object without a 3D model. To estimate an object pose and size information, previous category-level 6D pose estimation methods [30], [26], [2] have required depth information instead of 3D model information. Chen et al. [5] proposed an algorithm that predicts the shape and the pose of an object without using depth information, but its RGB-based object shape estimation results lack object size information. Moreover, current category-level pose estimation methods do not deal with metric scale object shapes in 3D space.

In this paper, we propose a CNN-based category-level metric scale object shape and pose estimation algorithm, utilizing only a single RGB image with none or very sparse depth information. Our algorithm consists of two neural network branches, where one performs the metric scale mesh estimation and the other one estimates the NOCS map. We replace the 3D CAD model or the depth information that was used in the previous 6D pose estimation approaches, with the metric scale mesh itself and the rendered depth map acquired by projecting the mesh onto the image plane. With the obtained NOCS map and the rendered depth map, our network predicts the size and 6D pose of an object via similarity transformation [28].
Our framework first detects class label, bounding box and segmentation mask using the off-the-shelf instance segmentation method. The detected image patch goes into two branches: a metric scale object shape branch (MSOS) and a normalized object coordinate space branch (NOCS). The MSOS branch estimates the shape of the metric scale objects and rendered depths by projecting the predicted metric scale object mesh onto the image plane. The 6D object pose is obtained by similarity transformation using a rendered depth map and the predicted NOCS map.

II. RELATED WORK

A. Instance-level object pose estimation

With the increasing interest in 3D object recognition, various instance-level object pose estimation approaches have been introduced. Instance-level pose estimation approaches can be broadly divided into two categories: correspondence-based methods and regression-based methods. The regression-based methods directly infer the rotation and translation from input images. The challenging part of these approaches is that non-linearity in the pose space makes training hard to generalize \cite{23}. To get an accurate pose, these methods require certain types of refinement processes such as ICP which are based on 3D CAD models \cite{22}. Correspondence-based methods rely on point matching between the 2D image and a 3D model. \cite{17, 33, 13} regressed the corresponding 3D object coordinates for each image pixel in the masked region. \cite{19, 20, 25, 27} detected the keypoints in the projected 3D points on the image and then solved a non-linear problem using the Perspective-n-Point (PnP) algorithm \cite{12}. While all of the aforementioned instance-level works have shown impressive results, most of them require 3D CAD model information at both the training and inference times. This dependency on 3D CAD models limits their applicability since storing and updating all objects at test time is time consuming and impractical for real-world scenarios.

B. Category-level object pose estimation

Some methods have focused on estimating the pose of unseen objects using known categories during training when no instance-specific 3D models are given at test time. As a pioneering work, Wang et al. \cite{30} introduced a Normalized Object Coordinate Space (NOCS) for category-level 6D object pose estimation. Wang et al. estimated NOCS, the shared canonical representation of object instances within a category, from the RGB image. It indirectly estimates the pose and size of an object by matching their predicted NOCS map and observed depth map using non-linear solutions \cite{28}. Tian et al. \cite{26} proposed a more advanced network that explicitly learns deformation from the shape prior to estimating the NOCS map. Chen et al. \cite{2} regressed the pose and size directly from the image and depth. However, to reliably predict object size, these methods inevitably require depth information. Recently, Chen et al. \cite{5} proposed a generative model that generates the object appearance from various viewpoints. Synthesis \cite{5} estimates an object pose from an RGB image by matching the input and the generated appearance using an iterative alignment at inference time. Therefore, this approach does not handle 3D object shapes and sizes.

III. CATEGORY-LEVEL METRIC SCALE OBJECT SHAPE AND POSE ESTIMATION

Given an RGB image, our goal is to estimate the object shape, pose, and size of an object instance. Fig. 2 shows the overall pipeline of our framework. Our framework detects the class label, bounding box, and segmentation using an off-the-shelf instance segmentation network. The detected image patches are then used as inputs of the two branches: a metric scale object shape branch (MSOS) and a normalized object coordinate space branch (NOCS). The MSOS branch estimates the object shape in the metric scale (Sec. III-A) and renders 2D depth maps by projecting the predicted metric scale object shape onto the image plane (Sec. III-B). The rendered depth map and predicted NOCS map from the NOCS branch are
Fig. 3: **Illustration of the MSOS branch.** Our metric scale object shape branch (MSOS) has two headers with a shared feature encoder. The mesh header estimates a normalized object mesh. The Z header estimates the object center and radius to lift the normalized object mesh to the metric scale object mesh. Graph convolution is used to refine the mesh.

Fig. 4: **Difference between point cloud and mesh representation.** Compared to mesh representation, point cloud representation does not contain information on the object surface and invisible parts, therefore the shape is too sparse.

A. **Metric Scale Object Shape branch (MSOS)**

Various methods have been developed for different 3D shape representations, such as voxels [6], [11], [32], point clouds [11], [7], [14] and meshes [9], [10], [16], [31]. In robotics and AR applications, we believe that dense and accurate 3D shape representation is necessary. The accuracy of the detailed structure in a voxel representation is dependent on the voxel resolution in 3D space. Point cloud representation may handle more details with less-quantized 3D points, but as shown in Fig. 4, it does not contain object surface information and as a result, the shape is too sparse. For these reasons, we chose the mesh representation, which is capable of showing both dense and accurate 3D shapes. Also, mesh enables the depth rendering process described in Sec. III-B.

The Metric Scale Object Shape (MSOS) branch estimates the metric scale object mesh from the camera coordinate using a single image. Fig. 3 shows details of the MSOS branch. The MSOS branch consists of two jointly-trained headers with a shared encoder. The mesh header estimates the normalized object mesh, and the Z header predicts Z information, which is the distance of the object along the z-axis from the camera center, to lift the normalized object shape to a metric scale object shape.

1) **Normalized Object Mesh Estimation (Mesh header):** Instead of training a single network for each category [19], [20], [25], [27], we aim to cover all object categories with a single network [26], [30]. For this reason, while not being sensitive to any specific network baseline, we follow a similar scheme as the Mesh R-CNN [9] to estimate the normalized object mesh \( M_{\text{norm}} \). The detected object in the instance segmentation stage is cropped using the bounding box and is resized to have the same patch size. By taking this resized image patch as input, the mesh header can efficiently learn the object shape by utilizing just the relevant information.

2) **Normalized Object Center Estimation (NOCE):** To transform the predicted normalized mesh into the camera coordinate, i.e. metric scale, we need the location and scale information of the object. As shown in Fig. 3, we represent the distance from the camera to the object center in the z-axis as object center Z, and we also define the radius of the metric scale object mesh as object radius R. The object center handles the location of the metric mesh, and the object radius decides the scale/size. We call our object center and object radius estimation branch the Z header since both values are predicted along the z-axis from the camera.

Estimating the distance to the center of an object using only an RGB image is challenging. The main reason is that the RGB image does not contain any information regarding 3D volume. To tackle this problem, we implicitly embed the mesh prediction feature in the training process, using a shared feature encoder for the mesh header and Z header. We believe that by jointly estimating object shape and object center, each header can be guided using the objective of the other header.

As explained in Sec. III-A1 using a cropped and resized image on the object region as input for our mesh header is beneficial for mesh quality and efficient inference. However, when resizing the cropped image patch, the information in the detected bounding box is lost. This is crucial since the size of the bounding box implies the distance from the camera to the object. Accordingly, resizing the image will cause ambiguity for on Z and R prediction. For example, as illustrated in Fig. 5 upsampling the original image patch is similar to taking the camera closer to the scene, which alters the original Z information. Therefore, the two detected mugs appear to be the same size in the input image patch, while having a completely different object center. This makes the object center prediction...
using a cropped and resized image patch an ill-posed problem.

To solve this problem, we propose the normalized object center estimation (NOCE). The NOCE linearly scales the ground truth object center \( Z \) by using the size information of the detected bounding box. We compensate the resizing ratio \( \tau \) to the object center \( Z \), as

\[
\tau = \frac{H_o}{H_{\text{patch}}},
\]

where \( \tau = H_o/\tau \), while \( H_o \) refers to the size of the original bounding box, \( H_{\text{patch}} \) is the size of the network input image patch, and \( f \) denotes the camera focal length. Instead of the original \( Z \), the normalized object center \( Z_{\text{NOCE}} \) is used as ground truth during training. By doing this, similar objects in similar scenes will have similar \( Z_{\text{NOCE}} \) values, which significantly helps to improve the metric scale object shape and translation estimation. At inference time, we divide the predicted \( Z \) by \( \tau \) to restore the original object center information.

The object radius \( R \) is also jointly learned by our \( Z \) header. In the same context as NOCE, the object radius \( R \) is trained on the normalized scale. The final prediction \( R \) is then multiplied by \( Z \) to restore the original object size.

3) Generating the Metric Scale Mesh: The final stage of our MSOS branch is to convert the predicted normalized mesh from the mesh header to metric scale mesh, using object center \( Z \) and object radius \( R \) estimation values from the \( Z \) header, as in,

\[
M_{\text{metric}} = f_{\text{scale}}(K, M_{\text{norm}}, Z, R),
\]

\( f_{\text{scale}} \) transforms the normalized mesh to camera coordinate systems to make metric scale objects with the camera intrinsic \( K \). Fig. 5 shows the intuitive process of \( f_{\text{scale}} \) and how it lifts the normalized object shape to metric scale object shape from a detected image patch. Using the original 2D bounding box, the predicted \( Z \) and \( R \), \( f_{\text{scale}} \) obtains a 3D bounding box on the camera coordinate. It then optimizes the normalized mesh into metric scale using keypoint correspondences between the normalized 3D bounding box and the estimated 3D bounding box.

B. Depth Rendering

Previous NOCS-based approaches [30], [26] use the predicted NOCS map and observed depth map to estimate the pose by similarity transformation. One of the naive approaches to replace the observed depth information in an RGB setup is to apply monocular depth estimation. However, we choose to project our metric scale object mesh into the image plane to obtain a rendered depth map. We believe that our metric scale object shape generates more qualified depth for pose estimation than directly regressing the depths. We use the DIB-R renderer [4], [29], and our predicted metric mesh \( M_{\text{metric}} \) for our depth rendering. The rendered depth map is denoted as \( D_r \). Directly regressing the depth information for each pixel makes it difficult to consider the local surface connection and overall 3D structure. Our depth, rendered through the metric scale object surface, makes it possible to estimate the dense depth with each pixel relation using faces. We compared the metric scale based depth and the direct regression depth in an ablation study (Sec. IV-A).

Inspired by Cartman, winner of the 2017 Amazon robotics challenge [15], we considered a setup where very sparse depth information is given in the depth rendering process. Note that our method is RGB-based, but can refine the rendered depth map using sparse depth input without additional training. When the additional sparse depth map is given, we can correct the initially predicted \( Z \) and \( R \) to \( Z \) and \( R \), using the difference between the observed sparse depth and the depth value of the matching pixel from our rendered depth map \( D_r \). Then, we regenerate the metric scale object mesh \( M_{\text{metric}} \) with the normalized mesh \( M_{\text{norm}} \), \( Z \), and \( R \). Using \( M_{\text{metric}} \) and the DIB-R renderer mentioned before, we get the refined/re-scaled rendered depth map \( D_r \). Specifically, we experimented on a setup where we used the depth value of only one pixel per object. We represent this setup as RGB-OD. Fig. 6 shows the modifying process.

C. Pose Estimation

In the category-level pose estimation, Wang et al. [30] and Tian et al. [26] showed effective pose and size estimation using a normalized object coordinate space (NOCS) map. The NOCS has the advantage of representing different object instances in the same category to the unified object coordinate space. Existing NOCS based methods [30], [26] estimate the
similarity transformation parameters (rotation, translation, and size) by matching the pixel location of observed depth $D_o$ and the predicted NOCS map. Compared to these approaches, we used the depth map $D_r$ rendered from our predicted metric scale mesh in the MSOS branch. Given the rendered depth $D_r$ and NOCS $N_c$, the object rotation, translation and size are estimated via the Umeyama algorithm [23] and RANSAC [8].

D. Loss

To train our framework, we introduced our loss functions in the MSOS branch. The MSOS consists of two main headers: the mesh header and Z-header. To train the mesh header, we adopted voxel loss $\zeta_{\text{voxel}}$ and normalized mesh loss $\zeta_{\text{norm}}$ from Mesh R-CNN [9], where voxel loss computes the binary cross entropy (BCE), measured on a quantized voxel grid, and the normalized mesh loss is a combination of the chamfer distance between the predicted and ground truth point clouds, the inner product between the predicted and ground truth surface normal of the mesh, and the shape-regularizing edge loss. For Z header, we applied radius loss $\zeta_R$ and our proposed normalized object center estimation (NOCE) loss $\zeta_{\text{NOCE}}$, which are simple smooth $l_1$ losses.

Finally, we defined the MSOS branch loss functions:

$$\zeta_{\text{MSOS}} = \lambda_{\text{voxel}}\zeta_{\text{voxel}} + \lambda_{\text{norm}}\zeta_{\text{norm}} + \lambda_R\zeta_R + \lambda_{\text{NOCE}}\zeta_{\text{NOCE}},$$

(3)

where $\lambda_{\text{voxel}}$, $\lambda_{\text{norm}}$, $\lambda_R$ and $\lambda_{\text{NOCE}}$ are weighting parameters, which are set empirically.

IV. EXPERIMENTS

Datasets. We evaluated our method on two standard benchmarks in the task of category-level object pose estimation: Context-Aware MixedEd ReAlity (CAMERA) and the REAL dataset [30]. The CAMERA dataset is generated by rendering and compositing synthetic objects into real images in a context-aware manner. It comprises 300k synthetic images, where 25k images are for the evaluation. The synthetic training set contains 1085 object instances selected from 6 different categories - bottle, bowl, camera, can, laptop and mug. The evaluation set contains 184 different instances. The REAL [30] dataset is complementary to the synthetic data. It has 43,000 real-world images of 7 scenes for training and 2,750 real-world images of 6 scenes for evaluation. It contains 42 unique objects with 6 categories. Each evaluation set is noted as CAMERA25 and REAL275.

Metrics. We followed the previous pose and size evaluation metric from the NOCS [30], which evaluates the performance of 3D object detection and 6D pose estimation. We report the average precision at different Intersection-Over-Union (IoU) thresholds for 3D object detection. Threshold values of 25%, 50%, and 75% were used to evaluate the results. For 6D object pose evaluation, the average precision was computed at rotation ($r^\circ$) and translation ($t$ cm) errors. For example, the $10^\circ$ 10cm metric denotes the average precision of object instances where the error is less than $10^\circ$ and 10cm.

We used the chamfer distance ($\times 10^{-3}$) and normal consistency from [9] to evaluate our metric scale object shape. To evaluate the depth, we adapted the standard evaluation metrics [24]. Let $D_t$ denotes the ground truth depth at a pixel location $i$ and $D_i$ denotes the estimated depth. The depth evaluation metrics are specified as follows, $RMS_{\delta} := \frac{1}{|I|} \sum_{i \in I} \sqrt{(\hat{D}_i - D_i)^2}$, $REL := \frac{1}{|I|} \sum_{i \in I} \left( \frac{\hat{D}_i - D_i}{\hat{D}_i} \right)$, $\delta_T := \% \text{ of pixels satisfying max}(\frac{\hat{D}_i}{D_i}, \frac{D_i}{\hat{D}_i}) < \tau$.

Implementation details. Our MSOS branch uses a 4-channeled input, with an RGB image and a predicted segmentation mask, where we resize the input to $192 \times 192$ pixels. We used the shared encoder structure from Chen et al. [3]. Due to the memory limitation, we set the 12 channels for voxel predictions. In the Z header, each object center and radius decoders comprise 4 convolutional layers with kernel size 3 and 2 fully connected layers with ReLU activation. We use the NOCS branch from off-the-shelf methods of NOCS predictor from [26]. Our overall pipeline was only trained on the CAMERA dataset. We trained our MSOS branch from scratch, and we used the pretrained weights from the original paper for the NOCS branch. We implemented our framework in PyTorch [18] and trained the MSOS branch using a single GPU (Titan Xp). We empirically set the $\lambda_{\text{voxel}} = 3$, $\lambda_{\text{norm}} = 1$, $\lambda_{\text{NOCE}} = 30$, $\lambda_R = 30$. We used the Adam optimizer with an initial learning rate of 0.0001 and the batch size of 16. In each stage, we decreased the learning rate by a factor of 0.6, 0.3, 0.1, 0.01 for each 15k, 30k, 45k, 60k iteration.

A. Ablation study

We performed an ablation study to evaluate our various design choices. Both the training and testing were done on the CAMERA dataset. Overall performances are summarized in Tab. 1.

Depth rendering. As mentioned in Sec. III-B, we compare our rendered depth map with simple UNet-based [21] monocular depth estimation results. Comparing the first two rows in Tab. 1, it is clear that obtaining the depth map using our depth rendering with the predicted metric scale mesh outperformed all the metrics compared to the UNet-based depth estimation. Also, UNet does not predict the metric scale shape of the 3D object, thereby the results are marked as ‘-’ in the 3D shape metric. In particular, the depth rendering results have a significant lead in the rotation evaluation. We believe that our rendered depth contains the surface information between adjacent pixels based on face information from our predicted mesh. These results demonstrate the superiority of our metric scale mesh based depth rendering approach over direct depth regression.

Object Center Estimation. As was explained in Sec. III-A2, we proposed a shared feature encoder training and normalized object center estimation (NOCE) technique for robust object center estimation. To ablate the effectiveness of our design choices, we used the same NOCS map in the evaluation. The second row in Tab. 1 does not use NOCE but directly estimates the object center $\hat{Z}$ from an image patch that has not been resized. Tab. 1 shows that using NOCE and shared feature encoder improves their overall performance, respectively. We
TABLE I: Ablation study of our design choices. We compared 4 variations of our framework on the CAMERA25 dataset. We evaluated performances on 3D shape, 2D Depth, and 6D pose and size.

| Method          | Input | 3D Shape | 2D Depth | 6D Pose and Size |
|-----------------|-------|----------|----------|------------------|
|                 |       | Channel 2 | Normal 1 | RMSE 1 | KRE 1 | Nt 1 | 25 | 50 | 75 | 10 cm | 10’ | 10’10cm |
| Regression Sep. | -     | -        | 0.1700   | 0.2143 | 0.8274 | 50.1 | 15.4 | 1.7 | 18.9 | 27.9 | 6.1 |
| Rendered Sep.   | ✓     | ✓        | 0.1309   | 0.0984 | 0.9233 | 66.6 | 23.3 | 4   | 24.8 | 63.8 | 16.6 |
| Rendered Sep.   | ✓     | ✓        | 0.1294   | 0.0914 | 0.9736 | 71.9 | 29.2 | 4.6 | 28.0 | 61.6 | 18.2 |
| Rendered Shared | ✓     | ✓        | 0.1168   | 0.0898 | 0.9486 | 75.4 | 32.4 | 5.1 | 29.7 | 60.8 | 19.2 |

TABLE II: Quantitative comparison with the state-of-the-art methods on the REAL275 dataset. Empty entries either could not be evaluated, or were not reported in the original paper.

| Method          | Input | 3D Shape | 2D Depth | 6D Pose and Size |
|-----------------|-------|----------|----------|------------------|
|                 |       | Channel 2 | Normal 1 | RMSE 1 | KRE 1 | Nt 1 | 25 | 50 | 75 | 10 cm | 10’ | 10’10cm |
| Synthesis [5]   | RGB   | 62       | 23.4     | 3.0 | 34.0 | 14.2 | 4.8 |
| Ours            | RGB   | 84.4     | 76.9     | 30.1 | 97.9 | 24.8 | 24.3 |
| NOCS [30]       | RGB-D | 83.4     | 77.4     | 53.5 | 99.4 | 57.5 | 56.2 |
| Shape-Prior [26]| RGB-D | 84.4     | 79.3     |       |        | 58.3 |
| CASS [2]        | RGB-D | 81.6     | 68.1     | 32.9 | 96.7 | 28.7 | 26.5 |
| Ours            | RGB-OD| 90.0     | 87.8     | 69.1 | 99.0 | 63.5 | 63.1 |
| NOCS [30]       | RGB-D | 94.2     | 93       | 84.5 | 99.4 | 80.1 | 79.8 |
| Shape-Prior [26]| RGB-D | 93.8     | 90.8     | 72.8 | 96.6 | 60.7 | 58.9 |

Fig. 7: Comparison with state-of-the-art RGB-D methods on the CAMERA25 dataset.

TABLE III: Quantitative comparison with state-of-the-art methods on the CAMERA25 dataset.

B. Comparison with state-of-the-art

1) RGB based methods: To the best of our knowledge, Synthesis by Chen et al. [5] is the only method in the RGB-based category-level pose estimation. Since Synthesis [5] has no results using the CAMERA25 dataset, we only compared our method on the REAL275 dataset. Note that Synthesis [5] cannot estimate the size of an object. Tab. [11] shows that our method achieved state-of-the-art results in the RGB-based category-level pose estimation. Especially, our method achieved more than double the performance at 10° metric (29.2% compared to 14.2%).

2) RGB-D based methods: We also compared our performance on the RGB-OD setup with RGB-D-based state-of-the-art methods on both the CAMERA25 and REAL275 datasets. As mentioned earlier, our RGB-OD setup uses only one pixel depth value per object.

The results on the REAL275 dataset are summarized in Tab. [11] and the results on the CAMERA25 dataset are summarized in Tab. [11]. In the evaluation of the REAL275 dataset, note that unlike the existing RGB-D methods [30], [26], we trained only with the CAMERA dataset. Both tables show that our RGB-OD results were significantly better than our results with the RGB-only setup. While our RGB-based method still performed the best among RGB-only approaches, we can say that it is still a challenging problem to solve the object center estimation and object size estimation problem without using any reliable depth information.

Comparing our RGB-OD results to other RGB-D approaches, ours performed comparably well in both datasets and even outperformed NOCS [30] on the 3D IoU metrics in the CAMERA25 dataset, and on the 10° metric in the REAL275 dataset. Also, Fig. 7 shows that our method achieved higher performance after around 12° threshold errors than NOCS [30] on the mAP of the rotation metric. The results show that our proposed algorithm was powerful in the RGB-only comparison, and was also comparable to previous RGB-D methods while using only a single pixel depth value without any additional training.

3) Qualitative results: Fig. 8 and Fig. 9 show examples of our predictions on both the REAL275 and CAMERA25 datasets. The REAL275 consists of 6 scenarios and Fig. 8 visualizes each scene of the 3D shape and 6D pose results. It shows that our method estimated the 3D shape and 6D pose pretty well, even when the appearance and the position and orientation were different. Fig. 9 shows that our method jointly predicted the object shape with fine details such as a bottle...
head, a mug, and a thin laptop with the accurate pose. Our object prediction reconstructed well, even for invisible parts.

V. CONCLUSIONS

In this paper, we proposed a framework for estimating the metric scale shape and 6D pose of a category-level object utilizing only a single RGB image with none or very sparse depth information. Our framework consists of two branches, where the Metric Scale Object Shape branch (MSOS) predicts the metric scale object mesh and the Normalized Object Coordinate Space branch (NOCS) estimates the normalized object coordinate space map. In our MSOS branch, we propose the Normalized Object Center Estimation (NOCE) with a shared feature encoder to implicitly guide the geometrically aligned object center prediction using 3D volume information. Using additional similarity transformation between the predicted metric scale mesh and NOCS map, our algorithm outputs metric scale mesh, 6d pose, and the size of an object. Our results show that our method achieved the state-of-the-art performance for RGB-based methods and our RGB-OD approach was on par and sometimes better performance than the RGB-D methods.
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