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Abstract. In this article starting from some reductions of hyperelliptic integrals of genus 3 into elliptic integrals, due to Michael Roberts (A Tract on the addition of Elliptic and hyperelliptic integrals, Hodger, Foster and Co, 1871) we obtain several identities which, to the best of our knowledge, are all new. The strategy used at this purpose is to evaluate Roberts integrals, in two different ways, on one side by means of elliptic integrals, obtained from the Roberts method of reduction and, on the other side, using multivariate hypergeometric functions.
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1. Introduction

Perhaps the most famous reduction scheme for hyperelliptic integrals is due to Jacobi, [7] where the following identity, being $a > b > 1$ and $c = -\sqrt{a} - \sqrt{b}^2/(1 - a)(1 - b)$ is established

$$
\int_0^1 \frac{\sqrt{ab} + z}{\sqrt{z(z-1)(z-ab)(z-a)(z-b)}} \, dz
= \frac{1}{\sqrt{(1-a)(1-b)}} \int_0^1 \frac{dx}{\sqrt{x(1-x)(1-cx)}}
$$

(1.1)
Identity (1.1) stems from the second degree transformation \( x = (1 - a)(1 - b)z / (z - a)(z - b) \). Generally speaking, reductions of hyperelliptic integrals are possible when a variable transformation links an hyperelliptic integral to an elliptic integral. Implications and consequences of this situation has been exploited, for example, in the articles [11–13], in which historically famous reductions due to the aforementioned Jacobi [7], Legendre [9,10], Hermite [6] and Goursat [4] have been used, to obtain, several identities between hypergeometric functions with different numbers of variables.

In this article, this technique is used starting from a class of reductions, probably less known, due to the Irish mathematician Micheal Roberts (1817–1882). A scientific biography of Roberts is provided by [18]. In [15], section 63, Roberts presented reductions of some genus 3 hyperelliptic integrals of the form:

\[
R_n = \int \frac{x^n}{\sqrt{x^8 - px^6 + qx^4 - px^2 + 1}} \, dx = \int \frac{x^n}{\sqrt{P(x)}} \, dx, \tag{1.2}
\]

with \( n \) non negative even integer, dealing in particular with exponents \( n = 0, 2, 4 \). Reduction is achieved using the second degree Cauchy–Schlömilch transformation:

\[
 u = x + \frac{1}{x} \iff x = \frac{1}{2} \left( u \pm \sqrt{u^2 - 4} \right) \implies dx = \frac{1}{2} \left( 1 \pm \frac{u}{\sqrt{u^2 - 4}} \right) \, du. \tag{1.3}
\]

For historical references about Cauchy–Schlömilch transformation, it is noteworthy the recent paper [1], while in [12] the use of the transformation by Legendre, very similar to the one of Roberts, is mentioned. The double sign depends on the non monotonicity of the transformation (1.3): sign + has to be taken when \( x \in [0, 1] \) and – when \( x \in (1, \infty) \) according to Fig. 1: Transformation (1.3) generates two integrals:

\[
 R_n = \frac{1}{2^{n-1}} \int \frac{\left( \sqrt{u^2 - 4} \pm u \right)^{n-1}}{\sqrt{u^2 - 4}} \frac{1}{\sqrt{u^4 - (p + 4)u^2 + q + 2p + 2}} \, du. \tag{1.4}
\]

The first integral in (1.4) holds radical \( \sqrt{u^2 - 4} \) a further transformation \( v = \sqrt{u^2 - 4} \), gives, restricting, for instance, to \( x \in [0, 1] \) provides:

\[
 R_0 = \frac{1}{2} \left( \int \frac{du}{\sqrt{u^4 - (p + 4)u^2 + q + 2p + 2}} + \int \frac{dv}{\sqrt{v^4 - (p - 4)v^2 + q - 2p + 2}} \right) \tag{1.5}
\]

\[
 R_2 = \frac{1}{2} \left( -\int \frac{du}{\sqrt{u^4 - (p + 4)u^2 + q + 2p + 2}} + \int \frac{dv}{\sqrt{v^4 - (p - 4)v^2 + q - 2p + 2}} \right) \tag{1.6}
\]

\[
 R_4 = \frac{1}{2} \left( \int \frac{(1 - u^2)du}{\sqrt{u^4 - (p + 4)u^2 + q + 2p + 2}} + \int \frac{(1 + v^2)dv}{\sqrt{v^4 - (p - 4)v^2 + q - 2p + 2}} \right) \tag{1.7}
\]
When integrating in the interval $[1, \infty)$ the sign has to be changed. In the present paper, on one side we complete Roberts’s approach, producing several integration tables, Sect. 2, in terms of elliptic integrals, according to the different possible domains of integration, referring for simplicity only to the intervals which induce complete elliptic integrals. This contribution is of some interest in itself, given that traditional repertoires such as [2] and [5] do not report this kind of integrals. It is worth noting that Roberts’s reductions are possible also for integrals with higher (even) exponents $n$ that can, as well, be reduced to elliptic integrals. In Sect. 3, as exposed in Lemmata 3.1, 3.2 and 3.3, we evaluate Roberts integrals using Lauricella functions of three or four variables establishing connections with Gauss hypergeometric function of one variable $\text{}_2\text{F}_1$ and Appell hypergeometric function of two variables $\text{F}_1$, Sects. 4, 5 and 6. In the arxiv preprint [14], of which this work is an extension, Roberts’ results are used to obtain representations of $\pi$.

2. The Roberts’s Table of Integrals

In order to compute Roberts integrals $R_n$ defined in (1.2), we, of course, need the roots of the polynomial:
\[ P(x) = x^8 - px^6 + qx^4 - px^2 + 1 = 0. \]  

(2.1)

Form transformation (1.3) we obtain:

\[ x^4 \left( x^4 + \frac{1}{x^4} - p \left( \frac{x^2}{x^4} + \frac{1}{x^2} \right) + q \right) = x^4 \left( (u^2 - 2)^2 - 2 - p(u^2 - 2) + q \right). \]

Therefore roots of (2.1) are found via the auxiliary equation:

\[ u^4 - (p + 4)u^2 + 2p + q + 2 = 0. \]

Observe that if \( r \) is a root of (2.1), then \( -r \) and \( r^{-1} \) also are roots of (2.1).
Moreover, if 1 is root of (2.1) it shall be double. Hence three main situation for the roots of \( P(x) = 0 \) can occur:

- 8 real roots
- 4 real and 2 pairs of conjugate complex roots
- 4 pairs of conjugate complex roots

Thus we can factor \( P(x) \) finding two complex numbers \( a, b \) such that:

\[ P(x) = (x^2 - a^2) \left( x^2 - \frac{1}{a^2} \right) (x^2 - b^2) \left( x^2 - \frac{1}{b^2} \right) \]  

(2.2)

This implies, using a sort of reverse engineering, that in the integrand of (1.2) the argument of the square root can be written taking \( p \) and \( q \) as:

\[ p = \frac{(a^2 + b^2) \left( 1 + a^2 b^2 \right)}{a^2 b^2}, \quad q = \frac{1 + a^4 b^4 + (a^2 + b^2)^2}{a^2 b^2}. \]

We will evaluate the \( R_n \) integrals for \( n = 0, 2, 4 \), in each case we provide the integration depending on the number of real roots of \( P(x) = 0 \) expressed via (2.2) in terms of parameters \( a, b \).

**2.1. Power \( n = 0 \)**

**2.1.1. Subcase: \( P(x) \) has 8 Real Roots.** First we introduce a specific notation to describe how (1.2) specializes when the power \( n \), the integration interval, and the number of \( P(x) \)'s real roots, vary. With \( P(x) \) given by (2.2) and \( a, b \in \mathbb{R} \), with \( 1 < a < b \), we write:

\[ \text{s}R_n^{[0, 1/b]}(a, b) = \int_0^{\frac{1}{b}} \frac{x^n}{\sqrt{P(x)}} \, dx, \quad \text{s}R_n^{[1/a, a]}(a, b) = \int_{\frac{1}{a}}^a \frac{x^n}{\sqrt{P(x)}} \, dx, \]

\[ \text{s}R_n^{[b, \infty]}(a, b) = \int_b^\infty \frac{x^n}{\sqrt{P(x)}} \, dx. \]

The left index “\( s \)” recalls the number of real roots of (2.1); the apex concerns the integration interval; the right index marks the degree of power at numerator of each integrals, and finally the argument within round brackets defines the generators of the roots of (2.1). We will use similar notations in the following.

Using transformation (1.2) we get the following complete elliptic integrals in intervals \([0, 1/b], [1/a, a], [b, \infty]\), which are listed in the Table 2.1 below.
Table 2.1.

\[ sR_0^{[0,1/b]}(a, b) = \frac{1}{2} \left( \frac{b}{1+b^2} K\left(\frac{b(1+a^2)}{a(1+b^2)}\right) - \frac{b}{1-b^2} K\left(\frac{b(1-a^2)}{a(1-b^2)}\right) \right) \] (2.3)

\[ sR_0^{[1/a,a]}(a, b) = \frac{b}{b^2-1} K\left(\frac{b(a^2-1)}{a(b^2-1)}\right) \] (2.4)

\[ sR_0^{(b,\infty)}(a, b) = \frac{1}{2} \left( \frac{b}{b^2-1} K\left(\frac{b(a^2-1)}{a(b^2-1)}\right) - \frac{b}{b^2+1} K\left(\frac{b(a^2+1)}{a(b^2+1)}\right) \right) \] (2.5)

**Proof.** We start with (2.3). From formula (1.5) we get:

\[ sR_0^{[0,1/b]}(a, b) = \frac{1}{2} \left( \int_{b+\frac{1}{b}}^{\infty} \frac{du}{\sqrt{[(a+\frac{1}{a})^2 - u^2][(b+\frac{1}{b})^2 - u^2]}} + \int_{b-\frac{1}{b}}^{\infty} \frac{du}{\sqrt{[(a-\frac{1}{a})^2 - u^2][(b-\frac{1}{b})^2 - u^2]}} \right) \]

At right side we recognize two complete elliptic integrals of first kind, namely entries 3.151-12 page 277 of [5] or 215.00 of [2], proving (2.3). The calculation of \( sR_0^{[1/a,a]}(a, b) \) is much more laborious, since it is necessary to separate the integration interval, as anticipated in the introduction. To use (1.3) we have to split \([1/a, a] = [1/a, 1] \cup [1, a].\)

\[ sR_0^{[1/a,a]}(a, b) = \int_{1}^{1/b} \frac{dx}{\sqrt{P(x)}} + \int_{1/a}^{a} \frac{dx}{\sqrt{P(x)}} = I_2^{(1)}(a, b) + I_2^{(2)}(a, b). \]

For \( I_2^{(1)}(a, b) \) from (1.3), observing that being \( x \in [0, 1] \) we must choose

\[ x = 1/2 \left( u - \sqrt{u^2 - 4} \right) \]

we get:

\[ I_2^{(1)}(a, b) = \frac{1}{2} \left( \int_{2}^{a+\frac{1}{a}} \frac{du}{\sqrt{[(a+\frac{1}{a})^2 - u^2][(b+\frac{1}{b})^2 - u^2]}} + \int_{0}^{a-\frac{1}{a}} \frac{du}{\sqrt{[(a-\frac{1}{a})^2 - u^2][(b-\frac{1}{b})^2 - u^2]}} \right) \]
and through entries 3.152-8 and 3.152-7 page 276 of [5] or entries 220.00 and 219.00 of [2]:

\[ I_2^{(1)}(a, b) = \frac{1}{2} \left( \frac{b}{b^2 + 1} F \left( \frac{\arcsin \left( \frac{a^2 - 1}{(a^2 + 1)(b^2 + 1)} \right)}{f}, a (b^2 + 1) \right) + \frac{b}{b^2 - 1} K \left( \frac{b (a^2 - 1)}{a (b^2 - 1)} \right) \right) \]

For \( I_2^{(2)}(a, b) \) the approach is similar: through the transformation \( x + 1/x = u \) with \( x \) within \([1, a]\) with \( a > 1\), so that the root to be chosen is \( x = 1/2 (u + \sqrt{u^2 - 4}) \). As a consequence:

\[ I_2^{(2)}(a, b) = \frac{1}{2} \left( -\int_{2}^{a+1/\sqrt{a}} \frac{du}{\sqrt{[(a + 1/\sqrt{a})^2 - u^2][(b + 1/b)^2 - u^2]}} + \int_{0}^{a-1/\sqrt{a}} \frac{du}{\sqrt{[(a - 1/\sqrt{a})^2 - u^2][(b - 1/b)^2 - u^2]}} \right) \]

\[ = \frac{1}{2} \left( -\int_{2}^{a+1/\sqrt{a}} \frac{du}{\sqrt{[(a + 1/\sqrt{a})^2 - u^2][(b + 1/b)^2 - u^2]}} \right) + \frac{b}{b^2 - 1} K \left( \frac{b (a^2 - 1)}{a (b^2 - 1)} \right) \]

Equation (2.4) follows by adding the expressions obtained of \( I_1^{(2)}(a, b) \) and \( I_2^{(2)}(a, b) \).

To compute \( sR_0^{[b, \infty]}(a, b) \) we see that transformation (1.3) in this situation is increasing, thus we obtain:

\[ sR_0^{[b, \infty]}(a, b) = \frac{1}{2} \left( \int_{b - 1/\sqrt{b}}^{\infty} \frac{du}{\sqrt{[(a - 1/\sqrt{a})^2 - u^2][(b - 1/b)^2 - u^2]}} - \int_{b + 1/\sqrt{b}}^{\infty} \frac{du}{\sqrt{[(a + 1/\sqrt{a})^2 - u^2][(b + 1/b)^2 - u^2]}} \right) \]

Equation (2.5) follows computing the complete elliptic integrals at right–hand side through entries 3.153-11/12 page 277 of [5] or 215.00 and 216.00 of [2].
2.1.2. Subcase: \( P(x) \) has 4 Real and 2 Pairs of Conjugate Complex Roots.

Let the polynomial (2.1) have 4 real roots and 2 pairs of conjugate complex ones which, for simplicity, we assume of modulus 1. Then we have with \( a, b \in \mathbb{R}, b > 1 \) the following representation of \( P(x) \):

\[
P(x) = \left( x^2 - \frac{1}{b^2} \right) \left( x^2 - b^2 \right) \left( x^2 - e^{-2i\alpha} \right) \left( x^2 - e^{2i\alpha} \right).
\] (2.6)

Restricting to the positive half-line, we deal with integrals on intervals \([0, 1/b]\) or \([b, \infty)\) where \( P(x) \geq 0 \), namely

\[
\begin{align*}
&4 \mathcal{R}_{0}^{[0,1/b]}(a,b) = \int_{0}^{\frac{1}{b}} \frac{dx}{\sqrt{P(x)}}, \\
&4 \mathcal{R}_{0}^{[b,\infty)}(a,b) = \int_{b}^{\infty} \frac{dx}{\sqrt{P(x)}}.
\end{align*}
\]

Transformation (1.3) applied to \(4 \mathcal{R}_{0}^{[0,1/b]}(a,b)\) and \(4 \mathcal{R}_{0}^{[b,\infty)}(a,b)\) produces the second table of integrals.

Table 2.2.

\[
\begin{align*}
4 \mathcal{R}_{0}^{[0,1/b]}(a,b) & = \frac{1}{2} \left( \frac{b}{1+b^2} K \left( \frac{2b \cos a}{1+b^2} \right) + \frac{b}{\sqrt{1-2b^2 \cos 2a + b^4}} K \left( \frac{2b \sin a}{\sqrt{1-2b^2 \cos 2a + b^4}} \right) \right) \\
4 \mathcal{R}_{0}^{[b,\infty)}(a,b) & = \frac{1}{2} \left( \frac{b}{\sqrt{1-2b^2 \cos 2a + b^4}} K \left( \frac{2b \sin a}{\sqrt{1-2b^2 \cos 2a + b^4}} \right) - \frac{b}{1+b^2} K \left( \frac{2b \cos a}{1+b^2} \right) \right)
\end{align*}
\] (2.7)

2.1.3. Subcase: \( P(x) \) has 4 Pairs of Conjugate Complex Roots. Assume that \( P(x) = 0 \iff |x| \leq 1 \). This assumption, joined to the special \( P(x) \) structure leads to:

\[
P(x) = \left( x^2 - e^{-2i\alpha} \right) \left( x^2 - e^{2i\alpha} \right) \left( 1 - 2 \cos 2a x^2 + x^4 \right) \left( 1 - 2 \cos 2b x^2 + x^4 \right)
\] (2.9)

where \( a, b \) are two real numbers. Here the table has only one entry being:

\[
0 \mathcal{R}_{0}^{[0,\infty)}(a,b) = \int_{0}^{\infty} \frac{dx}{\sqrt{(1-2 \cos 2a x^2 + x^4)(1-2 \cos 2b x^2 + x^4)}}.
\] (2.10)

Applying again transformation (1.3), we see that (2.10) is promptly seen as a first kind complete elliptic integral, providing the unique entry of Table 2.3, where we assume \( \sin^2 a > \sin^2 b \).

Table 2.3.

\[
0 \mathcal{R}_{0}^{[0,\infty)}(a,b) = \frac{1}{2 \sin a} K \left( \frac{\sqrt{\sin^2 a - \sin^2 b}}{\sin a} \right)
\] (2.11)
Proof. Again transformation (1.3), has to be applied splitting the integration domain $[0, \infty)$ in $[0, 1]$ and $[1, \infty)$: going on with the Theorem 4.3 we find that the integral (2.10) is given by:

$$0 R^{[0, \infty]}_{0}(a, b) = \int_{0}^{\infty} \frac{du}{\sqrt{(4 \sin^{2} a + u^{2}) (4 \sin^{2} b + u^{2})}} \tag{2.12}$$

thus (2.11) follows from entry 3.152-1 page 276 of [5], so that thesis follows. \hfill \square

2.2. Power $n = 2$

2.2.1. Subcase: $P(x)$ has 8 Real Roots. Assuming $1 < a < b$ we use formula (1.6) applied to the following integrals:

$$8 R^{[0, 1/b]}_{2}(a, b) = \int_{0}^{1/b} x^{2} \sqrt{P(x)} \, dx, \quad 8 R^{[1/a, a]}_{2}(a, b) = \int_{1/a}^{a} \frac{x^{2}}{\sqrt{P(x)}} \, dx,$$

$$8 R^{[b, \infty]}_{2}(a, b) = \int_{b}^{\infty} \frac{x^{2}}{\sqrt{P(x)}} \, dx,$$

being here $P(x)$ represented by (2.2)

Table 2.4.

$$8 R^{[0, 1/b]}_{2}(a, b) = \frac{1}{2} \left( \frac{1}{b^{2} - 1} K \left( \frac{b (a^{2} - 1)}{a (b^{2} - 1)} \right) - \frac{1}{b^{2} + 1} K \left( \frac{b (a^{2} + 1)}{a (b^{2} + 1)} \right) \right) \tag{2.13}$$

$$8 R^{[1/a, a]}_{2}(a, b) = \frac{b}{b^{2} - 1} K \left( \frac{b (a^{2} - 1)}{a (b^{2} - 1)} \right) \tag{2.14}$$

$$8 R^{[b, \infty]}_{2}(a, b) = \frac{1}{2} \left( \frac{b}{b^{2} - 1} K \left( \frac{b (a^{2} - 1)}{a (b^{2} - 1)} \right) + \frac{b}{b^{2} + 1} K \left( \frac{b (a^{2} + 1)}{a (b^{2} + 1)} \right) \right) \tag{2.15}$$

Proof. The method is the same of Table 2.1, we only remark that for computing $8 R^{[1/a, a]}_{2}(a, b)$ it is necessary to split the interval of integration. \hfill \square

2.2.2. Subcase: $P(x)$ has 4 Real and 2 Pairs of Conjugate Complex Roots. The structure of $P(x)$ is again given by (2.6) so we deal, for $b > 1$ and $a \in \mathbb{R}$ with integrals:

$$4 R^{[0, 1/b]}_{2}(a, b) = \int_{0}^{1/b} \frac{x^{2}}{\sqrt{P(x)}} \, dx, \quad 4 R^{[b, \infty]}_{2}(a, b) = \int_{b}^{\infty} \frac{x^{2}}{\sqrt{P(x)}} \, dx$$

The relevant table of integration is
Table 2.5.

\[ 4R_2^{[0,1/b]}(a, b) = \frac{1}{2} \left( \frac{b}{\sqrt{b^4 - 2b^2 \cos 2a + 1}} K \left( \frac{2b \sin a}{\sqrt{b^4 - 2b^2 \cos 2a + 1}} \right) - \frac{b}{1 + b^2} K \left( \frac{2b \cos a}{1 + b^2} \right) \right) \]  

(2.16)

\[ 4R_2^{[b,\infty]}(a, b) = \frac{1}{2} \left( \frac{b}{1 + b^2} K \left( \frac{2b \cos a}{1 + b^2} \right) + \frac{b}{\sqrt{1 - 2 \cos 2a b^2 + b^4}} K \left( \frac{2b \sin a}{\sqrt{1 - 2 \cos 2a b^2 + b^4}} \right) \right) \]  

(2.17)

2.2.3. Subcase: \( P(x) \) has 4 Pairs of Conjugate Complex Roots. Here \( P(x) \) is represented by (2.9) and the unique entry of the following Table 2.6 is

\[ 0R_2^{[0,\infty]}(a, b) = \int_0^\infty \frac{x^2}{\sqrt{(1 - 2 \cos 2a x^2 + x^4)(1 - 2 \cos 2b x^2 + x^4)}} \, dx. \]  

(2.18)

Assume again \( \sin^2 a > \sin^2 b \).

Table 2.6.

\[ 0R_2^{[0,\infty]}(a, b) = \frac{1}{2 \sin a} K \left( \frac{\sqrt{\sin^2 a - \sin^2 b}}{\sin a} \right) \]  

(2.19)

2.3. Power \( n = 4 \)

2.3.1. Subcase: \( P(x) \) has 8 Real Roots. In this case the Cauchy–Schlömilch transformation applied to Roberts’s integrals, leads to a difference of two divergent integrals, this will require a passage to the limit. In addition, the exponent 4 does not allow any integration on unbounded intervals. With \( P(x) \) as in (2.2) and \( 1 < a < b \) we consider integrals:

\[ 8R_4^{[0,1/b]}(a, b) := \int_0^{1/b} \frac{x^4}{\sqrt{P(x)}} \, dx, \quad 8R_4^{[1/a,a]}(a, b) := \int_{1/a}^{a} \frac{x^4}{\sqrt{P(x)}} \, dx \]  

being, of course, \( 8R_4^{[b,\infty]}(a, b) = +\infty \). Assuming \( 1 < a < b \) we write the integration table:
Table 2.7.

\[
\begin{align*}
\mathfrak{s} R_4^{[0,1/b]}(a, b) &= \frac{1}{2b} \left[ \frac{(b^4 - b^2 + 1)}{(1 - b^2)} K \left( \frac{(1 - a^2) b}{a (1 - b^2)} \right) \right. \\
& \quad + \frac{(b^4 + b^2 + 1)}{b (1 + b^2)} K \left( \frac{(a^2 + 1)}{a (b^2 + 1)} \right) \\
& \quad - (1 - b^2) E \left( \frac{(1 - a^2) b}{a (1 - b^2)} \right) - (1 + b^2) E \left( \frac{(1 + a^2) b}{a (1 + b^2)} \right) \\
& \left. \right] \\
\mathfrak{s} R_4^{[1/a,a]}(a, b) &= \frac{1}{b(b^2 - 1)} \left[ (1 - b^2 + b^4)K \left( \frac{b(a^2 - 1)}{a(b^2 - 1)} \right) \\
& \quad - (b^2 - 1)^2 E \left( \frac{b(a^2 - 1)}{a(b^2 - 1)} \right) \right] \\
\end{align*}
\]

(2.20)

\[
\begin{align*}
\mathfrak{s} R_4^{[0,1/b]}(a, b) &= \lim_{\varepsilon \to 0^+} \frac{1}{2\sqrt{P(x)}} \int_{\varepsilon}^{\frac{1}{b}} x^4 d\varepsilon \\
&= \lim_{\varepsilon \to 0^+} \left( \frac{1}{2} \int_{b}^{\frac{1}{b} + \frac{1}{b} \varepsilon} \frac{1 - u^2}{\sqrt{[(a + \frac{1}{b})^2 - u^2][(b + \frac{1}{b})^2 - u^2]}} du \\
& \quad + \frac{1}{2} \int_{b - \frac{1}{b} \varepsilon}^{\frac{1}{b} - \frac{1}{b} \varepsilon} \frac{1 + v^2}{\sqrt{[(a - \frac{1}{b})^2 - v^2][(b - \frac{1}{b})^2 - v^2]}} dv \right) \\
& \quad \text{where } \alpha > \beta \text{ and } u \to +\infty, \text{ but in (2.22) we have to evaluate their difference.} \\
\end{align*}
\]

(2.22)

Proof. To prove (2.20) we will, first, carry out the integration on $[\varepsilon, 1/b]$ using transformation (1.3), then we take the limit for $\varepsilon \to 0^+$. 

In (2.22) occur two divergent integrals of the form

\[
G(u, \alpha, \beta) = \int_{\alpha}^{u} \frac{x^2}{\sqrt{(\alpha^2 - x^2)(\beta^2 - x^2)}} dx
\]

where $\alpha > \beta$ and $u \to +\infty$, but in (2.22) we have to evaluate their difference. Now, by [5] entry 3.153-9 we have:

\[
G(u, \alpha, \beta) = \alpha \left[ F \left( \arcsin \frac{u}{\beta}, \frac{\beta}{\alpha} \right) - E \left( \arcsin \frac{u}{\beta}, \frac{\beta}{\alpha} \right) \right] + u \sqrt{\frac{u^2 - \alpha^2}{u^2 - \beta^2}}
\]

Using entries 3.151-12 page 277 of [5] and 215.00 of [2], Eq. (2.20) follows. Finally the proof of (2.21) is similar to the previous we already gave. \qed
2.3.2. Subcase: \( P(x) \) has 4 Real and 2 Pairs of Conjugate Complex Roots.
Here \( P(x) \) has the form (2.6), then, we face integral:

\[
4R_4^{[0,1/b]}(a,b) = \int_0^1 \frac{x^4}{\sqrt{(x^2 - \frac{1}{b^2})(x^2 - b^2)(1 - 2a x^2 + x^4)}} \, dx \tag{2.23}
\]

If \( b > 1 \) and \( a \in \mathbb{R} \) we have:

Table 2.8.

\[
4R_4^{[0,1/b]}(a,b) = \frac{1}{2b} \left( (1 + b^2) E \left( \frac{2b \cos a}{1 + b^2} \right) - \frac{(b^4 + b^2 + 1)}{1 + b^2} K \left( \frac{2b \cos a}{1 + b^2} \right) \right.
\]

\[
+ \frac{(b^4 - b^2 + 1)}{\sqrt{1 - 2b^2 \cos 2a + b^4}} K \left( \frac{2b \sin a}{\sqrt{1 - 2b^2 \cos 2a + b^4}} \right)
\]

\[
- \sqrt{1 - 2b^2 \cos 2a + b^4} E \left( \frac{2b \sin a}{\sqrt{1 - 2b^2 \cos 2a + b^4}} \right) \tag{2.24}
\]

3. Hypergeometric Computation of Integrals \( R_n \)

3.1. Hypergeometric Preliminaries

To evaluate, using Lauricella \( F_D^{(n)} \) functions, integrals of the form:

\[
\int \frac{x^s}{\sqrt{(x^2 - a^2)(x^2 - b^2)(x^2 - c^2)(x^2 - d^2)}} \, dx \tag{3.1}
\]

we need to specify several assumptions: we take \( a, b, c, d \) real and such that \( 0 < a < b < c < d \) or \( a, b \) real with \( 0 < a < b \) and \( c = d \) or \( a, b, c, d \) complex with \( a = \overline{b}, c = \overline{d} \). When necessary, we will impose restrictions on \( s \) to ensure convergence of integral (3.1). Lemma 3.1 deals with \( a, b, c, d \) all real, and further ones 3.2 and 3.3 will deal with complex roots. The hypergeometric Lauricella functions \( F_D^{(n)} \) of \( n \in \mathbb{N}^+ \) variables, introduced in the papers [16] and [8], see also the books [3] and [17] for an exhaustive introduction, is defined as:

\[
F_D^{(n)} \left( \begin{array}{c} a, b_1, \ldots, b_n \end{array} \mid c \begin{array}{c} x_1, \ldots, x_n \end{array} \right) := \sum_{m_1, \ldots, m_n \in \mathbb{N}} \frac{(a)_{m_1+\cdots+m_n} (b_1)_{m_1} \cdots (b_n)_{m_n}}{(c)_{m_1+\cdots+m_n} m_1! \cdots m_n!} x_1^{m_1} \cdots x_n^{m_n}
\]

where \( (x)_k \) is the Pochhammer symbol, and under the hypergeometric series usual convergence requirements \( |x_1| < 1, \ldots, |x_n| < 1 \). If \( \text{Re} \, c > \text{Re} \, a > 0 \), the relevant integral representation theorem provides:

\[
F_D^{(n)} \left( \begin{array}{c} a, b_1, \ldots, b_n \end{array} \mid c \begin{array}{c} x_1, \ldots, x_n \end{array} \right) = \frac{\Gamma(c)}{\Gamma(a) \Gamma(c-a)} \int_0^1 \frac{u^{a-1}(1-u)^{c-a-1}}{(1-x_1 u)^{b_1} \cdots (1-x_n u)^{b_n}} \, du \tag{3.2}
\]
allowing the analytic continuation to $\mathbb{C}^n$ deprived of the cartesian $n$-dimensional product of the interval $(1, \infty)$ with itself. In this article we will deal with the occurrences \( n = 4, \ n = 3 \) and \( n = 2 \) (Appel function).

In order to provide the hypergeometric integration, we take apart the different cases of roots of the eighth degree equation under the radical in (3.1).

### 3.2. Case of 8 Real Roots

We will restrict to \( x > 0 \). In fact if \( x \in [0, a] \cup [b, c] \cup [d, \infty) \) then \( (x^2 - a^2)(x^2 - b^2)(x^2 - c^2)(x^2 - d^2) \geq 0 \). We will see the following basic definite integrals:

\[
    J_1^{(s)}(a, b, c, d) = \int_0^a \frac{x^s}{\sqrt{(x^2 - a^2)(x^2 - b^2)(x^2 - c^2)(x^2 - d^2)}} \, dx \tag{3.3}
\]

\[
    J_2^{(s)}(a, b, c, d) = \int_b^c \frac{x^s}{\sqrt{(x^2 - a^2)(x^2 - b^2)(x^2 - c^2)(x^2 - d^2)}} \, dx \tag{3.4}
\]

\[
    J_3^{(s)}(a, b, c, d) = \int_d^\infty \frac{x^s}{\sqrt{(x^2 - a^2)(x^2 - b^2)(x^2 - c^2)(x^2 - d^2)}} \, dx \tag{3.5}
\]

In Lemma 3.1, we compute (3.3), (3.4) and (3.5) in terms of Lauricella functions:

**Lemma 3.1.** If \( 0 < a < b < c < d \), then:

\[
    J_1^{(s)}(a, b, c, d) = \frac{a^s \sqrt{\pi} \, \Gamma \left( \frac{s + 1}{2} \right)}{2bcd} \, F_D^{(3)} \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \mid \frac{a^2}{b^2}, \frac{a^2}{c^2}, \frac{a^2}{d^2} \right) \tag{3.6}
\]

\[
    J_2^{(s)}(a, b, c, d) = \frac{\pi b^{s-1}}{2\sqrt{(b^2 - a^2)(d^2 - b^2)}} \, F_D^{(3)} \left( \frac{1}{2}, \frac{1}{2} - s, \frac{1}{2}, \frac{1}{2} \mid - \frac{c^2 - b^2}{b^2}, \frac{c^2 - b^2}{b^2 - a^2}, \frac{c^2 - b^2}{d^2 - b^2} \right) \tag{3.7}
\]

\[
    J_3^{(s)}(a, b, c, d) = \frac{d^s \sqrt{\pi} \, \Gamma \left( \frac{3-s}{2} \right)}{2\sqrt{(d^2 - a^2)(d^2 - b^2)(d^2 - c^2)}} \, F_D^{(3)} \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \mid \frac{a^2}{a^2 - d^2}, \frac{b^2}{b^2 - d^2}, \frac{c^2}{c^2 - d^2} \right) \tag{3.8}
\]

where in (3.3) and (3.6) we assume \( s > -1 \) and in (3.5) and (3.8) we assume \( s < 3 \).

**Proof.** Through the integral representation theorem, we will compute the integrals (3.3), (3.4), (3.5). Formula (3.6) can be obtained via the change \( x = a\sqrt{u} \) in (3.3) and calling (3.2). Analogously (3.7) is found putting \( x = \sqrt{b^2 + (c^2 - b^2)u} \), while (3.8) follows from \( x = d/\sqrt{1-u} \). \(\square\)

### 3.3. Case of 4 Real Roots and 2 Pairs of Conjugate Complex Roots

In Lemma 3.2 we deal with complex roots in the integrand.
**Lemma 3.2.** Let $a, b \in \mathbb{R}$, $a < b$, $z \in \mathbb{C} \setminus \mathbb{R}$. Consider integrals:

\[
M_1(a, b, z) = \int_0^a \frac{x^s}{\sqrt{(x^2 - a^2)(x^2 - b^2)(x^2 - z^2)}} \, dx \tag{3.9}
\]

\[
M_2(a, b, z) = \int_b^\infty \frac{x^s}{\sqrt{(x^2 - a^2)(x^2 - b^2)(x^2 - z^2)}} \, dx \tag{3.10}
\]

where in (3.9) we assume $s > -1$ and in (3.10) $s < 3$. Then:

\[
M_1(a, b, z) = \frac{a^s \sqrt{\pi} \Gamma \left( \frac{s+1}{2} \right)}{2b |z|^2 \Gamma \left( \frac{s+2}{2} \right)} \mathcal{F}_D^{(3)} \left( \left. \frac{s+1}{2}; \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \right| \frac{a^2}{b^2}, \frac{a^2}{z^2}, \frac{a^2}{z^2} \right) \tag{3.11}
\]

\[
M_2(a, b, z) = \frac{b^s \sqrt{\pi}}{2\sqrt{(b^2 - a^2)(b^2 - z^2)(b^2 - z^2)}} \frac{\Gamma \left( \frac{3}{2} - \frac{s}{2} \right)}{\Gamma \left( \frac{2}{2} \right)} \mathcal{F}_D^{(3)} \left( \left. \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \right| -\frac{a^2}{b^2 - z^2}, -\frac{z^2}{b^2 - z^2}, -\frac{z^2}{b^2 - z^2} \right) \tag{3.12}
\]

**Proof.** On the steps of Proof of Lemma 3.1 in the integral (3.11) the change $x = a\sqrt{u}$ is used, whilst for (3.10) the change $x = b(1 - u)^{-1/2}$. Equations (3.11) and (3.12) follow from the integral representation theorem. \[\square\]

### 3.4. Case of 4 Pairs of Conjugate Complex Roots

Finally, analogous of two preceding Lemmas 3.1, 3.2 when the integrand has all its complex roots:

**Lemma 3.3.** Let $a, b \in \mathbb{C} \setminus \mathbb{R}$ then, if $s < 3$

\[
L_s(a, b) = \int_0^\infty \frac{x^s}{\sqrt{(x^2 - a^2)(x^2 - b^2)(x^2 - b^2)(x^2 - z^2)}} \, dx
\]

\[
= \frac{\pi(1 - s)}{4 \cos \left( \frac{\pi s}{2} \right)} \mathcal{F}_D^{(4)} \left( \left. \frac{3-s}{2}; \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \right| 1 + a^2, 1 + b^2, 1 + b^2, 1 + b^2 \right) \tag{3.13}
\]

**Proof.** In order to apply (3.2), it will be enough a change in (3.13) putting first $x = \sqrt{v}$ and after $v = (1 - u)/u$ in such a way obtaining the integral on $[0, 1]$:

\[
\frac{1}{2} \int_0^1 \frac{u^{1-s} (1 - u) - u^{1-s}}{\sqrt{1 - (1 + a^2) u} \sqrt{1 - (1 + b^2) u} \sqrt{1 - (1 + c^2) u} \sqrt{1 - (1 + d^2) u}} \, du. \tag*{\square}
\]

### 4. The Hypergeometric Reductions for Power $n = 0$

We are now in position to deduce our hypergeometric reduction identities which form the core of the article. In all the entries in the integration table presented in Sect. 2 there are complete elliptic integrals of first and second kind,
hence we will make plenty use of the well known hypergeometric representation of complete elliptic integral of first and second kind in terms of Gauss $2F_1$:

$$\frac{\pi}{2} 2F_1 \left( \frac{1}{2}; \frac{1}{2} \left| \frac{k^2}{1} \right. \right) = K(k),$$

$$\frac{\pi}{2} 2F_1 \left( \frac{1}{2}; -\frac{1}{2} \left| \frac{k^2}{1} \right. \right) = E(k).$$

4.1. Identities from Table 2.1

Evaluating $sR_0^{[0,1/b]}(a, b)$ via Lemma 3.1 and comparing the result with (2.3) we obtain:

Theorem 4.1. If $1 < a < b$ then

$$F_D^{(3)} \left( \frac{1}{2}; \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \left| \frac{a^2}{b^2}, \frac{1}{a^2b^2}, \frac{1}{b^4} \right. \right)$$

$$= \frac{b^2}{2} \left( \frac{1}{b^2 + 1} \right) 2F_1 \left( \frac{1}{2}, \frac{1}{2} \left| \left( \frac{b(a^2 + 1)}{a(b^2 + 1)} \right)^2 \right. \right) + \frac{1}{b^2 - 1} 2F_1 \left( \frac{1}{2}, \frac{1}{2} \left| \left( \frac{b(a^2 - 1)}{a(b^2 - 1)} \right)^2 \right. \right)$$

(4.1)

Proof. We use the first integration formula of Lemma 3.1, for integral (3.3) obtaining the integration formula, which holds true for $1 < a < b$:

$$sR_0^{[0,1/b]}(a, b) = \frac{\pi}{2b} F_D^{(3)} \left( \frac{1}{2}; \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \left| \frac{a^2}{b^2}, \frac{1}{a^2b^2}, \frac{1}{b^4} \right. \right)$$

(4.2)

Thus (4.1) follows from (4.2) comparing the evaluation of $sR_0^{[0,1/b]}(a, b)$ given in Table 2.1.

When one of $P(x)$ roots has the value 1, such a root has to be double, this induces an order reduction between the three variable function $F_D^{(3)}$ and the two variable Appell $F_1$:

$$F_D^{(3)} \left( a; b_1, b_2, b_3 \left| x, x, z \right. \right) = F_1 \left( a; b_1 + b_2, b_3 \left| x, z \right. \right)$$

(4.3)

Thus from (4.3) we obtain a one parameter reduction relation:

Corollary 4.2. If $b > 1$ then

$$F_1 \left( \frac{1}{2}; 1, \frac{1}{2} \left| \frac{1}{b^2}, \frac{1}{b^4} \right. \right) = \frac{b^2}{2(b^2 - 1)} \left( \frac{b^2 - 1}{b^4 - 1} \right) 2F_1 \left( \frac{1}{2}, \frac{1}{2} \left| \frac{4b^2}{(1 + b^2)^2} \right. \right) + 1 + b^2$$

(4.4)

Comparing integral (2.4) with its computation obtained using Lemma 3.1, Eq. (3.7), we find out:
Theorem 4.3. If $1 < a < b$:

$$
\begin{align*}
\left. F_D^{(3)} \right|_{\begin{array}{c}
\frac{1}{2}, \frac{1}{2}, \frac{1}{2} \\
1
\end{array}} \frac{1}{b^2-a^2}, \frac{1}{a^2b^2-1} \\
= \frac{\sqrt{(b^2-a^2)(a^2b^2-1)}}{a^3(b^2-1)} \frac{1}{2} \frac{(a^2-1)^2 b^2}{(b^2-1)^2 a^2}
\end{align*}
$$

(4.5)

Proof. We use Eq. (3.7) to evaluate integral $\int_{1/a}^{a} (a, b)$:

$$
\begin{align*}
\int_{1/a}^{a} (a, b) = \pi ab \frac{a^3 b \pi}{2 \sqrt{(b^2-a^2)(a^2b^2-1)}} \left. F_D^{(3)} \right|_{\begin{array}{c}
\frac{1}{2}, \frac{1}{2}, \frac{1}{2} \\
1
\end{array}} \frac{1}{b^2-a^2}, \frac{1}{a^2b^2-1}
\end{align*}
$$

(4.6)

Comparing (4.6) with (2.4), equation (4.5) follows.

Using Eq. (3.8) of Lemma 3.1, to evaluate integral $\int_{b}^{\infty} (a, b)$ comparing with (2.5) we obtain:

Theorem 4.4. Let $a < b < 1$, then:

$$
\begin{align*}
\left. F_D^{(3)} \right|_{\begin{array}{c}
\frac{1}{2}, \frac{1}{2}, \frac{1}{2} \\
1
\end{array}} \frac{1}{b^2-a^2}, \frac{1}{a^2b^2-1} \\
= \frac{1}{a} \sqrt{(b^2-a^2)(a^2b^2-1)} \left( 1 + b^2 \right) \frac{1}{2} \frac{(a^2-1)^2 b^2}{(b^2-1)^2 a^2}
\end{align*}
$$

(4.7)

Formula (4.7) follows comparing (4.8) to (2.5).

Taking the limit for $a \to 1$, we obtain a one parameter reduction formula.

Corollary 4.5. If $b > 1$ then

$$
\begin{align*}
\left. F_1 \right|_{\begin{array}{c}
\frac{1}{2}, \frac{1}{2} \\
1
\end{array}} \frac{1}{b^2-a^2}, \frac{1}{b^2}
= \frac{b^2-1}{\sqrt{b^4-1}} \left( 1 + b^2 \right) \left( 1 - b^2 \right) \frac{1}{2} \frac{4b^2}{(1+b^2)^2}.
\end{align*}
$$

(4.9)
4.2. Identities from Table 2.2

We use Lemma 3.2 to get two reduction formulas, stated in the following Theorems 4.6 and 4.7:

**Theorem 4.6.** If \( a, b \in \mathbb{R}, b > 1 \) then:

\[
\begin{align*}
F_D^{(3)} \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \left| \frac{1}{b^4}, \frac{1}{b^2}, e^{2ia} \right) = \right. \\
= \frac{b^2}{2} \left( 1 + b^2 \right) 2F_1 \left( \frac{1}{2}, \frac{1}{2} \left| \frac{4b^2 \cos^2 a}{(1+b^2)^2} \right) \\
+ \frac{1}{\sqrt{1-2 \cos 2a b^2 + b^4}} 2F_1 \left( \frac{1}{2}, \frac{1}{2} \left| \frac{4b^2 \sin^2 a}{1-2 \cos 2a b^2 + b^4} \right) \right)
\end{align*}
\]  

(4.10)

**Proof.** Through the formula (3.11) we get the hypergeometric evaluation of \( 4R_0^{[1/0]}(a,b) \):

\[
4R_0^{[1/0]}(a,b) = \frac{\pi}{2b} F_D^{(3)} \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \left| \frac{1}{b^4}, \frac{1}{b^2}, e^{2ia} \right) \right)
\]  

(4.11)

Equation (4.10) follows Eq. (4.11) with (2.7).

**Theorem 4.7.** If \( a, b \in \mathbb{R}, b > 1 \) then

\[
\begin{align*}
F_D^{(3)} \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \left| \frac{1}{1-b^4}, \frac{1}{1-b^2 e^{-2ia}}, \frac{1}{1-b^2 e^{2ia}} \right) = \right. \\
= \sqrt{(b^4-1)(1-2 \cos 2a b^2 + b^4)} \\
\left. \left( \frac{1}{\sqrt{1-2 \cos 2a b^2 + b^4}} \right) 2F_1 \left( \frac{1}{2}, \frac{1}{2} \left| \frac{4b^2 \sin^2 a}{1-2 \cos 2a b^2 + b^4} \right) \right) \right)
\end{align*}
\]  

(4.12)

**Proof.** We compute integral (2.8) using Lemma 3.2 Eq. (3.10), arriving at

\[
4R_0^{[b,\infty]}(a,b) = \frac{b\pi}{4\sqrt{b^4-1}\sqrt{1-2 \cos 2a b^2 + b^4}} \\
F_D^{(3)} \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \left| \frac{1}{1-b^4}, \frac{1}{1-b^2 e^{-2ia}}, \frac{1}{1-b^2 e^{2ia}} \right) \right)
\]  

(4.13)

Equation (4.12) follows Eqs. (4.13) and (2.8).

**Remark 4.8.** Notice that it is not possible, in the case of Theorems 4.6 and 4.7, take the limit \( b \to 1^+ \) since both integrals (2.7), (2.8) are divergent for \( b \to 1^+ \).
4.3. Identities from Table 2.3

Here we get a reduction theorem for the Lauricella F\(_{(4)}\_D\):

**Theorem 4.9.** Let \(a, b \in \mathbb{R}\) be such that \(\sin a > \sin b\). Then:

\[
\begin{align*}
2 \text{F} _1 \left( \begin{array}{c}
\frac{1}{2}; 1 \\
1
\end{array} \right | 1 - \left( \frac{\sin b}{\sin a} \right )^2 \\
= \sin a \text{F} _{D} \left( \begin{array}{c}
\frac{3}{2}; \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \\
2
\end{array} \right | 1 + e^{2ia}, 1 + e^{-2ia}, 1 + e^{2ib}, 1 + e^{-2ib} \\
\right ) (4.14)
\end{align*}
\]

**Proof.** Computing integral (2.10) by means of Lemma 3.3 as L\((e^{ia}, e^{ib})\) in Eqs. (3.13), (4.14) follows, as before, by comparison. □

**Remark 4.10.** If in (4.14) we take the limit for \(a \to b\), then the Lauricella F\(_{(4)}\_D\) holds two couples of equal arguments, hence it collapses in a two-variable hypergeometric \(\text{F} _1\) Appell function according to:

\[
\begin{align*}
\text{F} _{D} \left( \begin{array}{c}
a; b_1, b_2, b_3, b_4 \\
c
\end{array} \right | x, x, y, y \\
= \text{F} _1 \left( \begin{array}{c}
a + b_2, b_3 + b_4 \\
c
\end{array} \right | x, y \\
\right ).
\end{align*}
\]

Thus, in the specific case \(a = 3/2, b_1 = b_2 = b_3 = b_4 = 1/2, c = 2\), since the sum of \(b\)'s parameters equates \(c\), we obtain the further reduction:

\[
\begin{align*}
\text{F} _1 \left( \begin{array}{c}
3/2; 1, 1 \\
2
\end{array} \right | x, y \\
= \frac{2}{(x - y)\sqrt{(1 - x)(1 - y)}} \\
\right ),
\end{align*}
\]

which, written for \(x = 1 + e^{2ia}\), \(y = 1 + e^{-2ia}\) and compared with the right-hand side leads simply to the Euler identity:

\[
\frac{2}{e^{-2ia} + e^{2ia}} = \frac{1}{\sin a}.
\]

5. The Hypergeometric Reductions for Power \(n = 2\)

5.1. Identities from Table 2.4

We provide more reduction formulas in Theorems 5.1, 5.3 and 5.4 starting from \(8 \text{F} _2^{[0,1/b]}(a,b)\):

**Theorem 5.1.** If \(1 < a < b\) then

\[
\begin{align*}
\text{F} _{D} \left( \begin{array}{c}
\frac{3}{2}; \frac{1}{2}, \frac{1}{2} \\
2
\end{array} \right | \frac{a^2}{b^2}, \frac{1}{a^2b^2}, \frac{1}{b^4} \\
= \frac{b^3}{b^4 - 1} \left ( b^2 + 1 \right ) \text{F} _1 \left( \begin{array}{c}
\frac{1}{2}, \frac{1}{2} \\
1
\end{array} \right | \left ( \frac{b(a^2 - 1)}{a(b^2 - 1)} \right )^2 \\
\right ) \\
- (b^2 - 1) \text{F} _1 \left( \begin{array}{c}
\frac{1}{2}, \frac{1}{2} \\
1
\end{array} \right | \left ( \frac{b(a^2 + 1)}{a(b^2 + 1)} \right )^2 \\
\right ) (5.1)
\end{align*}
\]
Proof. Using the evaluation of \( sR_{2}^{[0,1/b]}(a, b) \) from the third table Eq. (5.1) thesis follows from Lemma 3.1 which provides:

\[
sR_{2}^{[0,1/b]}(a, b) = \frac{\pi}{4b^3} F_{D}^{(3)} \left( \frac{3}{2}; \frac{1}{2}, \frac{1}{2}, \frac{1}{2}; \frac{a^2}{b^2}, \frac{1}{a^2b^2}, \frac{1}{b^4} \right)
\] (5.2)

As in Corollary 4.2 taking the limit \( a \to b \) by (5.1) we get a one parameter reduction formula:

**Corollary 5.2.** If \( b > 1 \), then:

\[
F_{1} \left( \frac{3}{2}; \frac{1}{2}, \frac{1}{2}; \frac{1}{b^2}, \frac{1}{b^4} \right) = \frac{b^4}{b^4 - 1} \left( (1 - b^2) \right) _2 F_1 \left( \frac{1}{2}; \frac{1}{2}; \frac{4b^2}{(1 + b^2)^2} \right) + b^2
\] (5.3)

Form entry \( sR_{2}^{[1/a,a]}(a, b) \) of Table 2.4 we arrive at:

**Theorem 5.3.** If \( 1 < a < b \), then

\[
F_{D}^{(3)} \left( \frac{1}{2}; \frac{1}{2}, \frac{1}{2}, \frac{1}{2}; \frac{1}{a^4}, \frac{(a^4 - 1)b^2}{a^2 - b^2}, \frac{a^4}{a^2b^2 - 1} \right)
\]

\[
= \frac{\sqrt{(b^2 - a^2)(a^2b^2 - 1)}}{a(b^2 - 1)} \left( (1 - b^2) \right) _2 F_1 \left( \frac{1}{2}; \frac{1}{2}; \frac{b(a^2 - 1)}{a(b^2 - 1)} \right)
\] (5.4)

Proof. Evaluating \( sR_{2}^{[1/a,a]}(a, b) \) using formula (3.7) of Lemma 3.1 we have:

\[
sR_{2}^{[1/a,a]}(a, b) = \frac{\pi ab}{2\sqrt{b^2 - a^2\sqrt{a^2b^2 - 1}}} \cdot F_{D}^{(3)} \left( \frac{1}{2}; \frac{1}{2}, \frac{1}{2}; \frac{1}{1 - a^4}, \frac{(a^4 - 1)b^2}{a^2 - b^2}, \frac{a^4}{a^2b^2 - 1} \right)
\] (5.5)

Equation (5.4) follows by comparing (2.14) form Table 2.4 and (5.5) .

**Theorem 5.4.** If \( 1 < a < b \) then:

\[
F_{D}^{(3)} \left( \frac{1}{2}; \frac{1}{2}, \frac{1}{2}; \frac{1}{2}; \frac{1}{1 - b^4}, \frac{1}{1 - a^2b^2}, \frac{a^2}{a^2 - b^2} \right)
\]

\[
= \frac{\sqrt{(b^2 - a^2)(a^2b^2 - 1)}}{a\sqrt{b^4 - 1}} \left( (1 + b^2) \right) _2 F_1 \left( \frac{1}{2}; \frac{1}{2}; \frac{b(a^2 - 1)}{a(b^2 - 1)} \right)
\]

\[
+(1 - b^2) _2 F_1 \left( \frac{1}{2}; \frac{1}{2}; \frac{b(a^2 + 1)}{a(b^2 + 1)} \right)
\] (5.6)
Proof. Compare the evaluation of $sR_2^{[b,\infty]}(a, b)$ form Table 2.4 with formula (3.8) from Lemma 3.1, obtaining:

$$sR_2^{[b,\infty]}(a, b) = \frac{\pi ab^3}{2\sqrt{(b^4 - 1)(b^2 - a^2)(a^2b^2 - 1)}}$$

$$F_{(3)}^{(D)}\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2} \mid \frac{1}{1 - b^4}, \frac{1}{1 - a^2b^2}, \frac{a^2}{a^2 - b^2}\right)$$

As usual, Eq. (5.6) follows Eqs. (2.15) and (5.7). □

In this case we take, again, the limit for $a \to 1^+$ getting by (5.6) a one parameter reduction formula similar to (4.9).

Corollary 5.5. If $b > 1$ we have

$$b^4 - 1 - \sqrt{b^4 - 1} F_1\left(\frac{1}{2}, \frac{1}{2} \mid \frac{1}{1 - b^2}, \frac{1}{1 - b^4}\right) = (b^2 - 1)^2 \binom{2}{1} F_1\left(\frac{1}{2}, \frac{1}{2} \mid \left(\frac{2b}{1 + b^2}\right)^2\right)$$

Proof. When in (5.6) we take the limit for $a \to 1^+$, since one of two hypergeometric becomes of argument zero it reduces to an elementary function, thus we obtain (5.8) recalling identity (4.3) already invoked in the Proof of Corollary 4.9. □

5.2. Identities from Table 2.5

Theorem 5.6. If $b > 1$ then:

$$(1 + b^2) \sqrt{b^4 - 2b^2 \cos 2a + 1} F_{(3)}^{(D)}\left(\frac{3}{2}, \frac{1}{2}, \frac{1}{2} \mid \frac{1}{b^4}, \frac{e^{-2ia}}{b^2}, \frac{e^{2ia}}{b^2}\right)$$

$$= b^4 \left(1 + b^2\right) \binom{2}{1} F_1\left(\frac{1}{2}, \frac{1}{2} \mid \left(\frac{2b \sin a}{\sqrt{b^4 - 2b^2 \cos 2a + 1}}\right)^2\right)$$

$$- \sqrt{b^4 - 2b^2 \cos 2a + 1} \binom{2}{1} F_1\left(\frac{1}{2}, \frac{1}{2} \mid \left(\frac{2b \cos a}{1 + b^2}\right)^2\right)$$

Proof. By Lemma 3.2 we have

$$4R_2^{[0,1/b]}(a, b) = \frac{\pi}{4b^3} F_{(3)}^{(D)}\left(\frac{3}{2}, \frac{1}{2}, \frac{1}{2} \mid \frac{1}{b^4}, \frac{e^{-2ia}}{b^2}, \frac{e^{2ia}}{b^2}\right)$$

Now recalling $4R_2^{[0,1/b]}(a, b)$ as entry of Table 2.5, Eq. (5.9) follows by comparison with (5.10). □
Theorem 5.7. If \( a, b \in \mathbb{R}, b > 1 \) then:

\[
\frac{2b^2}{\sqrt{b^4 - 1}} F_D^{(3)} \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2}; \frac{1}{2} \mid 1 - b^4, \frac{1}{1 - b^2e^{-2ia} - 1 - b^2e^{2ia}} \right) = 2F_1 \left( \frac{1}{2}; \frac{1}{2} \mid \left( \frac{2b \sin a}{\sqrt{1 - 2b^2 \cos 2a + b^4}} \right)^2 \right) \\
+ \frac{\sqrt{1 - 2b^2 \cos 2a + b^4}}{1 + b^2} 2F_1 \left( \frac{1}{2}; \frac{1}{2} \mid \left( \frac{2b \cos a}{1 + b^2} \right)^2 \right)
\]

(5.11)

Proof. Thesis follows because Lemma 3.2 establishes

\[
2F_1^{(4)} \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}; \frac{1}{2} \mid 1 + e^{2ia}, 1 + e^{-2ia}, 1 + e^{2ib}, 1 + e^{-2ib} \right)
\]

(5.12)

then (5.11) follows by comparison of (5.12) with entry \( 4R_2^{(b, \infty)}(a, b) \) of Table 2.5.

5.3. Identities from Table 2.6

Regarding entry \( 0R_2^{(0, \infty)}(a, b) \) of Table 2.6 we take advantage of the equality

\[
0R_2^{(0, \infty)}(a, b) = 0R_0^{(0, \infty)}(a, b).
\]

(5.13)

Integral \( 0R_0^{(0, \infty)}(a, b) \) at the right side of (5.13) has been computed in Theorem 4.9, formula (2.11). Hence we have:

Theorem 5.8. Let \( a, b \in \mathbb{R} \) be such that \( \sin a > \sin b \). Then:

\[
2F_1 \left( \frac{1}{2}; \frac{1}{2} \mid 1 - \left( \frac{\sin b}{\sin a} \right)^2 \right) = 4 \sin a \ F_D^{(4)} \left( \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2}; \frac{1}{2} \mid 1 + e^{2ia}, 1 + e^{-2ia}, 1 + e^{2ib}, 1 + e^{-2ib} \right)
\]

(5.14)

Proof. By Lemma 3.3, taking \( s = 2 \) we obtain

\[
0R_2^{(0, \infty)}(a, b) = \frac{\pi}{4} F_D^{(4)} \left( \frac{1}{2}; \frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \mid 1 + e^{2ia}, 1 + e^{-2ia}, 1 + e^{2ib}, 1 + e^{-2ib} \right)
\]

(5.15)

On the other side thinking \( 0R_2^{(0, \infty)}(a, b) \) as entry of Table 2.6, Eq. (5.14) follows comparing with (5.15).

Remark 5.9. Since the right–hand side of both identities (4.14) and (5.14) proved in Theorems 4.9 and 5.8 is the same it means that for the following
particular choice of the arguments $\vec{v} = (1 + e^{2ia}, 1 + e^{-2ia}, 1 + e^{2ib}, 1 + e^{-2ib})$
we have:

$$4 \, F^{(4)}_D\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \left| \vec{v} \right.\right) = F^{(4)}_D\left(\frac{3}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \left| \vec{v} \right.\right)$$

6. The Hypergeometric Reductions for Power $n = 4$

6.1. Identities from Table 2.7

Using again Lemma 3.1, through the usual double evaluation, we can state:

**Theorem 6.1.** If $1 < a < b$ then:

$$3\mathbb{F} = 4b^4 (\mathbb{K} + \mathbb{E}) \quad (6.1)$$

where

$$\mathbb{K} = \frac{(b^4 - b^2 + 1)}{b^2 - 1} \, \, _2F_1\left(\frac{1}{2}, \frac{1}{2}, 1 \left| \frac{(a^2 - 1) \, b}{a \, (b^2 - 1)} \right.\right)^2$$

$$- \frac{(b^4 + b^2 + 1)}{1 + b^2} \, _2F_1\left(\frac{1}{2}, \frac{1}{2}, 1 \left| \frac{(a^2 + 1) \, b}{a \, (1 + b^2)} \right.\right)^2 \quad (6.2)$$

$$\mathbb{E} = (1 - b^2) \, _2F_1\left(\frac{1}{2}, -\frac{1}{2}, \frac{1}{1} \left| \frac{(a^2 - 1) \, b}{a \, (b^2 - 1)} \right.\right)^2$$

$$+ (1 + b^2) \, _2F_1\left(\frac{1}{2}, -\frac{1}{2}, \frac{1}{1} \left| \frac{(a^2 + 1) \, b}{a \, (1 + b^2)} \right.\right)^2 \quad (6.3)$$

$$\mathbb{F} = F^{(3)}_D\left(\frac{5}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{3} \left| a^2 \frac{1}{b^2}, b \frac{1}{a^2b^2}, b^4 \right.\right) \quad (6.4)$$

**Proof.** Using Lemma 3.1 to compute entry $sR^{[0,1/b]}_4(a,b)$ of Table 2.7 we get:

$$sR^{[0,1/b]}_4(a,b) = \frac{3\pi}{16b^5} \, F^{(3)}_D\left(\frac{5}{2}, \frac{1}{2}, \frac{1}{2}, \frac{1}{3} \left| a^2 \frac{1}{b^2}, b \frac{1}{a^2b^2}, b^4 \right.\right) \quad (6.5)$$

Equation (6.1) follows by comparison between (2.20) and (6.5).

Taking the limit for $a \to 1^+$ we arrive one more time at a formula holding only one parameter with Lauricella $F^{(3)}_D$ reducing to Appell $F_1$. 

$\Box$
Corollary 6.2. If \( b > 1 \), then
\[
4b^6 + 3(1 - b^2) F_1\left(\frac{5}{2}; 1, \frac{1}{2} \left| \frac{1}{b^2}, \frac{1}{b^4} \right. \right) = 4b^4 \left( b^6 - 1 \right) F_1\left(\frac{1}{2}; \frac{1}{2} \left| \frac{2b}{1 + b^2} \right. \right) + (1 - b^2) (1 + b^2)^2 F_1\left(\frac{1}{2}; -\frac{1}{2} \left| \frac{2b}{1 + b^2} \right. \right) + (1 - b^2) (1 + b^2)^2 F_1\left(\frac{1}{2}; \frac{1}{2} \left| \frac{2b}{1 + b^2} \right. \right) \tag{6.6}
\]

By Lemma 3.1 and entry \( R_{1/a,a}^{[1]}(a, b) \) of Table 2.7 we obtain:

Theorem 6.3. If \( 1 < a < b \) then:
\[
F_D^{(3)}\left(\frac{1}{2}; -\frac{3}{2}, \frac{1}{2}, \frac{1}{2} \left| 1 - a^4, \frac{(a^4 - 1) b^2}{a^2 - b^2}, \frac{a^4 - 1}{a^2 b^2 - 1} \right. \right) = \frac{\sqrt{b^2 - a^2}(a^2b^2 - 1)}{b^2(b^2 - 1)} \left( 1 - b^2 + b^4 \right) F_1\left(\frac{1}{2}; \frac{1}{2} \left| \frac{b(a^2 - 1)}{a(b^2 - 1)} \right. \right) - (b^2 - 1)^2 F_1\left(\frac{1}{2}; -\frac{1}{2} \left| \frac{b(a^2 - 1)}{a(b^2 - 1)} \right. \right) \tag{6.7}
\]

6.2. Identities from Table 2.8
By entry \( R_{1/a,a}^{[1]}(a, b) \) [Eq. (2.24)] and by Lemma 3.2, formula (3.9), we finally state:

Theorem 6.4. If \( b > 1 \) and \( a \in \mathbb{R} \) we get:
\[
\frac{3}{4b^4} F_D^{(3)}\left(\frac{5}{2}; \frac{1}{2}, \frac{1}{2}, \frac{1}{2} \left| \frac{1}{b^4}, \frac{e^{-2ia}}{b^2}, \frac{e^{2ia}}{b^2} \right. \right) = (1 + b^2) \mathbb{E}_1 - \frac{(b^4 + b^2 + 1)}{1 + b^2} \mathbb{K}_1 + \frac{(b^4 - b^2 + 1)}{\sqrt{1 - 2b^2 \cos 2a + b^4}} \mathbb{K}_2 - \sqrt{1 - 2b^2 \cos 2a + b^4} \mathbb{E}_2 \tag{6.8}
\]

where

\[
\begin{align*}
\mathbb{E}_1 &= 2F_1\left(\frac{1}{2}; -\frac{1}{2} \left| A^2 \right. \right), \quad \mathbb{K}_1 = 2F_1\left(\frac{1}{2}; \frac{1}{2} \left| A^2 \right. \right) \\
\mathbb{E}_2 &= 2F_1\left(\frac{1}{2}; -\frac{1}{2} \left| B^2 \right. \right), \quad \mathbb{K}_2 = 2F_1\left(\frac{1}{2}; \frac{1}{2} \left| B^2 \right. \right)
\end{align*}
\]

being

\[
A = \frac{2b \cos a}{1 + b^2}, \quad B = \frac{2b \sin a}{\sqrt{1 - 2b^2 \cos 2a + b^4}}
\]
Figure 2. Identities (4.4), (4.9), (5.3), (5.8) and (6.6) in Mathematica®

7. Conclusions

We obtained several identities between hypergeometric functions which are, as far as we are concerned, all unpublished and undoubtably unknown not only to any human being but also to any computer algebra systems like Mathematica®. For example, by implementing identities (4.4), (4.9), (5.3), (5.8) and (6.6) in Mathematica®, we get: Mathematica® is not able to reduce the above expressions. Nevertheless, as shown in Fig. 2 and Fig. 3 proceeding
\begin{verbatim}
In[\#:]:= Max[{Max[Table[Abs[ide44[b]], {b, 1.001, 20, .025}]],
          Max[Table[Abs[ide49[b]], {b, 1.001, 20, .025}]],
          Max[Table[Abs[ide53[b]], {b, 1.001, 20, .025}]],
          Max[Table[Abs[ide58[b]], {b, 1.001, 20, .025}]],
          Max[Table[Abs[ide66[b]], {b, 1.001, 10, .025}]]}]
\end{verbatim}

\textbf{Out[\#:]} = 2.02097 \times 10^{-7}

\textbf{Figure 3.} Numerical control of (4.4), (4.9), (5.3), (5.8) and (6.6) in Mathematica®

numerically we see that the results is confirmed within the range of numerical turbulence.
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