Proof of finite surface code threshold for matching
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The field of quantum computation currently lacks a formal proof of experimental feasibility. Qubits are fragile and sophisticated quantum error correction is required to achieve reliable quantum computation. The surface code is a promising quantum error correction code, requiring only a physically reasonable 2-D lattice of qubits with nearest neighbor interactions. However, existing proofs that reliable quantum computation is possible using this code assume the ability to measure four-body operators and, despite making this difficult to realize assumption, require that the error rate of these operator measurements is less than $10^{-3}$, an unphysically low target. High error rates have been proved tolerable only when assuming tunable interactions of strength and error rate independent of distance, which is also unphysical. In this work, given a 2-D lattice of qubits with only nearest neighbor two-qubit gates, and single-qubit measurement, initialization, and unitary gates, all of which have error rate $p$, we prove that arbitrarily reliable quantum computation is possible provided $p < 7.4 \times 10^{-4}$, a target that many experiments have already achieved. This closes a long-standing open problem, formally proving the experimental feasibility of quantum computation under physically reasonable assumptions.

A 2-D array of qubits with tunable nearest neighbor interactions is a believable experimental target [1–4]. The surface code [5–10] can be implemented optimally using such an array. Qubits undergoing very general unwanted evolution can be accurately modeled as suffering random Pauli $X$ and $Z$ errors [11]. This is a reasonable model as quantum error correction (QEC) involves repeated operator measurements that project noisy qubits onto states that differ from the desired state by Pauli operators. An expandable pattern of operator measurements that project noisy qubits onto states is called stabilizers [12]. The operators $M_i$ are associated with the surface code is shown in Fig. 1. The operators $M_i$ are called stabilizers [12].

Let the state of the qubits in Fig. 1 be $|\Psi\rangle$ and, without loss of generality, let us assume that we have measured all stabilizers $M_i$ and observed the $+1$ eigenstate, so $M_i |\Psi\rangle = |\Psi\rangle$ for all $i$. Note that $[M_i, M_j] = 0$ for all $i, j$, so such a state exists. Suppose the central qubit suffers some general error $E$, where

$$
E = \begin{pmatrix} a & b \\ c & d \end{pmatrix}
$$

(1)

$$
E = \frac{a + d}{2} I + \frac{b + c}{2} X + \frac{-b + c}{2} XZ + \frac{a - d}{2} Z.
$$

(2)

Eq. 2 shows that $E$ is a linear superposition of no error ($I$), or an $X$, $Z$ or $XZ$ error. After the error $E$, a subsequent round of $M_i$ measurements will project $E$ to $I$ if $M_i = +1$ for $i = 3, 5, 6, 8, X$ if $M_i = +1$ for $i = 5, 6$ and $M_i = -1$ for $i = 3, 8$, $Y$ if $M_i = -1$ for $i = 3, 5, 6, 8$, and $Z$ if $M_i = +1$ for $i = 3, 8$ and $M_i = -1$ for $i = 5, 6$. All measurements $M_i$, $i \neq 3, 5, 6, 8$, will remain $+1$.

The earliest proof that arbitrary reliability could be achieved using the surface code assumed that each measurement $M_i$ had a probability $q$ of reporting the wrong result and that between each round of measurement each qubit suffered a $Z$ error with probability $p$ [13]. The proof showed that arbitrary reliability was achievable given sufficient qubits for $p + q < 2.4 \times 10^{-11}$. More recently, assuming perfect stabilizer measurements and a 3-D array of qubits each suffering a single error with probability $p$, assumptions that are equivalent to a 2-D array of qubits with periodic faulty measurements and qubit errors, arbitrary reliability was proved possible given sufficient qubits for $p < 1.4 \times 10^{-9}$ [14]. These error bounds are unphysically low.

Error rates slightly above $10^{-3}$ have been proved tolerable in other quantum error correction codes when assuming tunable interactions between arbitrary pairs of qubits with interaction time and error rate independent of the physical separation of the qubits [15,16]. However,
no physical machine possesses such interactions. As such, there is currently no formal proof that arbitrarily reliable quantum computation is experimentally feasible, raising serious questions about the validity of quantum computation. In this work, we provide the much-needed formal proof of experimental feasibility.

It has long been believed that error rates of $10^{-4}$ are a reasonable experimental target \[17, 18\]. Experimentally, single-qubit measurement with error rate $10^{-4}$ and initialization with error $10^{-5}$ have been demonstrated \[19\]. Single-qubit unitary gates have been demonstrated with error $2 \times 10^{-5}$ \[20\]. Two-qubit gates are the most technically challenging, with Bell state preparation with error $7 \times 10^{-3}$ the current state-of-the-art \[21\]. There is no physical reason to believe the technical challenges cannot be overcome and similarly low-error two-qubit gates achieved. All of these experiments were performed using ion traps \[22\], a technology well-suited to implementing a 2-D array of qubits with tunable nearest neighbor interactions \[2\]. We therefore seek a formal proof that arbitrarily reliable quantum computation can be achieved given a 2-D array of qubits with only nearest neighbor two-qubit gates, single-qubit measurement, initialization, and unitary gates, with all gates having an error rate $p \sim 10^{-4}$.

The only nontrivial unitary gates we will use will be Hadamard $H$ ($H \ket{0} = \ket{+}$, $H \ket{1} = \ket{-}$) and controlled-NOT $C_X$ ($C_X \ket{10} = \ket{11}$, $C_X \ket{11} = \ket{10}$). Quantum circuits measuring the stabilizers $M_i$ are shown in Fig. 2. Note that these circuits can be implemented in parallel across an arbitrarily large surface. A single round of error detection is defined to be a single parallel execution of these circuits. Initialization to $\ket{0}$ results in $\ket{1}$ with probability $p$, measurement reports the wrong eigenstate with probability $p$, $H$ and identity $I$ are followed by an error randomly chosen from $X$, $Y$, $Z$ with probability $p$, and $C_X$ is followed by an error randomly chosen from $IX$, $IY$, $IZ$, $XI$, $YI$, $ZX$ with probability $p$. This error model is justified by the above discussion of arbitrary errors being projected to Pauli errors.

Errors followed by even perfect $C_X$ gates can result in multiple errors. For example, $C_X \ket{00} = \ket{00}$, however if there is an $X_1$ error then $C_X X_1 \ket{00} = C_X \ket{10} = \ket{11} = X_1 X_2 \ket{00}$. In words, the $C_X$ copies $X$ errors on the control qubit to the target qubit. Similarly, $C_X \ket{++} = \ket{++}$, however if there is a $Z_2$ error then $C_X Z_2 \ket{++} = C_X \ket{+-} = Z_1 Z_2 \ket{++}$. In words, the $C_X$ gate copies $Z$ errors on the target qubit to the control qubit.

Define a detection event to be a pair of sequential stabilizer measurements that differ in value. Fig. 3a shows a single $X$ error propagating through rounds of surface code error detection circuitry until two detection events are generated. $X$ errors are detected by sequential pairs of $Z$ stabilizer measurements, $Z$ errors by sequential pairs of $X$ stabilizer measurements. Given the right pattern of errors, any pair of sequential stabilizer measurements can be associated with a detection event. We associate a specific space-time location with each potential detection event, namely the space-time midpoint between sequential measurements.

For visualization purposes, we draw a sphere at every space-time location a detection event can occur. We draw a cylinder between every pair of space-time locations that can be associated with detection events generated by a single error. We call this structure of spheres and cylinders a lattice of dots and lines. Lattices are constructed by studying the propagation of all errors through the periodic surface code quantum circuit \[23, 24\]. An example

---

**FIG. 2:** Quantum circuits measuring a. $ZZZZ$ and b. $XXXX$ operators. The $\ket{0}$ represents initialization, the $H$ represents Hadamard, the $M_Z$ represents measurement of the operator $Z$, and the dot and target symbols connected by lines each represent a $C_X$ gate. The $C_X$ inverts the value of the target qubit if the control (dot) qubit is in the state $\ket{1}$ and does nothing otherwise. For example, $C_X(\alpha \ket{0} + \beta \ket{1}) \ket{0} = \alpha \ket{00} + \beta \ket{11}$. The interaction sequence is North, West, East, South, as shown in Fig. 3.

**FIG. 3:** (Color online) 2-D surface code (grey). Time runs vertically. Squares represent initialization to $\ket{0}$, circles represent $Z$ basis measurement. Slashed squares represent initialization to $\ket{1}$, slashed circles represent $X$ basis measurement (both achieved using Hadamard gates). a. A single error leading to a pair of detection events (long vertical ellipses). A detection event is a sequential pair of measurements with differing value. Lines with arrows show the branching paths of error propagation. b. An error leading to a single detection event due to proximity to a boundary of the lattice.
paths. Other algorithms have been used to correct errors in the surface code \[26,29\], however matching currently remains the only algorithm that has been used to efficiently handle errors in implementations of the surface code making use of only two-qubit interactions and single qubit measurements.

Define the line probability $\epsilon$ to be the total probability of all single errors leading to detection events at the endpoints of the line. Given Pauli error models for each quantum gate, with the strength of each error model scaled by a global parameter $p$, the probability of a given line being associated with an error is less than some small $\epsilon$. For minimum weight perfect matching to fail to correct the errors in $V$, there must be at least one path of $m \geq n+1$ lines connecting opposing boundaries containing at least $\lceil m/2 \rceil$ lines associated with errors. A path corresponding to a logical error not containing at least $\lceil m/2 \rceil$ lines associated with errors can be matched with lower weight, contradicting the assumption of a minimum weight perfect matching. The number of paths of length $m$ can be upper bounded by choosing three of the six faces of $V$ as path starting points. This results in $3n^2$ starting points. Each dot is connected to at most 12 neighboring dots (Fig. 4). A general path from dot to dot that does not backtrack on itself must link to one of 11 of the surrounding 12 dots (the 12th is already part of the path). After the starting point is chosen, there are only $m−1$ direction decisions to make. There are thus no more than $3n^2 11^{m−1}$ paths of length $m$. Since we are only interested in non-self-intersecting, opposing boundary connecting paths, this is a generous upper bound.

Given a particular path of length $m$, the probability of at least $\lceil m/2 \rceil$ of its lines being associated with errors is

\[
\sum_{i=\lceil m/2 \rceil}^{m} \binom{m}{i} \epsilon^i \leq \sum_{i=\lceil m/2 \rceil}^{m} \left( \binom{m}{\lceil m/2 \rceil} \right) \epsilon^i \leq \left( \binom{m}{\lceil m/2 \rceil} \right) \sum_{i=0}^{m-\lceil m/2 \rceil} \epsilon^i \leq \left( \binom{m}{\lceil m/2 \rceil} \right) \frac{1}{1-\epsilon} \leq \epsilon^{\lceil m/2 \rceil} \sum_{i=0}^{m} \binom{m}{i} \leq 2^m \epsilon^{\lceil m/2 \rceil}
\]

The probability of a logical error is therefore no more

\[
\sum_{i=\lceil m/2 \rceil}^{m} \binom{m}{i} \epsilon^i \leq \sum_{i=\lceil m/2 \rceil}^{m} \left( \binom{m}{\lceil m/2 \rceil} \right) \epsilon^i
\]

\[
= \left( \binom{m}{\lceil m/2 \rceil} \right) \sum_{i=0}^{m-\lceil m/2 \rceil} \epsilon^i
\]

\[
\leq \left( \binom{m}{\lceil m/2 \rceil} \right) \frac{1}{1-\epsilon}
\]

\[
\leq \epsilon^{\lceil m/2 \rceil} \sum_{i=0}^{m} \binom{m}{i}
\]

\[
= 2^m \epsilon^{\lceil m/2 \rceil}
\]
than
\[
\sum_{m=n+1}^{\infty} 3n^2 11^{m-1} 2^{m-1/2} \epsilon^{m-1/2} \leq \frac{3n^2}{11} \sum_{m=n+1}^{\infty} 2^{m} \epsilon^{m/2}
\]
\[
= \frac{3n^2}{11} \frac{(2\sqrt{\epsilon})^{n+1}}{1 - 2\sqrt{\epsilon}} \sum_{m=0}^{\infty} (2\sqrt{\epsilon})^m
\]
\[
= \frac{3n^2}{11} \frac{(2\sqrt{\epsilon})^{n+1}}{1 - 2\sqrt{\epsilon}} \tag{12}
\]

Provided \( \epsilon < 1/484 \), the above can be made arbitrarily small by increasing \( n \). Since \( \epsilon \) can be expressed as a polynomial in \( p \) independent of \( n \), this proves that using minimum weight perfect matching to correct errors in the surface code results in a finite threshold error rate. Assuming the surface code circuits and error models in [28], in which the most errorprone line satisfied \( \epsilon < 14p/5 \), a lower bound to the threshold error rate of \( 7.4 \times 10^{-4} \) is obtained. Given experimental achievements to date, this is sufficiently high to formally prove the experimental feasibility of arbitrarily reliable quantum computation.

Eq. (12) also proves that logical errors are exponentially suppressed with code distance, implying extremely low logical error rates can be achieved with modest qubit overhead. Furthermore, as our proof is fundamentally based on minimum weight perfect matching and this algorithm is highly efficient [27, 28], we have proved that the classical computing overhead is also modest.

This research was conducted by the Australian Research Council Centre of Excellence for Quantum Computation and Communication Technology (project number CE110001027), with support from the US National Security Agency and the US Army Research Office under contract number W911NF-08-1-0527. Supported by the Intelligence Advanced Research Projects Activity (IARPA) via Department of Interior National Business Center contract number D11PC20166. The U.S. Government is authorized to reproduce and distribute reprints for Governmental purposes notwithstanding any copyright annotation thereon. Disclaimer: The views and conclusions contained herein are those of the authors and should not be interpreted as necessarily representing the official policies or endorsements, either expressed or implied, of IARPA, DoI/NBC, or the U.S. Government.

[1] S. J. Devitt, A. G. Fowler, A. M. Stephens, A. D. Green-tree, L. C. L. Hollenberg, W. J. Munro, and K. Nemoto, New J. Phys. 11, 083032 (2009), arXiv:0808.1782.
[2] J. M. Amini, H. Uys, J. H. Wesenberg, S. Seidelin, J. Britton, J. J. Bollinger, D. Leibfried, C. Ospelkaus, A. P. VanDevender, and D. J. Wineland, New J. Phys. 12, 033031 (2010), arXiv:0909.2464.
[3] N. C. Jones, R. Van Meter, A. G. Fowler, P. L. McMahon, J. Kim, T. D. Ladd, and Y. Yamamoto, Phys. Rev. X 2, 031007 (2012), arXiv:1010.5022.
[4] M. Kumph, M. Brownnutt, and R. Blatt, New J. Phys. 13, 073043 (2011), arXiv:1103.5428.
[5] S. B. Bravyi and A. Y. Kitaev, quant-ph/9811052 (1998).
[6] E. Dennis, A. Kitaev, A. Landahl, and J. Preskill, J. Math. Phys. 43, 4452 (2002), quant-ph/0110143.
[7] R. Raussendorf and J. Harrington, Phys. Rev. Lett. 98, 190504 (2007), quant-ph/0610082.
[8] R. Raussendorf, J. Harrington, and K. Goyal, New J. Phys. 9, 199 (2007), quant-ph/0703143.
[9] A. G. Fowler, A. M. Stephens, and P. Groszkowski, Phys. Rev. A 80, 052312 (2009), arXiv:0803.0272.
[10] A. G. Fowler, M. Mariantoni, J. M. Martinis, and A. N. Cleland, Phys. Rev. A 86, 032324 (2012), arXiv:1208.0928.
[11] P. W. Shor, Phys. Rev. A 52, R2493 (1995).
[12] D. Gottesman, Ph.D. thesis, Caltech (1997), quant-ph/9705052.
[13] J. W. Harrington, Ph.D. thesis, California Institute of Technology, Pasadena, California (2004).
[14] S. Bravyi and J. Haah, arXiv:1112.3251 (2011).
[15] P. Aliferis, D. Gottesman, and J. Preskill, Quant. Inf. Comput. 8, 181 (2008), quant-ph/0703264.
[16] A. Paetznick and B. W. Reichardt, arXiv:1106.2190 (2011).
[17] J. Preskill, Proc. Soc. Lond. A 454, 385 (1998), quant-ph/9705031.
[18] J. P. Gaebler, A. M. Meier, T. R. Tan, R. Bowler, Y. Lin, D. Hanneke, J. D. Jost, J. P. Home, E. Knill, D. Leibfried, et al., arXiv:1203.3733 (2012).
[19] A. H. Myerson, D. J. Sauer, S. C. Webster, D. T. C. Alcock, M. J. Curtis, G. Imreh, J. A. Sherman, D. N. Stacey, A. M. Steane, and D. M. Lucas, Phys. Rev. Lett. 100, 200502 (2008), arXiv:0802.1684.
[20] K. R. Brown, A. C. Wilson, Y. Colombe, C. Ospelkaus, A. M. Meier, E. Knill, D. Leibfried, and D. J. Wineland, arXiv:1104.2552 (2011).
[21] J. Benhelm, G. Kirchmair, C. F. Roos, and R. Blatt, Nature Physics 4, 463 (2008), arXiv:0803.2798.
[22] D. Kielpinski, C. Monroe, and D. J. Wineland, Nature 417, 709 (2002).
[23] D. S. Wang, A. G. Fowler, and L. C. L. Hollenberg, Phys. Rev. A 83, 020302(R) (2011), arXiv:1009.3686.
[24] A. G. Fowler, A. C. Whiteside, A. L. McInnes, and A. Rabbani, arXiv:1209.6111 (2012).
[25] J. Edmonds, Canad. J. Math. 17, 449 (1965).
[26] J. Edmonds, J. Res. Nat. Bur. Standards 69B, 125 (1965).
[27] A. G. Fowler, A. C. Whiteside, and L. C. L. Hollenberg, Phys. Rev. Lett. 108, 180501 (2012), arXiv:1110.5133.
[28] A. G. Fowler, A. C. Whiteside, and L. C. L. Hollenberg, arXiv:1202.5602 (2012).
[29] G. Duclos-Cianci and D. Poulin, Phys. Rev. Lett. 104, 050504 (2010), arXiv:0911.0681.
[30] G. Duclos-Cianci and D. Poulin, arXiv:1006.1362 (2010).
[31] H. Bombin, R. S. Andrist, M. Ohzeki, H. G. Katzgraber, and M. A. Martin-Delgado, Phys. Rev. X 2, 021004 (2012), arXiv:1202.1852.
[32] J. R. Wootton and D. Loss, arXiv:1202.4316 (2012).