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Abstract: The methods of data verification are discussed, which are intended for the distant control of autonomous mobile robotic agents via networks, combining optical data links. The problem of trust servers is considered for position verification and position-based cryptography tasks. In order to obtain flexible quantum and classical verification procedures, one should use the collective interaction of agents and network nodes, including some elements of the blockchain. Multiple-valued logic functions defined within discrete k-valued Allen-Givone algebra are proposed for the logically linked list of entries and the distributed ledger, which can be used for distant data verification and breakdown restoration in mobile agents with the help of partner network nodes. A distributed ledger scheme involves the assigning by distant partners of random hash values, which further can be used as keys for access to a set of distributed data storages, containing verification and restoration data. Multiple-valued logic procedures are simple and clear enough for high-dimensional logic modelling and for the design of combined quantum and classical protocols.
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1. Introduction

1.1. Data Protection Problem of Network Robotics

Modern fiber optics networks have become the base for high throughput communication networks combining 5/6G Internet [1,2], big data services [3], quantum key distribution (QKD) lines [4,5], and futuristic quantum computing systems [6]. However, now they are also a good candidate for the massive distant control of autonomous robotic devices, which involves the Internet of unmanned transport vehicles (IoV) [7], industrial systems [8], medicine nursing robots [9], the Internet of Things (IoT) [10], and smart cities [11], supported by mechatronics drives reproducing human movements [12] and computer vision systems [13,14]. Such autonomous robots are planned to be used as separate devices [15] in a collective of collaborating agents commonly called the multiagent system (MAS) [16] or in a global network-centric system [17]. All such designs are based on methods of artificial intelligence (AI), which is the method of imitating the individual and collective work of people [15]. As mobile robotic agents need wireless data links, communication networks should combine fiber optics lines and wired Ethernet pairs with wireless Wi-Fi, Bluetooth, and atmospheric satellite or terrestrial laser lines [4,5,18] (see Figure 1). Modern smartphones [19] supporting AI algorithms can also be used for the distant control of robots.
Thus, modern networks add many new participants of network data exchange and enlarge the number of possible hardware and software platforms for the interaction of robotic agents with distant users. The modelling of such systems becomes very complicated as, besides network communications, it should describe human decision making and collective work procedures [15]. The limiting factor for network robotics is the data protection problem, as modern networks and especially their wireless components cannot provide the necessary level of protection from attacks and data leakages [20,21]. Quantum key distribution systems [4,5,18,22,23] partially improve the situation, but even they do not exclude specific quantum attacks and malicious impacts on supporting classical components. Unfortunately, data leakages due to disloyal personnel have become more of an actual problem than computer viruses and attacks aimed at stationary network nodes [23]. Furthermore, distant mobile robotic agents have many additional vulnerabilities, as current computer vision and decision-making systems [14,15] cannot replace human monitoring. At the same time, mass and unexpensive network robotics need to avoid trusted network nodes, exploiting the special design of servers and intense human control [24,25] that are mainly appropriate for large corporate systems.

In order to enhance the security level for the distant control of autonomous agents and MASs, it is necessary to combine quantum and traditional data protection methods with new AI algorithms, which now are grounded in concepts of agent and MASs [7–11,15,26–28]. The presented paper is devoted to the original properties of multiple-valued logic (MVL) [29], which provides the possibility to design new schemes of agents based on multiparametical logic functions and easily provides the modelling of various procedures in a high-dimensional space of parameters [30]. MVL functions can also realize schemes of secret data coding for one-time cipher pads and random keys [31], to accumulate random data into the scheme of random oracle [32], to model the theoretically proven and most protected position-based cryptography protocol by D. Unruh [33], and to realize data classification procedures [30].

That is why the actual task of secured distant work of robotic agents and MASs [34] is the potential field of applications for MVL functions [29,30], which now needs the integration of disparate algorithms and schemes into the whole data-protection agent, combining quantum and classical data coding methods. The present paper discusses the design of “indestructible” and easy-for-verification MVL data structures, which adapt some blockchain schemes [35–39] for collective data verification by means of collective interaction of the agent with loyal network nodes without trusted servers.
1.2. Basic Properties of Agents

The concept of agents and MASs is one of the basic models in modern AI [15,22] and, in general, supports a large set of properties that hardware and software systems should possess for the efficient imitation of human abilities. Purely software agents are now called bots and are being successfully used in Internet data searches and creative activity [26,27], stock trading [28], and cryptocurrencies mining [35,36]. However, the realization of hardware robotic agents is a much more difficult task, as it is necessary to simultaneously control many subsystems [34,40,41]. In general, the model of the universal agent should possess dozens of properties [15,34,36,41–43], which should include at least:

- autonomous activity and self-sustained decision making;
- reactivity to external media and adaptive correction of behavior;
- active impact on the external media, motivated by understanding of the scene;
- interaction with other objects based on goals, desires, collaboration, and trust;
- communicative abilities, including secured data exchange and storage;
- flexible planning of activity and self-analysis of goals, tasks, and resources;
- responsibility to the team, following to general aims and collaboration rules.

Modern MAEs can deal with stationary and mobile agents, where stationary ones are mainly represented by software bots for information services [26–28,36] and hardware metering devices for power grid control [37–39]. Initially, the term “mobile agent” was used for software designs capable of expanding their activity from one platform to another [44], but now it is often used for hardware robots for transport, industrial systems, medical surgery, and nursing [7–9]. However, all of them have unresolved issues with data protection.

1.3. Data Protection of Stationary Agents in Classical and Quantum Network Nodes

As a whole, data protection methods for agents and MASs are based on the same principles as any other network nodes, but the unsatisfactory level of modern communication networks [20,21] is reinforced by the complexity of robotic agents. The concept of a trusted network node (or server) and trust modeling [24–26] is actually for both schemes with QKD lines and for traditional data links. The basic idea of a trusted server is that all its subsystems are well-secured ones, including data storages, data channels, devices for the detection of data leakages, and systems for the monitoring of administrative processes. In any situation, data coming from a trusted node are considered as absolutely correct and reliable for every user, and typically trusted nodes are associated with the expensive networks of government organizations and big corporations, which maintain large security staff with adequate administrative procedures and human monitoring. However, even cloud services and big data centers [45,46] can be successfully attacked.

The modern interpretation of trust problems for agents dates back at least to the document published by the National Institute of Standards and Technologies of the USA (NIST) [44]. Most typical problems of illegal activity included unauthorized access and data disclosure or corruption. Main countermeasures [22,24,25,37–40,42,43] included such methods as the verification of path histories, proof carrying code, partial result encapsulation, mutual itinerary recording with optional replication or voting, execution tracing, environmental key generation, and computing with encrypted functions. Trusted modelling in MASs considers concepts of trust and reputation [47], as well as argumentation [48].

As the intrinsic idea of autonomous agents is their working without permanent human monitoring [15], then some verification procedures should be shifted onto other agents and partner network nodes. Illegal activity can then be revealed by other agents by means of the estimation of an inadequate agent’s behavior, contradicting the rules used by the majority of participants [37–39]. AI algorithms imitating the work of human
experts for the coordination of node activity were designed for stock trading bots [28], systems of e-commerce, and e-business [35,36]. Efforts to raise the trust level were based on trust estimates carried out by neighboring agents [49,50].

The practical design of collectively secured agents was represented by the smart infrastructure of an energy power grid [37–39], using smart metering and control of phasor for devices suspected in illegal activity. Such systems have combined the collective interaction of metering devices and gateways, which have involved the blockchain (BC), data integrity control, and insider attack mitigation methods.

Respectively, the BC method [37–39,51,52] and cryptocurrencies mining [53,54] demonstrate quite useful schemes of collective network data protection. Ledger (or registry) schemes in the BC [37–39,53,54] are based on the principle of linked data lists and have become the popular trend in modern computer technologies. The main idea here is that the distributed ledger of linked entries [53,54] is supported by the decentralized consortium of users, whose integral voting guarantees the correctness of data. However, attempts to apply trust estimation to mobile robotic systems have led to the design of complicated deep-learning schemes based on pre-trained learning with supervisor and acceptance observation history [55].

As modern fiber optics lines have obtained impressive throughput parameters of 115 Tb/s for single-mode fiber and 10 Pb/s for multi-core fiber [56–59], they seem to be excellent platforms for the secured distant control of robotic agents. Although modern QKD systems did not obtain enough parameters for mass stream secret coding by the most secured one-time cipher pad (OTP) coding method and have some quantum and classical vulnerabilities of their optical and computer components, they are hoped to provide large additional technical, competence, and cost barriers for eavesdroppers [22,23,60]. The drawbacks of modern fiber optics QKD lines refer to the real limited length of quantum key transfer (less than 80-100 km), low fan-out coefficients, the possibility of physical damage of a QKD line, and the threat of being suppressed by intense optical noise. Current designs of quantum memory [61] are too far from practical needs, and modern QKD schemes cannot provide reliable data storage and exclude illegal modifications. Moreover, quantum networks together with ordinary ones can suffer from data leakages carried out by disloyal personnel [62]. Nevertheless, the research of QKD schemes continues, and in order to raise the security level of energy power systems [63], the trusted server with “star” architecture was combined with the large number of QKD lines. Other attempts [64,65] also aimed at the realization of trusted nodes by various quantum schemes. The possibility of using atmospheric quantum laser lines for agents was principally demonstrated by key distribution between ground stations and satellites [66,67], as well as by experiments with an airborne platform [68]. However, satellite QKD links can only be a partial solution for mobile agents, as data exchange sessions are scheduled by timetables of orbital flights, but their positioning can be somewhat unpredictable.

Thus, the schemes and methods discussed above do not provide ready solutions for data protection in mass hardware robotic agents and easy ways to avoid expensive trusted servers. That is why one of the opportunities for agents and MASs is to use the principles of the linked list and the distributed ledger taken from BC methods [37–39]. Cryptocurrencies mining and stock trading seem not to be actual tasks for robotic agents, but new verification schemes are necessary for the autonomous confirmation of their rights and powers, licenses, as well as for the verification of technology data, and breakdown restoration. In contrast to cryptocurrencies mining schemes [53,54], the verification of data in the collective robotic protocol can be based on the simple majority voting of participants, which are to be involved based on mutual interests or service payments, but not on mining. Respectively, the term “entry” but not “transaction” is used further.
1.4. Mobile Robotic Agents and Position-Based Cryptography Schemes

Hardware mobile robotic agents are now represented by autonomous vehicles [7,69], collectives of agents [70], and industrial [8] and healthcare systems [9]. The review of applications for wireless sensor networks formed by mobile agents was presented in [71] and included such tasks as required data collection from the field of view by drones, traffic control, biomedical health and environmental monitoring, virtual reality, and industrial systems control, as well as target tracking, urban control, monitoring of events, and intrusion detection.

Another trend here is the research of schemes for position control and verification of mobile agents [72], where quantum optics is involved as the tool to raise the security level. A position-based cryptography (PBC) task [22] is the confidential transmission of messages from one space location to another one, excluding the decoding of this message by any receiver having any other space coordinates. This task dates back to an ongoing problem of position verification of subscribers in mobile telephony [73], which has caused attempts to use QKD and to obtain unconditional security to not depend on the computing resources of the eavesdropper.

The most secured quantum PBC protocol was proven theoretically by D. Unruh [33] and is further tagged as PU. In fact, this protocol tried to prevent an actual “man-in-the-middle” attack [74] for the quantum optics scheme, but it has obtained only a partial result and did not provide unconditional security for the PBC scheme, as it can be deceived by a large enough number of fake qubits randomly emitted by illegal laser sources located between the eavesdropper and verifiers. This protocol [33] involves quite a realistic laser atmospheric QKD line with an Einstein–Podolsky–Rosen (EPR) source of entangled photon pairs [75]. However, in the review [22] protocol, PU was estimated as an interesting but purely theoretical scheme, as it involves an ideal random oracle (RO), which principally cannot be obtained in practice. RO here is the ideal black box, which for an arbitrary input signal generates random outputs with a fixed number of bits [76]. The obligatory conditions for RO are that it should reproduce the output for any repeated input, and there should be no ways to predict its output.

In order to use protocol PU in practice, the scheme for an RO device was proposed in the paper [77] and included a memory device learned by a quantum random number generator [78] with the help of a special algorithm. Such a scheme of an RO device was intended for the verification of a planned route for passing by a mobile autonomous vehicle [79]. This verification scheme is being discussed further, together with the verification scheme from [77], so that both of them are schematically shown in Figure 2.

The task of a verification procedure is to check the prehistory of visits of a mobile agent to checkpoints. According to terms used in [33], the mobile agent P within the verification scheme is regarded as a prover requesting some service and initially approving its space position for this. The idea of protocol PU [33] was discussed in [32,77] for a 2D case. At every checkpoint, agent P passes through the special quantum optics scheme, shown in Figure 2, by “crossed” pairs of verifier modules. Every such “cross” scheme of a verifier is supposed to emit and detect qubits (i.e., quantum bits or single photons characterized by some quantum states |Ψ⟩) and is also supposed to exchange classical laser signals with the prover. The protocol is activated when the prover P sends the initial request signal. The verifier replies by subsequent transfer of random classical data x₁, x₂ and qubit |Ψ⟩. (As there is yet no appropriate quantum memory for qubit storage, it is necessary to transfer it with some time delay after classical ones.) The prover P measures x₁, x₂, calculates the XOR operation x₁ ⊕ x₂ and further calculates the random hash function H(x₁ ⊕ x₂), using the RO module [22,77]. After this, the prover P has the correct basis for the measurement of the classical value ̅q of the qubit |Ψ⟩. Further, P simultaneously sends measured ̅q by its EPR source to a pair of verifiers located along one axis (the details of the selection of necessary bits were not set by the protocol). If both photons were sent simultaneously by one entangled photon pair, their
classical values obtained by the verifier modules will be equal (for equal distances), accurate to the sign. Then, position verification is successful, and further steps can be performed.

In fact, the choice of EPR scheme by D. Unruh [33] was determined by the necessity to simultaneously emit entangled photons along space axes, as the minimal time interval between the detection of these photons guarantees the advantage for the protocol PU. That is why the protocol PU is limited by light polarization scheme. However, one should note that although the protocol PU principally used a wireless atmospheric data line, the EPR scheme [75] can also be used in the fiber optics quantum line.

After successful position verification, the second step of the procedure is to generate a random key, secretly distributed by the EPR source between the agent P and the visited checkpoint. Thus, during the passing of the route, agent P will accumulate random keys $K_1, \ldots, K_q$, and each visited checkpoint will have only one of keys $K_1, \ldots, K_q$. In order to approve the route passing to the final checkpoint, the agent P declares its set of keys, as the checkpoint chooses some of keys for verification and requests their copies via the trusted network. Then, the final checkpoint compares the declared keys with their network’s replicas. For access to the requested service, agent P should also additionally pass another check step, based on the comparison of the digital image obtained during the route passing and declared by P, with its replica transferred from a distant neural network database [32]. The main result of the paper [32] was that both the quantum protocol PU and template digital image taken from a neural network were represented by multiple-valued logic expressions attributed to time scale. Such a model has considered the joint work of the prover P with the verifier as the interaction of two agents, described by separate AGA functions.

![Figure 2. The principal scheme of quantum route verification of a mobile agent M, uniting methods proposed in [32,79].](image)

However, the drawback of verification schemes [32,79] was that all involved checkpoints were considered as trusted nodes, because:

- classical data in protocol PU are transferred without errors, although the acceptable quantum channel error in this protocol was estimated as 3.5%;
- checkpoints are supposed to exchange accumulated keys and neural network data without errors and limitations.

Such a scheme, including stationary trusted servers with QKD links, can potentially be reproduced in global IoV and city traffic control systems [7], but the problem is that stationary trusted nodes are not applicable for irregular routes of a small-scale MAS.
Thus, the question arises, if one can design a less expensive route verification scheme without trusted checkpoints and intense human control.

Another problem here is that the refusal from trusted nodes and human control in fact means that the level of data storage protection in checkpoints will be reduced substantially, and it is necessary to compensate it somehow. As QKD networks are much more expensive systems than classical ones, they may be equipped with more reliable data storage devices. However, as current designs of quantum memory [61] are far from practical, QKD links can only partially protect traditional memory from illegal modifications carried out directly via data channels.

1.5. Advantages of Data Protection Schemes Based on Multiple-Valued Logic

Discrete \( k \)-valued logic calculus of Allen–Givone algebra (AGA) [29] and data coding schemes on their base [23,30–32] have several features that are beneficial for the implementation of data verification schemes for network MASs. First of all, AGA makes the design of multiparametrical logic models easy, containing arbitrary associations of digital and symbolic parameters and aggregated by the appropriate choice of input variables and variants of functions. MVL modelling is also attractive for the integration of quantum schemes, which can be, e.g., easily described by AGA functions [32] for the quantum PU protocol [33]. The principal advantage of discrete \( k \)-valued logic is the high data capacity of AGA models, which can describe much more states in compact logic expressions [30] than Boolean logic.

1.6. The Goal of the Presented Paper

The motivation to design an MVL analog of the BC’s linked list and distributed ledger [37–39] is determined by the necessity to envisage distributed schemes for autonomous critical data verification, backup, and restoration in a distant MAS. Necessary verification procedures should be grounded in sources of reliable data, distributed in MASs and loyal network nodes. Then, data verification algorithms for MASs will be able to monitor the proper functioning of an agent, to detect attacks, and to restore the work state of an agent.

The aim of the presented paper is to propose an MVL analog of the BC’s linked list for a distributed ledger scheme of data protection and verification of network agents. The task is also to demonstrate the method for combining classical and quantum verification procedures in the logic ledger model.

2. Methods

Although AGA [29] is a very specific calculus [30] with comparatively limited set of intrinsically given tools, multiparametrical logic expressions written for a large number of input variables give the possibility to form a set of logic functions, reproducing the idea of the linked list in BC, and are quite compatible with the methods described in [37–39].

2.1. The Structure of MVL Function

Traditional design of models for robotic agents implies the formation of mathematical expressions intrinsically based on Boolean logic operations \( \text{AND}, \text{OR}, \text{NOT} \), but MVL logic calculus of Allen–Givone algebra (AGA) is based on more general operators \( \text{Maximum}, \text{Minimum}, \) and \( \text{Literal} \) [29]. The comparison of MVL operators with Boolean ones and other possible logic systems was carried out in [23,30,31]. AGA [29] is one of several known versions of MVL models that operate with discrete MVL functions \( y = f(x_1, \ldots, x_n) \), given for \( n \) input variables \( x_1, \ldots, x_n \) and one output variable \( y \). Specifics of AGA are that instead of two truth levels \{0,1\} in Boolean logic, all its input variables \( x_1, x_2, \ldots, x_n \) and the output variable \( y \) can have \( k \) discrete truth levels: \( x_1, x_2, \ldots, x_n, y \in \mathbb{L} = \{0,1,\ldots, k-1\} \), i.e., they are natural numbers. In earlier designed
MVL coding schemes [23,30,31] for 8-bit controllers, $k$ was supposed to be 256, which was enough even for the description of secret coding procedures and communication messages. However, the further proposed MVL model of distributed ledger is to be based on definitions and algorithms of AGA [29] defined for functions with the larger number of truth levels $k$.

The complete set of non-Boolean operators [29]

$$
< 0, 1, \ldots, k - 1, X(a, b), *, +>
$$

ensures the possibility to represent arbitrary function $y = f(x_1, \ldots, x_n)$ as some combination of logic operators taken from the list given further:

- 0, 1, ..., $k - 1$ are constants;
- operator *Minimum* $(x_i, x_j)$ or MIN is marked by (*) and means the choice of the minimal one in the pair $x_i, x_j$;
- operator *Maximum* $(x_i, x_j)$ or MAX is marked by (+), it means the choice of the maximal value in the pair $x_i, x_j$;
- operator $X(a, b)$ is called *Literal* and is given by Equation (5):

$$
X(a, b) = \begin{cases} 
0, & if \ b < x < a \\
0, & if \ a \leq x < b
\end{cases}
$$

where for any $X(a, b)$, always $b \geq a$, and $a, b \in L = \{0, 1, \ldots, k - 1\}$.

Equation (2) demonstrates that operator Literal, in fact, resembles the discrete band filter with variable lower and upper limits. This expression is either equal to the maximal truth level $k - 1$ or 0, which simplifies the analysis of data.

It was commented in [30] that the general structure of MIN and MAX operators dates back to basic definitions of the set “lattice” and its operators “Infimum” and “Supremum”, which namely for the “lattice” were proved to be MAX and MIN. In fact, these binary operators $MAX(x_1, x_2)$ and $MIN(x_1, x_2)$ are the comparison of two logic values $x_1, x_2$, which can reproduce Boolean operators AND, OR if written as appropriate rows into the MVL truth table. However, MVL operators do not possess some specific theorems of Boolean logic, providing its more universal properties. Thus, AGA is a more general but very poor set of tools for data procession, which mainly provides calculation of arbitrarily given MVL functions and their minimization (i.e., simplification), described in detail in [30]. For example, traditional arithmetic operations are not defined in AGA, and they can be reproduced in AGA only by the specially given MVL functions with appropriate truth tables. At the same time, AGA calculus [29] provides primitive logic calculations, whose result is predictable only for a specific numerical data set and does not give appropriate tools for design of trapdoors and schemes to break cryptographic one-way functions and hash ones.

Equivalent representations of MVL functions include truth table, logic expression, and matrix form [29]. Any MVL function $y = F(x_1, \ldots, x_n)$ can always be given by the truth table shown in Table 1, which has the overall number of rows equal to $k^n$, as in Boolean logic it has only $2^n$ ones. Thus, for large values of $k$ (say, more than 256) and $n$ (several dozens), the number of rows can be extremely large and, in reality, one can use only some part of the truth table. That is why MVL function is much more attractive [31,32,77] for modelling complicated systems, cryptography schemes, and random hash functions than the Boolean one.

### Table 1. Truth table of a MVL function with equivalent product terms for rows with nonzero output value.

| $N_{row}$ | Input Variables | Output |
|-----------|----------------|--------|
|           | $x_1$ | $x_2$ | $\ldots$ | $x_{n-1}$ | $x_n$ | $F(x_1, \ldots, x_n)$ |
| 0         | 0     | 0     | $\ldots$ | 0         | 0     | $F(0,0,\ldots,0)$    |
|           |       |       |          |           |       | $F(0,0,\ldots,0) \ast X_1(0,0) \ast X_2(0,0) \ast \ldots \ast X_n(0,0)$ |
The column for output variable \( y \) should be filled in by some set of logic constants \( C = \{0, 1, ..., k - 1\} \). According to [29], any input vector \( x_1, ..., x_n \), i.e., every row of the truth table with nonzero \( y \), has equivalent product term shown to the right of Table 1, and they are written via logic constants, Literals, and operators \( \text{MIN} \) (marked \( * \)) and \( \text{MAX} \) (marked \( + \)). In this product term, the value of \( F(x_1, ..., x_n) \) is taken from the column “Output” in Table 1, and Literals are to be filled in by equal parameters, e.g., \( X(1,1) \).

Unfortunately, the truth table is a convenient tool only for a small number of input vectors, so that real AGA models should use either formal expression (3) written via AGA operators as a set of product terms, or equivalent matrixes [77]. The function given by the truth table (see Table 1) responds to the set of product terms

\[
y = f(0,0,...,0) \ast X_1(0,0) \ast X_2(0,0) \ast \cdots X_n(0,0) + f(0,0,...,1) \ast X_1(1,1) \ast X_2(0,0) \ast \cdots X_n(0,0) + f(k-1,1,k-1,1) \ast X_1(k-1,k-1) \ast X_2(k-1,k-1) \ast \cdots X_n(k-1,k-1).
\]

One should especially note that, according to definitions given in [29], Literals written for separate rows of the truth table and shown to the right of Table 1 have equal values \( a = b \in L = \{0,1,...,k-1\} \) for product terms. So, for the arbitrary truth table, one can always write formal expression (3), which has equal lower and higher parameters \( a, b \) in Literals the structure \( f(0,0,...,1) \ast X_1(a_1,a_2) \ast X_2(a_2,a_2) \ast \cdots X_n(a_n,a_n) \). This notation means that Literal is nonzero only for one natural number \( n = a = b \). However, further simplifications and transformations based on subsuming of product terms can shorten the computing time. Such modification of logic expressions can be held by means of minimization procedure by consensus method [29]. Then, the set of product terms can be shortened, but some parameters \( a, b \) of its Literals will be modified. In this case, notation \( X(a,b) \) with different parameters \( a \neq b \) means that Literal is nonzero for the discrete set of values \( a, a+1, a+2, ..., b-1, b \). It is essential and advantageous for MVL data protection methods that minimization procedure [29,30] strongly depends on the specific set of used data and is “unpredictable” beforehand, which prevents the design of hidden trapdoors. Besides this, any such legal or illegal procedure will change the set of Literals, i.e., expressions for Literal will receive different lower and higher indexed parameters \( a, b \). In addition, the advantage of procedures proposed in the present paper is that they do not initially need minimization procedures. Within the framework of the present paper, logic minimization will finally be necessary for the large number of rows in the truth table or for large number of entries in the MVL model. That substantially simplifies processing and verification of MVL models.

Another possible case of transformation of Literals parameters without minimization refers to Section 3.3, where in Equation (9) some fragment of the truth table is subdivided into loyal and prohibited subsets of rows, which is based directly on total estimates of unused (or prohibited) rows for the known numbers of all possible rows and already used ones.

In turn, its consensus minimization procedure [29] is based on extension of initially given function and adding of so-called “don’t care states” with constants \( k - 1 \) substituted into the function. The choice of such states for extended function leads to multicriteria optimization task that additionally complicates very long minimization procedure. Respectively, if namely MVL function is used as a learned hash or a ledger function, its illegal modification is a very costly task.

In the present paper, for clarity, mainly truth tables are used, but for other modeling stages, one should use more compact equivalent representation of MVL function,
written as the set of matrixes in Equation (4), which reproduce parameters \( a, b \) and logic constants used in Equation (3):

\[
A_u = \begin{pmatrix}
    a_{11} & \cdots & a_{1n} \\
    \vdots & \ddots & \vdots \\
    a_{k-1,1} & \cdots & a_{k-1,n}
\end{pmatrix},
B_u = \begin{pmatrix}
    b_{11} & \cdots & b_{1n} \\
    \vdots & \ddots & \vdots \\
    b_{k-1,1} & \cdots & b_{k-1,n}
\end{pmatrix},
C = \begin{pmatrix}
    c_{11} & \cdots & c_{1p} \\
    \vdots & \ddots & \vdots \\
    c_{k-1,1} & \cdots & c_{k-1,p}
\end{pmatrix}
\]

(4)

where: \( b_{ij} \geq a_{ij}, n \) is the number of input variables, \( k \) is the number of truth levels, and \( u \in \{1,2, ..., v\} \). Matrices \( A_u \) and \( B_u \) in Equation (4) specify indexed sets of parameters \( a \) and \( b \) in Literals \( X_j(a, b) \). Matrix \( C \) in (4) shows the set of constants for all product terms, united by operator \( \text{Max}(+) \), and \( v \) is the number of columns of product terms. Initially, due to Table 1, matrix \( C \) will have only one column, but further minimization of MVL function [29] can modify it.

2.2. Transformation of Dimension of AGA Function

According to basic definitions [29], the number of input variables for AGA function is not limited, but it has one output variable (see Figure 3a). However, verification procedures need to output many signals for one input vector. In order to avoid modification of AGA calculus, one can simply add one or several input variables in order to obtain the allocated counter cycle for outputs. In Figure 3a, the basic AGA function \( y = F(x_1, x_2, ..., x_{N_0}) \) has the number of input variables equal \( N_0 \), but the only output variable can describe only \( k - 1 \) output values. However, if one will define AGA function \( F(x_1, x_2, ..., x_{N_0+1}) \), shown in Figure 3b, it can produce the extended number of output signals in the external cycle, obtained by the sequential substitution of values for \( x_{N_0+1} \). Such a procedure is reasonable to carry out after the calculation of all Literals in product terms with \( x_1, x_2, ..., x_{N_0} \). Note that the value \( x_{N_0+1} = 1 \) but not 0 should be used for the first output signal to provide nonzero product term for it. This small limitation seems not to be substantial.

![Figure 3](image)

**Figure 3.** (a) The basic scheme to calculate function in AGA. (b) The simple scheme to use additional counter \( x_{N_0+1} \) in order to receive \( k - 1 \) output values for the same set of input vectors given for MVL function.

3. Results

The MVL version of collective ledger and the linked list are proposed to be based on the procedure of the collective generation of values of a random hash function by \( Q \) participants of the network pool of users or nodes, motivated in mutual service and shown in Figure 4 as \( V_1, V_2, ..., V_Q \). These nodes are called verifiers, as they verify entries (or messages) coming from \( P \) and other participants of the pool. It is supposed for simplicity that only one mobile agent \( P \) can represent the “interests” of some MASs and is responsible for transfer of entries between this MAS and network nodes. This agent \( P \) is further called the prover, as in [33], because its data should be approved, corrected, or restored with the help of external network nodes \( V_1, V_2, ..., V_Q \). Verification, authentication, and identification data coming from \( P \) to the external nodes are described by en-
tries $e = \{e_1, ..., e_n\}$. The entry $e = \{e_1, ..., e_n\}$ received at time $t$ has $n$ fields represented as natural numbers and can be interpreted, e.g., as a message such as “(1) vehicle N”- “(2)”is certificated for “- “(3) ecology class Euro...- “(n)”date”. For simplicity, we do not consider any language structures here.

1 step:

Distant nodes taking part in the protocol

2 step:

Figure 4. The scheme of assigning random hash values $h$ by verifiers to the entry received from the mobile agent $P$.

3.1. Collective Generation of Data for MVL Storage and Ledger Functions

In Figure 4, the simple procedure is proposed to accumulate data collectively, which is necessary for the generation of an MVL logic-linked list and ledger functions. The prover $P$ is considered as the participant of the pool of loyal nodes. The prover agent wants to add some entry $e = \{e_1, ..., e_n\}$ into the distributed backup storage, which is being sustained collectively by the pool of network nodes. We suppose that this entry is not confidential and does not need preliminary secret coding, but even this procedure will not disturb the procedures disclosed further. The prover $P$ has the list $N = \{N_1, ..., N_Q\}$ of identifiers (or simply numbers $1, ..., Q$) corresponding to verifiers $V_1, V_2, ..., V_Q$, who are agreed to provide the service. Principally, some of the participants can be switched off or busy, so that full list can be unused, but this does not change the scheme, and for simplicity we suppose that all registered participants are taking part in the formation of the entry. The prover $P$ tags the entry $e = \{e_1, ..., e_n\}$ as a new one and sends it via the network to one of the participants, which is taken to be $V_1$. Verifier $V_1$ assigns to this entry the time stamp $t$ and some randomly chosen natural number $h_1$. After this, $V_1$ writes the set of parameters $\{e, t, h_1\}$ in its memory and sends the copy back to the prover. Further, prover $P$ writes the obtained parameters in memory and sequentially sends the pair $\{e, t\}$ to all other nodes from the list. As a result, it accumulates random hash function values $h_1, ..., h_Q$ assigned by verifiers $V_1, V_2, ..., V_Q$ to the pair $\{e, t\}$. After this, $P$ sends the finally formed set $\{e_1, ..., e_n, t, h_1, ..., h_Q\}$ to all involved participants according to the earlier used list. Further, this set of data is to be represented as a separate logic product term in the collective ledger function.
The procedure given above is shown further as Algorithm 1. Its necessary preliminary conditions for entry formation include:

- complete number of involved loyal verifiers $Q$ should respond to $Q \leq k - 1$;
- waiting time $t_{\text{wait}}$ is limited for the reply from the verifier $V_{j+1}$. If it is exceeded, then the zero value should be assigned to the corresponding $h_{j+1}$;
- every node taking part in the protocol should possess either quantum random number generator or RO module with the scheme proposed in [77], which should generate the set of randomly given hash values $h_j$ to make the formation of entries unpredictable and corresponding product terms;
- all the assigned parameters are natural numbers.

**Algorithm 1:** Collective accumulation of hash values for entry

**Input**

- $k$ ← Number of truth levels
- $Q$ ← List of addresses for Q participants of protocol
- $t_{\text{wait}}$ ← Waiting time for reply entry $e = \{e_1, ..., e_n\}$
- $e = \{e_1, ..., e_n\}$ ← Preliminary prepared entry

1. **Prover $P$** assigns counter $j = 1$
   sends $e = \{e_1, ..., e_n\}$ to the verifier $V_1$ according to the list of addresses

2. **Verifier $V_1$** assigns time stamp $t$ to $e$
   assigns randomly chosen $h_j$
   writes the set $\{e, t, h_j\}$ in its memory
   sends the copy of $\{e, t, h_j\}$ to prover $P$

3. **Prover $P$** waits for reply during $t_{\text{wait}}$.
   if reply $\{e, t, h_j\}$ has come writes it in its memory
   otherwise writes it with $h_j = 0$
   assigns $j = j + 1$
   sends pair $\{e, t\}$ to the next verifier $V_{j+1}$

4. **Verifier $V_{j+1}$** assigns randomly chosen $h_{j+1}$
   writes the set $\{e, t, h_{j+1}\}$ in its memory

5. **Verifier $V_{j+1}$** sends the copy of $\{e, t, h_{j+1}\}$ to the prover $P$

6. **Prover $P$** checks if $j = Q$, if yes goes to step 7,
   otherwise repeats steps 3-6

7. **Prover $P$** sends $\{e_1, ..., e_n, t, h_1, ..., h_Q\}$ to all verifiers $V_1, V_2, ..., V_Q$

**Output**

Ledger entry $\{e_1, ..., e_n, t, h_1, ..., h_Q\}$ for each of verifiers $V_1, V_2, ..., V_Q$

As the prover sends its entry $e$ according to the preliminary formed list of participants, the number of replies does not exceed $Q$. As the limiting time parameter $t_{\text{wait}}$ is assigned in the reply only by the first verifier, its possible further illegal modification in one of verifiers does not influence the other’s replies and will contradict the data of the simple majority of verifiers and will be excluded at the stage of decision making. The absence of the verifier’s reply is marked by a zero hash, which is fixed in all other procedures and can be further used for analysis of attacks. The waiting time $t_{\text{wait}}$ period for reply can be limited by the average and variance values estimated for all involved verifiers.

The accumulated set of user data and random hash values above can be directly used for the formation of the simple version of the logic ledger function, but a more pragmatic variant is to firstly generate the separate backup storage function $F_{\text{st}}$, accessible for distant reconstruction if the prover has declared a correct access key. The simple variant here responds to the reconstruction of entry $e_m$ when the prover declares (i.e.,
substitutes as input variables) the collectively generated key given by the hash values \( h_1, ..., h_Q \). The request is sent according to the known list of participants and is considered correct if it is reproduced by the majority of participants. Another simple variant responds to the approval of certificate hash values \( h_1, ..., h_q \) extracted from the storage for the declared entry \( e_m \). Here, the reliability of data also can be estimated according to the majority of replies. More complicated schemes such as the “proof-of-work” one in the BC protocol [37–39] are principally possible, but they seem to be not actual here.

If all participants of the collective protocol possess identical data sets \( \{ e_1, ..., e_n, t, h_1, ..., h_q \} \) written for every entry in the storage, then identical storage function \( F_{ste} \) can be generated in all the involved verifiers using the known scheme. Two simple variants of storage function mentioned above are shown further as the function of entries \( F_{ste} \) and the function of hash values \( F_{sth} \). As the key to extracting data from backup storage should be realized by hash values \( h_1, ..., h_Q \) assigned by \( Q \) network verifiers, then namely these hash parameters are to be used as input variables in \( F_{ste} \). In addition, the set of entries \( e_m = \{ e_{1,m}, ..., e_{n,m} \} \) should be considered as the values of output of the variable \( y \). Such a procedure should use the general algorithm given in [29] and Table 1.

The formation of the MVL storage function \( F_{sth} \) is shown in Table 2. This truth table follows the general format, so that besides parameters \( h_1, ..., h_Q \) it contains an additional counter of verifier \( q \). For brevity, Table 2 demonstrates the product term only for final entry \( e_m \), and all previously added product terms are not shown. One should especially note that, by default or according to the agreement of participants, the first row in the truth table can be filled in by arbitrarily taken random numbers. If some verifier from the list was switched off and did not take part in the formation of \( F_{ent} \), it is necessary to assign \( 0 \) to its hash value in the row. Here, hash values \( h_1, ..., h_Q \) will be the key to the verification procedure, when some of participants will want to restore the entry with critical data.

**Table 2.** The supplementation of the newcomer entry \( e_m = \{ e_{1,m}, ..., e_{n,m} \} \) to the truth table of the storage function \( F_{sth} \) and the formation of corresponding product terms (shown to the right). Previous entry is \( e_{m-1} = \{ e_{1,m-1}, ..., e_{n,m-1} \} \), the overall number of verifiers is \( Q \). Service variables \( t \) and \( q \) respond to the time stamp and the counter of verifiers.

| Input Variables | Output |
|----------------|--------|
| \( h_1 \) \( h_2 \) … \( h_q \) \( t \) \( q \) \( e_j \) | \( e_{q,m-1} \) |
| \( h_{1,m-1} \) \( h_{2,m-1} \) … \( h_{q,m-1} \) \( t_{m-1} \) \( Q \) \( e_{0,m-1} \) | |
| \( h_{1,m} \) \( h_{2,m} \) … \( h_{q,m} \) \( t_m \) 1 \( e_{1,m} \) | Product terms added for the new entry: \( e_{1,m} \cdot X_1(h_{1,m}, h_{1,m}) \cdot \ldots \cdot X_n(h_{n,m}, h_{0,m}) \cdot X_t(t_m, t_m) \cdot X_q(1,1) \)
| \( h_{1,m} \) \( h_{2,m} \) … \( h_{q,m} \) \( t_m \) 2 \( e_{2,m} \) \| \( e_{2,m} \cdot X_1(h_{1,m}, h_{1,m}) \cdot \ldots \cdot X_n(h_{n,m}, h_{0,m}) \cdot X_t(t_m, t_m) \cdot X_q(2,2) \)
| … \( h_{1,m} \) \( h_{2,m} \) … \( h_{q,m} \) \( t_m \) \( Q \) \( e_{0,m} \) \| \( e_{0,m} \cdot X_1(h_{1,m}, h_{1,m}) \cdot \ldots \cdot X_n(h_{n,m}, h_{0,m}) \cdot X_t(t_m, t_m) \cdot X_q(Q, Q) \)

The second version of storage function \( F_{ste} \) can be based on the same data set \( \{ e_1, ..., e_n, t, h_1, ..., h_q \} \) and is shown in Table 3. It is to approve certificate hash values \( h_1, ..., h_q \) for the declared entry \( e_m \), i.e., it can output numbers of licenses or permission if entries contain data referring agent and MASs. Actually, this function should reproduce collectively assigned random hash values.
Table 3. Creation of new product term (shown to the right) in the storage function $F_{ste}$ for the newcomer entry $e_{m} = (e_{1,m}, ..., e_{n,m})$. Previous entry is $e_{m-1} = (e_{1,m-1}, ..., e_{n,m-1})$ and the number of used verifiers is $Q$. Service variables $q$ and $t$ respond to the time stamp and the counter of verifiers.

| Input Variables | Output |
|-----------------|--------|
| $e_1$ | $e_2$ | ... | $e_n$ | $t$ | $q$ | $h$ |
| ... | ... | ... | ... | ... | ... | ... |
| $e_{1,m-1}$ | $e_{2,m-1}$ | ... | $e_{n,m-1}$ | $t_{m-1}$ | $Q$ | $h_{Q,m-1}$ |
| $e_{1,m}$ | $e_{2,m}$ | ... | $e_{n,m}$ | $t_m$ | 1 | $h_{1,m}$ |
| $e_{1,m}$ | $e_{2,m}$ | ... | $e_{n,m}$ | $t_m$ | 2 | $h_{2,m}$ |
| ... | ... | ... | ... | ... | ... | ... |
| $e_{1,m}$ | $e_{2,m}$ | ... | $e_{n,m}$ | $t_m$ | $Q$ | $h_{Q,m}$ |

Product terms added for the new entry:

$h_{1,m} \cdot X_1(e_{1,m}, e_{1,m}) \cdot ... \cdot X_n(e_{Q,m}, e_{Q,m}) \cdot X_1(t_m, t_m) \cdot X_q(1,1)$

$h_{2,m} \cdot X_1(e_{1,m}, e_{1,m}) \cdot ... \cdot X_n(e_{Q,m}, e_{Q,m}) \cdot X_1(t_m, t_m) \cdot X_q(2,2)$

...$

$\rightarrow h_{Q,m} \cdot X_1(e_{1,m}, e_{1,m}) \cdot ... \cdot X_n(e_{Q,m}, e_{Q,m}) \cdot X_1(t_m, t_m) \cdot X_q(Q, Q)$

A special comment should be given to the assigning of random values to the hash function. Their use is determined by the desire to provide an unpredictability of parameters for the MVL function, the storage function, and the ledger function. As most secured data protection schemes [80] are grounded in the OTP method and random data, AGA verification should also follow this trend, excluding preliminary forecasting of backup functions. The method to assign random hash values in the algorithm described above can use the RO scheme proposed earlier in [77] for the protocol PU. The idea of this scheme supposes the quantum random number generator (QRNG) [78] and learning procedure, forming the MVL function according to the algorithm proposed in [77]. An interesting aspect here is that, instead of a hardware QRNG, it is principally possible to use software for one of the known and tested types of cryptography hash functions such as, e.g., SHA256 [81], which guarantees a high quality of hash values set. The principal advantage of the MVL function here is that it can be taught to reproduce any reliable and tested source of random bit sequences with a fixed length, including both hardware QRNG and software SHA256 data.

In Tables 2 and 3, schemes demonstrate two complementary procedures to represent data as AGA functions and to extract them from a reserve backup storage of entries written by logic product terms. However, these two complementary functions discussed above have no internal tools yet to prevent the modification of data, but the calculus of AGA also provides a logic analog of a linked list used in BC schemes [37–39].

3.2. MVL Function of Two Entries as a Base Model for the Logic-Linked List

In order to prevent illegal modifications of entries written in some format unified by participants, it is proposed to form the logic ledger function $F_{Alg}$ by product terms, containing pairs of entries obtained at different time moments $t_m$ and $t_{m-1}$ (see Figure 5). In such a ledger scheme, the function formation responds to the generation of the AGA truth table, where fields of entries may have repeated values if they respond to the same agents, tasks, documents, permissions, plans, and used resources. In order to split such data into separate rows of the MVL ledger function, every entry receives time stamp parameter $t$ and the number of entry $m$ in the ledger. External network nodes are to assign random hash values $h$ in order to exclude the prediction of the ledger function and to simplify its verification, as the uniform distribution of random numbers is appropriate for revealing possible modifications.
The last entry obtained at time moment $t_m$ is written as $e_m = \{e_{1,m}, ..., e_{p,m}\}$, where $m$ is the number of the entry in the ledger and $p$ is the chosen number of fields in the entry. An earlier obtained entry $e_{m-s} = \{e_{1,m-s}, ..., e_{p,m-s}\}$ corresponds to the time moment $t_{m-s}$. In order to confirm authenticity for two entries, the ledger should contain the data of both of them and sets of random keys unique for each of them. In Figure 5 this responds to the shift to right of the position of entry $e$ when a new entry arrives.

**Definition 1.** Logic ledger function or a linked list of logic entries is given within AGA as a hash function

$$h^{(m,s)} = F_{dag}(m, s, t, e_{1,m}, ..., e_{p,m}, e_{1,m-s}, ..., e_{p,m-s}, h_{1,m}, ..., h_{q,m}, h_{1,m-s}, ..., h_{q,m-s}) \quad (5)$$

In Equation (5), $m$ is the number of the last entry in the ledger, $s$ is the shift of the number for the previous entry, $t$ denotes the assigned time stamp for the last entry, $e_{1,m}, ..., e_{p,m}$ are the parameters of the last entry $e_m$, $e_{1,m-s}, ..., e_{p,m-s}$ correspond to parameters of the earlier received entry $e_{m-s}$, $h_{1,m}, ..., h_{q,m}$ are hash values assigned by network verifiers to the last entry $e_m, h_{1,m-s}, ..., h_{q,m-s}$ are hash values of the earlier received entry $e_{m-s}$ and $q$ is the number of a verifier, $q = 1, ..., Q$. Non-indexed parameters $m, s, q$ and indexed parameters $t, e, h$ are natural numbers. For brevity, Equation (5) can be rewritten briefly as:

$$h^{(m,s)} = F_{dag}(m, t, e_m, e_{m-s}, h_m, h_{m-s}) \quad (6)$$

The specifics of data backup for autonomous robotic agents are that the verification of data should include the possibility of its use both by a distant human expert and by a software bot. That is why a logic-linked list should not be accented only on the procedure of rigid binding of a block of data to the pointer of the next block, as in BC schemes [37–39], which can be realized by the special field-to-code data pointer just in the entry. Certainly, the assigning of data pointers should be adapted to a specific software platform. Thus, using the same set of basic rules disclosed by Tables 1, 3, and 4, Equation (5) for the logic ledger can be written according to its truth table. As it was mentioned in the previous section, by default storage functions $F_{ste}$ and $F_{sth}$ should have the first row of the ledger filled in by a randomly chosen set of data. The output variable column should contain random hash values for all rows in order to exclude any preliminary prediction of the ledger function. In Table 4, the new entry is tagged by the number $m$ and the time stamp $t$. For a simple version of the ledger parameter, $s$ can be taken as equal to 1 and Equation (5) for $h^{(m,1)}$ will simply connect the last and the previously received entries such as with blocks of data in BC schemes [37–39,53,54].
Table 4. Truth table of the MVL ledger function $h^{(m,1)} = F_{ldg}(m, t, e_m, e_{m-1}, h_m, h_{m-1})$, whose input variables are the newcomer entry $e_m = (e_{1,m}, ..., e_{n,m})$, previous entry is $e_{m-1} = (e_{1,m-1}, ..., e_{n,m-1})$, and their corresponding sets of hash values $h_m = (h_{1,m}, ..., h_{0,m})$ and values $h_{m-1} = (h_{1,m-1}, ..., h_{0,m-1})$ at time $t_m$ and $t_{m-1}$.

| Input Variables | Output |
|-----------------|--------|
| $m$ | $t$ | $e_{1,m}$ | $e_{p,m}$ | $h_{1,m}$ | $h_{q,m}$ | $e_{1,m-1}$ | $e_{p,m-1}$ | $h_{1,m-1}$ | $h_{q,m-1}$ | $h^{(m,1)}$ |
| 1 | $t_1$ | $e_{1,0}$ | $e_{p,1}$ | $h_{1,0}$ | $h_{q,0}$ | $e_{1,0}$ | $e_{p,0}$ | $h_{1,0}$ | $h_{q,0}$ | $h^{(1,1)}$ |
| ... | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... |
| $m-1$ | $t_{m-1}$ | $e_{1,m-1}$ | $e_{p,m-1}$ | $h_{1,m-1}$ | $h_{q,m-1}$ | $e_{1,m-2}$ | $e_{p,m-2}$ | $h_{1,m-2}$ | $h_{q,m-2}$ | $h^{(m-1,1)}$ |
| $m$ | $t_m$ | $e_{1,m}$ | $e_{p,m}$ | $h_{1,m}$ | $h_{q,m}$ | $e_{1,m-1}$ | $e_{p,m-1}$ | $h_{1,m-1}$ | $h_{q,m-1}$ | $h^{(m,1)}$ |

According to definitions given in [29] and commented in Tables 1–3, the last row of the truth table shown in Table 4 for the ledger responds to the product term Equation (7) tagged with the number $m$ and time $t_m$:

$$
\begin{align*}
\text{product term}_{m} &= h^{(m,1)}_m \times X_m(m, m) \times X_t(t_m, t_m) \times X_{1,m}(e_{1,m}, e_{n,m}) \times \ldots \times \times X_{e_{1,p}, p}(e_{p,m}, e_{p,m}) \times \ldots \times X_{h_{1,q}, q}(h_{1,m}, h_{1,m}) \times \ldots \times X_{e_{p,m}, p}(e_{p,m}, e_{p,m}) \times \ldots \times X_{h_{0,q}, q}(h_{0,m}, h_{0,m}) \\
&= \prod_{i=1}^{n} (X_i(24, 24) \times X_i(24, 24)) \times (X_i(24, 24) \times X_i(24, 24)) \times (X_i(24, 24) \times X_i(24, 24)) \times (X_i(24, 24) \times X_i(24, 24)) \times (X_i(24, 24) \times X_i(24, 24)) \times (X_i(24, 24) \times X_i(24, 24)) \times (X_i(24, 24) \times X_i(24, 24)) \times (X_i(24, 24) \times X_i(24, 24)) \times (X_i(24, 24) \times X_i(24, 24))
\end{align*}
$$

(7)

3.3. The Scheme to Exclude Modification of Non-Specified States of AGA Function

The task to protect the ledger from illegal data modification includes the problem of minimizing the frequency of needed full checks of the overall list of entries and simplifying verification procedures. However, the possible consequences of various illegal modifications in the logic ledger can differ. The illegal deleting of rows or adding of fake rows will distort data written after specific $m$ and $t$ values in the truth table, and it can be revealed by direct access to that ledger. Nevertheless, a more dangerous attack can be carried out if the logic minimization of AGA expressions [29,30] is periodically held in order to shorten the ledger and its computing time. Although this minimization is not an obligatory procedure, participants of the protocol can be interested in it to lower expenses. Namely, this procedure can hide the results of illegal replacement of the true logic constant in a product term by a fake value, as it is disclosed by Example 1.

Example 1. Let us consider a ledger with $k = 32656$ and input variables $x_1,x_2,x_3,x_4$, where the product term $567 \times X_1(24,24) \times X_2(1275,1275) \times X_3(317,331) \times X_4(587,1144)$ is one of the ledger’s entries. A possible attack of an eavesdropper to compromise the ledger is to add a fake entry, where the parameters of Literals are not modified but the randomly chosen hash value, assigned as logic constant $C = 567$, is replaced, e.g., as 830. Further minimization here can delete clear signs of attack and may complicate its verification, and in order to avoid this one should use the basic definition of subsuming of product terms, which is the critical component of simplification procedures for AGA functions [29]. Further, the definition used is cited from [29] and was commented on in detail in [30].

Definition 2. Product term $r_1 \times X_1(a_1, b_1) \times \ldots \times X_n(a_n, b_n)$ subsumes another product term $r_2 \times X_1(c_1, d_1) \times \ldots \times X_n(c_n, d_n)$, if and only if conditions (1) and (2) are true:

1. $r_1 \leq r_2$;
2. $c_i \leq a_i \leq b_i \leq d_i$ for all $X_i, \ i = 1, \ldots, n$.

Using this definition for Example 1, one can see that $567 \leq 830$ is true and $c_i = a_i \leq b_i = d_i$ for all $X_i, \ i = 1,2,3$, respectively. Minimization after illegal replacement of data will provide further that the first product term will subsume the second one and consequently will be deleted:

$$
\begin{align*}
567 \times X_1(24,24) \times X_2(1275,1275) \times X_3(317,331) \times X_4(587,1144) + \\
+ 830 \times X_1(24,24) \times X_2(1275,1275) \times X_3(317,331) \times X_4(587,1144) =
\end{align*}
$$
Thus, the ledger function can be compromised by illegal changes, although further comparison of the true number of product terms and values of \( m \) and \( t \) will disclose the mismatch, but it will be difficult to determine the step when it is carried out.

If participants of the protocol want to use minimization procedures to shorten the ledger and at the same time prefer to exclude possible illegal modifications, then an AGA model of a ledger provides the original method to prevent modifications hidden by minimization. The advantage of this scheme is that it is grounded only in basic definitions [29] and does not need any additional theorems or constraints. In order to apply this method, the participants of the protocol should agree to use constant \( k - 1 \) only as a “technical” parameter for the minimization procedure [29], which will help to uniformly describe all parts prohibited for modification of the truth table, as illustrated in Figure 6. To obtain a formal logic model for the prohibited part of the truth table, one should define complementary product terms, assigning maximal logic constant \( k - 1 \) to all unused rows located “between” both of true entries in the multiparametrical space given by the truth table. Such a prohibited product term will be the subsumed term for any fake product terms having less logic constants and various sets of input variables.

Three last true entries written in the function segment L+

The set of prohibited entries written in the function segment L-

**Figure 6.** Formation of the part prohibited for modifications of the truth table, corresponding to the segment L-, which is complementary to the true segment L+.

The procedure is proposed further to define a complementary set of prohibited product terms for the truth table, which is general enough and can be used not only for a logic ledger function with two entries but also for any storage AGA function. That is why, for brevity, let us consider a logic function containing only three input variables \( x_1, x_2, x_3 \), where the last two entries (or rows) were added into the truth table at different time moments \( t_m \) and \( t_{m-1} \), such as in Figure 6. Such a segment of the function includes only true entries, it is tagged by “+” (i.e., a “good” segment), and it can be written as Equation (8):

\[
\text{Function segment } t_{m-1,m} = h_{m-1} \cdot X_1(\bar{x}_1, \bar{x}_2) \cdot X_2(\bar{x}_2, \bar{x}_3) \cdot X_3(\bar{x}_3, \bar{x}_3) + h_m \cdot X_1(\bar{x}_1, \bar{x}_1) \cdot X_2(\bar{x}_2, \bar{x}_2) \cdot X_3(\bar{x}_3, \bar{x}_3).
\]

Double index \( m - 1, m \) in the left part of Equation (8) indicates the numbers of entries to be processed.

If the segment of the logic function with true entries is given by Equation (8), then the corresponding segment with prohibited entries also can be designed, as one can describe the total border between two classes (or function segments) given in the multiparametrical space given in AGA [30]. The principle of formation of prohibited product term
Prohibited product term $pt_{m-1,m}$ should contain logic constant $k - 1$, which will provide subsuming of any illegally added product terms with smaller constants written into the prohibited part of the truth table. Such a property of AGA is being actively used in its minimization method based on “don’t care states” [29]. According to it, the idea of minimization in AGA is grounded in the extension of the initially given AGA function. One should initially add unused sets of input variables into the truth table and assign logic constants $k - 1$ to them, thus defining by hand the “don’t care states”. These new product terms will be the subsumed ones for all added fake product terms with smaller constants and equal sets of variables [29], so that one can also exploit this experience of a minimization procedure and intentionally assign constant $k - 1$ to all unused product terms, thus excluding their use by eavesdroppers.

In order to obtain formal expression for prohibited product term $pt_{m-1,m}$, one can firstly guess the appropriate logic expression, propose the algorithm for its realization, and further prove it.

In the further proposed Algorithm 2, a necessary preliminary condition is that one should arrange entries in the truth table according to the sequential enlargement of time variable and entry numbers $m$. Note that further $\bar{x}_i$ corresponds to time moment $t_{m-1}$, and $\bar{x}_1$ responds to $t_m$.

### Algorithm 2: Formation of the prohibited segment of an AGA function for the last entry

**Input**

- $k$ - Number of truth levels
- $Q$ - List of addresses for $Q$ participants of protocol
- $t_{wait}$ - Waiting time for reply
- $e_m$ - Last entry $h_m \cdot X_1(\bar{x}_1,\bar{x}_1) \cdot X_2(\bar{x}_2,\bar{x}_2) \cdot \ldots \cdot X_p(\bar{x}_p,\bar{x}_p)$ and the previous one $h_{m-1} \cdot X_1(\bar{x}_1,\bar{x}_1) \cdot X_2(\bar{x}_2,\bar{x}_2) \cdot \ldots \cdot X_p(\bar{x}_p,\bar{x}_p)$

1. Set $i = 1$ for the counter of input variables, $i = 1, \ldots, p$
2. Calculate $b = \text{Max}(\bar{x}_p,\bar{x}_p)$, $a = \text{MIN}(\bar{x}_r,\bar{x}_r)$
3. If $b_l - a_l \geq 2$ write Literal as $X_i(a + 1, b - 1)$, otherwise go to step 6
4. Set $z = 1$; where $z$ is the flag of prohibited rows
5. Go to step 8.
6. If $b_l - a_l < 2$ write Literal as $X_i(a, b)$
7. Set flag $z = 0$
8. Set counter $i = i + 1$
9. If $i \leq p$, go to step 2, otherwise go to step 10.
10. If $z=1$, then write prohibited segment as $\text{Function segment}_{m-1,m} = (k - 1) \cdot X_1(\ldots, \ldots) \cdot \ldots \cdot X_p(\ldots, \ldots)$
   
   If $z=0$, then write prohibited segment as $\text{Function segment}_{m-1,m} = 0$

**Output**
The set of parameters of the product term, defining the prohibited part between two given entries.

Proof of correctness: The prohibited product term according to its idea cannot coincide with the true one, thus its Literals parameters are natural numbers and in the formal expression should differ at least for one. Due to the definition of operator Literal [29],
always for any input variable \( b_1 \geq a_i \). As condition \( b_1 - a_i < 2 \) is equivalent to \( b_1 < 2 + a_i \), but always \( b_1 \geq a_i \), then according to Figure 7, possible values of \( b_i \) are either \( a_i \) or \( a_i + 1 \). Non-coinciding with true ones, the prohibited segment cannot then be inserted. As condition \( b_1 - a_i \geq 2 \) responds to condition \( b_1 \geq a_i + 2 \), a non-coinciding prohibited product term can include at least one possible value, and briefly this can be written as \( X_1(a + 1, b - 1) \).

**Figure 7.** Possible values of Literal parameters.

Based on Algorithm 2, it is more appropriate to design the joint segment of the logic function by combining both entries and the prohibited segment “between” them. Such a joint expression of Equation (9) tagged by “\( \pm \)” should contain three product terms: the true product term for previous entry \( pt^+_{m-1} \), tagged by number of \( m - 1 \), the true product term for the last entry \( pt^+_m \), tagged by number \( m \), and the prohibited product term \( pt^+_{m-1,m} \) uniting all unused and potentially dangerous rows located between the last and the previous entries:

\[
Function\ segment^+_{m-1,m} = h_{m-1} \cdot X_1(\bar{s}_1, \bar{x}_1) \cdot X_2(\bar{s}_2, \bar{x}_2) \cdot X_3(\bar{s}_3, \bar{x}_3) + (k - 1) \cdot X_1(\text{Min}(\bar{s}_1, \bar{x}_1) + 1, \text{Max}(\bar{s}_1, \bar{x}_1) - 1) \cdot X_2(\text{Min}(\bar{s}_2, \bar{x}_2), \text{Max}(\bar{s}_2, \bar{x}_2))^\star \cdot X_3(\text{Min}(\bar{s}_3, \bar{x}_3), \text{Min}(\bar{s}_3, \bar{x}_3)) + h_m \cdot X_1(\bar{s}_1, \bar{x}_1) \cdot X_2(\bar{s}_2, \bar{x}_2) \cdot X_3(\bar{s}_3, \bar{x}_3).
\]

(9)

Thus, according to Algorithm 2, Equation (9) can describe sets of prohibited rows even without directly composing the truth table for all possible states. The prohibited part, if necessary, can also be written as a separate AGA function.

### 3.4. Representation of Quantum Protocol by AGA Function

The model of the logic ledger \( h^{(m,s)} = F_{ldg}(m, t, e_m, e_{m-s}, h_m, h_{m-s}) \) proposed above describes a system whose states are linked by a logic expression for entries taken for different time moments. This model principally can be used for description of an arbitrary procedure, including various classical and quantum protocols, as the truth table and its equivalent product terms are simple and visual tools for preparation and debugging of a logic function. This is illustrated further for the case of the route verification scheme cited in Section 1.2.

Verification procedures discussed in [32] and in Section 1.2 suppose that the prover and the verifier in each of the checkpoints interact as two different agents and execute the quantum protocol PU [33], which includes the transfer and measurements of classical and quantum signals.

Given above in the Figure 3, the actions of verifiers in every checkpoint were represented by the logic function \( F_{vN}(P, t, v_1, v_2, s_1, s_2, s_3, s_4, f) \) [32], describing the work of crossed measurement modules. Input variable \( P \) here describes the initiating signal, \( t \) is time, and \( v_1 \) and \( v_2 \) depict the transfer of two equal values \( q \) by entangled photons emitted by the EPR module. Indexed parameters \( s_1, s_2, s_3, s_4 \) describe the transfer of classical test signals coming from the RO module via four crossed modules of the verifier, and \( f \) is the counter of the involved devices and procedures.

In its turn, actions of the prover \( P \) were represented in [32] by logic function \( F_P(t, \psi, s_{p1}, s_{p2}, s_{p3}, s_{p4}, f) \), where \( t \) is time, \( \psi \) is the measurement of the photon polarization state \( |\psi\rangle \) in the basis \( B = H(x_1 \oplus x_2 \oplus x_3 \oplus x_4) \) responding to the 2D scheme of verification, \( s_{p1}, s_{p2}, s_{p3}, s_{p4} \) refer to measurements of classical signals sent to four verifier modules in the crossed scheme, and \( f \) is the counter of the devices and procedures. \( H \) is the random hash function of the RO [32,77] used by all verifiers and provers.
In order to model the interaction of the two agents commented above in the joint logic model, one should define the united AGA function \( F_{vp} \) given by Equation (10) and disclosed in Table 5:

\[
y = F_{vp}(t, P, V_1, V_2, S_1, S_2, S_3, S_4, \Psi, S_{p1}, S_{p2}, S_{p3}, S_{p4}, J_v, J_p)
\]  

(10)

**Table 5.** Truth table of the \( F_{vp} \) function, modelling interaction of the prover and the verifier agents in the route verification scheme [79]. Procedure describes execution of protocol PU and involves RO. Logic function can be written as a set of product terms and used as entry in the logic ledger.

| Input Variables | Output | Activated Procedure |
|-----------------|--------|---------------------|
| \( t \) \( P \) \( V_1 \) \( V_2 \) \( S_1 \) \( S_2 \) \( S_3 \) \( S_4 \) \( \Psi \) \( S_{p1} \) \( S_{p2} \) \( S_{p3} \) \( S_{p4} \) \( J_v \) \( J_p \) | \( F_{vp} \) |                      |
| \( t_0 \) \( p \) - - - - - - - - - - - - - - - - - | \( C_1 \) | Prover initiates protocol |
| \( t_1 \) - - - - - - - - - - - - - - - - - | \( C_2 \) | Step 1: load \( s_1 \) from RO |
| \( t_1 \) - - - - - - - - - - - - - - - - - | \( C_3 \) | Load \( s_2 \) from RO |
| \( t_1 \) - - - - - - - - - - - - - - - - - | \( C_4 \) | Load \( s_3 \) from RO |
| \( t_1 \) - - - - - - - - - - - - - - - - - | \( C_5 \) | Load \( s_4 \) from RO |
| \( t_2 \) - - - - - - - - - - - - - - - - - | \( C_{14} \) | Step 2: transfer initiating signal \( p \) |
| \( t_2 \) - - - - - - - - - - - - - - - - - | \( C_{15} \) | Load |(\( |\psi> \) into quantum memory |
| \( t_2 \) - - - - - - - - - - - - - - - - - | \( C_{16} \) | Measure \( s_1 \) |
| \( t_2 \) - - - - - - - - - - - - - - - - - | \( C_{17} \) | Measure \( s_2 \) |
| \( t_2 \) - - - - - - - - - - - - - - - - - | \( C_{18} \) | Measure \( s_3 \) |
| \( t_2 \) - - - - - - - - - - - - - - - - - | \( C_{19} \) | Measure \( s_4 \) |
| \( t_2 \) - - - - - - - - - - - - - - - - - | \( C_6 \) | Re-switching of memory units |
| \( t_2 \) - - - - - - - - - - - - - - - - - | \( C_7 \) | Transfer of |(\( |\psi> \) |
| \( t_2 \) - - - - - - - - - - - - - - - - - | \( C_8 \) | Transfer \( s_1 \) |
| \( t_2 \) - - - - - - - - - - - - - - - - - | \( C_9 \) | Transfer \( s_2 \) |
| \( t_2 \) - - - - - - - - - - - - - - - - - | \( C_{10} \) | Transfer \( s_3 \) |
| \( t_2 \) - - - - - - - - - - - - - - - - - | \( C_{11} \) | Transfer \( s_4 \) |
| \( t_3 \) - - - - - - - - - - - - - - - - - | \( C_{20} \) | Step 3: calculate basis |
| \( t_3 \) - - - - - - - - - - - - - - - - - | \( C_{21} \) | Step 4: transfer of |(\( |\psi> \) by EPR pairs |
| \( t_4 \) - - - - - - - - - - - - - - - - - | \( C_{22} \) | Step 5: measurements and check if |
| \( t_5 \) - - - - - - - - - - - - - - - - - | \( C_{23} \) | Step 6: repeat steps for C1-C12 |

This function is defined for the set of all 14 input variables used earlier in \( F_p \) and \( F_N \), and the output variable is given by the set of constants \( C_1 \),...\( C_{23} \), for simplicity tagged as they are in paper [32]. According to [32,33,79], the used version of route verification protocol PU [33] was slightly adapted for the 2D case, and one checkpoint was considered as one verifier agent, which interacts with the prover agent. Their interaction corresponds to the protocol PU [33] and is subdivided into six steps tagged by time countdowns \( t_0,...,t_6 \). Here, the value \( p \) of variable \( P \) obtained at \( t_0 \) refers to the initial signal coming from the prover and initiating the verification protocol, clocking
scheme, memory device, random oracle, and microcontrollers or FPGAs. As time variable \( t \) is the same for both agents in [32,79], it does not need to be repeated twice in the united exp. (14). Two counters tagged \( I_p \) and \( I_p \) principally can be replaced by one, but for simplicity they respond to the variables used earlier.

A special comment should be given to the other steps necessary for theoretically adapting the proven PU protocol [33] for practice. The choice of EPR scheme is critical here, as namely the simultaneous emission of two entangled photons provides maximal precision to the measurements of distances between the prover and the pair of verifier (in the crossed detection scheme) in Figure 2. Respectively, the EPR scheme in the PU protocol determines the use of the polarization coding of qubits. However, the EPR scheme can have three variants, concerning the polarization of the pump photon [82,83]. The signal and idler photons can have the same polarization with each other and can coincide with the destroyed pump photon, but their equal polarization can also be orthogonal to the pump photon polarization. One more opportunity is that the signal and idler photons can have perpendicular polarizations. Thus, the truth table in Table 5 can potentially describe more details for these variants.

The choice of input variables leaves some alternatives for the procedure of input of the classical testing signals \( s_1,s_2,s_3,s_4 \) generated by the RO module and controlled by variables \( S_1,S_2,S_3,S_4 \). These classical signals should be sent to the prover by the verifier, and one can use a separate controller for them and thus replace four signals by one. The same alternative refers to signals \( S_{p1},S_{p2},S_{p3},S_{p4} \) emitted by the prover and described by variables \( S_{p1},S_{p2},S_{p3},S_{p4} \).

It is necessary to emphasize that mobile agents are mainly associated with the atmospheric line for entangled data exchange during route passing by agents, but principally modifications of the protocol PU can be adapted for a fiber optics scheme with an EPR source of qubits [75].

Special commentary should also be given to the “-” symbols used in the rows of the truth table of the function \( F_{up} \) for the shortened description of equivalent product terms. For the ideal physical set-up, one may fill in the truth table by the set of variables written in the table and replace all “-” with zeros, as there should be no signals for these variables. These zeros in the truth table correspond to Literals \( X_0(0,0) \) written in the product terms, as it was carried out for Tables 1–3. However, real signals may have nonzero levels due to transient processes and noise. That is why, for the real system, an ideal logic model may not work correctly, and noise deviations should be taken into account. This fact leads to the necessity to add into the truth table all possible rows containing the expected spectrum of all possible noise signals, which is a very wasteful method, but such information may be not accessible at the initial stage of design. At the stage of composing the truth table, one can suppose that input variables tagged by the symbol “-” are not observed and may have arbitrary transient values. This may be written by Literal \((0,k – 1) \equiv k – 1 \), which can always be correctly “installed” into any shortened product term for omitted variables. This can be disclosed by Equation (11), where all variables tagged by “-” in Table 5 are omitted:

\[
F_{up} = C_1 * X_1(t_1,t_2) * X_{p}(p,p) * X_{p}(f_{p1},f_{p1}) + \\
C_2 * X_1(t_2,t_2) * X_{s1}(s_1,s_1) * X_{j1}(j_{12},j_{12}) + \\
C_3 * X_1(t_2,t_2) * X_{s2}(s_2,s_2) * X_{j2}(j_{23},j_{23}) + \\
C_4 * X_1(t_2,t_2) * X_{s3}(s_3,s_3) * X_{j3}(j_{34},j_{34}) + \\
C_5 * X_1(t_2,t_2) * X_{s4}(s_4,s_4) * X_{j4}(j_{45},j_{45}) + \\
C_6 * X_1(t_2,t_2) * X_{j1}(j_{12},j_{12}) + \\
C_7 * X_1(t_2,t_2) * X_{j2}(j_{23},j_{23}) + \\
C_8 * X_1(t_2,t_2) * X_{j3}(j_{34},j_{34}) + \\
C_9 * X_1(t_2,t_2) * X_{j4}(j_{45},j_{45}) + \\
C_{10} * X_1(t_2,t_2) * X_{j5}(j_{56},j_{56}) + \\
C_{11} * X_1(t_2,t_2) * X_{j6}(j_{67},j_{67}) + \\
\text{(11)}
\]
Thus, the first product term $C_i \ast X_p(p, p) \ast X_t(t_1, t_2) \ast X_j(j_1, j_2)$ in Equation (11) should be rewritten equivalently as:

$$C_i \ast X_p(p, p) \ast X_t(t_1, t_2) \ast X_j(j_1, j_2) =$$

$$C_i \ast X_t(t_1, t_2) \ast X_p(p, p) \ast X_{Y_1}(0, k-1) \ast X_{S_2}(0, k-1) \ast X_{S_3}(0, k-1) \ast X_{S_4}(0, k-1)$$

$$\ast X_{S_5}(0, k-1) \ast X_{S_6}(0, k-1) \ast X_{S_7}(0, k-1) \ast X_{S_8}(0, k-1)$$

$$\ast X_{S_9}(0, k-1) \ast X_{S_{10}}(j_1, j_2) \ast X_{S_{11}}(j_2, j_2).$$

The other 20 product terms also should be appropriately rewritten.

After the design and clarification of the involved hardware components, one should specify the appropriate noise parameters and reduce the band of indexed parameter $b$ in Literals with $(0, k-1)$ from $k-1$ to some determined by noize value $\overline{b}$. In other words, function $y = F_{uv}$ given by Equation (12) should be redefined after clarification of its noise parameters. Namely, this procedure will be correct, as there are no formal reasons to mix $0$ and $k - 1$ constants in one logic expression, and this should be carried out by hand in the final truth table for the new function $y = F_{uv}$.

Using the procedures discussed above, one can write the function, describing the interaction of prover and verifier agents, into the ledger function as a reference procedure for tests or restoration. Position-based verification with protocol PU [33] here is not the obstacle, and both quantum and classical procedures can be united in the AGA logic model.

One more substantial note should be given, referring the further necessity to consider the model of trust for the interaction between the prover and the verifier. The joint logic function $y = F_{uv}$ discussed above has included the prover and the verifier as two different agents, according to their signals used in the verification protocol. However, their real interaction will also depend on the honest and dishonest behavior of the prover. In order to obtain a more detailed and realistic description of the verification procedure, it is further necessary to add a model of trust for their interaction.

Another interesting aspect of a fiber optics network segment is that advances in this field create the possibility to complement the PBC task and its more secure but specific PU by a less protected but more massive QKD protocol for the delivery of confidential digital data, such as photos, from the neural network database. At least, the recent research of the continuous-variable QKD scheme [84] can potentially be used for the design of $k$-valued truth models of AGA. Moreover, this paper discusses the trusted component of the phase noise model, so that the agent model for such hardware schemes can directly include several different noise models into the control scheme of the agent. That means there is a necessity to design more complicated models of trust, directly including physical parameters into agent models. It seems that multiparametrical models of AGA can be quite appropriate for the integration of such physical processes. The frequency polarization multiplexing system used in [85] additionally enlarges the interest in the continuous-variable QKD scheme. Besides this, the equalization enhanced phase noise [86] is attributed to wavelength division multiplexing schemes of fiber optics, which seems to be the most reliable scheme for the realization of multi-level logic. Moreover, the phase-coded noise compensation tools in QKD schemes [86] are attributed to dispersion compensating fiber, chirped Bragg gratings, dispersion-shifted fiber, and reduction
of the chromatic dispersion effect by optimal initial pulse duration. All these schemes can potentially be considered as components for AI control agents, but the agent’s architecture and MVL model can differ substantially for them.

3.5. Computing Aspects of AGA Functions

As the ledger verification scheme for robotic agents is finally designated for data protection protocols and RO design, possible schemes of MVL procession should be obligatorily adapted to low-level programming and distributed schemes of microcontrollers and memory chips located inside a hardware agent. The two-controller testing circuit board was designed earlier for a fuzzy logic modelling device, which is shown schematically in the Figure 8, where input bus commutators used ADC in agents, but here it was used for the run of MVL function calculations. This external link controller, chips at the output bus, and some of clocking signals are not discussed here and are not shown, for brevity. Such a laboratory circuit board has a lower response in comparison with modern ARDUINO controllers [87], which are good for conjugation with modern computer ports and for quick access to embedded memory with limited capacity, but they are not appropriate for experiments with brunched multi-port schemes with active interaction of several controllers and high-capacity external memory chips, which is actually for the design of hardware agents. The 8-bit circuit board that was used included 1 MB SRAM, 512 KB ROM, and two 24 MHz ATMEL microcontrollers, possessing four input/output banks. The microcontroller MC1 was intended for data acquisition from external and network devices, and the second one, MC2, calculated the MVL ledger test function. Trigger registers Rg1, 2, and 3 are necessary here for the clocking of external memory chips. Addressing of the necessary SRAM cell is performed via bank (i.e., port) two of MC2 by means of trigger registers and inversed pins CE OE, WE. The data from SRAM and ROM are inputted via bank P0 of MC2.

![Figure 8. Scheme of the testing circuit board for AGA microassembler software (shortened).](image)

The scheme shown in Figure 8 with the microassembler program for MC2 calculates the fit of the arbitrary external entry to the MVL ledger model with assigned quasi random hash value $h^{(m,1)}$. For clarity, the hash value $h^{(m,1)}$ assigned to the last ledger entry is written in ROM, as in fact the RO device is to be the combination of the memory and random number generator, reproducing random hash for any repeated input signal. Respectively, it can be emulated by outputting value $h^{(m,1)}$ taken from the set $h^{(1,1)}$, $..., h^{(m-1,1)}$, $h^{(m,1)}$, ...$h^{(k-1,1)}$ written in cells with addresses from, for example, #1 up to #255.

The test task included the processing of eight Literals shown in Table 2. In order to shorten the task, only one external hash value approves the entry, and every entry $e$ consists of two components, $e_{11}$, and $e_{12}$. According to Table 4, the MVL template ledger
function has emulated the numerical test data coming from the external agent and written them in fixed memory cells, as shown in Table 6.

Table 6. Structure of template and input test data to be written in SRAM for entry verification.

| Template | m  | t  | e11 | e12 | h1 | e21 | e22 | h2 |
|----------|----|----|-----|-----|----|-----|-----|----|
| Addresses| #1,#2 | #3,#4 | #11,#12 | #13,#14 | #15,#16 | #17,#18 | #19,#20 | #21,#22 |
| Test data| mt | tt | et11 | et12 | ht1 | et21 | et22 | ht2 |
| Addresses| #101 | #103 | #111 | #113 | #115 | #117 | #119 | #121 |

The value of the calculated product term is to be written in SRAM cell #150.

The results of running of the program for microcontroller MC2 were also emulated by the simplest microassembler simulator AVSIM. Given a further short fragment of software demonstrates the calculation of only one Literal in a scheme with external memory addressing, in order to show the role of the agent’s architecture. Note that this program processes a general case of Literals with different low and higher indexed parameters of a, b in separate cells.

Fragment of the program for calculation of Literal X(a,b) in MC2.

```assembly
ORG 0H
AJMP START
ORG 30H

... LITERALS: MOV R6,#1 ; begin cycle for calculation of 8 Literals
SJMP PT

NEXTLIT: INC R6
PT: CLR C;
... addressing cell #1 in SRAM ...
MA: MOV A,P0; read a for variable m
MOV R5,A ; assign a to register R5
... addressing cell #2 in SRAM...
MB: MOV A,P0; read b for variable m
MOV R4,A ; assign b to register R4
...addressing cell #101 in SRAM...
MT: MOV A, P0; read mt
MOV R3,A
COMPMA: SUBB A, R5; compare mt with a for Xm
JNC LITMB; go to LITMB if bit C=0 and mt is greater than a for Xm
AJMP PT_0; mt does not fit to Literal and the whole product term is equal to zero
COMPMB: CLR C
MOV A,R4; assign b to accumulator A
SUBB A, R3; compare mt with b for Xm
JNC CHECKLIT; if bit C=0 i.e. mt less than b for Xm, then process next Literal
AJMP PT0; mt does not fit to Literal and the whole product term is zero
CHECKLIT: CJNE R6,#8,PT ;
PT0: ...SRAM cell #150 addressing...
MOV P0,#0; write 0 for product term into SRAM

... END
```
A further example is shown for the shortest designed versions of MIN, MAX operators possible, only without external memory addressing.

### Fragments of the program for calculation of MAX(x,y) or MIN(x,y) in MC2

| MINIMUM (#N1,#N2): | MINIMUM (#N1,#N2): |
|---------------------|---------------------|
| choose smaller of two values | choose greater of two values |

**INPUT**
- #N1 ← Natural number
- #N2 ← Natural number

```
MOV A,#N1
MOV R7,#N2
CLR C
SUBB A,R7
JNC MIN_N2
MOV R0,#N1
SJMP NEXT
MIN_N2:MOV R0,#N2
NEXT:
```

**OUTPUT:** MIN value in register R0

```
OUTPUT: MAX value in register R0
```

**Results of microassembler modeling.**

- Microassembler 8-bit modeling of MVL operators and functions does not detect any additional problems in comparison with traditional microcontroller applications such as step motors or control or sensors, but the choice of agent architecture influences greatly on the time response and clocking. It should be chosen before the full-scale modeling of agent interaction;

- For test circuit board shown above, the calculation of basic operators for AGA function is slow enough as, e.g., \( k = 256 \) truth levels \( n = 30 \) variables the calculation will need \( \approx 210,000 \) work cycles, which responds to 0.1 s at 24 MHz, as minimally possible parameters are \( t_{\text{MIN-MAX}} \approx 4 \text{ mC} \) and \( t_{\text{LITERAL}} \approx 9 \text{ mC} \). However, addressing of external memory devices can additionally enlarge the number of cycles, at least for \( \approx 20\text{–}25\% \). That complicates the design of the universal PC’s program for interaction with the hardware agent;

- FPGA, at for example 500 MHz, are more appropriate for practical work with AGA, as due to [88] its typical work cycle responds to four clocking cycles and calculations of the AGA function will take

\[
t = N_{\text{truth levels}} \cdot 4 T_{\text{work cycle}} \cdot N_{\text{operators MIN&MAX}}
\]

and can be lowered to the \( \approx \text{ms} \) scale appropriate for real technical tasks. However, parallel schemes of AGA calculations are not investigated for such platforms.

- In order to solve the problem of non-compatibility of instructions for computer and microcontroller platforms using the AGA logic ledger, a modern RISC-V platform [89] with open code seems to be the possible solution, as it proposes universal short instructions for devices with different throughput.

For further conjugation of microassembler and PC procedures in MASs, one can use as the base the program for the computing of the AGA function given in C language, which was published as a supplement to the recent paper [30]. As for C++, since the standard ANSI C [90] does not define library functions corresponding to operators \( \text{MAX}(x,y) \) and \( \text{MIN}(x,y) \), then for the prototype \text{stdlib.h} traditional cycles or macro, \( \text{max()} \) and \( \text{min()} \) can be used for calculations of these operators. The program’s main […] part should then use instructions such as:

```c
printf(“max/min of x, y is %d\n”, max/min (x, y));
return 0;
```
For such a design, the final architecture of the hardware agent should be chosen, as the data exchange in the distributed scheme directly emulating procedures for the proposed logic ledger will need high-capacity external memory chips, substantially modifying time response estimations.

3.6. Discussion of Prospectives for Further Research of AGA Functions

Modern fiber optics networks provide a possibility to transfer large volumes of digital information to distant nodes, and QKD schemes enhance the protection level for data transfer channels, which creates new possibilities for massive distant control of robotic MASs. However, there are currently no ready and well-formed concepts to provide reliable autonomous monitoring and self-restoration of a MAS in case of attacks and breakdowns. That is why there are several actual tasks to continue the MVL designs presented above.

The logically linked list for a distributed ledger proposed above can be further used as a simple scheme for backup storage, aimed at autonomous verification and restoration of valuable and critical data for distant agents. AGA models are attractive here due to their ability to form correct multiparametrical logic expressions for arbitrary sets of parameters. They can combine parameters of classical and quantum lines for collective verification using quantum keys, RO, and “bit commitment schemes”.

For future robotic system tasks, data concerning rent, repairs, and licenses for a small-scale MAS seems to be not confidential, but technical schemes of objects, prehistory of the agent’s work represented by terrestrial maps, biometrics keys, verification digital schemes, and images need additional secret coding. The simplest way here is to use the encapsulation of an additional protocol into a standard one, and the AGA analog of OTP secret coding scheme [31] can potentially be adapted for the large number of truth levels in a ledger.

The proposed schemes of a logic-linked list of entries and distributed logic ledger allow the formal logic scheme to design a vaster model of trust for the interaction of agents with other ones and network nodes. The time-attributed model of linking entries, necessary for the quantum protocol PU and other classical verification schemes, principally can be extended from space coordinates to other variables. A multi-stage procedure resembling a Merkle tree in the BC [37–39] can be used here based on the same random hash functions as for RO-based schemes [22]. Estimations of trust parameters can be gathered in a separate AGA function, which can be used the same as the MVL classification scheme proposed earlier [30] for decision making.

As noise models for fiber optics systems [84] can now involve independent trust estimates, more detailed schemes for the integration of such models into robotic agents are interesting for more efficient control of fiber optics networks. Verification schemes with enhanced trust models can also describe pairs of bot–hardware agents, where the software bot is used as a “deputy admin” at a distant MAS.

The task to protect memory storage in unmanned network robots from illegal modifications may be considered further as the creation of self-sustained robotic “collaborative media” for the partner interaction of inexpensive small-scale robotic systems, providing individual and collective verification, approval, and restoration of data. Unfortunately, a trusted server is too expensive of a way for mass MASs. Then, a set of small distant backups with branched addressing of entries, muddy structure, and additional secret coding can be the alternative, thus extending the trend for collective interaction of agents, demonstrated by IoV, IoT, BC, and smart grids.

Experiments for MVL models are reasonably based on the unified structure of short instructions at RISC-V platforms [89], which are interesting for the design of RO versions based on known versions of the SHA256 cryptography hashing function and QRNG.

Conjugation with computer vision systems and neural networks for autonomous agents are considered as the obligatory step for the realization of unmanned robots without trusted server control. That is why the route verification scheme [32,79] is only a
preliminary attempt to work out schemes for the integration of quantum verification schemes with digital images.

4. Conclusions

Modern fiber optics can become the base for the distant control of unmanned robotic agents and MASs. However, mass and inexpensive unmanned mobile hardware agents can scarcely be realized as trusted nodes; moreover, they should interact with network nodes that have different levels of trust. As a result, traditional memory data storage becomes the vulnerable component of a mass autonomous robot, and the situation cannot be radically changed for the modern level of quantum memory technologies. That is why, for the reliable work of autonomous mass agents, they should more closely interact with partner network nodes and agents, which can be used for mutual monitoring and as distributed backup storages of critical data necessary in case of breakdowns and attacks. The trend is also to involve different estimates of trust and various verification procedures. Thus, the problem of illegal modifications of data in mass unmanned robots makes the actual design of complicated verification procedures based on AI and multiagent models difficult.

In the present paper, the use of some of the methods designed earlier for the blockchain and distributed ledgers and to applying logic analogs of the linked list and a distributed ledger scheme are proposed. As a robotic version of a ledger is aimed at technical tasks, the approval of data can be realized as simple majority voting instead of expensive proof-of-work schemes from the blockchain.

In order to integrate classical and quantum verification protocols with digital images and other possible data structures, the AGA logic model of a linked list is proposed for agents, autonomously interacting with network nodes. This model uses the AGA function for the logic modelling of two entries, attributed to the time parameter and random hash values assigned collectively by partner nodes. Such a scheme simplifies the integration of complicated quantum and classical verification protocols, such as the protocol PU for position-based verification, and makes the earlier proposed RO schemes for hashing more interesting.

Keys for access to backup storages in external nodes are proposed to be sets of random hash values, assigned by network partners involved with the pool as verifiers, or by entries written in the special format of the data. Such functions that include entries and hash values can be directly used for data extraction from distributed storages. Entries in these functions are intended to approve licenses, credentials, and other critical data for the unmanned work of agents.

The method of “prohibited” product terms is proposed in order to prevent illegal modification of the logic ledger by the minimization of logic expressions, which may be applied for the shortening of the ledger’s length and time computing.

Initial testing was held for MVL programs necessary for agents and logic ledger design, stimulating the choice of specific architecture for involved agents, which is necessary for full-scale testing of the proposed method.
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