Optimized Deep Learning-Inspired Model for the Diagnosis and Prediction of COVID-19
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Abstract: Detecting COVID-19 cases as early as possible became a critical issue that must be addressed to avoid the pandemic's additional spread and early provide the appropriate treatment to the affected patients. This study aimed to develop a COVID-19 diagnosis and prediction (AIMDP) model that could identify patients with COVID-19 and distinguish it from other viral pneumonia signs detected in chest computed tomography (CT) scans. The proposed system uses convolutional neural networks (CNNs) as a deep learning technology to process hundreds of CT chest scan images and speeds up COVID-19 case prediction to facilitate its containment. We employed the whale optimization algorithm (WOA) to select the most relevant patient signs. A set of experiments validated AIMDP performance. It demonstrated the superiority of AIMDP in terms of the area under the curve-receiver operating characteristic (AUC-ROC) curve, positive predictive value (PPV), negative predictive rate (NPR) and negative predictive value (NPV). AIMDP was applied to a dataset of hundreds of real data and CT images, and it was found to achieve 96% AUC for diagnosing COVID-19 and 98% for overall accuracy. The results showed the promising performance of AIMDP for diagnosing COVID-19 when compared to other recent diagnosing and predicting models.
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1 Introduction

The current epidemic of coronavirus disease (COVID-19) [1] has spread extensively around the world. The World Health Organization (WHO) has declared that COVID-19 is an international pandemic [2,3]. To the date (November 15th, 2020), there have been 54,790,349 confirmed cases and 1,323,898 deaths worldwide [4]. COVID-19 is exceptionally contagious and easily transmitted between people via respiratory droplets. Its common symptoms for mild cases include shortness of breath, muscle pain, fever and sputum production, but it can also cause pneumonia and multi-organ failure in more severe cases [5–9]. The death rate/number of diagnosed cases recorded in
March 2020 was as high as 4.5%. Many countries have been affected by widespread community transmission, meaning that individuals may become infected without directly contacting symptomatic persons or traveling to areas with outbreaks.

With the daily rapid growth in the number of newly confirmed and suspected cases, diagnosis has become a critical issue to aid containment of the disease, especially in countries suffering from a lack of resources or low detection rates [8]. Thus, healthcare workers need sensitive and specific diagnostic tools to identify cases of potential COVID-19. Several researchers [10–13] have attempted to develop models using artificial intelligence (AI) techniques to detect COVID-19 cases in order to contribute to disease containment before spreading. These models may assist clinicians in making appropriate recommendations for treatment. However, many limitations have been shown in these studies, including low accuracy and long execution times in diagnosing. Most of these models ignore the reverse transcription-polymerase chain reaction (RT-PCR) tests in their results even though different governments’ recommendation for COVID-19 diagnosis [14–16] state that they should be included as the most widely accepted standard test for diagnosing COVID-19. However, recent studies [12,13,17,18] have suggested that RT-PCR may only be 30 to 70% sensitive for acute infection. This would mean that up to seven patients out of ten with COVID-19 may obtain a negative PCR result.

On the other hand, other studies [12–14] have shown that chest computed tomography (CT) has a sensitivity of over 95%. Several radiologists have stated that supervised computer-aided CT diagnosis models are urgently needed to detect COVID-19 cases alongside RT-PCR tests. In this context, this paper proposes a deep learning inspired model for COVID-19 diagnosis and prediction (AIMDP) that can accurately detect early COVID-19 signs (features) from CT images with further evaluation from RT-PCR. The AIMDP model has three significant phases: segmentation, feature selection (FS) and classification. The segmentation phase implements a deep learning technology, i.e., convolutional neural networks (CNNs), to increase diagnosis speed and contribute to disease containment. To accurately detect the signs of COVID-19 in CT images, the FS phase utilizes the whale optimization algorithm (FSWOA) to select the most relevant patient features. The most common CT sign in COVID-19 is ground glass opacity (GGO), which indicates that the alveoli are full of liquids. This sign is shown in a CT image as a grey shadow. Other common signs for COVID-19 identified in CT scans are solid white consolidation (SWC) and a crazy-paving pattern (CPP). GGO is considered a first indication of COVID-19, followed by the other signs. In the most severe cases, SWC indicates that there is more liquid in the lungs.

On the other hand, the lung wall appears thicker in CT images when CPP is present. CPP indicates swelling in the lung walls, which leads to a more static wall image shown beside the smoky grey area caused by GGO. In the present study, the proposed AIMDP model was shown to have encouraging performance when applied to a real dataset with hundreds of CT scans.

**Main Contributions of the Proposed AIMDP Model:** AI techniques can help develop models to aid healthcare workers in diagnosing disease. The proposed AIMDP model utilizes different AI techniques to enhance the diagnostic function of the model as follows:

- First, a pre-processing phase is implemented only to consider the lung regions and remove the noise of non-lung regions to reduce the time needed to segment the whole image. In this phase, the image is also normalized and assigned a label for each patch/image to represent each feature detected.
- Second, a FS phase is used to select the minimum number of significant features for diagnosing COVID-19 using the WOA to optimize the results.
• Third, the classification phase includes different classifiers, and the model is used to select the most appropriate classifier based on the classification error obtained for each case.
• Fourth, although CT scans are highly sensitive to COVID-19, some COVID-19 signs may also be seen in other causes of viral pneumonia. That means that chest CT scan images may be sensitive but not specific for COVID-19. Thus, in the diagnosis and classification phase of AIMDP, further evaluation by lab tests (RT-PCR and complete blood count (CBC)) should be used to exclude other causes and accurately diagnose COVID-19 independently of CT images.
• Finally, the proposed AIMDP was compared with the other state-of-the-art techniques. The results revealed that AIMDP was superior to other recent diagnostic models in terms of the area under curve (AUC), positive predictive value (PPV), negative predictive value (NPV) and execution time.

This paper is structured as follows. Recent COVID-19 diagnostic models and representation of the WOA algorithm are presented in Section 2. Section 3 outlines the proposed artificial intelligence inspired model for COVID-19. The AIMDP model’s performance is evaluated in Section 4, showing the effect of implementing WOA in the proposed FSWOA and the CNNs in AIMDP. The results obtained are compared against those from the most recent diagnostic models. Conclusions, limitations and future work are discussed in Section 5.

2 Related Work and Background

This section reviews recent COVID-19 diagnostic models proposed and background of the WOA.

2.1 Related Work

The rapid expansion of AI technology has led to its increasing use in the medical field, particularly for diagnosing and classification diseases, such as viral pneumonia and organ tumors. Recently, several researchers have focused on developing AI models for diagnosing and detecting COVID-19 to enhance the model’s performance in terms of accuracy (Tab. 1).

| Recent work       | Techniques used                              | Segmentation Type of dataset | Limitations                                           |
|-------------------|----------------------------------------------|-----------------------------|------------------------------------------------------|
| DeCoVNet [10]     | 3D CNN model                                 | Pre-trained U-Net CT images | Time-consuming                                      |
| COVNET [11]       | 3D deep learning framework                   | U-Net                      | Lack of transparency (failed to detect significant feature used for diagnosis) |
|                   | RestNet50                                     |                             |                                                      |
| CorrCT [12]       | Statistical analysis using SPSS and RT-PCR results | –                           | Failed to achieve optimal accuracy                  |
| ReNet+ [13]       | Several CNN networks                         | VNET CT images              |                                                      |
| GAN + Resnet18 [19]| Feature extraction techniques used           | –                           | Time-consuming                                      |
| COVIDX-Net [20]   | Seven architectures of deep CNN models       | –                           | Low accuracy in classifying normal cases, depends on CAD systems |

Table 1: Comparison of previous approaches for diagnosing and detecting COVID-19
In [10], a deep 3D CNN model was presented, namely DeCoVNet, to distinguish COVID-19 from CT volume. However, this model’s main drawback was that the COVID-19 diagnosis implementation utilized a black box method as the algorithm relied on the deep learning technique. COVNET [11] also developed a framework to identify COVID-19 using CT, and its performance was validated. A 3D deep learning framework was proposed to identify COVID-19 using chest CT. A community-acquired pneumonia (CAP) evaluation was conducted to test the strength of the model. Yang et al. [12] studied the diagnostic value of using CT images compared with RT-PCR analysis for detecting COVID-19. They recommended that chest CT should be used for imaging and following COVID-19 cases. Jiang et al. [13] proposed a screening model using deep learning techniques to differentiate COVID-19 from influenza A in lung CT images. They used several CNN networks to categorize CT images and determine the probability of COVID-19 infection. Their results suggested that early identification of patients with COVID-19 was possible using deep learning technologies [19]. A location-attention mechanism was used in the classical ResNet for feature extraction. Another study [14] constructed a system based on deep learning to identify viral pneumonia by CT. Although all these proposed models were able to give acceptable outcomes, their execution included many lengthy procedures.

Moreover, deep learning methods for diagnosing are time-consuming and difficult for radiologists, especially when there are thousands of images to be processed. Models that depend on deep learning techniques generate black-box problems when diagnosing COVID-19. The proposed AIMDP model avoids these drawbacks by utilizing different AI techniques to enhance the model’s diagnosis and prediction function.

2.2 Whale Optimization Algorithm [WOA]

WOA is one of the latest nature-inspired metaheuristic algorithms, first introduced by Mirjalili et al. [21]. In the algorithm, whales’ behavior (humpback) is simulated during prey hunting [22]. The humpback whales hunt a group of prey while they swim around the surface. The hunting process is modelled as follows. The whales start to spin around the prey in a circular motion, creating several bubbles (Fig. 1). This process is called the spiral bubble-net attacking method and is represented in the exploitation phase. However, the whale’s process for searching for prey is represented in the exploration phase. Each phase’s mathematical representation is shown below. Several whales use the spiral bubble-net attacking method for surrounding the prey and update their positions based on the prey’s optimal position. These actions [21] are described by (1) and (2).

\[ D = \left| C \cdot \hat{X}_{Opt}(C_{it}) - \tilde{X}(C_{it}) \right| \quad (1) \]
\[ \tilde{X}(C_{it} + 1) = \hat{X}_{Opt}(C_{it}) - \vec{A} \cdot D \quad (2) \]

where | | indicates the absolute value, \( C_{it} \) is the value of the current iteration, \( \tilde{X} \) specifies the position vector, \( \hat{X}_{Opt} \) denotes the vector of optimal solutions achieved during past iterations, and \( C \) and \( \vec{A} \) are coefficient vectors calculated by (3) and (4), respectively.

\[ C = 2 \cdot \vec{r} \quad (3) \]
\[ \vec{A} = 2\vec{a} \cdot \vec{r} - \vec{a} \quad (4) \]
Figure 1: The spiral bubble-net is an attacking method of humpback whales

\( \bar{A} \) is gradually reduced from 2 to 0 over the number of iterations and \( \bar{r} \) is a random vector ranging from 0 to 1. The position of each solution is updated in the exploitation phase of WOA. WOA can select either a spiral updating position or a shrinking encircling mechanism through the optimization process. On the other hand, to search for prey in the exploration phase, the following processes are implemented. First, the whales randomly search for the prey. Second, a random agent is chosen for managing the search. This search agent leads the search process, and other whales follow this agent and update their positions based on its position. To follow this search agent’s position, instead of following the optimum search agent selected, the following equations are used:

\[
\bar{D} = |\bar{C} \cdot \bar{X}_{rand} - \bar{X}| \tag{5}
\]

\[
\bar{X} (C_i + 1) = \bar{X}_{rand} - \bar{A} \cdot \bar{D} \tag{6}
\]

If \( |\bar{A}| > 1 \), then the search agent will be directed to a position far from the optimum search agent. In (5), \( \bar{X}_{rand} \) is a randomly selected position for a solution from the existing population.

In each iteration, the agents’ positions are updated based on the \( |\bar{A}| \)’s value. This value is changed in each iteration, resulting in switching between exploitation and exploration. To change between the circular or spiral mechanism of hunting, the parameter \( D \) is used.

3 Proposed Artificial Intelligence Inspired Model for the Diagnosis and Prediction of COVID-19 Cases (AIMDP)

Different AI techniques are used in the proposed model based on their functionality in six main phases, as shown in Fig. 2. These phases are pre-processing, segmentation, feature selection, classification, diagnosis recommendation, and evaluation. The AIMDP is used to diagnose and predict whether patients have COVID-19 disease and distinguish it from other viral pneumonia by detecting the most relevant features using the FS and classification phases. The segmentation phase uses CNNs as a deep learning technology. Segmenting the CT images using CNNs before applying the FS process speeds up the diagnosis process, which aids disease containment. To accurately
detect the signs of COVID-19 in CT images, the FS phase is based on FSWOA to select the most relevant lung features of COVID-19.

A detailed overview of the proposed AIMDP model is shown in Fig. 3. The model starts with patient information input; this information contains the raw CT image data of suspected patients. The pre-processing phase handles any noise or missing data in the original dataset. Missing data are replaced statically with substituted values. A Gaussian function is used to reduce the noise by blurring the image. The CT images are then sorted into classes based on their features and attributes to extract the significant pulmonary region. A deep learning technology based on CNNs is used in the segmentation phase. CNN’s were initially proposed for image segmentation by Badrinarayanan et al. [23]. Different filters are applied in CNNs to capture the relevant features from an image using predefined parameters and learned weights at every level. In this phase, the following sequences of layers are presented: (1) The maximum pooling (Max Pool) layer is used to reduce the CT image features by summarizing the most stimulated occurrences of a part. (2) The convolution layer is used to convolve a kernel (filter) of weights to extract the features. (3) The pooling layer uses statistical data about the surrounding features to reduce the resolution. In this layer, the maximum pooling method is used to downsample the input features by using filters to detect the maximum number of regions to be applied to feature maps. In other words, it calculates the maximum value for each patch in the feature map. (4) The dense layer searches for specific patterns in pixel values and groups features with the same patterns in specific classes. This means that a dense layer classifies one object into two classes by generating the output (None, 2). To do so, the loss function is selected based on the number of classification categories, which is 2, and then uses the binary cross-entropy loss function. That is used to run the model by calculating the loss and gradient for each pixel and then implementing the back-propagation process. The segmentation phase is used to process the loaded CT images in a limited time for the early diagnosis of COVID-19. A sample of the CT image output from the AIMDP model is shown in Fig. 4.

The segmentation phase splits all CT images into patches, and then these patches are used as input to the trained CNN. Concurrently, a label is assigned to each patch to represent each feature detected, as shown in Algorithm 1. These labels are then collected to represent the CT key features found, e.g., GGO, SWC, CPP, pleural effusions, large lymph nodes, and lung cavities. The final results of the segmentation of the lung region are obtained by collecting these features. The augmentation is applied to the training data using Algorithm 1 (Fig. 5). The data are transformed into a NumPy array with size \([X, Y, Z]\) for each segment.
Figure 3: Proposed artificial intelligence model for diagnosing and predicting COVID-19 cases (AIMDP)

Figure 4: Examples of CT image output from the AIMDP model
Next, the patch size and masks are determined. For each CT image in the dataset, augmented images are created with their corresponding masks. Normalization is then implemented before applying CNNs to ensure that the input is within specific ranges and noise is removed. Finally, labels are assigned to the detected patches, as shown in Algorithm 1.

### Algorithm 1: Pseudocode for segmentation phase using CNNs

**Inputs:**
Lung CT scans ; $IMG_i$: the number of images in the training dataset

**Output:** Segmented lung images

1. **Start:**
2. # remove the noise in the non-lung regions
3. **Do**
4. # Training data Augmentation.
5. For $i = 1$ to $IMG_i$
6. INITIALIZE numpy (array) $\rightarrow$ Size [X,Y,Z]
7. Augmented mask = Transform(spatial)
8. mask = mask[0]
9. return (augmented image[0], mask($IMG_i$))
10. **End For**
11. # Normalize Image
12. patch_size = ShapeArray([1:1])
13. Augmented = Transform (Gaussian_Noise)

14. # Assigning labels to patches
15. For each $i$ in $IMG_i$
16. $N_{samples}$ = length(SelfLabels)
17. $CountDiC$ = dict(unique, Counts))
18. labels = []
19. For each label in SelfLabels
20. Append (Patches) $\rightarrow$ (n_samples / Count Labels))
21. Return labels
22. **End For**
23. **End For**
24. Update labels
25. returns: Sample(labels)
26. While (iter <= $IMG_i$)
27. **End**

**Figure 5:** Pseudocode for the segmentation phase

3.1 Feature Selection Phase Based on WOA (FSWOA)

Studies [24–30] have investigated various techniques for selecting the most significant features in different fields. The FS phase in AIMDP uses the WOA algorithm to select the most significant features from detailed patient information to distinguish COVID-19 disease from other vital phonemes. The FS phase consists of five modules: population initialization, fitness function, encircle prey, attacking method, and termination module.

In the population initialization module, a random initial generation of different whales (solutions) is created (where $k$ is the number of initialized solutions, ranging from 1 to $P_{COV}$). Each solution denotes the number of features to target the most significant features. The use of an appropriate feature/patient list facilitates the searching process to find the best solution and
optimize the accuracy of diagnosing COVID-19 disease. In the fitness function module, these agents (features) are transformed into conceivable solutions for a given fitness function, and the initial generation of WOA parameters is set. The fitness value for each solution ($F_{it}(F_{nk})$) is calculated using several parameters, as shown below. Each solution is evaluated according to its fitness function values. The one replaces the solution with the smallest fitness value with the largest fitness value. WOA uses a fitness function that selects the minimum number of relevant features for a patient to achieve the optimal accuracy for diagnosing the virus. As mentioned later, the most common CT sign in COVID-19 is GGO, which indicates that the alveoli are full of liquids. This sign is shown in the CT images as a grey shadow. SWC is shown in more severe cases, indicating that there is more liquid in the lungs.

The CPP swelling makes the wall look thicker, causing some white lines and the blurred grey area caused by GGO. It is worth mention that some CT finding are usually not seen in COVID19, or seen less often, like Pleural Effusions (PE), Large Lymph Nodes (LLN) and Lung Cavities(LC) that can be devolved in other pneumonia. From these findings, a fitness function can be calculated as follows:

$$P_{COVID}^+ = GGO + CPP + SWC$$  \hspace{1cm} (7)

where $P_{COVID}^+$ is the function used to indicate the probability of positivity of COVID19,

$$P_{COVID}^- = PE + LLN + LC$$  \hspace{1cm} (8)

where $P_{COVID}^+$ is the function used to indicate the probability of negativity of COVID19, the fitness function for every feature is estimated, as follows:

$$\text{Fitness}(F_{nk}) = \sum_{i=1}^{P_{COV}} \left( \frac{P_{COVID}^+}{P_{COVID}^-} \right) - \text{Clasf}_{ER}$$  \hspace{1cm} (9)

where $F_{nk}$ is the fitness function calculated for the solution k and $P_{COV}$ is the total number of features identified. $\text{Clasf}_{ER}$ symbolizes the error rate of classification for a specified classifier. The values of each calculated fitness function are then rearranged in descending order, by the search agents, in which the highest fitness function value is the first value, as shown in Fig. 3. The encircle prey module searches for the optimal solution in the best surrounding solution using the Distance Ratio Test (DRT) technique [31]. DRT is used to identify the accurate location of the solution during the search process. In the attacking method applier module, a Bubble-Net Attacking Method (BNAM) technique is used, first proposed by [31], to shift between different whales’ attacking methods based on prey's location. Based on the solution's location detected and other locations, BNAM selects the suitable mechanism for this location. It switches between the shrinking encircling and spiral mechanism. A predefined number of $Max_{it}$ is determined to indicate the maximum iteration’s number to terminate the search process. In the termination module, if the search process exceeds this number, then the process is terminated. Moreover, the largest fitness function value is selected to be the optimum solution.

### 3.2 Classification Phase

The selected features are passed to the classification phase [31,32], which uses additional data from RT-PCR and CBC, when needed, to accurately classify patients based on their viral pneumonia signs and features. The AIMDP model uses the classifier selector module to choose the classifier with the most accurate value for the tested case. The tested classifiers are SVM, naive
Bayes (NB), and discriminant analysis (DA) to test the performance from different perspectives. The FSWOA phase delivers to the classifier the number of solutions. Each solution indicates a set of features. When the feature is selected, a value of one is assigned, whereas if the feature is not selected, a value of 0 is assigned. Therefore, WOA searches for the most robust set of features that achieves the highest accuracy with either the SVM, NB or DA classifier, and the fitness function is utilized. The classification outcome is estimated based on the values of optimum features obtained from a CT scan. If a case is suspected (not confirmed) as a COVID-19 case, further lab evaluations must be considered for accurate classification. The classification phase's main goal is to differentiate COVID-19 patients from other infections. After classifying the data, the model is trained and validated in this layer. A confusion matrix is produced as a graphic form of performance. Each row refers to the instances in its real class, whereas each column refers to the instances in a predicted class. Based on this matrix, the sensitivity, specificity, accuracy, and F-measure are calculated to evaluate the classifier.

---

**Figure 6:** Flow diagram for the diagnosis process and evaluation phase

3.3 **Diagnosis Recommendation Phase**

In this phase, the performance of each classifier's prediction is evaluated based on further evaluation from lab tests, e.g., RT-PCR and CBC, to exclude other causes and to accurately diagnosis COVID-19. The diagnosis phase uses CT chest scans to diagnose COVID-19 based on the relevant signs extracted. As mentioned before, GGO is usually the first sign of COVID-19 and can appear either in isolation or in combination with SWC or CPP. These features generally appear in multiple lobes in both lungs and the outer periphery of the lungs. In less severe and
recovery cases of COVID-19, the signs may be isolated to just one lung section. The assumption is that these three signs are more likely to be recognized in COVID-19 than in other forms of viral pneumonia. Otherwise, the diagnosis cannot be made based on chest CT scan images alone. The diagnosing phase uses further evaluation from lab tests to exclude other causes and accurately diagnose COVID-19. The recommendations are then evaluated using different metrics in the evaluation phase, as shown in Fig. 6. Finally, the results are sent to the clinic, which has to deal with the challenge of increasing patient numbers and analyzing high-dimensional patient data to give a final decision for a specific patient. Fig. 6 shows a flowchart of our study implementation. Of 617 patients, 432 had relevant features after excluding 134 non-lung images. In total, 280 were used for training AIMDP and 134 for testing. If the diagnosis phase detected a COVID-19 case, the diagnosis process would be evaluated after checking that AIMDP finished the runs in the dataset used.

4 Overall Performance Evaluation

A set of simulated experiments were performed to evaluate the performance of the proposed AIMDP.

The methods were applied on a Windows 10 PC with an Intel(R) Core (TM) i7 CPU with 16 GB RAM and 2.81 GHz clock speed using MATLAB R2019a. Tab. 2 shows the evaluation parameters used in implementing the AIMDP model.

| Parameter                                      | Value  | Parameter                                      | Value |
|-----------------------------------------------|--------|-----------------------------------------------|--------|
| Number of generations (cycles)                | 300    | Number of images                              | 483    |
| Population size \( \mathcal{P}_{\text{op}} \) | 100    | Time required to train/test CNN with all images | 244.6/98.94 s |
| Maximum number of iterations \( \text{Max}_{\text{it}} \) | 10     | Average prediction time for model              | 20.4 s/patient |
| Threshold for CNNs                            | 0.4    | K-fold cross-validation                        | 10     |

A total of 617 CT chest scans were collected from different resources: 134 non-lung region images were excluded from testing, 432 patients with COVID-19, 151 patients were infected with other viral pneumonia. The AIMDP model uses CNNs as a deep learning technology. The TensorFlow [33] framework is used, one of the most popular deep learning open source libraries. Fig. 7 shows a snapshot of the training process on TensorFlow. The CNNs was optimized by Adam optimizer [34] for weight updates.

4.1 Performance Evaluation Measures

To evaluate the proposed models’ effectiveness, the F-measure (score), accuracy, precision, recall (sensitivity) and specific measures were considered [35,36]. Tab. 3 shows the confusion matrix used to evaluate the performance.

\[
\text{Overall Accuracy} = \frac{TP + TN}{TP + FP + TN + FN}
\]
The essential measures of the performance were the true positive rate (TPR), true negative rate (TNR), positive predictive value (PPV) and negative predictive value (NPV), as defined as follows:

\[
\text{Recall (sensitivity)} = TPR = \frac{TP}{TP + FN}
\]  

\[
\text{Specificity} = TNR = \frac{TN}{TN + FP}
\]  

\[
\text{Precision} = PPV = \frac{TP}{TP + FP}
\]
The F-measure (also known as the F-score) is a typical metric for data classification. It represents a harmonic mean between recall and precision:

\[
F\text{-measure} = \frac{2 \times \text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}}
\]  

4.2 **Experiment 1: Evaluation of the Overall Performance of the AIMDP Model**

To validate the efficiency of the AIMDP model, the overall precision, accuracy and sensitivity were calculated and the results compared to those obtained from DeConNet [10], COVNet [11], CorrCT [12] and ReNet+ [13] (Fig. 8). To verify the performance of AIMDP by comparison with other algorithms, the number of images and threshold values were set to be the same in all simulations. Fig. 8 demonstrates the significant superiority of AIMDP over the other models in terms of precision, accuracy and sensitivity.

In addition, Fig. 9 shows that AIMDP had a lower execution time compared to DeConNet [10], COVNet [11], CorrCT [12] and ReNet+ [13]. This is due to complex processes included in their executions, which need a longer time. Moreover, the use of deep learning methods for diagnosis is often time-consuming. However, AIMDP only considers the lung regions and removes the noise in the non-lung regions in the pre-processing phase. Thus, it is not necessary to segment the whole image using CNNs.

4.3 **Experiment 2: Evaluation of PPPV, NPV and ACC for Different Thresholds**

The main goal of this experiment was to test the influence of varying the probability threshold on the prediction and diagnosis process of AIMDP by calculating PPV (Eq. (13)), NPV (Eq. (14)) and overall accuracy (ACC) (Eq. (10)). Fig. 10 shows the diagnostic performance for COVID-19 cases after varying the probability threshold. When the threshold ranged from 0.25 to 0.5, the average values of ACC, NPV and PPV were 0.95, 0.97 and 0.87, respectively.
Figure 8: Overall precision, accuracy and sensitivity of the AIMDP model compared to other models.

Figure 9: Execution time of AIMDP model compared to other models when using different classifiers.

4.4 Experiment 3: Evaluation of the Influence of the FSWOA Module on AIMDP Performance

FS is the most critical phase in the AIMDP model. WOA is implemented in this phase to decrease the number of non-significant features processed by the model and enhance its performance.

The effect of using FSWOA is shown in Fig. 11. The overall precision, recall and accuracy of the AIMDP model were tested with or without implementing the FSWOA module.

The AIMDP model’s performance when using the FSWOA module was significantly better than without the module.
4.5 Experiment 4: Evaluation of the Diagnosis Phase

The performance of AIMDP for diagnosing COVID-19 patients and or other viral pneumonia patients was evaluated by plotting an AUC-ROC curve (Fig. 12). The sensitivity (Eq. (11)), specificity (Eq. (12)) and AUC for COVID-19 were 90%, 96%, 0.96, respectively. For other viral types of pneumonia, the equivalent values were 94%, 96% and 0.98, respectively.

Figure 10: AIMDP diagnostic performance after changing the probability threshold

Figure 11: Overall precision, recall and accuracy of the AIMDP model with or without implementing the FSWOA module

Figure 12: AUC-ROC curves of the diagnosing module in AIMDP using the testing set for (a) COVID-19 and (b) other viral pneumonias
Furthermore, the accuracy of the diagnosing phase in AIMDP was calculated and compared to that obtained from DeConNet [10], COVNet [11], CorrCT [12] and ReNet+ [13], as shown in Fig. 13.

Figure 13: Accuracy of diagnosing phase in AIMDP compared to other models

The accuracy of each phase in the AIMDP model was also calculated separately (Tab. 4). Tab. 5 shows a comparison of AIMDP with other state-of-the-art models in terms of the accuracy, precision, sensitivity and execution time.

**Table 4: Accuracy of each phase in AIMDP**

|                  | Diagnosis phase accuracy | Feature selection accuracy | Overall accuracy |
|------------------|--------------------------|----------------------------|------------------|
| AIMDP            | 0.995                    | 0.96                       | 0.98             |

**Table 5: Comparison between AIMDP and other recent models**

| Recent work      | Overall accuracy | Sensitivity | Precision | Execution time (ms) |
|------------------|------------------|-------------|-----------|---------------------|
| DeCoVNet [10]    | 0.95             | 0.94        | 0.91      | 184.09              |
| COVNET [11]      | 0.94             | 0.90        | 0.93      | 201.5               |
| CorrCT [12]      | 0.72             | 0.97        | 0.25      | 98.2                |
| ReNet+ [13]      | 0.84             | 0.87        | 0.82      | 155.9               |
| GAN + Resnet18 [16] | 0.98          | 0.981       | 0.967     | 188.9               |
| The Proposed AIMDP | 0.98             | 0.988       | 0.97      | 98.94               |

5 Conclusions and Future Work

WHO has declared the COVID-19 outbreak as a pandemic capable of causing a large number of deaths worldwide. The accurate diagnosis of COVID-19 cases plays a critical role in inhibiting its spread. In our study, artificial intelligence techniques were implemented in a proposed model, named AIMDP, for COVID-19 diagnosis and prediction. CNN’s were used as a deep learning technology for segmenting chest CT images of patients suspected of having COVID-19. WOA was used in a FS phase to select the minimum set of relevant features for diagnosing COVID-19 to optimize the results. An intelligent classifier selector was implemented to select, from three different classifiers, the most appropriate classifier based on the classification error obtained for
each case. An automatic diagnosing phase was implemented to differentiate COVID-19 cases from other viral pneumonia cases, using CT scan images with the most relevant signs of COVID-19 cases and further lab evaluation. Experiments were performed to evaluate the AIMDP model's performance. The results demonstrated the promising performance of AIMDP for diagnosing COVID-19 compared to other recent diagnosing and predicting models. AIMDP achieved a high AUC and PPV, and low NPV and execution time compared to other models.

It should be mentioned that this study has some limitations. Firstly, only a limited number of image samples were used. Secondly, the CT datasets were generated from a single-center, resulting in a lack of standardization invalidation. In the future, it would be preferable to include CT images from multiple centers. In future work, we plan to assess whether the model can detect the severity of COVID-19 disease to guide appropriate treatment and isolation. We also intend to create a dataset of additional CT scans from different locations to evaluate the model's performance.
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