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This paper focuses on reducing the computational cost of the Monte Carlo method for uncertainty propagation. Recently, Multi-Fidelity Monte Carlo (MFMC) method (Ng, 2013; Peherstorfer et al., 2016) and Multi-Level Monte Carlo (MLMC) method (Müller et al., 2013; Giles, 2015) were introduced to reduce the computational cost of Monte Carlo method by making use of low-fidelity models that are cheap to an evaluation in addition to the high-fidelity models. In this paper, we use machine learning techniques to combine the features of both the MFMC method and the MLMC method into a single framework called Multi-Fidelity-Multi-Level Monte Carlo (MFML-MC) method. In MFML-MC method, we use a hierarchy of proper orthogonal decomposition (POD) based approximations of high-fidelity outputs to formulate a MLMC framework. Next, we utilize Gradient Boosted Tree Regressor (GBTR) to evolve the dynamics of POD based reduced order model (ROM) (Xiao et al., 2017) on every level of the MLMC framework. Finally, we incorporate MFMC method in order to exploit the POD ROM as a level specific low-fidelity model in the MFML-MC method. We compare the performance of MFML-MC method with the Monte Carlo method that uses either a high-fidelity model or a single low-fidelity model on two subsurface flow problems with random permeability field. Numerical results suggest that MFML-MC method provides an unbiased estimator with speedups by orders of magnitude in comparison to Monte Carlo method that uses high-fidelity model only.
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1. INTRODUCTION

Effective propagation of uncertainties through nonlinear dynamical systems has become an essential task for model based engineering applications (e.g., water resources management, petroleum reservoir management) (Elsheikh et al., 2013; Petvipusit et al., 2014; Kani and Elsheikh, 2018). There are many possible sources of uncertainties in the input of multi-phase porous media flow models such as material properties (e.g., permeability, and porosity), boundary conditions, and geometrical information of the simulated domain. In this work, we focus on the canonical problem of uncertainty propagation in subsurface flow models due to the stochastic model inputs mainly the spatially distributed hydraulic conductivity field. In this setting, the high-fidelity model outputs [quantities of interest (QoI)] are usually defined as a time series of transport variables at selected grid blocks (e.g., well locations) in the porous media domain. The propagation
of uncertainties through multi-phase porous media flow models remains challenging because of high dimensionality of input parameter space (e.g., heterogeneous permeability) and the non-polynomial model nonlinearities (Elsheikh et al., 2012, 2013). For this class of problems, probabilistic techniques, including stochastic Galerkin (Ghanem and Spanos, 1991; Stefanou, 2009), and stochastic collocation methods (Babuška et al., 2007; Doostan and Owhadi, 2011) have limited applicability despite they are computationally very effective for quasi-linear flow models with the small number of random variables (Li and Zhang, 2007; Lin and Tartakovsky, 2009).

One viable option to handle such situations is the Monte Carlo method (MC) where repeated evaluations of the high-fidelity flow models using different instantiations of the random input are performed. The output of these simulations is post-processed for estimates of the desired statistics such as the mean and the variance of the QoI. Generally, the estimators of the MC method are unbiased. However, since the accuracy of the MC method is measured in terms of the estimator variance (Giles, 2013), the convergence rate of MC estimators toward the desired statistics scales as \(\sqrt{N}\), where \(N\) is the number of random samples. Given this slow convergence rate of MC methods, the MC method is computationally expensive since a large number of high fidelity simulation have to be performed to obtain a reasonably accurate statistical estimate for the QoI. One notable advantage of MC methods in-comparison to other techniques (Li and Zhang, 2007; Lin and Tartakovsky, 2009) is the ease of implementation using black-box simulators. Also, the rate of convergence is independent of the dimensionality of the random model inputs.

In this work, in order to make use of the aforementioned advantages of the MC method and to alleviate the slow convergence rate, we employ a variant of control variate method (Ng, 2013; Giles, 2015) called Multi-Level Monte Carlo method (Giles, 2013, 2015) which makes use of the correlation between the high-fidelity model output and a multi-level hierarchy of low-fidelity model outputs. The key aspect of MLMC method is the repartition of the computational cost between different hierarchical levels of models based on the number of samples required to decrease the variance at each level. More precisely, the MLMC method relies on the fact that increasing the number of samples reduces the variance at low levels and at high levels, the level variances are expected to be typically small and thus MLMC method incurs few expensive high-fidelity simulations (Giles, 2013; Müller et al., 2013).

Similar to MLMC method, Multi-Fidelity Monte Carlo method (Ng, 2013; Peherstorfer et al., 2016) is another control variate method which combines the outputs from an arbitrary number of low-fidelity models with the high-fidelity model in order to speedup the statistical estimation of the QoI. The key aspect of MFMC approach is the initial selection of low-fidelity models and the corresponding number of model runs for each model (Ng, 2013; Peherstorfer et al., 2016). Ng (2013) proposed a multifidelity approach to reduce the cost of expensive objective functions in stochastic optimization problems by making use of inexpensive, low-fidelity models. Peherstorfer et al. (2016) extended the MFMC method introduced in Ng (2013) to accelerate uncertainty quantification (UQ) tasks by making use of many number of low-fidelity models. Furthermore, MFMC method introduced in Ng (2013) can utilize low-fidelity models of any type, for example, up-scaled models (Durlofsky and Chen, 2012), POD reduced order models (Berkooz et al., 1993; Antoulas et al., 2001; Lassila et al., 2014) and response surface based models (Frangos et al., 2010) could be combined in the MFMC framework. We refer the readers to the paper by Peherstorfer et al. (2018) for a complete review of MFMC method.

We now present a brief literature review of MLMC method as applied to uncertainty quantification (UQ) tasks. It appears Heinrich (2001) was the one to first apply MLMC in the context of parametric integration. Kebaier (2005) then used similar ideas for a two-level Monte Carlo method to approximate weak solutions to stochastic differential equations in mathematical finance. Giles (2008) extended the MLMC method to solve stochastic ordinary differential equations of Ito type. Barth et al. (2011) and Cliffe et al. (2011) introduced MLMC method for elliptic partial differential equations (PDEs) with stochastic coefficients. Abdulle et al. (2013) extended the MLMC method to solve elliptic PDEs in divergence form, where the coefficients are random with multiple scales. Mishra et al. (2012) generalized MLMC method to nonlinear, scalar hyperbolic conservation laws with random initial data. Mishra et al. (2016) extended the work of Mishra et al. (2012) for systems of nonlinear, hyperbolic conservation laws in several space dimensions. Geraci et al. (2015) proposed a Multi-Level Multi-Fidelity method in which the MLMC estimator is modified at each level to benefit from a level specific low-fidelity model.

In the context of fluid flow in porous media, Müller et al. (2013) applied MLMC method for two-phase transport simulations of an oil reservoir with uncertain heterogeneous permeability. Efendiev et al. (2013) used mixed multi-scale finite element methods within the MLMC framework to speed up the computations involving multiphase flow and transport simulations. Efendiev et al. (2015) coupled the generalized multi-scale finite element method with the Multi-Level Markov chain Monte Carlo method (MLMCMC), which sequentially screens the proposal with different levels of approximations and combines the samples at different levels to arrive at an accurate estimate. Elsakout et al. (2015) demonstrated the performance of MLMCMC for uncertainty quantification tasks involving reservoir simulation with less computational cost in comparison to the standard Markov Chain Monte Carlo method. Fagerlund et al. (2016) combined selective refinement technique with the MLMC for estimating the sweep efficiency in a two-phase flow scenario where an absolute accuracy of failure probability in a magnitude 5 to 10 percent is required. Lu et al. (2016) applied MLMC method for estimating cumulative distribution functions of QoI obtained from the numerical approximation of large-scale stochastic subsurface simulations. For a complete review of MLMC method, we refer the readers to the following papers by Giles (2013) and Giles (2015).

Historically, MLMC method constructs a hierarchy of coarse spatial and/or time discretization models as low-fidelity models. However, it is also possible to formulate a sequence of low-fidelity models utilizing projection based reduced order models (Wang et al., 2017; Xiao et al., 2017) of different dimensions. For
example, Codina et al. (2015) employed different reduced basis ROMs in the MLMC framework to estimate the statistical outputs of stochastic elliptic PDEs. In that work, the authors proposed an algorithm for optimally choosing both the dimensions of the reduced basis ROMs and the number of Monte Carlo samples at each level to achieve a given error tolerance.

In this manuscript, we propose a Multi-Fidelity-Multi-Level Monte Carlo (MFML-MC) method to address some of the limitations of standard MLMC method with Galerkin projection based ROMs (Antoulas et al., 2001; Lassila et al., 2014; Codina et al., 2015) as low-fidelity models, in particular for large scale nonlinear UQ problems. We first note that the variance, and hence the mean square error of the standard MLMC estimator depends on the correlation between every two consecutive level ROMs. This requires a large number of levels with a small difference in the number of dimensions between every two consecutive ROMs. Therefore, the standard MLMC estimator not only requires many levels of ROMs but also requires ROMs of high dimensions until high correlation with the high-fidelity model is achieved. Hence, the MLMC method involving ROMs obtained directly from high-fidelity model solution data like the one mentioned in Codina et al. (2015) can significantly limit the performance of MLMC method. Second, Galerkin-projection ROMs like POD ROMs obtained from the nonlinear high-fidelity model are subject to severe convergence and stability issues especially when the dimensions of the ROMs are much smaller than the dimensions of the high-fidelity model (Bui-Thanh et al., 2007; He, 2010; Wang et al., 2012). This severely limits the use of POD ROMs with low dimensions in MLMC framework, and therefore we cannot expect the reduction in computational complexity by orders of magnitude as a result of state variable’s dimension reduction (Kani and Elsheikh, 2018). Third, MLMC method based on ROMs requires reconstruction of the high-fidelity model state variable for every sample at each level for nonlinear problems. Such reconstruction of the high-fidelity model state variable involves a high dimensional matrix-vector multiplication, and therefore employing ROMs in the MLMC method can easily cause computational overheads, in particular for UQ problems with nonpolynomial nonlinearity. However, we note that this limitation about reconstructing the high-fidelity model solution to predict outputs of interest does not apply to linear ROMs with linear outputs. Fourth, finding the optimal dimensions of the ROMs is not guaranteed despite the additional computational complexity in the nonlinear integer optimization problem formulated in Codina et al. (2016).

The proposed MFML-MC method utilizes a number of ideas that are detailed as follows. The first idea of the MFML-MC approach is to obtain a sequence of POD based approximations of the QoI and use these sequence of POD based approximations as low-fidelity models in MLMC framework. More precisely, we compute the optimal POD bases from the singular value decomposition of the snapshot matrix built directly from the training samples of the QoI. We then employ the computed POD bases in the least-squares reconstruction method to obtain a sequence of POD based approximations of the QoI (see section 4 for more details). Since the dimension of the QoI is much smaller than the state variable’s dimension, the dimension of the basis vector utilized to approximate the QoI is much smaller than the basis vector utilized to build a standard POD ROM. Therefore, building QoI POD instead of a full state variable POD enables the efficient extraction of high-level PODs at a limited computational cost. The second idea is to employ the MFMC method at each level of the MLMC method so that the high-fidelity model is utilized to provide an unbiased estimator, while the low computational cost of low-fidelity models are exploited to run a very large number of realizations in order to obtain a low variance estimator. The third idea in the MFML-MC approach is to represent the difference between every two consecutive level models of the MLMC framework in a reduced dimension. We utilize principal component analysis (PCA) to perform this dimensionality reduction. The main reason to utilize PCA for dimensionality reduction is to exploit the linearity of the expected value operator. The fourth idea is to use a data-driven approach to construct a non-intrusive ROM (Wang et al., 2017; Xiao et al., 2017) in order to compute the reduced representation mentioned in the third step of MFML-MC method. We use Gradient Boosted Tree Regressor (GBTR) (Friedman, 2001) to formulate such level specific low-fidelity non-intrusive ROM in the MFMC setup. We then utilize the constructed non-intrusive ROM as a low-fidelity model in the MFMC setup on every level of the MFML-MC method. To the best of our knowledge, this paper presents the first attempt to combine the features of MFMC method and MLMC method using machine learning techniques for UQ analysis of nonlinear dynamical systems representing multi-phase porous media flow with uncertainty in the permeability field. In addition, this paper presents the first attempt to use the MFMC method to estimate the statistics of the vector-valued time series QoI while the standard MFMC method is mainly used for estimating the statistics of scalar QoI (Ng, 2013; Peherstorfer et al., 2016).

The remaining of this manuscript is organized as follows. In section 2, multi-phase porous media flow problem is formulated. In section 3, MC, MFMC, and MLMC methods are briefly explained. In section 4, MFML-MC method is introduced. In section 5, Numerical results for two subsurface multi-phase porous media flow problems showing the performance of MFML-MC method are reported. We note that building reduced order models for these porous media flow problems is quite challenging where standard POD-Galerkin reduced order models produce inaccurate and unstable results even for the cases where a large number of POD basis vectors is utilized (He et al., 2011; Kani and Elsheikh, 2018). Hence, in the two numerical test cases, standard MLMC with POD-Galerkin ROM had all the four limitations as mentioned earlier in this section. Finally, in section 6, conclusions and perspectives are drawn.

2. PROBLEM FORMULATION

We consider an immiscible two-phase (oil and water) flow in an incompressible porous media domain. The flow behavior of oil and water in a porous media domain can be described by conservation of mass and Darcy’s law for each phase (Bastian, 1999; Chen et al., 2006; Aarnes et al., 2007). Neglecting the effects...
of gravitation, capillary, and compressibility, and assuming the density ratio to be equal to one, Darcy's law for each phase can be described as

$$\nabla \cdot \mathbf{v}_\alpha = -K_{\alpha} \frac{k_{\alpha}}{\mu_\alpha} \nabla p$$  \hspace{1cm} (1)

where the subscript $\alpha = w$ denotes the water phase, the subscript $\alpha = o$ denotes the oil phase, $\mathbf{v}_\alpha$ is the phase velocity, $p$ is the global pressure, $K$ is the absolute permeability tensor, $k_{\alpha}$ is the relative permeability of phase $\alpha$, $\mu_\alpha$ is the viscosity of phase $\alpha$ (Bastian, 1999; Chen et al., 2006; Aarnes et al., 2007). The phase relative permeabilities $k_{\alpha}$ models the interactions between the two phases and usually, $k_{\alpha}$ is described as a function of phase saturation (volume of phase $\alpha$ in a given pore space of the porous media domain) (Aarnes et al., 2007).

The total conservation of mass can be expressed in terms of incompressibility condition that takes the form

$$\nabla \cdot \mathbf{v} = q$$  \hspace{1cm} (2)

$\mathbf{v} = \mathbf{v}_o + \mathbf{v}_w$ is the total velocity vector and $q$ is the total source and sink term. We can combine the equation of Darcy’s law for each phase (Equation 1) and the conservation of mass (Equation 2) to derive equations for global pressure and water saturation:

$$\nabla \cdot \mathbf{v} = q$$

$$\frac{\partial s_w}{\partial t} - \nabla \cdot (f_w \mathbf{v}) + q_w = 0$$  \hspace{1cm} (3)

where $\lambda = \lambda_w + \lambda_o$ is the total mobility, $\lambda_\alpha = k_{\alpha}/\mu_\alpha$ is the phase mobility, $f_w = \lambda_w/(\lambda_w + \lambda_o)$ is termed as the fractional flow function for the water phase and with the constraint $s_w + s_o = 1$. In the rest of the manuscript, we use $s$ in place of $s_w$ to denote water saturation.

In this problem, we consider Equation (3) as the high-fidelity model and we solve Equation (3) for pressure and saturation using sequential formulation where we solve for pressure first and then solve for the water saturation. We use finite volume method to discretize the spatial derivatives of Equation (3) in a spatial domain of $n$ grid blocks. We use implicit time stepping method to solve Equation (3) for the high-fidelity model state variable $y_i \in \mathbb{R}^n$, where each component of $y_i$ is the water saturation value at the $i$th grid block.

The QoI is defined as $\mathbf{u}(t) \in \mathbb{R}^m$, where $u_i = y_i(x_i, y_i)$, $i = 1 \cdots m \ll n$ at specific time steps (say $t = 10, 20, \cdots 200$). In the following, we use $\mathbf{u}$ in place of $\mathbf{u}(t)$ to simplify the notation and we are interested in the first moment estimate (i.e., mean) of $\mathbf{u}$. The grid points of interest $(x_i, y_i)$ $i = 1 \cdots m$ can be a set of arbitrary user specific spatial locations. For example, a set of grid points where injectors and producers are located.

3. MULTI-FIDELITY MONTE CARLO AND MULTI-LEVEL MONTE-CARLO METHOD

Let $\mathbf{x}$ be a realization of the input random vector $\mathbf{X}(\omega), \omega \in \Omega$ where $\Omega$ is the sample space and the quantity of interest be the expectation of the random variable $\mathbf{u}$. The standard Monte Carlo method estimates the expectation $\mathbb{E}[\mathbf{u}]$ of the random variable $\mathbf{u}$ as

$$\hat{\mathbf{u}} = \frac{1}{N} \sum_{i=1}^{N} \mathbf{u}'$$  \hspace{1cm} (4)

where $\hat{\mathbf{u}}$ is the estimator of $\mathbb{E}[\mathbf{u}]$, $\mathbf{u}' = \mathbf{u}(x_i)$, and $N$ is the number of realizations of the model output. As per the law of large numbers (Central Limit Theorem) (Giles, 2015), a sample based estimate of the expectation $\mathbb{E}[\mathbf{u}]$ introduces sampling error (mean square error) defined as

$$\epsilon = \mathbb{V}ar(\hat{\mathbf{u}}) = \frac{1}{N} \mathbb{V}ar(\mathbf{u})$$  \hspace{1cm} (5)

where $\mathbb{V}ar(\mathbf{u})$ is the variance of $\mathbf{u}$. As $\sqrt{\epsilon}$ known as standard error scales with $\sqrt{\epsilon}$ for a constant $\mathbb{V}ar(\mathbf{u})$, MC simulations are computationally prohibitive because of the slow convergence rate. One way to achieve a lower $\epsilon$ is to reduce the numerator in Equation (5) (Ng, 2013).

Control variate is a variance reduction technique which uses alternative estimator for $\mathbb{E}[\mathbf{u}], \mathbf{u} \in \mathcal{R}$ that takes the form

$$\hat{\mathbf{u}}^{C} = \hat{\mathbf{u}} + \beta (\hat{\mathbf{v}} - \mathbb{E}[\mathbf{v}])$$  \hspace{1cm} (6)

where $\mathbf{v} \in \mathcal{R}$ is an auxiliary random variable. The estimator $\hat{\mathbf{u}}^{C}$ is an unbiased estimator of $\mathbb{E}[\mathbf{u}]$ with variance defined as Ng (2013)

$$\mathbb{V}ar(\hat{\mathbf{u}}^{C}) = \mathbb{V}ar(\hat{\mathbf{u}}) (1 - \rho^2)$$  \hspace{1cm} (7)

where $\rho$ is the correlation between $\mathbf{u}(x)$ and $\mathbf{v}(x)$. Since $\rho^2$ lies between 0 and 1, $\mathbb{V}ar(\hat{\mathbf{u}}^{C})$ is always less than $\mathbb{V}ar(\hat{\mathbf{u}})$. For UQ tasks, where the QoI is governed by partial differential equations, $\mathbf{u}(x)$ is obtained from a high-fidelity model output and $\mathbf{v}(x)$ is generally obtained from a low-fidelity model output. In general, we do not know exactly $\mathbb{E}[\mathbf{v}]$ and we have to use a more accurate estimate of $\mathbb{E}[\mathbf{v}]$. For example, Ng (2013) replaced $\mathbb{E}[\mathbf{v}]$ in Equation (6) by $\hat{\mathbf{v}} = \frac{1}{M} \sum_{i=1}^{M} \mathbf{v}(x_i), \mathbf{v}(x) \sim \mathcal{N}(0, \sigma^2)$, where $M >> M_{HF}$ and $M_{HF}$ is the number of high-fidelity model samples. Furthermore, it was proved in Ng (2013) that for a fixed computational budget $p$, a perfectly correlated low-fidelity model is not the only condition for variance reduction over the standard MC estimator but the low-fidelity model must also be cheaper to evaluate than the high-fidelity model.

The potential limitation in the aforementioned multi-fidelity estimator (Ng, 2013) is that it repartitions the given computational budget between the high-fidelity model and only a single low-fidelity model such that the mean square error of the estimator is minimized. In order to allow an arbitrary number of low-fidelity models into the control variate method, Pecherstorfer et al. (2016) extended the multi-fidelity approach introduced in Ng (2013). Multi-Fidelity Monte Carlo method introduced in Pecherstorfer et al. (2016) formulated an optimization problem that used an arbitrary number of low-fidelity models to derive an unbiased MFMC estimator of $\mathbb{E}[\mathbf{u}]$ that takes the form

$$\hat{\mathbf{u}}_{MF} = \hat{\mathbf{u}} + \beta^1 (\hat{\mathbf{v}}^1 - \hat{\mathbf{u}}) + \sum_{i=2}^{I} \beta^i (\hat{\mathbf{v}}^i - \hat{\mathbf{v}}^{i-1})$$  \hspace{1cm} (8)
where \( v^1, \ldots, v^l \in \mathbb{R} \) are auxiliary random variables obtained from \( I \) number of different low-fidelity models, \( \mathcal{V} \) estimates the expectation \( E[v^l] \) using \( M_i \) samples of low-fidelity model \( i, \beta^1, \ldots, \beta^l \in \mathbb{R} \) are the coefficients. The low-fidelity model \( i \) uses \( x_1, \ldots, x_M \) realizations of the input random vector \( X(\omega) \) to estimate \( \mathcal{V}^l \), whereas the low-fidelity model \( i - 1 \) uses only the first \( M_{i-1} \) realizations of \( X(\omega) \) to estimate \( \mathcal{V}^{i-1} \). Therefore the two consecutive estimators \( \mathcal{V} \) and \( \mathcal{V}^{i-1} \) are dependent for all \( i = 1, \ldots, I \). The cost of the MFMC estimator is \( C(\mathcal{U}^{ml}) = \sum_{i=1}^{I} C_i \cdot M_i + C_{HF} \cdot M_{HF} \), where \( C_{HF} \) is the cost of evaluating a high-fidelity model, and \( C_i \) is the cost of evaluating a low-fidelity model \( i \) for all \( i = 1, \ldots, I \). In Peherstorfer et al. (2016), an optimization problem was formulated to select optimal values for the number of samples \( \{M_i^0, M_i^1, \ldots, M_i^I\} \), and for the coefficients \( \{\beta^1, \ldots, \beta^I\} \) such that the mean square error of the MFMC estimator is lower than the Monte Carlo estimator for a fixed computational budget.

The multi-level idea is another extension of the control variate approach in which a sequence of low-fidelity models at different levels \( \{v_i \in \mathbb{R}^m \text{ with } i = 1, \ldots, I\} \) is used to evaluate an approximate statistics of \( u \). First, let the index \( i \) encodes the accuracy of \( v_i \) with respect to the true solution \( u \in \mathbb{R}^m \). This means, as \( i \) is increased, the accuracy of \( v_i \) is refined to approximate \( u \). Consequently, \( u \) can be written as a telescopic sum in terms of \( v_i \) with \( i = 1, \ldots, I \), that takes the form (Müller et al., 2013)

\[
u = v_1 - v_0 + v_2 - v_1 + \cdots + v_I - v_{I-1} + u - v_I = \sum_{i=0}^{I} Y_i \tag{9} \]

where \( Y_i = v_{i+1} - v_i \) with \( i = 0 \cdots I - 1 \), \( Y_I = u - v_I \), and we set \( v_0 = 0 \). Exploiting the linearity of the expected value operator \( E \), the expected value \( E[u] \) defined in Equation (9) can be written as

\[
E[u] = \sum_{i=0}^{I} E[Y_i] \tag{10}
\]

The MLMC estimator for the expected value of \( u \) is obtained by replacing the expected values on the right hand side of Equation (10) by ensemble averages and is defined as

\[
\hat{u}^{ml} = \sum_{i=0}^{I} \tilde{Y}_i = \sum_{i=0}^{I} \frac{1}{M_i} \sum_{j=1}^{M_i} Y_i \tag{11}
\]

The mean square error (mse) of MLMC estimator \( \hat{u}^{ml} \) is derived as

\[
e^{ml} = \sum_{i=0}^{I} \text{Var}(Y_i) = \sum_{i=0}^{I} \frac{1}{M_i} \text{Var}(Y_i) \tag{12}
\]

It is evident from Equation (12) that the mse \( e^{ml} \) of MLMC estimator is sum of several smaller contributions \( \frac{1}{M_i} \text{Var}(Y_i) \) with \( i = 0, \ldots, I \).

The MLMC method is mainly based on the fact that \( \frac{1}{M_i} \text{Var}(Y_i) \) at low levels are reduced by increasing number of samples \( (M_i) \) as low level samples are computed at low computational cost. At high levels, the level variances \( \text{Var}(Y_i) \) are expected to be typically small, thus \( M_i \) can be small and hence MLMC method incurs few expensive high-fidelity model simulations. In summary, MLMC method relies on the following variance hierarchy:

\[
\text{Var}(Y_0) > \text{Var}(Y_1) > \text{Var}(Y_2) > \cdots > \text{Var}(Y_I) \tag{13}
\]

and also expects \( C_0 < C_1 < C_2 < \cdots < C_I \), where \( C_i \) is the computational cost to compute one sample of \( Y_i \).

In MLMC method, the optimal values for the number of samples \( \{M_0, \ldots, M_I\} \) are computed by solving a constrained minimization problem where the cost function to be minimized is the total computational cost \( (\sum_{i=0}^{I} C_i \cdot M_i) \) of the MLMC method and constraint is set by fixing \( e^{ml} \) to a specific value (say \( \epsilon^* \)) (Müller et al., 2013; Geraci et al., 2015). The optimal values for the number of samples are expressed as

\[
M_i^* = \frac{2}{\epsilon^2} \left[ \sum_{i=0}^{I} \sqrt{C_i \cdot \text{Var}(Y_i)} \right] \cdot \sqrt{\frac{\text{Var}(Y_i)}{C_i}} \quad i = 0, \ldots, I \tag{14}
\]

Although MLMC in general refer to control variate method with a sequence of \( I \) geometrical levels (mesh discretization levels), it can also be utilized with a sequence of \( I \) reduced basis models (Codina et al., 2016) or POD basis models. More specifically, a sequence of POD basis models can be employed as sequence of low-fidelity models \( v_1 \cdots v_I \).

A practical implementation of the MLMC algorithm is the following (Müller et al., 2013)

1. Fix a sequence of levels based on grid resolutions or POD basis \( i = 1 \cdots I \).
2. Fix a number of offline samples \( M_o \) and fix a threshold for the estimated standard error.
3. Perform \( M_o \) samples of high fidelity simulations.
4. If POD basis models, Derive \( I \) number of POD basis models.
5. Compute \( M_o \) samples of \( Y_i \) on every level.
6. Solve the optimization (Müller et al., 2013) problem to estimate \( M_i \) samples of \( Y_i \) with \( i = 0 \cdots I \).
7. Update the estimates for \( E[Y_i], \text{Var}(Y_i), \) and \( C_i \) on every level.
8. Compute and update the required number of samples \( M_i \) on each level.
9. On every level, if the updated \( M_i \) is more than the number of samples already computed, then add an additional sample of \( Y_i \) and continue with step 6. If no level requires an additional sample, then quit.

4. MULTI-FIDELITY-MULTI-LEVEL MONTE CARLO METHOD

In this section, we present a novel variance reduction method called Multi-Fidelity-Multi-Level Monte Carlo (MFML-MC) method addressing the limiting facts observed in the standard MLMC method with Galerkin projection based ROMs (see section 1 for more details). In MFML-MC method, we formulate
a MLMC framework with \( I \) levels and then apply the techniques of MFMC method on every level of MLMC framework. Figure 1 displays the outline of the MFML-MC method and its detailed formulation is described as five steps in the rest of this section.

The first step of MFML-MC method is to formulate a sequence of POD approximations of the QoI \( \mathbf{u} \) and utilize these sequence as low-fidelity models \( [\mathbf{v}_1, \cdots, \mathbf{v}_I] \) in MLMC framework. More precisely, in this approach, \( \mathbf{v}_i \) is \( i \)th level POD approximation of \( \mathbf{u} \) and is computed from least-squares reconstruction method defined as

\[
\mathbf{u} \approx \mathbf{v}_i = \mathbf{U}_u^i \tilde{\mathbf{u}} = \mathbf{U}_u^i (\mathbf{U}_u^i)^\top \mathbf{u}
\]  

FIGURE 1 | Outline of the (MFML-MC) method described in section 4. The low-fidelity, (yellow color) denotes low-fidelity model \( i = 1, 2, \cdots I \) in MLMC setup. The low-fidelity \( f \) (brown color) denotes low-fidelity \( f \) in MFMC method formulated in the \( i \)th MLMC setup. QoI denotes the quantity of interest or outputs of interest.
where \( \tilde{u} \in \mathbb{R}^r \) is the reduced representation of \( u \), \( U_r^u \in \mathbb{R}^{m \times r} \) is the orthonormal matrix containing \( r \) orthonormal basis vectors in its columns. The optimal orthonormal basis vectors are computed from the singular value decomposition (SVD) of the snapshot matrix \( X_u = [(u_1 \ldots u_T)^T \ldots (u_1 \ldots u_T)^T] \), where \( T \) denotes the number of time steps and \( L \) denotes the number of training samples corresponding to different realizations of the stochastic input parameters. The SVD of \( X_u \) is expressed as (Kani and Elsheikh, 2018)

\[
X_u = U_u \Sigma_u W_u
\]  

where \( U_u \in \mathbb{R}^{m \times m} \) is the left singular matrix, \( \sigma_1 > \sigma_2 > \sigma_3 \geq \ldots \geq \sigma_m \geq 0 \) are the singular values of the snapshot matrix \( X_u \). The associated error termed as least-squares errors in approximating \( u \) by \( v_i \) using only \( r_i \) basis vectors is given by (Berkooz et al., 1993; Lucia et al., 2004)

\[
\varepsilon_i = \| u - v_i \|_2 = \sum_{j=r_i+1}^{m} \sigma_j
\]

Please note that the dimension \( m \) of the basis vector in \( U_u \) is much smaller than \( n \) (the number of grid points). Hence, for a large scale UQ problems where \( m \ll n \), we can easily form many levels with smaller \( \varepsilon_i \) in this MLMC framework in comparison to standard MLMC method. Moreover, \( v_i \) can be obtained by using less number of basis vectors \( (r_i \approx m \text{ with } \varepsilon_i \approx 0) \) in comparison to standard MLMC method with a sequence of Galerkin projection based ROMs.

The second step of MFML-MC method is to compute the reduced representation of \( Y_i \) over all levels in MLMC framework (see Equation 9). The reduced representation of \( Y_i \) is expressed as

\[
\tilde{Y}_i = U_{Y_i}^T Y_i
\]

where \( \tilde{Y}_i \in \mathbb{R}^{q_i} \) is the reduced representation of \( Y_i \), \( U_{Y_i}^T \in \mathbb{R}^{r_i \times q_i} \) is the orthonormal matrix containing \( q_i \) orthonormal basis vectors in its columns. The optimal orthonormal basis matrix \( U_{Y_i}^T \) is computed from the singular value decomposition (SVD) of the snapshot matrix \( X_{Y_i} = [(Y_{i1} \ldots Y_{iT})^T \ldots (Y_{i1} \ldots Y_{iT})^T] \), where \( Y_{ij} = v_{i+1} - v_i \) for all \( j = 1, \ldots, T \). Since, \( Y_i \) is computed from the difference between two consecutive levels of POD based approximations \( v_{i+1} \) and \( v_i \), i.e., \( Y_i = v_{i+1} - v_i \), the least-squares error in approximating \( Y_i \) by \( U_{Y_i}^T \tilde{Y}_i \) is equivalent to the difference of two consecutive level \( \varepsilon \) (see Equation 17) which is expressed as

\[
\Delta \varepsilon_i = \varepsilon_i - \varepsilon_{i+1} = \sum_{j=i+1}^{r_i} \sigma_j
\]

Now the MLMC estimator (see Equation 11) for the expected value of \( u \) is expressed as

\[
\mathbb{E}[u] = \sum_{i=0}^{L} \mathbb{E}[Y_i] \approx \sum_{i=0}^{L} U_{Y_i}^T \mathbb{E}[\tilde{Y}_i] = \tilde{u}^m = \sum_{i=0}^{L} \tilde{Y}_i = \sum_{i=0}^{L} U_{Y_i}^T \tilde{Y}_i
\]

The third step of MFML-MC method is to set \( r_i \) for all \( i = 1 \cdots L \).

In this framework, we set \( r_i = i \). Now, \( \Delta \varepsilon_i = \varepsilon_i \) and therefore, we expect \( Y_i \) to be attracted to a certain low dimensional subspace of dimension \( q_i = \Delta r_i = (r_{i+1} - r_i) = 1 \) over all the levels.

In the fourth step, we extend the Multi-Level Multi-Fidelity method introduced in Geraci et al. (2015) by adopting multi-fidelity approach (see Equation 8) on every level of MLMC framework to derive an unbiased estimator of \( \mathbb{E}[Y_i] \) in Equation (19) that takes the form

\[
\hat{Y}_i^{mf} = \tilde{Y}_i + \beta_i^1 (\tilde{Y}_i - \tilde{Y}_i) + \sum_{j=2}^{f_i} \beta_i^j (\tilde{Y}_i - \tilde{Y}_i - 1)
\]

where \( \tilde{Y}_i \ldots \tilde{Y}_i^{mf} \) are auxiliary random variables obtained from \( F_i \) number of level specific low-fidelity models of \( \tilde{Y}_i \). \( \tilde{Y}_i \) estimates the expectation \( \mathbb{E}[	ilde{Y}_i] \) using \( F_i \) samples of \( \tilde{Y}_i \) for all \( f = 1 \cdots F_i \), and \( \beta_i^1 \cdots \beta_i^{F_i} \in \mathbb{R} \) are the coefficients on level \( i \). In this paper, we set \( F_i = 1 \) for all \( i = 0 \cdots L \). Next, we use the optimization problem formulated in Peherstorfer et al. (2016) to select optimal values \( \mathbb{M}_i, M_i \) such that the mean square error of the MFML-MC estimator \( \hat{Y}_i^{mf} \) on every level is lower than the Monte Carlo estimator \( \tilde{Y}_i \) for the same computational budget.

Now, the MFML-MC estimator for the expected value of \( u \) (see Equation 19) is expressed as

\[
\mathbb{E}[u] \approx \tilde{u}^m = \sum_{i=0}^{L} \tilde{Y}_i \approx \sum_{i=0}^{L} U_{Y_i}^T \tilde{Y}_i
\]

In the fifth step, we utilize a data-driven approach to derive a level specific low-fidelity model \( \tilde{Y}_i \) in the MFMC setup. In this data-driven approach, we first consider a discrete nonlinear dynamical system on every level \( (i = 0 \cdots L) \) that takes the form

\[
\tilde{Y}_i(t+1) = \tilde{Y}_i(t) + F_i(x_i, \tilde{Y}_i(t)),
\]

where \( F_i(x_i, \tilde{Y}_i(t)) \) is the nonlinear term utilized to update \( \tilde{Y}_i(t+1) \) on level \( i = 0 \cdots L \) (Nagoor Kani and Elsheikh, 2017). Next, we use GBTR (Friedman, 2001) on every level to approximate \( F_i(x_i, \tilde{Y}_i(t)) \). We use \( \tilde{Y}_i(t) \) as an input to GBTR and compute \( \tilde{Y}_i(t) \) as an output. We fit GBTRs using the same training samples \( (Y_{i1} \ldots Y_{iT}) \) utilized in the second step.

5. NUMERICAL EXPERIMENTS

In this section, we present numerical results to evaluate the performance of MFML-MC method. The numerical results are based on two UQ tasks involving two-phase flow in the heterogeneous porous media domain. The two test cases are quarter five spot problem and the uniform flow problem with the uncertainties in the permeability field (Kani and Elsheikh, 2018). In section 5.1, we describe high-fidelity model setup, in section 5.2, we describe low-fidelity model setup in order to formulate MFML-MC framework, in section 5.3, we describe MLMC with Galerkin-POD ROMs setup, and in section 5.4, we define a set of error metrics that we utilize...
to compare MFML-MC method with standard MC method that uses either high-fidelity model or low-fidelity model. In section 5.5, we provide the results for quarter five spot problem and in section 5.6, we provide the results for uniform flow problem.

5.1. High-Fidelity Model Setup

We consider two-phase flow of oil and water in a two dimensional porous media domain \([0, 1] \times [0, 1]\) where water is injected to displace the residual oil. We consider Equation (3) as a high-fidelity model to describe the flow behavior of oil and water. We define the relative permeability based on Corey’s model \(k_{rw}(s) = s^{2/3}, \ k_{ro} = (1 - s^{2/3})^2\), where \(s^* = (s - s_{wc})/(1 - s_{or} - s_{wc})\), \(s_{wc}\) is the irreducible water saturation and \(s_{or}\) is the residual oil saturation (Aarnes et al., 2007). We set \(s_{wc} = 0.2\), \(s_{or} = 0.2\), and initial water saturation to \(s_{wc}(0.2)\). We set the porosity field in the porous media domain to a constant value of 0.2. We set viscosity ratio of water and oil to 0.2. We consider uncertainties from the permeability field and assumed to be modeled as a log-normal distribution function with zero mean and exponential covariance that takes the form

\[
\text{Cov} = \sigma_k^2 \exp\left[-\frac{|x_1 - x_2|}{t_k}\right] \tag{23}
\]

where \(\sigma_k^2\) is the variance, \(t_k\) is the correlation length. We set \(\sigma_k^2\) to 1 and \(t_k\) to 0.1. Sample realizations of log-permeability values are displayed in Figure 2.

As mentioned in section 2, we use sequential formulation to solve Equation (3) for pressure and water saturation (Aarnes et al., 2007). We first generate a uniform mesh of \(96 \times 96\) blocks in a spatial domain. We use finite volume method with two point flux approximation (Aarnes et al., 2007) to solve for pressure and an upwind finite-volume method with an implicit backward Euler method combined with Newton-Raphson iterative method to solve for saturation. We set time step size to 0.015 and we solve Equation (3) for 200 time steps. We solve pressure and update velocity field at every 8th time step as pressure field changes much slower than saturation field over time. Time is measured by a non dimensional unit called pore volumes injected (PVI) (Ibrahima, 2016).

As defined in section 2, \(\text{QoI is } u \in R^m\), where \(u_i = y_i(x_i, y_i), i = 1 \cdots m \ll n\) at specific time steps. The first moment estimate of \(u(t)\) at specific time steps are the desired statistic. The interested grid points \((x_i, y_i)\), \(i = 1 \cdots m\) are \(6 \times 6\) grid points \((m = 36)\) uniformly selected from the \(96 \times 96\) spatial domain. The interested time steps are \(t = 10, 20, \cdots, 200\). We solve Equation (3) for 25,000 random realizations of the permeability field and use Monte Carlo method to estimate the statistics of \(u\) (Ibrahima, 2016).

5.2. Low-Fidelity Model Setup

We first compute the optimal POD bases matrices \(U_u\) and \(U_y\), for all \(i = 0 \cdots I\). We compute the POD matrices from the SVD of the snapshot matrices \(X_u, X_y, i = 0 \cdots I\). We built the snapshot matrices from 10 random samples of high-fidelity model solution data. In order to select the 10 random high-fidelity models to build snapshot matrices, we use K-means clustering algorithm to cluster 25,000 random permeability realizations into 10 clusters (Ghasemi, 2015). Then, we solve the high-fidelity model for a single permeability realization from each cluster.

Following that, the obtained matrix \(U_u\) is utilized to build a sequence of POD approximations of \(u\) (as detailed in the section 4) from the collected training data. Then the matrix \(U_y\) is utilized to compute training samples of \(\hat{Y}_i\) (the reduced representation of \(Y_i\)) for all \(i = 0 \cdots I\). We set \(I = 18, r_1 = i\), and therefore \(q_i = 1\) as already mentioned in section 4.

Next, we build a level specific GBTR on every level \((i = 0 \cdots I)\) to estimate \(\hat{F}_i\) and utilize the estimated \(\hat{F}_i\) in Equation (22) to compute \(\hat{Y}_{i+1}(t+1)\). We use Scikit-learn (Pedregosa et al., 2011) a machine learning python package to implement the GBTRs. We use the training samples of \(\hat{Y}_i\) to fit the level specific GBTR.

---

**FIGURE 2** | Sample plots of log-permeability field. Uncertain permeability field is modeled from a log-normal distribution function with zero mean and exponential covariance.
5.3. Standard MLMC With POD-Galerkin ROMs Setup
We first compute optimal POD basis vectors for the pressure and saturation solution vectors from the SVD of the corresponding snapshot matrices. We build the snapshot matrices from the solution vectors (pressure and saturation) collected from the solutions of the high-fidelity model for 45 random realizations of the permeability field. We then built low-fidelity ROM models of different dimensions via Galerkin projection of the discretized system of the high-fidelity model Equation (3) on to the POD space spanned by the POD basis vectors.

Following that one can obtain MLMC framework using Galerkin projection POD ROMs as low-fidelity models. However, in the two numerical test cases namely, the quarter five spot problem (5.5), and the uniform flow problem (5.6), we obtained accurate and stable POD results only when the dimensions of the POD-Galerkin ROMs were on the order of magnitude nearly equivalent to the dimension of the high-fidelity state variable (Xiao et al., 2017; Kani and Elsheikh, 2018). Hence, the computational cost to obtain the QoI from the POD-Galerkin ROM is more than the computational cost to obtain the QoI from the high-fidelity model for a single realization. Therefore, it was infeasible to derive an effective MLMC framework with a hierarchy of low-fidelity models based on standard POD ROMs. This is expected because the governing equations of the flow problem Equation (3) has nonpolynomial nonlinearity and is well known issue in reduced order modeling for multi-phase subsurface flow problems (Chaturantabut and Sorensen, 2011; He et al., 2011; Jansen and Durlofsky, 2017; Kani and Elsheikh, 2018). We also note that we conducted extensive study on reduced order modeling for these two problems in Kani and Elsheikh (2018) and we obtained inaccurate and unstable results when using POD ROMs. At this point, we request the readers to refer figures included in the numerical results section of Kani and Elsheikh (2018), where some of the standard POD ROM unstable results are displayed. Hence, we have not included the comparison of MFML-MC method with MLMC method based on standard POD ROMs as low-fidelity models.

5.4. Evaluation Metrics
We evaluate the performance of MFML-MC method using two time specific error metrics defined by

\[
\varepsilon_{\text{bias}}^t = \frac{1}{N_e} \sum_{j=1}^{N_e} \| \hat{u}_t^{\text{ref}} - \hat{u}_t^{(j)} \|_2^2 \\
\varepsilon_{\text{var}}^t = \frac{1}{N_e} \sum_{j=1}^{N_e} \text{Var}(\hat{u}_t^{(j)})
\]

where \(N_e\) is the number of runs utilized to estimate the errors, \(\hat{u}_t^{\text{ref}}\) is the reference result of \(E[u_t]\) obtained from Monte Carlo estimate \(\hat{u}_t^{(MC)}\) computed with \(N = 25,000\) high-fidelity model samples. \(\hat{u}_t^{(j)}\) is the approximation of \(E[u_t]\) that can be obtained from various estimators including Monte Carlo estimate that uses only high-fidelity model, Monte Carlo estimate that uses only low-fidelity model, and the MFML-MC estimator. We note that, \(\hat{u}_t^{(j)}\) is obtained for a fixed computational budget \(p\). The computational budget is measured in terms of the cost required to run \(p\) number of MC realizations that uses only high-fidelity
model. We also note that, $\hat{u}_t^{(j)}$ is evaluated from a different set of independent samples for set $j = 1 \ldots N_e$.

Additionally, we utilize two global error metrics defined as

\begin{align}
\hat{\epsilon}^{\text{bias}} &= \frac{1}{N_e} \sum_{j=1}^{N_e} \max_{t=1}^{T} \|\hat{u}_t^{\text{ref}} - \hat{u}_t^{(j)}\|_2 \\
\hat{\epsilon}^{\text{var}} &= \frac{1}{N_e} \sum_{j=1}^{N_e} \max_{t=1}^{T} \text{Var}(\hat{u}_t^{(j)})
\end{align}

(25)

where all the time snapshots of $\mathbf{u}$ are used. We set $N_e = 15$ to evaluate the two time specific error metrics and the two global error metrics.

5.5. Numerical Test Case 1

Test case 1 is two dimensional quart-five spot problem where water is injected in the lower left corner $(0,0)$ of the porous media domain to produce oil and water in the top right corner $(1,1)$ (Kani and Elsheikh, 2018). We set $q$ defined in the saturation equation (Equation 3) to 0.05 at $(0,0)$ and $-0.05$ at $(1,1)$. We use the proposed MFML-MC method to perform uncertainty quantification.
sides of the porous media domain. The left panel of Figure 3 displays the quart-five spot problem set up and the right panel of Figure 3 displays the decay of the singular values of the snapshot matrix $X_u$.

Figure 4 shows the results for the estimation of $E[u]$ (first moment of $u$) obtained from the reference result (MC estimate with 25,000 samples) and from various MC estimators. In Figure 4, MC estimator that uses only high-fidelity model is denoted as MC-HF and that uses only low-fidelity model is denoted as MC-LF. In Figure 4, results shown in the top row are obtained at time $= 0.3$ PVI and results shown in the bottom row are obtained at time $= 0.8$ PVI. As shown in Figure 4, the estimation of $E[u]$ obtained from MC-LF deviates significantly from the reference result. This clearly shows that utilizing only low-fidelity model in MC framework resultant in biased estimation with respect to the reference result. Furthermore, Figure 4 shows that the estimation of $E[u]$ obtained from MFML-MC estimator is almost indistinguishable from the reference result. This result confirm that combining higher number of low-fidelity model realizations with the high-fidelity model in MFML-MC framework can improve the estimator of the first moment of the saturation field.

Figure 5 reports the comparison of $\hat{\epsilon}^{bias}$ and $\hat{\epsilon}$ (see Equation 24) obtained from various estimators. The left of Figure 5 reports $\hat{\epsilon}^{bias}$ and the right of Figure 5 reports $\hat{\epsilon}$ as a function of computational budget $p = [1, 2, 3, 4, 5] \times 10^2$, where $p$ is the number of MC-HF realizations. The results of $\hat{\epsilon}^{bias}$ from Figure 5 shows that Monte Carlo estimator that uses MC-LF is a biased estimator of the mean QoI value. The results of MFML-MC estimator displayed in left of Figure 5 confirm that the MFML-MC estimator is an unbiased estimator of the expectation. This shows that despite the low-fidelity model is a poor approximation of the high-fidelity model, the error of the MFML-MC estimator can be significantly reduced if the low-fidelity model is combined with the high-fidelity. The right of Figure 5 shows that the variance of the MFML-MC and MC-LF estimators are at least an order of magnitude less when compared to MC-HF. Nevertheless, while MC-LF is a biased estimator as shown in left of Figure 5, MFML-MC estimator that uses the low-fidelity model in combination with the high-fidelity model is an unbiased estimator of the expectation.

Figure 6 reports the comparison of $\hat{\epsilon}^{bias}$ and $\hat{\epsilon}$ (see Equation 25) obtained from various estimators. We can clearly observe the trend of $\hat{\epsilon}^{bias}$ and $\hat{\epsilon}$ in Figure 6 are similar to the one observed in Figure 5 which confirms that MFML-MC method leads to variance reduction with unbiased estimation at all time steps.

Table 1 compare the speedup factors of MFML-MC method with respect to the Monte Carlo estimator that uses the high-fidelity model only. In Table 1, MFML-MC achieves a speedup with respect to MC-HF that range from 8 up to 15 for the same specific $\epsilon$.

![FIGURE 6 | Test case 1: Plot of $\hat{\epsilon}^{bias}$ and $\hat{\epsilon}$ (Equation 25) estimation of $E[u]$ (water saturation field at 6 x 6 spatial grid) obtained from various estimators. $\hat{\epsilon}^{bias}$ and $\hat{\epsilon}$ are shown as a function of computational budget $p = [1, 2, 3, 4, 5] \times 10^2$, where $p$ is the number of MC realizations $N$ that uses only high-fidelity model.](image)

![TABLE 1 | Performance chart of MFML-MC estimator for test case 1.](image)
5.6. Numerical Test Case 2

Test case 2 is a two dimensional uniform flow problem where water is injected from the left side of the porous media domain to produce oil and water from the right side. We set no flow boundary conditions in the remaining two sides (top and bottom) of the domain. We set inflow rate to 0.08 and outflow rate to 0.08 due to incompressibility constraint set in the problem (Kani and Elsheikh, 2018). The left panel of Figure 7 displays uniform flow problem set up and the right panel of Figure 7 displays the decay of the singular values of the snapshot matrix $X$.

Figure 8 shows the results for the first moment of the saturation field ($u$) obtained from the reference result (MC estimate with 25000 samples) and from various MC estimators. The display settings defined in Figure 8 are the same as the one defined in Figure 4. In Figure 8, we can see that the results obtained from MFML-MC method are almost indistinguishable.
from the reference results whereas MC-LF yields extremely inaccurate results.

Figure 9 reports the comparison of $\hat{e}^{\text{bias}}$ and $\hat{\epsilon}$ (see Equation 24) obtained from various estimators. The variance reduction can be clearly observed in Figure 9 and the trend of Figure 9 is similar to the one observed in Figure 5 (Test case 1).

The results of Figure 9 again confirm that combining the high-fidelity model with the low-fidelity model leads to a variance reduction. Please note that a similar confirmation was observed in Figure 5.

Figure 10 reports the comparison of $\hat{e}^{\text{bias}}$ and $\hat{\epsilon}$ (see Equation 25) obtained from various estimators. As observed in
TABLE 2 | Performance chart of MFML-MC estimator for test case 2.

| $\epsilon$  | $p$     | CPU Time (min) | Speedup |
|-------------|---------|----------------|---------|
| $10^{-4}$   | $5 \times 10^2$ | 148            | 14      | 10.8 |
| $10^{-5}$   | $9 \times 10^3$ | 2,850         | 197     | 14.5 |
| $10^{-6}$   | $25 \times 10^3$ | 7,950         | 410     | 19.4 |

$\epsilon$ defined in Equation (5) is shown as a function of computational budget $p$, where $p$ is the number of MC realizations that uses the high-fidelity model only. $\epsilon$ is estimated at time $= 0.3$ PVI.

Figure 6, the results displayed in Figure 9 shows that MFML-MC method leads to variance reduction with unbiased estimation.

Table 2 compare the speedup factors of MFML-MC method with respect to the MC method that uses the high-fidelity model only. In Table 2, MFML-MC achieves a speedup with respect to MC-HF that range from 10 up to 19 at a specific $\epsilon$.

6. CONCLUSION

In this paper, we proposed a MFML-MC method combining the features of both the MFMC method and the MLCM method. In MFML-MC method, we formulated MLMC framework with a sequence of POD approximations of high-fidelity model outputs. Furthermore, in MFML-MC method, we formulated a FMFM setup on every level of MLMC framework in order to compute an unbiased statistical estimation. Finally, we utilized GBTR in the FMFM setup to formulate a level specific low-fidelity model.

We applied MFML-MC method on two uncertainty quantification problems involving two-phase flows in random heterogeneous porous media where standard MLCM method with POD-Galerkin ROMs is ineffective. The uncertain permeability field is modeled from log-normal distribution function with exponential covariance function. Estimate of the first statistical moments of the water saturation at uniformly selected spatial grid points over a specific instant in time are calculated by MFML-MC, MC-HF, and MC-LF methods. Comparisons between MFML-MC and MC-LF suggested that MC-LF as a biased estimator and MFML-MC estimator as an unbiased estimator of the expectation. Comparisons between the MFML-MC and MC-HF computing times showed speedups of MFML-MC with respect to MC-HF that ranged from 8 up to 19 at equivalent accuracy.

Future work should consider the extension of MFML-MC method by utilizing two or more level specific low-fidelity models in the MFMC setup. In addition, it will also be interest to use MFML-MC method for history matching (Elsheikh et al., 2012), where we aim to minimize the mismatch between field observation data and the one computed from the high-fidelity model simulations by adjusting the geological model parameters. Future work should also verify the applicability of MFML-MC method for large-scale realistic problems with many wells and time varying injection rates by which the potential of MFML-MC method in speeding up a realistic Monte Carlo simulation can be magnified.
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