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Abstract

The lace expansion is a powerful perturbative technique to analyze the critical behavior of random spatial processes such as the self-avoiding walk, percolation and lattice trees and animals. The non-backtracking lace expansion (NoBLE) is a modification that allows us to improve its applicability in the nearest-neighbor setting on the $\mathbb{Z}^d$-lattice for percolation, lattice trees and lattice animals.

The NoBLE gives rise to a recursive formula that we study in this paper at a general level. We state assumptions that guarantee that the solution of this recursive formula satisfies the infrared bound. In two related papers, we show that these conditions are satisfied for percolation in $d \geq 11$, for lattice trees in $d \geq 16$ and for lattice animals in $d \geq 18$.
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1 Introduction and results

1.1 Motivation

We use the *non-backtracking lace expansion* (NoBLE) to prove the *infrared bound* for several spatial models. The infrared bound implies *mean-field behavior* for these models. The classical lace expansion is a perturbative technique that can be used to show that the two-point function of a model is a perturbation of the two-point function of simple random walk (SRW). This result was used to prove mean-field behavior for self-avoiding walk (SAW) \[26, 28\], percolation
lattice trees and lattice animals, oriented percolation, the contact process and the Ising model in high dimensions.

Being a perturbative method in nature, applications of the lace expansion typically necessitate a small parameter. This small parameter is often the inverse of the degree of the underlying graph. There are two possible approaches to obtain a small parameter. The first is to work in a so-called spread-out model, where long-, but finite-range, connections over a distance $L$ are possible, and we take $L$ large. This approach has the advantage that the results hold, for $L$ sufficiently large, all the way down to the critical dimension of the corresponding model. The second approach applies to the simplest and most often studied nearest-neighbor version of the model. For the nearest-neighbor model, the degree of a vertex is $2d$, which has to be taken large in order to prove mean-field results.

For the self-avoiding walk (SAW) on the nearest-neighbor lattice, Hara and Slade (1991) proved the seminal result that dimension 5 is small enough for the lace expansion to be applied, thus that mean-field behavior holds in dimension $d \geq 5$. This result is optimal in the sense that we do not expect mean-field behavior of SAW in dimension 4 and smaller. The dimension 4 thus acts as the upper critical dimension. Results in this direction, proving explicit logarithmic corrections, can be found in a series of papers by Brydges and Slade (some also with Bauerschmidt), see [11] and the references therein.

For percolation, we expect mean-field behavior for dimensions $d > 6$. Hara and Slade also proved this result down to $d > 6$ for the spread-out model with sufficiently large $L$. For the nearest-neighbor setting, Hara and Slade computed that dimension 19 is large enough. These computations were never published. Through private communication with Takashi Hara, the authors learned that in a recent rework of the analysis and implementation the result was further improved to $d \geq 15$ for percolation.

To obtain the mean-field result also in smaller dimensions above the upper critical dimensions, we rely on the NoBLE. In the NoBLE, we explicitly take the interaction due to the last edge used into account. Doing this, we reduce the size of the involved perturbation drastically and are able to show the mean-field behavior for dimensions closer to the upper critical dimension.

In this paper, we formalize a number of assumptions on the general model and prove that under these assumptions the two-point function obeys the infrared bound. The derivation of the model-dependent NoBLE and the verification of the assumptions are not part of this article. We use the generalized analysis to obtain mean-field behavior for the following models: lattice trees in $d \geq 16$ and lattice animals in $d \geq 18$, and percolation in $d \geq 11$.

A NoBLE analysis consists of four steps: Firstly, for a given model, we derive the perturbative lace expansion. Secondly, we prove diagrammatic bounds on the perturbation. Thirdly, we analyze the expansion to conclude the infrared bound given certain assumptions on the expansion. In our analysis, we derive diagrammatic bounds on the lace-expansion coefficients in terms of simple random walk integrals, which can be computed explicitly. This allows us to compute numerical bounds on the lace-expansion coefficients. The fourth step consists of the numerical computation of these SRW-integrals.

In the accompanying papers, we perform the first two steps for percolation, as well as for lattice trees and lattice animals. In this paper and in a model-independent way, we perform the analysis in the third step and explain the numerical computations of the fourth step. The numerical computations and the explicit checks of the sufficient conditions for the NoBLE analysis to be successful are done in Mathematica notebooks that are available on the website of Robert Fitzner.
The analysis presented in this paper is an enhancement of the analyses performed by Hara and Slade in [27] (see also [24, 25, 28, 29] for related work by Hara and Slade), and by Heydenreich, the second author and Sakai in [32]. This paper is organized as follows: In Section 1.2 we first introduce simple random walk (SRW) and non-backtracking walk (NBW). In Section 1.4 we state the two basic NoBLE relations that are perturbed versions of relations describing the NBW. Then, we state the results for percolation, lattice trees and lattice animals proved in [17, 18].

In Section 2 we first explain the idea of the proof at a heuristic level. Then, we state all assumptions required to perform the analysis in the generalized setting and state the result we prove in this document, namely the infrared bound. We close in Section 2.5 with a discussion of our approach.

In Section 3 we prove the technical cornerstone of the analysis, namely, that we can perform the so-called bootstrap argument. For the analysis in Sections 2-3, we use a simplified NoBLE form of the two-point function that allows us to present the analysis in a clearer way. Thus, we also state the assumptions in Section 2.2 in terms of this simplified characterization.

In Section 4, we explain how to derive the simplified NoBLE equation starting from the NoBLE equation for the two-point function, and reformulate the assumptions of Section 2.2 into assumptions on the NoBLE coefficients that are derived and bounded in the accompanying papers [17, 18].

Section 5 is devoted to the numerical part of the computer-assisted proof. We explain how we compute bounds on the required SRW-integrals. In Section 5.3 we explain the ideas to bound the NoBLE coefficients that are used for all models that we consider. We end this paper with a general discussion.

1.2 Random walks

We begin by introducing the random walk models that we perturb around and fix our notation.

1.2.1 Simple random walk

Simple random walk (SRW) is one of the simplest stochastic processes imaginable and has proven to be useful in countless applications. For a review of SRW and related models, we refer the reader to [35, 37, 44].

An \( n \)-step nearest-neighbor simple random walk on \( \mathbb{Z}^d \) is an ordered \( (n+1) \)-tuple \( \omega = (\omega_0, \omega_1, \omega_2, \ldots, \omega_n) \), with \( \omega_i \in \mathbb{Z}^d \) and \( \|\omega_i - \omega_{i+1}\|_1 = 1 \), where \( \|x\|_1 = \sum_{i=1}^d |x_i| \). Unless stated otherwise, we take \( \omega_0 = 0 = (0, 0, \ldots, 0) \). The step distribution of SRW is given by

\[
D(x) = \frac{1}{2d} \delta_{\|x\|_1,1},
\]  

where \( \delta \) is the Kronecker delta. For two functions \( f, g: \mathbb{Z}^d \to \mathbb{R} \) and \( n \in \mathbb{N} \), we define the convolution \( f \ast g \) and the \( n \)-fold convolution \( f^{*n} \) by

\[
(f \ast g)(x) = \sum_{y \in \mathbb{Z}^d} f(y)g(x-y),
\]  

and

\[
f^{*n}(x) = (f^{*(n-1)} \ast f)(x) = (f \ast f \ast f \ast \cdots \ast f)(x).
\]
We define \( p_n(x) \) as the number of \( n \)-step SRWs with \( \omega_n = x \), so that, for \( n \geq 1 \),

\[
p_n(x) = \sum_{y \in \mathbb{Z}^d} 2dD(y)p_{n-1}(x-y) = 2d(D \ast p_{n-1})(x) = (2d)^n D^n(x).
\]

(1.4)

We analyze this function using Fourier theory. For an absolutely summable function \( f(x) \), we define the Fourier transform of \( f \) by

\[
\hat{f}(k) = \sum_{x \in \mathbb{Z}^d} f(x)e^{ik \cdot x} \quad \text{for} \quad k \in [-\pi, \pi]^d,
\]

(1.5)

where \( k \cdot x = \sum_{i=1}^d k_i x_i \), with inverse

\[
f(x) = \int_{(-\pi,\pi)^d} \hat{f}(k)e^{-ik \cdot x} \frac{d^dk}{(2\pi)^d}.
\]

(1.6)

We use the letter \( k \) exclusively to denote values in the Fourier dual space \((-\pi,\pi)^d\). We note that the Fourier transform of \( f^{*n}(x) \) is given by \( \hat{f}(k)^n \) and conclude that

\[
\hat{p}_n(k) = (2d)^n \hat{D}^n(k), \quad \text{with} \quad \hat{D}(k) = \frac{1}{d} \sum_{i=1}^d \cos(k_i).
\]

(1.7)

The SRW two-point function is given by the generating function of \( p_n \), i.e., for \( z \in \mathbb{C} \),

\[
C_z(x) = \sum_{n=0}^{\infty} p_n(x)z^n, \quad \text{and} \quad \hat{C}_z(k) = \frac{1}{1 - 2dz\hat{D}(k)}
\]

(1.8)

in \( x \)-space and \( k \)-space, respectively. We denote the SRW susceptibility by

\[
\chi_{\text{SRW}}(z) = \hat{C}_z(0) = \frac{1}{1 - 2dz}.
\]

(1.9)

with critical point \( z_c = 1/(2d) \). By the form of \( \hat{C}_z(k) \) in (1.8) and using that \( 1 - \cos(t) \approx t^2/2 \) for small \( t \in \mathbb{R} \), we see that \( \hat{C}_{z_c}(k) = [1 - \hat{D}(k)]^{-1} \approx 2d/||k||_2^2 \) for small \( k \), where \( || \cdot ||_2 \) denotes the Euclidean norm. Since small \( k \) correspond to large wave lengths, the above asymptotics is sometimes called the infrared asymptotics. The main aim in this paper is to formulate general conditions under which the infrared bound is valid for general spatial models.

1.2.2 Non-backtracking walk

If an \( n \)-step SRW \( \omega \) satisfies \( \omega_i \neq \omega_{i+2} \) for all \( i = 0, 1, 2, \ldots, n-2 \), then we call \( \omega \) non-backtracking. In order to analyze non-backtracking walk (NBW), we derive an equation similar to (1.4). The same equation does not hold for NBW as it neglects the condition that the walk does not revisit the origin after the second step. For this reason, we introduce the condition that a walk should not go in a certain direction \( i \) in its first step.

We exclusively use the Greek letters \( \iota \) and \( \kappa \) for values in \{-d, -d+1, \ldots, -1, 1, 2, \ldots, d\} and denote the unit vector in direction \( \iota \) by \( e_\iota \in \mathbb{Z}^d \), e.g. \((e_\iota)_i = \text{sign}(\iota)\delta_{i|\iota}|\iota|\).
Let $b_n(x)$ be the number of $n$-step NBWs with $\omega_0 = 0, \omega_n = x$. Further, let $b_n'(x)$ be the number of $n$-step NBWs $\omega$ with $\omega_n = x$ and $\omega_1 \neq e_i$. Summing over the direction of the first step we obtain, for $n \geq 1$,

$$b_n(x) = \sum_{i \in \{\pm 1, \ldots, \pm d\}} b_{n-1}'(x + e_i). \tag{1.10}$$

Further, we distinguish between the case that the walk visits $-e_i$ in the first step or not to obtain, for $n \geq 1$,

$$b_n(x) = b_n^{-i}(x) + b_n^{-i}(x + e_i). \tag{1.11}$$

The NBW two-point functions $B_z$ and $B_z'$ are defined as the generating functions of $b_n$ and $b_n'$, respectively, i.e.,

$$B_z(x) = \sum_{n=0}^{\infty} b_n(x)z^n, \quad B_z'(x) = \sum_{n=0}^{\infty} b_n'(x)z^n. \tag{1.12}$$

Using (1.10) and (1.11) for the two-point functions gives

$$B_z(x) = \delta_{0,x} + z \sum_{i \in \{\pm 1, \ldots, \pm d\}} B_z'(x + e_i), \quad B_z(x) = B_z^{-i}(x) + zB_z'(x + e_i). \tag{1.13}$$

Taking the Fourier transform, we obtain

$$\hat{B}_z(k) = 1 + \sum_{i \in \{\pm 1, \ldots, \pm d\}} ze^{-ik_i} \hat{B}_z'(k), \quad \hat{B}_z(k) = \hat{B}_z^{-i}(k) + ze^{-ik_0} \hat{B}_z'(k). \tag{1.14}$$

In this paper, we use $\mathbb{C}^{2d}$-valued and $\mathbb{C}^{2d} \times \mathbb{C}^{2d}$-valued functions. For a clear distinction between scalar-, vector- and matrix-valued quantities, we always write $\mathbb{C}^{2d}$-valued functions with a vector arrow (e.g. $\vec{v}$) and matrix-valued functions with bold capital letters (e.g. $\mathbf{M}$).

We do not use $\{1, 2, \ldots, 2d\}$ as index set for the elements of a vector or a matrix, but use $\{-d, -d+1, \ldots, -1, 1, 2, \ldots, d\}$ instead. Further, for a $k \in (-\pi, \pi)^d$ and negative index $\iota \in \{-d, -d + 1, \ldots, -1\}$, we write $k_{\iota} = -k_{|\iota|}$.

We denote the identity matrix by $\mathbf{I} \in \mathbb{C}^{2d \times 2d}$ and the all-one vector by $\mathbf{1} = (1, 1, \ldots, 1)^T \in \mathbb{C}^{2d}$. Moreover, we define the matrices $\mathbf{J}, \hat{\mathbf{D}}(k) \in \mathbb{C}^{2d \times 2d}$ by

$$(\mathbf{J})_{\iota, \kappa} = \delta_{\iota, -\kappa} \quad \text{and} \quad (\hat{\mathbf{D}}(k))_{\iota, \kappa} = \delta_{\iota, \kappa} e^{ik_\iota}. \tag{1.15}$$

We define the vector $\vec{B}_z(k)$ with entries $(\vec{B}_z(k))_{\iota} = \vec{B}_z'(k)$ and rewrite (1.14) as

$$\vec{B}_z(k) = 1 + z\mathbf{1}^T \hat{\mathbf{D}}(-k)\vec{B}_z(k), \quad \vec{B}_z(k)\mathbf{1} = \mathbf{J}\vec{B}_z(k) + z\hat{\mathbf{D}}(-k)\vec{B}_z(k). \tag{1.16}$$

We use $\mathbf{JJ} = \mathbf{I}$ and $\mathbf{DD}(-k) = \mathbf{I}$ to modify the second equation as follows:

$$\vec{B}_z(k)\mathbf{1} = \mathbf{J}\vec{D}(k)\hat{\mathbf{D}}(-k)\vec{B}_z(k) + z\mathbf{JJ}\hat{\mathbf{D}}(-k)\vec{B}_z(k) = \mathbf{J}(\hat{\mathbf{D}}(k) + z\mathbf{J})\hat{\mathbf{D}}(-k)\vec{B}_z(k) \tag{1.17}$$

which implies that

$$\hat{\mathbf{D}}(-k)\vec{B}_z(k) = \vec{B}_z(k) \left[ \hat{\mathbf{D}}(k) + z\mathbf{J} \right]^{-1} \mathbf{1}. \tag{1.18}$$
We use $\mathbf{J} = \mathbf{1}$ and then combine (1.18) with the first equation in (1.16) to obtain

$$
\hat{B}_z(k) = \frac{1}{1 - z\mathbf{1}^T \left[ \hat{\mathbf{D}}(k) + z\mathbf{J} \right]^{-1} \mathbf{1}}.
$$

(1.19)

Then, we use that

$$
\left[ \hat{\mathbf{D}}(k) + z\mathbf{J} \right]^{-1} = \frac{1}{1 - z^2} \left( \hat{\mathbf{D}}(-k) - z\mathbf{J} \right),
$$

(1.20)

and $\mathbf{1}^T \hat{\mathbf{D}}(-k) = 2d\hat{D}(k)$ to conclude that

$$
\hat{B}_z(k) = \frac{1}{1 - 2dz \frac{\hat{D}(k) - z}{1 - z^2}} = \frac{1}{1 + (2d - 1)z^2 - 2dz\hat{D}(k)}.
$$

(1.21)

The NBW susceptibility is $\chi_{\text{NBW}}(z) = \hat{B}_z(0)$ with critical point $z_c = 1/(2d - 1)$. The NBW and SRW two-point functions are related by

$$
\hat{B}_z(k) = \frac{1 - z^2}{1 + (2d - 1)z^2} \frac{1}{1 - \frac{2dz}{1 + (2d - 1)z^2} \hat{D}(k)} = \frac{1 - z^2}{1 + (2d - 1)z^2} \hat{C}_{1/2d}(k),
$$

(1.22)

so that

$$
\hat{B}_{1/(2d-1)}(k) = \frac{2d - 2}{2d - 1} \hat{C}_{1/2d}(k) = \frac{2d - 2}{2d - 1} \frac{1}{1 - \hat{D}(k)}.
$$

(1.23)

This link allows us to compute values for the NBW two-point function in $x$- and $k$-space. A detailed analysis of the NBW, based on such ideas, can be found in [16].

### 1.3 General setting

We consider general models defined on the $d$-dimensional hypercubic lattice $\mathbb{Z}^d$. For these models, the two-point function $G_z : \mathbb{Z}^d \to \mathbb{R}$ is the central quantity. The two-point function is defined for parameters $z \in [0, z_c)$ where $z_c$ acts as the critical value. As for the SRW and NBW, the susceptibility $\hat{G}_z(0)$ diverges as $z$ approaches $z_c$ from below. The behavior of $G_z$ and $\hat{G}_z$ as $z \nearrow z_c$ is of special interest. We use the NoBLE to prove that the two-point function of the general model is a small perturbation of the critical NBW two-point function (1.24) and thereby obeys the infrared bound.

To do this, we define $G_z^e$ as the two-point function of the model where $e_i$ is being avoided. The precise definition depends on the model. For NBW, $e_i$ is avoided in the first step, for percolation $G_z^e$ is the two-point function of the model defined on the graph $\mathbb{Z}^d \setminus \{e_i\}$. For the NBW, these two-point functions are linked by the relations (1.13). In the NoBLE, we adapt these two relations for the general model with model-dependent perturbations, and bound the arising perturbation coefficients. For $d \geq 2$, the NoBLE gives rise to functions $\Xi_z, \Xi_z^e, \Psi_z^e$ and $\Pi_z^{\iota,\kappa}$ for $\iota, \kappa \in \{\pm 1, \ldots, \pm d\}$, all mapping from $\mathbb{Z}^d$ to $\mathbb{R}$, and a function $\mu_z : \mathbb{R}_+ \to \mathbb{R}_+$, such that, for all $x \in \mathbb{Z}^d$ and $z \in [0, z_c)$,

$$
G_z(x) = \delta_{0,x} + \Xi_z(x) + \mu_z \sum_{y \in \mathbb{Z}^d} \sum_{\iota \in \{\pm 1, \ldots, \pm d\}} (\delta_{0,y} + \Psi_z^\iota(y))G_z^e(x - y + e_\iota),
$$

(1.24)

$$
G_z(x) = G_z^e(x) + \mu_z G_z^{-1}(x - e_\iota) + \sum_{y \in \mathbb{Z}^d} \sum_{\kappa \in \{\pm 1, \ldots, \pm d\}} \Pi_z^{\iota,\kappa}(y) G_z^e(x - y + e_\kappa) + \Xi_z^e(x).
$$

(1.25)
In our applications, the variable \( \mu_z \) is closely related to the main parameter \( z \), but it is not equal. Therefore, in the analysis we use a second parameter \( \tilde{\mu}_z \) that allows us to control the critical value in the models under consideration. For example, for percolation we use

\[
\tilde{\mu}_p = p, \quad \mu_p = p \tilde{\mu}_p(e_1 \text{ not connected to } 0 \text{ | the bond } (0, e_1) \text{ is vacant}).
\] (1.26)

(See Section 1.4.1 where the percolation model is formally introduced.)

Our goal is to understand the behavior of \( G_z \), where we consider the functions \( \mu_z, \Xi_z, \Xi'_z, \Psi'_z, \Pi'_z \) as given. Applying the Fourier transformation on (1.24) and (1.25) gives

\[
\hat{G_z}(k) = 1 + \hat{\Xi}_z(k) + \mu_z \sum_{\iota \in \{\pm 1, \ldots, \pm d\}} (1 + \hat{\Psi}_z(k)) e^{-ik \cdot \hat{G_z}(k)},
\] (1.27)

\[
\hat{G_z}(k) = \hat{G_z}^*_z(k) + \mu_z e^{ik \cdot \hat{G_z}^*_z(k)} + \sum_{\kappa \in \{\pm 1, \ldots, \pm d\}} \hat{\Pi}^*_{z \kappa}(k) e^{-ik \cdot \hat{G_z}^*_z(k)} + \hat{\Xi}'(k).
\] (1.28)

We define the vectors \( \tilde{G}_z(k), \tilde{\Xi}(k) \) and \( \tilde{\Psi}(k) \) and the matrix \( \hat{\Pi}(k) \) by

\[
\left( \begin{array}{c}
\tilde{G}_z(k) \\
\tilde{\Psi}(k) \\
\tilde{\Xi}(k)
\end{array} \right) = \left( \begin{array}{c}
\hat{G}_z(k) \\
\hat{\Psi}(k) \\
\hat{\Xi}(k)
\end{array} \right) = \left( \begin{array}{c}
\tilde{\Xi}'(k) \\
\tilde{\Xi}'(k) \\
\tilde{\Xi}'(k)
\end{array} \right), \quad \left( \hat{\Pi}(k) \right)_{\iota, \kappa} = \hat{\Pi}^*_{z \kappa}(k). \] (1.29)

Then, we can rewrite (1.28) using vectors and matrices as

\[
\hat{G}_z(k) \tilde{1} = \tilde{G}_z(k) + \mu_z \hat{\text{D}}(k) \hat{G}_z(k) + \hat{\Pi}(k) \hat{\text{D}}(-k) \tilde{G}_z(k) + \tilde{\Xi}(k).
\] (1.30)

We obtain from this that

\[
\hat{G}_z(k) = \hat{\text{D}}(k) \left[ \hat{\text{D}}(k) + \mu_z \hat{\text{J}} + \hat{\Pi}(k) \right]^{-1} \left( \hat{G}_z(k) \tilde{1} - \tilde{\Xi}(k) \right).
\] (1.31)

That this matrix inverse is well defined will be shown in Section 1.3. Next, we rewrite (1.27) in vector-matrix notation and solve for \( \hat{G}_z(k) \) as

\[
\hat{G}_z(k) = 1 + \hat{\Xi}_z(k) + \mu_z (\hat{1} + \hat{\tilde{\Psi}}_z(k))^T \hat{\text{D}}(-k) \tilde{G}_z(k)
\]

\[
= 1 + \hat{\Xi}_z(k) + \mu_z (\hat{1} + \hat{\tilde{\Psi}}_z(k))^T \left[ \hat{\text{D}}(k) + \mu_z \hat{\text{J}} + \hat{\Pi}(k) \right]^{-1} \left( \hat{G}_z(k) \tilde{1} - \tilde{\Xi}(k) \right)
\]

\[
= \frac{1 + \hat{\Xi}_z(k) - \mu_z (\hat{1} + \hat{\tilde{\Psi}}_z(k))^T \left[ \hat{\text{D}}(k) + \mu_z \hat{\text{J}} + \hat{\Pi}(k) \right]^{-1}}{1 - \mu_z (\hat{1} + \hat{\tilde{\Psi}}_z(k))^T} \tilde{\Xi}(k) \] = \frac{\hat{\Phi}_z(k)}{1 - F_z(k)}, \quad \text{with}
\]

\[
\hat{\Phi}_z(k) := 1 + \hat{\Xi}_z(k) - \mu_z (\hat{1} + \hat{\tilde{\Psi}}_z(k))^T \left[ \hat{\text{D}}(k) + \mu_z \hat{\text{J}} + \hat{\Pi}(k) \right]^{-1} \tilde{\Xi}(k), \quad \text{(1.33)}
\]

\[
\hat{F}_z(k) := \mu_z (\hat{1} + \hat{\tilde{\Psi}}_z(k))^T \left[ \hat{\text{D}}(k) + \mu_z \hat{\text{J}} + \hat{\Pi}(k) \right]^{-1} \tilde{1}.
\] (1.34)

When comparing (1.32)-(1.34) to its equivalent for NBW in (1.19), we see that (1.32) reduces to (1.19) when taking \( \mu_z = z, \hat{\xi}_z(k) = (\hat{\Psi}_z(k))_{\kappa} = (\hat{\Pi}(k))_{\iota, \kappa} = (\tilde{\Xi}(k))_{\kappa} = 0 \) for all \( z, k, \iota, \kappa \).

Our analysis is based on the intuition that the NoBLE coefficients are small in high dimensions. The majority of our work is to quantify this statement.
Rewrite of the two-point function. We use another characterization of the two-point function $\hat{G}_z(k)$ to perform the analysis. We extract all contributions involving constants and $\hat{D}(k)$, by defining $c_{F,z},c_{Φ,z},α_{Φ,z},R_{Φ,z}(k),\hat{R}_{Φ,z}(k)$ such that

$$\hat{Φ}_z(k) := c_{Φ,z} + α_{Φ,z}\hat{D}(k) + \hat{R}_{Φ,z}(k), \quad (1.35)$$

$$\hat{F}_z(k) := c_{F,z} + α_{F,z}\hat{D}(k) + \hat{R}_{F,z}(k). \quad (1.36)$$

Then,

$$\hat{G}_z(k) = \frac{\hat{Φ}_z(k)}{1 - \hat{F}_z(0) + \hat{F}_z(0) - \hat{F}_z(k)} = \frac{c_{Φ,z} + α_{Φ,z}\hat{D}(k) + \hat{R}_{Φ,z}(k)}{Φ_z(0)/(1 - D(k)) + α_{F,z}[1 - D(k)] + R_{F,z}(0) - R_{F,z}(k)}. \quad (1.37)$$

In Section 4, we show how we transform (1.33)-(1.34) into (1.35)-(1.36). Up to that point, we only work with the representation (1.35)-(1.36) as it simplifies and shortens the analysis.

The quantity in (1.37) reduces to the NBW-equivalent (1.21), when we set $α_{Φ,z} = \hat{R}_{F,z}(k) = \hat{R}_{Φ,z}(k) = 0$ and $c_{Φ,z} = 1 - z^2$, $α_{F,z} = 2zd$, $Φ_z(0)/G_z(0) = 1 + (2d - 1)z^2 - 2dz$.

1.4 Results for specific models

In this section, we describe the results that our method allows to prove. These results are proved in two accompanying papers [17, 18].

1.4.1 Percolation

Percolation is a central model in statistical physics and is a very active field of research since its rigorous definition by Broadbent and Hammersley in 1957 [10], where this model was proposed to describe the spread of a fluid through a medium. General references for percolation are [6, 20, 36]. A review of recent results can be found in [21, 31] and the references therein. We consider Bernoulli percolation on the hypercubic lattice. We use the definition of [21] Section 9: To each nearest-neighbor bond $\{x, y\}$ we associate an independent Bernoulli random variable $n_{\{x, y\}}$ which takes the value 1 with probability $p$ and the value 0 with probability $1 - p$, where $p \in [0, 1]$. If $n_{\{x, y\}} = 1$, then we say that the bond $\{x, y\}$ is open, and otherwise we say that it is closed. A configuration is a realization of the random variables of all bonds. The joint probability distribution is denoted by $P_p$ with corresponding expectation $E_p$.

We say that $x$ and $y$ are connected, denoted by $x \leftrightarrow y$, when there exists a path consisting of open bonds connecting $x$ and $y$, or when $x = y$. We denote by $C(x)$ the random set of vertices connected to $x$ and denote its cardinality by $|C(x)|$. The two-point function $τ_p(x)$ is the probability that 0 and $x$ are connected, i.e.,

$$τ_p(x) = P_p(0 \leftrightarrow x). \quad (1.38)$$

By translation invariance $P_p(x \leftrightarrow y) = τ_p(x - y)$ for all $x, y \in \mathbb{Z}^d$. We define the percolation susceptibility, or expected cluster size, by

$$χ(p) = \sum_{x \in \mathbb{Z}^d} τ_p(x) = E_p[|C(0)|]. \quad (1.39)$$
We say that the system percolates when there exists a cluster $\mathcal{C}(x)$ such that $|\mathcal{C}(x)| = \infty$. We define $\theta(p)$ as the probability that the origin is part of an infinite cluster, i.e.,

$$\theta(p) = \mathbb{P}_p(|\mathcal{C}(0)| = \infty).$$ \hfill (1.40)

For $d \geq 2$, there exists a critical value $p_c \in (0, 1)$ such that

$$p_c(d) = \inf \{ p \mid \theta(p) > 0 \}. \hfill (1.41)$$

Menshikov in 1986 [39], as well as Aizenmann and Barsky in 1987 [2], have proven that the critical value can alternatively be characterized as

$$p_c(d) = \sup \{ p \mid \chi(p) < \infty \}. \hfill (1.42)$$

The percolation probability $p \mapsto \theta(p)$ is clearly continuous on $[0, p_c)$, and it is also continuous (and even infinitely differentiable) on $(p_c, 1]$ by the results of [5] (for infinite differentiability of $p \mapsto \theta(p)$ for $p \in (p_c, 1]$, see [40]). Thus, the continuity of $p \mapsto \theta(p)$ on $\mathbb{Z}_d$ is equivalent to the statement that $\theta(p_c(d)) = 0$.

**Critical exponents.** We introduce three critical exponents for percolation. It is widely believed that the following limits exist in all dimensions:

$$\gamma = -\lim_{p \nearrow p_c} \frac{\log \chi(p)}{\log(|p - p_c|)}, \hfill (1.43)$$

$$\beta = -\lim_{p \searrow p_c} \frac{\log \theta(p)}{\log(|p - p_c|)}, \hfill (1.44)$$

$$1/\delta = -\lim_{n \to \infty} \frac{\log \mathbb{P}_{p_c}(|\mathcal{C}(0)| \geq n)}{\log n}. \hfill (1.45)$$

A strong form of (1.43), (1.44) and (1.45) is that there exist constants $c_\chi, c_\theta, c_\delta \in (0, \infty)$ such that

$$\chi(p) = (1 + o(1))c_\chi(p_c - p)^{-\gamma} \quad \text{as } p \nearrow p_c, \hfill (1.46)$$

$$\theta(p) = (1 + o(1))c_\theta(p - p_c)^{\beta} \quad \text{as } p \searrow p_c, \hfill (1.47)$$

$$\mathbb{P}_{p_c}(|\mathcal{C}(0)| \geq n) = (1 + o(1))c_\delta n^{-1/\delta} \quad \text{as } n \to \infty, \hfill (1.48)$$

and is expected to hold in all dimensions, except for the critical dimension $d = d_c$, where logarithmic corrections are predicted. The constants $c_\chi, c_\theta$ and $c_\delta$ depend on the dimension. We say that these exponents exist in the bounded-ratio sense when the asymptotics is replaced with upper and lower bounds with different positive constants. Further, it is believed that there exist $\eta$ and $c_1, c_2$ such that

$$\tau_{p_c}(x) = (1 + o(1))\frac{c_1}{|x|^{d-2+\eta}}, \quad \hat{\tau}_{p_c}(k) = (1 + o(1))\frac{c_2}{|k|^{2-\eta}}, \hfill (1.49)$$

where $c_1$ and $c_2$ depend on the dimension only. For percolation, the existence of many more exponents is conjectured and partially also proven. See [20 Section 2.2] for more details. Our main result for percolation is formulated in the following theorem:
Theorem 1.1 (Infrared bound for percolation). The infrared bound \( \hat{\tau}_{p_c}(k) \leq A_2(d)/(1 - \hat{D}(k)) \) for some constant \( A_2(d) \) holds for nearest-neighbor percolation in dimension \( d \) satisfying \( d \geq 11 \). As a result, the critical exponents \( \gamma, \beta, \delta \) and \( \eta \) exist in the bounded-ratio sense and take their mean-field values \( \gamma = \beta = 1, \delta = 2 \) and \( \eta = 0 \).

Theorem 1.1 is proved by combining the model-independent results proved in this paper, with the model-dependent results as proved in [18]. There, we also state and prove related results on percolation, such as the existence of the so-called incipient infinite cluster and the existence of one-arm critical exponents. Further, we derive numerical upper bounds on the critical percolation probability \( p_c(d) \).

The critical exponents for percolation have received considerable attention in the literature. For the critical exponents, it is known that \( \beta \leq 1 \) and \( \gamma \geq 1 \) for all \( d \geq 2 \), see Chayes and Chayes [13] and Aizenman and Newman [3]. Further, we know that if \( \beta \) and \( \gamma \) exists, then \( \beta \in (0,1] \) and \( \gamma \in [1,\infty) \), see [20] Section 10.2 and 10.4. In high dimensions, we expect mean-field behavior for percolation. Namely, we expect that for all dimensions \( d > 6 \), the critical exponents correspond to the exponents of the regular tree given by \( \gamma = \beta = 1 \), and \( \eta = 0 \). (For the definition of \( \eta \) for percolation on trees, see Grimmett [20, Section 10.1].)

Alternatively, we can interpret \( \gamma = \beta = 1 \), and \( \eta = 0 \) as the critical exponents for branching random walk, see the discussion in [31]. An important step to prove mean-field behavior for percolation is the result of Aizenman and Newman [3] that the finiteness of the triangle diagram, defined by

\[
\Delta(p_c) = (\tau_{p_c} \ast \tau_{p_c} \ast \tau_{p_c})(0),
\]

implies that \( \gamma = 1 \). This triangle condition also implies that \( \beta = 1 \), see [4]. In particular, this implies that \( p \mapsto \theta(p) \) is continuous.

Hara and Slade [23] use the lace expansion to prove that \( \eta = 0 \) in Fourier space as well as the finiteness of triangle diagram for \( d \geq 7 \) in the spread-out setting with a sufficiently large parameter \( L \). In the spread-out setting all bonds \( \{x,y\} \) with \( |x - y| \leq L \) are independently open or closed. This is an optimal result in the sense that mean-field behavior is not expected in \( d \leq 6 \), see [40], where Toulouse argues that the upper critical dimensions \( d_c \), above which we can expect mean-field behavior, equals 6. For mathematical arguments why \( d_c = 6 \), see Chayes and Chayes [13], Tasaki [45] or [31, Section 11.3.3].

For the nearest-neighbor setting, Hara and Slade proved mean-field behavior in sufficiently high dimensions [23]. Later, they numerically verified that \( d = 19 \) is sufficiently high by adapting the proof of the seminal result that self-avoiding walk in dimensions \( d \geq 5 \) satisfies the infrared bound. In private communication with Takashi Hara, the authors have learned that in a recent improvement of their numerical methods, the mean-field result was established for \( d \geq 15 \), and thus this implies Theorem 1.1. The proof for both these results (\( d \geq 15 \) and \( d \geq 19 \)) were never published.

Let us briefly explain how percolation fits into our general framework. For percolation, in [18], we perform the non-bracktracking lace expansion (NoBLE) for the two-point function \( \tau_{p}(x) \) and \( \tau^{\ast}_{p}(x) = \mathbb{P}_p(0 \leftrightarrow x \text{ without using } e_i) \). Further, we bound the coefficients arising in this expansion and check that all general assumptions used in the present paper are satisfied.

In the NoBLE, we further identify that \( \mu_p = p \mathbb{P}_p(e \in E(0) \mid \{0,e\} \text{ is vacant}) \). For our analysis we also require a bound on \( \bar{\mu}_p = p \) (recall (1.20)).
1.4.2 Lattice trees and animals

A nearest-neighbor lattice tree (LT) on \( \mathbb{Z}^d \) is a finite, connected set of nearest-neighbor bonds containing no cycles (closed loops). A nearest-neighbor lattice animal (LA) on \( \mathbb{Z}^d \) is a finite, connected set of nearest-neighbor bonds, which may or may not contain cycles. Although a tree/animal \( A \) is defined as a set of bonds, we write \( x \in A \), for \( x \in \mathbb{Z}^d \), to denote that \( x \) is an element of a bond of \( A \). The number of bonds in \( A \) is denoted by \( |A| \). We define \( t_n^{(a)}(x) \) and \( t_n^{(t)}(x) \) to be the number of LAs and LTs, respectively, that consist of exactly \( n \) bonds and contain the origin and \( x \in \mathbb{Z}^d \). We study LA and LT using the one-point function \( g_z \) and the two-point function \( G_z \) defined as

\[
g_z^{(a)} = G_z^{(a)}(0) = \sum_{A: A \ni 0} z^{|A|}, \quad g_z^{(t)} = G_z^{(t)}(0) = \sum_{T: T \ni 0} z^{|T|}, \tag{1.51}
\]

\[
G_z^{(a)}(x) = \sum_{n=0}^{\infty} t_n^{(a)}(x) z^n = \sum_{A: A \ni 0, x} z^{|A|}, \quad G_z^{(t)}(x) = \sum_{n=0}^{\infty} t_n^{(t)}(x) z^n = \sum_{T: T \ni 0, x} z^{|T|}, \tag{1.52}
\]

where we sum over lattice animals \( A \) and trees \( T \), respectively. For technical reasons, we perform the analysis for the normalised two-point function \( G_z(x) = G_z(x)/g_z \). This is not necessary, but simplifies our analysis in the general framework and improves the numerical performance of our method.

We define the LA and LT susceptibilities by

\[
\chi^{(a)}(z) = \frac{G_z^{(a)}(0)}{g_z}, \quad \chi^{(t)}(z) = \frac{G_z^{(t)}(0)}{g_z}, \tag{1.53}
\]

and denote the radii of convergence of these sums by \( z_{c}^{(a)} \) and \( z_{c}^{(t)} \), respectively. As for SRW and NBW, \( 1/z_c \) describes the exponential growth of the number of LTs/LAs as the number of bonds \( n \) grows. When we drop the superscript \( (a) \) or \( (t) \), we speak about LTs and LAs simultaneously. The typical length scale of a lattice tree/animal of size \( n \) is characterized by the average radius of gyration \( R_n \) given by

\[
R_n = \frac{1}{2t_n(0)} \sum_{x \in \mathbb{Z}^d} |x|^2 t_n(x). \tag{1.54}
\]

**Critical exponents.** The asymptotic behavior of \( t_n \) and \( G_z \) can be described using critical exponents. We define three of these critical exponents for LA and LT. In doing so we drop the superscripts \( (a) \) and \( (t) \) as the following holds for LA and LT. It is believed that there exist \( \gamma, \delta, \nu, \eta \) and \( A_1, A_2, A_3, A_4 > 0 \) such that

\[
\chi(z) = (1 + o(1)) \frac{A_1}{(1 - z/z_c)^\gamma}, \quad R_n = (1 + o(1)) A_2 \cdot n^\nu, \tag{1.55}
\]

\[
\hat{G}_{z_c}(x) = (1 + o(1)) \frac{A_3}{||x||_2^{d-2+\eta}}, \quad \text{and} \quad \hat{G}_{z_c}(k) = (1 + o(1)) A_4 ||k||_2^{-\eta-2}, \tag{1.56}
\]

as \( z \nearrow z_c, \ n \to \infty, ||x||_2 \to \infty \) and \( k \to 0 \), respectively. The exponents are believed to be universal, in the sense that they do not depend on the detailed lattice structure (as long as the lattice is non-degenerate and symmetric). In particular, it is believed that the values of \( \gamma, \delta, \eta, \nu \) are the same in the nearest-neighbor setting that we consider here, and in the spread-out setting. The constants \( A_i \) do depend on the lattice structure.
For LT/LA, it is believed that the critical exponents take their mean-field values above their upper critical dimension $d_c$, which are $\gamma = 1/2$, $\nu = 1/4$, $\eta = 0$. These values correspond to the mean-field model of LT/LA, studied in [7]. It is conjectured in [38] that the upper critical dimension of LT and LA is $d_c = 8$. This conjecture is supported by [30], where it is shown that if the “square diagram” is finite at the critical point, as is believed for $d > 8$, then the critical exponent $\gamma$ satisfies $\gamma \leq 1/2$. In [9], it has been proven that $\gamma \geq 1/2$ in all dimensions.

For the nearest-neighbor setting that we consider, Hara and Slade give a rigorous proof of mean-field behavior for LT and LA in sufficiently high dimensions, see [25]. What sufficiently high dimensions means was not made precise. The authors learned through private communication with Takashi Hara that it was not investigated in which dimension the classical lace expansion starts to works. In particular, Hara and Slade expected it to only be successful in dimensions much larger than $d_c = 8$. In the spread-out setting with $L$ large enough, Hara and Slade in [25] proved the mean-field behavior for LT and LA in all dimension $d > 8$. Our main result for LTs and LAs is formulated in the following theorem:

**Theorem 1.2** (Infrared bound for LTs and LAs). The infrared bound $\hat{G}_{z_c}(k) \leq A(d)/[1 - \hat{D}(k)]$ holds for some $A(d)$ for nearest-neighbor lattice trees in dimension $d$ satisfying $d \geq 16$, and for nearest-neighbor lattice animals in dimension $d$ satisfying $d \geq 18$. As a result, $\gamma$ takes its mean-field value $\gamma = 1/2$. The critical exponent $\eta$ exists in the bounded-ratio sense and takes its mean-field value $\eta = 0$.

From our analysis we show directly that $\eta = 0$ in Fourier space, see the right side of (1.56), and can easily deduce that $\gamma = 1/2$. The proof that that $\eta = 0$ in $x$-space is non-trivial and is explained in [17] using the results by Hara [22].

For LTs and LAs, in [17], we perform the non-bracktracking lace expansion (NoBLE) on the two-point function $\bar{G}_{z}(x)$ and $\bar{G}_{\iota}(x)$, which is the two-point function in which the LT and LA partially avoid $e_{\iota}$. In the expansion, we identify $\mu_{z} = zg_{z}$ and $\bar{\mu}_{z} = zg_{\iota}$, where $g_{z} = G_{z}(0)$ and $g_{\iota} = G_{\iota}(0)$ are the one-point functions.

The expansion proves two relations for $\bar{G}_{z}(x)$ and $\bar{G}_{\iota}(x)$ that are perturbations of (1.14). The NoBLE can further be used to obtain bounds on the NoBLE coefficients and to verifies that the assumptions formulated in this paper indeed hold in the dimensions in Theorem 1.2.

### 2 Main results

The main result of this paper is the infrared bound in a general setting. In this section, we first explain the idea of the proof. Then, we state the assumptions on the general model and prove the infrared bound under these assumptions. We close this section with a discussion of our results.

#### 2.1 Overview

The NoBLE writes $\hat{G}_{z}(k)$ as a perturbation of the NBW two-point function, see (1.32), where the perturbation is described by certain NoBLE-coefficients that we denote by $\Xi_{z}$, $\Xi_{\iota}$, $\Phi_{z}$, and $\Pi_{z,\iota}$. In the accompanying papers, we derive the NoBLE and its coefficients and prove that they can be bounded by a combination of simple diagrams. When we can bound these simple diagrams, then we are able to bound the perturbation, and thereby also to derive asymptotics for the two-point function.
Thus, we would like to bound simple diagrams for all $z \leq z_c$. It turn out there exists a $z_I \in (0, z_c)$ such that we can bound the simple diagrams in terms of NBW diagrams for all $z \leq z_I$. For example, for percolation, $z_I = 1/(2d - 1)$. To obtain bounds also for $z \in (z_I, z_c)$, we use a bootstrap argument, which is a common tool in lace-expansion proofs, see e.g. [12, 24, 25]. We next explain how such a bootstrap argument works.

We use the following minor modification of the classical bootstrap argument:

**Lemma 2.1** (Bootstrap argument). For $i = 1, 2, 3$, let $z \mapsto f_i(z)$ be continuous functions on the interval $[z_I, z_c)$. Further, let $\gamma_i, \Gamma_i \in \mathbb{R}$ be such that $1 \leq \gamma_i < \Gamma_i$ and $f_i(z_I) \leq \gamma_i$. If for $z \in (z_I, z_c)$ the condition $f_i(z) \leq \Gamma_i$ for all $i \in \{1, 2, 3\}$ implies that $f_i(z) \leq \gamma_i$ for all $i \in \{1, 2, 3\}$, then in fact $f_i(z) \leq \gamma_i$ for all $z \in [z_I, z_c)$ and $i \in \{1, 2, 3\}$.

**Proof.** We consider the continuous function $z \mapsto \max_{i=1,2,3} f_i(z)/\Gamma_i$ and see that the lemma follows directly from the intermediate value theorem for continuous functions. \hfill \Box

To apply the bootstrap argument, we use three different functions that we need in order to bound the lace-expansion coefficients:

(a) $f_1$ to bound the critical values of $\mu_z$, $\mu_z$ and $z \in (z_I, z_c)$;

(b) $f_2$ to bound the two-point function $G_z(x)$ in Fourier space;

(c) $f_3$ to bound so-called weighted diagrams, such as weighted bubbles or triangles.

We define and explain these functions at the end of this section. We first continue our explanation at a more heuristic level.

For $z = z_I$, we bound the simple diagrams using the NBW diagrams and use these bounds to prove that $f_1(z_I) \leq \gamma_i$. This ‘initializes’ the bootstrap argument. For $z \in (z_I, z_c)$, we use the idea depicted in Figure 1. Firstly, we assume that $f_i(z) \leq \Gamma_i$ and use this assumption to conclude bounds on various diagrams consisting of combinations of two-point functions. Then, we use these bounds to bound the lace-expansion coefficients. This, in turn, enables us to conclude bounds on the bootstrap functions $f_i(z)$. If these bounds turn out to be such that $f_i(z) \leq \gamma_i < \Gamma_i$, then we can use Lemma 2.1 to conclude that $f_i(z) \leq \gamma_i$ for all $z < z_c$. These bounds then imply the infrared bound. We extend the result to $z_c$ using a left-continuity property of the two-point function and the NoBLE coefficients, which we prove in the accompanying papers as these arguments are model-dependent.

The structure of the proof, shown in Figure 1, is the reason that we are not able to prove the infrared bound for all dimensions above the upper critical dimensions $d_c$. The perturbation, identified by the NoBLE, is for dimensions close to $d_c$ quite large and reduces as we increase the dimension. Thus, for high dimensions such as $d \geq 100$, it is relatively simple to show that the statement that $f_i(z) \leq \Gamma_i$ implies that $f_i(z) \leq \gamma_i < \Gamma_i$. However, it is very difficult to prove such a statement for dimension closer to the upper critical dimension $d_c$. The dimensions stated in Theorem 1.1 and 1.2 do not show anything specific about the model, but only the limitation of our technique. In fact, for example for percolation, $d > d_c = 6$ is the proper condition.

Using exhaustive bounds on the model-dependent NoBLE coefficients and a more tedious computer-assisted proof might allow to prove the infrared bound in dimensions above, yet closer to, $d_c$. Thereby, it is not clear whether it can be used to obtain the infrared bound for all dimension above $d_c$ for percolation, LT and LA.

We next explain the idea of our proof in more detail, so as to further highlight the ideas in this paper. We continue by defining and discussing the bootstrap functions.
Bootstrap functions. For the bootstrap, we use the following functions:

\[
    f_1(z) := \max \left\{ (2d-1)\mu_z, c\mu(2d-1)\mu_z \right\}, \quad (2.1)
\]

\[
    f_2(z) := \sup_{k \in (-\pi, \pi)^d} \frac{\hat{G}_z(k)}{B_{\mu}(k)} = \frac{2d-1}{2d-2} \sup_{k \in (-\pi, \pi)^d} [1 - \hat{D}(k)] |\hat{G}_z(k)|, \quad (2.2)
\]

\[
    f_3(z) := \max_{\{n,l,S\} \in \mathcal{S}} \sup_{x \in \mathcal{S}} \sum_y \|y\|^2 G_z(y)(G_z^n \ast D^l)(x - y), \quad (2.3)
\]

where \( c > 1 \) and \( c_{n,l,S} > 0 \) are some well-chosen constants and \( \mathcal{S} \) is some finite set of indices. Let us now start to discuss the choice of these functions.

The functions \( f_1 \) and \( f_3 \) can be seen as the combinations of multiple functions. We group these functions together as they play a similar role and are analyzed in the same way. We do not expect that the values of the bounds on the individual functions constituting \( f_1 \) and \( f_3 \) are comparable. This is the reason that we introduce the constants \( c \) and \( c_{n,l,S} \).

The value of \( n \) is model-dependent. For SAW, we would use only \( n = 0 \). For percolation we use \( n = 0, 1 \) and \( n = 0, 1, 2 \) for LT and LA. This can intuitively be understood as follows. By the \( x \)-space asymptotics in [149] and [150], and the fact that \( (f \ast f)(x) \sim \|x\|^{4-d} \) when \( d > 4 \) and \( f(x) \sim \|x\|^{2-d} \), we have that \( \|y\|^2 G_z(y) \sim (G_z \ast G_z)(y) \). As a result, this suggests that

\[
    \sum_y \|y\|^2 G_z(y)(G_z^n \ast D^l)(x - y) \sim \sum_y (G_z \ast G_z)(y)(G_z^n \ast D^l)(x - y) \quad (2.4)
\]

so that finiteness of \( \sum_y \|y\|^2 G_z(y)(G_z^n \ast D^l)(x - y) \) is related to finiteness of the bubble when \( n = 0 \), of the triangle when \( n = 1 \) and of the square when \( n = 2 \).

The choices of point-sets \( S \in \mathcal{S} \) improve the numerical accuracy of the method. For example, we obtain much better estimates in the case when \( x = 0 \), since this leads to closed diagrams, than for \( x \neq 0 \). For \( x \) being a neighbor of the origin, we can use symmetry to improve our bounds significantly. To obtain the infrared bound for percolation in \( d \geq 11 \) we use

\[
    \mathcal{S} = \left\{ \{0,0,X\}, \{1,0,X\}, \{1,1,X\}, \{1,2,X\}, \{1,3,X\}, \{1,4,\{0\}\} \right\},
\]

with \( X = \{x \in \mathbb{Z}^d : \|x\| > 1\} \). This turns out to be sufficient for our main results.
2.2 Assumptions

In this section, we state the assumptions that we need to perform the general NoBLE analysis. The assumptions are in terms of the simplified form of the NoBLE in \(1.37\). In Section 4, we derive this simplified NoBLE form of the NoBLE and translate the following assumption in terms of the NoBLE-coefficients. We begin with two assumptions on the two-point function that are completely independent of the expansion:

**Assumption 2.2** (Bound for the initial value). There exists a \(z_I \in [0, z_c]\) such that
\[
G_z(x) \leq B_1/(2d-1)(x) = \frac{2d - 2}{2d - 1}C_1/2d(x)
\]
for all \(x \in \mathbb{Z}^d\) and \(z \in [0, z_I]\).

To control the growth of the two-point function as we approach the critical value \(z_c\), we use the following two assumptions:

**Assumption 2.3** (Growth of the two-point function). For every \(x \in \mathbb{Z}^d\), the two-point functions \(z \mapsto G_z(x)\) and \(z \mapsto G_z^*(x)\) are non-decreasing and differentiable in \(z \in (0, z_c)\). For all \(\varepsilon > 0\) there exists a constant \(c_\varepsilon \geq 0\) such that for all \(z \in (0, z_c - \varepsilon)\) and \(x \in \mathbb{Z}^d \setminus \{0\}\),
\[
\frac{d}{dz}G_z(x) \leq c_\varepsilon(G_z\ast D\ast G_z)(x) \quad \text{and therefore} \quad \frac{d}{dz}G_z(0) \leq c_\varepsilon G_z(0)^2.
\]

**Assumption 2.4** (Continuity). For \(z \in (0, z_c)\), \(z \mapsto \bar{\mu}_z\) and \(z \mapsto \mu_z\) are continuous.

We only consider models where the two-point function has the following set of symmetries:

**Definition 2.5** (Total rotational symmetry). We denote by \(\mathcal{P}_d\) the set of all permutations of \(\{1, 2, \ldots, d\}\). For \(\nu \in \mathcal{P}_d\), \(\delta \in \{-1, 1\}^d\) and \(x \in \mathbb{Z}^d\), we define \(p(x; \nu, \delta)\) to be the vector with entries \((p(x; \nu, \delta))_j = \delta_j x_{\nu_j}\). We say that a function \(f : \mathbb{Z}^d \rightarrow \mathbb{R}\) is totally rotationally symmetric when \(f(x) = f(p(x; \nu, \delta))\) for all \(\nu \in \mathcal{P}_d\) and \(\delta \in \{-1, 1\}^d\).

**Assumption 2.6** (Symmetry). We assume that \(x \mapsto G_z(x)\), \(x \mapsto R_{F,z}(x)\) and \(x \mapsto R_{\Phi,z}(x)\) are totally rotationally symmetric. Further, we assume that the lace-expansion coefficients satisfy
\[
\hat{\Psi}_z^\prime(0) = \Psi_z^\prime(0), \quad \sum_{\nu'} \hat{\Pi}_{z}^{\nu'\kappa}(0) = \sum_{\nu'} \hat{\Pi}_{z}^{\nu'\kappa}(0)
\]
for all \(\nu, \kappa \in \{\pm 1, \pm 2, \ldots, \pm d\}\) and \(z \leq z_c\).

The following is the central assumption to perform the bootstrap. We assume that if \(f_1(z), f_2(z), f_3(z)\) are bounded for a given \(z \in [0, z_c)\), then the functions \(\alpha_{F,z}, \alpha_{\Phi,z}, R_{F,z}, R_{\Phi,z}\) obey certain diagrammatic bounds. The form of these bounds is delicate and depends sensitively on the precise model under consideration.

**Assumption 2.7** (Diagrammatic bounds). Let \(\Gamma_1, \Gamma_2, \Gamma_3 \geq 0\). Assume that \(z \in (z_I, z_c)\) is such that \(f_i(z) \leq \Gamma_i\) holds for all \(i \in \{1, 2, 3\}\). Then, \(G_z(k) \geq 0\) for all \(k \in (-\pi, \pi)^d\), and the
following bounds hold with $\beta_\bullet$ depending only on $\Gamma_1, \Gamma_2, \Gamma_3, d$ and the model:

(a) There exist $\beta_\mu > 1, \beta_{\alpha,F}, \beta_{\alpha,\Phi}, \beta_{\gamma,\Phi}, \beta_{\gamma,F}, \beta_{\gamma,\Phi} > 0$, such that

$$\frac{\mu_z}{\mu_x} \leq \beta_\mu, \quad \frac{\beta_{\alpha,\Phi}}{\beta_{\alpha,F}} \leq c_{\Phi,z} \leq \frac{\beta_{\gamma,\Phi}}{\beta_{\gamma,F}}. \quad (2.8)$$

(b) There exist $\beta_{\Pi,\Phi}, \beta_{\phi,\Phi} > 0$, such that

$$\sum_{x,\kappa} \Pi_z(x) \leq \beta_{\Pi,\Phi}, \quad \sum_x \Psi_z(x) \geq -\beta_{\phi,\Phi}. \quad (2.9)$$

(c) There exist $\beta_{R,F}, \beta_{R,\Phi}, \beta_{\Delta R,\Phi}, \beta_{\Delta R,F}, \beta_{\Delta R,\Phi} > 0$ such that

$$\sum_x |R_{F,z}(x)| \leq \beta_{R,F}, \quad \sum_x |R_{\Phi,z}(x)| \leq \beta_{R,\Phi}, \quad \sum_x ||x||^2 R_{\Phi,z}(x) | \leq \beta_{\Delta R,\Phi}, \quad \sum_x ||x||^2 R_{F,z}(x) | \leq \beta_{\Delta R,F}, \quad \sum_x \Pi_z^\kappa(x) \leq \beta_{\Pi,\Phi},$$

$$\hat{R}_{F,z}(0) - \hat{R}_{F,z}(k) \geq - \beta_{\Delta R,F}[1 - D(k)], \quad (2.10)$$

for all $k \in (-\pi, \pi)^d$. Further, we assume that $\beta_{\alpha,F} - \beta_{\Delta R,F} > 0$ and $\beta_{\phi,\Phi} - \beta_{\alpha,\Phi} - \beta_{\alpha,F} > 0$.

If Assumption 2.7 holds, then the bounds stated above also hold for $z = z_1$, where in this case the constants $\beta_\bullet$ only depend on the dimension $d$ and the model.

To extend the infrared bound to $z = z_c$, we use the following assumption:

**Assumption 2.8** (Growth at the critical point). We assume that, if the bounds stated in Assumption 2.7 hold uniformly for $z \in [z_1, z_c)$, then $z \mapsto \hat{G}_z(k)$ is left-continuous at $z = z_c$ for any $k \neq 0$, and that the bounds stated in Assumption 2.7 also hold for $z = z_c$.

Assumptions 2.6, 2.8 depend on the NoBLE and are stated in terms of its simplified form (1.37). In Section 4, we replace these assumptions by assumptions on the NoBLE-coefficients. We have chosen to use the form (1.37) for the analysis, as it simplifies the presentation of the analysis considerably.

### 2.3 Main result: Infrared bound

To successfully apply the bootstrap argument, we require that we can improve the bound on the bootstrap functions. This is the content of the following condition:

**Definition 2.9** (Sufficient condition for the improvement of bounds). For $\gamma, \Gamma \in \mathbb{R}^3$ and $z \in [z_1, z_c)$, we say that $P(\gamma, \Gamma, z)$ holds when $f_i(z) \leq \Gamma_i$ for $i = 1, 2, 3$ and the following conditions hold:

$$0 \leq \gamma_1 < \Gamma_1 \quad \text{for } i = 1, 2, 3, \quad (2.14)$$

$$\gamma_1 \geq \max \left\{ f_1(z_1), \max \{ \beta_\mu, c_\mu \frac{1 + \beta_{\Pi,\Phi}}{1 - \frac{2d}{2d - 1} \beta_{\phi,\Phi}} \} \right\}, \quad (2.15)$$

$$\gamma_2 \geq \frac{2d - 1 \beta_{\alpha,\Phi} + \beta_{\alpha,F} + \beta_{\gamma,F}}{2d - 2 \beta_{\gamma,F} - \beta_{\Delta R,F}}, \quad (2.16)$$

and $\gamma_3$ is larger than the maximum of the right-hand sides of (2.15) and (2.16).
The last condition states that the initial condition \( f_3(z_I) \leq \gamma_3 \) holds and that the improvement of bounds succeeds for \( f_3 \). We do not give a formal statement at this point, as it is involved and would require notation that has not yet been introduced. If the bootstrap succeeds, then we are able to prove our main result:

**Theorem 2.10 (Infrared bound).** Let \( k \in [-\pi, \pi]^d \), \( z_I \in [0, z_c] \) and \( \gamma, \Gamma \in \mathbb{R}^3 \). If Assumptions 2.2-2.8 and \( P(\gamma, \Gamma, z) \) hold for all \( z \in [z_I, z_c] \), then, for all \( z \in [z_I, z_c] \),

\[
\hat{G}_z(k)[1 - \hat{D}(k)] \leq \frac{2d - 2}{2d - 1} \gamma_2, \quad (2.17)
\]

\[
\hat{G}_z(k) \leq \frac{A(d)}{1/G_z(0) + [1 - \hat{D}(k)]}, \quad (2.18)
\]

with

\[
A(d) = \min \left\{ \beta_{\gamma, \phi} - \beta_{\gamma, \phi} - \beta_{R, \phi}, \beta_{\gamma, \phi} - \beta_{R, \phi} \right\}. \quad (2.19)
\]

We postpone the discussion of Theorem 2.10 to Section 2.5. We continue to discuss the strategy of proof.

### 2.4 Proof subject to a successful bootstrap

The central statement, that we prove in Section 3, is that we can apply the bootstrap argument when \( P(\gamma, \Gamma, z) \) holds. We now formalize this statement in Proposition 2.11.

**Proposition 2.11 (A successful bootstrap).** Let \( \gamma, \Gamma \in \mathbb{R}^3 \). If Assumptions 2.2-2.8 and \( P(\gamma, \Gamma, z) \) hold for all \( z \in [z_I, z_c] \), then the functions \( f_1, f_2, f_3 \) defined in (2.1) hold for all \( z \in [z_I, z_c] \) implies that \( f_i(z) \leq \gamma_i \) for all \( i \in \{1, 2, 3\} \).

We prove Proposition 2.11 in Section 3 one function \( f_i \) at a time. Now we prove our main result, Theorem 2.10, assuming that Proposition 2.11 holds:

**Proof of Theorem 2.10 subject to Proposition 2.11.** By Lemma 2.11,

\[
\frac{2d - 1}{2d - 2} \hat{G}_z(k)[1 - \hat{D}(k)] \leq f_2(z) \leq \gamma_2 \quad \text{for all } z \in (z_I, z_c). \quad (2.20)
\]

By Assumption 2.8, \( z \mapsto \hat{G}_z(k) \) is left-continuous at \( z = z_c \) for \( k \neq 0 \). From this, we conclude that (2.20) also holds for \( z = z_c \) and \( k \neq 0 \), which proves (2.17). To prove (2.18), we use the bounds of Assumption 2.7 on \( \hat{G}_z(k) \) as given in (1.37)

\[
\hat{G}_z(k) = \frac{c_{\gamma, z} + \alpha_{\gamma, z} \hat{D}(k) + \hat{R}_{\gamma, z}(k)}{G_z(0)} + \alpha_{F, z}[1 - \hat{D}(k)] + \hat{R}_{F, z}(0) - \hat{R}_{F, z}(k)
\]

\[
\leq \frac{\beta_{\gamma, \phi} + \beta_{\gamma, \phi} - \beta_{R, \phi}}{G_z(0)} + (\beta_{\gamma, \phi} - \beta_{R, \phi})[1 - \hat{D}(k)]
\]

\[
\leq \min \left\{ \beta_{\gamma, \phi} - \beta_{\gamma, \phi} - \beta_{R, \phi}, \beta_{\gamma, \phi} - \beta_{R, \phi} \right\} \frac{1}{1/G_z(0) + [1 - \hat{D}(k)]}, \quad (2.21)
\]

which implies (2.18) and derives the expression for \( A(d) \) in (2.19). \( \square \)
2.5 Discussion

In general, a proof using the NoBLE consists of four parts, see also Figure 2.5: (a) the derivation of the non-backtracking lace expansion or NoBLE; (b) diagrammatic bounds on the NoBLE coefficients; (c) the analysis of the NoBLE equation; and (d) a numerical verification of the conditions in $P(\gamma, \Gamma, z)$, using a computer-assisted proof.

![Diagram of expansion and analysis/bootstrap]

**Diagrammatic bounds**
- Model dependent in accompanying papers
- Bounds in form of diagrams

**Numerical bounds**
- Model dependent in accompanying Mathematica notebooks
- Numerical values

**Expansion**
- Model dependent in accompanying papers

**Analysis/Bootstrap**
- Model independent in this paper
- Prior bounds on the two-point function
- Bound on the perturbation

Figure 2: Structure of the non-backtracking lace expansion.

Parts (a) and (b) are performed in the model-dependent papers [18, 17]. Part (c) is performed here in a generalized setting. Part (d) is explained in Section 5 and is numerically performed in three Mathematica notebooks. In the first notebook, we compute SRW-integrals for a given dimension, see Sections 5.1-5.2. In the second notebook, we implement bounds on the simplified rewrite (1.37) and the bound necessary for the improvement of $f_3$, see Appendix D and Section 3.3.5 respectively. These two parts are completely model independent. In the third notebook, we use the values of the SRW-integrals and the bootstrap assumptions to compute numerical bounds on the diagrammatic bounds on the NoBLE coefficients. These bounds are then used to verify the conditions $P(\gamma, \Gamma, z)$, which, when successful, imply that the analysis here yields the infrared bounds in the specific dimension under consideration. Since the bounds are monotone in the dimension, the bounds then also follow for all dimensions larger than that specific dimension.

In the thesis of the first author [15], the analysis was performed in two ways. The first was based on the $x$-space approach, as originally worked out by Hara and Slade in [27]. This approach was used by Hara and Slade in [27, 28] to obtain that mean-field behavior holds for self-avoiding walk (SAW) in all dimensions $d \geq 5$. This is optimal in the sense that mean-field behavior for SAW in $d \leq 4$ should not be true. See [11] and references therein for results in
this direction. Further, Hara and Slade adapted their method to percolation [24], which led to the famous result that mean-field behavior for percolation holds for \( d \geq 19 \).

The second analysis was based on the trigonometric approach, first used for finite tori in [8] and worked out for \( \mathbb{Z}^d \) in [32, 43]. However, it was never verified above which dimension this technique can be applied. Thus, it was initially not obvious to us which method would be numerically optimal. It was only by implementing both methods that we discovered that the \( x \)-space approach, combined with the NoBLE analysis, is numerically superior. This is the reason that we only describe this method here. In conclusion, our method is, after the derivation of the NoBLE, heavily inspired by that of Hara and Slade in [27]. We have benefitted tremendously from their work, as well as from the many discussions that we have had with Takashi Hara and Gordon Slade over the past years. From private communication, we have learned that Takashi Hara also managed to prove that percolation in dimension \( d \geq 15 \) obeys the infrared bound, although this result has not appeared in print. We hope that our method, as well as the accompanying Mathematica notebooks that are publicly available [14] to anyone who is interested, increase the transparency of the proof of the infrared bound for all the models involved.

The main difference between our work and the work by Hara and Slade in [27] is that in our method, the loops creating the perturbative terms are made to consist of at least 4 bonds, while in the classical lace expansion they could consist of immediate reversals (2 bonds). This makes the perturbation considerably smaller, and allows for an analysis that is to a much larger extent model-independent as the analysis in [27] and its adaptation to percolation. It also explains why our method gives reasonable results for lattice trees and lattice animals, models that previously had not been attempted by Hara and Slade. In discussions with Takashi Hara, we have found that our bounds on e.g. the triangle diagram are slightly better in dimension 15, whereas he has a much more sophisticated and model-dependent analysis of the lace-expansion coefficients.

For the SAW, we also derived a NoBLE and implemented the bootstrap. In this way, we can show that mean-field behavior holds for SAW in \( d \geq 7 \), see [15] and [14]. While the proof for \( d \geq 7 \) is relatively simple, we expect that an extension of the technique to \( d = 5, 6 \) will not produce a substantially simpler proof than that of Hara and Slade, that is already optimal in the sense that it proves the result in all dimension above the SAW-upper critical dimension 4. Thus, we have not attempted to improve upon our result.

Let us dwell a bit on the distinction between the \( x \)-space approach and the \( k \)-space or trigonometric approach. We require bounds on weighted diagrams, alike

\[
\hat{R}_{F,z}(0) - \hat{R}_{F,z}(k) = \sum_x R_{F,z}(x) |1 - \cos(k \cdot x)| \leq |1 - \hat{D}(k)| \beta. \tag{2.22}
\]

We can either bound the underlying diagram directly in Fourier space or use the following lemma to translate it into the \( x \)-space approach:

**Lemma 2.12** (Fourier transforms and step distributions). For a summable, non-negative function \( g \) that is totally rotationally symmetric, as defined in Definition 2.5, the following bound holds:

\[
\sum_x g(x) [1 - \cos(k \cdot x)] \leq |1 - \hat{D}(k)| \sum_x g(x) \|x\|_2^2. \tag{2.23}
\]
To distribute the weight $\|x\|^2$ over a large diagram into the weights of parts of the diagram, we use the relation that, for $x_i \in \mathbb{Z}^d$:

$$\| \sum_{i=1}^J x_i \|^2 = \sum_{i=1}^J \|x_i\|^2 + \sum_{i=2}^J x_i^T \left( \sum_{j=1}^{i-1} x_j \right), \quad \| \sum_{i=1}^J x_i \|^2 \leq J \sum_{i=1}^J \|x_i\|^2. \quad (2.24)$$

The diagrammatic bounds for the $k$-space approach are very similar, due the following analogous result, which is of independent interest:

**Lemma 2.13** (Split of cosines). Let $t \in \mathbb{R}$ and $t_i \in \mathbb{R}$ for $i = 1, \ldots, J$ such that $t = \sum_{i=1}^J t_i$. Then,

$$1 - \cos(t) \leq \sum_{i=1}^J [1 - \cos(t_i)] + \sum_{i=2}^J \sin(t_i) \sin \left( \sum_{j=1}^{i-1} t_j \right), \quad (2.25)$$

$$1 - \cos(t) \leq J \sum_{i=1}^J [1 - \cos(t_i)]. \quad (2.26)$$

The inequality (2.26) with a factor $2J + 1$ is commonly used in the lace-expansion literature. While reviewing the proof, the authors found that a minor adaptation improves the leading factor to be $J$. The proof of Lemmas 2.12 and 2.13 can be found in Appendix B.

Let us close this section by proposing some extensions of our work. We do not manage to prove the infrared bound all the way down to the upper critical dimension for percolation. For this, we need even better arguments. One might hope that this can be done by a more careful analysis that compares the interacting models with memory-$m$ walk for large values of $m$. Here, a SRW is called a memory-$m$ walk when it has no loops of length at most $m$. Thus, NBW is memory-2. We can easily derive such a memory-$m$ expansion for SAW, for percolation, LT and LA this is already more involved. However, the analysis required for this expansion is much more involved, and we have not tried this more general approach. One particular problem is that we do not know what the memory-$m$ Green’s function is, so that it is harder to explicitly expand around this. We think that also for this approach a numerical (and thus computer-assisted) proof is necessary.

### 3 Verification of the bootstrap conditions

In this section, we prove Proposition 2.11 one function $f_i$ at a time.

#### 3.1 Conditions for $f_1$

In this section, we prove that the properties of $f_1$ in Proposition 2.11 hold.

By Assumption 2.4, $z \mapsto \bar{\mu}_z$ and $z \mapsto \mu_z$ are continuous, so that $z \mapsto f_1(z)$ is also continuous. From (2.15), we conclude that $f_1(z_1) \leq \gamma_1$. To show that for all $z \in (z_1, z_c)$, $f_i(z) \leq \Gamma_i$ for all $i \in \{1, 2, 3\}$ implies that $f_1(z) \leq \gamma_1$, we prove a relation between $\hat{B}_\mu(0)$ and $\hat{G}_z(0)$. We use the abbreviations $\psi_z = \hat{\Psi}^z(0)$ and $\pi_z = \sum_{\kappa} \hat{\Pi}^{z,\kappa}(0)$, where the choice of $\kappa \in \{\pm 1, \ldots, \pm d\}$ is by Assumption 2.6 not relevant.
Lemma 3.1 (Link between NBW and general susceptibility). Let Assumption 2.6 hold and define
\[
\lambda_z = \frac{(1 + \psi_z)\mu_z}{1 + \pi_z^2 - \mu_z\psi_z}, \quad \text{so that} \quad \mu_z = \frac{1 + \pi_z}{(1 + \psi_z)/\lambda_z + \psi_z}.
\] (3.1)

Then, \( \hat{B}_{\lambda_z}(0)\hat{\Phi}_z(0) = \hat{G}_z(0) \) for all \( z < z_c \).

Proof. Since \( \hat{D}(0) = I \) and \( \hat{\Psi}(0) = \psi_z I \), the two-point function \( \hat{G}_z(k) \) in the form of (3.2) simplifies for \( k = 0 \) to
\[
\hat{G}_z(0) = \frac{\hat{\Phi}_z(0)}{1 - \mu_z(1 + \psi_z)\frac{2d}{1 + \mu_z + \psi_z}} \quad \text{and} \quad \hat{B}_\lambda(0) = \frac{1}{1 - \frac{2d}{1 + \lambda}}.
\] (3.2)

Due to the simple form of \( I \) and \( J \) and the symmetry of \( \Pi_{\gamma}^\kappa \) stated in Assumption 2.6, the sum of each column and the sum of each row of \( I + \mu_z J + \Pi_{\gamma}^\kappa(0) \) equals \( 1 + \mu_z + \pi^\gamma \). Thus, the one vector \( \bar{\Pi} \) is an eigenvector of \( I + \mu_z J + \Pi_{\gamma}^\kappa(0) \) corresponding to the eigenvalue \( 1 + \mu_z + \pi^\gamma \) and we can compute that
\[
\hat{G}_z(0) = \frac{\hat{\Phi}_z(0)}{1 - \mu_z(1 + \psi_z)\frac{2d}{1 + \mu_z + \psi_z}} \quad \text{and} \quad \hat{B}_\lambda(0) = \frac{1}{1 - \frac{2d}{1 + \lambda}}.
\]

Solving \( \hat{B}_{\lambda_z}(0)\hat{\Phi}_z(0) = \hat{G}_z(0) \) for \( \lambda_z \) for the first equality, and for \( \mu_z \) for the second, gives the desired result. \( \square \)

The above identification allows us to improve the bound on \( f_1 \) as required in the bootstrap analysis:

Lemma 3.2 (Improvement of \( f_1 \)). Let \( z \in (z_1, z_c) \) and \( \gamma, \Gamma \in \mathbb{R}^3 \). If Assumptions 2.6 and 2.7 and condition \( P(\gamma, \Gamma, z) \) hold, then \( f_1(z) \leq \gamma_1 \).

Proof. Recall that \( f_1(z) = \max \{(2d - 1)\bar{\mu}_z, c_\mu(2d - 1)\mu_z\} \). We select \( \lambda_z \) as in Lemma 3.1 and note that \( \lambda_z < (2d - 1)^{-1} \) if \( z < z_c \) as \( \hat{G}_z(0) = \hat{B}_{\lambda_z}(0)\hat{\Phi}_z(0) < \infty \). Hence, we can compute that
\[
\mu_z(2d - 1) \stackrel{\text{Lemma 3.1 (3.1)}}{=} \frac{(1 + \pi_z)(2d - 1)\lambda_z}{1 + \psi_z(1 + \lambda_z)} \leq \frac{(1 + \beta_\mu)(2d - 1)\lambda_z}{1 - \frac{2d}{1 + \lambda}}. \leq \frac{1 + \beta_\mu}{1 - \frac{2d}{1 + \lambda}}.
\] (3.3)

Using \( \frac{\mu_z}{\mu_z} \leq \beta_\mu \) from Assumption 2.7, we obtain
\[
\bar{\mu}_z(2d - 1) \leq \beta_\mu \frac{1 + \beta_\mu}{1 - \frac{2d}{1 + \lambda}}.
\] (3.4)

Thus,
\[
f_1(z) \leq \max \left\{ \beta_\mu \frac{1 + \beta_\mu}{1 - \frac{2d}{1 + \lambda}}, c_\mu \frac{1 + \beta_\mu}{1 - \frac{2d}{1 + \lambda}} \right\},
\] (3.5)

which is by (2.13) smaller than \( \gamma_1 \) when condition \( P(\gamma, \Gamma, z) \) holds. \( \square \)
3.2 Conditions for \( f_2 \)

In this section, we prove that the properties of \( f_2 \) in Proposition 2.11 hold. We start with the required continuity.

**Lemma 3.3** (Continuity of \( f_2 \)). The function \( z \mapsto f_2(z) \) defined in (2.2) is continuous for \( z \) in \([0, z_c]\).

**Proof.** We follow the proof of [32] Lemma 5.3. To show that \( f_2 \) is continuous on \([0, z_c]\), we prove that it is continuous on the closed interval \([0, z_c - \varepsilon]\) for any \( \varepsilon > 0 \). Using Assumption 2.3, we know that for any \( k \) and \( z \in [0, z_c - \varepsilon] \),

\[
\left| \frac{d}{dz} \hat{G}_z(k) \right| = \left| \sum_x e^{ikx} \frac{d}{dz} G_z(x) \right| \leq \sum_x \frac{d}{dz} G_z(x) = \frac{d}{dz} \hat{G}_z(0) \\
\leq c_e(\hat{G}_z(0))^2 \leq c_e(\hat{G}_{z_c-\varepsilon}(0))^2,
\]

where we can interchange differentiation and summation as the sum is bounded in absolute value, as just shown. From this, we conclude that the derivative of \( f_2(z) \) is uniformly bounded on \([0, z_c - \varepsilon]\), which implies the continuity of \( f_2 \) on \([0, z_c - \varepsilon]\).  

We continue to prove the bootstrap for \( f_2 \):

**Lemma 3.4** (Improvement of \( f_2 \)). Let \( z \in [z_I, z_c) \) be such that Assumptions 2.6-2.7 and \( P(\gamma, \Gamma, z) \) hold. Then \( f_2(z) \leq \gamma_2 \).

**Proof.** Recall that \( f_2(z) = \frac{\beta_{\Delta}}{\Delta^2} \sup_{\lambda \in (-\pi, \pi)^d} |1 - \hat{D}(k)| \hat{G}_z(k) \). As already used in the proof of Theorem 2.10, we know that Assumption 2.11 implies that

\[
|\Phi_z(k)| \leq \beta_{\Delta} + \beta_{|\alpha|} + \beta_{|R|},
\]

and

\[
1 - \hat{F}_z(k) = \hat{\Phi}_z(0)\hat{G}_z(0)^{-1} + \alpha_{F,z}[1 - \hat{D}(k)] + \hat{R}_{F,z}(0) - \hat{R}_{F,z}(k) \\
\geq (\beta_{\alpha,F} - \beta_{\Delta R,F})|1 - \hat{D}(k)|,
\]

where we use in the last step that \( 1 - \hat{F}_z(0) = (\Phi_z(0)\hat{G}_z^{-1}(0)) = \hat{B}_{\lambda}^{-1}(0) \geq 0 \) by Lemma 3.1. We conclude from this that

\[
|\hat{G}_z(k)||1 - \hat{D}(k)| = \frac{|\Phi_z(k)||1 - \hat{D}(k)|}{1 - \hat{F}_z(k)} \leq \frac{\beta_{\alpha,F} + \beta_{|\alpha|} + \beta_{|R|}}{\beta_{\Delta} - \beta_{\Delta R,F}}.
\]

If condition \( P(\gamma, \Gamma, z) \) holds, then this is smaller than \( \gamma_2 \), see (2.16), which completes the proof. 

3.3 Conditions for \( f_3 \)

In this section, we show that the function \( f_3 \), defined in (2.3), satisfies the conditions of the Bootstrap Lemma (Lemma 2.1). Namely, we prove that \( z \mapsto f_3(z) \) is continuous, that \( f_3(z_I) \leq \gamma_3 \), and that for all \( z \in (z_I, z_c) \), \( f_i(z) \leq \Gamma_i \) for all \( i \in \{1, 2, 3\} \) implies that \( f_3(z) \leq \gamma_3 \). As this is more elaborate for \( f_3 \) than for \( f_1 \) and \( f_2 \), we divide the proof into multiple steps.

The techniques of this section are an adaptation of those used by Hara and Slade to prove the mean-field behavior for SAW in \( d \geq 5 \), see [28]. The central idea needed for the adaptation was developed in discussions with Takashi Hara.
3.3.1 Rewrite of $f_3$

We analyze the function
\[ \mathcal{H}_z^{n,l}(x) = \sum_y \|y\|_2^2 G_z(y)(G_z^* * D^l)(x - y), \]  
and conclude the desired results on $f_3$ using that, by definition (2.3),
\[ f_3(z) = \max_{(n,l)\in S} \sup_{x\in\mathcal{S}} \mathcal{H}_z^{n,l}(x). \]

We bound $\mathcal{H}_z^{n,l}$ using the continuous Laplace operator $\triangle$. For a differentiable function $g$ and $s \in \{1, 2, \ldots, d\}$, let $\partial_s g(k) = \frac{\partial}{\partial s} g(k)$ and $\triangle g(k) = \sum_{s=1}^d \partial_s^2 g(k)$. Then,
\[ \triangle \hat{G}_z(k) = - \sum_{x\in\mathbb{Z}^d} \|x\|_2^2 \hat{G}_z(x) e^{ik \cdot x}, \]  
(3.13)

Thus, we can bound $\mathcal{H}_z^{n,l}(x)$ using the Fourier representation
\[ \mathcal{H}_z^{n,l}(x) = \int_{(-\pi,\pi)^d} (-\triangle \hat{G}_z(k)) \hat{D}^l(k) \hat{G}_z^*(k) e^{-ik \cdot x} \frac{d^d k}{(2\pi)^d}. \]  
(3.14)

If we replace $G_z$ in (3.14) by $C_{1/2d}$ (recall (1.8)), then we can compute the value directly, see Section 3.3.3. To obtain a bound for $z \in (z_I, z_c)$, in Sections 3.3.4-3.3.5, we extract a dominant SRW-like contribution from $G_z$, which we compute directly and then we bound the remainder terms separately. The bounds are expressed using several SRW-integrals that can also be computed numerically as we explain in Section 5.

3.3.2 Continuity of $f_3$

Lemma 3.5 (Continuity). The function $z \mapsto f_3(z)$ as defined in (3.10) is continuous in $z \in [z_I, z_c)$.

Proof. We fix an $\varepsilon > 0$ and prove that $(\mathcal{H}_z^{n,l}(x))_{x\in\mathbb{Z}^d}$ is an equicontinuous family of functions and is uniformly bounded for all $x, n, l$ for all $z \in [0, z_c - \varepsilon]$. This allows us to obtain the continuity of $z \mapsto \sup_{x\in\mathcal{S}} \mathcal{H}_z^{n,l}(x)$ for all sets $S$ directly from the Arzela-Ascoli Theorem. This implies the continuity of $z \mapsto f_3(z)$ as the index set $S$ over which we take the maximum in (2.3) is finite. By Assumption 2.3 there exists a constant $K(z_c - \varepsilon) < \infty$ such that
\[ \sum_{x\in\mathbb{Z}^d} \|x\|_2^2 G_{z_c-\varepsilon}(x) < K(z_c - \varepsilon). \]  
(3.15)

Further, $\hat{G}_{z_c-\varepsilon}(0) = \chi(z_c - \varepsilon) < \infty$, so that, uniformly for $z \in [z_I, z_c - \varepsilon]$,
\[ \mathcal{H}_z^{n,l}(x) \leq \sup_y (G_z^{*n} * D^l)(y) K(z_c - \varepsilon) \leq \chi(z_c - \varepsilon)^n K(z_c - \varepsilon). \]  
(3.16)
By Assumption 2.3

\[
\frac{d}{dz} H_z^{n,l}(x) \leq c_\varepsilon \sum_y ||y||^2 (G_z \ast D \ast G_z)(y)(G_z^{n} \ast D^l)(x - y) + n c_\varepsilon \sum_y ||y||^2 G_z(y)(G_z^{n+1} \ast D^{l+1})(x - y). \tag{3.17}
\]

We use that \( ||w + x + y||^2 \leq 3(||w||^2 + ||x||^2 + ||y||^2) \) for all \( w, x, y \in \mathbb{Z}^d \) to obtain

\[
\sum_{y \in \mathbb{Z}^d} ||y||^2 (G_z \ast D \ast G_z)(y) \leq 3 \sum_{y,w} ||w||^2 G_z(w)(D \ast G_z)(y - w) + 3 \sum_{y,w} (G_z \ast G_z)(y - w)D(w)||w||^2 + 3 \sum_{y,w} (G_z \ast D)(w)G_z(y - w)||y - w||^2 \]

\[
\leq 6K(z_c - \varepsilon)\hat{G}_{z_c - \varepsilon}(0) + 3\hat{G}_{z_c - \varepsilon}(0)^2. \tag{3.18}
\]

We conclude that

\[
\frac{d}{dz} H_z^{n,l}(x) \leq c_\varepsilon (6K(z_c - \varepsilon) + 3G_{z_c - \varepsilon}(0) + nK(z_c - \varepsilon))\hat{G}_{z_c - \varepsilon}(0)^{n+1} < \infty. \tag{3.19}
\]

By the uniformity of this bound in \( x \), we conclude that \((H_z^{n,l}(x))_{x \in \mathbb{Z}^d}\) is equicontinuous. \(\square\)

### 3.3.3 Bound for the initial point \( f_3(z_l) \)

In this section, we prove that \( f_3(z_l) \leq \gamma_3. \) By Assumption 2.2, we can bound \( G_z(x) \leq \frac{2d - 2}{2d - 1} C_{1/(2d)}(x) \). Thus, we can bound \( f_3(z_l) \) using only SRW-quantities. We start by computing the derivatives of \( \hat{C}_{1/2d}(k) = \hat{C}(k) = [1 - \hat{D}(k)]^{-1} \) and \( \hat{D}(k) \), where \( \partial_s \) denotes the derivative w.r.t. \( k_s \):

\[
\sum_{s=1}^{d} \partial_s \hat{C}(k) = \sum_{s=1}^{d} \frac{\partial_s \hat{D}(k)}{[1 - \hat{D}(k)]^2} = -\frac{1}{d} \sum_{s=1}^{d} \sin(k_s), \tag{3.20}
\]

\[
\Delta \hat{C}(k) = \sum_{s=1}^{d} \left( \frac{\partial^2_s \hat{D}(k)}{[1 - \hat{D}(k)]^2} + 2 \frac{(\partial_s \hat{D}(k))^2}{[1 - \hat{D}(k)]^3} \right). \tag{3.21}
\]

and

\[
\Delta \hat{D}(k) = \sum_{s=1}^{d} \partial^2_s \hat{D}(k) = -\frac{1}{d} \sum_{s=1}^{d} \cos(k_s) = -\hat{D}(k), \tag{3.22}
\]

\[
\sum_{s=1}^{d} (\partial_s \hat{D}(k))^2 = \frac{1}{d^2} \sum_{s=1}^{d} \sin^2(k_s) := \hat{D}^{\sin}(k). \tag{3.23}
\]

We use

\[
\sin^2(k_s) = -\frac{1}{4} \left( e^{ik_s} - e^{-ik_s} \right)^2 = \frac{1}{2} - \frac{1}{4} e^{2ik_s} - \frac{1}{4} e^{-2ik_s} = \frac{1}{2} [1 - \cos(2k_s)] \tag{3.24}
\]
to compute that
\[ \hat{D}^{\sin}(k) = \frac{d}{2d^2} - \frac{1}{4d^2} \sum_{i} e^{-2ik_i} = \frac{1}{2d}[1 - \hat{D}(2k)]. \] (3.25)

We define \( \hat{M}(k) = \hat{D}(k) - 2\hat{D}^{\sin}(k)\hat{C}(k) \) and conclude from the computations above that
\[ \triangle \hat{C}(k) = -\hat{C}(k)^2 \hat{M}(k) = -\hat{D}(k)\hat{C}(k)^2 + \frac{1}{d} \hat{C}(k)^3 - \frac{1}{2d^2} \sum_{i} e^{-2ik_i} \hat{C}(k)^3. \] (3.26)

We use this representation to compute the SRW analogue of \( \mathcal{H}_{\zeta}^{\kappa, \lambda}(x) \) as
\[ \sum_{y} ||y||_2^2 \mathcal{C}(y)(D^\ast \ast C^n)(x - y) \]
\[ = \int_{(-\pi,\pi)^d} \hat{D}^i(k)\hat{C}^{n+2}(k)\hat{M}(k)e^{-ik\cdot x} \frac{d^dk}{(2\pi)^d} \] (3.27)
\[ = \int_{(-\pi,\pi)^d} \hat{D}^i(k)\hat{C}^{n+2}(k) \left( \hat{D}(k) - \frac{1}{d} \hat{C}(k) + \frac{1}{2d^2} \sum_{i} e^{2ik_i} \hat{C}(k) \right) e^{-ik\cdot x} \frac{d^dk}{(2\pi)^d}. \] (3.28)

As we explain in more detail in Section 5.1 we can numerically compute the SRW-integral
\[ I_{n,l}(x) := (D^\ast \ast C^n/2d^i)(x) = \int_{(-\pi,\pi)^d} \hat{D}^i(k) e^{-ik\cdot x} \frac{d^dk}{(2\pi)^d}. \] (3.29)

We use this integral to compute (3.28) numerically as
\[ (3.28) = I_{n+2,l+1}(x) - \frac{1}{d} I_{n+3,l}(x) + \frac{1}{2d^2} \sum_{i} I_{n+3,l}(x + 2c_i) := \mathcal{J}_{n,l}(x). \] (3.30)

Thus, \( f_3(z_1) \) is bounded by
\[ f_3(z_1) \leq \frac{2d - 2}{2d - 1} \max_{c_{n,l} \in \mathcal{S}} \sup_{x \in \mathcal{S}} \mathcal{J}_{n,l}(x). \] (3.31)

By the assumption in \( P(\gamma, \Gamma, z) \), this is smaller than \( \gamma_3 \).

**Remark 3.6** (Close to the upper critical dimension). The bound (3.30) can only be used in dimension \( d \geq 2(n + 3) + 1 \) as it uses \( I_{n+3,l+1}(x) \), which is only finite in these dimensions. This restricts the analysis shown here to dimensions \( d \geq d_c + 3 \), e.g. for percolation we can only use this bound for \( d \geq 9 \) as we require a bound on \( \mathcal{H}_{\zeta}^{1,0}(x) \) to successfully apply the bootstrap argument. This problem can be avoided using a different bound for the integral.

For example, using the bound
\[ \hat{D}^{\sin}(k) = \frac{1}{d^2} \sum_{s=1}^{d} [1 - \cos^2(k_s)] \leq \frac{2}{d^2} \sum_{s=1}^{d} [1 - \cos(k_s)] \leq \frac{2}{d} [1 - \hat{D}(k)] \] (3.32)
in (3.27), we obtain that
\[ \sum_{y} ||y||_2^2 \mathcal{C}(y)(D^\ast \ast C^n)(x - y) \leq I_{n+2,l+1}(x) + \frac{4}{d} K_{n+2,l}(x), \] (3.33)

where we introduce the SRW-integral \( K_{n+2,l}(x) \) in (3.30) below. This and other bounds applicable in \( d = d_c + 1, d_c + 2 \), perform **numerically** worse than the bound in (3.31). As we are not able to prove mean-field behavior in dimension \( d_c + 1, d_c + 2 \) anyway, we use the numerically better bound (3.31) instead.
3.3.4 Preparations for the improvement of bounds for $f_3$

We wish to prove for all $z \in (z_f, z_c)$ that $f_i(z) \leq \Gamma_i$ for all $i \in \{1, 2, 3\}$ implies $f_3(z) \leq \gamma_3$. This is the most technical part of our proof. We do this by deriving a bound on

$$\mathcal{H}^{n,l}_z(x) = \int_{(-\pi,\pi)^d} (-\triangle \hat{G}_z(k))\hat{D}^{(x)}(k)\hat{G}_z^n(k)\frac{d^d k}{(2\pi)^d}. \tag{3.13}$$

For this bound, we extract the SRW-like contributions from $(-\triangle \hat{G}_z(k))$ by decomposing it into five terms $H_1, \ldots, H_5$. We compute the SRW-like contributions $H_1$ as in the preceding section and bound the remainder terms using Assumption 2.7 and certain SRW-integrals that we define next.

**SRW-integrals.** Here we introduce several SRW integrals that we use to bound $\mathcal{H}^{n,l}_z(x)$. Using the terminology introduced in Definition 2.5, we define

$$\hat{D}^{(x)}(k) = \frac{1}{2^d |d|} \sum_{\nu \in \mathbb{P}_d} \sum_{\delta \in \{-1,1\}^d} e^{ikp(x,\nu,\delta)}. \tag{3.34}$$

Performing the sum over $\delta$ gives cosines, so that $\hat{D}^{(x)}(k)$ is real. The following SRW-integrals are adaptations of the integrals used in [27, Section 1.6]: For $x \in \mathbb{Z}^d$ and $n, l \in \mathbb{N}$, we let

$$I_{n,l}(x) = \int_{(-\pi,\pi)^d} \hat{D}(k)^l \hat{C}(k)^n \hat{D}^{(x)}(k) \frac{d^d k}{(2\pi)^d}, \tag{3.35}$$

$$K_{n,l}(x) = \int_{(-\pi,\pi)^d} |\hat{D}(k)^l| \hat{C}(k)^n |\hat{D}^{(x)}(k)| \frac{d^d k}{(2\pi)^d}, \tag{3.36}$$

$$T_{n,l}(x) = \int_{(-\pi,\pi)^d} |\hat{D}^{(x)}(k)| |\hat{C}(k)^n| |\hat{D}^{(x)}(k)||\hat{M}(k)| \frac{d^d k}{(2\pi)^d}, \tag{3.37}$$

$$U_{n,l}(x) = \int_{(-\pi,\pi)^d} |\hat{D}^{(x)}(k)| |\hat{C}(k)^n| |\hat{D}^{(x)}(k)||\hat{D}^{\sin}(k)| \frac{d^d k}{(2\pi)^d}, \tag{3.38}$$

where $\hat{C}(k) = \hat{C}_{1/2d}(k)$ is the critical SRW two-point function and $\hat{M}(k)$ is defined above (3.26). For any function $f$ such that $f(x) = f(p(x;\nu,\delta))$ for all $\nu, \delta$ (see Definition 2.5), we see that

$$\int_{(-\pi,\pi)^d} \hat{f}(k)e^{-ikx} \frac{d^d k}{(2\pi)^d} = \int_{(-\pi,\pi)^d} \hat{f}(k)\hat{D}^{(x)}(k) \frac{d^d k}{(2\pi)^d}. \tag{3.39}$$

The functions $G_z$ and $D$ have these symmetries, so that we can replace $e^{ikx}$ in (3.34) by $\hat{D}^{(x)}(k)$. In Section 5.1 we show how to compute $I_{n,l}(x)$, and in Section 5.2, we bound the other integrals in terms of $I_{n,l}(x)$.

**Decomposition of the two-point function.** We decompose $\hat{G}_z(k)$ and $\Delta \hat{G}_z(k)$ into several pieces, which we then bound in the next section. We start with some preparations for this decomposition. For the SRW-contributions, we define

$$\hat{G}^{\star}(k) = \frac{1}{1 - \hat{F}_z(0) + \alpha_{\nu,z}[1 - \hat{D}(k)]}, \tag{3.40}$$
We abbreviate

Further, we assume that \( f \)

obtain

Arguing as in (3.12)-(3.13) we can show that

We conclude the same bounds for \( \hat{C}(k) \).

with \( \lambda(z) = \frac{\alpha_{F,z}}{2d(1 - F_z(0) + \alpha_{F,z})} \),

and the monotonicity of \( C_\lambda(x) \) in the parameter of the generating function \( \lambda \) that

Thus, \( C^* \) can be bounded by \( \alpha_{F,z}^{-1}C \) in \( x \)-space as well as in \( k \)-space.

We abbreviate

Bounds on key quantities. To bound the remainder terms, we define

Further, we assume that \( f_2(z) \leq \Gamma_2 \), i.e., that

and from now on abbreviate \( \Gamma'_2 = \frac{2d - 2}{2d - 1} \Gamma_2 \). We use the bound (2.12) in Assumption 2.7 to obtain

Arguing as in (3.12)-(3.13) we can show that

We conclude the same bounds for \( \hat{R}_{\phi,z}(0; k) \), where \( \beta_{\Delta R,F} \) is replaced by \( \beta_{\Delta R,\phi} \).

Combining these bounds with \( \hat{C}(k) = 1/[1 - \hat{D}(k)] \) we obtain

and

As \( \hat{F}_z(0) \leq 1 \) and \( \alpha_{F,z} > \beta_{\alpha,F} \), we know that \( \hat{C}(k) < \frac{1}{\alpha_{F,z}} \hat{C}(k) < \beta_{\alpha,F}^{-1} \hat{C}(k) \). Further, we conclude from

\[
\hat{C}(k) = \frac{1}{1 - \hat{F}_z(0) + \alpha_{F,z}} \left[ \frac{1}{1 - \hat{F}_z(0)} \right] \hat{C}_\lambda(z)(k),
\]

(3.41)

\[
\lambda(z) = \frac{\alpha_{F,z}}{2d(1 - F_z(0) + \alpha_{F,z})},
\]

(3.42)

\[
C^*(x) \leq \frac{1}{1 - \hat{F}_z(0) + \alpha_{F,z}} C(x) \leq \frac{1}{\alpha_{F,z}} C(x) \leq \frac{1}{\beta_{\alpha,F}} C(x).
\]

(3.43)

\[
\hat{R}_{F,z}(0; k) = \hat{R}_{F,z}(0) = \hat{R}_{\phi,z}(0) = \hat{R}_{\phi,z}(0) = \hat{R}_{\phi,z}(0) = \hat{R}_{\phi,z}(0) = \hat{R}_{\phi,z}(0) = \hat{R}_{\phi,z}(0).
\]

(3.44)

\[
\hat{E}(k) = \frac{\hat{R}_{F,z}(0; k)\hat{C}^*(k)}{1 - \hat{F}_z(k)}, \quad \hat{M}^*(k) = \hat{D}(k) - 2D^\sin(k)\hat{C}^*(k).
\]

(3.45)

\[
\left| \hat{R}_{F,z}(0; k) \right| \leq \left| 1 - \hat{D}(k) \right| \sum_x kx^2 R_{F,z}(x) \leq \left| 1 - \hat{D}(k) \right| \beta_{\Delta R,F}.
\]

(3.48)

\[
\left| \hat{E}(k) \right| \leq \left| \frac{\hat{R}_{F,z}(0; k)\hat{C}^*(k)}{1 - \hat{F}_z(k)} \right| \leq \beta_{\Delta R,F} \hat{K}_{\Delta F} \hat{C}(k),
\]

(3.50)

\[
\left| \hat{R}_{F,z}(0; k) \hat{C}^*(k) \right| \leq \frac{1}{\alpha_{F,z}} (\beta_{R,\phi} + \beta_{\Delta R,F} \Gamma'_2) \hat{C}(k),
\]

(3.51)
Decomposition of $\Delta \hat{\mathcal{G}}_z(k)$. We decompose $\Delta \hat{\mathcal{G}}_z(k)$ into five contributions $\hat{H}_i(k)$. The dominant contribution is $\hat{H}_1(k)$, which is defined to be

$$
\hat{H}_1(k) = \left( \alpha_{F,z}(c_{\phi,z} + \alpha_{\Phi,z} \hat{\Phi}(k)) \hat{C}^*(k) + \alpha_{\Phi,z} \right) \hat{C}^*(k) \hat{M}^*(k).
$$

(3.52)

The remainder terms $\hat{H}_2(k), \hat{H}_3(k), \hat{H}_4(k)$ and $\hat{H}_5(k)$ are defined as

$$
\hat{H}_2(k) = - \left( \alpha_{F,z}(c_{\phi,z} + \alpha_{\Phi,z} \hat{\Phi}(k)) \left( \hat{C}^*(k) + \frac{1}{1 - F_z(k)} \right) + \alpha_{\Phi,z} \right) \hat{E}(k) \hat{M}^*(k),
$$

$$
\hat{H}_3(k) = 2 \frac{\hat{D}_{\sin}(k)}{1 - F_z(k)} \left( \alpha_{F,z} \hat{\Phi}(k) + \alpha_{\Phi,z} \right) \left( \hat{E}(k) - \frac{\alpha_{F,z} - 1}{1 - F_z(k)} \right),
$$

(3.54)

$$
\hat{H}_4(k) = - \frac{\Delta \hat{R}_{\Phi,z}(k)}{1 - F_z(k)} - \frac{\Delta \hat{R}_{F,z}(k)}{1 - F_z(k)} \hat{G}_z(k),
$$

(3.55)

$$
\hat{H}_5(k) = - 2 \sum_{s=1}^d \left( \partial_s \hat{R}_{\Phi,z}(k) \hat{E}(k) + \partial_s \hat{R}_{F,z}(k) \hat{G}_z(k) \right).
$$

(3.56)

In Appendix C we explicitly show that

$$
- \Delta \hat{G}_z(k) = \sum_{i=1}^5 \hat{H}_i(k).
$$

(3.57)

This computation is quite long and tedious. However, since it is crucial to our analysis, we give the derivation in detail in Appendix C. Let us now give some insight into the origin of the different contributions. The first term $\hat{H}_1(k)$ is a SRW-like contribution that can be bounded similarly as in Section 3.3.3. The second term $\hat{H}_2(k)$ corresponds to everything that has the factor $\hat{M}^*(k)$ and a remainder term. In $\hat{H}_3(k)$, we collect the remaining $\hat{D}_{\sin}(k)$ contributions. In $\hat{H}_4(k)$, we put the contributions of $\Delta \hat{R}_{\Phi,z}(k)$ and $\Delta \hat{R}_{F,z}(k)$, and in $\hat{H}_5(k)$, we collect all products of single derivatives.

3.3.5 Improvement of bounds for $f_3$

In this section we bound $\mathcal{H}^{n,l}_{i,z}(x)$ by deriving bounds on

$$
\mathcal{H}^{n,l}_{i,z}(x) = \int_{(-\pi,\pi)^d} \hat{H}_i(k) \hat{D}^{l}(k) \hat{G}^n_z(k) \hat{D}^{i}(x)(k) \frac{dk}{(2\pi)^d}.
$$

(3.58)

for $i = 1, \ldots, 5$. We do this for $i = 1, 2, \ldots, 5$ one by one, starting with $\mathcal{H}^{n,l}_{i,z}(x)$. This is the most technical part of the analysis. We bound each term of $\mathcal{H}^{n,l}_{i,z}(x)$ using the bounds of Assumption 247 and the SRW-integrals (3.35)-(3.38).
Step 1: Bound on $\mathcal{H}^{1,l}_{n,z}(x)$. We first recall the rearrangement of (3.28)–(3.30) to see that, for $m \geq 0$,
\[
\int_{(-\pi,\pi)^d} \hat{D}(k) \hat{\mathcal{C}}(k)^{m+2} \hat{\mathcal{M}}(k) e^{i k \cdot x} \frac{d^d k}{(2\pi)^d} = \sum_y \|y\|_2^2 \mathcal{C}(y)(D^{*l} \star C^*)^m(x-y) \leq (\alpha_{F,z})^{-(m+1)} \sum_y \|y\|_2^2 \mathcal{C}(y)(D^{*l} \star C^*)^m(x-y) = (\alpha_{F,z})^{-(m+1)} \mathcal{J}_{m,l}(x).
\] (3.59)

We perform the bounds for $n = 0, n = 1$ and $n = 2$ separately.

Bound on a weighted line ($n = 0$). Substituting the definition of $\mathcal{H}^{0,l}_{n,z}(x)$, we see that (3.52) leads to three terms. We bound the first and second term using (3.59). For the third term we can not use an $x$-space representation like in (3.59). To bound this term we repeat (3.27)–(3.30) to see that
\[
\int_{(-\pi,\pi)^d} \hat{D}(k) \hat{\mathcal{C}}(k)^{m+2} \hat{\mathcal{M}}(k) e^{i k \cdot x} \frac{d^d k}{(2\pi)^d} = (D^{*l} \star C^*)(x) - \frac{1}{d} (D^{*l} \star C^* \star C^*) \sum_k (D^{*l} \star C^* \star C^*) (x) + \frac{1}{2d^2} \sum_k (D^{*l} \star C^* \star C^*) (x + 2e_i)
\] (3.60)

In this way, we obtain
\[
\mathcal{H}^{0,l}_{1,z}(x) \leq \beta_{c,\psi} \mathcal{J}_0(x) + \beta_{l,\alpha,\psi} \mathcal{J}_0(x) + \frac{\beta_{l,\alpha,\psi}}{\beta_{c,\psi}} \mathcal{J}_{l,1}(x) + \frac{1}{2d^2} \beta_{l,\alpha,\psi} \sum_k \mathcal{J}_{l,1}(x + 2e_i). \] (3.61)

Bound on a weighted bubble ($n = 1$). To bound $\mathcal{H}^{1,l}_{1,z}(x)$, we expand $\hat{G}_z(k)$ as follows:
\[
\hat{G}_z(k) = (c_{\phi,z} + \alpha_{\phi,z} \hat{D}(k)) \hat{C}(k) + \left( \hat{R}_{\phi,z}(k) - \hat{R}_{F,z}(0; k) \hat{G}_z(k) \right) \hat{C}(k),
\] (3.62)

so that
\[
\mathcal{H}^{1,l}_{1,z}(x) = \int_{(-\pi,\pi)^d} (c_{\phi,z} + \alpha_{\phi,z} \hat{D}(k)) \hat{H}_1(z) \hat{C}(k) \hat{\mathcal{D}}(k) \frac{d^d k}{(2\pi)^d} + \int_{(-\pi,\pi)^d} \left( \hat{R}_{\phi,z}(k) - \hat{R}_{F,z}(0; k) \hat{G}_z(k) \right) \hat{C}(k) \hat{H}_1(z) \hat{\mathcal{D}}(k) \frac{d^d k}{(2\pi)^d}. \] (3.63)

We bound the first line using (3.59) and the second line using (3.51) to obtain
\[
|\mathcal{H}^{1,l}_{1,z}(x)| \leq \beta_{c,\psi}^{-1} (\beta_{c,\phi})^2 \mathcal{J}_{l,1}(x) + \beta_{c,\psi}^{-1} \beta_{\alpha,\psi} \mathcal{J}_0(x) + 2 \beta_{c,\phi}^{-1} \beta_{\alpha,\psi} \mathcal{J}_{l,1}(x) + (\beta_{\alpha,\psi})^2 \mathcal{J}_{l,1}(x) + \beta_{l,\alpha,\psi} \mathcal{J}_{l,1}(x) + \beta_{l,\alpha,\psi} \mathcal{T}_{l,1}(x) + \beta_{l,\alpha,\psi} \mathcal{T}_{2,1}(x),
\] (3.64)

with $T_{n,l}$ as defined in (3.57).
Bound on a weighted triangle \((n = 2)\). We decompose \( \hat{G}^2_z(k) \) into two terms as

\[
\hat{G}_z(k)^2 = C^*(k)^2(c_{\phi,z} + \alpha_{\phi,z}\hat{D}(k))^2 \\
+ \left[ \hat{R}_{\phi,z}(k) - \hat{R}_{F,z}(0; k)\hat{G}_z(k) \right] \hat{C}^*(k) \left[ (c_{\phi,z} + \alpha_{\phi,z}\hat{D}(k))\hat{C}^*(k) + \hat{G}_z(k) \right].
\]

We compute the contribution \((3.65)\) to be

\[
\hat{H}_1(k)\hat{C}^*(k)^2(c_{\phi,z} + \alpha_{\phi,z}\hat{D}(k))^2 \\
= (c_{\phi,z} + \alpha_{\phi,z}\hat{D}(k))^2[\alpha_{\phi,z}(c_{\phi,z} + \alpha_{\phi,z}\hat{D}(k))\hat{C}^*(k) + \alpha_{\phi,z}] M^*(k)\hat{C}^*(k)^3.
\]

We expand the brackets and then use \((3.59)\) to bound this contribution by

\[
\int_{(-\pi,\pi)^d} \hat{H}_1(k)\hat{C}^*(k)^2(c_{\phi,z} + \alpha_{\phi,z}\hat{D}(k))^2 \hat{D}^x(k)\hat{D}^y(k) \frac{d^4k}{(2\pi)^d} \\
\leq \beta_{\alpha,\phi}^2 \left[ \beta_{c,\phi}^2 \left( \beta_{c,\phi} J_{2,l}(x) + \beta_{\alpha,\phi} J_{1,l}(x) + 3\beta_{\alpha,\phi} J_{2,l+1}(x) \right) \right] \\
+ \beta_{\alpha,\phi}^2 \left[ \beta_{c,\phi}^2 \left( 2J_{1,l+1}(x) + 3J_{2,l+2}(x) \right) + \beta_{\alpha,\phi}^2 \right] |J_{2,l+3}(x) + J_{1,l+2}(x)|,
\]

where we use that \( J_{n,l}(x) \geq 0 \) for every \( x \in \mathbb{Z}_d, n, l \geq 0 \) by \((3.28) - (3.30)\).

Using \((3.51)\) we bound the absolute value of the minor contributions given in \((3.66)\) by

\[
\frac{\beta_{R,\phi} + \beta_{\Delta R,\phi} \Gamma_2}{\alpha_{F,z}} \left( \frac{(\beta_{c,\phi} + \beta_{\alpha,\phi})|\hat{D}(k)|}{\alpha_{F,z}} + \Gamma_2^2 \right) \hat{C}(k)^2.
\]

Thus, we bound the contributions due to \((3.66)\) by

\[
\int_{(-\pi,\pi)^d} |\hat{H}_1(k)|\hat{D}^y(k) \frac{\beta_{R,\phi} + \beta_{\Delta R,\phi} \Gamma_2}{\alpha_{F,z}} \left( \frac{(\beta_{c,\phi} + \beta_{\alpha,\phi})|\hat{D}(k)|}{\alpha_{F,z}} + \Gamma_2^2 \right) \hat{C}(k)^2 |\hat{D}^x(k)| \frac{d^4k}{(2\pi)^d} \\
\leq \frac{\beta_{R,\phi} + \beta_{\Delta R,\phi} \Gamma_2}{\beta_{c,\phi}^2} \left( \beta_{c,\phi} T_{4,l}(x) + \beta_{\alpha,\phi} T_{4,l+1}(x) + \beta_{\alpha,\phi} T_{3,l}(x) \right) \\
+ \beta_{\alpha,\phi} \frac{\beta_{R,\phi} + \beta_{\Delta R,\phi} \Gamma_2}{\beta_{c,\phi}^2} \left[ \beta_{c,\phi} T_{4,l+1}(x) + \beta_{\alpha,\phi} T_{4,l+2}(x) + \beta_{\alpha,\phi} T_{3,l+1}(x) \right].
\]

**Conclusion of Step 1.** We have bounded the contribution due to \( \hat{H}_1(k) \) and have obtained that

\[
|\mathcal{H}_{1,z}^{n,l}(x)| \leq \begin{cases} 
(3.61) & \text{for } n = 0, \\
(3.64) & \text{for } n = 1, \\
(3.68) + (3.70) & \text{for } n = 2.
\end{cases}
\]

By the sum of two equation numbers we mean the sum of the terms given in the right-hand sides of the corresponding equations. As for \( z = z_l \), this bound uses \( I_{n+2,l}(x) \) and can therefore not be used in \( d = d_e + 1, d_e + 2 \). We have chosen to use these bounds, even if other bounds would be available, as they give numerically better bounds.
Step 2: Bound on $\mathcal{H}_{2,z}^{n,l}(x)$. For this bound we use

$$
T_{n,l}^*(x) = \int_{(-\pi,\pi)^d} |\hat{D}^l(k)| \hat{C}(k)^n |\hat{D}^{(x)}(k)||\hat{M}^* (k)| \frac{dk}{(2\pi)^d}, 
$$

which is an adaptation of $T_{n,l}$ defined in (3.37). In Section 5.2 we will bound $T_{n,l}^*$ in the same way as $T_{n,l}$. We bound the absolute value of $\hat{H}_2(k)$, defined in (3.53), by

$$
|\hat{H}_2(k)| \leq \left( \alpha_{F,z} + \beta_{\alpha,\Phi} |\hat{D}(k)| \right) \left( \frac{1}{\alpha_{F,z}} + \frac{\beta_{\alpha,\Phi} |\hat{C}(k)|}{\alpha_{F,z}} \right) \frac{K_{\Delta F}}{\alpha_{F,z}} |\hat{M}^* (k)| + \beta_{\alpha,\Phi} \beta_{\Delta R,F} K_{\Delta F}^2 |\hat{C}(k)|^2 |\hat{M}^* (k)|. 

(3.73)
$$

We use that $|\hat{C}_z(k)| \leq \Gamma_2^* |\hat{C}(k)|$ and the integrals $T_{n,l}^*$ to bound $\mathcal{H}_{2,z}^{n,l}(x)$ by

$$
|\mathcal{H}_{2,z}^{n,l}(x)| \leq \beta_{\Delta R,F} K_{\Delta F}^2 \left( |\hat{C}_z(k)| + \beta_{\alpha,\Phi} T_{n+2,l}(x) \right) \left( \frac{1}{\alpha_{F,z}} + \frac{\beta_{\alpha,\Phi} T_{n+2,l}(x)}{\alpha_{F,z}} \right) + \beta_{\alpha,\Phi} \beta_{\Delta R,F} K_{\Delta F}^2 |\hat{C}_z(k)|^2 |\hat{M}^* (k)|. 

(3.74)
$$

Step 3: Bound on $\mathcal{H}_{3,z}^{n,l}(x)$. In (3.51), we have defined $\hat{H}_3(k)$ to be

$$
\hat{H}_3(k) = 2 \frac{\hat{D}^{\text{pin}}(k)}{1 - F_z(k)} \left( \alpha_{F,z} |\hat{C}_z(k)| + \alpha_{F,z} \right) \left( \hat{E}(k) - \frac{\alpha_{F,z} - 1}{1 - F_z(k)} \right). 

(3.75)
$$

We bound $|\hat{H}_3(k)|$ as

$$
|\hat{H}_3(k)| \leq 2 \hat{D}^{\text{pin}}(k) K_{\Delta F}^2 |\hat{C}(k)| \left( \alpha_{F,z} \Gamma_2^* |\hat{C}(k)| + \alpha_{F,z} \right) K_{\Delta F}^2 |\hat{C}(k)| \left( \frac{\beta_{\Delta R,F}}{\alpha_{F,z}} + |\alpha_{F,z} - 1| \right). 

(3.76)
$$

and use this bound and the integral $U_{n,l}$, defined in (3.38), to bound $|\mathcal{H}_{3,z}^{n,l}(x)|$ as follows:

$$
|\mathcal{H}_{3,z}^{n,l}(x)| \leq 2 \Gamma_2^* \sum_{l=1}^{n+1} K_{\Delta F}^2 \left( \beta_{\Delta R,F} + \beta_{\alpha,F} \max \{|\beta_{\alpha,F} - 1|, |\beta_{\alpha,F} - 1|\} \right) U_{n+3,l}(x) + 2 \Gamma_2^* \sum_{l=1}^{n+1} K_{\Delta F}^2 \beta_{\alpha,F} \max \{|\beta_{\alpha,F} - 1|, |\beta_{\alpha,F} - 1|\} U_{n+2,l}(x). 

(3.77)
$$

Step 4: Bound on $\mathcal{H}_{4,z}^{n,l}(x)$. We first bound $\hat{H}_4(k)$ in Fourier space as

$$
|\hat{H}_4(k)| \leq K_{\Delta F} \left( \beta_{\Delta R,F} + \beta_{\Delta R,F} \Gamma_2^* \right). 
$$

Then, we use the definition of $K_{n,l}$ in (3.39) to bound

$$
|\mathcal{H}_{4,z}^{n,l}(x)| \leq K_{\Delta F} \left( \beta_{\Delta R,F} K_{n,l}(x) + \beta_{\Delta R,F} \Gamma_2^* K_{n+1,l}(x) \right). 

(3.78)
$$
Step 5: Bound on $\mathcal{H}_{5,2}^{\alpha,l}(x)$. We recall that

$$
\hat{H}_5(k) = -\frac{2\sum_{s=1}^{d}\partial_s \tilde{R}_{F,z}(k)(2\alpha_{F,z}\partial_s \tilde{D}(k) + \partial_s \tilde{R}_{F,z}(k))}{(1 - F_z(k))^2} \hat{G}_z(k) \\
- \frac{2}{(1 - F_z(k))^2} \sum_{s=1}^{d} \left( \partial_s \tilde{R}_{a,z}(k)\alpha_{F,z}\partial_s \tilde{D}(k) + \partial_s \tilde{F}_z(k)\delta_{a} \tilde{R}_{F,z}(k) \right).
$$

(3.79)

To bound the single derivatives we note that for a totally rotationally symmetric function $f$, see Definition 2.3, the following holds:

$$
\partial_s \hat{f}(k) = i \sum_{x} x_s f(x)e^{ikx} = - \sum_{x} f(x)x_s \sin(k_s x_s) \prod_{\nu \neq s} \cos(k_{\nu} x_{\nu}),
$$

(3.80)

for $s \in \{1, \ldots, d\}$, so that

$$
|\partial_s \hat{f}(k)| \leq \sum_{x} |f(x)||x_s \sin(k_s x_s)|.
$$

(3.81)

Since $|\sin(n\xi)| \leq n|\sin(\xi)|$ for integer $n$, we obtain that

$$
|\partial_s \hat{f}(k)| \leq |\sin(k_s)| \sum_{x} |f(x)|x_s^2.
$$

(3.82)

The total rotational symmetry of $f$ also implies that

$$
\sum_{x} |f(x)|x_s^2 = \sum_{x} |f(x)|x_t^2 = \frac{1}{d} \sum_{x} |f(x)||x||^{2}_2
$$

(3.83)

for all $s, t \in \{1, \ldots, d\}$. From this we conclude for two totally rotationally symmetric functions $f, g$ that

$$
\sum_{s=1}^{d} |\partial_s \hat{f}(k)| \partial_s \hat{g}(k)| \leq \sum_{s=1}^{d} \sin^2(k_s) \sum_{x} |f(x)|x_s^2 \sum_{y} |g(y)|y_s^2
$$

$$
= \hat{D}^{\sin}(s) \sum_{x} ||x||^{2}_2 |f(x)| \sum_{y} ||y||^{2}_2 |g(y)|,
$$

(3.84)

where we recall (3.24). Using this relation we can bound $\hat{H}_5(k)$ by

$$
|\hat{H}_5(k)\hat{G}_z^{\alpha,l}(k)| \leq 2K_{\Delta F}^{n+1} \hat{C}(k)^{n+3} \hat{D}^{\sin}(k)(2\alpha_{F,z}\beta_{\Delta R,F} + \beta_{\Delta R,F}^2)
$$

$$
+ 2K_{\Delta F}^{n} \Gamma_{\alpha,l}^{\Delta R,\alpha}(k)^{n+2} \hat{D}^{\sin}(k)(\alpha_{F,z}\beta_{\Delta R,F} + \beta_{\alpha,s}^2\beta_{\Delta R,F} + \beta_{\Delta R,F}\beta_{\Delta R,F}).
$$

(3.85)

and obtain the following bound on $\mathcal{H}_{5,2}^{\alpha,l}(x)$:

$$
|\mathcal{H}_{5,2}^{\alpha,l}(x)| \leq 2K_{\Delta F}^{n} \Gamma_{\alpha,l}^{\Delta R,\alpha}(k)^{n+1}(2\beta_{\alpha,F}\beta_{\Delta R,F} + \beta_{\Delta R,F}^2)U_{n+3,l}(x)
$$

$$
+ 2K_{\Delta F}^{n} \Gamma_{\alpha,l}^{\Delta R,\alpha}(k)^{n+2} \beta_{\alpha,s}^2\beta_{\Delta R,F} + \beta_{\Delta R,F}\beta_{\Delta R,F}).U_{n+2,l}(x).
$$

(3.86)
Final bound on $f_3$. In this section, we have bounded $f_3$ by

$$f_3(z) \leq \max_{\{n,l,s\} \in S} \left\{ (3.71) + (3.74) + (3.77) + (3.78) + (3.86) \right\} c_{n,l,s}. \tag{3.87}$$

We recall that by the sum of several equation numbers we mean the sum of the terms given in the right-hand sides of the corresponding equations.

In summary and recalling Definition 2.9, when $P(\gamma, \Gamma, z)$ holds, this bound on $f_3(z)$ is smaller than $\gamma_3$. Thus, the improvement of all bounds is successful and we have successfully performed the bootstrap. The computation of a numerical value for the bound in (3.87) requires the computation of the SRW-integrals $I_{n,l}, K_{n,l}, T_{n,l}, U_{n,l}$. In Section 5.2, we show how to bound SRW-integrals and explain for which $x$ the supremum over $S$ is obtained.

The bootstrap function $f_3$ provides various bounds on weighed diagrams. The real size of these diagrams depends heavily on the values of $n,l$ and the set $S$ involved. For example, we can expect that $H_{2,0}^2(x)$ is of order $O(1)$ while $H_{2,4}^{n,l}(x)$ is of order $O(d^{-2})$. Since the form of the bounds on $H_{2,4}^{n,l}(x)$ is the same for all $n,l$, we have introduced the constants $c_{n,l,s}$ to merge them into one bootstrap function. Alternatively, we could consider $f_3$ to consist of multiple bootstrap functions that are individually bounded by $\Gamma_{3c_{n,l,s}}$ within the bootstrap argument.

4 Rewrite of the NoBLE equation

In this preceding part of this paper, we have performed the analysis using the form (1.37) for the two-point function. This form is related to the classical lace expansion. We have decided to use this as it considerably simplifies the presentation of the analysis in the preceding section.

In this section, we first derive this characterization from the NoBLE equation, meaning that we identify $\alpha_{\Phi,z}, \alpha_{F,z}, R_{F,z}$ and $R_{\Phi,z}$. Then, we translate the assumptions made on the rewrite (1.37) into assumptions on the NoBLE-coefficients $\Xi_z, \Xi_z', \Psi_z, \Pi_z^{a,b}$.

The aim of the rewrite is to extract the dominant SRW-like contributions from $\hat{\Phi}_z$ and $\hat{F}_z$, see (1.33)-(1.34). These SRW-like contributions will give rise to $\alpha_{\Phi,z}, \alpha_{F,z}, c_{\Phi,z}, c_{F,z}$. The remainder is put into $R_{F,z}$ and $R_{\Phi,z}$.

Here we show how we extract SRW contributions from $\hat{\Phi}_z$ and $\hat{F}_z$ and use them in our analysis. More terms could be extracted from $\hat{\Phi}_z$ and $\hat{F}_z$, thereby reducing the value of $R_{F,z}$ and $R_{\Phi,z}$ and thus increasing the performance of the perturbative technique. This might allow to prove the infrared bound in even smaller dimensions above the upper critical dimension. We however found the possible gain not in relation with the necessary efforts.

4.1 Derivation of the rewrite

In this section, we rewrite the functions $\hat{\Phi}_z(k)$ and $\hat{F}_z(k)$, as defined in (1.33)-(1.34), and identify $\alpha_{\Phi,z}, \alpha_{F,z}, R_{F,z}$ and $R_{\Phi,z}$. The NoBLE-coefficients are defined as alternating series of
non-negative real-valued functions $\Xi_\zeta^{(N)}$, $\Xi_\zeta^{(N),\ell}$, $\Psi_\zeta^{(N),\ell}$, $\Pi_\zeta^{(N),\ell,\kappa}$:

$$
\Xi_\zeta(x) = \sum_{N=0}^{\infty} (-1)^N \Xi_\zeta^{(N)}(x), \quad \Xi_\zeta^{(\ell)}(x) = \sum_{N=0}^{\infty} (-1)^N \Xi_\zeta^{(N),\ell}(x), \quad (4.1)
$$

$$
\Psi_\zeta^{(\ell)}(x) = \sum_{N=0}^{\infty} (-1)^N \Psi_\zeta^{(N),\ell}(x), \quad \Pi_\zeta^{(\ell,\kappa)}(x) = \sum_{N=0}^{\infty} (-1)^N \Pi_\zeta^{(N),\ell,\kappa}(x). \quad (4.2)
$$

### 4.1.1 The model-dependent split of the coefficients

When rewriting the two-point function, we extract a major SRW-like contribution. We are guided by the intuition that coefficients are of order $O((2d)^{-1})$ and that the main contributions to the NoBLE coefficients are

$$
\Xi_\zeta^{(0)}(e_1) \approx \Psi_\zeta^{(0),\ell}(e_1), \quad \Xi_\zeta^{(1)}(e_1) \approx \Psi_\zeta^{(1),\kappa}(e_1), \quad (4.3)
$$

$$
\Xi_\zeta^{(0),\ell}(e_\ell) \approx \mu_{\ell} \Pi_\zeta^{(0),\ell,\kappa}(e_\ell). \quad (4.4)
$$

Due to the limitation of our bounds it is not beneficial to extract all these contributions. Thus, we create a model-dependent split of the coefficients to improve the performance of the technique. We define non-negative functions

$$
\Xi_\zeta^{(0),\ell,\kappa}_{\alpha,z}, \quad \Xi_\zeta^{(1),\ell,\kappa}_{\alpha,z}, \quad \Psi_\zeta^{(0),\ell}_{\alpha,I,z}, \quad \Psi_\zeta^{(1),\ell}_{\alpha,I,z}, \quad \Xi_\zeta^{(0),\ell}_{\alpha,I,z}, \quad \Xi_\zeta^{(0),\ell}_{\alpha,II,z}, \quad \Xi_\zeta^{(1),\ell}_{\alpha,II,z}, \quad \Xi_\zeta^{(0),\ell}_{R,I,z}, \quad \Xi_\zeta^{(0),\ell}_{R,II,z}, \quad \Pi_\zeta^{(0),\ell,\kappa}_{\alpha,z}.
$$

Here these functions satisfy that, for $N = 0, 1$ and all $x \in \mathbb{Z}^d$,

$$
\Xi_\zeta^{(N)}(x) = \Xi_\zeta^{(N),\ell}_{\alpha,I,z}(x) + \Xi_\zeta^{(N),\ell}_{\alpha,II,z}(x), \quad \Pi_\zeta^{(0),\ell,\kappa}(x) = \Pi_\zeta^{(0),\ell,\kappa}_{\alpha,z}(x),
$$

$$
\Psi_\zeta^{(N),\ell}_{\alpha,I,z}(x) + \Psi_\zeta^{(N),\ell}_{\alpha,II,z}(x) = \Psi_\zeta^{(N),\ell}_{\alpha,I,z}(x) + \Psi_\zeta^{(N),\ell}_{\alpha,II,z}(x),
$$

$$
\Xi_\zeta^{(0),\ell}_{\alpha,I,z}(x) + \Xi_\zeta^{(0),\ell}_{\alpha,II,z}(x) = \Xi_\zeta^{(0),\ell}_{\alpha,I,z}(x) + \Xi_\zeta^{(0),\ell}_{\alpha,II,z}(x),
$$

and, for $x \in \mathbb{Z}^d$ with $\|x\|_2 > 1$,

$$
\Xi_\zeta^{(N),\ell}_{\alpha,I,z}(x) = 0, \quad \Psi_\zeta^{(N),\ell}_{\alpha,I,z}(x + e_\ell) = 0, \quad \Psi_\zeta^{(N),\ell}_{\alpha,II,z}(x) = 0,
$$

$$
\Xi_\zeta^{(0),\ell}_{\alpha,I,z}(x + e_\ell) = 0, \quad \Xi_\zeta^{(0),\ell}_{\alpha,II,z}(x) = 0,
$$

and

$$
\Pi_\zeta^{(0),\ell,\kappa}_{\alpha,z}(x) = 0,
$$

for $x \notin \{e_\ell, e_\ell + e_\kappa\}$. Further, these functions have the same symmetries as the original coefficients. The idea behind these two different splits (giving rise to the terms with subscripts $I$ and $II$, respectively) is that we split off specific contributions that can be explicitly incorporated in the constant and $\hat{D}(k)$ terms in our expansion. Contributions with subscript $I$ correspond to $x$ for which $|x - e_\ell| \leq 1$, while contributions with subscript $II$ correspond to $x$ for which $|x| \leq 1$. In Fourier space, this corresponds to contributions with a factor $e^{ik(x - e_\ell)}$ and $e^{ikx}$, respectively. See (4.13) below for how such contributions will arise.
4.1.2 The Fourier inverse of $\hat{F}$ and $\hat{\Phi}$

Throughout this section, we omit $z$ from our notation and write, e.g., $\mu_z = \mu$ and $\hat{F}_z(k) = \hat{F}(k)$. As a first step, we use the Neumann-series to rewrite $\hat{F}$ and $\hat{\Phi}$ into a form without matrices. We use that $(\hat{\Phi}(k) - \mu \hat{J})^{-1} = (\hat{\Phi}(-k) - \mu \hat{J})/(1 - \mu^2)$ to rearrange $\hat{F}(k)$ as

$$
\hat{F}(k) = \mu \left( \mathbf{I} + \mathbf{J} \hat{\Phi}(k) \right) \left[ \mathbf{D}(k) + \mu \mathbf{J} + \mathbf{\Pi}(k) \right]^{-1} \mathbf{I}.
$$

$$
= \frac{\mu}{1 - \mu^2} \left( \mathbf{I} + \mathbf{J} \hat{\Phi}(k) \right) \left[ \mathbf{I} + \frac{1}{1 - \mu^2} (\mathbf{D}(k) - \mu \mathbf{J}) \mathbf{\Pi}(k) \right]^{-1} \mathbf{D}(k) - \mu \mathbf{J} \mathbf{I}
$$

$$
\approx \frac{\mu}{1 - \mu^2} \left( \mathbf{I} + \mathbf{J} \hat{\Phi}(k) \right) \sum_{n=0}^{\infty} \frac{(-1)^n}{1 - \mu^2} (\mathbf{D}(k) - \mu \mathbf{J}) \mathbf{\Pi}(k) \mathbf{J} \mathbf{I}
$$

$$
= \frac{\mu}{1 - \mu^2} \sum_{n=0}^{\infty} \sum_{i_0, \ldots, i_n} (-1)^n \left( 1 + \hat{\Psi}^{i_0}(k) \right) \frac{(-1)^n}{1 - \mu^2} (\mathbf{D}(k) - \mu \mathbf{J}) \mathbf{\Pi}(k) \mathbf{J} \mathbf{I}
$$

$$
\times \left( \prod_{s=1}^{n} (e^{-ik_{s-1}} \mathbf{I}^{s-1, i_s}(k) - \mu \mathbf{I}^{s-1, i_s}(x_s)) \right) (e^{-ik_n} - \mu).
$$

We define $\hat{F}_n$ as the $n$th contribution in the sum in (4.5) and analyze these terms separately. The Fourier inverse of $\hat{F}_n = \hat{F}_{n,z}$ is given by

$$
F_0(x) = \frac{\mu}{1 - \mu^2} \sum_i (\delta_{x_i} - e_i - \mu \delta_{0,x} + \Psi^i(x + e_i) - \mu \Psi^i(x)),
$$

$$
F_n(x) = \mu \sum_{i_0, \ldots, i_n} \sum_{x: \sum_i x_i = x} (-1)^n \left( \delta_{x_{0,0}} + \Psi^{i_0}(x_{0}) \right) \left( \prod_{s=1}^{n-1} (\mathbf{I}^{s-1, i_s}(x_n + e_{s-1}) - \mu \mathbf{I}^{s-1, i_s}(x_s)) \right)
$$

$$
\times \left( \prod_{s=1}^{n-1} (e^{-ik_{s-1}} \mathbf{I}^{s-1, i_s}(x_n + e_{s-1}) + \mu e^{-ik_{s-1}} \mathbf{I}^{s-1, i_s}(x_n)) \right).
$$

In a similar way, we define $\hat{\Phi}_n$ such that

$$
\hat{\Phi}(k) = \sum_{n=0}^{\infty} \hat{\Phi}_n(k), \quad \text{so that also} \quad \hat{\Phi}(x) = \sum_{n=0}^{\infty} \hat{\Phi}_n(x).
$$

These function are given by

$$
\hat{\Phi}_0(k) = 1 + \hat{\Xi}(k) - \frac{\mu}{1 - \mu^2} \sum_i (1 + \hat{\Psi}^i(k)) (\hat{\Xi}^i(k)e^{-ik_i} - \mu \hat{\Xi}^{-i}(k)),
$$

$$
\hat{\Phi}_n(k) = \mu \sum_{i_0, \ldots, i_n} (1 + \hat{\Psi}^{i_0}(k)) \frac{(-1)^{n+1}}{1 - \mu^2} \left( \mathbf{I}^{s-1, i_s}(k)e^{-ik_{s-1}} - \mu \mathbf{I}^{-s-1, i_s}(x_s) \right)
$$

$$
\times \left( \prod_{s=1}^{n} (\mathbf{I}^{s-1, i_s}(k)e^{-ik_{s-1}} - \mu \mathbf{I}^{-s-1, i_s}(x_s)) \right) (\hat{\Xi}^{i_0}(k)e^{-ik_0} - \mu \hat{\Xi}^{-i_0}(k)).
$$
The Fourier inverses of these functions are

$$\Phi_0(x) = \delta_{0,x} + \Xi(x) - \frac{\mu}{1 - \mu^2} \sum_{t,y} (\delta_{0,y} + \Psi^t(y))(\Xi^t(x - y + e_t) - \mu \Xi^{-t}(x - y)), \quad (4.11)$$

$$\Phi_n(x) = \mu \sum_{n_0, \ldots, n_n} \sum_{x_i = x} n (\delta_{0,x} + \Psi^{n_0}(x_0)) \frac{(-1)^{n+1}}{(1 - \mu^2)^{n+1}}$$

$$\times \prod_{s=1}^{n} (\Pi^{s-1,t_s}(x_s + e_{t_s-1}) - \mu \Pi^{-t_s-1,t_s}(x_s))(\Xi^t(x_{n+1} + e_{t_n}) - \mu \Xi^{-t_n}(x_{n+1})). \quad (4.12)$$

### 4.1.3 Definition of the rewrite

In the rewrite, we extract explicit terms that are independent of $k$ and terms that involve $\hat{D}(k)$ for $\hat{F}$ and $\hat{\Phi}$. Everything else is put into the remainder terms $\hat{R}_{F,z}$ and $\hat{R}_{\Phi,z}$. The major contributions that we can extract are part of $\hat{F}_0$ and $\Phi_0$. Also $\hat{F}_1$ gives some contributions. We begin with $\hat{F}_0$ and rewrite it as

$$\hat{F}_0(k) = \frac{\mu}{1 - \mu^2} \sum_{t} \left( 1 + \hat{\Psi}^t(k) \right) (e^{-ik_t} - \mu)$$

$$= \frac{\mu}{1 - \mu^2} \left( 2d\hat{D}(k) - 2d\mu + \sum_{N=0}^{\infty} \sum_{t} (-1)^N \hat{\Psi}^{(N),t}(k)(e^{-ik_t} - \mu) \right). \quad (4.13)$$

Recall that the lace-expansion coefficients are defined via an alternating series of non-negative functions, see (4.11), (4.12). For $N = 0, 1$, we split the sum into

$$\sum_{t} \hat{\Psi}^{(N),t}(k)(e^{-ik_t} - \mu) = \sum_{t} e^{ik_t} \left( \Psi^{(N),t}(x + e_t) - \mu \Psi^{(N),t}(x) \right)$$

$$= 2d(\Psi^{(N),t}_{\alpha,1}(0)) - \mu \Psi^{(N),t}_{\alpha,1}(0)$$

$$+ 2d\hat{D}(k) \sum_{\kappa} \left( \Psi^{(N),1}_{\alpha,\kappa}(e_1 + e_\kappa) - \mu \Psi^{(N),1}_{\alpha,\kappa}(e_\kappa) \right)$$

$$+ \sum_{t} \sum_{x \in \mathbb{Z}^d} e^{ik_t} \left( \Psi^{(N),t}_{R,1}(x + e_t) - \mu \Psi^{(N),t}_{R,1}(x) \right), \quad (4.14)$$

where we see how the splits involving the subscripts $I$ and $II$ are used to extract random-walk contributions. From

$$\hat{F}_1(k) = \frac{-\mu}{(1 - \mu^2)^2} \sum_{t_0,t_1} \left( 1 + \hat{\Psi}^{t_0}(k) \right) \left( e^{-ik_{t_0}} \Pi^{t_0,t_1}(k) - \mu \Pi^{-t_0,t_1}(k) \right)(e^{-ik_{t_1}} - \mu), \quad (4.15)$$

we extract the contribution of $1 \times e^{-ik_{t_0}} \Pi^{(0),t_0,t_1} \times e^{-ik_{t_1}}$ and split it as

$$\sum_{t_0,t_1} e^{-i(k_{t_0} + k_{t_1})} \Pi^{(0),t_0,t_1}(k) = 2d \sum_{\kappa} \left( \Pi^{(0),1,\kappa}_{\alpha}(e_1 + e_\kappa) + \hat{D}(k) \Pi^{(0),1,\kappa}_{\alpha}(e_1) \right)$$

$$+ \sum_{t_0,t_1} \sum_{x \in \mathbb{Z}^d} e^{ik_t} \Pi^{(0),t_0,t_1}(x + e_{t_0} + e_{t_1}). \quad (4.16)$$

We have now collected all the terms of the split in the lines (4.13)-(4.16). The constant terms contribute to $c_{F,z}$. Terms involving $\hat{D}(k)$ give rise to $\alpha_{F,z}$. All other terms contribute to
\[ \hat{R}_{F,z}(k) \] Thus, we conclude that
\[
\hat{R}_{F,z}(k) = \hat{F}_z(k) - c_{F,z} - \alpha_{F,z} \hat{D}(k),
\]
which is the sum of the final contributions to the right hand side of (4.13), (4.14), (4.16) and the remainder of (4.15). We rewrite \( \hat{\Phi}(k) \) in the same way. We begin by noting that
\[
\hat{\Phi}_0(k) = 1 + \sum_{N \in \{0,1\}} (-1)^N \hat{\Xi}^{(N)}(k) + \sum_{N=2}^{\infty} (-1)^N \hat{\Xi}^{(N)}(k)
\]
\[
- \frac{\mu}{1 - \mu^2} \sum_{i} (1 + \hat{\Psi}(0)(\hat{\Xi}^t(k)e^{-ikx} - \mu \hat{\Xi}^{-t}(k))).
\]
For \( N = 0,1 \), we split \( \hat{\Xi}^{(N)}(k) \) as
\[
\hat{\Xi}^{(N)}(k) = \Xi^{(N)}_a(0) + 2d \hat{D}(k) \Xi^{(N)}_a(\epsilon_1) + \hat{\Xi}^{(N)}_R(k).
\]
Further, we extract the contribution of the factor 1 and \( \Xi^{(0),t} \) in the second line of (4.20) as
\[
\sum_{x,t} e^{ikx} (\Xi^{(0),t}(x + \epsilon_t) - \mu \Xi^{(0),-t}(0)) = 2d (\Xi^{(0),t}(\epsilon_1) - \mu \Xi^{(0),t}(\epsilon_1))
\]
\[ + 2d \hat{D}(k) \sum_{N \in \{0,1\}} \sum_{k} (\Xi^{(0),t}(\epsilon_k + \epsilon_1) - \mu \Xi^{(0),t}(\epsilon_k)).
\]
We define
\[
c_{\Phi,z} = 1 + \sum_{N \in \{0,1\}} (-1)^N \Xi^{(N)}_a(0) - \frac{2d \mu_z}{1 - \mu_z^2} (\Xi^{(0),t}_{a,I,z}(\epsilon_1) - \mu_z \Xi^{(0),t}_{a,I,I,z}(0)),
\]
\[
\alpha_{\Phi,z} = 2d \sum_{N \in \{0,1\}} (-1)^N \Xi^{(N)}_a(\epsilon_1) - \frac{2d \mu_z}{1 - \mu_z^2} \sum_{N \in \{0,1\}} (\Xi^{(0),t}_{a,I}(\epsilon_1) - \mu_z \Xi^{(0),t}_{a,I,I}(\epsilon_1)),
\]
\[
\hat{R}_{\Phi,z}(k) = \hat{\Phi}_z(k) - c_{\Phi,z} - \alpha_{\Phi,z} \hat{D}(k).
\]
This completes the derivation of the rewrite (1.35) and (1.36) and identifies \( \alpha_{F,z}, \alpha_{\Phi,z}, c_{F,z}, c_{\Phi,z}, \hat{R}_{F,z}, \) and \( \hat{R}_{\Phi,z} \).

At this point, it is worth mentioning that this is not the only possible split. Indeed, we could try to put more terms into \( \alpha_{F,z}, \alpha_{\Phi,z} \), thus reducing \( \hat{R}_{F,z}, \hat{R}_{\Phi,z} \), and thereby improving the efficiency of the analysis. However, numerically we found that the possible gain would not be in relation to the necessary efforts, so we refrain from this.
4.2 Assumption on the NoBLE coefficients

In this section, we reformulate Assumption 2.24 on $\alpha_{F,z}, \alpha_{F,z}, \tilde{R}_{F,z}$ and $\tilde{R}_{\phi,z}$ in terms of the NoBLE coefficients. We assume that the NoBLE coefficients have the following properties:

**Assumption 4.1** (Symmetry of the models). Let $\iota, \kappa \in \{\pm 1, \pm 2, \ldots, \pm d\}$. The following symmetries hold for all $x \in \mathbb{Z}^d$, $z \leq z_c$, $N \in \mathbb{N}$ and $\iota, \kappa$:

\[
\begin{align*}
\Xi_z^{(N)}(x) &= \Xi_z^{(N)}(-x), \\
\Psi_z^{(N),\iota}(x) &= \Psi_z^{(N),-\iota}(-x), \\
\Xi_z^{(N),\iota}(x) &= \Xi_z^{(N),-\iota}(-x), \\
\Pi_z^{(N),\iota,\kappa}(x) &= \Pi_z^{(N),-\iota,-\kappa}(-x).
\end{align*}
\]

For all $N \in \mathbb{N}$, the coefficients

\[
\Xi_z^{(N)}(x), \sum_i \Psi_z^{(N),\iota}(x), \sum_i \Xi_z^{(N),\iota}(x) \text{ and } \sum_{i,\kappa} \Pi_z^{(N),\iota,\kappa}(x),
\]

as well as the remainder terms of the split

\[
\Xi_z^{(N)}(x), \sum_i \Psi_z^{(N),\iota}(x), \sum_i \Xi_z^{(N),\iota}(x) \text{ and } \sum_{i,\kappa} \Pi_z^{(N),\iota,\kappa}(x),
\]

are totally rotationally symmetric functions of $x \in \mathbb{Z}^d$. Further, the dimensions are exchangeable, i.e., for all $\iota, \kappa$,

\[
\begin{align*}
\Psi_z^{(N),\iota}(0) &= \Psi_z^{(N),\kappa}(0), \\
\Xi_z^{(N),\iota}(0) &= \Xi_z^{(N),\kappa}(0), \\
\sum_{\kappa'} \Pi_z^{(N),\iota,\kappa'}(0) &= \sum_{\kappa'} \Pi_z^{(N),\iota,\kappa'}(0).
\end{align*}
\]

The next assumption states a bound on $\Psi_z^{(N),\kappa}$ and $\Pi_z^{(N),\iota,\kappa}$ in terms of $\Xi_z^{(N),\iota}$:

**Assumption 4.2** (Relation between coefficients). For all $x \in \mathbb{Z}^d$, $p \leq p_c$, $N \in \mathbb{N}$ and $\iota, \kappa \in \{\pm 1, \pm 2, \ldots, \pm d\}$, the following bounds hold:

\[
\begin{align*}
\Psi_z^{(N),\kappa}(x) \leq \tilde{\mu}_z \Xi_z^{(N)}(x), \\
\Pi_z^{(N),\iota,\kappa}(x) \leq \tilde{\mu}_z \Xi_z^{(N),\iota}(x).
\end{align*}
\]

As explained in Section 2.2.1 to successfully apply the bootstrap argument, we assume that the coefficients obey certain bounds when the bootstrap assumption $f_i(z) \leq \Gamma_i$ holds for all $i \in \{1, 2, 3\}$ for a given $z \in [0, z_c)$. These bounds do not depend on the value of $z$. However, their form is delicate and depends sensitively on the precise model under consideration. We assume that the same bounds hold for $z_l$ regardless of the values $f_1(z_l), f_2(z_l), f_3(z_l)$. Assumption 4.4 is the most technical assumption of this paper, and is phrased so as to allow maximal flexibility in the application of the NoBLE:

**Assumption 4.3** (Diagrammatic bounds). Let $\Gamma_1, \Gamma_2, \Gamma_3 \geq 0$. Assume that $z \in (z_l, z_c)$ is such that $f_i(z) \leq \Gamma_i$ for $i \in \{1, 2, 3\}$ holds. Then $\hat{G}_z(k) \geq 0$ for all $k \in (-\pi, \pi)^d$. There exists $\beta_\iota \geq 1, \beta_\iota > 0$ such that

\[
\frac{\mu_z}{\mu_z} \leq \beta_\iota, \quad \mu_z \geq \beta_\iota.
\]
Further, there exist $\beta^{(N)}_{\Xi}, \beta^{(N)}_{\Xi'}, \beta^{(N)}_{\Delta\Xi}, \beta^{(N)}_{\Delta\Xi'}, 0, \beta^{(N)}_{\Delta\Xi', t} \geq 0$, such that

\begin{align}
\hat{\Xi}^{(N)}(0) &\leq \beta^{(N)}_{\Xi}, & \hat{\Xi}^{(N), t}(0) &\leq \beta^{(N)}_{\Xi}, \\
\sum_x \|x\|^2 \Xi^{(N)}(x) &\leq \beta^{(N)}_{\Delta\Xi}, & \sum_x \|x\|^2 \Xi^{(N), t}(x) &\leq \beta^{(N)}_{\Delta\Xi', 0}, \\
\sum_x \|x - e_t\|^2 \Xi^{(N), t}(x) &\leq \beta^{(N)}_{\Delta\Xi', t},
\end{align}

for all $N \geq 0$ and $k \in (-\pi, \pi)^d$. Moreover, we assume that $\sum_{N=0}^{\infty} \beta^{(N)}_{\bullet} < \infty$ for $\bullet \in \{\Xi, \Xi', \Delta\Xi, \{\Delta\Xi', 0\}, \{\Delta\Xi', t\}\}$ and that

\begin{equation}
\frac{(2d - 1)\mu_z}{1 - \mu_z} \sum_{N=0}^{\infty} \beta^{(N)}_{\Xi} < 1.
\end{equation}

Further, there exist $\beta^{(0)}_{\Xi}, \beta^{(1)}_{\Xi}$ such that

\begin{equation}
\hat{\Psi}^{(0), t}(0) \geq \beta^{(0)}_{\Xi}, & \sum_{\kappa} \hat{\Pi}^{(1), t, \kappa}(0) \geq \beta^{(1)}_{\Xi}. \tag{4.35}
\end{equation}

Additionally, there exist $\beta^{(1-0)}_{\Xi_{\alpha}(0)}, \beta^{(1-0)}_{\Xi_{\alpha}(e_1)}, \beta^{(0-1)}_{\Xi_{\alpha}(e_1)}$ with

\begin{align}
-\beta^{(1-0)}_{\Xi_{\alpha}(0)} &\leq \Xi^{(1)}_{\alpha, z}(0) \leq \beta^{(0-1)}_{\Xi_{\alpha}(0)}, \\
-\beta^{(1-0)}_{\Xi_{\alpha}(e_1)} &\leq \Xi^{(1)}_{\alpha, z}(e_1) \leq \beta^{(0-1)}_{\Xi_{\alpha}(e_1)},
\end{align}

and $\beta^{(0-1)}_{\Xi_{\alpha, t}, \beta^{(0)}_{\Xi_{\alpha, t}, \Phi}, \beta^{(0)}_{\Xi_{\alpha, t}, \Phi', \Pi}, \beta^{(0)}_{\Xi_{\alpha, t}, \Phi', \Pi, \Phi}} \geq 0$ such that

\begin{align}
\Xi^{(0), t}_{\alpha, t, z}(e_t) &\leq \beta^{(0)}_{\Xi_{\alpha, t}, \Phi}, & \sum_{\kappa} \Xi^{(0), t}_{\alpha, t, z}(e_t + e_\kappa) &\leq \beta^{(0)}_{\Xi_{\alpha, t, \Phi}}, \\
\Xi^{(0), t}_{\alpha, t, z}(0) &\leq \beta^{(0)}_{\Xi_{\alpha, t}, \Phi'}, & \sum_{\kappa} \Xi^{(0), t}_{\alpha, t, z}(e_t) &\leq \beta^{(0)}_{\Xi_{\alpha, t, \Phi'}, \Pi, \Phi}.
\end{align}

Also, there exist $\beta^{(0-1)}_{\Sigma \Phi_{\alpha, t}, \beta^{(0-1)}_{\Sigma \Phi_{\alpha, t}, \Phi}, \beta^{(0-1)}_{\Sigma \Phi_{\alpha, t}, \Phi', \Pi}, \beta^{(0)}_{\Sigma \Phi_{\alpha, t}, \Phi', \Pi, \Phi}, \beta^{(0)}_{\Sigma \Phi_{\alpha, t}, \Pi, \Phi}, \beta^{(0)}_{\Sigma \Phi_{\alpha, t}, \Sigma \Phi_{\alpha, t}, \Pi, \Phi}, \beta^{(0)}_{\Sigma \Phi_{\alpha, t}, \Sigma \Phi_{\alpha, t}, \Pi, \Phi, \Pi, \Phi}, \beta^{(0)}_{\Sigma \Phi_{\alpha, t}, \Pi, \Phi, \Pi, \Phi}}$, such that

\begin{align}
-\beta^{(1-0)}_{\Sigma \Phi_{\alpha, t}} &\leq \sum_{\kappa} \left( \Psi^{(0), t}_{\alpha, t, z}(e_t + e_\kappa) - \Psi^{(1), t}_{\alpha, t, z}(e_t + e_\kappa) \right) \leq \beta^{(0-1)}_{\Sigma \Phi_{\alpha, t}, \Pi, \Phi}, \\
-\beta^{(1-0)}_{\Sigma \Phi_{\alpha, t}} &\leq \sum_{\kappa} \left( \Psi^{(0), t}_{\alpha, t, z}(e_t) - \Psi^{(1), t}_{\alpha, t, z}(e_t) \right) \leq \beta^{(0-1)}_{\Sigma \Phi_{\alpha, t}, \Pi, \Phi}, \\
\beta^{(0)}_{\Sigma \Phi_{\alpha, t}} &\leq \sum_{\kappa} \Pi^{(0), t, \kappa}(e_t) \leq \beta^{(0)}_{\Sigma \Phi_{\alpha, t}, \Pi, \Phi}.
\end{align}

For $N = 0, 1$, there exist $\beta^{(N)}_{\Xi, \Phi}, \beta^{(N)}_{\Delta\Xi, \Phi}, \beta^{(N)}_{\Delta\Phi, \Pi, \Phi}, \beta^{(N)}_{\Delta\Phi, \Pi, \Phi}, \beta^{(N)}_{\Delta\Phi, \Pi, \Phi, \Pi, \Phi}, \beta^{(N)}_{\Delta\Phi, \Pi, \Phi, \Pi, \Phi} \geq 0$, such that

\begin{align}
\sum_x \Xi^{(N)}_{\alpha, t, z}(x) &\leq \beta^{(N)}_{\Xi, \Phi}, & \sum_x \|x\|^2 \Xi^{(N), t}_{\alpha, t, z}(x) &\leq \beta^{(N)}_{\Delta\Xi, \Phi}, \\
\sum_x \Psi^{(N), t}_{\Phi, \Pi, t, z}(x) &\leq \beta^{(N)}_{\Phi, \Pi, \Pi, \Phi}, & \sum_x \|x - e_t\|^2 \Psi^{(N), t}_{\Phi, \Pi, t, z}(x) &\leq \beta^{(N)}_{\Delta\Phi, \Phi, \Pi, \Phi}, \\
\sum_x \Psi^{(N), t}_{\Phi, \Pi, t, z}(x) &\leq \beta^{(N)}_{\Phi, \Pi, \Pi, \Phi}, & \sum_x \|x\|^2 \Psi^{(N), t}_{\Phi, \Pi, t, z}(x) &\leq \beta^{(N)}_{\Delta\Phi, \Phi, \Pi, \Phi}.
\end{align}
Further, there exist $\beta_{\Xi',R,11}^{(0)}, \beta_{\Xi',R,11}^{(0)}, \beta_{\Xi',R,11}^{(0)}, \beta_{\Xi',R,11}^{(0)}, \beta_{\Xi',R,11}^{(0)}, \beta_{\Xi',R,11}^{(0)}, \beta_{\Xi',R,11}^{(0)}, \beta_{\Xi',R,11}^{(0)} \geq 0$, such that

\begin{align}
\sum_{x} \Xi_{x}^{(0),1}(x) & \leq \beta_{\Xi',R,11}^{(0)}, & \sum_{x} \|x - e_{i}\|_{2}^{2} & \leq \beta_{\Xi',R,11}^{(0)}, \\
\sum_{x} \Xi_{x}^{(0),1}(x) & \leq \beta_{\Xi',R,11}^{(0)}, & \sum_{x} \|x\|_{2}^{2} & \leq \beta_{\Xi',R,11}^{(0)}, \\
\sum_{x} \Pi_{x}^{(0),t,R}(x) & \leq \beta_{\Xi',R,11}^{(0)}, & \sum_{x} \|x\|_{2}^{2} & \leq \beta_{\Xi',R,11}^{(0)}.
\end{align}

For all $\bullet \in \{\Xi, \Xi', \Delta \Xi, \{\Delta \Xi', 0\}, \{\Delta \Xi', \iota\}\}$ and $N \in \mathbb{N}$, $\beta_{\Xi}^{(N)}$ depends only on $\Gamma_{1}, \Gamma_{2}, \Gamma_{3}, d$ and on the model. If Assumption 2.2 holds, then the bounds stated above also holds for $z = z_{1}$ with the constants $\beta_{\bullet}$ only depending on the dimension $d$ and the model.

Only the bounds (4.30)-(4.33) are essential to perform the analysis for the NoBLE. The bounds stated in (4.30)-(4.31) are used to obtain good bounds on $c_{F,z}, \alpha_{F,z}, R_{F,z}$ and $R_{\Phi,z}$ that allow us to increase the performance of the analysis and to show mean-field result in lower dimensions than otherwise possible.

We denote by $\beta_{\bullet}^{(N)}, \beta_{\bullet}^{(N)}$ and $\beta_{\bullet}^{(N)}$ the sum over all (resp. odd/even) $N$ of $\beta_{\bullet}^{(N)}$, i.e.,

\begin{equation}
\begin{aligned}
\beta_{\bullet}^{(N)} &= \sum_{N=0}^{\infty} \beta_{\bullet}^{(N)}, & \beta_{\bullet}^{(N)} &= \sum_{N=0}^{\infty} \beta_{\bullet}^{(2N+1)}, & \beta_{\bullet}^{(N)} &= \sum_{N=0}^{\infty} \beta_{\bullet}^{(2N)},
\end{aligned}
\end{equation}

for $\bullet \in \{\Xi, \Xi', \Delta \Xi, \{\Delta \Xi', 0\}, \{\Delta \Xi', \iota\}\}$. By (4.1), the values $\beta_{\Xi}^{(N)}, \beta_{\Xi}^{(N)}$ and $(-\beta_{\Xi}^{(odd)}, (\beta_{\Xi}^{(odd)})$ are explicit upper and lower bounds on $\hat{\Xi}_{z}(0)$ and $\hat{\Xi}_{z}(0)$, respectively. By Assumption 4.2 they also imply bounds on $\hat{\Psi}_{\Xi}^{i}(0)$ and $\hat{\Xi}_{z}^{i}(0)$.

We next discuss the left-continuity of the coefficients at $z = z_{c}$:

**Assumption 4.4** (Growth at the critical point). The functions $z \mapsto \hat{\Xi}_{z}(k), z \mapsto \hat{\Xi}_{z}^{i}(k), z \mapsto \hat{\Xi}_{z}(k), z \mapsto \hat{\Xi}_{z}^{i}(k), z \mapsto \Pi_{z}^{i,e}(k), z \mapsto \Pi_{z}^{i,e}(k)$ are continuous for $z \in (0, z_{c})$. Further, let $\Gamma_{1}, \Gamma_{2}, \Gamma_{3} \geq 0$ be such that $f_{i}(z) \leq \Gamma_{i}$ and that Assumption 4.3 holds. Then, the functions stated above are left-continuous in $z_{c}$ with a finite limit $z \mapsto z_{c}$ for all $x \in \mathbb{Z}^{d}$. Further, for technical reasons, we assume that $z_{c} < 1/2$.

In the remainder of this section we show that Assumptions 1.1, 4.4 imply Assumptions 2.6, 2.8 as formulated in the following proposition:

**Proposition 4.5** (Translation of the assumptions). The assumptions stated in Section 2.2 are implied by the assumptions stated in Section 4.2. More precisely,

(i) Assumption 4.1 implies Assumption 2.6.

(ii) Assumptions 4.4 - 4.3 imply Assumption 2.7.

(iii) Assumptions 4.2 - 4.4 imply Assumption 2.8.

The proof of parts (i),(ii) are relatively straightforward and are performed in Section 4.3. Part (ii) is proven using a tedious, but also straightforward, application of the bounds stated in Assumption 4.3. We add the details of this in Appendix D.
4.3 Properties of the rewrite

In this section, we prove Proposition 4.5(i) and (iii).

Proof of Proposition 4.5(i). In Assumption 4.4, we assume that the dimensions are interchangeable (recall (4.28)), so that (2.7) clearly holds. Further, we also assume in Assumption 4.4 that the two-point function \( x \mapsto G_x \) is totally rotationally symmetric.

To see that \( R_{F,z} \) and \( R_{\Phi,z} \) are totally rotationally symmetric, we note that convolutions maintain symmetry and that the NoBLE-coefficients, in the way they are combined in the definition of \( R_{F,z} \) and \( R_{\Phi,z} \), are thus also totally rotationally symmetric. This completes the proof of Proposition 4.5(i).

Proof of Proposition 4.5(iii). We prove the statement in three steps:

(a) We prove that \( \hat{D}(k) + \mu_z J + \hat{\Pi}_z(k) \) is well defined for all \( k \) and \( z \leq z_c \);

(b) We conclude that \( z \mapsto \hat{\Phi}_z(k), z \mapsto \hat{F}_z(k) \) are continuous at \( z \) and well defined at \( z_c \), which implies that the bounds stated in Assumption 2.7 also hold for \( z = z_c \);

(c) We show that \( \hat{G}_z(k) \) can be continuously extended to \( z = z_c \) for \( k \neq 0 \).

This implies the desired statement that \( z \mapsto \hat{G}_z(k) \) is left-continuous at \( z = z_c \) for any \( k \neq 0 \) and that the bounds stated in Assumption 2.7 also hold for \( z = z_c \).

(a) We begin by showing that

\[
\left\| \left( \hat{D}(k) + \mu_z J \right)^{-1} \hat{\Pi}_z(k) \right\|_\infty = \sup_{\|v\|_\infty = 1} \max_i \left| \left( \left( \hat{D}(k) + \mu_z J \right)^{-1} \hat{\Pi}_z(k) \right) v_i \right| < 1. \tag{4.50}
\]

We start by noting that \( \left( \hat{D}(k) + \mu_z J \right)^{-1} = \frac{1}{1 - \mu_z^2} (\hat{D}(-k) - \mu_z J) \), so that

\[
\left( \left( \hat{D}(k) + \mu_z J \right)^{-1} \hat{\Pi}_z(k) v_i \right) = \frac{1}{1 - \mu_z^2} \sum_\kappa (\hat{\Pi}_z^{\kappa}(k) e^{i k \cdot \xi} - \mu_z \hat{\Pi}_z^{\kappa}(k) v_\kappa). \tag{4.51}
\]

Thus, for \( v \) with \( \|v\|_\infty = 1 \),

\[
\left\| \left( \hat{D}(k) + \mu_z J \right)^{-1} \hat{\Pi}_z(k) v \right\|_\infty \leq \frac{1 + \mu_z}{1 - \mu_z^2} \|v\|_\infty \sum_{N,\kappa,\xi} \Pi^{(N)\kappa,\xi}(x) \tag{4.29}, \tag{4.31}\]

\[
\leq \frac{2d \mu_z}{1 - \mu_z^2} \beta_2^{abs} < 1, \tag{4.52}
\]

which proves (4.50). From (4.50), it follows that the matrix \( I + \left[ \hat{D}(k) + \mu_z J \right]^{-1} \hat{\Pi}_z(k) \) is invertible. Then, we use standard linear algebra to compute

\[
\left[ I + \left( \hat{D}(k) + \mu_z J \right)^{-1} \hat{\Pi}_z(k) \right]^{-1} \left[ \hat{D}(k) + \mu_z J \right]^{-1} \left[ \hat{D}(k) + \mu_z J + \hat{\Pi}_z(k) \right] \tag{4.53}
\]

\[
= \left[ I + \left( \hat{D}(k) + \mu_z J \right)^{-1} \hat{\Pi}_z(k) \right]^{-1} \left[ I + \left( \hat{D}(k) + \mu_z J \right)^{-1} \hat{\Pi}_z(k) \right] = I,
\]

which implies that the matrix \( \hat{D}(k) + \mu_z J + \hat{\Pi}_z(k) \) is invertible.

(b) By Assumption 4.4, we know that the NoBLE coefficients are continuous in \( z \). This also implies that \( \hat{D}(k) + \mu_z J + \hat{\Pi}_z(k) \) is continuous in \( z \), and as it is well defined by (a), its inverse
is also continuous. Further, we note that the bounds on the coefficients $\beta_\bullet$ are independent of the value of $z \in (z_I, z_c)$ and the coefficients are left-continuous in $z = z_c$. Reviewing the definition of $\hat{\Phi}_z(k)$ and $\hat{F}_z(k)$ in (1.33)-(1.34), we conclude that these functions are continuous in $z \in (z_I, z_c)$ and left-continuous at $z = z_c$.

(c) The dominated convergence theorem implies that

$$G_{z_c}(x) = \lim_{z \searrow z_c} G_z(x) = \lim_{z \searrow z_c} \int_{(-\pi,\pi)^d} \frac{\hat{\Phi}_z(k)e^{ik \cdot x}}{1 - \hat{F}_z(k)} \frac{d^dk}{(2\pi)^d},$$

(4.54)

where we use the left-continuity of $z \mapsto \hat{\Phi}_z(k)$ and $z \mapsto \hat{F}_z(k)$ at $z = z_c$ proved above, and we further note that $\beta_{\alpha,R} - \beta_{\Delta R,F} > 0$ and $\beta_{\Delta R,F} - \beta_{\alpha,\Phi} - \beta_{R,\Phi} > 0$ together with (1.37) imply the infrared bound holds uniformly in $[z_I, z_c)$ for $\hat{\Phi}_z(k)/(1 - \hat{F}_z(k))$, so that the integral in (4.54) is well defined. Thus, we still have the Fourier representation (1.32), with the understanding that $\hat{G}_{z_c}(k)$ for $k \neq 0$ is defined by $\hat{G}_{z_c}(k) = \hat{\Phi}_{z_c}(k)/(1 - \hat{F}_{z_c}(k))$. Since $\hat{F}_{z_c}(0) = 1$, this characterization can not be used for $k = 0$. This completes the proof of Proposition 4.5(iii).

5 Numerical bounds

In this section we discuss the ideas underlying the numerical computation of our bounds on the NoBLE coefficients. These ideas are model independent, while the implementation itself is not. We first explain how we compute the numerical bounds on the SRW-integrals that we have used for the improvement of bounds in Section 3 and to obtain numerical bounds on the coefficients. Then, we explain how the bootstrap functions are used to bound simple diagrams. At the end of this section, we explain how we compute the $\beta_{\text{abs}}$ as sums over $\beta_{(N)}$, which is not straightforward as the bounds on the NoBLE coefficients are stated in the form of matrix-products.

5.1 Simple random walk integrals

We bound the SRW-integrals $I_{n,l}, K_{n,l}, T_{n,l}, U_{n,l}$ defined in (3.35)-(3.38). We first compute $I_{n,m}(x)$ and then show that the other integrals can be bounded in terms of it. We compute $I_{n,m}(x)$ using

$$I_{n,m}(x) = I_{n,m-1}(x) - I_{n-1,m-1}(x),$$

(5.1)

which is obtained by writing $\hat{D}(k) = 1 - [1 - \hat{D}(k)]$ in (3.29). Using (5.1), the problem of computing $I_{n,m}$ for general $n, m \in \mathbb{N}$ simplifies to the computation of $I_{n,0}$ and $I_{0,m}$ for all $n, m \in \mathbb{N}$.

5.1.1 Computation of the Green’s function

We compute $I_{n,0}$ in the same way as Hara and Slade in [27, Appendix B], as we explain now. Let $b(n, s)$ be the modified Bessel function of the first kind and $F(t, d, n)$ the modified Bessel
function, i.e.,
\[ b(n, s) = \sum_{k=0}^{\infty} (-1)^k \left( \frac{s}{2} \right)^{2k+n} \frac{1}{k!(n+k+1)!}, \quad F(t, d, n) = e^{-t/d}b(n, t/d), \quad (5.2) \]
see e.g. [19] (8.401) and (8.406) or [1] Section 9.6. Using
\[ \frac{1}{[1 - \tilde{D}(k)]^n} = \frac{1}{(n-1)!} \int_0^{\infty} t^{n-1} e^{-t[1-\tilde{D}(k)]} dt, \quad (5.3) \]
we compute
\[ I_{n,0}(x) = \frac{1}{(n-1)!} \int_0^{\infty} t^{n-1} \prod_{\mu=1}^d F(t, d, |x_{\mu}|) dt, \quad (5.4) \]
see [27] Appendix B. Most mathematical software packages, such as Mathematica, Matlab, and R, come with a method to compute the modified Bessel Integral. We have used Mathematica which allows to control the precision of the computation. With the built-in function we compute \( I_{4,0}(x) \) in \( d \geq 15 \) and \( I_{5,0}(x) \) in \( d \geq 18 \) up to a precision of \( 10^{-20} \). To be able to compute these basic SRW-integrals in lower dimensions, we implement the algorithm given in [27] Appendix B, where also a rigorous bound on the error is proven. This algorithm is based on a Taylor approximation of the Bessel function.

5.1.2 Computation of the random walk transition probability

The computation of \( I_{0,m}(x) \) is a purely combinatorial problem as \((2d)^m I_{0,m}(x) = p_m(x)\), where \( p_m(x) \) is the number of \( m \)-step SRWs with \( \omega_0 = 0, \omega_m = x \). The value of \( p_m(x) \) can be obtained by simple combinatorial means. As an example, we explain the computation of \( p_6(0) \).

When \( \omega_0 = \omega_6 = 0 \), the walk uses at most three different dimensions as it needs to undo all its steps. In the following, we distinguish between the number of dimensions used by the walker:

- When the walk only uses one dimension, it steps three times to the positive direction (right) and three times to the negative direction (left). As any combination of left and right steps is allowed there are \( 6!/3!3! \) different possibilities for that. As there are \( d \) choices for the dimension used, there are \( d \frac{6!}{3!3!} \) such walks.

- When the walk uses two dimensions, it makes 4 steps in one dimension and 2 in the other. As any combination of moves is allowed, there are \( 6!/(2!2!1!) \) different possibilities for that. Further, there are \( d \) choices for the dimension in which to take 4 steps, and likewise \( d-1 \) choices for the dimension where 2 steps are made. Thus, there are \( d(d-1) \frac{6!}{2!2!} \) SRW 6-step loops using steps in exactly two dimensions.

- When the walk uses three dimensions, then there are 2 steps in each dimension. There are \( 6! \) different orders for these 6 steps (including the back and forth steps in each of the three dimensions). Further, we have to choose 3 out of the \( d \) dimensions (without repetition). This gives a factor \( d(d-1)(d-2)6! \).
This means that
\[ p_6(0) = d \binom{6}{3,3} + d(d-1) \binom{6}{2,2,1,1} + \frac{d(d-1)(d-2)}{3!} \binom{6}{1,1,1,1,1,1}, \]  
where the multinomial coefficient is defined as
\[ \binom{m}{k_1, k_2, \ldots, k_r} = \frac{m!}{k_1!k_2!\ldots,k_r!}. \]

For our analysis, we use the values of \( p_n(x) \) for \( n \in \{0, \ldots, 20\} \) for about 24 different values of \( x \). We have implemented a program for this, and the algorithm can be found in the accompanying Mathematica notebooks (see also Section 6, where the Mathematica notebooks are described in more detail).

5.2 Bounds on related SRW-integrals

In this section, we show how to bound the integrals defined in (3.36)-(3.38). This section is an adaption of [27, Appendix B.1] by Hara and Slade, who computed numerical bounds on these integrals to prove mean-field behaviour for nearest-neighbour SAW in \( d \geq 5 \).

Bound in terms of \( I_{n,l}, L_n, V_n \) We first show how we bound the integrals defining \( K_{n,l}(x) \), \( U_{n,l}(x) \) and \( T_{n,l} \) in terms of \( I_{n,l} \), as well as the related integrals \( L_n(x) \) and \( V_{n,l} \) defined by
\[ L_n(x) = \int_{(-\pi,\pi)^d} \hat{C}(k)^n \hat{\mathcal{D}}(x)(k)^2 \frac{d^dk}{(2\pi)^d} \]  
and
\[ V_{n,l} = \int_{(-\pi,\pi)^d} \frac{\hat{\mathcal{D}}(k)^{l}\hat{\mathcal{D}}(\sin(k))^2}{|1 - \hat{\mathcal{D}}(k)|^n} \frac{d^dk}{(2\pi)^d}. \]

We use the Cauchy-Schwarz inequality to bound \( K_{n,l}(x) \) and \( U_{n,l}(x) \) defined in (3.36) and (3.38) by
\[ K_{n,l}(x) \leq |I_{n,2l}(0)L_n(x)|^{1/2}, \quad U_{n,l}(x) \leq |V_{n,2l}L_n(x)|^{1/2}. \]

To bound \( T_{n,l} \) defined in (3.37), we use (3.32) and \( |\hat{\mathcal{D}}(\sin(k))| \leq 1/d \), respectively, to compute
\[ |\hat{M}(k)| \leq |\hat{D}(k)| + 2|\hat{\mathcal{D}}(\sin(k))\hat{C}(k)| \leq |\hat{D}(k)| + \min \left\{ \frac{4}{d}, \frac{2}{d} \hat{C}(k) \right\}. \]

This leads to
\[ T_{n,l}(x) \leq \int_{(-\pi,\pi)^d} |\hat{D}(k)||\hat{C}(k)^n||\hat{M}(k)||\hat{\mathcal{D}}(x)(k)||\frac{d^dk}{(2\pi)^d} \leq K_{n,l+1}(x) + \min \left\{ \frac{4}{d} K_{n,l}(x), \frac{2}{d} K_{n+1,l}(x) \right\}. \]

Next, we discuss improvements for the bounds on \( K_{n,l}(x) \) and \( U_{n,l} \). As \( |\hat{\mathcal{D}}(\sin(k))| \leq 1/d \) (recall (3.32)), we know that
\[ U_{n,l}(x) \leq \frac{1}{d} K_{n,l}(x). \]
For \( x = 0 \) and even \( l \), we use \( \hat{D}^{(0)}(k) = 1 \), \( \hat{D}^{(1)}(k) \geq 0 \) and (3.26) to compute
\[
U_{n,l}(0) = \frac{1}{2d} \left( I_{n,l}(0) - I_{n,l}(2e_1) \right).
\] (5.13)

For \( x = 0 \) we can use a better bound for \( K_{n,l} \) in the form
\[
K_{n,l}(0) \begin{cases} = I_{n,l}(0) & \text{if } l \text{ is even,} \\ \leq I_{n+1,l}(0)/2 & \text{if } l \text{ is odd.} \end{cases}
\] (5.14)

Moreover, we use a different bound for \( l = 0 \). We note that, for \( n \geq 1 \),
\[
\frac{1}{[1 - \hat{D}(k)]^n} = \frac{1}{[1 - \hat{D}(k)]^{n-1}} + \frac{\hat{D}(k)}{[1 - \hat{D}(k)]^n} + \frac{\hat{D}(k)^2}{[1 - \hat{D}(k)]^n},
\] (5.15)

which implies that \( K_{n,l}(x) \leq K_{n-1,l}(x) + K_{n-1,l+1}(x) + K_{n,l+2}(x) \), and thus
\[
K_{n,0}(x) \leq K_{n-1,0}(x) + [I_{n-1,2}(0)L_{n-1}(x)]^{1/2} + [I_{n,4}(0)L_n(x)]^{1/2}.
\] (5.16)

**Computation of \( L_n \).** By the definition of \( \hat{D}^{(x)}(k) \) in (3.31), it is not difficult to see that
\[
L_n(x) = \int_{(-\pi,\pi)^d} \left( \frac{\hat{D}(x)(k)}{1 - \hat{D}(k)} \right)^2 \frac{d^dk}{2\pi^d} = \frac{1}{2^d d!} \sum_{\mu \in P_d} \sum_{\delta \in \{-1,1\}^d} I_{n,0}(x + p(x; \nu, \delta)).
\] (5.17)

The set \( P_d \) and the operator \( p(x; \nu, \delta) \) are defined in Definition 2.8. As we can compute \( I_{n,0}(x) \), we can also compute the sum in (5.17) directly.

The value of \( I_{n,0}(x) \) only depends on the number of entries that have a given absolute value, so that we can reduce the domain over which we sum. We explain this in two examples:

**Example 1: Computation of \( L_n(e_1) \).** As the first example, we show that
\[
L_n(e_1) = \frac{1}{2d} I_{n,0}(0) + \frac{1}{2d} I_{n,0}(2e_1) + \frac{d-1}{d} I_{n,0}(e_1 + e_2).
\] (5.18)

By symmetry, \( I_{n,0}(e_1 + p(e_1; \nu, \delta)) = I_{n,0}(e_1 + e_2) \) for all \( \delta \in \{-1,1\}^d \) and \( \nu \in P_d \) with \( \nu_1 \neq 1 \). This explains the third summand of (5.18), where we note that there are \((d - 1)!(d - 1)\) permutations \( \nu \) with \( \nu_1 \neq 1 \). That leaves \((d - 1)!\) permutations \( \nu \) with \( \nu_1 = 1 \). As all entries of \( p(e_1; \nu, \delta) \) except the first one are zero, the values \( \delta_2, \ldots, \delta_d \) do not affect the summand. If \( \delta_1 = 1 \), then \( e_1 + p(e_1; \nu, \delta) = 2e_1 \) and if \( \delta_1 = -1 \), then \( e_1 + p(e_1; \nu, \delta) = 0 \). The two cases correspond to the first and second term in (5.18) and complete the proof of (5.18).

**Example 2: Computation of \( L_n(e_1 + e_2) \).** As the second example, we derive that
\[
L_n(e_1 + e_2) = \frac{(d - 2)(d - 3)}{d(d - 1)} I_{n,0}(e_1 + e_2 + e_3 + e_4)
+ \frac{d - 2}{2d(d - 1)} (I_{n,0}(e_1 + e_2) + I_{n,0}(2e_1 + e_2 + e_3))
+ \frac{1}{4d(d - 1)} (I_{n,0}(0) + I_{n,0}(2e_1 + 2e_2) + 2I_{n,0}(2e_1)).
\] (5.19)
Computation of proof of (5.19). \( \delta \) depending on the sign of \( \nu \). {\( \delta \) which only depends on \( \nu \) \{which yields the first summand of (5.19). The second corresponds to the case that either both of the first two coordinates, i.e., \( \nu \) for which \( \{\nu_1, \nu_2\} \cap \{1, 2\} = \emptyset \). For these \( \nu \),

\[
I_{n,0}(e_1 + e_2 + p(e_1; \nu, \delta)) = I_{n,0}(e_1 + e_2 + e_3 + e_4),
\]

which yields the first summand of (5.19). The second corresponds to the case that either \( e_1 \) or \( e_2 \) is mapped to one of the first two coordinates. For example, let us assume \( \nu_1 = 1 \) and \( \nu_2 = 3 \), then

\[
e_1 + e_2 + p(e_1; \nu, \delta) \in \{2e_1 \pm e_2 \pm e_3, \pm e_2 \pm e_3\},
\]

depending on the sign of \( \delta \). This gives the second summand of (5.19). If we map \( e_1 + e_2 \) to both of the first two coordinates, then

\[
e_1 + e_2 + p(e_1; \nu, \delta) \in \{0, 2e_1, 2e_2, 2e_1 + 2e_2\},
\]

which only depends on \( \delta_1 \) and \( \delta_2 \). This gives the third summand of (5.19) and completes the proof of (5.19).

**Computation of \( V_{n,l} \).** The equality (5.25) implies that

\[
\hat{D}^\sin(k)^2 = \frac{1}{(2d)^2}[1 - \hat{D}(2k)]^2 = \frac{1}{(2d)^2} \left[ 1 - \frac{2}{2d} \sum_i e^{2ik_i} + \frac{1}{(2d)^2} \sum_{i,k} e^{2(k_i + k_n)} \right].
\]

From this, we conclude that

\[
V_{n,l} = \int_{(-\pi, \pi)^d} \frac{\hat{D}(k)[\hat{D}^\sin(k)]^2}{[1 - \hat{D}(k)]^n} \frac{d^d k}{(2\pi)^d} = \frac{1}{(2d)^2} \left( I_{n,l}(0) - 2I_{n,l}(2e_1) + \frac{d - 1}{d} I_{n,l}(2e_1 + 2e_2) + \frac{1}{2d} I_{n,l}(0) + \frac{1}{2d} I_{n,l}(4e_1) \right).
\]

**Bounds on the suprema of** \( I_{n,l}(x) \), \( K_{n,l}(x) \), \( T_{n,l}(x) \), \( U_{n,l}(x) \). In Section 4.3 we have bounded \( \mathcal{H}^H_{x,l}(x) \) in terms of SRW-integrals. To compute the bound on \( f_3 \), we need to rely on

\[
\sup_{x \in S} I_{n,l}(x), \quad \sup_{x \in S} K_{n,l}(x), \quad \sup_{x \in S} T_{n,l}(x), \quad \sup_{x \in S} U_{n,l}(x),
\]

for different sets of vertices \( S \). For finite sets, we simply take the maximum of the elements. To obtain bounds for infinite \( S \), we use monotonicity of the SRW-integrals as formulated in the following lemma:

**Lemma 5.1** (Monotonicity of \( I_{n,l}(x) \) and \( L_{n,l}(x) \) in \( x \)). Let \( n \) be a positive integer and consider \( x, y \in \mathbb{Z}^d \) with \( x_1 \geq x_2 \geq \cdots \geq x_d \geq 0 \) and \( y_1 \geq y_2 \geq \cdots \geq y_d \geq 0 \). Then,

\[
I_{n,l}(x + y) \leq I_{n,l}(x), \quad L_n(x + y) \leq L_n(x).
\]
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This lemma is a combination of [27, Lemmas B.3 and B.4]. In the previous section, we have obtained bounds on $K_{n,l}(x), T_{n,l}(x), U_{n,l}(x)$ for a given $x$ in terms of $I_{n,l}(x), L_{n,l}(x), V_{n,l}(x)$. Thus, the supremum in (5.20) is obtained for an $x$ with the lowest order in the sense of Lemma 5.1. Therefore, when we use the following infinite set $Q = \{ x \in \mathbb{Z}^d : \sum_i |x_i| > 2 \}$, we bound the corresponding SRW-integrals by

$$\sup_{x \in Q} I_{n,l}(x) = \max \{ I_{n,l}(3e_1), I_{n,l}(2e_1 + e_2), I_{n,l}(e_1 + e_2 + e_3) \},$$

$$\sup_{x \in Q} L_{n,l}(x) = \max \{ L_{n,l}(3e_1), L_{n,l}(2e_1 + e_2), L_{n,l}(e_1 + e_2 + e_3) \}.$$  (5.28)

### 5.3 Bounds implied by the bootstrap functions and SRW integrals

For the analysis presented in the previous sections, we use that bounds on the bootstrap functions $f_1, f_2$ and $f_3$ imply bounds on the NoBLE coefficients, see e.g., Assumptions 2.7 & 4.3. In the model-dependent papers, we prove that the coefficients can be bounded by combinations of simple diagrams. Simple diagrams are diagrams arising from combinations of two-point functions, like the triangle diagram that we have already seen for percolation:

$$\nabla_p(x) = (G_z \ast G_z \ast G_z)(x).$$

The simple diagrams can then be bounded using the bootstrap function $f_2$, e.g.,

$$\nabla_p(x) = \int_{(-\pi,\pi)^d} \hat{G}_z(k)^3 e^{i k \cdot x} \frac{d^d k}{(2\pi)^d}$$

$$\leq \left( \frac{2d - 2}{2d - 1} \Gamma_2 \right)^3 \int_{(-\pi,\pi)^d} \hat{C}(k)^3 \frac{d^d k}{(2\pi)^d} = \left( \frac{2d - 2}{2d - 1} \Gamma_2 \right)^3 I_{3,0}(0),$$

which can be computed numerically. In this section, we present the bounds that we use in our implementation of the analysis. These bounds are optimized so as to obtain the best numerical bounds on $\beta$ possible for Assumption 4.3.

#### 5.3.1 Simple and repulsive diagrams

In this section, we explain how to bound simple diagrams and repulsive diagrams, that we define below.

The bounds on the simple diagrams are model dependent. However, for all models that we consider, the bounds are using the same idea that we present below. We require some notions that have not been introduced yet, namely, the minimal length of an interaction, the modified two-point function and repulsive diagrams. As an example, we give the definitions for percolation. The definitions for LT and LA are straightforward generalizations.

For percolation, we define $\{ x \leftrightarrow^m y \}$ to be the event that there exists a path consisting of at least $m$ open bonds connecting $x$ and $y$. Similarly, we define $\{ x \leftrightarrow^{2m} y \}$ as the event that there exists a path consisting of exactly $m$ open bonds connecting $x$ and $y$. [This is not the same as the event that the graph distance in the percolation cluster equals $m$, but it implies that it is at most $m$.] To characterize these interactions, we define the adapted two-point function, which are given for percolation by

$$G_{m,z}(x) = \mathbb{P}_z \left( x \leftrightarrow^m y \right), \quad G_{2m,z}(x) = \mathbb{P}_z \left( x \leftrightarrow^{2m} y \right).$$
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For all models under consideration the following holds, for all \( n \in \mathbb{N} \),
\[
G_{m,z}(x) \leq (2d\bar{\mu}_z)^mc_m(x),
\]
where \( c_m(x) \) is the number of \( m \)-step self-avoiding walks starting at the origin and ending at \( x \). A diagram is repulsive if the paths involved do not intersect. For percolation, for example, the repulsive bubble and triangle are given by
\[
B_{m_1,m_2}(x) = \sum_{y \in \mathbb{Z}^d} \mathbb{P}_z \left\{ 0 \xleftarrow{m_1} y \right\} \circ \{ y \xleftarrow{m_2} x \},
\]
\[
T_{m_1,m_2,m_3}(x) = \sum_{v,y \in \mathbb{Z}^d} \mathbb{P}_z \left\{ 0 \xleftarrow{m_1} v \right\} \circ \{ v \xleftarrow{m_2} y \} \circ \{ y \xleftarrow{m_3} x \},
\]
where the symbol \( \circ \) denotes the disjoint occurrence, which is a standard notion in percolation theory, see e.g., [20]. For the examples above, it means that the occupied paths that are required to exist make use of disjoint sets of bonds.

Below, we use the symbol \( (f \otimes g)(x) \) to describe that the paths involved for \( f \) are disjoint from the path involved in \( g \). For example, \( (G_{n,z} \otimes G_{m,z})(x) \) represents the diagram where the path used in \( G_{n,z} \) is disjoint from that used in \( G_{m,z} \). We define \( a_n(x) \) to be the number of \( n \)-step simple random walk from 0 to \( x \) that never use a bond twice, and note that \( (a_n \otimes a_m)(x) \leq a_{n+m}(x) \). Further, \( (a_n \otimes G_{m,z})(x) \) represents the combination of an \( n \)-step SRW path counted in \( a_n \), and a percolation path of length at most \( m \), where, given the \( n \)-step SRW path, \( G_{m,z}(x) \) is the probability that an occupied percolation path exists that uses different bonds than the \( n \)-step SRW. The bounds that we explain below rely on the following bounds on the two-point function that hold for all models that we consider:
\[
G_{m,z}(x) \leq R_{m,0} \leq (2d\bar{\mu}_z)^m(a_m \otimes G_z)(x),
\]
\[
G_{m,z}(x) \leq \sum_{i=m}^{s-1} G_{i,z}(x) + G_{s,z}(x) \leq \sum_{i=m}^{s-1} (2d\bar{\mu}_z)^i a_i(x) + (2d\bar{\mu}_z)^s (a_s \otimes G_z)(x),
\]
\[
R_{n,m}(x) \leq (2d\bar{\mu}_z)^n (a_n \otimes G_{m,z})(x) + R_{n+1,m}(x),
\]
for \( s,n,m \in \mathbb{N} \) with \( s > m \).

### 5.3.2 Bounds on simple diagrams

Here we derive efficient numerical bounds on simple diagrams. Throughout this section, we fix \( n \in \mathbb{N} \) and \( m_i \in \mathbb{N} \) for \( i = 1, \ldots, n \). Further, we use the notation \( m_{i,j} = \sum_{s=i}^j m_s \).

Assuming bounds on the bootstrap functions, we obtain the following bound for non-repulsive diagrams from \([5.33]\):
\[
(G_{m_1} \ast G_{m_2} \ast \cdots \ast G_{m_n})(x) \leq (2d\bar{\mu}_z)^{m_{1,n}}(D^{m_{1,n}} \ast G^n)(x) \\
\leq \left( \frac{2d}{2d-1} \right)^{m_{1,n}} \left( \frac{2d-2}{2d-1} \right)^n \gamma_1^{m_{1,n}} \gamma_0^n K_{n,m_{1,n}}(x).
\]
When \( m_{1,n} \geq 10 \), we also use this bound also for the repulsive diagrams. For \( m_{1,n} < 10 \), we instead use the repulsiveness to reduce the numerical bounds in most cases by around 50%. We obtain these improved bound by extracting short, explicit contributions. In high
dimensions, short connections typically give the leading contribution to diagrams, so treating them more precisely often pays off. This requires the computation of $a_n(x)$, for all $x \in \mathbb{Z}^d$ and $n \in \mathbb{N}$. For $n < 10$, we compute these values using a simple Java program that can be downloaded from the website of the first author [14].

We start by explaining the bound on the repulsive bound for the example of a bubble. We fix an $M \in \mathbb{N}$ with $M \geq m_1 + m_2$ and use (5.38) to obtain

$$\mathcal{B}_{m_1,m_2}(x) \leq \sum_{i=m_1}^{M-m_2-1} (2d\tilde{\mu}_z)^i(a_i \otimes G_{z,m_2})(x) + \mathcal{B}_{M-m_2,m_2}(x) \quad (5.40)$$

$$\leq \sum_{s_1=m_1}^{M-m_2-1} \left( \sum_{s_2=m_2}^{M-1-s_1} a_{s_1+s_2}(x)\tilde{\mu}^{s_1+s_2}_z \right) + (2d\tilde{\mu}_z)^M(D^*M \ast G_z)(x)$$

$$\quad + (2d\tilde{\mu}_z)^M(D^*M \ast G_z^2)(x)$$

$$= \sum_{i=m_1,2}^{M-1} (i + 1 - m_{1,2})a_i(x)\tilde{\mu}^i_z$$

$$\quad + (M - m_{1,2})(2d\tilde{\mu}_z)^M(D^*M \ast G_z)(x) + (2d\tilde{\mu}_z)^M(D^*M \ast G_z^2)(x).$$

We extend this idea to obtain a bound on the triangle of the form

$$\mathcal{F}_{m_1,m_2,m_3}(x) \leq \sum_{i=m_{1,3}}^{M-1} a_i(x)\tilde{\mu}^i_z \sum_{s_1=m_1}^{i-m_2} \sum_{s_2=m_2}^{i-s_1} 1$$

$$\quad + \sum_{s=m_1}^{M-2,3-1} (M - m_{2,3} - s)(2d\tilde{\mu}_z)^M(D^*M \ast G_z)(x)$$

$$\quad + (M - m_{1,3})(2d\tilde{\mu}_z)^M(D^*M \ast G_z^2)(x) + (2d\tilde{\mu}_z)^M(D^*M \ast G_z^3)(x)$$

$$= \sum_{i=m_{1,3}}^{M-1} \frac{(i + 1 - m_{1,3})(i + 2 - m_{1,3})}{2}a_i(x)\tilde{\mu}^i_z$$

$$\quad + \frac{(M - m_{1,3})(M - 1 - m_{1,3})}{2}(2d\tilde{\mu}_z)^M(D^*M \ast G_z)(x)$$

$$\quad + (M - m_{1,3})(2d\tilde{\mu}_z)^M(D^*M \ast G_z^2)(x) + (2d\tilde{\mu}_z)^M(D^*M \ast G_z^3)(x).$$

In the same way, we bound the square by

$$\mathcal{F}_{m_1,m_2,m_3,m_4}(x) \quad (5.42)$$

$$\leq \sum_{i=m_{1,4}}^{M-1} \frac{3}{6}i(i - m_{1,4} + s)a_i(x)\tilde{\mu}^i_z + \frac{3}{6}(M - m_{1,4} + s)(2d\tilde{\mu}_z)^M(D^*M \ast G_z)(x)$$

$$\quad + \frac{(M - m_{1,4})(M - 1 - m_{1,4})}{2}(2d\tilde{\mu}_z)^M(D^*M \ast G_z^2)(x)$$

$$\quad + (M - m_{1,4})(2d\tilde{\mu}_z)^M(D^*M \ast G_z^3)(x) + (2d\tilde{\mu}_z)^M(D^*M \ast G_z^4)(x).$$

5.3.3 Bounds on weighted diagrams

Weighted diagrams, such as $\mathcal{H}_{z}^{a,4}(x)$ in (3.10), are bounded using the bootstrap function $f_3$, defined in [23]. It is especially beneficial to extract explicit contributions from the weighted
diagrams, as the bound produced by \( f_3 \) is not very sharp and \( \mathcal{H}_{z}^{1,l}(x) \) decreases quite fast when we increase \( l \). We conclude from (5.37) that, for \( l \leq M \),

\[
\mathcal{H}_{z}^{1,l}(x) = \sum_{y} \|y\|^2 G_z(y)(G_z * D^l)(x - y) \leq \sum_{i=1}^{M-1} (2d\bar{\mu}_z)^{i-l}\mathcal{H}_{z}^{0,i}(x) + (2d\bar{\mu}_z)^{M-l}\mathcal{H}_{z}^{1,M}(x).
\]

(5.43)

For \( x \) that are close to the origin we can bound \( \mathcal{H}_{z}^{0,i}(x) \) quite efficiently. We abbreviate \( H_z(x) = \|x\|^2 G_z(x) \) and compute that

\[
\mathcal{H}_{z}^{0,0}(0) = H_z(0) = 0,
\]

(5.44)

\[
\mathcal{H}_{z}^{0,1}(0) = (D \ast H_z)(0) = \frac{1}{2d} \sum_{i} H_z(e_i) = G_z(e_1),
\]

(5.45)

\[
\mathcal{H}_{z}^{0,2}(0) = (D \ast D \ast H_z)(0) = \frac{1}{(2d)^2} \sum_{i,\kappa} \|e_i + e_\kappa\|^2 G_z(e_i + e_\kappa),
\]

\[
= \frac{1}{2d} \left(4(2d-2)G_z(e_1 + e_2) + 4G_z(2e_1)\right).
\]

(5.46)

Most of the weighted diagram that arise in our bounds on the NoBLE coefficient are repulsive. Using this repulsiveness, we can make another substantial improvement. As an example, let us consider \((a_1 \otimes H_z)(0)\). All connections counted in \( H_z \) need to make at least three steps as the direct step is used by \( a_1 \), so that

\[
\frac{1}{2d}(a_1 \otimes H_z)(0) = (D \otimes H_z)(0) = G_{3,z}(e_1),
\]

(5.47)

which is numerically a factor \(1/2d \) better than the bound in (5.45). If we consider two explicit steps of \( e_i + e_\kappa \), then we obtain the bound

\[
(a_2 \otimes H_z)(0) \leq 8d((2d-2)\bar{\mu}_z^4 + G_{6,z}(2e_1))
\]

\[
+ 8d(2d-2)(\bar{\mu}_z^2 + 4(2d-3)\bar{\mu}_z^4 + G_{6,z}(e_1 + e_2)).
\]

(5.48)

In our computations we have extracted all paths up to a length of six and manually computed the number of percolation paths that do not use any bond of the first path. This leads to excellent bounds on closed weighted repulsive diagrams. For bubbles and triangles, we extend the idea used in (5.40)-(5.41) for \( m_1, m_2 \in \mathbb{N} \) with \( m_1 + m_2 < 6 \), to compute that

\[
(G_{m_1,z} \otimes H_z)(0) \leq \sum_{i=m_1}^{5} \bar{\mu}_z^i(a_i \otimes H_z)(0) + (G_{6,z} \otimes H_z)(0),
\]

(5.49)

\[
(G_{m_1,z} \otimes G_{m_2,z} \otimes H_z)(0) \leq \sum_{i=m_1+m_2}^{5} \frac{1}{2}(i + 1 - m_1 - m_2)(i + 2 - m_1 - m_2)\bar{\mu}_z^i(a_i \otimes H_z)(0)
\]

\[
+ (6 - m_1 - m_2)\bar{\mu}_z^6(a_6 \otimes G_z \otimes H_z)(0)
\]

\[
+ \bar{\mu}_z^6(a_6 \otimes G_z \otimes G_z \otimes H_z)(0).
\]

(5.50)

The terms involving \( a_i \otimes H_z \) are computed explicitly. All contributions involving a \( G_z \) factor also contain a factor \( a_6 \), numerically making them of order \( d^{-3} \). Since \( H_z(y) = \|y\|^2 G_z(y) \), we
can bound these minor contributions using $f_3$ by removing the added restrictions that the $\otimes$ convolution imposes and replacing it by a normal convolution. In this bound, we even bound $a_6(y) \leq (2d)^6 D^{ab}(y)$. Following this strategy, we reduce the effect of the bad bound $f_3$ and enhance our numerical bounds.

### 5.4 Analysis of matrix-valued diagrammatic bounds

In Section 4, we use the bounds in Assumption 4.3 to bound the terms appearing in the rewrite of the NoBLE equation. These bounds are stated in terms of the functions $\Xi^{(N)}$ and $\Xi^{(N)},\iota$. Bounds on these quantities are proved in the model-dependent articles, where they are stated in terms of matrix products, such as

$$
\sum_x \Xi^{(N)}(x) \leq \vec{v}^T B^N \vec{w},
$$

$$
\sum_x \|x\|^2 \Xi^{(N)}(x) \leq (N + 2) \left( \vec{h}^T B^N \vec{w} + \sum_{M=0}^{N-1} \vec{v}^T B^M C B^{N-M-1} \vec{w} + \vec{v}^T B^N \vec{h} \right),
$$

where $\vec{h}, \vec{v}, \vec{w} \in \mathbb{R}^n_{+}$ and $B, C \in \mathbb{R}^{n \times n}$ for some $n \geq 2$ and $N \geq 0$. We need to sum these bounds over various sets of $N$ to create $\beta_{\text{abs}}, \beta_{\text{odd}}$, and $\beta_{\text{even}}$.

In this section, we explain how we compute the sum of these estimates. As a first step, we compute the eigensystem/spectrum of $B$, so the left eigenvectors $\vec{\eta}_i$ and right eigenvectors $\vec{\zeta}_i$ to the eigenvalue $\lambda_i$. In our applications, there always exists a set of $n$ independent left and right eigenvectors. As these vectors are linearly independent, there exists $r_1, \ldots, r_n$ and $b_1, \ldots, b_n$ such that

$$
\vec{v} = \sum_{i=1}^n r_i \vec{\eta}_i, \quad \vec{w} = \sum_{i=1}^n b_i \vec{\zeta}_i.
$$

We compute $r_1, \ldots, r_n$ using relations of the form

$$
\vec{v} = \sum_{i=1}^n r_i \vec{\eta}_i = \eta \vec{a},
$$

where $\vec{r}^T = (r_1, \ldots, r_n)$, while the $i$th row of the matrix $\eta$ equals $\vec{\eta}_i$. As the rows of the matrix $\eta$ are invertible vectors, $\eta$ is invertible, so that

$$
\eta^{-1} \vec{v} = \vec{r},
$$

which allows us to compute the $a_i$. The $b_i$'s are computed in the same way. We define

$$
\vec{v}_i = r_i \vec{\eta}_i, \quad \vec{w}_i = b_i \vec{\zeta}_i,
$$

and note that these are also eigenvectors of $B$ to the eigenvalue $\lambda_i$. Thus, for $N \geq 0$,

$$
\sum_x \Xi^{(N)}(x) \leq \vec{v}^T B^N \vec{w} = \vec{v} \left( \sum_i \lambda_i^N \vec{w}_i \right),
$$

Using a geometric sum, we obtain

$$
\sum_{x,N} \sum_x \Xi^{(N)}(x) \leq \sum_i \frac{1}{1 - \lambda_i} \vec{v}^T \vec{w}_i =: \beta_{\text{abs}}.
$$
Remark 5.2 (The numerics of the matrix powers and the eigensystem). In the classical lace expansion, similar exponential bounds appear for the $N$th lace-expansion coefficient as a function of $N$, in which the base of the exponential is roughly bounded by the sum of the matrix elements $\sum_{i,j} B_{i,j}$ (in fact, it is worse, since there loops do not have length at least 4).

We use the matrix-valued bound to optimally use the fact that the number of steps in shared lines in loops appearing in our lace-expansion bounds provide information about the number of steps in other lines that are part of the same loop. Such bounds are most easily expressed in terms of matrix products. In these matrix bounds, the largest eigenvalue of $B$ decides the magnitude of the bounds (see (5.58) and (5.62)). For example, for percolation and $d = 11$, the matrix $B$ equals

$$B = \begin{pmatrix}
0.0134202 & 0.0112907 & 0.0269405 \\
0.0127527 & 0.0102918 & 0.0338533 \\
0.028009 & 0.0260537 & 0.0401418
\end{pmatrix}.$$
For this matrix, the largest eigenvalue equals $\lambda_1 \approx 0.073$, which is quite small, certainly when compared to $\sum_{i,j} B_{i,j} \approx 0.2$.

6 Completion of the bootstrap argument and conclusions

In this section, we complete the bootstrap argument, and explain how the conditions are verified in Mathematica notebooks. We start by summarizing where we stand.

Verification of the bootstrap conditions. In Section 3, we have verified the bootstrap conditions. Part of this verification was the improvement of the bootstrap bounds on the functions $f_1$, $f_2$ and $f_3$ defined in (2.1)-(2.3), the latter being technically the most demanding. A sufficient condition on the bounds on the NoBLE coefficients that allows us to improve the bounds on $f_1$, $f_2$ and $f_3$ is formulated in Definition 2.9 in terms of bounds on a simplified rewrite of the NoBLE formulated in (1.37), that is formulated in Assumption 2.7. These bounds on the rewrite are reformulated in terms of the original NoBLE coefficients $\Xi_z$, $\Xi_1^z$, $\Psi_\kappa_z$ and $\Pi_{\lambda,\kappa}$ in Appendix D. The assumptions that we need to verify in the model-dependent papers [17] and [18] are Assumptions 2.2-2.4 and Assumptions 4.1-4.3. The initial Assumptions 2.6-2.8 are replaced using Proposition 4.5 in Section 4.

Implications of the completed bootstrap and proof main result. The bound on $f_1$ implies a bound on $z_c$, while that on $f_2$ implies that the infrared bound holds with an explicit estimate on the constant given by $\Gamma_2$. Thus, $f_1$ and $f_2$ imply our main results for the model-dependent analysis of percolation in [18] and for LT and LA in [17]. The bound on $f_3$ implies bounds on simple weighted diagrams, such as weighted lines, bubbles and triangles. These bounds are crucial in improving the bound on $f_2$, which implies our main result.

We now discuss the improvement of $f_3$ in more detail, splitting between the model-independent and the model-dependent parts, and their relations to SRW integrals, the bounds on the NoBLE coefficients and the Mathematica notebooks that finally complete the analysis and thus complete our proofs. We begin by discussing the model-independent improvement of $f_3$ and SRW integrals.

Model-independent improvement of $f_3$ and SRW integrals. In Section 3.3, we have proven that the bootstrap conditions on $f_3$ hold. Both for the verification of the conditions on the initial point in Section 3.3.1, as well as for the improvement of the bounds on $f_3$ in Sections 3.3.2 and 3.3.3, we have formulated our conditions in terms of $x$-space SRW integrals such as $I_{n,l}(x), K_{n,l}(x), T_{n,l}(x), U_{n,l}(x), L_n(x), V_n(x)$ and $J_{n,l}(x)$. The numerical values of these functions are crucial to allow us to verify that the required bounds on the initial point hold, and to improve the bound on $f_3$. Thus, in order to perform a successful bootstrap analysis, we need to obtain rigorous numerical bounds on such SRW integrals. These numerical bounds are explained in detail in Section 5 using the ideas by Hara and Slade in [27]. These values are formulated in terms of integrals of Bessel-functions and are computed analytically, up to a specified precision in the Mathematica notebook available at [14]. This notebook needs to be compiled before the model-dependent parts can be performed, as the model-dependent analyses use them. We will explain the Mathematica notebooks in the next paragraphs. We first explain how the bounds on $f_1$, $f_2$ and $f_3$ can be used to obtain sharp numerical bounds on the NoBLE coefficients.
Model-dependent improvement of $f_3$ and bounds on NoBLE coefficients. Having accurate numerical bounds on all the SRW-integrals involved at hand, we can obtain all bounds on $f_3$ formulated in Section 3.3, see in particular (3.57). The remaining main ingredient of the bounds on $f_3$ is formed by the bounds on the NoBLE coefficients. The initial bounds on $f_1, f_2, f_3$ imply bounds on $z_c, G_z(k)$, as well as on several simple weighted diagrams implied by $f_3$, in terms of $\Gamma_1, \Gamma_2$ and $\Gamma_3$. These, in turn, allow us to prove bounds on the NoBLE coefficients and to identify $\beta^{(N)}$ for every $N \geq 0$ and $\bullet \in \{\Xi, \Xi', \Delta \Xi, \{\Delta \Xi', 0\}, \{\Delta \Xi', 1\}\}$, as formulated in Assumption 4.3. This is, next to the derivation of the NoBLE, the second main result in the model-dependent papers [18] and [17], where [18] treats percolation, and [17] LT and LA. As a result, we then have all necessary bounds needed to verify the improvement of the bootstrap bounds. The numerical verification is performed in several Mathematica notebooks as we explain next.

Model-dependent and computer-assisted verifications using Mathematica. In order to complete the model-dependent and computer-assisted proof, we need to run the model-dependent Mathematica notebooks that can be found at the first author’s web page [14]. We first need to choose the dimension in SRW_basic.nb and run the file. This creates the numerical input needed for the model-dependent NoBLE computations, which is done in the files Percolation.nb, LT.nb, and LA.nb. When compiled, these model-dependent files compute whether $P(\gamma, \Gamma, \cdot)$ holds for the given input, $\Gamma_1, \Gamma_2, \Gamma_3$ and $c_{\mu}, c_{n,l,S}$, by going through the loop described in Figure 11. We first compute bounds on simple diagrams for the initial point $z_I$, for which we do not need to rely on the bootstrap bounds in terms of $\Gamma_1, \Gamma_2, \Gamma_3$, but we can rely directly on the link to SRW as formulated in Assumption 2.2. For $z \in (z_I, z_c)$, we do rely on the bootstrap bounds to conclude bounds on the bootstrap functions. When both the bounds for $z_I$ and for $z \in (z_I, z_c)$, are bounded by the chosen $\Gamma_i$ for $i = 1, 2, 3$, we conclude the existence of appropriate $\gamma_i$, e.g. $\gamma_i = (\Gamma_i + (\text{computed bound}))/2$, we have proven that $P(\gamma, \Gamma, \cdot)$ holds. This numerical verification completes the argument for the given model in the given dimension. In [18] and [17], it is also explained how we can then use monotonicity in the dimension $d$ to obtain the result for all dimensions larger than the specified dimension. Further, the model-dependent notebooks contains an algorithm that helps to choose the optimal value for the constants $\Gamma_1, \Gamma_2, \Gamma_3$ and $c_{\mu}, c_{n,l,S}$. This is explained in the implementation. See e.g., [18] for a more extensive discussion for percolation.

Complete version of the Mathematica SRW files. Next to the basic version of the SRW notebooks, we also provide a complete version, which should be used when dealing with the models in relatively low dimensions. The notebook SRW.nb serves two purposes. Firstly, it allows us to compute SRW integrals with the desired precision in dimensions close to the upper critical dimension. The file SRW_basic.nb uses built-in Mathematica functions, and can only be used for percolation in $d \geq 15$, as otherwise the desired numerical precision cannot be guaranteed. In the file SRW.nb, we use a Taylor approximation of the Bessel function, as explained in detail in [27] Appendix B], instead, that gives reliable results for $d \geq 9$. These computations make compiling SRW.nb take around an hour, while SRW_basic.nb is compiled in less than a minute. Second, SRW.nb allows the use of arbitrary index sets $S$ for $f_3$, see (2.3). Using the basic version only the vertex sets $S = 0$ and $S = \mathbb{Z}^d \setminus \{0\}$ can be considered.

\footnote{At the time of publication the LT and LA Mathematica files are not made publicly available, as the corresponding article is not finalised.}
These extensions are crucial to reduce the dimension above which our results apply.
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A Notation
| Notation | brief description | defined in |
|----------|------------------|------------|
| SRW     | simple random walk | Section 1.2.1 |
| NBW     | non-backtracking random walk | Section 1.2.2 |
| D       | SRW step distribution | Section 1.2.1 |
| ι,κ    | direction of a bond, ι,κ ∈ {±1,...,±d} | Section 1.2.1 |
| k      | points on the lattice: ℤ^d | Section 1.2.1 |
| z      | parameter of a generating function, z ∈ [0,z_c] | Section 1.2.1 |
| f * g, f^{*n} | convolution of functions f, g → ℤ^d | Section 1.2.1 |
| ∂_f Δ f | directional derivative and Laplace operator | Section 1.2.1 |
| C_z, B_z | SRW and NBW two-point functions | (1.8), (1.12) |
| J      | permutation matrix with entries (J)_ι,κ = δ_ι,-κ | (1.15) |
| ˆD(k)  | diagonal matrix with entries (ˆD(k))_ι,κ = δ_ι,κ e_ι k | (1.15) |
| χ(z)   | susceptibility of a given model | (1.19) |
| G_z    | two-point function of general model | (1.24), (1.25), (1.37) |
| Ξ_z, Ξ^r_z | coefficient of the NoBLE expansion | (1.24) |
| Ψ_z, Π_z^r | coefficient of the NoBLE expansion | (1.25) |
| μ_z, ˆμ_z | NoBLE parameters directly connected to z | (1.24), (1.25) |
| ˆΦ_z, ˆF_z | numerator and denominator of ˆG_z | (1.33), (1.34) |
| α_Φ,z, c_Φ,z | SRW contributions in ˆΦ_z(k) | (1.35), (1.42), (1.42) |
| α_F,z, c_F,z | SRW contributions in ˆF_z(k) | (1.36), (1.18), (1.17) |
| R_Φ,z(k), ˆR_Φ,z(k) | remainder of the split of ˆΦ_z(k) and ˆF_z(k) | (D.6), (1.36) |
| f_1, f_2, f_3 | bootstrap functions | (2.1) - (2.3) |
| γ_i, Γ_i | assumed/concluded bounds on the f_i | (2.1) - (2.3) |
| β_z | assumed bound on the coefficient | Assumptions 2.7, 4.3 |
| ˆD^{sin}(k) | SRW two-point function and integrals | (3.23) |
| I_n,l, K_n,l, T_n,l, U_n,l | model-dependent split of the NoBLE coefficients | (3.35), (3.38) |
| Ξ^{(N)}_a,z, Ψ^{(N)}_a,l,z, Π^{(N)}_a,l,k | | Section 1.1.1 |

Table 1: List of notation, that is used in at least two different sections.
B Proof of Lemmas 2.12–2.13

Proof of Lemma 2.12. Using a telescoping sum identity, we write

\[ 1 - e^{ik \cdot x} = 1 - e^{ik_1x_1} + e^{ik_1x_1}(1 - e^{ik_2x_2}) + \ldots + e^{i\sum_{j=1}^{d-1} k_j x_j} (1 - e^{ik_d x_d}). \tag{B.1} \]

We reorder the sum over \( x \) using the symmetry of \( x \mapsto g(x) \), to obtain

\[ \sum_x g(x) [1 - \cos(k \cdot x)] = \sum_x g(x) \sum_{\mu=1}^{d} \cos \left( \sum_{j=1}^{\mu-1} k_j x_j \right) \left[ 1 - \cos(k_\mu \cdot x_\mu) \right] \]

\[ \leq \sum_x g(x) \sum_{\mu=1}^{d} \left[ 1 - \cos(k_\mu \cdot x_\mu) \right]. \tag{B.2} \]

We use \( 1 - \cos(nt) \leq n^2[1 - \cos(t)] \), see e.g. Lemma 2.13 below, and the symmetry of \( g \) to see that

\[ \sum_x g(x) [1 - \cos(k \cdot x)] \leq \sum_x g(x) \sum_{\mu=1}^{d} x_\mu^2 \left[ 1 - \cos(k_\mu) \right] \]

\[ = [1 - \hat{D}(k)] \sum_x g(x) \|x\|_2^2. \tag{B.3} \]

\[ \square \]

Proof of Lemma 2.13. We obtain (2.25) by taking the real part of the telescoping sum identity

\[ 1 - e^{it} = \sum_{i=1}^{J} [1 - e^{it_i}] \prod_{j=1}^{i-1} e^{it_j}. \tag{B.4} \]

In the following, we use that \(|\sin(x + y)| \leq |\sin(x)| + |\sin(y)|\), \(|ab| \leq (a^2 + b^2)/2\) and \(1 - \cos^2(a) \leq 2[1 - \cos(a)]\) to conclude from (2.25) that

\[ 1 - \cos(t) \leq \sum_{i=1}^{J} [1 - \cos(t_i)] + \sum_{i=2}^{J} \sum_{j=1}^{i-1} |\sin(t_i)||\sin(t_j)| \]

\[ \leq \sum_{i=1}^{J} [1 - \cos(t_i)] + \frac{1}{2} \sum_{i=2}^{J} \sum_{j=1}^{i-1} [\sin^2(t_i) + \sin^2(t_j)] \]

\[ = \sum_{i=1}^{J} [1 - \cos(t_i)] + \frac{J-1}{2} \sum_{i=1}^{J} \sin^2(t_i) \leq J \sum_{i=1}^{J} [1 - \cos(t_i)]. \tag{B.5} \]

\[ \square \]

C Decomposition of \( \Delta \hat{G}_z(k) \) for the bootstrap function \( f_3 \)

We improve the bound on the bootstrap function \( f_3 \) in Section 3.3.5 using the decomposition of \( \Delta \hat{G}_z(k) \) into the five pieces \( \hat{H}_1(k) - \hat{H}_5(k) \) defined in (3.52)-(3.56), as stated in (3.57). We create this decomposition by expanding \( \Delta \hat{G}_z(k) \) in the form of the simplified rewrite, defined in (1.35)-(1.37), and group the terms with common factors. This decomposition is a key step in our analysis. The decomposition is long and tedious and, due to the many terms, prone to errors. For this reason, we explicitly perform it here in the appendix.
Expanding the terms. Our strategy is to first expand
\[
\frac{\Delta \hat{\Phi}_z}{1 - \hat{F}_z} = \frac{\Delta \hat{\Phi}_z(k)}{1 - \hat{F}_z(k)} + \hat{\Phi}_z(k) \left( \frac{\Delta}{1 - \hat{F}_z(k)} \right) + 2 \sum_{s=1}^{d} \partial_s \hat{\Phi}_z(k) \partial_s \left( \frac{1}{1 - \hat{F}_z(k)} \right),
\]
(C.1)
and then group them in terms of their common factors. To not lose track of terms, we label them using the line number in the formula in which they appear, e.g., (C.6a) and (C.8d).

Before stating this, we remark how we extract SRW-contributions \( \hat{C}^*(k) \) from inverse powers of \( (1 - \hat{F}_z(k)) \) using the notation introduced in (C.40)-(C.41):
\[
\frac{1}{1 - \hat{F}_z(k)} = \frac{1}{1 - \hat{F}_z(0) + \alpha_{F,z}[1 - \hat{D}(k)] + \hat{R}_{F,z}(0; k)} = \hat{C}^*(k) - \hat{E}(k),
\]
(C.2)
\[
\frac{1}{(1 - \hat{F}_z(k))^2} = \hat{C}^*(k)^2 - \hat{E}(k)\hat{C}^*(k) - \frac{\hat{E}(k)}{1 - \hat{F}_z(k)},
\]
(C.3)
\[
\frac{1}{(1 - \hat{F}_z(k))^3} = \hat{C}^*(k)^3 - \hat{E}(k)\hat{C}^*(k)^2 - \frac{\hat{E}(k)\hat{C}^*(k)}{1 - \hat{F}_z(k)} - \frac{\hat{E}(k)}{(1 - \hat{F}_z(k))^2}.
\]
(C.4)
Further, we recall the form of \( \hat{\Phi}_z(k) \) and \( \hat{F}_z(k) \), see (1.35)-(1.36), and note that
\[
\Delta \hat{\Phi}_z(k) = -\alpha_{\Phi,z} \hat{D}(k) + \Delta \hat{R}_{\Phi,z}(k), \quad \Delta \hat{F}_z(k) = -\alpha_{F,z} \hat{D}(k) + \Delta \hat{R}_{F,z}(k).
\]
(C.5)
Then, we proceed by expanding the terms in (C.1).

First term of (C.1). Using (C.2) we compute
\[
\frac{\Delta \hat{\Phi}_z(k)}{1 - \hat{F}_z(k)} = -\alpha_{\Phi,z} \hat{D}(k)\hat{C}^*(k) + \alpha_{\Phi,z} \hat{D}(k)\hat{E}(k) + \frac{\Delta \hat{R}_{\Phi,z}(k)}{1 - \hat{F}_z(k)}.
\]
(C.6)

Second term of (C.1). We first note that
\[
\Delta \frac{1}{1 - \hat{F}_z(k)} = \frac{\Delta \hat{F}_z(k)}{(1 - \hat{F}_z(k))^2} + \frac{\sum_{s=1}^{d} (\partial_s \hat{F}_z(k))^2}{(1 - \hat{F}_z(k))^3}.
\]
We use (C.3), (C.5) and \( \hat{\Phi}_z(k) = c_{\Phi,z} + \alpha_{\Phi,z} \hat{D}(k) + \hat{R}_{\Phi,z}(k) \) for the term containing \( \Delta \hat{F}_z(k) \) and obtain
\[
\hat{\Phi}_z(k) \frac{\Delta \hat{F}_z(k)}{(1 - \hat{F}_z(k))^2} = \hat{\Phi}_z(k) \frac{-\alpha_{F,z} \hat{D}(k)}{(1 - \hat{F}_z(k))^2} + \frac{\Delta \hat{R}_{\Phi,z}(k)}{(1 - \hat{F}_z(k))^2}
\]
(C.7)
\[
\begin{align*}
&= -\alpha_{F,z} \hat{D}(k)(c_{\Phi,z} + \alpha_{\Phi,z} \hat{D}(k))\hat{C}^*(k)^2 \quad := (C.7a) \\
&\quad + \alpha_{F,z} \hat{D}(k)(c_{\Phi,z} + \alpha_{\Phi,z} \hat{D}(k)) \left( \hat{E}(k)\hat{C}^*(k) + \frac{\hat{E}(k)}{(1 - \hat{F}_z(k))} \right) \quad := (C.7b) \\
&\quad - \frac{\hat{R}_{\Phi,z}(k)\alpha_{F,z} \hat{D}(k)}{(1 - \hat{F}_z(k))^2} + \frac{\Delta \hat{R}_{F,z}(k)}{(1 - \hat{F}_z(k))^2} \hat{G}_z(k). \quad := (C.7c)
\end{align*}
\]
For the term including the mixed derivatives we compute that

\[ 2\Phi_z(k) \left( \sum_{s=1}^{d} (\partial_s \hat{F}_z(k))^2 \right) = 2\Phi_z(k) \left( \frac{\sum_{s=1}^{d} (\alpha_{F,z} \partial_s \hat{D}(k) + \partial_s \hat{R}_{F,z}(k))^2}{(1 - \hat{F}_z(k))^3} \right) = 2\alpha_{F,z}^2 (c_{\Phi,z} + \alpha_{\phi,z} \hat{D}(k) + \hat{R}_{\phi,z}(k)) \left( \frac{\sum_{s=1}^{d} \partial_s \hat{D}(k)^2}{(1 - \hat{F}_z(k))^3} \right) + 2\Phi_z(k) \left( \frac{\sum_{s=1}^{d} \partial_s \hat{R}_{F,z}(k)^2 + 2\alpha_{F,z} \partial_s \hat{D}(k) \partial_s \hat{R}_{F,z}(k)}{(1 - \hat{F}_z(k))^3} \right) = 2\alpha_{F,z} (c_{\Phi,z} + \alpha_{\phi,z} \hat{D}(k)) \left( \hat{D} \sin(k) \hat{C}^*(k) \right)^3 \]

\[ = 2\alpha_{F,z} (c_{\Phi,z} + \alpha_{\phi,z} \hat{D}(k)) \left( \hat{C}'(k)^2 + \frac{\hat{D}(k) \hat{C}^*(k)}{1 - \hat{F}_z(k)} \right) \]

\[ + 2\alpha_{F,z} \hat{R}_{\phi,z}(k) \left( \frac{\hat{D} \sin(k)}{(1 - \hat{F}_z(k))^2} \right) - 2\alpha_{F,z} \hat{C}_z(k) \left( \frac{\hat{D} \sin(k)}{(1 - \hat{F}_z(k))^2} \right) \]

\[ + 2\alpha_{F,z} (\alpha_{F,z} - 1) \Phi_z(k) \left( \frac{\hat{D} \sin(k)}{(1 - \hat{F}_z(k))^3} \right) \]

\[ + 2\Phi_z(k) \sum_{s=1}^{d} \partial_s \hat{R}_{F,z}(k)^2 + 2\alpha_{F,z} \partial_s \hat{D}(k) \partial_s \hat{R}_{F,z}(k) \left( \frac{\hat{D} \sin(k)}{(1 - \hat{F}_z(k))^3} \right) \]

Third term of (C.1). The expand the last term of (C.1) as follows

\[ 2 \sum_{s=1}^{d} \partial_s \left( \Phi_z(k) \right) \partial_s \left( \frac{1}{1 - \hat{F}_z(k)} \right) = 2 \sum_{s=1}^{d} (\alpha_{\phi,z} \partial_s \hat{D}(k) + \partial_s \hat{R}_{\phi,z}(k)) \left( \frac{\alpha_{F,z} \partial_s \hat{D}(k) + \partial_s \hat{R}_{F,z}(k)}{(1 - \hat{F}_z(k))^2} \right) \]

\[ = 2\alpha_{\phi,z} \hat{D} \sin(k) \hat{C}^*(k)^2 - 2\alpha_{\phi,z} \hat{D} \sin(k) \hat{E}(k) \hat{C}^*(k) - 2\alpha_{\phi,z} \hat{D} \sin(k) \hat{E}(k) \hat{C}^*(k) - 2\alpha_{\phi,z} \hat{D} \sin(k) \hat{E}(k) \hat{C}^*(k) \]

\[ + 2(\alpha_{F,z} - 1)\alpha_{\phi,z} \hat{D} \sin(k) \left( \frac{1}{(1 - \hat{F}_z(k))^2} \right) \]

\[ + 2 \left( \frac{1}{(1 - \hat{F}_z(k))^2} \right) \sum_{s=1}^{d} \left( \partial_s \hat{R}_{\phi,z}(k) \alpha_{F,z} \partial_s \hat{D}(k) + \partial_s \Phi_z(k) \partial_s \hat{R}_{F,z}(k) \right) \].

(C.9)

Regrouping the terms. In this section we group the terms (C.8a)-(C.9e) to derive \( \hat{H}_1(k) - \hat{H}_5(k) \).
Let us start by recalling that \( \hat{M}^*(k) = \hat{D}(k) - 2\hat{D}_{\sin}(k)\hat{C}^*(k) \) and see that
\[
(C.6.a) + (C.9.a) = -\alpha_{\phi,z} \hat{C}^*(k) \hat{M}^*(k),
\]
\[
(C.7.a) + (C.8.a) = -\alpha_{F,z}(c_{\phi,z} + \alpha_{\phi,z}\hat{D}(k))\hat{C}^*(k)^2 \hat{M}^*(k).
\]

Reviewing the definition of \( \hat{H}_1(k) \) we see that
\[
(C.6.a) + (C.7.a) + (C.8.a) + (C.9.a) = -\hat{H}_1(k).
\]

Then, we proceed with the term \( \hat{H}_2(k) \):
\[
(C.6.b) + (C.9.b) = \alpha_{\phi,z} \hat{E}(k) \hat{M}^*(k),
\]
\[
(C.7.b) + (C.8.b) = \alpha_{F,z}(c_{\phi,z} + \alpha_{\phi,z}\hat{D}(k)) \hat{M}^*(k) \left( \hat{E}(k)\hat{C}^*(k) + \frac{\hat{E}(k)}{(1 - \hat{F}_z(k))} \right),
\]
\[
(C.7.c) + (C.8.c) = -\frac{\alpha_{F,z}}{(1 - \hat{F}_z(k))^2} \hat{M}^*(k),
\]
\[
(C.6.b) + (C.9.b) + (C.7.b) + (C.8.b) + (C.7.c) + (C.8.c) = -\hat{H}_2(k).
\]

\( \hat{H}_3(k) \) captures the following terms:
\[
(C.8.d) + (C.8.e) = 2\alpha_{F,z} \hat{G}_z(k) \hat{D}_{\sin}(k) \left( \frac{\alpha_{F,z} - 1}{1 - \hat{F}_z(k)} - \hat{E}(k) \right),
\]
\[
(C.9.c) + (C.9.e) = 2\alpha_{\phi,z} \hat{D}_{\sin}(k) \left( \frac{\alpha_{F,z} - 1}{1 - \hat{F}_z(k)} - \hat{E}(k) \right),
\]
\[
(C.8.d) + (C.8.e) + (C.9.c) + (C.9.d) = -\hat{H}_3(k).
\]

In \( \hat{H}_4(k) \), we collect the double derivatives of the remainder terms.
\[
(C.6.c) + (C.7.d) = \frac{\Delta \hat{R}_{\phi,z}(k)}{1 - \hat{F}_z(k)} + \frac{\Delta \hat{R}_{F,z}(k)}{(1 - \hat{F}_z(k))} \hat{G}_z(k) = -\hat{H}_4(k).
\]

The two remaining terms consist of mixed derivatives and are put into \( \hat{H}_5(k) \):
\[
(C.8.f) + (C.9.e) = -\hat{H}_5(k).
\]

This completes the derivation of the split into \( \hat{H}_1(k) - \hat{H}_5(k) \).

**D Bound on the rewrite**

Here we prove Proposition 4.5(ii). Namely, we prove that the bounds stated in Assumption 2.7 are implied by Assumptions 4.1-4.3, by computing expressions for the bounds required in Assumption 2.7 one after the other.

For better readability, we divide this into five steps: Step 1 contains the six relatively simple bounds stated in (2.8)-(2.10), while Steps 2-5 show the more elaborate bounds stated in (2.11)-(2.13). The bounds involved are not difficult, but rather somewhat tedious. Throughout this section, we omit the subscripts \( z \) and write, e.g., \( \mu = \mu_z \) and \( \tilde{\mu} = \tilde{\mu}_z \).
Step 1: bounds stated in (2.8)-(2.10).

a) The bound $\beta_{\mu}$ in (2.8) is also assumed in (4.30) of Assumption 4.3.

b) We recall the definition of $c_{\Phi, z}$ in (4.23), use the bounds of Assumption 4.3 and the fact that the coefficients $\Xi^{(N)}_{\alpha, z}, \Xi^{(N), \iota}$ are non-negative to conclude

$$1 - \beta_{\Xi_{\alpha}}^{(1-0)} - \frac{2d\mu}{1 - \mu^2}\beta_{\Xi_{\alpha}}^{(0)}, t \leq c_{\Phi, z} \leq 1 + \beta_{\Xi_{\alpha}, (0)} + \frac{2d\mu^2}{1 - \mu^2}\beta_{\Xi_{\alpha}, t}. \quad (D.1)$$

In this and the following lines we bound $\mu$ by $\frac{\Gamma_{c_{\mu}}}{2d - 1}$.

c) For $\alpha_{F, z}$, defined in (4.18), we use the bounds of Assumption 4.3 to obtain

$$\leq \alpha_{F, z} \leq \frac{2d\mu}{1 - \mu^2}\left[1 + \beta_{\Xi_{\alpha}}^{(0)}, t + \mu\beta_{\Xi_{\alpha}, t} - \frac{1}{1 - \mu^2}\sum_{\Pi_{\alpha}}\right]. \quad (D.2)$$

We bound $\mu$ on the left-hand side of the inequality from below by $\beta_{\mu}$.

d) The absolute value of $\alpha_{\Phi, z}$ defined in (4.24) is bounded by

$$|\alpha_{\Phi, z}| = \max\left\{2d\beta_{\Xi_{\alpha}(0)}^{(1-0)} + \frac{2d\mu}{1 - \mu^2}\beta_{\Xi_{\alpha}, t}, 2d\beta_{\Xi_{\alpha}(1)}^{(0-1)}, \frac{2d\mu^2}{1 - \mu^2}\beta_{\Xi_{\alpha}, t}, \frac{2d\mu^2}{1 - \mu^2}\beta_{\Xi_{\alpha}, t} \right\}. \quad (D.3)$$

e) To bound $\sum_{x, \kappa} \Pi_{\alpha, \iota}^{(N)}(x)$ we use that the coefficients are defined by an alternating series, as well as Assumption 4.2-4.3 to obtain

$$\sum_{x, \kappa} \Pi_{\alpha, \iota}^{(N)}(x) \leq 2d\mu \sum_{N=0}^{\infty} \beta_{\Xi_{\alpha}(1)}^{(2N)} - \beta_{\Xi_{\alpha}(1)}^{(0)} \leq \bar{\mu} \sum_{x, n, \kappa} \Xi_{\alpha}^{(2N), t}(x) - \sum_{\kappa} \Pi_{\alpha, \iota}^{(1)}, t(0) \leq 2d\bar{\mu} \left(\sum_{N=0}^{\infty} \beta_{\Xi_{\alpha}(1)}^{(2N)} - \beta_{\Xi_{\alpha}(1)}^{(0)} \right). \quad (D.4)$$

f) In the same way, we obtain that

$$\sum_{x} \Psi_{z}^{(t)}(x) \geq -\beta_{\mu} \left(\sum_{N=0}^{\infty} \beta_{\Xi_{\alpha}(2N+1)}^{(2N+1)} + \beta_{\Xi_{\alpha}(0)}^{(0)} \right). \quad (D.5)$$

Step 2: bounds stated in (2.11). In the steps 2-5 we create bounds for the remainder terms, as defined in Section 4.1.3. For the bounding it is useful to note the explicit formulae
for the remainder $\hat{R}_{F,z}(k)$ and $\hat{R}_{s,z}(k)$:

$$\hat{R}_{F,z}(k) = \sum_{n=2}^{\infty} F_n(k) + \frac{\mu}{1 - \mu^2} \sum_{n=2}^{\infty} \sum_{i} (-1)^i \hat{\Psi}_z^{(N)}(k) (e^{-ik_i} - \mu)$$ \hspace{1cm} (D.6)

$$+ \frac{\mu}{1 - \mu^2} \sum_{N \in \{0,1\}} \sum_{i} (-1)^i (e^{-ik_i} \hat{\Psi}_z^{(N)}(k) - \mu \hat{\Psi}_z^{(N)}(k))$$

$$- \frac{\mu}{(1 - \mu^2)^2} \sum_{i=0,1} \sum_{i} \hat{\Phi}_z^i(k) (e^{-ik_i} \hat{\Xi}_z^i(k) - \mu \hat{\Xi}_z^i(k))$$

$$+ \frac{\mu}{(1 - \mu^2)^2} \sum_{i=0,1} \sum_{i} \hat{\Phi}_z^{0,0}(k) (e^{-ik_i} \hat{\Xi}_z^{0,0}(k) - \mu \hat{\Xi}_z^{0,0}(k))$$

$$- \frac{\mu}{1 - \mu^2} \sum_{i=0,1} \sum_{i} \hat{\Phi}_z^{0,0}(k) (e^{-ik_i} \hat{\Xi}_z^{0,0}(k) - \mu \hat{\Xi}_z^{0,0}(k)).$$

Now, we start by bounding $\hat{F}_n$ and $\hat{\Phi}_n$, for $n \geq 1$. Starting from (D.7), we take the absolute value into the sums and use Assumption 4.2 for all $\hat{\Psi}_z$ and $\hat{\Xi}_z^{0,0}$ to obtain

$$\sum_{x \in \mathbb{Z}^d} |F_n(x)| \leq \mu \sum_{x \in \mathbb{Z}^d} \sum_{t_0, \ldots, t_n} \sum_{x_0, x_1, \ldots, x_n} \frac{|\delta_{x_0,0} + \mu |\Xi(x_0)|}{1 - \mu^2} \left( \frac{\bar{\mu}}{1 - \mu^2} \right)^n$$

$$\times \left( \prod_{s=1}^{n-1} |\Xi^{t_{s-1}}(x_s + e_{s-1})| + \mu |\Xi^{-t_{s-1}}(x_s)| \right)$$

$$\times \left( |\Xi^{t_{n-1}}(x_n + e_{n-1} + e_{n-2})| + \mu |\Xi^{-t_{n-1}}(x_n + e_{n-1})| \right)$$

$$+ \mu |\Xi^{-t_{n-1}}(x_n + e_n)| + \mu^2 |\Xi^{-t_{n-1}}(x_n)|).$$

As we sum over all $x$, the sums factorize and we obtain

$$\sum_{x \in \mathbb{Z}^d} |F_n(x)| \leq \left( \frac{\mu}{1 - \mu} \right) \left( 1 + \frac{\bar{\mu}}{\mu} \sum_{x} |\Xi(x)| \right) \left( \frac{\bar{\mu}}{1 - \mu} \right)^n \left( \prod_{s=1}^{n} \sum_{x_0, t, t_1, \ldots, t_n} |\Xi^{t_{s-1}}(x_s)| \right) \sum_{i=0,1} (2d\mu |\phi_{abh}|) \left( \frac{2d\mu |\phi_{abh}|}{1 - \mu} \right)^n.$$
In the same way, we obtain
\[ \sum_{x \in \mathbb{Z}^d} |\Phi_n(x)| \leq \frac{2d\mu}{1 - \mu} \left(1 + \frac{\bar{\mu}}{\mu} |\beta_{z}^{\text{abs}}| \right) \left(\frac{2d\bar{\mu}|\beta_{z}^{\text{abs}}|}{1 - \mu}\right)^n |\beta_{z}^{\text{abs}}|. \] (D.10)

Using the geometric sum, we compute that
\[ \sum_{n=2}^{\infty} \sum_{x \in \mathbb{Z}^d} |F_n(x)| \leq \frac{2d\mu}{1 - \mu} \left(1 + \frac{\bar{\mu}}{\mu} |\beta_{z}^{\text{abs}}| \right) \left(\frac{2d\bar{\mu}|\beta_{z}^{\text{abs}}|}{1 - \mu}\right)^2, \] (D.11)
\[ \sum_{n=1}^{\infty} \sum_{x \in \mathbb{Z}^d} |\Phi_n(x)| \leq \frac{2d\mu}{1 - \mu} \left(1 + \frac{\bar{\mu}}{\mu} |\beta_{z}^{\text{abs}}| \right) \left(\frac{2d\bar{\mu}|\beta_{z}^{\text{abs}}|}{1 - \mu}\right). \] (D.12)

Using these bounds, we obtain that \( R_{F,z} \) (defined in (D.6)) is bounded by
\[ \sum_{x \in \mathbb{Z}^d} |R_{F,z}(x)| \leq \frac{2d\mu}{1 - \mu} \left(1 + \frac{\bar{\mu}}{\mu} |\beta_{z}^{\text{abs}}| \right) \left(\frac{2d\bar{\mu}|\beta_{z}^{\text{abs}}|}{1 - \mu}\right)^2 \]
\[ + \frac{2d\mu}{1 - \mu^2} \left(\left( \sum_{N=2}^{N \in (0,1)} |\beta_{\mathcal{N}}^{(N)}| + \mu |\beta_{\mathcal{N}}^{(N)}| \right) + \bar{\mu} (1 + \mu) \sum_{N=2}^{\infty} |\beta_{\mathcal{N}}^{(N)}| \right) \]
\[ + \frac{2d\mu}{(1 - \mu^2)^2} \left( |\beta_{\mathcal{N}}^{(0)}| + 2d\bar{\mu} \sum_{N=1}^{\infty} |\beta_{\mathcal{N}}^{(N)}| \right) \]
\[ + \frac{(2d\mu)^2}{(1 - \mu^2)^2} (2 + \mu) |\beta_{z}^{\text{abs}}| + \frac{(2d\mu)^2 |\beta_{z}^{\text{abs}}|}{(1 - \mu^2)^2} |\beta_{z}^{\text{abs}}|, \] (D.13)

and \( R_{\Theta,z} \) (given in (D.7)) by
\[ \sum_{x \in \mathbb{Z}^d} |R_{\Theta,z}(x)| \leq |\beta_{z}^{(0)}| + |\beta_{z}^{(1)}| + \sum_{N=2}^{\infty} |\beta_{\mathcal{N}}^{(N)}| \]
\[ + \frac{2d\mu}{1 - \mu} \left(1 + \frac{\bar{\mu}}{\mu} |\beta_{z}^{\text{abs}}| \right) \left(\frac{2d\bar{\mu}|\beta_{z}^{\text{abs}}|}{1 - \mu}\right)^2 \]
\[ + \frac{2d\mu}{1 - \mu} \left( |\beta_{\mathcal{N}}^{(0)}| + 2d\bar{\mu} \sum_{N=1}^{\infty} |\beta_{\mathcal{N}}^{(N)}| \right) \]
\[ + \frac{2d\mu}{1 - \mu} \left( |\beta_{\mathcal{N}}^{(0)}| + 2d\bar{\mu} \sum_{N=1}^{\infty} |\beta_{\mathcal{N}}^{(N)}| \right) \] (D.14)

This proves the bounds stated in (2.11).

**Step 3: The first bound in (2.12).** We call a sum as appearing on the left hand side of (2.12) a **weighted** sum, where the factor \( ||x||_2^2 \) is called the **weight** (see also Section 2.7). To obtain a bound on weighted sums, we split the weight using (2.21). We explain this now in detail for the following contribution to \( \sum_{x} ||x||_2^2 R_{\Theta,z}(x) \):
\[ \frac{\mu}{1 - \mu^2} \sum_{x,y,z} ||x + y||_2^2 \left| \Psi_t(x) \Xi'(y - e_i) - \mu \Xi^{-i}(y) \right|. \] (D.15)

We use Assumption 4.2 to bound \( \Psi_t^t \) by \( \Xi_t \), and obtain
\[ (D.15) \leq \frac{\bar{\mu}}{1 - \mu^2} \sum_{x,y,z} ||x + y||_2^2 \left| \Xi(x) (||\Xi'(y - e_i)|| + \mu ||\Xi^{-i}(y)||) \right| . \] (D.16)
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Then, we rewrite $\Vert x \Vert^2_2$ using the equality in (2.24) as

$$
\text{(D.15)} \leq \frac{\bar{\mu}}{1 - \mu^2} \sum_x \Vert x \Vert^2_2 \vert \Xi(x) \vert \sum_{y, e} (1 + \mu) \vert \Xi'(y) \vert \\
+ \frac{\bar{\mu}}{1 - \mu^2} \sum_x \vert \Xi(x) \vert \sum_{y, e} \vert y \vert^2_2 (\vert \Xi'(y - e) \vert + \mu \vert \Xi^{-i}(y) \vert) \\
+ \frac{2\bar{\mu}}{1 - \mu^2} \sum_i x_i \vert \Xi(x) \vert \sum_{y, e} y_i \vert \Xi'(y - e) \vert + \mu \vert \Xi^{-i}(y) \vert). \tag{D.17}
$$

Since $\Xi$ is totally rotationally symmetric, we know that $\sum_x x_i \vert \Xi(x) \vert = 0$. Thus, the last term cancels.

We apply the bounds of Assumption 4.3 to obtain

$$
\text{(D.15)} \leq \frac{\bar{\mu}}{1 - \mu^2} \left((1 + \mu) \beta_{\Delta \Xi}^{ab} \beta_{\Xi}^{ab} + \beta_{\Xi}^{ab} (\beta_{\Delta \Xi}^{ab} e + \mu \beta_{\Delta \Xi}^{ab})\right). \tag{D.18}
$$

Now we extend this idea. First we use Assumption 4.2 to obtain

$$
\sum_x \Vert x \Vert^2_2 \Phi_n(x) \leq \frac{\mu}{\bar{\mu}} \left(1 - \mu^2\right)^{n+1} \sum_{x_0, \ldots, x_{n+1}} \sum_{i=0}^N \mu \vert \Xi(x_0) \vert \\
\times \left[ \sum_{i, x} \Vert x \Vert^2_2 (\vert \Xi'(x + e) \vert + \mu \vert \Xi^{-i}(x) \vert) \right]. \tag{D.19}
$$

Then, we split the weight using the equality in (2.24). We note that $x \mapsto \sum_x \Xi'(x)$ is totally rotationally symmetric so that any contribution due to the second sum in the equality in (2.24) cancels. After the split of the weight, the sums factor and we obtain

$$
\sum_x \Vert x \Vert^2_2 \Phi_n(x) \leq \left(\frac{\mu (1 + \mu)}{\bar{\mu}}\right)^{n+1} \sum_x \Vert x \Vert^2_2 \vert \Xi(x) \vert \left(\sum_{i, x} \vert \Xi'(x) \vert \right)^{n+1} \\
+ (n + 1) \left(\frac{\mu (1 + \mu)}{\bar{\mu}}\right)^{n+1} \sum_x \mu \vert \Xi(x) \vert \left(\sum_{i, x} \vert \Xi'(x) \vert \right)^n \\
\times \left[ \sum_{i, x} \Vert x \Vert^2_2 (\vert \Xi'(x + e) \vert + \mu \vert \Xi^{-i}(x) \vert) \right]
\leq \frac{2d\bar{\mu}}{1 - \mu} \left(\frac{\mu (1 + \mu)}{\bar{\mu}}\right)^{n+1} \left(\beta_{\Xi}^{ab} e + \frac{n + 1}{1 + \mu} \left(\frac{\mu (1 + \mu)}{\bar{\mu}}\right) \left[\beta_{\Delta \Xi}^{ab} e + \mu \beta_{\Delta \Xi}^{ab}\right]\right).
$$

Other contributions to $R_{\xi, z}$ (recall (D.7)) are bounded in a similar straightforward manner, leading to the final bound

$$
\sum_x \Vert x \Vert^2_2 \vert R_{\xi, z}(x) \vert \leq \beta^{(0)}_{\Delta \Xi, R} + \beta^{(1)}_{\Delta \Xi, R} + \sum_{N=2}^\infty \beta^{(N)}_{\Delta \Xi} \tag{D.21}
$$

$$
+ \sum_{n=1}^\infty \left(\frac{2d\bar{\mu}}{1 - \mu}\right)^{n+1} \left(\beta_{\Xi}^{ab} e + \frac{n + 1}{1 + \mu} \left(\frac{\mu (1 + \mu)}{\bar{\mu}}\right) \left[\beta_{\Delta \Xi}^{ab} e + \mu \beta_{\Delta \Xi}^{ab}\right]\right) \\
+ \frac{2d\bar{\mu}}{1 - \mu} \left(1 + \mu\right) \beta_{\Delta \Xi}^{ab} \beta_{\Xi}^{ab} + \beta_{\Xi}^{ab} (\beta_{\Delta \Xi}^{ab} e + \mu \beta_{\Delta \Xi}^{ab}) \\
+ \frac{2d\bar{\mu}}{1 - \mu} \left(\beta_{\Delta \Xi}^{ab} e + \mu \beta_{\Delta \Xi}^{ab}\right) + \sum_{N=1}^\infty \beta_{\Delta \Xi}^{(N)} + \mu \beta_{\Delta \Xi}^{(N)}\).$$
This proves (2.12) with $\beta_{\Delta R, z}$ equal to the right-hand side of (D.21).

**Step 4: The second bound in (2.12).** We bound the weighted sum of $R_{F, z}$ in the same way as for $R_{\psi, z}$. We require the following three additional bounds:

\[ \sum_{x \in \mathbb{Z}^d} \sum_{\kappa} \|x\|^2 \Psi^{(N), \kappa}(x + e_\kappa) \leq 2d \bar{\mu} \left( \beta^{(N)}_{\Delta \Xi} + \beta^{(N)}_{\Xi} \right), \tag{D.22} \]

\[ \sum_{x, \kappa} \|x\|^2 \Pi^{(N), \kappa}(x + e_\kappa) \leq (2d)^2 \bar{\mu} \left( \beta^{(N)}_{\Delta \Xi^+, 0} + \beta^{(N)}_{\Xi} \right), \tag{D.23} \]

\[ \sum_{x, \kappa} \|x\|^2 \Pi^{(N), \kappa}(x + e_i + e_\kappa) \leq (2d)^2 \bar{\mu} \left( \beta^{(N)}_{\Delta \Xi^+, i} + \beta^{(N)}_{\Xi} \right). \tag{D.24} \]

Next, we explain how to derive these bounds for the example of (D.22).

First, we use (4.29) and then (2.24) to obtain

\[ \sum_{x \in \mathbb{Z}^d} \sum_{\kappa} \|x\|^2 \Psi^{(N), \kappa}(x + e_\kappa) \leq \bar{\mu} \sum_{x \in \mathbb{Z}^d} \left( \|x + e_\kappa\|^2 + \|e_\kappa\|^2 + x_\kappa \right) \Xi^{(N)}(x + e_\kappa). \tag{D.25} \]

Then, we note that all terms containing a single $x_\kappa$ cancel by the total rotational symmetry of $\Xi$ and $\sum_i \Xi^i$, i.e.,

\[ \sum_{x, \kappa} x_\kappa \Xi^{(N)}(x + e_\kappa) = \sum_{x, \kappa, i} x_\kappa \Xi^{(N), i}(x + e_\kappa) = \sum_{x, \kappa, i} x_\kappa \Xi^{(N), i}(x + e_i + e_\kappa) = 0. \tag{D.26} \]

Applying the bounds of Assumption 4.3, we obtain (D.22).

For $n \geq 2$, we bound $F_n$ as we have bounded $\Phi_n$ in Step 3. Indeed, first, we use that

\[ \sum_{x \in \mathbb{Z}^d} \|x\|^2 |F_n(x)| \leq \sum_{t_0, \ldots, t_n} \sum_{x_0, \ldots, x_n} \sum_{i=0}^{n} \|x_i\|^2 \left( \frac{\bar{\mu}}{2} \left( \Xi(x_0) \right) \right) \left( \frac{\bar{\mu}}{1 - \bar{\mu}} \right)^{n-i} \]

\[ \times \left( \prod_{s=1}^{n-1} \left( |\Xi^{t_s-1}(x_{s} + e_{t_s-1})| + \mu |\Xi^{t_s-1}(x_s)| \right) \right) \]

\[ \times \left( |\Xi^{t_n-1}(x_{n} + e_{t_n-1} + e_{t_n})| + \mu |\Xi^{t_n-1}(x_n + e_{t_n-1})| \right) \]

\[ + \mu |\Xi^{t_n-1}(x_n + e_{t_n})| + \mu^2 |\Xi^{t_n-1}(x_n)| \right) \right). \tag{D.27} \]

We split the weight using the equality in (D.24), use that the sums factor and then use the bounds stated above to obtain

\[ \sum_{x \in \mathbb{Z}^d} \|x\|^2 |F_n(x)| \leq \left( \frac{2d \bar{\mu}}{1 - \bar{\mu}} \right)^{n+1} \beta_{\Delta \Xi}^{(ab)} \left( \beta_{\Xi}^{(ab)} \right)^n \]

\[ + (n - 1) \left( \frac{2d \bar{\mu}}{1 - \bar{\mu}} \right)^{n+1} \beta_{\Xi}^{(ab)} \left( \beta_{\Delta \Xi}^{(ab)} + \beta_{\Xi}^{(ab)} \right) \]

\[ + \left( \frac{2d \bar{\mu}}{1 - \bar{\mu}} \right)^{n+1} \left( \beta_{\Xi}^{(ab)} \right)^{n+1} \left( \beta_{\Xi}^{(ab)} \right) \left( \beta_{\Xi}^{(ab)} + \mu \beta_{\Xi}^{(ab)} + \frac{\bar{\mu}}{1 - \bar{\mu}} \right) \left( \beta_{\Xi}^{(ab)} + \mu \beta_{\Xi}^{(ab)} + \frac{\bar{\mu}}{1 - \bar{\mu}} \right). \tag{D.28} \]
The additional contribution $R_{F,z}$ (recall (D.6)) are bounded in a straightforward manner and we obtain the bound

$$
\sum_{x \in \mathbb{Z}^d} \|x\|_2^2 |R_{F,z}(x)| \leq \sum_{n=2}^{\infty} \left( \frac{2d\bar{\mu}}{1 - \mu} \right)^{n+1} \beta_{\Delta_2}^{\text{abs}} \left( \beta_{\Delta_2}^{\text{abs}} \right)^n \beta_{\Delta_2}^{\text{abs}} \left( \beta_{\Delta_2}^{\text{abs}} \right)^{n-1} + \mu \beta_{\Delta_2}^{\text{abs}} + \mu \beta_{\Delta_2}^{\text{abs}}, \beta_{\Delta_2}^{\text{abs}}, 0 \right) 
$$

(D.29)

$$
+ \sum_{n=2}^{\infty} \left( \frac{2d\bar{\mu}}{1 - \mu} \right)^{n+1} \beta_{\Delta_2}^{\text{abs}}, \beta_{\Delta_2}^{\text{abs}}, 0 + \mu \beta_{\Delta_2}^{\text{abs}}, 0 + \beta_{\Delta_2}^{\text{abs}} 
$$

We complete Step 4 by defining $\beta_{\Delta,R,F}$ as the right-hand of (D.29).

**Step 5: The bounds in (213).** Now we compute a lower bound on $\hat{R}_{F,z}(0) - \hat{R}_{F,z}(k)$:

$$
\hat{R}_{F,z}(0) - \hat{R}_{F,z}(k) = \sum_x R_{F,z}(x)[1 - \cos(k \cdot x)] 
$$

(D.30)

which could also be negative. We could apply Lemma 2.12 and bound (D.30) from below by $-\beta_{\Delta,R,F}[1 - \hat{D}(k)]$. Since this bound plays a central role, we prefer to use a better bounds. For this, we note that $[1 - \cos(k \cdot x)] \geq 0$ for all $k$ and $x$. So we can create a lower bound by only consider the negative part of the function $R_{F,z}$.

We are not able to identify the points $x$ at which $R_{F,z}(x)$ is negative. However, we can decompose all summands defining $\hat{R}_{F,z}$ in (D.6) into a negative and a positive part as the coefficients were defined via alternating sequences. In this ways, we create the lower bound as follows:

$$
- \frac{\mu}{(1 - \mu^2)^2} \sum_{N=1}^{\infty} \sum_{\ell_0, \ell_1} (-1)^N \left[ \hat{\Pi}^{(N),\ell_0,\ell_1}(0) - e^{-i(k_0 + k_1)} \hat{\Pi}^{(N),\ell_0,\ell_1}(k) \right] 
$$

$$
\geq - \frac{\mu}{(1 - \mu^2)^2} \sum_{N=1}^{\infty} \sum_{\ell_0, \ell_1} \left[ \hat{\Pi}^{(2N),\ell_0,\ell_1}(0) - e^{-i(k_0 + k_1)} \hat{\Pi}^{(2N),\ell_0,\ell_1}(k) \right] 
$$

$$
\geq - \frac{(2d)\hat{\mu}}{(1 - \mu^2)^2} \sum_{N=1}^{\infty} \left( \beta_{\Delta_2}^{(2N)} + 2d\beta_{\Delta_2}^{(2N)} \right) [1 - \hat{D}(k)], 
$$

(D.31)
where we applied Lemma 2.7.2 and (D.24) only in the very last step. We use this idea to bound all terms in (D.6). except the minor term $\sum_{n=2}^{\infty} \tilde{F}_n(k)$ and in this way obtain

$$-\frac{\tilde{R}_{F,T}(0) - \tilde{R}_{F,T}(k)}{1 - D(k)} \leq \sum_{n=2}^{\infty} \left( \frac{2d\bar{\mu}}{1 - \mu} \right)^{n+1} \beta^{\Delta F} \left( \beta^{\Delta F} \right)^{n} \tag{D.32}$$

$$+ \sum_{n=2}^{\infty} (n-1) \left( \frac{2d\bar{\mu}}{1 - \mu} \right)^{n+1} \frac{1}{1 + \mu} \left( \frac{\beta^{\Delta F}}{\mu} + \beta^{\Delta F} \right) \left( \beta^{\Delta F} + \mu \beta^{\Delta F} \right)$$

$$+ \sum_{n=2}^{\infty} \left( \frac{2d\bar{\mu}}{1 - \mu} \right)^{n+1} \frac{1}{1 + \mu} \left( \frac{\beta^{\Delta F}}{\mu} + \beta^{\Delta F} \right) \left( \beta^{\Delta F} + \mu \beta^{\Delta F} \right)$$

$$+ \frac{2d\mu}{1 - \mu^2} \left[ \beta^{(1)}_{\Delta F,T} + \mu \beta^{(0)}_{\Delta F,T} + \mu \sum_{N=1}^{\infty} \left( \beta^{(2N+1)}_{\Delta F,T} + \beta^{(2N+1)}_{\Delta F,T} \right) \right]$$

$$+ \frac{\mu}{1 - \mu^2} \left( \beta^{(0)}_{\Delta F,T} + (2d) \frac{2\mu}{1 - \mu^2} \sum_{N=1}^{\infty} \left( \beta^{(2N)}_{\Delta F,T} + \beta^{(2N)}_{\Delta F,T} \right) \right)$$

$$+ \frac{(2d\bar{\mu})^2}{1 - \mu^2} \left( \beta^{(0)}_{\Delta F,T} + \beta^{(0)}_{\Delta F,T} + \beta^{(0)}_{\Delta F,T} + \mu \beta^{(0)}_{\Delta F,T} \right)$$

$$+ \frac{(2d\bar{\mu})^2}{1 - \mu^2} \left( \beta^{(0)}_{\Delta F,T} + \beta^{(0)}_{\Delta F,T} + \beta^{(0)}_{\Delta F,T} + \mu \beta^{(0)}_{\Delta F,T} \right)$$

We modified the desired inequality (2.13) here slightly for better readability. This proves the lower bound in (2.13) with $-\beta_{\Delta F,T}$ equal to the right-hand side of (D.32).
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