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1 Introduction

The quantum complexity of discrete problems is well studied. A speed-up of quantum algorithms over deterministic and randomized algorithms is shown for many problems, starting from the factorization algorithm of Shor [21], followed by database search algorithm of Grover [7]. Other discrete problems, such as discrete summation, computation of the mean, median and $k$th-smallest element were also studied, see e.g. [1],[2],[8],[18].

There is also a progress in studying the quantum complexity of continuous analogues of these problems. The first paper dealing with the quantum complexity of a continuous problem was the work of Novak [20], where the integration of a function from the Hölder class is considered. Integration in other function spaces (Lebesgue and Sobolev classes) space was also investigated and a quadratic speed-up over the randomized setting was shown (see [9],[10]). The problem of function approximation on a quantum computer was studied by Heinrich [11],[12]. The problem of maximization of function form the Hölder class was investigated in [5] and the problem of finding the root of the function was studied in [6]. Also path integration [22] and differential equations [15] on a quantum computer were investigated, and a speed-up was established.

In this paper we consider the problem of approximating the median of continuous distribution. This problem is a continuous equivalent of the problem of finding the median of the discrete sequence which is investigated in [18]. We assume that the distribution is given by density function which belongs to a classical Hölder class. We present almost matching upper and lower complexity bounds in the quantum setting. We show that quantum computations yield a speed-up compared to deterministic and randomized algorithms over entire range of class parameters.

We extend also the problem to the problem of computing of the vector of quantiles of the continuous distribution and show matching upper and lower complexity bounds for this problem.

In Section 2 the problem of computing the mean is formulated and necessary definitions are presented. The complexity bounds for this problem are presented in Section 4. Section 5 contains the results for the problem of computing of the vector of quantiles.
2 Problem formulation and basic definitions

Let \( f : [0,1] \rightarrow \mathbb{R} \) be a real-valued, nonnegative function which integrates to 1. We are interested in approximating the median of the probabilistic distribution with probability density function \( f \) with precision \( \varepsilon > 0 \) in the sense of the absolute or the residual error criterion. Let \( \xi : \int_0^\xi f(t)dt = 1/2 \) be the median. We wish to compute a point \( \hat{\xi} \in [0,1] \) for which \(|\hat{\xi} - \xi| \leq \varepsilon\) (the absolute criterion), or \(|\hat{\xi} \int_0^{\hat{\xi}} f(t)dt - 1/2| \leq \varepsilon\) (the residual criterion). We consider a Hölder class of functions \( f \) given by

\[
F^{r,\rho} = \{ f : [0,1] \rightarrow \mathbb{R} \mid f \in C^r([0,1]), |f^{(i)}(x)| \leq D, i = 0, 1, \ldots, r,
|f^{(r)}(x) - f^{(r)}(y)| \leq H|x - y|^{\rho} \text{ for } x, y \in [0,1]\},
\]

where \( r \geq 0, 0 < \rho \leq 1 \) and \( D, H \) are positive constants. Let us define the class of density function from the Hölder class \( F^{r,\rho} \) by \( F^{r,\rho}(1) \), that is

\[
F^{r,\rho}(1) = \left\{ f \in F^{r,\rho} \mid f(x) \geq 0 \, \forall x \in [0,1], \int_0^1 f(t)dt = 1 \right\}.
\]

For the absolute criterion we will also need a technical assumption that the function \( f \) is separated form zero. Let

\[
\tilde{F}^{r,\rho}(1) = \{ f \in F^{r,\rho}(1) \mid f(x) \geq \gamma \, \forall x \in [0,1]\},
\]

where \( \gamma \) is a positive constant.

We shall analyze the problem of approximation the median of the distribution with density function \( f \in F^{r,\rho}(1) \) or \( f \in \tilde{F}^{r,\rho}(1) \) in the quantum setting and for the comparison in the deterministic worst-case and in the randomized settings.

To find the approximation \( t^* \) we need some information about the function \( f \). In the deterministic setting, by information we mean an operator \( N \) that assigns to the function \( f \) a vector \( N(f) \) of length at most \( n \), whose components are the values of \( f \) or its derivatives of order at most \( r \) at some (adaptively chosen) deterministic points form \([0,1]\). Let \((\Omega, \Sigma, P)\) be a probability space. In the randomized setting, by information we mean a family of operators \( N = \{ N^\omega \}_{\omega \in \Omega} \). Here, \( N^\omega(f) \) is defined by the values of \( f \) or its derivatives computed at randomly chosen points from \([0,1]\). We assume that the successive evaluation points and the derivative numbers are chosen.
adaptively as functions of information values computed so far. The decision whether
to compute a successive piece of information is also taken based on the computed
values, according to some termination criterion. We assume that the length \( n^\omega(f) \) of
the information vector is a measurable function and it satisfies \( E(n^\omega(f)) \leq n \) for all
\( f \in F^r_\rho \).

In the quantum setting, information is gathered by applying \( n \) times a (standard)
quantum query operator about the function \( f \). For a detailed description of the
quantum model of computation, quantum algorithms, and the quantum query op-
erator, the reader is referred to [9, 17]. Roughly speaking, a quantum query is a
unitary operator defined by \( f \) whose application plays a role of evaluating the value
of a function or its derivative in the standard deterministic setting.

The approximate solution \( \hat{\xi} \) is obtained in the deterministic setting by an algorithm
\( \phi \) that computes \( \hat{\xi} \) based on the information values \( N(f) \), \( \hat{\xi} = \phi(N(f)) \). In the ran-
domized setting, the algorithm is a family \( \phi = \{\phi^\omega\}_{\omega \in \Omega} \), and \( \hat{\xi} = \hat{\xi}^\omega = \phi^\omega(N^\omega(f)) \).

In the quantum setting, the algorithm is defined by an application of a number of
sequences of unitary operations, \( n \) of them being quantum queries, each of the se-
quence followed by a quantum measurement. Further possible operations performed
on a classical computer lead to \( \hat{\xi} = \hat{\xi}^\omega \), see [9, 17]. In the randomized and quantum
settings, the point \( \hat{\xi} = \hat{\xi}^\omega \) is a random number.

We shall consider the absolute and residual error criteria. The superscript ‘\( \omega \)’ in the
definitions below in the deterministic setting is obviously irrelevant, and it will then
be omitted.

We define the local absolute error of an algorithm \( \phi \) by

\[
e^\omega_{\text{abs}}(f, \phi^\omega) = \left| \hat{\xi} - \xi \right|
\]

The residual error is given by

\[
e^\omega_{\text{res}}(f, \phi^\omega) = \left| \int_0^\xi f(t) dt - 1/2 \right|
\]

In the randomized and quantum settings, we assume that \( e^\omega_{\text{abs}}(f, \phi^\omega) \) and \( e^\omega_{\text{res}}(f, \phi^\omega) \)
are random variables.

Let the subscript ‘\( \text{crit} \)’ stand for ‘\( \text{abs} \)’ or ‘\( \text{res} \)’. For \( F \) being \( F^r_\rho(1) \) or \( \tilde{F}^r_\rho(1) \) the
global error in the class \( F \) in the deterministic, randomized and quantum settings is
defined respectively by:

- in the deterministic setting
  \[ e_{\text{crit}}^{\text{det}}(F, \phi) = \sup_{f \in F} e_{\text{crit}}(f, \phi), \]

- in the randomized setting
  \[ e_{\text{crit}}^{\text{rand}}(F, \phi) = \sup_{f \in F} \left( \int_{\Omega} (e_{\text{crit}}(f, \phi)^{\omega})^2 \, dP(\omega) \right)^{1/2}, \]  \hspace{1cm} (1)

- in the quantum setting
  \[ e_{\text{crit}}^{\text{quant}}(F, \phi) = \sup_{f \in F} \inf \{ \alpha : P( e_{\text{crit}}(f, \phi)^{\omega} > \alpha ) \leq 1/4 \}. \]

Hence, in all cases the worst case with respect to functions \( f \) from \( F \) is of interest. In the randomized setting the error is defined as usual by the expected value, while in the quantum setting by the demand to achieve the success probability of \( \phi \) at least 3/4.

The cost of an algorithm \( \phi \) in the deterministic and randomized settings is defined as an (expected) number of computed information values, that is a number of evaluations of function \( f \) or its derivatives which an algorithm is based on. In the quantum setting, the (query) cost is meant as the number of applications of the quantum query operator. We denote the cost of an algorithm \( \phi \) in the class \( F \) by \( \text{cost}(F, \phi) \) with suitable superscripts: 'det', 'rand' or 'quant' in the proper setting.

For \( \varepsilon > 0 \), the \( \varepsilon \)-complexity in the class \( F \) is defined as a minimal cost of an algorithm that approximate the median of a distribution with a density function from the class \( F \) with the precision at most \( \varepsilon \),

\[ \text{comp}_{\varepsilon, \text{crit}}^{\#}(F) = \inf_{\phi} \{ \text{cost}^{\#}(F, \phi) : e_{\text{crit}}^{\#}(F, \phi) \leq \varepsilon \}, \]

where \( \# \in \{ \text{det}, \text{rand}, \text{quant} \} \). In the quantum setting, the complexity defined above is the quantum query complexity (the number of qubits can be arbitrary). It is also possible to consider, for instance, the qubit complexity, defined as the minimal number of qubits sufficient to achieve the error at most \( \varepsilon \) (here the number of queries can be arbitrary), or other mixed type complexities.

Our aim is to show possibly tight upper and lower bounds on \( \text{comp}_{\varepsilon}^{\#}(F) \). Firstly, we recall in the next section a result on the problem of summation, integration and solving initial value problems.
3 Useful results

We will recall in this section the useful known results, that will help us to prove the complexity bounds on the problem of approximating the mean and quantiles of continuous distribution.

We start with the problem of computing the mean of a sequence. We will use these results to prove the lower bounds. Let \( g : \{0, 1, \ldots, N - 1\} \rightarrow [0, 1] \) be a discrete function. We are interested in approximation of the mean of the sequence \((g(0), g(1), \ldots, g(N - 1))\), that is the number \( \frac{1}{N} \sum_{i=0}^{N-1} g(i) \) with precision \( \varepsilon > 0 \). Consider the deterministic, randomized and quantum settings. The definition of the error, the cost and the complexity are similar as in Section 2. Denote the \( \varepsilon \)-complexity of this problem by \( \text{comp}_\varepsilon(N) \) with a suitable superscript indicating the setting. From the known complexity bounds for this problem (see [19, 16] for the deterministic and the randomized setting, [8, 15] for the quantum setting) we have that

- in the deterministic setting
  \[
  \text{comp}_\varepsilon^{\text{det}}(N) = \Theta(N(1 - 2\varepsilon));
  \]  
  \( \text{(2)} \)

- in the randomized setting
  \[
  \text{comp}_\varepsilon^{\text{rand}}(N) = \Theta(\min\{N, \varepsilon^{-2}\});
  \]  
  \( \text{(3)} \)

- in the quantum setting
  \[
  \text{comp}_\varepsilon^{\text{quant}}(N) = \Theta(\min\{N, \varepsilon^{-1}\}).
  \]  
  \( \text{(4)} \)

We will need also the upper bounds on the complexity of approximating the integral, that we will use to show the upper bounds. Let \( g : [0, 1] \rightarrow \mathbb{R} \) be a function from Hölder class \( F^{r,\rho} \). Our aim is to approximate \( \int_0^1 g(x)dx \) with precision \( \varepsilon \). Denote the complexity of this problem by \( \text{comp}_\varepsilon(Int, F^{r,\rho}) \) (with suitable superscript). It is known (see e.g. [19] for the deterministic and randomized settings and [20] for the quantum setting), that the complexity of this problem is bounded by

- in the deterministic setting
  \[
  \text{comp}_\varepsilon^{\text{det}}(Int, F^{r,\rho}) = O(\varepsilon^{-1/(r+\rho)});
  \]  
  \( \text{(5)} \)
in the randomized setting
\[ \text{comp}_\varepsilon^{\text{rand}}(Int, F^{r,\rho}) = O(\varepsilon^{-1/(r+\rho+1/2)}); \] (6)

in the quantum setting
\[ \text{comp}_\varepsilon^{\text{quant}}(Int, F^{r,\rho}) = O(\varepsilon^{-1/(r+\rho+1)}). \] (7)

In the randomized setting, besides of the average error, we will also need to know the distribution of the error. Let \( \phi \) be the optimal randomized algorithm. Then, there exists positive constant \( C \) such that for any \( g \in F^{r,\rho}, \varepsilon > 0 \) and \( \delta \in (0, 1/2) \) we have
\[
P \left( \left| \int_0^1 g(x)dx - \phi(g) \right| > \varepsilon \right) \leq \delta
\]
with cost
\[
\text{cost}^{\text{rand}}(\phi) \leq C\varepsilon^{-1/(r+\rho+1/2)} \log(1/\delta).
\] (8)

We will also need some results on the initial-value problems in ordinary differential equations. The problems have the form
\[
\begin{cases}
z'(x) = f(z(x)), & x \in [a, b] \\
z(a) = \eta
\end{cases},
\] (9)
where \( a < b, f : \mathbb{R}^d \to \mathbb{R}^d, z : [a, b] \to \mathbb{R}^d \), and \( f \) belongs to the Hölder class
\[
F^{r,\rho}_d = \{f : \mathbb{R}^d \to \mathbb{R}^d | f \in C^r(\mathbb{R}^d), |D^{(i)}f(x)| \leq D, i = 0, 1, \ldots, r, \|D^{(r)}f(x) - D^{(r)}f(y)\| \leq H\|x - y\|^\rho, \ x, y \in \mathbb{R}^d\},
\]
where \( r \geq 0, \rho \in (0, 1], D \) and \( H \) are positive constants. Denote the \( \varepsilon \)-complexity of this problem by \( \text{comp}_\varepsilon(IVP, F^{r,\rho}_d) \). There are known complexity bounds of this problem (see [14] for the deterministic setting, [13, 3] for the randomized setting and [15] for the quantum setting):

- in the deterministic setting
\[
\text{comp}_\varepsilon^{\text{det}}(IVP, F^{r,\rho}) = O(\varepsilon^{-1/(r+\rho)});
\] (10)

- in the randomized setting
\[
\text{comp}_\varepsilon^{\text{rand}}(IVP, F^{r,\rho}) = O(\varepsilon^{-1/(r+\rho+1/2)});
\] (11)
in the quantum setting

\[ \text{comp}_\varepsilon^{\text{quant}}(IVP, F^{r,\rho}) = O(\varepsilon^{-1/(r+\rho+1-\gamma)}), \]  

for arbitrary \( \gamma \in (0,1) \) (constant in big-O notation in the quantum setting may depend on \( \gamma \)).

\section{Complexity bounds}

\subsection{Upper complexity bounds}

First we will present a theorem that states the upper complexity bounds on the approximation of the median of absolutely continuous distribution in the deterministic, randomized and quantum setting for both: the absolute and the residual criterion.

\textbf{Theorem 1} There exist positive constants \( C^{\text{det}}_{\text{abs}}, C^{\text{rand}}_{\text{abs}} \) and \( C^{\text{quant}}_{\text{abs}} \) which depend on \( r, \rho, D \) and \( \gamma \), and \( C^{\text{det}}_{\text{res}}, C^{\text{rand}}_{\text{res}} \) and \( C^{\text{quant}}_{\text{res}} \) which depends on \( r, \rho \) and \( D \), such that for any \( \varepsilon > 0 \) the \( \varepsilon \)-complexity of median approximation problem satisfies

\[ \text{comp}_\varepsilon^{\text{det}}(F^{r,\rho}) \leq C^{\text{det}}_{\text{abs}} \left( \frac{1}{\varepsilon} \right)^{1/(r+\rho)} \log \frac{1}{\varepsilon}, \]

\[ \text{comp}_\varepsilon^{\text{rand}}(F^{r,\rho}) \leq C^{\text{rand}}_{\text{abs}} \left( \frac{1}{\varepsilon} \right)^{1/(r+\rho+1/2)} \log^2 \frac{1}{\varepsilon}, \]

\[ \text{comp}_\varepsilon^{\text{quant}}(F^{r,\rho}) \leq C^{\text{quant}}_{\text{abs}} \left( \frac{1}{\varepsilon} \right)^{1/(r+\rho+1)} \log \frac{1}{\varepsilon} \log \log \frac{1}{\varepsilon}, \]

\[ \text{comp}_\varepsilon^{\text{det}}(F^{r,\rho}) \leq C^{\text{det}}_{\text{res}} \left( \frac{1}{\varepsilon} \right)^{1/(r+\rho)} \log \frac{1}{\varepsilon}, \]

\[ \text{comp}_\varepsilon^{\text{rand}}(F^{r,\rho}) \leq C^{\text{rand}}_{\text{res}} \left( \frac{1}{\varepsilon} \right)^{1/(r+\rho+1/2)} \log^2 \frac{1}{\varepsilon} \log \log \frac{1}{\varepsilon}, \]

\[ \text{comp}_\varepsilon^{\text{quant}}(F^{r,\rho}) \leq C^{\text{quant}}_{\text{res}} \left( \frac{1}{\varepsilon} \right)^{1/(r+\rho+1)} \log \frac{1}{\varepsilon} \log \log \frac{1}{\varepsilon}. \]

\textbf{Proof.} To proof this theorem we construct algorithms \( \phi^{\text{det}}, \phi^{\text{rand}} \) and \( \phi^{\text{quant}} \). These algorithms use perturbed bisection method for solving nonlinear equation \( G(x) = 0 \) for \( G(x) = \int_0^x f(t)dt \). For the positive parameter \( \varepsilon \) let \( x_i, i = 1,2,\ldots \) be the successive bisection points and \( G_i \) be the approximation of \( G(x_i) \) computed by optimal
deterministic, randomized or quantum integration algorithm with precision $\varepsilon$ with probability at least $1 - \delta^{\text{rand/quant}}$ in the randomized and quantum setting, respectively, where $\delta^{\text{rand}} = \varepsilon^2 / \lceil \log \varepsilon^{-1} \rceil$ and $\delta^{\text{quant}} = 1 / (4 \lceil \log \varepsilon^{-1} \rceil)$. That is

$$|G_i - G(x_i)| \leq \varepsilon \text{ with probability at least } 1 - \delta^{\text{rand/quant}}. \quad (13)$$

The successive interval is chosen based on these approximate values $G_i$. We finish the bisection procedure when for some $i_0$, $|G_{i_0}| \leq \varepsilon$ or $i_0 = i_{\text{max}} := \lceil \log \varepsilon^{-1} \rceil$. The algorithms return the value $\hat{\xi} := x_{i_0}$.

Notice that in all previous steps $i = 1, 2, \ldots, i_0 - 1$ we have $|G_i| > \varepsilon$. So, due to (13) if $G_i \geq 0$ then $G(x_i) = G_i + G(x_i) - G(i) \geq G_i - \varepsilon \geq 0$ (with probability at least $1 - \delta^{\text{rand/quant}}$ in the randomized and quantum settings). Similarly, if $G_i < 0$, then with the same probability we have $G(x_i) < 0$. So, with probability at least $(1 - \delta^{\text{rand/quant}})^{i_{\text{max}}}$ last bisection interval contains the median. So, if the algorithm finishes when $i_0 = i_{\text{max}}$, then with probability at least $(1 - \delta^{\text{rand/quant}})^{i_{\text{max}}}$ we have $\xi - \hat{\xi} \leq \varepsilon$. With the same probability, if the algorithm finishes when $|G_{i_0}| \leq \varepsilon$, then

$$|G(x_{i_0})| \leq |G(x_{i_0}) - G_{i_0}| + |G_{i_0}| \leq 2 \varepsilon.$$

So, we have

$$|G(\hat{\xi}) - G(\xi)| \leq 2 \varepsilon \text{ or } |\xi - \hat{\xi}| \leq \varepsilon \text{ with probability at least } (1 - \delta^{\text{rand/quant}})^{i_{\text{max}}}. \quad (14)$$

We now state the error bounds. Consider first the residual criterion. Due to (14), $|G(\hat{\xi}) - G(\xi)| \leq 2 \varepsilon$ or $|G(\hat{\xi}) - G(\xi)| \leq \sup_{x \in [0,1]} |G'(x)||\hat{\xi} - \xi| \leq D|\hat{\xi} - \xi| \leq D \varepsilon$. Thus,

$$e_{\text{res}}(f, \phi^{\text{det/rand/quant}}) \leq \max\{2, D\} \varepsilon.$$

This holds with probability at least $(1 - \delta^{\text{rand}})^{i_{\text{max}}} \geq 1 - i_{\text{max}} \delta^{\text{rand}} \geq 1 - \varepsilon^2$ in the randomized setting and with probability at least $(1 - \delta^{\text{quant}})^{i_{\text{max}}} \geq 1 - i_{\text{max}} \delta^{\text{quant}} \geq 3/4$ in the quantum settings.

Hence we have

$$e_{\text{res}}^{\text{det}}(F_{\tau, \rho}, \phi^{\text{det}}) \leq \max\{2, D\} \varepsilon \quad (15)$$

and

$$e_{\text{res}}^{\text{quant}}(F_{\tau, \rho}, \phi^{\text{quant}}) \leq \max\{2, D\} \varepsilon. \quad (16)$$
To get the error bound in the randomized setting, note that always $\omega^{\text{res}}(f, \phi^{\text{rand}}) \leq 1/2$. So we have in the randomized setting

$$
\left(\epsilon^{\text{rand}}_{\text{res}}(F^{r, \rho})\right)^2 = \sup_{f \in F^{r, \rho}} \int_{\Omega} \left(\omega^{\text{res}}(f, \phi^{\text{rand}})\right)^2 dP(\omega)
$$

$$
= \sup_{f \in F^{r, \rho}} \left( \int_{\omega^{\text{res}}(f, \phi^{\text{rand}}) \leq \max\{2, D\} \epsilon} \left(\omega^{\text{res}}(f, \phi^{\text{rand}})\right)^2 dP(\omega) + \int_{\omega^{\text{res}}(f, \phi^{\text{rand}}) > \max\{2, D\} \epsilon} \left(\omega^{\text{res}}(f, \phi^{\text{rand}})\right)^2 dP(\omega) \right) \leq \sup_{f \in F^{r, \rho}} \left( \max\{2, D\} \epsilon^2 + 1/4 \epsilon^2 \right)
$$

Thus,

$$
\epsilon^{\text{rand}}_{\text{res}}(F^{r, \rho}, \phi) / \leq (\max\{2, D\} + 1/2) \epsilon.
$$

(17)

Let us pass to the absolute criterion. Let us remind that we have additional assumption, that $f(x) \geq \gamma$ for all $x \in [0, 1]$. Note that $G(\hat{\xi}) - G(\xi) = f(c)(\hat{\xi} - \xi)$ for some $c \in [0, 1]$. Hence, we have $|\hat{\xi} - \xi| \leq 1/\gamma |G(\hat{\xi}) - G(\xi)|$. So, due to (14), $|\hat{\xi} - \xi| \leq \max\{1, 2/\gamma\} \epsilon$ with probability at least $1 - i_{\text{rand/quant}}$. Hence, similarly as for the residual criterion, we have

$$
e^{\text{det}}_{\text{abs}}(\tilde{F}^{r, \rho}, \phi^{\text{det}}) \leq \max\{1, 2/\gamma\} \epsilon,
$$

(18)

$$
e^{\text{rand}}_{\text{abs}}(\tilde{F}^{r, \rho}, \phi^{\text{rand}}) \leq (\max\{1, 2/\gamma\} + 1/2) \epsilon
$$

(19)

and

$$
e^{\text{quant}}_{\text{abs}}(\tilde{F}^{r, \rho}, \phi^{\text{quant}}) \leq \max\{1, 2/\gamma\} \epsilon.
$$

(20)

Let us state the cost bounds. In the deterministic setting, the cost of one bisection step for both criteria is of order $O \left( (1/\epsilon)^{1/(r + \rho)} \right)$. The maximal number of steps is at most $i_{\text{max}} = \lceil \log \epsilon^{-1} \rceil$. So, the total cost is

$$
cost^{\text{det}}(F^{r, \rho}, \phi^{\text{det}}) \geq cost^{\text{det}}(\tilde{F}^{r, \rho}, \phi^{\text{det}}) = O \left( (1/\epsilon)^{1/(r + \rho)} \log \epsilon^{-1} \right).
$$

(21)

In the randomized setting the cost of one bisection step is

$$
O \left( (1/\epsilon)^{1/(r + \rho + 1/2)} \log(1/\delta^{\text{rand}}) \right) = O \left( (1/\epsilon)^{1/(r + \rho + 1/2)} \log \frac{\epsilon^{-1}}{\epsilon^2} \right)
$$

$$
= O \left( (1/\epsilon)^{1/(r + \rho + 1/2)} \log \epsilon^{-1} \right).
$$
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So, the total cost in the randomized setting is
\[
\text{cost}^{\text{rand}}(F^r, \rho, \phi^{\text{rand}}) \asymp \text{cost}^{\text{rand}}(\tilde{F}^r, \rho, \phi^{\text{rand}}) = O \left( \left(\frac{1}{\varepsilon}\right)^{1/(r+\rho)} \log^2 \varepsilon^{-1} \right).
\] (22)

In the quantum setting, cost of one bisection step is
\[
O \left( \left(\frac{1}{\varepsilon}\right)^{1/(r+\rho+1)} \log \left(\frac{1}{\delta^{\text{quant}}}\right) \right) = O \left( \left(\frac{1}{\varepsilon}\right)^{1/(r+\rho+1)} \log \log \varepsilon^{-1} \right).
\]

So, the total cost is of order
\[
\text{cost}^{\text{quant}}(F^r, \rho, \phi) \asymp \text{cost}^{\text{quant}}(\tilde{F}^r, \rho, \phi) = O \left( \left(\frac{1}{\varepsilon}\right)^{1/(r+\rho+1)} \log \log \varepsilon^{-1} \log \log \varepsilon^{-1} \right).
\] (23)

Comparing the error bounds (15), (17), (16), (18), (19), (20) with the cost bounds (21), (22), (23) we get the desired complexity bounds. \(\square\)

4.2 Lower complexity bounds

The following theorem presents the lower bounds on the complexity of problem of approximating the median in the deterministic, randomized and quantum settings.

**Theorem 2** There exist positive constants \(c^{\text{det}}_{\text{abs}}, c^{\text{rand}}_{\text{abs}}, c^{\text{quant}}_{\text{abs}}, c^{\text{det}}_{\text{res}}, c^{\text{rand}}_{\text{res}}, c^{\text{quant}}_{\text{res}}\) and \(\varepsilon_0\), such that for any \(\varepsilon \in (0, \varepsilon_0)\)

\[
\begin{align*}
\text{comp}^{\text{det}}_{\varepsilon, \text{res}}(F^r, \rho(1)) & \geq c^{\text{det}}_{\text{abs}} \left(\frac{1}{\varepsilon}\right)^{1/(r+\rho)}, \\
\text{comp}^{\text{rand}}_{\varepsilon, \text{res}}(F^r, \rho(1)) & \geq c^{\text{rand}}_{\text{abs}} \left(\frac{1}{\varepsilon}\right)^{1/(r+\rho+1/2)}, \\
\text{comp}^{\text{quant}}_{\varepsilon, \text{res}}(F^r, \rho(1)) & \geq c^{\text{quant}}_{\text{abs}} \left(\frac{1}{\varepsilon}\right)^{1/(r+\rho+1)}, \\
\text{comp}^{\text{det}}_{\varepsilon, \text{abs}}(\tilde{F}^r, \rho(1)) & \geq c^{\text{det}}_{\text{abs}} \left(\frac{1}{\varepsilon}\right)^{1/(r+\rho)}, \\
\text{comp}^{\text{rand}}_{\varepsilon, \text{abs}}(\tilde{F}^r, \rho(1)) & \geq c^{\text{rand}}_{\text{abs}} \left(\frac{1}{\varepsilon}\right)^{1/(r+\rho+1/2)}, \\
\text{comp}^{\text{quant}}_{\varepsilon, \text{abs}}(\tilde{F}^r, \rho(1)) & \geq c^{\text{quant}}_{\text{abs}} \left(\frac{1}{\varepsilon}\right)^{1/(r+\rho+1)}.
\end{align*}
\]
Thus \(\phi\) for function \(f\) any function \(\xi\) be the median of \(\sum_{i=1}^{n} x_i\) with error at most \(\varepsilon\) for all \(x \in [0, 1]\). Let \(\xi \in [0, 1]\). Then the function \(f_{\varepsilon_1}(x) = 1 + \sum_{i=1}^{n} x_i h_i(x)\) belongs to the class \(\tilde{F}^{r,\rho}(1) \subset F^{r,\rho}(1)\). Note that for sufficiently small \(\varepsilon_1\) we have \(2/3 \leq f_{\varepsilon_1}(x) \leq 2\) for all \(x \in [0, 1]\). Let \(\xi\) be the median of \(f_{\varepsilon_1}\). Since \(1/2 = \int_{0}^{\xi} f_{\varepsilon_1}(x)\) for some \(\eta \in [0, 1]\), thus \(\xi = 1/(2f_{\varepsilon_1}(\eta))\) and \(1/4 \leq \xi \leq 3/4\). This yields that

\[
1/2 = \int_{0}^{\xi} f_{\varepsilon_1}(x)\,dx = \int_{0}^{\xi} \left(1 + \sum_{i=1}^{n} x_i h_i(x)\right)\,dx = \int_{0}^{1/4} \left(1 + \sum_{i=1}^{n} x_i h_i(x)\right)\,dx + \int_{1/4}^{\xi} 1\,dx
\]

\[
= 1/4 + \varepsilon_1^{1+1/(r+\rho)} \sum_{i=1}^{n} x_i + \xi - 1/4.
\]

Thus

\[
\sum_{i=1}^{n} x_i = \frac{1/2 - \xi}{\varepsilon_1^{1+1/(r+\rho)}}.
\]

Suppose that algorithm \(\phi\) (deterministic, randomized or quantum) computes the median of the distribution with a density function \(f\) with error at most \(\varepsilon\) and cost \(N\), for any function \(f \in \tilde{F}^{r,\rho}(1)\), in particular for \(f = f_{\varepsilon_1}\). Denote the result of the algorithm \(\phi\) for function \(f_{\varepsilon_1}\) by \(\hat{\xi}\). Note that

\[
\left|\frac{1}{n} \sum_{i=1}^{n} x_i - \frac{1/2 - \hat{\xi}}{n\varepsilon_1^{1+1/(r+\rho)}}\right| = \left|\frac{\xi - \hat{\xi}}{n\varepsilon_1^{1+1/(r+\rho)}}\right| = \frac{|\int_{0}^{\xi} f_{\varepsilon_1}(x)\,dx - 1/2|}{|\int_{f_{\varepsilon_1}(\eta)}^{1/4} n\varepsilon_1^{1+1/(r+\rho)}|}
\]

for some \(\eta \in [0, 1]\). Hence, algorithm \(\phi\) also computes the mean \(\frac{1}{n} \sum_{i=1}^{n} x_i\) with error at most \(\frac{C\varepsilon}{n\varepsilon_1^{1+1/(r+\rho)}}\), where \(C = 1\) for residual criterion and \(C = 1/\gamma\) when the absolute criterion is used.
We now use lower complexity bounds for the problem of computing the mean of \( n \) real numbers from \([0,1]\) presented in Section 3.

Consider first the deterministic setting. Recall that \( n = \Theta \left( \frac{\varepsilon^{1/(r+\rho)}}{1} \right) \). Let \( G \) be a constant in the lower bound in the ”\( \Theta \)” notation. Take \( \varepsilon_1 = 4C\varepsilon/G \). From (2) we have that the cost of algorithm \( \phi \) is bounded by

\[
N = \Omega \left( n \left( 1 - \frac{2C\varepsilon}{n\varepsilon_1^{1+1/(r+\rho)}} \right) \right) = \Omega \left( n - \frac{2C\varepsilon}{\varepsilon_1^{1+1/(r+\rho)}} \right) \\
= \Omega \left( G\varepsilon_1^{-1/(r+\rho)} - \frac{1}{2} G\varepsilon_1^{-1-1/(r+\rho)} \right) = \Omega \left( \varepsilon^{-1/(r+\rho)} \right).
\]

In the randomized setting, we take \( \varepsilon_1 = \varepsilon^{(r+\rho)/(r+\rho+1/2)} \). From (3) we have

\[
N = \Omega \left( \min \left\{ n, \left( n\varepsilon_1^{(r+\rho+1)/2}/(r+\rho) \varepsilon^{-1} / C \right)^2 \right\} \right) = \Omega \left( \varepsilon^{-2(r+\rho+1)} \right) = \Omega \left( \varepsilon^{-1/(r+\rho+1)} \right).
\]

In the quantum setting, we take \( \varepsilon_1 = \varepsilon^{(r+\rho)/(r+\rho+1)} \). From (4) we have

\[
N = \Omega \left( \min \left\{ n, \left( n\varepsilon_1^{(r+\rho+1)/2}/(r+\rho) \varepsilon^{-1} / C \right) \right\} \right) = \Omega \left( \varepsilon^{-1/(r+\rho+1)} \right).
\]

The cost of any algorithm for computing the median must be at least \( N \). This yields the desired lower bounds on the complexity in the deterministic, randomized and quantum settings.

Note that, since the lower and the upper complexity bounds match up to the logarithmic factor, the algorithm presented in Section 4.1 is almost optimal.

## 5 Computing of quantiles

### 5.1 Problem formulation

In this section we consider the problem of approximation of the vector of quantiles of absolute continuous distribution. Let \( f \) be density function. Suppose that for \( k \in \mathbb{N} \) we are given a vector \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_k) \in [0,1]^k \). Our aim is to approximate the vector of quantiles \( \xi = (\xi_1, \xi_2, \ldots, \xi_k) \), such that \( \int_0^{\xi_1} f(x)dx = \alpha_1, \int_0^{\xi_2} f(x)dx = \alpha_2, \ldots, \int_0^{\xi_k} f(x)dx = \alpha_k \). We assume here that function \( f \) is separated from zero and belongs to the H older class \( \tilde{F}^{r,\rho}(1) \) defined in Section 2. We use the absolute error
criterion, thus the local error of algorithm $\phi$ approximating the vector of quantiles $\xi$ for the density function $f$ is defined by:

$$e(f, \phi) = \max_{i=1,\ldots,k} |\hat{\xi}_i - \xi_i|,$$

where $\hat{\xi} = (\hat{\xi}_1, \hat{\xi}_2, \ldots, \hat{\xi}_k)$ is the approximation returned by the algorithm $\phi$. The global error in the class $\tilde{F}^{r,\rho}$, the cost and the complexity are defined similarly as in Section 2.

5.2 Complexity bounds

The following theorem presents the complexity bounds for the problem of approximation of the vector of the quantiles.

**Theorem 3** There exist positive constants $C^{\text{det}}$, $C^{\text{rand}}$, $C^{\text{quant}}$, $c^{\text{det}}$, $c^{\text{rand}}$, $c^{\text{quant}}$ and $\varepsilon_0$ which depend on $r$, $\rho$, $D$ and $\gamma$, such that for any $k \in \mathbb{N}$, $\alpha \in [0, 1]^k$ and $\varepsilon > \varepsilon_0$ the $\varepsilon$-complexity of quantiles approximation problem satisfies

\[
C^{\text{det}} \left( \frac{1}{\varepsilon} \right)^{1/(r+\rho)} \leq \text{comp}_{\varepsilon,\text{abs}}(\tilde{F}^{r,\rho}) \leq C^{\text{det}} \left( \frac{1}{\varepsilon} \right)^{1/(r+\rho)},
\]

\[
C^{\text{rand}} \left( \frac{1}{\varepsilon} \right)^{1/(r+\rho+1/2)} \leq \text{comp}_{\varepsilon,\text{abs}}(\tilde{F}^{r,\rho}) \leq C^{\text{rand}} \left( \frac{1}{\varepsilon} \right)^{1/(r+\rho+1/2)},
\]

\[
c^{\text{quant}} \left( \frac{1}{\varepsilon} \right)^{1/(r+\rho+1)} \leq \text{comp}_{\varepsilon,\text{abs}}(\tilde{F}^{r,\rho}) \leq C^{\text{quant}} \left( \frac{1}{\varepsilon} \right)^{1/(r+\rho+1-\delta)},
\]

**Proof.** Let $f \in \tilde{F}^{r,\rho}(1)$. Define the function $F : [0, 1] \to [0, 1]$ by $F(x) = \int_0^x f(x) dx$. Let $G = F^{-1}$ be the inverse of $F$. Then, $\xi = (\xi_1, \xi_2, \ldots, \xi_k) = (G(\alpha_1), G(\alpha_2), \ldots, G(\alpha_k))$. Note that $G$ is the solution of the initial-value problem

$$G'(x) = \frac{1}{f(x)}, \quad x \in [0, 1], \quad G(0) = 0.$$

Since $f \in \tilde{F}^{r,\rho}$, the function $1/f(x)$ is also Hölder continuous with the same parameters $r$ and $\rho$, but with different constant $\tilde{D}$ dependent on $D$, $r$ and $\gamma$. Let $l$ be the approximation of $G$ returned by the optimal algorithm solving initial-value problems in the Hölder class (deterministic, randomized or quantum). Then, the approximation of $\xi$ is defined by

$$\hat{\xi} = (\hat{\xi}_1, \hat{\xi}_2, \ldots, \hat{\xi}_k) = (l(\alpha_1), l(\alpha_2), \ldots, l(\alpha_k)).$$
The upper bounds on the complexity of the problem of approximating of the vector of quantiles follow directly from the upper bounds on the problem of solving the initial-value problems presented in Section 3. The lower bounds follow from the lower bounds on the complexity of approximating of the median presented in Section 4.2.

6 Remarks

Note that the upper bounds for the problem of approximating the vector of quantiles improve slightly the bounds on the problem of approximating the median in the deterministic and randomized setting for the absolute error criterion. This bounds match the lower complexity bounds. All the other bounds are almost sharp.
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