Nonlocal transport phenomena in Weyl metals beyond the mesoscopic scale
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Introduction

Maxwell equations are modified in Weyl metals, which originate from anomalous electromagnetic currents. More concretely, the topological-in-origin $E \cdot B$ term with a spacetime dependent coefficient $\theta(t)$ angle occurs in the effective action for electromagnetic fields from the so-called chiral anomaly, which gives rise to corrections in the Maxwell equation. Although axions as dynamical degrees of freedom have been proposed in various situations such as charge and spin density wave orders, ferromagnetism, and superconductivity, we focus on the case of external non-dynamical fields for axions in this study.

There exist theoretical proposals to confirm the axion electrodynamics. In particular, transmission and reflection experiments of light have been proposed to confirm the axion electrodynamics. Such nonlocal effects are limited in the mesoscopic scale, we conclude that these nonlocal properties have nothing to do with Fermi arcs, regarded to be clear evidence of the axion electrodynamics in the bulk.

Simulation Setup for the Axion Electrodynamics

We explain how to simulate the axion electrodynamics, introducing the Maxwell equation with a modified conserved current $J'$ in a discrete grid. We point out that a simulation procedure for 2D conventional metals is shown in appendix B as a pedagogical example. Essentially the same strategy is applied to the case of 3D Weyl metals, presented in the last of this section.
FIG. 1. Schematic diagram for the simulation of nonlocal electric-field measurements based on the axion electrodynamics. A direct current path is shown by the blue arrow, which starts from a source point (red dot) to a sink point (black dot). Our simulations on the axion electrodynamics under an external magnetic field (green arrow) reveal that there appear inhomogeneously distributed nonlocal currents in macroscopic-size 3D Weyl metals. This originates from contributions of anomalous currents in the axion electrodynamics.

A. Axion electrodynamics

We start from the axion electrodynamics in an experimental setup of Fig. 1.

\[ \nabla \cdot E = \rho/\epsilon + 2\alpha/\epsilon \nabla \theta \cdot B, \]
\[ \nabla \cdot B = 0, \]
\[ \nabla \times E = -\frac{\partial B}{\partial t}, \]
\[ \nabla \times B = \mu J + \mu \epsilon \frac{\partial E}{\partial t} - 2\alpha \mu \nabla \theta \times E. \]

As shown in this experimental setup, a direct current path is given by the blue arrow, which starts from a source point (red dot) to a sink point (black dot). On the other hand, our simulations on the axion electrodynamics under an external magnetic field (green arrow) reveal that there appear inhomogeneously distributed nonlocal currents in macroscopic-size 3D Weyl metals. This originates from contributions of anomalous currents in the axion electrodynamics.

When \( \nabla \theta \) is proportional to uniformly applied magnetic fields \( (B_{\text{ext}})^{5-24} \), meaning constant in space and time, we obtain

\[ \nabla \cdot E = -\int \frac{\nabla \cdot J + 2\alpha \nabla \theta \cdot \frac{\partial B}{\partial t}}{\epsilon} \, dt = \rho/\epsilon + 2\alpha/\epsilon \nabla \theta \cdot B + C_0(x,y,z), \]
\[ \nabla \cdot B = \int \frac{\partial \nabla \cdot B}{\partial t} \, dt = C_1(x,y,z). \]

Here, divergence has been taken for Eqs. \([3]\) and \([4]\), and \( \nabla \cdot (A \times B) = B \cdot (\nabla \times A) - A \cdot (\nabla \times B) \) has been used. Since the first and second Maxwell equations should be consistent with the third and fourth Maxwell equations, we conclude that both constants of \( C_0 \) and \( C_1 \) have to vanish identically, i.e., \( C_0 = C_1 = 0 \).

For more general discussions, let us replace \( \nabla \theta \) with \( g(t) \) in the axion electrodynamics, time dependent mag-
Here, the first Maxwell equation is given from the fourth Maxwell equation (Eq. (4)) as follows

\[
\nabla \cdot (4) = \nabla \cdot (\nabla \times B) = 0 \Rightarrow \nabla \cdot (\mu J + \mu \epsilon \frac{\partial E}{\partial t} - 2\alpha g \mu B \times E) = 0
\]

\[
\frac{\partial \nabla \cdot E}{\partial t} = -\nabla \cdot J + 2\alpha g \nabla \cdot (B \times E)
\]

\[
= -\nabla \cdot J - 2\alpha g \mu (\nabla \cdot S)
\]

\[
\therefore \nabla \cdot eE = -\int \nabla \cdot (J + 2\alpha g \mu S) dt.
\]

Of course, these anomalous charge density \( \rho' \) and current density \( J' \) satisfy the continuity equation

\[
\nabla \cdot J' = -\frac{\partial \rho'}{\partial t}
\]

\[
= \nabla \cdot J - 2\alpha g \mu \left\{ \partial_t \left( \frac{B^2}{2\mu} + \frac{eE^2}{2} \right) + E \cdot J \right\}.
\]

We note that \( \nabla \cdot J \) is not zero but \( \nabla \cdot J' \) should be zero considering time dependence in \( E \) and \( B \). This indicates that \( J' \) should be regarded as the conserved current satisfying the continuity equation instead of \( J \). In this study, we use \( J' \) as the conserved current for all simulations.

**B. Simulation setup for the axion electrodynamics**

To investigate the nonlocal transport phenomena in a Weyl metal, we recall that both longitudinal and transverse magnetoresistivities and anomalous Hall effect have to be taken into account in the fourth Maxwell equation \( \nabla \times B = \mu J - 2\alpha g \mu B \times E \). To find the electric field \( E \) and the magnetic field \( B \) with this anomalous current in a numerical way, we define such electromagnetic fields and anomalous currents on vertices, edges, and faces of a 3D grid structure (cubic lattice). The conductivity \( \sigma(i,j,k) \) and current \( I(i,j,k) \) are defined on black links whereas the magnetic field \( B(i,j,k) \) is defined on red links of the 3D grid. See Fig. 2(a). Now, the black and red grids are conjugate (dual) to each other. The divergence (Eqs. (1) and (2)) and curl equations (Eqs. (3) and (4)) in the Maxwell equations can be converted into algebraic forms as shown in Fig. 2(b). One may think that the current (magnetic field) is defined on each lattice point of the body center of the red (black) links for three directions. For more detailed information on this construction, we refer it to appendix B, the construction of which is discussed in a simpler situation on 2D grid.

Now, we solve coupled algebraic equations for electromagnetic-field variables with anomalous currents, defined on each unit cube (and its dual) in the grid. The iteration process consists of three steps. First, the
longitudinal magnetoconductivity is considered with the Ohm’s law for the current of chiral Fermi-surface electrons. Here, an initial value \( \mathbf{B} = \mathbf{B}_{\text{ext}} \) of the magnetic field is used for this conductivity. Second, the divergence/curl of the electric field is evaluated with a given conductivity of the first step. Third, the divergence/curl of the magnetic field is evaluated using the current given at the second step. We note that the current is determined once both conductivity and electric field are given by the Ohm’s law with the anomalous Hall effect. Updating the magnetic field in the longitudinal magnetoconductivity of the first step, we repeat this process for convergence. See Fig. 2 (c).

Before presenting our simulation results, we would like to mention two important aspects in 3D Weyl-metal simulations different from the 2D simulation (see appendix for the 2D case). First, one is on the redundancy in the number of equations simply due to the additional component of \( z \). Considering divergence equations with continuity equations on \( N^3 \) points (vertices) and curl equations on \((N-1)^3 \) planes (faces), all these equations cannot be independent. The continuity equations have one redundancy the same as that of the 2D case. On the other hand, we have \((N-1)^3 \) redundancies in curl equations for the 3D case (no redundancy in curl equations for the 2D case). Here, we explain how to count the number of redundancies in the curl equations. Each single unit cube allows only five curl equations (5 independent surfaces) to define all variables. See Fig. 2 (d). For simplicity, let us assume without loss of generality that redundant equations are living in the \( xy \) plane of the upper layer for each single cube. It means that the curl equations in \( z = 1, \ldots, z = N -1 \) (layer) are all redundant for the \( N \times N \times N \) lattice (\( x, y, \) and \( z \) are integer values from 0 to \( N -1 \)). Therefore, the curl equations on \((N-1)^3 \) layers are redundant. Each layer has \((N-1)^2 \) curl equations, and thus, we have \((N-1)^3 \) redundancies in the curl equations. In total, we have \(1 + (N-1)^3 \) redundancies in the number of equations for the 3D case.

The second important point in the 3D case is on anomalous currents originating from the \( \nabla \theta \) (external or background axion) term. In 2D, the Maxwell equation to govern the dynamics of electric fields is given by the Ohm’s law (\( \mathbf{E} = \mathbf{J} - \sigma \mathbf{J} \)). On the other hand, one should consider \( \mathbf{J}' \) with the AHE as the conserved current, given by

\[
\mathbf{J}' = \mathbf{J} - 2\alpha g \mathbf{B} \times \mathbf{E},
\]

as discussed before. Considering the linear expansion for the electric field (\( \mathbf{J} = \sigma \mathbf{E} \)), we express \( \mathbf{J} \) in terms of \( \mathbf{J}' \) as follows

\[
\begin{align*}
J_x &= J'_x + 2\alpha g (B_y J_z / \sigma_z - B_z J_y / \sigma_y) \\
J_y &= J'_y + 2\alpha g (B_z J_x / \sigma_x - B_x J_z / \sigma_z) \\
J_z &= J'_z + 2\alpha g (B_x J_y / \sigma_y - B_y J_x / \sigma_x).
\end{align*}
\]

Here, we ignored the conventional Hall conductivity. As a result, the electric field \( \mathbf{E} \) is given by

\[
\begin{align*}
E_x &= J'_x / \sigma_x + 2\alpha g B_y J'_z / \sigma_x - B_z J'_y / \sigma_y + (2\alpha g)^2 \{\cdots\} + \cdots \\
E_y &= J'_y / \sigma_y + 2\alpha g B_z J'_x / \sigma_y - B_x J'_z / \sigma_z + (2\alpha g)^2 \{\cdots\} + \cdots \\
E_z &= J'_z / \sigma_z + 2\alpha g B_x J'_y / \sigma_z - B_y J'_x / \sigma_x + (2\alpha g)^2 \{\cdots\} + \cdots.
\end{align*}
\]

If we set \( 2\alpha g = 0 \), this expression is reduced to the current with only magnetoresistivity in the absence of the AHE. In the next section, we discuss the nonlocal transport phenomena in both cases of the presence and absense of the AHE.

### III. NONLOCAL TRANSPORT PHENOMENA FROM ASYMMETRIC CONDUCTIVITY IN THE AXION ELECTRODYNAMICS

#### A. In the absence of the anomalous Hall effect

First, we take into account only the magnetoconductivity without the AHE, i.e., ignoring the \( \nabla \theta \times \mathbf{E} \) term. There are two types of magnetoconductivity effects. One is NLMR given by \( \sigma_{|| B} = \sigma_0 (1 + c \mathbf{B}_{\text{ext}}^2) \), which shows the \( B^2 \) enhancement for the longitudinal conductivity. Here, \( \sigma_0 \) is the Drude conductivity and \( c \) is a dimensionful constant. The other is TMR given by \( \sigma_{\perp B} \propto 1 / \mathbf{B}_{\text{ext}} \), the magnetoconductivity of which is proportional to inverse of the magnetic field in the large magnetic-field limit. The transverse magnetoconductivity is much smaller than the longitudinal one in the limit of large magnetic fields. These geometrically different two magnetoconductivities can change both the current and electric-field configurations dramatically, as shown in Fig. 3. Quantitatively speaking, the external magnetic field is set to make the conductivity ratio as \( \sigma_{|| B} : \sigma_{\perp B} = 1 : 20 \) in this simulation.

In isotropic conventional metals, both current and electric-field configurations are essentially the same as each other. In other words, their dominant flows are given by a straight and direct line configuration from the source to the sink. On the other hand, when an external magnetic field is applied in parallel with the source to the sink direction, i.e., \( \mathbf{B}_{\text{ext}} || \mathbf{J}_{\text{ext}} \) (longitudinal) in a Weyl metal, the current flow becomes nonlocal in the \( x \) direction. Here, “nonlocal” means that the current flow or voltage drop exists not only between the source and sink but also far from the source and sink positions. Electric field becomes predominant along the \( y \) direction due to the NLMR effect because the current flow requires only weak strength of the electric field. On the other hand, the current flow gives rise to relatively stronger electric fields when the current flows orthogonal to the external magnetic-field direction. In this transverse case, we don’t
# of variables : 3N^3 - 3N^2
# of equations : N^3 + 3N(N-1)^2 = 4N^3 - 6N^2 + 3 N

In 3D grid, there exist N^3 - 3N^2 + 3 N = 1+(N-1)^3 redundancies.
: 1 redundancy in the continuity equations and (N-1)^3 redundancies in the curl equations.

---

FIG. 2. How to simulate the axion electrodynamics in 3D grid. (a) 3D grid structure with electromagnetic-field and current variables. Here, the current and conductivity are defined on black links whereas the magnetic field is defined on red links with unit vectors \( \hat{x}, \hat{y}, \hat{z} \). Number of variables, equations, and constraints are shown. See the text for more details. (b) Conversion of divergence and curl equations into algebraic equations on the grid structure. Divergence is converted as sum of six vectors at every vertex, whereas curl is converted as sum of four vectors at every face of the unit cube. (c) Simulation protocol for anomalous currents \( I \), magnetic fields \( B \), and magnetoconductivity \( \sigma \). For more details, see the text. (d) A simple example of redundancy in curl equations (unit cube with 6 surfaces). There is one redundancy per one unit cube. There are 6 curl equations from 6 planes for one unit cube, but summing over 5 equations gives the other one.

---

see any nonlocal effects. All these results are summarized in Fig. 5.

It is not easy to construct either perfectly parallel or absolutely perpendicular setup for any configurations of external currents and magnetic fields in a real experimental condition. In this respect it is interesting to ask whether this nonlocal current can be observed or not in slightly tilted configurations as our simulation setting. It turns out that such small tilted angle configuration does not give any significant effects in this case. However, we find that it gives nonlocal Hall effects when the AHE is taken into account, discussed in the next subsection.

B. In the presence of the anomalous Hall effect

Now, we introduce not only both NLMR and TMR but also AHE into the simulation of the axion electrodynamics. Let us consider the longitudinal case (\( \vec{B}_{\text{ext}} \parallel \vec{J}_{\text{ext}} \)) first. A current pattern of this case is similar to that of the previous case considering magnetoconductivity only. However, the electric field and voltage drop pat-
When the external magnetic field is applied along the \(\hat{z}\) axis, the current-electric field equations read

\[
\begin{align*}
\sigma_x E_x & \approx J'_x + 2\alpha g(B_\text{ext} \frac{J'_x}{\sigma_y}), \\
\sigma_y E_y & \approx J'_y + 2\alpha g(B_\text{ext} \frac{J'_y}{\sigma_x}), \\
\sigma_z E_z & \approx J'_z.
\end{align*}
\]

Ohm’s law works in the \(z\) direction. On the other hand, the field and current equations in the \(xy\) direction can be expressed in a matrix form as follows

\[
\begin{pmatrix}
\sigma_x & 0 \\
0 & \sigma_y
\end{pmatrix}
\begin{pmatrix}
E_x \\
E_y
\end{pmatrix}
= \begin{pmatrix}
\frac{1}{\sigma_x} \left( 1 - \frac{\sigma_{W\text{cyl}}}{\sigma_x} \right) J'_x \\
0
\end{pmatrix}
+ \begin{pmatrix}
\frac{1}{\sigma_y} \left( 1 - \frac{\sigma_{W\text{cyl}}}{\sigma_y} \right) J'_y
\end{pmatrix},
\]

where \(\sigma_{W\text{cyl}} = 2\alpha gB_\text{ext}\). If we set \(\sigma_x \sim \sigma_y \equiv \sigma_t\), the matrix equation is given by

\[
\begin{pmatrix}
E_x \\
E_y
\end{pmatrix}
= \frac{1}{\sigma_t}
\begin{pmatrix}
\frac{1}{\sigma_t} \left( 1 - \frac{\sigma_{W\text{cyl}}}{\sigma_t} \right) J'_x \\
\frac{1}{\sigma_t} \left( 1 - \frac{\sigma_{W\text{cyl}}}{\sigma_t} \right) J'_y
\end{pmatrix},
\]

or

\[
\begin{pmatrix}
J'_x \\
J'_y
\end{pmatrix}
= \frac{1}{1 + (\sigma_{W\text{cyl}}/\sigma_t)^2}
\begin{pmatrix}
\frac{\sigma_t}{\sigma_W} \frac{\sigma_{W\text{cyl}}}{\sigma_t} E_x \\
\frac{\sigma_t}{\sigma_W} \frac{\sigma_{W\text{cyl}}}{\sigma_t} E_y
\end{pmatrix}.
\]

Here, \(\sigma_t\) represents the transverse magnetoconductivity.

When the strength of the external magnetic field in the \(z\) direction is weak, the transverse conductivity is not sufficiently reduced and the Hall effect itself is also
FIG. 4. Axion electrodynamics simulation in the presence of both NLMR and TMR effects and the AHE when $\mathbf{B} \parallel \mathbf{\hat{x}}$ and $\mathbf{B} \parallel -\mathbf{\hat{x}}$. (a) Current vector configuration in 3D volume and from the top. Nonlocal back flows still exist in the presence of the AHE. (b) Electric field configuration in 3D volume and from the top. A similar result without the AHE is shown as the 3D plot with red arrows for comparison. The electric field vector at each position is rotated in a clock-wise (counter clock-wise) fashion on the $\mathbf{\hat{x}}$ axis when $\mathbf{B}_{\text{ext}} \parallel \mathbf{\hat{x}}$ ($\mathbf{B}_{\text{ext}} \parallel -\mathbf{\hat{x}}$) compared to the result without the AHE (simulation result with red arrows). This magnetic field dependent rotation does not occur in the absence of the AHE (in the presence of the NLMR). (c) The voltage drop on the top of the sample with an additional linear slope along the $y$ direction, compared to the result without the AHE. The voltage drop on the $x = 0$ plane seen from the top is shown for the clear presentation. The sign of the linear slope changes, depending on the direction of the magnetic field. As a result, the AHE is also generated over the entire sample in a nonlocal fashion along the transverse direction of the external magnetic field.
negligible. Then, the asymmetry of the conductivity is not strong enough to generate any nonlocal effects. On the other hand, with strong enough magnetic fields, the AHE conductivity (\(\sigma_{W_{ext}}\)) is enhanced linearly proportional to \(B\), but the transverse magnetoconductivity (\(\sigma_t\)) is reduced in the order of \(1/B\). Recall that the external magnetic field is set to make \(\sigma_{W_{ext}} : \sigma_t\) as 20 : 1 in this simulation.

When the anomalous Hall conductivity is much larger than the transverse magnetoconductivity (\(\sigma_{W_{ext}} \gg \sigma_t\)), a vortex-like current pattern is induced. The electric field configuration shows a significantly nonlocal pattern. Fig. 5 shows this situation. The current along the \(z\) direction near the sink is mostly absorbed by the sink in an almost direct way. However, the current in the \(x\) or \(y\) direction near the sink is not directly absorbed by the sink but shows a vortex-like pattern due to the following reasoning. First, we are considering a static case. \(\nabla \times E\) vanishes identically and the corresponding electric-field configuration can not have a rotating pattern. Second, all the electric field lines near the sink have to go into the sink. Then, the current near the sink should rotate because the current on the \(xy\) plane is almost perpendicular to the electric field in the \(\sigma_{W_{ext}} \gg \sigma_t\) case. As seen near the core of the vortex pattern in Fig. 5, the electric field is going into the core point. The voltage pattern with the transverse magnetic field (\(B_{ext} \perp J_{ext}\)) becomes nonlocal in this case. Furthermore, there exists asymmetry with the sign of the magnetic field. See the current pattern in Fig. 5(a) and (b), where the rotating direction of each vortex configuration depends on the sign of the magnetic field. In principle, these effects could also occur with the conventional Hall effect only if the Hall effect is sufficiently large. But, we point out that the Hall conductivity can dominate in Weyl metals due to both AHE and TMR.

IV. CONCLUSION

In this study, we examined macroscopic nonlocal voltage phenomena under external magnetic fields in a TRSB Weyl metal state. When the external current is applied in parallel with the external magnetic field, the nonlocal voltage drop is generated with back flow currents over the almost entire region of the sample. In addition, the AHE is measured in the perpendicular direction to the external magnetic field. On the other hand, the nonlocal voltage drop can be generated around the sink with a vortex current pattern when the external current is applied in perpendicular with the external magnetic field. This nonlocal transport phenomena results from both the NLMR and TMR with the AHE in the axion electrodynamics.
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APPENDIX

A. Justification of the Poynting theorem in the axion electrodynamics

In this appendix, we show that the Poynting theorem is valid in the axion electrodynamics. Applying divergence to Eq. (4), we obtain

\[ \nabla \cdot (\mathbf{E} \times \mathbf{B}) = 0 \]

\[ \Rightarrow \nabla \cdot (\mathbf{E} + \frac{\partial \mathbf{E}}{\partial t} - 2\alpha g \mu \mathbf{B} \times \mathbf{E}) = 0. \] (A. 1)

A derivative with respect to time for the electric field can be reformulated with the Poynting vector (\(\mathbf{S} = \mathbf{E} \times \mathbf{H}\)) in the following way

\[ \frac{\partial \nabla \cdot \mathbf{E}}{\partial t} = -\nabla \cdot \mathbf{J} + 2\alpha g \nabla \cdot (\mathbf{B} \times \mathbf{E}) \]

\[ = -\nabla \cdot \mathbf{J} - 2\alpha g \mu (\nabla \cdot \mathbf{S}). \] (A. 2)

Resorting to the vector identity (\(\nabla \cdot (\mathbf{A} \times \mathbf{B}) = \mathbf{B} \cdot (\nabla \times \mathbf{A}) - \mathbf{A} \cdot (\nabla \times \mathbf{B})\), we rewrite the first line in Eq. (A. 2) as

\[ \frac{\partial \nabla \cdot \mathbf{E}}{\partial t} = -\nabla \cdot \mathbf{J} + 2\alpha g (\mathbf{E} \cdot (\nabla \times \mathbf{B}) - \mathbf{B} \cdot (\nabla \times \mathbf{E})) \]

\[ = -\nabla \cdot \mathbf{J} + 2\alpha g (\mathbf{E} \cdot (\mathbf{u} + \mu \mathbf{J} \cdot \mathbf{E} + \mathbf{B} \cdot \mathbf{B})) \]

\[ = -\nabla \cdot \mathbf{J} + 2\alpha g (\mathbf{E} \cdot (\mathbf{u} + \mathbf{J} \cdot \mathbf{E})). \] (A. 3)

Note that the third and fourth Maxwell equations (Eqs. 3 and 4) are incorporated in the first line of Eq. (A. 3). The anomalous Hall effect term (\(2\alpha g \mu \mathbf{B} \times \mathbf{E}\)) from \(\nabla \times \mathbf{B}\) disappears in the third line of Eq. (A. 3) because \(\mathbf{E} \cdot (\mathbf{B} \times \mathbf{E})\) in the second line has to vanish. Comparing Eq. (A. 2) with Eq. (A. 3), one can immediately notice that the Poynting theorem in the axion electrodynamics, \(\frac{\partial \mathbf{u}_{em}}{\partial t} = \nabla \cdot \mathbf{S} + \mathbf{J} \cdot \mathbf{E}\) is still valid in the axion electrodynamics.

B. 2D simulation with conventional Maxwell equations

In this appendix, we show a simple example for the conventional Maxwell equation in a 2D grid, presenting
how to simulate the electric field and current. We consider a grid structure with a cartesian coordinate. Each point \((i, j)\) is defined by the \(x\) component \(i\) and the \(y\) component \(j\), where \(i\) and \(j\) are natural numbers. Each point has three variables \((\mathbf{J}, \mathbf{B}, \sigma)\), and they are represented as arrows linking adjacent points with two directions \((x\) and \(y)\). See Fig. B.1 (a).

Based on this grid construction, we solve four Maxwell equations with a current and charge source. The divergence or curl in Maxwell equations can be converted into summation over points or unit surface in an algebraic form on the grid structure as shown in Fig. B.1 (b). Converting all differential equations at every point into algebraic equations on the grid, we can evaluate the conductivity and electric/magnetic field numerically from the three steps explained in Fig. B.1 (c).

In this simple example of the 2D case, we consider \(\mathbf{B} = \mathbf{B}_{\text{ext}}\), which is the simplest case for dominant magnetic fields. This corresponds to a situation of considering the Ohm’s law without any magnetoresistance effects or spatially dependent \(\theta\) terms. We recall that magnetoresistance effects are considered in the first step for the 3D Weyl metal case. The first and third Maxwell equations are contained in the second step. Actually, divergence equations \((\nabla \cdot \mathbf{J} = 0)\) correspond to continuity equations, and curl equations \((\nabla \times \mathbf{E} = 0)\) correspond to the Kirchhoffs’ law in a circuit theory if we convert \(\mathbf{J}'\) into the electric field \(\mathbf{E}\) using the Ohm’s Law. In the third step, the second and fourth Maxwell equations are contained, but we don’t have to calculate this step for this simple example because the magnetic field is fixed as an external magnetic field. All we have to do is to calculate \(\mathbf{J}'\) in the second step.

Before showing the result, we discuss how to count the number of redundancies in the divergence and curl equations. Every vertex has two variables of \(I_x\) and \(I_y\) in this situation. Here, we resort to the Ohm’s law, as discussed before. It seems that we have \(2N^2\) variables. However, \(I_x\) should be zero at the rightmost edge, and \(I_y\) should be zero at the top edge. Therefore, \(2N\) variables are already determined, and we have actually \(2N^2 - 2N\) variables. Every point in the grid gives one divergence equation (continuity equation). Then we get \(N^2\) equations if the grid is \(N \times N\). On the other hand, every square gives one curl equation so \((N - 1)^2\) equations should be considered additionally. Here we have a problem because we have one more number of equations than the number of variables. This indicates that one more redundancy exists in the equations and it is in the continuity equations for the 2D case. This redundancy problem can be eliminated by summing over all the continuity equations except one point when all divergence terms \((\nabla \cdot \mathbf{E}\) and \(\nabla \cdot \mathbf{B}\) are zero.

FIG. 5. Axion electrodynamics simulation in the presence of both NLMR and TMR effects and the AHE when (a) \(\mathbf{B} \parallel \hat{z}\) and (b) \(\mathbf{B} \parallel -\hat{z}\). When the anomalous Hall conductivity is much larger than the transverse magnetoconductivity \((\sigma_{W_{\text{MPC}}} \gg \sigma_t)\), a vortex-like current pattern is induced. The electric field configuration shows a significantly nonlocal pattern. See the text for more details.
The most simple example of redundant equations

\[ \nabla \cdot \mathbf{B} = \mu \mathbf{J} \]

FIG. B.1. How to simulate the Maxwell electrodynamics in 2D grid. (a) 2D grid structure with variables \( F \) (\( F = I, B, \text{ or } \sigma \)) at each point) with unit vectors \( \hat{x} \) and \( \hat{y} \). Number of variables, equations, and constraints are shown. See the text for more details. (b) Conversion of divergence and curl equations into algebraic equations on the grid structure. Divergence is converted as sum of four vectors at every vertex point, whereas curl is converted as sum of four vectors at every face of the unit square of the grid. (c) Simulation protocol for currents \( I \), magnetic fields \( B \), and conductivity \( \sigma \). In the first step, we evaluate the conductivity first with an ansatz \( B = B_{\text{ext}} \) at every point. Note that the conductivity would depend on the magnetic field if there are magnetoresistivity effects. Here, we set it to be a constant at every point because we assume no magnetoresistance effects (\( \sigma(i,j) = \sigma_0 \)) for simplicity. In the second step, we obtain the solution of currents \( J' \) at every point from divergence and curl equations of the current \( J' \) consistent with the boundary current (i.e., \( J' = J_{\text{ext}} \) at the source point and sink point). Constituent equation between \( E \) and \( J' \) should be used (which is nothing but the Ohm’s law) to get the electric field \( E \) from the current \( J' \). Incorporating the solution of the conserved current \( J' \) into the third step, the magnetic field \( B \) can be evaluated from its divergence and curl equations. (d) A simple 2D grid example (square lattice with 4 points) shows one more redundancy in divergence equations. There are 4 equations from 4 points in curl equations, but summing over three equations immediately gives the other one.

all over the point. The result of the summation will give exactly the same equation of one missing point. A simple example of the redundancy problem is presented in Fig. B.1 (d). Eliminating one redundant equation, we have the same number of equations and variables, and thus, we can find the solution of these \( 2N^2 - 2N \) variables by solving \( 2N^2 - 2N \) coupled linear equations.

The 2D simulation result for conventional Maxwell equations is shown in Fig. B.2. There are no nonlocal electric field effects as expected.
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