Learning to Poke by Poking: Experiential Learning of Intuitive Physics
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Abstract

We investigate an experiential learning paradigm for acquiring an internal model of intuitive physics. Our model is evaluated on a real-world robotic manipulation task that requires displacing objects to target locations by poking. The robot gathered over 400 hours of experience by executing more than 50K pokes on different objects. We propose a novel approach based on deep neural networks for modeling the dynamics of robot’s interactions directly from images, by jointly estimating forward and inverse models of dynamics. The inverse model objective provides supervision to construct informative visual features, which the forward model can then predict and in turn regularize the feature space for the inverse model. The interplay between these two objectives creates useful, accurate models that can then be used for multi-step decision making. This formulation has the additional benefit that it is possible to learn forward models in an abstract feature space and thus alleviate the need of predicting pixels. Our experiments show that this joint modeling approach outperforms alternative methods. We also demonstrate that active data collection using the learned model further improves performance.

1 Introduction

Learning sensorimotor representations that enable agents to perform novel tasks with minimal supervision is an open challenge. Model based methods offer one solution by learning the mapping between the actions of the agent and the consequent changes in the environment (e.g. motion of objects). These models can be used to achieve arbitrary goals by transforming any given task into a relatively easier planning problem where the system dynamics are known. The general method for model learning involves estimating the state space of the world using sensory data and learning a dynamics model in this state space. One popular way of building a model is to represent the world in terms of a fixed set of physical parameters such as mass, friction coefficient, normal forces etc and use a physics simulator for computing object dynamics (Kolev & Todorov, 2015; Mottaghi et al., 2015; Wu et al., 2015; Hamrick et al., 2011) from this representation. This approach is general because physics simulators inevitably use Newton’s laws that apply to a wide range of physical phenomenon ranging from orbital motion of planets to a swinging pendulum. We call this approach “simulator-based” models.

The key constraint in using simulator-based models is that the physical parameters that need to be estimated from sensory data and the equations used for computing dynamics from these parameters
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Figure 1: The robot interacts with objects for learning the relationship between actions it executes and changes in the state of the world as reflected by observations from its camera. The robot pokes objects and records the visual state before (left) and after (right) the poke. The triplet of before image, after image and the applied poke is used to train a neural network (center) for learning the mapping between actions and the accompanying change in visual state. Given a pair of initial and goal images, such a model enables the robot to infer the actions for achieving the goal state.

must be decided in advance. Because of this constraint, is not immediately obvious that this should be the preferred approach for model based control for two reasons: (1) Parameter estimation from sensory data is subject to errors, and it is possible that one parameterization is easier to estimate or more robust to sensory noise than another. For example, the conclusion that objects with feather like appearance fall slower than objects with stone like appearance can be reached by either correlating visual texture to observed speed of falling objects, or by computing the drag force after estimating the cross section area of the object. Depending on whether estimation of visual texture or cross section area is more robust, one of these methods will be more accurate than other. (2) Even if we assume that two parameterizations are equally robust to sensory noise, dynamics in the two parameterizations may have different functional forms leading to different accuracies in predicting future dynamics. For example, the position of a body moving in a circle can be predicted either in the \((r, \theta)\) polar or the \((x, y)\) cartesian coordinate system. In the polar system, the position is a linear function of one variable (angular velocity; \(r\) is constant) whereas in cartesian coordinates it is a linear function of two variables \((v_x, v_y)\), which in turn implies that the variance in position estimates will be higher in cartesian coordinates. For motion along \(x\) or \(y\) axis, it will be other way round.

These considerations are very important because estimating mass distribution, deformation and friction properties, contact points etc from sensory data is very challenging and it might just be the case that an alternate parameterization (such as the example of visual texture versus cross section area mentioned above) may perform as well, but is easier to estimate and more robust. Moreover, for many practical object manipulation tasks of interest, such as re-arranging objects, cutting vegetables, folding clothes, and so forth, small errors in execution are acceptable. The key challenge is robust performance in the face of varying environmental conditions. This suggests that a more robust but a somewhat imprecise model may in fact be preferred over a less robust and a more precise model.

Based on these considerations, we believe that in addition to advancing estimation of hand designed parameterization in simulator based modeling, an alternative approach that learns a model directly from the agent’s interaction with it’s environment should be explored for control applications. We call this alternative approach as “intuitive” physics (Fragkiadaki et al., 2015; McCloskey, 1983; Michotte, 1963). Intuitive physics is the simple understanding of how actions effect objects that is obtained from interaction data and is possibly different from the physics that we know from Newton’s law. For e.g., it is possible to predict that feather will fall slower than a stone, just based on the visual texture and without invoking the concepts of gravity and air drag. The intuitive physics approach is in the spirit of recent successful deep learning techniques in computer vision and speech processing that learn features directly from data. Even in human development, it is well known that infants
These images depict the robot in the process of displacing the bottle away from the indicated dotted line. In the middle of the poke, the object flips and ends up moving in the wrong direction. Such occurrences are common because the real world objects have complex geometric and material properties. This makes learning manipulation strategies without prior knowledge very challenging.

It is possible that this experience is distilled into “intuitive” models of dynamics that are later used for inferring optimal actions for achieving specific goals.

There are two main challenges in the proposed approach: (1) large amounts of robotic interaction data is required; and (2) learning a dynamics model that predicts the next visual state from the current visual state is very challenging, because in unsupervised settings it requires predicting the image at the next time step. Predicting the value of every pixel in a future image is highly non-trivial in real world scenarios, and in most cases it is not the precise pixel values that are of interest, but the occurrence of a more abstract event. For example, predicting that a glass jar will break when pushed from the table onto the ground is of greater interest (and easier) than predicting exactly how every piece of shattered glass will look. The difficulty, however, is that supervision for such abstract concepts or events is not readily available. In this work, we propose one solution to this problem by jointly training forward and inverse dynamics models. A forward model predicts the next state from the current state and action, and an inverse model predicts the action given the initial and target state. In joint training, the inverse model objective provides supervision to construct informative visual features, which the forward model can then predict, thus regularizing the feature space for the inverse model.

We experimentally investigate intuitive physics and the proposed joint modeling approach for object manipulation on a real robotic platform, using poking based object interaction as a case study. Our setup, shown in Figure 1, involves a Baxter robot that acquires intuitive models by interacting with objects (see Figure 2) for long periods of time. The robot records the visual state of the world before and after it executes a poke in order to learn a mapping between its actions and the accompanying change in visual state caused by object motion. The robot is assumed to have no prior knowledge about the location or pose of objects or any of their geometric or physical properties. To date our robot has collected more than 50K pokes on 4 distinct objects, which amounts to more than 400 hours of interaction time. We show that the joint model can be used for multistep decision making and outperforms a method that uses only the inverse model, as well as baseline methods. Our experiments also show that an active data collection regime, where the latest model is used to choose actions at training time, can further improve the final performance of the robot.

## 2 Related Work

Several recent works have proposed to learn visual control policies using reinforcement learning for tasks such as playing Atari games (Mnih et al. 2015) and controlling robots in simulation (Lillicrap et al. 2015) and in the real world (Levine et al. 2015). However, these methods are model free and learn goal specific policies, which makes it difficult to repurpose the learned policies for new tasks. In contrast, the aim of this work is to learn intuitive physical models of object interaction in an unsupervised manner. Such models can then be used to reach any target configuration.

A number of recent methods have also been proposed for learning representations for vision-based control using autoencoders to transform visual inputs into a low-dimensional state space (Lange et al. 2012; Finn et al. 2015; Lange & Riedmiller 2010; Kietzmann & Riedmiller 2009). However, these works have used model free methods as training auto encoders on complex real world imagery is difficult, and it is unclear that features obtained by optimizing pixelwise reconstruction are necessarily well suited for model based control. Recently (Vondrick et al. 2015) proposed to build prediction models in the space of features learnt by pretraining on image classification on Imagenet. Their approach assumes that invariances learnt for object recognition are also good for control. In contrast,
our approach is entirely self-supervised, does not require human-provided labels and is capable of learning task specific features.

(Pinto & Gupta [2015], Levine et al., [2016]) learn how to grasp objects by trial and error from a large number of attempts. These methods aim to acquire a policy for solving a single concrete task, while our work is concerned with learning a general predictive model that could be used to achieve a variety of goals at test time. Furthermore, poking is a type of nonprehensile manipulation (i.e. manipulation without grasping) (LaValle [2006]). When an object is grasped, it is possible to fully control the state of the grasped object. With non prehensile manipulation, the state of the manipulated object is not directly controllable and thus less predictable. This makes the problem of achieving the goal state using non prehensile manipulation such as poking significantly more challenging than achieving the goal state by grasping (LaValle [2006], Dugar & Srinivasa [2012]).

A good review of model based control can be found in (Mayne, 2014) and (Jordan & Rumelhart, 1992, Wolpert et al., 1995) provide interesting perspectives. (Lenz et al., 2015) used deep learning based model predictive control for cutting vegetables. However, their system did not use vision and relied solely on the knowledge of the robotic state space and is thus limited in its generality. Only very recently, (Fragkiadaki et al., 2015, Wahlström et al., 2015, Watter et al., 2015, Oh et al., 2015) addressed the problem of model based control from vision in synthetic domains of manipulating two degree of freedom robotic arm, inverted pendulum, billiards and Atari games. In contrast to these works, we tackle manipulation of complex, compressible real world objects. (Wu et al., 2015, Mottaghi et al., 2015, Lerer et al., 2016) proposed using Newtonian physics in combination with neural networks to predict the dynamics of objects in the future. However, they do not test their models for goal directed actions. A second difference is that we use learn “intuitive” physics from data instead of relying on Newtonian physics for reasons mentioned in section 1.

In robotic manipulation, a number of prior methods have been proposed that use hand-designed visual features and known object poses or key locations to plan and execute pushes and other non-prehensile manipulations (Kopicki et al., 2011, Lau et al., 2011, Meriçli et al., 2015). Unlike these methods, the goal in our work is to learn an intuitive physics model for pushing only from raw images, thus allowing the robot to learn by exploring the environment on its own without human intervention.

3 Method

Even without predefined goals, an agent can learn a model of how its action affect the world in the hope that these models would be useful when the agent is later tasked with a specific goal. There are two types of models that can be learnt: a forward model that predicts the next world state in response to the applied action or an inverse model that maps change in world state to actions. The forward and inverse models can be formally described by equations 1 and 2, respectively. The notation used is as following: $x_t, u_t$ are the world state and action applied time step $t$, $\hat{x}_{t+1}, \hat{u}_{t+1}$ are the predicted state and actions, and $W_{fwd}$ and $W_{inv}$ are parameters of the functions $F$ and $G$ that are used to construct the forward and inverse models.

$$\hat{x}_{t+1} = F(x_t, u_t; W_{fwd}) \quad (1)$$

$$\hat{u}_t = G(x_t, x_{t+1}; W_{inv}) \quad (2)$$

Given an initial and goal state, inverse models provide a direct mapping to actions required for achieving the goal state in one step (if feasible). However, multiple possible actions can transform the world from one visual state to another. For example, an object can appear in a certain part of the visual field if the agent moves or if the agent uses its arms to move the object. This multi-modality in the action space makes the learning hard. On the other hand, given $x_t$ and $u_t$, there exists a next state $x_{t+1}$ that is unique up to dynamics noise. This naturally means that learning the forward models should be easier. However, learning forward models directly from visual inputs is hard because it requires the prediction of pixel values of future frames which is a non-trivial problem with no known good solution.

If it were possible to automatically learn a good abstract feature space, then the problem of predicting future visual states would become significantly easier. The higher layers of a deep neural networks trained on the ImageNet challenge provide one such feature space (Vondrick et al., 2015). However, it is not obvious that features adept at object recognition should also be optimal for manipulation. The obvious solution of adapting these features while simultaneously optimizing for the prediction loss leads to a degenerate solution of all the features reducing to zero, since the prediction loss
in this case is also zero. Our key observation is that this degenerate solution can be avoided by imposing the constraint that it should be possible to infer the the executed action \( (u_t) \) from the feature representation of two images obtained before \( (x_t) \) and after \( (x_{t+1}) \) the action \( (u_t) \) is applied (i.e. optimizing the inverse model). This formulation provides a general mechanism for using general purpose function approximators such as deep neural networks for simultaneously learning a task relevant feature space and forecasting the future outcome of actions in this learned space.

A second challenge in using forward models is that inferring the optimal action inevitably leads to finding a solution to non-convex problems that are subject to local optima. However an inverse model does not suffer from this drawback as it directly outputs the required action. These considerations taken together suggest that inverse and forward models have complementary strengths and joint training of these models will result in learning of abstract feature space for forecasting action outcomes (forward model) and the same feature space can be used by the inverse model to directly predict actions. This joint training creates an interplay where the inverse model removes the degeneracy of the feature space on which the forward model operates and the forward model in turn regularizes the feature space of the inverse model. Our experiments confirm this intuition and show that joint training help the inverse model generalize better.

4 Experimental Setup

Manipulating real world objects by performing actions such as poking is very challenging, as objects have complex geometries and material properties that cause them to behave in unexpected ways as shown in Figure 2. To date our robot has executed 50K pokes, out of which 30K pokes are for the nutella bottle, 20K for the hammer and 5K each for pepito bottle and a coffee jar. Videos of our setup can be found at: link.

Our experimental setup is illustrated in Figure 1. The robot has a table in front of it on which it can manipulate objects. The robot is equipped a Kinect camera, a gripper for poking, and a white rod for resetting the objects to the center of the workspace. The point cloud from the Kinect is used to randomly select one target point for poking. The Kinect point cloud is used only during the training to bias the robot to poke an object instead of poking in free space. The robot pokes objects by moving the finger along the XZ plane at a fixed height from the table. The X and Y axis represent the horizontal and vertical axes, while the Z axis points away from the robot. After selecting a random point to poke \( (p) \) on the object, the robot randomly samples a poke direction \( (\theta) \) and length \( (l) \). Kinematically, the poke is defined by points \( p_1, p_2 \) that are \( \frac{l}{2} \) distance from \( p \) in the directions \( \theta^o, (180 + \theta)^o \) respectively. The robot executes the poke by moving it’s finger from \( p_1 \) to \( p_2 \).

4.1 Training Details

Representation of Poke The poke is parameterized as a tuple of poke location \( (p_t) \), the angle of poke \( (\theta_t) \) and the length of poke \( (l_t) \). For the purpose of training the inverse model we discretize the poke location onto a \( 20 \times 20 \) grid, and the angle of poke and length of poke 36 and 11 bins, respectively. The 11th bin of the poke length is used to denote no poke. This discretization allows us to predict multimodal distributions over the poke in the inverse model, which we found crucial for handling the ambiguity inherent in inverse dynamics. For the forward model, we simply use the real-valued poke parameters.

Shorthand for Neural Network Architecture The abbreviations Ck, Fk represent a convolutional(C) layer with k filters, a fully-connected (F) layer with k filters respectively. We used ReLU non-linearity after every convolutional/fully-connected layer, except for the output layer. The output layer was a fully connected layer with number of units equal to the number of desired outputs. As an example of our notation, C48-F500 refers to a network with 48 filters in the convolution layer followed by ReLU non-linearity and a fully-connected layer with 500 units.

Neural Network Architecture and Optimization The neural network architecture is shown in Figure 3. The network is divided into two parts. The first part (depicted by the top stream) learns the forward model, while the second part (depicted by the bottom two streams) learns the inverse model. The convolutional layers in the bottom two stream share weights and have the following architecture: C64-C32-C64. The output of the third convolution layer is fed into a spatial softmax layer \( [\text{Levine et al.} 2015] \) to extract the mean activation location of each of the conv-3 feature maps. These mean activations for two input images are referred to as \( x_t, x_{t+1} \). For the inverse model the
Figure 3: Siamese convolutional neural network was trained to predict the poke action \((u_t : \{p_t, \theta_t, l_t\})\) required to transform objects in image at the \(t^{th}\) time step \((I_t)\) into their state in \(I_{t+1}\). The poke is parameterized as a tuple of poke location \((p_t)\), angle \((\theta_t)\) and length \((l_t)\). Images \(I_t\) and \(I_{t+1}\) are passed through a series of three convolutional layers that share weights (bottom two streams). Spatial softmax layer [Levine et al., 2015] operates on conv-3 outputs to extract the mean activation location of each of the conv-3 feature maps (also called feature points) - \(x_t, x_{t+1}\) from images \(I_t, I_{t+1}\), respectively. \(x_t, x_{t+1}\) are concatenated and passed through fully connected layers to predict the discretized poke. This part of the network constitutes the the inverse model. This model is regularized by the forward model (the top stream) that takes as inputs \(u_t, x_t\) and predicts \(x_{t+1}\).

The raw images captured by the robot are of size 480x640 which are then cropped to 380x500 to remove the parts of the images that do not lie on the table in front of the robot. In order to augment the amount of training data we jitter the cropping randomly (to preserve consistency, \(I_t\) and \(I_{t+1}\) are jittered by the same amount). Finally the images are resized to 240x240 before feeding them into the CNN. We use stochastic gradient descent to train the network from scratch (i.e. random initialization) with a batch size of 64, batch norm and initial learning rate of 0.01 which is reduced by a factor of 10 every 10K iterations. We train the network for a total of 30K iterations.

Training is performed to optimize the loss defined in equation 3 below.

\[
L_{joint} = L_{inv}(u_t, \hat{u}_t, W) + \lambda L_{fwd}(x_{t+1}, \hat{x}_{t+1}, W)
\]

\(L_{inv}\) is a sum of three cross entropy losses between the actual and predicted poke location, angle and length. \(L_{fwd}\) is a L1 loss between the predicted \((\hat{x}_{t+1})\) and the ground truth \((x_{t+1})\) feature representation of the after image \((I_{t+1})\). \(W\) are the parameters of the neural network. We used \(\lambda = 0.1\) in all our experiments.

4.2 Evaluation Procedure

Once the robot has learned a model of its interaction with objects we test the quality of the learned model by asking the robot to displace the objects from an initial configuration to the final configuration. Note that the robot is never provided any explicit reward for this task during the training process and therefore has no incentive to move the object to a desired configuration. Even if the same object is present in a nearby location in the initial and goal image, it is often not possible to displace the object to the goal image in a single poke. This is because the poke causes both object to both translate and rotate at the same time.

For displacing the object to the goal position, we use the inverse model to predict a poke from given pair of input and goal images. This poke is executed to generate the next image. The pair of this new image and goal image are again fed as inputs to the inverse model. If the inverse model predicts a no poke (section 4.1), then it is deemed that the goal is achieved. If not, this process is repeated iteratively until the goal is achieved or if the robot has made 10 pokes.
Figure 4: The left plot shows the sequence of pokes applied by the model to displace the rectangle to the target configuration. White arrow shows the position and the direction of the poke. The inverse model was trained using pairs of before/after image in which rectangles were displaced by at most 5 pixels. For testing generalization, the model is tested on initial/target images in which rectangles are uniformly displaced in the range of 5-30 pixels. It can be seen that the model generalizes and in many cases is able to successfully displace the rectangles to their correct location and pose. The plot on the right compares the performance of the joint and inverse models as the number of training examples are varied. The x-axis in this plot shows the number of actions used by the agent. It can be seen that when less number of training examples are available the joint model performs better and is able to get closer to the goal state in fewer number of steps.

Evaluation Metric  We evaluate the performance of the robot by measuring the relative error in location and pose of the object. By the pose of the object we refer to the angle of the major axis of the object measured from the x-axis. For the purpose of evaluation, the position and pose of the object were estimated using template matching. We collected 20 templates of each object in 20 rotations around the Y axis. We used mean squared distance in the RGB color space to find the location and pose of objects using these templates in the evaluation images. The relative location error was defined as $\frac{d_{ft} - d_{it}}{d_{it}}$, where $d_{ft}$ is the distance between object locations in the final image (i.e. after robot predicts a no poke action) and the target image and $d_{it}$ is the distance between the object positions in initial and final images. We measure relative location error as objects between different pairs of initial and target images are displaced by different amounts. We report the median relative location error across the test set and the standard deviation in the estimate of the median using a bootstrapping procedure.

5  Simulation Experiments

For testing the hypothesis if forward models can regularize inverse models, we first conducted extensive experiments in simulation using environments consisting of a single rectangle that was allowed to freely translate and rotate (Figure 4). The agent interacted with the rectangle by poking it by small forces. During the unsupervised training phase, the displacement of the rectangle between the initial and final images was restricted to at most 5 pixels (for reference, the size of the world was 48x48 pixels and of the rectangles was 14x18 pixels). The training was performed using an architecture similar to the one described in section 4.1. The inverse only model was trained by setting $\lambda = 0$ in equation 3. Additional details about the experimental setup, network architecture and training procedure for the simulation experiments is provided in the supplementary materials.

For testing generalization to novel scenarios, the inverse and joint (i.e. inverse + forward) models were evaluated in worlds where rectangles were displaced between 5 and 30 pixels. The right subplot in figure 4 shows that when less training data (10K, 20K examples) is available the joint model outperforms the inverse model and reaches closer to the goal state in a fewer steps (i.e. fewer number of actions). This shows that indeed the forward model regularizes the inverse model and helps generalize better. However, when the number of training examples are increased to 100K both models are at par. This is not surprising because training with more data often results into better generalization and thus the inverse model is no longer reliant on the forward model for the regularization.
Figure 5: Four representative trajectories executed by the robot for displacing objects from initial to target configurations. In some cases the robot is successfully able to displace the objects to the correct location and pose and in some cases it fails to achieve the goal state. The bar plots on the right compare the performance of several models measured as relative location error (i.e. lower is better). It can be seen that our models perform better than a strong hand-engineered baseline and the joint model outperforms the inverse only model.

6 Real World Experiments

The data collected by the robot was used to learn a joint model of interaction as described in Section 4.1. To test these models, the robot was provided pairs of initial and target images showing a single object in two different configurations and was tasked to displace the object from the initial to target configuration (see Figure 5). To minimize human intervention in generating relatively large test sets, an automated procedure described in the supplementary materials was used to generate the initial/target images. We used on the order of 30-50 pairs of initial/target images (1-2 hours of robot interaction time) for testing each model.

The robot iteratively used its inverse model to infer the optimal poke until it predicted a no-poke (i.e. predicted stop). The model outputs a no-poke when it deems that the state of object in the current image is very close to the state in the target image. Figure 5 shows a random sample of poke sequences used by the robot to displace the object into goal configuration. The performance plots in the figure show that the robot’s stopping strategy (predicted stop) is better than stopping after the first poke itself. Even though the models were trained using a single poke, this result implies that the learnt models can be used iteratively to improve performance.

We compared the performance of the learned joint and inverse models against a strong hand engineered baseline constructed using explicit knowledge of object locations in the current and target image. The poke sequence in the baseline was generated by poking the object along the line joining the centroids of the object in the current and target image using poke length of 3 cms. We chose poke length of 3 cms as it was found to be optimal. This process was repeated iteratively for five time steps. From Figure 5 it can be seen that our models perform better than a strong hand-engineered baseline and the joint model outperforms the inverse only model.

Despite the fact that we perform better than the baseline, the absolute performance shows that displacing real world objects is a hard problem and there is substantial scope for improvement. For investigating the cause of failures, we computed performance metrics when an oracle stopping procedure was used. The oracle metric was computed as following: the robot was allowed to make 10 pokes which resulted into a sequence of 10 images/states. From these 10 states, the state that was found to be closest to the target state by explicitly performing object detection (see evaluation metric in section 4.2) was used to compute the performance metrics. This oracle number shown in Figure 5 reveals that improvements in deciding when to stop poking can significantly improve results.
Active v/s Random poke data collection Instead of randomly collecting poke data we found that it is possible to learn better models when poke data collection is biased by the model as the model is being learned. In the active data collection phase, the robot maintains a memory of the previous 10 images that it encounters. It randomly samples one of these images and deems it to be the target image. It then executes the poke that its current model predicts will displace the object in the current image into the target configuration. The visual state before and after the poke and the poke itself are added to the training set. Note that the robot is not provided any reward for reaching or not reaching the target configuration. We found that when we trained models using 10K randomly sampled pokes + 5K actively sampled pokes, it outperformed a model trained using 15K random pokes (Figure 6).

7 Discussion and Future Work

We presented a method for jointly learning the inverse and forward models for predicting the outcome of actions from raw visual inputs, as well as an empirical evaluation of an experiential approach to learning intuitive physics models in the context of robotic manipulation. In our experimental setup, we collected over 50 thousand interaction episodes to construct models that predict the outcome of robotic pokes. We then evaluated our learned models by using them to choose pokes that will push an object into a target configuration. Our results indicate that the proposed joint inverse and forward models attain higher accuracy than more standard methods, and also that active data collection, where the robot sets and attempts to reach its own goals using the latest learned model, produces more accurate predictive models.

Nonprehensile manipulation is a hard problem, and although our models perform better than the baseline methods, they are far from perfect. While poking, the robot does not have full control of the object state, which makes it harder to predict and plan for the outcome of the action. For example, depending on whether the poke is slightly on the left or slightly on the right of a simple cuboidal object, the resulting motion can be substantially different (i.e. clockwise or anti-clockwise). With real world objects having complex geometry, this learning problem becomes even harder. An interesting area of future investigation is to use continuous time control with smaller pokes that are likely to be more predictable than the large pokes used in this work.

Without any a priori knowledge and information about goals the robot has no incentive to learn pokes that are more reliable at displacing objects from one configuration to another. As there are multiple ways of displacing objects, this issue can lead to non-robust planning solutions that are likely to fail. For addressing this concern, we used active data sampling, which we show leads to better results. The intuition behind this is as following: the robot chooses a desired target image \( x_{\text{target}} \), and then uses the learned model to predict the poke \((a)\) that will transform the objects in the current image \( x_{\text{before}} \) into the target configuration. The triplet of previous state \( x_{\text{before}} \), the poke \((a)\), and the new state \( x_{\text{after}} \) that is obtained after executing the predicted poke is used as training data to improve the model. This process reinforces pokes that reliably transform \( x_{\text{before}} \) into \( x_{\text{target}} \) (i.e if \( x_{\text{after}} \approx x_{\text{target}} \)). However, if \( x_{\text{after}} \) is substantially different from \( x_{\text{target}} \), there is no direct feedback that biases the model into believing that action \( a \) is unreliable for achieving \( x_{\text{target}} \). An interesting direction for future research is to either resolve this limitation by incorporating the predictions of the forward model into the active sampling scheme, or come up with alternative strategies or constraints that will bias the robot towards learning reliable actions.

A neural network formulation for simultaneously learning and forecasting in an abstract feature space is proposed in this work. We show that the forward model regularizes the inverse model, but it might be possible that alternative loss functions are even better regularizers. Also, using forward models just as regularizers is unsatisfactory because forward models equip the agent with the ability to perform rollouts, and consequently perform planning with longer horizons. This is in contrast to inverse models that can be used for multistep execution only by executing actions one after another,
without any foresight. A detailed investigation of how forward models can be effectively used for planning in the proposed framework is currently pending and is an interesting avenue for future work.

Our experiments show generalization to the location and pose of objects, but we have not shown any generalization to new objects. The primary reason is that data collection on a real robot is slow and until now we have only collected data for four objects. However, this is not a limitation of our approach as data collection process can be easily parallelized across robots (Levine et al., 2016). An open research question in data collection is whether we should collect large amounts of data for few objects or small amounts of data for a large number of objects. Future work addressing this question and showing generalization to new objects would be of great interest.

In this work we have proposed the use of intuitive models of physics learned from experience and simultaneous learning of forward and inverse models for vision based control. Although our approach is evaluated on a specific robotic manipulation task, there are no task specific assumptions, and the techniques are applicable to other tasks. In future, it would be interesting to see how the proposed approach scales with more complex environments, diverse object collections, different manipulation skills and to other non-manipulation based tasks, such as navigation.
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