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Phase change memory (PCM) is one of the leading candidates for neuromorphic hardware and has recently matured as a storage class memory. Yet, energy and power consumption remain key challenges for this technology because part of the PCM device must be self-heated to its melting temperature during reset. Here, it is shown that this reset energy can be reduced by nearly two orders of magnitude by minimizing the pulse width. A high-speed measurement setup is utilized to probe the energy consumption in PCM cells with varying pulse width (0.3–40 nanoseconds) and uncover the power dissipation dynamics. A key finding is that the switching power ($P$) remains unchanged for pulses wider than a short thermal time constant of the PCM ($\tau_{\text{th}} < 1$ ns in 50 nm diameter device), resulting in a decrease of energy ($E = P \times \tau$) as the pulse width $\tau$ is reduced in that range. Thermal confinement during short pulses is achieved by limiting the heat diffusion time. The improved programming scheme reduces reset energy density below 0.1 nJ $\mu$m$^{-2}$, over an order of magnitude lower than state-of-the-art PCM, potentially changing the roadmap of future data storage technology and paving the way toward energy-efficient neuromorphic hardware.

1. Introduction

Phase change memory (PCM) stands as a promising candidate for storage,[1,2] neuromorphic computing,[3] radio-frequency applications,[4,5] and in-memory computing,[6–8] thanks to its nonvolatility, long retention, high endurance, short switching time, and compatibility with the back-end of line of standard silicon processing.[9] Intel's Optane memory, a PCM-based memory aimed at storage class memory applications,[10] is an example of the maturity of this technology. PCM is a two-terminal nonvolatile memory that relies on the high resistivity ratio ($\sim$10$^5$) between the amorphous and crystalline phase of chalcogenides glasses, mainly compounds of the ternary Ge$_x$Sb$_y$Te$_z$. The phase transition is triggered by Ovonic threshold switching,[11,12] where the resistance of the chalcogenide is reduced above a certain threshold voltage, enabling high current densities, and self-heating for crystallization.

The memory cell structure consists of a phase change material, such as, Ge$_2$Sb$_2$Te$_5$ (GST), sandwiched between two electrodes. Electrical current crowding is achieved by either a small-area heater bottom electrode (BE) in a mushroom-type cell, or a narrow pore in the surrounding dielectric of the PCM layer in a so-called confined cell.[13] To crystallize the PCM (i.e., set) to its low resistance state (LRS), a medium-amplitude voltage or current pulse is applied, which heats the material above its crystallization temperature. The set pulse must be sufficiently long to allow for the material to crystallize. To amorphize the cell (i.e., reset) to its high resistance state (HRS), a large-amplitude electrical pulse is applied for a short time (or with a short fall time) to melt the material and rapidly quench it below the crystallization temperature.[12,13]

Because the phase transition is thermally induced, device-level heat management is crucial. The energy and power consumption are of great concern, and their fundamental limits are yet to be fully understood.[14] Particularly, the reset process includes heating the phase change material above its melting temperature (typically $T_m > 600$ °C) which requires very high power density, on the order of $\sim$10 MW cm$^{-2}$ (100 mW $\mu$m$^{-2}$). Reports on the values of reset power (during the pulse) and energy are scarce because of the need to capture the current and voltage during a short transient (typically less than 100 ns), but the reported energies per area are in the range of $\sim$1 J cm$^{-2}$ (10 nJ $\mu$m$^{-2}$).[15,16] Previous research efforts toward improving energy-efficiency (heating energy per device area) of the melt-quench process in PCM focused on thermal engineering of materials,[17,18] interfaces,[19,20] and device structure.[11,22] However, the range of thermal properties of materials and their interfaces is limited.[21]

In this article, we probe the power dissipation dynamics of PCM reset with sub-nanosecond (ns) resolution and show that the energy efficiency improves with the reduction of
programming pulse width, for example, the energy consumption can be reduced by approximately 100x as the pulse-width (PW) is reduced from 40 to 0.4 ns. Although sub-ns reset in PCM was already shown in several studies,[24–28] the power and energy consumption during the sub-ns pulse application were not characterized to date. Measuring the current and voltage across the PCM during a sub-ns pulse is challenging because of parasitic capacitance and signal reflections at high frequencies (>1 GHz) in conventional on-wafer probing.

To circumvent this challenge, here we utilize a high-speed measurement setup, enabling us to directly probe the power and energy consumption in sub-ns reset pulses by measuring the current and voltage across the PCM during the applied pulse. We show that the reset power remains unchanged while reducing the PW below 5 ns for devices with via size in the range 50–200 nm. The reset power starts to increase only for PW shorter than the PCM thermal time constant ($T_m$), namely ≈2–3 ns and sub-1 ns for 200 and 50 nm nominal via size, respectively. As a result, the optimal energy-power-efficiency point can be traced. Although the power consumption increases as the PW is reduced below $T_m$, the energy consumption continues decreasing with reduced PW, within the measurement limit of our experimental setup (0.3 ns).

We also perform finite-element method (FEM) simulations which predict the minimum reset power and energy, in good agreement with our experimental results. In addition to the characterization of power and energy consumption, our high-speed setup also allows us to study the thermal dynamics of the PCM. A drop in the transient resistance of the device during reset can be associated with melting of a critical volume of the GST, for example, $T > T_m$ (where $T_m$ is the temperature required to melt the GST). Measurements of the transient resistance therefore allow us to determine the thermal time constant of the device, which is correlated with the optimal pulse for power-efficiency. Finally, reset pulses with the shortest PW of 0.3 ns (limited by instrumentation) achieve record-low energy consumption per area, namely ≈0.2 pJ for confined PCM cells with ≈50 nm via diameter or ≈0.1 nJ μm$^{-2}$, nearly two orders of magnitude below typical PCM reset energy density.[15]

2. Results and Discussion

2.1. High-Speed Measurement Setup and Device Structure

The measurement setup (Figure 1a) consists of a fast pulse generator (PG) connected in series with the PCM device and a high-speed oscilloscope (see Section 4). To support sub-nanosecond pulses, ground-signal (GS) transmission lines with characteristic impedance $Z_0 = 50 \, \Omega$ were used to connect the device with the measurement equipment. Transmission lines reduce pulse broadening, signal reflections, and possible ringing due to parasitic capacitances. The output impedance of the PG, as well as, the input impedance of the scope are also set to 50 Ω.

In this work, we focus on confined PCM cells as shown in Figure 1b,c, but the results are not limited to a specific PCM structure. The devices were fabricated as follows. First, tungsten (W) was evaporated, patterned, and etched to form the bottom electrode (BE). Next, SiO$_x$ was deposited using plasma-enhanced chemical vapor deposition (PECVD) and the confined vias were patterned using e-beam lithography. Sputtering and lift-off were used to pattern the GST layer with TiN capping, as well as, the final TiN/Pt top electrode (TE) and contact pads. More fabrication details are given in Section 4. The confined vias have different diameters, nominally: 50, 75, 100, and 200 nm, and the contact area of each set of devices was imaged using scanning electron microscopy (SEM) in order to measure their actual size, more details can be found in Figure S1 and Table S1, Supporting Information.

The devices are initially in the LRS (i.e., set, crystalline) of few kΩ (Figure 1d). We measure the PCM voltage and current during pulse application (Figure 1e) to obtain the transient resistance, power, and energy consumption. Following a successful reset pulse, the device is switched to the HRS (i.e., amorphous) of hundreds of kΩ to few MΩ (Figure 1f). Representative device endurance with sub-ns reset pulses is shown in Figure 1g preserving a resistance ratio of ≈100 within the first 1500 switching cycles, and more endurance data can be found in Figure S2, Supporting Information. The measurements outlined below are performed within the first 1000 cycles of each device, so no noticeable degradation is expected.

Our setup allows the measurement of transient PCM voltage $V_{PCM}(t)$ and current $I(t)$, hence transient power $P(t)$ and resistance $R_{trans}(t)$ are obtained directly, and the energy can be extracted by integrating the power over time. We define $V_{scop}(t)$ as the voltage applied by the pulse generator onto the 50 Ω output resistance, and $V_{scope}(t)$ as the voltage measured by the scope across the $Z_0 = 50 \, \Omega$ load. The current is

$$I(t) = V_{scope}(t)/Z_0$$

and the voltage across the PCM is

$$V_{PCM} = V_{GG} - I(t) \cdot (Z_0 + R_s) - V_{scope}(t)$$

where $R_s = 400 \, \Omega$ is the serial resistance of the lead, a thin W line connecting the BE to the pad, measured separately for each via size in devices without GST.

2.2. Record-Low Reset Energy Density in Phase Change Memory by Sub-ns Programming

Typically, PCM devices with 10 to 100 nm via diameter require 10 to 100 pJ for reset,[15,16] whereas ≈0.1 pJ have been reported for PCM with carbon nanotube (CNT) electrodes thanks to the smaller volume to melt.[29] Figure 2a,b show a comparison between the reset energy for different PCM structures versus effective contact diameter. The purple markers represent results from the literature,[13–18,22,10–15] showing the scaling of reset energy with the effective diameter of the cell because less energy is needed to heat a smaller volume. Scaling cell dimensions also reduces the set energy. Low reset current and energy were achieved in doped GST, where the doping is used to increase the PCM resistance.[31,16] We note that all previous studies from literature reporting reset energy used pulses wider than 3 ns, thus this has not been examined in the range of fast pulse widths pursued in this work.
Lines in Figure 2a,b represent calculated reset energy for a simple model of a GST sphere surrounded by SiO₂ (see Section 4 and Figure S3, Supporting Information). The model roughly captures reset energy scaling with device dimensions, but more importantly it shows the energy can be reduced by orders of magnitude through a reduction of the PW. Energy dependence on PW is more significant for smaller devices because at narrower PW the heat has less time to diffuse outward and is better confined in the active PCM volume. For instance, the thermal diffusivity of SiO₂ is \( \alpha_{\text{ox}} \approx 0.01 \text{ cm}^2 \text{s}^{-1} \), so the heat propagates a diffusion length \( L_{\text{th}} = (\alpha t)^{1/2} \approx 1 \text{ nm in } 1 \text{ ps,} \approx 10 \text{ nm in } 0.1 \text{ ns, and} \approx 300 \text{ nm in } 100 \text{ ns} \), where \( L_{\text{th}} = (\alpha t)^{1/2} \). Thus, for any PW longer than even a fraction of a nanosecond, the thermal diffusion length is greater than the device diameter, suggesting that a larger volume (e.g., dielectric) is heated outside the PCM cell than inside it.

It should also be noted that the shortest pulse to induce reset phase transition (by melt-quench) for a given cell size can be evaluated based on the speed of sound in the material (vs \( \approx 1 \text{ nm ps}^{-1} \)). In other words, based on this speed limit, the shortest reset pulse for a \( a = 50 \text{ nm} \) PCM cell would be \( \approx 50 \text{ ps} \). The adiabatic limit (solid black lines in Figure 2) is the energy to heat and melt the GST volume (including its latent heat of melting), without heating up its surrounding, that is, assuming the GST is perfectly thermally isolated. For reference, the black dash-dot line (dashed in Figure 2c) represents the energy required to charge a pair of interconnect lines in order to program a single bit in a 1 k \( \times \) 1 k crossbar array.\(^{15} \)

The measured reset energies of our PCM devices are also benchmarked against alternative emerging non-volatile memory (NVM) devices, namely spin torque transfer magnetic random access memory (RAM), conductive bridge RAM, and resistive RAM in Figure 2c.\(^{15} \) Our results show that reset energies within the same range of the PCM contacted by CNT (diameter \( \approx 1–2 \text{ nm} \)) can be achieved in devices with more than 100\( \times \) larger contact area (via diameter \( \approx 50 \text{ nm} \)) by reducing the PW. For example, reset energy of \( \approx 0.2 \text{ pJ} \) at PW of 0.3 ns

---

**Figure 1.** High-speed measurement setup and PCM device. a) Schematic of the measurement setup. A pulse generator (PG) with output resistance of 50 \( \Omega \) is connected by coaxial cable to an RF probe with the signal (S) to the top electrode (TE) pad of the PCM device and ground (G) to a local ground plane, shown in the optical image of the device. A fast scope is connected by RF probes (S) to the bottom electrode (BE) of the device. The RF probes are needed to minimize parasitic capacitance, and 50 \( \Omega \) impedance matching suppresses signal reflections. b) Cross section SEM image of a representative device. The phase change material is Ge₂Sb₂Te₅ (GST), sandwiched between Pt/TiN TE and W BE on a SiO₂/Si substrate. Sputtered SiO₂ serves as the insulator and the confined via hole diameter is marked by a red arrow. c) Schematic cartoon illustrating the PCM device in its LRS or set state (crystalline, left), and the HRS, reset state, where the confined volume is amorphous (right). The following three panels represent the measurements by their chronological order: d) DC I–V sweep to read the initial resistance value in the set state, e) reset pulse transient waveform, showing the evolution of the resistance (\( V_{\text{PCM}}(t)/I_{\text{PCM}}(t) \)), current (\( I(t) \)), and power (\( I(t) \times V_{\text{PCM}}(t) \)) during the pulse. The measured energy reported here is obtained by integrating \( P(t) \) over time. The final resistance is read by another DC I–V sweep as shown in (f). Successful reset process results in HRS. g) Endurance measurement of the first 1500 cycles with sub-ns reset pulses. Details of the endurance program are found in Section 4, and comparison with longer reset PW is shown in Figure S2, Supporting Information.
was measured for ≈50 nm via, and ≈0.55 pJ at PW of 0.3 ns was measured for ≈75 nm via. The comparison to other NVM devices in Figure 2c shows that the PCM energy achieved with sub-ns PW is comparable to energy consumption in alternative technologies and approaches the interconnect charging energy, a practical lower-limit target.

Table 1 summarizes key results from the literature of reset energy consumption as well as sub-ns switching. Although several studies have shown sub-ns reset, the switching energy was not probed, due to the challenge in measuring the current and voltage dynamics at such short time-scale. Similarly, other studies have demonstrated reduction in reset energy by size scaling, and improved thermal barriers, but have not measured the switching energy for sub-ns pulses. Our results show that the reset energy is reduced as PW is decreased, and it should be emphasized that this reduction is in addition to other improvements in the energy consumption such as size scaling and thermal barrier engineering. Therefore the projected energy consumption for a PCM cell with 10 nm feature size at sub-ns reset pulse would be below 10 fJ.

The improved PCM reset energy is lower than typical set energy consumption. Although the set power is lower than reset, the relatively slow crystallization process, which typically requires more than 50 ns in GST makes the overall set energy larger, for example, more than few pJ. Hence in a set-reset cycle, the fraction of the energy of the set process starts to dominate. Our sub-ns method is not valid for the set process in conventional PCM devices. This result puts more pressure on finding materials which crystallize on very fast time scales. Since the power consumption of set is roughly an order of magnitude lower than reset, materials which crystalize at sub-5 ns time scale are needed to obtain equal energies for the set and reset process.

Figure 2. Benchmarking memory programming energy. a,b) PCM reset energy versus effective (confinement) diameter. Markers represent experimental data, lines represent calculations. All literature data of PCM reset energy consumption (purple markers) is for pulse width (PW) longer than 10 ns, whereas in this work we report on sub-ns reset programming (red stars) in addition to few ns to tens of ns pulses (yellow stars). The model lines represent calculated heating energy for GST sphere at T_m enclosed by SiO_2 with varying pulse width. The adiabatic limit assumes perfectly isolated PCM, and the interconnects energy (dashed line) is the energy to charge only the metal lines for a single bit in a 1 k x 1 k crossbar array. c) Programming energy of different emerging non-volatile memory devices, including PCM (same as in (a)), spin-torque transfer magnetic RAM (STT-MRAM), conductive-bridge RAM (CBRAM), and resistive RAM (RRAM). Lower dashed line (interconnects) is same as in (a), and the upper one is for a full 1 k x 1 k array.
2.3. Phase Change Memory Reset Energy Limits and Power-Speed Trade-Off

PCM reset energy measurements show a clear benefit for PW reduction down to 0.3 ns, for devices with via diameter of 50–200 nm. Next, we turn to explore in more details the power-speed trade-off and energy limits of the reset process. Figure 3 shows the final resistance following a reset pulse versus a) applied power and b) current with varying PWs for a 75 nm via device. Successful reset is defined here for $R_{\text{final}} > 100 \, \text{k}\Omega$, that is, a change of nearly two orders of magnitude in resistance. Lower (higher) power and energy are required for smaller (larger) change in resistance, as shown in Figure S4, Supporting Information. We observe that for PWs from 40 ns down to 6 ns, there is no appreciable difference in the reset power.[42] This is explained by the fact that the GST volume required to reset is already melted at $< 5 \, \text{ns}$, and applying wider pulses mostly heats up the surrounding of the cell. It follows that for reset pulses longer than the thermal time constant of the GST region, reducing the PW will reduce the reset energy by the same factor because the power remains unchanged. Below PW of $\approx 2$ ns the reset power increases with the reduction of the PW. Amorphization requires $\approx 3 \times$ to $4 \times$ higher power for 0.3 ns pulses compared with 6 ns (or longer). Although more power is needed, in terms of energy the 0.3 ns PW is preferred ($= 5 \times$ lower reset energy). Measured and simulated power-energy curves are shown in Figure S3, Supporting Information. It should be noted that larger power, which is needed in the sub-ns regime, might degrade the endurance.[43]

To better understand the relation between reset power and PW, we simulated the confined cells using FEM (see more details in Section 4 and Figure S6, Supporting Information) for different via diameters and varying PW. Figure 4a,b show the measured and simulated reset energy versus PW for varying via sizes. Reset energy scales with via size as expected. Similarly, reset energy scales with PW down to $\approx 1–2$ ns, and the reset power remains constant in that range, as shown in Figure 4c,d. Below a critical PW the power increases. This critical time is shorter for smaller devices because it is proportional to the thermal time constant of the confined GST volume $\tau_{\text{th}}$ (where $\tau_{\text{th}}$ scales with device size).

| Device                  | PW [ns] | Energy [pJ] | Energy density [fJ nm$^{-2}$] | Size [nm] | Transient waveform | Comments and ref. |
|-------------------------|---------|-------------|-------------------------------|-----------|---------------------|-------------------|
| GST mushroom            | 100     | 15          | 0.46                          | 180       | –                   | TaOx thermal barrier.[39] |
| GST in CNT crossbar     | 50      | 1           | 345                           | 1.7       | –                   | [33]               |
| GST in CNT nano-gap     | 20      | 0.1         | 14                            | 2.6       | –                   | [22]               |
| GST in CNT crossbar     | 10      | 0.2         | 70                            | 1.7       | –                   | [33]               |
| GeTe mushroom           | 2.5$^a$ | 7.5         | 2                             | 60        | Shown               | –                 |
| SST mushroom            | 0.7     | –           | –                             | 190       | Shown for V         | Study focused at reducing set time.[36] |
| GST confined            | 0.5     | –           | –                             | 30        | Shown for V         | Study focused at reducing set time.[24] |
| GST crossbar            | 0.4     | –           | –                             | –         | –                   | –                 |
| GST confined            | 0.4     | –           | –                             | 20        | –                   | –                 |
| GST confined            | 0.2     | –           | –                             | 1000      | –                   | –                 |
| GST confined            | 0.8     | 3.45        | 0.35                          | 100       | Shown               | This work          |
| GST confined            | 0.4     | 0.2         | 0.08                          | 50        | Shown               | This work          |

$^a$Overall PW: rise+platue+fall = 2 + 1 + 2 ns

Table 1. Comparison of state-of-the-art PCM reset energy and pulse width measurements.

Figure 3. PCM reset power and current with varying pulse width. a) Final read resistance versus maximum measured power (during reset pulse) with varying pulse width (PW) in the range 0.3–40 ns for confined PCM with $\approx 75$ nm via. The reset power remains unchanged for pulses longer than $\approx 5$ ns and starts to increase as the PW is reduced below $\approx 3–4$ ns. The reset powers (defined here for $R_{\text{final}} \approx 100 \, \text{k}\Omega$) are indicated by vertical dashed lines. b) Final read resistance, same as (a) versus current. The initial resistance is in the range of 3–5 k$\Omega$. Rise and fall times are set to 70 ps.
This critical power-time point is predicted by our simulations and can be explained by the device temperature distribution (Figure 4e). Applying the minimal power for reset, the GST volume is melted within the thermal time constant of the confined GST, for example, \( \approx 2–3 \) ns for \( \approx 100 \) nm via. For \( \text{PW} > \tau_{\text{th}} \) (e.g., 30 ns) the only difference in the temperature map (compared with short \( \text{PW} = \tau_{\text{th}} \)) is further heating the surrounding of the cell (see Figure S7, Supporting Information). However, applying the same power with \( \text{PW} < \tau_{\text{th}} \) (e.g., 0.3 ns) the GST is not melted, and reset is not achieved. At such short \( \text{PW} \), larger power is needed to reach the melting temperature \( (T_{\text{m}}) \) and achieve reset.

### 2.4. Phase Change Memory Thermal Dynamics

The thermal time constant is a critical property of the device that determines the optimal programming \( \text{PW} \) conditions.
as outlined above. Besides simulations, an experimental approach is needed to evaluate the thermal dynamics of PCM. Previous work has shown that the resistivity of the GST in the liquid phase is smaller than in the crystalline phase (including high-temperature hexagonal GST).

Thus, probing the transient resistance $R_{\text{trans}}$ while the programming pulse is applied (Figure 1e) allows us to evaluate the thermal dynamics. During pulse application, $R_{\text{trans}}$ starts to decrease as the GST reaches $\Delta T_m$ and starts to melt. $R_{\text{trans}}$ is further reduced as a larger volume of the GST is melted. Performing such measurements with sub-100 ps temporal resolution allows us to characterize the reset dynamics for sub-ns pulses.

Transient measurements with via sizes of 100, 75, and 50 nm are shown in Figure 5. The transient voltage applied by the pulse generator ($V_{\text{PG}}$) and the voltage measured by the scope ($V_{\text{scope}}$) are shown in Figure 5a for a representative 75 nm via device. The transient resistance is extracted as $R_{\text{trans}} = V_{\text{PCM}}(t)/I(t)$ and plotted in Figure 5b with the current and power versus time. $R_{\text{trans}}$ scales inversely with via size (area), in agreement with a uniform (non-filamentary) melt-quench mechanism of PCM. The minimum measured values of $R_{\text{trans}}$ are $\approx 440 \, \Omega$, $\approx 200 \, \Omega$, and $130 \, \Omega$, for 50 nm, 75 nm, and 100 nm vias, respectively (Figure S8, Supporting Information). Normalized $R_{\text{trans}}$ for different via sizes are depicted in Figure 5c, showing that the thermal transient is shorter for smaller devices. Previous work\cite{26,28} suggested non-thermal amorphization for sub-ns reset, but the transient resistance waveforms that we uncover here combined with electro-thermal simulations can explain the thermally induced melting and reset.

We point out that as device dimensions are reduced, the interfaces and contacts become more dominant both electrically and thermally\cite{45,46}. Nonetheless, scaling down device dimensions is expected to effectively reduce the thermal time constant because the thermal capacitance keeps decreasing with PCM size. Finally, we note that for a given cell size, the final resistance is larger for lower $R_{\text{trans}}$ (during pulse application), since larger melt volume during the pulse (low $R_{\text{trans}}$) results in larger amorphous volume after the pulse (larger $R_{\text{final}}$).

3. Conclusion

We have reported nanosecond and sub-nanosecond pulsing and probing in confined PCM cells, showing record-low reset switching energy density (e.g., less than 0.1 nJ $\mu$m$^{-2}$ at PW = 0.3 ns). We show that the reset power remains almost constant for pulses wider than the GST thermal time constant $\tau_{th}$. Extending the PW longer than $\tau_{th}$ (=1–2 ns) causes wasted energy by heating the dielectric surrounding the GST volume. For PW below $\tau_{th}$, higher power is needed to achieve reset, yet the overall reset energy is reduced within the shortest PW probed in our measurements (0.3 ns). Hence, constrained power systems should work with reset programming pulses on the order of $\approx \tau_{th}$, whereas high-performance computation systems could prefer lower write latencies at the expense of higher power consumption. Constrained energy systems could work with PW shorter than $\tau_{th}$ (sub-ns) if they can tolerate larger power consumption, that is, larger instantaneous current or voltage. Finally, we also showed that the thermal dynamics of PCM can be probed by measuring the transient resistance of the device during pulse application. Our results shed new light on the energy limits of PCM operation and provide important guidelines for energy-efficient programming. Importantly, in the sub-ns regime, PCM reset energy approaches the charging energy of the interconnect lines in a crossbar array, a practical lower-limit benchmark for NVM and neuromorphic devices.

4. Experimental Section

Device Fabrication: The confined via-hole PCM was fabricated on a Si substrate, with 100 nm thermally grown SiO$_2$. The process was started by defining the bottom electrode (BE). Tungsten (W) was evaporated, patterned with e-beam lithography, and dry-etched with reactive-ion etch. Next, SiO$_2$ was deposited using PECVD and patterned the via-hole using e-beam lithography. A 30-nm-thick GST layer capped in situ with 20 nm TiN was DC sputtered and lifted-off. The GST/TiN layer was deposited in situ after the Ar sputter cleaning to prevent any native oxide formation. After GST/TiN lift-off, an additional 20/40 nm sputtered TiN/PT was patterned and lift-off to form the probe pads and top electrode. Finally, a second metallization of 20/200 nm Ti/Au was e-beam evaporated and lifted-off, patterned with direct laser writer photolithography, to form the GST transmission line (TL).

Figure 5. Dynamics of PCM reset. a) Measured transient waveform of the voltage applied by the pulse generator ($V_{\text{PG}}$, blue) and the voltage probed by the scope (orange) during a 1 ns pulse for 75 nm via device. b) Transient current ($I(t) = V_{\text{scope}}(t)/50 \, \Omega$), power ($P(t) = V_{\text{PG}}(t)\cdot I(t)$), and resistance ($R_{\text{trans}} = V_{\text{PCM}}(t)/I(t)$) during the 1 ns waveform. The voltage across the PCM is obtained by $V_{\text{PCM}} = V_{\text{PG}} - V_{\text{scope}} - I(t) \times (Z_{\text{ref}} + R_{\text{f}})$. c) Normalized transient resistance versus time for devices with different via size showing the thermal transient of the GST confinement.
**Electrical Measurements:** The experimental setup (Figure 1a) consisted of a fast pulse generator (PG) active technologies Pulse Rider PG-1072 connected in series with the PCM device and a Keysight Infiniium DSO804A high-speed oscilloscope. The datasheet of the scope (https://www.keysight.com/us/en/assets/7018-04261/data-sheets/5991-3904.pdf) specifies typical rise/fall time of: 10/90%: 53.8 ps, 20/80%: 33.8 ps, and a temporal resolution of 3.15 ps. To support sub-nanosecond pulses, ground-signal (GS) transmission lines with characteristic impedance $Z_0 = 50 \Omega$ were used to connect the device with the measurement equipment. Transmission lines reduced pulse broadening, signal reflections, and possible ringing due to parasitic capacitances. The output impedance of the PG, as well as the input impedance of the scope were also set to 50 Ω. GGB CS RF probes were used in this setup, connected to the measurement equipment with 3.5 mm SMA cables.

Measurements were performed as follows. First, for each set of via sizes a “thru” configuration was measured, namely devices without GST were probed to obtain the transient waveform transmitted from the PG to the scope while applied to the cables, RF probes, device leads, without the PCM. Next, devices were programmed to LRS ($\approx 1 k\Omega$ for 200-nm-via devices and ≈10 kΩ for the 50-nm-via set). Set pulses were 100 μs long with varying amplitude in the range ≈1.4-2 V depending on the via size. The resistance of the cell was read with a DC bias voltage of 0.2 V.

Then, reset pulses with varying amplitude (0.8–5 V) and with varying pulse width (0.3–40 ns) were applied. Each reset pulse was followed by a read operation with a DC voltage of 0.2 V and a set pulse to return to the initial low resistance. The current through the PCM (I(t)) was calculated from the measured voltage at the scope divided by its input impedance ($Z_0 = 50 \Omega$).

The endurance test was performed using Pulse Rider PG-1072 as pulse generator source and Keysight CX3322A Device Current Waveform Analyzer as current probe to read the resistance. Reset pulse widths were 0.7, 5, 10, and 40 ns with initial voltage amplitudes ranging from 6 V (for 0.7 ns PW) and between 3.6 and 4.8 V for the other PWs. Set PW was 5 μs with voltage amplitude of 2 V. The resistance was read by applying a 500 μs 0.2 V pulse and measuring the current using the CX3322A.

**Finite Element Method Electro-Thermal Simulations:** Electro-thermal FEM simulations were performed in COMSOL, using a 2D axisymmetric finite element geometry. The bottom boundary of the Si substrate was held at ambient temperature, and the rest of the boundaries were insulating (adiabatic boundary condition). The BE was electrically grounded, and a voltage was applied to the TE. Device dimensions were taken from the FIB cross-sectional images (see Figure S1 and Table S1, Supporting Information). The model included electrothermal properties of the materials such as the temperature coefficient of resistance (TCR), the thermal conductivity ($k_0$), the heat capacity, and the TBR at the interfaces. Some of the key material parameters are outlined in Table S2, Supporting Information. The GST electrical conductivity was taken from the melt value reported in ref. [47], the electrical contact resistance was determined by an effective thickness $t_{eff} = 10 \text{ nm}$ of the GST as defined in ref. [19]. The thermal properties of the PCM were taken from the upper boundary in ref. [40] (because of the high temperature during reset). The TBR was chosen from the range of reported values in literature[13,48] as a fitting parameter. More information on the distribution of voltage, current, and power density is shown in Figure S5, Supporting Information.
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