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Abstract. We find all finite Ockham algebras that admit only finitely many compatible relations (modulo a natural equivalence). Up to isomorphism and symmetry, these Ockham algebras form two countably infinite families: one family consists of the quasi-primal Ockham algebras, and the other family is a sequence of generalised Stone algebras.

1. Introduction

In this paper, we characterise the finite Ockham algebras that satisfy a very strong finiteness condition on their compatible relations. This condition is a natural strengthening of several well-known finiteness conditions.

An important example of a finiteness condition on a finite algebra $A$ is that it is finitely related:

- there is a finite set $R$ of compatible relations on $A$ such that each compatible relation on $A$ can be defined from $R$ by a primitive-positive formula.

In particular, every finite algebra with a near-unanimity term is finitely related.

This follows by Baker and Pixley’s result [1] that a finite algebra $A$ has a near-unanimity term if and only if the following condition holds:

- there is a finite set $R$ of compatible relations on $A$ such that each compatible relation on $A$ can be defined from $R$ by a conjunction of atomic formulas.

The condition that we study in this paper is stronger again:

- there is a finite set $R$ of compatible relations on $A$ such that each compatible relation on $A$ is interdefinable with a relation $r$ from $R$ via conjunctions of atomic formulas.

Such an algebra is said to admit only finitely many relations. This condition was introduced by Davey and Pitkethly [12], motivated by the study of alter egos in natural duality theory.
Since an algebra that admits only finitely many relations must have a near-unanimity term, it is natural to investigate the condition within varieties of lattice-based algebras. In this direction, the following results are known:

- The finite Boolean algebras that admit only finitely many relations are those of size at most 2 ([12]).
- The finite lattices that admit only finitely many relations are those of size at most 2 ([12]).
- The finite Heyting algebras that admit only finitely many relations are the chains ([12] 24).

Our purpose in this paper is to add to this list by characterising the finite Ockham algebras that admit only finitely many relations.

Ockham algebras were introduced in 1977 by Berman [2]. They have been studied by Urquhart [24, 25], Goldberg [19, 20], Blyth and Varlet [5], and many others. An Ockham algebra \( \mathbf{A} = \langle A; \lor, \land, f, 0, 1 \rangle \) is bounded distributive lattice enriched with a unary operation \( f \) that satisfies the equations \( f(0) \approx 1 \), \( f(1) \approx 0 \) and the familiar De Morgan Laws:

\[
f(x \lor y) \approx f(x) \land f(y) \quad \text{and} \quad f(x \land y) \approx f(x) \lor f(y).
\]

The variety of Ockham algebras contains the varieties of Boolean algebras, Kleene algebras, De Morgan algebras, Stone algebras and MS-algebras.

Our characterisation is stated in terms of Ockham spaces. Priestley’s duality for bounded distributive lattices [22, 23] has a natural restriction to the variety of Ockham algebras [24]: the dual space of a finite Ockham algebra \( \mathbf{A} \) is a finite ordered set equipped with an order-reversing self-map \( g \). We will describe this duality in more detail in Section 3.

For structures \( X \) and \( Y \) of the same type, we say that \( X \) is a divisor of \( Y \) if \( X \in \text{HS}(Y) \), that is, if \( X \) is a homomorphic image of a substructure of \( Y \).

**Main Theorem 1.1.** Let \( \mathbf{A} \) be a non-trivial finite Ockham algebra. Then the following are equivalent:

1. \( \mathbf{A} \) admits only finitely many relations;
2. there is an odd number \( m \) such that the dual space of \( \mathbf{A} \) is isomorphic to \( C_m, D_m \) or \( D_m^\partial \) from Figure 1;
3. none of the eight Ockham spaces from Figure 2 is a divisor of the dual space of \( \mathbf{A} \).

Up to symmetry, the non-trivial finite Ockham algebras that admit only finitely many relations can be grouped into the following two infinite families.

- The Ockham algebras with dual spaces \( C_1, C_3, C_5, \ldots \): The first member of this family is the 2-element Boolean algebra, which has dual space \( C_1 \).
  In Section 4 we will show that this family consists precisely of the quasi-primal Ockham algebras. It is known that every quasi-primal algebra admits only finitely many relations [13, 2.10].
• The Ockham algebras with dual spaces $D_1, D_3, D_5, \ldots$: The first member of this family is the 3-element Stone algebra, which has dual space $D_1$. For each odd number $m$, let $S_m$ denote the Ockham algebra with dual space $D_m$. In Section 5 we will give a natural duality for the variety generated by $S_m$, and see that it mimics very closely the well-known natural duality for Stone algebras [9,10]. We use this duality to represent the compatible relations on $S_m$ and thereby show that $S_m$ admits only finitely many relations.
Our characterisation for Ockham algebras in general can easily be restricted to yield characterisations within familiar subvarieties. For example, the variety of MS-algebras [3] (which includes both De Morgan algebras and Stone algebras) consists of all Ockham algebras with dual spaces satisfying $x \leq g^2(x)$. The only Ockham spaces in Figure 1 that satisfy this condition are $C_1$ and $D_1$, and so the only non-trivial finite MS-algebras that admit only finitely many relations are the 2-element Boolean algebra and the 3-element Stone algebra.

2. Background: compatible relations

This section introduces some basic definitions and results concerning the equivalence of compatible relations. By way of example, we first consider two compatible relations on the 2-element bounded lattice $2 = \langle \{0, 1\}; \lor, \land, 0, 1 \rangle$. Define

$$\preceq := \{00, 01, 11\} \subseteq \{0, 1\}^2 \quad \text{and} \quad \rho := \{0000, 0100, 0011, 0111, 1111\} \subseteq \{0, 1\}^4,$$

as in Figure 3.

![Figure 3. Two equivalent compatible relations on 2](image)

We regard the relations $\preceq$ and $\rho$ as equivalent, since they are interdefinable as follows:

$$\preceq = \{(a, b) \in \{0, 1\}^2 \mid (a, a, b, b) \in \rho\},$$
$$\rho = \{(a, b, c, d) \in \{0, 1\}^4 \mid a \preceq b \land a \preceq c \land c = d\}.$$

In fact, every compatible relation on $2$ is interdefinable in this way with either $\preceq$ or the unary relation $\{0, 1\}$. Hence there is a natural sense in which the 2-element bounded lattice $2$ has only two compatible relations.

**Definition 2.1.** Let $A$ be a non-empty finite set, and consider relations $r \subseteq A^k$ and $s \subseteq A^\ell$, for some $k, \ell \geq 1$. Then we say that $r$ is **conjunct-atomic definable** from $s$ if we can write

$$r = \{(a_1, \ldots, a_k) \in A^k \mid \&_{i=1}^n \Phi_i(a_1, \ldots, a_k)\},$$

for some $n \geq 0$, where each $\Phi_i(x_1, \ldots, x_k)$ is an atomic formula in $s$. We say that the two relations $r$ and $s$ are **equivalent** if each is conjunct-atomic definable from the other.
Definition 2.2. Now let $A$ be a finite algebra. For each $k \geq 1$, a relation $r \subseteq A^k$ is compatible with $A$ if it is a non-empty subuniverse of $A^k$. We say that $A$ admits only finitely many relations if the set of compatible relations on $A$ has a finite number of equivalence classes (modulo conjunct-atomic interdefinability); otherwise, we say that $A$ admits infinitely many relations.

The following lemma will help us to find Ockham algebras that admit infinitely many relations, by giving a sense in which this property is ‘contagious’.

Transfer Lemma 2.3 ([12, 3.3]). Let $A$ and $B$ be finite algebras such that $A$ is a divisor of $B$. If $A$ admits infinitely many relations, then so does $B$.

The next two lemmas will help with finding Ockham algebras that admit only finitely many relations. First, we define a relation $r$ on $A$ to be directly decomposable if, up to permutation of coordinates, it can be written as $p \times q$, for some non-trivial relations $p$ and $q$ on $A$. Otherwise, the relation $r$ is directly indecomposable. The following lemma is implicit in the proof of [13, 2.10].

Lemma 2.4. Let $A$ be a finite algebra. Then $A$ admits only finitely many relations if and only if the set of all directly indecomposable compatible relations on $A$ has a finite number of equivalence classes (modulo conjunct-atomic interdefinability).

Definition 2.5. Let $A$ be a finite algebra and let $\mathcal{A} = \langle A; G, H, R \rangle$ be a structure on the same underlying set, where

- $G$ is a set of finitary operations on $A$,
- $H$ is a set of finitary partial operations on $A$, and
- $R$ is a set of finitary relations on $A$.

Then $\mathcal{A}$ is an alter ego of $A$ if each relation in $R \cup \{ \text{graph}(f) \mid f \in G \cup H \}$ is compatible with $A$. We use $\text{ISP}^+_f(A)$ to denote the class of all isomorphic copies of non-empty substructures of non-zero finite powers of $\mathcal{A}$.

If $\mathcal{A}$ is an alter ego of $A$, then for any structure $X$ in $\text{ISP}^+_f(A)$ and any non-empty subset $S$ of $X$, we can define an $S$-ary compatible relation on $A$ by

$$E(X)|_S := \{ \alpha|_S \mid \alpha : X \to \mathcal{A} \text{ is a morphism} \} \subseteq A^S.$$ 

A basic result of clone theory states that, if the alter ego $\mathcal{A}$ determines the clone of $A$, then every compatible relation on $A$ is equivalent to one of the form $E(A^n)|_S$, where $S$ is a non-empty subset of $A^n$.

We can obtain a tighter description of the compatible relations on $A$ by assuming that the alter ego $\mathcal{A}$ satisfies the following interpolation condition:

(IC) for all $n \geq 1$ and all $X \subseteq A^n$, every morphism $\alpha : X \to \mathcal{A}$ extends to an $n$-ary term function of the algebra $A$.

Lemma 2.6 ([12, 2.3]). Let $A$ be a finite algebra and let $\mathcal{A}$ be an alter ego of $A$ such that (IC) holds. Then every compatible relation on $A$ is equivalent to one of the form $E(X)|_S$, where $X \in \text{ISP}^+_f(A)$ and $S$ is a non-empty generating set for $X$. 

The interdefinability of relations $E(\mathcal{X})|_S$ and $E(\mathcal{Y})|_T$ can be interpreted as a condition on maps between the structures $\mathcal{X}$, $\mathcal{Y}$ and $\mathcal{A}$. This leads to general techniques for showing that an algebra $\mathcal{A}$ admits only finitely many relations (see Lemmas 5.9 and 5.10) or infinitely many relations (see Lemma 6.2).

**Note 2.7.** In the theory of natural dualities, an alter ego $\mathcal{A}$ of a finite algebra $\mathcal{A}$ is equipped with the discrete topology. In this paper, we mostly work within the class $\text{ISP}_f(\mathcal{A})$, where topology plays no role: each structure in this class is finite and so the inherited topology is discrete. We will include the topology only in Section 5 where we consider natural dualities.

3. **Background: Ockham algebras**

This section gives a brief introduction to the restricted Priestley duality for Ockham algebras. Recall that $\mathcal{A} = \langle A; \vee, \wedge, f, 0, 1 \rangle$ is an *Ockham algebra* if

- $\mathcal{A}^\flat = \langle A; \vee, \wedge, 0, 1 \rangle$ is a bounded distributive lattice, and
- $f$ is a dual endomorphism of $\mathcal{A}^\flat$.

Figure 4 gives several important examples of Ockham algebras: the subdirectly irreducible generators of the subvarieties of Boolean algebras, Kleene algebras, De Morgan algebras, Stone algebras and MS-algebras.
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**Figure 4.** Some subdirectly irreducible Ockham algebras

An *Ockham space* is a topological structure $\mathcal{X} = \langle X; g, \leq, \mathcal{T} \rangle$ such that

- $\mathcal{X}^\flat = \langle X; \leq, \mathcal{T} \rangle$ is a * Priestley space* (that is, an ordered compact topological space such that, for all $x, y \in X$ with $x \not\leq y$, there is a clopen down-set $V$ with $x \notin V$ and $y \in V$), and
- $g$ is a dual endomorphism of $\mathcal{X}^\flat$ (that is, a continuous order-reversing self-map on $X$).

We shall use $\mathcal{O}$ and $\mathcal{Y}$ to denote the categories of Ockham algebras and Ockham spaces, respectively. The morphisms of $\mathcal{O}$ are the Ockham-algebra homomorphisms, and the morphisms of $\mathcal{Y}$ are the continuous order-preserving maps that also preserve the unary operation $g$. These two categories are dually equivalent (Urquhart [24]), with the associated contravariant functors $H: \mathcal{O} \to \mathcal{Y}$ and $K: \mathcal{Y} \to \mathcal{O}$ given on objects as follows.
Definition 3.1. Let \( 2 = \langle \{0, 1\}; \lor, \land, 0, 1 \rangle \) be the 2-element bounded lattice, and let \( \mathcal{D} \) be the category of bounded distributive lattices. For each Ockham algebra \( A \), define the Ockham space
\[
H(A) = \langle \mathcal{D}(A^\flat, 2); g, \leq, \mathcal{T} \rangle,
\]
where \( \langle \mathcal{D}(A^\flat, 2); \leq, \mathcal{T} \rangle \) is the Priestley space dual to the bounded distributive lattice \( A^\flat \) and the unary operation \( g \) is given by \( g(x) = (x \circ f)' \), for all \( x: A^\flat \to 2 \). Here \( ' \) denotes the usual Boolean complement on \( \{0, 1\} \).

Now let \( 2 = \langle \{0, 1\}; \leq, \mathcal{T} \rangle \) be the 2-element chain equipped with the discrete topology, and let \( \mathcal{P} \) be the category of Priestley spaces. For each Ockham space \( X \), define the Ockham algebra
\[
K(X) = \langle \mathcal{P}(X^\flat, 2); \lor, \land, f, 0, 1 \rangle,
\]
where \( \langle \mathcal{P}(X^\flat, 2); \lor, \land, 0, 1 \rangle \) is the bounded distributive lattice dual to the Priestley space \( X^\flat \) and the unary operation \( f \) is given by \( f(\alpha) = (\alpha \circ g)' \), for all \( \alpha: X^\flat \to 2 \).

We can now finish setting up the duality for Ockham algebras in the natural way. In particular, we have the following definitions.

Definition 3.2.

- For each homomorphism \( \varphi: A \to B \) in \( \mathcal{O} \), define \( H(\varphi): H(B) \to H(A) \) by \( H(\varphi)(x) := x \circ \varphi \), for all \( x: B^\flat \to 2 \).
- For each morphism \( \psi: X \to Y \) in \( \mathcal{Y} \), define \( K(\psi): K(Y) \to K(X) \) by \( K(\psi)(\alpha) := \alpha \circ \psi \), for all \( \alpha: Y^\flat \to 2 \).
- For each Ockham algebra \( A \), the isomorphism \( e_A: A \to KH(A) \) is given by \( e_A(a)(x) = x(a) \), for all \( a \in A \) and \( x: A^\flat \to 2 \).
- For each Ockham space \( X \), the isomorphism \( \varepsilon_X: X \to HK(X) \) is given by \( \varepsilon_X(x)(\alpha) = \alpha(x) \), for all \( x \in X \) and \( \alpha: X^\flat \to 2 \).

This duality for Ockham algebras restricts naturally to the five subvarieties from Figure 4; the descriptions of the dual spaces are summarised in Table 1 (see [8, 10, 4]).

| Subvariety   | Dual spaces                                    |
|--------------|------------------------------------------------|
| Boolean      | \( g(x) \approx x \)                           |
| Kleene       | \( x \) and \( g(x) \) are comparable, and \( g^2(x) \approx x \) |
| De Morgan    | \( g^2(x) \approx x \)                         |
| Stone        | \( g(x) \) is the unique maximal above \( x \)  |
| MS           | \( x \leq g^2(x) \)                            |

We finish this section by proving two basic facts about the duality for Ockham algebras that will be needed in later sections. The following is the natural restriction of the corresponding result from Priestley duality (see [6, 7.4.1]).
Lemma 3.3. A homomorphism \( \varphi : A \to B \) in \( \mathcal{O} \) is an embedding (respectively, a surjection) if and only if its dual morphism \( H(\varphi) : H(B) \to H(A) \) in \( \mathcal{Y} \) is a surjection (respectively, an embedding).

This lemma leads easily to the following result, which will allow us to apply the Transfer Lemma 2.3 to Ockham algebras from within the dual class \( \mathcal{Y} \) of Ockham spaces.

Lemma 3.4. Let \( A \) and \( B \) be Ockham algebras. Then \( A \) is a divisor of \( B \) if and only if \( H(A) \) is a divisor of \( H(B) \).

Proof. Assume that \( A \in HS(B) \). Then there exists \( C \in \mathcal{O} \) with an embedding \( \varphi : C \hookrightarrow B \) and a surjection \( \psi : C \twoheadrightarrow A \). By Lemma 3.3 there is a surjection \( H(\varphi) : H(B) \to H(C) \) and an embedding \( H(\psi) : H(A) \hookrightarrow H(C) \). Thus \( H(A) \in SH(H(B)) \subseteq HS(H(B)) \).

Now assume that \( H(A) \in HS(H(B)) \). As the categories \( \mathcal{O} \) and \( \mathcal{Y} \) are dually equivalent, there exists \( C \in \mathcal{O} \) with an embedding \( H(\varphi) : H(C) \hookrightarrow H(B) \) and a surjection \( H(\psi) : H(C) \twoheadrightarrow H(A) \). Using Lemma 3.3 again, we have \( \varphi : B \to C \) and \( \psi : A \hookrightarrow C \). So \( A \in SH(B) \subseteq HS(B) \).

The following lemma, which is used in the next section, generalises part of Lemma 3.3 (cf. [6, 7.4.1]).

Lemma 3.5. A homomorphism \( \varphi : A \to B_1 \times B_2 \) in \( \mathcal{O} \) is an embedding if and only if the two morphisms \( H(\pi_i \circ \varphi) : H(B_i) \to H(A) \) in \( \mathcal{Y} \), for \( i \in \{1, 2\} \), are jointly surjective.

Proof. For \( i \in \{1, 2\} \), let \( \pi_i : B_1 \times B_2 \to B_i \) be the \( i \)th projection. Then the map \( H(\pi_1) \cup H(\pi_2) : H(B_1) \cup H(B_2) \to H(B_1 \times B_2) \) is an isomorphism, as pairwise coproducts in \( \mathcal{Y} \) are given by disjoint union. Let \( \varphi_i = \pi_i \circ \varphi : A \to B_i \). Then \( H(\varphi_i) = H(\pi_i \circ \varphi) = H(\varphi) \circ H(\pi_i) \). So the following diagram commutes.

\[
\begin{array}{ccc}
H(B_1 \times B_2) & \xrightarrow{H(\varphi)} & H(A) \\
\downarrow{H(\pi_1) \cup H(\pi_2)} & & \uparrow{H(\varphi_1) \cup H(\varphi_2)} \\
H(B_1) \cup H(B_2) & \xrightarrow{H(\varphi_1) \cup H(\varphi_2)} & H(B_1) \cup H(B_2)
\end{array}
\]

Thus \( H(\varphi) \) is surjective if and only if \( H(\varphi_1) \) and \( H(\varphi_2) \) are jointly surjective. The claim follows because \( H(\varphi) \) is surjective if and only if \( \varphi \) is an embedding, by Lemma 3.3.

4. Quasi-primal Ockham algebras

In this section, we show that an Ockham algebra is quasi-primal if and only if its dual space is isomorphic to \( \mathbb{C}_m \) from Figure 1 for some odd \( m \).
We will use the following description of the binary compatible relations on an Ockham algebra. Similar results have been used many times in the literature; see, for example, [15, 3.3], [16, 3.5], [6, p. 218] and [11, pp. 222–223]. We include a proof for completeness.

**Lemma 4.1.** Let $X$ be an Ockham space and let $r \leq K(X)^2$. Then there exist jointly surjective morphisms $\varphi_1, \varphi_2 : X \to H(r)$ such that
\[
\begin{align*}
\rho &= \{ (\alpha \circ \varphi_1, \alpha \circ \varphi_2) \mid \alpha \in KH(r) \}.
\end{align*}
\]

**Proof.** Define $A := K(X)$. Then $r \leq A^2$. Let $\rho_1, \rho_2 : r \to A$ denote the two projections. The inclusion $\rho_1 \cap \rho_2 : r \to A^2$ is an embedding, and therefore the morphisms $H(\rho_1), H(\rho_2) : H(A) \to H(r)$ are jointly surjective by Lemma 3.5.

As $A = K(X)$, for each $i \in \{1, 2\}$ we can define $\varphi_i : X \to H(r)$ by $\varphi_i := H(\rho_i) \circ \varepsilon_X$. Since $\varepsilon_X : X \to H(A)$ is an isomorphism, the morphisms $\varphi_1, \varphi_2 : X \to H(r)$ are jointly surjective.

Since $e_r : r \to KH(r)$ is an isomorphism, we have
\[
\begin{align*}
r &= \{ (\rho_1(a), \rho_2(a)) \mid a \in r \} \\
&= \{ (\rho_1 \circ e_r^{-1}(\alpha), \rho_2 \circ e_r^{-1}(\alpha)) \mid \alpha \in KH(r) \}.
\end{align*}
\]
So it remains to check that $\rho_i \circ e_r^{-1}(\alpha) = \alpha \circ \varphi_i$, for each $i \in \{1, 2\}$ and $\alpha \in KH(r)$. Since $(H, K, e, \varepsilon)$ is a dual adjunction between the categories $\mathcal{O}$ and $\mathcal{Y}$, we have $\rho_i = K(H(\rho_i) \circ \varepsilon_X) \circ e_r$; see [6, Figure 1.2]. Thus
\[
\rho_i \circ e_r^{-1}(\alpha) = K(H(\rho_i) \circ \varepsilon_X)(\alpha) = \alpha \circ H(\rho_i) \circ \varepsilon_X = \alpha \circ \varphi_i,
\]
as required. \qed

We next prove some basic facts about cycles in Ockham spaces that will be used in this section and in the final section.

**Definition 4.2.** Let $X = \langle X; g, \leq, \mathcal{F} \rangle$ be an Ockham space and let $C \subseteq X$.

For $m \geq 1$, we will say that $C$ is an $m$-cycle of $X$ if we can enumerate $C$ as $c_0, \ldots, c_{m-1}$ such that $g(c_i) = c_{i+1} \pmod m$. In this case, we say that $C$ is an odd cycle if $m$ is odd, and an even cycle otherwise. Note that a 1-cycle of $X$ is just a fixpoint of $g$.

**Lemma 4.3.** Let $X$ be an Ockham space such that every element belongs to an odd cycle. Then $X$ is an antichain.

**Proof.** Let $c, d \in X$ with $c$ in an $m$-cycle and $d$ in an $n$-cycle, for some odd $m$ and $n$. Assume that $c \leq d$ in $X$. As $m$ and $n$ are odd and $g$ is order-reversing, we have
\[
g^m(d) \leq g^m(c) = c \quad \text{and} \quad d = g^n(d) \leq g^n(c).
\]
As $m + n$ is even, it now follows that
\[
d \leq g^n(c) = g^{m+n}(c) \leq g^{m+n}(d) = g^m(d) \leq c.
\]
Thus $c = d$. Hence $X$ is an antichain. \qed
Lemma 4.4. Let $X$ be an Ockham space that contains an even cycle. Then the Ockham space $Y_3$ from Figure 3 is a divisor of $X$.

Proof. Assume $C \subseteq X$ such that $C$ is an $m$-cycle, for some even $m$. Since $C$ is finite and $g|_C: C \to C$ is an order-reversing bijection, it follows that $g|_C$ is a dual order-automorphism of $C$. So $g$ sends maximal elements of $C$ to minimal elements of $C$, and vice versa. Let $x$ be a maximal element of $C$. Then we have $C = \{ g^k(x) \mid k \in \{0, 1, \ldots, m-1\} \}$. As $m$ is even, we can define $\varphi: C \to Y_3$ by

$$\varphi(g^k(x)) = \begin{cases} 1, & \text{if } k \text{ is even;} \\ 0, & \text{if } k \text{ is odd.} \end{cases}$$

So $Y_3 \in H(S(X))$, as required. \qed

Theorem 4.5. An Ockham algebra is quasi-primal if and only if its dual space is isomorphic to $C_m$ from Figure 1 for some odd $m$.

Proof. Let $m$ be odd. We first show that the Ockham algebra $A := K(C_m)$ is quasi-primal. As $A$ is lattice-based and therefore has a ternary near-unanimity term, it suffices to show that every subalgebra of $A^2$ is either the product of two subalgebras of $A$ or the graph of a partial automorphism of $A$ (by [6, 3.3.12]).

Let $r \leq A^2$. Then, using Lemma 4.4 there are jointly surjective morphisms $\varphi_1, \varphi_2: C_m \to H(r)$ such that

$$r = \{ (\alpha \circ \varphi_1, \alpha \circ \varphi_2) \mid \alpha \in KH(r) \}.$$

Since $C_m$ is an odd cycle and $\varphi_1, \varphi_2: C_m \to H(r)$ are jointly surjective, it follows that the Ockham space $H(r)$ is either an odd cycle or the union of two different even cycles. We consider these two cases separately.

Case 1: $H(r)$ is an odd cycle.

In this case, the morphism $\varphi_i: C_m \to H(r)$ is surjective, for each $i \in \{1, 2\}$. We will show that $r$ is the graph of a partial automorphism of $A$. Let $a, b, c \in A$ with $(a, b), (a, c) \in r$. Then there exist $\beta, \gamma \in KH(r)$ such that $a = \beta \circ \varphi_1$, $b = \beta \circ \varphi_2$ and $a = \gamma \circ \varphi_1$, $c = \gamma \circ \varphi_2$. So $\beta \circ \varphi_1 = a = \gamma \circ \varphi_1$. Since $\varphi_1$ is surjective, we must have $\beta = \gamma$ and hence $b = c$. By symmetry, if $(a, b), (c, b) \in r$, then $a = c$.

Case 2: $H(r)$ is the union of two different odd cycles.

By Lemma 4.3, the Ockham space $H(r)$ is an antichain. So we can write $H(r) = X_1 \cup X_2$, where $X_i$ is an odd cycle with $\varphi_i: C_m \to X_i$. It follows that

$$r = \{ (\alpha \circ \varphi_1, \alpha \circ \varphi_2) \mid \alpha \in KH(r) \} = \{ \alpha_1 \circ \varphi_1 \mid \alpha_1 \in K(X_1) \} \times \{ \alpha_2 \circ \varphi_2 \mid \alpha_2 \in K(X_2) \}.$$

So $r$ is the product of two subalgebras of $A$.

Now assume that $A$ is a quasi-primal Ockham algebra. Then $A$ is simple. By Lemma 3.3 this implies that the dual space $H(A)$ has no non-empty
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\[ D_1 = \langle \{0,1\}; g, \leq, T \rangle \]

\[ S_1 = \langle S_1; \lor, \land, f, 0, 1 \rangle \]

\[ S_1 = \langle S_1; u, \preceq, T \rangle \]

Figupe 5. The 3-element Stone algebra \( S_1 \) with its dual space \( D_1 \) and alter ego \( S_1 \)

Every quasi-primal algebra admits only finitely many relations [13, 2.10]. So the Ockham algebra with dual space \( C_m \) admits only finitely many relations, for each odd \( m \). We obtain an alternative proof of this in the next section.

5. Ockham algebras with finitely many relations

In this section, we prove the implication (2) \( \Rightarrow \) (1) in our main theorem. Note that \( C_m \) is a divisor of \( D_m \), for each odd \( m \). Using symmetry and Lemmas [2,3] and [3,4] the implication (2) \( \Rightarrow \) (1) will follow directly once we show that the Ockham algebra \( S_m := K(D_m) \) admits only finitely many relations, for each odd \( m \).

Example 5.1. The Ockham algebra \( S_1 = K(D_1) \) is the 3-element Stone algebra. Figure 5 shows the Ockham space \( D_1 \) and the corresponding Ockham algebra \( S_1 \), where each element \( \alpha \) of \( S_1 = P(D_1^\flat, \preceq) \) is written as the string \( \alpha(0)\alpha(1) \).

The natural duality for the variety of Stone algebras [9, 10] is based on \( S_1 \) and its alter ego \( S_1 := \langle S_1; u, \preceq, T \rangle \), where the unary operation \( u \) and the order relation \( \preceq \) are given in Figure 5 see [6, 4.3.6]. The dual class \( IS_\preceq P^+(S_1) \) consists of all Priestley spaces \( X = \langle X; u, \preceq, T \rangle \) with a continuous self-map \( u \) that sends each element up to the unique maximal above it.

We will generalise this duality by using Davey and Werner’s piggyback technique [17, 18] to give a natural duality for the variety generated by \( S_m \), for each odd \( m \). We want to find an alter ego \( S_m \) that strongly dualises \( S_m \), as
it will follow automatically that (IC) holds, and so we can then use Lemma 2.0 to describe the compatible relations on $S_m$.

Davey and Priestley [14] generalised the basic piggyback technique to obtain a two-sorted natural duality for the variety generated by any finite subdirectly irreducible Ockham algebra; see [6, 7.5.5]. We use the following simple version of the piggyback technique to show how this duality simplifies in a special case.

**Theorem 5.2** (Piggyback Duality Theorem [17, 18]). Let $A$ be a finite algebra that has a bounded distributive lattice $A^\flat$ as a reduct. Assume there is a homomorphism $\omega: A^\flat \to 2$ and a set $G \subseteq \text{End}(A)$ such that

(S) for all distinct $a, b \in A$, there exists $e \in G$ with $\omega(e(a)) \neq \omega(e(b))$.

Let $R$ be the set of all compatible binary relations on $A$ that are maximal in

$$\omega^{-1}(\leq) := \{ (a, b) \in A^2 \mid \omega(a) \leq \omega(b) \}.$$

Then the alter ego $\Lambda = \langle A; G, R, \bar{\cdot} \rangle$ of $A$ yields a duality on $\text{ISP}(A)$.

**Note 5.3.** A finite Ockham algebra $A$ is subdirectly irreducible if and only if its dual space $X$ is one-generated (Urquhart [24]). In this case, we have $\text{Var}(A) = \text{ISP}(A)$ if and only if $g$ is order-preserving or $g^2(X) = g(X)$, and then $A$ is injective in $\text{Var}(A)$; see [14, 3.10] and [19, 4.17].

Since the Ockham space $D_m$ from Figure 1 is one-generated with order-preserving $g$, the following theorem applies.

**Theorem 5.4.** Let $X$ be a finite one-generated Ockham space, with generator 0, and assume that $g$ is order-preserving. Define the Ockham algebra $A = K(X)$ and the alter ego $\Lambda = \langle \text{P}(X^0, 2); u, \preceq, \bar{\cdot} \rangle$, where

- $u$ is the endomorphism $K(g)$ of $A$, and
- $\preceq$ is the alternating order on $A$ given by $\alpha \preceq \beta$ if and only if $\alpha(g^k(0)) \leq \beta(g^k(0))$, for all even $k \geq 0$,
  and $\alpha(g^k(0)) \geq \beta(g^k(0))$, for all odd $k \geq 1$.

Then $\Lambda$ yields a strong duality on $\text{Var}(A)$, and so (IC) holds.

**Proof.** We want to apply Theorem 5.2. Define $\omega: A^\flat \to 2$ by $\omega(\alpha) := \alpha(0)$, for all $\alpha \in A = \text{P}(X^0, 2)$. Consider $\alpha \neq \beta$ in $A$. Since $X$ is generated by 0, there is some $k \geq 0$ with $\alpha(g^k(0)) \neq \beta(g^k(0))$. Since $g \in \text{End}(X)$, we have $u := K(g) \in \text{End}(A)$ with $\omega(u^k(\alpha)) = \alpha \circ g^k(0) \neq \beta \circ g^k(0) = \omega(u^k(\beta))$. Thus condition (S) holds.

As $A$ is an Ockham algebra, there is a unique compatible binary relation $r$ on $A$ that is maximal in $\omega^{-1}(\leq)$, given by

$$(\alpha, \beta) \in r \iff (f^k(\alpha), f^k(\beta)) \in \omega^{-1}(\leq), \text{ for all } k \geq 0;$$

see Davey and Priestley [14, 3.5]. For $k$ even, we have $f^k(\alpha) = \alpha \circ g^k$, and for $k$ odd, we have $f^k(\alpha) = (\alpha \circ g^k)'$. So it follows that $r = \preceq$. 

By Theorem 5.2 the alter ego $A' := \langle \mathcal{P}(X^{\otimes}, 2); \text{End}(A), \preceq, \top \rangle$ yields a duality on $\text{ISP}(A) = \text{Var}(A)$. Since $A$ is injective in $\text{Var}(A)$, each partial endomorphism of $A$ extends to an endomorphism of $A$. Every non-trivial subalgebra of $A$ is subdirectly irreducible, so $A$ has irreducibility index 1 and it follows by general results [6, 3.3.7, 3.2.3(iii)] that $A'$ yields a strong duality on $\text{Var}(A)$.

To complete the proof, it remains to check that $\text{End}(A)$ is generated by $u$. Each endomorphism of $A$ is of the form $K(e)$, for some $e \in \text{End}(X)$. Since $e(0) = g^k(0)$, for some $k \geq 0$, it follows that $e = g^k$ and so $K(e) = u^k$. □

For the Ockham algebra $S_m$ with dual space $\mathbb{D}_m$, the definition of the alter ego given in the previous theorem simplifies as follows.

Definition 5.5. For $m$ odd, define the alternating alter ego of the Ockham algebra $S_m$ with dual space $\mathbb{D}_m$ to be the structure

$$S_m := \langle \mathcal{P}(\mathbb{D}_m^b, 2); u, \preceq, \top \rangle$$

from Theorem 5.4 so that $u \in \text{End}(A)$ is given by $u(\alpha) := \alpha \circ g$, and the order $\preceq$ is given by

$$\alpha \preceq \beta \iff \alpha(0) \preceq \beta(0) \text{ and } \alpha|_{\mathbb{D}_m \setminus \{0\}} = \beta|_{\mathbb{D}_m \setminus \{0\}}.$$

For example, the alternating alter ego $S_1$ of $S_1$ agrees with the familiar alter ego from Figure 6 and the alternating alter ego $S_3$ of $S_3$ is shown in Figure 7 where each element $\alpha$ of $S_3 = \mathcal{P}(\mathbb{D}_3^b, 2)$ is written as the string $\alpha(0)\alpha(1)\alpha(2)\alpha(3)$.

Since $S_m$ satisfies the interpolation condition (IC) with respect to $S_m$, it follows from Lemma 2.6 that every compatible relation on $S_m$ is equivalent to one of the form $E(\mathbb{X})|_S$, for some $\mathbb{X} \in \text{ISP}^+_i(S_m)$ and generating set $S$ for $\mathbb{X}$. To be able to make use of this description of the compatible relations on $S_m$, we next develop an intrinsic description of the topological structures in the dual class $\mathcal{I}_c \mathcal{P}^+(S_m)$. We shall use the following lemma.

Lemma 5.6. Let $m$ be odd, and let $S_m = \langle S_m; u, \preceq, \top \rangle$ be the alternating alter ego of the Ockham algebra $S_m$.

1. The structure $Z_0 = \langle \{a, 1\}; u, \preceq, \top \rangle$ shown below embeds into $S_m$.
2. For each divisor $k$ of $m$, the structure $Z_k = \langle \{0, a_0, a_1, \ldots, a_{k-1}\}; u, \preceq, \top \rangle$ shown below embeds into $S_m$.
Proof. (1) Recall that $S_m$ consists of all order-preserving maps from $D_m$ to $\mathbb{2}$. Let $\mathbb{1}: D_m^o \rightarrow \mathbb{2}$ be the constant map onto $1$, and define $\alpha: D_m^o \rightarrow \mathbb{2}$ by

$$\alpha(i) = \begin{cases} 
0, & \text{if } i = 0, \\
1, & \text{otherwise}.
\end{cases}$$

Using Definition 5.5, we see that $\alpha \preccurlyeq \mathbb{1}$ and $u(\alpha) = \mathbb{1} = u(\mathbb{1})$. So $\{\alpha, \mathbb{1}\}$ forms a substructure of $S_m$ isomorphic to $\mathbb{Z}_0$.

(2) Let $k$ be a divisor of $m$. We will prove that $\mathbb{Z}_k$ embeds into $S_m$. For each $j \in \{0, 1, \ldots, k - 1\}$, define $\alpha_j: D_m \rightarrow \{0, 1\}$ by

$$\alpha_j(i) = \begin{cases} 
1, & \text{if } i \equiv j \pmod{k}, \\
0, & \text{otherwise}.
\end{cases}$$

Then $\alpha_j(m) = \alpha_j(0)$, as $m \equiv 0 \pmod{k}$, and it follows that $\alpha_j$ is order-preserving. Now let $\mathbb{0}: D_m \rightarrow \{0, 1\}$ be the constant map onto $0$. We want to prove that the set $X := \{\mathbb{0}, \alpha_0, \alpha_1, \ldots, \alpha_{k-1}\}$ forms the following substructure of $S_m$.

We first check the order relation $\preccurlyeq$ on $X$. The maps $\alpha_0$ and $\mathbb{0}$ are incomparable, since $\alpha_0(m) = 1$. For $j \in \{1, \ldots, k - 1\}$, the maps $\alpha_j$ and $\mathbb{0}$ are incomparable, since $\alpha_j(j) = 1$. Finally, for distinct $j, \ell \in \{0, 1, \ldots, k - 1\}$, we have $\alpha_j(j) = 1 \npreccurlyeq 0 = \alpha_\ell(j)$ and so $\alpha_j \npreccurlyeq \alpha_\ell$. Thus $X$ is an antichain.

We now check the action of $u$ on $X$. Clearly, we have $u(\mathbb{0}) = \mathbb{0}$. Now let $j \in \{0, 1, \ldots, k - 1\}$. We want to show that $u(\alpha_j) = \alpha_\ell$, where $\ell \equiv j - 1 \pmod{k}$. For each $i \in D_m$, we have

$$u(\alpha_j)(i) = \alpha_j(g(i)) = \begin{cases} 
1, & \text{if } g(i) \equiv j \pmod{k}, \\
0, & \text{otherwise},
\end{cases}$$

$$= \begin{cases} 
1, & \text{if } i + 1 \equiv j \pmod{k}, \\
0, & \text{otherwise},
\end{cases} = \alpha_\ell(i),$$

as required. It follows that $X := \{\mathbb{0}, \alpha_0, \alpha_1, \ldots, \alpha_{k-1}\}$ forms a substructure of $S_m$ isomorphic to $\mathbb{Z}_k$. □
We can now give an intrinsic description of the topological structures in the dual class $\text{IS}_cP^+(S_m)$.

**Theorem 5.7.** Let $m$ be odd, and let $X = \langle X; u, \preceq, \mathcal{T} \rangle$ be a topological structure of the same type as $S_m$. Then $X \in \text{IS}_cP^+(S_m)$ if and only if

1. $\langle X; \preceq, \mathcal{T} \rangle$ is a Priestley space,
2. $X$ satisfies $x \preceq y \implies u(x) \approx u(y)$, and
3. $X$ satisfies $x \preceq u^n(x)$.

Moreover, it follows from conditions (1)–(3) that

4. each $\preceq$-connected component of $X$ has a greatest element,
5. $u$ sends each element of $X$ to a maximal element, and
6. an element $x$ of $X$ is maximal if and only if $u^m(x) = x$.

**Proof.** First assume that $X \in \text{IS}_cP^+(S_m)$. As $S_m = \langle S_m; u, \preceq, \mathcal{T} \rangle$ has an underlying Priestley space, it follows that $X$ does too. Since conditions (2) and (3) are quasi-atomic formulas, we can show they hold in $X$ by showing they hold in $S_m$.

Let $\alpha, \beta \in S_m = \mathcal{P}(\mathcal{D}_m', 2)$ with $\alpha \preceq \beta$. Then $\alpha\downarrow_{\mathcal{D}_m \setminus \{0\}} = \beta\downarrow_{\mathcal{D}_m \setminus \{0\}}$. Since $g(D_m) \subseteq D_m \setminus \{0\}$, we get $u(\alpha) = \alpha \circ g = \beta \circ g = u(\beta)$. Thus $S_m$ satisfies (2).

Let $\alpha \in S_m$. Note that $u^m(\alpha) = \alpha \circ g^m$. Since $\alpha$ is order-preserving, we have $\alpha(0) \leq \alpha(m) = \alpha(g^m(0))$. Since $g^m$ fixes each element in $D_m \setminus \{0\}$, it follows that $\alpha \preceq \alpha \circ g^m = u^m(\alpha)$. Thus $S_m$ satisfies (3), and so $X$ satisfies (1)–(3).

Now assume that $X$ satisfies (1)–(3). We first show that $X$ also satisfies (4)–(6). Note that, as $X$ is a Priestley space, every element of $X$ is less than or equal to a maximal element. Assume that $x$ and $y$ are maximal elements in the same $\preceq$-connected component of $X$. Then $u(x) = u(y)$, by (2), and so $u^m(x) = u^m(y)$. As $x$ and $y$ are maximal, (3) gives $x = u^m(x) = u^m(y) = y$. This establishes (4).

Now let $x, y \in X$ with $u(x) \preceq y$. Then $u^{m+1}(x) = u^m(y)$, by (2). Using (3) and (2) together gives $u(x) = u^{m+1}(x)$. By (3), it follows that $y \preceq u^m(y) = u^{m+1}(x) = u(x)$. So $y = u(x)$, and therefore $u(x)$ is maximal. Thus condition (5) holds. Condition (6) follows easily from (3) and (5).

Let $X_{\text{max}}$ be the set of maximal elements of $X$. Then $X_{\text{max}} = u(X)$, by (5) and (6). Since $X$ is compact Hausdorff and $u$: $X \to X$ is continuous, the map $u$ is closed (see [6] B.1]). Hence $X_{\text{max}} = u(X)$ is a closed subset of $X$.

We now prove that $X \in \text{IS}_cP^+(S_m)$. It suffices to find enough morphisms from $X$ to $S_m$ to ‘separate’ the order relation $\preceq$. Let $x, y \in X$ with $x \not\preceq y$. We want to find a morphism $\varphi$: $X \to S_m$ such that $\varphi(x) \neq \varphi(y)$. We shall consider two cases.

**Case 1:** $y \notin X_{\text{max}}$.

We will use the substructure $Z_0$ of $S_m$ from Lemma [5.6]. Since $X$ is a Priestley space, $\downarrow y$ and $\uparrow x \cup X_{\text{max}}$ are closed in $X$. As $\downarrow y \cap (\uparrow x \cup X_{\text{max}}) = \emptyset$, it follows that there exists a clopen down-set $V$ of $X$ such that $y \in V$, $x \notin V$ and...
\[ V \cap X_{\text{max}} = \emptyset. \] Since \( X_{\text{max}} = u(X) \), we can define the morphism \( \varphi : X \to \mathbb{Z}_0 \) by
\[
\varphi(w) := \begin{cases} 
1, & \text{if } w \in X \setminus V, \\
a, & \text{if } w \in V.
\end{cases}
\]

We have \( \varphi(x) = 1 \nless a = \varphi(y) \), as required.

**Case 2:** \( y \in X_{\text{max}} \).

Define \( x_0 = u(x) \) and \( y_0 = u(y) \) in \( u(X) = X_{\text{max}} \). As \( x \nless y \) and \( y \in X_{\text{max}} \), we have \( x_0 \neq y_0 \), by (3) and (6). Since \( u^m(x_0) = x_0 \), by (6), we can choose the smallest number \( k \geq 1 \) such that \( u^k(x_0) = x_0 \), and \( k \) must be a divisor of \( m \).

We will use the substructure \( \mathbb{Z}_k \) of \( \mathbb{S}_m \) from Lemma 5.6.

Let \( V \) be a clopen subset of \( X_{\text{max}} \) such that \( x_0 \in V \) and
\[ V \cap \{ y_0, u(x_0), \ldots, u^{k-1}(x_0) \} = \emptyset. \]

Now let \( \theta_V \) denote the equivalence relation on \( X_{\text{max}} \) with the two blocks \( V \) and \( X_{\text{max}} \setminus V \). Define
\[ \text{Syn}(\theta_V) = \{(y, z) \in (X_{\text{max}})^2 \mid (\forall j \in \{0, 1, \ldots, m-1\}) (u^j(y), u^j(z)) \in \theta_V \}. \]

Using (6), it is easy to check that
- \( \text{Syn}(\theta_V) \) is an equivalence relation on \( X_{\text{max}} \) such that each block is a clopen subset of \( X_{\text{max}} \).
- \( \text{Syn}(\theta_V) \) is closed under \( u \),
- \( \text{Syn}(\theta_V) \) separates the elements \( x_0 \) and \( y_0 \), and
- \( \text{Syn}(\theta_V) \) separates the elements \( x_0, u(x_0), \ldots, u^{k-1}(x_0) \).

In fact, the equivalence relation \( \text{Syn}(\theta_V) \) is the syntactic congruence of the unary algebra \( \langle X_{\text{max}}; u \rangle \) determined by \( \theta_V \) (see [7]).

The closed substructure \( X_{\text{max}} \) of \( X \) is an antichain. Thus we can now define the morphism \( \psi : X_{\text{max}} \to \mathbb{Z}_k \) by
\[
\psi(w) := \begin{cases} 
a_i, & \text{if } (w, u^i(x_0)) \in \text{Syn}(\theta_V), \text{ for } i \in \{0, 1, \ldots, k-1\}, \\
0, & \text{otherwise}.
\end{cases}
\]

Note that \( u : X \to X_{\text{max}} \) is a morphism, by (2). Thus \( \varphi := \psi \circ u : X \to \mathbb{Z}_k \) is a morphism satisfying \( \varphi(x) = \psi(x_0) = a_0 \nless \psi(y_0) = \varphi(y) \), as required. \qed

**Remark 5.8.** We shall say that a structure \( X \) in \( \text{ISP}_f^+(\mathbb{S}_m) \) is \( u \)-connected if, for all \( x, y \in X \), there exist \( i, j \) with \( u^i(x) = u^j(y) \). It follows straight from 5.7(2) that each structure in \( \text{ISP}_f^+(\mathbb{S}_m) \) can be written as a disjoint union of \( u \)-connected substructures.

Now consider a \( u \)-connected structure \( X \) in \( \text{ISP}_f^+(\mathbb{S}_m) \). We want to show that \( X \) must have the general shape shown in Figure 7. Let \( x \) be a \( \preceq \)-maximal element of \( X \). Then \( x = u^m(x) \), by 5.7(6). Choose the smallest number \( k \geq 1 \) such that \( x = u^k(x) \). Then \( k \) is a divisor of \( m \). For each \( i \in \{0, \ldots, k-1\} \), define \( m_i := u^i(x) \) and let \( P_i \) be the down-set of \( X \) generated by \( m_i \). Since \( X \) is \( u \)-connected, it follows from 5.7(6) that \( m_0, \ldots, m_{k-1} \) are precisely the
maximal elements of $X$. Using 5.7(2), it follows that $u(P_i) = \{m_{i+1} \pmod{k}\}$, for all $i \in \{0, \ldots, k-1\}$. So the $\leq$-connected components of $X$ are $P_0, \ldots, P_{k-1}$, and therefore $X$ has the shape shown in Figure 7

To show that two compatible relations on $S_m$ are equivalent, we use the following two general results from [12]. Compatible relations of the form $E(X)|_S$ were defined just before Lemma 2.6.

**Lemma 5.9 ([12, 2.6]).** Let $A$ be a finite algebra. Let $E(X)|_S$ and $E(Y)|_T$ be compatible relations on $A$, associated with an alter ego $\alpha$ of $A$, such that $T$ is a generating set for $Y$. Then $E(X)|_S$ is conjunct-atomic definable from $E(Y)|_T$ if and only if the following holds:

- for each map $\varphi : S \to A$ that does not extend to a morphism from $X$ to $\alpha$, there exists a morphism $\omega : Y \to X$ with $\omega(T) \subseteq S$ such that the map $\varphi \circ \omega|_T : T \to A$ does not extend to a morphism from $Y$ to $\alpha$.

**Lemma 5.10 ([12, 5.1]).** Let $A$ be a finite algebra. Let $E(X)|_S$ and $E(Y)|_T$ be compatible relations on $A$, associated with an alter ego $\alpha$ of $A$, such that $T$ is a generating set for $X$. Assume that $Y \leq X$ and there is a retraction $\rho : X \to Y$ with $\rho|_Y = \text{id}_Y$ and $\rho(S) \subseteq T \subseteq S$. Then $E(Y)|_T$ is conjunct-atomic definable from $E(X)|_S$.

The next lemma restricts the number (up to equivalence) of compatible relations on $S_m$ that come from $u$-connected structures in $\text{ISP}_t^+(S_m)$.

**Lemma 5.11.** Let $m$ be odd, and let $X$ be a $u$-connected structure in $\text{ISP}_t^+(S_m)$ with generating set $S$. Then the relation $E(X)|_S$ is equivalent to $E(Y)|_{S \cap Y}$, for some $Y \leq X$ such that each $\leq$-connected component of $Y$ has one of the following eight forms (with elements of $S$ shaded).

```
  .   .   .   .   .   .   .   .
```

**Proof.** Assume $X$ has a $\leq$-connected component that does not have one of the eight allowable forms shown above. We will prove that there is a proper substructure $Y$ of $X$ such that the two relations $E(X)|_S$ and $E(Y)|_{S \cap Y}$ are...
equivalent, where $S \cap Y$ is a generating set for $Y$. Since $X$ is finite, the result will follow by induction.

By Remark 5.8 the structure $X = \langle X; u, \prec \rangle$ has the shape shown in Figure 7 for some divisor $k$ of $m$. Define $X_{\max} := \{m_0, m_1, \ldots, m_{k-1}\}$. Then $X \setminus X_{\max} \subseteq S$, as $u(X) = X_{\max}$ and the set $S$ generates $X$. In particular, we have $P_0 \setminus \{m_0\} \subseteq S$. Let $P_0 = \langle P_0; \prec \rangle$ be the induced ordered set on the $\prec$-component $P_0$ of $X$. Without loss of generality, we can assume that $P_0$ does not have one of the eight allowable forms. So one of the five cases described in Table 2 must apply.

Depending on which case applies, choose a subset $\{a\}$, $\{a, b\}$, $\{a, c\}$ or $\{a, b, c\}$ of $P_0$ according to the appropriate diagram of $P_0$ in Table 2. The sub-ordered set $P'_0$ of $P_0$ shown in Table 2 is properly contained in $P_0$, as we are assuming that $P_0$ does not have one of the eight allowable forms.

Now define the proper substructure $Y$ of $X$ by $Y := P'_0 \cup (X \setminus P_0)$ and define $T := Y \cap S$. Then $T$ is a generating set for $Y$. We shall prove that the two compatible relations $E(X)|_S$ and $E(Y)|_T$ on $S_m$ are equivalent.

**Claim 1:** $E(Y)|_T$ is conjunct-atomic definable from $E(X)|_S$.

We will use Lemma 5.10. In each of the five cases in Table 2 it is easy to find an order-preserving map $\rho_0: P_0 \rightarrow P'_0$ such that $\rho_0|_{P'_0} = \text{id}_{P'_0}$ and $\rho_0\setminus \{m_0\} = (m_0)$. We can then define $\rho: X \rightarrow Y$ by $\rho = \rho_0 \cup \text{id}_{X \setminus P_0}$, with $\rho|_Y = \text{id}_Y$ and $\rho(S) \subseteq T$. Hence $E(Y)|_T$ is conjunct-atomic definable from $E(X)|_S$, by Lemma 5.10.

**Claim 2:** $E(X)|_S$ is conjunct-atomic definable from $E(Y)|_T$.

We will use Lemma 5.9. Let $\varphi: S \rightarrow S_m$ such that $\varphi$ does not extend to a morphism from $X$ to $S_m$. We begin by checking that one of the following four conditions holds:

(a) $\varphi|_T$ does not extend to a morphism from $Y$ to $S_m$;
(b) there are $x_1, x_2 \in P_0 \setminus \{m_0\}$ with $x_1 \prec x_2$ but $\varphi(x_1) \neq \varphi(x_2)$;
(c) $m_0 \in S$ and there is $x \in P_0 \setminus \{m_0\}$ with $\varphi(x) \neq \varphi(m_0)$;
(d) $m_0 \notin S$ and there are $x_1, x_2 \in P_0 \setminus \{m_0\}$ such that $\varphi(x_1)$ and $\varphi(x_2)$ belong to different $\prec$-components of $S_m$.

To see that one of these conditions holds, assume that (a) fails. Then $\varphi|_T$ extends to a morphism $\psi: Y \rightarrow S_m$. Note that $X \setminus S \subseteq X_{\max} \subseteq Y$. So $X = Y \cup S$. Since $Y \cap S = T$, we can define the map $\chi: X \rightarrow S_m$ by $\chi = \psi \cup \varphi$.

First suppose that $\chi$ is $\prec$-preserving. By Theorem 5.7 both $X$ and $S_m$ satisfy $x \prec y \implies u(x) \approx u(y)$. Since $u(X) = X_{\max} \subseteq Y$ and $\psi: Y \rightarrow S_m$ is a morphism, it follows that $\chi$ preserves $u$, and therefore $\chi: X \rightarrow S_m$ is a morphism. Since $\chi$ extends $\varphi$, it cannot be a morphism from $X$ to $S_m$. Thus we have shown that $\chi$ is not $\prec$-preserving.

Since $X \setminus P_0 \subseteq Y$ and $\psi: Y \rightarrow S_m$ is a morphism, it now follows that $\chi|_{P_0}$ is not $\prec$-preserving. We can assume that (b) fails, and hence $\varphi|_{P_0 \setminus \{m_0\}}$ is $\prec$-preserving. Consequently, if $m_0 \in S$, then (c) must hold. Now assume
Table 2. Choosing the subset $P'_0$ of $P_0$

| Case 1: $P_0$ has height 1, $m_0 \in S$, and $|P_0| \geq 3$. |
|---|
| $P_0$ |
| $m_0$ |
| $P'_0$ |
| $m_0$ |
| $a$ |
| $\ldots$ |

| Case 2: $P_0$ has height 1, $m_0 \notin S$, and $|P_0| \geq 4$. |
|---|
| $P_0$ |
| $m_0$ |
| $P'_0$ |
| $m_0$ |
| $a$ |
| $c$ |
| $\ldots$ |

| Case 3: $P_0$ has height at least 2, and $m_0 \in S$. |
|---|
| $P_0$ |
| $m_0$ |
| $b$ |
| $a$ |

| Case 4: $P_0$ has height at least 2, $m_0 \notin S$, and $P_0\{m_0\}$ is order-connected. |
|---|
| $P_0$ |
| $m_0$ |
| $b$ |
| $a$ |

| Case 5: $P_0$ has height at least 2, $m_0 \notin S$, and $P_0\{m_0\}$ is order-disconnected. |
|---|
| $P_0$ |
| $m_0$ |
| $b$ |
| $c$ |
| $a$ |

that $m_0 \notin S$. We have $m_0,a \in P'_0 \subseteq Y$ with $\psi(a) \preceq \psi(m_0)$. Since $S_m$ satisfies [5.7(6)], we know that $\psi(m_0)$ is a maximal element of $S_m$. By [5.7(4)], each $\leq$-component of $S_m$ has a greatest element. So if $\varphi(P_0\{m_0\})$ were contained in a single $\leq$-component of $S_m$, then as $\varphi(a) = \psi(a) \preceq \psi(m_0)$ and $a \in P_0\{m_0\}$, we would have $\varphi(P_0\{m_0\}) \subseteq \psi(m_0)$, in which case $\chi|_{P_0}$ would be $\preceq$-preserving, a contradiction. Hence (d) holds.

We have shown that one of the conditions (a)–(d) holds. In each of these four cases, we will find a morphism $\omega: Y \to X$ with $\omega(T) \subseteq S$ such that the map $\varphi \circ \omega|_T: T \to S_m$ does not extend to a morphism from $Y$ to $S_m$. It
will then follow by Lemma 5.9 that \( \text{E}(X)|_S \) is conjunct-atomic definable from \( \text{E}(Y)|_T \), as required.

**Case a:** \( \varphi|_T \) does not extend to a morphism from \( Y \to S_m \).

Take \( \omega: Y \to X \) to be the inclusion. Then \( \omega(T) = T \subseteq S \) and the map \( \varphi \circ \omega|_T = \varphi|_T \) does not extend to a morphism from \( Y \) to \( S_m \), by assumption.

**Case b:** there are \( x_1, x_2 \in P_0 \setminus \{m_0\} \) with \( x_1 \not< x_2 \) but \( \varphi(x_1) \not< \varphi(x_2) \).

Only Cases 3, 4 and 5 from Table 2 can apply. So we can define the morphism \( \omega: Y \to X \) by

\[
\omega(y) = \begin{cases} 
  x_2, & \text{if } y = b, \\
  x_1, & \text{if } y = a, \\
  y, & \text{otherwise}.
\end{cases}
\]

Then \( \omega(T) \subseteq S \). The map \( \varphi \circ \omega|_T: T \to S_m \) does not extend to a morphism from \( Y \) to \( S_m \), because \( a \not< b \) in \( Y \) but \( \varphi \circ \omega(a) = \varphi(x_1) \not< \varphi(x_2) = \varphi \circ \omega(b) \) in \( S_m \).

**Case c:** \( m_0 \in S \) and there is \( x \in P_0 \) \( \setminus \{m_0\} \) with \( \varphi(x) \not< \varphi(m_0) \).

Only Cases 1 and 3 from Table 2 can apply. Define the morphism \( \omega_1: Y \to X \) in Case 1 and the morphism \( \omega_3: Y \to X \) in Case 3 by

\[
\omega_1(y) = \begin{cases} 
  x, & \text{if } y = a, \\
  y, & \text{otherwise},
\end{cases}
\quad\text{and}\quad
\omega_3(y) = \begin{cases} 
  x, & \text{if } y \in \{a, b\}, \\
  y, & \text{otherwise}.
\end{cases}
\]

Then \( \omega_1(T) \subseteq S \). The map \( \varphi \circ \omega_1|_T: T \to S_m \) does not extend to a morphism from \( Y \) to \( S_m \), because \( a \not< m_0 \) in \( Y \) but \( \varphi \circ \omega_1(a) = \varphi(x) \not< \varphi(m_0) = \varphi \circ \omega_1(m_0) \) in \( S_m \).

**Case d:** \( m_0 \not\in S \) and there are \( x_1, x_2 \in P_0 \) \( \setminus \{m_0\} \) such that \( \varphi(x_1) \) and \( \varphi(x_2) \) belong to different \( \preceq \)-components of \( S_m \).

By Case b, we can assume that \( \varphi \) is \( \preceq \)-preserving on \( P_0 \setminus \{m_0\} \). So only Cases 2 and 5 from Table 2 can apply. Define \( \omega_2: Y \to X \) in Case 2 and \( \omega_5: Y \to X \) in Case 5 by

\[
\omega_2(y) = \begin{cases} 
  x_1, & \text{if } y = a, \\
  x_2, & \text{if } y = c, \\
  y, & \text{otherwise},
\end{cases}
\quad\text{and}\quad
\omega_5(y) = \begin{cases} 
  x_1, & \text{if } y \in \{a, b\}, \\
  x_2, & \text{if } y = c, \\
  y, & \text{otherwise}.
\end{cases}
\]

Then \( \varphi \circ \omega_1|_T: T \to S_m \) does not extend to a morphism from \( Y \) to \( S_m \), because \( a \) and \( c \) belong to the same \( \preceq \)-component \( P_0' \) of \( Y \), but \( \varphi \circ \omega_1(a) = \varphi(x_1) \) and \( \varphi \circ \omega_1(c) = \varphi(x_2) \) belong to different \( \preceq \)-components of \( S_m \).

**Lemma 5.12.** For each odd \( m \), the Ockham algebra \( S_m \) with dual space \( D_m \) admits only finitely many relations.
Proof. The alternating alter ego $S_m$ strongly dualises $S_m$, by Theorem 5.4, and so (IC) holds. Therefore, by Lemma 2.6, every compatible relation on $S_m$ is equivalent to one of the form $E(X) |_S$, for some structure $X \in \text{ISP}_f(S_m)$ and some generating set $S$ for $X$.

By Remark 5.8, such a structure $X$ is the disjoint union of its $u$-connected substructures. Assume that $X$ is not $u$-connected. We can write $X = X_1 \cup X_2$, where $X_1$ and $X_2$ are non-empty substructures of $X$. Then $S_1 := X_1 \cap S$ is a generating set for $X_1$, and $S_2 := X_2 \cap S$ is a generating set for $X_2$. We have

$$E(X) |_S = \{ \alpha|_S \mid \alpha : X_1 \cup X_2 \to S_m \}$$

$$\equiv \{ \alpha_1|_{S_1} \mid \alpha_1 : X_1 \to S_m \} \times \{ \alpha_2|_{S_2} \mid \alpha_2 : X_2 \to S_m \}$$

$$= E(X_1)|_{S_1} \times E(X_2)|_{S_2}.$$  

Since the structures $X_1$ and $X_2$ are non-empty, we can use the substructure $Z_1$ of $S_m$ given by Lemma 5.6 to see that the relations $E(X_1)|_{S_1}$ and $E(X_2)|_{S_2}$ are non-trivial. So the relation $E(X)|_S$ is not directly indecomposable.

Using Lemma 2.4, we now only need to find a finite upper bound on the number (up to equivalence) of relations $E(X)|_S$ such that $X$ is a $u$-connected structure in $\text{ISP}_f(S_m)$ and $S$ is a generating set for $X$. Each $u$-connected structure in $\text{ISP}_f(S_m)$ has at most $m \leq$-connected components, by Remark 5.8. So, by Lemma 5.11, we can use the upper bound $m \times 8^m$. □

It follows from the previous lemma with $m = 1$ that the 3-element Stone algebra $S_1$ admits only finitely many relations. This was claimed without proof in [12].

6. Ockham algebras with infinitely many relations

In this section, we shall check that the eight finite Ockham algebras whose dual spaces are given in Figure 2 each admit infinitely many relations. Using symmetry, there are only six algebras to consider. Two of these algebras are already known to admit infinitely many relations for general reasons.

Lemma 6.1 ([12, 3.4]).

1. The dual of the Ockham space $\mathcal{Y}_1$ is the 4-element Boolean algebra, which admits infinitely many relations because it is the square of a non-trivial algebra.

2. The dual of the Ockham space $\mathcal{Y}_4$ is the Stone algebra on the 4-element chain, which admits infinitely many relations because it has a pair of non-permuting congruences.

So it remains to consider the Ockham algebras corresponding to $\mathcal{Y}_2$, $\mathcal{Y}_3$, $\mathcal{Y}_5$ and $\mathcal{Y}_6$. We will be able to deal with these four algebras two at a time. To show that an algebra admits infinitely many relations we will adapt the following technique from [12].
Lemma 6.2 ([12, 2.7]). Let $A$ be a finite algebra. To show that $A$ admits infinitely many relations, it suffices to find

- an alter ego $\mathcal{A}$ of $A$, and
- for each $n \geq 1$, a structure $X_n \in \text{ISP}^+_f(A)$ and a map $\varphi_n : X_n \to A$ that is not a morphism from $X_n$ to $\mathcal{A}$

such that the following holds, either for all $k < \ell$ or for all $k > \ell$:

- for each morphism $\omega : X_k \to X_\ell$, the map $\varphi_\ell \circ \omega : X_k \to A$ is a morphism from $X_k$ to $\mathcal{A}$.

In the proof of this lemma, the sequence of structures $X_1, X_2, X_3, \ldots$ is used to define a sequence of compatible relations $r_1, r_2, r_3, \ldots$ on $A$, where $r_n := E(X_n)|_{X_n}$. The assumptions of the lemma are set up to ensure that these relations are pairwise non-equivalent.

We start with the Ockham space $Y_3$, which is dual to the 3-element Kleene algebra $K = K(Y_3)$ shown in Figure 8. Define the enriched ordered set $K := \langle \{0, a, 1\}; \leq, K_0 \rangle$ shown in Figure 8, where $K_0 = \{0, 1\}$. It is easy to check that $K$ is an alter ego of $K$. (In fact, the two relations $\leq$ and $K_0$ determine the clone of $K$; see [6, 4.3.12].) Rather than applying Lemma 6.2 directly to $K$ and $K$, we prove a more general result that will also cover the Ockham algebra with dual space $Y_2$.

**Lemma 6.3.** Let $A$ be a finite algebra, let $\mathcal{A} = \langle A; r, s \rangle$ be an alter ego of $A$, where $r \subseteq A^2$ and $s \subseteq A$, and let $B = \langle \{0, a, 1\}; \leq, \{0\} \rangle$ be the enriched ordered set shown in Figure 9. If $\text{ISP}^+_f(\mathcal{A})$ contains the structure $B$, then $A$ admits infinitely many relations.
Proof. Assume that $\ISP_f^+(\mathbb{A})$ contains the structure $\mathbb{B}$. We shall use Lemma 6.2 to show that $\mathbb{A}$ admits infinitely many relations. Let $n \geq 2$ and define the structure $\mathbb{X}_n = (\{0, 1, \ldots, 2n-1\}; \preceq, s)$ as in Figure 9, the ordered set $(\mathbb{X}_n; \preceq)$ is the 2n-element crown and $s = \{0\}$. Now define the map $\psi_n: \mathbb{X}_n \to \mathbb{B}$ by

$$
\psi_n(i) = \begin{cases} 
1, & \text{if } i = n, \\
0, & \text{otherwise.}
\end{cases}
$$

Then $\psi_n$ is not a morphism from $\mathbb{X}_n$ to $\mathbb{B}$, as $n$ and $n+1$ are comparable in $\mathbb{X}_n$, but $\psi_n(n) = 1$ and $\psi_n(n+1) = 0$ are not comparable in $\mathbb{B}$. Since $\mathbb{B} \in \ISP_f^+ (\mathbb{A})$, by assumption, there must be a morphism $\rho_n: \mathbb{B} \to \mathbb{A}$ such that $\varphi_n := \rho_n \circ \psi_n$ is not a morphism from $\mathbb{X}_n$ to $\mathbb{A}$.

Using Lemma 6.2 the following two claims establish that $\mathbb{A}$ admits infinitely many relations.

Claim 1: $\mathbb{X}_n \in \ISP_f^+(\mathbb{A})$, for all $n \geq 2$.

Since $\mathbb{B} \in \ISP_f^+ (\mathbb{A})$, it is enough to show that $\mathbb{X}_n \in \ISP_f^+(\mathbb{B})$. First, let $x, y \in \mathbb{X}_n$ with $x \not\preceq y$ in $\mathbb{X}_n$. If $x \neq 0$, then we can define the morphism $\alpha_x: \mathbb{X}_n \to \mathbb{B}$ by

$$
\alpha_x(z) = \begin{cases} 
a, & \text{if } z \in \uparrow x, \\
0, & \text{otherwise,}
\end{cases}
$$

and we have $\alpha_x(x) = a \not\preceq 0 = \alpha_x(y)$ in $\mathbb{B}$. If $x = 0$, then we can define the morphism $\beta: \mathbb{X}_n \to \mathbb{B}$ by

$$
\beta(z) = \begin{cases} 
0, & \text{if } z = 0, \\
a, & \text{if } z = 1 \text{ or } z = 2n - 1, \\
1, & \text{otherwise,}
\end{cases}
$$

and we have $\beta(x) = 0 \not\preceq 1 = \beta(y)$ in $\mathbb{B}$. Thus the order $\preceq$ is separated by morphisms from $\mathbb{X}_n$ to $\mathbb{B}$, and it follows that the elements of $\mathbb{X}_n$ are also separated. Finally, define the morphism $\gamma: \mathbb{X}_n \to \mathbb{B}$ by

$$
\gamma(z) = \begin{cases} 
0, & \text{if } z = 0, \\
a, & \text{otherwise.}
\end{cases}
$$

Then $\gamma(\mathbb{X}_n \setminus \{0\}) \subseteq \mathbb{B} \setminus \{0\}$, and so $\gamma$ separates the unary relation $s$. Hence we have shown that $\mathbb{X}_n \in \ISP_f^+(\mathbb{B})$.

Claim 2: Let $\omega: \mathbb{X}_k \to \mathbb{X}_\ell$, where $2 \leq k < \ell$. Then $\varphi_\ell \circ \omega$ is a morphism from $\mathbb{X}_k$ to $\mathbb{A}$.

Since $\varphi_\ell := \rho_\ell \circ \psi_\ell$, it suffices to show that $\psi_\ell \circ \omega$ is a morphism from $\mathbb{X}_k$ to $\mathbb{B}$.

For any connected ordered set $P$, there is a natural distance function $d$ on $P$, where $d(a, b)$ is the length of the shortest fence in $P$ between $a$ and $b$. We will use the distance functions $d_k$ and $d_\ell$ on $\mathbb{X}_k$ and $\mathbb{X}_\ell$.

We first show that $\omega(\mathbb{X}_k) \subseteq \mathbb{X}_\ell \setminus \{\ell\}$. Let $x \in \mathbb{X}_k$. The 2k-crown $\mathbb{X}_k$ has diameter $k$, and so $d_k(0, x) \leq k$. Note that $\omega(0) = 0$, as $\omega$ preserves $s$. Since
\[d_\ell(0, \omega(x)) = d_\ell(\omega(0), \omega(x)) \leq d_k(0, x) \leq k.\]

But \(d_\ell(0, \ell) = \ell > k\), and therefore \(\omega(x) \in X_k \setminus \ell\).

The restriction of the map \(\psi_\ell\) to \(X_k \setminus \ell\) is constant \(0\), and so preserves both \(\leq\) and \(s\). Since \(\omega(X_k) \subseteq X_k \setminus \ell\), it now follows that \(\psi_\ell \circ \omega : X_k \to B\) is a morphism. \(\square\)

**Lemma 6.4.** The 3-element Kleene algebra \(K\) (which is the Ockham algebra with dual space \(Y_3\)) admits infinitely many relations.

**Proof.** This follows from Lemma 6.3 using the alter ego \(K = \langle \{0, a, 1\}; \leq, K_0 \rangle\) of \(K\) shown in Figure 8. The structure \(B\) from Figure 9 embeds into \(K^2\) via \(0 \mapsto (0, 0), a \mapsto (a, a), 1 \mapsto (1, a)\). \(\square\)

**Lemma 6.5.** The Ockham algebra with dual space \(Y_2\) admits infinitely many relations.

**Proof.** The dual of \(Y_2\) is the Ockham algebra \(A_2 = \langle \{0, a, b, 1\}; \lor, \land, f, 0, 1 \rangle\) shown in Figure 10. Define the enriched ordered set \(A_2 = \langle \{0, a, b, 1\}; \leq, s \rangle\) as in Figure 10 where \(s = \{0, 1\}\). Then \(A_2\) is an alter ego of \(A_2\). The structure \(B\) from Lemma 6.3 embeds into \((A_2)^2\) via \(0 \mapsto (0, 1), a \mapsto (a, 1), 1 \mapsto (a, b)\). So \(A_2\) admits infinitely many relations. \(\square\)

![Figure 10. The Ockham algebra with dual space \(Y_2\)](image)

Our second general lemma will cover the remaining two Ockham algebras \(K(Y_5)\) and \(K(Y_6)\).

**Lemma 6.6.** Let \(A\) be a finite algebra and let \(A = \langle A; r, s \rangle\) be an alter ego of \(A\), where \(r, s \subseteq A^2\). Let \(B = \langle \{0, a, 1\}; \leq, \preceq \rangle\) be the structure shown in Figure 10, where \(\leq\) is the order and \(\preceq\) is the quasi-order given by

\[
\leq = \Delta_B \cup \{(0, a), (1, b)\} \quad \text{and} \quad \preceq = \leq \cup \{(a, 0)\}.
\]

If \(\text{ISP}^+_f(A)\) contains the structure \(B\), then \(A\) admits infinitely many relations.
Proof. Assume that $\text{ISP}_f^+(A)$ contains the structure $B$. We use Lemma 6.2 again. For $n \geq 1$, let $X_n = \langle \{0, 1, \ldots, 2n\}; \leq, \sqsubseteq \rangle$ be as in Figure 11, the ordered set $(X_n; \leq)$ is the $(2n + 1)$-element fence, and the binary relation $\sqsubseteq$ is the quasi-order on $X_n$ given by
\[
\sqsubseteq = (L_n)^2 \cup (U_n)^2 \cup (L_n \times U_n),
\]
where $L_n := \{0, 2n\}$ and $U_n := \{1, 2, \ldots, 2n - 1\}$. Define $\psi_n : X_n \to B$ by
\[
\psi_n(x) = \begin{cases} 
1, & \text{if } x = 2n, \\
b, & \text{otherwise}.
\end{cases}
\]
Then $\psi_n$ is not a morphism from $X_n$ to $B$, as $0 \not\sqsubseteq 2n$ but $\psi_n(0) = b \not\leq 1 = \psi_n(2n)$. Since $B \in \text{ISP}_f^+(A)$, there must be a morphism $\rho_n : B \to A$ such that $\phi_n := \rho_n \circ \psi_n$ is not a morphism from $X_n$ to $A$.

Using Lemma 6.2, we can show that $A$ admits infinitely many relations by establishing the following two claims.

Claim 1: $X_n \in \text{ISP}_f^+(A)$, for all $n \geq 1$.
Since $B \in \text{ISP}_f^+(A)$, it is enough to show that $X_n \in \text{ISP}_f^+(B)$. Let $x, y \in X_n$ with $x \not\leq y$. Since $\{0, a\}^2 \subseteq \leq_B$, we can define the morphism $\alpha_x : X_n \to B$ by
\[
\alpha_x(z) = \begin{cases} 
a, & \text{if } x \leq z, \\
0, & \text{otherwise},
\end{cases}
\]
and we have $\alpha_x(x) = a \not\leq 0 = \alpha_x(y)$.

To separate the relation $\leq$, we define the morphism $\beta : X_n \to B$ by
\[
\beta(z) = \begin{cases} 
b, & \text{if } z \in U_n, \\
1, & \text{if } z \in L_n.
\end{cases}
\]
For $x, y \in X_n$ with $x \not\leq y$, we have $x \in U_n$ and $y \in L_n$; so $\beta(x) = b \not\leq 1 = \beta(y)$. We have now shown that $X_n \in \text{ISP}_f^+(B)$.

Claim 2: Let $\omega : X_k \to X_\ell$, where $k < \ell$. Then $\varphi_\ell \circ \omega$ is a morphism from $X_k$ to $A$.

The distance between the elements 0 and $2\ell$ in the ordered-set reduct of $X_\ell$ is $2\ell$. Since the ordered-set reduct of $X_k$ has diameter $2k < 2\ell$, it follows that $\{0, 2\ell\} \not\subseteq \omega(X_k)$. So $\omega(X_k) \subseteq X_\ell \setminus \{0\}$ or $\omega(X_k) \subseteq X_\ell \setminus \{2\ell\}$. From the
For finite Ockham algebras $A$ and $B$ such that $H(A)$ is a divisor of $H(B)$, if $A$ admits infinitely many relations, then $B$ does too, by Lemmas 2.3 and 3.4. So the implication $(1) \Rightarrow (3)$ of the Main Theorem 1.1 now follows from Lemmas 6.1, 6.4, 6.5 and 6.7.

7. The characterisation for Ockham algebras

In this section, we complete the proof of the Main Theorem 1.1 by showing that $(3) \Rightarrow (2)$.

Lemma 7.1. Let $X$ be a non-empty finite Ockham space. Assume that $X$ is not isomorphic to any of the Ockham spaces in Figure 1. Then one of the Ockham spaces in Figure 2 is a divisor of $X$. 
Proof. Since the Ockham space $X = \langle X; g, \leq, T \rangle$ is finite, it follows that $X$ must contain an $n$-cycle, for some $n \geq 1$. We break the proof up into three cases.

Case 1: $X$ contains an even cycle.

The Ockham space $Y_3$ is a divisor of $X$, by Lemma 4.3.

Case 2: $X$ contains two different odd cycles.

Let $C$ and $D$ be disjoint odd cycles of $X$. Define $Z \subseteq X$ by $Z := C \cup D$. Then $Z$ is an antichain, by Lemma 4.3. So we can define the morphism $\alpha : Z \to Y_4$ by

$$\alpha(z) = \begin{cases} 0, & \text{if } z \in C, \\ 1, & \text{if } z \in D. \end{cases}$$

Thus $Y_4 \in \text{HS}(X)$.

Case 3: $X$ contains only one cycle.

Let $C$ be the unique cycle of $X$. By Case 1, we can assume that $m := |C|$ is odd. So $C$ is an antichain in $X$, by Lemma 4.3. Since $X$ is not isomorphic to $C_m$ from Figure 1, we must have $X \setminus C \neq \emptyset$. We consider two subcases.

Case 3a: $X$ is one-generated.

There is $x \in X \setminus C$ with $g(x) \in C$. If $C \cup \{x\}$ is an antichain, then it is easy to see that $Y_2 \in \text{HS}(X)$. So we can assume without loss of generality that $x < c$, for some $c \in C$. Since $g$ is order-reversing, we get $g(c) \leq g(x)$. But $g(x) \in C$ and so $g(c) = g(x)$, as $C$ is an antichain. The substructure of $X$ on $C \cup \{x\}$ is isomorphic to $D_m$ from Figure 1. Therefore $X \setminus (C \cup \{x\}) \neq \emptyset$. Since $X$ is one-generated, there is $y \in X \setminus (C \cup \{x\})$ with $g(y) = x$.

Since $g$ is order-reversing and $x \notin \uparrow C$, it follows that $y \notin \downarrow (C \cup \{x\})$. Now define $Z \subseteq X$ by $Z := C \cup \{x, y\}$. We can define the morphism $\beta : Z \to Y_6$ by

$$\beta(z) = \begin{cases} 2, & \text{if } z = y, \\ 1, & \text{if } z \in C, \\ 0, & \text{if } z = x, \end{cases}$$

and therefore $Y_6 \in \text{HS}(X)$.

Case 3b: $X$ is not one-generated.

First, assume that there exists $z \in X$ with $g(z) \notin C$. Then the substructure $Z$ generated by $z$ is not isomorphic to any of the Ockham spaces in Figure 1 and so is covered by Case 3a. Thus we can assume that that there are distinct $x, y \in X \setminus C$ such that $g(x), g(y) \in C$. Define $Z \subseteq X$ by $Z := C \cup \{x, y\}$. If $x \notin \uparrow C$ and $y \notin \uparrow C$, then without loss of generality $y \notin x$ and we can define
\( \gamma: \mathbb{Z} \to \mathcal{Y}_4 \) by
\[
\gamma(z) = \begin{cases} 
2, & \text{if } z \in C, \\
1, & \text{if } z = y, \\
0, & \text{if } z = x,
\end{cases}
\]
and so \( \mathcal{Y}_4 \in \text{HS}(\mathbb{X}) \). Similarly, if \( x \notin \downarrow C \) and \( y \notin \downarrow C \), then we can show that \( \mathcal{Y}_4 \in \text{HS}(\mathbb{X}) \).

Without loss of generality, we can now assume that \( x \notin \uparrow C \) and \( y \notin \downarrow C \). In this case, it is easy to check that \( \mathcal{Y}_5 \in \text{HS}(\mathbb{X}) \). \( \square \)

This completes the proof of our main theorem.
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