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ABSTRACT
With the recent increase in the number of underwater activities, having effective underwater communication systems has become increasingly important. Underwater acoustic communication has been widely used but greatly impaired due to the complicated nature of the underwater environment. In a bid to better understand the underwater acoustic channel so as to help in the design and improvement of underwater communication systems, attempts have been made to model the underwater acoustic channel using mathematical equations and approximations under some assumptions. In this paper, we explore the capability of machine learning and deep learning methods to learn and accurately model the underwater acoustic channel using real underwater data collected from a water tank with disturbance and from lake Tahoe. Specifically, Deep Neural Network (DNN) and Long Short Term Memory (LSTM) are applied to model the underwater acoustic channel. Experimental results show that these models are able to model the underwater acoustic communication channel well and that deep learning models, especially LSTM are better models in terms of mean absolute percentage error.
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1 INTRODUCTION
In recent years, there seem to be a growing interest in researches bothering around underwater wireless communication by both civil and military entities. This is largely due to the surge in the number of underwater activities such as the underwater surveillance by the military, underwater mining, laying of pipeline and fibre optic cables, aquatic/biological research and documentaries. About 71% of the earth is covered with water thus there is a need by marine biologists, engineers and other concerned researchers for technologies to explore the underwater environment even more [25]. Due to the increasing underwater activities, there is the crucial need for an efficient underwater communication systems.

The underwater environment is complicated and recognized as one of the most complex communication medium [10]. The underwater acoustic (UWA) communication medium, when compared to terrestrial radio systems, limits effective communication due to its extremely slow propagation, low available bandwidth, large multipath delay spread, etc [19], thus making modeling of the underwater acoustic channel quite difficult [15].

There are two major established methods of transmission for underwater wireless communication. These methods are transmission through acoustic and electromagnetic media. Transmission through acoustic medium involves the use of acoustic waves which are as a result of the physical vibrations of particles while transmission through electromagnetic medium involves the use of electromagnetic waves. Electromagnetic waves are the result of the interference of the electric and magnetic fields. Both can be deployed for underwater communication. However, owing to the physical nature of these waves, the acoustic waves perform better in the underwater environment. The demerits of electromagnetic waves are the high power consumption, large size of the antenna [25] and the inability to propagate over long distances in an underwater environment except at extremely low frequencies. Transmitting signals at such low frequencies require expensive powerful transmitter which makes the use of electromagnetic waves an expensive option [5].

On the contrary, the power requirement for acoustic wave propagation is smaller, making acoustic transmission preferable to most underwater researchers. However, it is noticed that acoustic wave becomes impractical when it comes to communication involving water-air interface while the electromagnetic wave can be deployed. UWA communication has application in areas including, but not limited to, the off-shore oil industry, marine commercial operations,
defense, and oceanography. The propagation of wireless acoustic signals through a water body as the channel of propagation is greatly affected by the marine or underwater environment. The UWA channel suffers a lot of obstacles such as the Doppler shift, strong multi-path propagation and high attenuation, limited bandwidth, severe fading, long delay spread, rapid time variation of channel, path loss and noise [6, 22]. As a result, researching and having a good understanding of the effect of the underwater environment on the communication signal becomes paramount in order to design and develop effective underwater communication systems. An effective approach is to appropriately model the underwater acoustic channel by simulating the effect of real water environment parameters on the channel [10]. Figure 1 depicts a typical underwater acoustic communication scenario. Variation in sound velocity, roughness of the ocean bed, multi-path propagation of acoustic signals and ambient ocean acoustic noises caused by aquatic animals and human activities make channel modeling very challenging [22].

Some mathematical underwater acoustic channel models have been developed [22]. A commonly used one for channel modeling in UWA communications is the BELLHOP model which is an open source beam/ray tracing model for estimating acoustic pressure fields in the underwater environment. According to [19], BELLHOP has a number of modifications that let researchers use it in their research, such as VirTEX for modeling time-varying UWA channels and the World Ocean Simulation System (WOSS) for modeling underwater acoustic network (UAN) in an environment that represents a specific geographical area. However, most of these models are based on mathematical assumptions and approximations and not built with real underwater communication data [10].

The application of machine learning, or artificial intelligence at large, has recorded great successes in areas like image & voice recognition, language processing, medical diagnosis and wireless communications. This is because of its ability to learn and intelligently respond to dynamic and complex operating conditions such as we have in UWA communication channel. It is also believed that the knowledge of current operating conditions and environment leveraging on big data analytics [21] will allow communication systems to make the best opportunistic decisions. However, not much work has been done in the area of underwater acoustic communications. This is largely due to the complicated nature of the underwater environment and the unavailability of sufficient and good data. Consequently, in this work, we leverage on the capability of the machine learning to build an underwater acoustic channel model and validate with field experiments using real underwater data.

The contributions of this paper are:

1. In order to mitigate the unrealistic assumptions made by mathematical models for underwater acoustic communications and take advantage of the emerging experimental data, a data driven approach is proposed for underwater acoustic channel modeling in this work.
2. Underwater acoustic channel modeling using traditional machine learning and deep learning methods have been carried out. Observations and insights are provided based on the comparison of the results from various models.

The remainder of this paper is structured as follows: Section 2 describes the data generation and collection pipeline and gives the description of the datasets used in this work. Section 3 highlights the deep learning and traditional machine learning algorithms used in this experiment. An overview of the result is given in Section 4 and observations from the result are discussed. Some related works in the recent past are shown in Section 5 while Section 6 concludes the paper.

2 DATA GENERATION AND DESCRIPTION

For this experiment, three different datasets were used to evaluate the performance of traditional machine learning and deep learning models in modeling the underwater acoustic channel. The datasets are described as follows:

The first datasets, subsequently referred to as Data 1, were obtained from a developed test bed. The test bed was built using water tank with no disturbance. The acoustic source (the transmitter) and the receiver were placed horizontally apart and at a perpendicular distance below the water level. Figure 2 shows the general pipeline for Data 1 generation and collection. Digital message signals were first passed through a quadrature phase shift keying (QPSK) modulation block and outputs continuous signals. The continuous signals were then passed through a raised cosine transmit filter. The filtered-QPSK modulated continuous signals were then sent over the underwater channel through the acoustic transmitter. These continuous signals were then captured by the sonar at the receiving end immediately after the channel. The sample rate of acquisition is 1,000,000 and the length of each data object is 60 seconds. The sonar working frequency is 200kHz and the real digital signal transfer speed is 2K/s. The data collected at the transmitter, just before the channel were used as the input to the machine/deep learning models while the signals collected at the receiver, immediately after the channel were used as the label for training the models.
The second category of data, hereafter referred to as Data 2, were collected from a lake, a natural body of water surrounded by land, also with no artificial disturbance introduced. The transmitted symbols were subjected to the same signal processing stages as with Data 1 and sent over the natural water body to have a real underwater dataset with the same sonar working frequency, sampling rate, transfer speed, horizontal distance between the transmitter and the receiver and perpendicular distance into the water, as illustrated in Figure 3. In the same manner, data at the transmitter and those taken immediately after the channel at the receiver were used as the input and label to the machine learning models respectively.

The third category of data, hereafter referred to as Data 3, were collected using the same setup and parameters for the lake data, however with disturbance to create a mild chaotic scenario. For the three categories of data, 60,000,000 samples were collected.

3 MACHINE LEARNING MODELS

Machine learning models have proven, in the last decade, to be successful in many areas of application such as image recognition, times series forecasting and sentiment analysis. As mentioned in Section 1, the underwater acoustic data is a continuous time-series data; one-dimensional in space. Modeling the underwater acoustic communication channel is a regression task. The input to the underwater channel is a sequence of data while the output of the channel is also a sequence of data of the same size received at the receiver. However, due to the nature of these data, not all regression models can be deployed. Models to be considered must be able to take in sequence of data and also output sequence of data as their predictions. In [1], an extensive comparison study of the some machine learning models for time series data was carried out. The study highlighted some machine learning models that can be used for time series data and also established that time series preprocessing methods have shown to have impacts on the performance of the models.

For a relative evaluation of these machine learning models, we used two established deep learning models - Deep Neural Network (DNN) and the Long Short Term Memory (LSTM) which is a special kind of RNN. Deep learning is a branch of machine learning that uses multiple hidden layers in a neural network. It models functions of increasing complexity by adding more layers and more non-linear processing neurons within a layer. It also has ability to learn higher level representations of input data [14].

3.1 Traditional Machine Learning

In this study, we used some traditional machine learning models that met the criteria described above. These models include the k-Nearest Neighbour, Random Forest, Linear Regressor and the Multi-Layer Perceptron.

3.1.1 K Nearest Neighbor: The k-nearest neighbors (KNN) is a supervised machine learning algorithm technique that may be used for both classification and regression issues. The algorithm believes that objects that are similar are close together, that is, related items are close together. The algorithm hinges on this assumption to capture the similarity between objects by calculating the distance between the objects or points. This algorithm is straightforward and simple to implement as it does not require creating a model nor tuning many hyper-parameters, the major hyper-parameter being the number of neighbors, K. We ran the KNN algorithm numerous times with different values of K to find the K that decreases the amount of errors we encounter while keeping the algorithm’s capacity to properly make predictions.

3.1.2 Random Forest: A random forest is a supervised machine learning approach based on decision tree algorithms. It makes use of ensemble learning, which is a technique for solving complicated problems by combining several simpler models. The random forest is made up of many decision trees and the resulting forest is trained either by bagging or bootstrap aggregation. The algorithm determines the outcome based on the decision trees’ predictions and the final prediction is based on averaging the output of various trees. The performance of the predictions improves as the number of trees increases. It can also be applied to address problems involving regression and classification. Without hyper-parameter adjustment, random forest can provide a reasonable prediction and it also overcomes the problem of overfitting in decision trees.

3.1.3 Linear Regression: Linear regression analysis is a statistical technique for predicting the value of one variable based on the value of another. The dependent variable is the variable you want
to predict while the independent variable is the one you’re using to forecast the value of the other variable. This type of analysis can involve one or more independent variables that best predict the value of the dependent variable in order to estimate the coefficients of the linear equation. Linear regression creates a straight line that reduces the difference between expected and the ground truth. Some linear regressors employ the least-square approach to determine the line of best-fit for a collection of available.

3.1.4 Multi-Layer Perceptron: The multi layer perceptron (MLP) is a feed forward neural network augmentation consisting of the input layer, hidden layers and the output layer. The input signal to be processed is passed through the input layer. The output layer is responsible for tasks such as prediction and categorization depending on if it is regression or classification problem. The inputs are pushed forward through the MLP in the same way that they are in the perceptron by taking the dot product of the input with the weights that exist between the input layer and the hidden layer. At the hidden layer, this dot product returns a value. The MLP then applies activation functions at each of the hidden layers and pushes the calculated output at the current layer to the next layer in the MLP by taking the dot product with the corresponding weights after it has been pushed through the activation function. The calculations will be employed in the output layer for either a backpropagation method that corresponds to the activation function chosen for the MLP for training or a decision will be made based on the output when testing.

3.2 Deep Neural Network

A deep neural network (DNN), typically, consists of more than one hidden layer that are fully connected [4, 8] as shown in Figure 4. Each hidden layer has several nodes which are termed the hidden units. For this experiment, we used two different DNN architecture. The first architecture contains four (4) dense layers. Each dense layer has 256 nodes except the output dense layer which has 578 nodes corresponding to the number of samples corresponding to one transmitted symbol. The first three layers use the Rectified Linear Unit (ReLU) activation functions while the output layer has no activation function.

For the second architecture, we only increased the number of the hidden layers to six (6) to make the model deeper and improve the performance of the model on the dataset with disturbance. These models were developed using Keras framework. The datasets were reshaped into number of training examples ($N_X$) times the number of samples per symbol ($N_S$); a two-dimensional tensor appropriate for the Keras dense layer, to form input shape into the network. For the DNN and LSTM in Section 3.3, the mean squared error loss function and Adam optimizer were used.

3.3 Long Short Term Memory

The Long Short Term Memory (LSTM) is a variant of the Recurrent Neural Network. RNNs are used generally for tasks that require sequential inputs, such as speech and language. The RNN gets input sequence one symbol at a time and this is held in their hidden units. These hidden units hold information relating to the history of all the past input of the sequence. The architecture of an LSTM unit is as shown in Figure 7.

$$
\begin{align*}
    f_t &= \sigma(W_f \cdot [h_{t-1}, x_t] + b_f) \\
    i_t &= \sigma(W_i \cdot [h_{t-1}, x_t] + b_i) \\
    o_t &= \sigma(W_o \cdot [h_{t-1}, x_t] + b_o) \\
    c'_t &= \tanh(W_c \cdot [h_{t-1}, x_t] + b_C) \\
    c_t &= f_t \ast c_{t-1} + i_t \ast c'_t \\
    h_t &= o_t \ast \tanh(c_t)
\end{align*}
$$

where $b_f, b_i, b_C$ and $b_o$ are biases, $x_t$ is the previous layer or input. The LSTM has the ability to learn input data with long-term dependencies and this makes it preferable because traditional RNN performance declines when the distance between the relevant information and the point where it is needed becomes very large [9]. It has the advantage of learning and remembering over long sequences.

In a similar manner, two different LSTM architectures were used in this experiment. The first architecture is made up of two LSTM layers and a dense layer as the output layer. For the second architecture, there were six (6) LSTM layers and one dense layer. Each
Table 1: Performance of machine learning models on Data 1 and Data 2 (with no disturbance)

| Model                | Data size  | MAPE(%) Data 1 | MAPE(%) Data 2 |
|----------------------|------------|----------------|----------------|
| Multi-layer Perceptron | 100,000×578 | 5.56           | 11.58          |
| K-Nearest Neighbor   | 100,000×578 | 0.87           | 9.54           |
| Linear Regressor     | 100,000×578 | 1.80           | 12.24          |
| Random Forest        | 100,000×578 | 1.64           | 10.95          |
| Deep Neural Network  | 100,000×578 | 2.04           | 2.22           |
| LSTM                 | 100,000×578 | 1.46           | 2.21           |

Table 2: Performance of the deep learning models on Data 3 (with disturbance) using the same deep learning architecture as Table 1

| Model         | Data size  | MAPE(%) |
|---------------|------------|---------|
| Deep Neural Network | 100,000×578 | 5.17    |
| LSTM Network  | 100,000×578 | 3.24    |

Table 3: Performance of the deep learning models with deeper architecture on Data 3 (with disturbance)

| Model         | Data size  | MAPE(%) |
|---------------|------------|---------|
| Deep Neural Network | 100,000×578 | 4.19    |
| LSTM Network  | 100,000×578 | 3.14    |

LSTM layer has 320 memory blocks with no activation function. The dense layer which doubles as the output layer also has 578 nodes. The data was reshaped to fit the LSTM layer expected input of three dimensional tensor appropriate for Keras LSTM layer. Thus, the input data to the network is a \( N \times N_T \times N_S \) tensor, where \( N_T \) is the number of time steps set to window size which defines the number of input variable used to predict the next time step.

4 RESULTS AND DISCUSSION

Table 1 shows the test results for Data 1 and Data 2 using traditional machine learning methods and deep learning methods. The model performances were evaluated using the mean absolute percentage error (MAPE). It is the average of the absolute percentage errors of predictions. Percentage errors are summed without regard to sign to compute the MAPE as seen in equation (2).

\[
MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{A_i - F_i}{A_i} \right|
\]  

where \( A_i \) is the actual value and \( F_i \) is the predicted value.

In evaluating regression problems, MAPE gives very intuitive interpretation in terms of relative error and is preferred in the evaluation because it provides the error in terms of percentages and the problem of positive and negative errors canceling each other out is avoided. The smaller the MAPE the better the prediction.

From the experimental results in Table 1, it is clear that the performance of the model became worse with real underwater data, even with no artificial disturbance introduced compared to the data collected from water tank. Different machine learning models differ in their performances. Of the traditional machine learning models under consideration, k-Nearest Neighbors (kNN) has the best performance across the two datasets (Data 1 and Data 2) while the multi-layer perceptron and linear regressor have the worst performances. Figure 6 shows a sample predicted result using the linear regressor. It is observed that the predicted results (third plot in Figure 6) are far from the ground truth (second plot in Figure 6), and linear regressor could not model the underwater acoustic channel well.
On the contrary, the deep learning models - LSTM and DNN - did better with real underwater data and thus were considered for use with Data 3 with disturbance. For both the LSTM and DNN models, we used the learning rate of 0.001, batch size of 64 and epoch of 100.

When the LSTM and DNN models were trained with Data 3, with the same architecture and hyperparameters, their performances became worse as seen in Table 2. Recall that Data 3 is more chaotic because of the external disturbance introduced to the lake. This prompted the use of deep models with deeper architectures as described in Section 3, and the LSTM and DNN models gave a better performance as shown in Table 3. It is also observed in all cases, Data 1, Data 2 and Data 3, LSTM consistently outperform DNN, which confirms that LSTM is a better model than DNN when dealing with time series and sequence data, as expected.

Figure 7 is a sample plot of the LSTM predicted results vs ground truth during testing. It is observed that the predicted results (third plot in Figure 7) are very close to the ground truth (second plot in Figure 7), which confirmed the superior performance of LSTM in predicting time-series data. The convergence curve of the training and validation process of LSTM is given in Figure 8. It can be seen that the loss decreased dramatically during the first 25 epochs and stayed low afterwards.

5 RELATED RESEARCH

In the past, various researches bothering around channel modeling and the application of machine learning have been done to solve various problems. Transmission losses between transceivers, effects of bit error rate, maximum internode distances for different networks and depths, effect of weather season, and variability of ocean environmental factors were investigated in [6] through simulations based on ray-theory-based multipath Rayleigh underwater channel models for shallow and deep waters. In [15], the authors derived the channel path loss, modified the log-distance model to create a model suitable for an underwater IoT network and designed an empirical channel model for the medium distance underwater acoustic channels based on real measurement data.

The underwater acoustic channel was modeled using the BELL-HOP ray model in [10] in order to analyze sound propagation characteristics putting into consideration the rough nature of the sea surfaces and the bottoms for different oceanic conditions. In [25], modeling the underwater acoustic channel was derived to mathematically quantify the channel characteristics for autonomous underwater vehicle (AUV) wireless communication system. The model was derived from the AN product, SNR and Band Selection where $A$ is the attenuation model, $N$ is the ambient noise model and SNR is the signal-to-noise ratio.

A deep learning network based signal detection was used for full-duplex cognitive underwater acoustic communication with self interface cancellation (SIC) as experimented in [24]. Likewise, the combination of the convolutional neural network (CNN) and long short-term memory (LSTM) network was used in [16] for the automatic modulation classification of underwater communication signals using dataset obtained from a modeled multi-path fading underwater acoustic channel with alpha-stable impulse noise and Doppler frequency shift. [18] also experimented the use of blind equalization in conjunction with convolutional neural network (CNN) to lessen the effects of underwater channel limited bandwidth, multi-path, clutter etc and to characterize acoustic signals automatically, in the automatic modulation classification of underwater acoustic signals.

Youwen Zhang, et al. used the deep neural network (DNN) to build a deep learning based receiver in [28] for single carrier communication in an underwater acoustic channel using data gotten from the sea. The deep neural network (DNN) based receiver consistently performed better in different simulation configurations using features extracted by the deep network compared to the traditional channel-estimate (CE)-based decision feedback equalizer (DFE). [12] also used the DNN for channel estimation using data gotten from the Bellhop Ray model simulation of the underwater acoustic environment. When the experimental results were compared with those from the conventional channel estimation methods such as least square (LS), back propagation neural network (BPNN) and minimum mean square error (MMSE), the DNN outperformed both the LS and BPNN algorithms and are only comparable to the MMSE algorithm in terms of the bit error rate and normalized mean square error.

By representing the receiver as a DNN in [26] and [27], a deep learning based underwater acoustic (UWA) orthogonal frequency-division multiplexing (OFDM) communication system was built. Without explicit channel estimation and equalization used, the deep learning UWA communication systems could directly recover the transmitted symbols after training. When the performance of the receiver was evaluated for various criteria such as the ranging pilots and the size of training set, simulation results revealed that the deep learning based UWA OFDM communication is more robust. Gang Hu, et al developed a depth learning-based underwater target recognition method in [7] for underwater acoustic target classification and recognition using CNN and extreme learning machine (ELM). Though convolution neural networks can perform both feature extraction and classification, they rely on a full connection layer that is trained using gradient descent; thus their generalization capacity

![Figure 8: Loss Curve for the LSTM model](image-url)
is limited and sub-optimal. Hence Gang used an extreme learning machine (ELM) in the classification stage. When the classifier used was compared to the traditional CNN classifier, the recognition rate was greatly improved.

An MLP network, a two connected multi-layer perceptron, was integrated into a receiver in [11] for signal detection for single photon avalanche photodiode (SPAD)-based underwater optical wireless communication. Experiments were carried out in different water types and when the results were compared with other baselines, the MLP network’s overall bit error ratio (BER) was better. The simulation results further confirmed that the deep learning method addressed the optical channel distortion, non-Poisson distortion and consequently improved the system performance. In [2], several machine learning methods were used to classify the modulation type in their bid to find an efficient link adaptation method depending on the channel quality on an underwater communications network because it was difficult to identify modulation during actual communication owing to the complex and unstable nature of the underwater acoustic communication systems. Other methods like the sparse adaptive convolution cores, time-domain turbo equalization and frequency-domain turbo equalization when used had the problem of high computational complexity and low classification success rate. The boosted regression tree showed accuracy of 99.97% in classifying the modulation and coding scheme (MCS) levels out of the four different ML algorithms adopted for this experiment.

6 CONCLUSIONS

In this paper, we explored the capability of deep learning and some traditional machine learning methods, to learn and accurately model the underwater acoustic channel using real underwater data collected from a water tank with disturbance and from a lake. Specifically, we used the Deep Neural Network and the Long Short Term Memory to model the underwater acoustic channel. Experimental results show that deep learning can be used for modeling the underwater channel with better performance when compared to the traditional machine learning methods in terms of mean absolute percentage error. This work is unique in the sense that it uses real underwater data in modeling the channel and not based on some mathematical assumptions and approximations.

While deep learning demonstrated a good performance in modeling underwater acoustic communications, it requires large amount of data and intensive training. For instance, we used NVIDIA GPU servers to train the DNN and LSTM models in this work. Although the deep learning models gave a better result when compared to that of the traditional machine learning methods, it is still desirable to study other alternative methods that may provide even better performance with less computational complexity. We plan to explore Reservoir Computing in our future works. Reservoir computing has demonstrated to be a valuable tool for modeling and predicting dynamical systems using time-series data with less demanding computation [23], [3]. It was also demonstrated in [20] that reservoir computing is capable of forecasting massive chaotic systems. Future works include investigating reservoir computing and how it can be applied to modeling the underwater acoustic channel for much better performance and less computational cost.
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