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Abstract

It is found that 15 different types of two-qubit $X$-states split naturally into two sets (of cardinality 9 and 6) once their entanglement properties are taken into account. We characterize both the validity and entangled nature of the $X$-states with maximally-mixed subsystems in terms of certain parameters and show that their properties are related to a special class of geometric hyperplanes of the symplectic polar space of order two and rank two. Finally, we introduce the concept of hyperplane-states and briefly address their non-local properties.

1 Introduction

Two-qubit $X$-states are usually introduced in the literature as two-qubit density matrices with an $X$-shape,

$$\rho = \begin{pmatrix}
\rho_{11} & 0 & 0 & \rho_{14} \\
0 & \rho_{22} & \rho_{23} & 0 \\
0 & \rho_{32} & \rho_{33} & 0 \\
\rho_{41} & 0 & 0 & \rho_{44}
\end{pmatrix}.$$  \hfill (1)

The EPR-states and the Werner states are particular cases of $X$-states \cite{8} and their properties have extensively been studied from quantum information theoretic perspective \cite{18, 1}. It was A.R.P. Rau who first pointed out, in a series of papers \cite{11, 17, 12}, the underlying algebraic structure defining an $X$-state.

Taking $X, Y, Z$ to represent the usual Pauli matrices and $I$ to be the identity matrix, Eq. (1) can be rewritten in the following way

$$\rho = \frac{1}{4}(I \otimes I + \tau^A Z \otimes I + I \otimes Z + \beta_{zz} Z \otimes Z + \beta_{xx} X \otimes X + \beta_{yy} Y \otimes Y + \beta_{yz} Y \otimes X + \beta_{xy} X \otimes Y),$$  \hfill (2)

where $\tau$’s and $\beta$’s are real coefficients that can be calculated from $\rho_{ij}$. Rau also noticed that the non-trivial two-qubit operators involved in Eq. (2) have the algebraic structure of the projective plane of order two, the Fano plane, if one considers their products (Figure 1).

Up to a phase factor, there are 15 non-trivial two-qubit observables and, therefore, 15 labeled Fano planes similar to that depicted in Figure 1, each of them hosting a maximal set of observables commuting with a given one. Rau \cite{11} further suggested to extend the definition of $X$-states to all two-qubit density matrices that would yield similar underlying Fano structures once decomposed on a particular two-qubit Pauli basis.

In this article we consider the 15 different kinds of $X$-states following Rau’s idea and show that they split into two groups. Group 1 consists of $X$-like states that are always separable irrespectively of the choice of parameters $\tau$’s and $\beta$’s. Group 2 entails $X$-states that can be entangled if the parameters satisfy certain
two-qubit Pauli observables where embodied in the intersection properties of perp-sets with a specific hyperbolic quadric of polar space of order two and rank two, of validity and entanglement of particular states. Then one proposes an alternative finite-geometric definition with maximally mixed subsystems, we also give explicit constraints on their parameters to decide on the conditions. The standard for plane. The three lines intersecting at ZZ notice that the distinguished observable \( Z \otimes Z \) commutes with all the remaining ones. (\( AB \) is a short-hand for \( A \otimes B \)). All 15 Fano planes of PG(3, 2) are explicitly listed in Appendix A.

Symbols and Notation. Let \( \mathcal{P}_2 = \{ sA_1 \otimes A_2, A_i \in \{ I, X, Y, Z \}, s \in \{ \pm 1, \pm i \} \} \) be the group of two-qubit Pauli observables where \( X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \), \( Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix} \) and \( Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \), \( I \) being the identity matrix. As already mentioned, the tensor product of observables will be shorthanded as \( A_1 \otimes A_2 = A_1 A_2 \). Disregarding a phase factor, \( \pm 1, \pm i \), the 15 nontrivial two-qubit Pauli operators can be identified with the 15 points of the projective space over the two element field, PG(3, 2), as follows. Let \( A_1 = Z^{\mu_1} \times X^{\nu_1} \) and \( A_2 = Z^{\nu_2} \times X^{\nu_2} \) be two Pauli matrices and \( A_1 A_2 = (Z^{\mu_1} \times X^{\nu_1})(Z^{\nu_2} \times X^{\nu_2}) \). Then \( A_1 A_2 \) is a non-trivial two qubit Pauli operator iff \( (\mu_1, \nu_1, \mu_2, \nu_2) \) is a nonzero vector of \( V^4 \), the four-dimensional vector space over the two element field GF(2) = \{0, 1\}, and thus can be mapped to a point of PG(3, 2):

\[
\pi : \begin{cases} \mathcal{P}_2 \setminus I_2 \\ s(Z^{\mu_1} \times X^{\nu_1})(Z^{\nu_2} \times X^{\nu_2}) \end{cases} \rightarrow \text{PG}(3, 2), \quad [\mu_1 : \nu_1 : \mu_2 : \nu_2].
\]  

(3)

For instance, the observables \( \{ IX, -IX, iIX, -iIX \} \) are mapped to the point \([0 : 0 : 0 : 1]\) and \( \{ YZ, -YZ, iYZ, -iYZ \} \) are mapped to the point \([1 : 1 : 1 : 0]\). A line of PG(3, 2) is made of triplets of points \((p, q, r)\) such that \( r = p + q \). The corresponding classes of two-qubit operators \( \overline{O}_p, \overline{O}_q, \overline{O}_r \) satisfy \( \overline{O}_p \times \overline{O}_q = \overline{O}_r \). PG(3,2) contains 15 Fano planes that can neatly be parametrized by the 15 points of PG(3, 2). Given a non-degenerate bilinear form

\[
\sigma(p, q) = p_1 q_2 + p_2 q_1 + p_3 q_4 + p_4 q_3
\]  

for \( p = [p_1 : p_2 : p_3 : p_4] \) and \( q = [q_1 : q_2 : q_3 : q_4] \in \text{PG}(3, 2) \), one can define the 15 Fano planes of PG(3, 2) as \( F_q = \{ q \in \text{PG}(3, 2), \sigma(p, q) = 0 \} \). For instance, \( F_{[1:0:1:0]} = \{ [1 : 0 : 1 : 0], [0 : 1 : 1 : 1], [1 : 1 : 0 : 1], [0 : 0 : 1 : 0], [1 : 0 : 0 : 0], [0 : 1 : 0 : 1], [1 : 1 : 1 : 0] \} \); it is easy to see that this Fano plane is the one shown in Figure 1. For the convenience of the reader, the 15 different Fano planes of PG(3, 2) are given in terms of operators in Appendix A.
2 Entangled X-states split into two groups

Given a two-qubit system with density matrix \( \rho \), its ‘entanglement status’ can be discerned from the fact whether the partial transpose \( \rho^T \) is positive-semidefinite, or not \([3]\), where the partial transpose can be taken over any subsystem (PPT criterion). Namely, if \( \rho^T \) is positive-semidefinite the system is separable, otherwise it is entangled. In what follows a density matrix \( \rho \) is said to be valid if it is positive-semidefinite.

If the 15 types of X-states are expressed in terms of Pauli operators (Eq. (2)), we find that 6 of them are endowed with \( 4 \tau \) coefficients and \( 3 \beta \) ones; these are states that belong to Group 1. The 9 types of Group 2 entail states with \( 2 \tau \)’s and \( 5 \beta \)’s. As already pointed out, the state given by Eq. (2) is from Group 2.

The eigenvalues \( \lambda_i \) of density matrices of Group 1 states are found to be equal to those of their partial transposes \( \lambda_i^\Gamma \),

\[
\lambda_i = \lambda_i^\Gamma = \begin{cases} 
\frac{1}{4} \left( \tau_0 + 1 \pm \sqrt{(\beta_1 + \beta_4)^2 + (\beta_2 + \beta_3)^2 + (\tau_1 + \tau_2)^2} \right), \\
\frac{1}{4} \left( -\tau_0 + 1 \pm \sqrt{(\beta_1 - \beta_4)^2 + (\beta_2 - \beta_3)^2 + (\tau_1 - \tau_2)^2} \right),
\end{cases}
\]

(5)

where we have introduced generalised parameters for the 6 different states - the three \( \beta_i \) parameters correspond to three correlation operators sharing a common tensor factor, the three \( \tau_i, i = \{1, 2, 3\} \), correspond to the coordinates of the Bloch vector of one partially reduced state, and \( \tau_0 \) is the coordinate of the Bloch vector of the remaining partially reduced state. For example, \( F_{[0:0:0:1]} \) maps to the following Group 1 state:

\[
\rho_{[0:0:0:1]} = \frac{1}{4} [I \otimes I + \tau_x^A X \otimes I + \tau_y^A Y \otimes I + \tau_z^A Z \otimes I + \tau_x^B I \otimes Z + \beta_y Y \otimes Z + \beta_z Z \otimes Z].
\]

(6)

As \( \{ \lambda_i \} = \{ \lambda_i^\Gamma \} \), the positive-semidefinite criteria for \( \rho \) and \( \rho^T \) render all Group 1 states separable.

We can also introduce generalised parameters for Group 2 states:

\[
(\tau_1, \tau_2) = (\tau^A, \tau^B), \\
\beta_0 := \{ \beta_{ij} \beta_{ik} = 0 = \beta_{ij} \text{ } \forall k \neq i,l \neq j \}, \\
M = \begin{pmatrix} \beta_x & \beta_y \\ \beta_x & \beta_y \end{pmatrix} := \beta(i,j) \text{ } \text{ for } \beta_0 \neq \beta_{ij},
\]

(7)

where \( \tau_i \) are the coordinates of the Bloch vectors of the partially reduced states (always one nonzero coordinate for each subsystem), \( \beta_0 \) is the unique \( \beta \) parameter whose operator has no common factors with the other nontrivial operators, and \( M \) is the submatrix formed from the \( \beta \) matrix by removing the row and column containing \( \beta_0 \). For the Eq. (2) example,

\[
\beta = \begin{pmatrix} \beta_{xx} & \beta_{xy} \\ \beta_{yx} & \beta_{yy} \end{pmatrix}, \\
M = \begin{pmatrix} \beta_{xx} & \beta_{xy} \\ \beta_{yx} & \beta_{yy} \end{pmatrix}, \\
\beta_0 = \beta_{zz}.
\]

In this construction, eigenvalues of the density matrix of a Group 2 state have two general forms:

**Type I:**

\[
\lambda_{i,1} = \begin{cases} 
\frac{1}{4} \left( \beta_0 + 1 \pm \sqrt{(\beta_1 - \beta_4)^2 + (\beta_2 + \beta_3)^2 + (\tau_1 + \tau_2)^2} \right), \\
\frac{1}{4} \left( -\beta_0 + 1 \pm \sqrt{(\beta_1 + \beta_4)^2 + (\beta_2 - \beta_3)^2 + (\tau_1 - \tau_2)^2} \right),
\end{cases}
\]

\[
\lambda_{i,1}^\Gamma = \begin{cases} 
\frac{1}{4} \left( \beta_0 + 1 \pm \sqrt{(\beta_1 + \beta_4)^2 + (\beta_2 + \beta_3)^2 + (\tau_1 + \tau_2)^2} \right), \\
\frac{1}{4} \left( -\beta_0 + 1 \pm \sqrt{(\beta_1 - \beta_4)^2 + (\beta_2 - \beta_3)^2 + (\tau_1 - \tau_2)^2} \right),
\end{cases}
\]

(8)

Type II is obtained by the switch \( \lambda_i \leftrightarrow \lambda_i^\Gamma \), or, equivalently, by the transformations \( \beta_0 \mapsto -\beta_0, (\tau_{1(2)} \mapsto -\tau_{1(2)}) \).
These forms allow for entangled states, and we will later show the corresponding conditions for states with maximally mixed subsystems. We also assign to each Group 2 X-state a parameter $t$ to denote its type: $t = 1$ for Type I states, and $t = 2$ for Type II ones.

The parameters in $\lambda, \lambda^I$ above can be expressed as coordinates in $\mathbb{R}^2$, with the radical term giving the Euclidean distance between pairs of points. This handy representation will allow us to find regions of validity, separability and entanglement, using the following proposition:

**Proposition 2.1.** Let $L^+ := \sqrt{(\beta_1 + \beta_4)^2 + (\beta_2 - \beta_0)^2}$ and $L^- := \sqrt{(\beta_1 - \beta_4)^2 + (\beta_2 + \beta_0)^2}$. For a valid, entangled generalised X-state $\rho$ with $\tau_1 = \tau_2 = 0$ and eigenvalues $\lambda_{i, 1} = \{1 \pm \beta_0(\pm) L^+\}$, $\beta_0 < 0 \iff L^+ > L^-.$

**Proof. ( $\implies$ ):** The validity constraint yields

$$1 - \beta_0 \geq L^+ \quad \text{and} \quad 1 + \beta_0 \geq L^-.$$  \hspace{0.5cm} (9)

For $\beta_0 < 0$ and $\min\{\lambda^I_{1, i}\} < 0$,

$$1 - |\beta_0| < L^+ \leq 1 + |\beta_0| \quad \text{or} \quad 1 + |\beta_0| < L^- \leq 1 - |\beta_0|.$$  

Only the left-hand-side inequalities are consistent, and can be combined with the validity conditions to give $L^- \leq 1 - |\beta_0| < L^+$.  

($\iff$): We have

$$1 - \beta_0 \geq L^+ > L^-,$$

$$\implies 1 + \beta_0 < L^+ \leq 1 - \beta_0 \quad \text{or} \quad 1 - \beta_0 < L^- \leq 1 - \beta_0,$$

which again invalidates the right-hand-side inequalities, giving

$$-\beta_0 > \beta_0 \implies \beta_0 < 0.$$

Now, we can simply take $\beta_0 < 0$ and the PPT criterion acquires the form

$$1 - |\beta_0| < L^+.$$  \hspace{0.5cm} (10)

Taking $\beta_0 > 0$ yields

$$1 - |\beta_0| < L^-.$$  \hspace{0.5cm} (11)

This thus allows us to consider the $\beta_0 < 0$ case to determine the regions of validity, separability and entanglement, and then make suitable transformations for the $\beta_0 > 0$ case.

**Proposition 2.2.** Let $C := (\beta_4, \beta_3), D := (\beta_1, \beta_2), E := (\beta_1, -\beta_2), F := (\beta_4, -\beta_3) \in \mathbb{R}^2, r := 1 - |\beta_0|, R := 1 + |\beta_0|, \text{and } (C, r) \text{ be the closed disc centered at } C \text{ with radius } r,$ etc.

For a given Group 2 X-state with maximally-mixed subsystems represented by $\rho$ with given $\beta_0, \beta_3, \beta_4$ its region of validity is given by $V := (C, r) \cap (\bar{C}, R)$, the region of separability by $S := (C, r) \cap (\bar{C}, r)$, and the region of entanglement by $E := V \setminus S$. The matrix $\rho$ is valid iff $E \in (-1)^t \text{sgn}(E) V$, separable for $E \in S$, and entangled for $E \in E \setminus S$. The following conditions hold:

1. $V \neq \emptyset \iff \beta_3^2 + \beta_4^2 \leq 1$;

2. $S \neq \emptyset \iff \beta_3^2 + \beta_4^2 \leq (1 - |\beta_0|)^2$.

Equivalently, for a given generalised Group 2 X-state $\rho$ with given $\beta_0, \beta_1, \beta_2$, its region of validity for $F$ is given by $V' := (E, r) \cap (-E, R)$, the region of separability by $S' := (E, r) \cap (-E, r)$, and the region of entanglement by $E' := V' \setminus S'$ with corresponding conditions:

1. $V' \neq \emptyset \iff \beta_1^2 + \beta_2^2 \leq 1$;

2. $S' \neq \emptyset \iff \beta_1^2 + \beta_2^2 \leq (1 - |\beta_0|)^2$.
$\rho$ is valid iff $F \in (-1)^{t} \text{sgn}(\beta_{0})\mathcal{V}'$, separable for $F \in \mathcal{S}'$, and entangled for $F \in (-1)^{t} \text{sgn}(\beta_{0})\mathcal{E}'$.

Proof. We consider a state of Type I with maximally mixed subsystems, with $\beta_{0} < 0$, and prove the first half of the proposition. The second half follows readily from the same chain of arguments. For validity, by Proposition 2.1, we have

$$L^{+} \leq 1 + |\beta_{0}|, \quad (12a)$$

$$L^{-} \leq 1 - |\beta_{0}|. \quad (12b)$$

The quantity $L^{-}$ ($L^{+}$) is given by the Euclidean distance between points $C$ and $E$ ($C$ and $-E$). Via the representation of the parameters in $\mathbb{R}^{2}$ (see Figure 3), the condition (12b) means that the point $-E$ is contained within $(C,R)$ and, equally, that the point $-E$ lies in $(C,r)$. For validity and separability that requires $E \in \mathcal{V} := (C,r) \cap (-C,r)$, when reflected through the origin, this implies that $E \in \mathcal{V} \setminus \mathcal{S}$. Moreover, as $L^{+} > r = 1 - |\beta_{0}|$, the state is also entangled.

Remark 2.3. Proposition 2.2 provides a constructive way of generating examples of generalised $X$-states with maximally-mixed subsystems that are entangled as shown in Figures 2 and 3.
3 X-states as geometric hyperplanes of $\mathcal{W}(3,2)$

Let us now focus on the symplectic polar space of order two and rank two, $\mathcal{W}(3,2)$, i.e. the space of all totally isotropic subspaces of PG(3,2) with respect to a given symplectic form. The space $\mathcal{W}(3,2)$ encodes geometrically the commutation relations between the elements of $\mathcal{P}_2$ in the following sense (see [14]). Given the symplectic form $\sigma$ of Eq. (4), a totally isotropic line $(p,q,r)$ of PG(3,2) is a line such that $\sigma(p,q) = \sigma(p,r) = \sigma(q,r) = 0$. Then any representatives $O_p$, $O_q$ and $O_r$ of the classes mapped to $p$, $q$ and $r$ such that $(p,q,r)$ is a totally isotropic line, represent a triple of mutually commuting observables.

$\mathcal{W}(3,2)$ can also be viewed as a point-line incidence structure $\mathcal{G} = (\mathcal{P}, \mathcal{L}, \mathcal{I})$, where $\mathcal{P}$ are the 15 points and $\mathcal{L}$ are the 15 totally isotropic lines of PG(3,2), $\mathcal{I} \subset \mathcal{P} \times \mathcal{L}$ being the incidence relation, i.e. a set-theoretic inclusion of points in lines. The point-line geometry corresponding to $\mathcal{W}(3,2)$ is a unique triangle-free 153-configuration (15 points/lines, 3 points per line and 3 lines through a point) known as the Doily, or the Cremona-Richmond configuration. Restricting to canonical representatives of the classes of $\mathcal{P}_2$ (i.e. $s = 1$ in Eq. (3)), one obtains one of the ‘standard’ parametrizations of the Doily as illustrated in Figure 4.

Labeled Fano planes were defined as sets of observables commuting with a given observable. The Fano plane of Figure 1 represents the set of observables commuting with $ZZ$; geometrically, it is the set of points $q$ of PG(3,2) such that $\sigma(p,q) = 0$ for $p = [1 : 0 : 1 : 0]$. In our labeled Doily the trace of the labeled Fano plane corresponds to three concurrent lines; the corresponding set of points is called a perp-set of the point of concurrence. The perp-set of the point $ZZ$ is illustrated in Figure 5. A fact of crucial importance for us is that perp-sets of $\mathcal{W}(3,2)$ are also geometric hyperplanes of the configuration (Definition 3.1).

Definition 3.1. Let $\mathcal{G} = (\mathcal{P}, \mathcal{L}, \mathcal{I})$ be a point-line incidence structure. A geometric hyperplane $H$ of $\mathcal{G}$ is a subset of $\mathcal{P}$ such that a line of $\mathcal{L}$ is either contained in $H$, or has just a single point in common with $H$.

Consider now the hyperbolic quadric of $\mathcal{W}(3,2)$ defined as:

$$Q_0 = \{ p = [x_1 : x_2 : x_3 : x_4] \in \mathcal{W}(3,2), x_1x_2 + x_3x_4 + x_1 + x_2 + x_3 + x_4 = 0 \}. \quad (13)$$

It is the unique quadric of $\mathcal{W}(3,2)$ involving only non-trivial Pauli matrices. This quadric is illustrated in red in Figure 6. All quadrics of $\mathcal{W}(3,2)$ are geometric hyperplanes in the sense of Definition 3.1.

Definition 3.1 implies that if $H_1$ and $H_2$ are two distinct geometric hyperplanes, their intersection $H_1 \cap H_2$ is a geometric hyperplane of the subgeometries defined by $H_1$ and $H_2$. The quadric $Q_0$ whose point-line...
Figure 4: The Doily with its points labeled by two-qubit observables. Two observables commute if they are collinear. Note that lines are represented not only by straight segments, but also by arcs of circles.

Figure 5: The perp-set (blue) defined by $ZZ$, which corresponds to the trace on $W(3, 2)$ of the Fano plane $F_{[1:0:1:0]}$ of $PG(3, 2)$.

Figure 6: A distinguished hyperbolic quadric in $W(3, 2)$. Left: Each hyperbolic quadric in $W(3, 2)$ has the point-line structure of a grid; the quadric in question involves only non-trivial Pauli matrices. Right: The same quadric (red) viewed as a geometric hyperplane of $W(3, 2)$. 
structure can be pictured as a grid (Figure 6) has only two types of geometric hyperplanes, perp-sets and ovoids. Thus the intersections of the 15 perp-sets of $W(3,2)$ with $Q_0$ will be of two different kinds: transverse intersections, corresponding to ovoids (Figure 7) or tangential intersections, corresponding to perp-sets (Figure 8).

![Figure 7: The perp-set $H_{XI}$ of $W(3,2)$ intersect $Q_0$ transversally. Left: $Q_0 \cap H_{XI}$ (green) is a geometric hyperplane called an ovoid (three points, no two on a line). Right: The same intersection portrayed in $W(3,2)$.](image)

![Figure 8: A tangential intersection of $Q_0$ with a perp-set ($H_{ZZ}$) of $W(3,2)$.](image)

We thus come to a very important observation that furnishes a geometric interpretation of the 9 + 6 splitting of the $X$-states described in Section 2.

**Proposition 3.2.** The 9 types of $X$-states of Group 2 correspond to the 9 perp-sets of $W(3,2)$ that intersect $Q_0$ tangentially, whereas the 6 $X$-states of Group 1 correspond to the 6 perp-sets of $W(3,2)$ that intersect $Q_0$ transversally.

**Proof.** The result follows by considering the 15 types of $X$-states given in Appendix A.

4 Hyperplane-states in the two-qubit Pauli group and states with maximally-mixed subsystems

In the previous section we have shown how the 15 distinct sets of two-qubit Pauli observables that generate two-qubit $X$-states correspond to perp-sets, a specific class of geometric hyperplanes, in $W(3,2)$ whose points
are parametrized by observables as shown in Figure 4. This leads naturally to considering other geometric hyperplanes of $W(3,2)$ and the sets of observables lying on them for generating density matrices. Let us make this idea more precise with the following definition:

**Definition 4.1.** Let $\rho$ be a two-qubit density matrix. One says that $\rho$ is a two-qubit hyperplane-state iff the set of two-qubit observables defining $\rho$ is a geometric hyperplane of $W(3,2)$.

**Example 4.2.** $X$-states are thus a special type of hyperplane-states as they correspond to perp-sets. Let us now consider a density matrix of the form given by Eq. (14).

$$\rho = \frac{1}{4}(I + \beta_{xx}XX + \beta_{xy}XY + \beta_{xz}XZ + \beta_{yx}YX + \beta_{yy}YY + \beta_{yz}YZ + \beta_{xz}XZ + \beta_{yz}YZ + \beta_{zz}ZZ). \quad (14)$$

It corresponds to the generic form of a maximally-mixed two-qubit state. In terms of hyperplane-state description, this density matrix is generated by the quadric $Q_0$.

At this point we need to introduce some more details about geometric hyperplanes of $W(3,2)$ [15]. There are altogether three kinds of them, namely:

- 15 perp-sets $H_p$, defined for each point $p \in W(3,2)$ as $H_p = \{q \in W(3,2), \sigma(p,q) = 0\}$. We have met several examples of them; they correspond to the 15 types of $X$-states.

- 10 grids, or Mermin-hyperplanes. Each of them comprise 9 points and 6 lines, with three points per line and two lines through a point. The quadric $Q_0$ given by Eq. (13) and portrayed in Figure 6 serves as an illustrative example. If we take this grid embedded in $W(3,2)$ and rotate it by $2\pi/5$ degrees around the center of the figure, one obtains 4 more grids ($Q_1, \ldots, Q_4$). Figure 9 shows the second form of a grid embedded in $W(3,2)$, referred to as $Q_5$. Performing the same rotation as in the previous case yields the four remaining grids $Q_6, \ldots, Q_9$. One may call such hyperplanes Mermin-hyperplanes, as each of them furnishes an observable-based proof (a Mermin-Peres ‘magic’ square) of the famous Kochen-Specker theorem (see [6] and [9] for the original argument and [15, 10, 2] for the discussions of the geometrical contexts).

- 6 ovoids. An ovoid of $W(3,2)$ is a set of five points, no two of them being collinear. Figure 9 depicts two ovoids in $W(3,2)$. The first one, $O_1$, is rotationally invariant. Rotating the second one, $O_2$, by $2\pi/5$ degrees one obtains the remaining 4 ovoids $O_i$, $i = 3, \ldots, 6$. Like Mermin-hyperplanes, ovoids also underlie a certain family of quantum contextual configurations (namely three-qubit Mermin pentagrams) using the Klein correspondence [13].

![Figure 9](image.jpg)

Figure 9: Left: The Mermin-hyperplane denoted as $Q_5$. Its rotation by $2\pi/5$ degrees around the center of the Doily yields four more grids. Middle and Right: The ovoids of $W(3,2)$. Rotation of the second one by $2\pi/5$ degrees gives four more ovoids.

To each of the 31 geometric hyperplanes listed above one can associate a specific type of two-qubit density matrix. For instance, if one consider the hyperplanes $Q_5$ and $O_1$, one gets the following types of quantum
states
\[ \rho_{Q_0} = \frac{1}{4}(I_4 + \tau_z X I + \tau_z Z I + \beta I X + \beta I Z + \beta_{zy} X Y + \beta_{zy} Z Y + \beta_{yy} Y Y) \] (15) and
\[ \rho_{O_1} = \frac{1}{4}(I_4 + \tau_x B I X + \beta_{xy} X Y + \beta_{zy} Z Y + \beta_{yy} Y Y), \] (16)
respectively.

The 10 Mermin-hyperplane states depend generally on 9 parameters, whereas the 6 ovoid-states on 5 parameters. However, if we restrict to states with maximally-mixed subsystems, i.e. states such that their partially reduced states are maximally mixed, \( \rho_A = \frac{1}{2} I_2 \) and \( \rho_B = \frac{1}{2} I_2 \), or, in our context, two-qubit density matrices such that the \( \tau \) coefficients are zero, we arrive at the following result:

**Proposition 4.3.** Let us consider the 16-member family of hyperplane-states that is the union of 10 Mermin-hyperplane-states and 6 ovoid-states. Then

- The \( Q_0 \)-hyperplane states correspond to general two-qubit states with maximally-mixed subsystems.
- The 9 \( Q_i \)-hyperplane states correspond to \( X \)-states of Group 2 with maximally-mixed subsystems.
- The 6 \( O_i \)-hyperplane states correspond to \( X \)-states of Group 1 with maximally-mixed subsystems.

**Proof.** A case by case argument leads to the result. □

5 Non-locality of hyperplane-states

To address non-local properties of hyperplane-states, we will borrow the following theorem from Horodecki et. al. [4]:

**Theorem 5.1** (Horodecki R., Horodecki P., Horodecki M. [4]). A density matrix \( \rho \) describes a state that violates the Bell inequality iff \( \mathcal{M} > 1 \), where \( \mathcal{M} = u + \bar{u} \), the sum of the two largest eigenvalues of the matrix \( \beta^T \beta \).

For both Group 1 \( X \)-states and ovoid-states, their consistent separability renders them locally realistic for all valid choices of parameters. Concerning Group 2 and Mermin-states \( Q_1, \ldots, Q_9 \), we will examine those that share the same \( \beta \) matrices. (As already mentioned, the remaining Mermin-state, \( Q_0 \), corresponds to the most general 2-qubit states with maximally-mixed subsystems). The eigenvalues \( u_i \) of \( \beta^T \beta \) can be expressed in terms of generalised parameters (7) as follows

\[ u_i = \{ \beta_0^2, \frac{1}{2}(B(M) \pm U(M)) \}, \] (17)

where \( B(M) := \text{Tr} M^T M \) and \( U := \sqrt{B^2 - 4(\text{det} M)^2} \). The two eigenvalues \( \frac{1}{2}(B \pm U) \) are the eigenvalues of the matrix \( M^T M \), which we denote by \( m_1, m_2 \) with \( m_1 = \frac{1}{2}(B - U) \), and \( m_2 = \frac{1}{2}(B + U) \).

One has then in terms of \( B \) and \( U \) that

\[ \mathcal{M} = \begin{cases} B, & \beta_0^2 < m_1, \\
\beta_0^2 + \frac{1}{2}(B + U), & \beta_0^2 \geq m_1. \end{cases} \] (18)

This leads to the following proposition:

**Proposition 5.2.** The set of (not necessarily valid) Group 2 \( X \)-states or Mermin-states \{\( \rho \}\) with given \( \beta_0, \beta_3, \beta_4 \) and constant \( \mathcal{M} \) is given by a connected subset of points on the union of a circle and ellipse centered at the origin, consisting of arcs of the circle within the ellipse, and arcs of the ellipse within the circle (see Fig. 10).
Proof. Without loss of generality, one can choose generalised coordinates rotated such that $\beta_3 = 0$ and the points $C, -C$ lie on the $x$-axis. As $m_1, m_2$ are eigenvalues of the matrix $M^T M$, one can write the characteristic polynomial of this matrix in generalised coordinates:

$$f(\lambda) = \lambda^2 - \lambda \text{Tr} M^T M + \det M^T M$$

$$= \lambda^2 - \lambda(\beta_1^2 + \beta_2^2 + \beta_4^2) + \beta_1^2 \beta_4^2.$$  

Taking an eigenvalue $m \in \{m_1, m_2\}$ as input, this results in

$$0 = m^2 - m(\beta_1^2 + \beta_2^2 + \beta_4^2) + \beta_1^2 \beta_4^2,$$

$$\Rightarrow \frac{\beta_1^2}{m} + \frac{\beta_2^2}{m - \beta_4^2} = 1. \quad (19)$$

For the denominators in (19) constant one obtains the equations for two conic sections, one for each $m_i$, $i = 1, 2$. For the denominators both positive, one has the equation for an ellipse, and for the first denominator positive and the second negative, one has the equation for a hyperbola. As $m_i$ are eigenvalues of the square matrix $M^T M$, they are necessarily non-negative, so it suffices to check the sign of $m_i - \beta_4^2$ for $m_i \neq 0$.

First, one must check under what conditions one can retrieve constant denominator terms. For $\mathcal{M} = k$ constant, one has that $\max\{m_1 + m_2, \beta_0^2 + m_2\}$ is constant. Taking each argument individually, $m_1 + m_2 = B = k$ gives (recalling $B = \sum_{i=1}^4 \beta_i^2$):

$$\beta_1^2 + \beta_2^2 = k - (\beta_0^2 + \beta_4^2),$$

i.e. the equation of a circle in coordinates with varying $\beta_1, \beta_2$ and given $\beta_3, \beta_4$, provided $k > \beta_0^2 + \beta_4^2$. For $k < \beta_0^2 + \beta_4^2$, no such solutions exist, and $\mathcal{M}$ can only be given by $\beta_0^2 + m_2$. One has from proposition 2.2 that a state can be valid only if $\beta_2^2 + \beta_4^2 \leq 1$, so a minimally valid system ($\beta_2^2 + \beta_4^2 = 1$) allows only $B \geq 1$.

Taking the other argument, $\beta_0^2 + m_2$ constant for given $\beta_0$ indicates that $m_2$ is constant, which provides constant denominators in (19). One can recover that $m_2 - \beta_4^2 \geq 0$ by assuming the negation, and substituting the $\beta_i$ terms into $m_2$, with $\beta_3 = 0$. One then obtains $(\beta_2 \beta_4)^2 < 0$, a contradiction. This then provides via (19) the equation for an ellipse, with semi-major and semi-minor axes given by $a = \sqrt{m_2}$ and $b = \sqrt{m_2 - \beta_4^2}$, respectively, and foci at $\pm C = (\pm \beta_4, 0)$.

(Note that the term $m_1 - \beta_4^2$ can be similarly examined and found to be non-positive, however the constancy conditions on $\mathcal{M}$ do not give a constant $m_1$ term so the hyperbola given by substituting $m_1$ into (19) does not arise in this examination).

The curves of constant $m_1 + m_2, \beta_0^2 + m_2$ are then given by a circle and an ellipse, respectively (see Fig. 10). The curve of constant $\mathcal{M} = \max\{m_1 + m_2, \beta_0^2 + m_2\}$ is given by the sections of these curves that lie within the alternate conic section, i.e. the arcs of the circle that lie within the ellipse, and the arcs of the ellipse that lie within the circle. To see this, consider a point $p$ on the curve $\mathcal{M} = k$. $p$ must then be on either the circle or the ellipse, whichever has maximal value at that point. This requires that the other curve has value less than $k$ at the point $p$. Curves of constant $B$ are given by circles centred at the origin, with increasing radii for increasing constant value. The same is true for curves of constant $\beta_0^2 + m_2$, i.e. ellipses centred at the origin with increasing semi-major and semi-minor axes for increasing constant value. Thus, for one curve to have value $k$ and one curve to have value less than $k$ at the point $p$, we require that $p$ is contained on one curve and inside the other, for any $p$ on the curve $\mathcal{M} = k$. Thus, it is given by arcs of the circle contained within the ellipse, and vice-versa.

The set of locally realistic states then lie in the closed region bounded by $\mathcal{V}$ and the curve given by $\mathcal{M} = 1$ (see Fig. 11 and note that $\beta_3 \neq 0$ in this graph).

The four intersection points (when they exist) of these curves are found to be at $(\pm \hat{\beta}_1, \pm \hat{\beta}_2)$, where

$$\hat{\beta}_1 = \sqrt{m_1 m_2}/\beta_4,
Figure 10: Curves of constant $\mathcal{M} = k$ for $k = 1$, $C = (\beta_4, \beta_3) = (0.6, 0)$, $\beta_0 = 0.45$. The curve of constant $B = 1$ is given by the green circle with radius $r_B = \sqrt{1 - \beta_4^2} = 0.8$. The curve of constant $\beta_0^2 + m_2^2 = 1$ is given by the pink ellipse with focii at $\pm C$ and semi-major and semi-minor axes given by (respectively) $a = \sqrt{m_2} \approx 0.893$, $b = \sqrt{m_2 - \beta_4^2} \approx 0.661$. The curve of constant $\mathcal{M} = 1$ is given by the union of the arcs of the circle contained within the ellipse, and the arcs of the ellipse contained within the circle (black curve). The intersection points are given by $(\pm \hat{\beta}_1, \pm \hat{\beta}_2)$.
\[ \hat{\beta}_2 = \sqrt{-(m_1 - \beta_1^2)(m_2 - \beta_2^2)/\beta_4}. \]

As the circle and ellipse are both centred on the origin, they intersect only when the circle radius \( r_B = \sqrt{k - \beta_1^2} \) is valued between the semi-major and semi-minor axes \( a, b \). This can be expressed in terms of \( k \):

\[ m_2 \leq k \leq m_2 + \beta_2^2. \]  

(21)

One can immediately note that \( k = m_1 + m_2 \) cannot fall below the lower bound above. For \( k \) above the upper bound, the circle \( B = k \) entirely surrounds the ellipse, and the curve \( M = k \) is given by only the ellipse.

For Group 2 \( X \)-states with general \( \tau \)'s, one can compute an upper bound for \( M \) using the validity criteria, which when written in terms of \( B \) and det\( M \) give us (for type I states):

\[ \sqrt{B - 2\text{det}M + (\tau_1 + \tau_2)^2} \leq 1 + \beta_0, \]  

(22a)

\[ \sqrt{B + 2\text{det}M + (\tau_1 - \tau_2)^2} \leq 1 - \beta_0. \]  

(22b)

Combining these to get conditions on \( B \) and \( U \) and taking sign transformations on \( \tau_2 \) and \( \beta_0 \) to account for type II states, one obtains

\[ B \leq 1 + \beta_0^2 - (\tau_1^2 + \tau_2^2), \]

\[ U^2 \leq (1 - \beta_0^2)^2 - 2B(\tau_1^2 + \tau_2^2) - (-1)^i 8\tau_1 \tau_2 \text{det}M, \]

which give the following upper bound on \( M \):

\[ M \leq \beta_0^2 + \frac{1}{2} \left( 1 + \beta_0^2 - (\tau_1^2 + \tau_2^2) + \sqrt{(1 - \beta_0^2)^2 - 2B(\tau_1^2 + \tau_2^2) - (-1)^i 8\tau_1 \tau_2 \text{det}M} \right). \]  

(23)

When \( \tau_i = 0 \) this reduces to \( M_{i=0} = 1 + \beta_0^2 \), which also holds for the nine Mermin-states \( Q_i \), as they differ from Group 2 \( X \)-states only by their \( \tau \)-parameters. Saturating this bound to the maximal case \( M = 2 \) is a necessary and sufficient condition for purity, as can be shown:

**Proposition 5.3.** For \( \rho \) being a Group 2 \( X \)-state or one of the nine \( Q_i \)-states with \( \tau_i = 0 \), it violates the Bell Inequality maximally iff it is pure.

**Proof.** It is known \[3\] that a state written in Pauli operator form is pure (i.e. \( \text{Tr}(\rho^2) = 1 \)) if

\[ \sum_i \tau_i^2 + \sum_{i,j} \beta_{ij}^2 = 3. \]  

For our considerations this reduces to \( \beta_0^2 + B = 3 \) (recall that \( B = \sum_{i=1}^4 \beta_i^2 \)).

\( \Rightarrow \) Allowing the state to be maximally nonlocal, one has that \( M = 2 \) and thus by the upper bound given above, \( \beta_0^2 = 1 \). For the former case in \[18\], maximal nonlocality gives \( B = 2 \) and thus purity. For the latter case, the validity conditions \[22\] with \( |\beta_0| = 1 \) give \( B = \pm 2\text{det}M \), and then \( U = 0 \). Then one has

\[ M = \beta_0^2 + \frac{1}{2}(B + U), \]

\[ \Rightarrow 2 = 1 + B/2 \Rightarrow B = 2, \]

giving \( \beta_0^2 + B = 3 \).

\( \Leftarrow \) Taking the former case in \[18\], one can write \( M = B = 3 - \beta_0^2 \). It is known that \( M \) is at most 2 \[4\] and it can be seen by the validity conditions that \( |\beta_0| \) is at most 1. \( M = 3 - \beta_0^2 \) then requires that \( \beta_0^2 = 1 \), and \( M = 2 \). For the latter case in \[18\], one squares and adds the validity conditions \[22\] to get

\[ 1 + \beta_0^2 \geq B = 3 - \beta_0^2, \]

\[ \Rightarrow \beta_0^2 \geq 1, \]

as \( |\beta_0| \) is at most 1, one recovers that \( \beta_0^2 = 1 \) and thus \( B = 2 \). By the previous argument, \( \beta_0^2 = 1 \Rightarrow U = 0 \) and then \( M = 1 + 2/2 = 2 \).

One thus recovers the fact that the known examples of two-qubit states that maximally violate Bell-inequality are pure \[4\] and, as also indicated by several other studies, that for mixed states a large amount of entanglement seems to be necessary to obtain violation of Bell-inequalities \[7\]. Using our description of \( X \)-states of Group 2 and Mermin states with generalised parameters, one can represent the region of entanglement and violation of Bell-inequality in the parameter space of Figures 2 and 3 as depicted in Figure 11:
6 Conclusion

In this paper we have considered the 15 types of $X$-states following a remark of Rau [11] who suggested to define $X$-states from the algebraic structure of the defining two-qubit operators used to decompose the state in the Pauli basis. We showed that these 15 types split in two groups $9+6$ when we consider their entanglement properties. The Group 2 (9 types) is the only one that can produce entangled states. A uniform treatment of those states is proposed and some criteria in terms of their parameters have been proposed for states with maximally-mixed subsystems. The introduction of those parameters allows us to give a representation of the validity, entanglement and Bell-violation area. One also proposed an alternative geometric definition of $X$-states as perp-hyperplanes of the symplectic polar space $W(3,2)$. This new definition establishes an interesting connection between the finite geometric picture introduced in quantum information to study configuration of two-qubit operator and the two-qubit density matrices. In particular, we started to study hyperplanes-states, i.e. density matrices which involve two-qubit operators defining a geometric hyperplane. In this line many questions related to the concepts of Veldkamp line and Veldkamp space, the space of geometric hyperplanes [15], can be addressed. When we restrict ourself to density matrices with maximally-mixed subsystems one observed that all hyperplane-states of $W(3,2)$ coincide with the generalised $X$-states with maximally mixed subsystems. However, if one does not consider the restriction on the subsystems, Mermin-states and $X$-states are not equivalent anymore and it could be interesting in a future work to differentiate those states in terms of their quantum properties. Another direction would be to consider three-qubit $X$-states where similar algebraic structure show up [17] and where the finite geometric picture of the three-qubit Pauli group reveals fascinating properties [5, 16].
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A The 15 Fano planes of PG(3, 2)

The geometry of PG(3, 2) comprises 15 points, 35 lines and 15 planes. All the 15 planes corresponding to 15 types of X-states can be labelled by the 15 points as explained in the introduction:

\[ F_p = \{ q \in \text{PG}(3, 2), \sigma(p, q) = 0 \}. \]  
(24)

For the convenience of the reader we provide in Table 1 the explicit list of the 15 Fano planes of PG(3, 2) with respect to the Group 1/2 splitting.

| Group | \( p \in \text{PG}(3, 2) \) | \( F_p \) |
|-------|-----------------|--------|
| 1     |\[0 : 0 : 0 : 1\] ↔ IX | \([XX, YY, ZZ, ZX, XY, ZX, YZ, ZX, XI, YI, ZI, IX]\) |
|       |\[0 : 0 : 1 : 0\] ↔ IZ | \([XZ, YZ, ZZ, XI, YI, ZI, IX]\) |
|       |\[0 : 0 : 1 : 1\] ↔ IY | \([XY, YY, ZY, XI, YI, ZI, IX]\) |
|       |\[0 : 1 : 0 : 0\] ↔ XI | \([XX, XY, XZ, IX, IY, ZI, ZX]\) |
|       |\[1 : 0 : 0 : 0\] ↔ ZI | \([ZX, ZY, ZZ, IX, IY, ZI, XI]\) |
|       |\[1 : 1 : 0 : 0\] ↔ YI | \([YX, YY, YZ, IX, IY, ZI, XI]\) |
| 2     |\[0 : 1 : 0 : 1\] ↔ XX | \([XX, YY, YZ, ZZ, IX, XI]\) |
|       |\[0 : 1 : 1 : 0\] ↔ XZ | \([XZ, YY, YX, ZX, ZY, ZZ, IX, XI]\) |
|       |\[0 : 1 : 1 : 1\] ↔ XY | \([XY, YY, YZ, ZX, ZZ, IX, XI]\) |
|       |\[1 : 0 : 0 : 1\] ↔ ZX | \([ZX, XY, XZ, YY, YX, IX, YI, ZI]\) |
|       |\[1 : 0 : 1 : 0\] ↔ ZZ | \([ZZ, YY, XX, YY, YX, IX, YI, ZI]\) |
|       |\[1 : 0 : 1 : 1\] ↔ ZY | \([ZY, XX, ZX, YY, YX, IX, YI, ZI]\) |
|       |\[1 : 1 : 0 : 1\] ↔ YX | \([YX, YY, YZ, ZZ, IX, YI, XI]\) |
|       |\[1 : 1 : 1 : 0\] ↔ YZ | \([YZ, XX, XY, ZX, YZ, IX, ZI, YI]\) |
|       |\[1 : 1 : 1 : 1\] ↔ YY | \([YY, XX, ZX, ZY, ZZ, IX, YI]\) |

Table 1: The 15 Fano planes of PG(3, 2) according to the Group 1/2 splitting.
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