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Abstract—Cellular wireless systems rely on frame-based transmissions. The frame design is conventionally based on heuristics, consisting of a frame header and a data part. The frame header contains control information that provides pointers to the messages within the data part. In this paper, we revisit the principles of frame design and show the impact of the new design in scenarios that feature short data packets which are central to various 5G and Internet of Things applications. We treat framing for downlink transmission in an AWGN broadcast channel with $K$ users, where the sizes of the messages to the users are random variables. Using approximations from finite blocklength information theory, we establish a framework in which a message to a given user is not necessarily encoded as a single packet, but may be grouped with the messages to other users and benefit from the improved efficiency of longer codes. This requires changes in the way control information is sent, and it requires that the users need to spend power decoding other messages, thereby increasing the average power consumption. We show that the common heuristic design is only one point on a curve that represents the trade-off between latency and power consumption.

I. INTRODUCTION

Modern high-speed wireless networks heavily depend on reliable and efficient transmission of large data packets through the use of coding and information theory. The advent of machine-to-machine (M2M), vehicular-to-vehicular (V2V), and various streaming systems have sparked a renewed interest in developing information theoretical bounds and codes for communication of short packets [1][2][3]. Additionally, these applications often have tight reliability and latency constraints compared to typical wireless systems today. Communication at shorter blocklengths introduces several new challenges which are not present when considering communication of larger data packets. For example, the overhead caused by control signals and header data is insignificant if large data packets are sent, and hence, this overhead is often neglected in the analysis of protocols. However, more stringent latency requirements lead to shortened blocklengths for transmission such that the size of control information may approach, or even exceed, the size of the data part in the packet. This is especially true for multiuser systems such as broadcast channels, two-way channels, or multiple access channels, where the control information must include information about the packet structure, security, and user address information for identification purposes.

The fundamentals of communication of short packets have been addressed by Strassen and, recently, Polyanskiy et al. in [4] and [5]. It was shown that the maximum coding rate of a fixed-length code with $n$ channel uses and maximum error probability $\varepsilon$ over a discrete-time AWGN point-to-point channel has an asymptotic expansion given by

$$R^*(n, \varepsilon) = C - \sqrt{\frac{V}{n}} Q^{-1}(\varepsilon) + \frac{1}{2n} \log_2 n + \mathcal{O}\left(\frac{1}{n}\right)$$

as $n \to \infty$. Here, $C$ is the Shannon capacity, $V$ is the channel dispersion, and $Q^{-1}(\cdot)$ denotes the inverse $Q$-function. In addition to the asymptotic expansion in [5], [6] used nonasymptotic bounds to numerically demonstrate that $R^*(n, \varepsilon)$ is tightly approximated by the first three terms of (1). The approximation (1) and similar ones are important in the design of communication systems because the specifics of code selection can be neglected in the optimization of protocol parameters. For example, such approximations have been applied in the optimization of packet scheduling problems [6], hybrid ARQ protocols [7], and cloud radio access networks [8].

In this paper, we consider downlink transmission with a discrete-time AWGN broadcast channel that consists of a transmitter and $K$ users. Downlink transmissions are organized in frames, whose structure is the main topic of this paper. In each frame, there is a message from the transmitter to the $k$-th user with a certain probability $1 - q$. If, in a given frame, there is a message for user $k$, then this user is said to be active in that frame. The size of the message to user $k$ is denoted by $D_k$ and is a random variable itself. Hence, the transmitter needs to convey information about which users are active, the structure of the transmission, and sizes of the messages. As a result, the frame duration, which corresponds to the total transmission time, and the total power consumption at the users are also random variables. An important observation from (1) is that larger data packets are encoded more efficiently. This introduces an interesting trade-off with two extremes: (a) in a broadcast setting one can either encode all messages in one large packet, or (b) one can encode each message separately, which is the norm in modern wireless protocols. In (a), the average frame duration is minimized, which implies that the average latency across the users is minimized. However, the downside of (a) is that all users need to receive for the whole period of transmission to be able to decode their messages, which is undesirable for devices that are power-constrained. The latter approach (b), depicted in Fig. 1, uses codes which are less efficient, and thus the average frame duration is larger. On the other hand, each user only needs to decode the information intended for that user. The key point, however, is that these design considerations enlarge the...
space of feasible protocols and enable the protocol designer to seek a trade-off between frame duration (latency) and power consumption at the users. Despite this trade-off, practically all wireless systems solely use the extreme approach (b).

**Contribution:** The purpose of this paper is to revisit the way a downlink frame is designed when it contains short packets. Specifically, it aims at exploring the trade-off between the average frame duration and the average power consumption at the users. Instead of using a traditional frame structure, we enlarge the design space for a frame by doing the following: the users are divided into groups that may depend on the realization of the message sizes and the messages of each group are jointly encoded using optimal channel codes. We analyze the problem using asymptotic expansions similar to [1], and we find a lower bound for the trade-off curve. Next, we introduce three protocols: (a) a genie-aided protocol with performance close to the lower bound, (b) protocol with a fixed message that works for the case in which each message has either the size 0 or \( g \) bits, and (c) a protocol with variable message sizes, where the message sizes are distributed according to a probability mass function \( P_D \) with finite and nonnegative integer support. The protocols (b) and (c) both convey enough control information to make them practically usable. Our numerical results demonstrate trade-offs which are particularly interesting when the message sizes are small.

**Organization:** Section II introduces the finite blocklength approximations and bounds for optimal channel codes while the system model is introduced in Section III. Section IV presents a lower bound for the average power at each user expressed as a function of the average frame duration. Section V provides some concrete protocol designs, which are subsequently compared with the lower bound. Finally, numerical examples are presented in Section VI and Section VII concludes the paper.

**Notation:** Vectors are denoted by boldface letters (e.g., \( \mathbf{x} \)) while their entries are denoted by roman letters (e.g., \( x_i \)). We denote the \( n \)-dimensional all-zero vector and all-one vector by \( \mathbf{0}_n \) and \( \mathbf{1}_n \), respectively. We denote by \( \bar{a}_i(x) \) the \( n \)-dimensional vector with \( x \) in the \( i \)-th entry and zeroes in the rest. We let \( \oplus \) denote the concatenation of two bit string, e.g., for \( a \in \{0,1\}^m \) and \( b \in \{0,1\}^m \), \( a \oplus b \) is the concatenated bit string. Throughout the paper, the index \( k \) belongs always to the set \( K \triangleq \{1, \ldots, K\} \), although this is sometimes not explicitly mentioned. We define the upper concave envelope of a function \( f : \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) as \( \text{uce}(f) \triangleq \inf_{g \geq f} \{ g \geq f \text{ and } g \text{ is concave} \} \). Similarly, the lower convex envelope is defined by \( \text{lce}(f) \triangleq \sup_{g \leq f} \{ g \leq f \text{ and } g \text{ is convex} \} \). Finally, \( \mathbb{N} \) denotes the set of positive integers, \( \mathbb{Z}_+ \triangleq \mathbb{N} \cup \{0\} \), and the symbol \( \mathbb{R} \) indicate the set of real numbers.

**II. Finite Blocklength Bounds and Approximations**

In our analysis, we apply results from finite blocklength information theory. For the (real) AWGN channel under a short-term power constraint \( P \), [4] and [5] showed that the maximum coding rate \( R^*(n, \varepsilon) \) of a code with fixed blocklength \( n \) and error probability \( \varepsilon \in (0,1) \) has the asymptotic expansion given by [1], where the channel capacity \( C \) and the channel dispersion \( V \) are given by

\[
C \triangleq \frac{1}{2} \log_2 (1 + P) \\
V \triangleq \frac{P(P+2)}{2(P+1)^2} \log_2 (\exp(1))^2
\]

respectively. One can obtain tight nonasymptotic upper and lower bounds for \( R^*(n, \varepsilon) \) using the achievability and converse bounds in [5], and it was numerically demonstrated that the first three terms of the right-hand side of [1] provide a tight approximation of \( R^*(n, \varepsilon) \).

We define \( N(k, \varepsilon) \triangleq \min \{ n \geq 0 : nR^*(n, \varepsilon) \geq k \} \) for \( k \geq 1 \) and \( N(0, \varepsilon) \triangleq 0 \) which is the smallest number of channel uses that allows the encoding of \( k \) bits with error probability \( \varepsilon \). We obtain the following asymptotic approximation of \( N(k, \varepsilon) \) as \( k \rightarrow \infty \):

\[
N(k, \varepsilon) \approx \frac{k}{C} + \sqrt{ \frac{Vk}{C^3} Q^{-1}(\varepsilon) } - \frac{1}{2C} \log_2 \frac{k}{C} + O(1). \tag{4}
\]

This can be verified by setting \( n \) equal to RHS of (4) and by computing \( \bar{n}R^*(\bar{n}, \varepsilon) \). Then, one finds that \( \bar{n}R^*(\bar{n}, \varepsilon) = k + O(1) \) from which (4) follows. We define the approximation

\[
N(k, \varepsilon) \triangleq \text{uce} \left( \frac{k}{C} + \sqrt{ \frac{Vk}{C^3} Q^{-1}(\varepsilon) } - \frac{1}{2C} \log_2 \frac{k}{C} \right) \tag{5}
\]
where \( \text{uce}(\cdot) \) stands for the upper concave envelope. It can be shown that the approximation of \( N^*(k, \varepsilon) \) inside \( \text{uce}(\cdot) \) in \([3]\) is concave for \( k \geq \frac{4C}{\sqrt{-\log_2(\varepsilon^2)} - 4C \log_2(\varepsilon^2)} \), implying that \( N^*(k, \varepsilon) = N^*(k, \varepsilon) + \Theta(1) \). Additionally, in all numerical examples in this paper, we have \( \frac{4C}{\sqrt{-\log_2(\varepsilon^2)} - 4C \log_2(\varepsilon^2)} < 1 \), and hence the upper concave envelope does not affect our numerical results. In Fig. 2, we have plotted the \( k\beta \)-achievability bound \( N_u(k, \varepsilon) \) and the meta-converse bound \( \bar{N}_u(k, \varepsilon) \) from \([5]\) along with the approximation \([5]\), and \( \bar{N}(k, \varepsilon) = n \), where \( n \) is a solution to:

\[
nc - \sqrt{nVQ^{-1}(\varepsilon)} + \frac{1}{2} \log_2 n = k.
\]

We observe that \( N(k, \varepsilon) \) provides an approximation of \( N^*(k, \varepsilon) \) that matches the converse bound closely. In the remaining part of this paper, when referring to the blocklength of an optimal code conveying \( k \) bits with a probability of error not exceeding \( \varepsilon \), we consistently use the approximation \( N(k, \varepsilon) \) in place of \( N^*(k, \varepsilon) \) in all computations and derivations.

### III. System Model

We consider an AWGN broadcast channel with one transmitter and \( K \) users. In the \( t \)-th time slot, the \( k \)-th user receive

\[
Y_{k,t} \triangleq \sqrt{k}X_t + Z_{k,t},
\]

where \( Z_{k,t} \sim \mathcal{N}(0,1) \) and \( X_t \in \mathbb{R} \) is the channel input. Throughout the paper, we assume that \( \gamma_k = 1 \). The assumption of equal channel conditions can, to some extend, be justified as follows. Consider a downlink broadcast scenario with many users with varying channel conditions. A viable communication strategy is to first divide the users into several CSI-groups such that the users assigned to a certain CSI-group have similar channel conditions. Then, the transmitter serves each CSI-group sequentially, and our system model in \([7]\) models a single CSI-group. A satellite-based broadcast system with line-of-sight to all users and predictable channel conditions constitute a practical example of our system model. If, however, CSI-grouping is not performed, then the transmitter needs to protect a packet destined to multiple users with a code that is strong enough to ensure that even the worst-channel user can decode. The assumption of nonfading channels is mainly introduced for simplicity, but we note that there are results in finite blocklength information theory for fading channels \([9]\).

The message \( M_k \) destined to the \( k \)-th user is nonempty with probability \( 1 - q \in (0, 1) \), and we say that the \( k \)-th user is active if there is a message destined to that user. We assume that the size of the message \( M_k \) (in bits) is given by \( D_k \in \mathbb{Z}_+ \), which is a discrete random variable distributed independently according to the probability mass function

\[
P_D(d) \triangleq \begin{cases} 
q & \text{if } d = 0, \\
(1-q)\alpha_i & \text{if } d = \alpha_i \text{ for } i \in \{1, \ldots, S\}.
\end{cases}
\]

The message \( M_k \) is drawn uniformly randomly from the set \( \{0, 1\}^{D_k} \). We use \( \alpha = (\alpha_1, \alpha_2, \ldots, \alpha_S) \) to denote a \( S \)-dimensional vector of distinct ordered positive integers \( \alpha_i < \alpha_s \) if \( i < s \) that correspond to the possible message sizes.

The frame duration \( T \) is a random variable that depends on the message sizes \( \{D_k\} \). The transmitter encodes the message \( \{M_k\} \) into a sequence of channel inputs using the encoder function \( f_t(\cdot) \) such that

\[
X_t \triangleq f_t(\{D_k\}, \{M_k\})
\]

for \( t \in \{1, \ldots, T\} \) and \( X_t = 0 \) for \( t \in \{T+1, \ldots\} \). Additionally, we require that

\[
\mathbb{E} \left[ \frac{1}{T} \sum_{i=1}^{T} X_t \right] \leq P.
\]

We define the ON-OFF function \( g_{k,t} : (\mathbb{R} \cup \{e\})^{T-1} \rightarrow \{0, 1\} \) that defines the receiver activity for user \( k \):

\[
Y_{k,t} \triangleq \begin{cases} 
Y_{k,t-1} & g_{k,t}(Y_{k,t-1}^\varepsilon) = 1, \text{receiver is ON} \\
e, & \text{receiver is OFF}.
\end{cases}
\]

The ON-OFF function replaces the \( t \)-th channel output with an erasure if the user is OFF at that time. The stopping time \( T_k \) represents the time index of the last non-erased channel output in the sequence \( Y_{k,t} \); after \( T_k \) the receiver is OFF until the end of the frame. Formally, \( T_k \triangleq \inf \{ n \geq 1 : \forall t > n, g_{k,t}(Y_{k,t}^\varepsilon) = 0 \} \) for which we require \( T_k < \infty \). Considering that a user can only use the channel outputs for which it is ON, we define the decoding function \( h_{k,T}(Y_k^T) \) to estimate the message \( M_k \) based on \( Y_k^T \). The ON-OFF functions are causal in the sense that the decision of whether the users are ON at time \( t \) depends on previous channel outputs, \( Y_k^t \). Unless an error occurs during decoding, the stopping times \( T_k \) are less than or equal to \( T \) for any practical applications of this model. We merely define \( T_k \) to emphasize that \( T \) is a random variable which is not known by the users, and hence the users need to obtain this information through the sequence \( Y_{k,t} \). In a conventional approach to downlink broadcast, as depicted in Fig. 1, control information in the initial packet defines the structure of the remaining transmission. Hence, after successfully decoding the control information in the initial packet, the \( k \)-th user knows \( T_k \) and when to be ON and OFF to receive the message intended for that user.

The average power consumption of the \( k \)-th user is given by

\[
P_k \triangleq \mathbb{E} \left[ \sum_{i=1}^{T_k} I \{ g_{k,i}(Y_{k,i}^T) = 1 \} \right]
\]

where \( \{\cdot\} \) is the indicator function, and is determined by the ON-OFF function. Note that \( \mathbb{E}[P_1] = \mathbb{E}[P_k] \), for \( k \in \{1, \ldots, K\} \), since the message sizes \( D_k \) are distributed identically. Finally, the active users need to decode their messages with reliability larger than or equal \( 1 - \epsilon \) such that

\[
P \left[ h_{k,T_k}(Y_k^T) \neq M_k | D_k > 0 \right] \leq \epsilon
\]

for \( k \in \{1, \ldots, K\} \) and \( \epsilon \in (0, 1) \).

The above system model provides a general framework for the problem of downlink broadcast framing. For tractability, we constrain ourselves to an important and practical class of protocols described as follows. The transmitter forms \( L \in \mathbb{Z}_+ \) packets which are encoded using optimal codes with error probabilities \( \{\epsilon_i\}_{i \in \{1, \ldots, L\}} \). Here, \( L \) and \( \{\epsilon_i\} \) are random variables that depend only on \( \{D_k\} \). Let \( L_{\max} \) be a constant that denotes the maximum number of packets that the transmitter can
send, defined as the smallest integer such that \( L_{\text{max}} \geq L \) for all realizations of \( \{D_k\} \). Let \( \{M_i^{(C)} \}_{i=1}^{L_{\text{max}}} \) denote the control information that needs to be conveyed in order to describe how the data for different users is conveyed (see the example below). Let \( \{D_i^{(C)} \}_{i=1}^{L_{\text{max}}} \) denote the sizes (in bits) of \( \{M_i^{(C)} \}_{i=1}^{L_{\text{max}}} \), i.e., \( M_i^{(C)} \in \{0, 1\} \) and \( D_i^{(C)} = 0 \) for \( l > L \). Let \( \{U_l\}_{l=1}^{L_{\text{max}}} \) denote disjoint random sets that depend only on \( \{D_k\} \) such that \( \bigcup_{l=1}^{L_{\text{max}}} U_l = \mathcal{K} \) and such that \( U_l = \emptyset \) for \( l > L \). The \( l \)-th packet then consists of the information bits \( M_i^{(C)} \oplus \bigoplus_{k \in U_l} M_k \) which are encoded by an optimal code with reliability \( \epsilon_i \) using \( N \left( D_i^{(C)} + \sum_{k \in U_l} D_k, \epsilon_i \right) \) channel uses. The encoder function \( f_i(\cdot, \cdot) \) is defined by sequentially transmitting the \( L \) encoded packets. The frame duration \( T \) is given by \( \sum_{l=1}^{L_{\text{max}}} N \left( D_i^{(C)} + \sum_{k \in U_l} D_k, \epsilon_i \right) \).

We assume that the optimal code has the following property:

If \( j \) bits are encoded into \( n \) channel uses by an optimal code with error probability \( \epsilon \), then the user needs to receive all \( n \) channel uses so as to decode any of the \( j \) bits with error probability \( \epsilon \).

As an illustration, we describe how the general framework is instantiated to describe a conventional downlink frame from Fig. 1. Suppose \( S = 3 \) such that \( D_k \in \{0, \alpha_1, \alpha_2, \alpha_3\} \). As there are possible lengths, the control information about \( \{D_k\} \) can be represented by at most \( 2K \) information bits which are conveyed in the first packet, commonly referred to as the header. We let \( D_1^{(C)} = 2K \) and let \( M_1^{(C)} \) be the bitstring of length \( 2K \) representing \( \{D_k\} \). Since there is a header packet and at most \( K \) other packets, we set \( L_{\text{max}} = L = K + 1 \). We also set \( \epsilon_1 = \epsilon_1 \) and \( \epsilon_l = \epsilon_2 \) for \( l \in \{2, \cdots, L_{\text{max}}\} \) where \( (\epsilon_1, \epsilon_2) \in [0, 1]^2 \) are such that \( \epsilon = 1 - (1 - \epsilon_1)(1 - \epsilon_2) \). Since all control information is concentrated in the frame header, we have \( D_i^{(C)} = 0 \) for \( l \geq 2 \). The sets \( \{U_l\}_{l=1}^{L_{\text{max}}} \) are defined such that the header has no user data and \( U_l = \emptyset \), while \( U_l = \{l - 1\} \) for \( l \in \{2, \cdots, L_{\text{max}}\} \). User \( k \) is ON during the transmission of the first packet which it decodes with probability \( 1 - \epsilon_1 \). If user \( k \) successfully decodes the first packet, it learns \( \{D_k\} \), and thereby it obtains a pointer to the location of the \( (k+1) \)-th packet, which contains the desired message \( M_k \). After decoding the header, the \( k \)-th user is OFF for the remaining time except when the \( (k+1) \)-th packet is transmitted. The \( (k+1) \)-th packet is successfully decoded with probability \( 1 - \epsilon_2 \). The overall probability of error for the protocol from the viewpoint of a single user is given by \( 1 - (1 - \epsilon_1)(1 - \epsilon_2) = \epsilon \) as desired.

For large message sizes \( \alpha_k \gg 1 \) we get the lower bounds:

\[
\mathbb{E}[T] \geq \frac{KE[D_1]}{C}, \quad (14)
\]
\[
\mathbb{E}[P_1] \geq \frac{E[D_1]}{C}, \quad (15)
\]

When \( \alpha_k \gg 1 \), the control information becomes negligible, and hence for the conventional approach both \( \mathbb{E}[T] \) and \( \mathbb{E}[P_1] \) simultaneously approach the lower bounds in (14) and (15).

Our objective is to explore trade-offs between the competing goals of minimizing \( \mathbb{E}[T] \) and \( \mathbb{E}[P_1] \).

IV. LOWER BOUND

We establish a lower bound by assuming that the users are provided with control information from a genie, i.e., \( \{D_k\} \) are known at all users. In that case, the transmitter and all users can agree on a protocol that only conveys the messages \( \{M_k\} \), i.e., \( D_i^{(C)} = 0 \) for \( l \in \{1, \cdots, L_{\text{max}}\} \). Hence, the transmitter may encode the messages \( \{M_k\} \) into at most \( K \) separate packets such that each message is encoded in exactly one of these packets. Each packet may contain either no messages at all, a single message, or multiple concatenated messages, and they are encoded using optimal codes with error probabilities that do not exceed \( \epsilon \) upon decoding; recall that all users experience the same error probability since \( \gamma = 1 \). Any genie-aided protocol can be characterized using \( K \) random nonnegative integer vectors \( N_i \in \mathbb{Z}_+^K \) for \( l \in \{1, \cdots, K\} \), that depend only on \( \{D_k\} \). The content of the \( l \)-th packet is described by \( N_l \); the packet encodes \( N_l \) messages of length \( \alpha_1 \), it encodes \( N_l \) messages of length \( \alpha_2 \), etc. Note that the integer vectors \( \{N_l\} \) do not uniquely describe which messages are encoded in which packets. For a genie-aided protocol defined by a set of vectors \( \{N_l\} \), we compute the frame duration and average power as follows:

\[
T = \sum_{l=1}^{K} N_l \alpha_t N_l, \epsilon \quad (16)
\]

\[
\frac{1}{K} \sum_{k=1}^{K} P_1 = \frac{1}{K} \sum_{k=1}^{K} \mathbb{E}[N_l \alpha_t N_l, \epsilon] \quad (17)
\]

Here, \( T \) and \( \frac{1}{K} \sum_{l=1}^{K} P_l \) are random variables that depend only on the realization of \( \{D_k\} \). We aim to lower bound \( \mathbb{E}[T] + \beta \mathbb{E}[P_1] \) for any \( \beta > 0 \) and thereby obtain a lower bound on the average power consumption \( \mathbb{E}[P_1] \) as a function of average frame duration \( \mathbb{E}[T] \).

Before stating the lower bound, we introduce the technique through an example. Suppose \( K = 4 \), \( q = 0 \), \( S = 1 \) such that \( D_1 = \cdots = D_4 = \epsilon_1 \) and the frame duration and average power are deterministic. Since the users know \( \{D_k\} \) and
each of the four messages belongs to one encoded packet, any genie-aided protocol can be described through the four nonnegative integers \(N_1, N_2, N_3, N_4\) satisfying \(N_1 + \cdots + N_4 = 4\). These integers represent the number of messages encoded in the first, second, third, and fourth packet, respectively. For fixed \(\beta > 0\), our objective is to minimize \(T + \frac{4}{\beta} \sum_{l=1}^{4} P_k\) with respect to \(N_1, \cdots, N_4 \in \{0, \cdots, 4\}\) subject to \(N_1 + \cdots + N_4 = 4\). For this particular example, one can easily solve the resulting integer optimization problem. However, we can also find a lower bound on \(T + \frac{4}{\beta} \sum_{l=1}^{4} P_k\) through the following steps:

\[
T + \frac{4}{\beta} \sum_{l=1}^{4} P_k
\]

\[
= \sum_{l=1}^{4} N(\alpha_l N_l, \epsilon) + \frac{4}{\beta} \sum_{l=1}^{4} N_l N(\alpha_l N_l, \epsilon)
\]

\[
\geq \min_{n_1, \cdots, n_4 \in \{0, \cdots, 4\}} \sum_{l=1}^{4} \Phi_{\beta}(n_l)
\]

\[
\geq \min_{n_1, \cdots, n_4 \in \{0, \cdots, 4\}} \frac{4}{\beta} \Phi_{\beta} \left( \sum_{l=1}^{4} \frac{n_l}{4} \right)
\]

\[
= 4 \Phi_{\beta}(1).
\]

Here, (19) follows by defining

\[
\Phi_{\beta}(x) \triangleq N(\alpha x, \epsilon) \left(1 + \frac{\beta x}{4}\right),
\]

and by a minimization with respect to \(n_1, \cdots, n_4\), (20) follows by defining \(\tilde{\Phi}_{\beta}(\cdot)\) as the lower convex envelope of \(\Phi_{\beta}(\cdot)\), and (21) is by convexity of the lower convex envelope of \(\Phi_{\beta}(\cdot)\). Interestingly, the bound in (22) is fairly tight and simple to compute. We illustrate the bound (22) in Fig. 3 confirming the intuition that when \(S = 1\), one should attempt to have an equal number of non-empty messages in each packet, for which this example is 1, 2, or 4 messages in each packet.

For the general setting with arbitrary \(S \geq 1\) and \(K\), we apply the above ideas in the following proposition which enables us to compute a lower bound on \(E[P_1]\) for certain \(E[T]\).

**Proposition 1:** For every \(\beta > 0\), we have

\[
E[T] + \beta E[P_1] \geq E \left[ \frac{1}{S} L_{1:S} \tilde{\phi}_{\beta} \left( \frac{L_{1:S}}{S} \right) \right]
\]

where \(L \in Z_{+}^{S+1}\) is multinomial distributed with \(S + 1\) categories, \(K\) trials, and event probabilities \(([1 - q) p_1, \cdots, (1 - q) p_S, q])\). \(L_{1:S}\) denotes the first \(S\) entries of \(L\), and \(\phi_{\beta} : \mathbb{R}_{+}^{S} \mapsto \mathbb{R}_{+}\) is the lower convex envelope of the function

\[
\phi_{\beta}(x) \triangleq N(\alpha x, \epsilon) \left(1 + \frac{\beta x}{K}\right)
\]

defined for \(x \in \mathbb{R}_{+}^{S}.

**Proof:** Fix \(\beta > 0\). The users \(K\) can be decomposed into \(S + 1\) disjoint subsets \(\{U^{(s)}\}_{s \in \{0, \cdots, S\}}\) such that \(U^{(s)} \triangleq \{k \in K : D_k = \alpha_s\}\) for \(s \in \{0, \cdots, S\}\), where we let \(\alpha_0 = 0\) for notational convenience. We denote the (random) set of active users by \(U = \bigcup_{s=1}^{S} U^{(s)}\). Fix a genie-aided protocol. Then, since we assume that the users are provided with control information by a genie, the protocol must decompose the set of active users \(U\) into at most \(K\) (possibly empty) disjoint subsets \(\{U_l\}_{l \in \{1, \cdots, K\}}\). Note that these subsets are random, depend only on \(\{D_k\}\), and are induced by the protocol. Define the random integer vectors \(N_l \in \mathbb{Z}_{+}^{K}\) for \(l \in \{1, \cdots, K\}\) and \(s \in \{1, \cdots, S\}\), as follows:

\[
N_{l,s} \triangleq \sum_{k \in K} I\{k \in U_l \text{ and } D_k = \alpha_s\}.
\]

The average frame duration and the average power for the genie-aided protocol in terms of \(\{N_l\}\) are now given by

\[
E[T] = E \left[ \sum_{l=1}^{K} N(\alpha^T N_l, \epsilon) \right]
\]

\[
E[P_1] = E \left[ \frac{1}{K} \sum_{l=1}^{K} N_l^T N(\alpha^T N_l, \epsilon) \right].
\]

Now, we compute a lower bound on \(E[T] + \beta E[P_1]\) based on (27) and (28):

\[
E[T] + \beta E[P_1]
\]

\[
= E \left[ \sum_{l=1}^{K} N(\alpha^T N_l, \epsilon) + \frac{\beta}{K} \sum_{l=1}^{K} N_l^T N(\alpha^T N_l, \epsilon) \right]
\]

\[
= E \left[ \sum_{l=1}^{K} \Phi_{\beta}(N_l) \right]
\]

\[
\geq E \left[ \min_{n_1, \cdots, n_K \in \mathbb{Z}_{+}^{K}} \sum_{l=1}^{K} \frac{\beta}{K} \Phi_{\beta}(n_l) \right]
\]

where (30) is by the definition of \(\Phi_{\beta}(\cdot)\) in (25). In (31), the expectation is only with respect to the random variables \(\{U^{(1)}\}, \cdots, \{U^{(S)}\}\) and \(U\). Next, (31) is lower-bounded by using the lower convex envelope of \(\tilde{\phi}_{\beta}(\cdot)\) and its convexity:

\[
E[T] + \beta E[P_1]
\]

\[
\geq E \left[ \min_{n_1, \cdots, n_K \in \mathbb{Z}_{+}^{K}} \sum_{l=1}^{K} \frac{\beta}{K} \tilde{\phi}_{\beta}(n_l) \right]
\]

\[
\geq E \left[ \min_{n_1, \cdots, n_K \in \mathbb{Z}_{+}^{K}} \frac{1}{K} \sum_{l=1}^{K} n_l \right]
\]

\[
= E \left[ \frac{1}{K} \sum_{l=1}^{K} n_l \right]
\]

where (32) follows because the lower convex envelope \(\tilde{\phi}_{\beta}(\cdot)\) of \(\phi_{\beta}(\cdot)\) is smaller than or equal \(\Phi_{\beta}(\cdot)\) and (33) follows from convexity of \(\Phi_{\beta}(\cdot)\). The result follows by noting that the random vector \(\{U^{(1)}, \cdots, U^{(S)}, U^{(0)}\}\) is multinomial distributed with \(S + 1\) categories, \(K\) trials, and event probabilities \(\{(1 - q) p_1, \cdots, (1 - q) p_S, q\}\).

The following lemma shows that we can use the concavity of \(N(\cdot, \epsilon)\) to simplify the computation of \(\tilde{\phi}_{\beta}(\cdot)\).
Lemma 2: For every $\beta > 0$, we have
\[
\phi_\beta(x) = \min_{\zeta \in \mathbb{R}^+: 1_0^T \zeta = 1, \forall x: \zeta_x > 0} \sum_{s=1}^S \zeta_s \phi_\beta^s(x_s / \zeta_s) \tag{35}
\]
where we have defined
\[
\phi_\beta^s(x) \triangleq N(\alpha_s x, \epsilon)(1 + \beta x / K) \tag{36}
\]
for $x \geq 0$ and $s \in \{1, \cdots, S\}$. Additionally, the optimization problem in (35) is convex.

Proof: See Appendix.[1]

For the case with fixed message sizes, i.e., when $S = 1$, Proposition[1] reduces to the following corollary.

Corollary 3: For every $\beta \geq 0$, we have
\[
E[T] + \beta E[P_1] \geq (1 - q)K \phi_\beta^1(1) \tag{37}
\]
where $\phi_\beta^1(\cdot)$ is defined in (36).

This readily follows from $L_{1:3}/(1_3^T L_{1:3}) = 1$ and because $1_3^T L_{1:3}$ is Binomial distributed with parameters $K$ and $1 - q$, and hence $1_3^T L_{1:3} = (1 - q)K$.

A. Genie-aided protocol

We put forth a genie-aided protocol that uses the intuition obtained through Proposition[1] and Lemma[2]. Here, “genie-aided” refers to the fact that the protocol assumes that the knowledge about $\{D_k\}$ is available at all users. Lemma 2 suggests that one should group messages of the same sizes together rather than grouping messages of mixed message sizes. The purpose of introducing a genie-aided protocol is to show that it achieves a trade-off close to that of the lower bound. Moreover, we can compare the non-genie-aided protocols, introduced in Section V, to the genie-aided protocol to show the impact of control information. Such comparisons are provided in Section VI.

First, for a set of users $U \subseteq K$, $V \in \mathbb{N}$, and $\epsilon \in (0, 1)$, we define a $(U, V, \epsilon)$-protocol as follows. The users $U$ are divided into $G \triangleq \lceil |U| / V \rceil$ disjoint sets $\{U_l\}_{l \in \{1, \cdots, G\}}$ such that
\[
|U_l| \triangleq \begin{cases} \lceil |U| / G \rceil + 1, & l \in \{1, \cdots, \text{mod}(|U|, G)\} \\ |U| / G, & \text{otherwise} \end{cases} \tag{38}
\]
One can verify that $\sum_{l=1}^G |U_l| = |U|$. Sequentially, for $l \in \{1, \cdots, G\}$, the transmitter encodes and conveys a packet containing $\bigoplus_{k \in U_l} M_k$ with error probability $\epsilon$ using $N(\sum_{k \in U_l} D_k, \epsilon)$ channel uses. Here, $\bigoplus$ denotes the concatenation of messages. While the number of channel uses spend at the transmitter is given by $\sum_{l=1}^G N(\sum_{k \in U_l} D_k, \epsilon)$, each user only needs to receive and decode one of the $G$ packets. We also note that a $(U, V, \epsilon)$-protocol assumes control information at all the users $U$, i.e., the users needs to know $U_l$, $\{D_k\}_{k \in U_l}$, $V$, and $\epsilon$.

For our genie-aided protocol, we define $U^{(s)} \triangleq \{k \in K : D_k = \alpha_s\}$, for $s \in \{0, \cdots, S\}$, and fix a vector $V \in K^S$. Now, sequentially for each $s \in \{0, \cdots, S\}$, the transmitter delivers the messages of the users $U^{(s)}$ using a $(U^{(s)}, V^s, \epsilon)$-protocol. We denote the average frame duration $E[T]$ and the average power $E[P_1]$ by $T^{(V, \epsilon)}_{\text{genie}}$ and $P^{(V, \epsilon)}_{\text{genie}}$, respectively.

The vector $V$ is left to be specified. We can trace of optimal trade-off between average frame duration and average power by solving the integer optimization problem for all $\beta \geq 0$:
\[
\min_{V \in K^S} T^{(V, \epsilon)}_{\text{genie}} + \beta P^{(V, \epsilon)}_{\text{genie}} \tag{39}
\]

V. PROTOCOL DESIGN

In the following, we devise actual protocols that trade-off between average frame duration and average power consumption at the users. In contrast to the genie-aided protocol in Section IV-A these protocols need to convey control information.

A. Fixed message size

We initiate our discussion of protocol design with the case of fixed message size, i.e., $S = 1$. In this case, the control information only consists of which users are active. We divide the set of users $K$ into $B \triangleq \lceil |K| / W \rceil$ disjoint subsets $K_1, \cdots, K_B$ such that $\bigcup_{i=1}^B K_i = K$ and such that
\[
|K_i| = \begin{cases} \lfloor |K| / B \rfloor + 1, & i \in \{1, \cdots, \text{mod}(K, B)\} \\ \lfloor |K| / B \rfloor, & \text{otherwise} \end{cases} \tag{40}
\]
Here, $W \in \mathbb{N}$ is a protocol parameter to be set. The subsets $\{K_i\}$ of $K$ are termed user groups (UG). The transmitter forms a packet that contains only the number of active users in each UG, i.e., the packet encodes the vector $[|U \cap K_1|, |U \cap K_2|, \cdots, |U \cap K_B|]$. This vector constitutes a first layer of control information and can be uniquely represented by at most $k_1 = \lceil |K| / \log_2 W \rceil$ bits. We encode the control information by an optimal channel code with error probability not exceeding $\epsilon_1 \in (0, 1)$ which can be achieved by approximately $N(k_1, \epsilon_1)$ channel uses.

After successfully decoding the first packet, the users know the number of users in each UG, and thereby the structure of the remaining part of the transmission. The second layer encodes control information and messages associated with each UG. Specifically, for the $i$-th UG, the transmitter needs to inform the users of the $i$-th UG about which $|U \cap K_i|$ users of $K_i$ are active. Hence, the control information for the $i$-th UG, can be represented by $k_{2,i} \triangleq \log_2 \lceil K_i / (|U \cap K_i|) \rceil$ bits and is conveyed by using an optimal channel code with error probability not exceeding $\epsilon_2 \in (0, 1)$, which requires approximately $N(k_{2,i}, \epsilon_2)$ channel uses. Now, the messages of the active users in the $i$-th UG $U_i \triangleq U \cap K_i$ are conveyed with error probability not exceeding $\epsilon_3 \in (0, 1)$ using an $(U_i, V, \epsilon_3)$-protocol, where $V \in K$ is another protocol parameter to be set. We emphasize that we can use an $(U_i, V, \epsilon_3)$-protocol because the set of active users $U_i$ knows $U_i$ from the the control information provided that the first two packets are successfully decoded. Based on the description of the protocol above, one can compute $E[T]$ and $E[P_1]$ which we denote by $T^{(V, W, \epsilon)}_{\text{fixed}}$ and $P^{(V, W, \epsilon)}_{\text{fixed}}$, respectively. Here, $\epsilon$ is the vector $[\epsilon_1, \epsilon_2, \epsilon_3]$.

The parameters $V$, $W$, and $\epsilon$ are left to be specified. We can trace the optimal achievable trade-off of the proposed protocol by solving the following optimization problem for all $\beta \geq 0$:
\[
\min_{(V, W) \in K^2} \min_{\epsilon \in [0,1]^3} T^{(V, W, \epsilon)}_{\text{fixed}} + \beta P^{(V, W, \epsilon)}_{\text{fixed}} \tag{41}
\]
While the outer minimization is an integer optimization problem which can only be solved using exhaustive search, the inner minimization is convex and can be solved using standard convex optimization algorithms. This is shown in the following lemma.

Lemma 4: The inner optimization problem in (41) is convex in \( \epsilon \).

Proof: Note that, for fixed \( V \) and \( W \), the objective function in (41) depends only on \( \epsilon \) through a nonnegative linear combination of \( Q \)-functions of \( \epsilon_1, \epsilon_2, \) and \( \epsilon_3 \), i.e., there exist nonnegative constants \( a_1, a_2, \) and \( a_3 \) such that

\[
T_{\text{fixed}}(V,W,\epsilon) + \beta F_{\text{fixed}}(V,W,\epsilon) = a_1Q^{-1}(\epsilon_1) + a_2Q^{-1}(\epsilon_2) + a_3Q^{-1}(\epsilon_3). \tag{42}
\]

This is because \( T_{\text{fixed}}(V,W,\epsilon) \) and \( \beta F_{\text{fixed}}(V,W,\epsilon) \) are evaluated using \( N(k,\epsilon) \). To show convexity of the optimization problem (41), we use the substitution \( \epsilon_i = 1 - \exp(u_i) \) for \( u_i \leq 0 \) and \( i \in \{1,2,3\} \), which yields the equivalent constraint \( u_1 + u_2 + u_3 = \log \left( \prod_{k=1}^{3}(1 - \epsilon_k) \right) \leq \log(1 - \epsilon) \), which is linear. Consequently, it is sufficient to show that \( Q^{-1}(1 - \exp(u_i)) \) is convex for \( i \in \{1,2,3\} \). This follows because the logarithm of the cumulative distribution function of the Gaussian distribution \( f(x) = \log(1 - Q(x)) \) is concave and increasing. Thus, its inverse function \( f^{-1}(x) = Q^{-1}(1 - \exp(x)) \) is convex and increasing.

At this point, we have not discussed the possibility of undetected errors. Approximations like (1) do not give any guarantee for the probability of detecting an error. Using CRCs, the probability of undetected error can be made arbitrarily small, but it is always positive and less than or equal \( \epsilon \). Suppose that decoding of the first packet, containing control information, fails for the \( k \)-th user. In this case, the subsequent behavior is random, and the \( k \)-th user will (with high probability) not correctly decode the following packets. However, since the packet sizes are limited by \( \alpha S \), we can compute the worst-case power consumption at the users, say \( P_{\text{worst}} \). We then cope with the problem of undetected errors simply by adding, to the power consumption at each user, the term \( \epsilon P_{\text{worst}} \), which corresponds to the worst-case contribution to the power consumption.

B. Variable message size

Next, we consider the case \( S \geq 2 \). The users are grouped into \( B = \lceil K/W \rceil \) UGs in the same way as for the fixed message size protocol. The UGs are encoded sequentially after the control information of the first layer. The control information of the first layer consists of pointers to the time indices of the beginning of each UG. Thus, based on the control information of the first layer, each user can identify the location of its UG. Note that we need only \( B - 1 \) pointer because the first UG is transmitted immediately after the control information. Each pointer is encoded separately in a packet using an optimal code with an error probability not exceeding \( \epsilon_1 \). Observe that one can compute the maximum length (in channel uses) of each UG and thereby the number of bits required for each pointer.

The control information of the second layer for the \( i \)-th UG consists of \( \{D_k\}_{k \in K_i} \), represented by \( \lceil |K_i| \log_2(S + 1) \rceil \) bits. These bits are transmitted using an optimal code with error probability not exceeding \( \epsilon_2 \). Finally, sequentially for each \( s \in \{1, \ldots, S\} \), the transmitter encodes the messages of the users \( U_s(v) \) using an \( (L_s, S_\epsilon, V_s, \epsilon_3) \)-protocol, where \( V = \{V_1, \ldots, V_S\} \) are protocol parameters to be specified. The protocol is illustrated in Fig. [4].

We denote \( E[T] \) and \( E[P] \) by \( T(V,W,\epsilon) \) and \( P(V,W,\epsilon) \), respectively, and optimize the parameters of the protocol using the optimization problem

\[
\min_{(V,W) \in K^{S+1}} \min_{\epsilon \in [0,1]^3} \left( T(V,W,\epsilon) + \beta P(V,W,\epsilon) \right). \tag{43}
\]

As for the fixed message size protocol, the inner minimization is convex.

VI. NUMERICAL RESULTS

In this section, we plot the lower bound along with the optimal achievable trade-offs for the proposed protocols. All results are for \( \epsilon = 10^{-4}, P = 0 \text{ dB}, Q = 0.5 \).

We first present results for the case with fixed message size. Fig. [5] and Fig. [6] show the trade-offs for \( \alpha_1 = 100 \) and \( S = 1 \) for \( K = 16 \) and \( K = 128 \), respectively. We plot the lower bound given by Proposition [1] and the trade-offs achievable by the genie-aided protocol and the fixed message size protocol. For the fixed message size protocol, we also plot the trade-off for the case where the inner minimization in (41) is not performed and \( \epsilon_1, \epsilon_2, \epsilon_3 \) are set equally to \( 1 - (1 - \epsilon)^{1/3} \). For the protocols, we plot the lower convex envelopes and note that any point on them can be achieved by time-sharing between two sets of protocol parameters. We observe, as expected, that differences between the genie-aided protocols and the lower bounds are negligibly small. Optimizing over \( \epsilon \) also improves the trade-off slightly. This happens because the control information which is destined to many users needs better protection compared to a group of messages destined only to a group of users. Finally, we observe a significant gap between the genie-aided protocol and the fixed message size protocol which reflects the significance of control information for broadcast of small messages. Fig. [7] and Fig. [8] shows the trade-offs for \( \alpha = 1000 \). In this case, we see that the gap between the genie-aided protocol and the fixed message size protocol becomes less significant.

Finally, in Fig. [9] and Fig. [10] we depict the trade-offs for \( K = 16, p = [0.5, 0.5] \) and with \( \alpha = [50, 150] \) and \( \alpha = [500, 1500] \), respectively. Our observations are similar to those for the fixed message size protocol.
Fig. 5. Trade-off between average transmission time and average power consumption for the case $K = 16$, $P = 1$, $q = 0.5$, $\alpha = 100$, $S = 1$, and $\epsilon = 10^{-4}$. Here, “Protocol” refers to the fixed message size protocol, while “Protocol (no $\epsilon$ opt.)” refers to the fixed message size protocol with $\epsilon_1 = \epsilon_2 = \epsilon_3 = 1 - (1 - \epsilon)^{1/3}$.

Fig. 6. Trade-off between average transmission time and average power consumption for the case $K = 128$, $P = 1$, $q = 0.5$, $\alpha = 100$, $S = 1$, and $\epsilon = 10^{-4}$. Here, “Protocol” refers to the fixed message size protocol, while “Protocol (no $\epsilon$ opt.)” refers to the fixed message size protocol with $\epsilon_1 = \epsilon_2 = \epsilon_3 = 1 - (1 - \epsilon)^{1/3}$.

Fig. 7. Trade-off between average transmission time and average power consumption for the case $K = 16$, $P = 1$, $q = 0.5$, $\alpha = 1000$, $S = 1$, and $\epsilon = 10^{-4}$. Here, “Protocol” refers to the fixed message size protocol, while “Protocol (no $\epsilon$ opt.)” refers to the fixed message size protocol with $\epsilon_1 = \epsilon_2 = \epsilon_3 = 1 - (1 - \epsilon)^{1/3}$.

Fig. 8. Trade-off between average transmission time and average power consumption for the case $K = 128$, $P = 1$, $q = 0.5$, $\alpha = 1000$, $S = 1$, and $\epsilon = 10^{-4}$. Here, “Protocol” refers to the fixed message size protocol, while “Protocol (no $\epsilon$ opt.)” refers to the fixed message size protocol with $\epsilon_1 = \epsilon_2 = \epsilon_3 = 1 - (1 - \epsilon)^{1/3}$.

VII. Conclusion

In this paper, we considered the AWGN broadcast channel with $K$ users with symmetric channel conditions. The downlink transmission is organized in frames. In each frame, a message of random size (in bits) is destined to each of the users in such a way that the message sizes are unknown to the users. The message can also be of size zero, which means the user should not receive data in that frame. A user, however, still needs to decode a certain amount of information from the frame in order to learn that there is no data destined to her in this particular frame. Hence, in addition to the messages, a protocol needs to convey control information that describes the structure of the transmission and the sizes of the messages. We used approximations of the maximum coding rate for the AWGN channel from finite blocklength information theory to show that jointly encoding different groupings of the messages enable the protocol designer to trade-off between average frame duration and the average power consumption at the users. Specifically, we derived a lower bound for the trade-off curve which assumed that control information was available at the users, a genie-aided protocol, and two practical protocols. Our numerical results showed that the genie-aided protocol achieved a trade-off curve...
that closely matched the lower bound. For both of our practical protocols, the control information led to a significantly worse trade-off curves when the messages were small and when compared to the genie-aided protocol. There are several directions for future research:

1) In Section III, we significantly restricted our general system model to a space of practical and tractable protocols. A rigorous information-theoretic treatment of our general system model might lead to improved protocols and lower bounds.

2) The system model has two obvious extensions: one can extend the system model to include fading, and one can introduce asymmetric channel conditions using results from [9].

3) While we are able to quantify the suboptimality of our protocols by comparison to the lower bound, our protocols are still heuristic. One interesting idea for future research is to systematically investigate the design of good protocols that include control information.

APPENDIX I

PROOF OF LEMMA 2

By definition of the lower convex envelope, for every \( x \in \mathbb{R}^S_+ \), there exists a vector \( \nu \in \mathbb{R}^S_+ \) with \( 1^T_S \nu = 1 \) and \( I \) points \( a_i \in \mathbb{R}^S_+ \), for \( i \in \{1, \cdots, I\} \), such that

\[
\phi_\beta(x) = \sum_{i=1}^{I} \nu_i \phi_\beta(a_i)
\]

and such that

\[
x = \sum_{i=1}^{I} \nu_i a_i.
\]

Since \( N(n, \epsilon) \) is concave in \( n \), we have that \( \phi_\beta(x) \) is concave on the simplex \( A_{\kappa} \triangleq \{ x \in \mathbb{R}^S_+ : 1^T_S x = \kappa \} \) for every \( \kappa \in \mathbb{R}_+ \). Consequently, for \( i \in \{1, \cdots, I\} \), we have

\[
\phi_\beta(a_i) = \phi_\beta \left( \sum_{s=1}^{S} \frac{a_{i,s}}{1^T_S a_i} \tilde{O}^S_s (1^T_S a_i) \right)
\]

\[
\geq \sum_{s=1}^{S} \frac{a_{i,s}}{1^T_S a_i} \phi_\beta \left( \tilde{O}^S_s (1^T_S a_i) \right)
\]

\[
= \sum_{s=1}^{S} \phi_\beta \left( \tilde{O}^S_s (1^T_S a_i) \right).
\]

In (46), \( \tilde{O}^S_s(x) \) denotes an \( S \)-dimensional vector with \( x \) in the \( s \)-th entry and zeroes in the rest, (47) follows by Jensen’s inequality (concave) applied to \( \phi_\beta(x) \) on the simplex \( A_{1^T_S a_i} \), and (48) is by the definition of \( \phi_\beta^{(s)}(\cdot) \) in (36). We can now lower-bound (44) as

\[
\bar{\beta}_\beta(x) \geq \sum_{s=1}^{S} \sum_{i=1}^{I} \frac{\nu_i a_{i,s}}{1^T_S a_i} \phi_\beta^{(s)} \left( 1^T_S a_i \right)
\]

\[
\geq \sum_{s=1}^{S} \sum_{i=1}^{I} \frac{\nu_i a_{i,s}}{1^T_S a_i} \phi_\beta^{(s)} \left( \sum_{i=1}^{I} \frac{\nu_i a_{i,s}}{1^T_S a_i} \right)
\]

\[
= \sum_{s=1}^{S} \zeta_s \phi_\beta^{(s)} \left( x_s / \zeta_s \right).
\]

Here, (49) is by (44) and (48), (50) is by \( \phi_\beta^{(s)}(x) \geq \phi_\beta^{(s)}(x) \) for \( x \geq 0 \), (51) follows by Jensen’s inequality (convex) applied to \( \phi_\beta^{(s)}(\cdot) \), and (52) follows by setting \( \zeta_s \triangleq \sum_{i=1}^{I} \frac{\nu_i a_{i,s}}{1^T_S a_i} \) and by using \( \sum_{i=1}^{I} \nu_i a_{i,s} = x_s \) by (45). Thus, we have shown that the LHS of (35) is larger than or equal the RHS of (35).

Next, we establish the equality in (35). Suppose, on the contrary, that there exists a positive vector \( \zeta \in \mathbb{R}^S \) such that
\(\mathbb{1}_x^{\top} \zeta = 1\) and such that 
\[ \tilde{\phi}_\beta(x) > \sum_{s=1}^{S} \tilde{\zeta}_s \tilde{\phi}^{(s)}(x_s/\zeta_s) \]. This implies a contradiction:

\[ \tilde{\phi}_\beta(x) > \sum_{s=1}^{S} \tilde{\zeta}_s \tilde{\phi}^{(s)}(x_s/\zeta_s) \quad (53) \]

\[ = \sum_{s=1}^{S} \tilde{\zeta}_s \tilde{\phi}^{(s)}(\tilde{0}_s^S (x_s/\zeta_s)) \geq \tilde{\phi}_\beta(x). \quad (54) \]

To show convexity of the optimization problem in (53), it is sufficient to write minimum instead of infimum in (55) because we have shown the existence of a feasible point in (55) that attains the minimum.

Here, (55) follows by Jensen’s inequality (convex) applied to \(\tilde{\phi}_\beta(\cdot)\). We conclude that (35) must be satisfied with equality.

Fix, without loss of generality, arbitrary \(x_1 > x_2 > 0\) and \(\alpha \in [0, 1]\), and \(s \in \{1, \ldots, S\}\). Define the function

\[ g(x) = \frac{y - x}{x_2 - x_1} \tilde{\phi}^{(s)} \left( \frac{y}{x_1} \right) + \frac{x - y}{x_2 - x_1} \tilde{\phi}^{(s)} \left( \frac{y}{x_2} \right). \quad (57) \]

Note that \(xy/g(x)\) and \(g(x)\) are affine functions in \(x > 0\) and that \(g(y/x_1) = \tilde{\phi}^{(s)}(y/x_1)\) and \(g(y/x_2) = \tilde{\phi}^{(s)}(y/x_2)\). Thus, since \(\tilde{\phi}^{(s)}(\cdot)\) is convex, we have \(g(x) \geq \tilde{\phi}^{(s)}(x)\) for \(x \in [y/x_1, y/x_2]\). To verify (56), we write

\[ \alpha x_1 \tilde{\phi}^{(s)}(y/x_1) + (1 - \alpha) x_2 \tilde{\phi}^{(s)}(y/x_2) = (\alpha x_1 + (1 - \alpha) x_2) \tilde{\phi}^{(s)}(y/(\alpha x_1 + (1 - \alpha) x_2)) \geq \tilde{\phi}^{(s)}(y/(\alpha x_1 + (1 - \alpha) x_2)) \quad (58) \]

This establishes the convexity of the optimization problem in (55) because we can redo the above argument for all \(x_2 > x_1 > 0\) and \(\alpha \in [0, 1]\).
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