On the partial condition numbers for the indefinite least squares problem
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Abstract

The condition number of a linear function of the indefinite least squares solution is called the partial condition number for the indefinite least squares problem. In this paper, based on a new and very general condition number which can be called the unified condition number, we first present an expression of the partial unified condition number when the data space is measured by a general weighted product norm. Then, by setting the specific norms and weight parameters, we obtain the expressions of the partial normwise, mixed and componentwise condition numbers. Moreover, the corresponding structured partial condition numbers are also taken into consideration when the problem is structured. Considering the connections between the indefinite and total least squares problems, we derive the (structured) partial condition numbers for the latter, which generalize the ones in the literature. To estimate these condition numbers effectively and reliably, the probabilistic spectral norm estimator and the small-sample statistical condition estimation method are applied and three related algorithms are devised. Finally, the obtained results are illustrated by numerical experiments.
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1 Introduction

The indefinite least squares (ILS) problem is a generalization of the famous linear least squares (LLS) problem. It can be stated as follows:

$$\text{ILS: } \min_{x \in \mathbb{R}^n} (b - Ax)^T J(b - Ax),$$

where $A \in \mathbb{R}^{m \times n}$ with $m \geq n$, $b \in \mathbb{R}^m$, and $J$ is a signature matrix defined as

$$J = \begin{bmatrix} I_p & 0 \\ 0 & -I_q \end{bmatrix}, \quad p + q = m.$$

Hereafter, for any matrix $B$, $B^T$ denotes its transpose, and $\mathbb{R}^n$, $\mathbb{R}^{m \times n}$, and $I_r$ stand for the real vector space of dimension $n$, the set of $m \times n$ real matrices, and the identity matrix of order $r$, respectively. From [6,9], it follows that the ILS problem (1.1) has a unique solution:

$$x(A,b) = M^{-1} A^T J b \quad \text{with} \quad M = A^T J A$$

---
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if and only if $A^TJA$ is positive definite. We will assume throughout this paper that the condition holds.

Note that this condition implies that $p \geq n$ and $A(1:p, 1:n)$ has full column rank and so does $A$ [6]. So, for a genuinely ILS problem, $m > n$ is required.

The ILS problem was first proposed by Chandrasekaran et al. [9] and finds many important applications in some areas. For example, it can be used to solve the total least squares (TLS) problem [25]. Also, we will encounter this problem in the area of optimization known as $H^\infty$-smoothing [20]. The reader can refer to [9] for the detailed explanations. So, some authors investigated its numerical algorithms, stability of algorithms, and perturbation analysis (e.g.,[6,9,18,33,34,35,41,45]). Considering that the condition number 'plays a leading role in the study of both accuracy and complexity of numerical algorithms' [7, p. viii], Bojanczyk et al. [6] and Grcar [18] studied the normwise condition number of the ILS problem and presented an upper bound; Li et al. [32] discussed the mixed and componentwise condition numbers of this problem, and derived their explicit expressions and the easily computable upper bounds.

In this paper, by defining a unified condition number which includes the normwise, mixed and componentwise condition numbers as special cases, we mainly consider the partial condition numbers for the ILS problem when the data space $\mathbb{R}^{m \times n} \times \mathbb{R}^m$ is measured by a general weighted product norm.

As mentioned in Abstract, the partial condition number is referred to the condition number of a linear function of the indefinite least squares solution $x(A,b)$, i.e., $L^T x(A,b)$ with $L \in \mathbb{R}^{n \times k}$ ($k \leq n$). This kind of condition number was first studied by Cao and Petzold for linear systems based on the regular normwise condition number [8]. Later, it was proposed for the LLS problem based on the normwise, mixed and componentwise condition numbers [12] and the TLS problem based on the normwise condition number [3]. In [11,2,3,8], the authors also provided some motivations for investigating this kind of condition number. For example, in practice, we may only be interested in the sensitivity of part of the elements of the solution and hence we only need to know the condition number of this part of the elements. The regular condition number cannot work well in this case. In addition, the regular condition number cannot evaluate the differences between the sensitivity of each element of the solution either. All of these problems can be tackled by the partial condition number since we can get the desired results by choosing different $L$. For example, when $L$ is the identity matrix or a column vector of the identity matrix, the partial condition number will reduce to the condition number of the solution $x(A,b)$ or of an element of the solution.

The general weighted product norm used to measure the data space $\mathbb{R}^{m \times n} \times \mathbb{R}^m$ in this paper is a generalization of the following weighted product norm

$$
\|(\alpha A, \beta b)\|_F = \sqrt{\alpha^2 \|A\|_F^2 + \beta^2 \|b\|_2^2}, \quad \alpha > 0, \beta > 0,
$$

(1.2)

which was first used by Gratton for deriving the normwise condition number for the LLS problem [17]. In [12], $\|c\|_F$ denotes the Frobenius norm of a matrix, and $\|c\|_2$ denotes the spectral norm of a matrix or the Euclidean norm of a vector. We will call the latter 2-norm uniformly later in this paper. Subsequently, the weighted product norm (1.2) was applied to the partial normwise condition number for the LLS problem [11] and the normwise condition number of the truncated singular value solution of a linear ill-posed problem [5]. As pointed out in [17], this norm is very flexible. With it, we can monitor the perturbations on $A$ and $b$. For example, if $\alpha \rightarrow \infty$, no perturbation on $A$ will be permitted; similarly, if $\beta \rightarrow \infty$, there will be no perturbation on $b$ allowed. The norm (1.2) was ever generalized to $\|(TA, \beta b)\|_F$ by Wei et al. [42] for studying the normwise condition number of the rank deficient LLS problem. Here, $T$ is a positive diagonal matrix. Later, the generalized norm was applied to the weighted LLS problem [47].

The general weighted product norm of this paper is also a generalization of the above generalized norm; see the explanation following (3.2). So, in comparison, this kind of product norm has more advantages.

Recently, the structured condition numbers of some problems such as the linear systems, the LLS problem, and the TLS problem have received a lot of attention. Rump [38,39] presented the structured condition numbers of the linear systems with respect to normwise or componentwise distances. The obtained results generalized the corresponding ones in [22]. Xu et al. [46] considered the structured normwise condition numbers for the LLS problem, while Cucker and Diaz [10] obtained its structured
mixed and componentwise condition numbers. For the TLS problem, Li and Jia [31] derived its structured normwise and mixed condition numbers. The results in [31, 38, 39, 46] show that the structured condition number can be much tighter than the unstructured one in some cases. Like the structured condition numbers for the above problems, the structured partial condition numbers of the ILS problem are also of interest. We will investigate them in the fourth part of this paper corresponding to the results on the nonstructured partial condition numbers.

As introduced above or in [6, 9], the ILS problem has a close relationship with the TLS problem. In fact, the TLS solution can be regarded as a solution to a special ILS problem; see [9] or Section 5 below for details. In recent years, some authors studied the condition numbers of the TLS problem. Zhou et al. [48] considered the normwise, mixed, and componentwise condition numbers of the so-called scaled TLS problem, a generalization of the TLS problem. Afterward, Baboulin and Gratton [3] investigated the partial normwise condition number of the TLS problem and provided some computable expressions. At the same time, Li and Jia [31] also presented an expression of the normwise condition number. The latest formula, and the lower and upper bounds of the normwise condition number for the TLS problem were given in [26]. In addition, Xie et al. [44] showed that the three normwise condition numbers given in [3, 31, 48] are mathematically equivalent. In the fifth part of this paper, we will find that the (structured) partial condition numbers of the TLS problem can be derived from the results of a special ILS problem. To our best knowledge, it is the first time to study the condition numbers for the TLS problem from the view of the ILS problem.

The rest of this paper is organized as follows. Section 2 presents some preliminaries. In Section 3, we obtain the expressions of the partial unified condition number and the partial normwise, mixed and componentwise condition numbers of the ILS problem. As mentioned above, Sections 4 and 5 are mainly devoted to the structured partial condition numbers of the ILS problem and the connections between the partial condition numbers of the ILS and TLS problems, respectively. Considering that computing a condition number may be expensive and a good estimate is acceptable for practical purpose [21, Chapter 15], in Section 6 we provide the statistical estimates of the results derived in Sections 3 and 4 on basis of the probabilistic spectral norm estimator [23] and the small-sample statistical condition estimation (SSCE) method [27]. The numerical experiments for illustrating the obtained results are given in Section 7. Finally, we present the conclusion of the whole paper.

2 Preliminaries

Following [43], we define the entry-wise division between the vectors \( a \in \mathbb{R}^p \) and \( b = [b_1, \cdots, b_p]^T \in \mathbb{R}^p \) by

\[
\frac{a}{b} = \text{diag}^\dagger(b)a,
\]

where \( \text{diag}^\dagger(b) \) is diagonal with diagonal elements \( b_1^\dagger, \cdots, b_p^\dagger \). Here, for a number \( c \in \mathbb{R} \), \( c^\dagger \) is defined by

\[
c^\dagger = \begin{cases} 
\frac{1}{c}, & c \neq 0, \\
1, & c = 0.
\end{cases}
\]

By (2.1), we now define a new and general condition number.

**Definition 2.1** Let \( F : \mathbb{R}^p \to \mathbb{R}^q \) be a continuous mapping defined on an open set \( \text{Dom}(F) \in \mathbb{R}^p \), the domain of definition of \( F \). Then the condition number of \( F \) at \( x \in \text{Dom}(F) \) is defined by

\[
\kappa_F(x) = \lim_{\delta \to 0} \sup_{0 < \| \Delta x \|_\mu \leq \delta} \frac{\| F(x + \Delta x) - F(x) \|_\nu}{\| \Delta x \|_\mu},
\]

where \( \| \cdot \|_\mu \) and \( \| \cdot \|_\nu \) are the vector norms defined on \( \mathbb{R}^p \) and \( \mathbb{R}^q \), respectively, and \( \beta \in \mathbb{R}^p \) and \( \xi \in \mathbb{R}^q \) are parameters with a requirement that if some element of \( \beta \) is zero, then the corresponding element of \( \Delta x \) must be zero.
Remark 2.2 When we set $\beta$ to be the data $x$, the requirement on $\beta$ in Definition 2.1 means that the zero elements of $x$ do not perturb. As we know, in the floating point number system, a real number $\alpha$ can be represented as $fl(\alpha) = \alpha (1 + \delta)$ with $|\delta| < \mu_0$, where $\mu_0$ is the unit roundoff [21, p. 38]. Thus, when $\alpha = 0$, we have $fl(\alpha) = 0$. This fact shows that the zero element should not be perturbed and hence the mentioned requirement in Definition 2.1 is reasonable and acceptable.

Remark 2.3 The condition number in Definition 2.1 can be called the unified condition number since it is very general and covers several popular condition numbers. For example, when $R = \alpha$ to be the data

$$R = \alpha$$

Remark 2.2 When we set $\beta$ to be the data $x$, the requirement on $\beta$ in Definition 2.1 means that the zero elements of $x$ do not perturb. As we know, in the floating point number system, a real number $\alpha$ can be represented as $fl(\alpha) = \alpha (1 + \delta)$ with $|\delta| < \mu_0$, where $\mu_0$ is the unit roundoff [21, p. 38]. Thus, when $\alpha = 0$, we have $fl(\alpha) = 0$. This fact shows that the zero element should not be perturbed and hence the mentioned requirement in Definition 2.1 is reasonable and acceptable.

The following results on the operator ‘vec’ and Kronecker product are from [24, Chapter 4],

$$\Pi_{mn} \vec(A) = \vec(A^T),$$

$$\Pi_{pq}(A \otimes B) = (B \otimes A),$$

where $X \in \mathbb{R}^{n \times p}$, and $\Pi_{st} \in \mathbb{R}^{n \times st}$ is the vec-permutation matrix which depends only on the dimensions $s$ and $t$. Note that if $n = 1$, then $\Pi_{pq} = I_q$ and hence

$$\Pi_{nm}(A \otimes B) = (B \otimes A).$$

In addition, from [24, Chapter 4], we also have

$$\Pi_{pq}(A \otimes B)(C \odot D) = (AC) \odot (BD),$$

where the matrices $C$ and $D$ are of suitable orders.
3 The partial condition numbers of the ILS problem

Let \( L \in \mathbb{R}^{n \times k} \) with \( k \leq n \) be a given matrix and be not perturbed numerically. We consider the following mapping

\[
g : \mathbb{R}^{m \times n} \times \mathbb{R}^m \rightarrow \mathbb{R}^k
\]

\[
(A, b) \rightarrow g(A, b) = L^T x(A, b) = L^T M^{-1} A^T J b.
\]

From the discussions in [32], it follows that the mapping \( g \) is continuously Fréchet differentiable in a neighborhood of \((A, b)\). Denote by \( g'(A, b) \) the Fréchet derivative of \( g \) at \((A, b)\). Thus, using the chain rules of composition of derivatives or from \([6, 32]\), we have

\[
g'(A, b) : \mathbb{R}^{m \times n} \times \mathbb{R}^m \rightarrow \mathbb{R}^k
\]

\[
(\Delta A, \Delta b) \rightarrow g'(A, b) \circ (\Delta A, \Delta b) = L^T M^{-1} (\Delta A)^T J r - L^T M^{-1} A^T J (\Delta A) x
\]

\[
+ L^T M^{-1} A^T J (\Delta b),
\]

where \( r = b - Ax \) and \( g'(A, b) \circ (\Delta A, \Delta b) \) denotes that we apply the mapping \( g'(A, b) \) to the small perturbation variable \((\Delta A, \Delta b)\). Then according to Definition 2.1 and the results in \([13, 37]\), and using the operator ‘vec’, the condition number of \( g \) at the point \((A, b)\) can be given by

\[
\kappa_{ILS}(A, b) = \sup_{\|\text{vec}(\frac{\Delta A}{M}, \frac{\Delta b}{b})\|_\mu \neq 0} \frac{\|g'(A, b) \circ (\Delta A, \Delta b)\|_\nu}{\|\text{vec}(\frac{\Delta A}{M}, \frac{\Delta b}{b})\|_\mu},
\]

(3.2)

where \( \Psi \in \mathbb{R}^{m \times n} \), \( \beta \in \mathbb{R}^m \) and \( \xi \in \mathbb{R}^k \) are parameters with a requirement that if some element of \( \Psi \) or \( \beta \) is zero, then the corresponding element of \( \Delta A \) or \( \Delta b \) must be zero. As mentioned in Remark 2.3, the parameters \( \Psi \) and \( \beta \) can be chosen to be positive real numbers. In this case, if we set \( \mu = 2 \) further, the norm on the data space \( \mathbb{R}^{m \times n} \times \mathbb{R}^m \) used in (3.2) will reduce to the weighted product norm (1.2).

What’s more, if we set \( \mu = 2 \), \( \Psi \) to be a special positive matrix, and \( \beta \) to be a positive real number, then the weighted product norm used in (3.2) can be recovered. Consequently, the weighted product norm considered here is more general and hence has more advantages.

From the explanations in Section 1 and Remark 2.3, we call the condition number \( \kappa_{ILS}(A, b) \) the partial unified condition number of the ILS problem (1.1) with respect to \( L \). An explicit expression of this condition number is presented as follows.

**Theorem 3.1** The partial unified condition number of the ILS problem (1.1) with respect to \( L \) is

\[
\kappa_{ILS}(A, b) = \|\text{diag}(\xi) M_\nu \text{diag}(\text{vec}(\Psi, \beta))\|_{\mu, \nu},
\]

(3.3)

where

\[
M_\nu = \left[ ((Jr)^T \otimes (L^T M^{-1})) \Pi_{mn} - x^T \otimes (L^T M^{-1} A^T J), L^T M^{-1} A^T J \right]
\]

(3.4)

and \( \|\cdot\|_{\mu, \nu} \) is the matrix norm induced by the vector norms \( \|\cdot\|_\mu \) and \( \|\cdot\|_\nu \).

**Proof.** Applying the operator vec to \( g'(A, b) \circ (\Delta A, \Delta b) \) and using (2.4) and (2.5) gives

\[
g'(A, b) \circ (\Delta A, \Delta b) = \text{vec}(g'(A, b) \circ (\Delta A, \Delta b))
\]

\[
= (Jr)^T \otimes (L^T M^{-1}) \Pi_{mn} \text{vec}(\Delta A)
\]

\[
- (x^T \otimes (L^T M^{-1} A^T J)) \text{vec}(\Delta A) + L^T M^{-1} A^T J (\Delta b)
\]

\[
= M_\nu \begin{bmatrix} \text{vec}(\Delta A) \\ \Delta b \end{bmatrix}.
\]

(3.5)
Theorem 3.2 (2-norm)

Considering the requirement on $\Psi$ and $\beta$ in (3.2), we have

$$\left[ \begin{array}{c} \text{vec}(\Delta A) \\ \Delta b \end{array} \right] = \text{diag}(\text{vec}(\Psi, \beta)) \left[ \begin{array}{c} \text{vec}(\frac{\Delta A}{\beta}) \\ \frac{\Delta b}{\beta} \end{array} \right].$$

(3.6)

Substituting (3.6) into (3.5) and then into (3.2) implies

$$\kappa_{ILS}(A, b) = \sup_{\|\text{vec}(\frac{\Delta A}{\beta}, \frac{\Delta b}{\beta})\|_2 \neq 0} \left\| \text{vec}(\frac{\Delta A}{\beta}, \frac{\Delta b}{\beta}) \|_\mu \right\| \mu \| \mu, v. \quad \square$$

Note that the expression of $\kappa_{ILS}(A, b)$ given in Theorem 3.1 is very general. In the following, we mainly concentrate on some specific norms and parameters to simplify and specify the expression.

**Theorem 3.2 (2-norm)** When $\mu = v = 2$, and the parameters $\Psi$, $\beta$, and $\xi$ are positive real numbers, the partial condition number (3.3) has the following two equivalent expressions

$$\kappa_{2,ILS}(A, b) = \left\| L^T M^{-1} \left( \Psi^2\|r\|_2^2 I_n + \Psi^2\|x\|_2^2 + \beta^2 \right) A^T A - \Psi^2(x^T A + A^T x r^T) \right\|_{2,1/2}$$

(3.7)

and

$$\kappa_{2,ILS}(A, b) = \left\| L^T M^{-1} \left[ \Psi\|r\|_2(2I - \frac{1}{\|r\|_2} A^T x r^T), -\beta A^T, \Psi\|x\|_2 A^T (I_m - \frac{1}{\|r\|_2} r r^T) \right] \right\|_{2,1/2}.$$  

(3.8)

**Proof.** Under the hypothesis of this theorem, from Theorem 3.1 we have

$$\kappa_{2,ILS}(A, b) = \left\| [\Psi M_1, \beta L^T M^{-1} A^T J] \right\|_{2,1/2}$$

(3.9)

where $M_1 = ((Jr)^T \otimes (L^T M^{-1})) \Pi_{mn} - x^T \otimes (L^T M^{-1} A^T J)$. Note that, for any matrix $X \in \mathbb{R}^{mn \times n}$, $\|X\|_2 = \|XX^T\|_{1/2}^{1/2}$. Thus,

$$\kappa_{2,ILS}(A, b) = \left\| \Psi^2 M_1 M_1^T + \beta^2 L^T M^{-1} A^T A M^{-1} L \right\|_{2,1/2}.$$  

(3.10)

Consider (2.3), (2.7), (2.6), and (2.2), we obtain

$$M_1 M_1^T = ((Jr)^T \otimes (L^T M^{-1})) \Pi_{mn} - x^T \otimes (L^T M^{-1} A^T J))$$

$$\times \left( (Jr)^T \otimes (M^{-1} L) - x \otimes (JAM^{-1} L) \right) \quad \text{by (2.3)}$$

$$= \left( ((Jr)^T (Jr)) \otimes (L^T M^{-2} L) + ((x^T x) \otimes (L^T M^{-1} A^T AM^{-1} L)) - ((Jr)^T \otimes (L^T M^{-1}))((JAM^{-1} L) \otimes x) - (x^T \otimes (L^T M^{-1} A^T J))(M^{-1} L) \right) \quad \text{by (2.7) and (2.6)}$$

$$= \left( ((Jr)^T (Jr)) \otimes (L^T M^{-2} L) + ((x^T x) \otimes (L^T M^{-1} A^T AM^{-1} L)) - ((r^T AM^{-1} L) \otimes (L^T M^{-1} x)) - (x^T M^{-1} L) \otimes (L^T M^{-1} A^T r) \right) \quad \text{by (2.7)}$$

$$= \|r\|_2^2 L^T M^{-2} L + \|x\|_2^2 L^T M^{-1} A^T AM^{-1} L - L^T M^{-1} x r^T AM^{-1} L$$

$$- L^T M^{-1} A^T r x T M^{-1} L \quad \text{by (2.2)}$$

Substituting the above equality into (3.10) gives (3.7).
On the other hand, if we set
\[ K = \left[ \Psi \|r\|_2 (I_n - \frac{1}{\|r\|_2} A^T r x^T), -\beta A^T, \Psi \|x\|_2 A^T (I_m - \frac{1}{\|r\|_2} r r^T) \right], \]
we can check that
\[ \Psi^2 M_1 M_1^T + \beta^2 L^T M^{-1} A^T A M^{-1} L = L^T M^{-1} K K^T M^{-1} L. \]
Again, by the equality \( \|X\|_2 = \|XX^T\|_2^{1/2} \) and (3.10), we have (3.8). □

**Remark 3.3** Note that the orders of the matrices in (3.7), (3.8), and (3.2) are \( k \times k, k \times (2m + n), \) and \( k \times (mn + m) \), respectively. Hence, when \( m \) and \( n \) are very large, both of the expressions (3.7) and (3.8) reduce the storage requirements significantly. However, forming the matrix in (3.7) explicitly is not desirable because computing the cross product \( A^T A \) may be potentially unstable [21, p. 386]. Therefore, in comparison, the expression (3.8) seems to be more preferred.

**Remark 3.4** The condition number in Theorem 3.2 is the simplified partial normwise condition number of the ILS problem. Setting \( L = I_n \) and \( \Psi = \beta = \xi = 1 \) in (3.2), and using the property on the spectral norm that for the matrices \( C \) and \( D \) of suitable orders, \( \|C, D\|_2 \leq \|C\|_2 + \|D\|_2 \), we have
\[ \kappa_{2ILS}(A, b) \leq \left\| \left( (Jr)^T \otimes M^{-1} \right) \Pi_{nn} - x^T \otimes (M^{-1} A^T J) \right\|_2 + \|M^{-1} A\|_2, \]
which is equivalent to the upper bound of the normwise condition number for the ILS problem given in [6] (2.10) or [13] (4.5) in essence.

As mentioned in Section 1 the ILS problem is a generalization of the LLS problem. Thus, setting \( J = I_m \) in the above results and noting, in this case, \( M = A^T A \) and \( A^T r = 0 \), we have the corresponding results on the partial condition numbers for the LLS problem.

**Corollary 3.5** The partial unified condition number of the LLS problem with respect to \( L \) is
\[ \kappa_{LLS}(A, b) = \left\| \text{diag}^\dagger(\xi) M_{\xi} \text{vec}(\Psi, \beta) \right\|_{\mu, \nu}, \]
where
\[ M_{\xi} = \left( (r^T \otimes (L^T (A^T A)^{-1})) \Pi_{nn} - x^T \otimes (L^T (A^T A)^{-1} A^T), L^T (A^T A)^{-1} A^T \right). \]
If \( \mu = \nu = 2 \), and the parameters \( \Psi, \beta, \) and \( \xi \) are positive real numbers, then
\[ \kappa_{2LLS}(A, b) = \frac{\left\| \Psi^2 \|r\|_2^2 L^T (A^T A)^{-2} L + \left( \Psi^2 \|x\|_2^2 + \beta^2 \right) L^T (A^T A)^{-1} L \right\|_2^{1/2}}{\xi} \]  
(3.13)
and
\[ \kappa_{2LLS}(A, b) = \frac{\left\| L^T (A^T A)^{-1} \left( \Psi \|r\|_2 I_n, -\beta A^T, \Psi \|x\|_2 A^T \right) \right\|_2}{\xi}. \]  
(3.14)

**Remark 3.6** If \( L \) is a column vector, i.e., \( k = 1 \), then (3.13) reduces
\[ \kappa_{2LLS}(A, b) = \left( \Psi^2 \|r\|_2^2 \left\| L^T (A^T A)^{-1} \right\|_2^2 + \left( \Psi^2 \|x\|_2^2 + \beta^2 \right) \left\| L^T A^T \right\|_2^2 \right)^{1/2}, \]
which is just the result given in [1] Corollary 1. Hereafter, \( A^T \) denotes the Moore-Penrose inverse of the matrix \( A \) (e.g., [21]).
Remark 3.7 Let $A = U \Sigma V^T$ be the thin singular value decomposition of $A$ appearing in the LLS problem with $U \in \mathbb{R}^{m \times n}$, $V \in \mathbb{R}^{n \times n}$, and $\Sigma = \text{diag}(\sigma_1, \ldots, \sigma_n)$ satisfying $U^T U = I_n = V^T V = V V^T$ and $\sigma_1 \geq \cdots \geq \sigma_n > 0$ (e.g., [21]). Then $A^T A = V \Sigma^2 V^T$. Substituting this equation into (3.13) and (3.14) yields

$$
\kappa_{2,\text{LLS}}(A, b) = \frac{\| L^T V \Sigma^{-2} \Sigma^{-2} V^T L \|_2^{1/2}}{\xi} = \frac{\| \Sigma^{-2} V^T L \|_2}{\xi}
$$

(3.15)

and

$$
\kappa_{2,\text{LLS}}(A, b) = \frac{\| L^T V \left[ \Psi \|r\|_2 \Sigma^{-2} - \beta \Sigma^{-1}, \Psi \|x\|_2 \Sigma^{-1} \right] P^T \|_2}{\xi},
$$

(3.16)

where $S$ is a diagonal matrix with the diagonal elements

$$
S_{ii} = \sqrt{\Psi^2 \| r \|_2 + \left( \Psi^2 \| x \|_2^2 + \beta^2 \right) \sigma_i^2}, \quad i = 1, \cdots, n,
$$

and $P$ is a column orthonormal and block-diagonal matrix with $V$, $U$, and $U$ on its diagonal.

When $\xi = 1$, (3.15) is just the expression given in [1], Theorem 1, where it was derived by an alternative approach. Although it is easy to check that (3.16) is equivalent to (3.15), the expression (3.16) (or (3.14)) is new as far as we know.

In addition, since $M = A_p A_p - A_q A_q$ if $A$ is divided into $A = [A_p, A_q]^T$ with $A_p \in \mathbb{R}^{p \times n}$ and $A_q \in \mathbb{R}^{q \times n}$, we can apply the generalized singular value decomposition of the matrix pair $A_p, A_q$ [36] to rewrite the condition number (3.7) or (3.8) of the ILS problem as done above for the LLS problem. Due to its complexity and length, the topic will be considered in a separate paper.

Now we consider the partial condition number with $\mu = \nu = \infty$ for the ILS problem (1.1), from which the partial mixed and componentwise condition numbers follow.

Theorem 3.8 ($\infty$-norm) When $\mu = \nu = \infty$, the partial condition number of the ILS problem (1.1) with respect to $L$ is

$$
\kappa_{\infty,\text{ILS}}(A, b) = \left\| \text{diag}^+(\xi) M_{\xi} \text{diag}(\text{vec}(\Psi, \beta)) \right\|_{\infty} = \left\| \frac{M_{\xi}}{\| \xi \|} \right\|_{\infty},
$$

(3.17)

where $M_{\xi}$ is defined by (3.4).

In particular, setting $\Psi = A$, $\beta = b$, and $\xi = [\| L^T x(A, b) \|_{\infty}, \cdots, \| L^T x(A, b) \|_{\infty}]^T$ or $\xi = L^T x(A, b)$, we get the corresponding partial mixed or componentwise condition number

$$
\kappa_{m,\text{ILS}}(A, b) = \frac{\left\| M_{\xi} \right\|_{\infty} \| \text{vec}(A, b) \|_{\infty}}{\| L^T x(A, b) \|_{\infty}}, \quad (3.18)
$$

or

$$
\kappa_{\text{ILS}}(A, b) = \frac{\left\| M_{\xi} \right\|_{\infty} \| \text{vec}(A, b) \|_{\infty}}{\| L^T x(A, b) \|_{\infty}}. \quad (3.19)
$$

Proof. Letting $\mu = \nu = \infty$ in (3.3) gives the first part of (3.17). The second part of (3.17) can be obtained by considering the proof of Lemma 2 in [11] and (2.1). The expressions (3.18) and (3.19) are the straightforward results of (3.17).

Remark 3.9 When $L = I_n$, (3.18) and (3.19) reduce to the mixed and componentwise condition numbers for the ILS problem (1.1) established in [32]. If we set $J = I_n$ in Theorem 3.8 we have the corresponding results for the LLS problem:

$$
\kappa_{m,\text{LLS}}(A, b) = \left\| \text{diag}^+(\xi) \tilde{M}_{\xi} \text{diag}(\text{vec}(\Psi, \beta)) \right\|_{\infty} = \left\| \frac{\tilde{M}_{\xi}}{\| \xi \|} \right\|_{\infty},
$$
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\[ \kappa_{m,\text{ILS}}(A, b) = \| (r^T \otimes (L^T A A^{-1})) \Pi_{mn} - x^T \otimes (L^T A A^{-1}) A^T \| \text{vec}(A) + \| L^T A A^{-1} A^T \| b \|_{\infty}^{\infty}, \]

and

\[ \kappa_{\text{ILS}}(A, b) = \| (r^T \otimes (L^T A A^{-1})) \Pi_{mn} - x^T \otimes (L^T A A^{-1}) A^T \| \text{vec}(A) + \| L^T A A^{-1} A^T \| b \|_{\infty}^{\infty}, \]

where \( M_{\Sigma} \) is defined by (3.12), and the mixed and componentwise condition numbers are the same as the ones derived from [2].

4 The structured partial condition numbers of the ILS problem

Let \( S_1 \subset \mathbb{R}^{m \times n} \) and \( S_2 \subset \mathbb{R}^{m} \) be two linear subspaces. The former consists of a class of matrices having the same structure such as the symmetric matrices, the Toeplitz matrices, the Hankel matrices and so on (e.g., [10, 22, 38, 39]), and the latter comprises a class of structured vectors. According to [22, 31, 38], we have that if \( A \in S_1 \) and \( b \in S_2 \), then

\[ \text{vec}(A) = \Phi_{S_1} s_1, \quad b = \Phi_{S_2} s_2, \]

where \( \Phi_{S_1} \in \mathbb{R}^{mn \times k_1} \) and \( \Phi_{S_2} \in \mathbb{R}^{mn \times k_2} \) are the fixed structure matrices respectively reflecting the structures of \( S_1 \) and \( S_2 \), and \( s_1 \in \mathbb{R}^{k_1} \) and \( s_2 \in \mathbb{R}^{k_2} \) are the vectors of independent parameters in the structured matrices and vectors, respectively.

Now, in a similar manner as (3.2), we present the definition of the structured partial unified condition number for the ILS problem (1.1) with respect to \( L \):

\[ \kappa_{\text{ILS}}^s(A, b) = \sup_{\text{vec} (\frac{\Delta A}{\mu}, \frac{\Delta b}{\nu}) \neq 0 \atop \Delta A, \Psi \in S_1, \Delta b, \beta \in S_2} \frac{\| \gamma(A, b); \nu, \beta, \theta \|_1}{\| \text{vec} (\frac{\Delta A}{\mu}, \frac{\Delta b}{\nu}) \|_2}, \quad (4.1) \]

where the requirement on the parameters \( \Psi \) and \( \beta \) is the same as the one in (3.2). Moreover, two additional requirements on \( \Psi \) and \( \beta \), i.e., \( \Psi \in S_1 \) and \( \beta \in S_2 \), are added. Since it is difficult to take supremum over the structured data space \( S_2 \), in the following, we mainly focus on some specific norms to tackle this problem.

Firstly, we set \( \mu = \nu = 2 \). In this case, substituting (3.6) and (3.5) into (4.1) gives

\[ \kappa_{2,\text{ILS}}^s(A, b) = \sup_{\text{vec} (\frac{\Delta A}{\mu}, \frac{\Delta b}{\nu}) \neq 0 \atop \Delta A, \Psi \in S_1, \Delta b, \beta \in S_2} \frac{\| \text{vec}(\frac{\Delta A}{\mu}, \frac{\Delta b}{\nu}) \|_2}{\| \text{vec}(\frac{\Delta A}{\mu}, \frac{\Delta b}{\nu}) \|_2^{\mu}}, \quad (4.2) \]

Since \( \Delta A, \Psi \in S_1 \) and \( \Delta b, \beta \in S_2 \), based on the explanation at the beginning of this section, we have

\[ \text{vec}(\Delta A) = \Phi_{S_1} \Delta s_1, \quad \text{vec}(\Psi) = \Phi_{S_1} \varphi, \quad \Delta b = \Phi_{S_2} \Delta s_2, \quad \beta = \text{vec}(\beta) = \Phi_{S_2} \theta, \quad (4.3) \]

where \( \Delta s_1 \in \mathbb{R}^{k_1} \) and \( \Delta s_2 \in \mathbb{R}^{k_2} \) can be regarded as the corresponding perturbations of \( s_1 \) and \( s_2 \), and \( \varphi \in \mathbb{R}^{k_1} \) and \( \theta \in \mathbb{R}^{k_2} \) can be interpreted as the vectors of the parameters that really work in \( \Psi \) and \( \beta \). As a result,

\[ \text{vec} \left( \frac{\Delta A}{\Psi} \right) = \Phi_{S_1} \frac{\Delta s_1}{\varphi}, \quad \frac{\Delta b}{\beta} = \Phi_{S_2} \frac{\Delta s_2}{\theta}. \]
which can be written together as

\[
\begin{bmatrix}
\text{vec}(\frac{\Delta}{\varphi})
\end{bmatrix} = \begin{bmatrix}
\Phi_{S_1} & 0
\end{bmatrix} \begin{bmatrix}
\frac{\Delta}{\varphi} \\
0 & \Phi_{S_2}
\end{bmatrix}.
\] (4.4)

Substituting the above equation into (4.2) yields

\[
\kappa^S_{2,ILS}(A, b) = \sup_{\Delta_1, \varphi \in \mathbb{R}^{k_1}, \Delta_2, \varphi \in \mathbb{R}^{k_2}} \left\| \text{diag}^+(\xi) M' \text{diag}(\varphi, \beta) \begin{bmatrix}
\Phi_{S_1} & 0 \\
0 & \Phi_{S_2}
\end{bmatrix} \begin{bmatrix}
\frac{\Delta}{\varphi} \\
0 & \frac{\Delta}{\varphi}
\end{bmatrix} \right\|_2. \] (4.5)

Since

\[
\left\| \begin{bmatrix}
\Phi_{S_1} & 0 \\
0 & \Phi_{S_2}
\end{bmatrix} \begin{bmatrix}
\frac{\Delta}{\varphi} \\
0 & \frac{\Delta}{\varphi}
\end{bmatrix} \right\|_2 = \left\| \begin{bmatrix}
\frac{\Delta}{\varphi} \\
0 & \frac{\Delta}{\varphi}
\end{bmatrix} \right\|_2^{1/2}
\]

and the structured matrices \( \Phi_{S_1} \) and \( \Phi_{S_2} \) are column orthogonal \( [31] \),

\[
\left\| \begin{bmatrix}
\Phi_{S_1} & 0 \\
0 & \Phi_{S_2}
\end{bmatrix} \begin{bmatrix}
\frac{\Delta}{\varphi} \\
0 & \frac{\Delta}{\varphi}
\end{bmatrix} \right\|_2 = \left\| \begin{bmatrix}
D_1 & 0 \\
0 & D_2
\end{bmatrix} \begin{bmatrix}
\frac{\Delta}{\varphi} \\
0 & \frac{\Delta}{\varphi}
\end{bmatrix} \right\|_2,
\] (4.6)

where \( D_1 = \text{diag}(w_1) \) and \( D_2 = \text{diag}(w_2) \) with

\[
w_1 = [\|\Phi_{S_1}(:,1)\|_2, \cdots, \|\Phi_{S_1}(:,k_1)\|_2]^T, \quad w_2 = [\|\Phi_{S_2}(:,1)\|_2, \cdots, \|\Phi_{S_2}(:,k_2)\|_2]^T.
\]

Combining (4.5) and (4.6) implies

\[
\kappa^S_{2,ILS}(A, b) = \sup_{\Delta_1, \varphi \in \mathbb{R}^{k_1}, \Delta_2, \varphi \in \mathbb{R}^{k_2}} \left\| \text{diag}^+(\xi) M' \text{diag}(\varphi, \beta) \begin{bmatrix}
\Phi_{S_1} D_1^{-1} & 0 \\
0 & \Phi_{S_2} D_2^{-1}
\end{bmatrix} \begin{bmatrix}
D_1 & 0 \\
0 & D_2
\end{bmatrix} \begin{bmatrix}
\frac{\Delta}{\varphi} \\
0 & \frac{\Delta}{\varphi}
\end{bmatrix} \right\|_2.
\]

Considering that \( \begin{bmatrix}
D_1 & 0 \\
0 & D_2
\end{bmatrix} \) is nonsingular, for the above equation, we can take the supremum over all the parameters in \( \mathbb{R}^{k_1+k_2} \), and hence get the following theorem.

**Theorem 4.1 (Structured 2-norm)** Let \( A \in S_1 \) and \( b \in S_2 \). Then the structured partial condition number under 2-norm of the ILS problem (1.1) with respect to \( L \) is

\[
\kappa^S_{2,ILS}(A, b) = \left\| \text{diag}^+(\xi) M' \text{diag}(\varphi, \beta) \begin{bmatrix}
\Phi_{S_1} D_1^{-1} & 0 \\
0 & \Phi_{S_2} D_2^{-1}
\end{bmatrix} \begin{bmatrix}
D_1 & 0 \\
0 & D_2
\end{bmatrix} \right\|_2,
\] (4.7)

where \( M' \) is defined by (3.4).

If the parameters \( \Psi, \beta, \) and \( \xi \) are positive real numbers, then

\[
\kappa^S_{2,ILS}(A, b) = \left\| \begin{bmatrix}
\Psi & 0 \\
0 & \Psi
\end{bmatrix} \begin{bmatrix}
\Phi_{S_1} D_1^{-1} & 0 \\
0 & \Phi_{S_2} D_2^{-1}
\end{bmatrix} \right\|_2.
\] (4.8)
Remark 4.2 It is easy to verify that
\[
\begin{bmatrix}
\Phi_S \hat{D}_1^{-1} & 0 \\
0 & \Phi_S \hat{D}_2^{-1}
\end{bmatrix}
\]
is column orthonormal. Thus,
\[
\kappa^S_{\text{ILS}}(A, b) \leq \kappa_{\text{ILS}}(A, b).
\]
That is, the structured partial condition number \((4.8)\) is always tighter than the unstructured one \((3.9)\). This fact can also be seen from the definitions of the condition numbers \((4.1)\) and \((3.2)\). As done in \([38, 39, 46]\), it is interesting to investigate the ratio \(\kappa^S_{\text{ILS}}(A, b)/\kappa_{\text{ILS}}(A, b)\) to see whether the former can be much smaller than the latter. We won’t consider this topic in this paper, and only provide a numerical example in Section 7 to show that the structured partial condition numbers, including the structured partial mixed and componentwise condition numbers given below, are indeed tighter than the corresponding unstructured ones.

Remark 4.3 Setting \(J = I_m\) in \((4.8)\), we have the structured partial condition number under 2-norm of the LLS problem with respect to \( \Theta \):\[
\kappa^S_{\text{ILS}}(A, b) = \frac{\| [\Psi (r^T \otimes (L^T A^{-1})) \Pi_{mn} - x^T \otimes (L^T A^\dag)] \Phi_S \hat{D}_1^{-1}, \beta L^T A^\dag \Phi_S \hat{D}_2^{-1} \|_2}{\xi}.
\] (4.9)

Further, the corresponding result for the linear system can be obtained by setting \(A\) to be nonsingular and noting \(r = 0\):
\[
\kappa^S_{\text{ILS}}(A, b) = \frac{\| [\Psi (-x^T \otimes (L^T A^{-1})) \Phi_S \hat{D}_1^{-1}, \beta L^T A^{-1} \Phi_S \hat{D}_2^{-1} \|_2}{\xi}.
\] (4.10)

Noting that
\[
\frac{\| [\Psi (-x^T \otimes (L^T A^{-1})) \Phi_S \hat{D}_1^{-1} \|_2}{\| D_1 \|_2} \leq \frac{\| [\Psi (-x^T \otimes (L^T A^{-1})) \Phi_S \hat{D}_1^{-1} \|_2}{\| \Psi (-x^T \otimes (L^T A^{-1})) \Phi_S \|_2 \| D_1^{-1} \|_2},
\]
we can find that the structured condition number \((4.10)\) with \(L = I_n\) and \(\Psi = \beta = \xi = 1\) is equivalent to the one given in \([38]\) in essence.

In addition, the structured condition number for the LLS problem under two conditions derived in \([46]\) is a little different from \((4.9)\). The main difference is that the term involved with \(r\) is missing in the former because of those two conditions. The condition number \((4.9)\) without the term on \(r\) and with \(L = I_n\) and \(\Psi = \beta = \xi = 1\) will be equivalent to the one in \([46]\).

Now we set \(\mu = \nu = \infty\). In this case, \((4.6)\) doesn’t hold any more. But, considering the properties of the structure matrices \(\Phi_S\) and \(\Phi_S^2\) (e.g., \([31, \text{Theorem 4.1}]\) and \([38, \text{p. 10}]\)) and the definition of the \(\infty\)-norm, and noting \((4.4)\), we have
\[
\left\| \begin{bmatrix}
\text{vec}(\Delta_1) \\
\Delta_2 \end{bmatrix}
\right\|_{\infty} = \left\| \begin{bmatrix}
\Phi_{S_1} & 0 \\
0 & \Phi_{S_2}
\end{bmatrix} \begin{bmatrix}
\Delta_1 \\Delta_2
\end{bmatrix}
\right\|_{\infty} = \left\| \begin{bmatrix}
\Delta_1 \\
\Delta_2
\end{bmatrix}
\right\|_{\infty}.
\] (4.11)

Substituting \((3.5)\) and \((4.11)\) into \((4.1)\) and using \((4.3)\) yields
\[
\kappa^S_{\text{ILS}}(A, b) = \sup_{\Delta_1, \Delta_2 \in \mathbb{R}^n, \Delta_2 \neq 0} \left\| \begin{bmatrix}
\Delta_1 \\Delta_2
\end{bmatrix} \begin{bmatrix}
\Phi_{S_1} & 0 \\
0 & \Phi_{S_2}
\end{bmatrix} \begin{bmatrix}
\Delta_1 \\Delta_2
\end{bmatrix}
\right\|_{\infty}.
\]
Remark 4.6

Remark 4.7

Theorem 4.4 (Structured \( \infty \)-norm) Let \( A \in S_1 \) and \( b \in S_2 \). Then the structured partial condition number under \( \infty \)-norm for the ILS problem (1.1) with respect to \( L \) is

\[
\kappa_{mILS}^S(A, b) = \frac{\| \text{diag}^+(\xi) M' \begin{bmatrix} \Phi_{S_1} & 0 \\ 0 & \Phi_{S_2} \end{bmatrix} \text{diag}(\varphi, \theta) \|_\infty}{\| L^T x(A, b) \|_\infty},
\]

where \( M' \) is defined by (3.4).

In particular, setting \( \Psi = A \) and \( \beta = b \), i.e., \( \varphi = s_1 \) and \( \theta = s_2 \), and \( \xi = [\| L^T x(A, b) \|_\infty, \ldots, \| L^T x(A, b) \|_\infty]^T \) or \( \xi = L^T x(A, b) \), we have the structured partial mixed or componentwise condition number

\[
\kappa_{mILS}^S(A, b) = \frac{\| M' \begin{bmatrix} \Phi_{S_1} & 0 \\ 0 & \Phi_{S_2} \end{bmatrix} \|_\infty}{\| L^T x(A, b) \|_\infty},
\]

or

\[
\kappa_{cILS}^S(A, b) = \frac{\| M' \begin{bmatrix} \Phi_{S_1} & 0 \\ 0 & \Phi_{S_2} \end{bmatrix} \|_\infty}{\| L^T x(A, b) \|_\infty}.
\]

As the special case, the corresponding results for the LLS problem can be obtained.

Corollary 4.5 Let \( A \in S_1 \) and \( b \in S_2 \). Then the structured partial condition number under \( \infty \)-norm for the LLS problem with respect to \( L \) is

\[
\kappa_{mLLS}^S(A, b) = \frac{\| \text{diag}^+(\xi) \tilde{M}' \begin{bmatrix} \Phi_{S_1} & 0 \\ 0 & \Phi_{S_2} \end{bmatrix} \text{diag}(\varphi, \theta) \|_\infty}{\| L^T x(A, b) \|_\infty},
\]

where \( \tilde{M}' \) is defined by (3.12).

In particular, we also have the structured partial mixed and componentwise condition numbers

\[
\kappa_{mLLS}^S(A, b) = \frac{\| \begin{bmatrix} (r^T \otimes (L^T A^{-1})) \Pi_{mn} - x^T \otimes (L^T A^\dagger), L^T A^\dagger \end{bmatrix} \begin{bmatrix} \Phi_{S_1} & 0 \\ 0 & \Phi_{S_2} \end{bmatrix} \|_\infty}{\| L^T x(A, b) \|_\infty},
\]

\[
\kappa_{cLLS}^S(A, b) = \frac{\| \begin{bmatrix} (r^T \otimes (L^T A^{-1})) \Pi_{mn} - x^T \otimes (L^T A^\dagger), L^T A^\dagger \end{bmatrix} \begin{bmatrix} \Phi_{S_1} & 0 \\ 0 & \Phi_{S_2} \end{bmatrix} \|_\infty}{\| L^T x(A, b) \|_\infty}.
\]

Remark 4.6 When \( L = I_n \), the structured mixed and componentwise condition numbers in Corollary 4.5 will be equivalent to the ones in [10].

Remark 4.7 All the structures involved in the above results are linear. It is interesting to consider the structured partial condition numbers for the ILS problem under nonlinear structures as done in [10] for the Moore-Penrose inverse and the LLS problem. We will consider this topic in the future research.
5 Connections between ILS and TLS problems

In this section, we consider the partial condition numbers of a special ILS problem, from which we can obtain the corresponding results for the TLS problem.

Let the matrices and vector in the ILS problem \((1.1)\) be
\[
\tilde{A} = \begin{bmatrix} A \\ B \end{bmatrix}, \quad \tilde{b} = \begin{bmatrix} b \\ d \end{bmatrix}, \quad \tilde{J} = \begin{bmatrix} I_m & 0 \\ 0 & -I_s \end{bmatrix},
\]
where \(A \in \mathbb{R}^{m \times n}\) and \(b \in \mathbb{R}^m\) are the same as the ones in \((1.1)\), \(B \in \mathbb{R}^{s \times n}\) and \(d \in \mathbb{R}^s\), and assume that \(\tilde{M} = \tilde{A}^T \tilde{J} \tilde{A}\) is positive definite. Thus, from \((3.1)\), it follows that
\[
g'(\tilde{A}, \tilde{b}) \circ (\Delta \tilde{A}, \Delta \tilde{b}) = L^T \tilde{M}^{-1} \left[ \begin{array}{c} \Delta A \\ \Delta B \end{array} \right]^T \tilde{J} - L^T \tilde{M}^{-1} \tilde{A}^T \tilde{J} \left[ \begin{array}{c} \Delta A \\ \Delta B \end{array} \right] x + L^T \tilde{M}^{-1} \tilde{A}^T \tilde{J} \left[ \begin{array}{c} \Delta b \\ \Delta d \end{array} \right]
\]
\[
= L^T \tilde{M}^{-1}((\Delta A)^T r - (\Delta B)^T s) + L^T \tilde{M}^{-1}(A^T \Delta A - B^T \Delta B) x
\]
\[
+ L^T \tilde{M}^{-1}(A^T \Delta b - B^T \Delta d).
\]
(5.1)

In deriving \((5.1)\), the result \(\tilde{r} = \begin{bmatrix} r \\ s \end{bmatrix}\) with \(r = b - Ax\) and \(s = d - Bx\) is used. As done in \((5.5)\), using \((2.4)\) and \((2.5)\), we have
\[
g'(\tilde{A}, \tilde{b}) \circ (\Delta \tilde{A}, \Delta \tilde{b}) = \left[ \left(r^T \otimes (L^T \tilde{M}^{-1}) \right) \Pi_{mn} - x^T \otimes (L^T \tilde{M}^{-1} A^T), L^T \tilde{M}^{-1} A^T \right] \left[ \begin{array}{c} \text{vec}(\Delta A) \\ \text{vec}(\Delta b) \end{array} \right]
\]
\[
+ \left[ x^T \otimes (L^T \tilde{M}^{-1} B^T) - (s^T \otimes (L^T \tilde{M}^{-1})) \Pi_{mn}, -L^T \tilde{M}^{-1} B^T \right] \left[ \begin{array}{c} \text{vec}(\Delta A) \\ \text{vec}(\Delta d) \end{array} \right].
\]
(5.2)

Now assume that both \(B\) and \(d\) are the differentiable functions of \(A\) and \(b\), i.e., \(B\) and \(d\) can be written as
\[
B = f_1(A, b), \quad d = f_2(A, b).
\]
As a result,
\[
\Delta B = f'_1(A, b) \circ (\Delta A, \Delta b) + O(\|\|\Delta A, \Delta b\|\|^2_F), \quad \Delta d = f'_2(A, b) \circ (\Delta A, \Delta b) + O(\|\|\Delta A, \Delta b\|\|^2_F).
\]

Omitting the higher-order terms and using the properties of Kronecker product, the above equations can be written as (e.g., [24], p. 257)
\[
\text{vec}(\Delta B) = [M_1, M_2] \left[ \begin{array}{c} \text{vec}(\Delta A) \\ \Delta b \end{array} \right], \quad \Delta d = [M_3, M_4] \left[ \begin{array}{c} \text{vec}(\Delta A) \\ \Delta b \end{array} \right].
\]
(5.3)

Substituting \((5.3)\) into \((5.2)\) implies
\[
g'(A, b) \circ (\Delta A, \Delta b) = [N_1, N_2] \left[ \begin{array}{c} \text{vec}(\Delta A) \\ \Delta b \end{array} \right] + [N_3, N_4] \left[ \begin{array}{c} M_1 M_2 \\ M_3 M_4 \end{array} \begin{array}{c} \text{vec}(\Delta A) \\ \Delta b \end{array} \right]
\]
\[
= [N_1 + N_3 M_1 + N_4 M_3, N_2 + N_3 M_2 + N_4 M_4] \left[ \begin{array}{c} \text{vec}(\Delta A) \\ \Delta b \end{array} \right],
\]
where
\[
N_1 = (r^T \otimes (L^T \tilde{M}^{-1})) \Pi_{mn} - x^T \otimes (L^T \tilde{M}^{-1} A^T), \quad N_2 = L^T \tilde{M}^{-1} A^T,
\]
\[
N_3 = x^T \otimes (L^T \tilde{M}^{-1} B^T) - (s^T \otimes (L^T \tilde{M}^{-1})) \Pi_{mn}, \quad N_4 = -L^T \tilde{M}^{-1} B^T.
\]
(5.4)

Thus, analogous to the proof of Theorem \((3.1)\) we have an expression of the partial unified condition number of this special ILS problem with respect to \(L\):
\[
\kappa_{SILS}(A, b) = \| \text{diag}^+(\xi) \left[ N_1 + N_3 M_1 + N_4 M_3, N_2 + N_3 M_2 + N_4 M_4 \right] \text{diag}(\text{vec}(\Psi, \beta)) \|_{\mu, \nu}.
\]
Next, we consider a specific case. That is, set $B = \tilde{\sigma}_{n+1} I_n$ and $d = 0$. Here, $\tilde{\sigma}_{n+1}$ is the smallest singular value of the matrix $[A, b]$ and is always assumed to be smaller than $\sigma_n$, the smallest singular value of $A$. In this case, $\tilde{M} = A^T \tilde{J} A = A^T A - \tilde{\sigma}_{n+1}^2 I_n$ is positive definite, and hence the specific ILS problem has the unique solution
\[ x(A, b) = \tilde{M}^{-1} \tilde{A}^T \tilde{J} b = (A^T A - \tilde{\sigma}_{n+1}^2 I_n)^{-1} A^T b, \]
which is just the unique solution to the TLS problem expressed as
\[
\text{TLS: } \min_{E, \varepsilon} \| [E, \varepsilon] \|_F, \text{ subject to } (A + E)x = b + \varepsilon.
\]
This problem was initially discussed in the seminal paper [16] and has many applications [25].

For the above case, from [3], we have
\[
\Delta B = \tilde{\sigma}_{n+1}^{-1} r^T (\Delta b - \Delta A x) I_n + \theta((\Delta A, \Delta b)\|_F^2),
\]
and hence
\[
M_1 = -\frac{\tilde{\sigma}_{n+1}^{-1}}{(1 + \|x\|^2)} \text{vec}(I_n)(x^T \otimes r^T), \quad M_2 = \frac{\tilde{\sigma}_{n+1}^{-1}}{(1 + \|x\|^2)} \text{vec}(I_n)r^T.
\]
Thus, noting $s = -\tilde{\sigma}_{n+1} x$, $M_1 = 0$, $M_2 = 0$, (5.4), and (5.5), and using (2.4), (2.5) and (2.7), we obtain
\[
N_1 + N_3 M_1 = \left( r^T \otimes (L^T \tilde{M}^{-1}) \right) \Pi_{mn} - x^T \otimes (L^T \tilde{M}^{-1} A^T)
\]
\[
- \frac{1}{(1 + \|x\|^2)} \left( x^T \otimes (L^T \tilde{M}^{-1}) + (x^T \otimes (L^T \tilde{M}^{-1}) \Pi_{sn} \right) \text{vec}(I_n)(x^T \otimes r^T),
\]
\[
= \left( r^T \otimes (L^T \tilde{M}^{-1}) \right) \Pi_{mn} - x^T \otimes (L^T \tilde{M}^{-1} A^T)
\]
\[
- \frac{2L^T \tilde{M}^{-1} x (x^T \otimes r^T)}{(1 + \|x\|^2)} \quad \text{by (2.4) and (2.5)}
\]
\[
= \left( r^T \otimes (L^T \tilde{M}^{-1}) \right) \Pi_{mn} - x^T \otimes (L^T \tilde{M}^{-1} A^T) - \frac{2(x^T \otimes (L^T \tilde{M}^{-1} x r^T)}{(1 + \|x\|^2)} \quad \text{by (2.7)}
\]
and
\[
N_2 + N_3 M_2 = L^T \tilde{M}^{-1} A^T + \frac{1}{(1 + \|x\|^2)} \left( x^T \otimes (L^T \tilde{M}^{-1}) + (x^T \otimes (L^T \tilde{M}^{-1}) \Pi_{sn} \right) \text{vec}(I_n)r^T
\]
\[
= L^T \tilde{M}^{-1} A^T + \frac{2L^T \tilde{M}^{-1} x r^T}{(1 + \|x\|^2)} \quad \text{by (2.4) and (2.5)}
\]
Setting $D_\sigma = L^T \tilde{M}^{-1} \left( A^T + \frac{2 x^T r^T}{1 + \|x\|^2} \right)$ and considering (5.6) implies an expression of the partial unified condition number for the above specific ILS problem, i.e., the TLS problem with respect to $L$:
\[
\kappa_{\text{TLS}}(A, b) = \left\| \text{diag}^+(\xi) \left( \left( r^T \otimes (L^T \tilde{M}^{-1}) \right) \Pi_{mn} - x^T \otimes D_\sigma \right), D_\sigma \right\|_{\mu, \nu} \text{diag}(\text{vec}(\Psi, \beta)) \|_{\mu, \nu}.
\] (5.7)

Further, if we set $\mu = \nu = 2$ and the parameters $\Psi, \beta, \text{}$ and $\xi$ to be positive real numbers, then
\[
\kappa_{2, \text{TLS}}(A, b) = \left\| \frac{\text{vec}(\Psi (r^T \otimes (L^T \tilde{M}^{-1}) \Pi_{mn} - x^T \otimes D_\sigma) + \beta D_\sigma) \|_2}{\xi},
\] (5.8)
which reduces to the result in [3] Proposition 2] when $\Psi = \beta = \xi = 1$.  
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Remark 5.1 Based on (5.8) or the equivalent expressions, some authors derived the closed formulas and the lower and upper bounds of the normwise condition number for the TLS problem using the singular value decompositions of $A$ and $[A,b]$ and the special properties of the TLS problem (e.g., [3] [26] [31]). For the general ILS problem, we have not obtained the corresponding results.

Now we set $\mu = v = \infty$, and $\Psi = A$, $\beta = b$, and $\xi = \left[\|L^T x(A,b)\|_\infty, \ldots, \|L^T x(A,b)\|_\infty\right]^T$ or $\xi = L^T x(A,b)$. Thus, similar to Theorem 3.3, the partial mixed or componentwise condition number for the TLS problem with respect to $L$ can be obtained

$$\kappa_{mTLS}(A,b) = \frac{\left\|\left( r^T \otimes (L^T M^{-1}) \right) \Pi_{mn} - x^T \otimes D_\sigma \right\|_{\infty} \left\| vec(A,b) \right\|_{\infty}}{\left\| L^T x(A,b) \right\|_{\infty}} \quad (5.9)$$

or

$$\kappa_{TLS}(A,b) = \frac{\left\|\left( r^T \otimes (L^T M^{-1}) \right) \Pi_{mn} - x^T \otimes D_\sigma \right\|_{\infty} \left\| vec(A,b) \right\|_{\infty}}{\left\| L^T x(A,b) \right\|_{\infty}} \quad . \quad (5.10)$$

Remark 5.2 When $L = I_n$, the mixed and componentwise condition numbers in (5.9) and (5.10) are equivalent to the corresponding ones derived from [48]; see also the discussions in [31] [44].

If the structure of the data in the TLS problem is taken into consideration, as done in Section 4, we can obtain the structured partial condition numbers for the TLS problem. These results without proof are presented as follows.

The structured partial condition number under 2-norm with the parameters $\Psi$, $\beta$, and $\xi$ being positive real numbers is

$$\kappa_{2TLS}(A,b) = \frac{\left\| \Psi \left( \left( r^T \otimes (L^T M^{-1}) \right) \Pi_{mn} - x^T \otimes D_\sigma \right) \Phi_{s_1} D_{s_2}^{-1} \right\|_2}{\xi} \quad (5.11)$$

Setting $L = I_n$ and $\Psi = \beta = \xi = 1$ in (5.11) leads to the structured normwise condition number for the TLS problem, which is equivalent to the one derived from [31] (29)).

The structured partial mixed or componentwise condition number, i.e., the involved norm is $\infty$-norm and the parameters $\Psi = A$, $\beta = b$, and $\xi = \left[\|L^T x(A,b)\|_\infty, \ldots, \|L^T x(A,b)\|_\infty\right]^T$ or $\xi = L^T x(A,b)$ is

$$\kappa_{mTLS}(A,b) = \frac{\left\| \left( \left( r^T \otimes (L^T M^{-1}) \right) \Pi_{mn} - x^T \otimes D_\sigma \right) \Phi_{s_1} D_{s_2}^{-1} \right\|_{\infty} \left\| s_1 \right\|_{\infty}}{\left\| L^T x(A,b) \right\|_{\infty}} \quad (5.12)$$

or

$$\kappa_{TLS}(A,b) = \frac{\left\| \left( \left( r^T \otimes (L^T M^{-1}) \right) \Pi_{mn} - x^T \otimes D_\sigma \right) \Phi_{s_1} D_{s_2}^{-1} \right\|_{\infty} \left\| s_1 \right\|_{\infty}}{\left\| L^T x(A,b) \right\|_{\infty}} \quad , \quad (5.13)$$

where the structured mixed condition number (5.12) with $\Phi_{s_2} = I_m$, that is, there is no structure requirement on $b$, and $L = I_n$ is equivalent to [31] (30) with $\lambda = 1$.

6 Statistical condition estimates

In this part, we focus on the methods for estimating the condition numbers under 2-norm or $\infty$-norm for the ILS problem.
6.1 Estimating condition number under 2-norm

From Theorem [3.2], we find that the main task to estimate $\kappa_{2ILS}(A, b)$ lies in how to obtain a reliable estimate of the spectral norm of matrix $A$. This can be carried out by the probabilistic spectral norm estimator [23]. Meanwhile, an approach based on the SSCE method [27] can also be applied to estimate $\kappa_{2ILS}(A, b)$ with $L = I_n$. In the following, the brief introductions on these two methods and the corresponding algorithms are presented.

**PCE method** As mentioned in Section [1], the probabilistic spectral norm estimator was proposed in [23], which provides a reliable estimate of the spectral norm. More precisely, a detailed analysis of the estimator in [23] showed that the spectral norm of a matrix can be contained in a small interval $[\alpha_1, \alpha_2]$ with high probability. Here, $\alpha_1$ is the guaranteed lower bound of the spectral norm of the matrix derived by the famous Lanczos bidiagonalization method [15] and $\alpha_2$ is the probabilistic upper bound of probability at least $1 - \varepsilon$ with $\varepsilon \ll 1$ derived by finding the largest zero of a polynomial. Moreover, we can require $\alpha_2/\alpha_1 \leq 1 + \delta$ with $\delta$ being a user-chosen parameter. Based on this estimator, Algorithm [1] for estimating the condition number under 2-norm of the function $\|S\|_2$ can be devised.

**Algorithm 1** Probabilistic condition estimator

1. Compute the matrix

$$S = L^T M^{-1} \left[ \Psi \|x\|_2 (I_n - \frac{1}{\|r\|_2} A^T r x^T), -\beta A^T, \Psi \|x\|_2 A^T (I_m - \frac{1}{\|r\|_2} r x^T) \right]$$

and choose a starting random vector $v_0$ from $\mathcal{U}(S_{2m+n-1})$, the uniform distribution over unit sphere $S_{2m+n-1}$ in $\mathbb{R}^{2m+n}$.

2. Compute the guaranteed lower bound $\alpha_1$ and the probabilistic upper bound $\alpha_2$ of $\|S\|_2$ by the probabilistic spectral norm estimator.

3. Estimate the partial condition number (3.8) by

$$\kappa_{2ILS}(A, b) = \frac{\alpha_1 + \alpha_2}{\delta}.$$

**Remark 6.1** It is well-known that finding the inverse of a matrix is expensive, and from [23], we know that in performing the probabilistic spectral norm estimator, what we really need is the product of the a vector, say $v_0$, with the matrix $S$ or $S^T$, but not the explicit form of $S$. Thus, we can do the following procedure to avoid computing $M^{-1}$. Let

$$D = \left[ \Psi \|x\|_2 (I_n - \frac{1}{\|r\|_2} A^T r x^T), -\beta A^T, \Psi \|x\|_2 A^T (I_m - \frac{1}{\|r\|_2} r x^T) \right]$$

and solve the linear equation $Mx = Dv_0$. Then, let $y = L^T x$, which is just the product of $v_0$ and $S$, i.e., $Sv_0$. In a similar way, we can compute $S^Tv_0$.

In addition, we can also find that Algorithm 1 is applicable to estimating the structured partial condition number (4.7) according to the introduction on the probabilistic spectral norm estimator.

**SSCE method** In [4], an approach based on the SSCE method [19, 27] is employed to estimate the normwise condition number for the LLS problem, and is showed to perform quite well. Now we apply the approach to estimate the condition number (5.7) with $L = I_n$. Denote by $\kappa_{2ILS}(A, b)$ the condition number under 2-norm of the function $z^Tx(A, b)$, where $z_\delta$ is chosen from $\mathcal{U}(S_{n-1})$ and are orthogonal. From (5.7), it is seen that

$$\kappa_{2ILS}(A, b) = \frac{\sqrt{z^T M^{-1} \left( \Psi^2 \|x\|_2^2 I_n + \left( \Psi^2 \|x\|_2^2 + \beta^2 \right) A^T A \right) M^{-1} z}}{\xi}.$$  

(6.1)
The analysis in [4] shows that
\[ \kappa_{ILS}(A, b) = \frac{\omega_k}{\omega_n} \sqrt{\sum_{i=1}^{k} \kappa^2_{ILS_i}(A, b)} \]  
(6.2)
is a good estimate of the condition number (3.7) with \( L = I_n \). In the above expression, \( \omega_k \) is the Wallis factor with \( \omega_1 = 1, \omega_2 = 2/\pi \), and
\[ \omega_k = \begin{cases} 
1 \cdot 3 \cdot 5 \cdots (k-2), & \text{for } k \text{ odd}, \\
2 \cdot 4 \cdot 6 \cdots (k-2), & \text{for } k \text{ even}, \\
\pi \cdot 2 \cdot 4 \cdot 6 \cdots (k-1), & \text{when } k > 2.
\end{cases} \]

It can be approximated by
\[ \omega_k \approx \sqrt{\frac{2}{\pi(k - \frac{1}{2})}} \]  
(6.3)
with high accuracy. In summary, we can propose Algorithm 2.

**Algorithm 2** An approach based on small-sample statistical condition estimation

1. Generate \( k \) vectors \( z_1, \cdots, z_k \) from \( U(S_{n-1}) \), and orthonormalize these vectors using the QR factorization.
2. For \( i = 1, \cdots, k \), compute \( \kappa_{ILS_i}(A, b) \) by (6.1).
3. Approximate \( \omega_k \) and \( \omega_n \) by (6.3) and estimate the condition number (3.7) with \( L = I_n \) by (6.2).

### 6.2 Estimating condition numbers under \( \infty \)-norm

For the partial mixed and componentwise condition numbers, we consider the SSCE method [19, 27], which has been used to estimate the condition numbers for the linear systems, the LLS problem, the matrix equations et al. (e.g., [4, 12, 28, 29, 30]). As done in the aforementioned references, we devise Algorithm 3 to estimate the condition numbers \( \kappa_{mILS}(A, b) \) and \( \kappa_{cILS}(A, b) \) in (3.18) and (3.19).

**Algorithm 3** Small-sample statistical condition estimation

1. Let \( t = m(n+1) \). Generate \( k \) vectors \( z_1, \cdots, z_k \) from \( U(S_{t-1}) \), and orthonormalize these vectors using the QR factorization.
2. Compute \( u_i = M_g'z_i \), and estimate the partial mixed and componentwise condition numbers in (3.18) and (3.19) by
\[ \kappa_{mILS}(A, b) = \frac{\| \kappa_{ssce} \|_\infty}{\| L^T x(A, b) \|_\infty}, \quad \kappa_{cILS}(A, b) = \frac{\| \kappa_{ssce} \|_\infty}{\| L^T x(A, b) \|_\infty}, \]
where \( \kappa_{ssce} = \frac{\omega_k}{\omega_n} \sum_{i=1}^{k} |u_i|^2 \), and the power and square root operation are performed on each entry of \( u_i, i = 1, \cdots, k \).

### 7 Numerical experiments

Three numerical examples are presented in this section. The first two are used to illustrate the reliability of the statistical condition estimators presented by Algorithms 1 and 2 and Algorithm 3 respectively, and the third one is used to compare the structured partial condition numbers and the unstructured ones. In these examples, for simplicity, we set \( \Psi = \beta = \xi = 1 \) and the matrix \( L \) to be the identity matrix.
Example 7.1 In this example, the ILS problem \((1.1)\) is generated as follows. First, form the matrix 
\[
A = \begin{bmatrix}
U_p & 0 \\
0 & U_q
\end{bmatrix}
D,
\]
where \(u_p \in \mathbb{R}^p, u_q \in \mathbb{R}^q\) and \(v \in \mathbb{R}^n\) are unit random vectors and \(D = n^{-1/2} \text{diag}(n, (n-1), \ldots, 1)\). It is easy to find that the condition number of \(A\), i.e., \(\kappa(A) = \|A\|_2 \|A^{-1}\|_2\), is \(n\). Then, set the solution \(x\) to be \(x = (1, 2, \ldots, n^2)\) and \(b = Ax + r\) with \(r\) being random vector of 2-norm \(\rho\), i.e., \(\|r\|_2 = \rho\).

In practical implementation, we set \(m = 200, n = 120,\) and \(p = 140\). It can be easily checked that \(A^TA\) is positive definite for this setting. For Algorithm \([\text{1}]\) we choose the parameters \(\delta = 0.01\) and \(\varepsilon = 0.001\). In this case, the inequalities \(\alpha_1 \leq \|S\|_2 \leq \alpha_2\) hold with a probability at least 99.9\%. and \(\alpha_1\) and \(\alpha_2\) satisfy the inequality \(\alpha_2/\alpha_1 \leq 1.01\). For Algorithm \([\text{2}]\) we set \(k = 3\). By varying the condition number of \(A\) and the 2-norm of the residual vector \(r\), we use 500 ILS problems for each pair of \(\kappa(A)\) and \(\rho\) to test the performance of the aforementioned two algorithms. To show the efficiency of statistical condition estimators clearly, we define the ratios between the estimate and the exact value as follows
\[
r_p = \kappa_{\text{2ILS}}(A,b)/\kappa_{\text{ILS}}(A,b), \quad r_s = \kappa_{\text{2ILS}}(A,b)/\kappa_{\text{ILS}}(A,b),
\]
and report the mean and variance of these ratios in Table \([\text{1}]\).

Table 1: The efficiency of statistical condition estimates in Algorithms \([\text{1}]\) and \([\text{2}]\).

| \(\kappa(A)\) | \(n^p\) | \(n^q\) |
|----------------|--------|--------|
| \(10^{-4}\) | \(r_p\) | 1.000e+00 | 6.845e-11 | 1.000e+00 | 6.671e-11 |
| \(r_s\) | 1.197e+01 | 4.149e-19 | 1.023e+00 | 1.764e-01 |
| \(10^{-2}\) | \(r_p\) | 1.000e+00 | 8.104e-11 | 1.000e+00 | 5.858e-11 |
| \(r_s\) | 1.197e+01 | 4.233e-15 | 1.034e+00 | 1.796e-01 |
| \(\kappa(A)\) | \(n^p\) | \(n^q\) |
| \(10^{-4}\) | \(r_p\) | 1.000e+00 | 8.346e-11 | 1.000e+00 | 8.690e-11 |
| \(r_s\) | 1.197e+01 | 4.346e-11 | 9.723e-01 | 1.618e-01 |
| \(10^{-2}\) | \(r_p\) | 1.001e+00 | 7.953e-11 | 1.000e+00 | 8.530e-11 |
| \(r_s\) | 1.197e+01 | 3.990e-07 | 1.032e+00 | 1.801e-01 |
| \(10^{-4}\) | \(r_p\) | 1.000e+00 | 1.077e-10 | 1.000e+00 | 8.682e-11 |
| \(r_s\) | 1.138e+01 | 3.071e-03 | 1.025e+00 | 1.743e-01 |

According to the explanation in \([\text{21}]\) Chapter 15], ‘an estimate of the condition number that is correct to within a factor 10 is usually acceptable, because it is the magnitude of an error bound that is of interest, not its precise value’, the results in Table \([\text{1}]\) show that both Algorithms \([\text{1}]\) and \([\text{2}]\) can give reliable estimates of the condition number under 2-norm in most cases. In comparison, Algorithm \([\text{1}]\) performs better and more stable, but Algorithm \([\text{2}]\) may behave bad when \(\kappa(A) = 1\). This latter phenomenon also appears in estimating the normwise condition number of the LLS problem; see \([\text{4}]\) for an explanation.

Example 7.2 This example is constructed according to \([\text{6}]\) and Example \([\text{7.1}]\). That is, the matrix \(A\) is formed as 
\[
A = \begin{bmatrix}
Q_1DU \\
\frac{1}{4}Q_2DU
\end{bmatrix},
\]
where $Q_1 \in \mathbb{R}^{p \times n}$, $Q_2 \in \mathbb{R}^{q \times n}$, and $U \in \mathbb{R}^{n \times n}$ are the random orthogonal matrices and $D \in \mathbb{R}^{n \times n}$ is a diagonal matrix with diagonal elements distributed exponentially from $\kappa^{-1}$ to 1. Then, set the solution $x$ and the residual vector $r$ as done in Example 7.1.

In the numerical experiments, we set $m = 120$, $n = 50$, $p = 70$, and $k = 3$. For each pair of $\kappa$ and $\rho$, 200 ILS problems are generated to test the performance of Algorithm 3. The numerical results on mean and variance of the ratios between the statistical condition estimate and the exact condition number defined by

$$
    r_m = \frac{\kappa_{mILS}(A,b)}{\kappa_{mILS}(A,b)} \quad \text{and} \quad r_c = \frac{\kappa_{cILS}(A,b)}{\kappa_{cILS}(A,b)}
$$

are reported in Table 3. These results confirm the analysis in Remark 4.2. Also, we can find that in some cases the unstructured condition number under 2-norm is much larger than the structured one.

**Example 7.3** The matrix $A$ in this example is formed as $A = [B^T, \frac{1}{2}B^T]^T$, where $B \in \mathbb{R}^{n \times n}$ is a nonsymmetric gaussian random Toeplitz matrix generated by the Matlab function `toeplitz(c,r)` with $c = \text{randn}(n,1)$ and $r = \text{randn}(n,1)$, and the solution $x$ and the residual vector $r$ are the same as the ones in Example 7.1. For the above setting, $m = 2n$ and the structure on $b$ is not considered. Meanwhile, we set $p = q = n$ in $J$. In this case, $A^TA$ is always positive definite when $B$ is nonsingular.

In the practical experiments, we set $n = 60$, and generate 200 ILS problems for each $\rho$. The numerical results on the ratios defined by

$$
    r_N = \frac{\kappa_{2ILS}(A,b)}{\kappa_{2ILS}(A,b)}, \quad r_M = \frac{\kappa_{mILS}(A,b)}{\kappa_{mILS}(A,b)}, \quad r_C = \frac{\kappa_{cILS}(A,b)}{\kappa_{cILS}(A,b)}
$$

are presented in Table 3. These results confirm the analysis in Remark 4.2. Also, we can find that in some cases the unstructured condition number under 2-norm is much larger than the structured one.

### 8 Conclusion

This paper first presents an explicit expression of the partial unified condition number of the ILS problem. Then, the explicit expressions of the partial normwise, mixed and componentwise condition numbers are obtained. These results generalize the corresponding ones for the LLS problem in [1,2] and
Table 3: Comparisons of the structured condition numbers and the unstructured ones

| ratios | $\rho$ |
|---|---|
| $r_N$ | $10^{-4}$ | $10^{-2}$ | $10^0$ | $10^2$ | $10^4$ |
| mean | 8.8414 | 8.6376 | 8.1939 | 8.9524 | 8.2121 |
| | 4.0977 | 4.0108 | 3.9511 | 4.1248 | 5.5935 |
| | 4.3096 | 4.2435 | 4.3426 | 4.3549 | 5.4572 |
| max | 45.7575 | 32.6965 | 25.0709 | 34.6592 | 17.5130 |
| | 8.8546 | 8.0559 | 7.6172 | 8.1457 | 10.4139 |
| | 8.5969 | 8.3016 | 8.7231 | 8.0207 | 10.4133 |

As far as we know, it is the first time to investigate the condition numbers for the TLS problem in this way. Finally, the statistical estimates of the derived condition numbers and the corresponding algorithms are provided. Numerical experiments show that these estimates are efficient and reliable. Meanwhile, a numerical example also confirms that the structured condition numbers are indeed tighter than the unstructured ones.
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