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Abstract

We study one-parameter deformations of Calabi-Yau type Fermat polynomial singularities along degree-one directions. We show that twisted sectors in the vanishing cohomology are components of automorphic forms for certain triangular groups. We prove consequently that genus zero Gromov-Witten generating series of the corresponding Fermat Calabi-Yau varieties are components of automorphic forms. The main tools we use are mixed Hodge structures for quasi-homogeneous polynomial singularities, Riemann-Hilbert correspondence, and genus zero mirror symmetry.
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1 Introduction

The interplay between Gromov-Witten (GW) theory (and other enumerative theories) and modular forms (and more generally automorphic forms) has been an interesting topic in the last few decades. On the one hand, the identification between generating series of enumerative invariants and automorphic forms can often reduce computations on the infinite sequences of invariants to finite computations and hence make it much easier for computational purposes. On the other hand, the nice properties of automorphic forms provide useful tools and perspectives to understand these invariants, and to test new ideas and conjectures in enumerative theories.

Our main idea in approaching modularity and automorphicity in the generating series of GW invariants (and other enumerative invariants) is illustrated in Figure below.
In the present work, for the A-model we shall study GW invariants of the Calabi-Yau (CY) variety

\[ M = \{ p(x) := \sum_{i=0}^{n} x_i^{n+1} = 0 \} \subseteq \mathbb{P}^n, \quad n \geq 2, \quad (1.1) \]

and certain quotients thereof. The invariants and corresponding genus zero mirror symmetry for the CY variety \( M \) have been extensively explored \cite{CdLOGP91, Giv96, Giv98, LLY97, LLY98}, our main focus is then the orbifold GW invariants of the quotients of \( M \), see e.g., \cite{LS14, IMRS21} for related studies.

For the B-model, we consider the mixed Hodge structure on the vanishing cohomology of the polynomial singularity

\[ f_a : \mathbb{C}^{n+1} \to \mathbb{C}, \]

\[ (z_0, z_1, \cdots, z_n) \mapsto \sum_{i=0}^{n} z_i^{n+1} - a \prod_{i=0}^{n} z_i, \quad a \in S, \quad (1.2) \]

where \( S := \mathbb{C} - \{ a^{n+1} = (n+1)^{n+1} \} \) is contained in the \( \mu \)-constant strata. Closely related is the CY variety

\[ Q_a = \{ f_a = 0 \} \subseteq \mathbb{P}^n, \quad a \in S. \quad (1.3) \]

The corresponding family of singularities or CY varieties will be referred to as the Dwork family in this work. The vanishing cohomology of the singularity \( f_a \) contains a subspace \( D_0 \) that is identical to the primitive part of \( H^{n-1}(Q_a) \) under the Poincaré residue map (see Section 2.1). This space is mirror to a subspace of \( H^{even}(M) \) and connects to the genus zero GW theory of the CY space \( M \).

The polynomial \( (1.2) \) is quasi-homogeneous with weighted degree \( q_i \) (called polynomial degree in what follows) of \( z_i \) given by \( q_i = 1/(n+1) \) for \( i = 0, 1, \cdots, n \). It is of Calabi-Yau type in the sense that the summation of the individual weighted degrees \( q_i \) is 1: \( \sum_{i=0}^{n} q_i = 1 \). The quasi-homogeneity leads to great simplifications in the studies of mixed Hodge structures for the singularities as we shall see.

**Automorphic bundles from vanishing cohomology**

Twisted sectors attached to a singularity are defined by using the mixed Hodge structure on the vanishing cohomology. They are represented by (leading parts of) geometric sections \cite{AGZV85}.

---

**Figure 1:** Automorphic bundles arise in both A-model and B-model. Identification of the corresponding D-modules arising in the two models provides a mirror map.
For a family of quasi-homogeneous polynomial singularities, they have very concrete descriptions. See Section 2.1 for their definitions and descriptions.

Consider the Dwork family of singularities (1.2). A direct calculation shows that each geometric section $s(z^m \Omega)$ satisfies a simple differential equation. It then gives rise to a flat vector bundle $D_m$ over a base $M$ that is related to $S$ by a finite covering map. By the Riemann-Hilbert correspondence (more concretely the monodromy representation), one obtains an orbifold structure on $M$, where $\Gamma_m < \text{PSL}_2(\mathbb{R})$ is a triangular group that acts on the upper-half plane $\mathcal{H}$. The multi-valued map $s_m : M \to \mathcal{H}$ is provided by the Schwarzian and will be called the Schwarzian uniformization in this work. Each cohomology sector $D_m$ then corresponds to a monodromy represen-tation

$$\rho_m : \Gamma_m \cong \pi_1^{\text{orb}}(T_m) \to \text{End}(D_m).$$

The bundle $D_m$ is an automorphic bundle for the triangular group $\Gamma_m$ in the sense of the definition below.

**Definition 1.1.** Let $\Gamma < \text{PSL}_2(\mathbb{R}) = \text{Aut} \mathcal{H}$ be a Fuchsian group acting on the upper-half plane $\mathcal{H}$. Let $e : \Gamma \times \mathcal{H} \to \text{GL}(\mathbb{V})$ be an automorphy factor, that is,

$$e_{\gamma_2}(\gamma_1 \tau) \circ e_{\gamma_1}(\tau) = e_{\gamma_2 \gamma_1}(\tau), \quad \forall \gamma_1, \gamma_2 \in \Gamma, \tau \in \mathcal{H}.$$

The bundle $V_e := \mathcal{H} \times_e \mathbb{V}$ over $\Gamma \backslash \mathcal{H}$ defined by $e \in H^1(\Gamma, \text{GL}(O(\mathcal{H}) \otimes \mathbb{V})$ is called an automorphic bundle for $\Gamma$. A (vector-valued) automorphic form with automorphy factor $e$ is a meromorphic section of the automorphic bundle $V_e$. Concretely, it is given by a meromorphic function $\phi : \mathcal{H} \to \mathbb{V}$ satisfying

$$\phi(\gamma \tau) = e_{\gamma}(\tau) \phi(\tau), \quad \forall \gamma \in \Gamma, \tau \in \mathcal{H}.$$  

Similarly, one can define automorphic bundles over the compactification of $\Gamma \backslash \mathcal{H}$ by specifying meromorphic behaviour at the cusps on $\Gamma \backslash \mathcal{H}$.

**Example 1.2.** Taking the automorphy factor $e$ to be a representation $\rho : \Gamma \to \text{GL}(\mathbb{V})$, then the automorphic bundle $V_e$ is a flat bundle. Taking $e$ to be the $j$-automorphy factor

$$j(\gamma, \tau) = (c\tau + d)^k, \quad \forall \gamma = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma, \quad k \in \mathbb{Z},$$

then one obtains the notion of automorphic forms of weight $k$. For a general $k \in \mathbb{Q}$, $(c\tau + d)^k$ is multi-valued, and needs to be accompanied by a multiplier system to yield an automorphy factor [Sch74, Kan77].

One can furthermore find a triangular group $\Gamma_* = \Gamma_{n+1,0,\infty} < \text{PSL}_2(\mathbb{R})$ such that for any $m$ there exists a natural homomorphism

$$\rho_{m,*} : \Gamma_* \to \Gamma_m,$$

which respects the semi-simple parts of their monodromy representations. See Section 2.4 for detailed discussions. Then the composition $\rho_m \circ \rho_{m,*}$ realizes $D_m$ as a representation of $\Gamma_*$. This tells that all cohomology bundles are in fact automorphic bundles for $\Gamma_*$.

**Theorem 1.3 (Theorem 2.5).** Consider the Dwork family of polynomial singularities (1.2). For each $m$, there exists a triple $\ell(m) = (\ell_0(m) = n + 1, \ell_1(m), \ell_\infty(m))$, such that the corresponding flat bundle $D_m$ over $M$ is an automorphic bundle and thus the geometric section $s[z^m \Omega]$ is the component of an automorphic form for the triangular group $\Gamma_{\ell_0(m), \ell_1(m), \ell_\infty(m)} < \text{PSL}_2(\mathbb{R})$. In particular, all of the geometric sections are components of automorphic forms for $\Gamma_{n+1,0,\infty}$.

1To be precise, the map to the coarse moduli is $T_m \to \overline{M}_m$, where $\overline{M}_m$ is obtained from $M$ by filling in the elliptic points (i.e., points with finite-order monodromies). See Section 2.3 for detailed explanation. Here we ignore this subtlety for notational convenience.
By Deligne’s canonical extension, the flat bundle $D_m$ extends to a vector bundle $D_m$ on the compactified orbifold $\overline{\mathcal{M}}$. Both automorphic bundles $D_m, D_m$ are equipped with Hodge filtrations $F^* D_m, F^* D_m$ which are induced from the ones defined on the vanishing cohomology bundle $H$. By definition, sections of $D_m, D_m$ and in particular those of the sub-bundles $F^i D_m, F^i D_m$, are components of automorphic forms with or without boundary conditions imposed at the elliptic points and cusps [SS14, CF17, CF19].

Moreover, for the cases with $\text{rank } D_m \leq 2$, the automorphy factors for the nontrivial top pieces $F^{\text{top}} D_m$ turn out to be given by the familiar $j$-automorphy factor (1.6) by using the Schwarzian uniformization, and the corresponding automorphic forms have weights given by $\text{rank } D_m - 1$. A frame of any other Hodge sub-bundle can then be obtained by applying the Gauss-Manin connection on that of $F^{\text{top}} D_m$. From the resulting frame one can directly read off the automorphy factor for the sub-bundle. Sections of these Hodge sub-bundles are analogues of quasi-modular forms [KZ95]. See Remark 2.7 and Section 2.4 for detailed discussions on these.

Automorphy of genus zero Gromov-Witten generating series

The sector $D_m$ with $m = 0$ plays a distinguished role for the following reasons.

- Consider the CY variety (1.3). As mentioned earlier, the $D_0$ sector in the vanishing cohomology of $f_s$ is identified with the primitive part $H^{n-1}(Q_s)$ via the Poincaré residue map. It establishes the so-called Landau-Ginzburg/Calabi-Yau correspondence [CR10] on the level of state spaces. Under mirror symmetry, it leads the identification of the genus zero Gromov-Witten theory of $M$ in (1.1) and the genus zero Fan-Jarvis-Ruan-Witten (FJRW) theory of $p : \mathbb{C}^{n+1} \to \mathbb{C}$.

- Generating series involving other sectors $D_m$ are often expanded in terms of the Schwarzian $s_0 \in \mathcal{H}_0$ arising from the sector $D_0$, instead of their own Schwarzians $s_m$ valued in $\mathcal{H}_m$. From the perspective of the GW theory of the mirror $M$, this is due to the divisor axiom. Note that here although both $\mathcal{H}_0$ and $\mathcal{H}_m$ are isomorphic to the upper-half plane $\mathcal{H}$, the corresponding Schwarzian maps on $\mathcal{M}$ are not identical.

In the cases of Fermat cubic and quartic, we can in fact show (see Section 2.4 and Appendix B) that the Schwarzian $s_0$ corresponds to the complex structure modulus $\tau$ for certain elliptic curve families.

Let us be a little more precise. Consider the genus zero GW theory of the CY variety $M$. According to genus zero mirror symmetry [Giv96, LLY97] for CY hypersurfaces in projective spaces, it is mirror to the theory of variation of Hodge structures for the Dwork family $\{Q_s\}_{s \in \mathbb{L}}$ in (1.3). By Theorem 3.1 and the Poincaré residue map mentioned above, we obtain the following result.

**Theorem 1.4 (Theorem 3.1).** Consider the genus zero Gromov-Witten invariants for the Calabi-Yau $(n - 1)$-fold $M$ defined by the vanishing locus of the Fermat polynomial $\sum_{i=0}^{n} x_i^{n+1} = 0$ in $\mathbb{P}^n$. Then the 1-function, as a generating series of certain one-point GW invariants of $M$, is a component of an automorphic form valued in $H^1(M)$ for the triangular group $\Gamma_{n+1,\infty,\infty}$. In particular, for the $n = 2, 3$ cases, the automorphic form is a vector-valued elliptic modular form (with possibly nontrivial multiplier systems) for certain congruence subgroup in $\text{PSL}_2(\mathbb{Z})$.

The D-module $D_0$ that underlies the variation of Hodge structures on the primitive part of $H^{n-1}(Q_s)$ captures not only genus zero data but also essential higher genus information [BCOV94, Wi99]. We demonstrate this on the Fermat quintic case which has been regarded as the prototypical example of mirror symmetry since its birth [GP90, CLS90, CDLOGP91]. Consider

---

2The family of mirror manifolds of $M$ is in fact the quotient of the Dwork family [Bat94], whose associated variation of Hodge structures is however equivalent to that of the Dwork family itself. See [CK99] and [Groz93] for nice expositions.
the Picard-Fuchs operator for the Dwork family \( \{Q_a\}_{a \in S} \) in (1.3)

\[
D_{\text{quintic}} = \theta^4 - z \prod_{k=1}^{4} (\theta + \frac{k}{5}), \quad z = 5^{-5}a^{-5}, \quad \theta := z \frac{\partial}{\partial z}.
\] (1.8)

Taking a basis of solutions near the maximally unipotent monodromy point \( z = 0 \) and denote them by \( l_0, l_1, l_2, l_3 \), respectively. Set \( T = l_1/l_0 \) and define the Yamaguchi-Yau polynomial ring \([BCOV94, YY04]\) to be (see Definition 2.12)

\[
\mathcal{F}_{\text{YY}} := C(z)[\frac{I'}{I_0}, \frac{I''}{I_0}, \frac{I'''}{I_0}, \frac{T'}{T}'], \quad '= \frac{\partial}{\partial z}.
\] (1.9)

A renowned conjecture \([BCOV94, YY04]\) in the studies of higher genus GW theory that has stimulated many progresses in the last few decades is that GW generating series of higher genus invariants of the Fermat quintic are polynomials lying in the Yamaguchi-Yau ring \( \mathcal{F}_{\text{YY}} \). This conjecture is recently proved in a series of works including \([Zin09, LP18, CGL18, GJR18]\), in which properties of the Yamaguchi-Yau polynomial ring plays a central role.

In this work we show the following result regarding the automorphy of this ring which seems to be of independent interest.

**Theorem 1.5** (Proposition 2.13, Theorem 2.14). Consider the Dwork family (1.3) with \( n = 4 \). The Yamaguchi-Yau ring \( \mathcal{F}_{\text{YY}} \) is a differential ring under \( \partial_z \), with generators being components of automorphic forms for \( \Gamma_{\infty, \infty, 5} \). Furthermore, the Yamaguchi-Yau generators are algebraically independent over \( C(z) \).

**Remark 1.6.** According to (1.5) in Definition 1.1, analytically automorphic forms are vector-valued functions on \( \mathcal{H} \) that enjoy nice symmetries under the action of \( \Gamma \) specified by the automorphy factors. Once the generating series in enumerative theories are proved to be automorphic forms, one can then use these symmetries to study relations between various enumerative theories defined over \( \mathcal{M} \) such as higher genus GW and FJRW theories \([SZ18, LSZ20]\). These relations are usually difficult to establish by other methods such as analytical continuation.

Many discussions in this work in fact apply to more general one-parameter deformations and to more general CY type quasi-homogeneous polynomial singularities, than the one given in (1.2), using the results from \([BH89, Ste77]\). In the latter situation the discussions are certainly more involved due to the possible singularities at infinity. We however have decided to focus only on Fermat polynomials and the one-parameter deformations (1.2), in order to keep the presentation relatively clean. We also remark that for multi-dimensional deformations we do not have a good understanding on the automorphic forms part yet, and wish to study them in a future investigation.

Quite a few results contained in this work are known to experts, especially those on the differential equations governing various sectors that have kept occurring in both GW theory and singularity theory. The main contribution of this work is, through carefully working out the details for several examples, to offer a Hodge-theoretic formulation for some of the problems in the studies of GW theory and its mirror symmetry, and to strengthen the connection between GW generating series and automorphic forms which recently seems to have provided useful perspectives to enumerative geometry.

**Organization of the paper**

In Section 2 we study the D-modules underlying various cohomology sectors in the Dwork family, and the corresponding automorphic bundles determined from the Riemann-Hilbert correspondence. We supply some examples in which the computations are carefully worked out. In addition, for the Fermat quintic we use differential Galois theory to study algebraic properties of the Yamaguchi-Yau ring.
In Section 3 we consider genus zero mirror symmetry of Fermat Calabi-Yau varieties. Applying the results in Section 2 we show that genus zero GW generating series are components of automorphic forms. We focus on quotients of the Fermat quartic K3 surface as examples, by showing that twisted sectors in the Chen-Ruan cohomology are matched with twisted sectors of the mirror singularity theory and the corresponding GW generating series are matched with oscillating integrals.

Some preliminaries on singularity theory are collected in Appendix A. Detailed discussions on elliptic modular forms appearing in the Fermat quartic case are carried out in Appendix B.
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2 Cohomology bundles and automorphic forms

In this section, we first explain the definition of twisted sectors using the mixed Hodge structure on the vanishing cohomology of a quasi-homogeneous singularity. Then we consider special one-parameter families of Calabi-Yau type Fermat polynomial singularities, with an emphasis on the Dwork family (1.2). We compute the D-modules corresponding to the twisted sectors of the latter and conclude that they correspond to automorphic bundles for certain triangular groups. Our main tools are the theory of mixed Hodge structures for quasi-homogeneous polynomial singularities and Riemann-Hilbert correspondence.

We follow closely the notation and expositions in [Kul98]. For completeness, some basics on singularities are collected in Appendix A, following [Sai83, Mat98, Kul98, ST08]. Readers who are unfamiliar with singularity theory are referred there for a quick introduction.

2.1 Twisted sectors for quasi-homogeneous singularities

Let \( z = (z_0, z_1, \ldots, z_n) \) be the standard coordinates on \( \mathbb{C}^{n+1} \) and \( f : \mathbb{C}^{n+1} \to \mathbb{C} \) be a quasi-homogeneous polynomial singularity, with the polynomial degree of \( z_i \) given by \( q_i, i = 0, 1, \ldots, n \). Consider the one-parameter deformation

\[
F : X = \mathbb{C}^{n+1} \times S \to \mathbb{C}, \quad (z, a) \mapsto f(z) - ae_1(z),
\]

where

- the monomial

\[
e_1(z) = \prod_{i=0}^{n} z_i^{d_i}, \quad d_i \in \mathbb{N}
\]

is of polynomial degree 1. For example, for the Fermat polynomial \( f = \sum_{i=0}^{n} z_i^{n+1} \), one can take \( e_1(z) = \prod_{i=0}^{n} z_i \) which then gives the Dwork family (1.2).

- the deformation space is

\[
S = \mathbb{C} - \Delta,
\]

with \( \Delta \) the discriminant locus, such that the projective variety \( Q_a, a \in S \) defined as the vanishing locus of \( f_a(z) := f(z) - ae_1(z) \) in the corresponding weighted projective space is nonsingular.
Then one can check that $S$ lies in the $\mu$-constant stratum\footnote{This ensures that in the setting of Appendix A, one has that $X = \mathbb{C}^{n+1} \times S$ with $\varphi : X \to S$ and $\varphi = (F, g) : X \to \mathbb{C} \times S$, with no need to restrict to smaller neighborhoods. Hence one can focus on polynomials instead of their germs.}. In particular, the spectrum of $f_a : X(a) = \mathbb{C}^{n+1} \to \mathbb{C}$ is independent of $a$.

### 2.1.1 Mixed Hodge structure on vanishing cohomology

Consider the polynomial singularity $f_a : X(a) = \mathbb{C}^{n+1} \to \mathbb{C}$. The vanishing cohomology $H(a) := H^n(X(a)_{\text{ss}}, \mathbb{C})$ has an eigenspace decomposition\footnote{The last isomorphism is the isomorphism $\varphi(a)$ given in (A.13) in Appendix A whose notation we omit. Structures defined on $C_s$, such as the Hodge filtration, are usually transferred to $H_3$ via this isomorphism without explicitly mentioning.}

$$ H(a) = \bigoplus_{\lambda : |\lambda| = 1} H_\lambda(a) \cong \bigoplus_{a : -1 < a \leq 0} C_a(a), $$

(2.4)

where $\lambda = e^{-2\pi i a}$ is the eigenvalue of the monodromy $T = T_{ss} T_u = T_u e^{2\pi i N}$ of the singularity $f_a$ around its singular fiber $f_a^{-1}(0)$, and $C_a(a) \cong H_\lambda(a)$ is the corresponding generalized eigenspace of the operator $t \partial_t$. In particular, one has the following weight filtration, as part of the data of the mixed Hodge structure $(W_n(a), F^k(a))$ on $H(a)$

$$ \cdots \subseteq W_{n-1}H(a) = 0 \subseteq W_nH(a) = \bigoplus_{\lambda \neq 1} H_\lambda(a) \subseteq W_{n+1}H(a) = H(a) \subseteq \cdots $$

This gives rise to the exact sequence

$$ 0 \to \text{gr}^W_n H(a) = \bigoplus_{\lambda \neq 1} H_\lambda(a) \to H(a) \to \text{gr}^W_{n+1} H(a) = \bigoplus_{\lambda = 1} H_\lambda(a) \to 0 $$

(2.5)

The projective CY variety $Q_a$ carries a Hodge structure. It is a standard fact that $\text{gr}^W_{n+1} H(a)$ is isomorphic to the Hodge structure on the primitive part $H_{\text{primitive}}^{n-1}(Q_a)$ of $H^{n-1}(Q_a)$ via the Poincaré residue map. In fact, for the current case one has $H(a) \cong H^n(U_a)$, where $U_a$ is the variety given by $f_a = 1$ in $\mathbb{C}^{n+1}$. This variety $U_a$ can be compactified to a projective variety $Y_a$, such that $\overline{U_a} = Y_a - Q_a$ is realized as a hypersurface complement. The Gysin sequence then gives a sequence on mixed Hodge structures

$$ \cdots \to H^n(Y_a) \to H^n(U_a) \xrightarrow{\text{res}} H^{n-1}(Q_a) \otimes \mathbb{C}(-1) \to H^{n+1}(Y_a) \to \cdots, $$

(2.6)

where $\text{res}$ is the Poincaré residue map and $\mathbb{C}(-1)$ is the Tate structure of weight 2. Here the weight filtration on $H^n(U_a)$ is given by

$$ W_n H^n(U_a) = \text{im} (H^n(Y_a) \to H^n(U_a)) \subseteq W_{n+1} H^n(U_a) = H^n(U_a). $$

(2.7)

Combining (2.5), (2.6) and (2.7), we obtain

$$ H(a) \to \text{gr}^W_{n+1} H(a) \xrightarrow{\text{res}} H^{n-1}_{\text{primitive}}(Q_a) \otimes \mathbb{C}(-1). $$

(2.8)

This map provides a realization\footnote{This is a realization of the LG/CY correspondence on the level of state spaces using the language of mixed Hodge structures.} of the LG/CY correspondence on the level of state spaces.
Definition 2.1. Denote $m = (m_i)_{i=0}^n$ and $z^m = \prod_{i=0}^n z_i^{m_i}$. Let
\[ \beta(m) = \sum_{i=0}^n m_i q_i, \]
and $\alpha(m)$ be the unique integral shift of $\beta(m)$ that is valued in $(-1,0]$. A basis of $(f_a)_*\Omega^{n+1}_{X(a)/C}$ is represented by the differential forms
\[ z^n, \quad \Omega := \wedge_{i=0}^n dz_i, \quad z^m \in \operatorname{Jac}(f_0). \]
The Gelfand-Leray residues of these differential forms, called geometric sections $s[z^m\Omega]$, define classes in the Brieskorn lattice $\mathcal{H}(\lambda)^{(0)}(a)$ which is an extension of the relative de Rham cohomology sheaf $\mathbb{R}^n f_{a*}\Omega^\bullet_{X(a)/C}$. These geometric sections are eigenvectors of the operator $t\partial_t$ with eigenvalue (i.e., spectral number) given by $\beta = \beta(m)$. That is,
\[ (t\partial_t - \beta(m)) s[z^m\Omega] = 0. \]
The Hodge filtration $F^\bullet(a)$ on the vanishing cohomology $H(a)$ is conveniently described using these geometric sections as follows. Recall that the Hodge filtration $F^\bullet(a)$ on $H(a)$ is defined individually on each $H^i(a) \cong C_\alpha(a)$. Let
\[ \beta = n - p + \alpha, \]
where $p$ is the degree in Hodge filtration and $\alpha \in (-1,0]$. Then the space $F^p H^i(a) \cong F^p C_\alpha(a)$ is generated the classes $\zeta[z^m\Omega]$ obtained from the leading parts of the geometric sections $s[z^m\Omega]$ whose $\beta(m)$ value satisfy (2.12). Due to the quasi-homogeneity, the leading part of $s[z^m\Omega]$ has the same expression as the geometric section $s[z^m\Omega]$ itself, and the corresponding class of $\zeta[z^m\Omega]$ in $\operatorname{gr}_F H^i(a)$ is the class $\zeta[z^m\Omega] \in F^p H^i(a)$ itself. See (2.11) in Appendix A for more detailed explanations.

One then has a decomposition for $H^i(a)$ (recall $\lambda = e^{-2\pi i \beta}$, $n + \alpha - \beta = p$)
\[ H_{\lambda,\beta}(a) := \operatorname{gr}_F^{n+\alpha-\beta} H^i(a) \cong \operatorname{gr}_F^{n+\alpha-\beta} C_\alpha(a), \quad H^i = \bigoplus_{\beta: e^{-2\pi i \beta} = \lambda} H_{\lambda,\beta}(a), \]
where elements in $H_{\lambda,\beta}(a)$ are given by the classes $\zeta[z^m\Omega]$ with $\beta = \beta(m)$. For a quasi-homogeneous singularity, the spectrum $\beta$ together with the dimensions $n_\beta := \dim H_{\lambda,\beta}$ can be easily worked out following the methods in [Kul98].

The structures of the eigenspace decomposition (2.4) and the associated graded of the Hodge filtration (2.13) lead to the notion of twisted sectors.

Definition 2.2. For a quasi-homogeneous singularity, an element in $\bigoplus_{\lambda,\beta} \operatorname{gr}_F^p H^i(a)$ is called a twisted sector. Set $\beta = n - p + \alpha$ with $\alpha \in (-1,0]$ as in (2.12), then it is called a

- relevant sector, if $0 \leq \beta < 1$.
- marginal sector, if $\beta = 1$.
- irrelevant sector, if $\beta > 1$.

The subspace of sectors with $\lambda = 1$, that is $\operatorname{gr}_F^{p,n} H^i(a)$, is mapped to the space $H_{\text{primitive}}^{n-1}(Q_a)$ under the Poincaré residue map (2.8) and hence is called the Calabi-Yau sector. In particular, the one with $\beta = 0$, which spans $\operatorname{gr}_F^{p,n} H^i(a)$, is mapped to $H_{\text{primitive}}^{n-1}(Q_a)$ that is the space of Calabi-Yau forms on $Q_a$.

\footnote{In the physics literature, usually only sectors with $\lambda \neq 1$ are called twisted sectors.}
As explained above, the classes $\zeta[z^m\Omega]$ arising from the leading parts of the geometric sections $s[z^m\Omega]$ provide a basis for the space $\bigoplus_{\lambda} \text{gr}_F^s H_\lambda(a)$. The data $m$ itself actually arises from a group action on the ambient space $\mathbb{C}^{n+1}$ as follows. Introduce the action of $G = (\mathbb{Z}/(n+1)\mathbb{Z})^{n+1}$ on the coordinate ring $\mathbb{C}[z_0, z_1, \cdots, z_n]$

$$g = (k_0, k_1, \cdots, k_n) \in G : (z_0, z_1, \cdots, z_n) \mapsto (\zeta^{k_0}_n z_0, \zeta^{k_1}_n z_1, \cdots, \zeta^{k_n}_n z_n),$$

with $\zeta_{n+1} = \exp(2\pi i / (n+1))$. Then the eigenspaces of the $G$-action are exactly given by the monomials $z^m$. It follows that the space $H_{\lambda, \beta}(a)$ of twisted sectors can be further decomposed into the corresponding $G$-eigenspaces

$$H_{\lambda, \beta}(a) = \bigoplus_{m, \beta(m) = \beta} H_{\lambda, \beta, m}(a), \quad H_\lambda(a) = \bigoplus_{\lambda, m, \beta(m) = \lambda} H_{\lambda, \beta, m}(a) = \bigoplus_{m} H_{\lambda, \beta, m}(a).$$

(2.15)

We sometimes also write

$$H_\lambda(a) \cong C_\lambda(a) = \bigoplus_m C_{\lambda(m), m}(a).$$

(2.16)

All of the above constructions for $f_a : X(a) = \mathbb{C}^{n+1} \to \mathbb{C}$ glue to constructions for

$$\varphi = (F, q) : \, X = \mathbb{C}^{n+1} \times S \to \mathbb{C} \times S,$$

where $F$ is the deformation in (2.1) and $q : X \to S$ is the projection. In particular, the vanishing cohomology bundle is a local system over $S$. See [Kul98] and references therein for details. We use the same notation without the ‘$(a)$’ part to denote the latter, whose restrictions at $a \in S$ recover the former.

### 2.2 Ordinary differential equations for geometric sections

From now on, we concentrate on the Dwork family (1.2) in the setting of (2.1). The basis in (2.10) is now given by

$$z^m \Omega, \quad \Omega := \wedge_{i=0}^n dz_i, \quad 0 \leq m_i \leq n - 1.$$ 

(2.17)

Our goal is to study differential equations satisfied by the section $\zeta[z^m\Omega]$ of the bundle $H_{\lambda, \beta(m)} \to S$ of twisted sectors. Due to the constancy (2.11) under the $\partial_{t_1}$-structure of the geometric sections, this is equivalent to studying the $a, \partial_a$ actions on the geometric sections $s[z^m\Omega] \in H^{(0)}$—which is easier using the tool of differential forms. For example, the following relation on the geometric section $s[z^m\Omega]$, obtained from direct computations [Kul98],

$$\partial_a s[z^m\Omega] = - \partial_t s[\partial_a F \cdot z^m\Omega]$$

(2.18)

gets translated into a relation\(^6\) on the corresponding vanishing cohomology class $\zeta[z^m\Omega]$

$$\partial_a \zeta[z^m\Omega] = - \zeta[\partial_a F \cdot z^m\Omega].$$

(2.19)

For this reason, hereafter we shall work with the geometric sections $s[z^m\Omega]$, results on them will be transferred to results on the vanishing cohomology classes $\zeta[z^m\Omega]$ without explicitly mentioning.

For simplicity we have decided to restrict ourselves to the case $c_1(z) = \prod_{i=0}^n z_i$ in the setting of (2.1). Discussions for the more general cases are similar.

Direct computations following the methods in [Kul98] give the following result.

\(^6\)Note the $\partial_{t_1}^{m_1, \cdots, m_n}$ operator part in the definition of $F^p C_a$ in (A.17) of Appendix A.
Lemma 2.3. Consider the Fermat polynomial \( f = \sum_{i=0}^{n} z_i^{n+1} \). Along the deformation \( e_1(z) = \prod_{i=0}^{n} z_i \) in (2.2), one has

\[
S = C - \{ a^{n+1} - (n+1)^{n+1} = 0 \}.
\]

The geometric section \( s[z^m \Omega] \in \mathcal{H}^{(0)} \) satisfies the differential equation

\[
\left( \prod_{i=0}^{n} (\theta_i + n) - \frac{a^{n+1}}{(n+1)^{n+1}} \prod_{i=0}^{n} (\theta_i + m_i + 1) \right) s[z^m \Omega] = 0, \quad \theta_a := a \frac{\partial}{\partial a}.
\]

This differential equation can be possibly reduced to a lower order equation obtained by factoring out one with highest possible order from the left, therefore with reduced order

\[
n + 1 - \text{cardinality}(\{ m_i + 1 \}_{i=0}^{n})
\]

In particular, the differential equation is independent of the \( G_{n+1} \) permutations on \( m \).

Proof. The first assertion about the discriminant locus follows from a direct computation of the possible singularity locus of \( f_a \) by using the Jacobian criterion. In particular, the Milnor number is \( \mu = \text{dim} \text{Jac}(f) = n^{n+1} \). The assertion regarding the differential operators follow from straightforward but tedious computations following the methods in [Kul98]. \( \square \)

To reduce the number of singularities of the differential equations, we introduce a more convenient coordinate

\[
b = \frac{a^{n+1}}{(n+1)^{n+1}} \in M = C - \{0, 1\}
\]

As we shall see later, this change of coordinate will be reflected in the orbifold structure that one puts on \( M \). Similar to Meijer’s \( G \)-function [EMOT81], we introduce the series

\[
r \mathcal{G}_s(a_1, \ldots, a_r; \beta_1, \ldots, \beta_s; z) = \sum_{k=0}^{\infty} \left( \prod_{i=1}^{r} (a_i)_k \right) \left( \prod_{j=1}^{s} (\beta_j)_k \right) \frac{z^k}{k!}, \quad (\alpha)_k = \frac{\Gamma(\alpha + k)}{\Gamma(\alpha)}.
\]

Besides the obvious relation

\[
r \mathcal{G}_s(a, \ldots; a, \ldots; z) = r-1 \mathcal{G}_s(\ldots; \ldots; z),
\]

this series satisfies the differential equation

\[
\left( \prod_{j=1}^{s} (\theta_j + 1) - z \prod_{i=1}^{r} (\theta_i + a_i) \right) r \mathcal{G}_s(a_1, \ldots, a_r; \beta_1, \ldots, \beta_s; z) = 0, \quad \theta_z := z \frac{\partial}{\partial z}.
\]

We can now see that period integrals of the geometric section \( s[z^m \Omega] \), obtained by integrating it on locally constant homology classes in the homological Milnor fibration (see \( \mathcal{A}_x \) in Appendix \( \mathcal{A} \)), can be expressed in terms of the above \( r \mathcal{G}_s \) functions.

Corollary 2.4. Consider the Dwork family of polynomial singularities (1.2). Period integrals of the geometric section \( s[z^m \Omega] \) are \( C \)-linear combinations of

\[
a^\delta \cdot \mathcal{G}_s(a_1, \ldots, a_r; \beta_1, \ldots, \beta_s; b) = \mathcal{A}_x(a_1, \ldots, a_r; \beta_1, \ldots, \beta_s; b),
\]

where \( \delta \in \{0, 1, \ldots, n\} \) is such that \( \delta + m_i + 1 \neq 0 \in \mathbb{Z} / (n+1) \mathbb{Z}, \forall i = 0, 1, \ldots, n \).

Proof. From (2.24) we see that functions in (2.25) satisfy the differential equations (2.21) in Lemma 2.3. From their asymptotic behaviors near \( a = 0 \), we see that these solutions are linearly independent. Hence this set of solutions span a vector space of dimension

\[
\text{cardinality}(\{ \delta \mid \delta + m_i + 1 \neq 0 \in \mathbb{Z} / (n+1) \mathbb{Z}, \forall i = 0, 1, \ldots, n \})
\]

This is exactly the order of the differential equation with reduced order given in Lemma 2.3. The desired claim then follows. \( \square \)
2.2.1 Real structure and oscillating integrals

Recall that for the cohomology of the twisted de Rham complex \((\Omega^*_X(a), d - df_a \wedge)\) one has

\[ H^{n+1}(\Omega^*_X(a), d - df_a \wedge) \cong H^{n+1}(\Gamma(X(a), \Omega^*_X(a)), d - df_a \wedge). \]

The real structure of the latter is compatible with the one on the homology group of Lefschetz thimbles via a comparison theorem, which in the present case is provided by the oscillating integrals.\(^7\)

\[ \langle z^m \Omega, \gamma \rangle := \int_{\gamma} e^{-f} z^m \Omega, \quad \gamma \in H_{n+1}(C^{n+1}, (\text{Re} \, f_a)^{-1}(+\infty); \mathbb{Z}). \]

It turns out that the pairing \(-, -\) defined above gives a perfect pairing. See [Mal74, Pha85, AGZV88] for details, see also [Gro11] for a nice exposition. On the other hand, from the exact sequence for singular homology and cohomology groups with complex coefficients, we have

\[ H^n(X(a)_{\infty}) \cong (H_a(X(a)_{\infty}))^* \]

\[ \cong (H_{n+1}(C^{n+1}, (\text{Re} \, f_a)^{-1}(+\infty); \mathbb{C}))^* \]

\[ \cong H^{n+1}(\Gamma(X(a), \Omega^*_X(a)), d - df_a \wedge). \quad (2.26) \]

Hence the real structure on the vanishing cohomology \(H^n(X(a)_{\infty})\) is compatible with that on the twisted cohomology group. Explicitly, the isomorphism (2.26) maps the class \(\xi [z^m \Omega] / (a) \in F^p H_a(a)\), arising from the leading part of the geometric section \(s[z^m \Omega] / (a) \in \Gamma(X(a), H(0))\), to the class \([z^m \Omega]\) of \(z^m \Omega \in \Gamma(X(a), \Omega^{n+1}_X(a))\).

The homology group \(H_{n+1}(C^{n+1}, (\text{Re} \, f_a)^{-1}(+\infty); \mathbb{Z})\) has rank \(n^{n+1}\) and is generated by cycle classes of the form

\[ \gamma = \gamma_0 \times \cdots \times \gamma_n, \quad \gamma_i \in H_1(C, \text{Re} \, z_i = +\infty; \mathbb{Z}), \ i = 0, 1, \ldots, n. \]

Here

- \(c_i\) is the chain connecting \(z_i = 0\) and \(z_i = +\infty\) along the real axis in \(C\), and \(\xi_{n+1} c_i\) the one obtained from the action of \(\xi_{n+1} \in C^*\) on \(c_i\), with \(\xi_{n+1} = e^{2\pi i} / n^{n+1}\).

- Each \(H_1(C, \text{Re} \, z_i = +\infty; \mathbb{Z})\) has rank \(n\) and is generated by \(c_i - \xi_{n+1} c_i\) with \(h_i \in \{1, \ldots, n\}\).

Therefore, \(H_{n+1}(C^{n+1}, (\text{Re} \, f_a)^{-1}(+\infty); \mathbb{Z})\) is generated by

\[ \gamma_h = \prod_{i=0}^{n} (1 - \xi_{n+1}^{h_i}) c_i, \quad h = (h_0, \ldots, h_n) \in \{1, 2, \ldots, n\}^{n+1}. \]

The corresponding period integral can then be evaluated directly to be

\[ \langle z^m \Omega, \gamma_h \rangle = \int_{\gamma_h} e^{-f} z^m \Omega = \sum_{d \geq 0} \prod_{i=0}^{n} (1 - \xi_{n+1}^{h_i(d+m_i+1)}) \Gamma \left( \frac{d+m_i+1}{n+1} \right) \frac{a^d}{d!}. \quad (2.27) \]

Let

\[ d = (n+1) \ell + \delta, \quad \ell \in \mathbb{N}, \ \delta \in \{0, 1, \ldots, n\}. \]

\(^7\)The association of oscillating integrals is not canonical. For example, one could have taken the differential to be \(d = \frac{1}{df_a} \wedge\) and correspondingly considered the oscillating integrals of \(e^{-f} z^m \Omega\), with \(h \in \mathbb{R}_{>0}\). This would also change the isomorphism (2.26) below.
In order for the above period integral (2.27) to be nonzero, one must have
\[ \delta + m_i + 1 \neq 0 \in \mathbb{Z}/(n+1)\mathbb{Z}, \quad \forall i = 0, 1, \ldots, n. \]
The resulting expression of (2.27) is then
\[
\sum_{\delta} \prod_{i=0}^{n} (1 - \varphi_{n+1}^{i(\delta + m_i + 1)}) \cdot a^{\delta} \sum_{\ell \geq 0} \prod_{i=0}^{n} \Gamma(\ell + \frac{\delta + m_i + 1}{n+1}) \frac{a^{(n+1)\ell}}{((n+1)\ell + \delta)!}. \tag{2.28}
\]
Using the Gauss multiplication formula for Gamma functions, we see that
\[
\prod_{i=0}^{n} (1 - \varphi_{n+1}^{i(\delta + m_i + 1)}) \cdot a^{\delta} \sum_{\ell \geq 0} \prod_{i=0}^{n} \Gamma(\ell + \frac{\delta + m_i + 1}{n+1}) \frac{a^{(n+1)\ell}}{((n+1)\ell + \delta)!} = \prod_{i=0}^{n} (1 - \varphi_{n+1}^{i(\delta + m_i + 1)}) \cdot (2\pi)^{\delta} \Gamma(n+1) \prod_{i=0}^{n} \Gamma(\frac{\delta + m_i + 1}{n+1}) \cdot \text{expression in (2.25)}. \tag{2.29}
\]
We have therefore identified the real (and even integral) structure on \( H(a) \) through computing oscillating integrals (2.27). See Section 2.4 for examples.

### 2.3 Automorphic bundles corresponding to D-modules
For any \( \mathbf{m} \), denote
\[ \mathbf{m} + \ell \mathbf{1} := (m_0 + \ell, m_1 + \ell, \ldots, m_n + \ell), \quad \ell \in \mathbb{N}. \]
According to Lemma 2.3 in Section 2.2, for each \( \mathbf{m} \) the vanishing cohomology classes \( \{ \zeta [\mathbf{z}^{\ell} \Omega] \}_{\ell \in \mathbb{N}} \) span a regular holonomic \( D_S \)-module governed by the relation (2.19). We denote the corresponding flat vector bundle over \( S \) by \( D_m \). In particular, the relation (2.19) provides an isomorphism
\[ D_m \cong D_{m+1}. \tag{2.30} \]
To be more concrete, denote the reduced differential operator in Lemma 2.3 by \( D_m \), then
\[ D_{m+1} \circ \partial_b = \frac{1}{a} (\partial_a - n - 1) \circ D_m. \tag{2.31} \]
The Hodge filtration on \( H_\lambda \) induces a filtration on \( D_m \) which we still denote by \( F^* \), with the grading of the filtration conveniently recorded in the value \( \beta(\mathbf{m}) \) according to (2.12). As explained at the beginning of Section 2.2, we can and shall regard \( D_m \) as a \( D_S \)-module spanned by the geometric sections \( s[\mathbf{z}^{\ell} \Omega] \), as long as only the \( D_S \)-module structure on the vanishing cohomology classes \( \zeta [\mathbf{z}^{\ell} \Omega] \) is concerned.

The \( D \)-module \( D_m \) descends to \( \mathcal{M} = \mathbb{P}^1 - \{0, 1, \infty\} \) along the map \( S \to \mathcal{M} \) given in (2.23). Computationally, the resulting differential operator is obtained by substituting \( \theta_a = (n+1)\theta_b \) in (2.21) in Lemma 2.3
\[
\left( \prod_{i=0}^{n} (\theta_b + \frac{i-n}{n+1}) - \theta_b \prod_{i=0}^{n} (\theta_b + \frac{m_i+1}{n+1}) \right) s[\mathbf{z}^{\ell} \Omega] = 0, \quad \theta_b := \frac{\partial}{\partial b}. \tag{2.32}
\]
We now prove a main result Theorem 2.5 in our work. To proceed, we first recall some notation on orbifold lines. Consider the orbifold
\[ T_{\ell_0, \ell_1, \ell_\infty} := \Gamma_{\ell_0, \ell_1, \ell_\infty} \backslash \mathcal{H}, \tag{2.33} \]
where $\mathcal{H}$ is the upper-half plane, and $\Gamma_{\ell_0,\ell_1,\ell_\infty} < \text{PSL}_2(\mathbb{R})$ is the triangular group that admits the following presentations

$$
\Gamma_{\ell_0,\ell_1,\ell_\infty} = (\sigma_0, \sigma_1, \sigma_\infty) / (\sigma_0^\ell = \sigma_1^\ell = \sigma_\infty^\ell = 1)
$$

Here we have used the convention that $\sigma^\ell = 1$ if $\ell = \infty$. By tautology one has

$$
\pi_1^{\text{orb}}(T_{\ell_0,\ell_1,\ell_\infty}) = \Gamma_{\ell_0,\ell_1,\ell_\infty}.
$$

We then have the following result.

**Theorem 2.5.** Consider the Dwork family of polynomial singularities \([12]\), together with the map $S \to M$ given in \((2.23)\). For each $m$, there exists a triple $\ell(m) = (\ell_0(m) = n + 1, \ell_1(m), \ell_\infty(m))$ such that the corresponding flat bundle $D_m$ over $M$ is an automorphic bundle and thus the geometric section $s(z^m \Omega)$ is the component of an automorphic form, for the triangular group $\Gamma_{\ell_0(m),\ell_1(m),\ell_\infty(m)} < \text{PSL}_2(\mathbb{R})$. In particular, all of the geometric sections are components of automorphic forms for $\Gamma_{n + 1, \infty, \infty}$.

**Proof.** Let $\ell_0(m), \ell_1(m), \ell_\infty(m)$ be the orders of the local monodromies of $D_m$ respectively. It follows that under the Riemann-Hilbert correspondence, $D_m$ corresponds to a monodromy representation of $\Gamma_{\ell_0(m),\ell_1(m),\ell_\infty(m)}$. Consider the indicial roots at the singular point $b = 0$ of \((2.32)\). It is direct to check that they are all different, and thus the indicial differences at $b = 0$ are multiples of $1/(n + 1)$. This tells that $\ell_0(m)$ is a factor of $(n + 1)$. By Definition \([1.1]\) the bundle $D_m$ is an automorphic bundle for the triangular group $\Gamma_{\ell_0(m),\ell_1(m),\ell_\infty(m)}$ and the section $s(z^m \Omega)$ is a component of an automorphic form for this group. The last assertion follows from the fact that any representation of $\Gamma_{\ell_0,\ell_1,\ell_\infty}$ with $\ell_0 \mid (n + 1)$ is a representation of $\Gamma_{n + 1, \infty, \infty}$ that is induced by a quotient homomorphism $\Gamma_{n + 1, \infty, \infty} \to \Gamma_{\ell_0,\ell_1,\ell_\infty}$. \(\square\)

For each $m$, let $\overline{M}_m$ be the orbifold obtained from $M$ by filling in the elliptic points (i.e., those with finite-order monodromies). As a consequence of Theorem \([2.5]\) the Riemann-Hilbert correspondence provides $\overline{M}_m$ with the orbifold structure $T_{\ell_0(m),\ell_1(m),\ell_\infty(m)}$ with structure map $\mathcal{H} \to T_{\ell_0(m),\ell_1(m),\ell_\infty(m)}$. The possible multi-valuedness of $s(z^m \Omega)$ reflects the fact that it is a section of an orbibundle over this orbifold. In the following, we ease the notation we use the same notation $M$ for $\overline{M}_m$ which should cause no confusion from the surrounding context.

We remark that regarding a representation of $\Gamma_{\ell_0,\ell_1,\ell_\infty}$ as one for $\Gamma_{n + 1, \infty, \infty}$ can lose significant information of the origin one. Even worse, the classification of representations for $\Gamma_{n + 1, \infty, \infty}$ and explicitly computing analytic expressions for the corresponding automorphic forms can already be nontrivial.

The bundle $D_m$ comes with a filtration $F^\bullet D_m$ induced from the Hodge filtration on vanishing cohomology. These bundles naturally extend to locally free sheaves over the compactified orbifold $T_{\ell(m)}$ by Schmid’s results \([\text{Sch}73]\) on limiting Hodge filtrations. We denote the extended bundles by $\{F^p D_m\}_p$. In particular, the bundle $D_m$ coincides with Deligne’s canonical extension in the context of ordinary differential equations with regular singularities. To be more precise, the extension data is given by logarithms of the local monodromies called exponents $L$ such that the real parts of eigenvalues of $L$ lie in $[0, 1)$. See \([\text{SS14, CF17, CF19}]\) for detailed discussions on extensions.

Once the representations are obtained, then by definition sections of $D_m$, and in particular those of the sub-bundles $F^p D_m$, are automorphic forms with boundary conditions imposed at the elliptic points and cusps.

\[\text{Note that in Deligne’s canonical extension one uses the convention } \lambda = e^{-2\pi i} \text{ for the eigenvalue of } T, \text{ while for the exponent } L \text{ one uses } T = e^{2\pi i L}.\]
Remark 2.6. Note that the Picard group and canonical bundle for both the orbifold and its compactification are uniquely determined by the data of signature and admit very concrete descriptions. For example, consider the compact orbifold line $C = \mathbb{T}_{k_0, k_1, k_2}$, denote by $p$ a generic point on $C$. Then the Picard group has the presentation

$$
\text{Pic}(C) = \langle \mathcal{O}_C(p_i), i = 0, 1, 2 \mid \mathcal{O}_C(p_i)^{\otimes k_i} \cong \mathcal{O}_C(p), i = 0, 1, 2 \rangle.
$$

The canonical sheaf, which is isomorphic to the relative dualizing sheaf, is given by

$$
\Omega^1_C = \mathcal{O}_C((3 - 1)p - \sum_{i=0}^{2} p_i)\).
$$

Consider as a special case the orbifold $T_{\ell_0, \ell_1, \ell_\infty} = \Gamma_{\ell_0, \ell_1, \ell_\infty} \backslash \mathcal{H}$ corresponding to the triangular group $\Gamma_{\ell_0, \ell_1, \ell_\infty}$ arising from Theorem 2.5. The sheaf $\Omega^1_{T_{\ell_0, \ell_1, \ell_\infty}}$ is not necessarily flat, yet it is an automorphic bundle whose automorphy factor can be easily worked out using the Schwarzian uniformization. This canonical sheaf enters through the connection on the flat vector bundles $D_m$

$$
\nabla : D_m \to D_m \otimes \Omega^1_{T_{\ell_0, \ell_1, \ell_\infty}}.
$$

The flatness of $\nabla$, which is equivalent to the D-module structure of $D_m$, yields a differential structure of automorphic sections of $D_m$. The transcendental degree of the differential field is then determined by the dimension of the differential Galois group which is closely related to the monodromy group [BH89]. See Section 2.4.3 for related discussions. The connection $\nabla$ extends to a meromorphic connection with only logarithmic pole on the extended bundle $\overline{D}_m$

$$
\nabla : \overline{D}_m \to \overline{D}_m \otimes \Omega^1_{T_{\ell_0, \ell_1, \ell_\infty}}(\log \sum_{p_i}(\log p_i)),
$$

where the summation in the logarithmic canonical sheaf is over the loci of cusps.

2.4 Examples

In this section we discuss the details for the $n = 2, 3$ cases. We shall work out the automorphy factors for the top pieces $F^{\text{top}} D_m$ using the Schwarzian uniformization. This shows that their corresponding sections are automorphic forms with weights given by rank $D_m - 1$. For the $D_0$ sector, we shall show that these automorphic forms actually reduce to elliptic modular forms. We shall also discuss the $n = 4$ case briefly and mention some interesting results that have shown to be important in the studies of higher genus mirror symmetry for quintic threefolds.

2.4.1 Fermat cubic

Consider the $n = 2$ case. The spectrum that encodes the information of the weight filtration and Hodge filtration is given by Table 1 below. As vector spaces one has

| $\beta$ | 0 | 1/3 | 2/3 | 1 |
|--------|---|-----|-----|---|
| $n_{\beta}$ | 1 | 3 | 3 | 1 |

$$
\begin{align*}
\text{gr}^W_3 H(a) &= H_1(a) = \text{gr}^2 H_1(a) \oplus \text{gr}^1 H_1(a), \\
\text{gr}^W_2 H(a) &= W_2 H(a) = H_{e^{-\pi i/3}}(a) \oplus H_{e^{-2\pi i/3}}(a) = \text{gr}^1 H_{e^{-\pi i/3}}(a) \oplus \text{gr}^1 H_{e^{-2\pi i/3}}(a).
\end{align*}
$$

Table 1: Spectrum of the cubic polynomial singularity $f_a$. 
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The pure Hodge structure on \( \text{gr}^W_H(a) \) is mapped to that on \( H^1(Q_a) \) under the Poincaré residue map (2.8).

**D-modules for geometric sections** Differential equations satisfied by various sectors are given in Lemma 2.3. The results are displayed in Table 2. In particular, the differential operator with \( m = (1,1,1) \) follows from the one with \( m = (0,0,0) \) according to (2.31).

**Table 2:** Differential equations satisfied by the geometric sections \( s[z^m\Omega] \), and orbifold structures on \( \mathcal{M} \) provided by the corresponding D-modules under the Riemann-Hilbert correspondence.

| \( m \) | differential operator | orbifold structure |
|---------|------------------------|-------------------|
| \( (0,0,0) \) | \((\theta_a - 1)\theta_a - \frac{a^3}{3}\theta_a + \frac{1}{3})^2\) | \( T_{3,0,0} \) |
| \( (1,0,0) \) | \( \theta_a - \frac{a^3}{3}\theta_a + \frac{1}{3} \) | \( T_{1,3,3} \) |
| \( (1,1,0) \) | \( \theta_a - \frac{a^3}{3}\theta_a + 2 \) | \( T_{1,3,3} \) |
| \( (1,1,1) \) | \((\theta_a - 2)\theta_a - \frac{a^3}{3}\theta_a + 2)^2\) | \( T_{3,3,3} \) |

The \( m = (0,0,0) \) sector. The differential operator is

\[
D_{\text{cubic}} := \theta_b(\theta_b - \frac{1}{3}) - b(\theta_b + \frac{1}{3})\theta_b + \frac{1}{3}, \quad b = \frac{a^3}{3^3}. \tag{2.36}
\]

By dimension reasons we have

\[
D_m = C_0 = H_1 = \text{gr}^3_W H.
\]

The period map is then

\[
\mathcal{M} = \mathbb{C} - \{0,1\} \rightarrow \text{Gr}(1, \text{gr}^W_H(b_0)), \quad b \mapsto F^3 \text{gr}^W_H(b), \tag{2.37}
\]

where \( b_0 \) is a reference point on \( \mathcal{M} \). The monodromy group can be computed following [EMOT81] or [BH89]. To be explicit, a basis of solution is given by

\[
u_3 = 2F_1\left(\frac{1}{3} \quad \frac{1}{3} \quad \frac{1}{3}; b\right), \quad \nu_4 = b^{\frac{1}{2}} 2F_1\left(\frac{2}{3} \quad \frac{4}{3} \quad \frac{1}{3}; b\right).
\]

Then up to conjugacy, the monodromies around \( b = 0,1,\infty \) are given by the following matrices in \( \text{SL}_2(\mathbb{R}) \times U_1(\mathbb{R}) \)

\[
T_0 = \xi^{-1}_3 \otimes \begin{pmatrix} -2 & -1 \\ 3 & 1 \end{pmatrix}, \quad T_1 = \begin{pmatrix} 1 & 0 \\ -3 & 1 \end{pmatrix}, \quad T_\infty = \xi_3 \otimes \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, \quad T_0 T_1 T_\infty = 1. \tag{2.38}
\]

The Schwarzian uniformization using solutions to (2.36) then provides the base \( \mathcal{M} \) with the orbifold structure \( T_{3,3,3} = \Gamma_{3,3,3} \backslash \mathcal{H} \). Furthermore, the sub-bundle \( F^1D_0 \) is the automorphic bundle with a \( j \)-automorphy factor (1.6)

\[
j : \Gamma_{3,3,3} \times \mathcal{H} \rightarrow \text{GL}_1(\mathbb{C}), \quad \left(\begin{array}{c} a \\ b \\ c \\ d \end{array}\right), \quad (c\tau + d) \rightarrow (c\tau + d)^{-1}. \tag{2.39}
\]

The bundle \( D_0 = C_0 = \text{gr}^W_H \) can be extended to a locally free sheaf \( \left(\text{gr}^W_H, \nabla\right) \) equipped with meromorphic connection on the compactification \( T_{3,3,3} \) of \( \mathcal{M} \). Deligne’s canonical extension gives rise to a connection with only logarithmic pole

\[
\nabla : \text{gr}^W_H \rightarrow \text{gr}^W_H \otimes \Omega^1_{T_{3,3,3}}(\log(p_1 + p_\infty)),
\]
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where \( p_0, p_1, p_\infty \) stands for the divisor represented by \( b = 0, 1, \infty \) on the coarse moduli of \( \mathbb{T}_{3,\infty,\infty} \), respectively. To be explicit, up to conjugation the corresponding exponent matrices are given by

\[
L_0 = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 1 \end{pmatrix}, \quad L_1 = \begin{pmatrix} 0 & 1 \\ 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad L_\infty = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.
\]

Concretely, this canonical extension is obtained by choosing suitable local solutions as the trivialization. See \([SS14, CF17, CF19]\) for details.

The \( m = (1,0,0) \) sector. By the \( S_3 \)-symmetry in Lemma 2.3 among the 3 sectors in \( H_{\lambda, \beta, \lambda} = \exp(-\frac{4\pi i}{3}), \beta = 1/3 \), we only need to consider \( m = (1,0,0) \). For this sector (and any of its permutations), the differential operator is

\[
\theta_b - b(\theta_b + \frac{1}{3}).
\]

The solution space is spanned by the multi-valued function \( (1 - b)^{-\frac{2}{3}} \) on \( \mathcal{M} \). Under the Riemann-Hilbert correspondence, the differential equation gives a local system

\[
D_m = C_{-\frac{2}{3}}, m.
\]

This is an orbifold line bundle on the orbifold \( \mathbb{T}_{1,3,3} \) with signature 1, 3, 3 at \( b = 0, 1, \infty \) respectively. The canonical extension defines the following orbifold line bundle on

\[
\mathcal{D}_m \cong O_{T_{1,3,3}}(p_1) \otimes O_{T_{1,3,3}}(p_\infty) \otimes -1.
\]

The \( m = (1,1,0) \) sector. For \( m = (1,1,0) \) and permutations, the differential operator is

\[
\theta_b - b(\theta_b + \frac{2}{3}).
\]

The solution space is spanned by \( (1 - b)^{-\frac{2}{3}} \). The same reasonings as in the case \( m = (1,0,0) \) apply to this case.

Schwarzian uniformization and elliptic modular forms For the \( D_0 \) sector, applying a twist by \( b^{-\frac{1}{2}} \) to (2.36) leads to the following differential operator

\[
D_{\text{elliptic}} := b^{\frac{1}{2}} \circ D_{\text{cubic}} \circ b^{-\frac{1}{2}} = (\theta_b - \frac{2}{3})(\theta_b - \frac{1}{3}) - b\theta_b^2,
\]

with unipotent instead of quasi-unipotent monodromies at \( b = 1, \infty \). This differential operator coincides with the familiar Picard-Fuchs operator for the Hesse pencil as it should be the case by the isomorphism of pure Hodge structures provided by the Poincaré residue map (2.8). Unlike the one in (2.38), the monodromy group is now a subgroup of \( SL_2(\mathbb{Z}) \). The canonical extension is determined by the exponent matrices

\[
L_0 = \begin{pmatrix} \frac{1}{3} & 0 \\ 0 & \frac{2}{3} \end{pmatrix}, \quad L_1 = \begin{pmatrix} 0 & 0 \\ -1 & 0 \end{pmatrix}, \quad L_\infty = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}.
\]

Using the connection between solutions to (2.40) and modular forms \([Mai09]\), one then identifies the base \( \mathcal{M} \) with the modular curve

\[
\mathcal{M} = \Gamma_0(3) \backslash \mathcal{H}^* - \{0, 1, \infty\} \subseteq T_{3,\infty,\infty} \cong \Gamma_0(3) \backslash \mathcal{H} = \Gamma_0(3) \backslash \mathcal{H}^* - \{1, \infty\}, \quad \Gamma_0(3) \cong \Gamma_{3,\infty,\infty}.
\]
Note that the twist does not affect the projectivized monodromy group. Under the above identification, the Schwarzian for (2.36) gets identified with the modular parameter \( \tau \) for the elliptic curve family, and the Hauptmodul \( b \) is a modular function for the modular group \( \Gamma_0(3) \).

First order differential equations for the other sectors \( D_m, \beta(m) < 1 \), which have semi-simple monodromies, also correspond to representations of the modular group \( \Gamma_0(3) \cong \Gamma_{3,0,\infty} \). This is also the case for differential equation satisfied by the twist \( b^{-1} \) itself, which was used to pass from (2.36) to (2.40) for the \( m = 0 \) sector.

Therefore, when expressed in terms of the Schwarzian for the sector \( D_0 \), all of the twisted sectors are components of (vector-valued) elliptic modular forms for the group \( \Gamma_0(3) \) which arises from the Schwarzian uniformization for the sector \( D_0 \). Similar statement also holds for sections of the extended bundle \( F^0D_0, F^1D_0 \). In fact, the automorphic form \( a = 3b^{\frac{1}{2}} \) is an elliptic modular function for the principal congruence subgroup \( \Gamma(3) \), while those of \( F^1D_0 \cong \mathcal{O}_{\Gamma_{3,0,\infty}}(p_0) \) are weight-one modular forms (with multiplier system given by the Dirichlet character \( \chi \)). See [Mai09, Mai11] for details.

**Remark 2.7.** One can alternatively regard sections of \( F^0D_0 \) as quasi-modular forms. To be more precise, one takes a frame for \( F^1D_0 \) from which one sees that the \( j \)-automorphy factor is \( (ct + d)^{-1} \), as has been explained in (2.39) by using the Schwarzian uniformization. Then one applies the covariant derivative \( \nabla_{\partial_b} \) to obtain a frame of \( F^0D_0 \). The automorphy factor can then be read off from the resulting frame. Coordinate expressions of sections for \( F^0D_0 \) with respect to this frame are then analogues of quasi-modular forms [KZ93], see e.g., [Urb14, Z720] for related discussions. The same discussions apply to any rank-2 local system arising from ordinary differential equations with regular singularities.

**Remark 2.8.** While the geometric sections \( s[z^m\Omega] \) are components of automorphic forms, interestingly the coordinate functions \( z_0, z_1, z_2 \) themselves can be related to automorphic functions. In fact, the Hesse pencil

\[
z^3 + z_1^3 + z_2^3 - az_0z_1z_2 = 0
\]

can be uniformized [Dol97] by Jacobi theta functions for the modular group \( \Gamma(3) \). From the moduli point of view, the Hesse pencil is the universal family of elliptic curves equipped with level-3 structure (a frame for the group of 3-torsion points) over the modular curve \( \Gamma(3) \backslash \mathcal{H} \). The objects \( z_i, i = 0, 1, 2 \) are sections of the pushforward of certain theta line bundles of degree 3 over the universal curve, while the Poincaré residue of \( s[\Omega] \) is a section of the Hodge line bundle attached to this elliptic curve family.

**Real structure** The real structure on \( H \) in the present case exchanges the two types of summands in \( \text{gr}^W_H \) with distinct values of \( \beta \), and also those in \( \text{gr}^I_H \). As explained earlier, the real (in fact integral) structure can be identified by making use of the oscillating integrals. The discussions for the \( \text{gr}^W_H \) piece of identical to those for the Hesse pencil and is therefore omitted here. For the \( \text{gr}^I_H \) piece, similar to the computations in (2.27), (2.28), (2.29) in Section 2.2.1, we have for \( m = (1,0,0), (0,1,1) \) and thus their \( \mathfrak{S}_3 \)-permutations

\[
\int_{\gamma_h} e^{-fs}z^m\Omega = \prod_{i=1}^{3}(1 - \xi_3^{h_i(m_i+1)}) \cdot (2\pi)^{\frac{3}{2}} \frac{\Gamma(m_i+1)}{\Gamma(\frac{3}{2})} \cdot 3\Gamma(\frac{m_1+1}{3}, \frac{m_2+1}{3}, \frac{m_3+1}{3} ; \frac{1}{3}, \frac{2}{3}, \frac{3}{3} ; b).
\]

Denote the linear dual of \( \gamma_h \) by \( \tilde{\gamma}_h \), we then have

\[
\frac{1}{c_m} \cdot [z^m\Omega] = \frac{(2\pi)^{-\frac{3}{2}} \frac{\Gamma(\frac{3}{2})}{\Gamma(\frac{m_1+1}{3})} \prod_{i=1}^{3} \Gamma(\frac{m_i+1}{3})}{3\Gamma(\frac{m_1+1}{3}, \frac{m_2+1}{3}, \frac{m_3+1}{3} ; \frac{1}{3}, \frac{2}{3}, \frac{3}{3} ; b)} \cdot [z^m\Omega] = \sum_{h \in \{0,1,2\} \otimes \mathbb{Z}} \prod_{i=1}^{3}(1 - \xi_3^{h_i(m_i+1)}) \tilde{\gamma}_h.
\]
Introduce the Dirichlet character $\chi_{-3}$ that takes the value $0, 1, -1$ on $0, 1, 2$ modulo $3$. Then it is easy to check that
\[
(1 - \xi_3^{h_j(m_j+1)}) = \xi_{12}^{-\chi_{-3}(h_j+1)}
\]
and hence
\[
\prod_{i=1}^3(1 - \xi_3^{h_i(m_i+1)}) = \xi_{12}^{-\chi_{-3}(h)\chi_{-3}(m+1)},
\]
where $\chi_{-3}(m+1)$ stands for the vector with components $\chi_{-3}(m_1+1), \chi_{-3}(m_2+1), \chi_{-3}(m_3+1)$ and the notation $\cdot$ above stands for inner product between two vectors. The property of the Dirichlet character $\chi_{-3}$ tells that
\[
\chi_{-3}(m+1) = -\chi_{-3}(1-m+1), \forall m \in \{0,1\}^3.
\]
This immediately tells that
\[
\xi_1^{-1} \cdot [z^{1-m}\Omega] = \xi_m^{-1} \cdot [z^m\Omega] \in H \otimes \mathbb{C}.
\]
In particular, the real cohomology classes are spanned over $\mathbb{R}$ by
\[
\mu \xi_1^{-1} \cdot [z^m\Omega] + \bar{\mu} \xi_1^{-1} \cdot [z^{1-m}\Omega] = \sum_{h \in \{0,1,2\}^3} (\mu \xi_{12}^{-\chi_{-3}(h)\chi_{-3}(m+1)} + \bar{\mu} \xi_{12}^{\chi_{-3}(h)\chi_{-3}(m+1)}) \gamma_h,
\]
where $\mu \in \mathbb{C}, m \in \{0,1\}^3$. Integral classes can then be obtained by suitably choosing $\mu$.

### 2.4.2 Fermat quartic

For the $n = 3$ case, the spectrum is shown in Table 3 below.

| $\beta$ | $0$ | $\frac{1}{3}$ | $\frac{2}{3}$ | $\frac{3}{3}$ | $1$ | $\frac{5}{3}$ | $\frac{6}{3}$ | $\frac{7}{3}$ | $2$ |
|---|---|---|---|---|---|---|---|---|---|
| $n_\beta$ | $1$ | $4$ | $10$ | $16$ | $19$ | $16$ | $10$ | $4$ | $1$ |

**Automorphic bundles** We will be mainly interested in the $0 \leq \beta(m) < 1$ sectors: the discussions on the other sectors are similar according to (2.31). The equations in Lemma 2.3 are listed in Table 4.

**The $D_0$ sector.** We first consider the sector with $m = (0,0,0)$ given by

\[
D_{\text{quartic}} := \theta_b(\theta_b - \frac{1}{4})(\theta_b - \frac{2}{4}) - b(\theta_b + \frac{1}{4})^3,
\]
with the corresponding local system $D_0$ over $\mathcal{M}$. Similar to the cubic case, one can show that sections of $D_0$ correspond to automorphic forms for the triangular group $\Gamma_{4,2,\infty} \cong \Gamma(2)^+ < \text{PSL}_2(\mathbb{R})$, up to a twist by $b^{-\frac{1}{4}}$ that changes $D_{\text{quartic}}$ to $D_{K3} := b^\frac{1}{4} \circ D_{\text{quartic}} \circ b^{-\frac{1}{4}}$. The twist $b^{-\frac{1}{4}}$ itself can be regarded as a section of a flat bundle and hence an automorphic form for $\Gamma_{4,2,\infty}$ by the Riemann-Hilbert correspondence. Furthermore one can show that after a further twist, these sections are related to elliptic modular forms for $\Gamma_0(2)$. In order not to interrupt the main stream of the presentation, we have left the detailed discussions to Appendix B.
Table 4: Differential equations satisfied by the geometric sections $s[z^m\Omega]$.

| $m$               | differential operator                                      |
|-------------------|-----------------------------------------------------------|
| $(0,0,0,0)$       | $(\theta_\alpha - 2)(\theta_\alpha - 1)\theta_\alpha - \frac{A^4}{47}(\theta_\alpha + 1)^3$ |
| $(1,0,0,0)$       | $(\theta_\alpha - 1)\theta_\alpha - \frac{A^4}{47}(\theta_\alpha + 1)^2$ |
| $(2,0,0,0)$       | $(\theta_\alpha - 2)\theta_\alpha - \frac{A^4}{47}(\theta_\alpha + 1)^2$ |
| $(1,1,0,0)$       | $(\theta_\alpha - 1)\theta_\alpha - \frac{A^4}{47}(\theta_\alpha + 1)(\theta_\alpha + 2)$ |
| $(1,1,1,0)$       | $(\theta_\alpha - 1)\theta_\alpha - \frac{A^4}{47}(\theta_\alpha + 2)^2$ |
| $(2,1,0,0)$       | $\theta_\alpha - \frac{A^4}{47}(\theta_\alpha + 1)$ |

Sectors with $\beta(m) = 1/4$. Again by the $S_4$-symmetry in Lemma 2.3, we only need to focus on $m = (1,0,0,0)$. Results for the other sectors obtained by $S_4$-actions are the same. From the results in Table 4 we see that for this sector the differential operator is

$$\theta(\theta - \frac{1}{4}) - b(\theta + \frac{1}{4})^2, \quad \theta := b \frac{\partial}{\partial b}.$$  

The corresponding bundle $D_m$ is a representation of the triangular group $\Gamma_{4A,\infty}$ that arises as the projectivized monodromy group. Furthermore, sections of $F^2D_m$ and $F^1D_m$ are automorphic forms for this triangular group. In fact, similar to any other rank-2 local system arising from a Fuchsian equation, from the Schwarzian uniformization one can directly read off the automorphy factors for these bundles as explained in Remark 2.7.

Other twisted sectors with $\beta(m) < 1$. The same reasoning gives the triangular groups (essentially determined by the exponent differences) for all the other twisted sectors with $\beta(m) < 1$. Results from straightforward computations complete Table 4 to Table 5 below.

Remark 2.9. To demonstrate the analogy between automorphic forms in $D_m$ and quasi-modular forms, consider the $m = 0$ case. According to the computations in Appendix B the automorphy factor for $F^3D_0$ is $(c\tau + d)^{-2}$, with $\tau$ being the Schwarzian given in (B.18). Then the automorphy factors for $F^2D_0$ and $F^1D_0 = F^0D_0$ are given by

$$\begin{pmatrix}(c\tau + d)^{-2} & -2c(c\tau + d)^{-1} \\ 0 & 1 \end{pmatrix}, \quad \begin{pmatrix}(c\tau + d)^{-2} & -2c(c\tau + d)^{-1} & 2c^2(c\tau + d)^{-2} \\ 0 & 1 & 0 \\ 0 & 0 & (c\tau + d)^2 \end{pmatrix},$$

respectively. Coordinate expressions for the corresponding automorphic form then satisfy transformation laws similar to those of quasi-modular forms.

Remark 2.10. The triangular groups $\Gamma_{\ell(m)}$ are regarded as subgroups of $\text{PSL}_2(\mathbb{R})$ arising from the projectivized monodromy groups. However, the presentations of the monodromies (hypergeometric group in the terminology of [BH89] using Levelt’s theorem) a priori are only matrices in $\text{GL}_2(\mathbb{C})$. Basing on the results in [BH89] on the monodromy groups of hypergeometric equations, up to conjugacy they are actually elements in $\text{SL}_2(\mathbb{R}) \times U_1(\mathbb{R})$. These monodromy matrices are explicitly worked out and also included in Table 5. The $U_1(\mathbb{R})$ factors can be cancelled by a suitable twist which can be multi-valued functions on the quotient $\Gamma_{\ell(m)} \backslash \mathcal{H}$. The twist procedure also kills the semi-simple part of the quasi-unipotent monodromies. For example, for the $m = (1,0,0,0)$ case, a twist by $b^{-\frac{1}{8}}(1-b)^{\frac{1}{8}}$ changes the differential operator $\theta(\theta - \frac{1}{4}) - b(\theta + \frac{1}{4})^2$ to

$$b^{-\frac{1}{8}}(1-b)^{\frac{1}{8}} \circ \left(\theta(\theta - \frac{1}{4}) - b(\theta + \frac{1}{4})^2\right) \circ (b^{-\frac{1}{8}}(1-b)^{\frac{1}{8}})^{-1}.$$
The latter is a differential operator whose Riemann scheme is given by Table 6. For the \( m = - \) case, applying the twist \( b^{-\frac{1}{2}} \), one arrives at the familiar presentation of \( \Gamma_{2,\infty,\infty} \cong \Gamma_0(2) < \text{PSL}_2(\mathbb{Z}) \) in terms of matrices in \( \text{SL}_2(\mathbb{Z}) \).

**Unifying triangular groups**  With the triangular groups \( \Gamma_{l(m)} \) determined from the sectors \( D_m \), the desired quotient homomorphism \( \rho_{l(m)} : \Gamma_{4,\infty,\infty} \to \Gamma_{l(m)} \) in the proof Theorem 2.5 is in no way unique. We can however construct, once and for all, natural ones by using the fact that they are orbifold fundamental groups. Such homomorphisms can be chosen to respect the semi-simple parts of their monodromy representations. Concretely, to obtain a homomorphism one maps the generators of \( \Gamma_{4,\infty,\infty} \) to suitable powers of those of \( \Gamma_{l(m)} \). The powers are dictated by the semi-simple parts of the monodromies. For example, using the presentation in (2.34), a homomorphism \( \Gamma_{4,\infty,\infty} \to \Gamma_{2,\infty,\infty} \) can be given by \( \sigma \mapsto \sigma' ', \tau \mapsto \tau' \), where \( \sigma, \tau \) are the generators corresponding to the loops at the orbifold point \( p_0 \) and the cusp \( p_\infty \), and similarly \( \sigma', \tau' \) the corresponding generators.
for $\Gamma_{\infty,\infty,5}$. Note that this homomorphism does not descend from a homomorphism on $\text{PSL}_2(\mathbb{R})$ as the monodromy matrices corresponding to $\sigma, \tau$ do not generate the full group $\text{PSL}_2(\mathbb{R})$ but only a subgroup.

### 2.4.3 Fermat quintic

The discussions for the $n = 4$ case are analogous to the previous cases, except for the lack of connection to elliptic modular forms and the explicit identification of automorphy factors for $F^\text{top} D_m$. Here we again only focus on the $D_0$ sector which exhibit particularly interesting properties.

As explained before, via the Poincaré residue map (2.8), the $D_0$ sector coincides with the variation of Hodge structure for the quintic family $X \to \mathcal{M} = \mathbb{P}^1 - \{0, 1, \infty\}$ given by

$$\sum_{i=0}^{4} z_i^5 - 5z^{\frac{-4}{5}} \prod_{i=0}^{4} z_i = 0.$$  \hfill (2.42)

The Picard-Fuchs operator is now, up to a twist,

$$D_{\text{quintic}} = \theta^4 - z \prod_{k=1}^{4} (\theta + \frac{k}{5}), \quad \theta := z \frac{\partial}{\partial z}.$$  \hfill (2.43)

By examining the indicial differences, the flat vector bundle $D_0$ corresponds to a representation of $\Gamma_{\infty,\infty,5,5} = \pi_{\text{orb}}(T_{\infty,\infty,5})$. In particular, sections of the canonical extension $\overline{D}_0$ are automorphic forms for the triangular group $\Gamma_{\infty,\infty,5}$.

Remark 2.11. A crucial difference from the previous cases is that now the automorphy factor for $F^3 D_0$ is not given by a $j$-automorphy factor (1.6), this is partially due to the lack of a direct relation between the representation $D_0$ and that for the rank-2 fundamental representation of $\Gamma_{\infty,\infty,5}$. By calculating the monodromy representation of $D_0$ one can see that it does not admit a symmetric cube structure, unlike the Fermat quartic case discussed in Appendix B. This is ultimately related to the nontriviality of genus zero GW invariants for its mirror, see [Zho16] for extended discussions on this.

We now study the differential structure of the periods, namely solutions to the Picard-Fuchs equation (2.43), as promised in Section 2.3. For concreteness, we take a basis of solutions near the maximally unipotent monodromy point $z = 0$ and denote them by $I_{0}, I_{1,0}, I_{2,0}, I_{3,0}$, respectively. Such a basis can be obtained from the Frobenius method for instance.

**Definition 2.12.** Denote

$$T = I_{1,0} = \frac{I_1}{I_0}, \quad I_{2,0} = \frac{I_2}{I_0}, \quad I_{3,0} = \frac{I_3}{I_0}.$$  \hfill (2.44)

The Yamaguchi-Yau ring [YY04] (see also [BCOV94]) is given by (here $'$ denotes $\partial_z$)

$$\mathcal{F}_{\text{YY}} := C(z)[\frac{I_1'}{I_0}, \frac{I_2'}{I_0}, \frac{I_3'''}{I_0}, \frac{T'''}{I_0}].$$  \hfill (2.45)

By using the special geometry relation [Str90, Fre99] satisfied by the Picard-Fuchs equation (2.43) above, we have the following relations [CDF+93a, CDF+93b, LY96b, YY04] (see also [AZ04, AL07, GKMW07, Hos08, ZZ08])

$$I_{3,0}' = -2I_{2,0} + I_{1,0}I_{2,0},$$  

$$I_{2,0}'' = I_{2,0} I_{1,0}' + \frac{1}{I_0^2 I_{1,0}} C', \quad C := \frac{5}{1 - 5z^2},$$  

$$T''' = T''(-\frac{I_3'''}{I_0} + C) + T' \left(-4 \frac{I_2'''}{I_0} + 2(\frac{I_1''}{I_0})^2 - C' + 2 \frac{I_3'''}{I_0} C + C^2 + \frac{7}{5} C \right).$$  \hfill (2.46)
See Appendix B of the arXiv version of [HLCZ20] and references therein for the geometric explanation for each of the relations above. In particular, the first relation follows from the fact that the monodromy lies in $\text{SL}_4(\mathbb{C})$, while the last one from the flatness of the Gauss-Manin connection.

**Theorem 2.14.** The Yamaguchi-Yau ring $\mathcal{F}_{YY}$ is a differential ring under $\partial_z$, with generators being components of automorphic forms for $\Gamma_{\infty,\infty,5}$.

**Proof.** The proof of the first part is contained in [YY04]. It follows from the Picard-Fuchs equation satisfied by $I_0$ and the last relation in (2.46). The second part follows from Theorem 2.5, the Poincaré residue map (2.3), and the fact that period integrals of $Q_5$ are coordinate expressions of cohomology classes in $H^3(\mathbb{Q}_p)$ with respect to the locally constant frame of the corresponding local system over $\mathcal{M}$.

The differential ring structure of $\mathcal{F}_{YY}$ has made its frequent appearance in the study of higher genus mirror symmetry for the quintic and related geometries. See [BCOV94, YY04, AL07, GKMW07, Hos08, ZZ08] and the more recent works [ASYZ14, LP18, CGL18, GJR18] for details.

We now prove the following result regarding the algebraic independence over $C(z)$ of the generators in the Yamaguchi-Yau ring. This property is of crucial importance in studying higher genus GW theory, such as solving holomorphic anomaly equations [ASYZ14, Zho14, LP18].

**Theorem 2.13.** The Yamaguchi-Yau ring $\mathcal{F}_{YY}$ is a differential ring under $\partial_z$, with generators being components of automorphic forms for $\Gamma_{\infty,\infty,5}$.

**Proof.** The proof of the first part is contained in [YY04]. It follows from the Picard-Fuchs equation satisfied by $I_0$ and the last relation in (2.46). The second part follows from Theorem 2.5, the Poincaré residue map (2.3), and the fact that period integrals of $Q_5$ are coordinate expressions of cohomology classes in $H^3(\mathbb{Q}_p)$ with respect to the locally constant frame of the corresponding local system over $\mathcal{M}$.

\[
\text{trdeg}(\mathcal{G}/\mathcal{F}) = \dim \text{Sp}_4(\mathbb{C}) = 10. \tag{2.48}
\]

Hence as ordinary fields
\[
\text{trdeg}(\mathcal{G}/C(z)) \geq 10. \tag{2.49}
\]

Since the periods satisfy the 4th order Picard-Fuchs equation (2.43), we see that a set of generators of $\mathcal{G}/\mathcal{F}$ can be taken to be the following 16 elements
\[
I_0, I_0', I_0'', I_0''', T, T', T'', T''', I_{2,0}, I_{2,2,0}, I_{3,0}, I_{2,0}'', I_{3,0}'.
\]

The relations (2.46) tells that
\[
\mathcal{G} = \mathcal{F}(I_0, I_0', I_0'', I_0''', T, T', T'', T''', I_{2,0}, I_{2,2,0}, I_{3,0}). \tag{2.50}
\]

In particular, one has
\[
\text{trdeg}(\mathcal{G}/C(z)) \leq 10. \tag{2.51}
\]

Combining (2.49), (2.51), we are led to
\[
\text{trdeg}(\mathcal{G}/C(z)) = 10. \tag{2.52}
\]

The desired assertion (2.47) now follows immediately. \qed
3 Genus zero GW invariants of Fermat Calabi-Yau varieties

We are interested in the genus zero Gromov-Witten invariants corresponding to the part of the quantum cohomology generated by classes pulled back from the ambient space. This ambient part is the part that enters genus zero mirror symmetry [CdLOGP91]. Specializing to our examples, this is the identification [Giv96, Giv98, LLY97, LLY98] of the $I$-functions, which encode the genus zero GW invariants for the Calabi-Yau varieties, with solutions to Picard-Fuchs equations for the mirror [Bat94] Calabi-Yau family given in [1.3]. See [CK99] and also [Gro03] for nice expositions.

We now transfer results from singularity theory to results in genus zero GW theory.

Theorem 3.1. Consider the genus zero Gromov-Witten invariants for the Calabi-Yau $(n-1)$-fold $M$ defined by the vanishing locus of the Fermat polynomial $\sum_{i=0}^{n-1} x_i^{n} + 1 = 0$ in $\mathbb{P}^n$. Then the $I$-function, as a generating series of certain one-point GW invariants of $M$, is a component of an automorphic form valued in $H^*(M)$ for the triangular group $\Gamma_{n+1,\infty,\infty}$. In particular, for the $n = 2, 3$ cases, the automorphic form is a vector-valued elliptic modular form (with possibly nontrivial multiplier systems) for certain congruence subgroup in $\text{PSL}_2(\mathbb{Z})$.

Proof. By genus zero mirror symmetry, the $I$-function for $M$ is identical to the holomorphic volume form for the corresponding Dwork family $\{Q_a\}_{a \in S}$ over $S$ in (1.3). Invoke the fact that the Poincaré residue map in (2.8) respects the $D_S$-structures (i.e., Gauss-Manin connections), to prove the holomorphic volume form is a component of an automorphic form it suffices to prove that for the section $\zeta[\Omega]$ in the $D_0$ sector, which in turn is equivalent to proving that for the geometric section $s[\Omega]$ by the quasi-homogeneity. The last statement follows from Theorem 2.5.

The assertions on elliptic modular forms for the $n = 2, 3$ cases follow from direct computations on the $D_0$ sectors shown in Section 2.4.

We remark that our strategy in establishing automorphicity is applicable to more general invariants (e.g., higher genus invariants that can be reconstructed from [DZ01, Tel12] or reduced to [FSZ10] genus zero ones) as long as the differential equations can be worked out.

In what follows we only discuss some quotients of quartic K3 surfaces. The orbifold GW invariants and quantum cohomology of an orbifold are defined on the Chen-Ruan cohomology [CR04, ALR07] which carries sophisticated gradings. Elements in the associated graded of the multi-graded Chen-Ruan cohomology are also called twisted sectors. We shall expose the roles played by twisted sectors in Chen-Ruan cohomology and twisted sectors in vanishing cohomology and study their mirror symmetry.

3.1 $I$- and $J$-functions

In the rest of this section, we denote by $Q$ the K3 surface defined by the vanishing locus of $x^4 + y^4 + z^4 + w^4 = 0$ in $\mathbb{P}^3$. We consider the Givental $I$- and $J$-functions for several quotients of $Q$.

3.1.1 Quartic K3 surface

The $I$-function $I_Q$ is a $H^+(Q)$-valued function satisfying the quantum differential equation

$$\left( \frac{\partial^3}{\partial t^3} - 4^3 e^{t} \prod_{k=1}^{3} (\partial_k + \frac{k}{4}) \right) I_Q(t, \delta; P, \Lambda) = \delta \left( \frac{P}{3} \right)^3 e^{P/3} = 0 \in \mathfrak{h} H^+(Q)[[\delta^{-1}, e^t, \Lambda]], \tag{3.1}$$

where $P$ is the hyperplane class of $\mathbb{P}^3$, $t$ is the complexified Kähler parameter with $\text{Re} t < 0$, $\delta$ is the descendant variable, and $\Lambda$ is the Novikov variable which can be set to 1 safely. Explicitly it is
given by
\[ I_Q(t; \beta; P, \Lambda) = 3e^{\frac{dF}{d\beta}} \sum_{d \in \mathbb{Z}_{\geq 0}} \Lambda^{4d} e^{4dt} \prod_{i=1}^{d-1} (4P + f_{\beta}) \prod_{i=0}^{d} (P + f_{\beta}) = 3F(t) + G(t) + O(3^{-1}). \] (3.2)

The $3^{-1}$-expansion of $I_Q$ is the same as the one obtained by using the Frobenius method in solving differential equations. In particular, setting $\Lambda = 1$ one has
\[ F(t) = \sum_{d \geq 0} e^{dt} \frac{4d!}{(d!)^4} = 3F_2\left(\frac{1}{4}, \frac{2}{4}, \frac{3}{4}; 1, 1; 4^4 t^4\right). \] (3.3)

The small $J$-function $J_Q$, as a cohomology valued generating series of GW one-point functions, is then given by
\[ J_Q(T, \beta) = \frac{1}{F(t)} I_Q(t; \beta), \quad T = \frac{G(t)}{F(t)}. \] (3.4)

The big $J$-function can be obtained using axioms of GW theory. Expanding it in terms of $P$ tells that the genus zero GW invariants are essentially trivial. Computationally this can be seen from the symmetric structure of the above quantum differential equation, see Appendix B for detailed discussions.

### 3.1.2 Minimal quotient

We consider the quotient of $Q$ by the trivial action
\[ k \in G_{\min} = \mathbb{Z}/4\mathbb{Z} : [x, y, z, w] \mapsto [e^{\frac{2\pi i}{4}} x, e^{\frac{2\pi i}{4}} y, e^{\frac{2\pi i}{4}} z, e^{\frac{2\pi i}{4}} w]. \] (3.5)

The quotient is the stack
\[ Y_{\min} = Q \times B\mu_4, \] (3.6)
where $\mu_4 \cong \mathbb{Z}/4\mathbb{Z}$ is the multiplicative group consisting of $4$th roots of unity and $B\mu_4$ is the corresponding classifying space.

We follow the method in [CCIT19] to obtain the Givental $I$- and thus $J$-function by using extended stacky fans. First one takes the stacky fan $(N, \Sigma, \rho)$ that defines the toric Deligne-Mumford stack $\mathbb{P}^3 \times B\mu_4$
\[ \beta : \mathbb{Z}^4 \rightarrow N = \mathbb{Z}^3 \oplus (\mathbb{Z}/4\mathbb{Z}), \] (3.7)
where $\beta$ given by the matrix
\[ \begin{pmatrix} -1 & 1 & 0 & 0 \\ -1 & 0 & 1 & 0 \\ -1 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \end{pmatrix}. \]

Then one considers the extended stacky fan whose corresponding matrix presentation for $\beta^S : \mathbb{Z}^{4+4} \rightarrow N$ is
\[ \begin{pmatrix} -1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\ -1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 2 & 3 & 0 \end{pmatrix}. \]

With the twisting data, it follows that the twisted $I$-function is given by
\[ I_{tw} = 3e^{\beta^S} \sum_{(k, l, m, n) \geq 0} \Lambda^{4d} e^{4dt} e^{x_0^* x_1^* x_2^* x_3^*} I_{\lambda, \beta} M_{\lambda, \beta} \rho, \] (3.8)
with
\[ I_{\lambda,b} = \frac{1}{\delta^{k_0+k_1+k_2+k_3}k_0!k_1!k_2!k_3!} \prod_{\ell=1}^{d} \frac{1}{(P + \ell \delta)^4}, \quad M_{\lambda,b} = \prod_{\ell=1}^{4d} (4P + \ell \delta). \] (3.9)

Here

- \( P \) is the class of \( c_1(O_{Y_{\min}}) \) in \( H^2(Y_{\min}), t_\rho \in \mathbb{C} \) with \( \text{Re} t_\rho < 0, \rho = 0, 1, 2, 3. \)
- \( \Lambda \) is again the Novikov variable, similarly \( x, y, j = 0, 1, 2, 3 \) are formal parameters, and \( \delta \) is the descendant variable.
- \( b \) labels different components of the inertia stack \( IY_{\min} \) of \( Y_{\min}, \mathbb{I}_b \) is the fundamental class for the corresponding component.

It is direct to see that the summation in \( I_{tw} \) splits into the product of two, involving \( d \) and \((k_0, k_1, k_2, k_3)\) respectively,
\[ I_{tw} = I_Q \cdot \sum_{(k_0,k_1,k_2,k_3) \in \mathbb{N}^4} \prod_{j=0}^{3} \frac{x_j^{k_j}}{k_j! (k_j + 2k_2 + 3k_3)}, \] (3.10)
where \( I_Q \) is the \( I \)-function for the quartic K3 given in (3.2). This reflects the product structure \( Y_{\min} = \mathbb{P}^3 \times B_{\mu_4} \). From the quantum Lefschetz principle one can then determine the big \( I \)-function \( H_{\text{in}} \) and the corresponding \( J \)-function \( J_{Y_{\min}} \).

### 3.1.3 Maximal quotient

Consider the action of \( G_{\text{max}} = (\mathbb{Z}/4\mathbb{Z})^4 \) on the homogeneous coordinate ring \( \mathbb{C}[x, y, z, w] \) of \( \mathbb{P}^3 \)
\[ (k_0, k_1, k_2, k_3) \in G_{\text{max}} : \{x, y, z, w\} \mapsto [e^{\frac{2\pi i k_0}{4}} x, e^{\frac{2\pi i k_1}{4}} y, e^{\frac{2\pi i k_2}{4}} z, e^{\frac{2\pi i k_3}{4}} w]. \] (3.11)

We consider the faithful action by \( G = G_{\text{max}}/G_{\text{min}}. \) The quotient \( Y_{\text{max}} = \mathbb{Q}/G \) is then a hypersurface in the toric stack \( \mathbb{P}^3/G. \) Denote \( i : Y_{\text{max}} \to \mathbb{P}^3/G \) to be the inclusion and \( IY_{\text{max}} \) the inertia stack of \( Y_{\text{max}} \).

The number of components for the inertia stack \( IY_{\text{max}} \) is the same as the cardinality of the Abelian group \( G. \) These components can also be classified according to the type of fixed locus \( (\mathbb{P}^3/G)^{\perp} \). For example, let \( z_0 \) be the homogeneous coordinate corresponding to the ray \( u_0, \) then all of the fixed loci for the reduced inertia stack can be chosen to be intersections of coordinate hyperplanes with \( z_0 \neq 0. \) By examining the components \( Y_{\text{max}}^{\perp} \) in the inertia stack \( IY_{\text{max}} \) according to \( g \in G, \) one sees that the coarse moduli are projective spaces and the dimension of \( H^*_CR(Y_{\text{max}}) \) is
\[ \text{dim} H^*(\mathbb{P}^2) \cdot 1 + \text{dim} H^*(\mathbb{P}^1) \cdot \left(\frac{4}{1}\right) \cdot 3 + \text{dim} H^*(\mathbb{P}^0) \cdot \left(\frac{4}{2}\right) \cdot (6 + \frac{3}{2} \cdot 2) = 81 \] (3.12)

For the stack \( Y_{\text{max}}, \) the big quantum cohomology is defined on the Chen-Ruan cohomology \( H^*_CR(Y_{\text{max}}) = H^*(IY_{\text{max}}). \) According to [CCIT19], the corresponding invariants are encoded in the \( H^*_CR([\mathbb{P}^3/G]) \)-valued \( J \)-function which we now discuss. First one takes the stacky fan \((N, \Sigma, \rho)\) that defines the toric Deligne-Mumford stack \([\mathbb{P}^3/G] \)
\[ \beta : \mathbb{Z}^4 \to N = \mathbb{Z}^3, \]
with \( \beta \) given by the matrix of rays in the fan
\[ (u_0, u_1, u_2, u_3) = \begin{pmatrix} -4 & 4 & 0 & 0 \\ -4 & 0 & 4 & 0 \\ -4 & 0 & 0 & 4 \end{pmatrix}. \]
Now following the method in [CCIT19], one considers the extended stacky fan and obtain the twisted $I$-function as before. To be explicit, we take the extended fan to be given by $\beta^5 : \mathbb{Z}^4 / 4 \to N$ with the extra generators mapped to $u_i / 4 \in \mathbb{Z} / 4\mathbb{Z} \{u_0, u_1, u_2, u_3\} = 0$, $1, 2, 3$. We also take

$$\text{Box}(\Sigma) = \left\{ b = (b_j)_{j=0}^3 \in (\frac{1}{4}\mathbb{Z}/\mathbb{Z})^3 \mid \text{at least one } b_j \text{ is zero} \right\}.$$ 

The action of $G_{\min}$ induces the shift on $b = (b_0, b_1, b_2, b_3)$ by $\frac{1}{4}(1, 1, 1, 1)$. Note that elements in $\text{Box}(\Sigma)$ are not in one-to-one correspondence with components of $I_{Y \max}$, but modulo the action by $G_{\min}$ this is so. It follows that the twisted $I$-function is given by

$$I_{tw} = 3e^{P\sum_{p=0}^3 \frac{t_p}{3}} \sum_{b \in \text{Box}(\Sigma)} \sum_{d, k_j \geq 0} \Lambda d \cdot \sum_{p=0}^3 \prod_{j=0}^3 x_j^{k_j} I_{\Lambda, b} M_{\Lambda, b} \beta b_j,$$

with

$$I_{\Lambda, b} = \frac{1}{\prod_{j=0}^3 (k_j - d)^{k_j}} \prod_{j=0}^3 \prod_{a: \lambda(a) = (d - \frac{1}{4} k_j), a \leq 0} (P + a \beta),$$

$$M_{\Lambda, b} = \frac{4d}{\prod_{\ell = 1} \sum_{j=0}^3 (4P + \ell \beta)}.$$

Here again

- $P$ is the class of $c_1(\mathcal{O}_Y(1))$ in $H^2(Y)$, $t_p \in \mathbb{C}$ with $\text{Re} \ t_p < 0$, $\rho = 0, 1, 2, 3$.

- $\Lambda$ is the Novikov variable which we later set to 1, $x_i, j = 0, 1, 2, 3$ are formal parameters which will be collectively denoted by $x$, and $\beta$ is the descendant variable.

- $b$ labels different components $Y^{(g)}_{\max, b} \in G$ of the inertia stack $I_{Y \max}$ of $Y_{\max}$, $\beta b_j$ is the fundamental class for the corresponding component and has degree $2 \sum_{j=0}^3 b_j$ in Chen-Ruan cohomology.

A direct calculation shows that

$$I_{tw} = \tilde{G}(t, x) + \mathcal{O}(\beta^{-1}),$$

where $F$ is the same as the one in (3.3) with the relation $t = \sum_{p=0}^3 t_p$, and

$$\tilde{G}(t, x) = G(t) + F(t) \prod_{j=0}^3 x_j^{1} \bigoplus_{(0, \ldots, 1, \ldots, 0)}.$$  

From the quantum Lefschetz principle one has $I_{Y_{\max}}(t, x, \beta) = i^* I_{tw}$. Similar to (3.4), one has the $J$-function

$$T(t, x) = \frac{\tilde{G}(t, x)}{F(t)}, \quad J_{Y_{\max}}(T, \beta) = \frac{I_{Y_{\max}}(t, x, \beta)}{F(t)}.$$

### 3.2 Genus zero mirror symmetry

We focus on the one-point functions of orbifold GW invariants with fixed cohomology insertions. They correspond to coefficients of the cohomology-valued $J$-function $J_Y = I_Y / F$, in the Laurent
expansion in $3^{-1}$ and with respect to the basis for $H^*_{CR}(Y)$. For $Y = Q$ and $Y = Q/G_{\min}$, the identification between Givental $I$-functions and automorphic forms is immediate since the quantum differential equation (3.1) matches the Picard-Fuchs equation (2.41) for the $D_0$ sector. We now discuss the maximal quotient $Y = Y_{\max}$. Setting $t = \sum_{j=0}^{3} t_j$, $e = P/3$ and simplifying (3.13), one obtains

$$I_{tw} = \beta \sum_{k \in \mathbb{N}^4} \prod_{j=0}^{3} \frac{3^{\frac{3}{2} x_j})^k_j}{3^j k_j!} \cdot I_{tw,k}, \quad k = (k_0, k_1, k_2, k_3),$$

(3.15)

with

$$I_{tw,k}(t, e, \beta) = e^{\beta} \sum_{d, d' \geq 0} \prod_{j=0}^{3} \left( e^d \prod_{j=0}^{3} \frac{\prod_{a: (a) = (d - \frac{1}{4} k_j), a \leq 0} (\epsilon + a)}{\prod_{a: (a) = (d - \frac{1}{4} k_j), a \leq -\frac{1}{4} k_j} (\epsilon + a)} \prod_{\ell=1}^{4d} (4\epsilon + \ell) \right) \prod_{j=0}^{3} \delta^{-\frac{1}{2} k_j - d}. \quad (3.16)$$

Due to the constraint $\prod_{j=0}^{3} (d - \frac{1}{4} k_j) = 0$ in the range for $d$ in (3.16), $I_{tw,k}$ splits into the sum of 4 series according to the choice of $j \in \{0, 1, 2, 3\}$ such that $\langle d - \frac{1}{4} k_j \rangle = 0$. Within each series the quantity $\langle d - \frac{1}{4} k_j \rangle$ and thus (3.17) are independent of those $d$ that are subject to this condition. In fact, a closer look gives

$$I_{tw,k}(t, e, \beta) = e^{\beta} \sum_{d, d' \geq 0} \prod_{j=0}^{3} \left( e^d \prod_{j=0}^{3} \frac{\Gamma(\epsilon + 1 - \langle \frac{1}{4} k_j - d \rangle)}{\Gamma(4\epsilon + 1)} \prod_{j=0}^{3} \delta^{-\frac{1}{2} k_j - d} \right). \quad (3.17)$$

From the perspective of the group action by $G$, each $k = (k_0, k_1, k_2, k_3)$ corresponds to

$$g := (g_0, g_1, g_2, g_3) = (e^{2\pi i k_0}, \ldots, e^{2\pi i k_3}) \in \mathbb{R}_q^{2} \cong G_{\max}.$$

The condition $\langle d - \frac{1}{4} k_j \rangle = 0$ imposed by the constraint $\prod_{j=0}^{3} (d - \frac{1}{4} k_j) = 0$ corresponds to applying a transformation in $G_{\min}$ such that the $g_j$-component of $g$ is gauged to 1. For such a choice of $j$, similar to the discussion in (3.12), the coarse moduli of the corresponding inertia stack component $Y^g$ is a projective space of dimension

$$3 - \text{cardinality}(\{j \in \{0, 1, 2, 3\} \mid k_j - k_{j*} = 0 \in \mathbb{Z}/4\mathbb{Z}\}).$$

Hence the cohomology ring $H^*(Y^g)$ of this component $Y^g$ gives a subspace of the Chen-Ruan cohomology $H^*_{CR}(Y) = H^*(IY)$ with dimension

$$N_{k,j*} := 4 - \text{cardinality}(\{j \in \{0, 1, 2, 3\} \mid k_j - k_{j*} = 0 \in \mathbb{Z}/4\mathbb{Z}\}). \quad (3.19)$$

Specifically, as a ring, its generators are given by the fundamental class $1_{\langle \frac{1}{4} k_j - (\frac{1}{2} k_{j*}, \frac{1}{2} k_{j*}, \frac{1}{2} k_{j*}, \frac{1}{2} k_{j*}) \rangle}$ and the $P$-class. Their contributions to the $H^*_{CR}(Y)$-valued $I$-function $i^*I_{tw}$ are then obtained by expanding the $d = \frac{1}{4} k_j$ term in (3.18) with respect to the $e$-parameter up to degree $N_{k,j*} - 1$. The number of different functions arising as the coefficients in (3.18) is thus given by

$$N_k := 4 - \text{cardinality}(\{k_j\}_{j=0}^{3}). \quad (3.20)$$
From the expression in (3.18) one can directly check that $I_{tw,k}$ satisfies the differential equation

$$
\left( 3 \prod_{j=0}^{3}(\partial_t - \frac{1}{4}j) - 4^4 e^t \prod_{i=1}^{4}(\partial_t + \frac{i}{4}) \right) I_{tw,k} = 0. \tag{3.21}
$$

Comparing (3.21) with (2.21) in Lemma 2.3, we see that $I_{tw,k}$ satisfies the same equation as $a \cdot \zeta [z^m \Omega]$, under the mirror map

$$
e^t = a^{-4}, \quad k_j = m_j, \quad j = 0, 1, 2, 3. \tag{3.22}
$$

This tells that the $I$-function $I_{tw,k}$ is (component of) a cohomology-valued automorphic form. Under the map (3.22), the dimension (3.20) of the cohomology ring of $Y^g$ agrees perfectly with the dimension (2.22) of the space of twisted sectors involved in $D_m$. Interestingly, the shift $k \mapsto k + (1, 1, 1)$ on the one hand is induced by the action of $G_{min}$ on $Y$, on the other hand maps the twisted sector $\zeta [z^m \Omega]$ to $[z^{m+1} \Omega]$. Moreover, under (3.22) we also see that $I_{tw}$ in (3.15) satisfies the same differential equation as the geometric section

$$
a \cdot \zeta \sum_{m \in \mathbb{N}^4} \prod_{j=0}^{3} \frac{(x_j t)^{m_j}}{j^{m_j/m_j!}} \cdot s [z^m \Omega] = a \zeta [e^{\sum_{j=0}^{3} \frac{t^j}{j} x_j \cdot \Omega}]. \tag{3.23}
$$

According to the isomorphism in (2.26), this tells that $I_{tw}$ is mirror to an oscillating integral, with the fundamental class (3.17) recording the data $k$ that is mirror to $m$. This matches the general expectations from mirror symmetry, see e.g., [Giv95a, Giv95b, Giv96, LS14, IMRS21].

We therefore conclude that the identification (3.22) provides a map between twisted sectors in Chen-Ruan cohomology and twisted sectors in singularity theory that respects the D-module structures.

### A Basics on singularities

We review some basics on deformations of singularities and fix some notation, following closely [Sai83, Mat98, Ku98, ST08]. The results reviewed below admit coordinate free descriptions, however for concreteness we phrase them in local coordinates.

Let

$$
f : (\mathbb{C}^{n+1}, 0) \to (\mathbb{C}, 0) \tag{A.1}
$$

be the germ of a holomorphic function near $0 \in \mathbb{C}^{n+1}$ with only isolated critical point at $0 \in \mathbb{C}^{n+1}$ and critical value $0$. Let $z = (z_0, z_1, \cdots, z_n)$ be the standard complex coordinates on $\mathbb{C}^{n+1}$ at the origin, and $t$ the one for the target space $\mathbb{C}$ near the critical value. Then the Jacobi/Milnor ring

$$
\text{Jac}(f) = \mathbb{C}\{z_0, \cdots, z_n\}/(\partial_{z_0} f, \cdots, \partial_{z_n} f) \tag{A.2}
$$

is a finite dimensional vector space whose dimension is given by the Milnor number $\mu = \mu(f) = \dim H^n(f^{-1}(t)), t \neq 0$.

Following [Sai83, Mat98, ST08, Ku98], we consider an $m$-parameter deformation with only isolated critical point at the origin as follows. Taking a subset from the basis of the vector space $\text{Jac}(f)$ which are represented by functions $e_k(z), k = 0, 1, \cdots, m - 1$. Consider the function

$$
F(z, s) = f(z) + \sum_{k=0}^{m-1} s_k e_k(z) \tag{A.3}
$$

defined around a neighborhood $X$ of $(z, s) = (0, 0)$ in $\mathbb{C}^{n+1} \times \mathbb{C}^m$, where $s = (s_0, \cdots, s_{m-1})$ are the standard coordinates of $\mathbb{C}^m$ at the origin. Then the germ at $(z, s) = (0, 0)$ of $F : X \to \mathbb{C}$ gives a deformation of the germ of the function $f$. Let

$$
q : X \to S \subseteq \mathbb{C}^m, \quad \varphi = (F, q) : X \to \mathbb{C} \times S, \tag{A.4}
$$
Assume further that $S$ lies in the $\mu$-constant stratum. Let
\[ C = \{(z,s) \in X \mid \text{rank}(d\varphi)(z,s) \leq m-1\} \] (A.6)
be the critical set of the map $\varphi$. This is an analytic subspace of $X$ with structure sheaf
\[ O_C = O_X/(\partial_{z_1} F, \cdots, \partial_{z_n} F). \] (A.7)
which has the usual commutative ring structure $\circ$ and is regarded as a deformation of $\text{Jac}(f)$. By the assumption that $f$ has an isolated singularity, the map $q|_C : C \to S$ is a proper, finite map of degree $\mu$ and thus $q_* O_C$ is a locally free sheaf of rank $\mu$ over $S$.

**Frobenius structure**

The sheaf of relative differentials for the family $\varphi : X \to C \times S$ is of central importance in studying the mixed Hodge structure of singularities [Kul98]. Using the fact that $q$ is smooth, one can check that $\Omega^{n+1}_{X/(C \times S)}$ is a free $O_C$-module of rank one and hence one has an identification
\[ \rho^\xi : q_* O_C \to q_* \Omega^{n+1}_{X/(C \times S)}. \] (A.8)
This identification is not canonical and requires a choice $\xi \in q_* \Omega^{n+1}_{X/(C \times S)}$ that is a generator of $q_* \Omega^{n+1}_{X/(C \times S)}$ as a free $q_* O_C$-module. When $F$ is the semi-universal deformation (i.e., universal unfolding), a suitable choice of $\xi$ in (A.8) known as primitive form and some other data including higher residue pairings provide a Frobenius algebra structure on $q_* O_C$, as well as a Frobenius manifold structure on $S$ via the Kodaira-Spencer map. See [Sai83, Dub96, ST08, Sat86, Sat93, Aud97, Sat98, NY98, Man99a, Man99b, Her02, Sab08, Sat10, ST11, Str12]. This structure can be further enhanced to a special Kähler structure [Str90, Fre99]. Interested readers are referred to [Dub96, CV91, Ali17] for details.

**Brieskorn lattice**

An essential ingredient in the studies of singularity theory is the Brieskorn lattice $\mathcal{H}^{(0)}$ in the following set of sheaves
\[
\mathcal{H}^{(-2)} := \mathbb{R}^n \varphi_* \Omega^*_X/(C \times S) \cong \text{Ker} (\varphi_* \Omega^n_X/(C \times S) \to \varphi_* \Omega^{n+1}_X/(C \times S))/d\varphi_* \Omega^{n-1}_X/(C \times S),
\]
\[
\mathcal{H}^{(-1)} := \varphi_* \Omega^n_X/(C \times S)/d\varphi_* \Omega^{n-1}_X/(C \times S) \cong \varphi_* \Omega^n_X/(C \times S)/(dF \wedge \varphi_* \Omega^{n-1}_X/(C \times S) + d\varphi_* \Omega^{n-1}_X/(C \times S)),
\]
\[
\mathcal{H}^{(0)} := \varphi_* \Omega^{n+1}_X/(C \times S)/(dF \wedge d\varphi_* \Omega^{n-1}_X/(C \times S)).
\] (A.9)
where the isomorphisms follow from the Stein property of \( \varphi \). The latter two sheaves are extensions of the relative de Rham cohomology sheaf \( H^{(-2)} \). Furthermore, one has

\[
0 \to H^{(-1)} \to H^{(0)} \xrightarrow{\varphi_*} \Omega^{n+1}_{X/\mathbb{C}\times S} \to 0,
\]

where \( r \) is the natural surjection. The Brieskorn lattice \( H^{(0)} \) is generated by the geometric sections denoted by so-called \( s[\omega], \omega \in \varphi_*\Omega^{n+1}_{X/\mathbb{C}\times S} \) see [Ku98] [Section I.5.1.6] and [AGZV85] [AGZV88]. It is part of the Hodge filtration \( \{H^{(k)}\}_{k \geq 0} \) on the Gauss-Manin differential system \( H_X \) given by

\[
H^{(k)} = F^{n-k}H_X = \partial \delta^k H^{(0)}, \quad k \leq n.
\]

In particular, one has an inclusion \( H^{(0)} \subseteq H_X \). The meromorphic connection \( M_X \) is related to \( H^{(0)}, H_X \) by localization, that is, \( M_X = (H_X)_{(t)} = (H^{(0)})_{(t)} \). The D-modules \( H_X, M_X \) are equipped with the Kashiwara-Malgrange \( V \)-filtration \( V^\ast \) which can be defined according the eigenvalues of the action by \( t\partial_t \). The canonical lattice \( L \) is then defined by

\[
L := V^\geq -1 M_X.
\]

It is a locally free sheaf that extends the de Rham cohomology sheaf \( H^{(-2)} \) and lies in the Gauss-Manin differential system \( H_X \).

**Mixed Hodge structure and embedding of the Brieskorn lattice**

We now consider mixed Hodge structures on the vanishing cohomology, following closely the expositions in [Ku98].

Assume that \( S \) lies in the so-called \( \mu \)-constant stratum [AGZV85] [AGZV88]. Denote

\[
X(s) = X \times \mathbb{C}\times S (\mathbb{C} \times \{s\}),
\]

then the restrictions of constructions for \( X \to \mathbb{C} \times S \) to \( X(s) \to \mathbb{C} \) coincide with those for the singularity \( f_s := F|_{X(s)} \). To avoiding choosing \( t \neq 0 \in \mathbb{C} \) when considering structures on the cohomologies of \( X(s)_i := f_s^{-1}(t), s \in S \), we take the homotopy fiber \( X(s)_\infty \) and consider the vanishing cohomology \( H^n(X(s)_\infty) \) which can be intrinsically defined in terms of the vanishing cycle functor \( R\Psi_{f_s} \) as

\[
H^n(X(s)_\infty) = R^n\Gamma \circ R\Psi_{f_s}(\mathbb{C}X(s)).
\]

It follows that the vanishing cohomology \( H^n(X(s)_\infty) \) is isomorphic to the fiber at \((0,s)\) of the canonical lattice

\[
L(s) \subseteq H_X(s).
\]

Namely, one has

\[
\psi(s) : H^n(X(s)_\infty) \cong L(s)/tL(s).
\]

By analyzing the asymptotic behavior of geometric sections that generate the Brieskorn lattice \( H^{(0)} \), one has the embedding

\[
H^{(0)}(s) \subseteq L(s)
\]

which respects localization \((\cdot)_{(t)}\).

The vanishing cohomology carries a mixed Hodge structure which we now describe. From the monodromy action, one has

\[
H^n(X(s)_\infty) = \bigoplus_{\lambda, |\lambda|=1} H^n(X(s)_\infty)_{\lambda} \xrightarrow{\psi(s)} \bigoplus_{-1 < a \leq 0} C_a(s),
\]
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where $H^n(X(s)_\infty)_\lambda$ is the eigenspace of the monodromy $T = T_{ss}T_u = T_{ss}e^{2\pi i N}$ of the singularity $f_s : \mathbb{C}^{n+1} \to \mathbb{C}$ around its singular fiber $f_s^{-1}(0)$ with eigenvalue $\lambda$. This eigenspace is the same as the generalized eigenspace $C_\alpha(s)$ of $t_\partial$ with eigenvalue $\alpha \in (-1,0)$. The weight filtration is then induced by the Jacobson-Morosov filtration using the unipotent part $T_u$ of the monodromy $T$. In particular, $H^n(X(s)_\infty)_\lambda = 1$ has weight $w = n + 1$ and $H^n(X(s)_\infty)_\lambda \neq 1$ weight $w = n$. The Hodge filtration (in the sense of Saito-Steinbrink-Scherk) is induced by the one (A.11) on the Gauss-Manin differential system $\mathcal{H}_X(s)$ via the inclusion (A.13) and the isomorphism (A.14). It is defined individually on each eigenspace $H^n(X(s)_\infty)_\lambda$ or equivalently generalized eigenspace $C_\alpha(s)$ of $T$ as follows. One first defines on the generalized eigenspace $C_\alpha(s)$ the filtration (recall that spaces in $\mathcal{H}^{0}(s) \subseteq \mathcal{L}(s) \subseteq \mathcal{H}_X(s)$ have induced $V$-filtrations from the one on $\mathcal{H}_X(s)$)

$$F^pC_\alpha(s) = \partial_i^{-p} \text{gr}_V^{n-p+a} \mathcal{H}^{(0)}(s),$$

(A.17)

with $\text{gr}_V^{n-p+a} \mathcal{H}^{(0)}(s)$ generated by the leading parts of the geometric sections $s[\omega], \omega \in f_s \Omega^{n+1}_X(s)/\mathbb{C}$. This filtration satisfies (cf. [A.10])

$$\text{gr}_V^pC_\alpha(s) = \partial_i^{-p} \text{gr}_V^{n-p+a} (\mathcal{H}^{(0)}(s)/\mathcal{H}^{(0)}(s)).$$

(A.18)

Then via (A.16) one declares

$$F^pH^n(X(s)_\infty) \xrightarrow{\phi(s)} F^p(\mathcal{L}(s)/t\mathcal{L}(s)) = \bigoplus_{-1 < \alpha \leq 0} F^pC_\alpha(s).$$

(A.19)

To be more concrete, the period integral of a geometric section $s[\omega] \in \mathcal{V}^{(n-p-1)}H_X(s) \cap \mathcal{H}^{(0)}(s) = \mathcal{V}^{(n-p-1)}\mathcal{H}^{(0)}(s)$ over a homology class $\gamma$ in the homological Milnor fibration has the asymptotic behavior as $t \to 0$

$$\int_{\gamma} s[\omega] = t^{n-p+a} \lambda N \omega_\gamma(s) + \cdots, \quad a \in (-1,0], \quad \omega_\gamma(s) \in \mathbb{C}. \quad (A.20)$$

Fix a frame $B$ of locally constant homology classes for the homological Milnor fibration. Denote $\hat{\gamma}$ to be the linear dual of $\gamma \in B$ and

$$\zeta[\omega] := \sum_{\gamma \in B} \omega_\gamma(s) \cdot \hat{\gamma}. \quad (A.21)$$

The leading part of $s[\omega]$ is the class $\sum_{\gamma \in B} \hat{\gamma} \cdot t^{n-1} \lambda N \omega_\gamma(s) \in \text{gr}_V^{n-p+a} \mathcal{H}^{(0)}(s)$. Under the map $\partial_i^{-p}$ in (A.17) it gives rise to a class in $F^pC_\alpha(s)$, and under the further isomorphism (A.16) the class $\zeta[\omega]$ in $F^pH^n(X(s)_\infty)_\lambda$. The information of Hodge filtration is conveniently encoded in the spectrum of values $\beta = n - p + a$ for the singularity.

Since the monodromy operator $T$ is defined over $\mathbb{R}$, the real structure on $H^n(X(s)_\infty)$ maps $H^n(X(s)_\infty)_\lambda$ to $H^n(X(s)_\infty)_\lambda$ in (A.16) and can hence mix the spaces $C_\alpha(s)$ with different values of $a$. Since the polarization, the $N$ operator and the Hodge filtration $F^*$ are all compatible with the eigenspace decomposition, the decomposition (A.16) is in fact one in the category of mixed Hodge structures.

The embedding (A.15) of the Brieskorn lattice therefore contains crucial information of the mixed Hodge structure on the vanishing cohomology. The period mapping that we use in this work is defined using this embedding.

### B Elliptic modular forms in Calabi-Yau sector of Fermat quartic

We study elliptic modular forms that appear in the $D_9$ sector of the Fermat quartic.
Under the Poincaré residue map, the local system $D_0 \subseteq \text{gr}^W_0 H$ corresponds to the Hodge bundle $H^2_W(Q, C)$ of the Dwork pencil, where $H^2_W(Q, C)$ stands for the transcendental part that is the orthogonal to the Neron-Severi lattice under the intersection pairing on $H^2(Q, Z)$. The differential operator $D_{\text{quartic}}$ in (2.41) then corresponds to the Picard-Fuchs operator for the Dwork family which is a lattice polarized family of K3 surfaces. It turns out that this polarization lattice is $E_8 \oplus U \oplus (-4)$, where $U$ stands for the rank-2 hyperbolic lattice with signature $(1, 1)$. The transcendental lattice is then $H^2_T(Q, Z) \approx U \oplus \langle 4 \rangle$. See [Dol96, Dol13] for details.

**Symmetric square structure and relation to elliptic modular forms**

From [Dol96] (see also [Dol13]) one sees that

$$H^2_T(Q, C) \approx \text{Sym}^2 H^1(E, C),$$

where $E$ is a certain universal elliptic curve family with level structure. To be more precise, the family $E$ is the one over the modular curve $\Gamma_0(2) \backslash \mathcal{H}$ whose Picard-Fuchs operator is given by

$$D_{\text{elliptic}} := \theta_t(\theta_t - \frac{1}{2}) - t(\theta_t + \frac{1}{4})^2, \quad \theta_t = t \frac{\partial}{\partial t},$$

where $t$ is certain Hauptmodul on $\Gamma_0(2) \backslash \mathcal{H}$. It is chosen such that the Fricke involution $W_2 : \tau \mapsto -1/(2\tau)$ on $\mathcal{H}$ induces

$$W_2 : t \mapsto \frac{t}{t - 1}.$$  

Solutions to (B.2) are vector-valued elliptic modular forms for $\Gamma_0(2)$. See [Mai09, Zho16] for details.

The symmetric square structure in (B.1) can also be seen concretely as follows.

- First, by the Clausen identities [EMOT81][Section 4.3], the differential operator (2.41)

$$D_{\text{quartic}} := \theta_b(\theta_b - \frac{1}{4})(\theta_b - \frac{2}{4}) - b(\theta_b + \frac{1}{4})^3,$$  

is the symmetric square of

$$D_{\text{triangular}} := \theta_b(\theta_b - \frac{1}{4}) - b(\theta_b + \frac{1}{8})^2.$$  

Consider instead of (B.5) the following operator, which is related to (B.5) by a twist by $b^{\frac{1}{8}}$ and has unipotent monodromy at $b = \infty$,

$$b^{\frac{1}{8}} \circ D_{\text{triangular}} \circ b^{-\frac{1}{8}} := (\theta_b - \frac{1}{8})(\theta_b - \frac{3}{8}) - b\theta_b^2.$$  

For the differential operator (B.6), uniformization using Schwarzian [EMOT81] equips [Mai09, Dol96, Dol13] $M$ with an orbifold structure

$$\Gamma_0(2)^+ \backslash \mathcal{H}^* - \{0, 1, \infty\} \cong M,$$

where $\Gamma_0(2)^+$ is the extension of the modular group $\Gamma_0(2)$ by the Fricke involution $W_2$. The modular orbifold $T_{4,2,\infty} = \Gamma_0(2)^+ \backslash \mathcal{H}$ has signature $4,2,\infty$ at $b = 0,1,\infty$ respectively. In particular, up to the twist by $b^{\frac{1}{8}}$, solutions to (B.5) and thus to (B.4) are automorphic forms for the group $\Gamma_0(2)^+$. 
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• The relation between solutions to \( (B.4) \) and elliptic modular forms for \( \Gamma_0(2) \) is then established by connecting solutions to \( (B.5) \) and those to \( (B.2) \). This is achieved by making use of the following quadratic relation for hypergeometric series \[ \text{[EMOT81][page 112]} \]

\[
2F_1(\alpha, \beta; 2\beta; t) = (1 - t)^{-\frac{1}{2}\alpha} 2F_1\left(\frac{1}{2}\alpha, \beta - \frac{1}{2}\alpha; \beta + \frac{1}{2}; \frac{t^2}{4t - 4}\right). \tag{B.7}
\]

To be more precise, identify the \( \Gamma_0(2)^+ \)-invariant \( b \) with the \( \mathcal{W}_2 \)-invariant function on \( \Gamma_0(2) \backslash \mathcal{H} \) as

\[
b = \frac{t^2}{4t - 4} : \Gamma_0(2) \backslash \mathcal{H} \to \Gamma_0(2)^+ \backslash \mathcal{H}. \tag{B.8}
\]

Then the two solutions to \( (B.5) \) given by

\[
2F_1\left(\frac{1}{8}, \frac{3}{4}; \frac{1}{4}; b^{-1}\right), \quad b^\frac{1}{2} 2F_1\left(\frac{3}{8}, \frac{5}{8}; \frac{3}{4}; b^{-1}\right),
\]

correspond via \( (B.7) \) exactly to the \((1 - t)^\frac{1}{2}\)-multiple of those to \( (B.2) \) given by

\[
2F_1\left(\frac{1}{4}, \frac{1}{4}; \frac{1}{2}; t^{-1}\right), \quad t^2 2F_1\left(\frac{3}{4}, \frac{3}{4}; \frac{3}{2}; t^{-1}\right).
\]

• It follows that solutions to \( (B.4) \) are automorphic forms for \( \Gamma_{4,2,\infty} \approx \Gamma_0(2)^+ \) up to a twist by \( b^\frac{1}{2} \) and are vector-valued elliptic modular forms for \( \Gamma(2) \) up to a further twist by \((1 - t)^\frac{1}{2}\).

Either the Hodge-theoretic origin \( (B.1) \) or the concrete calculation on hypergeometric functions tells that sections of \( F^3D_0 = F^3g_{t \mathcal{W}}^H \) are elliptic modular forms of weight two.

### Integral presentation of monodromy group from geometry

Similar to the Fermat cubic case discussed in Section 2.4 using the relation to the Picard-Fuchs equation \( (B.2) \) for the corresponding elliptic curve family, one can obtain an integral representation for the monodromy group of \( (B.4) \) up to twist and conjugacy. The details are given as follows. In parallel to \( (B.6) \), consider the twist of \( (B.2) \) given by

\[
t^\frac{1}{2} \circ D_{\text{elliptic}} \circ t^{-\frac{1}{2}} = (\theta_t - \frac{1}{4})(\theta_t - \frac{3}{4}) - t\theta_t^2. \tag{B.9}
\]

The latter has unipotent monodromy at \( t = 1, \infty \). Following \[ \text{[EMOT81]} \], bases of solutions to \( (B.9) \) and \( (B.6) \) are given by

\[
u_1 = F\left(\frac{1}{4}, \frac{3}{4}; 1; t^{-1}\right), \quad u_2 = F\left(\frac{1}{4}, \frac{3}{4}; 1; 1 - t^{-1}\right). \tag{B.10}
\]

and

\[
v_1 = F\left(\frac{1}{8}, \frac{3}{8}; 1; b^{-1}\right), \quad v_2 = F\left(\frac{1}{8}, \frac{3}{8}; \frac{1}{2}; 1 - b^{-1}\right), \tag{B.11}
\]

respectively. We also introduce a third solution to \( (B.6) \) given by

\[
v_6 = (1 - b^{-1})^\frac{1}{2} F\left(\frac{7}{8}, \frac{5}{8}; \frac{3}{8}; 1; b^{-1}\right). \tag{B.12}
\]

Identities among analytic continuations of hypergeometric series \[ \text{[EMOT81][page 65]} \] give

\[
v_1 = c_1u_2 + c_2v_6, \quad c_1 = \frac{\Gamma\left(\frac{1}{4}\right)}{\Gamma\left(\frac{3}{8}\right)\Gamma\left(\frac{5}{8}\right)}, \quad c_2 = \frac{\Gamma\left(-\frac{1}{4}\right)}{\Gamma\left(\frac{3}{8}\right)\Gamma\left(\frac{5}{8}\right)}. \tag{B.13}
\]
For readers’ sake, we list solutions to various differential equations in Table 7.

Computations with the aid of modular forms [Mai09] tell that for the elliptic curve family with the Picard-Fuchs operator given by (B.9) one has

\[ \tau = \frac{\kappa_E u_2}{u_1}, \quad \kappa_E = \frac{i}{\sqrt{2}}. \]

and the monodromy group for (B.9) with respect to the basis \((u_1, \kappa_E u_2)\) is given by

\[
T_{0,E} = \begin{pmatrix} -1 & -1 \\ 2 & 1 \end{pmatrix}, \quad T_{1,E} = \begin{pmatrix} 1 & 0 \\ -2 & 1 \end{pmatrix}, \quad T_{\infty,E} = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}, \quad T_{0,E} T_{1,E} T_{\infty,E} = 1.
\]

Here the subscript “E” stands for elliptic curve family.

Consider now a new fundamental basis of solutions to \(b^{\frac{1}{8}} \circ D_{\text{triangular}} \circ b^{-\frac{1}{8}}\) in (B.6)

\[
e = (e_1, e_2) := (v_1, -\kappa_E v_1 + \kappa v_2) = (c_1 v_2 + c_2 v_6, \kappa_E (c_1 v_2 - c_2 v_6)), \quad (B.14)
\]

with \(c = \frac{1}{2 \pi i} \frac{\Gamma(\frac{1}{8}) \Gamma(\frac{5}{8})}{\Gamma(\frac{3}{8})} = 2 c_1 \kappa_E\). The following Schwarzian has the asymptotic behavior [EMOT81] near \(b = \infty\)

\[
s(0, \frac{1}{4}; b^{-1}) := \frac{\kappa v_2}{v_1} = \frac{1}{2 \pi i} \log(b^{-1} \frac{1}{4}) + \frac{i}{\sqrt{2}} (1 + \cdots).
\]

Hence in the basis \(e\) the monodromy for (B.6) around \(b = \infty\) is

\[
T_{\infty,\text{triangular}} = \begin{pmatrix} 1 & 1 \\ 0 & 1 \end{pmatrix}.
\]

In fact, near \(b = \infty\), by lifting to the \(t = \infty\) branch of (B.8), one has

\[
(e_1, e_2) = (u_1, \kappa_E u_2).
\]

The other branch around \(t = 1\) is related to this one by the Fricke involution \(W_2\) that acts by \(t^{-1} \mapsto 1 - t^{-1}\) and exchanges \(u_1, u_2\). Around \(b = 1\), the local monodromy in the basis \((v_2, v_6)\) is clearly given by the diagonal matrix \(\text{diag}(1, -1)\). It follows that the monodromies in the basis \(e\) in (B.14) are given by

\[
T_{1,\text{triangular}} = \begin{pmatrix} 0 & \frac{i}{\sqrt{2}} \\ \frac{i}{\sqrt{2}} & 0 \end{pmatrix}, \quad T_{0,\text{triangular}} = (T_{1,\text{triangular}} T_{\infty,\text{triangular}})^{-1} = \begin{pmatrix} -\frac{i}{\sqrt{2}} & \frac{i}{\sqrt{2}} \\ \frac{i}{\sqrt{2}} & 0 \end{pmatrix}.
\]
According to [Dol96, Dol13], the transcendental lattice $H_2^T(Q,Z) \cong U \oplus \langle 4 \rangle$ has the Gram matrix given by

$$G = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 4 & 0 \\ 1 & 0 & 0 \end{pmatrix}. \quad (B.15)$$

The presentation of the monodromy action on the transcendental lattice should be integral and preserve the Gram matrix $G$, which we now check. The relation between the quartic K3 in consideration and the product of two isogeneous elliptic curves from the family $E$ above leads to a basis for the corresponding differential operator

$$b^{1/4} \circ D_{\text{quartic}} \circ b^{-1/4} = \text{Sym}^{\otimes 2} \left( b^{1/4} \circ D_{\text{triangular}} \circ b^{-1/4} \right) = (\theta_b - \frac{1}{4})(\theta_b - \frac{2}{4})(\theta_b - \frac{3}{4}) - b\theta_b^3 \quad (B.16)$$
given by [Dol96, Dol13] (cf. [NS95, Hat13])

$$(e_1^2, e_1 e_2, -2e_2^2) = (v_1^2, \kappa v_1 v_2 - \kappa_E v_1^2, -2\kappa^2 v_2^2 + 4\kappa \kappa_E v_1 v_2 + v_1^2). \quad (B.17)$$

Note that in the $t = \infty$ branch that covers $b = \infty$, this basis is lifted to $(e_1^2, e_1 e_2, -2e_2^2) = (u_1^2, \kappa_E u_1 u_2, u_2^2)$ and in particular the lift of the normalized period there satisfies

$$s_0 := \frac{e_1 e_2}{e_1^2} = \frac{\kappa_E u_2}{u_1^2} = \tau. \quad (B.18)$$

Then in this basis the monodromies for (B.16) around 0,1,\infty are given by

$$T_{0,K3} = \begin{pmatrix} -2 & -1 & 1 \\ 4 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad T_{1,K3} = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad T_{\infty,K3} = \begin{pmatrix} 1 & 1 & -2 \\ 0 & 1 & -4 \\ 0 & 0 & 1 \end{pmatrix}. \quad (B.19)$$

Since $TGT^t = G$, they indeed preserve the Gram matrix as desired. Moreover, they have orders 4,2,\infty respectively, as should be the case since (B.16) corresponds to a representation of $\Gamma_{4,2,\infty} \cong \Gamma_0(2)^+$. Another way to obtain integral presentations for the monodromy group is to follow the computations on the hypergeometric group [BH89]. The matrix presentation of the invariant Hermitian form however is not given by the Gram matrix $G$ for the transcendental lattice $H_2^T(Q,Z) \cong U \oplus \langle 4 \rangle$ shown above.
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