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Abstract

Background: COMPASS is a longitudinal, prospective cohort study collecting data annually from students attending high school in jurisdictions across Canada. We aimed to discover significant frequent/rare associations of behavioral factors among Canadian adolescents related to cannabis use.

Methods: We use a subset of the COMPASS dataset which contains 18,761 records of students in grades 9 to 12 with 31 selected features (attributes) involving various characteristics, from living habits to academic performance. We then used the Pattern Discovery and Disentanglement (PDD) algorithm to detect strong and rare (yet statistically significant) associations from the dataset.

Results: Cohort characteristics and factors associated with cannabis use and other associations detected by PDD show consistent results with common sense and literature surveys. In addition, PDD outperformed methods using other criteria (i.e. support and confidence) popular as reported in the literature. Association results showed that PDD could discover: i) a smaller set of succinct significant associations in clusters; ii) frequent and rare, yet significant, patterns supported by population health relevant study; iii) patterns from a dataset with extremely imbalanced groups (majority class (None-user): minority class (Regular) = 88.3%: 11.7%).

Conclusions: Results on the COMPASS dataset have validated PDD’s efficacy in discovering succinct interpretable frequent associations with comprehensive coverage and rare yet significant associations from datasets with extremely imbalanced class distribution without relying on any balancing process. The frequent associations show consistent results with common sense and literature surveys, while the rare patterns show very special cases. The success of PDD on this project indicates that PDD has great potential for population health data analysis.
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BACKGROUND AND SIGNIFICANCE

Cannabis is considered as one of the most commonly used substances among young Canadians [1] [2] according to several nationally representative surveys conducted in the Canadian population [3] [4] [5] [6]. The Canadian Tobacco, Alcohol and Drugs Survey (CTADS) and the Canadian Student Tobacco, Alcohol and Drugs Survey (CSTADS) are two national surveys initiated by Health Canada for the prevalence of cannabis use among Canadians [3]. CTADS 2017 indicates that 19% of young Canadians aged 15 to 19 years have used cannabis in the past year [3]. CSTADS 2016/17 reports a prevalence of 17% among grades 7-12 students who have used cannabis in the past year [3]. According to data from the Canadian Cannabis Survey (CCS) 2019, 25% of the respondents aged 16 years and over have used cannabis in the past 12 months, an increase of 3% from the previous survey cycle [3]. Among the students who used cannabis more frequently in 2015, 72% of them reported having used cannabis in the past 90 days, while 34% had used cannabis on a weekly basis [4] [5]. Literature shows that over time, cannabis use among Canadian adolescents has increased. According to the 2010 Health Behaviour in School-Aged Children (HBSC) survey, about 40% of school-aged males and 37% of school-aged females had reported ever trying cannabis, a rate which had increased about 14% in both genders since 1990 [6].

Studies have shown that increased frequency of cannabis use among youth is generally associated with worse health outcomes and increased risk of depression, anxiety, and other mental health issues [7] [8]. Other health behaviours associated with increased frequency of cannabis use among youth include a higher likelihood of reporting cigarette smoking and binge drinking [7]. When looking at the transition of cannabis use patterns across time, it has been observed that in a cohort of Canadian high school students, about two-thirds of them either maintained or increased their cannabis use behaviours, whereas only one-third reduced usage or ceased to use [8].

Hence, to detect the associations of behavioural factors of students (taken as attribute value (AV), defined in Table 4), machine learning (ML) methods such as Decision Trees/Forests, Frequent Pattern Mining [9] [10] or Pattern Discovery (PD) [11] were explored. However, a serious limitation of these
methods is that they typically produce overwhelming numbers of overlapping/redundant patterns coming from entwined groups/classes [12]. They are unable to partition and summarize the discovered patterns for revealing precise “knowledge” inherent in the data source environment, thus making interpretation difficult and lowering their prediction accuracy [13] [14]. For example, our bioinformatics studies [15] [16] [17] have provided strong scientific evidence that entangled associations exist in complex protein binding processes but can be disentangled by our novel algorithm [16] to reveal specific amino acid interaction functional spaces.

Along this line of research, we have developed a data-driven exploratory explainable method known as Pattern Discovery and Disentanglement (PDD). It is able to discover robust/succinct attribute value associations (AVAs) which are referred to as patterns if they are statistically significant based upon a hypothesis testing applying to the relational datasets. Such patterns will render statistical support and provide implicit functional clues that can be used to explain the underlying phenomena to augment scientific exploration. Recently, more supporting evidence of the efficacy of PDD in bioinformatics and biomedical applications has been attained [18]. It shows that in addition to genomic applications, PDD can reveal interpretable symptomatic patterns of individual patients from clinical/histopathological data and relate the findings to etiological/pathological origin after association disentanglement. It output the results in summarized form as well as a comprehensive representational framework referred to as PDD Knowledge Base (PDDKB) [18].

To extend the existing algorithm, PDD is enhanced to discover rare AVAs, which is a challenging topic in the current ML models. Generally, a rare pattern is defined as a pattern or an association with a low frequency of occurrences. However, among the rare events discovered, the most difficult problem encountered is distinguishing whether it is an outlier, one which is not the target of our interest, or a significant rare case that may shed new light on the problem. This is the dilemma prevailing in ML. In this paper, we report significant frequent and rare associations with cannabis use among adolescents in Canada.
MATERIALS AND METHODS

Data description

COMPASS [19] is a longitudinal, prospective cohort study that annually collects data from students attending secondary schools in jurisdictions across Canada. In the COMPASS study, student participants fill a questionnaire about a variety of their health behaviours, including substance use, living habits, physical activity, and mental health information. In this study, we use a subset of the dataset collected through COMPASS in the school year of 2018-2019.

| Categorical of Attributes | Attribute Name | Data type | Attribute Description | Attribute Values |
|---------------------------|----------------|-----------|----------------------|------------------|
| Target                    | Cannabis       | Ordinal   | last 12 months - how often use marijuana or cannabis | 1 = "never or less than once a month"; 2 = "less than once a month"; 3 = "once a month"; 4 = "2 to 3 times a year"; 5 = "4 to 6 times a year"; 6 = "7 to more than 26 times a year"; 7 = "every day"; 8 = "every day" |
| Substance Use             | E-cigattte     | Ordinal   | last 30 days - how often use e-cigarette | 1 = "never or less than once a month"; 2 = "less than once a month"; 3 = "once a month"; 4 = "2 to 3 times a year"; 5 = "4 to 6 times a year"; 6 = "7 to more than 26 times a year"; 7 = "every day" |
|                           | Drink          | Ordinal   | last 12 months - have 5 drinks | 1 = "never or less than once a month"; 2 = "less than once a month"; 3 = "once a month"; 4 = "2 to 3 times a year"; 5 = "4 to 6 times a year"; 6 = "7 to more than 26 times a year"; 7 = "every day" |
|                           | Smoking        | Ordinal   | last 30 days - smoking | 1 = "never or less than once a month"; 2 = "less than once a month"; 3 = "once a month"; 4 = "2 to 3 times a year"; 5 = "4 to 6 times a year"; 6 = "7 to more than 26 times a year"; 7 = "every day" |
| Living Habit              | Transport To School | Categorical | Travel To School | Car(Pass) | Car(Driver) | School Bus | Public Trans | Walk | Bicycle | Other |
|                           | Transport From | Categorical | Travel From School | Car(Pass) | Car(Driver) | School Bus | Public Trans | Walk | Bicycle | Other |
|                           | PA_Hard       | Boolean   | last 10 days - gambling activity | Yes | No |
|                           | PA_Total      | Numerical | Total combined HARD and MODERATE physical activity | min=0 | max=3500 |
|                           | PA_Total      | Numerical | Total combined HARD and MODERATE physical activity | min=0 | max=3500 |
| Personal Information      | Race           | Categorical | Race | White | Other | Asian | Black | Latin | Aborginal |
|                           | BMI            | Categorical | BMI (Categorical) | Underweight | Healthy | Overweight | Obese | NotState |
| Academic Performance      | Grade          | Categorical | Grade | ON | AB | BC | QC |
|                           | Math Score     | Ordinal | Math Scores | 1 = "90% - 100%"; 2 = "80% - 90%"; 3 = "70% - 79%"; 4 = "60% - 69%"; 5 = "50% - 59%"; 6 = "40% - 49%"; 7 = "Less than 50%" |
|                           | Eng Score      | Ordinal | English Scores | 1 = "90% - 100%"; 2 = "80% - 90%"; 3 = "70% - 79%"; 4 = "60% - 69%"; 5 = "50% - 59%"; 6 = "40% - 49%"; 7 = "Less than 50%" |
|                           | Skip Class     | Ordinal | last 4 weeks - skip classes | 1 = "not class"; 2 = "1 or 2 classes"; 3 = "3 or 4 classes"; 4 = "5 to 10 classes"; 5 = "11 to 20 classes"; 6 = "More than 20 classes" |
|                           | Education Like | Categorical | the highest level of education - you would like to get | Master | Bachelor | DN | College | High School - high school |
|                           | Education Think | Categorical | the highest level of education - you think you will get | Master | Bachelor | DN | College | High School - high school |
| School Environment        | Support_PA     | Categorical | School Support - physically active | VerySupport | Support | USupport | VeryU支持 |
|                           | Support_Health | Categorical | School Support - healthy food and drinks | VerySupport | Support | USupport | VeryU支持 |
|                           | Support_Belly  | Categorical | School Support - no bulimia | VerySupport | Support | USupport | VeryU支持 |
|                           | Support_Tobacco| Categorical | School Support - no tobacco or quit tobacco | VerySupport | Support | USupport | VeryU支持 |
|                           | Support_drug     | Categorical | School Support - no drug/alcohol | VerySupport | Support | USupport | VeryU支持 |
| Mental Health             | CESD           | Numerical | Center for Epidemiologic Studies Depression 10 Item Scale - Revised | min=0 | max=50 |
|                           | fatigue        | Numerical | Depression Severity Scale | min=0 | max=50 |
|                           | CESD           | Numerical | Generalized Anxiety Disorder 7 Item Scale | min=0 | max=21 |

Figure 1. Description of the Compass Dataset. The first column states the type of attributes, from living habits to mental health; the second column gives the name of the attribute; the third column shows the type of attribute values since the dataset is mixed-mode; the fourth column states the meanings of the attributes, and the last column shows the values assigned to the categorical attributes or the minimum value and maximum value of the numerical attributes. The data type (mode) of the attribute is shaded in different colours --- red for ordinal, green for the numeral, and blue for categorical.
The original dataset contains 74,501 records with 163 variables collected for all students. (Researchers interested in accessing the data can submit a data use request to the Principal Investigator, Dr. Leatherdale, using the application form found here: https://uwaterloo.ca/compass-system/information-researchers). The subset used in this study includes only students in grades 9 to 12 with no missing data resulting in a final sample of 18,761 records. The current analysis includes 31 attributes that reflect behavioural and personal characteristics of the students, from lifestyle choice to academic performance.

**Data preprocessing**

In the COMPASS dataset, a record is a row containing information of an individual student, and each column is associated with an attribute of categorical, Boolean, ordinal or numerical values. As for categorical and Boolean values, associations are represented directly by the association of the attribute values. However, for the attributes with numerical or ordinal values, to provide a robust definition of association and effectuate pattern interpretation, their numeral values are discretized into intervals which are then treated as categorical values. Figure 1 shows the types of data elements in our study dataset. The types of data include nominal (categorical, Boolean), and ordinal (numerical)) as highlighted in different colours (red for ordinal, green for the numeral, and blue for the categorical).

As Figure 1 shows, the ordinal attributes are labelled from 1 to 9 according to the ordinal order and its implied meaning. For example, the first row shows the target attribute with the name “Cannabis” which represents the frequency of usage in expressive terms used in the query such as: “In the last 12 months, how often did you use marijuana or cannabis? (a joint, pot, weed, hash)”. The original values of the attributes and their distributions are shown in Table 1. According to their clinical meaning, we separated them into three levels as “Non-user” (contains labels 1-3), “Current” (contains labels 4-7), and “Regular” (contains labels 8,9). For all the other ordinal attributes, we discretize them into level values and label them by their meaning. In Figure 2, the original attributes, as well as their discretization results, are highlighted in orange shade. The values under the column of “Attribute Values” are the discretization results and the values in the brackets show the original values.
As for the numerical attributes, such as the attributes representing the scores of different mental health indicators, we discretize their numerical values into interval values using the Equal Frequency discretization approach [20] which are selected in a way that all bins contain approximately the same number of numerical values. The discretization results are also shown in Figure 2 and highlighted in the green shade. The records with missing values are removed, so the complete dataset is used in this study. Table 2 shows the demographics of the records distribution.

| Data type of Attributes | Attribute Name | Attribute Description | Attribute Values |
|------------------------|----------------|----------------------|-----------------|
| **Ordinal**            | Cannabis       | Last 12 months - how often use cannabis | Non-user (1.3) | Occasional (4-7) | Regular (8.9) |
|                        | Endgadgete     | Last 30 days - how often use e-cigarettes | Never (1) | [1.5] (1 to 5 days) | [6.29] (6 to 29 days) | Daily (everyday) |
|                        | Drink          | Last 13 months - have 5 drinks | Rarely (1.3) | Medium (6-2) | Daily (8) |
|                        | Smoking        | Last 30 days - smoking | Never (1) | Medium (2-7) | Daily (8) |
|                        | Smoke_Friend   | closest friends smoke cigarettes | No (0) | [1.5] (1,2) | >2 (3.4.5) |
|                        | Skip_Class     | miss classes because of health | No (0) | [1.5] (1,2) | >5 (4.5) |
|                        | Eng_Score      | Diff/Very frequent | 80%+ (1.2) | 60%+ (1.4) | >60% (5.6.7) |
|                        | Skip_Classes   | last 4 weeks - skip classes | 80%+ (1.2) | 60%+ (1.4) | >60% (5.6.7) |

**Table 1. Original Value Distribution for the attribute “cannabis”**

| Data type of Attributes | Attribute Name | Attribute Description | Min | Max | After Discretization |
|------------------------|----------------|----------------------|-----|-----|----------------------|
| **Numerical**          | Sedentary      | Total daily sedentary | 0   | 3550| Short ([0, 413])     |
|                        | PA_Total       | Total combined HARD and MODERATE physical activity | 0   | 3990| Low ([0.434])       |
|                        | sleeping       | Sleeping - Minutes per day | 0   | 585 | Less ([0, 389])     |
|                        | CES-D          | Center for Epidemiologic Studies Depression 10-item Scale - Revisited | 0   | 30  | Health ([0, 9])     |
|                        | Flourish       | Diener’s Flourishing Scale | 8   | 40  | Depression ([10, 50]) |
|                        | DERS           | Difficulties in Emotion Regulation Scale | 6   | 30  | Lack ([6, 29])      |
|                        | GAD7           | Generalized Anxiety Disorder 7-item Scale | 0   | 21  | Mid ([9, 99])       |

**Figure 2. Discretization Result for Ordinal attributes and Numerical Attributes**

1 = "I have never used marijuana" 13368 (71.25%)  Non-user (87.41%)
2 = "I have used marijuana but not in the last 12 months" 725 (3.86%)  Current (9.48%)
3 = "Less than once a month" 2306 (12.29%)  Regular (3.11%)
4 = "Once a month" 554 (2.95%)  **Regular (3.11%)**
5 = "2 or 3 times a month" 643 (3.43%)  Regular (3.11%)
6 = "Once a week" 268 (1.43%)  Current (9.48%)
7 = "2 or 3 times a week" 313 (1.67%)  Current (9.48%)
8 = "4 to 6 times a week" 256 (1.36%)  Regular (3.11%)
9 = "Every day" 328 (1.75%)  Current (9.48%)
| Discrete Characteristics | Description | N     | Non-User | Current | Regular |
|--------------------------|-------------|-------|----------|---------|---------|
| **Cannabis Use**          |             |       |          |         |         |
| E-cigarette              | last 30 days - how often use e-cigarette | 18749 | 16388    | 1777    | 584     |
| Never                    | 0 days      | 13332 | 12814    | 422     | 96      |
| [1 5]                    | (1 to 5 days) | 2790  | 2231     | 448     | 111     |
| [6 29]                   | (6 to 29 days) | 1687  | 1014     | 526     | 147     |
| Daily                    | (everyday)  | 939   | 328      | 381     | 230     |
| **Drink**                |             |       |          |         |         |
| Barely                   | less than once a month | 15419 | 14398    | 791     | 230     |
| Medium                   | once a week to 5 times a week | 3279  | 1982     | 981     | 316     |
| Daily                    | Daily or almost daily | 50    | 7        | 5       | 38      |
| **Smoking**              |             |       |          |         |         |
| Never                    | None        | 17554 | 15921    | 1335    | 298     |
| Medium                   | 1-29 days   | 1043  | 426      | 420     | 197     |
| Daily                    | Everyday    | 151   | 40       | 22      | 89      |
| **Gambling**             |             |       |          |         |         |
| Yes                      | 60 minutes of physical activity per day | 400   | 255      | 83      | 62      |
| No                       | 18348       | 16132 | 1694     | 522     |
| **PA_Hard**              |             |       |          |         |         |
| Yes                      | 7684        | 6564  | 812      | 308     |
| No                       | 11064       | 9823  | 965      | 276     |
| **Smoke_Friend**         |             |       |          |         |         |
| No                       | closest friends smoke cigarettes | 14333 | 13222    | 920     | 191     |
| [1 2]                    | no closest friends smoke cigarettes | 3391  | 2550     | 630     | 211     |
| >2                       | more than 2 friends | 1024  | 615      | 227     | 182     |
| **BMI**                  | BMI (Categorical Values) |       |          |         |         |
| Underweight              |             | 395   | 360      | 27      | 8       |
| Healthy                  |             | 14083 | 12351    | 1309    | 423     |
| Overweight               |             | 2937  | 2552     | 300     | 85      |
| Obese                    |             | 1333  | 1124     | 141     | 68      |
| Grade                    |             |       |          |         |         |
| G9                       | Grade9      | 4450  | 4156     | 234     | 60      |
| G10                      | Grade11     | 5246  | 4699     | 423     | 124     |
| G11                      | Grade10     | 5394  | 4596     | 609     | 189     |
| G12                      | Grade12     | 3658  | 2936     | 511     | 211     |
| **Math_Score**           | Math Scores |       |          |         |         |
| 80%+                     | greater than 80% | 10473 | 9277     | 917     | 279     |
| 60%+                     | 60% - 79%   | 6368  | 5487     | 650     | 231     |
| <60%                     | <60%        | 1907  | 1623     | 210     | 74      |
| **Eng_Score**            | English/French Scores |       |          |         |         |
| 80%+                     | greater than 80% | 11027 | 9729     | 992     | 306     |
| 60%+                     | 60% - 79%   | 6751  | 5835     | 687     | 229     |
| <60%                     | <60%        | 970   | 823      | 98      | 49      |
| **CESD**                 | Center for Epidemiologic Studies Depression 10-Item Scale – Revised |       |          |         |         |
| Health                   | 0 to 9 scores | 12480 | 10961    | 1157    | 362     |
| Depression               | 10 to 30 scores | 6268  | 5426     | 620     | 222     |
| **Flourish**             | Diener’s Flourishing Scale |       |          |         |         |
| Language                 | 8 to 29 scores | 6201  | 5383     | 605     | 213     |
| Average                  | 30 to 34 scores | 7044  | 6146     | 664     | 234     |
| Flourish                 | 35 to 40 scores | 5503  | 4858     | 508     | 137     |
| **DERS**                 | Difficulties in Emotion Regulation Scale |       |          |         |         |
| Lack                     | 6 to 11     | 7803  | 7082     | 543     | 178     |
| Average                  | 12 to 16    | 6681  | 5850     | 636     | 195     |
| Normal                   | 17 to 30    | 4264  | 3455     | 598     | 211     |
| **GAD7**                 | Generalized Anxiety Disorder 7-item |       |          |         |         |
| Mild                     | 0 to 9 scores | 14498 | 12697    | 1359    | 442     |
| Moderate                 | 10 to 14    | 2509  | 2182     | 250     | 77      |
| Anxiety                  | 15 to 21    | 1741  | 1508     | 168     | 65      |

Table 2. Demographics and Cohort Characteristics of records COMPASS
In addition, as Table 1 shows, the COMPASS class distribution in the dataset is extremely imbalanced. It contains 87.41% of records labelled as Non-user, but only 3.11% records as Regular. The number of records in the majority class (Non-user) is almost 30 times over that of the minority class (Regular). When datasets are imbalanced in diagnostic categories, the ordinary ML methods might produce results overwhelmed by the majority classes while diminishing significant patterns in minority classes [21]. To balance the dataset, researchers usually use under-sampling and oversampling methods [22]. However, such balancing strategies may meet one or more of the following limitations:

i) The current ML methods (i.e., association analysis) need to be guided by the class labels (target attribute),

ii) Oversampling may result in overfitting towards the minority class samples especially for higher over-sampling rates [22] [23].

Under-sampling may result in deleting significant information from the majority class [24]. However, PDD has overcome all these problems. It discovers associations without using class information and sampling methods. It shows robust performance for discovering patterns from an imbalanced dataset [21]. No matter whether the data is balanced or imbalanced, PDD can naturally handle it robustly and steadily [21].

**Methodology of Pattern discovery and disentanglement (PDD)**

After discretizing the numerical values into quantized intervals, each attribute would assume a finite set of discrete values. The input data has been transformed into a dataset containing attributes with distinct event values. Then, PDD is employed as illustrated in Figure 3. Table 3 shows the terminologies used in the paper.
Table 3 Terminology. The terminology table succinctly lists and briefly defines terminologies used in the paper.

To measure the association between an attribute-value (AV) pair, frequency is the most popular approach to describe the relative frequencies between two attribute values. However, frequency is
difficult to measure how significant of the association. Hence, as reported in our previous paper [21],
the adjusted standardized residual (AR) is more appropriate to represent the statistical weights of the
AV pair than their frequency of co-occurrences. The AR for an AV pair (say, AV₁ and AV₂) is denoted
as $AR(\text{AV}_1 \leftrightarrow \text{AV}_2)$ and calculated by Eqn. (1).

$$AR(\text{AV}_1 \leftrightarrow \text{AV}_2) = \frac{\text{Occ}(\text{AV}_1 \leftrightarrow \text{AV}_2) - \text{Exp}(\text{AV}_1 \leftrightarrow \text{AV}_2)}{\sqrt{\text{Exp}(\text{AV}_1 \leftrightarrow \text{AV}_2)}} * \left(1 - \frac{\text{Occ}(\text{AV}_1)}{M} \frac{\text{Occ}(\text{AV}_2)}{M}\right)$$

where $\text{Occ}(\text{AV}_1)$ and $\text{Occ}(\text{AV}_2)$ are the number of occurrences of AV; $\text{Occ}(\text{AV}_1 \leftrightarrow \text{AV}_2)$ is the total
number of co-occurrence for AV pair; and $\text{Exp}(\text{AV}_1 \leftrightarrow \text{AV}_2)$ is the expected frequency and M is the
total number of records.

So, after the first two steps, the original data is transformed into the AR Vector Space (ARV), which is
a T x T matrix, where T represents the total number of distinct AVs for all attributes in the dataset. Each
item in the matrix is the AR value of an AV pair, which accounts for the deviation of its observed
frequency of occurrences against the expected frequency if the AVs in the pair are statistically
independent. Generally speaking, the significant associations are selected according to the threshold
obtained from the hypothesis test for statistically significant AR. For example, when the association’s
AR $>1.96$, it is treated as positively significant with a 95% confidence level (AR $>1.44$ with 85% and
AR $>1.28$ with 80% respectively). A row in ARV corresponding to an AV is defined as the AV-vector
where its $i^{th}$ coordinate is the AR of the AV pair of that AV associating with the AV corresponding to
the $i^{th}$ column vector in the ARV.

Then, the Principal Component Analysis (PCA) is applied to decompose the ARV in several PCs each
of which is reprojected to an ARV (with same basis vectors) referred to as Reprojected ARVs (RARVs).
Each item in RARVs is denoted as Reprojected AR (RAR). Like the AR for an AV pair in the ARV
(step 4.1), we say that the association of that AV pair in the RARV is significant if itsRAR$>1.96$.
Furthermore, PDD can generate Attribute Value Clusters (AV Clusters) from that small set of
disentangled spaces (DS’s) [25]. In each DS, usually, the number of clusters is small since most of the
AV-vectors not contributing to eigenvalues of that PC are close to the center of the PC and usually
contain insignificant RAR in the RARV. To reveal the joint association of the AVs in the cluster, the AVs that are grouped into the same cluster must have a significant AV association with other AVs in the same cluster.

We next extend step 4.1 to step 4.2 to discover rare patterns. In a general setting, a rare pattern is defined as an association with a low frequency of occurrences. For example, Apriori Inverse [26] algorithm finds a perfectly rare pattern if it is one having the support not lower than a minimum support threshold nor higher than a maximum support threshold. It emphasizes the rarity of the pattern but not its statistical significance. However, a rare pattern with low frequency may be caused by various reasons. For example, some low-frequency cases caused by the class imbalance in the dataset are not really rare patterns. In this case, the AR value would render a better criterion to evaluate the rare patterns than the frequency. Furthermore, a rare pattern may also be just an outlier which is not a significant rare case. Hence, to assess the statistical significance of a rare pattern, its RAR value in certain RARV where such association is spotted should be used instead. Thus, in PDD, both RAR and AR are used as the criteria for detecting rare patterns. As mentioned in Step 3, PCA is sensitive to the relative scaling of the original frequency values used. By employing RAR instead, PDD can produce succinctly statistically significant patterns even if they are rare. Hence, in this study, we define a significant rare pattern as one has a high RAR above 1.96, AR lower than -1.96, and frequency is not 0. If we wish to detect even rarer AVAs, we could lower the RAR threshold as well.

**RESULTS**

In this study, we conducted experiments on the COMPASS dataset and compared the discovered associations using PDD and other criteria. Statistical criteria, such as support, confidence and adjusted standard residual (AR) are used for discovering associations assessment. For example, the well-known association analysis technique, Apriori [10] [27], uses support and confidence to measure how items (attribute values) are associated with each other. Support is used as the same as the frequency, denoted as \( \text{sup}(AV_1, AV_2) \) which represents the proportion of a pair of attribute values (\( AV_1 \) and \( AV_2 \)) that appears in the data together. And confidence denotes how likely \( AV_1 \) occurs when \( AV_2 \) occurs. It is
expressed as \( \text{con}(AV_1 \rightarrow AV_2) = \frac{\sup(\text{sup}(AV_1, AV_2))}{\sup(\text{sup}(AV_1))} \). The value of both support and confidence is in the range of \([0,1]\).

| Table 4. Discovered Frequent Associations for Cannabis Use. |

An association with higher support is more significant than the association with lower support, and the user has to set various thresholds themselves to identify the association with support values above the...
threshold as a significant association. However, the COMPASS dataset is extremely imbalanced, so support which describes the co-occurrence of attribute values is not effective since it only discovers the associations with the majority class (e.g., Cannabis = Non-user in this case). Compared to support, confidence measures by the proportion of records with AV1, in which AV2 also appears, but one drawback of the confidence measure is that it might misrepresent the importance of an association.

Both support and confidence together are used for discovering association in Apriori [10], yet for some associations within the same range, it is difficult to determine whether the association is significant enough. Therefore, AR is the best choice since it not only gives an adjustable statistical threshold = 0 to indicate positive or negative patterns but also gives a significance threshold, like 1.96 for 95% confidence level, to reveal their statistical significance and rejects the random associations in between, which means, when AR>1.96, the association is positively significant (the association more likely occur), and when AR<-1.96, the association is negatively significant (the association more unlikely occur). Furthermore, although ARV can detect the statistically significant associations, yet the statistical associations it captures could be entangled with others as reported in our previous studies [17] [28] [29]. Therefore, the RAR criterion is much more meaningful and superior to the frequency and the lift in revealing significant attribute value associations.

Finally, to summarize the attribute-value associations discovered from PDD, Table 4 and Table 5 presents respectively the significant frequent associations (RAR>1.96 and AR>1.96) and significant rare associations (RAR>1.96 and AR<-1.96) between target values and other attribute values in hierarchical clusters (groups).

As Table 4 shows, we present the attribute values significantly associated with Cannabis. The three main columns show associations for Cannabis = “Non-user”, Cannabis = “Regular”, and Cannabis = “Current” respectively. There are two groups of attribute values, discovered from the first two disentangled spaces in Pattern Group 1 (PG1), which are significantly associated with Cannabis = “Non-user”. It should be noted, that the records labeled as “Non-user” have the largest proportion in the dataset, so their associations are discovered first. Then attribute value clusters associated with Cannabis =
“Regular” and Cannabis = “Current” are also discovered in the first two disentangled spaces. In addition, Cannabis = “Non-user” is also discovered in Pattern Group 2 (PG2). Finally, in the third disentangled space (DS3), the minority groups, Cannabis = “Regular” and Cannabis = “Current”, are succinctly unveiled in Pattern Group 1 (PG1) and Pattern Group 2 (PG2) respectively.

In addition, the association results obtained by PDD are consistent with those obtained from common sense and our literature survey. For example, “Current” and “Regular” cannabis use was associated with low English (Eng_Score = “<60%”) and Math (Math_Score = “<60%”) performance. On the contrary, the Non-user (Cannabis = “Non-user”) associates with better English (Eng_Score = “80%+”) and Math (Math_Score = “80%+”) academic performance. This is consistent with other research [30] showing that cannabis use in adolescence is a negative effect on educational outcomes.

Furthermore, previous studies [31] [32] [33] have shown that cannabis use is strongly associated with mental health attributes, which are also presented in our result (Table 4). For example, as Table 4 shows, the score of the “Center for Epidemiologic Studies Depression Scale” (CESD) = “health” is associated with “Non-user”; and that CESD=depression is associated with Cannabis = “Regular”. Similarly, Flourish = “flourishing” or “average” is associated with Cannabis = “Non-user” while Flourish = “languishing” is associated with Cannabis = “Regular” and Cannabis = “Current”.

### Table 5. Detected Rare Associations for Cannabis Use

| Group 1 (Discovered in DS1, PG1, SubPG1) | Group 1 (Discovered in DS2, PG2, SubPG2) | Group 1 (Discovered in DS3, PG3) | Group 2 (Discovered in DS1, PG1, SubPG1) | Group 2 (Discovered in DS2, PG2, SubPG2) | Group 2 (Discovered in DS3, PG3) |
|------------------------------------------|------------------------------------------|----------------------------------|------------------------------------------|------------------------------------------|----------------------------------|
| Cannabis Use = Non-user                  | Cannabis Use = Regular                   | Cannabis Use = Current           | Cannabis Use = Non-user                  | Cannabis Use = Regular                   | Cannabis Use = Current           |
| Support/Confidence SR | Attribute | Attribute Value | Support/Confidence SR | Attribute | Attribute Value | Support/Confidence SR | Attribute | Attribute Value | Support/Confidence SR | Attribute | Attribute Value | Support/Confidence SR | Attribute | Attribute Value |
| 0.12 0.78 -16 Support_Tobacco Very Unsupport | 0.01 0.18 -11.8 Smoke_High | 0.05 0.56 -1.5 CESD Health | 0.01 0.3 -9.5 CESD Depression | 0.02 0.15 -9.5 CESD Health | 0.03 0.31 -9.6 CESD Depression | 0.01 0.17 -6.60 Flourish Flushing | 0.02 0.16 -6.59 GA07 Mild | 0.07 0.09 -9.17 GA07 Mild | 0.02 0.22 -7.52 Flourish Flushing | 0.01 0.12 -6.09 Support_Belly Very Support | 0.01 0.13 -6.94 Flushing High |
| 0.06 0.76 -14 Support_Belly Very Unsupport | 0.01 0.32 -5.73 Sedentary Short | 0.02 0.03 -4.81 Transport From School Bus | 0.01 0.3 -9.5 GA07 Mild | 0.03 0.33 -9.44 Support_Belly Very Support | 0.03 0.35 -9.21 Transport From School Bus | 0.01 0.31 -3.76 Transport To School Bus | 0.01 0.31 -4.77 Support_Drug_2 Very Support | 0.01 0.31 -3.76 Transport To School Bus | 0.01 0.35 -9.21 Transport From School Bus | 0.02 0.21 -9.68 Support_Score Very Support | 0.03 0.35 -9.21 Transport From School Bus |
| 0.11 0.84 -1.1 GA07 Moderate | 0.02 0.51 42.9 Smoking Never | 0.02 0.03 -9.5 E-Cigarette Never | 0.01 0.3 -9.5 GA07 Mild | 0.03 0.27 42.7 Smoking Support | 0.03 0.27 42.7 Smoking Support | 0.02 0.21 -9.68 Support_Score Very Support | 0.02 0.21 -9.68 Support_Score Very Support | 0.02 0.21 -9.68 Support_Score Very Support | 0.03 0.27 42.7 Smoking Support | 0.03 0.27 42.7 Smoking Support | 0.03 0.27 42.7 Smoking Support |
| 0.17 0.84 -2.4 Support_Health Very Unsupport | 0.01 0.39 -2.76 Drink Barely | 0.03 0.3 -9.5 GA07 Mild | 0.03 0.27 42.7 Smoking Support | 0.03 0.27 42.7 Smoking Support | 0.03 0.27 42.7 Smoking Support | 0.02 0.21 -9.68 Support_Score Very Support | 0.02 0.21 -9.68 Support_Score Very Support | 0.02 0.21 -9.68 Support_Score Very Support | 0.03 0.27 42.7 Smoking Support | 0.03 0.27 42.7 Smoking Support | 0.03 0.27 42.7 Smoking Support |
| 0.06 0.76 -14 Support_Belly Very Unsupport | 0.01 0.16 -29.6 Cigarette Never | 0.03 0.33 -13 Eng_Score B00 | 0.07 0.09 -3.5 CESD Health | 0.07 0.09 -3.5 CESD Health | 0.07 0.09 -3.5 CESD Health | 0.01 0.3 -9.5 GA07 Mild | 0.03 0.27 42.7 Smoking Support | 0.03 0.27 42.7 Smoking Support | 0.03 0.27 42.7 Smoking Support | 0.03 0.27 42.7 Smoking Support | 0.03 0.27 42.7 Smoking Support | 0.03 0.27 42.7 Smoking Support |
| 0.13 0.8 -14 Support_Drug_2 Very Unsupport | 0.01 0.3 -9.5 Education Like Master | 0.01 0.3 -9.5 Math Score B00 | 0.03 0.27 42.7 Smoking Support | 0.03 0.27 42.7 Smoking Support | 0.03 0.27 42.7 Smoking Support | 0.01 0.3 -9.5 Math Score B00 | 0.03 0.27 42.7 Smoking Support | 0.03 0.27 42.7 Smoking Support | 0.03 0.27 42.7 Smoking Support | 0.03 0.27 42.7 Smoking Support | 0.03 0.27 42.7 Smoking Support | 0.03 0.27 42.7 Smoking Support |
| 0.06 0.76 -14 Support_Belly Very Unsupport | 0.01 0.17 -6.60 Flourish Flushing | 0.01 0.39 -27.6 Drink Barely | 0.03 0.34 3.55 Support_PA Very Support | 0.03 0.34 3.55 Support_PA Very Support | 0.03 0.34 3.55 Support_PA Very Support | 0.01 0.34 3.55 Support_PA Very Support | 0.03 0.34 3.55 Support_PA Very Support | 0.03 0.34 3.55 Support_PA Very Support | 0.05 0.34 -9.04 PA蛘 | 0.05 0.34 -9.04 PA蛘 | 0.05 0.34 -9.04 PA呣 |
| 0.06 0.76 -14 Support_Belly Very Unsupport | 0.01 0.26 -2.19 Transport To Car/Passenger | 0.01 0.39 -27.6 Drink Barely | 0.03 0.34 3.55 Support_PA Very Support | 0.03 0.34 3.55 Support_PA Very Support | 0.03 0.34 3.55 Support_PA Very Support | 0.01 0.34 3.55 Support_PA Very Support | 0.03 0.34 3.55 Support_PA Very Support | 0.03 0.34 3.55 Support_PA Very Support | 0.05 0.34 -9.04 PA呣 | 0.05 0.34 -9.04 PA呣 | 0.05 0.34 -9.04 PA呣 |
Besides the frequent patterns, even some patterns with low frequency or AR are still discovered as significant patterns by PDD. In general, we define a rare pattern as one where its frequency is relatively low in the dataset, but the reason may vary. On one hand, since an outlier must have a low frequency, a rare pattern may be significant, but we may miss it as we consider it as an outlier due to the limitation of the criteria used or class imbalance in the dataset. For example, suppose only a few records are collected for regular cannabis users, which could mean the prevalence is low, but the patterns discovered may still be statistically significant. In this case, we found that even if the frequency of some rare patterns is very low as well as their AR values, PDD still discovers them since they satisfy our criteria: its RAR is greater than the RAR threshold and its AR is less than zero with positive frequency.

Table 5 lists all the rare yet significant patterns or associations discovered by PDD. Some are obviously opposite with frequent patterns, for example, a rare association shows negative associate between Smoking= “Never” and Cannabis Use = “Regular”, also the rare association as high academic performance (i.e., Eng_Score= “80%+” and Math_Score= “80%+”) and regular cannabis use.

In addition, we also found some interesting, rare patterns, for example, the rare patterns between Cannabis Use = “Non-user” and GAD7= “moderate”, which means that a student with moderate GAD7 (scores from 10 to 14) is unlikely to be a non-user. Another rare association is between Cannabis Use = “Non-user” and DERS= “normal” which means that a student with normal DERS (scores from 17 to 30) is unlikely to be a non-user. Another rare pattern is that between transportation and regular cannabis use, which means students who take the “School bus” from or to school are unlikely to be regular cannabis users. These rare cases might be due to other reasons we may not be aware of. PDD findings may lead us to important clues not previously aware of.

**DISCUSSION**

As for data analytics, PDD has a significant advantage over ‘black box' machine learning algorithms since it overcomes the major hurdles, namely, interpretability, credibility, and applicability in ML [34]. Firstly, as shown in the randomized controlled trial results, PDD discovers more succinct, interpretable, and hierarchical grouped associations without requiring explicit prior knowledge, even class
information. It separated cannabis use groups including a minor “regular cannabis use” group (only 3.11% in the original data). Secondly, association groups obtained from the disentangled spaces are separated corresponding to distinct groups without relying on class information. The detected associations are linked with our designated targets based on their occurrence. The associations can also be retraveled back to the original dataset to identify which records are covered by the discovered associations.

In addition, compared to the ordinary ML methods, PDD can detect interesting patterns from extremely imbalanced datasets directly without using under-sampling or over-sampling strategies. The former might produce results overwhelmed by the majority classes while diminishing significant patterns in minority classes. Finally, significant rare cases are detected by PDD in an interpretable manner. This is very important for healthcare and disease diagnosis since rare patterns may reveal special cases attributed to early detection processes [18].

LIMITATIONS

This study has certain limitations. Firstly, only the completed cases of the COMPASS data were used to discover significant frequent/rare associations of behavioral factors in the context of youth cannabis use. Since our objective is to showcase how the PDD algorithm is utilized on population-level health data, any further data analytical approaches such as missing data imputation were not performed in this study. Secondly, only the student-level of the COMPASS data were used. We did not take into consideration the hierarchical and longitudinal design of the COMPASS data to evaluate how changes in the school environment and programs/policies are associated with the initiation and transition of the frequent/rare patterns of youth cannabis use. COMPASS is not designed to be a representative sample and so the discovered associations may not be generalizable to all Canadian youth.

In addition, one limitation of this study is the large amount of missing data, which is a common challenge facing self-reported or population datasets. In our future work, we will investigate how
various missing value imputations will impact PDD performance since the records with missing values may contain significant information.

CONCLUSION

In this study, we demonstrate that PDD is an effective machine learning tool to reveal patterns associated with cannabis use among Canadian adolescents with explicit and succinct interpretation. The patterns PDD discovered are statistically significant with comprehensive coverage of succinct, concise, precise, displayable, and less redundant patterns for experts to interpret. PDD also overcomes the problem of imbalanced class [35]. It is also capable of discovering rare yet significant patterns while most methods fail. As a population health data analysis tool on relational data, it has a significant advantage over the ‘black box’ machine learning algorithms.

The experimental result on the COMPASS dataset --- a large dataset with a highly imbalanced class ratio --- shows that PDD is capable of unveiling patterns for minority targets (Cannabis = Regular). It brings explainable AI to stakeholders and policymakers by providing them with insight from a large amount of data, to enhance their understanding with statistical and rational accountability. Hence, it has a great potential to overcome problems encountered in machine learning and Explainable AI [34] [36]. The factors associated with cannabis use and transitions patterns revealed in this study indicate that it is worth continuing monitoring and examining cannabis use and their impacts on youth health outcomes.

As the future work, since PDD is applied as unsupervised learning algorithm in this study, we may consider prediction with class label training. In addition, since there are various reasons that caused rare patterns or rare events, PDD’s results can provide rare or frequent yet statistically significant patterns, it still need experts to interpret the cause(s) of the associations. Hence, as future work, we may consider using discovered patterns, after removing the outliers and the mislabeled ones into a separate pool, to train prediction model separately with the objective to obtain more accurate results. We will compare our results with those found in literature or experts who may provide succinct interpretations of these rare patterns which may assist in designing future studies.
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