PRIMITIVE LIE ALGEBRAS OF RATIONAL VECTOR FIELDS

GUY CASALE1, FRANK LORAY1, JORGE VITÓRIO PEREIRA2 AND FRÉDÉRIC TOUZET1

ABSTRACT. Let $\mathfrak{g}$ be a transitive, finite-dimensional Lie algebra of rational vector fields on a projective manifold. If $\mathfrak{g}$ is primitive, i.e., does not locally preserve any foliation, then it determines a rational map to an algebraic homogeneous space $G/H$ which maps $\mathfrak{g}$ to $\text{Lie}(G)$.

1. INTRODUCTION

Integration of transitive Lie algebras $\mathfrak{g}$ of complete vector fields on a differentiable manifold $X$ gives rise to transitive actions of a Lie group $G$ on $X$. Through this action, $X$ is locally identified with $G/H$ where $H$ is a Lie group integrating the isotropy subalgebra $\mathfrak{h} \subset \mathfrak{g}$. In general, the action can be highly transcendental even if the manifold and vector fields in question are algebraic.

This paper studies transitive Lie algebras of rational vector fields on complex projective manifolds. By a rational vector field on $X$, we mean a derivation of the field of rational functions on $X$. Such a derivation induces a holomorphic vector field on a Zariski open subset of $X$, which extends meromorphically to the whole of $X$. Our main results, roughly speaking, give sufficient conditions for the existence of an algebraic (hence global) conjugation, or more generally semi-conjugation, of the action with the standard model $G/H$.

The case where $X$ has dimension 1 was considered in [8]: such a Lie algebra is naturally deduced from the Frobenius integrability of codimension 1 foliations on transversal curves. A factorization through $G/H$ is therefore established and used in [8, Theorem 6.5] (see §3.2) to prove some stronger integrability property for the foliation. We expect the results of this paper to be useful for investigating the transverse dynamics of higher codimension foliations on projective manifolds.

1.1. Algebraic normalization. Let $X$ be a projective manifold and let $\mathfrak{g}$ be a finite-dimensional Lie subalgebra of the Lie algebra of rational vector fields on $X$. Suppose $p \in X$ is any sufficiently general point. In that case, we define the isotropy subalgebra of $\mathfrak{g}$ at $p$, denoted by $\mathfrak{h}_p$, as the subalgebra of $\mathfrak{g}$ consisting of vector fields vanishing at $p$.

A Lie algebra $\mathfrak{g}$ as above is called transitive if it contains a basis of the $\mathbb{C}(X)$-vector space of rational vector fields on $X$. When $\mathfrak{g}$ is transitive, two sufficiently general points $p, p' \in X$ have isomorphic (through an isomorphism of $\mathfrak{g}$) isotropy subalgebras $\mathfrak{h}_p$ and $\mathfrak{h}_{p'}$. Thus when $\mathfrak{g}$ is transitive, we can safely refer to the isotropy subalgebra $\mathfrak{h}$, meaning the isotropy subalgebra for a sufficiently general point $p \in X$. We will denote the normalizer
of $\mathfrak{h}$ in $\mathfrak{g}$ by $N_\mathfrak{g}(\mathfrak{h})$, i.e.,

$$N_\mathfrak{g}(\mathfrak{h}) = \{ v \in \mathfrak{g} \mid \text{ad}(v)(\mathfrak{h}) \subset \mathfrak{h} \},$$

where $\text{ad}(v)(\cdot) = [v, \cdot]$ stands for the adjoint action.

We will say that a Lie algebra is complete, following [7] Chapter I, Section 3, if all its derivations are inner derivations, and if it has a trivial center.

For a Lie group $G$ and a Lie subgroup $H$, we will denote by $G/H$ the orbit space of the action of $H$ on $G$ by right translations $(h, g) \mapsto gh^{-1})$. Elements of $G/H$ are also called left cosets. Right invariant vector fields on $G$ are infinitesimal generators of the action of $G$ on itself by left translations. They commute with the infinitesimal generators of the action by right translations, the left-invariant vector fields.

The result below is an alternative version of [1 Theorem 5.12], which, although less general, is formulated in terms of intrinsic properties of the Lie algebra $\mathfrak{g}$ and of its isotropy subalgebra $\mathfrak{h}$. This point is discussed in subsection 2.7.

**Theorem 1.1.** Let $\mathfrak{g}$ be a finite-dimensional Lie algebra of rational vector fields on a projective manifold $X$ with isotropy algebra equal to $\mathfrak{h}$. If $\mathfrak{g}$ is transitive, complete and $N_\mathfrak{g}(\mathfrak{h}) = \mathfrak{h}$ then there exists a dominant rational map $\varphi : X \dasharrow G/H$ to a homogeneous algebraic space such that $\mathfrak{g}$ coincides with the pull-back under $\varphi$ of the Lie algebra of fundamental vector fields on $G/H$.

As usual, by fundamental vector fields on $G/H$, we mean vector fields induced by right invariant vector fields on $G$.

Theorem 1.1 is not optimal. As shown by Proposition 3.3 there exist non-complete transitive Lie algebras of rational vector fields, for instance the Lie algebra $\mathfrak{aff}_n^0 = \mathfrak{sl}_n \ltimes \mathbb{C}^n$ of the group of affine motions of $\mathbb{C}^n (n \geq 2)$ with determinant 1 for which the conclusion of Theorem 1.1 still holds. Indeed, one can exhibit an outer derivation on $\mathfrak{aff}_n^0$ by considering the Lie bracket with the radial vector field $R = \sum_{i=1}^n x_i \partial / \partial x_i$. It acts trivially on the isotropy subalgebra $\mathfrak{sl}_n$ and non-trivially on $\mathbb{C}^n$.

Nevertheless, we point out that the assumption $N_\mathfrak{g}(\mathfrak{h}) = \mathfrak{h}$ cannot be disregarded entirely. Indeed there are transitive actions of the complete Lie algebra $\mathfrak{sl}(2, \mathbb{C})$ on $\mathbb{C}^3$ which are transitive but not algebraically conjugated to the Lie algebra of right invariant vector fields on $\text{SL}(2, \mathbb{C})$, see [1 Section 3.5] for examples. The paper [6] thoroughly studies other explicit examples of Lie algebras of polynomial vector fields on $\mathbb{C}^3$ isomorphic to $\mathfrak{sl}(2, \mathbb{C})$.

### 1.2. Primitive Lie algebras

A transitive finite-dimensional Lie algebra of rational vector fields $\mathfrak{g}$ on $X$ is called primitive if its isotropy subalgebra $\mathfrak{h}$ is maximal among all Lie subalgebras of $\mathfrak{g}$. The existence of an intermediate Lie algebra $\mathfrak{l} \subset \mathfrak{g}$ would correspond at a general point $p$ of $X$ to the existence of a foliation on the germ of neighborhood $(X, p) \simeq (\mathbb{C}^n, 0)$ invariant under $\mathfrak{g}$. Indeed, such Lie algebra $\mathfrak{l}$ provides a vector subspace $\mathfrak{l}(0)$ of the tangent space of $(\mathbb{C}^n, 0)$ at the origin isomorphic to $\mathfrak{l}/\mathfrak{h}$; one can use transitivity of $\mathfrak{g}$ to propagate $\mathfrak{l}(0)$ into a distribution $\mathcal{D}$ on $(\mathbb{C}^n, 0)$. There is no ambiguity in the definition of $\mathcal{D}$ since the isotropy algebra $\mathfrak{h}$ preserves $\mathfrak{l}$. The distribution $\mathcal{D}$ turns out to be Frobenius integrable: the leaf through 0 is the local orbit of $\mathfrak{l}$ through 0, and the other leaves are obtained by $\mathfrak{g}$-translation. See Section 2 where we discuss the relationship between intermediate subalgebras containing the isotropy and invariant foliations in a more general setting.

**Theorem 1.2.** Let $\mathfrak{g}$ be a finite-dimensional Lie algebra of rational vector fields on a projective manifold $X$ of dimension at least two. If $\mathfrak{g}$ is transitive and primitive, then there
exists a rational map $\varphi : X \to G/H$ to a homogeneous algebraic space such that $\mathfrak{g}$ coincides with the pull-back under $\varphi$ of the Lie algebra induced by the fundamental vector fields on $G/H$.

**Remark 1.3.** When $X$ has dimension one, the conclusion of Theorem 1.2 remains true except when $\mathfrak{g}$ is one-dimensional (see Proposition 3.2). Observe also that, in dimension two or higher, primitiveness automatically implies that $\mathfrak{g}$ is non-abelian.

**Remark 1.4.** The hypothesis of Theorem 1.2 force the equality $N_{\mathfrak{g}}(\mathfrak{h}) = \mathfrak{h}$. Indeed, thanks to the inexistence of intermediate Lie subalgebras, either $N_{\mathfrak{g}}(\mathfrak{h}) = \mathfrak{h}$, either $N_{\mathfrak{g}}(\mathfrak{h}) = \mathfrak{g}$. In the latter case, this would imply that $\mathfrak{h}$ is an ideal and then would provide for any $v \in \mathfrak{g} - \mathfrak{h}$ the Lie subalgebras $\mathfrak{h}' = \mathfrak{h} \oplus \mathbb{C}v$, thus contradicting primitiveness and the fact that $\mathfrak{h}$ is supposed to have codimension $\geq 2$.

**Remark 1.5.** The obvious necessary condition for the existence of $\varphi$ is that $\mathfrak{h}$ is algebraic, that is, there exists one can realize $\mathfrak{h}$ as the Lie algebra of a Zariski closed subgroup $H$ of an algebraic group $G$ with Lie algebra $\mathfrak{g}$. This condition holds under the assumption of both theorems. Indeed, according to Remark 1.4, one has $N_{\mathfrak{g}}(\mathfrak{h}) = \mathfrak{h}$ so that one can choose $H$ to be the stabilizer of $\mathfrak{h}$ with respect to the adjoint action $G \times \mathfrak{g} \to \mathfrak{g}$.

**Remark 1.6.** Consider the Lie algebra $\mathfrak{aff} = \mathfrak{gl}_n \ltimes \mathbb{C}^n$ of the group of affine motions of $\mathbb{C}^n$ ($n \geq 2$). This Lie algebra is complete and $C^\infty(D^1(\mathfrak{aff})) = \{0\}$. From these properties, one gets that $\mathfrak{g} = \mathfrak{aff} \oplus \mathfrak{aff}$ and $\mathfrak{h} = \text{diag}(\mathfrak{aff}) \subset \mathfrak{aff} \oplus \mathfrak{aff}$ satisfy the hypothesis of Theorem 1.2. However, the subspace $\mathbb{C}^n \times \{0\} + \mathfrak{h}$ is a non-trivial Lie subalgebra of $\mathfrak{g}$ containing $\mathfrak{h}$, therefore $(\mathfrak{g}, \mathfrak{h})$ does not satisfy the hypothesis of Theorem 1.2.

1.3. **Lie algebras of rational vector fields.** A theorem by Deligne [1] appendix B] ensures that any finite-dimensional Lie algebra $\mathfrak{g}$ can be realized as a transitive Lie algebra of rational vector fields on a projective manifold $X$. In this Theorem, $\dim \mathfrak{g} = \dim X$. On the other hand, every projective manifold admits many transitive Lie algebras of rational vector fields. To see this, let $X$ be an arbitrary $n$-dimensional projective manifold. First, embed it on a projective space $\mathbb{P}^N$ and then consider a linear projection $\mathbb{P}^N \to \mathbb{P}^n$ to obtain a generically finite dominant rational map $\pi : X \to \mathbb{P}^n$. The pull-back of vector fields from $\mathbb{P}^n$ to $X$ (well defined since we are working with rational vector fields and $\pi$ is generically finite) gives a Lie algebra morphism from the Lie algebra of vector fields on $\mathbb{P}^n$ to the Lie algebra of vector fields on $X$. Since $\mathbb{P}^n$ has many transitive Lie algebras of vector fields (e.g., the Lie algebra of holomorphic vector fields), the same holds for $X$.

There exist pairs $(\mathfrak{g}, \mathfrak{h})$ not realizable as transitive Lie algebra of rational vector field on an algebraic variety. Some examples are known where the coefficients of vector fields must be rational in the variables and their exponentials. To prove that the exponential is the only transcendental function needed to realize any pairs as a Lie algebra of vector fields is known as the Lie Conjecture [4].

It is interesting to compare Theorem 1.1 with the discussion carried out there about the following question: which pairs $(\mathfrak{g}, \mathfrak{h})$ can be realized as Lie algebras of polynomial or rational vector fields?

At several points of our exposition, we will use results presented by Jan Draisma in the survey [5].

2. **Transitive and complete Lie algebras**

Throughout the text, we fix $n \geq 1$, and we denote by $\mathcal{X}_n$ the (infinite-dimensional) Lie algebra of germs of complex analytic vector fields at the origin of $\mathbb{C}^n$. In this paragraph, we
present some simple facts about transitive Lie subalgebras of $\hat{X}_n$, the Lie algebra of formal vector fields in $n$ variables. In these contexts, transitivity of a Lie subalgebra $g \subset \hat{X}_n$ (or $\hat{X}_n$) means that the evaluation at $0$ from $g$ to $T_0\mathbb{C}^n$ is onto.

A transitive Lie subalgebra $g \subset \hat{X}_n$ has an isotropy subalgebra $h$ at $0$ of codimension $n$, and the vector space $g/h$ is identified with the tangent space $T_0\mathbb{C}^n$ by the evaluation at $0$. Although our main result only involves finite-dimensional Lie algebra of rational vector fields, many of the transitive Lie algebras properties mentioned in this work remain valid in the infinite-dimensional and formal case. A good account of their structure is given in [3] to which we will refer at multiple places.

**Lemma 2.1.** Let $g \subset \hat{X}_n$ and $h \subset g$ be as above. Then $h$ contains no non-zero $g$-ideal.

**Proof.** Denote by $\mathcal{M} = (x_1, \ldots, x_n)$ the maximal ideal of $\mathbb{C}[[x_1, \ldots, x_n]]$, and define the order $\text{ord}(w)$ of an element $w \neq 0$ of $\hat{X}_n$ as the smallest integer $m \geq 0$ such that the image of $w$ in $\hat{X}_n/\mathcal{M}^{m+1}\hat{X}_n$ is not zero. When $w \in h$, i.e. $\text{ord}(w) \geq 1$, there exists, by transitivity, an element $v \in g$ such that $\text{ord}([v, w]) = \text{ord}(w) - 1$. Let now $\ell \subset h$ be a $g$-ideal, and, assuming non-trivial, let $w \in \ell$ be of minimal order. Then $\ell$ should also contain $[v, w]$, what contradicts minimality. $\square$

2.1. **Guillemin-Sternberg Theorem.** According to [5] Theorem 3.3 and Remark 3.6], a version of Lemma [2,4] led Guillemin-Sternberg to introduce the concept of effective primitive pair $(g, h) — g$ and $h$ are abstract Lie algebras with $h \subset g$ and $h$ contains no non-trivial $g$-ideal — and to prove that effective primitive pairs can be realized as Lie subalgebras of $\hat{X}_n$ where $n = \dim g - \dim h$ as stated in the result below.

**Theorem 2.2.** Let $g$ be a Lie algebra over $\mathbb{C}$ with a Lie subalgebra $h$ of finite codimension $n$. Then there exists a Lie algebra homomorphism $\phi : g \to \hat{X}_n$ such that $h$ is sent to the isotropy subalgebra at $0$. Moreover, the kernel $\ell = \ker(\phi)$ is the largest $g$-ideal contained in $h$, and the homomorphism $\phi$ is unique up to the action of $\text{Diff}(\mathbb{C}^n, 0)$, i.e., the group of formal diffeomorphisms of $(\mathbb{C}^n, 0)$.

In particular, $\phi$ is an embedding if, and only if $(g, h)$ is an effective pair.

2.2. **The case $g$ has finite dimension.** When $g$ has finite dimension, one can easily describe the construction of $\phi$ as follows. Let $G$ be a Lie group with Lie algebra $g$. The isotropy subalgebra $h$ is the Lie algebra of a (not necessarily closed) subgroup $H$ of $G$. The orbits of the right action of $H$ on $G$ define a smooth foliation $\mathcal{H}$. When $H$ is a closed subgroup of $G$, then the leaf space of $\mathcal{H}$ is naturally identified with the space of left $H$-cosets $G/H$. Notice that the left action of $G$ on itself preserves the foliation $\mathcal{H}$.

Restrict now to a sufficiently small neighborhood $U$ of the identity in $G$. Since the foliation $\mathcal{H}$ is smooth, we can consider the local leaf space of $\mathcal{H}$, well defined as a Hausdorff manifold of dimension $n = \dim g - \dim h$. Denote it by $U/\mathcal{H}$. The Lie algebra of right invariant vector fields on $G$ descends to a Lie algebra of vector fields on $U/\mathcal{H}$. Let us denote its image by $g_{\text{right}}$. We can identify the germ of $U/\mathcal{H}$ at the identity with $(\mathbb{C}^n, 0)$, and $\phi$ is the natural morphism $\phi : g \to g_{\text{right}} \subset \mathfrak{X}(U/\mathcal{H}, \text{id})$ induced by the above construction.

We note that an element $g_0 \in G$ sufficiently close to the identity will act trivially by left translations on $U/\mathcal{H}$ if, and only if, for all $g \in G$ close enough to the identity, we have

$$gH = g_0gH \quad \begin{cases} = g(g^{-1}g_0g)H \quad \text{if} \quad g \in H \\ = g_0gH \quad \text{otherwise} \end{cases}$$
meaning that $g^{-1}g_0g$ belongs to $H$ for all $g$, i.e., that $g_0$ belongs to the intersection

$$K := \bigcap_{g \in G} gHg^{-1}$$

which is the largest normal subgroup in $G$ contained in $H$. Its Lie algebra $\mathfrak{k} = \text{Lie}(K)$ is the largest $g$-ideal contained in $\mathfrak{h}$.

2.3. **Relationship between invariant foliations and intermediate subalgebras.** We follow the exposition given in [3, pp. 3-4] from where we borrow notations.

Let $g \subset \hat{\mathfrak{x}}_n$ be a transitive Lie algebra of formal vector fields. By a *codimension $m$ formal regular foliation*, we mean a subset $\mathcal{F}$ of $\hat{\mathfrak{x}}_n$ which is both a Lie subalgebra and a free $\mathbb{C}[[x_1, \ldots, x_n]]$-module of rank $n - m$ such that $T_0\mathcal{F} := \{v(0) | v \in \mathcal{F}\}$ has dimension $n - m$ over $\mathbb{C}$.

According to Frobenius theorem, there exists a formal change of coordinates $(x_1, \ldots, x_n) \mapsto (y_1, \ldots, y_m, z_1, \ldots, z_{n-m})$ such that the foliation $\mathcal{F}$ is generated over $\mathbb{C}[[x_1, \ldots, x_n]]$ by the vector fields $\frac{\partial}{\partial z_j}$ and $\mathcal{P} = \mathbb{C}[[y]]$ is the ring of first integrals of $\mathcal{F}$, i.e.,

$$\mathcal{P} = \{f \in \mathbb{C}[[x_1, \ldots, x_n]] | v(f) = 0 \text{ for every } v \in \mathcal{F}\}$$

which is canonically attached to $\mathcal{F}$.

Of course, one can define *a germ of regular convergent foliation* $\mathcal{G}$ along the same way, replacing $\hat{\mathfrak{x}}$ by $\mathfrak{x}$, $\mathbb{C}[[x_1, \ldots, x_n]]$ by the ring of convergent power series $\mathbb{C}\{x_1, \ldots, x_n\}$ and so on.

Suppose that $\mathcal{F}$ is now preserved by $g$, i.e., $[g, \mathcal{F}] \subset \mathcal{F}$. The ring $\mathcal{P}$ is then preserved under the action of $g$ by derivations. In terms of the previous coordinates, each element of $g$ expresses as

$$\xi = \sum_{j=1}^{m} \xi_j(y) \frac{\partial}{\partial y_j} + \sum_{j=1}^{n-m} \xi_{m+j}(y, z) \frac{\partial}{\partial z_j}.$$ 

The vector fields of $g$ for which $\xi_1(0) = \ldots = \xi_m(0) = 0$ determine a Lie subalgebra of $g$, namely the unique subalgebra $\mathfrak{l} \supset \mathfrak{h}$ such that $\mathfrak{L}(0) = T_0\mathcal{F}$. Note that one inherits a natural morphism of Lie algebras

$$\varphi : \mathfrak{l} \longrightarrow \hat{\mathfrak{x}}_{n-m} = \bigoplus_j \mathbb{C}[[z_1, \ldots, z_{n-m}]] \frac{\partial}{\partial z_j}$$

$$\xi \mapsto \sum_{j=1}^{n-m} \xi_{m+j}(0, z) \frac{\partial}{\partial z_j}$$

whose image is nothing but the restriction of $\mathfrak{l}$ to the leaf through $0$ defined by $\{y = 0\}$. Identifying $\hat{\mathfrak{x}}_{n-m}$ with a subalgebra of $\hat{\mathfrak{x}}_n$ (depending on the choice of $z$), any element of $g$ takes the form

$$\xi = \sum_{j=1}^{m} \xi_j(y) \frac{\partial}{\partial y_j} + \sum_{\alpha \in \mathbb{N}^m} y^\alpha \eta_\alpha$$
with the usual multi-index notation and \( \eta_m = \sum \frac{\partial^n \zeta_{m,n}}{\partial y^n} (0, z) \frac{\partial}{\partial z} \in \hat{\mathfrak{n}}_{n-m} \). Moreover, up to rechoosing the coordinates \( z_1, \ldots, z_{n-m} \), one can assume that the \( \eta_m \)’s lie in \( \varphi(l) \), the closure of \( \varphi(l) \) with respect to the Krull topology (see [3, p.4 and Corollary 2.1]). In particular, any formal vector field in \( \hat{\mathfrak{n}}_{n-m} \subset \mathfrak{X}_n \) belonging to the centralizer of \( \varphi(l) \) in \( \hat{\mathfrak{n}}_{n-m} \) also belongs to the centralizer of \( \varphi \) in \( \hat{\mathfrak{n}}_n \) (this property will be used in the proof of Proposition 2.3).

It turns out that this process can be reversed. The correspondence \( \mathcal{F} \mapsto l(\mathcal{F}) \) defined above between \( g \)-invariant foliations \( \mathcal{F} \) and subalgebra \( l \) of \( g \) containing \( \mathfrak{h} \) is one to one and onto (see [3, Theorem 1.3]). Moreover, if \( g \subset \mathfrak{X}_n \), and \( l = l(\mathcal{F}) \), then the foliation \( \mathcal{F} \) is clearly convergent, i.e \( \mathcal{F} = \mathcal{G} \otimes \mathbb{C}[x_1, \ldots, x_n] \) where \( \mathcal{G} \) is convergent in the sense specified above. Indeed, let \( E \subset g \) a \( n \)-dimensional complementary subspace to \( \mathfrak{h} \). Because of the \( g \) invariance \( [g, \mathcal{F}] \subset \mathcal{F} \), \( \mathcal{F} \) necessarily coincides with the germ of distribution obtained by propagating the vector subspace \( l(0) \) from the origin to a full neighborhood using the local flows of vector fields \( v \in E \). Or, if one prefers, \( \mathcal{F} \) is given by parallel transport of \( l(0) \) along the germs of analytic curves \( \exp tv(0) \) with respect to the unique connection \( \nabla \) on \( \mathfrak{X}_n \), such that \( \nabla_v X = [v, X] \).

### 2.4. Relationship between \( N_{\mathfrak{g}}(\mathfrak{h}) \), \( C_\mathcal{X}(g) \) and zeroes of \( \mathfrak{h} \)

In this subsection, we will consider the case of primitive pairs \( (g, \mathfrak{h}) \), i.e., there is no intermediate Lie algebra between \( \mathfrak{h} \) and \( g \). Let \( I \subset \mathbb{C}[x_1, \ldots, x_n] \) the ideal generated by the coefficients of elements of \( \mathfrak{h} \). Denote by \( M \) the maximal ideal of the local Noetherian ring \( A = \mathbb{C}[x_1, \ldots, x_n] / I \). We will use the notation \( T_0(Z(\mathfrak{h})) \) for the Zariski tangent space \( (M/M^2)^* \subset T_0 \mathbb{C}^n \) of the subscheme \( Z(\mathfrak{h}) = \text{Spec} A \) at the closed point.

An obstruction to primitiveness is given by \( N_{\mathfrak{g}}(\mathfrak{h}) \), which can be strictly larger than \( \mathfrak{h} \). The following lemma characterizes this case.

**Lemma 2.3.** Let \( g \subset \mathfrak{X}_n \) be a transitive Lie subalgebra and \( \mathfrak{h} \subset g \) be the isotropy Lie subalgebra of \( g \) at 0. The schematic zero locus \( Z(\mathfrak{h}) \) of \( \mathfrak{h} \) is smooth at the closed point, and is the leaf through the origin of a regular formal \( g \)-invariant foliation \( \mathcal{Z} \) on \( (\mathbb{C}^n, 0) \). This foliation is convergent whenever \( g \subset \mathfrak{X}_n \). Moreover, the tangent space \( T_0 Z(\mathfrak{h}) \) of \( Z(\mathfrak{h}) \) at 0 is given by the exact sequence of vector spaces

\[
0 \to \mathfrak{h} \to N_{\mathfrak{g}}(\mathfrak{h}) \overset{ev_1}{\to} T_0 Z(\mathfrak{h}) = T_0 \mathbb{C}^n \\ 0
\]

where the right arrow is evaluation \( ev_1 : v \mapsto v(0) \). In particular, \( N_{\mathfrak{g}}(\mathfrak{h}) = \mathfrak{h} \) if, and only if, \( \mathfrak{h} \) has isolated zero set.

**Proof.** Let \( v \in \mathfrak{g} \). From the Lie algebra structure, the following properties are obviously equivalent:

1. \( v \in N_{\mathfrak{g}}(\mathfrak{h}) \)
2. \( v(I) \subset I \)
3. For all \( f \in I \), \( v(f)(0) = 0 \).

If one combines these observations with the transitivity of \( g \), then one obtains the exact sequence

\[
0 \to \mathfrak{h} \to N_{\mathfrak{g}}(\mathfrak{h}) \to T_0 Z(\mathfrak{h}) \to 0
\]

It remains to show that \( Z(\mathfrak{h}) \) is smooth, or in other words, that \( A \) is regular. By classical properties of Noetherian local rings, this amounts to prove that the associated graded ring \( \text{Gr}_M(A) = \bigoplus_{i=0}^{+\infty} M^i/M^{i+1} \) is isomorphic to the \( \mathbb{C} \)-algebra \( \mathbb{C}[X_1, \ldots, X_d] \) of polynomials with \( d \) indeterminates where \( d \) is the dimension of the \( \mathbb{C} \) linear space \( T_0 Z(\mathfrak{h}) \). To do
this, note firstly that any vector field \( v \in \hat{X}_n \) such that \( v(0) \) induces a derivation on \( A \), hence a derivation \( D \) on \( \text{Gr}_{\mathcal{M}}(A) \) which is a \( \mathbb{C} \)-linear operator of degree \(-1\) since
\[
D(M^i/M^{i+1}) \subset M^{i-1}/M^i.
\]
Now, let us choose vector fields \( v_i \in N_g(\mathfrak{h}), i = 1, \ldots, d \) such that \( (v_i(0), i = 1, \ldots, d) \) form a basis of \( T_0(\mathcal{Z}(\mathfrak{h})) \). Up to performing a linear change of coordinates in \( \mathbb{C}[\![x_1, \ldots, x_n]\!] \), one can assume that \( v_i(x_j)(0) = \delta_{ij}, i = 1, \ldots, d \). Nakayama’s Lemma implies that the \( x_j \)'s modulo \( I \) generate \( \mathcal{M} \). Let \( D_i \) be the associate derivation of \( v_i \) on \( \text{Gr}_{\mathcal{M}}(A) \) (well defined according to the three equivalent properties listed above). Observe that \( D_i(x_j) = \delta_{ij} \), where the \( x_j, j = 1, \ldots, d \) are regarded as homogeneous elements of degree \( 1 \) in \( \text{Gr}_{\mathcal{M}}(A) \). Consequently, the natural surjective morphism of graded rings \( \mathbb{C}[X_1, \ldots, X_d] \rightarrow \text{Gr}_{\mathcal{M}}(A) \) induced by the evaluation \( P \mapsto P(x_1, \ldots, x_d) \) is indeed an isomorphism. Actually, it is an isomorphism of differential rings with respect to the set of derivations \( \{ \frac{\partial}{\partial X_i} \} \) and \( \{ D_i \} \). This proves the regularity of \( A \), as wanted.

Because \( N_g(\mathfrak{h}) \cdot I \subset I \) and from the correspondance foliation-subalgebra recalled in Subsection 2.3, note also that \( Z(\mathfrak{h}) \) is nothing but the leaf through 0 of the foliation \( Z \) associated to \( N_g(\mathfrak{h}) \). In more geometric terms, \( Z(\mathfrak{h}) \) is the “orbit” of \( N_g(\mathfrak{h}) \) through the origin. According to Subsection 2.3, \( Z \) is convergent if \( \mathfrak{g} \) is so and the foliation \( Z \) is obtained by translation of this orbit as a particular case, with \( l = N_g(\mathfrak{h}) \), of the \( \mathfrak{g} \) invariant germ of foliation constructed in Subsection 1.2 \( \square \)

We will denote by
\[
C_{\hat{X}_n}(\mathfrak{g}) := \{ v \in \hat{X} \mid [v, \mathfrak{g}] = 0 \}
\]
the centralizer of \( \mathfrak{g} \) in \( \hat{X}_n \).

**Lemma 2.4.** Let \( \mathfrak{g} \subset \hat{X}_n \) be transitive and \( \mathfrak{h} \subset \mathfrak{g} \) be its isotropy Lie subalgebra at 0. Then the evaluation map defines an embedding:
\[
ev_2 : C_{\hat{X}_n}(\mathfrak{g}) \hookrightarrow T_0\mathcal{Z}
\]
\[
v \mapsto v(0)
\]
where \( \mathcal{Z} \) is as in Lemma 2.3. In particular, if \( N_{\mathfrak{g}}(\mathfrak{h}) = \mathfrak{h} \), or equivalently \( \mathfrak{h} \) has isolated zero set, then \( C_{\hat{X}_n}(\mathfrak{g}) \) is trivial (and \( \mathfrak{g} \) is centerless).

**Proof.** As in the proof of Lemma 2.3 the action of \( C_{\hat{X}_n}(\mathfrak{g}) \) must preserve \( \mathfrak{h} \), as it commutes with it. Therefore, the action of \( C_{\hat{X}_n}(\mathfrak{g}) \) must also preserve the zero set of \( \mathfrak{h} \). We deduce that the evaluation map sends \( C_{\hat{X}_n}(\mathfrak{g}) \) into \( T_0\mathcal{Z} \). It remains to show that its kernel is trivial. For this, consider an element \( w \in C_{\hat{X}_n}(\mathfrak{g}) \) such that \( w(0) = 0 \). Assume for a while that \( w \) does not vanish identically. Consider the positive integer \( \text{ord}(w) \) as defined in Lemma 2.1. By transitivity, there exists \( v \in \mathfrak{g} \) such that \( \text{ord}([v, w]) = \text{ord}(w) - 1 \). On the other hand \([v, w] = 0\); absurd. \( \square \)

2.5. **Centralizers of transitive Lie algebras of formal vector fields.** Our next result shows that the map of Lemma 2.4 is an isomorphism. In this way, we obtain a description of centralizers of transitive Lie algebras of formal vector fields.

**Proposition 2.5.** Let \( \mathfrak{g} \subset \hat{X}_n \) be a transitive subalgebra and \( \mathfrak{h} \subset \mathfrak{g} \) be the isotropy Lie subalgebra at 0. Then we have isomorphisms
\[
C_{\hat{X}_n}(\mathfrak{g}) \simeq T_0\mathcal{Z} \simeq \frac{N_g(\mathfrak{h})}{\mathfrak{h}}.
\]
Moreover, \( C_{\hat{X}_n}(\mathfrak{g}) \subset \mathfrak{X}_n \) if \( \mathfrak{g} \subset \mathfrak{X}_n \).
Proof. Because of Lemmas 2.3 and 2.4 it only remains to prove that \( \frac{N_g(h)}{h} \) can be embedded in \( \mathcal{C}_{\mathcal{X}_n}(g) \) (then dimensions will coincide, making the morphism of Lemma 2.4 an isomorphism). In view of this, let us first assume that \( g \) is finite-dimensional. According to Theorem 2.2, we can suppose that \( g \) is convergent and its local action on \( (\mathbb{C}^n, 0) \) is given in Section 2.2 the right action of \( H \) defines a foliation \( \mathcal{H} \), and the infinitesimal action of \( g \) on \( (\mathbb{C}^n, 0) \) identifies with the action of \( g_{\text{right}} \) on the quotient \( U/\mathcal{H} \) of a neighborhood \( U \) of the identity in \( G \).

The right action of \( G \) on itself does not preserve the foliation \( \mathcal{H} \) in general. If an element \( g \in G \) maps left \( H \)-cosets to left cosets through right multiplication, then it must map the coset \( gH \) to \( H \) since the set \( gHg^{-1} \) contains the identity. It follows that the set of elements in \( G \) preserving \( \mathcal{H} \) through right multiplication is formed precisely by \( N_G(H) \) the normalizer of \( H \) in \( G \).

From the infinitesimal point of view, left-invariant vector fields are not, in general, infinitesimal automorphisms of \( \mathcal{H} \). Only those in the normalizer of \( h \) in \( g \) will be infinitesimal automorphisms and will descend to the leaf space \( U/\mathcal{H} \). The left-invariant vector fields in \( h \) descend to zero, and the quotient \( N_g(h)/h \) injects into the centralizer of \( g_{\text{right}} \) on \( U/\mathcal{H} \).

This conclusion still holds in general. Indeed, from Lemma 2.3 one remarks that \( h \) is the kernel of the surjective Lie algebra morphism induced by restriction: \( N_g(h) \mapsto N_g(h)|_{Z(h)} \). In particular, \( \hat{N} := N_g(h)|_{Z(h)} \) is transitive with trivial isotropy. Indeed, \( Z(h) \) coincides with the leaf through the origin of the foliation associated to \( N_g(h) \) according to the observations made in the proof of Lemma 2.3 and Subsection 2.3. By Theorem 2.2 \( \hat{N} \) is formally conjugated to the Lie algebra of right invariant vector fields of a Lie group \( G \) near \( e_G \). Its centralizer \( C(\hat{N}) \) in the Lie algebra of formal vector fields tangent to \( Z(h) \) thus corresponds by this isomorphism to the left-invariant vector fields on \( (G, e_G) \) and then is a transitive subalgebra (of the Lie algebra of formal vector fields on \( Z(h) \)) with trivial isotropy, isomorphic as a Lie algebra to \( \hat{N} \). According to the remarks given in Subsection 2.3 each element of \( C(\hat{N}) \) extend as a vector field lying in \( \hat{X}_n \) and commuting with \( g \). One obtains in this way the sought isomorphism. As a result of the above description, and according to the classical relationship between right-left invariant vector fields on a Lie group \( G \) (namely the structure of opposite Lie algebras induced on \( T_eG \)), we see that one inherits a natural isomorphism of Lie algebra \( \frac{N_g(h)}{h} \rightarrow C_{\hat{X}_n}(g) \)

\[ v \mapsto -ev_2^{-1}(v(0)) \]

Retaining the notations and arguments of Subsection 2.3 one can conclude too that \( C_{\hat{X}_n}(g) \) is analytic if \( g \) is so.

\[ \square \]

2.6. Complete Lie algebra. Recall some basic notions of [7 Chapter I, Sections 2-3]. A derivation of a Lie algebra \( g \) is a morphism \( \partial : g \rightarrow g \) of \( \mathbb{C} \)-vector spaces satisfying the Leibniz rule \( \partial[v, w] = [\partial v, w] + [v, \partial w] \). The set \( \text{Der}(g) \) of derivations forms a Lie algebra with respect to the Lie bracket \( \{\partial_1, \partial_2\} = \partial_1 \partial_2 - \partial_2 \partial_1 \).

A natural example of derivation of a Lie algebra \( g \) is provided by the adjoint action of elements of \( g \):

\[ \text{ad}_v : g \rightarrow g \]

\[ w \mapsto [v, w] \].
analytic vector fields at \( p \) is a complex manifold and \( p \). The main ingredient for the proof of Theorem 1.1. Let \( g \) be a Lie algebra of germs of analytic vector fields. Then, the algebra of derivations of \( g \) is the center of \( g \). The image in \( \text{Der}(g) \) is the subalgebra of inner derivations. We say that \( g \) is complete when the morphism \( \text{ad} \) above is an isomorphism: \( g \overset{\cong}{\longrightarrow} \text{Der}(g) \) i.e., when \( g \) is centerless (\( C_g(g) = 0 \)), and all its derivations are inner.

When \( g \subset \mathcal{X}_n \), we can have more derivations by considering the normalizer \( N_{\mathcal{X}_n}(g) = \{ v \in \mathcal{X}_n \mid [v, g] \subset g \} \). Indeed, \( g \) is stabilized by the adjoint action of \( N_{\mathcal{X}_n}(g) \) on \( \mathcal{X}_n \), and we have

**Lemma 2.6.** Let \( g \subset \mathcal{X}_n \) be a Lie algebra of germs of analytic vector fields. Then, the normalizer \( N_{\mathcal{X}_n}(g) \) fits into the exact sequence

\[
0 \to C_{\mathcal{X}_n}(g) \to N_{\mathcal{X}_n}(g) \overset{\text{ad}}{\longrightarrow} \text{Der}(g)
\]

where \( C_{\mathcal{X}_n}(g) = \{ v \in \mathcal{X}_n \mid [v, g] = 0 \} \) is the centralizer of \( g \) in \( \mathcal{X}_n \), and \( \text{Der}(g) \) is the algebra of derivations of \( g \).

**Proof.** One has just to observe that for any element \( v \in N_{\mathcal{X}_n}(g) \) the restriction of \( \text{ad}_v(\cdot) = [v, \cdot] \) to \( g \) is a derivation of \( g \) since \([v, g] = \text{ad}_v(g) \subset g\). The kernel of the morphism \( v \mapsto (\text{ad}_v)|_g \) is, by definition, \( C_{\mathcal{X}_n}(g) \). \( \square \)

Of course, one can rewrite these left exact sequences in the formal setting, replacing \( \mathcal{X}_n \) with \( \hat{\mathcal{X}}_n \).

### 2.7. The main ingredient for the proof of Theorem 1.1

As already mentioned in the Introduction, Theorem 1.1 is a straightforward consequence of [1] Theorem 5.12. If \( X \) is a complex manifold and \( p \in X \) is a point, we will denote the Lie algebra of germs of analytic vector fields at \( p \) by \( \mathfrak{X}(X, p) \) or simply by \( \mathfrak{X} \).

**Theorem 2.7.** [1] Theorem 5.12] Let \( X \) be a smooth irreducible complex algebraic variety and let \( g \) be a finite-dimensional Lie subalgebra of rational vector fields on \( X \). For a general \( p \in X \), \( \mathfrak{X}(X, p) \) and \( h \) is the isotropy subalgebra at \( p \). If \( g \) is transitive, \( N_X(g) = g \), \( C_g(g) = 0 \) and \( N_g(h) = h \), then there exists a dominant rational map \( f : X \dashrightarrow G/H \) such that \( f_* g \) coincides with the Lie algebra of fundamental vector fields on \( G/H \).

This theorem is proved in several steps.

1. A general point \( p \in X \) and a local analytic chart \((X, p) \to (\mathbb{C}^n, 0) \) are fixed. In this chart \( g \) is isomorphic to \( \mathfrak{g}_0 \subset \mathcal{X}_n \). One considers

\[
V = \{ \varphi : (\mathbb{C}^n, 0) \to X \text{ germs of biholomorphisms. s.t. } \varphi^* g = \mathfrak{g}_0 \}
\]

Under the hypothesis \( g \) is transitive and \( N_X(g) = g \) it is proved that \( V \) is an algebraic variety and \( \dim V = \dim g \), the evaluation map \( \pi : V \to X ; \varphi \mapsto \varphi(0) \) being dominant.
(2) From the definition of $V$, both Lie algebras $\mathfrak{g}_0$ and $\mathfrak{g}$ can be prolonged as $\tilde{\mathfrak{g}}_0$ and $\tilde{\mathfrak{g}}$, two commuting parallelisms on $V$, i.e. transitive Lie algebra of rational vector fields of dimension equal to $\dim V$. Moreover, $\tilde{\mathfrak{h}}_0$ generates $\ker d\pi$ and $\tilde{\mathfrak{g}}$ is $\pi$-projectable on $\mathfrak{g}$.

(3) Step (2) together with $C_{\mathfrak{g}}(\mathfrak{g}) = 0$ implies that $\mathfrak{g} = \operatorname{Lie}(G)$, $G$ being an algebraic group and implies the existence of a rational map $f : V \to G$ such that $f^* \operatorname{Lie}_{\text{left}}(G) = \tilde{\mathfrak{g}}_0$ and $f^* \operatorname{Lie}_{\text{right}}(G) = \tilde{\mathfrak{g}}$ where $\operatorname{Lie}_{\text{left}}(G)$ (resp. $\operatorname{Lie}_{\text{right}}(G)$) is the Lie algebra of left (resp. right) invariant vector fields of $G$.

(4) A fiber of $\pi : V \to X$ is the union of orbits of $\mathfrak{h}_0$. The image of these orbits by $f$ are orbits by the right translation of a connected algebraic subgroup $H$ of $G$, and $f$ induces a rational map $\tilde{f} : X \to G/H$, which is the sought rational map.

We refer to [11] for details.

2.8. Proof of Theorem 1.1. Consider now $\mathfrak{g} \subset \mathfrak{X}(X, p)$ and $\mathfrak{h}$ satisfying assumptions of Theorem 1.1 that is $\mathfrak{g}$ is transitive, complete, with isotropy subalgebra $\mathfrak{h}$, and $N_{\mathfrak{g}}(\mathfrak{h}) = \mathfrak{h}$.

Since $\mathfrak{g}$ is complete, we have an isomorphism $\text{Der}(\mathfrak{g}) \simeq \mathfrak{g}$ induced by the adjoint action of $\mathfrak{g}$. Moreover, we derive from Lemma 2.6 the exact sequence

$$0 \to C_X(\mathfrak{g}) \to N_X(\mathfrak{g}) \xrightarrow{\text{ad}} \text{Der}(\mathfrak{g}) \to 0$$

as the restriction of $\text{ad}$ to $\mathfrak{g} \subset N_X(\mathfrak{g})$ is onto. On the other hand, since $N_{\mathfrak{g}}(\mathfrak{h}) = \mathfrak{h}$, we deduce from Proposition 2.5 that $C_X(\mathfrak{g}) = \{0\}$; therefore $C_{\mathfrak{g}}(\mathfrak{g}) = \{0\}$ and (from the above sequence)

$$N_X(\mathfrak{g}) \simeq \text{Der}(\mathfrak{g}) \simeq \mathfrak{g}.$$ 

We can apply Theorem 2.7 to conclude the proof of Theorem 1.1. □

The proof shows that the hypothesis of Theorems 1.1 and 2.7 differ by the assumption on the outer derivations of the Lie algebra $\mathfrak{g}$. In Theorem 2.7 $N_X(\mathfrak{g}) = \mathfrak{g}$ is an hypothesis on the pair $(\mathfrak{g}, \mathfrak{h})$: there is no outer derivations of $\mathfrak{g}$ given by the Lie bracket with a vector field, in a realisation of the pair. But in Theorem 1.1 the completeness of $\mathfrak{g}$ is an hypothesis on the abstract Lie algebra independently from the realisation as Lie algebra of vector fields.

3. Primitive Lie Algebras

3.1. Structure of primitive Lie Algebras [after Morozov]. Let $\mathfrak{g}$ be a primitive Lie subalgebra of $\mathfrak{X}_n$. Equivalently, invoking Guillemin-Sternberg (see Section 2.1), we obtain an effective pair $(\mathfrak{g}, \mathfrak{h})$, i.e., $\mathfrak{h}$ has finite codimension $\alpha$, contains no non-zero ideal and is maximal among proper Lie subalgebras of $\mathfrak{g}$. In [5] Section 4 the following result by Morozov clarifies the structure of finite-dimensional effective primitive pairs.

**Theorem 3.1.** Suppose that $(\mathfrak{g}, \mathfrak{h})$ is an effective primitive pair where $\mathfrak{g}$ is finite-dimensional. Then either $\mathfrak{g}$ is simple, or else we are in one of the following two situations:

1. $\mathfrak{g}$ is the direct sum $\mathfrak{l} \oplus \mathfrak{l}$ of two isomorphic simple Lie algebras and $\mathfrak{h}$ is the diagonal subalgebra; or

2. $\mathfrak{g}$ is the semi-direct product $\mathfrak{h} \ltimes \mathfrak{m}$ where $\mathfrak{h}$ is the direct sum of a semisimple Lie algebra with a Lie algebra of dimension at most 1, and $\mathfrak{m}$ is an irreducible and faithful $\mathfrak{h}$-module equipped with trivial Lie bracket: $[\mathfrak{m}, \mathfrak{m}] = 0$.

Conversely, in the latter two cases, $(\mathfrak{g}, \mathfrak{h})$ is primitive and effective.
The primitive Lie algebras fitting the description given by Item (1), respectively Item (2), of Morozov’s Theorem, will be called primitive Lie algebras of diagonal and affine type, respectively. The primitive Lie algebras with $g$ simple will be called simple primitive Lie algebras.

3.2. The case of curves. The following result is extracted from the proof of [8, Theorem 6.5].

**Proposition 3.2.** Let $C$ be a projective curve and $g$ a finite-dimensional Lie algebra of rational vector fields on $C$. If $\dim g \geq 2$, then there exists a morphism $\varphi : C \to \mathbb{P}^1$ such that $g$ coincides with a subalgebra of the pull-back under $\varphi$ of the Lie algebra of holomorphic vector fields on $\mathbb{P}^1$, i.e., $g \subset \varphi^*\mathfrak{sl}(2, \mathbb{C})$.

**Proof.** A classical result of Lie (cf. [5]) says that a finite-dimensional Lie subalgebra of $\mathbb{C}(z) \frac{\partial}{\partial z}$ has dimension at most three. Moreover, if its dimension is two then it is isomorphic to the affine Lie algebra $\mathfrak{aff}(\mathbb{C})$, and if its dimension is three, then it is isomorphic to the primitive Lie algebra $\mathfrak{sl}(2, \mathbb{C})$. Therefore $g$ has dimension at most three.

In both cases there exists $v_1, v_2 \in g$ satisfying $[v_1, v_2] = v_1$. Consider the morphism $\varphi : C \to \mathbb{P}^1$ defined by the quotient $\frac{\partial}{\partial w}$. At an arbitrary point of $C$, choose a local analytic coordinate $w$. We can write $v_1 = a(w) \frac{\partial}{\partial w}$, $v_2 = b(w) \frac{\partial}{\partial w}$, $\varphi(w) = -b(w)/a(w)$ locally. On the one hand, the relation $[v_1, v_2] = v_1$ implies $a\varphi' - ba' = a$. On the other hand,

$$\varphi^* \frac{\partial}{\partial z} = -\frac{1}{(b/a)'(w)} \frac{\partial}{\partial w} = \frac{a^2}{(a/b - a'b') \frac{\partial}{\partial w}} = 0 \frac{\partial}{\partial w} = v_1.$$

Similarly $\varphi^* z \frac{\partial}{\partial z} = v_2$. This proves the proposition when $g \simeq \mathfrak{aff}(\mathbb{C})$.

To conclude the proof when $g \simeq \mathfrak{sl}(2, \mathbb{C})$ it suffices to verify that $\tilde{v}_2 = \varphi^* z^2 \frac{\partial}{\partial z}$ belongs to $g$. Let $v_3 \in g$ be such that $[v_1, v_3] = 2v_2$. Clearly $[v_1, \tilde{v}_3]$ is also equal to $2v_2$. Thus $[v_1, v_3 - \tilde{v}_3] = 0$ and $\tilde{v}_3$ must be linear combination with constant coefficients of $v_1$ and $v_3$. \hfill $\square$

3.3. Algebraic normalization of primitive Lie algebras of affine type. A natural generalization of the argument used to prove Proposition 3.2 gives the algebraic normalization of primitive Lie algebras of affine type.

**Proposition 3.3.** Let $g$ be a non-abelian primitive Lie algebra of rational vector fields on a projective manifold $X$ of dimension $n$. If $g$ is of affine type then there exists a rational map $\varphi : X \dashrightarrow \mathbb{C}^n$ which conjugates $g$ to a Lie algebra of polynomial vector fields of degree at most one.

**Proof.** As case $n = 1$ has already been treated in Proposition 3.2 we will assume $n \geq 2$.

Since $g$ is of affine type, we can write $g = \mathfrak{h} \ltimes \mathfrak{m}$ with $[\mathfrak{m}, \mathfrak{m}] = 0$. Near a general point $p$ of $X$ and up to isomorphism of $g$, one can suppose that $\mathfrak{h}$ is the isotropy algebra $\mathfrak{h}_p$, and $\mathfrak{m}$ is generated over $\mathbb{C}$ by $\frac{\partial}{\partial x_1}, \ldots, \frac{\partial}{\partial x_n}$ in suitable local analytic coordinates $(x_1, \ldots, x_n)$.

In order to establish the proposition, we are going to produce a $\mathbb{C}$-vector space $V \subset \mathbb{C}(X)$ of dimension $n + 1$, containing the constants $\mathbb{C}$, and invariant by the action of $g$ by derivations.

To construct $V$ let us consider $\Theta_0 \in \det T_X \otimes \mathbb{C}(X)$ defined by the determinant of $\mathfrak{m}$, i.e., if $v_1, \ldots, v_n$ is a basis for $\mathfrak{m}$ then $\Theta_0 = v_1 \wedge \cdots \wedge v_n$. Notice that for any $v \in g$,

$$(3.1) \quad \mathcal{L}_v \Theta_0 = \text{Tr}(ad(v)) \Theta_0$$
where \( \mathcal{L}_v \) is the Lie derivative with respect to \( v \) (acting on multivector fields), \( \text{ad}(v) \in \text{End}(m) \) is the endomorphism \( \text{ad}(v)(m) = [v, m] \), and \( \text{Tr} \) is the trace of an endomorphism.

Let us consider the \( \mathfrak{g} \)-module \( W = \wedge^{n-1} m \otimes \mathfrak{g} \). The action of \( \mathfrak{g} \) on \( W \) is obtained by distributing its action on factors employing Leibniz’s rule, that is
\[
v \cdot (\theta \otimes w) := \mathcal{L}_v \theta \otimes w + \theta \otimes [v, w].
\]

Consider the \( \mathbb{C} \)-linear map
\[
\psi : W \longrightarrow \mathbb{C}(X)
\]
\[
\theta \otimes w \mapsto \frac{\theta \wedge w}{\Theta_0}
\]
and let \( V \) denote its image. One can, in addition, regard \( \psi \) as a morphism of \( \mathfrak{g} \)-modules if one endows \( \mathbb{C}(X) \) with the structure of \( \mathfrak{g} \)-module defined by
\[
v \cdot f := v(f) + \text{Tr}(\text{ad} v)f
\]
where \( v(f) \) is the usual derivative with respect to \( v \). In particular, this implies that the image \( V \) of \( W \) is stable by \( \mathfrak{g} \)-derivations. Observe also that the splitting (as a vector space) \( \mathfrak{g} = \mathfrak{h} \oplus m \) induces the splitting
\[
V := \psi(W) = \mathbb{C} \oplus V_0
\]
and that \( \mathbb{C} = \psi(\wedge^{n-1} m \otimes m), V_0 = \psi(\wedge^{n-1} m \otimes \mathfrak{h}) \). Indeed, non-zero functions in \( V_0 \) are non-constant as they vanish at the point \( p \) fixed by the isotropy subalgebra \( \mathfrak{h} \). Remark finally that \( V_0 \) is not reduced to \( \{0\} \), as \( \mathfrak{h} \neq \{0\} \) (non-abelian case).

Consider the action of \( \mathfrak{g} \) by derivations on \( V \). The subspace \( V_0 \) is invariant by the action of \( \mathfrak{h} \) and is mapped to \( \mathbb{C} \) by \( m \). In particular, in the local coordinate chart defined above, the elements of \( V_0 \) are nothing but linear forms in the variables \( (x_1, \ldots, x_n) \).

Let us prove that \( \dim V_0 = n \). On the one hand, the dimension of \( V_0 \) is at most \( n \) as an immediate consequence of the previous description. On the other hand, the dimension of \( V_0 \) is at least \( n \) as otherwise, the functions in \( V_0 \) would define a foliation of positive dimension \( = n - \dim_{\mathbb{C}} V_0 \) invariant by the Lie algebra \( \mathfrak{g} \), contradicting the primitiveness of \( \mathfrak{g} \).

It is now clear that the rational map \( \varphi : X \longrightarrow \mathbb{C}^n \) with entries given by a basis of \( V_0 \) sends \( \mathfrak{g} = \mathfrak{h} \times m \) to a Lie algebra of vector fields of degree at most one.

**3.4. Proof of Theorem 1.2** Let \( \mathfrak{g} \) be a non-abelian primitive Lie algebra with isotropy \( \mathfrak{h} \). By the observations made in Subsection 3.2 one can assume that \( \mathfrak{h} \) has codimension at least two in \( \mathfrak{g} \). This easily implies that \( N_\mathfrak{g}(\mathfrak{h}) = \mathfrak{h} \). Otherwise, \( N_\mathfrak{g}(\mathfrak{h}) \) would provide either an intermediate Lie algebra between \( \mathfrak{g} \) and \( \mathfrak{h} \), or \( N_\mathfrak{g}(\mathfrak{h}) = \mathfrak{g} \). However, this latter case is excluded by effectiveness.

Thus if \( \mathfrak{g} \) happens to be a complete Lie algebra, then it satisfies the assumptions of Theorem 1.1] and the result follows. Theorem 1.1] tells us that \( \mathfrak{g} \) is of affine type or semi-simple in the two other cases. In the semi-simple case, \( \mathfrak{g} \) is complete. Indeed, it is centerless, and all derivations are inner as shown in \([7\) Chapter III, Theorem 9]. We can therefore conclude with Theorem 1.1] in the semi-simple case.

On the other hand, when \( \mathfrak{g} \) is a primitive Lie algebra of affine type, we conclude with Proposition 3.3] provided that \( \mathfrak{h} \) is an algebraic subalgebra of \( \text{gl}(m) \) or, equivalently, that one can integrate the isotropy Lie subalgebra at 0 given by \( \varphi(\mathfrak{h}) \) (see proof of Proposition 3.3]) to a closed subgroup \( H \) of \( \text{GL}(\mathbb{C}^n) \subset \text{Aff}(\mathbb{C}^n) \). If this is the case, then we can identify \( \mathbb{C}^n \), the target of the rational map given by Proposition 3.3] with the homogeneous
space \((H \ltimes \mathbb{C}^n)/H\) in such a way that \(\varphi \cdot \mathfrak{g}\) is the Lie algebra of right invariant vector fields on \((H \ltimes \mathbb{C}^n)/H\).

If \(\mathfrak{h}\) is semi-simple, then the algebraicity of \(\mathfrak{h}\) follows from a result by Chevalley, which shows that the derived algebra \([\mathfrak{g}, \mathfrak{g}]\) of any Lie algebra \(\mathfrak{g} \subset \mathfrak{gl}(\mathbb{C}^n)\) is algebraic, see [2 Chapter II, Corollary 7.9]. If instead \(\mathfrak{h}\) is the direct sum of a semi-simple Lie algebra and a one-dimensional Lie algebra \(\mathfrak{L}\), then the \(\mathfrak{h}\)-irreducibility of \(\mathfrak{m}\) together with Schur’s Lemma imply that \(\mathfrak{L}\) coincides with the center of \(\mathfrak{h}\) and acts on \(\mathfrak{m}\) by scalar multiplication, cf. discussion in [5 Section 4] after the statement of Morozov’s Theorem. The algebraicity of \(\mathfrak{h}\) follows.

\[\square\]
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