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Abstract

Traditional communication networks consist of large sets of vendor-specific manually configurable devices. These devices are hardwired with specific control logic or algorithms used for different network functions. The resulting networks comprise distributed control plane architectures that are complex in nature, difficult to integrate and operate, and are least efficient in terms of resource usage. However, the rapid increase in data traffic requires the integrated use of diverse access technologies and autonomic network operations with increased resource efficiency. Therefore, the concepts of Software Defined Networking (SDN) are proposed that decouple the network control plane from the data-forwarding plane and logically centralize the control plane. The SDN control plane can integrate a diverse set of devices, and tune them at run-time through vendor-agnostic programmable Application Programming Interfaces (APIs).

This thesis proposes software defined cognitive networking to enable intelligent use of network resources. Different radio access technologies, including cognitive radios, are integrated through a common control platform to increase the overall network performance. The architectural framework of software defined cognitive networking is presented alongside the experimental performance evaluation. Since SDN enables applications to change the network behavior and centralizes the network control plane to oversee the whole network, it is highly important to investigate SDN in terms of security. Therefore, this thesis finds the potential security vulnerabilities in SDN, studies the proposed security platforms and architectures for those vulnerabilities, and presents future directions for unresolved security vulnerabilities. Furthermore, this thesis also investigates
the potential security challenges and their solutions for the enabling technolo-
gies of 5G, such as SDN, cloud technologies, and virtual network functions, and
provides key insights into increasing the security of 5G networks.
Chapter 1

Introduction

1.1 Background

Communication networks are extending the notion of connectivity by linking diverse sets of devices and services to each other via the Internet. New things enabled by the Internet of Things (IoT) such as smart home appliances, wearable devices, sensors, and autonomous cars, as well as online services in various fields, including medical ICT, agriculture, transportation, logistics, and defense will utilize communication networks to further improve the quality of human life. Future networks, therefore, need to be equipped with the ability to handle numerous, even though challenging, requirements. For instance, IoT provides the foundational infrastructure for future services, but the foundation of IoT lies in smart networks [1]. Smart networks use software and network infrastructure abstractions to configure heterogeneous network environments automatically in order to fulfill the requirements of future services [2].

However, traditional communication networks have many challenges in terms of complexity, adaptability, and the user or node mobility [3]. In traditional
networks, policies that dictate the network operations are mostly implemented with low-level device configurations. Most of the devices in communication networks use complex control protocols that have large sets of tunable parameters. Vendor-specific manual configurations of a huge number of networked devices, and tuning the control parameters in large networks, excessively complicate the operations of networks [4] [5]. Furthermore, these configurations are mostly prone to human-errors [6], leading to 50 to 80 percent of the network downtime, the reason being the systems’ complexities [7].

Carrier networks usually rely on vendor-specific hardware platforms. Hence, network operators end up in vendor lock-ins due to vendor-specific network control platforms and lack of interoperability between equipment from different vendors [8]. Since the traffic demands of users and requirements of services are always changing, the inevitable mix and match of network equipment from different vendors is becoming a major challenge for network operators. Furthermore, control platforms embedded into network hardware are difficult to upgrade and result in distributed network control architectures. Such distributed control architectures lack global resource visibility and increase network complexity. It is demonstrated in [9] that complex network architectures are more prone to outages due to the increased complexity in network configurations.

The amalgamation of an increasing number of services and devices envisioned by, for example, IoT will not only further complicate network management but will also require openness to innovations in order to incorporate new services and solutions. Next generation networks, such as 5G (5th Generation), aim to provide very high data rates with extremely low latency, significantly improved Quality of Service (QoS), and accommodate the proliferation of new and emerging services, as well as an enormous number of devices in mainstream networks [10]. Moreover, 5G networks will overcome the limitations of previous
generations of wireless networks in terms of integrating low power and low data rate devices [11]. Therefore, the 5G architecture will not be an incremental advancement of 4G, but a paradigm shift towards very high carrier frequencies with massive bandwidths, extreme Base Stations (BSs) and device densities, and will utilize a diverse set of access technologies [12].

5G, therefore, must use different access technologies in a well-coordinated fashion and without cell-centric designs [13]. The Next Generation Mobile Networks (NGMN) alliance [14] also considers cooperative and user-centric design of multiple Radio Access Technologies (RATs) as one of the key requirements of 5G. However, such use of diverse access technologies will be highly challenging in traditional distributed network control architectures. In order to cooperate, the distributed control architectures will synchronize their functions through extra control signaling, whereas the signaling traffic is increasing 50 percent faster than the data traffic [15]. For a network a connecting massive number of IoT devices, the signaling traffic originated by distributed control architectures will be a huge challenge [13].

Software Defined Networking (SDN) logically centralizes the network control architecture, relinquishes the need of device-level configurations [16], breaks the barrier of vendor lock [17], and opens communication networks for innovation [18]. SDN separates the network control from the data forwarding elements. Thus, the data forwarding elements are rendered in a more simplified form that can be (re)-programmed through a vendor-agnostic interface such as the OpenFlow protocol. By implementing the control platforms in software modules and introducing programmable Application Programming Interfaces (APIs) in network equipment, SDN facilitates fast network features development and deployment [5]. With the logically centralized control platforms overlooking the data forwarding elements, SDN facilitate run-time network manipulation through
programmable APIs and ensures coherent network-wide policy implementation. Using the centralized control platform, SDN relinquishes the need for manual per-device configurations and thus reduces the network complexity [16].

The concepts of cognitive networking [19] have been proposed to enable autonomous network operation. Cognitive networks have the capabilities to observe a user’s needs, sense the operating environment, and adjust itself accordingly to fulfill the user’s needs in that environment. A Cognitive Radio Network (CRN), implementing the radio part of cognitive networking, has the capability to sense free or occupied radio resources (e.g. frequency spectra) and thus enable intelligent cooperative use of the resources. A full cognitive network also needs the upper layers to be adjustable at run-time, and thus, Software Adaptable Network (SAN) elements are required to tune the network at run-time through software. For example, in spectrum management and mobility functions, all the layers, including application, transport, network, medium access control and physical layers are required to cooperate [20].

However, traditional networks have some challenges that remained as the main barriers in achieving full cognition in an entire network. First, the vertical integration of networked functions that requires all layers to cooperate [19] is one example of those challenges. The distributed control architectures due to the layering intricacies have been further complicating cognition throughout a network [20]. Second, the vendor-specific manually configurable network devices that require human intervention in the wake of required changes, in other words, unavailability of SAN elements before the inception of SDN or its most valuable implementation, i.e. OpenFlow is another example of such challenges. Since, SDN resolves the challenges associated with traditional layered architectures and device configurations, integrating the concepts of SDN and cognitive networking opens new frontiers for robust and autonomic network operation.
1.2 Objectives and scope of the thesis

The ultimate goal of this thesis is to investigate the potential of SDN in future networks in terms of integrating different access technologies, intelligently sharing resources among the access technologies, and analysis of security in SDNs and SDN-based future networks.

Decoupling the network architecture from the infrastructure facilitates innovations in each, since it breaks the dependency of one on the other, and thus enables cost-effective network operation, and feature updates and deployment [21]. SDN abstracts network functions from the infrastructure by decoupling the network control and data forwarding planes. By logically centralizing the network control platform and introducing programmability in networks, SDN also facilitates autonomic network management [22], and highly flexible network operation [5]. Therefore, SDN has the potential to provide the robust communication architecture for future networks and online services [23], [15].

In traditional networks, each BS or eNodeB (eNB) performs independent resource allocation, scheduling and base band processing, which is not feasible for the vision of future cellular networks [24]. The backhaul on the other hand comprises devices that run on vendor-specific manual configurations, have embedded control logic using algorithms to route, control and monitor traffic. The tight coupling of the control and data forwarding planes makes these devices extremely rigid to changes and updates, and the distributed control architecture of wireless networks has resulted in lack of global visibility of network resources making it difficult to deploy network-wide coherent policies. However, next generation wireless networks such as 5G must use a combination of RATs to meet the growing demands of user traffic and traffic generated by IoTs [25].
Therefore, the first objective of this thesis is investigating the potential of SDN to enable centralized control of heterogeneous RATs to meet the future traffic requirements of diverse devices and services.

The growth in wireless systems’ capacity can be attributed to the increased use of radio spectrum, which will further increase in future wireless networks [26]. However, a major challenge for future wireless networks will be to efficiently meet the increasing demands for higher network capacity while the spectrum resource remains scarce [27]. One of the key opportunities in fully utilizing the available heterogeneity is efficiently sharing spectrum among RATs [28]. By centralizing the network control, SDN offers the opportunity to fully utilize diversity in RATs by effectively sharing spectrum among them at run-time. Hence, the second objective of this thesis is to investigate dynamic spectrum sharing through the centralized control framework provided by SDN. The concepts of cognitive networking, that use cognitive radios for intelligently sharing spectrum, have been combined with SDN to enable cognition from the physical layer up-to the application layer.

SDN will be the key technology in the next generation networks (e.g. 5G) to enable applications to utilize the network by exposing network capabilities to applications through APIs [12]. However, exposing critical network information to unauthorized applications will have severe security consequences [29]. Thus, communication networks using the concepts of SDN need thorough analysis of its security implications. Therefore, the third objective of this thesis revolves around security of the SDN technology and communication networks that use SDN. Beginning from investigating security challenges in SDN, this thesis evaluates existing security solutions and provides insights into strengthening the security of SDNs. The thesis also proposes novel security and mobility mechanisms for the OpenFlow implementation of SDN.
1.3 Contributions of the thesis

The present thesis is based on three journal articles, [II, III, IV], one magazine article [VI] and two conference papers [I, V]. The author of the thesis has had the main responsibility of developing the original ideas, implementing the ideas, generating numerical results, evaluating the performance results and writing the papers [I, III, IV, VI]. The co-authors have provided constructive criticism on ideas, guided in implementation, and provided important comments on the writing. The thesis author in paper [II] was responsible for originating the idea, developing the testbed for implementing the idea, and evaluating the experimental results. The author was responsible for formulating the idea and analysing the results in paper [V]. The main contributions of this thesis are listed below:

1. Architectural framework and performance evaluation of software defined cognitive networking (Paper I-II).

2. Performance evaluation of SDN-based heterogeneous network architecture comprising different access technologies (Paper III).

3. Analysis of security challenges in SDN, solutions proposed for those challenges and future research directions for potential security vulnerabilities in SDN (Paper IV).

4. Analysis of security challenges and their solutions for the enabling technologies of 5G, such as SDN, cloud technologies, and virtual network functions (Paper V).

5. Performance evaluation of novel control channel security mechanism for OpenFlow (Paper VI).

Paper [I] introduces the concept and architectural framework for SDN-based cognitive networking. The concepts of cognitive networking were mapped against
the concepts of SDN. The relevant architectural components that could be integrated were studied. CRN composing the radio components of cognitive networking were sought to be integrated with the SDN controller. Hence, a testbed was developed and various experiments were carried out. The author was responsible for the creation of the idea of Software Defined Cognitive Networking, outlining the architectural framework, developing the testbed, carrying out experiments and analyzing the results from the experiments. The co-authors provided highly valuable comments and directions from the beginning until the final publication. Dr. Suneth Namal helped in developing the testbed and guided in evaluating the results. Professor Andrei suggested that I perform and validate the idea through real-time experiments. Professor Mika Ylianttila and Professor Andrei Gurtov were the supervisors.

Paper [II] continues the work started in paper [I] by extending the experimental setup with a resource allocation application, performing new experiments and shedding more light on SDN-based centralized radio resource control and allocation. The author is responsible for extending the idea of the prior paper, defining the test setup and analyzing the evaluation results. Dr. Suneth Namal was the main contributor to the work and to the paper. He helped in developing the experimental setup and analyzing the results from the experiments. Mr. Markku Jokinen and Mr. Saad Saud also helped in developing the testbed setup. Professor Andrei Gurtov provided valuable comments and suggestions.

Paper [III] proposes a centralized control framework for future heterogeneous wireless networks. The main goal of the work is to integrate and use different radio access technologies with SDN-based centralized control platform. The paper provides valuable research directions on how to enable mobility and dynamically adjust the security parameters in future wireless networks. The author is responsible for developing the idea, proposing the network architecture,
performing experiments, and evaluating the results of experiments. Dr. Mad-
lusanka Liyanage was responsible for performing the experiments of security
architecture and Dr. Laszlo Bokor was responsible for performing the experi-
ments on mobility. Professor Mika Ylianttila and Professor Andrei Gurtov were
the supervisors and provided valuable suggestion and research directions.

Paper [IV] provides a thorough study of security in SDN. The paper provides
an overview of SDN and security features of previous programmable networking
proposals. Since SDN enables programmability and logically centralizes the net-
work control plane, security analysis of SDN is highly important due to its vast
role in future networks. The study presents security challenges in SDN by out-
lining the challenges associated with each of the three planes, i.e. application,
control and data planes, and interfaces. Security solutions for the mentioned
challenges in each plane are studied and categorized with respect to each plane
and interface. The potential of SDN in strengthening network-wide security and
how SDN can help improve the performance of security functions and systems
such as content inspection, access control and network resilience, etc. is stud-
ied. A brief analysis of the potential of SDN for cloud and virtual networks,
and the costs involved in using SDN-based security solution is provided. Var-
ious solutions for strengthening network security and the remaining loopholes
according to the security dimensions of the International Telecommunication
Union-Telecommunication sector (ITU-T) are presented. Future directions for
addressing the potential and unresolved security challenges are also provided.
The author was responsible for conducting the literature survey, selecting arti-
cles and writing the paper. Dr. Suneth Namal provided useful suggestion for
improving the readability of the article. Professor Mika Ylianttila and Professor
Andrei Gurtov were the supervisors.

Paper [V] describes a security framework for the control information channel
between the SDN control and data planes. The paper proposes using Host Identity Protocol based solution for the control channel instead of Transport Layer Security (TLS) protocol to not only improve the security of the control channel, but also improve mobility in the OpenFlow architecture of SDN. The author was responsible for formulating the idea and analyzing the experimental results to evaluate the performance of the proposed idea. Dr. Suneth Namal was the main contributor of the work and of the paper. Professor Mika Ylianttila and Professor Andrei Gurtov were the supervisors.

Paper [VI] investigates the potential security challenges in 5G and studies the proposed solutions for those challenges. The paper also provides important insights into 5G security to instigate future research work on existing potential security and privacy vulnerabilities. Since 5G will use different technologies such as cloud computing, SDN and NFV, the paper investigates the security challenges associated with each technology and the possible solutions to those challenges. The paper also highlights the potential privacy challenges and possible solutions for those challenges. The author was responsible for conducting the literature survey, collecting the most relevant and important articles and writing the paper. All the co-authors provided contributions in text, ideas and finalizing the paper. Professor Mika Ylianttila and Professor Andrei Gurtov were the supervisors and provided important suggestions in terms of highlighting security challenges and proposed solutions.

In addition to the included original publications, the author of this thesis has participated extensively in the publication of book chapters, conference papers, magazine and journal articles. All these publications supplement the research work presented in this thesis from their own perspectives.
1.4 Organization of the thesis

This thesis is organized as follows: in this chapter the background of the research topics, the objectives and research scope, as well as a brief summary of the contributions of this thesis are discussed. In Chapter 2, a literature review of the research topics covered in this thesis is presented. The research topics include the use of SDN in future wireless networks, and the security challenges associated with SDN and possible solutions. In Chapter 3, the main research contributions of the original research publications are summarized, the significance of the contributions is discussed, and ideas for future research are presented. This chapter consists of two parts. Part one presents the use of SDN in future wireless networks. The second part covers the security implications of using SDN in future networks, including wireless networks. In Chapter 4, some conclusions are drawn based on the research work presented in this thesis and future directions for conducting research in the area are highlighted as well.
Chapter 2

Literature review

In this chapter, an overview of the literature relevant to the scope of the thesis is discussed. The chapter is divided into four parts. Section 2.1 provides an overview of SDN, whereas the use of SDN in wireless networks is presented in Section 2.2. Software defined cognitive networking is discussed in Section 2.3. The security implications of SDN and its use in future networks are described in Section 2.4.

2.1 Software defined networks

SDN [30] separates the network control from the data forwarding plane. The control plane is logically centralized that interacts with the forwarding plane, e.g. switches and routers through programmable APIs [16]. By decoupling the control plane, SDN enables innovation in networking enabling programmability of the forwarding devices and the control planes. Since the control plane is softwarized and not embedded in the firmware, new control plane functions can be deployed at software speed rather than hardware or firmware product cycles. SDN proposes a three-tier architectural concept comprising the applica-
tion, control and data forwarding planes, as depicted in Fig. 2.1 and described below in more detail:

![Conceptual architecture of SDN](image)

- **Application Plane**: Implements the networking functions such as routing algorithms, security services and network policy implementation.

- **Control Plane**: Runs the Network Operating System (NOS), maintains the global view of the network due to its logically centralized nature, and provides hardware abstractions to applications in the application plane.

- **Data Plane**: Also called the infrastructure layer, is the combination of hardware elements used to forward traffic flows using flow forwarding instructions from the control plane.

  In SDNs, most of the network functions are implemented in applications [31]. The SDN controller maintains a logical map of the network and hides the network complexity from applications through abstractions. The SDN controller runs the Network Operating System (NOS) [32] overseeing the network resources much like a computer operating system controlling computer resources. In SDN,
the controller controls the forwarding behavior of the forwarding devices such as
the OpenFlow switches. The OpenFlow protocol [33] is the most common and
standardized protocol used between the controller and switches. When a flow
arrives in a switch, the switch forwards the first packet(s) to the controller. The
to make decisions on how to route the packets and installs the decisions
in the switch using the OpenFlow protocol [34]. The decisions are in the form
of flow rules describing the action on the packets of that flow. The flow rules
are stored in the flow tables of switches and the controller can change the flow
rules any time.

The switch flow tables also contain other information regarding flows such
as packet counter values, timeout values, flags, etc. which are always visible to
the controller. Using the controller, SDN applications can request flow char-
acteristics such as timeout values or packet samples and use that to tune the
network by generating flow rules. The rules, for example, can be to forward
specific packets to specific ports. The decision of forwarding specific packets to
specific ports might be needed for load balancing or security analysis. In the
case of load balancing, the new egress ports can be connected to less loaded
switches, or other forwarding devices. In the case of security, the new egress
ports might be connected to security middle boxes such as firewalls or Intru-
sion Detection Systems (IDS). Hence, SDN enables software based innovation
in communication networks.

SDN, as a way forward for innovation in communication networks, is not
only accepted by researchers and industry, but also by various standardization
bodies. The Open Network Foundation (ONF) [31] is perceived as the leader
for SDN standardization. One of the major contributions of ONF has been
the OpenFlow [18] switch specification [33]. ONF has also contributed in many
other technical specifications such as the OpenFlow-Config protocol and Open-
Flow testing specifications. The ITU-T started working in the SDN domain by launching two Study Groups (SGs) to develop signaling requirements and protocols, and outlining functional requirements and architectures, and a Joint Coordination Activity (JCA) to coordinate the work \[35\]. ETSI started strategic collaboration with ONF for SDN support of NFV in 2014 to accelerate the adoption of open source SDN \[36\].

Having the benefits being realized by researchers and industry alike, SDN has been sought out as the potential problem solver for next generations networks. Cellular networks, accepting the move towards 5G, are seeking SDN-based solutions to meet the growing user demands within the constraints of CapEx and OpEx. Henceforth, the thesis presents the potential of SDN in cellular networks.

### 2.2 Software defined wireless networks

SDN has been considered as the potential problem solver for many challenges in existing wireless communication networks \[37\], \[38\], \[39\]. Therefore, there are many proposals for using the concepts of SDN in wireless networks in general and cellular networks in particular. The use of SDN in wireless networks got attention from the OpenRoads \[40\], \[41\] platform. OpenRoads is an open-source wireless platform of OpenFlow \[18\]. The main idea behind OpenRoads is to enable experimentation of new ideas and solutions in production networks. The architecture of the OpenRoads consists of flow, slicing and controller that provide flexible control, virtualization and high-level abstraction. The OpenRoads architecture has worked as a foundation for many SDN-based cellular network architecture proposals.

The concepts of SDN can be used in mobile networks in different approaches which may vary from each other \[42\]. For example, two approaches that are different from each other are based on the role of SDN switches. One approach
suggests maintaining the simplicity of SDN switches having mainly the forwarding functionality in the switch. All other functions such as local or global routing control decisions will be computed either in SDN controllers or SDN applications. The second approach suggests keeping some functionalities, such as packet header compression and local routing decisions, in switches or routers. Therefore, there are many approaches, each advocating its own benefits, for using SDN in cellular networks.

A simplistic, yet promising SDN based architecture for cellular networks is presented in [4]. The architecture proposes four extensions to enable scalable SDN-based network architecture. First, the SDN controller applications should be capable to express policies using subscriber attributes available in subscriber information base instead of IP addresses or physical locations. Second, each switch should run a controller agent for higher scalability. Third, switches should also support more functions such as Deep Packet Inspection (DPI) and header compression. Fourth, base stations should support remote control of resources for flexible cell management. The proposal is inspired by the OpenRoads [40], [41] platform.

Mobileflow [8] defines a mobile network architecture called the Software Defined Mobile Network (SDMN) architecture. By decoupling the network control and data planes, the architecture is an attempt to increase the potential of innovation in mobile networks. The key elements of the system are Mobile Flow Forwarding Engine (MFFE) and Mobile Flow Controller (MFC). MFEE is a software controllable, stable and high performing user plane that has the standard mobile network tunnel processing capabilities. MFC is a logically centralized control plane that has interfaces to MFFE, radios, and mobile network applications. The mobile network applications use the SDN-like north-bound interface and implement control planes EPC elements such as Mobility Man-
agement Entity (MME), and Policy and Charging Rules Functions (PCRF).

The benefits of logically centralized control, that has global visibility of network state and higher control over resources, led to proposals for centralizing the core network elements of cellular networks [43]. Since centralization leads to scalability challenges, scalable architectures are highly important. SoftCell [44] is a scalable core network architecture proposed to support fine-grained policy implementation for mobile devices in cellular networks. Based on the subscriber attributes and applications, SoftCell enables operators to realize high-level service policies to efficiently utilize the resources. Scalability in the core network is achieved by minimizing the state in core network through aggregation of forwarding rules.

The concepts of SDN are also extended towards the radio part of cellular networks. For example, Software Defined Radio Access Network (SoftRAN) [24] proposes a software defined centralized control plane for radio access networks (RANs). To avoid the challenges in distributed control planes, SoftRAN introduces centralized control plane for all the RANs in a defined geographical area. The control plane resides in a big BS that efficiently coordinates radio resource management among multiple BSs. Having a global view of network resources, the centralized control platform can efficiently manage interference, load, QoS, and simplify network management. Using the concept of SDN, CellSDN [45] attempts to simplify the design and management of cellular data networks. CellSDN presents various approaches to design new services and prototypes with the help of open source LTE implementation. Small cell offloading through cooperative communication in SDN, to meet the growing demands of traffic, is presented in [46]. An overview of the benefits and research challenges in SDN-based wireless networks is presented in [37] and [38].

Cognitive networking [19] aims to automate communication networks by
enabling them to make intelligent decisions. Cognitive networks understand the environment through feedback cycles and are capable to adjust the working parameters at run-time and without human interventions [47]. SDN has the potential to automate communication networks by enabling network programmability and relinquishing the need of per-device configurations. The logically centralized control framework provided by SDN enables applications to adjust the operation of a network according to the needs of services. Therefore, the concepts of cognitive networking and SDN are highly complementary, as described below, and thus need further investigation. Henceforth, we describe software defined cognitive networking in the following section.

2.3 Software defined cognitive networking

This section covers the importance of cognitive networking, the challenges faced by cognitive networking and presents how SDN can be a potential problem solver for those challenges.

2.3.1 Cognitive networks

Cognitive capabilities or cognition means relating to or involving conscious intellectual activity of thinking, reasoning, or remembering [48], [49]. Extending such capabilities to communication networks, cognitive networks have the capability to perceive the current network conditions, plan, decide and act accordingly [19]. The main reason cognitive capabilities are proposed for communication networks, besides others, is the lack of adaptability of communication systems to changing environments in or around the networked systems. The changing environment maybe due to changing network conditions such as congestion in some nodes, changes in services, user movements, and changes in security settings or policies.
A cognitive network has three layers, as presented in Fig. 2.2. The end-to-end goals derive the behavior of the entire system and are specified by the network users, resources or applications [50]. The end-to-end goals are provided to the cognitive process in the cognition layer by a specification language. The cognition layer consists of the cognitive process that is responsible for the actual decision making based on the input from the end-to-end goals and the current network status. Updates from the network are provided either by network APIs or sensors. The Software Adaptable Network (SAN) layer consists of configurable network elements that can be tuned at run time by the cognitive process.

![The cognitive network framework.](image)

Cognitive networks aim to automate communication networks in order to respond to changes in the environment without or least possible human intervention. Cognition, in communication networks, is intended to provide better end-to-end performance; improve resource management, QoS and security; and fulfill other network goals. Efficient resource management according to the user needs and resource availability has been a major challenge for network opera-
tors. In cellular networks, the most important and scarce resource has been the frequency spectrum. Cognitive Radio (CR) systems, using cognition in radio nodes, offers a solution to the challenge by enabling spectrum sharing among users at run-time [51].

A full cognitive network can be realized with the help of CRN to enable cognition at the radio or access part of the network [52]. CRNs consist of primary and secondary cognitive users. Primary users are the primary license holders of the spectrum band. The secondary users use the spectrum of the primary users when it is not needed by the primary users. Both types of users use their cognitive capabilities to communicate and share the spectrum without harming each other. The main motivation behind the emergence of such cognition is the apparent lack of spectrum in the growing demands of higher bandwidth by diverse types of services [51].

2.3.2 Challenges faced by cognitive networks

Cognitive networks did not realize into practical deployment because of several challenges related to the complexity of cognitive systems [52], [19], security challenges [53] [54] [55], routing complexity [56] and limitations in the underlying network equipment [19], [57]. In the scope of this thesis, we focus on two challenges: first, complexity of cognitive systems, and second, limitations in the underlying network elements.

R.W. Thomas et al. [19], the main proponents of cognitive networking, describe that implementing cognitive systems requires a highly complex system in terms of architecture, operation and overhead. Thus, the designed system must outweigh such barriers with performance. The complexity is exacerbated by the limited adaptability of the underlying network elements [19], [58]. Cognitive networks require configurable network elements that can be tuned at run-time,
as shown in Fig. 2.2. In cognitive networks, mobility can be due to changes in the operational frequency of a node besides physical mobility of the node or UE. Similarly, CR terminals need to know the neighboring user activity, its capability, and network topology and parameters through extra control signaling while hopping between the frequency channels [20]. This needs extending the routing tables to include context-specific information such as frequency and propagation parameters, indicators of link quality, and end-to-end performance metrics [59].

In traditional networks, these capabilities would require strong cross-layer interaction among the vertical layers. However, interaction among the isolated layers is not only complicating the overall system, but is also highly challenging from the perspectives of overall costs of the system [60]. Furthermore, frequent frequency hopping will require very fast re-routing. Cross-layer designs for such frequent interactions between the physical and network layer will result in sub-optimal performance [61]. Moreover, with security vulnerabilities such as spoofing, the cross layer interaction might bring down the whole network [62]. Therefore, new networking technologies or concepts that can solve these challenges might pave the way for implementing cognitive networking. Henceforth, various proposals for SDN-based cognitive networking are discussed below.

### 2.3.3 Software defined cognitive networks

The benefits of cognitive networking can be reaped mainly when the system performance outweighs the design costs [19]. SDN simplifies the overall network architecture by decoupling the network control and data planes, providing infrastructure abstractions and logically centralizing the control plane. Furthermore, SDN also disintegrates the traditional layered architectures of communication networks. SDN compliments the concepts of cognitive networking in terms of
adjusting or tuning the network at run-time and providing means for network automation, as depicted in Fig. 3.2. Since SDN removes the implementation barriers of cognitive networking, the technological concepts of both must be integrated to attain the benefits of both. For example, intelligent cognitive radios coupled with adaptable OpenFlow-based network can achieve fully dynamic and automated network operations. Having said that, very limited work is done in this area and very few proposals and architectural concepts with limited applicability are available.

A software defined virtualization framework for CRNs using SDN is presented in [63]. The proposed framework reduces the control overhead in overlapping cells BSs by relegating some responsibilities to end-nodes. Similarly, [64] proposes a Software Defined-Cognitive Radio Network (SD-CRN) framework that enables virtualization-based resource allocation. Using multi-layer hypervisors, this framework also proposes relegating management responsibilities from CRN BSs to UEs. Both of these proposals are theoretical frameworks evaluated through simulations. The studies in [63] and [64] are very limited in scope.
The focus is only on the wireless channels and interference avoidance in wireless channels. Neither of the studies mentions the architecture beyond radio nodes.

A Joint Sub-carrier and Power Allocation (JSPA) scheme using SDN is proposed in [65] to reciprocally provide benefits to secondary users while cooperating with primary users. The main focus of the work is to maximize the transmission rate of the secondary user while maintaining the required QoS of primary user. This is also limited to the physical layer wireless channels, whereas modern networks require to be reconfigurable at all layers, which will be the key need of next-generation of wireless networks and services [66]. For example, the routing protocols and QoS parameters must be adjusted when changes in the radio layer, such as changes in operating frequency, occur.

Therefore, the work presented in this thesis aims to synchronize the dynamism of smart physical layer devices, such as cognitive radios, with the upper layers, such as backhaul devices, using SDN. The main focus of the work is increasing the overall system performance with the help of logically centralized control plane, programmable north and south-bound APIs, and configurable network elements integrated with cognitive radios. Furthermore, compared to the previous work done in this area, this thesis provides experimental evaluation of the SDN-based Heterogeneous Network (HetNet) that enables resource (spectrum) sharing, and provides mobility and security with reduced signaling overhead.

However, SDN-based architectures must be carefully designed since such architectures have their own limitations and challenges. For example, centralizing the network control and enabling programmability of networked devices might open serious security challenges besides other challenges such as scalability, delay and availability [67]. In the scope of this thesis, the security challenges and solutions in SDNs and SDN-based network architectures such as 5G are
2.4 Security in software defined networks

SDN enables innovation in communication networks by opening the network for programmability. Similarly, SDN centralizes the network control for better resource visibility, simple network management, coherent network policy enforcement and ease in new function deployment, etc. However, if overlooked, the same features can make SDNs highly vulnerable to security threats \[68\], \[69\]. For example, the centralization of the control plane makes it a favorite choice for Denial of Service (DoS) \[70\], \[71\] and saturation attacks \[72\], \[73\]. Similarly, programmable networks have been prone to security vulnerabilities \[74\], \[75\], \[76\]. Active Networking \[77\], \[78\] is one of the most prominent examples of programmable network architectures that is not used due its vulnerable nature to security threats. Indeed, security is a major challenge, and thus the security working group has been set up by ONF \[79\] to avoid such challenges in SDN.

Therefore, it is highly important to investigate the security challenges in SDNs and seek solutions for those challenges. A detailed description of security challenges in SDN and proposed solutions are provided in Paper [V], and \[79\], \[68\]. Security challenges in software defined mobile networks are highlighted in \[67\]. In this section, the main security challenges and proposed solutions are highlighted, mainly to convey the serious implications of security concerns related to SDNs.

2.4.1 Security challenges in software defined networks

To make it more comprehensible, the security challenges and solutions can be elaborated for each of the three SDN planes and the interfaces between them. The three planes, as already described, are the application, the control, and the
data planes. The interface between the application and control planes is termed as the north-bound interface, and the one between the control and data planes is called the south-bound interface. A detailed analysis of security of SDNs is provided in Paper [IV]. In this section, the main security challenges are briefly discussed and highlighted in Table 1 with respect to the SDN planes.

**Application plane security challenges**

As described earlier, applications implement most of the network functionality without being tied to the network. Therefore, security of applications has big implications in SDNs. Applications must be authenticated and authorized before generating flow rules. However, there are no established authorization mechanisms between the controller and applications, as demonstrated in [80]. Different applications have different privileges, thus, a security model must be put to isolate applications [81]. In this case also, there are no compelling mechanisms to provide differentiated access to applications based on their privileges. The challenge is further complicated by nested applications [82] in which keeping track of a malicious application in a legitimate application is highly challenging. Furthermore, no mechanisms are defined for accountability of nested applications [83].

**Control plane security challenges**

The SDN controller must authenticate applications before providing network stats to applications. The controller, however, is facing many security challenges itself. Centralizing the network control into the controller means a huge number of requests from applications and the underlying controlled devices. This can make the controller a potential bottleneck due to scalability or resource limitations [81]. This scalability limitation will open doors for DoS attacks. A network fingerprinting method has been used in [84] to identify a network as an
Table 2.1: Major security threats in SDN

| SDN Plane or Layer | Type of Threat | Description |
|--------------------|----------------|-------------|
| Application Plane  | Lack of authentication & authorization | No compelling authentication & authorization mechanisms for applications and more threatening in case of a large number of third-party applications. |
|                    | Fraudulent flow rules insertion | Malicious or compromised applications can generate false flow rules and it is difficult to check if an application is compromised. |
|                    | Lack of access control & accountability | Difficult to implement access control & accountability on third-party applications and nested applications that consume network resources. |
| Control Plane      | DoS attacks | Visible nature, centralized intelligence and limited resource of the control plane are the main reasons for attracting DoS attacks. |
|                    | Unauthorized controller access | No compelling mechanisms for enforcing access control on applications. |
|                    | Scalability & availability | Centralizing intelligence in one entity will most likely have scalability and availability challenges. |
| Data Plane         | Fraudulent flow rules | Data plane is dumb and hence more susceptible to fraudulent flow rules. |
|                    | Flooding attacks | Flow tables of OpenFlow switches can store a finite or limited number of flow rules. |
|                    | Controller hijacking or compromise | Data Plane is solely dependent on the control plane that makes the data plane security dependent on controller security. |
|                    | TCP-Level attacks | TLS is susceptible to TCP-level attacks. |
|                    | Man-in-the middle attack | This is due to optional use of TLS, and complexity in configuration of TLS. |

SDN and launch attack. Knowing that the switch has to send the flow setup request to the controller for each new flow, a DoS attack can be easily targeted towards the controller. To sum up, the controller is the most crucial part of SDN, on the one hand, and the most vulnerable to security attacks such as DoS.
and Distributed DoS (DDoS) attacks, on the other hand.

**Data plane security challenges**

The SDN data plane, such as the OpenFlow switches, stores flows after sending the first packet to the controller for setting up the flow rules. The flow tables that maintain the flow rules, and the buffer that store the unsolicited flows, have physical capacity limitations. These limitations can also be exploited to launch a DoS attack against the OpenFlow switches, as demonstrated in [84]. Furthermore, the forwarding devices in SDN are rendered simple and are highly dependent on the controller. This means that the forwarding devices have no capability to differentiate between genuine and flawed or malicious flow rules. Similarly, if the controller is compromised, failed, or the link to the controller is broken, the data plane will be naturally compromised or will become non-responsive to newly arriving flows.

**Interfaces security challenges**

The OpenFlow switch specification [85] suggests Transport Layer Security (TLS) [86] and Datagram Transport Layer Security (DTLS) [87] for the south-bound interface, i.e. the OpenFlow protocol. However, the standard of TLS is not specified and the security feature is left optional [68]. In the OpenFlow vulnerability assessment study [88], it is described that the optional use of TLS leaves the control channel between controllers and switches open to security threats such as man-in-the-middle attack and fraudulent rule insertions. Furthermore, the configuration of TLS is highly complex, making it a technical barrier for operators to use it [88]. Hence, security of the south-bound API in SDN is still an open research challenge. The north-bound interface, on the other hand, has no explicitly defined security architectures. More specifically, communication between remote applications and the controller is not even properly investigated.
Hence, this is also an open research challenge.

2.4.2 Security solutions for software defined networks

By centralizing the network intelligence and enabling network programmability, SDN facilitates quick identification and remediation of security threats. This interesting feature of SDN, the global network stats visibility and control, supports run-time security monitoring, analysis and response through a cycle of harvesting intelligence from the data forwarding elements using programmable APIs. In contrast to the distributed control in network elements requiring perimeter-based expensive security systems that often have contradictory security policies, SDN enables coherent network-wide security policy enforcement. With software-based systems, SDN brings forth the idea of software-defined security to experiment and innovate novel security systems, as presented in [89]. As an example, FLOWGUARD [90] is a comprehensive software firewall framework for OpenFlow networks that ensures consistent firewall policy implementation throughout the network.

The OpenFlow SDN architecture offers control over the forwarding elements from centralized control point where security services insertion is simplified. For example, security applications can request the packet samples through the controller using simple sampling mechanisms such as FleXam [91] that sends full or part of packets to the control based on counter values in the switch. An application can perform analysis and then through the controller can change the flow rules such as drop consecutive packets of a particular flow due to suspicion based on security analysis of the application. Therefore, a number of proposals have been put forward for security of SDNs and securing communication networks while leveraging the concepts of SDN. Below we describe the security solutions with respect to the SDN planes and present some of the major platforms and
proposals in Table 2. The platforms outlined in Table 2 are discussed in Paper [VI] in detail.

Table 2.2: Security solutions for SDN

| SDN Plane | Security Solution | Targeted Threat | Solution Type |
|-----------|-------------------|-----------------|---------------|
| **Application Plane** | | | |
| | FRESCO [89] | Threats within/from applications | Security applications development framework |
| | PermOF [92] | Access control | Applications permission system |
| | Assertion [93] | Flow rules contradiction | Applications debugging framework |
| | Flover [94] | Security policy violation | Security policy verification application |
| | OFTesting [95] | Faulty OF programs | Applications testing framework |
| **Control Plane** | | | |
| | SE-Floodlight [96] | Applications authorization | Secure controller architecture & secure App-Ctrl API |
| | Hybrid Ctrl [97] | Controller scalability | Hybrid (reactive/proactive) controller architecture |
| | DISCO [98], [99] | Controller scalability | Distributed controller architecture |
| | Ctrl-Placement [100], [101], [102] | Controller availability | Controller placement frameworks |
| | HyperFlow [103] | Controller availability | Distributed control plane |
| | DoSDetection [104] | DDoS attack | Detection framework |
| **Data Plane** | | | |
| | FortNOX [105] | Flow rules contradictions | Controller framework |
| | FlowChecker [106] | Faulty flow rules | Configuration verification tool |
| | VeriFlow [107] | Faulty flow rules | Network debugging tool |
| | Resonance [108] | Access control | Access control & policy enforcement framework |
| | CPRRecovery [71] | Controller availability | Controller replication framework |
Security solutions for applications

In SDN, mechanisms that authenticate and authorize applications, and verify the flow rules generated by such applications are highly important. OperationCheckpoint \(^{[109]}\) and PermOF \(^{[92]}\) are systems that allocate permissions to applications and set limits on the operations of applications. The proposed mechanisms authorize applications for specific actions and thus can prevent non-authorized modifications of flow rules. One of the main benefits of the proposed system in OperationCheckpoint \(^{[109]}\) is to secure the north-bound interface, thus, delimiting applications to work in the defined jurisdiction. An assertion language that supports verifying and debugging SDN applications is proposed in \(^{[93]}\). The mechanisms proposed in \(^{[93]}\) also enable verifying flow rules dynamically as the rules are produced by applications. For developing security applications, FRESCO \(^{[89]}\) provides a framework to rapidly develop and deploy OpenFlow security applications.

Security solutions for controllers

Since the controller plays a crucial role in SDNs, there are many proposals and solutions that strengthen the controller security. The requirements of robust, secure and resilient SDN controllers are presented in \(^{[110]}\), alongside the analysis of the gap between security level of current controllers and potential security solutions. Security of the SDN controller is, in fact, multi-folded requiring security solutions for both interfaces, solutions to mitigate saturation attacks through increased scalability, DoS or DDoS attack-specific solutions and reliable controller placement. Security-enhanced (SE) Floodlight controller \(^{[96]}\) is a secure version of the OpenFlow Floodlight controller \(^{[111]}\). SE Floodlight controller secures the northbound API, authenticates and authorizes applications and verifies flow rules. There are also northbound API-specific security solutions such
as OperationCheckpoint [109], and mechanisms to increase trust relationship between controllers and applications, as demonstrated in [112]. FortNOX [105] improves the NOX controller [113] to avoid contradictions in flow rules generated by applications.

To avoid the single point of failure problem, distributed yet logically centralized controllers are proposed. For example, HyperFlow [103] proposes a scalable event-based multi-controller architecture. Multiple distributed controllers, being logically centralized, take local decisions to minimize latency in flow setup. Increasing scalability through increasing processing capabilities of the controllers is another approach to avoid saturation attacks [114]. To secure the controller from being fingerprinted for saturation or DoS attacks, AVANTGUARD [115] introduces connection migration for the data plane to remove failed TCP sessions and thus reduce the number of data plane to control plane interactions. For reliable controller placement, there is no one-fits-all way [116], but a tradeoff among desired goals such as order of redundancy vs reliability and reliability vs. latency [101].

**Security solutions for data plane**

The data plane security solutions range from security of the interfaces, and flow tables to network planning and segmentation. Standardizing and mandating the security proposals such as the versions of TLS and DTLS are the potential solutions to the interface or link layer security. TLS, when properly configured, can provide privacy and data integrity between two communication parties such as the controller and data forwarding elements. Furthermore, cryptographic security protocols such as Host Identity Protocol (HIP)-based solutions [117], [118] can ensure both payload and control information security [119].

The security of flow tables can be ensured by flow rules verification mechanisms as described in [105], [107], [120] besides authentication and authorization
mechanisms for applications that generate flow rules, as described in the previous sections. Proper network planning and segmentation is necessary to avoid over-provisioning of the control plane that can cause controller saturation rendering the data plane non-responsive to network traffic and new flow arrivals. Resilience mechanisms enabling the network to operate in case of controller failure [121], controller-switch link failure [122], and disruption-free controller replacement [123] are proposed to keep the data plane forwarding intact under such circumstances.

2.4.3 Using SDN to improve security of communication networks

SDN simplifies both development and deployment of novel security systems due to the programmable nature of its network components and centralized control of traffic traversing the network [124]. By providing packet level information access to the controller and applications on top of it, SDN enables real-time traffic monitoring and response to abnormal traffic behavior. Packet-level traffic analysis has been challenging in traditional networks due to large volume of traffic, for example in large Data Center Networks (DCNs), and the complexity in tracking multiple network components [125]. Indeed, SDN brings an opportunity for such granularity, yet the centralized control plane needs novel solutions to avoid congestion. Therefore, scalable per-flow sampling mechanisms [126] are proposed to operate at line-rate in the data plane while maintaining fair load on the controller.

The simplicity of implementation and deployment of new services such as Multi-protocol Label Switching (MPLS) Virtual Private Networks (MPLS VPNs) is demonstrated in [127]. The benefits of centralized control for secure cloud computing, and cellular networks are described in [128], [129] and [130], [131], [132], [133].
respectively. Benefiting from the concepts of SDN for improving anomaly detection systems in small and home networks is demonstrated in [134]. The OpenSafe [135] system using A Language for Arbitrary Route Management for Security (ALARMS) to route traffic to monitoring systems is an example of economical deployment of security monitoring systems in SDN. The adequacy of SDN has also been proved for deploying security middle boxes without changing the network architecture or modification in middle boxes, as demonstrated in [136]. Using SDN, [137] explores new opportunities to deal with the challenges in network forensics systems. The solution proposes Provenance Verification Point component to observe covert communication between compromised nodes. The interesting theme of the work is using the network itself as an observer, leveraging the centralized SDN control plane obtaining information from switches distributed in the network.

2.4.4 Open source security

ONF has published three security Technical recommendations; i) Security Foundation Requirements for SDN controllers, ii) Threat Analysis for the SDN Architecture, and iii) Principles and Practices for Securing Software-Defined Networks [138]. On the development side, there are many open source security development projects alongside the open source SDN development projects. The OpenFlowSec [139] consortium has built the SDN security suite by extending the Floodlight [111] OpenFlow controller. The software suite includes a security actuator to invoke refined security logic, and a Bothunter to perform passive security analysis in OpenFlow networks. The OpenDayLight foundation [140] initiated the project AAA (Authentication, Authorization and Accounting) [141] to develop security modules to authenticate identities, authorize access, and maintain the records of access to resources.
Chapter 3

Summary of the original articles

This chapter briefly summarizes the research work published in the journal articles and conference proceedings. The work has been divided into two sections. Section 3.1 describes using SDN for integrating diverse RATs, enabling intelligent resource sharing, and providing cost efficient mobility and security parameters adjustments in future networks. Section 3.2 describes the security challenges in SDN and the opportunities in terms of security in using SDN in future networks.

3.1 SDN-based cognitive and heterogeneous networking

Papers [I, II, III] discuss the need of dynamic network systems and propose futuristic network architectures using the concepts of SDN. Using SDN, a HetNet architecture has been the main focus that use cognitive networking and multiple
access technologies to meet the demands of future services. Cognitive networks sense the current state and context, adapt to contextual changes and apply control loop systems to learn and update itself for future actions without human intervention \[142\]. Such systems require cross-layer interactions, as shown in the right-hand side of Fig. 3.1 Therefore, the idea of Knowledge Plane (KP), spanning across all layers, as shown in the left-hand side of Fig. 3.1 is proposed by Clark et al. \[143\]. The main idea of the KP proposal is to make the network self and surrounding-aware, capable to learn, make decisions and act on those decisions \[52\].

Figure 3.1: The knowledge plane and cross-layer interaction among the layers.

However, strict isolation between the vertical layers made it difficult to realize KP like architectures or cross layer interaction. For example, the cross-layer interaction requires the network to modify one or several layers of the network stack in its member nodes at run-time. This and other challenges such as manual configurations, as described in Section 3.2, are already solved by SDN. A simplified architectural mapping of the concepts of both technologies is presented in Fig. 3.2 Therefore, Paper [I] investigates the possibility of integrating the concepts of SDN and cognitive networking, and provides the initial results. Paper [II] extends the concepts by developing a fully automated SDN-based
cognitive network. Furthermore, Paper [III] focuses on using SDN for enabling a heterogeneous network architecture that provides mobility between different RATs, dynamically adjusts security parameters, as well as dynamically shares spectrum among multiple user nodes.

3.1.1 Towards software defined cognitive networking

Paper [I] proposed the idea of combining the concepts of SDN and cognitive networking for efficient and dynamic use of resources (e.g. spectrum). Cognitive Radio (CR) implements the physical layer part of the cognitive networks, making a CRN capable to sense a free or unused spectrum and use that during the time it is available (more details about CR in Papers [II, III]). By removing the layering intricacies and centralizing decision making, SDN makes the idea of a whole cognitive network realistic. The architectural concepts of cognitive networking and SDN are mapped, as shown in Fig. 3.2. Both concepts facilitate network automation, albeit the differences from the implementation point of view. Therefore, the outcome has been of great interest.
A testbed was developed that enabled the control of CRs through the SDN controller. The three main parts of the testbed were a CRN, OpenFlow wireless network, and the Floodlight OpenFlow controller-based SDN control plane. The cognitive engine, working as the spectrum sharing decision making entity, was attached to the SDN controller and the base stations. The details of the testbed (Fig. 3.3) implementation are given in Paper [I]. The main aim of this initial research was to evaluate the potential of SDN in controlling the radio resources using CRs. The experimental results revealed the performance improvement in terms of throughput, QoS, and delay, as presented in Paper [I].

![Figure 3.3: SDN-based cognitive radio network test setup.](image)

To provide an overview of the performance improvement, the throughput measurement results are depicted in Fig. 3.4. The measurements are taken between the OpenFlow and cognitive clients. TCP traffic was generated between the clients on one and eight frequency channels. Using a single frequency channel, the average throughput remained 1.15 MBps, whereas using cognition among the eight frequency channels, the average throughput increased to 3.5 MBps. Similarly, the average round-trip-time (RTT) for TCP packets and the corresponding ACK (Acknowledgment) packets between the clients remained well below 20ms, as shown in Fig. 3.5.
3.1.2 Implementation of full OpenFlow based CRN

Paper [II] describes the implementation of OpenFlow based CRN architecture. In this work, we realized that the end-to-end goals defined in cognitive networking can be implemented in the application plane or the network management plane. Those end-to-end goals can be deployed through the control plane in the underlying network using the north and south-bound APIs. The cognitive process can be implemented as an application or as a software module in the control plane. SAN elements can be realized as OpenFlow switches that are tunable at run-time by the controller using the south-bound API, for example, the OpenFlow protocol. By sensing the free spectrum, cognitive radios can provide the sensed information to the cognitive process using the same API.

Therefore, the work presented in Paper [II] integrates software defined radio (SDR)-based CRs to SDN-based control plane. The aim is to synchronize the dynamism of SDN-based control platforms with the dynamism of cognitive radios for the efficient use of resources (spectrum in our case). Hence, the testbed
Figure 3.5: Round-trip time between OpenFlow and cognitive clients.

was extended that integrated the concepts and technological components of SDNs and cognitive networks, as presented in Fig. 3.6. In the testbed, the Base Station (BS) was modified to work in a fashion similar to an OpenFlow switch, e.g. maintain a flow table which can be updated or modified by the OpenFlow controller. A Cognitive Engine (CE) working as an OpenFlow application is integrated into the SDN controller. The controller installs the flow rules based on the decisions from the CE.

Figure 3.6: Extended testbed implementation for OpenFlow-based CRN.

The performance of the proposed architecture was evaluated in terms of la-
tency in flow setup, QoS for VoIP calls, and measurement of response times between different network segments. For brevity, I will describe the VoIP performance in terms of latency and call rate per second that highlights the number of successful calls per second in different scenarios. Detailed evaluation of the experimental results is presented in Paper [II]. The latency requirement for VoIP call is 150 ms, although 151 ms to 300 ms might be an acceptable one-way delay. Therefore, we consider 150 ms RTT between the two clients as the threshold and calls with delays above the threshold are dropped. As shown in Fig. 3.7, the call drop rate is very low when the resources are not shared among two cognitive clients. Though the call drop rate increases when two cognitive clients share the resources, however, our main aim is sharing resources dynamically among the clients using SDN-based centralized control framework.

Figure 3.7: Network performance results in different scenarios.
3.1.3 Enabling heterogeneity in cellular networks using SDN

Paper [III] presents a HetNet architecture leveraging SDN. Next generations of mobile networks, such as 5G, will need to use multiple RATs together to extend the connectivity to existing and newly invented digital devices [25]. However, the static nature of communication networks having loosely coordinated distributed control planes with no global visibility of network states and resources made it difficult to harmonize diverse RATs into a single domain. By bringing programmability in communication networks and logically centralizing the network control planes by separating it from the data forwarding plane, SDN made it possible to use a mix and match of different network equipment from different vendors. Therefore, Paper [III] proposes a HetNet architecture, as shown in Fig. 3.8 leveraging the concepts of SDN.

Figure 3.8: SDN-based heterogeneous network architecture.

The HetNet architecture integrates different access technologies such as cognitive base stations, WLAN, and a wired network into the SDN-based cen-
tralized control platform. The paper sheds light on how resources can be dynamically allocated in such architectures. Furthermore, the paper presents a proactive SDN-based mobility management scheme between different access networks. Media Independent Handover (MIH) scheme is used to optimize handovers among the networks. The performance evaluation and comparative analysis show that the proposed mechanisms yield better throughput and packet loss results than the standard MIP based scheme, as depicted in Fig. 3.9. From the point of security, the proposed dynamic security tunnel management scheme drastically minimizes the signaling costs for secure IPSec tunnel establishment between backhaul devices (OpenFlow switches in our case).

Figure 3.9: TCP throughput of standard MIPv6-like vs. the proposed proactive SDN-based mobility management solution.

3.2 Security of future networks using SDN

Paper [IV] presents a thorough study of security challenges in SDN, the proposed solutions for those challenges, and the use of SDN in strengthening network-wide security. The study also finds the potential security challenges that still expose the network to security vulnerabilities and provides future directions for
strengthening security of SDNs. One of the main open challenges in SDN is that of the control channel between the control and data planes. Therefore, Paper [V] presents a security scheme for the control channel. Paper [VI] presents the security analysis of 5G networks. The security challenges that will be faced by the most important technologies used in 5G and the solutions for each of the technology are presented. The articles are summarized below.

### 3.2.1 Security analysis of SDN

Paper [IV] presents a study of the security challenges in SDN, the solutions proposed for those challenges, outlines the benefits of SDN for strengthening network security, and provides future directions for improving security of SDNs. Programmable networks have been prone to security challenges, and SDN is no exception. Therefore, it is highly important to investigate the loopholes and design or propose solutions to mitigate the security risks before the deployment of SDNs. For instance in active networking [77], [78], user injected programs could change the network behavior without proper authorization. If such behavior is allowed in SDNs, the security challenges will be far more detrimental for many reasons. For example, SDN has been far more accepted by the industry and academia leading to its practical deployment to serve digital services that have penetrated to our social fabric. Thus, the security of SDN circumvented by compromises in the centralized control of nearly all the network elements used by digital services can be catastrophic. Remember that SDN applications can change the network behavior through generating flow configurations and deploying them in the traffic forwarding elements. Therefore, authentication and authorization of SDN applications would constitute the basic security requirements.

The paper establishes the need of investigating security in SDNs by out-
lining the security challenges that existed in the previous proposals of programmable networking. Security has been the delimiting factor of previous proposals and thus new or alternative architectures have been proposed that can enable programmability of network elements securely. The predecessor of SDN, Ethane [74], considered as the driving force behind the OpenFlow variant of SDN, had a specific focus on security and considered security as a subset of network management. Similarly, network-wide coherent policy deployment is another major consideration in Ethane that is propagated to SDNs. Network-wide coherent policies established through logically centralizing, the previously independent and distributed, control planes can avoid security policy contradictions in large networks.

The centralization of the control plane and the programmability introduced by SDN are deemed highly beneficial for future networks. However, the same reasons open SDNs for security vulnerabilities. Therefore, the security challenges that arise due to these two features are properly discussed. Since SDN simplifies the network forwarding elements by shifting the control or decision-making capabilities to the controller, these data plane elements are easy to fingerprint as dependent on the controller. Thus, these elements can be easily targeted for saturation attacks besides manipulating the optional choice of using TLS for the control channel security in the OpenFlow protocol. The major security threats arising due to such vulnerabilities are discussed in the paper.

Networks that are programmable by software yield many benefits and the most promising one is quick service alteration and insertion [146]. In SDN, the programmable control plane can be upgraded for security by either writing a software security logic module into the control plane or integrating a security monitoring and response application through the north-bound API to the control plane. SDN facilitates network-wide coherent policies, and thus, network
security can be as good as the security policies. Security policies are converged to network-wide configurations through security applications utilizing the SDN controllers. These reasons led to the concepts of “software-defined security” and the definition of SDN as “Security-Defined Networking” [79].

The global view of the network status facilitates SDN to quickly identify a threat through a cycle of harvesting intelligence from the data plane and promptly respond to the threat. Thus, a network administrator or a security application can change the network configuration from the logically centralized control plane at run-time using the programmable APIs in the data forwarding elements to either block malicious traffic or route suspicious traffic to security middle boxes, as shown in Fig. 3.10. Using these features of SDN, various security mechanisms are proposed to secure SDNs and develop security platforms for various types of networks. Solutions for the security of planes of SDN, and using SDN to strengthen network-wide security for different types of networks are discussed in Paper [IV], and outlined in Table 3.1. The security solutions are tabulated in terms of the addressed threat, and the interface or SDN plane they secure.

Figure 3.10: Security policy enforcement in SDN.
| Platform            | Solution                                      | Target Plane | Interface |
|---------------------|-----------------------------------------------|--------------|-----------|
| FRESCO [89]         | Anomaly detection and mitigation framework    | ✓            | ✓         |
| PermOF [92]         | Permission control system for OF Apps.        | ✓            |           |
| Assertion [93]      | App debugging, Flow rules inspection          | ✓            | ✓         |
| VeriFlow [107]      | Verify and debug flow rules                   | ✓            |           |
| Flover [94]         | Flow policy verification, identify bugs in OF programs | ✓          | ✓         |
| OFTesting [95]      | App testing and debugging                     | ✓            |           |
| SE-Floodlight [96]  | Role-based conflict resolution, authorization, security audit system | ✓        | ✓         |
| DDoSDetection [104], [147] | SOM-based DDoS attack detection        | ✓            | ✓         |
| Reliable Ctrl. Placement [148] | Controller reliability, switch-controller connectivity | ✓            | ✓         |
| Monitoring [149]    | Data plane connectivity monitoring            | ✓            | ✓         |
| Flow rules security [105], [106] | Configuration analysis and verification, authorize applications | ✓            | ✓         |
| DISCO [98], [99]    | Controller availability, network monitoring   | ✓            |           |
| Ctrl.-Placement [100], [150] | Controller scalability and availability     | ✓            | ✓         |
| Ctrl.-Reliability [102], [103], [151] | Controller reliability, resilience and availability | ✓            | ✓         |
| CPRecovery [71]     | Controller resilience, switch connectivity, DDoS attack | ✓            | ✓         |

The phenomena of global network state visibility and centralized control combined with programmable network elements have been identified as the potential problem solver for security challenges in many types of networks. For example, Automated Malware Quarantine (AMQ) [152] uses the concepts of
SDN to detect potential threats in a data center network and isolate insecure
network elements to stop the spread of security threats. The security modules
implemented as SDN applications monitor the network and respond through
the controller to stop malicious traffic from spreading across the network. Fur-
thermore, CloudWatcher [153] uses OpenFlow to monitor and inspect traffic
flows to ensure security of large and dynamic clouds. Similarly, the concepts
of SDN have been used to secure virtual network components. The Network
Intrusion detection and Countermeasure sElection (NICE) [154] framework use
OpenFlow to monitor and control distributed programmable virtual switches.
Paper [IV] studies the use of SDN for developing such security platforms for
different types of networks.

The International Telecommunication Union’s Telecommunication sector (ITU-
T) [155] has published network security recommendations to protect networks
against all major security threats by defining security dimensions. These dimen-
sions include access control, authentication, non-repudiation, data confidential-
ity, communication security, data integrity, availability and privacy. The study
in Paper [IV] presents the security solutions for each of the seven security dimen-
sions for SDNs, as outlined in Table 3.2. The study also investigates the lack of
stable security solutions for SDNs with respect to each security dimension. For
example, avoiding non-repudiation from SDN applications and the complexity
of TLS configuration are still an open research challenges.

Furthermore, Paper [IV] provides detailed future directions for developing
SDN based security systems and security systems for future SDNs. Since the
concepts of SDN such as split control-data planes architectures and network
abstractions are yet to be used in communication networks, there are still many
gray areas that need further investigation. For example, analysis of a system’s
scalability to enhance the system’s security, mainly in centralized control plat-
forms, requires further research. Similarly, many of the security problems are
due to the weak notions of identity in the current Internet architecture [156].
The same challenge will also remain in SDN due to the lack of proper mecha-
nisms to bind user identities to traffic flows [69]. Moreover, SDN can also be
used to automate network security, however, security automation using SDN is
yet to be explored.

Table 3.2: SDN Security Solutions According to ITU-T Security Recommendations

| Security Type | Reference | Mechanism used |
|---------------|-----------|----------------|
| Access Control | [92] | Impose access control on OF apps |
|                | [89] | Enables develop security architectures for ACL |
|                | [157], [108] | Access control policy enforcement framework |
| Authentication | [105] | Role-based authentication & authorization |
|               | [157] | Authentication policies & admission control |
| Non-Repudiation | [158] | Uses permanent user identities (LISP) |
|                | [119] | Uses HIP for permanent identities |
|                | [159] | Source address validation of packets |
| Data Confidentiality | [160] | Random host mutation |
|                  | [105] | Flow rules-legitimacy |
|                  | [101] | Identity-based cryptography |
| Communication | [86] | TLS for controller-switch communication |
| Data Integrity | [162] | Traffic isolation-based integrity |
|                | [119] | IPSec encapsulated security payload (ESP) |
|                | [107], [105] | Data integrity through flow rule legiti-
macy. |
| Availability | [98], [99] | Distribute SDN control plane |
|                | [163], [164] | Extended processing capabilities |
| Privacy | [160] | OpenFlow random host mutation |
|           | [162] | Traffic-isolation-based privacy |
|            | [165] | User-selected security procedures |
3.2.2 Control channel security in OpenFlow

Paper [V] proposes Host Identity Protocol (HIP) based security and mobility management scheme for OpenFlow. OpenFlow uses Transport Layer Security (TLS), and the versions prior to OpenFlow version 1.0 used Secure Socket Layer (SSL) [166], for the control channel between the controller and data path elements [167]. However, TLS is susceptible to TCP-level attacks and changing IP addresses may tear down running sessions [69]. Furthermore, the use of TLS in OpenFlow is optional, hence the controller-switch communication happens in plain TCP text, leaving it open for security vulnerabilities such as reset and sequence prediction attacks. Furthermore, there are no compelling mechanisms that demonstrate the mobility of OpenFlow switches.

Therefore, the work presented in Paper [V] proposes a novel approach to handle security and switch mobility in OpenFlow using the global cryptographic identities introduced by HIP to replace TLS based mutual authentication. The performance results presented in Fig. 3.11 show the connection establishment delay between the two approaches. The plain TCP communication has the lowest delay but is not secure. The default (SSL/TLS) proposed in OpenFlow version 1.1.0 has an average delay of 66 ms, whereas the proposed HIP-based mechanisms has an average delay of 44 ms. The def HIP base exchange (HIP-BEX) provides the highest level of security, but introduces more delay. Further detailed results of the proposed scheme are presented in Paper [V].

3.2.3 Security analysis of 5G networks

Paper [VI] presents the security threat landscape of 5G networks, as depicted in Fig. 3.12 the potential solutions for those challenges, and highlights the existing vulnerabilities to grasp attention for research towards those weaknesses. The most prominent security challenges highlighted by NGMN alliance [14], 5G
Infrastructure Public Private Partnership (5G PPP) [168], and most widely discussed in the literature are:

- **Flash network traffic**: Generated by a huge number of end-user devices and new things (IoT) that could lead to unavailability of resources. Such traffic can also be generated by malicious users to form a Denial of Service (DoS) attack.

- **Radio interface security**: Radio interface encryption keys sent over insecure channels may lead to many security challenges, such as eavesdropping, resource stealth, etc.

- **User plane integrity**: Lacking cryptographic integrity protection for the user data plane.

- **Mandated security in the network**: Service-driven constraints on the security architecture leading to the optional use of security measures.
Roaming security: User-security parameters are not adjusted during roaming from between different operator networks, leading to security compromises.

Denial of Service (DoS) attacks on the infrastructure: Lack of mechanisms to hide visible network control elements, and unencrypted control channels.

Signaling storms: Distributed control systems requiring coordination, e.g. Non-Access Stratum (NAS) layer of Third Generation Partnership
Project (3GPP) protocols.

- **DoS attacks on end-user devices**: No proper security measures for applications, operating systems and configuration data in user devices.

Furthermore, 5G will use a diverse set of technologies to meet the growing demands of connected devices and user data traffic. The most prominent technologies such as mobile clouds, SDN, and NFV have their own kind of security challenges that need prompt attention due to their importance in 5G. For example, Mobile Cloud Computing (MCC) inherits the security threats of cloud computing such as data and personal information theft, and privacy issues [169]. Similarly, centralized control in SDN and NFV such as SDN controller and NFV hypervisor can be targeted for DoS attacks [69]. Therefore, it is highly important to analyze the security aspects of those technologies by finding the potential security challenges, evaluating the proposed security solutions for those challenges, and highlighting their weaknesses to grasp attention for research towards those weaknesses. Table 3.3 presents the most important reference solutions for various attacks on different technologies used in 5G.

5G will connect every aspect of the society through communication networks. Hence, user privacy will be another pressing challenge in 5G networks [180], [181]. Henceforth, the paper provides an overview of the existing and novel security methodologies to cope with the security challenges in each of these technologies, as well as possible solutions for maintaining user privacy. The work presented in Paper [VI] also sheds light on the standardization efforts on security in 5G. The security standardization for 5G is still under the drafting phase and many key organizations are contributing for the rapid development of security technologies and their standards. The standardization activities are also highlighted in Table 3.4.
Table 3.3: Security solutions for various attacks in 5G technologies

| Solution                        | Reference    | Target Technology | Privacy |
|---------------------------------|--------------|-------------------|---------|
|                                 |              | SDN   | NFV | Channels | Cloud |        |
| DoS, DDoS detection             | [104], [147] | ✓     | ✓   |          |       |        |
| Configuration                   | [106], [107] | ✓     |     |          |       |        |
| Access control                  | [89], [108], [170] | ✓   | ✓   | ✓        |       |        |
| Traffic isolation               | [162]        | ✓     |     |          |       |        |
| Link security                   | [86], [171]  | ✓     | ✓   |          |       |        |
| Identity verification           | [161], [158], [119] | ✓   |     | ✓        |       |        |
| Identity security               | [160], [172] | ✓     |     |          |       |        |
| Location security               | [173], [174] | ✓     |     |          |       |        |
| IMSI security                   | [175]        | ✓     |     |          |       |        |
| Mobile terminal security        | [176]        | ✓     |     |          |       |        |
| Integrity verification          | [177]        | ✓     |     |          |       |        |
| HX-DoS mitigation               | [178]        | ✓     |     |          |       |        |
| Service access Control          | [179]        | ✓     |     |          |       |        |
| Standardization bodies | Workgroups | Major security areas in focus | Milestones |
|------------------------|------------|------------------------------|------------|
| 3GPP                   | Service and System Aspects Security Group (SA3) | Security architecture, RAN security, authentication mechanism, subscriber privacy, network slicing | TR 33.899: study on the security aspects of next generation systems, TS 33.501: security architecture and procedures for 5G System |
| 5GPPP                  | 5GPPP Security WG | Security architecture, subscriber privacy, authentication mechanism | 5G PPP Security Landscape-(White Paper) June 2017 |
| IETF                   | I2NSF, DICE WG, ACE WG, DetNet WG | Security solutions for massive IoT devices in 5G, user privacy, Network Security Functions (NSFs) | RFC 8192, RFC 7744, Deterministic Networking (DetNet) Security Considerations |
| NGMN                   | NGMN P1 5G Security Group | Subscriber privacy, network slicing, MEC security | 5G security recommendations: Package 1 and 2, and 5G security: Package 3 |
| ETSI                   | ETSI TC CYBER, ETSI NFV SEC WG | Security architecture, NFV security, MEC security, privacy | ETSI GS NFV-SEC 010, ETSI GS NFV-SEC 013 ETSI GS NFV-SEC 006 and ETSI GS MEC 009 |
Chapter 4

Conclusion and future work

This chapter summarizes the thesis in conclusion, highlighting the contributions and main results. Furthermore, existing problems in the scope of the thesis are described and future research directions are presented.

4.1 Conclusion

SDN lays down the foundation for flexible and adaptable communication network architectures by separating the network control plane from the data forwarding plane. The control plane is logically centralized and implemented in software that oversees and controls the simplified data plane through programmable interfaces. The idea of SDN is architected by OpenFlow in a three tier architecture comprising the application plane, the control plane, and the data plane. The control plane is capable of changing the data forwarding behavior in the data plane according to requirements of applications in the application plane. For example, OpenFlow applications can request network states such as flow table values or packet counter values from OpenFlow switches through the OpenFlow controller. OpenFlow applications can make decisions based on some
algorithms, e.g. for load balancing or traffic inspection, and deploy those decisions in the data plane through the controller. SDN, thus, enables new services to manipulate the network and utilize network resources as required by users.

This thesis evaluated the potential of SDN in future networks from two perspectives: first, investigating the potential of SDN for intelligently sharing resources and enabling heterogeneity in future wireless networks. A centralized control plane approach for multiple access technologies is proposed and evaluated with practical experiments. Second, this thesis presented the analysis of security of SDN and future networks such as 5G that uses SDN as one of the main enabling technologies. The security challenges in SDN and the solutions for those challenges are studied and future directions for increasing the security of SDNs are outlined. The main security challenges in 5G are discussed and the potential solutions for those challenges, including enhancing security by leveraging SDN, are studied.

Cognitive networking aimed at making communication networks intelligent enough to automatically respond and fulfill user needs under the constraints of available network resources. However, the stringent nature of existing networks having hardware based network functions delimited the use of cognitive networking only to the radio part. Thus, the concepts of SDN and cognitive networking have been integrated to fulfill the promise of cognitive networking in terms of network flexibility and adaptability beyond the radio part. The experimental evaluations show that the proposed centralized control framework, using the currently implemented SDN architecture in the form of OpenFlow, has capabilities to provide the necessary dynamism. The performance improvement has been demonstrated in terms of throughput, packet loss, and signaling costs, etc.

However, SDN has its own challenges and, among those, security is on the
forefront. Therefore, this thesis discussed the security weaknesses and threats in SDN, possible solutions for such vulnerabilities, and highlighted the unexplored security limitations of SDN for future research. Since 5G will connect most aspects of the human life through the communication infrastructure, security issues must be highlighted early to seek solutions through grasping research attention. This thesis evaluated the security vulnerabilities in 5G and the technologies that 5G will use such as cloud computing, SDN, and NFV, and presented solutions to those challenges. Having the SDN control channel being recognized as the most critical interface in the network, this thesis also presented a novel approach that will not only provide security to the control channel, but will also help mobility in SDNs.

4.2 Discussion and future work

SDN will play a major role in next generation communication networks due to the flexibility it offers through programmability and simplified network control and management it provides through global network state visibility. Decoupling the network control plane from the data forwarding plane and logically centralizing the control plane has been widely accepted as the way forward, and that is the true potential of SDN. Therefore, the main objectives of this thesis have been to investigate the potential of SDN in its current form for the very next generation of networks such as the fifth generation (5G) wireless networks, and how SDN can fulfill the requirements of future networks. The thesis outlines the benefits of using SDN in future networks through practical or experimental evaluations, highlights the potential challenges in terms of security, discusses the security solutions for those challenges alongside the remaining loopholes and proffers future directions for security.

However, there are still many open questions that need further investiga-
tion. For example, the concepts of cognitive networking have been proposed mainly to enable network automation and to eliminate or minimize the need for human intervention. Cognitive radios have achieved a level of automation using Software defined radios to tune-in to the available frequency channels. Full automation that detects user service needs and then decides the selection of frequency bands based on the service requirements is an interesting future research question. Furthermore, a fully automated network might take a top down approach where all the elements of a network are synchronized. Synchronized here means that the network, from application to the data forwarding plane, adjusts itself according to end-to-end goals of users, services and network operators while optimizing the available resources.

Using the current implementation of SDN, i.e. OpenFlow, with the centralized controller for automated cognitive network will raise further questions also. For example, rapid changes in user behavior or network operating conditions will require the SDN controller to instantly adjust the network environment accordingly. In situations where changes are frequent, such as frequency hopping, the SDN controller might be consumed to a level where it will not be able to respond to network-wide goals or network configurations for other services. This might lead to scalability challenges due to the involvement of the centralized controller. Hence, relegating control functionalities or distributing the control plane functionalities for cognitive networking is another interesting area that needs further research.

In the testbed setup for experiments of SDN-based cognitive networking, the Wireless Open-Access Research Platform (WARP) platforms had limitations in terms of bandwidth. For example, on a single channel, the maximum achievable bandwidth remained well below what 5G offers or even what existing cellular networks offer. Therefore, with using multiple frequency channels, the
bandwidth still remained very low, for example, approximately 6 Mbps in our experiments. This is attributed to the limitations in WARP platforms. The main focus of the work presented in the thesis, however, is the dynamic use of spectrum resources in a HetNet environment using the SDN-based control platform. Hence, the results must be seen from perspectives other than the low bandwidth, such as the benefits of centralized control of radio resources.

As an interesting future research topic, cognitive networking needs further investigation for automation in future communication networks. IoT will play a major role in the near future and the number of IoT devices is expected to grow in billions. Automatic resource provisioning for IoT, thus, will be the key requirement of future networks. How to enable network nodes and network segments to cooperate in order to grow and shrink in capacity at run-time will be a key research area. Using SDN to dynamically place network functions and automatically configure network equipment; and using cognition to sense the needs and behavior of IoT devices with different capabilities demands further research.

SDN has many benefits such as innovation in communication networks, simplified network management and reduced costs. However, there are still many open research challenges that need further investigation. For example, the degree of involvement of SDN controller in network configurations and flow setups; and the physical and logical or virtual placement of controllers in large networks are some of the open questions regarding the SDN controller. The idea of decoupled architecture also has challenges, however. For example, fingerprinting the decoupled architecture, and thus the control and data planes in the network, is comparatively easy in which either of them can be targeted for security attacks. However, SDN is inherently less vulnerable to security threats than the previous proposals for programmable network architectures, such as active networking.
Therefore, the use of the concepts of SDN will continue, not necessarily in its current implementation in the form of OpenFlow, due to the many benefits it offers.
Bibliography

[1] I. Ahmad, T. Kumar, M. Liyanage, M. Ylianttila, T. Koskela, T. Braysy, A. Antonen, V. Pentikinen, J.-P. Soininen, and J. Huusko, “Towards gadget-free internet services: A roadmap of the Naked world,” Telematics and Informatics, vol. 35, no. 1, pp. 82 – 92, 2018.

[2] R. Van den Dam, “Internet of Things: The Foundational Infrastructure for a Smarter Planet,” in Internet of Things, Smart Spaces, and Next Generation Networking, S. Balandin, S. Andreev, and Y. Koucheryavy, Eds. Berlin, Heidelberg: Springer Berlin Heidelberg, 2013, pp. 1–12.

[3] F. Delmastro, V. Arnaboldi, and M. Conti, “People-centric computing and communications in smart cities,” IEEE Communications Magazine, vol. 54, no. 7, pp. 122–128, July 2016.

[4] L. E. Li, Z. M. Mao, and J. Rexford, “Toward Software-Defined Cellular Networks,” in 2012 European Workshop on Software Defined Networking, Oct 2012, pp. 7–12.

[5] H. Kim and N. Feamster, “Improving network management with software defined networking,” IEEE Communications Magazine, vol. 51, no. 2, pp. 114–119, February 2013.

[6] H. Kim, T. Benson, A. Akella, and N. Feamster, “The Evolution of Network Configuration: A Tale of Two Campuses,” in Proceedings of the 2011 ACM SIGCOMM Conference on Internet Measurement Conference, ser. IMC ’11. New York, NY, USA: ACM, 2011, pp. 499–514.

[7] Juniper Networks, “What’s Behind Network Downtime? Proactive Steps to Reduce Human Error and Improve Availability of Networks,” accessed:
[8] K. Pentikousis, Y. Wang, and W. Hu, “Mobileflow: Toward software-defined mobile networks,” *IEEE Communications Magazine*, vol. 51, no. 7, pp. 44–53, July 2013.

[9] T. Benson, A. Akella, and D. A. Maltz, “Unraveling the Complexity of Network Management,” in *NSDI*, 2009, pp. 335–348.

[10] M. Agiwal, A. Roy, and N. Saxena, “Next Generation 5G Wireless Networks: A Comprehensive Survey,” *IEEE Communications Surveys Tutorials*, vol. 18, no. 3, pp. 1617–1655, thirdquarter 2016.

[11] G. A. Akpakwu, B. J. Silva, G. P. Hancke, and A. M. Abu-Mahfouz, “A Survey on 5G Networks for the Internet of Things: Communication Technologies and Challenges,” *IEEE Access*, vol. PP, no. 99, pp. 1–1, 2017.

[12] J. G. Andrews, S. Buzzi, W. Choi, S. V. Hanly, A. Lozano, A. C. K. Soong, and J. C. Zhang, “What Will 5G Be?” *IEEE Journal on Selected Areas in Communications*, vol. 32, no. 6, pp. 1065–1082, June 2014.

[13] C. L. I, C. Rowell, S. Han, Z. Xu, G. Li, and Z. Pan, “Toward green and soft: a 5G perspective,” *IEEE Communications Magazine*, vol. 52, no. 2, pp. 66–73, February 2014.

[14] A. NGMN, “5G white paper,” *Next generation mobile networks, white paper.*, 2015, accessed: April, 2018.

[15] P. K. Agyapong, M. Iwamura, D. Staehle, W. Kiess, and A. Benjebbour, “Design considerations for a 5G network architecture,” *IEEE Communications Magazine*, vol. 52, no. 11, pp. 65–75, Nov 2014.

[16] K. Kirkpatrick, “Software-defined Networking,” *Communications of the ACM*, vol. 56, no. 9, pp. 16–19, Sep. 2013.

[17] A. Aguado, V. Lopez, J. Marhuenda, O. G. de Dios, and J. P. Fernandez-palacios, “ABNO: a feasible SDN approach for multivendor IP and optical networks [Invited],” *IEEE/OSA Journal of Optical Communications and Networking*, vol. 7, no. 2, pp. A356–A362, February 2015.
[18] N. McKeown, T. Anderson, H. Balakrishnan, G. Parulkar, L. Peterson, J. Rexford, S. Shenker, and J. Turner, “OpenFlow: enabling innovation in campus networks,” ACM SIGCOMM Computer Communication Review, vol. 38, no. 2, pp. 69–74, 2008.

[19] R. W. Thomas, L. A. DaSilva, and A. B. MacKenzie, “Cognitive networks,” in First IEEE International Symposium on New Frontiers in Dynamic Spectrum Access Networks, 2005. DySPAN 2005., Nov 2005, pp. 352–360.

[20] I. F. Akyildiz, W.-Y. Lee, M. C. Vuran, and S. Mohanty, “NeXt generation/dynamic spectrum access/cognitive radio wireless networks: A survey,” Computer Networks, vol. 50, no. 13, pp. 2127 – 2159, 2006.

[21] B. Raghavan, M. Casado, T. Koponen, S. Ratnasamy, A. Ghodsi, and S. Shenker, “Software-defined Internet Architecture: Decoupling Architecture from Infrastructure,” in Proceedings of the 11th ACM Workshop on Hot Topics in Networks, ser. HotNets-XI. New York, NY, USA: ACM, 2012, pp. 43–48.

[22] Z. Zhao, E. Schiller, E. Kalogeiton, T. Braun, B. Stiller, M. T. Garip, J. Joy, M. Gerla, N. Akhtar, and I. Matta, “Autonomic Communications in Software-Driven Networks,” IEEE Journal on Selected Areas in Communications, vol. 35, no. 11, pp. 2431–2445, Nov 2017.

[23] S. Bera, S. Misra, and A. V. Vasilakos, “Software-Defined Networking for Internet of Things: A Survey,” IEEE Internet of Things Journal, vol. 4, no. 6, pp. 1994–2008, Dec 2017.

[24] A. Gudipati, D. Perry, L. E. Li, and S. Katti, “SoftRAN: Software Defined Radio Access Network,” in Proceedings of the Second ACM SIGCOMM Workshop on Hot Topics in Software Defined Networking, ser. HotSDN ’13. New York, NY, USA: ACM, 2013, pp. 25–30.

[25] W. H. Chin, Z. Fan, and R. Haines, “Emerging technologies and research challenges for 5G wireless networks,” IEEE Wireless Communications, vol. 21, no. 2, pp. 106–112, April 2014.

[26] N. Bhushan, J. Li, D. Malladi, R. Gilmore, D. Brenner, A. Damnjanovic, R. T. Sukhavasi, C. Patel, and S. Geirhofer, “Network densification: the dominant theme for wireless evolution into 5G,” IEEE Communications Magazine, vol. 52, no. 2, pp. 82–89, February 2014.
[27] S. Sun, L. Gong, B. Rong, and K. Lu, “An intelligent SDN framework for 5G heterogeneous networks,” *IEEE Communications Magazine*, vol. 53, no. 11, pp. 142–147, November 2015.

[28] P. Demestichas, A. Georgakopoulos, D. Karvounas, K. Tsagkaris, V. Stavroulaki, J. Lu, C. Xiong, and J. Yao, “5G on the Horizon: Key Challenges for the Radio-Access Network,” *IEEE Vehicular Technology Magazine*, vol. 8, no. 3, pp. 47–53, Sept 2013.

[29] I. Ahmad, M. Liyanage, S. Shahabuddin, M. Ylianttila, and A. Gurtov, *Design Principles for 5G Security*. Wiley-Blackwell, 2018, ch. 4, pp. 75–98.

[30] D. Kreutz, F. M. V. Ramos, P. E. Veríssimo, C. E. Rothenberg, S. Azodolmolky, and S. Uhlig, “Software-Defined Networking: A Comprehensive Survey,” *Proceedings of the IEEE*, vol. 103, no. 1, pp. 14–76, Jan 2015.

[31] Open Network Foundation. (2012) Software-Defined Networking: The New Norm for Networks. Accessed: December, 2017. [Online]. Available: https://www.opennetworking.org/images/stories/downloads/sdn-resources/white-papers/wp-sdn-newnorm.pdf

[32] A. Shalimov, D. Zuikov, D. Zimarina, V. Pashkov, and R. Smeliansky, “Advanced Study of SDN/OpenFlow Controllers,” in *Proceedings of the 9th Central & Eastern European Software Engineering Conference in Russia*, ser. CEE-SECR ’13. New York, NY, USA: ACM, 2013, pp. 1:1–1:6.

[33] Open Network Foundation. (2015) OpenFlow Switch Specification. Accessed: April, 2018. [Online]. Available: https://www.opennetworking.org/wp-content/uploads/2014/10/openflow-switch-v1.5.1.pdf

[34] S. Namal, I. Ahmad, A. Gurtov, and M. Ylianttila, “SDN as an enabler for inter-technology load balancing and admission control,” *Proc. of IEEE SDN4FNS*, vol. 13, 2013.

[35] The International Telecommunication Union-Telecommunication (ITU-T). (2012) Software-defined Networking (SDN). Accessed: December, 2017. [Online]. Available: https://www.itu.int/en/ITU-T/sdn/Pages/default.aspx

[36] The European Telecommunications Standards Institute (ETSI). (2014) Open Networking Foundation and ETSI announce strategic collaboration for SDN support of NFV. Accessed: December, 2017. [Online]. Available: http://www.etsi.org/news-events/news/
[37] T. Chen, M. Matinmikko, X. Chen, X. Zhou, and P. Ahokangas, “Software defined mobile networks: concept, survey, and research directions,” IEEE Communications Magazine, vol. 53, no. 11, pp. 126–133, November 2015.

[38] C. J. Bernardos, A. de la Oliva, P. Serrano, A. Banchs, L. M. Contreras, H. Jin, and J. C. Zuniga, “An architecture for software defined wireless networking,” IEEE Wireless Communications, vol. 21, no. 3, pp. 52–61, June 2014.

[39] I. Ahmad, S. N. Karunarathna, M. Ylianttila, and A. Gurtov, “Load balancing in software defined mobile networks,” Software Defined Mobile Networks (SDMN): Beyond LTE Network Architecture, pp. 225–245, 2015.

[40] K.-K. Yap, M. Kobayashi, R. Sherwood, T.-Y. Huang, M. Chan, N. Handigol, and N. McKeown, “OpenRoads: Empowering research in mobile networks,” ACM SIGCOMM Computer Communication Review, vol. 40, no. 1, pp. 125–126, 2010.

[41] K.-K. Yap, M. Kobayashi, D. Underhill, S. Seetharaman, P. Kazemian, and N. McKeown, “The stanford openroads deployment,” in Proceedings of the 4th ACM international workshop on Experimental evaluation and characterization. ACM, 2009, pp. 59–66.

[42] J. Costa-Requena, J. L. Santos, V. F. Guasch, K. Ahokas, G. Premsankar, S. Luukkainen, O. L. Pérez, M. U. Itzazelaia, I. Ahmad, M. Liyanage, M. Ylianttila, and E. M. de Oca, “SDN and NFV integration in generalized mobile network architecture,” in 2015 European Conference on Networks and Communications (EuCNC), June 2015, pp. 154–158.

[43] I. Ahmad, M. Liyanage, S. Namal, M. Ylianttila, A. Gurtov, M. Eckert, T. Bauschert, Z. Faigl, L. Bokor, E. Saygun, H. A. Akyildiz, O. L. Perez, M. U. Itzazelaia, B. Ozbek, and A. Ulas, “New concepts for traffic, resource and mobility management in software-defined mobile networks,” in 2016 12th Annual Conference on Wireless On-demand Network Systems and Services (WONS), Jan 2016, pp. 1–8.

[44] X. Jin, L. E. Li, L. Vanbever, and J. Rexford, “SoftCell: Scalable and Flexible Cellular Core Network Architecture,” in Proceedings of the Ninth ACM Conference on Emerging Networking Experiments and Technologies, ser. CoNEXT ’13. New York, NY, USA: ACM, 2013, pp. 163–174.
[45] L. E. Li, Z. M. Mao, and J. Rexford, “CellSDN: Software-defined cellular networks,” *Computer Science, Princeton University, Princeton, NJ, USA, Tech. rep*, 2012.

[46] T. Han, Y. Han, X. Ge, Q. Li, J. Zhang, Z. Bai, and L. Wang, “Small Cell Offloading Through Cooperative Communication in Software-Defined Heterogeneous Networks,” *IEEE Sensors Journal*, vol. 16, no. 20, pp. 7381–7392, Oct 2016.

[47] S. Namal, I. Ahmad, M. Jokinen, A. Gurtov, and M. Ylianttila, “SDN Core for Mobility between Cognitive Radio and 802.11 Networks,” in *2014 Eighth International Conference on Next Generation Mobile Apps, Services and Technologies*, Sept 2014, pp. 272–281.

[48] Oxford English Dictionary. Cognition. Accessed: April, 2018. [Online]. Available: http://www.oed.com/view/Entry/35876

[49] Merriam-Webster Dictionary. Cognitive. Accessed: April, 2018. [Online]. Available: https://www.merriam-webster.com/dictionary/cognitive

[50] R. W. Thomas, D. H. Friend, L. A. Dasilva, and A. B. Mackenzie, “Cognitive networks: adaptation and learning to achieve end-to-end performance objectives,” *IEEE Communications Magazine*, vol. 44, no. 12, pp. 51–57, Dec 2006.

[51] N. Devroye, M. Vu, and V. Tarokh, “Cognitive radio networks,” *IEEE Signal Processing Magazine*, vol. 25, no. 6, pp. 12–23, November 2008.

[52] C. Fortuna and M. Mohoric, “Trends in the development of communication networks: Cognitive networks,” *Computer Networks*, vol. 53, no. 9, pp. 1354–1376, 2009.

[53] A. Attar, H. Tang, A. V. Vasilakos, F. R. Yu, and V. C. M. Leung, “A Survey of Security Challenges in Cognitive Radio Networks: Solutions and Future Research Directions,” *Proceedings of the IEEE*, vol. 100, no. 12, pp. 3172–3186, Dec 2012.

[54] J. L. Burbank, “Security in Cognitive Radio Networks: The Required Evolution in Approaches to Wireless Network Security,” in *2008 3rd International Conference on Cognitive Radio Oriented Wireless Networks and Communications (CrownCom 2008)*, May 2008, pp. 1–7.
[55] Z. Gao, H. Zhu, S. Li, S. Du, and X. Li, “Security and privacy of collaborative spectrum sensing in cognitive radio networks,” IEEE Wireless Communications, vol. 19, no. 6, pp. 106–112, December 2012.

[56] M. Cesana, F. Cuomo, and E. Ekici, “Routing in cognitive radio networks: Challenges and solutions,” Ad Hoc Networks, vol. 9, no. 3, pp. 228 – 248, 2011.

[57] I. Ahmad, S. Namal, M. Ylianttila, and A. Gurtov, “Towards software defined cognitive networking,” in 2015 7th International Conference on New Technologies, Mobility and Security (NTMS), July 2015, pp. 1–5.

[58] S. Namal, I. Ahmad, S. Saud, M. Jokinen, and A. Gurtov, “Implementation of OpenFlow based cognitive radio network architecture: SDN&R,” Wireless Networks, vol. 22, no. 2, pp. 663–677, Feb 2016. [Online]. Available: https://doi.org/10.1007/s11276-015-0973-5

[59] L. D. Nardis and M. D. P. Guirao, “Mobility-aware design of cognitive radio networks: Challenges and opportunities,” in Proceedings of the Fifth International Conference on Cognitive Radio Oriented Wireless Networks and Communications, June 2010, pp. 1–5.

[60] V. Kawadia and P. R. Kumar, “A cautionary perspective on cross-layer design,” IEEE Wireless Communications, vol. 12, no. 1, pp. 3–11, Feb 2005.

[61] V. Srivastava and M. Motani, “Cross-layer design: a survey and the road ahead,” IEEE Communications Magazine, vol. 43, no. 12, pp. 112–119, Dec 2005.

[62] R. K. Sharma and D. B. Rawat, “Advances on Security Threats and Countermeasures for Cognitive Radio Networks: A Survey,” IEEE Communications Surveys Tutorials, vol. 17, no. 2, pp. 1023–1043, Secondquarter 2015.

[63] A. Doulat, A. A. A. Aziz, M. Al-Ayyoub, Y. Jararweh, H. A. B. Salameh, and A. A. Khreishah, “Software defined framework for multi-cell Cognitive Radio Networks,” in 2014 IEEE 10th International Conference on Wireless and Mobile Computing, Networking and Communications (WiMob), Oct 2014, pp. 513–518.

[64] Y. Jararweh, M. Al Ayyoub, A. Doulat, A. Al Abed Al Aziz, H. Bany Salameh, and A. Khreishah, “SD-CRN: Software Defined Cognitive Radio Network Framework,” in Cloud Engineering (IC2E), 2014 IEEE International Conference on, March 2014, pp. 592–597.
[65] D. Wang, P. Ren, Q. Du, and L. Sun, “Reciprocally Benefited Spectrum Access Scheme With Joint Power and Subcarrier Allocation in a Software-Defined Network,” *IEEE Access*, vol. 3, pp. 1248–1259, 2015.

[66] A. El-Mougy, M. Ibnkahla, G. Hattab, and W. Ejaz, “Reconfigurable Wireless Networks,” *Proceedings of the IEEE*, vol. 103, no. 7, pp. 1125–1158, July 2015.

[67] M. Chen, Y. Qian, S. Mao, W. Tang, and X. Yang, “Software-Defined Mobile Networks Security,” *Mobile Networks and Applications*, vol. 21, no. 5, pp. 729–743, Oct 2016. [Online]. Available: https://doi.org/10.1007/s11036-015-0665-5

[68] S. Scott-Hayward, S. Natarajan, and S. Sezer, “A Survey of Security in Software Defined Networks,” *IEEE Communications Surveys Tutorials*, vol. 18, no. 1, pp. 623–654, Firstquarter 2016.

[69] I. Ahmad, S. Namal, M. Ylianttila, and A. Gurtov, “Security in Software Defined Networks: A Survey,” *IEEE Communications Surveys Tutorials*, vol. 17, no. 4, pp. 2317–2346, Fourthquarter 2015.

[70] S. Shin and G. Gu, “Attacking software-defined networks: a first feasibility study,” in *Proceedings of the second ACM SIGCOMM workshop on Hot topics in software defined networking*. ACM, 2013, pp. 165–166.

[71] P. Fonseca, R. Bennesby, E. Mota, and A. Passito, “A replication component for resilient OpenFlow-based networking,” in *Network Operations and Management Symposium (NOMS), 2012 IEEE*, April 2012, pp. 933–939.

[72] S. Shin, V. Yegneswaran, P. Porras, and G. Gu, “AVANT-GUARD: Scalable and Vigilant Switch Flow Management in Software-defined Networks,” in *Proceedings of the 2013 ACM SIGSAC Conference on Computer &#38; Communications Security*, ser. CCS ’13. ACM, 2013, pp. 413–424.

[73] G. Yao, J. Bi, and L. Guo, “On the cascading failures of multi-controllers in Software Defined Networks,” in *Network Protocols (ICNP), 2013 21st IEEE International Conference on*, Oct 2013, pp. 1–2.

[74] M. Casado, M. J. Freedman, J. Pettit, J. Luo, N. McKeown, and S. Shenker, “Ethane: Taking control of the enterprise,” in *ACM SIGCOMM Computer Communication Review*, vol. 37, no. 4. ACM, 2007, pp. 1–12.

[75] A. Greenberg, G. Hjalmtysson, D. A. Maltz, A. Myers, J. Rexford, G. Xie, H. Yan, J. Zhan, and H. Zhang, “A clean slate 4D approach to network control
and management,” *ACM SIGCOMM Computer Communication Review*, vol. 35, no. 5, pp. 41–54, 2005.

[76] M. Casado, T. Garfinkel, A. Akella, M. J. Freedman, D. Boneh, N. McKeown, and S. Shenker, “SANE: A Protection Architecture for Enterprise Networks.” in *Usenix Security*, 2006.

[77] S. Murphy, E. Lewis, R. Puga, R. Watson, and R. Yee, “Strong security for active networks,” in *Open Architectures and Network Programming Proceedings, 2001 IEEE*, 2001, pp. 63–70.

[78] Z. Liu, R. Campbell, and M. Mickunas, “Active security support for active networks,” *Systems, Man, and Cybernetics, Part C: Applications and Reviews, IEEE Transactions on*, vol. 33, no. 4, pp. 432–445, Nov 2003.

[79] S. Scott-Hayward, G. O’Callaghan, and S. Sezer, “SDN Security: A Survey,” in *2013 IEEE SDN for Future Networks and Services (SDN4FNS)*, Nov 2013, pp. 1–7.

[80] S. Lee, C. Yoon, and S. Shin, “The Smaller, the Shrewder: A Simple Malicious Application Can Kill an Entire SDN Environment,” in *Proceedings of the 2016 ACM International Workshop on Security in Software Defined Networks & Network Function Virtualization*, ser. SDN-NFV Security '16. New York, NY, USA: ACM, 2016, pp. 23–28.

[81] S. Sezer, S. Scott-Hayward, P. K. Chouhan, B. Fraser, D. Lake, J. Finnegan, N. Viljoen, M. Miller, and N. Rao, “Are we ready for SDN? Implementation challenges for software-defined networks,” *IEEE Communications Magazine*, vol. 51, no. 7, pp. 36–43, July 2013.

[82] H. Xie, T. Tsou, D. Lopez, H. Yin, and V. Gurbani, “Use cases for ALTO with software defined networks,” *Working Draft, IETF Secretariat, Internet-Draft draft-xie-alto-sdn-extension-use-cases-01. txt*, 2012. [Online]. Available: [https://tools.ietf.org/html/draft-xie-alto-sdn-use-cases-01](https://tools.ietf.org/html/draft-xie-alto-sdn-use-cases-01)

[83] M. Z. D. Hartman, S. Wasserman, “Security Requirements in the Software Defined Networking Model,” *IETF Draft, April*, 2013. [Online]. Available: [https://tools.ietf.org/html/draft-hartman- sdnsec-requirements-00](https://tools.ietf.org/html/draft-hartman-sdnsec-requirements-00)

[84] S. Shin and G. Gu, “Attacking Software-defined Networks: A First Feasibility Study,” in *Proceedings of the Second ACM SIGCOMM Workshop on Hot Topics*
in Software Defined Networking, ser. HotSDN ’13. New York, NY, USA: ACM, 2013, pp. 165–166.

[85] B. Heller et al., “OpenFlow switch specification,” Version 0.8, vol. 9, 2009, accessed: April, 2018.

[86] T. Dierks, “The transport layer security (TLS) protocol version 1.2,” RFC 5246, 2008. [Online]. Available: https://tools.ietf.org/html/rfc5246

[87] E. Rescorla and N. Modadugu, “Datagram transport layer security version 1.2,” RFC 6347, 2012. [Online]. Available: https://buildbot.tools.ietf.org/html/rfc6347

[88] K. Benton, L. J. Camp, and C. Small, “OpenFlow Vulnerability Assessment,” in Proceedings of the Second ACM SIGCOMM Workshop on Hot Topics in Software Defined Networking, ser. HotSDN ’13. New York, NY, USA: ACM, 2013, pp. 151–152.

[89] S. Shin, P. Porras, V. Yegneswaran, M. Fong, G. Gu, and M. Tyson, “FRESCO: Modular composable security services for software-defined networks,” in Proceedings of Network and Distributed Security Symposium, 2013, pp. 1–16.

[90] H. Hu, W. Han, G.-J. Ahn, and Z. Zhao, “FLOWGUARD: Building Robust Firewalls for Software-defined Networks,” in Proceedings of the Third Workshop on Hot Topics in Software Defined Networking, ser. HotSDN ’14. New York, NY, USA: ACM, 2014, pp. 97–102.

[91] S. Shirali-Shahreza and Y. Ganjali, “FleXam: Flexible Sampling Extension for Monitoring and Security Applications in Openflow,” in Proceedings of the Second ACM SIGCOMM Workshop on Hot Topics in Software Defined Networking, ser. HotSDN ’13. New York, NY, USA: ACM, 2013, pp. 167–168.

[92] X. Wen, Y. Chen, C. Hu, C. Shi, and Y. Wang, “Towards a secure controller platform for OpenFlow applications,” in Proceedings of the second ACM SIGCOMM workshop on Hot topics in software defined networking. ACM, 2013, pp. 171–172.

[93] R. Beckett, X. K. Zou, S. Zhang, S. Malik, J. Rexford, and D. Walker, “An assertion language for debugging SDN applications,” in Proceedings of the third workshop on Hot topics in software defined networking. ACM, 2014, pp. 91–96.
[94] S. Son, S. Shin, V. Yegneswaran, P. Porras, and G. Gu, “Model checking invariant security properties in OpenFlow,” in *2013 IEEE International Conference on Communications (ICC)*, June 2013, pp. 1974–1979.

[95] M. Canini, D. Kostic, J. Rexford, and D. Venzano, “Automating the testing of OpenFlow applications,” in *Proceedings of the 1st International Workshop on Rigorous Protocol Engineering (WRiPE)*, no. EPFL-CONF-167777, 2011.

[96] Security-Enhanced Floodlight. Accessed: December, 2017. [Online]. Available: [http://www.openflowsec.org/Technologies.html](http://www.openflowsec.org/Technologies.html)

[97] M. Fernandez, “Comparing OpenFlow Controller Paradigms Scalability: Reactive and Proactive,” in *Advanced Information Networking and Applications (AINA), 2013 IEEE 27th International Conference on*, March 2013, pp. 1009–1016.

[98] K. Phemius, M. Bouet, and J. Leguay, “DISCO: Distributed multi-domain SDN controllers,” in *Network Operations and Management Symposium (NOMS), 2014 IEEE*, May 2014, pp. 1–4.

[99] ———, “DISCO: Distributed SDN controllers in a multi-domain environment,” in *Network Operations and Management Symposium (NOMS), 2014 IEEE*, May 2014, pp. 1–2.

[100] B. Heller, R. Sherwood, and N. McKeown, “The Controller Placement Problem,” in *Proceedings of the First Workshop on Hot Topics in Software Defined Networks*, ser. HotSDN ’12. ACM, 2012, pp. 7–12.

[101] Y. Hu, W. Wang, X. Gong, X. Que, and S. Cheng, “On reliability-optimized controller placement for Software-Defined Networks,” *China Communications*, vol. 11, no. 2, pp. 38–54, Feb 2014.

[102] Y. Hu, W. Wendong, X. Gong, X. Que, and C. Shiduan, “Reliability-aware controller placement for Software-Defined Networks,” in *Integrated Network Management (IM 2013), 2013 IFIP/IEEE International Symposium on*, May 2013, pp. 672–675.

[103] A. Tootoonchian and Y. Ganjali, “HyperFlow: A distributed control plane for OpenFlow,” in *Proceedings of the 2010 internet network management conference on Research on enterprise networking*. USENIX Association, 2010, pp. 3–3.
[104] R. Braga, E. Mota, and A. Passito, “Lightweight DDoS flooding attack detection using NOX/OpenFlow,” in Local Computer Networks (LCN), 2010 IEEE 35th Conference on, Oct 2010, pp. 408–415.

[105] P. Porras, S. Shin, V. Yegneswaran, M. Fong, M. Tyson, and G. Gu, “A Security Enforcement Kernel for OpenFlow Networks,” in Proceedings of the First Workshop on Hot Topics in Software Defined Networks, ser. HotSDN ’12. New York, NY, USA: ACM, 2012, pp. 121–126.

[106] E. Al-Shaer and S. Al-Haj, “FlowChecker: Configuration Analysis and Verification of Federated OpenFlow Infrastructures,” in Proceedings of the 3rd ACM Workshop on Assurable and Usable Security Configuration, ser. SafeConfig ’10. ACM, 2010, pp. 37–44.

[107] A. Khurshid, W. Zhou, M. Caesar, and P. B. Godfrey, “Veriflow: Verifying Network-wide Invariants in Real Time,” SIGCOMM Comput. Commun. Rev., vol. 42, no. 4, pp. 467–472, Sep. 2012.

[108] A. K. Nayak, A. Reimers, N. Feamster, and R. Clark, “Resonance: dynamic access control for enterprise networks,” in Proceedings of the 1st ACM workshop on Research on enterprise networking. ACM, 2009, pp. 11–18.

[109] S. Scott-Hayward, C. Kane, and S. Sezer, “OperationCheckpoint: SDN Application Control,” in 2014 IEEE 22nd International Conference on Network Protocols, Oct 2014, pp. 618–623.

[110] S. Scott-Hayward, “Design and deployment of secure, robust, and resilient SDN controllers,” in Proceedings of the 2015 1st IEEE Conference on Network Softwarization (NetSoft), April 2015, pp. 1–5.

[111] Floodlight controller. Accessed: December, 2017. [Online]. Available: https://floodlight.atlassian.net/wiki/spaces/floodlightcontroller/overview

[112] S. Betgé-Brezetz, G. B. Kamga, and M. Tazi, “Trust support for SDN controllers and virtualized network applications,” in Proceedings of the 2015 1st IEEE Conference on Network Softwarization (NetSoft), April 2015, pp. 1–5.

[113] N. Gude, T. Koponen, J. Pettit, B. Pfaff, M. Casado, N. McKeown, and S. Shenker, “NOX: towards an operating system for networks,” ACM SIGCOMM Computer Communication Review, vol. 38, no. 3, pp. 105–110, 2008.
[114] A. Voellmy and J. Wang, “Scalable Software Defined Network Controllers,” in Proceedings of the ACM SIGCOMM 2012 Conference on Applications, Technologies, Architectures, and Protocols for Computer Communication, ser. SIGCOMM '12. New York, NY, USA: ACM, 2012, pp. 289–290.

[115] S. Shin, V. Yegneswaran, P. Porras, and G. Gu, “AVANT-GUARD: Scalable and Vigilant Switch Flow Management in Software-defined Networks,” in Proceedings of the 2013 ACM SIGSAC Conference on Computer & Communications Security, ser. CCS '13. New York, NY, USA: ACM, 2013, pp. 413–424.

[116] B. Heller, R. Sherwood, and N. McKeown, “The Controller Placement Problem,” in Proceedings of the First Workshop on Hot Topics in Software Defined Networks, ser. HotSDN '12. New York, NY, USA: ACM, 2012, pp. 7–12.

[117] P. Nikander, A. Gurtov, and T. R. Henderson, “Host Identity Protocol (HIP): Connectivity, Mobility, Multi-Homing, Security, and Privacy over IPv4 and IPv6 Networks,” IEEE Communications Surveys Tutorials, vol. 12, no. 2, pp. 186–204, Second 2010.

[118] I. Ahmad, M. Liyanage, M. Ylianttila, and A. Gurtov, “Analysis of deployment challenges of Host Identity Protocol,” in 2017 European Conference on Networks and Communications (EuCNC), June 2017, pp. 1–6.

[119] S. Namal, I. Ahmad, A. Gurtov, and M. Ylianttila, “Enabling Secure Mobility with OpenFlow,” in 2013 IEEE SDN for Future Networks and Services (SDN4FNS), Nov 2013, pp. 1–5.

[120] H. Mai, A. Khurshid, R. Agarwal, M. Caesar, P. B. Godfrey, and S. T. King, “Debugging the Data Plane with Anteater,” SIGCOMM Comput. Commun. Rev., vol. 41, no. 4, pp. 290–301, Aug. 2011.

[121] A. Sgambelluri, A. Giorgetti, F. Cugini, F. Paolucci, and P. Castoldi, “Effective flow protection in OpenFlow rings,” in 2013 Optical Fiber Communication Conference and Exposition and the National Fiber Optic Engineers Conference (OFC/NFOEC), March 2013, pp. 1–3.

[122] J. Li, J. Hyun, J. H. Yoo, S. Baik, and J. W. K. Hong, “Scalable failover method for Data Center Networks using OpenFlow,” in 2014 IEEE Network Operations and Management Symposium (NOMS), May 2014, pp. 1–6.
[123] L. Vanbever, J. Reich, T. Benson, N. Foster, and J. Rexford, “HotSwap: Correct and Efficient Controller Upgrades for Software-defined Networks,” in Proceedings of the Second ACM SIGCOMM Workshop on Hot Topics in Software Defined Networking, ser. HotSDN ’13. New York, NY, USA: ACM, 2013, pp. 133–138.

[124] S. Dotcenko, A. Vladyko, and I. Letenko, “A fuzzy logic-based information security management for software-defined networks,” in 16th International Conference on Advanced Communication Technology, Feb 2014, pp. 167–171.

[125] Y. Zhu, N. Kang, J. Cao, A. Greenberg, G. Lu, R. Mahajan, D. Maltz, L. Yuan, M. Zhang, B. Y. Zhao, and H. Zheng, “Packet-Level Telemetry in Large Datacenter Networks,” SIGCOMM Comput. Commun. Rev., vol. 45, no. 4, pp. 479–491, Aug. 2015.

[126] S. Shirali-Shahreza and Y. Ganjali, “Empowering Software Defined Network controller with packet-level information,” in 2013 IEEE International Conference on Communications Workshops (ICC), June 2013, pp. 1335–1339.

[127] A. R. Sharafat, S. Das, G. Parulkar, and N. McKeown, “MPLS-TE and MPLS-VPN with OpenFlow,” in ACM SIGCOMM Computer Communication Review, vol. 41, no. 4. ACM, 2011, pp. 452–453.

[128] F. Hao, T. Lakshman, S. Mukherjee, and H. Song, “Secure cloud computing with a virtualized network infrastructure,” in Proceedings of the 2nd USENIX conference on Hot topics in cloud computing. USENIX Association, 2010, pp. 16–16.

[129] J. Okwuibe, M. Liyanage, I. Ahmad, and M. Ylianttila, “Cloud and MEC Security,” A Comprehensive Guide to 5G Security, pp. 373–397, 2018.

[130] M. Liyanage, I. Ahmed, M. Ylianttila, J. L. Santos, R. Kantola, O. L. Perez, M. U. Itzazelaia, E. M. d. Oca, A. Valtierra, and C. Jimenez, “Security for Future Software Defined Mobile Networks,” in 2015 9th International Conference on Next Generation Mobile Applications, Services and Technologies, Sept 2015, pp. 256–264.

[131] A. Y. Ding, J. Crowcroft, S. Tarkoma, and H. Flinck, “Software defined networking for security enhancement in wireless mobile networks,” Computer Networks, vol. 66, no. Supplement C, pp. 94 – 101, 2014, leonard Kleinrock Tribute Issue: A Collection of Papers by his Students.
[142] R. Thomas, L. DaSilva, and A. MacKenzie, “Cognitive networks,” in New Frontiers in Dynamic Spectrum Access Networks, 2005. DySPAN 2005. 2005 First IEEE International Symposium on, Nov 2005, pp. 352–360.

[143] D. D. Clark, C. Partridge, J. C. Ramming, and J. T. Wroclawski, “A knowledge plane for the Internet,” in Proceedings of the 2003 conference on Applications, technologies, architectures, and protocols for computer communications. ACM, 2003, pp. 3–10.

[144] J. Jiang, R. Das, G. Ananthanarayanan, P. A. Chou, V. Padmanabhan, V. Sekar, E. Dominique, M. Goliszewski, D. Kukolca, R. Vafin, and H. Zhang, “Via: Improving Internet Telephony Call Quality Using Predictive Relay Selection,” in Proceedings of the 2016 ACM SIGCOMM Conference, ser. SIGCOMM ’16. New York, NY, USA: ACM, 2016, pp. 286–299.

[145] K. Taniuchi, Y. Ohba, V. Fajardo, S. Das, M. Tauil, Y. H. Cheng, A. Dutta, D. Baker, M. Yajnik, and D. Famolari, “IEEE 802.21: Media independent handover: Features, applicability, and realization,” IEEE Communications Magazine, vol. 47, no. 1, pp. 112–120, January 2009.

[146] A. Galis, S. Clayman, L. Mamatas, J. R. Loyola, A. Manzalini, S. Kuklinski, J. Serrat, and T. Zahariadis, “Softwarization of Future Networks and Services -Programmable Enabled Networks as Next Generation Software Defined Networks,” in 2013 IEEE SDN for Future Networks and Services (SDN4FNS), Nov 2013, pp. 1–7.

[147] E. Maccherani, M. Femminella, J. Lee, R. Francescangeli, J. Janak, G. Reali, and H. Schulzrinne, “Extending the NetServ autonomic management capabilities using OpenFlow,” in Network Operations and Management Symposium (NOMS), 2012 IEEE, April 2012, pp. 582–585.

[148] Y. Zhang, N. Beheshti, and M. Tatipamula, “On Resilience of Split-Architecture Networks,” in Global Telecommunications Conference (GLOBECOM 2011), 2011 IEEE, Dec 2011, pp. 1–6.

[149] J. Kempf, E. Bellagamba, A. Kern, D. Jocha, A. Takacs, and P. Skoldstrom, “Scalable fault management for OpenFlow,” in Communications (ICC), 2012 IEEE International Conference on, June 2012, pp. 6606–6610.

[150] M. Bari, A. Roy, S. Chowdhury, Q. Zhang, M. Zhani, R. Ahmed, and R. Boutaba, “Dynamic Controller Provisioning in Software Defined Networks,” in Network
and Service Management (CNSM), 2013 9th International Conference on, Oct 2013, pp. 18–25.

[151] D. Hock, M. Hartmann, S. Gebert, M. Jarschel, T. Zinner, and P. Tran-Gia, “Pareto-optimal resilient controller placement in SDN-based core networks,” in Teletraffic Congress (ITC), 2013 25th International, Sept 2013, pp. 1–9.

[152] ONF, “SDN Security Considerations in the Data Center,” Tech. Rep., 2013. [Online]. Available: https://www.opennetworking.org/wp-content/uploads/2013/05/sb-security-data-center.pdf

[153] S. Shin and G. Gu, “CloudWatcher: Network security monitoring using OpenFlow in dynamic cloud networks (or: How to provide security monitoring as a service in clouds?),” in Network Protocols (ICNP), 2012 20th IEEE International Conference on, Oct 2012, pp. 1–6.

[154] C.-J. Chung, P. Khatkar, T. Xing, J. Lee, and D. Huang, “NICE: Network Intrusion Detection and Countermeasure Selection in Virtual Network Systems,” Dependable and Secure Computing, IEEE Transactions on, vol. 10, no. 4, pp. 198–211, July 2013.

[155] ITU-T, “Security architecture for systems providing end-to-end communications,” Tech. Rep., 2003, accessed: April,02018. [Online]. Available: https://www.itu.int/rec/T-REC-X.805-200310-I/en

[156] J. Rexford and C. Dovrolis, “Future Internet architecture: clean-slate versus evolutionary research,” Commun. ACM, vol. 53, no. 9, pp. 36–40, Sep. 2010.

[157] T. Hinrichs, N. Gude, M. Casado, J. Mitchell, and S. Shenker, “Expressing and enforcing flow-based network security policies,” University of Chicago, Tech. Rep, vol. 9, 2008.

[158] C. YuHunag, T. MinChi, C. YaoTing, C. YuChieh, and C. YanRen, “A novel design for future on-demand service and security,” in Communication Technology (ICCT), 2010 12th IEEE International Conference on. IEEE, 2010, pp. 385–388.

[159] G. Yao, J. Bi, and P. Xiao, “Source address validation solution with OpenFlow/NOX architecture,” in 19th IEEE International Conference on Network Protocols (ICNP), 2011. IEEE, 2011, pp. 7–12.
[160] J. H. Jafarian, E. Al-Shaer, and Q. Duan, “OpenFlow random host mutation: transparent moving target defense using software defined networking,” in *Proceedings of the first workshop on Hot topics in software defined networks*. ACM, 2012, pp. 127–132.

[161] M. A. S. Santos, B. T. de Oliveira, C. B. Margi, B. A. A. Nunes, T. Turletti, and K. Obrazczka, “Software-defined networking based capacity sharing in hybrid networks,” in *2013 21st IEEE International Conference on Network Protocols (ICNP)*, Oct 2013, pp. 1–6.

[162] C. Schlesinger, A. Story, S. Gutz, N. Foster, and D. Walker, “Splendid Isolation: Language-Based Security for Software-Defined Networks,” 2012.

[163] A. Voellmy and J. Wang, “Scalable software defined network controllers,” in *Proceedings of the ACM SIGCOMM 2012 conference on Applications, technologies, architectures, and protocols for computer communication*. ACM, 2012, pp. 289–290.

[164] Z. Cai, A. L. Cox, and T. E. N. Maestro, “Maestro: A system for scalable OpenFlow control,” Technical Report TR10-08, Rice University, Tech. Rep., 2010.

[165] J. Naous, R. Stutsman, D. Mazieres, N. McKeown, and N. Zeldovich, “Delegating network security with more information,” in *Proceedings of the 1st ACM workshop on Research on enterprise networking*. ACM, 2009, pp. 19–26.

[166] A. Freier, P. Karlton, and P. Kocher, “The secure sockets layer (SSL) protocol version 3.0,” *IETF RFC*, 2011. [Online]. Available: https://tools.ietf.org/html/rfc6101?ref=driverlayer.com

[167] ONF, “OpenFlow Switch Specification,” Tech. Rep., 2015, accessed: April, 2018. [Online]. Available: https://www.opennetworking.org/wp-content/uploads/2014/10/openflow-switch-v1.5.1.pdf

[168] 5GPPP Security WG, “5G PPP Phase1 Security Landscape, White paper,” *5GPPP Papers*, 2017, accessed: April, 2018.

[169] N. Fernando, S. W. Loke, and W. Rahayu, “Mobile cloud computing: A survey,” *Future Generation Computer Systems*, vol. 29, no. 1, pp. 84 – 106, 2013, including Special section: AIRCC-NetCoM 2009 and Special section: Clouds and Service-Oriented Architectures.
[170] S. Namal, I. Ahmad, A. Gurtov, and M. Ylianttila, “SDN Based Inter-Technology Load Balancing Leveraged by Flow Admission Control,” in 2013 IEEE SDN for Future Networks and Services (SDN4FNS), Nov 2013, pp. 1–5.

[171] J.-H. Lam, S.-G. Lee, H.-J. Lee, and Y. E. Oktian, “Securing distributed SDN with IBC,” in 2015 Seventh International Conference on Ubiquitous and Future Networks, July 2015, pp. 921–925.

[172] A. Gember, C. Dragga, and A. Akella, “ECOS: Leveraging Software-defined Networks to Support Mobile Application Offloading,” in Proceedings of the Eighth ACM/IEEE Symposium on Architectures for Networking and Communications Systems, ser. ANCS ’12. ACM, 2012, pp. 199–210.

[173] R. Yu, Z. Bai, L. Yang, P. Wang, O. A. Move, and Y. Liu, “A Location Cloaking Algorithm Based on Combinatorial Optimization for Location-Based Services in 5G Networks,” IEEE Access, vol. 4, pp. 6515–6527, 2016.

[174] S. Farhang, Y. Hayel, and Q. Zhu, “PHY-layer location privacy-preserving access point selection mechanism in next-generation wireless networks,” in 2015 IEEE Conference on Communications and Network Security (CNS), Sept 2015, pp. 263–271.

[175] K. Norrman, M. Näslund, and E. Dubrova, “Protecting IMSI and User Privacy in 5G Networks,” in Proceedings of the 9th EAI International Conference on Mobile Multimedia Communications, ser. MobiMedia ’16. ICST, Brussels, Belgium, Belgium: ICST (Institute for Computer Sciences, Social-Informatics and Telecommunications Engineering), 2016, pp. 159–166.

[176] M. L. Polla, F. Martinelli, and D. Sgandurra, “A Survey on Security for Mobile Devices,” IEEE Communications Surveys Tutorials, vol. 15, no. 1, pp. 446–471, First 2013.

[177] A. N. Khan, M. M. Kiah, S. U. Khan, and S. A. Madani, “Towards secure mobile cloud computing: A survey,” Future Generation Computer Systems, vol. 29, no. 5, pp. 1278 – 1299, 2013, special section: Hybrid Cloud Computing.

[178] A. Chonka and J. Abawajy, “Detecting and Mitigating HX-DoS Attacks against Cloud Web Services,” in 2012 15th International Conference on Network-Based Information Systems, Sept 2012, pp. 429–434.
[179] J. K. Liu, M. H. Au, W. Susilo, K. Liang, R. Lu, and B. Srinivasan, “Secure sharing and searching for real-time video data in mobile cloud,” *IEEE Network*, vol. 29, no. 2, pp. 46–50, March 2015.

[180] T. Kumar, M. Liyanage, I. Ahmad, A. Braeken, and M. Ylianttila, “User Privacy, Identity and Trust in 5G,” *A Comprehensive Guide to 5G Security*, p. 267, 2018.

[181] T. Kumar, M. Liyanage, A. Braeken, I. Ahmad, and M. Ylianttila, “From gadget to gadget-free hyperconnected world: Conceptual analysis of user privacy challenges,” in *2017 European Conference on Networks and Communications (EuCNC)*, June 2017, pp. 1–6.
Original publications for the thesis:

I Ahmad, I., Namal, S., Ylianttila, M., & Gurtov, A. (2015, July). Towards software defined cognitive networking. In New Technologies, Mobility and Security (NTMS), 2015 7th International Conference on (pp. 1-5). IEEE.

II Namal, S., Ahmad, I., Saud, S., Jokinen, M., & Gurtov, A. (2016). Implementation of OpenFlow based cognitive radio network architecture: SDN&R. Wireless Networks, 22(2), 663-677.

III Ahmad, I., Liyanage, M., Bokor, L., Ylianttila, M., & Gurtov, A. (2018). "Enabling Heterogeneity in 5G Using the Concepts of SDN", Manuscript.

IV Ahmad, I., Namal, S., Ylianttila, M., & Gurtov, A. (2015). Security in software defined networks: A survey. IEEE Communications Surveys & Tutorials, 17(4), 2317-2346.

V Namal, S., Ahmad, I., Gurtov, A., & Ylianttila, M. (2013, November). Enabling secure mobility with openflow. In Future Networks and Services (SDN4FNS), 2013 IEEE SDN for (pp. 1-5). IEEE.

VI Ahmad, I., Kumar, T., Liyanage, M., Okwuibe, J., Ylianttila, M., & Gurtov, A. (2018, March). Overview of 5G Security Challenges and Solutions. In IEEE Communications Standards Magazine, vol. 2, no. 1, pp. 36-43, MARCH 2018. IEEE.

Original publications are not included in the electronic version of the dissertation.

Published thesis available on University of Oulu publication channel, Julitka, on the link: [http://jultika.oulu.fi/files/isbn9789526219516.pdf](http://jultika.oulu.fi/files/isbn9789526219516.pdf)