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ABSTRACT

We propose an unsupervised superpixel segmentation method by optimizing a randomly-initialized convolutional neural network (CNN) in inference time. Our method generates superpixels via CNN from a single image without any labels by minimizing a proposed objective function for superpixel segmentation in inference time. There are three advantages to our method compared with many existing methods: (i) leverages an image prior of CNN for superpixel segmentation, (ii) adaptively changes the number of superpixels according to the given images, and (iii) controls the property of superpixels by adding an auxiliary cost to the objective function. We verify the advantages of our method quantitatively and qualitatively on BSDS500 and SBD dataset.
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1. INTRODUCTION

Superpixels are a low-dimensional representation for images, and generally given as a set of pixels similar in color and other low-level properties (e.g., SLIC [1], SEEDS [2], Felzenswalb and Huttenlocher’s method (FH) [3]). Superpixel segmentation is generally used as preprocessing for image processing tasks.

Many existing methods depend on local and low-level properties such as local connectivity, color, and positions to generate superpixels. If the number of superpixels is large, the methods using the properties work well because the images almost consist of low-frequency components, and locally consist of pixels having the same color. However, if the number of superpixels is small, superpixels need to group a wide range of pixels with various properties, and it is a difficult task for the methods using the local and low-level properties.

To introduce non-local properties into superpixel segmentation, we build a CNN-based superpixel segmentation method. According to [4], CNN has a prior for images, even though it is not trained. Indeed, CNN can produce much cleaner results with sharper edges for inverse problems than methods using hand-crafted prior. To leverage the prior, We utilize the same procedure as deep image prior (DIP) [4], which optimizes a randomly-initialized CNN using a single image in inference time without labels. We assume that the prior also works well for superpixel segmentation, especially for capturing a global structure. If the prior works as expected, our CNN-based method should have better performance than other methods with a small number of superpixels.

We design an objective function to execute superpixel segmentation with the DIP procedure. The proposed objective function is inspired by regularized information maximization (RIM) [5, 6]: we introduce a hyperparameter $\lambda$ to a mutual information term of RIM to control the number of superpixels. Because of $\lambda$, our CNN-based method adaptively changes the number of superpixels depending on the given images. Kanezaki [7] proposes an unsupervised segmentation method similar to ours, which optimizes the randomly-initialized CNN with a single image in inference time. However, it does not focus on the superpixel segmentation, but rather the image segmentation so that it lacks a viewpoint that the number of segments is controllable. The viewpoint is important for superpixel segmentation, because the required number of superpixels depends on subsequent tasks. Thus, introducing $\lambda$ is a simple but key component for our method.

In our understanding, there are two types of superpixels, task-agnostic and task-specific superpixels, and we tackle the generation of the task-agnostic superpixels in this work. Jampani et al. [8] propose a supervised superpixel segmentation method, called superpixel sampling network (SSN), to generate the task-specific superpixels. Unlike other superpixel segmentation methods, SSN is a supervised method that requires label information (e.g., semantic labels and optical flow labels) to train a model, and generates task-specific superpixels. If the subsequent processing requirements are known, SSN is an effective method. However, it is difficult for some tasks, such as optical flow and depth estimation in natural scenes, to define and annotate ground-truth labels. Therefore, unsupervised superpixel segmentation is a crucial task. In terms of unsupervised setting, superpixels should retain the information of the original images to be able to respond to any tasks. We refer to the superpixels satisfying it as the task-agnostic superpixels, and to generate them, we introduce the reconstruction cost as an auxiliary cost to our CNN-based method.
In experiments, we verify the effectiveness of our method quantitatively and qualitatively. With a quantitative evaluation, we study the relationship between $\lambda$ and the number of superpixels, and compare our method to baseline methods \cite{1239} on BSDS500 \cite{10} and SBD \cite{11} datasets. With a qualitative evaluation, we verify that the image reconstruction as an auxiliary task brings a positive effect to retain the information of the original image by comparing example results.

2. SUPERPIXEL SEGMENTATION VIA CONVOLUTIONAL NEURAL NETWORKS

2.1. Preliminary

Let $I \in \mathbb{R}^{H \times W \times C}$ be an input image, where $H$, $W$, and $C$ denote image height, width, and input channels (typically RGB), respectively. Our goal is to assign superpixels $S = \{s_1, \ldots, s_N\}$ to all pixels, where $s_n$ denotes $n$-th superpixel to be a set of pixels, and the number of superpixels $N$ is a hyperparameter. Note that our CNN-based method allows $s_n$ to be an empty set. Therefore, the hyperparameter $N$ is the upper bound of the number of superpixels.

We define superpixel segmentation as $N$-class classification problem. Let $P \in \mathbb{R}_+^{H \times W \times N}$; $\sum_n P_{h,w,n} = 1$ be probabilistic representation of superpixels, where $\mathbb{R}_+$ indicates non-negative real number. The superpixel assigned to a pixel at $(h, w)$ is given by $\arg \max_n P_{h,w,n}$. We obtain $P$ through optimization of an objective function defined in the next section.

2.2. Framework

We define an objective function for our CNN-based superpixel segmentation method using the DIP procedure. The pseudocode of our method is shown in Algorithm 1.

The objective function consists of three parts as follows:

$$L_{\text{objective}} = L_{\text{clustering}} + \alpha L_{\text{smoothness}} + \beta R,$$

where $L_{\text{clustering}}$, $L_{\text{smoothness}}$, and $R$ denote an entropy-based clustering cost, spatial smoothness, and an additional term that is the reconstruction cost in this work, respectively. $\alpha$ and $\beta$ are hyperparameters balancing the importance of each term. As shown in Algorithm 1, by minimizing $L_{\text{objective}}$ with respect to parameters of CNN, we obtain $S$.

$L_{\text{clustering}}$ is an entropy-based clustering cost, which is similar to a mutual information term of regularized information maximization (RIM) \cite{5,6}. $L_{\text{clustering}}$ is as follows:

$$L_{\text{clustering}} = \frac{1}{HW} \sum_{h,w} \sum_n -P_{h,w,n} \log P_{h,w,n} + \lambda \sum_n \hat{P}_n \log \hat{P}_n,$$

where $\hat{P} \in \mathbb{R}^N$ denotes the mean value of the probability vectors over all pixels, $\hat{P}_n = \frac{1}{\sum_h \sum_w P_{h,w,n}} \sum_h \sum_w P_{h,w,n}$. The first term is the entropy of $P_{h,w} \in \mathbb{R}^N$, and minimization of it encourages deterministic superpixel assignment. The second term is the negative entropy of the mean vector over all probability vectors, and minimization of it encourages the size of each superpixel to be uniform.

Unlike the mutual information term of RIM, we introduce a scalar value $\lambda$ as a coefficient of the second term to control the number of superpixels. When $\lambda$ is small, the model tends to try to segment an image with a small number of superpixels because the first term becomes dominant, and the model ignores the second term. As $\lambda$ increases, the number of superpixels given by CNN converges on $N$. However, if $\lambda$ is too large, $P_{h,w}$ tends to become uniform because the second term becomes dominant. In practice, our method works well when $\lambda$ is within $[0, 3]$. In experiments, we study the effect of $\lambda$ in detail.

The smoothness term is a primary prior for image processing tasks, which quantifies the difference between adjacent pixels. We define $L_{\text{smoothness}}$ as follows:

$$L_{\text{smoothness}} = \frac{1}{HW} \sum_{h,w} \left( \|\partial_x P_{h,w}\|_1 e^{-\|\partial_x I_{h,w}\|_2^2/\sigma} + \|\partial_y P_{h,w}\|_1 e^{-\|\partial_y I_{h,w}\|_2^2/\sigma} \right),$$

where $\partial$ and $\| \cdot \|_p$ denote the image gradients and $p$-norm. $P_{h,w} \in \mathbb{R}^N$ and $I_{h,w} \in \mathbb{R}^C$ are the vectors at $(h, w)$ of $P$ and $I$, respectively. $\sigma$ is a scalar value, and we set it to 8 in experiments. $L_{\text{smoothness}}$ is the same as proposed in \cite{12}.

In this work, we provide a reconstruction cost $R_{\text{recons}}$ as an auxiliary task. We consider that a single CNN outputs both the probabilities $P$ and the reconstructed image $\hat{I} \in \mathbb{R}^{H \times W \times C}$.

Algorithm 1 CNN-based superpixel segmentation

1: **Input:** An image $I \in \mathbb{R}^{H \times W \times C}$; pixel locations $X \in \mathbb{R}^{H \times W \times 2}$; hyperparameters: the number of superpixels $N$, coefficients ($\lambda, \alpha, \beta$), number of iteration $T$, and learning rate $\eta$

2: **Output:** Superpixels $S$

3: Initialize CNN with randomly-sampled parameters $\theta$, $f_{\theta} : (I, X) \rightarrow (P, \hat{I})$

4: for $t = 1, \ldots, T$ do

5: Get probability and reconstructed image, $(P, \hat{I}) \leftarrow f_{\theta}(I, X)$

6: Calculate $L_{\text{objective}}$

7: Update parameters by gradient descent,

8: end for

9: Assign superpixels to all pixels, $\arg \max_n P_{h,w,n}$
We use standard metrics for superpixel segmentation to evaluate the performance, achievable segmentation accuracy (ASA) and boundary recall (BR). ASA is a metric to quantify the achievable accuracy of superpixel-based segmentation. It is defined as follows:

$$ASA(S, G) = \frac{\sum_i \max_j |s_i \cap g_j|}{\sum_i |g_i|},$$  \hspace{1cm} (5)

where $G = \{g_1, \ldots, g_M\}$ denotes a set of ground-truth segments, and $g_m$ denotes a set of pixels. BR quantifies recall of the boundary between segments in ground-truth labels. BR is defined as follows:

$$BR(B^S, B^G) = \frac{TP(B^S, B^G)}{TP(B^S, B^S) + FN(B^S, B^S)},$$  \hspace{1cm} (6)

where $B^S = \{b^S_1, \ldots\}$ and $B^G = \{b^G_1, \ldots\}$ denote a set of boundary pixels in $S$ and $G$. FN and TP are the number of false negatives and true positives boundary pixels, respectively. If a boundary pixel in $S$ exists within a $(2\epsilon + 1) \times (2\epsilon + 1)$ local patch centered on an arbitrary boundary pixel in $G$, the pixel is counted as TP. We set $\epsilon$ to 1 in our experiments.

### 3.1. Implementation details

We evaluate our method with five-layer CNN with ReLU non-linearity [16]. The channels for each layer except for the output layer are set to $32 \cdot 2^{l-1}$, where $l$ indicates the layer index, $l \in [0, 5]$. We use softmax activation to ensure $\sum_n P_{h,w,n} = 1$, and apply instance normalization [17] for the feature map before softmax activation. Use of instance normalization is suggested in [7]. We optimize the model for 1,000 iterations by Adam [18]. We set 0.01 to learning rate, and other parameters are the same as the default parameters. The coefficients ($\lambda, \alpha, \beta$) are set to $2, 2, 10$ in our experiments, but $\beta$ is zero for the model without the reconstruction cost. These parameters were roughly selected by evaluation on the train/validation data.

In practice, if given only RGB image as input, CNN groups independent connected components as the same superpixel, because CNN has translation invariant, and assigns the superpixels based on only local spatial patterns. Therefore, we also give pixel locations $X \in \mathbb{R}^{H \times W \times 2}$ to the model as input, namely $f : (I, X) \rightarrow (P, \hat{I})$, to reduce undesired segments. The pixel locations cannot completely prevent the undesired segments, but practically works well. Therefore, for implementation of the (RGB, location)-input (probability, reconstruction)-output model, we set input channels of CNN to 5, and output channels of CNN to $N + 3$. The inputs are normalized for each channel so that the mean and the variance of each channel of $X$ and $I$ are 0 and 1.

### 3.2. Results

We show the number of superpixels per image with various $\lambda$ in Fig. 1. We set $N$ to 500. The model assigns various
Fig. 2. Comparison of proposed method to baseline methods [1, 2, 3, 9]. We show achievable segmentation accuracy (ASA), and boundary recall (BR) on BSDS500 [10] and SBD [11] with various numbers of superpixels. Ours w/ recons and w/o recons denote that the reconstruction cost is used for the optimization or not.

numbers of superpixels in each image, and the number of superpixels spreads over a wide range when $\lambda$ is large. This indicates that our CNN-based method adapts the number of superpixels depending on the given images. If one desires the superpixels to be as few as possible, $\lambda$ should be set a small value. On the other hand, if one desires to adaptively control the number of superpixels, $\lambda$ should be set a large value.

Fig. 2 shows that our method achieves comparable or better results compared to other methods in ASA with $\leq 200$ superpixels. As we expected, our methods clearly improve ASA in a small number of superpixels. Our methods also achieve comparable or better BR with the small number of superpixels. Especially, our method with the reconstruction dramatically improves BR with $\leq 200$ superpixels on BSDS500. It indicates that the reconstruction cost refines the segmentation accuracy around the object boundaries.

We show example results of each method in Fig. 3. The superpixels generated by our methods have properties between SLIC [1] and FH [3], especially ours with the reconstruction cost. Ours with the reconstruction partially fit the superpixels to detail components in the images, such as the vertical tail of the helicopter and the body paints of the plane. FH also seems to fit segments to detail components; however, its ASA is lower than other methods, and the fact indicates that FH groups pixels belonging to different segments in the ground-truth label. It indicates that the segments generated by FH cannot preserve the semantic information of the input image. Our methods achieve higher ASA, and qualitatively capture the detail components, preserving the information of the original image.

4. CONCLUSION

We built the CNN-based superpixel segmentation method and proposed the objective function for superpixel segmentation. We verified three advantages qualitatively and quantitatively: leveraging the prior of CNN, adjusting the number of superpixels depending on images, and retaining the information of the original image by the reconstruction cost.

Our method has two limitations: generated superpixels depend on the initial parameters of CNN, and independent connected components may belong to the same superpixel, especially when the method uses the reconstruction loss. We believe that these limitations provide interesting research directions, one is ensemble modeling, and the other is topological data analysis. We will explore the directions in future work.
5. REFERENCES

[1] Radhakrishna Achanta, Appu Shaji, Kevin Smith, Aurélien Lucchi, Pascal Fua, and Sabine Süssstrunk, “SLIC superpixels compared to state-of-the-art superpixel methods,” IEEE transactions on pattern analysis and machine intelligence, vol. 34, no. 11, pp. 2274–2282, 2012.

[2] Michael Van den Bergh, Xavier Boix, Gemma Roig, Benjamin de Capitani, and Luc Van Gool, “SEEDS: Superpixels extracted via energy-driven sampling,” in European Conference on Computer Vision (ECCV). Springer, 2012, pp. 13–26.

[3] Pedro F Felzenszwalb and Daniel P Huttenlocher, “Efficient graph-based image segmentation,” International journal of computer vision, vol. 59, no. 2, pp. 167–181, 2004.

[4] Dmitry Ulyanov, Andrea Vedaldi, and Victor Lempitsky, “Deep image prior,” in The IEEE Conference on Computer Vision and Pattern Recognition, 2018, pp. 9446–9454.

[5] Andreas Krause, Pietro Perona, and Ryan G Gomes, “Discriminative clustering by regularized information maximization,” in Advances in neural information processing systems, 2010, pp. 775–783.

[6] John S Bridle, Anthony JR Heading, and David JC MacKay, “Unsupervised classifiers, mutual information and phantom targets,” in Advances in neural information processing systems, 1992, pp. 1096–1101.

[7] Asako Kanazaki, “Unsupervised image segmentation by backpropagation,” in International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE, 2018, pp. 1543–1547.

[8] Varun Jampani, Deqing Sun, Ming-Yu Liu, Ming-Hsuan Yang, and Jan Kautz, “Superpixel sampling networks,” in European Conference on Computer Vision (ECCV). Springer, 2018, pp. 352–368.

[9] Jian Yao, Marko Boben, Sanja Fidler, and Raquel Urtasun, “Real-time coarse-to-fine topologically preserving segmentation,” in The IEEE Conference on Computer Vision and Pattern Recognition, 2015, pp. 2947–2955.

[10] Pablo Arbelaez, Michael Maire, Charless Fowlkes, and Jitendra Malik, “Contour detection and hierarchical image segmentation,” IEEE transactions on pattern analysis and machine intelligence, vol. 33, no. 5, pp. 898–916, 2010.

[11] Stephen Gould, Richard Fulton, and Daphne Koller, “Decomposing a scene into geometric and semantically consistent regions,” in 2009 IEEE 12th international conference on computer vision. IEEE, 2009, pp. 1–8.

[12] Clément Godard, Oisin Mac Aodha, and Gabriel J Brostow, “Unsupervised monocular depth estimation with left-right consistency,” in The IEEE Conference on Computer Vision and Pattern Recognition, 2017, pp. 270–279.

[13] G. Bradski, “The OpenCV Library,” Dr. Dobb’s Journal of Software Tools, 2000.

[14] Stéfan van der Walt, Johannes L. Schönberger, Juan Nunez-Iglesias, François Boulogne, Joshua D. Warner, Neil Yager, Emmanuelle Gouillart, Tony Yu, and the scikit-image contributors, “scikit-image: image processing in Python,” PeerJ, vol. 2, pp. e453, 2014.
[15] Adam Paszke, Sam Gross, Soumith Chintala, Gregory Chanan, Edward Yang, Zachary DeVito, Zeming Lin, Alban Desmaison, Luca Antiga, and Adam Lerer, “Automatic differentiation in pytorch,” 2017.

[16] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton, “Imagenet classification with deep convolutional neural networks,” in Advances in neural information processing systems, 2012, pp. 1097–1105.

[17] Dmitry Ulyanov, Andrea Vedaldi, and Victor Lempitsky, “Instance normalization: The missing ingredient for fast stylization,” arXiv preprint arXiv:1607.08022, 2016.

[18] Diederik P Kingma and Jimmy Ba, “Adam: A method for stochastic optimization,” International Conference on Learning Representations, 2014.