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Abstract
Recent years have seen a surge of interest in the field of explainable AI (XAI), with a plethora of algorithms proposed in the literature. However, a lack of consensus on how to evaluate XAI hinders the advancement of the field. We highlight that XAI is not a monolithic set of technologies—researchers and practitioners have begun to leverage XAI algorithms to build XAI systems that serve different usage contexts, such as model debugging and decision-support. Algorithmic research of XAI, however, often does not account for these diverse downstream usage contexts, resulting in limited effectiveness or even unintended consequences for actual users, as well as difficulties for practitioners to make technical choices. We argue that one way to close the gap is to develop evaluation methods that account for different user requirements in these usage contexts. Towards this goal, we introduce a perspective of contextualized XAI evaluation by considering the relative importance of XAI evaluation criteria for prototypical usage contexts of XAI. To explore the context dependency of XAI evaluation criteria, we conduct two survey studies, one with XAI topical experts and another with crowd workers. Our results urge for responsible AI research with usage-informed evaluation practices, and provide a nuanced understanding of user requirements for XAI in different usage contexts.

Introduction
The wide adoption of AI technologies in high-stakes domains, coupled with the proliferation of inscrutable “black-box” AI models, has spurred great interest in explainable AI (XAI) in academia and industry. Each year, hundreds of papers proposing various XAI algorithms are published. Unfortunately, a lack of consensus on what constitutes good explanations hinders the advancement of the field and real-world adoption of XAI. While practitioners recognize the value of explainability, they grapple with tremendous challenges in making appropriate choices of XAI techniques and creating effective XAI systems (e.g. (Kaur et al. 2020; Xie et al. 2020)). These studies pointed out that explainability is not a monolithic concept, and what users need to be explained varies across different types of systems and user tasks such as debugging a model, judging the reliability of model outputs, assessing regulatory compliance, or learning about a domain.

This recognition of the context-dependency of explanation “goodness” resonates with social science literature studying human explanations (Mueller et al. 2019; Vasilyeva, Wilkenfeld, and Lombrizo 2015). An explanation is often conceptualized as an attempt for the explainer to fill the gaps in the understanding of the explainee. Therefore its goodness should be relative to this understanding gap, which is determined by both the explainee’s current understanding and the necessary understanding to achieve their given objective. Social science literature distinguishes different objectives for people to seek explanations, including predicting future events, diagnosis, assigning blame, resolving cognitive dissonance, rationalizing actions, and aesthetic pleasure (Lombrizo 2012; Keil 2006; Lombrizo 2006).

However, this context-dependent nature of explainability is not well-acknowledged in current XAI research. There is a fundamental disconnect between algorithmic research and downstream usage contexts. Algorithmic research is often not motivated by well-defined needs of intended users (Miller, Howe, and Sonenberg 2017). In fact, the intended use is often not made explicit, despite growing efforts in encouraging AI researchers to articulate the downstream impact of their research. This disconnect has been recognized to cause pitfalls of XAI methods (Liao and Varshney 2021; Ehsan and Riedl 2021)—unintended harmful consequences for users such as lacking actionability, cognitive burden and over-reliance on AI.

This disconnect is reflected in the dominant practices of how XAI algorithms are evaluated, which can profoundly shape the field. A major camp of XAI evaluation focuses solely on algorithmic criteria such as faithfulness and stability (Alvarez-Melis and Jaakkola 2018; Carvalho, Pereira, and Cardoso 2019), which are inadequate to capture the satisfaction of “users in context” (Hoffman et al. 2018). To move towards a rigorous science based on empirical evidence, Doshi-Velez and Kim (2017)’s foundational work called for application-grounded evaluation—with real humans and by the success of target tasks. When the resource is
limited, compromises can be made with simplified or proxy tasks. However, how to design simplified or proxy evaluation tasks that capture the essential requirements for different application contexts remains an open question. Despite increasing effort to conduct human-subject studies to evaluate XAI algorithms, popular evaluation methods are often devoid of usage contexts and under-specify the criteria. Some asked participants to judge which explanation is “better” (Jeyakumar et al. 2020), without specifying an end-goal to ground the definition of “better”. Another approach is to use a simplified task of “simulatability test” by asking participants to simulate the model output based on the explanation (Hase and Bansal 2020; Lucic, Haned, and de Rijke 2020). A recent study by Bücinka et al. (2020) pointed out that such tasks have limited evaluative power to predict the success in real tasks, as they do not capture what users need to be explained or how they process the explanations.

Our work is motivated to close these gaps. We propose to contextualize the evaluation of XAI by considering the relative importance of evaluation criteria for prototypical usage contexts of XAI systems. We use the term “contexts” to refer to situations where explanations are sought for distinct user objectives, which can appear in different applications. In Section 3, we first contribute taxonomies of XAI evaluation criteria and prototypical usage contexts by synthesizing related literature. In Section 4, we empirically explore the context-specific ranking of these evaluation criteria by surveying XAI experts (from both HCI and AI communities) and crowd workers as target users of an AI application. As a first step towards contextualized evaluation of XAI, we use a retrospective approach by surveying people’s opinions to systematically explore this large problem space. We believe our results can contribute to four grounds:

• Our work aligns with responsible AI research—by explicating the context-dependency of evaluation criteria, we encourage XAI researchers to articulate the appropriate usage contexts for the algorithms they develop.
• By capturing the desired properties of XAI, our results also inform how to develop XAI techniques and systems that serve different usage contexts.
• Methodologically, we contribute a scenario-based survey approach to elicit crowd workers’ opinions on the relative importance of evaluation criteria.
• By examining usage-informed evaluation criteria and the gaps in existing XAI evaluation practices, including nuanced differences between how end-users and XAI experts perceive the criteria differently, we call out implications to reflect on the common evaluation criteria as value-laden choices that will shape the field.

Related Work

XAI Methods and Usage Contexts

Although there is a lack of consensus on the definition of explainability, XAI works share a common goal of making AI models understandable by people. Many recent papers surveyed the how (methods) and why (objectives) of the XAI field (Guidotti et al. 2018; Arrieta et al. 2020; Adadi and Berrada 2018; Gunning et al. 2019; Lipton 2018; Gilpin et al. 2018; Molnar 2020). At a high level, the technical landscape of XAI can be divided into two camps: 1) directly interpretable models; 2) adopting “black-box” models such as deep neural networks and large tree ensembles, and then using post-hoc techniques to generate explanations. Guidotti et al. (2018) differentiate between model explanations (i.e. global explanations), local outcome explanations and model inspection. Under these categories, there are different explanation methods, such as leveraging features or examples to explain; and for each method, many techniques have been developed with differences in computational properties.

While some criticized that XAI techniques tend to be “developed in a vacuum” (Miller 2019), the field largely recognizes that there are “no one-fits-all solutions” (Arya et al. 2019) for the rich application opportunities of XAI. Recent works began to characterize the main user groups of XAI and postulate their different requirements (Preece et al. 2018; Hind 2019; Arrieta et al. 2020), including model developers, regulatory bodies, business owners, direct end-users, and impacted groups. Other studies identified similar roles based on empirical studies of ML practitioners (Bhatt et al. 2020; Hong, Hullman, and Bertini 2020).

A recent work by Suresh et al. (2021) points out that these frameworks lack granularity to distinguish between attributes of the users and their objectives to seek explanations. For example, people in any role may want to assess model biases or improve the model at certain usage points. Thereby Suresh et al. (2021) define stakeholders’ knowledge and their objectives as two components that cut across to characterize the space of user needs for explainability. The authors further propose a multi-level typology to characterize XAI users’ objectives, ranging from long-term goals (building trust and understanding the model), immediate objectives (debug, ensure regulatory compliance, take follow-up actions, justify actions influenced by a model, understand data usage, learn about a domain, contest model decisions), and specific tasks to perform with explanations.

Our definition of XAI context is similar to the “immediate objective” in Suresh et al.’s framework as characterizing a situation for which a user seeks explanations. In Section 3, we synthesize a list of prototypical XAI usage contexts with additional prior works reviewed. We choose to focus on XAI contexts following the objective-dependent stance of explainability in the social science literature (Lombrozo 2012; Keil 2006), along with a practical goal of informing context-specific design of XAI. We acknowledge that other factors such as user characteristics can further vary the evaluation criteria. Our work moves beyond the existing effort of characterizing the problem space to informing concrete context-specific requirements, aiming to provide actionable guidance for the evaluation and design of XAI.

XAI Evaluation

Our approach is informed by a bulk of prior research on XAI evaluation. Our focus is on “XAI evaluation criteria”—normative properties of “what constitute good explanations” (Hoffman et al. 2018)—which should be distinguished from outcome measurements of using XAI such
as identification of bugs or improvement of decisions. For normative criteria, earlier works focused on model intrinsic criteria such as faithfulness (how well the explanations approximate the original “black-box” model’s decisions) and stability (how consistent the explanations are for similar cases). Recent work began to define criteria that capture aspects of human perception of “good” explanations, such as comprehensibility, actionability, and interactivity (Carvalho, Pereira, and Cardoso 2019; Sokol and Flach 2020).

However, we must recognize that there are varying priorities, even trade-offs, between these criteria depending on the context. For example, while an ML engineer might demand faithful explanations to engage in model debugging tasks, a layperson using a decision-support AI may be willing to sacrifice some degree of faithfulness for compactness. We can find support for this context-dependency in recent HCI works studying different XAI systems. For example, model debugging tools often integrate detailed local and global explanations (Narkar et al. 2021; Hohman et al. 2019). Decision-makers were found to have less desire for global explanations during time-constrained decisions, and prefer less distracting information (Xie et al. 2020). For AI capability assessment, a study hinted on that example-based explanations may have an advantage to expose users to the AI limitations (Bučinca et al. 2020).

As mentioned, a widely cited XAI evaluation framework is the taxonomy by Doshi-Velez and Kim (2017), proposing three categories with decreasing specificity and cost: application-grounded evaluation with humans and real tasks, human-grounded evaluation with humans and simplified tasks, and functionally grounded evaluation with no humans and proxy tasks (e.g., quantifying with some formal definition of human desired property). Our perspective builds on this framework and extends it by calling out the need to design simplified and proxy evaluation tasks based on evaluation criteria that are important to the target application context. For example, in a decision-making context with AI assistance, a common user objective is to have appropriate reliance, knowing when not to rely on the AI when it is likely to err. Recent work highlights the communication of model uncertainty as a desired property of XAI (Wang and Yin 2021; Carvalho, Pereira, and Cardoso 2019). However, this criterion cannot be captured by the commonly used simplified evaluation task, “simulatability test” (Bučinca et al. 2020). We speculate that methods that directly measure the success of uncertainty communication—such as by whether people can correctly judge if a model prediction is uncertain based on the explanation, or by quantifying the correlation between some notion of uncertainty salience in the explanations and ground-truth uncertainty—would make more effective evaluation tasks for this usage context.

Lastly, researchers have begun to explore a growing number of XAI systems (Hohman et al. 2019; Zhang, Liao, and Bellamy 2020; Kaur et al. 2020; Xie et al. 2020). However, the design choices and evaluation measurements used were largely inconsistent and ad-hoc, which hinders the development of scientific knowledge about human-XAI interaction and principled design guidelines. By exploring the prioritized evaluation criteria, i.e. desired properties, of explanations for prototypical XAI usage contexts, we also aim to inform the design choices and evaluation practices for researchers and practitioners working on XAI systems.

**Taxonomies Development**

We conducted a literature search to consolidate taxonomies of evaluation criteria and prototypical usage contexts of XAI. With Google Scholar (retrieved by December 2020), we used search terms “explainable/ interpretable AI/ML” + “evaluation/ assessment/ metrics” for the former, and + “goal/ objective/ context/ motivation/ use case” for the latter. After an initial review, we focused on a subset of papers with taxonomies or frameworks proposed. As enumerated below, we note that both taxonomies are necessarily incomplete given the fast advancement of the field. However, we consider them as sufficiently comprehensive, and contend our methodology can be used to extend the results.

**XAI Evaluation Criteria**

As mentioned, we focus on normative explanation “goodness” criteria, which can be further differentiated between model intrinsic properties of explanations (e.g., faithfulness), and human-centered properties that reflect the perception of the explainee (e.g., comprehensibility). Model-intrinsic properties can usually be measured by computational metrics while human-centered properties are best measured by human responses with questionnaires or behavioral measures. This differentiation is not binary, as it is possible to devise proxy measures to assess human-centered criteria. For example, while the “compactness” criterion (being succinct and not overwhelming) is contingent on the explainee’s perception, it is possible to define some notion of “information units” to quantify the compactness of XAI output (Abdul et al. 2020). Lastly, we differentiate between an evaluation construct (what criterion) and an evaluation method or metric (how to measure). While our studies focus on the constructs, as we enumerate the criteria below, we also discuss existing methods to measure them, if any, or potential directions to develop new methods.

The papers we reviewed are distributed in the AI and HCI communities (Sokol and Flach 2020; Carvalho, Pereira, and Cardoso 2019; Yeh et al. 2019; Alvarez-Melis and Jaakkola 2018; Murdoch et al. 2019; Schneider and Handali 2019; Mohseni, Zarei, and Ragan 2018; Guidotti et al. 2018; Miller, Howe, and Sonenberg 2017; Jesus et al. 2021; Lakkaraju and Bastani 2020; Hancox-Li 2020; Gilpin et al. 2018; Doshi-Velez and Kim 2017; Kulesza et al. 2013, 2015; Hoffman et al. 2018; Hsieh et al. 2020). We found most criteria are covered by Carvalho, Pereira, and Cardoso (2019) and an “explainability requirements fact sheet” by Sokol and Flach (2020) (criterion under “usability requirements” instead of developer requirements). We develop our list based mainly on these papers, supplemented with additional items and definitions from others (sources are cited for each criterion below). We arrived at the following list of evaluation criteria, with definitions used in the survey in italic.

- **Faithfulness**: The explanation is truthful to how the AI gives recommendations (Alvarez-Melis and Jaakkola...
2018), also referred to as fidelity (Carvalho, Pereira, and Cardoso 2019; Ras, van Gerven, and Haselager 2018) or soundness (Kulesza et al. 2013). It is a commonly used criterion, especially to evaluate post-hoc explanations, with computational metrics proposed in the literature (Alvarez-Melis and Jaakkola 2018; Yeh et al. 2019).

- **Completeness**: The explanation covers all components that the AI uses to give recommendations, or can generalize to understand many AI recommendations (Sokol and Flach 2020; Kulesza et al. 2013; Gilpin et al. 2018), also referred to as representativeness (Carvalho, Pereira, and Cardoso 2019). It is considered an orthogonal aspect to faithfulness for an explanation to accurately reflect the underlying model. According to Sokol and Flach (2020), it can be quantified by metrics that reflect the coverage or generalizability across sub-groups of a data set.

- **Stability**: The explanation remains consistent for similar cases I ask about (Carvalho, Pereira, and Cardoso 2019; Alvarez-Melis and Jaakkola 2018), also referred to as robustness (Hancox-Li 2020). While in some cases it can be at odds with faithfulness (if the model decision itself is unstable), stability is argued to be important if the goal is to understand not just the model, but true patterns in the world (Hancox-Li 2020; Alvarez-Melis and Jaakkola 2018). Prior works proposed several metrics (Alvarez-Melis and Jaakkola 2018; Hsieh et al. 2020).

- **Compactness**: The explanation gives only necessary information and does not overwhelm, also referred to as parsimony (Sokol and Flach 2020; Ras, van Gerven, and Haselager 2018). It reflects the design principles of “providing appropriate details” (Mueller et al. 2019; Kulesza et al. 2015). This criterion can be at odds with completeness. Computational metrics with some notion of information units or cognitive chunks have been proposed (Abdul et al. 2020; Doshi-Velez and Kim 2017) to proximate compactness, but capturing the essence of “necessary information” may require task-specific definitions or subjective responses.

- **(Un)Certainty (communication)**: The explanation reflects the (un)certainty or confidence of the AI in its recommendations (Carvalho, Pereira, and Cardoso 2019). Recent studies underscored this criterion to support appropriate reliance on AI (Zhang, Liao, and Bellamy 2020; Bansal et al. 2021). To our knowledge, there is no established method to measure this criterion. It is possible to devise survey scales to measure certainty perception or computational metrics with some definition of certainty representation, and then compare them against the true certainty or correctness of model predictions.

- **Interactivity**: The explanation is interactive and can answer my follow-up questions (Sokol and Flach 2020). Recent work considers interactivity as a necessary requirement for XAI, given the diverse knowledge gaps people have (Liao, Gruen, and Miller 2020; Weld and Bansal 2019). While being interactive can encompass many capabilities, we adopt a broad definition of allowing users to specify their explainability needs by asking questions interactively. Behavioral measurements and computational metrics of interactivity can be conceived based on the scope of interactions the XAI can support.

- **Translucence**: The explanation is transparent about its limitations, for example, the conditions for it to hold (Carvalho, Pereira, and Cardoso 2019). It is referred to as contextfulness in Sokol and Flach (2020), which discussed multiple types of explanation limitations such as ambiguity and a lack of generalizability. While under-explored in the current literature, it is a criterion that could critically impact people’s trust in the explanation itself. Translucence should be measured with regard to exposing the true limitations of the explanations.

- **Comprehensibility**: The explanation is easy to understand (e.g., intuitive, taking less time to understand) (Carvalho, Pereira, and Cardoso 2019), also referred to as clarity (Ras, van Gerven, and Haselager 2018), understandability (Guidotti et al. 2018), and explicitness (Alvarez-Melis and Jaakkola 2018). It is explainee-dependent and best measured by subjective or behavioral measures such as understanding correctness and speed, although it is possible to proximate with some quantifiable latent properties (Doshi-Velez and Kim 2017). While comprehensibility and compactness can correlate, the latter is more about cognitive workload and does not guarantee easiness to understand.

- **Actionability**: The explanation helps me determine follow-up actions to achieve my goal for the task (Sokol and Flach 2020). This criterion is contingent on the explainee’s goal, thus should be measured by goal-specific subjective responses or behavioral measurement on the success of user goals specific to the evaluation task.

- **Coherence**: The explanation is consistent with what I already know about the domain (Sokol and Flach 2020). Miller (2019) posits that a desirable property of explanation is coherence with the explainee’s prior knowledge. This is a subjective criterion and should ideally be measured by subjective responses.

- **Novelty**: The explanation provides new or surprising information that I otherwise would not know (Sokol and Flach 2020; Carvalho, Pereira, and Cardoso 2019). In some contexts, such as scientific discovery, the utility of explanation may stem from providing novel information to guide users. Novelty is also highly subjective and should be measured by self-reported responses.

- **Personalization**: The explanation is tailored to my needs and preferences, e.g. level of details, language style, etc. (Sokol and Flach 2020). Lastly, we include a criterion that focuses on the communication style according to one’s preferences. Satisfaction with personalization should ideally be measured by subjective responses.

These criteria are not all orthogonal. Some can be correlated (e.g., compactness and comprehensibility) or involve trade-offs (e.g., coherence and novelty, coherence and faithfulness, completeness and compactness, stability and faithfulness). Such relationships indeed underline our motivation to identify their priorities in different usage contexts.
XAI Contexts

Our literature search on usage contexts of XAI discovered two bodies of work. First, many survey or perspective papers discussed conceptually the objectives for people to seek explanations (Doshi-Velez and Kim 2017; Adadi and Berrada 2018; Samek et al. 2019; Guidotti et al. 2018; Mohseni, Zarei, and Ragan 2018; Arrieta et al. 2020; Molnar 2020; Lipton 2018). For example, beside Suresh et al. (2021) reviewed earlier, Chen et al. (2021) emphasizes the need to make choices of XAI techniques according to use case goals and proposes a taxonomy of XAI use cases including model debugging, promoting trust in a model, assisting scientific discovery, assisting human decision-making, and providing actionable recourse. Another body of work summarizes common user objectives with XAI by empirically studying real-world use cases (Hong, Hullman, and Bertini 2020; Bhatt et al. 2020). We choose to mainly build on Liao, Gruen, and Miller (2020), which summarizes user objectives with XAI by studying 16 real-world AI systems, supplemented with additional definitions from others. Figure 1 shows our list of usage contexts: Model Improvement, Capability Assessment, Decision Support, Adapting Control, Domain Learning, and Model Auditing. We intentionally kept these definitions general to avoid priming participants’ judgment by a specific form of explanation. Following Liao et al., under some categories we consider sub-categories that share a similar goal but have different focuses (e.g., assess AI capability versus limitations). These sub-categories were randomly selected to present to participants.

Survey Studies

We solicited people’s opinions on the relative importance of XAI evaluation criteria with two scenario-based survey studies. First, we surveyed XAI experts from both the AI and HCI communities for multiple types of AI applications. We then surveyed a selected group of crowd workers as target users of an XAI application assisting personal investment. We first describe the design and analysis of the two surveys separately, and then discuss results from both together.

Study 1: XAI Expert Survey

Survey Design The survey presents different contexts in which a stakeholder seeks explanations from an AI application. To explore whether results vary by domain, we created the same set of contexts for five decision-support AI applications. We started with an AI application scenario database created by Lubars and Tan (2019), then narrowed down our choices based on the following criteria: 1) It should be feasible for current AI so there is a shared expectation of how the AI works; 2) It should be commonly known so participants can easily imagine the scenario; 3) The decision is high-stakes so the need to understand AI likely presents. We selected the 5 AI application scenarios described in Figure 1: personal investment, loan application evaluation, hiring support, medical diagnosis, and recidivism risk assessment.

The experiment procedure is illustrated in Figure 1. Each expert participant was randomly assigned to questions regarding one of the 5 AI applications. The application was introduced in the instructions and presented at the top throughout the survey, including its functions, the data to train it, and example features of the model (See the survey page screen-
shot in Appendix A). Descriptions of the 5 applications are also in Appendix A. On each survey page, participants were presented with one of the 6 XAI usage contexts in Figure 1 as a task that a stakeholder performs (see the Task screenshot in Appendix A). We customized the task descriptions for the given application. Participants finished survey pages for all 6 XAI contexts in Figure 1 (one of the sub-categories, if any, was randomly chosen), with the exception of Context 1: Model improvement. Participants were asked whether they were experienced in model development, and were only presented with Context 1 if their answer was yes. All but two expert participants answered yes. For each task, participants were asked to rate the importance of 12 evaluation criteria that explanations should satisfy for them to accomplish the task. All responses are five-point Likert-type from “not important” to “very important”.

In summary, our survey introduces three independent variables for the analysis: each participant was assigned to questions regarding one of the five AI applications, performed judgment tasks with all XAI contexts, and rated all evaluation criteria for each context. The importance ratings for the evaluation criteria are used as the dependent variable.

Participants were given a consent form and instructions in the beginning, and asked to rate their expertise in XAI and confidence in addressing the AI application at the end. For each context, we asked an optional question to comment on the reasons of their ratings. 5 participants left at least one comment. We also asked participants to leave their contact information if they are willing to answer follow-up questions. We emailed those who did to solicit comments on their ratings and 5 responded. In the result section, we discuss some observations from these qualitative data.

Participants: XAI Experts We adopted a snowball sampling strategy by initially contacting 25 researchers in different organizations, who have published substantially on XAI. We strove to have a balance of AI and HCI researchers in our initial contacts to ensure both algorithmic and user perspectives were presented. We asked them to forward the recruiting message to other people working on the topic, emphasizing that this survey targets XAI experts. Participants’ information based on the exit survey is summarized in Appendix C. Notably, 22 out of the 35 participants consider themselves to be “very knowledgeable” on the topic of XAI and none has “no knowledge” (another 11 knowledgeable, and 2 somewhat knowledgeable), 32 have the job title of researcher (the remaining 3 are data scientists).

Expert Survey Analysis We performed a mixed-effects regression analysis on participants’ ratings, by including the AI application (between-subjects), XAI context (within-subjects) and evaluation criterion (within-subjects) as fixed-effects variables, and participant as a random-effects variable. We found the main effect of XAI context \((F(5, 2106) = 3.351, p = 0.004)\), evaluation criterion \((F(11, 2106) = 2.589, p = 0.003)\), and the interactive effect between the two \((F(55, 2106) = 3.351, p = 0.038)\) to be significant. The main effect of AI application is not significant \((F(4, 30) = 1.108, p = 0.371)\), nor any of its interactive effects. These patterns indicate that experts’ relative ratings of evaluation criteria were significantly varied by the XAI contexts, but not the types of AI application.

Given the non-significance of AI application, we merged data across the five applications. For each XAI context, we conducted an omnibus-ANOVA analysis on the ratings, with evaluation criterion as a within-subject variable. The main effect of evaluation criteria is significant \((p < 0.001)\) for all 6 XAI contexts. We then conducted pairwise post-hoc t-tests for all contexts, using false discovery rate (FDR) adjustment to adjust p-values for multiple comparisons. The first part of the table in Figure 2 presents the mean ratings provided by expert participants. The last column presents the overall mean ratings by combining ratings for all 6 XAI contexts. We include all the post-hoc analyses statistics in Appendix D. We acknowledge that given the relatively small sample size, the individual post-hoc analysis may not have enough power to be conclusively insignificant. In Section 4.3 we discuss patterns, and highlight comparisons that are statistically significant even with the small sample.

Study 2: End-User Crowd Survey

Survey Design We chose to use only one scenario to conduct the end-user survey—personal investment. Compared to the other applications, its target user group are more general and thus easier to recruit crowd workers as suitable target users. Furthermore, the analysis of the XAI expert survey showed no significant effect of the application scenario. The “Model Improvement” context was removed since most workers do not have relevant experience.

The survey design was largely similar to the expert survey, except that we also designed a training task to introduce crowd workers who are not familiar with XAI to the definitions of the 12 evaluation criteria. As presented in Appendix B, using a movie recommender scenario, each training task page introduces the definition of one evaluation criterion, shows two explanations, and asks participants to choose which better exhibits the given criterion. After submitting the response, the page indicates the right choice and highlights the corresponding part of the explanation that exhibits the criterion considered. In the survey, participants could hover over a criterion and a pop-up window would show the training task to help them recall the definition. Participants were told that they would only be qualified for the survey if they pass at least half of the 12 training tasks. If they fail, they would be compensated with a base payment of $2 USD. If they finish the survey they would receive an additional $4 USD in compensation. Most participants took 20-40 minutes to complete the survey.

Participants: End-Users We added a filter “Financial Asset Owned” on Mechanical Turk to target workers with experience in financial investment. In total, we gathered completed survey responses from 37 people, and excluded data
points from 5 workers who took less than 10 minutes (less time than any experts). The background information of the 32 participants is shown in Appendix C. In contrast to participants of the expert survey, none consider themselves to be “very knowledgeable” on XAI, and 27 to be “no knowledge” or “somewhat knowledgeable”. The two groups are comparable in other dimensions such as confidence in addressing the AI application and demographic attributes. Possibly due to the filter used, these participants appear to be relatively tech-savvy compared to the general population, which we consider as consistent with a user population that would use an AI assisted investment application.

**End-User Survey Analysis** We started by examining whether the experts’ and end-users’ ratings are significantly different. We performed a mixed-effect regression on ratings by including XAI context, evaluation criterion and participants group (experts/end users) as fixed-effects variables, and participant as random effects. We found the main effect of group (experts vs end users) to be statistically significant (F(1, 65) = 0.436, p = 0.511) as well as the interaction effect of XAI context, evaluation criterion, and group (F(44, 3835) = 0.970, p = 0.529) to be non-significant; but the two-way interaction between evaluation criterion and group is significant (F(11, 3835) = 2.689, p = 0.002). These patterns suggest that there is no significant difference between how XAI experts and end-users considered the relevant importance of XAI evaluation criteria in different XAI contexts, but there might be differences in their overall ratings of evaluation criteria, which we discuss later.

An ANOVA analysis was conducted on the ratings for each XAI context from end-users. We found the main effect of evaluation criterion to be significant for every XAI context (p < 0.001), then conducted post-hoc pairwise comparisons. Detailed statistics are in Appendix D. The second part of the table in Figure 2 presents the mean ratings of evaluation criteria for each context provided by end-user participants. The last column presents the overall mean ratings by combining all five XAI contexts (no “Model Improvement” in the end-user survey). We also merged data from experts and end-user surveys and conducted the same ANOVA and pair-wise analyses, with the combined mean ratings presented in the third part of Figure 2 and the detailed statistics are in Appendix D.

**Discussions of Survey Results**

We refer to the table in Figure 2 to discuss the results from both surveys. Each column presents participants’ mean ratings for evaluation criteria for one usage context, in decreasing order. The last column presents the overall mean ratings by combining data across all contexts. The first part of the table shows ratings from the expert survey; the second part is from the end-user survey; and the last part combines data from the two surveys. As mentioned, the three-way interaction between usage context, evaluation criterion and participant group is non-significant, meaning the experts and end-users did not have a statistically significant difference in how they consider the relative importance of evaluation criteria for different contexts. Therefore, below we start with patterns in the combined results, and then discuss the nuanced differences between experts’ and end-users’ ratings.

Fonts and color coding are used to visually highlight a few patterns in Figure 2. First, we bold the “top group” for each context. While our sample size might have lacked enough power to conclude all insignificant pairwise comparisons, we adopt the following heuristic: for each XAI context, we look at the pairwise comparisons with the top criterion, and consider criteria that had less than marginal significance (p > 0.100) to be closer to the top criterion than others, as in the top group. Second, we code the relative importance of evaluation criteria that vary in different XAI contexts. For each set of results (experts/end-users/combined), we use the criteria positions in the last column of overall ratings as a reference and highlight prominent differences in other columns. We visually highlight the differences with the following heuristics: 1) we code criteria that increase more than 2 ranks in red and double-underline; 2) we code criteria that increase 1-2 in ranks and also enter the “top group” in orange and underline; 3) we code criteria that decrease more than 2 ranks in blue and italic. In short, the red and orange colors indicate a relative increase in position for a usage context compared to others, while the blue color indicates a relative decrease. Based on Figure 2, in the following, we first enumerate the patterns shown for each usage context, then summarize some take-aways.

**Patterns by Usage Contexts** Across all contexts, faithfulness was considered the most important criterion, followed by transcluence, uncertainty and stability. Both experts and end-users also considered interactivity and comprehensibility to be relatively important. Novelty, compactness and coherence were rated consistently at the bottom. While experts also rated personalization to be of little importance, end-users considered it slightly more important. Below we elaborate on the results for each usage context.

**Model improvement.** Only experts provided ratings for this context. Faithfulness and stability were rated as the top criteria. Stability was especially deemed more important than for other contexts, while interactivity was considered less of a requirement than for other contexts. These patterns suggest that to support model improvement, such as debugging, it is important to provide faithful and stable explanations for users to inspect the true causes of model issues. Since users are often ML experts to perform this task, they may be more receptive to complex or information-rich explanations (Narkar et al. 2021; Hohman et al. 2019) without the need for interactive inquiries, as evidenced in P20’s response in explaining their ratings: “It is vital to know how much can be relied upon the explanation. Hence, the need for fidelity, stability and transcluence... I deem interactivity as relatively less important due to the assumption that an expert attempts to improve it and thus has the skills and competencies to get to the bottom of some model behavior.”

**Capability assessment.** For the combined results, comprehensibility, uncertainty, transcluence, faithfulness, stability and personalization were rated as top criteria. Comprehensibility, uncertainty and personalization were rated more important for capability assessment than for other contexts, while faithfulness was comparatively lower. Interactivity
| Model Improve | Capability Assess | Decision Support | Adapt Control | Domain | Model Auditing | Overall |
|--------------|----------------|----------------|--------------|--------|----------------|--------|
| 1. Faithful | Stability | 4.27 | Faithfulness | 4.27 | Faithfulness | 4.27 | Faithfulness | 4.27 |
| 2. (Un)Certainty | 4.25 | Faithfulness | 4.25 | Faithfulness | 4.25 | Faithfulness | 4.25 |
| 3. Completeness | 3.94 | Faithfulness | 3.94 | Faithfulness | 3.94 | Faithfulness | 3.94 |
| 4. Transparency | 4.06 | Faithfulness | 4.06 | Faithfulness | 4.06 | Faithfulness | 4.06 |
| 5. Comprehensibility | 3.67 | Faithfulness | 3.67 | Faithfulness | 3.67 | Faithfulness | 3.67 |
| 6. Actionability | 3.82 | Faithfulness | 3.82 | Faithfulness | 3.82 | Faithfulness | 3.82 |
| 7. Personalization | 3.40 | Faithfulness | 3.40 | Faithfulness | 3.40 | Faithfulness | 3.40 |
| 8. (Un)Certainty | 3.23 | Faithfulness | 3.23 | Faithfulness | 3.23 | Faithfulness | 3.23 |
| 9. Completeness | 3.84 | Faithfulness | 3.84 | Faithfulness | 3.84 | Faithfulness | 3.84 |
| 10. simplicity | 3.18 | Faithfulness | 3.18 | Faithfulness | 3.18 | Faithfulness | 3.18 |
| 11. Novelty | 2.88 | Faithfulness | 2.88 | Faithfulness | 2.88 | Faithfulness | 2.88 |
| 12. Personalization | 2.67 | Faithfulness | 2.67 | Faithfulness | 2.67 | Faithfulness | 2.67 |

Figure 2: Average importance ratings of evaluation criteria by XAI experts, end-users and combined. The later digits were used for ties. Bold fonts are “top groups”. Double-underlined red ones increase more than 2 ranks compared to the overall ranking; Single-underlined orange ones increase 1-2 ranks and also enter the top group; Italic blue ones decrease more than 2 ranks.

and completeness were considered less important. End-users especially rated comprehensibility and personalization high, while experts rated compactness higher than for other contexts. These patterns suggest that to support capability assessment, such as during users’ onboarding stage, it is important to provide easy-to-understand explanations to help users make an efficient assessment, even at some cost of faithfulness; being transparent about model uncertainty and explanation limitations are also important; but complete and interactive explanations may not be necessary as users prioritize intuitiveness and efficiency. A nuanced difference is that end-users considered personalization, while experts considered compactness, as important to make an efficient assessment. P33 explained their willingness to compromise faithfulness and completeness for comprehensibility: “Fidelity is still important, just didn’t seem to be as important... because some omission on details may be beneficial for first-comers. Same goes for completeness, as users may just want to assess the model within the context of their own use.”

Decision support. Uncertainty, transluence, faithfulness, comprehensibility, interactivity and actionability were rated closely high in importance. Uncertainty, comprehensibility and actionability were deemed more important than for other contexts, while stability and completeness were less important. Interestingly, experts and end-users disagreed on the importance of interactivity, with experts rating it as a top criterion. These patterns suggest that for decision support, it is important that explanations should communicate uncertainty of model predictions and the limitations of explanations; it is also important to ensure the explanations are easy to understand and actionable for the decision goal, which may also require being interactive to help users reach the necessary understanding. Since decision support often focuses on explaining individual predictions, stability (whether it applies to similar cases) and completeness (whether it generalizes or covers all decision components) are less important. As P19 commented: “Completeness is more important when I need an understanding of the whole system... here this is mostly not the case. Instead it is very important to know the certainty, so I can take the prediction with ‘a grain of salt’ if necessary and be extra careful. Interactivity is very important when I have the feeling I need to ‘dig deeper’... Comprehensibility is so that I learn to integrate the explanation into my work routine without losing efficiency”.

Adapting control. Translucence, uncertainty, faithfulness, interactivity and stability were rated as top criteria. It suggests that to support a better understanding of how the system works with one’s data to make adjustment, explanations should be transparent about the model uncertainty and explanation limitations, and also be faithful and stable to allow users to discover and change the true causes of sub-optimal system behaviors. Interestingly, comprehensibility was rated lower than for other contexts, suggesting a willingness to invest time for this task that may only be performed occasionally but has a lasting impact, as P10 commented: “I think that comprehensibility can be lower here because the user has
time to stop and think for a while.” Experts rated interactivity higher for this context, but not end-users; instead end-users rated personalization higher. They suggest the two groups may have conceptualized the requirements differently. Since adapting control requires users to locate precise causes they can control, such as changeable preference settings, experts may have envisioned it as an interactive process to narrow down the causes, while end-users may have preferred the system to proactively adapt to their desired level of details. P19 (expert)’s comment provides support: “Having low certainty tells me where I need to tweak it further. Translucence is important because I do not want to make any changes based on information that was not even relevant. Stability is important because if I instruct the system to behave differently I expect it to generalize this behavior to other similar cases. Interactivity empowers me to dig deeper in cases where I am puzzled why a certain behavior occurred and may test some what-if hypothesis.”

**Domain learning.** Stability, faithfulness, comprehensibility, translucence, completeness, uncertainty and interactivity were rated as top criteria. Stability, comprehensibility and completeness were rated higher than for other contexts, while uncertainty was rated less important, mainly due to experts’ opinions. These patterns suggest that to support learning, explanations should be **stable, faithful and relatively complete** to help people discover **true patterns of the domain;** it should also be **easy-to-understand,** as users may not be ML experts or interested in the model details. P20 commented on the importance of stability, faithfulness, comprehensibility and translucence: “These four properties are in my opinion needed to enable a user to ascertain actionable knowledge about a domain. This matches with the literature on education and training—humans require reliable explanations they can understand to acquire new knowledge.”

**Model auditing.** Only faithfulness is in the top group, as a clear winner for this usage context, followed by translucence. Meanwhile, completeness was rated higher for this context than for others. These patterns suggest that in order to support model auditing, explanations should be **first and foremost faithful to the underlying model, transparent about the explanation limitations, and cover the decision components completely,** to allow accurate and comprehensive auditing, as supported by P2’s reasoning: “faithfulness and translucence are important because I need to ensure that I am diligent when checking for legal-compliance. Hence I need explanations that are truthful to the model (rather than basing my assessment on potentially wrong information) and cover all components of the system being assessed.”

**Implications for Designing and Evaluating XAI.** We reflect on the results above and discuss some implications.

**Faithfulness is critical, but can be compromised in some contexts.** Both experts and end-users recognize that faithfulness is the most important criterion across the board, especially for model improvement and auditing to enable diagnosing the true model issues, validating the field’s current focus on quantifying faithfulness (Alvarez-Melis and Jaakkola 2018; Yeh et al. 2019). However, participants considered it somewhat compromisable in other contexts such as capability assessment. Importantly, these observations imply that whether post-hoc explanations or explanations with less faithful details are desirable depends on the usage contexts.

**Translucence and uncertainty are important requirements but not well-supported in current XAI research.** A striking result is that participants consistently rated translucence and uncertainty communication high for all contexts, despite currently limited XAI approaches that support these criteria (though there has been a long line of research on directly quantifying uncertainty (Bhatt et al. 2021; Ghosh et al. 2021)). We highlight such user needs for the field to focus on, including defining evaluation tasks that capture whether an XAI technique can support users to make correct judgments of model uncertainty and explanation limitations.

**Requirement for comprehensibility is prominent when efficiency and reducing cognitive load matter.** Comprehensibility was generally rated important but less so for adapting control, model auditing and model improvement, all of which require more engagement with inspecting and changing the model. In participants’ qualitative responses, its high priority was frequently mentioned together with the importance of efficiency, or users’ unwillingness to spare time or cognitive resources, such as when gauging system capability or prediction reliability in everyday use.

**Stability and completeness are important when having a generalizable understanding matters.** Stability is a criterion that reflects consistency and robustness of explanations for similar cases. Completeness reflects how well the explanation covers all components (e.g., features, decision paths) so users can apply the knowledge to understand not one but many predictions. We found the relative ranks of the two often have correlated changes: both were rated more important for domain learning, but less important for decision support. We postulate that both criteria are desired when users aim to identify generalizable and robust patterns. Curiously, completeness was rated low for capability assessment. We suspect the reason is that completeness is seen as requiring more time and cognitive effort, as evidenced by the often negative correlation in the rank movement between completeness and comprehensibility.

**Requirements for interactivity and personalization are perceived differently by XAI experts and end-users.** Experts rated interactivity high for decision support and adapting control, but end-users did not consider it as important; while experts consistently rated personalization at the bottom, end-users considered it a top criteria for capability assessment, adapting control and domain learning. While caution should be exercised interpreting the results as the two groups may have different conceptualizations, including what is technically feasible, of these criteria, these differences are worth reflecting on and being further explored. Interactivity is increasingly discussed in XAI literature as an important direction for the field (Miller 2019; Weld and Bansal 2019), which would allow user inquiries to guide the provision of desired explanations to achieve their goal. This trend may have influenced experts’ positive ratings on interactivity. It does not necessarily mean well-designed interactivity is undesired by end-users, but at a conceptual level, they might have preferred the system to take the initiative to provide de-
sired explanations directly, such as through personalization. The difference between the two groups’ ratings on personalization may reflect a gap between what experts of the field prioritize and what end-users actually need.

**Requirement for actionability is neutral.** The reason could be that the success of supporting users’ end goals is better captured by other more specific criteria (e.g., comprehensibility for capability assessment) rather than the generic statement about “supporting follow-up actions”. Given that actionability is also hard to operationalize without running an application-grounded evaluation, we postulate that when designing simplified and proxy evaluation tasks, it may be more productive to focus on the other top criteria.

The importance of explanation novelty, coherence and compactness is unclear. Despite being discussed in the literature as important usability requirements (Sokol and Flach 2020), these criteria were consistently rated at the bottom. It is possible that some other top criteria correlate with them, but better capture people’s desired properties. For example, comprehensibility could be a more informative criterion than compactness for the field to focus on. As shown in the example used in our training task, an example-based explanation could be more intuitive, but not more compact compared to a feature-based explanation. As for novelty and coherence, it is possible that personalization could better capture the desired relation between explanations and ones’ prior knowledge. We also believe more research is required to explore the roles of these criteria in actual user interactions beyond the retrospective approach we took.

**Discussions and Future Work**

Our central thesis is that to close the gaps between algorithmic research and their effectiveness in deployment necessitates explicitly considering different requirements in different downstream usage contexts. Towards this goal, we introduce a perspective of contextualized evaluation. We empirically show that the relative importance of explanation “goodness” criteria varies across prototypical usage contexts of XAI. We suggest ways for future work to use our results.

**Articulating the appropriate usage contexts of XAI algorithms.** This is one area where contextualized evaluation is critically needed for responsible research and enabling others, including practitioners, to make appropriate use of research outputs. It is possible to use our results to perform a weighted analysis for that purpose. Assuming measurement scores of a given XAI technique can be obtained for all the evaluation criteria, one can use the importance ratings in Figure 2 to inform a set of weights for contexts respectively. Contexts with low weighted scores should be cautioned against applying the given technique. For example, an example-based explanation may score relatively low in stability and completeness, but high in uncertainty communication and comprehensibility. Its weighted scores would be high for decision-support but low for model improvement and auditing, which is consistent with observations in HCI studies (Cai, Jongejan, and Holbrook 2019; Buçinca et al. 2020; Dodge et al. 2019). Analyses can also be performed with a set of existing XAI techniques to benchmark desired scores for different usage contexts.

**Optimizing XAI for a given usage context.** Another common scenario where our results can be applied is to optimize XAI features for a given usage context. A researcher or practitioner’s task may be to select from available XAI techniques, or to evaluate a XAI technique and identify its shortcoming to make improvements. The results in Table 2 can help guide which evaluation criteria to focus on. Especially when performing a full application-grounded evaluation is beyond the resource allowed, one can focus on the top criteria identified for the given usage context using simplified or proxy metrics, or consider how to further optimize these top desired properties. For instance, when developing an XAI feature to support domain learning, one may want to prioritize using XAI techniques that score high in stability and faithfulness. One may also need to improve a current XAI feature by enhancing comprehensibility and translucence.

**Reflecting on what evaluation criteria the field prioritizes as value-laden choices.** Our work has another important goal—empirically examining the desired criteria in usage contexts and the gaps in what the field currently focuses on, as the choices of evaluation metrics can profoundly shape the outputs of a field. In most usage contexts, participants cared deeply about uncertainty communication and translucence, but these criteria about exposing the negative aspects of models and explanations are missing in current XAI work. If the field continues focusing solely on model intrinsic properties such as faithfulness, we may risk losing sight of what actually matters for users to achieve their objectives. We also contend that the negligence of diverse usage contexts of XAI can lead to blind spots in the field’s focuses. For example, while it is true that faithfulness is paramount for model debugging, which is the use case that XAI researchers tend to fixate on, our results suggest that users are willing to compromise it to a degree for efficient comprehensibility for other usage contexts such as capability assessment. Furthermore, our results reveal nuanced differences in how end-users and experts in the field perceive some of the criteria, specifically pointing to blind spots in what users desire from personalization and interactivity.

**Limitations and future directions** The contribution of our study is made by soliciting people’s opinions to illustrate patterns of varying relative importance of evaluation criteria. The quantification should be taken with caution. First, our sample size is relatively small. Second, the retrospective approach by soliciting opinions, while allowing exploration of the large problem space, may not reflect the effect size in actual perceptions and behaviors. Future work should explore complementary approaches, such as experimental studies, to further formalize the quantification of their relative importance. We further acknowledge that by synthesizing the list of evaluation criteria from current literature, our work does not explicate their underlying requirements, technical feasibility, relations between these criteria, or how they are perceived by end-users, which should be explored in future work. Our study also only begins to touch on how to measure these criteria, and we invite future work to explore measurements through simplified or proxy evaluation tasks.
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