Sizes and Shapes of Sea Ice Floes Broken by Waves–A Case Study From the East Antarctic Coast
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The floe size distribution (FSD) is an important characteristics of sea ice, influencing several physical processes that take place in the oceanic and atmospheric boundary layers under/over sea ice, as well as within sea ice itself. Through complex feedback loops involving those processes, FSD might modify the short-term and seasonal evolution of the sea ice cover, and therefore significant effort is undertaken by the scientific community to better understand FSD-related effects and to include them in sea ice models. An important part of that effort is analyzing the FSD properties and variability in different ice and forcing conditions, based on airborne and satellite imagery. In this work we analyze a very high resolution (pixel size: 0.3 m) satellite image of sea ice from a location off the East Antarctic coast (65.6°S, 101.9°E), acquired on February 16, 2019. Contrary to most previous studies, the ice floes in the image have angular, polygonal shapes and a narrow size distribution. We show that the observed FSD can be represented as a weighted sum of two probability distributions, a Gaussian and a tapered power law, with the Gaussian part clearly dominating in the size range of floes that contribute over 90% to the total sea ice surface area. Based on an analysis of the weather, wave and ice conditions in the period preceding the day in question, we discuss the most probable scenarios that led to the breakup of landfast ice into floes visible in the image. Finally, theoretical arguments backed up by a series of numerical simulations of wave propagation in sea ice performed with a scattering model based on the Matched Eigenfunction Expansion Method are used to show that the observed dominating floe size in the three different regions of the image (18, 13 and 51 m, respectively) agree with those expected as a result of wave-induced breaking of landfast ice.
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1 INTRODUCTION

Sea ice floe size distribution (FSD) has attracted increasing attention of sea ice researchers in recent years. Since the pioneering paper of Rothrock and Thornhike (1984), several studies devoted to the analysis of FSD in observational (satellite, airborne, etc.) data have been published in 2000s (e.g., Inoue et al., 2004; Toyota et al., 2006; Lu et al., 2008; Steer et al., 2008) and many more have been conducted within the last decade (Toyota et al., 2011; Perovich and Jones, 2014; Gherardi and Lagomarsino, 2015; Geise et al., 2016; Toyota et al., 2016; Stern et al., 2018; Alberello et al., 2019;
Horvat et al., 2019, among others). One of the main reasons behind the wide interest in FSD-related problems is the growing evidence that FSD significantly affects not only the bulk properties and behavior of sea ice itself–its mechanical strength, rheology, freezing/melting rates, etc.–but also several physical processes within the upper ocean and the lower atmosphere. Through a number of feedback loops, many of which are poorly understood, FSD modifies atmosphere–ice–ocean interactions at a wide range of scales, from local to regional (see, e.g., Horvat et al., 2016; Horvat and Tziperman, 2017; Roach et al., 2018; Wenta and Herman, 2018; Wenta and Herman, 2019; Bateson et al., 2020; Li et al., 2021). More locally, FSD influences interactions between ice floes and stress transmission in the ice (Herman, 2011; Herman, 2012; Herman, 2013); floe size thus has a strong influence on ice mobility in response to atmospheric and oceanic forcing (Boutin et al., 2020). Recent numerical and laboratory experiments indicate that stress in the ice and ice-induced loads on structures depend on both floe size and shape (e.g., van den Berg et al., 2019). A very complex and important group of sea ice–ocean interactions in which the FSD plays a crucial role are processes accompanying wave propagation in sea ice. Ocean waves entering sea ice lead to ice fragmentation, floe–floe collisions, rafting, brash ice production, etc. At the same time, waves in sea ice undergo frequency-dependent attenuation due to energy-conserving scattering and several dissipative mechanisms (see Squire et al., 1995; Squire, 2007; Squire, 2018; Squire, 2020, and references there). The physics of wave scattering at floes’ boundaries, including the role of floe size in that process, is well understood and successfully reproduced in numerical models (e.g., Kohout and Meylan, 2008; Bennetts et al., 2016; Bennetts and Squire, 2012; Montiel et al., 2016; Squire and Montiel, 2016). Several recent studies have shown that the dissipative processes are sensitive to the floe size as well (Collins et al., 2015; Boutin et al., 2018; Ardhuin et al., 2020; Herman, 2021), underlining the importance of including/parameterizing the FSD-related effects in models of wave–ice interactions.

At present, most models assume that the FSD in the marginal ice zone (MIZ; part of the ice cover affected by waves) is a power law with a cut-off at the floe size corresponding to a half of the peak wavelength (Dumont et al., 2011; Williams et al., 2013; Williams et al., 2017), even though theoretical arguments and limited observations available suggest that the thickness and material properties of the ice rather than the wavelength determine the size of floes broken by waves (Squire, 1984; Squire et al., 1995; Langhorne et al., 1998; Herman, 2017; Montiel and Squire, 2017; Herman et al., 2018; Dumas-Lefebvre and Dumont, 2020). Although a number of wave-induced sea ice breakup events are described in the literature (e.g., Prinsenberg and Peterson, 2011; Collins et al., 2015; Kohout et al., 2016), the available information on FSD before and after breakup is usually limited to an average/typical floe size. Combined with limited or lacking data on ice thickness and its material properties, this makes any qualitative analysis of relationships between the wave forcing and the resulting FSD extremely difficult. Moreover, as sea ice in the MIZ typically has a long fragmentation/deformation history, wave-induced breakup modifies the preexisting FSDs, which further complicates data interpretation. Quantitative observations of FSDs resulting from breakup of initially continuous ice are very limited. Dumas-Lefebvre and Dumont (2020) report aerial observations from two locations (Gulf of St. Lawrence and Nares Strait), with FSDs close to normal, the mode of the FSD size in that process, is well understood and successfully reproduced in numerical models (e.g., Kohout and Meylan, 2008; Bennetts et al., 2016; Bennetts and Squire, 2012; Montiel et al., 2016; Squire and Montiel, 2016). Several recent studies have shown that the dissipative processes are sensitive to the floe size as well (Collins et al., 2015; Boutin et al., 2018; Ardhuin et al., 2020; Herman, 2021), underlining the importance of including/parameterizing the FSD-related effects in models of wave–ice interactions.

Below, we present an analysis of sea ice floes visible in a very high resolution (pixel size: 0.3 m) optical satellite image acquired on February 16, 2019 over an area located off the Knox Coast in East Antarctica, north of Cape Elliot, between the Mill Island to the west and Bowman Island to the east (Figure 1). Due to the presence of landfast ice between the islands and the mainland, as well as the Shackleton Ice Shelf further to the west, the area of study forms a ∼80-km wide bay, well protected from the prevailing direction of open ocean waves. Therefore, throughout winter and spring up until the onset of summer the bay is typically covered with landfast ice that stretches as far north as ∼65°S. It disintegrates gradually in December and January in a series of breakup events, so that the area becomes mostly ice-free in late February. Thus, the situation visible in the analyzed image represents late stages of ice retreat, when the outer parts of the bay between the two islands are already free of ice. The analyzed image is unique not only in terms of its high resolution, but also in terms of the properties of ice floes it contains. In most works devoted to the identification of ice floes in satellite/airborne images the floes span a wide range of sizes, have rounded shapes and the spaces between them are filled with slush/brash ice or very small floes that cannot be identified at the...
spatial resolution of a given image (e.g., Toyota et al., 2006; Steer et al., 2008; Gherardi and Lagomarsino, 2015; Toyota et al., 2016; Wang et al., 2016). All those features suggest a long deformation history—in granular materials, rounded shapes and a wide size distribution of grains are a signature of grinding under combined shear and compressive stress. The floes analyzed in this study have opposite features: angular, polygonal (often nearly rectangular) shapes, similar sizes and are surrounded by relatively clear water with only a limited number of very small ice pieces between them. Therefore, identification of individual floes in the image is relatively straightforward. We analyze selected geometrical properties of the floes (elongation, rectangularity, etc.) and, following the analysis by Herman et al. (2018), show that the FSD in different regions of the image can be represented by a probability distribution defined as a weighted sum of two components, a Gaussian and a tapered power law. In the discussion section, we use several additional data sources in order to reconstruct the weather, wave and ice conditions in the 2-week period preceding the analyzed date, and we argue that the three different “populations” of floes visible in the image originate from individual wave-induced breakup events. Finally, theoretical arguments and a series of numerical simulations of wave propagation in sea ice, performed with a scattering model based on the Matched Eigenfunction Expansion Method (MEEM; Kohout et al., 2007; Kohout and Meylan, 2008), are used to show that the observed dominating floe sizes in the three different regions of the image (18, 13 and 51 m, respectively) agree with those expected as a result of wave-induced breaking of landfast ice.

The structure of the paper is as follows: Section 2 contains a description of the analyzed satellite image and the method of floe identification (Section 2.1), as well as a list of other, auxiliary data sources (Section 2.2). A detailed description and analysis of selected geometric properties of the ice floes and the floe size distributions in different sectors of the image is provided in Section 3. The discussion in Section 4 groups those parts of the analysis which, due to unavailability or incompleteness of relevant sea ice and/or wave data, are necessarily based on additional assumptions and therefore have a polemical aspect: the ice breakup scenario (Section 4.1) and the results of MEEM simulations (Section 4.2). Finally, concluding remarks can be found in Section 5.

2 DATA AND METHODS

2.1 Sea Ice Floe Data
As mentioned in the introduction, the main source of data for this work is a very high resolution optical satellite image of sea ice...
flecs in the area of study (Figure 2). It was acquired on February 16, 2019 by one of the commercial satellites operated by Maxar Technologies (https://www.maxar.com/), and purchased from Overview (https://www.over-view.com/). The image is centered around 65.55398°S, 101.9066°E (red cross in Figure 1), its spatial resolution equals 0.3 m and image dimensions are 18570 × 5087 pixels, i.e., 5571.0 m × 1526.1 m. A low-resolution version of the image is shown in Figure 2A, a more detailed version can be found in Supplementary Figure S1.

Based on a visual inspection of the image, three sectors have been defined for a detailed analysis, labelled A, B and C (Figure 2A). Sector A contains angular, light-colored ice flecs with almost no darker ice or slush in spaces between them. In sector B, the flecs are visibly smaller, more densely packed and they have more-rounded shapes. Moreover, some of the flecs have darker, blueish color. Sector C is predominantly filled with very large, approximately rectangular flecs. Small, irregularly shaped flecs can be found only along the leftmost and rightmost boundary of that sector, as well as within a compact patch in its middle-lower part, but not between the very large flecs, indicating that the small flecs have drifted into that area from the other regions and are not a product of breaking of the large flecs. Therefore, only the largest flecs from sector C are analyzed further. Overall, the boundaries of the three sectors are defined so that the flecs in each of them can be assumed to form a single “population” with statistical properties that are uniform spatially.

Due to the properties of the ice in the image, described above, identification of individual ice flecs is relatively trivial. In all three cases, the fragment of the image corresponding to the given sector was transformed to gray-scale and then segmented into three classes—open water, light ice and dark ice—with the k-means clustering method (Table 1). Patches of dark ice surrounded by light ice have been reclassified as parts of ice flecs, the remaining ones, together with open water, as “the rest”. A binary image obtained in this way was subjected to several subsequent cycles of automatic object identification in Matlab and manual corrections of flec boundaries in ImageJ. After each cycle, several geometric properties of the identified objects were computed, which helped to detect anomalously shaped and/or large objects, i.e., clusters of touching flecs erroneously classified as a single flec. Black pixels representing the “missing” boundaries were then manually inserted in ImageJ.

The total number of objects $N_f$ identified in each sector is given in Table 1. In the case of sectors A and B, that number includes many very small ice fragments, only a few pixels in size. Before the subsequent analysis, all fragments with width smaller than two pixels (0.6 m) are excluded, resulting in $N_f = 9,547$ and $N_f = 3,532$ flecs in sectors A and B, respectively. As already mentioned, only the large flecs are taken into account in sector C ($N_f = 211$), which make only a small fraction of all identified objects, but constitute the large majority of the total ice area in sector C.

### 2.2 Other Data Sources

In order to aid the interpretation of the flec size data in the analyzed image (Sections 4.1, 4.2), additional data sources are used, providing information on weather, sea ice and wave conditions in the surroundings of the area of study.

The weather data, in the form of 1-hourly time series of 2-m air temperature $T$ and 10-m wind speed $V_w$ and direction $θ_w$ at a point located in the middle of the bay ($P_b$ in Figure 1) are extracted from the results of the Antarctic Mesoscale Prediction System (AMPS; Powers et al., 2012, https://www.earthsystemgrid.org/project/amps.html), a real-time mesoscale modeling system providing numerical forecasts for the Antarctic at 8-km resolution, run at the Mesoscale and Microscale Meteorology (MMM) Division of the National Center for Atmospheric Research (NCAR) and developed in cooperation with Byrd Polar and Climate Research Center at Ohio State University.

The results of the global spectral wave model WaveWatch III operated at the Pacific Islands Ocean Observing System (PacIOOS; https://www.pacioos.hawaii.edu/waves/model-global/) are used as a source of information on wave conditions in the sector of the Southern Ocean surrounding the bay. The data include the significant wave height $H_s$, peak wave period $T_p$ (from which the deep-water peak wavelength $L_p$ is computed) and peak wave direction $θ_p$. Hourly time series from three locations are used (green circles in Figure 1), located to the WNW, NW and NNW from the entrance to the bay ($P_{WNW}$, $P_{NW}$ and $P_{NNW}$, respectively). The latitude of the points, 63° 30′ S, is selected so that the model results are unaffected by the presence of sea ice. Unfortunately, the model resolution (0.5′) and the insufficient treatment of wave–ice interactions make the modelled wave data in direct vicinity of the bay unreliable (several grid points in the area of interest have missing values or zeros as wave parameters). Therefore, data from points $P_{WNW}$, $P_{NW}$ and $P_{NNW}$ are used, providing reliable open-ocean wave conditions.

Sea ice concentration data from AMSR2 in the form of daily 3.125-km resolution maps was obtained from the service of the University of Bremen (https://seaice.uni-bremen.de/sea-ice-concentration-amsr-emssr2/; Melsheimer and Spreen, 2019). The maps are used to compute the lengths $L_{ice}$ of the path traveled by the waves from the three WaveWatchIII locations described above ($P_{WNW}$, $P_{NW}$, $P_{NNW}$) to the point $P_b$ through sea ice of concentration $A$ higher than a given prescribed concentration $A_0$. The path lengths $L_{ice}$, together with an assumed value of the linear wave attenuation coefficient in the ice $α = 3.38 \cdot 10^{-6} \text{ m}^{-1}$ [corresponding to the 5th percentile of a large dataset of wave attenuation in sea ice analyzed by Stopa et al. (2018)] are used in Section 4.1 to estimate the ratio of the wave amplitude at $P_b$, $a_{in}$, to the wave amplitude at one of the points outside, $a_{out}$.

### Table 1: Summary of ice types and number of objects identified in sectors A–C.

| Sector | Surface area fraction (%) | No. of flecs |
|--------|--------------------------|--------------|
|        | Water | Light ice | Dark ice | $N_{f,all}$ | $N_f$ |
| A      | 24.8 | 71.3 | 3.8 | 15,148 | 9,547 |
| B      | 17.6 | 70.1 | 12.4 | 8,336 | 3,532 |
| C      | 30.6 | 65.3 | 4.1 | 14,126 | 211  |
The only available data from which the thickness of the fast ice in the bay can be estimated are ICESat-2 altimeter observations of sea ice freeboard (https://nsidc.org/data/ATL10/versions/3; Kwok et al., 2020) from January 20, 2019 (i.e., 4 weeks before the date of interest) at several locations in the outer parts of the bay (orange points in Figure 1). Altogether, 791 single data points are available in the area between 65.2185°S and 101.7621–101.9499°E.

Finally, a series of MODIS Aqua and Terra imagery from the period February 3–16, 2019 is used to assess the evolution of sea ice conditions in the area of study in the two weeks preceding the situation of interest. The images have been obtained through the Worldview platform of the NASA Earth Observing System Data and Information System (EOSDIS) (https://worldview.earthdata.nasa.gov/).

3 FLOE SHAPES AND FLOE SIZE DISTRIBUTION

3.1 Geometric Properties of the Ice Floes

In the following analysis, the minimum and maximum caliper diameters, \( w_f \) and \( l_f \), shortly referred to as floe width and floe length, respectively, are used as the basic measures of floe size. They are defined as the minimum and maximum distance between parallel tangents touching the opposite sides of a floe. Based on \( w_f \), \( l_f \) and floe surface area \( A_f \), several measures of shape can be constructed. Here, we consider floe rectangularity \( r_f = A_f / (w_f l_f) \) and elongation \( e_f = l_f / w_f \) (see, e.g., Leppäranta, 2005). Additionally, we estimate the number of sides \( n_s \) of each floe, reducing it to an \( n_s \)-sided polygon by means of the iterative Douglas–Peucker algorithm (e.g., Wu and Marquez, 2003). The method is used e.g., in cartographic generalization to reduce the number of points defining a curve in such a way that the maximum distance between the original curve and the simplified curve (the Hausdorff distance) does not exceed a certain prescribed value \( \epsilon_{\text{max}} \). Here, \( \epsilon_{\text{max}} = \epsilon A_f^{1/2} \) is used, with \( \epsilon = 0.1 \) (the results obtained for \( 0.05 < \epsilon < 0.2 \) are statistically very similar to those presented, although, obviously, the exact values of \( n_s \) for individual floes might differ). Importantly, the shape analysis is performed for floes with \( w_f \geq 4.5 \) m (i.e., 15 pixels), because the shape properties of the smaller floes are extremely sensitive to very small shifts of the floes’ boundaries and cannot be estimated reliably.

The histograms of \( e_f \), \( r_f \) and \( n_s \) for the three sectors A, B, C are shown in Figure 3. As can be expected from a visual inspection of Figure 2, the combinations of the shape characteristics of those three “populations” of floes are markedly different. The floes in sectors A and C have similar elongation, significantly higher than floes from sector B. At the same time, floes from sectors A and B have very similar rectangularity, significantly lower than floes from sector C. Close to 55% of floes from sector C are classified as tetragons and only 10% have \( n_s \geq 6 \), whereas this number is as high as 45% for floes in sector B, indicating that many of them are approximately ellipsoidal. In sector A, the great majority (88%) of floes have between four and six sides.

3.2 Floe Size Distributions

Let \( l \) denote any linear measure of floe size (\( w_f \), \( l_f \), etc.) and \( p_l(l) \) the number-weighted floe size distribution. Following Herman et al. (2018), the general form of \( p_l \) considered in this study is a weighted sum of two functions: a tapered power law \( p_{pl}(l) \) and a normal distribution \( p_{G}(l) \), the relative contribution of each component dependent on the value of \( \epsilon \in [0,1] \):

\[
p_l(l) = \epsilon p_{pl}(l) + (1-\epsilon) p_{G}(l).
\]
The power law component \( p_{PL}(l) \) has the form:

\[
p_{PL}(l) = \frac{1}{\beta^{1-\alpha}} \Gamma(1 - \alpha, \frac{l}{\beta}) \cdot e^{-l/\beta},
\]

where \( \alpha \) denotes the slope and the value of \( \beta \) decides on the onset of the exponential tail at large floe sizes. The Gaussian component \( p_G(l) \) is given by:

\[
p_G(l) = \frac{1}{\sqrt{2\pi\sigma^2}} \cdot \frac{1}{1 - \text{erf}\left(\frac{l - \mu}{\sqrt{2}\sigma}\right)} \cdot e^{-\left(\frac{l - \mu}{\sqrt{2}\sigma}\right)^2/2\sigma^2},
\]

where \( \mu \) and \( \sigma \) denote the mean and standard deviation, respectively. In Eqs 1–3, the coefficients \( \alpha, \beta, \mu, \sigma, \) and \( \varepsilon \) are adjustable parameters, \( \Gamma(u, x) = \int_x^\infty t^{u-1} e^{-t} dt \) is the upper incomplete gamma function, \( \text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt \) is the error function, and \( l_m \) denotes the lowest value of \( l \) for which the distributions are valid. The scaling factors in Eqs 2,3 ensure that \( \int_{l_m}^\infty p_{PL}(l) dl = 1 \) and \( \int_{l_m}^\infty p_G(l) dl = 1 \). The corresponding exceedance probabilities \( P_{PL}(l) \) and \( P_G(l) \) are:

\[
P_{PL}(l) = \frac{1 - \text{erf}\left(\frac{l - \mu}{\sqrt{2}\sigma}\right)}{1 - \text{erf}\left(\frac{l_m - \mu}{\sqrt{2}\sigma}\right)},
\]

and the total exceedance probability \( P(l) \) is given by \( P(l) = \varepsilon P_{PL}(l) + (1 - \varepsilon) P_G(l) \).

In this work, \( w_f \) is used as a representative measure of floe size. In the case of sectors A and B, Eqs 1–3 have been fitted to the data with five adjustable parameters \( \alpha, \beta, \mu, \sigma, \) and \( \varepsilon \). In the case of sector C, \( \varepsilon = 0 \) is assumed, i.e., only the Gaussian part is considered and \( P(l) = p_G(l) \). The details of the fitting procedure, in which predicted cumulative probabilities are linear-least-squares-fitted to the empirical ones, are described in Herman et al. (2018) and won’t be repeated here. Similarly, the
same method as in the previous study—Monte Carlo simulations—is used to obtain the error estimates of the fitted probability distributions.

The results for all three sectors are shown in Figures 4, 5 and in Table 2. Importantly, all fits are very robust, especially in the case of $\varepsilon$, $\mu$ and $\sigma$, i.e., the relative contribution of the two basic distributions and the properties of the Gaussian part $p_G$. The error estimates of those parameters are at the level of a few percent. In the case of $\alpha$ and $\beta$ the uncertainties are larger, especially in the case of sector B. This is understandable and can be expected considering that the smallest floes are less reliably identified in the original image, and that the parameters of $p_{PL}$ are very sensitive to the value of the minimal floe size considered. Nevertheless, the obtained values of $\alpha$ (1.48 for sector A, 1.14 for sector B) and $\beta$ (15.0 and 5.3, respectively) are reasonable and, in the case of $\alpha$, within the range reported in the literature.

Arguably, the size distributions of the larger floes are the particularly interesting aspect of the analyzed dataset. In all three sectors, those distributions are Gaussian, with the mean of $\sim$18, $\sim$13 and $\sim$51 m, respectively. Contrary to most laboratory tests analyzed in Herman et al. (2018), in the present case the Gaussian parts of the total distributions are very well developed and, especially in sector A, clearly separated from the power-law part. In all three sectors, the floes from the size range dominated by the Gaussian part of the FSD contribute over 90% to the total sea ice surface area.

Notably, very similar results are obtained if other size measures are used instead of $w_f$. For example, for $l_f$ in sector A we obtain $\varepsilon = 0.58$, $\alpha = 1.3$, $\beta = 4.67$, $\mu = 26.82$ and $\sigma = 10.51$. Also, if an ellipse is fitted to each floe and the minor and major axes of that ellipse are used instead of $w_f$ and $l_f$, the results remain very similar to those presented above.

4 DISCUSSION

4.1 Weather, Wave and Ice Conditions During the Period of Study

Based on a single image, it is very difficult to draw inferences about the factors that have produced the floes visible in that image. In most situations, the state of the sea ice at any given location and time instance is a product of a long history of thermodynamic and dynamic processes. However, the distinctive shapes and size distributions of the floes from sectors A, B and C of the image analyzed in this study suggest that those floes were formed from continuous, landfast ice by wave-induced breaking, not long before that image was taken. Although several unknowns remain, with the aid of additional data described in Section 2.2 we might attempt to reconstruct those breakup events.

Figure 6 shows a sequence of true-color MODIS images of the bay between the Mill and Bowman islands in the time period preceding February 16, 2019 (more images can be found in the Supplementary Figure S2). During the first week of February, the

![FIGURE 5 | As in Figure 4, but for the floe data from sector C. Bin width in (A) equals 10 m.](image_url)
position of the fast-ice edge in the bay was very stable, and the overall wind and wave conditions in the whole area were rather calm, with wind speeds below 10 m s\(^{-1}\) (Figure 7), open-ocean wave heights of \(\sim 2\) m (Figure 8) and more than 200 km of drifting ice protecting the bay from waves from the prevailingly W–NW directions (Figure 9). During the following days, between 7 and 10 February, very large, elongated fragments, some of them 20 or more kilometers long, detached from the fast ice. Those very large “mega-floes” formed in a series of fracture events, each associated with (at times very strong) offshore winds: E and SE on 7–8 February, SW on 9 February, and S on 10 February (Figures 6B,C, Supplementary Figure S2). This suggests tensile failure of the landfast ice, presumably along preexisting cracks and weaknesses, not visible in the satellite imagery. The net drift of the “mega-floes” during that period was in the westerly direction. On 10–11 February, they accumulated in the area west of 102°E, i.e., in the area where the high-resolution image was taken several days later. Notably, although some of those floes broke into smaller, but still kilometer-size parts, they didn’t undergo strong fragmentation until 10 February–their shapes can be easily recognized in subsequent MODIS images. Thus, in spite of the fact that the open ocean significant wave height exceeded 5 m twice during the period 8–10 February (Figure 8) and the extent of the drifting ice pack, especially in the WNW direction, decreased rapidly on 8 February (Figure 9), the wave conditions inside the bay must have remained relatively calm. The reason for that is, first, the dominant wave direction (from the west during the maximum wave heights in the night 9/10 February), and second, the relatively short peak period of those waves during the storm maximum (blue line in Figure 8B), for which the attenuation coefficient likely was much higher than for the low-frequency swell observed on other days (i.e., higher than the very low value assumed in Figure 9B).

**FIGURE 6** | Evolution of sea ice conditions in the area of study during the time period preceding February 16, 2019. The red rectangle in (F) marks the boundary of the sea ice image in Figure 2A. The arrows show 10-m AMPS wind vectors at 12:00 UTC on a given day. [Images: (A,C,E): MODIS Terra, (B,D,F): MODIS Aqua.]
The sea ice situation in the bay changed on 11–12 February. In MODIS images from 12 February (Figure 6D) most of the "mega-floes", especially those neighboring open water, are broken into smaller pieces, so that a high-ice-concentration zone of fragmented ice surrounding the larger floes develops, pushed toward the SW coast of the bay by very strong ( > 20 m s\(^{-1}\)) ESE wind (Figure 7). Outside of the bay, the wave heights exceeded 4 m in the night 11/12 February and, importantly, their direction varied between WNW and NW (with a very short episode of more northerly directions), as opposed to W–WNW during earlier storms. Evidently, that seemingly small change of direction was sufficient to cause progressive ice breaking in the south-eastern part of the bay. Characteristic narrow stripes of small floes, detaching from the edge of the landfast ice (lower-left part of Figure 6D), drifted with the wind in the westerly direction. One day later, on 13 February, most of the eastern parts of the bay were ice-free, as small floes that had originated in that area moved to the central part of the bay, 30–40 km to the west (Figure 6E). In the subsequent period of weak winds from varying directions, the position and shape of that "cloud" of small floes changed slightly, with the overall westerly drift. On 16 February, the boundary between that cloud and the cluster of large floes that had originated in that area moved to the SW coast of the bay by very strong ( > 20 m s\(^{-1}\)) ESE wind (Figure 7). The sea ice situation in the bay changed on 11–12 February. In MODIS images from 12 February (Figure 6D) most of the "mega-floes", especially those neighboring open water, are broken into smaller pieces, so that a high-ice-concentration zone of fragmented ice surrounding the larger floes develops, pushed toward the SW coast of the bay by very strong ( > 20 m s\(^{-1}\)) ESE wind (Figure 7). Outside of the bay, the wave heights exceeded 4 m in the night 11/12 February and, importantly, their direction varied between WNW and NW (with a very short episode of more northerly directions), as opposed to W–WNW during earlier storms. Evidently, that seemingly small change of direction was sufficient to cause progressive ice breaking in the south-eastern part of the bay. Characteristic narrow stripes of small floes, detaching from the edge of the landfast ice (lower-left part of Figure 6D), drifted with the wind in the westerly direction. One day later, on 13 February, most of the eastern parts of the bay were ice-free, as small floes that had originated in that area moved to the central part of the bay, 30–40 km to the west (Figure 6E). In the subsequent period of weak winds from varying directions, the position and shape of that "cloud" of small floes changed slightly, with the overall westerly drift. On 16 February, the boundary between that cloud and the cluster of large floes that had originated in that area moved to the SW coast of the bay by very strong ( > 20 m s\(^{-1}\)) ESE wind (Figure 7). In summary, the most plausible interpretation of that image is as follows: the floes in sector A originate from the landfast ice in the eastern part of the bay, broken by waves on February 12, 2019; the floes from sector C were broken off the edges of the very large floes (fragments of which are visible in the southern part of the image in Figure 2), probably around the same time as floes in sector A. However, whereas floes from sector A were most probably formed by waves entering the bay from outside (the local fetch in the SE part of the bay on 12 February was close to zero), locally generated waves might have led to breakup of ice in sector C, which at that time was already situated in the western part of the area: with fetch of a few tens of kilometers and wind speeds \(U_{10} > 20 \text{ m s}^{-1}\), the expected wave height and peak period are ∼4 m and ∼7 s, respectively, i.e., enough to break the ice of thickness 1–2 m (see next section). The origin of floes from sector B is harder to decipher, but presumably they were formed during the initial stages of the 11/12 February event—which would explain both their location shorewards from floes in sector A and their more rounded shapes indicating longer exposition to wave and wind forcing.

### 4.2 Observed Floe Sizes as a Result of Wave-Induced Breakup

A very important question related to the scenario proposed above is how the dominant sizes of ice floes in sectors A, B and C (18, 13 and 51 m, respectively) are related to the properties of the sea ice and to the wave forcing that has led to breakup. Unfortunately, there is no available information on sea ice material properties in the study area, and even if the breakup scenario sketched in the previous section is correct, there are no data on the local wave field inside of the bay. In the following, we first estimate the range of realistic values of the relevant variables—sea ice thickness \(h_i\) and elastic modulus \(E_i\), peak wave period \(T_p\), and floe size \(L\)—and then compute the size of ice floes resulting from ice breakup for a very large number of combinations of those variables in order to estimate the likelihood of observing the floe sizes seen in the analyzed image. The computation is based on MEEM simulations (Kohout et al., 2007; Kohout and Meylan, 2008), as described below. Alternatively, the coupled wave–ice model by Herman (2017) could be used for that purpose, but it is more expensive...
computationally, so that, after several tests comparing the two methods, MEEM was selected as an efficient alternative.

As mentioned in Section 2.2, the only available data related to the ice thickness are satellite freeboard measurements from January 20, 2019, from a location at that time covered by landfast ice (orange points in Figure 1). Considering that a uniform ice cover was present in the whole region throughout winter and spring until January, it seems reasonable to assume that the thickness of that ice was spatially uniform, determined primarily by thermodynamic growth, and thus that those measurements are representative for the ice in the whole bay. Moreover, as the temperatures in the analyzed period remained below zero (Figure 7B), it might be assumed that the thickness of the ice remained relatively stable between 20 January and mid-February. The median freeboard from the available data equals \( h_F = 0.234 \text{ m} \). Assuming water density \( \rho_w = 1024 \text{ kg m}^{-3} \) and first-year-ice density \( \rho_f = 915 \text{ kg m}^{-3} \), an upper limit on ice thickness \( h_{\text{max}} = 2.20 \text{ m} \) is obtained (for bare ice, i.e., snow thickness \( h_s = 0 \)). With snow density \( \rho_s = 300 \text{ kg m}^{-3} \), \( h_s \) varies between 1.53 and 0.87 m for \( h_i \), between 0.1 and 0.2 m, and this estimation seems realistic considering typical sea ice thickness and snow depth variability in that region of the Antarctic (Markus et al., 2011). In the case of the elastic modulus \( E_i \) of the ice, values between \( 5 \cdot 10^9 \) and \( 9 \cdot 10^9 \text{ Pa} \) are considered (Timco and Weeks, 2010).

Altogether, the scattering model was run for all 1,512 possible combinations of the following variables: wave period \( T_p = 4.0, 4.5, 5.0, \ldots, 14.0 \text{ s} \), ice thickness \( h_i = 0.75, 1.00, 1.25, \ldots, 2.00 \text{ m} \), elastic modulus \( E_i = 5 \cdot 10^9, 7 \cdot 10^9, 9 \cdot 10^9 \text{ Pa} \), relative floe length \( L/L_p \) = 3, 5, 10, 50 (the smaller values of \( L/L_p \) are included in order to take into account the possibility that some of the floes in the image may result from breaking of large, but finite-size floes; the case \( L/L_p = 50 \) represents the landfast ice). A small random value was added to each \( L/L_p \) ratio to avoid resonance problems. Regular waves were assumed, a simplification justified by the results of Herman (2017), who showed that irregular waves (Jonswap spectrum) produced essentially identical floe sizes as sine waves with period equal to the peak period of the spectrum. The same incident wave height of 1 m was used in all simulations (see further).

For each combination of parameters, the time series of sea ice vertical excursion \( \xi(x, t) \) was computed (\( x \) denotes distance from the ice edge, \( t \) denotes time) using modes \(-2, -1, 0, 1, \ldots, 100\)
obtained with MEEM (using the original mode numbering of Kohout et al., 2007). Based on $\xi(x, t)$, the maximum bending stress $\sigma_{\text{max}}$ was determined as $\sigma_{\text{max}} = 0.5h_{\text{f}}E_{\text{f}} \max_{\epsilon \in [0, T_p]} \left| \frac{\partial^2 \xi}{\partial x^2} \right|$ (see, e.g., Dumont et al., 2011; Voermans et al., 2020). The location of that maximum $x_0$ is treated as the potential breaking position. In the further analysis, only cases with $\sigma_{\text{max}} > \sigma_0$ were used, with the flexural strength of the ice $\sigma_0 = 0.4 \text{MPa}$, typical for first-year ice (e.g., Timco and Weeks, 2010; Voermans et al., 2020). Thus, the obtained dataset (1386 cases, i.e., 92% of the initial 1512) represents situations when incident waves of 1 m height were sufficient to break the ice. As the heights of waves entering the bay from the outside during the relevant time period likely exceeded 1 m (Figure 8A, 9B), and the locally generated waves during the strong wind event on 12 February were higher than 1 m as well, it is reasonable to assume that the dataset includes those situations that actually led to the ice breakup analyzed here. Notably also, varying the incident wave height in MEEM would modify the values $\sigma_{\text{max}}$, but not the locations $x_0$ of the maximum bending stress, as the model is linear. Varying the value of $\sigma_0$ within the limit typically observed in sea ice (between 0.1 and 0.7 MPa) does not in any way influence the conclusions formulated below.

The histograms of $x_0$, determined for the whole dataset, as well as separately for short- and long-period waves (below and above 8 s, respectively) are shown in Figure 10. Obviously, those histograms cannot be treated as probability distributions, as some of the considered combinations of wave/ice conditions are more probable than others. In spite of that limitation, however, the results do provide useful insight into the expected variability of floe sizes within the analyzed range of conditions. The very close correspondence between the observed dominating floe size in sector A (17.9 m) and the maximum of the $x_0$, histogram (16.3 m) is remarkable. Overall, the values of $x_0$ between 11 and 26 m constitute ~50% of all cases considered; in ~90% of cases the obtained floe size is smaller than 60 m. Thus, the floe sizes observed in this case study can be regarded as expected under the conditions considered. However, the very close similarity of the histograms representing short and long waves means that based on the resulting floe size alone it is not possible to determine whether the ice from which those floes were formed was broken by long, open ocean or short, locally generated waves. In both cases the expected floe sizes are very similar. Crucially, they are much lower than half-wavelength in the first case, but comparable with half-wavelength in the second case (the wave periods corresponding to deep-water half-wavelengths equal to the mean floe sizes in sectors A, B and C are 4, 4.1 and 8.1 s, respectively).

5 CONCLUDING REMARKS

The sea ice breakup event that produced floes analyzed in this case study provides a very good example of breaking resulting in narrow, Gaussian distributions of fragment sizes—as opposed to more widely analyzed situations when the fragment size distributions are heavy-tailed, often covering several orders of magnitude. Remarkably, the Gaussian parts of the FSDs analyzed here, based on real-world data, are better developed and represent larger fractions of the total sea ice surface area than was the case in the laboratory study by Herman et al.
(2018), where the distribution Eqs 1–3 was first proposed for describing FSDs in sea ice broken by waves. Further studies and more observational evidence are necessary to estimate the range of conditions in which the FSDs of the type considered here are likely to occur. Based on the available data, as well as results of theoretical and numerical studies on granular materials, it seems reasonable to assume that the Gaussian FSD combined with angular floe shapes can be treated as a signature of sea ice freshly broken by waves. Subsequent breaking and diminution of those polygonal floes due to their interactions under compressive and/or shear stress gradually produces the more commonly observed, rounded floe shapes and wide, upper-truncated FSDs with a large fraction of very small fragments. Sector B of the image analyzed here seems to represent an example of sea ice in that transitional phase, with still limited, but noticeable effects of “grinding” after the initial breakup.

As discussed in the previous section, the results of the scattering model suggest that, based on the resulting floe sizes, little can be inferred about the period and length of the waves that had led to breaking–similar floes can be produced by long open-ocean swell and local wind waves. As noted in the introduction, this finding is not surprising in view of the available qualitative evidence, theoretical arguments and modeling results (Squire, 1984; Squire et al., 1995; Langhorne et al., 1998; Montiel and Squire, 2017; Herman, 2017; Herman et al., 2018, and references there). In the case analyzed here, as we argue in Section 4.1, floes from sectors A, B and C, although presumably formed during the same storm event, might have been produced by different wave “systems”, originating outside or inside of the bay. Those difficulties in identifying relationships between the wave forcing and the resulting floe size clearly show the need for more comprehensive observational data, including details of meteorological and wave conditions, as well as sea ice properties.
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