A note on contributions concerning nonseparable spaces with respect to signal processing within Bayesian frameworks
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In this paper, we discuss the study of some signal processing problems within Bayesian frameworks and semigroups theory, in the case where the Banach space under consideration may be nonseparable. For applications, the suggested approach may be of interest in situations where approximation in the norm of the space is not possible. We describe the idea for the case of the abstract Cauchy problem for the evolution equation and provide more detailed example of the diffusion equation with the initial data in the nonseparable Morrey space.
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1 INTRODUCTION

Bayesian methods have proven to be the most rigorous probabilistic framework to identify target variables and evaluate the corresponding uncertainties using the available information. As known, the Bayesian interface is a probabilistic method of interference that allows to form probabilistic estimates of certain parameters from a given series of observations. We refer, for instance, to the survey paper\textsuperscript{1} for the Bayesian approach to signal processing problems in which the signal is a solution of a stochastic partial differential equation (SPDE).

In the survey,\textsuperscript{1} a focus there was to show that the idea to work with probability measures on a suitable function space is a key idea, which leads to the notion of a well-posed signal-processing problem. This approach helps to avoid dealing with the algorithms to which the use of known methods based on application of the standard Markov chain Monte Carlo (MCMC) method after a discretization leads. One of the disadvantages of such algorithms is that they perform poorly under refinement of the discretization.

The use of a proper mathematical formulation of the problems on domain space while working with probability measures on function spaces leads to efficient sampling techniques, defined on path-space as the domain space, and therefore robust under the introduction of discretization. A wide variety of signal processing problems is overviewed in Hairer et al.\textsuperscript{1} These problems lead to a posterior probability measure on a separable Banach space. The separability of a Banach space provides a possibility for approximation in the space. However, when looking at the problems tackled in Bayesian...
frameworks, it is also of interest to explore what potential “gains” and/or “losses” might be in the case where the space is not necessarily separable. Such kind of questions sometimes are discussed also at some online forums. In this note, we touch some questions concerning such issues.

As known, the theory of Markov stochastic processes is a natural source of some parabolic equations. When passing to a macro description of such processes with respect to the densities of transition probabilities, under special conditions there appear partial differential equations. It is worth mentioning that A.P. Kolmogorov yet in 1934 (see Kolmogoroff 2), proceeding from the problems of the theory of probability, defined and studied an “interesting” equation, which he called the equation of diffusion with inertia. The properties of solutions of such equations and the methods of their study, for natural reasons, are very closely related to the properties of solutions of the heat equation and diffusion equations. Parabolic equations of diffusion-type and their various generalizations are known to be widely studied and may be found in various books, in particular in the Hörmander books. 3

Study of such equations under special conditions and in various function spaces could make possible a more precise observing the results and the possibilities of their further applications.

The theory of parabolic equations has deep connections with functional analysis, especially with the theory of evolution equations with unbounded operators in Banach spaces and the theory of semigroups.

The theory of stochastic processes, especially the theory of Markov processes and stochastic differential equations, very closely interacts with the theory of parabolic equations.

In this paper, we suggest an approach for the study of properties of solutions to such equations in the case of nonseparable function spaces. In case of problems formulated as filtering problems in addition to smoothing problems, an approach based on study in the frameworks of weighted nonstandard function spaces could also be useful.

One of the main approaches to evolution equations relates to the theory of semigroups of operators. This approach is under discussion in our paper with respect to the Cauchy problem for an abstract evolution equation.

2 | SOLUTION OF CAUCHY PROBLEM VIA SEMIGROUPS

One of the approaches to the study of evolution equations is based on the use of semigroups of operators. This approach has a long history for about 80 years. Already in the paper 6 of 1954, the reader can find a comparison of different settings of the Cauchy problem for an abstract evolution equation, for which the operator semigroups approach is applicable. The presentation of this approach may be found in a big variety of books and surveys. We refer, for instance, to previous works 5-13 and Yosida 14 on semigroups of operators and their applications to partial differential equations.

Below, we provide necessary standard definitions concerning operator semigroups.

A family of continuous linear operators \( T_t, t > 0 \), in a Banach space \( E \) is called a semigroup of operators if

\[
T_t T_s = T_{t+s}, \quad t, s > 0 \quad \text{and} \quad T_0 = I.
\]

A semigroup of operators is called strongly continuous if

\[
T_t f \rightarrow T_s f \quad \text{in} \quad E \quad \text{as} \quad t \rightarrow s, \quad s > 0, \quad \text{for all} \quad f \in E.
\]

A semigroup \( T_t \) is said to be of class \( C_0 \) if

\[
\lim_{t \to 0} \| T_t f - f \|_E = 0.
\]

The operator

\[
A f = \lim_{t \to 0} \frac{1}{t} (T_t f - f),
\]

defined for \( f \in E \) whenever this limit exists, is called the infinitesimal operator of the semigroup \( T_t \).

If the operator \( A \) admits an extension to a closed operator \( \tilde{A} \), then the operator \( \tilde{A} \) is referred to as the generator of the semigroup \( T_t \).

More information on semigroups of operators may be found, for example, in previous books 6,15,16 and Yosida. 14

To describe the principal idea of the operator semigroup approach, we consider the standard Cauchy problem

\[
\begin{align*}
\begin{cases}
  u_t &= Au, \\
  u|_{t=0} &= u_0,
\end{cases}
\end{align*}
\]

(2.1)
where $u$ is the unknown function and $A$ is a linear operator. It may be a function $u(x, t)$, where $x \in \Omega \subseteq \mathbb{R}^n$, $t > 0$, and $A = \Delta = \frac{\partial^2}{\partial x_1^2} + \cdots + \frac{\partial^2}{\partial x_n^2}$ being the classical Laplace operator corresponding to the heat or diffusion processes.

More generally, it may be in abstract form, that is, $u$ is an element of a Banach space $E$, depending on parameter $t > 0$, with the derivative $u_t = \frac{du}{dt}$ interpreted in a proper sense and $A$ is a linear operator with the domain $D(A) \subseteq E$ (now we present a formal procedure, precise assumptions and formulations being considered later).

Formally solving the equation $\frac{du}{dt} = Au$ as an ordinary differential equation and taking the initial condition into account, we get
\[ u = e^{tA}u_0, \]
assuming that $e^{tA}$ is well defined. Formally again $\{e^{tA}\}_{t>0}$ is a semigroup. Thus, we say that the semigroup $T_t = e^{tA}$ solves the Cauchy problem (2.1).

Certainly, this formal procedure needs justification. Such a justification needs certain assumptions on the space $E$ and the operator $A$ and is well known in the literature. These assumptions usually include the notion of nonpositivity or resolvent set of the operator $A$ and the condition
\[ D(A) = E. \]  

(2.2)

For our goals in the sequel, we underline that in applications the condition (2.2) is in fact the assumption that the space $E$ is separable. In this paper, we discuss a possibility to adjust the above operator semigroup procedure for non-necessarily separable spaces.

Concretely for the abstract Cauchy problem (2.1), the semigroup approach under various assumptions is dispersed in the literature and goes back to the paper.\(^4\)

The proof of the following theorem was given in Phillips,\(^4\) Theorem 3.1; see also Richtmyer.\(^12\)

**Theorem 2.1.** Let $E$ be a Banach space. Consider a closed linear operator $A$ with the domain $D(A)$ dense in $E$ and nonempty resolvent set. Suppose that the Cauchy problem (2.1) is uniquely solvable for every $u_0 \in D(A)$. Then there exists a semigroup $T_t$ of the class $C_0$ which solves the Cauchy problem (2.1).

**Remark 2.2.** There are known sufficient conditions for the unique solvability of the Cauchy problem supposed in Theorem 2.1 given in terms of the generator of the semigroup $T_t$; see, for example, Phillips,\(^4\) Theorem 3.3

### 3 WHAT CAN BE SAVED IF THE BANACH SPACE IS NONSEPARABLE?

Note that the assumption that the domain of the operator is dense in the considered Banach space, roughly speaking, presupposes that the space is separable. In this section, we provide some arguments which allow us to include nonseparable spaces into the operator semigroup approach. We explain these arguments for the model case of the Cauchy problem (2.1). Let $X$ be a nonseparable space. Consider any Banach space $E$ presumably separable, such that $X \hookrightarrow E$ and the operator $A$ obeys Theorem 2.1 in the space $E$. By $D_X(A)$ and $D_E(A)$, we denote the domains of the operator $A$ in the spaces $X$ and $E$, respectively. Then clearly for $f \in D_X(A) \subseteq D_E(A)$ by Theorem 2.1, we have the solution $u(t) = T_tu_0 \in E$ for all $t > 0$.

However, our interest is to know that $u(t) \in X$, $t > 0$ and $u(t) \to u_0$ in $X$ as $t \to 0$. The requirement that $u(t) \in X$, $t > 0$, is easily covered by the assumption that the operators $T_t$ are bounded in $X$ for $t > 0$. However, we cannot assume that $T_t$ is of class $C_0$ in $X$, since the latter in general does not hold in nonseparable spaces. Anyway, we have a weaker convergence
\[ \|u(t) - u_0\|_E \to 0 \text{ as } t \to 0. \]

Thus, dealing with a smaller space $X \hookrightarrow E$, from the known solvability in the space $E$, we can gain the information that $u(t) \in X$, $t > 0$, but have to keep a weaker $E$-convergence of $u(t)$ to $u_0$. We summarize this in the form of the following theorem:

**Theorem 3.1.** Let the Banach space $E$ and the operator $A$ satisfy all the assumptions of Theorem 2.1, and let $T_t$ be the semi-group provided by that theorem. Let also $X$ be an arbitrary Banach space, non-necessarily separable, such that $X \hookrightarrow E$. Then $u(t) \in X$, $t > 0$ for all $u_0 \in D_X(A)$, if the operator $T_t$, $t > 0$ is bounded in $X$. The convergence $T_tu_0 \to u_0$ holds for $u_0 \in D_X(A)$, but in a weaker norm of the space $E$.

In the above scheme, $X$ could be an arbitrary space. There is known a variety of nonseparable function spaces. Apart of the well known space $L^\infty$ of essentially bounded functions in analysis and PDEs, there are also known such non-separable spaces as Hölder spaces, Morrey spaces, and recently developed grand Lebesgue spaces. Observe that grand...
Lebesgue spaces proved to be very important in some applications to PDEs; see for instance the papers D’Onofrio et al.\textsuperscript{17} and Sbordone.\textsuperscript{18}

In the example below, we take as $X$ the Morrey space $L^{p,\lambda}(\mathbb{R}^n)$. Note that Morrey spaces are very popular both in analysis and applications to PDEs; see for instance the books of Giaquinta\textsuperscript{19} and Sawano et al.\textsuperscript{20}

Let us consider the diffusion equation

$$
\begin{align*}
\frac{\partial u(x,t)}{\partial t} &= k(\Delta u)(x,t), \quad x \in \mathbb{R}^n \\
u(x,0) &= u_0(x), \quad x \in \mathbb{R}^n.
\end{align*}
$$

(3.1)

where $k > 0$. We take $E = L^q_{\beta}(\mathbb{R}^n)$, $1 < q < \infty$, $\beta \in \mathbb{R}$, where $L^q_{\beta}(\mathbb{R}^n)$ is the weighted Lebesgue space defined by the norm

$$
\|f\|_{L^q_{\beta}(\mathbb{R}^n)} = \left[ \int_{\mathbb{R}^n} \left( \frac{|f(x)|}{(1 + |x|)^{\beta}} \right)^q \, dx \right]^{\frac{1}{q}}.
$$

and choose $X = L^{p,\lambda}(\mathbb{R}^n)$, $0 < p < \infty$, $0 < \lambda < n$, where $L^{p,\lambda}(\mathbb{R}^n)$ is the Morrey space defined by the norm

$$
\|f\|_{L^{p,\lambda}(\mathbb{R}^n)} : = \sup_{x \in \mathbb{R}^n} \sup_{r > 0} \left( \frac{1}{r^{\lambda}} \int_{B(x,r)} |f(y)|^p \, dy \right)^{\frac{1}{p}}.
$$

It is a nonseparable space. For more details on Morrey spaces, we refer to the book of Pick et al.\textsuperscript{21} The subspace of functions $f \in L^{p,\lambda}(\mathbb{R}^n)$, such that

$$
\lim_{h \to 0} \|f(\cdot + h) - f(\cdot)\|_{L^{p,\lambda}(\mathbb{R}^n)} = 0
$$

is referred to as the Zorko space; see Zorko.\textsuperscript{22} The Zorko space is a proper subspace of the Morrey space, and it is known that this is the maximal subspace of the Morrey space where the heat semigroup is of the class $C_0$; see Kato.\textsuperscript{23} Lemma 3.1

The embedding $X \hookrightarrow E$ in this case holds under the conditions

$$
q < p \quad \text{and} \quad \beta > \frac{\lambda}{p} + n \left( \frac{1}{q} - \frac{1}{p} \right),
$$

(3.2)

as derived from Samko\textsuperscript{24} Corollary 3.14

As is well known, the solution of the problem (3.1) is given by the semigroup

$$
u(x, t) = T_t u_0(x), \quad T_t u_0(x) := \int_{\mathbb{R}^n} \mathcal{K}_t(x - y) u_0(y) \, dy,
$$

(3.3)

where

$$
\mathcal{K}_t(x) = \frac{1}{(4\pi kt)^{\frac{n}{2}}} e^{-\frac{|x|^2}{4kt}}.
$$

The fact that this semigroup is of class $C_0$ in the space $L^q_{\beta}(\mathbb{R}^n)$ is well known. In the lemma below, we justify that the same holds for the weighted Lebesgue space $L^q_{\beta}(\mathbb{R}^n)$.

**Lemma 3.2.** Let $q > 1$, and $\frac{1}{q} + \frac{1}{q'} = 1$. Then the semigroup (3.3) is of class $C_0$ in the space $L^q_{\beta}(\mathbb{R}^n)$ if $-\frac{n}{q} < \beta < \frac{n}{q}$.

**Proof.** The kernel $\mathcal{K}_t(x)$ of the convolution operator (3.3) has the form

$$
\mathcal{K}_t(x) = \frac{1}{(\sqrt{t})^n} \mathcal{K}_1(x) \left( \frac{x}{\sqrt{t}} \right).
$$
Convolution operators with such a dilation kernel are uniformly in \( t \) dominated by the maximal operator, provided that \( K_1(x) \) is radial, integrable on \( \mathbb{R}^n \) and as a radial function is increasing on \( \mathbb{R}_+ \); see Stein.\(^{25}\) Hence,

\[
|T_t u_0(x)| \leq c M u_0(x), \quad M f(x) = \sup_{r>0} \frac{1}{pr} \int_{|y-x|<r} |u_0(y)| dy. \tag{3.4}
\]

The maximal operator \( M \) is bounded in the weighted space \( L^p_\beta(\mathbb{R}^n) \) if \(-\beta \) lies in the “Muckenhoupt interval” \((-\frac{n}{q}, \frac{n}{p} \gamma)\); see Dyn’kin and Osilenker.\(^{26}\) Thus, the operators \( T_t, t \in \mathbb{R}_+ \), are even uniformly in \( t \) bounded in \( L^p_\beta(\mathbb{R}^n) \).

It remains to verify that

\[
\lim_{t \to 0} \|T_t u_0 - u_0\|_{L^p_\beta(\mathbb{R}^n)} = 0.
\]

This can be checked by the standard procedure via approximation of \( u_0 \in L^p_\beta(\mathbb{R}^n) \) by \( C_0^\infty \)-functions in \( L^p_\beta(\mathbb{R}^n) \) and using the uniform boundedness of \( T_t \). The proof is complete. \( \square \)

Finally, we present the following statement for the nonseparable Morrey space \( \mathcal{L}^{p,\lambda}(\mathbb{R}^n) \):

**Theorem 3.3.** Let \( u_0 \in \mathcal{L}^{p,\lambda}(\mathbb{R}^n), 1 < p < \infty, 0 < \lambda < n \). Then the unique solution \( u(x, t) \) of the problem (3.1) has the property \( u(\cdot, t) \in \mathcal{L}^{p,\lambda}(\mathbb{R}^n) \) uniformly in \( t \in \mathbb{R}_+ \). The convergence

\[
\|T_t u_0 - u_0\|_{\mathcal{L}^{p,\lambda}(\mathbb{R}^n)} \to 0 \quad \text{as} \quad t \to 0 \tag{3.5}
\]

holds if \( u_0 \) is in the Zorko subspace \( Z^{p,\lambda}(\mathbb{R}^n) \) of \( \mathcal{L}^{p,\lambda}(\mathbb{R}^n) \).

**Proof.** We embed the space \( \mathcal{L}^{p,\lambda}(\mathbb{R}^n) \) into the space \( L^q_\beta(\mathbb{R}^n) \) with some \( q \) and \( \beta \), which is possible under the conditions (3.2).

Choose also \( \beta < \frac{n}{q} \) and observe that the interval \( \left( \frac{\lambda}{p} + \frac{n}{q} - \frac{n}{p} \frac{\lambda}{\gamma} < 0 \right) \) is nonempty. Then in view of this embedding and Lemma 3.2 for the solution \( u(x, t) \), we have the representation (3.3). Then the uniformness

\[
\sup_{t>0} \|u(\cdot, t)\|_{\mathcal{L}^{p,\lambda}(\mathbb{R}^n)} = \sup_{t>0} \|T_t u_0\|_{\mathcal{L}^{p,\lambda}(\mathbb{R}^n)} \leq \infty
\]

of the inclusion \( u(t) \in \mathcal{L}^{p,\lambda}(\mathbb{R}^n) \) follows from the uniform point-wise domination of the semigroup \( T_t \) by the maximal operator and the boundedness of the maximal operator in Morrey spaces. The latter was proved in Chairenza and Frasca\(^{27}\); see also the proof for more general class of sublinear operators in Samko.\(^{28}\)

As for the convergence \( \|T_t u_0 - u_0\|_{\mathcal{L}^{p,\lambda}(\mathbb{R}^n)} \to 0 \) as \( t \to 0 \), it certainly does not hold for all \( u_0 \in \mathcal{L}^{p,\lambda}(\mathbb{R}^n) \); see counterexample in Kato.\(^{23}\) Example 3.4

The convergence (3.5) with \( u_0 \in Z^{p,\lambda}(\mathbb{R}^n) \) for the heat semigroup was proved in Kato.\(^{23}\) Lemma 3.1

Observe that in any case, we have such a convergence for all \( u_0 \in \mathcal{L}^{p,\lambda}(\mathbb{R}^n) \) in a weaker norm \( \|\cdot\|_{L^q_\beta(\mathbb{R}^n)} \), for \( \beta > \frac{n}{p} \) and arbitrarily close to \( \frac{n}{p} \), since \( q \) in (3.2) may be chosen arbitrarily close to \( p \). Convergence in \( L^q_\beta(\mathbb{R}^n) \)-norm becomes “less weak” when \( \beta \to \frac{n}{p} \). \( \square \)

**Remark 3.4.** Theorem 3.3 may be extended to the so called generalized Morrey spaces (see their definition, e.g., in Rafeiro et al.\(^{29}\)) via the use of embedding between generalized weighted Morrey and Lebesgue spaces obtained in Samko.\(^{24}\)

Since generalized Morrey spaces provide more flexible characterisation of how behave the averages

\[
\frac{1}{|B(x, \gamma)|} \int_{B(x, \gamma)} |u_0(y)|^p dy
\]

this may give more possibilities for realization of the approach of Theorem 3.1, in particular, the “gap” between the convergences in \( X \) and \( E \) may be made more narrow in comparison with Theorem 3.3.

Various operators of harmonic analysis, important for applications in PDEs were studied in such spaces. We refer, for instance, to Lukkassen et al.\(^{30}\) for Singular Integral operators and their applications and to Lundberg and Samko\(^{31}\) for anisotropic Hardy operators and their applications, and to the book of Sawano et al.\(^{20}\) for more operators and their applications.
4 | CONCLUSION

There are analyzed relations between some signal processing problems within Bayesian frameworks and semigroups theory, in the case where the Banach space under consideration may be nonseparable. For applications the suggested approach is of interest in situations where approximation in the norm of the space is not possible. Its realization in the general form is presented in the case of the abstract Cauchy problem for the evolution equation. An explicit application of this approach is given for the diffusion equation with the initial data in the nonseparable Morrey space. The approach may be also developed for other nonseparable spaces and other signal processing problems.
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