Synchronization is one of the paradigmatic phenomena in the study of complex systems. It has been explored theoretically and experimentally mostly to understand natural phenomena, but also in view of technological applications. Although several mechanisms and conditions for synchronous behavior in spatially extended systems and networks have been identified, the emergence of this phenomenon has been largely unexplored in quantum systems until very recently. Here we discuss synchronization in quantum networks of different harmonic oscillators relaxing towards a stationary state, being essential the form of dissipation. By local tuning of one of the oscillators, we establish the conditions for synchronous dynamics, in the whole network or in a motif. Beyond the classical regime we show that synchronization between (even unlinked) nodes witnesses the presence of quantum correlations and entanglement. Furthermore, synchronization and entanglement can be induced between two different oscillators if properly linked to a random network.
In the following we show that the distribution and form of losses through the network amounts to synchronous dynamics in spite of the nodes diversity, and robust quantum correlations. Furthermore, steady entanglement can be generated between unlinked nodes by properly coupling them to a network.

Results

Dissipation mechanisms and synchronization. We consider generic networks of $N$ nonresonant, coupled quantum harmonic oscillators, given by the Hamiltonian

$$H_S = \frac{1}{2} \left( p^T + q^T H p \right)$$

where $q = (q_1, \ldots, q_N)$ is the vector of canonical position operators and $p$ are momenta, satisfying $[q_i, p_j] = i$ (we take $\hbar = 1$ throughout the paper), and $H_{m,n} = \omega_n^2 \delta_{mn} + \lambda_m (1 - \delta_{mn})$ is the matrix containing the topological properties of the network (frequencies $\omega_m$ and couplings $\lambda_m$). The eigenmodes of the system $Q$ result from diagonalization of this Hamiltonian through the transformation matrix $F$.

Any realistic model needs to include also environment effects and, depending on system and bath correlations lengths, different forms of dissipation can be envisaged for an extended network (see Methods). All units can dissipate into separate identical baths (SB), Fig. 1A, as cavity optical modes. Otherwise, if the coherence length of the environment is larger than the size of the system (here given by the spatial extension occupied by the oscillators network in Eq. (1)), all the nodes feel a ‘similar’ dissipation. This common bath (CB), Fig. 1B, is known to create decoherence-free subspaces and asymptotic entanglement. A third, limiting, case (LB) in which a specific oscillator $d$ dissipates much faster than any other node (Fig. 1B) is also considered (local bath).

One of the key insights of our work comes from noting the coupling of real oscillators to the bath (taken here to be equal, $\sqrt{\gamma}$ differs from those of eigenmodes. The latter are found to be $\sqrt{\gamma} k_m$ (with $k_m = \sum_n F_{mn}$, $k_{SB} = 1$ and $k_{LB} = F_{dm}$) meaning that, except the SB situation, the eigenmodes have different decay rates. Then for CB and LB only the least dissipative eigenmode will survive to thermalization, thus governing the motion of all oscillators overlapping with it. It is then useful identifying the less dissipating normal mode with smallest effective coupling, $\kappa_a$, and also the following one, $\kappa_{a+1}$, such that $|\kappa_a| \leq |\kappa_{a+1}|$. Further, in the case of an Ohmic bath with cutoff-frequency larger than the frequencies of the system, the normal-mode damping rates simplify to the form $\Gamma_i = \gamma k_i^2$.

Conditions for synchronization in a network. Knowledge of the normal modes of a complex network and of their dissipation rates (or effective couplings) allows to fully characterize a large variety of phenomena. Indeed this is a simple but powerful approach, even if diagonalization of the problem needs to be performed numerically except in a few (highly symmetric) configurations. By the diagonalization matrix $F$ and system-bath interaction Hamiltonian we obtain the conditions to have a dominating mode during a transient. This mode dissipating most slowly, $|\kappa_a| < |\kappa_j| \forall j \neq a$, is found either for CB or LB. Even more important, it is possible to identify normal modes completely protected against dissipation, so that some network’s nodes do not thermalize. Indeed, a normal mode $\sigma$ is protected against decoherence if $\kappa_\sigma = 0$. For a pair of oscillators interacting with a CB, this condition is accomplished only in the trivial case of identical frequencies but this is not the case when more than two nodes are considered. We find that asymptotic synchronized quantum states can then be observed even in random networks where all nodes have different natural frequencies.

Full characterization of the quantum state evolution of the network comes from moments of all orders of the oscillator operators $q_i$ and $p_i$. For SB, average positions (and momenta) are characterized by irregular oscillations before thermalization (Fig. 2A). On the other hand, for dissipation in CB and after a transient, regular phase locked oscillations can arise, as shown in Fig. 2B. Synchronization between detuned nodes can be found during a rather long and slow relaxation, like in the case of just one pair. Further, the oscillations can remain robust even asymptotically if the condition $\kappa_a = 0$ is satisfied.

Beyond the classical limit given by average positions and momenta, let us now consider the full quantum dynamics stemming from the evolution of higher moments (see SI). At the microscopic level, quantum fluctuations also oscillate in time (even for initial vacuum states for which first order moments vanish at any time). This collective periodic motion is associated to a slow energy decay.
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**Figure 1** | (A) Network of oscillators (represented by the network nodes) dissipating into separate baths (SB, represented by the gray circles surrounding the nodes). Links, representing couplings, have different strengths (lines thickness) and nodes have different natural frequencies (corresponding to different colors as given in the color bar). (B) Network of oscillators dissipating into a common bath (CB). (C) Network of oscillators with dissipation restricted to one node, local bath (LB).
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**Figure 2** | First order moments for initial conditions $\langle q_1 \rangle = \langle q_2 \rangle = 1.0$, $\langle q_3 \rangle = 0.0$, and vanishing momenta in the case of an open chain of three oscillators with $\omega_1 = 1.2 \, \omega_3$, $\omega_2 = 1.8 \, \omega_3$, non-vanishing couplings $\lambda_1 = \lambda_2 = 0.4 \, \omega_3^2$, temperature $T = 10 \, \omega_3$ (Boltzmann constant taken to be unity), $\gamma = 0.07 \, \omega_3$, bath cutoff $50 \, \omega_3$ for SB (A) and for CB (B). Time is scaled in units of the inverse of the reference frequency $\omega_3$. 
Collective synchronization by tuning one oscillator. Let us consider an Erdős-Rényi random and dissipative network of oscillators with different node frequencies, links and weights (Fig. 1) focusing on the relaxation dynamics of energy and quantum correlations. The node dynamics is mostly incoherent and even if initializing the network in a non-classical state, quantum correlations generally disappear due to decoherence. Independently on the form of the network, for dissipation in SB, all nodes thermalize on a time scale $\gamma^{-1}$ (see Methods). As anticipated before, this is not the case in the presence of a dissipation acting not-uniformly within the network.

Common dissipation bath. In presence of CB, an arbitrary network of $N$ nodes can reach a synchronized state before thermalization if there is a weakest effective coupling $k_{s}$. As a matter of fact just by tuning one of the node frequencies, $\omega_{s}$, even maintaining fixed the rest of the network frequencies $\{\omega_{p}\}$ and its topology $\{\lambda_{ij}\}$ couplings it is possible to decrease the weakest coupling $k_{s}$. This means that an extra oscillator of properly selected frequency $\omega_{s}$ (like a synchronized oscillator) can be added to a random network, even if weakly coupled, and it will lead to a collective synchronization of the whole system at some frequency $\Omega_{s}$, generally different from $\omega_{s}$. Fig. 3 displays the average global synchronization and quantum correlations established in the network. Synchronization arises after a transient across the whole network by tuning one of the frequencies $\omega_{s}$ to a particular value $\omega_{s}$, while it is not present when moving a few percent away from this value. Equivalently one could have tuned one of the couplings $\lambda_{ij}$. In the following we consider separately the case in which $k_{s}$ is significantly smaller than the other effective couplings and the case in which it vanishes.

Conditions for global synchronization follow from small ratio between the damping rates of the two slowest normal modes $R = k_{s}/k_{q} \ll 1$. Interestingly, this is a necessary but not sufficient condition for collective synchronization. This is due to the fact that the presence of a slowly dissipating normal mode into the system needs to be accompanied by a significant overlap between this mode $(Q_{s})$, or virtual oscillator, and all the real ones $(q_{1}, \ldots, q_{N})$. An analytical estimation of the synchronization time is found taking into account both the importance (overlap with individual oscillator) and decay of few normal modes in the system. The time for oscillator $j$ to start oscillating at the less damped frequency $\Omega_{j}$ reads:

$$t^{(j)} = \max_{k \neq \sigma} \log \frac{F_{j,k} - \log F_{j,\sigma}}{\Gamma_{k} - \Gamma_{\sigma}},$$

maximizing over all modes $k$ different from the slowest one $\sigma$ (see SI). Collective synchronization time corresponds to $t_{sync} = \max_{j} t^{(j)}$, i.e. when even the last oscillator joins the synchronous dynamics dominated by the less damped mode. Then phase-locking in the evolution of all oscillators, namely in their entire momentary orders, can arise before thermalization, when there is significant separation between largest time decays $\Gamma_{j,\sigma}$, and overlap between slowest normal modes and each system node. Global network synchronization (see Methods) obtained from the full dynamical evolution and the estimated synchronization time $t_{sync}$ are in good agreement, as seen in Fig. 3A. For the same network, the ratio $R$, the collective synchronization $S$ and mean discord $\langle \delta \rangle$ at long times can be seen in Fig. S1 (see SI).

We now look at the quantumness of the state in presence of collective synchronization. Generally decoherence is independent on the specific features such as the oscillation frequency in a system. Still, synchronization is a consequence of a reduced dissipation in some system mode and indeed witnesses the robustness of quantum correlations, as evident form the average discord $\langle \delta \rangle$ in the network represented in Fig. 3B. After a transient dynamics in which the couplings in the network create quantum correlations, even when starting from separable states, discord does actually decay to small values for $\omega_{s}$ different from $\omega_{s}$ (non-synchronized network) while it maintains large values for the case of a properly tuned node $(\omega_{s} \sim \omega_{s})$.

The case $\omega_{s} = \omega_{s}$, leading to $k_{s} = 0$, needs special attention. After a transient all the nodes will oscillate at a locked common frequency, the one of the undamped normal mode $\Omega_{s}$, which we call a frozen mode. As before (Eq.(2)), the possibility to synchronize the whole network also requires a second condition, namely that the undamped mode involves all the network nodes. (The case in which the latter condition applies only to some nodes is discussed below.) When both the conditions

$$k_{s} = \sum_{k=1}^{N} F_{ks} = 0, \quad F_{ks} \neq 0 \; \forall k$$

are met, there is a frozen normal mode linking all oscillators. This leads to collective synchronization in the whole network and allows for mutual information and quantum correlations remaining strong even asymptotically, being orders of magnitude larger than for the fully thermalized state, when synchronization is not present (Fig. 3). The undamped mode gives actually rise to a decoherence-free dynamics for the whole system of oscillators where quantum correlations and mutual information survive.

The phenomena above are found for nodes dissipating at equal rates into a CB, while in the presence of $N$ independent environments (SB) all oscillators thermalize incoherently, synchronization is not found, and decoherence times for all oscillators are of the same order. As a final observation we mention the special case in which the center of mass of the system is one of the normal modes; then there will be a large decoherence-free subspace (corresponding to the other $N - 1$ modes) but no synchronization will appear for a CB.

Local dissipation bath. Common and separate baths correspond to two extreme situations in which all oscillators have equivalent interactions with the environment(s). We now consider the case of a local bath, as a limit case in which one oscillator is dissipating stronger, Fig. 1C. A frozen normal mode $\sigma$ must not overlap with the dissip-
ative oscillator (labeled by \(d\)) while involving all the other nodes (\(\mathcal{F}_{ia} \neq 0 \forall i \neq d\)). Then, synchronization of the whole network (except for the dissipative oscillator) arises. This occurs when

\[
\mathcal{F}_{ds} = 0, \text{ with } \mathcal{F}_{dj} \neq 0 \forall j \neq \sigma
\]

meaning that the undamped mode \(\sigma\) involves a cluster of oscillators not including the lossy one. We find synchronization and robust quantum effects across the network as for CB, with the difference that for LB the dissipating node is now excluded (further details are discussed in SI).

**Synchronization of linear motifs.** The possibility to synchronize a whole network, in presence of different dissipation mechanisms, just by tuning one local parameter opens-up the perspective of control that can be explored considering the dynamical variation of a control-node frequency. In particular we find similar qualitative results both for random networks and for disordered lattices consisting of regular networks with inhomogeneous frequencies and couplings, being the latter largely studied in ultracold atomic gases\(^{37}\). Local tuning to collective synchronization is not only a general feature of different kind of networks but can also be established in motifs within the network. As we show in the following, the system can be tuned to a partial synchronization, involving some nodes of a network independently of the rest of it. Indeed, even if the whole system is coupled to a CB, we can identify the conditions for having a synchronized cluster, like the 3-node linear motif in Fig. 4. Two non-directly linked nodes \(a\) and \(b\) of the motif are then asymptotically synchronized through another one, here \(c\), and this leads to a common oscillation dynamics along the whole motif \(a - c - b\). The condition for synchronization of a cluster, namely its dependence on a frozen normal mode, reads

\[
\lambda_{ac} + \frac{\lambda_{bc}}{\Omega_c^2 - \omega_a^2} - 1
\]

with \(\Omega_c\) frequency of the frozen mode (see details in SI). This case is an example of the general result stating that given any network, a part of it (in our case a linear motif, \(C_1\)) can be synchronized by tuning one of its components, for instance a frequency or coupling of the motif. A key point is that this is independent of the frequencies and links of the rest of the network, provided the motif is properly embedded in the network. The links between \(C_1\) and the rest of the network should satisfy

\[
\sum_{k=a,b} \mathcal{F}_{kj} \lambda_k = 0
\]

(similar to Eq. (6)), achieved by proper tuning of coupling strengths of the active links (\(j\)) with the rest of the network \(\lambda_{aj}, \lambda_{bj}\). In Fig. 5A and B we show the evolution of energy and entanglement of the oscillators \(a\) and \(b\) when linked to a random network. As we see in Fig. 5C there is not direct link between \(a\) and \(b\) (\(\lambda_{ab} = 0\)) and the whole system dissipates in a common environment. The case where the oscillators \(a\) and \(b\) are coupled to the network following the prescription (7) is compared to another case in which their links are not properly balanced (we slightly change the coupling strengths). Both energy and entanglement are shown to be sensitive to the structure of the reciprocal links and the possibility to actually bring the added nodes into an entangled state that will survive asymptotically is guaranteed by Eq. (7). The importance of this result is twofold: in terms of applications it shows that it is possible to dynamically generate entanglement between two non-linked nodes embedded in a random network by tuning their connections to it, and on the other hand it enlarges the scenario for asymptotic entanglement generation through the environment. It is known that large entanglement can be generated between far oscillators during a transient due to a

\[
\lambda_{ac} + \frac{\lambda_{bc}}{\Omega_c^2 - \omega_a^2} = 0, \forall f_j.
\]
sudden-switch\textsuperscript{16} or through parametric driving\textsuperscript{38}. On the other hand, a common environment leads to entanglement between a pair of spins\textsuperscript{39} or oscillators\textsuperscript{40}.

**Discussion**

Our results on synchronization in dissipative harmonic networks and its optimization give a flavor of all the possibilities that show up once the mechanism behind the phenomenon is understood. At difference from widely considered self-sustained non-linear oscillators, here we focus in a linear system showing how synchronization can emerge after a transient for dissipation processes introducing inhomogeneous decay rates among the systems normal modes. A synchronous oscillation is predicted, for the first time, either in a long transient during relaxation to the equilibrium state or in a stationary non-thermal state. We considered the most significant examples of correlation length of the bath larger than the system size (CB) and of a node of the network more strongly exposed to dissipation (LB), displaying synchronous dynamics. On the other hand, for independent environments (SB) on different nodes the resulting dynamics remains incoherent even when increasing the strength of the reciprocal couplings in the network.

The presence of synchronization in the whole or a part of the network witnesses the survival of quantum correlations and entanglement between the involved nodes. This connection between a coherent oscillation in the network and its non-classical state is a powerful result in the context of complex quantum systems, considering the abundance of this phenomenon. Indeed, the condition underlying synchronization provides a strategy to protect a system subspace from decoherence. Our discussion and methodological approach are general, but we show specific consequences of our analysis, such as global or partial synchronization in a network through local tuning in one node (synchronizer) as well as the possibility of connecting two nodes (not linked between them) to a network and synchronize and entangle them, even starting from separable states. Even if the reported results refer to random networks, our analysis applies to generic ones, also including homogeneous and disordered lattices and do not require all-to-all connectivity.

In some sense, tuning part of a network so that the rest of it reaches a synchronous, highly correlated state can be seen as a kind of reservoir engineering, where here the tuned part of the network would be a part of the reservoir. This is to be compared with recent proposals of dissipative engineering for quantum information, where special actions are performed to target a desired non-classical state\textsuperscript{41-43}. In the context of quantum communications and considering recent results on quantum Internet\textsuperscript{44,45}, our study can offer some insight in designing a network with coherent information transport properties. Furthermore implications of our approach can be explored in the context of efficient transport in biological systems\textsuperscript{46,47}.

An interesting methodological connection is also with transport through (classical) random networks\textsuperscript{48}. On the other hand, our analysis, when restricted to the classical limit, also gives some insight about vibrations in an engineering context, providing the conditions for undamped normal modes and their effect\textsuperscript{41,42}.

**Methods**

**Interaction with the environment.** The Hamiltonian of the system $H_S$ as defined in Eq. (1) is diagonalized in the basis of its eigenmodes $Q = \mathcal{F}^\dagger \psi$ yielding $\mathcal{F} = \mathcal{F}^\dagger H_S \mathcal{F}$. In a microscopic description with independent oscillators modeling the environment, the system-bath interaction Hamiltonian for SB takes the form

$$H_{SB}^{(0)} = -\sqrt{\gamma} \sum_{m} q_B \hat{H}_S^{(m)}$$

being $\gamma$ the system-bath coupling strength (explicitly shown for the ease of understanding), $\hat{X}_m^{(i)}$ the position operators for each environment oscillator $i$ (representing for instance a vibrational mode, or an optical one, etc…) of the bath $B^{(m)}$ in which the network unit $(m)$ is dissipating. As explained in the main text, this situation occurs when the coherence length of the environment is smaller than the spatial extension of the system. Thus each oscillator dissipates to its own heat bath. In the opposite case, a common bath is seen by all oscillators, resulting in an interaction Hamiltonian

$$H_{SB}^{(0)} = -\sqrt{\gamma} \sum_{m} \kappa_m Q_m B, \quad \kappa_m = \sum_{n} \mathcal{F}_{nm}$$

and actually involving only the average position (here the center of mass) of the network, Fig. 1B. Notice that in the eigenmodes basis

$$H_{SB}^{(0)} = -\sqrt{\gamma} \sum_{m} \kappa_m Q_m B, \quad \kappa_m = \sum_{n} \mathcal{F}_{nm}$$

The effective coupling $\kappa_m$ are different and determined by characteristics of the network such as topology, coupling strengths, and frequencies, as encoded in the diagonalization matrix $\mathcal{F}$. This is in stark contrast to the case of identical SB (8) where all normal modes have equal effective couplings to the baths (to see this, notice that we can transform the bath operators $\hat{X}_m^{(i)}$ to a new basis which exactly cancels the transformation $\mathcal{F}$; these new ‘oscillators’ can be shown to have the same statistical properties as the others, thus resulting in equivalent heat baths).

Finally, the case of a given node $d$ dissipating much faster than any other is modeled by

$$H_{SB}^{(d)} = -\sqrt{\gamma} q_d B$$

This local bath (LB) situation does also lead to non-uniform environment interaction in some of the normal modes with effective couplings $\kappa_n^{(d)}$

$$H_{SB}^{(d)} = -\sqrt{\gamma} \sum_{m} \kappa_n^{(d)} Q_m B, \quad \kappa_n^{(d)} = \mathcal{F}_{dn}$$

All the mentioned situations of separate, common and local bath can be described by different master equations\textsuperscript{49} for the evolution of the network state.

**Master equation.** A standard procedure allows to obtain from the total Hamiltonian of system, bath and reciprocal interaction the evolution of the reduced density matrix for the state of the system, in our case a network of different oscillators. After a (post-)trace rotating wave approximation, the master equations in the weak coupling limit for separate, common, and local baths are in the Lindblad form, guaranteeing a well-behaved system dynamics. These equations (given in SB) are obtained by generalization of the problem of a pair of coupled oscillators\textsuperscript{50}. For the purpose of our analysis it is interesting to consider the master equation in the normal-mode basis $\{Q_m, P_m\} = i\hbar \delta_{m0}$.

$$\frac{d \rho(t)}{dt} = -i [H_S, \rho(t)] - \frac{1}{\Gamma} \sum_{n} \mathcal{F}_{ns} [\{Q_n, P_s, \rho(t)\} + [P_s, \{Q_n, \rho(t)\}]] + \frac{1}{\Gamma} \sum_{m} \mathcal{F}_{nm} [\{Q_m, \rho(t)\} - \{P_m, \rho(t)\}]$$
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where $\Omega$, are the normal-mode frequencies of $H_z$ and the damping and diffusion coefficients for an Ohmic bath with spectral density $f(\omega) = (2\gamma/\omega)\text{Re}(\text{Im}(-\omega - a))$, are, at temperature $T$ far away from the frequency cutoff $A = \frac{\gamma^2}{\Delta^2}$ and $D_n = \gamma_c^2 \Omega \text{coth} \left( \frac{\Omega}{2T} \right)$, being $\gamma_c$ the effective couplings (see Eqs. (10) and (12)). Boltzmann constant is taken to be unity. With the appropriate definition of the couplings this expression is valid both for common and local bath while for CB we have: $\Gamma = \gamma$ and $D_n = \Omega \text{coth} \left( \frac{\Omega}{2T} \right)$, i.e. we obtain the same damping coefficient for all normal modes. The main differences in the models of dissipation here proposed reside in these expressions for the master-equation coefficients that will produce different friction terms in the equations of motion determining collective or individual behaviors (See SI). We stress that the choice of this master-equation representation is not critical for our main conclusions, as also shown in [20].

Synchronization factor. Synchronization between two time series $f(t)$ and $g(t)$ can be characterized by a commonly used indicator, namely $C_{ij}(\Delta t) = \frac{1}{\Delta t} \int \delta f(t) \delta g(t+\Delta t) dt$, where the bar stands for a time average $\bar{T} = \int T_1^{T_2} \delta f(t) \delta g(t+\Delta t) dt$ with time window $\Delta t$ and $\delta f(t) = f(t) - f$. For “similar” and in phase (anti-phase) evolutions $C \sim 1 (-1)$, while it tends to vanish otherwise. As a figure of merit for global synchronization in the whole network we look at the product (neglecting the sign) of the indicator for all pairs of oscillators in the system. When the time series correspond to positions second moments we have $S = \sum_{i<j} |C_{ij}(\Delta t)|$, this collective synchronization factor $S$ can reach unit value only in presence of synchronous dynamics between all the pairs of oscillators in the network.

Mutual information, discord and entanglement. The total amount of correlations present in a bipartite system can be measured by the mutual information $I = S_A + S_B - S_{AB}$ with $S_i$ the entropy of the reduced system $i = A, B$ and $S_{AB}$ the total entropy. It can be decomposed in a purely classical part $J_{AB} = \max(S_A - S_{AB}|p)$, with $S_{AB}^p_i = \sum_j p(i|j) \log_2 \frac{1}{p(i|j)}$, $p_{AB} = \text{Tr}_{AB}(\rho_{AB})$ and $\rho_{AB} = \rho_{AB}^P / p$ (where $i$ labels the possible outcomes of a general measurement with operators $E_{ij}^c$ acting on $B$ occurring with probability $p_j$ and resulting in a density matrix $\rho_{AB}^P$) and a quantum part which is just the difference $\Delta = J_{AB} - J_{AB}^{cl}$. The quantum discord $\Delta$ as a quantifier for entanglement we have used the logarithmic negativity $E_N = \max(0, -\ln v)$, with $v$ the smallest symplectic eigenvalue of the partially transposed density matrix $\rho_{AB}^{TS}$. We quantify correlations between pairs of (linked or unlinked) nodes by applying these definitions to different pairs of oscillators in the network. Average quantities $\langle \Delta \rangle$ for all the pairs in the network can be considered to assess globally the network.
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