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Abstract

In this paper, we present the participation of the EMBEDDIA team in the SemEval-2022 Task 8 (Multilingual News Article Similarity). We cover several techniques and propose different methods for finding the multilingual news article similarity by exploring the dataset in its entirety. We take advantage of the textual content of the articles, the provided metadata (e.g., titles, keywords, topics), the translated articles, the images (those that were available), and knowledge graph-based representations for entities and relations present in the articles. We, then, compute the semantic similarity between the different features and predict through regression the similarity scores. Our findings show that, while our proposed methods obtained promising results, exploiting the semantic textual similarity with sentence representations is unbeatable. Finally, in the official SemEval-2022 Task 8, we ranked fifth in the overall team ranking cross-lingual results, and second in the English-only results.

1 Introduction

Detecting news stories related to a single theme and combining them into news clusters has been an increasing interest in the creation of news aggregators that consolidate thousands of articles from different publishers and websites (Pranjić et al., 2020). Tracking similarity of news coverage between different outlets or regions has also been urgent and challenging. For example, whether previously with Ebola or recently with the COVID-19 pandemic, monitoring and containment of infectious disease outbreaks has remained a key component of public health strategy to contain the diseases. The ability to track disease outbreaks in an accurate manner is critical in the deployment of efficient intervention measures. As such reports may not only be in English, there is also a need for effective multilingual systems. Hence, recent research has been focused on the area of identifying similarities between documents, phrases, stories, etc.

Semantic textual similarity (STS) deals with determining how similar two groups of sentences are by measuring their semantic similarity. Over the years, several solutions were proposed to assess STS. The most general approach is pre-training on massive datasets before fine-tuning on subsequent downstream tasks (Jiang et al., 2020; Raffel et al., 2019; Lan et al., 2019; Yang et al., 2019; Liu et al., 2019; Sanh et al., 2019). Other works considered finding the similarity by classifying texts using BERT-based models (Devlin et al., 2019) with a pair of sentences packed together as input (Yang et al., 2019; Liu et al., 2019; Sanh et al., 2019; Wang et al., 2019).

The SemEval-2022 Task 8 (Multilingual News Article Similarity) (Chen et al., 2022) aimed at developing systems that identify multilingual news articles that provide similar information by rating them on a real-valued $[1 - 4]$ scale, from most to least similar.

In this paper, we cover several techniques and propose different methods for finding the multilingual news article similarity by exploring different aspects of the dataset. We consider that the textual content, the provided metadata (e.g. title, keywords, topics), representative images corresponding to the news articles, and knowledge graph-based representations for entities and relations present in the articles, would draw on a multiplicity of modes, all of which contribute to the meaning and the main story
of the news articles. Moreover, we also translate
the articles to a high-resource language (English)
in order to assess the ability of our models in an
English-only context. Therefore, we investigate the
multimodality of the data by experimenting with
sentence, image, and knowledge graph embeddings
in two scenarios: (1) by directly computing the se-
manic similarity between the different features and
(2) by learning through regression and predicting
the similarity scores.

2 Data

The training data has 4,964 article pairs from seven
languages (English, German, Spanish, Arabic, Pol-
ish, Turkish, and French) and gold standard simi-
arity scores for six dimensions (Geography, Enti-
ties, Time, Narrative, Style, Tone), plus the Overall
score. The final evaluation data has 4,902 pairs and
three “surprise” languages that were not present in
the training data (Chinese, Italian, and Russian)\(^1\).

| Type                  | Train | Eval |
|-----------------------|-------|------|
| Monolingual pairs     | 4,387 | 3,462|
| Cross-lingual pairs   | 577   | 1,440|
| Unseen language pairs | NA    | 2,000|
| Total                 | 4,964 | 4,902|
| Top image             | 6,755 | 7,569|

Table 1: Training and evaluation data statistics.

Moreover, the metadata includes the article titles,
several specific topics and keywords, and links to
representative images. The statistics of the training
and final evaluation data are in Table 1. Since some
of our methods use images, we also report in the
table a total number of images we were able to
download for the datasets. We use only images
from the URL specified as top_image in the JSON
files of the articles.

3 Experiments

Next, we detail all our approaches and perform a de-
tailed error analysis\(^2\). The evaluation is performed
in terms of Pearson correlation. Our results are pre-
sented in Table 2. Each type of approach is detailed
with the corresponding pre-trained models\(^3\). Also,
each type of model has an id corresponding to the
subsection number is detailed (1a, 2b, etc.).

3.1 Semantic Textual Similarity

A straightforward solution for finding the similar-
ity between two texts is approaching it with sen-
tence embeddings. Thus, we start our experimental
setup by encoding the articles with Sentence-BERT
(SBERT) (Reimers and Gurevych, 2019), a mod-
ified pre-trained BERT (Devlin et al., 2019) that
uses a siamese and triplet network structure to de-
rive semantically meaningful sentence embeddings
that can be compared using cosine similarity. We
explore this approach by encoding the articles with
SBERT and and using the cosine similarity of arti-
cles pairs as the predicted Overall score. For these
experiments, we used the default hyperparameters
provided by Reimers and Gurevych (2019).

Similarity based We first concatenate the title
and the textual content of each article, and due
to the multilingual characteristic of the data, we
encode the textual sequence with a pre-trained mul-
tilingual SBERT model and compute the Pearson
correlation between the cosine similarity of these
sentence embeddings and the gold labels, results
presented in Table 2 (1a). Then, we experiment
with machine translating all the non-English arti-
cles to English using Google Translate and use an
English SBERT model. The results are presented
in Table 2 (1b).

Regression based We fine-tune the SBERT
model on the multilingual pairs, results presented in
Table 2 (1c) and on the machine-translated articles,
results presented in Table 2 (1d). For fine-tuning,
we use only the Overall score as the target similar-
ity score. Since the similarity scores provided in
the training data are in the range [1-4] from most
to least similar, we normalize the Overall scores
(the scores provided by cosine similarity are in the
\([0, 1]\) range from least to most similar.

3.2 Image Similarity & Regression

We download the images from the top_image, and
as we can see in Table 1, out of 9,928 articles (4,964
pairs) in the train set, only 6,755 articles (68%) had
a viable image. Out of 9,804 articles in the evalua-
tion set, only 7,569 had a viable image (77%). For
both, only around 60% of the articles had an image
that could be used. Moreover, only around half of
the pairs in both sets have representative images
for both articles. Nonetheless, we attempt using

\(^{1}\)For both sets, we were able to download around 98% of
the articles.

\(^{2}\)Our code is available at https://github.com/
bkolesk1/semeval-2022-MNS

\(^{3}\)All models are available at https://huggingface.co/.
them in our approaches. We experiment with two recent pre-trained models, CLIP (Radford et al., 2021) and ViT (Dosovitskiy et al., 2020).

**Similarity based** We obtain the image embeddings with CLIP, compute the cosine similarity between the paired images, and report the Pearson correlation between the obtained similarities and the gold labels. The results are presented in Table 2 (2a). For the missing images, we assign the default cosine similarity of 0.5. We also experiment with an alternative strategy, which takes advantage of the fact that CLIP is a multimodal model and produces images and text embeddings in the same space, Cross-images. In this strategy, we compute all possible similarities between data points: image-to-image, text-to-text, and image-to-text. In the best case, when both images are available, this results in a total of four similarity values. In the worst case scenario, when no images are present, only the similarity between texts is used. If only one image is available, the strategy results in two similarities: text-to-image and text-to-text. The final score is obtained by averaging the similarities available. Surprisingly, this strategy works slightly worse than an approach based solely on images, as can be seen in Table 2 (2b).

**Regression based** This method is detailed in Section 3.4. The results are presented in Table 2 (2c and 2d).

### 3.3 Knowledge Graph Similarity & Regression

We use the Wikidata5m (Wang et al., 2021) knowledge graph (KG) to retrieve knowledge-based features as used by Koloski et al. (2022). Similarly, we exploit six different knowledge graph embeddings: transE (Bordes et al., 2013), rotatE (Sun et al., 2019), complEx (Trouillon et al., 2016), distmult (Yang et al., 2015), simplE (Kazemi and Poole, 2018), and quate (Zhang et al., 2019). We use GraphVite (Zhu et al., 2019), a system for training node embeddings, pre-trained on aforementioned embeddings of the Wikidata KG. For these experiments, we use the translated articles. We concatenate the title and text of the articles to search n-grams of sizes 1, 2, and 3, as potential concepts appearing in the KG. After extracting potential candidates, we extract the embeddings of the candidates from the KG. In addition, we generate latent semantic analysis (LSA), SBERT and stats representations as done by Koloski et al. (2021). The results are in Table 2 (3a and 3b).

**Similarity based** First, we generate all ten feature spaces. Next, we generate combinations of feature spaces (1,024 combinations in total), we concatenate and normalize them (KGm). Finally, we find thresholds to estimate the similarity scores, with respect to the Overall label. Our best results are presented in Table 2 (3a).
Regression based  We utilize all six of the aforementioned KG representations, LSA and Distil-BERT (Sanh et al., 2019) SBERT representations. Next, we use a singular value decomposition (SVD) to generate a new latent space of the devised features and we proceed to train a feed-forward neural network on the whole target space. Our best results are presented in Table 2 (3b).

3.4 Text & Image Regression Models

We also propose a classical approach that considers the task of finding the similarity between two articles by considering it as a regression task, and by predicting the similarity for the Overall score. This approach consists of a pre-trained and fine-tuned language model (BERT (Devlin et al., 2019) pre-trained on multilingual data). Because these models expect input data in a specific format, we need a special token, [SEP] or <sep>, to mark the end of a sentence or the separation between two sentences, and [CLS] or </s>, at the beginning of a text generally used for classification or regression tasks.

Regression based  After the pair of articles are tokenized and together encoded with [CLS] at the start and then separated by [SEP], they are passed through the encoder. Similarly, images are passed through a ViT encoder. For the missing images, we generate a fake white image. The BERT output token representations are afterward concatenated with the [CLS] representation and ViT output image representation followed by a linear layer for regression. The learning of the model is conducted end-to-end by optimizing an objective corresponding to Overall prediction. For these experiments, we utilized AdamW (Kingma and Ba, 2014) with a learning rate of $1 \times 10^{-5}$ for 2 epochs with mean squared error (MSE) loss. We also consider a maximum sentence length of 512 (the maximum possible accepted by BERT or RoBERTa). These results are presented in Table 2 (from 4a to 4d).

4 Error Analysis

Semantic Textual Similarity  We can substantially improve the English-only model (1d) for STS by fine-tuning not just with monolingual English pairs from the training data but by using all the machine-translated pairs. However, we observe some cases where our best performing fine-tuned model is misled by similar turns of phrase even if the article pair covers different events. We show extracts from an article pair in Table 3 that covers a fire and a traffic accident, respectively. The gold Overall score for this pair is 4.0 (very dissimilar) but our best-performing model scores it at 3.1 (somewhat dissimilar) due to the similar phrasing that opens the articles and the mention of the same named entities.

| Article1 | Article2 |
|----------|----------|
| 1492472369 (EN): At least one person has been confirmed dead, following Saturday’s fire that gutted the Mgbuka Obosi Spare Parts Market in Idemili North Local Government Area of Anambra . . . Mr Edwin Okadigbo, the Public Relations Officer of the Nigeria Security and Civil Defence Corps (NSCDC), Anambra command . . . | 1530831511 (EN): At least one person has been confirmed dead . . . in a road mishap that involved a commercial bus and a motorcycle in Mbosi junction, Ihiala Local Government Area of Anambra State on Tuesday . . . Spokesperson of the Nigeria Security and Civil Defence Corps, NSCDC in Anambra State, Edwin Okadigbo said preliminary . . . |

Table 3: Extracts from an article pair with a predicted Overall similarity score of 3.159 by SBERT translated model (1d) and a gold-standard score is 4.0. We highlight similar terms are in bold.

![Figure 1: Two pairs of similar English articles (gold score of 1.0 for both) correctly predicted by the image-based model (1.28 & 1.0), and incorrectly predicted by SBERT (1.83 & 1.63).](image1)

![Figure 2: A pair of marginally similar Russian articles (gold score of 2.0), which is an unseen language during training, correctly predicted by the image-based model (1.64), and incorrectly predicted by SBERT (2.94).](image2)

Image Similarity & Regression  We analyze the scores predicted by two textual-based methods, (1d) SBERT with the best scores when using only images (2a). Out of 4,902 pairs in the evaluation
Knowledge Graph Similarity & Regression

We analyze the representations of articles based on the number of concepts retrieved from the Wikidata5m. The most frequent concepts include entities such as government, coronavirus, epidemic, report, information, death, and economy, showing us that most of the articles report about the COVID-19 pandemic. The distribution of concepts per document is shown in Figure 4. Originally, the Wikidata5m KG is based only on English concepts. We notice a performance drop for the non-English articles, due to the translation to English, some original concepts are lost and replaced with another. For the training set, we retrieved an average of 55 concepts per article, while for the evaluation set we obtained 54 concepts per article. The lowest amount of retrieved concepts was one and the highest was 757.

Text & Image Regression

Figure 3 presents the Images (2a) similarity scores in comparison with Text+metadata (4b) and Text+metadata+images (4d) similarity scores. First, the results for Text+metadata (4a) seem to be rather similarly distributed to those provided by SBERT, with a slight difference in the monolingual pairs with a gold score of 1.5, while SBERT generally predicts a similarity of 2.5. When using image representations, not surprisingly, we notice that the results for Images (2a) generally stay around an average of 2.0. This shows that having only around half of the train and evaluation sets with images is not enough to help distinguish between news articles.

SemEval-2022 Task 8

In the official SemEval-2022 Task 8, we ranked fifth in the overall team ranking for multilingual and cross-lingual results, and second in the English-only results. Our best performing model for both is SBERT finetuned on the STS task.

5 Conclusions

In this paper, we covered several techniques for assessing the similarity between multilingual and monolingual news articles in the context of SemEval-2022 Task 8 Multilingual News Article Similarity. We notice that, even if using images and knowledge graph representations give promising results, approaching STS with sentence embeddings is still unbeatable. However, images, being a language-agnostic medium, could be helpful if they depict people or text boxes. Future work could include an adaptable inclusion of images (for handling missing images) and the usage of multilingual knowledge graph representations.
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