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ABSTRACT
In the design of action recognition models, the quality of videos is an important issue; however, the trade-off between the quality and performance is often ignored. In general, action recognition models are trained on high-quality videos, hence it is not known how the model performance degrades when tested on low-quality videos, and how much the quality of training videos affects the performance. The issue of video quality is important, however, it has not been studied so far. The goal of this study is to show the trade-off between the performance and the quality of training and test videos by quantitative performance evaluation of several action recognition models for transcoded videos in different qualities. First, we show how the video quality affects the performance of pre-trained models. We transcode the original validation videos of Kinetics400 by changing quality control parameters of JPEG (compression strength) and H.264/AVC (CRF). Then we use the transcoded videos to validate the pre-trained models. Second, we show how the models perform when trained on transcoded videos. We transcode the original training videos of Kinetics400 by changing the quality parameters of JPEG and H.264/AVC. Then we train the models on the transcoded training videos and validate them with the original and transcoded validation videos. Experimental results with JPEG transcoding show that there is no severe performance degradation (up to −1.5%) for compression strength smaller than 70 where no quality degradation is visually observed, and for larger than 80 the performance degrades linearly with respect to the quality index. Experiments with H.264/AVC transcoding show that there is no significant performance loss (up to −1%) with CRF30 while the total size of video files is reduced to 30%. In summary, the video quality doesn’t have a large impact on the performance of action recognition models unless the quality degradation is severe and visible. This enables us to transcode the training and validation videos and reduce the file sizes to one-third of the original videos.
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I. INTRODUCTION
In recent years, the technology to understand human action through video analysis by AI has been attracting attention [1]–[4]. For this purpose, it is necessary to recognize the actions of people in videos, such as walking or running, and such a task is called action recognition. With the advent of large datasets [5]–[13] and the development of deep learning technologies, tremendous action recognition methods have been proposed [14]–[18]. These technologies are now being used in a wide range of fields: detection of abnormal behaviors, skill assessment of workers, and support for sports training.

Action recognition requires understanding various situations, such as interactions between people and objects in a scene. However, there are many challenging problems in video action recognition, and also the video content is diverse that contains various problems. For example, the following factors make action recognition difficult: people size and
task models are affected by the quality of the input videos. Degradation and may affect the model performance. Transcoding is usually not performed since it causes quality or even over the cloud. However, such high compression files, the faster the files can be loaded via a local network. The speed factor is essential because the smaller the size of the video, the smaller the size of the disk space can be further reduced, and the region of interest (ROI) is cropped (Fig. 1(b)). In addition, if the camera transmits the video through a connection with limited bandwidth, the video quality will be considerably degraded (Fig. 1(c)). This situation also occurs in streaming, where the bit rate is dynamically adjusted according to communication conditions. In recent years, using pre-trained models has become common in many applications, but it is not clear how they perform on such low-quality videos.

First, when we consider actual applications of action recognition (Fig. 1(a)), the input videos might not be high-quality. The videos provided by action recognition datasets commonly used in research today are usually high-resolution and high-quality. However, the resolution of the image might be small if a camera captures the action scene from a distance and the region of interest (ROI) is cropped (Fig. 1(b)). In addition, if the camera transmits the video through a connection with limited bandwidth, the video quality will be considerably degraded (Fig. 1(c)). This situation also occurs in streaming, where the bit rate is dynamically adjusted according to communication conditions. In recent years, using pre-trained models has become common in many applications, but it is not clear how they perform on such low-quality videos.

Second, the size of the video datasets has been increasing in recent years, and the required disk space has also been increasing. When we train action recognition models, it is a common choice to store frames of each video as a sequence of numbered JPEG images in advance and load the JPEG images during training. Moreover, a common pre-processing for training is to resize the shorter side of the image in the range of 256 and 320 pixels while maintaining the aspect ratio and then randomly crop a patch of $224 \times 224$ pixels. Therefore, videos (or JPEG images) are usually resized to save space. If video or image files are further transcoded with a high compression factor, disk space can be further reduced, and the speed of loading video and image files becomes faster. The speed factor is essential because the smaller the size of files, the faster the files can be loaded via a local network or even over the cloud. However, such high compression transcoding is usually not performed since it causes quality degradation and may affect the model performance.

There is still an open question about how action recognition models are affected by the quality of the input videos. For image recognition (not action recognition), there are various studies on the effect of image quality, including object and face recognition at low resolution [19]–[22], investigations of the effect of recognition models on various image quality degradation such as blur, noise, contrast change, and JPEG compression [23], [24]. For action recognition, several methods for low-resolution videos have been proposed [25], [26]; however, the approaches modulate the quality degradation problem by image enhancement to ignore the effect of the video quality degradation.

Therefore, in this study, we quantitatively evaluate the trade-off between the video quality and the performance of action recognition models on Kinetics400 [5], an action dataset commonly used for evaluating model performance. We show two types of experimental studies; one is validating pre-trained models on degraded videos of the validation set, and the other is training models on degraded videos of the training set. We mainly focus on the quality degradation associated with transcoding by JPEG, a still image encoder, and H.264/AVC, a video encoder. More artifacts appear when these codecs transcode images and videos with a higher compression ratio.

- For JPEG transcoding, we store each input video frame as a sequence of numbered JPEG images (with a fixed frame rate at 30 fps). The quantization parameter is specified to change the compression ratio. To facilitate experiments of validating pre-trained models, we use data augmentation [27] to simulate the JPEG compression; that is, we read original video files and apply JPEG compression to each frame, varying the quality parameter in a wide range. We actually transcode video frames to JPEG files with a limited range of quality parameters in experiments for training models.

- For H.264/AVC transcoding, we re-encode input videos at a reduced bit rate. We use H.264/AVC codec for transcoding because datasets such as Kinetics400, which is commonly used for action recognition, are YouTube-based, and downloaded videos are usually encoded in H.264/AVC.

We explain the details of these two transcode settings in section III. In section IV, we evaluate the performance of well-known pre-trained models on validation videos transcoded by JPEG and H.264/AVC. Then in section V we show how transcoding affects the performance of models trained on transcoded training videos.

II. RELATED WORK

Recognition of low-resolution images. The resolution of the region to be recognized is substantially small in the following conditions: images taken under in-the-wild conditions and the images taken from a distance. A simple approach is to convert a low-resolution image to a high-resolution image using super-resolution and then apply existing recognition methods [22], [28]. Other methods have been proposed that use class-specific domain knowledge to cope with low-resolution [29] and simultaneously use high-quality images [30].
Analysis of image quality degradation. When the image quality is degraded, the recognition performance may be significantly degraded in applications using pre-trained CNN models. Some works quantitatively evaluated how well general CNN models perform against various transformations to images (noise, blurring, compression, etc.) [24], [31]–[33]. For quantitative evaluation, ImageNet-C/P [23], a dataset that applies various corruptions and perturbations to ImageNet [34], has also been proposed. Various methods have been proposed to deal with this problem, including deep degradation prior [35] and fine-tuning after learning reconstructed images from degraded ones [36].

Action recognition of low-resolution videos. Super-resolution for low-resolution videos is a solution to recognize low-resolution videos [25], [26]. In addition, there is a method dealing with the low-frame rate [37], which is slower than a typical frame rate of 30 fps. However, there are not many works on performance degradation for low-quality videos so far, except Video Enhancement Network [38]. The Video Enhancement Network converts compressed low-quality video frames to high-quality video frames, using a pixel-level loss between input and output frames and also perceptual and adversarial losses. Unlike this work, our study focuses on the experimental analysis of action recognition models not tailored for low-quality videos by showing the performance trade-off.

III. TRANSCODING METHODS

This section describes how videos are transcoded for experiments by JPEG and H.264/AVC. The concepts of the transcoding procedures are shown in Figure 2.

Algorithm 1 Procedure of JPEG transcoding

1) Extract a video clip $x_1 \in \mathbb{R}^{T_{in} \times 3 \times H_{in} \times W_{in}}$ from an input video file $f$ using a data loader. Here, $T_{in}$ is the number of frames in a clip, $s$ is the stride between frames, and $H_{in}$ and $W_{in}$ are the height and width of video frames. The frames are evenly sampled from $x_1$ with the stride of $s$, resulting in a clip $x_2 \in \mathbb{R}^{T_{in} \times 3 \times H_{in} \times W_{in}}$.

2) Generate JPEG compressed version $x_3$ for each frame $x_2$ at the specified compression strength $cs$.

3) Resize frame $x_3$ so that the short side of the resized clip $x_4$ becomes the specified size $ss$ while maintaining the aspect ratio. The size of $x_4$ is given as follows;

$$x_4 \in \begin{cases} \mathbb{R}^{T_{in} \times 3 \times ss \times ss} & H_{in} \leq W_{in} \\ \mathbb{R}^{T_{in} \times 3 \times ss} & H_{in} \geq W_{in} \end{cases}$$

In other words, $x_4$ is resized to $ss$ regardless of the original size of $x_3$.

4) Crop the $H \times W$ pixel area in the center of frame $x_4$. This results in a clip $x_5 \in \mathbb{R}^{T_{in} \times 3 \times H \times W}$. In our experiment, $H = W = 160$ or $H = W = 224$.

A. JPEG TRANSCODING

First, we describe how to simulate the JPEG transcoding of each input video frame. In order to conduct the experiments in this study efficiently, we read each frame of a video and apply JPEG compression instead of storing frames of the video file as a sequence of JPEG image files. For this purpose, we apply JPEG compression in imgaug [27] as data augmentation with the parameter of compression strength ranging from 0 to 100. The parameter is the inverse equivalent of the quality factor, with 100 for the highest compression.

Figure 3 shows the appearance of the compressed frames for the compression strength between 0 and 100. From 0 to 80, there are no visible artifacts; however, block noise can be clearly seen, and significant image quality degradation occurs for the compression strength larger than 80.

Algorithm 1 shows the procedure used to apply JPEG compression, resize, and crop video frames.

B. H.264/AVC TRANSCODING

Next, we describe how to transcode input video files using H.264/AVC codec. In this study, transcoding is performed by changing two quality parameters: the group of pictures (GOP) size and the constant rate factor (CRF). The experimental videos are transcoded by FFmpeg [39] with x264\footnote{https://www.videolan.org/developers/x264.html} which is a well-established H.264/AVC codec, and --preset medium\footnote{https://trac.ffmpeg.org/wiki/Encode/H.264} for other parameters.

The larger the GOP size, the longer the interval between intra-frames (I-frames). When the GOP size is 1, all frames
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FIGURE 3: Changes of image quality due to JPEG transcoding with different values of compression strength (the higher the number, the more compressed the frame).

FIGURE 4: Changes of image quality due to H.264/AVC transcoding with different GOP sizes and CRF values.

TABLE 1: Parameters for generating input video clips for each model.

| Model             | Width (W) | Height (H) | Temporal (T) | Spatial (S) |
|-------------------|-----------|------------|--------------|-------------|
| X3D-XS            | 181       | 160        | 4            | 12          |
| X3D-S             | 181       | 160        | 13           | 6           |
| X3D-M             | 256       | 224        | 16           | 5           |
| SlowFast R50      | 256       | 224        | 32           | 2           |
| SlowFast R100     | 256       | 224        | 32           | 2           |
| 3D ResNet R50     | 256       | 224        | 8            | 8           |
| TimeSformer       | 256       | 224        | 8            | 32          |
| Video Swin-B/T    | 256       | 224        | 32           | 2           |

are encoded as I-frames while the video file size becomes enormous. The CRF values control video quality, and the valid range of CRF is between 0 and 51 (integer), with 0 being uncompressed and 51 being the maximum compression, and the default is 23. Figure 4 shows the changes in the quality of a transcoded video’s frame by varying the GOP size and CRF. No significant visual changes are observed at any GOP sizes up to CRF 40, but a noticeable quality decrease is observed at CRF 50.

Algorithm 2 shows the steps used to resize and transcode video frames.

IV. EVALUATION OF PRE-TRAINED MODELS

In this section, we analyze the evaluations of the performance of common pre-trained models for action recognition with degraded videos of a validation set.

A. EXPERIMENTAL SETTINGS

Dataset. We used Kinetics400 [5], the most common action recognition dataset consisting of a training set of 22k videos, a validation set of 18k videos, and a test set of 35k videos, with 400 categories of human actions. Each video was collected from YouTube, and the action part was trimmed to 10 seconds in the video. In this study, we used 19880 videos in the validation set distributed for the Kinetics-700 Challenge 2021.

Models. We used the following recent state-of-the-art CNN models that are commonly used for comparison in the literature: X3D-M/S/XS [14], SlowFast (R50/R101) [15], and 3D ResNet (R50) [16], as well as recent models based on Vision Transformer (ViT) [40]; TimeSformer [17] and Video

3 https://github.com/cvdfoundation/kinetics-dataset
4 https://eval.ai/web/challenges/challenge-page/1054/overview
Swin Transformer (Video Swin-B) [18]. These models were pre-trained on the original videos of the training set of Kinetics400. Pre-trained models of X3D, SlowFast, and 3D ResNet were obtained from the PyTorchVideo [41] model zoo, and models of TimeSformer and Video Swin were obtained from the official repositories. Table 1 shows the parameters to create input video clips for each model. Note that the start frame of a clip is selected randomly in general, and models are evaluated by test time augmentation with multiple clips (this is called a multi-view test); however, in this experiment, the start frame was fixed to the beginning of the video to make evaluation reproducible with a single view.

Metrics. We report top-1 and top-5 for classification as these are common metrics for action recognition [14]–[18].

B. RESULTS OF JPEG TRANSCODING

Figure 5(a) shows the performance when the JPEG compression strength \( cs \) is increased by 10 from 0 to 100. We can see that the trend of performance deterioration is similar for all models. The performance does not change significantly up to \( cs = 70 \), but gradually decreases after 80, and at \( cs = 100 \), the recognition rate decreases to about half that of the original videos. Figure 5(b) shows the performance for \( cs \) from 80 to 100 with the fine interval, and the performance gradually decreases as \( cs \) approaches 100. As shown in Fig. 3, there is no significant visual change in images transcoded with \( cs = 80 \) and \( cs = 90 \). However, the model’s performance deteriorates from \( cs = 80 \), and the performance drops about 10% at \( cs = 90 \) compared to the original videos.

Next, we investigate the relationship between performance and the quality of transcoding results. Figure 6 shows the performance against mean absolute error (MAE), root mean square error (RMSE), peak signal noise ratio (PSNR), and structure similarity (SSIM). The results show a linear relationship between quality and performance; in other words, the performance of the models is proportional to the qual-
ity of the input video. For MAE, RMSE, and SSIM, the slope $a$ and intercept $b$ of the linear approximation of the top-1 performance of X3D-M are $(a, b) = (-338, 76.4), (-460, 77.6), (221, -152.0)$ respectively. We can say that the performance decreases by $338/256 = 1.32\%$ for each $1/256 \approx 0.004$ increase of MAE, and $1.80\%$ for RMSE (note that we divide by 256 since the range of pixel values in the input frame is $[0, 1]$ instead of $[0, 255]$). Also, it can be seen that the performance degrades by $2.21\%$ for every 0.01 decrease in SSIM.

ViT-based models performed better than CNN-based models, as expected. However, interestingly, Video Swin-B performs better than TimeSformer at the worst quality ($cs > 95$). This can also be seen in Fig. 6 that the slope of Video Swin-B is smaller than other models. This indicates that the performance of ViT-based models can deteriorate as much as that of CNN-based models unless the model architecture is carefully designed, as in Video Swin-B.

C. RESULTS OF H.264/AVC TRANSCODING

Figure 7 shows the performance of different models for transcoded videos by H.264/AVC of the validation set. For all models, there is almost no performance difference when CRF is less than 20. For larger CRF, we can see that the performance decreases more slowly with larger GOP sizes. The worst performance is observed in the case of the GOP size of 1, in which case the videos have I-frames only. For SlowFast-R101, there is a severe performance drop from CRF 40 to 50 with the GOP size of 2, compared to X3D-M and Slow-R50. In the case of the transformer-based models, the performance deterioration due to the difference in GOP sizes (larger than 2) is not significant compared to the CNN-based models.

Table 2 shows how performances are degraded compared to the performance with the original videos. When the GOP size is larger than 5, the performance drop is about 0.5% to 1.0% with CRF 30, but it becomes larger than 5% with CRF 40 for all models. In the case of CRF 50, the performance drops to 50% of the original performance for CNN models and 70% for ViT-based models.

The results of Fig. 7 show the average performance for all videos, and it is not clear whether the performance degrades in the same way for all action categories. Figure 8 shows the top-1 performance of X3D-M for each class with different CRF values (the GOP size was fixed to 12). Since the recognition rate varies largely for different categories, this figure shows the relative performance to the reference (set to 100) of the original video (at CRF $-10$). For each CRF, 400 circles corresponding to different categories are plotted. As can be seen from this figure, there is no significant performance degradation in all categories when CRF is less than 30. Some categories show a significant performance decrease with CRF 40 (interestingly, some categories show an increase in performance), and almost all categories show a large performance drop with CRF 50.

The total file size of the videos transcoded with H.264/AVC is shown in Table 3. In the case of the GOP size of 1 and CRF 0 (lossless), the file size (about 400 GB) becomes 13 times larger than the original videos (about 30 GB). We can see that CRF must be 30 or higher for the benefit of transcoding the videos in terms of file size reduction. In the case of CRF 30 with the GOP size of 12, the file size was reduced to about 40% of the original video, with a performance loss of about 0.5%. Transcoding with CRF smaller than 20 does not change the performance, but the file size is the same or larger than the original videos, which is not beneficial.
TABLE 2: Top-1 performance for videos transcoded by H.264/AVC. The values in parentheses represent the difference from the reference performance (shown on the side of model names) for the original videos. Shaded cells indicate the performance drops of more than 1.0%.

| CRF | 0    | 10   | 20   | 30   | 40   | 50   |
|-----|------|------|------|------|------|------|
| GOP |      |      |      |      |      |      |
| 1   | 64.99 (+0.57) | 65.00 (+0.61) | 64.66 (-0.11) | 63.27 (-3.22) | 59.89 (-18.03) | 49.09 (-22.41) |
| 2   | 64.99 | 65.06 | 64.93 | 63.68 | 55.35 | 26.35 |
| 5   | 64.99 (+0.07) | 65.14 (+0.10) | 64.91 (+0.01) | 63.24 (-1.24) | 59.57 (-5.07) | 38.57 |
| 10  | 65.39 (+0.07) | 65.28 (+0.33) | 65.08 (+0.05) | 63.92 (-0.92) | 57.53 (-7.37) | 29.95 |
| 12  | 64.99 (+0.07) | 65.07 (+0.12) | 64.79 (+0.06) | 63.53 (-0.53) | 57.55 (-7.55) | 29.94 |

(a) X3D-M (64.92%)  
(b) 3D ResNet R50 (62.74%)  
(c) SlowFast R101 (66.15%)  
(d) TimeSformer (71.35%)  
(e) Video Swin-B (73.62%)  

V. TRAINING OF ACTION RECOGNITION MODELS

In the previous section (Sec. IV), we have shown the results of evaluating the performance of videos in the validation set transcoded by JPEG or H.264/AVC, using models that have been pre-trained on the original videos. Here, we show the performance of the models trained on the transcoded videos in the training set.

We trained models with 240194 videos in the training set of the Kinetics-700 Challenge 2021 and evaluated models with the validation set, like the validation experiments for the original videos of 30.56 GB. For validation, the same procedure was used for creating validation clips as in Sec. IV-A.

FIGURE 8: Relative top-1 performance of each class with different CRF values. The performance of the original videos (shown at CRF = 10) is shown as the reference (100), and the relative performances for 400 classes are plotted as circles. The model was X3D-M and the GOP size was fixed to 12.

TABLE 3: Total file size (in GB) of transcoded 19880 validation videos of Kinetics400. Frames were resized to a maximum of 360 pixels on the short side. Shaded cells indicate that the file size has increased from the total file size of the original videos of 30.56 GB.

| GOP | 0    | 10   | 20   | 30   | 40   | 50   |
|-----|------|------|------|------|------|------|
| CRF |      |      |      |      |      |      |
| 1   | 417.91 | 441.22 | 59.42 | 23.02 | 10.30 | 6.33 |
| 2   | 327.40 | 377.67 | 58.12 | 23.97 | 10.26 | 5.81 |
| 5   | 269.13 | 88.31 | 35.67 | 15.08 | 7.20 | 4.56 |
| 10  | 249.66 | 74.47 | 28.80 | 12.08 | 6.13 | 4.14 |
| 12  | 247.20 | 72.05 | 27.59 | 11.54 | 5.93 | 4.06 |

The models used below were X3D-M [14], 3D ResNet R50 [16], SlowFast R101 [15], TimeSformer [17], and Video Swin Transformer (Video Swin-T) [18] 7, which have been pre-trained by Kinetics4008. Adam [42] was used for CNN-based models with $\beta_1 = 0.9$, $\beta_2 = 0.999$ and learning rate of $10^{-4}$, and SGD was used for Transformer-based models with the momentum of 0.9 and learning rate of $5 \cdot 10^{-4}$. For both cases, we used weight decay of $5 \cdot 10^{-5}$. Parameters shown in Table 1 were used to create input video clips for each model by randomly selecting the start frame of a clip for training. Frame sampling of the input video clip to the model was performed as in the steps in Sec. III-B, except resizing the short side to a randomly chosen size in the range of [256, 320] pixels while maintaining the aspect ratio, followed by randomly cropping a $224 \times 224$ pixel patch and flipping it horizontally at a ratio of 50%. The batch size was 8, and training epochs were 5.

For validation, the same procedure was used for creating validation clips as in Sec. IV-A.
TABLE 4: Total file size (in GB) of JPEG files transcoded from 240194 train videos and 19880 validation videos. Frames were resized to a maximum of 360 pixels on the short side.

| -q | -1 | 10 | 17 | 40 |
|----|----|----|----|----|
| N/A | 70 | 80 | 90 |
| train file size | 3504 | 937 | 726 | 526 |
| val file size | 293 | 77 | 60 | 43 |

TABLE 5: Top-1 performance of models trained and evaluated on videos of Kinetics400 degraded by JPEG transcoding.

| -q | -1 | 10 | 17 | 40 |
|----|----|----|----|----|
| N/A | 70 | 80 | 90 |
| X3D-M | 59.09 | 58.90 | 59.12 | 57.59 |
| 3D ResNet R50 | 52.40 | 50.89 | 49.90 | 49.15 |
| SlowFast R101 | 54.96 | 53.59 | 53.35 | 52.42 |
| TimeSformer | 76.60 | 76.05 | 75.55 | 74.20 |
| Video Swin-T | 68.43 | 67.45 | 66.93 | 65.33 |

### A. RESULTS OF JPEG TRANSCODING

In this experiment, we used sequences of numbered JPEG images transcoded from the original videos instead of applying data augmentation as in the evaluation experiments in the previous section. We specified the quality factor for transcoding by using FFmpeg [39] with a fixed frame rate of 30 fps. We have seen that the performance deteriorates at the compression strength \( cs \) of 80 in the previous section; therefore, we chose three values 70, 80, and 90. To align the value of \( cs \) and the quality scale \(-q\) of FFmpeg option, we used \(-q = 10, 17, 40\) based on a preliminary calibration (the value of \(-q\) ranges from \(-1\) to 65, and the smaller the value, the better the quality). Table 4 shows the total size of transcoded JPEG files with corresponding \( cs \) values. As a reference, sizes with the maximum JPEG quality (i.e., set \(-q = -1\) are also shown in the table, which is a usual way for dataset preparation.

Table 5 shows the performance for different \( cs \) settings. For X3D-M, the performance at \( cs = 70 \) is almost the same with that of the highest quality of JPEG transcoding, and the difference is only 0.1%. Performances decreased with increasing \( cs \), with a drop of 3% at \( cs = 90 \). This result aligned with that in the validation experiments with pre-trained models. For 3D ResNet and SlowFast, the performance deteriorates at \( cs = 70 \) by about 1.5%, which is slightly worse than X3D-M; however, the results do not deviate significantly from the results of the validation experiment.

### B. RESULTS OF H.264/AVC TRANSCODING

For experiments with training videos transcoded by H.264/AVC, the performance was evaluated in the same way as in the previous experiments for the pre-trained models. The 19880 videos in the validation set were transcoded to 127x770 with the corresponding transcoding setting of the training set. For example, validation videos transcoded with CRF 30 were used for evaluating models trained on training videos transcoded with CRF 30.

Based on the results of evaluation experiments in the previous section, we fixed the GOP size to 12 and used CRF 30 as the standard compression setting, and varied CRF to 20, 30, and 40, as the setting of CRF 30 has a reasonable trade-off; a relatively small performance degradation but significant reduction of the file sizes.

Table 6 shows the performance of models with different CRF settings. The performance degrades about 1% with CRF 30 compared to the original videos. However, the performance of CRF 40 was decreased by more than 3%, confirming the negative impact of overly transcoding on the recognition rate.

Table 7 shows the total file size of transcoded videos in the training set, and the transcoding with CRF 30 reduces the file size to about 40%. Therefore, it can be said that CRF 30 significantly reduces the file size while keeping the performance degradation to about 1%. This is consistent with the observation in the evaluation experiments of the pre-trained models.

### C. RESULTS ON HMDB51 WITH H.264/AVC

In addition to the experiments on Kinetics400, we used another dataset, HMDB51, to see if a similar trend is observed for training with H.264/AVC transcoding.

HMDB51 [13] consists of 3.6k training videos and 1.5k validation videos with 51 human action categories. Each video was collected from different sources such as movies, the web, and YouTube. The shortest video is less than 1 second, and the longest is about 35 seconds, while most videos are between 1 and 5 seconds long, with an average length of 3.15 seconds. The short side of frames was resized to 240 pixels. The first split was used in this experiment as it is common to be reported. Training and validation procedures were the same with experiments on Kinetics400 (Sec. V-B),
TABLE 9: Total file size (in MB) of train and validation videos of HMDB51 transcoded by H.264/AVC. The GOP length was fixed to 12.

| CRF   | original | 20 | 30 | 40 |
|-------|----------|----|----|----|
| train file size | 1153 | 852 | 265 | 101 |
| test file size   | 472 | 346 | 108 | 42 |

VI. DISCUSSIONS AND LIMITATIONS

Although we have done the experiments above with video files, similar results would be obtained for video streams transmitted over poor network connections, as mentioned in the introduction. Figure 7 shows how the performance degrades with reduced bit rates. The original video files have bit rates of about 1000 kb/s (the resolution is up to 360p), and the pre-trained models keep the performance with a slight degradation even for 10 times lower bit rates. This result may be the key to guaranteeing the performance when deploying models trained on high-quality video files against video streams that are transmitted from edge devices and processed on the cloud.

In terms of the file size, the results could suggest a good cost-performance trade-off. It might not be cheap to store a large video dataset on cloud storage when the training is performed on the cloud, but the size can be reduced in trade for some performance degradation. Using JPEG files may be a current common approach to training action recognition models in academic research, which are often performed on physical servers. In this case, the total size of the highest quality JPEG file is more than 3.5 TB, as shown in Table 4, which might just barely fit on a slow SATA3-SSD, but not on a faster NVMe-SSD (the current mainstream size is smaller than 2 TB). Our results indicate how much performance degrades when the dataset is transcoded to fit in specified storage size.

However, to find the trade-off, the computation cost is high for evaluating different settings of transcoding. In experiments, we used 30 different values of compression strength for JPEG transcoding and 30 more different settings of GOP and CRF for H.264/AVC transcoding. Also, parameters and encoders of transcoding are diverse, and all of them were not covered. The results were therefore limited to the current experimental setting.

VII. CONCLUSIONS

In this paper, we have analyzed quantitative evaluations of the relationship between video quality and the performance of action recognition models through experiments using Kinetics400. The experiments with JPEG transcoding showed no severe performance degradation when compression strength $cs$ is below 70, which is the range where no quality degradation is visually observed, and the performance degraded linearly with respect to the quality index when $cs$ is above 80. The experiments with H.264/AVC transcoding showed that there was no significant performance loss (up to $−1\%$) even with CRF 30, which can reduce the file sizes by about 30%. The same results were observed for the evaluation with the pre-trained model and with the models trained on transcoded videos.

Future work includes investigating whether similar trends can be observed using other large datasets of trimmed videos such as SSv2 [11], HVU [9] and Moments in Time [10], as well as untrimmed video datasets [8], as well as the use of their recent encoders, such as H.265/HEVC.
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