MODULATED ENERGY ESTIMATES FOR SINGULAR KERNELS AND THEIR APPLICATIONS TO ASYMPTOTIC ANALYSES FOR KINETIC EQUATIONS
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ABSTRACT. In this paper, we provide modulated interaction energy estimates for the kernel $K(x) = |x|^{-\alpha}$ with $\alpha \in (0, d)$, and its applications to quantified asymptotic analyses for kinetic equations. The proof relies on a dimension extension argument for an elliptic operator and its commutator estimates. For the applications, we first discuss the quantified small inertia limit of kinetic equation with singular nonlocal interactions. The aggregation equations with singular interaction kernels are rigorously derived. We also study the rigorous quantified hydrodynamic limit of the kinetic equation to derive the isothermal Euler or pressureless Euler system with the nonlocal singular interactions forces.

1. INTRODUCTION

This paper is devoted to estimates of modulated interaction energy with singular kernels and its applications to asymptotic analyses for kinetic equations. To be precise, we are interested in the singular kernel $K$ for some density function $\rho$. In this setting, $K$ is known as Riesz potential. The singular kernel $K$ forces in charge of the repulsion or attraction between interacting particles. The interaction energy through the singular kernel $K$ is typically given by

$$
I^d_{\rho} := \frac{1}{2} \int_{\mathbb{R}^d} \rho(K \ast \rho) \, dx
$$

for some density function $\rho$, and thus its modulated interaction energy is naturally defined as

$$
\int_{\mathbb{R}^d} I^d_{\rho}(\rho) \, dx := \int_{\mathbb{R}^d} \left( I^d_{\rho}(\rho) - I^d_{\rho}(\bar{\rho}) - (D_\rho I^d_{\rho})(\rho - \bar{\rho}) \right) \, dx = \frac{1}{2} \int_{\mathbb{R}^d} (\rho - \bar{\rho}) K \ast (\rho - \bar{\rho}) \, dx.
$$

The main purpose of this work is to estimate the above modulated interaction energy associated with the continuity equation.

**Theorem 1.1.** Let $T > 0$ and $K$ be given by (1.1). Suppose that the pairs $(\bar{\rho}, \bar{u})$ and $(\rho, u)$ satisfy the followings:

(i) $(\bar{\rho}, \bar{u})$ and $(\rho, u)$ satisfy the continuity equations in the sense of distribution:

$$
\partial_t \bar{\rho} + \nabla \cdot (\bar{\rho} \bar{u}) = 0 \quad \text{and} \quad \partial_t \rho + \nabla \cdot (\rho u) = 0,
$$

(ii) $(\bar{\rho}, \bar{u})$ and $(\rho, u)$ satisfy the energy inequality:

$$
\sup_{0 \leq t \leq T} \left( \int_{\mathbb{R}^d} |\bar{u}|^2 \, dx + \int_{\mathbb{R}^d} \bar{\rho} K \ast \bar{\rho} \, dx \right) < \infty, \quad \sup_{0 \leq t \leq T} \left( \int_{\mathbb{R}^d} |u|^2 \, dx + \int_{\mathbb{R}^d} \rho K \ast \rho \, dx \right) < \infty,
$$

(iii) $\bar{\rho}, \rho \in \mathcal{C}(0, T; L^1(\mathbb{R}^d))$, $\nabla u \in L^\infty(\mathbb{R}^d \times (0, T))$ and if $\alpha < d - 2$, $\nabla^{(d-\alpha)/2} u \in L^\infty(0, T; L^\infty(\mathbb{R}^d))$ if $\alpha \in (0, d - 2) \setminus (d - 2\mathbb{N})$, $\nabla u \in L^\infty(0, T; L^{\frac{d}{d-2}}(\mathbb{R}^d))$ if $\alpha \equiv d \mod 2$, and $\nabla^\alpha u \in L^\infty(0, T; L^\infty(\mathbb{R}^d))$ if $\alpha \in (d - 2\mathbb{N})$.

where $d - 2\mathbb{N} := \{d - 2n : n \in \mathbb{N}\}$ and $\lfloor \cdot \rfloor$ denotes the floor function.
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Then we have
\[
\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^d} (\rho - \bar{\rho}) K * (\rho - \bar{\rho}) \, dx \leq \int_{\mathbb{R}^d} \bar{\rho}(u - \bar{u}) \cdot \nabla K * (\rho - \bar{\rho}) \, dx + C \int_{\mathbb{R}^d} (\rho - \bar{\rho}) K * (\rho - \bar{\rho}) \, dx \tag{1.3}
\]
for \( t \in [0, T) \) and some \( C > 0 \) which depends only on \( \alpha \), \( d \) and \( \| \nabla u \|_{L^\infty(\mathbb{R}^d \times (0,T))} \), and if \( d < \alpha - 2 \), additionally
\[
\left\{ \begin{array}{ll}
\| \nabla^{[(d-\alpha)/2]+1} u \|_{L^\infty(0,T;L^{\alpha-1/d \cdot 2^2-2})} & \text{if } \alpha \in (0, d-2) \setminus (d-2\mathbb{N}), \\
\| \nabla^{(d-\alpha)/2} u \|_{L^\infty(0,T;L^{\alpha-1/d \cdot 2^2-2})} & \text{if } \alpha \equiv d \mod 2.
\end{array} \right.
\]

Remark 1.1. Note that
\[
\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^d} (\rho - \bar{\rho}) K * (\rho - \bar{\rho}) \, dx = \int_{\mathbb{R}^d} \partial_t (\rho - \bar{\rho}) K * (\rho - \bar{\rho}) \, dx
= \int_{\mathbb{R}^d} (pu - \bar{p}u) \cdot \nabla K * (\rho - \bar{\rho}) \, dx
= \int_{\mathbb{R}^d} \bar{\rho}(u - \bar{u}) \cdot \nabla K * (\rho - \bar{\rho}) \, dx
+ \int_{\mathbb{R}^d} (\rho - \bar{\rho}) u \cdot \nabla K * (\rho - \bar{\rho}) \, dx.
\]
This implies that to prove Theorem 1.1 it suffices to show
\[
\int_{\mathbb{R}^d} (\rho - \bar{\rho}) u \cdot \nabla K * (\rho - \bar{\rho}) \, dx \leq C \int_{\mathbb{R}^d} (\rho - \bar{\rho}) K * (\rho - \bar{\rho}) \, dx
\tag{1.4}
\]
for \( C > 0 \) which depends only on \( d \), \( \| \nabla u \|_{L^\infty(\mathbb{R}^d \times (0,T))} \) and if \( d < \alpha - 2 \), additionally
\[
\left\{ \begin{array}{ll}
\| \nabla^{[(d-\alpha)/2]+1} u \|_{L^\infty(0,T;L^{\alpha-1/d \cdot 2^2-2})} & \text{if } \alpha \in (0, d-2) \setminus (d-2\mathbb{N}), \\
\| \nabla^{(d-\alpha)/2} u \|_{L^\infty(0,T;L^{\alpha-1/d \cdot 2^2-2})} & \text{if } \alpha \equiv d \mod 2.
\end{array} \right.
\]

We would like to point out that the right-hand side of the above is nonnegative since \( K \) is positive definite.

Remark 1.2. Actually, the condition (1.2) can be slightly relaxed to
\[
\left\{ \begin{array}{ll}
\nabla^{[\frac{d-\alpha}{2}]} u \in L^\infty(0,T;L^{\alpha-1/d \cdot 2^2-2}) \cap (\mathbb{R}^d), & \Delta^{[\frac{d-\alpha}{4}]} u \in L^\infty(0,T;L^{\alpha-1/2 \cdot 2^2-2}) \cap (\mathbb{R}^d) \\
\nabla^{[\frac{d-\alpha}{2}]} u \in L^\infty(0,T;L^{\alpha-1/d \cdot 2^2-2}) \cap (\mathbb{R}^d), & \nabla \Delta^{[\frac{d-\alpha}{4}]} u \in L^\infty(0,T;L^{\alpha-1/2 \cdot 2^2-2}) \cap (\mathbb{R}^d)
\end{array} \right.
\]
\[
\left\{ \begin{array}{ll}
\nabla^{[\frac{d-\alpha}{2}]} u \in L^\infty(0,T;L^{\alpha-1/d \cdot 2^2-2}) \cap (\mathbb{R}^d) & \text{if } 0 \leq (4m - 2) < \alpha < (4m + 2), \, m \in \mathbb{N}, \\
\nabla^{[\frac{d-\alpha}{2}]} u \in L^\infty(0,T;L^{\alpha-1/d \cdot 2^2-2}) \cap (\mathbb{R}^d) & \text{if } 0 \leq (4m - 2) < \alpha < (4m + 2), \, m \in \mathbb{N}, \\
\nabla^{[\frac{d-\alpha}{2}]} u \in L^\infty(0,T;L^{\alpha-1/d \cdot 2^2-2}) \cap (\mathbb{R}^d) & \text{if } \alpha \equiv d \mod 2.
\end{array} \right.
\]

We simply used the Gagliardo–Nirenberg interpolation inequality (2.12) to reduce the first two conditions above into \( \nabla^{[(d-\alpha)/2]+1} u \in L^\infty(0,T;L^{\alpha-1/d \cdot 2^2-2}) \cap (\mathbb{R}^d) \) for simplicity. Moreover, we also note that the conditions on \( u \) in Theorems 1.2 and 1.3 can be substituted as above. For detail, see the proof of Theorem 1.1 in Section 6.

The estimates of modulated energies and its variants have been applied to the study for the quantified mean-field limits [11, 13, 26, 30, 32, 33], relaxation limit [12, 13, 28, 29], overdamped limit [17], hydrodynamic limits [17, 23]. In a very recent paper [30], the modulated interaction energy estimate with the kernel \( K \) given by (1.1) is discussed to study the mean-field limit from many interacting particle systems towards the continuity equation.

1.1. Ideas of the proof. The main idea of our strategy consists of two steps. We first interpret the singular kernel \( K \) as a fundamental solution to certain partial differential equations in higher dimensions by dealing with dummy variables if necessary. This enables us to rewrite the left hand side of (1.4), and it eventually leads to commutator estimates. Let us explain it more specifically by dividing into two cases: \( \alpha \in (0 \lor (d-2), d) \) and \( \alpha \in (0, d-2) \).

The modulated interaction energy estimate for Riesz interaction potential case, i.e., (1.1) with \( \alpha \in (0 \lor (d-2), d) \) is already discussed in [13, 22, 33] based on the extension representation for the fractional Laplacian.
To be more specific, we notice that the convolution term $K \ast \rho$ can be extended to be defined in $\mathbb{R}^d \times \mathbb{R}$ via

$$
\int_{\mathbb{R}^d} K((x, \xi) - (y, 0))\rho(y)\,dy =: (K \ast (\rho \otimes \delta_0))(x, \xi),
$$

where we denote

$$
K(x, \xi) = \frac{1}{|(x, \xi)|^\alpha}.
$$

Then taking $\gamma := \alpha + 1 - d \in (-1, 1)$ yields that the extended interaction potential satisfies

$$
-\nabla_{(x, \xi)} \cdot (\xi^\gamma \nabla_{(x, \xi)} K \ast (\rho \otimes \delta_0)) = c_{\alpha,d}\rho(x) \otimes \delta_0(\xi) \quad \text{on} \quad \mathbb{R}^d \times \mathbb{R}_+,
$$

in the sense of distributions. Here $c_{\alpha,d}$ is the normalization constant explicitly given by

$$
c_{\alpha,d} = 2\alpha(2\pi)^{d/2}\frac{(\alpha + 2 - d)}{2} \Gamma\left(\frac{\alpha + 2}{2}\right)^{-1}
$$

for $\alpha \in (0 \lor (d - 2), d)$. In particular, $K$ can be considered as a solution of

$$
-\nabla_{(x, \xi)} \cdot (\xi^\gamma \nabla_{(x, \xi)} K) = c_{\alpha,d}\delta_0 \quad \text{on} \quad \mathbb{R}^d \times \mathbb{R}_+.
$$

This interpretation plays a crucial role in the modulated interaction energy estimate.

On the other hand, it is not clear how to apply the above argument for the mildly singular case than the Riesz one, i.e., $\alpha \in (0, d - 2)$ with $d > 2$. The intuition for our main strategy stems from the following simple observation. Let us consider the interaction potential $K$ given by the fundamental solution to the biharmonic equation, that is, $K$ satisfies the following equation in the sense of distributions:

$$
(-\Delta)^2 K = \delta_0.	ag{1.5}
$$

Then it can also be represented as

$$
-\Delta K = E, \quad -\Delta E = \delta_0.
$$

This shows that $E$ is the fundamental solution to the Laplace’s equation, and thus,

$$
E(x) = \begin{cases}
\frac{1}{(d - 2)\omega_{d-1}|x|^{2-d}} & d \geq 3, \\
\frac{1}{2\pi}\log |x| & d = 2,
\end{cases}
$$

where $\omega_{d-1}$ denotes the area of the surface of the unit sphere $\mathbb{S}^{d-1}$ in $\mathbb{R}^d$. We then use the above observation to have that $K$ can be represented as

$$
K(x) = \begin{cases}
\frac{1}{8\pi}|x|^2 (\log |x| - 1) & d = 2, \\
\frac{1}{4\omega_3}\log |x| & d = 4, \\
\frac{1}{2(d - 2)(d - 4)\omega_{d-1}}|x|^{4-d}, & d \neq 2, 4.
\end{cases}
$$

This illustrates that the interaction potential $K(x) = |x|^{-(d - 4)}$ can be interpreted as the solution to the biharmonic equation up to a constant, and similarly as in the Coulomb potential case, this can be used for the estimate of modulated interaction energy when $\alpha = d - 4$ with $d > 4$. From this simple observation, we expect that the potential $K$ of the form

$$
K(x) = |x|^{-m} \quad \text{with} \quad m \in \mathbb{N}, \quad m < d \quad \text{and} \quad m \equiv d \mod 2
$$

can be interpreted as the solution to

$$
(-\Delta)^{\frac{d-m}{2}} K(x) = c_{m,d}\delta_0(x)
$$
in the sense of distributions, for some positive constant $c_{m,d}$. These eventually conclude that we can consider the kernel $K$ with $\alpha \in (0, d - 2) \cap (d - 2\mathbb{N})$ as the solution to the polyharmonic equation.
Let us now focus on the case \(\alpha \in (0, d - 2) \setminus (d - 2\mathbb{N})\) with \(d > 2\). For simple presentation of the idea, at the moment, we take into account the case \(\alpha \in (0 \lor (d - 4), d - 2)\), inspired by the extension representation for the fractional Laplacian \([2, 34]\), we observe that \(K = |x|^{-\alpha}\) with \(\alpha \in (0 \lor (d - 4), d - 2)\) satisfies
\[
\nabla_{(x, \xi)} \cdot \left( \xi^\gamma \nabla_{(x, \xi)} \left( \frac{1}{\xi^\gamma} \nabla_{(x, \xi)} (\xi^\gamma \nabla_{(x, \xi)} K \ast (\rho \otimes \delta_0)) \right) \right) = c_{\alpha, d} \rho(x) \otimes \delta_0(\xi),
\]
where \(\gamma := \alpha + 3 - d \in (-1, 1)\). In order to write the above in a compact form, we define an elliptic operator \(\Delta_\gamma\) given as
\[
\Delta_\gamma := \Delta_{(x, \xi)} + \frac{\gamma}{\xi} \partial_\xi.
\]
Then we can easily check that the operator \(\Delta_\gamma\) has the following relation:
\[
\xi^\gamma \Delta_\gamma = \nabla_{(x, \xi)} \cdot (\xi^\gamma \nabla_{(x, \xi)}),
\]
and thus we have
\[
\xi^\gamma \Delta_\gamma^2 K \ast (\rho \otimes \delta_0)(x, \xi) = c_{\alpha, d} \rho(x) \otimes \delta(\xi) \quad \text{in} \quad \mathbb{R}^d \times \mathbb{R}_+.
\]
This interpretation plays a significant role in estimating the modulated interaction energy.

After having those observations, the proof follows from commutator estimates. To give the essential idea of our strategy, for an example, let us consider the Coulomb case, i.e., \(\alpha = d - 2\) with \(d > 2\) and thus \(-\Delta K = \delta_0\) up to a constant. Then we estimate
\[
\int_{\mathbb{R}^d} (\rho - \bar{\rho}) u \cdot \nabla K \ast (\rho - \bar{\rho}) \, dx
\]
\[
= - \int_{\mathbb{R}^d} \Delta K \ast (\rho - \bar{\rho}) u \cdot \nabla K \ast (\rho - \bar{\rho}) \, dx
\]
\[
= \int_{\mathbb{R}^d} \nabla K \ast (\rho - \bar{\rho}) \cdot \nabla (u \cdot \nabla K \ast (\rho - \bar{\rho})) \, dx
\]
\[
= \int_{\mathbb{R}^d} \nabla K \ast (\rho - \bar{\rho}) \cdot \nabla^2 K \ast (\rho - \bar{\rho}) u \, dx + \int_{\mathbb{R}^d} \nabla K \ast (\rho - \bar{\rho}) |\nabla u \cdot \nabla| K \ast (\rho - \bar{\rho}) \, dx
\]
\[
=: I + J,
\]
where \([\cdot, \cdot]\) stands for the commutator operator, i.e., \([A, B] = AB - BA\). By the integration by parts, we get
\[
I = -\frac{1}{2} \int_{\mathbb{R}^d} (\nabla \cdot u) |\nabla K \ast (\rho - \bar{\rho})|^2 \, dx \leq \frac{||\nabla u||_{L^\infty}}{2} \int_{\mathbb{R}^d} |\nabla K \ast (\rho - \bar{\rho})|^2 \, dx.
\]
For \(J\), by Hölder’s inequality, we obtain
\[
J \leq ||\nabla K \ast (\rho - \bar{\rho})||_{L^2} \|\nabla, u \cdot \nabla| K \ast (\rho - \bar{\rho})\|_{L^2},
\]
and in this simple example, the term with commutator operator can be easily estimated as
\[
||\nabla, u \cdot \nabla| K \ast (\rho - \bar{\rho})\|_{L^2} \leq ||\nabla u||_{L^\infty} \|\nabla K \ast (\rho - \bar{\rho})\|_{L^2}.
\]
On the other hand, by using the fact that \(K\) satisfies \(-\Delta K = \delta_0\), we can readily check that
\[
||\nabla K \ast (\rho - \bar{\rho})||_{L^2}^2 = \int_{\mathbb{R}^d} (\rho - \bar{\rho}) K \ast (\rho - \bar{\rho}) \, dx.
\]
This shows that the Coulomb case satisfies \(1.4\), and thus we have \(1.3\) with \(C > 0\) which depends only on \(||\nabla u||_{L^\infty}\). We extend this argument to cover the regime \((0, d)\). As mentioned before, these types of estimates are well developed in \([13, 32, 33]\) for \(\alpha \in (0 \lor (d - 2), d)\). Thus, we will only focus on the case \(\alpha \in (0, d - 2)\).

1.2. Applications: quantified asymptotic analysis for kinetic equations.
1.2.1. Small inertia limit of kinetic equation. As applications of Theorem 1.1 we first study the asymptotic behavior of the following kinetic equation under the small inertia regime:

\[ \varepsilon \partial_t f^\varepsilon + \varepsilon v \cdot \nabla_x f^\varepsilon - \nabla_v \cdot ((\gamma v + \nabla K \ast \rho^\varepsilon) f^\varepsilon) = 0, \quad (x, v) \in \mathbb{R}^d \times \mathbb{R}^d, \quad t > 0, \quad (1.9) \]

subject to the initial data:

\[ f^\varepsilon(x, v, t)\big|_{t=0} =: f^\varepsilon_0(x, v), \quad (x, v) \in \mathbb{R}^d \times \mathbb{R}^d, \]

where \( K \) is the interaction potential, which is of the form \( K = |x|^{-a} \) with \( a \in (0, d) \), and \( \gamma > 0 \) denotes the strength of linear damping in velocity. Here \( \rho^\varepsilon = \rho^\varepsilon(x, t) \) is the local particle density:

\[ \rho^\varepsilon = \int_{\mathbb{R}^d} f^\varepsilon \, dv. \]

For the kinetic equation (1.9), we are interested in the behavior of solutions \( f^\varepsilon \) when \( \varepsilon \to 0 \).

At the formal level, it follows from (1.9) that

\[ (\gamma v + \nabla K \ast \rho^\varepsilon) f^\varepsilon \simeq 0 \quad \text{for} \quad \varepsilon \ll 1, \]

and thus, this deduces that \( f^\varepsilon \) becomes the mono-kinetic distribution of the form:

\[ f^\varepsilon(x, v) \simeq \rho^\varepsilon(x) \otimes \delta_v(v) \quad \text{with} \quad \gamma \rho^\varepsilon = -\nabla K \ast \rho^\varepsilon. \]

Thus, once we get \( \rho^\varepsilon \to \rho \) and \( u^\varepsilon \to u \) as \( \varepsilon \to 0 \), by estimating local moment in velocity on \( f \), we find

\[ \partial_t \rho + \nabla_x \cdot (\rho u) = 0, \quad \gamma \rho u = -\rho \nabla K \ast \rho. \quad (1.10) \]

The asymptotic analysis of the equation (1.9) with regular interaction potentials \( K \) when \( \varepsilon \to 0 \) is discussed in [19, 20, 25] based on compactness arguments. More recently, a quantitative estimate for the small inertia limit of kinetic equation is obtained in [5]. In [5], the combination of the modulated macro-kinetic energy and 2-Wasserstein distance plays a crucial role in having that quantitative error estimate between local densities. However, in those works, the strong regularity for the interaction potential \( K \) is required, and it is totally unclear for the singular potentials. To the best of our knowledge, the small inertia limit for the kinetic equation (1.9) with singular kernels has not been studied so far.

In order to overcome difficulties arising from the singular interaction potentials, we employ the modulated meso-kinetic energy combined with the modulated interaction energy estimate in Theorem 1.1 to obtain the quantitative error bounds between (1.9) and (1.10).

**Theorem 1.2.** Let \( T > 0 \) and \( d \geq 1 \). Let \( f^\varepsilon \in C([0, T); \mathcal{P}(\mathbb{R}^d \times \mathbb{R}^d)) \) be a solution to the equation (1.9) in the sense of distributions, and let \( (\rho, u) \) be the unique classical solution of the aggregation-type equation (1.10) with \( \rho > 0 \) on \( \mathbb{R}^d \times [0, T) \), \( u \in W^{1, \infty}(\mathbb{R}^d, (0, T)) \), and if \( \alpha > d - 2, \nabla((d-\alpha)/2) + 1 \in L^\infty(0, T; L^{\frac{d}{\alpha - 2}}(\mathbb{R}^d)) \) up to time \( T > 0 \) with the initial data \( \rho_0 \). If

\[ \sup_{\varepsilon > 0} \int_{\mathbb{R}^d \times \mathbb{R}^d} |v - u_0(x)|^2 f^\varepsilon_0(x, v) \, dx \, dv < \infty \]

and

\[ \int_{\mathbb{R}^d} (\rho_0 - \rho_0^\varepsilon) K \ast (\rho_0 - \rho_0^\varepsilon) \, dx + d_{BL}(\rho_0, \rho_0^\varepsilon) \to 0 \quad \text{as} \quad \varepsilon \to 0, \]

then we have

\[ \int_{\mathbb{R}^d} f^\varepsilon \, dv \to \rho \quad \text{weakly in} \quad L^\infty(0, T; \mathcal{M}(\mathbb{R}^d)), \]

\[ \int_{\mathbb{R}^d} v f^\varepsilon \, dv \to \rho u \quad \text{weakly in} \quad L^2(0, T; \mathcal{M}(\mathbb{R}^d)), \]

and

\[ f^\varepsilon \to \rho \delta_u \quad \text{weakly in} \quad L^2(0, T; \mathcal{M}(\mathbb{R}^d \times \mathbb{R}^d)), \]

where \( d_{BL} \) stands for the bounded-Lipschitz distance, and we denoted by \( \mathcal{M}(\mathbb{R}^n) \) the space of signed Radon measures on \( \mathbb{R}^n \) with \( n \in \mathbb{N} \).

**Remark 1.3.** From the convergence of modulated interaction energy, we obtain

\[ \rho^\varepsilon \to \rho \quad \text{in} \quad L^\infty(0, T; H^{-\frac{d-\alpha}{2}}(\mathbb{R}^d)). \]
Remark 1.4. As stated in Theorem 1.12, we need the unique classical solution to the limiting equation (1.10) to make all our estimates completely rigorous. For this, we refer to 1.14, where the local-in-time existence and uniqueness of classical solutions are established. On the other hand, for the kinetic equation, we need a rather weak regularity of solutions. When \( \alpha \in (0, d-1) \), the global-in-time existence theory for weak solutions obtained in 1.7 would be adopted, see also 1.9 for the case \( \alpha \in (0, d-2) \). For the case \( \alpha \in [d-1, d) \), up to our limited knowledge, the global-in-time existence theory is not available up to now; the local-in-time existence and uniqueness of strong solutions are investigated in 1.24 for \( \alpha = d-1 \). For that reason, our result on the small inertia limit is rigorous at the formal level when \( \alpha \in (d-1, d) \).

Remark 1.5. In order to derive the equation (1.11) with a linear diffusion, i.e., aggregation-diffusion equation, the Vlasov-Fokker–Planck equation can be considered. More precisely, in 1.17, the equation (1.9) with the linear diffusion term \( \gamma \Delta v f \) on the right hand side, and quantified asymptotic analysis under the overdamped regime is discussed, see also 1.8 1.22 1.31.

Remark 1.6. The fractional porous medium equation 1.3 1.4 1.14 can be rigorously and quantitatively derived from the following damped Euler equations as \( \varepsilon \to 0 \):

\[
\partial_t \rho + \nabla \cdot (\rho \nabla K \star \rho) = c_P \Delta \rho^\gamma
\]

\[
\varepsilon \partial_t (\rho u^\varepsilon) + \varepsilon \nabla \cdot (\rho u^\varepsilon \otimes u^\varepsilon) + c_P \nabla p(\rho^\varepsilon) = -\rho^\varepsilon u^\varepsilon - \rho^\varepsilon \nabla K \star \rho^\varepsilon.
\]

Here \( c_P \geq 0 \) is the pressure coefficient and the pressure \( p = p(\rho) \) is given by the power-law \( p(\rho) = \rho^\delta \) for some \( \delta \geq 1 \). The Coulomb case is investigated for the strong relaxation limit from Euler equations to the aggregation equation in 1.11 1.12 1.28 1.49, see also 1.10. More recently, the Riesz interaction case \( \alpha \in (d-2, d) \), and more generally, the case \( \alpha \in (0, d) \), is dealt with in 1.13, see 1.15 1.16 for the well-posedness theory for the Euler–Riesz system. The main strategy is based on the modulated energies, e.g., kinetic, internal, interaction energies, combined with the bounded-Lipschitz distance estimates. It is worth mentioning that it is typically assumed that the damping coefficient \( \gamma > 0 \) is chosen sufficiently large for the relaxation limit from Euler equations towards aggregation equation, however, in our result, Theorem 1.12 we do not require such assumption on \( \gamma \).

1.2.2. Hydrodynamic limit from kinetic to Euler equations. We next apply the modulated interaction energy estimate in Theorem 1.14 to study the hydrodynamic limit of the kinetic equation to the Euler-type system. We now consider the nonlinear Fokker–Planck operator in the kinetic equation (1.10):

\[
\partial_t f + v \cdot \nabla_x f = \nabla_x \cdot (\gamma v + \nabla K \star \rho)f = N_{FP}[f], \quad (x, v, t) \in \mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^+,
\]

where the nonlinear Fokker–Planck operator \( N_{FP}[f] \) is given by

\[
N_{FP}[f](x, v) := \nabla_v \cdot (\beta (v - u)f + \sigma \nabla_v f) = \sigma \nabla_v \cdot \left( f \nabla_v \log \frac{f}{M_u} \right)
\]

with the local Maxwellian

\[
M_u := \frac{\beta^{d/2}}{(2\pi \sigma)^{d/2}} \exp \left( -\frac{\beta |u - v|^2}{2\sigma} \right),
\]

and positive constants \( \beta \) and \( \sigma \). Here the term with \( \beta \) is the local velocity alignment force and the other term with \( \sigma \) is the linear diffusion in velocity.

Then we deal with two asymptotic regimes for (1.11): strong local alignment without diffusion (\( \beta = \varepsilon^{-1} \) and \( \sigma = 0 \)) and strong local alignment and diffusion (\( \beta = \sigma = \varepsilon^{-1} \)). More precisely, we will show that the equation (1.11) converges towards the following Euler-type system as \( \varepsilon \to 0 \):

\[
\begin{align*}
\partial_t \rho + \nabla \cdot (\rho u) &= 0, \quad (x, t) \in \mathbb{R}^d \times \mathbb{R}^+, \\
\partial_t (pu) + \nabla \cdot (pu \otimes u) + c_P \nabla x \rho &= -\gamma pu - \rho \nabla x K \star \rho,
\end{align*}
\]

where the coefficient of pressure \( c_P = c_P(\sigma) \geq 0 \) is given by

\[
c_P = 0 \text{ when } \sigma = 0 \quad \text{and} \quad c_P = 1 \text{ when } \sigma = \varepsilon^{-1}.
\]

The hydrodynamic limit from (1.11) towards (1.12) is well studied in 1.21 1.27 when \( K \equiv 0 \). Recently, an unified approach for the hydrodynamic limits of (1.11) with the interaction potential \( K \), which has either the Coulomb singularity or bounded-Lipschitz continuity, in 1.7, regardless of the presence of the diffusion. The
main idea of proof relies on the classical relative entropy argument combined with the modulated interaction energy and bounded-Lipschitz distance estimates. To extend this result to cover the other singular interaction potentials \( K = |x|^{-\alpha} \) with \( \alpha \in (0, d) \), we need to estimate the term with the potential \( K \) differently from that of [2], but this can be easily handled by using Theorem 1.1.

In order to state the main theorem in this part, we introduce the free energy \( \mathcal{F} \) and the dissipation \( \mathcal{D} \) as follows:

\[
\mathcal{F}(f) := c_p \int_{\mathbb{R}^d \times \mathbb{R}^d} f \log f \, dx \, dv + \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} |v|^2 f \, dx \, dv + \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} K(x-y) \rho(x) \rho(y) \, dx \, dy
\]

and

\[
\mathcal{D}(f) := \int_{\mathbb{R}^d \times \mathbb{R}^d} \frac{1}{f} |c_p \nabla v f - f(u-v)|^2 \, dx \, dv,
\]

respectively.

**Theorem 1.3.** Let \( T > 0 \) and \( d \geq 1 \). Let \( f^\varepsilon \) be a weak solution to the equation (1.11) with either \( \beta = 1/\varepsilon \) and \( \sigma = 0 \) or \( \beta = \sigma = 1/\varepsilon \) satisfying \( f \in L^\infty(0, T; (L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d)) (\mathbb{R}^d \times \mathbb{R}^d)) \) and the free energy inequality:

\[
\mathcal{F}(f^\varepsilon) + \int_0^t \left( \frac{1}{2c_p} \mathcal{D}(f^\varepsilon) + \gamma \int_{\mathbb{R}^d} \rho^\varepsilon |u^\varepsilon|^2 \, dx \right) \, ds \leq \mathcal{F}(f_0^\varepsilon) + C(1 + \gamma^2) \varepsilon,
\]

where \( C > 0 \) depends only on \( T \) and \( f_0^\varepsilon \). Let \((\rho, u)\) be the unique classical solution to the system (1.12) satisfying \( u \in W^{1,\infty}(\mathbb{R}^d \times (0, T)) \), and if \( \alpha < d - 2 \), \( \nabla |(\alpha - 2)/2 + 1| u \in L^\infty(0, T; (L^d(\mathbb{R}^d)) (\mathbb{R}^d)) \) up to the time \( T > 0 \). Suppose that the initial data are well-prepared in the sense that the following assumptions hold:

(i) \( \int_{\mathbb{R}^d} \rho_0^\varepsilon |u_0 - u_0^\varepsilon|^2 \, dx = O(\sqrt{\varepsilon}) \) and \( \int_{\mathbb{R}^d} (\rho_0^\varepsilon |v|^2 \, dv - \rho_0 |u_0|^2) \, dx = O(\sqrt{\varepsilon}) \),

(ii) \( \int_{\mathbb{R}^d} (\rho_0^\varepsilon - \rho_0^\varepsilon) K \ast (\rho_0^\varepsilon - \rho_0^\varepsilon) \, dx = O(\sqrt{\varepsilon}) \),

(iii) \( d^\varepsilon_{BL}(\rho_0^\varepsilon, \rho_0) = O(\sqrt{\varepsilon}) \).

When \( \sigma \neq 0 \) (\( c_p = 1 \)), we further assume

\[
\rho_0^\varepsilon (\log \rho_0^\varepsilon - \log \rho_0) + (\rho_0 - \rho_0^\varepsilon) = O(\sqrt{\varepsilon}) \quad \text{and} \quad \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} \rho_0^\varepsilon \log \rho_0^\varepsilon \, dv - \rho_0 \log \rho_0 \right) \, dx = O(\sqrt{\varepsilon}).
\]

If \( \sigma = \beta = \varepsilon^{-1} \), then we have

\[
\int_{\mathbb{R}^d} f^\varepsilon \, dv \to \rho, \quad \int_{\mathbb{R}^d} v f^\varepsilon \, dv \to \rho u, \quad \text{in } L^\infty(0, T; L^1(\mathbb{R}^d))
\]

and

\[
f^\varepsilon \to \frac{\rho}{(2\pi)^{d/2}} e^{-\frac{|v|^2}{2}} \quad \text{in } L^\infty(0, T; L^1(\mathbb{R}^d \times \mathbb{R}^d)) \quad \text{as } \varepsilon \to 0.
\]

On the other hand, if \( \beta = 1/\varepsilon \) and \( \sigma = 0 \) (\( c_p = 0 \)), then we have the convergences (1.13) weakly in \( L^\infty(0, T; \mathcal{M}(\mathbb{R}^d)) \) and

\[
f^\varepsilon \to \rho \otimes \delta_u \quad \text{weakly in } L^\infty(0, T; \mathcal{M}(\mathbb{R}^d \times \mathbb{R}^d)) \quad \text{as } \varepsilon \to 0.
\]

**Remark 1.7.** If we choose the initial data \( f_0^\varepsilon \) as

\[
f_0^\varepsilon (x, v) = \frac{\rho_0(x)}{(2\pi)^{d/2}} \exp \left( -\frac{|u_0(x) - v|^2}{2} \right)
\]

for all \( \varepsilon > 0 \), then we obtain\n
\[
\rho_0^\varepsilon = \int_{\mathbb{R}^d} f_0^\varepsilon \, dv = \rho_0 \quad \text{and} \quad \rho_0^\varepsilon u_0^\varepsilon = \int_{\mathbb{R}^d} v f_0^\varepsilon \, dv = \int_{\mathbb{R}^d} u_0 f_0^\varepsilon \, dv = \rho_0 u_0.
\]

**Remark 1.8.** For the existence and uniqueness of classical solutions for the limiting equation (1.12), we refer to [15][16] for the case \( \alpha \in (d - 2, d) \): local-in-time well-posedness theory is established in [15] even for the attractive Riesz interaction case, and the global-in-time theory is obtained in [16] for the system (1.12) with \( c_p = 0 \). For the case \( \alpha \in (0, d - 2] \), a simple modification of the strategy used in [2] would be applied to obtain the local-in-time well-posedness for (1.12).

**Remark 1.9.** The assumptions on the regularity of solutions can be relaxed. One may check the argument proposed in [29] to estimate our relative entropy appearing in Section 4.3 by taking into account the following notation of solutions \((\rho, u)\) to (1.12):
Lemma 2.1.

(i) \((\rho, u) \in C([0, T]; L^1(\mathbb{R}^d)) \times C([0, T]; W^{1,\infty}(\mathbb{R}^d))\),

(ii) \((\rho, u)\) satisfies the following free energy estimate in the sense of distributions:

\[
\frac{d}{dt} \left( \frac{1}{2} \int_{\mathbb{R}^d} \rho |u|^2 \, dx + c_p \int_{\mathbb{R}^d} \rho \log \rho \, dx + \frac{1}{2} \int_{\mathbb{R}^d} (K * \rho) \rho \, dx \right) = -\gamma \int_{\mathbb{R}^d} \rho |u|^2 \, dx,
\]

(iii) \((\rho, u)\) satisfies the system (1.12) in the sense of distributions.

The rest of this paper is organized as follows. We provide the details of the proof for our main result on the modulated interaction energy in Theorem 1.1 by dealing with two cases: \(\alpha \in (0, d - 2) \setminus (d - 2\mathbb{N})\) and \(\alpha \in (0, d - 2) \cap (d - 2\mathbb{N})\). In Section 2 we consider the former case by introducing the elliptic operator \(\Delta_{\gamma}\) and applying the dimension extension argument. Section 3 is devoted to take into account the other case. Finally, in Section 4 we prove Theorems 1.2 and 1.3 on the quantified small inertia limit and hydrodynamic limit of kinetic equations.

2. MODULATED INTERACTION ENERGY ESTIMATES: \(\alpha \in (0, d - 2) \setminus (d - 2\mathbb{N})\).

The objective of this section is to provide the details of our main result on the modulated interaction energy estimate in Theorem 1.1 when \(\alpha \in (0, d - 2) \setminus (d - 2\mathbb{N})\). In order to introduce a general strategy of the proof, in the following two subsections, we consider the exponent \(\alpha\) satisfying \(\alpha \in (0 \lor (d - 4), d - 2)\) with describing the main ideas behind our strategy for the general case.

2.1. Case: \(0 \lor (d - 4) < \alpha < d - 2\). In this subsection, we consider the interaction potential \(K\) given by (1.1) with \(0 \lor (d - 4) < \alpha < d - 2\) and \(d > 2\).

Let \(\alpha \in (0 \lor (d - 4), d - 2)\). Straightforward computation shows that we can interpret the interaction potential \(K\) satisfies

\[
\nabla_{(x, \xi)} \cdot \left( \xi^\gamma \nabla_{(x, \xi)} \left( \frac{1}{\xi^\gamma} \xi^\gamma \Delta_{(x, \xi)} (\rho \otimes \delta_0) \right) \right) = c_{\alpha, d} \rho(x) \otimes \delta_0(\xi),
\]

where \(\gamma := \alpha + 3 - d \in (-1, 1)\). In order to write the above in a compact form, we define an elliptic operator \(\Delta_{\gamma}\) given as

\[
\Delta_{\gamma} := \Delta_{(x, \xi)} + \frac{\gamma}{\xi} \partial_\xi.
\]

Then we can easily check that the operator \(\Delta_{\gamma}\) has the following relation:

\[
\xi^\gamma \Delta_{\gamma} = \nabla_{(x, \xi)} \cdot (\xi^\gamma \nabla_{(x, \xi)}) = \xi^\gamma \Delta_{(x, \xi)} + \partial_\xi (\xi^\gamma \partial_\xi),
\]

and thus we have

\[
\xi^\gamma \Delta_{\gamma}^2 K * (\rho \otimes \delta_0)(x, \xi) = c_{\alpha, d} \rho(x) \otimes \delta(\xi) \quad \text{in} \quad \mathbb{R}^d \times \mathbb{R}_+.
\]

It is clear that the operators \(\Delta_{\gamma}\) and \(\nabla_x\) commute, however, \(\Delta_{\gamma}\) and \(\nabla_{(x, \xi)}\) do not commute, i.e. \(\Delta_{\gamma} \nabla_{(x, \xi)} \not= \nabla_{(x, \xi)} \Delta_{\gamma}\). Indeed, for \(f = f(x, \xi) \in C^3(\mathbb{R}^d \times \mathbb{R}_+)\), we find

\[
(\nabla_{(x, \xi)} \Delta_{\gamma} - \Delta_{\gamma} \nabla_{(x, \xi)}) f = 0, [\partial_\xi, \gamma \xi^{-1}] \partial_\xi f) = 0, -\gamma \xi^{-2} \partial_\xi f).
\]

This implies the operators \(\Delta_{\gamma}\) and \(\nabla_{(x, \xi)}\) do commute except the \((d + 1)\)-th component. On the other hand, this observation gives

\[
(a, 0) \cdot (\nabla_{(x, \xi)} \Delta_{\gamma} - \Delta_{\gamma} \nabla_{(x, \xi)}) f = 0
\]

for any \(a \in \mathbb{R}^d\).

Before proceeding further, we present some technical estimates below. For simplicity of presentation, we assume that the positive constant \(c_{\alpha, d} = 1\) in the following computations.

Lemma 2.1.

(i) For \(f, g \in C^2(\mathbb{R}^d \times \mathbb{R}_+)\), we obtain

\[
\iint_{\mathbb{R}^d \times \mathbb{R}_+} \xi^\gamma (\Delta_{\gamma} f) g \, dx d\xi = \iint_{\mathbb{R}^d \times \mathbb{R}_+} \xi^\gamma f (\Delta_{\gamma} g) \, dx d\xi.
\]

(ii) The modulated interaction energy can be rewritten as

\[
\iint_{\mathbb{R}^d \times \mathbb{R}_+} \xi^\gamma |\Delta_{\gamma} (K * ((\rho - \bar{\rho}) \otimes \delta_0))|^2 \, dx d\xi.
\]
Proof. (i) It follows from (2.2) that
\[ \int_{\mathbb{R}^d} \xi^\gamma (\Delta \gamma f) g d\xi = \int_{\mathbb{R}^d} \nabla_{(x,\xi)} \cdot (\xi^\gamma \nabla_{(x,\xi)} f) g d\xi = - \int_{\mathbb{R}^d} \xi^\gamma \nabla_{(x,\xi)} f \cdot \nabla_{(x,\xi)} g d\xi = \int_{\mathbb{R}^d} f \nabla_{(x,\xi)} \cdot (\xi^\gamma \nabla_{(x,\xi)} g) d\xi = \int_{\mathbb{R}^d} \xi^\gamma f (\Delta \gamma g) d\xi. \]

(ii) Note that due to (2.2). We finally use (i) to conclude the desired result.

We notice that the elliptic operator \( \Delta \gamma \) consists of the usual Laplace operator defined on the upper half space and the differential operator with respect to the extension variable. As observed in Lemma 2.1 (i), this operator behaves under integration by parts in the weighted Sobolev space as the usual Laplacian does due to (2.3). We finally use (i) to conclude the desired result.

Our next concern is to find a relation between the \( \mathcal{K} = \Delta \gamma (\rho - \bar{\rho}) \otimes \delta_0 \) and \( \nabla^2_{(x,\xi)} \mathcal{K} (\rho - \bar{\rho}) \otimes \delta_0 \) in the weighted space. In fact, the following lower bound estimate of the modulated energy plays a crucial role in our main strategy. For notational simplicity, throughout this subsection, we often write \( \mathcal{K} := K \ast ((\rho - \bar{\rho}) \otimes \delta_0) \).

**Lemma 2.2.** Suppose that the exponent \( \alpha \) satisfies \( 0 \vee (d - 4) < \alpha < d - 2 \). Then we have
\[ \int_{\mathbb{R}^d} \xi^\gamma |\nabla^2_{(x,\xi)} \mathcal{K}|^2 d\xi = (1 - \gamma/4) \int_{\mathbb{R}^d} \xi^\gamma |\Delta \gamma \mathcal{K}|^2 d\xi, \] (2.4)
where \( \gamma := \alpha + 3 - d \in (-1, 1) \).

**Proof.** We begin with the estimate of the first term on the right hand side of (2.4).
\[ \int_{\mathbb{R}^d} \xi^\gamma \nabla^2_{(x,\xi)} \mathcal{K} : \nabla^2_{(x,\xi)} \mathcal{K} d\xi = - \int_{\mathbb{R}^d} \nabla_{(x,\xi)} \cdot (\xi^\gamma \nabla^2_{(x,\xi)} \mathcal{K}) \cdot \nabla_{(x,\xi)} \mathcal{K} d\xi = - \int_{\mathbb{R}^d} \xi^\gamma \Delta \gamma \mathcal{K} \cdot \nabla_{(x,\xi)} \mathcal{K} d\xi = - \int_{\mathbb{R}^d} \xi^\gamma \Delta \gamma \mathcal{K} \cdot \nabla_{(x,\xi)} \mathcal{K} d\xi - \int_{\mathbb{R}^d} \partial_\xi (\xi^\gamma) \partial_\xi (\nabla_{(x,\xi)} \mathcal{K}) \cdot \nabla_{(x,\xi)} \mathcal{K} d\xi =: l_1 + l_2, \]
due to (2.2). Here, we further estimate \( l_1 \) as
\[ l_1 = \int_{\mathbb{R}^d} \Delta_{(x,\xi)} \mathcal{K} \nabla_{(x,\xi)} \cdot (\xi^\gamma \nabla_{(x,\xi)} \mathcal{K}) d\xi = \int_{\mathbb{R}^d} \xi^\gamma (\Delta_{(x,\xi)} \mathcal{K}) (\Delta \gamma \mathcal{K}) d\xi = \int_{\mathbb{R}^d} \xi^\gamma |\Delta \gamma \mathcal{K}|^2 d\xi - \gamma \int_{\mathbb{R}^d} \xi^{\gamma - 1} (\partial_\xi \mathcal{K}) (\Delta \gamma \mathcal{K}) d\xi \]
\[
\begin{align*}
&= \int_{\mathbb{R}^d \times \mathbb{R}_+} \xi^\gamma |\Delta_\gamma \mathcal{K}|^2 \, dx d\xi - \int_{\mathbb{R}^d \times \mathbb{R}_+} \partial_\xi (\xi^\gamma) (\partial_\xi \mathcal{K})(\Delta_\gamma \mathcal{K}) \, dx d\xi.
\end{align*}
\]

For \( l_2 \), by the integration by parts, we deduce
\[
\begin{align*}
l_2 &= \int_{\mathbb{R}^d \times \mathbb{R}_+} (\partial_\xi \mathcal{K}) \nabla_{(x,\xi)} \cdot (\partial_\xi (\xi^\gamma) \nabla_{(x,\xi)} \mathcal{K}) \, dx d\xi \\
&= \int_{\mathbb{R}^d \times \mathbb{R}_+} (\partial_\xi \mathcal{K}) \partial_\xi (\xi^\gamma) (\Delta_{(x,\xi)} \mathcal{K}) \, dx d\xi + \int_{\mathbb{R}^d \times \mathbb{R}_+} \partial_\xi^2 (\xi^\gamma) |\partial_\xi \mathcal{K}|^2 \, dx d\xi \\
&= \int_{\mathbb{R}^d \times \mathbb{R}_+} (\partial_\xi \mathcal{K}) \partial_\xi (\xi^\gamma) (\Delta_\gamma \mathcal{K}) \, dx d\xi - \int_{\mathbb{R}^d \times \mathbb{R}_+} \frac{\gamma}{\xi} \partial_\xi (\xi^\gamma) |\partial_\xi \mathcal{K}|^2 \, dx d\xi \\
&\quad + \int_{\mathbb{R}^d \times \mathbb{R}_+} \partial_\xi^2 (\xi^\gamma) |\partial_\xi \mathcal{K}|^2 \, dx d\xi \\
&= \int_{\mathbb{R}^d \times \mathbb{R}_+} (\partial_\xi \mathcal{K}) \partial_\xi (\xi^\gamma) (\Delta_\gamma \mathcal{K}) \, dx d\xi - \gamma \int_{\mathbb{R}^d \times \mathbb{R}_+} \xi^{\gamma - 2} |\partial_\xi \mathcal{K}|^2 \, dx d\xi.
\end{align*}
\]

We then combine the above two estimates to find
\[
l_1 + l_2 = \int_{\mathbb{R}^d \times \mathbb{R}_+} \xi^\gamma |\Delta_\gamma \mathcal{K}|^2 \, dx d\xi - \gamma \int_{\mathbb{R}^d \times \mathbb{R}_+} \xi^{\gamma - 2} |\partial_\xi \mathcal{K}|^2 \, dx d\xi.
\]

Finally, observe that
\[
\Delta_\gamma \mathcal{K} = -2\alpha \int_{\mathbb{R}^d} \frac{(\rho - \bar{\rho})(\eta)}{|(x - \eta, \xi)|^{\alpha + 2}} \, d\eta \quad \text{and} \quad \frac{\partial_\xi \mathcal{K}}{\xi} = -\alpha \int_{\mathbb{R}^d} \frac{(\rho - \bar{\rho})(\eta)}{|(x - \eta, \xi)|^{\alpha + 2}} \, d\eta = \frac{1}{2} \Delta_\gamma \mathcal{K},
\]
which gives
\[
\int_{\mathbb{R}^d \times \mathbb{R}_+} \xi^{\gamma - 2} |\partial_\xi \mathcal{K}|^2 \, dx d\xi = \int_{\mathbb{R}^d \times \mathbb{R}_+} \xi^\gamma \left| \frac{\partial_\xi \mathcal{K}}{\xi} \right|^2 \, dx d\xi = \frac{1}{4} \int_{\mathbb{R}^d \times \mathbb{R}_+} \xi^\gamma |\Delta_\gamma \mathcal{K}|^2 \, dx d\xi.
\]

This completes the proof. \( \square \)

**Proof of Theorem 2.1** when \( 0 \vee (d - 4) < \alpha < d - 2 \). By using (2.3) and Lemma 2.1 (i), we first find
\[
\int_{\mathbb{R}^d} (\rho - \bar{\rho})u \cdot \nabla \mathcal{K} * (\rho - \bar{\rho}) \, dx
\]
\[
= \int_{\mathbb{R}^d \times \mathbb{R}_+} \xi^\gamma (\Delta_\gamma^2 \mathcal{K}) (\nabla_{(x,\xi)} \mathcal{K} \cdot (u(x), 0)) \, dx d\xi
\]
\[
= \int_{\mathbb{R}^d \times \mathbb{R}_+} \xi^\gamma (\Delta_\gamma \mathcal{K}, \Delta_\gamma (\nabla_{(x,\xi)} \mathcal{K} \cdot (u(x), 0))) \, dx d\xi
\]
\[
= \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}_+} \nabla_{(x,\xi)} |\Delta_\gamma \mathcal{K}|^2 \cdot (u(x) \xi^\gamma, 0) \, dx d\xi + \int_{\mathbb{R}^d \times \mathbb{R}_+} \xi^\gamma (\Delta_\gamma \mathcal{K}, [\Delta_\gamma, (u(x), 0)] \cdot \nabla_{(x,\xi)} \mathcal{K}) \, dx d\xi
\]
\[
= -\frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}_+} (\nabla_x \cdot u) \xi^\gamma |\Delta_\gamma \mathcal{K}|^2 \, dx d\xi + \int_{\mathbb{R}^d \times \mathbb{R}_+} \xi^\gamma (\Delta_\gamma \mathcal{K}, [\Delta_\gamma, (u(x), 0)] \cdot \nabla_{(x,\xi)} \mathcal{K}) \, dx d\xi,
\]
where the first term on the right hand side can be easily bounded from above by
\[
\|\nabla_x \cdot u\|_{L_\infty} \int_{\mathbb{R}^d \times \mathbb{R}_+} \xi^\gamma |\Delta_\gamma \mathcal{K}|^2 \, dx d\xi.
\]

On the other hand, the term with commutator can be estimated as
\[
[\Delta_\gamma, (u(x), 0)] \cdot \nabla_{(x,\xi)} \mathcal{K} = [\Delta_\gamma (u(x), 0)] \cdot \nabla_{(x,\xi)} \mathcal{K}
\]
\[
= (\Delta_x u(x), 0) \cdot \nabla_{(x,\xi)} \mathcal{K} + 2 \nabla_{(x,\xi)} (u(x), 0) : \nabla_{(x,\xi)} \mathcal{K}
\]
\[
= \Delta_x u \cdot \nabla_x \mathcal{K} + 2 \nabla_x u : \nabla_x^2 \mathcal{K},
\]
where we used
\[
[\Delta_\gamma, f(x)] = [\Delta_{(x,\xi)}, f(x)]
\]
for any \( f : \mathbb{R}^d \to \mathbb{R}^d \times \mathbb{R} \) and \( g : \mathbb{R}^d \times \mathbb{R}_+ \to \mathbb{R}^d \times \mathbb{R} \) with \( f \in C^2(\mathbb{R}^d) \) and \( g \in C^2(\mathbb{R}^d \times \mathbb{R}_+) \).
This implies
\[
\int_{\mathbb{R}^d \times \mathbb{R}^n} \xi^\gamma (\Delta_x \mathcal{K})(\Delta_u(x,0)) \cdot \nabla (x,\xi) \mathcal{K} \, dx \, d\xi
\]
\[
= \int_{\mathbb{R}^d \times \mathbb{R}^n} \xi^\gamma (\Delta_x \mathcal{K})(\Delta_x u \cdot \nabla_x \mathcal{K}) \, dx \, d\xi + 2 \int_{\mathbb{R}^d \times \mathbb{R}^n} \xi^\gamma (\Delta_x \mathcal{K}) \nabla_x u : \nabla^2_x \mathcal{K} \, dx \, d\xi
\]
\[=: J_1 + J_2.
\]
For \(J_1\), we use Hölder’s inequality to get
\[
J_1 \leq \int_{\mathbb{R}^d} \xi^\gamma \|\Delta_x \mathcal{K}\|_{L^2_x} \|\Delta_x u \cdot \nabla_x \mathcal{K}\|_{L^2_x} \, d\xi
\]
\[
\leq C \int_{\mathbb{R}^d} \xi^\gamma \|\Delta_x \mathcal{K}\|_{L^2_x} \|\Delta u\|_{L^2_x} \|\nabla_x \mathcal{K}\|_{L^2_x} \, d\xi
\]
\[
\leq C \int_{\mathbb{R}^d} \xi^\gamma \|\Delta_x \mathcal{K}\|_{L^2_x} \|\nabla^2_x \mathcal{K}\|_{L^2_x} \, d\xi
\]
\[
\leq C \|\xi^\gamma \Delta_x \mathcal{K}\|_{L^2_x} \|\xi^\gamma \nabla^2_x \mathcal{K}\|_{L^2_x},
\]
where \(C > 0\) depends on \(\|\Delta u\|_{L^\infty(0,T;L^d)}\).

For \(J_2\), we have
\[
J_2 \leq 2\|\xi^\gamma \Delta_x \mathcal{K}\|_{L^2_x} \left( \int_{\mathbb{R}^d} \xi^\gamma \left( \int_{\mathbb{R}^d} |\nabla_x u|^2 |\nabla^2_x \mathcal{K}|^2 \, dx \right) d\xi \right)^{1/2}
\]
\[
\leq C \|\xi^\gamma \Delta_x \mathcal{K}\|_{L^2_x} \left( \int_{\mathbb{R}^d \times \mathbb{R}^n} \xi^\gamma |\nabla^2_x \mathcal{K}|^2 \, dx \, d\xi \right)^{1/2}.
\]
Combining all of the above observations implies
\[
\int_{\mathbb{R}^d} (\rho - \bar{\rho}) u \cdot \nabla K * (\rho - \bar{\rho}) \, dx \leq C \|\xi^\gamma \Delta_x \mathcal{K}\|_{L^2} \left( \|\xi^\gamma \Delta_x \mathcal{K}\|_{L^2} + \|\xi^\gamma \nabla^2_x \mathcal{K}\|_{L^2} \right).
\]

Since \(|\gamma| \leq 1\), we use Lemma 2.2 to have
\[
\|\xi^\gamma \nabla^2_x \mathcal{K}\|_{L^2_x} \leq \|\xi^\gamma \nabla^2_{(x,\xi)} \mathcal{K}\|_{L^2} \leq 2\|\xi^\gamma \Delta_x \mathcal{K}\|_{L^2}.
\]

This together with Lemma 2.1 (ii) yields
\[
\int_{\mathbb{R}^d} (\rho - \bar{\rho}) u \cdot \nabla K * (\rho - \bar{\rho}) \, dx \leq C \int_{\mathbb{R}^d \times \mathbb{R}^n} \xi^\gamma |\Delta_x K * ((\rho - \bar{\rho}) \otimes \delta_0)|^2 \, dx \, d\xi
\]
\[
= C \int_{\mathbb{R}^d} (\rho - \bar{\rho}) K * (\rho - \bar{\rho}) \, dx,
\]
where \(C > 0\) depends on \(\|\nabla u\|_{L^\infty}\) and \(\|\Delta u\|_{L^\infty(0,T;L^d)}\). This combined with Remark 1.1 completes the proof. \(\square\)

2.2. **General case:** \(0 \vee (d - 2j - 2) < \alpha < d - 2j, j \in \mathbb{N}\). From now on, we consider the general case. We first observe that for \(0 \vee (d - 2j - 2) < \alpha < d - 2j\) with \(j \in \mathbb{N}\)
\[
\xi^\gamma (-\Delta_x)^{j+1} K * (\rho \otimes \delta_0)(x,\xi) = c_{\alpha,d,j} \rho(x) \otimes \delta(\xi)
\]
in \(\mathbb{R}^d \times \mathbb{R}_+\)

for some \(c_{\alpha,d,j} > 0\), which will be again assumed to be unity in the sequel. Here \(\gamma = \alpha - d + 2j + 1 \in (-1,1)\). Note that
\[
\int_{\mathbb{R}^d} (K * \rho) \, dx = \int_{\mathbb{R}^d \times \mathbb{R}^n} \xi^\gamma \left|(-\Delta_x)^{j+1} K * \rho\right|^2 \, dx \, d\xi \quad \text{if } j \text{ is odd},
\]
\[
\int_{\mathbb{R}^d \times \mathbb{R}^n} \xi^\gamma \left|\nabla_{(x,\xi)} (-\Delta_x)^{j+1} K * \rho\right|^2 \, dx \, d\xi \quad \text{if } j \text{ is even}.
\]

Indeed, for odd \(j\), by using the integration by parts, we obtain
\[
\int_{\mathbb{R}^d} (K * \rho) \, dx = \int_{\mathbb{R}^d \times \mathbb{R}^n} \xi^\gamma (-\Delta_x)^{j+1} K * (\rho \otimes \delta_0)(x,\xi) K * (\rho \otimes \delta_0)(x,\xi) \, dx \, d\xi
\]
Before presenting the technical lemma, we make simple but important observations. For notational simplicity, we set
\[
\alpha = \int R^d x,\xi v d(x,\xi),
\]
due to Lemma 2.1 (i). On the other hand, observe that for any \(0 \leq j \leq d + 2\), we use (2.2) and Lemma 2.1 (i) to find
\[
\int R^d (K * \rho)dx
\]
\[
= \int R^d \xi^\gamma (-\Delta_\gamma)^{j+1}K * (\rho \otimes \delta_0)(x,\xi \gamma) dx d\xi
\]
\[
= \int R^d \xi^\gamma (-\Delta_\gamma)^{j+1}K * (\rho \otimes \delta_0)(x,\xi \gamma) dx d\xi
\]
\[
= -\int R^d \nabla(x,\xi) \cdot (\xi^\gamma \nabla(x,\xi) (-\Delta_\gamma)^{j+1}K * (\rho \otimes \delta_0)(x,\xi \gamma) dx d\xi
\]
\[
= \int R^d \xi^\gamma \left|\nabla(x,\xi) (-\Delta_\gamma)^{j+1}K * \rho \right|^2 dx d\xi.
\]
Before presenting the technical lemma, we make simple but important observations. For notational simplicity, we set
\[
K_\ell := \int R^d \frac{(\rho - \bar{\rho})(y)}{|(x - y,\xi)|^{d+2\ell}} dy, \quad 0 \leq \ell \leq j, \quad K_0 := K.
\]
On the one hand, for \(0 \leq \ell \leq j - 1\),
\[
\Delta_{(x,\xi)} K_\ell = \Delta_{(x,\xi)} \int R^d \frac{(\rho - \bar{\rho})(y)}{|(x - y,\xi)|^{d+2\ell}} dy = -\alpha(\ell + 1)(2\ell + 1)K_\ell + 1,
\]
and
\[
\frac{\gamma}{\xi} \partial_\xi K_\ell = -(\alpha + 2\ell)\gamma K_\ell + 1, \quad (2.5)
\]
which means
\[
\Delta_\gamma K_\ell = -(\alpha + 2\ell)(2\ell + 1)K_\ell + 1, \quad (2.6)
\]
due to \(\gamma = \alpha - d + 2\ell + 1\). From this, we can deduce that
\[
\Delta_\gamma^\ell K = (-1)^\ell \left[ \prod_{q=0}^{\ell-1} (\alpha + 2q)(2\ell - 2q) \right] K_\ell, \quad 1 \leq \ell \leq j. \quad (2.7)
\]
On the other hand, observe that for any \(v = v(x) \in R^d\) and \(p \in N \cup \{0\}\)
\[
\frac{\gamma}{\xi} \partial_\xi \left( (v,0) \cdot \nabla_{(x,\xi)} \partial_\xi^p K_\ell \right) = \frac{\gamma}{\xi} \partial_\xi \left( v \cdot \nabla_x \partial_\xi^p K_\ell \right)
\]
\[
= v \cdot \nabla_x \partial_\xi^p \left( \frac{\gamma}{\xi} \partial_\xi K_\ell \right)
\]
\[
= -(\alpha + 2\ell)\gamma v \cdot \nabla_x \partial_\xi^p K_\ell + 1
\]
and
\[
\Delta_{(x,\xi)} \left( (v,0) \cdot \nabla_{(x,\xi)} \partial_\xi^p K_\ell \right)
\]
\[
= (\Delta_x v,0) \cdot \nabla_{(x,\xi)} \partial_\xi^p K_\ell + 2\nabla_{(x,\xi)}(v,0) : \nabla_{(x,\xi)} \partial_\xi^p K_\ell + (v,0) \cdot \nabla_{(x,\xi)} \partial_\xi^p \Delta_{(x,\xi)} K_\ell
\]
\[
= (\Delta_x v,0) \cdot \nabla_{(x,\xi)} \partial_\xi^p K_\ell + 2 \sum_{j=1}^d (\partial_j v,0) \cdot \nabla_{(x,\xi)} \partial_j \partial_\xi^p K_\ell - (\alpha + 2\ell)(d - 1 - \alpha - 2\ell)(v,0) \cdot \nabla_{(x,\xi)} \partial_\xi^p K_\ell + 1.
\]
Hence, we can easily deduce from (2.8) and (2.9) that
\[ \Delta m \text{Lemma 2.3.} \]
Suppose the proof is rather lengthy and technical, for the smooth flow of reading, we postpone it to Proof. Lemma 2.4.
For \( \alpha \), we obtain
\[ \Delta \gamma((u, 0) \cdot \nabla_{(x, \xi)} K_0) \]
Thus, we obtain
\[ \Delta \gamma((u, 0) \cdot \nabla_{(x, \xi)} K_0) \]
and moreover,
\[ \Delta \gamma^2((u, 0) \cdot \nabla_{(x, \xi)} K_0) \]
Then we move on to the next claim.
2 \[ \Delta \gamma(\Delta m, \ell) \]
This together with (2.6) yields
\[ \Delta \gamma((v, 0) \cdot \nabla_{(x, \xi)} \partial^p \xi K_\ell) \]
\[ = (\Delta_x v, 0) \cdot \nabla_{(x, \xi)} \partial^p \xi K_\ell + 2 \sum_{j=1}^d (\partial_j v, 0) \cdot \nabla_{(x, \xi)} \partial_j \partial^p \xi K_\ell + (v, 0) \cdot \nabla_{(x, \xi)} \partial^p \Delta \gamma K_\ell \]
\[ = \Delta_x v \cdot \nabla_x \partial^p \xi K_\ell + 2 \sum_{j=1}^d \partial_j v \cdot \nabla_x \partial_j \partial^p \xi K_\ell + v \cdot \nabla_x \partial^p \Delta \gamma K_\ell. \] (2.8)

Thus, we obtain
\[ \Delta \gamma((u, 0) \cdot \nabla_{(x, \xi)} K_0) \]
\[ = (\Delta_x u, 0) \cdot \nabla_{(x, \xi)} K_0 + 2 \sum_{j=1}^d (\partial_j u, 0) \cdot \nabla_{(x, \xi)} \partial_j K_0 + (u, 0) \cdot \nabla_{(x, \xi)} \Delta \gamma K_0 \]
\[ = \Delta_x u \cdot \nabla_x K_0 + 2 \sum_{j=1}^d \partial_j u \cdot \nabla_x \partial_j K_0 - \alpha(4m - 2)u \cdot \nabla_x K_1, \] (2.9)

Hence, we can easily deduce from [2.8] and [2.9] that \( \Delta \gamma^m((u, 0) \cdot \nabla_{(x, \xi)} K_0) \) consists of
\[ (\Delta \gamma^j \partial^2 u, 0) \cdot \nabla_{(x, \xi)} \partial^\beta \Delta \gamma^2 K_0 = \Delta \gamma^j \partial^2 u \cdot \nabla_x \partial^\beta \Delta \gamma^2 K_0, \]
which can be proved by induction on \( m \).

Lemma 2.3. Suppose \( d - 2j - 2 < \alpha < d - 2j \) for some \( j \in \mathbb{N} \) and let \( \gamma := \alpha - d + 2j + 1 \in (-1, 1) \). Then we have
\[ \Delta \gamma^m((u, 0) \cdot \nabla_{(x, \xi)} K_0) = \sum_{\epsilon_1 + \epsilon_2 + p = m} \frac{m!}{\epsilon_1!\epsilon_2!p!} 2^p \sum_{j_1, \ldots, j_p=1}^d (\Delta \gamma^j \partial_{j_1} \cdots \partial_{j_p} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_p} \Delta \gamma^2 K_0) \]
for every \( 0 \leq m \leq j \).

Proof. Since the proof is rather lengthy and technical, for the smooth flow of reading, we postpone it to Appendix A.

Then we move on to the next claim.

Lemma 2.4. For \( p, \ell \in \mathbb{N} \) with \( p + 2\ell \leq j + 1 \) and \( p \geq 2 \), the following inequality holds:
\[
\int_{R^d \times R^+} \xi^\gamma |\nabla_x^{p/2} \Delta_x^\ell K_0|^2 \, dx d\xi + \int_{R^d \times R^+} \xi^\gamma |\partial_x^{p-1} \Delta_x^{\ell + 1} K_0|^2 \, dx d\xi \leq \left[ \prod_{\ell=0}^{p-1} \left( 1 - \frac{\gamma}{(2j - 2\ell - 2q)^2} \right) \right] \int_{R^d \times R^+} \xi^\gamma |\nabla_x^{p-2[p/2]} \Delta_x^{[p/2]+2} K_0|^2 \, dx d\xi \] (2.10)
where each term in the product is positive.
For the proof, we give a technical lemma below.

**Lemma 2.5.** For any $\gamma \in (-1, 1)$, we have

$$
\iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma \partial_\xi \Delta_\gamma f \partial_\xi f \, dx \, dx = -\gamma \iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^{\gamma - 2} |\partial_\xi f|^2 \, dx \, dx
- \iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma |\partial_\xi \nabla_{(x, \xi)} f|^2 \, dx \, dx.
$$

**Proof.** By definition of $\Delta_\gamma$, we easily find

$$
\iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma \partial_\xi \Delta_\gamma f \partial_\xi f \, dx \, dx
= \iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma \partial_\xi \Delta_{(x, \xi)} f \partial_\xi f \, dx \, dx
+ \iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma \partial_\xi (\gamma \xi^{-1} \partial_\xi f) \partial_\xi f \, dx \, dx
= - \iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^{\gamma - 2} |\partial_\xi f|^2 \, dx \, dx
- \iint_{\mathbb{R}^d \times \mathbb{R}^+} \partial_\xi (\xi^\gamma) \partial_\xi f \partial_\xi f \, dx \, dx
- \gamma \iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^{\gamma - 2} |\partial_\xi f|^2 \, dx \, dx
+ \gamma \iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^{\gamma - 2} f \partial_\xi f \, dx \, dx.
$$

\[\square\]

**Proof of Lemma 2.7.** We first claim that for $p \in \mathbb{N}$

$$
\iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma |\nabla_x \Delta_{p, \ell} K|^2 \, dx \, dx
+ \iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma |\partial_\xi \nabla_{(x, \xi)} \Delta_{p, \ell} K|^2 \, dx \, dx
= \left(1 - \frac{\gamma}{(2j - 2\ell)^2}\right) \iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma |\nabla_x^{p-2} \Delta_{\gamma+1} K|^2 \, dx \, dx
- \iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma |\partial_\xi \nabla_{(x, \xi)} \nabla_x^{p-2} \Delta_{\gamma+1} K|^2 \, dx \, dx. \tag{2.11}
$$

Note that

$$
\iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma \nabla_x^2 \partial_x^{p-2} \Delta_{\gamma+1} K : \nabla_x^2 \partial_x^{p-2} \Delta_{\gamma+1} K \, dx \, dx
= \iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma \nabla_{(x, \xi)} \nabla_x \partial_x^{p-2} \Delta_{\gamma+1} K : \nabla_{(x, \xi)} \nabla_x \partial_x^{p-2} \Delta_{\gamma+1} K \, dx \, dx
- \iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma |\partial_\xi \nabla_{(x, \xi)} \partial_x^{p-2} \Delta_{\gamma+1} K|^2 \, dx \, dx.
$$

On the other hand, the first term on the right hand side of the above equality can be estimated as

$$
- \iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma \Delta_\gamma \nabla_x \partial_x^{p-2} \Delta_{\gamma+1} K : \nabla_x \partial_x^{p-2} \Delta_{\gamma+1} K \, dx \, dx
\begin{aligned}
&= - \iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma \nabla_{(x, \xi)} \partial_x^{p-2} \Delta_{\gamma+1} K : \nabla_{(x, \xi)} \partial_x^{p-2} \Delta_{\gamma+1} K \, dx \, dx
+ \iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma \partial_\xi \partial_x^{p-2} \Delta_{\gamma+1} K \partial_\xi \partial_x^{p-2} \Delta_{\gamma+1} K \, dx \, dx
\end{aligned}
= \iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma |\partial_x^{p-2} \Delta_{\gamma+1} K|^2 \, dx \, dx
- \gamma \iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma \left| \partial_x^{p-2} \frac{\partial_\xi}{\xi} (\Delta_{\gamma+1} K) \right|^2 \, dx \, dx
- \iint_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma |\partial_\xi \nabla_{(x, \xi)} \partial_x^{p-2} \Delta_{\gamma+1} K|^2 \, dx \, dx,
$$

due to Lemma 2.5. Here, we combine (2.3) with (2.7) to get

$$
\frac{\partial_\xi}{\xi} (\Delta_{\gamma+1} K) = (-1)^\ell \prod_{j=0}^{\ell-1} \frac{(\alpha + 2q)(2j - 2q)}{2j - 2\ell} \frac{\partial_\xi}{\xi} K_\ell = \frac{1}{2j - 2\ell} \Delta_{\gamma+1} K,
$$

due to the desired relation. Here, note that $p \geq 2$ implies $2\ell \leq j - 1$, which implies $|\gamma/(2j - 2\ell)|^2 \leq 1/4$.

We now prove the first assertion by induction on $p$. If $p = 2$ or $3$, it simply follows from (2.11). Let us assume that (2.11) holds for some $p \geq 3$. 

First, notice from \cite{2.11} that
\[
\int_{\mathbb{R}^d} \xi^\gamma |\nabla_{x}^{p+1} \Delta_x^j K|^2 \, dx + \int_{\mathbb{R}^d} \xi^\gamma |\partial_x \xi \nabla_{x}^{p} \Delta_x^j K|^2 \, dx \\
= \left( 1 - \frac{\gamma}{(2j-2\ell)^2} \right) \int_{\mathbb{R}^d} \xi^\gamma |\nabla_{x}^{p-1} \Delta_x^{j+1} K|^2 \, dx - \int_{\mathbb{R}^d} \xi^\gamma |\partial_x \xi \nabla_{x}^{p-1} \Delta_x^{j+1} K|^2 \, dx \\
\leq \left( 1 - \frac{\gamma}{(2j-2\ell)^2} \right) \int_{\mathbb{R}^d} \xi^\gamma |\nabla_{x}^{p-1} \Delta_x^{j+1} K|^2 \, dx.
\]

On the other hand, by the assumption of the inductive hypothesis, we get
\[
\int_{\mathbb{R}^d} \xi^\gamma |\nabla_{x}^{p-1} \Delta_x^{j+1} K|^2 \, dx \
\leq \left[ \prod_{q=0}^{(p-1)/2-1} \left( 1 - \frac{\gamma}{(2j-2\ell)^2} \right) \right] \int_{\mathbb{R}^d} \xi^\gamma |\nabla_{x}^{p-2(1/2)\ell} \Delta_x^{j+1} K|^2 \, dx.
\]

Since $|\gamma/(2j-2\ell)^2| \leq 1/4$, combining the above two inequalities concludes the assertion.

As a direct consequence of Lemma \ref{2.4}, we have the following proposition.

\begin{proposition}
For $0 \leq (d - 2j - 2) < \alpha < d - 2j$ with $j \in \mathbb{N}$, we have
\[
\int_{\mathbb{R}^d} \xi^\gamma |\nabla_{x}^{j+1} K|^2 \, dx \leq C \left\{ \begin{array}{ll}
\int_{\mathbb{R}^d} \xi^\gamma |(-\Delta)^{\frac{j+1}{2}} K|^2 \, dx & \text{if } j \text{ is odd} \\
\int_{\mathbb{R}^d} \xi^\gamma |\nabla_{x}(-(\Delta_x)^{\frac{j}{2}} K)|^2 \, dx & \text{if } j \text{ is even}
\end{array} \right.
\]
where $\gamma = \alpha - d + 2m + 1 \in (0, 1)$ and $C = C(\alpha, d, j)$ is a positive constant.
\end{proposition}

Now we provide the details on the proof of Theorem \ref{1.1} in the general case.

\begin{proof}[Proof of Theorem \ref{1.1}]
We separately estimate two cases as follows:
\begin{enumerate}
\item (Case A: $d - 4m < \alpha < d - 4m + 2$, $m \in \mathbb{N}$) Note that this corresponds to the case when $j = 2m - 1$ is odd. We use Lemma \ref{2.29} and the following type of Gagliardo–Nirenberg interpolation inequality
\[
\|f\|_{L^q} \leq C\|\nabla f\|_{L^{\frac{p+1}{m}}}^k, \quad k + 1 < d
\]

\end{enumerate}

\begin{equation}
\int_{\mathbb{R}^d} (\rho - \bar{\rho}) u \cdot \nabla K \ast (\rho - \bar{\rho}) \, dx \\
= \int_{\mathbb{R}^d} \xi^\gamma \Delta^m K \nabla \gamma \, dx \\
= \frac{1}{2} \int_{\mathbb{R}^d} \xi^\gamma \nabla \cdot u |\Delta^m K|^2 \, dx + \int_{\mathbb{R}^d} \xi^\gamma \Delta^m K \nabla \gamma \cdot \nabla \gamma \, dx \\
+ \int_{\mathbb{R}^d} \xi^\gamma \Delta^m K \sum_{\ell_1 + \ell_2 + p = m} \frac{m!}{\ell_1! \ell_2! p!} \sum_{j_1, \ldots, j_p = 1} \Delta^p \partial_{j_1} \cdots \partial_{j_p} u \cdot \nabla \gamma \partial_{j_1} \cdots \partial_{j_p} \Delta^p K \, dx \\
= \frac{1}{2} \int_{\mathbb{R}^d} \xi^\gamma \nabla \cdot u |\Delta^m K|^2 \, dx + \int_{\mathbb{R}^d} \xi^\gamma \Delta^m K \nabla \gamma \cdot \nabla \gamma \, dx \\
+ \int_{\mathbb{R}^d} \xi^\gamma \Delta^m K \sum_{\ell_1 + \ell_2 + p = m} \frac{m!}{\ell_1! \ell_2! p!} \sum_{j_1, \ldots, j_p = 1} \Delta^p \partial_{j_1} \cdots \partial_{j_p} u \cdot \nabla \gamma \partial_{j_1} \cdots \partial_{j_p} \Delta^p K \, dx
\end{equation}
where
\[
\frac{1}{2} \left\| \nabla \cdot u \right\|_{L^\infty} \int_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma |\Delta_\gamma^m K|^2 \, dx \, d\xi + \int_{\mathbb{R}^+} \xi^\gamma \left| \Delta_\gamma^m K \right|_{L^2} \left| \Delta_\gamma^m u \cdot \nabla_x K \right|_{L^2} \, d\xi
\]
\[
+ C \sum_{\ell_1 + \ell_2 + p = m} \sum_{j_1, \ldots, j_p = 1}^{d} \int_{\mathbb{R}^+} \xi^\gamma \left| \Delta_\gamma^m K \right|_{L^2} \left| \Delta_\gamma^{\ell_1} \partial_j_1 \cdots \partial_j_p u \cdot \nabla_x \left( \partial_j_1 \cdots \partial_j_p \Delta_\gamma^{\ell_2} K \right) \right|_{L^2} \, d\xi
\]
\[
\leq \frac{1}{2} \left\| \nabla \cdot u \right\|_{L^\infty} \int_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma |\Delta_\gamma^m K|^2 \, dx \, d\xi + \int_{\mathbb{R}^+} \xi^\gamma \left| \Delta_\gamma^m K \right|_{L^2} \left| \Delta_\gamma^m u \right|_{L^2} \left| \nabla_x K \right|_{L^2} \, d\xi
\]
\[
+ C \sum_{\ell_1 + \ell_2 + p = m} \int_{\mathbb{R}^+} \xi^\gamma \left| \Delta_\gamma^m K \right|_{L^2} \left| \nabla^{2\ell_1 + p} u \right|_{L^\frac{2m-2}{m-2}} \left| \nabla^{2\ell_1 + p + 1} \Delta_\gamma^{\ell_2} K \right|_{L^2} \, d\xi
\]
\[
\leq C \int_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma |\Delta_\gamma^m K|^2 \, dx \, d\xi + \int_{\mathbb{R}^+} \xi^\gamma \left| \Delta_\gamma^m K \right|_{L^2} \left| \Delta_\gamma^m u \right|_{L^2} \left| \nabla^{2m} K \right|_{L^2} \, d\xi
\]
\[
+ C \sum_{\ell_1 + \ell_2 + p = m} \int_{\mathbb{R}^+} \xi^\gamma \left| \Delta_\gamma^m K \right|_{L^2} \left| \nabla^{2m-1} u \right|_{L^\frac{2m-2}{m-2}} \left| \nabla^{2m-1} \Delta_\gamma^{\ell_2} K \right|_{L^2} \, d\xi
\]
\[
\leq C \int_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma |\Delta_\gamma^m K|^2 \, dx \, d\xi + C \|\xi^\gamma/2 |\Delta_\gamma^m K|^2 \|_{L^2} \sum_{\ell_2 = 0}^{m-1} \left( \int_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma |\nabla^{2m-\ell_2} \Delta_\gamma^{\ell_2} K|^2 \, d\xi \right)^{1/2}
\]
\[
\leq C \int_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma |\Delta_\gamma^m K|^2 \, dx \, d\xi,
\]
where \(C = C(\|\nabla \cdot u\|_{L^\infty}, \|\Delta_\gamma^m u\|_{L^\frac{2m}{m-2}}, \|\nabla^{2m-1} u\|_{L^\frac{2m-2}{m-2}}, \alpha, d, m)\) is a positive constant and we again denoted by \(K = K \ast ((\rho - \bar{\rho}) \otimes \delta_0)\). Since \(d - 4m < \alpha < d - 4m + 2\), we get
\[
m = \left\lfloor \frac{d - \alpha}{4} \right\rfloor, \quad \frac{d}{2m - 1} = \frac{d}{(d - \alpha)/2}, \quad \frac{d}{2m - 2} = \frac{d}{(d - \alpha)/2 - 1}.
\]
\(
\diamond \text{ (Case B: } d - 4m - 2 < \alpha < d - 4m, \ m \in \mathbb{N}) \text{ Note that this corresponds to the case when } j = 2m \text{ is even. Similarly to the above, we use Lemma 2.3 to yield}
\]
\[
\int_{\mathbb{R}^d} (\rho - \bar{\rho}) u \cdot \nabla K \ast ((\rho - \bar{\rho}) \otimes \delta_0) \, dx
\]
\[
= \int_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma \Delta_\gamma^{m+1} K \Delta_\gamma^m ((u, 0) \cdot \nabla_{(x, \xi)} K) \, dx \, d\xi
\]
\[
= \int_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma \left( \Delta_\gamma^{m+1} K \right)(u, 0) \cdot \nabla_{(x, \xi)} \Delta_\gamma^m K \, dx \, d\xi + \int_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma \left( \Delta_\gamma^{m+1} K \right)(\Delta_\gamma^m u, 0) \cdot \nabla_{(x, \xi)} K \, dx \, d\xi
\]
\[
+ \int_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma \Delta_\gamma^{m+1} K \sum_{\ell_1 + \ell_2 + p = m} \sum_{\ell_1, \ell_2 \neq m} \frac{m!}{\ell_1! \ell_2! p! 2^p} \sum_{j_1, \ldots, j_p = 1}^d \Delta_\gamma^{\ell_1} \partial_{j_1} \cdots \partial_{j_p} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_p} \Delta_\gamma^{\ell_2} K) \, dx \, d\xi
\]
\[
= K_1 + K_2 + K_3.
\]
For \(K_1\),
\[
K_1 = - \int_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma (\nabla_{(x, \xi)} \Delta_\gamma^m K \otimes \nabla_{(x, \xi)} \Delta_\gamma^m K) : \nabla_{(x, \xi)} ((u, 0)) \, dx \, d\xi
\]
\[
+ \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^+} (\nabla_x \cdot u) \xi^\gamma |\nabla_{(x, \xi)} \Delta_\gamma^m K|^2 \, dx \, d\xi
\]
\[
\leq C \int_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma |\nabla_{(x, \xi)} \Delta_\gamma^m K|^2 \, dx \, d\xi,
\]
where \(C = C(\|\nabla u\|_{L^\infty})\) is a positive constant.
For $K_2$, we use Lemma 2.4 to get

$$K_2 = - \int_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma \nabla_x \Delta^m \gamma \cdot \nabla_x \left( \Delta^m_x u \right) \cdot \nabla_x \gamma \, dx \, d\xi$$

$$+ \int_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma \left( \nabla_{(x,\xi)} \Delta^m \gamma \cdot \nabla_x \left( \Delta^m_x u \right) \right) \, dx \, d\xi$$

$$\leq C \int_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma \left| \nabla_{(x,\xi)} \Delta^m \gamma \right|^2 \, dx \, d\xi,$$

where $C = C \left( \| \nabla_x \Delta^m_x u \|_{L^\infty_{x,\xi}}, \| \nabla_{x,\xi}^2 \Delta^m_x \|_{L^\infty_{x,\xi}}, \alpha, d, m \right)$ is a positive constant.

Finally, for $K_3$, we also use Lemma 2.4 and (2.12) to get

$$K_3 = - \sum_{\ell_1 + \ell_2 + p = m, \ell_1, \ell_2 \neq m} \frac{m!}{\ell_1! \ell_2! p!} 2^p \int_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma \nabla_{(x,\xi)} \Delta^m \gamma \cdot \nabla_{(x,\xi)} \left[ (\Delta^\ell_1 \partial_{j_1} \cdots \partial_{j_p} u, 0) \cdot \nabla_{(x,\xi)} (\partial_{j_1} \cdots \partial_{j_p} \Delta^\ell_2 \gamma) \right] \, dx \, d\xi$$

$$- \sum_{\ell_1 + \ell_2 + p = m, \ell_1, \ell_2 \neq m} \frac{m!}{\ell_1! \ell_2! p!} 2^p \int_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma \nabla_{(x,\xi)} \Delta^m \gamma \cdot \nabla_{(x,\xi)} (\partial_{j_1} \cdots \partial_{j_p} \Delta^\ell_2 \gamma) \cdot (\Delta^\ell_1 \partial_{j_1} \cdots \partial_{j_p} u, 0) \, dx \, d\xi$$

$$\leq C \sum_{\ell_1 + \ell_2 + p = m, \ell_1, \ell_2 \neq m} \int_{\mathbb{R}^d} \xi^\gamma \left| \nabla_{(x,\xi)} \Delta^m \gamma \right| \left\| \nabla_{(x,\xi)} \nabla_x \Delta^\ell_2 \gamma \right\| \left\| \nabla_{(x,\xi)} \nabla_x \Delta^\ell_1 \gamma \right\| \left\| \nabla_x^{2\ell_1 + p + 1} u \right\|_{L^{2\ell_1 + p + 1}_{x,\xi}} \, dx \, d\xi$$

$$+ C \sum_{\ell_1 + \ell_2 + p = m, \ell_1, \ell_2 \neq m} \int_{\mathbb{R}^d} \xi^\gamma \left| \nabla_{(x,\xi)} \Delta^m \gamma \right| \left\| \nabla_x \Delta^\ell_2 \gamma \right\| \left\| \nabla_x^{2\ell_1 + p} u \right\|_{L^{2\ell_1 + p}_{x,\xi}} \, dx \, d\xi$$

$$\leq C \int_{\mathbb{R}^d \times \mathbb{R}^+} \xi^\gamma \left| \nabla_{(x,\xi)} \Delta^m \gamma \right|^2 \, dx \, d\xi,$$

where $C = C \left( \| \nabla_x \Delta^m_x u \|_{L^\infty_{x,\xi}}, \alpha, d, m \right)$ is a positive constant. Since $d - 4m - 2 < \alpha < d - 4m$, we find

$$m = \left\lfloor \frac{d - \alpha}{4} \right\rfloor, \quad \frac{d}{2m} = \frac{d}{\left\lfloor (d - \alpha)/2 \right\rfloor}, \quad \text{and} \quad \frac{d}{2m - 1} = \frac{d}{\left\lfloor (d - \alpha)/2 \right\rfloor - 1}.$$

This concludes the desired results. \qed
3. MODULATED INTERACTION ENERGY ESTIMATES: $\alpha \equiv d \mod 2$.

In this section, we cover the remaining case, where the exponent $\alpha$ is given as a positive integer equivalent to $d$ modulo 2, i.e. $K$ has the form of

$$K(x) = |x|^{-(d-2m)} \quad \text{where} \quad 2m \in \mathbb{N}, \quad 2m < d - 2.$$  

(3.1)

In this case, we do not need to introduce the elliptic operator $\Delta_{\gamma}$ appeared in (2.1) to have the modulated energy estimate in Theorem 1.1. More precisely, let us take into account two cases; (i) $m$ is even and (ii) $m$ is odd. Then, as mentioned before, in case (i), we can interpret the potential $K$ satisfies

$$(-\Delta)^m K(x) = c_{m,d} \delta_0(x)$$

for some $c_{m,d} > 0$. For simplicity of the presentation, we again set $c_{m,d} = 1$ in the rest of this section. From those observations, we have the following identities for the interaction energy:

$$\int_{\mathbb{R}^d} (K * \rho) \rho \, dx = \begin{cases} \int_{\mathbb{R}^d} \left| (-\Delta)^{m+1} K * \rho \right|^2 \, dx & \text{if } m \equiv 0 \mod 2, \\ \int_{\mathbb{R}^d} \left| \nabla (-\Delta)^{m+1} K * \rho \right|^2 \, dx & \text{if } m \equiv 1 \mod 2. \end{cases}$$

Before we proceed, we give the following modified Moser-type inequality.

Lemma 3.1. For given $d, k \in \mathbb{N}$ with $d \geq 2k$. Suppose that $f \in H^k(\mathbb{R}^d)$, $g \in W^{k,\frac{d}{d-k}}(\mathbb{R}^d)$ and $\nabla g \in L^2(\mathbb{R}^d)$. Then we have

$$\|\nabla^k (fg) - f \nabla^k g\|_{L^2} \leq C \|\nabla^{k-1} f\|_{L^2} \left(\|\nabla g\|_{L^\infty} + \|\nabla^k g\|_{L^{\frac{d}{d-k}}}\right),$$

where $C > 0$ depends on $k$ and $d$.

Proof. We use (2.12) to get

$$\|\nabla^k (fg) - f \nabla^k g\|_{L^2} = \left\{ \sum_{\ell=1}^{k} \binom{k}{\ell} \|\nabla^{k-\ell} f)(\nabla^{\ell} g)\|_{L^2} \leq C \|\nabla^{k-1} f\|_{L^2} \|\nabla g\|_{L^\infty} + C \sum_{\ell=2}^{k} \|\nabla^{k-\ell} f)(\nabla^{\ell} g)\|_{L^2} \leq C \|\nabla^{k-1} f\|_{L^2} \|\nabla g\|_{L^\infty} + C \sum_{\ell=2}^{k} \|\nabla^{k-\ell} f\|_{L^{d-\frac{d-k}{\ell}}} \|\nabla^{\ell} g\|_{L^{\frac{d}{d-k}}} \leq C \|\nabla^{k-1} f\|_{L^2} \left(\|\nabla g\|_{L^\infty} + \|\nabla^k g\|_{L^{\frac{d}{d-k}}}\right),$$

giving the desired result. \hfill \Box

Proof of Theorem 1.1 when $K$ is given by (3.1). We divide the proof into two cases; (Case A) $m$ is even and (Case B) $m$ is odd.

$\diamond$ (Case A: $m$ is even) We apply $k = m = \frac{d-\alpha}{2}$ to Lemma 3.1 and obtain

$$\int_{\mathbb{R}^d} (\rho - \bar{\rho}) u \cdot \nabla K * (\rho - \bar{\rho}) \, dx = \int_{\mathbb{R}^d} (-\Delta)^m (K * (\rho - \bar{\rho})) u \cdot \nabla K * (\rho - \bar{\rho}) \, dx = \int_{\mathbb{R}^d} (-\Delta)^{m/2} K * (\rho - \bar{\rho}) (-\Delta)^{m/2} (u \cdot \nabla K * (\rho - \bar{\rho})) \, dx = \int_{\mathbb{R}^d} (-\Delta)^{m/2} K * (\rho - \bar{\rho}) \left[ (-\Delta)^{m/2} u \cdot \nabla \right] K * (\rho - \bar{\rho}) \, dx + \int_{\mathbb{R}^d} (-\Delta)^{m/2} K * (\rho - \bar{\rho}) u \cdot \nabla ((-\Delta)^{m/2} K * (\rho - \bar{\rho})) \, dx \leq C \|(-\Delta)^{m/2} K * (\rho - \bar{\rho})\|_{L^2} \|\nabla^m K * (\rho - \bar{\rho})\|_{L^2} \left(\|\nabla u\|_{L^\infty} + \|\nabla^m u\|_{L^{\frac{d}{d-m}}}\right).$$
Without loss of generality, we take \( \gamma = 4.1 \).

Small inertia limit of the kinetic equation.

This completes the proof. \( \Box \)

Let the assumptions of Theorem 1.1 verified. Then we have

\[
\lim_{\varepsilon \to 0} \varepsilon \partial_t f^\varepsilon + \varepsilon v \cdot \nabla_x f^\varepsilon - \nabla_v \cdot (\gamma v + \nabla K \ast \rho^\varepsilon) f^\varepsilon = 0, \quad (x, v) \in \mathbb{R}^d \times \mathbb{R}^d, \quad t > 0.
\]

This together with Proposition 4.1 implies \( \Box \)

4. APPLICATIONS: QUANTIFIED ASYMPTOTIC ANALYSIS

In the section, we establish quantified asymptotic analysis for kinetic equations to derive the aggregation kinetic equations to derive the aggregation equation, pressureless/isothermal Euler equations with nonlocal singular interactions forces.

4.1. Small inertia limit of the kinetic equation. In this subsection, we provide the details of the proof for Theorem 1.2 on the small inertia limit of the kinetic equation. Let us recall our main asymptotic problem:

\[
\varepsilon \partial_t f^\varepsilon + \varepsilon v \cdot \nabla_x f^\varepsilon - \nabla_v \cdot (\gamma v + \nabla K \ast \rho^\varepsilon) f^\varepsilon = 0, \quad (x, v) \in \mathbb{R}^d \times \mathbb{R}^d, \quad t > 0.
\]

Without loss of generality, we take \( \gamma = 1 \) in the rest of this section.

For the proof of Theorem 1.2, we first show the quantitative bound on the modulated energies.

Proposition 4.1. Let the assumptions of Theorem 1.2 verified. Then we have

\[
\int_{\mathbb{R}^d} (\rho - \rho^\varepsilon) K \ast (\rho - \rho^\varepsilon) \, dx + \int_0^t \int_{\mathbb{R}^d} |v - u(x, s)|^2 f^\varepsilon(x, v, s) \, dx \, dv \, ds \\
\leq C \varepsilon \int_{\mathbb{R}^d} |v - u_0(x)|^2 f_0^\varepsilon(x, v) \, dx \, dv + C \int_{\mathbb{R}^d} (\rho_0 - \rho_0^\varepsilon) K \ast (\rho_0 - \rho_0^e) \, dx + C \varepsilon^2
\]

for all \( t \in [0, T] \) and \( \varepsilon > 0 \) small enough, where \( C > 0 \) is independent of \( \varepsilon \).

Remark 4.1. It follows from \( \| \| \) (see also \( \| \| \) [21]) that

\[
d^2_{BL}(\rho^\varepsilon, \rho^\varepsilon) \leq C d^2_{BL}(\rho_0, \rho_0^\varepsilon) + C \int_0^t \int_{\mathbb{R}^d} |v - u(x, s)|^2 f^\varepsilon(x, v, s) \, dx \, dv \, ds,
\]

where \( C > 0 \) depends on \( \| \nabla_x u \|_{L^\infty} \), but independent of \( \varepsilon > 0 \). This together with Proposition 4.1 implies

\[
d_{BL}(\rho, \rho^\varepsilon) + \int_{\mathbb{R}^d} (\rho - \rho^\varepsilon) K \ast (\rho - \rho^\varepsilon) \, dx + \int_0^t \int_{\mathbb{R}^d} |v - u(x, s)|^2 f^\varepsilon(x, v, s) \, dx \, dv \, ds
\]
\[ \leq C d_{BL}(\rho_0, \rho_0^\varepsilon) + C \varepsilon \int_{\mathbb{R}^d} \int_{\mathbb{R}^{d \times d}} |v - u_0(x)|^2 f_0^\varepsilon(x,v) \, dx \, dv + C \int_{\mathbb{R}^d} (\rho_0 - \rho_0^\varepsilon) K \ast (\rho_0 - \rho_0^\varepsilon) \, dx + C \varepsilon^2, \]

where \( C > 0 \) is independent of \( \varepsilon > 0 \).

Let us first begin with the a priori estimate of free energy for the kinetic equation \( (4.1) \). Since its proof is straightforward, we omit it here.

**Lemma 4.1.** Let \( f^\varepsilon \) be a solution to the equation \( (4.1) \) with sufficient integrability. Then we have

\[ \frac{d}{dt} \left( \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} |v|^2 f^\varepsilon \, dx \, dv + \frac{1}{2\varepsilon} \int_{\mathbb{R}^d} \rho_0^\varepsilon K \ast \rho_0^\varepsilon \, dx \right) \]

\[ + \frac{1}{\varepsilon} \int_{\mathbb{R}^d \times \mathbb{R}^d} |v|^2 f^\varepsilon \, dx \, dv = 0. \]

In particular, this gives

\[ \int_0^t \int_{\mathbb{R}^d \times \mathbb{R}^d} |v|^2 f^\varepsilon \, dx \, dv \, ds \leq C \]

for some \( C > 0 \) independent of \( \varepsilon \).

Motivated from \([6, 11, 28, 29]\), in which the strong relaxation limit from Euler to continuity-type equations are studied, we rewrite the limiting equation \( (1.10) \) as

\[ \partial_t \rho + \nabla \cdot (\rho u) = 0, \]

\[ \varepsilon \theta(\varepsilon u + \varepsilon \nabla u) = -u - \nabla K \ast \rho + \varepsilon \]

where \( \varepsilon := \partial_t u + u \cdot \nabla u \).

**Proposition 4.2.** Suppose that the assumptions in Theorem 1.2 hold. Then we have

\[ \frac{1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left( |v-u|^2 f^\varepsilon \, dx \, dv + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} (\rho - \rho^\varepsilon) K \ast (\rho - \rho^\varepsilon) \, dx \right) \]

\[ \leq - \left( \frac{1}{2\varepsilon} \right) \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} |v-u|^2 f^\varepsilon \, dx \, dv + \frac{C}{\varepsilon} \int_{\mathbb{R}^d} (\rho - \rho^\varepsilon) K \ast (\rho - \rho^\varepsilon) \, dx + C \varepsilon, \]

where \( C > 0 \) is independent of \( \varepsilon > 0 \).

**Remark 4.2.** By Proposition 4.2, we also obtain

\[ \frac{1}{\varepsilon} \int_{\mathbb{R}^d} (\rho - \rho^\varepsilon) K \ast (\rho - \rho^\varepsilon) \, dx + \int_{\mathbb{R}^d \times \mathbb{R}^d} |v-u(x,s)|^2 f(x,v,t) \, dx \, dv \]

\[ \leq C(1+\varepsilon) \int_{\mathbb{R}^d \times \mathbb{R}^d} |v-u(x)|^2 f_0^\varepsilon(x,v) \, dx \, dv + \frac{C}{\varepsilon} \int_{\mathbb{R}^d} (\rho_0 - \rho_0^\varepsilon) K \ast (\rho_0 - \rho_0^\varepsilon) \, dx + C \varepsilon. \]

In particular if

\[ \int_{\mathbb{R}^d \times \mathbb{R}^d} |v-u_0(x)|^2 f_0^\varepsilon(x,v) \, dx \, dv + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} (\rho_0 - \rho_0^\varepsilon) K \ast (\rho_0 - \rho_0^\varepsilon) \, dx \leq C \varepsilon \]

for some \( C > 0 \) which is independent of \( \varepsilon \), then we have

\[ \frac{1}{\varepsilon} \int_{\mathbb{R}^d} (\rho - \rho^\varepsilon) K \ast (\rho - \rho^\varepsilon) \, dx + \int_0^t \int_{\mathbb{R}^d \times \mathbb{R}^d} |v-u(x,s)|^2 f^\varepsilon(x,v,s) \, dx \, dv \, ds \leq C \varepsilon \]

and

\[ \int_{\mathbb{R}^d \times \mathbb{R}^d} |v-u(x,s)|^2 f^\varepsilon(x,v,t) \, dx \, dv \leq C \varepsilon^2 \]

for all \( t \in [0,T] \), where \( C > 0 \) is independent of \( \varepsilon \). This shows that the convergence estimates for \( \int_{\mathbb{R}^d} v f^\varepsilon \, dv \) and \( f^\varepsilon \) in Theorem 1.2 can be replaced by

\[ \int_{\mathbb{R}^d} v f^\varepsilon \, dv \rightarrow \rho u \quad \text{weakly in} \quad L^\infty(0,T;\mathcal{M}(\mathbb{R}^d)), \]

and

\[ f^\varepsilon \rightarrow \rho_0 \delta_u \quad \text{weakly in} \quad L^\infty(0,T;\mathcal{M}(\mathbb{R}^d \times \mathbb{R}^d)), \]

respectively.
Proof of Proposition 4.2. A straightforward computation gives
\[ \frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^d \times \mathbb{R}^d} |u - v|^2 f^\varepsilon \, dv = - \int_{\mathbb{R}^d \times \mathbb{R}^d} (v - u) \cdot (\partial_t u) f^\varepsilon \, dx + \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} |v - u|^2 \partial_t f^\varepsilon \, dv \]
\[ =: I_1 + I_2. \]

On the other hand, it follows from (4.1) and (4.2) that
\[ I_2 = \int_{\mathbb{R}^d \times \mathbb{R}^d} u \otimes (v - u) : (\nabla_x u)f^\varepsilon \, dv + \frac{1}{\varepsilon} \int_{\mathbb{R}^d \times \mathbb{R}^d} (v - u) \cdot (\nabla K * \rho f^\varepsilon) \, dv \]
\[ + \int_{\mathbb{R}^d \times \mathbb{R}^d} (v - u) \cdot \varepsilon f^\varepsilon \, dv \]
and
\[ I_2 = - \int_{\mathbb{R}^d \times \mathbb{R}^d} v \otimes (v - u) : (\nabla_x u)f^\varepsilon \, dv - \frac{1}{\varepsilon} \int_{\mathbb{R}^d \times \mathbb{R}^d} (v - u) \cdot (v + \nabla K * \rho^\varepsilon f^\varepsilon) \, dv. \]

Thus, by combining the above estimates, we obtain
\[ \frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^d \times \mathbb{R}^d} |u - v|^2 f^\varepsilon \, dv \]
\[ = \int_{\mathbb{R}^d \times \mathbb{R}^d} (u - v) \otimes (v - u) : (\nabla_x u)f^\varepsilon \, dv - \frac{1}{\varepsilon} \int_{\mathbb{R}^d \times \mathbb{R}^d} |u - v|^2 f^\varepsilon \, dv \]
\[ + \frac{1}{\varepsilon} \int_{\mathbb{R}^d \times \mathbb{R}^d} (v - u) \cdot \nabla K * (\rho - \rho^\varepsilon) f^\varepsilon \, dv + \int_{\mathbb{R}^d \times \mathbb{R}^d} (v - u) \cdot \varepsilon f^\varepsilon \, dv \]
\[ =: \frac{1}{4} \sum_{i=1}^4 J_i, \]
where we easily get
\[ J_1 \leq \|\nabla_x u\|_{L^\infty} \int_{\mathbb{R}^d \times \mathbb{R}^d} |u - v|^2 f^\varepsilon \, dv \]
and
\[ J_4 \leq \|\varepsilon\|_{L^\infty} \int_{\mathbb{R}^d \times \mathbb{R}^d} |v - u|^2 f^\varepsilon \, dv \leq \varepsilon \|\varepsilon\|_{L^\infty}^2 + \frac{1}{4\varepsilon} \int_{\mathbb{R}^d \times \mathbb{R}^d} |v - u|^2 f^\varepsilon \, dv, \]
due to \( \int_{\mathbb{R}^d \times \mathbb{R}^d} f^\varepsilon \, dv = 1 \) for \( t \geq 0 \). For the estimate of \( J_3 \), by introducing the local moment \( \rho^\varepsilon u^\varepsilon := \int_{\mathbb{R}^d} \varepsilon f^\varepsilon \, dv \), we rewrite
\[ J_3 = - \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \rho^\varepsilon (u - u^\varepsilon) \cdot \nabla K * (\rho - \rho^\varepsilon) \, dx. \]

We then apply Theorem 1.1 with \((\bar{\rho}, \bar{u}) = (\rho^\varepsilon, u^\varepsilon)\) to deduce
\[ \frac{1}{2\varepsilon} \frac{d}{dt} \int_{\mathbb{R}^d} (\rho - \rho^\varepsilon) K * (\rho - \rho^\varepsilon) \, dx + J_4 \leq \frac{C}{\varepsilon} \int_{\mathbb{R}^d} (\rho - \rho^\varepsilon) K * (\rho - \rho^\varepsilon) \, dx, \]
where \( C > 0 \) is independent of \( \varepsilon > 0 \).

Combining all of the above estimates, we have
\[ \frac{1}{2} \frac{d}{dt} \left( \int_{\mathbb{R}^d \times \mathbb{R}^d} |u - v|^2 f^\varepsilon \, dv + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} (\rho - \rho^\varepsilon) K * (\rho - \rho^\varepsilon) \, dx \right) \]
\[ \leq - \left( \frac{1}{2\varepsilon} - \|\nabla_x u\|_{L^\infty} \right) \int_{\mathbb{R}^d \times \mathbb{R}^d} |v - u|^2 f^\varepsilon \, dv + \frac{C}{\varepsilon} \int_{\mathbb{R}^d} (\rho - \rho^\varepsilon) K * (\rho - \rho^\varepsilon) \, dx + \varepsilon \|\varepsilon\|_{L^\infty}^2. \]

Finally, by choosing \( \varepsilon > 0 \) small enough such that \( \frac{1}{2\varepsilon} - \|\nabla_x u\|_{L^\infty} \geq \frac{C}{\varepsilon} \) for some \( C > 0 \) independent of \( \varepsilon \), we conclude the desired result. \( \square \)

Remark 4.3. The modulated kinetic energy estimate appeared in the proof of Proposition 4.2 can also be obtained by assuming \( u \in L^\infty(0, T; W^{1,1}(\Omega)) \cap W^{1,\infty}(0, T; L^\infty(\Omega)) \) for some \( C > 0 \) independent of \( \varepsilon \), not \( u \in L^\infty(\mathbb{R}^d \times (0, T)) \). Indeed, we estimate \( J_4 \) as
\[ J_4 = \int_{\mathbb{R}^d \times \mathbb{R}^d} (v - u) \cdot (\partial_t u) f^\varepsilon \, dv + \int_{\mathbb{R}^d \times \mathbb{R}^d} (v - u) \cdot ((u - v) \cdot \nabla_x u) f^\varepsilon \, dv \]
\[ + \int_{\mathbb{R}^d \times \mathbb{R}^d} (v - u) \cdot (v \cdot \nabla_x u) f^\varepsilon \, dx \, dv \]
\[ \leq \| \partial u \|_{L^\infty} \left( \int_{\mathbb{R}^d \times \mathbb{R}^d} |v - u|^2 f^\varepsilon \, dx \, dv \right)^{1/2} + \| \nabla_x u \|_{L^\infty} \int_{\mathbb{R}^d \times \mathbb{R}^d} |v - u|^2 f^\varepsilon \, dx \, dv \]
\[ + \| \nabla_x u \|_{L^\infty} \left( \int_{\mathbb{R}^d \times \mathbb{R}^d} |v - u|^2 f^\varepsilon \, dx \, dv \right)^{1/2} \left( \int_{\mathbb{R}^d \times \mathbb{R}^d} |v|^2 f^\varepsilon \, dx \, dv \right)^{1/2} \]
\[ \leq \left( \frac{1}{2\varepsilon} + \| \nabla_x u \|_{L^\infty} \right) \int_{\mathbb{R}^d \times \mathbb{R}^d} |v - u|^2 f^\varepsilon \, dx \, dv + \| \nabla_x u \|_{L^\infty} \varepsilon \int_{\mathbb{R}^d \times \mathbb{R}^d} |v|^2 f^\varepsilon \, dx \, dv + \varepsilon \| \partial u \|_{L^\infty}^2, \]

due to \( \int_{\mathbb{R}^d \times \mathbb{R}^d} f^\varepsilon \, dx \, dv = 1 \) for \( t \geq 0 \). Then the kinetic energy in the right hand can be controlled by Lemma 4.4 uniformly in \( \varepsilon \).

4.1.1. Proof of Theorem 1.2 For the proof, we recall [6, Lemma 2.1] which gives relations between the bounded-Lipschitz distance and the modulated kinetic energy.

**Lemma 4.2.**

(i) Convergence of local moment:
\[ d_{BL}(\rho^\varepsilon, \rho_0) \leq \left( \int_{\mathbb{R}^d \times \mathbb{R}^d} |v - u(x)|^2 f^\varepsilon \, dx \, dv \right)^{1/2} + C d_{BL}(\rho^\varepsilon, \rho). \]

(ii) Convergence of \( f^\varepsilon \) towards the mono-kinetic distribution:
\[ d_{BL}^2(f^\varepsilon, \rho \otimes \delta_u) \leq C \int_{\mathbb{R}^d \times \mathbb{R}^d} |v - u(x)|^2 f^\varepsilon \, dx \, dv + C d_{BL}^2(\rho^\varepsilon, \rho). \]

Here \( C > 0 \) is independent of \( \varepsilon \).

The proof of Theorem 1.2 easily follows from a simple combination of (4.3) and Proposition 4.1.

4.2. Hydrodynamic limit: from kinetic to Euler. In this part, we now study the asymptotic analysis for the following kinetic equation when \( \varepsilon \to 0 \):
\[ \partial_t f^\varepsilon + v \cdot \nabla_x f^\varepsilon - \nabla_v \cdot ((\gamma v + \nabla K * \rho^\varepsilon) f^\varepsilon) = \frac{1}{\varepsilon} \nabla_v \cdot ((v - u^\varepsilon) f^\varepsilon + c_P \nabla_v f^\varepsilon), \]
where \( c_P = 0 \) or 1,
\[ \rho^\varepsilon = \int_{\mathbb{R}^d} f^\varepsilon \, dv, \quad \text{and} \quad \rho^\varepsilon u^\varepsilon = \int_{\mathbb{R}^d} v f^\varepsilon \, dv. \]

Similarly as before, we set \( \gamma = 1 \) without loss of generality in the rest of this part. As mentioned in Introduction, for the above asymptotic analysis, we employ the relative entropy method. For this, we first present the free energy estimates whose proof can be found in [7, Lemma 2.1, Proposition 2.1]. Let us recall the free energy \( \mathcal{F} \) and the dissipation \( \mathcal{D} \):

\[ \mathcal{F}(f) = c_P \int_{\mathbb{R}^d \times \mathbb{R}^d} f \log f \, dx \, dv + \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} |v|^2 f \, dx \, dv + \frac{1}{2} \int_{\mathbb{R}^d \times \mathbb{R}^d} K(x - y) \rho(x) \rho(y) \, dx \, dy \]
and
\[ \mathcal{D}(f) = \int_{\mathbb{R}^d \times \mathbb{R}^d} \frac{1}{\varepsilon} \left( c_P \nabla_v f - f(u - v) \right)^2 \, dx \, dv. \]

**Proposition 4.3.** Suppose that \( f \) is a solution of (1.11) with sufficient integrability. Then we have
\[ \frac{d}{dt} \mathcal{F}(f^\varepsilon) + \frac{1}{\varepsilon} \mathcal{D}_1(f^\varepsilon) + \int_{\mathbb{R}^d \times \mathbb{R}^d} |v|^2 f^\varepsilon \, dx \, dv = c_P \gamma d. \]

Furthermore, we obtain
\[ \mathcal{F}(f^\varepsilon) + \int_0^t \left( \frac{1}{2\varepsilon} \mathcal{D}_1(f^\varepsilon) + \int_{\mathbb{R}^d} \rho^\varepsilon |u^\varepsilon|^2 \, dx \right) \, ds \leq \mathcal{F}(f_0^\varepsilon) + C(1 + \gamma^2)\varepsilon, \]
where \( C > 0 \) depends only \( T \) and \( f_0^\varepsilon \).

Now, our main purpose is to prove the following quantitative bound estimate on the relative energies.
Proposition 4.5. Let the assumptions of Theorem 1.3 verified. Then we have the following inequalities for $0 < \varepsilon \leq 1$ and $t \leq T$:

$$
\frac{1}{2} \int_{\mathbb{R}^d} \rho^\varepsilon |u^\varepsilon - u|^2 \, dx + c_P \int_{\mathbb{R}^d} \mathcal{H}(\rho^\varepsilon |\rho) \, dx + \frac{1}{2} \int_{\mathbb{R}^d} (\rho - \rho^\varepsilon) K \ast (\rho - \rho^\varepsilon) \, dx + \int_{0}^{t} \int_{\mathbb{R}^d} \rho^\varepsilon |u^\varepsilon - u|^2 \, dx \, ds
\leq C \sqrt{\varepsilon}.
$$

Here $C > 0$ is a positive constant independent of $\varepsilon$.

Since the strategy of the proof highly depends on the recent work [7] combined with our main theorem, Theorem 1.1, we briefly provide the details of that. As mentioned before, we use the relative entropy argument based on the weak-strong uniqueness principle to have the quantitative error estimates between the kinetic equation and the limiting system.

We first begin with rewriting our desired limiting system (1.12) as a conservative form:

$$
\partial_t U + \nabla \cdot A(U) = F(U),
$$

where

$$
U := \left( \frac{\rho}{m} \right) \text{ with } m = \rho u, \quad A(U) := \left( \begin{array}{c} m \\ m \otimes m \\ \rho \end{array} \right),
$$

and

$$
F(U) := \left( \begin{array}{c} 0 \\ -\rho u - \rho \nabla K \ast \rho \\ c_P \rho P_{d \times d} \end{array} \right).
$$

Here $I_{d \times d}$ denotes the $d \times d$ identity matrix. The free energy of the above system is given by

$$
E(U) := \frac{|m|^2}{2} + c_P \rho \log \rho.
$$

We now define the relative entropy functional $\mathcal{E}$ between two states of the system $U$ and $\bar{U}$ as follows.

$$
\mathcal{E}(U|\bar{U}) := E(U) - E(\bar{U}) - DE(U)(\bar{U} - U) \quad \text{with} \quad \bar{U} := \left( \frac{\bar{\rho}}{\bar{m}} \right), \quad \bar{m} = \bar{\rho}u,
$$

where $DE(U)$ denotes the derivation of $E$ with respect to $\rho, m$, i.e.,

$$
-DE(U)(\bar{U} - U) = -\left( -\frac{|m|^2}{2\rho^2} \begin{array}{c} c_P (\log \rho + 1) \\ m \rho \\ 0 \end{array} \right) \left( \begin{array}{c} \bar{\rho} - \rho \\ \bar{m} - m \end{array} \right)
= \frac{\bar{\rho}|\bar{u}|^2}{2} - \frac{\rho|u|^2}{2} + c_P (\rho - \bar{\rho})(\log \rho + 1) + \rho|u|^2 - \bar{\rho}u \cdot \bar{u}.
$$

This yields

$$
\mathcal{E}(\bar{U}|U) = \frac{\bar{\rho}|\bar{u}|^2}{2} - \frac{\rho|u|^2}{2} + c_P \bar{\rho} \log \bar{\rho} - c_P \rho \log \rho + \frac{\bar{\rho}|\bar{u}|^2}{2} - \frac{\rho|u|^2}{2} + c_P (\rho - \bar{\rho})(\log \rho + 1) + \rho|u|^2 - \bar{\rho}u \cdot \bar{u}
= \frac{\bar{\rho}}{2} |\bar{u} - u|^2 + c_P \mathcal{H}(\bar{\rho}|\rho),
$$

where $\mathcal{H}(\bar{\rho}|\rho)$ is the relative entropy between densities given by

$$
\mathcal{H}(\bar{\rho}|\rho) := \int_{\rho}^{\bar{\rho}} \frac{\bar{\rho} - \rho}{z} \, dz = \bar{\rho} \log \bar{\rho} - \rho \log \rho - (1 + \log \rho)(\bar{\rho} - \rho).
$$

Then, by [7] Proposition 3.1, we have the quantitative bounds on the relative entropy functional $\mathcal{E}$.

Proposition 4.5. Let the assumptions of Theorem 1.3 verified. Then we have the following inequalities for $0 < \varepsilon \leq 1$ and $t \leq T$:

$$
\int_{\mathbb{R}^d} \mathcal{E}(U^\varepsilon|U) \, dx + \int_{0}^{t} \int_{\mathbb{R}^d} \rho^\varepsilon (x)|u^\varepsilon(x) - u(x)|^2 \, dx \, ds
\leq C \sqrt{\varepsilon} + C \int_{0}^{t} \int_{\mathbb{R}^d} \mathcal{E}(U^\varepsilon|U) \, dx \, ds + \int_{0}^{t} \int_{\mathbb{R}^d} \rho^\varepsilon (x)(u^\varepsilon(x) - u(x)) \cdot (\nabla K \ast (\rho - \rho^\varepsilon))(x) \, dx \, ds,
$$

where $\mathcal{E}(U^\varepsilon|U)$ denotes the relative entropy functional between two states of the system $U^\varepsilon$ and $U$.
where $C > 0$ is independent of $\varepsilon$.

4.2.1. Proof of Proposition 4.4 We simply combine the bound estimate on the relative entropy $E$ in Proposition 4.3 and the modulated interaction energy estimate in Theorem 1.1 to obtain

$$
\int_{\mathbb{R}^d} E(U^\varepsilon | U) \, dx + \frac{1}{2} \int_{\mathbb{R}^d} (\rho - \rho^\varepsilon)K^* (\rho - \rho^\varepsilon) \, dx + \int_0^t \int_{\mathbb{R}^d} \rho^\varepsilon |u^\varepsilon - u|^2 \, dx \, ds
\leq C \sqrt{\varepsilon} + C \int_0^t \int_{\mathbb{R}^d} E(U^\varepsilon | U) \, dx ds + C \int_0^t \int_{\mathbb{R}^d} (\rho - \rho^\varepsilon)K^* (\rho - \rho^\varepsilon) \, dx \, ds,
$$

where $C > 0$ is independent of $\varepsilon > 0$. We finally apply the Grönwall’s lemma to the above to conclude the desired result.

4.2.2. Proof of Theorem 1.3 The proof of Theorem 1.3 readily follows from a combination of Proposition 4.4 and the following lemma whose proofs can be found in [7], Lemma 2.2, Corollary 2.1 & Corollary 2.2.

**Lemma 4.3.** There exists a positive constant $C$ depending only on $\|u\|_{W^{1,\infty}}$ such that the following inequalities hold.

(i) Error bound between densities:

$$
\|\rho^\varepsilon - \rho\|_{L^1} \leq \left(2(\|\rho^\varepsilon\|_{L^1} + \|\rho\|_{L^1})\right)^{1/2} \left(\int_{\mathbb{R}^d} \mathcal{H}(\rho^\varepsilon | \rho) \, dx\right)^{1/2}.
$$

(ii) Error bound between moments:

$$
\|\rho^\varepsilon u^\varepsilon - \rho u\|_{L^1} \leq \|\rho^\varepsilon\|_{L^1}^{1/2} \left(\int_{\mathbb{R}^d} \rho^\varepsilon |u^\varepsilon - u|^2 \, dx\right)^{1/2} + \|u\|_{L^\infty} \|\rho^\varepsilon - \rho\|_{L^1}
$$

and

$$
d_{BL}(\rho^\varepsilon u^\varepsilon, \rho u) \leq \|\rho^\varepsilon\|_{L^1}^{1/2} \left(\int_{\mathbb{R}^d} \rho^\varepsilon |u^\varepsilon - u|^2 \, dx\right)^{1/2} + C_{dBL}(\rho^\varepsilon, \rho).
$$

(iii) Error bound between convectons:

$$
\|\rho^\varepsilon u^\varepsilon \otimes u^\varepsilon - \rho u \otimes u\|_{L^1} \leq \int_{\mathbb{R}^d} \rho^\varepsilon |u^\varepsilon - u|^2 \, dx + 2\|u\|_{L^\infty} \|\rho^\varepsilon\|_{L^1}^{1/2} \left(\int_{\mathbb{R}^d} \rho^\varepsilon |u^\varepsilon - u|^2 \, dx\right)^{1/2}
$$

$$
+ 3\|u\|_{L^\infty}^2 \|\rho^\varepsilon - \rho\|_{L^1}
$$

and

$$
d_{BL}(\rho^\varepsilon u^\varepsilon \otimes u^\varepsilon, \rho u \otimes u) \leq \int_{\mathbb{R}^d} \rho^\varepsilon |u^\varepsilon - u|^2 \, dx + C\|\rho^\varepsilon\|_{L^1}^{1/2} \left(\int_{\mathbb{R}^d} \rho^\varepsilon |u^\varepsilon - u|^2 \, dx\right)^{1/2} + C_{dBL}(\rho^\varepsilon, \rho).
$$

(iv) Error bound between particle distribution and Maxwellian ansatz:

$$
\left\| f^\varepsilon - \frac{\rho}{(2\pi)^{d/2}} e^{-\frac{|v-u|^2}{2}} \right\|_{L^1} \leq C \left( \int_{\mathbb{R}^d \times \mathbb{R}^d} \mathcal{H} \left( f_0^\varepsilon \frac{\rho}{(2\pi)^{d/2}} e^{-\frac{|v-u|^2}{2}} \right) \, dx \, dv \right)^{1/2} + C_{\varepsilon}^{1/8}.
$$

(v) Error bound between particle distribution and mono-kinetic ansatz:

$$
d_{BL}(f^\varepsilon, \rho \otimes \delta_u) \leq \|\rho^\varepsilon\|_{L^1}^{1/2} \left( \left( \int_{\mathbb{R}^d \times \mathbb{R}^d} |v-u|^2 f^\varepsilon \, dx \, dv \right)^{1/2} + \left( \int_{\mathbb{R}^d} \rho^\varepsilon |u^\varepsilon - u|^2 \, dx \right)^{1/2} \right)
$$

$$
+ C_{dBL}(\rho^\varepsilon, \rho).
$$
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Since the cases $\ell = 0, 1$ are proved above, we only consider the induction step. Assuming the induction hypothesis, we use (2.8) to get
\[
\Delta_{\gamma + 1}^m((u, 0) \cdot \nabla_{(x, \xi)} K)
\]
\[
= \Delta_{\gamma} \left( \sum_{\ell_1 + \ell_2 + p = m} \frac{m!}{\ell_1! \ell_2! p!} 2^p \sum_{j_1, \ldots, j_p = 1}^{d} (\Delta_{\gamma}^{\ell_1} \partial_{j_1} \cdots \partial_{j_p} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_p} \Delta_{\gamma}^\ell K) \right)
\]
\[
= \sum_{\ell_1 + \ell_2 + p = m} \frac{m!}{\ell_1! \ell_2! p!} 2^p \sum_{j_1, \ldots, j_p = 1}^{d} (\Delta_{\gamma}^{\ell_1} \partial_{j_1} \cdots \partial_{j_p} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_p} \Delta_{\gamma}^\ell K)
\]
\[
+ \sum_{\ell_1 + \ell_2 + p = m} \frac{m!}{\ell_1! \ell_2! p!} 2^{p+1} \sum_{j_1, \ldots, j_p+1 = 1}^{d} (\Delta_{\gamma}^{\ell_1} \partial_{j_1} \cdots \partial_{j_{p+1}} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_{p+1}} \Delta_{\gamma}^\ell K)
\]
\[
+ \sum_{\ell_1 + \ell_2 + p = m} \frac{m!}{\ell_1! \ell_2! p!} 2^p \sum_{j_1, \ldots, j_p = 1}^{d} (\Delta_{\gamma}^{\ell_1} \partial_{j_1} \cdots \partial_{j_p} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_p} \Delta_{\gamma}^{\ell+1} K)
\]
\[
= \sum_{\ell_1 + \ell_2 + p = m} \frac{m!}{\ell_1! \ell_2! p!} 2^p \sum_{j_1, \ldots, j_p = 1}^{d} (\Delta_{\gamma}^{\ell_1} \partial_{j_1} \cdots \partial_{j_p} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_p} \Delta_{\gamma}^\ell K)
\]
\[
+ \sum_{\ell_1 + \ell_2 + p = m} \frac{m!}{\ell_1! \ell_2! p!} 2^{p+1} \sum_{j_1, \ldots, j_p+1 = 1}^{d} (\Delta_{\gamma}^{\ell_1} \partial_{j_1} \cdots \partial_{j_{p+1}} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_{p+1}} \Delta_{\gamma}^\ell K)
\]
\[
+ \sum_{\ell_1 + \ell_2 + p = m} \frac{m!}{\ell_1! \ell_2! p!} 2^p \sum_{j_1, \ldots, j_p = 1}^{d} (\Delta_{\gamma}^{\ell_1} \partial_{j_1} \cdots \partial_{j_p} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_p} \Delta_{\gamma}^{\ell+1} K)
\]
\[ \begin{align*}
\ell_1 &= \sum_{i=1}^{\frac{m}{2}} l_i, \\
\end{align*} \]

We next estimate the terms \( l_i, i = 2, 3, 4 \) as

\[ l_2 = \sum_{\ell_1+p=m+1 \atop \ell_1 \geq 1} \frac{m!}{(\ell_1-1)!p!} \]

\[ \sum_{j_1, \ldots, j_p=1}^d (\Delta_x^{\ell_1} \partial_{j_1} \cdots \partial_{j_p} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_p} K) \]

\[ + \sum_{\ell_1+p=m+1 \atop \ell_1 \geq 1} \frac{m!}{(\ell_1-1)!\ell_2!} \]

\[ (\Delta_x^{\ell_2} u, 0) \cdot \nabla_{(x, \xi)} (\Delta_\gamma^{\ell_2} K) - (\Delta_x^{m+1} u, 0) \cdot \nabla_{(x, \xi)} K \]

\[ = \sum_{\ell_1+p=m+1 \atop \ell_1 \geq 1} \frac{m!}{(\ell_1-1)!\ell_2!} \]

\[ \sum_{j_1, \ldots, j_p=1}^d (\Delta_x^{\ell_1} \partial_{j_1} \cdots \partial_{j_p} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_p} K) \]

\[ + \sum_{\ell_1+p=m+1 \atop \ell_1 \geq 1} \frac{m!}{(\ell_1-1)!\ell_2!} \]

\[ (\Delta_x^{\ell_2} u, 0) \cdot \nabla_{(x, \xi)} (\Delta_\gamma^{\ell_2} K), \]

\[ l_3 = \sum_{\ell_2+p=m+1 \atop p \geq 1} \frac{m!}{\ell_2!(p-1)!} \]

\[ \sum_{j_1, \ldots, j_p=1}^d (\partial_{j_1} \cdots \partial_{j_p} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_p} \Delta_\gamma^{\ell_2} K) \]

\[ - 2^{m+1} \sum_{j_1, \ldots, j_{m+1}=1}^d (\partial_{j_1} \cdots \partial_{j_{m+1}} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_{m+1}} K) \]

\[ = \sum_{\ell_2+p=m+1 \atop p \geq 1} \frac{m!}{\ell_2!(p-1)!} \]

\[ \sum_{j_1, \ldots, j_p=1}^d (\partial_{j_1} \cdots \partial_{j_p} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_p} \Delta_\gamma^{\ell_2} K) \]

\[ + \sum_{\ell_1+p=m+1 \atop \ell_1, \ell_2 \geq 1} \frac{m!}{\ell_1!(\ell_2-1)!} \]

\[ (\Delta_x^{\ell_2} u, 0) \cdot \nabla_{(x, \xi)} (\Delta_\gamma^{\ell_2} K) - (u, 0) \cdot \nabla_{(x, \xi)} (\Delta_\gamma^{m+1} K) \]

\[ = \sum_{\ell_2+p=m+1 \atop \ell_2 \geq 1} \frac{m!}{(\ell_2-1)!p!} \]

\[ \sum_{j_1, \ldots, j_p=1}^d (\partial_{j_1} \cdots \partial_{j_p} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_p} \Delta_\gamma^{\ell_2} K) \]

\[ + \sum_{\ell_1+p=m+1 \atop \ell_1, \ell_2 \geq 1} \frac{m!}{\ell_1!(\ell_2-1)!} \]

\[ (\Delta_x^{\ell_2} u, 0) \cdot \nabla_{(x, \xi)} (\Delta_\gamma^{\ell_2} K), \]

and

\[ l_4 = \sum_{\ell_2+p=m+1 \atop \ell_2 \geq 1} \frac{m!}{(\ell_2-1)!p!} \]

\[ \sum_{j_1, \ldots, j_p=1}^d (\partial_{j_1} \cdots \partial_{j_p} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_p} \Delta_\gamma^{\ell_2} K) \]

\[ + \sum_{\ell_1+p=m+1 \atop \ell_2 \geq 1} \frac{m!}{\ell_1!(\ell_2-1)!} \]

\[ (\Delta_x^{\ell_2} u, 0) \cdot \nabla_{(x, \xi)} (\Delta_\gamma^{\ell_2} K) - (u, 0) \cdot \nabla_{(x, \xi)} (\Delta_\gamma^{m+1} K) \]

\[ = \sum_{\ell_2+p=m+1 \atop \ell_2 \geq 1} \frac{m!}{(\ell_2-1)!p!} \]

\[ \sum_{j_1, \ldots, j_p=1}^d (\partial_{j_1} \cdots \partial_{j_p} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_p} \Delta_\gamma^{\ell_2} K) \]

\[ + \sum_{\ell_1+p=m+1 \atop \ell_1, \ell_2 \geq 1} \frac{m!}{\ell_1!(\ell_2-1)!} \]

\[ (\Delta_x^{\ell_2} u, 0) \cdot \nabla_{(x, \xi)} (\Delta_\gamma^{\ell_2} K). \]
Combining those estimates yields

\[ I_2 + I_3 + I_4 = \sum_{\ell_1 + p_2 = m + 1 \atop \ell_1, p_2 \geq 1} (m + 1)! \frac{\ell_1 p_2}{\ell_1 ! p_2 !} \sum_{j_1, \ldots, j_{p_2} = 1}^{d} (\Delta_\ell^j \partial_{j_1} \cdots \partial_{j_{p_2}} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_{p_2}} K) \]

\[ + \left( \Delta_\ell^{(m+1)} u, 0 \right) \cdot \nabla_{(x, \xi)} K \]

\[ + \sum_{\ell_1 + \ell_2 = m + 1 \atop \ell_1, \ell_2 \geq 1} (m + 1)! \frac{\ell_1 ! \ell_2 !}{\ell_1 ! \ell_2 !} \left( \Delta_\ell^j u, 0 \right) \cdot \nabla_{(x, \xi)} \Delta_\ell^j K \]

\[ + (u, 0) \cdot \nabla_{(x, \xi)} \Delta_\ell^m K \]

\[ + \sum_{\ell_2 + p = m + 1 \atop \ell_2, p \geq 1} (m + 1)! \frac{\ell_2 ! p}{\ell_2 ! p !} \sum_{j_1, \ldots, j_p = 1}^{d} (\partial_{j_1} \cdots \partial_{j_p} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_p} \Delta_\ell^j K) \]

\[ + 2^{m+1} \sum_{j_1, \ldots, j_{m+1} = 1}^{d} (\partial_{j_1} \cdots \partial_{j_{m+1}} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_{m+1}} K) \]

\[ = \sum_{\ell_1 + \ell_2 + p = m + 1 \atop \ell_1, \ell_2, p \geq 0} (m + 1)! \frac{\ell_1 ! \ell_2 ! p}{\ell_1 ! \ell_2 ! p !} \sum_{j_1, \ldots, j_p = 1}^{d} (\Delta_\ell^j \partial_{j_1} \cdots \partial_{j_p} u, 0) \cdot \nabla_{(x, \xi)} (\partial_{j_1} \cdots \partial_{j_p} \Delta_\ell^j K). \]

Therefore, we can conclude that \( \sum_{i=1}^{4} I_i \) gives the desired result.
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