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There is a growing body of research in HCI on detecting the users’ emotions. Once it is possible to detect users’ emotions reliably, the next question is how an emotion-aware interface should react to the detected emotion. In a first step, we tried to find out how humans deal with negative emotions of an avatar. The hope behind this approach was to identify human strategies, which we can then mimic in an emotion-aware voice assistant. We present a user study in which participants were confronted with an angry, sad, or frightened avatar. Their task was to make the avatar happy by talking to it. We recorded the voice signal and analyzed it. The results show that users predominantly reacted with neutral emotion. However, we also found gender differences, which opens a range of questions.

CCS Concepts: • Human-centered computing → Natural language interfaces.

Additional Key Words and Phrases: Emotion Reaction, Negative Emotions, Avatar Emojis

ACM Reference Format:
Yong Ma, Heiko Drewes, and Andreas Butz. 2022. How Should Voice Assistants Deal With Users’ Emotions?. In CHI’22 Workshop: The Future of Emotion in Human-Computer Interaction, April 13th–April 14th, 2022, New Orleans, LA. ACM, New York, NY, USA, 5 pages. https://doi.org/XXXXXXX.XXXXXXX

1 INTRODUCTION

Voice Assistants (VAs), which are embedded in smartphones (e.g., Siri) or smart home devices (e.g., Alexa), have a growing number of users. The advantage of VAs, compared to classical interaction with keyboard, mouse and display, is that they do not demand visual attention and leave the hands free for other tasks [14]. Despite the ‘artificial intelligence’ in VAs, users consider current voice assistants stupid, as they are not fully-fledged conversational partners. One reason for this is a missing awareness of the users’ emotions.

With the advancements in neural networks and machine learning it is possible to recognize users’ emotions in speech [1, 4]. However, even if it is possible to reliably detect emotion, it is not clear how a VA should react. This is the research question of our study.

Some emotions, such as sadness, anger, and fear, are classified as negative, and an often-heard idea is to develop VAs, which turn such emotion into a positive one, i.e., make the user happy. The question is how a VA should behave and how the VAs voice should sound in an emotional response to achieve this goal. To get closer to an answer, we decided to study how humans would try to achieve this. For a study we set up a website with animated emojis talking in negative emotions. We asked the participants to cheer the emojis up by talking, and we recorded their voices. We analyzed the recorded voice samples with Vokaturi¹, an emotion detector based on neural networks, and also with

¹https://vokaturi.com/
classical methods such as RMS and ZCR. The predominant result from Vokaturi was ‘neutral’ and there were not many differences in the voices for different moods of the emoji. However, we found surprising differences in strategy by the participants’ gender. Our study did therefore not deliver conclusive answers, but created questions for further research, especially on the gender issue.

2 RELATED WORK

There is a growing body of research on how to detect emotion in speech. One possibility to detect emotion is speech emotion recognition (SER), which analyzes how something was said. A good overview on this approach is provided by Schuller [15]. Another possibility is the semantic analysis of natural language [6], which analyzes what was said.

Research on how to react to emotion is mainly done by psychologists, but it typically investigates the communication between humans. Li et al. [5] worked on emotional reaction by focusing on the feelings of the user and presented the ‘EmoElicitor’ model to elicit the particular emotions of users. Clos et al. [3] tried to predict the emotional reaction of readers of social network posts. Other researchers concluded that their approach outperforms other approaches they took as a baseline, e.g., estimating emotion from text by using ‘EmoLex’ [7]. Thornton and Tamir [17] studied whether humans can predict the future emotion of others from the currently observed emotion through a learned mental model.

In the field of HCI, some researchers proposed self-reported and concurrent expression which can help computers to efficiently sense, recognize and respond to human communication of emotions [11–13]. Pascual-Leone and Greenberg [9] used a sequential model of emotional processing and an accompanying measure to conduct an emotional transformation study involving 310 clinical and 130 sub-clinical cases [8].

3 STUDY

 Fig. 1. The web page offered emojis in three moods - angry, sad, fearful. The emoji talked to the participants and waited for an answer, which we recorded. This was repeated with different emoji utterances five times for each emotion.

To understand how VAs should react to users’ emotion, we used the approach of role-swapping. In other words, the roles of VAs and individuals are switched in our study. We designed a website and invited participants with the web link. Besides a privacy statement, instructions, and a microphone test, the website presented animated avatars (see Figure 1) in three different emotional states – sad, angry, and fearful. The participants’ task was to change the avatars’ emotion into happiness by speaking to them. For every emotion, the conversation consisted of five avatar utterances and corresponding user answers. After each answer the avatar become gradually happier, independently of the user’s
actual answer. We recorded the first two seconds of every answer. After the recordings of each emotion we asked "How sad was the emoji’s voice?" and "How sad was the emoji’s face?" and the analog for the other emotions to validate the emotional input. We also asked for suggestions how to cheer up people in this mood to collect users’ intentions.

4 RESULTS AND ANALYSIS

The study was conducted during three weeks and involved 52 participants. Six participants did not complete the study and therefore, 46 valid data records remained for evaluation. The participants, 22 female and 24 male, had an average age of 30.5, where the youngest participant was 11 years old and the oldest participant was at the age of 69. The average age of all female participants (30.4) was nearly equal to the average age of all male participants (30.5).

The evaluation of the users’ perception of the stimulus showed that the avatar’s mood was perceived as intended. Figure 2 shows the users’ average emotion as reported by Vokaturi. The high standard deviations indicate a high dispersion of individuals’ emotion. Vokaturi reports five values for five basic emotions and typically four values are small and only one value is high. If we eliminate values below 15% as noise we get Figure 3, which shows that most answers were given with neutral emotion.

Figure 4 shows the users’ average emotion for the three negative avatar moods. There is not much difference in the emotional response to the different avatar’s mood. However, we found a difference in the RMS (root mean square) (see...
Figure 5. Figure 6 shows the users’ emotion by gender averaged over the three different avatar moods. It shows that there is a clear difference by gender. We did not calculate the significance of this result as it is not clear how reliable Vokaturi’s results are. Vokaturi’s documentation states “The accuracy on the five built-in emotions is 76.1%”.

5 DISCUSSION AND FUTURE WORK

Emotion in speech signals is independent from language and culture [10] and there was no reason to assume a difference for gender. The fact that we got a gender difference needs an explanation. Although it is unlikely, it could be by chance.

Another explanation could be a gender bias in the emotion detector. Vokaturi’s training databases3 are the Berlin Database of Emotional Speech or Emo-DB4 [2], which contains five female and five male speakers, and SAVEE5, which has voice samples of four males. This raises the question whether the training databases for emotion detection have to be gender-balanced. Vogt et al. showed that gender differentiation improves emotion recognition [18].

A further possibility is that there is a gender difference in the reaction to emotion. The consequence would be, that a female voice assistant should have a different reaction to emotion than a male voice assistant. It may be the case that male users need a different treatment to cheer them up than female users. Although there are hints that this could be the case [16], we are not very comfortable with this idea, as it means that emotion-aware voice assistants also need gender-awareness and this would manifest gender differences in technology. The general question is whether there is a difference in conversations from man to man, women to woman, or man to woman, and if there are differences, whether we want to implement this in voice assistants.

There are critical voices on gender issues for voice assistants in a UNESCO report6 and in the media7. There is also an initiative for a genderless voice to end gender bias in AI8. A follow-up study could offer a male and a female stimulus. Alternatively, it would be possible to offer a gender-neutral human voice or even the voice of a comic character. This raises a more general questions: Should research on future voice interfaces investigate all interfaces which are possible, only those for which there is a market, or only interfaces which are in accordance with current morals?

1https://developers.vokaturi.com/q-a
2https://developers.vokaturi.com/algorithms/annotated-databases
3http://www.expressive-speech.net/emodb/
4http://kahlan.eps.surrey.ac.uk/savee/
5https://unesdoc.unesco.org/ark:/48223/pf0000367416
6https://www.nytimes.com/2019/05/22/world/siri-alexa-at-gender-bias.html
7https://www.genderlessvoice.com/
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