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Abstract—Recently the primal-dual method of multipliers (PDMM), a novel distributed optimization method, was proposed for solving a general class of decomposable convex optimizations over graphic models. In this work, we first study the convergence properties of PDMM for decomposable quadratic optimizations over tree-structured graphs. We show that with proper parameter selection, PDMM converges to its optimal solution in finite number of iterations. We then apply PDMM for the causal estimation problem over a statistical linear state-space model. We show that PDMM and the Kalman filter have the same update expressions, where PDMM can be interpreted as solving a sequence of quadratic optimizations over a growing chain graph.
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I. INTRODUCTION

In recent years, distributed optimization has drawn increasing attention due to the demand for big-data processing and easy access to ubiquitous computing units (e.g., a computer, a mobile phone or a sensor equipped with a CPU). The basic idea is to have a set of computing units collaborate with each other in a distributed way to complete a complex task. Popular applications include telecommunication [1], [2], wireless sensor networks [3], cloud computing and machine learning [4]. The research challenge is on the design of efficient and robust distributed optimization algorithms for those applications.

Among various distributed optimization methods, the alternating direction method of multipliers (ADMM) is probably the most popular method being studied and applied in practice. It is aimed at solving the following decomposable convex optimization problem:

\[
\min_{x,z} f(x) + g(z) \quad \text{s.t.} \quad Ax + Bz = c, \tag{1}
\]

where s.t. stands for “subject to”, and the two matrices \((A, B)\) and the vector \(c\) are known a priori. Many practical optimization problems can be reformulated or reduced to the form (1), such as the resource allocation in wireless networks [5], compressive sensing [6], [7], the image denoising problem [8], and telecommunication problems [9], [2].

Recent research activities on ADMM have focused on improving its convergence speed. The work of [10] considers the optimal parameter selection of ADMM for the quadratic consensus problem. In [11], the authors study the optimal parameter selection for quadratic programming. The work in [12] considers the optimal parameter selection when either \(f(x)\) or \(g(z)\) in (1) is a quadratic function.

Recently, we have proposed the primal-dual method of multipliers (PDMM) [13] for solving a general class of decomposable optimization problems over an undirected graphical model \(G = (V, E)\) that takes the form:

\[
\min_{i \in V} \sum_{i \in V} f_i(x_i) \quad \text{s.t.} \quad A_{ij} x_i + A_{ji} x_j = c_{ij} \quad \forall (i, j) \in E, \tag{2}
\]

where the subscript \(i|j\) indicates that the matrix \(A_{ij}\) operates on \(x_i\) for the equality constraint over the edge \((i, j) \in E\). In principle, ADMM can also be applied to solve (2) by introducing a set of auxiliary variables (see [13] or [14] for a reformulation of (2) into (1)). PDMM is carefully designed by avoiding the auxiliary variables as required in ADMM.

In the literature, PDMM has been applied successfully for solving a number of practical problems. The work of [15] investigates the efficiency of ADMM and PDMM for distributed dictionary learning. In [16], we have used both ADMM and PDMM for training a support vector machine (SVM). In the above examples it is found that PDMM outperforms ADMM in terms of convergence rate. Furthermore, PDMM has also been successfully applied to distributed speech enhancement over a wireless microphone network (see [17], [18], [19], [20]). The basic principle in those works is to reformulate different speech enhancement problems as decomposable convex optimizations of form (2), allowing the application of PDMM.

Theoretical convergence analyses of PDMM are provided in [13] and [21]. The work of [13] uses the variational inequality to conduct the analysis while [21] makes use of monotone operator theory [22], [23] to interpret PDMM as a Peaceman-Rachford splitting method.

Differently from PDMM, which is motivated from distributed optimization, the Kalman filter is designed from the perspective of estimation theory. The filter was introduced in the 1960s by Kalman and Bucy [24], [25]. Given a stochastic linear state-space model driven by Gaussian noise, the filter is able to perform causal optimal estimation of the current hidden state from the past observations or measurements efficiently [26]. The filter has found many successful applications since its introduction, such as object tracking, state and parameter estimation for control or diagnosis, and signal processing (see [27] for an overview).
In this work, we attempt to characterize the relationship between PDMM and the Kalman filter. To do so, we first study the performance of PDMM for a distributed quadratic optimization over a tree structured graph. We show that by proper parameter selection, the method converges to the optimal solution in finite number of iterations for a fixed graph.

We then consider applying PDMM to the causal estimation over a state-space model as the Kalman filter does. It can be shown that when the state-space model is driven by Gaussian noise, the estimation problem is equivalent to a maximum likelihood (ML) problem. By associating each time step of the state-space model with a node, the ML problem becomes a decomposable quadratic optimization over a growing chain graph as the state-space model evolves over time. We show that applying PDMM to the reformulated ML problem with proper parameter selection produces the same updating expressions as the Kalman filter under mild conditions.

We note that our work is related to but different from the distributed Kalman filter (DKF) [23]. The DKF considers the problem that each node in a sensor network receives node-dependent measurements of a common linear state-space model over time. The objective is to estimate the common hidden state cooperatively by the sensors in a distributed manner over time. On the other hand, PDMM is primarily designed for solving the time-invariant problem [2].

The remainder of the paper is organized as follows. Section II introduces notations and formally defines the convex optimization problem [2] over a graphic model as well as the quadratic optimization problem. Section III describes both synchronous PDMM and asynchronous PDMM for solving the general convex problem [2]. In Section IV, we show that with proper parameter selection, PDMM converges in the general convex problem (2). In Section IV, we show that the Kalman filter and asynchronous PDMM share the same updating procedure. Finally, we draw conclusions and discuss future works in Section VI.

II. PROBLEM DEFINITION

A. Notations

We first introduce notations for an undirected graphical model. We denote an undirected graph as \( G = (\mathcal{V}, \mathcal{E}) \), where \( \mathcal{V} = \{1, \ldots, m\} \) represents the set of nodes and \( \mathcal{E} = \{(i,j)|i,j \in \mathcal{V}\} \) represents the set of undirected edges in the graph, respectively. If \((i,j) \in \mathcal{E}\), node \(i\) and \(j\) can communicate with each other directly along their edge \((i,j)\). We use \( N_i \) to denote the set of all neighboring nodes of node \(i\), i.e., \( N_i = \{j|(i,j) \in \mathcal{E}\} \). The notation \( N_i/j \) represents the set of neighbours of \(i\) except neighbour \(j\). The undirected graph \( G \) will be used for problem definition and presentation of the updating procedure of PDMM.

We denote a directed acyclic graph (DAG) as \( \hat{G} = (\hat{\mathcal{V}}, \hat{\mathcal{E}}) \), where \( \hat{\mathcal{E}} = \{[i,j]|i,j \in \mathcal{V}\} \) represents the set of all directed edges. The directed edge \([i,j]\) indicates that node \(i\) can reach node \(j\) through the edge but not in reverse order. The graph being acyclic implies that there exists no path starting at any node \(i\) and following a sequence of directed edges that eventually loops back to \(i\) again. The DAG \( \hat{G} \) will be used for parameter selection of PDMM for the quadratic optimization later on.

Next we introduce notations for mathematical description in the remainder of the paper. We use bold lower-case letters to denote vectors and bold capital letters to denote matrices. We use \( I \) to denote an identity matrix. The notation \( M \geq 0 \) (or \( M > 0 \)) represents a symmetric positive semi-definite matrix (or a symmetric positive definite matrix). The superscript \((\cdot)^T\) represents the transpose operator while \((\cdot)^{-1}\) represents matrix inversion. Given a vector \( y \), we use \( \|y\| \) to denote its \( l_2 \) norm. Furthermore, \( \|y\|^2_M \) represents the computation \( y^TMy \).

B. Decomposable convex optimization

With the notation \( G = (\mathcal{V}, \mathcal{E}) \) for an undirected graph, problem (2) can be formally defined as

\[
\min_{x \in \mathcal{V}} \sum_{i \in \mathcal{V}} f_i(x_i) \quad \text{s. t.} \quad A_{ij}x_i + A_{ji}x_j = c_{ij} \quad (i,j) \in \mathcal{E}, \tag{3}
\]

where each function \( f_i : \mathbb{R}^{n_i} \rightarrow \mathbb{R} \cup \{+\infty\} \) is assumed to be closed, proper and convex, and \( x = [x_1^T, x_2^T, \ldots, x_m^T]^T \) is referred to as the primal variable. For every edge \((i,j) \in \mathcal{E}\), we have \( c_{ij}, A_{ij}, A_{ji} \in (\mathbb{R}^{n_i}, \mathbb{R}^{n_j \times n_i}, \mathbb{R}^{n_j \times n_i}) \). The vector \( x \) is thus of dimension \( n_x = \sum_{i \in \mathcal{V}} n_i \). In general, \( A_{ij} \) and \( A_{ji} \) are two different matrices. The matrix \( A_{ij} \) operates on \( x_i \) in the linear constraint of edge \((i,j) \in \mathcal{E}\).

The Lagrangian function for (3) can be constructed as

\[
L(x, \delta) = \sum_{i \in \mathcal{V}} f_i(x_i) + \sum_{(i,j) \in \mathcal{E}} \delta_{ij}^T(c_{ij} - A_{ij}x_i - A_{ji}x_j), \tag{4}
\]

where \( \delta_{ij} \) is the Lagrangian multiplier (or the dual variable) for the corresponding edge constraint in (3), and the vector \( \delta \) is obtained by stacking all the dual variables \( \delta_{ij}, (i,j) \in \mathcal{E} \). Therefore, \( \delta \) is of dimension \( n_\delta = \sum_{(i,j) \in \mathcal{E}} n_{ij} \). The Lagrangian function is convex in \( x \) for fixed \( \delta \), and concave in \( \delta \) for fixed \( x \). We make the following assumption for the convex optimization (3).

Assumption 1. There exists a saddle point \((x^*, \delta^*)\) to the Lagrangian function \( L(x, \delta) \) such that for all \( x \in \mathbb{R}^{n_x} \) and \( \delta \in \mathbb{R}^{n_\delta} \) we have

\[
L(x^*, \delta) \leq L(x^*, \delta^*) \leq L(x, \delta^*). \tag{5}
\]

Or equivalently, the following optimality (KKT) conditions hold for \((x^*, \delta^*)\):

\[
\sum_{j \in N_i} A_{ij}^T \delta_{ij}^* \in \partial f_i(x_i^*) \quad \forall i \in \mathcal{V} \tag{5}
\]

\[
A_{ij}x_j^* + A_{ji}x_i^* = c_{ij} \quad \forall (i,j) \in \mathcal{E}. \tag{6}
\]

A saddle point \((x^*, \delta^*)\) to the Lagrangian function \( L(x, \delta) \) provides an optimal solution \( x^* \) to the original problem (3). There might be many saddle points to the Lagrangian function.

C. Decomposable quadratic optimization

As a special case of (3), a decomposable quadratic optimization can be represented as

\[
x^* = \min_x \sum_{i \in \mathcal{V}} \left( f_i(x_i) = \frac{1}{2} x_i^T \Sigma_i x_i - \alpha_i^T x_i \right)
\]
where $\Sigma_i, i \in \mathcal{V}$, is a symmetric positive semi-definite matrix (i.e., $\Sigma_i \succeq 0$). In this case, the optimality conditions \eqref{eq:qo_primal_1}--\eqref{eq:qo_primal_2} would become a set of equations. We investigate the quadratic optimization \eqref{eq:qo_primal_opt} in Section \ref{sec:qo_primal_analysis}.

\section{Primal-Dual Method of Multipliers}

In this section, we present the updating procedure of PDMM for the decomposable convex optimization \eqref{eq:convex_primal}. We first introduce synchronous PDMM, where all the variables are updated simultaneously per iteration. We then introduce asynchronous PDMM, where only the variables of a selected node are updated per iteration. Finally, we simplify the updating procedure of synchronous and asynchronous PDMM into the so-called message-passing framework.

\subsection{Synchronous PDMM}

Before presenting the updating procedure for \eqref{eq:convex_primal}, we first introduce a set of dual variables required for the method to work. Let $\lambda_{ij}$ and $\delta_{ij}$ be two dual variables for every edge constraint $A_{ij}x_i + A_{ij}x_j = c_{ij}$, which are actually two copies of the dual variable $\delta_{ij}$ in \eqref{eq:qo_primal_opt}. The variable $\lambda_{ij}$ is owned by and updated at node $i$ and is related to neighboring node $j$. We denote by $\lambda_i$ the concatenation of all $\lambda_{ij}, j \in \mathcal{N}_i$. Therefore each node $i$ carries both a primal variable $x_i$ and a dual variable $\lambda_i$. Similarly to $x$, we let $\lambda = [\lambda_1^T, \ldots, \lambda_m^T]^T$.

Synchronous PDMM updates $x$ and $\lambda$ simultaneously per iteration by performing node-oriented computation. At iteration $k$, each $i$ computes a new estimate $\hat{x}_{i}^{k+1}$ by locally solving a small-size optimization problem. In doing so, the neighboring estimates $\{\hat{x}_j| j \in \mathcal{N}_i\}$ and $\{\hat{\lambda}_{ij}| j \in \mathcal{N}_i\}$ from last iteration are utilized. Once $\hat{x}_{i}^{k+1}$ is obtained, the new estimate of each dual variable $\hat{\lambda}_{ij}^{k+1}$ is computed. The update expressions for $\hat{x}_{i}^{k+1}$ and $\hat{\lambda}_{ij}^{k+1}$ can be represented as \eqref{eq:synchronous_update}

\begin{align}
\hat{x}_{i}^{k+1} &= \arg\min_{x_i} \left[ \sum_{j \in \mathcal{N}_i} \frac{1}{2} \left\| A_{ij}x_i + A_{ij}\hat{x}_{j}^{k} - c_{ij} \right\|_{P_{ij}}^2 ight. \\
&\quad \left. - x_i^T \left( \sum_{j \in \mathcal{N}_i} A_{ij}^T \hat{\lambda}_{ij}^{k} \right) + f_i(x_i) \right] \quad i \in \mathcal{V} \tag{8} \\
\hat{\lambda}_{ij}^{k+1} &= \hat{\lambda}_{ij}^{k} + P_{ij}^{-1}(c_{ij} - A_{ij}x_i - A_{ij}\hat{x}_{j}^{k} - A_{ij}\hat{x}_{i}^{k+1}) \quad i \in \mathcal{V}, j \in \mathcal{N}_i \tag{9}
\end{align}

The set $\mathcal{P}$ of positive definite matrices has a great impact on the convergence speed of PDMM. See \eqref{eq:convergence_speed} for empirical evidence on how different parameters affect its convergence speed for the distributed averaging problem. In next section, we will show that by proper selection of $\mathcal{P}$, the method has a finite-time convergence for the quadratic optimization \eqref{eq:qo_primal_opt} over a tree-structured graph.

We note that for the updating procedure \eqref{eq:synchronous_update} to work, the local estimates $\{(\hat{x}_i, \hat{\lambda}_i)| i \in \mathcal{V}\}$ need to be exchanged between neighboring nodes after every iteration. By doing so, every node $i$ gradually captures global information of all the objective functions $\{f_i\}$ and the constraints through its local estimate $(\hat{x}_i, \hat{\lambda}_i)$.

\begin{remark}
We note that the work in \eqref{eq:PDMM_convergence} focuses on a special structure of the matrix set $\mathcal{P}$, namely $P_{i,j} = \rho I$ for every $P_{i,j} \in \mathcal{P}$, where $\rho > 0$. One research direction is to extend the work of \eqref{eq:PDMM_convergence} to the general matrix form $P_{i,j} > 0, (i,j) \in \mathcal{E}$.
\end{remark}

\subsection{Asynchronous PDMM}

In asynchronous PDMM for each iteration, only the variables associated with one node in the graph update their estimates while all other variables keep their estimates fixed. Suppose node $i$ is selected at iteration $k$. We then compute $(\hat{x}_{i}^{k+1}, \hat{\lambda}_{i}^{k+1})$ by following \eqref{eq:synchronous_update}--\eqref{eq:asynchronous_update}. At the same time, the estimates $(\hat{x}_j, \hat{\lambda}_j)$, $j \neq i$, remain the same. That is

\begin{align}
(\hat{x}_{j}^{k+1}, \hat{\lambda}_{j}^{k+1}) = (\hat{x}_{j}^{k}, \hat{\lambda}_{j}^{k}) \quad \forall j \neq i. \tag{10}
\end{align}

The asynchronous updating scheme is more flexible than the synchronous scheme in that no global node-coordination is needed for parameter-updating.

In practice, the nodes in the graph can either be selected randomly or follow a predefined order for asynchronous parameter-updating. One scheme for realizing random node-activation is that after a node finishes parameter-updating, it randomly activates one of its neighbours for the next iteration. Another scheme is to introduce a clock at each node which ticks at the times of a (random) Poisson process (see \eqref{eq:PDMM_convergence} for detailed information). Each node is activated only when its clock ticks. As for node-activation in a predefined order, a cyclic updating scheme is most straightforward. Without loss of generality, the nodes can be selected in order from $i = 1$ to $i = m = |\mathcal{V}|$ periodically, or equivalently $i_k = \text{mod}(i, m)$ where $\text{mod}(\cdot, \cdot)$ denotes the modulus operation. Once node $i$ finishes its parameter updating operation, it informs node $i + 1$ for next iteration. For the case that node $i$ and $i + 1$ are not neighbours, the path from node $i$ to $i + 1$ can be pre-stored at node $i$ to facilitate the process.

Differently from synchronous PDMM, the theoretical analysis for asynchronous PDMM depends on how the individual node is selected per iteration. \eqref{eq:asynchronous_update} provides convergence analysis for the cyclic updating scheme while \eqref{eq:asynchronous_update} utilizes monotone operator theory to conduct analysis for the random updating scheme.
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C. Message-passing framework

In this subsection, we replace each dual variable \( \lambda_{ji} \) by a
new variable \( m_{ji} \), in the updating procedure of PDMM. We refer to an estimate \( \hat{m}_{ji} \) as a message from node j to
node i. We will show in the following that when updating \( \hat{x}_i \)
at node i, only the neighboring messages \( \{\hat{m}_{ji} \mid j \in N_i\} \)
are required instead of \( \{(\hat{x}_j, \lambda_{ji}) \mid j \in N_i\} \) in the original
updating expression.

Our main motivation to replace \( \lambda_{ji} \) with \( m_{ji} \) is that
the introduction of \( \{m_{ji}\} \) makes it easier to analyze the
relationship between PDMM and the Kalman filter in later sections.
Further, the new updating expression involving \( \{m_{ji}\} \)
is more similar to the update expressions of other types of
message-passing methods, such as the linear-coordinate decent
(LiCD) method [29] and the min-sum method [30, 31].

Formally, we define the variable \( m_{ji} \) to be
\[
m_{ji} = P_{ij}\lambda_{ji} + (c_{ij} - A_{ij}\hat{x}_j)
\]
which is a function of \( \lambda_{ji} \) and \( \hat{x}_j \). By using algebra, one can
show that the updating expression (8) for \( \hat{x}_i \) in (11), \( i \in \mathcal{V} \), can be simplified as
\[
\hat{x}_i^{k+1} = \arg \min_{x_i} \left\{ \frac{1}{2} \sum_{j \in N_i} A_{ij}\hat{x}_i - \hat{m}_{ji}^{k+1} \right\}^2 + f_i(x_i),
\]
where
\[
\hat{m}_{ji}^{k+1} = P_{ij}\hat{x}_j^{k+1} + (c_{ij} - A_{ij}\hat{x}_j^{k+1})
\]
Once \( \hat{x}_i^{k+1} \) is computed, the new message \( \hat{m}_{ji}^{k+1} \) from i to j
can be expressed in terms of \( \hat{m}_{ji}^{k} \) and \( \hat{x}_i^{k+1} \) as
\[
\hat{m}_{ji}^{k+1} = P_{ij} \hat{x}_j^{k+1} + (c_{ij} - A_{ij}\hat{x}_j^{k+1})
\]
where the expression is derived by using (9) and (13).

Equ. (12) and (14) together specify the new form of
updating procedure in terms of \( x \) and \( \{m_{ji} \mid i \in \mathcal{V}, j \in N_i\} \).
Table I summarizes the reformulated updating procedure for
synchronous PDMM.

**Remark 2.** Replacing \( \{\lambda_{ji}\} \) with \( \{m_{ji}\} \) in the updating
expressions of PDMM may also be beneficial in practice. For
instance, every time after finishing local computations using
synchronous PDMM, each pair \( (i, j) \in \mathcal{E} \) of neighbouring
nodes only need to exchange their messages \( \hat{m}_{ij} \) and \( \hat{m}_{ji} \)
instead of their primal and dual estimates \( (\hat{x}_i, \lambda_{ji}) \) and
\( (\hat{x}_j, \lambda_{ji}) \), reducing the number of transmission parameters.

**IV. Finit-Time Convergence of PDMM for Quadratic Optimization Over a Tree-Structured Graph**

In this section, we consider using PDMM to solve the quadratic optimization (7) over a tree-structured graph. The
research goal is to find a particular setup of the matrix set \( \mathcal{P} \)
which leads to finite-time convergence of PDMM.

**A. Parameter selection**

The selection of the matrix set \( \mathcal{P} \) is crucial to make PDMM
converge in finite steps. In the following we explain how to
construct the matrices in \( \mathcal{P} \) recursively by using the quadratic
matrices \( \{\Sigma_i \mid i \in \mathcal{V}\} \) and \( \{(A_{ij}, A_{ji}) \mid (i, j) \in \mathcal{E}\} \) in (7).

In order to construct the matrices in \( \mathcal{P} \), we first convert the
(undirected) tree-structured graph \( G = \{\mathcal{V}, \mathcal{E}\} \) into a directed
acyclic graph \( \tilde{G} = \{\mathcal{V}, \tilde{E}\} \). Firstly, we select any node \( r \in \mathcal{V} \) to
be a root node in the graph. We then convert every undirected
edge of \( \mathcal{E} \) into a directed edge of \( \tilde{E} \) w.r.t. the root node \( r \). To do so, we define the distance between \( i \in \mathcal{V} \) and \( r \) as
the minimum number of edges required for \( i \) to reach \( r \) by
walking through a sequence of connected edges in the graph,
denoted as \( \text{dist}(i, r) \). Since the graph is tree-structured, the
shortest sequence of connected edges starting from \( i \) till \( r \)
can be directly constructed by moving towards \( r \) at each step.
Upon introducing the distance, \( \tilde{E} \) can then be obtained as
\[
\tilde{E} = \{(i, j) \mid (i, j) \in \mathcal{E}, \text{dist}(j, r) < \text{dist}(i, r)\}.
\]
The set \( \tilde{E} \) ensures that starting from any node \( i \) and traveling
over the directed graph \( \tilde{G} \) would eventually arrive at the root
node \( r \). Finally, we introduce
\[
\text{dist}(\tilde{G}, r) = \max_{i \in \mathcal{V}} \text{dist}(i, r),
\]
which measures the maximum distance between any node \( i \in \mathcal{V} \)
and the root node \( r \). As will be shown in next subsection,
the quantity \( \text{dist}(\tilde{G}, r) \) is related to how many iterations are
required before PDMM converges to the optimal solution.

We now explain in detail how to construct the matrices in
\( \mathcal{P} \) over \( \tilde{G} = \{\mathcal{V}, \tilde{E}\} \). We start from the edges in \( \tilde{E} \) with
no preceding edges. Suppose \( [u, v] \in \tilde{E} \) has no preceding edges,
implying that node \( u \) has only one neighbour \( v \) (i.e., \( N_u = \{v\} \)). The matrix \( P_{uv} \) is then built as
\[
P_{uv} = A_{u|v}\Sigma_u^{-1}A_{u|v}^T,
\]
where \( \Sigma_u \) is assumed to be nonsingular. With (12), the other
matrices in \( \mathcal{P} \) can then be constructed recursively along the
directed edges in \( \tilde{E} \) towards the root node \( r \). Suppose we are at
the position to determine the matrix \( P_{ij} \), \( [i, j] \in \tilde{E} \). It can be
computed by using the matrices \( \{P_{ij} \mid u \in N_i/j\} \) of preceding

**TABLE I SYNCHRONOUS PDMM**

| Initialization: \( \hat{x} \) and \( \{\hat{m}_{i \rightarrow j} \mid i \in \mathcal{V}, j \in N_i\} \) |
| Repeat |
| For all \( i \in \mathcal{V} \) do |
| \( \hat{x}_i^{k+1} = \arg \min_{x_i} \left[ f_i(x_i) + \frac{1}{2} \sum_{j \in N_i} A_{ij}\hat{x}_i - \hat{m}_{ji}^{k+1} \right] \) |
| For all \( j \in N_i \) do |
| \( \hat{m}_{ji}^{k+1} = \hat{m}_{ji}^{k} + (c_{ij} - 2A_{ij}\hat{x}_i^{k+1}) \) |
| End For |
| End For |
| Until some stopping criterion is met |
edges as (See Fig. 1)
\[ P_{ij} = A_{ij} \left( \sum_{u \in N_i} A_{iu}^T P_{ui}^{-1} A_{iu} \right)^{-1} A_{ij}^T, \tag{18} \]

We note that the above construction scheme (17)-(18) implicitly assumes the constructed matrices in \( \mathcal{P} \) are nonsingular, as required by (12). We summarize the assumption below:

**Assumption 2.** Every matrix \( P_{ij} \in \mathcal{P} \) constructed by (17)-(18) is assumed to be symmetric positive definite, i.e., \( P_{ij} \succ 0 \).

**B. Convergence properties of PDMM**

In this subsection we argue that the particular matrix selection (17)-(18) leads to finite-time convergence of both synchronous and asynchronous PDMM irrespective of any initialization \( \hat{x} \) and \( \{\hat{m}_{i,j}\}, i \in \mathcal{V}, j \in \mathcal{N}_i \).

In the following we first explain that with (17)-(18), information of the quadratic function \( \{f_i\} \) and the equality constraints in (7) flows towards the root node \( r \) fast. The results will be summarized in a lemma below. We will then analyze the finite-time convergence of synchronous and asynchronous PDMM based on the lemma.

1) **Effective information flow towards the root node \( r \):** Consider the computation of the message \( \hat{m}^{k+1}_{i,j} \) over a directed edge \([i,j] \in \mathcal{E}\). It is clear from (14) that \( \hat{m}^{k+1}_{i,j} \) is fully determined by the new estimate \( \hat{x}^{k+1}_i \) and the old message \( \hat{m}^k_{i,j} \). We note that in general, the computation of \( \hat{x}^{k+1}_i \) involves the messages \( \{\hat{m}^k_{u,j}|u \in \mathcal{N}_i\} \) from all neighbouring nodes (see (12)). As a consequence, the message \( \hat{m}^{k+1}_{i,j} \) implicitly makes use of the same messages from all neighboring nodes. We show in the following that with the particular matrix selection (17)-(18), \( \hat{m}^{k+1}_{i,j} \) is cancelled out in computing \( \hat{m}^{k+1}_{j,i} \) for the considered quadratic optimization problem (7), leading to effective information flow towards the root node \( r \).

**Lemma 1.** Let the set of matrices \( \{P_{ij}((i,j) \in \mathcal{E}) \} \) be constructed by following (17)-(18) for the quadratic optimization problem (7), where Assumption 2 holds. By following the updating procedure (12) and (14), the message \( \hat{m}^{k+1}_{i,j} \) over the directed edge \([i,j] \in \mathcal{E} \) is computed as
\[ \hat{m}^{k+1}_{i,j} = \sum_{u \in \mathcal{N}_i} A_{iu} \left( \sum_{u \in \mathcal{N}_i} A_{i,u}^T P_{ui}^{-1} A_{i,u} \right)^{-1} \left( \sum_{w \in \mathcal{N}_j} A_{j,w}^T \hat{m}^k_{j,w} \right), \tag{19} \]

**Proof:** See Appendix A for the proof.

**Lemma 1** indicates that the computation of \( \hat{m}^{k+1}_{i,j} \), \( i,j \in \mathcal{E} \), only involves the messages \( \{\hat{m}^k_{u,j}|u \in \mathcal{N}_i\} \) from the preceding directed edges. From a high-level point of view, the message \( \hat{m}^{k+1}_{i,j} \) is already available at node \( j \) at time step \( k \).

Therefore, it seems redundant for the new message \( \hat{m}^{k+1}_{i,j} \) to include any information of \( \hat{m}^{k+1}_{j,i} \) in computing \( \hat{x}^{k+1}_j \) at time step \( k+1 \). The particular form (19) for \( \hat{m}^{k+1}_{i,j} \) brings only new information to node \( j \), which may accelerate the information flow over the graph. By running the iterates of either synchronous or asynchronous PDMM, global information of all the quadratic functions \( \{f_i\} \) and the equality constraints in (7) would arrive at the root node \( r \) in finite number of steps. As will be shown later the root node \( r \) reaches optimality first, followed by other nodes.

2) **Synchronous PDMM:** We now consider synchronous PDMM where all the estimates \( \hat{x} \) and \( \{\hat{m}_{i,j}\}, i \in \mathcal{V}, j \in \mathcal{N}_i \) are updated simultaneously per iteration. We have the following results:

**Theorem 2.** Let the set of matrices \( \{P_{ij}((i,j) \in \mathcal{E}) \} \) be constructed by using (17)-(18) for the quadratic optimization problem (7), where Assumption 2 holds. By following synchronous PDMM, it takes \( \text{dist}(\hat{G}, r) + 1 \) iterations for the estimate \( \hat{x}_r \) to reach its optimal solution \( x_r^* \). The estimates \( \{\hat{x}_u, u \neq r\} \) of all the other nodes in \( \mathcal{V} \) take at most 2 dist(\( \hat{G}, r\)) + 1 iterations to arrive at their individual optimal solutions \( \{x^*_u, u \neq r\} \).

**Proof:** We first show that the estimate \( \hat{x}_r \) converges in \( \text{dist}(\hat{G}, r) + 1 \) iterations. To do so, we show that the messages \( \{\hat{m}_{i,j}\}((i,j) \in \mathcal{E}) \) over all the directed edges in \( \mathcal{E} \) converge to their fixed points in \( \text{dist}(\hat{G}, r) \) iterations. From Lemma 1 it is clear that if a directed edge \([u,v]\) has no preceding directed edges (i.e., \( \mathcal{N}_u = \{v\} \)), the associated message \( \hat{m}_{u,v} \) only needs one iteration to converge. Suppose \([u,v]\) has preceding directed edges. In this situation, if the messages \( \{\hat{m}_{u,v}|w \in \mathcal{N}_u/v\} \) of its preceding edges have already converged, the message \( \hat{m}_{u,v} \) also needs only one iteration to converge (see (19)). As \( \hat{G} \) is an acyclic tree-structured graph, it is immediate from Theorem 1 that the estimate \( \hat{x}_r^k = x_r^* \) when \( k = \text{dist}(\hat{G}, r) + 1 \).

In a similar manner, one can show that the estimates \( \{\hat{x}_u, u \neq r\} \) of other nodes converge in 2 \( \text{dist}(\hat{G}, r) + 1 \) iterations. The key step is to show that the messages \( \{\hat{m}_{i,j}((i,j) \in \mathcal{E}) \} \) over the reverse direction of all the directed edges in \( \mathcal{E} \) converge to their fixed points in 2 \( \text{dist}(\hat{G}, r) + 1 \) iterations by using (12) and (14). We omit the argument as it is similar to the analysis above.

3) **Asynchronous PDMM over a chain graph:** We now consider a chain graph for asynchronous PDMM and postpone...
the analysis for a general tree-structured graph later on. The analysis for a chain graph is relatively easy to understand and has a close relationship to the updating procedure of the Kalman filter (see Section V).

Before presenting the convergence results, we first describe how to select one node per iteration for parameter updating to maximize performance. To do so, we index the nodes of the chain graph from one side to the other side starting from \( i = 1 \) until \( i = m \) (see Fig. 2 for illustration). The last node \( m \) is taken as the root node \( r \). Correspondingly, the directed edge set \( \mathcal{E} = \{ [i, i+1] | i = 1, \ldots, m-1 \} \). The quantity dist(\( \mathcal{G}, r \)) = \( m - 1 \).

The nodes will be selected for parameter-updating in two stages. In the first stage, we select one node per iteration from \( i = 1 \) to \( i = m - 1 \) to perform a forward computation towards the root node \( r \). In the second stage, we select one node per iteration in reverse order from \( i = m \) to \( i = 1 \) to perform a backward computation. In total, the forward and backward computations account for \( 2m - 1 = 2 \text{dist}(\mathcal{G}, r) + 1 \) iterations. We have the following convergence results.

**Theorem 3.** Consider the quadratic optimization problem (7) over the chain graph in Fig. 2. Let the set of matrices \( \{ P_{i,i+1} | (i, i+1) \in \mathcal{E} \} \) be constructed by using (17)-(18), where Assumption 2 holds. By following the updating procedure in Table II, the estimate \( \hat{x}_i \), \( i = m, \ldots, 1 \), reaches its optimal solution \( x^*_i \) after node \( i \) finishes updating its parameters in the backward computation stage.

Proof: The convergence analysis is similar to the proof for Theorem 2. Firstly we conclude from Lemma 1 that the forward computation in Table II leads to the fixed messages \( \{ m^*_{i,i+1} | (i, i+1) \in \mathcal{E} \} \) over all the directed edges in \( \mathcal{E} \).

**TABLE II**

**ASYNCHRONOUS PDMM: PARAMETER UPDATING OVER THE CHAIN GRAPH IN FIG. 2** The notation \( m^*_{i,j} \) represents a fixed (or converged) message from node \( i \) to \( j \).

| Init.: Set \( \{ P_{i,i+1} | (i, i+1) \in \mathcal{E} \} \) by using (17)-(18) |
|---------------------------------------------------------------|
| **Forward computation:** |
| \( m^*_{i,i+2} = c_{i,2} - 2A_{i,2} (\Sigma_1 + A_{i,2}^T P_{2,1} A_{i,2})^{-1} a_1 \) for node \( i = 2, \ldots, m - 1 \) do |
| \( m^*_{i,i+1} = c_{i,i+1} - 2A_{i,i+1} (\Sigma_i + \sum_{u \in N_i} A_{i,u}^T P_{u,i}^{-1} A_{i,u})^{-1} \) |
| \( \cdot (a_i + \sum_{u \in N_i} A_{i,u}^T P_{u,i}^{-1} m^*_{i-1,u}) \) |
| end for |
| **Backward computation:** |
| for node \( i = m, m-1, \ldots, 1 \) do |
| \( x^*_i = \arg \min_{x_i} \left[ f_i(x_i) + \sum_{j \in N_i} \frac{1}{2} \| A_{i,j} x_i - m^*_{i-1,j} \|_2^2 \right] \) |
| \( m^*_{i-1,i} = m^*_{i-1,i} + (c_{i,i-1} - 2A_{i,i-1} x^*_i) \), \( i > 1 \) end for |

Next we consider the backward computation from node \( i = m \) to \( i = 1 \) in Table III. The computation at the root node \( i = m \) would lead to the optimal estimate \( \hat{x}_m = x^*_m \) and fixed (or converged) message \( m^*_{m-1,m} \) because it uses the fixed message \( m^*_{m-1,m} \) from neighbour \( m - 1 \). Similarly, the computation at other nodes \( i = m - 1, \ldots, 1 \) would also lead to the optimal estimate \( \hat{x}_i = x^*_i \) and fixed message \( m^*_{i-1,i} = m^*_{i-1,i-1} \). The proof is complete.

We note that for the updating scheme in Table III, the estimate \( \hat{x}_m \) of the root node reaches its optimal solution \( x^*_m \) first, which is similar to the convergence results of synchronous PDMM (See Theorem 3). If one is only interested in the optimal solution \( x^*_m \), the backward computation in Table III can be greatly reduced by only performing computation at the root node \( i = m \).

**4) Asynchronous PDMM over a tree-structured graph:** Similarly to the case of a chain graph above, the key step is to properly select one node per iteration for parameter updating. As the considered graph is more general, it may take more iterations than that for the chain graph to converge.

The updating procedure for a tree-structured graph is presented in Table III. Similarly to Table I, it also involves the forward and backward computations. When performing forward computation in Table III, we select a directed edge \( [i,j] \in \mathcal{E} \) per iteration to compute the associated message \( m^*_{i,j} \), which is equivalent to the selection of node \( i \). The convergence results are summarized below:

**Theorem 4.** Let the set of matrices \( \{ P_{i,j} | (i, j) \in \mathcal{E} \} \) be constructed by using (17)+(18) for the quadratic optimization problem (2), where Assumption 2 holds. By following the updating procedure of Table III, the estimate \( \hat{x} \) converges to \( x^* \) in finite iterations.

Proof: The proof is similar to that for Theorem 3. Besides the updating procedure of Table III one can also select the nodes in a different manner for parameter updating. For instance, the nodes can be selected either randomly or periodically in a predefined order. It is not difficult to show that the algorithm would still converge in finite iterations as long as every node is selected once in a while after reasonable iterations. However, it may take more iterations to converge.
Remark 3. The analysis in this section suggests that when using PDMM to minimize general decomposable convex functions, the matrix set $\mathcal{P}$ should be set based on the Hessian matrices of the objective functions if they exist for fast convergence speed.

V. RELATION TO KALMAN FILTER

In this section we first briefly present the estimation problem over a statistical linear state-space model, where the notations of the state-space model are adopted from [26] with slight modification. We will show that the estimation problem can be reformulated as a maximum log-likelihood (ML) problem. We then describe the Kalman filter for solving the estimation problem. After that, we demonstrate how to apply the results of PDMM in Section [IV] to address the ML problem. We will show that the update expressions of PDMM and the Kalman filter are equivalent using algebra.

A. Estimation over a statistical linear state-space model

Suppose the random processes $\{z_l|l \geq 0\}$ and $\{y_l|l \geq 0\}$ follow a statistical linear state-space model

\[
\begin{align*}
z_{l+1} &= F_l z_l + G_l u_l \quad l \geq 0 \\
y_l &= H_l z_l + v_l \quad l \geq 0,
\end{align*}
\]

where the matrices $\{|F_l, G_l|l \geq 0\}$ are assumed to be of full row-rank, and the processes $\{v_l|l \geq 0\}$ and $\{u_l|l \geq 0\}$ are assumed to be $q \times 1$ and $r \times 1$ vector-valued zero-mean white Gaussian processes, with

\[
E\left(\begin{bmatrix} u_l \\ v_l \end{bmatrix} \begin{bmatrix} u_l^T & v_l^T \end{bmatrix}\right) = \begin{bmatrix} Q_l & 0 \\ 0 & R_l \end{bmatrix}, \quad l \geq 0,
\]

where $E(\cdot)$ denotes expectation, $\delta_{ij} = 1$ when $l = j$, and $\delta_{ij} = 0$ otherwise. We assume both $u_l$ and $v_l$ are non-degenerate Gaussian vectors (i.e., $Q_l > 0$ and $R_l > 0$). The initial state $z_0$ has a Gaussian distribution with zero mean and covariance matrix $\Pi_0 > 0$, which is independent of $\{u_l|l \geq 0\}$ and $\{v_l|l \geq 0\}$. The matrices $F_l$ (of dimension $n \times n$), $G_l(n \times r), H_l(q \times n), Q_l(r \times r), R_l(q \times q)$, and $\Pi_0(n \times n)$ are known a priori.

The process $\{z_l|l \geq 0\}$ is used to model the (hidden) state of a physical system over time while the process $\{y_l|l \geq 0\}$ models the measurements over time. Correspondingly, the two processes $\{u_l|l \geq 0\}$ and $\{v_l|l \geq 0\}$ are often called process noise and measurement noise, respectively. The goal is how to estimate the hidden states efficiently and accurately from the measurements.

Remark 4. One can also consider the general case that the process noise $u_l$ is correlated with the measurement noise $v_l$ for each $l \geq 0$. That is

\[
E\left(\begin{bmatrix} u_l \\ v_l \end{bmatrix} \begin{bmatrix} u_l^T & v_l^T \end{bmatrix}\right) = \begin{bmatrix} Q_l & S_l \\ S_l^T & R_l \end{bmatrix}, \quad l \geq 0,
\]

where $S_l \neq 0$. The analysis in the remainder of the paper can be extended above using algebra.

Formally, the objective at time step $l$ is to compute the optimal estimate $\hat{z}_{l+1}|l$ for the state $z_{l+1}$ in terms of the past observed measurements $\{y_l|l \geq i \geq 0\}$ by minimizing the following mean squared error (MSE)

\[
\hat{z}_{l+1}|l = \arg\min_{\hat{z}_{l+1}} E\left[\|z_{l+1} - \hat{z}_{l+1}\|^2|\{y_l|l \geq i \geq 0\}\right].
\]

(24)

It can be easily shown that the estimate $\hat{z}_{l+1}|l$ takes the form of (see Theorem 3.A.1 of [26])

\[
\hat{z}_{l+1}|l = E[z_{l+1}|\{y_l|l \geq i \geq 0\}],
\]

(25)

which is the conditional expectation of $z_{l+1}$ given the measurements $\{y_l|l \geq i \geq 0\}$.

Next we show that the above minimum mean squared error (MMSE) criterion is equivalent to the maximum log-likelihood (ML) criterion in computing $\hat{z}_{l+1}|l$. The results are summarized in a lemma below:

Lemma 2. The estimate $\hat{z}_{l+1}|l$ in (25) can be alternatively obtained using the maximum log-likelihood (ML) criterion

\[
\hat{z}_{l+1}|l = \arg\max_{\hat{z}_{l+1}} \left[\max_{\{z_l|l \geq i \geq 0\}} \ln p(\{z_l|l + 1 \geq i \geq 0\}, \{y_l|l \geq i \geq 0\})\right],
\]

(26)

where $p(\{z_l|l + 1 \geq i \geq 0\}, \{y_l|l \geq i \geq 0\})$ represents the joint Gaussian distribution of the random vectors $\{z_l|l + 1 \geq i \geq 0\}$ and $\{y_l|l \geq i \geq 0\}$.

Proof: See Appendix [H] for the proof.

The equivalence of the MMSE and ML in computing $\hat{z}_{l+1}|l$ above is due to the fact that all the random vectors in (20)-(21) are Gaussian distributed. We will apply the asynchronous PDMM in Table [II] to address the ML problem later on.

Remark 5. The assumption on the matrices $\{|F_l, G_l|l \geq 0\}$ in (20)-(21) being of full row-rank ensures that when applying PDMM to solve (26), the constructed matrices in $\mathcal{P}$ are nonsingular. On the other hand, the above assumption is not necessarily required for the Kalman filter to work.

B. Kalman filter

By making use of the linear structure of the state-space model (20)-(21), the Kalman filter is able to compute the estimates $\{\hat{z}_{l+1}|l|l \geq 0\}$ recursively and efficiently over time. In the following we briefly describes the recursive update expressions of the Kalman filter (see Chapter 9 of [26]).

Before presenting the update expressions for $\{\hat{z}_{l+1}|l|l \geq 0\}$, we first need to introduce some notations. We denote the covariance matrix of the error vector $\tilde{z}_{l|l-1} = z_l - \hat{z}_{l|l-1}$ as $D_l$, i.e., $D_l = E[\tilde{z}_{l|l-1}\tilde{z}_{l|l-1}^T]$. When $l = 0$, we let $D_0 = E[\tilde{z}_{0|0-1}\tilde{z}_{0|0-1}^T] = E[z_0z_0^T] = \Pi_0$.

(27)

Equivalently we can set the initial estimate $\hat{z}_{0|0-1}$ to

\[
\hat{z}_{0|0-1} = 0.
\]

(28)

The covariance matrix $D_l$ characterizes the uncertainty of the estimate $\tilde{z}_{l|l-1}$ for the state $z_l$. A small $D_l$ implies that $\tilde{z}_{l|l-1}$ is a good estimate with small uncertainty.
Suppose the estimate \(\hat{z}_{l-1}^*\) and the associated covariance matrix \(D_l\) for the state \(z_l\) were already obtained at time step \(l-1\). At time step \(l\), the Kalman filter computes \(\hat{z}_{l+1|l}\) in terms of \(\hat{z}_{l-1}^*\) and \(y_l\) as
\[
\hat{z}_{l+1|l}^* = (F_l - K_l H_l)\hat{z}_{l-1}^* + K_l y_l, \quad l \geq 0,
\]
where the optimal Kalman gain \(K_l\) is computed by using \(D_l\) as
\[
K_l = F_l D_l H_l^T (H_l D_l H_l^T + R_l)^{-1} \quad l \geq 0.
\]
By using \(K_l\) and \(D_l\), the associated covariance matrix \(D_{l+1}\) for \(\hat{z}_{l+1|l}\) can be computed as
\[
D_{l+1} = F_l D_l F_l^T + G_l Q_l G_l^T - K_l (H_l D_l H_l^T + R_l) K_l^T \quad l \geq 0.
\]
Equ. (27)-(31) together specify the recursive update expressions of the Kalman filter.

It is not difficult to see from (29) that \(\hat{z}_{l+1|l}\) is in fact a linear combination of historical measurements \(\{y_i|l \geq i \geq 0\}\). The contributions of \(y_i\) from \(i = 0\) till \(i = l-1\) to \(\hat{z}_{l+1|l}\) are fully embedded in \(\hat{z}_{l-1}\). Therefore, the Kalman filter only needs to store the most recent estimate and its associated covariance matrix for the computation at next time step.

Conceptually speaking, the Kalman filter can be viewed as performing message-passing over a chain graph \(G_l = (V_l, E_l)\) with \(V_l = \{l|l = 0, 1, 2, \ldots\}\) and \(E_l = \{(i, l+1)|i = 0, 1, 2, \ldots\}\). Each time step \(l\) of the state-space model (20)-(21) corresponds to a node \(l \in V_l\) in the chain graph. When node \(l\) receives the message (\(\hat{z}_{l-1|l}, D_l\)) from node \(l-1\), it computes and forwards the message (\(\hat{z}_{l+1|l}, D_{l+1}\)) to the next node \(l+1\). In other words, the Kalman filter only performs the forward computation starting from node \(l = 0\) to nodes of higher indices.

Finally it is worthy noting that the computation (31) of \(\{D_l|l \geq 0\}\) is independent of the estimates \(\{\hat{z}_{l+1|l}|l \geq 0\}\). Instead, \(\{D_l|l \geq 0\}\) are constructed recursively based on the structure (i.e., \(\{(F_l, H_l)|l \geq 0\}\)) of the state-space model and the covariance matrices of the processes \(\{(u_l, v_l)|l \geq 0\}\) and \(\{z_0\}\) over time. The above property is similar to the computation (17)-(18) of the matrix set \(P\) of PDMM in Section IV We will show in next subsection that \(\{D_l|l \geq 0\}\) are equivalent to the matrix set \(P\) of PDMM obtained by using (17)-(18) in solving the ML problem (26).

**Remark 6.** We note that the Kalman filter works even for singular matrices \(\{D_l|l \geq 0\}\) while PDMM requires all the matrices in \(P\) to be nonsingular. We conjecture that at least for a subclass (e.g., the ML problem (26)) of the optimization problem (25), the matrix set \(P\) might not need to be nonsingular for PDMM to work.

**C. Addressing the ML problem by using PDMM**

In this subsection, we consider using the results of PDMM in Section IV to solve the ML problem (26). To be able to draw connections between PDMM and the Kalman filter, we focus on the asynchronous PDMM (See the description in IV-B3).

1) **Problem reformulation onto a chain graph:** We note from Lemma 2 that \(p(\{z_i|l + 1 \geq i \geq 0\}, \{y_i|l \geq i \geq 0\}\) represents a joint Gaussian distribution. The covariance matrix of the distribution over \(\{z_i|l + 1 \geq i \geq 0\}\) and \(\{y_i|l \geq i \geq 0\}\) is sparse due to the linear structure of the state-space model (20)-(21) and the property (22). As a result, taking the logarithm of the distribution produces a summation of quadratic functions
\[
\ln p(\{z_i|l + 1 \geq i \geq 0\}, \{y_i|l \geq i \geq 0\}) = - \sum_{i=0}^{l} g_i(z_i, u_i) + \text{constant}
\]
where the individual quadratic functions \(g_i(z_i, u_i), i = 0, \ldots, l\), are expressed as
\[
g_0(z_0, u_0) = \frac{1}{2} \begin{bmatrix} u_0 \end{bmatrix}^T \begin{bmatrix} Q_0 & 0 \\ 0 & R_0 \end{bmatrix} \begin{bmatrix} u_0 \\ y_0 - H_0 z_0 \end{bmatrix} + \frac{1}{2} z_0^T \Pi_0 z_0
\]
\[
g_i(z_i, u_i) = \frac{1}{2} \begin{bmatrix} u_i \end{bmatrix}^T \begin{bmatrix} Q_i & 0 \\ 0 & R_i \end{bmatrix} \begin{bmatrix} u_i \\ y_i - H_i z_i \end{bmatrix} \quad i = 1, \ldots, l
\]
where the set of vectors \((z_i, u_i), i = 0, \ldots, l+1\), satisfy
\[
\hat{z}_{i+1} = F_i z_i + G_i u_i \quad i = 0, \ldots, l,
\]
which are obtained directly from (20).

Upon deriving (32)-(55), the ML problem (26) can be reformulated as a decomposable quadratic optimization over a chain graph \(G_{c,l+1} = (V_{c,l+1}, E_{c,l+1})\) with \(V_{c,l+1} = \{i|l \geq i \geq 0\}\) and \(E_{c,l+1} = \{(i, i+1)|i = 0, 1, \ldots, l\}\)
\[
\hat{z}_{i+1}|l = \arg \min_{z_{i+1}} \left[ \begin{bmatrix} u_{i+1} \cr z_{i+1} \end{bmatrix}^T \left[ -G_i - F_i \right] \begin{bmatrix} u_i \\ z_i \end{bmatrix} = 0 \right] \quad (i, i+1) \in E_{c,l+1},
\]
which falls within the problem formulation of (7). We note that there is no local quadratic function at node \(l+1\) in (36), which is because \(y_{l+1}\) is not available yet.

It is clear that as the time step \(l\) of the state-space model increases by 1 to \(l+1\), the above chain graph \(G_{c,l+2} = (V_{c,l+2}, E_{c,l+2})\) with \(V_{c,l+2} = V_{c,l+1} \cup \{l+2\}\) and \(E_{c,l+2} = E_{c,l+1} \cup \{(l+1, l+2)\}\). We will show later that PDMM is able to compute \(\hat{z}_{i+2|l+1}\) based on \(\hat{z}_{i+1|l}\) and \(y_{l+1}\) without using the previous measurements \(\{y_{i}|l \geq i \geq 0\}\).

2) ** Updating procedure of asynchronous PDMM:** We now consider applying the asynchronous PDMM presented in Table III to solve (36)-(37). To do so, we let \(x_i = [u_i^T, z_i^T]^T, i = 1, \ldots, l+1\). Furthermore, we take the node \(l+1\) in \(V_{c,l+1}\) to be the root node \(r\) (see Fig. 2). With the root node \(r = l+1\), the corresponding directed graph can be built for \(G_{c,l+1}\), which we denote as \(G_{c,l+1} = (V_{c,l+1}, E_{c,l+1})\) where \(E_{c,l+1} = \{(i, i+1)|i = 0, \ldots, l\}\).

The problem formulation (36)-(37) suggests that only the
estimate \( \hat{z}_{i+1}^{l+1} \) at the root node \( r = l + 1 \) is of interest. Therefore, the updating procedure in Table II can be simplified to the forward computation only from \( i = 0 \) to \( i = l \). The backward computation can be removed completely.

To apply the simplified updating procedure in Table II, we first need to construct the matrix set \( \mathcal{P} = \{ P_{i,i+1} \mid (i,i+1) \in \mathcal{E}_{c,l+1} \} \) by following the instructions presented in IV-A. We start with \( P_{01} \) as its corresponding directed edge \( (0,1) \) has no preceding edges in \( \mathcal{E}_{c,l+1} \) (i.e., \( N_0 = \{1\} \)). Combining (7), (17), (33), and (37) produces
\[
P_{01} = \begin{bmatrix} G_0 & F_0 \end{bmatrix} J_0^{-1} \begin{bmatrix} G_0 & F_0^T \end{bmatrix},
\]
(38)
where the matrix \( J_0 \) is given by
\[
J_0 = \begin{bmatrix} Q_0^{-1} & 0 \\ H_0^T R_0^{-1} H_0 + \Pi_0^{-1} & 0 \end{bmatrix}.
\]
(39)
The matrix \( J_0 \) is nonsingular as \( \Pi_0 > 0 \) and \( Q_0 > 0 \). It can be easily shown that \( P_{01} \) is also nonsingular as \( \{ F_0, G_0 \} \) is of full row-rank from (20)-(21). With \( P_{01} \), the other matrices in \( \mathcal{P} \) can be constructed recursively by combining (7), (18), (34), and (37), which can be expressed as
\[
P_{i,i+1} = \begin{bmatrix} G_i & F_i \end{bmatrix} J_i^{-1} \begin{bmatrix} G_i & F_i^T \end{bmatrix},
\]
i = 1, \ldots, l, \quad (40)
where the matrix \( J_i \) is a function of \( P_{i-1,i} \), given by
\[
J_i = \begin{bmatrix} Q_i^{-1} & 0 \\ H_i^T R_i^{-1} H_i + P_{i-1,i}^{-1} & 0 \end{bmatrix}.
\]
(41)
Similarly, the matrix \( P_{i+1,i} \) is also nonsingular due to the property that \( \{ F_i, G_i \} \) is of full row-rank. Therefore, Assumption 2 holds for the matrix set \( \mathcal{P} \) constructed by (38)-(41).

The relation between the matrix set \( \mathcal{P} = \{ P_{i,i+1} \mid (i,i+1) \in \mathcal{E}_{c,l+1} \} \) be constructed by using (38)-(41) and the set of covariance matrices \( \{ D_i \mid i \geq 1 \} \) of the Kalman filter is characterized in a proposition below:

**Proposition 1.** Let the matrix set \( \mathcal{P} = \{ P_{i,i+1} \mid (i,i+1) \in \mathcal{E}_{c,l+1} \} \) be constructed by using (38)-(41) for the quadratic optimization (36)-(37). The matrices in \( \mathcal{P} \) are related to the matrices \( D_i, i \geq 1 \), of the Kalman filter as
\[
D_{i+1} = P_{i,i+1}, \quad i = 0, \ldots, l.
\]
(42)

**Proof:** See Appendix C for the proof.

We are now ready to consider the forward computation in Table II. We show in a theorem below that the message \( m_{k+1}^{i} \) is in fact the optimal solution \( \hat{z}_{i+1}^{l+1} \) for each \( i = 0, \ldots, l \). To simplify the analysis, we introduce the initial message \( m_{-1}^{0} = 0 \) (equal to \( \hat{z}_{0}^{l} \)) from (28) and the initial matrix \( P_{-1,0} = \Pi_0 = D_0 \).

**Theorem 5.** Let the matrix set \( \mathcal{P} = \{ P_{i,i+1} \mid (i,i+1) \in \mathcal{E}_{c,l+1} \} \) be constructed by using (38)-(41) for the quadratic optimization (36)-(37). Then the messages \( \{ m_{k+1}^{i} \mid i = 0, \ldots, l \} \) generated by the forward computation of Table II can be computed recursively as
\[
m_{k+1}^{i} = (F_i - K_i H_i) m_{k}^{i+1} + K_i y_i
\]
(43)
\[
= \hat{z}_{i+1}^{l+1}, \quad \hat{z}_{i+1}^{l+1} = \hat{z}_{i+1}^{l+1}.
\]
(44)

**Proof:** See Appendix D for the proof.

Proposition II and Theorem 5 together show that the asynchronous PDMM and the Kalman filter have the same update expressions. From the theory of the Kalman filter, the matrix \( P_{i,i+1}, i \geq 0 \), now has a physical meaning. That is \( P_{i,i+1} \) reflects the uncertainty of the message (or equivalently, the estimator) \( m_{k+1}^{i} \) for the random variable \( z_{i+1} \).

Consider using both the forward and backward computation of Table II for solving the quadratic optimization (36)-(37). In this case, the asynchronous PDMM can be interpreted as a smoother of the hidden states from the measurements. Furthermore, if the backward computation is implemented for only a fixed number \( \kappa \) of steps (i.e., computation from \( i = l \) to \( i = l - \kappa \) for any \( l \geq 0 \)), the asynchronous PDMM can be interpreted as a fixed-lag smoother (see Chapter 4 of [26]).

**VI. CONCLUSIONS**

In this paper, we have optimized the convergence speed of PDMM for solving decomposable quadratic optimizations over tree-structured graphs. We provide a scheme on how to select the optimal matrix set \( \mathcal{P} \) which leads to finite-time convergence of both synchronous and asynchronous PDMM. As an example, we apply asynchronous PDMM to perform causal estimation over a statistical linear state-space model, where the estimation problem can be reformulated as a quadratic optimization over a growing chain graph. We have shown that asynchronous PDMM and the Kalman filter share the same updating expressions under mild conditions.

One future research direction is to study for what problems, the nonsingularity conditions of the matrix set \( \mathcal{P} \) can be relaxed or removed for PDMM. It is also of great interest to extend PDMM for direct estimation over nonlinear state-space models. Finally, it would be of great value to consider the optimal parameter selection of PDMM for general decomposable convex functions, which are more common than quadratic functions in practice.

**APPENDIX A**

**PROOF FOR LEMMA I**

Before formally presenting the proof, we first introduce the Woodbury matrix identity in a lemma below:

**Lemma 3** (Woodbury matrix identity). Suppose \( A \in \mathbb{R}^{m \times m} \) and \( C \in \mathbb{R}^{n \times n} \) are two nonsingular matrices. For any matrix \( U \in \mathbb{R}^{m \times n} \) and \( U \in \mathbb{R}^{n \times n} \), there is
\[
(A + U C V)^{-1} = A^{-1} - A^{-1} U (C^{-1} + VA^{-1} U)^{-1} V A^{-1}.
\]
(45)

We now describe the proof for Lemma I. The message \( m_{i-1}^{i} \) over the directed edge \( [i,j] \in \mathcal{E} \) can be computed by combining (7), (12), (14), (18) and Lemma 3 in three
steps. Firstly, we compute \( \hat{x}_{i+1}^{k+1} \) by inserting the expression
for \( f_i(x_i) \) in (7) into (12), which can be expressed as
\[
\hat{x}_{i+1}^{k+1} = \left( \Sigma_i + \sum_{u \in N_i} A_{i|u}^T P_{iu}^{-1} A_{i|u} \right)^{-1} \cdot \left( a_i + \sum_{u \in N_i} A_{i|u}^T P_{iu}^{-1} \hat{m}_{i,u} \right).
\]
Secondly, inserting the above expression for \( \hat{x}_{i+1}^{k+1} \) into (14) produces
\[
\hat{m}_{i+1}^{k+1} = c_{ij} - 2A_{ij} \left( \Sigma_i + \sum_{u \in N_i} A_{i|u}^T P_{iu}^{-1} A_{i|u} \right)^{-1} \cdot \left( a_i + \sum_{u \in N_i/j} A_{i|u}^T P_{iu}^{-1} \hat{m}_{i,u} \right),
\]
where the quantity \( \hat{m}_{i+1}^{k+1} \) is given by
\[
\hat{m}_{i+1}^{k+1} = \hat{m}_{i,j} \cdot \hat{m}_{i,j}^{k+1},
\]
where the matrix \( B_{i,j} \) is expressed as
\[
B_{i,j} = \left( I - 2A_{ij} \left( \Sigma_i + \sum_{u \in N_i} A_{i|u}^T P_{iu}^{-1} A_{i|u} \right)^{-1} A_{i|j} \right)^{-1}.
\]
We note that the only difference between (19) and (45) is the last term \( \hat{m}_{i,j}^{k+1} \).

In the final step, we show that the matrix \( B_{i,j} \) before \( \hat{m}_{i,j}^{k+1} \) in (46) is in fact zero by using (18) and Lemma 3 indicating that \( \hat{m}_{i,j}^{k+1} \) has no contribution to the new message \( \hat{m}_{i,j}^{k+1} \). To make the derivation below more readable, we let
\[
C_{i,j} = \Sigma_i + \sum_{u \in N_i/j} A_{i|u}^T P_{iu}^{-1} A_{i|u}.
\]
As a result, the matrix \( P_{ij} \) can be alternatively expressed in terms of \( C_{i,j} \) as \( P_{ij} = A_{ij} C_{i,j} A_{ij}^T \) by using (18). The expression for \( B_{i,j} \) can then be simplified as
\[
B_{i,j} = I - 2A_{ij} \left( C_{i,j} + A_{ij}^T P_{ij}^{-1} A_{ij} \right)^{-1} A_{ij}^T P_{ij}^{-1}
\]
\[
= I - 2A_{ij} \left( C_{i,j} - A_{ij}^T P_{ij}^{-1} A_{ij} \right),
\]
where step (a) makes use of Lemma 3 and step (b) and (c) use the expression \( P_{ij} = A_{ij} C_{i,j} A_{ij}^T \). The proof is complete.

**APPENDIX B**

**PROOF FOR LEMMA 4**

Before presenting the proof, we first describe a property of a Gaussian marginal distribution in a lemma below:

**Lemma 4.** Assume a random vector \( z = [z_i, z_j]^T \) has a Gaussian distribution with mean vector \( \mu \) and covariance matrix \( \Sigma \), expressed as
\[
\mu = \begin{bmatrix} \mu_1 \\ \mu_2 \end{bmatrix} \quad \text{and} \quad \Sigma = \begin{bmatrix} \Sigma_{11} & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22} \end{bmatrix}.
\]

Then the component vector \( z_i \) of \( z \) is also Gaussian distributed with mean vector \( \mu_i \) and covariance matrix \( \Sigma_{ii} \).

We now provide the derivation for (26). The estimate \( \hat{z}_{i+1}^* \) in (26) can be computed alternatively as
\[
\hat{z}_{i+1}^* = E[z_{i+1} \mid \{y_i \mid l \geq i \geq 0\}]
\]
\[
= \arg \max_{\{y_i \mid l \geq i \geq 0\}} \ln p(y_i \mid l \geq i \geq 0)
\]
\[
= \arg \max_{\{y_i \mid l \geq i \geq 0\}} \ln p(y_i \mid l \geq i \geq 0)
\]
\[
= \arg \max_{\{y_i \mid l \geq i \geq 0\}} \ln p(y_i \mid l \geq i \geq 0)
\]
\[
= \arg \max_{\{y_i \mid l \geq i \geq 0\}} \ln p(y_i \mid l \geq i \geq 0)
\]
where step (a) uses the fact that the conditional probability density function \( p(z_{i+1} \mid \{y_i \mid l \geq i \geq 0\}) \) is a Gaussian distribution, and step (b) uses Lemma 4 and the fact that \( p(z_{i+1} \mid z_{i+1} \geq i \geq 0) \) is a Gaussian distribution. The proof is complete.

**APPENDIX C**

**PROOF FOR PROPOSITION 1**

We first introduce \( P_{i-1,0} = \Pi_i \) to unify the expressions (39) and (41) for \( J_i \) and \( J_i, i \geq 1 \). The matrix \( P_{i i+1}, 0, \ldots, l \), can then be rewritten as
\[
P_{i i+1} = G_i Q_i G_i^T + F_i (P_{i-1,i} + H_i^T R_{i-1}^{-1} H_i)^{-1} F_i^T
\]
\[
= G_i Q_i G_i^T + F_i P_{i-1,i} F_i^T - F_i P_{i-1,i} H_i^T (R_i + H_i^T P_{i-1,i} H_i^T)^{-1} H_i P_{i-1,i} F_i^T
\]
\[
= G_i Q_i G_i^T + F_i P_{i-1,i} F_i^T - K_i (R_i + H_i^T P_{i-1,i} H_i^T)^{-1} H_i P_{i-1,i} F_i^T
\]
\[
= D_{i+1},
\]
where step (a) uses Lemma 3, step (b) uses (30), and step (c) uses (31). The proof is complete.

**APPENDIX D**

**PROOF FOR THEOREM 5**

By combining (7), (39), (37), and (41) with \( x_i = [u_i^T, z_i^T]^T \), the expression for \( m_{i-1,i}^* \) in Table II can be rewritten as
\[
m_{i-1,i}^* = \hat{m}_{i-1,i}^* + H_i^T R_{i-1}^{-1} y_i
\]
\[
= G_i F_i \left( J_i + \begin{bmatrix} G_i^T \end{bmatrix} P_{i-1,i}^{-1} \begin{bmatrix} G_i \\ F_i \end{bmatrix} \right)^{-1} \begin{bmatrix} G_i \\ F_i \end{bmatrix} \]
\[
= G_i F_i \begin{bmatrix} G_i \\ F_i \end{bmatrix} \left( P_{i-1,i}^{-1} m_{i-1,i}^* + H_i^T R_{i-1}^{-1} y_i \right)
\]
\[
= G_i F_i \begin{bmatrix} G_i \\ F_i \end{bmatrix} \left( P_{i-1,i}^{-1} m_{i-1,i}^* + H_i^T R_{i-1}^{-1} y_i \right)
\]
\[
= G_i F_i \begin{bmatrix} G_i \\ F_i \end{bmatrix} \left( P_{i-1,i}^{-1} m_{i-1,i}^* + H_i^T R_{i-1}^{-1} y_i \right)
\]
\[
= G_i F_i \begin{bmatrix} G_i \\ F_i \end{bmatrix} \left( P_{i-1,i}^{-1} m_{i-1,i}^* + H_i^T R_{i-1}^{-1} y_i \right)
\]
\[
= G_i F_i \begin{bmatrix} G_i \\ F_i \end{bmatrix} \left( P_{i-1,i}^{-1} m_{i-1,i}^* + H_i^T R_{i-1}^{-1} y_i \right)
\]
\[
\begin{align*}
\text{(b)} & \quad = \mathbf{F}_i \left( \mathbf{P}_{i-1,i}^{-1} + \mathbf{H}_i^T \mathbf{R}_i^{-1} \mathbf{H}_i \right)^{-1} \\
& \quad \quad \cdot \left( \mathbf{P}_{i-1,i}^{-1} \mathbf{m}_{i-1-\rightarrow i}^* + \mathbf{H}_i^T \mathbf{R}_i^{-1} \mathbf{y}_i \right), \quad (48)
\end{align*}
\]

where step (a) uses Lemma 3 and (40), and step (b) uses (41). Next we show that the two matrices multiplying \( \mathbf{m}_{i-1-\rightarrow i}^* \) and \( \mathbf{y}_i \) in (48) are the same as those in (43). We first consider the matrix multiplying \( \mathbf{m}_{i-1-\rightarrow i}^* \), which can be simplified as

\[
\begin{align*}
\text{(a)} & \quad F_i \left[ I - \mathbf{P}_{i-1,i} \mathbf{H}_i^T (\mathbf{R}_i + \mathbf{H}_i \mathbf{P}_{i-1,i} \mathbf{H}_i^T)^{-1} \mathbf{H}_i \right] \\
\text{(b)} & \quad = F_i - K_i, \quad (49)
\end{align*}
\]

where step (a) uses Lemma 5 and step (b) uses (40) and Proposition 1. The matrix multiplying \( \mathbf{y}_i \) in (48) can also be simplified as

\[
\begin{align*}
\text{(a)} & \quad = F_i \left[ \mathbf{P}_{i-1,i} - \mathbf{P}_{i-1,i} \mathbf{H}_i^T (\mathbf{R}_i + \mathbf{H}_i \mathbf{P}_{i-1,i} \mathbf{H}_i^T)^{-1} \mathbf{H}_i \right] \\
\text{(b)} & \quad \cdot \mathbf{H}_i^{-1} \mathbf{R}_i^{-1} \\
\text{(c)} & \quad = F_i \left[ \mathbf{P}_{i-1,i} - \mathbf{P}_{i-1,i} \mathbf{H}_i^T (\mathbf{R}_i + \mathbf{H}_i \mathbf{P}_{i-1,i} \mathbf{H}_i^T)^{-1} \right] \\
& \quad \quad \cdot \left( \mathbf{H}_i \mathbf{P}_{i-1,i} \mathbf{H}_i^T + \mathbf{R}_i - \mathbf{R}_i \right) \mathbf{R}_i^{-1} \\
\text{(d)} & \quad = F_i \mathbf{P}_{i-1,i} \mathbf{H}_i^T \left[ \mathbf{R}_i + \mathbf{H}_i \mathbf{P}_{i-1,i} \mathbf{H}_i^T \right]^{-1} \\
\text{(e)} & \quad = K_i, \quad (50)
\end{align*}
\]

where the last step (a) uses (40) and Proposition 1. Combining (48)-(50) produces (43). The proof is complete.
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