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Abstract

Spurred in part by the ever-growing number of sensors and web-based methods of collecting data, the use of Intensive Longitudinal Data (ILD) is becoming more common in the social and behavioural sciences. The ILD collected in this field are often hypothesised to be the result of latent states (e.g. behaviour, emotions), and the promise of ILD lies in its ability to capture the dynamics of these states as they unfold in time. In particular, by collecting data for multiple subjects, researchers can observe how such dynamics differ between subjects. The Bayesian Multilevel Hidden Markov Model (mHMM) is a relatively novel model that is suited to model the ILD of this kind while taking into account heterogeneity between subjects. While the mHMM has been applied in a variety of settings, large-scale studies that examine the required sample size for this model are lacking. In this paper, we address this research gap by conducting a simulation study to evaluate the effect of changing (1) the number of subjects, (2) the number of occasions, and (3) the between subjects variability on parameter estimates obtained by the mHMM. We frame this simulation study in the context of sleep research, which consists of multivariate continuous data that displays considerable overlap in the state dependent component distributions. In addition, we generate a set of baseline scenarios with more general data properties. Overall, the number of subjects has the largest effect on model performance. However, the number of occasions is important to adequately model latent state transitions. We discuss how the characteristics of the data influence parameter estimation and provide recommendations to researchers seeking to apply the mHMM to their own data.
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1. Introduction

The use of longitudinal data is commonplace in social and behavioral research. Longitudinal data tracks variables across time and across subjects, allowing researchers to observe differences between subjects as well as differences over time within a subject. Increasingly, researchers in the social and behavioral sciences have access to intensive longitudinal data (ILD). Although ILD tends to be considerably larger than traditional longitudinal data in terms of the number of occasions that are collected for each participant across time, what really sets ILD apart are the kind of hypotheses it can address, as well as the complexity that arises in modeling such data (Schafer, 2006).

For many researchers, the promise of ILD lies in its ability to capture processes as they unfold in time, and its rising importance has spurred the development of new models or adapt existing ones that can analyze such data. That is, in addition to violating important assumptions that underpin many statistical models (e.g., independence), conventional models are simply not able to optimally exploit the information contained within ILD. To address such issues, researchers increasingly borrow techniques from other academic fields, such as econometrics and engineering, in which time-series modeling is common practice. For example, the Dynamic Structural Equation Model (DSEM) combines time-series modeling with structural equation modeling by including autoregressive elements (Asparouhov et al., 2018; Hamaker et al., 2018). Another example is the The Multilevel hidden Markov model (mHMM) (Altman, 2007; Maruotti, 2011; Aarts, 2019), which will be examined in this paper. However, without thoroughly investigating model performance of these models in relation to design factors (e.g., sample size) and data complexity, we cannot advocate their widespread use.

The mHMM combines the hidden Markov model (HMM; Rabiner, 1989; Zucchini et al., 2017) with the multilevel framework (see e.g., Hox et al., 2017; Snijders, 2011; Gelman and Hill, 2006). Broadly speaking, an HMM is a model that estimates latent (or “unobserved”) states based on observed time-series data for a single subject. In this context, two or more states are defined as a set of mutually exclusive categories, such as moods (“happy”, “sad”, “angry” etc.) or behavior (“moving”, “resting”, “eating” etc.). Hence, the HMM and mHMM are suited to a specific type of ILD in which observed data are uniquely determined by some finite set of latent underlying states.

Multilevel modeling is often used in cases where the data is thought to display some hierarchical or nested structure. In the case of ILD, we think of this hierarchy or nesting as follows. We have \( N \) subjects, each of which is associated with their own time-series data of length \( N_T \). This forms the lowest level of the hierarchy. Next, we think of the subjects as belonging to a common group, which forms the second level. As such, the multilevel framework allows us to fit a model at the group level, as well as a model for each subject individually.

By combining the HMM with the multilevel modeling framework in the mHMM, we have at our disposal a tool to analyze ILD of multiple subjects. Recently, the mHMM has been implemented using Bayesian estimation, which has been shown to work well for both regular HMMs as well as mHMMs (Scott, 2002; de Haan-Rietdijk et al., 2017). However, not much is currently known about what constitutes an “acceptable” sample size for this model in terms of the number of subjects \( N \) or the number of
occasions \( N_T \). Without this information, applied researchers should be cautious when interpreting parameter estimates obtained by fitting the mHMM.

In this article, we study the effect of subject and occasion sample sizes and between-subject variability on the quality of the parameter estimates obtained from the Bayesian mHMM on Gaussian multivariate data with highly overlapping component distributions. In particular, we vary the following quantities:

1. The number of subjects \( N \).
2. The number of occasions \( N_T \) for each subject.
3. The variability in subject-level parameters.

To our knowledge, no major investigation into the effects of sample sizes and between-subject variances has previously been conducted on the parameter estimates obtained by the Bayesian mHMM on (multivariate) continuous data. Altman (2007) reports that, in the context of a Frequentist mHMM and using Poisson-distributed outcome data, 60 subjects is generally sufficient. However, she does not systematically vary the sample size and occasion size. Rueda et al. (2013) conduct a small simulation study on Bayesian mHMMs using Gaussian outcome data. Their study is also limited, however, given that they focus primarily on investigating the ability of the model to accurately estimate random effects as well as its ability to intuit the number of latent states automatically. In addition, a recent publication within the field of Ecology by McClintock (2021) also sheds some light on this matter, however evaluation of model performance is geared towards correct state assignment and dynamics of the latent states (and not the observational part of the model). Results relate to datasets common to animal movement behaviour biotelemetry studies, fitting a model in which random effects relate to the dynamics of the latent states only, and is applied to univariate, gamma distributed observations of moderate length (30 to 250 observations per animal). Hence, model performance for data more typical of social behavioral science (e.g., multivariate data, more observations per subject, and allowing for subject variation in the observational part of the model) is still lacking.

Based on the extensive body of literature on multilevel models, it is reasonable to expect that the number of subjects is the most important determinant of parameter quality. Previous research into sample sizes in multilevel models suggest that this is particularly true for the random effects that measure variance between subjects (see e.g. Theall et al. (2011); Hox et al. (2014); Łaszkiewicz et al. (2013); Landau and Stahl (2013) and Smid et al. (2020) for a comparison between Bayesian and Frequentist multilevel models). More specifically for ILD, Schultzberg and Muthén (2018) conduct a study to examine the required sample size for a range of DSEM models. They vary the complexity of their models, the number of subjects \( N \) and the number of occasions \( N_T \) per subject. Their main conclusion is that, in terms of getting better parameter estimates, increasing the number of subjects is always superior to collecting more occasions for each subject. However, we expect that, in the particular case of the mHMM, the occasion sample size will be of particular importance to estimate parameters related to the dynamics of the latent states. Of particular interest is the effect of changing the variance between subjects because this quantity can vary widely depending on the problem context. As such, it is important to understand the extent to which
heterogeneity between persons affects the quality of the parameter estimates obtained by the model.

The rest of this paper is structured as follows. In section two, we describe the HMM and mHMM in more detail. In turn, we elaborate on the design of the simulation study in section three. Section four reports on the results of the simulation study. In section five, we apply the mHMM on real EEG and EOG data of multiple subjects to detect sleep states. Finally, we discuss the results and offer some recommendations to researchers seeking to apply the mHMM on their own data in section six.

2. Single-level and multilevel hidden markov models

In this section, we first discuss the regular, single-level HMM and introduce the necessary notation. We then turn to a short explanation of the multilevel framework and the mHMM, and discuss ways in which one can estimate their parameters.

2.1. Hidden markov models

The HMM attempts to estimate a set of discrete, unobserved states from observed time-series data (Zucchini et al., 2017). The HMM is characterized by the following features (Visser, 2011; Zucchini et al., 2017):

1. The observed data is a mixture distribution which consists of several component distributions. The component distributions can have any shape (e.g. Poisson, Gaussian, Binomial etc.), but in this paper we only discuss component distributions that are normally distributed. The existence of component distributions implies that there are two or more "hidden" or latent states that generate the values of the observed data.

2. The latent states are not independently and identically distributed across the occasions, but rather follow a Markov process. Hence, the latent states (and therefore the observed data) are dependent rather than independent draws from the individual distributions. The observed data shows (severe) auto-correlation, which disappears when accounting for the latent states.

Consider the data shown in table 1 below. This data forms a time-series sequence of length \(1, 2, \ldots, N_T\) for a single subject. At any point in time \(t\), we observe some value of the variable heart rate.

| Occasion | Heart Rate |
|----------|------------|
| \(t = 1\) | 86         |
| \(t = 2\) | 72         |
| \(\ldots\) | \(\ldots\) |
| \(t = N_T\) | 68         |

Table 1: Time-series data of observed heart rate for a single subject

Our hypothesis is that the values of the heart rate variable are uniquely determined by some underlying, latent state at each occasion \(t\). Every latent state has its own
component distribution with its own component parameters. Hence, at any occasion $t$ we observe one of $m$ distinct states $C$ such that:

$$C_t = i, i \in \{1, 2, \ldots, m\}$$ (1)

The meaning of the $m$ latent states depend on the problem context. For example, in figure [1] we use the heart rate example to decompose the mixture distribution of $m = 2$ independent normal distributions (panel 1) into the component distributions belonging to a state we call "awake" and a state we call "asleep" (panel 2).

Accordingly, the distribution of the heart rate variable $X_t$ is dependent on the state $C_t = i$ at occasion $t$. That is:

$$P(X_t = x_t) = P(X_t = x_t | C_t = i)$$ (2)

With respect to the heart rate example, equation [2] yields the probability of observing a heart rate value (e.g. a heart rate of 83) given the latent state. With reference to figure [1] it should be obvious that the probability of observing a value of 83 is much higher for the state "awake" than the state "asleep".

Now consider the following. The distribution of states $C$ at occasion $t$ are not independently and identically distributed. Rather, the distribution of states follow a Markov process such that:

$$P(C_{t+1} = j) = P(C_{t+1} = j | C_t = i)$$ (3)

Hence, the probability of observing the state $j$ at time $t + 1$ depends only on the value of state $i$ observed at the previous occasion $t$ (see figure [2]).
Figure 2: An HMM as a directed graph. Each latent state, shown here as circles, depends only on the previous state (see equation 3). The outcome data, shown here as squares, depends only on the value of the latent state at time $t$ (see equation 2).

To represent this dependency, the probabilities of transitioning from some state $i$ at occasion $t$ to another state $j$ at occasion $t + 1$ are collected in the transition probability matrix (TPM) $\Gamma \in \mathbb{R}^{m \times m}$. The position $\gamma_{ij}$ represents the probability of transitioning from state $i$ to state $j$ at occasion $t + 1$. Each row in the TPM should sum to unity to ensure that it is a valid probability distribution.

Consider again the heartbeat example and the following TPM:

| From state (occasion $t$) | Awake | Asleep |
|---------------------------|-------|--------|
| Awake                     | .95   | .05    |
| Asleep                    | .10   | .90    |

The rows indicate the state $i$ at time $t$, and the columns indicate the state $j$ at time $t + 1$. For example, the probability of transitioning to the state "awake" at time $t + 1$ given that we observe the state "asleep" at time $t$ is 0.1. The diagonal entries are called self-transition probabilities, and denote the probability of observing the same state $C$ at both occasion $t$ and $t + 1$. For example, this is the probability that a subject that is, say, awake at time $t$ is also awake at time $t + 1$.

The last set of parameters that needs to be established is the probability of starting in any of the $m$ states at occasion $t = 1$. This probability is governed by the initial distribution $\delta \in \mathbb{R}^{m \times 1}$. The initial distribution is usually either estimated from the likely sequence of states obtained by the model or from the TPM (see Zucchini et al. (2017) for details).

Finally, we often make a simplifying assumption about the transition probabilities. Namely, we assume that they are stable across time. In such a case, we call the HMM time-homogenous and the TPM is exactly the same across all occasions $N_T$.

In total, the HMM estimates the following sets of parameters:

1. The transition probability matrix $\Gamma$
2. The parameters of the component distributions, collectively represented in $\theta$.
   Given a Gaussian component distribution, $\theta$ contains the state-dependent means and standard deviations.

---
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Note that we omit the $m$ initial probabilities collected in the vector $\delta$ from this list. As previously mentioned, we can find these probabilities implicitly by examining the likely state sequence.

2.1.1. HMMs in the academic literature

HMMs are used in a wide variety of contexts. One area in which HMMs have found a ready application is that of speech recognition (Rabiner, 1989; Gales et al., 2008) and Natural-Language Processing (NLP) applications such as Part-Of-Speech (POS) tagging (Jurafsky and Martin, 2008). Castellano and Scaccia (2010) use HMMs on financial data to determine whether the US Dollar will increase or decrease in value. Here, the latent states refer to "appreciation" or "depreciation" of the US dollar. HMMs are also used to model animal behavior (Leos-Barajas and Michelot, 2018; Bode and Seitz, 2018; Whoriskey et al., 2017; Šabata et al., 2016). In this context, observed data is collected that is thought to be connected to behavioral states, such as "eating", "moving" and "resting". Similar studies attempt to extract similar latent behavioral states from human behavior. The objective of such studies ranges from recognizing emotional states (Yamato, 2002) to predicting future behavior (Mitterbauer et al., 2009) or to extract early-warning signals with respect healthcare needs of elderly hospital patients (Chung and Liu, 2008).

HMMs can be used with both univariate and multivariate outcome data. For example, Flexer and et al. (2002) use multivariate outcome data to automatically extract sleep states ("Awake", "REM" and "Non-REM"). In the context of climate change research, Hughes and Guttorp (1994) use multivariate climate-related data to predict "characteristic weather states". Song et al. (2017) use multivariate outcome data to investigate the prevention of cocaine use.

Another important extension is the possibility to introduce covariates that influence the TPM or component distribution parameters. This allows us to improve the estimates of these parameters, and to model time trends and seasonality (Zucchini et al., 2017; Vermunt et al., 1999; Vermunt, 2010).

The wide application of HMMs serves to illustrate the flexibility of the model. In short, researchers need only collect time-series data that is believed to be influenced by unobserved, discrete states, each of which are associated with their own component distributions. In the next section, we turn to the case in which we want to estimate a model for multiple subjects.

2.2. Multilevel hidden Markov models

An important limitation of the HMM is that it is only suited to model the time-series data of a single subject. If one has multiple subjects, then the researcher either needs to fit one model and assume that it holds for all subjects, or they must decide that each subject merits their own model and hence assume that they are very dissimilar. The former approach is difficult to justify because even small differences between subjects can lead to a poor summary of the data. The latter approach is unsatisfactory because fitting a model for each subject individually is time-consuming, not parsimonious, and not efficient.

Consider again the sleep state example based on observed heart rate data. Assume that we collect heart rate data for 100 subjects who are similar on many traits (e.g.
gender, age and so on). Even though these subjects are very similar, we still want to account for between-subject variance in their sleep state patterns because we expect each person to exhibit some different behavior. A parsimonious and computationally friendly way to do this is to use the multilevel framework (see e.g. [Hox et al. (2017); Snijders (2011); Gelman and Hill (2006)]). In a multilevel model, we assume that there is some hierarchical structure in the data such that it can be modeled by defining a cluster (e.g., group) level and a within-cluster (e.g., within-group, hence subject-specific) level. Doing so allows us to represent the overall group model while accommodating differences that occur between subjects.

The group-level parameters describe the overall mean and variation that can be found between subjects, and are most frequently modeled using normal distributions. In the example of heart rate, the group-level mean describes the average heart beat between subjects for the states "awake" and "asleep", and the group-level variance describes the variation between subjects in the average heart beat value for the states "awake" and "asleep". For the TPM, we also model the between-subject variation in such a way, although doing so is more complicated (see section 5.1.2). The subject-specific parameters are realizations of the group-level parameters.

2.2.1. Multilevel HMMs in the academic literature

Altman (2007) provides the first formalization of the mHMM, in which she uses a combination of random effects and covariates to model between-subject differences. She applies her model to a data set of lesion counts in multiple sclerosis patients and shows that it is able to adequately model between-subject differences. This version of the mHMM is also used by [Schliehe-Diecks et al. (2012); McKellar et al. (2014)] to model the behavior of multiple animals.

Altman’s version of the mHMM estimates the model parameters by directly optimizing the likelihood of the model ([Altman, 2007]; [Turner, 2008]). This places a severe constraint on the number of parameters allowed to vary over subjects as it is computationally burdensome and time-consuming to perform the necessary numerical integration to fit the model ([Altman, 2007]; [Schliehe-Diecks et al. 2012]; [McKellar et al., 2014]). To this end, some authors have proposed a variety of adaptations. Maruotti (2011) adapts Altman’s model by using the Expectation-Maximization (EM) method [Baum et al., 1970] instead of direct numerical optimization. Maruotti (2011) further investigates the use of various non-parametric group-level distributions, which he shows are easier to estimate by Maximum Likelihood (ML) methods than parametric group-level distributions. He uses this approach to model multivariate legislative count data at the regional and national level in Italy ([Lagona et al., 2015]). Jackson et al. (2015) use the EM algorithm in conjunction with numerical integration to model risky teenage driving behavior. They further tweak the model to relax the assumption of conditional independence for a subject’s time-series data. Dedieu et al. (2014) propose an adapted version of the EM algorithm to speed up computations.

A flexible alternative to fit mHMMs is to use Bayesian estimation. This approach was first developed in the context of regular HMMs as an alternative to the EM method ([Frühwirth-Schnatter, 2001]; [Scott, 2002]; [Rydén et al., 2008]; [Leos-Barajas and Michelo, 2018]). In a comparison of both methods, [Rydén et al., 2008] finds that, for more
complex models, Bayesian estimation is superior in terms of computation time. Additionally, Bayesian methods yield many additional metrics, such as coverage, that are much harder to extract using Frequentist methods (see e.g. Zucchini et al. (2017), chapter 3). The observation that Bayesian methods are faster than their Frequentist alternatives also holds in the case of mHMMs (Zhang and Berhane 2014). One issue in using Bayesian estimation for (m)HMMs is that of label switching. This term describes the situation in which, during successive draws in the MCMC sampling algorithm, the labels of two or more states are "switched" around, even though the complete-data likelihood is exactly the same as when label switching does not occur (Scott 2002). Typically, one can observe this in the posterior distributions, which display sudden "jumps" if label switching occurs. Both Scott (2002) and Shirley et al. (2010) recommend to choose good starting values when using (m)HMMs to minimize issues related to label switching.

Several authors have used the Bayesian mHMM. For example, Shirley et al. (2010) use it in the context of a clinical study investigating the treatment of alcoholism. Rueda et al. (2013) show that the Bayesian approach can also be used to estimate the number of hidden states, and show by means of a simulation study that this model is more accurate than a single-level HMM. De Haan (2017) argue that the Bayesian approach to fitting mHMMs yields additional advantages compared to Frequentist methods. For example, they argue that Bayesian methods are appropriate when dealing with small samples, although this may be only the case when using strong informative priors (see Smid et al. (2020) for a more general discussion on this topic). Furthermore, de Haan-Rietdijk et al. argue that Bayesian methods are robust to missing data and that they are computationally friendly. They also apply the Bayesian mHMM on several data sets that measure psychological processes, such as negative and positive affect and aggression during therapeutic sessions.

In summary, it is advantageous to use the multilevel hidden Markov model when modeling ILD of multiple subjects. By using random effects, we can fit a parsimonious and relatively efficient model using Bayesian methods. Given the potential of this model in the social and behavioral sciences and beyond, it is necessary to examine its ability to adequately estimate model parameters for different sample sizes at the level of subjects $N$ and number of occasions $N_T$. We next turn to the methods section, in which we describe the procedure of the simulation study.

3. Methods

The purpose of the simulation study was to empirically assess the performance of the MHMM on multivariate data with continuous outcomes with varying sample sizes and amount of heterogeneity between subjects. The simulated datasets in this study are inspired by electroencephalogram (EEG) and electrooculography (EOG) recordings used to infer sleep stages (here, sleep states), a detailed description of which is given in section 5. For the purposes of this analysis, a "sleep state" is one of three categories: (1) "Awake", (2) "REM" (Rapid Eye Movement) sleep and (3) "NREM" (Non-REM) sleep.

The sleep dataset displays two typical features not necessarily present in other data, challenging model performance. The first feature is the strong overlap between the
state-dependent component distributions. Based on a preliminary analysis, we select three variables that display the least amount of overlap, and in which the states overlap in different ways. Nonetheless, the overlap in the state-dependent component distributions can be considered to be on the extreme end of the spectrum (see figure A.10 in Appendix A). The second feature is that of very high (> 0.95) self-transition probabilities. This is not an uncommon feature of ILD, especially when it concerns data on behavioral states (see section 3.2). However, there are also many settings in which the self-transition probabilities are much lower.

To examine model performance in less extreme scenarios and to allow for generalizability to a broader set of datasets, we also run a set of 10 baseline scenarios in which we use less extreme values for the component distributions and transition probabilities. For the remainder of this paper, we refer to the results that are based on the sleep dataset as the “sleep data simulation results”. We refer to the results that are based on the baseline scenarios as the “baseline simulation results”.

3.1. Model parameter settings

The following notation will aid us in defining these parameters such that they suit the multilevel framework. We have \( n \in \{1, 2, \ldots, N\} \) subjects, for which we each have outcome data on \( t \in \{1, 2, \ldots, N_T\} \) occasions. Given that the observed data is multivariate, each subject has observed data on \( k = 3 \) outcome variables. In total, we therefore have \( y_{11}, y_{12}, \ldots, y_{1N_T}, \ldots, y_{N1}, \ldots, y_{NN_T} \) observations, where \( y_{NN_T} \in \mathbb{R}^{3 \times 1} \). Finally, we have \( m = 3 \) latent states.

3.1.1. Component distributions

We assume a normal distribution for each of the component distributions, for which the mean is allowed to vary over subjects and the variance is assumed to be fixed over subjects. The subject specific deviations to the group level mean follow a zero mean normal distribution. As such, we model three parameters for the component distributions:

1. The group-level mean \( \beta_{00km} \) for component distribution \( m \) of dependent variable \( k \). We refer to the group-level mean \( \beta_{00km} \) as the \textit{component group-level mean}.

2. The random variance \( \sigma^2_{u0,km} \) which models the subject-specific deviation term \( u_{0,km} \), where \( u_{0,km} \) represents the subject \( n \) specific deviation from the group-level mean on component distribution \( m \) of dependent variable \( k \). The subject-specific deviation term \( u_{0,km} \) is assumed to follow a zero mean normal distribution with variance \( \sigma^2_{u0,km} \), \( u_{0,km} \sim N(0, \sigma^2_{u0,km}) \). We refer to the variance term \( \sigma^2_{u0,km} \) as the \textit{component distribution random effect}.

3. The residual variance \( \sigma^2_{e,km} \) which models the subject-level residual error term \( \epsilon_{nkmt} \), where \( \epsilon_{nkmt} \) captures the residual error between occasion \( t \) for person \( n \) on component distribution \( m \) of dependent variable \( k \), and the component and subject specific mean given by \( \beta_{00km} + u_{0,km} \). The subject-level residual error term \( \epsilon_{nkmt} \) is assumed to follow a fixed over subjects zero mean normal distribution with variance \( \sigma^2_{e,km} \), \( \epsilon_{km} \sim N(0, \sigma^2_{e,km}) \).
Table 2: Population values of the group-level means for each of the $m$ component distributions on three dependent variables selected for the simulation study.

The used population values of each of the $m$ component distribution group-level means for each outcome variable are shown in table 2. In our study, we set the residual variance term $\sigma^2_{\epsilon \text{, km}}$ to 0.1. Note that we model each of the outcome variables as independent normal distributions. That is, the covariance between any two outcome variables is assumed to be zero after conditioning on the latent state.

3.1.2. Transition probabilities

To incorporate between-subject heterogeneity in the transition probabilities, a multinomial regression model with fixed and random effects for each row of the subject-specific TPM is used (Altman, 2007; Aarts, 2019; Zucchini et al., 2017). This ensures that each row of the subject-specific TPM $\Gamma_n$ sums to unity. For each latent state $i \in \{1, 2, 3\}$ and $j \in \{2, 3\}$, and each subject $n \in \{1, 2, \ldots, N\}$, we say that the transition probability of going from state $i$ to state $j$ for the $n$th person is given by:

$$
\gamma_{ni j} = \frac{\exp(\alpha_{ni j})}{1 + \sum_{j' \in \{2, 3\}} \exp(\alpha_{ni j'})} = \text{MNL}(\alpha_{ni j})
$$

(4)

And:

$$
\alpha_{ni j} = \bar{\alpha}_{ij} + \psi_{ni j}
$$

(5)

As such, each row of the transition probability from state $i$ to state $j$ for person $n$ is modeled by a set of intercepts $\alpha_{ni j} \in \{\alpha_{nij(2), \alpha_{nij(3)}\}}$, where each intercept $\alpha_{nij}$ composed of a group-level mean intercept $\bar{\alpha}_{ij}$ and a subject-specific error term $\psi_{ni j}$, where $\psi_{ni j} \sim N(0, \sigma^2_{\psi_{ij}})$. Throughout the remainder of this text, we refer to the term $\bar{\alpha}_{ij}$ as the TPM group-level intercept and we refer to the term $\sigma^2_{\psi_{ij}}$ as the TPM random effect. We refer to the transition probabilities that are derived from the TPM group-level intercepts as group-level transition probabilities. For model identification purposes, the first category for each row in the subject-specific TPM $\Gamma_n$ is the baseline category, and is estimated by setting the numerator in equation 4 equal to 1.

The population values for the group-level TPM are given in figure 5.

3.2. Sample size and between-subject variance

Recall that we vary three quantities in this study: (1) the number of subjects $N$, (2) the number of occasions $N_T$, and (3) the between-subject variance. We use the following values for the number of subjects and the number of occasions in the sleep data simulations:
Sleep data simulations

| From state (occassion t) | To state (occasion t + 1) |
|--------------------------|--------------------------|
| Awake                    | REM                      |
| 0.984                    | 0.013                    |
| NREM                     | REM                      |
| 0.007                    | 0.059                    |
| 0.012                    | 0.031                    |
| REM                      | REM                      |
| 0.012                    | 0.031                    |
| 0.007                    | 0.059                    |

Baseline simulations scenario 2-5

| From state (occassion t) | To state (occasion t + 1) |
|--------------------------|--------------------------|
| State 1                  | State 2                  |
| 0.800                    | 0.150                    |
| 0.150                    | 0.150                    |
| State 2                  | State 3                  |
| 0.150                    | 0.150                    |
| 0.150                    | 0.150                    |
| State 3                  |                           |
| 0.180                    | 0.640                    |
| 0.180                    | 0.640                    |

Table 3: Population values of the group-level TPM.

1. **Number of subjects**: the number of subjects varies as \( N = 10, 20, 40, 80 \).
2. **Number of occasions per subject**: the number of occasions per subject varies as \( N_T = 400, 800, 1,600 \).

Two considerations inform the choices for the sample sizes at the subject and occasion level. Firstly, even though the simulated data are based on EOG and EEG measurements to detect sleep states, it is important for this example to generalize to other settings. The literature on HMMs and mHMMs shows a large variety of different sample sizes with respect to the number of subjects and the number of occasions. The number of subjects can range anywhere from 3 (Whoriskey et al., 2017) to 7,000 (Dedieu et al., 2014), and the number of occasions can vary from 4 (Song et al., 2017) to well over 10,000 (Šabata et al., 2016). This is often related to the type of measurement (e.g., sensor data, questionnaire) and the research field. In the social and behavioral sciences, it is rare to observe a large number of subjects in combination with a large number of occasions. However, this is more common in studies that model behavior and use a form of sensor data. For example, [de Haan-Rietdijk et al., 2017] use the results of a study using data on 141 subjects and 539 occasions. Moreover, many studies that model animal behavior collect very long sequences of occasions (often in excess of 10,000). Usually, the number of animals that are tracked lies between 30 and 100 individuals. Given that studies using fewer subjects exist in the literature, we also consider smaller subject-level sample sizes. Additionally, it is often claimed Bayesian methods are robust to small sample sizes. However, such claims must be investigated to prevent misapplication of the model (Smid et al., 2020; McNeish, 2019).

Secondly, a previous (small) simulation study conducted by [Altman, 2007] for Frequentist mHMMs used sample sizes of 30 and 60 subjects with a small occasion sample sizes (20 occasions). We note that she restricts her study to the estimation of a single random effect and her observed data follows a poisson distribution. Altman finds that 60 subjects is a sufficiently large number to estimate the random effect in her study.

In the case of our simulation study, we choose a minimum occasion sample size for practical reasons. As is common in this type of data in which the measurement time between occasions is short, the self-transition probabilities (transition probabilities on the diagonal entries of the TPM) are very high. This means that sufficiently long occasion sequences are required to ensure that all state transitions occur. Given that the model is computationally burdensome and given the large number of simulation iterations that
will be executed, we set 1.600 occasions as an upper limit.

To vary the between-subject variance, we need to take into account that this requires manipulation of both the component distribution and TPM random effects. These will be manipulated as follows within the sleep data simulations:

1. **Component distributions**: The between-subject deviations from the component distribution means are modeled as normal distributions with mean 0 and variance $\sigma_{u,mk}^2$ (see section 3.1). The variance term $\sigma_{u,mk}^2$ will be varied as $\zeta = 0.25, 0.5, 1, 2$.

2. **TPM**: Varying the TPM random effect is less straightforward because of the multinomial regression models used to model the transition probabilities for each row of the subject-specific TPM. (see section 3.1.2). We choose values that correspond to a small, medium and large amount of between-subject variance $\sigma_{\psi,ij}^2$, and vary $\sigma_{\psi,ij}^2$ as $Q = 0.1, 0.2, 0.4$.

In the baseline scenario’s, all component distributions for each of the $k$ dependent variables are well separated, see table 2, and the TPM random effect is fixed at $\sigma_{\psi,ij}^2$ at $Q = 0.1$. We vary the random variance $\sigma_{u,mk}^2$ of the between-subject deviations from the component distribution means to $\zeta = 0.25$ (scenarios A) and $\zeta = 0.50$ (scenarios B). The TPM, number of subjects $N$, and number of occasions per subject $N_T$ are varied as follows:

1. **Baseline scenario 1**: Sleep data simulation TPM (see table 3), $N = 40, N_T = 800$.
2. **Baseline scenario 2**: Baseline simulation TPM (see table 3), $N = 40, N_T = 800$.
3. **Baseline scenario 3**: Baseline simulation TPM (see table 3), $N = 80, N_T = 800$.
4. **Baseline scenario 4**: Baseline simulation TPM (see table 3), $N = 80, N_T = 3200$.
5. **Baseline scenario 5**: Baseline simulation TPM (see table 3), $N = 140, N_T = 800$.

We will evaluate the sleep data scenarios in full factorial design, leading to a total of $4 \times 3 \times 4 \times 3 = 144$ plus $2 \times 5 = 10$ baseline scenarios. In this study, we run 250 iterations for each of the simulation scenarios. See appendix A.3 for a short discussion on the number of simulation iterations. All data sets are created using the R package `mHMMbayes` (Aarts, 2019). A precise description of the process by which the data is generated is given in appendix A.2.

### 3.2.1. Model settings and hyper-prior specification

For the purposes of this paper, we use only uninformative hyper-prior distributions except in the case of the prior state-dependent component distributions, for which we use the sample means. For further details on the hyper-prior distributions used in the model, see appendix A.4.

For the component distributions, we construct starting values for each simulation iteration by adding random noise from a uniform distribution with lower limit $-0.2$ and upper limit 0.2 to the population parameters. The diagonal entries of the TPM (the self-transition probabilities) are randomly generated from a uniform distribution with lower limit 0.5 and upper limit 0.8. The off-diagonal entries are equal to each other and are chosen such that the rows of the TPM sum to unity.
Based on a preliminary analysis, we set the number of MCMC iterations for each model to 3,250 with a burn-in sample of 1,250. These settings were shown to be adequate while also respecting the computational burden of the model.

### 3.2.2. Model convergence

For each scenario, we store the complete model data for three simulation iterations to check the convergence of the models. To this end, we run a second chain for these models using different starting values. We analyze and report the number of models that do not converge, as well as the number of cases (if any) for which inadmissible estimates are found.

### 3.3. Evaluation metrics

The following metrics are used to evaluate the quality of parameter estimates for the Bayesian mHMM, and are taken from [Morris et al.] (2019):

1. **Parameter bias**: this is the discrepancy between the average parameter estimate in a scenario and the true population value used to generate the data in scenario \( r \), expressed either as a number or as a percentage relative to the value of the population parameter.

2. **Empirical Standard Error (empirical SE)**: this is a measure of precision of the estimator of the population parameter, and estimates the long-run standard deviation of the parameter estimates as the number of iterations in scenario \( r \) grows large.

3. **Average Model Standard Error (model SE)**: the model SE represents the average standard error of a parameter estimate. It is closely related to the empirical SE; if the model SEs are estimated well, then the average model SE should be approximately equal to the empirical SE. A large or small model SE relative to the empirical SE indicates a bias in the estimation of the standard errors around a parameter estimate.

4. **Mean-Squared Error (MSE)**: the MSE is commonly known as the sum of squared bias an the variance of \( \hat{\theta} \) (or the square of the empirical SE). Hence, it is a composite measure of both bias and variance of the estimator.

5. **Coverage**: the percentage of generated datasets for which the population value of a model parameter lies within the estimated confidence interval in scenario \( r \).

6. **Bias-corrected coverage**: bias-corrected coverage is a metric introduced by [Morris et al.] (2019). Instead of using the population parameter to compute the coverage, we use the average parameter estimate. This eliminates parameter bias as a source of poor coverage.

The primary evaluation metric is parameter bias. A bias of 5% of the parameter value is considered acceptable. Furthermore, we consider a coverage of 92% to 98% acceptable. Finally, we note that, although we use all of the metrics listed above to evaluate the simulation study, we do not report the results of all metrics. All results, however, are available in the research archive.
4. Results

In this section, we present the results of the simulation study. We first examine the posterior distributions and report on model convergence. We then turn to the model performance with respect to each of the parameters.

4.1. Posterior distributions and model convergence

The mean and median Maximum a Posterior (MAP) estimates for the parameters are very similar, indicating no skewness in the posterior distributions of the model parameters. No inadmissible values were found for any of the parameters. In some of the simulation scenarios, the distribution of parameter estimates across the 250 simulation iterations is bi-modal, although these are not pronounced and hence not considered to be an issue.

Model convergence was not an issue for any of the baseline scenarios. With respect to the models used in the simulation study, we observe that, on about 68% of all models that we checked, at least one parameter did not converge. In 34% of cases, more than 5 parameters did not converge. The parameter that most often did not converge is the transition probability from NREM to REM sleep (30%), followed by the transition probability from REM to NREM sleep (26%) and the component distribution random effect of the REM state for the variable EOG min beta (24%). All other parameters converged at least in 77% of all cases. Across the conditions, the group-level means (> 88%) and between-subject variances (> 78%) converged most often when the component distribution random effect ζ ≤ 0.5. When the component distribution random effect is large, the convergence rates are at their worst for the means of the REM state (68%).

The convergence of the transition probabilities varies somewhat across the value of the TPM random effect Q, and performs best when Q = 0.1. When Q = 0.4, the

![Figure 3: Comparison of the average parameter estimates that converged (x-axis) versus the average parameter estimate of those cases where the parameter did not converge (y-axis). The dashed line indicates a one-to-one mapping of the values on both axes. The component distribution random effects are colored by the value of ζ.](image)
lowest convergence rate is that of the transition probability from REM to NREM sleep (66%). Finally, figure 3 indicates that the parameter values that did not converge do not differ a lot from those parameter values that did converge except for the estimates of the variance term when the component distribution random effect $\zeta$ is large.

4.2. Component distribution group-level means

The results for the component distribution group level means $\beta_{00km}$ indicate that the subject sample size is the most important determinant of parameter quality across all conditions, whereas the occasion sample size plays little to no role in obtaining better parameter estimates. The quality of the estimates typically worsen as the component distribution random effects $\sigma^2_{\eta_0mk}$ of the between-subject deviations from the component distribution means increase.

The baseline scenarios indicate that, when the state-dependent component distributions barely overlap, we observe parameter bias on the component distribution group-level means when the number of subjects $N = 40$, with percent bias rising to 16%. When we increase the sample size to $N = 80$, the bias becomes much less pronounced (percent bias $\leq 11$%). Parameter bias falls within the acceptable 5% mark across all outcome variables when $N = 140$. See appendix B.1 for full results on the baseline scenario’s.

Within the sleep data simulations, the state “Awake” is estimated with the least amount of bias, and the group-level means associated with this state are typically decent when the number of subjects is large ($N = 80$). The NREM state is generally estimated well if the value of the random effect is low and the number of subjects is high. In both cases, the parameter estimates are biased downward across the conditions. These trends are clearly visible in the nested loop plot (NLP) shown panels (a) and (b) in figure 4 for the outcome variables EEG mean beta and EOG median theta. The NLP is a convenient (although dense) figure that displays the change in an evaluation metric as we vary the simulation settings (Rücker and Schwarzer, 2014; Gasparini, 2018).

The REM state exhibits biased estimates that are non-negligible regardless of the value of the random effect, although this bias becomes much lower when the subject sample size is large. Figures 4a, 4b and 4c further indicate that, across the outcome variables, the parameter estimates of the REM state are typically best (though still at least 7% short of the acceptable 5% mark) when the sample size is large, and the value of the component distribution random effect is low.

Coverage of the estimates typically hovers around 95% regardless of sample or occasion size, although it does seem to deteriorate as we increase the component distribution random effect on the (see figure 4d). At low settings of the random effect and low subject sample sizes, we further observe over-coverage on some of the parameter estimates. This happens because the model SE exceeds the empirical SE, indicating that the model is over-estimating the model 95% CCIs and hence covers the population parameter too often. Across the conditions, empirical and model SEs of the group-level mean estimates decrease as the number of subjects increases, indicating that the parameter estimates become more precise regardless of the value of the component distribution random effect.
4.3. Component distribution, random effects

The results of the parameter bias on the component distribution random effects are similar across the baseline and sleep data simulations. Between-subject variance is typically biased upward in scenarios where the between-subject variance is small, and for these cases bias improves with a larger subject size (see figure 5a). Conversely, the bias in the component that is estimated best tends to increase as the number of subjects goes up.

In figure 5b, we plot the percent bias on the random effects obtained from the simulation iterations in baseline scenario 3B ($\zeta = 0.50, N = 80, N_T = 800$) to those obtained in baseline scenario 5B ($\zeta = 0.50, N = 140, N_T = 800$). From this plot, it appears that parameter bias seems to decrease mainly in the most extreme cases. The baseline results further indicate that, as the number of subjects grows large, the parameter estimates of the random effects become less biased. However, there appears to be an interaction with respect to the size of the random effect. From tables B.8 and B.9 in appendix Appendix B, we observe that the bias on the random effects is much higher at $\zeta = 0.25$ than at $\zeta = 0.5$. Hence, small values of the random effect display more extreme bias both in the simulation results as well as the baseline results.

Across the outcome variables, the parameter estimates of the random effects be-
come more precise as \( N \) grows large. However, this effect only occurs when the random effect is large; at lower values of the random effect, the gains in efficiency are much lower.

In general, coverage of the parameter estimates declines as \( N \) grows large. This effect is more pronounced for settings in which the random effect is small (\( \zeta < 1 \)). The source of under-coverage, however, differs across the values of the random effect. When the random effect is small, there are two sources of poor coverage. On the one hand, the biased estimates lead to under-coverage. On the other hand, the model SE always exceeds the empirical SE, which leads to 95% CCI that are too wide. When the random effect is large, poor coverage occurs because the empirical SE is generally larger than the model SE, the implication of which is that the 95% CCI are too narrow and hence do not include the population parameter. These results persist across the baseline scenarios.

### 4.4. Transition probabilities

In general, the simulation results indicate three effects with respect to the impact of the occasion sample size, the subject sample size, and the TPM random effect on parameter bias. Firstly, the bias decreases substantially as the occasion size grows large (see Figure 6a). Secondly, increasing the number of subjects also helps to decrease bias, although its effect appears to have less impact beyond a subject sample size of \( N = 40 \) than increasing the number of occasions. Thirdly, these results hold across the values of the TPM random effect, although higher values on the component distribution random effects and TPM tend to result in higher MC SE values.

The baseline results indicate that, when the self-transition probabilities remain high (scenarios 1A and 1B) but the component distributions are separated well across

---

Figure 5: Panel (a) shows a nested loop plot of the percent bias of the component distribution random effect for the variable EOG median theta across the simulation settings. The simulation settings are fixed across \( Q = 0.2 \). The population component distribution random effects are displayed as the top-most condition (\( \zeta \)) in the graph. In panel (b), we show a scatter plot of the percent bias on the component distribution random effect for each simulation iteration in baseline scenario 3B (x-axis) versus the percent bias for each simulation iteration in baseline scenario 5B (y-axis). The dashed line indicates a one-to-one mapping between the scenarios. For example, if the data points are clustered to the right of the line, this indicates that the percent bias on scenario 3B is larger than in scenario 5B. The population value of the random effect in both scenarios is \( \zeta = 0.5 \).
REM to Awake (.012) REM to NREM (.021) REM to REM (.967)
NREM to Awake (.007) NREM to NREM (.959) NREM to REM (.034)
Awake to Awake (.984) Awake to NREM (.003) Awake to REM (.013)

Figure 6: Panel (a) displays a trellis plot of the bias of the group-level TPM. We fix the TPM random effect to $Q = 0.2$ and the component distribution random effect $\zeta = 0.25$. Results are similar for other values of $Q$ and $\zeta$. Monte Carlo SEs are denoted by the shaded areas. The population values for the state transitions are provided between brackets in the transition titles. Panel (b) displays the coverage of the group-level TPM. Results are fixed across the same values of $Q$ and $\zeta$ as in figure 6a. Monte Carlo SEs are denoted by the shaded area.

the outcome variables, the parameter estimates for both the self-transitions and off-diagonal values of the TPM will generally be acceptable. Scenarios 4A and 4B (in which $N_t = 3.200$ and $N = 80$) indicate that the bias shrinks further as the number of occasions grows large and that the bias of the transition probabilities is lower than in scenarios 5A and 5B (in which $N_t = 800$ and $N = 140$). This provides further evidence that that collecting more occasions rather than more subjects leads to more accurate parameter estimates on the transition probabilities. Coverage for scenarios with lower self-transitions (i.e., scenarios 2A/2B to 5A/5B) is generally $>0.90$. However, for scenarios 1A/1B in which the TPM equals that of the sleep data simulations, coverage of both the off-diagonal and diagonal entries are insufficient.

For the sleep data simulations (in which state dependent component distributions display a high amount of overlap), the results are as follows. The self-transition probabilities (diagonal entries) exhibit low bias and are accurate even when the number of subjects and occasions are very low. At the higher end of the simulation settings, the bias is negligible. The results with respect to the off-diagonal transition probabilities, however, show an extreme upward bias. Bias decreases for these parameters as the number of subjects and occasions grow large, but do not reach acceptable levels even in the upper range of the simulation settings. Moreover, the Monte Carlo SE (MC SE) for the off-diagonal entries is much larger than that of the diagonal entries. In particular, this is the case for the transition from REM to NREM sleep. In section 4.1, we saw that this state transition often fails to converge. In general, high MC SE values on the off-diagonal entries are not unexpected given that the population values of the transition probabilities are small. In turn, this means that they occur much less frequently in the simulated data and hence it is harder to obtain a good estimate for these values, especially when the occasion size is low and the component distributions overlap significantly.

The empirical and model SEs indicate that the precision of the TPM parameter estimates generally improves as the number of occasions increases. However, the im-
Improvement in precision across occasion size becomes less pronounced as the number of subjects increases.

In general, the coverage of both the off-diagonal and diagonal entries are insufficient. Firstly, the coverage of the diagonal entries tends to increase as the occasion sample size grows large. Although this effect is visible across each of the subject sample sizes, a small subject sample size typically leads to over-coverage whereas a large number of subjects (i.e. \(N = 80\)) leads to under-coverage. The former effect occurs because the model 95% CCIs (measured by the model SE) is generally larger than the empirical SE. In other words, the CCIs are estimated too wide and hence include the population parameter too often. The latter effect is caused by the constant bias in the estimates, as the bias-corrected coverage shows that coverage improves when bias is removed as a source of poor coverage.

5. Empirical application

In this section, we apply the mHMM on an empirical dataset to detect latent sleep states. In the original study, 78 subjects were asked to wear measurement devices that collected data for roughly 20 hours on two separate days (Kemp et al., 2000; Goldberger et al., 2000). The observed data for each subject are derived from electroencephalogram (EEG) and electrooculography (EOG) measurements. An EEG records brain wave patterns through the use of multiple electrodes that are placed on a subject’s scalp, and an EOG uses electrodes placed above and below the eyes of a subject to record ocular movements (Malhotra and Avidan, 2013; Aboalayon et al., 2016). The observed EEG and EOG time-series data are then split into epochs of 30 seconds, after which these epochs are labeled with a sleep state by a human scorer. Such data are often used to detect sleep states in individuals, and a wide variety of methods can be used to find useful variables that discriminate between the latent sleep states (Flexerand et al., 2002; Aboalayon et al., 2016; Li et al., 2017; Tzimourta et al., 2018; Kishi et al., 2018; Leos-Barajas and Michelot, 2018; Humayun et al., 2019). However, few of these models utilize a multilevel approach.

5.1. Motivation

The main interest in choosing this dataset is to investigate whether the sleep patterns of individuals differ from one another in their observed data and transition probabilities. The latter is especially interesting from the point of view of sleep research, for example because researchers may be interested how various drugs affect sleep patterns. Using a Markov model is a reasonable approach to analyze sleep data, because the outcome variables are uniquely determined by unobserved, latent sleep states that influence the activity in both the brain as well as ocular movements, and transitions between these states occur throughout a night of sleep. Previous studies that use HMMs and variants thereof are Flexerand et al. (2002), Langrock et al. (2013) and Kishi et al. (2018). Using an mHMM is an appropriate model for this type of data because it allows for the simultaneous analysis of multiple subjects while accommodating heterogeneity among them.
5.2. Data preprocessing

We select a subset 41 nights of sleep of \( N = 28 \) subjects between the ages of 20 and 50 years old. The data are truncated such that each subject has observed data on \( N_t = 1.440 \) occasions. Hence, we use a subset of the 20 hours of collected data that pertains only to the period in which the subject exhibited sleeping behavior. There were no missing entries in the collected dataset. While the original data contained five sleep states that are classified using the Rechtschaffen & Kales scheme (see e.g. Moser et al. (2009) for more details), we follow Flexerand et al. (2002) in reclassifying the sleep states into three categories: Awake, Non-REM (NREM) sleep and REM sleep by merging several states together.

We preprocess the data by applying spectral density decomposition using the multitaper method to decompose the EOG and EEG signals into alpha, beta, gamma, theta and delta channels (Thomson, 1982; Gramfort et al., 2014). Such channels indicate different levels of brain activity, and are often used in machine learning applications that extract sleep states automatically (see e.g. Aboalayon et al. (2016)). The final preprocessing step consists of extracting summary statistics (e.g. min, median, mean, max, variance) across all channels and epochs. After preprocessing the data, we apply a logit transformation to the extracted channels and center the data. We then select several variables based on their expected ability to discriminate between sleep states. That is, the empirical application uses a different set of variables compared to the simulation study above due to issues with model convergence. Please see appendix Appendix A for details.

5.3. Fitting the model

We use the model described in section 3.1 to fit the mHMM to the data. When using Bayesian estimation, it is important to check the convergence of the posterior distributions by using multiple chains (Lynch, 2007; Gelman et al., 2013). Hence, we fit the model twice using different starting values. We run 20,000 iterations for each model, discard the first 10,000 iterations of each chain as burn-in samples, and thin the posterior chains by selecting every fifth sample.

As mentioned in section 2.2.1, choosing good starting values can mitigate issues with label switching. In some preliminary analyses of the data, we observe label switching when using the sample means and variances for the starting values. When using the sample values for the emission means and variances, label switching does not appear to be a problem. Note that it is not possible to determine starting values in this way for all applications. In the case of the sleep dataset, it is possible because it contains annotated sleep states across the occasions. If such annotations are unavailable, one can follow the procedure outlined in Shirley et al. (2010).

Given that the values of the outcome variables are hard to interpret (they are logit-transformed EOG and EEG channels), there is little we can say about our prior knowledge of these values. Hence, we only use uninformative hyper-priors for the purposes of this analysis except for the hyper-priors of the component distribution group-level means, for which we use the sample means. An overview of the hyper-prior specifications is given in appendix Appendix A.4.
5.3.1. Convergence checks

We inspect the convergence of the posterior parameter distributions by examining the Gelman-Rubin (GR) statistic and by manual inspection of the trace plots, posterior density plots and auto-correlation plots (see appendix Appendix C). The GR statistic shows satisfactory grounds for convergence for all parameters with \( R \leq 1.02 \). The density plots look uni-modal and the trace plots do not show a trend. Most parameters display some amount of auto-correlation, which indicates slow mixing of the posterior distributions. We considered drawing a higher number of posterior samples in combination with using a larger thinning value. However, hardware limitations did not allow us to do so. Given that the chains have likely converged to the same posterior distribution, we merge the posterior distributions of both chains for further analysis.

5.4. Results

The MAP parameter estimates obtained by the model are shown in table 4. For the purposes of this analysis, we use medians of the posterior distributions as MAP parameters. Furthermore, we use the standard deviations and 95% Central Credible Intervals (CCI) as uncertainty estimates.

By the 95% CCI of the outcome variables, we can see that the uncertainty is largest around the fixed and random effect estimates of the REM state. This is not unexpected given that it is the hardest state to estimate because it is always "wedged" in between two other state distributions (see also figure A.11 in appendix Appendix A). Hence, it is associated with the largest measure of uncertainty.

Table 4 displays the MAP values of the group-level transition probabilities. As expected, the self-transition probabilities on the diagonal entries of the TPM are very high (\( > 0.95 \)). Of the three states, the state ‘Awake’ is the most persistent. On average, if an individual is awake at occasion \( t \), the probability that they will be awake at occasion \( t+1 \) is roughly 0.98. The second most persistent state is NREM sleep. The least persistent state is REM sleep. This is consistent with the literature on sleep state analysis as REM sleep occurs in shorter sequences than the other states.

| Variable     | Parameter | MAP (SD)       | 95% CCI       |
|--------------|-----------|----------------|---------------|
| EEG Fpz Cz  | mean theta | -0.93 (0.10)   | [-1.13, -0.73]|
|              | \( \beta \) , Awake | 0.72 (0.09)   | [0.54, 0.90]  |
|              | \( \beta \) , NREM | 0.47 (0.09)   | [0.28, 0.66]  |
|              | \( \beta \) , REM   | 0.38 (0.12)   | [0.22, 0.70]  |
|              | \( \sigma_2 u_{01} \) , Awake | 0.24 (0.10)   | [0.12, 0.50]  |
|              | \( \sigma_2 u_{01} \) , NREM | 0.23 (0.07)   | [0.14, 0.40]  |
|              | \( \sigma_2 u_{01} \) , REM   | 0.38 (0.13)   | [0.22, 0.73]  |
| EOG median theta | \( \beta \) , Awake | 0.98 (0.47)   | [0.80, 1.10]  |
|              | \( \beta \) , NREM | -0.09 (0.68)  | [-1.11, -0.60]|
|              | \( \beta \) , REM   | -1.11 (0.33)  | [-0.79, -0.12]|
|              | \( \sigma_2 u_{02} \) , Awake | 0.16 (0.06)   | [0.08, 0.30]  |
|              | \( \sigma_2 u_{02} \) , NREM | 0.48 (0.15)   | [0.28, 0.69]  |
|              | \( \sigma_2 u_{02} \) , REM   | 0.81 (0.23)   | [0.57, 1.04]  |
| EOG min beta | \( \beta \) , Awake | 0.80 (0.06)   | [0.67, 0.92]  |
|              | \( \beta \) , NREM | -0.80 (0.16)  | [-1.10, -0.58]|
|              | \( \beta \) , REM   | -0.38 (0.17)  | [-0.72, -0.05]|
|              | \( \sigma_2 u_{03} \) , Awake | 0.09 (0.04)   | [0.05, 0.18]  |
|              | \( \sigma_2 u_{03} \) , NREM | 0.59 (0.18)   | [0.34, 0.83]  |
|              | \( \sigma_2 u_{03} \) , REM   | 0.81 (0.23)   | [0.50, 1.30]  |
| TPM intercepts | \( \alpha_{12} \) | -5.02 (0.32)  | [-5.67, -4.44]|
|              | \( \alpha_{13} \) | -4.70 (0.26)  | [-5.22, -4.21]|
|              | \( \alpha_{22} \) | 4.57 (0.26)   | [4.1, 5.02]   |
|              | \( \alpha_{23} \) | 0.87 (0.30)   | [0.31, 1.50]  |
|              | \( \alpha_{32} \) | 0.62 (0.24)   | [0.17, 1.11]  |
|              | \( \alpha_{33} \) | 4.23 (0.22)   | [3.82, 4.69]  |

Table 4: Point estimates (medians) for the group-level parameters of the mHMM. Each dependent variable has three component distribution group-level means and random effects. The transition probabilities are represented by their TPM overall intercepts (see section 3.1.2).
To state $(\text{occassion } t + 1)$

| From state (occasion $t$) | Awake | NREM | REM  |
|---------------------------|-------|------|------|
| Awake                     | 0.984 | 0.007| 0.009|
| NREM                      | 0.010 | 0.966| 0.024|
| REM                       | 0.014 | 0.026| 0.960|

Table 5: Point estimates for the average transition probabilities. The rows indicate the state at time $t$, the columns indicate the state at time $t + 1$.

By inspection of the subject-specific transition probabilities, we observe that the subjects are very similar in their sleep state transitions. The similarity of the subjects with respect to the transition probabilities is not unexpected given that the data was conducted on healthy individuals. If, as was shown by [Langrock et al. (2013)], the analysis is repeated on sleep data for more heterogeneous individuals - for example due to sleep disorders - the effects on the transition probabilities may be more pronounced.

The subjects display more heterogeneity in their subject-specific means of the outcome variables. In particular, the component distribution random effects are large on the REM state (see also figure 7), which suggests that it may be useful to incorporate covariates to explain differences between subjects.

5.5. Goodness of fit

It is common to assess the model fit of Bayesian models through the use of posterior predictive checks (PPC, [Lynch (2007); Gelman et al. (2013)]). The goal of a PPC is to assess whether it is appropriate to apply a model to the data at hand. This is done by repeatedly sampling the posterior distribution parameters and generating new datasets using these parameters under the assumption that the model is true. Hence, if this assumption is met, the proportion $P_{\text{posterior}}$ of generated samples must not appear extreme on a given test statistic when compared to the observed, empirical dataset (i.e. we expect $P_{\text{posterior}}$ to be approximately equal to 0.5).

[Shirley et al. (2010)] use several PPC for their implementation of the Bayesian mH-MMs, which were adopted (and slightly modified) by [de Haan-Rietdijk et al. (2017)]. In turn, we adopt these PPC to assess the model fit of the mHMM on the sleep dataset. Note that the sleep dataset is convenient in that it contains annotated latent states, and hence we can use this information in the design of the PPC. However, not all datasets

![Figure 7: Distribution of subject-specific mean values on the REM state of each of the outcome variables.](image-url)
contain annotated latent states. In those cases, the reader may find suitable PPC in e.g. de Haan-Rietdijk et al. (2017) and Shirley et al. (2010).

To conduct the analysis, we draw 2,000 samples from the posterior distributions for each parameter. These parameter estimates are then used to generate new samples using the R package mHMMbayes Aarts (2019). The data simulation procedure requires that the between-subject variance of the component distributions within an outcome variable are equal. Hence, we take the average of the component distribution MAP values for each outcome variable to simulate the dataset. The data simulation procedure also requires a value for the group-level transition probabilities (a parameter which is not returned by the model). Given the small variance between subjects on the transition probability matrix, we set this value to a situation corresponding to little variance between subjects (i.e. $Q = 0.1$).

5.5.1. Component distributions

We first check whether the model produces extreme results on the component distribution means and variances. In the case of the component distribution means, the p-values indicate that the simulated values are not extreme compared to the observed dataset for states "Awake" and "NREM" across all three outcome variables ($0.29 \leq P_{\text{posterior}} \leq 0.56$). In the case of the REM state, however, the p-values indicate that the results in the simulated data are extreme when compared to the observed dataset, as can be seen from figure 8.

The red vertical line in figure 8 indicates the value of the component distribution mean in the observed dataset. The distribution of the component distribution means in the generated samples are plotted as grey histograms. From the figure, we see that the generated samples produce higher-than-expected mean values on the first outcome variable, while producing lower-than-expected mean values on the second and third outcome variables. This result is not surprising given that the component distribution of the REM state overlaps significantly with the other states on all three outcome variables, and hence may be difficult to separate for the model.

Due to the specific nature of the data simulation procedure, it is not meaningful to conduct a PPC for the component distribution random effects. Hence, we conduct the

![Figure 8: Results of PPC 1 for the REM state of the three emission variables. The histograms plots represent the model predictions. The dashed red lines represent the component distribution means in the empirical data.](image-url)
PPC for the total variance. The PPC for the total variance indicates that the variance in the simulated data is much larger than the variance in the observed data (all $P_{\text{posterior}} \leq 0.02$). This indicates that the model likely overestimates the diversity between subjects, and is a result that is consistent with the simulation study (see section 4.3), in which it was shown that small component distribution random effects result in an upward bias of the random effect parameter estimate.

5.5.2. Transition probabilities

An important assumption of the mHMM is that the transition probabilities are time-homogeneous (or "stable") across the occasions (see section 2.1). To test this assumption, we split the dataset into three equal-size periods of 480 occasions. The first period includes the time that subjects start their sleep cycles, in which we expect to see high self-transitions in the awake state. The second period includes the midpoint of their night's sleep, and the third period includes the end of their night's sleep. In each period, we compute the transition probabilities from the simulated datasets and compare them to the transition probability computed from the observed dataset. The result is shown in figure 9.

Figure 9 reveals that the transition probabilities in the observed dataset differ across the periods for some of the state transitions. The dashed lines indicate the value of the transition probability computed from the observed dataset. This is consistent with the academic literature about sleep state transitions (see e.g. Kishi et al. (2018)), which shows that the REM state in particular changes throughout a night’s sleep.

Figure 9: Results of PPC 3 for the transition probabilities. The density plots represent the model predictions. The colored lines represent the transition probability in the empirical data for each period.
5.6. Conclusion

The empirical application demonstrates that it is possible to analyze sleep-state transitions for multiple subjects using the Bayesian mHMM. We restricted this analysis to the modeling of mean and variance structures only, note that it is also possible to include covariates to explain differences between subjects on either the transition probabilities or subject-specific means of the state-dependent normal component distributions.

The results indicate that the mHMM is a useful model to capture the complex nature of the data. By using random effects in the component distributions of the outcome variables, we are able to explicitly account for heterogeneity among the 41 subjects. Furthermore, the results indicate that the subjects primarily differ on their component distribution means, and in particular on the component distribution of REM sleep. However, they do not differ much in terms of the latent sleep state transitions. This may be a result of data preprocessing, as we only considered those subjects we deemed somewhat similar to ensure that the Gaussian mHMM could be applied to the data. Secondly, all subjects are healthy individuals.

The PPC indicate that the results of the mHMM on the sleep dataset should be interpreted with some caution. Firstly, the overlap of the component distributions can be considered quite extreme, leading to under-, and over-estimation of the subject-specific means on the REM state. As was shown in section 4.2, this problem should be less pronounced when the component distributions are more separated. Another issue is the over-estimation of the total variance. Most likely, this is the result of relatively small between-subject variance in the subject-specific component distribution means. Finally, the PPC show that the sleep dataset likely violates the assumption of time-homogeneity. To this end, it could be interesting to extend the model to include autoregressive elements (Kishi et al., 2018; Bazzi et al., 2017).

6. Summary and discussion

In this paper, we perform a simulation study in which we vary the number of subjects $N$, the number of occasions $N_t$ and the between-subject variance of subject-specific component distribution means and transition probabilities. Our aim is to investigate the effects of varying these quantities on model performance of the mHMM. We frame this simulation study in the context of modeling latent sleep states based on observed EEG and EOG outcome variables. This dataset is characterized by high self-transition probabilities and component distributions that overlap significantly across all variables. Hence, we also establish 10 baseline scenarios in which the data is less extreme such that we can compare the results obtained in the simulation study to the results obtained from the baseline scenarios. This allows us to gauge the extent to which the results obtained in the simulation study are generalizable. Finally, we apply the mHMM to an empirical dataset to model latent sleep states of multiple subjects. In the subsections that follow, we discuss the required sample size needed to fit the mHMM, offer recommendations to applied researchers, and discuss limitations and future directions for research.
6.1. Required sample size

A previous (small) simulation study conducted by Altman (2007) using a Frequen-
tist mHMM with Poisson-distributed outcome variables indicates that 60 subjects is
generally sufficient in the context of her study. However, we note that the model that
Altman uses is simpler than the model used here. Our simulation study suggests that,
taken on the whole, increasing the number of subjects has the largest effect on the
quality of the parameter estimates. In this sense, our findings are similar to the results
obtained by Schultzberg and Muthén (2018) for DSEM models. However, in the case
of the transition probabilities, we find that larger occasion sample sizes are the most
important determinant of parameter quality beyond a subject sample size of \( N = 40 \).
When the component distributions overlap significantly, as is the case in the simulation
study, small sample sizes \( (N \leq 20) \) will lead to extreme bias on the component distri-
bution fixed and random effects and off-diagonal entries in the group-level transition
probabilities irrespective of the occasion sample size, and hence we suggest that such
small sample sizes should not be used with the mHMM.

With respect to the component distribution group-level means, baseline scenarios
5A and 5B, in which the number of subjects \( N = 140 \), are the only cases in which the
parameter estimates are within the acceptable bounds of 5% deviation from the pop-
ulation parameter. However, if a higher amount of bias on the group-level means is
acceptable and the component distributions are separated relatively well, a sample size
of \( N = 80 \) should be sufficient to achieve a parameter bias < 12% on all component
distribution group-level means irrespective of occasion sample size. When the compo-
nent distributions show more overlap, a sample size of \( N = 80 \) or larger should yield
decent estimates, although this depends on the severity of the overlap as well as the
amount of between-subject variance. To bring the parameter bias in this situation to
acceptable levels requires sample sizes greater than those examined in this paper.

Typically, random effects are the most difficult parameters to estimate in multilevel
models, and our results corroborate those obtained by Schultzberg and Muthén (2018)
in the case of DSEM models in that the random effects show a constant, upward bias.
Beyond that, our results for the component distribution random effects indicate two
findings. Firstly, the most important determinant of the parameter quality is the amount
of between-subject variance. Secondly, when the between-subject variance is small, the
parameter bias of the random effect is extreme even when the component distributions
are separated well and the number of subjects is very large \( (N = 140, \) baseline scenarios
5A and 5B). However, the simulation results indicate that, when the between-subject
variance is very large \( (\zeta = 2) \), this number of subjects may be sufficient. Nonetheless,
the findings in this study suggest that much larger sample sizes than are used here are
needed to give reliable advice on the required sample size.

Three factors dominate the quality of the transition probabilities. Firstly, the extent
to which the component distributions overlap heavily influences the parameter bias of
the off-diagonal entries in the group-level TPM when these off-diagonal entries are
small. This can be seen when comparing the simulation results to the results of base-
line scenarios 1A and 1B. The bias on the off-diagonal entries is acceptable (i.e. less
than 5%) when the component distributions are separated well. In either case, both
larger subject and occasion sample sizes tend to improve the quality of the parameter
estimates. However, increasing the number of subjects yields diminishing marginal returns beyond $N > 40$. When the self-transition probabilities are high, larger occasion sizes tend to yield less biased estimates, although (as mentioned previously) this interacts with the amount of overlap in the component distributions. Additionally, it is not always possible to increase the occasion sample size. For example, it is rare to find individuals that sleep more than 10 hours per night. Scenarios 1A and 1B indicate that, when the component distributions show little overlap, an occasion sample size of $N = 800$ is sufficiently large to obtain good parameter estimates. When the overlap is more pronounced, larger occasion sample sizes are warranted in combination with larger subject sample sizes to obtain accurate estimates on the off-diagonal entries of the TPM. The findings of the simulation study did not vary much across the between-subject variances of the TPM.

6.2. Recommendations for researchers

The goal of this study is to help applied researchers who want to use the mHMM in their own research to choose appropriate sample sizes. In practice, the outcome variables that will be used by applied researchers will probably lie in between the extremes of the baseline scenarios (ideal situation) and the sleep dataset (high overlap in component distributions, high self-transition probabilities). That said, researchers may have different goals and hence different needs of the model. Below, we outline various recommendations that should suit those needs.

In general, researchers may expect over-coverage to occur on all parameter estimates because the simulation results show that the model SEs are typically over-estimated when compared to the empirical SEs, a finding which is consistent with the results of [Altman (2007)]. This means that the 95% CCIs are generally estimated too wide and hence cover the population parameter too often. In cases where the parameter estimates can reasonably be expected to be biased, coverage deteriorates as the subject sample size increases because of parameter bias.

Moreover, researchers may encounter issues with label switching (see section 2.2.1) and model convergence when the component distributions overlap significantly. When such issues arise, choosing good starting values tends to help (see also [Scott (2002); Shirley et al. (2010)]). We note in passing that we also observe that, when component distributions overlap significantly, using multiple outcome variables in which the component distributions overlap in different ways tends to alleviate issues with label switching. For example, in the context of the sleep dataset, we observe that the component distribution group-level means of the REM state are estimated more accurately across when we add an artificially generated outcome variable in which the REM component distribution is clearly separated from the other component distributions.

If component distribution group-level means are the primary research interest, researchers should typically aim for a minimum sample size of $N = 80$ subjects. When the component distribution show a more pronounced overlap or the between-subject variance is large, researchers may expect this number of subjects to still provide biased estimates. If the primary research interest lies in the component distribution random effects of the outcome variables, we note that, in cases where the random effects are expected to be small, the bias in the parameter estimates probably persists even when $N$ grows very large. Based on the outcomes of our study, we cannot recommend a setting
that will yield unbiased estimates. However, we note that the component distribution random effects tend to exhibit much lower bias when the differences between subjects are large.

When the transition probabilities are the primary research interest, we suggest the following. Firstly, if the component distributions show low to medium overlap, a minimum subject sample size of $N = 40$ yields sufficient results. In this case, a minimum occasion size of $N_t = 800$ should yield acceptable parameters estimates on the transition probabilities (scenarios 2A and 2B). When the self-transition probabilities are high, these settings should still yield good estimates, and the coverage of the transition probabilities will improve as the occasion sample size increases. However, they are generally not trustworthy because the 95% CCI will hone in on the biased estimates. Secondly, when the overlap in component distributions is more pronounced and the self-transition probabilities are high, researchers can expect the off-diagonal entries in the TPM to show an extreme upward bias. In such cases, collecting data on as many subjects and occasions will help in obtaining less biased estimates, although this should probably be balanced against the financial and operational costs involved with obtaining more data.

Finally, we suggest conducting posterior predictive checks to evaluate model fit. If annotated latent states are available, then these can be incorporated in the PPC. If these are not available, we refer the user to de Haan-Rietdijk et al. (2017) for PPC.

### 6.3. Limitations and future research

While the situation in which self-transition probabilities are high and the component distributions overlap quite extensively is not uncommon in applications in behavioral research and other areas, the dataset on which the simulations in this paper are based can be considered extreme on both counts. In that respect, the dataset used in this study forms a limitation. For example, it is very likely the case that, if researchers use outcome variables on which the component distributions show considerably less overlap, the extreme bias that is observed in some of model parameters (e.g. the REM states) is considerably lower. However, the baseline results indicate that these are unlikely to disappear entirely in the current implementation of the model unless the number of subjects grows very large. Between the extremes of the the baseline scenarios and the sleep dataset lies a lot of nuance that this research does not capture. Furthermore, we also note that the results obtained in this study may not necessarily hold for outcome data that is not normally distributed, but follows e.g. a Poisson or categorical distribution.

Secondly, we mainly use only uninformative hyper-priors in this study. One of the most appealing features of Bayesian modeling is the ability to incorporate and weigh prior information in addition to the information that exists in the data. In cases where researchers can specify informative hyper-prior values, our recommendations may be too conservative.

Finally, this research is limited by the practical choices we made in the design of the simulation study. That is, we considered simulation scenarios and settings such as to balance the computational burden of the model with the large number of iterations that needed to be executed. This constraint prohibited us from choosing larger subject and occasion sample sizes. However, the simulation results indicate that investigating
larger sample sizes is warranted. We also note that, in our simulation, the size of the TPM random effect does not appear to influence the estimates of the group-level transition probabilities. This indicates that the values that we use in this study are perhaps too conservative. Furthermore, we do not incorporate covariates for either the outcome variables or the TPM in our study design. Doing so would make the model much more complicated, and would no doubt have an effect on the recommendations we give in this paper.

The mHMM is a relatively “young” model, and provides ample opportunities for future research. First and foremost, this study indicates that a sample size of 80 subjects is insufficient if one wants to adequately estimate the component distribution random effects. It would be informative to repeat this study with larger subject sample sizes such as to investigate at what sample size the component distribution random effects achieve sufficient quality. In the same vein, future research should compare simulation results across different MCMC samplers and hyper-prior specifications, as there exists some evidence that suggests this may affect the parameter estimates in the mHMM (Rueda et al., 2013). As the results in this study show, this is particularly relevant for the component distribution random effects as they exhibit extreme upward bias if the between-subject variance on the outcome variables is small. Moreover, we currently know very little about the effect of the hyper-prior specification in the mHMM. This is relevant because McNeish (2019) shows that, in the case of DSEM models, using uninformative hyper-priors may in fact hurt model results when sample sizes are small (i.e. N ≤ 100 (McNeish, 2019)). More research is needed to investigate whether this observation holds in the case of the mHMM.

As mentioned previously, this study does not investigate the use of covariates in the TPM or the component distributions. However, this is one of the features that makes the mHMM so powerful and should be investigated e.g. with respect to statistical power. Other avenues of research include investigating two characteristics that are common to research data on which the mHMM is often applied. Firstly, an effort should be made to investigate the extent to which the overlap of the component distributions affects the quality of the parameter estimates. Secondly, future research should vary the values of the self-transition probabilities to increase our understanding of how such settings influence the model parameters.
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Appendix A. Further details about the simulation study

Appendix A.1. Emission distribution density plot and summary statistics

The population parameters used in the simulation study are obtained by fitting the mHMM on the variables that are listed in table 2. A density plot of these emission variables is shown in figure A.10. We executed two chains, each using different starting values, with 2,000 iterations each and a burn-in size of 1,000 samples. At the time, the results obtained from these two models seemed sufficient. However, when we re-ran the models using 20,000 iterations on specialized hardware, the results indicated that the model suffered from label switching. (see section 2.2.1). Hence, the empirical application uses a different set of variables. These variables are described in table A.6.

![Density plot of emission distributions](https://via.placeholder.com/150)

Figure A.10: Density plot of the emission distributions used to obtain the population parameters described in table 2.

Figure A.11 shows the variables that were used in the empirical application.

| Parameter       | State | Mean (SD)                  |
|-----------------|-------|----------------------------|
| EEG mean theta  | Awake | -0.87 (0.93)               |
|                 | NREM  | 0.76 (0.52)                |
|                 | REM   | 0.30 (0.42)                |
| EOG median theta| Awake | 0.98 (0.47)                |
|                 | NREM  | -0.09 (0.68)               |
|                 | REM   | -1.11 (0.33)               |
| EOG min beta    | Awake | 0.78 (0.59)                |
|                 | NREM  | -0.78 (0.84)               |
|                 | REM   | 0.17 (0.52)                |

Table A.6: Summary statistics for the three emission variables used in the empirical application.
Appendix A.2. Detailed description of the data simulation procedure

The process by which the simulated datasets are created proceeds as follows:

1. Estimate the Bayesian mHMM on the observed EEG dataset described in section ??.
   Collect the parameter estimates at the group level (parameters of the group-level TPM and the group-level component distribution parameters).

2. For each simulation scenario $h \in 1, 2, \ldots, 144$ and iteration $r \in 1, 2, \ldots, 250$, use the parameters for the group-level TPM collected in step (1) to generate a dataset of subject-specific TPMs with between-subject variance $Q_h$ for $N_h$ subjects. Moreover, use the parameters for the group-level component distributions to generate a dataset of subject-specific component distributions for $N_h$ subjects such that the between-subject variance is scaled by $\zeta_h$.

3. For each of the subjects $n \in N_h$, use the subject-specific TPM $\Gamma_n$ to simulate a sequence of latent states of length $T_h$. Then, use the subject-specific parameters of the component distributions obtained in step (2) to simulate multivariate outcome data for each state in the sequence of states for subject $n$ according to the model specified in section ??.

Appendix A.3. MC SE and number of simulation iterations for each scenario

Simulation studies involve random processes (e.g. data-generating mechanisms, starting values for the model). As such, the metrics by which the simulations are evaluated have some uncertainty associated with them. This is captured by the Monte Carlo Standard Error (MC SE). Ideally, the MC SE formulas are used to compute the required number of iterations given some acceptable degree of uncertainty in the estimates. In practice, however, researchers also need to take into account considerations such as the computational complexity and the run time of the model, as well as the number number of scenarios.

Using the number of iterations described above allows the computation of the expected uncertainty in the parameter estimates. My primary evaluation metric is parameter bias. The formula for the MCMC SE for this evaluation metric is given in equation (A.1).

\[
\text{MCSE}_{\text{bias},h} = \sqrt{\text{Var}(\hat{\theta}_h)/n_{\text{iterations}}}
\]  

(A.1)
Where \( \text{Var}(\hat{\theta}_h) \) is the variance term of parameter estimate \( h \) in scenario \( r \). We estimate this term for each parameter estimate by running an initial small simulation run of 48 iterations. The expected MC SE is largest for the emission distribution \( EOG \ min \ beta \), and in particular the REM state. This indicates that there is a lot of uncertainty around the bias metric for this emission distribution.

If the coverage of all parameters is 95%, the implication of using \( n_{\text{iterations}} = 250 \) is that:

\[
\text{MCSE}_{\text{coverage}} = \sqrt{(95 \times 5)/250} = 1.38\%
\]  
(A.2)

With 50% coverage, the MC SE is maximized at 3.16%. Careful consideration will be given to those estimates with large expected MC SE. In practice, these are settings with a low number of subjects and occasions per subject, as well as scenarios in which the between-subject variance is very large. It is possible that the size of the MC SE will require additional iterations to reduce the variance in the parameter estimates.

Appendix A.4. Hyper-prior specification

Table A.7 gives an overview of the hyper-priors that need to be specified to run the model using the \texttt{mHMMbayes} R library. The value for each hyper-prior is chosen such that they are 'uninformative'. That is, they carry no prior information about the problem context.

| Symbol | Description | Parameter | Value |
|--------|-------------|-----------|-------|
| \( \mu_0 \) | Hypothesized (prior) mean of the emission distribution. | Emission distribution means | For each state-dependent emission distribution, use the sample mean. |
| \( K_0 \) | Hypothesized (prior) number of subjects on which the prior means are based. | Emission distribution means | Set to 1 for all emission distributions. |
| \( \nu \) | Degrees of freedom of the inverse Gamma hyper-prior distribution connected to the emission distribution means. | Emission distribution means | Set to 1 for all emission distributions. |
| \( \nu \) | Hypothesized prior variances between the hypothetical prior subjects. | Between-subject variances of the emission distributions | Set to 1 for all emission distributions. |
| \( \alpha_0 \) | Shape parameter of the inverse Gamma hyper-prior used for the residual error. | Residual error. | Set to 0.1 for all emission distributions. |
| \( \beta_0 \) | Scale parameter of the inverse Gamma hyper-prior used for the residual error. | Residual error. | Set to 0.1 for all emission distributions. |

Table A.7: Overview of the hyper-priors used in the model.

\(^1\)Note that the term 'parameter estimate' here refers to state-dependent emission distribution means and variances, as well as the multinomial regression intercept values.
Appendix B. Selected results from the simulation study

Appendix B.1. Baseline scenarios

Tables B.8 and B.9 contain the results of the baseline scenarios mentioned in section 3. The scenarios in table B.9 differ only from those in table B.8 in terms of the value of $\zeta$. Scenarios 1A and 1B are characterized by component distributions that are clearly separated and by high self-transition probabilities. In scenarios 2A and 2B, we also lower the self-transition probabilities (see column "pop. value" in tables B.8 and B.9). Scenarios 3A-5A and 3B-5B use the same population values as scenarios 2A and 2B.
Table B.8: Simulation results on the baseline scenarios. The component distribution random effect is set to $\zeta = 0.25$ in all scenarios. The TPM random effect is set to $Q = 0.1$. Scenario-specific information can be found at the top of the table. MC standard errors are given in parentheses.
Table B.9 shows the same results as table B.8. Here, however, we use a between-subject variance of $\zeta = 0.5$.

Table B.9: Simulation results on the baseline scenarios. The component distribution random effect is set to $\zeta = 0.5$ in all scenarios. The TPM random effect is set to $Q = 0.1$. Scenario-specific information can be found at the top of the table. MC standard errors are given in parentheses.
Appendix C. Selected results from the empirical application

Figure C.12: Convergence plots for the outcome variable EEG mean theta used in the empirical application. Panels (a), (b) and (c) show the trace plots, density plots and auto-correlation plots for the component distribution group-level means. Panels (d), (e) and (f) show the trace plots, density plots and auto-correlation plots for the component distribution random effects.
Figure C.13: Convergence plots for the outcome variable *EOG median theta* used in the empirical application. Panels (a), (b) and (c) show the trace plots, density plots and auto-correlation plots for the component distribution group-level means. Panels (d), (e) and (f) show the trace plots, density plots and auto-correlation plots for the component distribution random effects.
Figure C.14: Convergence plots for the outcome variable \textit{EOG min beta} used in the empirical application. Panels (a), (b) and (c) show the trace plots, density plots and auto-correlation plots for the component distribution group-level means. Panels (d), (e) and (f) show the trace plots, density plots and auto-correlation plots for the component distribution random effects.
Figure C.15: Convergence plots for the TPM group-level intercepts used to compute the group-level TPM. Panel (a) shows the trace plots of the MLR intercepts. Panel (b) shows the density plots for these parameter estimates, and panel (c) shows the auto-correlation plots.