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Abstract

We take up the task of large-scale evaluation of neural machine transliteration between English and Indian languages, with a focus on multilingual transliteration to utilize orthographic similarity between Indian languages. We create a corpus of 600K word pairs mined from parallel translation corpora and monolingual corpora, which is the largest transliteration corpora for Indian languages mined from public sources. We perform a detailed analysis of multilingual transliteration and propose an improved multilingual training pipeline for Indic languages. We analyse various factors affecting transliteration quality like language family, transliteration direction and word origin.

1 Introduction

Transliteration is an essential technology for multilingual and cross-lingual capabilities in NLP applications to handle named entities, support cross-script input methods. Transliteration between English and Indic languages is important since English is widely used in the Indian subcontinent. Indic languages are written in different scripts from various writing systems. We focus on languages using scripts derived from the ancient Brahmi script. Their character sets are very different from the Latin script - making transliteration non-trivial.

These scripts are abugida scripts, where the basic unit is the akshar which consists of one or more consonants along with a vowel diacritic (Daniels and Bright, 1996). They exhibit a high degree of grapheme-to-phoneme correspondence. There is a large overlap in the logical character sets of these scripts, though the visual appearance of the characters varies. The languages utilizing these scripts are said to exhibit orthographic similarity on account of various shared characteristics (Kunchukuttan et al., 2018a).

We undertake a systematic, large-scale evaluation of neural machine transliteration for 10 major Indic languages from 2 major language families (Indo-Aryan and Dravidian languages) spoken by more than a billion speakers. Other than BrahmiNet (Kunchukuttan et al., 2015) and Dakshina (Roark et al., 2020), no other previous work has explored a wide range of Indic languages; Dakshina only explores transliteration into Indic languages. Our major contributions are:

- For a large-scale evaluation, we mine 600K transliteration pairs across 10 languages from publicly available parallel and monolingual sources. This is much larger than existing corpora like MSR-NEWS (Banchs et al., 2015), Brahminet (Kunchukuttan et al., 2015), Dakshina (Roark et al., 2020) and other small datasets (Banchs et al., 2015; Kunchukuttan et al., 2018b; Gupta et al., 2012; Khapra et al., 2014). The BrahmiNet and Dakshina datasets span multiple languages; BrahmiNet is small and Dakshina by design consists mostly of Indian origin words.
- From the mined corpus, we create a high-quality, manually validated testset annotated with foreign and Indian origin words.
- We propose various improvements to the multilingual transliteration system proposed by Kunchukuttan et al. (2018a) for Indian languages, and suggest a recipe for building multilingual transliteration systems for Indic languages.
- We present an evaluation of transliteration systems according to various factors like language family, word origin and transliteration direction.

2 Mining transliteration corpus

This section explains our transliteration mining methods (from parallel and monolingual corpora) and presents an analysis of the mined corpus. We mine transliteration corpora from English to 10 In-
Table 1: Statistics on mined transliteration corpora

| Language | pa | hi | bn | or | gu | mr | kn | te | ml | ta |
|----------|----|----|----|----|----|----|----|----|----|----|
| Word pair count (×1000) | 55.3 | 157.7 | 65.4 | 34.7 | 65.5 | 38.0 | 24.7 | 77.4 | 31.1 | 57.1 |
| Mining Accuracy | 81.2 | NA | 76.7 | NA | 93.0 | 89.0 | 87.1 | 86.2 | 82.3 | 77.9 |

Figure 1: Orthographic Similarity: Indic languages

2.1 Mining from Parallel Translation Corpus

While very little transliteration corpora exists, a reasonable amount of parallel translation corpora between English and Indian languages are available in the public domain.

**Method.** Alignments between words in parallel sentences from two languages can be discovered from parallel translation corpora. The aligned words can either be translations or transliterations. We use the unsupervised method suggested by Sajjad et al. (2012) to mine transliteration pairs from these word alignments by distinguishing translation and transliterations. For morphologically rich languages, the approach can discover partial transliterations also. For instance, the English-Marathi pair word (station, स्टेशनावर [sTe-shanaavara]). The Marathi word includes the locative case marker. To remove such transliteration pairs, we identify morphological variants by clustering together Marathi words corresponding to the same English word in the candidate transliteration pairs. We only retain the pair with the root word.

**Mining Details.** We mined transliteration pairs from English to Indian language parallel translation corpora from different sources (7.4 million sentence pairs across all languages, see Appendix A for details). We use the Moses transliteration mining module (Durrani et al., 2014) implementation of Sajjad et al. (2012) to mine transliteration pairs using the default settings.

2.2 Mining from Monolingual Corpora

Monolingual text corpora often have borrowed words from other languages (particularly English). We mine such transliteration pairs using only the vocabularies in the source and target languages.

**Method.** We first train initial transliteration models using available data in both directions ($L_e \rightarrow L_x, L_x \rightarrow L_e$) and build vocabularies for both languages ($L_e, L_x$). Given words in $L_e$, we identify the most promising transliteration candidates from $L_x$ and then re-score these candidates. The scoring is based on edit-distance between Double Metaphone representations of the words, which we found works well in practice. We consider scores in $L_e$ as well as $L_x$. We use ITRANS\(^2\) conversion from Indic scripts to Latin in order to be able to compute Double Metaphone representations on the Indic language side. Note that the phonetic nature of Indic scripts enables conversion of Indic scripts to Double Metaphone that is sufficient for transliteration mining. Thus, the score for a candidates pair $(e, x)$ is $E(e, T_{XE}(x)) + E(x, T_{EX}(e))$, where $E$ is the edit-distance function and $T_{xy}$ denotes transliteration from $x$ to $y$. As mentioned above, the strings are converted to Double Metaphone representation prior to edit-distance computation. Finally, we prune the generated pairs based on a chosen threshold of scores.

**Mining Details.** We use monolingual vocabulary from the A14Bharat IndicNLP dataset (Kunchukuttan et al., 2020) and the OSCAR corpus (Ortiz Suarez et al., 2019) for Indic languages. For English, we use the A14Bharat IndicCorp dataset (Kakwani et al., 2020) which contains crawls from English newspapers from India - this helps mining

---

1. [https://en.wikipedia.org/wiki/Metaphone#Double_Metaphone](https://en.wikipedia.org/wiki/Metaphone#Double_Metaphone)
2. [https://en.wikipedia.org/wiki/ITRANS](https://en.wikipedia.org/wiki/ITRANS)
2.3 Characteristics of the Mined corpora

Corpora Statistics. Across 10 languages, we mined ~373k and ~339k transliteration pairs from the parallel translation and monolingual corpora respectively. The final train set of 606k word pairs was created after deduplicating and creating train, test and dev splits (See Table 1 for a summary of the mined corpus). We estimate that the training set has 55% non-Indian origin words and 45% Indian origin words.

Quality of the mined corpus. We evaluated the quality of mined transliterations via crowdsourcing. We used an internal, managed crowdsourcing platform to validate the test sets and retained the transliteration pairs judged as correct in the final test set. The test set for every language had transliterations for 1500 English words and all their mined transliterations. This manual evaluation also gave us an estimation of the transliteration mining quality. We asked native-speaker judges for each language to report whether the pair is a transliteration or not. Our guidelines specified that pairs should be marked as valid if the pair is phonetically equivalent and are canonical spellings. In case no canonical spelling exists, the judges may mark the pairs solely on only phonetic equivalence. To control for quality, we used 3 judges per pair and used majority-voting for establishing correctness of a transliteration pairs. We added honey-pot pairs to tasks to filter out judges spamming our task.

Table 1 also shows the transliteration mining accuracies (average accuracy of 84.18%). An analysis of the errors revealed that an overwhelming majority involved wrong/missingextra inflections (plurals and/or Indic casemarkers). These word pairs are also partial transliterations which are useful for learning transliteration models.

Test Set Creation. The test and dev sets were created by selecting 1500 English words each that are common across all language corpora along with their transliterations. We ensure that the test and dev set do not have any overlap with training set across languages. The test set were verified via crowdsourcing. The test set contains 928 foreign origin words and 572 Indian origin words.

Study of orthographic similarity. Following Kunchukuttan and Bhattacharyya (2020), we estimate the orthographic similarity between languages using the n-way parallel testset. For every language pair, it is the average Longest Common Subsequence Ratio (LCSR) (Melamed, 1995) between word pairs in the test set (See Figure 1) and follows linguistic genealogy. Tamil and Malayalam are most divergent to other languages. Punjabi is also divergent to other languages, possibly on account of: (a) some of its special characters like tikki and addak, (b) little use of conjunct consonants unlike other Indian languages.

3 Analysis: Multilingual Transliteration

We study multilingual transliteration models with the intent of identifying factors that improve multilingual models. First, we describe our baseline multilingual model and then introduce different variants to improve the baseline model.

Baseline Multilingual model (Kunchukuttan et al., 2018a). It is a character-level, attention-based, encoder-decoder model with all the model components shared amongst all the languages. We train joint EX (multi-target, English to Indian languages) and XE models (multi-source, Indian languages to English) separately. For EX models, we append a special target language token to the input sequence (Johnson et al., 2017).

Language Partitioning. To understand the role of orthographic similarity, we investigate two language groupings: (a) all the Indic languages are jointly trained, (b) Indo-Aryan and Dravidian languages are separately trained.

Vocabulary. Indic languages use a variety of scripts with a high overlap in the logical character set, but assigned unique characters in the Unicode character set. We investigate if transfer learning works better with a combined vocabulary by mapping logically equivalent characters across scripts for better transfer learning. We use the IndicNLP Library (Kunchukuttan, 2020) for mapping all Indic scripts to the Devanagari script, thus combining the vocabularies of all languages. We experiment with two configurations: (a) disjoint vocabularies (i.e., different scripts), (b) combined vocabularies (i.e., same script). Combining the vocabularies reduces the vocabulary significantly as the number of scripts reduces from 9 to 1.

Source language tag. In spite of the high degree of orthographic similarity between Indian languages, there are few cases of language-specific variations. For instance, the Malayalam script overloads a few characters with multiple sounds, Bengali pronunciation of the aa vowel differs, etc. To make the model sensitive to these language-
specific variations in XE models, we add an special source language token in the input sequence.

Addressing divergence between Tamil and other Indic scripts. The Tamil script is highly under-specified and has fewer characters than sounds in the English language (unlike other Indic scripts). When training a multilingual model, there is an inconsistency in learnt mappings between Tamil and other Indic scripts. We address this issue by training a Tamil-specific multilingual model for Dravidian languages where all characters from other scripts are mapped to the closest character in the Tamil script via deterministic rules using the IndicNLP library.

3.1 Experimental Setup

We use Marian (Junczys-Dowmunt et al., 2018) to train our transliteration models. We use 128 LSTM units for encoder and decoder (1 layer for bilingual models and 2 layers for multilingual models). The encoder uses a bidirectional LSTM. The input embeddings are also 128 units in size. These hyperparameters were decided based on a parameter sweep on the dev set. We use a batch size of 100 sequences and early stopping with patience=100. We use beam-search for decoding (beam size=4).

3.2 Results and Discussion

Table 2 shows the top-1 accuracy of the different models. For translation into Indian languages, multiple references are available.

Bilingual models. Bilingual results show some trends about Indic transliteration. Transliteration is more difficult for non-Indian origin words than Indian origin words. EX direction accuracies are higher than XE direction. Tamil transliteration accuracy is the least in the XE direction (due to deficient orthography), while Malayalam has the least accuracy in the EX direction (possibly due to overloading of some characters).

Impact of multilingual training. In the XE direction, multilingual systems provide significant gains over bilingual systems (~20%). Most gains come from improved accuracy on non-Indian words. The multilingual system is better at generating canonical spelling in contrast to phonetically-equivalent incorrect spellings. More gains are observed for Indo-Aryan languages compared to Dra-
vidian languages. Tamil benefits the most among Dravidian languages, but it still lags behind other languages. In the EX direction, accuracy improves by 6-7% for both Indian and non-Indian words. Both Indo-Aryan and Dravidian languages benefit from multilingual training.

Effect of language family. We do not observe any major advantage in training the two language families together. Hence, in subsequent experiments we train separate models. There are some differences in the spelling conventions between these languages. Thus, it seems a reasonable conservative choice to train separate model for the two families in the face of data not bringing any clarity.

Effect of source language tag. Adding source language tag improves XE transliteration accuracy 6-7% for some languages with divergent spelling conventions (Bengali, Malayalam and Tamil).

Effect of script conversion. It significantly reduces the vocab size (reducing number of scripts from 9 to 1), but results in just a small drop in accuracy. For the XE direction, the drop in accuracy is recovered by using the source language tag.

Mapping to Tamil Script. The table below show that this simple approach improves the Tamil transliteration accuracy by 2-5 points on non-Indian as well as Indian words in both directions.

| Experiment | ta-en | en-ta |
|------------|------|------|
|             | foreign | indic | foreign | indic |
| hiscript    | 44.04  | 50.6  | 73.5     | 81.72 |
| tascript    | 47.37  | 53.3  | 78.8     | 83.9  |

4 Conclusion

We present a study of transliteration between English and Indic languages. We mine a 600k parallel transliteration corpus having a good coverage of Indian and non-Indian origin words as well as create a manually validated testset. We recommend the following recipe for Indic multilingual transliteration: (a) all training data in the same script, (b) separate models for IA and DR languages, (c) source language tags for XE transliteration. Multilingual training significantly improves non-Indian word transliteration. Our results validate previous results on benefits of multilingual transliteration on a wider set of languages and larger datasets. We also improve Tamil to English transliteration by representing multilingual data in Tamil script. More details about the corpus is available at [https://github.com/anoopkunchukuttan/indic_transliteration_analysis](https://github.com/anoopkunchukuttan/indic_transliteration_analysis).
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A Corpora used for Transliteration mining

Table 3 shows the language-wise parallel corpora statistics and Table 4 lists the various parallel corpora used for transliteration mining. Table 3 also shows the vocab sizes of monolingual corpora used for each language for the monolingual approach.
| Language  | PurInfo | MonoInfo |
|-----------|---------|----------|
| Punjabi (pa) | 535,796 | 476K |
| Hindi (hi) | 1,586,775 | 511K |
| Bengali (bn) | 444,593 | 501K |
| Oriya (or) | 116,492 | 490K |
| Gujarati (gu) | 557,342 | 524K |
| Marathi (mr) | 732,093 | 539K |
| Kannada (kn) | 450,139 | 479K |
| Telugu (te) | 664,670 | 596K |
| Malayalam (ml) | 708,266 | 596K |
| Tamil (ta) | 1,640,920 | 599K |
| English (en) | - | 781K |
| **Total** | **7,437,086** | **6092K** |

Table 3: Information on corpora used for transliteration mining. **ParInfo**: Parallel Translation Corpora Size per English-Indian language pair. WikiMatrix contributes around 1.7 millions pairs across languages. **MonoInfo**: Vocabulary size of monolingual corpora per language.

| Source | Citation |
|--------|----------|
| CVIT-Mann ki Baat | (Siripragrada et al., 2020) |
| CVIT-PIB | (Siripragrada et al., 2020) |
| IITB en-hi v2.0 | (Kunchukuttan et al., 2018b) |
| MTurk Corpora | (Post et al., 2012) |
| JW300 | (Agić and Vulić, 2019) |
| MTEnglish2Odia | |
| NLPC-Uom Corpus | |
| OdiEnCorp 1.0 | (Parida et al., 2018) |
| OPUS | (Tiedemann, 2012) |
| PMIndia | (Haddow and Kirefu, 2020) |
| UFAL-en-ta-v2 | (Ramasamy et al., 2012) |
| Urs Tarsadia Corpus | (Shah and Bakrola, 2019) |
| Wikimatrix | (Schwenk et al., 2019) |
| Wikititles | |

Table 4: Parallel Translation Corpora used for mining transliterations. All download URLs can be obtained from [https://github.com/AI4Bharat/indicnlp_catalog](https://github.com/AI4Bharat/indicnlp_catalog)