Abstract

We examine the capabilities of a unified, multi-task framework for three information extraction tasks: named entity recognition, relation extraction, and event extraction. Our framework (called DYGIE++) accomplishes all tasks by enumerating, refining, and scoring text spans designed to capture local (within-sentence) and global (cross-sentence) context. Our framework achieves state-of-the-art results across all tasks, on four datasets from a variety of domains. We perform experiments comparing different techniques to construct span representations. Contextualized embeddings like BERT perform well at capturing relationships among entities in the same or adjacent sentences, while dynamic span graph updates model long-range cross-sentence relationships. For instance, propagating span representations via predicted coreference links can enable the model to disambiguate challenging entity mentions. Our code is publicly available at https://github.com/dwadden/dygiepp and can be easily adapted for new tasks or datasets.

1 Introduction

Many information extraction tasks – including named entity recognition, relation extraction, event extraction, and coreference resolution – can benefit from incorporating global context across sentences or from non-local dependencies among phrases. For example, knowledge of a coreference relationship can provide information to help infer the type of a difficult-to-classify entity mention. In event extraction, knowledge of the entities present in a sentence can provide information that is useful for predicting event triggers.

To model global context, previous works have used pipelines to extract syntactic, discourse, and other hand-engineered features as inputs to structured prediction models (Li et al., 2013; Yang and Mitchell, 2016; Li and Ji, 2014) and neural scoring functions (Nguyen and Nguyen, 2019), or as a guide for the construction of neural architectures (Peng et al., 2017; Zhang et al., 2018; Sha et al., 2018; Christopoulou et al., 2018). Recent end-to-end systems have achieved strong performance by dynamically constructing graphs of spans whose edges correspond to task-specific relations (Luan et al., 2019; Lee et al., 2018; Qian et al., 2018).

Meanwhile, contextual language models (Dai and Le, 2015; Peters et al., 2017, 2018; Devlin et al., 2018) have proven successful on a range of natural language processing tasks (Bowman et al., 2015; Sang and De Meulder, 2003; Rajpurkar et al., 2016). Some of these models are also capable of modeling context beyond the sentence boundary. For instance, the attention mechanism in BERT’s transformer architecture can capture relationships between tokens in nearby sentences.

In this paper, we study different methods to incorporate global context in a general multi-task IE framework, building upon a previous span-based IE method (Luan et al., 2019). Our DYGIE++ framework, shown in Figure 1, enumerates candidate text...
spans and encodes them using contextual language models and task-specific message updates passed over a text span graph. Our framework achieves state-of-the results across three IE tasks, leveraging the benefits of both contextualization methods.

We conduct experiments and a thorough analysis of the model on named entity, relation, and event extraction. Our findings are as follows: (1) Our general span-based framework produces state-of-the-art results on all tasks and all but one sub-tasks across four text domains, with relative error reductions ranging from 0.2 - 27.9%. (2) BERT encodings are able to capture important within and adjacent-sentence context, achieving improved performance by increasing the input window size. (3) Contextual encoding through message passing updates enables the model to incorporate cross-sentence dependencies, improving performance beyond that of BERT alone, especially on IE tasks in specialized domains.

2 Task and Model

Our DyGIE++ framework extends a recent span-based model for entity and relation extraction (Luan et al., 2019) as follows: (1) We perform event extraction as an additional task and propagate span updates across a graph connecting event triggers to their arguments. (2) We build span representations on top of multi-sentence BERT encodings.

2.1 Task definitions

The input is a document represented as a sequence of tokens \( D \), from which our model constructs spans \( S = \{s_1, \ldots, s_T\} \), the set of all possible within-sentence phrases (up to a threshold length) in the document.

Named Entity Recognition involves predicting the best entity type label \( e_i \) for each span \( s_i \). For all tasks, the best label may be a “null” label. Relation Extraction involves predicting the best relation type \( r_{ij} \) for all span pairs \( (s_i, s_j) \). For the data sets studied in this work, all relations are between spans within the same sentence. The coreference resolution task is to predict the best coreference antecedent \( c_i \) for each span \( s_i \). We perform coreference resolution as auxiliary task, to improve the representations available for the “main” three tasks.

Event Extraction involves predicting named entities, event triggers, event arguments, and argument roles. Specifically, each token \( d_i \) is predicted as an event trigger by assigning it a label \( t_i \). Then, for each trigger \( d_i \), event arguments are assigned to this event trigger by predicting an argument role \( a_{ij} \) for all spans \( s_j \) in the same sentence as \( d_i \). Unlike most work on event extraction, we consider the realistic setting where gold entity labels are not available. Instead, we use predicted entity mentions as argument candidates.

2.2 DyGIE++ Architecture

Figure 1 depicts the four-stage architecture. For more details, see (Luan et al., 2019).

**Token encoding:** DyGIE++ uses BERT for token representations using a “sliding window” approach, feeding each sentence to BERT together with a size-\( L \) neighborhood of surrounding sentences.

**Span enumeration:** Spans of text are enumerated and constructed by concatenating the tokens representing their left and right endpoints, together with a learned span width embedding.

**Span graph propagation:** A graph structure is generated dynamically based on the model’s current best guess at the relations present among the spans in the document. Each span representation \( g_j^t \) is updated by integrating span representations from its neighbors in the graph according to three variants of graph propagation. In coreference propagation, a span’s neighbors in the graph are its likely coreference antecedents. In relation propagation, neighbors are related entities within a sentence. In event propagation, there are event trigger nodes and event argument nodes; trigger nodes pass messages to their likely arguments, and arguments pass messages back to their probable triggers. The whole procedure is trained end-to-end, with the model learning simultaneously how to identify important links between spans and how to share information between those spans.

More formally, at each iteration \( t \) the model generates an update \( u_x^t(i) \) for span \( s^t \in \mathbb{R}^d \):

\[
u_x^t(i) = \sum_{j \in B_x(i)} V_x^t(i,j) \odot g_j^t,
\]

where \( \odot \) denotes elementwise multiplication and \( V_x^t(i,j) \) is a measure of similarity between spans \( i \) and \( j \) under task \( x \) – for instance, a score indicating the model’s confidence that span \( j \) is the coreference antecedent of span \( i \). For relation extraction, we use a ReLU activation to enforce sparsity. The final updated span representation \( g_j^{t+1} \) is computed as a convex combination of the previous representation and the current update, with weights determined by a gating function.
Multi-task classification: The re-contextualized representations are input to scoring functions which make predictions for each of the end tasks. We use a two-layer feedforward neural net (FFNN) as the scoring function. For trigger and named entity prediction for span $g_i$, we compute $\text{FFNN}_{\text{task}}(g_i)$. For relation and argument role prediction, we concatenate the relevant pair of embeddings and compute $\text{FFNN}_{\text{task}}([g_i, g_j])$.

3 Experimental Setup

Data We experiment on four different datasets: ACE05, SciERC, GENIA and WLPC (Statistics and details on all data sets and splits can be found in Appendix A.). The ACE05 corpus provides entity, relation, and event annotations for a collection of documents from a variety of domains such as newswire and online forums. For named entity and relation extraction we follow the train / dev / test split from Miwa and Bansal (2016). Since the ACE data set lacks coreference annotations, we train on the coreference annotations from the OntoNotes dataset (Pradhan et al., 2012). For event extraction we use the split described in Yang and Mitchell (2016); Zhang et al. (2019). We refer to this split as ACE05-E in what follows. The SciERC corpus (Luan et al., 2018) provides entity, coreference and relation annotations from 500 AI paper abstracts. The GENIA corpus (Kim et al., 2003) provides entity tags and coreferences for 1999 abstracts from the biomedical research literature with a substantial portion of entities (24%) overlapping some other entity. The WLPC dataset provides entity, relation, and event annotations for 622 wet lab protocols (Kulkarni et al., 2018). Rather than treating event extraction as a separate task, the authors annotate event triggers as an entity type, and event arguments as relations between an event trigger and an argument.

Evaluation We follow the experimental setups of the respective state-of-the-art methods for each dataset: Luan et al. (2019) for entities and relations, and Zhang et al. (2019) for event extraction. An entity prediction is correct if its label and span matches with a gold entity; a relation is correct if both the span pairs and relation labels match with a gold relation triple. An event trigger is correctly identified if its offsets match a gold trigger. An argument is correctly identified if its offsets and event type match a gold argument. Triggers and arguments are correctly classified if their event types and event roles are also correct, respectively.

Model Variations We perform experiments with the following variants of our model architecture. BERT + LSTM feeds pretrained BERT embeddings to a bi-directional LSTM layer, and the LSTM parameters are trained together with task specific layers. BERT Finetune uses supervised fine-tuning of BERT on the end-task. For each variation, we study the effect of integrating different task-specific message propagation approaches.

Comparisons For entity and relation extraction, we compare DyGIE++ against the DyGIE system it extends. DyGIE is a system based on ELMo (Peters et al., 2018) that uses dynamic span graphs to propagate global context. For event extraction, we compare against the method of Zhang et al. (2019), which is also an ELMo-based approach that relies on inverse reinforcement learning to focus the model on more difficult-to-detect events.

Implementation Details Our model is implemented using AllenNLP (Gardner et al., 2017). We use BERT$_{\text{BASE}}$ for entity and relation extraction tasks and use BERT$_{\text{LARGE}}$ for event extraction. For BERT finetuning, we use BertAdam with the learning rates of $1 \times 10^{-3}$ for the task specific layers, and $5.0 \times 10^{-5}$ for BERT. We use a longer warmup period for BERT than the warmup period for task specific-layers and perform linear decay of the learning rate following the warmup decay of the learning rate following the warmup period.

Table 1: DyGIE++ achieves state-of-the-art results. Test set F1 scores of best model, on all tasks and datasets. We define the following notations for events: Trig: Trigger, Arg: argument, ID: Identification, C: Classification. * indicates the use of a 4-model ensemble for trigger detection. See Appendix E for details. The results of the single model are reported in Table 2 (c). We ran significance tests on a subset of results in Appendix D. All were statistically significant except Arg-C and Arg-ID on ACE05-Event.
Table 2: F1 scores on NER.

| Task          | Variation | 1    | 3    |
|---------------|-----------|------|------|
| Relation      | BERT+LSTM | 59.3 | 60.6 |
|               | Finetune  | 62.0 | 62.1 |
| Entity        | BERT+LSTM | 90.0 | 90.5 |
|               | Finetune  | 88.8 | 89.7 |
| Trigger       | BERT+LSTM | 69.4 | 68.9 |
|               | Finetune  | 68.3 | 69.7 |
| Arg Class     | BERT+LSTM | 48.6 | 51.4 |
|               | Finetune  | 50.0 | 48.8 |

Table 3: F1 scores on Relation.

| Entity | Trig-C | Arg-ID | Arg-C |
|--------|--------|--------|-------|
| BERT+LSTM | 90.5  | 68.9   | 54.1  |
| +EventProp | 91.0  | 68.4   | 52.5  |
| BERT Finetune | 89.7  | 69.7   | 53.0  |
| +EventProp | 88.7  | 68.2   | 50.4  |

Table 4: F1 scores on ACE05-E.

| Task          | Variation | 1    | 3    |
|---------------|-----------|------|------|
| Relation      | BERT+LSTM | 59.3 | 60.6 |
|               | Finetune  | 62.0 | 62.1 |
| Entity        | BERT+LSTM | 90.0 | 90.5 |
|               | Finetune  | 88.8 | 89.7 |
| Trigger       | BERT+LSTM | 69.4 | 68.9 |
|               | Finetune  | 68.3 | 69.7 |
| Arg Class     | BERT+LSTM | 48.6 | 51.4 |
|               | Finetune  | 50.0 | 48.8 |

Table 6: Effect of BERT cross-sentence context. F1 score of relation F1 on ACE05 dev set and entity, arg, trigger extraction F1 on ACE05-E test set, as a function of the BERT context window size.

Table 5: Comparison of contextualization methods.

This occurs because all relations are within a single sentence, and thus BERT can be trained to model these relationships well.

Our best event extraction results did not use any propagation techniques (Table 4). We hypothesize that event propagation is not helpful due to the asymmetry of the relationship between triggers and arguments. Methods to model higher-order interactions among event arguments and triggers represent an interesting direction for future work.

Benefits of Cross-Sentence Context with BERT

Table 6 shows that both variations of our BERT model benefit from wider context windows. Our model achieves the best performance with a 3-sentence window across all relation and event extraction tasks.

Pre-training or Fine Tuning BERT Under Limited Resources

Table 5 shows that fine-tuning BERT generally performs slightly better than using the pre-trained BERT embeddings combined with a final LSTM layer. Named entity recognition improves by an average of 0.32 F1 across the four datasets tested, and relation extraction improves by an average of 1.0 F1, driven mainly by the performance gains on SciERC. On event extraction, fine-tuning decreases performance by 1.6 F1 on average across tasks. We believe that this is due to the high sensitivity of both BERT finetuning and event extraction to the choice of optimization hyperparameters – in particular, the trigger detector begins overfitting before the argument detector is finished training.

Pretrained BERT combined with an LSTM layer and graph propagation stores gradients on 15 million parameters, as compared to the 100 million parameters of the pre-trained BERT without a final LSTM layer and graph propagation.
Table 7: In-domain pre-training: SciBERT vs. BERT

|          | SciERC | GENIA |
|----------|--------|-------|
| Best BERT| 69.8   | 41.9  |
| Best SciBERT | 72.0   | 45.3  |

Importance of In-Domain Pretraining  We replaced BERT (Devlin et al., 2018) with SciBERT (Beltagy et al., 2019) which is pretrained on a large multi-domain corpus of scientific publications. Table 7 compares the results of BERT and SciBERT with the best-performing model configurations. SciBERT significantly boosts performance for scientific datasets including SciERC and GENIA. These results indicate that introducing unlabeled text of similar domains for pre-training can significantly improve performance.

Qualitative Analysis  To better understand the mechanism by which graph propagation improved performance, we examined all named entities in the SciERC dev set where the prediction made by the BERT + LSTM + CorefProp model from Table 2 was different from the BERT + LSTM model. We found 44 cases where the CorefProp model corrected an error made by the base model, and 21 cases where it introduced an error. The model without CorefProp was often overly specific in the label it assigned, labeling entities as Material or Method when it should have given the more general label Other Scientific Term. Visualizations of the disagreements between the two model variants can be found in Appendix C. Figure 2 shows an example where span updates passed along a coreference chain corrected an overly-specific entity identification for the acronym “CCRs”. We observed similar context sharing via CorefProp in the GENIA data set, and include an example in Appendix C.

Coreference propagation updated the span representations of all but one of 44 entities, and in 68% of these cases the update with the largest corefer-

1: This paper summarizes the formalism of Category Cooccurrence Restrictions (CCRs) and describes two parsing algorithms that interpret it.

2: CCRs are Boolean conditions on the cooccurrence of categories in local trees which allow the statement of generalizations which can not be captured in other current syntax formalisms.

3: The use of CCRs leads to syntactic descriptions formulated entirely with restrictive statements.

(a) The green span CCRs in sentence 2 is updated based on its predicted coreference antecedent.

(b) The mention of CCRs in sentence 2 serves as a bridge to propagate information from sentence 1 to the mention of CCRs in sentence 3.

(c) Coreference link strength. Red is strong.

5 Conclusion  In this paper, we provide an effective plug-and-play IE framework that can be applied to many information extraction tasks. We explore the abilities of BERT embeddings and graph propagation to capture context relevant for these tasks. We find that combining these two approaches improves performance compared to using either one alone, with BERT building robust multi-sentence representations and graph propagations imposing additional structure relevant to the problem and domain under consideration. Future work could extend the framework to other NLP tasks and explore other approaches to model higher-order interactions like those present in event extraction.
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