GLOBAL SIMULATIONS OF ACCRETION DISKS. I. CONVERGENCE AND COMPARISONS WITH LOCAL MODELS
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ABSTRACT

Grid-based magnetohydrodynamic (MHD) simulations have proven invaluable for the study of astrophysical accretion disks. However, the fact that angular momentum transport in disks is mediated by MHD turbulence (with structure down to very small scales) raises the concern that the properties of the modeled accretion disks are affected by the finite numerical resolution of the simulation. By implementing an orbital advection algorithm into the Athena code in cylindrical geometry, we have performed a set of global (but unstratified) Newtonian disk simulations extending up to resolutions previously unattained. We study the convergence of these models as a function of spatial resolution and initial magnetic field geometry. The usual viscosity parameter (α) or the ratio of thermal-to-magnetic pressure (β) is found to be a poor diagnostic of convergence, whereas the average tilt angle of the magnetic field in the (r, ϕ)-plane is a very good diagnostic of convergence. We suggest that this is related to the saturation of the MHD turbulence via parasitic modes of the magnetorotational instability. Even in the case of zero-net magnetic flux, we conclude that our highest resolution simulations (with 32 zones and 64 zones per vertical scale height) have achieved convergence. Our global simulations reach resolutions comparable to those used in local, shearing-box models of MHD disk turbulence. We find that the saturation predictors derived from local simulations correspond well to the instantaneous correlations between local flux and stress found in our global simulations. However, the conservation of magnetic flux implicit in local models is not realized in our global disks. Thus, the magnetic connectivity of an accretion disk represents physics that is truly global and cannot be captured in any ab initio local model.
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1. INTRODUCTION

Current understanding of angular momentum transport in accretion disks has been revolutionized by the discovery of the magnetorotational instability (MRI; Balbus & Hawley 1991, 1998). While differentially rotating hydrodynamic Keplerian systems are linearly stable to local axisymmetric perturbations, and with evidence for their nonlinear stability on both numerical (Hawley et al. 1999) and experimental (Ji et al. 2006) grounds, Balbus & Hawley (1991) demonstrated that the inclusion of a weak magnetic field introduces a rapidly growing instability that leads to turbulence. The resulting turbulence is highly anisotropic, and this anisotropy transports angular momentum radially outward, which allows material to fall inward. While analytic treatments are able to probe the behavior of the linear instability and some aspects of the early nonlinear behavior (Goodman & Xu 1994), fully turbulent plasmas, however, are too far into the nonlinear regime for analytic methods to be feasible. As such, computational work is at the forefront of efforts to understand MRI-driven magnetohydrodynamic (MHD) turbulence in accretion disks.

Broadly speaking, accretion disk simulations can be divided into two types: local and global. In local, or shearing-box (Hawley et al. 1995; Brandenburg et al. 1995), models, a small patch of an accretion flow is simulated by solving the MHD equations with linearized shear terms in a small Cartesian system in the rotating frame. Global models, by contrast, involve simulating a much larger region of the disk and include curvature terms associated with cylindrical or spherical coordinates. Local and global simulations have been performed in both two and three dimensions and exhibit different saturation levels and subsequent behavior due to the suppression of three-dimensional modes and dynamo activity in the former. The reduced cost of local or shearing-box simulations makes them an ideal model to explore the large parameter space of turbulence in accretion disks over very long time frames. While current supercomputers are capable of fully global accretion disk simulations, local models have the benefit of exploring resolutions far in excess of any comparable global model. Consequently, much of our knowledge of accretion disk turbulence comes from local models.

Understanding to what extent knowledge of accretion turbulence gained from local models can be carried over to global disks is of vital importance and will be a focus of this work. In Sorathia et al. (2010) we began an exploration of these issues, in particular focusing on the idea of using volume decompositions of global models to make direct comparisons to local ones. That local models with a net magnetic flux exhibit stress that scales with increasing flux is well known (Hawley et al. 1995; Sano et al. 2004; Pessah et al. 2007); however, it was demonstrated in Sorathia et al. (2010) that saturation predictors for local models carry over to an instantaneous correlation between flux and stress in small patches of global models.

Numerical simulations are necessary to study accretion disk turbulence, but they are not a panacea. Choices one makes regarding the solution of the relevant equations and initial conditions
can leave unintended and unphysical artifacts in the results. Understanding how to disentangle numerical artifacts from genuine physical phenomena is vital to constructing simulations that can make reliable predictions. In particular, the discretization of the physical simulation domain, or resolution, will be of interest to us here. Concern was raised when it was demonstrated by Fromang & Papaloizou (2007), confirming the earlier prediction of Pessah et al. (2007), that local unstratified simulations without explicit dissipation, and without a net magnetic flux threading the domain, result in angular momentum transport that vanishes with increasing resolution. Bodo et al. (2011) recently explored this issue utilizing a novel approach of increasing domain size instead of resolution and connect the vanishing stress to the lack of a large-scale dynamo. This lack of convergence is not robust as the inclusion of stratification, explicit dissipation, or a net magnetic field leads to a converged value of angular momentum transport (Davis et al. 2010; Fromang 2010; Simon et al. 2009). Further, Sorathia et al. (2010) observe that, to the extent that local models are predicated on being representative of a small patch of a global disk, the constraint of enforcing a zero magnetic flux over a small physical domain is likely unphysical, albeit an important theoretical pathology. These results highlight the importance of understanding the sometimes delicate nature of numerical convergence when dealing with simulations of turbulence.

The primary goal of this paper is to study accretion disk turbulence induced by a variety of different initial field topologies in the context of global simulations of higher resolution than have previously been considered. To reduce the significant expense associated with global, three-dimensional MHD simulations, we use an implementation of orbital advection (Masset 2000; Johnson et al. 2008), which results in an order-of-magnitude speedup for the simulations considered here. These simulations are meant to be comparable with the surveys performed for local models by Hawley et al. (1995) and for global models by Hawley (2001). As we will see, global simulations analogous to the local models considered by Fromang & Papaloizou (2007) do converge to non-zero angular momentum transport. Additionally, we consider the resolution requirements to attain convergence and explore the question of what convergence means in relation to non-dissipative simulations of turbulent systems. We continue the work started in Sorathia et al. (2010) and Beckwith et al. (2011) and explore connections between local and global accretion disk models in a more controlled setting utilizing simulations tailored to the task.

The plan of the paper is as follows. Section 2 describes the simulations and diagnostics used in the rest of the paper and gives a brief description of orbital advection. Section 3 compares the disk evolution under the influence of varying initial magnetic field topologies and discusses this evolution in the context of reduced anomalous viscosity models. Section 4 explores the use of a selection of convergence metrics: physical metrics (Section 4.1), numerical metrics (Section 4.2), and spectral metrics (Section 4.3). Section 4.4 presents results suggesting that the magnetic tilt angle is a robust indicator of convergence that is invariant of initial magnetic topology. A discussion of the convergence study with an emphasis on a comparison with the recent work of Hawley et al. (2011) is presented in Section 4.5. Finally, Section 5 presents the results of our comparisons between local and global models including the evolution, flux distribution, and instantaneous flux–stress relation in the local ensemble. Our conclusions and a general discussion are presented in Section 6, and an Appendix follows detailing orbital advection and its implementation.

2. METHODOLOGY AND DIAGNOSTICS

The work presented here is based on a series of simulations exploring the behavior of global accretion disks under a variety of resolutions and initial seed magnetic fields. Our simulations model an unstratified, isothermal, relatively cold Keplerian disk in a Newtonian potential. These simulations are run in the context of three-dimensional ideal isothermal magnetohydrodynamics; the equations are integrated using the cylindrical coordinate extension (Skinner & Ostriker 2010) to the Athena code package (Stone et al. 2008). The equations of isothermal MHD are, for reference,

\[
\begin{align*}
\partial_t \rho + \nabla \cdot (\rho \mathbf{v}) &= 0, \\
\partial_t (\rho \mathbf{v}) + \nabla \cdot (\rho \mathbf{v} \mathbf{v} - \mathbf{B} \mathbf{B}^\ast + P^\ast \mathbf{I}) &= -\rho \nabla \Phi, \\
P &= c_s^2 \rho, \\
\partial_t \mathbf{B} - \nabla \times (\mathbf{v} \times \mathbf{B}) &= 0.
\end{align*}
\]

Equations (1a)–(1d) are written in conservative form, where \( \rho \) is the gas density, \( P \) is the gas pressure and is defined through an isothermal equation of state, \( \mathbf{v} \) is the velocity vector, and \( \mathbf{B} \) is the magnetic field vector. The total pressure, \( P^\ast = P + |\mathbf{B}|^2/2 \), is the sum of the gas and magnetic pressure.

The equations are solved in cylindrical coordinates, denoted by \((R, \phi, z)\), with \( r = \sqrt{R^2 + z^2} \) referring to the standard spherical radius. The accretion disks we evolve are Newtonian and unstratified, as in Armitage (1998) and Hawley (2001), meaning that the gravitational potential is independent of the \( z \) coordinate and given by \( \Phi = -1/R \). Neglecting the vertical dependence of the gravitational potential physically means that our simulations are meant to model the midplane of a realistic disk. This eliminates the effects of magnetic buoyancy and allows a purer probe of MRI-driven phenomena. Numerically, it allows us to remove the vertical variation of zones per scale height without resorting to the use of a more complex graded mesh with poorly understood grid-scale dissipation.

As one of the goals of this study is to explore issues of convergence, a word about resolution is in order. We classify simulations based on the number of zones per vertical scale height, specifically \( H_0/\Delta z \), where \( H_0 \) is the scale height at a fiducial radial point defined below, as otherwise this quantity would vary with radius. Given a choice of zones per scale height, the resolution is constrained by the condition that the aspect ratio is 1:1:1 at the fiducial point, \( R_0 = 2 \). This results in the condition \( \Delta z = \Delta R \approx R_0 \Delta \phi \). The ability to explore simulations with an aspect ratio near unity is a particular benefit of orbital advection, summarized below and detailed in the Appendix, and stands in contrast to the vast majority of the current literature on simulations of global accretion disks.

The expense of running these simulations using the standard cylindrical integrator would be extreme, for instance, the highest resolution simulation considered would take well over 2M CPU hours. To reduce the expense, the first step of this work was the implementation of an orbital advection algorithm (Masset 2000; Johnson et al. 2008). The particular method is based on the algorithm and code for the implementation of orbital advection.
in the shearing-box framework (Stone & Gardiner 2010) of Athena. The essence of orbital advection is the observation that in accretion disk simulations the dominant speed is the Keplerian velocity. Consequently, $\Delta t \sim \min(\Delta \phi / \Omega_K)$. One can instead solve the equations of MHD in the local rotating frame, and in this frame (assuming a subthermal magnetic field) $\Delta t \sim R \Delta \phi / c_s$. One can approximate the speedup of orbital advection by considering the maximum Keplerian Mach number of the disk, $M_K = R \Omega_K / c_s$. For the disks considered here the Keplerian Mach number peaks at the inner edge and attains a value of $M_K(R = 1) = 20$. This predicted speedup is very nearly attained, with the deviation attributed to a supersonic Alfvén speed during the saturation of the MRI and the small expense of a separate advection routine that evolves the disk in accordance with the background Keplerian flow. Details of the implementation and testing of the orbital advection algorithm used here are presented in the Appendix.

To give a sense of the simulations and their resolution, Figure 1 shows two still images of the MRI-driven turbulence in the saturated state. The first, Figure 1(a), is a volume rendering of the logarithmic magnetic pressure in a simulation with a vertical resolution of 64 cells per vertical scale height, denoted as simulation BzZ64W in the terminology introduced below. The second, Figure 1(b), shows the same variable in the $z = 0$ plane at the same time step from a simulation with a vertical resolution of 32 cells per vertical scale height, denoted as simulation BzZ32.

In cylindrical coordinates the physical domain spans $(R, \phi, z) \in [1, 4] \times [0, 2\pi] \times [-2H_0, 2H_0]$, where $H_0 = 0.2$, with the exception of two reduced runs that use a smaller azimuthal domain. The sound speed is set so that $H(R_0) = H_0$, where $R_0 = 2$ and

$$H(R) = \sqrt{2} c_s \Omega_K^{-1},$$

with $\Omega_K = R^{-1.5}$.

The hydrodynamic variables are initialized with a constant density, $\rho = 100$, and with velocities initialized as

$$v_R(R, \phi, z) = 0, \quad v_\phi(R, \phi, z) = R \Omega_K (1 + \delta), \quad v_z(R, \phi, z) = \delta,$$

where $\delta$ is a uniformly distributed random perturbation such that $\delta \in [-10^{-2}, 10^{-2}]$.

To explore the effects of varying initial seed topologies, we consider here three distinct initial field configurations: a zero-net-flux vertical field (BzZ), a net-flux vertical field (BzN), and a net-flux azimuthal field (BpN). For simplicity we will often distinguish between the zero-net-flux (ZF) simulations and the net-flux (NF) simulations. For the net-flux vertical field runs, the initial magnetic field is set such that the fastest-growing unstable mode of the MRI is equal to $H(R_0)$, i.e., $\lambda_{MRI} = 2\pi \sqrt{16/15} v_{A,z}/\Omega_K = H(R_0)$, where $v_{A,z} = |B_z|/\sqrt{\rho}$. Choosing to define the initial magnetic fields in this manner, where $\lambda_{MRI}(R)$ is constrained to be constant, ensures that the MRI will be resolvable throughout the disk and that $\lambda_{MRI}/\Delta z$ will exhibit no radial dependence, save for the tapering near the simulation boundaries discussed below. In our lowest-resolution runs, this gives a fastest-growing mode that is marginally resolved, $\lambda_{MRI}/\Delta z = 8$. For the zero-net-flux runs, this vertical field configuration is modulated by a sinusoidal function to ensure that the net flux threading the simulation domain is zero. The toroidal field runs are constructed to ensure that the critical azimuthal wavenumber of the toroidal MRI, $m_A = R \Omega / v_A$ (where $v_A = |B|/\sqrt{\rho}$), is constant in radius with a value of 20. Finally, the field strengths are tapered to zero close to the radial boundaries of the calculation. These choices of seed fields are not meant to be representative of what may be present in an astrophysical accretion disk, but are chosen to allow controlled experiments to study MRI-driven disk turbulence.

Formally, the fields for the three cases are given by

$$B_z(R) = A_0 \frac{I(R) R \Omega_K (R_z)}{R} \sin \left[ 2\pi \frac{(R - R_0)}{H_0} \right],$$

$$B_R = B_\phi = 0 \text{ (case BzZ)},$$

$$B_z(R) = A_N S(R) \Omega_K (R), \quad B_R = B_\phi = 0 \text{ (case BzN)},$$

$$B_\phi(R) = \frac{S(R) \sqrt{\rho/R}}{M_c}, \quad B_R = B_z = 0 \text{ (case BpN)}.$$
In the above definition, \( A_0 \) and \( A_N \) represent scaling terms, \( R_c \) is a piecewise constant function of radius that assumes the central radial value of each sinusoid, and \( M_c = 20 \). The function \( I(R) \) is an indicator function on the domain \( R \in [1.2, 3.8] \). The function \( S(R) \) is a mollifier function with value unity on the domain \( R \in [1.5 - H_0, 3.5 + H_0] \), zero on the complement of the domain \( R \in [1.5 - H_0, 3.5 + H_0] \), and smoothly interpolates between the two domains. Figure 2 shows the resulting radial profiles of the initial magnetic field strengths.

As the simulations described here are unstratified, periodic boundary conditions are appropriate in the azimuthal and vertical direction. Radial boundary conditions are, as always, more difficult to implement appropriately. The boundary conditions used in the simulations presented here are particularly simple: the values of physical quantities in the ghost zones are simply copied over from the last physical zone. There are two exceptions to this: the radial velocity and the azimuthal velocity. The radial velocity uses what we refer to as an enforced diode condition to ensure that material does not enter the simulation. Formally, this means that if the radial velocity in the last physical zone is directed outward, then it is copied into the ghost values; otherwise, the radial velocities in the ghost zone are set to zero. For the azimuthal velocity a Dirichlet boundary condition is used in which the ghost zone values are set to the appropriate Keplerian value. While some of the simulations described here are initialized to have a zero-net magnetic field, the boundary conditions are not constructed to enforce this flux constraint during the natural evolution of the disk. To ensure that these choices of radial boundary condition do not affect the physical behavior of the simulations, several potential boundary conditions were considered. These include two choices for hydrodynamic variables and two choices for the magnetic field variables. In addition to the hydrodynamic boundary condition in which the fluid variables are simply copied into the ghost zones with a diode condition, a variant in which the perturbed azimuthal velocity (i.e., the azimuthal velocity in the local Keplerian frame) was held constant with an analogous diode condition was considered. Instead of a simple copy of the magnetic field variables, an alternative in which the magnetic field in the ghost zone was constrained to only have a divergence-free radial component was tested. These choices result in four possible radial boundary conditions, and all were tested to ensure that none resulted in an appreciable change in the evolution and behavior of the disk.

Table 1

| Simulation  | Azimuthal Range \((N_R, N_\phi, N_z)\) | Orbits \(\alpha, \beta\) | \(\alpha, \beta\) | \(T_{1/2}\) |
|-------------|------------------------------------------|------------------------|-----------------|----------------|
| BzZ8        | \(2\pi\) \((120,480,32)\) \(200\) 0.013 26.55 0.345 184.4 |
| BzZ16       | \(2\pi\) \((240,960,64)\) \(200\) 0.02 23.01 0.460 127.2 |
| BzZ32       | \(2\pi\) \((480,1920,128)\) \(200\) 0.018 27.67 0.498 116.1 |
| BzZ32W      | \(\pi/4\) \((480,240,128)\) \(100\) 0.023 23.35 0.537 N/A |
| BzZ64W      | \(\pi/4\) \((960,960,576)\) \(100\) 0.024 20.40 0.490 90.0 |
| BzZ32R      | \(2\pi\) \((480,960,128)\) \(200\) 0.021 24.03 0.505 109.6 |
| BzZ32RR     | \(2\pi\) \((480,480,128)\) \(200\) 0.015 30.01 0.450 127.5 |
| BzN8        | \(2\pi\) \((120,480,32)\) \(200\) 0.058 8.18 0.474 20.0 |
| BzN16       | \(2\pi\) \((240,960,64)\) \(200\) 0.076 8.26 0.628 19.4 |
| BpN8        | \(2\pi\) \((120,480,32)\) \(200\) 0.055 6.37 0.350 56.2 |
| BpN16       | \(2\pi\) \((240,960,64)\) \(200\) 0.064 7.37 0.472 40.2 |
| BpN32       | \(2\pi\) \((480,1920,128)\) \(200\) 0.067 7.42 0.497 35.5 |

Figure 2. Radial profiles of initial magnetic field topologies.

(A color version of this figure is available in the online journal.)

As turbulence involves fluctuation quantities in both space and time, diagnostic quantities will invariably involve some combination of spatial and temporal averaging. For simplicity, we define here the quantities we will use below. The most common quantity is simple volume integration for a variable \(X(R, \phi, z, t)\) and is defined as \(\langle X(t) \rangle = \int_V X(t) \, dV\), where \(V\) represents the full simulation domain. Related to this is volume averaging, defined as \(\langle \dot{X}(t) \rangle = \langle X(t) \rangle / |V|\).

The fiducial timescale of these simulations is the orbital period at the inner edge of the disk, \(P_o = 2\pi\), and for brevity is simply designated as an orbit without further qualification. Often we would like to compute scalar values of quantities that

2.1. Diagnostics
are representative of a simulation as a whole. In contrast to local simulations in which conserved quantities cannot change due to the closed nature of the simulation, global simulations involve significant evolution. The initial growth of certain physical quantities, particularly the stress and magnetic energy, is exponential and driven by the linear phase of the MRI. These quantities reach a peak value and quickly decrease as the linear phase of the MRI transitions into a fully turbulent state in which there is significantly reduced secular variation. We will refer to this stage as the quasi-steady state (QSS), which we define as between 100 to this stage as the quasi-steady state (QSS), which we define as between 100 and the end of the simulation. Due to the slower growth rate of the toroidal MRI, we quantify the QSS as between 100 orbits and the end of the simulation. Scalar representative values, like those in Table 1, are denoted as $\langle X \rangle_{\text{QSS}}$ (or $\bar{X}_{\text{QSS}}$) and are defined as the temporal average over the time frame defined as the QSS of the volume integral (or volume average) of the quantity. An alternative diagnostic to quantify disk evolution is the use of the measurement $T_{1/2}$, which refers to the number of orbits it takes for half of the total mass in the disk to leave the simulation domain. The values of this quantity for all simulations considered, save for simulation B2Z32W, which did not accrete half its mass in the time frame considered, are given in Table 1.

The dynamics of accretion disk turbulence are of particular astrophysical interest due to the anisotropic structure of the resultant turbulent magnetic field and its ability to drive angular momentum radially outward. To study the efficacy of angular momentum transport, many of our diagnostics will focus on the stress that allows this transport to happen. This stress is of two types: the Reynolds stress, $R_{\phi} = \rho v_{\phi} \delta v_{\phi}$, and the Maxwell stress, $M_{\phi} = -B_{\phi} B_{\phi}$, with the Maxwell stress generally dominating the Reynolds component. While these two quantities are of the most direct physical relevance, it is common to scale the stress by the gas pressure, resulting in the following diagnostics:

$$\alpha = \frac{R_{\phi \phi} + M_{\phi \phi}}{P}, \quad (5a)$$

$$\alpha_M = \frac{M_{\phi \phi}}{P}. \quad (5b)$$

Also of interest is the strength of the magnetic field in relation to the thermal energy of the gas, given by $\beta = P / P_\text{H}$, the ratio of gas and magnetic pressure. Although an abuse of notation, for brevity we will use the notation $\langle \alpha \rangle$ and $\langle \beta \rangle$ to refer to the volume integral of the numerator divided by the volume integral of the denominator.

In an effort to study how well resolved the MRI is, we consider the following diagnostics:

$$F_\varepsilon = |V|^{-1} \int_V (\lambda_{\text{MRI}} \geq 8\Delta z) dV, \quad (6a)$$

$$F_\phi = |V|^{-1} \int_V (\lambda_c \geq 8R\Delta\phi) dV, \quad (6b)$$

where in the above equations logical statements refer to indicator functions that assume the value of unity or zero based on the truth or falsity of the statement. The characteristic wavelength of the toroidal field, $\lambda_c$, is defined analogously to $\lambda_{\text{MRI}}$ save for the use of the toroidal Alfvén speed in place of the vertical. These scaled integrals represent the fraction of the disk where the fastest-growing modes of the vertical and critical toroidal modes of the MRI are resolvable, using the often employed eight-zone criterion. These are related to the quality factors, first used by Noble et al. (2010), given as

$$Q_\varepsilon = \lambda_{\text{MRI}} / \Delta z, \quad (7a)$$

$$Q_\phi = \lambda_c / (R \Delta\phi), \quad (7b)$$

where these values are in general functions of space and time. Use of the quality factor as a diagnostic represents an important step in appreciating the numerical resolvability of the MRI, but we feel that the resolvability fraction diagnostic we employ is an even more stringent resolvability requirement.

It is well known that the anisotropy of the magnetic field is key to angular momentum transport, and indeed the correlation between the radial and azimuthal component of the magnetic field is an important diagnostic of angular momentum transport in disks. An alternative measure of the anisotropy, called the magnetic tilt angle, was first discussed by Guan et al. (2009). This measure is defined as

$$\theta_B = \arcsin(\alpha_M \beta)/2. \quad (8)$$

Physically, this can be thought of as an approximation to the angle between the planar magnetic field and the azimuthal axis. It should be pointed out that the equivalence between the quantity defined in Equation (8) and the physical interpretation relies on the assumption that the contribution of the vertical field to the total magnetic pressure is negligible. The growth of the MRI is characterized by strong toroidal field amplification, and thus this assumption will generally be realized; however, for the simulations initialized with vertical magnetic field this assumption will not be satisfied at very early times before the initial growth phase of the MRI. An estimate of the tilt angle is derived as $\theta_B \approx 15^\circ$, in Guan et al. (2009), by noting that all the local models considered satisfy the relationship $\alpha_0 \beta \approx 1/2$. Table 1 shows for the various global simulations presented here the value of $\langle \alpha \rangle_{\text{QSS}}$ (or $\bar{\alpha}_{\text{QSS}}$) and $\langle \beta \rangle_{\text{QSS}}$, which is found to be in good agreement with the expected scaling $\alpha_0 \beta \approx 1/2$. Strictly speaking, generally $\alpha_M < \alpha$, and thus we expect this estimate to be an upper bound.

Studying the spectral structure of turbulent flows is often more natural than alternative diagnostics in physical space. Our primary interest here will be studying the azimuthal structure of power spectra of physical quantities, in particular the density and magnetic pressure. To this end, we begin by defining the subdomain

$$S = [R_0 - 2H_0, R_0 + 2H_0] \times [0, 2\pi] \times [-2H_0, 2H_0]. \quad (9)$$

For simulations that do not model the full $2\pi$ radian azimuthal domain the subdomain definition is modified to include the full azimuthal range modeled. We then consider, for a physical quantity $X(R, \phi, z)$, the azimuthal Fourier decomposition $X(R, m, z)$. Further, we define $X(m)$ as the volume-weighted radial and vertical mean over the subdomain $S$. This removes spatial transients, but to remove temporal transients we also average between orbits 50 and 100, for simulations seeded with a vertical field, and between orbits 100 and 150, for simulations seeded with a toroidal field. We refer to this reduced temporal domain as RQSS. To ensure that these results are not adversely affected by secular trends within the subdomain related to the
the evolution of the disk, we scale, at each time step, by \( \langle X \rangle^S \), the volume integral of the quantity over the subdomain. Formally,

\[
\hat{X}(m) = \left( \frac{X(m)}{\langle X \rangle^S} \right)_{\text{RQSS}}.
\]  

(10)

To more directly study important azimuthal scales, we will employ the transformation of the wavenumber, \( m \), to an effective azimuthal wavevector given by

\[
k_\phi = \frac{m}{2\pi R_0}.
\]  

(11)

One final tool we employ when studying the spectral structure of disk turbulence is the use of a fiducial power spectrum. To study the relative importance of large-scale versus small-scale features, we consider a fiducial power spectrum given by \( P_m = m^{-1} \). This fiducial spectrum has the property that the inner and outer scales are equally important to the total integrated power over the accessible wavenumbers. We diagnose the dominant azimuthal scale by considering the location of the peak value of the quantity defined in Equation (10) scaled by this fiducial power spectrum, namely, \( m |X(m)|^2 \). This approach has the added benefit of allowing a simpler visual interpretation of the power spectrum when the horizontal axis is logarithmic.

The above formalism will be employed to study the structure of density and magnetic energy, and while it is common to study the structure of stress in a similar manner, we choose a slight variant. Astrophysical interest in stress as a diagnostic is based on its ability to drive radial angular momentum transport.

We note, however, that when projecting this quantity onto the Fourier basis all but the \( m = 0 \) mode will correspond to an azimuthal average of zero. Instead, we choose to analyze the structure of contributions to stress that result in net radial transport. Formally, we define

\[
\tilde{\alpha}_M(m) = \left( \frac{-B_\phi(m)B_\phi(m)}{\langle P \rangle^S} \right)_{\text{RQSS}}.
\]  

(12)

One of the goals of this paper will be to explicitly compare local and global models; toward this end we proceed in a similar fashion to Sorathia et al. (2010) and decompose our global simulation into a set of subvolumes through which we can calculate “local” statistics. This is accomplished by considering the subvolume of the physical domain \( (R, \phi, z) \in S \) and decomposing it into wedges of size \( [H_0, 2\pi H_0, H_0] \). This yields, at each time step, a set of 160 subvolumes in which relevant physical quantities can be volume-averaged. To calculate statistics, we simply take the mean, denoted as \([X](t)\), and when relevant the standard deviation of these quantities at each time step.

We also consider the instantaneous correlation of flux and stress both as a convergence criterion and as a means of comparing local and global models. The flux–stress connection was first explored by Hawley et al. (1995) in the context of saturation predictors and further refined to take into account numerical effects by Pessah et al. (2007). Saturation predictors map the initial flux threading a local model to the predicted stress after the initialization and saturation of MRI-driven turbulence. It is noted in Hawley et al. (1995) that saturated stress increases with the strength of the vertical field threading a simulation domain, specifically \( \alpha \propto \lambda_\text{MRI} \). This observation is augmented in Pessah et al. (2007) to include the numerical constraint that a sufficiently weak net field will be unresolvable and thus behave in a manner identical to a zero-net field. Formally, the saturation predictor presented in Pessah et al. (2007) is given by

\[
\alpha_M \left( \frac{H}{L} \right)^{(5/3)} = 0.61 \times \begin{cases} \Delta/L & : \lambda_\text{MRI} \leq \Delta, \\ \lambda_\text{MRI}/L & : \Delta < \lambda_\text{MRI} \leq L, \\ 0 & : L < \lambda_\text{MRI}. \end{cases}
\]  

(13)

where \( L \) and \( \Delta \) are the box size and grid scale, respectively. Their saturation predictor includes three regions: an unresolved region in which \( \lambda_\text{MRI} \) is unresolvable and consequently \( \alpha \propto \Delta \), the resolved region studied in Hawley et al. (1995), and a stable region in which \( \lambda_\text{MRI} \) exceeds the vertical domain of the simulation and turbulence is absent.

To study the global analog to these local saturation predictors, we proceed in a manner similar to Sorathia et al. (2010). We calculate the instantaneous flux and stress in each subvolume at each time step after orbit 50 to remove possible noise in the data from the linear growth rate of the MRI. The resulting flux–stress pairs are logarithmically binned according to flux in order to diagnose trends. In contrast to the local model and Sorathia et al. (2010), where flux–stress pairs are scaled by \( L \) and \( (H/L)^{5/3} \), respectively, we proceed in a manner more appropriate to global simulations in which the size of the subdomain has no physical meaning. The flux–stress pairs calculated here are of the form \( (\lambda_\text{MRI}/\Delta, \alpha_M) \), as in Beckwith et al. (2011). Scaling the local flux to the grid scale is more directly meaningful and facilitates a closer inspection of the transition point discussed in Sorathia et al. (2010).

In addition to studying the relationship between vertical flux and stress, we also consider the analogous connection in the presence of toroidal flux. Arguably, the presence of strong net toroidal field is more astrophysically relevant (van Ballegooijen 1989). The evolution of the toroidal MRI is more complex than its vertical counterpart, and there is no simple form for its most unstable mode. We proceed, as in Hawley et al. (1995), by considering the toroidal flux defined by \( \lambda_c = 2\pi \sqrt{16/15} v_\lambda \phi/\Omega \). The saturation predictor there is given as

\[
\alpha_M \propto \frac{L_c}{H^2} \lambda_c,
\]  

(14)

where \( L_c \) is the effective azimuthal length of the shearing box. To test this in the global context, we consider flux–stress pairs of the form \( (\lambda_c/R \Delta \phi, \alpha_M) \) and perform the same logarithmic binning as described for the vertical flux–stress pairs.

3. EVOLUTION OF GLOBAL DISKS

Prior to a full discussion of the resolution dependence of the simulations that will be presented in Section 4, we focus on the field topology dependence of several fiducial runs. For this we choose the highest resolution simulation of each field topology that was run for the full 200 orbits; these are BzZ32, BzB16, and BpN16. The most significant difference between global and local simulations is the secular evolution of global simulations. Open boundary conditions allow mass to be accreted off the grid and the total magnetic flux to evolve in a dynamical manner. The development of radial structure of the mass profile adds radial pressure gradients to the dynamics of the turbulence.

To provide a sense of the evolution, Figure 3 shows the temporal variation of several global quantities. The evolution of the mass fraction, \( \langle \rho \rangle(t)/\langle \rho \rangle(t = 0) \), is shown in Figure 3(a), and Figures 3(b) and (c) show the evolution of \( \langle \alpha_M \rangle \) and \( \langle \beta^{-1} \rangle \), respectively. Most striking in all of these figures is the significant
accretion and field amplification caused by the presence of a net magnetic field in the initial growth phase. Despite the variation in the initial growth phase, we see that these quantities behave quite similarly in the QSS. In this initial phase the net field runs exhibit magnetic fields with energies comparable to and even in excess of the thermal energy of the disk and accretion efficiencies an order of magnitude above those normally associated with zero-net field disks. Indeed, a majority of the mass is accreted during the initial growth phase. The Reynolds stress is omitted from $\alpha_M$ and is, for our zero-net field simulations, found to be lower than expected from local simulations. While Hawley et al. (1995) find that $M_{\dot{R}_B}/R_{\dot{R}_B} \approx 4$, we find that this approximately holds for the simulations initialized with a net flux while for simulations initialized with a zero-net flux $M_{\dot{R}_B}/R_{\dot{R}_B} \approx 8$. We also observe that the spectral structure of the Reynolds stress matches that of the Maxwell stress.

The significant accretion of mass is in contrast to what one would expect from a simple estimate of the viscous timescale, $T_v = R^2/\nu$, where the viscosity takes the common form $\nu = \alpha_{SS} c_s H$. Calculation of the viscous timescale at the fiducial radius, $R_0 = 2$, and converting to orbits yield $T_v \approx 63.6/\alpha_{SS}$. Comparison with the mass evolution (Figure 3(a)) and $T_{1/2}$ (Table 1) suggests a value of $\alpha_{SS}$ considerably in excess of the value of $\alpha$ measured in the QSS (Table 1) or even during the initial evolution (Figure 3(b)). For instance, equating $T_v$ and $T_{1/2}$ suggests a value of $\alpha_{SS} \approx 3$ for run BzN16 ($\langle\alpha\rangle_{QSS} = 0.076$) and $\alpha_{SS} \approx 0.5$ for BzZ32 ($\langle\alpha\rangle_{QSS} = 0.018$).

The viscous timescale is, of course, a crude estimate. Formally, it should be valid only in the case of a radially localized mass distribution with a viscosity exhibiting minimal radial dependence. Attempting to apply this estimate to global disks of the type described here stretches the approximation far beyond its area of applicability. Understanding the evolution of global disks in the context of an anomalous viscosity model requires a more sophisticated treatment including the radial structure. Toward this end, we compare our simulated disks with a one-dimensional reduced model for the time evolution of the surface density $\Sigma = \int \rho dz$ based upon an anomalous viscosity

$$\frac{\partial \Sigma}{\partial t} = \frac{3}{R} \frac{\partial}{\partial R} \left[ \sqrt{R} \frac{\partial (\nu \sqrt{R})}{\partial R} \right]$$  \hspace{1cm} (15)$$

(e.g., see Pringle 1981). We solve Equation (15), with $\nu = \alpha_{SS} c_s H$, using the values of $\alpha$ calculated from the full
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\caption{Comparison of the evolution of the fiducial simulations. (A color version of this figure is available in the online journal.)}
\end{figure*}
simulation. We use the vertically and azimuthally averaged values of $\alpha$, temporally spaced every 10th of an orbit, in place of $\sigma_{SS}$ in the formulation of the turbulent viscosity. We note that $\sigma_{SS}$ and $\alpha$ are related by a factor of $3/\sqrt{2}$. The radial dependence of the viscosity is important, as the evolution of the surface density depends on its spatial derivatives. The early evolution of the disk is characterized by small-scale structure in the stress that is likely to form an important contribution to the evolution of the surface density, which itself exhibits weak spatial variability during the initial phase of the evolution. The evolution equation is solved utilizing a simple implicit, finite-differencing scheme. For simplicity, the boundary conditions are set by the constraint that the mass profile agrees with the vertically and azimuthally averaged mass in the full simulation at the inner and outer boundary.

Figure 4 compares the evolution predicted by the reduced model to that obtained in the full MHD simulation. A comparison of the broad features of the evolution, specifically the mass fraction, is given in Figure 4(a). In all cases the reduced model accurately predicts the mass evolution of the disk. More detail is given in Figure 4(b), in which the radial mass profile computed by the reduced model is compared to that from the full simulation at orbit 75. The overall features of the profile are captured, although we notice a larger discrepancy than observed in the mass fraction. The observed discrepancy appears to be largely caused by the limitations of the temporal discretization used in which values of $\alpha$ from the simulation are calculated 10 times every orbit. The initial growth of the MRI induces fluctuations with significant variability in both space and time that are not adequately captured by the temporal discretization. The model shown in Figure 4 must agree with the full simulation if the latter conserves mass and angular momentum in the limit as the temporal spacing of $\alpha$ from the simulation vanishes. Indeed, taking as the initial condition the density profile after the saturation of the turbulence and evolving this profile using the one-dimensional model and data from the simulation removes much of the discrepancy.

While this section has focused on a formal comparison of our MHD simulations with reduced models, these results may have more direct astrophysical implications. The most direct way of determining $\alpha$ in real accretion disks is the analysis of dwarf nova outbursts and X-ray transient outburst. As pointed out by King et al. (2007), these estimates suggest $\alpha \sim 0.1$–0.4, whereas numerical simulations (including those presented here) typically obtain steady-state values of $\alpha$ that are an order of magnitude smaller. In light of our results, we note that an accretion disk that has just entered an outburst state may well go through a period of field growth that resembles the early transients seen in our simulations. During these transients, the effective value of $\alpha$ is substantially enhanced, and spatio-temporal gradients in $\alpha$ further enhance the angular momentum transport. Thus, it is interesting to conjecture that the large values of $\alpha$ inferred from outburst systems correspond to these transient phenomena. These issues will be explored in a future publication.

4. CONVERGENCE OF GLOBAL DISK SIMULATIONS

Standard tests of convergence rely on running simulations with increasing resolution while leaving the underlying problem unchanged. Convergence in the case of turbulent non-explicitly dissipative systems is inherently ill-defined for two reasons. The first is that when increasing resolution there will invariably be minor differences in the seed perturbations that feed the instability, and as a result we cannot expect precise agreement between simulations. The second and more fundamental reason is that in ideal MHD the dissipation scale is set by the grid scale, and thus when increasing resolution we are not leaving the underlying problem unchanged. Further, changes in resolution alter the evolution of the disk; changes in mass accretion and mass distribution result in a fundamentally different disk. In light of these complexities, we will hereafter take the notion of convergence to mean that an increase in resolution will leave relatively unchanged spatially and temporally averaged measurements.

We consider three broad categories of convergence metrics: physical, numerical, and spectral. The physical metrics, $\alpha_M$ and $\beta$, are perhaps the most natural and directly physically relevant and therefore have the longest history of use as a diagnostic of accretion disk turbulence. However, as we will demonstrate, these metrics are often ambiguous and display non-monotonic resolution dependence. Numerical metrics, the resolvability fractions and quality factors, directly measure how well the
linear MRI is resolved and were a focus of the convergence study described by Hawley et al. (2011). The spectral metrics we employ study the azimuthal structure of the turbulent flow and specifically seek to identify the dominant azimuthal scale and its dependence on resolution. We will demonstrate that all of these metrics are useful diagnostics toward studying the nature of the turbulent flow in accretion disks; however, as a convergence criterion the magnetic tilt angle appears unambiguous and robust.

4.1. Physical Metrics

The simplest and most astrophysically relevant convergence criterion is accretion efficacy as measured by the dimensionless stress $\alpha_M$. Figure 5(a) shows the evolution of the Maxwell stress over the course of the simulation for all three standard ZF models. The initial peaks in the stress associated with the linear growth of the vertical MRI are resolution dependent. While the initial magnetic field is constructed so that the most unstable mode, $\lambda_{MRI}$, is resolvable in each simulation, the largest growing modes of the non-axisymmetric MRI are associated with large $k_z$ (Balbus & Hawley 1992) and thus depend on resolution. Thus, initial peaks in the stress associated with the early growth of the MRI are resolution dependent. The true test of convergence is the behavior of the stress in the saturated QSS. The lowest resolution simulation, BzZ8, exhibits $\langle \alpha_M \rangle_{QSS} \approx 0.01$, while both higher resolution simulations exhibit a comparable stress to each other that is roughly 50% greater than BzZ8.

While this fundamental criterion of convergence in stress is satisfied, other diagnostics paint a more subtle picture. Figure 5(b) illustrates the evolution of the scaled magnetic energy, $\beta^{-1}$. Again we see that the initial field amplification is monotonic with resolution and dominated by the growth of the toroidal magnetic field; however, the saturation and transition into the fully nonlinear state are more complex than expected. During the linear growth phase of the MRI simulation, BzZ32 exhibits the largest scaled magnetic energy; however, during the QSS it is the lower resolution simulations, BzZ8 and BzZ16, that maintain a stronger magnetic field. These lower resolution simulations also lack the steep drop-off in magnetic field energy often associated with the saturation of the MRI. The exact nature of this resolution dependence is unclear and likely depends on the details of the saturation of the MRI and transition to nonlinearity. Also of note is the late-time field growth associated
with BzZ8. The nature of this growth is unclear but may be suggestive of a very low frequency temporal behavior.

Our analysis of the physical metrics of models initialized with a seed field possessing net flux proceeds in much the same way as our analysis of the ZF models. As above, we begin by considering the time evolution of the global quantities, $\alpha_M$ and $\beta^{-1}$. The results are shown in Figures 5(c) and (d), respectively. The evolution of the linear MRI displays a significant resolution dependence, as would be expected, but in all cases the values of $\alpha_M$ in the saturated state are comparable for the same initial field topologies. Due to the significantly higher values of $\alpha_M$ in the net field simulations, we see a corresponding significant increase in mass loss of the disk (Table 1) compared to the ZF in the net field simulations, we see a corresponding significant $B_z Z_{32}$.

The presence of a net field, regardless of topology, results in order-of-magnitude increases in the peak values of $Q_{SS}$. The presence of a net field, regardless of topology, results in the net toroidal runs behave more analogously to the run initialized with a vertical field is monotonic with resolution. However, regarding field amplification the net toroidal runs behave more analogously to the net-zero field runs discussed above in which lower-resolution simulations seem to exhibit greater field amplification in the QSS. The variations in the presence of a net field, regardless of topology, results in order-of-magnitude increases in the peak values of $\alpha_M$ and $\beta^{-1}$ compared to the ZF simulations considered above. Insofar as angular momentum transport is concerned, there is only a weak dependence on resolution in the saturated state even for the most poorly resolved simulations. The evidence from these global metrics suggests that net-flux simulations converge more quickly; however, we will see through the consideration of the other metrics that the picture is more subtle.

Overall, we see that while the behavior of $\alpha_M$ paints a simple picture and is suggestive of convergence, the magnetic energy is far more volatile and does not follow a clear pattern in its dependence on resolution. Further, as a convergence criterion $\alpha_M$ suffers from its dependence on initial field topology.

The use of orbital advection allows us a unique opportunity of exploring isotropic resolutions in a cost-effective manner. Without orbital advection, the time step constraint is set by $v_K/\Delta\phi$, and thus doubling azimuthal resolution results in a steep price, specifically a quadrupling of the necessary operations from the doubled number of cells to time advance and the half-time-step being used. The result is that in the majority of the literature, azimuthal resolution is compromised for computational expediency. The goal of runs BzZ32R and BzZ32RR is to study the importance of azimuthal resolution in a controlled way in comparison to run BzZ32 and deduce a maximum aspect ratio from which converged turbulence is guaranteed. Figures 6(a) and (b) show the evolution of $\alpha_M$ and the scaled magnetic energy for these runs. We note that in both cases we see non-monotonic behavior; specifically reducing the resolution by a factor of two in increased accretion efficacy and toroidal field amplification. Further reduction results in a significant drop-off in both of these quantities. While increased field amplification with reduced resolution is expected from Figure 5(b), that a reduction in resolution could increase angular momentum transport is unexpected. Assessing convergence from these global quantities is murky, at best. For now, we merely note the importance of azimuthal resolution by pointing out that reducing azimuthal resolution can severely impact accretion efficiency. The convergence of these reduced azimuthal runs is returned to in Section 4.4, where it is demonstrated that run BzZ32R is converged, whereas BzZ32RR is not.

4.2. Numerical Metrics

Next, we consider a comparison of the resolvability fractions defined in Equation (6) and shown in Figures 7(a) and (b). The initial radial profile of the vertical seed field is constructed so that $\lambda_{MRI}/\Delta\phi \geq 8$ for simulation BzZ8 in a small neighborhood around each maximal value of the sinusoid. The variations in the initial values of $F_\phi$ are due to the size of the neighborhood about each maximal value of the initial sinusoid in which the resolvability criterion is satisfied. Of all the diagnostics considered, the most startling behavior is seen when considering $F_\phi$. The two lower resolution simulations, BzZ8 and BzZ16, both show a significant initial drop in the resolvability of the vertical MRI correlated with the linear growth and saturation phase of the evolution. Following the transition, both of these simulations show a slight increase in the resolvability fraction, but clearly in most of the disk the vertical MRI is not adequately resolved. In contrast to this, BzZ32 seems to exhibit substantially differing
behavior and shows a value of $F_z$ that is roughly constant during the full evolution of the simulation. The evolution of $F_\phi$, shown in Figure 7(b), is by comparison much simpler and monotonic in nature. As the toroidal field grows due to shear amplification driven by the vertical MRI, the toroidal MRI becomes resolvable throughout a significant portion of the disk.

The behavior of the resolvability fractions paints an interesting picture. Runs BzZ16 and BzZ32 exhibit similar saturated values of stress, but their ability to resolve the vertical MRI seems to be significantly different. This suggests the intriguing possibility that run BzZ16, while initially seeded with a vertical field, is actually reliant on the resolvability of the toroidal field to reach a comparable stress to run BzZ32. However, if these two simulations are actually taking differing routes to turbulence, there then must be some additional mechanism that accounts for the similar values of stress achieved in the QSS. The resolvability fractions suggest that run BzZ32 has reached a categorically different state in its resolvability of the vertical MRI, and the toroidal MRI is resolvable throughout almost all of the disk.

Next we consider the resolvability fractions of the NF runs, given in Figures 7(c) and (d). The general resolvability of the vertical MRI is, at first glance, generally somewhat poor, as demonstrated in Figure 7(c). Of all the simulations considered, only BpN32 resolves the vertical MRI in a majority of the disk over the full evolution. As was the case with the ZF runs considered, all of the simulations resolve the toroidal MRI in the majority of the disk (Figure 7(d)). From these resolvability fractions, only BpN32 is clearly well resolved. Of interest is that the resolvability fraction in the saturated state appears to have stronger dependence on resolution than initial field topology.

The resolvability fractions employ the often-used eight-zone resolvability criterion; however, this is somewhat arbitrary. They allow us to get a sense of how much of the disk is “well” resolved. Now we employ the quality factors to understand how “well” resolved the disk is. Figures 8(a) and (b) illustrate the evolution of the vertical and toroidal quality factors, respectively, for the ZF runs. The vertical quality factors roughly double with corresponding resolution doublings, starting at $Q_z \approx 2$ for the
lowest resolution simulation. This results in a situation in which run BzZ16 is crudely resolved with an average of four zones per $\lambda_{\text{MRI}}$ and BzZ32 is demonstrably resolved. Consideration of the toroidal quality factor results in a reiteration of the point made regarding the toroidal resolvability fraction, $f_\phi$, specifically that the two highest resolution simulations clearly are resolving the toroidal MRI. In particular, run BzZ32 has an average of 40 zones per critical wavelength.

Consideration of the quality factors for the NF runs (Figures 8(c) and (d)) reveals a similar resolution dependence as that seen in the resolvability fractions. With the exception of BpN32, all of the net-flux runs evolve to a point with an average of a vertical quality factor less than eight, the fiducial criterion. The toroidal quality factors, in contrast, are quite large, and the simulations with all but the lowest resolution simulations exhibit toroidal quality factors above 20.

Overall, consideration of the resolvability fractions and quality factors is taken as evidence that runs BzZ32 and BpN32 are resolved whereas BzZ16 is barely resolved.

4.3. Spectral Metrics

While integrated global quantities are undoubtedly important when diagnosing turbulence, it is often the case that the spectral structure of turbulence is more amenable to study than is the physical structure. Convergence in this domain is again inherently ill-defined due to the non-dissipative nature of these simulations. Increasing the resolution of a simulation increases the number of modes in which power can reside, and it would be unphysical to expect that these newly opened modes would remain free of power. We adopt as a definition of convergence that the mode at which power peaks remains constant with increasing resolution. To probe the spectral structure at the smallest scales, we include in consideration the wedge runs, BzZ32W and BzZ64W, where the function of the former is primarily as a control to ensure that the small-scale behavior is not altered by the reduction of azimuthal domain.

Figure 9 shows the time-averaged azimuthal power spectra of the density, magnetic pressure, and stress scaled to remove
the secular evolution and temporally averaged for 50 orbits beginning at orbit 50. It is clear from these figures that reducing the azimuthal domain of the simulation, as done in BzZ32W, does not significantly change the small-scale distribution of power. The importance of large-scale structure to the overall density profile of the disk is clear from Figure 9(a). Comparing the structure of the magnetic pressure and stress, Figures 9(b) and (c), respectively, suggest that the magnetic pressure is clearly dominated by intermediate scales while the stress is more equally distributed at large and intermediate scales. From a visual inspection, it is clear that all of the power spectra are self-similar and, for resolutions above 32 zones per scale height, all peak at approximately the same scale. At small scales the power spectra look quite like those of the non-converged, zero-net-flux models presented by Fromang & Papaloizou (2007). The large-scale behavior, however, is quite different as the power at large scales is at most weakly dependent on resolution, in stark contrast to the non-converged models of Fromang & Papaloizou (2007).

Next, we consider the azimuthal spectral structure of the turbulence for the NF runs. As for the ZF runs, we consider the density (Figure 10(a)), the magnetic pressure (Figure 10(b)), and the stress (Figure 10(c)). Broadly, we note again that the structure is dependent largely on resolution and only minimally on field topology. Simulations of lower resolution are more dependent on large-scale features, and as resolution increases we see a more even distribution of power between the intermediate and small scales. While the density and pressure have a clear peak at an intermediate scale, the scale distribution of stress is more evenly distributed at large to intermediate scales.

To quantify the dominant scale, we consider in Table 2 the wavenumber at which the wavenumber-scaled power peaks for each simulation and for each of the variables considered. For the eventual comparison of these results with local models, it is useful to consider this measurement both as wavenumber, appropriate for global simulations, and as an effective azimuthal wavevector, \( k_\phi H_0 \), which is more directly analogous to local models. The dominant density scale is much larger than the corresponding dominant magnetic scales. All of the simulations considered exhibit a dominant density scale of approximately \( 4 H_0 \), and in this regard resolution does not appear to play a significant role save for the absolute lowest resolution simulation.
Reducing the azimuthal domain results in an increase of the effective scale associated with the magnetic quantities. While the magnetic quantities do not clearly converge with increasing resolution, the peak of the highest resolution simulation, BzZ64W, is almost precisely displaced in wavenumber by eight. The reduced azimuthal domain simulations use only an eighth of the full $2\pi$ domain, which means that the accessible wavenumbers are limited to modes that are integer multiples of eight. In this regard, the peak of runs BzZ32W and BzZ64W is within one accessible wavenumber of the peak of BzZ32. With this in mind, we again take this as evidence of the convergence of BzZ32.

The dominant density scale is roughly halved when going from run BpN8 to BpN16; however, the transition from BpN16 to BpN32 results in only a minor ($\sim10\%$) decrease and suggests that the latter run is near convergence. This is contrasted with the dominant scales of the magnetic energy and stress, which decrease much more significantly in the transition from BpN16 to BpN32. While the dominant density scale of run BzZ32 is twice that of the dominant stress scale, the toroidal field runs display a much more comparable value of these two scales. Overall, we take this evidence as suggesting that run BpN32 is approaching convergence but not fully so.

The most striking feature of the net vertical field simulations is the significantly larger dominant stress scale ($\sim10H_0$). Also, larger than expected is the dominant magnetic energy scale,
which is again in excess of the other topologies considered. These large scales may suggest the existence of a memory of the initial field configuration. In particular, this large structure may be a remnant of the linear shearing phase in the initial growth of the MRI. This linear shearing phase is particularly strong in the simulations initialized with a net vertical field and exhibits magnetic pressures in excess of the gas pressure.

4.4. Tilt Angle

The metrics discussed thus far are useful tools to measure convergence, but they suffer from the limitation that their behavior must be compared against other simulations using identical field topologies. Meaningful convergence studies can be computationally quite expensive, and therefore a more robust indicator of convergence that is independent of field topology would be useful. The evidence we will present here suggests that the magnetic tilt angle, defined in Equation (8), may indeed be this diagnostic. As a precursor to this, we consider the evolution of the tilt angle in all of the ZF simulations (Figure 11(a)). The magnetic tilt angle reaches an approximately steady-state value that is almost identical for all of the higher resolution simulations (above 32 zones/\(H_0\)). This value, \(\theta_B \approx 13^\circ\), is remarkably close to the estimated value of \(15^\circ\) (Guan et al. 2009). Also of note is that while the initial peaks in both stress and magnetic energy are strongly resolution dependent, the tilt angle, a function of the product of the two, has an initial peak that is seemingly independent of resolution. This may suggest that the transition from the linear growth of the MRI into saturated turbulence depends on a precise relationship between the quantities \(\alpha_M\) and \(\beta\).

Next, we consider the behavior of the magnetic tilt angle in the NF runs, given in Figure 11(b). As resolution increases, we see a corresponding increase in the tilt angle. Regarding the toroidal field simulations, we note the strong similarity between runs BpN16 and BpN32. This suggests that a further doubling in resolution may indeed prove convergence. The vertical field simulations display a similar behavior and ambiguity.

Figure 11. Temporal evolution of the magnetic tilt angle.
(A color version of this figure is available in the online journal.)
Unfortunately, with the simulations available we are not able to conclusively demonstrate convergence for these net field runs; however, we do argue that BpN32 is likely converged.

At this point, we recall the difficulty of defining convergence using the physical metrics in the context of the reduced azimuthal resolution runs, BzZ32R and BzZ32RR. The physical metrics are ambiguous, but when we consider the tilt angle (Figure 11(c)), we see a clear monotonicity with resolution. A reduction in the azimuthal resolution by a factor of two results in a very minor change in the tilt angle; however, further reduction of the azimuthal resolution results in a much more significant alteration. We take this as evidence that run BzZ32R is converged, whereas BzZ32RR is not. This demonstrates the importance of azimuthal resolution and indeed suggests that treating azimuthal resolution on nearly equal footing with vertical resolution is of vital importance toward ensuring simulations that are numerically converged.

The results we have presented indicate that the magnetic tilt angle is a powerful diagnostic tool toward demonstrating convergence of MRI-driven accretion disk simulations. The fact that it is monotonic with resolution, exhibits minimal variation in the saturated state, and appears to converge suggests that fiducial values of converged tilt angle can be computed and compared against simulations. Additionally, as demonstrated in Figure 11(d), the value in the saturated state appears to be almost independent of initial field topology, and there may exist a single fiducial value of tilt angle. We conjecture that higher resolution simulations initialized with a net field will indeed definitively demonstrate the existence of a single scalar value of the magnetic tilt angle that characterizes accretion disk turbulence. Assuming that this can be done, this would prove a powerful tool toward verifying convergence without resorting to the significant expense of running higher resolution control simulations. Further, the existence of a single fiducial tilt angle would imply the ability to unify the often-disparate phenomenology associated with varying initial field topologies.

The natural question raised by the existence of a single scalar that appears to characterize the saturated, fully nonlinear state of MRI-driven MHD turbulence is whether this can be derived from theory. The relationship, \( \alpha \beta \approx 1/2 \), was first observed by Hawley et al. (1995) and discussed at length by Blackman et al. (2008). The latter work includes a heuristic argument that \( \alpha \) and \( \beta \) should be related by a constant; however, predicting that constant is beyond the means of the dimensional analysis used. Recent work by Pessah (2010) provides the potential for a more quantitative understanding of this relationship. Through an analysis of the growth and subsequent saturation of a single vertical MRI mode by parasitic instabilities, as initially studied by Goodman & Xu (1994), they find that when Kelvin–Helmholtz parasitic modes dominate, the saturation of the primary MRI mode occurs when \( \alpha \beta \approx 0.4 \) (\( \theta_B \approx 12^\circ \)). The regime in which Kelvin–Helmholtz parasites dominate is when the Elsasser number, \( \Lambda_B = v_F^3/\eta Q_K \), is larger than unity, and it is this regime that we expect our ideal simulations to correspond to. This work is encouraging as it represents an important point of connection between our numerical results and theory. The analysis of Pessah (2010) finds that the magnetic tilt angle will depend on dissipative coefficients, and finding agreement between this dependence and future numerical simulations would bolster the importance of this quantity. Additionally, the fact that simulations initialized with a toroidal field are characterized by the same tilt angle as simulations initialized with a vertical field may suggest that the formation and subsequent parasitic destabilization of channel solutions may play an important role in the saturation of the non-axisymmetric MRI.

### 4.5. Discussion

Hawley et al. (2011) survey a series of local simulations to test various proposed convergence metrics and then compare these metrics with a series of pseudo-Newtonian simulations of thick accretion disks. Our comparison to their work begins with their choice of metrics: \( \alpha_{\text{Mag}} = M_{\text{R6}}/P_R \); the quality factors, \( Q_z \) and \( Q_\phi \) (though the definitions given there differ from ours by a numerically negligible factor of \( \sqrt{16/15} \)); and the correlations, \( \langle B_z^2/B_\phi^2 \rangle \) and \( \langle B_z^2/B_z^2 \rangle \). We note that the measure \( \alpha_{\text{Mag}} \) used in Hawley et al. (2011) is not the same as our metric \( \alpha_{\text{M}} \); while both involve a pressure scaling of the magnetic stress, the former uses the magnetic pressure whereas the latter uses the gas pressure. We also note that two of the metrics proposed are in an information content sense equivalent to the magnetic tilt angle, \( \theta_B \). Due to the nature of the magnetic tilt angle being a measure of anisotropy in the planar field, we can rewrite \( \alpha_{\text{Mag}} = \alpha_M \beta \), which implies \( \sin(2\theta_B) = \alpha_{\text{Mag}} \). Similarly, the correlation \( B_z^2/B_\phi^2 = \tan^2(\theta_B) \). Regarding the latter correlation, \( B_z^2/B_\phi^2 \), the authors note that this term does not appear to exhibit a strong trend with increasing resolution, and as such we will not consider it further. To aid in our comparison, we include a summary of convergence metrics in Table 3.

For the local models reviewed in Hawley et al. (2011), simulations of 64 zones per scale height result in quality factors of \( Q_z \approx 10 \) and \( Q_\phi \approx 40 \). These are fairly comparable to each other and run BzzZ32 (Table 3), despite the disparate initial field topologies. A zero-net vertical field is used in Davis et al. (2010), whereas a net toroidal field is used in Simon et al. (2011). Of note is that the net toroidal field model considered here, BpN32, shows significantly higher quality factors at lower resolutions. While Davis et al. (2010) also consider a model utilizing 128 zones per scale height, which results in an increase in the quality factors by approximately 150%, this does not result in a change in \( \alpha_{\text{Mag}} = 0.36 \) from the 64-zone-per-scale-height run. This value of \( \alpha_{\text{Mag}} \) corresponds to \( \theta_B \approx 10.5^\circ \). The simulations discussed in Simon et al. (2011) result in a largest value of tilt angle of \( \theta_B \approx 11.8^\circ \). These are both in contrast to the values seen in our global runs with a slightly larger value of \( \theta_B \approx 12^\circ–13^\circ \).

In their discussion of stratified local models, Hawley et al. (2011) also note the importance of azimuthal resolution, which
is bolstered by the work presented here. In Section 4.4, we present evidence that when the azimuthal resolution is reduced by a factor of four from an aspect ratio of unity, the resultant simulations exhibit significantly lower accretion and magnetic tilt angles. Also discussed is the ability for large toroidal quality factors to compensate for a poorly resolved vertical MRI. Indeed, this likely explains the results for simulation BzZ16, in which a comparable value of $\alpha$ in the steady state is achieved despite the significant discrepancy between the resolvability fractions of simulations BzZ16 and BzZ32.

The global simulations presented by Hawley et al. (2011) are diagnosed to have lower quality factors and smaller tilt angles than the ones presented here and the local models they consider. However, we observe that the stratified local models also seem to involve a smaller tilt angle than what may be expected from our unstratified global models. Beckwith et al. (2011) measure a tilt angle of approximately $9^\circ$ in a stratified global simulation. This suggests that stratification itself may suppress tilt angle somewhat, and a future resolution study of stratified global disks using orbital advection would be useful. Overall, the work suggests that $Q_z \gtrsim 10^{-15}$ for poorly resolved toroidal quality factors ($Q_\phi \approx 10$) and that larger values of toroidal quality factor ($Q_\phi \gtrsim 25$) can alleviate the constraint on the vertical quality factor. Based on these constraints, we find that all of the simulations utilizing a resolution exceeding or equal to 32 zones per scale height are converged as well as the simulations seeded with a net field and above 16 zones per scale height. The criterion presented here of a converged tilt angle would not consider the runs BzN16 and BpN16 converged, but would consider run BzZ32R converged in contrast to the quality factor criterion.

5. COMPARING LOCAL AND GLOBAL MODELS

The restricted geometric domain of local models makes them ideal to explore accretion disk turbulence at resolutions far in excess of what is feasible in global models. However, ensuring that these local models accurately represent the small-scale dynamics of accretion disk turbulence is a vital validation of the wealth of results learned from local models. The simulations presented here provide a unique opportunity to accomplish this as the resolutions of these global models are not only comparable but greater than the vast majority of local simulations in the literature.

Toward this end, we proceed in a manner similar to Sorathia et al. (2010) and decompose the global simulation domain into an ensemble of small regions that are comparable to shearing-box models as described in detail in Section 2.1. To provide a sense of the structure of the subdomain, $S$, we employ the transformation to a Cartesian domain through the mapping $(R, \phi, z) \rightarrow (x, y, z) = (R - R_0, R_0 \phi, z)$. To further facilitate the comparison to a shearing box, we consider the quantity

$$v_y = v_\phi - v_K(R_0).$$

Figure 12(a) shows the quantity $v_y/c_s$ in the transformed subdomain, $S$, at 100 orbits in simulation BzZ64W. Similarly, Figure 12(b) illustrates the toroidal magnetic field for the same time and simulation. We note the visual similarity between these images and those presented from shearing-box simulations.

5.1. Evolution of Local Ensemble

The benefit of treating a global simulation as a local ensemble is that it allows us to study the local dynamics of accretion disk turbulence over a large range of parameter space simultaneously. Additionally, it offers the opportunity to directly test the importance of curvature terms and the degree to which local flux is truly conserved. Local statistics can be used to study not only the average value of a quantity but also the variation in the quantity and how it evolves. Figure 13 illustrates the time evolution of [$\alpha_M$] and [$\beta^{-1}$] for a selection of ZF and NF simulations. Comparing [$\alpha_M$] and [$\beta^{-1}$] in the ZF simulations, Figures 13(a) and (b) illustrate the resolution dependence analogous to the physical metrics considered above; however, the variability of these quantities is inversely related to the resolution. The behavior of run BzZ8 is statistically separated from the behavior of
the higher-resolution simulations, with runs BzZ16 and BzZ32 demonstrating more comparable values of these quantities.

The behavior and evolution of the accretion efficiency and scaled magnetic energy for a selection of NF runs are given in Figures 13(c) and (d). Most striking is the extreme initial transient associated with run BzN16, characterized by values of $\alpha_M$ well in excess of unity and strongly magnetized regions with Alfvén speeds several times the sound speed. This transient, however, is short-lived, with the long-term evolution comparable to that of runs BpN16 and BpN32. The toroidal runs, like the ZF simulations, display an inverse relationship between variability and resolution. The resolution dependence of the variability is itself interesting. While the global treatments of these quantities discussed above can demonstrate their convergence, that the variability weakens with resolution may suggest a separate resolution requirement.

5.2. Instantaneous Correlation of Flux and Stress

In Sorathia et al. (2010), we make a preliminary effort toward connecting local and global models of accretion disks using the method described in Section 2.1 to generate “local” statistics. The simulations considered were useful but suffered due to the added difficulty of separating effects of stratification and resolvability from the desired comparison. However, the fact that the resolvability of the linear MRI in saturated turbulence is important or sufficient is not clear from analytic theory. The simulations considered in this work are designed from first principles to be more directly applicable to the comparisons we would like to make. We have previously considered the instantaneous correlation between vertical flux and stress; here we also study the relationship between toroidal flux and stress. That there is a structure to the relationship between toroidal flux and stress is interesting (Figures 14(b) and (d)). At first glance, one might not expect a transition in the correlation, since the comparison is between toroidal field and stress, a term dominated by the toroidal field. The nature of this correlation is unclear, as in contrast to the vertical MRI, which grows quite rapidly and would be expected to correlate to the presence of field, it is not clear that the toroidal MRI would be associated with timescales small enough to correlate to the presence of field. Assuming that the connection between toroidal flux and stress
is causal, as is believed to be the case in the vertical flux–stress correlation, it may suggest that toroidal flux generates stress in the nonlinear regime in a manner much faster than it would in the linear. An alternative possibility is that the correlation between toroidal flux and stress is a consequence of the vertical flux–stress relationship. In this case, the presence of vertical flux would drive stress with toroidal flux amplification as an intermediate step. This possibility would suggest that the relationship between the turning points in the two flux–stress relationships is meaningful. We note that while the fluxes are scaled to the grid resolution, these are not the same as the quality factors presented earlier as the flux is averaged over each wedge as opposed to taken on a cell–by–cell basis. This averaging reduces the strength of the net field, which results in lower values than the quality factors.

The calculated flux–stress relationship for net-zero fields is given for both vertical flux (Figure 14(a)) and toroidal flux (Figure 14(b)). It was noted in Sorathia et al. (2010) that the transition between the flat unresolved region and the linear resolved region suggested a seeming super-resolvability, specifically that we saw this transition at $\lambda_{MRI} \approx \Delta z/20$. We note similar behavior in run BzZ8 in Figure 14(a), in which the transition occurs at $\lambda_{MRI} \approx \Delta z/10$. The remaining simulations exhibit a transition at $\lambda_{MRI} \approx \Delta z$, in agreement with the scaling law given by Equation (13) (Pessah et al. 2007) and the simulations of Beckwith et al. (2011). Related to this, we see a qualitatively similar resolvability threshold in the toroidal flux–stress relationship (Figure 14(b)). While the two highest resolution simulations exhibit a transition at approximately $10R\Delta \phi$, the transition for BzZ8 occurs at approximately half of that. In Sorathia et al. (2010), this super-resolvability was attributed to the effect of slower-growing unstable MRI modes, and while this still may explain the placement of the transition point in the higher resolution simulations, it is likely not the reason for the behavior of run BzZ8. The cause of this discrepancy between BzZ8 and the other simulations is unclear; however, it is clear that this super-resolvability of the transition seems to be a characteristic of unresolved turbulence.

Figure 14. Correlations between vertical and toroidal magnetic flux and stress, ZF and NF runs.
Next, we consider the flux–stress relationship for the net-field simulations for both vertical flux (Figure 14(c)) and toroidal flux (Figure 14(d)). We note that in general the net-flux runs exhibit a general structure very similar to the net-zero flux runs. Specifically, the transition points between the flat and linear stress-response regimes are independent of initial field topology. None of the net-field simulations considered exhibit the super-resolvability seen in BzZ8, which suggests that even low-resolution net-field runs are more resolved than their zero-flux counterparts. The general trend is that, with increasing resolution, the stress response to unresolved flux is generally increased and the slope of the linear regime, in which flux is resolved, becomes shallower. An interesting feature is seen in the stress response to vertical flux for the net toroidal field runs. For vertical flux $\lambda_{\text{MRI}}/\Delta z \approx 6$, we see a flat stress response. This region occurs well below what we would expect for the MRI-stable region in which the most unstable vertical mode exceeds the vertical domain of the simulation, and we also note that the net vertical field runs maintain a linear slope in this region.

A further comparison we can make between local and global models is based not just on the structure of the flux–stress relationships but also on the precise manner in which increased flux generates an increased stress response. While the dependence of local saturation predictors on the box size prevents direct comparisons, we can work backward and use the slope of the resolved region to define an effective local box size. The physical meaning of this length scale is unclear and is presented here as merely a convenient manner in which to quantify the slope of the linear-response regime. Formally, we use the saturation predictors given by Equations (13) and (14) to constrain the value of the box size to fit the instantaneous correlations we find. The values of the box size from the vertical flux–stress and toroidal flux–stress are denoted $\ell_z$ and $\ell_\phi$, respectively.

The values of this effective box size are given in Table 4. Both the vertical and azimuthal length scales are monotonic with
resolution, with the net-field simulations corresponding to larger effective box sizes. Of interest is the approximate relationship, \( \ell_z \approx 2\pi \ell_\phi \), in particular due to its connection with commonly used local domain sizes. Also of note is that by reducing the azimuthal domain we see a significant drop in \( \ell_z \), while \( \ell_\phi \) remains roughly constant.

The manner in which a localized region of the disk responds to the instantaneous presence of flux makes up an important part of the dynamics of the disk; the natural analog to this is the distribution of magnetic flux through the localized regions of the disk. Here, we focus on the latter. We compute a distribution function of the vertical and toroidal magnetic flux through each wedge during the QSS. As in the flux–stress diagrams, these fluxes are scaled to the grid resolution. The distribution is calculated using logarithmic binning in the flux (80 bins per decade), and the result is smoothed using a 10-bin moving window. The results for simulations BzZ32, BpN32, and BzN16 are displayed in Figures 15(a), (b), and (c).

Of interest is the fact that for simulation BzZ32, the majority of the disk is below the threshold in which there is a linear stress response to flux. In contrast to this, simulations BpN32 and BzN16 have the majority of the disk well above the resolvability threshold of \( (Q_z, Q_\phi) \approx (1, 10) \). Related to the initial conditions, BpN32 is biased toward toroidal flux and BzN16 is biased toward vertical. Forming an intermediate case, BzZ32 possesses a more even distribution of flux, albeit weaker than the net-field cases.

An alternative manner by which to consider the distribution of magnetic flux is through the consideration of the local statistics as representative of the trajectory of an ensemble. That is, consider the path \( \left(\langle Q_z \rangle(t), \langle Q_\phi \rangle(t)\right) \) and its temporal evolution. Figure 16 illustrates the trajectory for simulations BzZ32, BpN32, and BzN16, where markers are placed on the trajectory approximately every eight orbits. For the net-field simulations the evolution of the flux during the initial transient is quite stark, resulting in migration from the axes to large values of both azimuthal and vertical fluxes, specifically large enough to exceed the transition point to linear stress response. After the initial transient, the net-flux simulations are characterized by a general decrease in the mean flux. In contrast to the net-flux simulations, the trajectory of BzZ32 is constrained to a much smaller region of the flux space. The trajectory only briefly crosses into the region associated with a linear stress response, unlike the net-flux simulations, whose trajectories spend the majority of the simulation in this region. Compared to truly local simulations, in which the boundary conditions prevent migration in the \( Q_z \times Q_\phi \) space, global simulations are characterized by significant evolution, particularly those initialized with a net flux. This suggests the possibility that local simulations initialized with a net flux could result in an artificially maintained accretion efficiency due to the boundary conditions preventing the advection of flux off the grid. The trajectory of simulations BzZ32 and BzN16 evolves to possess comparable fluxes despite exhibiting significantly different behavior during much of the simulation. The limited temporal domain for which simulation BpN32 was evolved prevents making a similar comparison; however, the behavior is consistent with the possibility of evolving to a state of magnetic flux comparable to simulations BzZ32 and BzN16. Run BpN16, while run for 50 orbits more than BpN32, displays similar behavior that is consistent with this possibility but does not achieve it during the time domain simulated.

6. CONCLUSIONS

In this paper, we have presented results from a series of simulations utilizing, for the first time, orbital advection in global cylindrical coordinates. The use of orbital advection, as well as the order-of-magnitude performance enhancement it provides, has allowed the exploration of global disks at resolutions not only comparable to local models but in many cases exceeding the resolution of shearing-box simulations in the literature. Removing the constraint of the Keplerian time step has also allowed the exploration of simulations with isotropic resolution \( \Delta z = \Delta R \approx R \Delta \phi \) without the significant computational cost normally associated with azimuthal resolution.

The primary distinction between local and global simulations is the significant degree of temporal evolution of the latter. Simple estimates of accretion relying on the viscous timescale from anomalous viscosity disk theory vastly underestimate the degree of accretion observed during the initial transient of global simulations. However, a more sophisticated treatment utilizing a one-dimensional model (Equation (15)) based on the measured stress in the simulation accurately reproduces the temporal evolution and radial distribution of the mass. Estimates of \( \alpha \) based on the viscous timescale inferred from the initial transient result in values well over an order of magnitude above the values of \( \alpha \) that characterize the simulation in the QSS and even in excess of the measured values of \( \alpha \) associated with the transient. This discrepancy may have potentially important astrophysical
understanding and minimizing the grid-scale dependence exhibited by simulations of accretion disk turbulence is a vital precursor to constructing computational models that can be confidently compared against observational data. The ability to quantify complex, spatially and temporally varying turbulence into a simple scalar, the magnetic tilt angle, and use that to verify the presence of converged turbulence is an important step toward that goal. While several convergence metrics have been explored here focusing on either the physical, numerical, or spectral nature of the simulations, the magnetic tilt angle stands out as being the most important indicator of convergence. While Tables 1 and 2 demonstrate the convergence of the physical and spectral metrics, their complex spatio-temporal variation and dependence on field topology and initialization parameters make them poor metrics of convergence. In the context of unstratified global simulations presented here, it appears that numerically converged MRI-driven MHD turbulence is characterized by $\theta_{th} \approx 13^\circ$. While all the metrics considered here are useful toward understanding the physics and numerics of MRI-driven turbulence, the magnetic tilt angle alone possesses all the qualities we desire in a convergence metric. The tilt angle is monotonic with resolution and is independent of initial field topology, while exhibiting weak dependence on stratification and local versus global formalism. The data presented here suggest the following resolution requirements for convergence: a vertical resolution of $\Delta z / \Delta z \gtrsim 32$, $\Delta R = \Delta z$, and an azimuthal resolution that satisfies $R \Delta \phi \lesssim 2 \Delta z$. This final requirement is particularly constraining given the computational difficulty associated with nearly isotropic resolution in simulations without orbital advection. The importance of orbital advection in future simulations is clear.

The use of shearing-box models, while necessary to explore turbulence at small scales, is predicated on a series of significant assumptions. Testing that the predictions of local simulations hold in the context of global models is an important validation of the local model. Toward this end, we have demonstrated that saturation predictors from the local regime correspond to instantaneous correlations between magnetic flux and stress in the global regime. This, combined with an understanding of flux distributions in global simulations, would allow simpler statistical treatments of disk turbulence. However, the conservation of magnetic flux on small scales implicit in local models is not realized in global disks. Indeed, local statistics derived from global simulations seeded with a magnetic field topology possessing net flux are characterized by significant migrations in the space $Q_z \times Q_\phi$ in contrast to the assumption of conserved flux implicit in the shearing-box formalism.

The next stage of this work will focus on a study of the small-scale turbulent structure of the simulations presented here through an exploration of two-dimensional correlation functions in the manner of Guan et al. (2009) and Beckwith et al. (2011). This study will focus on the structure of the fluid variables, as well as the turbulent energetics, through consideration of the terms in the magnetic energy equation. Future work will utilize an extension of orbital advection to adiabatic MHD to conduct a similar convergence study of stratified accretion disks. Finally, the use of orbital advection to augment simulations of more directly applicable astrophysical systems will be explored.
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APPENDIX

ORBITAL ADVECTION

The equations of ideal MHD are represented by a system of hyperbolic conservation laws, and as such numerical methods to solve them are limited by the Courant–Friedrichs–Lewy (CFL) condition. The condition roughly states that the maximum time step a numerical method can take is limited by the time it takes for a signal to cross one cell. When simulating weakly magnetized disks rotating about a central object, it is generally the case that the maximum sound speed is dominated by the Keplerian rotation. In the frame rotating at the Keplerian velocity, the signal speeds are significantly smaller and thus the effective CFL condition in this frame would be relaxed. The goal of orbital advection, first introduced for hydrodynamic systems by Masset (2000), is to solve the equations of MHD in the frame rotating at the Keplerian velocity.

We begin by noting that the equations of MHD are close to linear in the velocity (the violations of this lead to source terms), and so in our goal to separate the rotational dynamics we consider the velocity decomposition

\[ \mathbf{v} = v_K \hat{\phi} + \mathbf{v}. \]  

(A1)

In the above equation, $v_K$ represents the Keplerian velocity. The Keplerian velocity is defined to satisfy

\[ \frac{v_K^2}{R} = \frac{\partial \Phi}{\partial R}, \]  

(A2)

where $R$ represents the cylindrical radius in the coordinate system $(R, \phi, z)$ and $\Phi$ is the static gravitational potential of the central object (assumed axially symmetric). Note that this assumes that the disk is unstratified. In the case of stratified disks, the Keplerian velocity is defined to satisfy Equation (A2) in the midplane, and there is an additional source term accounting for the discrepancy between centrifugal force and radial gravitation away from the midplane.

We further define the Keplerian angular velocity as $\Omega_K = v_K / R$ and the shear parameter as

\[ q(R) = -\frac{1}{2} \frac{d \ln \Omega_K^2}{d \ln R}. \]  

(A3)

Applying this velocity decomposition and rearranging leads to the new system,

\[ \partial_t \rho + \nabla \cdot (\rho \mathbf{v}) + \Omega_K \partial_\phi \rho = 0 \]  

(A4a)

\[ \partial_t (\rho \mathbf{v}) + \nabla \cdot (\rho \mathbf{v} \mathbf{v} - \mathbf{B} \mathbf{B}^\top + \mathbf{P}^* \mathbf{I}) + \Omega_K \partial_\phi (\rho \mathbf{v}) = \mathbf{F}_e \]  

(A4b)
\[ F_c = 2\Omega_K \rho v'_\phi \hat{R} + \Omega_K (q - 2) \rho v'_K \phi - \rho \partial_t \Phi \hat{z} \]  
(A4c)

\[ \partial_t \mathbf{B} - \nabla \times (v' \times \mathbf{B}) - \nabla \times (u_K \hat{\phi} \times \mathbf{B}) = 0. \]  
(A4d)

The structure of this system is suggestive in that each of the initial conservation laws is now in the form of a conservation law with a flux set by the perturbation velocity, \( v' \), and an additional linear advection term. The nature of the new term, \( F_c \), is clear from a physical perspective as being the Coriolis and centrifugal forces associated with our transformation into the non-inertial rotating frame. The induction equation is modified in an analogous manner, with the evolution of the magnetic field coming from the electromotive force (EMF) in the rotating frame (associated with \( v' \times \mathbf{B} \)) and a Keplerian EMF \( (v_K \hat{\phi} \times \mathbf{B}) \).

To numerically solve the resulting system, we consider an operator-split method that decomposes the equations into a system of linear advection equations and an MHD system (with Coriolis and centrifugal source terms) with a characteristic velocity given by \( v' \). The advection system is given by

\[ \partial_t \rho + \Omega_K \partial_\phi \rho = 0 \]  
(A5a)

\[ \partial_t (\rho v') + \Omega_K \partial_\phi (\rho v') = 0 \]  
(A5b)

\[ \partial_t \mathbf{B} - \nabla \times (v' \times \mathbf{B}) = 0, \]  
(A5c)

while the MHD system is given by

\[ \partial_t \rho + \nabla \cdot (\rho v) = 0 \]  
(A6a)

\[ \partial_t (\rho v') + \nabla \cdot (\rho v' v' - \mathbf{B}B + \rho^* \mathbf{I}) = F_c \]  
(A6b)

\[ \partial_t \mathbf{B} - \nabla \times (v' \times \mathbf{B}) = 0. \]  
(A6c)

Formally, the operator-split method has a time step constraint set only by the non-inertial MHD system as the linear advection system can be solved analytically. Care must be taken when solving the advection system to ensure that the algorithm is conservative and preserves the solenoidal constraint of the magnetic field. Solving these two sets of systems of equations is done by modifying existing code and in particular is an extension of the method presented in Stone & Gardiner (2010) to the cylindrical integrator described in Skinner & Ostriker (2010). As this is an extension, the description here will focus on how this method deviates from the shearing-box implementation.

Orbital advection in the shearing box is based on the linearization of the Keplerian velocity about the midpoint of the domain, and thus the radial orbital velocity profile is uniquely specified by the shear parameter. Transitioning to global simulations requires more flexibility, as certain choices of gravitational potential (e.g., the Paczynski–Wiita potential) may involve values of \( q \) that have radial variation. Therefore, the solution of the advection equation is modified to allow an arbitrary user-specified orbital velocity profile, \( \Omega_K (R) \).

Solution of the advection system, Equation (A5), must be solved in a manner consistent with constrained transport and must maintain the conservative property of the algorithm. This is described in detail in Stone & Gardiner (2010); however, we will briefly summarize the method here. To ensure that the solution is conservative, the azimuthal profile at each cylindrical ring in the simulation domain is reconstructed, and this reconstruction is integrated upstream to calculate a flux at each cell interface.

Updating the hydrodynamic quantities using this flux ensures the conservation of quantities to machine precision. Similarly, the evolution of the magnetic field must be done in a way to ensure the solenoidal constraint; this is handled using constrained transport as in the main integrator. The magnetic field is updated using the Keplerian EMF calculated by integrating the upstream Keplerian EMF of the appropriate cell edges. Modifications to this routine to extend this to cylindrical geometry are minor and involve the inclusion of the appropriate geometric scaling terms. The simulations discussed here use a third-order reconstruction of the azimuthal profiles.

Modifying the cylindrical integrator to solve the system given in Equation (A6) requires the addition of the appropriate source terms. This must be done consistent with the additional geometric source terms associated with the curvilinear geometry as described in Skinner & Ostriker (2010) and at second-order accuracy. This is done for the shearing-box implementation using Crank–Nicholson; however, the quadratic geometric source terms make this approach cumbersome in cylindrical geometry. Instead, this is accomplished using a two-stage Runge–Kutta method and is amenable to the simple inclusion of additional physics in the future.

The method presented here was tested extensively, reproducing all of the relevant (isothermal, rotating systems) tests presented in Skinner & Ostriker (2010) and comparing the results with those computed solely using the cylindrical integrator. These tests include static force balance problems; the advection of a field loop; verification of the Rayleigh stability criterion for hydrodynamic differentially rotating systems, and reproducing stability for \( q = 1.99 \) and instability for \( q = 2.01 \); and comparing the growth and saturation of MRI-driven turbulence in accretion disk models using both a Newtonian and Paczynski–Wiita to that produced using the standard cylindrical integrator. In the interest of brevity, the full details of the tests will not be presented here, but we will present two relevant examples. Our interest is instabilities in differentially rotating systems, and so we will present two tests: verification of the Rayleigh stability criterion for hydrodynamic systems, and a comparison of the growth and saturation of the MRI in an unstratified, Newtonian disk.

### A.1. Rayleigh Stability Criterion

Here we consider differentially rotating systems with \( \Omega(R) = \Omega_0 R^{-q} \). Rayleigh’s criterion states that systems of this form will be stable for \( q < 2 \) and unstable otherwise. Simulations of differentially rotating systems at the cusp of stability are used to demonstrate that the momentum source terms are being correctly implemented. Additionally, the Keplerian case \( (q = 1.5) \) is demonstrated to be stable due to its particular importance. To this end, the values of \( q \) considered are \( q \in \{1.5, 1.95, 1.99, 2.01, 2.05\} \), using both orbital advection and the standard cylindrical integrator.

The physical domain simulated is given by \( (R, \phi, z) \in [3, 7] \times [0, \pi/2] \times [-0.5, 0.5] \), using a resolution of \( (N_R, N_\phi, N_z) = (128, 200, 32) \). The simulation is initialized using a constant density \( \rho_0 = 200, \Omega_0 = 2\pi, \) and an isothermal sound speed of \( c_s = 0.1 \), which results in a flow that is highly rotationally dominated. Note that this is just a three-dimensional extension of the Rayleigh stability test presented in Skinner & Ostriker (2010). As in Skinner & Ostriker (2010), the instability is seeded using perturbations to the azimuthal velocity of the form \( v_\phi = v_K (1 + \Delta) \), where \( \Delta \in [-10^{-4}, 10^{-4}] \) and is uniformly distributed. The simulations are evolved to \( t = 300 \)
Figure 17. Testing the accuracy and performance of orbital advection.

| $q$     | Cylindrical Integrator (Cycles:Wall-time) | Orbital Advection (Cycles:Wall-time) |
|---------|------------------------------------------|--------------------------------------|
| $q = 1.5$ | 117.7:5.3 hr | 3.1:13.2 minutes |
| $q = 1.95$ | 72.9:4.7 hr | 3.2:11.7 minutes |
| $q = 1.99$ | 69.9:4.6 hr | 3.2:12 minutes |
| $q = 2.01$ | 68.6:4.5 hr | 4.5:17.4 minutes |
| $q = 2.05$ | 65.4:4.9 hr | 9.6:35.8 minutes |

Notes. Specifically shown are cycles (in thousands) and wall-time (in hours and minutes). The simulations were run on Ranger using 64 processors and an MPI topology of $(T_R, T_\phi, T_z) = (8, 4, 2)$. The number of cycles taken and the wall-time to complete each simulation are given in Table 5. Taking as an example the case $q = 3/2$, corresponding to a Newtonian disk, the simulation without orbital advection takes approximately 24 times as long to run. Calculating the cycles/minute, the full operator-split method takes roughly 1.5 times as long for each cycle. Even in the case of an unstable disk, e.g., $q = 2.05$, where mass is driven off the grid, there is an almost order-of-magnitude performance increase.

To measure the instability of these systems, we consider a radial scaling of the Reynolds stress normalized to the gas pressure given by

$$\frac{\langle R \rho v_R v_\phi \rangle}{\langle RP \rangle} = \frac{\int R \rho v_R (v_\phi - v_K) dV}{c_s^2 \int R \rho dV},$$

where the integrals are performed over the entire domain. The time evolution of this quantity for all simulations is shown in Figure 17(a). As expected, there is a clear difference in the evolution of the stress depending on Rayleigh’s criterion. For $q > 2$ (unstable) we see that the scaled stress grows by many orders of magnitude, whereas in the case of $q < 2$ (stable) we see that the scaled stress remains fairly flat.
A.2. Growth and Saturation of the MRI

The final test we consider is perhaps the most relevant. Here we compare the behavior of two identical Newtonian MRI simulations using both orbital advection and the standard cylindrical integrator. We compare the results of run BzZ8 with and without orbital advection. Figure 17(b) illustrates the time evolution of $\alpha_M$ in both simulations. We note that the initial growth and saturation of the MRI are in excellent agreement. Further, the agreement is quite strong well into the highly nonlinear regime. At late times there is a discrepancy between the cylindrical and orbital advection runs, with the cylindrical run exhibiting slightly larger values of stress. This resembles the discrepancy in the behavior of runs BzZ32 and BzZ32R, in which a reduction of azimuthal resolution results in an increased stress. This resemblance is not entirely surprising as, in many ways, the use of orbital advection allows a more precise treatment of azimuthal structure.

Finally, and perhaps most importantly, we discuss the quantitative benefit of orbital advection. To address this point, we compare the time steps used in the evolution of each simulation. The time steps are sampled 10 times per orbit and denoted $\Delta t_C$ and $\Delta t_F$ for the cylindrical and orbital advection runs, respectively. We define the speedup as

$$S(t) = \frac{\Delta t_F}{\Delta t_C}. \quad (A8)$$

The time dependence of the speedup is shown in Figure 17(c). The time step associated with orbital advection is significantly more volatile than without, as the time step is associated with turbulent quantities as opposed to the time-invariant Keplerian rotation. In particular, the time step drops significantly during the initial linear growth of the MRI due to the impulsive accretion associated with exponential growth phase. Upon the saturation and breakup into turbulence, the time step increases again steadily and overall maintains an order-of-magnitude increase in the allowable time step.
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