Abstract—Accurate breast lesion risk estimation can significantly reduce unnecessary biopsies and help doctors decide optimal treatment plans. Most existing computer-aided systems rely solely on mammogram features to classify breast lesions. While this approach is convenient, it does not fully exploit useful information in clinical reports to achieve the optimal performance. Would clinical features significantly improve breast lesion classification compared to using mammograms alone? How to handle missing clinical information caused by variation in medical practice? What is the best way to combine mammograms and clinical features? There is a compelling need for a systematic study to address these fundamental questions. This paper investigates several multimodal deep networks based on feature concatenation, cross-attention, and co-attention to combine mammograms and categorical clinical variables. We show that the proposed architectures significantly increase the lesion classification performance (average area under ROC curves from 0.89 to 0.94). We also evaluate the model when clinical variables are missing.
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I. INTRODUCTION

Breast cancer is responsible for over 42,000 women deaths in the United States and 685,000 deaths globally in 2020 [1]. Mammogram screening for early detection of breast lesions is important for decreasing the mortality rate [2]. A major challenge in the screening procedure is the considerable inter-radiologist diagnostic performance variation [3]. Both missing a cancer case or predicting a lesion to be malignant due to over-diagnosis would create severe consequences. False-negative cases could delay treatment and decrease the patient survival chance [4]. In contrast, false-positive diagnoses can lead to unnecessary biopsies which often create stress, bleeding, bruising, and financial burden.

The diagnostic performance of computer-aided software has significantly increased thanks to recent advances in deep learning. They hold great potential in helping radiologists to make more accurate diagnoses and reduce the performance variation [5]. Previous work focuses mostly on the general problem of classifying whether the lesion is benign or malignant [6], [7]. Recently, several papers on breast cancer have started to tackle more specific classification problems, including lesion types classification (mass or calcification) and BI-RADS density classification (level 1 to 4) [6], [8], [9]. In [6], given a lesion image, it will be categorized into five different classes: benign mass, malignant mass, benign calcification, malignant calcification or background. Masses are defined as three-dimensional space-occupying lesions in the breasts. Calcifications are deposits of calcium salts in the breast. Because different types of lesions (mass, calcification, etc.) have different properties, classifying the lesion type first can help the cancer diagnostic process. Breast density is another important factor for pathology evaluation [10]. In [8], they focused on this sub-problem and showed promising results. Chougrad et al. [9] combined the information of lesion types, breast density and pathology in a multi-label setting to exploit the correlation that may exist between those labels.

To the best of our knowledge, most approaches only use mammograms as input information for pathology classification. In this work, by using the available labels of clinical features that go along with their corresponding mammogram in the CBIS-DDSM database [11], we propose a multimodal model that help improve the pathology classification performance by leveraging multimodal data. Further, for the problem of missing clinical features data which is often the case in real-world setting, we carry out evaluations for our proposed framework when it is combined with either co-attention or cross-attention.

Specifically, the contributions of this paper include:

1) Multimodal features combination for improving breast cancer pathology diagnostic: we combine imaging features and clinical features for breast cancer di-
agnostic. Here, imaging features will be an embedding extracted from a pretrained deep learning model. For clinical features, we use a total of five features: breast density, mass shape, mass margins, calcification type, and calcification distribution. These features will be represented as a vector which is concatenated from 5 one-hot vectors (or a zero vector for each of missing feature), each vector is for one of the 5 features.

2) **Evaluation of using co-attention and cross-attention in the presence of missing data**: in real-world setting, clinical features sometimes are either not provided or incomplete due to variations in clinical practice. To allow our model to be wisely adaptive to clinical situations so that it can be easily plugged to any clinical workflows, we incorporate either co-attention or cross-attention module to our proposed framework. We further train them to cope with missing clinical features.

II. METHODOLOGY

A. Multimodal Fusion Network Architecture

1) **Mammogram Embedding**: We use a ResNet-50 which has been pretrained on ImageNet to extract feature maps from mammograms. For each mammogram $x_i$, we obtain a 2048-d feature map $e_i$ from the global average pooling layer:

$$e_i = \text{ResNet50}(x_i)$$

In this work, we use ResNet50 as our model backbone but it can be replaced by any other architectures. The obtained feature map $e_i$ is further projected into a 100-dimensional embedding vector $\tilde{e}_i$:

$$\tilde{e}_i = F(W_x^T \cdot e_i + b_x),$$

where $F$ is a nonlinear activation function, here ReLU is used.

2) **Clinical Embedding**: We use a total of five features for our clinical features: breast density, mass shape, mass margins, calcification type, and calcification distribution. Basically, mass shape and mass margins are only present for mass lesions. Similarly, calcification type and calcification distribution are only present for calcification lesions. Each of the 5 features will be described by an one-hot vector.

- **Breast Density** - BI-RADS classifies breast density into four groups: entirely fatty, scattered fibroglandular densities, heterogeneously dense, and extremely dense. Thus, our one-hot vector will have four dimensions.
- **Mass Shape** - shape can receive value such as round, oval, irregular, and lobulated. Mass shape is basically categorized into eight classes so the representation will be an 8-dimensional one-hot vector.
- **Mass Margins** - margin can receive value such as ill defined, circumscribed, and spiculated. Mass margin is basically categorized into five classes so the representation will be a 5-dimensional one-hot vector.
- **Calcification Type** - type can receive value such as amorphous, punctate, and vascular. Calcification type is basically categorized into fourteen classes so the representation will be a 14-dimensional one-hot vector.
- **Calcification Distribution** - distribution can receive value such as clustered, linear, and regional. Calcification distribution is basically categorized into five classes so the representation will be a 5-dimensional one-hot vector.

In the cases of missing features, the corresponding vectors are set as zero vectors. For instance, mass lesions will neither have calcification type nor calcification distribution so their representations will be two zero vectors. This is similar for the case of calcification lesions. In real-world applications, any missing feature will result in one zero vector. In summary, our clinical embedding will have 36 dimensions, which is the sum of dimensions of 5 feature vectors.

Each clinical embedding $c_i$ is projected into a 100-dimensional embedding $\tilde{c}_i$, which is the same as for mammogram embedding:

$$\tilde{c}_i = F(W_i^T \cdot c_i + b_i)$$

3) **Multimodal fusion**: After projected mammogram embedding $\tilde{e}_i$ and projected clinical embedding $\tilde{c}_i$ are obtained, they will be concatenated before feeding into 2 fully connected layers for pathology classification:

$$k_i = \text{Concat}(\tilde{e}_i, \tilde{c}_i),$$

where $k_i$ is the final concatenated embedding. There are multiple ways to fuse information, e.g., early fusion and late fusion. For simplicity, in this work, we simply concatenate two projected embedding vectors but other methods could be experimented to see whether they further improve the model performance. Figure [1] shows the overall framework of our proposed multimodal fusion model.

B. **Co-attention and Cross-attention Modules**

In clinical settings, mammograms are not often provided together with clinical features or only part of the features are provided. This leads to the problems of missing values. In this work, we make evaluations of our model when it is combined with either co-attention or cross-attention module.
Here, co-attention/cross-attention is used with the intention of teaching the model to learn the relevant information between a mammogram and its clinical features. Figure 2 shows our proposed framework when combined with co-attention/cross-attention module.

1) Co-attention Module: Co-attention was proposed in [12]. In this paper, being inspired by the idea of co-attention, we try to combine the projected mammogram embedding $\tilde{e}_i$ and the projected clinical embedding $\tilde{c}_i$ as follows:

$$
\alpha_{e_i} = \sigma(W^x_T \cdot \text{Concat}(e_i, c_i) + b'_v), \\
\alpha_{c_i} = \sigma(W^t_T \cdot \text{Concat}(e_i, c_i) + b'_t), \\
\tilde{e}_i^{aug} = \alpha_{e_i} \odot \tilde{e}_i, \\
\tilde{c}_i^{aug} = \alpha_{c_i} \odot \tilde{c}_i, \\
k_i = \text{Concat}(\tilde{e}_i^{aug}, \tilde{c}_i^{aug})
$$

where $\sigma$ is the sigmoid activation function, $\alpha_{e_i}$ and $\alpha_{c_i}$ are the augmented coefficients, $k_i$ is the final concatenated embedding.

2) Cross-attention Module: Cross-attention was proposed in [13]. Basically, the only difference between co-attention and cross-attention is in the way of calculating the augmented coefficients. While co-attention uses information from both the multimodal data, cross-attention only uses the information in the other modality to compute the coefficient for the current modality, which is as follow:

$$
\alpha_{e_i} = \sigma(W^x_T \cdot e_i + b'_v), \\
\alpha_{c_i} = \sigma(W^t_T \cdot e_i + b'_t)
$$

3) Missing Clinical Variables: Hospitals have different practices, therefore, might not use the same set of clinical variables. Even for the same hospital, patient information often has missing values. Therefore, it is important to study the effect of missing variables on our model’s performance. We use bait-and-switch training where clinical features are removed from randomly selected mammograms during both training and testing phases.

III. EXPERIMENTAL RESULTS

A. Breast Lesion Dataset

Our experiments use the CBIS-DDSM dataset that consists of 1592 mass mammograms and 1511 calcification mammograms. The official data train test split is 1231/361 for the mass cases and 1227/284 for the calcification cases. We further split the official training set into 75% for training and 25% for validation. We only consider clinical features with single label because the number of multi-label lesions is very small. We use the bounding box inferred from mask ground-truth to crop the lesion from mammogram without any further pre-processing steps.

B. Hyperparamter Settings

We trained our network using the setting in [6]. We used ResNet50 as our backbone and we finetuned the network for three stages with more layers are gradually unfrozen through each stage. We used Adam Optimizer and the learning rates are set to 1e-3, 1e-4, 1e-5 for 1st stage, 2nd stage and 3rd stage. We used the same setting for the multimodal networks. For these networks, both the projected mammogram embedding and projected clinical embedding will have 100 dimensions. For the two fully-connected layers, we set them to have an equal of 200 neurons. Our training used the same data augmentation procedure in [6].

C. Multimodal Classification

The result when using additional clinical features is shown in Fig. 3b. Both the areas under ROC curves (AUC-ROC) and Precision-Recall curves (AUC-PR) significantly increase when clinical features are used. In particular, the average AUC-ROC increases from 0.892 to 0.945, and the average AUC-PR from 0.715 to 0.82 when using attention deep networks. Our results indicate that using additional clinical features can help boost up the pathology classification performance to a large margin. Figure 4 shows four example cases when the prediction is incorrect if only mammogram is used, but can be correctly predicted if clinical features are used. Some of the cases which have been misclassified as benign, can be now recognized as malignant by leveraging the clinical information. Three fusion approaches perform competitively well, when co-attention and cross-attention have a slight edge over the traditional feature concatenation method.

D. Effects of Missing Variables

In our experiments, we set the probability of mammograms whose clinical data are removed to be 0.3 for both training and testing. We evaluated on three different fusion approaches: normal concatenation, with co-attention, and with cross-attention. The results are shown in Figure 3b. For the ROC curves, it seems there are no significant differences among three fusion settings. Nonetheless, the PR curves have shown promising results for using attention to deal with missing data. The AUC-PR of malignant mass and malignant calcification, which are 0.72 and 0.69 for normal concatenation setting, increase up to 0.73 and 0.72 for co-attention setting. They are further increased when using cross-attention, to the extent of 0.74 and 0.75, respectively. It is worth mentioning that for benign mass, its AUC-PR has slightly decreased when attention modules are used (from 0.86 to 0.83).
(a) Results comparison when using additional clinical features.

(b) Bait-and-Switch Training: Here, the probability of mammograms whose clinical data are removed is set to be 0.3 for both training and testing.

Fig. 3: ROC curves and PR curves evaluated on the official CBIS-DDSM test set.

Fig. 4: Visualization of four cases when the original model fails to classify but using additional clinical features can help. For each case, on the left is the prediction of the original model while on the right is for the model that uses additional clinical features.

IV. CONCLUSION

This paper studies multimodal deep networks based on simple concatenation, cross-attention, and co-attention to combine mammography and clinical features. We demonstrate that our multimodal approach significantly increases the breast lesion classifier’s area under curves and thus the diagnostic precision. We also examine the model’s performance under the scenario of missing variables due to variations in clinical practice. Our future work will explore the feasibility of extracting the selected clinical features directly from mammograms.
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