Tensor products of type III factor representations of Cuntz-Krieger algebras
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Abstract

We introduced a non-symmetric tensor product of any two states or any two representations of Cuntz-Krieger algebras associated with a certain non-cocommutative comultiplication in previous our work. In this paper, we show that a certain set of KMS states is closed with respect to the tensor product. From this, we obtain formulae of tensor product of type III factor representations of Cuntz-Krieger algebras which is different from results of the tensor product of factors of type III.
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1 Introduction

We have studied states and representations of operator algebras. KMS states over Cuntz-Krieger algebras with respect to certain one-parameter automorphism groups are known \[10\] \[13\]. GNS representations by such KMS states induce type III factor representations of Cuntz-Krieger algebras \[26\]. On the other hand, we introduced a non-symmetric tensor product of any two states or any two representations of Cuntz-Krieger algebras associated with a certain non-cocommutative comultiplication \[25\]. From these, we investigate the tensor product of two KMS states or their GNS representations of Cuntz-Krieger algebras in this paper. In consequence, we obtain formulae of tensor product of type III factor representations of Cuntz-Krieger algebras.

*e-mail: kawamura@kurims.kyoto-u.ac.jp.
Remark that this is not a study of the tensor product of “factors” of type III but that of a certain non-symmetric tensor product of type III “factor representations.”

1.1 Motivation

From studies of branching laws of a certain class of representations of Cuntz algebras [20, 21, 22], we found a non-symmetric tensor product of representations of Cuntz algebras [23]. Subsequently, this tensor product was explained by the C*-bialgebra which is defined by the direct sum of all Cuntz algebras [24]. Furthermore such a construction of C*-bialgebra was generalized to Cuntz-Krieger algebras [25]. The essential tool of the construction is a certain set of embeddings among Cuntz-Krieger algebras. We explain this as follows.

A matrix \(A\) is nondegenerate if any column and any row are not zero. For \(2 \leq n < \infty\), let \(M_n(\{0,1\})\) denote the set of all nondegenerate \(n \times n\) matrices with entries 0 or 1 and define \(M \equiv \bigcup_n M_n(\{0,1\})\). For \(A \in M\), let \(O_A\) denote the Cuntz-Krieger algebra by \(A\) [6]. For \(A, B \in M\), let \(A \boxtimes B\) denote the Kronecker product of \(A\) and \(B\) [7]. Then \(M\) is closed with respect to \(\boxtimes\). We can construct a set \(\{\varphi_{A,B} : A, B \in M\}\) such that \(\varphi_{A,B}\) is a unital \(*\)-embedding of \(O_{A \boxtimes B}\) into \(O_A \otimes O_B\) and

\[
(\varphi_{A,B} \otimes id_C) \circ \varphi_{A \boxtimes B,C} = (id_A \otimes \varphi_{B,C}) \circ \varphi_{A,B \boxtimes C} \quad (A, B, C \in M) \tag{1.1}
\]

where \(id_X\) denotes the identity map of \(O_X\) for \(X = A, C\) and \(O_A \otimes O_B\) means the minimal tensor product of \(O_A\) and \(O_B\). We will give the explicit definition of these embeddings in §1.2.

From the set \(\varphi \equiv \{\varphi_{A,B} : A, B \in M\}\), we can define associative tensor products of states or representations as follows. Let \(S_A\) denote the set of all states over \(O_A\). For \(\rho_1 \in S_A\) and \(\rho_2 \in S_B\), define \(\rho_1 \otimes_\varphi \rho_2 \in S_{A \boxtimes B}\) by

\[
\rho_1 \otimes_\varphi \rho_2 \equiv (\rho_1 \otimes \rho_2) \circ \varphi_{A,B}. \tag{1.2}
\]

From (1.1), we see that

\[
(\rho_1 \otimes_\varphi \rho_2) \otimes_\varphi \rho_3 = \rho_1 \otimes_\varphi (\rho_2 \otimes_\varphi \rho_3) \quad (\rho_1, \rho_2, \rho_3 \in S_*)
\]

where \(S_* \equiv \bigcup_{A \in M} S_A\). In consequence, \(S_*\) is a semigroup with respect to the operation \(\otimes_\varphi\). Let \(\text{Rep} O_A\) denote the class of all unital \(*\)-representations of \(O_A\). As is the case with states, we can define the associative operation \(\otimes_\varphi\) on the class \(R_* \equiv \bigcup_{A \in M} \text{Rep} O_A\):

\[
\otimes_\varphi : R_* \times R_* \to R_*.
\]
We show properties of $\otimes_\varphi$ as follows: For two representations $\pi_1, \pi_2$ of a C*-algebra $A$, if $\pi_1$ and $\pi_2$ are unitarily equivalent (resp. quasi-equivalent), then we write $\pi_1 \simeq \pi_2$ (resp. $\pi_1 \approx \pi_2$).

(i) For $\pi_i, \pi'_i \in R_\ast$, if $\pi_i \simeq \pi'_i$ for each $i = 1, 2$, then $\pi_1 \otimes_\varphi \pi_2 \simeq \pi'_1 \otimes_\varphi \pi'_2$. From this, $\otimes_\varphi$ is well-defined on the set

$$R_\ast \equiv \bigcup_{A \in M_*\{(0,1)\}} (\text{Rep} O_A/\simeq)$$

of all unitary equivalence classes of representations of $O_A$’s.

(ii) The operation $\otimes_\varphi$ satisfies the distribution law with respect to the direct sum.

(iii) The operation $\otimes_\varphi$ is non-symmetric in a strong sense, that is, there exist $A \in M$ and $\pi_1, \pi_2 \in \text{Rep} O_A$ such that $\pi_1 \otimes_\varphi \pi_2 \nless \pi_2 \otimes_\varphi \pi_1$.

(iv) Even if both $\pi_1$ and $\pi_2$ are irreducible, $\pi_1 \otimes_\varphi \pi_2$ is not always irreducible ($\S$ 4.1 of [23]).

In addition, we can show the following.

**Lemma 1.1**

(i) *There exist $A \in M$ and two factor representations $\pi_1$ and $\pi_2$ of $O_A$ such that $\pi_1 \otimes_\varphi \pi_2$ is not a factor representation of $O_A \boxtimes A$.*

(ii) *There exist $A \in M$ and $\pi_1, \pi_2 \in \text{Rep} O_A$ such that $\pi_1 \otimes_\varphi \pi_2 \nless \pi_2 \otimes_\varphi \pi_1$.*

(iii) *For $\pi_i, \pi'_i \in R_\ast$, if $\pi_i \approx \pi'_i$ for each $i = 1, 2$, then $\pi_1 \otimes_\varphi \pi_2 \approx \pi'_1 \otimes_\varphi \pi'_2$.*

(iv) *There exist $\rho_1, \rho_2 \in S_\ast$ such that $\pi_{\rho_1} \otimes_\varphi \pi_{\rho_2} \nless \pi_{\rho_1 \otimes_\varphi \rho_2}$ where $\pi_{\rho}$ denotes the GNS representation by a state $\rho$."

From Lemma 1.1(i), even if both $\pi_1$ and $\pi_2$ are factor representations, $\pi_1 \otimes_\varphi \pi_2$ is not always a factor representation. From Lemma 1.1(ii), $\otimes_\varphi$ is also non-symmetric with respect to quasi-equivalence classes. Lemma 1.1 will be proved in §3.4.

Our interest is to compute tensor products of concrete states or representations of Cuntz-Krieger algebras with respect to the above operation $\otimes_\varphi$. For the case of permutative representations of Cuntz algebras, we gave formulae of decomposition of tensor products completely [23]. In this case, non-type I representation never appear. In this paper, we intend to consider tensor products of non-type I representations.
1.2 A set of embeddings of Cuntz-Krieger algebras

In this subsection, we review a set of embeddings of Cuntz-Krieger algebras [25]. We state that a matrix $A \in M_n(C)$ is irreducible if for any $i, j \in \{1, \ldots, n\}$, there exists $k \in \mathbb{N} \equiv \{1, 2, 3, \ldots\}$ such that $(A^k)_{i,j} \neq 0$ where $A^k = A \cdots A$ ($k$ times). For $2 \leq n < \infty$, let $\mathcal{M}_n(\{0, 1\})$ denote the set of all irreducible nondegenerate $n \times n$ matrices with entries 0 or 1, which is not a permutation matrix. Define

$$\mathcal{M}_*(\{0, 1\}) \equiv \cup \{\mathcal{M}_n(\{0, 1\}) : n \geq 2\}. \quad (1.4)$$

For $A = (A_{ij}) \in M_n(C)$ and $B = (B_{ij}) \in M_m(C)$, define the Kronecker product $A \boxtimes B \in M_{nm}(C)$ of $A$ and $B$ by

$$(A \boxtimes B)_{m(i-1)+j,m'(i'-1)+j'} \equiv A_{ii'}B_{jj'} \quad (1.5)$$

for $i, i' \in \{1, \ldots, n\}$ and $j, j' \in \{1, \ldots, m\}$. If $A, B \in \mathcal{M}_*(\{0, 1\})$, then $A \boxtimes B \in \mathcal{M}_*(\{0, 1\})$.

For $A \in M_n(\{0, 1\})$, let $s_1^{(A)}, \ldots, s_n^{(A)}$ denote the canonical generators of $\mathcal{O}_A$. For $A \in M_n(\{0, 1\})$ and $B \in M_m(\{0, 1\})$, define the map $\varphi_{A,B}$ from $\mathcal{O}_A \otimes \mathcal{O}_B$ to the minimal tensor product $\mathcal{O}_A \otimes \mathcal{O}_B$ by

$$\varphi_{A,B}(s_m^{(A \boxtimes B)}(i)) \equiv s_i^{(A)} \otimes s_j^{(B)} \quad (i \in \{1, \ldots, n\}, j \in \{1, \ldots, m\}). \quad (1.6)$$

Then we can verify that $\varphi_{A,B}$ is uniquely extended to a unital $*$-embedding of $\mathcal{O}_A \otimes \mathcal{O}_B$. Then $\{\varphi_{A,B} : A, B \in \mathcal{M}_*(\{0, 1\})\}$ satisfies [111].

1.3 GNS representations of Cuntz-Krieger algebras by certain states

In this subsection, we introduce an index set of states and representations of Cuntz-Krieger algebras by [12, 26] such that it is suitable to compute the tensor product by $\otimes_\varphi$. We rewrite original statements as follows. Define $I_0 \equiv \{x \in \mathbb{R} : 0 < x < 1\}$. For $a = (a_1, \ldots, a_n) \in I_0^n$, define $\tilde{a} \equiv \text{diag}(a_1, \ldots, a_n) \in M_n(\mathbb{R})$. For $A \in \mathcal{M}_n(\{0, 1\})$, let $\tilde{a}A$ denote the product of matrices $\tilde{a}$ and $A$. Define

$$\Lambda(A) \equiv \{a \in I_0^n : \text{PFE}(\tilde{a}A) = 1\} \quad (1.7)$$

where $\text{PFE}(X)$ denotes the Perron-Frobenius eigenvalue of a irreducible non-negative matrix $X$ [1, 29]. Since

$$e(A) \equiv (1/c_A, \ldots, 1/c_A) \quad (1.8)$$
belongs to \( \Lambda(A) \) for \( c_A \equiv PFE(A) \), \( \Lambda(A) \neq \emptyset \) for each \( A \in \mathcal{M}_e(\{0,1\}) \).

Define \( \mathbf{R}^+ \equiv \{ x \in \mathbf{R} : x > 0 \} \). For \( A \in \mathcal{M}_n(\{0,1\}) \) and \( \mathbf{a} = (a_1, \ldots, a_n) \in \Lambda(A) \), let \( x = (x_1, \ldots, x_n) \in \mathbf{R}^n_+ \) denote the Perron-Frobenius eigenvector of \( \mathbf{a}A \) such that \( x_1 + \cdots + x_n = 1 \) and let \( s_1, \ldots, s_n \) denote canonical generators of \( \mathcal{O}_A \). Define the state \( \rho_\mathbf{a} \) over \( \mathcal{O}_A \) by

\[
\rho_\mathbf{a}(s_Js_K^*) = \delta_{JK}a_{j_1} \cdots a_{j_m-1}x_{j_m}
\]  

(1.9)

when \( s_Js_K^* \neq 0 \) for \( J = (j_1, \ldots, j_m) \in \{1, \ldots, n\}^m \) and \( K \in \cup_{l \geq 1}\{1, \ldots, n\}^l \) where \( s_J = s_{j_1} \cdots s_{j_m} \). Then the following holds.

**Theorem 1.2** For \( \mathbf{a} \in \Lambda(A) \), let \( \varpi_\mathbf{a} \) denote the GNS representation of \( \mathcal{O}_A \) by \( \rho_\mathbf{a} \). Then the von Neumann algebra \( M_\mathbf{a} \equiv \varpi_\mathbf{a}(\mathcal{O}_A)'' \) is an approximately finite dimensional (=AFD) factor of type III. Furthermore, Connes' classification of the type of \( M_\mathbf{a} \) [4] is given as follows:

(i) If there exist \( p_1, \ldots, p_n \in \mathbf{N} \) and \( 0 < \lambda < 1 \) such that the greatest common divisor of the set \( \{p_1, \ldots, p_n\} \) is 1 and \( \mathbf{a} = (\lambda^{p_1}, \ldots, \lambda^{p_n}) \), then \( p_1, \ldots, p_n, \lambda \) are uniquely determined by \( \mathbf{a} \), and \( M_\mathbf{a} \) is of type III\( _\lambda \).

(ii) If assumptions in (i) do not hold, then \( M_\mathbf{a} \) is of type III\( _1 \).

In addition to Theorem 1.2 we define the positive real number \( \lambda(\mathbf{a}) \) by

\[
\lambda(\mathbf{a}) \equiv \begin{cases} 
\lambda & (\mathbf{a} \text{ is as in the case of (i)}), \\
1 & (\mathbf{a} \text{ is as in the case of (ii)}). 
\end{cases}
\]  

(1.10)

Then we can simply state that \( M_\mathbf{a} \) is of type III\( _{\lambda(\mathbf{a})} \) for each \( \mathbf{a} \in \Lambda(A) \). Especially, for \( e(A) \) in (1.8), \( \lambda(e(A)) = 1/c_A \). The condition in Theorem 1.2(ii) is easily rewritten as follows.

**Lemma 1.3** For \( \mathbf{a} = (a_1, \ldots, a_n) \in \Lambda(A) \), \( \lambda(\mathbf{a}) = 1 \) if and only if there exist \( i, j \) such that \( \log a_i/\log a_j \notin \mathbf{Q} \).

Theorem 1.2 is nothing but a reformulation of Theorem 4.2 in [26] without use of terminology of KMS states. Here we abbreviate one-parameter automorphism groups and inverse temperatures associated with above KMS states for simplicity of description. These will be explained in § 3.

**Remark 1.4** (i) For \( A = (A_{ij}) \), assume \( A_{ij} = 1 \) for each \( i, j \). By definition, \( \lambda(a_1, \ldots, a_n) = \lambda(a_{p(1)}, \ldots, a_{p(n)}) \) for any \( (a_1, \ldots, a_n) \in \Lambda(A) \) and any permutation \( p \in \mathfrak{S}_n \). Therefore \( \mathbf{a} \mapsto \lambda(\mathbf{a}) \) is not injective in general.
(ii) For $a, b \in \Lambda(A)$, if $\lambda(a) \neq \lambda(b)$, then $\varpi_a$ and $\varpi_b$ are not quasi-equivalent. However, we do not know whether $\varpi_a$ and $\varpi_b$ are quasi-equivalent or not even if $\lambda(a) = \lambda(b)$.

### 1.4 Main theorems

In this subsection, we show our main theorems. For vectors $v = (v_1, \ldots, v_n) \in C^n$ and $w = (w_1, \ldots, w_m) \in C^m$, define $v \boxtimes w \in C^{nm}$ by

$$
(v \boxtimes w)_{m(i-1)+j} = v_i w_j \quad (i = 1, \ldots, n, j = 1, \ldots, m).
$$

(1.11)

We see that $(v \boxtimes w) \boxtimes x = v \boxtimes (w \boxtimes x)$. For $M_\ast(\{0, 1\})$ in (1.4) and $\Lambda(A)$ in (1.7), define

$$
\Lambda(\ast) \equiv \bigcup_{A \in M_\ast(\{0, 1\})} \Lambda(A).
$$

(1.12)

Then the following holds for $\otimes \varphi$ in (1.2).

**Theorem 1.5**

(i) For $(a, b) \in \Lambda(A) \times \Lambda(B)$, $a \boxtimes b \in \Lambda(A \boxtimes B)$.

(ii) Let $\rho_a$ be as in (1.9). For any $a, b \in \Lambda(\ast)$, $\rho_a \otimes \varphi \rho_b = \rho_{a \boxtimes b}$.

(iii) Let $\varpi_a$ be as in Theorem 1.2. For any $a, b \in \Lambda(\ast)$, $\varpi_a \otimes \varphi \varpi_b$ is unitarily equivalent to $\varpi_{a \boxtimes b}$.

From Theorem 1.5(i), $\Lambda(\ast)$ is a semigroup with respect to the product $\boxtimes$. By Theorem 1.5(ii), the set $\{\rho_a : a \in \Lambda(\ast)\}$ of all states in (1.9) is closed with respect to $\otimes \varphi$, and the mapping

$$
\Lambda(\ast) \ni a \mapsto \rho_a \in S_\ast
$$

is a semigroup homomorphism from $(\Lambda(\ast), \boxtimes)$ to $(S_\ast, \otimes \varphi)$. From Theorem 1.5(iii), we see that

$$
[\varpi_a] \otimes \varphi [\varpi_b] = [\varpi_{a \boxtimes b}] \quad (a, b \in \Lambda(\ast))
$$

(1.13)

where $[\pi]$ denotes the unitary equivalence class of $\pi \in S_\ast$. From this, the mapping

$$
\Lambda(\ast) \ni a \mapsto [\varpi_a] \in R_\ast
$$

is also a semigroup homomorphism from $(\Lambda(\ast), \boxtimes)$ to $(R_\ast, \otimes \varphi)$ for $R_\ast$ in (1.3).

Next, we consider the type of $\varpi_a \otimes \varphi \varpi_b$. From Theorem 1.5(ii), $(\varpi_a \otimes \varphi \varpi_b)(\mathcal{O}_{A \boxtimes B})''$ is also an AFD factor of type $\text{III}_\lambda$ for $0 < \lambda \leq 1$. From Theorem 1.2 and 1.5(iii), the following holds.
Corollary 1.6 Let $\lambda(a)$ be as in (1.10). Then $(\varpi a \otimes \varphi b)(O_{A \otimes B})''$ is an AFD factor of type $\text{III}_{\lambda(a \otimes b)}$ for each $a, b \in \Lambda(*)$.

Remark that

$$\lambda(a \otimes b) = \lambda(b \otimes a) \quad (a, b \in \Lambda(*)) \quad (1.14)$$

by definition.

From Corollary 1.6, the following holds.

Corollary 1.7 For $e(A)$ in (1.8), $\varpi e(A) \otimes \varphi e(B)$ is of type $\text{III}_{1/c_A c_B}$ for each $A, B \in \mathcal{M}_+(\{0, 1\})$.

Remark 1.8 (i) From Corollary 1.6 we see that the type of the tensor product $\varpi a \otimes \varphi b$ is obtained by computing $\lambda(a \otimes b)$ for given $a, b$. However, it is not easy. Remark that $\lambda(a \otimes b) \neq \lambda(a) \cdot \lambda(b)$ in general.

(ii) From Lemma 1.1, we see that Theorem 1.5(iii), (1.14) and Corollary 1.7 are special cases of tensor product of factor representations.

(iii) We compare our results with those of tensor products of type III factors. Let $N_{\lambda}$ denote the AFD factors of type III for $0 < \lambda < 1$. Then the following holds for any $\lambda$:

$$N_{\lambda} \otimes N_{\lambda} \cong N_{\lambda}.$$

We explain this in Appendix A. On the other hand, $\pi_{\lambda} \otimes \varphi \pi_{\lambda}$ is of type III when $\pi_{\lambda} = \varpi e(A)$ and $\lambda = 1/c_A$ from Corollary 1.7.

(iv) The tensor product $\otimes \varphi$ in (1.2) was originally introduced such that it makes sense among permutative representations of Cuntz-Krieger algebras [25] but it was not constructed as an operation among KMS states or type III representations. However, Theorem 1.5 sounds too good. It glance at a certain system below. We consider a relation between $\otimes \varphi$ and $\otimes$ in Appendix B.

(v) Any KMS state in [26] is written as $\rho a$ in (1.9) for a certain $a \in \Lambda(*)$. This will be proved in § 3.4.

(vi) In this paper, we treat special KMS states over Cuntz-Krieger algebras but not general KMS states. We do not know tensor products of general cases. A slightly general case is considered in § 3.5.
In §2, we review states and representations of C*-algebras. In §3 we review KMS states over Cuntz-Krieger algebras and prove main theorems in §1.4. In §4 we will compute tensor products of type III representations of Cuntz algebras. In §5 we will show formulae of tensor powers of representations.

2 States and representations of C*-algebras

In this section, we review states and representations of C*-algebras.

2.1 Equivalences and the type of a representation

We review factor representations, two equivalences of representations and the type of a representation [2, 8, 27, 32].

Let $A$ be a C*-algebra. A nondegenerate representation $(\mathcal{H}, \pi)$ of $A$ is called a factor (or primary or factorial) representation if $\pi(A)''$ is a factor. For two representations $\pi_1$ and $\pi_2$ of $A$, we state that $\pi_1$ and $\pi_2$ are unitarily equivalent (or spatially equivalent) if there exists a unitary $u$ such that $\pi_2(x) = u\pi_1(x)u^*$ for each $x \in A$; $\pi_1$ and $\pi_2$ are quasi-equivalent if there exists a $*$-isomorphism $f$ from $\pi_1(A)''$ to $\pi_2(A)''$ such that $f(\pi_1(x)) = \pi_2(x)$ for each $x \in A$; $\pi_1$ and $\pi_2$ are disjoint if no subrepresentation of $\pi_1$ is equivalent to a subrepresentation of $\pi_2$.

Let $\simeq$ and $\approx$ be as in §1.1. We review known results as follows: For two representations $\pi_1$ and $\pi_2$, $\pi_1 \approx \pi_2$ if and only if $\pi_1 \simeq \pi_2$ up to multiplicity. Especially, when $\pi_1$ and $\pi_2$ are irreducible, $\pi_1 \approx \pi_2$ if and only $\pi_1 \simeq \pi_2$. Two factor representations are either disjoint or quasi-equivalent. Any irreducible representation is a factor representation. For a set $\{\pi_i\}$ of pairwise disjoint representations of a C*-algebra $A$, $(\oplus \pi_i)(A)'' = \oplus \pi_i(A)''$.

A nondegenerate representation $\pi$ of a C*-algebra $A$ is said to be (pure) type $X$ if $\pi(A)''$ is of type $X$ for $X=I$, II, III, $\Pi_1$, $\Pi_\infty$. The type of a representation is invariant under quasi-equivalence.

Lemma 2.1 ([8], § 5.6.6) Let $\pi_1, \pi_2$ be two representations of a C*-algebra in separable spaces and assume that $\pi_1$ or $\pi_2$ is of type III. Then $\pi_1 \approx \pi_2$ implies $\pi_1 \simeq \pi_2$.

2.2 KMS states

In this subsection, we review basic facts of KMS states according to [3].
Definition 2.2  
(i) Let $(\mathcal{A}, R, \tau)$ be a $C^*$-dynamical system. The state $\rho$ over $\mathcal{A}$ is a $\tau$-KMS state at value $\beta \in \mathbb{R}$, or a $(\tau, \beta)$-KMS state, if $\rho(\tau(a)^{\beta}(b)) = \rho(ba)$ for all $a, b$ in a norm dense, $\tau$-invariant *-subalgebra of $\mathcal{A}$. We call $\beta$ the inverse temperature of $\rho$.

(ii) A state $\rho$ over a $C^*$-algebra $\mathcal{A}$ is a KMS state if there exists an action $\tau$ of $\mathbb{R}$ on $\mathcal{A}$ and $\beta \in \mathbb{R}$ such that $\rho$ is a $(\tau, \beta)$-KMS state.

Note that a $(\tau_{\theta t}, \beta)$-KMS state coincides with a $(\tau_{\theta' t}, \beta')$-KMS state when $\theta \beta = \theta' \beta'$. From this, $(\tau_{\gamma t}, \gamma^{-1} \beta)$-KMS state $\rho$ is independent in the choice of $\gamma \in \mathbb{R} \setminus \{0\}$.

A state $\rho$ is a factor state (or factorial state or primary state) if the GNS representation of $\rho$ is a factor representation [2, 8]. Let $K_{\beta}(\tau)$ denote the set of all $(\tau, \beta)$-KMS states. For $\rho \in K_{\beta}(\tau)$, $\rho$ is an extremal point of $K_{\beta}(\tau)$ if and only if $\rho$ is a factor state. From this, if $(\tau, \beta)$-KMS state exists uniquely, then it is a factor state.

We prepare a lemma about $C^*$-subalgebras and their representations.

Lemma 2.3 ([14], Remark 4.2) Let $\rho$ be a KMS state over a unital $C^*$-algebra $\mathcal{B}$ and let $\mathcal{C}$ be a unital $C^*$-subalgebra of $\mathcal{B}$. Let $\pi_\rho$ and $\pi|_\mathcal{C}$ denote the GNS representations of $\mathcal{B}$ and $\mathcal{C}$ with respect to $\rho$ and $\rho|_\mathcal{C}$, respectively. Then $(\pi_\rho)|_\mathcal{C}$ and $\pi|_\mathcal{C}$ are quasi-equivalent.

3 KMS states over Cuntz-Krieger algebras

We review KMS states and their GNS representations of Cuntz-Krieger algebras in this section. Proofs of main theorems in §1.4 will be given in §3.4. Let $M_n(\{0, 1\})$ and $M_*(\{0, 1\})$ be as in §1.1 and (1.1), respectively.

3.1 Perron-Frobenius theorem

If a non-negative matrix $A$ is irreducible, the Perron-Frobenius theorem guarantees the existence of the strictly positive eigenvector with respect to the simple root $\alpha$ of the characteristic polynomial such that $\alpha \geq |b|$ for any other eigenvalue $b$. From the Perron-Frobenius theorem, the statement at the beginning of §1.3 is rewritten as follows.

Lemma 3.1 For any $A \in M_n(\{0, 1\})$ and $\omega = (\omega_1, \ldots, \omega_n) \in \mathbb{R}_+^n$, there exists unique $\beta > 0$ such that the vector

$$a \equiv (e^{-\beta \omega_1}, \ldots, e^{-\beta \omega_n})$$

(3.1)

belongs to $\Lambda(A)$ in (1.7).
3.2 Cuntz-Krieger algebras

For $A = (A_{ij}) \in M_n(\{0, 1\})$, $O_A$ is the Cuntz-Krieger algebra of $A$ if $O_A$ is a $C^*$-algebra which is universally generated by partial isometries $s_1, \ldots, s_n$ and they satisfy $s_i^* s_i = \sum_{j=1}^{n} A_{ij} s_j s_j^*$ for $i = 1, \ldots, n$ and $\sum_{i=1}^{n} s_i s_i^* = I$ [6]. The C$^*$-algebra $O_A$ is simple if and only if $A \in M_*(\{0, 1\})$. For methods to construct representations of $O_A$, see [17, 18, 19]. For type I representations (especially, irreducible representations) of $O_A$, see [18]. There exists no type II representation of $O_A$ when $O_A$ is simple because $O_A$ is purely infinite ([28], Rørdam, Proposition 4.4.2) and a purely infinite C$^*$-algebra has no nondegenerate lower semicontinuous trace ([2], Proposition V.2.2.29). For embeddings of Cuntz-Krieger algebras, see [16].

3.3 KMS states over Cuntz-Krieger algebras

According to [13, 26], we review certain KMS states and their representations of Cuntz-Krieger algebras. For $\omega = (\omega_1, \ldots, \omega_n) \in R_+^n$ and $t \in R$, define the $*$-automorphism $\alpha^\omega_t$ of $O_A$ by

$$\alpha^\omega_t(s_i) \equiv e^{\sqrt{-1} \omega_i t} s_i \quad (i = 1, \ldots, n).$$

Then $\alpha^\omega$ is a one-parameter automorphism group of $O_A$.

**Theorem 3.2** ([13], Proposition 18.3, Theorem 18.5) Assume that $A \in M_n(\{0, 1\})$ and $\alpha^\omega$ is as in (3.2). Choose $\beta > 0$ for $A$ and $\omega$ is as in Lemma 3.1. Then an $\alpha^\omega$-KMS state $\phi^\omega$ over $O_A$ with an inverse temperature $\beta$ is given as follows:

$$\phi^\omega(s_J s_K^*) = \delta_{JK} e^{-\beta \omega_1} \cdots e^{-\beta \omega_m} x_{jm}$$

where $s_J s_K^* \neq 0$ for $J = (j_1, \ldots, j_m) \in \{1, \ldots, n\}^m$ and $K \in \cup_{l \geq 1} \{1, \ldots, n\}^l$ where $x = (x_1, \ldots, x_n)$ is the Perron-Frobenius eigenvector of $\hat{a}A$ for $a$ in Lemma 3.1 such that $x_1 + \cdots + x_n = 1$. Furthermore, an $\alpha^\omega$-KMS state is unique and $\beta$ is also unique.

**Theorem 3.3** ([20], Theorem 4.2) In addition to assumptions in Theorem 3.2, let $\pi^\omega$ denote the GNS representation of $O_A$ by $\phi^\omega$, $M \equiv \pi^\omega(O_A)'$ and let $G$ denote the closed subgroup of the additive group $R$ generated by $\beta \omega_i$ for all $i$.

(i) If $\omega_i/\omega_j \in Q$ for all $i, j \in \{1, \ldots, n\}$, then $M$ is an AFD factor of type III$_\lambda$ for $\lambda = e^{-r}$, where $G = rZ$ for some $r \in R_+$. 
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If $\omega_i/\omega_j \notin \mathbb{Q}$ for some $i, j \in \{1, \ldots, n\}$, then $M$ is an AFD factor of type $\text{III}_1$.

3.4 Proofs of main theorems

We prove main theorems in this subsection.

Proof of Lemma 1.1. (i) Let $\pi_{12}$ be a representation of $O_2$ with a cyclic vector $\Omega$ such that $\pi_{12}(s_1s_2)\Omega = \Omega$. Then such a representation exists uniquely up to unitary equivalence and it is irreducible. Let $P_2(12)$ denote the unitary equivalence class of $\pi_{12}$. By § 4.1 in [23], the irreducible decomposition of $k$ times tensor power $P_2(12)^{\otimes k}$ of $P_2(12)$ is multiplicity-free with $2^{k-1}$ irreducible components for each $k \geq 1$. Since $P_2(12)$ is irreducible, it is a (class of) factor representation. However, $P_2(12)^{\otimes k}$ is not when $k \geq 2$.

(ii) For $i = 1, \ldots, n$, let $\pi_i$ be a representation of $O_n$ with a cyclic vector $\Omega_i$ such that $\pi_i(s_i)\Omega_i = \Omega_i$. Then such a representation exists uniquely up to unitary equivalence and it is irreducible. Furthermore $\pi_i \not\simeq \pi_j$ when $i \neq j$. Let $P_n(i)$ denote the unitary equivalence class of $\pi_i$. By § 4.1 in [23], $P_2(1) \otimes_{\varphi} P_2(2) = P_4(2)$ and $P_2(2) \otimes_{\varphi} P_2(1) = P_4(3)$. Since both $P_4(2)$ and $P_4(3)$ are irreducible and $P_4(2) \not\simeq P_4(3)$, $P_4(2) \not\simeq P_4(3)$. Hence the statement holds.

(iii) By the definition of $\otimes_{\varphi}$, the statement holds.

(iv) Let $\pi_{12}$ and $\Omega$ be as in the proof of (i). Assume $\|\Omega\| = 1$. Define the state $\rho$ over $O_2$ by $\rho \equiv \langle \Omega \mid \pi_{12}(\cdot) \Omega \rangle$. Then we see that $\rho \otimes_{\varphi} \rho = \langle \Omega \otimes \Omega \mid (\pi_{12} \otimes_{\varphi} \pi_{12})(\cdot) \Omega \otimes \Omega \rangle$.

On the other hand, $\pi_{12} \otimes_{\varphi} \pi_{12}$ has just two irreducible components and is multiplicity-free, and $\pi_{12} \simeq \pi_{\rho}$. On the other hand, $\pi_{\rho} \otimes_{\varphi} \rho$ is irreducible. Hence the statement holds.

Remark that the statement in § 3.2 of [23] is wrong. In general, $(\pi_{\rho_1} \otimes_{\varphi} \pi_{\rho_2})|_{\mathcal{K}}$ and $\pi_{\rho_1} \otimes_{\varphi} \pi_{\rho_2}$ are unitarily equivalent where $\mathcal{K}$ denotes the cyclic representation space with the tensor product $\Omega_{\rho_1} \otimes \Omega_{\rho_2}$ of GNS cyclic vectors as the cyclic vector.

Proof of Theorem 1.5. (i) For any $A \in M_n(C), B \in M_m(C)$ and $x \in C^n, y \in C^m$, we see that $x \boxtimes y (A \boxtimes B) = xA \boxtimes yB \in M_{nm}(C)$ and $(A \boxtimes B)(x \boxtimes y) = Ax \boxtimes By \in C^{nm}$. From these, if $x$ and $y$ are the Perron-Frobenius eigenvectors of $\hat{a}A$ and $\hat{b}B$, respectively, then $x \boxtimes y$ is also that of the matrix $\hat{a}A \boxtimes \hat{b}B$. From this, the statement holds.
(ii) From (i), $\rho_{a \boxtimes b}$ is well-defined. By definitions of $\otimes \varphi$ and $\rho a$, the statement is verified directly.

(iii) For $a = (a_1, \ldots, a_n) \in \Lambda(A)$, define $\omega \equiv (-\log a_1, \ldots, -\log a_n)$. Then $\rho a$ in (1.9) coincides with $\varphi^\omega$ in (3.3) and the inverse temperature 1. Therefore $\rho a$ is the unique $(\alpha \omega, 1)$-KMS state over $\mathcal{O}_A$.

Assume that $a \in \Lambda(A)$ and $b \in \Lambda(B)$. Let $C \equiv \varphi_{A,B}(\mathcal{O}_{A \boxtimes B})$, $B \equiv \mathcal{O}_A \otimes \mathcal{O}_B$ and $\rho \equiv \rho a \otimes \rho b$. Then $\rho$ is a state over the unital C*-algebra $B$. By the definition of $\otimes \varphi$, $\rho a \otimes \rho b = \rho|_C$. From (ii), $\rho_{a \boxtimes b} = \rho|_C$. By this and the definition of $\varpi a$,

$$\varpi a \otimes \varpi b = (\varpi a \otimes \varpi b)|_C.$$  

On the other hand, $\varpi a \otimes \varpi b = (\varpi a \otimes \varpi b)|_C$. Since $\varpi a \otimes \varpi b$ is unitarily equivalent to the GNS representation $\pi_\rho$ of $B$ by $\rho$, we can identify $\pi_\rho$ with $\varpi a \otimes \varpi b$. Hence

$$\varpi a \otimes \varpi b = (\pi_\rho)|_C.$$  

From Lemma 2.3, $\varpi a \otimes \varpi b \approx \varpi a \otimes \varpi b$. By Theorem 1.2 and Lemma 2.1, the statement holds.

In Theorem 3.2, let $a$ be as in (3.1). Then $a$ belongs to $\Lambda(A)$ in (1.7). We see that $\rho a$ in (1.9) coincides with $\varphi^\omega$ in (3.3). From this and the proof of Theorem 1.5(ii), the set of all KMS states in Theorem 3.3 coincides with the set $\{\rho a : a \in \Lambda(*)\}$.

Proof of Corollary 1.7. Since $c_{A \boxtimes B} = c_{A \boxtimes B}$, $e(A \boxtimes B) = e(A) \otimes e(B)$. This implies the statement.

3.5 Tensor products of general KMS states

We consider the sufficient condition such that the tensor product of two (slightly) general KMS states is also a KMS state.

Lemma 3.4 Let $(\mathcal{O}_A, \mathbf{R}, \alpha^{(i)})$ be a C*-dynamical system and let $\rho_i$ be an $\alpha^{(i)}$-KMS state over $\mathcal{O}_A$ with an inverse temperature $\beta_i \neq 0$ such that the KMS condition holds on an $\alpha^{(i)}$-invariant dense $*$-subalgebra $\mathcal{B}_i$ of $\mathcal{O}_A$ for $i = 1, 2$. We assume the following conditions:

(i) there exists a dense $*$-subalgebra $\mathcal{C}$ of $\mathcal{O}_A \boxtimes \mathcal{A}_2$ such that $\varphi_{A_1,A_2}(\mathcal{C})$ is included in the algebraic tensor product $\mathcal{B}_1 \otimes \mathcal{B}_2$ where $\varphi_{A_1,A_2}$ is as in (1.3),

$$\mathcal{O}_A \boxtimes \mathcal{O}_B \subseteq \mathcal{O}_A \otimes \mathcal{O}_B.$$

Since $c_{A \boxtimes B} = c_{A \boxtimes B}$, $e(A \boxtimes B) = e(A) \otimes e(B)$. This implies the statement.
(ii) \((\alpha^{(1)} \otimes \alpha^{(2)})(\varphi_{A_1, A_2}(C)) \subset \varphi_{A_1, A_2}(C)\).

Define the action \(\alpha^{(1)} \otimes \varphi \alpha^{(2)}\) of \(R\) on \(O_{A_1 \otimes A_2}\) by
\[
(\alpha^{(1)} \otimes \varphi \alpha^{(2)})_t \equiv \varphi_{A_1, A_2}^{-1} \circ (\alpha^{(1)}_{\beta_1 t} \otimes \alpha^{(2)}_{\beta_2 t}) \circ \varphi_{A_1, A_2} \quad (t \in R).
\]

Then \(\rho_1 \otimes \varphi \rho_2\) is an \(\alpha^{(1)} \otimes \varphi \alpha^{(2)}\)-KMS state over \(O_{A_1 \otimes A_2}\) with an inverse temperature 1.

**Proof.** Let \(x, y \in C\). By assumption, there exist \(x_1', \ldots, x_i', y_1', \ldots, y_k' \in B_1\) and \(x_1'', \ldots, x_i'', y_1'', \ldots, y_k'' \in B_2\) such that \(\varphi_{A_1, A_2}(x) = \sum_i x_i \otimes x_i'\) and \(\varphi_{A_1, A_2}(y) = \sum_i y_i \otimes y_i''\). Then we can verify that
\[
(\rho_1 \otimes \varphi \rho_2)(x (\alpha^{(1)} \otimes \varphi \alpha^{(2)})_t(y)) = \sum_{i,j} \rho_1(x_i' \alpha^{(1)}_{\beta_1 t}(y_j')) \rho_2(x_i'' \alpha^{(2)}_{\beta_2 t}(y_j'')) \quad (3.4)
\]
for each \(t \in R\). On the other hand,
\[
\sum_{i,j} \rho_1(y_j' x_i') \rho_2(y_j'' x_i'') = (\rho_1 \otimes \varphi \rho_2)(yx). \quad (3.5)
\]

We obtain the KMS condition for \(\rho_1 \otimes \varphi \rho_2\) on \(C\) by taking the limit \(t \to \sqrt{-1}\) in \((3.4)\).

From the definition of \(\varphi_{A,B}\) in \([1.0]\) and Lemma 3.4, the following holds.

**Corollary 3.5** In addition to Lemma 3.4, if \(B_1\) and \(B_2\) are \(*\)-subalgebras generated by canonical generators of \(O_{A_1}\) and \(O_{A_2}\), respectively, then \(C\) can be taken as the dense \(*\)-subalgebra generated by canonical generators of \(O_{A_1 \otimes A_2}\).

4 **Cases of Cuntz algebras**

We show cases of Cuntz algebras in this section.

4.1 **KMS states over \(O_n\)**

GNS representations of KMS states over Cuntz algebras were studied by [14]. We rewrite them as special cases of Cuntz-Krieger algebras. For \(n \geq 2\), let \(\text{Int}\Delta_{n-1}\) denote the interior of the \(n-1\)-simplex, that is, \(\text{Int}\Delta_{n-1} \equiv \{(a_1, \ldots, a_n) \in \mathbb{R}^n : \sum_{j=1}^n a_j = 1, a_i > 0 \text{ for all } i\}\). Define \(F_n \in \mathcal{M}_n(\{0,1\})\) by
\[
(F_n)_{ij} = 1 \quad (i, j = 1, \ldots, n). \quad (4.1)
\]
Let $\Lambda(A)$ be as in (1.7). Then we see that $\Lambda(F_n) \subset \text{Int}\Delta_{n-1}$. Since an eigenvalue of $\hat{a}F_n$ is 0 or 1 for each $a \in \text{Int}\Delta_{n-1}$, the following holds.

**Lemma 4.1** ([14], § 2.1) For each $n \geq 2$, $\Lambda(F_n) = \text{Int}\Delta_{n-1}$.

For a finite set $\{p_1, \ldots, p_n\}$ of natural numbers, let $\gcd\{p_1, \ldots, p_n\}$ denote the greatest common divisor of $\{p_1, \ldots, p_n\}$. From Theorem 1.2 and Lemma 4.1, the following holds.

**Proposition 4.2** If $p_1, \ldots, p_n \in \mathbb{N}$ and $\lambda > 0$ satisfy that $\gcd\{p_1, \ldots, p_n\} = 1$ and

$$\lambda p_1 + \cdots + \lambda p_n = 1,$$

then the representation $\varpi_{(\lambda^{p_1}, \ldots, \lambda^{p_n})}$ of $\mathcal{O}_n$ is of type $\text{III}_\lambda$.

From Proposition 4.2, $\lambda$ is an algebraic number when $\varpi_a$ is of type $\text{III}_\lambda$. This was pointed out by Theorem 4.7(ii) in [14].

For $a \in \Lambda(F_n)$, $a$ is also the Perron-Frobenius eigenvector of $\hat{a}F_n$ which satisfies the assumption for $x$ in (1.9). Hence the KMS state $\rho_a$ over $\mathcal{O}_n$ in (1.9) is given as follows:

$$\rho_a(s_J s_K^*) = \delta_{JK} a_J \quad (J, K \in \cup_{l \geq 0} \{1, \ldots, n\}^l) \quad (4.2)$$

where $s_1, \ldots, s_n$ denote canonical generators of $\mathcal{O}_n$ and $a_J = a_{j_1} \cdots a_{j_m}$ when $J = (j_1, \ldots, j_m)$. This type state is called quasi-free [11]. Especially, when $a = (\frac{1}{n}, \ldots, \frac{1}{n})$, we write $\rho^{(n)}$ as $\rho_a$. Then the following holds:

(i) ([3], Example 5.3.27) $\rho^{(n)}(s_J s_K^*) = \delta_{JK} n^{-|J|}$ for $J, K \in \cup_{l \geq 0} \{1, \ldots, n\}^l$ where $|J| \equiv k$ for $J = (j_1, \ldots, j_k)$.

(ii) $\rho^{(n)} \otimes \varphi \rho^{(m)} = \rho^{(nm)}$ for each $n, m \geq 2$.

### 4.2 Formulae of tensor product

We show several formulae of tensor products of (unitary equivalence classes of) representations of Cuntz algebras in this subsection. From Corollary 1.6, the essential computation is reduced to that of $\lambda(a \boxtimes b)$. For $F_n$ in (4.1), we compute $\lambda(a \boxtimes b)$ for $a, b \in \Lambda(F_n)$.

**Example 4.3** We consider the case of $\mathcal{O}_2$. Define $a, b, c \in \Lambda(F_2)$ by

$$a = \left(\frac{1}{3}, \frac{2}{3}\right), \quad b = \left(\frac{1}{2}, \frac{1}{2}\right), \quad c = \left(\frac{\sqrt{5} - 1}{2}, \left\{\frac{\sqrt{5} - 1}{2}\right\}\right).$$

From Theorem 1.2 and Lemma 1.3, $\lambda(a) = 1$, $\lambda(b) = \frac{1}{2}$ and $\lambda(c) = \frac{\sqrt{5} - 1}{2}$. Hence $\varpi_a$, $\varpi_b$ and $\varpi_c$ are of type $\text{III}_1$, $\text{III}_{\frac{1}{2}}$, $\text{III}_{\sqrt{5} - 1}$, respectively.
(i) Since \( a \boxtimes b = (\frac{1}{6}, \frac{1}{6}, \frac{1}{3}, \frac{1}{3}) \) and \( \log \frac{1}{6} / \log \frac{1}{3} \notin \mathbb{Q} \), \( \varpi a \otimes_\varphi \varpi b \) is of type III$_1$.

(ii) Since \( b \boxtimes c = (\sqrt{\frac{5}{4}} - \frac{1}{4}, \sqrt{\frac{5}{4}} - \frac{1}{4}, \sqrt{\frac{5}{4}} - \frac{1}{4}, \sqrt{\frac{5}{4}} - \frac{1}{4}) \) and \( \log \sqrt{\frac{5}{4}} - \frac{1}{4} / \log (\sqrt{\frac{5}{4}} - \frac{1}{4}) \notin \mathbb{Q} \), \( \varpi b \otimes_\varphi \varpi c \) is of type III$_1$.

Furthermore, we show the following.

**Proposition 4.4** For any \( n, m \geq 2 \), there exists \( \{a_n : n \geq 2\} \) such that \( a_n \in \Lambda(F_n) \), both \( \varpi a_n \) and \( \varpi a_n \otimes_\varphi \varpi a_m \) are of type III$_1$ for each \( n, m \geq 2 \).

**Proof.** We prepare the following fact:

If \( k \) is an odd integer greater than equal 3, then \( \log \frac{k}{\log k} \notin \mathbb{Q} \). (4.3)

This can be proved by reduction to absurdity.

For \( n \geq 2 \), define \( a_n \in \Lambda(F_n) \) by

\[
 a_n \equiv \begin{cases} 
 \left( \frac{1}{n+1}, \ldots, \frac{1}{n+1}, \frac{2}{n+1} \right) & \text{when } n \text{ is even}, \\
 \left( \frac{1}{n+2}, \ldots, \frac{1}{n+2}, \frac{2}{n+2} \right) & \text{when } n \text{ is odd}.
\end{cases}
\]

From Theorem 1.2(ii), Lemma 1.3 and (4.3), \( \varpi a_n \) is of type III$_1$ for each \( n \geq 2 \). By definition, there exists an odd integer \( k \) which is greater than equal 9, and any component of \( a_n \boxtimes a_m \) is \( \frac{1}{k} \) or \( \frac{2}{k} \) or \( \frac{4}{k} \). From Lemma 1.3 and (4.3), \( \lambda(a_n \boxtimes a_m) = 1 \). Since \( \varpi a_n \otimes_\varphi \varpi a_m \) is of type III$_1 \lambda(a_n \boxtimes a_m)$, the statement holds.
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### 5 Tensor powers of representations

We consider the power of tensor product (= tensor power) of representations in this section. For a (unitary equivalence class of) representation \( \pi \) of \( O_A \), let \( \pi^\otimes k \) denote \( \pi \otimes_\varphi \cdots \otimes_\varphi \pi \) (\( k \) times). For \( a \in \Lambda(A) \), let \( \lambda(a) \) be as in (1.10). From Corollary 1.6, \( \varpi a^\otimes k \) is of type III$_1 \lambda(a^\otimes k)$ for \( k \geq 1 \) where \( a^\otimes k \equiv a \otimes_\varphi \cdots \otimes_\varphi a \) (\( k \) times). Remark that \( \lambda(a^\otimes k) \neq \lambda(a)^k \) in general. From Corollary 1.7, \( \varpi a^\otimes k \) is of type III$_1 \lambda(a)^k$ for each \( k \geq 1 \).
5.1 Tensor powers of type III<sub>1</sub> factor representations

**Proposition 5.1** For any \( A \in M_\ast\{0, 1\}\) and \( a \in \Lambda(A) \), if \( \varpi a \) is of type III<sub>1</sub>, then \( \varpi a \otimes x^k \) is also of type III<sub>1</sub> for each \( k \geq 1 \).

**Proof.** Assume \( a = (a_1, \ldots, a_n) \). By assumption and Lemma 1.3, there exist \( i, j \) such that \( \log a_i / \log a_j \not\in \mathbb{Q} \). On the other hand, \( a_i^k \) and \( a_j^k \) always appear as components of \( a^{\otimes k} \). Then \( \log a_i^k / \log a_j^k = \log a_i / \log a_j \not\in \mathbb{Q} \). From this, \( \lambda(a^{\otimes k}) = 1 \) for any \( k \geq 1 \). Hence the statement holds.

5.2 Periodicity of the tensor power of a representation of \( O_2 \)

We show formulae of tensor power of representations of \( O_2 \) in this subsection. For \( \Lambda(\ast) \) in (1.7) and \( F_2 \) in (1.1), let \( \Lambda_2 \equiv \Lambda(F_2) \). From Lemma 4.1, \( \Lambda_2 = \{(x, 1-x) \in \mathbb{R}_+^2 : 0 < x < 1\} \). For \( a \in \Lambda_2 \), let \( \rho a \) be as in (4.2). For any \( (a, b) \in \Lambda_2 \), let \( \varpi(a, b) \) denote the GNS representation of \( O_2 \) by \( \rho(a, b) \). We compute the type of \( \varpi(a, b) \).

**Proposition 5.2** If \( x > 0 \) and \( p, q \in \mathbb{N} \) satisfy that

\[
gcd\{p, q\} = 1 \quad \text{and} \quad x^p + x^q = 1,
\]

then \( \varpi(a, b)^{\otimes k} \) is of type III<sub>x<sub> for each \( k \geq 1 \) where

\[
r \equiv \gcd\{|p - q|, k\}
\]

and we define \( \gcd\{k, 0\} \equiv k \) for convenience.

**Proof.** Since \( \varpi(a, b)^{\otimes k} \) is of type III<sub>\lambda((a, b)^{\otimes k})</sub>, we compute \( \lambda((a, b)^{\otimes k}) \) as follows.

Let \( a = (x^p, x^q) \). Assume \( p = q \). Since \( \gcd\{p, q\} = 1 \), \( (p, q) = (1, 1) \). Then \( a^{\otimes k} = (x^k, \ldots, x^k) \). Therefore \( \lambda(a^{\otimes k}) = x^k \). Hence the statement holds.

Assume \( t \equiv p - q > 0 \) and \( r \equiv \gcd\{k, t\} \). By assumption, \( \gcd\{t, q\} = 1 \). Then we can write \( k = rt_0 \) and \( t = rt_0 \) for some \( k_0, t_0 \in \mathbb{N} \) such that \( \gcd\{k_0, t_0\} = 1 \). For any component of \( a^{\otimes k} \), there exists \( i \in \{0, \ldots, k\} \) such that it is written as \( x^{pi + q(k - i)} \). Define \( l_i \equiv pi + q(k - i) \) for \( i = 0, \ldots, k \). Since \( l_i = (t_0i + qk_0) \) for \( l_i \), \( l_i \) can be divided by \( r \) for any \( i \). Especially, we can verify that \( \gcd\{k_0, l_1\} = 1 \). Therefore \( \gcd\{l_0, l_1, \ldots, l_k\} = r \). In consequence, there exist \( m_1, \ldots, m_2k \in \mathbb{N} \) such that \( \gcd\{m_1, \ldots, m_2k\} = 1 \) and \( a^{\otimes k} = (y^{m_1}, \ldots, y^{m_2k}) \) for \( y \equiv x^r \). This implies the statement.

As is the case with \( p - q > 0 \), the case \( p - q < 0 \) can be proved.
Example 5.3  (i) If $p \in \mathbb{N}$ and $x \in \mathbb{R}_+$ satisfy

$$x^{p+1} + x^p - 1 = 0,$$

then $\varpi^{\otimes \varphi^k}_{(x^{p+1}, x^p)}$ is of type III$_x$ for each $k \in \mathbb{N}$. Especially, when $p = 1$,

$\{\varpi ((\sqrt{\varphi - 1}^2, \sqrt{\varphi - 1}))^{\otimes \varphi^k} \}$ is of type III$_{\sqrt{\varphi - 1}}$ for each $k \geq 1$.

(ii) Let $x$ be a (unique) positive solution of the equation $x^3 + x - 1 = 0$. If $a = (x, x^3)$, then

$$\varpi^{\otimes \varphi^k}_a \text{ is } \begin{cases} \text{of type III}_x & (k \text{ is odd}), \\ \text{of type III}_{x^2} & (k \text{ is even}). \end{cases}$$

(iii) Let $x$ be the positive real solution of the equation

$$x^{11} + x^5 - 1 = 0.$$  

Define $a = (x^{11}, x^5)$. Then

$$\varpi^{\otimes \varphi^k}_a \text{ is } \begin{cases} \text{of type III}_{x^6} & (k \equiv 0 \text{ mod } 6), \\ \text{of type III}_{x^3} & (k \equiv 3 \text{ mod } 6), \\ \text{of type III}_{x^2} & (k \equiv 2 \text{ mod } 6), \\ \text{of type III}_x & (\text{otherwise}). \end{cases}$$

In consequence, the tensor power has periodicity arising from the periodicity of the function $\mathbb{N} \ni k \mapsto \gcd\{a, k\}$ when $a \geq 1$.
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Appendix

A Tensor products of type III factors

We review tensor products of type III factors. In general the tensor product of two type III factors is also a type III factor. Therefore the tensor product of a type III$_\lambda$ factor and a type III$_\mu$ factor for $0 \leq \lambda, \mu \leq 1$ is also a type III$_\nu$ factor for a certain $0 \leq \nu \leq 1$. We roughly write this as follows:

$$\text{III}_\lambda \otimes \text{III}_\mu = \text{III}_\nu$$  \hfill (A.1)

However such $\nu$ is not uniquely determined from given $\lambda, \mu$ in general \cite{5}. Consequently, (A.1) makes no sense and the parameter $0 \leq \lambda, \mu \leq 1$ of Connes’ classification of type III factors is not compatible with the tensor product of factors in general.

Exceptionally, when the L.H.S. in (A.1) is the tensor product of AFD type III factors, $\nu$ is uniquely determined from given $0 < \lambda, \mu \leq 1$ in (A.1) as follows (\cite{2}, III.3.1.14):

$$\nu = \begin{cases} 
\tau & \text{if } 0 < \lambda, \mu < 1, \text{ and there exists } (p,q) \in \mathbb{N}^2 \text{ such that } \gcd\{p,q\} = 1 \text{ and } (\lambda,\mu) = (\tau^p,\tau^q) \\
1 & \text{otherwise}. 
\end{cases}$$

B Several kinds of tensor product of representations

We review basic facts of tensor product of representations. First, we remark that there are non-negligible differences between group theory and algebra theory with respect to terminologies of tensor product of representations. In order to explain this, we start with tensor products of representations in group theory.

For a representation $\pi_i$ of a group $G_i$ for $i = 1,2$, define the representation $\pi_1 \otimes_{\text{out}} \pi_2$ of $G_1 \times G_2$ by $(\pi_1 \otimes_{\text{out}} \pi_2)(g_1,g_2) \equiv \pi_1(g_1) \otimes \pi_2(g_2)$ for $(g_1,g_2) \in G_1 \times G_2$. The representation $\pi_1 \otimes_{\text{out}} \pi_2$ is called the outer tensor product of representations of $\pi_1$ and $\pi_2$ \cite{31}. In addition, when $G_1 = G_2 = G$, let $\iota$ denote the diagonal embedding of $G$ into $G \times G$. Then

$$\pi_1 \otimes_{\text{inn}} \pi_2 \equiv (\pi_1 \otimes_{\text{out}} \pi_2) \circ \iota$$
is called the inner tensor product (or Kronecker product [30]) of $\pi_1$ and $\pi_2$, that is, $(\pi_1 \otimes_{inn} \pi_2)(g) = \pi_1(g) \otimes_{inn} \pi_2(g)$ for $g \in G$. In usual, $\pi_1 \otimes_{inn} \pi_2$ is written as $\pi_1 \otimes \pi_2$ and the inner tensor product of representations is called the tensor product of representations for simplicity of description. Almost always, the tensor product of representations in group theory means the inner tensor product of representations.

On the other hand, for a representation $\pi_i$ of an algebras $A_i$ for $i = 1, 2$, the tensor product representation $\pi_1 \otimes \pi_2$ of $\pi_1$ and $\pi_2$ is uniquely defined as the outer tensor product representation of $\pi_1$ and $\pi_2$ for $A_1 \otimes A_2$ because there is no way to define the inner tensor product for algebras in general. Especially, the tensor product of representations means the outer tensor product representation in the theory of operator algebras in usual.

If an algebra $A$ has a (coassociative) comultiplication $\Delta \in \text{Hom}(A, A \otimes A)$ [15], then we can define the (associative) inner tensor product (or the Kronecker product [9]) of representations $\pi_1$ and $\pi_2$ of $A$ by

$$\pi_1 \otimes_{inn} \pi_2 \equiv (\pi_1 \otimes \pi_2) \circ \Delta.$$  

Remark that the operation $\otimes_{inn}$ depends on the choice of $\Delta$ in this case. Here we omit topological problems of tensor product of topological algebras for simplification.

At the last, we see that the product $\boxdot$ of vectors in (1.11) can be regarded as the “Kronecker product of diagonal matrices”. From Theorem [15] the “Kronecker product $\boxdot$ of vectors” and the “Kronecker product $\otimes_{\varphi}$ of representations” are very close. This is an interesting accidental coincidence of the terminology “Kronecker product.”
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