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Abstract—Cognitive Radio Network (CRN) has become a promising technology to overcome the problem of insufficient spectrum utilization. However, the CRN is susceptible to the well-known jamming attack, which reduces its spectrum utilization efficiency. Existing jamming identification schemes and their countermeasure typically require prior statistical information about the communication channel and jamming pattern. This is quite an impractical assumption in the real context. The prime research problem is that the existing schemes are mainly associated with higher computational costs and communication overhead. Hence, the proposed manuscript presents a non-device-centric and efficient anti-jamming mechanism in the form of higher spectrum utilization driven by reinforcement learning techniques to address this above-stated problem. The proposed anti-jamming mechanism is modeled in two phases of implementation. First, the design of the customized environment is introduced as a single wideband cognitive-communication channel where a jammer signal sweeps transversely in the entire band of interest. Secondly, an intelligent agent is designed based on a model-free off-policy algorithm that operates over the same spectrum band. The agent uses its frequency-band knowledge discovery capability to learn frequency band selection and preference strategies to detect and avoid jamming signals, maximizing its successful transmission rate. The simulation results show that the proposed anti-jamming mechanism can effectively eliminate interference and is efficient in power usage and Signal to Noise Ratio (SNR) compared to other existing advanced algorithms.
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I. INTRODUCTION

Cognitive Radio (CR) is a communication system that perceives its environment and autonomously adjusts according to its radio operating parameters. It has been introduced to address the contradiction between the constrained spectrum resource and the growing demand for spectrum [1]. CR dynamically proposes access to the spectrum, thereby making opportunistic and intelligent use of the spectrum to both Primary User (PU) and Secondary User (SU) [2]. However, a significant security concern arises due to Cognitive Radio Networks (CRNs) openness and dynamic nature [3]-[4]. Since many research studies have been presented in literature towards spectrum sensing and accessing techniques, SU is acquisitive for spectrum holes to collaborate with other SU to achieve their objectives. However, the previous works ignore that the SUs are vulnerable to different security threats, which can interrupt or block the information flow in CRN. The major security threat in CRN is the jamming attacks that severely degrades network performance [5]-[6]. Jammers can restrict or block the communication channels by introducing unremitting signals, thereby reducing the Signal-To-Noise Ratio (SNR), which may also degrade the throughput of the active communication flow and data transmissions [7]. Many anti-jamming solutions and schemes were introduced in the existing literature to mitigate jamming attacks. The existing anti-jamming solution based on frequency hopping offers a better approach against jamming attacks but introduces higher energy costs to the users [8]-[9]. The researchers have extensively adopted the game theory approach with Direct-Sequence Spread Spectrum (DSSS) technology to counter the impact caused by jamming attacks in CRN [10]-[11]. Although these schemes could deal with jamming effectively, these schemes require prior information about the jamming strategies and communication model, which is quite an impractical assumption considering the real scenario. With the upsurge of Artificial Intelligence (AI) technology, Machine Learning (ML) mechanisms have been extensively utilized in developing anti-jamming models. A class of ML, namely Reinforcement Learning (RL), has received widespread attention to address decision-making problems in recent years. In the context of the anti-jamming solution, RL can be efficiently utilized to explore the characteristics of jamming attacks and build an optimal policy to mitigate the jamming effect. For instance, many researchers applied the Q-learning based RL approach as an anti-jamming solution to choose an appropriate transmission power and optimal frequency hopping channel [12]-[14]. However, the Q-learning-based anti-jamming solution is prone to computational overhead due to the wide expansion in the size of the Q-table in the direction of deriving optimal policy. The researchers also applied a Deep Q-network (DQN) value-based learning mechanism [15]-[16]. DQN is a robust algorithm, and the limitation is, its slow learning rate. It is suitable only for a low-dimensional and discrete action space. Whereas, in the context of CRN anti-jamming, the action space is often both high-dimensional and continuous.

This paper proposes an efficient anti-jamming mechanism using the RL technique. Firstly, a customized environment is designed that mimics the communication scenario and sweep jammer. On the other hand, an agent modeled will operates over the same spectrum band. The training of the agent is carried out using a Deep Deterministic Policy Gradient (DDPG) algorithm. The proposed mechanism does not require any knowledge about the communication model and jamming strategy in the environment. The agent senses the spectrum and takes action in the continuous action space to distinguish whether the current carrier frequency is appropriate based on a
deterministic policy gradient. SNR and low power cost are considered as a basis for the reward for each agent’s action. Table I shows some of the short forms and its abbreviations used throughout this paper. The remaining sections of this paper are planned as follows: Section II presents a review of existing works in the context of anti-jamming mechanisms in wireless networks. Section III presents the problem description based on the review analysis. Section IV presents the proposed system design and methodology adopted. Section V presents implementation strategies adopted in the proposed system of anti-jamming. Section VI discusses the outcome and performance analysis, and finally, the overall contribution of this paper is concluded in Section VII.

| TABLE I. ABBREVIATION USED |
|-----------------------------|
| CR | Cognitive Radio |
| PU | Primary User |
| SU | Secondary User |
| CRN | Cognitive Radio Networks |
| SNR | Signal-To-Noise Ratio |
| DSSS | Direct-Sequence Spread Spectrum |
| AI | Artificial Intelligence |
| ML | Machine Learning |
| RL | Reinforcement Learning |
| DDPG | Deep Deterministic Policy Gradient |
| UAV | Unmanned Aerial Vehicle |
| BPSK | Binary Phase Shift Keying |
| SSID | Service Set Identifier |
| DQN | Deep Q-network |

II. RELATED WORK

The existing literatures has extensively studied an anti-jamming problems to enhance the communication and information flow in the severe electromagnetic spectrum of wireless networks. At present, there is less work being carried out towards a rule-based implementation strategy to thwart jamming attacks on cognitive radio networks. The preliminary discussion carried out by Ahmed and Ismail [17] has constructed a rule-based game theory to develop an anti-jamming model. The researcher has developed a Stackelberg framework that uses a rule mechanism to assign an incentive to the defender to protect the channel. Another work carried out by Ye et al. [18] has constructed a rule system using swarm intelligence that emphasizes the allocation of jammer tasks. The study mainly formulates a rule system for making a precise decision for cooperative jamming in the cognitive network.

The work carried out by Singh and Trivedi [19] has integrated game theory with decision-making theory using Markov decision process and zero-sum game. The study has used the reinforcement learning concept to formulate rules that assist in maximizing the gain of anti-jamming. The Q-learning-based concept was adopted by Liu et al. [20], where a rule-based system is constructed. The work carried out by Ibrahim et al. [21] has used game theory to resist jamming attacks in the cognitive radio network. The presented machine learning approach is constructed to develop anti-jamming features, while Markov-Game is used for modeling hamming and anti-jamming processes.

The study of Wang et al. [22] introduces an approach of the dynamic spectrum jamming mitigation scheme based on intelligent algorithms. The presented scheme is adaptive to the dynamic environment and offers effective anti-jamming capability. The work toward optimizing the different jamming parameters such as modulation mode, jamming signal power, and the duty cycle is conducted by Amuru et al. [23]. In this study, the authors have used a multi-arm gambling machine to determine optimal parametric values to guarantee an optimal jamming scheme. The work of Furqan et al. proposed an interference detection scheme based on sparse coding [24], in this study, the sparse coding of the compressed signal is considered, and the convergence mode with machine learning technique is used to distinguish spectrum holes, legitimate primary users, and jammers. Huang et al. [25] introduced channel-hopping technology robust to various jamming attacks. This proposed technology can operate without a pre-assignment role and has a limited time to rendezvous on available channels. Quan et al. [26] presented a multi-pattern frequency hopping scheme to mitigate follower and partial-band jammer. The authors have applied their frequency modes to the data channel to enhance the randomness of the transmission frequency, and the system can effectively suppress jamming. The jamming and jamming mitigation can be regarded as a game process. The rise of advancements in CRN game theory has been extensively studied to mitigate interference attacks. The authors in the study of Wu et al. [27] suggested a scheme of power distribution considering Colonel Blotto's game to resist jamming attacks. Similar works have been carried out by Jia et al. [28]-[29], where Stackelberg's game theory is employed to develop an efficient anti-jamming scheme in the wireless communication channel. The researchers in the work of Wang et al. [30] studied the selection of suitable frequency channels. This study adopts a stochastic game strategy to explore optimal data and control channels to obtain higher throughput under a high-power jamming effect. The work carried out by Hanawal et al. [31] studied joint frequency hopping and transmission adaptation rate to mitigate the reactive-sweep effect. The authors have presented a model that interacts with the user and the jammer as a zero-sum gaming approach, providing a resilient strategy against jamming. The study of Chang et al. [32] presented an anti-jamming model, which adopts a channel hopping mechanism to mitigate the interference effect caused by the jammer. Gao et al. [33] suggested a bi-matrix game model interacting among the user and the jammer. Also, the study derived optimal conditions for Nash Equilibrium under linear constraints. Though the game theory concepts have been successfully employed to model anti-jamming solutions, these methods require prior information such as jamming strategy and communication model, which is quite impractical in real-time scenarios. The adoption of RL technology in anti-jamming modeling is significant against jamming features. The RL agent enables the anti-jamming system to get optimal strategy through seamless interaction with the communication environment without depending on the prior information about
the jamming strategies. The work carried out by Gwon et al. [34] suggested a mechanism to cope with the jamming attacks based on the Q-learning to determine the suitable strategy for channel access. Similarly, Liu et al. [35] suggested an anti-jamming scheme oriented on the deep RL technique, enabling users to get optimal decision strategy after exploring different actions through spectrum sensing. The authors in the study of Bi et al. [36] presented a multiuser anti-jamming model by utilizing an advanced version of the Q-learning technique to attain efficiency and optimality in the network resources and communication process. In the work of Liu et al. [37], a consecutive deep RL technique is discussed to deal with dynamic jamming attacks. Table II below shows some of the strengths and limitations of the existing approaches in the above studied literatures.

| Approach       | Authors | Strength                                      | Limitation                                              |
|----------------|---------|-----------------------------------------------|---------------------------------------------------------|
| Game theory    | [17][21][27][28][29][30][33] | Good for modeling jamming attack.               | Need apriori information of the attack.                 |
|                |         |                                               | Complications towards designing complex networks.      |
| Machine learning | [20][23][24][34][36][37][38][39][40] | Higher accuracy of detection.                    | Training dependencies, Higher resource involved in the detection, instantaneous attack response is limited. |
| Swarm Intelligence | [18]  | Easier modeling of attack.                     | Highly iterative, leading to computational complexity.  |
| Adaptive Approach | [22] | Higher scalability.                           | Needs well-defined attack environment.                 |
| Channel-hopping | [25][32] | Effective for spectrum utilization, no dependency of apriori attack information. | Drains more resources from cognitive radio nodes.     |
| Frequency hopping | [26][31] | Effectively suppress jamming.                 | Not benchmarked with other frequency modes.            |

The use of the RL technique is also found in the application of Unmanned Aerial Vehicle (UAV) systems. In the study of Gao et al. [38], the RL approach of DQN is implemented to derive optimal policy against jamming attacks. The researchers in Han et al. [39] have introduced a 2D anti-interference model where the SINR of the user’s signal is improvised based on the spread spectrum and user mobility. A DQN is used to achieve an optimal strategy for the anti-jamming system. The adoption of RL is carried out by Chen et al. [40] to build an anti-jamming system in the application of wireless body area network. In this work, an RL-driven power control mechanism is developed where Q-learning with transfer-learning technique is used to attain optimality in the policy and learning rate. In the work of Lu et al. [41], the anti-jamming technique is presented for UAV-based cellular networks, where a deep RL technique is implemented to determine the best relay strategy. In addition, an approach of transfer learning is used to provide additional support to the anti-jamming system to defend jammers without depending on any form of statistical knowledge about the jamming pattern and the communication model. In addition, various other studies offer a similar form of solutions [42]-[50]. These studies have mainly used game theory and another optimization-based approach. The adoption of game theory offers a good modeling aspect towards the set of actions of the cognitive radio nodes or access points. It also offers the inclusion of static and dynamic scenarios to be modeled in an anti-jamming framework. However, the approaches used are quite dependent on apriori information of the attack or based on a limited set of attack characteristics. This situation in modeling doesn't assist if one node starts exhibiting differential malicious behavior in the cognitive radio network. Hence, they potentially suffer from a lack of strategy towards prevention approach.

III. RESEARCH GAP

From the prior section, it has been seen that not many studies have used rule-based anti-jamming mechanisms. The study carried out by Ibrahim et al. [21], and other researchers have mainly used game-based logic which has its pitfalls. Unfortunately, such studies can only be modeled considering a limited set of actions of jamming, which is then subjected to the machine learning approach. The inclusion of network parameters, especially frequency and bandwidth, are less modeled in such studies, which could offer a prime indicator. Further, other models discussed in the prior section are mainly inclined towards the progressive exploration of jamming points, and hence, the delay could rise. This section discusses some significant open issues explored based on the literature discussed above.

1) No Standard technique: After reviewing different anti-jamming schemes in existing literature, it has been analyzed that there is currently no universal anti-jamming mechanism that can handle both static and dynamic jamming attacks. It has also been analyzed that designing an efficient technique for detecting and mitigating jamming attacks is quite more challenging than executing and implementing jammers in the communication channel of wireless network systems.

2) Lack of effectiveness and efficiency: The existing anti-jamming approaches are ineffective or have limited scope when the jammer covers the entire frequency spectrum. As a result, the wireless communication channel does not recover effectively to provide its services. Another significant issue is how to achieve efficiency in the anti-jamming mechanisms. The frequency hopping-oriented anti-jamming technique can withstand narrowband jamming attacks but at the cost of compromised and degraded spectral efficiency. Similarly, the jamming mitigation based on retransmission protocol can recover communication channels, but it also degrades efficiency and affects the overall communication performances. Most of the schemes in the literature do not consider a trade-off between communication efficiency and the effectiveness of jamming mitigation techniques.

3) Impractical assumption: The existing solutions against jamming attacks based on the model-based analysis are impractical in the real-time implementation scenario. The model-based analysis like game theory and cross-layer
optimization often adopts prior knowledge regarding global channel information and jamming strategy, which is an unrealistic assumption. Also, these approaches are subjected to high computational complexity in the modeling. The jamming mitigation solutions in the existing literature also lack novelty in the design and modeling. It has been found that a similar kind of design consideration and modeling strategy is adopted in most of the studies, which needs optimization in their solution design to meet the requirement of the real-time networking scenario.

4) Curve of high-dimensionality: Recently, reinforcement learning has been extensively studied to design adaptive anti-jamming schemes. However, existing schemes based on Q-learning suffer from the huge dimensionality problem in a complex environment because to achieve optimal policy, the amplitude of actions needs to increase. As a result, the size of the Q-table of Q-learning also increases, which causes slow learning and restricts application scenarios.

5) Lack of suitable environment: Most of the RL-based solutions in the existing studies lacks modeling of a suitable networking environment to assess the RL agent. To validate the scope of the RL agent-based solution, the researchers must design and implement a suitable environment.

Therefore, the prominent research gap identified in existing studies are that, there are few available standard methodologies to deal with jamming issues in complex network system. Further, the formulation of the presented solution is carried out using impractical assumptions that doesn’t work on ground reality. Hence, there is a big research gap between the demands to be met in resisting the jamming due to the ineffectiveness of existing solutions. Therefore, the problem statement is stated as “it is challenging to develop a lightweight, robust, and cost-effective computational solution towards mitigating jamming attack in communication environment”. Hence, the motivating factor towards adopting the proposed research scheme is due to the rise of security-critical applications for securing the real-world’s wireless communication technologies such as Bluetooth, Wi-Fi, and cellular technologies like 3G, 4G, and 5G that demands an intelligent design in the anti-jamming techniques by considering the constraints associated with the network. In this regard, the above factor motivates for an efficient and intelligent jamming scheme that can effectively balance communication efficiency and anti-jamming capabilities. The next section discusses the proposed system to address above discussed research problem.

IV. PROPOSED SYSTEM

This section will discuss the proposed system of intelligent anti-jamming mechanisms based on the RL technique. The prime aim of the proposed study is to present an effective and efficient strategy to counter the jammer in the cognitive wireless networking system. Therefore, a model-free and off-policy scheme is employed to design the anti-jamming mechanism. The proposed mechanism does not require or depend on the prior information of jammer signature and channel models. The off-policy algorithm in RL agent design offers a better scope of accurate prediction of the jamming frequency and evades it in advance.

Another significant contribution of the current research study is modeling a customized environment synchronized with Open AI-Gym functions. This is the novel contribution of the current study, where the proposed customized environment imitates the scenario of the communication channel and jammer under consideration. The proposed anti-jamming mechanism operates in this environment over the same set of channels and uses its ability to learn sub-band selection strategies to avoid jamming signals. The objective of the proposed work is to offer a better solution that can meet the requirement of a real-time scenario. The schematic diagram and workflow of the proposed model are shown in “Fig. 1”.

A. Scope of the Study

The transmission method considered in the present study is the Binary Phase Shift Keying (BPSK) modulation. The BPSK is popularly used in many modern communication systems like Wi-Fi, Bluetooth, and even car locking systems. Jamming of these systems can have a devastating effect on the company’s overall image, which is offering the service. Such jamming might also result in the theft of valuable physical or digital assets. Since the communication protocols like Wi-Fi have a band defined for itself and agreed between the gateway and the end node, the system will always know when a particular channel is busy.

The system which is being proposed will help the communication system to shift the frequencies dynamically between the available channels and the band. It is assumed here that the band which can be observed in the simulation is always free since there is always an understanding between the various transceivers present in the system, and every other transceiver knows the channel and the band being used by another transceiver. Hence, when a foreign attacker element like jammer is introduced, a particular frequency that is known to be free by all the transceivers will get blocked.

Fig. 1. The Schematic Architecture of the Proposed Anti-Jamming System.
B. System Design

The development of the proposed system is carried out in two implementation phases 1) Environment modeling and 2) agent-based intelligent anti-jamming. In the first phase of implementation, the study presents a design of environment considering a single communication channel with a transmitter, receiver, and rule-based jammer. In particular, the study considers the case scenario of a sweep jamming attack that uses a digital modulation scheme, viz. BPSK, in which the carrier frequency varies according to the modulating digital signal. The phase transition of the BPSK digital modulation is characterized by the π radian, and it has the lowest spectral efficiency at least 1 bit/s/Hz. The signal $s_k(t)$ can be expressed as follows:

$$s_k(t) = f(t)$$  \(1\)

The expression (1) represents a signal concerning the function of time i.e., $f(t)$, which is meant for constructing the signal in the simulation model. The variable $t$ denotes time in the range $[0, \infty]$ and $s_k(t)$ in the range $[0, 1]$. A signal $s(t)$ modulated using BPSK during $k$ time interval can be represented as follows:

$$s_k(t) = \sqrt{2R}\cos \left(2\pi f_s t + d_k \frac{n_t}{2}\right), (k - 1)T \leq t < kT$$  \(2\)

where $R$ refers to the mean signaling power, the term $d_k \in \{-1, 1\}$ regulates the data bit, $f_s$ denotes base frequency, and $T$ denotes symbol period. Furthermore, the communication frequency is the unit of frequency between the sender (transmitter module) and the recipient (receiver module). The unit of the frequency used to create interference is referred to as the jamming frequency. The proposed study considers single-channel continuous frequency band and jamming frequencies in the simulation environment. RL techniques involve environment and agent mechanisms that require feedback (reward/punishment) from the environment. In the present work, the SNR obtained at the recipient is considered as the basis of the award. Later sections discuss the jamming model and the relationship between the environment and the RL agent.

C. Sweep Jamming

The jammer forwards a forged signal with a power $P_j$ on the target frequency channel to intentionally intrude the information flow or the active communication process. In some cases, the jammer also introduces jamming by reducing the SNR of the data signal received by the recipient with less interference power. The current research work considers the Sweep jamming scenario in the communication channel.

A sweep jammer sequentially blocks $N_j$ adjacent channels with power $P_j/N_j$ from $N$ communication channels in each time slot. In this jamming attack scenario, a narrowband frequency of the jammer's power is recurrently swept over a comparatively wideband frequency with a sweeping rate such that there is enough time to complete its jamming function at any given frequency. Before the jammer terminates, it comes back to that frequency again. The communication channel $C$ selected by the jammer $J$ at instance $(k)$ can be represented as $C_k^j \in \{1, 2, 3, \ldots, N\}$. The study considers a simple scenario, where the set of jamming actions $(J)$ at a different position such that $C_k^j \rightarrow [C_k^j]_{1:s_j}$. It is also believed that the jammer can jam all communication channels if the transmitter or receiver resides within the proximity of the jammer.

D. Reinforcement Learning

RL is an explicit type of ML technique that is concerned with the function of the agent and the environment. The agent is a programmed AI function that interacts with the unknown environment, learns the behavior, and decides to solve the task. The agent operates in the environment and gets rewards for each operation. The agent's goal is to maximize the expected cumulative reward by selecting the best action for its current situation. “Fig. 2”, depicts a typical relationship between the RL agent and the environment.

The environment refers to the program or task that the agent needs to perform. It takes the current state and operation of the agent as input and returns the Reward/Punishment and the next state as output. The agent is the programmed entity that refers to the learner and decision-maker that executes an action in the environment. The agent gets observation and reward and sends an action to the environment. An action can be described as a set of possible moves that the agent can perform in the environment to solve a given problem. Observation is the state of the current situation that is returned by the environment. A reward/punishment is the feedback return given to the agent for each specific move or action. An agent is designed based on the policy to decide the agent’s next move according to the current state of observation.

The RL entails a programmed decision-maker algorithm as an agent learning the behavior through repeated trial and error interaction with the task scenario, i.e., environment. Moreover, the success and failure rate of the agent is decided based on its reward, which indicates how better the action was. Generally, RL is implemented using episodes, a set of time steps during which the agent learns the optimal strategy towards deciding actions to achieve the cumulative reward. During these time steps, the state in the environment may vary, which may also impact the actions learned by the agent. However, the agent attempts to maximize its reward by choosing an optimal action according to the current state of observation and, at the same time, automatically updating the corresponding strategy.
V. METHODOLOGY AND ALGORITHMS

This section discusses the implementation strategies adopted in the environment modeling and development of the anti-jamming system using the RL mechanism.

A. Environment Modeling

The environment consists of the communication model and the jammer. The communication model is designed by considering Wi-Fi communication channels. However, with changing the base frequency and band frequency, any of the following technologies can be considered 5G, 3G, 4G, and Bluetooth. As mentioned, the jammer used here is a sweep jammer that will keep increasing and decreasing the frequency of jamming over time, which means that jamming frequency keeps sweeping the communication spectrum. Fig. 3 shows the modeling of the environment, which mimics the communication scenario. As shown in “Fig. 3”, the current research work considers a scenario of CRN communication as an environment that consists of two users (sender and recipient), including one transmitter (T_x), and receiver (R_x), and a jammer (J). The transmitter is accountable for the signal modulation, and the receiver is accountable for demodulating and receiving the signal from the transmitter.

The signal (S) can be jammed by producing noise or interference in the same frequency band. The study considers the base signal using BPSK modulation in the simulation process, as shown in “Fig. 4”. The block of a random integer is meant to model the wireless channel’s noise before subjecting it to the BPSK block.

B. Design Consideration

The proposed study in the environment modeling considers the processing of signals in continuous time instead of the processing of signals in discrete time-slots. This is because the current work focuses on overcoming jamming at the physical layer. The jammer works continuously, and the proposed anti-jamming overcomes the interference effect caused by jammer (J) on the entire signal of interest instead of the data. Under this consideration, both J and sender (T_x) share the same continuous-time signal. The T_x opts transmission channel frequency (f_x) from the pre-determined set of frequencies such that f = {f_1, f_2, f_3, ..., f_n} of the communication (WiFi) band to forward or carry out the transmission of the data packets to the recipient (R_x) with power P_s. In the case of jamming, the jammer chooses the random transmission channel frequency (f_j) of the same communication band, attempting to impede transmission between T_x and R_x with power P_j.

The proposed system constructs a condition for a jamming attack towards the ongoing communication. According to this condition, the power variable P_j associated with the channel frequency of jammer f_j is required to be potentially higher than the power variable P_s associated with transmission channel frequency f_x that is received at the receiver end. Moreover, the study in the phase of environment modeling also considers the bandwidth (b) factor, which is equal for both f_x and f_j such that:

\[ b_s = b_j \]  \hspace{1cm} (3)
\[ b \in f_s \rightarrow b_s \]  \hspace{1cm} (4)
\[ b \in f_j \rightarrow b_j \]  \hspace{1cm} (5)

According to the above expressions (3)-(5), it states that bandwidth b should be similar to the bandwidth required for jamming b as per expression (3) which bears a predefined set of frequency f_s as per expression (4). At the same time, bandwidth b also carries jamming frequency b_j as per expression (5). Hence, expression (3)-(5) will mean that bandwidth consideration in the proposed model bears characteristic of both a predefined set of frequency as well as jamming frequency. This consideration makes the system model difficult to assess the network parameters. This problem becomes more difficult in cognitive radio networks as several secondary users are compared to primary uses over a wide spectrum band. Apart from this, it will also become a challenging aspect to distinguish between the busy channel and jammed channel. This research challenge is further solved as follows: The proposed study considers that if the T_x forwards data in a transmission medium which is also designated by the J, then the SNR of the signal at R_x is corrupted severely. Considering above discussed scenario and notions, the SNR at R_x can be numerically expressed as follows:

\[ SNR = \frac{P_{s|h}}{P_{h|f}(f_s = f_j)} \]  \hspace{1cm} (6)

In the above equation (6), the term h_x refers to channel gain from T_x to R_x and the term h_j indicates channel gain from J and R_x. Here, F(x) refers to characteristics function that defines the
probability distribution of the received signal based on the condition numerically expressed as follows:

\[
\{ 1 \text{ if } f_t = f_i; \text{ True} \\
0 \text{ Otherwise}
\] (7)

The above expression (7) represents that if input argument (x) of this function is true, the value of this function is equal to 1; otherwise, 0. The study also considers demodulation cutoff value, where data transmission fails when the SNR is lower than this cutoff value. Since at the beginning, the agent \((A_g)\) may not be able to recognize the channel or transmission medium chosen by the J. In this regard, the \(A_g\) has to sense the frequencies of channel \(f_t\) continually and store the sensing results in the form of a vector. In the proposed modeling, this vector is considered as environment state \((S_t)\) for the corresponding action \((A_t)\) carried out by the \(A_g\) (an anti-jamming mechanism). The \(A_t\) carried out by \(A_g\) is decided based on observed \(S_t\) of environment and \(A_g\) gets immediate feedback as a reward \(R_w\) which is characterized according to the selection of channel and channel switching power cost. In the proposed study, the output of \(A_g\) is an un-jamming of transmission medium or communication channel based on its \(A_t\) towards channel selection strategies. Therefore, the \(A_g\) tries to attain successful communication with a minimal channel switching power cost. Considering this factor \(R_w\) for \(A_g\) towards its corresponding \(A_t\) can be numerically expressed as shown in equation 8:

\[ R_w = R_{SNR}(A_t) - c(A_t) \] (8)

In the above equation 8, the first term \(R_{SNR}(A_t)\) refers to \(R_w\) achieved \(A_g\) ∀ successful transmission. The success of transmission is considered when the SNR of the signal at \(R_s\) surpasses demodulation cutoff value, and in this case, the \(R_w\) will be equal to 1; otherwise, it would mean that the transmission has failed, and then the value of \(R_w\) will be -1, as expressed in equation 9 as follows:

\[ A_g \leftarrow R_w = \{ 1 \text{ if } SNR_{R_s} \geq SNR_{\text{cutoff}} \\
-1 \text{ Otherwise}
\] (9)

In equation 9, the term \(SNR_{R_s}\) refers to the SNR of the signal at \(R_s\) (received signal) considered as a basis for computing \(R_w\). The proposed study considers a control channel that conveys signals in transient to \(R_s\) is secure, which the jammer cannot influence. The second term \(c(A_t)\) in the above equation 9 refers to the communication cost factor associated with \(A_t\) regarding the channel switching. The \(T_s\) and \(R_s\) in environment performs transmission of information on the fixed channel with stable power. But during the channel switching process the \(A_g\) tries to succeed by taking into account the low power cost. Otherwise, it will be penalized. Hence, the proposed study considers the \(c(A_t)\) term in the computation of \(R_w\) for each \(A_t\).

C. Algorithmic Principle

The prime challenge is creating a difference between busy and jammed channels using an intelligent anti-jamming mechanism. The complete idea is implemented on the cognitive radio node and not on the access point. The prime justification behind this is that cognitive radio nodes create a bridge of communication between the base station and access point; therefore, they are more prone to jamming attacks. If the access point experiences a jamming attack, it can easily be rectified by switching over to the next access point, but this is not the case with cognitive radio nodes. If the jamming attack intrudes on cognitive radio nodes, then it will directly affect the primary users. The modeling of the environment contains three significant functions such that i) \_init__ function, ii) reset function, and iii) step function.

1) \_init__ function: This function creates and initializes the environment, as demonstrated in Fig. 5. The environment is built to scan the available channels over the given Service Set Identifier (SSID) tries to block it in this function. Since the proposed study considered a WiFi communication channel, the terms SSID used here are just for recognizing which signal is being blocked. The SSID here is not a real one, but it is simulated. Also, the jamming frequency is set to the first available channel.

2) \_reset function: The reset function sets the environment back to its original setting. The reset function sets the jamming frequency back to the first available frequency in the channel, the reward is reset to zero, the signal is turned on, and communication channels are observed. The process of the resetting environment is shown in “Fig. 6”.

3) \_step function: This is the main function of the environment. In this function, the packet of data is tried to be transferred. If the jamming frequency is equal to the base frequency, then the data either gets corrupted or does not pass. Based on this, the environment either gives a positive or negative reward. The process flow of the step function is shown in “Fig. 7”.

- Agent \((A_g)\): The agent itself is an anti-jamming system that deals with the decision-making process. Initially, the agent interacts with the environment, senses the frequency spectrum, and instructs the transmitter to select a jamming-free communication channel.
- State \((S_t)\): State refers to the perceived observation of the environment. Here, the state is the agent's frequency spectrum explored and sensed.
- Action ($A_t$): action refers to the strategic decision taken by the Agent. In the proposed study, the action changes communication band frequency and channel selection.

- Reward ($R_w$): Reward is the agent's feedback for the action taken for the observation in the environment. The term Reward is the higher SNR and low communication cost in the proposed system.

The proposed intelligent anti-jamming system is based on the function of the RL agent and its interaction with the environment. The environment responds to the agent via SNR so that the agent can inevitably distinguish whether the currently used carrier frequency is appropriate. Concurrently, the output strategy/policy can be further optimized, thereby circumventing surplus and redundant losses from frequency hopping. In the current work, the modeling of the agent is carried out based on the DDPG RL technique, which offers better interaction with the environment and automatically constructs a policy regarding observation and action state. However, the DDPG method involves two functions parameterized with a neural network, namely the Critic and the actor, to derive the best strategy or optimal policy. The actor's job is to specify a decision strategy towards deciding the optimal action for each state of observation. The Critic is responsible for estimating the value functions characterizing how well the actor takes action. The critic function generates the Q-value, representing the expected cumulative long-term reward that the agent receives from the environment for its action towards the current state of observation.

The core principle of DDPG is to combine and get the benefits of both deterministic policy gradient mechanism and Q-learning function. The key aspect of the deterministic policy gradient mechanism is that it can handle continuous actions space while minimizing learning time. The mathematical representation of the DDPG is as shown in “Fig. 8”.

Above Fig. 8 shows the building block of the DDPG with actor $\mu_0(S_t)$ and critic $Q(S_t, A_t)$ representation. However, to estimate the optimal policy and Q-value function, a DDPG algorithm maintains two networks i) current network and ii) target network. The current network consists of two function approximators such as current actor $\mu_0(S_t)$ and Critic $Q_0(S_t, A_t)$. The target network consists of two similar function approximators such as target actor $\mu_0'(S_t)$ and target critic $Q_0'(S_t, A_t)$, both the current network and target network have similar configuration, function, and parameterization. The target network is the copy of the main network (current) that helps to maintain stability in the training process of the main network.

1. Algorithmic Principle for Agent Modelling

Init Param
Param = $[E, BS, BL, \xi]$

Agent = $f$ (Current, Target, Param)

The modeling of agent considers three major procedures such as i) building actor-network, ii) building critic network and iii) initialization of target actor-critic network. In the agent modeling, the algorithm also considers parameters (Param) such as $\xi$ random process for initial state observation, batch size (BS) buffer length (BL), and E episode.

**Procedure-1: Building Current Network**

Input layer ($S_t$),
denselayer1 (size =100, connect=inputlayer, activation=relu)
denselayer2 (size =100, connect= denselayer1, activation=relu)
denselayer3 (size =100, connect= denselayer2, activation=relu)

$Actor = f_1(actor\_Network, S_t)$

$$S_t \xrightarrow{\text{Send a packet}} \begin{cases} \text{If jamming frequency = base frequency} & \text{no} \\ \text{yes} & \text{Packet passed} \end{cases}$$

$$\begin{align} &\text{Packet blocked} \\
&\text{Reward = 1} \vphantom{\Bigg|} \\
&\text{If end of env?} \vphantom{\Bigg|} \\
&\text{yes} \vphantom{\Bigg|} \text{stop} \end{align}$$

Fig. 7. Process of a Step Function.
The above-discussed procedure is mentioned for actor configuration with input layers and multiple dense layers connected in a feed-forward manner. A \( f_1(x) \) refers to the deterministic policy actor function used to construct an actor model with input arguments of actor_network, which includes all configured layers, and observation state \( S_t \) from the environment and returns the corresponding action that is expected to maximize the long-term cumulative reward.

### Procedure-2: Building Critic Network

**Config \( \rightarrow \) StatePath**
- inputlayer \( (S_t, \text{‘state’}) \)
- denselayer \( (\text{size=100, connect}= \text{input}, \text{activation}=\text{relu}) \)

**Config \( \rightarrow \) ActionPath**
- inputlayer \( (A_t, \text{‘action’}) \)
- denselayer \( (\text{size=100, connect}= \text{input}, \text{activation}=\text{relu}) \)

**Config \( \rightarrow \) State_Action**
- Netlayers \( (\text{dim= (1,2)}) \)
- Add activation_function: relu
- denselayer \( (\text{size}=100, \text{connect}= \text{state_action}) \)
- Add activation_function: relu

**Critic = \( f_2\text{(StatePath, ActionPath, State_Action path)} \)**

The above-discussed procedure is mentioned for Critic configuration with state path, action path, and state action path. The Critic takes \( S_t \) and \( A_t \) as inputs and returns the Q-value representing the expected long-term reward. The \( f_2(x) \) refers to the value function used to construct Critic network, which maps input value consisting of \( S_t \) and \( A_t \) to an expected and cumulative output value as reward based on the Q-value.

### Procedure-3: Building Target network

**Actor_target = \( f_1\text{(Actor, } S_t) \)**

**Critic_target = \( f_2\text{(Critic, StatePath, ActionPath, State_Action path)} \)**

To achieve stability in the training phase of the current network, the algorithm initializes the target network with the same configuration as the current network. Therefore, the proposed RL agent adopts a four-function estimator (i.e., two from the current network and two from the target network) to perform the anti-jamming operation by sensing the spectrum without relying on any kind of statistical information about the jamming pattern and communication mode. The proposed anti-jamming mechanism has the advantage that it is suitable for continuous action space and overcomes the limitation associated with Q-learning and model-based jamming mitigation approaches. Thus, it can meet the requirement of a real-time deployment scenario. The algorithm for anti-jamming based on the proposed off policy and model-free Agent is discussed as follows:

2. **Algorithmic Principle for Anti-jamming**

Input: \( E_P, A_t, T, \gamma, \mu_0, \mu_0', Q_0, Q_0', B_5, A_g \)

Output: Unjammed signal

Start
1. Init random \( \theta \) for the current network: \([\mu, Q]\)
2. Init random \( \theta' \) for target network: \([\mu', Q']\)
3. For episode = 1: \( E_P \) do
4. Init \( \xi \) for \( A_t \) exploration

5. Sense frequency spectrum
6. get initial state \( S_t \)
7. For \( i = 1: T \) do
8. select action \( A_t = \mu(S) \)
9. select channel \( f_s \in C_1 \) and \((P_s)\) according to current policy
10. Execute: \( A_t \leftarrow \text{initiate communication} \)
11. Sense new spectrum \( S_{t+1} \)
12. Compute \( R_w \)
13. Using equation 8
14. store experience: \([S_t, A_t, R_w, S_{t+1}]\) into experience pool \( \psi \)
15. Check \(|\psi| \geq B_5 \) do
16. random selection of \( B_5 \) from \( \psi \)
17. For each experience in \( B_5 \)
18. Compute target actor and critic value
19. Using equation 14
20. Update current Critic by minimizing the loss
Using equation 15
21. Update the current actor using policy gradient
Using equation 16
22. Update target actor and target critic
Using equation 17 & 18
End

The above-mentioned algorithmic steps describe the working principle of the agent to perform un-jamming based on the interaction with the environment where it senses the spectrum and takes the action by exploring and learning the channel switching pattern. Concurrently, the agents get rewarded and observe the next state. The proposed algorithm takes a set of inputs such as number of episodes \((E)\), number of iterations \((T)\), Set of Action \((A_t)\), discount factor \((\gamma)\), current-action \((\mu_0)\), target-actor \((\mu_0')\), current Critic \((Q_0)\), target critic \((Q_0')\) and batch size \((B_5)\). In the beginning steps, the algorithm randomly initializes the weighting parameters \((\theta \text{ and } \theta')\) for both current and target network, respectively (Step:1-2). In the next step, the algorithm initializes \( \xi \) a random process for \( A_t \) exploration based on the initial \( S_t \) perceived by sensing the spectrum frequency (Step:3-6). In these steps, the \( A_g \) interacts with the environment (the communication scenario and jammer). In the communication scenario, the study considers channel link such that \( C_i \in \{1,2,3,\ldots ,N\} \). The \( A_g \) senses the \( C_i \) and for each \( C \), the proposed algorithm considers value 1 if \( C \) is in a good state, otherwise 0. Therefore, the \( A_g \) gets feedback \((R_w)+1\) if a \( C \) with a good state is selected, otherwise \( R_w \) will be -1. When \( A_g \) interacts with the environment, it gets the initial \( S_t \) such that \( S_t = \{1,2,3,\ldots,N\} \), and performs current \( A_t \). Here, \( N \) denotes the number of channels \((C)\). According to policy (i.e., current \( A_t \)) the channel \( f_s \in C_1 \) with transmitter power \( P_s \) is selected to launch the communication (Step:8-10). The proposed algorithm also considers that the \( A_g \) keeps sensing the spectrum and gets set of states such that \( S_t \in M \), where \( M \) is the n-dimension vector the holds most recent observations \( S_t \) space. At every instance \( t \), the recent state \( S_t \) will be added to the \( M \), and the previous \( S_{t-1} \) will be ignored (Step:11). The recent \( S_t \) at next instance, \( t+1 \) can be represented as follows:

\[
S_{t+1} = \{S_t,S_{t-1},S_{t-2},\ldots,S_{t-(N-1)}\}
\]
In the next step of the algorithm, a set of $A_t \in K$, where $K$ is the n-dimension vector space that holds distinct $A_t$ sets such that $K \in \{1, 2, 3, \ldots N\}$, where each genuine $A_t$ in the $K$ denotes the channel index. Hence, in this regard, when an $A_t$ is selected, the $A_g$ will guide the transmitter to access the corresponding $C$ and subsequently $A_g$ gets the $R_w$ which exposes the state-selected $C$ (Step 12). It is to be noted that the $A_g$ is allowed to access a single channel to sense the spectrum and learn the channel selection strategy in each iteration. According to numerical expression 8, attaining higher $R_w$ meant getting a higher possibility of successful transmission. Therefore, in this regard, the core objective of the $A_g$ to get an optimal policy or strategy $\pi$, that maps the $S_t$ to the $K$, towards maximizing the long-term cumulative $R_w$ for the decisions choosing anti-jamming action towards accessing un-jammed channel such that:

$$R_{wK} = \sum_{i=0}^{\infty} \gamma^i R_{w,i+1}$$  \hspace{1cm} (11)

The agent mechanism meets this objective by computing the ideal action-value such that:

$$Q^*(S_t, A_t) = \max_{\pi} \chi[R_{wK} | S_t = M, A_t = K, \pi]$$  \hspace{1cm} (12)

From the above numerical expression, the objective of the maximizing cumulative $R_w$ is achieved to increase the $\chi$ (expectation) on all $S_t$ accessible by the policy of the $R_w$ achieved after each $A_t$, where $Q^*(S_t, A_t)$ refers to the optimal action-value function and $\pi$ refers to policy rule (i.e., policy mapping sequences to $A_t$) . Therefore, the optimal policy for a precise $A_t$ in any accessible $S_t$ can be achieved by solving the following numerical equation as follows:

$$\pi^* = \arg(\max_{\pi} Q^*(S_t, A_t))$$  \hspace{1cm} (13)

Where $\pi^*$ refers to the optimal decision policy regarding precise action in any given state of the environment. Therefore, $A_t$ with maximum $Q^*(S_t, A_t)$ have maximum cumulative $R_w$ and a higher probability of being selected. Thus, the agent $A_g$ can choose the action $A_t$ with maximum action-value to effectively overcome the impact of jamming attacks. Since the action space is continuous, computing max in the action-value function $\max_{\pi} Q^*(S_t, A_t)$ value is extremely a difficult task because the algorithm is required to be executed every time the $A_g$ interacts environment to perform an $A_t$ which is unacceptable in the real-time scenario. But adopting the DDPG algorithm in the proposed anti-jamming modeling, the agent perceives a value function (by Critic network) and action strategy (by actor-network) synchronously. The Critic uses off-policy and the Bellman equation to learn the value functions ($Q^*(S_t, A_t)$) and exploiting this information, the agent learns the action strategy ($\pi^*$) in such a way that it works particularly well for continuous action spaces in the environment. In this process, it is considered that derivative of function ($Q^*(S_t, A_t)$) exists at all points in its domain concerning the $A_t$ argument. This enables to derive an optimal gradient-based learning protocol the policy $\mu(S_t)$, i.e., a function of the actor towards deciding optimal action. In this regard, estimation of the action value can be done by approximating $Q(S_t, A_t, \theta) \approx Q^*(S_t, A_t)$ instead of executing complex and iterative optimization procedures every time to compute $\max_{\pi} Q^*(S_t, A_t)$ . But to achieve stability in the agent learning process, the algorithm maintains two networks, i.e., the current actor-critic network and target actor-critic network. The current network performs a selection of action and evaluation of action-value, and the target network is used to maintain stability in the training process of the current network. The training of the current network requires experience pool $\psi$ to approximate $Q^*(S_t, A_t)$. The experience pool $\psi$ is a set of transitions obtained via interaction between the current actor-network and the environment which is stored in the experience pool $\psi \in \{S_t, A_t, R_w, S_{t+1}\}$ (Step:14). In this next step, the algorithm performs a sampling process by taking a random $B_5$ (minibatches) of transitions from the $\psi$ to update the parameters of current Critic and current actor networks (Step:15–16). The process of sampling $B_5$ splits the transition data into small batches to compute error and update network parameters. To stabilize the performance of the agent mechanism, the algorithm then computes the target actor value and target Critic value for the next $S_t$. $Q$-value (Step:18) numerically obtained through Bellman equation as follows:

$$y_k = R_w + \gamma Q_0^*(S_t', \mu_0'(S_t'))$$  \hspace{1cm} (14)

In the next step of the algorithm (Step:20), the training of the current Critic network is accomplished by updating its parameter based on the loss function numerically expressed as follows:

$$\mathcal{L}(\theta) = \frac{1}{B_5} \sum_k (y_k - Q_0(S_t, A_t))^2$$  \hspace{1cm} (15)

In the above equation (15), MSE (mean-squared-error) is used as a loss function that computes the sum of squared distances between the updated target Critic (action-value) and current Critic (action-value). Further, in the next step of the algorithm (Step:21), an iterative optimization algorithm (gradient descent) is used to update and rejuvenate the weights $\theta$ of the current actor towards determining appropriate $A_t$ decision strategy that maximizes the $R_w$ numerically expressed as follows:

$$\nabla_{\theta} J(\theta) = \frac{1}{B_5} \sum_k \nabla_{\theta} \mu(S_k) \times \nabla_{A_t} Q_0(S_t, A_t) |_{A_t=\mu_0(S_k)}$$  \hspace{1cm} (16)

In the above expression, the current-actor network is updated with the average of the sum of gradients in an off-policy manner with $B_5$ of transitions. Finally, the target actor and target Critic network is updated to provide better stability in the learning process of the current actor and Critic network numerically expressed in equation 17 and 18 (Step:22):

$$\mu_0' \leftarrow \varnothing \theta + (1 - \varnothing) \mu_0'$$  \hspace{1cm} (17)

$$Q_0' \leftarrow \varnothing \theta + (1 - \varnothing) Q_0'$$  \hspace{1cm} (18)

Where $\varnothing$ refers to the hyperparameter between[0,1]. In this operation, a sliding averaging mechanism is used to update the parameters of the target network once per update of the current network. As a result, the target network slowly tracks the learned networks, thereby significantly improving stability in learning the action values. “Fig. 9,” illustrates the architecture of the proposed anti-jamming mechanism based on the above-discussed algorithm.
VI. IMPLEMENTATION AND RESULT

This section presents the outcome achieved regarding the power cost and SNR. Also, the effectiveness and scope of the proposed RL-driven anti-jamming system are justified based on the comparative analysis with two other RL techniques, viz. i) Q-learning and ii) DQN. The Q-learning and DQN both have a higher frequency of implementation in the existing literature for solving the jamming problem. Therefore, both techniques are considered suitable for comparison with the proposed method.

The design and development of the proposed anti-jamming solution are carried out using Python with an Anaconda development environment configured on Windows 64-bit Intel i7 CPU, 16GB ram, and NVIDIA GTX graphic card. The parameters considered in the simulation process of the proposed system are highlighted in Table III.

The simulation setting considers a pair of transmitter-receiver and jammer operating in a frequency band of a WiFi communication channel, i.e., 2.4GHz. The number of communication channels considered in the proposed case is 11. The bandwidth of the jammer and transmitter is considered equal to 20MHz. The jamming power is considered equal to 30dB. The transmitter signal power is considered equal to 25-45 dBm, and the demodulation cut-off value is considered set equal to 10 dB. The carrier or base signal frequency is considered equal to 5 GHz, and the data rate is equal to 2 Mbps. The digital modulation technique adopted is BPSK. The cost associated with the channel switching factor is considered equal to 0.2, the discount factor is considered in the range of [0,1]. Basically, in the proposed simulation setting, it is considered equal to 0.96, and the value of the minibatch size is considered equal to 32.

The performance of the proposed system is analyzed for power factor and SNR. Also, the scope and effectiveness of the proposed system is justified based on the comparative analysis, where the proposed system is compared with two similar existing reinforcement learning techniques, i.e., Q-learning and DQN. “Fig.10”, shows the time-frequency analysis of the jammer and transmitter, where the light blue block represents the channel selected by the jammer, and light orange blocks represent the data transmission scenario. The red block represents the jammed signal. In this case, if the user sends data packets through the channel selected by the jammer, the SNR of the signal at the receiving end will degrade, resulting in transmission failure. The problem faced by the agent is how to determine the optimal strategy in an unknown environment.

Since the agent does not know the channel selected by the jammer in the unknown environment, it must sense the communication spectrum and select the channel according to its previous interaction with the environment to guide the transmitter to select an undisturbed channel for transmission without affecting the system utility. Therefore, adoption of the above-mentioned environment assists to understand more about the signal system with respect to the transmission with less iterative way and more progressive way towards mitigating jamming issue in communication. Hence, jamming problem is controlled to a large extent when deployed over the proposed test environment to see a visible beneficial outcome as discussed in the consecutive part of this section. The idea is to offer better balance between computation and communication.

| Parameters                      | Value         |
|---------------------------------|---------------|
| WiFi Frequency band             | 2.4 GHz       |
| Number of communication channels| 11            |
| Jamming Model                   | Sweep Jammer  |
| Jamming power                   | 30 dBm        |
| Transmitter signal power        | 25-45 dBm     |
| The bandwidth of the Transmitter signal | 20MHz |
| The bandwidth of the Jamming signal | 20MHz |
| Demodulation cut-off            | 10 dB         |
| Data rate                       | 2 Mbps        |
| Digital modulation technique    | BPSK          |
| Channel switching Cost          | 0.2           |
| Discount factor                 | 0.96          |
| Minibatch size                  | 32            |

![Fig. 10. Illustration of Jammer Process and Transmitter Process.](image-url)
From the Section II of this paper, it can be seen that there was previous technique to solve the problem, however, DQN and Q-Learning is the extensively used methodologies that offers better guidelines towards proposed problem mitigation. Therefore, the outcome of the proposed technique is compared with DQN and Q-Learning which represents the frequently adopted solution.

“Fig. 11” shows the performance analysis of the proposed system regarding the power cost factor. The graph trend exhibits that the proposed system performs much better than the other two RL techniques regarding reduction in the fluctuation of the power consumption during data transmission. The performance of the Q-learning technique is worse than DQN based anti-jamming process. This is because state space is so huge that it suffers in finding an optimal policy. The Q-learning depends on the Q-table, which is discrete, and also it uses a simple Bellman algorithm to perform the frequency hopping, which directly depends on Q-function. The agent algorithm tries to choose the frequency which gives the highest reward. In the case of Q-learning, the agent algorithm uses a Q-table to decide the optimal reward; hence the frequency needs to keep changing. Therefore, more frequency hopping leads to more power consumption. The DQN exhibited little fluctuation in the power consumption and has achieved closer performance to the proposed system. The DQN is more efficient than Q-learning, tries to optimize action-value for the present scenario. The Q-learning is discrete and has a limited number of rows and columns in Q-Table, whereas in DQN, one neural network decides the best action and state pair for the given scenario. The proposed system uses the DDPG algorithm suitable to continuous action space and has less randomness than Q-learning and DQN. The proposed system converges to less fluctuation and achieves lower power consumption.

In “Fig. 12”, it can be analyzed that both proposed and DQN exhibits similar performance regarding SNR. However, in the case of Q-learning, the graph trend exhibits lower SNR compared to the others. The SNR refers to the overall number of useful packets received over the total number of packets transmitted. In the transmission scenario, two things are possible once the packet is transmitted, i) the packet will not receive at the receiver side, and ii) the packet may corrupt by the time it is received. If the packet is corrupt in practicality, there will be syndrome bits that can be used to correct the corrupted packets. However, the proposed study does not consider the syndrome bits, but the study considers the communication channel whether the packets transferred are intact or not. Thereby, the system has only one control variable, i.e., whether the signal is being jammed or not. The Q-learning algorithm always considers discrete frequencies. Since the discrete hopping frequency of Q-learning is always much higher than sweeping width, the communication gets blocked more often in Q-learning than in a continuous system like DQN and the proposed agent algorithm. Hence, while DQN and proposed show a similar SNR ratio, Q-learning shows a much lower SNR ratio. Even if DQN and proposed show a similar SNR ratio, the proposed method consumes less power compared to DQN. Hence, the proposed algorithm is deemed to be better than the other Q-learning and DQN methods. It could be also noted that in order to develop an anti-jamming mechanism over complex network environment, there is a need to fine tune the proposed scheme. However, interestingly, there are just a need of amending the communication topology as well as constraint information within the model. Hence, no reengineering technique is required to ensure that proposed system does operate over complex network environment. The primary reason behind this claim is that proposed system harnesses learning functions using low epoch to generate the optimal result, whereas the existing approaches do demand higher dependency of resource leading to degradation of signal quality in its outcome.

Further, Table IV highlights that the proposed system offers better improvement of power reduction, higher signal quality, and lower processing time in contrast to frequently used Q-Learning and DQN approach. Similar trend is expected with any other existing approach toward problem solution and hence better consistency is noted.

![Power consumption of various methods](image)

**Fig. 11. Analysis of the Power.**

![SNR of various methods](image)

**Fig. 12. Analysis of the SNR.**

| Techniques | Improvement in Power Reduction | Improvement in Signal Quality | Processing Time |
|------------|-------------------------------|-------------------------------|-----------------|
| Q-Learning | 87.57%                        | 98.41%                        | 0.26619s        |
| DQN        | 76.29%                        | 82.63%                        | 0.59851s        |
| Proposed   | 35.81%                        | 81.59%                        | 0.98791s        |

*TABLE IV. COMPARISON OF OUTCOMES*
VII. CONCLUSION
The previous works on anti-jamming mechanisms for wireless communication have concentrated on how to prevent jamming attacks but neglected the possibility that jammers could obtain frequency action. However, existing anti-jamming methods can guarantee a solution on a temporary basis. They may fail to ensure efficient performance for the long run, especially where intelligent jammers are deployed. Aiming at this issue, the proposed system has been presented as an efficient and intelligent anti-jamming scheme based on the model-free and off-policy agent mechanism. Overall implementation of the proposed work is carried out in a multi-fold manner, such as 1) Building a customized RL environment for evaluating agent mechanism 2) designing the intelligent anti-jamming agent algorithm to perform the anti-jamming process. The proposed system is more intelligent than the existing works, it has robust environmental applicability, and avoids the additional overhead caused by continuous action space. The simulation results show the proposed system’s effectiveness compared to the widely adopted Q-learning and DQN based anti-jamming system. Moreover, the proposed work is limited to modeling the intelligent anti-jamming scheme, and it is not evaluated against intelligent anti-jamming techniques. The current research work will be extended with intelligent jamming scheme, which will be introduced against the proposed anti-jamming solution.
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