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We introduce Reflective Hamiltonian Monte Carlo (ReHMC), an HMC-based algorithm to sample from a log-concave distribution restricted to a convex body. The random walk is based on incorporating reflections to the Hamiltonian dynamics such that the support of the target density is the convex body. We develop an efficient open-source implementation of ReHMC and perform an experimental study on various high-dimensional datasets. The experiments suggest that ReHMC outperforms Hit-and-Run and Coordinate-Hit-and-Run regarding the time it needs to produce an independent sample, introducing practical truncated sampling in thousands of dimensions.
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1 INTRODUCTION

A fascinating and fundamental computational problem is sampling from a high-dimensional log-concave density of the form \( \pi(x) \propto e^{-f(x)} \), constrained (or truncated) in a convex body (e.g., polytope, spectrahedron) \( K \subset \mathbb{R}^d \), where \( f \) is an \( L \)-smooth and \( m \)-strongly-convex function, using a Markov Chain Monte Carlo (MCMC) method. It appears regularly in various areas, like machine learning [12], finance [15], numerical analysis [23], optimal control [46, 48], Bayesian inference [36], and computational geometry [33]. Example problems include, but are not limited to, (constrained) Bayesian logistic regression, Bayesian mixture models, Gaussian sampling, learning-to-rank, and flux sampling from metabolic networks [47].
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A straightforward algorithm to sample from a truncated distribution is Rejection-Sampling or the Acceptance-Rejection (AR) method. Roughly speaking, its main idea is to sample from a bigger region that contains the support of our distribution and keep only the samples that fall in the support. However, AR is efficient only for low dimensional problems or special target distributions [9], for which we can guarantee a high acceptance ratio. MCMC algorithms have proven superior to AR in several computational problems involving sampling from log-concave distributions [22, 63, 83]. Considering special cases of log-concave distributions, e.g., the uniform or the exponential distribution, AR cannot scale beyond a few dimensions, while MCMC algorithms have been proven quite efficient [53, 65, 77]. Other sampling algorithms like Adaptive Rejection Sampling [39], Inverse Transform Sampling [75], or Slice Sampling [72] have never turned out to be efficient when the dimension exceeds a few dozen, even for sampling from a log-concave probability density. We consider the first-order method of Hamiltonian Monte Carlo (HMC) [5, 73, 92] to sample from a log-concave density \( e^{-f(x)} \). The main reason for this choice is that HMC has the best mixing time for unconstrained log-concave distributions and a relatively small cost per step due to leapfrog’s small cost per step. HMC simulates an imaginary particle moving in a conservative field where the roles of its dynamic and kinetic energy are played by the (negative) log-concave function \( f(x) \) and its gradient \( \nabla f(x) \).

Current research on MCMC algorithms focuses on both theoretical and practical aspects. There are efficient implementations, like TensorFlow [1], stan [16], and pyro [8], that provide MCMC sampling methods which in turn allow fitting complex Bayesian models. However, implementations for sampling from truncated distributions seem to be unavailable, with the exceptions of either special distributions such as Gaussians [78] or special convex bodies such as cubes [16]. Recently, a new sampling strategy that uses a Piecewise-Deterministic Markov Process has been proposed for Gaussians distributions [19]. Remarkable exceptions are also some implementations of the Hit-and-Run algorithm, such as the ones in the HOPS library [50]. On the other hand, our software is far more generic as it can sample from polytopes and general (non-linear) bodies. It does so by relying on a general oracle model to calculate the intersection of the sampler’s trajectory with the (boundary of the) convex body. In specific categories of convex bodies (convex polytopes and spectrahedra) we use specialized (optimized) oracles to achieve better performance in theory and practice. For the case of spectrahedra or bodies whose boundaries are given by a set of convex functions, our implementation is the first one that supports such oracles. Experimental evidence suggests that our implementation outperforms all existing software regarding the time it takes to produce an independent sample in the simple case of polytopes. More precisely, there are cases (e.g., convex polytopes) for which our software is more efficient in terms of mixing rate, as well as other cases (e.g., spectrahedra) for which our software is the sole option for sampling.

We introduce Reflective Hamiltonian Monte Carlo (ReHMC), an HMC-based algorithm to sample from a truncated log-concave density using leapfrog dynamics with boundary reflections in a convex body with smooth boundary (in particular, it is enough to assume that the singularities have zero measure).

Figure 1 illustrates a sample generated by ReHMC and a single step of the random walk. We prove that ReHMC converges to the truncated target distribution even when the boundary is smooth. (Theorem 1). We also provide a heuristic to decide the step-size of leapfrog after a fast preprocessing phase before sampling.

Finally, we present an open-source, high-performance implementation in C++ that is (i) optimized for polytopes (feasible sets of linear programs) and spectrahedra (feasible sets of semi-definite programs) and (ii) supports general convex bodies (when the boundary oracle is available).
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Fig. 1. Left we sample with Reflective Hamiltonian Monte Carlo (ReHMC) from the standard normal distribution $\mathcal{N}(0, I_d)$ truncated in a spectrahedron (the origin with purple color). Right a reflective leapfrog trajectory starting from $p_i$ and ending at $p_{i+1}$ that ReHMC computes in the $i$-th step for the same target distribution.

ReHMC can scale to thousands of dimensions on moderate hardware. We compare ReHMC with the Hit-and-Run (H&R) algorithm [64, 85, 88] that is commonly used in modern toolboxes, e.g., COBRA [4] and HOPS [50] on a wide variety of well-known convex bodies. In particular, we sample from (i) polytopes, namely cubes, (product of) simplices, Birkhoff, cross polytopes, and polytopes coming from structural biology; for the latter efficient sampling from a truncated log-concave density is of crucial importance [21, 47], (ii) random spectrahedra, and (iii) general convex bodies. We evaluate the performance by the rate that a mixed Markov Chain produces independent samples [38] using the Potential Scale Reduction Factor (PSRF) diagnostic [37]. ReHMC scales up to $\sim 10^3 \times$ faster than H&R when we sample from a unit-covariance Gaussian density centered at the Chebyshev center of the body [11]. Our code extends the C++ library volesti. A release for this text is available at https://github.com/GeomScale/volesti/tree/v1.1.4.2 and the (post-processed) data we used to run the experiments are available in https://doi.org/10.5281/zenodo.7502138.

1.1 Notations and general setup

We sample from a distribution $\Pi$ with PDF $\pi(x) \propto e^{-f(x)}$, where $f(x)$ is a convex function with support on $K \overset{\text{def}}{=} \text{supp}(\Pi) = \{x \in \mathbb{R}^d \mid \pi(x) > 0\} \subset \mathbb{R}^d$. $K$ is a convex body with interior $K^o$ and boundary $\partial K$. The function $f$ has a minimizer at $x^* \in K^o$. The sandwiching ratio of $K$ is $\gamma \overset{\text{def}}{=} \inf_{R > r > 0} \{R/r \mid B(x^*, r) \subseteq K \subseteq B(x^*, R)\}$, where $B(x^*, r)$ is the $d$-dimensional $L_2$ ball with radius $r$ centered at $x^*$. We assume that $f$ is twice differentiable in $K$, including the boundary $\partial K$, $L$-smooth, and $m$-strongly convex. The Hessian of $f$ is $\nabla^2 f$, and has a smallest eigenvalue of $m$ and a largest eigenvalue of $L$. The condition number of $f$ is $\kappa \overset{\text{def}}{=} L/m$. $Q \succeq 0$ denotes that the matrix $Q$ is positive semi-definite. We use $\Pi(A)$ to denote the measure of set $A$ under the distribution $\Pi$ whose density is $\pi$. The $\tilde{\mathcal{O}}(\cdot)$ notation ignores polylogarithmic factors.

1.2 Related Work

First-order Unconstrained Methods. General first-order methods for sampling assume access to the (function of the) density and its gradient and include some well-known methods for sampling; Underdamped Langevin Dynamics (ULD) [58], the Metropolis-Adjusted Langevin Algorithm (MALA) [32] and HMC [27, 57] are among the most famous ones. The current work on these methods assumes distributions supported on $\mathbb{R}^d$, i.e. they do not constrain the domain of the samples. The recent bound for the mixing time of MALA is $\tilde{\mathcal{O}}(\max\{kd, \kappa^{1/2} \sqrt{d}\})$ [32] which was improved to

\[ \tilde{\mathcal{O}}(\max\{kd, \kappa^{1/2} \sqrt{d}\}) \]
\( \tilde{O}(kd) \) [57]. Also [84] proves \( \varepsilon \)-convergence time bound of \( \tilde{O}(\kappa^{2/6}/\varepsilon^{1/3} + \kappa/\varepsilon^{2/3}) \) in the 2-Wasserstein distance for ULD using the randomized midpoint method.

Constrained HMC. The work in [2] examines the HMC variant with reflection and refraction using a Leapfrog integrator. However, they prove the volume preservation property only for the case of an affine boundary (i.e., a convex polytope); this property is essential to establish the correctness of the algorithm. Moreover, the experimental part is restricted to low dimensions, and the code is not publicly available. The works of [20, 78] proposed HMC methods with boundary reflections where a reflective trajectory is planned, and it is rejected if the total number of reflections exceeds a certain threshold. However, in both papers, they consider only the case where the HMC flow can be computed exactly, e.g., when the Hamiltonian dynamics are relatively simple. They provide a specialized approach for sampling from a Gaussian density with mean \( \mu \) and covariance matrix \( \Sigma \) truncated in a convex polytope or an ellipsoid. Moreover, in [20] they give an \( O(\log d) \) mixing time for cubes with an \( O(d) \) number of reflections per-step on expectation and also prove uniform ergodicity.

Another important family of methods for HMC-based sampling considers the inclusion of the local geometry in the Hamiltonian via barrier functions (log-barriers and sigmoid barriers) [5, 40, 59, 74, 94]; however, the barrier functions become ill-conditioned near the boundaries [93]. Finally, in this family of methods, we should also include the work of [85], which samples from a density of the form \( e^{-f(x) - g(x)} \), where \( f \) and \( g \) are convex, but \( g \) is non-smooth [13, 14, 70, 80, 85]. It achieves constrained sampling using a non-smooth barrier function (such as the log barrier).

Practical performance & Software. The main paradigm in practice is Coordinate Directions Hit-and-Run (CH&R). Extended experiments [24, 34] show that H&R converges (in practice) after \( \tilde{O}(d^2) \) steps. CH&R also converges after \( \tilde{O}(d^2) \) steps in practice [34, 44] and when the truncation is given by a convex polytope, its cost per step is smaller than H&R’s. This is the main reason why CH&R overshadowed, until recently, all other random walks in practical computations on polytopes. Recently asymptotic upper bounds have been proven for the mixing rate of CH&R [56, 71] although there is still a gap from the aforementioned empirical convergence rate. Considering software for truncated sampling, COBRA [4] provides CH&R with a rounding preprocessing step for uniform and exponential sampling from convex polytopes that appear as flux spaces of metabolic networks. HOPS [50] provides both H&R and CH&R for general distributions combined with the same rounding preprocess before sampling as in COBRA. HOPS implementation of CH&R outperforms COBRA [50]. Neither COBRA nor HOPS support sampling from more general domains than polytopes. In contrast, ReHMC provides a specialized implementation for sampling from polytopes and spectrahedra and a generic sampler for convex bodies.

Truncated Statistics. The study of truncated statistics has received a lot of attention in recent years [28, 29, 49, 76] with a focus on many "classical problems," such as linear regression and logistic regression. In this setting, the phenomenon of output truncation is studied, where the samples are filtered out concerning the values of the response variables. Truncation is attributed to poor measurements, data collection, and privacy concerns. These errors usually lead to biased models, i.e., models that replicate the biases of the data they have been trained on. Lastly, truncation has also been studied through the lens of more advanced generative modeling through GANs [12, 66].

2 THE ReHMC ALGORITHM

In this section, we present the Reflective Hamiltonian Monte Carlo (ReHMC) algorithm and its necessary ingredients.
2.1 Hamiltonian Dynamics

HMC simulates a moving particle to sample from a distribution $\Pi$. The state of the particle is a position vector $x$ and a momentum vector $v$, with a Hamiltonian function

$$\mathcal{H}(x,v) \overset{\text{def}}{=} \frac{1}{2}\|v\|^2 + f(x),$$

(1)

where $f$ is an $L$-smooth and $m$-strongly-convex function with condition number $\kappa$. The particle’s movement evolves according to the Hamiltonian dynamics

$$\frac{dx}{dt} = \frac{\partial \mathcal{H}}{\partial v} = v, \quad \frac{dv}{dt} = -\frac{\partial \mathcal{H}}{\partial x} = -\nabla f(x),$$

(2)

that ideally preserves energy on the Hamiltonian $\mathcal{H}$, i.e., the total energy is preserved. If the particle is restricted to a convex body $K$, then it faces an infinite potential barrier. Hence, it reflects at $\partial K$ and Hamiltonian dynamics embody the reflections [2, 41]. In the MCMC regime, this setting allows us to construct a Markov chain with joint stationary distribution proportional to

$$e^{-\|v\|^2/2} \cdot e^{-f(x)} 1\{x \in K\},$$

(3)

where the $x$-marginal is the (truncated) target distribution $\pi$. The simulation of the continuous Markov chain, assuming that the sampler is positioned at $x$, is as follows: First, we draw an initial velocity $v \sim N(0, I_d)$ and simulate the (reflective) Hamiltonian dynamics with initial conditions $x(0) = x$ and $v(0) = v$, for $s$ units of time. Then, the new state $(x(s), v(s))$ is proposed, and we apply a Metropolis filter to preserve the stationary distribution of (3). That is, we perform a coin flip with bias $\min\{1, e^{-\mathcal{H}(x(s), v(s)) + \mathcal{H}(x(0), v(0))}\}$. If the coin comes up heads, then the sampler moves to the proposed state $(x(s), v(s))$; otherwise, it remains at $(x(0), v(0))$. In the case of continuous dynamics, the Hamiltonian is exactly preserved, that is, $\mathcal{H} = 0$, and the value of the filter equals 1, and the sampler always moves at the proposed position. For discretized dynamics that we use in computer simulations, the value of the filter is not one, and the proposed sample may be rejected.

2.2 Oracle Model

The oracle model has access to $f$, to its gradient $\nabla f$, and to a boundary oracle that computes the intersection $\partial K \cap \{z \in \mathbb{R}^d | z = (1 - t)x + ty, t \in [0, 1], x \in K\}$, where $K$ is a convex body given by a set of $M$ inequalities, i.e.,

$$K = \{x \in \mathbb{R}^d | g_i(x) \leq 0, \forall i \in [M]\},$$

where the $g_i$ are convex [11, Ch. 11.1] and the normal vector is well-defined on $\partial K$. Suppose that the sampler is at $x$ and has a velocity $\tilde{v}$. Then (the point) $x + \eta \tilde{v}$ may lie inside or outside $K$. If for all $i \in [M]$ we have that $g_i(x + \eta \tilde{v}) < 0$, then the new proposal lies within $K$, and we do not need to do any reflection. Otherwise, at least one inequality is violated, and thus, there exists a point where the trajectory from $x$ to $x + \eta \tilde{v}$ intersects the boundary. So we seek the intersection parameter $t \in \arg\min\{t_i \in [0, 1], i \in [M] : g_i(x_i + \eta_i \tilde{v}) = 0\}. To find each $t_i$ one has to solve $g_i(x_i + \eta_i \tilde{v}) = 0$ subject to $t_i \in [0, 1]$. We are interested in the cases where $t_i \in [0, 1]$ so that the root lies in the line segment between $x$ and $x + \eta \tilde{v}$. In the general case, the equations are solved numerically (e.g., use methods from [3] or binary search). Thus, we numerically solve (in the worst-case) $O(M)$ such equations. In specific cases, e.g., when $K$ is a polytope or spectrahedron, the equations are univariate polynomials (linear in the case of polytopes), and we can solve them efficiently using dedicated algorithms; these cases cover the majority of applications. If the argmin
set is non-empty, then we pick an active constraint (i.e., the corresponding part of the boundary that the line segment intersects), say its index is \( i^* \), and we perform the reflection operation with the respective (unit-length) normal, which is

\[
\mathbf{n}_{i^*} = \frac{\nabla g_{i^*}(\mathbf{x} + \eta_{i^*} \mathbf{v})}{\| \nabla g_{i^*}(\mathbf{x} + \eta_{i^*} \mathbf{v}) \|}.
\]

Our generic sampler exploits a binary search to compute the intersection of a line segment and \( \partial K \). We can also use exponential search in this case, though its performance would be similar to binary search. In the next Section, we present efficient specialized boundary oracles for when \( K \) is a polytope or spectrahedron.

### 2.3 Specialized Boundary Oracles

We focus on efficient realizations of the boundary oracle for polytopes and spectrahedra. We start with polytopes where we follow the Cyrus-Beck algorithm [25]. Namely, if \( K \) has \( M \) facets and its representation is

\[
K = \{ \mathbf{x} \in \mathbb{R}^d \mid A\mathbf{x} \leq b, \text{where } A \in \mathbb{R}^{M \times d}, b \in \mathbb{R}^M, \text{and } \|a_i\| = 1 \},
\]

then the intersection point of the trajectory with the boundary of \( K \) corresponds to the smallest \( t_i \in [0, 1] \) such that \( a_i^\top((1 - t_i)x + t_i y) = b_i \). The computation of each \( t_i \) takes \( O(d) \) operations, for \( 1 \leq i \leq M \). The Leapfrog integrator applies the reflection operator to \( \mathbf{v} \) at most \( \tau \) times to obtain a new position \( \mathbf{x}' \) in \( K \). Naive complexity bounds yield that each reflection costs \( O(Md) \), and thus the per-step cost is \( O(Md\tau) \). Our implementation of ReHMC — after a preprocessing — performs the first reflection in \( O(Md) \) operations and each one of the subsequent \( \tau - 1 \) reflections costs \( O(M) \) operations. Moreover, the integrator runs for \( w \) steps (\( w \) is the walk length parameter) before proposing the new position. Thus, the amortized per-step complexity bound becomes \( O(M(d + \tau)w) \). The preprocessing step involves the computations of all inner products \( a_i^\top a_j \) between the normal vectors of the facets; it takes \( M^2d \) operations. Now let \( \mathbf{v}_j \) be the velocity and \( \mathbf{x}_j \), \( 1 \leq j \leq \tau \) the position before each reflection during a single step, with \( \mathbf{v}_1 = \mathbf{v} \) and \( \mathbf{x}_1 = \mathbf{x} \). During the computations of the first reflection, we store all the values of the inner products \( a_i^\top \mathbf{x}_1 \) and \( a_i^\top \mathbf{v}_1 \). For \( j > 1 \), the intersection time with \( \partial K \) corresponds to the smallest positive solution of the following system of linear equations,

\[
a_j^\top((1 - t_j)x_j + t_j(\mathbf{x}_j + \eta \mathbf{v}_j)) = b_i,
\]

where \( t_j \in [0, 1] \), \( x_j = x_{j-1} + \eta \mathbf{v}_{j-1} \), \( \mathbf{v}_j = \mathbf{v}_{j-1} - 2(\mathbf{v}_{j-1}^\top a')a' \), \( a' \) is the normal vector of the facet that the trajectory hits at reflection \( j - 1 \), and \( t_{j-1} \) the solution of the reflection \( j - 1 \). We solve all the \( M \) equations in \( O(1) \) operations based on our bookkeeping from the previous reflection and the preprocessing. When all the equations are infeasible we set \( x' = x_j + \eta \mathbf{v}_j \).

For spectrahedra, we use the oracle presented in [17], where it is used in the sampling process. Spectrahedra are the feasible sets of Semi-definite Programs (SDPs) [11]. We assume that the spectrahedron \( K \) is defined by a linear matrix inequality (LMI) of the form

\[
K = \left\{ \mathbf{x} \in \mathbb{R}^d \mid F(\mathbf{x}) = A_0 + A_1 x_1 + \ldots + A_d x_d \geq 0 \right\},
\]

where \( A_i \) are symmetric matrices in \( \mathbb{R}^{M \times M} \). To find the intersection of a trajectory with the boundary of \( K \), we seek the smallest \( t \in [0, 1] \) such that \( F(\mathbf{x} + tv) \geq 0 \), for a point \( \mathbf{x} \in K \) and a direction \( \mathbf{v} \in \mathbb{R}^d \). This inequality yields a polynomial eigenvalue problem (PEP) of the form \( P(\lambda)\mathbf{x} = 0 \) where \( P(\lambda) \) is a univariate polynomial whose coefficients are \( M \times M \) matrices. In our case, the PEP is \( F(\mathbf{x}) + t F(\mathbf{v}) - I_d \geq 0 \). Reference [17, Lemma 2.1] gives an algorithm that finds the eigenvalues and eigenvectors of a PEP up to accuracy \( \epsilon_P = 2^{-L_P} \) and runs in \( \tilde{O}_P(M^{O(1)} L_P) \) bit complexity (ignoring polylog factors) with \( L_P = \Omega(M^3 t_P) \) and \( t_P \) being the bitsize of the matrix elements (for matrices with integer elements).
We freeze the step size after burn-in. Figure 2 contains empirical evidence of the behaviour of \( \eta_t \) in (2). The discretization of reflective Hamiltonian Dynamics updates the initial state \((x, v)\) at time \( t \) to the state \((\tilde{x}', \tilde{v}')\) at time \( t + \eta \) with the leapfrog integrator. The latter performs a velocity half-update and a position update as follows
\[
\tilde{v} = v - \eta \nabla f(x)/2 \quad \text{and} \quad \tilde{x} = x + \eta \tilde{v}.
\]

If the new position \( \tilde{x} \) is not in \( K \) we calculate the intersection of the line supporting \( \tilde{x} \) and \( \partial K \), and then perform a reflection with respect to the normal defined on the intersection point with \( \partial K \). For this, we assume that locally the trajectory of HMC is the segment \((1 - t)x + t \tilde{x} \) that intersects \( \partial K \) at a point with normal vector \( n_{\tilde{x}} \). We reflect the velocity, \( \text{refl}_x(\tilde{x}) = -2(\tilde{x} - n_{\tilde{x}}) \cdot \nabla f(\tilde{x}) + \tilde{x} \), and then the position, \( \text{refl}_v(\tilde{x}) = \eta \cdot \text{refl}(\tilde{x}) + x \). We apply the reflection operator sufficiently many times until we obtain a position inside \( K \); let the corresponding state be \((\tilde{v}', \tilde{x}')\). Finally, we update the velocity,
\[
\tilde{v}' = \tilde{v} - \eta \nabla f(\tilde{x}')/2,
\]
to get the final state \((\tilde{x}', \tilde{v}')\). Finally, we apply the Metropolis filter to transition from \((x, v)\) to \((\tilde{x}', \tilde{v}')\). We can run the integrator for \( w \) steps before proposing the new state. The parameter \( w \) is called the walk length. The pseudocode of ReHMC can appear in Algorithm 1. We prove the following (see Appendix B.1 for the full proof):

**Theorem 1.** For a smoothly differentiable negative log-density \( f \) (where \( \pi(x) \propto \exp(-f(x)) \)), the discretized reflective Hamiltonian Dynamics are volume-preserving and time-reversible.

In practice, before sampling, we perform a burn-in phase. Then, we pick the last point as a (warm) starting point for sampling. We exploit the steps we perform in the burn-in phase to learn a practical value for the leapfrog step size. We compute a sequence \( \eta_t \) of step sizes that converge to a value \( \bar{\eta} \) in the long run; the latter is the step size we use for sampling (i.e., after the burn-in phase). In particular, we use the following online rule: We start from some \( \eta_0 \) which we iteratively divide with the sample average number of reflections we have seen so far. More formally, let \( \ell_1, \ell_2, \ldots, \ell_t \) be the reflections observed until time \( t \), where we count the 0-th reflection (i.e. \( \ell_1 = 1 + \text{number of reflections at time } i \)). Then, the step-size at time \( t + 1 \) is
\[
\eta_{t+1} = \frac{\eta_t}{\frac{1}{2} \sum_{i=1}^{t} \ell_i}.
\]
We freeze the step size after burn-in. Figure 2 contains empirical evidence of the behaviour of \( \eta_t \) during the burn-in phase on experiments with various polytopes. Observe that during the burn-in phase, the process \( \{\eta_t\} \) is ergodic and converges to a value \( \bar{\eta} \), which we use during the sampling phase after a small number of iterations. An interesting feature addition is to try to connect the step-size of the integrator with the proposition of the accepted sample so far.

**2.5 Warm Start**

The notion of a good starting distribution is crucial for the fast mixing of the algorithm both from a theoretical and a practical viewpoint; see, e.g., [51, 54, 57, 62] and the references therein. For this reason, it was introduced the concept of a warm start \( \Pi_0 \) with PDF \( \pi_0 \). This is a distribution that provides samples to an MCMC algorithm to start sampling...
Fig. 2. Adaptive step size rule behaviour to sample from \( \pi(x) \propto e^{-\|x-x_c\|^2/R_c} \), where \((x_c, R_c)\) are the Chebyshev center and radius; \( \eta_0 = R_c^{1/2} \).

from a target distribution \( \Pi \) with PDF \( \pi \). Formally, we say that \( \Pi_0 \) is \( \beta \)-warm-start with respect to \( \Pi \) if and only if

\[
\sup_{x \in K} \frac{d\Pi_0}{d\Pi} = \sup_{x \in K} \frac{\pi_0(x)}{\pi(x)} \leq \beta.
\]

The classical result of [62] states that the mixing time is between \( 1/\Phi \) and \( \log \beta/\Phi^2 \), where \( \beta \) is the warmness of the starting distribution, and the blocking conductance frameworks of [54], and [57] obtain mixing time bounds with a doubly logarithmic dependency on the warmness \( \beta \). Therefore, a good starting distribution is a distribution for which \( \beta \) is small. In the untruncated case of sampling from a log-concave density \( \pi(x) \propto e^{-f(x)} \) where the Hessian of \( f \) has condition number \( \kappa \), a good starting distribution had \( \beta = \kappa^{d/2} \). In our case, Theorem 2 shows that \( \beta \) is similarly \( O((\kappa \gamma)^d) \).

Specifically, for ReHMC, we choose the truncated Gaussian

\[
\pi_0 = \mathcal{N}_K \left( x^*, \frac{1}{L} I_d \right), \tag{6}
\]

as an initial distribution and prove that

**Theorem 2.** The distribution \( \pi_0 = \mathcal{N}_K \left( x^*, 1/L I_d \right) \) is an \( O(\gamma^d \kappa^d) \)-warm start w.r.t. \( \pi \), where \( x^* = \arg\min_{x \in K} f(x) \), and \( \gamma = \inf_{R > r > 0} \left\{ \frac{R}{r} | B(x^*, r) \subseteq K \subseteq B(x^*, R) \right\} \) is the sandwiching ratio of \( K \).

The above warm start has the following advantages: First, since \( f \) is convex and we have access to \( \nabla f \), we can find the minimizer using any first-order method, such as projected gradient descent, mirror descent or interior point
Truncated Log-concave Sampling for Convex Bodies with Reflective Hamiltonian Monte Carlo

|               | 100-Cube | 100-Simplex | 100-S-Cube | 10-Birkhoff | 10-Cross | 50-P-Simplex | e-coll | iAB-RBC-283 | iAT-PLT-636 |
|---------------|----------|-------------|------------|-------------|----------|--------------|--------|-------------|-------------|
| d (dimension) | 100      | 100         | 100        | 81          | 10       | 10           | 100    | 25          | 130         |
| $\psi_{\text{me}}$ | 1        | 1.0506      | 100        | 1.8         | 1        | 1.4          | 107.53 | 1.22 $\cdot 10^6$ | 117.1559    |
| ReHMC w (walk length) | 91       | 11          | 91         | 65          | 4        | 21           | 23     | 85          | 225         |
| $N_{\text{ESS}}$ | 24353    | 14666       | 8740       | 50309       | 50491    | 21076        | 15060  | 10          | 9010        |
| PSRF          | 1.001    | 1.004       | 1.001      | 1.002       | 1.001    | 1.003        | 1.001  | 1.002       | 1.002       |
| $t_{\text{IS}}$ (us) | 1551     | 454         | 5063       | 396         | 67       | 502          | 228    | 10$^7$ 698320 |
| Avg. Reflections ($\tilde{\ell}$) | 0.229     | 6.13        | 0.228      | 1.943       | 0.719    | 4.296        | 0.001  | 23.9943     | 0.0         |
| Step size (of leapfrog) | 0.008     | 0.001       | 0.008      | 0.004       | 0.058    | 0.018        | 0.041  | 0.0003      | 0.003       |
| H&R-HOPS w (walk length) | 91       | 81          | 81         | 81          | 10       | 91           | 17     | †141        |
| $N_{\text{ESS}}$ | 2799     | 164         | 629        | 665         | 16886    | 214          | 24     | †467        |
| PSRF          | 1.003    | 1.020       | 1.006      | 1.006       | 1.001    | 1.016        | 1.178  | †1.011      |
| $t_{\text{IS}}$ (us) | 1608     | 20632       | 6315       | 3496        | 1301     | 16046        | 310060 | †16 $\cdot 10^6$ |
| CH&R-HOPS w (walk length) | 91       | 91          | 91         | 81          | 10       | 91           | 17     | †197        |
| $N_{\text{ESS}}$ | 3225     | 293         | 71         | 4744        | 31734    | 17           | 11     | †453        |
| PSRF          | 1.002    | 1.022       | 1.016      | 1.001       | 1.000    | (•) 1.520    | 1.102  | †1.005      |
| $t_{\text{IS}}$ (us) | 396      | 4061        | 20645      | 10609       | 351      | 194182       | 284494 | †7.24 $\cdot 10^6$ |

Table 1. Experimental Results for sampling from $\pi(x) \propto e^{-\|x-x_c\|^2/2}$ using ReHMC, Hit-and-Run from HOPS [50] (H&R-HOPS) and Coordinate-Hit-and-Run from HOPS (CH&R-HOPS). The HOPS library uses H&R (and CH&R) together with an initial rounding procedure in order to sample (only) from a convex polytope. The quantity $\psi_{\text{me}}$ denotes the ratio of the maximum over the minimum axis lengths of the maximum-volume inscribed ellipsoid of $K$. A value of $\psi_{\text{me}} \approx 1$ indicates that the body is in John’s position [52]. The † symbol denotes a failed experiment where the sampler repeatedly escaped $K$, and the ★ symbol denotes failure to mix according to the PSRF $\leq 1.2$ criterion. In each case, the most efficient sampler is highlighted (lower is better). $d$ is the dimension, $w$ is the walk length, $N_{\text{ESS}}$ the min ESS, $f$ is the average number of reflections and $t_{\text{IS}}$ is the time per independent sample. For ReHMC we also report the step size of leapfrog after burn-in (Section 3).

methods. Moreover, for practical purposes, we can use existing samplers available within our software to sample from truncated Gaussians, such as Hit-and-Run.

3 IMPLEMENTATION AND EXPERIMENTS

3.1 Implementation

We provide an open-source, scalable C++ implementation of the ReHMC algorithm for general densities with access to $f$ and $\nabla f$, that works on multiple OS. The software employs eigen [42] for linear algebra, Spectra for computing the eigenvalues in the PEP problems, and Intel’s MKL [43] for high-performance$^2$. It supports specialized samplers for H-polytopes and spectrahedra, as well as a generic sampler for convex bodies. Polytopes (feasible regions of linear

$^2$Eigen’s interface provides plug-and-play functionality with MKL.
Algorithm 1 ReHMC Algorithm.

procedure ReHMC($\eta, f, K, N_{\text{samples}}, w$)
    $k \leftarrow 0$
    $x^* \leftarrow \text{Minimize}(f, K)$
    Draw $x_0 \sim N_K(x^*, L^{-1} I_d)$
    while $k \leq N_{\text{samples}}$ do
        Draw $v_k \sim N(0, I_d)$
        $(\tilde{x}_k, \tilde{v}_k) \leftarrow \text{Walk}(f, \eta, x'_k, v'_k, w)$
        Draw $u \sim \mathcal{U}[0, 1]$
        if $u \leq \min\{1, \exp \left( H(x_k, v_k) - H(\tilde{x}_k', \tilde{v}_k') \right) \}$ then
            $x_{k+1} \leftarrow \tilde{x}_k$
        else
            $x_{k+1} \leftarrow x_k$
        end if
        $k \leftarrow k + 1$
    endwhile
    return \{ $x_k \}_{1 \leq k \leq N_{\text{samples}}}$
end procedure

procedure Walk($f, \eta, x, v, w$)
    for $1 \leq i \leq w$ do
        $(x, v) \leftarrow \text{Leapfrog}(f, \eta, x, v)$
    end for
end procedure

procedure Leapfrog($f, \eta, x, v$)
    $\tilde{v} \leftarrow v - \frac{\eta}{2} \nabla f(x)$
    $\tilde{x} \leftarrow x + \eta \tilde{v}$
    if $\tilde{x} \in K$ then
        $x' \leftarrow \tilde{x}$
        $v' \leftarrow \tilde{v}$
    else
        $(x', v') \leftarrow \text{Reflect}(K, \tilde{x}, x, \tilde{v})$
    end if
    $\bar{v} \leftarrow v' - \frac{\eta}{2} \nabla f(x')$
    return $(\bar{x}', \bar{v}')$
end procedure

procedure Reflect($K, \tilde{x}, x, \tilde{v}$)
    $a = \tilde{x} - x$
    $u$ is the point of intersection of $x + ta$ and $\partial K$
    $n$ is the normal vector at $u \in \partial K$
    $\tilde{x}' \leftarrow -2(a^t n) n + a + \tilde{x}$
    $\tilde{v}' \leftarrow -2(\tilde{v}^t n) n + \tilde{v}$
    if $\tilde{x}' \notin K$ then
        Reflect($K, \tilde{x}', \tilde{x}, \tilde{v}$)
    else
        return $(\tilde{x}', \tilde{v}')$
    end if
end procedure

programs) and spectrahedra (feasible regions of semi-definite programs) are important in convex optimization. We use the boundary oracles of Section 2.3 to compute the intersection of the leapfrog trajectory with the corresponding
Table 2. Sampling with ReHMC from spherical Gaussian and exponential distributions.

| Convex Body    | Dimension | Distribution | $w$ | $N_{ess}$ | $t_{is}$ (us) | PSRF | $\bar{\ell}$ |
|---------------|-----------|--------------|-----|-----------|---------------|------|-------------|
| 1000-Cube     | 1000      | Gaussian     | 300 | 30903     | $3.9 \cdot 10^5$ | 1.001 | 0.2         |
| 1000-Simplex  | 1000      | Gaussian     | 300 | 3257      | $1.2 \cdot 10^6$ | 1.010 | 20          |
| 33-Birkhoff   | 1024      | Gaussian     | 300 | 25470     | $2.5 \cdot 10^5$ | 1.004 | 4           |
| Recon1        | 931       | Gaussian     | 187 | 409       | $1.2 \cdot 10^8$ | 1.021 | 0.0         |
| Spectra-200-15| 200       | Gaussian     | 200 | 11917     | $4.8 \cdot 10^4$ | 1.005 | 1           |
| Spectra-400-20| 400       | Gaussian     | 400 | 11896     | $1.6 \cdot 10^5$ | 1.003 | 1           |
| Spectra-600-25| 600       | Gaussian     | 600 | 12644     | $3.5 \cdot 10^5$ | 1.003 | 1           |
| Spectra-800-30| 800       | Gaussian     | 800 | 12664     | $8.9 \cdot 10^5$ | 1.002 | 1           |
| Spectra-1000-35| 1000     | Gaussian    | 1000| 11866     | $2.3 \cdot 10^6$ | 1.003 | 1           |
| 500-cvx-body  | 500       | Gaussian     | 500 | 81        | $7.8 \cdot 10^7$ | 1.022 | 5           |
| 1000-cvx-body | 1000      | Gaussian     | 1000| 316       | $5.6 \cdot 10^7$ | 1.013 | 3           |
| e-coli        | 24        | Exponential  | 18  | 920       | $3.0 \cdot 10^4$ | 1.003 | 11.3        |
| iAT-PLT-636   | 289       | Exponential  | 216 | 186       | $2.6 \cdot 10^7$ | 1.008 | 9.5         |
| Recon1        | 931       | Exponential  | 700 | 126       | $4.0 \cdot 10^10$ | 1.091 | 7.9         |
| iAB-RBC-283   | 129       | Exponential  | 400 | 157       | $3.6 \cdot 10^8$ | 1.153 | 912.3       |

3.2 MCMC Diagnostics

To estimate the practical efficiency of our method, we measure the time needed to produce one independent sample after a total of $N$ draws, which we define as $t_{is} = \frac{\text{Time to perform } N \text{ draws (us)}}{N_{ess}}$. The Effective Sample Size $N_{ess}$ (ESS) measures the amount by which autocorrelation within chains increases uncertainty. Ideally, given independent, uncorrelated samples, the Central Limit Theorem implies that the estimation error of the sample mean of the observations is $O(1/\sqrt{N})$. If there is a correlation, then the estimation error is $O(1/\sqrt{N_{ess}})$ by the Monte Carlo Central Limit Theorem [38]. We use the definition and implementation of $N_{ess}$ provided in [38], and we compute the minimum ESS.

The logic behind reporting $t_{is}$ is that the metric balances fast performance (i.e., the time needed to produce the next sample in the chain, which may be highly correlated with the previous one) and the "bottleneck quality" of sampling (i.e., a sampling algorithm may be slower but able to produce samples with lower correlation and hence higher $N_{ess}$). Moreover, we measure the PSRF diagnostic [37] that measures whether a chain has mixed by comparing the variance between and the variance within the chain components. We calculate the PSRF of a chain by splitting it in half.

3.3 Convex body datasets

We experiment with the following convex bodies: (1) Standard polytopes: cubes, simplices, cross-polytopes, and products of simplices (P-Simplex). (2) Application polytopes: these include polytopes from the BiGG models [7] that model metabolic networks of biological systems; their feasible regions are the flux spaces of each network that makes (flux) sampling a powerful tool to study metabolism [47]. Also, we consider Birkhoff polytopes, i.e., the convex hull of the set of permutation matrices, that are of special interest and widely used in machine learning\(^3\), computer vision, and in

\(^3\)For example, [87] transforms inferring a ranking distribution to an optimization problem on a Birkhoff polytope.
various problems in convex optimization [35, 61]. (3) Random Spectrahedra [26] (Spectra-d-M), and (4) General Convex Bodies (d-cvx-body). More specifically, we experiment with the following polytope (families) that in some cases, their dimension is parametrized by a natural number $N$:

- **$N$-Cube.** The $N$-dimensional cube $[-1,1]^N$.
- **$N$-Simplex.** $\Delta_N = \{ x \in \mathbb{R}^N \mid \sum_{i=1}^N x_i \leq 1, x_i \geq 0 \}$.
- **$N$-Birkhoff.** Its vertices correspond to the perfect matchings of the complete bipartite graph on $N$ nodes. The Birkhoff polytope is the convex hull of the indicator vectors $\{1_M \mid M$ is a perfect matching of $K_{N,N}\}$ and lies within on $(N^2 - 2N + 1)$-dimensional affine subspace of the $N^2$-dimensional space.
- **$N$-Cross.** The $N$-dimensional unit ball in $\ell_1$-norm $\{ x \in \mathbb{R}^N \mid \|x\|_1 \leq 1 \}$.
- **$N$-P-Simplex.** The product $\Delta_N \times \Delta_N$.
- **$N$-S-Cube.** A skinny cube of the form $[-N,N] \times [-1,1]^{N-1}$.
- **e-coli.** The polytope corresponds to the core Escherichia coli metabolic model.
- **iAB-RBC-283.** A polytope corresponding to a proteomically derived knowledge base of erythrocyte metabolism.
- **iAT-PLT-636.** A polytope corresponds to a metabolic network related to the human platelet. iAT-PLT-636 is reconstructed using 33 proteomic datasets and 354 literature references. The network contains enzymes mapping to 403 diseases and 231 FDA-approved drugs.
- **Recon1.** The polytope corresponds to the human (homo sapiens) metabolic network.

**Metabolic Polytopes.** The metabolic polytopes initially had the representation $\{ x \mid A_{eq}x = b_{eq}, l \leq x \leq u \}$. To put them in the representation $\{ x \mid Ax \leq b \}$ we took the following steps:

- We compute the kernel of $A_{eq}$, say $W$, where each column of $W$ is a column vector $w$ such that $Aw = 0$.
- We compute the shift vector $x_s$ to be the solution to the underdetermined system $A_{eq}x = b_{eq}$.
- We set $A$ and $b$ as $A = \begin{pmatrix} l_d & -l_d \\ -l_d & l_d \end{pmatrix} W, \quad b = \begin{pmatrix} u \\ -l \end{pmatrix} - \begin{pmatrix} l_d & -l_d \end{pmatrix} x_s$.

The data for metabolic polytopes are publicly available from the BiGG models database.

**Spectrahedra.** For the random spectrahedra (Spectra-d-M), we consider the LMIs [26] defined using the following $A_1, \ldots, A_M$ matrices:

$$A_1 = ZZ^T + l_d, \quad Z_{ij} \sim \mathcal{U}[0,1]$$

$$A_i = \begin{pmatrix} \tilde{Q}_i & Q_d \\ Q_d & -\tilde{Q}_i \end{pmatrix}, \quad \tilde{Q}_i = Q_i + Q_i^T, \quad Q_i \sim \mathcal{U}([-1,1]^{(M/2) \times (M/2)}) \text{ for } i \in [2,d].$$

**Convex Bodies.** Finally, we sample from the following generic convex body (d-cvx-body) (Figure 3 represents samples from the 2-cvx-body):

$$K = \left \{ (x_1, \ldots, x_d) \in \mathbb{R}^d : g_1(x_1, \ldots, x_d) \overset{\text{def}}{=} \log \sum_{i=1}^d \exp(x_i) \leq 0, \quad g_2(x_1, \ldots, x_d) \overset{\text{def}}{=} \sum_{i=1}^d x_i^2 - d^2 \leq 0 \right \}.$$
The gradients of $g_1, g_2$ are

$$\nabla g_1(x_1, \ldots, x_d) = \left( \frac{\exp(x_i)}{\sum_{j=1}^{d} \exp(x_j)} \right)_{i \in [d]}$$

(softmax function),

$$\nabla g_2(x_1, \ldots, x_d) = (2x_i)_{i \in [d]}.$$  

### 3.4 Comparison Experiments

We compare with HOPS-H&R and HOPS-CH&R, the standard algorithms for sampling from a truncated log-concave density in practice. We sample from a Gaussian density centered at the Chebyshev center with unit covariance. The experiments run with walk length $w \in [1, d]$ with an increment of $\lfloor d/10 \rfloor$ for all samplers (we perform grid search), while for ReHMC, we set an initial step size equal to $\eta_0 = R_c/10$ where $R_c$ is the Chebyshev radius. For all methods, we count $t_s$ over a range of parameters regarding $w$ and report the minimum $t_s$ observed given that the corresponding chain has a PSRF $\leq 1.2$. For ReHMC, we also report the average number of reflections for the selected experiment and the step size used after burn-in. The results account for a total of 80K draws per experiment with a burn-in of 20K draws and are in Table 1. We apply a random rotation to 100-Cube, 100-Simplex, and 50-P-Simplex.

**Scaling Experiments.** We quantify how ReHMC scales by sampling from bodies of $\sim 10^3$ dimensions: (i) A 1000-Cube. (ii) a 1000-Simplex, (iii) the Birkhoff polytope with 33 elements ($d=1024$), (iv) the polytope that represents the human metabolic network (Recon1) in systems biology ($d=931, M=4934$), (v) spectrahedra ($d \in \{200, 400, 600, 800, 1000\}$), (vi) a convex body ($d \in \{500, 1000\}$). We sample from a unit covariance Gaussian centered at the Chebyshev center for $N = 80K$ draws with a burn-in of 20K draws from a warm start. To illustrate further the efficiency of ReHMC we sample from the exponential distribution $p(x) \propto e^{-c^T x}$ supported on a convex polytope. In particular, to make the examples more interesting, we consider two additional polytopes –except Recon 1– that represent metabolic networks in systems biology [79]; the function $g_c(x) = c^T x$ evaluates the biomass of the network, where $c \in \mathbb{R}^n$ is its biomass vector. Sampling from $p(x)$ is an essential operation in metabolic network analysis [30]. The results are in Table 2. Note that HOPS does not support spectrahedra and general convex bodies.
4 DISCUSSION & CONCLUSION

Competitors. ReHMC can scale up to $1.03 \times 1359\times$ faster than H&R-HOPS in terms of $t_{\text{tr}}$ as seen from Table 1. More specifically, while the two algorithms have comparable performance on the 100-Cube (ours surpassed H&R by 1.03×), ReHMC outperformed the H&R algorithm on the 100-Simplex (45× faster), 100-S-Cube (1.2× faster), 10-Birkhoff (8.8× faster), 10-Cross (19.4× faster), 50-P-Simplex (31.9× faster), e-coli (1359.9× faster), iAB-RBC-283, and iAT-PLT-636 (∼ 22× faster). The poor performance of H&R on the simplex is due to its worst possible isotropic constant over all simplicial polytopes [81]. HOPS cannot sample from iAB-RBC-283 where it could not round the polytope due to its geometry. Regarding the CH&R-HOPS, it outperforms ReHMC only on the 100-Cube (3.9×), whereas it performs up to 386.1× slower on the rest of the benchmarks. More specifically, we outperform CH&R-HOPS on 100-Simplex (8.9× faster), 100-S-Cube (4.07× faster), 10-Birkhoff (26.7× faster), 10-Cross (5.23× faster), 50-P-Simplex (386.1× faster), iAB-RBC-283, and iAT-PLT-636 (∼ 10× faster). Interestingly, ReHMC computes, in all cases, a higher quality sampler, in terms of PSRF, than both H&R and CH&R. This results in a larger performance gain for ReHMC if we restrict all samplers to stop after a certain PSRF value is attained. Finally, the chosen walk length $w$ from grid search does not seem to be related to the geometry of the body.

Scaling. ReHMC scales to a few thousand dimensions and samples with very low PSRF, whereas current implementations of truncated HMC [2] experimented with ≤ 50 dimensions. In particular, we efficiently sample (in a few hours) from a 1000-dimensional cube and simplex, a large Birkhoff polytope, a Recon1 metabolic polytope, spectrahedra, and two (general) convex bodies.

Billiard Behaviour. The average number of reflections $\ell$ for every experiment is ergodic and bounded across all instances (see Tables 1 and 2), suggesting that our theoretical assumption for the boundedness of $\ell$ is reasonable and that the adaptive rule for determining the step-size works well in practice. Also, the average number of reflections varies among instances. For example, iAB-RBC-283 and 1000-Simplex have $\ell \approx 24$, and $\ell \approx 20$ respectively due to the fact that a large fraction of the Gaussian’s measure is close to $\partial K$. Conversely, Recon1 has $R_c \approx 10^4$, i.e. most of the Gaussian measure is concentrated away from $\partial K$, and has $\ell = 0$. Theoretical bounds for $\ell$ are the subject of chaotic billiards (e.g., see [55, 86, 89]) and lie beyond the scope of this paper. However, we believe that in the case of Gaussian distributions, we can apply the Gaussian Annulus Theorem to get an estimate of the average number of reflections $\ell$.

Conclusions. We introduce an algorithm, ReHMC, for sampling from a truncated log-concave density $\pi(x) \propto e^{-f(x)}$. We also provide an online rule to estimate the step size during the burn-in phase, and we provide an open-source implementation that can sample from a variety of convex bodies (polytopes, spectrahedra, and general convex bodies) up to $\sim 10^3 \times$ faster than H&R, subject to empirical mixing criteria. As an interesting future direction to employ different integrators to approximate the Hamiltonian dynamics and provide new mixing time guarantees, as well as use stochastic gradients in place of the true gradients. Finally, devising different heuristics for the step size of the leapfrog integrator, such as making the step size be also a function of the proportion of accepted samples, is interesting future work.
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A MARKOV-CHAIN-MONTE-CARLO

A.1 Markov-Chain-Monte-Carlo Algorithms

An extensive family of algorithms in the sampling regime is the Markov-Chain-Monte-Carlo (MCMC) (or Metropolis-Hastings) algorithms introduced in the seminal works of [45, 67]. The logic of an MCMC algorithm is the following: We start with an initial density \( \pi_0 \), and we simulate the following steps: First, we have a proposal step. The proposal step proposes a state \( \tilde{x} \) given that the sampler is already in state \( x \). The proposal step makes use of the proposal function \( P : K \times K \to [0, \infty) \), where \( P(x, \cdot) \) represents a density over \( x \in K \). So, at the proposal step, we sample a state \( \tilde{x} \sim P(x, \cdot) \), and write \( \tilde{x} \sim P(x) \) in shorthand. In the second step, known as the accept-reject step, the algorithm accepts the proposal \( \tilde{x} \) of the first step as the new state of the sampler with probability

\[
\alpha(x, \tilde{x}) \overset{\text{def}}{=} \min \left\{ 1, \frac{\pi(\tilde{x}) P(\tilde{x}, x)}{\pi(x) P(x, \tilde{x})} \right\}
\]

otherwise, with probability \( 1 - \alpha(x, \tilde{x}) \) the sampler rejects \( \tilde{x} \) and remains in \( x \). This process is also known as the Metropolis-Hastings Filter [73] and is applied to ensure that \( \pi \) is a stationary density for this Markov Chain. Drawing the proposal \( \tilde{x} \) and applying the accept-reject step can be combined to give the overall transition kernel \( T(x, \tilde{x}) \) defined as

\[
T(x, \tilde{x}) \overset{\text{def}}{=} P(x, \tilde{x}) \alpha(x, \tilde{x}) \quad x \neq \tilde{x}
\]

where again \( T(x, \cdot) \) is a probability density function which we will denote in shorthand as \( T_x \) and thus \( \tilde{x} \sim T_x \).

Sampling from a log-concave density can be performed in multiple ways since the proposal distribution \( P \) can vary between the methods. Some methods include: (a) independence sampling where \( \tilde{x} \sim N(0, \Sigma) \), (b) random-walk Metropolis (RWM) where \( \tilde{x} \sim N(x, 2\eta I_d) \), (c) Metropolis-Adjusted Langevin Algorithm (MALA) where \( \tilde{x} \sim N(x - \eta \nabla f(x), 2\eta I_d) \), (d) Ball-walk (BW), (e) H&H, (f) Coordinate-Hit-and-Run (CHR), (g) Underdamped Langevin Diffusion (ULD), and Hamiltonian Monte Carlo (HMC). For a more detailed discussion of the various samplers, we redirect the interested reader to [18, 18, 68, 82, 84, 90, 91] and the references therein.

A.2 Hamiltonian Dynamics

The Hamiltonian Dynamics [6, 73] is an interpretation for studying the evolution of physical systems. In this formulation, we have a particle of mass \( m_p \) with velocity \( v \) and position \( x \). The particle moves in a conservative potential \( U(x) \) where it experiences a force \( -\nabla U(x) \) which is dependent on its position and has a Kinetic Energy \( K(v) = \frac{1}{2} m_p \|v\|^2 \).

The dynamics of the particle evolve according to Newton’s Second Law, that is \( m_p \dot{\phi} = -\nabla U(x) \), or equivalently, in terms of the Hamiltonian \( H(x, v) = K(v) + U(x) \)

\[
\frac{dx}{dt} = \frac{\partial H}{\partial v} = \frac{\partial H}{\partial v} \quad \frac{dv}{dt} = -\frac{\partial H}{\partial x} = -\frac{1}{m_p} \nabla U(x)
\]

The above system of equations preserves the Hamiltonian over time since

\[
\frac{dH}{dt} = \frac{\partial H}{\partial x} \frac{dx}{dt} + \frac{\partial H}{\partial v} \frac{dv}{dt} = \frac{\partial H}{\partial x} \frac{\partial H}{\partial v} - \frac{\partial H}{\partial v} \frac{\partial H}{\partial x} = 0
\]
Therefore the system moves on the level sets of the Hamiltonian function, that is \( C(E) = \{(x, v) | H(x, v) = E = \text{const.}\} \). From now on, and for notational convenience, we will assume that the particle has unit mass, that is, \( m_p = 1 \). An alternative formulation of the Hamiltonian Dynamics defines a joint variable \( z = (x, v) \) and evolves according to

\[
\frac{dz}{dt} = J \nabla H(z), \quad J = \begin{pmatrix} O & I \\ -I & O \end{pmatrix}
\]  

(11)

Or in terms of a mapping we can define \( T_s \) such that given a state \( z(t) \), it produces the state \( z(t + s) \) as

\[
z(t + s) = T_s z(t) = z(t) + \int_t^{t+s} J \nabla H(z(t)) dt
\]  

(12)

with an inverse mapping \( T_{-s} \), which can be obtained by negating \( v \), applying the forward mapping, and negating \( v \) again. The Hamiltonian Dynamics are symplectic, that is for the Jacobian mapping \( B_s \) of \( T_s \) we have that \( B_s^T J^{-1} B_s = J^{-1} \).

As a consequence, the operator is volume preserving as well, which means that for every region \( R \subseteq \mathbb{R}^d \), we have \( \text{Vol}(R) = \text{Vol}(T_s R) \). This property can be proven by proving that the Jacobian of the mapping \( T_s \) for infinitesimal \( s \) has absolute value 1, or the divergence of the vector field \( F(z) = J \nabla H(z) \) is 0.

Discretization of the Hamiltonian Dynamics. Solving the Hamiltonian Dynamics ODE in a computer setting requires discretizing the underlying ode \( \dot{z} = J \nabla H(z) \). For this reason, multiple methods have been proposed. The easiest one is, perhaps, the Euler method where

\[
v_{i+1} = v_i - \eta \nabla f(x_i), \quad x_{i+1} = x_i + \eta v_i
\]  

(13)

and its improvement, which uses the already computed value of \( v_{i+1} \)

\[
v_{i+1} = v_i - \eta \nabla f(x_i), \quad x_{i+1} = x_i + \eta v_{i+1}
\]  

(14)

These methods, which are very simple and conceivable, are usually prone to numerical errors and may become unstable. Moreover, they have an \( O(\eta^2) \) local error and an \( O(\eta) \) global error. A better way to discretize the Hamiltonian Dynamics is through the leapfrog integrator

\[
\tilde{v}_{i+1} = v_i - \frac{\eta}{2} \nabla f(x_i), \quad x_{i+1} = x_i + \eta \tilde{v}_{i+1}, \quad v_{i+1} = \tilde{v}_{i+1} - \frac{\eta}{2} \nabla f(x_{i+1})
\]  

(15)

which has an \( O(\eta^3) \) local error and an \( O(\eta^2) \) global error. An even smaller error, at the expense of computational power, can be achieved with Runge-Kutta [10, 60], Runge-Kutta-Nyström, Verlet integrators [69], and Collocation Methods [58].

A.3 Hamiltonian Monte Carlo

Having gained intuition about the properties of the Hamiltonian Dynamics, we describe the Hamiltonian Monte Carlo Algorithm (HMC) [27, 31]. More specifically, HMC relies on simulating a particle \((x, v)\) with Kinetic Energy \( K(v) = \frac{1}{2} \|v\|^2 \) and Potential Energy \( U(x) = f(x) \) to draw samples from a target distribution \( P \). The state \( z = (x, v) \) of the system evolves via the Hamiltonian Dynamics of (9). The sampler starts initially with a sample \( x_0 \sim P_0 \) where \( P_0 \) is the starting distribution (whose form determines how many iterations the algorithm needs to mix to the desired distribution \( P \)) and an initial velocity \( v_0 \sim \mathcal{N}(0, I_d) \) and runs an iteration, using a numerical integration method, to yield a proposal \((\tilde{x}_0, \tilde{v}_0)\). In the continuous setting, the Hamiltonian is preserved over time, which can be directly deduced
using the chain rule and (9). When, however, the ODE is solved with a computer, a discretization error is added, and the Hamiltonian is not constant in general. For this reason, the sampler either sets \( x_1 \) equal to \( x_0 \) with probability equal to \( \min \{ 1, \exp ( \mathcal{H}(x_0, v_0) - \mathcal{H}(\tilde{x}_0, \tilde{v}_0) ) \} \), or rejects the proposal with probability \( 1 - \min \{ 1, \exp ( \mathcal{H}(x_0, v_0) - \mathcal{H}(\tilde{x}_0, \tilde{v}_0) ) \} \), thus setting the sample \( x_1 \) again to \( x_0 \). The procedure repeats, generating sample \( x_{i+1} \) starting from the previous sample \( x_i \) and a velocity \( v_i \sim N(0, I_d) \). In the case of \( K = \mathbb{R}^d \) (unconstrained sampling) we can use the second-order Leapfrog Integrator and return the proposal \((\tilde{x}, \tilde{v})\) for some input \((x, v)\). This procedure leaves the joint distribution \( \pi(x, v) \propto \exp(-\mathcal{H}(x, v)) \) invariant. For every “small” set \( A \subseteq \mathbb{R}^d \) and set \( B \) reachable by \( A \) through \( T_t \), we have that the Hamiltonian is constant (over an adequately small \( A \)) \( \Pi(A) = \frac{1}{Z} \exp(-\mathcal{H}_A) \), \( \Pi(B) = \frac{1}{Z} \exp(-\mathcal{H}_B) \) and

\[
\frac{V}{Z} \exp(-\mathcal{H}_A) \min \{ 1, \exp(-\mathcal{H}_B + \mathcal{H}_A) \} = \frac{V}{Z} \exp(-\mathcal{H}_B) \min \{ 1, \exp(-\mathcal{H}_A + \mathcal{H}_B) \}
\]

where \( V = \text{Vol}(A) = \text{Vol}(B) \). For a more detailed introduction to the subject, we redirect the interested reader to [73], and [6].

## B Hamiltonian Monte Carlo for Truncated Sampling

In Sections A.2, and A.3 we have discussed the case where the potential \( \mathcal{U}(x) = f(x) \) is a smooth function, i.e. its gradient \( \nabla f(x) \) does not explode at any point in the domain. In this section, we will focus on the setting where \( \mathcal{U}(x) \) is non-smooth. More general, the form of \( \mathcal{U} \) we assume is the following

\[
\mathcal{U}(x) = \begin{cases} 
  f(x) & x \in K \\
  \infty & x \notin K
\end{cases}
\]

where, again, \( f \) is an \( L \)-smooth and \( m \)-strongly convex function defined with domain a superset of \( K \), and \( K \) is a convex body. A particle under such a potential, encounters an infinite-potential barrier and never has the energy to overcome it. The behaviour of this particle is therefore reflective at the boundary.

In the sampling context, the problem of sampling from this density is equivalent to sampling from

\[
\pi(x) \propto \exp(-\mathcal{U}(x)) \propto \begin{cases} 
  \exp(-f(x)) & x \in K \\
  0 & x \notin K
\end{cases}
\]

In the discretized Hamiltonian Dynamics with the leapfrog integrator, we first perform the velocity half-update and the position update from an initial state \((x, v)\) as

\[
\tilde{v} = v - \frac{\eta}{2} \nabla f(x), \quad \tilde{x} = x + \eta \tilde{v}
\]

Note that the newly computed position \( \tilde{x} \) may not lie in \( K \). In case it does not lie inside \( K \), we need perform a reflection as follows

\[
\tilde{v} \mapsto -2(\tilde{v}^\top n)n + \tilde{v}, \quad \tilde{x} \mapsto -2\eta(\tilde{v}^\top n)n + \eta \tilde{v} + x
\]

where \( n \) is the normal at the point of the intersection \( \{ z \mid z = tx + (1 - t)\tilde{x}, t \in [0, 1] \} \cap K \), and the reflection can be applied multiple times until the position falls inside \( K \) yielding the state \((\tilde{x}', \tilde{v}')\). We then perform the final velocity step

\[
\tilde{v}' = \tilde{v}' - \frac{\eta}{2} \nabla f(\tilde{x}')
\]
We can prove that these dynamics are volume-preserving since we can break the transformation to 3 parts \((x, v) \mapsto (\tilde{x}, \tilde{v}) \mapsto (\tilde{x}', \tilde{v}') \mapsto (\tilde{x}'', \tilde{v}'')\) each of which is trivially volume preserving.

B.1 Volume preservation and time reversibility of the discretized dynamics

We prove that the discretized dynamics are volume-preserving and time-reversible; hence they constitute a valid MCMC sampling algorithm. The proof of volume preservation follows the general proof technique of proving that the absolute determinant of the Jacobian transformation on a step of the Markov chain is 1. The difference in the case of truncation on a convex body is that there is a reflection step involved between the update phases of the leapfrog integrator. However, as we show below, the reflection operator is volume preserving by itself when sampling from a convex body and does not depend on the current position of the sampler, and after the position half-update, we compute the intersection point and the corresponding unit normal vector, which we keep constant. At the same time, we do the reflection, we treat the boundary of the body as being locally affine at the intersection point of the sampler trajectory with the boundary (if any). Below, we present the proof of Theorem 1.

B.1.1 Proof of Theorem 1. Volume preservation. The result follows a similar pathway to [2, pp. 4-10]. We will prove the theorem for \(d = 1\) and assuming that the domain has a boundary at \(x = 1\) (here the assumption that \(K\) is bounded is not needed). The leapfrog dynamics map consists of the following two maps \(G_\eta, H_\eta\) with

\[
\begin{align*}
G_\eta & : \quad \tilde{v} = v - \frac{\eta}{2} f'(x), \quad \tilde{x} = x + \eta \tilde{v} \\
H_\eta & : \quad \tilde{v} = \tilde{v} - \frac{\eta}{2} f'(\tilde{x}), \quad \tilde{x} = \tilde{x}
\end{align*}
\]

We also define the reflection operator \(U_\eta\) as

\[
\begin{align*}
U_\eta & : \quad \tilde{v}' = -\tilde{v}, \quad \tilde{x}' = -\eta \tilde{v} + \tilde{x}
\end{align*}
\]

The volume preservation properties of \(G_\eta \circ H_\eta\) have been proven analytically in [73]. The more general case that the reflective dynamics impose is the one of

\[
G_\eta \circ U_\eta \circ \cdots \circ U_\eta \circ H_\eta,
\]

per iteration in the case of multiple boundary normals (trivially in the case of \(x = 1\) being the only normal we have \(\ell = 1\)).

Therefore each iteration is volume preserving, so for each step the absolute value of the determinant of the transformation is

\[
\left| \det \begin{pmatrix} 1 - \eta^2/2f''(x) & \eta \\ -\eta/2f'(x) & 1 \end{pmatrix} \right| \left| \prod_{i=1}^{k} \det \begin{pmatrix} 1 & -\eta \\ 0 & -1 \end{pmatrix} \right| = 1
\]

for some \(k \in \{0, \ldots, \ell\}\). Thus the dynamics are volume-preserving.

Time reversibility. The time reversibility of the dynamics can be proven by applying the operator sequence \(G_{-\eta} \circ U_{-\eta} \circ \cdots \circ U_{-\eta} \circ H_{-\eta}\) to the proposed state \((\tilde{x}', \tilde{v}')\) to obtain the initial state \((x, v)\).
**Multivariate case.** Considering the reflection map in the multivariate case, when the body is a convex polytope, each iteration is volume preserving as proven in [2]. For the case of a convex body with smooth boundary, since the singularities have zero measure, the tangent plane on the intersection point is well-defined. Our algorithm uses the affine equation of the tangent plane to perform the reflection of the leapfrog trajectory. Thus, the proof in [2] also holds for this case.

### C WARM STARTS

#### C.1 Proof of Theorem 2

**Proof.** Recall that from $L$-smoothness and $m$-strong-convexity for $x \in K$ and $y = x^*$ we have that

$$
\frac{m}{2} \|x - x^*\|^2 \leq f(x) - f(x^*) \leq \frac{L}{2} \|x - x^*\|^2
$$

Equivalently, since $\exp(-t)$ is a decreasing function

$$
0 \leq \exp\left(-\frac{L}{2} \|x - x^*\|^2\right) \leq \exp(-f(x)) \leq \exp\left(-\frac{m}{2} \|x - x^*\|^2\right)
$$

Integrating inside $K$ we have that

$$
0 \leq \int_K \exp\left(-\frac{L}{2} \|x - x^*\|^2\right) dx \leq \int_K \exp(-f(x)) dx \leq \int_K \exp\left(-\frac{m}{2} \|x - x^*\|^2\right) dx
$$

We calculate the warmness function $\beta : K \rightarrow (0, +\infty)$

$$
\beta(x) = \frac{dN_K(x|x^*, 1/Ld)}{d\Pi(x)} = \exp\left(-\frac{L}{2} \|x - x^*\|^2\right) \cdot \frac{\int_K \exp(-f(z)) dz}{\int_K \exp\left(-\frac{L}{2} \|x - x^*\|^2\right) dx} = C \cdot \beta_1(x)
$$

From (29) the above $\beta_1(x) \leq 1$ for all $x \in K$. We now need to bound the constant

$$
C = \frac{\int_K \exp(-f(z)) dz}{\int_K \exp\left(-\frac{L}{2} \|x - x^*\|^2\right) dx}
$$

Let $\mathcal{B}_1 = \mathcal{B}(x^*, r)$, $\mathcal{B}_2 = \mathcal{B}(x^*, R)$ be the two balls with radii $0 < r < R$ respectively such that

$$
\mathcal{B}_1 \subseteq K \subseteq \mathcal{B}_2
$$

and $\gamma = R/r \geq 1$ is the sandwiching ratio. It is direct from the properties of integrals on non-negative and non-zero everywhere functions that

$$
\int_{\mathcal{B}_1} \exp(-f(z)) dz \leq C \leq \int_{\mathcal{B}_2} \exp(-f(z)) dz
$$

We are interested in the upper bound. Using strong-convexity again we have that

$$
C \leq \frac{\int_{\mathcal{B}_1} \exp\left(-\frac{m}{2} \|x - x^*\|^2\right) dx}{\int_{\mathcal{B}_1} \exp\left(-\frac{L}{2} \|x - x^*\|^2\right) dx}
$$
We have that
\[
\exp(\lambda) = \frac{1}{\sqrt{2\pi\lambda}} \exp\left(-\frac{x^2}{2\lambda}\right)
\]
for small \(x\) in bounding a ratio of quantities involving the same constant. Using the fact that
\[
\exp(\lambda) = 1 - \frac{x^2}{2\lambda} + O(x^4)
\]
for some \(\lambda\), we can deduce that
\[
\lambda = \frac{1}{\sqrt{2\pi\lambda}} \exp\left(-\frac{x^2}{2\lambda}\right) = 1 - \frac{x^2}{2\lambda} + O(x^4)
\]
in the worst case the smaller ball becomes very small (hence the Taylor expansion for the denominator). The Taylor approximation error is of the type of \(1/(1 + O(h)) = 1 - O(h)\) for small \(h\). Hence \(\beta(x) = O((\lambda\gamma)^d)\). The lower bound can be achieved when the convex body is a ball centered at the minimizer, where the bound reduces to its previous form.

\[\Box\]

\[\text{Lemma 1 (Proxy start). The distribution}
\]
\[
\mathcal{N}_K\left(z, \frac{1}{2\lambda} I_d\right)
\]
in order to start our sampler from. We assume that for some \(\delta > 0\) we have \(\|x^* - z\| \leq \delta\). We can then easily prove the following lemma about the proxy start.

\[\text{Lemma 1 (Proxy start). The distribution}
\]
\[
\mathcal{N}_K\left(z, \frac{1}{2\lambda} I_d\right)
\]
is an \(O(y\gamma^2((1 + \epsilon)\lambda)^d)\) warm distribution with respect to \(\pi\), where
\[
y_z = \inf_{R > r > 0} \{R/r\mathbb{B}(z, r) \subseteq K \subseteq \mathbb{B}(z, R)\}.
\]

\[\text{Proof. By the triangle inequality (also appears in [18]) we can deduce that}
\]
\[
\|x - z\|^2 \geq \frac{1}{2} \|x - x^*\|^2 - \|x^* - z\|^2
\]
and

\[\text{Manuscript submitted to ACM}\]
\[
\exp\left(-\frac{\Lambda}{2}\|x - z\|^2\right) \leq \exp\left(\frac{\Lambda}{2}\delta^2\right) \exp\left(-\frac{L}{4}\|x - x^*\|^2\right)
\]

(40)

Also by exchange of \(x^*\) and \(z\) we can get

\[
\|x - x^*\|^2 \geq \frac{1}{2}\|x - z\|^2 - \|x^* - z\|^2
\]

(41)

and therefore

\[
\exp\left(-\frac{m}{2}\|x - x^*\|^2\right) \leq \exp\left(\frac{m}{2}\delta^2\right) \exp\left(-\frac{m}{4}\|x - z\|^2\right)
\]

(42)

We now follow the same procedure as in Theorem 2

\[
\frac{d\mathcal{N}_k(z, \frac{1}{\Lambda}(x, y))}{d\Pi} \leq \exp(-\Lambda\|x - z\|^2) \int_K \exp(-f(z))dz \
\]

\[
\int_K \exp(-\Lambda\|w - z\|^2)dw \
\]

\[
\leq \exp(\Lambda\delta^2) \cdot \frac{\exp(-L/2\|x - z\|^2)}{\exp(-f(x))} \int_K \exp(-f(z))dz \int_K \exp(-\Lambda\|w - z\|^2)dw
\]

\[
\leq \exp((\Lambda + m/2)\delta^2) \cdot \frac{\int_K \exp(-m/4\|w - z\|^2)dw}{\int_K \exp(-\Lambda\|w - z\|^2)dw}
\]

\[
\leq \exp((\Lambda + m/2)\delta^2) \cdot \frac{\int_{\{z \in \mathbb{R}^d\}} \exp(-m/4\|w - z\|^2)dw}{\int_{\{z \in \mathbb{R}^d\}} \exp(-\Lambda\|w - z\|^2)dw}
\]

\[
= O((\gamma)^d ((1 + \epsilon_L)x)^d \exp((\Lambda + m/2)\delta^2))
\]

(43)

Where the first inequality is due to (39), the second inequality is due to (41) and the last two inequalities follow the exact same proof technique that Theorem 2 does.

\[\square\]

The above lemma establishes the trade-off for moving the starting point and changing the Lipschitz constant with an over-estimate in terms of the sandwiching ratio around the proxy point \(z\) and the new condition number which is an \((2 + 2\epsilon)\)-factor apart from the original one. Moreover, the shifting from the minimizer position comes with an overhead of \(\exp((\Lambda + m/2)\delta^2)\). Samples from these truncated normal distributions can be obtained by using the algorithm of [23].

### C.3 Extra Marginal Plots

In Figure 4 we provide marginal plots for the first two marginals \((x_1 \text{ and } x_2)\), trace plots, and 2D scatter plots for the density \(\pi(x) \propto \exp\left(-\frac{2\|x - x_{c}\|^2}{R_c}\right)\). We have used an initial step size of \(\eta_0 = R_c/10\) and a walk length of \(w = 100\).

### D NUMERICAL ROBUSTNESS

Our implementation does not thoroughly handle robustness issues, at least compared to [20]. We rely on stable linear algebra procedures to ensure the numerical stability of the intersection points. To ensure that the point is always inside the body we use heuristics to (slightly) perturb it. This work always for all the experiments that we performed, but it does not have any theoretical guarantees.
Fig. 4. Marginal, scatter, and trace plots.

E INSTRUCTIONS FOR REPRODUCING THE EXPERIMENTS

The experiments presented in Table 1 and Table 2 can be reproduced as follows:

1. Install the software and its dependencies by following the instructions located in the README file of the codebase https://github.com/GeomScale/volesti/tree/v1.1.4.2.

2. Compile the tests (with MKL) by running `cd test && cmake . -DUSE_MKL=ON`. MKL can be disabled by setting `-DUSE_MKL=OFF`.

3. Download Data. Download the data from https://doi.org/10.5281/zenodo.5963904.

4. Standard & Metabolic Polytopes. Place the data of the metabolic polytopes in `test/metabolic_full_dim` where polytope.ine is the polytope in .ine format (see the README file for the format description). Then run the tests with `cd test && ./logconcave_sampling_test -tc=benchmark_polytopes_grid_search`. To run the exponential sampling: `cd test && ./logconcave_sampling_test -tc=exponential_biomass_sampling`.

5. Spectrahedra. The path `test/spectra_data` contains data about the spectrahedra. Run the spectrahedra tests with `cd test && ./logconcave_sampling_test -tc=benchmark_spectrahedra_grid_search`.

6. Convex Bodies. Run the tests with `cd test && ./logconcave_sampling_test -tc=benchmark_convex_body`.
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