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Abstract—With the growing interest in deploying robots in unstructured and uncertain environments, there has been increasing interest in factoring risk into safety-critical control development. Similarly, the authors believe risk should also be accounted in the verification of these controllers. In pursuit of sample-efficient methods for uncertain black-box verification then, we first detail a method to estimate the Value-at-Risk of arbitrary scalar random variables without requiring apriori knowledge of its distribution. Then, we reformulate the uncertain verification problem as a Value-at-Risk estimation problem making use of our prior results. In doing so, we provide fundamental sampling requirements to bound with high confidence the volume of states and parameters for a black-box system that could potentially yield unsafe phenomena. We also show that this procedure works independent of system complexity through simulated examples of the Robotarium.

I. INTRODUCTION

Safety is of critical importance to autonomous systems, and so it is natural to ask: do controllers for these systems guarantee safety in practice? While there are multiple approaches to this verification question, our work aims to extend the optimization and sample-based approaches of [1]–[5]. For most works in this vein, satisfactory robot behavior is categorized via positive evaluation of a robustness measure over the robot’s state trajectory. As a result, it is natural to phrase controller verification as the minimization of this measure over a set of interest [6]. Then, there exist multiple methods to solve such an optimization problem, e.g. Bayesian Optimization [1], Monte Carlo Sampling [4], etc.

However, with the growing interest in deploying robots in unstructured and uncertain environments [7]–[10], we should likewise consider uncertainty in the robot’s evolution as part of the verification procedure. While stochastic verification has received interest in the recent past, [11]–[14], these works phrase the identification of a stochastic barrier certificate or probabilistic verification statement as the outcome of an optimization problem over a multi-dimensional set of interest e.g. a coefficient space for SOS-optimization methods for barrier construction, or a parameter space for direct verification methods. As such, these methods are still prone to dimensional scaling issues or do not offer minimal sampling or iteration requirements for the generation of their probabilistic verification statement.

Our Contribution: We hope to provide a step towards sample-efficient risk-aware safety-critical verification methods in a black-box verification setting. Specifically, we construct a method that provides a fundamental sampling requirement for probabilistic verification statement generation independent of the dimension of the verification problem. We achieve this for a general class of nonlinear systems whose dynamics are corrupted by unstructured noise. To achieve this, we first use a scenario approach to construct a method that is guaranteed to find upper bounds to the Value-at-Risk for arbitrary scalar random variables. Then, we re-frame the verification problem as a Value-at-Risk determination problem for a scalar random variable. Our verification result then stems via application of our prior, Value-at-Risk estimation results. We also prove that through our procedure, we can bound with high confidence the volume of potentially unsafe system states and parameters.

Structural Overview: We will split our paper into two parts. In the first part, Section II, we outline our scenario approach to Value-at-Risk estimation of scalar-valued random variables. To facilitate doing so, Section II-A provides some background information on both topics and formally states the estimation problem that we prove we can solve in Section II-B. Then, Section II-C provides numerical examples of this estimation approach. In the second part, Section III-A, we recast the verification problem as a Value-at-Risk determination problem for a scalar random variable. Our verification result then stems via application of our prior, Value-at-Risk estimation results. We also prove that through our procedure, we can bound with high confidence the volume of potentially unsafe system states and parameters.
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II. A Scenario Approach to Value-at-Risk

The first part of our paper will detail our method to determine the Value-at-Risk (VaR) for scalar valued random variables with arbitrary distributions. Specifically, consider a probability space \((\Omega, \mathcal{F}, P)\) with \(\Omega\) the sample space, \(\mathcal{F} = 2^\Omega\) the event space, and \(P\) the probability measure. We will devise a method to upper bound the VaR of the Random Variable (R.V.) \(X : \Omega \to \mathbb{R}\) with an unknown distribution function \(\pi : \mathbb{R} \to [0, 1]\), i.e. with samples \(x\) of the R.V. \(X\).

\[
P[\{ x \in A \in \mathcal{F} \} = \mathbb{P}_\pi[ x \in A \subset \mathbb{R}] = \int_A \pi(s) \, ds.
\]

To preface this method, we will provide a brief definition of Value-at-Risk and our scenario approach in the following section. Here, ‘scenario approach’ references the work done in [15] and not the scenario approaches commonly utilized for VaR determination in the financial literature [16], [17].

A. Preliminaries and Problem Formulation

Value-at-Risk: Value-at-Risk (VaR) is a statistic used quite frequently in the financial literature to determine an individual’s exposure to risk [18], [19]. Both VaR and other risk measures have also been used quite frequently in the controls literature to determine safe actions in a worst-case sense [9], [20], [21]. Succinctly though, VaR is defined as follows.

**Definition 1.** Let \(X\) be a scalar valued random variable with distribution function \(\pi\) as per equation (1). The Value-at-Risk level \(\epsilon \in [0, 1]\) defined \(VaR_\epsilon(X)\) is the infimum over \(\zeta \in \mathbb{R}\) of \(\zeta\) such that samples \(x\) of \(X\) lie below \(\zeta\) with probability greater than or equal to \(1 - \epsilon\), i.e.

\[
VaR_\epsilon(X) = \inf\{ \zeta \mid \mathbb{P}_\pi[ x \leq \zeta] \geq 1 - \epsilon \}.
\]

Though there are other, more common risk measures in the controls literature - notably, Conditional-Value-at-Risk and Entropic-Value-at-Risk - VaR will still be useful for verification purposes as will be mentioned in a later section.

Scenario Optimization: The brief description of scenario optimization in this section will stem primarily from [15]. Scenario optimization identifies robust solutions to uncertain convex optimization problems of the following form:

\[
z^* = \arg\min_{z \in \mathbb{Z} \subset \mathbb{R}^d} c^T z, \quad \text{subject to} \quad z \in \mathbb{Z}_\delta, \quad \delta \in \Delta.
\]

Here, (UP) is an uncertain program as \(\delta \in \Delta\) is a random variable with distribution \(\pi_\delta\). Convexity is assured via assumed convexity in \(\mathbb{Z}\) and \(\mathbb{Z}_\delta\), and \(\Delta\) is typically a set of finite cardinality. Hence, direct identification of a robust solution \(z^*\) such that \(z^* \in \mathbb{Z}_\delta, \quad \forall \delta \in \Delta\) is usually infeasible.

To resolve this issue, scenario optimization solves a related optimization problem formed from an \(N\)-sized sample \(\{\delta_i\}_{i=1}^N\) of the constraints \(\delta\) and \(\pi\) provides a probabilistic guarantee on the robustness of the corresponding solution \(z^*_N\). Specifically, given the sample scenario set \(\{\delta_i\}_{i=1}^N\), we construct the following scenario program and assume that it has a solution for any \(N\)-sample set \(\{\delta_i\}_{i=1}^N\) [15]:

\[
z_N^* = \arg\min_{z \in \mathbb{Z} \subset \mathbb{R}^d} c^T z, \quad \text{subject to} \quad z \in \mathbb{Z}_\delta, \quad \forall \delta_i \in \{\delta_i\}_{i=1}^N.
\]

**Assumption 1.** The scenario program (RP-N) is solvable for any \(N\)-sample set \(\{\delta_i\}_{i=1}^N\) and has a unique solution \(z_N^*\).

However, as \(z_N^*\) is not the solution to (RP-N), there must exist a probability of sampling an uncertain parameter \(\delta\) such that \(z_N^*\) is not in the corresponding constraint set \(\mathbb{Z}_\delta\). Called the violation probability, its definition is as follows.

**Definition 2.** The violation probability \(V(\zeta)\) of a given \(\zeta \in \mathbb{Z}\) is defined as the probability of sampling a constraint \(\delta\) to which \(\zeta\) is not robust, i.e. \(V(\zeta) = \mathbb{P}_{\pi_\delta}[\delta \mid \zeta \notin \mathbb{Z}_\delta]\).

Then, the main result in scenario optimization upper-bounds the violation probability with high confidence.

**Theorem 1** (Adapted from Theorem 1 in [15]). Let (RP-N) be the scenario program for (UP) formed from the \(N\)-sample set \(\{\delta_i\}_{i=1}^N\) of the uncertain parameter \(\delta\) with distribution \(\pi_\delta\), and let \(z_N^* \in \mathbb{R}^d\) be the solution to this scenario program (RP-N). If Assumption 1 holds, then \(\forall \epsilon \in [0, 1]\),

\[
\mathbb{P}_{\pi_\delta}[V(z_N^*) > \epsilon] \leq \sum_{i=0}^{d-1} \binom{N}{i} \epsilon^i (1 - \epsilon)^{N-i}.
\]

Effectively, Theorem 1 bounds the probability that our scenario solution’s violation probability \(V(z_N^*)\) exceeds a cutoff \(\epsilon \in [0, 1]\) based on the number of samples taken \(N\), the dimension \(d\) of our solution \(z_N^*\), and the cutoff value \(\epsilon\). This concludes our brief overview of important topics - we will now formally mention the first problem of interest.

**Formal Problem Statement:** We wish to construct a method to determine an upper bound to the VaR of a scalar-valued R.V. \(X\) whose distribution \(\pi\) is unknown. In other words:

**Problem 1.** For the R.V. \(X\) with unknown distribution function \(\pi\) as per (1), devise a method to determine an upper bound \(\zeta \in \mathbb{R}\) to the Value-at-Risk level \(\epsilon\) for \(X\) with high probability, i.e. for some \(\beta, \epsilon \in [0, 1]\), find \(\zeta \in \mathbb{R}\) such that,

\[
\mathbb{P}_\pi[\zeta \geq \text{VaR}_\epsilon(X)] \geq \beta.
\]

B. High Confidence Estimation of Value-at-Risk

To determine an upper bound to the Value-at-Risk of a scalar R.V. \(X\), we will reformulate this upper bound.
identification as an uncertain convex optimization problem with respect to samples \( x \) of the R.V. \( X \):

\[
\zeta^* = \arg\min_{\zeta \in \mathbb{R}} \zeta, \\
\text{subject to} \quad \zeta \geq x, \quad \forall \; x \in \mathbb{R}, \; x \sim \pi.
\]

For (UB-UP) then, if we take an \( N \)-sample set of the constraints \( \{x_i\}_{i=1}^N \) we can construct a scenario program.

\[
\zeta_N^* = \arg\min_{\zeta \in \mathbb{R}} \zeta, \\
\text{subject to} \quad \zeta \geq x_i, \quad \forall \; x_i \in \{x_i\}_{i=1}^N.
\]

Then, our results are twofold. First, in Lemma 1 we guarantee that the scenario program (UB-RP-N) is solvable for any \( N \)-sample set \( \{x_i\}_{i=1}^N \) and that the solution \( \zeta_N^* \) is unique. Then, we use Lemma 1 to prove that a solution to our scenario program (UB-RP-N) is an upper bound to VaR\(_N\)(\( X \)) for any \( \epsilon \in [0, 1] \) with high probability.

**Lemma 1.** The scenario program (UB-RP-N) has a unique solution \( \zeta_N^* \) for any \( N \)-sample set \( \{x_i\}_{i=1}^N \).

**Proof:** For any \( N \)-sample set \( \{x_i\}_{i=1}^N \), the scenario program (UB-RP-N) is a linear program minimizing a scalar decision variable subject to a finite number of lower bounds \( b_i \in \mathbb{R} \). This guarantees a unique solution. 

**Theorem 2.** Let \( \zeta^*_N \) be the solution to (UB-RP-N) for a set of \( N \) samples \( \{x_i\}_{i=1}^N \) of a R.V. \( X \) with unknown distribution function \( \pi \) as per (1). The following statement is true \( \forall \; \epsilon \in [0, 1] \) and with VaR\(_N\)(\( X \)) as defined in Definition 1:

\[
P_{\pi}[\zeta_N^* \geq \text{VaR}_\epsilon(X)] \geq 1 - (1 - \epsilon)^N.
\]

**Proof:** Lemma 1 proves that our scenario program (UB-RP-N) satisfies Assumption 1. Per Theorem 1 then, we have the following inequality as \( d = 1 \) since \( \zeta \in \mathbb{R} \):

\[
P_{\pi}[V(\zeta_N^*) > \epsilon] \leq (1 - \epsilon)^N.
\]

Then by definition of the violation probability in Definition 2 we have:

\[
P_{\pi}[P_{\pi}[x \mid x \leq \zeta_N^*] \geq 1 - \epsilon] \geq 1 - (1 - \epsilon)^N.
\]

Then, by the definition of Value-at-Risk in Definition 1 we can restate the argument for the outer probability as follows:

\[
P_{\pi}[\gamma_N^* \geq \text{VaR}_\epsilon(X)] \geq 1 - (1 - \epsilon)^N.
\]

For verification purposes then, we will randomly sample system trajectories and evaluate the robustness of those trajectories through a robustness measure \( \rho \). The positivity of this measure indicates satisfactory behavior. Then, our goal will be to identify a lower bound \(-\zeta_N^* \) such that to our scenario program (UB-RP-N) is an upper bound to

\[
\zeta_N^* \approx \text{VaR}_\epsilon(X) \quad \forall \; \epsilon \in [0, 1] \quad \text{and} \quad \text{VaR}_\epsilon(X) = \text{Value-at-Risk}.
\]

| \( \epsilon \) | \([0,1]\) | \([-1,1]\) | \(X(0,1)\) | \(\chi(2)\) |
|---|---|---|---|---|
| 0.01 | ≈ 0.019 | ≈ 0.778 | ≈ 4.56 |
| 0.007 | ≈ 0.012 | ≈ 0.596 | ≈ 4.96 |
| 0.003 | ≈ 0.007 | ≈ 0.509 | ≈ 3.25 |
| 0.001 | ≈ 3 \times 10^{-4} | ≈ 0.0066 | ≈ 0.458 |

a large fraction of the probability mass of this random robustness \( R - 1 - \epsilon \) of the probability mass - lies to the right of the calculated lower bound \(-\zeta_N^* \). This is a Value-at-Risk determination problem. Before phrasing the verification problem in this fashion and utilizing these results, however, we will provide some examples of our scenario approach to Value-at-Risk determination and Theorem 2 in the next section.

**C. Numerical Examples**

Theorem 2 states that our scenario approach will identify an upper bound \( \zeta_N^* \) to VaR\(_\epsilon\)(\( X \)) for any \( \epsilon \in [0, 1] \) and for any scalar-valued random variable \( X \) whose distribution function \( \pi \) is unknown. Table 1 shows the results of applying our procedure to identify upper bounds to the VaR of three random variables \( X \) whose distributions are listed in the table. Specifically, for each of the 30 trials performed, we took \( N = 5000 \) samples from the distribution listed to calculate the upper bound \( \zeta_N^* \) to the Value-at-Risk for the R.V. \( X \) with the distribution shown. The risk levels \( \epsilon \) are shown in the table as well. We estimated the true VaR\(_\epsilon\)(\( X \)) by taking 50000 samples of the same random variable and reporting the value for which \( 1 - \epsilon \) of the sampled probability mass lay to its left. In the table, we report the difference between the minimum upper bound \( \zeta_N^* \) generated over 30 trials and this true Value-at-Risk estimate. Per Theorem 2 we expect the reported upper bound \( \zeta_N^* \) to be greater than or equal to VaR\(_\epsilon\)(\( X \)) with minimum probability 0.993 over all trials. This is corroborated by the fact that for all 300 upper bounding trials performed, the upper bound \( \zeta_N^* \geq \text{VaR}_\epsilon(X) \) for the corresponding risk-level \( \epsilon \), as all reported differences in Table 1 are positive. Figure 3 portrays the results of one trial of our approach in determining an upper bound to the Value-at-Risk of a multi-modal random variable whose distribution is also shown. As can be seen, even with \( N = 50 \) samples, we can determine a high probability upper bound to the Value-at-Risk of this R.V. as well.

**III. Applications to Verification**

An interesting application of Theorem 2 arises in safety-critical system verification where system evolution is partially stochastic due to un-modeled dynamics, noise, etc. Study in this vein is meaningful insofar as true system trajectories exhibit a nontrivial amount of stochasticity which both the authors and others in the controls community believe should be accounted for during both control development and verification [7], [12], [20], [22], [23]. To formalize study in

**TABLE I**

| \( \epsilon \) | \([0,1]\) | \([-1,1]\) | \(X(0,1)\) | \(\chi(2)\) |
|---|---|---|---|---|
| 0.01 | ≈ 0.019 | ≈ 0.778 | ≈ 4.56 |
| 0.007 | ≈ 0.012 | ≈ 0.596 | ≈ 4.96 |
| 0.003 | ≈ 0.007 | ≈ 0.509 | ≈ 3.25 |
| 0.001 | ≈ 3 \times 10^{-4} | ≈ 0.0066 | ≈ 0.458 |

For verification purposes then, we will randomly sample system trajectories and evaluate the robustness of those trajectories through a robustness measure \( \rho \). The positivity of this measure indicates satisfactory behavior. Then, our goal will be to identify a lower bound \(-\zeta_N^* \) such that
this vein then, we will state both the specific problem and how our prior results are directly applicable in this scenario.

**A. Recasting Verification as a Value-at-Risk Problem**

We will consider the general class of systems modelable by a nonlinear control system with $\mathcal{X}$ the state space, $\mathcal{U}$ the input space, and $\Theta$ a known space of parameters $\theta$ influencing the system’s controller $U$. Furthermore, we assume the system is subject to stochastic noise $\xi$ distributed by the unknown distribution $\pi_\xi(x, u, t)$ over $\mathbb{R}^n$, which lets us account for any deterministic or stochastic uncertainty that varies by the system state, time, or input.

$$\dot{x} = f(x, u) + \xi, \quad x \in \mathcal{X} \subset \mathbb{R}^n, \ u \in \mathcal{U} \subset \mathbb{R}^m, \quad (2)$$

$$u = U(x, \theta), \quad \theta \in \Theta \subset \mathbb{R}^p,$$

$$\xi \sim \pi_\xi(x, u, t), \quad \int_X \pi_\xi(x, u, t, s) \, ds = 1.$$

We will define $x^0$ as our closed-loop system solution at time $t$ - note that the parameter $\theta$ does not change over a trajectory:

$$x^0_t = f(x^0_t, U(x^0_t, \theta)) + \xi.$$

Finally, $x^0$ corresponds to our state signal, i.e. $x^0 \in \mathcal{S}^{\mathbb{R}^n}$.

Then, verification work typically assumes the existence of a robustness metric $\rho$ - a function that maps state trajectory signals to the real line, with positive evaluations of the metric indicating system objective satisfaction.

**Definition 3.** A robustness metric $\rho$ is a function $\rho: \mathcal{S}^{\mathbb{R}^n} \to \mathbb{R}$ such that $\rho(s) \geq 0$ only for those signals $s$ that exhibit satisfactory behavior.

Examples of robustness metrics $\rho$ include the minimum value of a control barrier function $h$ over some pre-specified time horizon [12], [24], [25], or the robustness metrics of Signal Temporal Logic [26]–[28]. As the existence and construction of these functions has been well-studied, we will simply assume their existence for the time being.

Then, our recasting of verification as a Value-at-Risk problem stems directly from the existence of this robustness measure $\rho$. Specifically, if we uniformly randomly sample the system’s initial condition $x_0 \in \mathcal{X}_0 \subseteq \mathcal{X}$ and control parameter $\theta \in \Theta$, then the robustness of the resulting closed-loop trajectory $\rho(x^0)$ is a sample of some scalar-valued random variable $R$ whose distribution $\pi_R$ is unknown. This is the same random variable setting as we had for the Value-at-Risk determination problem. As such, we can use our prior approach to determine an upper bound in this case on VaR$_\epsilon(-R)$ which translates to a probabilistic lower bound for the minimum robustness achievable by trajectories of this system. This is formalized through the following definitions and problem statement.

**Definition 4.** $R(x_0, \theta)$ is a scalar-valued random variable with distribution $\pi_R(x_0, \theta)$ as per $\mathcal{L}$ corresponding to the closed-loop robustness $\rho(x^0)$ of trajectories $x^0$ emanating from the initial condition $(x_0, \theta) \in \mathcal{X}_0 \times \Theta \triangleq \Phi$.

**Definition 5.** $R$ is a scalar-valued random variable with distribution $\pi_R$ as per $\mathcal{L}$ denoting the closed-loop robustness

$$\rho(x^0)$$

of trajectories $x^0$ whose initial condition and parameter $(x_0, \theta)$ were sampled uniformly from their combined spaces, i.e. $(x_0, \theta) \sim U[\Phi]$ where $\Phi \triangleq \mathcal{X}_0 \times \Theta$.

**Problem 2.** For the R.V. $R$ with distribution $\pi_R$ as per Definition 3 devise a method to determine a lower bound $r^*$ in $\mathbb{R}$ such that samples $r$ of $R$ are greater than or equal to $r^*$ with minimum probability $1 - \epsilon$ for some $\epsilon \in [0, 1]$, i.e.

$$\mathbb{P}_{\pi_R}[r | r \geq r^*] \geq 1 - \epsilon. \quad (3)$$

As identification of such a lower bound $r^*$ is non-standard in existing verification literature, we will first mention the utility in the identification of such a probabilistic lower bound $r^*$. Then, we will mention how we can use our prior results to determine such a lower bound and provide a minimum sample requirement for doing so.

**B. Properties of Randomized Verification**

**Why Identify $r^*$?** We propose to identify a probabilistic lower bound $r^*$ for the random variable $R$ as it will let us bound the weighted volume of the initial conditions and parameters $(x_0, \theta) \in \Phi$ which have the potential of yielding trajectories whose robustness $r < r^*$.

A motivating example of this is shown in Figure 4 and we can show this volume bounding as follows. First, we define a function $B: \mathbb{R} \to \mathbb{R}$ outputting the total probability of sampling a trajectory whose robustness $r < y$ a scalar cutoff in $\mathbb{R}$. In what follows, $\pi_R(x_0, \theta)$ is the distribution of the random variable $R(x_0, \theta)$ as per Definition 3

$$B(y) = \int_{-\infty}^{y} \int_{\Phi} \pi_R(x_0, \theta, s) \, ds \, d(x_0, \theta), \quad (4)$$

$$\beta = \int_{\Phi} 1 \, d(x_0, \theta).$$

Then, the formal statement of $r^*$ being a holistic characterization of system behavior will follow.

**Proposition 1.** Let $r^*$ satisfy $\beta$ for some $\epsilon \in [0, 1]$ and let $B$ be as per $\mathcal{L}$. If $r^* \geq 0$, then $B(0) \leq \epsilon$. "Weighted Volume Identification"
Proof: As \( r^* \) satisfies the inequality in Problem 2 for some \( \epsilon \in [0, 1] \) we have the following integral inequality:

\[
\int_{\Omega} \frac{1}{\beta} \int_{r^*}^\infty \pi_R(x_0, \theta, s) \, ds \, d(x_0, \theta) \geq 1 - \epsilon.
\]

Furthermore, as \( \pi_R \) is a valid probability distribution,

\[
\int_{\Omega} \frac{1}{\beta} \int_{r^*}^\infty \pi_R(x_0, \theta, s) \, ds \, d(x_0, \theta) + B(r^*) = 1.
\]

As a result, \( B(r^*) \leq \epsilon \). Then, as \( \pi_R(x_0, \theta) \) is a valid probability distribution, \( \pi_R(x_0, \theta, s) \in [0, 1], \forall s \in \mathbb{R} \), we also know that if \( a \leq b \), then \( \pi(a) \leq \pi(b) \). As a result, since \( r^* \geq 0 \) and \( B(r^*) \leq \epsilon \), so to is \( B(0) \leq \epsilon \).

As a result, if we fix a minimum probability by choosing an \( \epsilon \in [0, 1] \) and find that the corresponding probabilistic robustness lower bound \( r^* \geq 0 \), then the total probability \( B(0) \) of sampling a trajectory whose robustness \( r < 0 \) is bounded above by \( \epsilon \). As we uniformly sample initial conditions and parameters \( (x_0, \theta) \), this total probability \( B(0) \) also corresponds to the weighted volume of initial conditions and parameters \( (x_0, \theta) \in \Phi \) which could yield trajectories \( x^0 \) whose robustness \( \rho(x^0) < 0 \). The weights \( w(x_0, \theta) \) for this weighted volume is the probability of that initial condition and parameter pair \( (x_0, \theta) \) realizing such a trajectory, i.e.

\[
B(0) = \int_{\Phi} \frac{w(x_0, \theta)}{\beta} \, d(x_0, \theta),
\]

\[
w(x_0, \theta) = \int_{-\infty}^{0} \pi_R(x_0, \theta, s) \, ds.
\]

If all uncertainty \( \xi \) in our system evolution \( \Phi \) is deterministic, then \( B(0) \) directly corresponds to the volume fraction of those initial condition and parameter pairs that yield trajectories whose robustness \( \rho(x^0) < 0 \). To formalize this, we will define the set of the probabilistic initial condition and parameter pairs \( F \) and a function \( \mathcal{V} \) identifying the volume fraction of a given subset \( A \) of \( \Phi \):

\[
F(y) = \{(x_0, \theta) \in \Phi \mid \mathbb{P}_{\pi_R(x_0, \theta)}[r \mid r \leq y] \neq 0\}, \quad \mathcal{V}(A) = \frac{1}{\beta} \int_{\Omega} \frac{1}{\beta} \int_{d(x_0, \theta)} d(x_0, \theta).
\]

We will also require definition of the dirac-delta function \( \delta \):

\[
\delta : \mathbb{R} \to \mathbb{R} \text{ s.t. } \int_a^b \delta(x) \, dx = \begin{cases} 1 & \text{if } x \in [a, b], \\ 0 & \text{else}. \end{cases}
\]

Then we have the following corollary bounding the volume fraction of the probabilistic states \( \mathcal{V}(F(0)) \):

**Corollary 1.** Let \( r^* \) satisfy (3), \( F \) be as in equation (5), \( \mathcal{V} \) be as in equation (6), \( \epsilon \in [0, 1] \), and \( \pi_R(x_0, \theta) = \delta(s) \) with \( \delta \) as per (7) for some \( s \in \mathbb{R} \) which is (perhaps) different \( \forall (x_0, \theta) \in \Phi \). If \( r^* \geq 0 \), then \( \mathcal{V}(F(0)) \leq \epsilon \).

**Proof:** First, via Proposition 1 we have via our assumptions that \( B(0) \leq \epsilon \). This results in the following inequality:

\[
\int_{\Omega} \frac{1}{\beta} \int_{-\infty}^{0} \pi_R(x_0, \theta, s) \, ds \, d(x_0, \theta) \leq \epsilon.
\]

As we assume \( \pi_R(x_0, \theta) = \delta(s) \) for some \( s \in \mathbb{R} \), the above integral inequality changes to the following:

\[
\int_{\Omega} \frac{1}{\beta} \int_{-\infty}^{0} \delta(s) \, ds \, d(x_0, \theta) \leq \epsilon.
\]

Then, the result stems by definition of the problematic set \( F \) in (5) and the dirac-delta function \( \delta \) in (7).

\[
\frac{1}{\beta} \int_{F(0)} \frac{1}{\beta} \int_{d(x_0, \theta)} d(x_0, \theta) = \mathcal{V}(F(0)) \leq \epsilon.
\]

**Simplicity in Finding \( r^* \):** Now that we have motivated why we might want to find such a probabilistic lower bound \( r^* \), it remains to find such a lower bound. Here we can leverage our prior results in the following corollary.

**Corollary 2.** Let \( \zeta_N^* \) be the solution to (UB-RP-N) for an \( N \)-sample set \( \{x_i = -r_i\}^N_{i=1} \) of the random variable \( R \) with distribution \( \pi_R \) as per Definition 3. For all \( \epsilon \in [0, 1] \),

\[
\mathbb{P}_{\pi_R} \left[ \mathbb{P}_{\pi_R}(r \mid r \geq \zeta_N^*) \geq 1 - \epsilon \geq 1 - (1 - \epsilon)^N \right].
\]

**Proof:** By Theorem 2 and replacing Var, \( X \) with its appropriate definition in this context we have the following:

\[
\mathbb{P}_{\pi_R} \left[ \mathbb{P}_{\pi_R}(r \mid \zeta_N \geq r) \geq 1 - (1 - \epsilon)^N \right].
\]

The desired result stems from flipping the inequality.

**Corollary 3** tells us that we can identify an estimate \( -\zeta_N^* \) to our desired statistic \( r^* \) for any confidence level \( 1 - \epsilon \) if we take a sufficiently large number of samples \( N \) of the random variable \( R \). However, it does not state how many samples \( N \) are required to determine this estimate with high probability.

**Theorem 3.** Let \( \gamma, \epsilon \in [0, 1] \), and let \( \zeta_N^* \) be the solution to (UB-RP-N) for an \( N \)-sample set \( \{x_i = -r_i\}^N_{i=1} \) of the random variable \( R \) with distribution \( \pi_R \) as per Definition 5. If

\[
N \geq \frac{\log(1 - \gamma)}{\log(1 - \epsilon)},
\]

then,

\[
\mathbb{P}_{\pi_R} \left[ \mathbb{P}_{\pi_R}(r \mid r \geq -\zeta_N^*) \geq 1 - \epsilon \geq \gamma \right].
\]

**Proof:** Via Corollary 2 we have the following inequality:

\[
\mathbb{P}_{\pi_R} \left[ \mathbb{P}_{\pi_R}(r \mid r \geq -\zeta_N^*) \geq 1 - \epsilon \geq 1 - (1 - \epsilon)^N \right].
\]

As \( 1 - \epsilon \in [0, 1] \), if \( N \geq \frac{\log(1 - \gamma)}{\log(1 - \epsilon)} \) then

\[
\mathbb{P}_{\pi_R} \left[ \mathbb{P}_{\pi_R}(r \mid r \geq -\zeta_N^*) \geq 1 - \epsilon \geq 1 - (1 - \epsilon)^N \right].
\]

Simplifying the right-hand side of the above inequality provides the desired result.

Notably, Theorem 3’s result is independent of the dimension of the system’s state and parameter space, i.e. independent of \( \ell \) where \( \mathbb{R}_0 \times \mathbb{S} \subseteq \mathbb{R}^\ell \). This is why
we claim we have made the first step to sample-efficient risk-aware safety-critical system verification. Independent of system complexity, Theorem 3 identifies the minimum number of samples required to verify system behavior for arbitrary robustness measures satisfying Definition 3. Both this dimensionality independence and the general results of Theorem 3 will be shown through simulated examples in the following section.

IV. SIMULATED EXAMPLES

In this section, we will provide a few simulated examples illustrating the results of Theorem 3 and its lack of dependence on the dimension of the state and parameter space over which a system is to be verified. For this purpose, we will use the Robotarium [29] as a case study wherein all robots can be modeled via unicycle dynamics:

\[
\begin{align*}
\dot{x} &= \begin{bmatrix} x, y, \theta \end{bmatrix}, \\
\dot{\theta} &= \begin{bmatrix} v \cos(\theta), v \sin(\theta), \omega \end{bmatrix}, \\
X &= [-1, 1] \times [-0.6, 0.6] \times [0, 2\pi], \\
P &= \{I_2, 0_{2x1}\}. \tag{8}
\end{align*}
\]

Each robot has a Lyapunov-based controller that drives it to its desired orientation \(x_d \in X\). When multiple robots are asked to ambulate in the same, confined space, their control inputs are filtered in a barrier-based quadratic program to ensure that the robots never collide [24]. This barrier-based filter provides a natural robustness measure as per Definition 3. Specifically, if we concatenate the state vector for all \(N_R\) robots \(x^T = [x^T, x^{2T}, \ldots, x^{N_RT}]\), we can generate a candidate barrier function that the system is to keep positive over the course of its evolution - here \(P \) is defined in (8):

\[
h_g(x) = \min_{i \neq j, i,j \in [1,2,\ldots,N_R]} \|P(x^i - x^j)\| - 0.15.
\]

Furthermore, we also want the robots to reach their respective goals \(g^i \in [-1, 1] \times [-0.6, 0.6]\) and can quantify goal satisfaction through another barrier-like function as well.

\[
h_f(x) = \max_{i \in [1,2,\ldots,N_R]} 0.1 - \|P x^i - g^i\|.
\]

Then, our candidate robustness measure for a state-signal \(x^0\) where \(\theta^T = [g^{1T}, g^{2T}, \ldots, g^{N_RT}]\) is as follows:

\[
\rho(x^0) = \min \left\{ \min_{t \in [0,30]} h_f(x_t^0), \max_{t \in [0,30]} h_g(x_t^0) \right\}. \tag{9}
\]

If \(\rho(x^0) \geq 0\) then, we know that all \(N_R\) robots stayed at least 0.15 meters from each other for 30 seconds - as \(h_g(x^T_t) \geq 0, \forall t \in [0,30]\) - and reached within 0.1 meters of their goal within 30 seconds - as \(h_f(x^T_t) \geq 0\), for some \(t \in [0,30]\).

**Verifying Theorem 3** As per Problem 2, we aim to determine a high probability lower bound \(-\zeta_N^*\) to the robustness \(r\) of closed-loop trajectories \(x^h\) over the initial condition and parameter spaces below for an \(N_R = 3\) robot system:

\[
\mathcal{X}_0 = \{ x \in \mathcal{X}^{N_R} \mid h_g(x) \geq 0.3 \},
\]

\[
\Theta = \{ P x \in \mathcal{X}^{N_R} \mid h_g(x) \geq 0.3 \}. \tag{10}
\]

Furthermore, we want to be at least \((1 - 10^{-6}) \times 100\%\) confident in our lower bound \(-\zeta_N^*\) that at least 97.25% of the probability mass of our randomized robustness \(R\) is greater than or equal to \(-\zeta_N^*\). Per Theorem 3, this implies \(\gamma = 1 - 10^{-6}\) and \(\epsilon = 0.0275\), and as such, we require \(N \geq 496\) samples of this R.V. \(R\) to calculate a lower bound \(-\zeta_N^*\) that satisfies these criteria. As a result, we uniformly sampled \(N = 500\) initial condition and parameter pairs \((x_0, \theta) \in \mathcal{X}_0 \times \Theta\), simulated each trajectory for 30 seconds, recorded the trajectory’s robustness \(r = \rho(x^h)\), and calculated a lower bound \(-\zeta_N^*\) via (UB-RP-N) yielding \(-\zeta_N^* = 0.0103\).

To verify that this lower bound \(-\zeta_N^*\) satisfies the criteria that at least 97.25% of the probability mass of \(R\) is greater than or equal to \(-\zeta_N^*\), we took another 20000 randomly chosen robustness samples via the prior method and recorded the fraction \(l\) of those trajectories whose robustness \(r < -\zeta_N^*\). In doing so \(l = 0.0013\). As such, we estimate that

\[
P_{\pi_R}[r \geq -\zeta_N^*] \geq 1 - 0.0013 \geq 1 - \epsilon,
\]

as desired.

However, we only expect to determine such a lower bound to a certain confidence level as well. Specifically, we are \(\gamma = 1 - 10^{-6}\) confident that our method will produce a lower bound \(-\zeta_N^*\) that satisfies the aforementioned probabilistic inequality. To show this, we repeated this same lower bound identification process 50 times. Indeed, every single time we identified a lower bound that satisfied the desired probabilistic inequality - this harmonizes with the notion that we expect to identify an unsatisfactory lower bound with probability \(10^{-6}\) based on our approach. The minimum such lower bound \(-\zeta_N^* = -2.26\) and the maximum probability mass of robustness values \(r < -\zeta_N^*\) was \(\bar{t} = 0.0114 < \epsilon = 0.0275\).

**Dimensionality Scaling:** The prior vein of thought shows that our method is repeatable and reliable in its ability to determine lower bounds \(-\zeta_N^*\) for the random variable \(R\) corresponding to the robustness of a three-robot Robotarium system. However, what if we changed the number of robots and increased the dimension of the initial condition and parameter spaces? As per Theorem 3, if we require similar confidence \(\gamma\) in the identification of a lower bound for the
same probabilistic cutoff $\epsilon$, the number of required samples $N$ should remain the same. As such, we repeated the prior data-collection procedure now for an $N_R = 6$ robot system and collected the same $N = 500$ samples per trial as prior. Over all 50 trials, the maximum calculated lower bound $\gamma_N = 0.03098$, and the maximum probability mass of robustness values $r < -\gamma_N$ was $l = 0.01455 < \epsilon = 0.0275$. As a result, our method not only reliably and repeatably produces probabilistic lower bounds $-\gamma_N$ for the random variable $R$, but it is also doesn’t scale with increasing dimension of the state and parameter space $\mathcal{X}_0 \times \Theta$ as mentioned in Theorem 3.

V. CONCLUSION

We present a scenario approach to risk-aware safety-critical system verification in a two-step fashion. First, we detail a scenario method to estimate the Value-at-Risk of arbitrary scalar-valued random variables whose distribution is unknown. Then, we reframe the verification problem as a Value-at-Risk determination problem making use of our prior estimation results. In doing so, we bound with high probability the volume of initial condition and parameter pairs that could yield unsafe trajectories. We also provide a minimum sampling requirement for this approach, independent of system complexity, and show that our results hold for simulated systems. As future work, we hope to factor in system models and existing control techniques to minimize the sample requirement for our procedure.
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