Quantification of the Structure of Colloidal Gas−Liquid Interfaces
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ABSTRACT: We have quantified the structure of the colloidal gas−liquid interface using synchrotron X-ray reflectivity measurements on a model colloid−polymer mixture. The interfacial width shows mean-field scaling with the colloid density difference, and the density profiles appear to be monotonic. Furthermore, our measurements allow us to distinguish between different theoretical polymer descriptions commonly used to model colloid−polymer mixtures. Our results highlight the importance of capturing the correct polymer physics in obtaining a quantitative theoretical description of the colloidal gas−liquid interface.

Through computer simulations and experiments it has been rigorously established that dispersions of colloidal hard spheres (HSSs) undergo an entropy-driven phase transition from a fluid phase to a crystal phase at a sufficiently high density. Reminiscent of atomic systems, colloidal spheres may also display a gas−liquid critical point if the particles additionally exhibit sufficiently strong and long-range mutual attractions.

One way to generate well-defined attractions in colloidal systems is through addition of nonadsorbing polymers. The configurational entropy of polymer chains is reduced in a region near a colloidal surface, the so-called depletion zone. Therefore, when two colloidal particles approach and their depletion zones overlap, the free volume for the nonadsorbing polymer increases, and hence, their configurational entropy increases too. The colloidal particles therefore experience an effective attraction. The strength of this attraction can be manipulated by varying the polymer concentration, whereas its relative range is set by the polymer-to-colloid size ratio $q = 2R_g/d$, where $R_g$ is the radius of gyration of the polymer and $d$ is the diameter of the colloidal spheres. Typically, a colloidal gas−liquid critical point exists for $q \gtrsim 1/3$. This depletion interaction is often used as an adequate tool to induce attractions between repulsive model colloids to mimic molecular systems at more accessible length and time scales. Such systems may be regarded as supramolecular “designer atoms” interacting through a Lennard-Jones-like combination of a short-range repulsion and a long-range attraction. However, the abundance of colloidal particles in complex multicomponent mixtures featuring a wide range of interactions, ranging from food products to paints, highlights the fundamental importance of depletion attractions and related phase transitions driven by excluded-volume interactions of added compounds, especially since such systems are not direct analogues of molecular mixtures.

Here we focus on the interface between coexisting colloidal gas and liquid phases. Interfaces in colloidal systems hold many surprising features because of the different length scales involved. The interfacial tension $\gamma \sim k_B T/d^2$, where $k_B T$ is the thermal energy, is at least 3−6 orders of magnitude smaller than for molecular systems, even bringing colloidal thermal capillary waves into reach of optical techniques. Comparable interfaces exist in related systems, such as aqueous two-phase systems, and hence, understanding their fundamental physics is a key challenge for practical applications such as water-in-water emulsions.

Given the fascinating properties of colloidal gas−liquid interfaces, it is surprising that there have been limited studies concerning the characteristics that essentially define the interface: the density profiles and associated widths. Brader and Evans have shown, modeling the polymers as penetrable hard spheres (PHSs) and using a van der Waals-like approach, that these interfaces have a width comparable to the colloid size. The description of polymers as PHSs in colloid−polymer mixtures is also known as the AOV model, where the polymers are modeled as spheres that can freely overlap each other.
other but cannot overlap the colloids. Using density functional theory, Brader et al.\textsuperscript{28} later showed that the profiles may feature layering, i.e., density profiles that decay in an oscillatory fashion far from the critical point, similar to the surfaces of liquid metals.\textsuperscript{29} Although some experiments have been reported on this subject,\textsuperscript{30,31} it is surprising that these predictions have not yet been subject to systematic quantitative scrutiny.

In this work, we present a systematic quantification of colloidal gas–liquid interfaces in a model colloid–polymer mixture using X-ray reflectivity (XRR) for various points in the phase diagram. XRR allows us to reach much smaller length scales than, for instance, optical microscopy while simultaneously providing statistical averaging over large sample areas (several centimeters). Reaching nanometer interfacial resolution is highly relevant for various practical systems, such as those mentioned previously, which have length scales beyond the reach of optical techniques; therefore, we believe that it is crucial to apply XRR to colloidal systems.

In theoretical descriptions of colloid–polymer mixtures, various models for the polymeric depletants have been employed, including the aforementioned PHS model. Experimentally assessing the accuracy of these various models is therefore of particular interest in this work. To this end, we employed sterically stabilized silica spheres\textsuperscript{32} therefore of particular interest in this work. To this end, we employed sterically stabilized silica spheres\textsuperscript{32} with \( d = 29.4 \pm 2.2 \) nm dispersed in cyclohexane, which behave essentially as hard spheres.\textsuperscript{35} These particles are mixed with polydimethylsiloxane (PDMS) with molar mass \( M_w = 117 \) kg mol\(^{-1}\) and \( R_g \approx 16.4 \) nm in cyclohexane (a good solvent for PDMS), and thus, \( q \approx 1.1 \). After mixing at appropriate concentrations, the mixture shows gas–liquid phase separation into a colloid-poor top phase and a colloid-rich bottom phase. Our XRR experiments were carried out at the European Synchrotron Radiation Facility in Grenoble, France, on ID1036\textsuperscript{36} in homemade sample cells using a one-dimensional detector (parallel to the interface, \( K_z \) direction) under specular conditions (equal grazing and detector angles \( \theta \), \( K_z \) direction). The cell height is comparable to the gravitational length of the particles, and thus, effects of sedimentation are minimized. For more details, the reader is referred to the Supporting Information (SI).

Scanning the detector and grazing angle \( \theta \) simultaneously during an XRR experiment yields data such as exemplified in Figure 1. Here the bright vertical streak represents the specularly reflected X-ray beam, which sits on a background dominated by the form and structure factor of the colloidal liquid phase. It should be noted that because of the limited contrast and relatively large interfacial length scale, the relevant detection angles are rather small (\( \theta < 0.1^\circ \)).

After background subtraction (see the SI), the reflected intensity as a function of \( K_z = (4\pi/\lambda) \sin \theta \), where \( \lambda \) is the wavelength of the incident beam and \( \theta \) is the angle between the beam and the interface, is shown in Figure 2 (data points) for samples with varying polymer concentrations.\textsuperscript{37} At tiny values of \( K_z \) (\( \sim 0.01 \) nm\(^{-1}\)), the direct beam is detected, which is used to normalize the intensities. Following an initial drop as the direct beam is moved away from the detector, the intensity starts to increase for slightly larger \( K_z \) values because of specular reflection. Since the footprint of the X-ray beam is initially larger than the sample (i.e., it spills over the sample area) and becomes smaller with increasing angle, in this regime the intensity increases with \( K_z \). Additionally, other effects such as possible disturbances by menisci or large-scale undulations of the surface, which may differ for each sample because of differing capillary lengths, are reduced when the angle \( \theta \) is increased. Next, there is a sharp decrease in the reflected intensity above a critical angle. For reflectivities \( R \lesssim 10^{-5} \), the reflected beam can no longer be separated from scattering.

The experimental data are modeled as follows. For electromagnetic waves reflecting from a perfectly flat and sharp interface, the coefficient of the reflected amplitude, \( r_{\beta}(\theta) \equiv A_i/A_{\text{tot}} \), is given by\textsuperscript{38}

\[
|r_{\beta}(\theta)|^2 = \frac{\sin \theta - \left( \frac{n_i}{n_b} \right)^2 \cos^2 \theta}{\sin \theta + \left( \frac{n_i}{n_b} \right)^2 \cos^2 \theta}
\]

where \( n_i \) and \( n_b \) are the refractive indices of the bottom and top phases, respectively, which may have an imaginary part to account for absorption. For X-rays, \( n_i \) is usually expressed in terms of the parameters \( \delta \) and \( \beta \) as \( n_i = 1 - \delta - i\beta \). The reflected intensity follows as the absolute square of the reflected amplitude. This defines the so-called Fresnel reflectivity of a flat interface, \( R_{\beta}(\theta) = |r_{\beta}(\theta)|^2 \). A critical angle is commonly defined as \( \cos \theta_i = n_b/n_i \). In the case of negligible absorption (\( \beta = 0 \)), for \( \theta \leq \theta_i \), the interface shows total external reflection of X-rays.
There are various approaches to model interfaces that are diffuse rather than sharp. Arguably one of the simplest models for a diffuse interface that is often used in XRR is obtained through incorporation of the so-called Croce–Nérot factor. This model assumes that the interfacial profile follows a cumulative normal/Gaussian distribution (given by the error function), where \( \sigma \) is the width (that is, the standard deviation) of the normal distribution. Naturally, \( \sigma \) is not the width of the interface but merely a measure for the width. In the literature various other measures for the interfacial width exist, such as the so-called “10–90% width” \( W_{10–90} \). It is trivial to show that \( W_{10–90} \approx 2.6 \sigma \) for an interface following a (cumulative) normal distribution (also see the SI). The Croce–Nérot factor is given by

\[
\rho_{\sigma}(\theta) = \exp \left( -2 \sigma^2 \frac{2\alpha}{\lambda} \sin \theta \left( \frac{n_b}{n_i} \right)^2 - \cos^2 \theta \right)
\]

and describes the change in the reflected amplitude due to the Gaussian diffuseness \( \sigma \). Thus, in this model the reflectivity of a rough interface is

\[
R(\theta) = |\rho_{\sigma}(\theta)\rho(\theta)|^2
\]

It should be stressed that the width \( \sigma \) essentially collects all sources of interfacial “diffuseness”, be they due to so-called intrinsic density profiles or thermal fluctuations of the interfacial position (i.e., capillary waves). To separate these contributions experimentally requires off-specular measurements, which were beyond the scope of this work.

When describing our data with eq 3, there are two fitting parameters. First, the contrast factor \( n_b/n_i \) is unknown, since the compositions of the two coexisting phases are not exactly known beforehand. The contrast factor is directly related to the volume fraction difference between the colloidal liquid and gas phases, \( \Delta \phi = \phi^g - \phi^l \), since the polymer and solvent have essentially the same contrast for X-rays and the polymer concentration is rather low (see the SI for more details). The colloid density difference \( \Delta \phi \) serves as a measure of the distance to the critical point. The second fit parameter is the Gaussian interfacial width \( \sigma \). Both the colloid density difference \( \Delta \phi \) and width \( \sigma \), as apparent from fits to the reflectivity data, are plotted in Figure 3a as functions of the polymer concentration. With increasing polymer concentration, the distance to the critical point becomes larger, as can also be seen in the phase diagram in Figure 3b. As a result, the density difference \( \Delta \phi \) goes up while the width \( \sigma \) goes down. In our studied region, relatively far from the critical point, the width is at most equal to the colloid size.

Next, we compare our experimental results to theoretical predictions made by generalized free-volume theory (GFVT) to test various polymer descriptions often employed for colloid—polymer mixtures. Although GFVT describes the bulk phase behavior of model colloid–polymer mixtures in a physical and accurate way, this does not guarantee correct predictions of the interfacial structure—in fact, this aspect has hardly been tested. The interfacial properties are here predicted using a van der Waals-like approach.

Within GFVT, the dimensionless semigrand potential of the colloid–polymer mixture, \( \tilde{\Omega} = \Omega/TV \), where \( \nu = \pi d^3/6 \) is the colloid volume, \( k_b T \) is the thermal energy, and \( V \) is the volume, is given by

\[
\tilde{\Omega} = \tilde{f}_0 - q^{-3} \int_0^{\phi_{\Omega}^K} d\phi_{\Omega}^R \left( \frac{\partial \Omega^R}{\partial \phi_{\Omega}^R} \right) \alpha(\phi_{\Omega}^R) \tag{4}
\]

for a system in equilibrium with a reservoir (\( R \)) of constant volume fraction \( \phi_{\Omega}^R \). The first term on the right-hand side is the free energy of a polymer-free hard-sphere fluid, given by the Carnahan–Starling equation, and the second term represents the change in free energy due to addition of the polymer. The latter follows from the free volume fraction \( \alpha \)—which denotes the (normalized) part of the system volume that is accessible to the polymer chains and generally depends on the polymer and colloid volume fractions and the size ratio—and the polymer osmotic pressure \( \tilde{\Pi}_\Omega^R \). Scaling relations for the effective depletion zone size and polymer osmotic pressure with polymer concentration essentially describe the physics of the depletant (see the SI). These scaling relations can take into account shrinkage of depletion zones by osmotic compression at large \( \phi_{\Omega}^R \) and by configurational effects of polymer chains around spherical colloids at large \( q \). Here we focus on three specific models to account for the polymer chains in describing HSs plus polymer mixtures, namely, PHS (i.e., ideal polymers or the AOV model), polymers in theta solvent, and polymers in good solvent. It should be noted that for the PHS scenario, GFVT reduces to the simpler free-volume theory (FVT).
By the use of the above ingredients, phase equilibria may be computed using standard thermodynamics. We may now also compute interfacial properties. Let $\tilde{W}(\phi)$ express the variation of the free energy along a colloidal gas–liquid interface, such that\cite{31,42}

$$\tilde{W}(\phi) = \tilde{\Omega}(\phi) - \phi \tilde{\rho}_{eq} + \tilde{\Pi}_{eq}$$

where $\tilde{\rho}_{eq}$ is the colloid chemical potential and $\tilde{\Pi}_{eq}$ is the osmotic pressure in each of the two coexisting phases. Within the square-gradient approximation, the tension of the gas–liquid interface reads as

$$\gamma \equiv \frac{(\pi/6)^{3/2} l^2}{k_B T} \gamma = 2 \int_{\phi^l}^{\phi^g} \sqrt{m \tilde{W}(\phi)} \ d\phi$$

where $\phi^l$ and $\phi^g$ are the coexisting colloid volume fractions and $m$ is the second moment of the direct correlation function $c(\tau)$, which we assume follows from the colloid–colloid pair potential (see the SI). The interfacial colloid density profiles may be evaluated numerically via

$$-\tilde{W}(\phi) + m \left( \frac{d\phi}{dz} \right)^2 = 0$$

where $z$ is the perpendicular distance from the interface, where we define $z = 0$ from the condition $\phi(z = 0) = (\phi^l + \phi^g)/2$. In eq 7, small values of $m$ favor sharper interfaces and larger values favor broader interfaces.

Using this approach, we calculated colloid density profiles based on GFVT for the experimental value of $\sigma = 1.1$ for various polymer concentrations and models. Figure 4 shows an example for the scenario of polymers under good solvent conditions. We emphasize here the use of the colloid density difference $\Delta \phi$ for comparisons to the experiments, since this parameter is accessible both experimentally and theoretically and gives an absolute measure of the distance to the critical point.

In analyzing experimental data, we assumed a Gaussian diffuseness of the interface, i.e., density profiles described by a cumulative normal distribution (error function). We therefore fitted the profiles in Figure 4 to a cumulative normal distribution of width $\sigma$, shown as the dashed curves, to quantify the widths in a fashion that enables a direct comparison with the results from the analysis of the XRR experiments (see also eq S10 in the SI). The profiles are well-described by this approach. We note that other approaches to quantify the width yield essentially the same results (see Figure S7a).

Figure 5 compares the interfacial width $\sigma$ as a function of the colloid gas–liquid density difference $\Delta \phi$ as obtained experimentally (points) and theoretically for $q = 1.1$ (curves). The PHS model utilized by FVT shows good agreement with experiments at small $\Delta \phi$ values of $\sim 0.2$ to $0.3$ but an unphysical increase in the interfacial width further from the critical point that is not seen in the experiments. We believe this to be connected to the unusually high PHS concentrations required to reach a large $\Delta \phi$ for the colloids, originating from the broad liquid window of the PHS model\cite{40,44} (also see the calculated phase diagram in Figure S5). Through strongly attractive pair potentials, this leads to large values of $\bar{n}$, favoring broader interfaces on the basis of eq 7.\footnote{5} The PHS model is popular in describing experimental colloid–polymer mixtures with small $q$ and can give (semi)quantitative agreement with respect to the bulk phase behavior,\cite{41} yet here we see that for interfacial purposes it is qualitatively inaccurate in the FVT framework, at least at these relatively large $q$ values.

GFVT combined with a model for polymers in a theta solvent, on the other hand, significantly overestimates the interfacial width closer to the critical point, although it matches better far from the critical point. When describing the polymers using GFVT in a good solvent, quantitative agreement between experiment and theory over the full range is found. Importantly, this model also quantitatively describes the interfacial tension as measured by others for a similar system (see Figure S7b). Remarkably, no fitting parameters are involved in achieving this agreement; we merely set the colloid diameter $d$ and size ratio $q$ to their experimental values. These results highlight that the precise scaling laws of the polymer at hand, including solvency effects, and other approximations made, are of great consequence for the structure of colloidal gas–liquid interfaces. Additionally, we find that $\sigma \propto \Delta \phi^{-1}$ (see the inset) in the region of $\Delta \phi$ accessible here, which is relatively far from the critical point.

The agreement between our experiments and GFVT, which contains mean-field approximations, may raise questions...
regarding the role of thermal capillary waves. A possibility is that our experiments are less sensitive to capillary waves because of the finite slit size of the detector. Also, the bending rigidity of the interface may play a role in the manifestation of the waves. It must also be noted that separating the interfacial width into contributions of “intrinsic” profiles and capillary waves is not trivial at best. Still, one may expect the capillary waves only to broaden the GFVT profiles. Further work is required to shed light on this matter.

Capillary waves may also be responsible for diminishing the magnitude of the oscillations in the density profiles revealed from the DFT approach of Brader and co-workers. Such oscillations, which are predicted to exist only far from the critical point and to have a period of about 0.9d, should yield a pronounced and positive deviation from the exponential decay of the reflectivity at Kz ≈ 2π/(0.9d) ≈ 0.24 nm⁻¹ (see Figure S4, black dotted curve). Such deviations are not evident from the results in Figure 2.

In conclusion, we have probed the structure of a model colloidal gas—liquid interface using synchrotron X-ray reflectivity. Our results indicate that a realistic treatment of the polymer physics, including solvency effects, in a colloid—polymer mixture is essential for a quantitative theoretical description of the colloidal gas—liquid interface. The commonly used penetrable hard sphere model yields an unphysical description of the colloidal gas—liquid interface, even though the bulk phase behavior is often quite reasonable. Our measurements are in accordance with a Gaussian-like diffuseness of the interface; that is, we observe no evidence for layering or oscillations in the density profiles. Future research may be directed at probing systematically the effect of varying the range of the interactions, the influence of other interactions, and the role of thermal capillary waves. We expect that X-ray reflectivity and similarly neutron reflectivity can be valuable tools for studying other types of interfaces in soft matter systems.
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