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Abstract

The literature on using scoring rubrics in writing assessment denotes the significance of rubrics as practical and useful means to assess the quality of writing tasks. This study tries to investigate the agreement among rubrics endorsed and used for assessing the essay writing tasks by the internationally recognized tests of English language proficiency. To carry out this study, two hundred essays (task 2) from the academic IELTS test were randomly selected from about 800 essays from an official IELTS center, a representative of IDP Australia, which was taken between 2015 and 2016. The test takers were 19 to 42 years of age, 120 of them were female and 80 were males. Three raters were provided with four sets of rubrics used for scoring the essay writing task of tests developed by Educational Testing Service (ETS) and Cambridge English Language Assessment (i.e., Independent TOEFL iBT, GRE, CPE, and CAE) to score the essays which had been previously scored officially by a certified IELTS examiner. The data analysis through correlation and factor analysis showed a general agreement among raters and scores; however, some deviant scorings were spotted by two of the raters. Follow-up interviews and a questionnaire survey revealed that the source of score deviations could be related to the raters’ interests and (un)familiarity with certain exams and their corresponding rubrics. Specifically, the results indicated that despite the significance which can be attached to rubrics in writing assessment, raters themselves can exceed them in terms of impact on scores.
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Introduction

Writing effectively is a very crucial part of advancement in academic contexts (Rosenfeld et al. 2004; Rosenfeld et al. 2001), and generally, it is a leading contributor to anyone’s progress in the professional environment (Tardy and Matsuda 2009). It is an essential skill enabling individuals to have a remarkable role in today’s communities (Cuming 2001; Dunsmuir and Clifford 2003). Capable and competent L2 writers demonstrate their idea in the written form, present and discuss their contentions, and defend their stances in different circumstances (Archibald 2004; Bridgeman and Carlson 1983; Brown and Abeywickrama 2010; Cuming 2001; Hinkel 2009; Hyland 2004). Writing correctly and impressively is vital as it ensures that ideas and beliefs are
expressed and transferred effectively. Being capable of writing well in the academic environment leads to better scores (Faigley et al. 1981; Graham et al. 2005; Harman 2013). It also helps those who require admission to different organizations of higher education (Lanteigne 2017) and provides them with better opportunities to get better job positions. Business communications, proceedings, legal agreements, and military agreements all have to be well written to transmit information in the most influential way (Canseco and Byrd 1989; Grabe and Kaplan 1996; Hyland 2004; Kroll and Kruchten 2003; Matsuda 2002). What should be taken into consideration is that even well until the mid-1980s, L2 writing in general, and academic L2 writing in particular, was hardly regarded as a major part of standard language tests desirable of being tested on its own right. Later, principally owing to the announced requirements of some universities, it meandered through its path to first being recognized as an option in these tests and then recently turning into an indispensable and integral part of them.

L2 writing is not the mere adequate use of grammar and vocabulary in composing a text, rather it is more about the content, organization and accurate use of language, and proper use of linguistic and textual parts of the language (Chenoweth and Hayes 2001; Cumming 2001; Holmes 2006; Hughes 2003; Sasaki 2000; Weissberg 2000; Wiseman 2012). Essay, as one of the official practices of writing, has become a major part of formal education in different countries. It is used by different universities and institutes in selecting qualified applicants, and the applicants’ mastery and comprehension of L2 writing are evaluated by their performance in essay writing.

Essay, as one of the most formal types of writing, constitutes a setting in which clear explanations and arguments on a given topic are anticipated (Kane 2000; Muncie 2002; Richards and Schmidt 2002; Spurr 2005). The first steps in writing an essay are to gain a good grasp of the topic, apprehend the raised question and produce the response in an organized way, select the proper lexicon, and use the best structures (Brown and Abeywickrama 2010; Wyldeck 2008). To many, writing an essay is hampering, yet is a key to success. It makes students think critically about a topic, gather information, organize and develop an idea, and finally produce a fulfilling written text (Levin 2009; Mackenzie 2007; McLaren 2006; Wyldeck 2008).

L2 writing has had a great impact on the field of teaching and learning and is now viewed not only as an independent skill in the classroom but also as an integral aspect of the process of instruction, learning, and most freshly, assessment (Archibald 2001; Grabe and Kaplan 1996; MacDonald 1994; Nystrand et al. 1993; Raimes 1991). Now, it is not possible to think of a dependable test of English language proficiency without a section on essay writing, especially when academic and educational purposes are of concern. Educational Testing Service (ETS) and Cambridge English Language Assessment offer a particular section on essay writing for their tests of English language proficiency. The independent TOEFL iBT writing section, the objective of which is to gauge and assess learners’ ability to logically and precisely express their opinions using their L2 requires the learners to write well at the sentence, paragraph, and essay level. It is written on a computer using a word processing program with rudimentary qualities which does not have a self-checker and a grammar or spelling checker. Generally, the essay should have an introduction, a body, and a conclusion. A standard essay usually has four paragraphs, five is possibly better, and six is too many (Biber et al. 2004; Cumming et al. 2000). TOEFL iBT is scored based on the candidates’ performance on two
tasks in the writing section. Candidates should at least do one of the writing tasks. Scoring could be done either by human rater or automatically (the eRater). Using human judgment for assessing content and meaning along with automated scoring for evaluating linguistic features ensures the consistency and reliability of scores (Jamieson and Poonpon 2013; Kong et al. 2009; Weigle 2013).

The Graduate Record Examination (GRE) analytic writing consists of two different essay tasks, an “issue task” and an “argument task”, the latter being the focus of the present study. Akin to TOELF iBT, the GRE is also written on a computer employing very basic features of a word processing program. Each essay has an introduction including some contextual and upbringing information about what is going to be analyzed, a body in which complex ideas should be articulated clearly and effectively using enough examples and relevant reasons for supporting the thesis statement. Finally, the claims and opinions have to be summed up coherently in the concluding part (Broer et al. 2005). The GRE is scored two times on a holistic scale, and usually, the average score is reported if the two scores are within one point; otherwise, a third reader steps in and examines the essay (Staff 2017; Zahler 2011).

IELTS essay writing (in both Academic and General Modules) involves developing a formal five-paragraph essay in 40 min. Similar to essays in other exams, it should include an introductory paragraph, two to three body paragraphs, and a concluding paragraph (Aish and Tomlinson 2012; Dixon 2015; Jakeman 2006; Loughead 2010; Stewart 2009). To score IELTS essay writing, the received scores for the (four) components of the rubric are averaged (Fleming et al. 2011).

The writing sections of the Cambridge Advanced Certificate in English (CAE) and the Cambridge English: Proficiency (CPE) exams have two parts. The first part is compulsory and candidates are asked to write in response to an input text including articles, leaflets, notices, and formal and/or informal letters. In the second part, the candidates must select one of the writing tasks that might be a letter, proposal, report, or a review (Brookhart and Haines 2009; Corry 1999; Duckworth et al. 2012; Evans 2005; Moore 2009). The essays should include an introduction, a body, and a conclusion (Spratt and Taylor 2000). Similar to IELTS essay writing, these exams are scored analytically. The scores are added up and then converted to a scale of 1 to 20 (Brookhart 1999; Harrison 2010).

Assessing L2 writing proficiency is a flourishing area, and the precise assessment of writing is a critical matter. Practically, learners are generally expected to produce a piece of text so that raters can evaluate the overall quality of their performance using a variety of different scoring systems including holistic and analytic scoring, which are the most common and acceptable ways of assessing essays (Anderson 2005; Brossell 1986; Brown and Abeywickrama 2010; Hamp-Lyons 1990, 1991; Kroll 1990). Today, the significance of L2 writing assessment is on an increase not only in language-related fields of studies but also arguably in all disciplines, and it is a very pressing concern in various educational and also vocational settings.

L2 writing assessment is the focal point of an effective teaching process of this complicated skill (Jones 2001). A diligent assessment of writing completes the way it is taught (White 1985). The challenging and thorny natures of assessment and writing skills impede the reliable assessment of an essay (Muenz et al. 1999) such that, to date, a plethora of research studies have been conducted to discern the validity and reliability
of writing assessment. Huot (1990) argues that writing assessment encounters difficulty because usually, there are more than two or three raters assessing essays, which may lead to uncertainty in writing assessment.

L2 writing assessment is generally prone to subjectivity and bias, and “the assessment of writing has always been threatened due to raters’ biasedness” (Fahim and Bijani 2011, p. 1). Ample studies document that raters’ assessment and judgments are biased (Kondo-Brown 2002; Schaefer 2008). They also suggested that in order to reduce the bias and subjectivity in assessing L2 writing, standard and well-described rating scales, viz rubrics, should be determined (Brown and Jaquith 2007; Diederich et al. 1961; Hamp-Lyons 2007; Jonsson and Svingby 2007; Aryadoust and Riazi 2016). Furthermore, there are some studies suggesting the tendency of many raters toward subjectivity in writing assessment (Eckes 2005; Lumley 2005; O’Neil and Lunz 1996; Saedi et al. 2013; Schaefer 2008). In light of these considerations, it becomes of prominence to improve consistency among raters’ evaluations of writing proficiency and to increase the reliability and validity of their judgments to produce a greater agreement between raters and ratings. The most notable move toward attaining this objective is using rubrics (Cumming 2001; Hamp-Lyons 1990; Hyland 2004; Raimes 1991; Weigle 2002). In layman’s terms, rubrics ensure that all the raters evaluate a writing task by the same standards (Biggs and Tang 2007; Dunsmuir and Clifford 2003; Spurr 2005). To curtail the probable subjectivity and personal bias in assessing one’s writing, there should be some determined and standard criteria for assessing different types of writing tasks (Condon 2013; Coombe et al. 2012; Shermis 2014; Weigle 2013).

Assessment rubrics (alternatively called instruments) should be reliable, valid, practical, fair, and constructive to learning and teaching (Anderson et al. 2011). Moskal and Leydens (2000) considered validity and reliability as the two significant factors when rubrics are used for assessing an individual’s work. Although researchers may define validity and reliability in various ways (for instance, Archibald 2001; Brookhart 1999; Bachman and Palmer 1996; Coombe et al. 2012; Cumming 2001; Messick 1994; Moskal and Leydens 2000; Moss 1994; Rezaei and Lovorn 2010; Weigle 2002; White 1994; Wiggan 1994), they generally agree that validity in this area of investigation is the degree to which the criteria support the interpretations of what is going to be measured. Reliability, they generally settle, is the consistency of assessment scores regardless of time and place. Rubrics and any rating scales should be so developed to corroborate these two important factors and equip raters and scorers with an authoritative tool to assess writing tasks fairly. Arguably, “the purpose of the essay task, whether for diagnosis, development, or promotion, is significant in deciding which scale is chosen” (Brosell 1986, p. 2). As rubrics should be conceived and designed with the purpose of assessment of any given type of written task (Crusan 2015; Fulcher 2010; Knoch 2009; Malone and Montee 2014; Weigle 2002), the development and validation of rating scales are very challenging issues.

Writing rubrics can also help teachers gauge their own teaching (Coombe et al. 2012). Rubrics are generally perceived as very significant resources attainable for teachers enabling them to provide insightful feedback on L2 writing performance and assess learners’ writing ability (Brown and Abeywickrama 2010; Knoch 2011; Shaw and Weir 2007; Weigle 2002). Similarly, but from another perspective, rubrics help learners to follow a clear route of progress and contribute to their own learning (Brown and
Well-defined rubrics are constructive criteria, which help learners to understand what the desired performance is (Bachman and Palmer 1996; Fulcher and Davidson 2007; Weigle 2002). Employing rubrics in the realm of writing assessment helps learners understand raters’ and teachers’ expectations better, judge and revise their own work more successfully, promote self-assessment of their learning, and improve the quality of their writing task. Rubrics can be used as an effective tool enabling learners to focus on their efforts, produce works of higher quality, get better grades, find better jobs, and feel more concerned and confident about doing their assignment (Bachman and Palmer 2010; Cumming 2013; Kane 2006).

Rubrics are set to help scorers evaluate writers’ performances and provide them with very clear descriptions about organization and coherence, structure and vocabulary, fluent expressions, ideas and opinions, among other things. They are also practical for the purpose of describing one’s competence in logical sequencing of ideas in producing a paragraph, use of sufficient and proper grammar and vocabulary related to the topic (Kim 2011; Pollitt and Hutchinson 1987; Weigle 2002). Employing rubrics reduces the time required to assess a writing performance and, most importantly, well-defined rubrics clarify criteria in particular terms enabling scorers and raters to judge a work based on standard and unified yardsticks (Gustilo and Magno 2015; Kellogg et al. 2016; Klein and Boscolo 2016).

Selecting and designing an effective rating scale hinges upon the purpose of the test (Alderson et al. 1995; Attali et al. 2012; Becker 2011; East 2009). Although rubrics are crucial in essay evaluation, choosing the appropriate rating scale and forming criteria based on the purpose of assessment are as important (Bacha 2001; Coombe et al. 2012). It seems that a considerable part of scale developers prefers to adapt their scoring scales from a well-established existing one (Cumming 2001; Huot et al. 2009; Wise-man 2012). The relevant literature supports the idea of adapting rating scales used in large-scale tests for academic purposes (Bacha 2001; Leki et al. 2008). Yet, East (2009) warned about the adaptation of rating scales from similar tests, especially when they are to be used across languages.

Holistic and analytic scoring systems are now widely used to identify learners’ writing proficiency levels for different purposes (Brown and Abeywickrama 2010; Charney 1984; Cohen 1994; Coombe et al. 2012; Cumming 2001; Hamp-Lyons 1990; Reid 1993; Weir 1990). Unlike the analytic scoring system, the holistic one takes the whole written text into consideration. This scoring system generally emphasizes what is done well and what is deficient (Brown and Hudson 2002; White 1985). The analytic scoring system (multi-trait rubrics), however, includes discrete components (Bacha 2001; Becker 2011; Brown and Abeywickrama 2010; Coombe et al. 2012; Hamp-Lyons 2007; Knoch 2009; Kuo 2007; Shaw and Weir 2007). To Weigle (2002), accuracy, cohesion, content, organization, register, and appropriacy of language conventions are the key components or traits of an analytic scoring system. One of the early analytic scoring rubrics for writing was employed in the ESL Composition by Jacobs et al. 1981, which included five components, namely language development, organization, vocabulary, language use, and mechanics).

Each scoring system has its own merits and limitations. One of the advantages of analytic scoring is its distinctive reliability in scoring (Brown et al. 2004; Zhang et al. 2008). Some researchers (e.g. Johnson et al. 2000; McMillan 2001; Ward and McCotter
contend that analytic scoring provides the maximum opportunity for reliability between raters and ratings since raters can use one scoring criteria for different writing tasks at a time. Yet, Myford and Wolfe (2003) considered the halo effect as one of the major disadvantages of analytic rubrics. The most commonly recognized merit of holistic scoring is its feasibility as it requires less time. However, it does not encompass different criteria, affecting its validity in comparison to analytic scoring, as it entails the personal reflection of raters (Elder et al. 2007; Elder et al. 2005; Noonan and Sulsky 2001; Roch and O’Sullivan 2003). Cohen (1994) stated that the major demerit of the holistic scoring system is its relative weakness in providing enough diagnostic information about learners’ writing.

Many research studies have been conducted to examine the effect of analytic and holistic scoring systems on writing performance. For instance, more than half a century ago, Diederich et al. (1961) carried out a study on the holistic scoring system in a large-scale testing context. Three-hundred essays were rated by 53 raters, and the results showed variation in ratings based on three criteria, namely ideas, organization, and language. About two score years later, Borman (1979) conducted a similar study on 800 written tasks and found that the variations can be attributed to ideas, organizations, and supporting details. Charney (1984) did a comparison study between analytic and holistic rubrics in assessing writing performance in terms of validity and found a holistic scoring system to be more valid. Bauer (1981) compared the cost-effectiveness of analytic and holistic rubrics in assessing essay tasks and found the time needed to train raters to be able to employ analytic rubrics was about two times more than the required time to train raters to use the holistic one. Moreover, the time needed to grade the essays using analytic rubrics was four times the time needed to grade essays using holistic rubrics. Some studies reported findings that corroborated that holistic scoring can be the preferred scoring system in large-scale testing context (Bell et al. 2009). Chi (2001) compared analytic and holistic rubrics in terms of their appropriacy, the agreement of the learners’ scores, and the consistency of rater. The findings revealed that raters who used the holistic scoring system outperformed those employing analytic scoring in terms of inter-rater and intra-rater reliability. Thus, there is research to suggest the superiority of analytic rubrics in assessing writing performance in terms of reliability and accuracy in scoring (Birky 2012; Brown and Hudson 2002; Diab and Balaa 2011; Kondo-Brown 2002). It is, generally speaking, difficult to decide which one is the best, and the research findings so far can best be described as inconclusive.

Rubrics of internationally recognized tests used in assessing essays have many similar components, including organization and coherence, task achievement, range of vocabulary used, grammatical accuracy, and types of errors. The wording used, however, is usually different in different rubrics, for instance, “task achievement” that is used in the IELTS rubrics is represented as the “realization of tasks” in CPE and CAE, “content coverage” in GRE, and “task accomplishment” in TOEFL iBT. Similarly, it can be argued that the point of focus of the rubrics for different tests may not be the same. Punctuation, spelling, and target readers’ satisfaction, for example, are explicitly emphasized in CAE and CPE while none of them are mentioned in GRE and TOEFL iBT. Instead, idiomaticity and exemplifications are listed in the TOEFL iBT rubrics, and using enough supporting ideas to address the topic and task is the focus of GRE rating scales (Brindley 1998; Hamp-Lyons and Kroll 1997; White 1984).
Broadly speaking, the rubrics employed in assessing L2 writing include the above-mentioned components but as mentioned previously, they are commonly expressed in different wordings. For example, the criteria used in IELTS Task 2 rating scale are task achievement, coherence and cohesion, lexical resources, and grammatical range and accuracy. These criteria are the ones based on which candidates’ work is assessed and scored. Each of these criteria has its own descriptors, which determine the performance expected to secure a certain score on that criterion. The summative outcome, along with the standards, determines if the candidate has attained the required qualification which is established based on the criteria. The summative outcome of IELTS Task 2 rating scale will be between 0 and 9. Similar components are used in other standard exams like CAE and CPE, their summative outcomes being determined from 1 to 5. Their criteria are used to assess content (relevance and completeness), language (vocabulary, grammar, punctuation, and spelling), organization (logic, coherence, variety of expressions and sentences, and proper use of linking words and phrases), and finally communicative achievement (register, tone, clarity, and interest). CAE and CPE have their particular descriptors which demonstrate the achievement of each learners’ standard for each criterion (Betsis et al. 2012; Capel and Sharp 2013; Dass 2014; Obee 2005). Similar to the other rubrics, the GRE scoring scale has the main components like the other essay writing scales but in different wordings. In the GRE, the standards and summative outcomes are reported from 0–6, denoting fundamentally deficient, seriously flawed, limited, adequate, strong, and outstanding, respectively. Like the GRE, the TOEFL iBT is scored from 0–5. Akin to the GRE, Independent Writing Rubrics for the TOEFL iBT delineates the descriptors clearly and precisely (Erdosy 2004; Gass et al. 2011).

Abundant research studies have been carried out to show that idea and content, organization, cohesion and coherence, vocabulary and grammar, and language and mechanics are the main components of essay rubrics (Jacobs et al. 1981; Schoonen 2005). What has been considered a missing element in the analytic rating scale is the raters’ knowledge of, and familiarity with, rubrics and their corresponding elements as one of the key yardsticks in measuring L2 writing ability (Arter et al. 1994; Sasaki and Hirose 1999; Weir 1990). Raters play a crucial role in assessing writing. There is research to allude to the impact of raters’ judgments on L2 writing assessment (Connor-Linton 1995; Sasaki 2000; Schoonen 2005; Shi 2001).

The past few decades have witnessed an increasing growth in research on different scoring systems and raters’ critical role in assessment. There are some recent studies discussing the importance of rubrics in L2 writing assessment (e.g. Deygers et al. 2018; Fleckenstein et al. 2018; Rupp et al. 2019; Trace et al. 2016; Wesolowski et al. 2017; Wind et al. 2018). They commonly consider rubrics as significant tools for measuring L2 learners’ performances and suggest that rubrics enhance the reliability and validity of writing assessment. More importantly, they argue that employing rubrics can increase the consistency among raters.

Shi (2001) made comparisons between native and non-native, as well as between experienced and novice raters, and found that raters have their own criteria to assess an essay, virtually regardless of whether they are native or non-native and experienced or novice. Lumley (2002) and Schoonen (2005) conducted comparison studies between two groups of raters, one group trained expert raters provided with no standard rubrics,
the other group novice raters with no training who had standard rubrics. The trained raters with no rubrics outperformed the other group in terms of accuracy in assessing the essays, implying the importance of raters. Rezaei and Lovorn (2010) compared the use of rubrics between summative and formative assessment. They argued that using rubrics in summative assessment is predominant and that it overshadows the formative aspects of rubrics. Their results showed that rubrics can be more beneficial when used for formative assessment purposes.

Izadpanah et al. (2014) conducted a study drawing on Jacobs et al. (1981) to see if the rubrics of one exam can be the predictor of another one. Practically, they wanted to examine whether the same score would be obtained if a rubric for an IELTS exam was used for assessing CPE or any other standard test. Their findings revealed that the rubrics were comparable with each other in terms of their different components by which different standard essays are assessed. Bachman (2000) compared TOEFL PBT and CPE and found a very meaningful relationship between the scores gained from essay writing tests. He also concluded that scoring CPE was usually more difficult than PBT, and that under similar conditions, exams from UCLES/Cambridge Assessment (like CPE) received lower scores in comparison to the ones from ETS (like PBT). In Fleckenstein et al. (2019) experts from different countries linked upper secondary students’ writing profiles elicited in a constructed response test (integrated and independent essays from the TOEFL iBT) to CEFR level. The Delphi technic was used to find out the intra- and inter-panelist consistency while scoring students’ writing profiles. The findings showed that panelists are able to provide ratings consistent with the empirical item difficulties and the validity of the estimate of the cut scores.

Schoonen (2005) and Attali and Burstein (2005) compared the generalizability of writing scores to different essays using only one set of the rubric. They checked and analyzed three components of writing rubric, including content, language use, and organization and found that the obtained scores from different essays are similar. Wind (2020) conducted a study to illustrate and explore methods for evaluating the degree to which raters apply a common rating scale consistently in analytic writing assessments. The results indicated a lack of invariance in rating scale category functioning across domains for several raters. Becker (2011) also examined different rubrics used to measure writing performance. He investigated the three different types of rubrics, namely holistic, analytic, and primary-trait scoring systems, to find which one is more appropriate for assessing L2 writing. He studied the merits and demerits of the three rubrics and concluded that none of them had superiority over the others, making each legitimate for assessing a piece of writing depending on the purpose of writing, the time allocated for assessment, and the raters’ expertise.

In a recent study, Ghaffar et al. (2020) examined the impact of rubrics and co-constructed rubrics on middle school students’ writing skill performance. The findings of their study indicated that co-constructed rubrics as assessment tools help students to outperform in their writing due to their familiarity with these types of rubrics. In addition, there are researchers who are of the contention that the use of rubrics is inconclusive and can be controversial especially when they are just used for summative assessment purposes and that when rubrics are used for both summative and formative assessment, they are more advantageous (Andrade 2000; Broad 2003; Ene and
Kosobucki 2016; Inoue 2004; Panadero and Jonsson 2013; Schirmer and Bailey 2000; Wilson 2006, 2017).

What all of these studies indicated is that employing well-developed rubrics increase equality and fairness in writing assessment. It is also suggested that various factors could affect writing assessment, especially raters’ expertise and time allocated to the rating (Bacha 2001; Ghalib and Hattami 2015; Knoch 2009, 2011; Lu and Zhang 2013; Melendy 2008; Nunn 2000; Nunn and Adamson 2007). The purpose of the present study is twofold. First, it attempts to investigate the consistency among different standard rubrics in writing assessment. Second, it tries to examine whether any of these rubrics could be used as a predictor of others and if they all tap the same underlying construct.

Methods

Samples

To meet the objectives of the study, 200 samples of Academic IELTS Task 2 (i.e., essay writing) were used. The samples were randomly selected from more than 800 essays written as part of academic IELTS tests taken between 2015 and 2016 at an official IELTS test center, a representative of IDP Australia. The essays were asked to be written based on different prompts. As an instruction to the IELTS writing Task 2, it is required that the test takers write at least 250 words, a condition that 21 samples did not meet. Test takers were 19 to 42 years of age, 120 of the females and 80 males.

Raters

One of the raters in this study was an (anonymous) official IELTS examiner who had scored the essays officially; the other raters were four experienced IELTS instructors from an English department of a nationally prominent language institute, three males and one female, between 26 and 39 years of age, with 5 to 12 years of English language teaching experience. These four raters were selected based on their qualifications, teaching credentials and certifications, and years of teaching experience, particularly in IELTS classes. All the four raters were M.A. holders in TEFL and had been teaching different writing courses at universities and language institutes and were familiar with different scoring systems and their relevant components. Each rater was invited to an individual briefing session with one of the researchers to ensure their familiarity with the rubrics of interest and discuss some practical considerations pertaining to this study. They were asked to read and score each essay four times, each time based on one of the four rubrics (TOELF iBT, GRE, CPE, and CAE). The raters completed the scorings in 12 weeks during which time they were instructed not to share ideas about the task (the costs of scorings were modestly met).

Instrumentation

Four sets of rubrics for different writing tests (i.e., Independent TOEFL iBT, GRE, CPE, & CAE) were taken from ETS and Cambridge English Language Assessment. The official IELTS scores of the 200 essays were collected from the IELTS center. The rubrics employed for assessing and evaluating the writing tasks of these five standard exams
were analytic rubrics with different scales, namely a nine-point scale for assessing IELTS Task 2, five-point scales for GRE and TOEFL iBT, and six-point scales for CAE and CPE writing tasks. They assess the main components of essay writing construct, including the range of vocabulary and grammar used in addressing the task, cohesion and organization, and range of using cohesive devices, which were presented in different wordings in these rubrics.

Another instrument was a questionnaire designed by the researchers, which included both open-ended and closed-ended questions (see Appendix). The aim was to determine the raters’ attitudes toward their rating experience and their familiarity with each exam and its corresponding rubrics. The themes of questionnaire items were determined based on a review of the literature on the important issues and factors affecting raters’ performances and attitudes (Brown and Abeywickrama 2010; Coombe et al. 2012; Fulcher and Davidson 2007; Weigle 2002). In addition, an interview was carried out with the four raters to find out about their interest in rating and also to investigate their familiarity of the exams and their conforming rating scales.

Procedure
To carry out the study, 200 essay samples were scored once by a certified IELTS examiner. The assigned scores together with the IELTS examiner’s relevant comments were written next to each essay sample. Afterward, all essays were rated by the four other raters, who were kept uninformed of the official IELTS scores. They were provided with the rubrics of the four essay writing tests and were instructed to assess each essay with the four given rubrics. By so doing, in addition to the official IELTS scores, four other scores were given to each essay from each rater; that is to say, each essay received 16 scores plus the official IELTS score. Therefore, all in all, the researchers collected 17 scores for each essay. The researcher-made questionnaire was carried out, and then an interview was conducted whereby the 4 raters were asked about their interest in rating and also their awareness and concerns about each exam and their relevant rubrics.

Analysis
To do the analysis of the data, the SPSS program, version 22, was employed. Initially, the descriptive statistics of the data were computed, and intercorrelations among the 17 scores were calculated to see if any statistically significant association could be found among the rubrics. To have a better picture of the existing association among the scoring rubrics of the different exams, PCA as a variant of factor analysis was run to examine the extent the rubrics tap the same underlying construct.

Results
To address the first research question, intercorrelations were computed among the IELTS, CAE, CPE, TOEFL iBT, and GRE scores. To answer the second research question, factor analysis was run to examine the extent the standard essay writings in these five tests of English language proficiency tap the same underlying construct. In this section, the results of the intercorrelations and factor analyses computations are reported in detail.
Intercorrelations among ratings

To estimate the intercorrelations among test ratings and raters, first, alpha was calculated for these five sets of scores together (i.e., IELTS, CAE, CPE, TOEFL iBT, and GRE). To analyze the data, primarily, alpha was calculated for each rater separately to check the consistency among raters. Then, alpha was computed for all the raters together to find inter-reliability among the raters. The intercorrelations were afterward computed between each exam score and the IELTS scores to see which score is (more) correlated with the IELTS.

Table 1 presents the alphas as the average of intercorrelations among the five sets of scores including the IELTS scores, and the four scores given by the raters. Evidently, rater 1 has an alpha of about .67, which is lower than the other alphas. However, because there were only five sets of scores correlated in each alpha, this low value of alpha could still be considered acceptable. Nevertheless, this lower value of alpha in comparison to the other alphas could be meaningful since, after all, this rater showed less internal consistency among his ratings.

To see which test rating given by the four raters agreed the least with the IELTS scores, intercorrelations of each test rating with the IELTS scores were computed as shown in Table 2. As the intercorrelations of the first rater demonstrate, Rater 1’s CPE rating and Rater 4’s TOEFL iBT rating show lower correlations with the IELTS ratings. Afterward, an alpha was computed for an aggregate of the ratings of all the raters including the IELTS scores.

Table 3 shows an alpha of around .86, which could be considered acceptable with regard to the small number of ratings.

To see which rating had a negative effect on the total alpha, item-total correlation for each test rating was computed. Item-total correlation showed the extent to which each test rating agrees with the total of the other test ratings including the IELTS scores. As it is shown in Table 4, CPE1 and iBT4 had the lowest correlations with the total ratings. This table also indicates that the removal of these scores would have increased the total alpha considerably.

These results, as expected, confirmed the results found in each rater’s alpha and inter-test correlations computed in the previous section.

Factor analysis

This study was carried out having hypothesized that the construct of essay writing is similar across different standardized tests (i.e., IELTS, CAE, CPE, TOEFL iBT, and GRE), and a given essay is expected to be scored similarly by the rubrics and scales of these different exams. To see whether this was the case, the ratings of these exams were

| Table 1 Reliability statistics |
|--------------------------------|
| Ratings | Cronbach’s alpha based on standardized items | N of items |
|---------|---------------------------------------------|------------|
| Rater 1 | .67                                         | 5          |
| Rater 2 | .80                                         | 5          |
| Rater 3 | .80                                         | 5          |
| Rater 4 | .79                                         | 5          |
examined. The correlation analyses reported above showed that there is an acceptable agreement among all test ratings except two of them, CPE and TOEFL iBT. That is, rater 1 in CPE and Rater 4 in TOEFL iBT showed the least correlation among other test ratings (.15 and .13, respectively). To have a better picture of this issue, it was decided to run a PCA to examine the extent these exams tap the same underlying construct. Factor analysis provides some factor loadings for each test item (i.e., test rating); if two or more items load on the same factor, it will show that these items (i.e., test ratings) tap the same construct (i.e., essay writing construct).

Table 5 presents the results of Kaiser-Meyer-Olkin measure (KMO) and Bartlett’s test of sphericity on the sampling adequacy for the analysis. The reported KMO is .83, which is larger than the acceptable value (KMO > .5) according to Field (2009). Bartlett’s test of sphericity \(\chi^2 (136) = 1377.12, p < .001\] was also found significant, indicating large enough correlations among the items for PCA; therefore, this sample could be considered adequate for running the PCA.

The next step was to investigate the number of factors required to be retained in the PCA. To do so, the scree plot was checked (Fig. 1). The first point that should be identified in the scree plot is the point of inflexion, that is, where the slopes of the line in the scree plot changes dramatically. Only those factors, which fall to the left of the point of inflexion, should be retained. Based on Fig. 1, it seems that the point of inflexion is on the fourth factor; therefore, four factors were retained.

According to Table 6, the first four retained factors explain around 60 percent of the whole variance, which is quite considerable.

Table 7 presents the four factor loadings after varimax rotation. Obviously, the different test ratings were loaded on 4 factors. In other words, those test ratings that clustered around the same factor seemed to be loading on the same underlying factor or latent variable.

Following the above analysis, it was decided to further examine the factor loadings as follows: it should be noted that the above factor structure was achieved by considering only those loadings above .4 as suggested by Stevens (2002), which explained around 16 percent of the variance in the variable. This value was strict, though, resulting in the emergence of limited factors. Therefore, employing Kaiser’s criterion, a second factor analysis was run with a more lenient absolute value for each factor, which was .3 as suggested by Field (2009). By so doing, more factor loadings emerged and more information was achieved. The factor loadings above .3 are presented in Table 8, which almost revealed the same factor structure as found in the previous factor analysis with

| Table 2: Inter-item correlation matrix |
|--------------------------------------|
| Rater 1 | IELTS | .39 | .23 | .33 | .46 |
| Rater 2 | IELTS | .48 | .43 | .47 | .50 |
| Rater 3 | IELTS | .31 | .38 | .32 | .48 |
| Rater 4 | IELTS | .53 | .48 | .50 | .11 |

| Table 3: Reliability statistics |
|---------------------------------|
| Cronbach’s alpha based on standardized items | N of items |
| .86 | 17 |
absolute values greater than .4; however, one important finding was that the IELTS ratings this time showed loadings on all the factors on which other tests also loaded. It can be construed, therefore, that the other tests had significant potential to tap the same construct.

After estimating reliability using Cronbach’s alpha and then by running a Confirmatory Factor Analysis, it was decided to omit Rater 1 due to his unfamiliarity with the exam and its corresponding rubrics reported by him in the questionnaire.

Table 9 and Fig. 2 (scree plot) demonstrate the factor structure after removing Rater 1. The scree plot shows that 4 factors should be retained in the analysis, and Table 9 indicates that the first four retained factors explain about 70 percent of the whole variance, which was quite satisfactory.

Finally, Table 10 shows that after removing Rater 1’s data, all the ratings of Raters 3 and 4 have loaded on the same factors with the IELTS. Of course, like the previous factor analysis, the IELTS ratings again showed loadings on all the factors on which other tests loaded except iBT4. All in all, it could be concluded that the results from the factor analysis confirm the previous findings from alpha computations showing iBT4 ratings had the lowest correlations with the total ratings.

| Table 4 | Item-total statistics |
|---------|-----------------------|
| Scale mean if item deleted | Scale variance if item deleted | Corrected item-total correlation | Cronbach’s alpha if item deleted |
| CAE1    | 72.38                 | 111.04               | .38                        | .67                       |
| CPE1    | 73.27                 | 101.76               | .15                        | .72                       |
| GRE1    | 73.06                 | 114.00               | .28                        | .68                       |
| iBT1    | 72.57                 | 108.36               | .47                        | .66                       |
| CAE2    | 72.49                 | 110.94               | .45                        | .67                       |
| CPE2    | 73.27                 | 113.35               | .44                        | .67                       |
| GRE2    | 72.86                 | 111.91               | .46                        | .67                       |
| iBT2    | 72.41                 | 109.52               | .46                        | .66                       |
| IELTS   | 71.18                 | 109.45               | .66                        | .66                       |
| CAE3    | 73.28                 | 110.50               | .36                        | .67                       |
| CPE3    | 73.59                 | 112.63               | .45                        | .67                       |
| GRE3    | 73.01                 | 113.27               | .41                        | .67                       |
| iBT3    | 73.32                 | 107.66               | .53                        | .66                       |
| CAE4    | 72.65                 | 107.11               | .57                        | .65                       |
| CPE4    | 73.11                 | 108.90               | .52                        | .66                       |
| GRE4    | 72.47                 | 107.82               | .57                        | .66                       |
| iBT4    | 72.40                 | 80.45                | .13                        | .80                       |

Table 5 | KMO and Bartlett’s test |
|---------|-------------------------|
| Kaiser-Meyer-Olkin measure of sampling adequacy | .83 |
| Bartlett’s test of sphericity | Approx. chi-square 1377.12 |
|                       | df 136                   |
|                       | Sig. .001                |
Discussion and conclusions

The purpose of the present study is to examine the consistency of the rubrics endorsed for assessing the writing tasks by the internationally recognized tests of English language proficiency. Standard rubrics can be considered constructive tool helping raters to assess different types of essays (Busching, 1998). Using rubrics enhances the reliability of the assessment of essays provided that these rubrics are well described and that they tap the same construct (Jonsson & Svingby, 2007). The current study is an attempt to examine the reliability among different rubrics of essay writing with regard to their major components, namely, organization, coherence and cohesion, range of lexical and grammatical complexity used, and accuracy.

The results of this study show that all in all, there is a high correlation among raters (i.e., the IELTS examiner and the four other raters) and rating scores (i.e., the official IELTS scores and the other 16 test ratings received from the four raters). The intercorrelations among test ratings and the raters as well as the computation of inter-item correlations between each test rating and the IELTS scores revealed that CPE1 and iBT4 had the least agreement with the official IELTS ratings. Therefore, these low correlations were investigated in a follow-up study by giving the four raters a questionnaire including both open-ended and closed-ended questions. The raters’ responses to the questionnaire denoted the extent to which they were familiar with each exam and their corresponding rubrics.

The responses of two of the raters, that is, Rater 1 in CPE and Rater 4 in TOEFL iBT, proved to be illuminating in explaining their performance. Rater 1’s responses to the questionnaire showed that he had no teaching experience for CPE classes. However, his responses to other questions of the questionnaire indicated his familiarity with this exam and its writing essay scoring rubrics. The responses of Rater 4 revealed that she had no teaching experience for TOEFL iBT and no familiarity with the exam and its
Table 6: Total variance explained

| Component | Initial Eigenvalues | Extraction sums of squared loadings | Rotation sums of squared loadings |
|-----------|---------------------|-------------------------------------|----------------------------------|
|           | Total | % of Variance | Cumulative % | Total | % of Variance | Cumulative % | Total | % of Variance | Cumulative % |
| 1         | 5.72  | 33.69        | 33.69        | 5.72  | 33.69        | 33.69        | 2.80  | 16.47        | 16.47        |
| 2         | 1.73  | 10.22        | 43.91        | 1.73  | 10.22        | 43.91        | 2.76  | 16.24        | 32.72        |
| 3         | 1.48  | 8.72         | 52.64        | 1.48  | 8.72         | 52.64        | 2.64  | 15.55        | 48.27        |
| 4         | 1.18  | 6.98         | 59.62        | 1.18  | 6.98         | 59.62        | 1.93  | 11.35        | 59.62        |
| 5         | 1.10  | 6.47         | 66.10        |       |              |              |       |              |              |
| 6         | 0.90  | 5.32         | 71.43        |       |              |              |       |              |              |
| 7         | 0.83  | 4.88         | 76.31        |       |              |              |       |              |              |
| 8         | 0.68  | 4.03         | 80.35        |       |              |              |       |              |              |
| 9         | 0.61  | 3.62         | 83.97        |       |              |              |       |              |              |
| 10        | 0.51  | 3.02         | 86.99        |       |              |              |       |              |              |
| 11        | 0.43  | 2.55         | 89.55        |       |              |              |       |              |              |
| 12        | 0.38  | 2.25         | 91.81        |       |              |              |       |              |              |
| 13        | 0.36  | 2.14         | 93.95        |       |              |              |       |              |              |
| 14        | 0.33  | 1.94         | 95.89        |       |              |              |       |              |              |
| 15        | 0.26  | 1.57         | 97.47        |       |              |              |       |              |              |
| 16        | 0.21  | 1.28         | 98.75        |       |              |              |       |              |              |
| 17        | 0.21  | 1.24         | 100.00       |       |              |              |       |              |              |

Extraction method: principal component analysis
Table 7 Rotated component matrix

| Component | 1   | 2   | 3   | 4   |
|-----------|-----|-----|-----|-----|
| CAE2      | .83 |     |     |     |
| iBT2      | .77 |     |     |     |
| CAE1      | .59 |     |     |     |
| iBT1      | .51 |     |     |     |
| IELTS     | .51 |     |     |     |
| CAE3      | .82 |     |     |     |
| iBT3      | .77 |     |     |     |
| CPE3      | .70 |     |     |     |
| GRE3      | .66 |     |     |     |
| CAE4      |     | .80 |     |     |
| GRE4      |     | .78 |     |     |
| CPE4      |     | .70 |     |     |
| iBT4      |     | .51 |     |     |
| GRE1      |     |     | .68 |     |
| CPE1      |     |     | .64 |     |
| GRE2      |     | .40 | .64 |     |
| CPE2      |     | .48 |     |     |

Extraction method: principal component analysis
Rotation method: Varimax with Kaiser normalization

Table 8 Rotated component matrix\(^a\)

| Component | 1   | 2   | 3   | 4   | 5   |
|-----------|-----|-----|-----|-----|-----|
| CAE3      | .82 |     |     |     |     |
| iBT3      | .76 |     |     |     |     |
| CPE3      | .75 |     |     |     |     |
| GRE3      | .68 |     |     |     |     |
| CAE4      |     | .80 |     |     |     |
| GRE4      |     | .79 |     |     |     |
| CPE4      |     | .74 |     |     |     |
| iBT4      |     | .50 |     |     |     |
| CAE2      |     | .82 |     |     |     |
| iBT2      |     | .80 |     |     |     |
| IELTS     |     | .40 |     |     |     |
| CAE1      |     |     | .77 |     |     |
| iBT1      |     |     | .73 |     |     |
| GRE1      |     |     | .57 | .53 |     |
| GRE2      |     |     |     | .69 |     |
| CPE1      |     |     |     | .66 |     |
| CPE2      |     |     |     | .42 | .53 |

Extraction method: principal component analysis
Rotation method: Varimax with Kaiser normalization
\(^a\)Rotation converged in 7 iterations, with 5 factors specified
corresponding rating scales. The outcome from the interview with Rater 4 suggests that using well-trained raters leads to fewer problems in rating. What Rater 4 stated in her responses to the questionnaire and interview were in line with the findings of Sasaki and Hirose (1999), who concluded that familiarity with different tests and their relevant rubrics leads to better scoring. Additionally, the results of the present study are consistent with what Schoonen (2005), Attali and Burstein (2005), Wind et al. (2018), Deygers

| Comp. | Initial Eigenvalues | Extraction sums of squared loadings | Rotation sums of squared loadings |
|-------|---------------------|-------------------------------------|----------------------------------|
|       | Total % of Variance | Cumulative %                        | Total % of Variance | Cumulative % |
| 1     | 5.05                | 38.89                               | 5.05                | 38.89        |
| 2     | 1.71                | 13.16                               | 1.71                | 13.16        |
| 3     | 1.31                | 10.13                               | 1.31                | 10.13        |
| 4     | .91                 | 7.00                                | .91                 | 7.00         |
| 5     | .85                 | 6.60                                | .91                 | 7.00         |
| 6     | .65                 | 5.02                                | 1.07                | 8.27         |
| 7     | .53                 | 4.09                                | 1.07                | 8.27         |
| 8     | .46                 | 3.53                                | 1.07                | 8.27         |
| 9     | .38                 | 2.97                                | 1.07                | 8.27         |
| 10    | .37                 | 2.87                                | 1.07                | 8.27         |
| 11    | .28                 | 2.22                                | 1.07                | 8.27         |
| 12    | .23                 | 1.80                                | 1.07                | 8.27         |
| 13    | .21                 | 1.66                                | 1.07                | 8.27         |

Extraction method: principal component analysis

Table 9 Total variance explained (Rater 1 removed)

Fig. 2 Scree plot (Rater 1 removed)
et al. (2018), Wesolowski et al. (2017), Trace et al. (2016), Fleckenstein et al. (2018), Rupp et al. (2019) found in their studies, that is employing rubrics enhances the reliability of writing assessment as well as among raters.

To this point, the obtained results from this study provide an affirmative answer to the first question of the study, indicating a very high agreement among test ratings and the raters. Also, in order to ensure that the construct of essay writing is similar across different standardized tests and identical essays are scored similarly by the internationally recognized rubrics of these different exams, inter-item correlation analysis was computed which indicated that CPE1 and iBT4 had the lowest correlations with the total ratings. This could be due to either the raters’ inconsistencies or the hypothesis that essay writing is conceptualized differently based on the scoring rubrics of these exams. The follow-up survey also corroborated that the disagreement among Raters 1 and 4 and the other raters was due to either the rater’s discrepancies or the way every writing task was hypothesized differently according to the rubrics of each exam. It can be supported by Weigle (2002) who concluded that raters should have a good grasp of scoring and its essential details. She also discussed that raters should have a sharp conceptualization of the construct of essay writing.

The results from the rotated component matrix revealed that all the ratings of Raters 3 and 4 loaded on the same factor, meaning that they tap the same construct. Examining the other factor loadings revealed that CAE1, iBT1, CAE2, and iBT2 also loaded on the same factor with the IELTS, suggesting that these rater’s conceptualizations of the construct of essay writing in CAE and TOEFL iBT were more similar to that of the IELTS raters rather than those of CPE and GRE scorers. However, what remained questionable was why CPE1 and GRE1 did not load on the same factor as CAE1 and iBT1, and why CPE1 and GRE1 loaded on the same factor with CPE2 and GRE2. Additionally, why CPE1 also loaded with GRE2 and CPE2 on the same factor remained open to discussion.

| Component | 1  | 2  | 3  | 4  |
|-----------|----|----|----|----|
| CAE3      | .84|    |    |    |
| iBT3      | .79|    |    |    |
| CPE3      | .75|    |    |    |
| GRE3      | .68|    |    |    |
| GRE2      |    | .76|    |    |
| CPE2      |    | .74|    |    |
| iBT2      |    | .74|    |    |
| CAE2      | .63| −.37| .37|    |
| IELTS     | .34| .55| .44|    |
| CAE4      |    | .85|    |    |
| CPE4      |    | .83|    |    |
| GRE4      |    | .81|    |    |
| iBT4      |    |    |    | .79|

Table 10 Rotated component matrix a (Rater 1 removed)

Extraction method: principal component analysis
Rotation method: Varimax with Kaiser normalization

*Rotation converged in 6 iterations, with 4 factors specified
What was found above was the results of the PCA considering those factor loadings above .4 based on Stevens (2002). As this value was strict, and the number of obtained factors was limited, it was decided to apply Kaiser’s Criterion with a less rigorous eigenvalue of .3 based on Field’s (2009) suggestion. The findings showed almost the same factor loadings as was found in the previous factor analysis. Again, Raters 3 and 4 loaded on the same factor, but this time, the IELTS scores loaded on the same factor with CAE2 and iBT2. CAE1, GRE1, and iBT1 loaded on the same factor and what was still debatable was why CPE1 loaded with GRE 2 and CPE2.

Up to this mentioned point, all the results obtained from alpha computation and factor analysis indicated something different in Rater 1, based on which it was decided to omit Rater 1 from the PCA. It is interesting to note that after interviewing all the four raters and scrutinizing the questionnaire survey, it was found that Rater 1, in his responses to the questionnaire, had indicated that he had no teaching experience in teaching CPE classes, and yet he claimed that he was familiar with this exam and its related rating scales, contrary to other raters’ responses to the questionnaire.

After omitting Rater 1 from the PCA, the findings showed that Rater 3’s and Rater 4’s test ratings loaded on the same factor, and this time the IELTS loaded on the factors that all the other tests had loaded except iBT4, meaning that Rater 4 had no agreement with the IELTS raters in rating the essay. What was found from the questionnaire survey of this rater indicated that Rater 4 had no teaching experience for this particular exam. She also had no familiarity with the exam and its corresponding rubrics. This rater also believed that scoring exams like TOEFL iBT and the exams developed by ETS were more difficult, and that they generally received lower scores in comparison to the Cambridge English Language Assessment exams. The results of what Rater 4 stated were not in line with the findings of Bachman (2000) who did a comparison study between TOEFL PBT and CPE essay task and concluded that CPE scoring is more difficult than scoring TOEFL PBT. Contrary to the findings of the present study, he also concluded that exams like CPE received lower scores.

The results from alpha computation and factor analysis showed the noticeable role of raters in assessing writing. The results from this study are in line with the findings of Lumley (2002) and Schoonen (2005) who argue that raters need to be considered one of the most remarkable concerns in the process of assessment. Shi (2001) argued in favor of the significant role of raters in assessing essays using their own criteria in addition to the standard and determined rating scales. Likewise, the outcome of factor analysis in this research study revealed that raters play a remarkable role in assessing essays by showing that all the items (i.e., test ratings) load on the same factor, especially when all the essay writings were rated by the same rater.

This study aimed to examine the consistency and reliability among different standard rubrics and rating scales used for assessing writing in the internationally recognized tests of English language proficiency. The results from alpha estimation provide evidence for a strong association among the raters and test ratings. Also, what has been found from the PCA indicate that these test ratings tap the same underlying construct. This study encourages employing practical rater trainer and rater training courses, providing them with the authentic opportunities to get familiar with different rubrics. This area requires more investigation on how raters themselves might affect the rating and how employing trained and certified raters can affect the process of rating.
administrators and developers are the other groups who benefit from the findings of this study, since, when argued that all the test ratings tap the same underlying construct and different essay writing rating scales can be predictors of each other, it would be practical for them to set standard essay writing rubrics which can be used for rating and assessing writing. Also, as the findings of the present study alluded, the developers of the writing rubrics for these tests may also take into stock the implication that there are critical constructs within writing that weigh more heavily when being assessed across standardized measures. Teachers and learners are other groups who benefit from the result of this research study. They might devote less time on describing all these rubrics with their descriptions stated in different words. Instead, they could spend more time on practicing writing and essay writing tasks.

The study tried to examine the reliability of analytic rubrics used in assessing the essay component of the following standardized examinations: IELTS, TOEFL iBT, CAE, CPE, and GRE. While the first four of the tests listed above are indeed English language proficiency examinations designed to assess language skills of English as a Second Language (ESL) learners, the last one (i.e. GRE) is intended for those seeking admission to graduate programs in the U.S., regardless of the first language background. GRE candidates are, at minimum, bachelor degree holders, most of whom are native speakers of English whose education was completed in the English language, while the minority are international applicants to U.S. universities’ master’s and Ph.D. programs from various language backgrounds. GRE writing task, in other words, is not intended for L2 English learners. Therefore, it seems that juxtaposing the GRE requirements for the writing task, which zero in on argumentation and critical thinking, with English language proficiency standards as measured by the other four tests can dilute the generalizability of the results particularly with reference to this particular exam, due to the divergent assessment purposes and intended candidate profiles for this test. Future researchers are encouraged to take heed of this limitation in the present study.
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