Abstract—Path planning is a key component in motion planning for autonomous vehicles. A path specifies the geometrical shape that the vehicle will travel, thus, it is critical to safe and comfortable vehicle motions. For urban driving scenarios, autonomous vehicles need the ability to navigate in cluttered environment, e.g., roads partially blocked by a number of vehicles/obstacles on the sides. How to generate a kinematically feasible and smooth path, that can avoid collision in complex environment, makes path planning a challenging problem. In this paper, we present a novel quadratic programming approach that generates optimal paths with resolution-complete collision avoidance capability.

I. INTRODUCTION

The goal of path planning is to find a function $q$ in configuration space $Q$ that connects the start configuration $q_s$ and goal configuration $q_g$, where each point in $q$ is in collision-free space $Q_{free}$. Generally, the function $q$ is represented in the form of a sequence of discretized configurations that are connected by local planners. For autonomous vehicles, especially vehicles with passengers, path planning is not only required to compute a safe path but also equally importantly a comfortable one, i.e., paths with gracefully changed geometrical properties. Nevertheless, the computed path must satisfy the nonholonomic constraint of the vehicle as well. In urban driving environment, it is common that the vehicles need constantly wiggling through narrow passages. All these factors make the path planning for autonomous vehicles a challenge problem.

To tackle this, our approach adopts several strategies. First, we transform the planning frame from map frame to a Frenet frame (see Fig. 3). By doing so, we decouple the path planning problem to two phases: for the first phase, we focus solely on obtaining a smooth driving guide line from map data, which is a prerequisite for accurate Map-Frenet frame conversion; for the second phase, we focus on optimization in the Frenet frame for path generation.

The second strategy is the proposition of piecewise-jerk path formulation. Piecewise-jerk formulation represents a path in a Frenet frame using a sequence of densely discretized points according to the guide line’s spatial parameter, where each point contains the lateral distance to the guide line, and its first and second-order derivative w.r.t. the spatial parameter. Between consecutive points, a constant third-order term is used to “connect” them and maintain second-order continuity of the path. This formulation allows the path to achieve flexibility as it is globally discretized, and smoothness as it is locally second-order differentiable throughout.

The third strategy is we use optimization to compute the path in piecewise-jerk path formulation. The optimization procedure searches a safe and kinematically feasible solution from a safe driving corridor in a Frenet frame, which is computed by considering obstacle occupations, road boundaries, etc.

Our approach is implemented on Baidu Apollo Open platform[2] and is tested in both simulation and road tests (see Fig. 1). The path quality and computation efficiency are widely verified in numerous scenarios.

II. RELATED WORK

Path planning for autonomous driving vehicles has been a vigorous research topic stipulated by DARPA Grand Challenge (2004, 2005) and Urban Challenge (2007). A number of planning algorithms have been developed for tackle the challenge [7], [8], [13], [5], [12].

For path planning, generally the algorithms can be categorized into a couple of classes: randomized planners are intended to solve high-DOF robot motion planning problems as they are good at exploring high dimensional configuration spaces. Some randomized planners, such as Rapidly Exploring Random Tree (RRT)[6], C-PRM[10], can be used for car-like robots with differential constraints, some can even produce high-quality paths given enough computing time [4]. The problem is they are generally universal planners that cannot effectively exploit the domain knowledge from the road-like structured environment, thus the quality of the
paths cannot meet the requirement for comfortable high-speed driving. Therefore, these planners are usually deployed for special scenarios, e.g., parking, rather than general on-road driving.

Discrete search methods, such as [5], compute a path by concatenating a sequence of pre-computed path segments or maneuvers. The concatenation is done by checking whether the ending configuration of one segment is sufficiently close to the starting configuration of the target segment. These methods generally work well for simple environments. However, the number of required maneuvers needs to grow exponentially in order to solve complex urban driving cases. State lattice search methods[9] discretize the state space into lattices. They can be seen as special discrete search methods with transitions from one grid to another implicitly indicating a path segment. The shape of the path heavily depends on the discretization of the lattice which constrains the flexibility of the path.

Optimization-based methods are the most flexible methods. The work in [16] runs a quadratic programming procedure in global/map frame to directly compute a trajectory (path and assigned speed profile at the same time). The trajectory is finely discretized in map frame and these discretized positional attributions are served as optimization variables. The optimization procedure iterates to find a trajectory that minimizes the objective function which combines safety measure and comfort factors. The advantage of optimization methods are they provide direct enforcement of optimality modeling. Furthermore, as the path/trajectory is densely discretized to serve as optimization variables, these methods achieve maximal control of the path/trajectory to deal with complex scenarios.

Besides methods performing path/trajectory planning in map frame, some method transforms the planning problem to a different space to reduce planning complexity. In [14], trajectory planning is performed in a Frenet frame, which is defined w.r.t a smooth driving guide line. The motion of the vehicle is decoupled to two 1-dimensional motions, longitudinal and lateral motions w.r.t. the guide line. For each 1D planning problem, a set of candidate motions are generated in the form of polynomials. Then, lon. and lat. motions are combined and transformed to Cartesian space for selection. The advantage of planning in Frenet frame is it effectively exploits the road structure and achieves clearer scene-understanding.

Our approach adopts a similar idea in [14] but uses optimization on the 1-dimensional motion planning. This overcomes the problem that polynomial functions are not flexible enough for complex driving scenarios. Our method combines merits of optimization and Frenet frame motion decoupling. Furthermore, autonomous driving systems typically require extremely short planning cycle to account for dynamic changes in the environment. Since we formulate the optimization as a quadratic programming problem, which can be efficiently solved in general, our method has great value of practical usage. To our knowledge, no similar work has been done in the past.

![Fig. 2. Illustration of vehicle bicycle model and configuration space. The four-wheeled vehicle is simplified to two-wheeled bicycle with one wheel at the center of the front axis and the other at the center of the rear axis. Resulted from the steering angle α, the vehicle moves along a circle with radius $R = L/\tan(\alpha)$, where $L$ is the distance between front and rear axis. $\alpha$ in vehicle configuration space is the inverse of $R$, i.e., $\tan(\alpha)/L$, which implicitly represents the steering angle of the vehicle.]

**III. Problem Definition**

Generally, the configuration space of a vehicle with differential constraints includes three dimensions, two dimensions $(x, y)$ are used to specify the coordinate of certain reference point of the vehicle, commonly the center of rear axis or center of mass, and one dimension $\theta$ is used to specify the vehicle’s heading direction in map frame. Furthermore, we use a bicycle model to model the kinematics of the vehicle (see Fig. 2). The bicycle model assumes the vehicle travel a circle resulted from the steering of its wheels. In our work, besides $(x, y, \theta)$, we incorporate one more dimension $\kappa$, which is the curvature of the circle resulted from the steering, into the configuration space to implicitly represent the steering angle. The 4-dimensional configuration space provides more accurate pose description and helps the controller module for better designing feedback controls.

The goal of path planning is to compute a function $q$ that maps a parameter $p \in [0, 1]$ to a specific configuration $(x, y, \theta, \kappa)$, and satisfies a list of requirements:

1) **Collision-free**: the path cannot lead the vehicle to collide with obstacles. Our overall strategy for trajectory planning divides the collision avoidance to static and dynamic obstacle avoidance, and path planning presented in this paper is targeted to achieve collision avoidance with static obstacles.

2) **Kinematically feasible**: the path must be within the kinematic limits of the vehicle so that the vehicle can physically follow.

Nevertheless, comfort is another critical factor to consider, especially for vehicles with human passengers. A comfortable path should have minimal wiggling of steers, reduce unnecessary sharp turns, etc. This factor is seen as a soft requirement of path planning.

**Path Planning in a Frenet Frame**

Our method utilizes the concept of Frenet frame to assist on path planning (see Fig. 3). The key idea is to transform the motion planning problem from map frame to Frenet frame, which is defined according to a hypothetical smooth
IV. Smooth Driving Guide Line Generation

A guide line is a prerequisite to planning in a Frenet frame. Usually, a guide line is represented as a sequence of positional coordinates from map, i.e., \( p_0 = (x_0, y_0), p_1 = (x_1, y_1), \ldots, p_{n-1} = (x_{n-1}, y_{n-1}) \), without additional geometrical information, e.g., direction, curvature, etc at any point in the line. Since the guide line is served as the “bridge” between map and Frenet frame, its smoothness greatly affects the quality of the computed path. According to the Map-Frenet conversion (see [14] for details), to accurately map the path to the curvature level, the guide line must be one order further continuous, i.e., the guide line must be continuous in curvature derivative level.

To fill in the missing geometrical information of the guide line, we develop an optimization-based smoothing algorithm and consider the following aspects in optimization formulation:

1) Objective Low and smooth path curvature not only helps reduce instability or overshoot in path tracking by the controller but also enhances the comfort of driving experience. Thus the guide line curvature and its change rate is penalized in optimization. For urban driving scenario targeted by Baidu Apollo Platform, its change rate is penalized in optimization. For urban driving scenario targeted by Baidu Apollo Platform, the vehicle is always encouraged to stay in lane. Therefore the guide line is encouraged to be close to the center of the lane.

2) Constraints To account for possible map errors, we allow the input points deviate from their original coordinates to certain extent to achieve possibly higher smoothness while preserving the original shape of the line. Furthermore, to ensure safety, the smoothed guide line must stay within lane boundary.

In our past work [15], we implemented a non-linear optimization algorithm for guide line smoothing. This algorithm is based on the idea introduced in [3], which models the guide line using a sequence of quintic spiral curves, and computes one sequence that minimizes the spatial length and fluctuations of geometrical properties. This method optimizes the geometrical properties of the line in a direct way. However, the use of spiral curves forms a non-linear relation between the shape of the curve and its positional attributes,
thus leads to a difficult and computationally intense nonlinear optimization problem. Alternative, in this paper, we present a fast quadratic programming (QP) based algorithm that achieves acceptable empirical results.

In formulating the QP problem, the variables are positional variables of the \( n \) input points. Given three consecutive points \( p_{i-1}, p_i, p_{i+1} \), we minimize the Euclidean distance from point \( p_i \) to the middle point of \( p_{i-1} \) and \( p_{i+1} \). Geometrically, the closer \( p_i \) to the middle point, the straighter three points, thus the smaller the curvature and its curvature change rate. The points are allowed to deviate from their original positions to certain extent in order to achieve possibly straighter line. The deviations of the points are included as part of the objective function as well (see \( \text{Fig. 5} \)).

The output of the guide line smoothing algorithm is a sequence of points with optimized positions. The geometrical information on each discretized points is computed using finite differencing between positions of consecutive points. For any point in between discretized points, its geometrical information is approximated using linear interpolation.

V. Path Boundary Decision and Computation

In our approach, path optimization is performed in a Frenet frame. Thus, the objective and constraints are formulated based on the generated guide line. In this section, we discuss how we generate feasible search regions for the optimization procedure. It is possible that the complete search region for paths contains a set of geometrical homotopy groups, e.g., passing one static obstacle from either the left or the right side forms two groups. Choosing the best homotopy group is a non-trivial decision making process. In this paper, we propose a heuristic search based decision strategy by taking road data (available lanes at certain section of the road), ego vehicle and static obstacles’ locations and geometrical information into account, and formulate mathematical inequalities for the later optimization procedure to use. We achieved this through two steps: lane utilization decision and path boundary generation.

A. Lane Utilization Decision

In this step, we figure out the lanes on the road for the ego vehicle to use. A naive way is to use the all the lanes available as the drivable area. However, this introduces a few issues:

1) The final generated path may unnecessarily span over a few lanes, which is not only disrespectful to adjacent drivers, but also dangerous.

2) In cases that the road is narrow (e.g. when in residential area), and there are some other obstacles blocking part of it, we need to temporarily borrow the adjacent or reverse lane to pass.

To tackle the aforementioned problems, we utilize a rule-based decision tree that determines the lanes to use based on traffic rules, ego vehicle state (speed, heading angle, etc.), and blocking obstacle information (obstacle type, position, etc.). This module outputs a set of available lanes for the ego vehicle to use corresponding to the spatial parameter of the guide line.

B. Path Boundary Generation

The goal of this step is to finely process the available lanes from the previous step to specific boundaries by considering vehicle’s position and surrounding obstacles.

To accomplish that, we first discretize the spatial dimension \( s \) to a predefined resolution \( \Delta s \), along the guide line. Then starting from the first point \( s_0 \), we search forwardly. If there are no obstacles at \( s_i \), then the available lanes’ boundary is directly used as the lower and upper lateral bounds and we proceed to the next point. If static or low-speed obstacles present at \( s_i \), we employ a beam-search method in the following way: based on an estimated ego vehicle’s lateral position \( l \) at \( s_{i-1} \), and the available spacing due to the blocking obstacles, we rank the possible bypassing directions. Then, we start with the widest feasible one, and search for subsequent \( s_j \). If the search along this selection fails in the middle, we back-trace and try other directions. This procedure is repeated until the searching scope is reached (160m in our implementation). The path boundary, as a result of the above described depth-first search with ranking, will likely be the most reasonable boundary for all the sampled \( s_i \). Note that dynamic or high-speed obstacles are not considered here, as they will be taken care of by the speed planning module.

The output of this step is a function \( l_B \) that takes a spatial parameter \( s \) as input, and outputs a safe boundary \((l_{\text{min}}, l_{\text{max}})\) for ego vehicle (see \( \text{Fig. 6} \)).

VI. Path Optimization

In this section, we discuss the detailed optimization formulation in a Frenet frame given the computed path boundary function \( l_B \).

A. Optimality Modeling

We consider the following factors in modeling the optimality of a path:
1) **Collision-free** The path must not intersect with obstacles in the environment.

2) **Minimal lateral deviation** If there is no collision risk, the vehicle should stay as close to the center of the lane as possible.

3) **Minimal lateral movement** The lateral movement and its rate of change must be minimized. These two terms implicitly represent how quickly the vehicle moves laterally.

4) **(Optional)Maximal obstacle distance** Maximize the distance between the vehicle and the obstacles to allow clearance for the vehicle to pass through safely. This factor turns out can be represented as the distance between the vehicle and the center of its corresponding path boundary.

The optimization objective for a path \( l(s) \) with length \( s_{max} \) is defined using the weighted sum of the above factors:

\[
\begin{align*}
f(l(s)) &= w_i \int l(s)^2 ds + w_{l'} \int l'(s)^2 ds \\
&\quad + w_{l''} \int l''(s)^2 ds \\
&\quad + w_{obs} \int (l(s) - 0.5 \ast (l_B(s)_{min} + l_B(s)_{max}))^2 ds
\end{align*}
\]

subject to the safety constraint:

\[
l(s) \in l_B(s), \forall s \in [0, s_{max}]
\]

**B. Formulation**

To effectively formulate an optimization problem and evaluate constraint satisfaction in practice, our approach discretizes the path function \( l(s) \) according to the spatial parameter \( s \) to a certain resolution \( \Delta s \), and uses these discretized points to control the shape of the path, and approximately evaluate constraint satisfaction. Same approach has been used in our previously published work [15]. The key idea is to discretize the 1-dimensional function to second-order derivative level, and use constant third-order derivative terms to “connect” consecutive discretized points. Third order derivative of a positional variable is commonly named jerk. Thus this formulation is named **piecewise-jerk** method.

\[
\begin{align*}
l_0 &\Rightarrow l_1 \Rightarrow l_2 \Rightarrow \ldots \Rightarrow l_{n-1} \\
l'_{0} &\Rightarrow l'_{1} \Rightarrow l'_{2} \Rightarrow \ldots \Rightarrow l'_{n-1} \\
l''_{0} &\Rightarrow l''_{1} \Rightarrow l''_{2} \Rightarrow \ldots \Rightarrow l''_{n-1}
\end{align*}
\]

Table above shows the discretization for path function \( l(s) \). \( l', l'' \) and \( l''' \) are the first- and second- and third-order derivative of variable \( l \) w.r.t. spatial parameter \( s \). \( l_i, l'_i \) and \( l''_i \) at each discretized point are variables in the optimization and they control the shape of the path.

Between consecutive points, piecewise-jerk method assumes a constant third-order term \( l''' \) to connect them. The value of the term is obtained from finite differencing the second-order terms:

\[
l'''_{i \rightarrow i+1} = \frac{l''_{i+1} - l''_{i}}{\Delta s}
\]

Note, the third-order term \( l''' \) is only constant within two consecutive points; among different consecutive points, other values of \( l''' \) are possible. In order to maintain the continuity of the path, extra equality constraints are introduced between point \( i \) and \( i + 1 \):

\[
l''_{i+1} = l''_{i} + \int_{0}^{\Delta s} l'''_{i+1} ds = l''_{i} + l'''_{i} \ast \Delta s \\
l''_{i+1} = l''_{i} + \int_{0}^{\Delta s} l'(s) ds = l''_{i} + l''_{i} \ast \Delta s + \frac{1}{2} \ast l'''_{i} \ast \Delta s^2 \\
l_{i+1} = l_i + \int_{0}^{\Delta s} l'(s) ds \\
\]

This optimization process can be thought as manipulating a stretchable string. We are able to change the shape by applying certain forces and the above equality constraints ensure the string remains one intact piece. The complete piecewise-jerk formulation for path optimization is as follows: find \( l_i, l'_i \) and \( l''_i \), \( i \in [0, n - 1] \), that minimize

\[
\begin{align*}
\hat{f}(l(s)) &= w_i \ast \sum_{i=0}^{n-1} l_i^2 + w_{l'} \ast \sum_{i=0}^{n-1} l'_i^2 + w_{l''} \ast \sum_{i=0}^{n-1} l''_i^2 \\
&\quad + w_{obs} \ast \sum_{i=0}^{n-1} \left( l''_{i+1} - l''_i \right)^2 \\
&\quad + \frac{1}{6} \ast \sum_{i=0}^{n-1} \left( l'''_{i} \ast \Delta s^2 \right) \\
&\quad + \frac{1}{2} \ast \sum_{i=0}^{n-1} \left( l'''_{i} \ast \Delta s^2 \right) + \frac{1}{6} \ast \sum_{i=0}^{n-1} \left( l'''_{i} \ast \Delta s^3 \right)
\end{align*}
\]

subject to safety and path continuity constraints.

**C. Variable Boundary Estimation for Kinematic Feasibility**

Beside satisfying geometrical continuity and safety boundary constraints, the computed path must follow the vehicle’s kinematic constraint in order to be physically drivable. Since kinematic constraint is defined in map frame, it is difficult to directly enforce this constraint in a Frenet frame due to the complex Map-Frenet frame conversions. In our work, we provide an estimate to the numerical boundaries of variables in the Frenet frame to implicitly enforce the constraint.
The most important factor for kinematic feasibility is the curvature of the path. According to the frame conversion equations in [14], the curvature of one point in path is defined as the following equation:

\[
\kappa = \frac{\left(\left(l'' + \left(\kappa_r l + \kappa_r \alpha \right) \tan \Delta \theta \right) \cos^2 \Delta \theta \right)}{1 - \kappa_r l} \cos \Delta \theta + \kappa_r
\]

where \(\kappa_r\) and \(\kappa_r\) are the curvature and its change rate of the corresponding point \(p_r\) on the driving guide line, \(\Delta \theta\) is the angle difference between vehicle heading direction and the tangent direction of point \(r\).

To simply the complex relation, we make the following assumptions:

1) The vehicle is nearly parallel to the driving guide line, i.e., the vehicle’s heading angle is assumed to be the same as the direction of the guide line at the corresponding point, thus \(\Delta \theta = 0\).

2) The lateral “acceleration” \(l''\) is numerically small (in the order of \(10^{-2}\)) and is assumed to be 0.

Based on these, \(\kappa\) is approximated as follows:

\[
\kappa \approx \frac{\kappa_r}{1 - \kappa_r l}
\]

Given the kinematic model of the vehicle (see Fig. 2) and vehicle’s maximal steer angle \(\alpha_{max}\), the maximal curvature for the vehicle can be computed:

\[
\kappa_{max} = \frac{\tan(\alpha_{max})}{L}
\]

Thus, we add the linear constraint for \(l\) as follows to the optimization procedure for kinematic feasibility:

\[
\tan(\alpha_{max}) \kappa_r l - \tan(\alpha_{max}) + \left| \kappa_r \right| L \leq 0
\]

VII. IMPLEMENTATION AND EXPERIMENTS

The proposed two-step optimization are implemented using Operator Splitting Quadratic Program (OSQP)[11]. The source code has been released as part of Baidu Apollo Open Platform.

We use an Intel Xeon 2.2G HZ computer with 32GB RAM to run experiments locally and report the results in the paper while comprehensive tests are conducted on Baidu Apollo Dreamland Simulation system with over 200 synthetic scenarios.

Guide line smoothing and path optimization are run at each planning cycle with 10HZ frequency. The total length of guide line to smooth is 300m with point interval 0.25m. The average time for computation is 20ms. Note that guide line smoothing procedure merely depends on map data, thus offline computation of guide line is possible for reducing online computation time.

For path optimization, the total path length \(s_{max} = 150m\) with discretization resolution \(\Delta s = 0.5m\). The average computation time is 15ms. The success rate of guide line smoothing and path optimization are 100% on the synthetic scenarios in Baidu Apollo Dreamland. The computed paths are good quality with generally low in curvature fluctuations (see Fig. 7).

To test the algorithm’s ability to generate kinematically feasible paths, we designed an extremal case in which the maximal curvature of the guide line exceeds the vehicle’s physical limits (see Fig. 8). The path takes a larger turn to satisfy the vehicle’s kinematic constraints.
VIII. Conclusion

We present a novel optimization-based path planning method for autonomous vehicles. This method decouples path planning into two main stages: in the first stage, a driving guide line smoothing procedure generates a smooth line, which is a prerequisite for planning in a Frenet frame; in the second stage, the path optimizer finds an optimal and kinematically feasible path using piecewise-jerk formulation. Since both stages are formulated as quadratic programming problems, the computation is efficient with average total computation time 40ms (20ms for guide line smoothing and 15ms for path finding) on a normal PC. The method is released in Baidu Apollo Open Platform and has been deployed on hardware for road test in numerous scenarios.
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