Classification of Alzheimer’s disease and Parkinson’s disease using a support vector machine and probabilistic outputs
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Abstract

Alzheimer's disease (AD) and Parkinson's disease (PD) are both prominent central nervous system diseases that are frequently diagnosed and studied using brain single-photon emission computed tomography (SPECT). Owing to divergent clinical features, AD and PD are often considered distinct diseases; however, it is difficult to distinguish AD from PD on SPECT. Tools for objectively analyzing differences between AD and PD on SPECT images are not currently available. To construct a model for discriminating AD from PD in Japanese patients, we used a support vector machine (SVM) and SPECT images acquired at two different time points after radiotracer injection to extract the determinant regions for classification. We assessed SPECT images from 68 Japanese patients with AD or PD. After pre-processing noise voxels, a non-linear SVM classification with Gaussian kernels was adopted to construct the predictive model. The best SVM model was highly accurate for distinguishing AD from PD. The accuracy of this model was 98.1% for leave-one-out cross-validation and 78.6% for the test set. Our data showed that the temporal, sub-lobar, parietal, limbic, and frontal areas exhibited decreased regional cerebral blood flow in AD; whereas the frontal, anterior, parietal, and occipital areas exhibited decreased regional cerebral blood flow in PD. Here, we present a useful SVM model for classifying AD versus PD using SPECT images and show the utility of two-time-point SPECT imaging for AD/PD discrimination.
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1. Introduction

Alzheimer’s disease (AD) and Parkinson’s disease (PD) are two major central nervous system diseases that are particularly prevalent in aging populations. According to the World Alzheimer Report 2016, the number of patients with dementia worldwide was estimated to be 47 million in 2016 and is projected to reach 131 million by 2050 [1]. Among individuals with dementia, 60–70% are thought to have AD [2]. Similarly, PD is a common neurodegenerative disorder that affects 6.5 million people and is the cause for approximately 117,400 global annual deaths [3]. Good clinical practices, including early diagnosis and appropriate treatment are increasingly important in age-related diseases such as AD and PD. Single-photon emission computed tomography (SPECT) is a frequently used method for the clinical diagnosis of neurodegenerative disease. SPECT visualizes regional cerebral blood flow (rCBF) by imaging a radiopharmaceutical tracer using a camera that rotates around the head of the patient. Diagnostic decisions are then made by physicians in accordance with SPECT findings. According to a multicenter study [4], the diagnostic accuracy of dementia is better when physicians use SPECT rather than MRI; this is especially so for experienced clinicians who can reliably evaluate this type of imaging. However, SPECT has the problem that the diagnostic accuracy depends upon the physician’s experience.

Numerous studies have reported methods for distinguishing patients with AD from healthy cases [5–8], but few studies have described methods for distinguishing patients with AD from other types of dementia [9]. To our knowledge, no study to date has described the classification of AD versus PD using SPECT imaging. The primary reason for this gap in the literature is presumed to be that these diseases have separate clinical features; PD has been traditionally classified as a motor disorder, whereas AD was considered to primarily affect cognitive domains. On the contrary, it is becoming clear that many patients with PD also exhibit dementia as a complication [10]. Additionally, studies have reported significant similarities between patients with AD and those with PD with dementia [11] or depression [12] on SPECT imaging. Indeed, some patients with PD exhibit histological lesions that are similar to those typically seen in AD [13, 14]. Thus, a method to distinguish patients with AD from those with PD is required, using advanced imaging modalities such as SPECT.

N-isopropyl-p-iodoamphetamine ($^{123}$I-IMP) is a radioactive tracer used for CBF SPECT that has an initial distribution that is proportional to rCBF. Hence, SPECT imaging is typically performed 15–30 min after $^{123}$I-IMP administration. Several hours after injection, it is known that $^{123}$I-IMP shows an accumulation pattern that varies from its initial distribution owing to the redistribution phenomenon. However, the usefulness of such an accumulation pattern is not known.

A support vector machine (SVM) is a powerful tool for solving classification problems by standardizing margin maximization. Thus, SVM is frequently used for the classification of brain images [15, 16]. Although machine learning methods generally require large-scale training data, SVM has been used for small data sets of brain images. Moreover, Plat [17] devised a method that converts SVM outputs from a classification into a probability. For cases of dementia associated with PD, the probability evaluation can be more appropriate than a binary classification and can also be useful for the diagnosis.

In this study, we constructed a SVM model with good predictive ability for classifying SPECT images of Japanese patients with AD and PD. Unlike in other studies, we performed SPECT at two different time points after $^{123}$I-IMP injection (30 min and 180 min) in each patient. This is the first report to describe the utility of two-time-point SPECT and important regions for AD/PD discrimination on SPECT images.
2. Material and Methods

2.1 Subject and data preprocessing

We enrolled patients who needed SPECT imaging for diagnosis at the Tokushima University Hospital between April 2005 and March 2010. Radiologist at Tokushima University Hospital made diagnostic decisions with other experts (neurologists, psychiatrists, neurosurgeons). Only subjects who were diagnosed with AD or PD were included in this study. The study was conducted in accordance with the Declaration of Helsinki and all data used in the study were collected with the approval of the Ethics Committee of Tokushima University and Research Ethics Committee (Number: 277), Graduate School of Pharmaceutical Sciences, Osaka University (Number: 28-1). All subjects provided written informed consent prior to study inclusion.

The study included a total of 68 patients: 24 patients with AD and 44 patients with PD. For SPECT, we used a two-detector apparatus (E.CAM dual-head gamma camera, Toshiba Medical Systems Corp., Tokyo, Japan) with fan beam collimators and injected $^{123}$I-IMP as a radioisotope tracer for cerebral perfusion. SPECT images were acquired in a 64 × 64 matrix by continuous rotation for 28 min (7 rotations, 4 min/rotation) after the injection of $^{123}$I-IMP (111 MBq). Images were reconstructed using the ordered-subset expectation maximization method algorithm. The $\mu$-map obtained from the projection data was used for both attenuation correction and scatter correction when transmission-dependent convolution subtraction was applied. Images were acquired at two time points 30 and 180 min after $^{123}$I-IMP injection (hereinafter referred to as “early images” and “delayed images,” respectively). Early images were typically used for clinical diagnosis, while delayed images were used for our analysis in order to account for the possibility of differences in the brain distribution of radioligand over time according to the characteristics and extent of disease progression. Thus, we only included patients with both early and delayed image datasets.

Image data were processed as follows. The origin was the center of gravity of the brain. X-axis images were taken left (−78 mm) to right (78 mm), Y-axis images were taken posterior (−112 mm) to anterior (76 mm), and Z-axis images were taken inferior (−50 mm) to superior (84 mm). Each voxel represented a cuboid brain volume of $8 \text{ mm}^3$ ($2 \text{ mm} \times 2 \text{ mm} \times 2 \text{ mm}$). Data were standardized (for an average of 0 and a variance of 1) for each case as shown in equation (1).

$$z_i = \frac{x_i - \bar{x}}{\sigma}$$

where $x_i$ is each voxel in a SPECT image, $\bar{x}$ is the mean of $x_i$, and $\sigma$ is the standard deviation calculated using equation (2).

$$\sigma = \sqrt{\frac{\sum_{i=1}^{\nu}(x_i - \bar{x})^2}{\nu}}$$

where $\nu$ is number of voxels (170,198) contained in a given image.

Further, we applied one-sided $t$-tests to our data and extracted voxels with $p$-values < 0.01. Therefore, clusters consisting of less than 200 voxels were excluded from the data set in order to remove noise. After extraction, each voxel was labeled with a lobe level using the Talairach atlas [18, 19] based on its three-dimensional coordinates. A total of 25 labels were used in the following...
analyses.
To construct the model, image data from all 68 patients were randomly split into training data and test data as shown in Table 1. Voxels used for model construction and evaluation are listed with their region labels in Table 2.

**Table 1. Numbers of included subjects**
Abbreviations: AD, Alzheimer’s disease; PD, Parkinson’s disease.

| Disease | Number of subjects | Training set | Test set |
|---------|--------------------|--------------|----------|
| AD      | 19                 | 5            |          |
| PD      | 35                 | 9            |          |
| Total   | 54                 | 14           |          |

**Table 2. Talairach atlas labels and numbers of voxels**
Abbreviations: AD, Alzheimer’s disease; PD, Parkinson’s disease; L, Left; R, Right; rCBF, regional cerebral blood flow.

| Early image | Delayed image |
|-------------|---------------|
| rCBF<sub>AD</sub> > rCBF<sub>PD</sub> | rCBF<sub>AD</sub> > rCBF<sub>PD</sub> |
| Talairach label | number of voxels | Talairach label | number of voxels |
|---------------|------------------|---------------|------------------|
| Anterior Lobe (L) | 154 | Frontal Lobe (L) | 928 |
| Frontal Lobe (R) | 2052 | Frontal Lobe (R) | 995 |
| Occipital Lobe (L) | 3782 | Occipital Lobe (L) | 296 |
| Occipital Lobe (R) | 2951 | Parietal Lobe (L) | 314 |
| Occipital Lobe (R) | 2951 | Parietal Lobe (R) | 750 |
| Parietal Lobe (L) | 780 | Posterior Lobe (L) | 89 |
| Posterior Lobe (R) | 89 | Posterior Lobe (R) | 230 |
| Total | 24264 | Total | 4676 |
2.2 SVM

SVM was used for constructing the disease classification model. A flowchart is shown in Figure 1. SVM is a classification scheme devised by Vapnik and Lerner [20] that has been applied in various areas of diagnostic imaging. In this study, we adopted the SVM output to a probability method devised by Plat [17]. We used the ksvm function in the Kernlab package (version 0.9-19) of R version 3.1.1 software (http://www.r-project.org/). SV type was set to C-svc. Cost C was used as the parameter determining the severity of misclassifications. Adjustment of the parameters is described in the “Parameters” section.

Figure 1. Overview of proposed classification method
Abbreviations: MNI, Montreal Neurological Institute; SPM, Statistical Parametric Mapping; SVM, support vector machine.

2.3 Step-up procedure method

To avoid overfitting, a selection of voxels was performed using a step-up procedure-like method. Owing to the excessive number of voxels (28,940 voxels in total), a normal step-up procedure method would have been too time-consuming and therefore not suitable for our study. Instead, we applied a step-up procedure method for groups; groups were defined in accordance with brain regions. Each group contained multiple voxels (range, 26–6,002). The detailed procedure is described below and an overview is provided in Figure 2.
**Figure 2.** Voxels selection by the step-up procedure method

**Step 0.** Select one region from 25 voxel groups (regions) as an initial set of voxels. (*e.g.*, Region 1 in Figure 2).

**Step 1.** Randomly add one remaining region to the initial set and perform SVM classification on the new set. **Step 1** is iterated until all of the regions are added. As a result, 24 SVM models and their evaluations are obtained. After evaluating the models by leave-one-out cross-validation (LOO-CV), the best model is chosen and named “Best model of Step 1.”

**Step 2.** Two regions used in “Best model of Step 1” are again regarded as initial regions; one more remaining region is added and **Step 1** is repeated. As a result, 23 SVM models are obtained and evaluated. A new best model is chosen and named “Best model of Step 2.” Further, the two best models are compared (“Best model of Step 1” and “Best model of Step 2”). One model is selected as the best model. The regions used in the best model are again regarded as new initial regions and **Step 2** is repeated. The iteration is stopped when no additional regions can be added.

**Step 3.** **Step 0 to Step 2** are iterated for all 25 regions. We applied all 25 regions as selected regions in Step 0. Thus, our method included all combinations of region pairs.

In **Step 1** and **Step 2**, the best model was evaluated using predictive accuracy in the training set as a criterion. When two or more models showed the same predictive accuracy, lnAD was calculated by **equation (3)**. The highest lnAD was used to identify the best model.
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\[ \ln AD = \frac{1}{n_{AD}} \sum \log(\text{probability of } AD) \]  

(3)

where \( n_{AD} \) is the number of AD cases.

### 2.4 Parameters

The following Gaussian kernel function (equation (4)) was used to obtain each SVM model. The probability of belonging to a class was calculated from a sigmoid function derived from three-fold cross validation in the `ksvm` function. Parameter \( \sigma \) in equation (4) and parameter \( C \) (cost of constraints violation in equation (5)) were optimized in the following procedures. The SVM classifier was repeated ten times for each parameter set.

\[ k(x, y) = \exp(-\sigma \|x - y\|^{2}) \]  

(4)

\[ E(w) = \|w\|^2 + c \sum_{i=1}^{n} L_{i}(w) \]  

\[ L_{i}(w) = \sup_{y 
eq y_{i}} \Delta(y, y) + \left\{ \langle w, \xi(x, y) \rangle - \langle w, \xi(x, y_{i}) \rangle \right\} \]  

(5)

1) Calculate the LOO-CV accuracies of SVM models with all pairs of \((C_{i}, \sigma_{j})\) where \( C_{i} = 10^{i} \), \((i = -3, -2, -1, 0)\) and \( \sigma_{j} = 10^{j} \), \((j = -9, -8, ..., -1)\), and then select the SVM model with the best LOO-CV accuracy. Set \((C_{i}, \sigma_{j})\), used in the model is marked as \((C_{\text{max}}, \sigma)\).

2) Calculate the LOO-CV accuracies of SVM models with all pairs of \((C_{\text{max}}, \sigma)\) where \( \sigma = s/10, 3s/10, 5s/10, 7s/10, 9s/10, s, 2s, 4s, 6s, 8s, 10s \) and then select the SVM model with the best LOO-CV accuracy.

A threshold of probability of PD obtained from the SVM model was set to 0.5, which meant that when the probability of PD was calculated to be larger than 0.5, the judgement was PD; otherwise the judgement was AD.

### 3. Results

#### 3.1 Predictive accuracy of the SVM model

When the frontal lobe (delayed image, left hemisphere, \( rCBF_{AD} > rCBF_{PD} \)) was used as the initial region, a model with the highest accuracy for the training set was achieved. We obtained the optimized parameters values of \( \sigma = 9 \times 10^{-5} \) and \( C = 1 \). The accuracy rates were 98.1% for the LOO-CV and 78.6% for the external test (Table 3). Sensitivity (accuracy for predicting AD) and specificity (accuracy for predicting PD) for the LOO-CV were 94.7% and 100%, respectively. Sensitivity and specificity for the test set were 40.0% and 100%, respectively. Figure 3 shows the evaluations of probability for each patient in the best model from this study. For the training set, only one case of AD was misclassified as PD with a probability of nearly 100%. For the test set, three AD misclassifications occurred.
Table 3. SVM classification performance

The frontal lobe region (delayed image, left hemisphere, \( r_{\text{CBF}}^{\text{AD}} > r_{\text{CBF}}^{\text{PD}} \)) was used as the initial region. Both early and delayed images were used in the data set. Optimized parameters: \( \sigma = 9 \times 10^{-5}, \ C = 1. \)

Abbreviations: AD, Alzheimer’s disease; PD, Parkinson’s disease; rCBF, regional cerebral blood flow; SVM, support vector machine.

| Accuracy (%) | AD     | PD     | Total  |
|--------------|--------|--------|--------|
| Training set | 18/19  (94.7) | 35/35 (100) | 53/54 (98.1) |
| Test set     | 2/5 (40.0) | 9/9 (100) | 11/14 (78.6) |

Figure 3. Evaluations of probability

(A) Training set and (B) test set. Error bars represent the standard deviations of probabilities belonging to the PD class, and were calculated from SVM models that were built repeatedly 10 times. Abbreviations: AD, Alzheimer’s disease; PD, Parkinson’s disease; SVM, support vector machine.
3.2 Step-up procedure improved predictive accuracy

We used the LOO-CV accuracy value to evaluate improvements in the SVM model during the step-up procedure method. When total accuracy values calculated from several models were the same, we selected the model with the highest \( \ln AD \) in equation (3). Figure 4 shows changes in total accuracy during the step-up procedure method. In some steps where total accuracy of the training set did not increase, \( \ln AD \) was improved. Total accuracy values for the test set increased until step 6 and subsequently decreased.

![Figure 4. Changes in total accuracy rate during the step-up procedure method](image)

3.3 Important regions for the classification

The model with the highest accuracy consisted of 13 regions (Table 4) including 5,288 voxels. The temporal, sub-lobar, parietal, limbic, and frontal areas exhibited decreased rCBF in patients with AD, whereas the frontal, anterior, parietal, and occipital areas exhibited decreased rCBF in patients with PD. Six regions were selected from early images and seven regions were selected from delayed images.

Table 4. Selected regions and numbers of voxels

| Step | Selected region          | Cluster localization | Blood flow rate | Number of voxels | Total voxels |
|------|--------------------------|----------------------|-----------------|------------------|--------------|
| -    | Frontal Lobe (Left)      | Delayed              | AD > PD         | 928              |              |
| 1    | Anterior Lobe (Left)     | Delayed              | AD > PD         | 154              | 1082         |
| 2    | Temporal Lobe (Right)    | Delayed              | PD > AD         | 236              | 1318         |
| 3    | Sub-lobar (Left)         | Early                | PD > AD         | 267              | 1585         |
| 4    | Sub-lobar (Right)        | Early                | PD > AD         | 26               | 1611         |
| 5    | Temporal Lobe (Left)     | Delayed              | PD > AD         | 984              | 2595         |
| 6    | Parietal Lobe (Right)    | Early                | PD > AD         | 750              | 3345         |
| 7    | Limbic Lobe (Left)       | Delayed              | PD > AD         | 633              | 3978         |
| 8    | Frontal Lobe (Left)      | Early                | PD > AD         | 208              | 4186         |
| 9    | Parietal Lobe (Right)    | Early                | AD > PD         | 314              | 4500         |
| 10   | Limbic Lobe (Right)      | Delayed              | PD > AD         | 230              | 4730         |
| 11   | Frontal Lobe (Left)      | Early                | AD > PD         | 262              | 4992         |
| 12   | Occipital Lobe (Left)    | Delayed              | AD > PD         | 296              | 5288         |

Abbreviations: AD, Alzheimer’s disease; PD, Parkinson’s disease.
4. Discussion

4.1 A good model for AD versus PD classification

Our SVM model achieved accuracy ratios of 98.1% and 78.6% in the training and test sets, respectively, indicating good utility for classifying cases of AD and PD. The predictive accuracy of our model is comparable to that in similar previous reports: SVM used to classify patients according to disease state (vascular Parkinsonism or PD) produced an accuracy of 90.4% [21], whereas SVM used to distinguish patients with AD and those with mild cognitive impairment (MCI) from healthy control subjects had accuracy values of 94.1% and 88.9%, respectively [22]. SVM used to classify patients with AD from healthy control subjects had a reported accuracy of 82–83% [23]. The accuracy values reported in previous studies for classifying healthy control subjects versus neurological patients [24] are slightly higher than those reported in this study, which is to be expected as there are larger differences between healthy subjects and patients with neurological diseases/disorders than between patients with comparable disease states. Moreover, our predictive model was slightly biased towards the PD class; however, given a large sample size in the PD group, it is logical that the classification accuracy for PD was better than that for AD in the external test data. The reason why the training and test sets have different accuracy rates, especially in AD, is as listed below.

Confirmed diagnosis is carried out by not only SPECT images but also patients’ symptoms. In particular, in the case of AD, since only dementia symptoms are typically present, the general medical interview results are significant for the confirmed diagnosis. Since SPECT has no such information, AD might be more difficult to classify by this method alone. In the near future, artificial intelligence diagnosis support using general medical information including images, symptoms, and medical history, will be realized.

In this study, we first applied a one-sided t-test to extract voxels that showed large differences between AD and PD patient groups. After extraction, we selected voxels by a step-up procedure method (show Figure 2). The reason that a step-up procedure method was used as the second-step feature selection was that the method can evaluate not only single features, but also features’ combinations. One problem than can arise when using a step-up procedure method is that a model might plunge into a local minimum. However, since our accuracy rate of LOO-CV was 98.1% in this study, the step-up procedure method was appropriate.

In a previous study [25], patients with early-stage disease were close to the decision boundary between healthy control and disease status in a Fisher’s discrimination analysis model. In our study, some AD and PD cases were also located near the threshold. Since it can be hypothesized that these cases may have had features of both AD and PD, in future studies, we intend to analyze and validate the relationship between probability model results and clinical presentation.

It should be noted that the prediction model selected in this study included both early and delayed image regions. Accordingly, we emphasize that delayed images can provide useful information alone or in combination with early images. Using this approach, we provided not only classification results but also the likelihoods of classifications. Even though this study was not sufficiently able to evaluate the applicability of likelihood values, this model is considered to provide useful information to the end user. As we mentioned above, PD patients sometimes associate AD-like symptoms [11], which indicates early SPECT detections of such patients show the images having both AD and PD features. Hence, when we used only early images, accuracy rate was less than the cases which used both early and delayed images. This indicates that blood flow does not give sufficient information but the absorbed RI tracer by nerve cells has remained information. Thus, we can state that using both early and delayed images is significant to give the
most correct diagnosis possible.

Finally, our model was based on Japanese patients. To our knowledge, few models have been created for Japanese patients only. Because insurance cannot be applied for the use of $^{18}$F-FDG PET to diagnose dementia, SPECT has become more widely used in Japan than in other countries. Thus, our model for discriminating AD from PD in a Japanese population by using SPECT images is clinically meaningful.

### 4.2 Important regions detected

In this study, the following regions were identified as important for the discrimination of AD from PD using our SVM model: the temporal, sub-lobar, parietal, limbic, and frontal areas exhibited decreased rCBF in patients with AD, whereas the frontal, anterior, parietal, and occipital areas exhibited decreased rCBF in patients with PD. In previous studies, decreases in rCBF as judged by physicians have been reported in the cingulate gyrus, precuneus [26, 27], and temporoparietal region [28] in patients with AD, and in the parietal lobe [25] and posterior parieto-occipital region [29] in patients with PD/dementia. Thus, the regions highlighted by the step-up procedure method in this study are highly consistent with previous physician-based reports. Attempts to identify important brain regions for the disease classification based on MRI have been reported. Chen et al. used SVM to classify scale invariant feature transform features and reported that the limbic lobe, frontal lobe, and sub-lobar area were highly predictive brain regions in both AD and PD [30]. The same regions were selected in this report using SPECT imaging.

Since patients were not compared with healthy control subjects in this study, direct comparisons between our results and previous studies using healthy control subjects need further discussion. Instead, our study identified important regions for diagnostic classification. Heron et al. reported that there were no significant differences in rCBF values between patients with AD and those with PD on arterial spin labeling magnetic resonance imaging [11]. In our study, reductions in rCBF were identified in the frontal and parietal lobes (same regions, but different voxels) of both AD and PD cases. These data suggest that differences in rCBF between AD and PD are localized to small areas rather than generalized regions.

### 5. Conclusion

In this study, we applied the SVM classification method to SPECT data in order to discriminate individuals with AD from those with PD. Our results suggest that AD and PD can be classified in accordance with SPECT imaging data using a SVM, and that probabilistic assessments are beneficial for SVM classification. The prediction model selected in our proposed method included both early and delayed images. It is therefore suggested that delayed SPECT imaging can provide diagnostically useful information in combination with early SPECT imaging.
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