Improving the Segmentation of Pediatric Low-Grade Gliomas through Multitask Learning
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Abstract

Brain tumor segmentation is a critical task for tumor volumetric analyses and AI algorithms. However, it is a time-consuming process and requires neuroradiology expertise. While there has been extensive research focused on optimizing brain tumor segmentation in the adult population, studies on AI guided pediatric tumor segmentation are scarce. Furthermore, MRI signal characteristics of pediatric and adult brain tumors differ, necessitating the development of segmentation algorithms specifically designed for pediatric brain tumors. We developed a segmentation model trained on magnetic resonance imaging (MRI) of pediatric patients with low-grade gliomas (pLGGs) from The Hospital for Sick Children (Toronto, Ontario, Canada). The proposed model utilizes deep Multitask Learning (dMTL) by adding tumor’s genetic alteration classifier as an auxiliary task to the main network, ultimately improving the accuracy of the segmentation results.

1 Introduction

The development and implementation of Artificial Intelligence (AI) algorithms for brain tumors requires manual segmentation and annotation of tumors. AI and radiomics-based models developed for brain tumor classification and survival analysis often require neuroradiologists to manually segment tumors of hundreds of patients [1]. The performance of AI models can negatively be impacted by inaccurate and inconsistent manual labelling of tumor regions in medical images. Manual tumor annotation may be inaccurate due to a variety of reasons including the quality of the MRI, the neuroradiologist’s experience, the intrinsic intricacy of the tumor anatomy and the inter- and intra-reader variability [2]. The brain tumor segmentation (BraTS) [3] challenge is a well-known competition with the aim to evaluate state-of-the-art methods for automated tumor segmentation by providing 3D MR images of the brain of adult patients with low- and high-grade glioma and their ground truth tumor segmentation masks. Participants of this challenge in recent years [4,5,6] have mainly focused on developing and fine tuning ensemble models based on the state-of-the-art deep learning approaches for 3D segmentation, specifically U-Net [7], to achieve the
best tumor segmentation performance. Despite promising advances in MRI-based automated tumor segmentation in the adult population, there is limited work in pediatrics due to lack of adequate data. In addition, since the MRI signal characteristics of the two populations differ, it is challenging to transfer knowledge from one domain to the other using transfer learning. In an experiment, we trained a model on the BraTS adult MRI dataset and obtained a validation dice score of 0.8. This model was then applied to our pediatric dataset, which was preprocessed similar to BraTS, and achieved a dice value of 0.37. This experiment highlights the incompatibility of features in the two populations and emphasizes the significance of developing models specific to the pediatric cohort.

In this paper, we propose a Machine Learning (ML) model based on deep Multitask Learning (dMTL) that automatically segments pediatric low-grade gliomas (pLGGs) in MRI scans. In dMTL, an auxiliary task (e.g., tumor classification) is considered in addition to the main task (e.g., tumor segmentation) to improve the models’ performance and generalizability [3]. In dMTL-based networks, the layers are shared between the main and auxiliary tasks by utilizing the hard [9] or soft [10] parameter sharing techniques. This leads to better generalization of the model by introducing an inductive bias based on various features, not only from learning the main task, but also by including auxiliary tasks that are complementary to the main task [11, 8].

In pLGG, it has been shown that frequent alterations in the mitogen-activated protein kinas pathway can be identified from the molecular characterization of the tumors. These alterations have been shown to differ pLGG prognosis, and their identification allows for more focused therapies [12]. In our study, since features obtained from genetic alterations and segmentation of pLGG are interconnected, as an auxiliary task, the genetic markers classifier is added in parallel to the main network to boost segmentation results. Using dMTL, information learned from related tasks increases the model’s capacity to learn a usable representation of the data, reducing overfitting and improving generalization.

2 Methodology

In this research, we propose an MRI-based model that provides segmentation of pLGG and at the same time, classifies genetic alteration of the tumor as an auxiliary task. To achieve this goal, fluid attenuation inversion recovery (FLAIR) MRI sequences of 311 pediatric patients treated at The Hospital for Sick Children between 2000 and 2018 were included. The ground truth tumor segmentations were provided by two neuroradiologists in consensus, and the associated genetic markers were assessed through biopsy. A U-Net based network was trained, which is the core of the state-of-the-art approaches for tumor segmentation. In order to produce classification output, we added a branch of fully connected layers at the bottleneck of the U-Net which generalizes the encoder to both segmentation and classification tasks. The SickKids Hospital Research Ethics Boards approved this retrospective study.

2.1 Segmentation

Our segmentation task uses an encoder-decoder based U-Net architecture [7], where the encoder extracts image features and the decoder reconstructs the segmentation mask with a similar dimension as the input image [14, 15]. To have the same data dimensionality and coordinate system, all images are registered to the SRI24 atlas, which is an MRI-based atlas built upon normal adult human brain anatomy [16]. As a result, both the input images and output segmentation masks are of size $240 \times 240 \times 155$ pixels. The architecture of the encoder is similar to that proposed by Myronenko [6]. In this network, ResNet [17] blocks are utilized consisting of convolutions with normalization, ReLU and skip connections. At each step, the encoder downsizes image dimensions and increases the feature size by 2. The initial number of filters is 32 and the kernels are $3 \times 3 \times 3$. The structure of the decoder follows a similar pattern as the encoder and at each step, it reduces the number of features and increases the dimensionality by a factor of two. A sigmoid function is utilized in the last layer to predict the final segmentation map.

2.2 Classification

pLGG is the most common brain tumor affecting children. It has recently been discovered that pLGG genetic markers have the potential to enhance diagnosis and prognosis. Currently, only invasive biopsy can provide these molecular markers and thus, there is an urgent need for non-invasive ML.
models to assess genetic markers from imaging data [18]. Three types of genetic alterations are classified in this work: 1) BRAF V600E mutation, 2) BRAF fusion which are more commonly encountered, and 3) other molecular markers that are rare and form a third group for the purpose of this study. We added genetic marker classification as an auxiliary task to the main segmentation model. To achieve this goal, the encoder part of the segmentation U-Net was shared between the two tasks for better generalizability. An additional classification network was added to the bottleneck which consists of a branch of fully connected layers in order to output classification labels. The full model architecture is shown in Figure 1.

2.3 Deep Multitask Learning

Jointly training all tasks necessitates optimization of an aggregation of individual losses into a single multi-task objective. Our loss function defined in equation (1) contains two terms that measure the performance of each task; the classification task has a smaller coefficient than the segmentation task which is chosen using grid search and is proportional to the single task loss values. Thus, the model can concentrate on improving the latter (i.e., segmentation). This is a dominant approach used by previous research [19, 20, 21]. However, since model performance is sensitive to weight selection in this scenario, we envision enhancing this definition in the next phase of our research.

\[ L_{dMTL} = L_{segmentation} + 0.3 \ast L_{classification} \] (1)

\( L_{classification} \) is a weighted cross-entropy loss and \( L_{segmentation} \) is a soft dice loss, defined in equation (2) [19], which is applied to the segmentation model output, \( p_{pred} \), to match the ground truth \( p_{gt} \):

\[ L_{segmentation} = 1 - \frac{2 \ast \sum p_{pred} \ast p_{gt}}{\sum p_{pred}^2 + \sum p_{gt}^2 + \epsilon} \] (2)

Adam optimizer with an initial learning rate of \( lr = 1e-4 \) and a batch size of 4 were used in this study. Because of memory constraints, images were randomly divided into patches of \( 128 \times 128 \times 112 \) pixels and each experiment was run for 400 epochs.

3 Results

We trained two models on the same training (70% of patients), validation (15% of patients), and test (15% of patients) datasets. The first model is a single task model optimized for pLGG segmentation, while the second model utilizes the proposed dMTL framework. We tried the same scenario 6 times by only changing data split in the training, validation, and test datasets. On 4 out of 6 runs, the dMTL method improved the performance of pLGG segmentation, on average, by 3% (0.77 to 0.80) and
4% (0.74 to 0.78) in validation and test sets, respectively, and it performed similar to single task training in the 2 remaining runs. Overall, the dMTL method improved the performance of pLGG segmentation, on average, by 2.10% (0.767 to 0.788) and 3.0% (0.743 to 0.773) in validation and test sets, respectively. Different level of performance improvement may be due to the discrepancy in the similarity of the training and test datasets in different data splits. The results are detailed in Table 1 of the appendix.

4 Conclusion

In this research, we present a method to improve the performance of pLGG tumor segmentation task in MRI using a deep multi-task learning approach. We assessed the effect and complementarity of auxiliary representations by integrating a genetic marker classifier into the main segmentation network. Our method showed improvement in the segmentation task, on average, by 2.10% and 3% in validation and test datasets, respectively.

Negative Societal Impact

Improving tumor segmentation models enables swifter development of AI algorithms for tumor characterization and prognostication. However, our model was trained on a limited number of MRI scans from one institute and was not externally validated. Larger studies with external validation are needed in the future.

Acknowledgments and Disclosure of Funding

This research has been supported by Canadian Cancer Society, Brain Canada Foundation, and the Canadian Institutes of Health Research (CIHR).

References

[1] “Understanding and interpreting machine learning in medical image computing applications,” Lecture Notes in Computer Science, 2018. [Online]. Available: http://dx.doi.org/10.1007/978-3-030-02628-8

[2] R. Meier, U. Knecht, T. Loosli, S. Bauer, J. Slotboom, R. Wiest, and M. Reyes, “Clinical Evaluation of a Fully-automatic Segmentation Method for Longitudinal Brain Tumor Volumetry,” Scientific Reports, vol. 6, no. 1, p. 23376, Mar. 2016, bandiera_abtest: a Cc_license_type: cc_by Cg_type: Nature Research Journals Number: 1 Primary_atype: Research Publisher: Nature Publishing Group Subject_term: Biomedical engineering;Cancer imaging Subject_term_id: biomedical-engineering;cancer-imaging. [Online]. Available: https://www.nature.com/articles/srep23376

[3] B. H. Menze and et al., “The Multimodal Brain Tumor Image Segmentation Benchmark (BRATS),” IEEE transactions on medical imaging, vol. 34, no. 10, pp. 1993–2024, Oct. 2015.

[4] T. Henry, A. Carre, M. Lerousseau, T. Estienne, C. Robert, N. Paragios, and E. Deutsch, “Brain tumor segmentation with self-ensimled, deeply-supervised 3D U-net neural networks: a BraTS 2020 challenge solution,” arXiv:2011.01045 [cs, eess], Nov. 2020, arXiv: 2011.01045. [Online]. Available: http://arxiv.org/abs/2011.01045

[5] Z. Jiang, C. Ding, M. Liu, and D. Tao, “Two-Stage Cascaded U-Net: 1st Place Solution to BraTS Challenge 2019 Segmentation Task,” in Brainlesion: Glioma, Multiple Sclerosis, Stroke and Traumatic Brain Injuries, ser. Lecture Notes in Computer Science, A. Crimi and S. Bakas, Eds. Cham: Springer International Publishing, 2020, pp. 231–241.

[6] A. Myronenko, “3D MRI Brain Tumor Segmentation Using Autoencoder Regularization,” in Brainlesion: Glioma, Multiple Sclerosis, Stroke and Traumatic Brain Injuries, ser. Lecture Notes in Computer Science, A. Crimi, S. Bakas, H. Kuijf, F. Keyvan, M. Reyes, and T. van Walsum, Eds. Cham: Springer International Publishing, 2019, pp. 311–320.
[7] O. Ronneberger, P. Fischer, and T. Brox, “U-net: Convolutional networks for biomedical image segmentation,” in Medical Image Computing and Computer-Assisted Intervention – MICCAI 2015, N. Navab, J. Hornegger, W. M. Wells, and A. F. Frangi, Eds. Cham: Springer International Publishing, 2015, pp. 234–241.

[8] S. Ruder, “An Overview of Multi-Task Learning in Deep Neural Networks,” ArXiv, 2017.

[9] J. Baxter, “A bayesian/information theoretic model of learning to learn via multiple task sampling,” Machine Learning, vol. 28, no. 1, pp. 7–39, 1997.

[10] L. Duong, T. Cohn, S. Bird, and P. Cook, “Low resource dependency parsing: Cross-lingual parameter sharing in a neural network parser,” 2015, pp. 845–850.

[11] R. Girshick, “Fast r-cnn,” Proceedings of the IEEE International Conference on Computer Vision, vol. 2015 Int, pp. 1440–1448, 2015.

[12] A. Lassaletta and et al., “Therapeutic and Prognostic Implications of BRAF V600E in Pediatric Low-Grade Gliomas,” Journal of Clinical Oncology: Official Journal of the American Society of Clinical Oncology, vol. 35, no. 25, pp. 2934–2941, Sep. 2017.

[13] L.-C. Chen, Y. Zhu, G. Papandreou, F. Schroff, and H. Adam, “Encoder-Decoder with Atrous Separable Convolution for Semantic Image Segmentation,” in Computer Vision – ECCV 2018, ser. Lecture Notes in Computer Science, V. Ferrari, M. Hebert, C. Sminchisescu, and Y. Weiss, Eds. Cham: Springer International Publishing, 2018, pp. 833–851.

[14] F. Chollet, “Xception: Deep Learning with Depthwise Separable Convolutions,” in 2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Honolulu, HI: IEEE, Jul. 2017, pp. 1800–1807. [Online]. Available: http://ieeexplore.ieee.org/document/8099678/

[15] F. Milletari, N. Navab, and S.-A. Ahmadi, “V-Net: Fully Convolutional Neural Networks for Volumetric Medical Image Segmentation,” 2016 Fourth International Conference on 3D Vision (3DV), 2016.

[16] T. Rohlfing, N. M. Zahr, E. V. Sullivan, and A. Pfefferbaum, “The SR124 multichannel atlas of normal adult human brain structure,” Human brain mapping, vol. 31, no. 5, pp. 798–819, May 2010, publisher: Wiley Subscription Services, Inc., A Wiley Company. [Online]. Available: https://pubmed.ncbi.nlm.nih.gov/20017133

[17] K. He, X. Zhang, S. Ren, and J. Sun, “Deep Residual Learning for Image Recognition,” in 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Las Vegas, NV, USA: IEEE, Jun. 2016, pp. 770–778. [Online]. Available: http://ieeexplore.ieee.org/document/7780459/

[18] M. Wagner, N. Hainc, F. Khalvati, K. Namdar, L. Figueiredo, M. Sheng, S. Laughlin, M. Shroff, E. Bouffet, U. Tabori, C. Hawkins, K. Yeom, and B. Ertl-Wagner, “Radiomics of pediatric low-grade gliomas: Toward a pretherapeutic differentiation of braf-mutated and braf-fused tumors,” JNR Am J Neuroradiol, 2021.

[19] Y. Liao, S. Kodagoda, Y. Wang, L. Shi, and Y. Liu, “Understand Scene Categories by Objects: A Semantic Regularized Scene Classifier Using Convolutional Neural Networks,” arXiv:1509.06470 [cs], Sep. 2015, arXiv: 1509.06470. [Online]. Available: http://arxiv.org/abs/1509.06470

[20] P. Sermanet, D. Eigen, X. Zhang, M. Mathieu, R. Fergus, and Y. LeCun, “OverFeat: Integrated Recognition, Localization and Detection using Convolutional Networks,” arXiv:1312.6229 [cs], Feb. 2014, arXiv: 1312.6229. [Online]. Available: http://arxiv.org/abs/1312.6229

[21] M. Teichmann, M. Weber, M. Zoellner, R. Cipolla, and R. Urtasun, “MultiNet: Real-time Joint Semantic Reasoning for Autonomous Driving,” arXiv:1612.07695 [cs], May 2018, arXiv: 1612.07695. [Online]. Available: http://arxiv.org/abs/1612.07695
## Appendix

Table 1: Validation and test results for each run. Mean Dice measurements of the proposed single and multi-task model.

| Run | Validation Dice | | Test Dice | | |
|-----|-----------------|-----------------|----------|
|     | Single Task     | Multi Task      | Single Task | Multi Task |
| 1   | 0.76            | **0.82**        | 0.70      | **0.83**   |
| 2   | 0.75            | 0.80            | 0.76      | 0.77       |
| 3   | 0.78            | 0.78            | 0.78      | 0.80       |
| 4   | 0.79            | 0.80            | 0.73      | 0.74       |
| 5   | 0.76            | 0.77            | 0.80      | 0.80       |
| 6   | 0.76            | 0.76            | 0.70      | 0.70       |
| Mean Dice | 0.77 | 0.79 | 0.74 | 0.77 |