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Image-based stream flow observation consists of three components: (i) image acquisition, (ii) ortho-rectification, and (iii) an image-based velocity estimation. Ortho-rectification is a type of coordinate transformation. When ortho-rectifying a raster image, pixel interpolation is needed and causes the degradation of image resolution, especially in areas located far from the camera and in the direction parallel to the viewing angle. When measuring the water surface flow of rivers with a wide channel width, reduced and distorted image resolution limits the applicability of image-based flow observations using terrestrial image acquisition. Here, we propose a new approach for ortho-rectification using an optical system. We employed an optical system embedded in an ultra-short throw projector. In the proposed approach, ortho-rectified images were obtained during the image acquisition phase, and the image resolution of recorded images was almost uniform in terms of physical coordinates. By conducting field measurements, characteristics of the proposed approach were validated and compared to a conventional approach.
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KEY POINTS
- Conventional ortho-rectification manipulates a raster image using coordinate transform equations.
- Raster image manipulation requires pixel interpolation that degrades image resolution.
- We propose a new approach for ortho-rectification based on an optical system.
- The proposed approach provides an ortho-rectified image without pixel interpolation.

INTRODUCTION

Image-based stream flow observation is an active research topic within the water resources community (e.g., Fujita et al., 1998, 2007; Kantoush et al., 2011; Tauro et al., 2018; Perks, 2020; Perks et al., 2020) not only as a basic research topic but also as a practical application for quantifying flow, sometimes in remote areas and in regions with limited human and economic resources (e.g., Le Coz et al., 2010; Tsubaki et al., 2011). Image-based stream flow observation consists of three components (e.g., Muste et al., 2008; Tsubaki, 2020): (i) image acquisition (see Figures 1, 2A),
(ii) ortho-rectification (Figure 2C), and (iii) an image-based velocity estimation. Ortho-rectification is a type of coordinate transformation. When ortho-rectifying a raster image, pixel interpolation is needed and causes the degradation of image resolution, especially in areas located far from the camera and in the direction parallel to the viewing angle. Figure 2 provides examples of ortho-rectification. Image distortion is confirmed in Figure 2C. When determining the surface velocity measurement of rivers with wide channel widths, reduced and distorted image resolution [the image processing artifacts mentioned in Perks (2020)] limits the applicability of image-based flow observations of terrestrial image acquisition when the image-based velocity estimation is applied to ortho-rectified images (the PIV-later approach).

Here, we propose an approach of ortho-rectification that is free of limitations stemming from the degradation and distortion of image resolution. Overcoming this problem was a fundamental idea behind the methodological design of Space-Time Velocimetry (Fujita et al., 2007). Our study proposes an alternate approach for managing this problem by utilizing optical-system-based ortho-rectification. In System description, the proposed approach and system are explained. We employed an optical system embedded in an ultra-short throw projector. The proposed approach provides an ortho-rectified image during the image acquisition phase. Image resolution of the optically ortho-rectified image is almost uniform, in contrast to the highly inhomogeneous image resolution obtained from an ortho-rectified image using the conventional approach (see Figure 2C).

In Field measurement, characteristics of the proposed approach used for field applications are validated and compared to those of the conventional approach. A summary and conclusions are provided in Summary and conclusions.

**SYSTEM DESCRIPTION**

The optical system of a consumer-use image projector (produced for a mass market and publicly available with an affordable price relative to instruments produced for limited purposes) was used to optically ortho-rectify images. To record images using the optical system, the image display element, the source for the bright image pattern projected to the target surface, used in the projector was replaced with a complementary metal-oxide-semiconductor (CMOS) image sensor. The system is described in this section.

**Optical System**

For this study, the optical system of an ultra-short throw image projector, model LSPX-P1 (Sony Corporation, Japan), was utilized. Ultra-short throw image projectors project an image onto the plane orthogonal to the direction of the objective lens (see the left-bottom projector and the thin solid lines in Figure 3), whereas normal image projectors project an image almost directly in front of the objective lens (see the top projector and the dashed lines shown in Figure 3). The optical system used in this study was designed to cover 17 to 57 degrees of the depression angle. The left panel in Figure 4 shows the lens system extracted from the image projector. To obtain optically ortho-rectified images on the target plane, the 0.37-inch image display element was replaced with a CMOS image sensor (0.4-inch, MC500, Sanato, China). This particular sensor was used in this proof-of-concept study due to availability and cost. For future work, higher resolution sensors may also be employed. The right image of Figure 4 shows the captured image.
of a regular grid placed in front of the proposed system. Due to the unique characteristics of the optical system, the regular grid is highly distorted when the grid is placed in front of the objective lens of the device.

Grid Pattern Test

For visualizing the characteristics of optical ortho-rectification, a grid pattern is placed on the floor. Figure 5 illustrates the spatial configuration of the grid pattern test. Figure 6A provides an image captured by the proposed system. Unlike images obtained from an oblique angle using a regular image capture system (see Figure 2 as an example), the grid pattern consists of 20 points with 0.25 m spacing, indicating almost regular and even spacing in the image as captured, without post-processing ortho-rectification. For obtaining a physical length for the image, scaling of the image should be determined.

Figure 6B is an example of manual scaling based on the grid spacing provided. Manual scaling means that the exact regular grid (shown with blue lines) is overlain on the captured image to make it easy to visually confirm distortion within the grid of the captured image. Due to an imperfect optical setting, some skew is observed, and grid points within the image do not completely match the regular and exact grid shown by the dashed blue lines in Figure 6B. In the region depicted in Figure 6B, the length error is roughly 1%. Length error and image skew are due to a misalignment of the camera orientation, causing image and coordinate distortion. Two approaches exist for correcting the scaling factor and camera orientation misalignment. The first approach involves using points in which the physical coordinates are known (ground control points, GCPs) in captured images, identifying parameters using general coordinate transform equations (introduced below), and correlating a pixel coordinate to the physical coordinate. The second approach involves specifying the coordinate transform equations using the camera’s internal and external orientation parameters based on the relationship of the camera’s physical coordinates and the target plane. The second approach can also be used with GCPs. For field measurements, the first approach is likely to be employed since the exact camera orientation and position are difficult to determine and are fixed. Therefore, a coordinate transform, a part of post-process methodology once an image has been captured using GCPs, is generally more flexible; and, by using an excess number of GCPs, the uncertainty of a coordinate transformation can be estimated. Figure 6C illustrates how distortion and scaling are corrected using the physical relationship of 20 grid points. The following general coordinate transform equations are used for the distortion and scaling correction (Tsubaki and Fujita, 2005):

\[
x - d_x = -c a_{11}X + a_{21}Y + a_{31}Z + a_{41} \quad (1)
\]

\[
y - d_y = -c a_{12}X + a_{22}Y + a_{32}Z + a_{42} \quad (2)
\]

\[
d_x = D r_x \quad (3)
\]

\[
d_y = D r_y \quad (4)
\]

\[
r = \sqrt{x^2 + y^2} \quad (5)
\]

Here, \(x\) and \(y\) are the screen coordinates and are defined as \((0, 0)\) at the screen center; \(X\), \(Y\) and \(Z\) are the physical coordinates; \(a_{11}\) to \(a_{42}\) are the external camera parameters; and \(c\) and \(D\) are the internal camera parameters. The correction shown in Figure 6C is not perfect (e.g., estimates for the physical width of the domain...
shown in Figure 6C is 1.2 m and displacements of the left-bottom and the right-bottom grids in Figure 6C are 0.014 m for both the horizontal and vertical directions, thus the relative positional error can be estimated as 0.014 m/1.2 m = 1.2%). The error may be due to (1) imperfect setting of the optical system and (2) limitation using the general coordinate transform equations.

FIELD MEASUREMENT
Site Description
Video sequences were obtained using the proposed system during flushing discharge from a dam. The river section surveyed in our study is a side channel within the downstream reach of the Satsunai River, a tributary of the Tokachi River (Japan) system (Figure 7, Tsubaki et al., 2020; Zhu and Tsubaki, 2020). The Satsunai River Dam, a multipurpose dam (Figure 7B), discharged water. The event was surveyed during a flushing flow conducted on 24 June 2020. Figure 8 provides a hydrograph of discharge from the dam and the time-series change of water level recorded for the survey section (the location of the water level gauge is depicted as W.L. in Figure 7C). The discharge hydrograph consists of a 5.5 h rising phase and a 15 h falling phase. Peak discharge was approximately 110 m$^3$/s. The video sequences discussed were obtained at 16:50, almost peak water level for the analyzed river section (Figure 8B). Water level was 1.75 m below the camera elevation at that time.

Video Sequences
The left photos in Figure 9 show snapshots of video sequences obtained during the survey. Figure 9A provides an image, with a resolution of 640 by 480 pixels and 30 frames per second, captured by the proposed optical system (left); and the image replaced by a 32 by 32 pixel grid (right). Figure 9B shows distortion and scaling for the corrected grid overlaid on the ortho-photo (right). The distorted grid in Figure 9B corresponds to how the original, evenly-spaced image resolution was distorted by the scaling and distortion correction described in Grid pattern test. If the system is installed in a specific geometry, the distortion in Figure 9B can be removed. For the field survey, due to changes
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**FIGURE 5** | A schema of the image capturing configuration for the grid pattern test.
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**FIGURE 6** | An example of grid pattern capture and calibration. (A) Image captured by the optical system. (B) Close-up of a grid in sub-figure (A). (C) Distortion and scaling corrected.

![Figure 7](image)

**FIGURE 7** | Location of the survey section. In the right panel, a distortion and scaling corrected image has been overlaid on an ortho-photo taken during 2019. GCPs correspond to ground control points. C.S. indicates the cross-section for the discharge calculation. W.L. indicates the location of water depth gauge settlement. (A) Location of the site. (B) Close-up around the site. (C) Ortho-photos of the site.
in site geometry, placing the system in an exact geometry was difficult as a result of limited control for device orientation and limits to field measurement applicability. Therefore, assuming a distortion and scaling correction for images captured by the proposed system was reasonable for the field survey.

While obtaining a video using the proposed system, another video sequence was obtained using a smartphone, a Sony Xperia XZ5. The image in the video obtained from the smartphone consisted of 1,920 by 1,080 pixels, with 29.97 frames per second. Image resolution obtained via the smartphone was finer than the image captured by the proposed system. To standardized image resolution to match the resolution obtained by the proposed optical system (640 by 480 pixels), a resolution-reduced image (853 by 480 pixels) set was made using the area average method. The obtained example is shown in Figure 2. Figure 9C displays the image set together with the original high-resolution image, and Figure 9D shows the ortho-rectified image of the high-resolution image.

When comparing images in the right column of each row in Figures 2, 9, the grid of the proposed system (Figure 9B) has less distortion as compared to the other data sets. Image resolution (physical length in meters per pixel for the captured image) for the streamwise and transverse directions was 0.020 m/pixel and 0.037 m/pixel, respectively (indicated with red
particle image velocimetry (PIV-First) was used for estimating the water surface velocity distribution. An interrogation window size of 30 by 30 pixels was used for the low resolution image set (Figures 2, 9A); and 60 by 60 pixels was used for the high resolution image set (Figure 9C). Thirty-two frames were used and the peak location of the cross-correlation function amongst the pair of interrogation windows was calculated using a quadratic fitting function for sub-pixel velocity estimation. First, an instantaneous velocity field for the captured image coordinates (prior to ortho-rectifying image coordinates) was calculated, and the mean velocity and standard deviation of the velocity fluctuation were calculated at each point aligned to a 32 pixel interval for the x and y directions in image coordinates. Velocity and velocity standard deviation vectors were then coordinate-transformed to physical coordinates (Tsubaki et al., 2018).

The velocity distribution in physical coordinates is plotted in Figure 10, using red arrows for the mean velocity and purple diamonds for the standard deviation. Noticeable from Figure 10 is that the density of the velocity vector near the opposite side bank is quite sparse for conventional approaches (Figures 10B, C). In contrast, the proposed approach provides an almost uniform velocity density and a high-resolution velocity distribution cover even near the opposite side bank (Figure 10A). For the proposed system (Figure 10A), the representative velocity magnitude was $\vec{U} = \sqrt{\vec{u}^2 + \vec{v}^2} = 2.39$ m/s and the representative velocity standard deviation was $\vec{U}' = \sqrt{\vec{u}'^2 + \vec{v}'^2} = 0.30$ m/s. The representative velocity standard deviation corresponds to 12% of the velocity magnitude and is almost uniform in the domain. As confirmed by Figures 10B, C, velocity standard deviations for the velocity fields obtained from conventional procedures were more prominent in magnitude and more anisotropic for the spatial distribution. The mean velocity standard deviation was $\vec{U}' = 0.43$ m/s (18% with respect to $\vec{U} = 2.47$ m/s) for the low resolution image set (Figure 10B), and $\vec{U}' = 0.47$ m/s (19% with respect to $\vec{U} = 2.41$ m/s) for the high resolution image set (Figure 10C). Larger standard deviations for velocity obtained using conventional procedures result from reduced precision for instantaneous velocity estimations, due to a skewed water surface image. The standard deviation calculated from the measured velocity contains both measurement uncertainty and velocity fluctuation due to turbulence. The magnitude of water surface velocity fluctuations and/or the spatial scale of velocity fluctuations can be used, for example, for water depth and velocity index estimations (Johnson and Cowen, 2016). For such an analysis, precision for the instantaneous velocity distribution is required. A relatively small velocity standard deviation for the proposed system implies that the output of the proposed system contains less measurement uncertainty. Therefore, the proposed system provides a more precise velocity fluctuation as compared to the conventional procedure.
Undulation of the velocity distribution was observed at the channel center and near the opposite side bank. This type of undulation is caused by a standing-wave-like water surface undulation in elevation triggered by a three-dimensional flow structure. The apparent velocity undulation caused by irregularity of the water surface elevation is not a physical flow feature but, rather, a systematic measurement error. For managing this type of error, the shape of the water surface must be specified, and (1) a stereo imaging approach or (2) a separate measurement of water surface undulation is required. If an image is obtained perpendicular to the streamwise direction, as in this study, such a velocity error due to water surface three-dimensionality only appears for the transverse direction and does not affect the discharge estimation. As an alternative to the two approaches described above for managing the apparent velocity undulation problem, the multi-camera approach (Tsubaki, 2020) can also be used since, in the multi-camera approach, the erroneous transverse velocity component of each camera view is not used for reconstructing the velocity field.

PIV Applied for Ortho-Rectified Images (PIV-Later)
The proposed system records images with limited image distortion. The conventional system captures images with substantial coordinate distortion, and while using this approach, the normal protocol first includes ortho-rectifying images and then applying an image-based velocity estimation (Fujita et al., 1998, Perks, 2020). The advantage of this protocol is that the physical scale is easy to account for in the image-based velocity estimation phase for highly coordinate-distorted cases. Such an advantage is not beneficial for the proposed system but may reduce substantial image resolution due to image interpolation. The upper sub-figures in Figure 11 compare the coordinate corrected images for the proposed and conventional systems. Resolution of the coordinate corrected (ortho-rectified) images were set to 0.02 m/pixel based on the representative pixel resolution of the captured images (Figure 9). To clarify the correspondence of pixels in captured and corrected images, here, no pixel interpolation was applied but the nearest neighbor algorithm was used when making these images. Vegetation on the bank was skewed in both the proposed and conventional cases due to vegetation’s three-dimensionality, which was not well-treated in the simple coordinate transport model. The stepwise change of pixel color for the transverse direction is prominent in the image of the conventional system, whereas such an artifact was not confirmed in the image obtained from the proposed system. A stepwise change in pixel color was visually mitigated when pixel interpolation was used. However, a substantial resolution of information due to an image coordinate transformation could not, in essence, be mitigated.

Lower plots shown in Figure 11 compare the distribution of mean velocity and standard deviation. The PIV setting was
Cross-Sectional Velocity Distribution and Discharge

Figure 12 shows the cross-sectional streamwise velocity distribution depicted in Figure 10 as well as the water depth distribution. Based on the two-dimensional, two-component velocity distribution, the velocity distribution perpendicular to the cross section was consolidated to the cross section (depicted as C.S. in Figure 7C). The cross section was divided into a one-meter interval, the mean water surface velocity component for each segment was then calculated and summed, and then a velocity index of 0.85 (e.g., Tsubaki et al., 2011) was multiplied to obtain the total discharge of a section. One sub-section closest to the near bank did not yield velocity data for the proposed and low-resolution conventional data, so velocity was interpolated using a neighboring velocity. When interpolating the velocity, assuming Manning’s velocity equation, a ratio of 2/3 for the mean water depth power was employed. The obtained total discharge was 17.2 m³/s for the proposed optical system, 17.9 m³/s for the conventional procedure with a low resolution image set, and 17.5 m³/s for the conventional procedure with a high resolution image set. Differences amongst the three outputs was within 4%. Enormous velocity undulations and the velocity standard deviation did not significantly impact the discharge calculation.

SUMMARY AND CONCLUSIONS

In the study, we proposed a new approach for managing the problem that arises from ortho-rectification and raster image manipulation. The proposed approach utilized an optical system for correlating the image coordinate to the physical coordinate. In System description, using the proposed system in the lab, the image obtained by the system without ortho-rectification during the post process had, roughly, a 1% length error. Coordinate distortion caused by the misalignment of camera orientations was not negligible, and coordinate transformation using the general coordinate transform equation and GCPs were applied. The proposed system was used for the field measurements provided in Field measurement. The two-dimensional, two-component velocity field of a channel was estimated using the proposed system and the conventional approach. The standard deviation of the local velocity time-series was reduced to 0.30 m/s, from 0.43 m/s, in output obtained from the conventional procedure, implying finer precision for the proposed system. The proposed system provided a more detailed two-dimensional, two-component velocity field as compared to conventional approaches due to a higher precision for the instantaneous velocity measurement with a higher substantial resolution in the area far from the camera. Local errors in instantaneous (random) and systematic (remains after averaging) velocity were not greatly impacted in the total discharge estimation.

Characteristics of the proposed approach were validated and compared to those of the conventional approach. However, data presented from this study is limited. Additional work will be undertaken for: (i) estimating exact and absolute errors in measurements, including the impact of water surface
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Characteristics of the proposed approach were validated and compared to those of the conventional approach. However, data presented from this study is limited. Additional work will be undertaken for: (i) estimating exact and absolute errors in measurements, including the impact of water surface
undulation on the obtained velocity field and the velocity standard deviation, (ii) more quantitatively understanding performance for the proposed approach, (iii) improving velocity measurement quality, and (iv) using coordinate transform equations for the scaling and misalignment correction, based on configurations of the optical system, including the necessity of a lens distortion model specific for the system.
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