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Cooling atomic gases into strongly correlated quantum phases requires estimates of the entropy to perform thermometry and establish viability. We construct an ansatz partition function for models of Laughlin states of atomic gases by combining high temperature series expansions with exact diagonalization. Using the ansatz we find that entropies required to observe Laughlin correlations with bosonic gases are within reach of current cooling capabilities.
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Observation of the superfluid-to-Mott transition [1, 2] triggered interest in observing other strongly correlated states with ultracold atoms [3, 4]. For example, a proposal [5] to probe models of high temperature superconductors with optical lattices led to efforts to emulate the controversial low temperature phase diagram of the Fermi-Hubbard model [6, 7]. But cooling [8] proved to be a major obstacle. Most atomic gas experiments are closed, to a good approximation. The system entropy therefore determines the temperature. Temperature is difficult to characterize in a strongly correlated regime because entropy-temperature relationships derive from non-trivial many-body effects. Relatively recent theoretical work [9–12] showed that the critical entropy to realize the best case scenario for emulation, the Néel state, lies below conventional evaporative cooling capabilities [8]. In the case of the Fermi-Hubbard model, the entropy-temperature relationship proved to be unfeasible for realizing low temperatures at available entropies in conventional setups, although recent work with band engineering [13] and trap shaping [14] shows promise and progress with atomic gas microscopes [15–18] has recently led to a report of long-range antiferromagnetism [19].

A separate class of proposals seek to realize fractional quantum Hall (FQH) states of atoms, particularly Laughlin states [20], which, at low energies, have intriguing excitations with anyon statistics that define them as topological [21]. These proposals rely on schemes to implement strong artificial magnetic fields (See Refs. [3, 4, 22–27] for reviews). Experiments using rotation [28–33] or, more generally, methods to engineer the single particle phase [34–43] have implemented strong magnetic fields. But the thermodynamic relations needed for thermometry of large FQH systems are currently unknown.

The absence of conventional Landau symmetry breaking precludes a Laughlin state critical temperature. But the energy gap establishes a Schottky-type peak separating exponential from power law temperature dependence in the heat capacity. All estimates of equilibrium FQH observables, e.g., quantized edge current [41, 42, 44–46] or anyon statistics [21], assume temperatures low enough to exponentially suppress excitations [47]. We therefore use the peak as a necessary criteria for low temperature Laughlin correlations.

In a naïve non-interacting model of gapped excitations [48] an entropy per particle below \( \approx 0.29 k_B \) is needed to lower the temperature below the heat capacity peak. This low entropy, if physically accurate, would imply that evaporative cooling methods cannot cool below the heat capacity peak since the experimental minimum is \( \approx 0.35 k_B \) for bosons [8]. Entropies corresponding to temperatures below the peak are necessary. A more accurate estimate of the entropy, incorporating the non-trivial excited state spectra of Laughlin states, is therefore needed to establish viability of low temperature FQH states with atomic gases.

Analyses of non-perturbative FQH models rely on a combination of numerics and ansatz theories. Exact diagonalization has been used to compute the heat capacity over the entire temperature range but only for small systems [49, 50]. Other work on the thermodynamics of infinite system sizes uses series expansions [51–53] but these studies are restricted to temperatures much larger than the gap. Ansatz theories [54], building on the success of the composite fermion (CF) wavefunctions [55, 56] at describing the low energy excitations [57], offer estimates for thermodynamic functions only at low temperatures. A theory for the entropy-temperature relationship over the complete temperature range in large systems is necessary for guiding atomic gas experiments as they cool into FQH states.

We construct a theory of Laughlin state thermodynamics using an ansatz partition function designed to be exact at high temperatures, to capture the low temperature asymptotics, and to be straightforward to use, thus allowing characterization of the entire temperature range. We establish a numerical validation procedure (which combines a high temperature series expansion with the stochastic trace method [58]) to compare our ansatz against exact results where possible. Using our ansatz we incorporate FQH excitations [55–57] to find that, in contrast to the naïve estimate [48], entropies currently accessible with bosonic gases [8] are low enough to cool below the heat capacity peak. Remarkably, the energy distribution of the excited states effectively lowers the temperature of the Schottky-type peak at fixed en-
where $p$ is the vector potential in the symmetric gauge, $\Omega \equiv q B/2 M$ in two-dimensions subjected to an artificial magnetic field oriented perpendicular to the $x$-$y$ plane:

$$H = \sum_{i=1}^{N} \left[ \frac{p_i - q^* A_i / c}{2 M} + \frac{M (\omega^2 - \Omega^2)}{2} r_i^2 \right]$$

$$+ b_n \sum_{i<j}^{N} \nabla^{2n} \delta(r_i - r_j), \quad (1)$$

where $p_i$ is the planar momentum, $A_i = (B^* \times r_i)/2$ is the vector potential in the symmetric gauge, $\Omega \equiv q B^*/2 M \ [22, 56]$, $r_i = (x_i, y_i)$, and $B^*$ ($q^*$) is the artificial magnetic field (charge). The effective magnetic length is $l_0 = (\hbar c/q^* B^*)^{1/2}$. In this gauge the concentric ring-like basis states define the disk geometry. We assume a strong trap along the $z$-direction and an external parabolic confinement in the $x$-$y$ plane with a trapping frequency $\omega$. To focus on bulk states we set $\omega = \Omega$ where the field cancels the effect of the trap [22, 56] and discuss edge effects at the end. We work in units of $l_0 = k_B = 1$. The s-wave ($p$-wave) interaction for $n = 0$ ($n = 1$) generates repulsion and equates to the pseudopotential formulation [59]. Setting $b_n = 1$ defines our energy unit.

The magnetic field must be large enough to restrict states to the lowest Landau level. In this approximation the Laughlin state is the exact ground state [59, 60] of Eq. (1) for bosons (fermions) with $n = 0$ ($n = 1$) at $\nu = 1/2$ ($1/3$), where $\nu$ is the filling factor, the number of particles per flux quanta. In the following, when referring to bosons and fermions, we imply results at $\nu = 1/2$ and $\nu = 1/3$ with $n = 0$ and $n = 1$, respectively.

$H$ approximates several physical systems proposed for realizing FQH states with ultracold atoms. We consider an atomic gas with a known entropy that is adiabatically loaded into a setup designed to generate $q^* B^*$. For example, rotation generates $q^* B^*$ from the Coriolis effect [22, 61–66]. Artificial gauge fields in lattices offer another example. $H$ becomes accurate even in lattices when the flux through each unit cell is small (see, e.g., Ref [67]).

The Laughlin states form a subset of a larger class of states, the CF states, that accurately capture the low energy physics. We think of a CF as a weakly interacting quasiparticle defined by attaching flux quanta to the original particles. The Laughlin ground state becomes a filled effective level of CFs. Low energy excitations are then particle-hole pairs of CFs which are $O(1)$ different in energy from the ground state (See the schematic inset to Fig. 1) and proliferate as temperatures increase to the heat capacity peak. Near or above the peak, distinct excitations $[O(N)]$ different from the ground state start to dominate.

To study thermodynamics over the entire temperature range we use Eq. (1) to compute the energy in the spherical geometry, the geometry we use throughout. The spherical geometry maps to the disk geometry in the $N \to \infty$ limit [59, 68, 69] and allows us to focus on bulk states. Fig. 1 shows a gap to a set of low energy modes, CF particle-hole pairs. But the high energy states form a continuum which, as we will see, distinguish the thermodynamics of Laughlin states from the naive model [48].

We take a statistical approach to incorporating the high energy continuum into the thermodynamics. The histograms in Fig. 1 plot the distribution of energies. We will rely on the observation that the continuum forms a nearly Gaussian distribution. (Note that work in Ref. [70] implies that large vortices lead to the histogram peaks for bosons in Fig. 1.)

Figure 1 shows only the excitations at fixed $N$. In solids nearby particle reservoirs lead to addition or subtraction of additional particles (charged excitations) but in trapped atomic gases, particle number is essentially fixed. We therefore focus our analysis to fixed $N$ (neutral excitations). We will also focus on uniform bulk states which implies that our results are relevant for systems with a small number of occupied edge states.

$H$ separates into relative and center of mass coordinates allowing us to focus on excitations in the relative coordinates. The total partition function in the canonical ensemble becomes: $Z_{TOT} = Z_{CM} \times Z$, where $Z_{CM}$ ($Z$) is the partition function for the center of mass (relative) coordinates. We approximate $Z$ for neutral excitations.

Method: We construct an ansatz partition function which
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Table I. The first row shows the transport gap and the remaining rows the cumulants for fermions (bosons) at $\nu = 1/3$ ($\nu = 1/2$) for $n = 1$ ($n = 0$) in Eq. (1). All results are obtained by finite size scaling of exact numerical results to the thermodynamic limit [48].

| | fermions | bosons |
|---|---|---|
| $\Delta_T$ | 0.428(6) | 0.627(3) |
| $\kappa_0/N$ | 1.899(1) | 1.899(1) |
| $\kappa_1/N$ | 0.66647(2) | 1.005(4) |
| $\kappa_2/N$ | 0.2974(1) | 2.28(2) |
| $\kappa_3/N$ | 0.0856(1) | 25.2(3) |
| $\kappa_4/N$ | 0.0016(1) | 6.8(2)$\times 10^2$ |
| $\kappa_5/N$ | 0.168(6) | 3.3(1)$\times 10^4$ |

captures the exact thermodynamics at high temperatures and has the correct temperature dependence at low temperatures. Considering the Gaussian-like energy distribution, the gapped spectrum, and the weakly interacting CF theory we arrive at:

$$Z_A \equiv \left(1 + \sum_{m=1}^{3} g_m e^{-E_m/T}\right)^N,$$

where $g_m$ and $E_m$ are fitting parameters. The $m = 1$ term in $Z_A$ defines the low $T$ dependence of a gapped spectrum. The lowest energy excitation shown in Fig. 1 is $k$-dependent but we find that including $k$-dependence in $E_1$ does not alter our results. We therefore ignore $k$-dependence and expect $E_1 \sim \Delta_T$. Our calculation of the gap is consistent with previous results obtained from the contact interaction [71]. (Different interactions alter the gap [72–74].) Furthermore, $g_1$ approximates the degeneracy of the first excitation which should be unity within CF theory since there is one particle-hole excitation per $k$-state. But we expect $g_1 \gg 1$ since $g_1$ in our fitting renormalizes to account for additional nearby states in the many-body spectrum.

We capture additional states in the high energy spectrum with $m > 1$. The inset to Fig. 1 schematically depicts another energy level, $E_2$. At very high energies we expect states that do not involve flux attachment to play a role. Small $g_m$ (and large $E_m$) implies diminishing impact of the $m$th level on the thermodynamics.

To fix parameters in the ansatz we consider an exact high temperature expansion related to the free energy:

$$\log Z = \sum_{l=0}^{\infty} \kappa_l (-T)^{-l}/l!,$$

defined in terms of the cumulants, $\kappa_l$. The lowest cumulants have simple interpretations, e.g., $\kappa_0$ is the log of the size of the Hilbert space. Stirling’s formula leads to $\kappa_0/N = 3 \log(3) - 2 \log(2)$ for $N \to \infty$. Also, $\kappa_1/N = \text{Tr}(H)/N$ becomes $2\nu$ [53]. Table I shows the cumulants obtained from the stochastic trace method [48].

We use the cumulants from the high temperature expansion to fix the parameters in $Z_A$. We apply our method to bosons and reserve an analysis of fermions for future work because $n = 1$ in Eq. (1) requires strong $p$-wave scattering which is experimentally challenging with alkali atoms. We use a Gröbner basis fit to the high temperature limit. We find: $g_1 = 5.53(3)$, $E_1 = 0.88(2)$, $g_2 = 0.22(3)$, $E_2 = 8.7(6)$, $g_3 = 0.0004(2)$, and $E_3 = 56.9(4.5)$. The error in our cumulant fits were propagated through our fitting procedure. With these parameters we reproduce the exact high temperature expansion [up to $O(T^{-6})$].

Reducing the number of fitting parameters tests accuracy. By removing the $m = 3$ terms in $Z_A$ we find that our results for fitting parameters, and therefore thermodynamic functions, change very little, e.g., the entropy changes by less than 1% percent.

Thermodynamic Functions: To test the validity of $Z_A$ we compare with exact diagonalization results for thermodynamic functions. We compare directly on small system sizes and for the thermodynamic limit where possible.

Figure 2 plots the heat capacity, $C = T\partial S/\partial T$, where $S = \partial (T \log Z)/\partial T$ is the entropy. We compare $C$ obtained from exact diagonalization and from the ansatz. In this example comparison we see that both the high and low $T$ limits agree. The low $T$ limit of the gapped system contains information about $g_1$, since for a system with a gap $\Delta_T$ and degeneracy $g$ we have: $C/N \sim [g(\Delta_T/T)^2 + O(T^3)] e^{-\Delta_T/T}$. We also find [48] that increasing $N$ trends the peak from diagonalization toward the thermodynamic limit of the ansatz.

We also test $Z_A$ in the thermodynamic limit. We study the entropy because of its importance in atomic gas ther-
Figure 3. Top: Entropy per particle versus temperature for bosons. The solid line is obtained from the ansatz, Eq. (2), with parameters derived from the cumulants in Table I. The circles (crosses) are obtained from finite $N$ extrapolations of the entropy at fixed low (high) $T$ [48]. The agreement between the symbols and the lines shows that the ansatz accurately captures the low and high $T$ limits. Top Inset: Low temperature zoom-in. Bottom: The same but the dashed line plots the entropy per particle for the na"ıve model [48]. The dotted line denotes the temperature, $T_L$. The horizontal dotted line in the main panel plots the corresponding entropy, $S_L$, determined from the ansatz.

Experimental Implications: We can compare our estimate for the entropy needed to cool into FQH states with bosons with current capabilities. Evaporative cooling can reach entropies as low as $S/N \approx 0.35$ [8] which, according to the ansatz, corresponds to $T \approx 0.5T_L$. We have therefore found that the entropy per particle required to lower the system temperature below $T_L$ is within reach.

Our estimates here only apply to neutral excitations within the bulk in the thermodynamic limit whereas edge effects can lower $T$ at fixed $S$ (adiabatic cooling) in finite sized systems. Introducing edges in a finite sized experiment should make the entropy budget more favorable [2]. For $\Omega \neq \omega$, edge states interplay with parabolic trapping. The (nearly) gapless edge states accommodate more entropy than the bulk [an $O(\sqrt{N})$ impact on the entropy for a small number of edge modes]. Introducing edges should therefore adiabatically lower temperature. $S_L$ should then increase once trap effects are included in modeling.

Moving the filling away from $1/(1+p)$ introduces quasiparticles to allow additional cooling. The topological nature of Laughlin states implies that the total entropy includes a factor due to quasiparticle degeneracy, yielding: $S_D + S$, where $S_D = N_q \log(d)$, $d = \sqrt{p+1}$ is the quantum dimension, and $N_q$ is the number of additional quasiparticles causing deviation from filling $1/(1+p)$ [21]. The $T$-independent $S_D$ term allows adiabatic cooling via quasiparticles [75].

Summary: We have constructed and validated a Laughlin state ansatz partition function for atomic gases. Using our ansatz we find that the continuum of excited states alters the entropy-temperature relationship (in comparison to that of a na"ıve gapped model) to reveal that currently attainable entropies with bosons are low enough to cool below the heat capacity peak. Further work would allow thermometry on small system sizes by including edge states to compare theory with measurements, e.g., of pair correlation function [33]. Our results also have important implications for observing closely related topological states, e.g., chiral spin liquids and fractional Chern insulators, because of their direct connec-
tion to the bosonic Laughlin state [76, 77].
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