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Abstract

We propose a deep learning framework for modeling complex high-dimensional densities via Non-linear Independent Component Estimation (NICE). It is based on the idea that a good representation is one in which the data has a distribution that is easy to model. For this purpose, a non-linear deterministic transformation of the data is learned that maps it to a latent space so as to make the transformed data conform to a factorized distribution, i.e., resulting in independent latent variables. We parametrize this transformation so that computing the determinant of the Jacobian and inverse Jacobian is trivial, yet we maintain the ability to learn complex non-linear transformations, via a composition of simple building blocks, each based on a deep neural network. The training criterion is simply the exact log-likelihood, which is tractable, and unbiased ancestral sampling is also easy. We show that this approach yields good generative models on four image datasets and can be used for inpainting.

1 Introduction

One of the central questions in unsupervised learning is how to capture complex data distributions that have unknown structure. Deep learning approaches (Bengio, 2009) rely on the learning of a representation of the data that would capture its most important factors of variation. This raises the question: what is a good representation? Like in recent work (Kingma and Welling, 2014; Rezende et al., 2014; Ozair and Bengio, 2014), we take the view that a good representation is one in which the distribution of the data is easy to model. In this paper, we consider the special case where we ask the learner to find a transformation \( h = f(x) \) of the data into a new space such that the resulting distribution factorizes, i.e., the components \( h_d \) are independent:

\[ p_H(h) = \prod_d p_{H_d}(h_d). \]

We can think of the transformation \( f \) as acting on the distribution by twisting and folding the space so as to achieve that objective. In particular, if we think geometrically about a low-dimensional manifold near which the data distribution concentrates, the learned transformation tries to flatten the manifold. A flat manifold has the property that if two vectors \( v_1 \) and \( v_2 \) are on it, then a convex combination \( \alpha v_1 + (1 - \alpha) v_2 \) is likely to be on the manifold as well. In this paper, we can observe such flattening as found in (Bengio et al., 2013) with stacked autoencoders and RBMs. Indeed, if the components of \( h \) are independent, it means that if \( h_d \in A_d \) (where \( A_d \) is an interval) is likely under \( p_{H_d}(h_d) \), then so are all the points in the volume \( A_1 \times A_2 \times \ldots \), which thus forms a convex set of probable configuration. In addition to flattening the manifold to separate it from the ambient space, using a marginally independent prior also puts pressure on the transformation \( f \) to stretch the space non-linearly in order to make the different \( h_d \) marginally independent.
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The proposed training criterion is directly derived from the log-likelihood. More specifically, we consider a change of variable \( h = f(x) \), which assumes that \( f \) is invertible and the dimension of \( h \) is the same as the dimension of \( x \), in order to fit a distribution \( p_H \). The change of variable rule gives us:

\[
 p_X(x) = p_H(f(x))|\det \frac{\partial f(x)}{\partial x}|. \tag{1}
\]

where \( \frac{\partial f(x)}{\partial x} \) is the Jacobian matrix of function \( f \) at \( x \). In this paper, we choose \( f \) such that the determinant of the Jacobian is trivially obtained. Moreover, its inverse \( f^{-1} \) is also trivially obtained, allowing us to sample from \( p_X(x) \) easily as follows:

\[
 h \sim p_H(h) \quad x = f^{-1}(h). \tag{2}
\]

A key novelty of this paper is the design of such a transformation \( f \) that yields these two properties of “easy determinant of the Jacobian” and “easy inverse”, while allowing us to have as much capacity as needed in order to learn complex transformations. The core idea behind this is that we can split \( x \) into two blocks \((x_1, x_2)\) and apply as building block the transformation from \((x_1, x_2)\) to \((y_1, y_2)\) of the form:

\[
 y_1 = x_1 \quad y_2 = x_2 + m(x_1) \tag{3}
\]

where \( m \) is an arbitrarily complicated function. This building block has a unit Jacobian determinant for any \( m \) and is trivially invertible since:

\[
 x_1 = y_1 \quad x_2 = y_2 - m(y_1). \tag{4}
\]

The details, surrounding discussion and experimental results are developed below.

2 Issues of training with continuous data

We consider the problem of learning a density from a parametric family of densities \( \{p_\theta, \theta \in \Theta\} \) over finite dataset \( D \) of \( N \) examples, each living in a space \( \mathcal{X} \); typically \( \mathcal{X} = \mathbb{R}^D \). In this setting there is no natural upper limit on the log-likelihood that can be achieved (unlike for discrete data). As a result, several issues can arise from naive attempts at maximizing likelihood. For instance, as highlighted in (Bishop, 2006), a fully parametrized a mixture of gaussians can use one of its mixture component to model one of the datapoints with arbitrary precision, arbitrarily raising the training log-likelihood. As the test log-likelihood of such a model is often correspondingly low, this can be considered an overfitting issue. However, we will show two cases where similar singularity issues arise and generalize to test data.

Continuous data is recorded with a finite amount of precision, generally much less than present-day computer precision. For the purposes of this paper, we can consider the level of precision represented on the computer as continuous, and coarser data as “quantized”. This kind of quantization allows the log-likelihood to be increased arbitrarily not only on the training set but also on the test set. For example, one can achieve this by building a mixture of Gaussians covering every quantum with infinite precision.

Introducing noise can counter this effect. For example, we can stochastically dequantize the data by introducing a uniform noise to reflect the uncertainty introduced by quantization. Moreover, such noise added to the train and test sets introduces an upper bound on log-likelihood in expectation. Treating the data as discrete also results in an upper bound, but at the price of differentiability.

Data preprocessing is a widespread practice in machine learning. It can provide a more useful signal to the machine learning algorithm than the raw data and as long as the preprocessing is invertible it remains very relevant to

\[1\text{This is not the exact procedure but it is less cumbersome than to reverse-engineer the more complex quantization process.}\]
unsupervised tasks like generation, denoising or inpainting. For example wavelets (Mallat, 1999) may provide a
sparser signal to model, and normalization and whitening remove trivial scaling and correlation allowing the model
to focus on more interesting structure of the data and ease the optimization process. However, even invertible
preprocessings allow arbitrary increase in likelihood. For example, when using a family of gaussian distributions to
model data via maximum-likelihood, its log-likelihood on training data will be close to $-\frac{1}{2}\log(\det(\hat{\Sigma}))$ where
$\hat{\Sigma}$ is the empirical covariance matrix. The test log-likelihood will probably also have a similar value, given enough training
data. Thus log-likelihood as a metric is not invariant to scaling.

The reason is that when using a bijective preprocessing $f$ and training on preprocessed data $(f(x))_{x \in \mathcal{D}}$, one must use
the change of variable formula of Eq. 1, where $f$ is the preprocessing. In the case of orthonormal complete wavelet
transform, we have unit Jacobian determinant. But in general, this Jacobian determinant can be a significant influence
on the log-likelihood.

3 Learning bijective transformations

Instead of modelling directly complex data by learning over a complex parametric family of distributions, we will
learn a non-linear transformation of the data distribution into a simpler distribution via maximum likelihood using the
following formula:

$$
\log(p_X(x)) = \log(p_H(f(x))) + \log(|\det(\frac{\partial f(x)}{\partial x})|)
$$

where $p_H(h)$ will be a predefined density function for simplicity, the prior distribution which will often be a fac-
torized distribution, i.e., with independent dimensions, for example a standard isotropic Gaussian. Let $h = f(x)$ the
code or the latent variable. If the prior distribution is factorial, then we obtain the following non-linear independent components estimation (NICE) criterion:

$$
\log(p_X(x)) = \sum_{d=1}^{D} \log(p_{H_d}(f_d(x))) + \log(|\det(\frac{\partial f(x)}{\partial x})|)
$$

In line with previous work with auto-encoders and in particular the variational auto-encoder, we call $f$ the encoder
and its inverse $f^{-1}$ the decoder. With $f^{-1}$ given, sampling from the model can proceed very easily by ancestral sampling
in the directed graphical model $H \rightarrow X$, i.e., as per Eq. 2.

---

Note that this prior distribution does not need to be constant and could also be learned.
4 Triangular structure

The architecture of the model becomes crucial at this point, since ideally we want a family of bijections whose Jacobian determinant is tractable and whose computation is straightforward, both forwards (the encoder \( f \)) and backwards (the decoder \( f^{-1} \)). If we use a layered or composed transformation \( f = f_L \circ \ldots \circ f_2 \circ f_1 \), the forward and backward computations are defined by its layers, and its Jacobian determinant is the product of the its layers’ Jacobian determinants. Therefore we will first aim at defining those more elementary components.

First we consider linear transformations. (Rezende et al., 2014) and (Kingma and Welling, 2014) provide formulas for the inverse and determinant when using diagonal matrices, or diagonal matrices with rank-1 correction, as transformation matrices. Another family of matrices with tractable determinant are triangular matrices, whose determinants are simply the product of their diagonal elements. Inverting triangular matrices at test time is reasonable in terms of computation. Many square matrices, \( M \) can also be expressed as a product \( M = LU \) of upper and lower triangular matrices.

One way to use this observation would be to build a neural network with triangular weight matrices and bijective non-linearities, but this highly constrains the architecture, limiting design choices to depth and selection of non-linearities. Alternatively, we can consider a family of functions with triangular Jacobian. By ensuring that the diagonal elements of the Jacobian are easy to compute, the determinant of the Jacobian is also made easy to compute.

In particular, we propose a family of bijections inspired from symmetric-key encryption. Let \( x = (x_{key}, x_{plain}) \in X \), where \( x_{key} = x_{1:d} \) is the key and \( x_{plain} = x_{d+1:D} \) is the message (the division is arbitrary), and \( m \) a function defined on \( \mathbb{R}^d \), we can define \( y = (y_{key}, y_{cipher}) \) where \( y_{key} = x_{key} \) and \( y_{cipher} = g(x_{plain} \mid m(x_{key})) \), where \( g : \mathbb{R}^d \times m(\mathbb{R}^{D-d}) \to \mathbb{R}^d \) is the coupling law, an invertible map with respect to its first argument given the second. The corresponding computational graph is shown Fig 2. The Jacobian of this function is:

\[
\begin{bmatrix}
I_d & 0 \\
\frac{\partial m(x_{key})}{\partial x_{key}} & 0 \\
\end{bmatrix}
\]

Which means that \( \det \frac{\partial y}{\partial x} = \det \frac{\partial y_{cipher}}{\partial x_{key}} \). Also, we observe we can invert the mapping using \( x_{key} = y_{key} \) and \( x_{plain} = g^{-1}(y_{cipher} \mid m(y_{key})) \). We call such a transformation a coupling layer with coupling function \( m \). For simplicity, we choose an additive coupling law \( g(a \mid b) = a+b \) with \( m : \mathbb{R}^d \to \mathbb{R}^{D-d} \) then \( y_{cipher} = x_{plain} + m(x_{key}) \) and \( x_{plain} = y_{cipher} - m(y_{key}) \) therefore the inverse of this transformation is only as computationally expensive as the transformation itself. Moreover, the Jacobian becomes:

\[
\begin{bmatrix}
I_d & 0 \\
\frac{\partial m(x_{key})}{\partial x_{key}} & I_{D-d} \\
\end{bmatrix}
\]
Therefore, an additive coupling layer transformation has a unit Jacobian determinant and a trivial inverse. One could also choose other types of coupling like multiplicative coupling law \( g(a \mid b) = a \odot b \), \( b \neq 0 \) or affine coupling law \( g(a,b) = a \odot b_1 + b_2 \), \( b_1 \neq 0 \) if \( m: \mathbb{R}^d \to \mathbb{R}^{D-d} \times \mathbb{R}^{D-d} \).

Since a coupling layer leaves part of its input unchanged, we exchange the role of message and key in alternating layers, so that the composition of two coupling layers modifies every dimension. Examining the Jacobian, we observe that at least three coupling layers are necessary to allow all dimensions to influence one another. We include a diagonal scaling matrix \( S \) as the top layer, which multiplies the \( d \)-th output value by \( S_{dd} \), resulting in the following simplified version of the NICE criterion:

\[
\log(p_X(x)) = \sum_{i=d}^D \log(p_{H_i}(f_d(x))) + \log(S_{dd})
\]

We can interpret these scaling factors as a kind of spectrum, showing how much variation is present in each of the latent dimensions (the larger \( S_{dd} \) is, the less important the dimension \( d \) is). The important dimensions of the spectrum can be viewed as a manifold learned by the algorithm. The prior term tries to make \( S_{dd} \) small (trying minimize entropy of \( H \)), while the determinant term \( \log S_{dd} \) prevents \( S_{dd} \) from ever reaching 0.

5 Related methods

Significant advances have been made in generative models. Undirected graphical models like deep Boltzmann machines (DBM) (Salakhutdinov and Hinton, 2009) were for a while the most successful due to efficient approximate inference and learning techniques that these models allowed. However, these models require MCMC sampling procedure for training and sampling and these MCMCs are generally slowly mixing when the target distribution has sharp modes. In addition, the log-likelihood is intractable, and the best known estimation procedure, annealed importance sampling (AIS) (Salakhutdinov and Murray, 2008), might yield an overly optimistic evaluation (Roger Grosse and Salakhutdinov, 2013).

Directed graphical models lack the conditional independence structure that allows DBMs efficient inference. However, recent advances in the framework of variational auto-encoders (VAE) - which come under a variety of names and variants (Kingma and Welling, 2014; Rezende et al., 2014; Mnih and Gregor, 2014; Gregor et al., 2014) - allowed effective approximate inference for training. In contrast with the NICE model, these approaches use a stochastic encoder \( Q(h|x) \) and an imperfect decoder, and add a reconstruction term, \( \log P(x|h) \), to the cost, to ensure that the decoder approximately inverts the encoder. This injects noise into the auto-encoder loop, since \( h \) is sampled from \( Q(h|x) \), which is a variational approximation to the true posterior, \( P(h|x) \). The cost function also involves a term for maximizing the entropy of \( Q(h|x) \), which is not required here. The resulting training criterion is the variational lower bound on the log-likelihood of the data. The generally fast ancestral sampling technique that directed graphical models provide make these models appealing. Moreover, the importance sampling estimator of the log-likelihood is guaranteed not to be optimistic in expectation. However, using a lower bound criterion might yield a suboptimal solution with respect to the true log-likelihood. Furthermore, with reconstruction error typically being non-negligible, the “correct” generative model always wants to add iid noise at the last generative step, which in the case of images, speech, or text, would often make for unnatural-looking samples. In practice, this issue can be avoided by taking the expectation of \( P(x|h) \) as a sample, instead of actually sampling the distribution. The use of a deterministic decoder can be motivated as a rigorous way of eliminating such noise.

The NICE criterion is very similar to the criterion of the variational autoencoder. More specifically, as the transformation and its inverse can be seen as a perfect autoencoder pair (Bengio, 2014), the reconstruction term is a constant that can be ignored. This leaves the Kullback-Leibler divergence term of the variational criterion; \( \log(p_H(f(x))) \) can be seen as the prior term, which forces the code to be likely with respect to the prior distribution, and \( \log(\det \frac{\partial f(x)}{\partial x}) \) can be seen as the entropy term. This entropy term reflects the local volume expansion around the data (for the encoder), which translates into contraction in the decoder \( f^{-1} \). In a similar fashion, the entropy term in the variational criterion encourages the approximate posterior distribution to occupy volume, which also translates into contraction from the decoder. The drawback of perfect reconstruction/bijectivity is that we also have to model the noise, which is generally
handled by the conditional model $P(x|h)$ in these graphical models.

We also observe that by combining the variational criterion with the reparameterization trick, (Kingma and Welling, 2014) is effectively maximizing the joint log-likelihood of the pair $(x, \epsilon)$ in a NICE model with two affine coupling layers (where $\epsilon$ is the auxiliary noise variable).

Another interesting comparison is with the work of (Ozair and Bengio, 2014), which also considers a deterministic encoder, but with discrete input and latent variables, which is not always invertible. This can be interpreted as a hash function, whereas the transformation used in this paper can be seen as perfect hash function, i.e. injective. Hence they have to learn a decoder which is not going to be perfect in practice. They also have to confront the challenges of gradient-based optimization of discrete functions, which do not arise in the continuous case.

The change of variable formula for probability density functions is prominently used in inverse transform sampling (which is effectively the procedure used for sampling here). Independent component analysis (ICA) (Hyvärinen and Oja, 2000), and more specifically its maximum likelihood formulation, learn an orthogonal transformation of the data, necessitating a costly orthogonalization procedure between parameter updates. Learning a richer family of transformations was proposed in (Bengio, 1991), but the proposed class of transformations, neural networks, lacks the structure to make the inference and optimization practical.

(Rippel and Adams, 2013) reintroduces this idea but drops the bijectivity constraint but has to rely on a composite proxy to optimize the log-likelihood. A more principled proxy of log-likelihood, the variational lower bound, is used more successfully in (Kingma and Welling, 2014) and (Rezende et al., 2014). Generative adversarial networks (GAN) (Goodfellow et al., 2014) also train a generative model to transform a simple (e.g. factorial) distribution into the data distribution, but do not require an encoder that goes in the other direction. GAN sidesteps the difficulties of inference by learning a secondary deep network that discriminates between GAN samples and data. This classifier then provides a training signal to the GAN generative model, telling it how to change its output in order for it to be indistinguishable from the training data.

Like the variational auto-encoders, the NICE model uses an encoder to avoid the difficulties of inference, but its encoding is deterministic. The log-likelihood is tractable and the training procedure does not require any sampling (apart from dequantizing the data). The triangular structure used in NICE to obtain tractability is also present in another tractable density model, the neural autoregressive density estimator (NADE) (Larochelle and Murray, 2011), inspired by (Bengio and Bengio, 2000). Indeed, the adjacency matrix in the NADE directed graphical model is strictly triangular. However the element-by-element autoregressive scheme of NADE makes the ancestral sampling procedure computationally expensive for generative tasks on high-dimensional data, such as image data. A NICE model using one coupling layer can be seen as a block version of NADE with two blocks.

6 Experiments

6.1 Log-likelihood and generation

We train NICE on MNIST (LeCun and Cortes, 1998), the Toronto Face Dataset (TFD) (Susskind et al., 2010), the Street View House Numbers dataset (SVHN) (Netzer et al., 2011) and CIFAR-10 (Krizhevsky, 2010). As mentioned earlier we use a dequantized version of the data, and the data is rescaled to be in $[0, 1]^D$ after dequantization. These two steps correspond to the following preprocessing:

$$\hat{x} = \frac{255}{256} x + u$$ (5)

where $u \sim U([0, 256^{-1}])$. CIFAR-10 is normalized to be in $[-1, 1]^D$.

3We train on unlabeled data for this dataset.
The architecture for MNIST and SVHN used is a stack of four coupling layers with a diagonal positive scaling for the last stage, parametrized exponentially:

\[ S_{dd} = e^{\alpha_{dd}}. \]  

(6)

We partition the input space between key and message by separating odd and even components. The coupling function used for each coupling layer is a deep rectified network with linear output units. For MNIST and SVHN, we stack four such coupling layers, using 392 - 1000 - 1000 - 1000 - 1000 - 392 units\(^4\) for MNIST and 1536 - 2000 - 2000 - 1536 for SVHN. We use eight coupling layers that have (in order) 3 - 3 - 2 - 2 - 1 - 1 - 1 - 1 hidden layers with 2000 hidden units for TFD, and 1 - 1 - 3 - 3 - 2 - 2 - 1 - 1 hidden layers with 2400 units for CIFAR.

A standard logistic distribution is used as prior for MNIST and TFD, as its negative log-likelihood function corresponds to the smooth \( L_1 \) penalty (Hyvärinen et al., 2009) \( x \mapsto \log \cosh(x) \). A standard normal distribution is used as prior for SVHN and CIFAR-10.

The models are training with RMSProp (Tieleman and Hinton, 2012) with learning rate \( 10^{-3} \) exponentially decreasing to \( 10^{-4} \) with exponential decay of 1.0005, that is a learning rate:

\[ \alpha = \max(1.0005^{-e} \times 10^{-3}, 10^{-4}) \]

Where \( e \) is the number of epochs. For CIFAR-10 the learning rate goes from \( 2 \times 10^{-4} \) to \( 10^{-5} \) with the same decay rate. The decay coefficient of RMSProp is \( \beta = 0.95 \) and maximum scaling of 100. The momentum is initially \( \rho = 0 \) and becomes \( \rho = 0.5 \) at the fifth epoch, giving the update rule:

\[
\begin{align*}
g_{t+1}^2 &= \beta g_t^2 + (1 - \beta) \frac{\partial L}{\partial \theta} \\
\mu_{t+1} &= \rho \mu_t - \alpha \min((g_{t+1}^2)^{-1}, 100) \frac{\partial L}{\partial \theta} \\
\theta_{t+1} &= \theta_t + \mu_{t+1}
\end{align*}
\]

The operations are elementwise, \( \theta \) is the parameter and \( L \) is the loss function, here negative log-likelihood. We select the best model in terms of validation log-likelihood after 1500 epochs, or using early stopping.

We obtained a test log-likelihood of 1980.50 on MNIST, 5369.16 on TFD, 7457 for SVHN and 3800 for CIFAR-10. Samples are shown in Fig. 3 to illustrate the learned manifold. We also take a random rotation \( R \) of the cartesian product of two centered circles of radius \( D - 2 \) that is \( \{(D - 2)(\cos(a), \sin(a), \cos(b), \sin(b)), (a, b) \in [0, 2\pi]^2\} = S \times S \), a scaled Clifford torus, in latent space and transform it to data space, the result \( f^{-1}(R(S \times S)) \) is shown Fig 4.

We also examined the last diagonal scaling layer and looked at its coefficients \( (S_{dd})_{d \leq D} \). If we consider jointly the prior distribution and the diagonal scaling layer, \( \sigma_d = S_{dd}^{-1} \) can be considered as the scale parameter of each independent component. This shows us the importance that the model has given to each component and ultimately how successful the model was at learning manifolds. We sort \( (\sigma_d)_{d \leq D} \) and plot it Fig 5.

6.2 Inpainting

Here we consider a naive iterative procedure to implement inpainting with the trained generative models. For inpainting we clamp the observed dimensions to their values and maximize log-likelihood with respect to the hidden dimensions using projected gradient ascent with step \( \alpha = \frac{1}{\beta^t} \), where \( t \) is the iteration. The result is shown on test examples of MNIST and TFD Fig 6 and 7 respectively. Although the model is not trained for this task, this inpainting procedure seems to yield reasonable qualitative performance, though we can notice the presence of spurious modes.
Figure 3: Unbiased samples from a trained NICE model. We sample $h \sim p_H(h)$ and we output $x = f^{-1}(h)$. 
Figure 4: Clifford torus in the latent space. We sample evenly \( h \) on a cartesian product \( S^2 \) of two circles of radius \( D - 2 \) in latent space, rotate it randomly and then output \( x = f^{-1}(h) \), note that the obtained latent points are on a sphere. These figures show part of the manifold structure learned by the model (four randomly chosen directions in that space).

Figure 5: Decay of \( \sigma_d = S_{dd}^{-1} \). The large values correspond to dimensions on which the model chooses to have larger variations, thus highlighting the learned manifold structure from the data. This is the non-linear equivalent of the eigenspectrum in the case of PCA.
Figure 6: Inpainting on MNIST. We list below the type of the part of the image masked per line of the above middle figure, from top to bottom: top rows, bottom rows, odd pixels, even pixels, left side, right side, middle vertically, middle horizontally, 75% random, 90% random. We clamp the pixels that are not masked to their ground truth value and infer the state of the masked pixels by projected gradient ascent on the likelihood. Note that with middle masks, there is almost no information available about the digit.

Figure 7: Inpainting on TFD. The adopted procedure is the same as the one used in MNIST (see caption Fig. 6).
7 Conclusion

In this work we presented a new flexible architecture for learning a highly non-linear transformation that maps the training data to a space where its distribution is approximately factorized, and a framework to achieve this by directly maximizing log-likelihood. Our model features efficient unbiased ancestral sampling and achieves competitive results on log-likelihood and inpainting.

Note that the architecture of our model could be trained using other inductive principles capable of exploiting its advantages, like toroidal subspace analysis (TSA) [Cohen and Welling, 2014].

We also briefly make a connection with variational autoencoders. Additional work can be made in that direction to allow more powerful approximate inference, with a more complex family of approximate posterior distributions, or a richer family of priors.
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