Maximum wind speed forecasting using historical data and artificial neural networks modeling
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ABSTRACT

Estimation of the wind speed makes a very important contribution to the seamless integration of wind power plants into the grid. In this way, the maximum amount of electricity can be generated by estimating the amount of energy that can be generated from wind energy. The measurements of the wind speed in the region, where the plant is to be established, made before the installation of the wind power plants (WPP), takes between 6 and 18 months. In this study, it was investigated what could be done to make a foresight and estimation about the wind speed in the future for the selected region. In order to accurately determine the wind speed, it was tried to be estimated by using artificial neural networks (ANN) included in the MATLAB package program. In this study, 365 data belonging to the previous years of the region to be studied were provided and used to train the ANN of the planned study. In practice, the parameters of temperature, humidity and pressure, which are among the factors affecting wind speed, were taken into consideration. An R value of 91.20% in the training phase, 93.04% in the validation phase and 92.76% in the test phase was obtained. High accuracy values were obtained at all phases and it was shown in this study that ANN can estimate reliably without memorizing.
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1. Introduction

Energy is undoubtedly one of the most important factors in the development of countries and the reduction of their foreign dependencies. Energy is of great importance in the economic and social development of countries. The demand for electrical energy is constantly increasing due to the rapid developing technology [1-3]. Today, countries meet most of their energy needs from fossils such as coal, oil and natural gas. The share of renewable energy sources is increasing gradually due to the depletion of fossil fuels causing global warming in recent years, their developmental damages [4-5]. Wind energy stands out among the renewable energy sources because it is less costly than other sources [5]. However, the electrical energy obtained from the wind varies depending on wind speed and can lead to production/consumption imbalances in the networks. Both the elimination of these imbalances and the suitability of the region where WPP will be installed in terms of wind speed have an important place in the literature.

The most commonly used methods in the literature in short-term wind speed estimations are autoregressive, autoregressive floating average and wavelet transform methods. These methods give better results, especially for a few hours [6]. If the estimation periods are extended, error rates increase and these methods cannot yield safe results. Studies conducted outside of ANN show inconsistent results with the increase in data counts. In previous studies, the success rate has not reached 90%. In ANN, the method of achieving high levels of accuracy is to use the most accurate algorithm. [7-8]. For this reason, it is aimed to obtain reliable results in long term estimations by using ANN in this study. The aim of this study is to establish the first stage of network reliability by predicting the maximum wind speed that the
turbines may be exposed in any wind plant depending on the weather conditions. In the study, the region where the wind speed will be estimated has been determined as Ardiçlı, Konya and data from previous years have been obtained from MeteoBlue. The average wind speed was estimated by taking the average wind, average temperature, average humidity and average pressure values of the region for 2019. In this way, the maximum wind speed that the region can reach during the day will be determined and the damages that the wind power plants can cause in the network will be prevented. Another advantage of estimating the maximum wind speed is that it allows investors to know this in advance and to trade more comfortably in the intraday and day-ahead market, as wind turbines cannot generate at wind speeds above the operating speed.

2. Material and Methods

The data we used for our study was obtained from the MeteoBlue database. The dataset contains variable values for the year 2019 [9]. Some of the data were used for ANN's education purposes and some for testing purposes so that the learning rate of the training was determined. The data was transferred directly to the Matlab program, and the normalization process was not needed because the data did not contain very large numbers. Of the 365 data per year, 256 were used in the training phase, 73 in the verification phase and 36 in the test phase.

2.1. Artificial neural networks

Artificial neural networks are a computer system developed in a structure similar to the nervous system in humans. This structure, which is similar to the nervous system, has a network architecture just like the combination of cells and is generally defined as 3 layers [10-11]. The three basic layers are formed by the merging of hidden layers between the input and output layers. A network can have multiple hidden layers. The number of these hidden layers and the number of nerve cells of each hidden layer has not been determined precisely, and solutions are produced by trial and error according to the problem structure [12-13].

When Figure 1 is examined, five basic elements in inputs, weights, net function, activation function and outputs draw attention in artificial neural networks outside of the basic layers. In the input and output layers of the network, there are data to be used to train the artificial neural network. The data in the input layer has certain weights, which directly affect the intelligence and learning performance of the network [13].

Learning method of the network has an important place in ANN. Classical learning methods of the network are divided into two as feed forward and backward propagation. It starts with the presentation of the inputs to the network during the forward calculation phase. Inputs presented to the network come to cells in hidden layer and net inputs are calculated. The hidden inputs are obtained by passing the calculated net inputs through the activation function. The stage of transformation of the artificial neural network making forward calculations into output was expressed in Formula 1.

\[
y_k = f_2\left\{\sum_{j=1}^{n} f_1\left[\sum_{i=1}^{m} x_{ij} w_{ij} + b_i\right] + b_k\right\}
\]  

In ANN, all data are not used for network learning. After the network training is completed, a certain part of it is used for testing purposes to determine the learning rate. In some cases, while the network gives almost perfect results during the training phase, the network does not perform correct operations by memorizing the network during the test phase. To prevent such situations, the learning rate is determined by providing the network with the values it has never seen during the test phase. In ANN, all data are not used for network learning. After the network training is completed, a certain part of it is used for testing purposes to determine the learning rate. In some cases, while the network gives almost perfect results during the training phase, the network does not perform correct operations by memorizing the network during the test phase. To prevent such situations, the learning rate is determined by providing the network with the values it has never seen during the test phase. In the backward calculation phase, the outputs are compared with the actual values. The difference between the output results and the actual values is called the error value. Weights
of the network are changed until the error value is minimum, and re-learning is provided.

In addition to the feedforward back propagation classical algorithms mentioned here, Newton and Levenberg-Marquardt (LM) algorithms, which give much faster results, are frequently preferred [15-16]. In this context, the LM algorithm was used for wind speed estimation. In the LM algorithm, the approximate value of a mixed matrix called the Hessian matrix $H(w)$ was taken as a basis. This method was expressed in Formula 2.

$$ H(w) \cong J^T(w)J(w) + \mu I $$  \hspace{1cm} (2)

$\mu$ : Marquardt parameter,
$T$ : Transposition of the Hessian matrix,
$I$ : Unit matrix.

In the back propagation of the network, the transposition of the Jacobian matrix is taken and the gradient of the network was calculated by making use of the errors in the network. This method was specified in Formula 3.

$$ \nabla E(w) = J^T(w)e(w) $$  \hspace{1cm} (3)

Formula 4 is used to calculate the change in weights of the network whose gradients are taken. Calculation is performed by multiplying the inverse of the Hessian matrix and the gradient of the network. The process of updating weights of the network was specified in Formula 5.

$$ \Delta w = -[H(w)]^{-1}\nabla E(w) $$  \hspace{1cm} (4)

$$ w_{\text{new}} = w_{\text{former}} + \Delta w $$  \hspace{1cm} (5)

The LM algorithm is an algorithm based on the idea of neighborhood. It is a technique that continues until the local minimum of the nonlinear function is found [17-18]. The LM algorithm, which gives the fastest and most reliable results in feed forward networks, has become a standard technique for nonlinear least squares problems [19-20].

### 2.2. Preparation of data for the region of application

In this study, we tried to estimate the maximum wind speed that may occur during the year with ANN. In this study conducted with ANN, while the daily average wind speed, temperature, pressure and humidity are input data, the maximum wind speed is considered as output data. Some of the data used in the study was given in Table 1.

| Day | Daily Average Wind Speed (10m) | Daily Average Temperature | Daily Average Humidity | Daily Average Pressure | Daily Maximum Wind Speed (10m) |
|-----|-------------------------------|---------------------------|------------------------|------------------------|-------------------------------|
| 1   | 3.7                           | 4.8                       | 85.25                  | 1033.57                | 7.91                          |
| 2   | 4.0                           | 2.2                       | 79.17                  | 1036.07                | 8.02                          |
| 3   | 1.3                           | 0.1                       | 75.71                  | 1038.88                | 4.40                          |
| 4   | 2.4                           | 1.2                       | 79.50                  | 1038.18                | 8.30                          |
| 5   | 7.9                           | 1.9                       | 85.25                  | 1033.55                | 11.72                         |
| 6   | 5.0                           | 3.0                       | 82.08                  | 1032.93                | 8.52                          |
| 7   | 2.2                           | 2.8                       | 80.75                  | 1033.59                | 6.11                          |
| 8   | 9.6                           | 4.3                       | 82.08                  | 1022.75                | 14.70                         |
| 9   | 8.6                           | 2.6                       | 76.75                  | 1016.70                | 12.32                         |
| 10  | 6.5                           | 0.4                       | 82.88                  | 1022.93                | 9.71                          |
| 364 | 1.4                           | 3.5                       | 53.79                  | 1034.50                | 5.08                          |
| 365 | 1.5                           | 5.2                       | 69.50                  | 1032.70                | 4.31                          |

Some of the data was used for training purposes of ANN and some of it was used for testing purposes, so the learning rate of training was determined. The data was transferred directly to the Matlab program, since the data does not contain very large numbers, no normalization process is required. The maximum wind speed used as output data was used to verify the results after training of ANN, so the success rate of the study was determined. The region of application used in the study is located in the north of Konya province. The location of the region was given in Figure 2.

![Fig. 2. Location of the region of application used in the study [21]](image-url)
3. Results and Discussion

In the study conducted, the determination of the most suitable ANN model has been found by trial and error, and the hidden layer parameters have been changed many times. A formula has not been developed in determining the best hidden layer parameters in ANN, but it can be found by trial and error [22-23]. A model that provides faster and more reliable results was determined both in the training phase of the ANN and in the testing phase. Levenberg-Marquardt algorithm, which is superior to other models and an advanced version of the feedback propagation algorithm, was used. Many algorithms have been tried to train the dataset, but the highest success rate has been reached by using “trainlm” as training algorithm, learngdm as learning algorithm, tangent sigmoid (tansig) function as activation function and an ANN model has been designed and obtained.

ANN stopping limit in training was determined as a high value of 1000 iterations, but ANN completed training early and stopped before reaching 1000 iterations. Accordingly, 1e-10 gradient value and 1000 verification values were given to the system. The training was completed by reaching 1000 iterations in 13 seconds. Data entered into the ANN interface realized in Matlab program was shown in Figure 3.

After the ANN model was created to estimate the maximum wind speed, training and testing stages were carried out. It was aimed to reach the lowest error value to make an accurate estimate. In this context, the data used in the training phase were not used in the re-test phase, the values were given to the network and the actual learning rate was determined. It was determined that the lowest error value in the training stage of the network occurred at 33rd iteration. Error rates depending on the number of iterations were given in Figure 4.

As a result of comparing the output values of the ANN, whose training and testing stages were completed, with the real values, the estimated percentage of the system can be calculated. In the study, the regression curves of all data regarding the training, verification and testing stages were shown in Figure 5.

The fact that the regression value approaches to 1 means that the model estimates values very close to the real values. When the test, verification and training stages were analyzed,
it was seen that the R value was close to each other and above 90%, giving successful results.

4. Conclusions

Wind speed may cause short circuit malfunction as a result of excessive increase on certain days of the year and damage to the turbine and the electrical elements in its equipment. The fact that the braking system in wind turbines cannot be activated at the maximum wind speed may cause such undesired situations to occur. In this study, it was aimed to determine the maximum wind speed beforehand and whether it is ensured that the turbine is placed in the lock position just before reaching the maximum wind speed as software. Thus, it is possible to prevent the mechanical malfunctions that may occur in the wind power plant that may be caused by the increase in wind speed and the possible electrical failures that may occur in the network as a result. The results obtained for the estimation of wind speed at the output of the ANN algorithm developed as a result of the work done were shown in Figure 6 and it was determined that the number of high-speed windy days that can damage the wind plant within one year will be 14 days. This result shows that the region is a suitable location for the wind power plant.

![Fig. 6. Maximum daily wind speed obtained at the output of ANN [21]](image)

The annual maximum wind speed in Ardıçlı WPP, Altınekin, Konya was estimated by ANN in Matlab program and an accurate estimation of 91.20% was made during the training phase. This rate increased to 92.76% in the test phase, and it was revealed that the learning rate of ANN was very successful. The system was not entered, but it was seen that it can make very correct decisions among the obtained data. In the study, determining the number of layers and choosing the right algorithm enabled the network to produce the fastest results without memorizing. As a result of the obtained work, it can help to predict the feasibility of the investment to be made for the power plant by providing an accurate estimate of the wind speed and by calculating the amount of electricity generation that the power plant can perform for the future. In addition, it was tried to provide a preliminary idea to the institutions or organizations that want to invest in a region based on wind energy on how long the investment they plan to make can be recovered.
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