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Abstract

Existing image captioning models are usually trained by cross-entropy (XE) loss and reinforcement learning (RL), which set ground-truth words as hard targets and force the captioning model to learn from them. However, the widely adopted training strategies suffer from misalignment in XE training and inappropriate reward assignment in RL training. To tackle these problems, we introduce a teacher model that serves as a bridge between the ground-truth caption and the caption model by generating some easier-to-learn word proposals as soft targets. The teacher model is constructed by incorporating the ground-truth image attributes into the baseline caption model. To effectively learn from the teacher model, we propose Teacher-Critical Training Strategies (TCTS) for both XE and RL training to facilitate better learning processes for the caption model. Experimental evaluations of several widely adopted caption models on the benchmark MSCOCO dataset show the proposed TCTS comprehensively enhances most evaluation metrics, especially the Bleu and Rouge-L scores, in both training stages. TCTS is able to achieve to-date the best published single model Bleu-4 and Rouge-L performances of 40.2% and 59.4% on the MSCOCO Karpathy test split. Our codes and pre-trained models will be open-sourced.

Introduction

Image captioning aims to automatically generate captions for images in natural language, which is of great significance in both Computer Vision and Natural Language Processing fields. This challenging task facilitates lots of practical applications such as human-machine interaction and content-based image retrieval. In general, image captioning models utilize CNN to encode the visual features of the image and leverage the LSTM (Hochreiter and Schmidhuber 1997) or the Transformer (Vaswani et al. 2017) as the language decoder to generate the captions. Recently, the attention-based encoder-decoder framework (Vinyals et al. 2015) becomes prevalent in image captioning. Generally speaking, different attention mechanisms focus on attending to different kinds of information. Visual attention (Xu et al. 2015; Anderson et al. 2018) exploits the extracted spatial feature or objects feature to effectively utilize the visual information. Semantic attention (You et al. 2016; Huang et al. 2020) and adaptive attention focus more on linguistic information such as image attributes and language features. Recently, X-linear attention (Pan et al. 2020) is proposed to model higher level information interactions.

Although current image captioning methods achieve remarkable performances, the widely adopted model training strategies are far from satisfactory. The captioning models are usually trained in two stages, namely the cross-entropy (XE) training stage and reinforcement learning (RL) training stage. In the XE training stage, the model is trained to maximize the probability of the subsequent word given the previous ground-truth word. However, we notice that about 98% percent of the images in the MSCOCO (Chen et al. 2015) training set suffers from misalignment. As is shown in the green circle in Figure 1, at the second time step, the model is fed with the word ‘a’ and is imposed to predict different words such as ‘policeman’, ‘motorcycle’, and ‘cop’ simultaneously. Such supervision would confuse the model in maximizing the probability of which word. In the RL stage, The widely adopted self-critical sequence training (SCST) (Rennie et al. 2017) computes the CIDEr score to form the reward for the whole caption instead of for each word.
word, which means that each word in the generated caption is assigned with the same reward. As shown in the blue circle in Figure 1, the generated caption is semantically close to the ground-truth captions and it should be assigned with a relatively high reward. Thus, the inaccurate word ‘bike’ also receives a high reward according to SCST. Consequently, it is hard for the model to identify that the word ‘bike’ is not so appropriate and correct this mistake. Therefore, we propose to leverage a teacher model, which achieves much better performance than current image captioning models, to guide the training process of the caption model (or denoted as the student model).

Instead of using larger models with much more parameters and computation as the teacher (Zhang et al. 2020), we propose to utilize attributes to train the teacher model. The image attributes are the most salient words describing the image, thus incorporating the ground-truth attributes enables the teacher model to generate correct keywords in the caption. Several previous works (Yao et al. 2017; Li et al. 2019) show that leveraging the ground-truth attributes boosts the performance of the captioning model by nearly 50%. The teacher model equipped with ground-truth attributes is applicable to guiding the student caption model in both XE and RL stages with our proposed Teacher-Critical Training Strategies (TCTS). In the XE stage, apart from utilizing the ground-truth captions as hard labels, we propose to leverage the teacher model to generate word probabilities as soft labels. As the teacher model generates the same probability distribution for the same input, the misalignment in the XE training can be mitigated. In the RL stage, we adopt the caption generated by the teacher, namely the teacher caption, as a sequence-level soft label. Although the teacher caption is not necessarily more accurate than the ground-truth caption, its tone is very similar to the model generated caption. Thus, we can effectively utilize the teacher caption to discriminate the appropriate words and inaccurate words inside the generated caption and adjust their rewards. For instance, the reward for the word ‘bike’ in Figure 1 will be properly lowered. Therefore, the student model will be able to recognize the inaccurate word and predicts a more appropriate word instead.

We evaluate both XE and RL performances of our proposed training strategies on the benchmark MSCOCO dataset. To fairly compare and convincingly validate the effectiveness of our methods, we incorporate TCTS into several baseline models such as Att2in (2017), BUTD (2018), X-LAN and X-Trans (2020). Experimental results show that our approaches achieve comprehensive improvements, especially in terms of the Bleu scores, over these baseline models. Our methods achieve to-date the best single model Bleu-4 scores of 40.2% in the offline evaluation and 39.0%/70.3% in the online evaluation. The main contributions of our works are as follows:

- We propose Teacher-Critical Training Strategies (TCTS) to improve the unreasonable supervision mechanisms in current training strategies to achieve state-of-the-art Bleu-4 and Rouge-L performances.
- TCTS provides additional soft labels to mitigate the misalignment in the XE training stage.
- In the RL stage, TCTS adjusts the rewards for appropriate words and inaccurate words to facilitate more reasonable reward assignment.

**Related Works**

**Image Captioning.** Most modern image captioning methods (Xu et al. 2015; You et al. 2016; Lu et al. 2017; Anderson et al. 2018; Huang et al. 2019; Pan et al. 2020) encode image through CNNs and then decode it with RNNs or the Transformer (Vaswani et al. 2017). Multiple attention mechanisms are proposed to enhance image captioning. In particular, Xu et al. (2015) introduced soft and hard attention mechanisms to select the most relevant image regions in word generation. You et al. (2016) proposed semantic attention to attend to the most salient words, namely image attributes, in the image in the language decoder. Anderson et al. (2018) leveraged the Faster R-CNN (Ren et al. 2015) to extract more explicit object features and predicted the image captions via bottom-up and top-down attention. Recently, Pan et al. (2020) designed an X-Linear attention block to capture higher-order interactions between the visual features to achieve state-of-the-art performance.

**Training Strategies** The caption models are always trained in two stages. In the first stage, the model is trained to predict the next token given previous ground-truth words under the cross-entropy (XE) loss. Zhang et al. (2020) introduced a teacher-recommended method to distill knowledge from an external language model. Although they also proposed to leverage soft label in XE training with a teacher model, taking a pure language model as the teacher may suffer from modality bias since the visual feature is significant in visual captioning. Thus, we propose to directly take an image captioning model as the teacher model to more effectively mitigate the misalignment in XE training. Moreover, while their method requires additional data to train the teacher model, our teacher model is constructed by additionally taking the ground-truth image attribute, which can be easily obtained from the ground-truth captions.

In the second stage, reinforcement learning (RL) is introduced to directly optimize the evaluation metrics such as CIDEr and Bleu. Rennie et al. (2017) introduced the self-critical sequence training (SCST) method which obtained a reward by taking the current model under the inference algorithm as the baseline. Discriminative reward for each word is not considered under this training strategy. To remedy this, Zhang et al. (2017) used another RNN to predict the state value function for different words. However, the value they computed is not directly related to the evaluation scores, which introduces estimation bias. Recently, Gao et al. (2019) proposed N-step SCST to estimate the per-token value by additionally generating several captions in the training process. Although their method utilizes the differences of CIDEr scores to assess the words’ value, they omit to evaluate the quality of the whole caption. Thus, the model may fall into local maxima where each word is plausible but the whole caption is less satisfying. Moreover, they suffer from relatively high computation cost, such as infer-
GT1: a **dog** and a **cat** that are standing in the grass.
GT2: a **small** puppy standing next to a small kitten.
GT3: a **kitten** is touching noses with a puppy outside.

Figure 2: The overall framework of our proposal. We utilize the ground-truth image attribute to construct the teacher caption model. To effectively utilize attribute information, we implement the attribute attention module and fuse the attended attribute information and visual information. The teacher model is applicable to guide the training process of the student model in both XE stage and the RL stage. In the XE stage, the teacher model generates the same probability distribution with identical previous input word ‘a’ as soft labels to alleviate the misalignment in the ground-truth captions (shown in green). In the RL stage, we compute the Longest Common Subsequence (LCS, shown in red) between the teacher caption and the student caption to adjust the rewards for appropriate words and inaccurate words (shown by red and blue arrows).

**Method**

Figure 2 demonstrates the overview of our proposed method. We firstly construct a teacher model that exploits both visual features and the ground-truth image attributes. The teacher model generates easy-to-learn word proposals in both XE and RL training stages to alleviate the problems in current training strategies. The implementation details of the teacher model and the Teacher-Critical Training Strategies (TCTS) are elaborated in this section.

**Constructing the Teacher Model**

In this work, we adopt the X-LAN (Pan et al. 2020) model as the backbone. This model consists of an X-linear attention based visual feature encoder and an X-linear attention module based LSTM decoder. While the vanilla X-LAN model only exploits the visual feature of each image, we additionally leverage another encoder to encode the embedding of ground-truth image attributes as is shown in the brown box in Figure 2. Denoting the attended visual feature and image attributes as is shown in the brown box in Figure 2. Denoting the attended visual feature and image attributes as is shown in the brown box in Figure 2. Denoting the attended visual feature and image attributes as is shown in the brown box in Figure 2.

\[
\hat{f}_t = \alpha_t \ast \hat{v}_t + \beta_t \ast \hat{a}_t \tag{3}
\]

The fused feature \(\hat{f}_t\) is then concatenated with \(h_t\) and sent to the Gated Linear Unit (GLU) layer to generate the context as in Eq 4. The context is finally input to the linear layer to generate the probability distribution of each word in the vocabulary shown in Eq 5.

\[
c_t = GLU([h_t; \hat{f}_t]W_w^{lu}) \tag{4}
\]

\[
q_t = \text{Softmax}(c_tW_v) \tag{5}
\]

Taking the ground-truth attribute as privilege knowledge, the teacher model is capable of generating correct key words when narrating the captions and forms applicable guidance for the student in both XE and RL training stages.

**TCTS for XE Training**

Denoting the ground-truth caption as \(\{y_1, y_2, \ldots, y_T\}\), the caption model is forced to maximize the probability of these ground-truth words in the XE training stage. Specifically, the loss function is computed as in Eq 6, where \(\theta\) is the trainable parameter in the caption model and \(p_t\) is the word probability distribution predicted by the caption model.

\[
L^{XE}(\theta) = -\frac{1}{T} \sum_{t=1}^{T} \delta(y_t) \ast \log p_t \tag{6}
\]

It can be noticed that only the probability of the ground-truth word is directly optimized since \(\delta(y_t)\) is a one-hot vector which equals to 1 only at the \(y_t\) position. This constraint introduces misalignment since some corresponding words, as shown in the green words in Figure 2, such as ‘**dog**’, ‘**small**’, and ‘**kitten**’ are simultaneously forced to reach the top probability given the same previous word ‘a’. Alternatively, we adopt the word probability generated by the teacher model \(q_t\) in the forward pass as the soft label as is shown in the bottom of Figure 2. We additionally compute...
the Kullback-Leibler (KL) divergence between the distribution of the teacher model and the student model to soften the loss function. The loss of KL divergence is formulated in Eq\[7\] where \( K \) is the vocabulary size. As the teacher model generates the same probability distribution with identical inputs, the misalignment in the XE training can be mitigated. Thus, the student model is taught to generate a more reasonable probability distribution rather than maximize the probability of ground-truth word at each time step.

\[
L^{KL}(\theta) = -\frac{1}{T} \sum_{i=1}^{T} \sum_{k=1}^{K} q_i^k \log \frac{p_i^k}{q_i^k} \tag{7}
\]

The KL divergence loss is finally summed with XE loss by the weight of \( \lambda_1 \) to form the teacher-critical XE loss in Eq\[8\]

\[
L^{XE}_{TCTS}(\theta) = L^{XE}(\theta) + \lambda_1 * L^{KL}(\theta) \tag{8}
\]

**TCTS for RL Training**

Only optimizing the captioning model with the XE loss would lead to exposure bias. The model is fed with the ground-truth word in the training process but is fed with the previous generated word in the inference mode. More importantly, the evaluation metric are not directly optimized in the training process. Consequently, several reinforcement learning (RL) strategies are proposed to remedy these inconsistency. We first briefly introduce the general idea of implementing RL in image captioning. The caption model, parameterized by \( \theta \), can be viewed as an agent who receives a reward \( R \) after it takes an action \( A \) (generates a caption \( w^t \)) against the current environments (input features). The goal of reinforcement learning is to minimize the negative expect reward as in Eq\[9\] where \( p_\theta \) is the policy defined by the parameter \( \theta \). In practice, the reward is estimated with a single sample from \( p_\theta \). Therefore, the gradient of reinforcement learning is formulated in Eq\[10\]

\[
\nabla_\theta L^{RL}(\theta) = -\mathbb{E}_{w^s \sim p_\theta}[R(w^s)] \tag{9}
\]

\[
\nabla_\theta L^{RL}(\theta) = -R(w^s)\nabla_\theta \log p_\theta(w^s), \quad w^s \sim p_\theta \tag{10}
\]

In the widely-adopted Self-Critical Sequence Training (SCST) \cite{Rennie2017}, the reward is the CIDEr score of the sampled caption minus the CIDEr score of the greedy decoded caption as in Eq\[11\]

\[
R(w^s)_{SCST} = CIDEr(w^s) - CIDEr(w^{gre}) \tag{11}
\]

Note that this reward is computed for the whole caption, which means that the reward of all the words in the sampled caption are the same. However, as shown in the top of Figure\[2\] the student model correctly narrates ‘standing’ but erroneously states ‘two dogs’. It is not reasonable to assign ‘standing’ and ‘two dogs’ the same reward.

Consequently, we additionally leverage a teacher model to criticize the caption sampled from the student model to assign more reasonable weights to each word. Practically, the teacher greedy decodes a caption denoted as \( w_t^{\text{gre}} = [w_1^{\text{gre}}, w_2^{\text{gre}}, ..., w_T^{\text{gre}}] \). As the teacher model is trained with the ground-truth attributes, most keywords in the teacher captions are correct. Thus, the teacher caption is well formulated and can be leveraged to guide the student model.

We then search the Longest Common Subsequence (LCS) between the teacher caption and the student caption shown at the top of Figure\[2\] A sequence is a sequence that appears in the same relative order, but not necessarily contiguous. The LCS problem is a classic computer science problem that aims at finding the longest subsequence present in both given sequences. The words inside the LCS are assumed to be the appropriate words that should be assigned with more rewards. The rest words are more likely to be inaccurate, therefore their rewards should be decreased. Suppose that there are \( n \) appropriate words and \( m \) inaccurate words in the student caption, we compute the normalized CIDEr score of the teacher caption to modify the original reward in Eq\[11\]. The additional rewards for the appropriate words and the inaccurate words are formulated in Eq\[12\][14]

\[
\eta = \frac{n - m}{n + m} CIDEr(w_t^{\text{gre}}) \tag{12}
\]

\[
R(\text{appr}) = CIDEr(w_t^{\text{gre}}) - \eta \tag{13}
\]

\[
R(\text{inac}) = -CIDEr(w_t^{\text{gre}}) - \eta \tag{14}
\]

The additional rewards are added to the original reward with the weight of \( \lambda_2 \) in Eq\[15\] to form the teacher-critical reward for each appropriate and inaccurate word respectively as shown by the red and blue arrows in Figure\[2\]

\[
R(w^s)_{TCTS} = R(w^s)_{SCST} + \lambda_2 R(\text{appr}) - \lambda_2 R(\text{inac}) \tag{15}
\]

Note that the sum of the normalized additional reward of a caption equals zero, therefore, taking the teacher-critical rewards does not violate the goal of optimizing CIDEr score in the reinforcement learning stage but encourages the student model to generate more appropriate words and replace the inaccurate words.

It should be noticed that teacher captions may not be necessarily better than the ground-truth captions semantically. However, since they are generated by a model instead of human beings, they better follow the tone of how a deep model may describe images. Therefore, they are probably more achievable supervisions for the student model compared to the human labelled ground-truth. Actually, a teacher caption can be viewed as sequence-level soft label that effectively bridges the gap between the student model and the human-labeled ground-truth captions. Detailed comparisons will be elaborated in the quantitative analysis.

**Experiments**

**Experimental Settings**

We evaluate our model on the MSCOCO captioning dataset \cite{Chen2015}. Words that appear in the training set for over 5 times are selected to form a vocabulary of the size \( K=9487 \). We follow the widely adoptedKarpathy’s data split \cite{Karpathy2015} in offline evaluation. We utilize the ResNet-101 object features released in BUTD \cite{Anderson2018} for image captioning. For fair comparisons with the SOTA X-LAN \cite{Pan2020}
and re-productivity, the explicit model sizes (including the random seeds) and learning rate schedules are set identically to their open-source codes. Our models are trained 50 epochs under XE+TCTS loss and another 50 epochs under SCST+TCTS with a mini-batch size of 40 and 20 respectively. To evaluate the image captioning performance, the following metrics are used: Bleu (2002), Meteor (2014), Rouge-L (2004), CIDEr (2015), and SPICE (2016). Similar to (Fang et al. 2015; Gan et al. 2017), the most frequent 1000 words are selected to form the attribute vocabulary in the teacher model. The teacher model is fixed after XE and RL training. The weights of TCTS in XE and RL training are set to $\lambda_1 = 0.2$ and $\lambda_2 = 0.02$ respectively.

**Performance Evaluation**

**Offline Evaluation** Table 1 reports the performances of our proposed TCTS in terms of XE training on several baseline models. It can be noticed that with the misalignment mitigated, comprehensive improvement is reached for these baseline models. In Table 2 we present the gain of incorporating TCTS in the RL stage. Note that the X-LAN and X-Trans (Pan et al. 2020) models are trained with a batch size of 40. However, we can only set the batch size to 20 due to GPU constraint. Consequently, we re-train these two models with a batch size of 20 for fair comparisons. The performances of the re-trained models are reported with "*". In general, our proposed TCTS also consistently exhibits better performances than the baseline models in the RL stage, especially in terms of the Bleu and the Rouge-L scores. This is because the proposed TCTS encourages student model to generate the captions that have longer LCS with the teacher captions. As the Bleu-4 and Rouge-L score is closely related to the LCS and identical 4-grams between the model generated caption and the ground-truth, higher scores implies that the semantic quality of teacher caption is high enough to guide the student model in the training process.

Comparing with other recent image captioning methods in Table 2, we notice that the SGAE (Yang et al. 2019) and the BUTD+TCTS model show comparable performances. While SGAE adopts the BUTD model as the backbone and additionally incorporates scene graph features, the BUTD+TCTS model outperforms SGAE in terms of Bleu-4, Meteor, and Rouge-L scores without taking in any additional inputs. Utilizing the LSTM based X-LAN teacher to guide X-Trans* leads to relatively less improvement, per-haps this is due to the fact that the LSTM is less powerful than the Transformer in the RL stage. Putting Table 1 and Table 2 together, we can witness that directly incorporating the widely adopted SCST (Rennie et al. 2017) improves 1.1% Bleu-4 and 1.0% Rouge-L scores on the X-LAN* model. However, the Bleu-4 and Rouge-L scores enjoy 1.9% and 1.2% improvements respectively with the the guidance from the teacher model, which suggests that our proposed RL method is more effective than SCST on the SOTA captioning model. In general, utilizing our proposed TCTS reaches the best Bleu and Rouge-L scores among all compared methods. The performance comparisons again verify the effectiveness of adopting TCTS in the RL stage.

**Online Evaluation** Table 3 reports the performance gain of utilizing our proposed TCTS on the X-LAN* model in the RL stage on the official MSCOCO evaluation server. Compared with other methods that utilize an ensemble of multiple captioning models, we can see that our single model achieves very competitive performance. Similar to the offline evaluation, we reach the best Bleu-2, Bleu-3, Bleu-4 and Rouge-L scores among all the compared methods.

**Quantitative Analysis**

The Quality of Teacher Caption

The key to our proposed TCTS in the RL stage is that captions generated by the teacher model are better guidance for the caption model. To quantitatively demonstrate the quality of the teacher caption, we utilize the teacher captions as the ground-truth captions to train the captioning model with the self-critical sequence training (Rennie et al. 2017). As the teacher model only generates one caption per image, we randomly select one human-labeled ground-truth caption per image to train another caption model for a fair comparison. The comparison shown in Table 4 suggests that using the teacher caption reaches higher a CIDEr score in the CIDEr optimization SCST than one ground-truth caption. This is because the teacher caption is narrated by a model but not a human being. Although the teacher caption is not necessarily better than the ground-truth caption in depicting the image, the language style of the teacher caption is closer to the model’s way of narrating the captions. Consequently, utilizing such captions as additional guidance in our proposed TCTS is beneficial for training caption models.

**Evaluating Different Training Strategies**

We compare our method over several commonly used training strategies in Table 5. For fair comparisons with the previous works, we re-implement the Att2in model (Rennie et al. 2017) which adopts $14 \times 14 \times 2048$ ResNet (He et al. 2016) feature in caption generation. It can be witnessed that our proposed TCTS achieves comprehensively improvement in the XE training stage. In the RL stage, we outperform the baseline SCST by a large margin. Comparing with the more recent N-SCST (Gao et al. 2019) method, our model also achieves the best scores in all the metrics. Specifically, our method enhances the CIDEr score for 3.4% over the N-SCST method, which suggests that our method performs much better in the CIDEr optimization RL training process.

It is worth noticing that adopting TCTS yields more gain on the Att2in model than on the X-LAN* model. Consider-
### Table 2: Single model offline performances (%) of various methods on MSCOCO trained by reinforcement learning.

| Methods              | Bleu-1 | Bleu-2 | Bleu-3 | Bleu-4 | Meteor | Rouge-L | CIDEr | SPICE |
|----------------------|--------|--------|--------|--------|--------|---------|-------|-------|
| GCN-LSTM (Yao et al. 2018) | 80.5   | -      | 38.2   | 28.5   | 58.3   | 127.6   | 22.0  |
| LBPF (Qin et al. 2019)     | 80.5   | -      | 38.3   | 28.5   | 58.4   | 127.6   | 22.0  |
| SGE (Yang et al. 2019)     | 80.8   | -      | 38.4   | 28.4   | 58.6   | 127.8   | 22.1  |
| AoA (Huang et al. 2019)    | 80.2   | -      | 38.9   | 29.2   | 58.8   | 129.8   | 22.4  |
| MAD+SAP (Huang et al. 2020) | -   | -      | 38.6   | 28.7   | 58.5   | 128.8   | 22.2  |
| M2Trans (Cornia et al. 2020) | 80.8 | -      | 39.1   | 29.2   | 58.6   | 131.2   | 22.6  |
| BUTD (Anderson et al. 2018) | 79.8   | -      | 36.3   | 27.7   | 56.9   | 120.1   | 21.4  |
| +TCTS (ours)             | 80.3   | 65.0   | 50.7   | 38.8   | 28.6   | 58.7    | 126.4 | 22.1  |
| X-Trans (Pan et al. 2020) | 80.9   | 65.8   | 51.5   | 39.7   | 29.5   | 59.1    | 132.8 | 23.4  |
| X-Trans*                 | 81.0   | 65.8   | 51.5   | 39.6   | 29.4   | 59.0    | 132.0 | 23.4  |
| +TCTS (ours)             | 81.2   | 66.1   | 51.9   | 40.1   | 29.5   | 59.3    | 132.3 | 23.5  |
| X-LAN (Pan et al. 2020)   | 80.8   | 65.6   | 51.4   | 39.5   | 29.5   | 59.2    | 132.0 | 23.4  |
| X-LAN*                   | 80.7   | 65.5   | 51.2   | 39.3   | 29.5   | 59.0    | 131.7 | 23.3  |
| +TCTS (ours)             | 81.0   | 66.1   | 52.0   | 40.2   | 29.5   | 59.4    | 132.2 | 23.4  |

### Table 3: Performance (%) on the online MSCOCO evaluation server. The methods using model ensemble are labeled with $\Sigma$.

| Methods              | Bleu-1 | Bleu-2 | Bleu-3 | Bleu-4 | Meteor | Rouge-L | CIDEr |
|----------------------|--------|--------|--------|--------|--------|---------|-------|
| SCST$^{\Sigma}$ (2017) | 78.1 | 93.7  | 61.9   | 86.0   | 47.0   | 75.9    | 35.2  |
| LSTM-A$^{\Sigma}$ (2017) | 78.7  | 93.7  | 62.7   | 86.7   | 47.6   | 76.5    | 35.6  |
| Up-Down$^{\Sigma}$ (2018) | 80.2  | 95.2  | 64.1   | 88.8   | 49.1   | 79.4    | 36.9  |
| CAVP (2019)           | 80.1  | 94.9  | 64.7   | 88.8   | 50.0   | 79.7    | 37.9  |
| SGE$^{\Sigma}$ (2019) | -     | -     | -      | -      | -      | -       | -     |
| MAD+SAP$^{\Sigma}$ (2020) | 80.5  | 94.9  | 65.1   | 89.1   | 50.4   | 80.0    | 38.4  |
| X-LAN (2020)          | 80.3  | 94.7  | 65.0   | 88.9   | 50.5   | 80.2    | 38.6  |
| X-LAN*                | 80.3  | 94.8  | 65.0   | 88.9   | 50.5   | 80.2    | 38.5  |
| +TCTS (ours)          | 80.5  | 94.8  | 65.3   | 89.1   | 50.9   | 80.5    | 39.0  |

$\Sigma$ indicates model ensemble.
Figure 3: Performance comparisons of adopting TCTS over SCST in terms of Rouge-L, Bleu-4, and CIDEr scores. The horizontal axes are every epoch and the vertical axes are corresponding metrics on MSCOCO Karpathy test split.

GT: a table with a plate of cut pizza, two plates of salad, and a can of soda.
X-LAN*: a group of plates of food on a table.
+TCTS: a table with plates of food and a can of soda.

GT: a young girl brushing her teeth with a toothbrush and toothpaste.
X-LAN*: a woman brushing her teeth with a fork.
+TCTS: a woman brushing her teeth with a toothbrush.

GT: two zebras standing close to a little one.
X-LAN*: a group of zebras standing in the dirt.
+TCTS: a group of zebras standing next to a baby zebra.

GT: a brown dog with a stick in its mouth.
X-LAN*: a dog walking in the snow.
+TCTS: a brown dog walking in the snow with a stick in its mouth.

GT: a person holding a phone in each hand and wearing a head set in front of a Christmas tree.
X-LAN*: a woman sitting in a chair holding a cell phone.
+TCTS: a woman sitting in front of a Christmas tree with a cell phone.

GT: an airport filled with planes sitting on tarmacs.
X-LAN*: a group of airplanes parked in an airport window.
+TCTS: a group of airplanes parked at an airport tarmac.

GT: a woman sitting in front of a Christmas tree with a cell phone.

GT: a table with a plate of cut pizza, two plates of salad, and a can of soda.

GT: a brown dog with a stick in its mouth.

GT: a young girl brushing her teeth.

GT: two zebras standing close to a little one.

Figure 4: Qualitative results of our proposed TCTS (in red) compared with the ground-truth caption (in green) and the X-LAN* model trained under SCST (in blue).

Table 4: Single model offline performances (%) of adopting different ground-truth in SCST.

Table 5: Single model offline performances (%) of adopting various training strategies on the Att2in model.
model trained with the same three random seeds. These models’ average and standard deviation of Rouge-L, Bleu-4, and CIDEr scores on the MSCOCO test set are shown in Figure 3. We find that our method shows remarkable improvement over the SCST baseline in terms of Rouge-L and Bleu-4 scores due to the discriminative reward computation strategy adopted in our TCTS. Our training strategy encourages the student model to generate longer LCS with the teacher model and punish the words that are not in the LCS. Thus the Rouge-L score and Bleu-4 score can be effectively enhanced. Figure 3(c) shows that adopting TCTS even improves the CIDEr performance in latter epochs. Consequently, additionally adopting our method not only does not violate the goal of optimizing the CIDEr score but also increases the CIDEr with the help of the teacher model.

Qualitative Results

Figure 4 shows some qualitative results of our proposed TCTS method against the ground-truth caption and the X-LAN* model trained with SCST (Rennie et al. 2017). These images are chosen from the MSCOCO Karpathy test split. We show three captions for each image, in which the green, blue, and red captions are the ground-truth and generated by X-LAN* and X-LAN*+TCTS respectively. Generally, it can be noticed that with the incorporation of TCTS, the student model can recognize more correct keywords for the image. This is because the teacher model is trained with the ground-truth attributes, therefore it is capable of generating captions with correct keywords. In the training process, the student model is encouraged to generate more appropriate keywords to prolong the LCS. Such ability to recognize the objects and generate correct keywords can be generalized to the test set to assist the student model to generate precise and detailed captions. As shown in Figure 4(a)-(c), while the baseline X-LAN* model fails to depict the correct instances in the image, the X-LAN*+TCTS model is able to precisely recognize the ‘Christmas tree’, the ‘toothbrush’, and the ‘tarmacs’. We show that TCTS helps the student model to generate a more detailed caption in Figure 4(d)-(f). Our model narrates very similar to the ground-truth in Figure 4(d), which means the teacher even helps the student to better learn the tone of the ground-truth to some extent. In Figure 4(f), our model even depicts the image more detailed than the ground-truth caption, which further verifies the effectiveness of the proposed TCTS.

Conclusions

In this paper, we propose Teacher-Critical Training Strategies (TCTS) to effectively leverage the teacher model to improve the unreasonable supervision mechanisms in commonly adopted XE and RL training processes. The experimental results on MSCOCO suggest that our method achieves comprehensive improvement in the XE stage and obtains remarkable enhancement in terms of Bleu and Rouge-L scores in the RL stage. That our method achieves noticeable improvement over SCST on the light Att2in model suggests that our method is more applicable in the practical implementation of image captioning models. Currently, our method is not capable of generate a per-token reward for each word in the student caption. We leave it as the future work that developing a more advanced teacher-critical per-token reward assignment strategy to further boost the CIDEr score.

References

Anderson, P.; Fernando, B.; Johnson, M.; and Gould, S. 2016. Spice: Semantic propositional image caption evaluation. In European Conference on Computer Vision, 382–398. Springer.

Anderson, P.; He, X.; Buehler, C.; Teney, D.; Johnson, M.; Gould, S.; and Zhang, L. 2018. Bottom-up and top-down attention for image captioning and visual question answering. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, volume 3, 6.

Chen, X.; Fang, H.; Lin, T.-Y.; Vedantam, R.; Gupta, S.; Dollár, P.; and Zitnick, C. L. 2015. Microsoft COCO captions: Data collection and evaluation server. arXiv preprint arXiv:1504.00325 URL https://arxiv.org/abs/1504.00325

Cornia, M.; Stefanini, M.; Baraldi, L.; and Cucchiara, R. 2020. Meshed-Memory Transformer for Image Captioning. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 10578–10587.

Denkowski, M. J.; and Lavie, A. 2014. Meteor Universal: Language Specific Translation Evaluation for Any Target Language. In Proceedings of the 9th workshop on statistical machine translation, 376–380.

Fang, H.; Gupta, S.; Iandola, F.; Srivastava, R. K.; Deng, L.; Dollár, P.; Gao, J.; He, X.; Mitchell, M.; Platt, J. C.; et al. 2015. From captions to visual concepts and back. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 1473–1482.

Gan, Z.; Gan, C.; He, X.; Pu, Y.; Tran, K.; Gao, J.; Carin, L.; and Deng, L. 2017. Semantic compositional networks for visual captioning. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, volume 2.

Gao, J.; Wang, S.; Wang, S.; Ma, S.; and Gao, W. 2019. Self-critical n-step Training for Image Captioning. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 6300–6308.

He, K.; Zhang, X.; Ren, S.; and Sun, J. 2016. Deep residual learning for image recognition. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 770–778.

Hochreiter, S.; and Schmidhuber, J. 1997. Long short-term memory. Neural Computation 9(8): 1735–1780.

Huang, L.; Wang, W.; Chen, J.; and Wei, X.-Y. 2019. Attention on attention for image captioning. In Proceedings of the IEEE International Conference on Computer Vision, 4634–4643.

Huang, Y.; Chen, J.; Ouyang, W.; Wan, W.; and Xue, Y. 2020. Image Captioning With End-to-End Attribute Detection and Subsequent Attributes Prediction. IEEE Transactions on Image Processing 29: 4013–4026.

Karpathy, A.; and Fei-Fei, L. 2015. Deep visual-semantic alignments for generating image descriptions. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 3128–3137.

Li, G.; Zhu, L.; Liu, P.; and Yang, Y. 2019. Entangled Transformer for Image Captioning. In Proceedings of the IEEE International Conference on Computer Vision, 8928–8937.
Lin, C.-Y. 2004. Rouge: A package for automatic evaluation of summaries. In Proc. Text Summarization Branches Out, 1–8.

Lu, J.; Xiong, C.; Parikh, D.; and Socher, R. 2017. Knowing when to look: Adaptive attention via a visual sentinel for image captioning. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 3242–3250. IEEE.

Pan, Y.; Yao, T.; Li, Y.; and Mei, T. 2020. X-Linear Attention Networks for Image Captioning. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 10971–10980.

Papineni, K.; Roukos, S.; Ward, T.; and Zhu, W.-J. 2002. BLEU: a method for automatic evaluation of machine translation. In Proceedings of the 40th annual meeting on association for computational linguistics, 311–318.

Qin, Y.; Du, J.; Zhang, Y.; and Lu, H. 2019. Look Back and Predict Forward in Image Captioning. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 8367–8375.

Ren, S.; He, K.; Girshick, R.; and Sun, J. 2015. Faster R-CNN: Towards Real-Time Object Detection with Region Proposal Networks. In Advances in neural information processing systems.

Rennie, S. J.; Marcheret, E.; Mroueh, Y.; Ross, J.; and Goel, V. 2017. Self-Critical Sequence Training for Image Captioning. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 1179–1195.

Vaswani, A.; Shazeer, N.; Parmar, N.; Uszkoreit, J.; Jones, L.; Gomez, A. N.; Kaiser, L.; and Polosukhin, I. 2017. Attention is all you need. In Advances in Neural Information Processing Systems, 5998–6008.

Vedantam, R.; Lawrence Zitnick, C.; and Parikh, D. 2015. Cider: Consensus-based image description evaluation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 4566–4575.

Vinylals, O.; Toshev, A.; Bengio, S.; and Erhan, D. 2015. Show and tell: A neural image caption generator. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 3156–3164.

Xu, K.; Ba, J.; Kiros, R.; Cho, K.; Courville, A.; Salakhudinov, R.; Zemel, R.; and Bengio, Y. 2015. Show, attend and tell: Neural image caption generation with visual attention. In Proceedings of International Conference on Machine Learning, 2048–2057.

Yang, X.; Tang, K.; Zhang, H.; and Cai, J. 2019. Auto-encoding scene graphs for image captioning. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 10685–10694.

Yao, T.; Pan, Y.; Li, Y.; and Mei, T. 2018. Exploring visual relationship for image captioning. In European Conference on Computer Vision, 684–699.

Yao, T.; Pan, Y.; Li, Y.; Qiu, Z.; and Mei, T. 2017. Boosting image captioning with attributes. In Proceedings of the IEEE International Conference on Computer Vision, 22–29.

You, Q.; Jin, H.; Wang, Z.; Fang, C.; and Luo, J. 2016. Image captioning with semantic attention. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, 4651–4659.

Zha, Z.-J.; Liu, D.; Zhang, H.; Zhang, Y.; and Wu, F. 2019. Context-Aware Visual Policy Network for Fine-Grained Image Captioning. IEEE Transactions on Pattern Analysis and Machine Intelligence.