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Abstract

Sums of the form $\sum_{q \leq N_1 < \cdots < N_m \leq a} a_{(m)}; N_m \cdots a_{(2)}; N_2 a_{(1)}; N_1$ date back to the sixteenth century when Viète illustrated that the relation linking the roots and coefficients of a polynomial had this form. In more recent years, such sums have become increasingly used with a diversity of applications. In this paper, we develop formulae to help with manipulating such sums (which we will refer to as multiple sums). We develop variation formulae that express the variation of multiple sums in terms of lower order multiple sums. Additionally, we derive a set of partition identities that we use to prove a reduction theorem that expresses multiple sums as a combination of simple (non-recurrent) sums. We present a variety of applications including applications concerning polynomials and MZVs as well as a generalization of the binomial theorem. Finally, we establish the connection between multiple sums and a type of sums called recurrent sums. By exploiting this connection, we provide additional partition identities for odd and even partitions.

Keywords. Multiple sums, Viète’s Formula, Viète’s Theorem, Polynomials, Partitions, Stirling numbers of the first kind, Multiple zeta values, Riemann zeta function, Bernoulli numbers, Faulhaber formula.

MSC 2020: primary 11P84 secondary 11B73, 11M32, 11C08

1 Introduction and Notation

The harmonic series is a divergent series as was proven independently by Nicole Oresme [30], Pietro Mengoli [27], Johann Bernoulli [5], and Jacob Bernoulli [3, 4]. However, elevating the terms to a power $s > 1$, we obtain a convergent series. Sums of the form

$$\zeta(s) = \sum_{n=1}^{\infty} \frac{1}{n^s}$$

where $s$ is a real number, were first studied by Euler. The case for $s = 2$ is the celebrated Basel problem. Its fame came from the originality of the way Euler proved that $\zeta(2) = \frac{\pi^2}{6}$ [13, 14, 16]. More rigorous proofs were later developed [12]. By the method used to find $\zeta(2)$, Euler was able to obtain a general formula for this zeta function for positive even values of $s$. In 1859, a generalized form of $\zeta(s)$ where $s$ is a complex variable was introduced by Riemann in his article “On the Number of Primes Less Than a Given Magnitude” [34]. In recent years, mathematicians like Zagier [38], Hoffman [24], and Granville [20] have introduced a generalized form of the zeta function which they call the multiple harmonic series (MHS) or multiple zeta values (MZV). However, interest in these sums dates back to when Euler studied the case of length 2 [15].

These sums/series have been of interest to mathematicians for a long time. Since the beginning of the 1990s, such series/sums have been heavily studied by mathematicians such as
Hoffman and Zagier. Interest in such sums grew from their tremendous importance in Number Theory and numerous applications \[37\]. For example, the multiple harmonic series is directly related to the Riemann zeta function $\zeta(s)$ \[24, 20\]. Interest in these series extends beyond mathematics. In fact, they appear in many fields of physics. The number $\zeta(6, 2)$ appeared in the quantum field theory literature in 1986 \[9\]. They are of fundamental importance for the connection of knot theory with quantum field theory \[10, 25\]. Multiple harmonic sums became even more important when higher order calculations in quantum electrodynamics (QED) and quantum chromodynamics (QCD) started needing them \[7, 6\].

A multiple harmonic series (MHS) or multiple zeta values (MZV) is defined as:

$$\zeta(s_1, s_2, \ldots, s_k) = \sum_{1 \leq N_1 < N_2 < \cdots < N_k} \frac{1}{N_1^{s_1} N_2^{s_2} \cdots N_k^{s_k}}.$$  
Its partial sum is written as:

$$\zeta_n(s_1, s_2, \ldots, s_k) = \sum_{1 \leq N_1 < N_2 < \cdots < N_k \leq n} \frac{1}{N_1^{s_1} N_2^{s_2} \cdots N_k^{s_k}}.$$  
These sums are a particular case of what we called multiple sums as they are of the form $\sum_{1 \leq N_1 < \cdots < N_m \leq n} a(m); N_m \cdots a(i); N_i$ with $a(i); N_i = \frac{1}{N_i^{s_i}}$ for all $i$. Note, however, that while this particular case has been heavily studied, the general case has received much less attention. Meanwhile, there are thousands of formulae for multiple harmonic sums/series in the literature, not much can be found for general multiple sums/series. In this article, we derive some essential formulae for dealing with general multiple sums. The aim of this paper is to develop methods/formulae that allow us to better the way we work with multiple sums. We will develop formulæ to calculate the variation of such sums as well as formulæ to express multiple sums in terms of simple sums. Partition identities needed to prove these formulæ as well as partition identities that can be derived from these formulæ will be presented. These identities include sums over partitions involving Bernoulli numbers and the zeta function as well as a new definition of binomial coefficients as a sum over partitions. Likewise, by complementing this work with that done in \[22\], we will extend the partition identities of this article to sums over odd and even partitions. As a matter of fact, multiple sums are intimately related to recurrent sums (presented in \[22\]) as we will show in this paper.

Additionally, note that like the MHS, the general multiple sum structure is not recent, it goes back to the 17-th century. In 1646, Viète proved that a polynomial can be represented as a product of factors (Viète’s theorem) as well as he developed the relations linking the coefficients of a polynomial to its roots for positive roots (Viète’s formula) \[36\]. Viète’s formula was later proven to hold for any roots or coefficients by A. Girard \[19\]. The type of sums represented by Viète’s formula is a general multiple sum. Hence, according to Viète’s formula, multiple sums are fundamental for linking the roots and coefficients of a polynomial.

The importance of this article is based on how it improves our ability to study sums of this form. The theorems presented in this paper can be used to develop new theorems involving multiple sums or to improve upon previously obtained results as we will illustrate in this article. Applications include generalizing the Faulhaber formula for the sum of powers to a formula for the multiple sum of powers. They also include simplifying the relation between roots and coefficients of a polynomial as well as linking the roots of a polynomial to those of its derivatives. And probably, most importantly, illustrating the behavior of MZVs as the number of sums goes to infinity. The partition identities are also a major part of the importance of this paper. This article includes partition identities not only for partitions in general but also for odd and even partitions. These identities could be key in deriving new theorems involving odd or even partitions.
Now let us define a notation for multiple sums which we will use in the remainder of this paper: For any \( m, q, n \in \mathbb{N} \) where \( n \geq q + m - 1 \) and for any set of sequences \( a_{(1)}; N_1, \ldots, a_{(m)}; N_m \) defined in the interval \([q, n]\), let \( P_{m,q,n}(a_{(1)}; N_1, \ldots, a_{(m)}; N_m) \) represent the general multiple sum of order \( m \) for the sequences \( a_{(1)}; N_1, \ldots, a_{(m)}; N_m \) with lower and upper bounds respectively \( q \) and \( n \). For simplicity, however, we will denote it simply as \( P_{m,q,n} \).

\[
P_{m,q,n} = \sum_{q \leq N_1 < \cdots < N_m \leq n} a_{(m)}; N_m \cdots a_{(2)}; N_2 a_{(1)}; N_1
\]

\[
= \sum_{N_m = q + m - 1}^{n} \cdots \sum_{N_2 = q + 1}^{N_3 - 1} \sum_{N_1 = q}^{N_2 - 1} a_{(m)}; N_m \cdots a_{(2)}; N_2 a_{(1)}; N_1
\]

\[
= \sum_{N_m = q + m - 1}^{n} a_{(m)}; N_m \cdots \sum_{N_2 = q + 1}^{N_3 - 1} a_{(2)}; N_2 \sum_{N_1 = q}^{N_2 - 1} a_{(1)}; N_1.
\]

The most common case of a multiple sum is that where all sequences are the same,

\[
P_{m,q,n}(a_{N_1}, \ldots, a_{N_m}) = \sum_{q \leq N_1 < \cdots < N_m \leq n} a_{N_m} \cdots a_{N_2} a_{N_1}
\]

\[
= \sum_{N_m = q + m - 1}^{n} \cdots \sum_{N_2 = q + 1}^{N_3 - 1} \sum_{N_1 = q}^{N_2 - 1} a_{N_m} \cdots a_{N_2} a_{N_1}
\]

\[
= \sum_{N_m = q + m - 1}^{n} a_{N_m} \cdots \sum_{N_2 = q + 1}^{N_3 - 1} a_{N_2} \sum_{N_1 = q}^{N_2 - 1} a_{N_1}.
\]

For simplicity, we will denote it as \( \hat{P}_{m,q,n} \).

**Remark.** Knowing that adding zeros to a sum does not change the sum and noticing that for \( N_2 = q \), we get \( q \leq N_1 \leq N_2 - 1 = q - 1 \) which would lead to an empty sum for this value. Hence, we can start \( N_2 \) at \( q \). Similarly, for \( N_3 = q, q + 1 \) or \( \cdots \) or \( N_m = q, \ldots, q + m - 2 \), all would lead to zeros. Hence, we could start all the variables at \( q \).

\[
P_{m,q,n} = \sum_{N_m = q}^{n} \cdots \sum_{N_2 = q}^{N_3 - 1} \sum_{N_1 = q}^{N_2 - 1} a_{(m)}; N_m \cdots a_{(2)}; N_2 a_{(1)}; N_1.
\]

**Remark.** If \( m > n - q + 1 \) (or \( n < q + m - 1 \)), the multiple sum can still be considered defined and will be zero \( (P_{m,q,n} = 0) \). 

**Remark.** A multiple sum of order 0 is always equal to 1 \( (P_{0,i,j} = 1; \forall i, j \in \mathbb{N}) \). It is not equivalent to an empty sum (which is equal to 0).

**Remark.** From these expressions, we can clearly see that it is directly related to recurrent sums \( [22] \).

In this paper, multiple sums will be studied. In Section 2 formulas for the calculation of variation of these sums in terms of lower order multiple sums will be presented. Then, in Section 3 we will present a reduction formula that allows the representation of a multiple sum as a combination of simple (non-recurrent) sums. In section 4 the relations developed will be applied to Viète’s formula in order to simplify the relation linking the coefficients of a polynomial to its roots. Additionally, some theorems related to polynomials will be developed. A generalization of the binomial theorem will also be developed. In section 5 the reduction theorem will be used to calculate certain special sums such as the multiple harmonic sum and the multiple power sum. In section 6 we investigate the relation between recurrent sums and multiple sums then, using these links, we derive some odd and even partition identities.
2 Variation Formulas

In this section, we will develop formulas to express the variation of a multiple sum of order m \(P_{m,q,n+1} - P_{m,q,n}\) in terms of lower order multiple sums. Equivalently, these formulas can be used to express \(P_{m,q,n+1}\) in terms of \(P_{m,q,n}\) and lower order multiple sums.

2.1 Simple expression

We begin by presenting the simplest case of the variation formula in Lemma 2.1. This basic form is needed in order to prove the general form.

**Lemma 2.1.** For any \(m, q, n \in \mathbb{N}\) where \(n \geq q + m - 1\), we have that

\[
P_{m,q,n+1} = P_{m,q,n} + a_{(m);n+1}P_{m-1,q,n}.
\]

**Proof.**

\[
P_{m,q,n+1} = \sum_{q \leq N_1 < \cdots < N_m \leq n+1} a_{(m);N_m} \cdots a_{(1);N_1}
\]

\[
= \sum_{q \leq N_1 < \cdots < N_m < n+1} a_{(m);N_m} \cdots a_{(1);N_1} + \sum_{q \leq N_1 < \cdots < N_m = n+1} a_{(m);N_m} \cdots a_{(1);N_1}
\]

\[
= \sum_{q \leq N_1 < \cdots < N_m \leq n} a_{(m);N_m} \cdots a_{(1);N_1} + a_{(m);n+1} \sum_{q \leq N_1 < \cdots < N_{m-1} \leq n} a_{(m-1);N_{m-1}} \cdots a_{(1);N_1}
\]

\[
= P_{m,q,n} + a_{(m);n+1}P_{m-1,q,n}.
\]

Based upon Lemma 2.1 a more generalized version of the variation formula can be developed which allows the representation of \(P_{m,q,n+1}\) in terms of \(P_{m,q,n}\) and lower order multiple sums (from order 0 to \((m - 1))\).

**Theorem 2.1.** For any \(m, q, n \in \mathbb{N}\) where \(n \geq q + m - 1\) and for any set of sequences \(a_{(1);N_1}, \ldots, a_{(m);N_m}\) defined in the interval \([q, n+1]\), we have that

\[
\sum_{q \leq N_1 < \cdots < N_{m-1} \leq n} a_{(m);N_m} \cdots a_{(1);N_1}
\]

\[
= \sum_{k=0}^{m} \left( \prod_{j=0}^{m-k-1} a_{(m-j);n+1-j} \right) \left( \sum_{q \leq N_1 < \cdots < N_{k+m} \leq n-m+k} a_{(m-k);N_k} \cdots a_{(1);N_1} \right).
\]

Using the notation from Eq. (1), this theorem can be written as

\[
P_{m,q,n+1} = \sum_{k=0}^{m} \left( \prod_{j=0}^{m-k-1} a_{(m-j);n+1-j} \right) P_{k,q,n-m+k}.
\]

**Proof.**

1. Base Case: verify true for \(m = 1\).

\[
1 \left( \prod_{j=0}^{k} a_{(1-j);n+1-j} \right) P_{k,q,n+1-k} = \left( \prod_{j=0}^{0} a_{(1-j);n+1-j} \right) P_{0,q,n-1} + \left( \prod_{j=0}^{1} a_{(1-j);n+1-j} \right) P_{1,q,n}
\]

\[
= (a_{(1);n+1})(1) + (1) \sum_{q \leq N_1 \leq n} a_{(1);n+1}
\]

\[
= \sum_{q \leq N_1 \leq n+1} a_{(1);n+1}
\]

\[
= P_{1,q,n+1}.
\]
2. Induction hypothesis: assume the statement is true until \( m \).

\[
P_{m,q,n+1} = \sum_{k=0}^{m} \left( \prod_{j=0}^{m-k-1} a_{(m-j);n+1-j} \right) P_{k,q,n-m+k}.
\]

3. Induction step: we will show that this statement is true for \((m + 1)\).

We have to show the following statement to be true:

\[
P_{m+1,q,n+1} = \sum_{k=0}^{m+1} \left( \prod_{j=0}^{m-k} a_{(m+1-j);n+1-j} \right) P_{k,q,n-m-1+k}.
\]

From Lemma 2.1, we have:

\[
P_{m+1,q,n+1} = P_{m+1,q,n} + a_{(m+1);n+1} P_{m,q,n}.
\]

By applying the induction hypothesis for \( n \) instead of \((n + 1)\),

\[
P_{m+1,q,n+1} = P_{m+1,q,n} + a_{(m+1);n+1} \sum_{k=0}^{m} \left( \prod_{j=0}^{m-k-1} a_{(m-j);n-j} \right) P_{k,q,n-1-m+k} = P_{m+1,q,n} + \sum_{k=0}^{m} \left( \prod_{j=0}^{m-k} a_{(m+1-j);n+1-j} \right) P_{k,q,n-m-1+k}.
\]

Noticing that

\[
\sum_{k=m+1}^{m+1} \left( \prod_{j=0}^{m-k} a_{(m+1-j);n+1-j} \right) P_{k,q,n-m-1+k} = P_{m+1,q,n}.
\]

Hence, by substituting back, we get the desired relation.

The case for \((m + 1)\) is proven. Hence, the theorem is proven by induction.

\[\square\]

**Corollary 2.1.** If all sequences are the same, Theorem 2.1 becomes

\[
\sum_{q \leq N_1 < \ldots < N_m \leq n+1} a_{N_m} \cdots a_{N_1} = \sum_{k=0}^{m} \left( \prod_{j=0}^{m-k-1} a_{n+1-j} \right) \left( \sum_{q \leq N_1 < \ldots < N_k \leq n-m+k} a_{N_k} \cdots a_{N_1} \right).
\]

Using the notation from Eq. (2), this theorem can be written as

\[
\hat{P}_{m,q,n+1} = \sum_{k=0}^{m} \left( \prod_{j=0}^{m-k-1} a_{n+1-j} \right) \hat{P}_{k,q,n-m+k}.
\]

**Example 2.1.** Consider that \( m = 2 \), we have the two following cases:

- If all sequences are distinct,

\[
\sum_{q \leq N_1 < N_2 \leq n+1} b_{N_2} a_{N_1} - \sum_{q \leq N_1 < N_2 \leq n} b_{N_2} a_{N_1} = (b_{n+1}) \sum_{q \leq N_1 \leq n-1} a_{N_1} + (b_{n+1})(a_n).
\]

- If all sequences are the same,

\[
\sum_{q \leq N_1 < N_2 \leq n+1} a_{N_2} a_{N_1} - \sum_{q \leq N_1 < N_2 \leq n} a_{N_2} a_{N_1} = (a_{n+1}) \sum_{q \leq N_1 \leq n-1} a_{N_1} + (a_{n+1})(a_n).
\]
2.2 Simple recurrent expression

Theorem 2.2 can be rewritten in a recursive way as illustrated by the following theorem.

**Theorem 2.2.** For any \( m, q, n \in \mathbb{N} \) where \( n \geq q + m - 1 \) and for any set of sequences \( a_{1}; N_{1}, \ldots, a_{m}; N_{m} \) defined in the interval \([q, n+1]\), we have that

\[
\sum_{q \leq N_{1} \leq m,n \leq n+1} a_{m}; N_{m} \cdots a_{1}; N_{1} - \sum_{q \leq N_{1} \leq m,n \leq n} a_{m}; N_{m} \cdots a_{1}; N_{1} = a_{m}; n+1 \left\{ a_{m-1}; n \cdots a_{2}; n-m+3 \left( a_{1}; n-m+2 \left( P_{0,q,n-m+1} + P_{1,q,n-m+1} \right) + P_{2,q,n-m+2} \right) + P_{m-1,q,n-1} \right\} + P_{m,q,n}
\]

Using the notation from Eq. (1), this theorem can be written as

\[
P_{m,q,n+1} = a_{m}; n+1 \left\{ a_{m-1}; n \cdots a_{2}; n-m+3 \left( a_{1}; n-m+2 \left( P_{0,q,n-m+1} + P_{1,q,n-m+1} \right) + P_{2,q,n-m+2} \right) + P_{m-1,q,n-1} \right\} + P_{m,q,n}
\]

where \( P_{0,q,n-m+1} = 1 \).

**Proof.**

1. Base Case: verify true for \( m = 1 \).
From Lemma 2.1 for \( m = 1 \),

\[
P_{1,q,n+1} = P_{1,q,n} + a_{1}; n+1 P_{0,q,n}.
\]

2. Induction Hypothesis: assume the statement is true until \( m \).

\[
P_{m,q,n+1} = a_{m}; n+1 \left\{ a_{m-1}; n \cdots a_{2}; n-m+3 \left( a_{1}; n-m+2 \left( P_{0,q,n-m+1} + P_{1,q,n-m+1} \right) + P_{2,q,n-m+2} \right) + P_{m-1,q,n-1} \right\} + P_{m,q,n}.
\]

3. Induction Step: we will show that this statement is true for \( (m + 1) \).
We have to show the following statement to be true:

\[
P_{m+1,q,n+1} = a_{m+1}; n+1 \left\{ a_{m}; n \cdots a_{2}; n-m+2 \left( a_{1}; n-m+1 \left( P_{0,q,n-m} + P_{1,q,n-m} \right) + P_{2,q,n-m+1} \right) + P_{m+1,q,n-1} \right\} + P_{m+1,q,n}.
\]

From Lemma 2.1,

\[
P_{m+1,q,n+1} = P_{m+1,q,n} + a_{m+1}; n+1 P_{m,q,n}.
\]

By applying the induction hypothesis with \( n \) instead of \( n + 1 \), we get the desired theorem,

\[
P_{m+1,q,n+1} = a_{m+1}; n+1 \left\{ a_{m}; n \cdots a_{2}; n-m+2 \left( a_{1}; n-m+1 \left( P_{0,q,n-m} + P_{1,q,n-m} \right) + P_{2,q,n-m+1} \right) + P_{m+1,q,n-1} \right\} + P_{m,q,n}.
\]

The case for \( (m + 1) \) is proven. Hence, the theorem is proven by induction. \( \blacksquare \)
Corollary 2.2. If all sequences are the same, Theorem 2.2 becomes
\[
\sum_{q \leq N_1 < \cdots < N_m \leq n+1} a_{N_m} \cdots a_{N_1} - \sum_{q \leq N_1 < \cdots < N_m \leq n} a_{N_m} \cdots a_{N_1} = a_{n+1} \left\{ a_n \cdots a_{n-m+3} \left( a_{n-m+2} + \sum_{q \leq N_1 \leq n-m+1} a_{N_1} \right) + \sum_{q \leq N_1 < N_2 \leq n-m+2} a_{N_2} a_{N_1} \right\} + \sum_{q \leq N_1 < \cdots < N_{m-1} \leq n-1} a_{N_{m-1}} \cdots a_{N_1}.
\]

Using the notation from Eq. \((2)\), this theorem can be written as
\[
P_{m,q,n+1} = a_{n+1} \left\{ a_n \cdots a_{n-m+3} \left( a_{n-m+2} (P_{0,q,n-m+1} + P_{1,q,n-m+1}) + P_{2,q,n-m+2} + P_{m-1,q,n-1} \right) \right\} + \hat{P}_{m,q,n}
\]
where \(\hat{P}_{0,q,n-m+1} = 1\).

Example 2.2. Consider that \(m = 2\), we have the two following cases:

- If all sequences are distinct,
  \[
  \sum_{q \leq N_1 < N_2 \leq n+1} b_{N_2} a_{N_1} - \sum_{q \leq N_1 < \cdots < N_m \leq n} b_{N_2} a_{N_1} = (b_{n+1}) \left\{ \sum_{q \leq N_1 \leq n-1} a_{N_1} + a_n(1) \right\}.
  \]

- If all sequences are the same,
  \[
  \sum_{q \leq N_1 < N_2 \leq n+1} a_{N_2} a_{N_1} - \sum_{q \leq N_1 < \cdots < N_m \leq n} a_{N_2} a_{N_1} = (a_{n+1}) \left\{ \sum_{q \leq N_1 \leq n-1} a_{N_1} + a_n(1) \right\}.
  \]

2.3 General expression

In order to represent the variation of a multiple sum of order \(m\) \((P_{m,q,n+1} - P_{m,q,n})\) only in terms of multiple sums of order going from \(p\) to \((m-1)\), a more general form of Theorem 2.1 can be developed.

Theorem 2.3. For any \(m,q,n \in \mathbb{N}\) where \(n \geq q + m - 1\), for any \(p \in [0,m]\), and for any set of sequences \(a_{(1)}; N_1, \ldots, a_{(m)}; N_m\) defined in the interval \([q, n+1]\), we have that
\[
\sum_{q \leq N_1 < \cdots < N_m \leq n+1} a_{(m)}; N_m \cdots a_{(1)}; N_1 = \sum_{k=p+1}^{m} \left( \prod_{j=0}^{m-k-1} a_{(m-j); n+1-j} \right) \left( \sum_{q \leq N_1 < \cdots < N_k \leq n-m+k} a_{(k)}; N_k \cdots a_{(1)}; N_1 \right) + \left( \prod_{j=0}^{m-p-1} a_{(m-j); n+1-j} \right) \left( \sum_{q \leq N_1 < \cdots < N_p \leq n-m+p+1} a_{(p)}; N_p \cdots a_{(1)}; N_1 \right).
\]

Using the notation from Eq. \((1)\), this theorem can be written as
\[
P_{m,q,n+1} = \sum_{k=p+1}^{m} \left( \prod_{j=0}^{m-k-1} a_{(m-j); n+1-j} \right) P_{k,q,n-m+k} + \left( \prod_{j=0}^{m-p-1} a_{(m-j); n+1-j} \right) P_{p,q,n-m+p+1}.
\]
Proof. By applying Theorem 2.1

\[ P_{m,q,n+1} = \sum_{k=0}^{m} \left( \prod_{j=0}^{m-k-1} a_{(m-j);n+1-j} \right) P_{k,q,n-m+k} \]

\[ = \sum_{k=p+1}^{m} \left( \prod_{j=0}^{m-k-1} a_{(m-j);n+1-j} \right) P_{k,q,n-m+k} + \sum_{k=0}^{p} \left( \prod_{j=0}^{m-k-1} a_{(m-j);n+1-j} \right) P_{k,q,n-m+k} \]

\[ = \sum_{k=p+1}^{m} \left( \prod_{j=0}^{m-k-1} a_{(m-j);n+1-j} \right) P_{k,q,n-m+k} \]

\[ + \left( \prod_{j=0}^{m-p-1} a_{(m-j);n+1-j} \right) \sum_{k=0}^{p} \left( \prod_{j=m-p}^{m-k-1} a_{(m-j);n+1-j} \right) P_{k,q,n-m+k}. \]

From Theorem 2.1 with \( m \) substituted by \( p \) and \( n \) substituted by \( n-m+p \), we have

\[ P_{p,q,n-m+p+1} = \sum_{k=0}^{p} \left( \prod_{j=0}^{p-k-1} a_{(p-j);n-m+p+1-j} \right) P_{k,q,n-m+k} = \sum_{k=0}^{p} \left( \prod_{j=m-p}^{m-k-1} a_{(m-j);n+1-j} \right) P_{k,q,n-m+k}. \]

Hence, by substituting, we get

\[ P_{m,q,n+1} = \sum_{k=p+1}^{m} \left( \prod_{j=0}^{m-k-1} a_{(m-j);n+1-j} \right) P_{k,q,n-m+k} + \left( \prod_{j=0}^{m-p-1} a_{(m-j);n+1-j} \right) P_{p,q,n-m+p+1}. \]

\[ \text{Corollary 2.3. If all sequences are the same, Theorem 2.3 simplifies to the following,} \]

\[ \sum_{q \leq N_1 < \cdots < N_m \leq n+1} a_{N_m} \cdots a_{N_1} = \sum_{k=3}^{m} \left( \prod_{j=0}^{m-k-1} a_{n+1-j} \right) \left( \sum_{q \leq N_1 < \cdots < N_k \leq n-m+k} a_{N_k} \cdots a_{N_1} \right) \]

\[ + \left( \prod_{j=0}^{m-p-1} a_{n+1-j} \right) \left( \sum_{q \leq N_1 < \cdots < N_p \leq n-m+p+1} a_{N_p} \cdots a_{N_1} \right). \]

Using the notation from Eq. (2), this theorem can be written as

\[ \hat{P}_{m,q,n+1} = \sum_{k=p+1}^{m} \left( \prod_{j=0}^{m-k-1} a_{n+1-j} \right) \hat{P}_{k,q,n-m+k} + \left( \prod_{j=0}^{m-p-1} a_{n+1-j} \right) \hat{P}_{p,q,n-m+p+1}. \]

\[ \text{Example 2.3. For } p = 2 \text{ and if the sequences are the same:} \]

\[ \sum_{q \leq N_1 < \cdots < N_m \leq n+1} a_{N_m} \cdots a_{N_1} = \sum_{k=3}^{m} \left( \prod_{j=0}^{m-k-1} a_{n+1-j} \right) \left( \sum_{q \leq N_1 < \cdots < N_k \leq n-m+k} a_{N_k} \cdots a_{N_1} \right) \]

\[ + \left( \prod_{j=0}^{m-3} a_{n+1-j} \right) \left( \sum_{q \leq N_1 < N_2 \leq n-m+3} a_{N_2} a_{N_1} \right). \]

\[ \text{Example 2.4. For } p = m - 2 \text{ and if the sequences are the same:} \]

\[ \sum_{q \leq N_1 < \cdots < N_m \leq n+1} a_{N_m} \cdots a_{N_1} - \sum_{q \leq N_1 < \cdots < N_m \leq n} a_{N_m} \cdots a_{N_1} \]

\[ = (a_{n+1}) \left( \sum_{q \leq N_1 < \cdots < N_{m-1} \leq n-1} a_{N_{m-1}} \cdots a_{N_1} \right) + (a_{n+1} a_n) \left( \sum_{q \leq N_1 < \cdots < N_{m-2} \leq n-1} a_{N_{m-2}} \cdots a_{N_1} \right). \]
2.4 General recurrent expression

The general expression of the variation formula (illustrated by Theorem 2.3) can be expressed in a recursive way as illustrated by the following theorem.

**Theorem 2.4.** For any \( m, q, n \in \mathbb{N} \) where \( n \geq q + m - 1 \), for any \( p \in [0, m] \), and for any set of sequences \( a_{(1)}; N_1, \ldots, a_{(m)}; N_m \) defined in the interval \([q, n + 1]\), we have that

\[
P_{m,q,n+1} = a_{(m)}; n+1 \left\{ a_{(m-1)}; n \left[ \cdots a_{(p+2)}; n-m+p+3 \left( a_{(p+1)}; n-m+p+2 \left( P_{p,q,n-m+p+1} + P_{p+1,q,n-m+p+1} \right) \right) + P_{p+2,q,n-m+p+2} \right] + P_{m-1,q,n-1} \right\} + P_{m,q,n}.
\]

**Proof.** From Theorem 2.2 with \( m \) substituted by \( p \) and \( n \) substituted by \( n - m + p \), we have

\[
P_{p,q,n-m+p+1} = a_{(p)}; n-m+p+1 \left\{ a_{(p-1)}; n-m+p \left[ \cdots a_{(2)}; n-m+3 \left( a_{(1)}; n-m+2 \left( P_{0,q,n-m+1} + P_{1,q,n-m+1} \right) \right) + P_{2,q,n-m+2} \right] + P_{p-1,q,n-m+p-1} + P_{p,q,n-m+p} \right\}
\]

where \( P_{0,q,n-m+1} = 1 \).

Substituting into the expression of Theorem 2.2 the inner part becomes \( P_{p,q,n-m+p+1} \) and we get the desired formula.

**Corollary 2.4.** If all sequences are the same, Theorem 2.4 simplifies to the following form,

\[
\hat{P}_{m,q,n+1} = a_{n+1} \left\{ a_n \left[ \cdots a_{n-m+p+3} \left( a_{n-m+p+2} \left( \hat{P}_{p,q,n-m+p+1} + \hat{P}_{p+1,q,n-m+p+1} \right) \right) + \hat{P}_{p+2,q,n-m+p+2} \right] + \hat{P}_{m-1,q,n-1} \right\} + \hat{P}_{m,q,n}.
\]

**Example 2.5.** For \( p = m - 2 \) and if the sequences are the same:

\[
\sum_{q \leq N_1 \cdots N_{m+1} \leq n+1} a_{N_m} \cdots a_{N_1} - \sum_{q \leq N_1 \cdots N_m \leq n} a_{N_m} \cdots a_{N_1} = a_{n+1} \left\{ \sum_{q \leq N_1 \cdots N_{m-1} \leq n-1} a_{N_{m-1}} \cdots a_{N_1} + a_n \left[ \sum_{q \leq N_1 \cdots N_{m-2} \leq n-1} a_{N_{m-2}} \cdots a_{N_1} \right] \right\}.
\]

3 Reduction Formulas

The objective of this section is to introduce formulas which can be used to reduce multiple sums from their original form containing multiple summations \( \left( \sum_{q \leq N_1 \cdots N_m \leq n} a_{N_m} \cdots a_{N_1} \right) \) to a form containing only simple sums \( \left( \sum_{N=q}^{n} (a_N)^i \right)^y \). This will involve the use of partitions of an integer.

3.1 A brief introduction to partitions

In this paper, partitions are involved in the reduction formula for a multiple sum. For this reason, a brief introduction to partitions will be given in this section.

**Definition.** A partition of a non-negative integer \( m \) is a set of positive integers whose sum equals \( m \). We can represent a partition of \( m \) as a vector \((y_{k,1}, \ldots, y_{k,m})\) that verifies

\[
\begin{pmatrix}
y_{k,1} \\
\vdots \\
y_{k,m}
\end{pmatrix} \cdot 
\begin{pmatrix}
1 \\
\vdots \\
m
\end{pmatrix} = y_{k,1} + 2y_{k,2} + \cdots + my_{k,m} = m.
\]

(3)
The set \(\{(y_{1,1}, \ldots, y_{1,m}), (y_{2,1}, \ldots, y_{2,m}), \ldots\}\) containing all of the vectors \((y_{k,1}, \ldots, y_{k,m})\) that verify Eq. (3) represents the set of all partitions of \(m\). The size of this set represents the number of partitions of \(m\) and is given by the partition function \(p(m)\). The value of \(p(m)\) can be calculated from the generating function developed, in the eighteenth century, by Euler [17],

\[
\sum_{m=0}^{\infty} p(m)x^m = \prod_{j=1}^{\infty} \frac{1}{1 - x^j}.
\] (4)

Other methods for calculating \(p(m)\) include the recurrent definition provided by Euler, the asymptotic expression introduced by Hardy and Ramanujan in 1918 [23], and Rademacher’s formula for \(p(m)\) [32] [33]. However, the most celebrated way of obtaining \(p(m)\) is by applying the formula developed by Ono and Bruinier which expresses \(p(m)\) as a finite sum [11].

Additionnally, a partition can be represented using a variety of ways although the most common representations are Ferrers diagrams and Young diagrams. Similarly, there exists some variants of Ferrers diagrams that are used (see [31]).

**Remark.** A more in-depth explanation of partitions can be found in [1].

### 3.2 Reduction Theorem and Partition Identities

In order to prove the main theorem of this section (Theorem 3.1, which we will call the reduction theorem), we have to prove a set of lemmas. There are 2 sets of lemmas needed: The first set of lemmas is also needed to prove the reduction theorem for Recurrent sums and, hence, was already proven in [22]. The second set of lemmas is specific to the type of sums studied in this paper and will be proven in this section. Additionally, note that even though the major reason for proving these lemmas is to prove the reduction theorem, however, these lemmas are important on their own as they provide relations governing partitions.

Before we can proceed to prove the needed lemmas, we need to define the following notation: Let \([x^r]\) \((P(x))\) represent the coefficient of \(x^r\) in \(P(x)\). Let \(x^m = x(x+1)\cdots(x+m-1)\) represent the rising factorial. Let \((x)_m = x(x-1)\cdots(x-m+1)\) represent the falling factorial. The original definition of Stirling numbers of the first kind \(S(m, r)\) was as the coefficients in the expansion of \((x)_m:\n
\[(x)_m = \sum_{k=0}^{m} S(m, k)x^k \quad \text{or} \quad S(m, r) = [x^r](x)_m.\] (5)

In a similar way, the unsigned Stirling numbers of the first kind, denoted \(|S(m, r)|\) or \([m\atop r]\), can be expressed in terms of the rising factorial \(x^m:\n
\[x^m = \sum_{k=0}^{m} [m\atop k]x^k \quad \text{or} \quad [m\atop r] = [x^r](x^m).\] (6)

**Remark.** For \(m \geq 1\), \([m\atop 0] = 0.\)

**Remark.** For \(m \geq 0\), \([m\atop m] = 1.\)

From this definition, the famous finite alternating sum of the unsigned Stirling numbers of the first kind can be directly deduced by substituting \(x\) by \((-1)\) to get
If \( m = 0 \) or \( m = 1 \)
\[
\sum_{k=0}^{0} (-1)^k \left[ \begin{array}{c} 0 \\ k \end{array} \right] = \left[ \begin{array}{c} 0 \\ 0 \end{array} \right] = 1 = 0! (-1)^0. \tag{7}
\]
\[
\sum_{k=0}^{1} (-1)^k \left[ \begin{array}{c} m \\ k \end{array} \right] = \left[ \begin{array}{c} 1 \\ 0 \end{array} \right] - \left[ \begin{array}{c} 1 \\ 1 \end{array} \right] = 0 - 1 = 1! (-1)^1. \tag{8}
\]

If \( m \geq 2 \)
\[
\sum_{k=0}^{m} (-1)^k \left[ \begin{array}{c} m \\ k \end{array} \right] = (-1)(-1 + 1) \cdots (-1 + m - 1) = 0. \tag{9}
\]

Hence,
\[
\sum_{k=0}^{m} (-1)^k \left[ \begin{array}{c} m \\ k \end{array} \right] = \begin{cases} (-1)^m m! & \text{for } 0 \leq m \leq 1, \\ 0 & \text{for } m \geq 2. \end{cases} \tag{10}
\]

Remark. More details on Stirling numbers of the first kind can be found in [20].

For simplicity, we define \( \sum f(i) \) to represent \( \sum_{i=1}^{m} f(i) \). In particular, \( \sum i.y_{k,i} = \sum_{i=1}^{m} i.y_{k,i} \) and \( \sum y_{k,i} = \sum_{i=1}^{m} y_{k,i} \). Additionally, a partition of \( m \) of length \( r \) is a partition of \( m \) where \( \sum y_{k,i} = r \).

Now that we have defined the needed notation, we can start proving the required lemmas. We begin by proving the following identity involving an alternating sum over partitions.

Lemma 3.1. Let \( m \) be a non-negative integer,
\[
\sum_{\sum i.y_{k,i} = m} \prod_{i}^{m} \frac{(-1)^{y_{k,i}}}{y_{k,i}!(y_{k,i})!} = \sum_{\sum i.y_{k,i} = m} (-1)^{\sum y_{k,i}} \prod_{i}^{m} \frac{1}{y_{k,i}!(y_{k,i})!} = \begin{cases} (-1)^m m! & \text{for } 0 \leq m \leq 1, \\ 0 & \text{for } m \geq 2. \end{cases} \tag{11}
\]

Proof.
\[
\sum_{\sum i.y_{k,i} = m} \prod_{i}^{m} \frac{(-1)^{y_{k,i}}}{y_{k,i}!(y_{k,i})!} = \sum_{r=0}^{m} \left( -1 \right)^{r} \sum_{\sum i.y_{k,i} = m} \prod_{i}^{m} \frac{1}{y_{k,i}!(y_{k,i})!} = \sum_{r=0}^{m} \left( -1 \right)^{r} \prod_{\sum i.y_{k,i} = m} \frac{1}{y_{k,i}!(y_{k,i})!}.
\]

From [22], we have
\[
\sum_{\sum i.y_{k,i} = m} \prod_{i}^{m} \frac{1}{y_{k,i}!(y_{k,i})!} = \frac{1}{m!} \left[ \begin{array}{c} m \\ r \end{array} \right].
\]

Hence,
\[
\sum_{\sum i.y_{k,i} = m} \prod_{i}^{m} \frac{(-1)^{y_{k,i}}}{y_{k,i}!(y_{k,i})!} = \sum_{r=0}^{m} \left( -1 \right)^{r} \frac{1}{m!} \left[ \begin{array}{c} m \\ r \end{array} \right] = \frac{1}{m!} \sum_{r=0}^{m} \left( -1 \right)^{r} \left[ \begin{array}{c} m \\ r \end{array} \right].
\]

Using Eq. (10), we obtain the desired theorem.
A more general form of Lemma 3.1 is illustrated in the following lemma.

**Lemma 3.2.** Let \((y_{k,1}, \ldots, y_{k,m}) = \{(y_{1,1}, \ldots, y_{1,m}), (y_{2,1}, \ldots, y_{2,m}), \ldots\}\) be the set of all partitions of \(m\). Let \((\varphi_1, \ldots, \varphi_m)\) be a partition of \(r \leq m\).

\[
\sum_{k, i, y_{k,i} = m} \prod_{i=1}^{m} \left( -1 \right)^{y_{k,i}} \frac{(y_{k,i})!}{i^{y_{k,i}} (y_{k,i})!} = \sum_{i, y_{k,i} = m} \prod_{i=1}^{m} \left( -1 \right)^{y_{k,i}} \frac{(y_{k,i})!}{i^{y_{k,i}} (y_{k,i})!} = \begin{cases} \left( -1 \right)^{m-r} \prod_{i=1}^{m} \left( -1 \right)^{\varphi_i} \frac{(y_{k,i})!}{i^{\varphi_i} (y_{k,i})!} & \text{for } 0 \leq m - r \leq 1, \\ 0 & \text{for } m - r \geq 2. \end{cases}
\]

**Remark.** Knowing that the largest element of a partition of \(r\) is \(r\), we can rewrite it as follows

\[
\sum_{k} \prod_{i=1}^{m} \left( -1 \right)^{y_{k,i}} \frac{(y_{k,i})!}{i^{y_{k,i}} (y_{k,i})!} = \sum_{i, y_{k,i} = m} \prod_{i=1}^{m} \left( -1 \right)^{y_{k,i}} \frac{(y_{k,i})!}{i^{y_{k,i}} (y_{k,i})!} = \begin{cases} \left( -1 \right)^{m-r} \prod_{i=1}^{m} \left( -1 \right)^{\varphi_i} \frac{(y_{k,i})!}{i^{\varphi_i} (y_{k,i})!} & \text{for } 0 \leq m - r \leq 1, \\ 0 & \text{for } m - r \geq 2. \end{cases}
\]

**Proof.** Knowing that \(\binom{n}{k}\) is zero if \(n < k\), then \(\binom{y_{k,i}}{\varphi_i} = 0\) if \(\exists i \in \mathbb{N}, y_{k,i} < \varphi_i\). Hence,

\[
\sum_{k} \prod_{i=1}^{m} \left( -1 \right)^{y_{k,i}} \frac{(y_{k,i})!}{i^{y_{k,i}} (y_{k,i})!} = \sum_{i, y_{k,i} = m} \prod_{i=1}^{m} \left( -1 \right)^{y_{k,i}} \frac{(y_{k,i})!}{i^{y_{k,i}} (y_{k,i})!} + \sum_{i, y_{k,i} = m} \prod_{i=1}^{m} \left( -1 \right)^{y_{k,i}} \frac{(y_{k,i})!}{i^{y_{k,i}} (y_{k,i})!} = \sum_{i, y_{k,i} = m} \prod_{i=1}^{m} \left( -1 \right)^{y_{k,i}} \frac{(y_{k,i})!}{i^{y_{k,i}} (y_{k,i})!}.
\]

The first part of the proof is complete.

\[
\sum_{k} \prod_{i=1}^{m} \left( -1 \right)^{y_{k,i}} \frac{(y_{k,i})!}{i^{y_{k,i}} (y_{k,i})!} = \sum_{i, y_{k,i} = m} \prod_{i=1}^{m} \left( -1 \right)^{y_{k,i}} \frac{(y_{k,i})!}{i^{y_{k,i}} (y_{k,i})!} \cdot \frac{y_{k,i}!}{\varphi_i! (y_{k,i} - \varphi_i)!} = \sum_{i, y_{k,i} = m} \prod_{i=1}^{m} \left( -1 \right)^{y_{k,i}} \frac{(y_{k,i})!}{i^{y_{k,i}} (y_{k,i})!} \cdot \frac{1}{\varphi_i! (y_{k,i} - \varphi_i)!} = \sum_{i, y_{k,i} = m} \prod_{i=1}^{m} \left( -1 \right)^{y_{k,i}} \frac{(y_{k,i})!}{i^{y_{k,i}} (y_{k,i})!} \cdot \frac{(-1)^{y_{k,i} - \varphi_i}}{y_{k,i} - \varphi_i! (y_{k,i} - \varphi_i)!} = \sum_{i, y_{k,i} = m} \prod_{i=1}^{m} \left( -1 \right)^{y_{k,i}} \frac{(y_{k,i})!}{i^{y_{k,i}} (y_{k,i})!} \cdot \prod_{i=1}^{m} \frac{(-1)^{y_{k,i} - \varphi_i}}{y_{k,i} - \varphi_i! (y_{k,i} - \varphi_i)!}.
\]

As \(\varphi_1, \ldots, \varphi_m\) are all constants then \(\prod_{i=1}^{m} \frac{(-1)^{y_{k,i} - \varphi_i}}{y_{k,i} - \varphi_i! (y_{k,i} - \varphi_i)!}\) is constant. This factor is constant and is common to all terms of the sum, therefore, we can factor it and take it outside the sum.

\[
\sum_{k} \prod_{i=1}^{m} \left( -1 \right)^{y_{k,i}} \frac{(y_{k,i})!}{i^{y_{k,i}} (y_{k,i})!} = \left( \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{i^{y_{k,i}} \varphi_i!} \right) \sum_{i, y_{k,i} = m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i} - \varphi_i}}{y_{k,i} - \varphi_i! (y_{k,i} - \varphi_i)!}.
\]
Having that \((\varphi_1, \ldots, \varphi_m)\) is a partition of \(r \leq m\), hence, \(\sum i \cdot \varphi_i = r \leq m\). Thus, the condition \(\sum i \cdot y_{k,i} = m\) can be replaced by \(\sum i \cdot (y_{k,i} - \varphi_i) = \sum i \cdot y_{k,i} - \sum i \cdot \varphi_i = m - r(\geq 0)\). Hence,

\[
\sum_{i \cdot y_{k,i} = m} \prod_{i=1}^{m} \left( -1 \right)^{y_{k,i}} \frac{y_{k,i}!}{i!^{\varphi_i}} = \left( \prod_{i=1}^{m} \frac{\left( -1 \right)^{\varphi_i}}{i!^{\varphi_i}} \right) \sum_{i \cdot (y_{k,i} - \varphi_i) = m - r} \prod_{i=1}^{m} \left( -1 \right)^{y_{k,i} - \varphi_i} \frac{(y_{k,i} - \varphi_i)!}{i!^{\varphi_i}}
\]

Let \(Y_{k,i} = y_{k,i} - \varphi_i\),

\[
\sum_{i \cdot y_{k,i} = m} \prod_{i=1}^{m} \frac{\left( -1 \right)^{y_{k,i}}}{i^{y_{k,i}}(y_{k,i})!} = \left( \prod_{i=1}^{m} \frac{\left( -1 \right)^{\varphi_i}}{i^{\varphi_i}!} \right) \sum_{i \cdot Y_{k,i} = m - r} \prod_{i=1}^{m} \left( -1 \right)^{Y_{k,i}} \frac{Y_{k,i}!}{i^{Y_{k,i}}!}
\]

Knowing that the largest element of a partition of \((m - r)\) is \((m - r)\), hence,

\[
\sum_{i \cdot y_{k,i} = m} \prod_{i=1}^{m} \frac{\left( -1 \right)^{y_{k,i}}}{i^{y_{k,i}}(y_{k,i})!} = \left( \prod_{i=1}^{m} \frac{\left( -1 \right)^{\varphi_i}}{i^{\varphi_i}!} \right) \sum_{i \cdot Y_{k,i} = m - r} \prod_{i=1}^{m} \left( -1 \right)^{Y_{k,i}} \frac{Y_{k,i}!}{i^{Y_{k,i}}!}
\]

Applying Lemma 3.1 with \(y_{k,i}\) substituted by \(Y_{k,i}\) and \(m\) substituted by \(m - r\), we get

\[
\sum_{i \cdot y_{k,i} = m} \prod_{i=1}^{m} \frac{\left( -1 \right)^{y_{k,i}}}{i^{y_{k,i}}(y_{k,i})!} = \begin{cases} (-1)^{m-r} \prod_{i=1}^{m} \left( -1 \right)^{y_{k,i}} \frac{y_{k,i}!}{i^{y_{k,i}}!} & \text{for } 0 \leq m - r \leq 1, \\ 0 & \text{for } m - r \geq 2. \end{cases}
\]

The proof is complete. \(\blacksquare\)

**Remark.** If \(r > m\), then \(\sum i \cdot Y_{k,i} = m - r < 0\) which makes Lemma 3.1 invalid. Hence, this lemma is invalid for \(r > m\).

Now that all the required lemmas have been proven, we show the following theorem which allows the representation of a multiple sum in terms of simple sums.

**Theorem 3.1** (Reduction Theorem). Let \(m\) be a non-negative integer, \(p(m)\) be the number of partition of \(m\), \(k\) be the index of the \(k\)-th partition of \(m\) \((1 \leq k \leq p(m))\), \(i\) be an integer between 1 and \(m\), and \(y_{k,i}\) be the multiplicity of \(i\) in the \(k\)-th partition of \(m\). The reduction theorem for multiple sums is stated as follows:

\[
\sum_{q \leq N_1 < \cdots < N_m \leq n} a_{N_m} \cdots a_{N_1} = (-1)^{m} \sum_{i \cdot y_{k,i} = m} \prod_{i=1}^{m} \left( -1 \right)^{y_{k,i}} \frac{y_{k,i}!}{i^{y_{k,i}}!} \left( \frac{1}{i} \sum_{N=q}^{n} (a_N)^i \right)^{y_{k,i}}.
\]

**Remark.** The theorem can also be written as

\[
\sum_{q \leq N_1 < \cdots < N_m \leq n} a_{N_m} \cdots a_{N_1} = \sum_{i \cdot y_{k,i} = m} \prod_{i=1}^{m} \frac{1}{y_{k,i}!} \left( \frac{1}{i} \sum_{N=q}^{n} (a_N)^i \right)^{y_{k,i}}.
\]

**Proof.** 1. Base Case: verify true for \(n = q\), \(\forall m \in \mathbb{N}\).

\[
(-1)^m \sum_{i \cdot y_{k,i} = m} \prod_{i=1}^{m} \frac{\left( -1 \right)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n} (a_N)^i \right)^{y_{k,i}} = (-1)^m \sum_{i \cdot y_{k,i} = m} \prod_{i=1}^{m} \frac{\left( -1 \right)^{y_{k,i}}}{(y_{k,i})!} \frac{y_{k,i}!}{i^{y_{k,i}}!} (a_q)^{y_{k,i}}
\]

\[
= (-1)^m \sum_{i \cdot y_{k,i} = m} (a_q)^{y_{k,i}} \prod_{i=1}^{m} \frac{\left( -1 \right)^{y_{k,i}}}{(y_{k,i})!} \frac{y_{k,i}!}{i^{y_{k,i}}!}
\]

\[
= (-a_q)^m \sum_{i \cdot y_{k,i} = m} \prod_{i=1}^{m} \frac{\left( -1 \right)^{y_{k,i}}}{(y_{k,i})!} \frac{y_{k,i}!}{i^{y_{k,i}}!}.
\]
By applying Lemma 3.1, we get
\[
(-1)^m \sum_{\sum i : y_{k,i} = m, i = 1} \prod_{i} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{x} (a_N)^i \right)^{y_{k,i}} = \begin{cases} 
(-a_q)^0(-1)^0 = 1 & \text{for } m = 0, \\
(-a_q)^1(-1)^1 = a_q & \text{for } m = 1, \\
(-a_q)^m(0) = 0 & \text{for } m \geq 2.
\end{cases}
\]
Likewise,
\[
\sum_{q \leq N_1 < \ldots < N_m \leq q} a_{N_m} \cdots a_{N_1} = \begin{cases} 
1 & \text{for } m = 0, \\
\sum_{q \leq N_1 < \ldots < N_m \leq q} q a_{N_1} = a_q & \text{for } m = 1, \\
\sum_{q \leq N_1 < \ldots < N_m \leq q} a_{N_m} \cdots a_{N_1} = 0 & \text{for } m \geq 2.
\end{cases}
\]
2. Induction hypothesis: assume the statement is true until \( n, \forall m \in \mathbb{N} \).
\[
\sum_{q \leq N_1 < \ldots < N_m \leq n} a_{N_m} \cdots a_{N_1} = (-1)^m \sum_{\sum i : y_{k,i} = m, i = 1} \prod_{i} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n+1} (a_N)^i \right)^{y_{k,i}}.
\]
3. Induction step: we will show that this statement is true for \( (n+1), \forall m \in \mathbb{N} \).
We have to show the following statement to be true:
\[
\sum_{q \leq N_1 < \ldots < N_m \leq n+1} a_{N_m} \cdots a_{N_1} = (-1)^m \sum_{\sum i : y_{k,i} = m, i = 1} \prod_{i} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n+1} (a_N)^i \right)^{y_{k,i}}.
\]
The binomial theorem states that
\[
(u + v)^{n} = \sum_{\varphi=0}^{n} \binom{n}{\varphi} u^{n-\varphi} v^{\varphi}.
\]
Hence,
\[
\sum_{\varphi=0}^{n} \binom{n}{\varphi} (a_N)^{\varphi} (a_{n+1})^{\varphi} = \sum_{\varphi=0}^{y_{k,i}} \binom{y_{k,i}}{\varphi} \left( \sum_{N=q}^{n} (a_N)^i \right)^{\varphi} ((a_{n+1})^{i})^{y_{k,i}-\varphi}.
\]
Thus,
\[
(-1)^m \sum_{\sum i : y_{k,i} = m, i = 1} \prod_{i} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n+1} (a_N)^i \right)^{y_{k,i}}
= (-1)^m \sum_{\sum i : y_{k,i} = m, i = 1} \prod_{i} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \binom{y_{k,i}}{\varphi} \left( \sum_{N=q}^{n} (a_N)^i \right)^{\varphi} ((a_{n+1})^{i})^{y_{k,i}-\varphi}
= (-1)^m \sum_{\sum i : y_{k,i} = m, i = 1} \prod_{i} \sum_{\varphi=0}^{y_{k,i}} \binom{y_{k,i}}{\varphi} \left( \sum_{N=q}^{n} (a_N)^i \right)^{\varphi} ((a_{n+1})^{i})^{y_{k,i}-\varphi}.
\]
Let \( A_{\varphi, i, k} = \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \left( \sum_{N=q}^{n} (a_N)^i \right) \left( a_{n+1} \right)^{i-y_{k,i}-i} \). By expanding then regrouping, it can be seen that
\[
\prod_{i=1}^{m} \sum_{y_{k,i}=0}^{y_{k,m}} A_{\varphi, i, k} = \sum_{\varphi_m=0}^{y_{k,m}} \cdots \sum_{\varphi_i=0}^{y_{k,i}} \prod_{i=1}^{m} A_{\varphi, i, k} = \sum_{0 \leq \varphi_i \leq y_{k,i}} \prod_{i=1}^{m} A_{\varphi, i, k}.
\]
This is because, for any given \( k \), by expanding the product of sums (the left hand side term), we will get a sum of products of the form \( \prod_{i=1}^{m} \sum_{y_{k,i}=0}^{y_{k,m}} A_{\varphi, i, k} \). We expand the expression then, from all values of \( \varphi_i \) we will get a sum of products of the form \( \prod_{i=1}^{m} \sum_{y_{k,i}=0}^{y_{k,m}} A_{\varphi, i, k} \). This then can be written more compactly by expressing the repeated sum over the \( \varphi_i \)'s with one sum that combines all the conditions. The set of conditions \( 0 \leq \varphi_1 \leq y_{k,1}, \cdots, 0 \leq \varphi_m \leq y_{k,m} \), which is equivalent to the right hand side term. This then can be written more compactly by expressing the repeated sum over the \( \varphi_i \)'s with one sum that combines all the conditions. The set of conditions \( 0 \leq \varphi_1 \leq y_{k,1}, \cdots, 0 \leq \varphi_m \leq y_{k,m} \) can be expressed as the condition \( 0 \leq \varphi_i \leq y_{k,i} \) for \( i \in [1, m] \).

Hence,
\[
(-1)^m \sum_{i:y_{k,i} = m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n+1} (a_N)^i \right) y_{k,i} = (-1)^m \sum_{i:y_{k,i} = m} \sum_{0 \leq \varphi_i \leq y_{k,i}} \prod_{i=1}^{m} (-1)^{y_{k,i}} (y_{k,i}) \left( \sum_{N=q}^{n} (a_N)^i \right) \left( a_{n+1} \right)^{i-y_{k,i}-i} \varphi_i.
\]

Similarly, let \( j \) represent \( \sum_{i} \varphi_i \). Hence, we can add the trivial condition that is \( j = \sum_{i} \varphi_i \) to the sum over \( \varphi_i \). Additionally,
\[
\sum_{i} \varphi_i = j \text{ is minimal when } \varphi_1 = 0, \ldots, \varphi_m = 0. \text{ Hence } j_{\text{min}} = 0.
\]
\[
\sum_{i} \varphi_i = j \text{ is maximal when } \varphi_1 = y_{k,1}, \ldots, \varphi_m = y_{k,m}. \text{ Hence } j_{\text{max}} = \sum_{i} y_{k,i} = m.
\]

Therefore, we have that \( 0 \leq j \leq m \) or equivalently that \( j \) can go from 0 to \( m \). Hence, knowing that adding a true statement to a condition does not change the condition, we can add this additional condition to get
\[
(-1)^m \sum_{i:y_{k,i} = m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n+1} (a_N)^i \right) y_{k,i} = (-1)^m \sum_{i:y_{k,i} = m} \sum_{j=0}^{m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} (y_{k,i}) \left( \sum_{N=q}^{n} (a_N)^i \right) \left( a_{n+1} \right)^{i-y_{k,i}-i} \varphi_i.
\]

Knowing that \( \left( \frac{y_{k,i}}{\varphi_i} \right) = 0 \) if \( \varphi_i > y_{k,i} \), hence, the terms produced for \( \varphi_i > y_{k,i} \) would be zero. Thus, we can remove the condition \( 0 \leq \varphi_i \leq y_{k,i} \) because terms that do not satisfy this condition will be zeros and, therefore, would not change the value of the sum.
\[
(-1)^m \sum_{i:y_{k,i} = m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n+1} (a_N)^i \right) y_{k,i} = (-1)^m \sum_{i:y_{k,i} = m} \sum_{j=0}^{m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} (y_{k,i}) \left( \sum_{N=q}^{n} (a_N)^i \right) \left( a_{n+1} \right)^{i-y_{k,i}-i} \varphi_i.
\]

We expand the expression then, from all values of \( k \) (from every partitions \( (y_{k,1}, \cdots, y_{k,m}) \) of \( m \)), we regroup together the terms having a combination of exponents \( (\varphi_1, \cdots, \varphi_m) \) that forms a partition of the same integer \( j \) and we do so \( \forall j \in [0, m] \). Hence, performing this manipulation
allows us to interchange the sum over $k$ (over $\sum i.y_k,i = m$) with the sums over $j$. Thus, the expression becomes as follows,

\[
(-1)^m \sum_{i,y_k,i = m} \prod_{i=1}^{m} \frac{(-1)^{y_k,i}}{(y_k,i)!} \left( \frac{1}{i} \sum_{N=q}^{n+1} (a_N)^i \right)^{y_k,i} \\
= (-1)^m \sum_{j=0}^{m} \sum_{\sum i\varphi_i=j} \prod_{i=1}^{m} \frac{(-1)^{y_k,i}}{(y_k,i)!} \left( y_k,i \varphi_i \right) \left( \sum_{N=q}^{n} (a_N)^i \right)^{\varphi_i} (a_{n+1})^{i.y_k,i-\varphi_i} \\
= (-1)^m \sum_{j=0}^{m} \sum_{\sum i\varphi_i=j} (a_{n+1})^{i.y_k,i-\sum\varphi_i} \left[ \prod_{i=1}^{m} \left( \sum_{N=q}^{n} (a_N)^i \right)^{\varphi_i} \right] \left[ \prod_{i=1}^{m} \frac{(-1)^{y_k,i}}{(y_k,i)!} \left( y_k,i \varphi_i \right) \right] \\
= (-1)^m \sum_{j=0}^{m} \frac{\prod_{i=1}^{m} \left( \sum_{N=q}^{n} (a_N)^i \right)^{\varphi_i}}{\prod_{i=1}^{m} \frac{(-1)^{y_k,i}}{(y_k,i)!} \left( y_k,i \varphi_i \right)} (a_{n+1})^{i.y_k,i-\sum\varphi_i}.
\]

Applying Lemma 3.2, we have

\[
\sum_{\sum i\varphi_i=j} \prod_{i=1}^{m} \frac{(-1)^{y_k,i}}{(y_k,i)!} \left( y_k,i \varphi_i \right) = \begin{cases} 
(-1)^{m-j} \prod_{i=1}^{m} \frac{(-1)^{y_k,i}}{(y_k,i)!} & \text{for } 0 \leq m - j \leq 1, \\
0 & \text{for } m - j \geq 2, \\
(-1)^{m-j} \prod_{i=1}^{m} \frac{(-1)^{y_k,i}}{(y_k,i)!} & \text{for } m - 1 \leq j \leq m, \\
0 & \text{for } 0 \leq j \leq m - 2. 
\end{cases}
\]

Hence,

\[
(-1)^m \sum_{i,y_k,i = m} \prod_{i=1}^{m} \frac{(-1)^{y_k,i}}{(y_k,i)!} \left( \frac{1}{i} \sum_{N=q}^{n+1} (a_N)^i \right)^{y_k,i} \\
= (-1)^m \sum_{j=m-1}^{m} \frac{\prod_{i=1}^{m} \left( \sum_{N=q}^{n} (a_N)^i \right)^{\varphi_i}}{\prod_{i=1}^{m} \frac{(-1)^{y_k,i}}{i^{\varphi_i} (\varphi_i)!}} (a_{n+1})^{i.y_k,i-\sum\varphi_i} \\
= \sum_{j=m-1}^{m} (a_{n+1})^{i.y_k,i-\sum\varphi_i} \left( \prod_{i=1}^{m} \frac{(-1)^{y_k,i}}{i^{\varphi_i} (\varphi_i)!} \left( \sum_{N=q}^{n} (a_N)^i \right)^{\varphi_i} \right).
\]

Knowing that for any given value of $j$ there is multiple combinations of $\varphi_1, \ldots, \varphi_m$ that satisfy $\sum i.\varphi_i = j$. Hence, every value of $j$ corresponds to a sum of the sum’s argument for all partitions of $j$ (for all combinations of $\varphi_1, \ldots, \varphi_m$ satisfying $\sum i.\varphi_i = j$). Therefore, we can split the outer sum with two conditions into two sums each with one of the conditions as follows,

\[
(-1)^m \sum_{i,y_k,i = m} \prod_{i=1}^{m} \frac{(-1)^{y_k,i}}{(y_k,i)!} \left( \frac{1}{i} \sum_{N=q}^{n+1} (a_N)^i \right)^{y_k,i} \\
= \sum_{j=m-1}^{m} (a_{n+1})^{i.y_k,i-\sum\varphi_i} \left( \prod_{i=1}^{m} \frac{(-1)^{y_k,i}}{i^{\varphi_i} (\varphi_i)!} \left( \sum_{N=q}^{n} (a_N)^i \right)^{\varphi_i} \right).
\]
Knowing that the largest element of a partition of \( j \) is \( j \),

\[
(-1)^m \sum_{i,y_{k,i}=m}^{m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n+1} (a_N)^i \right) y_{k,i} = \sum_{j=m-1}^{m} (a_{n+1}^{j+m-1})(-1)^j \sum_{\phi=1}^{j} \left( \prod_{i=1}^{j} \frac{(-1)^{\phi_i}}{\phi_i!} \left( \sum_{N=q}^{n} (a_N)^{\phi_i} \right) \right).
\]

By using the induction hypothesis, the expression becomes

\[
(-1)^m \sum_{i,y_{k,i}=m}^{m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n+1} (a_N)^i \right) y_{k,i} = \sum_{j=m-1}^{m} (a_{n+1}^{j+m-1})(-1)^j \sum_{\phi=1}^{j} \left( \prod_{i=1}^{j} \frac{(-1)^{\phi_i}}{\phi_i!} \left( \sum_{N=q}^{n} (a_N)^{\phi_i} \right) \right).\]

Using Lemma 2.1 we get

\[
(-1)^m \sum_{i,y_{k,i}=m}^{m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n+1} (a_N)^i \right) y_{k,i} = \sum_{q\leq N_1<\cdots<N_{m+1}\leq n} a_{N_{m+1}} \cdots a_{N_1}.
\]

The theorem is proven by induction.

**Corollary 3.1.** If the multiple sum starts at 1, Theorem 3.1 becomes

\[
\sum_{1\leq N_1<\cdots<N_{m+1}\leq n} a_{N_{m+1}} \cdots a_{N_1} = (-1)^m \sum_{i,y_{k,i}=m}^{m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n} (a_N)^i \right) y_{k,i} = \sum_{q\leq N_1<\cdots<N_{m+1}\leq n} a_{N_{m+1}} \cdots a_{N_1}.
\]

**Corollary 3.2.** Let \( m, n \in \mathbb{N} \), we have that

\[
(-1)^m \sum_{i,y_{k,i}=m}^{m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n} (a_N)^i \right) y_{k,i} = \binom{n}{m}.
\]

**Proof.** From paper [21], we have the following relation,

\[
\sum_{N_m=0}^{n-m} \sum_{N_1=0}^{N_m} 1 = \binom{n}{m}.
\]

We shift the variables in the following way,

\[
\sum_{q\leq N_1<\cdots<N_{m+1}\leq n} 1 = \sum_{N_m=m}^{n-m} \sum_{N_{m-1}=m-1}^{N_m-1} \sum_{N_1=1}^{N_{m-1}} 1 = \sum_{N_m=0}^{n-m} \sum_{N_{m-1}=m-1}^{N_m} \sum_{N_1=1}^{N_{m-1}+m-2} \sum_{N_1=1}^{N_{m-1}+m-2} 1 = \sum_{N_m=0}^{n-m} \sum_{N_{m-1}=0}^{N_m} \sum_{N_{m-2}=m-2}^{N_{m-1}+m-2} \sum_{N_1=1}^{N_{m-2}} 1.
\]
After completing the shifting for all variables, we get
\[ \sum_{q \leq N_1 < \cdots < N_m \leq n} 1 = \sum_{N_m = 0}^{n-m} \cdots \sum_{N_1 = 0}^{n} 1 = \binom{n}{m}. \]

By applying Theorem 3.1, we get
\[ (-1)^m \sum_{\sum i \cdot y_{k,i} = m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=1}^{n} y_{k,i} \right) = (-1)^m \sum_{\sum i \cdot y_{k,i} = m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{n}{i} \right) = \binom{n}{m}. \]

**Example 3.1.** For \( n = 1 \), we get Lemma 3.1,
\[ \sum_{\sum i \cdot y_{k,i} = m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=1}^{n} y_{k,i} \right) = (-1)^m \binom{1}{m} = \begin{cases} (-1)^m & \text{for } 0 \leq m \leq 1, \\ 0 & \text{for } m \geq 2. \end{cases} \]

**Example 3.2.** For \( n = 2 \),
\[ \sum_{\sum i \cdot y_{k,i} = m} \prod_{i=1}^{m} \frac{(-2)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=1}^{n} y_{k,i} \right) = (-1)^m \binom{2}{m}. \]

**Example 3.3.** For \( n = m \),
\[ \sum_{\sum i \cdot y_{k,i} = m} \prod_{i=1}^{m} \frac{(-m)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=1}^{n} y_{k,i} \right) = (-1)^m \binom{m}{m} = (-1)^m. \]

**Corollary 3.3.** For any \( q, n \in \mathbb{N} \) where \( n \geq q \), we have that
\[ \sum_{\sum i \cdot y_{k,i} = n-q+1} \prod_{i=1}^{n-q+1} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n} (a_N) \right)^{y_{k,i}} = \prod_{j=q}^{n} a_j. \]

**Proof.**
\[ \sum_{q \leq N_1 < \cdots < N_{n-q+1} \leq n} a_{N_{n-q+1}} \cdots a_{N_1} = \sum_{q=N_1, N_2=q+1, \cdots, N_{n-q+1}=n} a_{N_{n-q+1}} \cdots a_{N_1} = a_n \cdots a_q. \]

By using Theorem 3.1, we get the desired theorem. \( \blacksquare \)

### 3.3 Particular cases

In this section, we will apply the reduction formula for the cases of \( m \) from 1 to 4. These cases were independently proven using two distinct methods (which are omitted here for simplicity). Similarly, these formulas were verified for a certain range of \( n \) using a computer program which calculated the right expression as well as the left expression then checked that they were equal.

- For \( m = 1 \)
  \[ \sum_{1 \leq N_1 \leq n} a_{N_1} = \sum_{N=1}^{n} a_N. \]
For $m = 2$

$$
\sum_{1 \leq N_1 < N_2 \leq n} a_{N_2}a_{N_1} = \frac{1}{2} \left( \sum_{N=1}^{n} a_N \right)^2 - \frac{1}{2} \left( \sum_{N=1}^{n} (a_N)^2 \right).
$$

For $m = 3$

$$
\sum_{1 \leq N_1 < N_2 < N_3 \leq n} a_{N_3}a_{N_2}a_{N_1} = \frac{1}{6} \left( \sum_{N=1}^{n} a_N \right)^3 - \frac{1}{2} \left( \sum_{N=1}^{n} a_N \right) \left( \sum_{N=1}^{n} (a_N)^2 \right) + \frac{1}{3} \left( \sum_{N=1}^{n} (a_N)^3 \right).
$$

For $m = 4$

$$
\sum_{1 \leq N_1 < N_2 < N_3 < N_4 \leq n} a_{N_4}a_{N_3}a_{N_2}a_{N_1} = \frac{1}{24} \left( \sum_{N=1}^{n} a_N \right)^4 - \frac{1}{4} \left( \sum_{N=1}^{n} a_N \right) \left( \sum_{N=1}^{n} (a_N)^2 \right) + \frac{1}{3} \left( \sum_{N=1}^{n} (a_N)^3 \right) + \frac{1}{8} \left( \sum_{N=1}^{n} (a_N)^2 \right)^2 - \frac{1}{4} \left( \sum_{N=1}^{n} (a_N)^4 \right).
$$

### 3.4 General Reduction Theorem

Let $|A|$ represent the number of elements in a set $A$. Note that if $A$ is a set of sets then $|A|$ represents the number of sets in $A$.

Let $m$ be a non-negative integer and let $\{(y_{1,1}, \ldots, y_{1,m}), (y_{2,1}, \ldots, y_{2,m}), \ldots\}$ be the set of all partitions of $m$. Let us consider the set $M = \{1, \ldots, m\}$: The permutation group $S_m$ is the set of all permutations of the set $M$. Let $\sigma \in S_m$ be a permutation of $M$ and let $\sigma(i)$ represent the $i$-th element of this given permutation. The number of such permutations is given by

$$
|S_m| = m!.
$$

The cycle-type of a permutation $\sigma$ is the ordered set where the $i$-th element represents the number of cycles of size $i$ in the cycle decomposition of $\sigma$. The number of ways of arranging $i$ elements cyclically is $(i - 1)!$. The number of possible combinations of $y_{k,i}$ cycles of size $i$ is $[(i - 1)!]^{y_{k,i}}$. Hence, the number of permutations having cycle-type $(y_{k,1}, \ldots, y_{k,m})$ is given by

$$
\prod_{i=1}^{m} [(i - 1)!]^{y_{k,i}}.
$$

A partition $P$ of a set $M$ is a set of non-empty disjoint subsets of $M$ such that every element of $M$ is present in exactly one of the subsets. Let $P = \{P_{1,1}, \ldots, P_{1,y_1}, \ldots, P_{m,1}, \ldots, P_{m,y_m}\}$ represent a partition of a set of $m$ elements (for our purpose let it be the set $\{1, \ldots, m\}$). $P_{i,y}$ represents the $y$-th subset of order (size) $i$. $y_i$ represents the number of subsets of size $i$ contained in this partition of the set. It is interesting to note that $(y_1, \ldots, y_m)$ will always form a partition of $m$. However, the number of partitions of $m$ is smaller than the number of partitions of the set $M$ because there are more than one partition of the set $M$ that can be associated with a given partition of $m$. In fact, we can determine that the number of partitions of the set $M$ associated with the partition $(y_1, \ldots, y_m)$ is given by

$$
|\Omega_k| = \frac{m!}{1^{y_{k,1}} \cdots m!^{y_{k,m}} (y_{k,1})! \cdots (y_{k,m})!} = \prod_{i=1}^{m} i^{y_{k,i}} y_{k,i}!.
$$
where $\Omega_k$ is the set of all partitions of the set $M$ associated the partition $(y_{k,i}, \ldots, y_{k,m})$. This is because the number of ways to divide $m$ objects into $l_1$ groups of 1 element, $l_2$ groups of 2 elements, $\ldots$, and $l_m$ groups of $m$ elements is given by

$$
\frac{m!}{1!^{l_1} \cdots m!^{l_m}} l_1! \cdots l_m! = \frac{m!}{\prod_{i=1}^{m} i!^{l_i}}.
$$

We will denote by $\Omega$ the set of all partitions of the set $M$. Finally, a partition $P$ of a set $M$ is a refinement of a partition $\rho$ of the same set $M$ if every element in $P$ is a subset of an element in $\rho$. We denote this as $P \supseteq \rho$.

Using the notation introduced, we can formulate a generalization of Theorem 3.1 where all sequences are distinct.

**Theorem 3.2.** Let $m, n, q \in \mathbb{N}$ such that $n \geq q + m - 1$. Let $a_{(1)}; N_1, \ldots, a_{(m)}; N$ be $m$ sequences defined in the interval $[q, n]$. we have that

$$
\sum_{\sigma \in S_m} \sum_{q \leq N_1 < \cdots < N_m \leq n} \frac{a_{(\sigma(m))} N_m \cdots a_{(\sigma(1))} N_1}{a_{(1)} N_1} = \sum_{P \in \Omega} \sum_{q \leq N_1 < \cdots < N_m \leq n} \left[ \prod_{i=1}^{m} [(i - 1)!]^{y_{k,i}} \prod_{g=1}^{n} \left( \sum_{N=q}^{\infty} \prod_{h \in P_{i,g}} a_{(h); N} \right) \right].
$$

**Remark.** The theorem can also be written as

$$
\sum_{\sigma \in S_m} \sum_{q \leq N_1 < \cdots < N_m \leq n} \frac{a_{(\sigma(m))} N_m \cdots a_{(\sigma(1))} N_1}{a_{(1)} N_1} = \sum_{i, y_{k,i} = m} \left[ \prod_{i=1}^{m} [(i - 1)!]^{y_{k,i}} \prod_{g=1}^{n} \left( \sum_{N=q}^{\infty} \prod_{h \in P_{i,g}} a_{(h); N} \right) \right].
$$

The first form is obtained by regrouping together, from the set of all partitions of the set \{1, \ldots, m\}, those who are associated with a given partition of $m$.

The second expression is obtained by noting that

$$
\sum_{i, y_{k,i} = m} \frac{1}{|\Omega_k|} \sum_{\Omega_k} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{y_{k,i}! y_{k,i}!} \prod_{g=1}^{n} \left( \sum_{N=q}^{\infty} \prod_{h \in P_{i,g}} a_{(h); N} \right). 
$$

These forms are shown as they can be more easily used to show that this theorem reduces to Theorem 3.1 if all sequences are the same.

**Proof.** The same terms appear in both sides of the theorem, hence, to prove the theorem, it suffices to prove that they appear with the same multiplicity on both sides.

We assume, without loss of generality, that all sequences are distinct. The left hand side term can be written as follows

$$
\sum_{\sigma \in S_m} \left( \sum_{q \leq N_1 < \cdots < N_m \leq n} a_{(\sigma(m)); N_m} \cdots a_{(\sigma(1)); N_1} \right) = \sum_{\sigma \in S_m} \left( \sum_{q \leq N_1 < \cdots < N_m \leq n} a_{(m); N_{\sigma(m)}} \cdots a_{(1); N_{\sigma(1)}} \right).
$$
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Consider the symmetric group $S_m$ acting on $N = (N_1, \ldots, N_m)$. $N$ has an isotropy group $S_m(N)$ and an associated partition $\rho$ of the set $\{1, \ldots, m\}$. $\rho$ is the set of equivalence classes of the relation given by $a \sim b$ if and only if $N_a = N_b$. $S_m(N) = \{\sigma \in S_m \mid \sigma(i) \sim i\}$. Hence, a term
\[ a_{(m);N_m} \cdots a_{(1);N_1} \] (15)
appears, in the left hand side term, once if all the $N_j$'s are distinct and and none otherwise. A term (15) appears
\[ \sum_{P \geq \rho} (-1)^{m-\sum y_{k,i}} \prod_{i=1}^{m} [(i-1)!]^{y_{k,i}} \] (16)
times in the right hand side. Note that $\sum y_{k,i}$ is equal to the number of sets in $P$. To prove the theorem, one has to show that
\[ \sum_{P \geq \rho} (-1)^{m-\sum y_{k,i}} \prod_{i=1}^{m} [(i-1)!]^{y_{k,i}} = \begin{cases} 1 & \text{if } |\rho| = m, \\ 0 & \text{otherwise.} \end{cases} \] (17)
We notice that the sign of $(-1)^{m-\sum y_{k,i}} \prod_{i=1}^{m} [(i-1)!]^{y_{k,i}}$ is positive if the permutations of cycle type $P$ are even and negative if they are odd. Therefore, (16) is the signed sum of the number of even and odd permutations in the isotropy group $S_m(N)$. Let us also note that an isotropy group has the same number of even and odd permutations unless the associated partition $\rho$ is $\{\{1\}, \ldots, \{m\}\}$ ($|\rho| = m$). Hence, (16) is zero unless $|\rho| = m$. This concludes our proof of the theorem.

**Example 3.4.** For $m = 2$, Theorem 3.2 gives the following,
\[ \sum_{q \leq N_1 < N_2 \leq n} a_{N_2}b_{N_1} + \sum_{q \leq N_1 < N_2 \leq n} b_{N_2}a_{N_1} = \left( \sum_{N=q}^{n} a_N \right) \left( \sum_{N=q}^{n} b_N \right) - \left( \sum_{N=q}^{n} a_N b_N \right). \]

**Example 3.5.** For $m = 3$, Theorem 3.2 gives the following,
\[ \sum_{\sigma \in \Delta_3} \left( \sum_{q \leq N_1 < N_2 < N_3 \leq n} a_{(\sigma(3));N_3}a_{(\sigma(2));N_2}a_{(\sigma(1));N_1} \right) \]
\[ = \left( \sum_{N=q}^{n} a_{(1);N} \right) \left( \sum_{N=q}^{n} a_{(2);N} \right) \left( \sum_{N=q}^{n} a_{(3);N} \right) \]
\[ - \left( \sum_{N=q}^{n} a_{(1);N} \right) \left( \sum_{N=q}^{n} a_{(2);N}a_{(3);N} \right) \]
\[ - \left( \sum_{N=q}^{n} a_{(3);N} \right) \left( \sum_{N=q}^{n} a_{(1);N}a_{(2);N} \right) + \left( \sum_{N=q}^{n} a_{(1);N}a_{(2);N}a_{(3);N} \right). \]

### 4 Applications to polynomials

Multiple sums have a variety of applications. However, the most famous one is it’s usage in Viète’s formula to relate the coefficients of a polynomial to its roots. This corresponds to the particular case where the sequence $a_N$ represents the roots $r_N$ of the polynomial. In this section, some applications of this type of sums to polynomials will be presented.
4.1 Relation between the roots and the coefficients of a polynomial

Let \( P(x) \) be a polynomial of degree \( n \),

\[
P(x) = \sum_{i=0}^{n} a_i x^i = a_n x^n + a_{n-1} x^{n-1} + \cdots + a_1 x + a_0
\]

where \( a_i \) is the coefficient of \( x^i \).

Viète’s theorem allows us to rewrite this polynomial as a product of its factors,

\[
P(x) = a_n \prod_{i=1}^{n} (x - r_i) = a_n (x - r_1) \cdots (x - r_n)
\]

where \( r_i \) is the \( i \)-th root of the polynomial.

The relation between the roots and the coefficients of a polynomial of degree \( n \) (Viète’s formula) is structured as a multiple sum of the roots of the polynomial,

\[
a_m = (-1)^{n-m} \sum_{1 \leq N_1 < \cdots < N_{n-m} \leq n} r_{N_{n-m}} \cdots r_{N_1}.
\]

This relation can also be written as follows,

\[
a_m = (-1)^m \sum_{1 \leq N_1 < \cdots < N_m \leq n} r_{N_m} \cdots r_{N_1}.
\]

This relation linking the roots and coefficients of a polynomial can be simplified by applying the reduction theorem to Viète’s formula.

**Theorem 4.1.** Let \( P(x) = a_n x^n + \cdots + a_1 x + a_0 = a_n (x^n + \cdots + \frac{a_1}{a_n} x + \frac{a_0}{a_n}) \) be a polynomial and let \( r_1, \ldots, r_n \) be the roots of this polynomial. The coefficients of this polynomial can be linked to its roots by the following relation,

\[
\frac{a_{n-m}}{a_n} = \sum_{i,y_{k,i}=m}^{m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=1}^{n} (r_N)^i \right)^{y_{k,i}}.
\]

**Proof.** Viète’s formula is as follows,

\[
\frac{a_{n-m}}{a_n} = (-1)^m \sum_{1 \leq N_1 < \cdots < N_m \leq n} r_{N_m} \cdots r_{N_1}.
\]

Hence, by applying Corollary 3.1 we get the desired theorem. 

Some relations relating the coefficients of a polynomial to its roots for different values of \( m \) have been calculated using Theorem 4.1 and are as follows:

- For \( m = 0 \)
  \[
  \frac{a_n}{a_n} = 1.
  \]

- For \( m = 1 \)
  \[
  \frac{a_{n-1}}{a_n} = -\sum_{N=1}^{n} r_N.
  \]

- For \( m = 2 \)
  \[
  \frac{a_{n-2}}{a_n} = \frac{1}{2} \left( \sum_{N=1}^{n} r_N \right)^2 - \frac{1}{2} \left( \sum_{N=1}^{n} (r_N)^2 \right).
  \]
For $m = 3$

$$\frac{a_{n-3}}{a_n} = -\frac{1}{6} \left( \sum_{N=1}^{n} r_N \right)^3 + \frac{1}{2} \left( \sum_{N=1}^{n} r_N \right) \left( \sum_{N=1}^{n} (r_N)^2 \right) - \frac{1}{3} \left( \sum_{N=1}^{n} (r_N)^3 \right).$$

For $m = 4$

$$\frac{a_{n-4}}{a_n} = \frac{1}{24} \left( \sum_{N=1}^{n} r_N \right)^4 - \frac{1}{4} \left( \sum_{N=1}^{n} r_N \right)^2 \left( \sum_{N=1}^{n} (r_N)^2 \right)$$
$$+ \frac{1}{3} \left( \sum_{N=1}^{n} r_N \right) \left( \sum_{N=1}^{n} (r_N)^3 \right) + \frac{1}{8} \left( \sum_{N=1}^{n} (r_N)^2 \right)^2 - \frac{1}{4} \left( \sum_{N=1}^{n} (r_N)^4 \right).$$

For $m = n$

$$\frac{a_0}{a_n} = (-1)^n \prod_{i=1}^{n} r_i.$$

### 4.2 Relation between the roots of a polynomial and the roots of its derivatives

With the formulas developed, we can go beyond just linking the coefficients and roots of a polynomial. In this section, we will develop a formula linking the roots of a polynomial to the roots of its derivatives as illustrated by the following theorem.

**Theorem 4.2.** Let $f(x) = \sum_{i=0}^{n} a_i x^i = a_n (x - r_1) \cdots (x - r_n)$ be a polynomial of order $n$ and let

$$f^{(k)}(x) = \sum_{i=0}^{n-k} a_{(k);i} x^i = \sum_{j=k}^{n} \frac{j!}{(j-k)!} a_j x^{j-k} = a_n (x - r_{(k);1}) \cdots (x - r_{(k);n-k})$$

be its derivative of order $k$. The roots of $f(x)$ can be linked to the roots of $f^{(k)}(x)$ by the following equation,

$$\frac{(n-m)!}{n!} \sum_{x_{k,i}} (-1)^{y_{k,i}} \prod_{i=1}^{m} \left( \frac{1}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=1}^{n} (r_N)^i \right)^{y_{k,i}} \right).$$

**Proof.** By comparing the coefficients of $f(x)$ and $f^{(k)}(x)$, we get

$$\frac{a_{(k);n-k-m}}{a_{(k);n-k}} = \frac{(n-m)!}{(n-k)!} \frac{a_{n-m}}{a_n} \frac{(n-m)!}{(n-k)!} \frac{a_{n-m}}{a_n}.$$

By applying Viète’s formula, we get the desired theorem. □

A special case of this theorem which is of special interest is the following.
Corollary 4.1. Let \( f(x) = \sum_{i=0}^{n} a_i x^i = a_n(x - r_1) \cdots (x - r_n) \) be a polynomial of order \( n \) and let
\[
f^{(k)}(x) = \sum_{i=0}^{n-k} a_{(k)i} x^i = \sum_{j=k}^{n} \frac{j!}{(j-k)!} a_j x^{j-k} = a_n(x - r_{(k)1}) \cdots (x - r_{(k)n-k})
\]
be its derivative of order \( k \). Let \( \overline{r} \) be the average root value for \( f(x) \) and \( \overline{r}_{(k)} \) be the average root value for \( f^{(k)}(x) \).
\[
\overline{r} = \frac{r_1 + \cdots + r_n}{n} = \frac{r_{(k)1} + \cdots + r_{(k)n-k}}{n-k} = \overline{r}_{(k)}.
\]

4.3 Generalized Binomial Theorem

In this section, we prove a formula for the sum of multiple sums. This identity is then used to prove a generalization of the binomial theorem as well as a few MZV identities.

Theorem 4.3. Let \( x \in \mathbb{C}^* \) and \( n \in \mathbb{N}^* \). We have that
\[
\sum_{m=0}^{n} (-1)^m x^{n-m} \sum_{1 \leq N_1 < \cdots < N_m \leq n} r_{N_m} \cdots r_{N_1} = (-1)^n (r_1 - x) \cdots (r_n - x)
\]
and
\[
\sum_{m=0}^{n} x^{n-m} \sum_{\sum \gamma_i = m} \prod_{i=1}^{m} \frac{(-1)^{\gamma_i}}{\gamma_i!} \left( \frac{1}{i} \sum_{N=1}^{n} (r_N)^i \right)^{\gamma_i} = (-1)^n (r_1 - x) \cdots (r_n - x).
\]

Proof. Let \( f(x) = \sum_{m=0}^{n} a_m x^m = a_n(x - r_1) \cdots (x - r_n) \) be a polynomial of order \( n \). Then
\[
\frac{f(x)}{a_n} = \sum_{m=0}^{n} x^m \frac{a_m}{a_n} = \sum_{m=0}^{n} x^{n-m} \frac{a_{n-m}}{a_n} = (x - r_1) \cdots (x - r_n) = (-1)^n (r_1 - x) \cdots (r_n - x).
\]

Applying Viète’s formula, we get the first identity of the theorem. Similarly, applying Theorem 4.2 instead leads to the second identity. \( \blacksquare \)

Corollary 4.2. For any \( n \in \mathbb{N}^* \), we have that
\[
\sum_{m=0}^{n} (-1)^m \sum_{1 \leq N_1 < \cdots < N_m \leq n} r_{N_m} \cdots r_{N_1} = (-1)^n (r_1 - 1) \cdots (r_n - 1)
\]
and
\[
\sum_{m=0}^{n} \sum_{\sum \gamma_i = m} \prod_{i=1}^{m} \frac{(-1)^{\gamma_i}}{\gamma_i!} \left( \frac{1}{i} \sum_{N=1}^{n} (r_N)^i \right)^{\gamma_i} = (-1)^n (r_1 - 1) \cdots (r_n - 1).
\]

Corollary 4.3. Substituting \( r_N \) by \( -r_N \) in Corollary 4.2, we get the sum of multiple sums.
\[
\sum_{m=0}^{n} \sum_{1 \leq N_1 < \cdots < N_m \leq n} r_{N_m} \cdots r_{N_1} = \prod_{N=1}^{n} (r_N + 1).
\]

Theorem 4.4. For any \( n \in \mathbb{N}^* \), we have that
\[
(a_1 + b_1) \cdots (a_n + b_n) = \left( \prod_{i=1}^{n} b_i \right) \sum_{m=0}^{n} \sum_{1 \leq N_1 < \cdots < N_m \leq n} \frac{a_{N_m} \cdots a_{N_1}}{b_{N_m} \cdots b_{N_1}}
\]
\[
= \left( \prod_{i=1}^{n} b_i \right) \sum_{m=0}^{n} (-1)^m \sum_{\sum \gamma_i = m} \prod_{i=1}^{m} \frac{(-1)^{\gamma_i}}{\gamma_i!} \left( \frac{1}{i} \sum_{N=1}^{n} \left( \frac{a_N}{b_N} \right)^i \right)^{\gamma_i}.
\]
Proof.
\[ \prod_{i=1}^{n} (a_i + b_i) = \prod_{i=1}^{n} (b_i) \left( \frac{a_i}{b_i} + 1 \right) = \left( \prod_{i=1}^{n} b_i \right) \prod_{i=1}^{n} \left( \frac{a_i}{b_i} + 1 \right). \]

Letting \( r_i = (a_i/b_i) \) and applying Corollary 4.3, we obtain this theorem. \[ \square \]

Additionally, Corollary 4.3 can be used to derive several identities related to MZVs.

Corollary 4.4. The sum of MZVs can be rewritten as a product as follows:
\[ \sum_{m=0}^{n} \zeta_n(p, \ldots, p) = \prod_{N=1}^{n} \left(1 + \frac{1}{N^p}\right) \text{ and } \sum_{m=0}^{\infty} \zeta(p, \ldots, p) = \prod_{N=1}^{\infty} \left(1 + \frac{1}{N^p}\right). \]

Proof. Applying Corollary 4.3 with \( r_N = (1/N^p) \), we find this identity. \[ \square \]

Corollary 4.5. The sum of MZVs converges to 2 as the argument of the MZVs goes to infinity.
\[ \lim_{p \to \infty} \sum_{m=0}^{n} \zeta_n(p, \ldots, p) = \lim_{p \to \infty} \sum_{m=0}^{\infty} \zeta(p, \ldots, p) = 2. \]

Proof.
\[ \lim_{p \to \infty} \sum_{m=0}^{n} \zeta_n(p, \ldots, p) = \lim_{p \to \infty} \prod_{N=1}^{n} \left(1 + \frac{1}{N^p}\right) = \lim_{p \to \infty} \left(1 + \frac{1}{N^p}\right) \prod_{N=2}^{n} \left(1 + \frac{1}{N^p}\right) = (2)(1) = 2. \]

Letting \( n \to \infty \), we obtain the second part of the identity. \[ \square \]

Another identity that can be found through Corollary 4.3 is the following.

Corollary 4.6. For any \( n \in \mathbb{N}^* \), we have that
\[ \sum_{m=0}^{n} \sum_{1 \leq N_1 < \cdots < N_m \leq n} N_{m-1} \cdots N_1 = \prod_{N=1}^{n} (N+1) = (n+1)!. \]

5 Other applications

In this section, we will apply the reduction formula presented in Theorem 3.1 to simplify certain special multiple sums. The first special sum that we will simplify is the multiple sum of \( N^p \).

The second special sum is the multiple harmonic series as well as the multiple \( p \)-series for even values of \( p \).

5.1 Multiple Power Sum

The Faulhaber formula is a formula developed by Faulhaber in a 1631 edition of Academia Algebrae [18] to calculate sums of powers. The Faulhaber formula is as follows
\[ \sum_{N=1}^{n} N^p = \frac{1}{p+1} \sum_{j=0}^{p} (-1)^{j} \binom{p+1}{j} B_j n^{p+1-j} \]
where \( B_j \) are the Bernoulli numbers of the first kind.

Remark. See [28] for details on the history of Bernoulli numbers.
In this section, we will use the reduction formula for multiple sums to develop a more general form of the Faulhaber formula.

**Theorem 5.1.** For any \( m, n, p \in \mathbb{N} \) such that \( n \geq m \), we have that

\[
\sum_{1 \leq N_1 < \cdots < N_m \leq n} N_m^p \cdots N_1^p = (-1)^m \sum_{i : y_k,i} \left( \prod_{i=1}^{m} \frac{(-1)^{y_k,i}}{(y_k,i)!} \left( \sum_{N=N^p}^{n} \right)^{y_k,i} \right)
\]

\[
= (-1)^m \sum_{i : y_k,i} \left( \prod_{i=1}^{m} \frac{(-1)^{y_k,i}}{(y_k,i)!} \left( \sum_{N=N^p}^{n} \right)^{y_k,i} \right)
\]

where \( B_j \) are the Bernoulli numbers of the first kind.

**Proof.** This theorem is obtained by applying Theorem 3.1 and then applying Faulhaber’s formula. \( \blacksquare \)

**Corollary 5.1.** For any \( m, n \in \mathbb{N} \), we have that

\[
\left[ \begin{array}{c} n + 1 \\ n - m + 1 \end{array} \right] = (-1)^m \sum_{i : y_k,i} \left( \prod_{i=1}^{m} \frac{(-1)^{y_k,i}}{(y_k,i)!} \left( \sum_{N=N^p}^{n} \right)^{y_k,i} \right)
\]

\[
= (-1)^m \sum_{i : y_k,i} \left( \prod_{i=1}^{m} \frac{(-1)^{y_k,i}}{(y_k,i)!} \left( \sum_{N=N^p}^{n} \right)^{y_k,i} \right)
\]

where \( B_j \) are the Bernoulli numbers of the first kind.

**Proof.** Knowing that Stirling numbers are the coefficients of a polynomial with roots 0, 1, \( \cdots \), \( n-1 \), then, from Viète’s formula, we express a Stirling number of the first kind as follows,

\[
\sum_{0 \leq N_1 < \cdots < N_m \leq n-1} N_m \cdots N_1 = \left[ \begin{array}{c} n \\ n - m \end{array} \right].
\]

Knowing that terms containing \( N_1 = 0 \) will be zero and substituting \( n \) for \( n - 1 \), we get

\[
\sum_{1 \leq N_1 < \cdots < N_m \leq n} N_m \cdots N_1 = \left[ \begin{array}{c} n + 1 \\ n - m + 1 \end{array} \right].
\]

By applying Theorem 5.1 for \( p = 1 \), the theorem is proven. \( \blacksquare \)

Let us consider the following special cases:

- For \( m = 2 \)

\[
\sum_{1 \leq N_1 < N_2 \leq n} N_2^p N_1^p
\]

\[
= \frac{1}{2} \left( \sum_{N=1}^{n} N^p \right)^2 - \frac{1}{2} \left( \sum_{N=1}^{n} N^{2p} \right)
\]

\[
= \frac{1}{2} \left( \frac{n^{p+1}}{p+1} \sum_{j=0}^{p} \binom{p+1}{j} (2p+1) B_j \frac{1}{n^j} - \frac{n^{2p+1}}{2p+1} \sum_{j=0}^{2p} \binom{2p+1}{j} (2p+1) B_j \frac{1}{n^j} \right).
\]
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Example 5.1. For $p = 1$, by using the previous equation and exploiting Faulhaber’s formulas, we can get the following formula
\[
\sum_{1 \leq N_1 < N_2 \leq n} N_2 N_1 = \frac{n(n-1)(n+1)(3n+2)}{24} = \left( \sum_{N=1}^{n} N \right) \left[ \frac{(n-1)(3n+2)}{12} \right].
\]

Example 5.2. For $p = 2$, by applying this theorem and exploiting Faulhaber’s formulas, we can get the following formula
\[
\sum_{1 \leq N_1 < N_2 \leq n} N_2^2 N_1 = \frac{n(n-1)(2n-1)(2n+1)(5n+6)}{360}.
\]

• For $m = 3$
\[
\sum_{1 \leq N_1 < N_2 < N_3 \leq n} N_3^p N_2^p N_1^p = \frac{1}{6} \left( \sum_{N=1}^{n} N^p \right)^3 - \frac{1}{2} \left( \sum_{N=1}^{n} N^p \right) \left( \sum_{N=1}^{n} N^{2p} \right) + \frac{1}{3} \left( \sum_{N=1}^{n} N^{3p} \right).
\]

Example 5.3. For $p = 1$, by applying this theorem and exploiting Faulhaber’s formulas, we can get the following formula
\[
\sum_{1 \leq N_1 < N_2 < N_3 \leq n} N_3 N_2 N_1 = \frac{(n-2)(n-1)n^2(n+1)^2}{48} = \left( \sum_{N=1}^{n} N \right)^2 \left[ \frac{(n-1)(n-2)}{12} \right].
\]

5.2 Multiple harmonic series

In this section, using the formula developed by Euler and the reduction theorem (Theorem 3.1), we will prove an expression which can be used to calculate multiple harmonic series for positive even values. Then we will present new identities based on solutions for some more general forms of the Basel problem.

We start by applying Theorem 3.1 to the zeta function for positive even values to get an expression for the multiple series of $\frac{1}{N^{2p}}$.

**Theorem 5.2.** For any $m, p \in \mathbb{N}$, we have that
\[
\sum_{1 \leq N_1 < \cdots < N_m \leq n} \frac{1}{N_2^{2p} \cdots N_1^{2p}} = (-1)^m \sum_{\sum y_{k,i} = m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{(y_{k,i})! \prod_{y_{k,i}} (\zeta(2ip))^{y_{k,i}}}.
\]

**Proof.** From Theorem 3.1
\[
\sum_{1 \leq N_1 < \cdots < N_m \leq n} \frac{1}{N_2^{2p} \cdots N_1^{2p}} = (-1)^m \sum_{\sum y_{k,i} = m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{(y_{k,i})! \prod_{y_{k,i}} (\zeta(2ip))^{y_{k,i}}}.
\]

Euler proved that, for $m \geq 1$ (see [2]),
\[
\zeta(2m) = \frac{(-1)^{m+1}(2\pi)^{2m}}{2(2m)!} B_{2m}.
\]
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Corollary 5.2. For \( m = 2 \), Theorem 5.2 becomes
\[
\sum_{1 \leq N_1 < \cdots < N_m} \frac{1}{N_1^{2p} \cdots N_m^{2p}} = \frac{1}{2} \left[ (\zeta(2p))^2 - \zeta(4p) \right] = \frac{(2\pi)^{4p}}{4(4p)!} \left[ \left( \frac{2p}{2} \right)^2 + B_{4p} \right].
\]

Proof. By applying Theorem 5.2 with \( m = 2 \), we get
\[
\sum_{1 \leq N_1 < N_2} \frac{1}{N_1^{2p} N_2^{2p}} = \frac{1}{2} \left[ (\zeta(2p))^2 - \zeta(4p) \right] = \frac{1}{2} \left[ \left( \frac{2\pi}{4(2p)!} \right)^2(B_{2p})^2 - \left( \frac{2\pi}{2(4p)!} \right)^4B_{4p} \right]
= \frac{(2\pi)^{4p}}{4} \left[ \frac{(B_{2p})^2}{2(2p)! (2p)!} - \frac{B_{4p}}{4(4p)!} \right] = \frac{(2\pi)^{4p}}{4} \left[ \left( \frac{2p}{2} \right)^2 + B_{4p} \right].
\]

The following table summarizes some values of the zeta function for positive even arguments:
\[
\begin{align*}
\zeta(2) &= \frac{\pi^2}{6}, &\zeta(4) &= \frac{\pi^4}{90}, &\zeta(6) &= \frac{\pi^6}{945}, &\zeta(8) &= \frac{\pi^8}{9450}, &\zeta(10) &= \frac{\pi^{10}}{93555} \\
\zeta(12) &= \frac{691\pi^{12}}{638512875}, &\zeta(14) &= \frac{2\pi^{14}}{18243225}, &\zeta(16) &= \frac{3617\pi^{16}}{325641566250}.
\end{align*}
\]

By using the values in the above table as well as Theorem 5.2 and playing with different values, we can notice some identities.

Theorem 5.3. For any \( m \in \mathbb{N} \), we have that
\[
\sum_{1 \leq N_1 < \cdots < N_m} \frac{1}{N_1^{2p} \cdots N_m^{2p}} = \sum_{i,y_1,..,y_m=1}^{m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{(y_{k,i})! (\zeta(2i))^{y_{k,i}}} = \frac{\pi^{2m}}{(2m+1)!}
\]
and
\[
\sum_{i,y_1=1}^{m} \prod_{i=1}^{m} \frac{1}{(y_{k,i})! (2i)!} \left( \frac{B_{2i}}{(2i)!} \right)^{y_{k,i}} = \frac{1}{2^{2m}(2m+1)!}.
\]

Proof. In \([24], [29], \) and \([35] \), the following relation was proven,
\[
\sum_{1 \leq N_1 < \cdots < N_m} \frac{1}{N_1^{2p} \cdots N_m^{2p}} = \frac{\pi^{2m}}{(2m+1)!}.
\]
By applying Theorem 3.1, we get
\[
\sum_{i,y_1,..,y_m=1}^{m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{(y_{k,i})! (\zeta(2i))^{y_{k,i}}} = \frac{\pi^{2m}}{(2m+1)!}.
\]
Applying Theorem 5.2 with \( p = 1 \), we obtain the second equation. ■
Example 5.4. For \( m = 4 \), we have
\[
\sum_{1 \leq N_1 < \cdots < N_m} \frac{1}{N_1^4 \cdots N_m^4} = \frac{1}{24} \left( \sum_{N=1}^\infty \frac{1}{N^2} \right)^4 - \frac{1}{4} \left( \sum_{N=1}^\infty \frac{1}{N^2} \right)^2 \left( \sum_{N=1}^\infty \frac{1}{N^4} \right) \\
+ \frac{1}{3} \left( \sum_{N=1}^\infty \frac{1}{N^2} \right) \left( \sum_{N=1}^\infty \frac{1}{N^6} \right) + \frac{1}{8} \left( \sum_{N=1}^\infty \frac{1}{N^4} \right)^2 - \frac{1}{4} \left( \sum_{N=1}^\infty \frac{1}{N^8} \right)
\]
\[
= \frac{\pi^8}{9!} \left( \approx 0.02614784782 \right).
\]

Using Theorem 5.3, we will prove that the multiple sum of \( \frac{1}{N^m} \) will converge to 0 as the number of summations \( m \) goes to infinity for any integer \( p \geq 2 \).

Theorem 5.4. Let \( p \in \mathbb{N} \) such that \( p \geq 2 \), for any \( m \in \mathbb{N} \), we have that
\[
\lim_{m \to \infty} \left( \sum_{1 \leq N_1 < \cdots < N_m} \frac{1}{N_1^p \cdots N_m^p} \right) = 0.
\]

Proof. Knowing that for any integer \( p \geq 2, 0 \leq \frac{1}{N^p} \leq \frac{1}{N} \), therefore, \( 0 \leq \frac{1}{N_1 \cdots N_m} \leq \frac{1}{N_1 \cdots N_1} \), which then implies that
\[
0 \leq \sum_{1 \leq N_1 < \cdots < N_m} \frac{1}{N_1^p \cdots N_m^p} \leq \sum_{1 \leq N_1 < \cdots < N_m} \frac{1}{N_1^2 \cdots N_1^2}.
\]
By taking the limit as \( m \) goes to infinity and applying Theorem 5.3, we get
\[
0 \leq \lim_{m \to \infty} \left( \sum_{1 \leq N_1 < \cdots < N_m} \frac{1}{N_1^p \cdots N_m^p} \right) \leq \lim_{m \to \infty} \left( \frac{\pi^{2m}}{(2m+1)!} \right) = 0.
\]
Hence, the theorem is proven.

Theorem 5.5. For any \( m \in \mathbb{N} \), we have that
\[
\sum_{1 \leq N_1 < \cdots < N_m} \frac{1}{N_1^4 \cdots N_m^4} = \sum_{1 \leq N_1 < \cdots < N_m} \prod_{i,y_{k,i}=m+1}^{m} (\frac{1}{y_{k,i}}) ! (\frac{B_{4i}}{(4i)!}) \cdot \left( \frac{1}{(y_{k,i})!} \right) = \frac{2(2m)\pi^{4m}}{(4m+2)!} = \frac{2(\sqrt{2}\pi)^{4m}}{(4m+2)!}
\]
and
\[
\sum_{1 \leq N_1 < \cdots < N_m} \prod_{1 \leq i,y_{k,i}=m+1}^{m} \left( \frac{1}{y_{k,i}} \right) ! \left( \frac{B_{4i}}{(2i)(4i)!} \right) \cdot \left( \frac{1}{(y_{k,i})!} \right) = \frac{2(-1)^m}{2^m(4m+2)!}.
\]
Proof. From (3), we have that
\[
\sum_{1 \leq N_1 < \cdots < N_m} \frac{1}{N_1^4 \cdots N_m^4} = \frac{2(2m)\pi^{4m}}{(4m+2)!} = \frac{2(\sqrt{2}\pi)^{4m}}{(4m+2)!}
\]
Hence, applying Theorem 5.1, we obtain the first equation of this theorem.
The second equation is obtained by applying Theorem 5.2 with \( p = 2 \).

Example 5.5. For \( m = 3 \), we have
\[
\sum_{1 \leq N_1 < N_2 < N_3} \frac{1}{N_1^3 N_2^3 N_3^3} = \frac{1}{6} \left( \sum_{N=1}^{n} \frac{1}{N^4} \right)^3 - \frac{1}{2} \left( \sum_{N=1}^{n} \frac{1}{N^4} \right) \left( \sum_{N=1}^{n} \frac{1}{N^8} \right) + \frac{1}{3} \left( \sum_{N=1}^{n} \frac{1}{N^{12}} \right)
\]
\[
= \frac{\pi^{12}}{681080400} = \frac{2(2(3))\pi^{4(3)}}{(4(3)+2)!} \left( \approx 0.001357063251 \right).
\]
Theorem 5.6. For any \( m \in \mathbb{N} \), we have that
\[
\sum_{1 \leq N_1 < \cdots < N_m} \frac{1}{N_6 \cdots N_1^6} = \sum_{\sum i \gamma_{k,i} = m} \prod_{i=1}^{m} \frac{(-1)^{\gamma_{k,i}}}{(y_{k,i})!} \left( \zeta(6i) \right)^{\gamma_{k,i}} = \frac{6(2\pi)^{6m}}{(6m + 3)!}
\]
and
\[
\sum_{\sum i \gamma_{k,i} = m} \prod_{i=1}^{m} \frac{1}{(y_{k,i})!} \left( \frac{B_{6i}}{(2i)(6i)!} \right)^{\gamma_{k,i}} = \frac{6}{(6m + 3)!}.
\]

Proof. From [8], we have that
\[
\sum_{1 \leq N_1 < \cdots < N_m} \frac{1}{N_6 \cdots N_1^6} = \frac{6(2\pi)^{6m}}{(6m + 3)!}.
\]
Hence, applying Theorem 3.1, we obtain the first equation of this theorem.

The second equation is obtained by applying Theorem 5.2 with \( p = 3 \).

Example 5.6. For \( m = 3 \), we have
\[
\sum_{1 \leq N_1 < N_2 < N_3} \frac{1}{N_6 \cdots N_3^6} = \frac{1}{6} \left( \sum_{N_1=1}^{n} \frac{1}{N_6} \right)^3 - \frac{1}{2} \left( \sum_{N_1=1}^{n} \frac{1}{N_6} \right) \left( \sum_{N_1=1}^{n} \frac{1}{N_1^{12}} \right) + \frac{1}{3} \left( \sum_{N_1=1}^{n} \frac{1}{N_1^{18}} \right) = \frac{2\pi^{18}}{64965492466875} = \frac{6(2\pi)^{6(3)}}{(6(3) + 3)!} (\approx 0.00002735551966).
\]

6 Relation to Recurrent Sums and Odd-Even Partition Identities

Recurrent sums and multiple sums have been studied separately respectively in [22] and in this paper. In this section, we will compare these types of sums and show their similarities and the link between them. Then by combining the individual relations of each of these sums, we will produce new results. In particular, we will obtain new relations governing odd partitions and even partitions of a non-negative integer.

6.1 Relations between recurrent sums and multiple sums

In this section, we develop the relation linking recurrent and multiple sums. Recurrent sums and multiple sums can be related by the following theorem.

Theorem 6.1. For any \( m, q, n \in \mathbb{N} \) and for any sequence \( a_N \) defined in the interval \([q, n]\), we have that
\[
\sum_{N_m=q}^{n} \cdots \sum_{N_1=q}^{n} a_{N_m} \cdots a_{N_1} + (-1)^{m} \sum_{q \leq N_1 < \cdots < N_m \leq n} a_{N_m} \cdots a_{N_1} = 2 \sum_{\sum i \gamma_{k,i} = m} \prod_{i=1}^{m} \frac{1}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n} (a_N)^i \right)^{\gamma_{k,i}}.
\]

\[
\sum_{N_m=q}^{n} \cdots \sum_{N_1=q}^{n} a_{N_m} \cdots a_{N_1} - (-1)^{m} \sum_{q \leq N_1 < \cdots < N_m \leq n} a_{N_m} \cdots a_{N_1} = 2 \sum_{\sum i \gamma_{k,i} = m} \prod_{i=1}^{m} \frac{1}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n} (a_N)^i \right)^{\gamma_{k,i}}.
\]
Proof. We can notice that

\[ \sum_{i,y_{k,i}=m} \prod_{i=1}^{m} \frac{1}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n} (a_N)^i \right) y_{k,i} + \sum_{i,y_{k,i}=m} \prod_{i=1}^{m} \frac{1}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n} (a_N)^i \right) y_{k,i} = 2 \sum_{i,y_{k,i}=m} \prod_{i=1}^{m} \frac{1}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n} (a_N)^i \right) y_{k,i} \]

From [22], we have

\[ \sum \prod_{i=1}^{m} \frac{1}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n} (a_N)^i \right) y_{k,i} = \sum \prod_{i=1}^{m} \frac{1}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n} (a_N)^i \right) y_{k,i} \]

From Theorem 3.4, we have

\[ \sum_{q \leq N_1 < \cdots < N_m \leq n} a_{N_m} \cdots a_{N_1} = (-1)^m \sum \prod_{i=1}^{m} \frac{1}{(y_{k,i})!} \left( \frac{1}{i} \sum_{N=q}^{n} (a_N)^i \right) y_{k,i} \]

Hence, by combining these relations, we obtain the theorem.

Example 6.1. For \( m = 2 \), Theorem 6.1 gives

\[ \sum_{N_2=q}^{n} \sum_{N_1=q}^{n} a_{N_2} a_{N_1} + \sum_{q \leq N_1 < N_2 \leq n} a_{N_2} a_{N_1} = \left( \sum_{N=1}^{n} a_N \right)^2 \]

from which \( a_{N_2} a_{N_1} \) can be evaluated.

Example 6.2. For \( m = 3 \), Theorem 6.1 gives

\[ \sum_{N_3=1}^{n} \sum_{N_2=1}^{n} \sum_{N_1=1}^{n} a_{N_3} a_{N_2} a_{N_1} + \sum_{1 \leq N_1 < N_2 < N_3 \leq n} a_{N_3} a_{N_2} a_{N_1} = \frac{1}{3} \left( \sum_{N=1}^{n} a_N \right)^3 + \frac{2}{3} \left( \sum_{N=1}^{n} (a_N)^3 \right) \]

Example 6.3. For \( m = 4 \), Theorem 6.1 gives

\[ \sum_{N_4=1}^{n} \sum_{N_3=1}^{n} \sum_{N_2=1}^{n} \sum_{N_1=1}^{n} a_{N_4} a_{N_3} a_{N_2} a_{N_1} = \frac{1}{12} \left( \sum_{N=1}^{n} a_N \right)^4 + \frac{2}{3} \left( \sum_{N=1}^{n} a_N \right) \left( \sum_{N=1}^{n} (a_N)^3 \right) + \frac{1}{4} \left( \sum_{N=1}^{n} (a_N)^2 \right)^2 \]
From [22], we have
\[
\sum_{N_4=1}^{n} \sum_{N_3=1}^{N_4} \sum_{N_2=1}^{N_3} \sum_{N_1=1}^{N_2} a_{N_4}a_{N_3}a_{N_2}a_{N_1} - \sum_{1 \leq N_1 < N_2 < N_3 < N_4 \leq n} a_{N_4}a_{N_3}a_{N_2}a_{N_1} = \frac{1}{2} \left( \sum_{N=1}^{n} a_N \right)^2 \left( \sum_{N=1}^{n} (a_N)^2 \right) + \frac{1}{2} \left( \sum_{N=1}^{n} (a_N)^4 \right).
\]

### 6.2 Odd and Even Partition Identities

In [22] and in this paper, we have produced multiple partition identities. Combining these identities, we are able to produce several identities for even and odd partitions. Note that a partition \((y_1, \ldots, y_{k,m})\) is odd if \(\sum y_{k,i}\) is odd and even if \(\sum y_{k,i}\) is even.

**Theorem 6.2.** Let \(m\) be a non-negative integer,
\[
\sum_{\sum i y_{k,i} = m} \prod_{i=1}^{m} \frac{1}{\varphi(y_{k,i})!} = \begin{cases} 
1 & \text{for } m = 0, \\
0 & \text{for } m = 1, \\
\frac{1}{2} & \text{for } m \geq 2.
\end{cases}
\]

**Proof.** We can notice that
\[
\sum_{\sum i y_{k,i} = m} \prod_{i=1}^{m} \frac{1}{\varphi(y_{k,i})!} + \sum_{\sum i y_{k,i} = m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{\varphi(y_{k,i})!} = 2 \sum_{\sum i y_{k,i} = m} \prod_{i=1}^{m} \frac{1}{\varphi(y_{k,i})!}.
\]

From [22], we have
\[
\sum_{\sum i y_{k,i} = m} \prod_{i=1}^{m} \frac{1}{\varphi(y_{k,i})!} = 1.
\]

From Lemma 6.1, we have
\[
\sum_{\sum i y_{k,i} = m} \prod_{i=1}^{m} \frac{(-1)^{y_{k,i}}}{\varphi(y_{k,i})!} = \begin{cases} 
(-1)^m & \text{for } 0 \leq m \leq 1, \\
0 & \text{for } m \geq 2.
\end{cases}
\]

Hence, by combining these relations, we obtain the theorem. \(\square\)

**Theorem 6.3.** Let \((y_{k,1}, \ldots, y_{k,m}) = \{(y_{1,1}, \ldots, y_{1,m}), (y_{2,1}, \ldots, y_{2,m}), \ldots\}\) be the set of all partitions of \(m\). Let \((\varphi_1, \ldots, \varphi_m)\) be a partition of \(r \leq m\). We have that
\[
\sum_{\sum i y_{k,i} = m} \prod_{i=1}^{m} \frac{(y_{k,i})}{\varphi_i(y_{k,i})!} = \sum_{\sum i y_{k,i} = m} \prod_{i=1}^{m} \frac{(y_{k,i})}{\varphi_i(y_{k,i})!} = \begin{cases} 
\frac{1 + (-1)^{\sum \varphi_i}}{2} & \prod_{i=1}^{m} \frac{1}{\varphi_i(y_{k,i})!} & \text{for } m - r = 0, \\
\frac{1 - (-1)^{\sum \varphi_i}}{2} & \prod_{i=1}^{m} \frac{1}{\varphi_i(y_{k,i})!} & \text{for } m - r = 1, \\
\frac{1}{2} & \prod_{i=1}^{m} \frac{1}{\varphi_i(y_{k,i})!} & \text{for } m - r \geq 2.
\end{cases}
\]
From Lemma 3.2, we have
\[
\sum_{\sum i,y_{k,i} = m \text{ is odd}} \prod_{i=1}^{m} \frac{(y_{k,i})}{\psi_i} = \sum_{\sum y_{k,i} = m} \prod_{i=1}^{m} \frac{y_{k,i}}{\phi_i}.
\]
From [22], we have
\[
\sum_{\sum i,y_{k,i} = m} \prod_{i=1}^{m} \frac{y_{k,i}}{\phi_i} = \sum_{\sum i,y_{k,i} = m} \prod_{i=1}^{m} \frac{1}{\phi_i}.
\]
Proof. We can notice that
\[
\begin{align*}
\sum_{\sum i,y_{k,i} = m} \prod_{i=1}^{m} \frac{1}{\phi_i} &= 2 \sum_{\sum i,y_{k,i} = m} \prod_{i=1}^{m} \frac{1}{\phi_i} \quad \text{for } m - r = 0, \\
&= 2 \sum_{\sum i,y_{k,i} = m} \prod_{i=1}^{m} \frac{1}{\phi_i} \quad \text{for } m - r = 1, \\
&= 2 \sum_{\sum i,y_{k,i} = m} \prod_{i=1}^{m} \frac{1}{\phi_i} \quad \text{for } m - r \geq 2.
\end{align*}
\]
From Lemma 3.2, we have
\[
\sum_{\sum i,y_{k,i} = m} \prod_{i=1}^{m} \frac{y_{k,i}}{\phi_i} = \sum_{\sum i,y_{k,i} = m} \prod_{i=1}^{m} \frac{y_{k,i}}{\phi_i} = \prod_{i=1}^{m} \frac{1}{\phi_i}.
\]
Proof. We can notice that
\[
\begin{align*}
\sum_{\sum i,y_{k,i} = m} \prod_{i=1}^{m} \frac{1}{\phi_i} &= 2 \sum_{\sum i,y_{k,i} = m} \prod_{i=1}^{m} \frac{1}{\phi_i} \quad \text{for } m - r = 0, \\
&= 2 \sum_{\sum i,y_{k,i} = m} \prod_{i=1}^{m} \frac{1}{\phi_i} \quad \text{for } m - r = 1, \\
&= 2 \sum_{\sum i,y_{k,i} = m} \prod_{i=1}^{m} \frac{1}{\phi_i} \quad \text{for } m - r \geq 2.
\end{align*}
\]
Hence, by combining these relations, we obtain the theorem.

**Theorem 6.4.** Let \(m, n \in \mathbb{N}\),
\[
\sum_{\sum i,y_{k,i} = m} \prod_{i=1}^{m} \frac{1}{y_{k,i}} = \frac{1}{2} \left[ \binom{n}{m} + (-1)^{m} \binom{n}{m} \right].
\]
Proof. We can notice that
\[
\sum_{\sum i,y_{k,i} = m} \prod_{i=1}^{m} \frac{1}{y_{k,i}} = \frac{1}{2} \left[ \binom{n}{m} - (-1)^{m} \binom{n}{m} \right].
\]
\[
\sum_{i:y_{k,i} = m} \prod_{i = 1}^{m} \frac{1}{(y_{k,i})!} \left( \frac{n}{i} \right)^{y_{k,i}} - \sum_{i:y_{k,i} = m} \prod_{i = 1}^{m} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{n}{i} \right)^{y_{k,i}} = 2 \sum_{i:y_{k,i} = m \text{ is odd}} \prod_{i = 1}^{m} \frac{1}{(y_{k,i})!} \left( \frac{n}{i} \right)^{y_{k,i}}.
\]

From [22], we have
\[
\sum_{i:y_{k,i} = m} \prod_{i = 1}^{m} \frac{1}{(y_{k,i})!} \left( \frac{n}{i} \right)^{y_{k,i}} = \binom{n + m - 1}{m}.
\]

From Corollary 3.2, we have
\[
\sum_{i:y_{k,i} = m} \prod_{i = 1}^{m} \frac{(-1)^{y_{k,i}}}{(y_{k,i})!} \left( \frac{n}{i} \right)^{y_{k,i}} = (-1)^{m} \binom{n}{m}.
\]

Hence, by combining these relations, we obtain the theorem. ■

References

[1] Andrews, G. E. (1998). The theory of partitions. Number 2. Cambridge university press.

[2] Arfken, G. B. and Weber, H. J. (1999). Mathematical methods for physicists.

[3] Bernoulli, J. (1689). Propositiones arithmeticae de seriebus infinitis earumque summa finita [arithmetical propositions about infinite series and their finite sums]. basel: J. conrad.

[4] Bernoulli, J. (1713). Ars Conjectandi, Opus Posthumum; Accedit Tractatus De Series Infinitis, Et Epistola Gallicè scripta De Ludo Pilae Reticulæ [Theory of inference, posthumous work. With the Treatise on infinite series . . .]. Thurnisii.

[5] Bernoulli, J. (1742). ”corollary iii of de seriebus varia”. opera omnia. lausanne & basel: Marc-michel bousquet & co. 4:8.

[6] Blümlein, J., Broadhurst, D., and Vermaseren, J. A. (2010). The multiple zeta value data mine. Computer Physics Communications, 181(3):582–625.

[7] Blümlein, J. and Kurth, S. (1999). Harmonic sums and mellin transforms up to two-loop order. Physical Review D, 60(1):014018.

[8] Borwein, J. M., Bradley, D. M., and Broadhurst, D. J. (1996). Evaluations of k-fold euler/zagier sums: a compendium of results for arbitrary k. arXiv preprint hep-th/9611004.

[9] Broadhurst, D. (1986). Exploiting the 1, 440-fold symmetry of the master two-loop diagram. Zeitschrift für Physik C Particles and Fields, 32(2):249–253.

[10] Broadhurst, D. (2013). Multiple zeta values and modular forms in quantum field theory. In Computer algebra in quantum field theory, pages 33–73. Springer.

[11] Bruinier, J. H. and Ono, K. (2013). Algebraic formulas for the coefficients of half-integral weight harmonic weak maass forms. Advances in Mathematics, 246:198–219.

[12] Chapman, R. (1999). Evaluating \( \zeta (2) \). Preprint.

[13] Euler, L. De summis serierum reciprocarum, commentarii academiae scientiarum petropolitanae 7 (1740), 123–134. Opera Omnia, Series, 1:73–86.
[14] Euler, L. (1743). Demonstration de la somme de cette suite 1+ 1/4+ 1/9+ 1/16+...
Journal litteraire d’Allemagne, de Suisse et du Nord, pages 115–127.

[15] Euler, L. (1776). Meditationes circa singulare serierum genus. Novi commentarii academiae scientiarum Petropolitanæ, pages 140–186. [Reprinted in “Opera Omnia,” Ser. I, Vol. 15, pp. 217-267, Teubner, Berlin, 1927].

[16] Euler, L. (1811). De summatione serierum in hac forma contentarum a/1 + a²/4 + a³/9 + a⁴/16 + a⁵/25 + a⁶/36+ etc. Memoires de l’academie des sciences de St.-Petersbourg, pages 26–42.

[17] Euler, L. (1988). Introduction to analysis of the infinite: Book i, translation of introductio in analysin infinitorum (1748) to english from the original latin by j. d. blanton.

[18] Faulhaber, J. Academia algebrae. Darinnen die miraculosische Inventiones zu den höchsten weifers continuirt und profitiert werden, call number QA154, 8:F3.

[19] Girard, A. (1884). Invention nouvelle en l’algèbre, 1629.

[20] Granville, A. (1997). A decomposition of riemann’s zeta-function. London Mathematical Society Lecture Note Series, pages 95–102.

[21] Haddad, R. E. Repeated sums and binomial coefficients. unpublished.

[22] Haddad, R. E. (2021). Recurrent sums and partition identities, arxiv:2101.09089.

[23] Hardy, G. H. and Ramanujan, S. (1918). Asymptotic formulaae in combinatory analysis. Proceedings of the London Mathematical Society, s2-17(1):75–115.

[24] Hoffman, M. (1992). Multiple harmonic series. Pacific Journal of Mathematics, 152(2):275–290.

[25] Kassel, C. (2012). Quantum groups, volume 155. Springer Science & Business Media.

[26] Loeb, D. E. (1992). A generalization of the stirling numbers. Discrete mathematics, 103(3):259–269.

[27] Mengoli, P. (1650). ”praefatio [preface]”. novae quadrature arithmeticae, seu de additione fractionum [new arithmetic quadrature (i.e., integration), or on the addition of fractions]. bologna: Giacomo monti.

[28] Nielsen, N. (1923). Traité élémentaire des nombres de Bernoulli. Gauthier-Villars.

[29] Ohno, Y. and Zagier, D. (2001). Multiple zeta values of fixed weight, depth, and height. Indagationes Mathematicae, 12(4):483–487.

[30] Oresme, N. (1961). Quaestiones super geometriam Euclidis, volume 3. Brill Archive.

[31] Propp, J. (1989). Some variants of ferrers diagrams. Journal of Combinatorial Theory, Series A, 52(1):98–128.

[32] Rademacher, H. (1938). On the partition function p(n). Proceedings of the London Mathematical Society, s2-43(1):241–254.

[33] Rademacher, H. (1943). On the expansion of the partition function in a series. Annals of Mathematics, pages 416–422.
[34] Riemann, B. (1974). Appendix on the number of primes less than a given magnitude. In *Pure and Applied Mathematics*, volume 58, pages 299–305. Elsevier.

[35] Schneider, R. (2016). Partition zeta functions. *Research in Number Theory*, 2(1):9.

[36] Viete, F. (1970). Opera mathematica. 1579. *Reprinted Leiden, Netherlands*, 1646.

[37] Zagier, D. (1994). Values of zeta functions and their applications. In *First European Congress of Mathematics Paris, July 6–10, 1992*, pages 497–512. Springer.

[38] Zagier, D. (1995). Multiple zeta values. *manuscript in preparation.*