Deep LSTM with Reinforcement Learning Layer for Financial Trend Prediction in FX High Frequency Trading Systems
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Abstract: High-frequency trading is a method of intervention on the financial markets that uses sophisticated software tools, and sometimes also hardware, with which to implement high-frequency negotiations, guided by mathematical algorithms, that act on markets for shares, options, bonds, derivative instruments, commodities, and so on. HFT strategies have reached considerable volumes of commercial traffic, so much so that it is estimated that they are responsible for most of the transaction traffic of some stock exchanges, with percentages that, in some cases, exceed 70% of the total. One of the main issues of the HFT systems is the prediction of the medium-short term trend. For this reason, many algorithms have been proposed in literature. The author proposes in this work the use of an algorithm based both on supervised Deep Learning and on a Reinforcement Learning algorithm for forecasting the short-term trend in the currency FOREX (FOREign EXchange) market to maximize the return on investment in an HFT algorithm. With an average accuracy of about 85%, the proposed algorithm is able to predict the medium-short term trend of a currency cross based on the historical trend of this and by means of correlation data with other currency crosses using techniques known in the financial field with the term arbitrage. The final part of the proposed pipeline includes a grid trading engine which, based on the aforementioned trend predictions, will perform high frequency operations in order to maximize profit and minimize drawdown. The trading system has been validated over several financial years and on the EUR/USD cross confirming the high performance in terms of Return of Investment (98.23%) in addition to a reduced drawdown (15.97 %) which confirms its financial sustainability.
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1. Introduction

The key to correctly identifying market trend is to correctly estimate both medium-term and long-term trends. Analyzing the financial time-series we can see that many trends follow well-established dynamics in which it is possible to identify recurrent graphic patterns. However, often trading systems are interested not only in identifying the current trend but rather in identifying those ‘latent signals’ generated by the market and that in fact constitute the first notices of a trend change. Usually, a change of trend in any financial market is preceded by a so-called transitional period of indefinite duration but in any case short to which a trend reversal will follow [1]. Obviously, if this is true for the stock or bond market, it is even more so for the foreign exchange market (Forex), which obviously involves much greater volumes of financial transactions than stocks [2–5]. Many trading algorithms try to identify the current trend and therefore the signals of inversion through a correlation study between the analyzed financial instrument and others related to it because listed in the same market segment or for other reasons of a financial nature. One of the ways in which many traders...
exploit these correlations is related to the so-called ‘arbitrage’. In financial markets, arbitrage can occur when trying to get an advantage of differences in the price of single currency related to short-time misalignments between the traded currency with the related ones [2]. In the foreign exchange market, this approach would seem to be worthy of further investigation as it has been noted that many currency changes perform with very correlated dynamics also in terms of sharing an exchange rate (see for example EUR/USD cross currency with EUR/GBP or EUR/USD with GBP/USD). Figure 1 shows an example of related financial time-series (EUR/USD with GBP/USD).

![Figure 1. (a) The EUR/USD and GBP/USD close price time-series at 1M timeframe (year: 2018). The strong correlation between the two financial series is evident from the figure reported in (b).](image)

To the above we add the observation that the foreign exchange market presents strongly non-linear and non-stationary cross dynamics influenced by macroeconomic factors, national and international monetary policies, military conflicts, etc. These factors, more often than not unpredictable, generate a certain level of uncertainty and non-predictability which obviously will have a greater impact in the long term and are more contained in the short term if the trading system policy provides appropriate financial compensation or loss-cutting algorithms based on prudent use of dynamic stop-losses. For these reasons, the author propose the implementation of a high frequency trading (HFT) algorithm that allows fast and rapid financial transactions to be performed with the undoubted advantage of containing losses in the case of incorrect trades although this is counterbalanced by the consequent finding that even profit can only be contained. Obviously, this last aspect will also be compensated by the execution of a large number of transactions and by a careful trading strategy based on the robust
identification of the medium-short term trend. The author has already investigated the development of HFT algorithms both in the stock market and in the currency market, through deep learning methods based mainly on the use of supervised learning architectures such as long short-term memory (LSTM) networks. The results obtained were satisfactory also due to both the high predictive nature of the proposed algorithm and the grid strategy applied in the Forex market \[1,2\].

However, in the literature several authors have investigated the use of deep learning and reinforcement learning (RL) methodologies in order to structure efficient trading systems. Below are some scientific contributions that show the advantages that can be obtained from the use of supervised deep learning and RL based algorithms.

### 1.1. Deep Learning (LSTM) and RL Based Trading Systems: Literature Review

In \[6\], the authors proposed an interesting trading approach based on the usage of deep reinforcement learning. The authors proposed a trading agent based on deep reinforcement learning, to autonomously make trading decisions by means of a modified deep Q-network (DQN) and actor-critic (A3C) approach. They implemented a deep framework based on the use of a stacked denoising autoencoders (SDAEs) and LSTM in order to design a robust mechanisms to make the trading agent more practical to the real trading environment. The results confirmed the effectiveness of the proposed approach \[6\].

In \[7\], a multi-objective intraday trading method is proposed. The key idea of the proposed approach is the usage of multi-objective deep reinforcement learning methodology for intraday financial signal representation and trading. The authors in \[7\] implemented a deep neural network to extract market deep features followed by a reinforcement learning framework (with ad-hoc LSTMs) able to make continuous trading decisions. In order to get a good trade-off between profit and risk, the authors proposed a multi-objective optimization approach which includes two objective function (one for profit and one for risk) with different weights. The experimental results confirmed that the approach reported in \[7\] is effective even though a drawdown analysis is not included in the paper.

In \[8\], Chen et al. proposed an innovative method based on the concept of ‘energy trading’. Through an ad-hoc mathematical model of energy trading strategies of a prosumer in the proposed holistic market model, the prosumer’s decision-making process will be analyzed as a Markov decision process so that the local market participation will be solved by deep reinforcement learning technology with experience replay mechanism. This approach can be easily extended to financial markets with specific reference to the stocks of companies in the field of energy management. One of the most-studied indicators in quantitative finance is certainly the financial volatility. There are several ways to heuristically calculate the volatility of a particular financial instrument. Several trading systems are based on the estimation of volatility factor of the financial instrument so that it is very important to have a robust and efficient method for volatility prediction.

In \[9\], the authors proposed a pipeline for volatility prediction of such currency pair (INR/USD). By means of recent deep LSTM architectures, the volatility of INR/USD currency pair has been successfully estimated. The research reported in \[9\] proposed an innovative approach to forecast uptrend or downtrend movement of daily volatility. The authors compared LSTM based algorithm with classical regression neural networks, SVM, random forest, regression algorithms, decision trees, and boosting techniques. The LSTMs-based approach was confirmed to be the best performing one.

In \[10\], the authors analyzed several trading strategies based on deep learning based approaches applied to trade the Shanghai Composite Index. The result of the survey in \[10\] confirmed that the best trading strategy based on the use of deep neural network is the ones which shows high predictive accuracy in low volatility market, as it can help investors on reducing the risk while obtaining satisfactory returns. In \[11\], Chen et al. proposed a very interesting idea: cloning the previous trading strategy stored in the financial records to make profitable trading system. Anyway, due to the large amounts of financial data extracting its decision logics and key-features of the performer trading strategies are particularly difficult. For these reasons, the authors proposed in \[11\] to use
a reinforcement learning (RL) system to mimic professional performer trading strategies. The authors designed the RL environment (states, actions, and rewards) in order to apply ad-hoc policy gradient method able to imitate the expert’s trading strategies. The experimental results show that the proposed RL pipeline is able to reproduce around 80% of the well-performing trading decisions both in training and validation sessions.

1.2. Deep Computing-Based Trading Systems: Literature Review

In [12], the authors proposed an interesting approach named based on A-trader system (multi-agent system for stock trading). The authors analyzed the application of deep learning approaches in the A-trader framework for making profitable trading strategies in the forex market. The analyzed deep learning H20 algorithm seems the more performed according to the experimental results reported in [12]. In [13], the authors analyzed and compared such machine learning approaches with a novel ones proposed by the authors and based on the usage of 1D convolutional neural network (CNN). The proposed one-dimensional convolutional layers process different financial data such as prices and volume, extracting deep features instead to be used for making the trading strategies. The authors evaluated their method’s performance with full back-testing session of the proposed trading pipeline on historical data of six futures from January 2010 to October 2017. The results seem very promising [13]. For many years, several authors have studied the chaotic behavior of such phenomena, including the financial market dynamics [14].

Lee in [14] proposed a Chaotic Type-2 Transient-Fuzzy Deep Neuro-oscillatory Network (CT2TFDNN) for worldwide financial data prediction including major cryptocurrencies, forex, major commodities, and several financial indices. The author introduced the novel concept of chaotic neural oscillators which serves as ‘transient-fuzzy input neurons’ of the used deep neural network. This proposed deep network was used by the author to forecast the trend of the traded instrument. The experimental results confirmed that the proposed approach is very promising.

In [15], the authors analyzed the use of “trailing” method for making efficient trading strategies. More in details, the authors in [15] proposed a novel price trailing method considering the trading problem as a control problem. The proposed method implemented robust agents that can withstand large amounts of time-series noise, identifying the price trends in order to perform profitable operations. The P&L curve reported in [15] confirmed that the proposed approach performs very well in the financial market. Anyway, as per most of the trading strategies proposed in literature, the approach reported in [15] s well as most of the above described, although they perform very well, they lack an accurate analysis of both maximum and dynamic drawdown [1,2], which is necessary to correctly evaluate the proposed trading strategy as it allows to quantify well the investor’s exposure risk in addition to the necessary capital exposure to refer to implement the proposed strategy.

In this paper, the author proposes a pipeline which exploits the advantages of the recent deep learning and reinforcement learning methods combined with the instrument correlation study, in order to predict the medium-short term trend and therefore perform fast operations (HFT) in order to maximize profit (gain) and minimize risk (drawdown). The method will first be described in the next section (Materials and Methods) as well as the dataset used for testing and validation the proposed approach. In the Section 2.4, the grid trading system based on the trend predictions performed by the deep learning and RL block will be illustrated. Therefore, the results will be presented in Section 3 in which they will be commented highlighting advantages and future developments of the proposed pipeline.

2. Materials and Methods

The method proposed in this paper will seek to exploit the correlations between distinct currency crosses in order to predict the medium-term trend of ones of them. To this end, the authors will describe below a pipeline that is based on the use of set of cross-currency exchanges characterizing an arbitrage opportunity in the Forex market. As introduced in the first section, an arbitrage takes
advantage of differences in the price of single currency related to short-time misalignments between the traded currency with the related ones [16]. A typical example of arbitrage is the so-called triangular arbitrage referred to three currencies of which one is obtainable from the combination of the prices of the other two crosses. In this article, we will refer to the EUR/USD, GBP/USD, and EUR/GBP crosses.

A similar approach can be extended to any other trio of related currencies. The currency on which to execute trading operations is EUR/USD [13]. The price of the EUR/USD cross for arbitrage purposes in the currency market must always be obtainable from the other two pairs EUR/GBP and GBP/USD by the relationship

\[ p_{EUR/USD}(t_k) = p_{EUR/GBP}(t_k) \cdot p_{GBP/USD}(t_k) \]  \hspace{1cm} (1)\]

In Equation (1), we have denoted with \( p_x(t_k) \) the price of the currency. Therefore, in a financially balanced market, so that an investor cannot take advantage of arbitrage conditions and consequently obtain a systematic gain, Equation (1) must always be verified, i.e., there must be a very precise temporal correlation between specific currency crosses. In reality, small short-term misalignments are always found in the Forex markets and these are often excellent trading opportunities for financial robot advisors who automatically execute many operations, taking advantage of these short-time market misalignments. The author is investigating the design and use of specific hand-crafted features (which the author has already used in the medical field) extracted from the chart of currency time-series and which would seem to early indicate the possible misalignments between the cross currency prices from which are extracted [17–21].

For the reasons mentioned above, the author has designed a pipeline which, to determine the medium-term trend of a given currency, analyzes the correlations between the related currencies in the context of a triangular arbitrage. In the specific case, without losing generalization, the author will refer to the EUR/USD currency as that on which to execute financial trading operations and to the EUR/GBP and GBP/USD currencies to determine the data set for a possible triangular arbitrage. Similar considerations can be extended to any other set of currencies with the same financial characteristics.

Having established this necessary premise, the author will describe the proposed pipeline below. Figure 2 below shows the block diagram of the algorithmic pipeline that is intended to be described in this paper:

**Figure 2.** Proposed currency trend forecast pipeline.

The following paragraphs will illustrate each of the blocks present in the complete diagram of the proposed pipeline and shown in Figure 2.

2.1. Data Pre-Processing Block

The objective of this block is to pre-process the data of the incoming financial time-series. Specifically, in this block the data of the incoming time-series will be normalized in the range \([0, 1]\). Figure 3 shows an example of normalized financial time-series relating to the three cross currency analyzed in this paper. In this way, whatever the pricing of the cross currency entering our system, the pipeline will always process data in the range \([0, 1]\), greatly improving the stability of the proposed algorithm.
In order to train and validate the proposed pipeline, the author has organized a proper dataset of financial pricing data. Specifically, historical financial data (with 99.9% accuracy) of EUR/USD, GBP/USD, EUR/GBP for the years 2004–2018 have been collected. Again, with reference to the aforementioned time period, for each cross currency the historical data referring to the opening and closing prices, higher and lower in addition to the time of each quotation (CET time) have been collected. This dataset has been properly divided in order to organize a set of data that can be used for the training phase of the proposed system and the remaining for the testing and validation session. Specifically, such training simulations and annual validation have been performed, dividing the dataset as follows: 70% of the mentioned dataset was used to train the pipeline, while the remaining 30% was used to validate and test the proposed method. Both the training set and the validation ones has been analyzed as to understand if the possible trends (LONG, SHORT, NULL) were equally represented in both datasets in order to avoid overfitting issues for the deep learning system.

The financial data thus organized are therefore presented as input to the pre-processing system described in this section whose output will be further processed by the next deep learning block.

### 2.2. Deep Learning Block

The goal of this block is to determine a first prediction of the medium-short term trend for the currency to be traded, in the case of this article, we will refer to the EUR/USD cross. The architecture that the author wanted to use in this work is based on the use of deep long short-term memory (LSTM) networks. An exhaustive description of the LSTM architecture can be found in [22,23]. The LSTMs architectures are basically particular types of recurrent neural networks (RNN) with a marked ability to learn long-term dependencies. LSTMs have many variations. The fundamental unit of an LSTM network is the cell. A cell consists of three data ports (input, forget, output) that process the data using a sigmoid type activation function “σ” while the cell input and status are transformed with “tanh” activation [22]. The cell is able to store (recall) values over arbitrary time intervals while above gates are able to manage the input/output data flow of the cell.

The following Figure 4 shows a classical LSTM structure with a specific detail about the simple cell unit.

The following Figure 5 reports the typical LSTM cell as used in the architecture proposed in this paper.
The mathematical model that characterizes the dynamics of the single LSTM cell is

\[
    \begin{align*}
        f_t &= \sigma(W_f[h_{t-1}, x_t] + b_f), \\
        i_t &= \sigma(W_i[h_{t-1}, x_t] + b_i), \\
        \tilde{C}_t &= \tanh(W_C[h_{t-1}, x_t] + b_C), \\
        C_t &= f_t \ast C_{t-1} + i_t \ast \tilde{C}_t, \\
        o_t &= \sigma(W_o[h_{t-1}, x_t] + b_o), \\
        h_t &= o_t \ast \tanh(C_t),
    \end{align*}
\]

where

- \( W_f, W_i, W_C, W_o \) represent the LSTM weights
- \( b_f, b_i, b_C, b_o \) represent the used biases for each cell
- \( C_t \) represents the cell state

Therefore, during the data processing phase performed by the LSTM network, the input data (the set of financial time-series of the cross currency chosen to define a triangular arbitration) will be properly processed by means of the equations defined above, establishing—in simple words—which dynamics of input data keep in memory and discard (forget gate). More details on the LSTMs architectures in [24].

LSTM architectures can be used effectively to classify signals or in general data on input [25,26]. For these reasons, the author has equipped the proposed LSTM based deep pipeline with a fully-connected neuronal layer with a SoftMax layer and a classifier in cascade. The final classification layer
uses the probabilities returned by the SoftMax activation function for each input to assign the input to one of the mutually exclusive classes and compute the loss and performance indexes. In this way, our pipeline will be able to process the input data (financial currency time-series) through the LSTM cells therefore to appropriately classify the features thus generated through the SoftMax layer and classifier. A similar classification pipelines have been used effectively by the author in appropriately classifying both signals and images albeit in different areas than the financial one here described [27–31]. This confirms that the approach of cascading a SoftMax block with classifier to a deep network capable of extracting features from input data (LSTMs, convolutional neural networks, auto-encoders, etc.) is certainly robust as well as performing with regard to discriminative capacity [32].

The proposed deep architecture is composed of the following elements:

- Input layer;
- LSTM layer (HiddenCellNumber);
- LSTM layer (HiddenCellNumber);
- FullyConnected Layer (NumberClasses);
- SoftMaxLayer
- ClassificationLayer

In the proposed pipeline the variable HiddenCellNumber defining the number of cell for each LSTM layer is 300 while NumberClasses is 3 i.e.: (0): representing SHORT trend; (1) representing LONG trend; (2) representing no trend as the currency is in ‘trading range’, as is commonly said in financial jargon, to indicate that the financial instrument does not have a well-defined trend.

In the proposed pipeline, the input time-series for each currency cross is divided in the following way: a well-defined part of length will be used as input sequence for the deep pipeline described above while the subsequent quotations (of a length equal to that used for the input sequence) will be used to establish the financial trend of the currency which one intends to predict. In the present case, we will consider the length of the financial time-series segment, a number of quotations equal to 100 candlesticks for each incoming currency. Considering that we are interested in HFT trading algorithms, we used a one-minute (1M) timeframe for each currency cross. The prices of the quotations refer to the closing prices of each financial candlestick. The currency of which we intend to predict the trend is the EUR/USD while, as mentioned, the three triangular arbitrage currencies are EUR/USD, EUR/GBP, and GBP/USD. Therefore, for every 100 quotations of the closing prices of the three currencies mentioned above, the deep learning system described above will process these data providing a predictive estimation of the trend of the next 100 quotations (closing price) relative to the currency you are chosen to trade i.e., EUR/USD. Figure 6 shows the described learning process.

![Figure 6](image)

**Figure 6.** The proposed LSTM based mid-term trend prediction. The input currency time-series is being fed into LSTM input at blocks of close price quotations with a length of 100 (blue/green/red part of the input financial time-series). The output of the deep framework is a trend prediction (0: SHORT; 1: LONG; 2: Trading Range) related to next 100 close price quotations of the EUR/USD.
The predicted trend made by LSTM based system will be fed to next block, i.e., the RL correction block.

2.3. RL Correction Block

The goal of this block is to implement a correction/verification of the currency trend predicted by the previous deep learning block as the tests performed show that the performance of the previous block is not high. In fact, considering for example the quotations with 1M timeframe of the three analyzed currency crosses for the year 2018, the accuracy of the previous block in relation to the prediction of the EUR/USD instrument trend stands on average at 70%, as evident from the trend of the learning/validation curve shown in Figure 7 below.

![Figure 7. Learning/validation accuracy of the previous deep learning block.](image.png)

For these reasons, the author has equipped the algorithm with an additional learning layer based on an unsupervised deep learning policy based on reinforcement learning (RL) techniques. Below in Figure 8 the pipeline that it has been implemented in this block.

![Figure 8. Proposed reinforcement learning block to correct the predicted trend made by the deep learning block.](image.png)
As can be seen from Figure 8, the core of the reinforcement learning (RL) framework used to improve the performance of the entire trend forecasting pipeline is based on a motor map architecture. These architectures are none other than SOM networks consisting of a layer of input synaptic weights to which a layer of output synaptic weights is mapped which, in certain aspects, emulates the biological action of the motor cortex that has a corresponding sensory estimate (input layer of the motor map) maps a given action by stimulating the motor neurons by means of the motor cortex (motor map output layer). The motor map learning algorithm is of the winner-take-all (WTA) type with updated neighborhood for the input layer while it is of the "random-driven" type for the output layer. More details on the configuration of the Motor Maps and the applications that these non-supervised learning systems have in different fields of science, see the articles reported in [28,32].

We proceed to the description of the RL algorithm described in Figure 8. Let us indicate with $W_{\text{in}}(x, y)$ and with $W_{\text{out}}(x, y)$ the matrices of the syntactic input and output weights of the RL Motor Map used in the algorithm proposed in this article. A 900-cell RL motor map was used, arranged in a $30 \times 30$ lattice structure. Both layers are randomly initialized. While the input synaptic weights can assume real values, the output weights $W_{\text{out}}(x_k, y_k)$ can assume only the following discrete values: $0, 1, 2$ as, as mentioned, they will be associated with the external stimulus which in our case corresponds to the trend to predict or $0$: SHORT Trend, $1$: LONG Trend, $2$: Trading range.

At each learning time, the portion of time-series of the three currencies used for the learning of the previous block is presented, in this case, the three triangular arbitrage currencies, i.e., EUR/USD, GBP/USD, and EUR/GBP. The three price carriers (closing price) properly normalized will be presented to the input level of the RL motor map. For each neuron of the input layer, a distance $d(x, y)$ will therefore be determined between the respective syntactic input weights of the neuron with the time-series values used to determine the trend to be predicted for the EUR/USD currency, in the case that is being analyzed here. Formally, the determination of a matrix of a distances $d(x, y)$ of $30 \times 30$ dimension (corresponding to that of the lattice structure used for the RL motor map) will take place.

$$d(x, y) = \sqrt{\sum_{k=1}^{N} \left( w_{\text{in}}^c(x, y) - p_{\text{EUR/USD}}(t_k) \right)^2 + \sum_{k=1}^{N} \left( w_{\text{out}}^c(x, y) - p_{\text{GBP/USD}}(t_k) \right)^2 + \sum_{k=1}^{N} \left( w_{\text{out}}^c(x, y) - p_{\text{EUR/GBP}}(t_k) \right)^2}$$

\[ \forall x, y = 1.30; N = 100 \quad (8) \]

Having obtained this matrix of distances $d(x, y)$ as per Equation (2), we will select the neuron that minimizes this distance, i.e., the one whose syntactic weights are closest according to the adopted metric (Euclidean), to the input signals (the portion of financial currency time-series). We denote by $(x_{\text{min}}, y_{\text{min}})$ the coordinates of the neuron that contains the minimum distance $d(x, y)$.

Now consider the corresponding position $(x_{\text{min}}, y_{\text{min}})$ in the output layer of the RL motor map. Well this will produce a specific value of the syntactic weight of output $w_{\text{out}}(x_{\text{min}}, y_{\text{min}})$ which therefore corresponds to the value of the trend that the network expects for the next N quotations of the closing price of the EUR/USD currency (with $N = 100$ in the case which is described here). In practice, we will obtain the result of

$$w_{\text{out}}(x_{\text{min}}, y_{\text{min}}) = \begin{cases} 0 & \text{SHORT Trend} \\ 1 & \text{LONG Trend} \\ 2 & \text{TRADING range} \end{cases} \quad (9)$$

At this point, the RL system will consider the state $s_t$ of the system $(x_{\text{min}}^t, y_{\text{min}}^t, d^t(x_{\text{min}}^t, y_{\text{min}}^t), w_{\text{in}}^t(x_{\text{min}}^t, y_{\text{min}}^t), w_{\text{out}}^t(x_{\text{min}}^t, y_{\text{min}}^t), p_{\text{EUR/USD}}^t(t_k), p_{\text{GBP/USD}}^t(t_k), p_{\text{EUR/GBP}}^t(t_k), N,$ trend$_{p-\text{Deep Learning}}$) to determine the optimal policy $p_1$ to be implemented in order to predict the correct mid-term ($N = 100$ quotes) trend of the EUR/USD currency. We have therefore added the $p$ apex to the variables used up to now in order to indicate their value to the learning step "t" corresponding to the state $s_t$. We defined with trend$_{p-\text{Deep Learning}}$ the output predicted trend provided by previous deep
where the terms \((E_{\text{Deep-Learning}}^t, E_{\text{out}}^t(x_{\text{min}}, y_{\text{min}}))\) respectively represent the prediction error of the trend committed by the previous deep learning block and by the current output \(w_{\text{out}}^t(x_{\text{min}}, y_{\text{min}})\) of the RL motor map, determined as

\[
E_{\text{Deep-Learning}}^t = |\text{trend}_{\text{actual}} - \text{trend}_{\text{Deep-Learning}}^t|
\]

(12)

\[
E_{\text{out}}^t(x_{\text{min}}, y_{\text{min}}) = |\text{trend}_{\text{actual}} - w_{\text{out}}^t(x_{\text{min}}, y_{\text{min}})|
\]

(13)

The policy \(P_0\) consists therefore in verifying –at each step- the trend predicted by the previous deep learning block with respect to the prediction performed by the output synaptic weight \(w_{\text{out}}^t(x_{\text{min}}, y_{\text{min}})\) of the RL motor map network, thus confirming the best prediction, that is the one that minimizes the reward determined above or proceeding to a ‘random’ update of the syntactic weight \(w_{\text{out}}^t(x_{\text{min}}, y_{\text{min}})\) in order to determine a new prediction trend that instead can minimize the reward in the following steps and during the learning phase. Specifically, the agent will apply a policy \(P_0\) able to provide the actions

\[
w_{\text{out}}^{t+1}(x_{\text{min}}, y_{\text{min}}) = \begin{cases} 
\text{trend}_{\text{Deep-Learning}}^t & \min(E_{\text{Deep-Learning}}^t, E_{\text{out}}^t(x_{\text{min}}, y_{\text{min}})) = 0 \\
\text{trend}_{\text{Deep-Learning}}^t & \min(E_{\text{Deep-Learning}}^t, E_{\text{out}}^t(x_{\text{min}}, y_{\text{min}})) > 0 \text{ and } E_{\text{out}}^t(x_{\text{min}}, y_{\text{min}}) = 0 \\
w_{\text{out}}^t(x_{\text{min}}, y_{\text{min}}) & \min(E_{\text{Deep-Learning}}^t, E_{\text{out}}^t(x_{\text{min}}, y_{\text{min}})) > 0 \text{ and } E_{\text{out}}^t(x_{\text{min}}, y_{\text{min}}) = 0 
\end{cases}
\]

(14)

Obviously, in the case where the trend prediction is wrong both in the previous deep learning block and in the current RL motor map system, the proposed approach will proceed with the update of the \(w_{\text{out}}^t(x_{\text{min}}, y_{\text{min}})\) output weight as

\[
w_{\text{out}}^{t+1}(x_{\text{min}}, y_{\text{min}}) = \text{rand}(0, 1, 2) \{\text{trend}_{\text{Deep-Learning}}, w_{\text{out}}^t(x_{\text{min}}, y_{\text{min}})\}
\]

(15)
Once this phase has been determined, we will proceed to update the synaptic input weights if and only if the prediction of the RL motor map system was correct, that is, only if the following options occurred:

\[
\begin{align*}
    w_{t}^{out}(x_{t}^{min}, y_{t}^{min}) + 1 &= \min \left( E_{t}^{Deep-Learning}, E_{t}^{w_{t}^{out}(x_{t}^{min}, y_{t}^{min})} \right) = 0 \\
    w_{t}^{out}(x_{t}^{min}, y_{t}^{min}) &= \min \left( E_{t}^{Deep-Learning}, E_{t}^{w_{t}^{out}(x_{t}^{min}, y_{t}^{min})} \right) > 0 \text{ and } E_{t}^{w_{t}^{out}(x_{t}^{min}, y_{t}^{min})} = 0
\end{align*}
\] (16)

In situations where Equations (16) are verified, the input weights of the winner neuron, i.e., the neuron at \((x_{t}^{min}, y_{t}^{min})\) coordinate will be updated accordingly, bringing them closer to the dynamics shown by the cross currency time-series portions presented in input. In this way we intend to train the RL motor map network to recognize specific dynamics in the financial input patterns in order to activate the appropriate corrections to the prediction performed by the previous deep learning block. The input weights will be updated as

\[
w_{k}^{in}(x_{t}^{min}, y_{t}^{min}, t + 1) = w_{k}^{in}(x_{t}^{min}, y_{t}^{min}, t) + \beta \cdot \sigma(x_{t}^{min}, y_{t}^{min}) \left( \varphi(p_{c}^{k}(k)) - w_{k}^{in}(x_{t}^{min}, y_{t}^{min}, t) \right)
\] (17)

where \(\beta\) represents the learning rate (defined as \(\beta = 0.15\)), \(\varphi(p_{c}^{k}(k))\) represents a function that provides the close price quotations of the EUR/USD cross currency time-series being used as input data of the RL motor map while \(\sigma(x_{t}^{min}, y_{t}^{min})\) represents the update function of the neighborhood of the winning neuron that in the case under examination has been implemented by the classic adaptive Gaussian function \([25,29]\).

The following Figure 9 shows the decreasing dynamic of the defined reward function during the learning phase of the RL motor map trend predictor:

![Figure 9](image-url)

**Figure 9.** The reward dynamic—during the learning phase—of the defined RL motor map system to correct the trend prediction made by previous deep learning block.

The overall prediction system, i.e., the deep learning block with correction made by RL framework, is able to increase the overall average accuracy in trend prediction to about 85% confirming the robustness and effectiveness of the proposed approach. Table 1 shows the validation results of the
proposed trend-forecasting pipeline described in Figure 8, both with the trend correction performed by the RL system and without it.

| Financial Year | Deep Learning Prediction Block | Deep Learning Prediction Block + RL Trend Correction |
|----------------|--------------------------------|------------------------------------------------------|
| 2015           | 71.11 %                        | 85.24 %                                              |
| 2016           | 69.25 %                        | 83.29 %                                              |
| 2017           | 73.98 %                        | 87.16 %                                              |
| 2018           | 70.23 %                        | 84.92 %                                              |

It is clear that, in terms of accuracy, the trend prediction system based only on the deep learning block (Figure 6) performs less than the system corrected with the RL pipeline (Figure 8). This is evident in the various years in which the proposed forecast pipeline has been tested, in relation to the EUR/USD currency cross.

2.4. Currency Trend Forecast Application: HFT Grid Trading System

In the previous sections, the forecast pipeline of the medium-term trend of a currency has been described based on the analysis of the correlated currency dynamics through a financial technique known as triangular arbitrage (both through deep learning methodologies and through reinforcement learning techniques). Once the forecast robustness of the trend in the medium term has been established (we have defined without loss of generalization, an average trend defined by 100 quotations on 1M timeframe) it is now necessary to plan a trading strategy that based on such forecasts, can execute a series of financial transactions (trades) agree with the estimated trend. For this application, the author intends to use the HDT algorithm with the grid already effectively used and illustrated in a previous work published in this journal [2]. We make a brief reference to this type of trading system which in all respects can be counted among the HFT algorithms.

Basically, a grid trading strategy is an algorithm that seeks to make profit on the market movements of the underlying financial instrument by positioning properly time-spaced buy and sell orders (grid distance). In our case, the trading system will work as follows.

Using the prediction system of the trend just described in the previous sections, a medium-term trend will be generated, i.e., for the next N quotations (in our case N = 100 has been hypothesized without loss of generalization of the method). Based on this predicted trend, the grid trading system as described in paper [2] will open operations in accordance with the predicted trend (buy for a predicted LONG trend; sell (or short selling) for a predicted SHORT trend ) and appropriately spaced according to the adaptive grid methodology illustrated in detail in the algorithm implemented in [2] and which will basically avoid opening up close positions with each other if the overall drawdown of the financial portfolio is increasing (therefore mediating ‘the loss’ with operations of the same sign appropriately spaced) and vice versa will attempt to open closer positions (dynamically reducing the distance of the grid) if the drawdown is decreasing. In the event that the pipeline produced will provide a trading range forecast (no well-defined forecasted trend), the trading system will not execute any operation entering the hold status. As described in previous sections, we perform trading operations on EUR/USD cross. The next paragraphs report the results of the testing phase of the proposed approach (trend forecast with grid trading system) which will confirm the efficiency of the proposed method beyond any reasonable doubt.

3. Discussion and Conclusions

We have accurately validated our pipeline using a complete and comprehensive dataset. To this end, as described in Section 2.1, ad-hoc financial dataset has been properly organized. The cross-currency dataset was downloaded from the Tickstory website [33] and—as specified—contains 1M timeframe
quotes (99.9% accuracy) of the EUR/USD, GBP/USD, EUR/GBP cross currencies for the years 2004–2018. As mentioned in Section 2.1, we performed training simulations and annual validation, dividing the training set as follows: 70% of the data has been used as training set while the remaining 30% were used to validate and test the proposed pipeline. The simulations were performed on an AMD Ryzen 16 Cores server with Nvidia RTX 2080 Ti GPU supporting CUDA operations and in MATLAB 2018b full toolboxes. We supposed a broker account with 30,000.00 US dollars as the initial balance and 2 pips of bid/ask spreads (the spread is average gain cashed by the broker). We supposed an account leverage of 1:400 and a LOT size for each single FX trade order. The following indexes are defined in order to provide a benchmark comparison with similar Forex trading systems [2]

\[
ROI = \frac{100 \times (Gain - Investment)}{Investment}
\]  

\[
MD = \frac{|BalanceValley - BalancePeak|}{BalancePeak}
\]

The proposed approach has been validated over all available years (from 2004 to 2018) performing several tests selecting different daily time-window which means a different stock exchange [2]. Table 2 shows the benchmark comparison of the proposed approach with respect to similar ones proposed in literature (for each comparison the author has used the same forex currency dataset as per cited method):

| Method                        | FX Currency Cross | ROI (%) | MD (%) |
|-------------------------------|-------------------|---------|--------|
| Grid Trading System [2]       | EUR/USD           | 94.11   | 11.25  |
| Trading System [31]           | EUR/USD           | 60.77   | 21     |
| Threshold (0.03%)—Strategy 2 [32] | EUR/USD       | 97.687  | 50.47  |
| Threshold (0.07%)—Strategy 2 [32] | EUR/USD       | 62.707  | 9.93   |
| Proposed                      | EUR/USD           | 98.23   | 15.97  |

Regarding the performance in terms of the HFT system, the proposed method performs many more operations than the previous approach developed by the authors [2]. The increase in the number of trading transactions related to the fine trend prediction performance (see Table 1), means that the proposed HFT system has a good profitability and a moderate drawdown due to the fact that the loss operations are in any case reduced due to the usage of a timeframe of one minute (1M) so that the currency price fluctuations are still limited. The proposed method is able to perform, under favorable trend conditions, from 50 to 100 daily transactions on the EUR/USD cross with a timeframe of one minute, thus confirming that it falls within the class of HFT systems. A careful analysis of Table 2, showing the performance of the proposed method in comparison with others proposed in the literature, allows us to identify the undoubted advantages in terms of ROI both with respect to the previous version of the pipeline (implemented by the author in [2]) and having regard to the other methods proposed in the literature and which implement HFT methods in the FOREX market. The ROI indicator has greater significance if it is combined with the maximum drawdown (MD) data that is found on average in the validation period of the proposed pipeline.

In fact, although the drawdown has slightly increased compared to the previous version of the pipeline (previous MD: 11.25% against a current pipeline MD equal to 15.97%) there is also a corresponding increase in ROI which therefore appears to justify this modest disadvantage of the algorithm proposed in this article. Furthermore, although the method proposed in [32] has a lower drawdown, the ROI is significantly smaller compared to that achieved by the proposed method. Even with the same ROI (see the method reported in Table 2 with a ROI of 97.687 %), it should be noted that the methods in literature require a greater use of capital to be invested in a condition of counter-trend [31,32] therefore a greater drawdown, as evident from Table 2 which reports that for
ROIs comparable to the performance of the proposed method, they show a 50.47% MD far superior to the 15.97% obtained by the authors, on the same currency cross (EUR/USD).

Table 3 also reports some information about the dynamic of the ROI and the MD, i.e., how these values vary over the time frame in which the proposed pipeline has been tested.

**Table 3.** Trading performance analysis of the proposed pipeline: dynamic ROI/MD.

| Year(s) | FX Currency Cross | ROI Min (%) | MD Min (%) | ROI Max (%) | MD Max (%) |
|---------|------------------|-------------|------------|-------------|------------|
| 2004–2018 | EUR/USD          | 97.65       | 12.66      | 98.81       | 19.28      |

As evident from Table 3, while the ROI tends to remain almost constant during the validation sessions, the use of capital to compensate for the temporary losses due to incorrectly predicted trends (i.e., the MD indicator), varies significantly presenting the maximum values that arrive in certain years at a 19.28% against MD of 12.66 % in others. On average, as mentioned, the value of MD is 15.97%, however a greater stability over time of this important indicator of financial sustainability is certainly to be studied. Figure 10 shows an instance of the GUI of the proposed whole system (trend forecast plus grid trading system):

![GUI interface of the proposed trading system pipeline.](image)

The data reported in Table 2 openly confirm the robustness of the proposed method both in the forecast of the medium-term trend and in the execution of the operations using HFT grid algorithms. Compared to the methods produced in the literature and having regard to the previous version of the pipeline proposed by the author, the results reported in Table 2 show excellent performance (higher than the previous method) although there was a slight increase in the drawdown compared to the previous version and this due to the fact that instead of proceeding with a punctual forecast of the cross currency, we proceed with a forecast of the medium-term trend which, although it shows an increase in the average drawdown, allows instead for having a robust estimate of a financial period wider. This advantage will be used by the author in a future work (currently being validated) that has already given very promising preliminary results and will propose a trading strategy on a financial portfolio composed of several instruments, correlated with each other. By this advantage, it is therefore possible, with an approach similar to the one presented in this paper, to predict the medium-term trend.
so as to plan trading strategies that exploit these correlations, which are able to maximize gains and minimize losses.

For the proposed algorithm, porting is underway at STM32 (with embedded several Cortex A) architectures equipped with an environment suitable for the implementation of both LSTM architectures and the RL framework [34]. The embedded system to be developed can be used by financial operators to monitor at any time and in any location (financial portable system) both the financial quotes and the forecasted trend of each financial instrument, thus being able to carry out trading operations in a mobile environment. Figure 11 shows an instance of the embedded STM32 hardware and software environment on which the proposed algorithm is being ported.

![Figure 11. The STM32 embedded platform for hosting the proposed pipeline as firmware.](image)

In future works, the author will propose a pipeline that—through the use of deep learning methodologies—will be able to structure financial portfolios composed of different instruments such as currencies, shares, bonds, and options; and on which an RL agent will dynamically determine the exact allocation in order to minimize risks and optimize earnings.
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