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Abstract

We consider evoSIR, a variant of the SIR model, on Erdős-Renyi random graphs in which susceptibles with an infected neighbor break that connection at rate $\rho$ and rewire to a randomly chosen individual. We compute the critical infection rate $\lambda_c$ and the probability of a large epidemic by showing that they are the same for the delSIR model in which $S-I$ connections are deleted instead of rewired. The final size of a large delSIR epidemic has a continuous transition. Simulations suggest that the final size of a large evoSIR epidemic is discontinuous at $\lambda_c$.

1 Introduction

In the SIR model, individuals are in one of three states: $S =$ susceptible, $I =$ infected, $R =$ removed (cannot be infected). Often this epidemic takes place in a homogeneously mixing population. However, here, we have a graph that gives the social structure of the population; vertices represent individuals and edges a connection. $S-I$ edges become $I-I$ at rate $\lambda$, i.e., after a time $T$ with an exponential($\lambda$) distribution: $P(T > t) = e^{-\lambda t}$. The two versions of the model we consider differ in the length of time individuals remain infected. In the first, infections always last for time 1. In the second, infection times are exponential(1) distributed. Once individuals leave the infected state, they enter the removed state. Our main interest here is in the variant of the model in which $S-I$ edges are broken at rate $\rho$ and the susceptible individual connects to an individual chosen at random from the graph. We call this process evoSIR. To prove results for evoSIR it is useful to also study the variant delSIR in which edges are deleted at rate $\rho$.

Since the turn of the century, the complex networks community has studied systems in which the structure of a social network and the states of individuals coevolve. For a survey see [13]. Since the pioneering 2006 work of Holme and Newman [15], much attention has focused on the evolving voter model. In that system, each individual has one of two opinions, say 0 and 1. On each step of the simulation, one $0-1$ edge is picked at random and given an orientation $(x, y)$. With probability $1-\alpha$, $x$ adopts the opinion of $y$, while with probability $\alpha$, $x$ breaks the connection with $y$ and chooses an individual (i) at random from
the graph (rewire-to-random) or (ii) randomly from those with the same opinion (rewire-
to-same). When $\alpha$ is close to 1, then the graph quickly breaks into a large number of
components of individuals with the same opinion. When $\alpha$ is small, a large component of
like-minded individuals forms. An account of the properties of this model and references
to earlier work can be found in Durrett et al. [10]. Recently Basu and Sly [3] rigorously
proved the existence of a phase transition from rapid disconnection to prolonged persistence
for dense graphs. However they have not been able to explain the dramatic difference in the
qualitative properties of the system under the two rewiring schemes.

In 2006, Gross et al. [12] introduced the evolving SIS model, which is similar to the model
with exponential rates that we study here, except that $I$ individuals return to state $S$ at
rate 1. Using the pair approximation, they were able to show that, if the rewiring rate is
fixed and the infection rate is increased, then the model undergoes a discontinuous phase
transition in which a critical epidemic infects a positive fraction of the individuals. There
are a number of papers in the physics literature that study this model [31, 32, 17, 26, 25],
but there is no proof of the result in [13].

When we began writing this paper, the only work on evolving evoSIR that we knew
about were two papers of Volz and Meyers [29, 30]. They considered an evolving SIR model
on a random regular graph. However, they used a strange update rule, called “neighbor
exchange,” in which two edges are chosen and their connections swapped. This preserves
the constant degree of vertices, but does not seem very realistic.

As we were finishing up the writing, we learned of three recent papers by Britton and
collaborators that study the delSIR and evoSIR models with exponential infection times.
[19] studies the delSIR model on two versions of the configuration model. In the Molloy
and Reed (MR) model [22] degrees $d_i$ are a deterministic sequence with specified asymptotic
properties. In the Newman Strogatz Watts (NWS) models, degrees $d_i$ are i.i.d. In both
situations to make the graph, $d_i$ half-edges are attached to $i$ and when $d_1 + \cdots + d_n$ is even
the half-edges are paired at random. We will discuss results from this and the next two
papers at appropriate times in the text.

[4] studies a one parameter family of models (SIR-$\omega$) that interpolates between delSIR
and evoSIR. In this model, $S - I$ connections are broken at rate $\omega$. The connections are
rewired with probability $\alpha$, and remain broken with probability $1 - \alpha$. They study the initial
phase of the epidemic using branching process and pair approximation methods. Finally,
[19] extends the results in [4] and explores the implications of their results for epidemics.
The main take home message is that measures taken by individuals to protect themselves
(rewiring) can be detrimental to the population as a whole. That is, the final size of an SIR-
$\omega$ epidemic can exceed the final size of the original SIR model. Their results are primarily
based on simulation. They consider the NSW configuration model, a clique network, and
two real networks: the collaboration network reconstructed from arXiv postings in general
relativity, and in the Facebook “social circles” network.

Throughout this article our focus will be on networks modeled by Erdős-Renyi graphs
with mean degree $\mu$. These are random graphs on $n$ vertices in which every pair of vertices
is independently connected by an edge with probability $\mu/n$. We denote a graph sampled in
this manner by $G(n, \mu/n)$. It is well known (see [8]) that if $\mu > 1$, then $G(n, \mu/n)$ with high
probability has a single giant component with $\Omega(n)$ vertices.

When we say a sequence of events $(A_n)$ occurs with high probability, we mean that
\( P(A_n) \to 1 \). This will often be abbreviated as \( \text{whp} \). A sequence of events \( (A_n) \) occurs with positive probability if \( \inf_n P(A_n) > 0 \). We often will abbreviate this as \( \text{wpp} \). Initially one randomly chosen vertex is infected and the rest susceptible. When we say that a large epidemic occurs, we mean that the number of removed individuals after there are no more infected individuals is \( \Omega(n) \) \( \text{wpp} \). The critical value for an SIR process is the value \( \lambda_c \) such that if \( \lambda < \lambda_c \), then the probability of a large epidemic goes to 0 as the size of the graph \( n \to \infty \). If \( \lambda > \lambda_c \), a large epidemic occurs \( \text{wpp} \).

### 1.1 SIR with fixed infection times

In this section we consider the usual SIR dynamics in which each infection lasts for exactly time 1. This case is simple because each edge will be \( \text{S} - \text{I} \) (or \( \text{I} - \text{S} \)) only once. When that happens the infection will be transferred to the other end with probability

\[
\tau^f = P(T \leq 1) = 1 - e^{-\lambda}
\]

and the transfers for different edges are independent. Here the ‘\( f \)’ in the superscript is for “fixed time.” Due to the last observation, we can delete edges with probability \( e^{-\lambda} \) and the connected components of the resulting graph will give the epidemic sizes when one member of the cluster is infected. We can have a large epidemic if and only if the reduced graph has a giant component. In the physics literature this idea is attributed to Grassberger (1983), in math to Barbour and Mollison (1990), and in complex networks to Newman (2002).

Throughout this paper we will make use of Poisson thinning: if the number of objects \( N \) is Poisson with mean \( \lambda \), and if we flip a coin with probability \( p \) of heads to see if we keep each object, then the number of objects kept is Poisson with mean \( \lambda p \). Using this, it is easy to show:

**Fact 1.** If the original graph is Erdős-Rényi with mean degree \( \mu \), then the reduced graph is Erdős-Rényi with mean degree \( \mu \tau^f \). So, a large epidemic occurs with positive probability if \( \mu \tau^f > 1 \). If \( z_0 \) is the fixed point smaller than 1 of the generating function

\[
G(z) = \exp(-\mu \tau^f(1 - z)),
\]

then \( 1 - z_0 \) gives both the limiting probability an infected individual will start a large epidemic, and the fraction of individuals who will become infected when a large epidemic occurs.

Here and in what follows, things that we call facts are known results while those we call theorems are new. The formula for the probability of a large epidemic comes from the fact that, in its early stages, the growth of the epidemic is well approximated by a branching process. See Section 2.2 in [8]. The probability of a large epidemic is the probability the branching process does not die out, which is also \( 1 - z_0 \).

For the developments below, it is useful to sketch a more sophisticated approach due to Martin-Löf [20], who used this idea to prove a central limit theorem for the number of individuals infected when there is a large epidemic. Suppose that we have deleted the edges that the infection will not cross to produce \( G(n, \bar{\mu}/n) \) where \( \bar{\mu} = \mu \tau^f \). The calculation is based on an algorithm that computes the component containing an arbitrary starting vertex which we label ‘1’. It begins with the removed set \( R_0 = \emptyset \), the active (or infected) set
$A_0 = \{1\}$, and the unexplored (or susceptible) set $U_0 = \{2, \ldots, n\}$. Let $\eta_{i,j} = 1$ if there is an edge from $i$ to $j$ and 0 otherwise. At time $t$, if $A_t \neq \emptyset$ we pick an $i_t \in A_t$ and update the sets as follows:

$$
\begin{align*}
R_{t+1} &= R_t \cup \{i_t\} \\
A_{t+1} &= A_t - \{i_t\} \cup \{y \in U_t : \eta_{i_t,y} = 1\} \\
U_{t+1} &= U_t - \{y \in U_t : \eta_{i_t,y} = 1\}.
\end{align*}
$$

When $A_t = \emptyset$ we have found all of the members of the cluster containing 1 and the algorithm halts. If $A_t = \emptyset$ and we have not yet found the giant component we select $i_t \in U_t$ and continue.

Let $R_t = |R_t|$, $A_t = |A_t|$ and $U_t = |U_t|$. Let $\mathcal{F}_t$ be the $\sigma$-field generated by the process up to time $t$. The number of connections from $i_t$ to $U_t$ is binomial($U_t, \bar{\mu}/n$) so

$$
E(\Delta U_t | \mathcal{F}_t) = -U_t \frac{\bar{\mu}}{n} \quad \text{and} \quad \text{var} (\Delta U_t | \mathcal{F}_t) = U_t \frac{\bar{\mu}}{n} \left(1 - \frac{\bar{\mu}}{n}\right).
$$

Using the fact that $X_t = (1 - \bar{\mu}/n)^{-t}U_t$ is a martingale and computing second moments one can easily prove (see Section 4.1):

**Fact 2.** As $n \to \infty$, $U_{\lfloor ns \rfloor}/n$ converges to $u_s = \exp(-\bar{\mu} s)$ uniformly on $[0,1]$.

When $U_t + R_t = n$ we have $A_t = 0$. This occurs at the $y_0 > 0$ that satisfies $e^{-\mu \tau_f y_0} = 1 - y_0$. $y_0$ gives the fraction of sites in the giant component and $1 - z_0$.

### 1.2 Fixed time infections with rewiring

We now introduce rewiring of $S - I$ edges at rate $\rho$, i.e., susceptibles break their connection with infected individuals and rewire to an individual chosen at random. In order for the infection to be transmitted along an edge, it must occur before any rewiring and before time 1. To compute this probability, note that (i) the probability that infection occurs before rewiring is $\lambda/(\lambda + \rho)$ and (ii) the minimum of two independent exponentials with rates $\lambda$ and $\rho$ is an exponential with rate $\lambda + \rho$, so the transmission probability is

$$
\tau^f_r = \frac{\lambda}{\lambda + \rho} \left(1 - e^{-(\lambda + \rho)}\right).
$$

Here the ‘$r$’ subscript is for “rewire.” Our first result shows that evoSIR has the same critical value as delSIR.

**Theorem 1.** The critical value for the fixed time epidemic with rewiring is given by the solution of $\mu \tau^f_r = 1$. Moreover, if $\lambda < \lambda_c$, then the ratio of the expected epidemic size in delSIR to the size in evoSIR converges to 1.

The formula for the critical value is easily seen to be correct for the delSIR since, by the reasoning above, there is a large epidemic if and only if the reduced graph in which edges are retained with probability $\tau^f_r$ has a giant component. It is clear than the delSIR model has a larger critical value than evoSIR. Thus, we only have to prove the reverse inequality.
Intuitively, the equality of the two critical values holds because a subcritical delSIR epidemic dies out quickly, so it is unlikely that a rewiring will influence the outcome. We prove this in Section 2.

When $n$ is large, the degree distribution, which is Binomial$(n-1, \mu/n)$, is approximately Poisson with mean $\mu$. Due to Poisson thinning, the number of new infections directly caused by one $I$ is asymptotically Poisson with mean $\mu \tau_f$, and hence has limiting generating function

$$\hat{G}(z) = \exp(-\mu \tau_f (1-z)).$$

(4)

**Theorem 2.** If $z_0$ is the fixed point $< 1$ of $\hat{G}(z)$, then $1 - z_0$ gives the probability of a large delSIR or evoSIR epidemic.

In the case of the delSIR model, $1 - z_0$ is the fraction of individuals infected in a large epidemic. This proportion goes to 0 at the critical value $\mu_c = 1/\tau_f = 1$. In evoSIR, we conjecture, but are not able to prove that the limiting fraction infected is larger than the probability of a large epidemic. More surprisingly, as the simulations in Figures 1 suggest, it is discontinuous at the critical value. Here, we have plotted the final size for a large number of simulations at each parameter value, so there are many points near the $x$ axis that correspond to epidemics that died out.

![Figure 1](image)

Figure 1: Simulation of the fixed time evoSIR on an Erdős-Rényi graph with $\mu = 5$. In the left panel, $\rho = 4$ and $\lambda$ varies with $\lambda_c \approx 1.0084$ in agreement with Theorem 1. The solid curve is the final size of the delSIR epidemic with the same parameters. The dashed line above it is an approximation that comes from Theorem 6. In the right panel, $\lambda = 1$ and $\rho$ varies with $\rho_c \approx 4$. Note that the final size is increasing for small $\rho$. This phenomenon is seen in [19, Figure 1], but their simulation does not show a discontinuous phase transition.

Figure 2, which gives a simulation of the epidemic at the critical value, gives some insight into why there is a discontinuity. Initially, the infection is critical but becomes supercritical as degrees of susceptible nodes are increased by rewiring. As the graph shows, we get some large epidemics when $\lambda < \lambda_c$. This is a finite size effect. As $n \to \infty$, it follows from Theorem 2 that the probability of a large epidemic in the subcritical case converges to 0.

1.3 SIR epidemics with exponential infection times

Now we suppose that the infection times are exponentially distributed with mean 1. The memoryless property of the exponential makes the process Markovian, but, as explained
Figure 2: Simulations of the fixed time evoSIR with $\mu = 5$ and $\rho = 4$ at the critical value $\lambda_c = 1.0084$. The solid curve is the number of infecteds $I_t$. At the beginning it has slope 0, but due to rewiring the slope becomes positive, before the curve drops to zero due to the susceptible population being depleted. The dashed line is $R_t$, the dotted line $S_t$.

below, we lose the simple connection to percolation. Suppose the infection time distribution $T$ has density $e^{-t}$. Introducing a superscript $e$ for exponential, the transmission probability is

$$
\tau^e = 1 - \int_0^\infty dt \, e^{-t} e^{-\lambda t} = \frac{\lambda}{1+\lambda} \tag{5}
$$

i.e., the probability an exponential($\lambda$) infection time occurs before an exponential(1) recovery. The expected number of infections is $\mu \tau^e$ so the threshold for a large epidemic is

$$
\lambda^e_c = \frac{1}{\mu - 1}. \tag{6}
$$

In the exponential case one cannot easily reduce the process to percolation since the infection status of the edges going out of a vertex are correlated. Kuulasmaa (1982) came up with the following construction. We replace each edge by a pair of oriented edges. For each vertex we have dependent coin flips to determine whether we keep the edges. Kuulasmaa was able to prove some results using this structure, but it is not easy to use. Here we mention it primarily to explain why the probability of a large epidemic can be different from the fraction of individuals affected by one.

To compute the generating function of the number of infections directly caused by one infected, we note that if we condition on the value of the infection time $T$, we can conclude easily that the answer is

$$
\hat{G}(z) = EG(e^{-\lambda T} + z[1 - e^{-\lambda T}]). \tag{7}
$$

See [8 Theorem 3.5.1] for more details. In the Poisson case $G(z) = \exp(-\mu(1-z))$ so writing this out gives

$$
\hat{G}(z) = e^{-\mu(1-z)} \int_0^\infty dt \, e^{-t} \exp(\mu(1-z)e^{-\lambda t}). \tag{8}
$$

As in the fixed time setting, $\hat{G}$ can be used to compute the probability of a large epidemic.
Fact 3. If $z_0$ is the fixed point of $\bar{G}(z)$ that is $<1$, then $1 - z_0$ gives the probability of a large epidemic.

In the case of exponential infection times, the final size of a large epidemic is not the same as the probability of a large epidemic.

Theorem 3. Recall $\tau^e = \lambda/(1 + \lambda)$. The fraction of individuals infected in a large epidemic for SIR with unit exponential infection times is $1 - z_0$ where $z_0$ is the fixed point $<1$ of

$$\exp(-\mu \tau^e(1 - z)) = z.$$ 

This may be a known result, but we do not have a reference. We prove this in Section 4.2 by using a variant of the calculation of Martin-Löf [20]. The inequality $1 + x < e^x$, implies $1/(1 + \lambda) > e^{-\lambda}$ and it follows that

$$\tau^e = 1 - \frac{1}{1 + \lambda} < 1 - e^{-\lambda} = \tau^f.$$ 

Thus, the epidemic is larger for exponential infection times than for fixed times with the same mean.

1.4 Limiting ODEs limit for SIR epidemics on graphs

In this section we describe approaches to obtain ODE limits for SIR models on three random graphs: the complete graph, the configuration model, and the Erdős-Rényi random graph. As $n \to \infty$, the epidemic on the complete graph, i.e., the homogeneously mixing case, the system converges to an ODE:

$$\frac{dS}{dt} = -\beta SI/n$$
$$\frac{dI}{dt} = \beta SI/n - I$$
$$\frac{dR}{dt} = I$$

(9)

See [1, Section 7.3].

The final size of the epidemic in the homogeneously mixing case is the same in the Erdős-Rényi graph, but that does not mean that the ODE in [9] is correct for the epidemic on the Erdős-Rényi random graph. Volz (2008) was the first to derive a limiting ODE for an SIR epidemic on a graph generated by the configuration model. Miller (2011) later simplified the derivation to produce a single ODE. Let $(u,v)$ be an oriented edge chosen at random from the graph and let $\theta(t)$ be the probability there has not been an infectious contact from $v$ to $u$. If we let $\psi(\theta)$ be the generating function of the degree distribution, then Miller’s ODE is

$$\frac{d\theta}{dt} = -\beta \theta + \gamma(1 - \theta) + \gamma \frac{\psi'(\theta)}{\psi(\theta)}$$

(10)

where $\beta$ is the infection rate and $\gamma$ is the rate that infections become healthy. Given $\theta$, we have $S = \psi(\theta)$, $dR/dt = \gamma I$ and $I = 1 - R - S$.

The results of Volz and Miller were based on heuristic computations, but later their conclusion was made rigorous by Decreusfond et al. (2012) and Janson et al. (2014). Here,
we will derive an equation that is specific to the Erdős-Rényi graph, but that can more easily be extended to include rewiring.

When a site becomes infected, we add to the graph all edges connected to it that have not been revealed before. There will be no new edge connecting to a preexisting $I$ or an $R$, since the edge would have been revealed when that site first became infected. Edges to $S$ vertices will exist with probability $\mu/n$ independent of what has happened before.

Let $S_k$ be the number of susceptibles connected to $k$ infecteds. The unexplored vertices $S_0$ are not yet in the graph. If we let $S_{-1} = 0$ and $F = \sum_k k S_k$, then the main equation can be written as:

$$\frac{dS_k}{dt} = -\lambda k S_k + \lambda F \frac{\mu}{n} (S_{k-1} - S_k) + [(k + 1) S_{k+1} - k S_k].$$

(11)

In words, an $S_k$ turns into an $I$ at rate $\lambda k$. The total rate at which new infections happen is $\lambda F$. When a new infection is created, it will be connected to an existing susceptible with probability $\mu/n$. This promotes an $S_j$ to $S_{j+1}$. In addition, infected edges become removed at rate 1. Thus $S_j$'s are demoted at rate $j$ to become $S_{j-1}$. The other two equations are simple

$$\frac{dI}{dt} = \lambda F - I \quad \frac{dR}{dt} = I.$$

Figure 3 shows that the simulation and differential equation agree. We have also verified that these curves agree with the solution of the Miller-Volz ODE.

Ball et al. [5] do an in depth analysis of the delSIR model on MR and NSW configuration models. In [5, Section 3], they obtain an ODE limit that is related to (11), but is more detailed because it considers the degrees of $S$, $I$, and $R$ vertices. This approach leads to results about the final size of a delSIR epidemic that include a central limit theorem.
1.5 Exponential infection time with rewiring

The minimum of the recovery and rewiring times $T_r$ is exponential $(1 + \rho)$ so

$$
\tau^e_r = 1 - \int_0^\infty dt \left(1 + \rho\right)e^{-(1+\rho)t}e^{-\lambda t} = \lambda/(\lambda + 1 + \rho)
$$

where again the subscript $r$ stands for “rewire.” Based on this reasoning, the critical value is the solution to $\mu\lambda/(\lambda + 1 + \rho) = 1$. If $\mu$ and $\rho$ are fixed, solving gives

$$
\lambda_c = \frac{1 + \rho}{\mu - 1}.
$$

(12)

A result for configuration model graphs is given in (1) of Britton et al. [4]. They show that if the mean degree is $\mu$ and its variance is $\sigma^2$, then the branching approximation to the basic reproduction number is

$$
R_0^{BA} = \frac{\beta}{\beta + \gamma + \omega}\left(\mu - 1 + \frac{\sigma^2}{\mu}\right).
$$

(13)

If we change their notation to ours, the first term becomes $\lambda/(\lambda + 1 + \rho)$. The expression in parentheses is the mean of the size biased degree distribution $q_{j-1} = kp_k/\mu$. When the degree distribution is Poisson($\mu$), the size-biased degree distribution is also Poisson($\mu$). This implies that the quantity in parentheses is $\mu$, but one can check that more directly by noting that when the degree distribution is Poisson $\sigma^2 = \mu$.

The proof of Theorem 4 generalizes easily to show

**Theorem 4.** (12) gives the critical value for the delSIR and evoSIR models with exponential infection times.

This result is related to a remark in [4], “We note that (13) is independent of $\alpha$ (the fraction of edges that are rewired), so it has no effect on the beginning of an outbreak if rewired edges are dropped, always attached to a new susceptible or a mixture of the two.” Here, we go beyond that heuristic and prove that the two critical values are equal.

To compute the generating function of the number of infections, we note that if we condition on the value of $T$, the probability of transmission is

$$
\tau(T) = \int_0^T dt \lambda e^{-\lambda t} e^{-\rho t} = \frac{\lambda}{\lambda + \rho} (1 - e^{-(\lambda + \rho)T})
$$

i.e., (a) infection occurs before rewiring and (b) the minimum of the infection and rewiring times occurs before time $T$. Using (7) and letting $\mu_r = \mu\lambda/(\lambda + \rho)$, we see that in the Poisson case

$$
\bar{G}(z) = e^{-\mu_r (1-z)} \int_0^\infty dt e^{-t} \exp(\mu_r (1 - z) e^{-(\lambda + \rho)t})
$$

(14)

**Theorem 5.** If $z_0$ is the fixed point of $\bar{G}$, then the probability of a large epidemic is $1 - z_0$ in delSIR and evoSIR with mean one exponential infection times.
Figure 4: Fraction of individuals infected in an SIR epidemic on an Erdős-Rényi graph with $\mu = 5$. In the left panel, $\rho = 4$ and $\lambda$ varies. In agreement with (12), $\lambda_c = 1.25$. The solid curve is the final size of the delSIR epidemic with the same parameters. The dotted line above it is an approximation that comes from Theorem 6. The third curve comes from solving (4). In the right panel, $\lambda = 1$ with $\rho$ varying. $\rho_c = 3$ in agreement with (12). The assumptions are similar to Figure 1 of [19], but our curve is decreasing and their simulation does not show a discontinuous phase transition. If $\lambda$ is larger we do see an increase in density for small $\rho$.

Again, the proof follows easily from the proof of Theorem 2. In the delSIR model, the fraction of the population in a large epidemic is the same as the probability of a large epidemic and hence has a continuous transition. These two quantities are different in the evoSIR model.

As the simulations in Figure 4 show, the final size of the evoSIR epidemic is discontinuous at the critical value. Here we have plotted the final size for a large number of simulations at each critical value, so there are many points near the $x$ axis that correspond to epidemics that died out.

Figure 5: Simulations for the fixed time epidemic with $\mu = 5$ and $\rho = 4$ at the critical value $\lambda_c = 1.25$. The solid curve is the number of infecteds $I_t$. At the beginning it has slope 0, but due to rewiring the slope becomes positive, before the curve drops to zero due to the susceptible population being depleted. The dashed line is $R_t$, the dotted line $S_t$. 
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1.6 Attempts at a rigorous analysis

Here we explain our efforts to model evoSIR using (i) our extension of Martin-Löf’s ideas and (ii) a modification of the ODE in [11]. We provide these details in the hope someone can find an accurate approximation that explains the reason for the discontinuous phase transition.

1.6.1 Modifying Martin-Löf’s calculation

The key to Martin-Löf’s proof described in Section 1.1 is to show that

\[ \frac{dU}{ds} = -\mu \tau u_s. \]

To take into account the rewiring in the fixed time case, we will let \( v_s \) be the average degree of unexplored vertices at time \( s \). Repeating the reasoning in Section 4.1 we arrive at differential equations

\[
\begin{align*}
\frac{du_s}{ds} &= -v_s \tau u_s (1 - \alpha^f) \\
\frac{dv_s}{ds} &= v_s \tau u_s \alpha^f
\end{align*}
\]

where \( \alpha^f = 1 - \frac{\tau_r^f}{\tau_f} \) is the probability a rewiring prevents an infection. See Section 4.3 for more details. The intuition behind the second equation is that edges are being rewired at rate \( v_s \tau u_s \alpha^f \) and are attached to randomly chosen vertices, so the average degree increases at this rate. Note that here time is the number of vertices that have been exposed, which is not the right time scale so there is no guarantee that this computes the right answer.

Dropping the superscript and combining the two equations gives

\[
\frac{d}{ds} [\alpha u_s + (1 - \alpha) v_s] = 0.
\]

So \( \alpha u_s + (1 - \alpha) v_s = \alpha + (1 - \alpha) \mu \), and we can reduce the system to one equation. Solving them in Section 4.3 gives

\[
u = \frac{A}{B + (A - B) e^{\lambda t}},
\]

where \( A = \tau [u(1 - \alpha) + \alpha] \) and \( B = \tau \alpha \).

As in Martin-Löf’s result.

**Theorem 6.** Our approximation to the final size of a large epidemic with fixed infection times and rewiring is given by the solution \( u(t) = 1 - t \).

To generalize to exponential infection times, we replace \( \tau^f = 1 - e^{-\lambda} \) by

\[
\tau^e = E \tau = E (1 - e^{-\lambda T}) = \frac{\lambda}{\lambda + 1},
\]

and replace \( \alpha^f \) by

\[
\alpha^e = 1 - \frac{\tau^e}{\tau^r} = \frac{\rho}{\rho + 1 + \lambda}.
\]
Figure 6 compares the solution of the new differential equation (16) with $\exp(-\mu \tau_f s)$. The place were the solution crosses the diagonal gives the approximation in Theorem 6. This is the quantity plotted as dashed lines in Figures 1 and 4. Note that in either case the approximation is continuous at $\lambda_c$. To see this is true in general, note that by (15)

$$\frac{du_s v_s}{ds} = -v_s \tau u_s (1 - \alpha) v_s + u_s v_s \tau u_s \alpha = u_s v_s [-\tau (1 - \alpha) v_s + u_s \alpha].$$

When $s = 0$, $v_s = \mu$. In the critical case $\mu \tau (1 - \alpha) = 1$, so the quantity in square brackets is $< 0$. As $s$ increases, $u_s$ decreases and $v_s$ increases, so $u_s v_s$ is decreasing.

### 1.6.2 Modifying the ODE

By analogy with what we did to Martin-Löf’s equation, we should let $\mu_t$ be the average degree of susceptibles at time $t$ and modify the ODE from (11) to become

$$\frac{dS_k}{dt} = -\lambda k S_k + \lambda F \frac{\mu_t}{n} (S_{k-1} - S_k) + [(k + 1) S_{k+1} - k S_k]$$

$$+ \rho \left( I - \frac{I}{n} \right) [(k + 1) S_{k+1} - k S_k]$$

$$\frac{d\mu_t}{dt} = \frac{\rho F}{n} \left( 1 - \frac{I + R}{n} \right).$$

Figure 7 compares this ODE with the results of simulation. The shapes of the curves are similar but the magnitudes do not agree. This situation is somewhat puzzling since the ODE seems to accurately model the dynamics.
2 Proof of Theorems 1 and 4

To avoid interrupting the flow of the proof, we begin by proving some simple facts that will be useful in the proof. The proof of Theorem 1 and the extension of the argument that proves Theorem 4 is given at the end of the section.

**Lemma 1.** If $0 < x < 1$ and $k$ is a positive integer, then $(1 - x)^k \geq 1 - kx$.

**Proof.** Let $A_1, \ldots, A_k$ be independent and have probability $1 - x$.

$$
(1 - x)^k = P(\bigcap_{i=1}^{k} A_i) \geq 1 - \sum_{i=1}^{k} P(A_i^c) = 1 - xk
$$

proving the desired result.

**Lemma 2.** If $Z = \text{binomial}(n, p)$ with $0 < p < 1$ then $P(Z \geq 2) \leq P(Z \geq 1)^2$.

**Proof.** Let $X_1, \ldots, X_n$ be independent with $P(X_i = 1) = p$ and $P(X_i = 0) = 1 - p$. Let

$$
N_1 = \inf\{m \in [1, n] : X_m = 1\} \\
N_2 = \inf\{m \in (N_1, n] : X_m = 1\}
$$

where $\inf \emptyset = \infty$. Notice that

$$
P(N_1 < \infty) = P(Z \geq 1) = 1 - (1 - p)^n
$$

$$
P(N_2 < \infty | N_1 = m) = 1 - (1 - p)^{n-m} \leq P(Z \geq 1).
$$

Since the last result holds for all possible values of $N_1$, we have $P(Z \geq 2 | Z \geq 1) \leq P(Z \leq 1)$ and the desired result follows.
**Lemma 3.** Let $\mu > 0$ and $Z = \text{binomial}(n, \mu/n)$. It holds that

$$P \left( Z > \frac{3}{\ln 2} \log n \right) \leq \frac{\exp(\mu)}{n^3}.$$  

*Proof.* The moment generating function for a binomial is

$$E e^{\theta Z} = \sum_{m=0}^{n} \binom{n}{m} p^m (1-p)^{n-m} e^{\theta m} = (1-p+pe^\theta)^n.$$ 

Using Markov’s inequality, then taking $p = \mu/n$ we have

$$e^{\theta C \log n} P(Z > C \log n) \leq (1 + p(e^\theta - 1))^n \leq \exp(\mu(e^\theta - 1))$$

since $1 + x \leq e^x$. Taking $\theta = \log 2$ and $C = 3/(\log 2)$ gives the desired result. $\square$

Consider evoSIR on $G = G(n, \mu/n)$ with rewire rate $\rho$, infection rate $\lambda$, and in which infection lasts for a fixed time $1$. The probability an infection is transmitted from an infected vertex to a susceptible neighbor is

$$\tau_r = \frac{\lambda}{\lambda + \rho} (1 - e^{-(\lambda + \rho)}).$$

To analyze this process we will consider the deletion model (delSIR) in which edges that are rewired in evoSIR are instead deleted. As mentioned earlier, a simple coupling gives the final set of removed individuals in delSIR is contained in the analogous set for evoSIR with the same parameters. In our notation,

$$\lambda_c(\text{evoSIR}) \leq \lambda_c(\text{delSIR}).$$

To compare the two dynamics we will let

$$\tau = 1 - e^{-\lambda}$$

be the probability an infection will be transmitted to a neighbor. We start with $G(n, \mu \tau/n)$. Let

$$\alpha = 1 - \tau_r/\tau$$

be the probability that rewiring eliminates a successful infection event. In the delSIR dynamic, edges are deleted from $G(n, \mu \tau/n)$ with probability $\alpha$ while in evoSIR they are rewired with probability $\alpha$. The compare the two evolutions we will first run the delSIR epidemic to completion. Once this is done we will randomly rewire the edges deleted in delSIR. If the rewiring creates a new infection, then we have to continue to run the process and make some further estimates.

Let $R'$ be the set of sites that are removed at time $\infty$ in delSIR, and let $R$ be the set of removed sites at time $\infty$ in evoSIR. Let $R' = |R'|$ and $R = |R|$.

**Lemma 4.** If $\tau \mu \alpha < 1$, then there are constants $C_1$ and $C_2$ so that

$$P(R > C_1 \log n) \leq C_2 n^{-3/2}$$

and $ER = ER' + o(1)$.
Proof. Let $\gamma = \mu \tau - 1 - \log(\mu \tau) > 0$. The proof of Theorem 2.3.1 implies that

$$P(R' \geq (3/\gamma) \log n) \leq n^{-3/\mu \alpha} \tag{18}$$

(To see this look at the last displayed equation in the proof and take $\epsilon = 2, \lambda = \mu \tau$.)

Let $D = \max_{v \in G} \deg v$. Lemma 3 implies

$$P\left(D > \frac{3}{\ln 2} \log n\right) \leq \exp(\frac{\mu \alpha}{n^2}) \tag{19}$$

Let $X'$ be the number of deleted edges in evoSIR. Clearly $X' \leq DR'$. After delSIR has been run to fixation use independent random variables independent of delSIR to randomly rewire the deleted edges. Let $Y'$ be the number of edges that rewire to $R'$. By construction

$$Y'' = \text{binomial}(X', R'/n).$$

Combining (19) and (18) we see that there are constant $C_3$ and $C_4$ so that if $G = \{D, R' \leq C_3 \log n\}$ then

$$P(G) \geq 1 - C_4/n^2$$

On $G$ we have

$$Y' \leq \text{binomial}(DR', R'/n) \leq \text{binomial}(C_3^2 \log^2 n, C_3 \log n/n) \equiv \bar{Y}$$

where $\equiv$ indicates that the last equality defines $\bar{Y}$ and $Y \leq Z$ denotes stochastic order:

$$P(Y > x) \leq P(Z > x) \quad \text{for all } x.$$

Using the formula for the binomial distribution

$$P(\bar{Y} = 0) = \left(1 - \frac{C_3 \log n}{n}\right)^{C_3^2 \log^2 n} \geq 1 - \frac{C_3 \log^3 n}{n} \tag{20}$$

by Lemma 1. From this and Lemma 2 we get

$$P(\bar{Y} \geq 1) \leq \frac{C_3 \log^3 n}{n} \quad P(\bar{Y} \geq 2) \leq \frac{C_3^6 \log^6 n}{n^2}.$$ 

Since the second inequality is $o(n^{-3/2})$, we can ignore the possibility that $Y \geq 2$. If $Y = 0$ the evoSIR cluster coincides with the delSIR cluster and we are done. It remains to consider the case in which $Y = 1$. One endpoint of the rewired edge is in $R'$. Let $z_0$ be the one that is not. Note that by construction $z_0$ is chosen at random from $\{1, 2, \ldots n\} - R'$. In the second stage of the process we will again run the delSIR dynamics, let $R'' \subset \{1, 2, \ldots n\} - R'$ be the new members of the removed set, and then flip coins to rewire the edges that have been deleted. Let $Y^*$ be the number of rewired edges that connect to $R' \cup R''$. The probability that $Y \geq 1$ and $Y^* \geq 1$ is $\leq n^{-3/2}$ so only have to look at the case $Y^* = 0$, i.e., we only need to look at the delSIR cluster. At this point we are almost ready to claim that the analysis of the second stage follows from that of the first. The last detail is to note that edges rewired in the first stage have increased the density of the graph, so the second stage takes place
on an Erdös-Rényi graph on \( \{1, 2, \ldots, n\} - \mathcal{R}' \) in which edges are open with probability \( \rho/n \) where \( \rho > \mu \tau \). The total number of rewired edges is \( \leq C \log^2 n \) with high probability, so if \( n \) is large, \( \rho \alpha < 1 \), and the reasoning from stage one applies.

To prove that \( ER = ER' + o(1) \) we write \( E(X; A) \) for the integral of \( X \) over \( A \) and note that

- On \( Y = 0 \) we have \( R = R' \).
- \( P(Y \geq 2) \leq (C_3^6 \log^6 n)/n^2 \) so we can use the trivial bound \( R \leq n \) to conclude \( E(R; Y \geq 2) \to 0 \).
- \( P(Y = 1, Y^* \geq 1) \leq C_3^6 \log^6 n/n^2 \), so we can again use the trivial bound \( R \leq n \).
- Finally on \( \{Y = 1, Y^* = 0\} \) we let \( R_1 \) and \( R_2 \) be the contributions of the two stages. Since \( R_2 \) is independent of \( \{Y_1 = 1\} \)

\[
E((R_1 + R_2; Y = 1, Y^* = 1) \leq E(R'; Y = 1) + P(Y = 1) ER'
\]

The second term \( \to 0 \) as \( n \to \infty \). To handle the first term note that (2.3.4) in \[8\] shows that \( P(R' > k) \) tends to 0 exponentially fast. This implies that \( E(R')^2 \leq C \) independent of \( n \). Since \( P(Y = 1) \) an elementary argument shows \( E(R'; Y = 1) \to 0 \).

(17) For cases one and four. In the fourth case there is no need to condition on \( Y_1 = 0 \). We simply use the fact that in this case we \( Y = 1 \) so \( R \leq R_1 + R_2' \) where \( R_2' \) is independent of \( R_1' \) and then use (18) again.

Proofs of Theorems 1 and 4. Notice that if \( \lambda > \lambda_c \) then delSIR has a large epidemic wpp. Since the epidemic size in evoSIR couples to be larger, we also have a large epidemic in evoSIR. If \( \lambda < \lambda_c \) then the summable bound in Lemma 4 implies that \( R \leq C_1 \log n \) for all large enough \( n \) whp. Thus, the probability of a large epidemic converges to 0. To generalize to exponential infection times we repeat a similar argument with

\[
\tau_e = \frac{\lambda}{\lambda + 1} \quad \alpha = 1 - \frac{\tau_e}{\tau^*} = \frac{\rho}{\lambda + 1 + \rho}.
\]

3 Proof of Theorem 2 and 5

Consider delSIR and evoSIR on \( G = G(n, \mu/n) \) with deletion (or rewiring) at rate \( \rho \), infection rate \( \lambda \), and infections last for fixed time 1. Let

\[
\tau^f = \frac{\lambda}{\lambda + \rho} (1 - \exp^{-(\lambda + \rho)})
\]
be the probability that an infection is transmitted from an $I$ at $x$ to a $S$ at $y$ before $x$ becomes healthy or $y$ rewrites the connection. By Theorem 1 we must have $\tau \mu > 1$ for a large infection to be possible. Start with 1 infected and all other vertices susceptible. Let $B_d = B_d(n)$ be the event that the ending number of infected sites is at least $(1 - z_0)n/2$ in delSIR. Here $z_0$ is the fixed point of the generating function giving the epidemic size for delSIR at (4). Similarly, define $B_e$ for evoSIR. In order to prove Theorem 2 we need to show

$$P(B_e) = P(B_d) + o(1).$$

Proof. Clearly $P(B_d) \leq P(B_e)$. To compute the size of the epidemic starting from a single infected, we let the active or infected set $A_t = \{1\}$, the unexplored or susceptible set $U_t = \{2, \ldots, n\}$, and the removed set $R_t = \emptyset$. Let $\eta_{i,j} \eta_{j,i}$ be independent and $= 1$ with probability $\mu/n$, $= 0$ otherwise. $\eta_{i,j} = 1$ if (and only if) there is an edge from $i$ to $j$. For $i \neq j$ let $\zeta_{i,j} = \zeta_{j,i}$ be independent and $= 1$ with probability $\tau_f$, $= 0$ otherwise. If $\zeta_{i,j} = 1$ an infection at $i$ is transmitted to $j$. At time $t$ if $A_t \neq \emptyset$ we pick an $i_t \in A_t$ and update the sets as follows.

$$R_{t+1} = R_t \cup \{i_t\}$$
$$A_{t+1} = A_t - \{i_t\} \cup \{y \in U_t : \eta_{i_t,y} = \zeta_{i_{t},y} = 1\}$$
$$U_{t+1} = U_t - \{y \in U_t : \eta_{i_t,y} = \zeta_{i_{t},y} = 1\}$$

When $A_t = \emptyset$ we have found the cluster containing 1.

Let $A_t = |A_t|$ be the number of active sites at time $t$. Consider the time $r = \beta \log n$ defined in the proof of [8, Theorem 2.3.2]. Step 2 of that proof tells us that there are constants $\gamma, C > 0$ such that

$$P(0 < A_r < \gamma \log n) = o(n^{-1}).$$

Let $F_0 = \{A_r = 0\}, F_1 = \{0 < A_r < \gamma \log n\}$ and $F_2 = \{A_r \geq \gamma \log n\}$. Decomposing $B_d$ into three parts

$$P(B_d) = \sum_{i=0}^{2} P(B_d \mid F_i)P(F_i) = P(B_d \mid F_2)P(F_2) + o(1).$$

Step 4 of [8, Theorem 2.3.2] implies that $P(B_d \mid F_2) = 1 - o(1)$ so

$$P(B_d) = P(A_r \geq \gamma \log n) + o(1).$$

Suppose we perform the exploration process for evoSIR using the same $\eta_{i,j}$ and $\zeta_{i,j}$. To account for rewiring, we introduce a sequence of independent random variables $\chi_{i,j} = \chi_{j,i}$ that are $= 1$ with probability

$$\frac{\rho}{\lambda + \rho}(1 - \exp^{-(\lambda + \rho)}),$$

and $0$ otherwise. Note that the $\chi_{j,i}$ are never $1$ when $\zeta_{i_{t},y} = 1$. When $\eta_{i_t,y} = \zeta_{i_{t},y} = 1$, $y$ rewrites to a vertex chosen at random. Let $A'_r$ be the set of active sites at time $r$. Let $D$ be
the maximum degree of vertices in \( G(n, \mu/n) \). It follows from Lemma 3 that if we pick \( C \) large enough then
\[
P(D > C \log n) \leq n^{-2}.
\]
Let \( S_r \) be the total number of edges have been rewired up to time \( r \) in the exploration process. It is trivial that
\[
S_r \leq Dr.
\]
Using the last two results with the fact that \( r = \beta \log n \), we have
\[
P(S_r \geq C \beta \log^2 n) \leq n^{-2}.
\]
Let \( R'_t \) is the set of removed sites at time \( t \). This grows by 1 at each step the exploration process survives so \( A'_t + R'_t \) grows by at most \( D \) at each step. and it follows that
\[
P(A'_r + R'_r \geq C \beta \log^2 n) \leq n^{-2}.
\]
From this it follows that the probability that no edge counted by \( S_r \) is rewired back to a vertex counted by \( A'_r + R'_r \) is
\[
\geq \left( 1 - \frac{C \beta \log^2 n}{n} \right)^{C \beta \log^2 n} = 1 - O(\log^4 n/n).
\]
From this it follows that \( P(A'_r = A_r) = 1 - O(\log^2 n/n) \) and the desired result follows. \( \square \)

**Remark.** To extend the proof to continuous time we set
\[
P(\eta_{i,j} = 1) = \frac{\lambda}{\lambda + 1 + \rho} \quad \text{and} \quad P(\chi_{i,j} = 1) = \frac{\rho}{\lambda + 1 + \rho}.
\]

### 4 A procedure for studying epidemic size

In this section we expand upon the framework used by Martin-Löf to study SIR. This leads to a proof of Theorem 3, and also more details regarding our attempt to adapt an ODE approach to evoSIR from Section 1.6.

#### 4.1 Fixed time epidemic

Our first step is to delete edges that the infection will not cross. This results in an Erdős-Renyi graph \( G(n, \bar{\mu}/n) \) with \( \bar{\mu} = \mu \tau \). Recall the construction with \( R_t, A_t \) and \( U_t \) from Section 1.4 but now when \( A_t = \emptyset \), pick an \( i_t \) from \( U_t \) to continue the construction. Let \( \Delta U_t = U_{t+1} - U_t \). The individual \( i_t \) chosen at time \( t \) is connected to each individual in \( U_t \) with probability \( \bar{\mu}/n \). The number of new connections is binomial \( (U_t, \bar{\mu}/n) \) so
\[
E(\Delta U_t | \mathcal{F}_t) = -U_t \frac{\bar{\mu}}{n},
\]
\[
\text{var}(\Delta U_t | \mathcal{F}_t) = U_t \frac{\bar{\mu}}{n} \left( 1 - \frac{\bar{\mu}}{n} \right).
\]
Let \( X_t = (1 - \bar{\mu}/n)^{-t}U_t \) and observe that
\[
E(X_{t+1} \mid \mathcal{F}_t) = (1 - \bar{\mu}/n)^{-(t+1)}E(U_{t+1} \mid \mathcal{F}_t) = (1 - \bar{\mu}/n)^{-(t+1)}(1 - \bar{\mu}/n)U_t = X_t.
\]

So, \( X_t \) is a martingale. Multiplying by a constant or adding a number does not change the martingale property so \( Y_t = X_t/n - 1 \) is also a martingale. Using the conditional expectation version of \( E(X - EX)^2 = EX^2 - (EX)^2 \) (Theorem 5.4.7 in [9])
\[
E(Y_{t+1}^2 - Y_t^2 \mid \mathcal{F}_t) = E((Y_{t+1} - Y_t)^2 \mid \mathcal{F}_t)
= \frac{1}{n^2}E( (X_{t+1} - X_t)^2 \mid \mathcal{F}_t)
= \frac{1}{n^2} (1 - \bar{\mu}/n)^{-2(t+1)}E( (U_{t+1} - (1 - \bar{\mu}/n)U_t)^2 \mid \mathcal{F}_t)
= \frac{1}{n^2} (1 - \bar{\mu}/n)^{-2(t+1)}\frac{U_t}{n}\bar{\mu}(1 - \bar{\mu}/n)
\]

Using \( U_t \in [0, n] \)
\[
E(Y_{t+1}^2 - Y_t^2 \mid \mathcal{F}_t) \leq C/n^2
\]

Taking expected value \( E(Y_{t+1}^2 - Y_t^2) \leq C/n^2 \) and it follows that \( E(Y_n^2) \leq C/n \). Using the \( L^2 \) maximal inequality now
\[
E\left( \max_{0 \leq t \leq n} Y_t^2 \right) \leq 4C/n
\]

Using Chebyshev’s inequality now and filling in the definitions of \( Y_t \) and \( X_t \)
\[
P\left( \max_{0 \leq m \leq n} |(1 - \bar{\mu}/n)^{-t}U_t/n - 1| > n^{-1/2+\epsilon} \right) \leq 4Cn^{-2\epsilon}
\]

and we conclude that
\[
U_{[ns]}/n \to e^{-\bar{\mu}s} \quad \text{uniformly on } [0, 1].
\]

\( R_t = t \) and \( U_t = n - A_t - R_t \), so when \( U_t = n - t \) we must have \( A_t = 0 \). This may happen several times at the beginning, but eventually we will select a member of the giant component. Using this with previous observation we find that the size of the giant component is the solution of
\[
e^{-\bar{\mu}s} = 1 - s
\]

Since the size of the giant component is \( 1 - \rho \) where \( \rho \) is the extinction probability, we have a very lengthy derivation of the fact that \( \rho \) is the fixed point of the generating function: \( \exp(-\mu(1 - \rho)) = \rho \). The advantage of the new approach is that by using formulas for the infinitesimal mean and variance one can show that
\[
\sqrt{n} \left( \frac{U_{[ns]}}{n} - e^{-\bar{\mu}s} \right)
\]

has a Gaussian limit, and derive a central limit theorem for the size of the epidemic. For more details see [8, Section 2.5] or [20].
4.2 Exponential time and proof of Theorem 3

When we reveal the neighbors of the $s$th vertex, we assign it an exponentially distributed infection time $T_s$ and define the transmissibility by $\tau_s = 1 - e^{\lambda T_s}$. So, if the value of $\tau_s$ is added to the $\sigma$-field $\mathcal{F}_s$ and the result is called $\mathcal{F}_s^+$, then we have

$$E(\Delta U_s | \mathcal{F}_s^+) = -U_s \frac{\mu \tau_s}{n}$$

$$\text{var} (\Delta U_s | \mathcal{F}_s^+) = U_s \frac{\mu \tau_s}{n} \left(1 - \frac{\mu \tau_s}{n}\right),$$

since given $\tau_s$ the infections are independent. Note that now $\mu$ is the mean degree in the original Erdős-Renyi graph. Rearranging the first equation

$$E(U_{s+1} | \mathcal{F}_s^+) = U_s (1 - \mu \tau_s/n).$$

Let $\Pi_s = \prod_{r=1}^{s-1} (1 - \frac{\mu \tau_r}{n})^{-1}$ and $X_s = U_s \Pi_s$. To check that $X_s$ is a martingale, note that $\Pi_{s+1}$ is $\mathcal{F}_s^+$ measurable so

$$E(X_{s+1} | \mathcal{F}_s^+) = \Pi_{s+1} E(U_{s+1} | \mathcal{F}_s^+) = \Pi_{s+1} U_s \left(1 - \frac{\mu \tau_s}{n}\right) = \Pi_s U_s = X_s$$

To compute the variance now we note that

$$E((X_{s+1} - X_s)^2 | \mathcal{F}_s^+) = E((X_{s+1} - X_s)^2 | \mathcal{F}_s^+)$$

$$= \Pi_{s+1}^2 E((U_{s+1} - U_s(1 - \mu \tau_s/n))^2 | \mathcal{F}_s^+)$$

$$= \Pi_{s+1}^2 \text{var} (\Delta U_s | \mathcal{F}_s^+) = \Pi_{s+1}^2 \frac{U_s}{n} \mu \tau_s (1 - \mu \tau_s/n)$$

Since $0 \leq \tau_s \leq 1$, $\Pi_s \leq \exp(\mu s/n)$. If we let $Y_s = X_s/n - 1$ then

$$E(Y_{s+1}^2 - Y_s^2 | \mathcal{F}_s^+) = E((Y_{s+1} - Y_s)^2 | \mathcal{F}_s^+) \leq C/n^2$$
Using the $L^2$ maximal inequality and Chebyshev’s inequality

$$P\left(\max_{0 \leq t \leq n} |\Pi_t U_t/n - 1| > n^{-1/2+\epsilon}\right) \leq 4Cn^{-2\epsilon}$$

To extract the limit from this we note that

$$\log \Pi_{ns} = -\sum_{r=1}^{ns-1} \log(1 - \mu \tau_r/n) = (1/n) \sum_{r=1}^{ns-1} \mu \tau_r + o(1) \to s \mu E\tau_r$$

where in the second step we have used $\log(1 - x) = -x + O(x^2)$ and in the third we have used the law of large numbers. From this it follows that

$$U_{[ns]}/n \to e^{-s \mu E\tau} \text{ uniformly on } [0, 1],$$

which proves Theorem 3.

### 4.3 Fixed time with rewiring

To take into account the rewiring in the fixed time case, we will let $v_s$ be the average degree of unexplored vertices at time $s$. Repeating the reasoning in Section 4.1 to differential equations

$$\frac{du_s}{ds} = -v_s \tau u_s (1 - \alpha)$$
$$\frac{dv_s}{ds} = v_s \tau u_s \alpha$$

where $\alpha$ is the probability a rewiring prevents an infection. The same proof works for exponential infection times with $\tau$ replaced by $E\tau$.

Combining the two equations

$$\frac{d}{ds} [\alpha u_s + (1 - \alpha)v_s] = 0$$

i.e., $\alpha u_s + (1 - \alpha)v_s$ is constant and hence equal to its value at time 0, $\alpha + (1 - \alpha)\mu$. Rearranging

$$\alpha u_s + (1 - \alpha)v_s = \alpha + (1 - \alpha)\mu$$

we have $v_s = \mu + \alpha(1 - u_s)/(1 - \alpha)$. Using this in the first equation

$$\frac{du_s}{ds} = -u_s \tau \left[\mu + \frac{\alpha(1 - u_s)}{1 - \alpha}\right].$$

To solve this write it as

$$\frac{du}{ds} = -u(A - Bu)$$

where $A = \tau(\mu(1 - \alpha) + \alpha)$ and $B = \tau\alpha$. Cross-multiplying

$$-ds = \frac{du}{u(A - Bu)} = \frac{1}{A} \frac{du}{u} + \frac{B}{A} \frac{du}{A - Bu}.$$
Integrating gives
\[-t + c_0 = \frac{\log u}{A} - \frac{\log(A - Bu)}{A}\]
\[-At + c_1 = \log\left(\frac{u}{A - Bu}\right)\]
\[\frac{u}{A - Bu} = c_2 e^{-At},\]
so we have \(ue^{At} = c_2(A - Bu)\). Solving gives
\[u = \frac{Ac_2}{e^{At} + Bc_2}.\]
We cannot choose \(c_2\) to satisfy the initial condition, so we set \(c_2 = 1\) and pick \(t_0\) so that \(e^{At_0} = (B - A)\). This gives
\[u = \frac{A}{B + (A - B)e^{At}}.\] (22)

To check (22) we differentiate
\[u'(t) = -\frac{A(A - B)(Ae^{At})}{(B + (A - B)e^{At})^2} = -\frac{u(A - B)(Ae^{At})}{B + (A - B)e^{At}}\]
\[A - Bu = \frac{A(B + (A - B))e^{At} - BA}{(B + (A - B)e^{At}}.\]
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