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Abstract This article presents a novel approach to couple a deterministic four-dimensional variational (4DVAR) assimilation method with the particle filter (PF) ensemble data assimilation system, to produce a robust approach for dual-state-parameter estimation. In our proposed method, the Hybrid Ensemble and Variational Data Assimilation framework for Environmental systems (HEAVEN), we characterize the model structural uncertainty in addition to model parameter and input uncertainties. The sequential PF is formulated within the 4DVAR system to design a computationally efficient feedback mechanism throughout the assimilation period. In this framework, the 4DVAR optimization produces the maximum a posteriori estimate of state variables at the beginning of the assimilation window without the need to develop the adjoint of the forecast model. The 4DVAR solution is then perturbed by a newly defined prior error covariance matrix to generate an initial condition ensemble for the PF system to provide more accurate and reliable posterior distributions within the same assimilation window. The prior error covariance matrix is updated from one cycle to another over the main assimilation period to account for model structural uncertainty resulting in an improved estimation of posterior distribution. The premise of the presented approach is that it (1) accounts for all sources of uncertainties involved in hydrologic predictions, (2) uses a small ensemble size, and (3) precludes the particle degeneracy and sample impoverishment. The proposed method is applied on a nonlinear hydrologic model and the effectiveness, robustness, and reliability of the method is demonstrated for several river basins across the United States.

1. Introduction

Soil moisture and streamflow are among those key environmental variables that greatly affect flood forecasting, drought monitoring, and agricultural production that all collectively control the land and atmospheric system. Although, theoretically, these quantities can be estimated through hydrologic modeling, in practice they are often biased or erroneous due to the presence of uncertainties in all layers of hydrologic predictions. Data assimilation (DA) has been well received in the hydrologic community as one of the most effective methods in characterizing the aforementioned uncertainties while estimating parameters, prognostic, and diagnostic variables (Abbaszadeh et al., 2018; Clark et al., 2008; Moradkhani, Sorooshian, et al., 2005; Moradkhani et al., 2018; Pathiraja et al., 2016; Vrugt et al., 2006).

Generally, DA is defined as the application of Bayes’ theorem to probabilistically condition the states of a dynamical model on observations (Moradkhani et al., 2018). A plethora of techniques is available to assimilate observations into a model for better initialization of the system and quantification of model parameter uncertainties. They all have some overlapping features making it difficult to define a clear-cut classification. Bayesian data assimilation seeks probabilistic estimates of state variables of interest in order to characterize their uncertainties. These probability distributions are sequentially adjusted according to the Bayes’ theorem to better match the observations. In the hydrologic community, the best known and ubiquitous Bayesian approach is the ensemble Kalman filter (EnKF; Crow & Wood, 2003; De Lannoy et al., 2007; Moradkhani, Hsu, et al., 2005; Reichle et al., 2002). Despite the widespread use of the EnKF and its different variants in numerous hydrologic applications, it is subject to some inherent limitations that result in suboptimal performance of this technique. These include (1) the linear updating rule, (2) Gaussian assumption of errors in observations, and (3) violation of water balance (e.g., DeChant & Moradkhani, 2012; Matgen et al., 2010; Noh et al., 2011; Plaza et al., 2012). PF as an effective alternative to EnKF has emerged for applications in nonlinear and non-Gaussian systems (Abbaszadeh et al., 2018; DeChant & Moradkhani, 2012).
While successfully used in numerous applications, PFs may be subject to particle degeneracy and sample impoverishment. Particle degeneracy occurs when a few of the particles close to the measurement receive significant weights while others are discarded (ensemble collapse to a single point). Although resampling alleviates the degeneracy problem, it may diminish the diversity of particles and increase the number of repeated particles (known as sample impoverishment). To mitigate these issues, researchers have combined PF with several procedures, such as the Markov chain Monte Carlo (MCMC) algorithm (Andrieu et al., 2010; Moradkhani et al., 2012), metaheuristic techniques (Han et al., 2011; Kwok et al., 2005; Yin et al., 2015), and a combination of these two (Abbaszadeh et al., 2018; Liang & Wong, 2001; Zhu et al., 2018). The successful application of Bayesian data assimilation techniques owes to their stochastic nature as they enable the uncertainty quantification in forecasting systems (Verkade & Werner, 2011; Zhu et al., 2002).

However, variational data assimilation approaches are more similar to traditional and standard calibration procedures that primarily rely on nonlinear least squares optimization (Efstatiadis & Koutsoyiannis, 2010). Variational data assimilation can be considered as a Bayesian method (in the case of a quadratic cost function resulting from Gaussian statistics), which seeks to minimize a cost function defined as the departures of the simulated values from the observations within an assimilation window (Reichle et al., 2001). This class of data assimilation includes different variants, such as three-dimensional variational data assimilation (3DVAR), which estimates the state of a system at a particular time using the information at that time only, and 4DVAR, where information is propagated both forward and backward across a specified window, known as the assimilation window, to best estimate the initial conditions at the beginning of that time period. By linearizing the model’s dynamics, 4DVAR efficiently finds the optimum solution in the convex search space by the use of gradient descent methods. While this component has made 4DVAR the most far-reaching approach in meteorological science, it has been less popular in hydrology due to difficulties in linearizing the hydrologic model (Liu & Gupta, 2007). In addition to this problem, in variational data assimilation, the adjoint models require increased software development efforts and are often difficult to maintain given the increased complexity incorporated in hydrologic models. Despite these obstacles, some research efforts have gone to the 4DVAR assimilation of hydrologic variables, such as soil moisture, into the land surface models (Jones et al., 2004; Lee et al., 2011; Seo et al., 2009; Tian et al., 2009).

In contrast to the PF that works in a sequential manner, the 4DVAR approach operates in a batch-processing manner by using all the observations simultaneously within the assimilation interval. Unlike Bayesian data assimilation, the variational data assimilation most often does not provide estimates of the predictive uncertainty of estimated model states and parameters, which considerably limits the value of the estimated variables in decision-making processes (Abdolghafoorian & Farhadi, 2016; Reichle et al., 2001). Given these concerns, integrating Bayesian and variational assimilation schemes seems a logical step to constrain the deficiencies of each method while benefiting from the strength of each (Atkins & Morzfeld, 2013; Chorin et al., 2010; Chorin & Tu, 2009; Hernández & Liang, 2018; Morzfeld et al., 2012; Slivinski et al., 2015; van Leeuwen, 2015; Zhu et al., 2016). Bannister (2017) presented a holistic review of these hybrid techniques and explained thoroughly their necessities in the data assimilation area.

In this paper, we present an approach to integrate the PF and 4DVAR data assimilation methods to leverage the best advantages of both in a single framework. More specifically, we seek to address the following questions that have been the main concerns in many hydrologic data assimilation studies: (1) In data assimilation, mischaracterization of errors leads to suboptimal model performance, and in the worst case, to degraded estimates, even compared to the open loop model run (Pathiraja, Moradkhani, et al., 2018; Salamon & Feyen, 2009). While many efforts have gone to characterizing the model parameter and forcing uncertainties, less attention has been given to account for the model structural uncertainty in hydrologic studies. Ignoring model structural uncertainty leads to an inaccurate and biased simulation of the hydrologic processes (Parrish et al., 2012; Pathiraja, Moradkhani, et al., 2018). Therefore, the first question is how we can benefit from the advantage of the 4DVAR method to better account for the model structural uncertainty when particle filtering is in operation. (2) Under a perfect model assumption, the observation error covariance $R$ is the only matrix to be estimated. However, for imperfect model scenarios, the prior (background) state error covariance $B$ should also be prescribed (Zhu et al., 2011; Dong et al., 2015; Moradkhani et al., 2012, Pathiraja, Moradkhani, et al., 2018; Yan et al., 2015; Yan et al., 2017).
et al., 2017). In standard particle filtering, this matrix does not play a role during the updating process except for initialization of state variables. To reduce the uncertainty in initial conditions, in many geoscience applications the prior state error covariance $B$ is inflated. This is done through either deterministic additive means with an inflation factor (Anderson & Anderson, 1999) or multiplicative inflation of the $B$ matrix (Anderson, 2001). Therefore, the second objective of this research is to introduce a new approach to dynamically estimate and update this error covariance matrix throughout the assimilation process and thus generate more accurate and reliable posterior distributions. It is noted that the idea of using dynamic $B$ matrix has been previously discussed in several studies (e.g., Lorenc, 2017; Wang et al., 2008; Wu et al., 2013).

The remainder of this paper is organized as follows: Section 2 briefly describes the PF and 4DVAR data assimilation approaches. In this section, we elaborate on the formulation of our proposed approach, which integrates both methods. Section 3 presents the experimental design, including the study areas, multiple performance measures used in this study, and DA settings for both synthetic and real case studies. Section 4 discusses the performance of the proposed hybrid approach over a synthetic experiment and several real case studies. Section 5 concludes the results and presents some recommendations and suggestions for future work.

2. Methodology

In this study, instead of using standard PF, we use the enhanced version of this method, the evolutionary particle filter with MCMC (EPFM), recently developed by the authors of this paper (Abbaszadeh et al., 2018). EPFM is a data assimilation technique that uses the evolutionary concept of the Genetic Algorithm (GA) combined with MCMC technique to effectively shuffle the particles before the resampling step of the filtering to produce a more complete representation of the posterior distribution for both state variables and parameters. EPFM significantly mitigates the particle degeneracy and sample impoverishment, the issues that mainly result in the suboptimal performance of the particle filtering and sometimes even the failure of this approach. The proposed method is a combination of the EPFM and 4DVAR methods. It should be noted that although we use EPFM approach as a sequential data assimilation method in this study to introduce our hybrid approach, any variant of PF can be used as well. Section 2.2 presents a comprehensive description of 4DVAR data assimilation approach. Linearizing the observation operator $h$ and forecast model operator $\mathcal{M}$ often are not achievable or feasible for hydrologic models. To circumvent this issue, we formulate our hybrid model in such a way that relaxes the linearization constraints of 4DVAR method in hydrologic applications. This issue will be further discussed in section 2.3, where we explain the proposed HEAVEN (Hybrid Ensemble And Variational Data Assimilation Method for ENvironmental Systems) method.

The following two equations describe the generic nonlinear dynamic system.

$$
x_i = \mathcal{M}(x_{i-1}, u_i, \varnothing) + \omega_i \quad \omega_i \sim N(0, Q_i) \tag{1}
$$

$$
y_i = h(x_i) + \upsilon_i \quad \upsilon_i \sim N(0, R_i) \tag{2}
$$

where $x_i \in \mathbb{R}^n$ and $\varnothing \in \mathbb{R}^d$ are vectors of uncertain state variables and model parameters, respectively. $u_i$ represents the uncertain forcing data, $y_i \in \mathbb{R}^m$ indicates a vector of observation data, $\omega_i$ and $\upsilon_i$ are the model and measurement errors, respectively. More often, $\omega_i$ and $\upsilon_i$ are assumed to be independent and follow white noises with mean zero and covariance $Q_i$ and $R_i$, respectively (Gaussian distribution). Based on these definitions, the EPFM, 4DVAR, and HEAVEN approaches are formulated, respectively, in the following subsections.

2.1. EPFM Data Assimilation Method

The EPFM is a sequential data assimilation approach built based on recently developed PF-MCMC method (Moradkhani et al., 2012) and GA-MCMC approach (Abbaszadeh et al., 2018). GA-MCMC is an evolutionary Monte Carlo approach that can be used within any particle filtering algorithm to preprocess the ensemble members toward enhancing the assimilation results. Such an operation simultaneously alleviates the particle degeneration phenomenon by intensifying the particles’ diversity and generating more accurate and
reliable estimation of posterior distributions. In this method, we use the following formulas which are based on Bayes theorem to calculate the posterior distribution of the state variables at time $t$.

$$p(x_t|y_{1:t}) = \frac{p(y_t|x_t)p(x_t|y_{1:t-1})}{p(y_t|y_{1:t-1})} = \frac{p(y_t|x_t)p(x_t|y_{1:t-1})}{\int p(y_t|x_t)p(x_t|y_{1:t-1})dx_t}$$  \hspace{1cm} (3)$$

$$p(x_t|y_{1:t-1}) = \int p(x_t,x_{t-1}|y_{1:t-1})dx_{t-1} = \int p(x_t|y_{t-1})p(x_{t-1}|y_{1:t-1})dx_{t-1}$$  \hspace{1cm} (4)$$

where $p(y_t|x_t)$ is the likelihood for time step $t$, $p(x_t|y_{1:t-1})$ is the prior distribution, and $p(y_t|y_{1:t-1})$ is the normalization factor. The marginal likelihood function $p(y_t|_{1:t})$ can be computed as

$$p(y_t) = p(y_t)\prod p(y_i|y_{1:i-1})$$  \hspace{1cm} (5)$$

where the normalization factor $p(y_t|_{1:t-1})$ is calculated as follows:

$$p(y_t|y_{1:t-1}) = \int p(y_t,x_t|y_{1:t-1})dx_t = \int p(y_t|x_t)p(x_t|y_{1:t-1})dx_t$$  \hspace{1cm} (6)$$

Since only in special cases the analytical solution of equation (3) is available, such as those with linear systems and white Gaussian noise, for practical reasons, the posterior distribution is not calculated directly by this equation, and instead, it is approximated using a set of particles with associated weights.

$$p(x_t|y_{1:t}) \approx \sum_{i=1}^{N} w^+_i \delta(x_t-x^+_i)$$  \hspace{1cm} (7)$$

where $w^+_i$, $\delta$, and $N$ denote the posterior weight of the $i$th particle, Dirac delta function, and the ensemble size, respectively. The posterior weight is normalized as follows:

$$w^+_i = \frac{w^-_i p(y_t|x^+_i, \theta^-_i)}{\sum_{i=1}^{N} w^-_i p(y_t|x^+_i, \theta^-_i)}$$  \hspace{1cm} (8)$$

where $w^-_i$ is the prior particle weights, and the $p(y_t|x^+_i, \theta^-_i)$ can be computed from the likelihood $L(y_t|x^+_i, \theta^-_i)$. To calculate this, for simplicity, a Gaussian likelihood is used as follows:

$$L(y_t|x^+_i, \theta^-_i) = \frac{1}{\sqrt{(2\pi)^m |R_t|}} \exp \left[ -\frac{1}{2} (y_t-h(x^+_i))^T R_t^{-1} (y_t-h(x^+_i)) \right]$$  \hspace{1cm} (9)$$

It is noted that the EPFM benefits from MCMC technique twice, before the resampling step, when it is combined with GA (earlier called as GA-MCMC) to shuffle the particles and generate more appropriate proposal state distribution, and after the resampling step for parameter updating. This feature of EPFM method improves the assimilation results while avoiding the particle degeneracy and sample impoverishment problems, with no need to increase the ensemble size.

Here the implementation of GA-MCMC method, as an effective tool to shuffle the particles in importance sampling step of the filtering, is explained. Weights of the particles are considered as the fitness value $f^+_i$.

$$f^+_i = w^+_i$$  \hspace{1cm} (10)$$

Next, the particles are sorted in descending order of their fitness values to implement the roulette wheel selection method. This approach is applied based on a crossover probability ($\rho_c$) to select a portion of particles for crossover operation. Basically, $\rho_c$ specifies how many particles are to be selected in this step. Each pair of these selected particles undergoes an arithmetic crossover operator to generate a new pair of particles. This is formulated by the following relationships:

$$x^{f^+_i}_{t+1} = \xi x^{f^+_i}_{t-1} + (1-\xi)x^{f^+_i}_{t-1} \hspace{1cm} f^+_i \neq f^+_j$$  \hspace{1cm} (11)$$

$$x^{f^+_i}_{t+1} = (1-\xi)x^{f^+_i}_{t-1} + \xi x^{f^+_i}_{t-1} \hspace{1cm} f^+_i \neq f^+_j$$  \hspace{1cm} (12)$$
where $x^{P}_{i}^{t}$ and $x^{P}_{i'}^{t}$ are the selected particles from the main ensemble $\{x^{0}_{i}^{t}\}$ by the roulette wheel selection method before the resampling step at time $t - 1$. $x^{P}_{i}^{t}$ and $x^{P}_{i'}^{t}$ is a new pair of particles at the same time, and $\xi$ is a uniform random number which varies between 0 and 1. The parameters $i$ and $i'$ refer to the ensemble pool before and after crossover operator. Parameters $j'$ and $j''$ indicate two particles. To further increase the diversity of the particles, a mutation strategy is also designed. The mutation operation is executed with the appropriate mutation probability ($\rho_m$). It is important to note that the performance of the EPFM approach is not sensitive to the choice of $\rho_c$ and $\rho_m$ (see Abbaszadeh et al., 2018 for more information). The parameter $\rho_m$ specifies how many of the crossed-over particles are selected for mutation operation. One of the state variables of the selected particle is then randomly altered by the following equation:

\[
x^{j^*}_{i+1} = x^{i*}_{i+1} + \eta \quad \text{where} \quad x^{j^*}_{i+1} \in \{x^{j'}_{i+1}, x^{j''}_{i+1}\} \quad \eta \sim \mathcal{N}(0, \psi \text{Var}(x^{j*}_{i+1}))
\] (13)

where $\mathcal{N}(0, \psi \text{Var}(x^{j*}_{i+1}))$ denotes a random sample drawn from a Gaussian distribution with mean zero and variance of $\psi \text{Var}(x^{j*}_{i+1})$, where $\text{Var}(x^{j*}_{i+1})$ is the variance of the states at time $t - 1$, and $\psi$ is a small tuning parameter, which was set to 0.01 in this approach through ad hoc process. Therefore, the new proposal state $x^{P}_{i+1}$ is generated through the crossover and mutation operators. The MCMC approach is then used to decide which new particles from $x^{P}_{i+1}$ should remain or be replaced with the old corresponding particle. This acceptance/rejection step is necessary as it ensures that an appropriate prior state distribution is constructed in each time step, and thus, a more desirable posterior distribution is estimated. To know whether to accept or reject the proposed states, the metropolis acceptance ratio $\alpha$ is calculated as follows:

\[
\alpha = \min \left( 1, \frac{p \left( x^{P}_{i+1}, \theta_{i+1}^{n+} | y_{1:t} \right)}{p \left( x^{P}_{i}, \theta_{i}^{n+} | y_{1:t} \right)} \right) = \min \left( 1, \frac{1 - \frac{p \left( y_{1:t} | x^{P}_{i+1}, \theta_{i+1}^{n+} \right)}{p \left( y_{1:t} | x^{P}_{i}, \theta_{i}^{n+} \right)}}{\frac{p \left( y_{1:t} | x^{P}_{i}, \theta_{i}^{n+} \right)}{p \left( y_{1:t} | x^{P}_{i+1}, \theta_{i+1}^{n+} \right)}} \right) \frac{p \left( x^{P}_{i+1} | \theta_{i+1}^{n+}, y_{1:t} \right)}{p \left( x^{P}_{i} | \theta_{i}^{n+}, y_{1:t} \right)}
\] (14)

where $p \left( x^{P}_{i+1}, \theta_{i+1}^{n+} | y_{1:t} \right)$ is the proposed joint probability distribution.

\[
p \left( x^{P}_{i+1}, \theta_{i+1}^{n+} | y_{1:t} \right) \propto p \left( y_{1:t} | x^{P}_{i}, \theta_{i}^{n+} \right) p \left( x^{P}_{i+1} | \theta_{i+1}^{n+}, y_{1:t} \right) p \left( \theta_{i+1}^{n+} | y_{1:t} \right)
\] (15)

\[
x^{P}_{i+1} = \mathcal{M} \left( x^{P}_{i}, \theta_{i}^{n+}, \mathcal{E}_{i}^{n+} \right)
\] (16)

where $p \left( y_{1:t} | x^{P}_{i}, \theta_{i}^{n+} \right)$ is computed similar to equation (9) and the proposal state Probability Density Function (PDF) $p \left( x^{P}_{i+1} | \theta_{i+1}^{n+}, y_{1:t} \right)$ is calculated based on an assumption that the proposal states follow the marginal Gaussian distributions with mean $\mu_i$ (equation (18)) and variance $\sigma_i^2$ (equation (19)). Although, a joint distribution is a perfect match to this scenario, we prefer to select the marginal priors due to the nonlinear nature of state variables that makes fitting a joint distribution difficult. To calculate the proposal PDF, weighted mean and variance of the Gaussian distribution are calculated as follows:

\[
x^{P}_{i+1} = \mathcal{M} \left( x^{P}_{i}, \theta_{i}^{n+}, \mathcal{E}_{i}^{n+} \right)
\] (17)

\[
\mu_i = \sum w^{i+}_{i+1} x^{i+}_{i+1}
\] (18)

\[
\sigma_i^2 = \sum w^{i+}_{i+1} (x^{i+}_{i+1} - \mu_i)^2
\] (19)

Up to this point, we obtained the appropriate prior state variables $\left\{x^{*}_{i+1}\right\}$. The next step is to use this updated ensemble to recalculate the posterior weights ($w^{i+*}$) using equation (8). For this, we use those posterior particle weights computed before GA operator implementation as prior particle weights ($w^{i-}$). It is important to note that in the EPFM approach we draw samples from a proposal distribution $q(x|y)$, which is generated using the GA and MCMC steps, not from the original prior as traditionally done in particle filtering applications. For more detailed information about proposal distributions, we refer the readers to Doucet and Johansen (2009), who provided a thorough description of particle filtering and its different variants. Those particles were also used for assigning fitness values ($f'$) in GA operation. After this, we will do resampling to generate posterior state variables.
To do resampling, the sampling importance resampling (SIR) algorithm is suggested. In this method, we resample those particles whose probabilities are greater than the uniform probability. This approach discards the particles with smaller weights while retaining those whose weights are larger. At the end of each time step, the particle weights are again set to 1/N. Apparently, the particles with larger weights are more likely to be drawn multiple times during the resampling step, leading to a loss of diversity in particles known as sample impoverishment. To avoid this, the resampled parameters are perturbed and new proposal distribution is formed as follows:

$$\theta_{t}^{p} = \theta_{t}^{*} + \epsilon_{t}$$

where $$\theta_{t}^{*}$$ shows the parameter after resampling at time $$t$$, $$\text{Var}(\theta_{t}^{*})$$ is the variance of the prior parameters at time $$t$$, and $$\epsilon_{t}$$ is a small time variant tuning parameter. To accept or reject the proposal parameters $$\theta_{t}^{p}$$ we calculate the metropolis acceptance ratio $$\alpha$$ as follows:

$$\alpha = \min \left( 1, \frac{p(x_{t}^{p} \mid \theta_{t}^{p}, y_{1:t})}{p(x_{t}^{*} \mid \theta_{t}^{*}, y_{1:t})} \right)$$

where $$p(x_{t}^{p} \mid \theta_{t}^{p}, y_{1:t})$$ is the proposed joint probability distribution, $$x_{t}^{p}$$ is a sample drawn from the proposal state distribution at time step $$t$$, $$u_{t}^{*}$$ is the perturbed forcing data associated with the ith particle, and $$x_{t-1}^{*}$$ is the posterior of state variables generated from $$\theta_{t-1}^{*}$$ in the resampling step. It should be noted that to calculate the proposed state $$x_{t}^{p}$$ we use the perturbed forcing data $$u_{t}^{*}$$. The optimal tuning parameter $$s_{t}$$ in equation (20) is unknown and needs to be estimated automatically as a time-variant quantity. If $$s$$ is too small, the posterior distribution is overconfident. On the contrary, if $$s$$ is too large, the resampled parameters poorly characterize the posterior. To overcome this issue and calculate the $$s$$ parameter, we used the variable variance multiplier method developed by Leisenring and Moradkhani (2012) and further modified by Moradkhani et al. (2012).

Up to this point, we explained the particle filtering approach used in this study. However, we should note that the implementation of PF relies on the assumption of Gaussian likelihood function given unavailability of information on the type of likelihood function. In addition, in the calculation of the metropolis acceptance ratio in the MCMC step, it is assumed that the proposal state follows the marginal Gaussian distribution. These may imply an approximation to the full Bayesian solution, which is unavoidable in hydrology for practical reasons. For future studies, one may want to explore the feasibility of space–time particle filter that characterizes the transition proposal density in the MCMC step to avoid the need to approximate the actual PDF.

### 2.2. The 4DVAR Data Assimilation Method

The 4DVAR approach provides an estimate (analysis) to a time-distributed sequence of state variables by minimizing a cost function defined as

$$J(x_{0}, \ldots, x_{K}) = J^{b} + J^{o} + J^{q}$$

$$= \frac{1}{2} \sum_{k=0}^{K} (x_{k} - x_{0:k})^{T} B^{-1} (x_{k} - x_{0:k}) + \frac{1}{2} \sum_{k=0}^{K} (y_{k} - h_{k}(x_{k}))^{T} R_{k}^{-1} (y_{k} - h_{k}(x_{k}))$$

$$+ \frac{1}{2} \sum_{k=0}^{K} (x_{k} - M_{k-1:k} (x_{k}))^{T} Q_{k}^{-1} (x_{k} - M_{k-1:k} (x_{k}))$$

where $$x_{0:K} \in \mathbb{R}^{n}, y_{k} \in \mathbb{R}^{m}, B \in \mathbb{R}^{n \times n}, R_{k} \in \mathbb{R}^{m \times m},$$ and $$Q_{k} \in \mathbb{R}^{n \times n}$$. Error covariance matrices are the same as those defined in section 2.1. The optimal solution is the joint maximum likelihood estimate of the state variables in the interval $$[t_{0}, t_{k}]$$ given the observations.
The computational cost may be reduced by neglecting the model error (perfect model scenario). By imposing the model equations as strong constraint,

$$x_k = M_{k-1 \rightarrow k}(x_{k-1}) \quad k = 1 : K$$

(25)

where $M_{k-1 \rightarrow k}$ denotes the nonlinear forecast model from $t_{k-1}$ to $t_k$, the state at time $t_k$ is expressed as

$$x_k = M_{0 \rightarrow k}(x_0) \quad k = 1 : K$$

(26)

In this context, the cost functional is expressed in terms of the initial state $x_0$ as

$$J(x_0) = J^b + J^p = 1 \sum (x_0-x_{0,b})^T B^{-1} (x_0-x_{0,b}) + 1 \sum (y_k-h_k(x_k))^T R_k^{-1} (y_k-h_k(x_k))$$

(27)

The optimal solution (analysis) is obtained through an iterative method that typically relies on linearized versions of the model and observational operator to obtain a quadratic approximation to the cost $J$ (outer iteration) and adjoint modeling for gradient information. We refer the interested readers to these publications (Talagrand & Courtier, 1987; Tremolet, 2006; Zupanski, 1997), which provide more detailed information of fundamentals of the 4DVAR methods.

### 2.3. EPFM+4DVAR Data Assimilation Method (HEAVEN)

Here, we develop the integration of EPFM and 4DVAR data assimilation methods to create an improved methodology for which all sources of uncertainties involved in the hydrologic predictions are accounted. The main idea behind the HEAVEN method is that it provides the possibility that both sequential and variational assimilation approaches can effectively feed each other in a single framework in order to generate a more comprehensive representation of posterior distributions. HEAVEN is a framework that enables the particle filter to account for the hydrologic model structural uncertainty by using 4DVAR approach without a need to linearize the model and observation operators. In this approach, we operate the EPFM filter within the assimilation window for which the best initial condition is estimated by 4DVAR method. In doing so, the question arises as to how to use the deterministic (single) initial condition achieved by 4DVAR approach to initialize the EPFM filter, which is an ensemble-based approach. To cope with this problem, we define a prior error covariance $B$, which involves two components: dynamic ($B_d$) and static ($B_s$) prior error covariances, to perturb the deterministic solution of 4DVAR approach and generate best initial condition for the EPFM filter. This error covariance matrix is updated and propagated from cycle-to-cycle during the whole assimilation period. Dynamic error covariance matrix $B_d$ is calculated within the EPFM framework while static error covariance matrix $B_s$ comes from the 4DVAR approach. In this study, we calculate $B_d$ using the equation presented by Shaw and Daescu (2016), who developed the formula to derive the model error ensemble for the weak-constraint 4DVAR method. In the remainder of this section, we first present a schematic of the HEAVEN in Figure 1, then elaborate on the approach for better understanding and implementation. It is worth mentioning that both 4DVAR and PF (steps 1 and 4 shown in Figure 1) components of HEAVEN follow the Bayes’ theorem. Steps 5 and 6 are based on the statistical principles described by Shaw and Daescu (2016), while step 2 is an ad hoc procedure. Step 3 is not considered as an individual operation as it represents a transition phase from steps 2 to 4.

For the time period of $T$ and assimilation window size $K ([t_0, t_k \leq K])$, the number of assimilation cycles in the HEAVEN becomes $T/K$. For example, for a 1-year analysis period of $T = 365$ days, with the assumption of $K = 5$ days, 73 assimilation cycles or windows are defined. In each assimilation cycle, $k$ ranges between 0 and $K$, where $k = 0$ indicates the initial time step.

**Initialization.** Three error covariance matrices, $B$, $R_k$, and $Q_k$ should be prescribed. Observation error covariance matrix $R_k$ at each time step can be specified as

$$R_k = [\max(\lambda \cdot \text{Obs}_k, 1)]^2$$

(28)

where $\lambda$ is the error percentage in observations and Obs$_k$ is observation at time $k$. Prior error covariance matrix $B$ can be specified as
\[ B = \text{diag} \left( \left[ \Omega x_{0,b} \right]^2 \right) \]  

(29)

where \( \Omega \) is the error percentage in initial state variables and \( x_{0,b} \) is the deterministic initial guess for state variables. Similarly, the model error covariance can be calculated by the following formula:

\[ Q_k = \Gamma \times \text{diag} \left( \left[ \pi x_{0,b} \right]^2 \right) \]  

(30)

where \( \pi \) is the error percentage in model structure and \( \Gamma \) is the model error covariance in flat (\( \Gamma \geq 1 \)) or deflation (\( \Gamma \leq 1 \)). It should be noted that in this study we use the model error covariance matrix in a static form, which means it is once defined in the initialization step and used for the entire assimilation cycles. Therefore, in our formulation \( Q_k \) becomes \( Q \). Since in this study, a dual state–parameter estimation of hydrologic model is presented, it is necessary to assign a deterministic initial guess for the model parameter \( \Theta \). Using Latin hypercube sampling, the initial ensemble of parameter \( \theta_i \) for the assimilation cycle \( \tau \) is generated. Since 4DVAR cost function is executed deterministically, we use the ensemble mean of \( \theta_i \) as follows:

\[ \Theta = \frac{1}{N} \sum_{i=1}^{N} \theta_i \]  

(31)

Step 1: The 4DVAR finds an initial condition by which the model forecasts best fit the observations within the assimilation interval. We specify the model parameters \( \Theta \) at each time step within the assimilation interval. We then find the best initial state variables (also known as analysis) \( x_a \) by minimizing the 4DVAR cost function. For each of the perfect and imperfect model scenarios, we respectively use
strong- and weak-constraint 4DVAR methods in order to be consistent with their inherent definitions. Figure 1 demonstrates weak-constraint 4DVAR cost function, but as mentioned earlier, it can be simplified to strong-constraint 4DVAR as well. In either formulation, the best initial condition (analysis) \( x_0 \) can be computed through the minimization of the cost function. Therefore, we use cost functions (32) and (33) for real and synthetic case studies, respectively. To run both weak-constraint and strong-constraint 4DVAR, forecast state variables within the assimilation interval are required. This can be achieved by the model forward run.

\[
J(x_0, \ldots, x_K) = J^b + J^o + J^q
\]

\[
= \frac{1}{2}(x_0-x_{0,b})^T B^{-1} (x_0-x_{0,b}) + \frac{1}{2} \sum_{k=0}^{K} (y_k-h_k(x_k))^T R_k^{-1} (y_k-h_k(x_k))
\]

\[
+ \frac{1}{2} \sum_{k=0}^{K} (x_k-M_{k-1} \rightarrow k(x_{k-1}, \Theta, u_k))^T Q^{-1} (x_k-M_{k-1} \rightarrow k(x_{k-1}, \Theta, u_k))
\]

\[
J(x_0) = J^b + J^o
\]

\[
= \frac{1}{2}(x_0-x_{0,b})^T B^{-1} (x_0-x_{0,b})
\]

\[
+ \frac{1}{2} \sum_{k=0}^{K} (y_k-h_k(x_k))^T R_k^{-1} (y_k-h_k(x_k))
\]

As briefly discussed before, variational data assimilation methods require linearization of observation \( h \) and model \( M \) operators. This significantly hampers their utilization in hydrological applications where such linearizations are not often achievable. To circumvent this problem, we use a derivative-free optimization method to minimize the 4DVAR cost function. Derivative-free optimization methods are those in mathematical optimization discipline that do not use derivatives and finite differences in the classical sense to find optimal solutions (Rios & Sahinidis, 2013). In this paper, we use Nelder-Mead algorithm to find the optimal solution \( x_0 \) of the 4DVAR cost functions. This method requires no derivatives to be computed and the objective function does not need to be smooth. Nelder-Mead algorithm is very fast, simple, and effective for the problems with small dimensions (Gao & Han, 2012). For higher-dimensional problems, there are other techniques, such as Metaheuristic Algorithms (MAs); however, their implementations are computationally intensive and, therefore, their use may require high-performance computing approach. In this study, we used fminsearch in MATLAB to use Nelder-Mead algorithm and find the optimal solution of the 4DVAR cost function. The algorithm first makes a simplex around the initial guess \( (x_{0,b}) \) and then updates the simplex repeatedly to minimize the objective functions (equations (32) and (33)). The ideal scenario for implementing the proposed HEAVEN approach is to use forecast model adjoint for the minimization of 4DVAR cost function. This, however, may not be practical in hydrologic applications, and therefore we employed the Nelder-Mead algorithm, which was sufficient for the model used in this study. If the model adjoint is not achievable, we encourage the readers to select the most appropriate optimization technique depending on their used model.

Step 2: In this step, we generate initial state ensemble \( x_0^i \) for particle filtering from the deterministic solution of 4DVAR approach \( x_0 \). This can be done by equation (34). It should be reminded that the prior error covariance matrix \( B \) is the one used in the 4DVAR cost function in step 1. It should be mentioned that here we used background error covariance matrix to generate the ensemble around the 4DVAR solution \( x_0 \) knowing that the analysis error covariance matrix is not available.

\[
x_0^i = x_0 + \epsilon^i \quad \epsilon^i \sim N(0,B)
\]

Step 3: To ensure that an appropriate initial condition \( x_0^i \) is replicated for cycle \( \tau \), which later results in better estimation of the posterior distributions in that window interval, we run the forward model for cycle \( \tau \) using two initial ensemble scenarios: (1) \( x_0^i \) and (2) state posterior distribution obtained in the last time step \( (k = K) \) of assimilation cycle \( \tau - 1 \) (\( x_k^f \)) (particles depicted with the green glow color in Figure 1). Under these two initial conditions, we calculate \( y_k \) for ensemble members within the assimilation interval \( [t_0, t_K] \), and based on their discrepancies from the observations \( \text{Obs}_k \), one can
decide to preserve the particles $x_i^0$ or replace them with those already available from the previous cycle $\tau - 1$. Here, we present a pseudo-code to further clarify the implementation of step 3 in the HEAVEN framework.

Step 3
\[
x_0^i = x_0 + \epsilon^i \quad \text{and} \quad x_0^i = x_k^i
\]

for $i = 1 : N$ do
  for $k = 1 : K$ do
    $x_k^i = M_{k-1-k}(x_{k-1}^i, u_k, \delta^i) + \omega_k$  \quad \omega_k \sim N(0, Q_k)$
    $y_k^i = h_k(x_k^i) + v_k$  \quad $v_k \sim N(0, R_k)$
    $E_k^i = |y_k^i - Obs_k|$  \quad \text{run model}
  end for
  $e^i = \sum_{k=1}^{K} \frac{E_k^i}{\sqrt{R_k}}$  \quad \text{discrepancy of each ensemble}

end for

$\{e_1^i\}$  \quad \text{initialized with } $x_0 + \epsilon^i$

$\{e_2^i\}$  \quad \text{initialized with } $x_k^i$

for $i = 1 : N$ do
  if $e_1^i < e_2^i$ then $x_0^{i_p} = x_0^i$  \quad \text{for each ensemble member}
  else $x_0^{i_p} = x_K^i$
  end if
end for

In this step, we run the EPFM filter with the initial proposal states $x_0^{i_p}$ and ensemble members $\delta^i$ to create state and parameter posterior distributions in the window interval $[t_0, t_K]$ and assimilation cycle $\tau$. Then, we calculate the mean of state posterior distribution at $k = K$ in order to initialize the 4DVAR approach for the next assimilation cycle $\tau + 1$. This means that the prior knowledge for 4DVAR cost function at cycle $\tau$ is derived from the information of EPFM posterior at the last time step of cycle $\tau - 1$. This indicates how 4DVAR and EPFM feed each other from cycle to cycle. The parameter $x_k^{i+}$ is the state posterior distribution obtained by EPFM at time $k$ ($1 \leq k \leq K$).

\[
x_{0,b} = \frac{1}{N} \sum_{i=1}^{N} x_{k-1}^{i+}
\]

(35)

$\eta_k = x_k^{i+} - M_{k-1-k}(x_{k-1}^{i+}, \delta_{k}^{i+}, u_k)$

(37)

$\eta_k$ is the estimate of model error at each time within the assimilation window.
\[
q = \frac{1}{K} \sum_{k=1}^{K} \eta_k
\]  

(38)

\(q\) is the model error bias within the assimilation window.

\[
B_d = \frac{1}{K-1} \sum_{k=1}^{K} [\eta_k - q][\eta_k - q]^{T}
\]  

(39)

\(B_d\) dynamic prior error covariance matrix in the assimilation cycle \(\tau\).

\[
B_s = B
\]  

(40)

\(B\) is the prior error covariance matrix from the previous assimilation cycle \(\tau - 1\). \(B_s\) is the static prior error covariance matrix at assimilation cycle \(\tau\).

Step 5: In this step, we update prior error covariance matrix \(B\) using the following formula. The parameter \(\gamma\) is a tuning factor.

\[
B = (\gamma \times B_s) + (1 - \gamma) \times B_d \\
0 \leq \gamma \leq 1
\]  

(41)

In this formalism, if \(\gamma\) is zero, the prior error covariance \(B\) is updated only using the model error calculated within the EPFM framework at assimilation cycle \(\tau\). If \(\gamma = 1\), the \(B\) matrix is the one used in the previous assimilation cycle \(\tau - 1\) within the 4DVAR cost function, meaning that no update is made from cycle \(\tau - 1\) to \(\tau\). The updated matrix \(B\) in the assimilation cycle \(\tau\) will be used as prior error covariance for the 4DVAR cost function in the next assimilation cycle \(\tau + 1\). This completes one assimilation cycle of the HEAVEN (Figure 1). As shown in Algorithm 1, it is reminded that the model evolution errors (\(\eta_k\)) are used to update only the \(B\) matrix, while the \(Q\) matrix remains unchanged throughout the assimilation cycles. It is also important to note that in higher dimensional problems, regularization of \(B_d\), such as localization, might be necessary (see Bannister, 2017).

Algorithm 1: HEAVEN

\{\(x_0, b, \Theta, B, Q, R_k\}\} \triangleright initialization (equations (28)–(31)).

\begin{algorithm}
\begin{algorithmic}
\For {\(\tau = 1 : K\)}
\State \(t_k = 0 = t(\tau \times K) - K\)
\State \(t_k = K = t(\tau \times K)\)
\State \([t_k = 0, t_k = K]\) \quad \forall k = 0, 1, 2, \ldots, K\)
\State \triangleright assimilation interval
\State Step 1
\If {Synthetic case}
\State \(x_0 = \text{Minimize } (J^b + J^p)\) \quad \triangleright equation (33)
\EndIf
\If {Real case}
\State \(x_0 = \text{Minimize } (J^b + J^p + J^f)\) \quad \triangleright equation (32)
\EndIf
\State \triangleright equation (34)
\State Step 2
\State \(x_0^i\)
\State Step 3
\State \(x_0^{i,p}\)
\State Step 4
\State Run EPFM filter \(\{x_0^{i,p}, \Theta\}\)
\State \(\{x_k^{i,p}, \Theta_k^{i,p}\}\) \quad \triangleright posterior distributions
\State \{\(x_0, b\}\} \quad \triangleright equations (35) and (36)
\State Step 5
\State \(\{R_d\}\) and \(B_s = B\) \quad \triangleright equations (37)–(39)
\EndFor
\end{algorithmic}
\end{algorithm}
Step 6
Update B matrix ⊳ equation (41)
Create $\Theta$ using Latin hypercube sampling

$$\Theta = \frac{1}{N} \sum_{i=1}^{N} \theta^i$$

$\{x_0, b, \Theta, B, Q, R_k\}$ ⊳ available for the next cycle

end for

3. Experimental Design

In this study, a synthetic and several real data experiments are performed to evaluate the effectiveness, usefulness, and robustness of HEAVEN in estimating the states and parameters with better characterization of their posteriors. All the experiments are conducted with the HyMOD and Sacramento Soil Moisture Accounting (SAC-SMA) models.

3.1. HyMOD Model

The HyMOD model (Boyle, 2001) is a conceptual and parsimonious-lumped hydrologic model containing five parameters and five state variables. Using these parameters, the model moves the water through a series of quick-flow and slow-flow tanks, to route the runoff to the outlet. For more information about this model, we refer the readers to Moradkhani, Sorooshian, et al. (2005).

3.2. SAC-SMA Model

The SAC-SMA model, initially introduced by Burnash et al. (1973), is a spatially lumped continuous soil moisture model used operationally at the National Weather Service River Forecast System to generate daily streamflow from mean areal precipitation and daily potential evapotranspiration data. In this model, each basin is represented vertically by two soil zones: an upper zone, which models the short-term moisture storage, and a lower zone, which accounts for long-term groundwater storage. In SAC-SMA model, the precipitation over the impervious area contributes directly to generating direct runoff. The model has 14 parameters and 9 state variables. The SAC-SMA is the model used by the NWS for operational river and flash flood forecasting throughout the United States.

3.3. Case Studies

3.3.1. Synthetic Case Study

In this paper, we use Leaf River basin, located in southern Mississippi (MS), for a synthetic analysis. Leaf River basin with an area of 1,944 km² is the main tributary of the Pascagoula River, which drains into the Gulf of Mexico. The prevailing climate of this region is humid subtropical with mild winters and dry summers and well distributed precipitation throughout the year. Data for the synthetic case study was collected from the NWS Hydrology Laboratory. This basin has been extensively used as a synthetic case study in several hydrologic data assimilation studies (e.g., Bulygina & Gupta, 2011; DeChant & Moradkhani, 2012; Parrish et al., 2012; Vrugt et al., 2006).

3.3.2. Real Case Studies

For the real data experiments, we use seven basins located in different climate regimes and geographical conditions in the western United States (Figure 2) to better examine the robustness and performance of the proposed method. These river basins are among those test basins included in the Model Parameter Estimation Experiment (MOPEX) project (Duan et al., 2006) where the water management effects can be ignored. In the following, we briefly describe these watersheds and their hydroclimate characteristics.

1. The Chehalis River basin (area = 2,318 km²) is one of the largest basins in Washington dominated mostly by oceanic climate. This region is generally wet throughout the year, except the summer, which is relatively dry. With more than 1,400-mm precipitation annually, this watershed is the wettest area in the state. This basin is mainly fed by rainfall precipitation, although a small portion of mountainous regions accumulates snow during the winter. (2) The Indian Creek basin (area = 1,914 km²) lies in the Klamath National Forest in California, which drains into the Klamath River. This basin, with mean annual precipitation of 762 mm, is characterized by semiarid to subhumid climate conditions. (3) The Carson River basin (area = 3,372 km²) is an endorheic basin, which starts at the Alpine County in California and ends at the Nevada state. This region is mostly dominated by arid and hot climate with varying precipitation throughout the year. The annual precipitation in this basin
reaches to 127 mm, while annual evaporation exceeds 1,524 mm. Therefore, ground water becomes the primary source for municipal and industrial water use in this watershed. (4) The Blackfoot River basin (area = 5,923 km²), the snow-fed and spring-fed river, lies in west central Montana. This basin encompasses a diverse range of ecosystems from high-elevation glaciated peaks, montane forests, and foothills to semiarid prairie pothole regions. A dry and cold climate dominates the watershed, with an average annual rainfall of 430 mm and an average annual snowfall of 2,000 mm. (5) The Lochsa River basin (area = 3,051 km²) is located in the mountains of north central Idaho. This basin is in the temperate climate zone where the precipitation generally occurs as rain in the summer and snow in the winter. (6) The Whiterocks River basin (area = 282 km²) is located in the semiarid region of northeastern Utah. In the mountainous regions of the watershed, more often precipitation falls as rain from April through September and as snow in winter months. This basin typically experiences hot, dry summers and cold winters with average annual precipitation of around 250 mm. (7) The San Francisco River basin (area = 7,163 km²) is the largest tributary to the upper Gila River, which is located in southeastern Arizona and southwestern New Mexico. This basin is characterized by semiarid to humid climatic conditions with extreme seasonal precipitation events. The location of these watersheds are depicted in Figure 2.

3.4. Performance Measures

In order to provide a robust analysis of each assimilation run, it is necessary to assess the model performance through multiple deterministic and probabilistic measures. These are described below.
Nash–Sutcliffe efficiency (NSE) = 1 - Σi=1T (yi - y'i)2 / Σi=1T (yi - y'i)2

(42)

Reliability = 1 - 2Σi=1T |yi - ut| / T

(43)

95% Exceedance Ratio (ER95) = 1 - 1Σi=1T (y'i < yi or y'i > yi) × 100%

(44)

Kling–Gupta Efficiency (KGE) = 1 - √[(Cov(yi, y'i))2/(σyiσy'i)2 + (σy'i - σyi)2 + (μy'i - μyi)2]

(45)

Mean Absolute Bias (MAB) = Σi=1T |yi - y'i|

(46)

Correlation Coefficient = Cov(yi, y'i) / (σyiσy'i)

(47)

centered Root Mean Square Difference (RMSD) = √[Σi=1T (yi - y'i)2 / T]

(48)

Nash-Sutcliffe efficiency (NSE; Nash & Sutcliffe, 1970) is widely used to assess the goodness of fit of hydrologic models. NSE varies between 0 (worse prediction skill) to 1 (perfect prediction skill). Parameters yi and y'i, are the observed and simulated streamflow values, respectively. Reliability (Renard et al., 2010) is a measure of the fit of the Q-Q quantile plot to uniform. Similar to NSE, this measure also varies between 0 (farthest possibility from uniform) to 1 (exactly uniform). For the description of the za and Ut calculation, we refer the readers to Renard et al. (2010). The 95% Exceedance Ratio (ER95; Moradkhani et al., 2006) is an indicator to evaluate the spread of the ensemble. A perfect ensemble has a 5% exceedance of the 95% predictive bounds. A value greater than 5% (too narrow predictive distribution) indicates an overconfident forecast, while a value less than 5% (too wide predictive distribution) indicates an underconfident forecast. Similar to NSE, the Kling-Gupta Efficiency (KGE; Gupta et al., 2009) varies from −∞ to 1, such that a value of 1 indicates a perfect fit between observed and simulated streamflow values. The pairs of (μ, σ) and (μ', σ') represent the first two statistical moments (means and standard deviations) of yi and y'i, respectively. Mean absolute bias (MAB) is a metric that indicates the magnitude of the bias for a given estimate. A perfect prediction has a MAB value of 0 indicating no bias between the observed and simulated streamflow data. The correlation coefficient indicates the strength and direction of a linear relationship between two variables. The centered root mean square difference (RMSD) is similar to the RMSD, but both observed and simulated data are centered before the differences are calculated. This performance measure has a range between 0 (perfect analogs) and ∞ (total dissimilarity). RMSD along with correlation coefficient provide complementary statistical information of pattern similarity between two series (Taylor, 2001).

3.5. Data Assimilation Setting

This section describes the data assimilation setting for both synthetic and real data experiments. In this study, for all data assimilation runs, we assume a lognormal and a normal error distribution with a relative error of 25% for precipitation and potential evapotranspiration, respectively. Therefore, using these values, we assume that all meteorological observation errors, including sensor errors and those associated with spatial heterogeneity are taken into account. In addition, streamflow observation errors are assumed to be normally distributed with a 15% relative error. For real case studies, the model error is assumed to follow a normal distribution with a relative error of 25%.

4. Results and Discussions

In this section, first we examine the applicability and usefulness of the proposed method on the synthetic case (section 4.1), and later several real case studies (section 4.2) are discussed to indicate the effectiveness of this method in streamflow prediction and uncertainty quantification.
4.1. Streamflow Prediction Results (I): Synthetic Case Study

The first task in synthetic case study is to define two parameters of \( K \) and \( \gamma \) at which the proposed data assimilation approach operates. \( K \) is the assimilation window size, and \( \gamma \) specifies the portion of dynamic \( (B_d) \) and static \( (B_s) \) prior error covariances that participate in evolving prior error covariance \( (B) \) in each cycle throughout the assimilation period. The performance of HEAVEN can be optimized by tuning both \( K \) and \( \gamma \) parameters. By running the HEAVEN model for different \( K \) and \( \gamma \), we obtained the most appropriate values of these two parameters. Here, we considered that \( K \) changes between 1 and 30 days and knowing that \( \gamma \) varies from 0 to 1, we considered a step size of \( \Delta \gamma = 0.01 \) for fine tuning of this parameter. For \( \gamma = 0 \), only dynamic error covariance is propagated throughout the assimilation process, while for \( \gamma = 1 \), the initial guess for \( B \) matrix \( (B = B_s) \) is linearly augmented along the assimilation cycles.

In addition to the SAC-SMA model, we used the HyMOD model, a more parsimonious hydrologic model, to further investigate the influence of these two parameters on the model performance. The tuning factor \( \gamma \) versus model performance for both SAC-SMA and HyMOD hydrologic models showed that the covariance matrix corresponding to \( \gamma = 0.75 \) and \( k = 7 \) days provides better results in all performance measures.

Further analysis revealed that the model performance is more dependent on the assimilation window size than the parameter \( \gamma \). Thus, the assimilation window size should be appropriately chosen, as a small window size \((\sim 2 \text{ days})\) may unnecessarily increase the computational time and decrease the model performance, while a large window size \((>20 \text{ days})\), irrespective of the potential for improving the model performance, may lead to local optima of the cost function. Here, a range of \( k \) values under different model scenarios, that is, using different ensemble sizes \((50, 100, 200, \text{ and } 500)\) and \( \gamma \) values were examined and concluded that for both hydrologic models a time interval of 7 days results in more reliable and accurate streamflow prediction. Also, we investigated the evolution of prior error covariance matrix \( B \) throughout the entire assimilation period, and detected that it directly correlates with the streamflow observation which enables the HEAVEN to properly capture the high and low flows over 4 years of analysis in the Leaf River basin. In general, when streamflow rises, the covariance matrix inflates, and when streamflow declines, the covariance matrix shrinks. For clarity, we illustrate this evidence for 1 year in Figure 3. Both deterministic and probabilistic measures shown in this figure indicates the superiority of HEAVEN in streamflow prediction. Note that this figure is reported based on an ensemble size of 50, although improved results are achievable by using larger ensembles.

In the synthetic experiment, we initialize \( B \) \((B=B_s)\) with a zero matrix. Since this is a singular matrix at time zero, we initialize the \( B \) matrix with a very small value. This is apparent from the top panel of Figure 3, which demonstrates almost zero variance for all state variables in the first assimilation window \((\text{from } t = 0 \text{ to } t = 7)\). For different ensemble sizes, the HEAVEN outperforms the EPFM according to both deterministic and probabilistic measures. For instance, for the ensemble size of 50, the reliability increases from 0.71 for the EPFM to 0.83 for the HEAVEN. To analyze the ensemble spread, the ER95 is calculated. The ER95 of HEAVEN at 3.6% is closer to the optimal value (5%), indicating an accurate uncertainty characterization. Deterministic measures also indicated that the proposed HEAVEN \((\text{KGE }= 0.91 \text{ and MAB }= 8.18 \text{ m}^3/\text{s})\) produces an ensemble mean very close to the observation than the EPFM \((\text{KGE }= 0.78 \text{ and MAB }= 11.09 \text{ m}^3/\text{s})\). Although the proposed method requires additional steps as compared to the EPFM, both filters show almost the same computational demand for a given ensemble size. It is worth noting that the performance of HEAVEN even using much smaller ensemble sizes \((\text{e.g., } 50)\) is similar to that of EPFM with the ensemble size of 200, meaning that HEAVEN with less computational demand is able to provide the same level of accuracy and precision as EPFM. This can be attributed to the derivative-free optimization algorithm used in the HEAVEN, which operates fast and does not increase the computing complexity. The results also reveal that the proposed filter does not suffer from the particle degeneracy and sample impoverishment problems even when a small ensemble size is used. In fact, the GA combined with MCMC in the EPFM \((\text{Abbaszadeh et al., 2018})\) considerably alleviates the weight degeneracy and sample impoverishment problems. Also, the formulation used in regenerating the replicates of state variables and parameters from one cycle to another throughout the assimilation period helps reduce the ensemble size without compromising the accuracy during the assimilation.
4.2. Streamflow Prediction Results (II): Real Case Studies

In addition to the synthetic study, several real data experiments are conducted in the basins located in different environmental settings (i.e., climate zones and hydrological properties) to fully examine the effectiveness and usefulness of the proposed method. One of these experiments is based on the real data for the same basin used in the synthetic case. Figure 4 demonstrates streamflow prediction along with its uncertainty estimate for the Leaf River basin using the EPFM and HEAVEN over 1 year. This result is based on an ensemble size of 100. Both deterministic (KGE, NSE, and MAB) and probabilistic (Reliability and ER95) measures are summarized in this figure, and they all indicate that the HEAVEN provides more accurate and reliable predictions than the EPFM approach. For example, the HEAVEN improves the EPFM performance by 12% and 36% in terms of Reliability and MAB, respectively. Further analysis revealed that although the EPFM performs well, it remains slightly biased for low flows as compared to the HEAVEN unless a large ensemble size is employed. As seen in Figure 4, the EPFM shows a relatively low performance in predicting low flows during dry periods. These results are further supported in the right panel of Figure 4, where the S-shape predictive QQ plots show that the HEAVEN is better able to characterize high and low flows compared to the EPFM. Also, we noticed a large contrast between these two filters when data assimilation is performed on the real data set. This explains the importance of accounting for model error using the HEAVEN method. Unlike the synthetic case where $B$ and $R$ are the only error covariance matrices, here in the real case data assimilation scenario, the model error covariance matrix $Q$ plays a crucial role. Conventionally, in the

**Figure 3.** (top) Evolution of prior error covariance matrix ($B$) for six state variables in SAC-SMA model. (bottom) Synthetic streamflow prediction by the HEAVEN for SAC-SMA experiment over 1 year based on an ensemble size of 50. SAC-SMA = Sacramento Soil Moisture Accounting model; HEAVEN = Hybrid Ensemble And Variational data assimilation method for ENVIronmental systems; ER95 = 95% Exceedance Ratio; NSE = Nash-Sutcliffe efficiency; KGE = Kling-Gupta Efficiency; MAB = Mean Absolute Bias.
hydrologic data assimilation, one may account for model structural error by simple perturbation of the model predictions $y$. This is because the model $(M)$ and observation $(h)$ operators are not explicitly distinguishable in hydrologic systems. Therefore, matrix $Q$ is not basically formed and fully taken into account within the EPFM filter.

The proposed HEAVEN filter is able to fully account for model structural error, as it uses weak-constraint 4DVAR approach to explicitly characterize the $Q$ matrix, and consequently provides a more accurate and reliable posterior distribution. It should be noted that in this study the model error covariance is neither inflated nor deflated ($\lambda = 1$). However, depending on the case study, tuning of this parameter may improve the assimilation results. Unlike the synthetic case in which the $B$ matrix was initialized with zero matrix, in the real case study, this matrix is initialized according to equation (29). As seen in the top panel of Figure 3, although the prior error covariance matrix $B$ automatically inflates or deflates over time, it is always greater than the initialized $B_s$ matrix. The $Q$ matrix is initialized similar to the $B_s$ matrix (see equations (29) and (30)) and used in a static form throughout the assimilation period. This means that the magnitude of prior error covariance matrix $B$ is always greater than the $Q$ matrix, unless the $Q$ matrix is inflated. The $B$ and $Q$ matrices collectively capture the model structural error and contribute to generating more reliable and accurate posterior distributions.

In summary, the proposed algorithm, regardless of the ensemble size, outperforms the original EPFM according to both deterministic and probabilistic measures. This finding indicates that integrating the...
sequential and variational data assimilation approaches (EPFM and 4DVAR) provides the possibility to fully account for all sources of uncertainties involved in the hydrologic predictions. It is important to mention that by applying the proposed framework on both hydrologic models, we were able to achieve better performance in forecasting. This was validated by comparing the current approach with the variants of the particle filter.

Figure S1 (in supporting information) shows the PF-MCMC and HEAVEN skills for 3-day streamflow forecast in Leaf River basin in Mississippi, during the flood season. To reduce the possibility of sample impoverishment in the particle filter, Moradkhani et al. (2012) combined the PF with MCMC algorithm. In addition, in Figure 5, we summarized multiple deterministic (i.e., KGE, NSE, and MAB) and probabilistic (i.e., ER95 and Reliability) measures along with model runtime for four different assimilation strategies, that is, HEAVEN, EPFM, PF-MCMC, and PF-SIR. This comparison was made for the real case study, Leaf River basin, over 4 years. This figure indicates that even using small ensemble size (e.g., 50), HEAVEN outperforms the benchmark approach, PF-SIR, with much larger ensemble size (e.g., 1,000). This means that the HEAVEN approach with a smaller ensemble size has less model runtime and better model
performance than the PF-SIR at a larger ensemble size. This further highlights the superiority of the proposed HEAVEN approach to its simpler versions (PF-SIR, PF-MCMC, and EPFM).

Up to this point, we compared the efficacy of HEAVEN and EPFM approaches over the Leaf River basin for both synthetic and real case scenarios. To further interpret how 4DVAR cost function provides a more reliable and accurate initial condition for particle filtering in each assimilation cycle, we examine the prior and posterior distributions at four daily time steps ($t = 183, 213, 225, \text{ and } 337$ days) for the Leaf River basin using the HEAVEN method. These 4 days represent the initial time of four different assimilation cycles, which were chosen according to different streamflow regimes. For example, Figure 6a ($t = 183$) displays a peak flow (with streamflow observation of 605.9 m$^3$/s), while Figure 6c ($t = 225$) indicates a low flow (with streamflow observation of 17.8 m$^3$/s). The black points in Figure 6 illustrate such extreme events. We recall that the results being discussed here for these 4 days were actually obtained from the real case data assimilation performed by HEAVEN, which was previously reported in Figure 4 for 1-year assimilation period. To interpret the results presented in Figure 6, we first explain the keywords included in the figure legend. In Figure 6a ($t = 183$), 4DVAR prior (shown with a red point) is a deterministic streamflow value based on a priori model state ($x_0$, $b$). The parameter $x_0$, $b$ is available from the mean of model state ensemble at time $t = 182$ (or the last time step of the previous assimilation cycle as seen in step 4 of Figure 1). The 4DVAR analysis (green point) is a deterministic streamflow value based on an optimal initial state ($x_a$). The $x_a$ is obtained by minimization of the 4DVAR cost function (step 2 in Figure 1). HEAVEN prior PDF (shown with a blue curve) is a kernel probability distribution fitted to the streamflow values based on the simulations obtained from the prior ensemble model states ($x_0^p$, step 3 in Figure 1). HEAVEN posterior PDF (brown curve) is a kernel probability distribution fitted to the streamflow values based on the simulations obtained from the posterior ensemble
model states \( \xi_{k=0}^+ \). EPFM prior and posterior PDFs are also shown in magenta and cyan colors, respectively. To avoid confusion, it should be noted that all 4DVAR products in this study (such as those shown in Figure 6) are obtained from the variational portion of the HEAVEN model and not related to any single 4DVAR data assimilation run.

The HEAVEN approach seeks to find an optimal prior distribution at the beginning of each assimilation window by minimization of the 4DVAR cost function that measures the distance between prior state estimates and observations over the time interval \([t_k = 0, t_k = K]\). For instance, in Figure 6a, \(t_k = 0 = 183\) and \(t_k = K = 189\) (here, the assimilation interval \(K = 7\) days, as discussed before in section 4.1). As Figure 6 illustrates, the 4DVAR approach moves a deterministic background initial condition (shown with a red point) toward an optimal location (known as 4DVAR analysis and shown with a green point) close to the observation (shown with a black point). In Figure 6a, this improvement was made by 88% (from 412 to 583 m\(^3\)/s), showing a great success for this approach to capture the high flows. A similar interpretation can be drawn from Figure 6c, showing the applicability of this method in predicting low flows. Once the optimal deterministic initial state \(\xi_0\) is obtained, we perturb it by \(\epsilon\), where \(\epsilon\) is assumed to follow normal distribution with mean zero and variance \(B^{1/2}\). \(B\) has already been propagated through both static \(B_s\) and dynamic \(B_d\) prior error covariance matrices. The result of this step, \(\xi'\), undergoes an acceptance/rejection process in step 3 to generate an appropriate prior distribution \(\xi_{p,0}^+\). This results in prior streamflow distribution, shown with a blue curve in Figure 6. In step 4, we initialize the particle filtering (here EPFM) component of the HEAVEN with \(\xi_{p,0}^+\) and obtain the posterior distributions for the time interval \([t_k = 0, t_k = K]\). As an example, the posterior distribution at \(t_k = 0 = 183\) is depicted with a brown curve in Figure 6a. The premise of this methodology is that the improved estimation of posterior distribution while accounting for model error within the HEAVEN results in more accurate and reliable streamflow predictions within the assimilation window. This is reported for all four time intervals in Figure 7 while compared with those obtained by the EPFM model when no account of model error exists. For instance, for the assimilation window initialized at
At $t_k = 183$, the next 6 days show a flood recession period for streamflow, as it declines from 447.4 to 45.30 m$^3$/s. In this case, it is observed that the HEAVEN provides more accurate and reliable streamflow predictions due to better estimation of both prior and posterior distributions. As we discussed in our recent publication (Abbaszadeh et al., 2018), the EPFM is a robust evolutionary ensemble-based data assimilation approach to predict the streamflow owing to its unique features. However, the added feature in the HEAVEN that is mainly the characterization of model error make this new approach more suitable when model error is a serious concern. Further analysis reveals that the SAC-SMA model with improved initial condition from the HEAVEN at $t = 189$ is able to forecast streamflow up to 7 days with a better degree of accuracy and reliability. The second row in Figure 7 indicates that streamflow increased from 75.4 to 353.9 m$^3$/s in 1 day (between $t = 213$ and $t = 214$) followed by a slow decay for the next 5 days. The results demonstrate how both prior and posterior distributions characterized by the HEAVEN accurately and precisely track streamflow changes as compared to the EPFM. The third row in Figure 7 illustrates the capability of both filters in predicting low flows. It indicates that a small shift for both prior and posterior distributions at the beginning of the assimilation window (see Figure 6c) results in more accurate and reliable streamflow predictions in low flow events. Likewise, in the fourth row for Figure 7, the HEAVEN outperforms the EPFM, specifically on days $t = 338$ and $t = 339$, where the EPFM particles are located far from the observations.

Up to this point, using synthetic and real case experiments, we examined how HEAVEN is capable of properly characterizing the posterior distribution with higher accuracy and reliability for different streamflow regimes. The ensuing task is to further investigate the robustness and scalability of the proposed HEAVEN method compared to its original EPFM version. To accomplish this, we applied both filters on seven real case experiments introduced in section 3.3.2 and analyzed their performances over four different ensemble sizes of 50, 100, 200, and 500. In order to summarize the obtained results, we used the Taylor diagram that displays the comparative assessment of different techniques by using three performance measures, that is, normalized standard deviation, correlation coefficient, and normalized centered RMSD. Figure 8 presents two Taylor diagrams summarizing the statistics of the comparison between the ensemble mean, obtained by both HEAVEN and EPFM filters, and observations for seven real case experiments plus Leaf River basin used in this study.

The symbol below/above the standard deviation of 1 represents the ensemble mean wherein the variability is smaller/larger than that of the streamflow observation. The black point (observation) shown on the horizontal axis represents the normalized RMSE equal to 0, and both the ratio of standard deviations and the correlation coefficient are equal to 1. In all cases, it is seen that the ratios of standard deviation for the
HEAVEN ensemble mean are closer to 1 than the EPFM ensemble means. These diagrams also show that there is a good range of correlation obtained by the HEAVEN, with most values above 0.90. In addition to these two measures, the normalized centered RMSD indicates that the HEAVEN outperforms the EPFM regardless of the ensemble size. For all eight real case experiments, it is seen that the HEAVEN with a small ensemble size (e.g., 50) yields more accurate streamflow predictions as compared to the EPFM even with an ensemble size of 500. As shown in Figure 8, for two watersheds located in Arizona and Montana, there is a considerable difference between the performances of the two filters. A more plausible reason for this may be attributed to the hydroclimate conditions of these two regions. The Blackfoot River basin in Montana is a snow-dominated basin due to the strong atmospheric river in winter, and floods often happen due to peak spring melt. However, the San Francisco River basin in Arizona is a rain-fed basin with extreme rainfall events that are followed by dry periods. The results from the EPFM imply that this model does not properly capture the streamflow fluctuations resulting from either evapotranspiration (AZ) or snowmelt (MT). However, the HEAVEN better represents the streamflow variations and detects extreme events. Furthermore, the HEAVEN robustness can be explained by how it characterizes the model structural error by taking into account both B and Q error covariance matrices in the 4DVAR cost function. However, EPFM does not account for the model structural error. Therefore, the ensemble mean obtained by the HEAVEN shows higher skill than the EPFM for all real case experiments. We also compared the probabilistic performance measures (i.e., ER95 and Reliability) between these two filters and found that the HEAVEN always outperforms the EPFM regardless of the ensemble size. For example, for the Chehalis River basin (WA) with an ensemble size of 50, although both filters deterministically show similar performance in predicting streamflow, the probabilistic measures show that the HEAVEN provides more reliable posterior distribution than the EPFM. The ER95 of the HEAVEN (3.9%) is closer to the ideal value of 5% than the EPFM with ER95 = 10.21%. The higher ER95 value of the EPFM is because the ensemble distribution is too narrow, which indicates an overconfident streamflow prediction. The Reliability increases from 0.72 for the EPFM to 0.85 for the HEAVEN, indicating a more reliable ensemble prediction by the HEAVEN. Therefore, we conclude that the proposed HEAVEN approach, by characterizing the model structural uncertainty, along with the model parameter and input data uncertainties, provides a more accurate and reliable posterior distribution as compared with the EPFM method. The superiority of the HEAVEN is further confirmed when we assess the capability of both approaches in predicting high flow events. This corroborates with the findings of others (Pathiraja, Moradkhani, et al., 2018; Pathiraja, Anghileri, et al., 2018a, 2018b; Shoaib et al., 2016), who demonstrated that accounting for the model structural uncertainty is particularly important in predicting high flow events.

It should be noted that, although techniques to combine the hybrid particle filter and 4DVAR have been previously explored (Atkins & Morzfeld, 2013; Chorin et al., 2010; Chorin & Tu, 2009; Morzfeld et al., 2012; Slivinski et al., 2015; van Leeuwen, 2015; Zhu et al., 2016), the objective, formulation, and implementation of the proposed approach is fundamentally different from other methods. HEAVEN is a framework in which any variant of particle filtering can be used to account for and quantify the hydrologic model structural uncertainty, along with other sources of uncertainties involved in model predictions, without a need to calculate the adjoint and tangent linear of forecast model, which is most often not practical in hydrologic studies.

5. Concluding Remarks

This paper proposes a new hybrid ensemble and variational data assimilation method that effectively combines both sequential (EPFM) and variational (4DVAR) assimilation approaches to account for all sources of uncertainties involved in hydrologic predictions and thus leads to more accurate and reliable posterior distributions for both state variables and parameters in data assimilation applications. The effectiveness and usefulness of this technique was evaluated by both deterministic and probabilistic measures, and the robustness and superiority of this filter was examined through eight real case studies located in different geographical and climate zones across the United States. This study suggests using the HEAVEN approach for the following features:

1. It operates simultaneously on both batch processing and sequential manners, leading to a more complete estimation of posteriors for any streamflow regimes, including low and high flows.
2. It characterizes model structural uncertainty by incorporating an explicit form of model error covariance matrix (Q) in the 4DVAR cost function.

3. It propagates the prior error covariance matrix (B0), which consists of a linear combination of static (B0) and dynamic (Bd) error covariance matrices, from one cycle to another cycle over the entire assimilation period to fully account for a wide range of uncertainties in model predictions, and thus lead to more accurate and reliable posterior distributions.

4. It precludes the particle degeneracy and sample impoverishment.

In this study, we used a lumped hydrologic model as a proof of concept for the proposed joint Bayesian and variational data assimilation approach, although implementation and analysis with a distributed hydrologic model would be the next step to further analyze the improved performance and investigate the HEAVEN scalability. These aspects will be included in our upcoming research paper. One attractive feature of HEAVEN is that it needs neither tangent linear nor adjoint versions of forecast model, making it more suitable in hydrologic applications. However, for those models in which such linearization of model and observation operators are accessible, it is expected that the results and the computational efficiency of the implementation may be further improved. This conjecture will be investigated in future research.
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