Model-independent constraint on the pion scalar form factor and light quark masses
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We investigate the pion scalar form factor in the Meiman-Okubo framework, implementing the phase below the inelastic $K\bar{K}$ threshold, where it is known from the $\pi\pi$ scalar isoscalar phase shift $\delta_0^0$ by Watson theorem. State-of-the-art knowledge of the perturbative QCD expansion of the scalar correlator and the phase shift $\delta_0^0$ is used as input. No assumptions about the phase above the inelastic threshold or the possible zeros of the form factor in the complex plane are necessary. We obtain a model-independent constraint relating the sum of the light quark masses to the slope and the curvature of the pion scalar form factor at the origin. The recent lattice results for the light quark masses and the pion scalar radius are found to satisfy this constraint. We obtain also a strong correlation between the pion scalar radius and the curvature of the form factor, with rather high values predicted for the curvature.

PACS numbers: 11.55.Fv, 11.30.Rd, 13.75.Lb

I. INTRODUCTION

The pion scalar form factor $\Gamma_\pi(t)$ is defined by the matrix element

$$\langle \pi^a(p)\pi^b(p') | S(0) | 0 \rangle = \delta^{ab} \Gamma_\pi(t), \quad t = (p + p')^2,$$

of the scalar operator

$$S(x) = \hat{m}[\hat{u}(x)\hat{u}(x) + \hat{d}(x)\hat{d}(x)], \quad \hat{m} \equiv \frac{1}{2}(m_u + m_d),$$

where $u, d$ are quark fields and $m_u, m_d$ the quark current masses.

Since the Higgs boson is not light, the pion scalar form factor is not accessible to experiment. However, it is important for theory, reflecting crucial aspects of QCD at low energy. Its Taylor expansion at $t = 0$:

$$\Gamma_\pi(t) = \Gamma_\pi(0) \left[ 1 + \frac{1}{6} (r^2)_{\pi} t + c^2 t^2 + \ldots \right],$$

convergent in a disk limited by the nearest branch point of $\Gamma_\pi(t)$ at $t = 4m_\pi^2$, has been investigated in chiral perturbation theory (\chiPT), where the pion scalar form factor has been calculated up to two loops [1,8].

The value of the form factor at zero momentum transfer, $\Gamma_\pi(0)$, referred to as the pion $\sigma$-term, describes the dependence of the pion mass on the quark masses and was evaluated using Gell-Mann-Oakes-Renner relation [4]. The value quoted in [2] is

$$\Gamma_\pi(0) = (0.99 \pm 0.02) m_\pi^2 + O(m_\pi^0).$$

The uncertainty in this relation might be somewhat underestimated, since Ref. [1] included only parts of the higher-order corrections. We shall discuss in the last section the impact of a larger uncertainty on the results derived in this paper.

The quadratic scalar radius $(r^2)_{\pi} = 6\Gamma_\pi(0)/\Gamma_\pi(0)$ is connected to another important quantity of \chiPT, the effective chiral constant $l_4$ that determines the first non-leading contribution in the chiral expansion of the pion decay constant $f_\pi$. It also contributes to the S-wave $\pi\pi$ scattering lengths $a_0^0$ and $a_2^0$ [8].

From general principles it is known that $\Gamma_\pi(t)$ is an analytic function of hermitian (real) type (i.e., it satisfies the Schwarz reflection relation $\Gamma_\pi(t) = \Gamma_\pi(t^*)$) in the $t$ complex plane with a cut determined by unitarity for $t \geq 4m_\pi^2$. Watson final-state theorem states that below the first inelastic threshold, which in practice is due to the $K\bar{K}$ channel, the phase of the form factor is equal to the phase-shift $\delta_0^0(t)$ of the $I = L = 0$ partial-wave amplitude of $\pi\pi$ elastic scattering:

$$\arg[\Gamma_\pi(t + i\epsilon)] = \delta_0^0(t), \quad 4m_\pi^2 \leq t \leq 4m_K^2.$$  \(5\)

There have been some discussions in the literature about the value of $(r^2)_{\pi}$ obtained in the frame of dispersion theory. While the treatments [5,7] based on Mushkhelishvili-Omnès equations give $(r^2)_{\pi}$ in the range $(0.57 - 0.65)$ fm$^2$, the calculations [8,9] based on single-channel Omnès formalism led to a higher prediction, $(r^2)_{\pi} = (0.75 \pm 0.07)$ fm$^2$. This discrepancy was discussed in [10], where it was shown that the single-channel treatment can be made consistent with the multi-channel one if one takes into account the fact that Watson theorem is valid modulo $\pm \pi$ (an interpretation in terms of a possible zero of the form factor was given in [11]). In this context, any alternative investigation of the scalar form factor based on analyticity, which might improve the knowledge of the scalar radius, is of great interest.
In a recent paper [12], a precise determination of the charge radius of the pion was obtained in the frame of a mixed dispersion formalism, using as input the phase of the electromagnetic form factor in the elastic region and the modulus above the first inelastic threshold. Unfortunately, in the case of the scalar form factor [1] no data on the modulus above the $KK$ threshold are available. One can however obtain an integral constraint on the modulus squared of $\Gamma_\pi(t)$ along the cut using a formalism proposed a long time ago by Meiman [13] and Okubo [14], which exploits the dispersion relations for suitable QCD correlators, combined with unitarity and the positivity of the spectral functions. This formalism has been applied in the context of QCD for the first time in [15], and afterwards in many papers [16]-[33], being in particular a valuable tool for obtaining model-independent constraints on weak semileptonic form factors.

The Meiman-Okubo formalism has been applied also to the light-quark scalar correlator in [34, 35], where it was used as a mean to derive a lower bound on the sum of the light quark masses. In the present paper we revisit the analysis reported in [34, 35] bringing several improvements and updates. Thus, while in these works Watson theorem (5) was implemented only below 0.5 GeV, now it can be imposed up to the first relevant inelastic threshold, set by the $KK$ channel, taking advantage of the recent progress in the determination of the pion-in­’­phase shifts. We include also higher terms in the expansion (3), which will lead to a more general constraint on the sum of the light quark masses, the derivatives of the scalar form factor at the origin and the phase shift $\delta_0$. Finally, we use the most recent calculation of the scalar correlator in perturbative QCD, available now to $O(\alpha_s^4)$ [36]. The motivation of revisiting this analysis is the fact that precise results for both the light-quark masses and the pion scalar radius are now available from lattice calculations (for a recent review and earlier references see [37]). An updated, more precise independent constraint on these quantities is therefore of interest.

In the next section we describe the mathematical formalism, in Sec. III we discuss the input used in the calculations and in Sec. IV we present our results. Sec. V contains a discussion of the results in comparison with previous determinations and our conclusions.

II. DERIVATION OF THE BOUNDS

We consider the scalar correlator [34]

$$\Psi(q^2) = i \int dx e^{i q \cdot x} \langle 0 | T(S(x)S(0)) | 0 \rangle ,$$

written in terms of the operator $S(x)$ defined in [2].

The function $\Psi(q^2)$ satisfies a dispersion relation which requires two subtractions. Therefore, as in [34] we shall consider the second derivative of $\Psi$, which is expressed on the Euclidian axis, i.e., for $Q^2 = -q^2 > 0$, as

$$\Psi''(Q^2) = \frac{1}{\pi} \int_0^\infty \frac{2}{(t + Q^2)^3} \text{Im} \Psi(t) dt .$$

At large $Q^2$, $\Psi''(Q^2)$ is given by the QCD perturbative expansion in powers of the renormalized strong coupling $\alpha_s$ with negligible power corrections [36]:

$$\Psi''(Q^2) = \frac{3}{16\pi^2} \left( \frac{m_u + m_d}{Q^2} \right)^2 \left[ 1 + \sum_{n \geq 1} \bar{d}_{0,n} \left( \frac{\alpha_s}{\pi} \right)^n \right] ,$$

where the quark masses and the strong coupling are evaluated at a fixed scale $\mu^2$.

On the other hand, on the timelike axis the spectral function $\text{Im} \Psi(t)$ can be expressed, using unitarity, in terms of the contributions of hadronic states. Keeping the lowest two-pion contributions and using the positivity of the spectral function one obtains [34]

$$\text{Im} \Psi(t) \geq \frac{3}{16\pi^2} \sqrt{1 - 4m^2/Q^2} |\Gamma_\pi(t)|^2 \theta(t - 4m^2),$$

where $\Gamma_\pi(t)$ is the pion scalar form factor defined in [1]. From (7) and (9) one obtains the inequality

$$\Psi''(Q^2) \geq \frac{3}{8\pi^2} \int_{t_p}^\infty \frac{1}{(t + Q^2)^3} \sqrt{1 - t/t_p} |\Gamma_\pi(t)|^2 dt ,$$

where we denoted $t_p = 4m^2$.

By applying standard techniques of complex analysis, the right hand side of (10) can be further bounded from below by definite expressions involving values of the form factor at points inside the analyticity domain or the coefficients of the Taylor expansion [3] at $t = 0$.

In order to derive the optimal lower bound on the rhs of (10) with the constraints [3] and [5], we first perform the conformal mapping

$$z \equiv \tilde{z}(t) = \frac{1 - \sqrt{1 - t/t_p}}{1 + \sqrt{1 - t/t_p}} ,$$

which maps the complex $t$ plane cut for $t \geq t_p$ onto the unit disk $|z| < 1$ such that $\tilde{z}(0) = 0$, $\tilde{z}(t_p) = 1$ and the upper (lower) edge of cut becomes the unit semicircle $\zeta = e^{i\theta}$ with $\theta > 0$ ($\theta < 0$). Then the inequality (10) can be written in the equivalent form

$$\Psi''(Q^2) \geq \frac{1}{2\pi} \int_\pi^\pi |\phi(\zeta) \Gamma_\pi(i\tilde{z}(\zeta))|^2 d\theta ,$$

where $i\tilde{z}(z) = 4t_p z/(1 + z)^2$ is the inverse of [11] and $\phi(z)$ is an analytic function in $|z| < 1$ defined as

$$\phi(z) = \frac{3}{4\pi} \frac{1}{t_p} \frac{(1 - z)(1 + z)^{3/2}}{(1 - z + \beta_Q(1 + z))^2} ,$$
with \( \beta_Q = \sqrt{1 + Q^2/m_p}. \) By construction, \( \phi(z) \) in an “outer function” \([38]\), i.e., it has no zeros in \(|z| < 1\), and its modulus on the boundary \(|z| = 1\) is given by
\[
|\phi(\zeta)|^2 = \frac{3}{8\pi} \left| \frac{1 - t_p/\bar{t}(\zeta)}{\bar{t}(\zeta) + Q^2} \right|^3 |d\bar{t}(\zeta)|/d\zeta.
\]
(14)

We emphasize that the absence of zeros in \( \phi(z) \) guarantees that the bounds derived below are optimal.

We further define a new function \( g(z) \), analytic in \(|z| < 1\), by
\[
g(z) = \phi(z) \Gamma_\pi(\bar{t}(z)) .
\]
(15)

Then (12) implies the following inequality, valid for any \( K \geq 1 \),
\[
\Psi''(Q^2) \geq \sum_{k=0}^{K-1} g_k^2 ,
\]
(16)

where the real coefficients \( g_k \) are defined by the Taylor expansion
\[
g(z) = \sum_{k=0}^{\infty} g_k z^k.
\]
(17)

From (15) and (17) it follows that each \( g_k \) is a linear combination of the derivatives of \( \Gamma_\pi(t) \) at \( t = 0 \) up to the order \( k \).

We now improve (16) by taking into account the additional constraint (5). We apply a technique of functional optimization based on functional Lagrange multipliers, proposed for the first time in [39], generalized and applied further in many papers [24, 25, 29, 33]. We write below the solution of this optimization problem in our case (for a proof see 24,29). Let
\[
\zeta_\sin \equiv \zeta(4m_K^2) = e^{i\theta_m}
\]
(18)
be the image on the unit circle in the \( z \) plane of the point \( 4m_K^2 + i\epsilon \) situated on the upper edge of the cut [the point \( 4m_K^2 - i\epsilon \) being mapped onto \( \exp(-i\theta_m) \)]. Then one obtains the stronger condition [24,29]
\[
\Psi''(Q^2) \geq \sum_{k=0}^{K-1} g_k^2 + \sum_{k=0}^{K-1} \frac{g_k}{\pi} \int_{-\theta_m}^{\theta_m} d\theta \lambda(\theta) \sin[k\theta - \Phi(\theta)] ,
\]
(19)

where the function \( \lambda(\theta) \) is the solution of the integral equation
\[
\sum_{k=0}^{K-1} g_k \sin[k\theta - \Phi(\theta)] = \lambda(\theta) - \frac{1}{2\pi} \int_{-\theta_m}^{\theta_m} d\theta' \lambda(\theta') K_\Phi(\theta,\theta') ,
\]
(20)

valid for \( \theta \in (-\theta_m, \theta_m) \), where the kernel is defined as
\[
K_\Phi(\theta,\theta') = \frac{\sin[(K - 1/2)(\theta - \theta') - \Phi(\theta) + \Phi(\theta')]}{\sin[(\theta - \theta')/2]} ,
\]
(21)
in terms of the function
\[
\Phi(\theta) = \delta_0^0(\bar{t}(e^{i\theta})) + \arg[\phi(e^{i\theta})].
\]
(22)

We mention that integral equations of the form (20) are often encountered in solving functional optimization problems with constraints on the boundary implemented by Lagrange multipliers. The function \( \lambda \) (which is actually a generalized Lagrange multiplier) is a smooth, odd function of \( \theta \) defined on the range \((-\theta_m, \theta_m)\), with values depending on the free parameters \( (r, c) \) used in the optimization procedure. If the function \( \Phi(\theta) \) defined in (22) is sufficiently smooth, the integral equation (20) is of Fredholm type and is solved numerically by approximating it by a linear system of equations obtained by discretizing the integral. In the calculations performed in this work, the results proved to be very stable when the number of integration points was increased up to several hundreds.

The inequality (19), with \( \Psi''(Q^2) \), given by (8), provides a model-independent relation between the sum of the light quark masses, the coefficients of the Taylor expansion of the scalar form factor, and its phase on the elastic part of the unitarity cut. In Sec. IV we shall explore numerically the consequences of this result. Before this we review in the next section the quantities used as input in the calculations.

III. INPUT

The perturbation expansion \( \delta_{ij}(z) \) of the scalar correlator is known at present in the \( \overline{\text{MS}} \) scheme to \( \mathcal{O}(\alpha_s^4) \) [36]. We used the coefficients \( \delta_{0,j} \) written in \([36, 40]\) for \( 1 \leq j \leq 4 \) as polynomials of degree \( j \) of the quantity \( L_Q = \log Q^2/\mu^2 \).

![FIG. 1: Phase shift \( \delta_0^0(t) \) below the \( K\bar{K} \) threshold calculated from Roy equations in Refs. [38] and [40].](image)

We have to specify the spacelike value \( Q^2 > 0 \) to be taken in the dispersion relation [17]. The obvious require-
ment is that the perturbative QCD expansion \( \delta \) must be meaningful. As discussed in \([34]\) and in other applications of this formalism \([24, 20, 29, 30]\), the choice \( Q = 2 \) GeV is very reasonable for correlators involving light-quark operators, so we make this choice here. For illustration, as in \([34]\), we take also \( Q = 1.5 \) GeV, which is still large enough compared to \( \Lambda_{\text{QCD}} \sim 0.300 \) GeV. Other choices of \( Q \) will be discussed in the last section. For the renormalization scale we made the choices \( \mu = 2 \) GeV and \( \mu = Q \).

We obtained the strong coupling \( \alpha_s(\mu^2) \) by using as input \( \alpha_s(m_t) = 0.330 \pm 0.010 \) \([11]\) and evolving it to the scale \( \mu \) by the renormalization group equation with \( \beta \) function to the same accuracy as the correlator \([12, 13]\). The quark masses at \( \mu = Q \) have been calculated starting from \( \mu = 2 \) GeV and evolving them with the running to four loop from \([14]\). The apparent convergence of the expansion of \( \Psi''(Q^2) \) is quite good: for \( Q = 2 \) GeV the contribution of the higher corrections in \([5]\) is of 10\% for \( \alpha_s^2 \) terms, 5\% for \( \alpha_s^3 \) and 3\% for \( \alpha_s^4 \). For \( Q = 1.5 \) GeV the corrections are larger by a factor of about two\(^1\).

Considerable progress in the calculation of the \( \pi \pi \) phase shifts using experimental data and Roy equations \([15]\) has been achieved recently. In particular, several determinations of \( \delta_0(t) \) have been performed \([16-49]\). We used in the calculations the two solutions given in Eq. (11) and the Appendix of \([48]\) and the most precise solution, with CFD parameters, specified in Eq. (A.3) and Table V of \([49]\). As can be seen from Fig. 1 where the central values of these phases are shown for \( \sqrt{t} < 2m_K \), there are some differences between them, the prediction from \([49]\) exhibiting slightly larger values around 0.8 GeV and a more pronounced increase near the \( K \bar{K} \) threshold. We mention that the phase-shift \( \delta_0^0 \) determined in \([47]\), with the boundary values given in Eq. (72) of that work, is quite close to the second solution of \([48]\), both exhibiting in particular a more moderate increase near the opening of the \( K \bar{K} \) channel.

\( \textbf{IV. RESULTS} \)

By first setting \( K = 2 \) in the inequalities \([16] \) and \([19] \) and fixing the normalization \( \Gamma_z(0) = 0.99 m_\pi^2 \) and the first solution for the phase-shift \( \delta_0^0 \) given in \([48]\). The phase-shift from \([49]\) leads to very close and slightly weaker results, while the second solution given in \([48]\) leads to somewhat better (higher) bounds. It appears that a phase-shift \( \delta_0^0 \) with a moderate increase near the \( K \bar{K} \) threshold, such as exhibited by solution 2 of \([48]\) and the phase-shift calculated in \([47]\), leads to stronger lower bounds. These constraints can be used for testing the consistency of specific values for the sum of light quark masses and the pion scalar radius.

The study of the light quarks masses has a long history in the frame of low-energy effective theory of QCD \([50, 51]\). The quantity difficult to estimate is the difference \( m_u - m_d \), or the ratio \( m_u/m_d \), for which recently an accurate value was obtained through the dispersive analysis \([52]\) of the isospin-breaking decay \( \eta \rightarrow 3\pi \). We concentrate in our discussion on the recent lattice calculations of the quark masses and the \( r^2 \) term, summarized in the review \([37]\). From Table 7 of \([37]\) one can obtain

\( \text{FIG. 2: Boundaries of the domains } [16] \text{ and } [19] \text{ leading to lower bounds on } m_u + m_d \text{ for fixed } \langle r^2 \rangle^u_\pi \text{ or to lower bounds on } \langle r^2 \rangle^d_\pi \text{ for fixed } m_u + m_d. \) Solid red (blue) lines: curves obtained with input phase equal to Solution 1 from \([48]\), for \( Q = 2 \) GeV (1.5 GeV). Dashed red (blue) lines: curves obtained without phase input, for \( Q = 2 \) GeV (1.5 GeV).

\( ^1 \text{As for other QCD correlators, the expansion } [8] \text{ is most probably a divergent series. In the spirit of asymptotic series, we attached to it an uncertainty equal to the last term kept in the expansion.} \)
13 lattice predictions for the sum $m_u + m_d$ at the scale
\[ \mu = 2 \text{ GeV}, \]
 ranging from $(5.60 \pm 0.55) \text{ MeV}$ to
\[ (8.51 \pm 0.51) \text{ MeV}, \]
while four values of $\langle r^2 \rangle_\pi$ are given in Table 22 of the same review.

Using as input the lowest of these values, \( \langle r^2 \rangle_\pi = (0.481 \pm 0.062) \text{ fm}^2 \), obtained by the HPQCD Collaboration [56], and varying the normalization in the range [4] we obtained with the phase 2 from [48] a lower bound on $m_u + m_d$ in the range $(5.99 - 6.86) \text{ MeV}$ for $Q = 2 \text{ GeV}$, and in the range $(6.76 - 7.74) \text{ MeV}$ for $Q = 1.5 \text{ GeV}$. The range obtained with $Q = 1.5 \text{ GeV}$ is in slight tension with the lowest value of $m_u + m_d$ in Table 7 of [37], quoted above, obtained by MILC Collaboration [53, 54].

For the other values of $\langle r^2 \rangle_\pi$ listed in Table 22 of [37], which are larger than the HPQCD prediction, one obtains from Fig. 2 smaller lower bounds on $m_u + m_d$, which are in no conflict with the values given in Table 7 of [37]. Adopting the central value $\langle r^2 \rangle_\pi = 0.61 \text{ fm}^2$ of the lattice calculations in [57] and using as input for the phase the solution 2 from [48], the most conservative lower bound, obtained with $Q = 2 \text{ GeV}$ and $\Gamma_\pi(0) = (0.99 \pm 0.02) m_\pi^2$, is
\[
m_u + m_d \geq 5.68 \text{ MeV}. \tag{23}
\]

This bound is consistent with all the lattice values listed in Table 7 of [37] and the average $m_u + m_d = (6.85 \pm 0.25) \text{ MeV}$ quoted in the Review of Particle Physics [11].

We can generalize the constraints by setting in (16) and (19) the parameter $K = 3$, i.e., including also a curvature term in the expansion [3]. Then, for a fixed value of the sum of quark masses, the inequalities (16) and (19) describe ellipses in the plane $\langle r^2 \rangle_\pi - c^*_s$. We show for illustration in Fig. 3 the ellipses obtained using as input for the phase the solution 1 from [48] and the average value $m_u + m_d = 6.85 \text{ MeV}$, quoted in [11]. The CFD parametrization [19] of the phase-shift leads to slightly larger domains, while for the solution 2 of $\delta^0_\pi$ given in [48] the allowed domains are slightly smaller.

The comparison of the large ellipses with the small ones shows again the considerable effect of the implementation of Watson theorem. As before, the choice $Q = 1.5 \text{ GeV}$ leads to stronger constraints. In Fig. 4 we show for comparison the small ellipses, obtained with implementation of Watson theorem, for $Q = 1.5 \text{ GeV}$ and $Q = 2 \text{ GeV}$.

From these ellipses one can read the values of the upper and lower bounds on $\langle r^2 \rangle_\pi$ obtained by using as input the sum of the quark masses. The upper bounds turn out to be very weak, so they are not useful for improving the accuracy of the dispersive predictions. On the other hand, as it was clear already from the previous discussion, the lower bounds are nontrivial. For instance, by varying the normalization [4] we obtain the conservative lower bounds $\langle r^2 \rangle_\pi \geq 0.37 \text{ fm}^2$ for $Q = 2 \text{ GeV}$ and $\langle r^2 \rangle_\pi \geq 0.53 \text{ fm}^2$ for $Q = 1.5 \text{ GeV}$.

Another interesting property illustrated in Figs. 3, 4 is the strong correlation between the radius and the curvature at $t = 0$. In particular, for $\langle r^2 \rangle_\pi = 0.61 \text{ fm}^2$, we obtained for the curvature the allowed range
\[
c^*_s \in (32.4 - 35.4) \text{ GeV}^{-4}, \tag{24}
\]
where we included the small variations due to the uncertainties of the phase $\delta^0_\pi$ below the $K\bar{K}$ threshold, the normalization [4], the strong coupling $\alpha_s$ and the truncation of the QCD expansion [8].

The allowed values given in (24) are higher than the prediction $c^*_s \approx 10 \text{ GeV}^{-4}$ of the coupled-channel dispersive formalism [27]. A large value of the curvature would lead to rather large values of the relevant low energy constants (LEC) of chPT both for the two and three-flavour case. The study of these implications is beyond the scope of the present paper. It is important however to identify possible sources of systematic uncertainties that can affect both the dispersive approach and the bounds derived in this paper. We shall briefly discuss this problem in the next section.

V. DISCUSSION AND CONCLUSIONS

In this work, we revisited the application of the Meiman-Okubo formalism to the light-quark scalar correlator, improving the previous analysis [24] by the implementation of Watson theorem [3] up to the $K\bar{K}$ threshold and by the inclusion of higher derivatives in the Taylor expansion [3] of the pion scalar form factor. Moreover, recent progress in the determination of the scalar correlator in perturbative QCD and the phase shift $\delta^0_\pi$ of pion-pion scattering has been taken into account.

Our result [19] is a model-independent constraint relating the sum of the light quark masses $m_u + m_d$ (appearing in the expression [8] of the lhs) to the derivatives of the pion scalar form factor (entering the real coefficients $g_\pi$), and the phase shift $\delta^0_\pi(t)$ below the $K\bar{K}$ inelastic threshold (appearing in the expression [22] of $\Phi(\theta)$). The phase of the form factor above the elastic region is not required in this approach. The results shown in Figs. 4 - 5 illustrate the significant improvement brought by the implementation of Watson theorem along the entire elastic region up to the $K\bar{K}$ threshold.

We have applied the above constraint for testing the consistency of the recent lattice results on the quark masses and the pion scalar radius $\langle r^2 \rangle_\pi$. We found that, except a slight tension between the lowest value of $\langle r^2 \rangle_\pi$ given in Table 22 of the review [37] and the lowest value of $m_u + m_d$ in Table 7 of the same review, the recent

\[2\] If the phase is imposed only up to 0.5 GeV, as in [34], the constraints are weaker, the solid lines in Fig. 2 being shifted downward by about 1 MeV. Note that the bounds reported in [34] are somewhat higher since they have been obtained with the one-loop expression for $\Psi'(Q^2)$. The question of higher perturbative orders was addressed in [35], where it was found that a resummation lowers the bounds, in agreement with our results.
FIG. 3: Allowed domain in the \((r^2)_s - c_s^\pi\) plane for \(m_u + m_d = 6.85\) MeV \[^{11}\]. Left panel: \(Q = 2\) GeV. Right panel: \(Q = 1.5\) GeV (note the different scales). Large ellipses: allowed domains obtained without phase input. Inner ellipses: allowed domains with phase input from \[^{18}\].

FIG. 4: Inner ellipses from Fig. 3. Gray: allowed domain for \(Q = 2\) GeV. Cyan: allowed domain for \(Q = 1.5\) GeV.

lattice determinations of the light quark masses and the pion scalar radius satisfy the consistency test.

As illustrated in Fig. 4, the sum of the light-quark masses and the phase below the inelastic threshold impose nontrivial constraints on the higher coefficients of the Taylor expansion \([3]\) of the pion scalar form factor. The upper bounds on the scalar radius are very weak, being not useful for increasing the precision of the dispersive calculations of \(\langle r^2 \rangle_s^\pi\). On the other hand, the lower bounds turn out to be at the edge of the currently accepted values.

Figure 4 shows also a strong correlation between the radius \(\langle r^2 \rangle_s^\pi\) and the curvature \(c_s^\pi\). This result is not surprising: strong correlations between the higher derivatives have been obtained also for other form factors in the frame of Meiman-Okubo formalism \[^{23, 25, 33}\]. In the present case, somewhat surprising is the fact that the allowed range \([24]\) for the curvature corresponding to \(\langle r^2 \rangle_s^\pi = 0.61\) fm\(^2\) is considerably higher than the predictions of the dispersive treatment \[^{2, 7}\]. It is of interest therefore to discuss the possible systematic uncertainties that can affect the dispersive approach and the bounds derived in this paper.

The dispersive approach exploits unitarity, which relates the form factors to the meson-meson scattering amplitudes through a set of coupled homogeneous integral equations \[^{2, 6, 7}\]. For solving these integral equations, each form factor is parametrized most generally as a polynomial \(P(t)\) multiplied by an Omnès function \(\Omega(t)\), defined in terms of the phase \(\delta(t)\) on the cut by

\[
\Omega(t) = \exp \left( \frac{t}{\pi} \int_0^\infty dt' \frac{\delta(t')}{t'(t' - t)} \right). \tag{25}
\]

In particular, for the form factor \(\Gamma_\pi(t)\) the polynomial was taken as a constant, which implies that the form factor was assumed to have no zeros\(^3\). This assumption may be too restrictive: the presence of a polynomial which multiplies the Omnès function can lead to different predictions outside the limited interval of the unitarity cut where the coupled-channel equations are solved.

\[^{3}\] It is known that \(\chi\text{PT}\) predicts no zeros for \(\Gamma_\pi(t)\) near the origin. However, one or more zeros located at larger distances in the complex plane, outside the range where \(\chi\text{PT}\) is reliable, cannot be excluded by general arguments.
Another source of systematic uncertainty is the fact that the phase \( \delta(t) \) is not known at higher energies, and some model-dependent assumptions about its behavior are required in the dispersive approach. One can check that the modulus of the Omnès function \( \Omega(t) \), which involves only the ratio \( \Gamma(t) \), at the origin does not appear in the dispersive treatment required. We emphasize that the value of the form factor of the form factor (ii) of the K\( K \) threshold or the analytic expression of the form factor (i.e. the presence or absence of zeros). Below \( K^\text{\pi} \), we mentioned the small uncertainties due to the various pieces of the input. We shall now consider in more detail the normalization condition (ii) and the perturbative QCD input as possible sources of systematic uncertainties.

As already mentioned, the error given in (ii) might be underestimated. It is of interest to see how much would this uncertainty have to change in order to have a substantial impact on the results. We found that by increasing the error quoted in (ii) by a factor of 10, the lower bound (ii) on the curvature decreases slightly, becoming 31 GeV\(^{-4}\). It turns out that in order to decrease the lower bound on the curvature below 20 GeV\(^{-4}\), a huge increase of the error by a factor of about 40 would be required. We emphasize that the value of the form factor at the origin does not appear in the dispersive treatment (ii) [7], which involves only the ratio \( \Gamma_\pi(t)/\Gamma_\pi(0) \).

Turning to the perturbative QCD input, we note that from the maximum modulus principle it follows that the bounds depend in a monotonous way on the value of the lhs of the inequality (ii), in the sense that larger values of \( \Psi''(Q^2) \) for a fixed \( Q \) lead to weaker bounds. Making the very conservative assumption that the higher perturbative terms increase by a factor of 2 the value calculated from the sum in (ii) truncated after four terms, we obtained the slightly larger interval \( c_\pi^\pi \in (31-36.7) \text{ GeV}^{-4} \). The bounds become weaker also if the value of the spacelike energy \( Q \) is increased (this was already illustrated in Fig. 3). Therefore, in order to obtain bounds of interest one should take the lowest \( Q \) for which the perturbative expansion is considered to be reliable. The range (ii) was obtained by assuming that this value is \( Q = 2 \text{ GeV} \), which, as discussed in Sec. 11, is reasonable for light-quark correlators evaluated on the spacelike axis. Assuming this value to be \( Q = 4 \text{ GeV} \) gives the larger interval \( c_\pi^\pi \in (29-36) \text{ GeV}^{-4} \), while the choice \( Q = 10 \text{ GeV} \) leads to the even larger range \( c_\pi^\pi \in (17-46) \text{ GeV}^{-4} \). In these calculations we used both scales \( \mu = 2 \text{ GeV} \) and \( \mu = Q \), which lead to very close results, and took the most conservative bounds.

Our analysis indicates that the model-independent bounds can accommodate the low values predicted by the older dispersive calculations only if the corrections to the normalization of the form factor at \( t = 0 \) are much larger than quoted in [1], or the perturbative QCD regime for the scalar correlator is assumed to start at quite large energies. Whether these strong assumptions are necessary or not remains to be established.

The results derived in this paper can be improved in principle by including in the unitarity sum for the spectral function \( \text{Im} \Psi(t) \), besides the \( \pi \pi \) states, also the contribution of the \( K\bar{K} \) states, nonzero for \( t \geq 4m_{K}^2 \), which can be expressed in terms of the kaon scalar form factor \( \Gamma_K(t) \). One can thus include information about \( \Gamma_K(0) \) available in \( \chi \text{PT} \), however, as discussed in [6], the knowledge of this quantity is not very precise. In addition, one has to evaluate also the contribution of the unphysically cut of \( \Gamma_K(t) \) along \( (4m_{K}^2, 4m_{K}^2) \), which requires some model-dependent assumptions. Therefore, we shall not pursue this line here.

We finally note that the uncertainties of the input quantities can be accounted for in a more realistic way by merging the present formalism with Monte Carlo simulations, as done in the recent analysis [12] of the pion charge radius.
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\(^4\) The inclusion of higher states in the Meiman-Okubo formalism was used in [22] for constraining the \( \omega \pi \) form factor.
[1] J. Gasser and H. Leutwyler, Ann. Phys. (N.Y.) 158, 142 (1984); Nucl. Phys. B250, 517 (1985).
[2] J. Gasser and U.-G. Meißen, Nucl. Phys. B357, 90 (1991).
[3] J. Bijvans, G. Colangelo and P. Talavera, J. High Energy Phys. 05 (1998) 014.
[4] M. Gell-Mann, R.J. Oakes and B. Renner, Phys. Rev. 175, 2195 (1968).
[5] G. Colangelo, J. Gasser and H. Leutwyler, Nucl. Phys. B 603, 125 (2001).
[6] J.F. Donoghue, J. Gasser and H. Leutwyler, Nucl. Phys. B 343, 341 (1990).
[7] B. Moussallam, Eur. Phys. J. C 14, 111, (2000).
[8] F.J. Ynduráin, Phys. Lett. B 578, 99 (2004); ibid. B 586, 439 (2004).
[9] F.J. Ynduráin, Phys. Lett. B 612, 245 (2005).
[10] B. Ananthanarayan, I. Caprini, G. Colangelo, J. Gasser and H. Leutwyler, Phys. Lett. B 602, 218 (2004).
[11] J.A. Oller and L. Roca, Phys. Lett. B 651, 139 (2007).
[12] B. Ananthanarayan, I. Caprini and D. Das, Phys. Rev. Lett. 119, 132002 (2017).
[13] N.N. Meiman, Zh. Eksp. Teor. Fiz. 17, 830 (1943).
[14] S. Okubo, Phys. Rev. D 3, 2807 (1971); Phys. Rev. D 4, 725 (1971).
[15] C. Bourrely, B. Machet and E. de Rafael, Nucl. Phys. B189, 157 (1981).
[16] E. de Rafael and J. Taron, Phys. Lett. B 282, 215 (1992).
[17] I. Caprini, Phys. Lett. B 339, 187 (1994).
[18] C.G. Boyd, B. Grinstein and R.F. Lebed, Phys. Rev. Lett. 74, 4603 (1995).
[19] C.G. Boyd, B. Grinstein and R.F. Lebed, Nucl. Phys. B461, 493 (1996).
[20] L. Lellouch, Nucl. Phys. B479, 353 (1996).
[21] C.G. Boyd and M.J. Savage, Phys. Rev. D 56, 303 (1997).
[22] C.G. Boyd, B. Grinstein and R.F. Lebed, Phys. Rev. D 56, 6895 (1997).
[23] I. Caprini, L. Lellouch and M. Neubert, Nucl. Phys. B530, 153 (1998).
[24] I. Caprini, Eur. Phys. J. C 13, 471 (2000).
[25] C. Bourrely and I. Caprini, Nucl. Phys. B722, 149 (2005).
[26] R.J. Hill, Phys. Rev. D 74, 096006 (2006).
[27] T. Becher, R.J. Hill, Phys. Lett. B 633, 61 (2006).
[28] C. Bourrely, I. Caprini and L. Lellouch, Phys. Rev. D 79, 013008 (2009); ibid. 82, 099902(E) (2010).
[29] G. Abbas, B. Ananthanarayan, I. Caprini, I. Sentitemsu Imsong and S. Ramanan, Eur. Phys. J. A 45, 389 (2010).
[30] G. Abbas, B. Ananthanarayan, I. Caprini and I. Sentitemsu Imsong, Phys. Rev. D 82, 094018 (2010).
[31] B. Ananthanarayan, I. Caprini and I. Sentitemsu Imsong, Eur. Phys. J. A 47, 147 (2011).
[32] B. Ananthanarayan, I. Caprini and B. Kubis, Eur. Phys. J. C 74, 3209 (2014).
[33] I. Caprini, B. Grinstein and R.F. Lebed, Phys. Rev. D 96, 036015 (2017).
[34] L. Lellouch, E. de Rafael and J. Taron, Phys. Lett. B 414, 195 (1997).
[35] L. Lellouch, Nucl. Phys.Proc.Suppl. 63, 272 (1998).
[36] P.A. Balkov, K.G. Chetyrkin and J.H. Kuhn, Phys. Rev. Lett. 96, 012003 (2006).
[37] S. Aoki et al, Eur. Phys. J. C 77, 112 (2017).
[38] P.L. Duren, Theory of $H^p$ Spaces, Academic Press, New York, 1970.
[39] M. Micu, Phys. Rev. D 7, 2136 (1973).
[40] K.G. Chetyrkin and A. Khodjamirian, Eur. Phys. J. C 46, 721 (2006).
[41] M. Tanabashi et al (Particle Data Group), Phys. Rev. D 98, 030001 (2018).
[42] S.A. Larin, T. van Ritbergen and J.A.M. Vermaseren, Phys. Lett. B 404, 153 (1997).
[43] M. Czakon, Nucl. Phys. B 710, 485 (2005).
[44] K.G. Chetyrkin and A. Rétay, Nucl. Phys. B 583, 3 (2000).
[45] J. Gasser and H. Leutwyler, Phys. Lett. B 36B, 353 (1971).
[46] B. Ananthanarayan, G. Colangelo, J. Gasser and H. Leutwyler, Phys. Rept. 353, 207 (2001).
[47] I. Caprini, G. Colangelo and H. Leutwyler, Eur. Phys. J. C 72, 1860 (2012).
[48] B. Moussallam, Eur. Phys. J. C 71, 1814 (2011).
[49] R. García-Martín, R. Kamiński, J.R. Peláez, J. Ruiz de Elvira and F.J. Ynduráin, Phys. Rev. D 83, 074004 (2011).
[50] J. Gasser and H. Leutwyler, Phys. Rept. 87, 77 (1982).
[51] H. Leutwyler, Phys. Lett. B 378, 313 (1996).
[52] C. Colangelo, S. Lanz, H. Leutwyler and E. Passemard, Phys. Rev. Lett. 118, 022001 (2017).
[53] C. Aubin et al, Phys. Rev. D 70, 114501 (2004).
[54] C. Aubin et al, Phys. Rev. D 70, 031504 (2004).
[55] T. Blum, T. Doi, M. Hayakawa, T. Izubuchi and N. Yamada, Phys. Rev. D 76, 114508 (2007).
[56] J. Koponen, F. Bursa, C.T.H. Davies, R.J. Dowdall and G.P. Lepage, Phys. Rev. D 93, 054503 (2016).
[57] V. Gülpers, G. von Hippel and H. Wittig, Eur. Phys. J. A 51, 158 (2015).
[58] V. Gülpers, G. von Hippel and H. Wittig, Phys. Rev. D 89, 094503 (2014).
[59] S. Aoki et al, Phys. Rev. D 80, 034508 (2009).