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Abstract: A numerical approach is proposed to explore relationships between constants. A subset of constants is assembled and a simple method is used to probe how each constant in the set might be related to a combination of the rest. The goal is to check if any of the constants can be expressed as a combination of two, three, or four constants using simple arithmetic operations (addition, subtraction, multiplication, division and power of positive and negative numbers). A software program, implemented in Python, was employed to search for such simple relationships. Some of the values found were within $10^{-11}$ accuracy. Others were simply esthetically pleasing like $\pi \approx \frac{7}{8}$ and $e \approx \frac{\pi^7}{1111}$. Last but not least, albeit long, we were able to find an expression for $\pi$ with 1000 decimal places.
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1. Introduction

Science constants are important fixed entities that are often linked to the foundations of nature. From $\pi$ and $e$ in math, to $h$ and $G$ in physics, these entities play an important role in helping us understand the world around us. They act as light beacons that connect experimental and theoretical domains and very often they become conduits to understanding the fundamentals of nature herself. Some of these constants, like $\pi$, have been around for thousands of years, but most were discovered within the past two centuries. Some represent tangible, comprehensible entities that we can relate to. $\pi$, for example, tells us that the circumference of the circle is almost three times its diameter. This is a statement that makes sense and can be intuitively grasped by just looking at a circle and a diameter (see Fig. 1).

Fig. 1. Three Diameters + make a circumference.
Other constants, however, are abstract entities that have no intuitive or tangible reference. $G$, the gravity constant, is equal to $6.674 \times 10^{-11}$ m$^3$ kg$^{-1}$ s$^{-2}$, a very imperceptible value that makes no observational sense; it has no intuitive feel to it. Inspecting $G$ closely does not get us any closer to understanding how the wheels of gravity turn. We know the value of this entity and we have tested its accuracy repeatedly and over decades, proving again and again its validity. Still, gravity remains an obscure abstract notion; scientific curiosity and philosophical arguments continue to rage on in the hope of understanding the true mechanics of the concept.

What is not a debate, however, is that these constants are an invaluable part of science and a triumph for humanity. They help us analytical establish models and mechanisms that allow us to theoretically represent the world around us. Many of the constants are mathematically derived from others. For example, Gelfond’s constant is equal to $e^\pi$. Others are just truly fundamental. They seem to be an intrinsic part of the universe and it almost feels like they are pre-defined values set by a designer before construction. Some, however, can start as the latter (truly fundamental) but become the earlier (derived). For example, the mass of a Helium atom could have been thought of as a constant at one point in time. Now we know a Helium atom has two Protons and two Neutrons making it less fundamental than we thought. That’s the idea behind this paper: to search diligently through the heaps of constants sprinkled across the sciences, looking for patterns that connect these constants together. We aim to bring constants from multiple fields together and then apply a simple computation to discover relationships between these constants, hoping to excavate hidden or undiscovered connections. Basically, we are trying to do the lazy work; instead of understanding the complex theory behind such connections, we are just going to look for these relationships without paying attention to theory.

The motivation of the work was the physics Standard Model [1], which describes the fundamental particles and forces that make up the known matter in the universe. The Standard Model contains a few classes of particles (Quarks, Leptons and Bosons) each with a number of particles (for example six types of Quarks: up, down, charm, strange, top, and bottom). Together these particles explain all the elements in the universe and the forces that act on them (at least three out of the four we know). If you look down the hierarchy from top, you will see that material around us are made of molecules which are an assembled structure of one or more elements. One step down the hierarchy and you see that all 118 elements of the periodic table are made of a smaller set of particles (neutrons, protons, electrons) some more fundamental than others. For example, an electron seems to be a fundamental entity (at least as of now), but a proton is made up of more fundamental particles called Quarks. What we wanted to do in this work is bring in all information we know about each particle (mass and charge for example) into a set, add all other constants we know in science and randomly and exhaustively look for relationships. The work in this paper does not address the physics part (investigation on that is still ongoing), but it was an offshoot of that research. Basically as we tackled the physics world, we spun off this math constants focused work that we discuss in this paper [2].

As you can imagine, the computations are iterative and therefore require trillions of mathematical operations, so the output produced in this paper will barely scratch the surface. With much better hardware capacity and better computation algorithms we can greatly improve on the results.

2. Computing $\pi$

The pursuit of $\pi$ has been on the agenda of every math enthusiast since the dawn of science. Babylonians got as far as 3.125. Archimedes found it to be somewhere between 3.1408 and 3.125 [3]. Ptolemy, 139-161 AD, improved on that to find 3.14167 [4]. We now know $\pi$ to two quadrillion digits; that’s 2 with 15 zeros next to it. If you write this $\pi$ value on a long string and stretch it into space (Star-Wars credits style) it will
fill up 7 roundtrips to the moon!

As noble as the pursuit of \( \pi \) digits is, this is not what we address in this paper. What we set out to find is how to represent as many digits of \( \pi \) as we can using as small a formula as we can. We know that \( \pi \) is transcendental, which means there are no combinations of numbers, fractions or algebraic operations that can represent \( \pi \). What we will do is try to find reasonable approximations of \( \pi \) in terms of basic numbers. The calculations we use in this paper are simple, but more complex computations might unravel better representations.

2.1. The Method

We took all prime numbers less than 1000 and the natural logarithms of these numbers and we computed all possible combinations of the following expressions:

\[
\text{RandomComputation} = a^{p_1} \cdot b^{p_2} \\
\text{RandomOutput} = a^{p_1} \cdot b^{p_2} \cdot c^{p_3} \\
\text{RandomComputation} = a^{p_1} \cdot b^{p_2} \cdot c^{p_3} \cdot d^{p_4}
\]

where \( a, b \) and \( c \) and \( d \) are values picked from the constants in our list and \( p_1, p_2, p_3, \) and \( p_4 \) iterate through different sets (sometimes we used a simple set like \{ -2, -1, -0.5, 0, 0.5, 1, 2 \}. Other runs were on sets containing all the integers between -10 and 10.) We wrote a Python program to iterate exhaustively through the list and compute the expressions.

Each \text{RandomComputation} was then compared to \( \pi \) and those within \( 10^{-6} \) accuracy were saved. In addition, a few numbers deemed of value were added to the list (like whole integers between 1 and 100), but the results of those were not included in this paper.

The program ran over days circling though all the numbers in the list. It was implemented in Python and a snippet from the code is show in Fig. 2. The run time of the program was very long so in order to speed up the process, multiple instances were run on two public clouds -- Amazon Web Services (AWS) and Google Cloud Platform (GCP) -- and a local instance was run on a gaming computer.

2.2. Findings: Accuracy

We found the usual known rational approximations like \( \frac{22}{7}, \frac{333}{106}, \frac{355}{113} \) and \( \frac{\sqrt{9867}}{10} \). We also found many more. We chose two values in this paper that looked interesting. Each had a sizeable accuracy albeit not easily readable.
\[ \pi = \frac{\sqrt{959587}}{\ln(881)} \]  
Accuracy=2.87\times10^{-11}

\[ \pi = \frac{1277^3 \ln(347)}{1577^3} \]  
Accuracy=5.27\times10^{-10}

\[ \pi = \left( \frac{8545}{4821} \right)^2 \]  
Accuracy=1.11\times10^{-8}

\[
\begin{align*}
\pi_1 &= (\ln(2351))^{-3}(\ln(3469))^{-0.5}(\ln(3023))^{-3} \\
\text{Accuracy} &= 2.45968171935549134246775986723183659057E-10 \\
\pi_2 &= 1571^{-3}(\ln(347))^{-1}1277^3 \\
\text{Accuracy} &= 5.27308853633756605474684215572904429546E-10 \\
\pi_3 &= (\ln(1117))^{-3}(\ln(497))^{-0.5}(\ln(2677))^{-3} \\
\text{Accuracy} &= 1.5915879785861632265510911626698943523E-11 \\
\pi_4 &= (\ln(2551))^{-2}(\ln(3929))^{-0.5}(\ln(3631))^{-2} \\
\text{Accuracy} &= 3.9016572997563295891537535785435081891E-10
\end{align*}
\]

Fig. 3. \( \pi \) to 10 decimal digits.

We also found other values that are as accurate but perhaps not as readable; some of these are shown in Fig. 3.

2.3. Findings: Esthetics

In addition, we found some interesting and pleasing to read values of \( \pi \). The one that catches attention most is:

\[ \pi = \frac{77}{86} \]

Which approximately is equal to 3.14157. We also found an equivalent one:

\[ \pi = \frac{77}{49} \]

A few more made the headlines and are worth mentioning:

\[ \pi = \left( \frac{11111}{1234} \right)^2 \cdot \frac{1}{\sqrt{666}} \]
\[ \pi = \frac{\sqrt{222 \times 2222222}}{7070} \]
\[ \pi = 36 \cdot \frac{777}{\sqrt{102030}} \]
\[ \pi = \frac{123456789}{1234^2 \cdot \sqrt{666}} \]
\[ \pi = \left( \frac{123}{22} \right)^2 \cdot \frac{1}{\sqrt{99}} \]

Which is also equivalent to:

\[ \pi = \left( \frac{123}{22} \right)^2 \cdot \frac{\sqrt{11}}{33} \]
\[ \pi = \frac{11\sqrt{8999}}{333} \]

\[ \pi = \frac{11\sqrt{1234}}{123} \]

This is the tip of the iceberg. Much better accuracy and more interesting results can be obtained by:

1. Employing more equations with more sophistication. The current implementation is a very simple multiplicative equation. More complex equations can potentially deliver more accuracy.
2. Expanding the set of constants. In this paper we only used primes and natural logarithms of primes. A bigger and more comprehensive constants set might yield better results.
3. Introducing AI/ML capability to allow for feedback from each iteration. The idea is to use the output of every computation to fine tune the input to the next, potentially reducing the number of iterations used exponentially.

It is our opinion that less complex and more accurate \(\pi\) representations are possible.

### 2.4. More Accuracy

We also modified the above algorithm in order to find more accurate representations of \(\pi\). We ran the algorithm mentioned in the previous section and compared each output to \(\pi\) and we then picked the ones that are within the accuracy needed (10^\(-4\)). For each result found (foundResult), we took the residue (\(\pi - \text{foundResult}\)) and ran the approximation algorithm again on that residue. Then we repeated for as much accuracy as needed. Fig. 4 shows an approximation of \(\pi\) to one hundred digits.

![Fig. 4. \(\pi\) to one hundred digits.](image)

The one thousand digits representation was longer than desired as shown below:

\[
\pi = 137^{0.5}173^{0.5}7^{0.5}2^{0.5} (23^{1}113^{1}31^{1}) (10^{8}) + (113^{1}197^{1}107^{2})(10^{8})
\]

\[
+ (61^{0.5}29^{1}137^{1})(10^{12}) + (109^{0.5}47^{2}2^{0.5})(10^{22}) - (167^{0.5}79^{2}2^{0.5})(10^{22}) -
\]

\[
(53^{0.5}89^{1}181^{1})(10^{27}) - (131^{0.5}7^{1}61^{1})(10^{31}) + (13^{0.5}71^{0.5}2^{0.5})(10^{36})
\]

\[
+ (197^{0.5}83^{1}167^{1})(10^{40}) + (59^{0.5}79^{2}83^{2})(10^{44}) - (13^{0.5}97^{1}157^{1})(10^{48}) -
\]

\[
(113^{0.5}31^{1}173^{1})(10^{52}) + (53^{0.5}79^{1}193^{1})(10^{57}) + (2^{0.5}137^{0.5}191^{0.5})(10^{61}) -
\]

\[
(17^{1}181^{1}137^{1})(10^{66}) - (41^{0.5}137^{0.5}67^{1})(10^{70}) + (11^{0.5}77^{2}157^{1})(10^{74}) + (2^{0.5}17^{2}5^{2})(10^{79}) +
\]

\[
(197^{0.5}41^{2}149^{2})(10^{83}) + (67^{0.5}157^{0.5}2^{0.5})(10^{88}) -
\]

\[
(2^{0.5}151^{0.5}149^{0.5})(10^{92}) + (197^{0.5}73^{2}101^{2})(10^{97}) - (13^{0.5}173^{2}193^{2})(10^{101}) +
\]

\[
(47^{0.5}79^{2}127^{2})(10^{105}) + (2^{0.5}151^{1}167^{1})(10^{109}) + (2^{0.5}79^{1}43^{0.5})(10^{114}) -
\]

\[
(13^{0.5}167^{0.5}5^{2})(10^{118}) - (61^{0.5}71^{2}103^{2})(10^{122}) + (41^{0.5}113^{2}199^{2})(10^{127}) -
\]

\[
(11^{1}151^{1}29^{2})(10^{131}) - (89^{0.5}151^{2}181^{2})(10^{136}) + (29^{0.5}59^{0.5}3^{1})(10^{140}) -
\]
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The number \( e \), called Euler's number, is the limit of \((1+1/n)^n\) as \( n \) tends to infinity and is approximately equal to 2.7182. Euler's number, just like \( \pi \), is transcendental which means it's not algebraic and therefore cannot be a solution to any polynomial whose coefficients are rational. Euler's number is ubiquitous and, also just like \( \pi \), is featured elegantly in nature. For example, \( e \) is the base of the natural logarithm and is ubiquitous in physics, engineering, and finance. It's also the base of the exponential function, which is the only function that is its own derivative.

\[
\frac{d}{dx} e^x = e^x
\]

There is no argument that it's a constant that has great value in Math. It's one of five constants that are featured in what arguably is the most beautiful formula in math, the Euler's identity, \( e^{i\pi} + 1 = 0 \).

We applied the same algorithms that we did for \( \pi \) to find approximate algebraic expressions for Euler's number and we ran the program exhaustively for prime numbers and natural logarithms applying powers of not only whole integers, but also powers of decimals (not exceeding first decimal point).
3.1. Findings: Accuracy

A good baseline is from Wolfram's e Approximations page, with accuracy to 7 digits [5]:

\[ e = 3 - \sqrt{\frac{5}{63}} \]

We found some values of e with higher accuracy (10-9) like the following two values:

\[ e \approx \frac{433 \ln 461}{977} = 2.7182818 \]
\[ e \approx \frac{(\ln 29)^3}{\ln 881, \sqrt{\ln 73}} = 2.7182818 \]

It's interesting to see \( \ln(881) \) featured in both e and \( \pi \) representations.

A less accurate and easier to read values were also found like:

\[ e \approx \frac{7 \times 31}{13^4} = 2.718 \]

Both values were obtained on datasets that included primes numbers less than 1000 and powers of 4 or less.

3.2. Findings: Esthetics

Also some nice looking but less accurate values were found for e. The most interesting ones are:

\[ e \approx \frac{\pi^7}{1111} = 2.718 \]

And

\[ e \approx \frac{33333^4}{333^7} = 2.718 \]

We have not attempted to compute e to a 1000 digit, but conceptually the same process that was applied to \( \pi \) can be used here.

4. Math Constants

Around 400 constants were used to run this exercises and they range from the popular, like \( \pi \) and e, to the less popular but fairly know in math-literate circles, like Viswanath Constant (1.1319882487943), to the obscure and only known to the experts in that specific domain, like Bloch–Landau Constant (0.54325 89653 42976 70695). This is not a comprehensive list and the results were used just to prove a concept. Much more work can be done here to extend the exercise to a wider data set.

4.1. The Method

Just like with \( \pi \), we wrote a Python program to iterate exhaustively through the list and compute the following expressions:

RandomComputation = \( a^{p1} \cdot b^{p2} \)
RandomOutput = \( a^{p1} \cdot b^{p2} \cdot c^{p3} \)
RandomComputation = \( a^{p1} \cdot b^{p2} \cdot c^{p3} \cdot d^{p4} \)

However, instead of comparing each output to \( \pi \), it was compared to all items in the list, which added two orders of magnitude to the size of the computation. We set an accuracy value to be 10-9 which means a
match was found if any of the RandomComputations was within 10⁻⁹ of any of the values on the list. Basically, we are trying to find out if any of the constants can be obtained by combining three constants from the list, with different powers to each constant, in a simple multiplicative equation.

4.2. The Findings

Fig. 5 shows a summary of the results. In this section, we are going to pick the first result for analysis. Much more analysis can be done on the rest.

$$\pi \approx \frac{\text{Foias Constant} \times (\text{Bronze Ratio})^2}{\sqrt{17}}$$

(1)

Foias constant is named after Ciprian Foias who won the Norbert Wiener Prize in Applied Mathematics in 1995. The constant is defined as a real number $x_1$ such that

$$x_{n+1} = \left(1 + \frac{1}{x_n}\right)^n$$

Tends to $\infty$ as $n$ tends to $\infty$. The value of the constant is transcendental, just like $\pi$ and $e$, and is approximately equal to: 1.187452351...

The Bronze Ratio is equal to \(\frac{3 + \sqrt{13}}{2}\), which is around 3.30277563...

Rearranging Equation(1) above we get:
\[
\pi \approx \left[ \frac{3 + \sqrt{13}}{2} \right]^2. \text{ Foias Constant}
\]

Or

\[
\text{Foias Constant} = \frac{2\pi \sqrt{17}}{11 + 3\sqrt{3}}
\]

The above form for Foias Constant is pretty interesting to read and there is potential to find more interesting relationships if the right computation are performed with the right datasets.

5. **Further Research**

More work can be done to improve accuracy on computation and find more elegant values for \(e, \pi\), and many other constants. More importantly, more work will be done on science constants. The first run produced some interesting results for approximations, but a true breakthrough can be achieved if we manage to find exact values. In other words, if we truly find relationships that are not approximations, we could potentially discover fundamental insights on the behavior of these constants and their true meanings.

One roadblock we faced is the wide range of numbers. Some of the numbers we looked at are infinitesimally small, like gravity constant \(G\), or Planck’s constant \(h\). Others were tens of orders of magnitude bigger, like the speed of light, \(c\). Comparing these entities can never produce precise results. We now know that we need to bucket each set of constants according to their size and apply the algorithms on each set separately.

Another idea worth pursuing is introducing Artificial Intelligence and Machine Learning to the computations. When we run the data exhaustively, and without any positive feedback after every loop, we are quickly faced with prohibitively large number of computations. For example, when we only had 100 numbers in the set, and we ran the programs with powers of 1 and 2 only, we ended up with a large number of computations (around 1.6 billion computations). When the number of constants was increased to 1000 and the number of powers was increased to 20, the number of computations became 8 quadrillion. It will therefore make sense to intelligently choose which computations to run by incorporating feedback from every loop directly into the new one.

6. **Conclusion**

A simple mathematical computation is used to exhaustively look for simple relationships between a set of constants. The constants span multiple fields but the focus of the paper was on math constants. A simple Python program was used to do these calculations and some very interesting values of both \(\pi\) and \(e\) were found like \(\pi = \frac{123456789}{1234^2 + 666} \approx \frac{77}{8}\) and \(e \approx \frac{333333^4}{3337^2}\). We also were able to compute \(\pi\) to one thousand digits by going through residue from every computation iteratively.
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