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Abstract

We prove a theorem concerning the approximation of bandlimited multivariate functions by deep ReLU networks for which the curse of the dimensionality is overcome. Our theorem is based on a result by Maurey and on the ability of deep ReLU networks to approximate Chebyshev polynomials and analytic functions efficiently.
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1. Introduction

The evolution from shallow to deep networks has revolutionized many fields in computer science and engineering including computer vision, speech recognition, and natural language processing \cite{1}.

Shallow networks are approximations \( \tilde{f}_W \) of multivariate functions \( f : \mathbb{R}^d \to \mathbb{R} \) of the form

\[
\tilde{f}_W(x) = \sum_{i=1}^{W} \alpha_i \sigma(w_i \cdot x + \theta_i),
\]

for some activation function \( \sigma : \mathbb{R} \to \mathbb{R} \), weights \( \alpha_i, \theta_i \in \mathbb{R}, w_i \in \mathbb{R}^d \) and integer \( W \geq 1 \). Each operation \( \sigma(w_i \cdot x + \theta_i) \) is called a unit and the \( W \) units in \( \tilde{f}_W \) form a hidden layer.

Deep networks are compositions of shallow networks and have several hidden layers, and each unit of each layer performs an operation of the form \( \sigma(w \cdot x + \theta) \). Following Yarotsky \cite{2}, we allow connections between units in non-neighboring layers. We define the depth \( L \) of a network as the number of hidden layers and the size \( W \) as the total number of units. Shallow networks have depth \( L = 1 \) while deep networks usually have depth \( L \gg 1 \). Deep ReLU networks use the REctifier Linear Unit activation function \( \sigma(x) = \text{max}(0, x) \).

The theory of approximating functions using shallow networks goes back to 1989 when Cybenko showed that any continuous functions can be approximated by shallow networks \cite{3}, while Hornik, Stinchcombe, and White proved a similar result for Borel measurable functions \cite{4}. In the 1990s, the attention shifted to convergence rates of approximations by shallow networks \cite{5, 6, 7, 8}. Standard convergence results for shallow networks suffer from the curse of dimensionality: for small dimension \( d \), the size \( W \) increases at a reasonable rate as the accuracy \( \epsilon \) goes to zero; however, the size \( W \) grows geometrically with the dimension \( d \).

Fast forward to the 2010s and the success of deep networks, one of the most important theoretical problems is to determine why and when deep networks can lessen or break the curse of dimensionality. One may focus on a particular set of functions which have a very special structure (such as compositional or polynomial), and shows that for this particular set deep networks overcome the curse of dimensionality \cite{9, 10, 11, 12, 13, 14, 15, 16}. Alternatively one may consider a function space that is more generic for multivariate approximation in high dimensions such as Korobov spaces \cite{17}, and prove convergence results for which the curse of dimensionality is lessened \cite{18}.

In this paper we may consider bandlimited functions

\footnote{For a real-valued function \( f \) in \( \mathbb{R}^d \) whose smoothness is characterized by some integer \( m \geq 1 \), and for some prescribed accuracy \( \epsilon > 0 \), one shows that there exists a shallow network \( \tilde{f}_W \) of size \( W = W(d, m) \) that satisfies \( \| f - \tilde{f}_W \| \leq \epsilon \) for some norm \( \| \cdot \| \).}
$f : B = [0, 1]^d \rightarrow \mathbb{R}$ of the form

$$f(x) = \int_{\mathbb{R}^d} F(w)K(w \cdot x)dw,$$  

(2)

supp $F(\omega) \subset [-M, M]^d$, $M \geq 1$,  

(3)

for some integrable function $F : [-M, M]^d \rightarrow \mathbb{C}$ and analytic kernel $K : \mathbb{R} \rightarrow \mathbb{C}$. In Section 2 we shall show that for any measure $\mu$ such functions can be approximated to accuracy $\epsilon$ in the $L^2(B, \mu)$-norm by deep ReLU networks of depth $L = O\left(\log^2 \frac{M}{\epsilon}\right)$ and size $W = O\left(\frac{\log^2 \frac{1}{\epsilon}}{\epsilon}\right)$, up to some constants that depend on $F$, $K$, $\mu$ and $B$.

We review properties of deep ReLU networks in Section 2, providing new proofs of existing results (Prop. 2.2 and Prop. 2.3), as well as new results (Prop. 2.4 Prop. 2.5 and Thm. 2.6). We recall a theorem by Maurey (Thm. 3.1) and prove our main theorem (Thm. 3.2) in Section 3.

2. Approximation properties of deep ReLU networks

The ability of deep ReLU networks to implement the multiplication of two real numbers with an amplitude at most $M$ was proved by Yarotsky in [2, Prop. 1]. Liang and Srikant proved a similar result for $M = 1$ using networks with rectifier linear as well as binary step units in [12, Thm. 1]. In the rest of the paper “with accuracy $\epsilon$” or “bounded” should be understood in the $L^\infty$-norm, unless stated otherwise.

**Proposition 2.1** (Multiplication in two dimensions). For any scalar $M \geq 1$, $N \geq 1$ and $0 < \epsilon < 1$, there is a deep ReLU network $\bar{x}(x_1, x_2)$ with inputs $(x_1, x_2) \in [-M, M] \times [-N, N]$, that has depth

$$L = O\left(\log_2 \frac{MN}{\epsilon}\right)$$

(4)

and size

$$W = O\left(\log_2 \frac{MN}{\epsilon}\right)$$

(5)

such that

$$\|\bar{x}(x_1, x_2) - x_1 x_2\|_{L^\infty([-M, M], [-N, N])} \leq \epsilon.$$  

(6)

Equivalently, if the network has depth $L = O\left(\log_2 \frac{1}{\epsilon}\right)$ and size $W = O\left(\log_2 \frac{1}{\epsilon}\right)$, the approximation error satisfies

$$\|\bar{x}(x_1, x_2) - x_1 x_2\|_{L^\infty([-M, M], [-N, N])} \leq MN\epsilon.$$  

(7)

We generalize the proposition of Yarotsky to the $d$-dimensional case.

**Proposition 2.2** (Multiplication in $d \geq 2$ dimensions). For any scalar $M \geq 1$ and $0 < \epsilon < 1$, and any integer $d \geq 2$, there is a deep ReLU network $\bar{x}(x_1, \ldots, x_d)$ with inputs $(x_1, \ldots, x_d) \in [-M, M]^d$, that has depth

$$L = O\left(d \log_2 \frac{d}{\epsilon} + d^2 \log_2 M\right)$$

(7)

and size

$$W = O\left(d \log_2 \frac{d}{\epsilon} + d^2 \log_2 M\right)$$

(8)

such that

$$\|\bar{x}(x_1, \ldots, x_d) - x_1 \ldots x_d\|_{L^\infty([-M, M]^d)} \leq \epsilon.$$  

(9)

Proof. Let $M \geq 1$ and $0 < \epsilon < 1$ be two scalars and $d \geq 2$ an integer. For any scalar $A \geq 1$ and $B \geq 1$, let us call $\bar{x}$ the network of Prop. 2.1 that implements the multiplication $x y$, $x, y \in [-A, A]$, $y \in [-B, B]$, with accuracy $A B \epsilon$ for some scalar $0 < \epsilon < 1$ to be determined later. This network has depth and size $O\left(\log \frac{1}{\epsilon}\right)$.

We construct the network $\bar{x}(x_1, \ldots, x_d)$ that implements the multiplication $x_1 \ldots x_d$ as follows,

$$y_1 = \bar{x}(x_1, x_2), \quad |y_1| \leq M^2 (1 + \epsilon_0),$$

$$y_2 = \bar{x}(y_1, x_3), \quad |y_2| \leq M^3 (1 + \epsilon_0)^2,$$

$$y_3 = \bar{x}(y_2, x_4), \quad |y_3| \leq M^4 (1 + \epsilon_0)^3,$$

$$\vdots$$

$$y_{d-1} = \bar{x}(y_{d-2}, x_d), \quad |y_{d-1}| \leq M^d (1 + \epsilon_0)^{d-1},$$

and set $\bar{x}(x_1, \ldots, x_d) = y_{d-1}$.

The network $\bar{x}(x_1, \ldots, x_d)$ has accuracy

$$|y_{d-1} - x_1 \ldots x_d| \leq |y_{d-1} - y_{d-2} x_d| + |x_d y_{d-2} - y_{d-3} x_d| + \ldots + |x_d x_{d-2} \ldots x_2| y_2 - y_1 x_3| + |x_d x_{d-2} \ldots x_2| y_1 - x_1 x_2| + M^d (1 + \epsilon_0)^{d-2} \epsilon_0 + M^d (1 + \epsilon_0)^{d-3} \epsilon_0 + \ldots + M^d (1 + \epsilon_0)^2 + M^d (1 + \epsilon_0) + \epsilon_0,$$

$$< d M^d (1 + \epsilon_0)^{d-1} \epsilon_0 \quad (\text{crude estimate}).$$

We choose $\epsilon_0 = \epsilon/(d M^d \epsilon)$ to obtain accuracy $\epsilon$.

The depth and the size of the resulting network is equal to $(d - 1)$ times the depth and size of the network
defined at the beginning of the proof. With accuracy \( \epsilon_0 \)
defined above, this gives depth and size
\[
O \left( d \log_2 \frac{dM^4 \epsilon}{\epsilon} \right) = O \left( d \log_2 \frac{d}{\epsilon} + d^2 \log_2 M \right).
\] (10)
The proof is complete. \( \Box \)

The network of Prop. 2.2 computes \( x_1 \ldots x_d \) as well as all the intermediate products \( x_1 \ldots x_k, 2 \leq k \leq d - 1 \), to the same accuracy \( \epsilon \). This allows us to prove the following result about polynomials (similar to [13 Thm. 2]).

**Proposition 2.3** (Polynomials). For any scalar \( M \geq 1 \), \( C \geq 0 \) and \( 0 < \epsilon < 1 \), any integer \( n \geq 2 \), and any polynomial \( p_n(x) \) of degree \( n \) with input \( x \in [-M, M] \) and of the form
\[
p_n(x) = \sum_{k=0}^{n} c_k x^k, \quad \max_{0 \leq k \leq n} |c_k| \leq C,
\] (11)
there is a deep ReLU network \( \tilde{p}(x_1, \ldots, x_n) \) with inputs \( (x_1, \ldots, x_n) \in [-M, M]^n \), that has depth
\[
L = O \left( n \log_2 \frac{Cn}{\epsilon} + n^2 \log_2 M \right)
\] (12)
and size
\[
W = O \left( n \log_2 \frac{Cn}{\epsilon} + n^2 \log_2 M \right)
\] (13)
such that
\[
\| \tilde{p}(x_1, \ldots, x_n) - p_n(x) \|_{L^\infty([-M, M])} \leq \epsilon.
\] (14)

**Proof.** Let \( M \geq 1 \), \( C \geq 0 \) and \( 0 < \epsilon < 1 \) be three scalars, \( n \geq 2 \) an integer and consider a polynomial
\[
p_n(x) = \sum_{k=0}^{n} c_k x^k, \quad \max_{0 \leq k \leq n} |c_k| \leq C.
\] (15)
We construct \( \tilde{p}(x_1, \ldots, x_n) \) as follows,
\[
\tilde{p}(x_1, \ldots, x_n) = c_0 + c_1 x_1 + \sum_{k=2}^{n} c_k y_{k-1}(x_1, \ldots, x_k),
\] (16)
where \( y_{k-1}(x_1, \ldots, x_k) \) approximates \( x_1 \ldots x_k \) with the network of Prop. 2.2 to accuracy \( 0 < \epsilon_0 < 1 \) to be determined later. (Note that when the inputs are the same \( y_{k-1}(x, \ldots, x) \) approximates \( x^k \).)

The network \( \tilde{p}(x, \ldots, x) \) has accuracy
\[
| \tilde{p}_n(x, \ldots, x) - p_n(x) | \leq C \sum_{k=2}^{n} |y_{k-1}(x, \ldots, x) - x^k|,
\]
and any Chebyshev polynomials of the first kind play a central role in approximation theory [20]. They are defined on \([-1, 1]\) via the three-term recurrence relation
\[
T_n(x) = 2xT_{n-1}(x) - T_{n-2}(x), \quad n \geq 2
\] (18)
with \( T_0 = 1 \) and \( T_1(x) = x \). We show next how deep ReLU networks can efficiently implement Chebyshev polynomials using the three-term recurrence [13].

**Proposition 2.4** (Chebyshev polynomials). For any scalar \( 0 < \epsilon < 1 \), any integer \( n \geq 2 \) and any Chebyshev polynomial \( T_n(x) \) of degree \( n \) with input \( x \in [-1, 1] \), there is a deep ReLU network \( \tilde{T}_n(x_1, \ldots, x_n) \) with inputs \( (x_1, \ldots, x_n) \in [-1, 1]^n \), that has depth
\[
L = O \left( n \log_2 \frac{n}{\epsilon} + n^2 \right)
\] (19)
and size
\[
W = O \left( n \log_2 \frac{n}{\epsilon} + n^2 \right)
\] (20)
such that
\[
\| \tilde{T}_n(x_1, \ldots, x_n) - T_n(x) \|_{L^\infty([-1, 1])} \leq \epsilon.
\] (21)

**Proof.** Let \( 0 < \epsilon < 1 \) be a scalar and \( n \geq 2 \) be an integer. For any scalar \( A \geq 1 \) and \( B \geq 1 \), let us call \( \tilde{x} \) the network of Prop. 2.1 that implements the multiplication \( xy, x \in [-A, A], y \in [-B, B] \), with accuracy \( AB\epsilon_0 \) for some scalar \( 0 < \epsilon_0 < 1 \) to be determined later. This network has depth and size \( O \left( \log_2 \frac{1}{\epsilon_0} \right) \).

We construct the network \( \tilde{T}_n(x_1, \ldots, x_n) \) that approximates \( T_n(x) \) as follows,
\[
\tilde{T}_0 = 1, \quad |\tilde{T}_0| \leq 1,
\]
\[
\tilde{T}_1(x) = x, \quad |\tilde{T}_1| \leq 1,
\]
\[
\tilde{T}_2(x, x) = 2\tilde{x}(x, \tilde{T}_1) - \tilde{T}_0, \quad |\tilde{T}_2| < (1 + \epsilon_0)^2,
\]
\[
\tilde{T}_3(x, x, x) = 2\tilde{x}(x, \tilde{T}_2) - \tilde{T}_1, \quad |\tilde{T}_3| < (3(1 + \epsilon_0))^3,
\]
\[ \vdots \]
\[
\tilde{T}_n(x, \ldots, x) = 2\tilde{x}(x, \tilde{T}_{n-1}) - \tilde{T}_{n-2}, \quad |\tilde{T}_n| < 3^{n-2}(1 + \epsilon_0)^n.
\]
Let us now estimate the accuracy $e_n$ of the network $\tilde{T}_n(x, \ldots, x)$, where $e_n = |\tilde{T}_n(x, \ldots, x) - T_n(x)|$. We have

\[
e_n = |2\tilde{x}(x, \tilde{T}_{n-1}) - \tilde{T}_{n-2} - 2\tilde{x}T_{n-1} + T_{n-2}|.
\]

\[
\leq 2|\tilde{x}(x, \tilde{T}_{n-1}) - x\tilde{T}_{n-1}| + 2|x|\tilde{T}_{n-1} - T_{n-1} + e_{n-2},
\]

\[
\leq 2\epsilon_0 + 2\epsilon_{n-2} + e_{n-2},
\]

\[
< 2\epsilon_0^3(1 + \epsilon_0)^{n-1} + 2\epsilon_{n-1} + e_{n-2},
\]

\[
< n4^3(1 + \epsilon_0)^\epsilon_0 \quad \text{(crude estimate)}.
\]

We choose $\epsilon_0 = \epsilon/(n4^3\epsilon)$ to obtain accuracy $\epsilon$.

The depth and the size of the resulting network is equal to $(n + 1)$ times the depth and size of the network defined at the beginning of the proof. With accuracy $\epsilon_0$ defined above, this gives depth and size

\[
O\left(n \log_2 \frac{n4^3\epsilon}{\epsilon}\right) = O\left(n \log_2 \frac{n}{\epsilon} + n^2\right). \quad (22)
\]

The proof is complete.

Note that we could have proven Prop. 2.4 using Prop. 2.3 and an estimate of the size $C$ of the coefficients of the expansion of $T_n$ in the monomial basis (the leading term grows like $2^n$ while the other terms grow at most like $e^C$ for some $C < 4$).

Since Prop. 2.3 implements $T_n$ as well as the intermediate $T_k$’s, $0 \leq k \leq n-1$, to the same accuracy $\epsilon$, we have the following result about truncated Chebyshev series.

**Proposition 2.5 (Truncated Chebyshev series).** For any scalar $0 < \epsilon < 1$, any integer $n \geq 2$, and any truncated Chebyshev series $f_n(x)$ of degree $n$ with input $x \in [-1, 1]$ and of the form

\[
f_n(x) = \sum_{k=0}^n c_k T_k(x), \quad \max_{0 \leq k \leq n} |c_k| \leq C, \quad (23)
\]

there is a deep ReLU network $\tilde{f}_n(x_1, \ldots, x_n)$ with inputs $(x_1, \ldots, x_n) \in [-1, 1]^n$, that has depth

\[
L = O\left(n \log_2 \frac{Cn}{\epsilon} + n^2\right) \quad (24)
\]

and size

\[
W = O\left(n \log_2 \frac{Cn}{\epsilon} + n^2\right) \quad (25)
\]

such that

\[
\|\tilde{f}_n(x, \ldots, x) - f_n(x)\|_{L^\infty([-1,1])} \leq \epsilon. \quad (26)
\]

**Proof.** Let $C \geq 0$ be a scalar, $n \geq 2$ an integer and consider a truncated Chebyshev series

\[
f_n(x) = \sum_{k=0}^n c_k T_k(x), \quad \max_{0 \leq k \leq n} |c_k| \leq C. \quad (27)
\]

We construct $\tilde{f}(x_1, \ldots, x_n)$ as follows,

\[
\tilde{f}_n(x_1, \ldots, x_n) = c_0 + c_1 x_1 + \sum_{k=1}^n c_k \tilde{T}_k(x_1, \ldots, x_k), \quad (28)
\]

where $\tilde{T}_k$ approximates $T_k$ with the network of Prop. 2.3 to accuracy $0 < \epsilon_0 < 1$ to be determined later.

The network $f(x_1, \ldots, x)$ has accuracy

\[
\|\tilde{f}_n(x, \ldots, x) - f_n(x)\|_{L^\infty([-1,1])} \leq C \sum_{k=0}^n |\tilde{T}_k - T_k|,
\]

\[
< nC\epsilon_0.
\]

We choose $\epsilon_0 = \epsilon/(Cn)$ to obtain accuracy $\epsilon$.

The resulting network has depth and size

\[
O\left(n \log_2 \frac{Cn^2}{\epsilon} + n^2\right) = O\left(n \log_2 \frac{Cn}{\epsilon} + n^2\right). \quad (29)
\]

The proof is complete.

Chebyshev series lies at the heart of polynomial approximation. Lipschitz continuous functions $f(x)$ with input $x \in [-M, M]$ have a unique absolutely and uniformly convergent (scaled) Chebyshev series and we write $f(x) = \sum_{k=0}^\infty c_k T_k(x/M)$ [20, Thm. 3.1]. For analytic functions, the truncated (scaled) Chebyshev series $f_n(x) = \sum_{k=0}^n c_k T_k(x/M)$ are exponentially accurate approximations [20, Thm. 8.2].

More precisely, let us define

\[
a_n^s = \frac{M^s - s^{-1}}{2}, \quad b_n^s = \frac{M^s - s^{-1}}{2} \quad (30)
\]

and the Bernstein $s$-ellipse scaled to $[-M, M]$,

\[
E_s^M = \left\{x + iy \in \mathbb{C} : \frac{x^2}{a_n^s} + \frac{y^2}{b_n^s} = 1\right\}. \quad (31)
\]

(Has foci $\sqrt{(a_n^s)^2 - (b_n^s)^2} = \pm M$, semi-major axis $a_n^s$ and semi-minor axis $b_n^s$.) If a function $f(x)$ is analytic in $[-M, M]$ and analytically continuos to the open Bernstein $s$-ellipse $E_s^M$ for some $s \geq 1$ where it satisfies $|f(x)| < C_f$ for some $C_f > 0$, then for each $n \geq 0$ the truncated Chebyshev series $f_n$ satisfy

\[
||f_n(x) - f(x)||_{L^\infty([-M, M])} \leq \frac{2C_f s^{-n}}{s - 1}. \quad (32)
\]

Using Prop. 2.5 and (32) we prove a result about the approximation of analytic functions by deep ReLU networks.
Theorem 2.6 (Analytic functions). For any scalar $0 < \epsilon < 1$ and $M \geq 1$, and any analytic function $f(x)$ with input $x \in [-M,M]$ that is analytically continuable to the open Bernstein $s$-ellipse $E_s^M$ for some $s > 1$ where it satisfies $|f(x)| \leq C_f$ for some $C_f > 0$, there is a deep ReLU network $\tilde{f}(x_1, \ldots, x_n)$ with inputs $(x_1, \ldots, x_n) \in [-M,M]^n$, that has depth
\[ L = O\left( \frac{1}{\log^2 s} \log^2 C_f \frac{\epsilon}{\epsilon} \right) \] (33)
and size
\[ W = O\left( \frac{1}{\log^2 s} \log^2 C_f \frac{\epsilon}{\epsilon} \right) \] (34)
such that
\[ \| \tilde{f}_n(x_1, \ldots, x_n) - f(x) \|_{L^\infty([-M,M]^n)} \leq \epsilon. \] (35)

Proof. Let $0 < \epsilon < 1$ and $M \geq 1$ be two scalars, and $f$ be an analytic function defined on $[-M,M]$ that is analytically continuable to the open Bernstein $s$-ellipse $E_s^M$ for some $s > 1$ where it satisfies $|f(x)| \leq C_f$ for some $C_f > 0$. We first approximate $f$ by a truncated Chebyshev series $f_n$ and then approximate $f_n$ by a deep ReLU network $\tilde{f}_n$ using Prop. 2.5.

Since $f$ is analytic in the open Bernstein $s$-ellipse $E_s^M$ then for any integer $n \geq 2$
\[ \| f_n(x) - f(x) \|_{L^\infty([-M,M]^n)} \leq \frac{2C_f s^{-n}}{s - 1} = O\left( C_f s^{-n} \right). \] (36)
Therefore if we take $n = O\left( \frac{1}{\log^2 s} \log^2 C_f \frac{\epsilon}{\epsilon} \right)$ then the term above is bounded by $\epsilon/2$.

Let us now approximate $f_n(x)$ by a deep ReLU network $f_n(x_1, \ldots, x_n)$. We first write
\[ f_n(x) = \sum_{k=0}^n c_k T_k \left( \frac{x}{M} \right), \] (37)
with
\[ \max_{0 \leq k \leq n} |c_k| = O\left( C_f s \right) \text{ via } [20, \text{Thm. 8.1}]. \] (38)
We then define our network $\tilde{f}_n(x_1, \ldots, x_n)$ as in Prop. 2.5 with extra scaling $x/M$,
\[ \tilde{f}_n(x_1, \ldots, x_n) = \sum_{k=0}^n c_k \tilde{T}_k \left( \frac{x}{M} \right), \] (39)
where the $\tilde{T}_k$’s are computed to accuracy $\epsilon/2$ so that
\[ |\tilde{f}_n(x_1, \ldots, x_n) - f_n(x)| \leq \frac{\epsilon}{2}. \] (40)
This yields
\[ |\tilde{f}_n(x_1, \ldots, x_n) - f(x)| \leq |\tilde{f}_n(x_1, \ldots, x_n) - f_n(x)| + |f_n(x) - f(x)|, \]
\[ \leq \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon. \]

With $n = O\left( \frac{1}{\log^2 s} \log^2 C_f \frac{\epsilon}{\epsilon} \right)$, the resulting network has depth and size
\[ O\left( \frac{1}{\log^2 s} \log^2 C_f \frac{\epsilon}{\epsilon} \right). \] (41)
The proof is complete. \[ \square \]

Let us emphasize that in general the constants $s$ and $C_f$ depend on $M$. Let us look at two examples, a function with a singularity on the imaginary axis and an entire function (i.e., a function that is analytic over the whole complex plane).

A typical example of an analytic function with singularities on the imaginary axis is the Runge-like function $f(x) = 1/(1 + x^2)$, $\beta > 1$, whose singularities are located at $x = \pm i\beta$. The function $f$ is analytic on the interval $[-M,M]$ and analytically continuable to the open Bernstein $s$-ellipse $E_s^M$ with
\[ s(M) = \frac{\sqrt{(4M^2 - 2)r^2 + r^4 + 1 + r^2 - 1}}{2Mr} \] (42)
and $r = \beta + \sqrt{\beta^2 + 1}$. Since $f$ increases along the imaginary axis we may take
\[ C_f(M) = 2 \left( M^{s(M) - s(M)^{-1}} \right). \] (43)

The complex exponential $f(x) = e^{ix}$ is an entire function. Hence, any $s > 1$ works but $C_f(s,M)$ must grow with $s$ and $M$. As $f$ increases along the imaginary axis we may choose
\[ C_f(s,M) = 2 \left( M^{s - s^{-1}} \right) = e^{M^{s - s^{-1}}} \] (44)
In this case the network of Thm. 2.6 has depth and size
\[ O\left( \frac{1}{\log^2 s} \left( M^{s - s^{-1}} \log^2 \frac{1}{\epsilon} \right) \right). \] (45)

3. Approximation of bandlimited functions by deep ReLU networks

A famous theorem of Carathéodory states that if a point $x \in \mathbb{R}^d$ lies in the convex hull of a set $P$ then
exists a deep ReLU network \( f \) 
Then, for any measure \( \mu \) and size \( \theta \) with norm \( \| \mu \| \leq b \) for some \( b > 0 \). Then for every \( f \) in the convex hull of \( \mu \) and every integer \( n \geq 1 \), there is a \( f_n \) in the convex hull of \( n \) points in \( \mu \) and a constant \( c > b^2 - \| f \|^2 \) such that \( \| f - f_n \| ^2 \leq \frac{c}{n} \).

We are now ready to prove our main theorem about the approximation of bandlimited functions of the form (2)–(3) by deep ReLU networks.

**Theorem 3.2 (Bandlimited functions).** Let \( B = [0, 1]^d \) and \( f : B \rightarrow \mathbb{R} \) be a bandlimited function of the form

\[
f(x) = \int_{\mathbb{R}^d} F(w)K(w \cdot x)dw,
\]

\[
supp F(\omega) \subset [-M, M]^d, \quad M \geq 1,
\]

for some functions \( F : [-M, M]^d \rightarrow \mathbb{C} \) and \( K : \mathbb{R} \rightarrow \mathbb{C} \). Suppose that \( K \) is analytic in \( t = w \cdot x \in [-dM, dM] \) and satisfies the assumption of Thm. 2.6 for some \( s > 1 \) and \( C_K > 0 \). Suppose also that \( K \) is bounded by some constant \( 0 < D_K \leq 1 \) on the real axis, and that

\[
\int_{\mathbb{R}^d} |F(w)| dw = \int_{[-M,M]^d} |F(w)| dw = C_F < \infty.
\]

Then, for any measure \( \mu \) and any scalar \( 0 < \epsilon < 1 \), there exists a deep ReLU network \( \tilde{f}(x) \) with inputs \( x \in B \), that has depth

\[
L = O\left( \frac{1}{\log^2 s} \log^2 \frac{C_F K \sqrt{\mu(B)}}{\epsilon} \right)
\]

and size

\[
W = O\left( \frac{C_F^2 \mu(B)}{\epsilon^2 \log^3 s} \log^2 \frac{C_F K \sqrt{\mu(B)}}{\epsilon} \right)
\]

such that

\[
\left\| \tilde{f}(x) - f(x) \right\|_{L^2(\mu,B)} \leq \sqrt{\int_B |\tilde{f}(x) - f(x)|^2 d\mu(x)} \leq \epsilon.
\]

**Proof.** Let \( F(w) = |F(w)|e^{i\theta(w)} \). We may write

\[
f(x) = \int_{\mathbb{R}^d} F(w)K(w \cdot x)dw,
\]

\[
= \int_{\mathbb{R}^d} C_F e^{i\theta(w)}K(w \cdot x)\frac{|F(w)|}{C_F} dw.
\]

The integral in (2) represents \( f(x) \) as an infinite convex combination of functions in the set

\[
G(w) = \{ \gamma e^{i\beta}K(w \cdot x), \| \gamma \| \leq C_F, \beta \in \mathbb{R} \}.
\]

In other words \( f(x) \) is in the closure of the convex hull of \( G(w) \). Since functions in \( G(w) \) are bounded in the \( L^2(\mu,B) \)-norm by \( C_F \sqrt{\mu(B)} \) (since \( D_K \leq 1 \)), Thm. 3.1 tells us that there exists

\[
f_\epsilon(x) = \sum_{j=1}^{[\log_2 \epsilon] C_F} b_j K(w_j \cdot x), \quad \sum_{j=1}^{[\log_2 \epsilon] C_F} |b_j| \leq C_F,
\]

for some \( 0 < \epsilon_0 < 1 \) to be determined later, such that

\[
\left\| f_\epsilon(x) - f(x) \right\|_{L^2(\mu,B)} \leq C_F \sqrt{\mu(B)} \epsilon_0.
\]

We now approximate \( f_\epsilon(x) \) by a deep ReLU network \( \tilde{f}(x) \).

This network has depth \( L = O\left( \frac{1}{\log^2 s} \log^2 \frac{C_F K \sqrt{\mu(B)}}{\epsilon_0} \right) \) and size

\[
W = O\left( \frac{1}{\epsilon_0 \log^2 s} \log^2 \frac{C_F \sqrt{\mu(B)}}{\epsilon_0} \right)
\]

such that

\[
\left\| \tilde{f}(x) - f_\epsilon(x) \right\|_{L^2(\mu,B)} \leq \sum_{j=1}^{[\log_2 \epsilon_0] C_F} |b_j| |\tilde{K}(w_j \cdot x) - K(w_j \cdot x)|,
\]

\[
\leq C_F \epsilon_0,
\]

which yields

\[
\left\| \tilde{f}(x) - f(x) \right\|_{L^2(\mu,B)} \leq C_F \sqrt{\mu(B)} \epsilon_0.
\]

The total approximation error satisfies

\[
\left\| \tilde{f}(x) - f(x) \right\|_{L^2(\mu,B)} \leq 2C_F \sqrt{\mu(B)} \epsilon_0.
\]

We take

\[
\epsilon_0 = \frac{\epsilon}{2C_F \sqrt{\mu(B)}},
\]

to complete the proof. \( \square \)

---

\(^3\)We use Thm. 3.1 with \( c = b^2 > b^2 - \| f \|^2, b = C_F \sqrt{\mu(B)} \) and \( \| \cdot \| = \| \cdot \|_{L^2(\mu,B)} \).
Let us end this section with comments on the constants $C_F$, $C_K$ and $\mu(B)$; we start with $C_F$. If $F$ is a mollifier then $C_F = 1$, whereas if $F$ is a normal distribution truncated to $[-M, M]^d$ then $C_F < 1$. In general, however, $C_F$ might grow algebraically or exponentially with the dimension $d$.

We continue with $C_K$. Consider for example the complex exponential kernel $K(t) = e^{it}$, $t \in [-dM, dM]$. Eq. (44) yields
\[ C_K(s, dM) = e^{dM\frac{s^{-1}}{2}}, \text{ for any } s > 1. \] (62)

The resulting network to approximate a function to accuracy $\varepsilon$ in the $L^2(\mu, B)$-norm with such a kernel has depth
\[ L = O\left(\frac{1}{\log^2 s}\left(dM \frac{s^{-1}}{2} + \log_2 \frac{C_F \sqrt{\mu(B)}}{\varepsilon}\right)^2\right) \] (63)
and size
\[ W = O\left(\frac{C_F^2 \mu(B)}{\varepsilon^2 \log^2 s}\left(dM \frac{s^{-1}}{2} + \log_2 \frac{C_F \sqrt{\mu(B)}}{\varepsilon}\right)^2\right). \] (64)

We conclude with $\mu(B)$. If $\mu$ is a probability measure, then $\mu(B) \leq 1$ for any compact domain $B$. If $\mu$ is Lebesgue measure, then $\mu(B) = 1$ for the domain $B = [0, 1]^d$ we considered, but grows exponentially with the dimension $d$ if $B = [0, L]^d$, $L > 1$.

4. Discussion

We have proven new upper bounds for the approximation of bandlimited functions of the form $\mathcal{B}^{s, -B}$, for which the curse of dimensionality is overcome. Our proof is based on Maurey’s theorem and on the ability of deep ReLU networks to approximate Chebyshev polynomials and analytic functions efficiently.

There are many ways in which this work could be profitably continued. The space of bandlimited functions is a type of Reproducing kernel Hilbert space (RKHS) and therefore a possible extension would be to look at different types of RKHS. One could also relax the bandlimited assumption (3), e.g., to functions $F$ whose derivatives are rapidly decreasing. In this case, the kernel $K$ could be approximated on the real line by Chebyshev polynomials on truncated intervals or Hermite polynomials. The latter is another example of classical orthogonal polynomials, which can be represented by a three-term recurrence relation similar to (18) and efficiently implemented by deep ReLU networks.

Let us conclude this paper with a comment on deep versus shallow networks in the context of parallel computing efficiency. Since the depth $L$ grows like $O\left(\log^2\frac{1}{\varepsilon}\right)$ in Thm. 3.2 the approximation accuracy for deep networks can be root-exponentially improved if $L$ increases. Hence, very deep networks are more efficient than shallow networks when both parallel computing efficiency and approximation efficiency are considered. This is in contrast with the more general case of continuous functions, the approximation of which via very deep networks might be less attractive in terms of parallel computing [19].
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