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The health condition of rolling bearings, as a widely used part in rotating machineries, directly influences the working efficiency of the equipment. Consequently, timely detection and judgment of the current working status of the bearing is the key to improving productivity. This paper proposes an integrated fault identification technology for rolling bearings, which contains two parts: the fault predetection and the fault recognition. In the part of fault predetection, the threshold based on amplitude-aware permutation entropy (AAPE) is defined to judge whether the bearing currently has a fault. If there is a fault in the bearing, the fault feature is adequately extracted using the feature extraction method combined with dual-tree complex wavelet packet transform (DTCWPT) and generalized composite multiscale amplitude-aware permutation entropy (GCMAAPE). Firstly, the method decomposes the fault vibration signal into a set of subband components through the DTCWPT with good time-frequency decomposing capability. Secondly, the GCMAAPE values of each subband component are computed to generate the initial candidate feature. Next, a low-dimensional feature sample is established using the t-distributed stochastic neighbor embedding (t-SNE) with good nonlinear dimensionality reduction performance to choose sensitive features from the initial high-dimensional features. Afterwards, the featured specimen representing fault information is fed into the deep belief network (DBN) model to judge the fault type. In the end, the superiority of the proposed solution is verified by analyzing the collected experimental data. Detection and classification experiments indicate that the proposed solution can not only accurately detect whether there is a fault but also effectively determine the fault type of the bearing. Besides, this solution can judge the different faults more accurately compared with other ordinary methods.

1. Introduction

The working condition of bearings, as a vital part in rotating machinery, is closely related to the stable operation of equipment [1, 2]. Hence, real-time monitoring and prediction of the working status of the bearing is quite important to ensure safe production [3]. At present, there are a lot of mature and reliable methods to realize the fault diagnosis of bearing, such as vibration analysis, acoustic analysis [4, 5], oil analysis, and temperature analysis. Vibration signal is easy to collect and analyze, so it has been widely used and researched in the field of fault diagnosis. The fault diagnosis procedure of mechanical equipment based on vibration signal normally includes three steps: (1) collecting vibration data of equipment; (2) extracting the feature of a vibration signal to engender the initial feature; and (3) feeding the feature sample into the classifier for fault identification. Among them, the most important is the feature extraction, which is also the hotspot of current research. The quality of the extracted features directly affects the subsequent fault classification. The vibration signals of bearings are generally nonlinear [6]. Thus, it is the focus to explore the appropriate method to analyze the nonlinear vibration signal.
Due to the adverse factors such as friction, impact, and structural deformation in the working environment of bearing, the vibration signal is nonlinear and nonstationary. Therefore, how can reliable features be obtained from nonlinear data is the focus of research. With the further study of entropy-based theory [7], it becomes possible to process and analyze nonlinear data. For instance, Yan and Gao used approximate entropy (APE) for the first time in fault diagnosis to monitor the running status of bearings [8]. However, APE relies heavily on the length of data when processing signals with shorter data length, and the calculated entropy value may be less than the real. Richman and Moorman proposed sample entropy (SE) to settle the defect [9]. Unfortunately, SE may produce inaccurate estimations and undefined values. Afterwards, Bandt and Pompe presented permutation entropy (PE) [10], which measures the complexity by comparing the differences between adjacent data. Compared with other entropy-based methods, PE depends less on the model, and the calculation speed is fast and simple [11], whereas the amplitude information is neglected in the process of computing the PE. Consequently, the two time series would have with significantly different amplitudes but possibly with the same sort mode; meanwhile, the calculated PE value has an apparent error. To introduce amplitude information into the calculation process of permutation entropy, Azami and Escudero put forward amplitude-aware permutation entropy (AAPE) [12, 13] by introducing crucial information such as the amplitude and frequency of the signal into the calculation. Compared with PE, AAPE algorithm adds the deviation between amplitude and mean value of signal into the calculation process, contributing to further enhancing the stability and robustness of the algorithm.

However, both PE and AAPE are single-scale analysis methods. The actual vibration signal to be analyzed often contains information at multiple scales. The loss of a large amount of potentially useful information will be inevitably caused if only a single scale of analysis is conducted. Given the shortcomings of single-scale analysis, Costa et al. proposed multiscale entropy (MSE) [14], which can quantify the complexity of time series from multiple scales by dividing the original signal into multiple coarse-grained time series. Nevertheless, the multiscale approach adopted by MSE still has some defects: for example, the stability of the conventional multiscale computing method relies on the appropriate data length. Regarding short time series and larger-scale factors, a large entropy deviation will appear and cause the calculation result to be unreliable. Therefore, a composite multiscale method is employed in this paper to resolve the shortcomings of the traditional coarse-grained method. Meanwhile, the first-order moment (mean value) is expanded to the second-order moment (variance) during the process of coarse grained [15, 16]. Combined with AAPE, a generalized composite multiscale amplitude-aware permutation entropy (GCMAAPE) is proposed and utilized to subsequently extract the fault feature.

However, the direct usage of GCMAAPE to analyze the original signal cannot reveal the inherent characteristics such as the impact component contained in the vibration signal [17]. Thus, the entropy-based method is usually connected with the time-frequency processing method to reach a more comprehensive and detailed analysis for sake of highlighting the inherent characteristics of the vibration signal while extracting multiscale features [18]. Fourier transform (FT) is a commonly used signal analysis method while it cannot analyze the signal’s time domain and frequency domain part simultaneously due to the uncertainty principle. The wavelet transform (WT) is a multiresolution analysis approach that can amplify the instantaneous changes in the signal through the window function. Nevertheless, WT is unable to analyze the high-frequency components of the signal. The wavelet packet transform (WPT) is an improved algorithm of the wavelet transform [19], which can process signals adequately and carefully, with a preferable time-frequency positioning capability. However, both WT and WPT have the same limitations, that is, the criteria for selecting the wavelet basis function cannot be well determined and it is difficult to set an appropriate decomposition level, resulting in restricting their further usage. Empirical mode decomposition (EMD) is an adaptive signal processing approach that can decompose complex signals into multiple intrinsic mode functions (IMFs). Each IMF includes features on different time scales of the raw signal [20] while EMD has serious disadvantage such as mode mixing and end effects. Besides, dual-tree complex wavelet transform (DTCWT) proposed by Kingsbury [21] possesses excellent performance such as nearly shift invariance and excellent directional selectivity while it cannot segment the high-frequency part of the signal. With the purpose of resolving the shortcoming of insufficient signal decomposition of DTCWT, dual-tree complex wavelet packet transform [22] (DTCWPT) is put forward. It can decompose the high-frequency part of the signal and solve the frequency aliasing effect of DTCWT.

Generally, the feature sample acquired through the time-frequency multiscale approach is high-dimensional and redundant, containing plenty of features that have no concern with the fault information. If directly used for classification, it not only reduces the classification efficiency but also seriously affects the identification accuracy. Consequently, it is necessary to select the features with a strong correlation to acquire sensitive low-dimensional fault features. T-distributed stochastic neighbor embedding (t-SNE) is a manifold dimensionality reduction algorithm with high nonlinear dimensionality reduction property [23]. Based on the probability distribution of random walk on the neighborhood graph, the structural relationship can be discovered in the raw data. Thus, this paper adopts t-SNE to reduce the dimensionality of the features to make up the final feature. After the final feature sample is obtained, it needs to be identified to determine the fault state. In terms of accurately estimating the current condition of the bearing, the accuracy of recognition is the first task needing to be considered. BP neural network is liable to get trapped in the local optimal value, and the convergence speed is slow. The approximation and generalization of the model are too dependent on the typicality of the selected sample. In the artificial neural network (ANN) [24], a large number of parameters need to
be set, such as weight values and initial thresholds; besides, the learning time is too long and even caught in a loop without learning purpose. Support vector machine (SVM) is widely utilized owing to its excellent generalization ability and the advantage of processing small samples. SVM has parameter optimization problems that the classification performance would be severely affected by the selection of penalty coefficient and kernel function parameters [25]. With the deepening of artificial intelligence research, deep learning has been extensively studied. Deep network is a neural network simulating human brain processing information and has multiple hidden layers and multiple perceptrons. The research achievement has been successfully applied to the fields such as image recognition, speech processing, and text processing. However, these applications are all aimed at big data, and the application in small sample recognition is deficient. Deep belief network (DBN) [26–30] is a typical structure of the deep network, which is composed of multilayer restricted Boltzmann machines. The difficulty of parameter selection can be effectively avoided by adopting pretraining and fine-tuning training procedures [31]. Meanwhile, it can be trained with only a few samples, exhibiting obvious advantages in small sample recognition.

In summary, the focus of this paper is to propose an integrated fault diagnosis method based on DTCWPT, GCMAAPE, t-SNE, and DBN. The four tools (DTCWPT, GCMAAPE, t-SNE, and DBN) are employed to implement its four main targets (fault predetection, signal preprocessing, fault feature extraction, and fault pattern recognition), respectively. The main contributions and innovations of this paper can be summarized as follows:

(1) A fault diagnosis method integrating fault predetection and fault identification is presented. Different from most single step fault diagnosis methods, the proposed stepwise fault diagnosis strategy realizes the non-disassembly health detection of rolling bearing and avoids the secondary damage caused by the uncertainty of the subsequent pattern recognition, making it more consistent with the practical engineering applications.

(2) After a fault is detected in the rolling bearing, DTCWPT is used to process the vibration signal of the fault bearing, eliminating the noise and highlighting the vibration characteristics.

(3) GCMAAPE, a new nonlinear dynamic method, was used to extract fault characteristics at multiple scales from bearing vibration signals, not only overcoming shortcomings of MAAPE in the description of signal complexity but also better extracting fault characteristics by adopting generalized coarse-grained methods.

(4) DBN is introduced to automatically identify different fault types and severity and exhibits excellent generalization performance and classification efficiency compared to RF and SVM.

(5) The experimental data are used to verify the proposed method by comparing it with other methods.

The effectiveness and operability of the proposed method are demonstrated by the experimental result.

2. Theory of Experimental Methods

2.1. Dual-Tree Complex Wavelet Packet Transform (DTCWPT). The DTCWPT is a modified algorithm based on the theory of DTCWT by scholars Bayram and Selesnick, overcoming the shortcomings of the DTCWT algorithm that cannot decompose the high-frequency component of signal. DTCWPT is an extension of the traditional wavelet packet transform and adopts two parallel and independent discrete wavelet packets of the low-pass filter and high-pass filter to implement signal decomposition and reconstruction. The two discrete wavelet packets are called DTCWPT’s real tree and virtual tree. During the signal decomposition and reconstruction, the delay interval between the real tree and the virtual tree filter is exactly a sample value, and the sampling point of the virtual tree is kept exactly in the middle of the real tree to form the complementarity of the information, contributing to obtaining a nearly shift invariance and reduced loss of information. Besides, DTCWPT utilizes two parallel and independent discrete wavelet packets to decompose the low-frequency and high-frequency parts, exhibiting extremely high resolution while also effectively suppressing the frequency aliasing phenomenon. The decomposition and reconstruction of DTCWPT [32] are presented in Figure 1.

\[ S(t) \] is the input original signal; \[ \hat{S}(t) \] is the reconstructed signal; \[ f_{1,1} \] is the high-frequency filter of the first layer decomposition of the real tree; \[ f_{1.0} \] is the low-frequency filter of the first layer decomposition of the real tree; \[ f_{2.1} \] is the high-frequency filter of the first layer of the virtual tree; \[ f_{2.0} \] is the low-frequency filter of the first layer of the virtual tree; \[ a_{R}(1,1), a_{R}(1,1) \] are the decomposed components of the first layer of the real tree; \[ a_{im}(1,2), a_{im}(1,1) \] are the decomposed components of the first layer of the virtual tree; \[ h_{1}, h_{0} \] are the filters for real tree decomposition after the second layer; \[ g_{1}, g_{0} \] are filters for virtual tree decomposition after the second layer; \[ a_{R}(2,4), \ldots, a_{R}(2,1) \] are the components of the second-level decomposition of the real tree; \[ a_{im}(2,4), \ldots, a_{im}(2,1) \] are the components of the second-level decomposition of the virtual tree; \( h_{1}', h_{0}' \) are filters for real tree reconstruction outside the second layer; \( g_{1}', g_{0}' \) are filters for virtual tree reconstruction other than the second layer; \( f_{1,1}' \) is the reconstructed high-frequency filter of the first layer of the real tree; \( f_{1,0}' \) is the low-frequency filter reconstructed from the first layer of the real tree; \( f_{2,1}' \) is the high-frequency filter reconstructed from the first layer of the virtual tree; and \( f_{2,0}' \) is the low-frequency filter reconstructed from the first layer of the virtual tree; \( 2^l \) besides, \( 2^l \) denotes interval sampling, and \( 2^l \) indicates incremental sampling.

2.2. AAPE and GCMAAPE

2.2.1. AAPE. PE was proposed by Bandt in 2002 to analyze the complexity of time series, revealing that the more complex the signal being analyzed, the larger the
permutation entropy value. For instance, the permutation entropy of white noise is greater than the permutation entropy of the cosine signal. The realization regulation of PE is described as follows [10].

Assuming a time series \( x = \{x_1, x_2, \ldots, x_N\} \) of length \( N \), a \( m \)-dimensional vector at any time \( t \) is constructed.

\[
x^m_t = \{x(t), x(t + \tau), \ldots, x(t + (m - 1)\tau)\},
\]

where \( m \) and \( \tau \) denote embedding dimension and time delay, respectively. Define the permutation \( \pi_j = (r_1, r_2, \ldots, r_{m-1}) \) of \( \{0, 1, \ldots, m-1\} \) when fulfills

\[
x(t + r_n\tau) \leq x(t + (r_n + 1)\tau) \leq \cdots \leq x(t + r_{m-1}\tau).
\]

When formula (2) holds, \( x^m_t \) has a permutation of \( \pi_j \), where \( 0 \leq r_n \leq m - 1; \quad r_{n-1} < r_n \) holds when \( x(t + (r_n + 1)\tau) = x(t + r_{n-1}\tau) \).

For each permutation \( \pi_j \), the relative frequency of \( 1 \leq j \leq m! \) can be calculated as

\[
p(\pi_j) = \frac{\# \{t | t \leq N - (m - 1)\tau, x^m_t \text{ has type } \pi_j\}}{N - (m - 1)\tau},
\]

where \# represents the number of \( x^m_t \) belonging to type \( \pi_j \).

The PE of time series can be defined as

\[
H_{PE}(x, m, \tau) = -\sum_{j=1}^{m!} p(\pi_j) \ln p(\pi_j).
\]

According to the principles introduced above, PE ignores the diversity of amplitude in the uniform sort mode and may lose the signal’s amplitude information. Regarding the vibration signal acquired from the rolling bearings, the amplitude includes a great deal of information related to the working state, which is the most important feature that represents the current operating condition; thus it cannot be ignored. For instance, the sequences \([1, 2, 3, 4, 5, 6] \) and \([1, 2, 3, 4, 5, 96] \) are the same when mapping while the mapping differences between 5-6 and 5–96 are very large. A case where different types of time series are mapped to the same sort mode by a mapping function under the embedding dimension \( m = 4 \) is illustrated in Figure 2. It can be observed from the figure that the distances between the four points of diverse types of time series are not equal, suggesting that the amplitudes of the vibration signals are not consistent. Nevertheless, the sort mode (1 and 2) should be the same according to the principle of PE [33, 34].

Given the problems of PE, AAPE is proposed to increase the impact of key information such as amplitude and frequency on PE calculations to enhance the stability and robustness of PE. The calculation flowchart of AAPE algorithm [17] is presented in Figure 3.

Assuming that the initial value of \( p(\pi_{m, r}^j) \) is 0, the probability of its occurrence \( p(\pi_{m, r}^j) \) for the time series \( X_{m, r} \) should be recalculated whenever \( \pi_{m, r}^j \) appears when \( t \) gradually increases from 1 to \( N - m + 1 \).

\[
p(\pi_{m, r}^j) = p(\pi_{m, r}^j) + \left(\frac{1}{m} \sum_{k=1}^{m} |x_{t+(k-1)\tau} - x_{t+(k-2)\tau}| \right) \frac{A}{m - 1} \sum_{k=1}^{m} |x_{t+(k-1)\tau} - x_{t+(k-2)\tau}|,
\]

where \( A \in [0, 1] \) denotes the adjustment coefficient to adjust the weight of the signal amplitude mean and the deviation between the amplitudes. Thus, the probability of \( p(\pi_{m, r}^j) \) appearing in the entire time series is \( \pi_{m, r}^j \).
Possible time series | Ordinal pattern 1
---|---

Possible time series | Ordinal pattern 2
---|---

\[ p(\pi_i^{m,r}) = \frac{\sum_{r=1}^{N-m+1} (\frac{A}{m}) \sum_{k=1}^{m} |x_{r+(k-1)r} - (1 - A)/(m - 1)) \sum_{k=2}^{m} |x_{r+(k-1)r} - x_{r+(k-2)r}|}{\sum_{r=1}^{N-m+1} ((A/m) \sum_{k=1}^{m} |x_{r+(k-1)r}| + \sum_{k=2}^{m} |x_{r+(k-1)r} - x_{r+(k-2)r}|) + ((1 - A)/(m - 1)) \sum_{k=2}^{m} |x_{r+(k-1)r} - x_{r+(k-2)r}|}. \]

The AAPE value is computed as
\[ \text{AAPE} (m, \tau, n) = - \sum_{\pi_k=m!} p(\pi_k) \ln p(\pi_k). \]

2.2.2. GCMAAPE. The fault information contained in the vibration signals of rolling bearings usually appears on multiple scales, and a large amount of fault information will be lost if only single-scale analysis is performed. Thus, it is necessary to perform multiscale analysis to adequately extract the fault feature, and a multiscale AAPE (MMAPE) is accordingly put forward. Nevertheless, the coarse-grained approach adopted by MAAPE has the following defects. The coarse-graining process divides a time series into equal-length nonoverlapping segments and calculates the average of all data points in each segment. Therefore, the sequence of different scales of the original signal obtained by using only a single feature of the data mean will inevitably cause the loss of many potentially useful information. Consequently, a generalized composite multiscale method to address the defects of MAAPE is adopted to resolve the deficiencies of the traditional coarse-grained method. Specific steps are described as follows [16]:

1. For the time series \( x = \{x_1, x_2, \ldots, x_N\} \), the defined generalized coarse-grained time series \( y_k^{(s)} = \{y_{k,j}^{(s)} \} \) for scale factor \( s \) can be calculated as follows.

\[ y_{k,j}^{(s)} = \frac{1}{s} \sum_{i=(j-1)s+k}^{js+k} (x_i - \bar{x}_j)^2, \]

\[ 1 \leq j \leq \frac{N}{s}, 2 \leq k \leq s, \bar{x}_j = \frac{1}{s} \sum_{k=0}^{s-1} x_{i+k}. \]

2. For the scale factor \( s \), the AAPE values of \( s \) generalized coarse-grained time series \( y_k^{(s)} (k = 1, 2, \ldots, s) \) are computed.

3. The average of the \( s \) PE values is taken as the GCMAAPE value of the raw time series at the scale factor \( s \), calculated as follows:

\[ \text{GCMAAPE}(x, m, A, \tau, s) = \frac{1}{s} \sum_{k=1}^{s} \text{AAPE}(y_k^{(s)}, m, A, \tau). \]

The PE value obtained by formula (9) is drawn as a function of the scale factor, called generalized composite multiscale amplitude-aware permutation entropy analysis. GCMAAPE not only synthesizes the information of multiple coarse-grained time series at the same scale but also generalizes the first-order moment (mean) to the second-order moment (variance). Theoretically, the performance of GCMAAPE is better than that of MAAPE method. Different from AAPE with single-scale analysis, GCMAAPE and MAPE analyze time series from multiple scales. If GCMAAPE value of one time series is larger than another at most scales, indicating that the former is more random than the latter and has a higher probability of dynamic mutation.

2.2.3. The Parameter Choice Analysis for GCMAAPE. In the GCMAAPE, four vital parameters are required to be selected beforehand: embedding dimension \( m \), adjustment coefficient \( A \), time delay \( t \), and scale factor \( s \). Specifically, if the value of embedding dimension \( m \) is too small, the reconstructed vector includes too few states, and the algorithm loses its significance and effectiveness. However, the phase space reconstruction will homogenize the time series when \( m \) is too large; this not only spends much time to calculate but also fails to reflect the subtle transformation in the time series. Therefore, the embedding dimension is generally 3–7.

Figure 2: Two examples of diverse time series with the same sort mode.
Besides, the adjustment factor \( A \) is set to 0.5 according to the literature [12]. The time delay \( t \) has a small effect on the performance of GCMAAPE and is normally set to 1. Moreover, scale factor \( s \) is generally set to be larger than 10; there are no specific selection criteria while too small scale factor will lead to insufficient feature extraction and make it hard to effectively quantify the fault feature. However, too large scale factor will cause a large increase in the amount of calculation, as well as redundancy of features.

The vibration signals of rolling bearing under normal condition and the slight inner race fault condition were analyzed to understand the effect of the embedding
The effect of embedding dimension \( m = 3, 4, 5, 6, 7 \) on GCMAAPE performance when the time delay \( t = 1 \) and adjustment coefficient \( A = 0.5 \) is presented in Figure 4. It can be observed that the performance of GCMAAPE is the best when the embedding dimension \( m = 6 \). At this time, the entropy value of each scale factor has the largest difference; besides, the fault and normal states can be clearly distinguished. Consequently, the embedding dimension \( m \) is set to 6.

Secondly, the time delay \( t = 1, 2, 3, 4 \) when \( m = 6 \) is selected to test the effect of time delay \( t \) on the performance stability of GCMAAPE. The test results of the normal state vibration signal of the bearing under different time delay are illustrated in Figure 5. The different curves almost overlap together, and the difference in entropy value is very small. This indicates that the time delay \( t \) has little effect on GCMAAPE. Thus, \( t \) is set to 1 in this research according to the recommendations [13].

Finally, depending on the above analysis and the suggestions of the literature [13], the parameter settings are set as \( m = 6, t = 1, A = 0.5 \), and \( s = 10 \) in the subsequent experiments of this article.

2.3. Deep Belief Network (DBN). The deep belief network (DBN) is a probabilistic generation model consisting of multiple layers of restricted Boltzmann machines (RBMs), each of which can be simply considered independent. The layers are connected to each other, and each layer is an abstract representation of the visual layer data. A DBN network model that can be used is obtained through pre-training and fine-tuning. The detailed training procedure is divided into two steps [35].

Step 1: each layer of RBM is trained separately to allow each layer to contain as many features of the input data as possible. Specifically, the input vector is first mapped to the output through the weight. Then, the output is obtained, and the input vector is reconstructed in turn. The reconstructed deviation is used as the basis for updating the weight. This process is repeated until the deviation between the input vector and the output vector is tiny. The procedure of forward and backward is the learning process of RBM.

Step 2: in the former process, each RBM network only optimizes the mapping relationship between the input and output of its own layer, while it does not make the entire network structure reach the optimal. Therefore, it is necessary to establish a softmax classifier in the ultimate layer of DBN; then, the output feature vector of RBM is taken as the input feature vector of the softmax classifier to train the softmax classifier with supervision; next, the error between output and input is propagated to RBM of each layer from top to bottom; finally, all parameters of the network can be finely tuned. The structure of the DBN classifier is presented in Figure 6.

In the learning process of DBN, the training of RBM is the core. The network parameters are initialized using the layer-by-layer learning of RBM. Although the resulting initialized network parameters are not optimal parameters, they are generally in the vicinity of the optimal parameters, avoiding the BP algorithm to easily fall into the local optimal and training time and other defects caused by the random initialization of network parameters during training DBN.

3. The Proposed Approach

This paper proposes an integrated fault identification technology for rolling bearings based on the advantages of DTCWPT, GCMAAPE, and t-SNE in rolling bearing fault feature extraction and combining DBN models that can handle high-dimensional data classification problems, this paper proposes an integrated fault identification technology for rolling bearings. The integrated technology includes the following two parts.
3.1. Fault Predetection. As an improvement on the permutation entropy, AAPE has similar functions to PE. AAPE can detect the failure of equipment, indicating the ability to detect the failure. The sensitivity of AAPE to normal and the fault was used to screen the normal and fault of bearing.

When the scale factor is 1, the GCMAAPE value of the normal vibration signal is smaller than that of the fault vibration signal, with an obvious difference value. Therefore, the GCMAAPE value when the scale factor is 1 is used to differentiate the normal and fault states. Therefore, a threshold value is designed to detect the current health condition of the bearing to screen more intuitively.

3.2. Fault Classification. After the predetection, it is necessary to make further analysis to judge the bearing fault type and severity if the bearing fault is detected. A novel time-frequency multiscale feature extraction approach based on DTCWPT, GCMAAPE, and t-SNE was proposed. There are two traditional multiscale feature extraction methods: (1) the nonlinear time-frequency algorithm is adopted to decompose the signal into multiple components, and then the single entropy of multiple components is acquired; (2) the MSE of a single component is computed. Compared with the traditional method, the new time-frequency multiscale feature extraction method avoids the problem of insufficient feature extraction by extracting the multiscale entropy of multiple components to highlight the impact and resonant components in the fault vibration signal. The basic principle is to decompose the fault vibration signal into several components of different frequency bands and then use GCMAAPE to extract the fault characteristics of each component. Next, t-SNE is utilized to select sensitive features to acquire low-dimensional final feature vector. Finally, the DBN classification model is trained and tested with the final feature vector to classify different fault states. The technical route of the presented means is illustrated in Figure 7. The process of implementing the integrated fault diagnosis method includes the following six steps.

\textit{Step 1. Vibration data acquisition: collect vibration signals of running rolling bearings under different work conditions with sensors. Divide the collected experimental data into multiple samples of length N, which have no overlap between the sequences.}
Step 2. Fault predetection: calculate the GCMAAPE value when the scale factor is 1 and set a threshold value based on the GCMAAPE value to judge whether the bearing is healthy. If the GCMAAPE value of the bearing vibration signal to be detected is less than the threshold value, the bearing is healthy, the output is normal, and the diagnosis ends. Otherwise, proceed to the next step to judge the type and severity of the bearing failure.
Step 3. Signal preprocessing: decompose the fault vibration signal with DTCWPT to obtain several subbands of different frequency bands.

Step 4. Construction of high-dimensional fault features: calculate the GCMAAPE value of each subband component to form the initial candidate feature vector set and perform normalization processing as input for the next step.

Step 5. Selection of sensitive features: choose sensitive features from the normalized initial features using the t-SNE to construct a final feature vector.

Step 6. Fault recognition: divide the normalized feature vector into a training sample and a test sample and establish an optimal DBN classification model through the training and test.

4. Experimental Process and Results

4.1. Experimental Data. The bearing vibration signal is adopted to verify the performance of the proposed DTCWPT-GCMAAPE-t-SNE-DBN model. The rolling bearing vibration signal data used in the experiment are collected from the rolling bearing failure simulation test bench of the Electrical Engineering Laboratory of Case Western Reserve University in the United States [36]. The rolling bearing model used for the test is 6205-2RS-SKF deep groove ball bearings. A bearing failure simulation test bench is exhibited in Figure 8.

The bearing data used include vibration data of the drive end bearing under 10 operating conditions, which are normal working conditions (labeled NM), inner race fault conditions (labeled IRF1, IRF2, and IRF3), outer race fault conditions (labeled ORF1, ORF2, and ORF3), and ball fault conditions (labeled BF1, BF2, and BF3). The fault diameters of the three fault types are 0.1778 mm, 0.3556 mm, and 0.5334 mm. The different fault diameters indicate the severity of bearing damage. In this test, the sampling frequency is 12 kHz, the rotating speed of the motor is 1797 rpm, and the load is 0 HP. The details of the data used in the experiment are listed in Table 1. Each group of signals is divided into multiple groups of nonoverlapping samples. Since each sample consists of 2400 sampling points, each state contains 50 samples. Therefore, the experimental data used are composed of 10 working conditions, each of which contains 50 sets of samples. Among them, the samples of each state use 30 groups as the training set for the DBN classification model and the remaining 20 groups are used as the testing set.

4.2. Results and Analysis. The time-domain waveforms of vibration signals of bearing with different fault types and severity are illustrated in Figure 9. The waveform of the vibration signal lacks regularity, making it difficult to determine the working condition of the bearing directly from the time-domain waveform. Therefore, further measures need to be taken to determine the working state of the bearing. Similar to PE, AAPE can detect the state of the bearing to avoid secondary damage to the bearing, according to the previous theoretical analysis. The AAPE value of all samples is presented in Figure 10. It can be observed that the AAPE value of the bearing in the fault state is generally large, and the AAPE value of the bearing in the normal state is small; this is significantly different from the AAPE value of the fault state. Therefore, this method can be used to detect the normal state of the bearing. The value at the red dotted line is defined as the AAPE threshold (2.8913). Besides, the normal and fault states can be clearly distinguished by comparing the AAPE value of the vibration signal with the threshold. Moreover, the two indicators of detection accuracy (DTA) and missed detection rate (MDR) are used to make it more intuitive to evaluate the efficiency of the approach in the predetection. As demonstrated in Figure 10, the entropy values of all fault samples are distributed above the threshold, and all normal samples are distributed below the threshold. According to mathematical statistical analysis, the indicator DTA has reached 100%, and the MDR is 0%. Depending on the definition, the larger the value of DTA, the higher the accuracy of detecting normal samples, and the smaller the MDR, the lower the probability of misdiagnosis. In summary, the larger the DTA and the smaller the MDR, the more effective the method. Furthermore, it can be verified...
by the experimental results that the proposed approach has an excellent performance in the bearing predetection stage. After predetecting the working condition of the bearing, the fault recognition approach is used to diagnose the type and severity of the fault if the bearing does have a fault. First, each sample is decomposed to three levels adopting DTCWPT to highlight the impact components in the fault vibration signal and reduce the interference between the components. Next, eight subband components including diverse frequency band information can be acquired. Besides, only the DTCWPT decomposition results of minor outer race faults (ORF1) are used as representatives to reduce the space footprint. The results of the decomposition are exhibited in Figure 11.

After decomposing the signal, the GCMAAPE algorithm is used to fetch features of diverse scales from each subband signal. Considering space limitations, the GCMAAPE values of only subband signal 1, subband signal 2, subband signal 3, and subband signal 4 over scale factor of 10 under 9 working conditions are illustrated in Figure 12. It can be observed from Figure 12 that the GCMAAPE curves of the four subbands almost overlap when the scale factor is 1–4, demonstrating a poor separability of each state at this time. Moreover, the curve of each state has a significant difference when the scale factor is 4–10, indicating a strong separability. However, it is not possible to directly determine the fault condition based solely on the curve distribution in the figure, and further analysis is required to make the features obvious enough so as to recognize the diverse type of the bearing.

After completing the initial feature extraction, the $R^{450 \times 80}$ dimensional feature can be obtained. Apparently, the original feature is high-dimensional and redundant. It will not only reduce the efficiency but also guarantee the recognition accuracy if used directly for classification. Thus, it is indispensable to reduce the dimension of the fault feature. The t-SNE is adopted to select sensitive features for the

| Health state  | Fault diameter (mm) | Fault severity | Abbreviation | Training sample number | Testing sample number | Classification label |
|---------------|---------------------|----------------|--------------|------------------------|-----------------------|----------------------|
| Normal        | None                |                | NM           | 30                     | 20                    | 0                    |
| Inner race fault | 0.1778             | Minor          | IRF1         | 30                     | 20                    | 1                    |
|                | 0.3556             | Medium         | IRF2         | 30                     | 20                    | 2                    |
|                | 0.5334             | Severe         | IRF3         | 30                     | 20                    | 3                    |
| Outer race fault | 0.1778             | Minor          | ORF1         | 30                     | 20                    | 4                    |
|                | 0.3556             | Medium         | ORF2         | 30                     | 20                    | 5                    |
|                | 0.5334             | Severe         | ORF3         | 30                     | 20                    | 6                    |
| Ball fault    | 0.1778             | Medium         | BF1          | 30                     | 20                    | 7                    |
|                | 0.3556             | Medium         | BF2          | 30                     | 20                    | 8                    |
|                | 0.5334             | Severe         | BF3          | 30                     | 20                    | 9                    |

Figure 9: The time-domain waveforms of bearings with different types and fault severity.
original high-dimensional features. The feature vector after
dimensionality reduction is $R^{450 \times 3}$. Then, the DBN classi-
fication model is trained using 270 groups of samples, and
the property of the trained model is verified employing the
remaining as test samples. The classification results of the
proposed diagnostic model for nine fault conditions under
one trial are illustrated in Figure 13. In the 180 sets of test
samples, one BF1 sample was misclassified as BF2 sample. It
can be revealed that the classification accuracy of minor
outer race fault (BF2) conditions is 95% while the classifi-
cation accuracy of the other eight states reaches 100%.
Besides, the recognition rate of the proposed diagnosis
model reaches as high as 99.44% for all working conditions,
fully demonstrating that the solution possesses the best
diagnostic performance and good robustness for diverse
working conditions and fault severity.

The proposed approach is compared with the other three
approaches used on the bearing dataset to verify its excellent
performance. The other three methods are DTCWPT and
GCMPE (DTCWPT-GCMPE), DTCWPT and MAAPE
(DTCWPT-MAAPE), and DTCWPT and MSE (DTCWPT-
MSE). For DTCWPT-GCMPE [37], $r = 3$, $m = 6$, $t = 1$, and
$s_{max} = 10$. For DTCWPT-MAAPE, $r = 3$, $m = 6$, $t = 1$, $A = 0.5$, and
$s_{max} = 10$. For DTCWPT-MSE, $r = 3$, $m = 2$, $t = 1$, $rd = 0.15$, and
$s_{max} = 10$. Among them, $r$ denotes the number of
decomposition layers of DTCWPT, $m$ refers to the em-
bedding dimension, $t$ is the time delay, $rd$ represents the
tolerance of the signal, $A$ is the adjustment coefficient, and
s\textsubscript{max} indicates the scale factor. The classifier used in each method is DBN. Each method is repeated 25 times to avoid errors caused by random factors such as accidental factors. The experimental results of diverse approaches are presented in Figure 14 and Table 2. It can be clearly observed from Figure 14 and Table 2 that the classification effect of the proposed method is obviously superior to several other methods. The proposed method exhibits a maximum recognition rate of 100% and an average classification accuracy of 98.82%. After replacing GCMAAPE with GCMPE, the classification accuracy reaches 98.33%, and the average classification accuracy is 96.58%, lower than that of GCMAAPE. The main reason is that GCMAAPE introduces the amplitude information of the vibration signal into the calculation process, contributing to improving the utilization rate of fault information and obtaining higher-quality features. Besides, the average correct rate of MAAPE is lower than that of GCMAAPE, verifying that the generalized coarse-grained method adopted is superior to the traditional coarse-grained method used by MAAPE. Generally, the GCMAAPE method used is superior to several common entropy-based methods in performance, which is directly reflected in the higher recognition rate. Thus, the robustness of the approach to fault classification problems is fully demonstrated.

The advantages of this method in feature extraction are verified by comparing the performance of the DTCWPT-GCMAAPE feature extraction method with the following feature extraction methods. GCMAAPE acts on the raw vibration signal, the approach based on EEMD and GCMAAPE (EEMD-GCMAAPE) which can be found in the literature [38, 39] and the approach based on WT and GCMAAPE (WT-GCMAAPE). The parameters of these three methods are set as follows. For EEMD-GCMAAPE, M = 100, sd = 0.2, m = 6, A = 0.5, t = 1, and s\textsubscript{max} = 10. For WT-GCMAAPE, r = 3, wavelet basis function is db4, m = 6, A = 0.5, t = 1, and s\textsubscript{max} = 10. Among them, M is the ensemble number of EEMD, and sd is the standard deviation of added white noise in EEMD. The fault features extracted by the above three methods are finally inputted to the DBN
methods are presented in Figure 15, and the classification accuracy rates reach 93.33%, 95%, and 96.11%, respectively, lower than the proposed method in Figure 13. This is because when the GCMAAPE method is directly applied to the original vibration signal, the information such as the fault frequency in the fault vibration signal cannot be extracted, and the fault information is not sufficiently analyzed, resulting in a reduction in the quality of the feature. Both WT-GCMAAPE and EEMD-GCMAAPE are a multiscale analysis method based on time-frequency analysis. These two methods also have some problems limiting the quality of feature extraction. Besides, the WT method cannot effectively decompose the high-frequency part of the signal when analyzing the signal. EEMD has a serious mode aliasing effect, making the decomposed IMF have a large interference component. Compared with these three methods, the proposed DTCWPT-GCMPE feature extraction method is a multiscale analysis method based on time-frequency preprocessing and can reflect more fault information by highlighting different frequency components of vibration signals and by multiscale analysis, contributing to improving the quality of extracted features for better classification.

The classification experiments of the four methods in two conditions are compared to explore the necessity of dimensionality reduction and validate the performance of t-SNE in feature dimensionality reduction. The two conditions are without dimension reduction and with LDA dimension reduction. The experimental results of the four methods under different dimensionality reduction conditions are provided in Table 3. It can be observed from Table 3 that DTCWPT-GCMPE has achieved the best classification effect in both conditions while the accuracy rate of using LDA dimensionality reduction and nondimensionality reduction is lower than that presented in Table 2. It indicates that dimensionality reduction is necessary, and the dimensionality reduction performance of t-SNE is better than that of LDA. Without loss of the generality, two features are selected from the original features, as illustrated in Figure 16(a), and the two-dimensional visualization after LDA dimensionality reduction is presented in Figure 16(b). Moreover, the two-dimensional visualization after t-SNE dimensionality reduction is exhibited in Figure 16(c). Apparently, the different fault states in Figure 16(a) are well separated compared to Figures 16(a) and 16(b). Simultaneously, a BF2 sample is erroneously divided into IRF3 samples, confirming the classification result of Figure 13. Through dimension reduction, the subsequent classification becomes faster and efficiency and accuracy are improved.

The feature samples obtained by the proposed method are sent to different classifications for comparison (namely, support vector machine (SVM) and random forest (RF)) to verify the performance of the selected DBN classifier. The classification results and average running time are presented in Table 4. Besides, each method runs for 30 times to ensure that it is not affected by random factors. It can be revealed from Table 3 that the DBN classifier achieves the best classification effect, and the RF classifier requires the least running time. Thus, DBN has the highest classification accuracy, even though the DBN classifier has more running
Figure 15: Outputs of GCMAAPE, WT-GCMAAPE, and EEMD-GCMAAPE based fault diagnosis approaches. (a) GCMAAPE. (b) WT-GCMAAPE. (c) EEMD-GCMAAPE.

Table 3: The recognition rate of four methods under different conditions.

| Different conditions | Different methods      | Accuracy (%) | Max   | Min  | Mean |
|----------------------|------------------------|--------------|-------|------|------|
|                      | DTCWPT-GCMAAPE         | 96.67        | 92.78 |      | 94.51|
| LDA                  | DTCWPT-GCMPE           | 95.56        | 91.11 |      | 92.74|
|                      | DTCWPT-MAAPE           | 91.67        | 87.22 |      | 89.86|
|                      | DTCWPT-MSE             | 86.11        | 81.67 |      | 83.72|
|                      | DTCWPT-GCMAAPE         | 93.33        | 90    |      | 91.58|
| Without t-SNE        | DTCWPT-GCMPE           | 92.22        | 88.89 |      | 90.14|
|                      | DTCWPT-MAAPE           | 89.44        | 85    |      | 86.95|
|                      | DTCWPT-MSE             | 82.78        | 78.89 |      | 81.29|
time than RF. DBN achieves better performance by sacrificing part of the running time, which is acceptable to a certain extent. The running time of SVM is the longest among the three methods while its classification effect is not ideal. This is mainly because SVM is suitable for processing small sample data and cannot achieve the best performance when processing large batches of high-dimensional data. Generally, the DBN classification model not only has a shorter running time but also exhibits better performance.

**Table 4: The classification results of different classification models for 30 trials.**

| Classifier | Accuracy (%) | Time (s) |
|------------|--------------|----------|
|            | Max  | Min  | Mean   | Time (s) |
| DBN        | 100  | 96   | 98.47  | 7.98     |
| RF         | 100  | 93   | 96.23  | 5.61     |
| SVM        | 95   | 88   | 91.25  | 11.36    |
5. Conclusion
In this research, a synthesized fault identification technology including bearing predetection and fault classification is proposed to detect and identify the status of the bearing. At the stage of predetection, an AAPE threshold value that can differentiate between normal and fault conditions is defined by calculating the AAPE value of the bearing vibration signal under different working conditions so as to screen out the bearings with normal working conditions. Specifically, the time-frequency multiscale method DTCWPT-GCMAAPE-t-SNE is utilized to extract the fault feature and generate a fault feature sample if the bearing is detected to be faulty. Finally, a DBN classifier with powerful classification performance is used to classify the acquired high-dimensional features. The classification effects of WT-GCMAAPE, EEMD-GCMAAPE, and GCMAAPE are compared. The results indicate that the proposed approach can accurately highlight the fault information in the vibration signal and improve the quality of the features extracted subsequently. Simultaneously, it is compared with MAAPE, GCMPE, and MSE, demonstrating that GCMAAPE can effectively extract fault features from the DTCWPT processed signal and has better robustness. Generally, compared with other common fault diagnosis methods, this paper introduces bearing predetection, which avoids the subsequent model classification with uncertainty and improves the diagnosis efficiency. It has practical engineering significance and is more suitable for practical engineering application.
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