Modelling bark thickness for Scots pine (Pinus sylvestris L.) and common oak (Quercus robur L.) with recurrent neural networks
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Abstract

Variation of the bark depends on tree age, origin, geographic location, or site conditions like temperature and water availability. Most of these variables are characterized by very high variability but above of all are also affected by climate changes. This requires the construction of improved bark thickness models that take this complexity into account. We propose a new approach based on time series. We used a recurrent neural network (ANN) to build the bark thickness model and compare it with stem taper curves adjusted to predict double bark thickness. The data includes 750 felled trees from common oak and 144 Scots pine—trees representing dominant forest-forming tree species in Europe. The trees were selected across stands varied in terms of age and site conditions. Based on the data, we built recurrent ANN and calculated bark thickness along the stem. We tested different network structures with one- and two-time window delay and three learning algorithms—Bayesian Regularization, Levenberg-Marquardt, and Scaled Conjugate Gradient. The evaluation criteria of the models were: coefficient of determination, root mean square error, mean absolute error as well as graphical analysis of observed and estimated values. The results show that recurrent ANN is a universal approach that offers the most precise estimation of bark thickness at a particular stem height. The ANN recursive model had an advantage in estimating trees that were atypical for height, as well as upper and lower parts on the stem.

1 Introduction

The bark is an outer covering of the stems and roots of trees. Its role is to protect the tree against mechanical damage, high temperature, and excessive transpiration. It is produced by phellogen and is mainly made up of dead cells. On young trees, the bark is smooth—it thickens with age, begins to crack, and falls off. These changes are species-specific and depend on external factors. From an economical point of view, bark can be important as a fuel and a source of valuable biomaterials [1]. However, in forestry, the key issue is to calculate bark thickness due to timber volume estimation in forest inventories or log trade [2]. Modeling bark is mainly
based on the identification of factors influencing the variability of its thickness. These include tree age, origin, geographic location, and altitude or site conditions. Currently, the mechanical role of the bark is essential in weather conditions, which are characterized by violent thunderstorms, and strong winds. Changes in average temperatures may also result in changes in the thickness of the bark of trees, as this tissue actively participates in transpiration. The phenomenon of bark thickness reaction to temperature was observed in tree species exposed to high temperatures and fire [3]. Changes taking place in the environment in recent years are intense, which induces the need to build new models. Within a single tree, modeling the thickness of the bark along the stem is related to its elliptical growth. Directional variation in bark thickness was observed in pine. It is thicker to the north and thinner to the south [4]. The surface of the bark has a complex pattern—it is not smooth but rough and irregular. This makes it difficult to estimate the thickness along the trunk. Regression solutions are most often used to describe the double bark thickness (DBT). Another approach is to adapt the taper models so that bark thickness is the dependent variable. [5]. However, such nonlinear functions tend to smooth the shape. This results in an inaccurate description—usually in the lower or top part of the tree [6]. Moreover, the course of the taper function is different for the stem than for the bark itself. The course of the variability of the function describing the thickness of the bark along the tree trunk seems to have visible fluctuations, which may be random, and not only the trend related to the tapering of the stem with height. For individual trees, the dynamics of this function can be complicated—not only non-linear but also non-periodic. However, the individual observations of the series—the thickness of the bark at different tree heights—are interrelated. Such dynamic processes can be analyzed with a time series approach. Artificial neural networks (ANN) can be used to implement such relationships. Neural networks replace time-series decomposition with a learning process. With ANN can effectively describe relationships that are difficult to model with analytical methods. ANN is resistant to disturbances and adapts better to local conditions [7, 8]. Hornik, Stinchcombe and White [9] proved that multilayer perceptron networks with one hidden layer could theoretically be considered universal approximators. Neural networks have found application in forest resource management [10] for estimating tree diameter, height, volume, growth, and mortality of trees and others [11–14]. So far, no attempt has been made to use a recursive neural network to estimate bark thickness. In the presented research, tree species of high importance were selected for analysis. Pine (Pinus sylvestris L.) is one of the key species of European forests. Its range covers the boreal region of Northern and Eastern Europe to the mountains of the Mediterranean in Southeastern Europe. In Poland, it currently covers approximately 58 percent of the forest area [15]. Oak (Quercus L.) is the main species of the second-largest site type—European mixed forest. It is predicted that the range of the thermophilic species, resistant to drought or strong winds, may increase [16, 17]. Consequently, its economic importance will also be more significant. The thickness of the bark is a feature that can be thought of as an evolutionary adaptation to high temperatures. An increase in average annual temperatures [18] entails the need to adopt new approaches dedicated to modeling bark thickness. Developing such new models may be particularly important under changing climate conditions. Additionally, those equations are essential to quantify tree biomass, which is closely related to the supply of ecosystem services. The results of this study are clues for forest management decisions aimed at balancing timber and non-timber objectives.

This study aimed to (i) estimate bark thickness variations within pine and oak stands using a recurrent neural network, and (ii) compare it with adopted stem taper models. As a reference for ANN model, we used two polynomial regression equation models developed by Cao et al. [19], and improved by Li et al. [6].
Contributions to the proposed work include building a new recursive model of bark thickness for the most important tree species in Europe. Different bark thickness models based on neural networks will be estimated and compared.

2 Material and methods

2.1 Study area

Data for this study were collected from selected trees growing on 99 sample plots distributed throughout Poland in Central Europe (Fig 1). Poland has a moderate climate with both maritime and continental elements, with annual temperature and rainfall averages of 6–8°C and 700 mm, respectively (https://klimat.imgw.pl).

2.2 Data obtaining

In each plot, at least 20 trees of the main species with a diameter at breast height (DBH) larger than 7 cm were selected. Further, on the basis of their DBH, nine most representative sample trees were selected for the sectional measurements of thickness and bark ranging from the lowest to the highest DBH. Altogether, a total of 750 common oak (Quercus robur L.) and 144 Scots pine (Pinus sylvestris L.) trees were selected for the above purpose. After felling, diameter measurements (cm) were taken directly with calipers at different tree heights: cutting height—
0.0, then 0.5; 1.3 and 2.0 m from the ground level. The consecutive measurements were taken every 2 m up to the tree top. Bark thickness was measured with a bark thickness gauge with an accuracy of 1 mm in two perpendicular directions of stem thickness measurements, as follows: at the base of the stem (at the point of truncation—i.e., at the bottom face) and at the centers of the sections where stem diameter in the bark was measured. The diameter without bark (cm) was obtained by subtracting the double bark thickness from the diameter outside bark.

### 2.3 Artificial Neural Networks based prediction method

Making predictions using Artificial Neural Networks is done using a data-driven approach. This analysis method consumes only the collected data; no additional or previous knowledge of modeled phenomenon is used. The first stage of the proposed approach was to train an appropriately selected Artificial Neural Network based on the measurements that were collected in the field: that is DBT, H, H_b(k), see Table 1. This process enables ANN to adjust its inner parameters (weights) to model the given tree’s bark thickness according to the desired, known values that the teacher presents. The black box model is built for calculating desired target bark three based on given tree measurements. Any additional information like tree type, known mathematical models, or tree location is not included. After the training phase, Neural Network was given the data that was not presented during learning, that is a new set of trees. For those trees, a prediction was made. It was based on the parameters that were calculated for the trees that were presented so far.

#### 2.3.1 Adapting time series approach for the tree data set

The measurements of the DOB value for the particular tree in relation to the modeled double bark thickness \( k_1 + k_2 \) sequentially were ordered tree by tree (see Fig 2). It can be observed that the measurements may be interpreted as the time series for the independent variable \( k \in N \) equal to the consecutive number of samples. This series is decreasing repetitively for each new tree. For the reason that \( H \) value for the particular tree is constant and \( H_b \) is a growing value, an additional variable (DTT) determined by both \( H \) and \( H_b \) was introduced as follows:

\[
DTT(k) = H - H_b(k)
\]

where \( k = 1, \ldots, 1842 \) number of measurement. This relates to both the tree height and measurement point and its value is decreasing as the DOB value decreases and may be interpreted as the distance from the measured diameter at absolute height to the tip of the tree.

In time series modeling, nonlinear autoregressive exogenous models (NARX) are used when a series depends strongly on its own past values. Using a nonlinear autoregressive model allows introduction the very complex nature of such dependencies. NARX models also incorporate exogenous inputs. These externally determined variables influence the series. In addition, the model contains an “error” term, which relates to the fact that knowledge of other

#### Table 1. Characteristics of the data. \( k_1, k_2 \)—bark thickness at height \( H_b \), \( DBT \) (cm)—double bark thickness at height \( H_b \), \( H_b(m) \)—height along the bole from the ground, \( DOB(cm) \)—stem diameter outside bark at height \( H_b \).

| Variable (unit) | Range pine [min, max] | Range oak [min, max] |
|-----------------|-----------------------|----------------------|
| \( k_1(cm) \)   | 0.05,6.50             | 0.01,5.50            |
| \( k_2(cm) \)   | 0.05,6.50             | 0.01,5.40            |
| \( DBT(cm) \)   | 0.10,13.00            | 0.03,10.91           |
| \( H(m) \)      | 18.30,32.70           | 13.90,35.90          |
| \( H_b(m) \)    | 0.00,32.00            | 0.00,36.00           |
| \( DOB(cm) \)   | 0.60,75.55            | 0.25,129.25          |

https://doi.org/10.1371/journal.pone.0276798.t001
terms is not known precisely. Such a model can be stated as:

\[ y_k = F(y_{k-1}, y_{k-2}, \ldots, y_{k-N}, \ldots, u_k, u_{k-1}, u_{k-2}, \ldots, u_{k-M}, \ldots) + \epsilon_t \]  

(2)

where in our case \( y(k) = k_1 + k_2(k) \) is the dependent variable of interest, and \( u \) is the externally variable, \( \epsilon \) is the error term. The function \( F \) is nonlinear. In our approach \( F \) is assumed in the form of a neural network. The numbers of delays \( N, M \) define a time window for dependent and independent variables. The rest of the variables are assumed according to formulas presented in the next subsection.

2.3.2 NARX ANN with time window delay. To model the estimated double bark thickness variation we used a nonlinear autoregressive exogenous Neural Network model (NARX ANN) with sigmoidal activation functions in the hidden layer and linear activation function for the output, [20].

Then, the following inputs and targets for NARX ANN were introduced, see Fig 2.

\[ \text{ANN}_{\text{input}}(k) = [\text{avg}_d(k), \text{DDT}(k)] \]  

(3)

\[ \text{ANN}_{\text{target}}(k) = [(k_1(k) + k_2(k))] \]  

(4)

Such a design of the input data stream resulted in the same cyclic descending values as within the target data stream. Assuming

\[ u_k = \text{ANN}_{\text{input}}(k) \]  

(5)

it completes the definition of the model (2). In order to verify the quality of modeling the
mean squared error (MSE) and R coefficient of variation were used for the learning and testing process separately:

\[
MSE = \frac{1}{K} \sum_{k=1}^{K} (\text{ANN}_{\text{target}}(k) - \text{ANN}_{\text{output}}(k))^2
\]

where \( K \) is the number of samples (\( K = 1564 \) for pine learning process, \( K = 276 \) for pine testing process, \( K = 10027 \) for oak learning process \( K = 1769 \) for oak testing process).

Nguyen-Widrow initialization method was used for the initialization of all ANN starting weights, [21]. As the preprocessing of the data linear Min-Max scaler was used to standardize all the data into [0, 1] intervals. Three different learning methods were examined, including Bayesian Regularization training (BR), Levenberg-Marquardt algorithm (LM), and Scaled Conjugate Gradient (SCG), [22]. After introductory testing the considered size of the time window delay for input and output, were either two past values included or a single past value included—it results in \( N, M \in \{1, 2\} \). Repeated random sub-sampling validation was used for each ANN. 15% of randomly chosen data from the learning data set was used for model validation. Validation sets are used to stop training early if the network performance on the validation vectors fails to improve. Additionally, one round of cross-validation was used to compare the results across different ANNs with the same number of internal connections. All data from the testing set was used for cross-validation. Matlab R2017 solver was used to conduct any necessary numerical experiments [23].

Two layered NARX ANN were examined with a different number of neurons in the hidden layer, see Table 4. The set of collected data was divided into a training set, containing 70% of data, a testing set, and validation sets containing respectively 15% of all data. For the pine, it resulted in 1288 samples for training, 276 for validation, and 276 for testing. For oak 8258 samples were used for training and 1769 for validation and 1769 for testing. The data were scaled to [0, 1] interval in the prepossessing stage, and the results of ANN simulation were scaled back to the original data range. Both MSE error and correlation coefficient R were calculated for those three sets separately in order to exclude possible negative over-fitting effects. Each ANN network type, presented in Table 4, was trained 100 times with different initial weight sets. The dependence between initial weights and final training results after meeting the stopping criteria was observed insignificant. All the networks were trained with different starting weights. The different sets of starting weights were stated not to impact the obtained MSE errors significantly. The standard deviation of MSE value equaled less than 0.1%. Considering cross-validation between ANNs of the same structure, the standard deviation of MSE value for different cross-validation sets was observed less than 2%. Therefore we decided to present the final results for the network that was randomly chosen from the set of 100 previously trained ANNs.

2.3.3 Comparison with bark taper models. In order to compare results from NARX ANN modeling, the following two statistically obtained functions were introduced—STAT1 and STAT2. The taper model selected in this study was first proposed by Cao and Pepper [19] to model diameter inside bark for three pine species and introduced by Li and Weiskittel [6] for modeling double bark thickness. It turned out that these equations have the best results of all the compared models. The equations differ by adding quotient term: diameter inside bark at breast height/ diameter outside bark at breast height. This activity was intended to increase the performance of the model by reducing bias. From a practical point of view, this quotient information is (diameter inside bark at breast height) rarely available in forest inventory databases [6]. The dependent variable of equations STAT1 and STAT2 was changed in this study to describe double bark thickness. In the original study, it performs diameter inside the bark.
Let the
\[ DBT = k_1 + k_2 \]
be the Double Bark Thickens calculated based on field measurements and
\[ ANN = ANN_{output} \]
be the value of Double Bark Thickens simulated by ANN.

\[ STAT_1 = \]
\[ \text{avg}_d \left( b_1 + b_2 \frac{Hb(k)}{H} + b_3 \left( \frac{Hb(k)^2}{H} + b_4 * H \right) \right) + b_5 \]
where the coefficients are listed in Table 2.

\[ STAT_2 = \]
\[ \text{avg}_d \left( \tilde{b}_1 + \tilde{b}_2 \frac{Hb(k)}{H} + \tilde{b}_3 \left( \frac{Hb(k)^2}{H} \right)^2 + \tilde{b}_4 * H + ... \right) \]
\[ ... + \tilde{b}_6 \left( \frac{(d_{1,3} + d_{2,3})}{2} - (k_{1,3} + k_{2,3}) \right) \left( \frac{(d_{1,3} + d_{2,3})}{2} \right) \right) + \tilde{b}_6 \]
where the coefficients are listed in Table 3.

\[ \text{were calculated using Statistica solver [Statistica 13.1 software].} \]

In order to compare those models, the following measures were used:

\[ \text{Root mean squared error:} \]
\[ \text{RMSE}(cm) = \sqrt{\frac{\sum_{k=1}^{K} (DBT(k) - DBT_i(k))^2}{K}} \]

\[ \text{Summed error in the form of:} \]
\[ \text{ME}(cm) = \sum_{k=1}^{K} (DBT(k) - DBT_i(k)) / K \]
Model efficiency coefficient:

\[ EF(cm) = 1 - \frac{\left( \sum_{k=1}^{K} (DBT(k) - DBT_i(k))^2 \right)}{\left( \sum_{k=1}^{K} (DBT_i(k) - MEAN(DBT_i))^2 \right)} \]  (16)

Mean error:

\[ MEAN(DBT)(cm) = \frac{\sum_{k=1}^{K} DBT_i(k)}{K} \]  (17)

\[ MAE = \frac{\sum_{k=1}^{K} |DBT_i(k) - DT_i(k)|}{K} \]  (18)

where \( i \in \{ \text{STAT, ANN} \} \).

The sample values obtained from the Neural Network model are depicted in Fig 4. The errors are presented on Fig 3.

3 Results

The best results for modelling the thickness of pine bark were obtained for NARX 2(1)-20–1 ANN trained by the Bayesian Regularization algorithm (Table 4). Smaller ANN resulted in a correlation coefficient R-value in the testing set lower than R = 9.0. By introducing additional time delay in the input and output layers, we received a lower MSE value for smaller ANNs trained by Bayesian Regularization algorithm. In this case, the counterproductive result for both: LM and SCG training methods, were received. Using a time delay of length 2 for bigger ANNs results in ANN over-fitting using BR. For ANN trained by LM results were similar to those using smaller ANN but the training lasts longer. SCG training was stated not very efficient for bigger NARX ANN with a time delay value equal 2.

The aim of the first numerical experiment was to conclude if the training method had an influence in the results obtained (see first three rows of Tables 4 and 5). It resulted in the conclusion that the Bayesian Regularization training was the most effective for a given data sets for NARX 2(1)-10–1 ANNs. During the next experiment, the second delay into ANN output into input was introduced. We concluded that introducing a second delay was not much beneficial.

![Fig 3. Histogram of ANN errors with 20 bins for 2(1)-20–1 networked trained with BR, evaluated for pine data.](https://doi.org/10.1371/journal.pone.0276798.g003)
for obtaining the best results however supported ANN trained by LM and SCG algorithms to lower MSE errors. The most significant improvement was stated for SCG learning method. Forth experiment was conducted in order to detect if adding additional neurons in the hidden layer without adding a second delay unit can improve the results. We concluded that for BR and SCG algorithms this strategy enables lowering the value of MSE error. In the fourth experiment, we tested larger networks (20 hidden neurons) with two delay units, which gave better results.

Table 4. BR—Bayesian Regularization training, LM—Levenberg-Marquardt training algorithm, SCG—Scaled Conjugate Gradient, the number in the brackets indicates the size of the time window delay for input and output, (2) two past values included, or (1) single past value included, evaluated for pine data set, see Fig 2.

|        | ANN 2(1)–10–1 BR | ANN 2(2)–10–1 BR | ANN 2(1)–20–1 BR | ANN 2(2)–20–1 BR |
|--------|-----------------|-----------------|-----------------|-----------------|
| MSE    | R               | MSE     | R               | MSE     | R               |
| Training | 3.55e-1 | 9.36e-1 | 3.56e-1 | 9.361e-1 | 7.11e-1 | 8.72e-1 | 70 |
| Validation | 0e-0 | 0e-0 | 6.49e-1 | 8.96e-1 | 5.52e-1 | 8.99e-1 | 15 |
| Testing | 5.73e-1 | 8.87e-1 | 6.28e-1 | 8.80e-1 | 5.79e-1 | 8.83e-1 | 15 |

for obtaining the best results however supported ANN trained by LM and SCG algorithms to lower MSE errors. The most significant improvement was stated for SCG learning method. Forth experiment was conducted in order to detect if adding additional neurons in the hidden layer without adding a second delay unit can improve the results. We concluded that for BR and SCG algorithms this strategy enables lowering the value of MSE error. In the fourth experiment, we tested larger networks (20 hidden neurons) with two delay units, which gave better results.

Table 5. BR—Bayesian Regularization training, LM—Levenberg-Marquardt training algorithm, SCG—Scaled Conjugate Gradient, the number in the brackets indicates the size of the time window delay for input and output, (2) two past values included, or (1) single past value included, evaluated for oak.

|        | ANN 2(1)–10–1 BR | ANN 2(2)–10–1 BR | ANN 2(1)–20–1 BR | ANN 2(2)–20–1 BR |
|--------|-----------------|-----------------|-----------------|-----------------|
| MSE    | R               | MSE     | R               | MSE     | R               |
| Training | 4.05e-1 | 8.94e-1 | 4.22e-1 | 8.86e-1 | 8.34–1 | 7.62e-1 | 70 |
| Validation | 0e-0 | 0e-0 | 4.08e-1 | 8.96e-1 | 9.23e-1 | 7.45e-1 | 15 |
| Testing | 4.01e-1 | 8.82e-1 | 4.60e-1 | 8.73e-1 | 8.80e-1 | 7.34e-1 | 15 |

https://doi.org/10.1371/journal.pone.0276798.t004

https://doi.org/10.1371/journal.pone.0276798.t005
results for BR and LM training algorithms. Additionally in this case we obtained the best results among all tested cases for NARX 2(1)-20–1 ANN trained by the BR algorithm. Those results were similar for both pine and oak training sets. For a given model form, a combination of the BR algorithm with NARX 2(1)-20–1 generally produced a more reliable prediction of bark thickness profile (Fig 4).

For the purpose of this research, three different types of NARX ANN were tested. They differed in both the number of hidden neurons and the number of delays for input and output. The time window delay was two past values included, or a single past value included. All types of ANN were trained based on three different learning methods: BR—Bayesian Regularization training, LM -Levenberg-Marquardt training algorithm, and SCG—Scaled Conjugate Gradient, see Tables 4 and 5. Bayesian regularization is a process that converts a nonlinear regression into a statistical problem. LM algorithm interpolates between the Gauss-Newton algorithm and the method of gradient descent. SCG proceeded in a direction that is conjugated with the directions of the previous steps.

Tables 6 and 7 demonstrate that the best results for both oak and pine regarding RMSE and MAE had the ANN model. The other two models were comparable and approximately two times worse than the neural one. STAT\textsubscript{3} had the highest efficiency for both species, but there were no significant differences between the neural and STAT\textsubscript{1} in this respect. The difference in EF between STAT\textsubscript{2} and ANN was 0.05 (for pine) and 0.02 (for oak). The STAT\textsubscript{1} for pine was worse than the neural model by 0.01, but for oak, the difference was considerable—0.25. Statistical models obtained the lowest value of ME error.

To check and compare the models, we plotted a sample of data for individual trees. The differences between DBT data obtained by ANN (Eqs (3) and (4)) model for pine trees, and by

![Fig 4. Results of simulation for 2(1)-20–1 networked trained with BR for pine data, where horizontal axis [1]—identifier of measurement.](https://doi.org/10.1371/journal.pone.0276798.g004)

| Table 6. Accuracy measurements of the artificial neural network model (ANN), the polynomial regression equations (STAT\textsubscript{1} and STAT\textsubscript{3}) for the estimation of the double bark thickness for pine. |
|-----------------|-----------------|-----------------|
|                | ANN             | STAT\textsubscript{1} | STAT\textsubscript{2} |
| RMSE           | 0.6440          | 1.2739           | 1.2984           |
| ME             | 0.3681          | 0.0330           | -0.0067          |
| EF             | 0.8389          | 0.8249           | 0.8782           |
| MAE            | 0.3335          | 0.4148           | 0.3652           |

https://doi.org/10.1371/journal.pone.0276798.t006
Table 7. Accuracy measurements of the artificial neural network model (ANN), the polynomial regression equations (STAT₁ and STAT₂) for the estimation of the double bark thickness for oak.

|        | ANN  | STAT₁ | STAT₂ |
|--------|------|-------|-------|
| RMSE   | 0.6348 | 1.6874 | 1.6874 |
| ME     | 0.0031 | -0.0005 | 0.0008 |
| EF     | 0.7591 | 0.5080 | 0.7752 |
| MAE    | 0.4002 | 0.5988 | 0.4646 |

https://doi.org/10.1371/journal.pone.0276798.t007

statistical models STAT₁ (Eqs (9) and (10)), STAT₂ (Eqs (11) and (12)) are depicted in Figs 5–7. For the oak tree, the results are depicted in Figs 8–11.

STAT₁ and STAT₂ models showed the tendency for higher errors in the top (Fig 6) and bottom (Fig 5) parts of the stems notably for pine. Especially the STAT₁ turned out to be worse in
many cases, underestimating DBT at the top of the tree. For oak, the statistical models underestimated or overestimated the thickness of the bark in the middle part of the stem (Figs 8–11). There have been isolated cases where the neural network has estimated the thickness of the bark at the tree trunk slightly higher than the actual thickness (Fig 5). Closer to the top,
Fig 9. 400 DBT data (black line), STAT₂ (blue line), STAT₁ (cyan line), ANN (red line) for oak. Horizontal axis [1]—identifier of measurement.

https://doi.org/10.1371/journal.pone.0276798.g009

Fig 10. 400 DBT data (black line), STAT₂ (blue line), STAT₁ (cyan line), ANN (red line) for oak. Horizontal axis [1]—identifier of measurement.

https://doi.org/10.1371/journal.pone.0276798.g010

Fig 11. 400 DBT data (black line), STAT₂ (blue line), STAT₁ (cyan line), ANN (red line) for oak. Horizontal axis [1]—identifier of measurement.

https://doi.org/10.1371/journal.pone.0276798.g011
STAT\textsubscript{1} and STAT\textsubscript{2} models smoothed the course of the DBT function for both pine and oak (Figs 7 and 8). ANNs matched the actual shape of the DBT function. Figs 6 and 10, show a better adaptation of the ANN model to atypical cases for both pine and oak. For oak (Figs 8–10) the tendency for STAT\textsubscript{1} and STAT\textsubscript{2} to smooth the shape is more pronounced than for pine. Also, atypical cases and outliers are projected worse (Figs 9–11). The models either underestimate the DBT thickness for the taller trees or overestimate them for, the lower trees (Figs 10 and 11).

4 Discussion

Tree growth is a complicated, nonlinear, and non-deterministic physiological process that also applies to tree bark. Usually, it is connected with the necessity to use unconventional methods for modeling. Our objective was to model the double bark thickness with two approaches used to predict the double bark thickness. The first method relates to the traditional and widely accepted nonlinear regression modeling. The second method uses the recursive ANN algorithm. The usefulness of this algorithm was tested due to its advantage over the traditional methodology. Nonlinear regression analysis estimates the coefficients in a mathematical equation that must be determined first. It requires a preliminary examination of the conditions of use. The role of each variable involved in modeling must be known. This distinguishes them from neural models. In a way, comparing the ANN and STAT\textsubscript{1,2} models refers to testing the resistance of both methods to the input assumptions. Models that are more sensitive to atypical cases, stochastic disturbances, sample randomness disturbances, or measurement errors give the effect of larger systematic and forecast errors.

Modeling bark thickness requires capturing thickness differences due to environmental and within-tree variability. At work, we focused on individual differences. We chose two tree species that are representative both in terms of the importance of occurrence in Central Europe and differ in terms of DBT character as much as possible. We chose these two sets to see the differences in modeling. Pine grows in very different ecological conditions, which also affects the local variation in the thickness of the bark of these trees. On the other hand, oak has a very thick bark among deciduous trees with a very irregular course. In both cases, modeling with classical methods is difficult and requires removing outliers, dividing into age groups [24] or other treatments that facilitate obtaining precise models. However, the accuracy of model prediction does not always correspond to its universality, which is equally important from a practical point of view [25]. Choosing an appropriate modeling method should take into account both the trend and the dynamics of the phenomenon. In our research, we considered trees of different ages, including those with an irregular profile. We did not make any additional steps to remove outlier trees from the set. This way, we wanted to test the ability of the recursive model to adapt to the natural diversity and dynamics of the feature, which is the thickness of the bark. Primarily the oak is characterized by high irregularity in the stem morphology. Sometimes the bark of the oak in the upper parts of the stem is thicker than in the lower parts. According to the results of our analysis, the ANN model turned out to be better in terms of the ability to detect complex patterns and outliers. On individual trees, the differences in bark thickness depend on the position along the bole. When comparing tree taper over and under the bark, the functions are not parallel. The curvature of the outside-bark diameters function is greater than the inside-bark diameters function, so the ratio of bark decreases with height. On the other hand, above the relative height of 60 percent, the tapering of the stem under the bark is larger, so the ratio of bark in the tree’s thickness increases [5]. Especially in pine, the differences at the base of the tree are marked. Pine is characterized by a large thickness of the bark at the trunk. The rest of the tree is much thinner and has less variation. This
results in a function mismatch at the bottom of the tree, where the bark is thickest. Incorrect bark estimation at this point is equivalent to the greatest inaccuracy of the estimation of the bark volume [26]. New research shows that a combination of stem taper function and bark thickness model (called the two-stage method) is suggested to predict DBT, especially in upper and lower portions of the tree stem. [27]. The ANN recursive model also estimated DBT much better than the non-linear function in the ranges up to 1 m high at the trunk and also 1–2 meters from the top of the tree. It would be very interesting to compare the two-stage method and ANN recursive model in future research. The stem taper equations that express mathematical relationships between tree height and diameter are essential for quantifying bark thickness as well as stem volume. A number of taper functions have been developed for different tree species with various forms including linear mixed functions, variable form taper functions, segmented polynomial taper functions, and also machine learning approaches including artificial neural network [28]. Based on these equations, bark thickness can then be calculated. Recursive MLP and RBF networks have been used to define the diameter prediction and volume calculations of Eucalyptus clones [24]. The results of Soares (2012) model were characterized by the accumulation of errors in the top part of the trees. The model was also developed for trees obtained from the clonal genetic material of the same age. In our work, the trees selected across stands varied in terms of age and site conditions, which was an additional complicating factor for the model. Deciduous trees are rarely modeled because of the difficulty associated with form diversity. The random forest and neural network models, used by Nunes and Görgens (2016) included 72 deciduous tree species. Input data were classified into three types and used as a qualitative variable. The information on the origin of a tree was crucial for the model because of the diversity of stem shapes in the different sites. Two multi-layer perceptrons were calibrated in the context of regression analyses and were found to be more accurate than the traditional taper equation, especially with regard to the prediction of diameter on lower and thicker portions of the stem or diameters of large trees. We also observed a good ANN model prediction for lower trees compared to the statistical models. In the works of Nunes and Görgens (2016) and also Nickolas (2016), prediction errors for smaller trees or diameters on the mid-range or upper portions of the stem were usually underestimated. In this regard, recursive models tend to be more representative of all data sets.

The results of our study show that it detects exceptional cases better than the standard models. Our findings are consistent with the recommendation of ANN models for describing the shape of a tree without bark. Recursive networks have not been used in DBT modeling so far. It seems that the ANN methodology can work very well for the unusual and challenging problems often associated with DBT prediction.

5 Conclusions

Under the conditions tested here, the recurrent ANNs are more suitable than regression models in the estimation of bark thickness. The best ANNs model for both pine and oak includes a Bayesian Regularization training algorithm with a single past value.

Time series is a suitable approach for capturing bark thickness variation for trees of diverse morphological types which are more common in deciduous species, like oak. ANN recursive model is more appropriate than regression models for estimating the bark thickness at the bottom and top of a tree, where classic models tend to overestimate or underestimate values, especially for pine.

Furthermore, the polynomial regression equation models either underestimate the bark thickness for the taller trees or overestimate them for, the lower trees. The ANN recursive model had an advantage in estimating such atypical trees. In particular, better estimates were
for trees of less than average height. Such models are suitable for describing irregular cases so that they better describe the complex data set.

Additionally, ANN models can be improved by e.g. increasing the learning set, better fitting the model structure to the shape topology, changing the nonlinear transition function, or changing the learning parameters. The analyses performed, therefore, point to ANN as a universal tool for describing bark thickness. The presented ANN recursive models can be applied in the future to predict bark thickness in other species or regions.

**Supporting information**

S1 Data. (XLSX)

S2 Data. (XLSX)

**Author Contributions**

**Conceptualization:** Dominika Cywicka, Agnieszka Jakóbik.

**Data curation:** Daryna Pasichnyk.

**Formal analysis:** Agnieszka Jakóbik.

**Methodology:** Dominika Cywicka.

**Project administration:** Jarosław Socha, Daryna Pasichnyk.

**Visualization:** Adrian Widlak.

**Writing – original draft:** Dominika Cywicka, Agnieszka Jakóbik.

**Writing – review & editing:** Jarosław Socha, Adrian Widlak.

**References**

1. Doruska P, Patterson D, Hartley J, Hurd M, Hart T. Newer Technologies and Bioenergy Bring Focus Back to Bark Factor Equations. Journal of Forestry. 2009; 107:38–43.

2. Thomas M, Liang J. A Bark Thickness Model for White Spruce in Alaska Northern Forests. International Journal of Forestry Research. 2009; 2009.

3. Berrill JP, O’Hara K, Kichas N. Bark Thickness in Coast Redwood (Sequoia sempervirens (D.Don) Endl.) Varies According to Tree- and Crown Size, Stand Structure, Latitude and Genotype. Forests. 2020; 11:637. https://doi.org/10.3390/f11060637

4. Marshall H, Murphy G, Lachenbruch B. Effects of bark thickness estimates on optimal log merchandising. Forest Products Journal. 2006; 56.

5. Laasasenaho J, Melkas T, Alden S. Modelling bark thickness of Picea abies with taper curves. Forest Ecology and Management. 2005; 206:35–47. https://doi.org/10.1016/j.foreco.2004.10.058

6. Li R, Weiskittel A. Estimating and predicting bark thickness for seven conifer species in the Acadian Region of North America using a mixed-effects modeling approach: Comparison of model forms and subsampling strategies. European Journal of Forest Research. 2011; 130:219–233. https://doi.org/10.1007/s10342-010-0423-y

7. Paruelo JM, Tomasel F. Prediction of functional characteristics of ecosystems: a comparison of artificial neural networks and regression models. Ecological Modelling. 1997; 98(2):173–186. https://doi.org/10.1016/S0304-3800(96)01913-8

8. Manel S, Dias JM, Buckton ST, Ormerod SJ. Alternative methods for predicting species distribution: An illustration with Himalayan river birds. Journal of Applied Ecology. 1999; 195:734–747. https://doi.org/10.1046/j.1365-2664.1999.00440.x

9. Hornik K, Stinchcombe M, White H. Multilayer feedforward networks are universal approximators. Neural Networks. 1989; p. 38–43.
10. Peng C, Wen X. Recent Applications of Artificial Neural Networks in Forest Resource Management: An Overview Applications in Forest Resource Management. American Association for Artificial Intelligence. 1999.

11. Imada A. A Literature Review: Forest Management with Neural Network and Artificial Intelligence. Communications in Computer and Information Science. 2014; 440:9–21. https://doi.org/10.1007/978-3-319-08201-1_3

12. Nunes M, Gorgens E. Artificial Intelligence Procedures for Tree Taper Estimation within a Complex Vegetation Mosaic in Brazil. PLOS ONE. 2016; 11:e0154738. https://doi.org/10.1371/journal.pone.0154738 PMID: 27187074

13. Leite H, Silva M, Binoti D, Fardim L, Takizawa F. Estimation of inside-bark diameter and heartwood diameter for Tectona grandis Linn. trees using artificial neural networks. European Journal of Forest Research. 2011; 130:263–269. https://doi.org/10.1007/s10342-010-0427-7

14. Socha J, Netzel P, Cywicka D. Stem Taper Approximation by Artificial Neural Network and a Regression Set Models. Forests. 2020; 11(1). https://doi.org/10.3390/f11010079

15. [author not specified]. Report on the state of forests in Poland 2018. The State Forests Information Centre. 2019; p. 1–109.

16. Hanewinkel M, Cullmann D, Schelhaas MJ, Nabuurs GJ, Zimmermann N. Climate change may cause severe loss in economic value of European forestland. Nature Climate Change. 2013; 3:203–207. https://doi.org/10.1038/nclimate1687

17. Nothdurft A, Wolf T, Ringeler A, Bohner J, Saborowski J. Spatio-temporal prediction of site index based on forest inventories and climate change scenarios. Forest Ecology and Management. 2012; 279:97–111. https://doi.org/10.1016/j.foreco.2012.05.018

18. Crowther T, Todd-Brown K, Rowe C, Wieder W, Carey J, Machtmuller M, et al. Quantifying global soil carbon losses in response to warming. Nature. 2016; 540:104–108. https://doi.org/10.1038/nature20150

19. Cao QV, Pepper WD. Predicting inside bark diameter for shortleaf, loblolly, and longleaf pines. Ministry of Agriculture and Natural Resources. 1986; 10:220–224.

20. Haykin SO. Neural Networks and Learning Machines. Pearson; 2008.

21. Nguyen D, Widrow B. Improving the learning speed of 2-layer neural networks by choosing initial values of the adaptive weights. In: 1990 IJCNN International Joint Conference on Neural Networks; 1990. p. 21–26 vol.3.

22. Cooper S. Neural Networks: A Practical Guide For Understanding And Programming. Data Science; 2019.

23. Demuth H, Beale M. Neural Network Toolbox for use with MATLAB. MathWorks. 2000; 9.

24. Soares FAAMN, Flores EL, Cabacinha CD, Cariño GA, Veiga ACP. Recursive diameter prediction for calculating merchantable volume of Eucalyptus clones without previous knowledge of total tree height using artificial neural networks. Applied Soft Computing. 2012; 12(8):2030–2039 https://doi.org/10.1016/j.asoc.2012.02.018

25. MacFarlane DW, Weiskittel AR. A new method for capturing stem taper variation for trees of diverse morphological types. Canadian Journal of Forest Research. 2016; 46(6):804–815. https://doi.org/10.1139/cjfr-2016-0018

26. Azevedo G, Tomiazi H, Azevedo G, Teodoro L, Teodoro P, Souza M, et al. Multi-volume modeling of Eucalyptus trees using regression and artificial neural networks. PloS one. 2020; 15:e0238703. https://doi.org/10.1371/journal.pone.0238703 PMID: 32915871

27. Yang SI, Radtke PJ. Predicting bark thickness with one- and two-stage regression models for three hardwood species in the southeastern US. Forest Ecology and Management. 2022; 503:119778. https://doi.org/10.1016/j.foreco.2021.119778

28. Salekin S, Catalan CH, Boczniewicz D, Philp D, Morgenroth J, Meason DF, et al. Global Tree Taper Modelling: A Review of Applications, Methods, Functions, and Their Parameters. Forests. 2021; 12(7). October 24, 202217 /17 https://doi.org/10.3390/f12070913